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Abstract 
In recent decades, the high strength, high toughness and appealing aesthetics of Yttria-Partially-
Stabilised Zirconia (YPSZ) has made this ceramic the material of choice for dental prostheses. During 
manufacture YPSZ copings are veneered with porcelain to match the appearance of natural teeth and to 
reduce wear. However, near-interface chipping of the veneer is observed as a persistent primary failure 
mode. Recent studies suggest that failure is associated with the mechanical and microstructural state 
within a few microns of the interface. This insight has provided the motivating driver for this study: to 
develop and implement new characterisation techniques to improve the understanding of the YPSZ-
porcelain interface and thereby reduce failure rates.  
Microscale characterisation of the interface was performed using energy dispersive X-ray 
spectroscopy, Raman spectroscopy, X-ray Diffraction (XRD) and transmission electron microscopy. 
These studies indicated that YPSZ phase variation, elemental composition gradients and distinct 
microstructural features are present within 10 μm of the interface. Porcelain nanoscale voiding was found 
at the interface, and small angle neutron scattering confirmed that this is induced by tensile creep. 
High resolution (microscale) residual stress analysis was performed in YPSZ using XRD and 
Raman spectroscopy, and in porcelain using a new pair distribution function analysis technique. Cross-
validation of these results was performed using improved implementations of the ring-core focused ion 
beam milling and digital image correlation technique. The variation of Young’s modulus, yield strength 
and fracture toughness were determined using spatially resolved micropillar compression and splitting. 
Improved evaluation of the single-crystal stiffness of YPSZ was also performed using a new neutron 
diffraction based technique.  
The results of this analysis indicate a complex interaction within the first 50 μm of the YPSZ-
porcelain interface which leads to a significant reduction in porcelain toughness and an increased 
propensity to fail at this location.   
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1. Introduction 
Despite having exceptional reliability, manufacturability and biocompatibility, recent decades have 
seen a significant reduction in the popularity of metal dental implants [1]. The driving force behind this 
change has been the advent of ceramic copings, which are able to provide an aesthetic appearance more 
closely resembling natural teeth, and are therefore more popular with patients and dental clinicians alike. 
This shift has presented significant challenges in the quest to manufacture reliable, high performance 
dental prosthesis from what is generally perceived to be a brittle class of materials. 
One of the most promising ceramics for use in this application is Yttria-Partially-Stabilised Zirconia 
(YPSZ), due to its high strength, excellent biocompatibility and chemical inertness [2]. The outstanding 
characteristic of YPSZ is however the exceptional toughness of this material which is typically ~2 − 3 
times greater than other conventional ceramics. The origins of this toughening behaviour were originally 
postulated by Garvie, Hannink & Pascoe in their seminal paper entitled “Ceramic Steel?” [3] which 
made reference to the room temperature martensitic phase change which can be induced in YPSZ.  The 
mechanism behind this transformation toughening was later outlined in detail by McMeeking & Evans 
[4] who demonstrated that a zone of increased fracture toughness was generated by the stress induced 
tetragonal to monoclinic transformation at crack tips. 
In dental prosthesis YPSZ lacks the pearlescent finish of natural teeth and has a hardness that is 
sufficient to induce excessive wear of patient’s existing teeth during occlusal contact [5]. Therefore, a 
multi-layered veneer of dental porcelain is applied to the YPSZ coping which is also used to tailor the 
shape, colour and surface finish of the completed prosthesis. Despite the many benefits of this fabrication 
arrangement, clinical trials have indicated that the primary failure mode of these prosthesis is near-
interface chipping of the porcelain veneer, which is induced in approximately 8% of implants [6]. In 
these cases the high cost, technical difficultly and patient inconvenience of restorative dental surgery is 
significant, and therefore an improved understanding of the origins of this failure is critically required. 
This thesis presents a suite of mechanical and structural characterisation techniques which have 
been applied and developed in order to improve understanding of the origins of failure of the near 
interface porcelain. An overview of the stages involved in the manufacture and surgical placement of 
YPSZ-porcelain dental prostheses as well as the discussion of previous studies directed at understanding 
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the interface failure is initially provided in § 1.1 and § 1.2. This is followed by an introduction to YPSZ 
in § 1.3, and dental porcelain in § 1.4, with particular emphasis on the characteristics of the tetragonal to 
monoclinic phase change of YPSZ and the mechanical properties of these materials. A brief overview of 
the thesis is then presented in § 1.5, which highlights that failure is associated with localised residual 
stress, YPSZ phase composition, porcelain creep and the resulting variations in mechanical properties.   
1.1. The Manufacture and Implantation of YPSZ-porcelain Dental Prosthesis 
A schematic representation of a YPSZ-porcelain dental prosthesis is shown in Figure 1.1. The 
prosthesis is composed of three main sections; the implant which is inserted into the jaw bone of the 
patient, the abutment which is fixed to the implant and the coping which is bonded to the abutment. The 
materials, bonding methods, surgical techniques and success rates of each of these constituent parts has 
been the focus of a large number of research articles, and comprehensive overviews have been widely 
published [7]. Although the focus of this study is placed on the interface between YPSZ and porcelain 
within the coping, a brief overview of the stages of prosthesis implantation and manufacture has been 
provided in order to provide context to the failures observed. 
 
Figure 1.1. Schematic representation of a YPSZ-porcelain dental prosthesis [8]. 
Prosthesis implantation starts with the surgical removal of the diseased or damaged tooth, including 
the root and any infected gingiva or bone. Next, a hole is drilled into the jaw and the implant is screwed 
into place. Implants can be manufactured from ceramics such as YPSZ however metals such as titanium 
are more commonly used in order to provide improved bonding between the implant and bone [9]. The 
abutment is next attached to the implant using dental cement such as zinc phosphate or methacrylate 
resin. At this stage in the procedure, the implant must be given sufficient time to adhere fully to the bone 
before the application of the YPSZ-porcelain coping. This can take anywhere between a few weeks to 
several months and it is during this period that the tailor-made coping is manufactured. 
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 Following the installation of the abutment, a dental impression or negative imprint of the 
neighbouring teeth and soft tissues is cast using a viscous, rapid setting polymer (Figure 1.2a). A 
temporary wax or polymer coping is sometimes applied to the abutment after this process in order to 
improve the aesthetic appearance and to minimise damage to the abutment during implant healing. 
 
Figure 1.2. Stages in the manufacture of YPSZ-porcelain dental copings. a) Dental impression,      
b) cast produced, c) 3D scan of cast, d) CAD model produced, e) coping designed, f) CAM applied 
to the YPSZ green body, g) YPSZ sintered, h) porcelain veneer applied, i) vacuum sintering of 
porcelain, j) completed coping is polished after the application of multiple veneering layers [10]. 
Manufacture of the YPSZ-porcelain coping begins by the production of plaster cast models of the 
dental impressions taken (Figure 1.2b). These models are then placed into 3D scanners in order to 
produce a point cloud representation of the casts (Figure 1.2c). The next stage of analysis is to generate 
Computer Aided Design (CAD) models of both the upper and lower jaw (Figure 1.2d). The relative 
positions of these models are then adjusted to simulate static occlusion and to provide an indication of 
the required size and shape of the dental prosthesis. A tooth shape is then selected from a library of 
potential variants in order to match the form of the existing teeth and the required tooth profile at the 
implantation site, for example, molar, incisor or canine (Figure 1.2e). Computer Aided Manufacture 
(CAM) is next used to shape the YPSZ coping from pre-sintered blanks (Figure 1.2f). These copings are 
manufactured oversize, in order to accommodate for the ≈ 20% linear shrinkage induced during coping 
sintering. The pre-sintered copings are then manually removed from the blanks and diamond polishing is 
used to produce a smooth, uniform exterior surface. 
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Many different types of YPSZ blanks are commercially available for use in the manufacture of 
dental copings. In this study Wieland Dental Zenotec Zr Bridge [11] has been selected as a representative 
YPSZ composition due its widespread and established clinical use. The composition of this material is 
given in Table 1.1. which closely matches that of several other widely used YPSZ variants [12].  
Table 1.1. Composition of Wieland Dental Zenotec Zr Bridge [11]. 
 
Oxide 
 
ZrO2 + Y2O3 + 
HfO2  
Y2O3 HfO2 Al2O3 Other oxides 
 
Weight % 
 
< 99 4.5 − 6 ≤ 5 < 0.5 < 0.5 
The recommended sintering conditions of YPSZ vary between different manufacturers however a 
maximum temperature of 1600℃ is typically required to minimise porosity in the component. In this 
study, sintering was performed in an Orotig HT-S furnace, which was used to apply a heating rate of 
20℃ min−1 from room temperature to 800℃. The heating rate was then changed to 10℃ min−1 from 
800 − 1600℃ at which point the temperature was held constant for 2 hours. The sample was then 
furnace cooled in order minimise the likelihood of thermal shock induced fracture. 
Several recent studies have been performed to investigate the impact of further processing through 
sandblasting or the application of preparation liquids at this stage of manufacture [13, 14]. Although the 
results of these studies appear promising, in order to be representative of conventional manufacturing 
techniques no further processing was applied to the YPSZ coping at this stage. 
The next stage of coping manufacture is the application of the porcelain veneer (Figure 1.2h). A 
multitude of porcelain compositions are commercially available which can be used to tailor the colour, 
mechanical properties and Coefficient of Thermal Expansion (CTE) of the porcelain [15]. Porcelain is 
supplied as a micro-to-nanoscale powder which is combined with deionised water to produce a slurry and 
then manually applied to the surface of the YPSZ in thin layers [16]. In this study Ivoclar Vivadent IPS 
e.max Ceram was selected for the veneering process due to its widespread use, suitability for multiple 
layers of application and absence of additional pigments [17]. This consistent porcelain composition 
(Table 1.2) was selected in order to minimise effects induced by elemental variation through the veneer. 
Sintering was performed using an Ivoclar Vivadent Programat CS2 vacuum furnace in accordance with 
the manufacturer’s prescribed automated temperature routines (Figure 1.2i). Heating was performed at a 
rate of 40℃ min−1 to a temperature of 750℃ which was held for 1 minute, followed by furnace cooling 
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of the sample back to room temperature. In order to build up the shape of the completed prosthesis, two 
to three further layers of porcelain veneer were then applied using the same technique.  
Table 1.2. Composition of incisal IPS e.max Ceram [17]. 
 
Oxide 
 
SiO2 Al2O3 Na2O K2O ZnO 
CaO, F, 
P2O5 
Other 
oxides 
 
Weight % 
 
60 − 65 8 − 12 6 − 9 6 − 8 2 − 3 2 − 6 2 − 8.5 
  The final stage of coping manufacture involves fine grit (3 μm) polishing of the veneered surfaces 
in order to produce a pearlescent finish (Figure 1.2j). The coping is then placed onto the abutment of the 
plaster cast model to check the fit suitability and contact tolerances with existing teeth.  
Upon the successful healing of the dental implant, the final stage of prosthesis installation is 
performed. The wax or porcelain temporary crown is removed from the abutment which is then cleaned 
and dental cement is used to attach the inner surface of the YPSZ-porcelain coping to this component. If 
necessary, further diamond polishing is applied at this stage to minimise contact with neighbouring teeth. 
1.2. Failure of YPSZ-porcelain Dental Prostheses 
Near-interface porcelain chipping has become well-established as the primary failure mode of 
YPSZ-porcelain dental prostheses both through simulated mastication loading (ex vivo, Figure 1.3a) [18]  
and clinical trials (in vivo, Figure 1.3b) [19]. This widespread observation, in combination with the 
significant difficulties induced by prosthesis failure has resulted in a large number of studies being 
directed towards this issue, as recently overviewed by Raigrodski et al. [20]. Despite this directed and 
coordinated analysis, a critical assessment of the literature demonstrates that a comprehensive 
understanding of the origins of failure has yet to be revealed. 
 
Figure 1.3 Near-interface chipping of porcelain veneers a) ex vivo and b) in vivo [21]. 
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One of the primary reasons for this limited insight is that a significant percentage of studies are 
directed towards reducing the prosthesis failure rates through the development of new manufacturing 
techniques and methods, without attempting to understand the underlying characteristics of failure. This 
approach has proved highly successful in identifying manufacturing parameters which can greatly 
increase the bond strength and thereby reduce failure rates; from modified thermal processing routes 
[22], to effective porcelain compositions [23] and optimal veneering thicknesses [24]. Without the active 
use of studies such as these, the poor reliability of YPSZ-porcelain copings would almost certainly 
render them uncompetitive when compared with alternative methodologies. However, analysis of this 
type has resulted in a large number of literature studies which suggest the importance of a considerable 
number of parameters, and from which a number of conflicting conclusions are presented. It is my belief 
that this approach of improvement through manufacturing process trials is showing ever decreasing 
returns in terms of reduced prosthesis failure rates, and therefore further improvement is only possible 
through enhanced understanding of the underlying causes of prosthesis failure. 
In order to begin to understand the origins of failure, several studies have been directed towards the 
characterisation of cracked and chipped YPSZ-porcelain prostheses. A broad range of techniques have 
been applied to examine this behaviour, from Scanning Electron Microscope (SEM) imaging (Figure 1.4) 
[25] to micro-tomography [26] and Energy Dispersive X-ray Spectroscopy (EDXS) [27]. The common 
feature in these analytical studies has been the importance of high resolution (≤ μm) characterisation, 
which indicates that the origins of failure are highly localised to the near-interface porcelain region. 
 
Figure 1.4. SEM image across the YPSZ-porcelain interface showing the origin (o) of porcelain 
chipping and the direction of crack propagation [25]. 
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One widely presented explanation for the high frequency of near-interface chipping is the presence 
of localised residual stresses within the near-interface porcelain. Residual stresses are defined as the 
forces that remain locked within a material in the absence of an exterior load. Regions of high magnitude 
tensile residual stress, when combined with externally applied forces (such as mastication loading), can 
reach a magnitude which is sufficient to induce fracture through a weakest link type failure.  
Of the two constituent materials in this system, YPSZ has a flexural strength (1,200 ± 200 MPa 
[11]) which is over ten times greater than dental porcelain (90 ± 10 MPa [17]). The brittle nature of 
these ceramic materials ensures that flexural failure occurs as a direct result of crack tip opening and the 
compressive strength of both materials has been shown to be much greater than the tensile equivalents 
[28]. Therefore, in order to minimise the likelihood of porcelain tensile failure, the CTE of dental 
porcelain (𝛼𝑃 = 9.5 × 10
−6K−1 [17]) and YPSZ (𝛼𝑍 = 10.5 × 10
−6K−1 [11]) have been selected to 
induce residual mild compression in porcelain during post-sintering cooling from 750℃ [29]. Although 
this approach has been widely exploited in the manufacture of YPSZ-porcelain dental prosthesis, the 
interaction between the two materials and resulting stress distribution have never been fully understood. 
Following the residual stress analysis performed in Chapter 6, a multiscale analytical model of residual 
stress generation at this location is presented in § 6.6 to improve understanding of this effect. 
Another factor which is believed to influence the residual stress state at the YPSZ-porcelain 
interface is the tetragonal to monoclinic phase change of YPSZ [29]. This crystallographic 
transformation can be induced by tensile or shearing residual stresses and results in a 4% volumetric 
expansion as well as localised twinning [30], as outlined in more detail in § 1.3. This volume expansion 
serves to reduce the tensile residual stress within the YPSZ, however it can also induce tensile stresses in 
neighbouring regions [31]. Although monoclinic YPSZ has been experimentally observed within the 
YPSZ dental copings [14, 32], this analysis has either been performed over very small length scales or at 
an insufficient resolution to provide insight into the role of phase transformation in failure. Therefore as 
part of this study, improved characterisation of this behaviour has been performed using X-ray powder 
diffraction and Raman spectroscopy (in § 6.3 and § 6.4, respectively). 
Several revealing studies into the residual stress variation within porcelain and YPSZ copings have 
been published. Mainjot et al. performed depth resolved (100 μm) hole drilling using a 2.5 mm diameter 
drill bit to reveal the presence of distinct gradients within the near-interface region. Nanoindentation has 
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also been applied to determine the variation of the average residual stress in YPSZ and porcelain with an 
incremental step size of 50 μm between measurement points [33, 34]. These studies demonstrated 
fluctuations in porcelain residual stress which were closely related to the thickness of the porcelain 
veneer applied, that porcelain was generally in a state of tensile residual stress, and that YPSZ was 
largely in a state of mild near-uniform compressive stress. Despite these promising results, this 
nanoindentation analysis was performed by using variations in indentation hardness to characterise 
stress. This approach is highly dependent upon precise calibration of the unstressed hardness of the 
substrate, is sensitive to tip imperfections and is based on the implicit assumption that the mechanical 
characteristics remain constant within the measured region (which has since been shown to be invalid in 
Chapter 7). Therefore, further independent validation of these results is required. 
More recently the ring-core Focused Ion Beam (FIB) milling and Digital Image Correlation (DIC) 
microscale residual stress analysis technique has been applied to a YPSZ-porcelain cross section by 
Sebastiani et al. [35]. This approach proved to be highly successful at resolving residual stresses within 
the coping and was performed within the porcelain veneer at an incremental step size of 0.5 mm. 
Moderate variations in residual strain (and stress) were observed using this approach, however only five 
measurement points were collected across the entire thickness of the porcelain veneer, severely 
restricting any potential insights into the localised residual stress states expected in the near-interface 
region. In order to overcome this limitation, higher resolution, more reliable quantification of residual 
stress has been performed using improved implementations of the ring-core FIB milling and DIC 
technique, as outlined in Chapter 6.  
 
Figure 1.5 SEM image of ring-core FIB milling and DIC in dental porcelain [35]. 
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The near-interface proximity of porcelain chipping has led to the suggestion that the failure may be 
influenced by elemental diffusion across this boundary. Elemental composition is known to be highly 
influential on the mechanical properties of both YPSZ and porcelain [36] and EDXS analysis has 
confirmed that the elemental diffusional distances of Zr and Si are approximately 5-10 μm [27]. 
Mechanical characterisation in the form of nanoindentation has previously been used to assess if 
elemental composition (or YPSZ phase transformation) induces localised weakness of the near-interface 
region [35]. Deviations were observed in Young’s modulus, hardness and fracture toughness in the near-
interface region, however the impact of the large variations in residual stress across the interface was not 
accounted for in this analysis. This severely limits the validity of any conclusions which can be drawn 
from this study and has served as motivation for improved characterisation of the microstructural and 
mechanical state of the interface region (Chapter 7). 
1.3. An Introduction to YPSZ 
Zirconia is a dioxide of the transition metal zirconium. In its pure form zirconia has a monoclinic 
crystal structure at room temperature. However, alloying with other oxides, such as CaO, MgO, CeO2 or 
Y2O3 stabilises the tetragonal (or cubic) crystal structure to lower temperatures [2]. Yttria-Partially-
Stabilised Zirconia is defined as a Zirconia alloy with a concentration of Y2O3 higher than 0.5 mol% 
however the most widely used concentrations of YPSZ are between 3 − 5 weight % as these ceramics 
offer the best balance between toughness and strength [37]. 
 
Figure 1.6. Schematic of a) tetragonal and b) monoclinic ZrO2 (Zr-blue, O-red) [38]. 
The tetragonal to monoclinic phase transformation in YPSZ is diffusionless and involves a 
concerted movement of a large number of atoms through a shearing process. This martensitic 
transformation is a grain by grain phenomenon which induces a reversible crystallographic shape change 
and volume expansion of 4% (Figure 1.6) [30, 38]. Atomic force microscopy has been used to observe 
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the transformation in more detail and both slip and twinning characteristics have been detected [39]. The 
phase transformation of in YPSZ is also dependent upon the thermal history and strain state of the 
material, with a critical transformation stress or strain at any given temperature. Stress-strain curves for 
single YPSZ crystals have been observed by Mercer et al. and these confirm the presence of a stress 
plateau at a critical transformation stress 𝜎𝑇 (Figure 1.7) [40]. The phase transformation of YPSZ has 
also been shown to be greatly affected by surrounding matrix constraints [2] which explains why 
mechanical, chemical and thermal processing of near interface regions can preferentially induce the 
YPSZ phase transformation at these locations [41].  
 
Figure 1.7. Representative compressive stress-strain response of a 𝟑mol% YPSZ single crystal 
at 𝟓𝟎𝟎℃. The transformation expansion strain is indicated by ∆𝜺𝑻 [40]. 
The high toughness of YPSZ is an unusual property for a ceramic. This behaviour originates from 
the tetragonal to monoclinic transformation observed in the vicinity of crack tips. The transformation 
process absorbs some of the stored elastic strain energy required for crack propagation, induces a 
volumetric expansion that reduces the tensile stress and also acts to close the crack [42]. The high fatigue 
strength of YPSZ can also be explained by the reversible transformation at the crack tip. The cyclic 
loading of the crack tip leads to a hysteretic effect that dissipates energy via the phase transformation 
mechanism thereby reducing the energy available for crack propagation [40]. 
The sintering conditions applied to YPSZ during manufacture are highly influential on the Young’s 
modulus, flexural strength and hardness of this material. Reductions in all three of these parameters are 
observed with lower sintering temperatures and increasing levels of porosity [43]. Elemental composition 
is also highly influential in the mechanical characteristics of YPSZ, and doping with a broad range of 
transition metal oxides has proven to be particularly successful at increasing the flexural strength and 
hardness of YPSZ [44]. Higher concentrations of yttria have been shown to increase the stabilisation of 
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the tetragonal phase which results in a higher strength and hardness, at the expense of material 
toughness. Despite the severe difficulties in determining reliable single crystal stiffnesses of YPSZ (as 
outlined in more detail in Chapter 4), yttria content has also been shown to be influential in the elastic 
anisotropy of individual grains [45]. A critical examination of the literature also reveals that there is 
significant variation in published estimates of Poisson’s ratio for YPSZ, with typical bulk averages in the 
range of 𝜈 = 0.25 − 0.30 and single crystal stiffness estimates varying as much as 𝜈 = 0.02 − 1.65 [46].  
An overview of the relevant mechanical properties of Zenotec Zr Bridge is provided in Table 1.3. 
Table 1.3. Mechanical properties of Zenotec Zr Bridge [11]. 
 
Fracture 
toughness 
 
Flexural strength Hardness 
Young’s 
Modulus 
Poisson’s ratio 
 
5 MPam0.5 
 
1,200 
± 200 MPa 
12,750 ± 1,960 MPa 210 GPa 0.30 
1.4. An Introduction to Dental Porcelain 
Porcelain is a class of ceramic materials which is predominantly composed of ionic and covalently 
bonded oxides, which are formed into a viscous slurry, shaped into the required geometry and then 
sintered in a kiln or furnace to produce a high strength but brittle material. The term porcelain can be 
used to describe a broad range of compositions including the kaolin and quartz based ceramics widely 
used in utilitarian wares or art. Dental porcelain is distinct from these other ceramic types as it is 
primarily composed of feldspar, combined with smaller amounts of quartz (Figure 1.8). Silica (SiO2) 
typically accounts for over 60 weight % of dental porcelain, which is combined with various oxides to 
produce a biocompatible material with optimal appearance, strength and hardness [47]. 
 
Figure 1.8 Triaxial plot indicating constituent components of porcelain classes.  
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Dental veneering porcelain can typically be grouped into two categories depending upon the 
crystalline content and glass composition of the particular ceramic. ‘Glass based ceramics’ are porcelains 
which are predominantly amorphous in structure and contain high concentrations of feldspar. The 
amount of crystalline phase in this type of ceramic is highly dependent upon the exact sintering regime 
applied [48] and these ceramics have proven to be highly reliable, with one of the most popular 
compositions being Cerec Vitablocs Mark II [49]. This kind of ceramic material forms the basis for the 
second category of dental porcelain; ‘glass based systems with fillers’ in which small concentrations (<
1 weight %) of crystalline materials such as leucite (KAlSi2O6), lithium disilicate (TiSi2O6) or 
fluorapatite (Ca5(PO4)3F) are added. These crystalline phases can influence the thermal characteristics of 
the porcelain such as sintering temperature and CTE, and can also influence the mechanical properties of 
these materials [50]. IPS e.max Ceram is the most widely used dental veneering porcelain within this 
category [17]. 
Processing route can be used as an alternative method for categorising dental porcelain into either 
powder/liquid (Figure 1.9a) or solid bloc (Figure 1.9b) based systems [51]. Powder and liquid based 
systems are applied to YPSZ or metal frameworks using the conventional slurry and sinter based 
approach outlined in § 1.1. In contrast, recent developments in CAD and CAM have facilitated the 
manufacture of single phase porcelain copings. The copings benefit from the absence of the YPSZ-
porcelain interface, but are weaker and currently less reliable than traditional designs [52]. 
 
Figure 1.9 Dental porcelain types [17, 49] a) powder form b) solid bloc and c) shading variation. 
Another important factor in the manufacture of dental porcelain is the ability to tailor the colour and 
shade of the veneer (Figure 1.9c). Spectrophotometers or visual comparison with existing teeth are used 
to determine the required porcelain shade and small concentrations of metallic pigments then added to 
the porcelain powder during manufacture to tailor the colour. The following pigments are widely used: 
TiO2 – amber, CuSO4 – blue, Cr2O3 – green, Fe3O4 – brown and MnO – lavender. 
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The microstructure of dental porcelain is highly sensitive to the sintering durations and temperatures 
applied during manufacture  [36].  Incomplete sintering leads to segregation of elemental phases and 
prevents full densification of the porcelain veneer [16], this microscale porosity has an unappealing 
‘cloudy’ appearance and leads to a reduction in strength. Despite the presence of the these microscale 
voids, fractography of chipped veneers indicates that macro-scale failure does not originate at these 
microscale features (Figure 1.4) and that the origin of failure lies elsewhere [25]. 
 The mechanical characteristics of dental porcelain are highly dependent upon the elemental 
composition, with increased fracture toughness and hardness being observed at higher concentrations of 
Al2O3 [53]. The flexural strength of porcelain can be greatly improved by the addition of crystallites [54] 
and Young’s modulus shows high sensitivity to porosity [55].  Few articles have been directed towards 
the study of Poisson’s ratio of porcelain, however typical values lie within the range of 0.20 − 0.25.  
An overview of the relevant mechanical properties of IPS e.max Ceram is provided in Table 1.4. 
Table 1.4. Mechanical properties of IPS e.max Ceram [17]. 
 
Fracture toughness 
 
Flexural strength Hardness 
Young’s 
Modulus 
Poisson’s ratio 
 
2.75 ± 0.25 MPam0.5 
 
90 ± 10 MPa 5,400 ± 200 MPa 60 GPa 0.23 
Few studies have been directed towards understanding the creep characteristics of porcelain, 
however a 4-point bending study by Ponraj et al. has demonstrated that domestic porcelain obeys the 
secondary creep rate equation at temperatures above 800℃: 
 𝜀̇ = 𝐴𝜎?̅?𝑒−𝑄/𝑅𝑇 , (1.1) 
where ?̇? is the strain rate, 𝐴 is the creep rate scaling factor, 𝜎 is the applied uniaxial stress, ?̅? is the stress 
rate exponent, 𝑄 is the activation energy, 𝑅 is the universal gas constant and 𝑇 is the absolute 
temperature in K. Creep-induced nanovoiding has been widely observed in the constituent phases of 
porcelain [56-58] which is believed to be associated with vacancy diffusion [59]. This behaviour is 
known to reduce the strength and fracture toughness of these materials [60] and has previously been 
shown to be sufficient induce component failure [61]. 
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1.5. Thesis Overview 
This thesis is directed at improving the current understanding of the relatively high frequency of 
porcelain chipping observed at the YPSZ-porcelain interface in dental prosthesis. The results of previous 
studies have indicated that the origins of this behaviour are localised to within a few hundred microns of 
the interface and therefore techniques capable of micro-to-nanoscale assessment have been applied. 
However, in order to understand better the microscale features observed, macro-scale quantification of 
the bulk properties of YPSZ and porcelain has been performed where relevant. 
Assessment of the microstructure and mechanical properties across the YPSZ-porcelain interface 
has been performed using a broad range of techniques, which have been selected to provide insight into 
the characteristic features responsible for failure. This has included well-established techniques such as 
X-ray powder diffraction and Raman spectroscopy, recently developed techniques such as micropillar 
compression and splitting, as well as a suite of new experimental techniques. These newly developed 
techniques are based on improvement or modification of existing methodologies to meet the needs of this 
experimental study, but also offer several new characterisation tools for related investigations.  
 Chapter 2 provides a background to the experimental methods implemented or developed in this 
study. This includes characterisation techniques such as scanning and transmission electron microscopy 
which have been applied to visualise the structure of the YPSZ-porcelain interface. The multiple 
diffraction and spectroscopy based methods exploit the interaction between photons, neutrons and 
electrons to provide crystallographic, elemental and structural insight into the near-interface 
characteristics, as well as the microscale mechanical analysis methodologies applied to the near-interface 
region. Where relevant, the results of recent related studies have been included. 
Chapter 3 presents the required development of the ring-core FIB milling and DIC approach. This 
has included the refinement of the DIC procedure to facilitate the complete assessment of the error 
bounds of the residual stress outputs from this analysis. An overview of a new analytical approach which 
exploits the isotropic geometry of the ring-core milling feature to quantify the Full In-plane Strain Tensor 
(FIST) at the milling location is also provided. Two new spatially resolved techniques are also presented 
which are capable of residual stress measurements in increments of between mm and tens of microns (the 
sequential ring-core approach), or between 1 and 10 microns (the parallel FIB milling geometry). 
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Chapter 4 provides an overview of a new technique which has been established to provide 
improved insight into the single crystal elastic stiffness parameters of YPSZ. Reliable quantification of 
these parameters is necessary for improved understanding the YPSZ-porcelain interface, however the 
micro-twinning characteristics of YPSZ ensures that conventional techniques are unsuitable. The new 
approach is based on in situ loading of YPSZ during neutron scattering, followed by the refinement of 
polycrystalline Finite Element (FE) simulations of the experimental arrangement. 
Chapter 5 describes a new small-scale ceramic tensile creep loading arrangement which has been 
conceived and applied in order to improve insight into the creep response of dental porcelain. The high 
sintering temperatures and residual stresses within near-interface porcelain are known to be sufficient to 
induce creep at this location. Transmission electron microscopy and small angle neutron scattering have 
also been applied to assess the characteristics of creep induced nanovoiding in dental porcelain. 
Chapter 6 presents the results of microscale residual stress and phase analysis across the YPSZ-
porcelain interface and surrounding regions. These parameters are known to be highly influential in the 
near-interface porcelain chipping observed, however very few studies have been published on this topic. 
Microscale-resolved transmission X-ray powder diffraction and Raman spectroscopy have been used to 
assess the variation of phase and tetragonal strain within a cross section of the YPSZ coping. Validation 
has been performed using the parallel FIB milling geometry and the sequential FIST ring-core residual 
stress analysis technique, which was also applied across the porcelain veneer. A new method based on 
pair distribution function analysis for residual strain quantification in amorphous materials has also been 
outlined and applied to validate the strain variation observed within the amorphous porcelain. 
Chapter 7 describes the microstructural and micromechanical experimental techniques applied 
across the YPSZ-porcelain interface. Despite the limited number of previous studies performed, the 
localised failure of near-interface of porcelain indicates that a structural or mechanical weakness is 
present at this location. Therefore energy dispersive X-ray spectroscopy has been used to assess the 
elemental diffusional distances across the YPSZ-porcelain interface and transmission electron 
microscopy has been used to assess the nanoscale structural variation at this location. Spatially resolved 
micropillar compression and micropillar splitting have also been used to quantify the variation in 
Young’s modulus, yield strength and toughness within the first 100 μm of the interface. 
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Chapter 8 outlines the main conclusions, combines the results obtained and provides potential 
explanations for the features observed. A brief overview of potential future work arising from this 
analysis is also provided. 
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2. Experimental Methods 
This chapter presents an overview of the experimental techniques which have been used and refined 
in the course of this investigation. In § 2.1 a brief introduction is provided to the electron microscopy 
techniques used in the structural characterisation of the interface. The theoretical background to the 
multitude of diffraction and spectroscopy techniques is next outlined in § 2.2. These can be grouped into 
micro-focus techniques for high-resolution analysis, and macro-scale neutron diffraction for improved 
averaging of bulk characteristics. An overview of the recent micromechanical analysis techniques is then 
provided in § 2.3, including micropillar compression [62] and micropillar splitting [63] for the 
characterisation of elastic modulus and hardness, on the one hand, and toughness on the other. An 
introduction to the FIB milling and DIC technique for residual stress analysis is also provided, with 
particular focus on the ring-core milling geometry [64]. 
2.1. Microstructural Characterisation 
Electron microscopy has become well-established as one of the most effective tools for micro-to-
nanoscale structural characterisation in a broad range of scientific disciplines. This imaging technique is 
based on the generation, acceleration and electromagnetic focusing of an electron beam in order to 
produce a nanoscale spot size on the sample of interest. The interaction between the electron beam and 
the sample of interest can be detected in reflection (as in SEM analysis, Figure 2.1a) or through 
transmission (as is the case in Transmission Electron Microscopy (TEM) analysis, Figure 2.1b). 
 
Figure 2.1. Schematic representations of a) SEM and b) TEM [65]. 
2.1.1. Scanning Electron Microscopy 
In SEM the electron beam is deflected using a scanning coil in order to raster the beam 
incrementally across the sample. At each scanning position a detector is used to record the number of 
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Secondary Electrons (SE) or Backscattered Electrons (BSE) produced during the interaction between the 
sample and the incident beam. These numbers are assigned to greyscale values, which are then used to 
generate an image of the surface. SEM analysis is a reliable, easy and effective method for surface 
imaging with a typical maximum resolution of ≈ 1 nm. SEM sample suitability is only limited by the 
requirements of vacuum compatibility and charge conductivity, which in the case of highly insulating 
materials can be improved by coating the sample with a thin layer of conductive material such as Au or 
Pd. The SEM analysis performed during this thesis was mostly carried out using the Tescan LYRA 3XM 
FIB-SEM at the Multi-beam Laboratory for Engineering Microscopy (MBLEM), University of Oxford, 
UK. 
2.1.2. Transmission Electron Microscopy 
In order to facilitate effective transmission of the incoming electron beam, TEM analysis is 
performed on thin (< 100 nm) lamella which are extracted from the material of interest typically using a 
FIB milling approach (as outlined in more detail in § 5.3.1). Incident beam interaction is associated with 
either electron absorption (in thicker samples) or through electron modulation, in order to produce a 2D 
representation of the lamella with a typical maximum resolution of 0.05 nm. This high resolution can be 
used to provide insight into the shape, size and distribution of nanoscale features. In this study TEM 
analysis has been performed using the JEOL JEM-2100F TEM at the Research Complex at Harwell, 
Oxfordshire, UK which has been applied to study nanovoiding in porcelain in § 5.3 and the micro-to-
nanoscale structural variation across YPSZ-porcelain interface in § 7.3. 
2.2. Diffraction and Spectroscopy Based Techniques  
The diffraction and spectroscopy based techniques used in this study have exploited the interaction 
between an incident beam (composed of electrons, neutrons or photons) and the atomic structure of 
YPSZ or porcelain to probe the mechanical, structural, elemental composition or bond characteristics of 
these materials. This interplay can be detected by either the scattering (change of direction) or frequency 
shift (change in energy) induced in the incident beam. Importantly, these techniques are able to provide 
high resolution characterisation, either by exploiting the micro-focus capabilities of the incident radiation 
to probe microscale gauge volumes or by selective examination of the scattering behaviour observed.  
Many of these techniques also facilitate in situ characterisation of the loading or thermal response of the 
materials, which can be critical in improving the understanding of the failures observed. 
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2.2.1. Synchrotron X-ray Powder Diffraction 
X-Ray powder Diffraction (XRD) is an extremely effective tool for the characterisation of strain, 
phase and texture in crystalline materials. Although XRD can be implemented using lab-based X-ray 
sources, the high brilliance of the 3rd generation synchrotron X-ray sources provides increased 
penetration depths and improved insight into the bulk characteristics of a given specimen. Synchrotron 
emission is based on the acceleration and injection of a small packet of charged particles (typically 
electrons) into a polygonal path. The beam travels close to the speed of light and bending magnets are 
used to contain the beam within this closed loop. This bending process emits photonic radiation which 
covers a broad spectrum of wavelengths including X-rays. Alternatively insertion devices known as 
wigglers or undulators can be placed into the beam path to produce a sinusoidally varying magnetic field 
which induces constructive interference at the desired frequency. 
Powder diffraction is typically performed using a monochromatic beam, which is defined as having 
a single characteristic wavelength and small bandwidth. Therefore a monochromator is used to select the 
required wavelength from the broad spectrum of incoming radiation. The choice of wavelength is highly 
dependent upon the capabilities of the beamline and the characteristics of the sample under investigation. 
In order to facilitate high resolution analysis, the incident beam is next refined and focused. Optical 
methods have been developed to exploit interference (zone plate focusing) or refraction (compound 
refractive lenses) to focus the incident radiation. However, in the analysis that follows one of the most 
versatile approaches has been used: Kirkpatrick Baez (KB) mirrors which reflect and focus the incident 
radiation in the vertical and horizontal orientations as shown in Figure 2.2.  
 
Figure 2.2 Schematic of KB mirrors [66]. 
In the case of XRD, the sample is next aligned to the focal spot in order to illuminate a small gauge 
volume of grains within the polycrystalline substrate. The regular crystallographic structure within each 
grain induces diffraction through a process known as Bragg scattering as originally proposed by W.H 
and W.L. Bragg [67]. Under these conditions the incident beam interaction with each atomic plane can 
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be considered in a similar manner to reflection as shown in Figure 2.3. In order to generate constructive 
interference between incident waves, the path length difference between consecutive waves must be 
equal to an integer (𝑛) multiplied by the wavelength of the incident radiation (𝜆). An expression for the 
path length difference can be determined geometrically from the lattice spacing (𝑑ℎ𝑘𝑙) for a given Miller 
index (ℎ𝑘𝑙) and the scattering angle 𝜃, to give Bragg’s law: 
 𝑛𝜆 = 2𝑑ℎ𝑘𝑙 sin 𝜃. (2.1) 
For a given incident wavelength and lattice spacing, a characteristic diffraction peak will be therefore be 
observed in a direction offset 2𝜃 from the incident radiation, and within the plane of the lattice normal 
(?̂?ℎ𝑘𝑙). For any given powder diffraction pattern, the presence of multiple peaks indicates differing 
lattice spacings for the various Miller indices in the crystallographic structure. 
 
Figure 2.3 Schematic representation of Bragg scattering.  
In order to perform successful collection of powder diffraction data, many thousands of crystallites 
need to be simultaneously illuminated within the gauge volume. This means that the average grain size of 
the polycrystalline substrate must be significantly smaller than the focal spot size of the incident media. 
Assuming that the sample is untextured i.e. has no preferred crystallographic orientation, the illuminated 
crystallites will be randomly orientated and therefore the Bragg condition will be met for any given 
azimuthal angle (𝜑). The resulting diffraction is observed as Debye-Scherrer cones with half opening 
angles (2𝜃ℎ𝑘𝑙
1 , 2𝜃ℎ𝑘𝑙
2 , … ) corresponding to differing lattice spacings (𝑑ℎ𝑘𝑙
1 , 𝑑ℎ𝑘𝑙
2 , … ) and Miller indices as 
shown in Figure 2.4. 
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Figure 2.4. Schematic representation of Debye-Scherrer cone powder diffraction [68]. 
Powder diffraction is typically performed using either a grazing incidence or a transmission mode 
arrangement. In grazing incidence diffraction, the sample is arranged such that the incident beam is offset 
by ≈ 3 − 5° from the a vector within the surface of the sample [69]. This approach is highly effective in 
the study of thin films and coatings as it samples the near-surface characteristics of the sample, however 
suffers from geometric elongation of the focal spot and only provides insight into the in-plane behaviour 
in a single orientation. In contrast to this arrangement, in transmission X-ray diffraction the incident 
radiation is aligned with the sample plane normal in order to collect a through sample average. Typically, 
a 2D detector is placed downstream from the sample in order to record the diffraction patterns 
corresponding to a particular cross section of the Debye-Scherrer cones. This geometry provides insight 
into the in-plane structural variation, and can be used to provide insight into crystallographic preferred 
orientation through the variation in diffracted intensity as a function of azimuthal angle. 
Processing of the 2D diffraction data is typically performed using software such as FIT2D [70]. 
Estimation of the sample-to-detector distance is required as an input to the processing routines, and is 
determined using diffraction patterns obtained from calibration samples such as silicon powder or LaB6. 
Radial integration of the patterns is then performed as a function of azimuthal angle in order to provide 
1D profiles of intensity against scattering angle as shown in Figure 2.5.  
 
Figure 2.5. XRD of YPSZ showing a) 2D diffraction pattern and b) 1D intensity against 𝟐𝜽 plot. 
The relative angular offset (𝝓) of the principal strains 𝜺𝒉𝒌𝒍
𝟏  and 𝜺𝒉𝒌𝒍
𝟐  is shown in c).  
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In order to perform quantitative assessment of the resulting diffraction spectrum, fitting is next 
applied. Rietveld refinement involves the simulation, generation and incremental fitting of the spectra, 
starting from the crystallographic structure of the powder investigated [71]. This approach is particularly 
successful for the refinement of the lattice constants or determination of the average grain sizes of a 
given material however Rietveld refinement typically requires large numbers of approximations and can 
be a computationally expensive. An alternative fitting approach is based on single peak fitting in order to 
determine estimates for the height, standard deviation and centre of each peak. Diffraction peaks are 
typically best described by a convolution between the Gaussian and Lorentzian distributions, known as a 
Voigt function. However, a simple and effective approximation to this is the Gaussian distribution: 
 𝑓(2𝜃, 𝜑) = 𝛼𝑒
−
(2𝜃−𝛽)2
2𝑠2 , (2.2) 
where 𝛼 is the peak height, 𝛽 is the peak centre and 𝑠 is the peak standard deviation. An estimate for 
integrated area beneath the fitted peak can then be obtained from: 
 𝐼(𝜑) = √2𝜋𝛼𝑠. (2.3) 
Least squares fitting of these distributions also provides estimates of the confidence intervals of each 
parameter which is critical to the strain and phase analysis presented below. 
Powder diffraction can be used to determine phase composition through the presence and relative 
intensity of diffraction peaks. In order to facilitate quantitative analysis, calibration is performed by 
mixing powders of known volume fraction and assessing the diffraction spectra resulting from these 
composite mixtures. For example, the differing crystallographic arrangements associated with 
monoclinic and tetragonal YPSZ result in distinct peaks in the powder diffraction patterns [72]. The 
Miller indices corresponding to the highest intensity peaks are the monoclinic 111 and −111 as well as 
the tetragonal 101 (as shown in Figure 2.5) and an expression for the amount of monoclinic phase 
present (𝑋𝑚) has been developed based on the ratios of the integrated intensities of these peaks [73]: 
 𝑋𝑚 =
𝐼−111
𝑚 + 𝐼111
𝑚
𝐼−111
𝑚 + 𝐼111
𝑚 + 𝐼101
𝑡 , (2.4) 
where the superscript indicates the phase of the peak and the subscript indicates the Miller index. This 
expression can then be used to provide estimates of the monoclinic volume fraction (𝑉𝑚) from [74]: 
 𝑉𝑚 =
1.311𝑋𝑚
1 + 0.311𝑋𝑚
. (2.5) 
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The confidence interval of 𝑉𝑚 can be determined by careful propagation of the confidence intervals 
obtained during Gaussian fitting through Equations 2.3-2.5. It is important to point out that this analysis 
is typically performed on data which has been fully azimuthally integrated (from 0° to 360°) in order to 
improve the precision of this volume fraction estimate. 
X-ray powder diffraction can be used to provide insight into localised strain behaviour through 
variations in lattice parameter spacing. Lattice strain quantification is based on determination of the peak 
centre of (typically) high intensity diffraction peaks which are converted to peak centre estimates using: 
 𝑑ℎ𝑘𝑙(𝜑) =
𝜆
2 sin (
𝛽(𝜑)
2 )
. 
(2.6) 
Estimates of the lattice strain can then be determined from: 
 𝜀ℎ𝑘𝑙(𝜑) =
𝑑ℎ𝑘𝑙(𝜑) − 𝑑ℎ𝑘𝑙
0
𝑑ℎ𝑘𝑙
0 , (2.7) 
where 𝑑ℎ𝑘𝑙
0  is the unstrained lattice parameter spacing. One of the main difficulties associated with lattice 
strain analysis is reliable quantification of 𝑑ℎ𝑘𝑙
0  and a comprehensive review of methods which can 
overcome this limitation has recently been published [75]. These approaches are typically associated 
with XRD of a strain free sample, which is produced either through sample sectioning or powder based 
methods. However the effectiveness of these techniques can be somewhat limited due to incomplete 
stress relief or changes in 𝑑ℎ𝑘𝑙
0  induced by local elemental variation or any processing applied to the 
sample. An alternative and highly successful approach is to compare the strain obtained from XRD with 
independent absolute residual strain analysis methods such as the ring-core FIB milling and DIC 
technique [76], and this approach has been successfully implemented in § 3.3, § 3.5 and § 6.5. 
 As well as providing insight into the lattice strain in a particular azimuthal orientation (𝜑), XRD 
can be used to characterise the in-plane strain tensor [77]. This analysis provides quantitative estimates 
of the principal in-plane strains (𝜀ℎ𝑘𝑙
1  and 𝜀ℎ𝑘𝑙
2 ) and angular offset from the original coordinate frame 
shown in Figure 2.5c (𝜙) by fitting of Mohr’s circle to the azimuthal variation of lattice strain: 
 𝜀ℎ𝑘𝑙(𝜑) =
𝜀ℎ𝑘𝑙
1 + 𝜀ℎ𝑘𝑙
2
2
+
𝜀ℎ𝑘𝑙
1 − 𝜀ℎ𝑘𝑙
2
2
cos 2(𝜑 + 𝜙). (2.8) 
Insight into these parameters is critical in improving understanding of the principal stresses and 
orientations at the YPSZ-porcelain interface and the associated chipping failures observed. 
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2.2.2. Neutron Diffraction 
Neutron diffraction offers an alternative characterisation tool to XRD, which is particularly 
effective in probing the bulk response of relatively large gauge volumes (≈ mm3) of material. The 
absence of charge results in weak interaction between the incident neutrons and the atomic media under 
investigation. Although this means that most neutrons pass through the sample, long exposures and 
careful collimation of scattered neutrons can be used to provide insight into the diffraction response from 
a region of interest within the sample. 
Neutrons are produced during the fission of heavy elements such as tungsten and uranium. One 
approach which can be used to generate a source of neutrons is through the use of a nuclear reactor. In 
this arrangement, a self-sustaining fission process is induced and carefully controlled to generate a 
continual neutron source. An alternative approach is to accelerate bunches of protons using a synchrotron 
and to direct the incident beam onto a heavy metal target to induce instantaneous spallation of neutrons. 
This process is repeated at a high frequency in order to produce a pulsed neutron source. The neutron 
diffraction carried out as part of this study was performed at ISIS Pulsed Neutron Source, Harwell, UK 
and therefore the following introduction is devoted to this generation approach.  
Following spallation, moderators such as water, liquid methane and liquid hydrogen are next used 
to reduce the velocity of high speed neutrons to energies most useful for material characterisation. 
Despite this reduction in high speed neutrons, a broad spectrum of neutron energies are still produced 
from the source and a chopper (or rotating neutron blanking device) can be used to select a subsection of 
the incident neutrons for the analysis required. Beam refinement is next performed using a series of slits 
and focusing optics in order to generate a millimetre sized neutron beam which is directed at the sample. 
Bragg’s law (Equation 2.1) can be used to describe the scattering induced by the interaction 
between the incident neutrons and the crystallographic lattice within the sample. However the 
experimental method used to record this neutron diffraction response is somewhat different to that used 
in XRD. In this approach, instead of fixing the wavelength of the incident radiation, the scattering angle 
2𝜃 is fixed by recording diffraction from a single orientation. This scattering angle is determined by the 
direction of the scattering vector within the sample of interest, 𝑸. For example, Figure 2.6 shows a 
schematic diagram of the experimental setup used in the neutron diffraction study in Chapter 4. In this 
arrangement, insight into the lattice strain response in directions parallel and perpendicular to the loading 
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direction was performed by aligning the scattering vectors (𝑸𝟏 and 𝑸𝟐) corresponding to diffraction 
(detector) banks 1 and 2 in these two orientations.  
 
Figure 2.6. Plan view schematic diagram of the neutron diffraction experimental setup at beamline 
Engin-X which was implemented in Chapter 4. 
 The incident beam is composed of neutrons travelling at different speeds and therefore the time 
taken for each neutron to travel from the spallation target to the detector bank can differ. These small 
variations in the time of flight are carefully recorded by the detector banks in order to populate a 
distribution of intensity against flight time (Figure 2.7). These distributions are similar in form to the 1D 
intensity against 2𝜃 plots produced by radial integration of 2D diffraction plots, with diffraction peaks 
corresponding to the lattice spacing at a given Miller index. Gaussian peak fitting can be used to 
determine the time of flight associated with each peak centre (𝑡ℎ𝑘𝑙) which is related to the neutron 
wavelength (𝜆ℎ𝑘𝑙) corresponding to each peak centre through the de Broglie equation: 
 𝜆ℎ𝑘𝑙 =
ℎ𝑡ℎ𝑘𝑙
𝑚𝑛𝐿𝑇
, (2.9) 
where 𝐿𝑇 is the beamline specific total flight path from the neutron source to the detector, ℎ is Planck’s 
constant and 𝑚𝑛 is the mass of a neutron. A rearranged version of Bragg’s law can then be used to find 
the lattice values associated with each peak: 
 𝑑ℎ𝑘𝑙 =
𝜆ℎ𝑘𝑙
2 sin 𝜃
, (2.10) 
where 2𝜃 is equal to the scattering angle (which is equal to 90° for the experimental arrangement shown 
in Figure 2.6). These values can then be used to provide estimates of lattice strain through Equation 2.7. 
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Figure 2.7. Time of flight against intensity for a zirconium alloy [78]. 
Neutron diffraction can also be used to provide insight into larger scale features within the range of 
≈ 1 − 100 nm through the use of Small Angle Neutron Scattering (SANS). The origins of this behaviour 
lie in the scattering response of an array of regular sized or regularly spaced features such as voids and 
grain boundaries within this nanoscale length range. The constructive interference between scattered 
waves results in a diffraction peak which is indicative of the length scale of these features. 
 Of particular importance to the field of SANS, is the relationship between the magnitude of the 
reciprocal space scattering vector (|𝑸| = 𝑄) and the spacing between scattering features (𝑑): 
 𝑄 =
2𝜋
𝑑
. (2.11) 
This expression demonstrates that the larger nanoscale features examined in SANS will correspond to a 
scattering vector which is smaller in magnitude. Bragg’s law can then be used to show that for a 
particular neutron wavelength, the scattering angle (2𝜃) will be reduced. Therefore, in a typical SANS 
arrangement, detector banks are placed far from the sample in order to collect information at small 𝑄. For 
example, the SANS analysis outlined in § 5.3 was performed at beamline LOQ at ISIS Neutron 
Spallation Source, which has a 2D area detector placed 4.1 m downstream of the sample and is able to 
collect information in the range 𝑄 = 0.006 − 0.24 Å−1. Each pixel in the 2D array corresponds to a 
known scattering angle, which can be used to convert the time resolved spectra recorded into a single 
plot of intensity against 𝑄 through Equations 2.9-2.11 as shown in Figure 2.8.  The presence of peaks 
within this intensity distribution can be used to provide insight into the average size (peak centre), 
distribution (peak width) and number density (peak magnitude) of nanoscale features [79]. Power law 
fitting of the underlying distribution can also be used to provide insight into the shape or interface 
behaviour of these features [80]. 
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Figure 2.8. SANS intensity against 𝑸 for 3 polymers showing differing levels of crystallinity [81]. 
2.2.3. Pair Distribution Function Analysis 
In recent decades, diffraction based techniques for high resolution structural analysis of crystalline 
materials have become well-established and broadly applied in order to improve understanding of 
localised strain in these materials. These techniques are based on the sharp diffraction peaks which occur 
as a result of the regular lattice structure in these materials (Figure 2.9a). In contrast, limited insight has 
been available into the atomistic behaviour of amorphous materials due to the diffuse scattering response 
associated with these materials (Figure 2.9b). This scattering behaviour is representative of the average 
spacing between atoms in disordered materials such as dental porcelain, however cannot be analysed for 
strain in the same manner as in XRD or neutron diffraction peak analysis.  
 
Figure 2.9. XRD of titania doped zirconia in an a) crystalline and b) amorphous state [82]. 
In order to extract local structure information from these amorphous diffraction spectra, a new 
approach has been developed which provides insight into the real space atomic spacing from the 
reciprocal space data collected. This relation is known as the Pair Distribution Function (PDF) (𝐺(𝑟)) 
which represents the probability of finding an atom at a particular radial distance (𝑟) from any atom 
within the structure as shown schematically in Figure 2.10. 
  
28 
 
Figure 2.10. Schematic of steps involved in PDF analysis and a typical 𝑮(𝒓) for dental porcelain.  
Successful implementation of this analytical method is dependent upon precise flat and dark field 
correction of the diffuse diffraction images collected, using the relationship: 
 𝐶(𝑖, 𝑗) =
[𝑅(𝑖, 𝑗) − 𝐷(𝑖, 𝑗)] ∙ 𝑚
𝐹(𝑖, 𝑗) − 𝐷(𝑖, 𝑗)
. (2.12) 
where 𝑖, 𝑗 represents the pixel position in the matrix, 𝐶 is the 𝐼 × 𝐽 sized matrix representing the corrected 
image, 𝑅 is the raw image matrix, 𝐹 is the flat field image matrix (with the sample removed), 𝐷 is the 
dark field image matrix (with the shutter closed) and 𝑚 =
1
𝐼𝐽
∑ ∑ [𝐹(𝑖, 𝑗) − 𝐷(𝑖, 𝑗)]𝐽𝑗=1
𝐼
𝑖=1 .  
During the experimental process, care must also be taken to ensure that the scattering response at 
large 𝑄 values is collected. This factor is critical during the Fourier transformation of the diffraction data 
as it is used as a finite approximation to the infinite integral and small values of 𝑄𝑚𝑎𝑥 induce Fourier 
termination errors (aberrations) in the PDF. Therefore in the case of XRD, high energy incident radiation 
(small 𝜆), small sample to detector distances and large detectors (large 𝜃) are used to maximise the 
recorded 𝑄 space. For example, the PDF analysis outlined in § 6.2 was performed at Beamline I15 at 
Diamond Light Source, Harwell, UK using a monochromatic incident radiation of 76 keV and a sample 
to detector distance of 262 mm to capture scattering up to 𝑄𝑚𝑎𝑥 = 25.1 Å
−1. 
Following radial integration of the corrected image, the resulting intensity against 𝑄 distribution is 
used to quantify the normalised structure function 𝑆(𝑄). This is a descriptor of how the material scatters 
incident radiation which takes into account the scattering factors associated with each constituent 
element and a comprehensive overview of this analytical step has previously been presented elsewhere 
[83]. The Fourier transform of this function can then be used to determine the 𝐺(𝑟) through [84]: 
 𝐺(𝑟) =
2
𝜋
∫ 𝑄[𝑆(𝑄) − 1] sin(𝑄𝑟) 𝑑𝑄
𝑄𝑚𝑎𝑥
0
. (2.13) 
  
29 
Molecular Dynamic (MD) simulations offer a powerful modelling tool which can be used to 
simulate the amorphous structures analysed using PDF analysis. Progressive refinement of the atomic 
arrangement can be performed by comparing simulated PDFs with those obtained experimentally in 
order to provide a much improved understanding of the atomic structure of a given material [85]. 
An alternative use for PDF analysis of amorphous materials was recently presented in an article by 
Poulsen et al. entitled “Measuring strain distributions in amorphous materials” [86]. Applied strain has 
recently been shown to be linearly related to PDF peak shifting in bulk metallic glasses [87]. This has 
served as the basis for a new strain characterisation technique which has been established and applied to 
a porcelain veneer in § 6.2. 
2.2.4. Energy Dispersive X-ray Spectroscopy 
In recent decades, EDXS has become a well-established technique for high resolution (microscale) 
elemental composition analysis in a broad range of materials. This experimental technique is based on 
excitation of the atoms within a region of interest, followed by characterisation of the resulting X-ray 
radiation. Atomic excitation can be induced through laser or X-ray interaction, however the combined 
imaging and excellent (sub-micron) focusing capabilities of SEM beams ensures that this excitation 
source is the most widely used. Monte Carlo simulations of EDXS have demonstrated that the gauge 
volume of this technique has a characteristic teardrop shape (Figure 2.11a) with dimensions that are 
highly dependent upon the elemental composition sample of interest [88]. For example the diameter of a 
typical gauge volume is expected to be ≈ 1.5 μm in dental porcelain and ≈ 1.2 μm in YPSZ. 
 
Figure 2.11. a) Schematic representation of EDXS experimental approach, b) electron orbital 
representation showing the origin of photon emission. 
  
30 
Photon emission in EDXS is induced by the interaction between incident radiation and electrons 
within an inner shell of the atom (Figure 2.11b). The energy transferred during this interaction results in 
the ejection of an electron and the creation of a hole. An electron from a higher energy shell then fills the 
hole and emits the excess energy as a photon. The wavelength of this radiation is dependent on the 
difference between the energy levels in the excited atom and therefore this characteristic signature can be 
used to determine the atomic species present within the gauge volume.  
An energy dispersive spectrometer is next used to count the number of photons emitted at a given 
wavelength and within a predefined energy band (usually in the range 0 − 30 keV for in SEM analysis). 
Several million photon counts are required in order to build up a representative spectrum of the type 
shown in Figure 2.12a. Analysis of the elemental composition can then be performed by comparing the 
relative intensities of the peaks associated with different atomic species. This process of peak refinement 
and fitting has become routine and fully automated using commercial software such as AZtecEnergy 
[89]. Elemental composition mapping is now also possible through rastering of the incident electron 
beam and recording spectra at each point as shown in Figure 2.12b. 
 
Figure 2.12. a) Typical EDXS spectra for e.max Ceram dental porcelain with annotation of the 
peaks corresponding to different elements. b) 2D EDXS elemental mapping of interface in a 
porcelain veneered metal prosthesis [90]. 
2.2.5. Raman Spectroscopy 
Raman micro-spectroscopy offers a sensitive tool for spatially resolved (at ≈ 1 μm resolution or 
better) mapping using chemical bond identification. In this technique, a monochromatic laser beam (in 
the visible frequency range) is focused at the sample surface, the scattered light is recorded by a 
spectrometer, and the energy (wavelength) shift spectrum is examined. Basic interpretation of the Raman 
spectroscopic shift assumes that the material may be represented by balls (atoms) connected with springs 
(chemical bonds) that vibrate in response to an input of energy. Vibrational modes of specific molecules 
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are functions of a number of factors such as bond orientation and length, atomic mass, etc. Whilst most 
incident photons undergo elastic Rayleigh scattering at the same energy as the incident photons, a small 
fraction (approximately 1 in 107 photons) is inelastically scattered at longer wavelengths (Stokes shift), 
whilst an even smaller proportion are shifted to shorter wavelengths (anti-Stokes shift). A band stop filter 
removes elastically scattered photons and a Raman spectrometer detects and measures the intensity of the 
remaining light as a function of wavelength shift. The Raman shift is calculated using: 
 𝜔 =
1
𝜆𝑖
−
1
𝜆𝑠
, (2.14) 
where 𝜆𝑖 and 𝜆𝑠 represent the wavelengths of the incident scattered light respectively. It is worth noting 
that the Raman shift represents the energy difference between levels which are characteristic of a 
particular material, and does not depend on the frequency of the incident radiation. Each peak therefore 
corresponds to a particular vibrational mode within the material. 
 The intensity of Raman peaks of YPSZ is directly proportional to the concentration of scattering 
crystallographic species, enabling quantitative microanalysis of monoclinic and tetragonal phases to be 
conducted (Figure 2.13a). However, at this stage it is important to note that in the context of Raman 
spectroscopy, peak intensity is defined as the number of counts recorded at the peak apex [91]. In the 
case of solid samples, the shape of Raman peaks are well approximated by the Gaussian distribution 
(Equation 2.2) [92] and therefore the values of 𝛼 obtained through peak fitting can be used as 
representative estimates of Raman peak intensity. The most widely used empirical relationship which can 
be used to determine YPSZ monoclinic volume fraction from Raman spectroscopy data was developed 
by Clarke and Adar and is given as [93]: 
 𝑉𝑚 =
𝛼178
𝑚 + 𝛼189
𝑚
0.97(𝛼145
𝑡 + 𝛼260
𝑡 ) + 𝛼178
𝑚 + 𝛼189
𝑚 , (2.15) 
where the superscript of 𝛼 refers to the tetragonal and monoclinic phase of the peak and the subscript 
refers to the wavenumber of the peak centre in cm−1. 
Raman spectroscopy can also provide insight into the residual (or applied) stress within the 
interaction volume by exploiting the proportionality between Raman peak centre shifting and a 
representative average stress (Figure 2.13b). Analysis of the stress state within different crystallographic 
states is also possible by examination of the differing peak shifting responses associated with each phase. 
In the case of YPSZ, peak shifting has been shown to have the strongest correlation with the first 
  
32 
invariant (trace) of the stress tensor [94] and a comprehensive overview of the peak shifting response of 
monoclinic and tetragonal peaks up to 800 cm−1 has recently been published [91]. 
 
Figure 2.13. a) Raman wavenumber against intensity for tetragonal and two phase YPSZ [72]. b) 
Peak centre against applied stress for the tetragonal peak at nominal centre 𝟏𝟒𝟓 𝐜𝐦−𝟏 [91]. 
2.3. Microscale Mechanical Characterisation  
The last decade has seen significant development in the precision, capability and use of microscale 
testing devices such as nanoindenters and SEM loading stages. These improvements can be directly 
related to the advent of reliable, high precision piezoelectric systems which have been used to 
manufacture microscale actuators (piezo-stages) and highly sensitive load cells (piezo-transducers). 
These advances have coincided with increasing access and significant improvement in the capabilities of 
micromachining techniques such as FIB milling and micro-lithography, which facilitate the manufacture 
of microscale mechanical testing specimens and loading devices. The combined capabilities of these two 
fields have led to the conception and development of multiple microscale mechanical testing routines 
which have been used to provide improved understanding of mechanical interaction at small length 
scales. These insights are critical in improving component design and reducing failure in a broad range of 
macro and microscale components [95]. 
Example studies include the microscale fracture toughness analysis through loading of a notched 
micro-beam (Figure 2.14a) [96]. Nanoindentation for microscale hardness and elastic modulus testing 
has become routine and can be combined with atomic force microscopy in order to assess the impact of 
pileup (Figure 2.14b) [33]. Micro-cantilever bending has been established as a method to resolve residual 
stresses within thin films (Figure 2.14c) [97] and micro-tensile loading can now be performed on FIB 
milled dog-bone specimens (Figure 2.15d) [98]. 
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Figure 2.14. Experimental geometries of microscale mechanical testing methods. a) Micro-beam 
geometry for fracture toughness analysis [96], b) nanoindentation for hardness testing in YPSZ 
[33], c) micro-cantilever bending for residual stress analysis in thin films [97], d) micro-tensile 
analysis of plastic deformation in copper [98]. 
The micromechanical testing performed in this study has been selected to improve insight into the 
most important characteristics in improving the understanding of failure at the YPSZ-porcelain interface. 
These can be grouped into two categories; micropillar manipulation for improved characterisation of 
mechanical properties and FIB milling for residual stress analysis. 
2.3.1. Focused Ion Beam Milling 
In recent years FIB milling has become increasingly used as a micromachining tool in the 
preparatory stages of high resolution studies such as in the manufacture of TEM lamella, or micro-
cantilevers [99]. FIB milling was originally developed as a standalone technique for use in the 
semiconductor industry however modern FIB systems are typically integrated into SEMs in order to 
facilitate simultaneous imaging and milling, as well as exploiting the vacuum conditions, sample stages 
and detectors required by both systems.  
FIB milling is based on the generation and acceleration of ions which are directed towards the 
sample of interest. Ions are produced from a heated liquid source such as gallium, gold or iridium which 
is exposed to a potential difference sufficient to induce spontaneous ion emission. The ion beam is next 
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refined, accelerated and focused onto the sample through a series of electromagnetic lenses in order to 
produce a beam with a typical energy of 30 keV and spot size of a few nanometres. Careful control of the 
milling current can then be used to determine the nature of beam interaction with the sample surface. 
High milling currents (≈ 10 nA) can be used to sputter atoms from the surface and mill features such as 
the trenches required during TEM lamella preparation (Figure 2.15a).  
Following coarse milling, a reduced current (≈ 150 pA) is typically required to polish and refine 
the remaining features. This intermediate level current is also used for techniques such as FIB 
tomography in which serial sectioning and SEM imaging are used to produce 3D representations of a 
particular gauge volume (Figure 2.15b). Reduced currents are also suitable for FIB deposition, which 
involves gas injection of hydrocarbon precursors containing heavy metal atoms such as platinum onto the 
surface of the sample. Ion beam interaction with these molecules results in the removal of the organic 
ligands leaving the heavy metal ions bonded to the sample surface. Further reductions of the ion beam 
current (≈ 1 pA) facilitates ion beam imaging which is based on the emission and detection of secondary 
electrons during raster scans of the sample surface, as used in SEM imaging. 
 
Figure 2.15 FIB techniques a) TEM lamella preparation in an organic light emitting diode, [100] b) 
FIB tomography of a Li battery cathode [101]. 
2.3.2. Micropillar Compression and Splitting 
In the past ten to fifteen years the new field of micropillar mechanical microscopy has been 
established to provide improved insight into the elastic behaviour, deformation response and fracture 
characteristics of a broad range of materials. Micropillar manufacture is based on FIB milling of an 
annular trench to produce a micropillar. A reduced milling current is then used to refine the pillar in 
order to produce a smooth and well defined cross sectional shape (Figure 2.16a). SEM imaging of the 
pillars is necessary in order to determine reliable estimates of both pillar height and cross sectional areas. 
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Figure 2.16. a) FIB milled micropillar, b) Flat punch compression, c) Characteristic stress-strain 
response, d) Pillar after loading [102]. 
As well as facilitating measurements from a small (≈ 1 − 5 μm diameter) gauge volume, 
micropillar testing benefits from complete residual stress relief in the pillar. This relaxation is critical in 
facilitating reliable mechanical characterisation and is known to have significant impact on alternative 
mechanical characterisation techniques such as nanoindentation [33]. The compact geometry associated 
with micropillar mechanical microscopy also facilitates high resolution (≈ 10 − 15 μm) incremental 
spatially resolved characterisation through FIB milling of pillar arrays. 
In micropillar compression, square or circular cross section pillars are milled with a height to 
diameter aspect ratio of between 2.5 and 5 (Figure 2.16a). A flat punch nanoindenter tip is then aligned 
with the pillar using SEM imaging and the force-displacement response of the pillar is recorded during 
compression (Figure 2.16b). Normalisation of this loading response is then performed using the pillar 
cross sectional area and height in order to determine the stress-strain response of the pillar (Figure 
2.16c). This distribution can be used to quantify the elastic modulus and yield strength behaviour of the 
microscale gauge volume. Further insight into the brittle or ductile deformation mode of the pillar can be 
obtained by imaging or post-compression characterisation of the pillar (Figure 2.16d) [103]. 
 Micropillar splitting for high resolution fracture toughness quantification is a new approach which 
was first published by Sebastiani et al. in 2014 [63, 104]. This new technique was established to 
overcome some of the limitations associated with existing microscale fracture toughness techniques; the 
approach has a well-defined micro-scale gauge volume, requires a comparatively short and simple 
milling routine and induces fracture at the pillar centre (far from the FIB influenced region). In this 
approach a microscale pillar is milled with a height to diameter aspect ratio of 1 (Figure 2.17a) and 
indentation is performed in the pillar centre using a sharp nanoindentation tip (Figure 2.17b). Pillar 
fracture is observed as a load drop in the force-displacement curve at a critical load 𝑃𝑐 (Figure 2.17c). 
The fracture toughness within the pillar (𝐾𝐵) can then be determined from the expression [63]: 
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 𝐾𝐵 = 𝛾𝐵
𝑃𝑐
𝑅1.5
, (2.16) 
where 𝑅 is the pillar radius and 𝛾𝐵 is a dimensionless parameter dependent upon the ratio between 
Young’s modulus and hardness in the substrate. Examination of the split pillar also provides insight into 
the type of fracture, as well as any preferred orientations in the fracture response (Figure 2.17d).  
 
Figure 2.17. a) FIB milled micropillar, b) Pillar indentation, c) Characteristic load-displacement 
response showing load drop at fracture, d) Pillar after fracture[63]. 
Although micropillar splitting has a number of distinct advantages, this approach has been shown to 
be only suitable for brittle materials such as ceramics. Another difficulty associated with the current 
experimental approach is associated with precisely aligning a Berkovich indentation tip to the pillar 
centre. In order to overcome this limitation an approach using pillar centre markers and cube corner 
indentation has been developed and is outlined in § 7.5.  
2.3.3. FIB Milling and DIC for Residual Stress Analysis 
Quantification of residual stress through the introduction of traction (stress) free surfaces has 
become well-established at millimetre length scales through techniques such as hole drilling, ring-core 
milling and slitting [105]. In order to facilitate the miniaturisation of these techniques, material removal 
can instead be performed using FIB milling, which results in stress re-equilibration within microscale 
gauge volumes. In these cases, instead of using surface mounted strain gauges, quantification of the 
resulting strain change (relaxation) can be performed using DIC of SEM images of the sample surface.  
DIC is based on the allocation of image subsets (or markers) within the region of interest which are 
tracked in subsequent images. In order to facilitate effective marker tracking, distinct features are 
required within the marker subsets and therefore several methods have been developed to increase SEM 
imaging contrast (Figure 2.18). In the case of rough surfaces, the intrinsic contrast has previously been 
shown to be sufficient to enable effective marker tracking (Figure 2.18a) [106], however for smooth 
heterogeneous substrates surface patterning is required. FIB deposition can be used to generate an array 
of high contrast features (Figure 2.18b) [107], however this approach is prone to aliasing during DIC and 
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the influence of marker deposition of the underlying residual stress state is unclear. An alternative 
approach based on sputtering a thin film (≈ 5 nm thick) and applying a single pass of the FIB has been 
shown to produce a stable, high contrast and random surface pattern which is particularly effective, and 
which has minimal impact on pre-existing residual stress state in the sample surface (Figure 2.18c).  
 
Figure 2.18. Methodologies for the generation of SEM imaging contrast. a) Intrinsic surface 
roughness [108], b) FIB deposition [107], c) sputter coating followed by a single FIB pass. 
Commercially available DIC software such as LaVision DaVis [109] have been widely used to 
provide estimates of the relaxation induced by FIB milling, however many authors have chosen to adapt 
and develop open source software [110]. These modified routines can be tailored to meet the 
requirements of specific milling geometries and have resulted in vast improvements in the precision and 
reliability of strain quantification, as outlined in § 3.2. 
Following the quantification of surface strain estimates, comparison with representative FE models 
of the milling approach is next required. Typically, these simulations are based on isotropic and 
homogenous material approximations and therefore care must be taken to determine the model 
suitability, for example in the case of large grained or anisotropic substrates [111]. Least squares fitting 
can then be used to match the experimentally observed relief with the FE simulations and to provide 
estimates of the pre-existing in-plane residual stress. 
Residual stress analysis using FIB milling and DIC offers a number of distinct advantages over 
comparable microscale diffraction or spectroscopy based methods. Firstly, although focusing can be used 
to generate micro-to-nanoscale beam cross sections, diffraction and spectroscopy have potentially large 
gauge volumes in the direction of the incident beam. Beam alignment to the location of interest is also 
often challenging. In contrast, FIB milling and DIC based techniques have well defined microscale 3D 
gauge volumes, and can exploit SEM imaging to offer gauge volume alignment to nanoscale precision. 
The second limitation is associated with the need for reliable estimates of unstrained reference 
samples, or lattice constants in radiation based analysis. Although relative variations in lattice parameter 
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can be determined without this insight, it is not possible to carry out absolute residual stress 
determination. In comparison, FIB milling and DIC based measurements provide absolute measures 
through comparison with the stress-free surfaces induced by milling. 
Diffraction based techniques also rely upon the interaction between the incident radiation and 
crystal lattices. Therefore, non-crystalline materials or materials in which severe deformation has resulted 
in large amounts of lattice distortion cannot be analysed using these techniques. In contrast, FIB milling 
and DIC can be applied equally well to amorphous or polymeric substrates [112, 113]. 
Apart from possessing demonstrable tangible benefits in terms of experimental capability, FIB 
milling and DIC techniques are also highly practical: the decreasing cost of SEM and FIB microscopy 
systems have resulted in widespread use of these systems. This increased access, in combination with the 
relatively short experiment durations (typically 10-50 measurements per day) has vastly reduced the 
nominal cost per stress measurement, making the approach highly competitive, especially when 
compared to synchrotron or other large facility based techniques. 
Despite offering many advantages, care must be taken when performing FIB milling and DIC 
analysis in order to ensure that the residual stress estimate is representative. Typically, the origin of error 
can be grouped into three main categories; intrinsic limitations, imaging and sample preparation. 
The main intrinsic limitation of FIB milling and DIC analysis is associated with the process of ion 
beam milling which involves bombarding the surface of the sample with high energy ions. Although on 
the macro-scale this approach is very gentle, highly localised (nanoscale) residual stresses are generated 
in these regions [114]. This phenomenon introduces a resolution limit for FIB milling and DIC based 
methods, below which ion milling itself begins to affect the residual stress state perceived.  
SEM imaging is based on the acceleration and focusing of incident electrons and therefore, in the 
case of a highly insulating sample, charge build up can cause image distortion and drift in the milling 
position. In order to overcome this difficulty, the sample can be sputter coated with a conductive metal 
such Au or Pd, or conductive paint can be applied around the region of interest. Drift correction by 
tracking of a fiducial marker can also be successful for small amounts of drift. 
Another effect widely known to influence the SEM imaging quality is the re-deposition of sputtered 
material onto the DIC tracking regions. In order to reduce this effect FIB milling can be performed at 
reduced milling rates or the amount of milled material can be reduced, for example by using a thinner 
  
39 
trench. An alternative approach involves applying a deposition barrier between the DIC region and the 
milling location, although this approach may influence the residual stress state measured [35]. 
A third imaging difficulty is associated with the angular offset between FIB and SEM columns, and 
the fact that at any given time the plane normal of the sample can only be aligned with one of the two. 
One approach to overcome this difficulty is to rotate the sample between each milling and imaging step, 
however this approach is reliant upon the precision of stage rotation and has been shown to induce large 
amounts of drift. The alternative approach is based on correcting for the tilt of the SEM image by 
artificially changing the increment between points in the pixel array. This approach has been shown to 
minimise the error induced and has therefore become the most widely used technique [106]. 
In terms of sample preparation, the main limitation of the FIB milling and DIC residual stress 
analysis approach is associated with the near-surface nature of the technique. In many cases the residual 
stress analysis location lies below the surface and therefore sample sectioning has to be performed. This 
sectioning process modifies the residual stress state in the area of interest both through the introduction 
of a new traction free surface and through the machining applied. The relationship between the stress 
state before and after sectioning can be determined based on some simple approximations as outlined in 
more detail in Appendix A, and gentle removal techniques can also be used to minimise the impact of 
machining, for example through the use of electrical discharge machining, diamond wafering or 
grinding. These processes are typically followed by fine grain or electro-polishing in order to reduce 
further the impact of any induced residual stress.  
Advances in FIB software and hardware have in recent years greatly expanded the range of 
geometries that can be milled using ion beams. This flexibility has enabled a wide range of FIB milling 
and DIC residual stress analysis techniques to be developed, each having particular advantages and 
limitations when compared to others. 
Surface Slotting  
FIB micro surface slotting was first published by Kang et al. in 2003 [115] and is based on the 
miniaturisation of the macro-scale crack compliance method. The approach is based on milling a single 
narrow rectangular slot into the material surface (Figure 2.19a) followed by DIC of the regions on either 
side of the slot. The simple milling regime and speed of analysis are the main benefits associated with 
this technique.  
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Figure 2.19. FIB milling and DIC residual stress analysis geometries. a) Micro-slotting [115],         
b) micro-hole drilling [116], c) ring-core milling [64] and d) the H-bar geometry [117]. 
As well as the limitation of only providing a single component measure of residual stress, micro-
slotting relies on performing DIC on a region outside the ‘nominal’ gauge volume. This greatly reduces 
the precision of the gauge volume definition both in terms of size and position. The geometry also limits 
how close subsequent markers can be placed, severely restricting spatially resolved analysis.  
Hole Drilling 
FIB micro hole drilling was originally published by Sabaté et al. in 2007 [116] and is based on the 
miniaturisation of the simple and fast classical hole drilling technique [118]. This approach provides a 
measure of the 2D stress state in the surface of interest by milling a small circular hole and performing 
DIC of the surrounding region (Figure 2.19b).  
Similar to micro-slotting, the use of external strain field analysis in micro hole drilling limits the 
gauge volume precision and suitability of this technique for spatially resolved analysis. Another 
difficulty is associated with the limited amounts of strain relief induced by milling. This increases the 
impact of noise on the residual stress estimates and requires regularisation in order to overcome the 
resulting unrealistic variations in residual stress, thereby limiting the sensitivity of the technique [119]. 
Ring-core Milling 
The micro-scale ring-core FIB milling and DIC approach was originally proposed by Korsunsky et 
al. in 2009 [64] and is based on the miniaturisation of the macroscopic ring-core method. In this 
experimental method, an annular milling pattern is used to obtain full strain relief of a core of material 
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lying at the sample surface (Figure 2.19c). This approach ensures that the gauge volume is well defined 
both in terms of position and size. The isotropic nature of this milling geometry also facilitates strain 
quantification in different orientations in order to determine the complete 2D in-plane stress state in the 
sample of interest. Other advantages include the large, near uniform strain relief induced in the core 
[120], which facilitates effective averaging and provides stress estimates which are robust to noise. 
Finally, the use of a central core, rather than a reliance upon surrounding region means that markers can 
be placed close together for high resolution spatially resolved analysis [121]. Depth resolved analysis has 
also recently been demonstrated using this technique [107]. 
The principal difficulty associated with the micro-scale ring-core FIB milling approach is the small 
region over which DIC analysis can be performed. In order to overcome this limitation, an approach 
based on incremental milling and repeated SEM imaging has been developed [64, 106, 122]. This 
approach provides a record of the average strain relief within the micro-pillar island (or core) as a 
function of milling depth which is then compared with the results of FE modelling. 
H-bar Milling 
The H-bar FIB milling geometry was originally proposed by Krottenthaler et al. in 2012 [117]. This 
approach is based on milling two trenches on either side of the gauge volume in order to quantify the 
residual stress component in a direction perpendicular to the long axis of the trench (Figure 2.19d). This 
method has a well-defined gauge volume and benefits from a large uniform strain relief within the central 
bar. DIC analysis is performed within this relatively large region in order to provide improved strain 
averaging when compared to other techniques. 
The main limitation of the H-bar geometry is the fact that only one strain component can be 
detected. However a recent publication has demonstrated that the subsequent addition of a second set of 
trenches (in a direction perpendicular to the first) can be used to provide insight into the residual stress 
state in a direction perpendicular to the first measurement [123].  
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3. Refinement of the Ring-core FIB Milling and DIC 
Residual Stress Analysis Technique 
3.1. Introduction and Motivation 
The ring-core geometry has become well-established as one of the most versatile and powerful FIB 
milling and DIC milling routines due to the high magnitude near-uniform strain relief induced in the core 
during milling [120] and the corresponding increased noise robustness and residual stress estimate 
precision. Despite these advantages, as outlined in § 3.2, the existing implementation of this method had 
not released the full potential of this analytical technique. Therefore, in order to facilitate the residual 
stress analysis required to improve the understanding of the YPSZ-porcelain interface characteristics, 
refinement of the ring-core FIB milling and DIC technique has been performed. 
Precise and consistent estimation of the confidence interval of any quantitative measurement is 
necessary in order to draw reliable conclusions from the data captured. A new analytical routine for 
complete error assessment, automated outlier removal and confidence interval propagation has been 
established, as outlined in § 3.3. This approach has recently been published in my review article [106]. 
The isotropic nature of the ring-core milling geometry ensures that strain relief can be determined in 
any given in-plane orientation. However existing techniques could not be used to take advantage of this 
aspect of the technique. Therefore I have established a new analytical method which is capable of 
resolving the angular variation of strain in order to evaluate the Full In-plane Strain Tensor (FIST) at 
each milling location, as outlined in § 3.4. An article validating this technique by comparison with XRD 
has recently been published in the Journal of Mechanics and Physics of Solids [124]. 
The ring-core geometry benefits from a precisely defined gauge volume and is not reliant upon 
strain analysis in neighbouring regions. This makes the approach eminently suitable for spatially 
resolved residual stress analysis. In this regard two new techniques have been conceived to facilitate 
residual stress analysis in the incremental range of mm to tens of microns (the sequential ring-core 
milling approach in §3.5) and between 10 − 1 μm (the parallel FIB milling approach in §3.6). These 
approaches have facilitated the spatially resolved analysis necessary to improve insight into the YPSZ-
porcelain interface, and have recently been published in my other journal review article [121]. 
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3.2. Existing Capabilities of the Ring-core FIB Milling and DIC Geometry 
Prior to widespread acceptance, the conception of a new experimental method is typically 
associated with simplifications and approximations which are gradually refined to provide a reliable and 
useful characterisation tool. Despite the many benefits of the ring-core FIB milling and DIC approach, at 
the start of this project this technique was still in the developmental stages and there were therefore a 
number of limitations which meant that it could not be used to provide the required insight into the 
residual stress state at the YPSZ-porcelain interface. This served as the motivation for the technique 
refinement outlined in § 3.3-3.5. However, in order to explain the origins of the work presented in these 
sections, an overview of the existing capabilities of the ring-core technique is provided in § 3.2.1, along 
with a brief overview of the required refinement in § 3.2.2. 
3.2.1. Ring-core FIB Milling and DIC Technique Overview 
The methodology underlying the ring-core FIB milling and DIC technique has previously been 
presented in detail in the literature [64], however in order to identify the existing limitations of the 
technique, a brief overview of the main stages in this analysis are presented here. A schematic 
representation of the main steps involved in this process is shown in Figure 3.1. 
After placing the sample into the FIB-SEM chamber, the first stage of analysis involves aligning the 
FIB (red) and SEM (blue) incident beams onto the same location as shown in Figure 3.1a. The sample is 
then rotated to align the surface normal with the FIB beam. As outlined in § 2.3.3, SEM imaging can be 
performed either by using tilt correction (changing the ratio between horizontal and vertical pixel 
increments) or by tilting the sample to align the SEM column to the surface normal. Later studies have 
shown that the error associated with the tilt correction is far smaller than those induced by stage tilting, 
and therefore this approach has become the most widely used [106]. Following the collection of the first 
SEM image, a shallow (nanoscale depth) annual feature is FIB milled into the surface. Repeated SEM 
imaging and shallow incremental FIB milling is then performed until the core has become fully stress 
relieved. This occurs at a milling depth (𝐻) approximately equal the core diameter, 𝑑 (as shown by the 
strain relief profile in Figure 3.1f). 
 At this point in the discussion it is important to point out that the original implementations of the 
ring-core FIB milling and DIC approach were based on residual stress analysis at a single location within 
a thin film which was in a state of isotropic stress [64, 107, 125]. Firstly, this stress state ensured that 
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Figure 3.1. Schematic representation of the existing ring-core FIB milling and DIC approach. a) 
FIB milling and b) SEM image collection form the experimental stage. c) Marker placement and 
automated DIC is then performed on the images collected to produce d) plots of position against 
displacement. e) Following outlier removal the gradients of these plots are used to determine the 
strain relief estimate associated with each image. f) Least squares fitting of FE relief profiles are 
then used to quantify ∆𝜺∞, which can be used to determine residual stress. 
residual stress analysis was equivalent in any direction and secondly no spatially resolved analysis was 
performed. In the case where multiple measurements were made (to gain insight into the scatter of the 
localised stress state) the milling positions were selected to be at large distances from each other in order 
to ensure that there was no interaction. 
Following the collection of the SEM images (Figure 3.1b), quantification of the strain relief can be 
performed using DIC of the SEM images collected (Figure 3.1c). DIC is an image processing technique 
which is used to determine the relative displacement field between two or more images. This technique is 
well established and the fundamental principles [126, 127], coding implementations [110, 128] and 
potential applications [129, 130]  have been discussed at length elsewhere. 
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For a given example, the displacement field can be composed of image shift, distortion, rotation or 
magnification. Analysis is typically performed using one of two approaches: full field DIC [131, 132] 
involves applying an unknown displacement field to the entire original image to estimate the average 
global change, or subset DIC [133, 134], which is associated with placing markers (“seeds”) onto the 
original image, each of which is associated with a particular correlation subset window. The 
displacement field of each of these subset windows can typically be determined in a computationally 
efficient and fast fashion compared to full field DIC. The flexibility associated with subset DIC, in terms 
of marker placement, size and overlap, along with the ability to assess and eliminate poorly tracked 
markers, has meant that this DIC approach has become increasingly robust, reliable and efficient. 
Although it is theoretically possible to determine the full displacement and distortion field at each 
marker, subset DIC is typically based on the approximation that the displacement field can be 
represented purely by a vector shift between the two data sets. For this approximation to be valid, image 
distortion and rotation need to be small in the limited subset window. This approach enables precise and 
rapid estimation of the relative displacement through the use of 2D normalised cross-correlation 𝐶(𝑢, 𝑣) 
[135]. In the case of a subset window (𝒮) half-width of n pixels (total size of (2𝑛 + 1) × (2𝑛 + 1) 
pixels) and an image ℐ, the cross-correlation surface at a position 𝑢, 𝑣 is given by: 
 
𝐶(𝑢, 𝑣) =
∑ ∑ [ 𝒮(𝑖, 𝑗) − 𝒮 ̅] ∙ [ ℐ(𝑢 + 𝑖, 𝑣 + 𝑗) − ℐ𝑢𝑣̅̅ ̅̅  ]
𝑛
𝑗=−𝑛
𝑛
𝑖=−𝑛
𝐷(𝑢, 𝑣)
, 
(3.1) 
where 
 
𝐷(𝑢, 𝑣) =
 √∑ ∑ [ 𝒮(𝑖, 𝑗) − 𝒮 ̅]2 ∙ ∑ ∑ [ ℐ(𝑢 + 𝑖, 𝑣 + 𝑗) − ℐ𝑢𝑣̅̅ ̅̅  ]2
𝑛
𝑗=−𝑛
𝑛
𝑖=−𝑛
𝑛
𝑗=−𝑛
𝑛
𝑖=−𝑛 , 
 
(3.2) 
𝒮 ̅is the mean intensity value of the subset, and ℐ𝑢𝑣̅̅ ̅̅  is the mean intensity value within a (2𝑛 + 1) ×
(2𝑛 + 1) window within ℐ that is centred at 𝑢, 𝑣. This expression can be repeatedly applied across the 
region to determine the profile of the cross-correlation function over the given range of 𝑢 and 𝑣 
displacements as shown in Figure 3.2. The peak position on this surface corresponds to the 𝑢, 𝑣 
combination that achieves the most similarity between the subset windows chosen within the reference 
and deformed images. The magnitude of the peak is the correlation coefficient, 𝑟. It is a measure of 
similarity between the subset windows in the reference and deformed image, with the value of unity 
indicating that the two subset windows are identical. 
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Figure 3.2. Schematic of normalised 2D cross-correlation, 𝑪(𝒖, 𝒗), between subset 𝓢 and image 𝓙. 
Each pixel value on the cross-correlation surface is associated with a different relative offset (𝒖, 𝒗) 
between the 𝓢 and 𝓙 as shown on the right side of the figure. 
Post-processing of the shifts determined at each marker location can then be used to quantify global 
displacement fields between the initial and subsequent images. Typically in FIB residual stress analysis, 
the DIC strain resolution sought is 10−4 or better; this corresponds to 1 pixel displacement over 10,000 
pixels. This lack of high precision has previously served as the main limitation in the use of DIC to 
quantify strain relaxation. Despite this, the combination of four approaches has recently facilitated this 
precision: 
1. Sub-pixel resolution DIC. Vector shift is typically calculated using integer pixel displacement 
values of 𝑢 and 𝑣. In order to improve the precision of shift determination, the estimation of the 
peak position can be obtained by functional fitting of the cross-correlation surface, e.g. using a 
polynomial fit to describe the region closest to the peak. As well as providing a more statistically 
rigorous estimate (through the use of multiple data points), this approach can be used to 
determine the peak centre to sub-pixel resolution, typically to better than 0.05 pixels.  
2. DIC marker averaging. The displacement of markers within the FIB milled core has been shown 
to vary linearly with position as shown in Figure 3.1e. Least squares fitting of the linear 
relationship between these displacement measurements and the results of FE analysis can be 
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used to provide the final estimate of strain relief [136]. The average displacement of many 
thousands of markers can therefore be used to improve further the precision of the strain relief.  
3. High magnification SEM imaging. In order to optimise the accuracy of converting displacements 
determined by DIC into strain, high magnification and high pixel matrix SEM imaging is 
necessary. Typically, DIC analysis is performed on SEM images of the size greater than 1024 ×
1024 pixels, with the nominal pixel size of 5 nm or less.  
4. High imaging contrast. In order to optimise 2D image correlation, high contrast imaging is 
necessary. This ensures that the cross-correlation surface peak is sharp, so that sub-pixel peak 
displacement measurement is valid (as outlined in detail in § 2.3.3). 
In order to determine quantitative estimates of the strain relief within the core at each milling depth, 
plots of the change of marker position (∆𝑥) against position (𝑥) are used (Figure 3.1d). The gradient of 
this plot is equal to the strain relief at a given image number (∆𝜀 = ∆𝑥/𝑥) however care must be taken 
when performing this analysis in order to effectively remove outliers. Prior to the refinement outlined in 
§ 3.3, two outlier removal techniques were typically used at this stage of the analysis: 
1. Markers moving relative to neighbours. The vector displacement field associated with each of 
the markers can be post processed to assess if any markers appear to undergo large displacement 
relative to their neighbours, and thereby remove those erroneous points. Typically in the case of 
ring-core FIB milling and DIC, the displacement fields observed within the material are 
approximately uniform, or at most approximately linear over small regions. Therefore, a 
normalised dot product between each vector and the average shift of several of its neighbours is 
used to determine outliers within the data set as shown in Figure 3.3. In the case of a uniform 
displacement field this normalised dot product (𝑐) will be equal to unity (Figure 3.3a). If the 
markers move in opposite or different directions this value will be less than unity (Figures 3.3b 
and 3.3c), and if the shift of the chosen point is in the same direction as its neighbours, but has a 
larger magnitude, then this value exceeds unity (Figure 3.3d). Thresholds can therefore be 
applied to leave only markers with 𝑐 values within a certain range, for example between 0.5 and 
1.5. Marker removal is also usually performed iteratively by removing markers showing the 
largest discrepancies and recalculating the relative shift of all other markers. 
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Figure 3.3. Schematic showing the value of the normalised dot product 𝒄 between the average of 8 
neighbouring vectors and a unit vector in four different cases. Thresholding is typically used to 
exclude poorly tracked markers in which the magnitude of  𝒄 is greater than 1.5 or less than 0.5. 
2. Manual marker removal. Manual examination of the strain or displacement fields produced by 
DIC serves is an alternative approach to reveal outliers and poorly tracked markers. Typically, a 
peak in the strain or displacement field is indicative of a poorly mapped region or marker and 
can therefore be manually removed from the data set. Despite the advantages of this outlier 
removal technique, this approach is highly subjective and results in a strain measure which is 
operator dependent. Therefore the formulation of new automated outlier detection and removal 
methods is critical to the repeatability of residual stress quantification, as outlined in § 3.3. 
Following outlier removal, least squares fitting can be used to determine estimates of ∆𝜀 as a 
function of image number (Figure 3.1e). The nominal milling increment can then be used to obtain the 
strain relief distribution as a function of milling depth as shown in Figure 3.1f. This relief curve has a 
characteristic form which has been determined through FE simulations of the ring-core milling geometry 
and has been characterised by the so called ‘relief master curve’ [64]: 
 𝑓(∆𝜀∞, 𝑧) = 1.12∆𝜀∞ ×
𝑧
1 + 𝑧
[1 +
2
(1 + 𝑧2)
] , 0 < 𝑧 < 2 
 
(3.3) 
where 𝑧 = 𝐻/0.42𝑑, 𝐻 is the milled depth, 𝑑 is the core diameter and ∆𝜀∞ is the full strain relief at an 
infinite milling depth. For large milling depths the value of the relief curve tends towards a plateau at 
∆𝜀∞ as shown in Figure 3.1f. This parameter describes the strain change induced in the core by complete 
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relief of the residual stresses contained within the gauge volume and is therefore the critical parameter in 
the determination of the residual stress estimates. At this stage in the analysis it is also important to 
highlight that a positive strain change indicates that the island has increased in size during relaxation and 
therefore that the residual stress state within the core was originally compressive. Equivalently, 
relaxation of a tensile residual stress will lead to a reduction in core size which will result in a 
negative ∆𝜀∞. 
In the case of an isotropic in-plane stress state, analysis can be performed to determine ∆𝜀∞ in any 
orientation and the residual stress estimate (𝜎) can then be quantified using: 
 𝜎 = −
𝐸∆𝜀∞
1 − 𝜈
, (3.4) 
where 𝐸 and 𝜈 are representative values for Young’s modulus and Poisson’s ratio within the gauge 
volume, respectively. The original ring-core FIB milling and DIC strain to stress conversion was based 
on bulk parameter approximations, which can provide reliable estimates of microscale behaviour in small 
grained untextured or elastically isotropic substrates [64]. However recent technique refinement has 
facilitated improved stress estimation in anisotropic conditions [111] and is outlined in § 3.3.5.  
In order to provide useful estimates of residual stress, precise and well defined confidence intervals 
are needed. Despite this being an evident requirement, stress estimates from preliminary ring-core FIB 
milling and DIC have previously been published without the declaration of error bounds [107]. More 
recent analysis has provided simplistic error bounds based on the scatter associated with repeat 
implementations of the experimental technique [137]. This lack of, or very simplistic treatment of error 
severely limit the utility of the residual stress values obtained, thereby providing the motivation for the 
improved error estimation techniques outlined in § 3.3. 
3.2.2. Refinement Required 
A critical assessment of the overview of the existing capabilities of the ring-core FIB milling and 
DIC approach (in § 3.2.1) reveals that there are three main aspects which need refinement in order to 
facilitate improved understanding of the YPSZ-porcelain interface residual stress state. The first of these 
is associated with outlier removal, error analysis and propagation in order to provide well characterised 
error bounds of residual stress (in § 3.3.1 - § 3.3.3). Improvement of the relief profile fitting is also 
required in order to accommodate for uncertainties in milling rate and surface roughness (in § 3.3.4). 
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Finally the uncertainties in elastic modulus and Poisson’s ratio need be taken into consideration when 
converting these strain estimates to residual stress (in § 3.3.5). 
The second developmental process is associated with the isotropic ring-core milling geometry and 
the potential insights into the in-plane residual stress state offered by this axisymmetric arrangement (in § 
3.4). Most residual stress states cannot be approximated by isotropic conditions and therefore a new 
technique has been developed to determine the angular variation of residual stress within the core, and 
thereby estimate the in-plane principal strain magnitudes and orientations. These values can then be used 
to provide estimates of the principal in-plane residual stress state originally present in the core. 
Experimental validation of this technique has been performed by comparison with FIST XRD. 
Thirdly, the ring-core FIB milling and DIC approach has been refined in order to facilitate 
microscale mechanical microscopy, i.e. residual strain profiling or mapping in the sample of interest. In 
the case of the sequential ring-core milling approach (in § 3.5), this has involved assessing the interaction 
between incremental milling locations and quantification of the minimal increment between successive 
measurements. The parallel FIB milling and DIC residual stress analysis technique (in § 3.6) has also 
been established in order to overcome the limitation associated with this incremental spacing between 
measurement points. Cross-validation of both approaches has been performed using XRD.  
3.3. Outlier Removal, Error Analysis and Propagation 
3.3.1. DIC Error analysis of SEM images 
Accurate residual stress error quantification in FIB milling and DIC techniques depends upon the 
quality of the SEM images collected during the experimental process. The precision of the resulting DIC 
analysis is highly sensitive to the image noise, beam focus and contrast, and therefore error estimation 
must start from this stage of the analysis. As stated previously, the most widely used correlation 
approach is subset DIC. Therefore this new analytical routine has been established using the errors 
associated with the normalised 2D cross-correlation approach. 
When sharp, high contrast, low noise images are captured, the cross-correlation surface typically 
takes the form of a single, sharp and well defined peak as shown in Figure 3.4a. The peak correlation 
coefficient is this case is close to unity, and the peak sharpness results in a precise estimate of the relative 
offset.  
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Figure 3.4. The normalised cross-correlation surface (bar plots) and polynomial peak fitting (green 
surfaces) associated with three different image types. a) Sharp, low noise images result in a single 
well defined peak with a correlation coefficient ~1 and precise estimates of the relative offset 
between images. b) Poorly focused, blurry or low contrast images result in a broad peak with a 
correlation coefficient ~1 but imprecise estimates of the relative offset between images. c) Noisy 
images result in a low correlation coefficient and a high roughness cross-correlation surface which 
leads to imprecise estimates of the relative offset between images. 
In the case of a poorly focused, blurred or low contrast image, significant peak broadening is 
observed in the cross-correlation surface illustrated in Figure 3.4b. Even though the correlation 
coefficient in this case may also be close to unity, the precision of the displacement vector between the 
two images is much reduced.  
Cross-correlation of images containing large amounts of noise will result in a high roughness cross-
correlation surfaces as shown in Figure 3.4c. Noise also produces random differences between the 
reference and deformed image subsets, thereby reducing the magnitude of the correlation coefficient at 
the peak. These two effects lead to a large decrease in the signal to noise ratio, and a reduction in the 
precision of the displacement vector between the two images. 
Examination of the three image cases outlined in Figure 3.4 demonstrates that the correlation 
coefficient on its own does not provide a good measure of the precision of displacement vector. Despite 
this, this parameter is a useful thresholding measure to remove noisy data points (§ 3.3.2). 
An alternative and more reliable measure of the displacement vector precision is the standard 
deviation of the peak fit applied to the cross correlation surface. This parameter is critical for error 
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estimation and the removal of poorly tracked markers and therefore a new approach for quantification of 
this parameter has been implemented. 
The large number of markers used in DIC analysis means that the computational cost associated 
with tracking each marker needs to be carefully considered. Depending upon the DIC precision required, 
the complexity of this peak fitting process can be tailored using two main approaches. Firstly, a subset of 
the cross-correlation surface can be selected for analysis, rather than fitting the entire surface. Secondly, 
the 2D function used in the fitting process can be selected depending on the level of precision required. 
For example, a 2D Gaussian function typically provides a good match to the peaks observed in the cross-
correlation surface, however the computational cost associated with fitting this function is higher than a 
polynomial peak fit. 
In the case of the micro-scale ring core FIB milling and DIC approach it was decided that 2D 
polynomial peak fitting of a 3 × 3 window around the highest magnitude point in the cross-correlation 
surface would be most effective. Least squares fitting was therefore implemented using matrix 
multiplication in order to determine a peak profile of the form: 
 𝐶𝑃(𝑢, 𝑣) = 𝐴1 + 𝐴2𝑢 + 𝐴3𝑣 + 𝐴4𝑢𝑣 + 𝐴5𝑢
2 + 𝐴6𝑣
2, (3.5) 
where 𝐴𝑖 for 𝑖 = 1: 6 are the variables to be determined, 𝑢 is the horizontal displacement and 𝑣 is the 
vertical displacement. Differentiation of this function gives the expressions for the peak position:  
 𝑢𝑃 =
2𝐴6𝐴2 − 𝐴3𝐴4
𝐴4
2 − 4𝐴5𝐴6
 ,     𝑣𝑃 =
2𝐴5𝐴3 − 𝐴4𝐴2
𝐴4
2 − 4𝐴5𝐴6
 . (3.6) 
Rounding is then used to determine this figure to a resolution of 1/1000th of a pixel. An estimate of the 
covariance matrix can also be obtained using further matrix multiplication and the residuals at each data 
point [138]. The diagonal terms in this matrix represent the variance 𝜎𝐴𝑖
2  of each of the variables 𝐴𝑖 
for 𝑖 = 1: 6. Examination of the off-diagonal terms reveals that the five variables (𝐴𝑖 for 𝑖 = 2: 6) used in 
the calculation of 𝑢𝑃 and 𝑣𝑃 can be approximated as statistically independent. The propagation of these 
errors can then be used to estimate 𝜎𝑢𝑝 and 𝜎𝑣𝑝, the standard deviations of 𝑢𝑃 and 𝑣𝑃, respectively: 
 𝜎𝑢𝑝 = √𝑢𝑝2 [
4(𝐴2
2𝜎𝐴6
2 + 𝐴6
2𝜎𝐴2
2 )2 + (𝐴4
2𝜎𝐴3
2 + 𝐴3
2𝜎𝐴4
2 )2
(2𝐴6𝐴2 − 𝐴3𝐴4)2
+
16(𝐴5
2𝜎𝐴6
2 + 𝐴6
2𝜎𝐴5
2 )2 + 2𝐴4
4𝜎𝐴4
4
(𝐴4
2 − 4𝐴5𝐴6)2
], (3.7) 
 𝜎𝑣𝑝 = √𝑣𝑝2 [
4(𝐴5
2𝜎𝐴3
2 + 𝐴3
2𝜎𝐴5
2 )2 + (𝐴4
2𝜎𝐴2
2 + 𝐴2
2𝜎𝐴4
2 )2
(2𝐴5𝐴3 − 𝐴4𝐴2)2
+
16(𝐴5
2𝜎𝐴6
2 + 𝐴6
2𝜎𝐴5
2 )2 + 2𝐴4
4𝜎𝐴4
4
(𝐴4
2 − 4𝐴5𝐴6)2
]. (3.8) 
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Although several approximations are necessary in the use of the above expressions, the simplicity of 
these calculations ensures that the peak centre position and associated standard deviations can be 
computed with a minor increase in processing time. These estimates of confidence can then be used in 
the removal of outliers as outlined in § 3.3.2. 
3.3.2. Outlier Removal 
In order to improve the accuracy and precision of residual stress estimates, the removal of poorly 
tracked DIC markers (or outliers) is a necessary step in reliable estimation of the resultant displacement 
field. Ineffective tracking can be caused by a variety of different effects including aliasing, re-deposition 
of FIB milled material onto the sample surface, noisy imaging or changes to surface appearance near 
milling locations [139]. One important requirement of the newly developed outlier detection and removal 
techniques has been technique automation which is required to reduce the operator dependence of the 
results obtained. The approach based on the identification and removal of markers moving relative to 
neighbours (outlined in § 3.2.1) has also been integrated into the automated outlier removal process 
which includes three new analytical stages (as shown schematically in Figure 3.5): 
 
Figure 3.5. A typical example of automated outlier removal on plots of displacement ∆𝒙 against 
position 𝒙.  a) Markers remaining after correlation coefficient thresholding of 0.5 to leave a noisy 
profile. b) Markers remaining after 𝝈𝒖𝒑 and 𝝈𝒗𝒑 thresholding, along with the removal of markers 
moving relative to each other. c) Markers remaining after thresholding of the distance from the 
original least squares fit.  
1. Correlation coefficient thresholding. As stated in § 3.2.1, the maximum correlation coefficient, 
𝑟, can be used as a threshold to remove markers for which there is a large difference between 
the reference image and deformed image, for example through the addition of large amounts of 
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noise (Figure 3.4c). An effective threshold for the correlation coefficient has been found to 
be 0.5, which can be used to leave only markers with a high magnitude peak in the cross-
correlation surface as shown in Figure 3.5a. 
2. Peak position standard deviation thresholding. The standard deviations of the estimates of peak 
position (𝜎𝑢𝑝 and 𝜎𝑣𝑝) provide estimates of the sharpness of the peak in the cross-correlation 
surface. Relatively high standard deviations in either 𝑢 or 𝑣 direction indicate a poorly tracked 
marker, and therefore thresholding can be used to leave only those markers with precise peak 
estimation. A typical histogram of peak position standard deviation is shown in Figure 3.6. Care 
must be taken when choosing a threshold as the optimal value will depend highly upon the 
particular dataset under consideration. For example, the application of noise will result in an 
increase in the standard deviation of all markers. An effective approach is therefore to threshold 
values based on a parameter descriptor of the set, for example 1.5 times the average. This 
thresholding approach has been applied to the displacement against position plot in Figure 3.5a 
to leave only the well tracked markers in Figure 3.5b. 
 
Figure 3.6. A typical histogram of 𝝈𝒖𝒑 obtained during the DIC analysis. Thresholding has been 
performed at 1.5 times the average value of 𝝈𝒖𝒑 to leave only the precisely tracked markers. 
3. Outliers to the linear displacement field. FE modelling simulations of the ring-core geometry 
indicate that the strain relief within the core is expected to be near-uniform [120]. Therefore 
markers which do not correspond closely with this behaviour are likely to be indicative of 
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poorly tracked locations. In order to quantify this nominal distance from the linear distribution, 
least squares fitting can be initially applied to the noisy data set as shown in Figure 3.5b. The 
closest distance between each point and this linear fit can then be determined using the dot 
product and a typical histogram is shown in Figure 3.7. As previously highlighted, care must be 
taken when selecting a suitable threshold for this type of exclusion, however a value equal to 
1.5 times the average distance has been found to be a robust displacement limit for the ring-core 
FIB milling and DIC approach (as implemented in Figure 3.5c and 3.7). This technique has 
been shown to be effective in removing outliers but care must be taken to ensure that the initial 
fit is representative of the behaviour observed. This process must therefore only be performed 
after other outlier removal techniques have been implemented. 
 
Figure 3.7. A typical histogram of marker distances from the linear least square fit obtained 
during the DIC analysis of the ring-core FIB milling and DIC approach. Thresholding has been 
performed at 𝟏. 𝟓 times the average value in order to remove outliers. 
At this stage in the analysis it is important to highlight that although the three new outlier removal 
techniques are fully automated, the thresholding criterion is based on a scaling value applied to a 
parameter descriptor of the data set. This flexibility enables the outlier removal techniques to be tailored 
to meet the needs of a specific experimental dataset in a reliable and repeatable manner, without 
introducing the uncertainty associated with manual removal. 
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3.3.3. Strain Quantification 
In the ring-core FIB milling and DIC technique, repeated SEM imaging of the core is used to 
provide a record of relaxation at different milling depths. The strain relief observed on the surface of the 
core has previously been shown to be approximately uniform [140], corresponding to a linear variation in 
the displacement of DIC markers with position in the central region (Figure 3.5) [121]. The incremental 
changes in strain relief also ensure that the marker shift between subsequent images is reduced and 
therefore that DIC marker tracking is more effective. 
This linear fit to the variation of tracking point displacement (∆𝑥) with its position (𝑥) provides 
insight into the strain relief in the core. The nature of DIC processing results in equal confidence bounds 
on both the dependent variable ∆𝑥 and the independent variable 𝑥 and therefore total least squares fitting 
[141] is necessary to account for both of these uncertainties. Estimates of the weighting of each data 
point are provided by the inverse of the standard deviation of the DIC marker peak (𝜎𝑢𝑝 and 𝜎𝑣𝑝). The 
resulting gradient provides estimates for the magnitude (∆𝜀) and standard deviation (𝜎∆𝜀) of the strain 
relief in the core as a function of image number. 
3.3.4. Relief Profile Fitting 
The next stage of analysis is associated with weighted least squares fitting of the FE ‘master curve’ 
(Equation 3.3) to the plot of strain relief (∆𝜀) as a function of image number. The weighting parameters 
for this analysis are given by the inverse of the standard deviation of the strain relief (𝜎∆𝜀) at each image 
and the covariance matrix produced can be used to estimate the standard deviation of ∆𝜀∞ (𝜎∆𝜀∞). 
As highlighted in § 3.2, only nominal estimates of the milling depth are known for a given image 
number and this can present difficulties when performing least squares fitting of the ‘master curve’. In 
order to overcome this difficulty an extra parameter (𝜂) can be introduced in the least squares fitting 
process to relate the milling depth to the image number (𝐼), such that 𝐻 = 𝜂𝐼. Setting this parameter to a 
constant implies that the milling rate remains constant throughout the process. Although this is true in the 
near-surface region, this approximation becomes increasingly invalidated at large depths. 
Another factor which is known to influence the strain relief profiles induced during FIB milling is 
the impact of surface roughness [108]. Milling of rough surfaces can result in limited amounts of relief 
during the first few milling increments as shown in Figure 3.8. This behaviour is indicative of the milling 
of the peaks and troughs in the sample surface, without inducing relief within the core. In order to 
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accommodate for this behaviour, another parameter (𝛿𝑆𝑡𝑎𝑟𝑡) can be introduced into the ‘master curve’ 
least squares fitting routine. The modified version of the 𝑧 parameter in Equation 3.3 therefore becomes:  
 𝑧 =
𝐼𝜂
0.42𝑑
− 𝛿𝑆𝑡𝑎𝑟𝑡 . (3.9) 
 
Figure 3.8. Strain relief against image number showing master curve fitting for a core originally in 
a state of tension. Surface roughness results in limited relief and offsets the profile by 𝜹𝑺𝒕𝒂𝒓𝒕. 
It is at this stage in the analytical routine that the angular variation of strain relief is characterised 
during FIST (as outlined in detail in § 3.4). This approach is used to determine the principal strain relief 
orientation and magnitudes (∆𝜀∞
1  and ∆𝜀∞
2 ), and associated confidence intervals (𝜎∆𝜀∞1  and 𝜎∆𝜀∞2 ) through 
weighted least squares fitting. These parameters form the basis of residual stress quantification and 
determination of the associated confidence intervals, as outlined in § 3.3.5. 
3.3.5. Calculation of Residual Stress 
The relationship between surface strain relief and the residual stresses originally present in the 
surface forms the fundamental basis of FIB milling and DIC experimental techniques. In all techniques, 
this relationship is based on the elastic stiffness constants of the substrate material, which follows from 
the assumption that no reverse inelastic deformation occurs during FIB milling. In the case of ring-core 
geometry, this assumption is well-justified, since material removal causes unloading towards the 
unstressed state. In order to calculate reliable estimates of the confidence bounds on residual stress, the 
uncertainties of both the surface relief estimate and the elastic stiffnesses must be taken into account. 
Typically there are two principal origins of elastic modulus uncertainty. The first is the underlying 
uncertainties in material composition, processing history and characterisation. Elemental doping [142], 
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microstructure [143], thermal processing history [144], manufacturing route [145] and thermodynamic 
phase [146] are all known to have a large impact on the elastic behaviour. For example, the bulk elastic 
modulus of steel can vary in the range 190 − 220 GPa depending on the elemental doping and thermal 
history. For this reason an accurate record of processing history or precise materials characterisation is 
necessary to reduce the uncertainty of description of the elastic response. 
The other origin of elastic stiffness uncertainty is relevant to the study of anisotropic materials, in 
which stiffness is also dependent upon orientation. Elastic anisotropy can be as a result of underlying 
crystallinity [147], preferred grain orientation (or texture) [148] or a composite structure [149].  For 
example, in Chapter 4 the directional stiffness of YPSZ has been shown to vary by a factor of 2.6 
depending upon the orientation in which load is applied. As outlined in more detail below, the impact of 
this uncertainty depends upon the relative size of the gauge volume and the anisotropic region. In the 
case where the anisotropic region is approximately equal to or greater than the gauge volume, orientation 
uncertainty may have a significant impact on the confidence intervals of the elastic modulus. 
As highlighted in § 2.3, in recent years a suite of analytical techniques have been developed in order 
to quantify elastic behaviour at the microscale. These techniques provide insight into mechanical 
behaviour at the same length scales as those probed using FIB milling and DIC residual stress analysis, 
and therefore typically provide estimates of the material stiffness which are more representative than 
bulk analysis. Importantly, many of these techniques also provide parameter uncertainty estimates which 
are required in residual stress error estimation. 
In contrast to this microscale analysis, for the case of isotropic or untextured nanocrystalline 
materials, reliable values of continuum material elastic constants are available and can be used in the 
calculation of residual stress. Inside a typical FIB milling and DIC micro-scale gauge volume, many 
thousands of grains will be present in a nanocrystalline substrate material, so that the different elastic 
responses of each grain are averaged out, producing a response representative of the global behaviour. 
Assuming that homogeneous and isotropic assumptions can be applied at the length scales under 
consideration, expressions for the non-equi-biaxial principal stresses in the surface (𝜎1and 𝜎2) can be 
determined as: 
 𝜎1 = −
𝐸
(1 − 𝜈2)
[∆𝜀∞
1 + 𝜈∆𝜀∞
2 ], (3.10) 
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 𝜎2 = −
𝐸
(1 − 𝜈2)
[∆𝜀∞
2 + 𝜈∆𝜀∞
1 ], (3.11) 
where 𝐸 and 𝜈 are the Young’s modulus and Poisson’s ratio, respectively. By making the approximation 
that these terms are statistically independent, estimates for the standard deviation of the principal stresses 
(𝜎𝜎1 and 𝜎𝜎2) can be obtained from the standard deviation of Young’s modulus (𝜎𝐸), Poisson’s ratio (𝜎𝜈) 
and the strain relief values obtained through DIC (𝜎∆𝜀∞1  and 𝜎∆𝜀∞2 ): 
 𝜎𝜎1 =
𝐸
(1 − 𝜈2)
√[(
𝜎𝐸
𝐸
)
2
+ 2 (
𝜈𝜎𝜈
1 − 𝜈2
)
2
] (∆𝜀∞1 + 𝜈∆𝜀∞2 )2 + 𝜎∆𝜀∞1
2 + (𝜈𝜎∆𝜀∞2 )
2
+ (∆𝜀∞2 𝜎𝜈)2, (3.12) 
 𝜎𝜎2 =
𝐸
(1 − 𝜈2)
√[(
𝜎𝐸
𝐸
)
2
+ 2 (
𝜈𝜎𝜈
1 − 𝜈2
)
2
] (∆𝜀∞2 + 𝜈∆𝜀∞1 )2 + 𝜎∆𝜀∞2
2 + (𝜈𝜎∆𝜀∞1 )
2
+ (∆𝜀∞1 𝜎𝜈)2. (3.13) 
It is important to note that the existing FE simulations of FIB milling and the resulting relaxation 
are based on the assumptions of material isotropy and homogeneity. In the case of single crystal or large 
grained materials (relative to the gauge volume size) these predictions will no longer be representative of 
the relief observed, and modified simulations are required. 
3.4. Full In-Plane Strain Tensor Analysis 
High resolution (microscale) residual stress analysis is critical in understanding the failure of a 
broad range of  mechanical components; from carbon fibre composite systems [112], to silicon 
nanowires for microelectronic devices [150] and thin film solar cell applications [151]. In some studies, 
the determination of an average stress component is sufficient to provide the answers required. However, 
the improved insight offered by the full quantification of residual stress variation with orientation is often 
necessary [152, 153].  
In recent years, strain tensor determination and stress calculation based on neutron [154] and X-Ray 
Diffraction (XRD) [77, 155-157] measurements have become well-established techniques. Despite the 
many benefits of these approaches, there are a number of well-known limitations. Firstly, precise 
estimates of unstrained lattice parameters are required; this is particularly difficult in the case of high 
resolution studies where local variations in elemental composition may also induce ‘chemical’ changes 
of this parameter over similar length scales. Secondly, these high precision techniques can only be 
applied to crystalline materials and therefore equivalent analysis cannot be performed in amorphous 
materials. Another difficulty is associated with the limited 3D resolution that can be obtained. This is due 
to the large penetration depths of the neutron and high energy X-ray beams typically required in these 
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studies. Approaches involving tomographic [158] and grazing angle [69] methods have been developed 
to overcome this limitation at the expense of increased processing complexity, time and reduced 
precision. Finally, these methods typically require access to synchrotron or neutron source facilities 
which severely restricts the number of applications that can be studied. 
The ring-core FIB milling and DIC approach is based on milling an isotropic annular feature at a 
location of interest in order to perform high resolution residual stress (or strain) analysis. Despite the 
potential capabilities of this technique, previous studies have only characterised residual stress in at most 
two independent directions [108]. Other orientations have not been attempted due to a lack of automation 
in the DIC and outlier removal methods required to quantify strain. These manual stages have previously 
been labour intensive and have therefore severely limited the number of repeated strain quantification 
procedures which could be performed in a given timescale. However, the advances in outlier removal, 
error evaluation and propagation in § 3.3 can now facilitate rapid, precise and fully automated strain 
quantification. Using this automated approach, this sub-section demonstrates the experimental and 
analytical steps necessary to evaluate the strain relief variation as a function of orientation angle, thereby 
enabling FIST analysis. Provided that the elastic constants of the system under consideration are known 
fully, the corresponding residual stress variation can then be determined from this in-plane strain tensor. 
In order to validate this new experimental technique, the results of FIST ring-core analysis of a 
single location has been compared with those obtained using high energy transmission XRD of a dental 
prosthesis sample. The stress states associated with these two experimental approaches are known to be 
different: in the case of surface ring-core milling the stress condition is close to plane stress, while XRD 
analysis provides an average of both the near surface (plane stress) and bulk (which is closer to 
conditions of plane strain). Therefore in order to provide comparisons between these two techniques the 
analytical relationships between the two states have been determined using analytical methods and FE 
simulations have been used to validate these relationships. This comparative approach also provides the 
upper and lower bounding limits of the lattice spacing of YPSZ. 
3.4.1. Materials and Methods 
The sample selected for this experimental validation was a YPSZ dental prosthesis manufactured 
using the approach outlined in § 1.1 by dental technicians at the Specialist Dental Group, Singapore. The 
location selected for strain tensor analysis was a distance of 50 μm from the porcelain interface within 
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the YPSZ. This position is known to have moderate levels of residual stress but is sufficiently far from 
the interface that the YPSZ phase transformation and elemental diffusion effects are not present (as 
outlined in Chapter 6 and 7, respectively). This ensures that the unstrained lattice spacing (𝑑ℎ𝑘𝑙
0 ) is not 
influenced by these two factors and is therefore representative of the bulk YPSZ. 
 
Figure 3.9. Schematic of the synchrotron XRD experiment showing beam defining and focusing 
setup, sample oriented in a transmission geometry and a typical diffraction pattern. 
In order to facilitate access to the near-interface region, the sample was mounted in epoxy and a 
cross section of the YPSZ prosthesis was obtained using a Buehler Isomet Diamond Saw (Figure 3.9). A 
slow rotational cutting speed of 25 rpm (on a 127 mm diameter blade) was selected to minimise the 
residual stresses induced during sample preparation. A metallurgical incremental grinding and polishing 
process was then used to minimise the influence of sample preparation on the residual stress state. The 
final sample thickness was selected to be 115 μm in order to maximise the intensity of the diffraction 
patterns collected during the synchrotron XRD experiment.  
Micro Focus XRD 
Transmission powder XRD was performed at Beamline B16 (Diamond Light Source, UK) using the 
set up shown in the schematic in Figure 3.9. A 17.98 keV monochromatic incident beam (just below the 
K-edge of zirconium) was selected in order to minimise absorption by the sample and a micro-focusing 
KB mirror pair arrangement was used to reduce the beam spot on the sample to 2.4 × 3 μm2. A 
Photonic Science X-ray Image Star 9000 detector placed in the transmitted beam was used to collect 
complete 360° Debye-Scherrer diffraction patterns at 170 mm downstream from the sample. 
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A combination of optical alignment, X-ray imaging and identification of the interface through the 
differences in the scattering patterns of YPSZ and porcelain were used to determine the incident location 
of the beam on the sample to nanoscale precision.  Diffraction patterns were then collected at a position 
50 μm from the interface in the form of a 3 × 3 array covering an area of 7.2 × 9 μm2 as shown in 
Figure 3.10. At each position a 5 minute exposure was used to capture a high quality diffraction pattern. 
 
Figure 3.10. Schematic of residual stress analysis locations. The 𝟑 × 𝟑 array of XRD mapping 
points is shown superimposed over the 𝟓 𝛍𝐦 diameter ring-core milling geometry at a distance of 
𝟓𝟎 𝛍𝐦 from the YPSZ-porcelain interface. 
Each diffraction pattern was then radially binned as a function of the azimuthal angle φ (as 
illustrated in Figure 3.11) to give line plots of scattered beam intensity against 𝑄 position averaged over 
10° regions between 0° and 360°. For example, the 0° distribution was obtained from integrating 
between -5° and 5°. Beamstop shadowing was found to influence the profile obtained at φ = 270° and 
therefore the line profile obtained at 90° was used for this orientation.  
Gaussian peak fitting was then performed on the (101) peak of tetragonal zirconia. The high 
intensity of this peak ensured that the peak centres could be determined at the precision necessary to 
perform reliable strain tensor quantification. For example, the peak centres for the 0°, 10° and 20° 
positions have been highlighted by markers in Figure 3.11. Bragg’s law was then used to convert the 
peak centre estimates to the lattice spacing in the (101) direction (𝑑101). This analysis was performed on 
all 9 diffraction patterns and the fitting confidence of each peak was used to determine a weighted 
average and the associated confidence interval for 𝑑101at each angle 𝜑. 
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Figure 3.11. Radial integration of 2D diffraction pattern to produce 1D intensity distributions 
(insert). Gaussian peak fitting was performed on the tetragonal 101 diffraction peak in order to 
determine the peak centre position (indicated by markers) as a function of 𝛗. 
X-ray diffraction was also used to determine independent measurements of the unstrained 
101 lattice parameter of the YPSZ (𝑑101
0 ) using the Brucker D8 Lab Source Diffractometer at the High 
Energy X-ray (HEX) laboratory, Oxford UK. In the first sample, representative nanocrystalline powder 
was obtained from the same batch of Zenotec Zr bridge which had been used in the manufacture of the 
YPSZ coping. The remains of the YPSZ coping were also ground into a micro-scale powder using a 
diamond sintered burr cone. Both powders were loaded into 1 mm diameter quartz capillaries and Cu K-
alpha emission (with a spot size ≈ 0.3 mm) was directed towards the samples. The 2D diffraction 
patterns of the samples were collected and radially integrated to give 1D profiles of intensity against 
scattering angle. Gaussian peak fitting was performed on the tetragonal 101 diffraction peak and Bragg’s 
law was used to provide an estimate of 𝑑101
0  for both powders. 
In the case of the ground YPSZ coping, large amounts of monoclinic YPSZ were found to have 
been induced in the YPSZ by the grinding process applied. Phase changes are known to induce errors in 
the estimation of unstrained lattice parameters [75] and therefore the inconsistencies between the 𝑑ℎ𝑘𝑙
0  
estimate of 2.9674 ± 0.0012 obtained from this analysis and those determined in § 3.4.2 was expected. 
The results from the Zenotec Zr powder sample provided an unstrained lattice parameter estimate 
of 2.9567 ± 0.0006. This result also indicated distinct differences with the analysis performed in § 
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3.4.2. This is most likely as a result of minor changes in composition, combined with the grain growth 
known to be induced in YPSZ during sintering [159]. Both of these effects are known to induce 
significant changes to the unstrained lattice parameter estimates of nanocrystalline materials [75, 160]. 
Therefore the comparison between XRD and ring-core analysis was selected as the most reliable 
unstrained lattice parameter approach for this system [112, 121].  
FIB Milling and DIC 
Ring-core FIB milling was performed on the sample using the Tescan Lyra 3 FIB-SEM at MBLEM, 
Oxford, UK [161]. The prosthesis cross section was mounted on an SEM stub using silver paint and was 
sputter coated with 5 nm of gold-palladium in order to reduce sample charging. Applying a single fast 
pass of the focused ion beam across the surface of the sample causes the formation of a surface pattern 
that generates high imaging contrast, as shown in Figure 3.12a. As outlined in § 2.3.3, these patterns 
have previously been shown to facilitate effective DIC marker tracking during ring-core milling, without 
inducing stress state modification in the sample [106]. 
 
Figure 3.12. a) Secondary electron SEM image of the ring-core milling showing original (𝒙, 𝒚) and 
rotated (𝒙′, 𝒚′) coordinate systems for a given angle 𝝋. b) Schematic showing a DIC marker shift of 
(∆𝒖, ∆𝒗) from starting position (𝒖, 𝒗) and the corresponding position (𝒖′) and shift (∆𝒖′) in the 
(𝒙′, 𝒚′) coordinate frame. c) Schematic ellipse of DIC shift uncertainty showing the relationship 
between the standard deviations in the original (𝝈𝒖, 𝝈𝒗) and the rotated coordinate system (𝝈𝒖
′ ). 
A single 5 μm diameter core was fabricated in the YPSZ by milling a 1 μm wide circular trench at a 
distance of 50 μm from the YPSZ-porcelain interface as shown in Figure 3.12a. This milling location 
was aligned with the location of XRD analysis to a microscale precision using multiple characteristic 
features of the prosthesis cross section. This level of alignment was necessary to ensure that the same 
location (and residual stress state) was examined using both experimental techniques. 
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A nominal milling depth of 125 nm was selected for each increment of the FIB milling process, and 
a 2048 × 2048 pixel secondary electron SEM image of the surface was captured at each step. In total 48 
images were captured as a record of the core relaxation during FIB milling to a nominal depth of 6 μm in 
a time of ≈ 30 minutes.  
A modified version of the DIC code produced by Eberl et al. [110] was used to determine the strain 
relief at the surface of the core as a function of milling depth. Small amounts of drift were observed 
between each of the recorded images (with a maximum of ≈ 30 nm between subsequent images) and 
low resolution DIC (drift correction) was performed on the exterior surface regions to correct for this 
effect. Subset DIC was performed on the island by placing several thousand markers over the core centre 
where uniform strain relief is expected. Marker tracking was then performed using the approach outlined 
in § 3.3 in order to obtain the marker shift (∆𝑢, ∆𝑣) relative to the start positions (𝑢, 𝑣) in the (𝑥, 𝑦) 
coordinate frame, along with the standard deviations of these shifts (𝜎𝑢 and 𝜎𝑣). 
In-plane strain tensor quantification relies upon the precise determination of the strain magnitude 
variation as a function of angle 𝜑. In the case of the ring-core milling approach this requires the 
determination of the core strain relief as a function of 𝜑, and therefore the quantification of the DIC 
marker shift along an axis 𝑥′ as shown in Figures 3.12a and 3.12b. For a given angle 𝜑 and marker 
starting position (𝑢, 𝑣) the expression for the starting position along the 𝑥′ direction is given as: 
 𝑢′ = 𝑢 𝑐𝑜𝑠 𝜑 + 𝑣 𝑠𝑖𝑛 𝜑. (3.14) 
Following automated marker tracking in the (𝑥, 𝑦) coordinate frame, the shifts along the 𝑥′ direction can 
be determined as: 
 ∆𝑢′ = ∆𝑢 𝑐𝑜𝑠 𝜑 + ∆𝑣 𝑠𝑖𝑛 𝜑. (3.15) 
Quantification of the peak shift standard deviation in the direction parallel to the 𝑥′ axis (𝜎𝑢
′ ) is also 
necessary in order to determine strain uncertainty in a given direction. An elliptical representation of the 
uncertainty field in which the principal axes are aligned with the 𝑥 and 𝑦 directions (Figure 3.12c) can be 
used to estimate this value as: 
 𝜎𝑢
′ = √
𝜎𝑢
2𝜎𝑣
2
𝜎𝑣 
2𝑐𝑜𝑠2𝜑 + 𝜎𝑢 
2 𝑠𝑖𝑛2𝜑
. (3.16) 
The rotated standard deviation estimates and marker shifts can then be used as inputs into the strain 
relief quantification routine outlined in § 3.3.3. In this approach, linear fitting of the relationship between 
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𝑢′ and ∆𝑢′ can be used to obtain the strain relief estimates associated with each milling depth (∆𝜀), as 
well as the corresponding standard deviations (𝜎∆𝜀). Outlier removal is necessary at this stage in order to 
remove poorly tracked markers and the automated multi-stage marker filtering routine outlined in § 3.3.2 
was implemented. Thresholding was performed to remove DIC markers which showed low levels  (<
0.5) of correlation. The standard deviation of each marker position (𝜎𝑢
′ ) was also used to threshold 
markers with a standard deviation greater than 1.5 times the average value. Finally, the removal of 
markers moving relative to the expected displacement field was performed. Thresholding based on 1.5 
times the average value of this relative offset was also found to be effective. 
The relationship for the strain relief (∆𝜀) against milling depth was then fitted using the ring-core 
strain relief ‘master function’ outlined in § 3.3.4 (Figure 3.13) in order to determine quantitative 
estimates of magnitude and standard deviation of the plateaus observed in the strain relief curves (∆𝜀∞). 
As previously highlighted, the negative of this fitted parameter provides the estimate of the gauge-
volume average residual strain in a given direction. For example, a positive core relief strain indicates 
that the original residual strain in the core was compressive. 
This analysis was implemented for 𝜑 values ranging from 0° to 360° in 10° steps in order to 
determine ∆𝜀∞ and 𝜎 ∆𝜀∞ as a function of angle. As expected, it was found that the strain relief values 
and standard deviations obtained in opposite directions were equal, i.e. ∆𝜀∞
0°=∆𝜀∞
180° and 𝜎∆𝜀∞0° = 𝜎∆𝜀∞180° . 
This distribution of absolute strain was next used to determine estimates for the residual strain principal 
orientations and principal values as outlined in § 3.4.2. 
 
Figure 3.13. Strain relief against image number for data oriented at differing angles of 𝝋. The 
original data and the 95% confidence error bars have been plotted with the ‘master curve’ fitting. 
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3.4.2. Theory and Calculation 
The tetragonal (101) lattice spacing estimates (𝑑101) obtained through XRD were used to quantify 
the lattice strain variation (𝜀101) as a function of 𝜑 using the Equation 2.7. Initially an estimate for this 
value (𝑑ℎ𝑘𝑙
0 = 2.9582 Å) was obtained from the short (𝑎 = 3.605 Å) and long (𝑐 = 5.177 Å) lattice 
constants of YPSZ provided in the literature [162], using the expression: 
 (
1
𝑑ℎ𝑘𝑙
0 )
2
=
ℎ2 + 𝑘2
𝑎2
+
𝑙2
𝑐2
, (3.17) 
where ℎ𝑘𝑙 = 101.  
A value for the standard deviation of the (101) unstrained lattice spacing (𝜎𝑑ℎ𝑘𝑙
0 = 0.0015 Å) was 
also calculated based on the standard deviations of the short (𝜎𝑎 = 0.0010 Å) and long (𝜎𝑐 = 0.0020 Å) 
lattice constants provided in the literature: 
 𝜎𝑑ℎ𝑘𝑙
0 =
𝑑ℎ𝑘𝑙
0
2(𝑐 + 𝑎)
√𝑎2𝜎𝑐
2 + 𝑐2𝜎𝑎
2 (3.18) 
The standard deviation of the peak centre values (𝜎𝑑ℎ𝑘𝑙
0 (𝜑)) were then used in combination with the 
standard deviation of the unstrained lattice spacing in order to obtain estimates of the standard deviation 
of the lattice strain (𝜎𝜀101(𝜑)): 
 𝜎𝜀101(𝜑) = (
1
𝜀101
)
2
√(𝜎𝑑101(𝜑)𝑑ℎ𝑘𝑙
0 )
2
+ (𝜎𝑑ℎ𝑘𝑙
0  𝑑101(𝜑))
2
. (3.19) 
Full In-plane Strain Tensor Quantification 
The next stage of analysis required quantification of the strain tensors obtained through ring-core 
FIB milling and DIC (−∆𝜀∞(𝜑)) and the preliminary distributions of the (101) interplanar lattice strain 
(𝜀101(𝜑)) obtained using literature values of 𝑑101
0 . The generic expression for in-plane residual strain 
variation (𝜀(𝜑)) has been outlined in Equation 2.8. Least squares fitting was performed on the strain 
distributions obtained through XRD and ring core milling using the inverse square of the standard 
deviation of each term as a weighting factor. This analysis provides estimates of the principal strains (𝜀1 
and 𝜀2) and the angular offset between the original and principal coordinate systems (𝜙), as well as the 
standard deviation of these terms (𝜎𝜀1, 𝜎ε2 and 𝜎𝜙). 
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It is important to note that the use of the literature value of 𝑑101
0  has little or no effect on the 
magnitude of principal axis orientation angle 𝜙 obtained from this fitting procedure (as shown in Table 
3.1), although it does affect the magnitude of the principal strains. It was found that the values obtained 
for the angular offset were 52.1° and 53.4° using the ring-core and XRD techniques respectively. This 
1.3° difference is likely to have arisen from small misalignment during sample positioning in the two 
experiments and therefore the approximation that the ring-core and XRD principal stress and strain 
orientations were aligned was used in the remainder of the analysis. 
Table 3.1. Table showing fitted estimates and standard deviations of the principal strains, stresses 
and orientations for the ring-core and XRD stress/strain tensor analysis. The lattice parameters 
obtained from the literature and through least squares fitting (in both plane stress and plane 
strain) have been included for the XRD analysis. 
Technique 𝑑101
0  (Å) 
𝜀1
 
(millistrain)  
𝜀2 
(millistrain)  
𝜎1 (MPa)
 𝜎2 (MPa)
  𝜙 (degrees) 
Ring-core - 
1.73
± 0.007 
1.26
± 0.007 
499 ± 1.81 424 ± 1.81 52.1 ± 1.26 
XRD literature 
𝑑101
0  a 
2.9582
± 0.0015 
1.80
± 0.007 
1.44
± 0.007 
- - 53.3 ± 0.99 
XRD fitted 𝑑101
0  
(Plane stress) 
2.9586
± 0.0004 
1.67
± 0.006 
1.31
± 0.007 
489 ± 1.72 432 ± 1.65 53.2 ± 0.97 
XRD fitted 𝑑101
0  
(Plane strain) 
2.9596
± 0.0003 
1.36
± 0.006 
0.96
± 0.007 
546 ± 2.50 482 ± 2.38 53.4 ± 0.96 
a Calculated using lattice parameters published by Shah et al. [162]. 
Careful consideration of the gauge volumes associated with the two techniques reveals that ring-
core technique provides an estimate of the average strain in a 5 μm tall, 5 μm diameter near-interface 
cylinder, whereas the through sample penetration of the incident X-ray beam probes a 7.2 × 9 ×
115 μm3 volume. Although these gauge volumes are both centred at the same location in the plane of the 
sample, the average out of plane conditions are different. In order to derive the relationship between 
these two stress states, new notation is required to distinguish the stress and strain states associated with 
these two conditions. In the analysis that follows, a circumflex accent (^) indicates conditions of plane 
stress and a tilde accent (~) is indicative of plane strain conditions. 
In the case of the near-surface ring-core technique, the mechanical state can best be described as a 
state of plane stress. Therefore the principal stresses (𝜎1̂, 𝜎2̂) and the associated standard deviations 
(𝜎𝜎1̂ , 𝜎𝜎2̂) can be determined using expressions adapted from Equations 3.10-3.13: 
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 𝜎1̂ =
𝐸
1 − 𝜈2
(𝜀1 + 𝜈𝜀2), (3.20) 
 𝜎2̂ =
𝐸
1 − 𝜈2
(𝜀2 + 𝜈𝜀1), (3.21) 
 𝜎𝜎1̂ =
𝐸
1 − 𝜈2
√(𝜎𝜀1
2 + 𝜈2𝜎𝜀2
2 ), (3.22) 
 𝜎𝜎2̂ =
𝐸
1 − 𝜈2
√(𝜎𝜀2
2 + 𝜈2𝜎𝜀1
2 ). (3.23) 
Estimates of 𝐸 and 𝜈 were obtained from the literature and were given as 210 GPa [11] and 0.32 [163], 
respectively. No information was available on the likely distributions of these values and therefore they 
were treated as error-free measures. This approximation will artificially increase the precision of 
principal stress value determination (Table 3.1), but experimental errors are likely to dominate. 
In the case of the XRD analysis the gauge volume can no longer be simply described as a simple 
planar mechanical state. In reality the X-ray beam samples both the near surface regions (in conditions 
close to plane stress) as well as bulk material (which can be approximated by generalised plane strain). A 
review of the literature reveals that no agreement has yet been reached on the most representative plane 
state approximation in the case of transmission X-ray analysis [164, 165], although the solutions of a few 
generalised cases have been published [166, 167]. The most suitable approximation is dependent upon 
the particular sample geometry (i.e. if the aspect ratio of the sample is large in the through beam direction 
then plain strain conditions are typically more suitable) and the average length scale of any 
structural/microstructural phenomena (i.e. in the case of a fibre composite system, the ratio between 
sample thickness and fibre diameter will dictate the most suitable approximation). For all practical 
purposes it can be noted however that the plane strain and plain stress assumptions can be considered as 
the upper and lower bound for the stress state within the region sampled by transmission XRD.  
The YPSZ-porcelain prosthesis slice has a cross sectional area of approximately 10 × 10 mm2 and 
a thickness of 115 μm. The aspect ratio of the sample is therefore sufficiently large as to approximate the 
system as a thin plate in a state of plane stress. On the other hand, in terms of structural/microstructural 
features the only representative length scale is the nano-scale average grain size present in YPSZ. In this 
respect the sample thickness is far greater than the local feature length scales and the system may be 
better represented as a state of plane strain. In reality the XRD state sampled will be a weighted average 
of these two mechanical states and analysis was performed to determine the response for both conditions. 
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The Relationship between Plane Strain and Plane Stress 
To compare the estimates of the residual stress state from XRD and FIB milling, the relationship 
between plane strain and plane stress conditions for the same sample needs to be determined.  Derivation 
of the relationships between these conditions using stress state decomposition is provided in Appendix A 
along with numerical validation through FE simulations. The results of this analysis are provided by 
expressions for the plane stress tensor in terms of ?̃?𝑥 and ?̃?𝑦: 
 𝜎?̂? = (1 − 𝜈
2)?̃?𝑥 , (3.24) 
 𝜎?̂? = (1 − 𝜈
2)?̃?𝑦 , (3.25) 
 𝜀?̂? =
1 − 𝜈2
𝐸
[?̃?𝑥 − 𝜈?̃?𝑦], (3.26) 
 𝜀?̂? =
1 − 𝜈2
𝐸
[?̃?𝑦 − 𝜈?̃?𝑥], (3.27) 
 𝜀?̂? = −
(1 − 𝜈2)𝜈
𝐸
[?̃?𝑥 + ?̃?𝑦]. (3.28) 
These expressions demonstrate the (1 − 𝜈2) factor which relates the existing in-plane stresses (under 
conditions of plane strain) to those modified by the introduction of the free surface (plane stress). This 
model is based on treating the system as a free surface which is a good approximation in this case. 
3.4.3. Results 
Following the establishment of the relationship between the residual stress state according to plane 
stress or plane strain approximations (Equations 3.24 and 3.25), these expressions were used to estimate 
𝑑101
0  in the case of plane strain. Beginning with the plane stress elastic field solution, the in-plane 
residual stress determined by ring-core FIB milling were transformed into the corresponding estimates of 
plane strain. The interpretation of XRD strain measurements was then adjusted by varying the unstrained 
lattice parameter, and estimates of the corresponding stress components were calculated using plane 
strain relationships between strains and stresses: 
 ?̃?1 =
𝐸
(1 + 𝜈)(1 − 2𝜈)
((1 − 𝜈)𝜀1 + 𝜈𝜀2), (3.29) 
 ?̃?2 =
𝐸
(1 + 𝜈)(1 − 2𝜈)
 ((1 − 𝜈)𝜀2 + 𝜈𝜀1), (3.30) 
 𝜎?̃?1 =
𝐸
(1 + 𝜈)(1 − 2𝜈)
√((1 − 𝜈)2𝜎𝜀1
2 + 𝜈2𝜎𝜀2
2 ), (3.31) 
 𝜎?̃?2 =
𝐸
(1 + 𝜈)(1 − 2𝜈)
√((1 − 𝜈)2𝜎𝜀2
2 + 𝜈2𝜎𝜀1
2 ), (3.32) 
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where (𝜎?̃?1 , 𝜎?̃?2) are the standard deviations of the principal strains. The lack of confidence intervals in 𝐸 
and 𝜈 prevented full quantification of this error and therefore these variables were treated as error-free in 
Equations 3.31 and 3.32. The optimum value of the (101) lattice parameter was found to be 2.9596 Å, 
which corresponded to the principal stresses of 546 MPa and 482 MPa. 
For the plane stress approximation, the refinement of 𝑑101
0  was performed by comparing the XRD 
principal strain values with the absolute values obtained through ring-core FIB milling (1.73 × 10−3 and 
1.26 × 10−3). The optimised magnitude of 𝑑101
0 was found to be 2.9586 Å, which corresponded to the 
principal strains of 1.67 × 10−3 and 1.31 × 10−3. Equations 3.20-3.23 were then used to obtain the 
estimates of principal stresses and associated standard deviations included in Table 3.1. 
 
Figure 3.14. Polar plot of millistrain against angle 𝝋 showing strains obtained using the ring-core 
FIB milling and DIC technique and XRD using the literature, plane stress and plane strain refined 
values of 𝒅𝟏𝟎𝟏
𝟎 . The error bars correspond to the 95% confidence intervals of each data point. 
A polar plot of strain variation with angle 𝜑 is provided in Figure 3.14 showing the results obtained 
from the ring-core FIB milling and DIC approach along with the XRD results. The strain distributions 
obtained with the literature, plane strain and plane stress values of 𝑑101
0  have been included, along with 
the results of least squares fitting of Equation 2.8. The variation of residual stress with angle 𝜑 for the 
ring-core FIB milling and XRD approaches are shown in Figure 3.15. 
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Figure 3.15. Polar plot of stress against angle 𝝋 showing the variations obtained using the ring-
core FIB milling and DIC technique and XRD assuming plane stress and plane strain conditions. 
3.4.4. Discussion 
A critical examination of the angular variation of strain obtained from XRD shown in Figure 3.14 
reveals that it follows the required cos(2𝜑) functional form. This suggests that the lattice spacing 
captured during this analysis is representative of the full in-plane strain state present within the sample. 
The sensitivity of strain calculation to the precise quantification of lattice spacing is also 
demonstrated in Figure 3.15. The use of the literature value of 𝑑101
0 = 2.9582 Å produces a strain state 
which does not agree with the observations of the ring-core FIB milling and DIC approach. The 
refinement of this parameter assuming conditions of plane strain provides an upper bound value 
of 𝑑101
0 = 2.9596 Å, a change of 0.0014 Å which is sufficient to decrease the principal strains by 
0.45 millistrain on average. A lower bound for 𝑑101
0  can also be obtained by considering the situation 
where the XRD gauge volume conforms to plane stress conditions, leading to 𝑑101
0 = 2.9586 Å. 
As previously discussed, the through thickness XRD gauge volume spans regions under the 
conditions of plane stress and plane strain. Therefore, the strain distribution determined through XRD 
interpretation corresponds to a convolution between the two states. This means that the plane strain and 
plane stress conditions serve as upper and lower bounds respectively.  
A review of the literature was performed to assess the 𝑑0
101 estimates obtained. No quantitative 
information on the expected lattice parameters of Zenotec Zr Bridge [11] was identified however a range 
of YPSZ compositions were obtained and the results of the comparison are given in Table 3.2. 
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Table 3.2. Table of YPSZ lattice parameters and the associated 𝒅𝟏𝟎𝟏
𝟎  values for different wt. % of 
yttria (along with the associated standard deviations).  
Ref. Manufacturer / Product Name wt. % yttria 𝑎 (Å) 𝑐 (Å) 𝑑101
0  (Å) 
[162] Tosoh / TZ-3YE 3.0 3.605 ± 0.001 5.177 ± 0.002 
2.9582 
± 0.0015 
[168] Z-Tech LLC / EF-Premium 5.3 
3.6055
± 0.0004 
5.1797
± 0.0002 
2.9592
± 0.0002 
[11] a 
Wieland Dental / Zenotec Zr Bridge 4.5 − 6.0 
- - 
2.9586
± 0.0004 
[11] b - - 
2.9596
± 0.0003 
[169] 
Synthesised in house using: 
 Merck / zirconium oxychloride 
Riedel-de Haën / yttrium oxide 
6.8 
3.6162
± 0.0004 
5.1576
± 0.0006 
2.6909
± 0.0005 
9.3 
3.6251 
± 0.0005 
5.1401 
± 0.0008 
2.9625 
± 0.0007 
14.1 
3.6297
± 0.0007 
5.1394
± 0.0010 
2.9648 
± 0.0009 
15.4 
3.6325 
± 0.0009 
5.1426
± 0.002 
2.9670
± 0.0015 
a This work – XRD plane stress approximation. 
b This work – XRD plane strain approximation. 
Figure 3.16 provides a pictorial representation of the lattice spacing variation with wt. % of yttria 
and reveals that this variation appears to correspond to a linear relationship. The Region Of Interest 
(ROI) associated with this study has also been included in this figure. It is bounded by the plane strain 
and plane stress estimates of 𝑑101
0  and the manufacturer’s tolerances for yttria wt. % [11]. It can be seen 
that the lattice parameters published by Howard et al. [168] and the linear relationship predicted by the 
literature values fall within this ROI. This suggests that the bounding values of 𝑑101
0  calculated using the 
plane stress and plane strain approximations in this study are likely to be reliable. 
 
Figure 3.16. Plot of 𝒅𝟏𝟎𝟏
𝟎  against wt. % yttria. The ROI of this study is bounded by the plane strain 
and plane stress estimates of 𝒅𝟏𝟎𝟏
𝟎  and the yttria wt. % in Zenotec Zr Bridge [11].  
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FIST Ring-core FIB Milling and DIC 
Stress and strain tensor quantification using XRD is a well-established technique [155, 157] which 
can be used as a reference to assess and validate the quality of stress and strain evaluation using ring-core 
FIB milling and DIC. Examination of the angular strain variation shown in Figure 3.14 (and Table 3.1) 
reveals that the required cos(2𝜑) relationship is also observed in the data sets obtained using ring-core 
FIB milling and DIC. The angular offset between the XRD and ring-core profiles is on average 1.2°, 
which is comparable to the sample mounting orientation error. This demonstrates that the two techniques 
are aligned with each other to a level of precision that is better that the scatter and experimental error that 
arises due to external factors.  
The least squares fitting that has been performed between the plane stress XRD and ring-core 
analyses ensures that care must be taken when comparing the magnitudes of the principal strain values 
obtained. For example, if only one of the principal values were taken into consideration, optimisation of 
the interplanar spacing (𝑑101
0 ) could be used to exactly match the XRD and ring-core strain estimates in 
that direction. In contrast to this approach, optimisation of the interplanar spacing was instead performed 
simultaneously on both principal strain component values using a single parameter (𝑑101
0 ). In this 
situation, the underlying lattice parameter variation is critical to the quality of fit observed.  The 
optimised error between the two values was found to be ±0.06 millistrain or approximately 4% of the 
strain value. This level of precision demonstrates that the principal strain relationships for the XRD and 
ring-core FIB milling techniques are very similar. 
The excellent matching observed between the principal strain values also translates to the stress 
estimates determined. In the case of plane stress the difference between the XRD and ring-core principal 
stress estimates were 10 MPa (2%) and −8 MPa (1.9%) for the 1 and 2 values respectively. Similar 
comparisons can be drawn with the plane strain results by dividing the stress estimates by (1 − 𝜈2). In 
this case the offsets were 9 MPa (1.8%) and −9 MPa (2.1%) for the 1 and 2 values respectively. 
A critical examination of the final stress state reveals that at 50 μm from the YPSZ-porcelain 
interface the YPSZ is in a tensile state (average plane stress value = 461 MPa, average plane strain value 
= 514 MPa) with a relatively small shear component (plane stress value 𝜏𝑚𝑎𝑥 = 37.5 MPa, plane strain 
value 𝜏𝑚𝑎𝑥 = 31 MPa). As outlined in § 1.2, limited numbers of studies have been performed on the 
residual stress state in near-interface YPSZ and therefore only one nanoindentation study by Zhang et al. 
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[33]  has quantified the stress magnitude at a resolution comparable to this study. This analysis revealed 
that at 50 μm from the interface the average plane stress residual stress value in the YPSZ was between 
475 and 511 MPa for porcelain coatings of comparable thickness to that applied in this study. The 
intrinsic variation between samples, and differing experimental techniques used to quantify the residual 
stress states in each case mean that some discrepancy is expected between these two sets of results. 
However, it can and should be noted that in general the plane stress ring-core FIB milling and DIC 
approach shows good agreement with XRD measurements and other results. 
3.5. The Sequential FIB Milling and DIC Approach 
Spatially resolved residual stress analysis offers obvious advantages over single point 
measurements, through their capacity to reveal stress gradients. This lateral resolution is necessary to 
improve understanding of the interactions between microstructure, processing route and stress state in a 
range of materials and assemblies [170-172]. In order to ensure precise knowledge of the stress analysis 
location and to ensure a consistent gauge volume, a combination of microscopy and measurement is 
necessary in spatially resolved techniques. For these reasons the ring-core FIB milling and DIC 
technique has excellent potential for sequential (i.e. incremental) spatially resolved analysis. 
Direct comparison between the initial (undisturbed and residually stressed) and final (milled and 
strain relieved) states is needed for reliable semi-destructive stress analysis. Therefore care needs to be 
taken to ensure that successive measurements do not influence each other. In the case of the ring-core 
FIB milling and DIC geometry, the annular traction-free surfaces induces stress (and therefore strain) 
relief in the surrounding region and care must be taken to quantify the distance over which this variation 
becomes negligible. This places a lower limit on the distance between successive milled features. 
To obtain an estimate of this lower limit, calculations on the basis of the classical Lamé thick-
walled cylinder solution can be used. Consider the outer surface of the trench 𝑟𝑇 as the inner surface of 
an infinitely thick cylinder in a state of equi-biaxial, uniform in-plane stress 𝜎𝑅. The radial stress (𝜎𝑟𝑟) 
and hoop stress (𝜎𝜃𝜃) distributions can be written in a general form as[173] : 
 𝜎𝑟𝑟 = 𝐶 −
𝐷
?̅?2
, (3.33) 
 𝜎𝜃𝜃 = 𝐶 +
𝐷
?̅?2
, (3.34) 
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where the variable ?̅? represents the radial coordinate, and 𝐶 and 𝐷 are undetermined constants. The 
traction free surface at a radius 𝑟𝑇 and constant residual stress 𝜎𝑅 state at an infinite distance are used as 
boundary conditions to determine 𝐶 and 𝐷 such that: 
 𝜎𝑟𝑟 = 𝜎𝑅 [1 − (
𝑟𝑇
?̅?
)
2
], (3.35) 
 𝜎𝜃𝜃 = 𝜎𝑅 [1 + (
𝑟𝑇
?̅?
)
2
]. (3.36) 
This simplified stress analysis provides sufficient insight to conclude that the residual stress 
variation surrounding an annular feature is inversely proportional to the square of the ratio between the 
radial coordinate and the outer radius of the feature. By comparing the full through depth relief in a thick 
walled cylinder and the limited milling depth (~𝑟𝑇) of the ring-core FIB milling and DIC approach, it can 
be seen that this approximation is an overestimate of the actual stress relief. This means that at a radius 
equal to five times island diameter, the induced stress change is guaranteed to fall below 1%.  
In order to provide a quantitative illustration of the capabilities of the sequential ring-core approach, 
an example study has been selected: a material surface response to shot peening. The residual stress 
profile induced by shot peening has been well characterised by a wide range of previous studies [174-
177] and shows a near-surface compressive stress which tends towards a tensile state within the bulk. 
This distribution is outlined in detail in § 3.5.2, with the exact stress magnitudes depending on the shot 
peening parameters applied. 
3.5.1. Materials and Methods 
The sample selected for the present study was cut from an aero engine compressor blade made from 
nickel superalloy IN718. Careful control of the processing route resulted in a microstructure of sub-
micron precipitates of 𝛾′ phase Ni3(Al,Ti) within an intermetallic face-centred-cubic austenitic phase 𝛾 
matrix. Despite the highly anisotropic nature of grains within Ni-based superalloys, the microstructure 
was sufficiently refined to approximate the material as a polycrystalline under the scale of observation (≈
5 μm). The validity of this approximation was demonstrated by the similarity between the experimental 
strain relief profiles and the homogenous, isotropic FE simulations [64].  
To ensure a consistent interaction, shot peening was applied to the entire compressor blade in a 
direction aligned to the surface normal. The affected depth was known to be significantly less 
than 1 mm; beyond the resolution of traditional macro-scale techniques.  
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The sample was then sectioned using a Buehler Isomet diamond saw, in order to expose a cross-
section of the blade surface. Although this sectioning process is known to be mechanically gentle, 
incremental grinding and polishing was used to reduce the impact of any residual stresses induced by this 
process. As a final sample preparation stage, the polished cross-section was etched with Kalling’s No. 1 
reagent for 60 s. This revealed the 𝛾 and 𝛾′ distribution in the microstructure of underlying material and 
greatly increased the contrast of the SEM images of the surface. In turn, this improved the precision with 
which DIC marker tracking could be performed on the images collected. 
The Sequential FIB Milling and DIC Approach 
The ring-core FIB milling and DIC approach was performed in the Tescan Lyra 3XM FIB-SEM at 
MBLEM, Oxford, UK. Optimisation of the SEM parameters was used to generate a spot size of 6.9 nm 
and an automated contrast and brightness routine was used to maximise the dynamic range of the 
captured images. An image size of 2001 × 2001 pixels was selected as a compromise between high 
resolution imaging and experiment duration (and the associated potential for sample drift). Optimisation 
of FIB parameters was then performed to generate an effective spot size of 7.5 nm at a beam current of 
100pA which was selected to reduce ion irradiation in the core.  
An island diameter of 5 μm was chosen as a balance between milling time (longer for larger 
diameters) and the precision of stress evaluation (better for larger diameters). A trench width of 1.5 μm 
was selected to minimise the impact of re-deposited material onto the island surface and a nominal 
milling step of 100 nm was then used as an input into the automated incremental FIB milling script. 
Between each increment, tilt corrected SEM imaging of the core region was performed at an oblique 
angle of 55°. Milling was performed to a nominal depth of 5.3 μm in order to ensure that complete stress 
relief was obtained in the central island. The entire process took approximately 45 minutes and generated 
a total of 54 images. 
The ring-core FIB milling and DIC approach was sequentially implemented to form a line of milled 
annular features extending from the blade surface to approximately 520 μm into the bulk. Due to edge 
rounding, the first milling feature was placed approximately 20 μm from the edge. This process was then 
repeated 10 times along a line perpendicular to the surface in steps of approximately 50 μm. This spacing 
was chosen to ensure negligible marker interaction, while providing sufficient resolution to resolve the 
impact of shot peening.  Difficulties in alignment and beam drift meant that some stress analysis points 
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were unsuccessful. For this reason some features were placed closer together and others further apart as 
shown in Figure 3.17. The closest markers were placed 25 μm apart which corresponds to a maximum 
potential residual stress deviation of 2.5%.  
 
Figure 3.17. Diagrammatic representation of the magnitude (arrow colour) and orientation (arrow 
rotation) of the principal stresses over an SEM image of the final milling positions. 
After SEM image collection, strain relief quantification was performed using the routines outlined 
in § 3.3 and 3.4. Outlier removal was performed using correlation coefficient thresholding, to leave only 
well tracked markers with coefficients > 0.5. DIC standard deviation thresholding was implemented to 
remove markers with a standard deviation greater than 1.5 times the average value, and automated 
removal of outliers to the linear displacement field was also used to remove markers with a value greater 
than 1.5 times the average. Full error propagation and FIST analysis was implemented to determine the 
principal strain relief estimates (∆𝜀∞
1  and ∆𝜀∞
2 ), orientations and associated confidence intervals. 
Equations 3.10-3.13 were then used to convert these residual strains into estimates of residual stress. 
This analysis was based on the approximation that the gauge volume investigated could be considered 
isotropic and homogeneous, and therefore that the bulk Young’s modulus (205 GPa) and Poisson’s ratio 
(0.294) of IN718 are valid representations of the elastic behaviour. Careful examination of the 
microstructure of the ROI suggests that this is a valid approximation, since  𝛾′ inclusions are typically <
100 nm. An average of  ≈ 200,000 inclusions is therefore expected within a single 5 μm core.  
XRD Experimental Procedure 
Following the sequential ring-core FIB milling and DIC residual stress analysis, XRD was 
performed at beamline I15 at Diamond light Source, UK using the experimental setup shown in Figure 
3.18. A 70 × 70 μm2 collimation assembly was used to define a pencil beam and a photon energy of 
76 keV was selected to maximise the incident flux and diffraction signal from the sample.  
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Figure 3.18. Schematic representation of the synchrotron XRD setup at beamline I15. Diffraction 
patterns were collected by scanning the X-ray beam across the positions shown in the inset. 
The sample was placed into a specially manufactured mount and an optical alignment system was 
used to align the beam with the FIB milling and DIC marker locations at micro-scale precision. A raster 
scan was then used to collect diffraction patterns in increments of 50 μm from the edge of the sample.  A 
Perkin Elmer flat panel 1621-EN detector (2048 × 2048 pixels, pixel size 0.2 × 0.2 mm2) was used to 
record the resulting diffraction patterns.  
It was found that the relatively large 𝛾 phase crystallites present within the specimen induced 
graininess in the diffraction patterns (Figure 3.18) and for this reason, 30° azimuthal integration was used 
to improve the grain sampling statistics of the resulting 1D spectra. A critical examination of the Debye-
Scherrer rings revealed that sample graininess had least impact on the 𝛾 phase peak with Miller 
index 200. Lattice parameter quantification was therefore performed for the scattering vectors parallel 
and perpendicular to the edge of the sample for this peak. 
3.5.2. Results 
The variation in the principal stress magnitude and orientation determined by the sequential FIB 
milling and DIC approach is shown in Figure 3.17. In general, compressive stresses in the range 100 −
500 MPa were observed near the sample edge.  An increase in the magnitude of compressive stress is 
then observed towards a maximum of ≈ 800 MPa at ≈ 200 μm from the sample edge. The magnitude of 
the compressive stress then reduces to ≈ 100 MPa at a 520 μm from the sample surface.  
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In order to aid in the visualisation of the stress distribution and provide comparison with the XRD 
results, stresses in directions parallel and perpendicular to the interface were resolved and are shown in 
Figure 3.19. The variation of these resolved components follows a very similar trend, with stresses in the 
perpendicular direction showing a marginally smaller magnitude. In order to visualise the distributions 
more effectively, least squares fitting of nominal shot peened distributions was implemented [178], and 
the results of this analysis are shown in Figure 3.19. Although the nominal distance from the sample edge 
is plotted in Figure 3.19, the actual surface location was unknown and the out-of-plane traction-free 
condition at the sample surface was not enforced in this analysis. 
 
Figure 3.19. XRD and FIB milling and DIC residual stress estimates in directions parallel and 
perpendicular to the sample edge, against distance from the sample edge. The error bars indicate 
the 95% confidence intervals of each measurement.  
As outlined in § 3.4, care must be taken to account for the differing stress states associated with the 
XRD and ring-core FIB milling and DIC. The relationships between plane strain and plane stress 
conditions have been determined in Appendix A and are provided in Equations 3.24-3.28. This approach 
also facilitates direct comparison between the absolute residual stress estimates provided by FIB milling 
and the relative values associated with XRD. The optimal value for the unstrained lattice parameter of 
face centred cubic 𝛾 phase of IN718 was found to be 𝑎𝛾
0 = 3.59756 Å, which corresponded well to 
existing literature values [179, 180].  
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3.5.3. Discussion 
The residual stress profiles obtained from the XRD and FIB milling and DIC approaches reveal 
very similar distributions within the blade. This is particularly true in the case of the average behaviour, 
which is indicated by the fitted profiles. In the case of the perpendicular stress fitted curves, strong 
similarities between the range of stress (493 MPa and 486 MPa), maximum compressive stress 
(680 MPa and 673 MPa), and location of this maximum stress (179 μm and 189 μm from the interface) 
were observed for the XRD and FIB milling and DIC results, respectively. Greater differences were 
observed between the parallel stress distributions, however the general trends observed are still similar.  
Local grain-to-grain variations in stress can be identified by the scatter around the fitted profiles. 
This effect is known to be highly influential in crack propagation [181], and recent studies have 
demonstrated that the ring-core approach is particularly effective in capturing this behaviour [108].  
In summary, the sequential spatially resolved ring-core FIB milling and DIC approach has been 
demonstrated to be an accurate, high resolution (micron-scale), in-plane residual stress analysis technique 
which has the potential to be applied to a wide range of problems. The main limitation of the sequential 
spatially resolved ring-core FIB milling and DIC residual stress analysis technique is the spatial 
increment required between subsequent strain measurements. An alternative approach, the parallel 
spatially resolved FIB milling and DIC approach, is introduced to overcome this limitation in § 3.6. 
3.6. The Parallel FIB Milling and DIC Approach 
In order to increase the spatial resolution of the ring-core FIB milling and DIC approach, an 
alternative to the sequential approach, based on parallel milling of multiple cores, is proposed here. The 
parallel milling approach is based on simultaneously monitoring the strain relief in all cores during a 
single milling routine.  
The central parameter of the ring-core FIB milling and DIC technique is the complete strain relief at 
an infinite milling depth (∆𝜀∞). This is the saturated value of the strain change induced in the surface of 
the milled island feature and is dependent only upon the residual stress state and the material parameters, 
and not on the milled feature geometry. Although the strain path between the undisturbed and fully 
relieved state depends on the milling process and the interactions between neighbouring features, the 
total strain change value ∆𝜀∞ is invariant to these changes. Continuous imaging of the relief, effective 
DIC and the attainment of a sufficient milling depth are used to obtain the most reliable estimate of ∆𝜀∞. 
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A recent paper by Sebastiani et al. [123], aimed at quantifying Poisson’s ratio at the micro-scale, 
demonstrated the impact of alternative milling process routes on the surface relief in an equi-biaxial-
stressed thin film. Initially, two parallel trenches were FIB milled in the surface (Figure 3.20b). 
Following this, two further trenches were milled in a direction perpendicular to the first trenches in order 
to leave a 3 μm square ‘island’ of relieved material (Figure 3.20c). The strain relief variation in the 
vertical and horizontal directions was then used to estimate Poisson’s ratio. 
 
Figure 3.20. Poisson’s ratio determination at the micro-scale. a) DIC marker placement. b) Parallel 
vertical trench milling. c) Horizontal milling to leave a 𝟑 𝛍𝐦 fully relieved square island [123]. 
For the purposes of the present discussion I am going to use the results of Sebastiani et al. [123] to 
consider the strain relief profiles as a function of depth, as shown in Figure 3.20d. Although the strain 
relief profiles in the two directions differ, the strain values converge at large milling depths. This proves 
that ∆𝜀∞ is robust, i.e. will reach a magnitude that depends only on the undisturbed residual stress. It is 
known that the parallel milling approach will induce smaller variations in strain relief  than those 
demonstrated by Sebastiani et al., and therefore that a reliable estimate of ∆𝜀∞, will therefore be obtained 
at large milling depths. This complete stress relief analysis also demonstrates equivalence between the 
ring-core and square-core milling geometries i.e. they both enable reliable quantification of ∆𝜀∞ 
provided milling has been performed to a sufficient depth. Both techniques can therefore be used 
interchangeably depending on the specific user shape requirements. 
In order to pursue parallel milling and imaging of multiple cores, a regular line of square features 
was implemented – the so-called ‘chocolate block’ geometry (Figure 3.21). This approach ensures that 
maximum lateral resolution of one marker width could be reached, with a regular step size between 
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adjacent measurements, and is a much simpler milling regime than would be required to produce circular 
markers. Placing the markers close together also reduces the SEM field of view necessary to 
simultaneously capture all markers, thereby reducing the implementation time. The main limitation on 
the number of markers comes from the maximum SEM imaging resolution which can be achieved, i.e. 
the number of pixels that can be captured at the resolution necessary for accurate stress determination.  
 
Figure 3.21. SEM image of the parallel FIB milling and DIC arrangement – the ‘chocolate block’ 
geometry. Electron deposition of markers has been used to increase the surface contrast of the 
cores. The average residual stress in the 𝟒 𝛍𝐦 cores was determined at an increment of 𝟓 𝛍𝐦. 
In order to guarantee reliable results, the core surface must achieve a state of complete stress relief 
when milled in a regular arrangement, as proposed in this technique. Synchrotron XRD mapping [76] has 
recently been used to demonstrate that this is valid for depth-diameter ratios greater than ≈ 0.25 and 
therefore all milling has been performed to depth-diameter aspect ratios greater than 1. 
In terms of the DIC analytical procedure, the parallel FIB milling and DIC approach is very similar 
to the sequential approach at each marker. The main difference is that the strain relief profile is no longer 
accurately described by the isolated ring-core feature due to the influence of neighbouring markers. 
Nevertheless, accurate estimates of ∆𝜺∞ can be obtained, provided that the island is milled to a depth 
sufficient to induce full relief. 
Experimental Validation of the Parallel FIB milling and DIC Approach 
Cross-validation between the results of a new experimental technique and a well-established 
method is a necessary step to assess result reliability. In this regard, a recent study of the residual strain 
distribution inside a carbon core silicon carbide (SiC) fibre was selected for comparison [112].  
During this experiment XRD was performed at beamline B16, at Diamond Light Source, Harwell, 
UK. High spatial resolution (400 nm) maps of lattice parameter variation were collected across the 
carbon core and silicon carbide regions of the uniaxially reinforced titanium alloy (Ti-6Al-4V) 
composite. In order to convert this lattice variation into a measure of residual strain, accurate knowledge 
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of the unstrained lattice parameter was required. Insurmountable difficulties arise in producing strain-free 
powder reference samples of these materials. Therefore, without the high spatial resolution (5 μm) 
analysis performed using the parallel FIB milling and DIC approach, only relative information on the 
strain variation could be obtained. 
As previously highlighted, the strain relief obtained during the parallel FIB milling and DIC 
approach is a measure of absolute relief in the material surface. Therefore, after performing the necessary 
XRD strain value averaging, the unstrained lattice parameters of the SiC and graphite core were obtained 
by direct comparison between the XRD and the FIB milling and DIC strain profiles. Not only did this 
serve to cross-validate the two experimental techniques, but it also provided the necessary insight to 
ensure that the nano-scale strain variation determined by XRD was a measure of absolute strain 
variation; the critical parameter in understanding the failure modes of these fibres. 
At this point it is important to note that the back-calculation of the residual stress state must be 
performed with care due to the variations in amorphous content and associated anisotropy. Nevertheless, 
the strain profiles obtained by XRD and the FIB milling and DIC approach can be compared, and show 
consistent results as outlined in § 3.6.2. 
3.6.1. Materials and Methods 
The SiC and titanium alloy composite in this study was comprised of 35% by volume SCS-6 SiC 
fibres aligned in a single direction. The fibre was composed of a 30 μm diameter graphite core which 
was surrounded by SiC with an outer diameter of 140 μm. Within this graphite core, a distinct 
untextured central 13.5 μm diameter region was observed. Two different lattice parameter values were 
therefore obtained for carbon; one for the inner and one for outer region.  
In order to minimise the residual stresses induced during preparation, sample sectioning was 
performed using a Buehler Isomet diamond saw. This process was followed by an incremental grinding 
and colloidal silica polishing procedure. A final thickness of ≈ 500 μm was selected in order to 
maximise the diffracted beam intensity at the energies available at beamline B16.  
As part of the experimental process, tomographic reconstruction of the SiC was also performed, as 
discussed in more detail in the literature [112]. In order to facilitate full illumination of the sample by the 
X-ray beam, further sectioning was performed using a similar diamond saw and polishing process.  The 
final sample was a 1 × 0.5 × 0.5 mm3 cuboid as shown in the insert in Figure 3.22. 
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Figure 3.22. Schematic of the XRD setup showing the aligned sample and diffraction patterns from 
the SiC and graphite regions [112]. 
XRD Experimental Procedure 
In order to record the highly spatially resolved variations of elastic strain, the KB mirror focusing 
capabilities available at B16 were exploited to produce a 0.4 × 0.5 μm2  beam. A 150 μm diameter 
pinhole was used to block the higher order reflections as shown in Figure 3.22. The sample was placed 
on a translation and rotation stage and an incremental beam-alignment process was then implemented to 
determine the location of the beam on the sample surface to nano-scale accuracy, this is outlined in detail 
elsewhere [112]. 
Piezoelectric translation stages were used to raster the sample incrementally across the beam, and 
diffraction patterns were recorded at each location. Six line scans were implemented in order to map a 
representative region of the SiC and the carbon core.  
Azimuthal integration of the resulting diffraction patterns was performed, and the lattice parameter 
variation was determined for scattering vectors pointing in the radial and hoop directions. The lattice 
parameter variation in each of the different regions was determined: 𝑎 in the case of face centred cubic 
SiC and 𝑐, the larger unit cell dimension, for the hexagonal close packed graphite. As previously noted 
two different lattice constants were required in the graphite; 𝑐0 in the case of the outer textured region 
and 𝑐𝑖  in the case of untextured the inner core region. The crystallographic texture associated with the 
SiC region limited the azimuthal angles over which a representative lattice constant could be quantified 
and therefore only the variation in the radial lattice constant was determined. 
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The Parallel FIB Milling and DIC approach 
Following XRD, the sample was placed into the Tescan Lyra 3XM FIB-SEM at MBLEM, Oxford. 
SEM parameter optimisation was performed to give a 5.7 nm spot size and an image size of 4096 ×
4096 pixels was selected in order to maximise the resolution of the captured images.  Careful focusing, 
line and image averaging, as well as automated contrast and brightness selection was used to maximise 
the dynamic range and reduce noise in the image.  
The same FIB beam parameters were implemented as those outlined in § 3.5.1. Both the SiC and 
carbon core were found to have similar FIB milling rates and therefore a single parallel milling process 
was implemented on both regions simultaneously. Six cores with dimensions of 4 × 4 μm2 were selected 
as a compromise between maximising the number of stress evaluation points, and the precision of these 
estimates. A trench width of 1 μm was chosen in order to minimise the increment between successive 
points and a depth-diameter ratio of 1.27 was selected to ensure complete relaxation in the core. The 
stress analysis positions were located at radial distances between 2.5 μm and 27.5 μm from the fibre 
axial line, in increments of 5 μm, as shown in Figure 3.23. 
 
Figure 3.23. SEM image of the parallel FIB milling and DIC technique in which the interfaces 
between the SiC region, the graphite core outer and the graphite core inner are highlighted. The 
core sizes are uniform in the direction of the global surface normal. However, slight variations in 
topology create the illusion of size variation [112]. 
In order to overcome the limitations of SEM imaging, a very small FIB milling increment of 15 nm 
was selected. This minimises the strain change between successive measurements and increases the 
likelihood of effective DIC tracking. A small milling current of 100 pA was selected to reduce the 
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amount of material redeposition on the islands (and the associated image blurring in the DIC analysis) 
and to minimise the residual stress induced by gallium ion implantation.  
The optimised arrangement captured 340 images over a period of approximately 5 hours. Although 
this time period may seem long, the full 2D in plane stress state is characterised at 6 different locations 
during this interval. Twelve independent implementations of a 1D stress characterisation technique 
would be necessary to obtain comparable data, resulting in an equivalent time budget of 25 minutes per 
data point for the parallel FIB milling and DIC method. 
 DIC of the resulting images was performed using the routine outlined in § 3.3. Automated outlier 
removal was performed using the same variables outlined in the sequential ring-core FIB milling and 
DIC analysis in § 3.4.1. It was found that the residual colloidal silica provided increased surface contrast, 
thereby improving marker tracking effectiveness.  
The use of square markers in this study, rather than the isotropic annular milling geometry 
associated with ring-core milling, prevented quantification of the FIST. Instead, strain relief profiles 
were obtained in two perpendicular directions for each of the 6 cores; the radial and hoop directions. 
Relatively high levels of noise (and the associated 95% confidence intervals) were observed in the 
profile of strain relief against the image number. A weighted average of the strain relief (∆𝜀) from 
multiple (20) images was therefore calculated based on the inverse of the standard deviation of each 
relief value (𝜎∆𝜀). Following normalisation against the full depth strain relief values, the results of this 
averaging are shown in Figure 3.24.  
 
Figure 3.24. Normalised strain relief twenty point weighted average against image number for the 
six stress analysis locations, in the a) hoop and b) radial directions. 
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The first conclusion that can be drawn from this Figure 3.24 is that milling has been performed to a 
depth sufficient to induce full relief in the cores. This is demonstrated by plateaus in all of the strain 
relief profiles. The influence of neighbouring markers is also demonstrated in this figure, through the 
slight differences observed in the strain relief profiles. Feature symmetry suggests that the profiles at 
2.5 μm and 27.5 μm, 7.5 μm and 22.5 μm, and 12.5 μm and 17.5 μm should be similar. Careful 
examination of the profiles demonstrates a degree of similarity between these profiles. 
Despite minor variations in the strain relief profiles, the general variation is very similar to the 
functional form of the isotropic, single ring-core FE model in Equation 3.3. Based on this insight, careful 
least-squares fitting of this function was performed on the data. The close agreement observed between 
the XRD and parallel FIB milling and DIC results suggests that the use of this functional representation 
is effective in determining estimates of ∆𝜀∞ for this milling geometry. 
3.6.2. Results 
In order to interpret the SiC and graphite XRD lattice parameter variation in terms of strain, 
accurate quantification of the unstrained lattice parameters was required. A least squares optimisation 
approach was therefore implemented starting from literature values of the unstrained lattice parameters 
(𝑎0= 4.3596 Å [182] for the face centred cubic SiC region and 𝑐0=6.720 Å [183] for the larger unit cell 
dimension of the graphite region). For this analysis, averaging of the XRD strain values over the relevant 
gauge volume was necessary to provide comparative values. For example, the FIB milling and DIC 
estimate at the 2.5 μm position represents a strain average between the radii of 0.5 μm and 4.5 μm. The 
optimised values were found to be 𝑎0 = 4.3982 Å,  𝑐𝑜
0 = 6.8353 Å and 𝑐𝑖
0 = 6.9980 Å where the 
superscript 0 refers to the unstrained lattice parameters of the SiC (𝑎), graphite outer region (𝑐0) and the 
graphite inner region (𝑐𝑖) defined in § 3.6.1. 
The variations in the absolute residual strain obtained from the XRD and FIB milling and DIC 
approach are plotted together in Figure 3.25. The SiC region can be seen to be in a state of compressive 
strain which decreases in magnitude at distances further from the core. The central carbon core region is 
in a state of approximate hydrostatic compressive strain of ≈ 0.4%. The outer carbon core, on the other 
hand, is in a state of dilatational strain; the radial component is tensile and the hoop is compressive. 
  
89 
 
Figure 3.25. a) Radial and b) hoop strain distributions within the graphite and SiC regions of the 
core [112]. The results of both the XRD and parallel FIB milling and DIC are shown. The 95% 
confidence intervals are indicated by the error bars.  
3.6.3. Discussion 
A critical examination of the results of parallel FIB milling and DIC indicates that relatively large 
95% confidence intervals are produced by this analysis, with an average confidence interval of ≈ ±20%. 
The origin of this low confidence is primarily associated with the difference between the strain relief 
profiles (Figure 3.24) and the functional fitting distribution implemented (Equation 3.3). 
Examination of the average XRD data reveals that only three out of the eighteen data points fall 
outside the FIB milling and DIC 95% confidence bounds, and that the average percentile error is 13%. 
Taking into account the assumptions necessary to compare these two different techniques, these two data 
sets show strong similarities in the distributions obtained. This suggests that the parallel spatially 
resolved FIB milling and DIC approach is a reliable method for in-plane absolute residual distributions 
of strain, and of stress in well-characterised materials.  
Despite the advantages of the parallel FIB milling and DIC technique its use is likely to be limited 
to specialised applications where micron-resolved residual stress analysis is crucial in improving current 
understanding. This restriction is primarily associated with the long milling times (≈ 5 hours). Other 
restrictions on the technique include the minimum resolution and maximum region over which stress can 
be assessed. Very high resolution analysis (< 1 μm) would likely begin to be influenced by the effects of 
residual stress induced by ion implantation and the reduced area over which DIC can be performed, 
whereas limitations on maximum high resolution SEM image size place an upper boundary on the 
assessment region. Finally, as highlighted in the carbon fibre example study, difficulties in obtaining 
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precise and reliable stiffness tensor matrices at these resolutions may provide challenges in the 
conversion of the strain relief values to residual stress estimates.  
The elastic strain distributions evaluated during this study were used as the basis for further FE 
simulation of the SiC and carbon core region [112]. The insights obtained provided improved 
understanding of the impact of the processing route on the resulting microstructure and strain 
distributions. Of particular interest was the relatively high tensile strains observed at the interface 
between the carbon outer and carbon inner regions inside this complex hierarchical structure. 
3.7. Conclusions 
3.7.1. Outlier Removal, Error Analysis and Propagation 
Accurate and reliable estimates of the error bounds on the residual stress estimates provided by FIB 
milling and DIC based techniques are a pre-requisite step in assessing the reliability of such approaches. 
These bounds can be influenced by a wide range of potential error sources, including image noise, 
marker aliasing and material redeposition.  
In § 3.3 a new approach capable of precise error quantification and propagation has been developed 
to provide confidence intervals on the residual stress estimates produced by the ring-core FIB milling and 
DIC approach. This analysis starts from the error associated with DIC marker tracking and uses weighted 
least squares fitting to propagate this error. The confidence intervals of the resulting core relaxation can 
then be used in combination with the errors on the elastic constants to provide precise estimates of the 
confidence intervals of the residual stress estimates. 
Three new automated outlier detection and removal techniques have also been elucidated. These 
methods are based on correlation coefficient and DIC marker standard deviation thresholding, as well as 
the removal of outliers to the expected linear displacement field. By removing the need for manual 
outlier removal, these approaches have made the results of the ring-core analysis more robust, rapid and 
reliable. This has also facilitated the repeated implementation of this analysis required for FIST 
quantification. 
The generic nature of the outlier removal and error propagation techniques presented here ensures 
that they have potential for use in the other FIB milling and DIC based techniques outlined in § 2.3.3. 
The relative simplicity of the new techniques also facilitates efficient coding implementation in the broad 
range of programming languages in which this analysis is currently being implemented. 
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3.7.2. FIST Analysis 
The strain and stress tensors obtained using the FIST ring-core FIB milling and DIC method, and 
XRD show excellent agreement both in terms of angular orientation and principal strain and stress 
values. The realistic lattice spacing estimates and agreement with residual stress values previously 
published in the literature demonstrates that the results obtained using the two techniques are highly 
consistent with each other and with current knowledge of the YPSZ-porcelain system. 
This study has demonstrated the FIST FIB milling and DIC technique which is the first 
experimentally validated FIB based technique capable of quantifying the full in-plane tensor in a 
microscale gauge volume.  The short experimental durations (≈ 30 minutes), automated processing 
routines and well-defined confidence intervals associated with this technique ensure that this approach 
offers a rapid, reliable and precise solution for experimental stress analysis at the micro-scale. This 
method overcomes the primary limitations of XRD strain tensor analysis: it provides an absolute measure 
of residual strain without the need for unstrained lattice parameter estimates, interrogates a well-defined 
3D gauge volume, is suitable for use on amorphous materials, and can be readily implemented at a broad 
range of laboratory facilities.  
This experimental technique has the potential to improve current understanding in the wide range of 
applications for which knowledge of the strain tensor is required within a microscale gauge volume. 
Although this method is a semi-destructive near-surface based technique, the approach can be extended 
to sub-surface measurements through appropriate sample sectioning. Although sectioning is known to 
modify the near-interface strain state, the analytical results presented in Appendix A establish a link 
between the plane stress approximation of the near-surface residual stress state, and the plane strain 
approximation which is appropriate for the material bulk. This result enables the evaluation of the 
original strain state present in the sample prior to sectioning.  
Alongside the validation of the FIST ring-core FIB milling and DIC technique that was the main 
focus of this section, a simple technique has been presented that is capable of producing bounding 
estimates for the unstrained lattice spacing. This methodology is particularly well suited for the case 
where other lattice parameter determination methods have proved unsuccessful, for example due to 
limited quality diffraction patterns, or the impossibility of achieving the required spatial resolution in 
regions of high chemical gradients. 
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The derivation and numerical validation of the relationship between plane strain and plane stress 
conditions will also be useful in a broad range of mechanical studies, e.g. for continuously processed 
samples that contain sources of residual stress (eigenstrains) that are uniform along the axis of extrusion, 
and which are examined at their cross-sections.  
3.7.3. Spatially Resolved Residual Stress Analysis 
Two spatially resolved FIB milling and DIC based techniques have been presented and validated in 
§ 3.5 and 3.6. These techniques have well-defined gauge volumes, can be used to provide insight into the 
2D stress state of the material and can probe two differing spatial length scales in a sample of interest.  
The sequential spatially resolved ring-core FIB milling and DIC approach can be used to quantify 
the residual stress state at a spatial resolution between millimetres and tens of micrometres, with micro-
scale averages obtained at each point. A comparison between XRD and this approach has demonstrated 
this technique produces reliable and consistent results. The main limitation of this approach is the 
interference observed when subsequent stress measurements are placed close together. 
In order to overcome this limitation, the parallel FIB milling and DIC approach has been presented. 
This technique involves simultaneous milling of multiple compact features (squares) in order to obtain 
residual stress estimates with a spatial resolution at the micro-scale, both in terms of the gauge volume 
and step. Cross-validation between the residual strain profiles obtained by high resolution XRD and this 
method suggests that, despite observing larger signal to noise ratios, this approach also offers a reliable 
and effective technique for spatially resolved residual stress.  
Overall, the two newly proposed techniques are fast, robust and reliable. They offer the potential to 
perform spatially resolved residual stress analysis from the millimetre down to micrometre scale with 
nano-scale precision. The application of these techniques can be used to improve understanding of 
materials failure; particularly the YPSZ-porcelain interface (as outlined in § 6.5).  
3.7.4. Summary of Refined Ring-core FIB milling and DIC Residual Stress Analysis 
In this chapter several refinements to the ring-core FIB milling and DIC approach have been 
presented. These approaches have substantially expanded the capabilities of this technique, have 
facilitated improved automation and provided precise estimation on the error bounds of the stress 
estimates. Here I provide a brief summary of the experimental and analytical stages necessary to 
implement residual stress analysis using these refined approaches. These steps are illustrated graphically 
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as a flow diagram in Figure 3.26, where they are grouped into three main sections; experimental 
implementation, strain relief estimation and elastic stiffness estimation. The greatly increased capabilities 
and refinement in this diagram can be compared and contrasted with Figure 3.1, which represented the 
state-of-the-art capabilities of ring-core FIB milling and DIC prior to this analysis. Potential sources of 
error have also been included and are highlighted in white in Figure 3.26.  
The ring-core approach starts with preparing the sample for FIB milling at the location of interest. 
This procedure can also be associated with the first sources of experimental error; relief induced by 
sample sectioning (in order to facilitate access to the area of interest), or with surface preparation 
techniques which may influence the residual stress state prior to analysis.  
Next, the user must decide the type of residual stress quantification required; single point, low 
resolution or high resolution spatially resolved analysis. The appropriate milling geometry / sequence of 
milling can then be selected for the next experimental stage. 
High magnification and high contrast SEM imaging is then performed to capture the starting 
‘undisturbed’ surface, before incremental FIB milling and SEM imaging is applied. Errors associated 
with the experimental process are known to include the intrinsic noise of SEM imaging, sample drift 
induced by charging of the sample surface, redeposition of milled material onto the DIC surface and the 
residual stress induced by ion implantation. 
Following FIB milling and SEM micrograph collection, DIC of selected regions within the images 
is implemented. At this stage, the orientation of interest needs to be considered and the DIC marker 
displacements need to be rotated accordingly (Equation 3.15). In the case of FIST analysis, this rotation 
and strain quantification process is repeated several times in order to gain insight into the in-plane 
angular variation. This behaviour is shown in the form of a loop in Figure 3.26 which has an exit flag at 
the point where all necessary orientations have been assessed.  
At this stage, automated outlier removal can be performed using correlation coefficient and peak 
position standard deviation thresholding. An iterative outlier removal process based on the relative 
movement between markers can also be performed. Least squares fitting of ∆𝑥 against 𝑥 is then carried 
out to determine estimates of the core strain relief of each image (∆𝜀), along with the associated 
uncertainties of this parameter (based on the DIC marker standard deviations). Any outliers to this 
expected displacement field can then be removed in an incremental fitting and outlier deletion process.  
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Figure 3.26. Updated flow diagram of ring-core FIB milling and DIC showing the new capabilities 
outlined in this study. The process has been grouped into 3 stages; experimental, strain relief 
estimation and elastic stiffness estimation. Potential sources of error are shown in white. 
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The resulting strain relief against image number distributions are then fitted with the ‘master curve’ 
(Equation 3.3) to provide estimates of the full strain relief at infinite milling depth (∆𝜀∞) in a given 
orientation. In order to quantify the confidence intervals on this parameter, each data point is weighted 
using the inverse of its standard deviation.  
In order to determine the principal strain relief estimates two approaches can next be used. The first 
is based on the approximation that the principal strain orientation of the system is intrinsically known, for 
example in the case of an orientationally dependent substrate. Alternatively FIST can be performed using 
Mohr’s strain formulation, as outlined in § 3.4. 
The final stage of the analysis involves the calculation of residual stress estimates and confidence 
bounds from the strain relief and elastic stiffness parameters, and their associated confidence intervals. 
Elastic stiffness estimates can be obtained from material composition and process history or from 
experimental characterisation. These approaches provide intrinsic confidence limits for the parameter 
descriptors of the material elastic response which can be combined with the uncertainty of the strain 
relief estimates in order to provide comprehensive estimates of the residual stress confidence intervals. 
Overall, the capabilities, precision and reliability of the residual stress estimates provided by ring-
core FIB milling and DIC technique have been greatly improved by the development outlined in this 
chapter. These improvements have been necessary to facilitate enhanced understanding of the residual 
stress state at the YPSZ-porcelain interface as outlined in detail in Chapter 7. 
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4. Calculation of the Single Crystal Stiffness Coefficients of 
YPSZ 
4.1. Introduction and Motivation 
Reliable and precise estimation of the single crystal stiffness constants of tetragonal YPSZ is 
necessary to improve understanding of the microscale grain-to-grain interaction induced by the tetragonal 
to monoclinic phase change. These insights can be used as inputs to FE models of the YPSZ-porcelain 
interface [184] to relate the strain tensors within the model to values of stress and to predict how the 
phase transformation proceeds. 
Very few representative estimates of the elastic stiffness coefficients of YPSZ have been published 
in the literature, due to the severe difficulties associated with the application of conventional analysis 
techniques. Although phase velocity analysis of acoustic waves has been successfully applied to 
monoclinic zirconia [185], the micro twinning characteristics of YPSZ cause interference during the 
application of this technique. Equally, the change in frequency of light due to inelastic photon scattering 
(Brillouin scattering) has been successfully applied to single crystals of cubic zirconia [186], however the 
polycrystalline nature of YPSZ makes this approach unsuitable.  
For the reasons above, I decided to invest effort in developing and applying novel methods based on 
neutron scattering to obtain upper and lower estimates of the single crystal stiffnesses of YPSZ [187]. 
This technique has been in the past performed in conjunction with Voigt or Reuss averaging to 
approximate the system as described by uniform stress or strain fields, respectively. In order to overcome 
this limitation, a new approach using multiple FE simulations has been developed so that the stress and 
strain fields in YPSZ could be more reliably captured [188]. The approach is based on model matching 
of the predictions of the average lattice strain within a selected grain group defined by the orientation of 
the lattice plane normal, with the experimentally recorded strains from a polycrystalline aggregate. I have 
recently published in the outcomes of this analysis in the Journal of Applied Physics [189]. 
4.2. Materials and Methods 
In this study, a standard cylindrical compression test specimen of diameter 8 mm and length 22 mm 
was manufactured from Zenotec Zr Bridge using dry milling and the manufacturer recommended 
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sintering conditions (as outlined in § 1.1) [11]. Neutron diffraction of these samples was performed 
during in situ compression at beamline Engin-X at ISIS Spallation Neutron Source. An Instron 100 kN 
uniaxial servohydraulic loading rig was used to load the sample, which was held by specially 
manufactured hardened grips and an MTS 632.13F-21 dynamic extensometer clip gauge was attached to 
the sample in order to record the macroscopic strain change. 
 Beamline setup similar to that outlined in detail by Daymond et al. [190] was implemented, in 
which simultaneous measurements of time-resolved spectra were made from the two detector banks, as 
shown in Figure 2.6. The centres of these banks were positioned at fixed horizontal scattering angles of 
+/- 90⁰ to the incident beam and the loading axis was aligned horizontally at 45⁰ to the incident beam. 
This ensured that the scattering vectors 𝑸𝟏 and 𝑸𝟐 recorded by the detector banks were parallel and 
perpendicular to the axial loading direction, respectively. 
Beam-defining slits and radial collimators were used to define a 3 × 3 × 3 mm3 gauge volume in 
the centre of the sample. Disc choppers speeds were selected to define neutron pulses so as to access the 
time-of-flight range of 17 − 58 ms (corresponding to a 𝑑ℎ𝑘𝑙 range of 0.95 − 3.26 Å). The small sample 
size and high neutron scattering length of zirconium meant that 𝑑ℎ𝑘𝑙 peak fitting errors of less than 
10−4 Å were obtained after 16 μA − hrs of total integrated neutron flux. Comparison between the two 
diffraction spectra revealed that the signal to noise ratio associated with 𝑸𝟐 was approximately twice that 
associated with 𝑸𝟏. This was an intrinsic limitation of the setup and was associated with the larger path 
length of the diffracted beam through the loading rig for scattering in the 𝑸𝟐 direction. 
 The sample was incrementally compressed in 25 MPa steps from 8 MPa in load-control mode 
and a loading rate of 0.04 MPa s−1 was chosen to reduce time-dependent effects. The sample failed in 
brittle manner during the ramp to reach the compressive stress of 1408 MPa.   
4.3. Results 
Open Genie, a diffraction data analysis and plotting software package developed at ISIS spallation 
neutron source, was used to perform Gaussian peak fitting of the resulting diffraction spectra. This 
approach was used to calculate the time of flight (𝑡ℎ𝑘𝑙) associated with the 101, 110, 102, 112 and 
200 peak centres. Equations 2.9 and 2.10 were then used to determine the neutron wavelength 
corresponding to each peak centre (𝜆ℎ𝑘𝑙) and the corresponding lattice spacing (𝑑ℎ𝑘𝑙). The lattice strain 
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for each peak (𝜀ℎ𝑘𝑙) was calculated using Equation 2.7 and estimates of the unstrained lattice parameters 
(𝑑ℎ𝑘𝑙
0 ) which were obtained from diffraction of the unloaded sample.  
This analysis technique was applied to the data associated with scattering vectors both parallel and 
perpendicular to the loading direction. A distinct change of lattice strain gradient was observed on 
several of the fitted peaks when the sample was loaded beyond 458 MPa. A typical example of this 
response is shown by the plot of 200 lattice strain against applied macro-stress (𝜎𝑀𝑎𝑐𝑟𝑜) in Figure 4.1. 
The ‘apparent lattice stiffness’ (𝐸𝐴𝑝𝑝  =  𝜎𝑀𝑎𝑐𝑟𝑜 / 𝜀ℎ𝑘𝑙) for this lattice orientation was found to change 
from 260.6 ± 8.1 GPa for stresses below 458 MPa to 199.7 ± 2.0 GPa for stresses above 458 MPa. The 
characteristic ‘knee’ observed in this data is indicative of the onset of ferroelastic re-orientation in YPSZ 
[191]. In order to remove the effects of this transition, a decision was made to limit the focus of this 
study to the region below 458 MPa. 
 
Figure 4.1. Applied macroscopic stress against the 𝟐𝟎𝟎 lattice strain in a direction parallel to the 
loading axis (with associated 95% confidence intervals from peak fitting). The change in gradient 
at 𝟒𝟓𝟖 𝐌𝐏𝐚 is indicated by the differing gradients above and below this stress. 
A plot of lattice strain for all fitted peaks in directions parallel and perpendicular to the loading 
direction against applied macro-stress (𝜎𝑀𝑎𝑐𝑟𝑜) in the range of 8 to 458 MPa is shown in Figure 4.2. The 
variations in average ‘apparent lattice stiffness’ are illustrated by the differing gradients associated with 
each reflection. Following outlier identification and removal, least squares fitting was used to determine 
the line slopes. A 95% confidence interval (𝐶𝐼95) was also calculated for each lattice orientation based 
on the combination of peak fitting error and least squares goodness of fit. 
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Figure 4.2. Applied macroscopic stress against lattice strains from scattering vectors parallel and 
perpendicular to the loading axis showing strain errors. The macroscopic strain response based on 
the experimentally recorded Young’s modulus is included for comparison. 
A comparison between the average stiffness in directions parallel and perpendicular to the axis of 
loading demonstrates the Poisson’s ratio effect observed during macroscopic loading. For this reason the 
magnitudes of both 𝐸𝐴𝑝𝑝 and 𝐶𝐼95 in the perpendicular direction are increased by a factor equal to 
 1/𝜈ℎ𝑘𝑙, where 𝜈ℎ𝑘𝑙 is the effective Poisson’s ratio in a given lattice orientation, as shown in Table 4.1. 
Table 4.1 Apparent lattice stiffness (𝑬𝑨𝒑𝒑) and 𝟗𝟓% confidence interval (𝑪𝑰𝟗𝟓) for the lattice 
planes associated with the scattering vectors parallel and perpendicular to the loading axis. 
  
Parallel 
 
  
Perpendicular 
 
 
 
𝑬𝑨𝒑𝒑 (𝑮𝑷𝒂) 
 
𝑪𝑰𝟗𝟓(𝑮𝑷𝒂) 
 
 
𝑬𝑨𝒑𝒑 = −𝑬𝒉𝒌𝒍/𝝂𝒉𝒌𝒍 (𝑮𝑷𝒂) 
 
𝑪𝑰𝟗𝟓(𝑮𝑷𝒂) 
 
𝟏𝟎𝟏 𝟏𝟕𝟕. 𝟔 ±𝟓. 𝟒  −𝟒𝟖𝟖. 𝟒 ± 𝟐𝟖. 𝟗 
𝟏𝟏𝟎 𝟒𝟎𝟔. 𝟓 ±𝟏𝟓. 𝟐  −𝟏𝟎𝟗𝟒. 𝟔 ± 𝟔𝟗. 𝟐 
𝟏𝟎𝟐 𝟏𝟖𝟒. 𝟏 ± 𝟔. 𝟕  −𝟓𝟕𝟒. 𝟔 ± 𝟑𝟗. 𝟏 
𝟏𝟏𝟐 𝟐𝟎𝟖. 𝟓 ± 𝟒. 𝟕  −𝟕𝟎𝟑. 𝟓 ± 𝟑𝟗. 𝟎 
𝟐𝟎𝟎 𝟐𝟔𝟎. 𝟔 ± 𝟖. 𝟏  −𝟓𝟎𝟐. 𝟕 ±𝟑𝟐. 𝟕 
The macroscopic stress-strain response was also fitted using a least squares approach to give an 
estimate of Young’s modulus of 207.5 GPa. This value compares favourably with the value of 210 GPa 
provided by the manufacturer and a representation of this macroscopic stress-strain response of YPSZ 
was calculated and included in Figure 4.2. 
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4.4. Finite Element Modelling 
A cube-shaped polycrystalline Representative Volume Element (RVE) of YPSZ was defined as a 
model within the general purpose FE code, ABAQUS. Twenty-node quadratic brick elements (C3D20) 
were used to define a regular mesh in 3D, and a crystal lattice orientation was assigned to each 
integration point. An untextured polycrystal was defined using an algorithm implemented within a 
MathCAD pre-processor; a random orientation distribution was computed for grain ‘seeds’, each with an 
associated position and crystal orientation. The Voronoi tessellation approach was then implemented in 
order to generate a synthetic grain microstructure most closely matching those observed experimentally 
[192]. The RVE approach implemented in this analysis was originally developed for use in 
polycrystalline plasticity modelling by Song et al. [193]. However, since the region considered in this 
study had only elastic behaviour, the plastic response within the model was not activated. 
 In order to simulate the applied loading, symmetrical boundary conditions were implemented for 
the three perpendicular principal orientations (𝑥, 𝑦 and 𝑧 in Figure 4.3). A representative uniaxial 
compressive stress was then applied to the model. At each loading increment the strain distributions 
parallel and perpendicular to the loading axis were recorded. A representative average lattice strain was 
then calculated for each lattice plane orientation by selectively averaging only over those grains for 
which the angle between the scattering vector (𝑸𝟏 and 𝑸𝟐 in Figure 2.6) and the 101, 110, 102, 112 or 
200 plane normals was less than 5⁰. This figure is equal to the angular acceptance range of the 
experimental detector banks at Engin-X. 
 
Figure 4.3. Schematic representation of RVE loading. 
The final stage of the implementation was to calculate a FE average ‘apparent lattice stiffness’ 
(𝐸𝐴𝑝𝑝
𝐹𝐸 ) for each lattice orientation based on the average lattice strain. The resulting simulation delivered 
average values of apparent polycrystalline lattice moduli based on the inputs in the form elastic crystal 
stiffness constants. These could then be directly compared to the data recorded experimentally. 
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4.4.1. RVE Grain Number Analysis 
For any model based on random seeding and a specific representation of a statistical ensemble, the 
output of the polycrystalline FE modelling approach is required to be independent of the specific model 
implementation. The validation of this criterion has been the focus of extensive study in a range of 
different materials [194] and, in general, increasing the number of grains in a simulation reduces the 
model dependence on a specific seeding set. 
The dependence of the results on seeding was investigated by repeatedly executing the model with 
different numbers of grains. For each grain number, ten independent, randomly seeded distributions were 
implemented and the average relative standard deviation of the FE average ‘apparent lattice stiffness’ 
across this set of runs was calculated. The number of grains required to ensure that the model was 
sufficiently independent of the specific seeding implementation was determined by comparing these 
standard deviations with the 95% confidence interval calculated experimentally (Table 4.1). It was 
decided that, in order to match this confidence interval, the average relative standard deviation should be 
less than one quarter of the minimum normalised experimental confidence interval (in both loading 
orientations). This ensured that the FE modelling was sufficiently representative to capture reliably the 
material behaviour without overfitting experimental noise. It was found that simulations of ≈ 130,000 
grains were sufficient to reduce the average relative standard deviation of 𝐸𝐴𝑝𝑝
𝐹𝐸  to below the experimental 
threshold in directions parallel and perpendicular to the loading axis (Figure 4.4). 
 
Figure 4.4. Plots of average relative standard deviation of 𝑬𝑨𝒑𝒑
𝑭𝑬  as a function of the number of 
simulated grains in directions (a) parallel and (b) perpendicular to the loading axis. 
To perform the FE-based inverse solving procedure it is necessary for the model to be implemented 
many thousands of times. In order to allow the increase of the number of optimisation steps (and afford 
the resulting improvement in the quality of fit), the FE model needs to be as time-efficient as possible. 
When using FE modelling to simulate a specific number of grains, two main approaches can be used: 
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1. Run a single FE model in which all grains are simulated. This approach minimizes the effect of 
local crystallographic texture by averaging over a large volume in a single model. However, the 
execution time of FE modelling typically increases quadratically with the number of integration 
points (and grain numbers) as shown in Figure 4.5. 
2. Run many smaller sized FE models in which different grain distributions are simulated in each 
implementation. Despite using a nominally untextured grain set, small numbers of grains may 
result in an apparent local preferred grain orientation. Therefore the results of this analysis need 
to be averaged to minimize the impact of this effect. Simulating the polycrystal in this way is 
computationally time efficient as the execution time increases linearly with the grain number. 
However, in the limit of increasing model numbers, the approach tends towards a ‘Taylor-type’ 
implementation in which each grain experiences a uniform stress state. Therefore, before 
selecting this approach, a comparison between the output of this averaging technique and the 
single model is required in order to ascertain the influence of this behaviour. 
 
Figure 4.5. Area plot showing the contributions towards total processing time as a function of the 
number of grains simulated in a single model. 
 In order to quantify the total implementation time of the two approaches, the execution time of 
various FE models was recorded. Each model simulated a different number of grains, however the 
average number of integration points associated with each grain remained constant. The setup and 
execution time of each model were also recorded and the relationship between total processing time and 
grain number was found to be approximately quadratic as shown in Figure 4.5. 
Analysis of the total processing time required by repeated implementations of smaller grain number 
FE models was then performed. Simulations with low grain numbers required large numbers of repeated 
executions and suffered from the time taken to initiate the ABAQUS subroutines. In contrast, simulations 
with high grain numbers (and long processing times) were prone to the time cost associated with 
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simultaneously modelling large numbers of elements (Figure 4.5). It was found that ten implementations 
of the 13,824 grain model were optimal in terms of total processing time, requiring only 692 seconds to 
simulate over 130,000 grains (Figure 4.6). 
 
Figure 4.6. Total processing time required to simulate at least 130,000 grains using the repeated 
execution of models with different grain numbers. 
Simulations were then performed to compare the 𝐸𝐴𝑝𝑝
𝐹𝐸  results from the single 130,000 grain model 
and the average of the ten 13,824 grain implementations. The same grain sets were used for ten 
implementations of each process and the stiffness values were found to differ by 0.4%, with a 
corresponding 1.2% difference in the experimental cost function (see § 4.4.2). This resulted in a 2.1% 
increase in standard deviation between the two processes. 
4.4.2. Optimisation of Elastic Stiffness Constants 
Optimisation of the elastic crystal stiffness constants was then performed based on the average EApp
FE  
delivered by the average of the ten models of the polycrystalline FE RVE. A cost function based on the 
sum of squared differences between the model-derived and experimentally evaluated values was 
calculated and minimisation was performed by varying the six elastic crystal stiffness parameters 
associated with a tetragonal crystal structure. Starting values for the six constants were taken from the 
Reuss approximation of tetragonal 3 mol% YPSZ outlined by Ma et al. [191].  
A large number of local minima were observed in this cost function and therefore an optimisation 
approach based on simulated annealing and steepest descent was implemented to increase the probability 
of finding the global minima and reduce stagnation at local minima. This hybrid optimisation technique 
was automated using a MATLAB shell in which run calls to ABAQUS were repeatedly executed. Many 
thousands of optimisations steps were implemented, and parameter convergence was verified. The 
optimised elastic crystal stiffness constants are shown in Table 4.2.  
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Table 4.2 Comparison of elastic stiffness constants (GPa) for zirconia crystallographic phases 
quantified using wave based, neutron diffraction and first-principle based approaches. 
 Monoclinic Cubic Tetragonal 
 
   
 Wave based Neutron Diffraction First-Principle 
 
   
Method Light Acoustic (including ultrasonic) RVHa Reuss Averaging 
This 
work 
LDAb FDc ERd 
 
         
Yttria 
Doping 
(mol%) 
0.0 0.0 6.9 8.1 8.0 10.0 10 .0 0.0e 3.0 
4.5-
6.5f 
0.0 0.0 0.0 
Refs. [186] [185] [45] [195] [196] [197] [197] [187] [191]  [198] [46] [46] 
C11 361 358 405 402 204 516 374 327 371 451 394 433 439 
C22 408 426            
C33 258 240      264 330 302 388 258 264 
C44 100 99 58 56 158 42 100 59 87 39 46 10 37 
C55 81 79            
C66 126 130      64 84 82 74 63 69 
C12 142 144 110 95 87 177 150 100 189 240 165 124 127 
C13 55 67      62 143 50 60 57 60 
C15 -21 -26            
C23 196 127            
C25 31 38            
C35 -18 -23            
C46 -23 39            
AF  1.02 1.03 0.36 0.47 1.05 0.22 0.83 0.42 0.12 0.89 0.90 1.65 1.09 
νmin  -0.62 0.11 0.09 -0.19 0.27 0.09 0.11 0.24 0.06 0.07 0.02 0.06 
νmax  1.30 0.59 0.60 0.51 0.34 0.74 0.51 0.44 0.62 0.61 0.89 0.66 
aReuss-Voigt-Hill (RVH) average 
bLocal Density Approximation (LDA) 
cFinite-Difference (FD)  
dElastic-Response (ER)  
e12 mol% Ceria 
f5 mol% Hafnia 
The EApp
FE  values associated with the optimised elastic stiffness constants (EApp
Opt
 ) are shown in Figure 
4.7. The average error associated with these final values was less than 4% and eight out of the ten 
stiffness values were within the 95% confidence intervals calculated from the experimental results. The 
optimisation outlined above was implemented with a single seeding of 130,000 grains. Therefore, 
following optimisation, the relative standard deviation of ten implementations was assessed to determine 
the seeding sensitivity of the model. A relative standard deviation of 0.10% was found in the parallel 
direction and 0.35% in the perpendicular direction; these values compare favourably with one quarter of 
the experimental thresholds (0.15% in the parallel and 0.4% in the perpendicular direction, respectively). 
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Figure 4.7. Plot showing EApp
Opt
  against 𝑬𝑨𝒑𝒑 and the experimentally derived error bounds in 
directions parallel (black, left) and perpendicular (blue, right) to the loading direction. 
4.5. Discussion 
The approach outlined above demonstrates a RVE-based procedure for determining single crystal 
elastic stiffness constants from polycrystalline YPSZ neutron diffraction data.  In this FE based method, 
the requirements of stress equilibrium and strain compatibility between grains were fully enforced. This 
offers distinct advantages over the simplifications associated with existing Reuss and Voigt based 
averaging techniques. Added to this, FE simulations also have the potential to be extended to more 
complex inelastic constitutive laws. Alternative methods of solving the polycrystal elasticity problem 
could however also be implemented using this diffraction based approach. For example, self-consistent 
polycrystal modelling has previously been shown as an effective technique [199].  
 The optimised crystal stiffness values can be used to determine the Reuss, Voigt and Reuss-Voigt-
Hill averaging bounds on the macroscopic modulus; 170, 235 and 190 GPa respectively. The 
differences between the Young’s modulus provided by the manufacturer (210 GPa) and these averages 
demonstrate that such approximations are unable to fully encapsulate the material response.  
An overview of the published crystal stiffness constants of monoclinic, tetragonal and cubic phase 
zirconia based materials is given in Table 4.2. The experimental and theoretical techniques associated 
with each set of data were grouped into the three main approaches; wave propagation based techniques, 
neutron diffraction methods and first-principle calculations. A comparison between these results 
demonstrates a wide variation in crystal stiffness parameters for materials with almost identical 
compositions. This large variation may be a direct result of the different alloying additions and their 
concentrations. However, comparisons between identical material compositions also show large 
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variations in parameter values depending on the exact technique implemented, even within the same 
publication. As an example I note the two-fold difference between the Reuss and Reuss-Voigt-Hill 
crystal stiffness parameters of 10 mol% YPSZ reported by Howard et al. [197]. 
Comparison between the results of this study and the single crystal stiffness constants reported in 
the literature show that, in general, the results of the optimisation lie well within the variation band of 
other approaches. The term that appears to show the greatest difference between the present approach 
and others is 𝐶12. In order to quantify this effect and enable direct comparison between the anisotropy of 
different crystal phases, a factor based on the normalised difference between the maximum and minimum 
crystal elastic stiffness of a given crystal structure, 𝐸𝑚𝑎𝑥 and 𝐸𝑚𝑖𝑛respectively, was computed: 
 𝜂𝐴𝐹 =
2(𝐸𝑚𝑎𝑥 − 𝐸𝑚𝑖𝑛)
𝐸𝑚𝑎𝑥 + 𝐸𝑚𝑖𝑛
. (4.1) 
This anisotropy factor was originally proposed by Kocks et al. [200] and the values for each of the 
literature results were then calculated numerically (as shown in Table 4.2). This analysis confirms that 
the value of the optimised 𝐶12 stiffness parameter corresponds to highly anisotropic behaviour. This may 
be indicative of the structural instability responsible for the ease of phase transformation from tetragonal 
to monoclinic phase in YPSZ. It is worth noting that the literature values show little consistency in the 
anisotropic crystal stiffness response of tetragonal or cubic YPSZ.  
The addition of hafnia to this particular type of YPSZ may provide one possible explanation for the 
increased value of 𝐶12. Unlike the other alloying oxides listed in Table 4.2, the similarities between the 
ionic radius of hafnium ion Hf 4+ and zirconium ion Zr4+ enable direct substitution of these two cations 
[201]. The slight differences in ionic radii and the increased atomic mass of Hf 4+ may lead to lattice 
distortion within the YPSZ single crystal resulting in an increase in these stiffness terms.  
The resulting influence of this anisotropic behaviour on the distribution of Young’s modulus, 
Poisson’s ratio and shear modulus was examined using E1AM [202], an analytical tool for calculation 
and visualisation of anisotropic elastic properties. Direct comparison between the tabulated literature data 
and the results of this work demonstrated that Young’s modulus and shear modulus for the optimised 
case fall well within the range of variation of these literature stiffness values. The variation of the two 
moduli corresponds to the previously reported trend of increasing stiffness with yttria content [45]. The 
large variation in the range and magnitude of ν from the optimised case were also found to be in close 
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agreement with the literature values for tetragonal YPSZ. Any remaining disagreement is likely to be 
associated with the greater tetragonal stabilisation of the 4.5 − 6 mol% yttria present in this study. High 
yttria content YPSZ is in a structural state that is energetically close to the state of equilibrium between 
phases [203], and many crystal structures demonstrate anomalous large variations or small values of 
Poisson’s ratio upon approaching the phase transition. 
4.6. Conclusions 
An RVE-based FE approach to calculate the elastic stiffness constants of polycrystalline dental 
YPSZ has been proposed and implemented. In this model the spatial distributions of stresses and strains 
that satisfy both the equilibrium and compatibility requirements have been used to compute grain group 
average elastic lattice strains that could be directly matched to experimental measurements using neutron 
diffraction. The technique relies upon the optimisation of elastic stiffness constants and model-matching 
to produce improved estimates of the elastic stiffness constants. 
The approach associated with the new technique requires minimal calibration, simple sample 
preparation and can be implemented experimentally in a much shorter time than other existing methods. 
The generic nature of the analytical approach also means that a range of neutron or X-ray diffraction 
setups can be used to obtain the diffraction spectra necessary for model matching. The final optimised 
parameters were found to match eight out of ten experimentally measured stiffness values, and the total 
error was less than 4%. This suggested a ‘near-global’ optimum had been identified. 
 Direct comparisons between the optimised crystal stiffness parameters and literature values 
shows that in general the values obtained lie within the range of values obtained using other approaches. 
This improved insight into the elastic response of dental YPSZ, in combination with the polycrystalline 
FE modelling routine elucidated, will facilitate improved modelling of the YPSZ-porcelain interface to 
drive forward understanding and thereby minimise the failure rates of near-interface porcelain. 
Although this approach has been developed specifically to overcome the difficulties associated with 
the identification of the elastic stiffness constants of YPSZ, it has significant potential for use in the 
study of other materials. Applications include the wide range of polycrystalline materials for which the 
growth of representative single crystals is not possible, or materials in which the material characteristics 
result in interference during the implementation of existing techniques.   
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5. Characterisation of the Creep Response of Dental 
Porcelain 
5.1. Introduction and Motivation 
During the manufacture of YPSZ-porcelain dental prosthesis, the near-interface porcelain is 
exposed to a combination of high magnitude tensile residual stresses (≥ 100 MPa) [33] and sintering 
temperatures in the range of 600 − 750℃. This combination of stress and temperature has previously 
been shown to be sufficient to activate creep in silica (the primary constituent of porcelain) [204] and to 
reduce the mechanical strength of silica based ceramics [56]. An improved understanding of the creep 
rate behaviour and damage characteristics of dental porcelain was therefore necessary in order to 
determine if this phenomenon is related to the failure of near-interface porcelain. 
The small sample sizes of commercially available dental porcelain (< 20 × 15 × 10 mm3) means 
that the 76 mm long specimens necessary for the ASTM Standard C1291 high temperature ceramic 
tensile creep test method [205] cannot be manufactured from this material. A new experimental 
procedure for high temperature tensile creep testing of ceramics was therefore established and applied to 
a representative porcelain sample in order to determine the secondary creep rate exponents as outlined in 
§ 5.2. The results of this analysis have recently been published in the form of a journal article [206]. 
TEM analysis of the near-interface porcelain has revealed the presence of nanovoiding at this 
location (as revealed in § 7.3) which were similar in form to creep induced features previously observed 
in silica based ceramics [57]. In order to determine if this nanovoiding behaviour is indicative of creep 
induced damage in dental porcelain, representative samples were crept and assessed using SANS and 
TEM and the results of this analysis are presented in § 5.3. A journal article on this research is currently 
undergoing peer review [207].  
5.2. Secondary Creep Rate Quantification 
The secondary creep rate analysis presented here has been performed over the temperature range 
650 − 800 °C in 50°C increments in order to be representative of the typical sintering temperatures 
applied to YPSZ-porcelain dental prostheses. Stresses within the range of 50 − 125 MPa have also been 
applied in order to simulate stresses previously observed in porcelain at the YPSZ-porcelain interface. 
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As outlined in § 1.4, porcelain dental veneers such as IPS e.max Ceram [17] are typically supplied 
in a powder/liquid form which is applied to YPSZ using a ‘slurry-sinter’ type approach. This 
manufacturing method does not easily facilitate the production of representative tensile creep rate 
specimens and therefore, in order to overcome this limitation, solid blocs of porcelain of the most similar 
commercially available porcelain (Cerec Vitablocs Mark II) were instead used as the base material for 
creep specimen manufacture [49]. These two porcelain types have marginally different manufacturing 
techniques (automated layer build up vs manual layer by layer application) however the elemental 
composition of the two porcelain types are very similar (to within the manufacturer published 
tolerances). The addition of small amounts (< 1 weight %) of crystalline fluorapatite filler to IPS e.max 
Ceram may also influence the creep response of this material, however the low concentration of this 
phase ensures that it is unlikely to have a significant impact on the creep rate behaviour.   
The brittle nature of porcelain and associated statistical likelihood of failure of this material means 
that there are significant challenges associated with creep loading this material in tension. A range of 
tensile creep rate studies have previously been successfully performed on similar brittle ceramics [208, 
209] however these approaches are reliant upon relatively long sample lengths (> 50 mm). There is an 
increasing trend towards creep testing smaller ceramic samples, particularly in the 10 − 20 mm range 
associated with dental implants. This presents the need for a miniaturised technique capable of testing 
small samples in order to facilitate ceramic tensile creep testing over the temperature ranges typically 
applied to dental porcelain (less than 850°C). A reduction in the sample size also has the added benefit of 
reducing the influence of the gradients in material properties and temperatures typically observed 
between the bulk and surface regions in larger samples. Based on the work of Post et. al [210], a single 
sample testing approach was chosen for this new testing technique. This methodology ensured that, 
despite the relatively high sample failure rates observed, representative strain rates were obtained across 
the range of temperatures and stresses previously outlined. 
5.2.1. Materials and Methods 
As part of the preliminary testing into suitable sample preparation approaches, attempts were made 
to manufacture tensile creep specimens which were similar in form to those previously outlined in the 
literature [208, 209]. The limited sample size of the Vitablocs was found to present severe difficulties in 
effectively holding the sample during conventional shaping processes. This resulted in repeated fracture 
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and brittle failure of the sample and thereby severely restricted the machining modes which could be 
implemented.  
Following these initial trials it was found that diamond grinding of the material could effectively be 
used to shape the sample and therefore a procedure based on this approach was developed. Multiple 
tensile creep specimens were manufactured using this three stage optimised process. Firstly an 
8 mm diameter, 18 mm long cylindrical section was milled from the 12 × 14 × 18 mm3 blocks using an 
Eternal Tools 8 mm inner diameter diamond core drill bit. This cylinder was then mounted into a lathe 
using specially manufactured grips and an Eternal Tools 4 mm diameter diamond cylindrical burr 
(rotating on an axis perpendicular to the lathe axis) was used to profile the central section of the 
specimen as shown in Figure 5.1. An electronic read out was used to ensure that the positioning of the 
polishing tool was accurate to within 1 μm.  The ‘dog-bone’ sample shape and gentle end radius shown 
in Figure 5.1 were selected in order to minimise stress concentration during loading of the sample.  
 
Figure 5.1. Cross section of porcelain ‘dogbone’ specimen and relative position of diamond 
grinding tool during manufacture. 
Specimens of this type were initially loaded and were found to fail (through brittle fracture) at very 
low loads. Scanning Electron Microscopy (SEM) of the failed surfaces revealed that this failure was 
initiating at the sample surface at locations where relatively high roughness was observed (on the scale 
of ≈ 50 μm). Therefore, in order to reduce the surface roughness of later samples, a polishing stage was 
introduced into the manufacturing process. This involved initially holding grinding paper of decreasing 
grain size (down to 2500 grade) against the rotating, shaped sample. A diamond polishing paste of grit 
size 1 μm was then applied to the surface using a polishing cloth to further improve the surface quality. 
  
111 
Following this manual process, the sample length and width of each sample were measured in 
multiple locations using a micrometre screw gauge and vernier calliper, respectively. The gauge section 
of the sample used in this study was 3.381 ± 0.005 mm and the total length was 17.754 mm. 
Tensile Loading Grip Development 
Several differing materials, sizes and shapes of tensile clamping mechanisms were trialled during 
the preliminary testing stages of this analysis. One region which was found to be critical to the success of 
the loading rig was the curvature of the loading surfaces of the clamps. These regions were required to be 
as similar as possible to the sample curvature in order to reduce points of stress concentration within the 
porcelain. It was also found that the insertion of a small amount of aluminium foil between the sample 
and the loading clamp helped to distribute the load more evenly over the curved surface. At temperatures 
above 330⁰C the foil is sufficiently malleable to deform into the profile of both contact surfaces; this 
presents a larger contact area and thereby minimises localised stresses. 
The optimal clamping design was based on a ‘split collet’ arrangement as shown in cross-section in 
Figure 5.2. The clamps were made from a high temperature nickel alloy, Inconel 817 in order to 
minimise high temperature creep effects. During mounting, the sample was placed between two identical 
collets. A loading pin was then inserted into the void between the collets and a locking pin was used to 
hold the components together. An alignment ring was also used to ensure that the collets remained 
parallel during loading. This process was repeated on both sides of the sample and the entire assembly 
was then mounted into the loading rig using M12 threads. The application of high temperature copper 
grease onto all contact surfaces minimised sticking friction and also aided in sample grip disassembly. 
 
Figure 5.2. Cross section of split collet loading clamps. 
The design of the sample grips ensured that, for a given load, the apparent stress at each of the 
contact locations was significantly lower than the stresses within the gauge section. For example at the 
interface between the sample and the split collet the nominal reduction in stress was a 4.5 times the 
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gauge stress. Within the collet system itself, the maximum nominal stress location is 4.9 times less than 
the gauge stress and occurs at the location between the loading pin and the locking pin.  
Loading Rig and Sample Heating Setup 
The custom built Instron 50 kN servo-hydraulic loading rig at instrument Engin-X, ISIS Spallation 
Source, UK was used to apply a uniaxial load to the creep samples in this experiment. The nature of the 
split collet loading arrangement meant that there was insufficient room to place an extensometer onto the 
sample and therefore the displacement of the loading rig was used to monitor the strain rates produced. 
The sample displacement of the loading rig and nominal stress (based on initial sample cross section) 
were recorded once per second throughout the experiment. Despite providing nanometre scale readouts 
of the displacement, the nominal Root Mean Square (RMS) of this reading was found to be 0.281 μm 
when loaded to the equivalent of 125 MPa (1100 N). This reading was found to be within 1.2% of the 
theoretical strain estimate after holding for 1 hour. Upon holding this nominally constant stress, the RMS 
of the recorded stress value was found to be 1.1 N. This corresponds to a precision of 0.1% which is 
identical to the manufacturer’s published value at the maximum 50 kN load [211]. 
The high temperature radiant furnace arrangement built for the 50 kN loading rig was used to heat 
the sample to the required temperatures. In order to ensure that the sample was heated to the correct 
temperature a thermocouple was attached directly to the gauge section and a feedback loop was used to 
control the power input to the lamps. After changing temperature and thermally equilibrating, the sample 
temperature was found to be constant to within 1°C  at each temperature for the entire experiment. 
In order to reduce the temperature of the surrounding grips and therefore minimise the effects of 
any creep in these regions, the 4 heating lamps were focused directly onto the sample centre. This 
focusing setup, and the increased surface area of the grips ensured that the maximum radiant heat flux on 
the grips was at least 2.94 times smaller than the flux on the sample surface, with an average flux 
reduction of 5.59. In order to reduce the temperature of the split collects further, two streams of cooling 
water (at a temperature of approximately 10°C) were also passed through metal contacts at the position 
where the M12 threads were connected to the loading rig. It is also important to highlight that the 
positions of maximum nominal stress in the loading rig were located internally and therefore were least 
influenced by the heat flux from the heating lamps.  
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Experimental Method 
The brittle nature of Vitablocs Mark II porcelain resulted in a large number of sample failures at 
relatively low loads (corresponding to nominal stresses of 5 MPa or less). For this reason a routine based 
on maximising the observed secondary creep rate behavioural response from one sample was developed. 
This approach was based on recording the strain rate behaviour at multiple stresses and temperatures on 
the same sample and therefore required care to ensure that tertiary creep rate behaviour did not influence 
the parameters measured. For this reason, the hold time at each stress and temperature was carefully 
selected as a balance between clearly observing the strain rate behaviour and minimising sample 
deformation (and the associated impact on material characteristics and sample dimensions). 
  Each sample was placed into the split collet loading grip assembly and then mounted into the 
servo-hydraulic loading rig. The slack was then manually removed from the system and the sample was 
preloaded to between 0.2 − 0.7 MPa. The temperature was then increased from 17°C to 800°C at a rate 
of 10°C min−1 in a load control mode. During this process the thermal expansion of the system was 
accommodated by changing the displacement position of the loading rig. Upon reaching 800°C, the 
displacement was monitored as a function of time to ensure that no thermal expansion could be observed 
in the system. It was found that 3 hours were necessary for the loading rig to fully equilibrate to a point 
at which no discernible drift could be detected on the displacement reading.  
The sample was then loaded to 50 MPa at a rate of 1 MPas−1. This loading rate was selected as a 
compromise between minimising creep extension during loading and minimising loading shock. The 
elastic response of the loading rig, split collet and the sample (in parallel) was observed during this 
loading regime and the displacement point and time after this loading was recorded. The sample was then 
held at a constant temperature and stress until a clear deviation from the starting position was observed. 
A Signal to Noise Ratio (SNR) of at least 20 was selected as the criterion at which the trend could clearly 
be identified above the background noise (based on the nominal RMS of the displacement readout 
previously identified). By implementing a threshold criterion in this way, it was hoped that a sufficiently 
representative creep rate could be determined without inducing large amounts of creep damage. 
It was found that a hold of 30 minutes was sufficient to clearly observe a linear change in 
displacement against time at 800°C and 50 MPa. Within the first two minutes some deviation from this 
linear trend was observed. This response was believed to be either representative of work hardening 
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(primary creep) or ‘load settling’ in the Instron rig. This region was therefore removed from the least 
squares linear fitting process outlined in § 5.2.2. The sample was then incrementally loaded to 75 MPa, 
100 MPa and 125 MPa at a rate of 1 MPas−1.  At each load the same signal to noise criterion was used 
to determine the hold time necessary. Minor levels of non-linear behaviour were also observed for the 
first few seconds at each of these loads.  
Next, the sample was reduced to a nominal load of 0.5 MPa at an unloading rate of 1 MPas−1. The 
temperature was then reduced to 750°C at a rate of 10°C min−1. Careful monitoring of the displacement 
was used to determine the time taken to thermally equilibrate the system and in this case it was found 
that after approximately 1 hour the system showed no observable change in this value. The same multi-
loading and holding regime was then repeated for this temperature and the hold times were recorded at 
each stress.  It was found that, for a given stress, the hold times required at 750°C were an average of 4.1 
times longer than at 800°C. Based on this insight, it was decided that the hold times for the 700°C 
analysis would be further increased by this factor. 
The same 4.1 increase in hold time was next repeated for the 650⁰C analysis at the same four 
stresses previously outlined. The increased number of data collection points at these measurements 
ensured that reliable least squares linear fitting could still be applied, even in the cases where the SNR 
was found to be marginally less than 20, as outlined in more detail in § 5.2.2. 
The sample was then finally unloaded to 0.5 MPa at an unloading rate of 1 MPas−1 and the 
temperature reduced back to room temperature at a cooling rate of 10°C min−1. The sample was then 
manually unloaded and the split collet assembly removed from the loading rig. A visual inspection of the 
sample gauge section revealed no obvious signs of necking and a micrometer screw gauge was used to 
measure the crept sample length. The new length was found to be 17.778 mm which corresponded to a 
sample extension of 24 μm. 
5.2.2. Theory and calculation 
Typically, in order to accurately quantify the strain rate and stress at every temperature and applied 
load, the gauge cross sectional area and length need to be determined at each position during the analysis. 
However, in the case of this study, careful control of the creep hold period ensured that a nominal gauge 
length extension of only 0.40% was applied. Based on constant volume calculations, this extension 
corresponds to an equivalent  0.40% reduction in cross sectional area.  
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The influence of differing sample cross section or sample length can be considered in more detail by 
examining the form of the secondary creep rate equation (Equation 1.1). Secondary, or steady state creep 
occurs when a constant plastic strain rate is achieved under the action of a constant nominal stress and 
previous studies have characterised this behaviour for a range of ceramics [212], including porcelain [57, 
204]. Although the power law relationship between strain rate and stress in Equation 1.1 is 
phenomenologically based, the exponential relationship with temperature is based on the activation 
energy necessary to induce creep in a given material and the limitations of this relationship have been 
comprehensively discussed elsewhere [213].        
Into Equation 1.1 we can substitute expressions for the nominal strain rate (𝜀̇ =Δ𝐿̇ 𝐿⁄ ) and nominal 
stress (𝜎 = 𝐹/𝑎); where Δ𝐿̇  is the rate of change of the gauge length, 𝐿 is the nominal gauge length, 𝐹 is 
applied load and 𝑎 is the nominal cross sectional area:  
 𝜀̇ = Δ?̇? 𝐿⁄ = 𝐴𝑎−?̅?𝐹?̅?𝑒−𝑄/𝑅𝑇 . (5.1) 
In the case of an increase to the nominal gauge length (𝛿𝐿) and a decrease in the sample cross section 
(𝛿𝑎) the expression for true strain rate (𝜀?̇?𝑟𝑢𝑒) becomes: 
 𝜀?̇?𝑟𝑢𝑒 = Δ?̇? (𝐿 + 𝛿𝐿)⁄ = 𝐴(𝑎 − 𝛿𝑎)
−?̅?𝐹?̅?𝑒−𝑄/𝑅𝑇 . (5.2) 
The relationship for the nominal strain rate can then be written as: 
 𝜀̇ = 𝐴(1 + 𝛿𝐿/𝐿)(1 − 𝛿𝑎/𝑎)−?̅?𝜎?̅?𝑒−𝑄/𝑅𝑇 = 𝐴𝑇𝑟𝑢𝑒𝜎
?̅?𝑒−𝑄/𝑅𝑇 , (5.3) 
where 𝐴𝑇𝑟𝑢𝑒 is the true value of 𝐴 for a given extension and cross sectional area reduction. Previous 
studies into the creep rate behaviour of porcelain containing silica and alumina have highlighted that 
these materials “have ?̅?-values close to unity” [204] and therefore estimates for the relative % change 
between the value of 𝐴 at the beginning of testing and the value of 𝐴𝑇𝑟𝑢𝑒 can be performed. The 
maximum difference between these two values was found to be 0.83% at the point when the final 
unloading was performed. This percentage error is much smaller than the confidence intervals outlined in 
§ 5.3 and therefore all creep rate analysis was performed using a value of 6 mm for gauge length and 
8.98 mm2 for cross sectional area. 
Manual splitting of the resulting strain against time profiles was initially performed in order to 
select suitable regions over which to calculate the strain rate behaviour.  A least squares fitting approach 
was used to fit a straight line through the selected regions and the gradient of this fit was used to provide 
an estimate of the strain rate for each stress and temperature. The error bounds associated with this fitting 
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process also provided estimates for the standard deviation of each strain rate value. It was found that in 
the cases of slow strain rate behaviour, the increased number of sampling points was sufficient to reduce 
these error measures to suitably representative bounds as demonstrated in § 5.3.  
As previously highlighted, some non-linearity was observed within the first few seconds of the 
constant stress and temperature hold. Typically this behaviour was representative of an increase in the 
strain rate, however in other cases a reduction was apparent. This lead to the suggestion that this effect 
was instead a characteristic response of the feedback system within the Instron and the associated minor 
‘overshooting’ or ‘undershooting’ in stress. This non-linear region was therefore removed from the least 
squared fitting process. A critical examination of the data was also performed to ascertain if any tertiary 
creep rate effects could be identified. No obvious gradient increases were observed during any holding 
periods. This lack of tertiary creep was further confirmed by the lack of necking observed in the sample. 
 Following least squares fitting of the profiles, an estimate of the RMS value of the noise on the 
displacement reading at each loading position and temperature was performed. At higher loads the noise 
value was found to be marginally higher than at lower stresses. A figure for the SNR at each stress and 
temperature was then calculated based on these noise RMS values. The average value for this figure of 
merit was 20.8 with a minimum of 18.3 and a maximum of 27.9. This suggested that the increased hold 
time approach had been sufficient to overcome the impact of noise on the low temperature data.  
5.2.3. Results 
The three unknown constants in the secondary creep rate equation are the activation energy 𝑄, the 
stress exponent ?̅? and the creep rate constant 𝐴. In order to determine these variables the natural 
logarithm form of the secondary creep rate equation can be used: 
 ln(𝜀̇) = ln(𝐴) + ?̅? ln(𝜎) − 𝑄/𝑅𝑇. (5.4) 
From this equation it can be seen that, for a given stress, the gradient of a plot of ln(𝜀̇) against 1/𝑇 will 
be equal to −𝑄/𝑅 as shown in Figure 5.3. Least squares fitting of these linear trends was performed 
using the inverse of the strain rate standard deviation as weightings for each value. Estimates of the 
standard deviation of the estimates of 𝑄 were also determined based on the least squares confidence 
limits of the fitted gradient. 
  
117 
 
Figure 5.3. Plots of 𝐥𝐧(?̇?) against 𝟏/𝑻 for constant values of stress. Error bounds on each of the 
strain rate values have been included to demonstrate the 𝟗𝟓% confidence intervals on these terms. 
A plot of the estimates of activation energy for each of the different stresses is shown in Figure 5.4. 
The 95% confidence intervals associated with each value is also shown in this figure, demonstrating that 
the values are consistent to within this margin. The impact of reduced strain rates (and the increased 
impact of noise) at lower stresses can also be seen in the reduced confidence of these values. A final 
weighted average calculation was used to determine an overall estimate of both the activation energy and 
the 95% confidence interval for the entire experiment; 𝑄 =  243.0 ± 3.1 kJmol−1. This confidence 
interval represents a 2.5% margin of error and suggests that the estimate of activation energy has been 
quantified to a relatively high level of precision. 
 
Figure 5.4. Estimates of 𝑸 for each of the different applied stresses. The 𝟗𝟓 % confidence intervals 
are shown by the error bars and demonstrate that the 4 values are consistent to within this margin. 
The expression given in Equation 5.4 can also be used to determine estimates for the stress rate 
exponent ?̅?, by quantifying the gradient of plots of ln(𝜀̇) against ln(𝜎) at constant temperatures, as 
shown in Figure 5.5. The inverse of the standard deviation of each of the strain rate values was used as 
weighting inputs for the least squares fitting of this linear trend. The confidence bounds associated with 
this fitting were also used to provide estimates of the standard deviation of the stress exponent values.  
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Figure 5.5. Plots of 𝐥𝐧(?̇?) against 𝐥𝐧(𝝈) for constant temperatures. Error bounds on each of the 
strain rate values have been included to demonstrate the 95% confidence intervals on these terms. 
Figure 5.6 shows the estimates of stress rate exponent and associated 95% confidence intervals for 
each of the temperatures implemented in this study. As expected, the reduced creep rate at lower 
temperatures has resulted in larger 95% confidence limits at the lower temperatures. The four values are 
consistent to within the 95% confidence interval and the weighted average was found to be ?̅? = 1.32 ±
0.08. This confidence interval represents an 11.5% margin of error, a factor of 4.6 times greater than the 
error observed in the estimation of activation energy. This decreased certainty is a combination between 
the proximity of this exponent to 1 and the reduced stress range over which this study was performed. 
 
Figure 5.6. Estimates of ?̅? for each temperature. The 95 % confidence intervals are shown by the 
error bars and demonstrate that the four values are consistent to within this margin of error. 
The reduced stress range variation is demonstrated more clearly in Figure 5.7, in which the relative 
deviation associated with each of the stress exponents is demonstrated. It can be seen that, within the 
stress range examined in this study, the relative variation of 𝜎?̅? is approximately half an order of 
magnitude. If we compare this to the variation in thermally driven effects (using the average activation 
energy calculated) we find that over the temperature range considered, 𝑒−𝑄/𝑅𝑇 varies by almost two 
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orders of magnitude. This increased parameter variation ensures that an improved estimate of the 
activation energy is possible from the data collected. 
 
Figure 5.7. Schematic diagram showing the relative variation in 𝝈?̅? with respect to the weighted 
average distribution, in the stress range examined in this study. The vertical offset applied to each 
value has been selected to minimise displacement relative to the weighted average value of ?̅?. The 
95% confidence region of the weighted average is highlighted by the grey region of the plot 
Following the determination of average values of ?̅? and 𝑄, analysis into the average value and 
relative variation of the creep rate (𝐴) constant was performed. No clear trends could be observed in this 
parameter in terms of stress or temperature and the average value was found to be 490 MPa−1.32s−1 with 
a 95% confidence interval of ± 83.2 MPa−1.32s−1.  
5.2.4. Discussion 
The lack of comparable tensile creep rate data means that only approximate estimates of the stress 
exponent (?̅?) and activation energy (𝑄) can be provided by comparison with previous creep rate studies 
of  compounds containing both silica and alumina. For example, Wereszczak et. al [57] focused on 
compressive creep of two silica core ceramics doped with alumina and other oxides. They presented 
estimates of activation energies of 130 kJmol−1 and 210 kJmol−1, and stress exponents of 1.4 and 1.3 
for the two compounds examined. Four point bending creep has also been previously performed on 
porcelain containing silica and alumina by Ponraj et. al [204] which quantified the activation energy as 
190 kJmol−1 and the stress exponent in the range of 1.54 − 2. 
Despite the large differences in elemental composition between these studies, a critical comparison 
between the present value of 𝑄 =  243.0 ± 3.1 kJmol−1 and those previously quantified through creep 
rate analysis reveals that this value appears to be a realistic estimate of activation energy. Further 
comparison can be drawn against a diffusion kinetics study into the activation energy of the alumina 
  
120 
silica ceramics by Davis and Pask [58]. In this study, a 22.3 wt % alumina ceramic was found to have an 
activation energy of  𝑄 =  245 ± 3 kJmol−1. The elemental composition of this compound is very 
similar to the 20 − 23 wt % porcelain that was examined in this study and the similarity of these two 
figures demonstrates a consistent measure for activation energy in this material, despite the differing 
experimental techniques used to quantify this behaviour. 
Quantification of the stress rate exponents in ceramics has previously highlighted that this 
parameter is typically found within the range of ?̅? = 1 − 2 [212]. This insight, along with the values of 
exponent obtained through existing porcelain creep studies, suggests that the estimate of  ?̅? = 1.32 ±
0.08 determined in the present study is likely to be a reliable measure of the behaviour of this material.  
Creep damage has previously been observed in a wide range of structural ceramics both in the form 
of amorphous cavitation (originating at flaws) and where relevant, grain boundary induced cavitation 
[214]. Despite these effects, and as highlighted in these previous creep rate studies [57, 204], the impact 
of this behaviour cannot typically be observed with the application of the small strains. This insight, in 
combination with the small strains applied (0.4%) and the consistency of the creep rate fitting results 
obtained in this study, suggests that creep damage has had minimal effect on the behaviour recorded.  
High Temperature Creep Analysis 
The tensile creep rate experimental approach outlined in this experiment has been designed to 
overcome the limitations imposed by the maximum size of representative dental feldspathic porcelain 
samples which are available. This size constraint meant that there was insufficient material to machine 
the sample geometries necessary for many well-established creep rate tests [208, 209] and therefore a 
new approach was developed. Further to this effect, this limitation on sample size meant that difficulties 
were encountered when trying to hold or machine the sample using ‘conventional’ approaches. For this 
reason specially designed machining grips were produced to mount the sample on a lathe, thereby 
facilitating diamond grinding of a suitable tensile sample shape. 
Despite these sample size constraints, the activation energy (𝑄) and stress exponent (?̅?) values 
calculated in this analysis appear to be consistent with literature and suggest that this methodology is 
suitable for creep testing of ceramic samples which are very limited in terms of specimen size. The 
optimisation steps performed in this study suggest that in order to minimise stress concentration in the 
sample, care must be taken to accurately machine and finish both the experimental samples and loading 
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grips. High temperature materials and water cooling of the grips was also necessary to reduce grip 
deformation, which was found to lead to stress concentrations in the sample. 
In this study the single sample creep rate approach, similar to that implemented by Post [210], has 
also been shown to be reliable under certain tightly controlled conditions. The area on which most effort 
was imparted was the minimisation of creep induced damage in the material through the application of 
small strains at each load and temperature. Tolerances on the signal to noise ratio during each hold 
period proved to be a useful guide to limit the applied strain whilst simultaneously ensuring that noise 
did not have a large impact on the data recorded. The decision to unload the sample during the long 
equilibrium dwell periods also helped to further reduce the strain applied to the sample. Further to this, 
the 1 MPas−1 loading rate applied was also chosen to be as large as practically possible (taking into 
account loading shock in the sample) in order to minimise the creep strain induced during loading. 
5.3. Creep Induced Nanovoiding Analysis 
Nano-scale cavitation, otherwise known as nanovoiding, has been observed in a wide range of 
materials and is known to be induced by several distinct processes ranging from the impact of irradiation 
and creep in ceramics [56, 215] to plastic deformation in metals and polymers [216, 217]. The presence 
of nanovoiding is known to influence the mechanical properties of materials including strength, stiffness 
and fracture toughness. At sufficient concentrations nanovoiding has also been shown to induce an early 
onset of component failure through brittle fracture [61]. 
As outlined in § 7.3, TEM analysis of the YPSZ-porcelain interface has confirmed the presence of 
porcelain nanovoiding in a band located a few microns from the YPSZ-porcelain interface. The 
motivation for this study was to improve the current limited understanding of the impact of creep on the 
nanostructure of dental porcelain, and thereby determine if this behaviour contributes to the failures 
observed at the YPSZ-porcelain interface in dental prostheses. 
Three samples of identical elemental composition were examined in this study. Creep was applied 
to the first specimen (sample C) using the tensile creep loading arrangement outlined in § 5.2 at a 
temperature of 750℃ and stress of 100 MPa. These conditions were selected in order to replicate the 
conditions present at the YPSZ-porcelain interface [35, 218]. In order to promote the formation of voids 
and their subsequent growth, a 96 hour hot dwell was applied.  The specimen subjected to heat treatment 
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(sample H) was exposed to the same thermal cycle as the crept sample (C), but without the application of 
force. A third specimen (sample A) was selected as a reference sample of the as-machined state. 
SANS was used to collect diffraction spectra from each of the samples. This technique is known to 
be sensitive to length scales in the range ≈ 1 − 100 nm [219] which corresponds closely to the length 
scale of voids observed at the YPSZ-porcelain interface. As a volume-averaging method, SANS provides 
important insight into the mean shape, number density, size and distribution of these artefacts. This 
averaging response is performed over much larger (mm length scale) gauge volumes than those 
examined using TEM analysis, and therefore is known to provide estimates which are representative of 
the bulk void statistics. 
TEM lamellae were extracted from the core of each of the three samples in order to provide a more 
localised measure of the impact of creep at this location. This approach benefits from direct 2D 
visualisation of voids, such that image post-processing can provide insight into the shape, number 
density, interface characteristics and distribution. These results can also be directly compared with the 
TEM analysis performed at the YPSZ-porcelain interface in § 7. 3. 
5.3.1. Materials and Methods 
The three samples examined in this study were manufactured from a single batch of I14 Vitablocs 
Mark II for Cerec [49]. The samples were machined using the tensile specimen manufacturing procedure 
outlined in § 5.2. Multiple dog-bone samples were produced and the gauge diameters and lengths of each 
specimen were measured using a micrometer screw gauge. The reference sample in the as-machined state 
(sample A) was selected as one of these specimens.  
High temperature creep was induced in sample C using the routine outlined in § 5.2 at a temperature 
of  750 ℃ and stress of 100 MPa. In order to provide a quantitative measure of the strain rate at these 
conditions, the estimates of 𝐴, ?̅? and 𝑄 determined in § 5.2 were used as inputs into Equation 1.1. This 
calculation revealed that under these conditions the corresponding strain rate is small (8.24 × 10−8s−1). 
Therefore, to ensure that the impact of creep on the microstructure could be clearly identified, the sample 
was subjected to creep loading for 96 hours to reach a nominal strain of 2.85 %.  
At the end of the creep experiment, the loading rig strain reading was found to be 2.75 %. The 
sample was then carefully removed and a micrometer screw gauge was used to measure the length of the 
deformed specimen which was found to correspond to a strain of 2.67 %. Despite the fact that these three 
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measurements show reasonable agreement (to their associated levels of precision), the localised necking 
which was observed in the centre of the gauge volume suggests that the local strain at this position may 
have been higher. 
In order to replicate the thermal history of sample C, the remaining machined sample was placed 
into a Carbolite RHF 16-8 Chamber Furnace. The same ramp rate and 750 ℃ thermal dwell was then 
applied to this heat-treated specimen (sample H). 
Small Angle Neutron Scattering 
SANS was performed at beamline LOQ at the ISIS Pulsed Neutron Source, UK for which a 
comprehensive overview of the capabilities and experimental setup has previously been published 
elsewhere [220]. Specially manufactured mounts were produced to hold the samples in an orientation 
such that their axial direction was perpendicular to the beam as shown in Figure 5.8. The gauge volume 
studied within each of the samples was aligned with the incident beam to within ≈ 0.2 mm. 
 
Figure 5.8. Schematic diagram of the SANS experiment. 
Collimation of the incident beam was performed to define a 2 × 4 mm2 cross sectional area. A 
sample to detector distance of 4.14 m, incident beam collimation length of 4.00 m and moderator to 
sample distance of 11.01 m were used in this study. The beam chopper was configured to define incident 
wavelengths between 2.2 < 𝜆 < 10.0 Å at a repetition rate of 25 Hz. In order to collect sufficient 
statistics each sample was exposed for 6 hours corresponding to ≈ 0.5 mA-hours of flux incident on the 
target station. A 6 hour exposure of an empty holder was also collected to enable background correction. 
Transmission Electron Microscopy 
For TEM analysis, representative lamella samples were extracted from each of the three dog-bone 
specimens from the location from which SANS measurements were collected. A Beuhler Isomet low 
speed diamond saw was initially used to section the sample across the gauge volume at a position just 
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below the point where minor necking had been observed in the crept sample (Figure 5.9). A slow cutting 
speed was selected to minimise the impact on the local microstructure and a multi-stage grinding and 
diamond grit polishing process was next applied to the sectioned surface to further reduce the impact of 
sectioning. Colloidal silica polishing was finally applied to leave a smooth, uniform surface which was 
minimally influenced by sample sectioning.  
 
Figure 5.9. Schematic showing sample sectioning and location of TEM lamella. 
The three samples were mounted onto Scanning Electron Microscopy (SEM) stubs using silver 
paint. A 5 nm layer of Au/Pd was sputtered onto the surface of the specimens in order to improve the 
conduction path and thereby minimise the impact of charging during lamella preparation. Initial SEM 
imaging of the polished surfaces revealed that micro-scale voids were present in all three samples as 
shown in Figure 5.10. These voids were many orders of magnitude larger than the nano-scale voiding 
typically induced by creep [56] and have previously been shown to be present in as-machined samples of 
dental porcelain [221]. SEM imaging of the entire cross section was performed in order to ascertain the 
impact of creep or heat treatment at these length scales. A working distance of 9 mm, voltage of 30 keV 
and pixel size of 150 × 150 nm2 was used for imaging over the ≈ 9 mm2 cross sectional area. 
 
Figure 5.10. SEM image of cross sectional surface of sample A showing a single microscale void 
typical of those observed in the cross sectional surface of all three samples. 
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FIB milling was then used to extract TEM lamella from the centre of the polished cross-sections of 
each sample as shown in Figure 5.9. The automated ‘AutoSlicer’ routine [222] was used to extract small 
sections of material with nominal dimensions of 10 × 3 × 0.5 μm3 which were attached to a copper 
TEM grid. Gentle FIB polishing was then performed on each of the samples using a milling current 
of 100 pA. The thickness of the completed lamellas was found to be 0.1 − 0.05 μm however this process 
was found to reduce the visible cross sections of all samples.  
TEM imaging was performed using an imaging current of 1.0 μA and accelerating voltage of 
200 kV. These parameters produced a nominal spot size of 0.25 nm and 2056 × 2056 pixel images 
were captured at a resolution of 0.33 nm per pixel. Multiple TEM images were captured in order to 
interrogate total areas of 22.9 μm2, 11.6 μm2 and 18.3 μm2 for samples A, H and C, respectively. 
Example micrographs of each of the three samples are given in Figure 5.11. 
 
Figure 5.11. TEM images of the as-machined (A), heat-treated (H) and crept (C) samples. 
5.3.2. Results 
Neutron Scattering 
In order to enable valid comparison between SANS results, care must initially be taken to determine 
the differences in the scattering volume between the specimens. For the three samples examined in this 
study the gauge volume is a 2 × 4 mm2 section through the centre of a 6 mm tall cylinder which is ≈
3.4 mm diameter. Taking into account any minor differences in diameter and the maximum offset, the 
expected maximum difference in gauge volume was determined to be 0.28 %. Therefore, results that 
show differences in the scattered intensity greater than this bound were assumed to be the consequence of 
the differing scattering response of the samples.  
Inspection of the two dimensional SANS patterns showed no apparent anisotropy in the scattering 
response. Therefore the data was reduced to 1D profiles of scattered intensity versus the modulus of the 
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scattered wavevector 𝑄 by radially averaging the two dimensional scattering patterns using Mantid, a 
neutron scattering data manipulation software package [223]. The data was then corrected for 
instrumental background, the measured transmission, sample volume and detector efficiency [224]. A 
perdeuterated /protonated polystyrene blend was used as a calibrant in order to determine measures of the 
absolute scattered intensity (𝐼(𝑄)) to within ± 5 % [225] as shown in Figure 5.12. This procedure also 
gives an indirect check on the 𝑄 scale (through measurement of the polymer radius-of-gyration). In order 
to aid in the visualisation of the data, the distributions of samples H and C have been offset by factors 
of 5 and 25, respectively in Figure 5.12. 
 
Figure 5.12. Intensity against wavevector for the three samples. In order to reduce the overlap 
between distributions samples H and C have been scaled by 𝟓 and 𝟐𝟓, respectively. The power law 
fitting is included and the error bars indicate the standard deviation of each point. 
The three curves show broadly similar behaviour with a power law response at low 𝑄 (i.e. 𝐼(𝑄) ∝
 𝑄−𝑘) and fitting was performed on each of the three data sets in order to quantitatively describe the 
differences observed. The as-machined (A), heat-treated (H) and crept (C) samples were found to have 
power law exponents of 3.3, 3.2 and 3.7, respectively. Variations in the power law exponent can be 
indicative of differences in void shape, interface behaviour or larger (microscale) phenomena and are 
discussed in more detail in § 5.3.3 [226]. 
Examination of the three scattering profiles reveals a number of peak type features overlying the 
power law distributions. These may be indicative of the spherical shape of the voids [227], however 
close inspection reveal that the confidence bounds of the associated data points are typically larger than 
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the offsets observed. The only exception to this behaviour is observed at intermediate wavevector 
values (𝑄 = 0.08 − 0.17 Å−1) within samples H and C as shown in Figures 5.12 and 5.13.  
 
Figure 5.13. Intensity against wavevector in showing the peak fitting applied to the data sets. In 
order to reduce data overlap the heat-treated (H) and crept (C) data has been offset by 𝟎. 𝟎𝟏 
and 𝟎. 𝟎𝟐, respectively. The error bars indicate the standard deviation of each data point. 
In order to provide quantitative comparison between the three profiles at the location of interest, 
Gaussian peak least squares fitting was performed using Equation 2.2. The relationship between the real 
space and reciprocal space dimensions (Equation 2.11) was then used to convert these descriptors into 
the associated void dimensions and the results of this analysis are given in Table 5.1.  
Table 5.1. Parameter descriptors of peak centres and widths observed in the intensity vs 
wavevector plots. The void diameter (𝒅) associated with each peak has also been included. 
Sample 𝛼 𝛽 (Å−1)  𝑠 (Å−1) 𝑑 (nm) 
As-machined (A) 0.004 0.125 0.010 10.0 
Heat-treated (H) 0.021 0.125 0.057 10.0 
Crept (C) 0.027 0.111 0.063 11.3 
Examination of the Gaussian fitting applied to sample (A) reveals that the peak intensity is the same 
order of magnitude as the standard deviation of each data point. This suggests that this peak is not 
statistically significant in comparison with the underlying background noise and therefore limited 
conclusions can be drawn from this fit. 
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The peak fitting analysis revealed that the average void diameter associated with the heat-treated 
sample (H) was smaller than in the crept sample (C) with the nominal sizes of 10.0 nm and 11.3 nm, 
respectively. The two peaks were also found to have different intensities, with the crept sample (C) 
demonstrating a peak height 28 % higher than the heat-treated sample (H). The width of the two peaks 
was also found to differ, with the crept sample (C) showing a broader distribution of void sizes (𝑠 values 
equal to 0.057 Å−1 and 0.063 Å−1 for H and C, respectively). Further explanation of the likely origins of 
these differences are provided in § 5.3.3. 
Micrograph Analysis 
Examination of the SEM images collected from the porcelain cross section revealed that relatively 
low numbers (< 50) of microscale voids were observed in all the samples. The average void diameter 
and standard deviations of these measurements were 4.0 ± 0.6 μm, 3.1 ± 0.5 μm, and 5.8 ± 1.3 μm for 
the as-machined (A), heat-treated (H) and crept (C) samples, respectively. It is interesting to note that 
heat treatment appears to lead to a reduction in average void size and that creep results in a moderate 
increase. However, the limited number of micro-voids that could be examined in this study limits any 
firm conclusions that can be reliably drawn on the impact of these processes on the void distribution at 
this length scale. The primary conclusion from this analysis is that a random distribution of voids is 
present prior to creep. These voids have a number density of ≈ 4.3 μm−2 and diameters covering the 
range from 1 − 20 μm with an average of ≈ 4 μm. 
In order to quantify the number and size of each of the particles within the TEM images, the 
‘analyse particles’ subroutine within the image processing software ImageJ was used [228]. A minimum 
linear dimension threshold of 4 pixels (1.3 nm) was applied during processing. The outputs from this 
analysis include the area, perimeter, orientation and aspect ratio (maximum / minimum dimension) of 
each particle. The total number of particles identified was 37, 295 and 1,805 which corresponds to 
number densities of 1.61 μm−2, 25.4 μm−2 and  98.6 μm−2 for sample A, H and C, respectively. 
The examination of the orientation distribution revealed that no clear preferred direction could be 
found. A broad range of particle aspect ratios were also observed in all samples, covering the range 
from 1 − 15. The mean aspect ratio of all particles (1.77) was found to be influenced greatly by large 
values and therefore the median (1.366) and mode (1.094) were found to be more representative. This 
analysis suggests that most voids are close to spherical, with a few outliers. 
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In order to obtain a representative value for the diameter of each particle the nominal diameter 𝑑𝑛 
was determined based on the cross-sectional area 𝐴: 
 𝑑𝑛 = 2√
𝐴
𝜋
. (5.5) 
This data was next discretised into one hundred bins 1.3 nm-wide each and normalised by dividing each 
data set by the cross-sectional area over which imaging was successfully performed (22.9 μm2, 
11.6 μm2 and 18.3 μm2 for samples A, H and C, respectively) to produce histograms of number per 
μm2 against 𝑑𝑛 as shown in Figure 5.14. Examination of these distributions revealed that they follow 
approximately log-normal variation of the form: 
 
𝐿(𝑑𝑛) =
𝜅𝜉
𝑑𝑛𝜚√2𝜋
𝑒
−
(ln(
𝑑𝑛
𝜉
)−𝜇)
2
2𝜚2 , 
(5.6) 
where 𝜇 and 𝜚 are the location and variance parameters, respectively and 𝜅 and 𝜉 are the vertical and 
horizontal scaling parameters respectively. The 𝜅 scaling parameter is necessary to accommodate for the 
fact that these profiles are not probability density functions and therefore the area under the curve does 
not sum to 1. The 𝜉 scaling factor scales the data in the horizontal direction in order to account for the 
differences between the void mode sizes.  
 
Figure 5.14. Histogram of void numbers per 𝛍𝐦𝟐 against nominal diameter. The least squares log-
normal fits of each curve are also shown. 
Least squares fitting of the log-normal distribution to the three data sets was performed in order to 
evaluate 𝜇, 𝜚, 𝜅 and 𝜉. These parameters can then be used to provide descriptors of the data set including 
the arithmetic mean ?̅?[𝑑𝑛] and median Med[𝑑𝑛]: 
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?̅?[𝑑𝑛] = 𝜉𝑒𝜇+
𝜚2
2 , 
Med[𝑑𝑛] = 𝜉𝑒𝜇 . 
(5.7) 
(5.8) 
These measures provide information on the average void diameter. To gain insight into the 
characteristics of the ‘tail’ of the distribution, the skewness of each data set can be obtained from: 
 𝑆𝑘𝑒𝑤[𝑑𝑛] = (𝑒𝜚
2
+ 2)√𝑒𝜚
2
− 1. (5.9) 
Larger values of skew are indicative of void growth and therefore provide quantitative descriptors of this 
behaviour. The tabulated results of all statistical measures and fitted parameters are given in Table 5.2. 
Table 5.2. Log-normal parameter descriptors and associated statistical measures of the void 
distribution histograms obtained from TEM analysis of samples A, H and C. 
Sample 𝜚 (μm) 𝜇 (μm) 𝜅 𝜉 ?̅? (nm) 𝑀𝑒𝑑 (nm) 𝑆𝑘𝑒𝑤 
As-machined (A) 0.39 0.11 0.0940 0.022 27.1 24.8  1.27 
Heat-treated (H) 0.43 0.15 2.90 0.008 10.2 9.3 1.43 
Crept (C) 0.61 0.19 108 0.008 11.6 9.7 2.35 
For the three data sets large variations were observed between the maximum values of the void 
number per μm2, 𝑁𝑚𝑎𝑥. This effect is reflected in the relative values of 𝜅, however also presents 
difficulties when visibly comparing the distributions obtained from the three samples as shown in Figure 
5.14. In order to overcome this limitation, a normalised version of the data was replotted in which each 
dataset was divided by the corresponding value of 𝑁𝑚𝑎𝑥 as shown in Figure 5.15. In this figure the peak 
centre and the characteristics of the distribution “tail” of the three data sets can be more clearly observed. 
 
Figure 5.15. A histogram of normalised void numbers per 𝛍𝐦𝟐 against nominal diameter.  
  
131 
5.3.3. Discussion 
Examination of the body of characterisation data reveals that statistically significant differences 
have been detected between the as-machined (A), heat-treated (H) and crept (C) samples using both 
SANS and TEM analysis. It is important to reiterate at this stage that the gauge volumes of these two 
techniques were different, and therefore a degree of difference in the observation is to be expected. In the 
case of TEM analysis, the lamella was extracted from the centre of the sample at the exact location where 
creep-induced necking was observed. Neutron diffraction, on the other hand, was performed to provide 
insight into the bulk characteristics of the three samples, and therefore is a technique that delivers 
measurements with lower spatial resolution, but with increased statistical averaging. The presence of 
necking in the crept sample (C) indicates that the deformation response was induced within a subsection 
of the gauge volume and it is therefore perhaps unsurprising that after averaging over neighbouring 
regions, the changes detected in the neutron scattering data are more subtle. 
Void Numbers 
Examination of Figure 5.14 indicates that large variations in the number of voids were detected in 
the TEM study. The total number of voids per unit area was found to be 1.61 μm−2, 25.4 μm−2 and 
98.6 μm−2 for samples A, H and C, respectively.  
The regions of increased intensity as a function of neutron scattering wavevector correspond to the 
length scales for which consistent periodic variation is observed in the number of scattering features, 
such as interfaces or regions of high gradient of density. The average void sizes observed in the TEM 
analysis (10 − 30 nm diameter) correspond to 𝑄 values in the range 0.08 − 0.12 Å−1. Examination of 
this region in the three scattering profiles reveals that the two strongest scattering peaks are observed at 
this location in the heat-treated (H) and crept (C) samples. Peak fitting of these profiles has revealed that 
the crept data shows a 28% increase in the scattering response over that observed in the heat-treated 
sample (H). In the case of the as-machined sample (A), no clear peaks are observed in this region, 
suggesting that the number of voids in this sample cannot be detected by SANS. This trend in the 
increasing scattering response matches the relative void numbers obtained by TEM analysis, indicating 
consistency between both techniques.  
The absence of grain boundaries in amorphous materials means that creep-induced void nucleation 
is primarily driven by vacancy condensation [229]. The thermodynamic origins of this phenomenon have 
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been the focus of several studies, and a number of constitutive models have been proposed to describe 
this response observed [230-233]. Typically these models show a negative exponential dependence upon 
the inverse of temperature. Therefore at higher temperatures, void nucleation occurs at a faster rate. The 
void nucleation rate stress dependence in these models is either linear or proportional to the negative 
exponential of the inverse square of stress, demonstrating that larger numbers of voids are expected to 
initiate at higher stresses. 
Although the limited number of samples examined in this study is insufficient to perform model 
matching or quantitative assessment of these relationships, the void numbers determined experimentally 
do match the relationships previously published. The largest number of voids was found in the crept 
sample (C) which was exposed to the highest temperature and stress combination, and the smallest 
number of voids was observed in the as-machined sample (A). 
Void Size Distribution 
The void size distributions obtained through TEM analysis are well matched by the log-normal 
fitting. This distribution is widely observed in particles sizes and other natural phenomena, and occurs as 
a result of Gibrat’s law which indicates systems in which relative growth rates are independent of size 
[234]. This suggests that over the length scales examined in this TEM analysis, the proportional void 
growth rate in porcelain is close to being uniform irrespective of the current diameter. This result is 
perhaps surprising as below a certain threshold it is generally more energetically favourable for voids to 
reduce in size and ultimately annihilate [235]. However, it may simply be the case that for this system 
this threshold is below the length scale resolved by TEM analysis. 
Examination of the mean and median void sizes obtained by TEM analysis reveals that these 
measures are similar for the heat-treated (H) (?̅? = 10.2 nm and Med = 9.3 nm) and crept (C) (?̅? =
11.6 nm and Med = 9.7 nm) samples. In contrast to this behaviour, the mean and median size of the as-
machined sample (A) are approximately 2 − 3 times larger (?̅? = 27.1 and Med = 24.8). Despite the 
limited number of voids observed in the as-machined sample (A), this significant difference indicates 
that the thermal processing conditions applied during manufacture were distinct from those applied 
during this study. In the case of the heat-treated (H) and crept (C) samples, the similarities in response 
indicate that the average void size is dominated by the 750℃ hold and that a stress of 100 MPa has a 
limited impact on this aspect of behaviour. 
  
133 
In contrast to the average void size behaviour, the skewness of the as-machined (A) (1.27) and 
heat-treated (H) (1.43) void distributions are similar, while the skewness of the crept (C) sample is 
almost twice as large (2.35). This indicates that in the case of the crept sample (C), the ‘tail’ 
characteristics are more dominant than for the other two specimens. This behaviour is evident in the 
creep distribution shown in Figure 5.15 for which relatively large numbers of voids can still be seen at 
large values of 𝑑𝑛. This distinct difference in the void distribution profiles suggests that the application 
of stress increases larger diameter void growth in porcelain.  
In terms of SANS behaviour, the average size of a particular phenomenon is indicated by the peak 
centre position on the intensity against wave vector plot. In the case of the as-machined (A) sample, there 
is a lack of clear peaks in the scattering data, and therefore no insight can be obtained into this measure.  
In contrast, peak fitting applied to the heat-treated (H) and crept (C) SANS results indicates the presence 
of voids of nominal diameters of 10.0 nm and 11.3 nm, respectively. Comparison of these diameters 
with the TEM analysis indicates similar behaviour in both the heat-treated (H) (10.2 nm) and crept (C) 
samples (11.6 nm).  
Insight into the distributions of voids within the sample can either be derived from the presence of 
multiple peaks or through peak broadening, with wider peaks indicating a larger variation in the nominal 
size of scattering medium. The standard deviation measures obtained from the Gaussian peak fitting 
analysis reveals that the crept sample (C) shows a broader distribution (0.063 Å−1) than the heat-treated 
sample (H) (0.057 Å−1). This is consistent with the larger values of skew observed in the TEM analysis 
of the crept sample (C) data. 
In order to provide a more rigorous understanding of the variations in void size and distribution 
observed, the underlying relationships which drive this behaviour can be considered. Thermodynamic 
analysis of the impact of temperature on creep reveals that higher temperatures induce larger diameter 
voids within a broad range of ductile materials [236], as well as in the primary constituent of porcelain, 
silica [237].  This suggests that the large average void size in sample A is indicative of a manufacturing 
temperature greater than the 750℃ applied to samples H and C. Although the exact manufacturing 
conditions of Vitablocs are confidential, details have been published for similar dental porcelain ingots 
[17]. This method is based on melting the porcelain at temperatures above 1,000℃ (the exact 
temperature is not revealed) and then applying compressive pressure during cooling to reduce the build-
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up of pores. This high temperature process correlates well with the average pore size and low numbers of 
pores observed in sample A. 
The wider distribution of void sizes observed in the crept sample (C) can also be explained through 
the underlying thermodynamics of optimal void sizes. As in the case of the heat-treated sample (H), the 
dominating influence on void size behaviour in the crept sample (C) is temperature.  However the 
application of stress induces a small increase in growth rate which acts preferentially on larger pores. 
This generates a larger number of larger pores and results in a broader and more skewed void size 
distribution. As well as initially accommodating the increased strain energy applied to the crept sample 
(C), analysis has shown that broader void distributions of this type result in a more ductile material (for 
the same void volume fraction) which is better able to accommodate deformation induced by creep [238].  
Void Shape and Interface Behaviour 
In order to gain insight into the shape and interface behaviour of the nanoscale voiding, detailed 
examination of the TEM images collected from each of the samples can be performed (Figure 5.11). In 
sample A this visual study reveals that within the limited number of voids in the sample, most voids are 
close to spherical in shape, and there is no obvious void grouping. Examination of the edge of the voids 
reveals a lack of distinct boundary layer which suggests that the interface of the void is sharp.  
Although the heat-treated sample (H) contains a larger number of voids, most of them remain close 
to spherical in shape, and limited void clustering is observed. The main difference between this void type 
and that observed in sample A is the presence of a distinct boundary layer at void edges. This suggests 
that the interface between the void and bulk material is thicker for this sample.  
Examination of the TEM image collected from the crept sample (C) reveals that although the voids 
are larger in number, the average void shape remains close to spherical. Similar to the heat-treated 
sample (H), distinct boundary layers can be observed at the edge of the void, suggesting a thicker 
interface than that observed in sample A. The distinguishing feature of the crept sample (C) is the void 
clustering behaviour observed. 
In the context of SANS, the impact of void shape and interface behaviour is indicated by the 
underlying distribution of intensity against wavevector. Typically power law fitting is used to give a 
numerical descriptor of this behaviour [80] and this approach has previously been successfully applied to 
study voiding behaviour in silica [239]. In the present study the power law exponents for the three 
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samples were found to be 3.3, 3.2 and 3.7 for the as-machined (A), heat-treated (H) and crept (C) 
samples, respectively. These values suggest that the behaviour of the crept sample (C) is distinct from the 
other two specimens however care must be taken when interpreting these results, as multiple structural 
features are known to influence this parameter.  
Variation in the average shape and connectivity of voids is known to influence the power law 
exponent, in the case of a dispersion of voids with limited connectivity, larger exponents indicate a more 
spherical void geometry [226]. However, as previously mentioned, visual examination of the TEM 
images reveals that the average void shape is very similar for the three samples. This conclusion is 
further validated by the average aspect ratios obtained from particle analysis which were found to be 
1.08, 1.10 and 1.09 for the as-machined (A), heat-treated (H) and crept (C) samples, respectively. This 
suggests that the differences in power exponents observed are not a consequence of void shape changes. 
A second variable which is known to affect the power law exponents is the sharpness of the void-to-
bulk interface, with the more gradual/diffuse transitions being associated with smaller power law 
exponents in the range 3 − 4 [226]. In TEM, images with sharper transitions correspond to more distinct 
interfaces between the void and the surrounding bulk material. Within the three porcelain samples it can 
be seen that the heat-treated (H) and crept (C) specimens have noticeably thicker diffuse interfaces and 
therefore that the power law exponent associated with these two samples (3.2 and 3.7) should be smaller 
than the as-machined (A) (3.3). This contradiction between the results of TEM and SANS analysis 
suggests that that there is another effect which dominates the SANS power law exponent response. One 
potential explanation is the microscale voiding observed using SEM analysis. 
In order to consider the origins of the dark interfaces observed at the edges of the voids in the heat-
treated (H) and crept (C) samples it is necessary to consider the fundamentals of TEM imaging [240]. A 
region containing a void has a reduced number of atoms interacting with the incident electron beam and 
therefore should appear lighter in a light field TEM image. In contrast to this, regions of increased 
disorder may interact more with the incident beam and therefore appear darker. In the case of a void 
surrounded by a region of increased disorder, a dark boundary layer is observed surrounding a lighter 
central region [241]. In some cases, after travelling through the two disordered layers (top and bottom of 
the void), the scattering is such that the overall greyscale value is darker than neighbouring regions 
[242]. These regions of high disorder have previously been observed at the void interfaces of other types 
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of silica [56] and similar features were observed during TEM analysis of the YPSZ-porcelain interface as 
outlined in more detail in § 7.3. 
Consideration must also be given to the void coalescence response which was observed only in the 
crept sample (C). Typically this clustering behaviour is considered to be energetically favourable at 
either a critical void growth rate or critical void volume fraction [243, 244]. The crept sample (C) has a 
higher volume fraction and growth rate than the other two samples, and therefore may have surpassed 
this threshold. The absence of clear void clustering or coalescing in dental porcelain which was exposed 
to similar stresses and temperatures but for a shorter time period (at the YPSZ-porcelain interface) 
suggests that the critical parameter may be void fraction rather than growth rate. One factor which 
remains unclear about the void clustering behaviour is why multiple voids are present rather than single 
large voids which typically have a lower surface energy penalty. The reason for this may simply be 
associated with the time taken for mass transport to remove these connections and similar arrangements 
have previously been observed in simulations of void coalescence [245]. 
5.4. Conclusions 
5.4.1. Secondary Creep Rate Quantification 
In order to facilitate tensile creep analysis of this feldspathic porcelain, a new tensile creep rate 
testing procedure has been developed which is capable of analysing very small samples of ceramic 
material. This approach was based on maximising the creep rate information obtained from a single 
sample and therefore necessitated very careful control over creep induced damage in the material.  
Despite these challenges, the reasonable confidence intervals and realistic estimates of strain rate 
parameters provided by this study suggest that this experimental approach is reliable and effective. This 
approach therefore has the potential for use in creep rate studies of small ceramic samples or those in 
which conventional machining approaches have proven difficult. 
The tensile secondary creep rate parameters of a dental feldspathic porcelain have been quantified in 
the temperature range of 650 − 800⁰C and stress range of 50 − 125 MPa. The values of activation 
energy at each of the stresses was found to be consistent to within the 95% confidence intervals of these 
parameters and the average value was determined to be 𝑄 =  243.0 ± 3.1 kJmol−1. Similar consistency 
was observed within the 95% confidence limits of the stress exponent at each temperature, and the 
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average value was found to be ?̅? = 1.32 ± 0.08. These values were found to compare well with 
literature values quantified through compressive creep, and in tensile studies of similar materials.   
5.4.2. Creep Induced Nanovoiding Analysis 
Examination of the nanovoiding response has demonstrated clear distinctions between the as-
machined, heat treated and crept samples. The results of SANS and TEM characterisation have been 
shown to be generally consistent in terms of nanoscale void numbers, distribution and average size. 
Furthermore, the outcomes of the limited microscale void analysis also indicate some variation at this 
length scale. 
These results demonstrate that a thermal dwell is sufficient to induce nanovoiding in porcelain. This 
explains the limited sintering associated with porcelain veneers of maximum mechanical strength. The 
application of stress during heat treatment has also been shown to increase void nucleation rates and 
growth rates in porcelain. This would therefore suggest that the band of nanovoiding observed at the 
YPSZ-porcelain interface (where high magnitude residual stresses are known to be present) is likely to 
be associated with creep in this material. Based on this insight, the minimisation of near interface 
porcelain creep through modified heat treatment and control of residual stresses has the potential to 
improve near-interface mechanical properties of porcelain and thereby reduce prosthesis failure rates. 
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6. Microscale Residual Stress and Phase Analysis of the 
YPSZ-Porcelain Interface 
6.1. Introduction and Motivation 
Microscale variations in residual stress and YPSZ phase composition are known to affect the failure 
of the YPSZ-porcelain interface [29]. However, a very limited number of analytical studies have been 
performed to characterise this variation: nanoindentation has been used to assess the average in-plane 
variation of residual stress [33, 34] and more recently the ring-core FIB milling residual stress analysis 
technique has been applied at features of interest and at a spacing of ≈ 0.5 mm [35]. Raman 
spectroscopy has also been applied to analyse phase and stress within a microscale near-interface region 
[14]. Although providing local insight, these studies have failed to simultaneously characterise the 
variation in phase composition and stress state, in order to facilitate firm conclusions regarding the 
interaction between these effects. In this chapter, a comprehensive multi-technique assessment has been 
carried out across a representative cross-section in order to improve understanding of this behaviour. 
In § 6.2, analysis of the residual strain variation within the amorphous porcelain veneer has been 
performed using a new technique based on PDF analysis of the diffuse X-ray diffraction patterns from a 
prosthesis cross-section. This approach is based on the strain induced PDF peak shifting behaviour 
recently identified by Huang et al. [87] and has provided unique insight into strain accommodation in 
amorphous substrates. A journal article has recently been submitted on this topic [246].  
Insight into the crystallographic phase and lattice strain variation of the YPSZ was provided by 
transmission X-ray powder diffraction of a thin (115 μm) prosthesis cross section at an incremental step 
size of 2.8 μm in § 6.3. Raman spectroscopy was performed at the same location in order to provide 
cross-validation of the phase and mechanical state at a step size of 1 μm in § 6.4. 
Residual stress analysis has been performed across both YPSZ and the porcelain veneer using both 
the sequential ring-core and parallel FIB milling and DIC techniques in § 6.5. This analysis provided 
insight into the principal stress orientations and magnitudes as a function of distance across the interface 
at an incremental step size of 50 μm, as well as high resolution (4 μm) insight into the residual stress 
variation in the near-interface (< 36 μm) YPSZ. 
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The results of this analysis have served as inputs for analytical modelling of the macroscale residual 
stresses induced by CTE mismatch during veneering and YPSZ sintering in §6.6. A boundary layer 
eigenstrain gradient transformation plasticity model of the YPSZ-porcelain interface is also presented in 
this section. A journal article combining all of these results is currently under review [247]. 
6.1.1. Sample Preparation 
The incisal dental prosthesis examined in this study was produced by the Specialist Dental Group, 
Singapore, using the manufacturing routine outlined in § 1.1. In order to facilitate spatially resolved X-
ray mapping, the completed prosthesis was mounted in a two part epoxy and sectioned such that at the 
location of interest the YPSZ-porcelain interface was perpendicular to the cross-section surface, as 
shown in Figure 6.1. In order to minimise the residual stresses induced during sample preparation, a 
Buehler Isomet Diamond Saw was used to perform gentle sectioning.  
 
Figure 6.1.  Schematic diagram of prosthesis cross section. The insert shows the relative positions 
of the PDF, XRD and Raman spectroscopy mapping regions, as well as that of the sequential and 
parallel ring-core FIB milling. 
In the case of transmission X-ray diffraction analysis, the sample thickness needs to be carefully 
selected based on the material of interest (YPSZ or porcelain) and the energy of the incident X-ray 
radiation. This is a balance between minimising X-ray absorption from the sample, on the one hand, and 
maximising X-ray scattering behaviour, on the other. In the PDF analysis of porcelain (in § 6.2), the 
incident radiation was selected to have an energy of 76 keV and therefore the optimum sample thickness 
was determined to be 2 mm. In contrast, for the XRD experiment of YPSZ (in § 6.3) an incident beam 
energy of 17.9 keV was selected. The high absorption coefficient of zirconium resulted in an optimum 
sample thickness of 115 μm for this experiment. 
Based on this analysis, the prosthesis sample was initially sectioned to a thickness of ≈ 2.5 mm. A 
multi-stage diamond grit and colloidal silica polishing routine was then applied to each side of the 
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sample in order to minimise the zone affected by sample preparation to a sub-micron region and to thin 
the sample to 2 mm. X-ray mapping was then performed on porcelain veneer at the location shown in 
Figure 6.1. In order to facilitate XRD of the YPSZ, further diamond and colloidal silica polishing was 
next applied to reduce the sample thickness to 115 μm (as outlined in detail in § 6.3). Following this 
process, the sample was mounted onto an SEM stub using silver paint and Raman spectroscopy was 
performed at the same locations as the XRD. The sequential and parallel FIB milling and DIC 
approaches were then performed to cross-validate the residual stress variation in YPSZ and porcelain. 
6.2. Pair Distribution Function Analysis for Strain Quantification 
As outlined in detail in § 2.2, micro-focused synchrotron X-ray diffraction has become well 
established as one of the most suitable techniques for microscale structural analysis and residual strain 
quantification [248]. The regularly spaced structure of atomic planes within crystalline materials 
produces sharp X-ray diffraction patterns which form a convenient and precise basis for the XRD lattice 
strain quantification approach [249]. Amorphous materials such as porcelain produce diffraction patterns 
with broad and diffuse peaks which, despite containing large amounts of structural information, cannot 
be analysed for strain in the same manner [250]. In order to extract local structure information, 
diffraction data collected over a sufficient momentum transfer range can, after careful correction and 
background subtraction, be Fourier transformed to give the Pair Distribution Function (PDF)  [251]. 
These representations of the probability of finding an atom at a particular interatomic radial distance 
characterise the average distribution of atoms within the amorphous material and recent studies have 
demonstrated that the application of macro-strain induces peak shifting within these profiles [86, 252]. 
Further, the relationship between peak centre and applied strain has recently been shown to be linear for 
some amorphous materials [87]. 
Using this insight as a formal basis, it can be seen that by characterising the influence of 
macroscopic strain on the PDF pattern of an amorphous material, the unknown residual strain can be 
determined at a particular point within a sample by PDF quantification. In the analysis which follows, 4-
point bending was used to impose a well-characterised strain distribution within porcelain, and the 
impact on the resulting PDF strain distributions was assessed. This provided insight into the fundamental 
atomic scale response of porcelain, and hence facilitated residual strain profiling within a porcelain 
dental veneer of a YPSZ coping using X-ray scanning and PDF analysis. 
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6.2.1. Materials and Methods  
As outlined in § 1.4, dental porcelain such as IPS e.max Ceram are supplied as powders which are 
then applied as aqueous slurry and fired to build up millimetre thick multiple layer veneers. It is therefore 
difficult to produce representative samples of this material which are of sufficient thickness to enable in 
situ 4-point loading. In a similar approach to that implemented in Chapter 5, the decision was therefore 
made to use Cerec Vitablocs Mark II ingots [49] to produce the mechanical test specimen for this study. 
As previously highlighted, the composition of Vitablocs is very similar to that of IPS e.max Ceram, and 
it was hoped that the impact of strain on the PDF distributions of both materials would be sufficiently 
similar as to enable direct comparison.  
A cuboidal four-point bending specimen was manufactured from an I14 Vitabloc using a Buehler 
Isomet Diamond Saw. This process was followed by diamond polishing of the surfaces, in order to 
reduce the impact of any residual stresses induced during sectioning. The uniform crack-free surfaces 
resulting from this process also minimised any localised stress concentrations during loading. The 
dimensions of the completed sample were 2.00 × 1.03 × 15.8 mm3. For the X-ray scattering experiment 
the through-beam thickness was selected as 2 mm in order to match the prosthesis slice thickness and to 
maximise the intensity of the diffracted signal. 
X-ray scattering data was collected at beamline I15 at Diamond Light Source, UK, using an X-ray 
energy of 76 keV and a collimated beam with a circular cross-section and diameter of 70 μm. A Perkin 
Elmer flat panel 1621 EN area detector was placed 262 mm downstream from the sample in a 
transmission geometry. The high X-ray energy and the short sample-to-detector distance allowed 
scattering data to be collected up to the maximum momentum transfer, 𝑄𝑚𝑎𝑥, of 25.1 Å
−1. Calibration of 
the sample to detector distance was performed for each type of sample using lanthanum hexaboride. 
An optical microscope was used to align the sample region of interest with the incident beam and 
translation stages were used to raster the beam interaction point. The data collection routine consisted of 
a one minute dark field data collection, which was used to correct for the detector background noise 
level, followed by a one minute data collection exposure. This sequence was repeated 12 times at each 
point on the sample in order to collect the statistics necessary to produce reliable pair distribution 
profiles. Background X-ray scattering data in the absence of the sample (flat field) was collected using 
the same data collection routine. 
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In situ four-point bending was performed on the cuboidal porcelain sample as shown in Figure 6.2 
using a Deben Microtest 200 N loading rig. The moment distribution for this arrangement can be 
determined as function of the total applied load (𝐹) and the vertical spacing between nearest loading 
points (𝐿) as shown in Figure 6.2. From this distribution the vertical stress component can also be 
determined as function of the distance from the centre of the beam (𝑥) and the 2nd moment of area about 
the neutral axis in the bending direction (𝐼). Diffraction patterns were collected at a vertical position 
midway between the loading half cylinders. Ten data points were collected at each of the three loading 
increments (0, 10 and 20 N), at 𝑥 positions ranging from −0.45 mm to 0.45 mm in steps of 0.1 mm. 
This ensured that diffraction patterns corresponding to both nominal tensile and compressive strains (and 
the corresponding Poisson response) were collected at each loading increment. 
 
Figure 6.2. Schematic of in situ four-point loading of the cuboidal porcelain sample. The incident 
beam direction is into the page. The moment and stress distributions in the vertical direction are 
illustrated to the right of the diagram. 
Transmission X-ray scattering data was collected across the porcelain veneer of the 2 mm 
prosthesis cross section shown at the location shown in Figure 6.1. The position of the line scan was 
selected to be within a region where the YPSZ-porcelain interface was uniform in the through-beam 
direction and also to be far from the boundaries of the prosthesis, to reduce the impact of curvature and 
surface relief effects in these areas. A line scan was then performed from the YPSZ-porcelain interface to 
the edge of the veneer in increments of 70 μm. Thirteen points, covering a total distance of 0.91 mm, 
were successfully collected from within this region. The full veneer thickness of the porcelain at this 
location was found to be 0.925 mm, as measured from Scanning Electron Microscopy (SEM) images. 
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However, surface effects and the reduced scattering intensity meant the diffraction patterns at either end 
of the line scan could not be reliably converted to PDF data of the quality necessary for further analysis. 
6.2.2. Theory and Calculation 
The 2D X-ray scattering data was initially processed using the software package DAWN [253] to 
give 1D scattering data. Small intense spots were observed, which was attributed to crystalline phases in 
both the porcelain veneer and 4-point bending specimen. Rietveld refinement was used to estimate the 
volume fraction of this material, which was determined to be < 1% for both porcelain types [254]. In 
order to reduce the impact of these phases on the resulting PDF data, these spots were masked using the 
tools available within DAWN. The twelve sets of data collected at each point were then averaged. The 
combination of masking and averaging was sufficient to ensure that contribution from the minority 
crystalline phases was minimised. In order to resolve the horizontal and vertical strain components 
obtained through amorphous diffraction, azimuthal integration of the resulting 2D data was performed 
over 30˚ sectors as shown in Figure 6.3. Averaging of the distributions around the horizontal direction 
(−15° to 15° and 165° to 195°) and the vertical direction (75° to 105° and 255° to 285°) was 
performed to give equivalent 1D distributions representative of each orientation.  
 
Figure 6.3 Schematic diagram indicating the ranges of angles over which azimuthal 
integration was performed. 
The segmented 1D scattering data from DAWN was further processed using the computer program 
Gudrun [255]. The data was corrected for background, Compton and multiple scattering, as well as beam 
attenuation by the sample mounting arrangement to produce the normalised total scattering 
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function, 𝑆(𝑄). The total scattering function was then Fourier transformed to produce the PDF in the 
form of function 𝐺(𝑟) using Equation 2.13, as defined by Keen [256]. 
The pair distribution function, 𝐺(𝑟), is a quantitative histogram of interatomic distances between a 
pair of atoms, and the area of the peaks are related to the coordination of the atoms [84]. The PDF can 
therefore give structural information about the atomic bonding environment for both amorphous and 
crystalline substrates. Even in the absence of a complete structural model, deviations in the PDF peak 
positions and intensities provide quantitative indication of the alteration in the local structural lengths 
within the material. A typical PDF for this type of dental porcelain is shown in Figure 6.4a.  
 
Figure 6.4. a) PDF distribution of porcelain. Peak centre positions are shown as functions of 
macroscopic strain for peaks with b) a strong correlation with applied strain (𝑹 = 𝟎. 𝟖𝟖), c) an 
intermediate level of correlation (𝑹 = 𝟎. 𝟒𝟗) and d) no correlation (𝑹 = 𝟎. 𝟎𝟑). 
Previous studies of the influence of strain on 𝐺(𝑟) have revealed that PDF peak shifts can be 
induced by external loading in amorphous materials [87]. This behaviour can be considered to be 
analogous to the Bragg peak shifting response observed in crystalline materials under applied strain 
[257]. In the case of Bragg diffraction, X-ray powder diffraction produces Debye-Scherrer rings that 
correspond to 1D profiles with sharp, clearly defined peaks after azimuthal integration. These peaks can 
be individually fitted to provide reliable estimates of peak centres and lattice parameters, and thereby 
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lattice strain for crystallites with a given Miller index [258]. Alternatively, full refinement of the 
diffraction pattern can be performed to provide an overall estimate of the unit cell dimensions (lattice 
parameters) of the material. This is a global minimisation problem that takes into account the peak 
centres (and shape) of multiple peaks to derive the parameter descriptors of the crystalline lattice.  
For PDF data, peak positions also change due to the local displacement of atoms under the 
application of macroscopic strain. However, not all peaks displace to the same extent: the amount of 
peak shift depends on the extension and rotation of the bonds that define the particular interatomic 
distance. The broad peak shape observed in PDF data of amorphous substances means that peak overlap, 
coupled with differences in the amount of shift between individual peaks, may reduce the certainty with 
which the centre of a single peak can be determined. Statistical noise in the collected diffraction pattern, 
particularly at high values of 𝑄 where the scattering signal is weak, may also induce aberrations in the 
peak centre position determination at lower radial distances. Typically this is not a problem as the peak 
shifts are small [259], and when matching structural models to entire patterns, this behaviour can be 
averaged out over multiple peaks  This means that an approach equivalent to single PDF peak fitting and 
the associated identification of strain is imprecise and ultimately forms an unreliable measure of strain. 
However, in order to overcome this limitation, an approach based on multiple PDF peak fitting in order 
to identify a single average measure of strain is sufficiently precise as to provide a reliable measure. This 
fundamental approach forms the basis of strain quantification in the remainder of this subsection. 
Strain Calibration 
In order to provide estimates of the macroscopic strain distribution within the porcelain veneer, the 
impact of macroscopic strain (𝜀𝑀) on the PDF profile of porcelain needs to be determined. In order to 
describe this relationship most effectively, I will begin by introducing the concept of atomic strain (𝜀𝐴) 
within amorphous materials [87]. This descriptor can be considered the equivalent of lattice strain within 
crystalline materials and is given by the expression: 
 𝜀𝐴 =
𝑟𝐶𝑒𝑛 − 𝑟0
𝑟0
, (6.1) 
where 𝑟𝐶𝑒𝑛 is the radial peak centre position and 𝑟0 is the equivalent unstrained radial peak centre, i.e. 
when the applied macroscopic strain is zero. The value of 𝑟0 for each peak is unknown prior to 
calibration and needs to be determined to enable comparison between macroscopic and atomic strains. 
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Macroscopic loading of crystalline materials will induce lattice strains dependent upon both the 
orientation within the crystal (Miller index) and the crystal stiffness in the corresponding direction. 
Lattice strains will be equal in all orientations under hydrostatic loading of an isotropic material, but will 
be different for an anisotropic crystal. The knowledge of different lattice strain responses to external 
loading can be used to provide insight into the single crystal stiffness of anisotropic materials [189].  
In contrast to this behaviour, in the case of amorphous materials, it is unclear what relationships 
exist between macroscopic and atomic level strain. Conceptually this relationship must tend towards a 
1:1 relationship at large interatomic positions, while at small length scales deviations may be observed 
due to the effect of stiffness of specific bonds. However, the distances over which these two effects 
dominate, and their relative magnitudes for a particular amorphous material depend on the number and 
strength of the bonds and the interatomic distances corresponding to a given peak. Pre-assessment of this 
behaviour is not possible in absence of a complete structural model. 
Therefore, in order to establish the relationships between atomic and macroscopic strains required 
for strain quantification, the nature and magnitude of the relationship between peak centre and applied 
strain needs to be determined for each peak. It is clear that the broad spectrum of elements and 
amorphous nature of porcelain will result in not only peak shifting, but also changes in peak shape and 
interference between neighbouring peaks. Care therefore needs to be taken to identify those peaks which 
show the strongest correlation between applied load and peak centre position. 
Least squares Gaussian peak fitting was applied to each of the 39 distinguishable peaks within the 
PDF radial distribution function (to a radial distance of ≈ 38 Å) in order to determine the peak centre and 
associated confidence interval at each position. Scatter plots were produced which showed the correlation 
between macroscopic strain and peak centre position for each of the peaks. Some peaks were found to 
give rise to the correlation coefficient (𝑅) values close to 1 (a strong correlation, as shown in Figure 
6.4b), while others showed intermediate levels of correlation (as shown in Figure 6.4c) or very little 
correlation (Figure 6.4d). Only those peaks with a strong level of correlation (correlation coefficient 
value greater than ≈ 2/3) were selected for the remainder of the analysis. This gave 18 peaks within the 
data set, covering 𝑟 values in the range 1.64 − 37.84 Å.  
In order to determine the relationship between the peak centre and macroscopic strain (𝜀𝑀) at each 
position, least squares fitting of the remaining data sets were performed using the expression: 
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 𝑟𝐶𝑒𝑛 = ?̅?𝜀𝑀 + 𝑟0, (6.2) 
where ?̅? is the coefficient relating the peak centre to the applied macroscopic strain, and the axis 
intercept 𝑟0 corresponds to the peak centre at which there is no macroscopic strain. During this linear 
fitting process the relative uncertainty of each peak centre value was accommodated by applying a 
weighting factor equal to the inverse of the standard deviation obtained from peak fitting at each point. 
The standard deviations for ?̅? and 𝑟0, 𝜎?̅? and 𝜎𝑟0 respectively, were also determined.  
Rearrangement of Equation 2 and substitution into Equation 1 reveals that the relationship between 
atomic and macroscopic strain can be written as: 
 𝜀𝐴 =
?̅?
𝑟0
𝜀𝑀 = ?̅?𝜀𝑀. (6.3) 
Here ?̅? is the constant of proportionality between the two measures of strain. For peaks at large radial 
distances the value of atomic strain must tend towards that of macroscopic strain, and therefore it is 
expected that lim
𝑟→∞
?̅?(𝑟) = 1. In order to determine the confidence intervals of each value, estimates of 
the standard deviation of ?̅?, 𝜎?̅? were also obtained from the expression: 
 𝜎?̅? =
?̅?
𝑟0
√(
𝜎𝑟0
𝑟0
)
2
+ (
𝜎?̅?
?̅?
)
2
. (6.4) 
Further analysis was performed to assess the relationship between macroscopic strain and the other 
two peak fitting parameters; Gaussian peak height and width. Low correlations were observed for these 
two measures for all of the peaks assessed. 
Dental Prosthesis Analysis 
Despite the similarities in elemental composition between Vitabloc Mark II and e.max Ceram, 
differences were observed within the PDF patterns of the two materials. These differences are likely to 
be associated with minor differences in elemental composition, microstructure and processing route 
applied to the two compositions. Examination of the PDF profiles obtained from the two porcelain types 
revealed however that for small values of 𝑟, strong similarities were observed. For this reason the 
remainder of the residual strain quantification analysis was focused on the range of interatomic distances 
𝑟 ≤ 5.5 Å. Within this radial distance, seven distinct peaks were observed which correspond to the 
nearest 1st and 2nd neighbour distances, primarily between Si and O atoms. It was found that four of these 
peaks showed good correlation between macroscopic and atomic strains as shown in Table 6.1.  
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Table 6.1. Peak centre, correlation coefficient and macro-atomic strain proportionality coefficient 
for the four PDF peaks used in the porcelain veneer macroscopic strain quantification. The silica 
bonds corresponding to each peak have been identified. 
Bond 𝒓𝟎 (Å) 𝝈𝒓𝟎  (Å) ?̅? 𝝈?̅? 𝑹 
Si-O 1.65 9.31 × 10−6 0.44 5.73 × 10−2 0.88 
O-O 2.64 3.64 × 10−5 0.47 7.07 × 10−2 0.76 
Si-Si 3.10 4.44 × 10−5 0.45 9.03 × 10−2 0.79 
Si-Si / O-O * 5.11 2.17 × 10−5 0.43 8.17 × 10−2 0.90 
* The peak at 𝑟 = 5.11 corresponds to a combination of the peaks of the 2nd nearest neighbours of silicon and 
oxygen 
Gaussian peak fitting was performed on the data collected from the porcelain veneer in directions 
parallel and perpendicular to the YPSZ-porcelain interface. The peak centre 𝑟𝐶𝑒𝑛 and confidence interval 
𝜎𝑟𝐶𝑒𝑛  were obtained for each of the four peak positions given in Table 6.1. A rearranged form of 
Equation 6.2 was used to convert the peak centre positions to macroscopic strain estimates for each peak: 
 𝜀𝑀 =
𝑟𝐶𝑒𝑛 − 𝑟0
?̅?
. (6.5) 
The standard deviation of these macroscopic strain estimates were also obtained using the expression: 
 𝜎𝜀𝑀 =
√
?̅?2(𝜎𝑟𝐶𝑒𝑛
2 + 𝜎𝑟0
2 ) + (𝑟𝐶𝑒𝑛 − 𝑟0)2𝜎?̅?
2
?̅?4
 (6.6) 
In order to determine a single parallel and perpendicular strain estimate at each position, a weighted 
average of the two vertical and the two horizontal strain values (Figure 6.3) was obtained using the 
standard deviation of each estimate.  
Initial examination of the macroscopic strain estimates obtained by this analysis revealed that 
although the variation between terms seemed realistic, the magnitude of the estimates was far beyond the 
yield strain of porcelain. Similar unrealistic strain magnitude offsets of this type can be found during 
lattice strain quantification of crystalline substrates due to incorrect value of the material-dependent 
unstrained lattice parameter 𝑑ℎ𝑘𝑙
0  [75]. As highlighted in § 2.2.1 one approach applied to overcome this 
problem has been to compare the lattice strain variation with distributions obtained by other independent 
experimental techniques, for example the ring-core FIB milling and DIC approach. Adopting this 
approach, Equation 6.5 was modified to include a correction factor (ℬ) on 𝑟0: 
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 𝜀𝑀 =
𝑟𝐶𝑒𝑛 − ℬ𝑟0
?̅?
. (6.7) 
Optimisation of this scaling factor was performed by comparison with the strain estimates obtained in § 
6.5 in order to give a single value of ℬ = 0.9927 for the entire data set. This parameter may be 
indicative of the minor elemental and microstructural differences between the two porcelain types 
examined in this study, or alternatively may indicate a small (1.9 mm) offset in the sample to detector 
distance used in the two diffraction experiments. 
6.2.3. Results 
The variation of ?̅? obtained from the porcelain in situ loading experiment and corresponding 95% 
confidence intervals are shown as a function of the radial distance in Figure 6.5. Thresholding has been 
applied to the data set to leave only those peaks which show a strong correlation between macroscopic 
and atomic strain. In this plot the correlation coefficient has also been indicated by the marker colour.  
 
Figure 6.5. Constant of proportionality between atomic and macroscopic strain (?̅?) against 
interatomic distance. The correlation coefficient between atomic and macroscopic strain at each 
point (𝑹) is indicated by marker colour and error bars indicate the 95% confidence interval. 
Examination of Figure 6.5 reveals that at small radial distances (𝑟 < 5.5 Å) the atomic strain 
amounts to less than half the associated macroscopic strain, i.e. ?̅? ≈ 0.4. At larger radial distances ?̅? 
demonstrates a gradual increasing trend towards a value of 1. This means that the atomic strain measure 
tends towards the macroscopic equivalent beyond ≈ 20 Å. 
The 95% confidence intervals associated with each of the data points also appear to show a general 
increasing trend at larger radii. This decreasing certainty is likely to be associated with the reduced peak 
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heights within the PDF distribution at larger values of 𝑟. It can be seen that peaks with larger 
uncertainties typically have lower levels of atomic to macroscopic strain correlation and that ?̅? estimates 
greater than unity are only observed at data points with high uncertainties 
Strain Variation in the Porcelain Veneer 
The estimates of strain variation within the porcelain veneer obtained using PDF analysis and the 
sequential FIB milling and DIC approach (from § 6.5) are shown as a function of distance from the 
YPSZ-porcelain interface in Figure 6.6. Strains in directions parallel and perpendicular to the interface 
have been plotted separately and are shown in Figures 6.6a and 6.6b, respectively.  
 
Figure 6.6. Strain variation within the porcelain veneer as a function of distance from the 
interface. The results from PDF analysis and sequential FIB milling and DIC are shown in 
directions a) parallel and b) perpendicular to the YPSZ-porcelain interface. The distance 
measurement from the interface is negative in order to be consistent with the remainder of this 
chapter and the error bars indicate the 95% confidence intervals of each data point. 
In order to draw reliable comparisons between the strain measurements obtained, consideration of 
the gauge volumes and stress states associated with the two techniques is required. The ring-core milling 
geometry has a well-defined gauge volume which is contained within the 5 μm diameter core. This 
technique is surface based and therefore can be well approximated by plane stress conditions. 
 In the case of the PDF analysis study, the gauge volume has a cross section equal to the size of the 
incident beam ( =  70 μm) and is representative of an average through the thickness of the 
sample (2 mm). Therefore, the sampled volume contains both the near-surface region (which can be 
approximated by plane stress conditions) and the region far from the sample surface (close to plane strain 
conditions). The difference between the near-surface and through-thickness average stress states has been 
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outlined in detail in the derivation of the FIST ring-core milling analysis. A good approximation for the 
difference between plane stress and plane strain (under initially equivalent eigenstrain) is given by the 
square of Poisson’s ratio (Appendix A). This means that the maximum difference between the stress 
states measured using the two techniques is expected to be ≈ 4% [260]. 
In the case of strains in a direction parallel to the interface (Figure 6.6a), it can be seen that despite 
the differing gauge volumes, the distributions show several similar trends. The porcelain is on average in 
a state of mild tension within the first ≈ 0.4 mm from the YPSZ-porcelain interface. A periodic 
distribution with a spacing of 0.2 − 0.3 mm is then observed. This repeating pattern has maximum 
tensile strain of approximately 0.5 × 10−3 and a maximum compressive strain of ≈ 0.25 × 10−3. Mild 
compressive strains of ≈ 0.1 × 10−3 are also present within 50 − 70 μm of the edge of the sample. 
Examination of the strain distributions obtained in a direction perpendicular to the interface (Figure 
6.6b) reveals that the porcelain is predominately in a constant state of mild tension of  ≈ 0.4 × 10−3. At 
the YPSZ-porcelain interface, a single point of compressive strain is observed and at the free edge a 
region of low magnitude compressive and tensile strains are present. 
For both strain orientations it can be seen that the strain estimates obtained through PDF analysis 
are less precise than those obtained using the FIB milling and DIC approach. Despite this, the majority of 
PDF strain estimates show 95% confidence interval overlap with neighbouring FIB milling and DIC 
strain estimates, suggesting that realistic approximations of the strain state have been identified. 
6.2.4. Discussion 
Previous diffraction studies of in situ loading of amorphous materials have noted that peak shifting 
is induced in the resulting PDF data by the application of macroscopic strain [86, 87, 252]. In these 
studies the trend of increasing ?̅? values as a function of radial distance have previously been noted. 
However, limited explanation for the differing response between atomic and macroscopic strain has been 
presented beyond the fact that strain at small length scales is influenced by “interatomic rearrangements” 
[86]. While consideration of the disordered atomic structure of amorphous materials immediately rules 
out the average uniform lattice stretching response observed in crystalline materials, further investigation 
is required to improve current understanding.  
The continuum mechanics response of porcelain dictates that the macroscopic strain must be 
accommodated locally at all points within the material. Taken on its own, this material requirement is 
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incompatible with the atomic strain response of porcelain at very small radii where the bond length 
extension or nearest neighbour distance demonstrate a strain of approximately 
2
5
 of the macroscopic 
response. I therefore put forward the hypothesis that at small length scales the atomic level response is 
dominated by the only other atomic level response available, namely, bond rotation.  
Molecular Dynamic Simulations 
In order to improve the understanding of the interaction between bond extension and rotation at 
small length scales, the outstanding modelling capability of MD simulations can be exploited. In the 
following discussion, Atomistix ToolKit–Virtual NanoLab [261] has been used to model amorphous 
silica, the primary constituent of porcelain (> 65 wt. %), in order to improve understanding of the ?̅? < 1 
values observed at small radial distances (𝑟 < 20 Å). 
 
Figure 6.7. Subsection of amorphous silica MD simulation showing a random arrangement of the 
characteristic silica tetrahedral structure. Silicon atoms are indicated in yellow and oxygen atoms 
are indicated in red. 
Prior to loading simulations, an atomic arrangement representative of amorphous silica was 
required. In order to create a model for this ensemble, a large (1,728 silicon atoms and 3,456 oxygen 
atoms) unit cell of cristobalite was initially generated from the atomistic library and melted to 5000 K 
using the ATK classical calculator and the silica potential developed by Pedone et al. [262]. The initial 
velocity of the atoms was based on a 5000 K Maxwell-Boltzmann distribution and 20,000 steps were 
used in the simulation. Next, the results of this high temperature simulation were used as an input into a 
20 step incremental cooling regime using the same simulation parameters as the melting stage. During 
this cooling cycle the density of the amorphous material was monitored closely to ensure that the final 
  
153 
density of the amorphous material obtained in the simulation (2.72 gcm−3) was suitably representative 
of silica at room temperature (2.65 gcm−3 [263]). A tight bonding and annealing procedure was also 
implemented in order to minimise any residual stresses within the sample [264] and to reduce the amount 
of defects within the amorphous material to realistic levels [265]. Examination of the resulting 
amorphous atomic structure revealed a random distribution of silicon surrounded by 4 oxygen atoms in 
the characteristic tetrahedral arrangement illustrated in Figure 6.7. 
In order to simulate macroscopic straining of amorphous silica, an NPT Melchionna type simulation 
was used to apply an external pressure to the amorphous material. A bulk modulus of 37 GPa [266], and 
thermostat timescale of 20 fs was implemented in the simulation which was performed over 20,000 
steps. To simulate the case of an unloaded sample, the first simulation was run at an applied pressure 
of 1 Pa. Pressures covering the range from 25 to 500 MPa were then incrementally applied in steps 
of 25 MPa to simulate residual strains from 6.75 × 10−4 to 1.35 × 10−2. At each load the position of 
each atom was recorded, and a simulated PDF was generated. 
 An identical PDF peak fitting procedure to that outlined in § 6.2.2 was next applied to determine 
the peak centres, atomic to macroscopic strain ratio ?̅?, and the correlation coefficient for each peak. 
Despite having a reduced number of peaks in this data set, some peak centres showed little correlation 
with the applied strain. Critical examination of the peaks within this region revealed that the origin of 
this behaviour was neighbouring peaks demonstrating small differences in macroscopic strain response. 
This appears as a change in peak shape in the complete PDF distribution which results in ineffective peak 
centre tracking. In total three peaks were found to have reasonable correlation coefficient values and 
these are shown in Table 6.2.  
Table 6.2. Peak centre, correlation coefficient and macro-atomic strain proportionality coefficient 
for the three PDF peaks, showing strong correlations between peak shift and macroscopic strain. 
The silica bonds corresponding to each peak have also been included. 
Bond 𝒓𝟎 (Å) 𝝈𝒓𝟎  (Å) ?̅? 𝝈?̅? 𝑹 
Si-O 1.61 2.31 × 10−6 0.19 1.03 × 10−2 0.97 
Si-Si 3.15 7.39 × 10−6 0.47 5.03 × 10−2 0.91 
O-O * 7.26 5.00 × 10−6 0.66 3.84 × 10−2 0.87 
* The peak at 𝑟 = 7.26 corresponds to the 3rd nearest neighbours of oxygen 
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One of the first conclusions that can be drawn from the results presented in Table 6.2 is that the MD 
results show stronger levels of correlation and higher precision on the estimates of 𝑟0 and ?̅?. This is 
likely to be associated with the reduced noise associated with the MD simulations as well as the reduced 
number of other interfering peaks within these PDF distributions (due to the absence of the alloying 
elements which are present in porcelain).  
Comparison between the 𝑟0 values for the Si-O and Si-Si bonds obtained experimentally (1.65 Å 
and 3.10 Å) and those obtained using MD (1.61 Å and 3.15 Å) reveals reasonable matching. This 
suggests that despite the superposition of PDF contribution of other alloying elements in the porcelain, 
the peak fitting process was able to capture the peak centre positions of the silica within the porcelain. 
Examination of the ?̅? values in Table 6.2 reveals that for the Si-O peak the experimentally derived 
value (0.44) is over twice as large as that obtained using MD simulations (0.19). In contrast to this the 
Si-Si bond shows a good match between the experimental (0.45) and MD (0.47) ?̅? estimates. No 
comparable experimental results were available for the O-O 3rd nearest neighbour peak. However, a ?̅? 
value of 0.66 at the radial distance of 7.26 Å falls within the general trend of this parameter shown in 
Figure 6.5. Despite minor differences in the magnitude of ?̅? it can be seen that the same general trend of 
?̅? increasing towards 1 at larger radial distances is observed within both the MD and experimental data. 
Following the PDF peak analysis, examination of the atomic arrangement within the loaded MD 
simulations was performed. It was found that variations in atomic position were dominated by thermal 
vibrations and examination of the strain or angle between two individual bonds was found to be 
unrepresentative of the global response. Statistical measures were therefore applied in order to gain 
insight into the average behaviour of all simulated atoms.  
Examination of the average nearest neighbour distances for Si-O, O-O and Si-Si revealed that the 
average strain variation was linear with applied load and had maximum values of 2.7 × 10−3, 6.0 ×
10−3 and 6.1 × 10−3 (corresponding to ?̅? values of 0.20, 0.44 and 0.45) for the three bonds 
respectively. In the case of the O-O and Si-Si bonds these values match very closely the ?̅? values of 0.47 
and 0.45 obtained experimentally. This would suggest that the MD simulation is capable of capturing the 
bond strains observed experimentally within the porcelain for these two nearest neighbours. 
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As previously hypothesised, in the case where macroscopic strain is larger than the equivalent 
atomic strain, local atomic level strain has to be accommodated by bond rotation. In order to assess the 
magnitude of this rotational response, critical examination of average bond angles in the Si-O-Si and O-
Si-O linkages was performed. The O-Si-O bond represents the angle within the tetrahedral unit cell of 
silica which has previously been shown to deform little under the application of load [267]. The 
maximum angular variation of this bond within the MD simulation was 0.015°. In contrast to this, 
examination of the Si-O-Si bond at the joining vertex of the rigid tetrahedra revealed an average bond 
rotation of 0.3° at 500 MPa, and a maximum change of 15° was recorded. This suggests that bond angle 
change between the SiO4 tetrahedra plays a crucial role in the atomic level deformation of silica and is 
likely to be the origin of the reduced ?̅? values observed at small atomic radii. 
In order to facilitate direct comparison with the stress analysis performed in the remainder of this 
chapter, the residual strain estimates outlined in this study were used to provide estimates of the residual 
stress in the porcelain veneer. The results of this conversion and further discussion of the potential 
origins of the cyclic variations in residual stress are outlined § 6.7.2. 
6.3. X-ray Powder Diffraction 
Synchrotron micro-focus X-ray powder diffraction of the YPSZ-porcelain dental prosthesis was 
performed on Beamline B16 at Diamond Light Source, Harwell, UK. In order to minimise sample 
absorption, a monochromatic 17.9 keV incident beam (just below the 18.0 keV K-edge of Zr) was 
selected using a double crystal monochromator. A transmission setup identical to that previously outlined 
in § 3.9 was used for this study. The sample was mounted onto two crossed Newport 25 mm linear 
translation stages in order to facilitate 2D translation in a direction perpendicular to the beam at a 
precision better than ±0.1 μm. KB mirrors were used to focus the incident beam to a spot size of 2.8 ×
3 μm2 and a Zeiss Stereo Optical Microscope was used to place the sample in the focal plane. A 
Photonic Science X-ray Image Star 9000 detector was placed 169 mm downstream of the sample to 
record 2D cross-sections of the Debye-Sherrer diffraction cones at this position and calibration of this 
sample to detector distance was performed using Si powder. Radiographs of the sample were captured 
using a Photonic Science MiniFDI X-ray eye in order to align the sample to the focused beam.  
In order to generate the smooth, high intensity diffraction peaks necessary for strain quantification, 
an XRD exposure time of 480 seconds at each point was required. A 60 point 2.8 μm incremental line 
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scan was performed from the near interface porcelain into the YPSZ at the position shown in Figure 6.1. 
A similar 60 point scan was then performed from the free surface of the YPSZ.  
6.3.1. Micro-focus X-ray Diffraction Phase Mapping 
Monoclinic volume fraction analysis of the diffraction data was performed by 360° radial 
integration of the 2D diffraction patterns about the beam centre. This approach reduces all of the 
scattering data into a single 1D distribution of intensity against scattering angle (2θ) (Figure 6.8), and 
thereby maximises the precision with which volume fraction can be determined. 
 
Figure 6.8. XRD intensity against scattering angle for the free YPSZ surface and the YPSZ-
porcelain interface. The 𝟏𝟎𝟏 tetragonal and the −𝟏𝟏𝟏 and 𝟏𝟏𝟏 monoclinic peaks are indicated. 
In order to provide reliable estimates of the integrated intensity of the diffraction peaks, least square 
fitting of Gaussian peaks was performed using Equation 2.2. Equation 2.3 was then used to determine 
estimates of the integrated intensity for the tetragonal 101 (𝐼101
𝑡 ), monoclinic −111 (𝐼−111
𝑚 ), and 
monoclinic 111 (𝐼111
𝑚 ) diffraction peaks. These three intensities were then used as inputs into Equation 
2.4 & 2.5 in order to provide an estimate of the monoclinic volume fraction as a function of position. 
The main benefit of using the Gaussian peak fitting approach, rather than the simple summation of 
data points on the curve, is that least squares fitting provides standard deviation estimates of the fitted 
parameters 𝛼 and 𝑠. These in turn can be used to quantify the standard deviations of the integrated areas, 
the amount of monoclinic phase present and the monoclinic volume fraction. Importantly, this enables 
the computation of the confidence intervals of the volume fraction estimates, as shown in Figure 6.9. 
These estimates become particularly important at the edge of the YPSZ, where the scattering intensity is 
reduced, yet the steepest variation in the phase composition is observed. 
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Figure 6.9. Monoclinic volume fraction as a function of distance from the YPSZ-porcelain interface 
and YPSZ free edge. The results of both XRD and Raman spectroscopy analysis are shown, along 
with the 95% confidence intervals of each data point. Graph inset shows region 𝟎 − 𝟏𝟓 𝛍𝐦 from 
the edge in more detail. 
6.3.2. Tetragonal Lattice Strain and Stress 
In recent decades, strain tensor quantification using powder XRD has become a well-established 
technique. It exploits the strain-induced changes in the diffraction peak positions to gain insight into 
lattice strain variation with the azimuthal angle (𝜑) [77, 155, 156], that corresponds to the in-plane strain 
direction. To give precise estimates of the lattice strain, this approach requires sharp, clearly defined 
diffraction peaks with high signal-to-noise ratios. In the case of YPSZ, the highest intensity peak is 
associated with the tetragonal phase, and corresponds to the reflection from the family of lattice planes 
with the Miller index 101, as shown in Figure 6.8. This property, in combination with the prevalence of 
tetragonal YPSZ at both the YPSZ-porcelain interface and the YPSZ surface, makes this the optimal 
choice for in-plane strain tensor analysis in this study. 
A complete discussion of the in-plane strain tensor analysis previously performed on this YPSZ 
prosthesis has been outlined in § 3.4. Azimuthal integration of the 2D diffraction data was performed 
over 10° sectors to provide 1D profiles of average intensity against 2𝜃 scattering angle for 36 
orientations within the sample plane (normal to the incident beam). For example, the equivalent 1D 
profile for 0° orientation was obtained by integrating from 𝜑 = −5° to 𝜑 = 5°. Gaussian peak fitting of 
the form shown in Equation 2.2 was next applied to determine the tetragonal 101 peak centre position as 
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a function of azimuthal angle, 𝛽101(𝜑). Bragg’s law can then be used to convert this to estimates of the 
tetragonal 101 lattice spacing 𝑑101(𝜑) which in turn can be used to estimate the tetragonal 101 lattice 
strain 𝜀101(𝜑) through Equation 2.7. The unstrained lattice parameter used in this calculation was 
𝑑0
101 = 2.9586 as outlined in § 3.4. In order to determine the principal strains (𝜀1 and 𝜀2) and principal 
direction with respect to the laboratory coordinate frame (𝜙), the azimuthal variation of the 101 
tetragonal lattice strain was fitted with Mohr’s strain circle formulation (Equation 2.8). A weighted least 
square approach was used for fitting, and the standard deviation values of the azimuthal lattice strain 
estimates were obtained by propagation of the peak centre uncertainties through Bragg’s law and 
Equation 2.7. This analysis provided estimates of the standard deviation of 𝜀1, 𝜀2 and 𝜙. 
The magnitudes of the principal in-plane residual stresses (𝜎1 and 𝜎2) were then obtained using 
Hooke’s law for plane stress conditions (Equations 3.20 & 3.21) and the bulk Young’s modulus 
(210 GPa) and Poisson’s ratio (0.3) for YPSZ [11]. 
The YPSZ-porcelain interface introduces a key geometric orientation within the system, and 
therefore the shear (𝜏) and direct stresses were resolved in directions parallel (𝜎𝑃𝑎) and perpendicular 
(𝜎𝑃𝑒)  to the interface: 
 𝜎𝑃𝑎,𝑃𝑒 =
𝜎1 + 𝜎2
2
±
𝜎1 − 𝜎2
2
 cos 2𝜙 (6.8) 
 𝜏 =
𝜎1 − 𝜎2
2
 𝑠𝑖𝑛 2𝜙. (6.9) 
This analysis was performed on the XRD data collected at both the YPSZ-porcelain interface and at 
the YPSZ free surface as shown in Figure 6.10. Estimates of the confidence intervals of each of these 
stresses were obtained by propagation of the standard deviations of 𝜀1, 𝜀2 and 𝜙 through the analytical 
steps used to determine these parameters. 
At this stage in the analysis it is important to recall that the residual stress estimates obtained from 
XRD analysis are representative of a subset of the grains within the YPSZ that have a tetragonal crystal 
structure. Almost everywhere within YPSZ this phase forms the majority. However, comparative 
analysis against other independent methods is necessary to determine if the variation obtained in this way 
is representative of the polycrystal average, particularly at the near interface location where the 
tetragonal phase forms a smaller percentage of the total composition.  
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Figure 6.10. Residual stress in YPSZ as a function of distance from the YPSZ-porcelain interface. 
The free YPSZ edge of the sample is located at ≈ 𝟔𝟐𝟓 𝛍𝐦. The results obtained from XRD, 
sequential ring-core FIB milling and parallel milling are included to show stresses a) perpendicular 
and b) parallel to the interface, as well as c) shear stresses and d) the angular offset 𝝓 from the 
principal coordinates. The 𝟗𝟓% confidence intervals are indicated by the error bars. 
6.4. Raman Spectroscopy 
Raman spectroscopy was performed using the Renishaw inVia Raman confocal microscope at the 
Research Complex at Harwell, UK. A laser power of 15 mW, excitation frequency of 514 nm and non-
polarised × 100 objective lens was used. Taking into account the magnification, the incident wavelength 
and any scattering phenomena, the spot size was expected to be ≈ 1 μm in diameter.  
In order to align the sample to the same position within the YPSZ-porcelain cross section, the apex 
of the YPSZ free surface was located optically and stage translation was used to offset the sample 
by 3 mm. An exposure time of 120 seconds was required to produce a clear spectrum with low levels of 
background noise at each point. Two incremental line scans with a 1 μm step were performed on the 
prosthesis cross-section in order to provide direct comparison with the XRD results as shown in Figure 
6.1. The first was a 170 point line scan which performed from the near interface porcelain towards the 
bulk YPSZ and the second was a 170 point line scan from the free surface of the YPSZ into the bulk.  
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6.4.1. Raman Phase Mapping 
Typical Raman spectra from the free YPSZ surface and from the YPSZ-porcelain interface are 
shown in Figure 6.11, in which the peaks corresponding to the different phases have been indicated. As 
outlined in detail in § 2.2.5, the peaks appearing in Raman spectroscopy profiles are known to display a 
combination of Gaussian and Lorentzian character, however a Gaussian distribution is known to give a 
good approximation for the spectra obtained from the solid materials [92]. In the context of Raman 
spectroscopy, peak intensity is defined as the number of counts recorded at the peak apex [268] which is 
equivalent to Gaussian peak height (𝛼) in Equation 2.2. Peak fitting was applied to determine the Raman 
peak intensities monoclinic peaks at 178 cm−1 and 189 cm−1, and the tetragonal peaks at 145 cm−1 and 
260 cm−1. These intensities were then used as inputs into Equation 2.15 in order to determine estimates 
of the monoclinic volume fraction [93]. 
 
Figure 6.11. Raman wavenumber against intensity at the free YPSZ surface and the YPSZ-
porcelain interface. The monoclinic and tetragonal peaks have been indicated. 
Similar to the results of XRD analysis, reductions in the Raman spectrum intensity were observed at 
the YPSZ edge, where the largest monoclinic volume fractions were observed and reliable confidence 
intervals were most needed. The standard deviation of the peak heights were combined in accordance 
with Equation 2.15 to provide estimates of the 95% confidence intervals for 𝑉𝑚, as shown in Figure 6.9. 
6.4.2. Raman Peak Shift Analysis 
As outlined in § 2.2.5, the relationship between Raman peak centre position and residual stress is 
well-established and has been the focus of several dedicated research articles [94, 268]. In the case of 
YPSZ it has recently been shown that the trace of the stress tensor demonstrates the strongest correlation 
with Raman peak centre positions [94]. The relationships between peak centre position and the sum of 
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the three principal stress values can therefore be used as method of validating the stress estimates 
obtained from the tetragonal lattice 101 reflection analysis. Importantly, this approach is independent of 
the crystal orientation and is representative of the average behaviour within the entire family of 
tetragonal grains. The absence of monoclinic peaks in the majority of the spectra prevented reliable stress 
quantification from being performed in this phase. 
In order to determine the most suitable peaks for peak centre analysis, the distribution of peaks in 
Figure 6.11 was used. Five distinct peaks can be observed within the tetragonal spectrum corresponding 
to wavenumbers of 145 cm−1, 260 cm−1, 318 cm−1, 461 cm−1 and ≈ 630 cm−1. This latter peak is a 
convolution of three peaks at 605 cm−1, 635 cm−1 and 641 cm−1 which were found to have different 
peak shift responses under stress application [268]. This presents difficulties in reliable peak fitting, and 
therefore the peak cluster around ≈ 630 cm−1 was not analysed further. The former four peaks were 
found to yield effective measures of peak centre shift under stress within bulk YPSZ. However, the 
presence of monoclinic phase in the near-interface region resulted in peak overlap and led to difficulties 
in reliable peak fitting for the 318 cm−1 and 461 cm−1 tetragonal peaks (due to the 304 cm−1 and 
479 cm−1 monoclinic peaks, respectively). Gaussian peak fitting was therefore performed only for the 
tetragonal peaks at 145 cm−1 and 260 cm−1 to obtain estimates of the peak centre position and the 
associated confidence interval at each position. 
In order to provide approximate estimates of the first stress invariant, the in-plane principal stresses 
obtained by XRD at each location were used. This approach intrinsically assumes that within the Raman 
spectroscopy gauge volume, the out of plane stress component is much smaller than the in-plane stresses. 
Linear interpolation was next applied to the sum of the principal XRD stress values in order to derive 
estimates of this value at each of the Raman measurement locations (since XRD and Raman 
spectroscopy were performed at different distinct points).  
The relationship between peak centre position and XRD first stress invariant was found to be 
approximately linear for both the 145 cm−1 and 260 cm−1 peaks. Total least squares fitting was applied 
to determine the gradient (Π) and axis intercept (𝜔) of this data as shown in Figure 6.12. The 
uncertainties associated with both measurements were accommodated by using the inverse standard 
deviation as a weighting factor. The results of this analysis are shown in Table 6.3, along with equivalent 
literature values obtained for a similar composition of YPSZ [268]. 
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Figure 6.12. Raman peak centre vs interpolated XRD first stress invariant for the tetragonal 
Raman peaks with nominal peak centres of a) 𝟏𝟒𝟓 𝐜𝐦−𝟏 and b) 𝟐𝟔𝟎 𝐜𝐦−𝟏. The 95% confidence 
intervals of each data point are indicated by the error bars and the results of total linear least 
squares fitting are shown in red. 
Table 6.3. Axis intercept (𝝎), gradient (𝚷) and correlation coefficient (𝑹𝟐) of the relationship 
between Raman peak centre and first stress invariant for the tetragonal Raman peaks at nominal 
peak centres of 𝟏𝟒𝟓 𝐜𝐦−𝟏 and 𝟐𝟔𝟎 𝐜𝐦−𝟏. Independent literature values obtained by Pezzotti et al. 
[268] have been included for comparison.  
Source ω (cm−1) Π (cm−1/ GPa) 𝑅2 
This study 
145.28 ± 0.01 −0.58 ± 0.01 0.77 
259.98 ± 0.01 1.19 ± 0.02 0.84 
Pezzotti et al. [268] 
144.68 −0.6 0.95 
259.57 1.1 0.76 
6.5. Sequential and Parallel FIB Milling and DIC 
FIB milling for comparative residual stress analysis was performed using the Tescan Lyra 3XM 
FIB-SEM at MBLEM, Oxford, UK. In order to reduce the impact of charging during SEM imaging and 
FIB milling, a 5 nm coat of Au/Pd was sputtered onto the prosthesis cross section. A working distance of 
9 mm, SEM beam voltage of 5 keV, FIB beam energy of 30 keV and ion current of 750 pA was used for 
both the sequential and parallel FIB milling. In order to improve the surface contrast and thereby 
facilitate improved DIC, a single pass of the FIB was applied to the sample surface prior to milling. Tilt 
corrected SEM imaging was used in this study using the same approach that has been successfully 
employed in other investigations [106, 269].  
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The location of the sequential FIB milling was determined by placing the sample in the orientation 
shown in Figure 6.1, locating the apex of YPSZ free surface and then shifting the sample. The parallel 
FIB milling approach was then implemented at an offset of 75 μm from the sequential analysis as shown 
in Figure 6.1. This distance was selected as a balance between reducing the effect of stress relief induced 
by previous milling, and measuring residual stress states which were directly comparable. 
6.5.1. Sequential Ring-core FIST Analysis 
The analysis stages necessary to perform FIST ring-core FIB milling and DIC full strain tensor 
analysis are outlined in detail in § 3.4. This approach is based on determining the angular variation of 
strain relief in the core by repeated implementation of the strain quantification routine originally 
pioneered by Korsunsky et al. [64]. In the analysis presented here, correlation coefficient thresholding 
was performed at 0.5, standard deviation thresholding was performed for markers with this parameter 
greater than 1.5 times the average, and the removal of outliers to the expected displacement field was 
performed for offsets greater than 1.5 times the average. 
 
Figure 6.13. Sequential ring-core residual stress variation across YPSZ and porcelain. Stresses 
have been resolved in directions parallel and perpendicular to the YPSZ-porcelain interface and 
the error bars indicate 𝟗𝟓% confidence intervals. 
The profiles of strain relief against milling depth (or image number) resulting from this strain 
quantification routine were then used to provide estimates of the average residual strain (in a given 
direction) which was originally present within the core. This analysis was repeated in order to determine 
the residual strain variation as a function of angle within the plane of the sample (in increments of 10°). 
These distributions were then fitted with the cos 2𝜑 variation given in Equation 2.8 in order to determine 
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the principal residual strains and orientations. Hooke’s law was then used to determine the principal 
stresses using plane stress approximations and the appropriate Young’s modulus and Poisson’s ratios. In 
order to extract comparable results, these stresses were then resolved in the directions parallel and 
perpendicular to the interface to determine the direct and shear stress components in each case 
(Equations 6.8 and 6.9), as shown in Figures 6.10 & 6.13. 
To provide reliable confidence interval estimates for the residual stress and orientation estimates 
obtained from this analysis, careful error propagation was performed throughout the entire analytical 
procedure using the approach outlined in § 3.3. The only variables taken as absolute measures were 
Young’s modulus and Poisson’s ratio for both materials, since no confidence intervals were known for 
these parameters. 
Some difficulties were encountered in the analysis of the bi-material ring-core marker milled 
directly at the YPSZ-porcelain interface. The FIB milling rates of YPSZ and porcelain are known to 
differ, which resulted in a non-uniform trench depth around the central core. This effect, combined with 
the differences in mechanical properties and the stress states within the two materials induced relief 
which was not fully represented by the single value strain tensor analysis outlined above. Despite these 
differences, the use of an average Young’s modulus and Poisson’s ratio (of YPSZ and porcelain) appears 
to give reasonable results, albeit with large uncertainty intervals, as shown in Figures 6.10 & 6.13.  
6.5.2. Parallel FIB Milling 
Parallel FIB milling analysis was carried out in a region lying 75 μm along the interface relative to 
the sequential milling area in order to reduce the impact of any relaxation from previous milling, as 
shown in Figure 6.1. The location of milling relative to the YPSZ-porcelain interface was intended to 
capture the response of the near interface region, where XRD stress analysis was thought to be least 
reliable. However, in order to prevent the problems encountered during the analysis of the bi-material 
ring-core milling data point, the parallel milling geometry was offset by 3 μm from the interface.  
The close proximity, bloc type milling performed during the parallel FIB milling approach presents 
challenges in applying full in-plane strain tensor analysis routines. It is also worth noting that the islands, 
associated with this technique no longer possess the circular symmetry that is necessary for this analysis. 
Therefore, residual stress analysis was only performed in directions parallel and perpendicular to the 
YPSZ-porcelain interface during this study. Analysis of each of the cores was performed incrementally 
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by digitally positioning markers and running automated DIC analysis of the sequence of SEM images 
collected [110]. The same outlier removal parameters were used as those implemented in the sequential 
analysis in order to leave only well tracked markers in the least squares fitting of strain relief.  
The presence of neighbouring markers was found to influence the strain relief against milling depth 
curves obtained during this analysis in a similar manner that had previously been observed during other 
studies (Figure 3.24) [112, 121]. Clear plateaus were observed in all strain relief distributions, indicating 
that milling had been performed to a depth sufficient to induce full strain relief. Therefore, least squares 
fitting of the finite element ‘master curve’ published by Korsunsky [137] was used to determine ∆𝜀∞.  
This analysis was performed on all eight measurement points in order to obtain residual stress 
estimates in directions parallel and perpendicular to the interface at each location. The results of both 
XRD and sequential ring-core milling indicate that the principal strain orientations are not aligned with 
these directions. However, in order to provide comparable measures, this approximation was used to 
determine estimates of residual stress in directions parallel and perpendicular to the interface using 
Hooke’s law for plane stress conditions. The results of this analysis are shown in Figures 6.10 & 6.14. 
 
Figure 6.14. Residual stress variation against distance from the interface obtained using parallel 
FIB milling and DIC analysis. 
The same error quantification and propagation procedures as those outlined in § 6.5.1 were 
performed during the parallel FIB milling analysis. However, the increased presence of noise generally 
led to increased uncertainty in the values obtained, as shown in Figure 6.14. 
6.6. Residual Stress Modelling 
FE modelling offers an effective and efficient approach to simulate various loading conditions and 
deformation characteristics, provided that reliable estimates of the mechanical properties of a component 
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or system are known. Despite the many benefits associated with this approach, strength analysis using 
simulations of this kind presents a greater challenge, since these parameters depend greatly the on the 
microstructure and residual stress state induced by the processing routes applied. One approach which 
has previously been used to overcome this difficulty has been the integration of analytical residual stress 
distributions into FE simulations using an eigenstrain (equivalent plastic strain) distribution approach 
[270]. In order to facilitate future integration of these profiles into existing prosthesis simulations, in this 
section I present simple analytical solutions that aim to capture key aspects of the residual stress state at 
the YPSZ-porcelain interface.  
The analysis presented in this section is focused on the residual stress component within YPSZ in 
the direction parallel to the interface and at two distinct length scales. Firstly, the global (‘macro-scale’) 
stress distribution across the entire coping has been decomposed into two key effects: CTE mismatch 
between YPSZ and porcelain that arises as a consequence of veneering (in § 6.6.1), and the residual 
stress induced by the temperature variation across the coping during YPSZ sintering (in § 6.6.2). The 
micro-scale residual stresses induced by the phase transformation at the YPSZ-porcelain interface are 
then modelled using eigenstrain gradient transformation plasticity (in § 6.6.3). Reassembly of these 
effects provides a satisfactory match to the experimental distribution observed, and facilitates 
quantitative assessment of the parameters associated with these different sources of residual stress.  
6.6.1. Coefficient of Thermal Expansion Mismatch 
Analytical modelling of the residual stress distribution at the YPSZ-porcelain interface has 
previously been performed by approximating the system by a bi-material strip [271-273]. This analysis 
can capture the linear variation of strain induced in both YPSZ and porcelain by the CTE mismatch 
which results in tensile near-interface stress in YPSZ and compressive in porcelain.  
In the analysis that follows a simple bending model [274] has been used to determine the residual 
stress distribution in both materials as a function of the normal distance from the interface (𝑥). Complete 
expressions for the stress profiles have previously been presented in the literature [275] and demonstrate 
that these are dependent upon the thickness of YPSZ (𝐿𝑍 = 625 μm) and porcelain (𝐿𝑃 = 925 μm), the 
CTE’s of the two materials (as outlined in § 1.2) and the post sintering temperature change 
(750℃ → 25℃). The required estimates of the elastic modulus of YPSZ (𝐸𝑍
𝐸𝑓𝑓
) and porcelain (𝐸𝑃
𝐸𝑓𝑓
) 
can be represented well by the plane strain expressions: 
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 𝐸𝑍
𝐸𝑓𝑓 =
𝐸𝑍
(1 + 𝜈𝑍)(1 − 2𝜈𝑍)
= 404 GPa, (6.10) 
 𝐸𝑃
𝐸𝑓𝑓 =
𝐸𝑃
(1 + 𝜈𝑃)(1 − 2𝜈𝑃)
= 96 GPa. (6.11) 
The linearly varying residual stress distributions resulting from this analysis are shown in Figure 
6.15 in which the near interface YPSZ is in tension (of ≈ 110 MPa) and the near interface porcelain is in 
a state of mild compression (of ≈ −30 MPa). These distributions do not match those observed 
experimentally (Figure 6.10b) and suggest that other factors are influencing the residual stress state at the 
interface. In the case of YPSZ, sintering is known to induce macro-scale variations in residual stress that 
are present in addition to the CTE mismatch. In porcelain, this is associated with the layering routine 
applied to the YPSZ coping which will not be considered in more detail here.  
 
Figure 6.15. Stress variation across the YPSZ-porcelain interface predicted by CTE mismatch. 
6.6.2. YPSZ Sintering Stresses 
As outlined in § 1.1, during the manufacture of the coping, the machined YPSZ lightly pre-sintered 
green body is placed into a furnace and heated to 1600℃ to sinter the component. This process is 
associated with a ≈ 20% shrinkage (densification) of the YPSZ at a critical densification temperature 𝑇𝐷 
which is dependent upon the YPSZ grain size and elemental composition [276, 277]. This structural 
change is associated with a large increase in strength and fracture toughness [41]. 
Although sintering is typically performed using a slow heating rate, the extremely low thermal 
diffusivity of YPSZ (𝐷 = 2.2 × 10−7m2s−1 [278]) results in temperature gradients between the surface 
of the coping and the core. Consequently complete sintering and shrinkage do not occur uniformly across 
the YPSZ. This results in strain mismatch and induces a residual stress that varies with time and 
temperature according to the solution of the transient thermal conduction equation. Previous studies have 
demonstrated that the residual stress distribution that arises in this kind of sintering operation is near 
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parabolic in profile [279], with compressive stresses in the core, and tensile stresses in the near-surface 
region. The magnitude of this residual stress distribution in YPSZ is particularly sensitive to the cooling 
rate applied, and sintering fracture can be induced by high heating or cooling rates [280]. 
In order to understand the distribution of residual stress within the coping, consideration must first 
be given to the temperature distribution within the cross section, 𝑇(𝑥, 𝑡), as a function of position (𝑥) 
and time (𝑡). This variation can be determined from the solution of the 1D heat conduction equation: 
 
𝜕𝑇(𝑥, 𝑡)
𝜕𝑇
= 𝐷
𝜕2𝑇(𝑥, 𝑡)
𝜕𝑥2
. (6.12) 
Separation of variables and Fourier series representation can be used to solve this equation using the 
appropriate boundary conditions. This approach has been covered in detail in the literature [281]. 
In order to gain insight into the likely temperature distribution induced within the coping cross 
section during sintering, one of the simplest solutions that can be exploited is based on an instantaneous 
temperature rise. This analysis starts by holding the prosthesis at 25℃ and then imposing boundary 
conditions at 1600℃ at either surface (i.e. ∆𝑇 = 1575℃) and has the solution: 
 𝑇(𝑥, 𝑡) = 1600 − ∑
4∆𝑇
(2𝑚 − 1)𝜋
𝑒
−𝑡𝐷(
(2𝑚−1)𝜋
𝐿𝑍
)
2
sin(2𝑚 − 1)
𝜋𝑥
𝐿𝑍
∞
𝑚=1
. (6.13) 
The temperature profiles at different time intervals are shown in Figure 6.16. This plot demonstrates that 
after a short time period (≈ 5 s), the temperature distribution is well approximated by a sine curve with a 
magnitude equal to the difference between the external temperature and the central temperature. In the 
case of a reduced heating rate, a similar sinusoidal distribution is expected but with a magnitude 
dependent upon the heating rate applied.  
 
Figure 6.16. Temperature distributions within the YPSZ coping as a function of time after an 
instantaneous temperature increase at the boundaries to 𝟏𝟔𝟎𝟎℃. 
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Having established the nominal sintering temperature distribution profile within the coping, the 
relationship between residual stress (or rather, the underlying eigenstrain) and this distribution needs to 
be established. In materials with a distinct mechanical property transition temperature, one of the 
simplest and most effective approaches which can be exploited to determine this relationship is the 
instant freeze model pioneered by Indenbom [282]. This approach is based on separating the total strain 
𝜀𝑇(𝑥) into three additive components, elastic strain 𝜀𝐸(𝑥), viscous train 𝜀𝑉(𝑥) and thermal strain 𝜀𝐻(𝑥): 
 𝜀𝑇(𝑥) = 𝜀𝐸(𝑥) + 𝜀𝑉(𝑥) + 𝜀𝐻(𝑥). (6.14) 
It is presumed that on one side of the transition temperature (below in the case of sintering) the material 
does not sustain any elastic strain (and therefore that stress is zero). At the critical densification 
temperature 𝑇𝐷 the strain component within the green body is ‘frozen in’ permanently. This effective 
viscous strain is subsequently referred to as eigenstrain 𝜀∗(𝑥), and is the source of residual stress within 
the component. Since heating continues in the component, densification proceeds from either surface 
until this front reaches the centre of the body and the entire component is at a temperature above 𝑇𝐷. The 
eigenstrain distribution is then fixed and the final residual stress state at room temperature arises from the 
interplay between this distribution and the changing thermal and elastic strains.  
One study which has recently used this approach to great effect has been an analysis of thermal 
tempering of bulk metallic glass plates [283] in which similar trigonometric temperature distributions are 
observed. The principal difference between the results of this approach and those presented here, is that 
an increase in strength and stiffness is observed during cooling below the glass transition temperature in 
that study, whereas in the situation considered in this thesis an increase in strength observed when 
heating above 𝑇𝐷. With this distinction accounted for, the analysis presented in this study can be used by 
simply changing the sign of the eigenstrain distribution. The resulting stress distribution has the form: 
 𝜎(𝑥) = 𝛼𝑍𝐸𝑍
𝐸𝑓𝑓𝑇(𝑥, 𝑡𝐷) + 𝜎𝐵𝑎𝑙 , (6.15) 
where 𝜎𝐵𝑎𝑙 is the term required to ensure that stress distribution is in equilibrium across the plate cross 
section i.e. ∫ 𝜎(𝑥)𝑑𝑥 = 0
𝐿𝑍
0
 and 𝑡𝐷 is the time at which full densification occurs, i.e. when the minimum 
temperature in the cross section is equal to 𝑇𝐷. Since both 𝑇𝐷 and the external temperature at a time 𝑡𝐷 
are unknown, a trigonometric approximation of the form:  
 𝜎(𝑥) = −𝛼𝑍𝐸𝑍
𝐸𝑓𝑓Λ sin
𝜋𝑥
𝐿𝑍
+ 𝜎𝐵𝑎𝑙 , (6.16) 
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can instead be used, where Λ is the difference between the external temperature and 𝑇𝐷 at a time 𝑡𝐷 . In 
order to determine a numerical estimate of this parameter, comparison between the experimental and 
analytical residual stress profiles can be used. This process requires the addition of the linear residual 
stress distribution resulting from CTE mismatch to provide estimates of the total macroscopic stress 
distribution as shown in Figure 6.17.  
 
Figure 6.17. Residual stress as a function of distance from the YPSZ-porcelain interface. The 
experimental results obtained through sequential ring-core milling (markers) and the predicted 
analytical distribution based on the combination of CTE mismatch and sintering are shown. 
The fitted value of Λ was found to be 38 K, and the resulting stress profile was found to show a 
satisfactory match with the experimental results for most of the coping cross section. The largest 
deviation between these two profiles is observed at the YPSZ-porcelain interface, at the location where 
the tetragonal to monoclinic phase transformation is known to have been induced. This suggests that the 
volume expansion associated with the phase transformation has influenced the residual stress state at this 
location. Due to the importance of this effect for understanding the root cause of chipping failure, further 
modelling of this behaviour is presented in § 6.6.3. Some discrepancy is also observed at the points 
50 μm and 350 − 500 μm from the interface, indicating that the profile sharpness has not been fully 
captured by the two residual stress sources considered in this analysis. 
6.6.3. Transformation Boundary Layer Modelling 
The limited experimental insight available into the location and extent of the tetragonal to 
monoclinic phase transformation has previously prevented this effect from being included in the analysis 
of residual stress at the YPSZ-porcelain interface. The principal difficulty has been the fact that the 
related phenomena play out at extremely short length scales. I believe that the refined experimental 
approaches for system characterisation that I developed and applied to the YPSZ-porcelain system were 
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necessary to elucidate this behaviour. The present subsection is devoted to the derivation of the boundary 
layer model for the transformation-induced inelastic strain (eigenstrain) that allows comparison with the 
𝑉𝑚 distributions obtained experimentally. These results can then be combined with those presented in § 
6.6.1 and § 6.6.2 to provide a model prediction for complete residual stress state in YPSZ. 
As shown in Figure 6.17, the CTE mismatch and sintering residual stress generation approach fails 
to predict the very steep stress gradients observed at the YPSZ-porcelain interface. In fact, these high 
magnitude localised stresses are similar to those observed at crack tips [4], which have previously been 
shown to be sufficient to induce the tetragonal to monoclinic phase transformation. The atomic 
rearrangement associated with the phase change is diffusionless and is therefore equivalent to inelastic 
stress-free straining, which can be simulated through the use of eigenstrain [284]. The magnitude of the 
eigenstrain distribution can be considered to be equivalent to the extent of transformation at a given 
position and can therefore be used to link the phase transformation to the mechanical state. 
In this section I present the boundary layer solution for the 1D distribution of stress and strain 
component parallel to the YPSZ-porcelain interface that is described as a function of normal distance (𝑥) 
within the narrow band of material where the steep stress gradient is present. An estimate of the total 
strain (here meaning the sum of elastic strain and eigenstrain) within YPSZ at the interface (𝜀0
𝑇) based on 
the CTE mismatch cooling from 750 ℃ → 25℃ is given as: 
 𝜀0
𝑇 = 𝜀𝑇(0) = (𝛼𝑍𝑖𝑟 − 𝛼𝑃𝑜𝑟)(750 − 25) = 1.09 × 10
−3. (6.17) 
Critical examination of Figure 6.17 indicates that the analytical macroscale residual stress estimate 
at the interface is ≈ 210 MPa. However, due to the activation of phase transformation the actual residual 
stress measured at this location is compressive and, due to scatter, has a magnitude in the range 25 −
175 MPa. The average value of this stress is ≈ −100 MPa. Therefore the stress change induced by the 
tetragonal to monoclinic phase transformation at the interface can be approximated as 310 MPa. By way 
of estimate, this corresponds to an eigenstrain value of 𝜀∗(0) ≈ 7.7 × 10−4.  
Using the approximations outlined above, the form of the expected eigenstrain 𝜀∗(𝑥) profile can be 
determined from energy considerations and variational calculus. In this analysis, total strain is equal to 
the sum of elastic strain and eigenstrain. The elastic strain energy is therefore given as: 
 𝑈𝐸 =
1
2
𝐸𝑒𝑓𝑓 ∫ [𝜀
𝐸(𝑥)]2𝑑𝑥
𝐿
0
=
1
2
𝐸𝑒𝑓𝑓 ∫ [𝜀
𝑇(𝑥) − 𝜀∗(𝑥)]2𝑑𝑥
𝐿
0
, (6.18) 
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where 𝐿 is the width of the region of interest (boundary layer). In addition to this elastic expression, two 
further energy terms need to be considered. The first is associated with the energy reduction induced by 
strain gradient plasticity [285] given by: 
 𝑈𝑆𝐺 =
1
2
𝐸𝑒𝑓𝑓 ∫ [
𝑑𝜀∗
𝑑𝑥
]
2
ℓ2𝑑𝑥
𝐿
0
=
1
2
𝐸𝑒𝑓𝑓 ∫ 𝜀,𝑥
∗ 2ℓ2𝑑𝑥
𝐿
0
, (6.19) 
where ℓ is the strain gradient material length scale [286] and 𝜀,𝑥
∗ (𝑥) is the rate of change of eigenstrain as 
a function of position 𝑥. The origin of this energy penalty lies in the fact that the deformation of solid 
material volumes that are closely neighbouring at the micron-scale cannot be entirely independent: sharp 
transitions become ‘blurred’ into local gradients. The total energy of the system is therefore not simply 
the sum of contributions from sub-volumes, but also depends upon the steepness of transition (strain 
gradient) between them. In the present treatment, eigenstrain gradient plays a role similar to the plastic 
strain gradient in the Fleck and Hutchinson strain gradient plasticity theory [286]. 
The second energy term is the Gibbs free energy reduction due to the phase transformation:  
 𝑈𝑇𝑟 =
1
2
𝐸𝑒𝑓𝑓 ∫ [𝜀
∗(𝑥)]2Γ𝑑𝑥
𝐿
0
, (6.20) 
where Γ is the coefficient which relates the square of the eigenstrain to the amount of energy required to 
induce the phase transformation per unit volume.  
These expressions can be combined to give an expression for the total energy:  
 𝑈𝑇 = 𝑈𝐸 − 𝑈𝑆𝐺 − 𝑈𝑇𝑟 =
𝐸𝑒𝑓𝑓
2
∫ [(𝜀𝑇(𝑥) − 𝜀∗(𝑥))
2
− ℓ2(𝜀,𝑥
∗ (𝑥))
2
− (𝜀∗(𝑥))2Γ] 𝑑𝑥
𝐿
0
. (6.21) 
Rearrangement gives: 
 𝑈𝑇 = 𝐸𝑒𝑓𝑓 ∫ [
1
2
(𝜀𝑇(𝑥))
2
− 𝜀∗(𝑥)𝜀𝑇(𝑥) +
1
2
(1 − Γ)(𝜀∗(𝑥))2 −
1
2
ℓ2(𝜀,𝑥
∗ (𝑥))
2
] 𝑑𝑥
𝐿
0
. (6.22) 
In order to minimise the total energy, the derivative of 𝑈𝑇 must be set equal to zero, such that: 
 𝛿𝑈𝑇 =
𝑑𝑈𝑇
𝑑𝜀∗
𝛿𝜀∗ = 0. (6.23) 
Therefore: 
 𝛿𝑈𝑇 = 0 = 𝐸𝑒𝑓𝑓 ∫ [−𝜀
𝑇(𝑥) + (1 − Γ)𝜀∗(𝑥)]𝛿𝜀∗𝑑𝑥 − 𝐸𝑒𝑓𝑓 ∫ ℓ
2𝜀,𝑥
∗ (𝑥)𝛿𝜀,𝑥
∗ 𝑑𝑥
𝐿
0
𝐿
0
. (6.24) 
In order to remove 𝛿𝜀,𝑥
∗  from this expression, integration by parts can be applied to the 2nd integral: 
 ∫ ℓ2𝜀,𝑥
∗ (𝑥)𝛿𝜀,𝑥
∗ 𝑑𝑥
𝐿
0
= [𝜀,𝑥
∗ (𝑥)𝛿𝜀,𝑥
∗ ]
0
𝐿
− ∫ ℓ2𝜀,𝑥𝑥
∗ (𝑥)𝛿𝜀∗𝑑𝑥
𝐿
0
, (6.25) 
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where 𝜀,𝑥𝑥
∗ (𝑥) is the second derivative of eigenstrain with respect to 𝑥. In order to ensure that 𝑈𝑇 is a 
minimum for any value of 𝛿𝜀∗, the term associated with limit substitution must equal zero. This results in 
the so-called ‘natural’ boundary conditions of 𝜀,𝑥
∗ (𝐿) = 𝜀,𝑥
∗ (0) = 0. Back substitution then gives: 
 0 = 𝐸𝑒𝑓𝑓 ∫ [−𝜀
𝑇(𝑥) + (1 − Γ)𝜀∗(𝑥) + ℓ2𝜀,𝑥𝑥
∗ (𝑥)]𝑑𝜀∗𝑑𝑥
𝐿
0
. (6.26) 
Since 𝛿𝜀∗ can take any value, this expression is only guaranteed to be true when the expression in the 
square brackets is equal to zero. This results in the Euler differential equation for this system: 
 𝜀,𝑥𝑥
∗ (𝑥) +
(1 − Γ)
ℓ2
𝜀∗(𝑥) =
1
ℓ2
𝜀𝑇(𝑥). (6.27) 
This equation has the complementary function solution: 
 𝜀𝐶𝐹
∗ (𝑥) = 𝐴𝑒−𝜔𝑥 + 𝐵𝑒𝜔𝑥, (6.28) 
where 𝐴 and 𝐵 are constants to be found, and 𝜔2 = (Γ − 1) ℓ2⁄ .   
In order to determine the particular integral for the Euler equation, the form of the total strain 
distribution needs to be considered. Within the thin (≈ 10 μm) boundary layer the total strain variation 
can be approximated as linear, with the interface strain equal to that derived in Equation 6.17. Therefore 
it is possible to write: 
 𝜀𝑃𝐼
∗ (𝑥) =
𝜀0
𝑇 + 𝐶𝑥
1 − Γ
, (6.29) 
where 𝐶 is another unknown constant to be found. In order to determine the expressions for 𝐴, 𝐵 and 𝐶, 
the ‘natural’ boundary conditions can be used, along with the fact that the phase transformation at 𝐿 is 
expected to be zero, i.e. 𝜀∗(𝐿) = 0. The resulting eigenstrain distribution is given by: 
 𝜀∗(𝑥) =
𝜀0
𝑇
1 − Γ
[1 +
(1 − 𝑒𝜔𝐿)𝑒−𝜔𝑥 + (1 − 𝑒−𝜔𝐿)𝑒𝜔𝑥 + 𝜔𝑥(𝑒−𝜔𝐿 − 𝑒𝜔𝐿)
2 − 𝑒−𝜔𝐿 − 𝑒𝜔𝐿 − 𝜔𝐿(𝑒−𝜔𝐿 − 𝑒𝜔𝐿)
]. (6.30) 
This expression can then be simplified using the hyperbolic functions sinh(𝑥) and cosh(𝑥): 
 𝜀∗(𝑥) =
𝜀0
𝑇
1 − Γ
[1 −
sinh 𝜔 (
𝐿
2 − 𝑥) + 𝜔𝑥 cosh
𝜔𝐿
2
𝜔𝐿 cosh
𝜔𝐿
2 − sinh
𝜔𝐿
2
]. (6.31) 
In order to obtain estimates of 𝐿, Γ and ℓ, this expression can then be compared to the monoclinic phase 
variation determined experimentally as shown in Figure 6.18. This fitting process also requires the 
estimate of the interface eigenstrain to be incorporated, 𝜀∗(0) ≈ 7.7 × 10−4. The optimum values of the 
system parameters were found to be 𝐿 = 10.7 ± 0.3 μm, Γ = 1.55 ± 0.06 and ℓ = 2.88 ± 0.15 μm. 
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Figure 6.18. Comparison between the analytical eigenstrain distribution (left) and monoclinic 
volume fraction determined using Raman spectroscopy (right). 
The similarity observed between the shape of the analytically derived eigenstrain distribution and 
Raman spectroscopy experimental results suggests that the present energy minimisation approach for the 
description of eigenstrain gradient transformation plasticity boundary layer appears to capture some of 
the features of the near-interface region. Despite this encouraging resemblance, this analysis represents a 
first attempt to understand this behaviour and there remains uncertainty over whether the material 
response is correctly captured by this approach. One further comparison can be drawn by combining the 
eigenstrain variation with the macro-scale formulation of the stress state within the prosthesis to match 
the overall state in the coping as shown in Figure 6.19. 
 
Figure 6.19. Residual stress as a function of distance from the YPSZ-porcelain interface. The 
experimental results obtained through FIB milling are shown with the complete analytical solution. 
6.7. Discussion 
6.7.1. Monoclinic YPSZ Phase Distribution 
The results of XRD phase mapping near the YPSZ-porcelain interface reveals a high concentration 
(≈ 40 − 60%) of monoclinic YPSZ within the first 2.8 μm of the interface. At further distances from the 
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interface, the monoclinic volume fraction reduces until purely tetragonal YPSZ is observed at distances 
greater than ≈ 11 μm.  
Within this study, the position of the YPSZ-porcelain interface was defined by the first diffraction 
pattern in which the YPSZ XRD peaks could be reliably fitted. Some evidence for very weak diffraction 
peaks was observed in the porcelain diffraction pattern collected at a nominal position of −2.8 μm from 
the interface, indicating that the precision of this alignment is only accurate to this step size.  
It is important to note that there was no evidence for tetragonal YPSZ at the free surface of YPSZ. 
The transition from epoxy to YPSZ was also more distinct than that observed at the YPSZ-porcelain 
interface (with a single increment between no YPSZ diffraction and clear peaks), indicating that this 
interface was either sharper or more closely aligned to the incoming beam. 
Raman spectroscopy phase analysis of the YPSZ-porcelain interface demonstrates a monoclinic 
volume fraction distribution which is very similar to the results obtained through XRD. Three points with 
approximately 60% monoclinic phase were observed within the first 3 μm of the interface followed by a 
reduction in concentration over the next 7 μm towards a purely tetragonal phase state. Increased noise 
was identified within the data points closest to the interface (which is most likely associated with 
incident beam scatter onto the porcelain) increasing the 95% confidence intervals at these locations.  
At both the YPSZ free edge, and at distances beyond 10 μm from the YPSZ-porcelain interface, no 
clear evidence for monoclinic YPSZ was obtained in the Raman spectroscopy study. This matches the 
results of the XRD analysis. Moreover, similar minor variations in the monoclinic volume fraction were 
observed. The largest outlier was observed at 108 μm from the interface, which was found to have 
relatively large amounts of noise at 178 cm−1 and 189 cm−1.  
Examination of the literature reveals that the tetragonal to monoclinic phase transformation has 
previously been identified at the YPSZ-porcelain interface of specially manufactured test samples in 
which the YPSZ had been sandblasted prior to the application of the porcelain veneer [14]. However, no 
such studies have examined this behaviour in representative dental prosthesis suitable for implantation.  
The absence of monoclinic YPSZ at the free surface of YPSZ indicates that porcelain is necessary 
to induce the phase transformation. The driving force for this phase change could therefore be potentially 
associated with several factors: 
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1. Elemental composition exerts a strong influence on the transformability of YPSZ [287]. 
Diffusion across the interface between porcelain and YPSZ could provide a basis for explaining 
the transformation observed. However, the EDXS analysis outlined in § 7.2 demonstrates 
maximal diffusional distances of less than 5 μm into the YPSZ region. Therefore, the 10 μm 
width of transformed region cannot be fully explained by this effect. 
2. Thermal history is also known to play a critical role in the phase transformation of YPSZ [288]. 
The sintering process associated with the application of porcelain veneer to the YPSZ-porcelain 
interface creates different thermal histories at the YPSZ free surface and in the near-interface 
region. However, despite these differences, this explanation is insufficient to explain why the 
phase transformation is only induced within a narrow band at the YPSZ-porcelain interface and 
does not extend further into the YPSZ bulk (where the thermal history is almost identical). 
3. The tetragonal to monoclinic phase transformation is known to be induced by both applied and 
residual stresses [72, 289, 290]. Therefore the high magnitude tensile residual stress observed at 
the YPSZ-porcelain interface is the most likely origin of the phase transformation. This response 
has previously been observed in microscale near-interface regions of surfaces of dental YPSZ in 
which tensile stresses have been induced by fracture or cutting [32, 291].  
6.7.2. XRD Residual Stress Variation 
Within this chapter, estimates of the in-plane residual stress state have been obtained from the 
YPSZ lattice strain calculated on the basis of the tetragonal 101 peak. This measure of strain is 
representative of a subset of the polycrystalline material both in terms of phase and orientation, and 
therefore validation using independent FIB milling was crucial for confident interpretation. 
In the transmission XRD experiment a through-thickness sample volume is illuminated, and an 
average measurement is obtained over both the near surface regions (close to plane stress) and bulk (well 
approximated by plane strain). Therefore in order to facilitate direct comparison between the results of 
FIB milling and XRD analysis, refinement of 𝑑101
0  has been required as outlined in § 3.4. The in-plane 
variation of residual strain was found to correspond well with the cos 2𝜑 variation for almost all data 
points collected. In a few locations, high noise level resulted in low quality fitting, as indicated by the 
large 95% confidence intervals at these points. 
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Examination of the stress and orientation distributions (Figure 6.10) reveals that the residual stress 
estimates obtained through XRD match closely the results of FIB milling, both in terms of magnitude 
and distribution. The scatter associated with the XRD measurements is far larger than that observed in 
the FIB milling approach. This variation may be associated with the underlying noise within the 
diffraction patterns, and its impact on the peak centre quantification. Also, the nanocrystalline nature of 
YPSZ and microscale probe size used in this study may be sufficient to capture the region to region 
variation in residual stress which is indicated by the scatter about the underlying distribution [121]. 
Examination of the underlying trends in the near-interface XRD analysis reveals high tensile 
stresses in the order of ≈ 150 − 300 MPa within the first ≈ 100 μm of the interface. A decreasing trend 
is then observed towards a moderately compressive stress (≈ −50 MPa) at a distance of ≈ 150 μm from 
the interface. In the parallel direction a response similar to the perpendicular direction is observed, with 
the exception that within the first ≈ 30 μm from the interface the stress is approximately 200 MPa. The 
shear variation within this region shows a maximum of approximately 30 MPa at the boundary between 
YPSZ and porcelain which decreases linearly to a constant near zero stress at distances ≳ 70 μm from 
the interface. The variation in the principal orientation angle, 𝜙, indicates that at the near interface 
location and at approximately 150 μm from the interface, close alignment is observed between principal 
directions and the interface normals. Between these two points there is a peak in the principal orientation 
rotation angle with the maximum value of ≈ 50° at a distance of ≈ 50 μm from the interface. 
The XRD residual stress analysis of the free surface shows no variation in the parallel, 
perpendicular or shear stress response. Low magnitude compressive stresses were observed in both the 
parallel direction (≈ −25 MPa) and perpendicular direction (≈ −35 MPa), and the shear stress average 
value was found to be close to zero. In terms of angular orientation, the principal directions were closely 
aligned with the YPSZ free edge and its normal, with minor scatter about this direction. 
6.7.3. Raman Spectroscopy Stress Tensor Analysis 
In this study Raman spectroscopy analysis was performed using unpolarised incident radiation, 
which has no directional sensitivity. Therefore the most representative measure of stress was the first 
invariant of the stress tensor (trace) as described in § 2.2.5. In order to provide representative estimates of 
this stress measure, interpolation of the XRD results has been performed. Examination of Figure 6.12 
reveals that this approach, in combination with the high levels of noise in the XRD data results in 
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relatively high levels of uncertainty in the first stress invariant estimates. However, despite these 
relatively large errors, the large number of data points sampled in this study (particularly with the values 
of the first invariant in the range 0 → − 150 MPa) are sufficient to reveal the underlying trend.  
The total least squares fitting performed on this data set reveals a similar response to that previously 
published by Pezzotti et al. [268]. The fitted peak centres at 145.28 ± 0.01 cm−1 and 259.98 ±
0.01 cm−1 show a reasonable match to the literature values of 144.68 cm−1 and 259.57 cm−1, 
respectively. Raman peak centres are known to be highly sensitive to variations in the elemental 
composition and thermal processing conditions in YPSZ [292]. The most likely explanation for the minor 
differences in the peak centre trends are therefore associated with the differences in the chemical makeup 
and thermal history of the YPSZ examined in this study. 
The plots of peak shift vs first stress invariant were found to have gradients (Π) equal to −0.58 ±
0.01 cm−1/ GPa and 1.19 ± 0.02 cm−1/ GPa for the peaks with the nominal centres 145 cm−1 
and 260 cm−1, respectively. This corresponds well to the literature values of −0.6 cm−1/ GPa and 
1.1 cm−1/ GPa [268]. These minor differences in Π may be indicative of the different elemental 
compositions and thermal histories of the two types of YPSZ or alternatively may indicate that the first 
invariant stress values obtained from the 101 tetragonal lattice strain may not be fully representative of 
the average stress within the tetragonal phase. The large amount of noise within the data set prevents any 
firm conclusions from being drawn on this suggestion. 
Overall the Raman spectroscopy peak centre strain invariant analysis shows good agreement with 
the values previously published in the literature. This indicates that, despite the large amount of scatter, 
the results of the XRD 101 tetragonal lattice strain analysis are most likely to be a reasonable estimate of 
the average stress within the tetragonal regions.  
6.7.4. YPSZ Sequential Ring-core FIB Milling and DIC Analysis 
Comparison between the results of the ring-core FIB milling and the XRD residual stress analysis 
reveals similar values both in terms of magnitude and distribution. The cos 2𝜑 fitting performed as part 
of the FIST analysis was successful, and tight confidence intervals were observed at all data points 
except for the marker milled at the YPSZ-porcelain interface. This measurement point also has the 
largest difference between the results of XRD and the ring-core milling approach; with estimates of ≈
100 MPa and ≈ −180 MPa in directions perpendicular and parallel to the interface, respectively. These 
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differences may be indicative of the bi-material composition of the milled island, and the associated 
errors in the ring-core measurement. Alternatively, it may highlight the different stress states in the 
monoclinic and tetragonal phases at this location, as discussed in more detail in § 6.7.5. 
The remaining sequential FIB milling and residual stress estimates show a good match to the XRD 
data with the exception of the shear stress estimate at 100 μm from the interface where the two 
techniques are similar in magnitude (≈ 10 − 15 MPa) but are acting in opposing directions. Between the 
two regions of XRD analysis, in the centre of the YPSZ coping, near uniform stresses are observed in the 
perpendicular (≈ −30 MPa) and parallel (≈ −20 MPa) directions. The shear component in this region 
is also constant and near zero. 
6.7.5. Parallel FIB Milling and DIC Analysis 
The parallel FIB milling residual stress analysis technique was used to provide comparative analysis 
with the XRD results at the location where monoclinic volume fraction was largest, and the least 
agreement was found with the results obtained through the sequential ring-core milling approach. During 
residual stress quantification, the implicit assumption was made that principal axes were aligned with the 
YPSZ-porcelain interface, i.e. 𝜙 ≈ 0°. Examination of the distribution of 𝜙 reveals that, while this is a 
good approximation for the near-interface region, this approximation is not valid at larger distances. 
Inaccuracy in this approximation would lead to an error in the stress estimate of the order of shear stress 
at this location (≈ ±20 MPa). This potential error must therefore be taken into consideration when 
discussing the results of this analysis. 
 The magnitude and variation of residual stress determined using the parallel FIB milling approach 
are generally comparable to the results of XRD and sequential ring-core milling. In the direction 
perpendicular to the interface, stresses of magnitude 180 − 320 MPa were observed, broadly correlating 
with the magnitude of neighbouring stress estimates. Similarly, at distances greater than 13.5 μm from 
the interface, tensile stresses increasing from 120 − 320 MPa are observed which closely match the 
results of XRD analysis. 
The main discrepancy between the parallel ring-core approach and the XRD analysis is observed in 
a direction parallel to the interface at the two measurement points closest to the interface (5.5 μm and 
9.5 μm). At this location the XRD residual stress estimate is ≈ 100 MPa, whereas the results of parallel 
FIB milling indicate a nearly stress-free state. This location corresponds closely to the discrepancy 
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observed between the XRD analysis and sequential ring-core milling analysis (at the YPSZ-porcelain 
interface), and is the location where the greatest amount of tetragonal to monoclinic phase transformation 
is observed. XRD results are representative of the stress state within the tetragonal YPSZ, whereas the 
FIB milling residual stress analysis provides a measure of the overall average stress across both the 
monoclinic and tetragonal phases (weighted according to the volume fraction of each phase). The 
difference in the stress estimates obtained using the two techniques suggests that the monoclinic and 
tetragonal phases may therefore find themselves in different states of residual stress. Similar behaviour 
has recently been observed using Raman spectroscopy of YPSZ [14]. The exact distribution of stresses 
and the interaction between these grain groups remain unclear, but the magnitude of stresses may 
indicate that the volume expansion associated with the tetragonal to monoclinic transformation has 
relieved the tensile stresses in these grains. This is consistent with the strain energy relaxation in the 
thermodynamic constructs used to describe this phase transformation response [73].  
Examination of the literature reveals that very few publications have been dedicated to analysing 
residual stress within YPSZ copings. Despite this, a number of similarities between previous studies and 
the results obtained during this analysis can be observed: the near-constant compressive stresses across 
the bulk of the YPSZ coping has previously been observed by Zhang et al. [33] with the magnitude of 
this stress plateau being shown to be dependent upon both the cooling rate and veneer thickness of the 
prosthesis [293]. Similar large variations between tensile and compressive stress within the first few 
microns of the YPSZ-porcelain interface have also been recently identified by Inokoshi et al. [14].  
6.7.6. Residual Stress Variation within the Porcelain Veneer 
In order to provide direct comparison between the porcelain residual stress estimates obtained 
through the FIST sequential ring-core milling, the PDF strain values were converted to nominal residual 
stress estimates using Equations 3.29 & 3.30. This analysis was performed using the bulk elastic 
modulus and Poisson’s ratio of porcelain [17] and was based on the implicit approximation that the 
orientation of the principal stresses were closely aligned in directions parallel and perpendicular to the 
interface. The low magnitude shear stresses in Figure 6.13 indicate that this approach is valid at distances 
beyond 50 μm from the interface and the results of this analysis are shown in Figure 6.20.  
Examination of the residual stress profiles obtained through diffraction and the sequential FIB 
milling and DIC approach reveals that in general both approaches give results that are comparable both 
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in terms of magnitude and in terms of spatial variation (Figure 6.20). As described in § 6.2.3, the 
maximum error associated with the difference between the plane strain and plane stress approximations 
is expected to be in the order of 4%, which is significantly lower than the average 95% confidence 
intervals associated with the two methods. However, this calculation is based on the approximation that a 
uniform residual strain state exists as a function of distance from the interface throughout the sample 
cross-section. Significant deviations between the results obtained by the two techniques would indicate 
that this assumption was invalid; however, this appears not to be the case. 
 
Figure 6.20. Residual Stress Variation within the porcelain veneer in directions a) parallel and b) 
perpendicular to the YPSZ-porcelain interface. The results of FIST ring-core milling and the 
converted PDF strain analysis are included. 
The region which appears to show maximum difference between the two stress profiles is contained 
within the first 0.2 mm of the YPSZ-porcelain interface. This region is known to be the most influenced 
by CTE mismatch between the two materials [34] and contains the point at which failure of the system is 
most likely to occur [42]. The large gradients in residual stress expected at this location ensure that the 
approximation of uniform stress through thickness is least reliable. 
In order to understand the likely origins of the residual strain state of the porcelain the 
manufacturing route of the veneer needs to be considered. To build up the required shape, multiple layers 
of porcelain slurry are applied and heated to 750℃ for a relatively short time period. Furnace cooling is 
then used to return the coping to room temperature over a period of several tens of minutes. The spatial 
period of the tensile and compressive stresses observed within the veneer corresponds closely to the 
typical thickness of these porcelain layers, and suggests that this is the origin of the stress variation.  
  
182 
As outlined in §6.6, characteristic tensile and compressive stress distributions similar to those 
observed in the multi-layer veneer are known to be induced in quenched components [294]. This stress 
state is induced by the surface cooling at a faster rate than the bulk material and the associated 
solidification which occurs before that of the underlying bulk material. Continual cooling leads to 
shrinkage of the bulk and the induction of compressive stresses in the surface layer. Stress equilibrium 
then ensures that tensile stresses are induced in these sub-surface regions upon full solidification.  
In the case of the multi-layered porcelain veneer, this process occurs multiple times during the 
manufacture of the prosthesis, and therefore a characteristic alternating pattern of tension and 
compression is induced in the porcelain. Similar tensile and compressive stress variations have 
previously been observed in veneers of the same overall thickness, with the period of the cyclic 
behaviour showing a strong dependence upon the thickness of the applied layers [33]. Another important 
consideration in this manufacturing process is the impact of repeated exposure to sintering temperatures 
of the underlying veneer layers. It can be seen that the layers nearest the YPSZ are exposed to larger 
number of thermal cycles, which may facilitate relaxation of the stress state within the veneer through 
porcelain creep [206, 295]. This would result in lower magnitude, smoother stress variation similar to 
that identified between 0.2 and 0.4 mm from the interface. 
Examination of the residual stresses in the direction perpendicular to the interface indicates tensile 
residual stress acting in this orientation. Uniform tensile residual stresses within porcelain veneers have 
been widely reported in the literature [33, 34, 296]. This response is believed to be associated with the 
combined effects of thermal expansion mismatch and the geometry produced during veneer manufacture. 
The final stage of prosthesis manufacture involves manual polishing with diamond grit papers in 
order to produce an aesthetically pleasing and lustrous finish. Polishing of this type is known to induce 
near-surface compressive stresses in prosthesis materials [297] and therefore may explain the 
compressive stresses observed at the surface in both orientations.  
6.8. Conclusions 
6.8.1. PDF Analysis for Strain Quantification 
In § 6.2 a new technique for residual strain evaluation in amorphous materials based on PDF 
analysis has been introduced and applied. This approach is based on determining the effect of applied 
strain, in this case by 4-point bending, on the material’s PDF, and using this insight to determine the 
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unknown residual strains at the location of interest. This method offers a new tool for improved 
characterisation of strain distributions within a broad range of amorphous materials, including bulk 
metallic glasses and polymers. Despite the many benefits of this approach, this study has highlighted that 
in order to produce reliable strain estimates, careful calibration is required. 
In the course of the development of this technique, new insights into the reduced atomic strain 
response (compared to the macroscopic strain applied) of porcelain at small interatomic distances (𝑟 <
20 Å) were also obtained.  This analysis suggests that at small length scales the bond stiffness prevents 
nearest neighbour atoms from moving closer or apart from each other, and that strain is instead 
accommodated primarily by relative bond rotation. MD simulations of silica, the primary constituent of 
porcelain, were used to demonstrate that atomic level strain accommodation by bond stretching and bond 
rotation corresponded well to that observed experimentally. This approach offers a new technique for 
studying the atomic level strain response of amorphous materials under macroscopic loading. 
6.8.2. Monoclinic YPSZ Phase Distribution 
Comparison between the monoclinic volume fraction distributions obtained from XRD and Raman 
spectroscopy indicates that the results obtained from the two techniques show a high degree of similarity. 
Both techniques indicate a maximum monoclinic volume fraction of ≈ 60% which is localised within 
the first 3 μm of the YPSZ-porcelain interface. The concentration of the monoclinic phase then reduces 
up until ≈ 11 μm from the interface, beyond which purely tetragonal phase is observed. Both data sets 
demonstrate low levels of noise in the remaining volume fraction data, along a few low certainty outliers. 
The similarity between the two distributions indicates that despite having differing gauge volumes 
(through sample average for XRD, and near-surface for Raman spectroscopy), consistent amounts of 
transformed material are present. This serves to validate the implicit approximation of much of the 
analysis performed in this chapter, that near-surface measurements are representative of cross-sectional 
characteristics of the interface and can be approximated as a 1D distribution which is dependent purely 
upon distance from the interface. 
Critical assessment of the origins of the phase transformation suggests that residual stress is the 
most likely driving factor for this change. These high magnitude residual stresses are highly localised to 
the interface location and an overview of the potential interaction between phase and stress is outlined in 
Chapter 8. 
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6.8.3. Residual Stress Experimental Results 
In this chapter the variation of residual stress within the cross section of YPSZ dental coping has 
been evaluated using PDF analysis, XRD, FIB milling and Raman spectroscopy. Overall, in the YPSZ 
region, the following consistent picture emerges. Tensile stresses are present within the first 100 μm 
from the YPSZ-porcelain interface with a peak value of ≈ 300 MPa at a distance of 50 μm from the 
interface. These moderate tensile stresses, in combination with the discrepancies observed between the 
tetragonal and monoclinic stress state, indicate that stress relief may have been induced by the near-
interface phase transformation. The distribution of shear stress within the coping demonstrates a 
maximum value of ≈ 30 MPa at the YPSZ-porcelain interface which may be associated with the 
twinning induced at this location by the introduction of the monoclinic phase. Moderate compressive 
stresses ≈ 30 MPa are observed over the remainder of the prosthesis which are most likely associated 
with stress equilibration within the YPSZ coping. The principal stress orientations are predominantly 
parallel to the YPSZ-porcelain boundary close to the interface and the bulk of the YPSZ, with 
reorientation of up to ≈ 50° being observed at the location of maximum tensile stress. Further 
explanation of the potential origins of this residual stress distribution based on the combination with 
microstructural, micro-mechanical and phase analysis of this region is presented in Chapter 8. 
The residual stress within the YPSZ-porcelain veneer has been shown to correspond primarily to the 
state of tension, with the highest magnitude strains being located where failure has previously been found 
to occur. In the direction parallel to the interface, the multi-stage veneering process used to manufacture 
the prosthesis induces oscillatory tensile and compressive strains, while a purely tensile residual strain 
was observed in the perpendicular direction. These insights can be used to suggest new prosthesis 
manufacturing routes, e.g. in terms of the choice of veneer layer thickness or sintering temperatures as 
outlined in more detail in Chapter 8. 
6.8.4. Residual Stress Modelling Conclusions 
In § 6.6, conceptual analytical modelling of the residual stress component in YPSZ in the direction 
parallel to the YPSZ-porcelain interface have been presented. This distribution has been decomposed 
into the macroscale effects of CTE mismatch and residual stresses induced during YPSZ sintering, as 
well as the phase transformation characteristics induced within a few microns of the interface. Figure 
6.19 demonstrates that there is a satisfactory match between the experimental results and the analytical 
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distribution over much of the distribution. The main deviation between these two profiles is observed at 
≈ 20 − 70 μm from the interface, where higher experimental stresses are observed. The origins of this 
deviation are unclear but may be associated with the influence of thermal tempering, or the multi-
layering porcelain manufacture approach which have not been considered. Despite these differences, the 
general trends in residual stress have been captured effectively by the three sources of residual stress 
outlined in § 6.6 to provide the simple and flexible analytical approach required for later integration and 
refinement within existing FE models of YPSZ-porcelain dental prostheses. 
One aspect of the approach that is worth remarking on is the successful use of eigenstrain as the 
order parameter that describes the diffusionless phase transformation in partially stabilised zirconia, 
combined with the strain gradient plasticity formulation. This opens up interesting possibilities for 
modelling many other processes and phenomena related to martensitic transformation, including 
quenching of carbon steels, shape memory alloys and polymers, and other effects. 
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7. Microscale Mechanical and Structural Analysis of the 
YPSZ-Porcelain Interface 
7.1. Introduction and Motivation 
Residual stress, phase composition and creep are known to influence the microstructure and 
mechanical characteristics of both YPSZ and porcelain. High resolution (micro-to-nanoscale) assessment 
of the variation of these parameters therefore offers an alternative route to determine the impact of these 
processes on the near-interface YPSZ and porcelain. This chapter outlines several characterisation 
techniques which have been applied to improve understanding of this near-interface region, and which 
have formed the basis of two recent publications [295, 298]. 
Elemental composition is known to be influential in both the mechanical and structural 
characteristics of both YPSZ and porcelain [36]. Previous studies have indicated that elemental diffusion 
can occur during bonding of zirconia [299] and therefore insight into the elemental distribution across the 
YPSZ-porcelain interface is required in order to determine if this behaviour influences near-interface 
failure. High resolution EDXS mapping has been performed across the YPSZ-porcelain interface in order 
to determine the diffusional distances of the constituent elements of YPSZ and porcelain in § 7.2. 
The highly localised nature of monoclinic phase variation and the close proximity of near-interface 
porcelain chipping [300] indicates that high resolution imaging of the YPSZ-porcelain interface has the 
potential to provide insight into the microstructural characteristics at this location. TEM analysis was  
performed on a lamella extracted from across the interface, in order to provide insight into the 
characteristics of near interface YPSZ and porcelain at nanoscale resolution in § 7.3. 
Quantitative insight into the spatial variation of elastic modulus, yield strength and toughness is 
critical in understanding the mechanical response within the near-interface region. Recent technique 
development has facilitated microscale quantification of these parameters through nano-manipulation of 
FIB milled micropillars. Arrays of pillars were therefore milled within the first 100 μm of the YPSZ-
porcelain interface in order to perform spatially resolved analysis within this region. Micropillar 
compression was performed to determine the variation in Young’s modulus and yield strength in § 7.4 
[301], and micropillar splitting was used to provide insight into the fracture toughness in § 7.5 [63]. 
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7.1.1. Sample Preparation 
In order to be as consistent as possible with the experimental analysis outlined in Chapter 6, 
microscale mechanical and structural analysis were performed on a prosthesis selected from the same 
batch. An identical sample sectioning and polishing routine to that outlined in § 6.1.1 was used to 
generate a 2 mm thick cross section of the prosthesis which was mounted onto an SEM stub using silver 
paint as shown in Figure 7.1. The interface region selected for further examination was chosen to be the 
location at which the interface was most straight in order to reduce the effects of interface curvature on 
the analysis. EDXS was initially performed on this sample, and the remaining three procedures were then 
performed as close as possible (< 100 μm) to each other whilst ensuring that there was no interference 
between the techniques. 
 
Figure 7.1. SEM image of the prosthesis cross section mounted on an SEM stub using silver paint.  
7.2. Energy Dispersive X-ray Spectroscopy 
As outlined in § 1.2, EDXS analysis at the YPSZ – porcelain interface has previously been 
performed in disc samples to determine the impact of different thermal processing routes on zirconium 
and silicon concentrations within the first few microns of the interface [27]. This study determined that 
the typical diffusional distances of these two materials were 5 − 10 μm however no other elements were 
examined. Therefore, in the analysis that follows, examination of all detectible elements has been 
performed at two differing length scales (± 5 μm and ± 100 μm) in order to improve insight into this 
behaviour. 
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7.2.1. Materials and Methods 
EDXS was performed across the YPSZ-porcelain interface using an Oxford Instruments X-max 
silicon drift detector mounted on the chamber of the Tescan Lyra-3 XM FIB-SEM at MBLEM, Oxford, 
UK. Calibration of the EDXS software AZtecEnergy, was performed using Au, Si and Cu standards 
immediately prior to the EDXS mapping. Optimisation of the beam intensity and dwell time was 
performed in order to minimise the detector ‘dead time’ and to reduce noise at the 30 kV accelerating 
voltage selected, with the final values being selected as 12 a. u. and 850 ms per pixel, respectively. 
Mapping at two different magnifications (with image sizes of 2048 × 2048 pixels) was performed 
across this region. The first corresponded to a  200 × 200 μm2 viewfield (nominal pixel size 97 nm) 
and the second to a 10 × 10 μm2 viewfield (with a nominal pixel size of 2.5 nm) in order to examine 
elemental distributions at these two length scales. 
7.2.2. Results and Discussion 
 
Figure 7.2. Montage of Si, Zr, Al and K elemental distributions within a 𝟐𝟎𝟎 × 𝟐𝟎𝟎 𝛍𝐦𝟐 region. 
The location of the high magnification EDXS is shown on the BSE image. 
In the lower magnification EDXS map, fifteen elements were identified as present in the examined 
region, and eight elements were found to be present in only trace amounts (< 0.1%): C, Mg, Fe, Ni, Rb, 
Sb, Ce and W. The EDXS maps of the 4 elements showing greatest variation, Al, Si, K and Zr, are 
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shown in Figure 7.2. SE and BSE SEM images of the same region have been included to in order to 
facilitate comparison between the EDXS results and the local microstructure. The BSE and SE images 
clearly show variations in contrast across the surface and careful examination of these regions 
demonstrates that these particles are embedded in the surface. Further, comparison between the location 
of this electron contrast and the EDXS analysis demonstrates that these regions are distinct in terms of 
concentration of Al, Si or K, compared to the surrounding area. 
Initial examination of Figure 7.2 clearly demonstrates that the elemental distribution within YPSZ is 
more consistent than in porcelain. Correlations between the porcelain elemental maps reveal quartz (high 
Si, low Al and K content) and fluorapatite (high Ca, F and P, reduced Si) regions of size ~1 − 15 μm as 
expected in dental porcelains of this type [302]. 
Figure 7.3 shows the variation in average elemental composition across the interface calculated 
from the low magnification EDXS maps in which a large change in elemental composition at the 
interface region can clearly be observed. The elemental diffusion zone obtained from this low 
magnification imaging appears to be of the order of ±~10 μm. However, since the surface roughness is 
±5 μm, the resulting convolution of interface roughness and diffusion makes it difficult to comment on 
the exact depth to which this behaviour extends. 
 
Figure 7.3. Logarithmic plot of average elemental weight % within the first 𝟏𝟎𝟎 𝛍𝐦 from the 
YPSZ – porcelain interface.  
To overcome this limitation, a second EDXS map at a higher magnification was obtained (Figure 
7.4) from a region embedded within the low magnification EDXS region previously analysed, as shown 
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in the BSE image in Figure 7.2. Thirteen elements were recorded in this analysis, in which trace amounts 
(< 0.2%) of six elements were identified: Mg, Fe, Ni, Sb, Ce and W. Figure 7.4 shows a montage of the 
Al, Si, Zr and K, the elements which most clearly show variation in this region, along with the SE and 
BSE SEM images of the region investigated.  
 
Figure 7.4. Montage of Si, Zr, Al and K elemental distributions within a 𝟏𝟎 × 𝟏𝟎 𝛍𝐦𝟐 region of the 
YPSZ – porcelain interface. The reduced area over which elemental diffusional analysis was 
performed is highlighted in the BSE image. 
Several grains of differing electron contrast (sized in the range ~0.2 − 2 μm) can clearly be seen 
embedded in the near-interface porcelain. Examination of the corresponding regions in the EDXS maps 
reveals that these locations have lower levels of Si and K than the neighbouring porcelain, but contain 
high amounts of Al or Zr. Although the Al rich grain is typical of the grain like structure of porcelain, the 
Zr rich grain suggests that YPSZ particles have detached from the YSPZ surface and become embedded 
in the porcelain during manufacture. The loose bonding of near interface YPSZ grains highlighted in the 
TEM study (in § 7.3) may be a demonstration of a similar effect to that observed here, however the grain 
sizes observed in EDXS are approximately a factor of 1,000 times larger than those observed in TEM. 
Despite this size difference, previous studies have also have highlighted similar 1 − 5 μm diameter Zr 
rich grains embedded in the near interface porcelain of similar dental coping systems [90]. 
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Figure 7.5. Logarithmic plot of average elemental weight % within the first 𝟓 𝛍𝐦 from the YPSZ – 
porcelain interface.  
In order to remove the influence of the embedded YPSZ grains, the 1D elemental distribution plots 
(in weight %, Figure 7.5) were obtained from a reduced region of the higher magnification EDXS map as 
shown in the BSE image in Figure 7.4. The average roughness of the interface was determined from the 
higher magnification SEM imaging and was found to have a maximum amplitude of 330 nm. Although 
this variation is much smaller than the ±~5 μm observed over the 200 μm region, this will act to blur 
the effective diffusional distances by a length scale approximately equal to this distance. Careful 
consideration of the size of the interaction volume is also necessary in order to determine the nominal 
area from which X-rays will be emitted at each location. Monte Carlo simulations of these processes 
have previously been used to study the size of this behaviour [88]  and empirical relationships for the 
average distance between the entrance point and its final resting place (𝑅𝑎𝑣) have been determined. 
Based on the manufacturer’s published elemental compositions [17], these distances have been 
determined as 1.5 μm and 1.2 μm for porcelain and YPSZ respectively. The teardrop shape interaction 
volume associated with EDXS ensures that most emission is emitted from a region parallel with the 
incident beam and a distance of approximately 𝑅𝑎𝑣 into the material. Further simulations, beyond the 
scope of this investigation, would be necessary to precisely quantify the cross sectional area of the 
interaction volume. A critical examination of the EDXS mapping performed, particularly of the Al rich 
grain, reveals that the cross-sectional resolution of technique is far greater than Rav,  however here I 
propose to use this value as an upper bound. This will result in apparent elemental diffusion over a 
maximum distance approximately equal to Rav and therefore this will act as a limit to the effective 
diffusional limits which can be determined by EDXS. 
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The average diffusional zones of ±~3 μm observed in this figure are smaller than the ±~10 μm 
calculated from low magnification analysis and clearly demonstrate that diffusion has occurred between 
YPSZ and porcelain. Si and Zr appear to show the largest diffusional distances (6 − 7 μm) and the 
greatest changes in composition across the interface is present in Si (~400 fold reduction). Characteristic 
slope changes can be seen at the 0.5 μm position in Al and Na, suggesting that this location may be 
indicative of an elemental barrier after which diffusion was greatly reduced. This point can therefore be 
considered as the nominal elemental interface position. Previous studies have found diffusion zones of 
approximately similar sizes (8 − 10 μm) in fractured tensile specimens of the YPSZ – porcelain interface 
[303] suggesting that diffusion is typically limited to these very small length scales in this system.  
At the nominal 0.5 μm position, a peak in the elemental weight % of O can also be seen. Previous 
studies have highlighted this oxygen-rich interface band at the YPSZ – porcelain interface [304], 
although the exact origin of this behaviour is unknown. Potential explanations for the increased oxygen 
content include variations in stoichiometry in the near-interface oxides, or this may alternatively be 
indicative of oxygen trapped in voids during the manufacturing process. The positioning of this zone in 
relation to the “knees” observed in the elemental weight % distributions of the Al and Na oxides does 
however suggest that these two responses are directly related.  
In contrast to the O weight % peak at the interface, a plateau in concentration can be observed in Y 
at its transition, which again may be indicative of a limiting diffusional distance characteristic of the 
interface region. Changes in YPSZ doping composition are known to impact a whole range of properties, 
from elastic behaviour [189] to grain size [12] and fracture toughness [305].  
As a final check on the reliability of my EDXS results, analysis was performed to compare the 
average compositions of the YPSZ and porcelain with those provided by their respective manufacturers. 
The areas over which the averaging was performed were selected as 20 − 100 μm from the interface for 
the low magnification imaging and 2 − 5 μm for the higher magnification imaging (in the region 
highlighted in the BSE image in Figure 7.4). 
In the case of YPSZ, the oxide weight percent tolerances published for Zenotec Zr Bridge [11] were 
used to calculate the weight % bounds for the five main elements present within this material; Al, Hf, O, 
Y and Zr. These manufacturer’s tolerances, along with the results of both low and high magnification 
elemental composition averaging are shown in Figure 7.6. It can be seen that the averages are 
  
193 
representative of the composition found in Zenotec Zr Bridge for all elements except for the high 
magnification Al and O.  
 
Figure 7.6. Average elemental weight % of the 5 main elements in YPSZ near-interface region; Al, 
Hf, O, Y and Zr. 95% confidence intervals from EDXS peak fitting intervals are included. 
A similar elemental weight % composition calculation was performed for the porcelain using the 
oxide content tolerances provided Ivoclar Vivadent [17]. The bounds calculated for the nine principal 
elements (Al, Ca, F, K, Na, O, P, Si and Zn) were then plotted with the results of the high and low 
magnification averaging, as shown in Figure 7.7. 
 
Figure 7.7. Average elemental weight % of the 9 main elements in porcelain near-interface region; 
Al, Ca, F, K, Na, O, P, Si and Zn. 95% confidence intervals from EDXS peak fitting intervals have 
also been included 
Both materials generally showed good correlation, with 21 out of 28 elemental weight % values 
being found to be within tolerance. The issue of representative averaging in terms of porcelain regional 
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variation as well as the impact of the interface diffusion mean that some variation is expected. Added to 
this effect, the known decreased sensitivity of EDXS to lighter molar mass elements [306] may explain 
why outliers are only present in elements with molar masses less than or equal to that of Al. 
7.3. Transmission Electron Microscopy 
Examination of the literature reveals that one TEM study focusing on the impact of different YPSZ 
surface treatments on the YPSZ – porcelain interface in disc samples has previously been published by 
Grigore et. al [307]. This study revealed distinct differences in the near-interface YPSZ microstructure of 
these specially prepared samples and therefore that YPSZ surface preparation is highly influential in the 
YPSZ-porcelain bonding characteristics. In contrast to this study, in the present TEM analysis my focus 
was instead placed on mapping both the YPSZ and porcelain near-interface regions. Importantly, the 
study was carried out over much larger distances than previously considered, and on a sample 
representative of clinically relevant copings. 
7.3.1. Materials and Methods 
Lamellae for TEM observation were fabricated using the software module ‘AutoSlicer’ and the 
Tescan Lyra-3 XM FIB SEM at MBLEM. A 20 × 5 μm2 area lamella containing the YPSZ-porcelain 
interface with an average thickness in the range of 100 − 150 nm, was milled out for TEM analysis. A 
very low magnitude polishing current (100 pA) and beam energy (5 keV) was used to carefully control 
the sample thickness while minimising the impact of gallium ion implantation. 
7.3.2. Results and Discussion 
Figure 7.8 shows a bright field TEM image of the interface between porcelain and YPSZ. The 
interfacial region exhibits a markedly different microstructure in comparison to the bulk. A band of 
spherical structures can be clearly observed in porcelain at a distance between 0.4 μm and 1.5 μm from 
the interface. These spheres have sizes in the range ~5 − 50 nm and are present at the location at which 
tensile residual stress has previously been shown to be induced during manufacture [33].  As highlighted 
in Chapter 5, the combination of stresses and sintering temperatures applied to this interface region can 
induce creep in dental porcelain compositions. The resulting nanovoiding size distribution is very similar 
to that observed in TEM of the crept samples and offers a likely explanation of the origin of spherical 
type features observed in this region. Further, the appearance of these voids is very similar to the 
amorphous shell / empty voids observed in the creep based study. 
  
195 
 
Figure 7.8. Composite TEM image of the YPSZ – porcelain interface. The insert shows a higher 
magnification image of the band of small YPSZ grains at the interface. 
On the YPSZ side, a band of small grains (ranging in size from ~5 − 70 nm) was observed in the 
first 200 nm of YPSZ closest to the interface (as shown in the insert in Figure 7.8). This band was found 
to be present along the entire length of the ~5 μm interface which was imaged using TEM. The grains in 
this region appear to be loosely bound in comparison to the bulk material and are much smaller than the 
bulk grain size of YPSZ copings. This suggests that the parameters affecting grain growth behaviour in 
this region are different to those of the bulk material. 
Another composite TEM image of the first 6 μm of the near-interface YPSZ is shown in Figure 7.9. 
Following the 200 nm grain refined zone, a ~1 − 2 μm high contrast region can be observed in YPSZ 
showing no clear facets or grain boundaries. One explanation may be the presence of amorphous zirconia 
which has previously been observed at the interface between two dissimilar materials [308]. However, 
the relatively large length scales over which this zone extends (~1 − 2 μm) makes it unlikely that this is 
in fact the case. An alternative and more likely explanation is that this high contrast YPSZ region 
contains a large number of twinning domains and stacking faults which are associated with the tetragonal 
to monoclinic phase transformation. This location corresponds to the exact position where high (60%) 
monoclinic volume fractions were observed through XRD (in § 6.3) and Raman spectroscopy (in § 6.4). 
Multiple layers of twinned material can provide the appearance of multi-directional facets and similar 
high contrast features have previously been observed at the interfaces of zirconia-based thermal barrier 
coatings which have undergone phase transformation [309, 310]. These microstructural changes are 
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speculated to be the result of the residual stresses and thermal histories present at such interfaces, and 
suggest that similar transformational responses are induced at the YPSZ–porcelain interface. Following 
this high contrast zone, grain sizes consistent with those reported in literature are observed [11].  
 
Figure 7.9. Composite TEM image of the YPSZ – porcelain interface and neighbouring YPSZ. 
Examination of the composite TEM images in Figures 7.8 and 7.9 clearly demonstrates that the 
local microstructure in both the porcelain and YPSZ interface are different from the nominal bulk 
structures of amorphous porcelain and polycrystalline YPSZ. The result of this varying grain size has 
previously been shown to impact the fracture toughness of interfaces between materials of differing 
mechanical behaviour [311] and therefore may partially explain the failures observed. 
7.4. Micropillar Compression for Stiffness and Yield Strength Variation  
As outlined in § 2.3.2, micropillar compression can be used to provide insight into the loading 
modulus and yield strength behaviour within a microscale gauge volume. In the analysis which follows, 
an array of FIB milled micropillars have been used to determine the variation of these two properties 
within 100 μm of the YPSZ-porcelain interface. Although this technique has not previously been applied 
to study this interface, or dental porcelain, a number of previous micro-compression studies on various 
forms of zirconia have also been reported [62, 312], which revealed clearly the length scale dependence 
of the behaviour of this material. 
7.4.1. Materials and Methods 
Arrays of micropillars were FIB-milled across the YPSZ-porcelain interface using a two-step 
milling process: coarse milling using 2.5 nA milling current followed by fine milling at 0.75 nA. The 
average pillar diameter and height were ~1.9 μm and ~5 μm respectively, and an aspect ratio of ~2.5 
(Figure 7.10) was selected to reduce the impact of pillar buckling during compression, as successfully 
implemented in previous studies [313].  
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Figure 7.10. SEM images of a completed porcelain micropillar at a distance of 𝟑𝟑 𝛍𝐦 from the 
interface. a) Sample tilted at 𝟓𝟓⁰ (tilt correction of 𝟑𝟓⁰). b) Sample normal to the electron column. 
The pillars were separated from each other by ~10 μm and two arrays of 20 pillars each, offset 
by ~7 μm, were milled in order to attain the overall spatial resolution of ~5 μm in terms of the distance 
from the interface, as shown in Figure 7.11. The relative variation in mechanical properties parallel to the 
interface is believed to be such that an offset of this size should not significantly influence the properties 
calculated. This is further demonstrated by the consistent trends observed as shown in § 7.4.2. 
 
Figure 7.11. SEM image of milled micropillars showing the location relative to the YPSZ – 
porcelain interface and the offset between Line 1 and Line 2.  
7.4.2. Results and Discussion 
Microcompression offers the possibility of uniaxial compression testing at small length scales [314] 
with high spatial resolution. It has been successfully used to study the deformation behaviour of wide 
range of materials including metals, ceramics, polymers, glasses and biological materials [315-317]. 
Typical microcompression stress-strain responses for porcelain and YPSZ micropillars are shown in 
Figure 7.12. Both of these materials exhibit a drop in stress beyond elastic limit due to crack nucleation 
and propagation. The average loading modulus, calculated from the elastic linear stress-strain regime, of 
YPSZ (~214 GPa) was higher than that of porcelain (~72 GPa). Although the accuracy of the extracted 
loading modulus from microcompression data depends on a more rigorous data analysis than that 
considered here [318], these results are in reasonable agreement with those provided by the manufacturer 
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for YPSZ (210 GPa) and for e.max Ceram (60 GPa). Post compression imaging of the deformed pillars 
showed evidence of brittle fracture and therefore the unloading modulus was not analysed. 
 
Figure 7.12. Nominal stress-strain plot of a porcelain and a YPSZ micropillar.  
A plot of loading modulus and 2% yield strength of the pillars as a function of distance from the 
YPSZ-porcelain interface for both Line 1 and 2 is shown in Figure 7.13. In the context of this study, the 
2% yield strength has been defined as the intersection point between the stress-strain curve and a line 
subtended from 2% strain with a slope equal to the calculated loading modulus. Although this approach 
was consistently applied to the data set, the impact of random brittle failure was observed to influence 
this measure, particularly in the YPSZ region. The modulus and yield strength 95% confidence intervals 
were calculated based on the standard deviations of micropillar height and diameter measurements, along 
with the fit quality associated with each measure. 
 
Figure 7.13. Loading modulus (solid markers, left) and 𝟐% yield strength (bordered markers, 
right) for the YPSZ and porcelain micropillars as a function of distance from the interface. The 
𝟗𝟓 % confidence intervals are shown by the error bars  
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A number of outliers were observed in the data set, most notably in the 2 % yield strength in 
porcelain at a distance of 49 μm from the interface and the loading modulus in YPSZ at a distance of 
51 μm from the interface. The singular nature of these variations in an otherwise relatively consistent 
data set suggests that these are unrepresentative.  
A critical examination of the trends in YPSZ loading modulus reveals that this value is 
approximately constant (within experimental scatter) at a value of 216 GPa for distances greater 
than 10 μm from the interface. At the near interface location an increase in modulus, up to a maximum 
of 242 GPa, is observed. The limited diffusion zones (< 5 μm) outlined by EDXS suggest that elemental 
variation cannot explain the origins of this behaviour, however this distance corresponds closely with the 
length scale of the tetragonal to monoclinic phase change observed through XRD (in § 6.3) and Raman 
spectroscopy (in § 6.4). 
The average value of the YPSZ 2 % yield strength in this study was found to be 4.5 GPa. To the 
best of my knowledge, the yield strength of YPSZ has not been reported in literature. However, the 
maximum compressive strength of this material (Zenotec Zr bridge) has been reported to be 2.0 GPa by 
the manufacturer [11]. This difference between bulk and microscale behaviour suggests that length scale 
effects are present in YPSZ, as previously outlined in the literature [319]. The relatively low ductility of 
this ceramic ensures that this parameter is highly influenced by the statistical likelihood of brittle failure 
in the micropillar. For this reason, the yield strength values show relatively large levels of scatter and no 
clear trends in spatially resolved behaviour could be identified. 
In contrast, more consistent 2 % yield strength values were observed in the porcelain, with an 
average magnitude of 3.44 GPa. A moderate reduction in yield strength (of up to ≈ 10%) can also be 
observed within the first 50 μm of the interface. To the best of my knowledge, this study is the first to 
perform micropillar testing on porcelain of any type. Previous micropillar studies have however been 
performed on amorphous silica, the primary constituent of porcelain, which showed a uniaxial 
compressive yield strength of 5.22 GPa [320].  
In terms of macro-scale yield strength comparisons, no compressive testing data was available for 
IPS e.max Ceram. However, macroscopic compression studies performed on similar powder-based 
dental porcelains have reported compressive strengths of 340 MPa [321]. Despite the lack of any 
evidence for microstructural features of this size (for example, grain size, etc.) this indicates different 
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responses between the bulk and microscale. This is most likely to be associated with the statistical 
likelihood of failure at these different length scales.  
An increased yield strength value of 3.91 GPa was observed in the porcelain at a distance of 4 μm 
from the interface. Critical examination of Figure 7.11 suggests that this pillar is composed of both 
porcelain and YPSZ. Therefore, the intermediate value of this strength (between the results of YPSZ and 
porcelain) appears to be realistic in magnitude. 
7.5. Micropillar Splitting for Toughness Variation 
As outlined in more detail in § 1.2, the spatial variation of fracture toughness, is critical in 
understanding the origins of the brittle failure observed at the YPSZ-porcelain interface. Quantification 
of the fracture toughness of both bulk YPSZ [43] and bulk porcelain [300] has previously been reported. 
However, no microscale spatially resolved analysis has been performed to determine the variation in the 
vicinity of the interface. Therefore, in order to improve understanding of this behaviour, a modified 
version of the micropillar indentation and splitting routine established by Sebastiani et al. [63] has been 
implemented. 
7.5.1. Materials and Methods 
FIB milling was used to generate an array of micropillars which were aligned in a direction 
perpendicular to the interface as shown in Figure 7.14a. This pattern was selected to maximize the 
number of pillars within the first 15 μm of the interface in order to enable improved statistics to be 
captured in the location where most variation was expected. A nominal pillar diameter and depth of 5 μm 
was selected in order to provide the required resolution while simultaneously minimizing the impact of 
ion beam damage on the fracture toughness recorded. This size was also consistent with the successful 
experiments previously performed by Sebastiani et al [63]. A trench width of 3 μm was selected as a 
compromise between maximizing the spatial resolution of the data collected and ensuring that there was 
no interaction between the indenter and the surrounding material. In order to aid in aligning the indenter 
to the centre of each pillar, a 25 nm deep cross was milled into the surface as shown in Figure 7.14b. 
High resolution imaging was performed on each pillar using SEM stage tilt angles of 0° and 35° in order 
to measure the radius (𝑅) and height of each pillar as outlined in detail in § 7.4.1. Measurement of the 
distance from the interface to the centre of each pillar was also performed during this process. 
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Figure 7.14.  a) Positions of FIB milled micropillars across the YPSZ-Porcelain interface. b) A high 
magnification image of one pillar. Both images were captured at tilt of 𝟓𝟓° in the 𝒙 direction. 
Figure 7.14a has been rotated to be orientationally consistent with other techniques in this chapter. 
Micropillar indentation splitting was performed using an Alemnis SEM Indenter inside the 
TESCAN Lyra 3 FIB-SEM at Empa, Thun, Switzerland. Prior to the start of the experiment, compliance 
calibration was performed by indenting fused silica which has a well characterized indentation response. 
Before each indentation, the tip was cleaned by indenting the polymer substrate in which the prosthesis 
was embedded. A displacement control mode was used during the analysis in order to prevent the large 
displacements typically observed during fracture under load control. The purpose of this approach is to 
enable the failure mode of the pillars to be examined in more detail through SEM imaging of the 
fractured pillars. Videos of the indentation were also recorded to provide further insight into the pillar 
failure behavior and stills from two example indentations are shown in Figure 7.15. 
 
Figure 7.15. Stills from videos of cube corner nanoindentation splitting before and after 
indentation in YPSZ 𝟗 𝛍𝐦 from interface (a and b) and porcelain 𝟏𝟏 𝛍𝐦 from interface (c and d).  
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Preliminary micropillar indentation splitting was performed using the approach pioneered by 
Sebastiani et al. [63]. A diamond Berkovich tip, with a total included angle of 142.3° was used to 
perform this analysis. This facilitated the use of the Berkovich indentation load pre-multiplier (𝛾𝐵) 
values which have previously been published for this technique. The relationship between the Berkovich 
fracture toughness (𝐾𝐵), critical failure load (𝑃𝐶) and pillar radius (𝑅) is given in Equation 2.16. 
The large included angle associated with the Berkovich tip is known to reduce the sliding between 
the indenter and pillar surfaces. This ensures that the fracture load is less dependent upon the frictional 
coefficient between these two surfaces (a parameter which is typically unknown). In spite of this, the 
shallow viewing angle imposed by the tip presents difficulties in aligning the indenter tip to the center of 
the pillar. In total 9 indents were performed in the YPSZ using this approach and 3 indents were 
performed in porcelain, taking an average time of 40 minutes per point. All of these points were selected 
to be far from the interface where the variation in fracture toughness was expected to be small. 
In order to increase the precision of the alignment between the indenter tip and the center of the 
pillar and reduce the time required to indent the remaining 48 pillars, the decision was made to change to 
a diamond cube corner indenter tip. The reduced included angle of 90° associated with this tip geometry 
increases the sensitivity of the technique to the friction between diamond and the substrate material and 
means that the value of 𝛾𝐵 previously published by Sebastiani et al. [63] is no longer valid. Despite this, 
direct comparison between the fracture toughness results obtained using Berkovich and cube corner 
indentation tips can be used to provide an estimate of the cube corner indentation load pre-multiplier 
(𝛾𝐶) for a given material as outlined in § 7.5.2. Indentation was then performed on all of the remaining 
pillars in an average time of 11 minutes per point. Imaging of the fractured pillars was implemented 
using the Hitachi S-4800 (CFE) SEM at EMPA, Thun, Switzerland with an imaging direction which was 
normal to the surface of the substrate. 
7.5.2. Results 
In order to perform fracture toughness evaluation through micropillar splitting, insight into the 
Young’s modulus (𝐸) and hardness (𝐻) within the region of interest is required. The ratio between these 
parameters can then be used to calculate the load pre-multiplier 𝛾𝐵 through Finite Element (FE) 
simulations. A plot of the relationship between 𝐸/𝐻 and 𝛾𝐵 was recently published by Sebastiani et al 
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[104] which demonstrates that for 𝐸/𝐻 values ranging from 5 to 22 this relationship is approximately 
linear and can be fitted to give the following relationship: 
 𝛾𝐵 = 0.0149
𝐸
𝐻
+ 0.057. (7.1) 
Although nanoindentation has previously been successfully performed across the YPSZ-porcelain 
interface [33, 35], the influence of residual stress and brittle fracture (inelastic behavior) is known to 
greatly influence this experimental approach [322]. Therefore, in order to gain insight into the likely 
trends in hardness across the interface, the approximately constant relationship that exists between yield 
strength (𝜎𝑦) and hardness for a given material can be exploited. Although the exact relationship 
between these two parameters is highly dependent upon the specific substrate, a good approximation for 
the relationship is that hardness is three times the yield strength [323]. Comparison between the average 
yield strength obtained through microcompression [295] and those provided in the literature, demonstrate 
that this is a good approximation for YPSZ (13.5 GPa compared to 12.75 GPa provided by the 
manufacturer [11]) but not for porcelain (10.3 GPa compared to 5.4 GPa published in the literature [17]). 
These differences are likely associated with size effects and the microstructures of the two materials.  
Therefore, in order to provide insight into the likely variation of the ratio between Young’s modulus 
and hardness across the YPSZ – porcelain interface, the yield strength and Young’s modulus results 
obtained through micropillar compression (in § 7.4) were used in the following approximation:  
 
𝐸(𝑥)
𝐻(𝑥)
≈
𝐸(𝑥)
3𝜎𝑦(𝑥)
, (7.2) 
where 𝑥 is the distance from the interface. The standard deviations of 𝐸 and 𝜎𝑦 were also used to 
calculated the 95% confidence intervals of 𝐸/𝐻. 
The variation of 𝐸/𝐻 is shown in Figure 7.16 which reveals that within each material the scatter of 
𝐸/𝐻 is generally equal to or smaller than the 95% confidence intervals of each value. This means that, 
within the scatter of the results obtained experimentally, the value of 𝐸/𝐻 can be considered to be 
approximately constant in both YPSZ and porcelain. Further, as highlighted in Equation 7.1, it can be 
seen that moderate changes in the value of  𝐸/𝐻 result in very small changes in 𝛾𝐵, i.e. the fracture 
toughness estimate is robust to minor deviations in 𝐸/𝐻. This approximation of constant material 
mechanical parameters in both YPSZ and porcelain was therefore used in the remainder of the analysis. 
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Figure 7.16. Variation of 𝑬/𝑯 as a function of distance from the YPSZ-porcelain interface. The 
error bars indicate the 95% confidence intervals of each value. 
It was decided that the literature values of Young’s modulus and hardness would be used to 
calculate the 𝐸/𝐻 ratio for both YPSZ and porcelain as shown in Table 7.1. The magnitude of these bulk 
estimates are typically more reliable than the results of micro-mechanical testing and the use of these 
values is also consistent with the approach implemented by Sebastiani et al. [63].  
Table 7.1.  Mechanical properties and indentation load pre-multipliers for YPSZ and porcelain. 
The fracture toughness estimate obtained from Berkovich indentation is included for comparison.  
Material 𝑬 (GPa) 𝑯 (GPa) 𝑲 (MPam0.5) 𝜸𝑩 𝜸𝑪 𝑲𝑩 (MPam
0.5) 
YPSZ  210 [11] 12.75 ± 1.96 [11] 5.00 [11] 0.31 ± 0.02 1.10 ± 0.05 4.79 ± 0.24 
Porcelain 60 [17] 5.40 ± 0.20 [17] 2.75 ± 0.25 [17] 0.22 ± 0.01 0.41 ± 0.04 2.65 ± 0.27 
Micropillar Splitting 
After successfully fracturing each of the 60 FIB milled pillars, analysis was performed on the load-
displacement curves obtained from the analysis. Distinct differences were observed between the fracture 
of the YPSZ and porcelain micropillars, examples of which are shown in Figure 7.17. In the case of 
porcelain, brittle failure occurred without the onset of plasticity. However in the case of YPSZ, a gradient 
decrease in the load-displacement plot was observed prior to failure. Despite these differences, consistent 
estimates of the critical instability load (𝑃𝐶) were obtained from each of the pillars from the point where 
large drops in the load were observed. 
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Figure 7.17. Typical load-displacement plots for YPSZ, porcelain and the interface up to the point 
of brittle failure. The distance from the interface to the pillar center is given in the plot legend.  
In order to obtain estimates of the fracture toughness of each of the pillars, quantification of the 
Berkovich indentation load pre-multiplier 𝛾𝐵 for each material were next obtained. These were based on 
the bulk values of Young’s modulus and hardness for YPSZ and porcelain outlined in Table 7.1 as well 
as Equation 7.1. Estimates of the Berkovich fracture toughness were then determined using Equation 
2.16. In order to provide comparisons with the cube corner indentations, the average value of 𝐾𝐵 was 
determined at positions where both techniques had been applied; at 60, 70 and 80 μm from the interface 
for porcelain and at 35, 50 and 60 μm from the interface for YPSZ. The averages and standard 
deviations of 𝐾𝐵 acquired from these three points are given in Table 7.1. These estimates were then 
treated as absolute measures of fracture toughness in order to optimize 𝛾𝐶, the cube corner indentation 
load pre-multiplier for each material. This parameter relates the cube corner fracture toughness 𝐾𝐶 to the 
critical instability load, through the expression: 
 𝐾𝐶 = 𝛾𝐶
𝑃𝐶
𝑅3/2
. (7.3) 
The magnitude and standard deviation of 𝛾𝐶 for YPSZ and porcelain determined in this analysis are 
given in Table 7.1. These estimates were then used in combination with the critical fracture toughness 
values to obtain estimates of the 𝐾𝐶 in the YPSZ and porcelain near-interface regions. At the locations 
where both YPSZ and porcelain were contained within the pillar an average value of  𝛾𝐶 = 0.5 ×
(𝛾𝐶
𝑍𝑖𝑟 + 𝛾𝐶
𝑃𝑜𝑟) was used to determine 𝐾𝐶. The standard deviations of the fracture toughness values were 
acquired from the combined uncertainties of each of the parameters used in their calculation and the 
results of this analysis are shown in Figure 7.18. 
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Figure 7.18. Fracture toughness variation across the YPSZ – porcelain interface. The results from 
both Berkovich and cube corner indentation are shown along with the average values obtained 
from the literature [11, 17]. The error bars indicate the 95% confidence intervals. 
Examination of the SEM images of the fractured pillars revealed that the average offset between the 
center of the pillar and the indenter tip was less than 100 nm for the cube corner indentations, compared 
with 100 − 300 nm for the Berkovich tip. Four main failure modes were observed in the pillars 
depending upon the substrate material, location and indenter tip geometry as shown in Figure 7.19.  
 
Figure 7.19. SEM images of fractured pillars. a) Complete brittle failure of a porcelain 
micropillar. b) Typical near-interface cube corner micropillar failure showing pillar splitting. 
Examination of multiple interface fractures revealed that the fracture direction was often closely 
aligned to the interface. c) Typical YPSZ cube corner tip fracture showing multiple cracks.            
d) Berkovich tip indentation of a YPSZ micropillar. 
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Examination of the porcelain micropillars revealed that for many of the tested positions, the 
indentation had been sufficient to fully fracture the stub, leaving only the base or a small section of the 
pillar (Figure 7.19a). The smooth, sharp facets of the remaining surfaces suggested that porcelain failure 
was brittle, in contrast to the gradual failure in YPSZ. In near-interface pillars, which contained both 
YPSZ and porcelain within a single pillar (Figure 7.19b), a different failure mode was widely observed. 
Typically the pillar was found to fracture into two pieces, with the direction of fracture being closely 
aligned to the interface direction. The fracture of these pillars was sharp suggesting a single failure event, 
and the crack was typically induced within the porcelain at a distance of between 1 − 2 μm from the 
interface. Cube corner indentation of YPSZ resulted in pillar splitting along the sharp edges of the indent 
as shown in Figure 7.19c. The surface of these fractures was highly faceted suggesting failure increased 
gradually through the continued application of load. In contrast to this behavior, Berkovich indentation 
cracks were localized to pillar edges in YPSZ, this was believed to be associated sub-surface cracking 
which propagated to the pillar surface as shown in Figure 7.19d.  
7.5.3. Discussion 
Examination of the fracture toughness variation across the interface in Figure 7.18 reveals that 
beyond 50 μm from the interface in porcelain and beyond 25 μm in YPSZ, the fracture toughness is 
approximately constant and equal to the average values published in the literature [11, 17]. This suggests 
that the results obtained though the of Berkovich pillar splitting approach developed by Sebastiani et al 
[63, 104] are reliable in both YPSZ and porcelain. Further, the minimal variation in fracture toughness 
ensures that the calibration of 𝛾𝐶 implemented based on constant 𝐾 values is valid.  
The values of 𝛾𝐶 for YPSZ and porcelain were determined to be 1.10 and 0.41 respectively. Pillar 
splitting using a cube corner indentation tip has not previously been published in the literature and 
therefore no comparative results are available The magnitude of these pre-multipliers are several times 
larger than the equivalent 𝛾𝐵 values for each material and are known to be associated with the sharper 
indentation and increased surface sliding associated with a cube corner indent. This induces a different 
type of pillar failure but also increases the sensitivity of the technique to the friction coefficient between 
the diamond tip and the substrate material. Despite these differences, the variation in fracture toughness 
obtained through cube corner indentation appears to be realistic and can begin to explain the high failure 
rates of this system. 
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In order to gain insight into the scatter within the very near interface region (< 15 μm) a systematic 
examination was performed to assess factors which may have influenced these values. No correlation 
could be observed between the fracture toughness and the magnitude of misalignment between the pillar 
centre and the indentation position. In contrast, the analysis instead revealed that the pillar splitting 
approach is robust to minor errors in indenter positioning. Analysis was also performed to assess the 
impact of spatial positioning (along the interface direction), pillar diameter and pillar height on the 
fracture toughness values obtained. No trends could be identified in any of these parameters, suggesting 
that the scatter in the near-interface region is instead more likely to be representative of the random 
fracture toughness variation at this location. 
As previously highlighted, there were distinct differences between the YPSZ, porcelain and 
interface failures. Figures 7.15b and 7.19c both demonstrate that the failure of YPSZ is gradual and 
occurs by crack propagation and slow growth under increasing load. This results in a reduction in 
gradient on the load-displacement curve which is indicative of energy absorption and a ‘plastic’ type 
failure. The multi-faceted crack surfaces of the fractured pillars provide further evidence that YPSZ 
failure is associated with gradual crack growth. In contrast to this behaviour, Figures 17.15d and 7.19a 
highlight the brittle failure mode induced in porcelain. There is no change in gradient on the load-
displacement curve and complete pillar fracture occurs at a point at which there were no visible cracks in 
the pillar surface. 
In the near interface region, a distinct failure mode is observed which is believed to be a 
combination of both the YPSZ and porcelain failure mechanisms and preferential pillar splitting along 
the direction of the YPSZ-porcelain interface. Planar interfaces are implicitly associated with 
orientational dependence and therefore it is perhaps unsurprising that the half pillar splitting in the 
interface region is preferentially aligned to the interface. What is however more surprising is that failure 
was not induced at the interface location, where a step change in mechanical properties is expected, or at 
the pillar centre. Failure was found to be more likely within the near-interface porcelain at a distance of 
between 1 − 2 μm from the interface. This length scale correlates well with the position of nanoscale 
voiding determined in the TEM study, suggesting that there may be an implicit weakness in the porcelain 
at this location. The random nature of void type features may also explain the large scatter in the fracture 
toughness of the near-interface porcelain pillars. 
  
209 
Clear differences can be observed between the literature average values of fracture toughness and 
those obtained micropillar splitting for both YPSZ and porcelain in the near-interface region (Figure 
7.18). There is a reduction in fracture toughness of porcelain (by up to ≈ 90%) starting at a distance of 
approximately 50 μm from the interface and extending to the near interface location. This variation is 
highly self-consistent, suggesting that this weakness may be associated with a gradual variation in 
mechanical properties. For example, through localised creep rate behaviour which is known to reduce the 
fracture toughness of porcelain [324]. In contrast, at distances less than 15 μm from the interface, the 
data shows a large amount of scatter suggesting more statistically driven weaknesses than those seen at 
larger distances.  
The variation of fracture toughness within the interface pillars (containing both YPSZ and 
porcelain) demonstrates relatively high levels of scatter with an average value of 3.8 MPam0.5. This 
corresponds well with the average literature fracture toughness values of YPSZ and porcelain 
of 3.9 MPam0.5. Despite this consistency, the fracture toughness in pillars containing mostly porcelain 
shows high levels of scatter. Of the four pillars measured, three are within the scatter observed in the 
neighbouring porcelain however one high toughness pillar (5.3 MPam0.5) was present at this location, 
this may be an outlier or perhaps is more representative of failure within YPSZ.  
In YPSZ the fracture toughness is approximately constant and equal to the literature value of 
5 MPam0.5 up a distance of 15 μm from the interface. In the near-interface region there is an ≈ 10%  
increase in fracture toughness and an increase in scatter, with values between 4.9 − 6.4 MPam0.5 being 
observed. This scatter suggests that this behaviour is statistically driven, rather than a gradual transition 
and therefore is likely to be associated with local features. One explanation may be high elemental 
composition sensitivity of YPSZ fracture toughness [325, 326]. However, the grain size dependence of 
YPSZ fracture toughness is perhaps more likely [327]. Larger grains of YPSZ are more likely to 
transform from a tetragonal to a monoclinic phase during stress application, increasing the amount of 
energy absorbed by the material during fracture. The TEM analysis outlined in § 7.2 previously 
highlighted YPSZ grain size variations at this location, including the presence of relatively large grains 
(1 − 2 μm2) within the first 10 μm of the interface. This scatter may therefore be dependent upon the 
presence, or lack of, a large grain within the gauge volume under consideration. 
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7.6. Conclusions 
In this chapter, four complimentary micro-scale experimental techniques were applied across the 
YPSZ – porcelain near-interface region of a cross section of a dental prosthesis. All four studies 
represent ‘first insight’ into the characteristic behaviour at the YPSZ-porcelain interface in a 
representative dental sample. In the case of EDXS, the broad range of elemental species assessed, and 
high resolution analysis performed, provides critical insight into the elemental diffusional distances and 
associated mechanical and microstructural variations induced by this effect. The TEM analysis has 
provided much improved insight into the near-interface characteristics of both YPSZ and porcelain, in 
terms of the nanovoiding and grain size variation in these regions. Both the micropillar compression and 
micropillar splitting studies represent the first published work in which spatially resolved mechanical 
analysis has been performed. Further, cube corner indentation (which can be aligned more quickly and 
precisely to pillar centers) has been shown to provide realistic estimates of fracture toughness by making 
use of a new critical failure load pre-multiplier 𝛾𝐶.  
At distances greater than 10 − 15 μm from the interface YPSZ was found to be highly uniform and 
consistent with published values both in terms of elemental composition and mechanical behaviour. In 
this region YPSZ has been shown to fail through a gradual, ‘plastic’ type fracture mode in which cracks 
incrementally propagate, until a critical load is reached and the load drops in magnitude.  
Mechanical variations in the near-interface YPSZ were observed within the first ≈ 10 μm of the 
interface. Within this region a 10% increase in fracture toughness was identified, along with a 5 − 15% 
increase in loading modulus. This may be associated with grain size variation or perhaps more likely is 
associated with the tetragonal to monoclinic phase transformation. Within the first 3 μm of the interface 
TEM analysis demonstrated clear variations in grain morphology within YPSZ. This length scale closely 
matches the limits on elemental diffusion of Si, K, Zn and Al and suggests that these two effects are 
likely to be directly related. This position also corresponds to a peak in loading modulus (242 GPa at 
5 μm from the interface).  
TEM imaging of the near interface porcelain demonstrates creep induced nano-scale voiding within 
the first few microns of the interface. In this region, EDXS analysis has revealed elemental diffusion of 
Zn and Y along with the presence of YPSZ particles which have detached from the YPSZ surface and 
become embedded in the porcelain. Across the interface a distinctive half pillar splitting type failure was 
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also observed during fracture toughness testing. This failure was typically aligned with the interface and 
was at a distance of 1 − 2 μm from the interface. Variations in loading modulus and yield strength were 
also seen, suggesting that the combined effects of nanovoiding and elemental variation in the near-
interface porcelain were sufficient to severely alter the mechanical characteristics at this location. 
Scatter was also observed in the fracture toughness values of porcelain within the first 15 μm of the 
interface, which was followed by a gradual and consistent reduction in toughness within the first 50 μm 
of the interface (of up to ~90%). This large reduction in fracture toughness corresponded to a region of 
decreased yield strength and has the potential to explain the high failure rates at this location. 
At distances greater than 50 μm  from the interface the mechanical properties of YPSZ and 
porcelain were reasonably constant. Any minor variations are most likely associated with the slight 
variations in local elemental composition.  
Overall, these four studies indicate that there are distinct variations in the microstructure, 
mechanical properties and elemental composition across the YPSZ-porcelain interface. These variations 
arise through a complex interplay between diffusion, thermal treatment, grain growth kinetics, residual 
stress, creep behaviour and grain cohesion in this region. Further discussion on the potential origins and 
interaction between these effects are outlined in Chapter 8.  
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8. Discussion and Conclusions 
This chapter draws together the conclusions from each of the studies outlined in this thesis in order 
to provide critical assessment of the results obtained. The integration of these results can provide 
potential explanations for the failures observed, as well as possible interpretations for the impact of the 
parameters which are known to influence prosthesis failure rates, as outlined in § 8.1. A brief overview 
of the achievements outlined in this thesis are then provided in § 8.2, along with potential future studies 
arising from the results in § 8.3. The main conclusions of the thesis are then summarised in § 8.4 
8.1. Compendium of Mechanical Microscopy of the YPSZ-porcelain Interface 
In order to improve the understanding of the underlying processes responsible for the near-interface 
residual stresses and phase transformations identified in this thesis, consideration of the mechanical 
properties and microstructure at this location is necessary. In this regard, Figure 8.1 has been produced as 
a compendium of the results of the high resolution property profiling across the YPSZ-porcelain 
interface.  Figure 8.1a shows the variation of residual stress across the entire YPSZ-porcelain interface 
which has been determined using FIST sequential ring core residual stress analysis (in § 6.5.1). In Figure 
8.1b the Young’s modulus and yield strength results obtained using micropillar compression (from § 
7.4), and the fracture toughness variation from micropillar splitting (in § 7.5) are shown. The results of 
EDXS have also been included in Figure 8.1c.  
The variations in phase composition, in combination with mechanical property assessment and the 
results of TEM provide a comprehensive overview of the near-interface YPSZ. Within the first 200 nm 
of the interface a band of small (5 − 70 nm diameter) YPSZ grains are present. Immediately adjacent to 
this band lies a ~2 μm thick region which shows no obvious grain boundaries, but the presence of high 
contrast features similar to those observed in monoclinic YPSZ [309, 310]. The location and thickness of 
this phase change correspond closely with the results of Raman spectroscopy and XRD which revealed a 
region containing up to 60% YPSZ monoclinic phase within the first 3 μm of the interface. In these 
studies, monoclinic YPSZ was observed up to ≈ 10 μm from the interface, agreeing closely with the 
12 μm length scale over which increased fracture toughness (by ≈ 10%) was seen within the YPSZ. 
Previous studies have indicated that increased amounts of monoclinic phase as well as the larger grain 
features at this location affect fracture toughness through an increased propensity to transform [327]. 
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Figure 8.1. Compendium of property profiling across the YPSZ-porcelain interface. Error bars 
indicate 𝟗𝟓% confidence intervals and solid lines indicate bulk averages. a) Sequential ring-core 
FIB milling. b) 𝑲, 𝑬 and 𝝈𝒚 from micropillar analysis. c) EDXS results. 
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A distinct variation in Young’s modulus has also been characterised within the first 10 μm of the 
interface, with an increasing trend stiffness found in the three measurements closest to the interface. 
Monoclinic YPSZ is known to have a different elastic response than tetragonal YPSZ, and this may be 
the origin of this behaviour [189]. The impact of elemental diffusion may also be influencing the near-
interface YPSZ state and mechanical response, with typical diffusional distances of 2 − 3 μm being 
observed in YPSZ. 
The near-interface porcelain also has characteristic structural features that have also been observed 
using the different analytical techniques applied. Nanoscale voids with the average diameter ≈ 10 nm 
were identified at distances in the range 0.4 − 1.5 μm from the interface which closely match 
nanovoiding induced by high temperature tensile creep by in Chapter 5. Although no nanoscale structural 
evidence for creep was identified at distances > 2 μm from the interface, the larger distances over which 
moderate tensile residual stresses have been characterised (≈ 100 μm) indicate that creep is likely to 
also occur within this region (Figure 8.1a). Further evidence for this behavioural response is given by the 
large (up to ≈ 90%) decrease in the fracture toughness of porcelain within the first 50 μm of the 
interface (Figure 8.1b). Tensile creep damage of similar silica based ceramics have been shown to 
influence both the fracture toughness and yield strength of these materials [56] and a smaller reduction in 
yield strength (of up to ≈ 10%) has also been identified within the first 10 − 50 μm of the interface. 
Elemental diffusion may also be influencing the mechanical response of the very near-interface region, 
with the depth of diffusion of zirconium into porcelain found to be ≈ 5 μm. The increased stiffness and 
yield strength of zirconia may explain the minor increase in these two parameters at the measurement 
point at 4 μm from the interface. 
The conventional design approach which is used in the manufacture of YPSZ-porcelain dental 
prosthesis is to ensure that the CTE of porcelain is moderately lower than that of YPSZ, thereby 
generating low magnitude compressive residual stress in the veneer and exploiting the higher magnitude 
compressive strength of this material (relative to the tensile behaviour) [29]. Despite using this design 
principle in this study, the average residual stress state within the porcelain has been found to be mildly 
tensile. This agrees with the results of similar studies within the literature [33, 34, 296] and suggests that 
the phase transformation at the YPSZ-porcelain interface is influencing the residual stress in the veneer. 
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Another factor to highlight at this stage is that the analytical decomposition of the residual stress 
state within YPSZ (in § 6.6) reveals that a parabolic residual stress state is likely to be present within the 
coping before the veneer is applied. This state is associated with the high temperature sintering used in 
the manufacture of the YPSZ and is associated with tensile stresses at the coping surface, and 
compressive stresses in the core.  
The combination of microstructural, micromechanical and residual stress analysis obtained in this 
study and presented in the above discussion leads to the following explanation for of the origins of the 
observed behaviour. During manufacture, the porcelain slurry is initially applied to the surface of the 
already sintered YPSZ coping at room temperature. This component is then heated to 750℃ in a vacuum 
furnace in order to fire the veneer. During cooling, the CTE mismatch between the YPSZ and porcelain 
drives the boundary layer of near-interface porcelain into compression, and increases the magnitude of 
the tensile stress in the near-interface YPSZ. This tensile region is contained within ≈ 200 μm of the 
interface and has a peak stress which is located at the YPSZ-porcelain interface.  
During further cooling, the peak tensile stresses at this near-interface location reach a sufficient 
magnitude to induce the tetragonal to monoclinic phase transformation in YPSZ [29]. This is associated 
with a 4% volume expansion in the monoclinic grains (as shown by the eigenstrain gradient 
transformation plasticity model in § 6.6.3) which act to greatly reduce the average tensile stress within 
this region of YPSZ. Importantly, the relaxation of the neighbouring tetragonal grains may not be as 
large as that of their monoclinic counterparts. This explains the discrepancy between the XRD 
(exclusively tetragonal phase) and ring-core (overall average) stress evaluation results at this location. 
The 60% volume fraction of transformed material within YPSZ leads to a strain expansion which is 
sufficient to replace the compressive stresses within the near-interface porcelain veneer with residual 
tension. It is this locked-in residual stress state at the YPSZ-porcelain interface that acts as the driving 
force for the porcelain chipping failure. 
The next stage of veneer fabrication involves the application of another layer of slurry and reheating 
the system to 750℃ in order to sinter the new material. This temperature is insufficient to melt the 
proceeding layer of porcelain, but has shown to be sufficient to induce creep at tensile stresses in Chapter 
5. Tensile creep is activated within the porcelain in the first 50 μm from the interface. This process 
reduces the residual tensile stresses within this region, but leads to a reduction of fracture toughness and 
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yield stress at the YPSZ-porcelain interface. The application of further veneering layers leads to further 
reduction of the tensile stresses in the near-interface region, but at the expense of degrading the 
mechanical integrity of porcelain in this area.  
The interaction outlined above provides an explanation for several observations of the YPSZ-
porcelain system that have been reported previously: 
1. The primary failure mode of these prostheses (through porcelain chipping) originates almost 
entirely from the very near-interface region [6, 300]. This is the location of porcelain creep, 
moderate tensile stresses and the region of greatly reduced mechanical strength.  
2. Thicker veneers are known to result in higher failure rates in YPSZ prostheses [18]. Force 
equilibrium of the CTE mismatch of thicker veneers will result in larger tensile stresses at the 
YPSZ-porcelain interface, increasing the amount of transformed YPSZ and thereby inducing 
more damage in the near-interface porcelain. It is worth noting that other effects such as the 
amount of strain energy induced by thermal expansion mismatch, and the associated energy 
release rate also increase with the thickness of the applied veneer. 
3. Heat treatment of the prosthesis may lead to either increased or reduced integrity, depending 
upon the conditions and number of cycles applied [328]. This behaviour arises as a consequence 
of interplay between tensile stress relaxation of the near-interface region and the increased 
creep damage associated with this process. An optimum thermal cycle may exist that minimises 
the induced residual stresses without excessive reduction in mechanical properties. 
4. Abrasive surface treatment of the YPSZ surface leads to increased reliability of the prosthesis 
[329]. Sand or air blasting of the YPSZ surface is known to induce the YPSZ tetragonal to 
monoclinic phase change within a micro-scale near-interface region [14]. This approach reduces 
the extent of any further transformation during the sintering cycle, thereby minimising tensile 
residual stress build up and creep effects in the porcelain veneer.  
5. Smaller differences in thermal expansion mismatch lead to increased prosthesis reliability 
[330]. By reducing the strain mismatch induced between the YPSZ and porcelain during 
cooling, this approach minimises residual stress build up and creep induced damage in the near-
interface porcelain. 
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6. Slower heating and cooling rates during YPSZ coping sintering reduce the likelihood of 
porcelain chipping [280]. This process minimises the magnitude of the tensile stresses induced 
in the near-surface regions of the coping and reduces the propensity of this region to transform. 
In turn, the magnitude of the tensile residual stresses in the near surface porcelain are 
minimised.  
8.2. Main Achievements and Current State-of-the-art 
This section provides a brief overview of the main conclusions and new techniques outlined in this 
thesis, along with the connections between each of the studies presented. In Chapters 1 and 2, an 
introduction to existing experimental methods and the current state of the literature was presented as a 
starting point on which this analysis has been based. 
Chapter 3 presents the work I performed to refine and expand upon the ring-core FIB milling and 
DIC residual stress analysis technique. A fully automated outlier removal and error propagation 
analytical routine has been developed and is presented. This methodology has been critical in facilitating 
efficient, reliable and operator independent results, as well as providing precise estimates of the 
confidence bounds on stress estimates. A new approach for ring-core FIB milling and DIC full in-plane 
strain tensor analysis has also been established along with two new spatially resolved residual stress 
analysis techniques; the sequential ring-core approach for incremental measurements between mm and 
tens of microns, and the parallel approach for between 1 − 10 μm. All of these techniques have been 
validated using XRD and have proven to be effective in determining estimates of unstrained lattice 
parameters. These refinements have greatly increased the capabilities of the ring-core FIB milling 
approach, and have provided the tools necessary to investigate the YPSZ-porcelain interface, as outlined 
in Chapter 7. 
Quantification of the single crystal stiffness of YPSZ is known to be particularly challenging using 
traditional wave based techniques and Chapter 4 presents a new approach using polycrystalline neutron 
diffraction. This technique is based on FE simulations and model matching of in situ compressive 
loading of YPSZ to refine estimates of the single crystal parameters. These improved estimates are 
necessary to enhance existing models of the YPSZ-porcelain interface, which have the potential to 
reduce prosthesis failures rates through process parameter optimisation as outlined in § 8.3. 
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The combination of high magnitude stresses identified in Chapter 6, and porcelain nanovoiding 
observed at the interface in Chapter 7 suggested that creep may be induced in the near-interface 
porcelain. In order to improve understanding of this behaviour, in Chapter 5 a new high temperature 
tensile creep approach has been established which can be implemented on the small ceramic sample sizes 
used in the dental industry. This approach quantified the tensile secondary creep rate behaviour of dental 
porcelain for the first time, and was used to generate crept samples for nanostructural characterisation. A 
comparative TEM and SANS study was then performed to gain insight into the nanoscale characteristics 
of crept porcelain. This creep induced nanovoiding shows strong similarities with those identified at the 
YPSZ-porcelain interface and suggests that this may be associated with porcelain chipping. 
In Chapter 6, the refined ring-core FIB milling and DIC techniques (FIST, sequential and parallel) 
have been applied to assess the residual stress variation in a YPSZ-porcelain cross-section. High 
resolution (1 μm) cross-validation has been performed in YPSZ using XRD and Raman spectroscopy, 
which indicated high magnitude (200 − 300 MPa) tensile stresses within the first 100 μm of the 
interface. These two approaches were also used to study the phase composition of YPSZ, which was 
found to have transformed within the first 10 μm of the interface. In order to provide cross-validation of 
the stress state within the amorphous porcelain, a new experimental approach has been established based 
on peak shifting of the PDF distributions obtained from XRD. As well as presenting a brand new 
amorphous strain characterisation tool, the results of this analysis demonstrate that the layering approach 
used to manufacture the veneer induces cyclic tensile and compressive stresses, and that bond rotation is 
critical in atomic scale strain accommodation in this material. This chapter provides insight into the 
residual stress variation across the YPSZ-porcelain interface at a resolution far surpassing any previous 
analysis and has therefore been able to capture the stress induced YPSZ phase transformation at the 
interface for the first time. Importantly, analytical modelling of the impact of CTE mismatch and the 
residual stress induced by YPSZ sintering could be used to match the stress distribution observed at the 
macroscale. Eigenstrain gradient transformation plasticity was also able to capture the behaviour of the 
near interface region, which is critical in understanding failure at this location, as outlined in § 8.1. 
In order to understand the impact of the highly localised (microscale) phase transformation and 
residual stress state on near-interface characteristics, high resolution microstructural and mechanical 
analysis has been performed, as outlined in Chapter 7. EDXS revealed characteristic elemental diffusion 
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in both YPSZ and porcelain at micrometer length-scales, at the exact location that failure occurs. TEM 
analysis revealed a complex microstructure within the first few microns of the interface, including 
porcelain nanovoiding as well as YPSZ transformation induced twinning. A new approach, based on 
using micropillar arrays to assess spatially resolved mechanical properties was then carried out using 
both micropillar compression and the first ever implementation of cube corner pillar splitting. This 
analysis revealed distinct loading modulus, yield strength and fracture toughness behaviour within the 
first few microns of the interface in both YPSZ and porcelain, which arise as a result of phase 
transformation and creep induced damage, respectively. 
The integration of the results obtained in this study can begin to provide an explanation for the high 
failure rates observed in YPSZ dental prosthesis, as outlined in § 8.1. The origins of this behaviour are 
closely related to thermal expansion mismatch between YPSZ and porcelain, the stress induced YPSZ 
phase transformation and resulting porcelain creep. This improved understanding also provides 
explanations for several of the parameters known to influence prosthesis failure rates. 
8.3. Future Work 
In this thesis conscious and focused effort has been directed towards characterising the mechanical 
and structural state of the YPSZ-porcelain interface, in order improve understanding the relatively high 
failure rates at this location. In contrast to previous analysis based on incremental improvement of 
manufacturing routines through trial and error, the insight gained through this analysis facilitates directed 
optimisation of the prosthesis design and processing routes in order to minimise failure rates.  
Prior to the establishment of new optimised designs, it is important to highlight that it has been 
necessary to direct the focus of this study towards a few representative samples. This focused approach 
has not facilitated investigation into the scatter / variation of the mechanical properties within a batch of 
samples or even within a single specimen. Therefore assessment of this variation forms a critical next 
step in the study of the YPSZ-porcelain interface. Initially, I believe that focus should be directed 
towards conventional prosthesis design in order to fully characterise the behaviour of these components. 
As previously highlighted, assessment of alternative manufacturing routes has previously provided 
varying and contradictory results, and therefore complete understanding of the fundamentals of this 
mechanical system are initially required in order to understand the impact of process changes. 
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The most effective approach which can be used to combine the insights and results obtained from 
this thesis is the use of mechanical modelling. This methodology can build on analytical routines 
outlined in § 6.6, along with the polycrystalline interactions and the single crystal stiffnesses outlined in 
Chapter 4. The creep rate characteristics and associated reductions in mechanical strength outlined in 
Chapter 5 also need to be integrated into this simulation. Finally, the mechanical and structural variations 
observed across the interface also need to be included in order to fully capture the prosthesis behaviour.  
Several potential types of model could be used to perform the necessary simulations across the 
YPSZ-porcelain interface, however one of the most promising approaches appears to be based on phase 
field analysis [331, 332]. This approach would be particularly effective at capturing the stress induced 
phase transformation characteristics of the near-interface region and the associated interaction between 
monoclinic and tetragonal grains. Alternatively, simulations based on FE models could be established in 
order to fully accommodate the interface behaviour, thermal characteristics, creep response and 
variations in mechanical properties observed at the interface [333]. 
As outlined in § 8.2, there are a number of different parameters which are known to influence the 
failure rates of YPSZ-porcelain prosthesis. Modelling provides a versatile, efficient and effective 
optimisation tool which can be used to investigate the response of the YPSZ-porcelain interface to these 
differing variables. Potential investigations can be grouped into three main categories: 
1. Thermal processing routes. The veneer sintering regime applied to the YPSZ-porcelain 
prosthesis can be assessed to determine the impact of differing dwell times, sintering 
temperatures as well as the heating and cooling rates implemented. As outlined in § 8.1, the 
impact of applying multiple veneers (and repeated thermal sintering) is particularly influential 
on the microstructure of the YPSZ-porcelain interface and can be assessed through modelling. 
Post processing of the prosthesis through temperature dwells also has the potential to relieve 
residual stresses within the veneer, at the expense of increased porcelain creep and the 
interaction between these two processes can be evaluated and optimised. 
2. Material optimisation and selection. Many differing types of dental YPSZ and porcelain are 
commercially available, however the complex interaction between these two materials presents 
severe difficulties in materials selection. The establishment of an effective and representative 
model would facilitate material optimisation in terms of CTE, porcelain creep characteristics, 
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the transformability of YPSZ and the mechanical parameters of each material. For example, a 
higher concentration of yttria increases the stabilisation of YPSZ and reduces the likelihood of 
transformation at the interface at the expense of a more brittle coping material. 
3. YPSZ coping treatment. The manufacture of the YPSZ coping is dependent upon several 
parameters which have the potential to be optimised in order to minimise chipping of the 
porcelain veneer. Of particular importance is the residual stress state and phase composition of 
the near interface region prior to veneering. Thermal or surface treatment could potentially be 
used to alter these parameters and thereby reduce chipping rates.  
Although modelling offers an effective approach which can be used to suggest improved 
manufacturing routes, further mechanical testing of these optimised designs is necessary. The next stage 
of analysis would therefore be to manufacture prosthesis based on the newly optimised parameter design 
and to use the suite of refined analytical tools presented in this thesis in order to assess the impact of this 
new approach. As highlighted above, this approach would likely involve assessment of the variability 
between multiple components, and would also require clinical testing. 
The overall aim of all of this analysis would be to use the improved insight offered by the results 
presented in this thesis, in combination with the new experimental techniques which have been 
established, to reduce the likelihood of near-interface chipping in commercially manufactured YPSZ-
porcelain dental prostheses. 
8.4. Conclusions 
In this thesis a focused and critical assessment of the mechanical state and microstructure within the 
first few hundred microns of the YPSZ-porcelain interface in dental prostheses has been presented. This 
analysis has involved the first reported application of several well-established techniques including 
Raman spectroscopy, TEM, SANS, XRD and EDXS analysis. Several recently proposed experimental 
techniques were also modified and refined to furnish the insight required, namely, the ring-core FIB 
milling and DIC residual stress analysis technique, and micropillar compression and splitting. The 
development of several new experimental techniques has been necessary to capture fully the interface 
characteristics, including amorphous strain quantification through X-ray PDF analysis, a new tensile 
creep loading methodology, and a method for single crystal stiffness quantification from powder 
diffraction data. 
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The results of this analysis reveal complex chemical, microstructural and mechanical interactions at 
the interface that locally (within ≈ 50 − 100 𝜇𝑚) modify the elemental composition, phase composition, 
defect population and grain morphology, residual stress state and fracture response in this region. This 
behaviour is a direct consequence of the manufacturing process used to produce YPSZ-porcelain dental 
prostheses and results in a localised band of weakness in the near interface porcelain. The combination of 
mastication loading and this strength reduction is sufficient to induce early onset of failure through 
porcelain chipping, and can explain the relatively high failure rates reported during clinical trials.  
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10. Appendix A – The Relationship between Plane Stress 
and Plane Strain Conditions 
10.1. Stress State Decomposition Approach 
In the analysis that follows, the connection between the plane strain state originally present in the 
YPSZ-porcelain system (which can be approximated as an infinite body) and the modified plane stress 
state induced during sample sectioning will be derived. This analysis is based on decomposing the stress 
state into its constituent parts and establishing the relationship between these two planar states. 
A schematic showing both plane strain and plane stress conditions is shown in Figure A.1 in which 
the out of plane direction is parallel to the 𝑧 axis and the principal stress orientations are aligned to the 
𝑥, 𝑦 coordinate system axes. In the unsectioned YPSZ body conditions of plane strain are present, the 
stresses in this system are given by ?̃?𝑥, ?̃?𝑦 and ?̃?𝑧 and the in-plane strains by 𝜀?̃?  and 𝜀?̃?. Under the 
conditions of plane strain the out-of-plane strain component (𝜀?̃?) must vanish at locations where the 
corresponding eigenstrain component is zero, i.e. 𝜀?̃? = 0. If the out-of-plane eigenstrain component is 
present at the corresponding location, for example due to volumetric phase transformation, then it is 
necessary to set 𝜀?̃? = −𝜀𝑧
∗, where 𝜀𝑧
∗ is the 𝑧 direction eigenstrain component [284]. 
 
Figure A.1. Schematic showing plane strain state present in YPSZ prosthesis prior to sectioning 
(?̃?𝒙, ?̃?𝒚, ?̃?𝒛, ?̃?𝒙, ?̃?𝒚, ?̃?𝒛 = 𝟎) and the plane stress conditions induced during sample sectioning 
 (𝝈?̂?, 𝝈?̂?, 𝜺?̂?, 𝜺?̂?, 𝜺?̂?, 𝝈?̂? = 𝟎). The relationship between these two conditions can be determined by 
applying a uniform stress of magnitude ?̃?𝒛 in a direction opposing the stress originally present. 
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Hooke’s law can then be used to define the plane strain relationship between ?̃?𝑥 , ?̃?𝑦 and ?̃?𝑧: 
 𝜀?̃? = 0 =
1
𝐸
[?̃?𝑧 − 𝜈(?̃?𝑥 + ?̃?𝑦)], (A.1) 
 ?̃?𝑧 = 𝜈(?̃?𝑥 + ?̃?𝑦). (A.2) 
The full stress and strain state of the plane strain state can then be written solely in terms of ?̃?𝑥 and ?̃?𝑦 as 
shown in Figure A.2, stress state 1. 
 
Figure A.2. Schematic showing the relationship between original plane strain conditions and the 
plane stress state induced by sample sectioning. All relationships are written in terms of the in-
plane stresses originally present (?̃?𝒙 and ?̃?𝒚). The systematic decoupling of the 𝒙 and 𝒚 in plane 
strains, and the associated stress changes are shown in 𝒂 and 𝒃. 
In order to establish a relationship between the plane stress and plane strain states, the influence of 
the two in-plane residual stresses need to be uncoupled. By considering the two cases where ?̃?𝑦 = 0 and 
?̃?𝑥 = 0 these two states can be determined as shown in Figure A.2 (states 1𝑎 and 1𝑏). 
The application of stress equal and opposite to ?̃?𝑧 can be used to simulate the introduction of a 
traction-free surface as shown in Figure A.2. This will result in a surface stress value equal to zero in the 
𝑧 direction (𝜎𝑧
′ = 0), but will also modify the other stress and strain values. In the uncoupled stress states 
this is equivalent of applying stresses of 𝜎𝑧 = −𝜈?̃?𝑥 and 𝜎𝑧 = −𝜈?̃?𝑦 to the 1𝑎 and 1𝑏 states respectively.  
Examination of stress state 𝑎 reveals that the stress in the 𝑦 direction is equal to zero and therefore 
that this orientation can be considered as having no displacement constraints. Equivalently stress state 𝑏 
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can be considered as having no constraints in the 𝑥 direction. These two conditions can be used to 
decompose the stress change induced by the application of  −?̃?𝑧 into two compatible tensor fields. In the 
case of state 2𝑎 the stress change in the 𝑦 direction is zero and the strain change in the 𝑥 direction is 
zero. Conversely, for state 2𝑏 the stress change in the 𝑥 direction is zero and the strain change in the 𝑦 
direction is zero. The addition of stress states of these two types can be used to generate any arbitrary 
stress distribution. 
In case 2𝑎 the stress state in the 𝑦 and 𝑧 directions are known. Using these values, the plane strain 
conditions in the 𝑥 direction and Hooke’s law, the stress in the 𝑥 direction can be determined: 
 𝜀𝑥 = 0 =
1
𝐸
(𝜎𝑥 − 𝜈𝜎𝑦 − 𝜈𝜎𝑧) =
1
𝐸
(𝜎𝑥 − 0 + 𝜈
2?̃?𝑥), (A.3) 
 𝜎𝑥 = −𝜈
2?̃?𝑥. (A.4) 
Equivalent analysis can be performed for 2𝑏 to determine that 𝜎𝑦 = −𝜈
2?̃?𝑦 for this case. Hooke’s law 
can then be used to determine the strains in the other two principal directions (Figure A.2). 
To determine the impact of introducing the traction-free surface on the resultant stress and strain 
tensors, the decoupled intermediate states are added to give the plane stress states: 1𝑎 + 2𝑎 = 3𝑎 and 
1𝑏 + 2𝑏 = 3𝑏. These two stress states are in conditions of plane stress in the 𝑧 direction but also in one 
of the other principal directions (the 𝑦 direction for case 𝑎 and the 𝑥 direction for case 𝑏). Summation of 
states 3𝑎 and 3𝑏 provides expressions for the plane stress tensors in terms of the in-plane plain strain 
stresses (?̃?𝑥 and ?̃?𝑦) which are given in Equations 3.24-3.28. These expressions demonstrate the (1 − 𝜈
2) 
factor which relates the existing in-plane plane strain stresses to those modified by the introduction of the 
free surface (plane stress). These expressions will only hold in the case of zero out of plane eigenstrain 
(𝜀?̃? = 0) and under conditions where the in plane strains (𝜀?̃?  and 𝜀?̃?) do not change during sectioning. 
10.2. Finite Element Analysis 
FE simulations can be used as a fast and reliable tool for numerical validation of the analytical 
relationships between two stress states (for example, plane strain and plane stress) that arise in the body 
due to the presence of plane eigenstrain. Unconstrained 2D simulations of a rectangular region of YPSZ 
under plane stress and plane strain conditions were carried out for the case of a plane eigenstrain problem 
(𝜀𝑧
∗ = 0). The results of this analysis are shown in Figure A.3. 
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Figure A.3. Result of 2D YPSZ FE simulations of residual stresses and strains induced by the 
application of 2D Gaussian eigenstrain distributions (𝜺𝒙
∗ (𝒙, 𝒚) and 𝜺𝒚
∗ (𝒙, 𝒚)). The results of the FE 
plane stress analysis are shown on the left of the figure and the comparable ‘predicted’ plane stress 
results obtained from the plane strain simulations are shown on the right. The expressions used to 
calculate these distributions are given next to each plot. 
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The in-plane eigenstrains were given by an identical anisotropic 2D Gaussian distribution: 
 𝜀𝑥
∗(𝑥, 𝑦) = 𝜀𝑦
∗(𝑥, 𝑦) = 1.25 × 10−3𝑒−(
𝑥
2)
2
𝑒−(
𝑦
8)
2
, (A.5) 
where 𝑥 and 𝑦 are the coordinate positions. This localised peak of eigenstrain can be thought of as a 
basic constituent term in a wavelet transform or similar decomposition of an arbitrary eigenstrain field. 
In other words, if the transformation between plane strain and plane stress solutions is shown to be 
correct for this case, it is possible to assert with some justification that the result will also hold in the 
most generic cases that can be decomposed into superposition of such basic terms.  
Following the eigenstrain modelling, the consequence of post-processing (transformation) of the 
plane strain solution was then compared with the full plane stress FE results (Figure A.3). The numerical 
discrepancy between the two approaches was found to be less than 0.5%, i.e. within the simulation error 
bounds. This provides numerical validation of the relations in Equations 3.24-3.28. 
 
 
