Abstract-This paper proposes an image registration algorithm based on improved SIFT feature. In the feature detection, evenly distributed feature points are detected using non-maximum suppression and reduces detection times by dynamic adjustment of detecting step. While employs feature matching, the threshold of Euclidean distance ratio is adaptively determined according to the properties of images. Lastly, the error matching points are removed by geometric constraint consistency between the feature points through RANSAC algorithm. Experimental results show the effectiveness of the proposed algorithm.
INTRODUCTION
Image registration [9] is a basic research in computer vision, image processing and machine vision. Image registration is the procedure of searching spatial transform relations between two images or multiple images at different time, different perspective, or captured by the different sensors of the same scene, matching and overlaying one or more images. Image registration can be simply interpreted as process of looking for the spatial mapping, rearranging the pixels position of an image and keeping the spatial consistency with the corresponding pixels in another image. So the image registration is one of the key technologies in the field of vision and image analysis such as remote sensing image processing, target recognition, image fusion, image stitching, image reconstruction, robot vision, and also many research focuses in the field of image processing.
Image registration proposed by the United States in the 1970s in the field of navigation and guidance systems research work has been widespread concerned by researchers. The methods of image registration can be divided into region-based method [5] [6] [7] [8] , and featurebased method, while the matching method can be further divided. Region-based image registration method is also known as template matching method. It does not need to consider the structure of the image information, which takes image matching using region correlation method of gray information. But as to sophisticated image transformation, it is almost ineffective and the computational complexity is much higher. There are many region-based image registration methods such as Cross Correlation algorithm, Similarity Detection Algorithm, Fourier-Mellin algorithm and Mutual Information and so on..
Feature-based image registration method is not adopted by the image region but the representative feature information for image matching, achieving image registration.
The registration method only considers the matching feature information and has stronger resistance to noise and deformation, so the algorithms have a smaller amount of calculation and higher robustness. Iterative closest point method employing spatial relationships, consistent labeling problem method, pyramid and wavelet methods are typically feature-based image registration algorithm. Currently, the key questions of image registration are as following: image registration of heterogeneous sensor, fast and high precision image registration and automatic image registration. The basic steps of feature-based image registration consist of feature detection; feature matching, designing matching function, image conversion and re-sampling. Therefore, how to extract the features of good invariance become the key of feature-based image registration. In the actual image registration process， because easily extracting feature from images with different characteristics and representing the similarity of pending registration images' feature as a basis for registration in a certain extent, feature-based registration method has been widely used with less amount of calculation and more faster computation speed. In recent years, with the corner guns technology development, Corner feature-based image registration method has gradually become a hot research field of image registration.
A. Multi-scale Harris Corner Detection
Currently used corner detection algorithms have Moravec, Harris, Susan and SIFT algorithms [2, 10, 11] , where the Harris and SIFT corner algorithm are extensively used. The main idea of scale invariant feature algorithm (SIFT) was originally developed by David Lowe proposed in 1999. Because of the superiority of SIFT algorithm, a large number of scholars are attracted and studied further for expanding the application. The Harris corner has been confirmed that it has high repeatability as to brightness change and rigid geometric transformation for image registration and also has maximum amount of information. But this method can not keep scale invariance in the visual system, which is its disadvantage. Sift corner detection can adapt to the changes of image scale. But the harshness requirements of feature detection, the few number of feature points in less information images and parameter fitting error are its shortcomings. One of the methods of determining the matching relationship between the two images feature point is to assign feature descriptors for feature points and to calculate the similarity between the feature descriptors. Thus, a reasonable feature descriptor and appropriate similarity criteria can increase the robustness of the registration algorithm and improve the accuracy. The paper [4] has make many experiments and performance comparisons for the 10 most representative description operators, such as the invariant moments, the crosscorrelation and the SIFT feature descriptor. Experimental results show that the SIFT feature descriptor has the best performance as to illumination changes, image rotation, scaling, geometric distortion, blur, and image compression.
Scale-space theory first appearing in the field of computer vision is to simulate multi-scale characteristics of image data, which main idea is to filter the original image using a two-dimensional Gaussian kernel and obtain image sequence scale space representation in multi-scale. And extract features of these sequences in scale space. Harris corner detection algorithm which is proposed by Chris Harris and Mike Stephen in 1988 is a feature extraction algorithm based on signal point. The multi-scale Harris corner detection algorithm introduces scale space theory in Harris corner detection. The steps are as follows:
Step 1: Calculate the corner metric of different scales employing Harris corner detection algorithm, where the scale changes in accordance with the standard deviation of the Gaussian window from 0.5 to 5 and the step size is set to 0.5.
Step 2: Select a suitable threshold value in each scale with the non-maximum value suppression and obtain corner point set.
Step 3: Search whether the corner points in the current scale have been appeared in the previous scale from the second scale to the largest scale.
Step 4: Accumulate the corner points coming from Step 3, which is the final result.
Multi-scale Harris corner detection algorithm detects image corner in different scale space and finally integrates corners under different scales as the final feature points set, which adapts to image scale change.
B. SIFT Algorithm
SIFT operator has been shown better performance in image matching at present. The procession of image registration based on SIFT algorithm may be broadly divided into feature detection, feature description and feature matching. Feature detection is done in image scale space, which generates scale space first, and then detects local extremes in the scale space; locate the precise positions of local extreme of points by excluding the points with low-contrast and edge points. Calculate the main direction of each of the extreme points, count the histograms gradient direction at the center area of extreme points while decrypts the feature points. Finally, establish the link between the images through the matching feature descriptor.
1) Detection of Scale-Space Extremes
It has been shown by [3] that the Gaussian functions are the only possible scale-space kernel which achieves scale transformation. Lowe have proposed using scalespace extremes in the difference-of-Gaussian function convolved with the image. Image features such as contour, corner and edge are extracted in different scales.
2) Key Point Localization
In order to obtain the real extreme points, the extreme points of candidate must be screened after extreme detection for the differential pyramid DOG. Eliminating extreme points includes two parts: one is the suppression of low contrast points, and the other is removal of the edge response.
3) Key Point Descriptor Generation
Square gradient distribution characteristics of the key points of neighboring pixels will be calculated. The main direction of the key points is calculated by the square gradient distribution characteristics of the neighboring pixels of the key point. The statistical value of the gradient direction of the neighbor pixels is expressed by the gradient direction histogram within the center of neighborhood window of key point. The range of the gradient direction is 0 ° ~ 360 ° and each of the 10 degree in the histogram represents a column, which has a total of 36 columns. The Low's experiments show that best results are achieved with a 4x4 array of histograms with 8 orientation bins in each. A key point is constructed by 16 seed points. Therefore, the experiments in this paper use a 4x4x8 = 128 element feature vector for each key point.
This figure shows a 2x2 descriptor array computed from an 8x8 set of samples, whereas the paper use 4x4 descriptors computed from a 16x16 sample array. 
4) Descriptor Matching
The matching between descriptors is defined by the nearest neighbor (NN), where the nearest neighbor refers to the minimum Euclidean distance between the feature descriptors. A more effective measure is obtained by comparing the distance of the closest neighbor to that of the second-closest neighbor. This measure performs well because correct matches need to have the closest neighbor significantly closer than the closest incorrect match to achieve reliable matching. And the numbers of correctly matching nearest feature points are bigger than those of incorrectly matching points. The second nearest neighbor matching can be viewed as a density estimation of mismatching points in the feature space, and also can be viewed as a case of feature fuzzy.
The innovations of the paper are as following: extracting SIFT feature points uniformly distributed and determining detection step through flags, which reduces the frequency of testing. Because of a fixed distance threshold parameter does not have universality, a new adaptive parameter method is proposed, so that the threshold can be dynamically adjusted according to the type of image. In the original SIFT algorithm, the matching points with large deviations have not been effectively removed. A new removing method which employs the geometric constraints between the feature points' characteristic consistency is proposed.
The paper extracts feature points by multi-scale Harris corner detection algorithm; decrypts image feature points using the improved SIFT algorithm and finds the initial match points of images through adaptive Euclidean distance. The algorithm also removes mismatching points according to the priori conditions of positional relationship of the adjacent images, while further removes the false match points through the inherent geometrical relationship by RANSAC algorithm. Finally, achieves accurate and robust image registration according to the transformation parameters between adjacent images calculated by the affine transformation model.
II. PROPOSED SCHEME

A. Shortcomings of SIFT Descriptor 1) Non-evenly Distribution of the Feature Points
Image registration is one of the tasks of image processing applications which are sensitive to input changes. The estimation of transform relationship is determined only by the image data itself. The quality of estimation is determined by the number and position of the identified feature points. Therefore, a large range, evenly distribution of feature points is a key factor ensuring the quality of image registration. The feature points are determined by the comparison of the extreme of the 26 surrounding pixels when detects the feature through the SIFT algorithm. The smaller detection range of the algorithm is, the more number of feature points will be detected.
Because of this, the extreme value detected represents 27 pixels of the feature points, which are likely to fall into the local extremes. The spatial distribution of the detected feature points tend to be concentrated within a certain range, which may result in clustering situation and the feature points may reflect one or a few objects characteristics of the image. But the required feature points should be able to reflect the overall characteristics of the image, not just some local characteristics. In order to obtain a more uniform distribution of the feature points, a large detection ranges should be considered. Because the greater the range of detection, the greater range of the local extremes represented by feature points. When the feature point is treated as local extremes in a wider range, the distance between feature points is more distant and the more uniform distribution of the detected feature point will be obtained.
Feature detection method using this uniformity, not only can detect the feature point with a uniform distribution, but also reduces the number of times of detection for the greater range of detection.
2) Fixed Value of Threshold Parameter of Distances Ratio
Define the feature point A in the reference image, the corresponding eigenvectors denoted by D A . The feature point with the closest Euclidean distance is denoted as feature point A, while the next closest distance is denoted as feature point B, the corresponding expressed by D B and D C as following:
While the formula is satisfied, the feature points A and B are treated as a pair of matching, where t is defined as a parameter threshold and is set to 0. 8 by David. When the ratio of distance is in the range of value t, the pair of feature points corresponding to the nearest neighbor Euclidean distance is considered as matched feature points. The radio of closest/next closest Euclidean distance is the bond to create a matching relationship between the feature points, and therefore has an important role. The greater value of threshold value t indicates the broad requirements and the more error matching points, while the smaller value of threshold value t indicates the stringent requirements and the less correct matching points.
The threshold value of Euclidean distance radio is set to a fixed value of 0.8 by David, however it not be too reasonable. Due to the diversity of the image content, the setting of threshold of Euclidean distance radio with different types of image matching should also be different. In other words, a fixed threshold can not be meeting the needs of different types of images matching. An efficient algorithm should be improve the robustness as high as possible and be able to adaptively adjust for different circumstances. Therefore, in feature matching, the threshold parameter of Euclidean distance ratio should be adaptively adjusted with the case of matching, in order to ensure optimal matching between the images.
3
) The Presence of Large Deviations Matching Point
Large deviations matching point refers to more significant deviation between the matching points, which can be judged at a glance. This case can be found on David home page's example as shown in figure 2 . The results of the matching example are given in the following. There are at least two obvious deviation matching points. There are many reasons for this situation, such as the similar of the image content or the error of feature detection and feature description. The presence of the large deviations matching points are bound to affect the transform relationship adversely. Therefore, it is necessary to remove these points before calculating the transform model. This may be due to many aspects. The one may be the similarity of the image content; the other may be caused by the he error of feature detection and descriptor in the earlier algorithm. The presence of the large deviations matching point is bound to have a negative impact on building transform relationship. So, it is necessary to remove those points before calculating the transformation model. Due to the evident existence of large deviation, matching points can be removed by direct method.
B. Improved SIFT Descriptor 1) Detect Feature Evenly
In order to detect feature evenly, Song and Szymanski proposed a detecting feature method by using the nonmaximal suppression in differential pyramid in DOG. There are (2r +1)2 − 1+18 pixels used to detect extremes with the radius of r at the current scale and the 18 pixels at the adjacent scales, not only the 26 pixels. In the original algorithm, feature detection is to compare feature points with the 8 pixel at the current scale and the 18 pixels at the surrounding and scales. Feature detection evenly is to compare feature points with the 48 pixels at the current scale and the 18 pixels at the surrounding and scales. So, the number of feature points detected by method of feature detection evenly will be reduced, but the features will be distributed on a wider scope. In the actual operation, only detect feature points evenly on the first two differential Pyramid image, because the number of feature points will be less and less and also the possibility of evenly distributed feature points with downsampling and smoothing of image, while it is meaningless.
In this paper, a new algorithm on the basis of uniformity is proposed which further reduces the number of feature detection times. The "mine" game people often playing determine the specific location of mine through the digital of current position Inspired by the "mine" game, sets a logic f lag who's value is only 0 or 1 for each point of interest while detecting features. The extreme position surrounding the flag position can be preliminary estimated by setting the flag value. If the flag value of the position is 1, the pixel is treated as a local extreme point while the pixel is not a local extreme point.
The iteration step can be dynamically adjusted with the value of the flag. When the detected pixel is a local extreme point, the surrounding pixels with number of (4r 2 + 4r +18) and the 18 pixels at the adjacent scale are not extreme points. So, the iteration step sets to 2r. When the pixels detected are not local extreme points, the iteration step is still 1, and detects the every pixel points. Through this method, the detect times can be effectively reduced. Specially, as to the image with more local extreme points, the detection times will be much more with detection step of 2r. The detecting results are showing as figure 3. 
2) Adaptive Ratio of Distance
Euclidean distance ratio followed by |DA-DB|/DA-DC|, presents the ratio of closest Euclidean distance/ nextclosest Euclidean distance. When value of the ratio is be within the range of a threshold of T, the pair of points corresponding to the closest Euclidean distance is considered as a matching feature point. The probability density distribution of distance ratio given by David is shown as figure 4 in the following where the solid represents the probability density distribution of the correct matching points and the dashed line represents the probability density distribution of the error matching points. From the figure, we can see that the threshold parameter of distance ratio setting to 0. 8 by David is reasonable. At this time, although the loss of correct matching points is 5%, the error matching points reduces by 90%. However, the probability density distribution of all the image Euclidean distance cannot be reflected, and namely the method of fixed threshold is not very reasonable. In the experiment of different images, the fixed threshold does not always gets the best results. So the parameter is not effective as to all the images. An efficient algorithm should be making threshold parameters more robustness as soon as possible to meet different needs. Therefore, adjusts the adaptive threshold of different image feature points, which can achieve more high accurate.
In order to select an optimal threshold parameter of Euclidean distance ratio, the procession of parameter optimization will be included in the realization of the algorithm, whether the parameter is optimal is determined by the measure of repetition rate. The higher of repeat rate, the higher matching degree is and the more reasonable of the threshold parameter of Euclidean distance ratio. Otherwise, the lower of repeat rate, the more unreasonable of the threshold parameter of Euclidean distance ratio is. But the repetition rate does not have a clear function relationship with the threshold of Euclidean distance ratio, which brings trouble to the optimization process. Through a large number of experiments, the threshold of Euclidean distance ratio is more appropriate within the range of [0. 4, 0. 8] . If the threshold is too high, the error matching points will be increased while the correct matching points will be decreased.
3) Consistency of Geometric Constraint
The algorithm of random sample and consensus (RANSAC) is a robust method of estimating parameter proposed by [1] . The basic idea of the method is to eliminate deviation points using internal data constraints of data sets. When estimate the parameter, first design the objective function and then get the value of the parameters using the iterative estimation. All the data are divided into inliers and outliers, where the inliers meet to the estimation model and the outliers do not meet to the model. And the parameters of estimation model are obtained by inliers through continuous iteration. Take linear fitting as an example using RANSAC algorithm shown as the following figure 5. After researching the SIFT algorithm, in order to resolve the problem of no-universality of distance ratio threshold parameter and the presence of large deviation matching points, the paper presents an adaptive method for threshold parameter and consistency of geometric constraints. At the same time, detects the scale invariant features evenly, and dynamically adjusts detection step by setting flags for reducing run time and number of operations required. As the original algorithm, the magnitude and direction are calculated for each feature point and histograms of oriented gradient are counted resulting in 128 dimensional feature descriptor. Finally, carry out feature matching through feature descriptor.
In order to gain accurate result, the removal of initial matching feature points must be employed. This paper removes the error matching using the a priori condition firstly, then eliminate false matching points through RANSAC algorithm by Intrinsic geometry constraints in feature sets, which achieve higher correct matching rate. Assuming image A of the group as the reference system transforms image B to the coordinate system of image A and represents the transformed image as B'. The corresponding relationship is formulated as following: '  2  11  12  13  2  2  '  2  21  22  23  2  2 31 32 33
where (x, y) and (x', y') are a pair of matched points. In order to calculate parameter T, only needs 4 matching points. The eight parameters can be confirmed through T, which determines the transformation relation of the images' coordinate and the precise results of image registration can be obtained.
IV. RESULTS AND ANALYSIS
On the PC with AMD 4000+ GHZ CPU, 2.0G RAM, we simulate the proposed algorithm using Matlab 7.0. In the experimental scheme, we still use mismatch points and matching rate in the original algorithm to check algorithm performance. An infrared image with sea and sky background in figure 6 is used for the experiment. Adding Gauss noise (0.01), the matching is shown in figure 7 . Adding salt and pepper noise (0.05), the matching is shown in figure 8 . Rotating image clockwise by 45 and reducing image to 0.8 times, the results are shown in figure 9 and figure 10 .
From the figure 7, 8 and table 1, we can find that although the number of detected points are less than the original algorithm, the feature points detected in the new algorithm are more uniformly distributed in the noised image. And the detected feature points are sufficiently stable and robust. In the figure 9, the image is rotated clockwise by 45 degree. In the proposed algorithm, there are thirty-six matching points total while there are sixtytwo matching points in the original algorithm. Although the number of matching feature points in original algorithm is more than that of the proposed algorithm, almost half of the detected feature points are error matching. The most of error matching points will be removed by the closest neighbor and RANSAC algorithm, which also can be seen from figure 9. The result of image registration under different scale is shown in the figure 10 , where the image is downsized by 0. 8. From table 1, we can see the error matching feature points are five while in the original algorithm the error matching feature points are thirteen. In the paper, the optimum distance threshold parameters of the image is obtained through the threshold parameter optimization. In the initial operation range, the optimal distance threshold value corresponding to the maximum repetition rate can be gained, which do not bring a large amount of calculation. Although the RANSAC algorithm will occupy some time, we think it is still worthwhile because of the performance improvement. Through the experiment results we can find that the improved SIFT algorithm extract less feature points than the conventional SIFT algorithm. But on the point of registration, the feature points based on improved extraction algorithm have higher correction than that of original algorithm, where the comparing results are shown in table1 detailed. Based on the analysis and experiments, the proposed algorithm in the paper and the original algorithm have almost the same time complexity. Comprehensive analysis, the improved algorithm almost has the same complexity as original algorithm but can achieves more accurate registration. Registration number can meet the requirements of the solution conditions for affine transformation, where the optimal solutions using the least square method improve the registration accuracy further. V. CONCLUSION This paper proposes an image registration algorithm based on improved SIFT algorithm and simulates the algorithm. In order to effectively represent image features, firstly detects feature points evenly distributed using nonmaxima suppression method and sets parameter threshold of Euclidean distance ratio adaptively. Lastly, eliminates mismatching feature points using RANSAC. The experimental results show that, the algorithm improves the accuracy and robustness of image registration and obtains good registration results, and under the circumstances of noise, rotation and scale transformation and so on.
