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Abstract
In this paper we define time dependent parabolic Reifenberg domains and study Lp estimates for weak
solutions of uniformly parabolic equations in divergence form on these domains. The basic assumption
is that the principal coefficients are of parabolic BMO space with small parabolic BMO seminorms. It is
shown that Lp estimates hold for time dependent parabolic δ-Reifenberg domains.
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1. Introduction
We study Sobolev-type estimates for weak solutions of parabolic equations in divergence
form in domains that are time dependent. Recently there have been many studies on this kind
of domains. In [4] R. Brown, W. Hu and G. Lieberman proved the existence of weak solutions.
In [1–3] Athanasopoulos, Caffarelli and Salsa studied the regularity of parabolic free boundaries
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big pieces of time-varying graphs and described on the carolic measure.
Recently in [6,7] we have been able to develop Lp estimates for linear uniformly parabolic
equations in divergence form under the assumptions that the coefficients of the operator are of
parabolic BMO space with their seminorms sufficiently small and that the domain is a Lipschitz
cylinder or a Reifenberg cylinder. Here we want to deal with time dependent domains as a contin-
uation of the works [6,7] in the same spirit. We should point out that the techniques used here are
similar to those in [6,7]; however, the boundary problem considered here are highly nontrivial.
The main purpose in this work is to develop tools of analysis for a complete parabolic ana-
logue of the result in [5]. One can notice that the domain of the type{
(x, t) ∈R2: x > 0, t > −Mx2}
is invariant under the parabolic scaling. This invariance does have many consequences on the
regularity of the solutions. For example, the regularity at (0,0) behaves like the initial data if M
is small as discussed in [20]. The point (0,0) is more like a lateral boundary point when M is
large as discussed in [10] and the present paper. It is a complicated issue for the intermediate Ms
as computed in the famous paper [15] by J. Kohn and L. Nirenberg.
To formulate our present results we need some notations and definitions. A typical point in
R
n ×R is X = (x, t) = (x′, xn, t). We also write Y = (y, s). The parabolic distance d is given by
d(X,Y ) =
√
|x − y|2 + |t − s|.
The parabolic distance from a point X to a nonempty set F is given by
d(X,F )= inf{d(X,Y ): Y ∈ F}.
We use U for an open connected subset of Rn+1, so for any Y = (y, s) ∈ U , there is ρ > 0 such
that {X: √|x − y|2 + |t − s|2 < ρ} ⊂ U . For a fixed time t , we write U(t) for the time slice
U ∩ (Rn × {t}). We also write I (U) for the set of all times t such that U(t) is nonempty. Note
that since U is connected, I (U) is an open interval. For Y = (y, s) ∈Rn ×R and ρ > 0, we let
Qρ(Y ) =
{
X: |x − y|< ρ, s − ρ2 < t  s + ρ2}
be the middle centered parabolic cube. As usual, ∂U denotes the topological boundary of U .
The parabolic boundary ∂pU is the set of all points X0 = (x0, t0) ∈ ∂U such that for any ρ > 0,
Qρ(X0)∩ {t  t0} contains points not in U .
In this paper a domain Ω is considered to be the intersection of U and Rn × (a, b] for some
times a, b ∈ I (U); that is,
Ω = U ∩ (Rn × (a, b]). (1.1)
We remark that a and b in (1.1) should be arbitrary given numbers in that they might be variant
under a dilation. Given a domain Ω as stated above, let ∂bΩ , ∂xΩ denote the bottom of Ω , the
side of Ω , respectively; that is,
∂bΩ = U ∩
(
R
n × {t = a}), ∂xΩ = ∂pU ∩ (Rn × (a, b)).
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the Lebesgue measure on Rn ×R. Lp(Ω) is the usual Lp space and the space C∞0 (Ω) consists
of smooth functions which vanish near ∂pΩ .
We now state the main Sobolev space considered in this work. Suppose that 1 <p < ∞.
Definition 1.1. We say u ∈ W 1,p∗ (Ω) if u,∇xu ∈ Lp(Ω) and
ut = div F − g in Ω (1.2)
for some F ∈ Lp(Ω;Rn) and g ∈ Lp(Ω) in the following sense:∫
Ω
uϕt dX =
∫
Ω
(F · ∇ϕ + gϕ)dX
for each ϕ ∈ C∞0 (Ω) with ϕ = 0 at t = b. We define ‖ · ‖W 1,p∗ (Ω) by
‖u‖
W
1,p∗ (Ω)
= ‖u‖Lp(Ω) + ‖∇u‖Lp(Ω) + inf
{( ∫
Ω
(|F|p + |g|p)dX) 1p },
where the infimum runs over all the functions f, g satisfying (1.2). We denote by
˚W
1,p∗ (Ω)
the closure of C∞0 in W
1,p∗ (Ω).
The problem under consideration is{
ut − div(A∇u) = div f in Ω ,
u = 0 on ∂pΩ , (1.3)
where the coefficients matrix A(x, t) is bounded measurable and uniformly parabolic; that is,
there exists a constant Λ> 0 such that
Λ−1|ξ |2 A(x, t)ξ · ξ Λ|ξ |2 (1.4)
for all (x, t) ∈Ω , ξ ∈Rn. We assume for now that
f ∈ Lp(Ω)
for some p ∈ (1,∞). In this work we essentially obtain optimal conditions on A and ∂pΩ for
W
1,p∗ regularity theory.
Our geometric setting for Ω is that its boundary is parabolic δ-Reifenberg flat. We use the
following definition.
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r ∈ (0,R], there exists a coordinate system {y1, . . . , yn}, which can depend on r and X0, in the
space direction such that X0 = (0, t0) in this coordinate system and
Qr(0, t0)∩ {yn > δr} ⊂ Qr(0, t0)∩U ⊂ Qr(0, t0)∩ {yn > −δr}.
We say that Ω is parabolic (δ,R)-Reifenberg flat if
Ω = U ∩ (Rn × (a, b])
for some parabolic (δ,R)-Reifenberg flat domain U with a, b ∈ I (U).
We remark that we have to choose δ to be small so that the solution lies in W 1,p∗ . One can
check that a complex function Im(zπ/(π+δ)) is harmonic with zero boundary data in a cone
which is (δ,1)-Reifenberg flat domain; however, this harmonic function is locally in W 1,p only
when δ depends on p and is sufficiently small. In the definition above one can assume R = 1
or any other constant, like 54 later on, by a dilation and a scaling. A Reifenberg flat domain
was introduced by Reifenberg in the paper [17] where the author showed that it is locally a
topological disk if δ is sufficiently small. A good example of Reifenberg flat domains is a flat
version of the well-known Van Koch snowflake when the angle of the spike with respect to the
horizontal is sufficiently small (see [19]). They exhibit minimal geometric properties for some
natural properties in geometric analysis to hold (see [9,12–14,17,19]).
The main assumption on the coefficients is that they are of parabolic BMO with their parabolic
BMO seminorms small enough. We use the following definition.
Definition 1.3. We say that the coefficients matrix A is (δ,R)-vanishing if
sup
0<ρR
sup
Y∈Rn+1
∫
–
Qρ(Y )
∣∣A(X)−AQr(Y )∣∣2 dX  δ2,
where
AQρ(Y ) =
∫
–
Qρ(Y )
A(X)dX = 1|Qρ(Y )|
∫
Qρ(Y )
A(X)dX
is the integral average of A over Qρ(Y ).
We now state the definition of weak solutions in this paper.
Definition 1.4. Let 1 < p < ∞. Then a p-weak solution of (1.3) is a function u ∈ ˚W 1,p∗ (Ω)
satisfying the following integral identity∫
Ω
uϕt dX −
∫
Ω
A∇u · ∇ϕ dX =
∫
Ω
f · ∇ϕ dX
for each ϕ ∈ C∞(Ω) with ϕ = 0 at t = b.0
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We would like to point out that in the definition above we can take test functions ϕ ∈ ˚W 1,q∗ (Ω)
with ϕ = 0 at t = b and 1/p + 1/q = 1 by approximation.
Our main result is stated as follows.
Theorem 1.6. Suppose 2 < p < ∞. Then there exist a small δ = δ(Λ,p,n) > 0 and a constant
C = (Λ,p,n) > 0 so that for each A uniformly parabolic and (δ,R)-vanishing A, for each
parabolic (δ,R)-Reifenberg flat Ω and for each f ∈ Lp(Ω), any weak solution of (1.3) is actually
a p-weak solution with the estimate
‖u‖
W
1,p∗ (Ω)
 C‖f‖Lp(Ω).
As a consequence of Theorem 1.6 we obtain the following theorem from a duality argument.
Theorem 1.7. Suppose 1 < p < 2. Then there exist a small δ = δ(Λ,p,n) > 0 and a constant
C = (Λ,p,n) > 0 so that for each A uniformly parabolic and (δ,R)-vanishing A, for each
parabolic (δ,R)-Reifenberg flat Ω and for each f ∈ Lp(Ω), there is a unique p-weak solution
of (1.3) with the estimate
‖u‖
W
1,p∗ (Ω)
 C‖f‖Lp(Ω).
The organization of this paper will be as follows: In the next two sections we introduce pre-
liminary tools and geometric tools which will be used for our approach. Sections 4 and 5 will be
devoted to deriving global estimates for W 1,p∗ .
2. Preliminary tools
We will use weak compactness, the parabolic Hardy–Littlewood maximal function, the Vitali
covering lemma and standard arguments of measure theory.
Definition 2.1. The parabolic Hardy–Littlewood maximal functionMf of a locally integrable
function f is a function such that
(Mf )(Y ) = sup
ρ>0
∫
–
Qρ(Y )
∣∣f (X)∣∣dX.
We also use
MΩf =M(χΩf )
if f is not defined outside Ω , where χ is the usual characteristic function.
The basic properties for the Hardy–Littlewood maximal function are the following.
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1
C
‖f ‖Lp  ‖Mf ‖Lp  C‖f ‖Lp .
If f ∈ L1(Rn ×R, then
∣∣{X = (x, t) ∈Rn ×R: (Mf )(X) > α}∣∣ C
α
∫ ∣∣f (X)∣∣dX.
We use the following standard arguments of measure theory.
Lemma 2.3. [8] Suppose that f is a nonnegative and measurable function in Rn ×R. Suppose
further that f has a compact support in a bounded subset E of Rn ×R. Let θ > 0 and m> 1 be
constants. Then for each 0 <p < ∞, we have
f ∈ Lp(E) ⇐⇒ S :=
∑
k1
mkp
∣∣{X ∈ E: f (X) > θmk}∣∣< ∞
and
1
C
S  ‖f ‖pLp(E)  C
(|E| + S),
where C > 0 is a constant depending only on θ , m, and p.
3. Geometric tools
One of our main tools is the following Vitali-type covering theorem. We point out that the
domain in this work is a time dependent Reifenberg domain.
Theorem 3.1. Let 0 <  < 1 and E ⊂ F ⊂ U be measurable sets in Rn+1. Assume that U is
parabolic (δ,1)-Reifenberg flat and
|E|< |Q1|. (3.1)
Assume further that the following property holds:
∀Y ∈U, ∀r ∈ (0,1] with ∣∣E ∩Qr(Y )∣∣ ∣∣Qr(Y )∣∣, Qr(Y )∩U ⊂ F. (3.2)
Then we have
|E| 2[10/(1 − δ)]n+2|F |.
Proof. It follows from the condition (3.1) that for almost every Y ∈ E, there exists a small
constant rY > 0 such that∣∣E ∩QrY (Y )∣∣= |QrY | and ∀r > rY , ∣∣E ∩Qr(Y )∣∣< |Qr |. (3.3)
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‖X‖∞ = max
{|x|,√|t |},
where |x| =
√∑
1in x
2
i . Then R
n+1 is a separable metric space induced by ‖ · ‖∞. Moreover
we have
Qr(Y ) =
{
X: ‖X − Y‖∞ < r
}
.
Since {QrY (Y )∩E: Y ∈E} is a covering of E, it follows from the Vitali covering lemma that
there exists a disjoint {Qri (Yi)∩E: Yi ∈E}∞i=1 such that
E ⊂
⋃
i
Q5ri (Yi) and |E| 5n+2
∑
|Qri |. (3.4)
Then in view of (3.3) we find that∣∣E ∩Q5ri (Yi)∣∣< ∣∣Q5ri (Yi)∣∣= 5n+2∣∣Qri (Yi)∣∣= 5n+2∣∣E ∩Qri (Yi)∣∣. (3.5)
Next we assert that
sup
r>0
sup
Y∈U
|Qr(Y )|
|Qr(Y )∩U |  2
[
2/(1 − δ)]n+2. (3.6)
To do this, we fix r > 0 and Y ∈U . If d(Y, ∂pU) > r , Qr(Y ) ⊂ U , and so we have
|Qr(Y )|
|Qr(Y )∩U | =
|Qr(Y )|
|Qr(Y )| = 1 < 2
[
2/(1 − δ)]n+2.
If d(Y, ∂pU) r , there exists some Y0 ∈ ∂pU such that
d(Y, ∂pU)= d(Y,Y0) = r.
Since U is parabolic (δ,1)-Reifenberg flat, without loss of generality, we may assume
Qr(Y )∩ {xn > δ} ⊂ Qr(Y )∩U ⊂ Qr(Y )∩ {xn > −δ}
in some appropriate coordinate system in which Y0 = 0. From the geometry we see that
|Qr(Y )|
|Qr(Y )∩U | 
|Qr(Y )|
|Qr(Y )∩ {xn > δ}|  2
[
2/(1 − δ)]n+2
and the assertion (3.6) follows.
We finally use (3.2) to (3.6) to discover
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∣∣∣∣⋃
i
Q5ri (Yi)∩E
∣∣∣∣∑
i
∣∣Q5ri (Yi)∩E∣∣
< 
∑
i
∣∣Q5ri (Yi)∣∣= 5n+2∑
i
∣∣Qri (Yi)∣∣

[
5n+2
]
2
[
2/(1 − δ)]n+2∑
i
∣∣Qri (Yi)∩U ∣∣
= 2[10/(1 − δ)]n+2∣∣∣∣⋃
i
Qri (Yi)∩U
∣∣∣∣ 2[10/(1 − δ)]n+2|F |. 
The following lemma allows us to build interior W 1,p∗ estimates (see the proof of Theo-
rem 4.11). We denote by Q the middle centered cube with 6Q ⊂ U with size  1.
Lemma 3.2. [6,7] Assume that A satisfies the structural condition (1.4) and f ∈ L2(Ω). Then
there exists a constant N1 > 0, depending only on Λ and n, so that for any  > 0, there exists
δ = δ() > 0 such that for any weak solution u ∈W 1,2∗ (Ω) of (1.3), with A (δ,6)-vanishing and∣∣{X ∈Ω: M(|∇u|2)>N21 }∩Q∣∣ |Q|,
we have
Q ⊂ {X ∈ Ω: M(|∇u|2)> 1}∪ {X ∈ Ω: M(|f|2)> δ2}.
4. Parabolic equations in Reifenberg domains
We want to answer what are essentially optimal conditions both on the coefficients matrix
A(X) and on the domain Ω under which we have the well posedness in ˚W 1,p∗ (Ω) of the problem
(1.3) for each 1 < p < ∞. In [6] the authors obtain the well posedness in a Reifenberg cylinder.
Here we stand in noncylindrical domains.
If one allows the domain to be time dependent, the situation becomes more complicated than
one might expect even when the domain is a Lipschitz domain for the case p = 2 (see [4]).
Recalling our notation Ω = U ∩ (Rn × (a, b]), we start with the classical definition of weak
solutions.
Definition 4.1. We say that a function u ∈ ˚W 1,2∗ (Ω) is a weak solution of (1.3) if we have the
integral identity ∫
Ω
uϕt dX −
∫
Ω
A∇u · ∇ϕ dX =
∫
Ω
f · ∇ϕ dX
for each ϕ ∈ C∞0 (Ω) which vanish at t = b.
As previously mentioned in the introduction, we denote by d the parabolic distance.
Lemma 4.2. Let U be a parabolic (δ,R)-Reifenberg flat domain for sufficiently small δ > 0.
Then for any 0 < r R/5, the set {X ∈U : d(X, ∂pU) > r} is a Lipschitz domain.
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for the set {X ∈ U : d(X, ∂pU) > 1}. For P0 = (x0, t0) ∈ ∂pU1, there is a point P1 = (x1, t1) ∈
∂pU such that d(P0,P1) = 1. Since U is parabolic (δ,5)-Reifenberg flat, in an appropriate co-
ordinate system, one can assume that P1 = (0,0) and that the approximate plane in Q5 lies in
{X ∈Rn+1: xn = 0}. Then one can observe that
∂pU
1 ∩Q5 ⊂
{
X ∈Rn+1: −5δ < xn − 1 < 5δ
}
.
We will correspondingly prove that ∂pU1 is Lipschitz in Q2 in this coordinate system, and that
it is Lipschitz in Q1(P0) by the triangle inequality.
To prove this, choose any point Y = (y, s) ∈ ∂pU1 ∩ {X ∈Rn+1: d(X,0) < 2}. Then there is
a point Z = (z, τ ) ∈ ∂pU such that d(Y,Z) = 1. By the above considerations, we see |zn| 5δ,
and |yn − 1| 5δ. At the same time, we have |y − z|2 + |s − τ | = 1, and therefore
|y′ − z′|2 + |s − τ | = 1 − |yn − zn|2  Cδ.
Hence
|y′ − z′|C√δ, |s − τ | Cδ.
We now observe that {X: d(Z,X) 1} lies outside U1, and U1 is above the set {d(Z,X) 1}
in the direction of xn. Since {X ∈ Rn+1: d(X,Z) = 1} is uniformly geometrically smooth in x
and Lipschitz in t in the set {X ∈Rn+1: |t − τ | 1/2}, we observe that near the point Y in this
standard coordinate system, this surface can be written as
xn = ϕ(x′, t),
with uniformly bounded derivatives there. Hence the set {X: d(X,Z) = 1} is above and touches
a set of the form, {
X: xn D −C|x′ − y′| −C|t − τ | −C|x′ − y′|2
}
for |x′ − y′| + |t − τ | r0. Here D, C and r0 are some positive constants and independent of δ.
At the point where they touch, they are in the strip of{
X ∈Rn+1: |xn − 1| 5δ
}
.
Hence we can choose δ small enough so that the set{
X: xn = D −C|x′ − y′| −C|t − τ | −C|x′ − y′|2
}∩ {X: |x′ − y′| + |t − τ | = r0}
is below the plane {X ∈Rn+1: xn = −5δ}. Consequently U1 is above{
X ∈Rn+1: xn = D −C|x′ − y′| −C|t − τ | −C|x′ − y′|2
}
in Q2, which shows that U1 is Lipschitz in Q2 in the direction of xn. 
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small. Then there exists a unique weak solution of (1.3) with the estimate
‖u‖
W
1,2∗ (Ω)  C‖f‖L2(Ω), (4.1)
where C is independent of u and f.
Proof. For each k  1, set Uk = {X = (x, t) ∈ U : d(X, ∂pU) > 1/k} and Ωk = Uk ∩ (Rn ×
(a, b]). Then clearly d(U,Uk) → 0 as k → ∞. By Lemma 4.2, ∂pUk is Lipschitz. Now accord-
ing to [4] (see Theorem 1), there is a unique weak solution uk of{
∂uk
∂t
− div(A∇uk) = div f in Ωk ,
uk = 0 on ∂pΩk
with the estimate
‖uk‖W 1,2∗ (Ωk) C‖fk‖L2(Ωk),
for some constant C depending only on n, algebraic assumption of being uniformly parabolic,
and b − a; whence independent of k. Consequently we have the integral identity∫
Ωk
ukϕt dX −
∫
Ωk
A∇uk · ∇ϕ dX =
∫
Ωk
f · ∇ϕ dX
for each ϕ ∈ C∞0 (Ωk) which vanish at t = b. Passing to weak limits we obtain∫
Ω
uϕt dX −
∫
Ω
A∇u · ∇ϕ dX =
∫
Ω
f · ∇ϕ dX,
which shows that u is a weak solution of (1.3). The estimate (4.1), thereby the uniqueness follows
as in [4]. 
Remark 4.4. Now that in Theorem 4.3 we have built a unique weak solution of (1.3) in Ω =
U ∩ {a < t  b}, one can assume that every weak solution considered hereafter is defined in
U as follows: The weak solution can be extended to {t  a} by zero extension, and thus it is a
solution. For t  b one can first extend f by zero and use Theorem 4.3 to find a solution defined
in U . This solution has all properties of the functions in question. Therefore from now on there
is no difference between Ω and U , and in particular I (U) defined on page 798 can be assumed
to be (−∞,+∞).
We will only consider the case p > 2. The case p = 2 comes from Theorem 4.3. A dual-
ity argument recovers the case 1 < p < 2 (see Theorem 1.7). By a scaling we may assume
R = 54 though it can be any positive constant. The domains hereafter will be parabolic (δ,54)-
Reifenberg flat.
Let ρ be a positive constant. Then a basis of sets of interest to us is the following:
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{
X = (x, t) ∈Rn+1: |x| < ρ, −ρ2 < t  ρ2}= Bρ(0)× (−ρ2, ρ2],
Ω˜ρ = Ω ∩Qρ,
and
Q+ρ = Qρ ∩
{
X = (x, t) ∈Rn+1: xn > 0
}
.
Since the domains considered are parabolic (δ,54)-Reifenberg flat, after a suitable rotation of
x-axis and translation we can concentrate on the following geometric setting:
Q+54 ⊂ Ω˜54 ⊂ Q54 ∩
{
X ∈Rn+1: xn > −54δ
}
. (4.2)
Taking the basis of sets and (4.2) into our account, we adopt the following notations:
∂wΩ˜ρ = ∂xΩ ∩Qρ,
∂cΩ˜ρ = Ω ∩ ∂xQρ,
and
T˜ρ = Qρ ∩
{
X = (x, t): xn = 0
}
.
We want next to derive an a priori inequality in L2(Ω˜4) for the spatial gradient of weak
solutions of the following boundary value problem:{
ut − div(A∇u) = div f in Ω˜4,
u= 0 on ∂wΩ˜4.
(4.3)
As usual, solutions of (4.3) are defined in the weak sense.
Definition 4.5. We say that u ∈ W 1,2∗ (Ω˜4) is a weak solution of (4.3) if we have the integral
identity ∫
Ω˜4
uϕt −
∫
Ω˜4
A∇u · ∇ϕ dX =
∫
Ω˜4
f · ∇ϕ dX
for each ϕ ∈ C∞0 (Ω˜4) which vanish at t = 16.
Our energy estimates can be written in the following form.
Lemma 4.6. Assume that u ∈ W 1,2∗ (Ω˜4) is a weak solution of (4.3). Then we have∫
Ω˜3
|∇u|2 dX C
∫
Ω˜4
(|f|2 + |u|2)dX. (4.4)
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Then this is also valid when Ω is parabolic (δ,R)-Reifenberg flat by an approximation argument
as in the proof of Theorem 4.3. 
To obtain uniform bounds for ‖∇u‖Lp(Ω˜4), we consider the following reference equation with
constant coefficients on the flat boundaries:{
vt − div(AQ+4 ∇v)= 0 in Q
+
4 ,
v = 0 on T˜4.
(4.5)
It is well known that if v ∈ W 1,2∗ (Q+4 ) is a weak solution of (4.5), then there exists a constant
C > 0 such that
sup
Q+3
|∇v|2 C
∫
–
Q+4
|∇v|2 dX. (4.6)
Our argument by perturbation is stated as follows.
Lemma 4.7. For any  > 0 there exists a small δ = δ() > 0 such that for any weak solution
u ∈ W 1,2∗ (Ω˜4) of (4.3) with ∫
–
Ω˜4
|∇u|2 dX  1, (4.7)
Q+4 ⊂ Ω˜4 ⊂ Q4 ∩
{
X ∈Rn+1: xn > −4δ
}
, (4.8)
and ∫
–
Ω˜4
(|f|2 + |A−AΩ˜4 |2)dX  δ2, (4.9)
there exists a weak solution v ∈W 1,2∗ (Q+4 ) of (4.5) such that∫
Q+4
|u− v|2 dX  2. (4.10)
Proof. If not, there would exist 0 > 0, {Ak}∞k=1, {uk}∞k=1, and {Ω˜k4 }∞k=1 such that uk ∈ W 1,2∗ (Ω˜k4 )
is a weak solution of {
∂uk
∂t
− div(Ak∇uk) = div fk in Ω˜k4 ,
uk = 0 on ∂wΩ˜k4
(4.11)
with
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–
Ω˜k4
|∇uk|2 dX  1, (4.12)
Q+4 ⊂ Ω˜k4 ⊂ Q4 ∩
{
X ∈Rn+1: xn > −4/k
}
, (4.13)
and ∫
–
Ω˜k4
(|fk|2 + |Ak −AkΩ˜k4 |2)dX  16/k2. (4.14)
But we have ∫
Q+4
|uk − v|2 dX > 20 (4.15)
for any weak solution v ∈W 1,2∗ (Q+4 ) of (4.5).
In view of Definition 1.1, (4.12) to (4.14), {uk}∞k=1 is uniformly bounded in W 1,2∗ (Q+4 ). Ac-
cording to [16] (see Theorem 4.3 of Chapter III), there exist a subsequence, which we denote
by {uk}, and u0 ∈ W 1,2∗ (Q+4 ) such that
uk ⇀ u0 in W 1,2∗
(
Q+4
)
and uk → u0 in L2
(
Q+4
)
. (4.16)
Since {AkQ+4 }
∞
k=1 is uniformly bounded in Rn
2
, it has a subsequence, which we denote by {Ak},
such that
Ak →A0 in Rn2 .
Then by (4.13) to (4.14) we have
Ak → A0 in L2
(
Q+4
)
. (4.17)
Now we will claim that u0 ∈ W 1,2∗ (Q+4 ) is a weak solution of{
∂u0
∂t
− div(A0∇u0)= 0 in Q+4 ,
u0 = 0 on T˜4.
(4.18)
Fix any ϕ ∈ C∞0 (Q+4 ) with ϕ = 0 at t = 16. We extend ϕ by 0 outside Q+4 . Then in view of
Definition 4.5 and (4.11) to (4.12), we have∫
Q+
ukϕt dX −
∫
Q+
Ak∇uk · ∇ϕ dX =
∫
Q+
fk · ∇ϕ dX. (4.19)
4 4 4
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Q+4
u0ϕt dX −
∫
Q+4
A0∇u0 · ∇ϕ dX = 0. (4.20)
Since uk = 0 in Q4 \Ωk4 , we see that u0 = 0 in Q4 ∩ {xn < 0} and so
u0 = 0 on T˜4 (4.21)
in the sense of the usual trace. Now the claim (4.18) comes from (4.20) and (4.21).
Taking v = u0 and k large enough we reach a contradiction to (4.15). 
As a continuation of Lemma 4.7 we have the following.
Corollary 4.8. In Lemma 4.7 if we let v0 be the zero extension of v defined in Q+4 to Ω˜4, then we
have the estimate ∫
Ω˜2
∣∣∇u− ∇v0∣∣2 dX  2. (4.22)
Proof. We fix any η > 0. Using Lemma 4.7 with η > 0 replacing , there exists a small δ = δ(η)
satisfying (4.8) and (4.9) such that ∫
Q+4
|u− v|2 dX  η2. (4.23)
Using (4.5), we compute{
∂v0
∂t
− div(AQ+4 ∇v
0)= −(annvxn(x′,0, t)χQ−4 (x, t))xn in Ω˜4,
v0 = 0 on ∂wΩ˜4,
where {aij }1i,jn = AQ+4 , Q
−
4 = Q4 ∩{xn < 0} and χ is the usual characteristic function. Thus
v0 is locally Lipschitz continuous; that is, there exists a universal constant C > 0 such that∥∥∇v0∥∥
L∞(Ω˜3) C. (4.24)
Now we set w := u− v0. Then we see that w ∈W 1,2∗ (Ω˜4) is a weak solution of{
wt − div(A∇w)= div f0 in Ω˜4,
w = 0 on ∂wΩ˜4
for
div f0 = div
(
f + (A−AQ+)∇v0
)− (annvxn(x′,0, t)χQ−(x, t)) .4 4 xn
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‖f0‖L2(Ω˜3) 
∥∥f + (A−AQ+4 )∇v0∥∥L2(Ω˜3) + |ann|∥∥∇v0∥∥L∞(Ω˜3)‖χQ−3 ‖L2(Ω3)  Cδ 12 .
Consequently, using Lemma 4.6, we find
‖∇w‖2
L2(Ω˜2)
 C
(‖w‖2
L2(Ω˜3)
+ ‖f0‖L2(Ω˜3)
)
 C
(‖w‖2
L2(Ω˜3)
+ δ 12 ). (4.25)
We write Ω3(t) to denote the time slice Ω˜3 ∩ (Rn ×{t}) for a.e. time −9 < t  9. Recalling (4.8)
and using the fact that v0 is the zero extension of v defined in Q+4 to Ω˜4, we estimate
‖u− v‖2
L2(Ω˜3)
= ‖w‖2
L2(Ω˜3)
=
∫
Ω˜3\Q+3
|u− 0|2 dX +
∫
Q+3
|u− v|2 dX
=
9∫
−9
( ∫
Ω3(t)\B+3
|u|2 dx
)
dt +
∫
Q+3
|u− v|2 dX

9∫
−9
[( ∫
Ω3(t)\B+3
dx
) 2
n
( ∫
Ω3(t)\B+3
|u| 2nn−2 dx
) n−2
n
]
dt + η2
 Cδ 2n + η2 C(δ 2n + η2),
where we have used (4.23), Hölder’s inequality, (4.8) and Sobolev inequality. Here we consider
the case n 3 since the case n = 1 or n = 2 can be easily controllable. The estimate above and
(4.25) imply
∥∥∇u− ∇v0∥∥2
L2(Ω˜2)
C
(
δ
1
2 + δ 2n + η2).
Taking η and δ so that
C
(
δ
1
2 + δ 2n + η2)= 2,
we finally obtain (4.22). This completes the proof. 
It will be enough to consider only the estimates on the lateral boundary. In fact, the estimates
on the bottom and on the corner of the boundary can be obtained if we proceed with the zero
extension of our weak solution as in the estimates on the lateral boundary.
Lemma 4.9. Assume that A satisfies the structural condition (1.4) and f ∈ L2(Ω). Then there
exists a constant N1 > 0, depending only on Λ and n, so that for any  > 0, there exists δ =
δ() > 0 such that for any weak solution u ∈ ˚W 1,2∗ (Ω) of (1.3) with
812 S.-S. Byun, L. Wang / Advances in Mathematics 212 (2007) 797–818∫
–
Ω˜4
|A−AΩ˜4 |dX  δ2, (4.26)
Q+6 ⊂ Ω˜6 ⊂ Q6 ∩
{
X ∈Rn+1: xn > −6δ
}
, (4.27)
and
Q1 ∩
{
X ∈ Ω: M(|∇u|2) 1}∩ {X ∈ Ω: M(|f|2) δ2} = ∅, (4.28)
we have ∣∣{X ∈ Ω: M(|∇u|2)>N21 }∩Q1∣∣< |Q1|. (4.29)
Proof. We see from (4.28) that there is a point X1 ∈ Ω˜1 = Ω ∩Q1 such that for each ρ > 0 we
have ∫
–
Qρ(X1)∩Ω
|∇u|2 dX  1,
∫
–
Qρ(X1)∩Ω
|f|2 dX  δ2. (4.30)
Since we may assume that δ is small enough, we observe from (4.27) that
Ω˜4 = Ω ∩Q4 ⊂ Ω ∩Q5(X1) ⊂ Ω ∩Q6 = Ω˜6.
Then using (4.27) and (4.30), we have∫
–
Ω˜4
|∇u|2 dX  |Ω ∩Q5(X1)||Ω ∩Q4|
∫
–
Ω∩Q5(X1)
|∇u|2 dX
 |Q6||Q+4 |
∫
–
Ω∩Q5(X1)
|∇u|2 dX  2(3/2)n+2.
By the same reasons we see that ∫
–
Ω˜4
|f|2 dX  2(3/2)n+2δ2. (4.31)
Now we set
λ :=
√
2(3/2)n+2
and normalize u to uλ := u/λ, and f to fλ := f/λ; we are under the hypotheses of Corollary 4.8.
Applying Corollary 4.8 to uλ and fλ, with η replacing , we deduce that there exists δ = δ(η) > 0,
as selected later, satisfying (4.26), (4.27) and (4.31) such that∫
˜
∣∣∇uλ − ∇v0λ∣∣2 dX  η2. (4.32)Ω2
S.-S. Byun, L. Wang / Advances in Mathematics 212 (2007) 797–818 813According to (4.24), there exists a constant N0 > 0 such that
N0 =
∥∥v0λ∥∥L∞(Ω˜3) < ∞. (4.33)
We now want to show that{
X ∈ Ω˜1: M
(|∇uλ|2)>N21 }⊂ {X ∈ Ω˜1: MΩ˜4(∣∣∇uλ − ∇v0λ∣∣2)>N20 } (4.34)
for
N1 = max
{
2N0,
√
2n+3
}
. (4.35)
To show this, suppose that
X2 ∈
{
X ∈ Ω˜1: MΩ˜4
(∣∣∇uλ − v0λ∣∣2)N20 }. (4.36)
If ρ  2, then Qρ(X2)∩Ω ⊂ Q3 ∩Ω = Ω˜3. Thus we see from (4.33) and (4.36) that∫
–
Qρ(X2)∩Ω
|∇uλ|2 dX  2
∫
–
Qρ(X2)∩Ω
(∣∣∇uλ − v0λ∣∣2 + ∣∣∇v0λ∣∣2)dX  4N20 .
If ρ > 2, then Qρ(X2) ⊂ Q2ρ(X1). Thus from (4.30) we have∫
–
Qρ(X2)∩Ω
|∇uλ|2 dX  2n+3
∫
–
Q2ρ(X1)∩Ω
|∇uλ|2 dX  2n+3.
We see therefore that
X2 ∈
{
X ∈ Ω˜1: M
(|∇uλ|2)N21 }. (4.37)
The claim (4.34) follows from (4.36) and (4.37).
Using (4.34), the (1,1) weak-type inequality (see Lemma 2.2) and (4.32), we estimate∣∣{X ∈Ω: M(|∇u|2)>N21 }∩Q1∣∣ C1λ2∣∣{X ∈Ω: M(|∇uλ|2)>N21 }∩Q1∣∣
C2λ2
∣∣{X ∈Ω: MΩ˜4(∣∣∇uλ − ∇v0λ∣∣2)>N20 }∩Q1∣∣
<C3
∫
Ω˜2
∣∣∇uλ − ∇v0λ∣∣2 dX  C3η2
for some universal constants C1, C2 and C3, depending only on the dimension n and the structural
condition constant Λ.
Finally we take η small enough to have∣∣{X ∈Ω: M(|∇u|2)>N21 }∩Q1∣∣<C3η2 = |Q1|.
Accordingly, we can select δ so that the conclusion (4.29) holds. This completes the proof. 
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Lemma 4.10. Let r > 0. Assume that A satisfies the structural condition (1.4) and f ∈ L2(Ω).
Then there exists a constant N1 > 0, depending only on Λ and n, so that for any  > 0, there
exists δ = δ() > 0 such that for any weak solution u ∈ ˚W 1,2∗ (Ω) of (1.3), with∫
–
Ω˜4r
|A−AΩ˜4r |dX  δ2,
Q+6r ⊂ Ω˜6r ⊂ Q6r ∩
{
X ∈Rn+1: xn > −6rδ
}
,
and
Qr ∩
{
X ∈ Ω: M(|∇u|2) 1}∩ {X: M(|f|2) δ2} = ∅,
we have ∣∣{X ∈ Ω: M(|∇u|2)>N21 }∩Qr ∣∣< |Qr |.
Proof. Proof by a scaling: We dilate Ω by defining,
ur(X) := u(rx, r
2t)
r
, Ar(X) := A
(
rx, r2t
)
, fr (X) := f
(
rx, r2t
)
for X = (x, t) ∈Ω . Under this scaling, we are under the hypotheses of Lemma 4.9. In fact, ur is
a weak solution of {
∂ur
∂t
− div(Ar∇ur)= div fr in Ω ,
u= 0 on ∂pΩ .
Now let us apply Lemma 4.9, with ur replacing u, Ar replacing A, and fr replacing f, respec-
tively, to have Lemma 4.10 as a reciprocal of Lemma 4.9. 
Theorem 4.11. Let 0 < r  1 and Y ∈ Ω . Assume that A satisfies the structural condition (1.4)
and f ∈ L2(Ω). Then there exists a constant N1 > 0, depending only on Λ and n, so that for any
 > 0, there exists δ = δ() > 0 such that for any weak solution u ∈ ˚W 1,2∗ (Ω) of (1.3), with A
(δ,54r)-vanishing, Ω parabolic (δ,54r)-Reifenberg flat and∣∣{X ∈ Ω: M(|∇u|2)>N21 }∩Qr(Y )∣∣ ∣∣Qr(Y )∣∣, (4.38)
we have
Qr(Y )∩Ω ⊂
{
X ∈Ω: M(|∇u|2)> 1}∪ {X ∈Ω: M(|f|2)> δ2}. (4.39)
Proof. If Q6r (Y ) ⊂ Ω , we then use Lemma 3.2. Now suppose that Q6r (Y )∩ ∂xΩ = ∅, say,
X0 ∈ Q6r (Y )∩ ∂xΩ.
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is not true. Then there exists a point X1 ∈Ω ∩Qr(Y ) such that for each ρ > 0, we have∫
–
Ω∩Qρ(X1)
|∇u|2 dX  1,
∫
–
Ω∩Qρ(X1)
|f|2 dX  δ2. (4.40)
Now that X1 ∈ Ω ∩Qr(Y ) and X0 ∈Q6r (Y )∩ ∂xΩ , we see that
X1 ∈Ω ∩Q7r (X0), Qr(Y ) ⊂ Q9r (X0). (4.41)
Since ∂pΩ is parabolic (δ,54r)-Reifenberg flat, there exists an appropriate coordinate system in
which
X0 = 0, Y = Z1 (4.42)
and
Q+54r (0) ⊂ Ω ∩Q54r (0) ⊂ Ω ∩
{
Z ∈Rn+1: zn > −108δr
}
. (4.43)
Then in view of (4.40)–(4.42), we can apply Lemma 4.10 with Q9r replacing Qr and with /9n+2
replacing , respectively, to deduce∣∣{Z ∈ Ω: M(|∇u|2)>N21 }∩Qr(Z1)∣∣ ∣∣{Z ∈Ω: M(|∇u|2)>N21 }∩Q9r (0)∣∣
<

9n+2
|Q9r | = |Qr |.
We observe that the estimates above are invariant under this change of variables. Hence we reach
a contradiction to (4.38). This finishes the proof. 
Remark 4.12. We should point out that the theorem above holds not only for the number 54 but
also for any R > 1 by scaling the given Eq. (1.3), while δ is scaling invariant.
We take N1,  and the corresponding δ given in Theorem 4.11. The following lemma shows
decay estimates on the size of distribution functions of maximal functionM(|∇u|2).
Lemma 4.13. Assume that u ∈ ˚W 1,2∗ (Ω) is a weak solution of (1.3), with A (δ,54)-vanishing
and with Ω parabolic (δ,54)-Reifenberg flat. Suppose that∣∣{X ∈ Ω: M(|∇u|2)>N21 }∣∣< |Q1|. (4.44)
Let k be a positive integer and set 1 := 2[10/(1 − δ)]n+2. Then we have∣∣{X ∈Ω: M(|∇u|2)>N2k1 }∣∣

k∑
i=1
i1
∣∣{X ∈Ω: M(|f|2)> δ2N2(k−i)1 }∣∣+ k1 ∣∣{X ∈ Ω: M(|∇u|2)> 1}∣∣.
816 S.-S. Byun, L. Wang / Advances in Mathematics 212 (2007) 797–818Proof. By iteration: Set
E := {X ∈ Ω: M(|∇u|2)>N21 },
F := {X ∈ Ω: M(|f|2)> δ2}∪ {X ∈ Ω: M(|∇u|2)> 1}.
Then in view of (4.44) and Theorem 4.11, we apply Theorem 3.1 to see that the lemma is true
for the case k = 1. Suppose now that the lemma is true for k − 1. Normalizing u to uN1 = u/N1,
f to fN1 = f/N1 and using the induction hypothesis for k − 1 and for k = 1, we have∣∣{X ∈Ω: M(|∇u|2)>N12k}∣∣
= ∣∣{X ∈Ω: M(|∇uN1 |2)>N12(k−1)}∣∣

k−1∑
i=1
1
i
∣∣{X ∈Ω: M(|fN1 |2)> δ2N12(k−1−i)}∣∣+ 1k−1∣∣{X ∈ Ω: M(|∇uN1 |2)> 1}∣∣
=
k−1∑
i=1
1
i
∣∣{X ∈Ω: M(|f|2)> δ2N12(k−i)}∣∣+ 1k−1∣∣{X ∈Ω: M(|∇u|2)>N21 }∣∣

k−1∑
i=1
1
i
∣∣{X ∈Ω: M(|f|2)> δ2N12(k−i)}∣∣
+ 1k
[∣∣{X ∈Ω: M(|∇u|2)> 1}∣∣+ ∣∣{X ∈ Ω: M(|f|2)> δ2}∣∣]
=
k∑
i=1
1
i
∣∣{X ∈Ω: M(|f|2)> δ2N12(k−i)}∣∣+ 1k∣∣{X ∈ Ω: M(|∇u|2)> 1}∣∣.
These estimates in turn complete the induction on k. 
Now we are in a position to prove the main result of this work.
5. Proof of Theorem 1.7
Proof. We first assume R = 54 by a scaling. Then we normalize u to uλ = u/λ and fλ = f/λ for
λ > 0 large enough, to see that∣∣{X ∈Ω: M(|∇uλ|2)>N21 }∩Q1∣∣< |Q1| (5.1)
and
‖f‖Lp(Ω)  δ. (5.2)
Indeed, if we take
λ := C ‖f‖Lp(Ω)√ (5.3)
δ
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lead to (5.1) and (5.2).
Applying Lemmas 2.2 and 2.3 and using (5.2) and (5.3), we obtain
∞∑
k=1
N
pk
1
∣∣{x ∈Ω: M(|fλ|2)> δ2N2k1 }∣∣ 1. (5.4)
We employ Lemma 4.13 to uλ, fλ and then use (5.1) and (5.4) to estimate as follows:
∞∑
k=1
N
pk
1
∣∣{X ∈Ω: M(|∇uλ|2)>N2k1 }∣∣

∞∑
k=1
N
pk
1
[
k∑
i=1
i1
∣∣{X ∈Ω: M(|fλ|2)> δ2N2(k−i)1 }∣∣
]
+
∞∑
k=1
N
pk
1
[
k1
∣∣{X ∈Ω: M(|∇uλ|2)> 1}∣∣]
=
∞∑
i=1
(
N
p
1 1
)i[ ∞∑
k=i
N
p(k−i)
1
∣∣{X ∈Ω: M(|fλ|2)> δ2N2(k−i)1 }∣∣
]
+
∞∑
k=1
(
N
p
1 1
)k∣∣{X ∈Ω: M(|∇uλ|2)> 1}∣∣
 C
(
1 + |Ω|) ∞∑
k=1
(
N
p
1 1
)k  C ∞∑
k=1
(
N
p
1 1
)k
.
We select a sufficiently small , thereby a sufficiently small δ = δ(p,n,Λ) satisfying
N
p
1 1 = 2(10)n+2Np1
1
(1 − δ)n+2  < 1.
Consequently we find
∞∑
k=1
N
pk
1
∣∣{X ∈Ω: M(|∇uλ|2)>N2k1 }∣∣ C
for some constant C = C(p,n,Λ) > 0. We apply again Lemmas 2.2 and 2.3 and use (5.3) to
deduce
∇u ∈ Lp(Ω;Rn)
with the estimate
‖∇u‖Lp(Ω)  C‖f‖Lp(Ω). (5.5)
818 S.-S. Byun, L. Wang / Advances in Mathematics 212 (2007) 797–818We note that
ut = div(A∇u+ f) in Ω and u= 0 on ∂pΩ. (5.6)
Finally using Definition 1.1, (5.6), Poincaré’s inequality and (5.5) consecutively, we obtain
‖u‖
W
1,p∗ (Ω)
 ‖u‖Lp(Ω) + ‖∇u‖Lp(Ω) + ‖A∇u+ f‖Lp(Ω)  C‖f‖Lp(Ω).
This completes the proof. 
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