In this paper, we provide an integral equation characterization of the solution to a Cauchy problem associated to the Feynman-Kac formula for a regime-switching diffusion. We give a sufficient condition to guarantee the uniqueness of solutions to the integral equation and provide an example in the context of option pricing under the Ornstein-Uhlenbeck regime-switching model.
Introduction
In this paper, we derive an integral equation characterization of the solution to the Cauchy problem where M := {1, 2, . . . , m}, r(i) ≥ 0, ϕ(·, i) is continuous in R and of polynomial growth, and for any f (·, ·, i) ∈ C 1,2 ([0, T ] × R) the operator L is defined by
Here, Q = [q ij ] m×m represents the generator of a continuous-time Markov chain in the finite state space M with transition rates q ij ≥ 0 for i = j, and
Qf (t, x, ·)(i) = The solution to (1.1) is known to have a stochastic representation, under suitable conditions on b and σ recalled below, via the Feynman-Kac formula (see Theorem 6 in [1] 
for short, and (X t , α t ) is is a regime-switching diffusion (see e.g. [12] ) defined on a filtered probability space (Ω, F, {F t } t≥0 , P).
Conditional expectations of the form in (1.2) arise in many applications, particularly in the pricing of financial contracts (see e.g. [10] and references therein). This expectation can be approximated by numerically solving the coupled PDE in (1.1) by finite-difference methods ( [3] , [5] , [8] ), by trinomial tree methods ( [9] ), or by Monte Carlo simulation ( [7] ). In this paper, we propose an analytical representation of v in (1.2) as the fixed point of an integral equation where we exploit the contraction theorem on Banach spaces. We give a sufficient condition for this representation to hold and provide an example in the context of commodity derivatives.
Main result
The regime-switching process (X, α) = {(X t , α t )} t≥0 is described by
and
where W = (W t ) t≥0 is a standard Brownian motion independent of the continuous-time Markov chain α, and the functions b(·, ·) : R × M → R and σ(·, ·) : R × M → R satisfy the linear growth and local Lipschitz conditions, respectively:
for some constant K > 0, and for each N ≥ 1, there exists a positive constant M N such that for all i ∈ M, and x, y ∈ R with |x| ∨ |y| ≤ M N ,
For each i ∈ M, we shall denote by X (i) u , u ≥ t, the solution to the non-regime switching stochastic differential equation dX u = b(X u , i)du + σ(X u , i)dW u and X t = x. Consider the Fokker-Planck equation associated with the transition density f i (u, y; t, x) of the random variable X
The function D may be understood as a type of dampening factor of the value function v that forces it to be bounded. Dampening (or discounting) v(t, x, i) by D(t, x) allows obtaining a contractive condition for the application of the fixed point theorem. Note that if ϕ is bounded then Assumption 2.1 automatically holds by choosing D(t, x) ≡ 1. We give a non-trivial example in the next section when ϕ is not bounded.
and the operator T : S → S is a contraction on S defined as
Proof. Fix t ∈ [0, T ) and consider the first jump time of the Markov chain α after time t,
We first show that H is indeed a solution to (2.2). Using that τ (t) ∼ Exp(q i ), by the law of total expectation and properties of the conditional expectation with respect to an event, we can split v as follows:
(2.4)
We can further write the second expectation on the right hand side of (2.4) as
where we used the Markov property of the two-component process (X, α). Multiply both sides of (2.4) by D −1 (t, x) to obtain that H indeed solves (2.2).
Now, let us show that the operator T is a contraction mapping on S. By Assumption 2.1, it follows that
Set ρ = max i∈M {1 − e −q i (T −t) }. Upon applying the supremum norm ||T (h)|| ≤ ρ||h|| it is implied that T is a contraction. By the fixed point theorem on Banach spaces the equation (2.2) has a fixed point, which implies that H is the only solution.
The significance of this result is that an iterative procedure can be furnished by means of the sequence of successive approximations (Picard iteration) H n+1 = T (H n ) + H 0 , n = 0, 1, 2, . . .
By the contraction principle, the sequence {H n } n≥0 converges to the unique solution H of (2.2), with initial point H 0 as in (2.3) and the error estimate is
for every n > 1. In future work, we seek to implement the Picard iteration to approximate the solution and compare its performance and accuracy with existing PDE and Monte Carlo methods.
3 Example with unbounded ϕ and regime-switching Ornstein-Uhlenbeck model
In this section we provide an example in the context of derivatives pricing where the underlying spot price is S t = e Xt , and the log-price process X = (X t ) t≥0 follows the regime-switching Ornstein-Uhlenbeck dynamics
(3.1)
Both the long-run mean log price θ, and the volatility σ, depend on the regime and are related by the expression
where we also allow the interest rate r(i) > 0 to depend on the regime. Evidence from futures prices in commodities such as oil, metals, agricultural products, and electricity show that prices revert towards a mean reversion level (see e.g. [2] ). The model in (3.1)-(3.2) is an extension of the one-factor model described in Schwartz [11] for commodity prices, which assumes constant parameters. Here, the regimes represent the business cycle. Empirical studies showing the effect of the economic regime in commodity spot prices can be seen in [4, Ch. 22] ) and [6] .
In this context, we assume that the speed of mean reversion β satisfies the condition 0 < β ≤ 1, which is supported by Schwartz's empirical studies [11] . For our example, consider a commodity call option with strike K > 0 and maturity T > 0 given by v(t, x, i) = E t,x,i e − T t r(αu)du ϕ(X T ) ,
where ϕ(x) = max(e x − K, 0) is unbounded. It is well-known that the solution to (2.1), the density of the Ornstein-Uhlenbeck process, is 
