We study the existence/nonexistence of positive solution of
Introduction
In this article we study the singular semilinear Fourth order elliptic problem: Semilinear elliptic equation with biharmonic operator arise in continuum mechanics, biophysics, differential geometry. In particular in the modeling of thin elastic plates, clamped plates and in the study of the Paneitz-Branson equation and the Willmore equation (see [11] and the references there-in for more details). By a solution of this above equation we mean a positive u ∈ H 2 0 (Ω) satisfying I µ is a well defined C 1 functional in H 2 0 (Ω), thanks to the following Rellich inequality ( [14] , [15] ) : 4) and the Cafferelli-Kohn-Nirenberg inequality of fourth order ( [2] , [4] , [6] ) :
where C = C(N, β) > 0. Also note that as µ <μ, which can be regarded as a Hénon-Lane-Emden type system; see for instance ([5] , [8] , [17] ) and the references therein. The second-order version of (1.1), namely,
in Ω u ∈ H 1 0 (Ω) (1.8) where p t =
2(N −t)
N −2 , has been widely studied in recent years in bounded domain and in the whole space R N for the case t = 0 or 0 < t < 2 (see for instance [3] , [9] , [10] , [12] , [13] , [16] , [20] and the references there-in).
When Ω = R N , the existence of solution of (1.1) has been studied in [2] . In a bounded domain the problem (1.1) does not have a solution in general due to the critical nature of the equation. We prove a Pohozaev type nonexistence result in Section 2. The difficulty here is that singularity at the origin. Therefore to make the test function smooth we need to multiply by a cut-off function and to be able to pass to the limit we need to cleverly estimate each term. The nonexistence phenomenon for (1.1) in bounded domain is due to the lack of compactness of I µ due to a concentration phenomenon. We analyze this noncompactness. We prove in Theorem 3.1, that concentration takes place along a single profile when β > 0 while concentration takes place along two different profiles when β = 0. Using this theorem, in Section 4 we prove an existence result in a non-contractible bounded domain when the parameter µ belongs to (0, µ 0 ) for some "suitable" µ 0 <μ.
Notations :
We denote by H 2 (Ω) the usual Sobolev space W 2,2 (Ω) and by D 2,2 (Ω) the closure of C ∞ 0 (Ω) with respect to the norm Ω |∆u| 2 1 2
. If u ∈ H 2 0 (Ω) then u = |∇u| = 0 on ∂Ω. C and c will denote a general constant which may vary from line to line. B r (a) will denote the ball of radius r, centered at a.
Nonexistence result
In this section we will present the nonexistence result whose proof is based on the Pohozaev identity. The difficulty in applying this identity is because of the singularity at origin but we overcome this by using Hardy inequality and Rellich inequality. We recall here the Hardy inequality
Theorem 2.1. Let Ω be an open subset of R N with smooth boundary and is star shaped with respect to origin. Then the problem
has a nontrivial nonnegative solution only if Ω = R N .
Proof. We will prove this theorem using the Pohozaev identity. To make the test function smooth we introduce cut-off functions and pass to the limit with the help of the Hardy inequality, Rellich inequality and Sobolev inequality.
For ǫ > 0 and R > 0, we define φ ǫ,R (x) = φ ǫ (x)ψ R (x) where φ ǫ (x) = φ( |x| ǫ ) and ψ R (x) = ψ( |x| R ), φ and ψ are smooth functions in R with the properties 0 ≤ φ, ψ ≤ 1, with supports of φ and ψ in (1, ∞) and (−∞, 2) respectively and φ(t) = 1 for t ≥ 2, and ψ(t) = 1 for t ≤ 1. Assume that (2.2) has a nonnegative nontrivial solution u, then u is smooth away from the origin (see [11, page 235-236] ) and hence (x · ∇u)φ ǫ,R ∈ C 3 c (Ω). Multiplying Eq.(2.2) by this test function and integrating by parts, we obtain
First we will simplify the RHS of (2.3). Here we observe that u ∈ H 2 0 (Ω) implies that u = |∇u| = 0 on ∂Ω.
Note that ∇φ ǫ has support in {ǫ < |x| < 2ǫ} and ∇ψ R has support in {R < |x| < 2R}. Therefore in the support of the 2nd integral in the RHS of above relation |x · ∇φ ǫ,R | ≤ C and thus by dominated covergence theorem we obtain
Similarly we can compute I 2 and obtain
Therefore as before we obtain
Now we compute the LHS of (2.3).
where I = 2I 3 + I 4 + I 5 + I 6 and
Now it is easy to check that 2nd term of RHS of (2.9) equals
Now we will compute the 3rd term of the RHS of (2.9). Now observe that as u x i = 0 on ∂Ω, we have on ∂Ω,
where we again used the fact that u x i = 0 on ∂Ω. Therefore combining (2.9),(2.10) and (2.11) we obtain
As before lim
Now we will prove that lim R→∞ lim ǫ→0 I = 0 by estimating each I 3 , I 4 , I 5 , I 6 .
As u ∈ H 2 0 (Ω) we have ∇u ∈ H 1 0 (Ω). Therefore by using Hardy inequality (2.1) we obtain
Similarly it can be proved that lim
Now by using Holder inequality we obtain
Similarly it can be shown that lim
Therefore combining (2.12), (2.13),(2.14),(2.15),(2.16),(2.17) we obtain
Now by combining (2.3), (2.5), (2.7), (2.18) we obtain
Comparing this with the equation (2.2) we obtain
Since Ω is star shaped, x · ν > 0 on ∂Ω. This implies ∆u = 0 on ∂Ω a.e. Now note that u ∈ C 4 (Ω \ B r (0)) for some r > 0. Therefore ∆u = 0 in ∂Ω \ B r (0). We choose a smooth subdomain
As u = 0 on ∂D ∩ ∂Ω, by using Hopf's lemma for the strictly superharmonic function we obtain ∂u ∂ν (x) < 0 where x belongs to (N − 1) dimensional open subset of ∂D ∩ ∂Ω, which is a contradiction as |∇u| = 0 on ∂Ω.
Palais-Smale characterization
In this section we study the Palais-Smale sequences (PS sequences, in short) of the functional (1.3). where Ω is a bounded domain with smooth boundary and 0 ≤ β < 4 is fixed. We say that the sequence {u n } ⊂ H 2 0 (Ω) is a PS sequence for
It is easy to see that the weak limit of a PS sequence is a solution of (1.1), except the positivity. However the main difficulty is that the PS sequence may not converge strongly and hence the weak limit can be zero even if d > 0. So in this section our aim is to classify PS sequences for I µ . Classification of PS sequences has been done for various problems with the second order operator for having lack of compactness, to quote a few [3] , [16] , [18] . While the noncompactness studied in the second one is due to the concentration phenomenon occurring through double profile, in the last one noncompactness is due to concentration occurring through single profiles. We derive a classification theorem for the PS sequences of (1.3) in the same spirit of the above results. Concentration occurs here through one or two profiles depending on β > 0 or β = 0 respectively (This phenomenon was also observed in [3] ). Let V be a solution of
We define a sequence v n as follows :
where φ ∈ C ∞ 0 (B(0, 2)) with φ = 1 in B(0, 1) and λ n → ∞,λ n λn → 0 and Then it is easy to check that {v n } ⊂ H 2 0 (Ω) is a PS sequence for I µ at a level d = I µ (V ) where I µ (V ) is defined as in (1.3) with Ω = R N . Assume µ > 0 and β = 0. We define a sequence w n (x) as
where
Then it can be easily checked that w n ∈ H 2 0 (Ω), w n ⇀ 0 and is also a PS sequence for I µ at level d = I 0 (W ), where I 0 (W ) is defined as in (1.3) with Ω = R N and β = 0. In fact in the next theorem we prove that any noncompact PS sequence is essentially a finite sum of sequences of the form (3.2) and (3.3) when β = 0 and λ > 0 and a finite sum of sequences of the form (3.2) when β > 0 or µ = 0. Theorem 3.1. Let Ω be a bounded domain with smooth boundary. Let {u n } be a PS sequence for I µ at level d. Suppose β = 0 and µ > 0, then ∃ n 1 , n 2 ∈ N, and functions v
where I ′ µ (u 0 ) = 0 and v j n , w k n are PS sequences of the form (3.2) and (3.3) respectively with V = V j and W = W k . When β > 0 or µ = 0, the same conclusion holds with W k = 0 for all k.
We prove a lemma first. Proof. By the standard argument we can easily check that u n is bounded H 2 0 (Ω). Therefore up to a subsequence u n ⇀ u in H 2 0 (Ω), u n → u in L p (Ω) for p < 2 * * and point wise. Therefore using Vitaly's convergence theorem we can show that I ′ µ (u) = 0 and hence
Also by Brezis-Leib lemma we have
We define v n := u n − u. Therefore
We also have
|u| q β |x| β dx, by using Brezis-Lieb Lemma, we simplify the last integral as
Substituting (3.5) in (3.4) we get
Hence v n → 0 in H 2 0 (Ω) and therefore the lemma follows.
Proof of Theorem 3.1: By the standard argument we can easily check that if u n is a PS sequence for I µ at a level d, then d ≥ 0. Now we break this proof into two steps:
Step 1: Let u n be a PS sequence converging weakly to 0, then up to a subsequence either u n → 0 in H 2 0 (Ω) or there exists a PS sequenceũ n of I µ such that I µ (u n ) = I µ (ũ n ) + I µ (u n − u n ) + o(1), u n −ũ n is again a PS sequence for I µ andũ n is of the form (3.2) or (3.3) . If β > 0, thenũ n must be of the form (3.2).
In view of Lemma 3.2, we may assume that lim inf n→∞ I µ (u n ) ≥ 
Therefore we can choose λ n ≥ λ 0 > 0 such that
where Ω n = {x ∈ R N :
x λn ∈ Ω} and extend it to all of R N by putting 0 outside Ω n . Then v n ∈ D 2,2 (R N ) with supp v n ⊂ Ω n and satisfies
up to a subsequence we may assume v n ⇀ v 0 in D 2,2 (R N ). Now we consider two cases:
Here we note that since Ω is a bounded domain and u n ⇀ 0, we get the sequence λ n → ∞
and
Then a straight forward calculation yields to
whereλ n is chosen s.tλ n =λ n λn → 0 andλ n dist(0, ∂Ω n ) → ∞ as n → ∞. Clearlyũ n is a PS sequence of the form (3.2). Next we prove the splitting of energy. By applying Brezis-Lieb Lemma we see, I µ (u n ) can be written as
Now if we define ϕ n (x) = ϕ(λ n x), then
As v 0 ∈ D 2,2 (R N ) implies that ∇v 0 ∈ D 1,2 (R N ), from the above relation we obtain v 0 ϕ n → v 0 in D 2,2 (R N ). Hence
Then by change of variable we obtain
Using similar type of arguments we can show
Case 2: v 0 = 0 Let ϕ ∈ C ∞ 0 B 1 (0) with 0 ≤ ϕ ≤ 1. By taking ϕ 2 v n as a test function, we obtain
By using Rellich's compactness theorem, we have v n → 0 in L 2 loc , therefore the LHS can be simplified as
, whereas the RHS can be simplified as
Note that by the choice of δ we had δ 4−β N−β < S β µ , therefore we obtain from (3.8)
which in turn implies
(By using (1.6)) and hence
If β > 0, this implies K |v n | q β |x| β dx = o(1) for any compact set K ⊂ R N , which contradicts (3.6). Therefore when β > 0, the Case 2 can not happen and we are through. So we assume now onwards β = 0.
The condition (3.6) together with the concentration compactness principle gives
where the points x j ∈ R N satisfy |x j | = 1. Let C = max{C x j } and definẽ
Clearly,Q n (∞) > 
We define z n (x) = s
Therefore upto a subsequence we can assume that ∃z ∈ D 2,2 (R N ) s.t z n ⇀ z in D 2,2 (R N ) and z n (x) → z(x) a.e. We claim that z = 0, other wise choosing ϕ ∈ C ∞ 0 (B 1 (x)) with 0 ≤ ϕ ≤ 1 for an arbitrary but fixed x ∈ R N and proceeding exactly like in obtaining (3.9) we can show that z n → 0 in L 2 * * loc (R N ) which contradicts (3.10). we also observe that
Support of z n ⊂Ω n := {x ∈ R N :λ n x +x n ∈ Ω} andΩ n exhaustsΩ ∞ which is either a half space or R N depending on limλ n dist(x n , ∂Ω n ) is finite or infinite. We have
then a change of variable together with the fact that ϕ n = ψ leads to
Therefore taking the limit as n → ∞ and usingx
However by the well known Pohazaev nonexistence result, this is not possible whenΩ ∞ is a half space (see [11] ). Therefore we get limλ n dist(x n , ∂Ω n ) = ∞ Now definẽ
where ϕ is as in (3.7),λ n is chosen s.tλ nλn → 0 andλ n dist(x n , ∂Ω) → ∞ as n → ∞. Proceeding exactly as in the case of (3.7), we see thatũ n , u n −ũ n are PS sequences and
Step 2: In this step we complete the proof of the theorem.
2−t , then we are done. Other wise, since u n is a PS sequence at level d, u n is bounded in H 2 0 (Ω) and hence we may assume u n converges weakly to u ∈ H 2 0 (Ω). Using standard arguments it is easy to see that u n − u is a PS sequence converging weakly to zero and d = I µ (u) + I µ (u n − u) + o(1). Now either u n − u is a PS sequence at a leveld < 4−β 2(N −β) , or we can find aũ n as in Step 1. We observe that I µ (ũ n ) converges either to I µ (V ) or I 0 (W ) where V and W are as in (3.2) and (3.3) and I µ (V ), I 0 (W ) ≥ C 1 > 0. Therefore in finitely many steps we obtain a PS sequence at a level strictly less than 
Existence result
In this section we prove the existence result in domain which has non trivial topology in the spirit of [12] when β = 0. For the 2nd order equation: −∆u = |u| 4 N−2 u, u ∈ H 1 0 (Ω), existence of positive solution in a domain with non trivial topology was first studied by Coron [7] . In [12] existence result was studied for the 2nd order version of the problem (4.1). Here we consider the problem: From [2] it is been known that (4.1) has a unique radial solution say, u µ 0 when Ω = R N . Also it has been proved in [2] that, ground state solution of (4.1) is radially symmetric. Therefore 0 when µ > 0. We define the Nehari Manifold N µ as follows:
We set N µ (Ω) = N µ ∩ H 2 0 (Ω). Now we define,
Then it can be easily checked that ∀ u ∈ D 2,2 (R N ) \ {0} we have γ(u).u ∈ N µ . Note that as S µ −→ S 0 as µ −→ 0, we can choose µ ′ ∈ (0,μ) such that 2
We break the proof of Theorem 4.1 into several lemmas and propositions. (ii)Suppose, µ = 0. Let {u n } ⊂ H 2 0 (Ω) be a sequence such that
Then there exists a sequence {z n } ⊂ R N and {ǫ n } ⊂ R + such that ǫ n → 0 and lim n→∞ ||u n − u 0 zn,ǫn || = 0.
Proof. (i) From Theorem 3.1 we know that
where v j n and w k n are PS sequences of the form (3.2) and (3.3). By the assumption (4.1) does not have any solution and I µ (u n ) < 
which is a contradiction to the assumption and hence n 1 = 1. Therefore u n = u µ 0,ǫn + o(1) where ǫ n → 0 as n → ∞.
(ii)Proof of this part is quite same as part (i) and can be proved similarly. For u ∈ H 2 0 (Ω) \ {0}, define the centre of mass as
Proof.
We prove this by method of contradiction. Therefore assume that there exists a sequence {µ n } ⊂ (0, µ ′ ) and u n ∈ N µ (Ω) such that µ n → 0 and
Without loss of generality we may assume that F (u n ) → z 0 ∈ Ω d 1 . As µ n → 0, using Rellich's inequality we obtain
This implies,
Therefore by Proposition 4.2(ii) we obtain a sequence {z n } ⊂ R N and {ǫ n } ⊂ R + such that ǫ n → 0 and lim n→∞ ||u n − u 0 zn,ǫn || = 0. Therefore clearly z n → z 0 . On the other hand as z 0 ∈ Ω d 1 , we get lim n→∞ ||u n − u 0 zn,ǫn || > 0 which is a contradiction and thus the lemma follows. We define
Lemma 4.4. Let µ ∈ (0, µ 0 ) and N ≥ 8. Then there exists a ǫ > 0 such that
. It's well known that v 0 is the unique solution of (4.1) in Ω = R N with µ = 0 (see [21] ). Let us recall here some results from [1] . ∀ x ∈ Ω we estimate I µ (tv z,ǫ ) for any t > 0: [19] and [12] ). That is φ satisfies:
(i) For t, s ∈ R + , t > s and u ∈ N µ with I ′ µ (u) = 0 
