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Abstract
We consider the approximation of expecta-
tions with respect to the distribution of a
latent Markov process given noisy measure-
ments. This is known as the smoothing
problem and is often approached with parti-
cle and Markov chain Monte Carlo (MCMC)
methods. These methods provide consistent
but biased estimators when run for a finite
time. We propose a simple way of coupling
two MCMC chains built using Particle Inde-
pendent Metropolis–Hastings (PIMH) to pro-
duce unbiased smoothing estimators. Unbi-
ased estimators are appealing in the context
of parallel computing, and facilitate the con-
struction of confidence intervals. The pro-
posed scheme only requires access to off-the-
shelf Particle Filters (PF) and is thus eas-
ier to implement than recently proposed un-
biased smoothers. The approach is demon-
strated on a Lévy-driven stochastic volatility
model and a stochastic kinetic model.
1 Introduction
1.1 State-space models, problem statement
and review
Let t denote a discrete-time index. State-space models
are defined by a latent Markov process (Xt)t≥1 and
observation process (Yt)t≥1, (Xt, Yt) taking values in
a measurable space (X×Y,B(X)⊗B(Y)) and satisfying
Xt+1|{Xt = x} ∼ f(·|x), Yt|{Xt = x} ∼ g(·|x),
for t ≥ 1 with X1 ∼ µ(·). In the following we assume
that X ⊆ Rdx and Y ⊆ Rdy , and use f(·|x), g(·|x)
and µ(·) to denote densities with respect to the cor-
responding Lebesgue measure. State inference given
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a realization of the observations Y1:T = y1:T for some
fixed T ∈ N requires the posterior density
pi (x1:T ) := p(x1:T |y1:T )
∝ µ(x1)g(y1|x1)
T∏
t=2
f(xt|xt−1)g(yt|xt),
and expectations w.r.t. to this density. This is known
as smoothing in the literature. For non-linear non-
Gaussian state-space models, this problem is complex
as this posterior and its normalizing constant p(y1:T ),
often called somewhat abusively likelihood, are in-
tractable. We provide here a means to obtain unbiased
estimators of pi(h) :=
∫
h(x1:T )pi(x1:T )dx1:T for some
function h : XT → R.
Particle methods return asymptotically consistent es-
timators which are however biased for a finite number
of particles. Similarly MCMC kernels, such as the iter-
ated Conditional Particle Filter (i-CPF) and PIMH [1],
can be used for approximating smoothing expectations
consistently but are also biased for a finite number of
iterations. Additionally, although theoretical bounds
on the bias are available for particle [12], PIMH [1] and
i-CPF [7, 2, 27] estimators, these bounds are usually
not sharp and/or rely on strong mixing assumptions
which are not satisfied by most realistic models. Unbi-
ased estimators of pi(h) computed on parallel machines
can be combined into asymptotically valid confidence
intervals as either the number of machines, the time
budget, or both go to infinity [17].
Recently, it has been shown in [22, 27] that it is pos-
sible to obtain such unbiased estimators by combin-
ing the i-CPF algorithm with a debiasing scheme for
MCMC algorithms proposed initially in [18] and fur-
ther developed in [24]. These unbiased smoothing
schemes couple two i-CPF kernels using common ran-
dom numbers and a coupled resampling scheme. Af-
ter a brief review of particle methods and of PIMH,
we propose in Section 2 an alternative methodology
relying on coupling two PIMH kernels. The method is
easily implementable as it does not require any mod-
ification of the PF algorithm. It can also be used in
scenarios where simulation from the Markov transition
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kernel of the latent process involves a random num-
ber of random variables, whereas the methods pro-
posed in [22, 27] would not be directly applicable to
these settings. Additionally it does not require being
able to evaluate pointwise the transition density con-
trary to the coupled conditional backward sampling
PF scheme of [27]. Section 3 presents an analysis of
the methodology when T is large. In Section 4, the
method is demonstrated on a Lévy-driven stochastic
volatility model and a stochastic kinetic model.1
1.2 Particle methods
Particle methods are often used to approximate
smoothing expectations [13, 25]. Such methods rely
on sampling, weighting and resampling a set of N
weighted particles (Xit ,W it ), where Xit ∈ X denotes
the value of the ith particle at iteration t and W it its
corresponding normalized weight, i.e.
∑N
i=1W
i
t = 1.
Letting q1(x1), qt(xt|xt−1), denote the proposal den-
sity at time t = 1 and at time t ≥ 2 respectively,
weighting occurs according to the following ‘incremen-
tal weights’:
w1(x1) :=
g(y1|x1)µ(x1)
q1(x1)
for t = 1,
wt(xt−1, xt) :=
g(yt|xt)f(xt|xt−1)
qt(xt|xt−1) for t ≥ 2.
We assume that w1(x1) > 0 and wt(xt−1, xt) > 0 for
t = 2, ..., T and all x1:T . Pseudo-code for a standard
PF is presented in Algorithm 1 where we let r(·|Wt),
with Wt :=
(
W 1t , ...,W
N
t
)
, denote the resampling dis-
tribution, a probability distribution on [N ]N where
[N ] := {1, ..., N}. We say that a resampling scheme
is unbiased if
∑N
i=1 r(A
i
t = k|Wt) = NW kt . All stan-
dard resampling schemes -multinomial, residual and
systematic- are unbiased [13]. This PF procedure out-
puts an approximation pN (y1:T ) of p(y1:T ) and an ap-
proximation piN (dx1:T ) of the smoothing distribution
pi(dx1:T ). Under weak assumptions, it can be shown
that pN (y1:T ), resp. piN (h) :=
∑N
i=1W
i
Th
(
Xi1:T
)
, is an
asymptotically consistent (in N) estimator of p(y1:T ),
resp. of pi(h). However, whereas pN (y1:T ) is unbiased
([9], Section 7.4.1), piN (h) admits an asymptotic bias
of order C/N for a constant C which is typically im-
possible to evaluate and for which only loose bounds
are available under realistic assumptions [12]. In the
following by a call to the PF, (X1:T , pN ) ∼ PF, we
mean a procedure which runs Algorithm 1 and re-
turns pN := pN (y1:T ) (dependence on observations is
notationally omitted) and a sample from the approx-
imate smoothing distribution X1:T ∼ piN (·), i.e. out-
put Xi1:T with probability W
i
T .
1Code to reproduce figures is provided at https://
github.com/lolmid/coupled_pimh
Algorithm 1 Particle Filter
For i ∈ [N ], sample Xi1 i.i.d.∼ q1(·), compute weights
W i1 ∝ w1(Xi1) and set pN (y1) = 1N
∑N
i=1 w1(X
i
1). For
2 ≤ t ≤ T :
1. Sample particle ancestors A1:Nt−1 ∼ r(·|Wt−1).
2. For i ∈ [N ], sample Xit ∼ qt(·|X
Ait−1
t−1 ) and set
Xi1:t = {X
Ait−1
1:t−1, X
i
t}.
3. Compute weights W it ∝ wt(X
Ait−1
t−1 , X
i
t) and set
pN (y1:t) = pN (y1:t−1) · 1N
∑N
i=1 wt(X
Ait−1
t−1 , X
i
t).
Output piN (dx1:T ) :=
∑N
i=1W
i
T δXi1:T (dx1:T ) and
pN (y1:T ).
Algorithm 2 PIMH kernel P ((X(n)1:T , p
(n)
N ), (·, ·))
1. Sample (X∗1:T , p
∗
N ) ∼ PF.
2. Set (X(n+1)1:T , p
(n+1)
N ) = (X
∗
1:T , p
∗
N ) with probability
α(p
(n)
N , p
∗
N ) := 1 ∧ p
∗
N
p
(n)
N
.
3. Otherwise set (X(n+1)1:T , p
(n+1)
N ) = (X
(n)
1:T , p
(n)
N ).
1.3 PIMH method
An alternative way to estimate pi(h) consists of us-
ing an MCMC scheme targeting pi. The PIMH al-
gorithm achieves this by building a Markov chain on
an extended space admitting a stationary distribu-
tion p¯i with marginal pi using the PF described in
Algorithm 1 as proposal distribution [1]. Algorithm
2 provides pseudo-code for sampling the PIMH ker-
nel, where (X(n)1:T , p
(n)
N ) denotes the current state of this
Markov chain and a ∧ b means min(a, b).
Validity and convergence properties of PIMH rely
on viewing it as an Independent Metropolis–Hastings
(IMH) sampler on an extended space. For ease of
presentation, we detail this construction for an unbi-
ased resampling scheme satisfying additionally r(Ait =
k|Wt) = W kt for all i, k ∈ [N ]. The PF of Algo-
rithm 1 implicitly defines a distribution ψ over N × T
particle coordinates and N × (T − 1) ancestors. We
use ζ to denote a sample from ψ, where ζ ∈ X :=
XNT × {1, ..., N}N(T−1), and the density of ψ is given
by
ψ(ζ) =
(
N∏
i=1
q1(x
i
1)
)
T∏
t=2
(
r(a1:Nt−1|wt−1)
N∏
i=1
q(xit|x
ait−1
t−1 )
)
.
We let bjt denote the index of the ancestor particle of
xj1:T at generation t, which may be obtained deter-
ministically from the ancestry, using bjt = a
bjt+1
t with
bjT = j. From [1], for (j, ζ) ∈ {1, ..., N}×X , we express
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the target p¯i(j, ζ) of the resulting IMH sampler as
p¯i(j, ζ) =
pi(xj1:T )
NT
ψ(ζ)
q1(x
bj1
1 )
∏T
t=2 r(b
j
t−1|wt−1)qt(xb
j
t
t |x
bjt−1
t−1 )
Running a PF and sampling from piN corresponds
to sampling from the proposal q¯(j, ζ) = ψ(ζ)W jT
and [1, Theorem 2] shows that p¯i(j, ζ)/q¯(j, ζ) =
pN (y1:T )/p(y1:T ) where for a given (j, ζ) we un-
derstand pN (y1:T ) as a deterministic map from
{1, ..., N}×X to R+. As a result, samples from p¯i can
be obtained asymptotically through accepting propos-
als with probability α(p(n)N , p
∗
N ). We can thus estimate
pi(h) by averaging over iterations h(Xn1:T ). As shown in
[1, Theorem 6], we can also estimate pi(h) by averaging
over iterations pi(n)N (h) =
∑N
i=1W
i,n
T h(X
i,n
1:T ), hence
reusing all the particle system used to generate the ac-
cepted proposal at iteration n as p¯i(piN (h)) = pi(h). As
such, although Algorithms 2 and 3 are stated in terms
of proposing and accepting (X1:T , pN ), it is possible
to consider them instead as proposing and accepting
(J, ζ). In [26], it is shown that r(Ait = k|Wt) = W kt
is unnecessary. We only need to use an unbiased
resampling scheme to obtain a valid PIMH scheme.
This is achieved by defining an alternative target p¯i
on {1, ..., N} × X such that XJ1:T ∼ pi under p¯i and
p¯i(j, ζ)/q¯(j, ζ) = pN (y1:T )/p(y1:T ) also hold. It is also
established in [26] that one can even used adaptive
resampling procedures [13, 11].
If we denote by Z the error of the log-likelihood es-
timator, i.e. Z := log{pN (y1:T )/p(y1:T )}, the PIMH
algorithm induces a Markov chain with transition ker-
nel Q(z,dz′) given by
{1 ∧ exp(z′ − z)} g(dz′) + {1− α(z)} δz(dz′), (1)
where g(dz) is the distribution of Z under
the law of the particle filter and α(z) :=∫ {1 ∧ exp(z′ − z)} g(dz′) is the average acceptance
probability from state z. Although not emphasized
notationally, both g(z) and α(z) are functions of N .
Through an abuse of notation, we denote the invariant
density of the above chain with pi(z) = g (z) exp (z).
Such a reparameterization has also been used in previ-
ous work to analyze the PIMH and the related particle
marginal MH algorithm [31, 14].
2 Methodology
2.1 Unbiased MCMC via couplings
‘Exact estimation’ methods provide unbiased estima-
tors of expectations with respect to the stationary dis-
tribution of a Markov chain using coupling techniques
[18, 24]. In the following we use these tools to couple
PIMH kernels and estimate smoothing expectations,
after briefly reviewing the general approach.
Consider two U−valued Markov chains, U :=
(U (n))n≥0 and U˜ := (U˜ (n))n≥0, each evolving
marginally according to a kernel K(u,du′) with sta-
tionary distribution λ and initialized from η so that
U (n)
d
= U˜ (n) for all n ≥ 1, where d= denotes equal-
ity in distribution. We couple these two chains so
that U (n) = U˜ (n−1) for n ≥ τ , where τ is an almost
surely finite meeting time. In this case, we see that
for non-negative integers k < t we have the following
telescoping-sum decomposition
E[h(U (t))] =E[h(U (k)) +
t∑
l=k+1
(h(U (l))− h(U (l−1)))]
=E[h(U (k)) +
t∧(τ−1)∑
l=k+1
(h(U (l))− h(U˜ (l−1)))].
As a result, under integrability conditions which
will be made precise in the sequel, taking the limit
as t → ∞ suggests an estimator Hk(U, U˜) :=
h(U (k)) +
∑τ−1
l=k+1(h(U
(l)) − h(U˜ (l−1))) with expecta-
tion λ(h). A way to construct such chains considered
in [18, 24, 21, 29] relies on sampling independently
(U (0), U (1)) ∼ η(du0)K(u0,du1) and U˜ (0) ∼ η(du0),
and then successively sampling (U (n+1), U˜ (n)) from
K¯((U (n), U˜ (n−1)), (·, ·)) such that U (n+1) = U˜ (n) with
positive probability, ensuring that both chains evolve
marginally according to K. Furthermore, averaging
Hl(U, U˜) over a range of values l ∈ {k, k+1, ...,m}, for
some m ≥ k, preserves unbiasedness, suggesting the
following ‘time-averaged’ unbiased estimator of µ(h)
Hk:m =
1
m− k + 1
m∑
l=k
h(U (l))+
τ−1∑
l=k+1
min
(
1,
l − k
m− k + 1
)
(h(U (l))− h(U˜ (l−1)))
:= MCMCk:m(h) + BCk:m(h). (2)
We view MCMCk:m(h) as the standard MCMC sample
average up to time m, discarding the first k iterates as
‘burn-in’. The second term, BCk:m(h), is the ‘bias cor-
rection’ term with BCk:m(h) := 0 if τ−1 < k+1. The
estimator requires only that two chains be simulated
until meeting at time τ , after which, if τ < m, only one
chain must be simulated up to m. By [24, Proposition
3.1], the validity of the resulting estimators is guar-
anteed under the following assumptions. We discuss
these assumptions for PIMH in Section 2.3.
Assumption 1. Each chain is initialized marginally
from a distribution η, evolves according to a kernel
K, and is such that E[h(U (n))] → λ(h) as n → ∞.
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Furthermore, there exist constants η > 0 and D < ∞
such that E[
∣∣h(U (n))∣∣ 2+η] < D for all n ≥ 0.
Assumption 2. The two chains are such that the
meeting time τ = inf{n ≥ 1 : U (n) = U˜ (n−1)} sat-
isfies P[τ > n] ≤ Dδn, for some constants 0 < D <∞
and δ ∈ (0, 1). The chains stay together after meeting,
i.e. U (n) = U˜ (n−1) for all n ≥ τ .
Proposition 3. [24] Under Assumptions 1 and 2, the
estimator Hk:m obtained by these coupled chains is un-
biased, has finite variance and finite expected cost.
2.2 Coupled PIMH
To obtain unbiased estimators of pi(h), we use the
framework detailed in Section 2.1 for K = P the
transition kernel of PIMH and λ = p¯i the corre-
sponding invariant distribution of PIMH defined on
U := {1, ..., N} × X . This requires introducing a cou-
pling of PIMH kernels. For IMH chains, a natural
choice of initialization of the chain is from the proposal
distribution. We adopt this in the following, sampling
both (X(0)1:T , p
(0)
N ) ∼ PF and (X˜(0)1:T , p˜(0)N ) ∼ PF. How-
ever, in contrast to previous constructions [24, 21, 29],
our method allows the chains to couple at time τ = 1
through re-using the initial value (X˜(0)1:T , p˜
(0)
N ) as a pro-
posal for the first chain.
We summarize the resulting procedure in Algorithm
3. To simplify presentation of the algorithm, we use
the convention α(p˜(−1)N , p
∗
N ) := 1. Finally, although
the coupling scheme is framed in terms of PIMH, it is
clear that this algorithm and estimators apply equally
to any IMH algorithm.
Algorithm 3 Coupled PIMH
1. Sample (X(0)1:T , p
(0)
N ) ∼ PF, set n = 1 and τ =∞.
2. While n < max(m, τ)
(a) Sample (X∗1:T , p
∗
N ) ∼ PF.
(b) Sample u ∼ U [0, 1].
(c) If u ≤ α
(
p
(n−1)
N , p
∗
N
)
set
(X
(n)
1:T , p
(n)
N ) = (X
∗
1:T , p
∗
N )
else (X(n)1:T , p
(n)
N ) = (X
(n−1)
1:T , p
(n−1)
N ).
(d) If u ≤ α(p˜(n−2)N , p∗N ) set
(X˜
(n−1)
1:T , p˜
(n−1)
N ) = (X
∗
1:T , p
∗
N )
else (X˜(n−1)1:T , p˜
(n−1)
N ) = (X˜
(n−2)
1:T , p˜
(n−2)
N ).
(e) If u ≤ α
(
p
(n−1)
N , p
∗
N
)
∧ α(p˜(n−2)N , p∗N ) set τ =
n.
(f) Set n← n+ 1.
3. Return Hk:m as in (2).
At each iteration n of Algorithm 3 the proposal
(X∗1:T , p
∗
N ) can be accepted by one, both or neither
chains with positive probability. The meeting time τ
corresponds to the first time the proposal (X∗1:T , p
∗
N )
is accepted by both chains. We can also return an-
other unbiased estimator H¯k:m of the form (2) with
h(X1:T ) replaced by piN (h) as we have previously seen
that p¯i(piN (h)) = pi(h). The Rao-Blackwellised es-
timator H¯k:m will typically outperform significantly
Hk:m when we are interested in smoothing expecta-
tions of functions of states close to T . For functions of
states close to the origin, e.g. h(x1:T ) = x1, we have
H¯k:m = Hk:m with high probability if N is moderate
because of the particle degeneracy problem [13, 23, 25].
This is illustrated in Appendix A.3.
2.3 Validity and meeting times
The validity of our unbiased estimators is ensured if
the following weak assumptions are satisfied.
Assumption 4. There exist constants η > 0 and D <
∞ such that E
[
|h(X(n)1:T )|2+η
]
< D for all n ≥ 0.
Assumption 5. There exist constants η > 0 and D <
∞ such that E
[
|∑Ni=1W i,(n)T h(Xi,(n)1:T )|2+η] < D for
all n ≥ 0.
Assumption 6. The resampling scheme is unbiased
and there exist finite constants (w¯t)Tt=1 such that
supx∈X w1(x) ≤ w¯1 and sup(x,x′)∈X×X wt(x, x′) ≤ w¯t
for t ∈ {2, ..., T}.
Proposition 7. Under Assumptions 4 and 6, resp.
Assumptions 5 and 6, the estimator Hk:m, resp. H¯k:m,
of pi(h) obtained from Algorithm 3 is unbiased and has
finite variance and finite expected cost.
To establish the result for Hk:m, note that Assump-
tion 4 and our construction implies Assumption 1 for
λ = p¯i. Assumption 6 provides verifiable and suffi-
cient conditions to ensure uniform ergodicity of PIMH
[1, Theorem 3]. Hence it follows from [24, Proposi-
tion 3.4] that the geometric bound on the tails of τ is
satisfied. Additionally, Algorithm 3 ensures that the
chains stay together for all n ≥ τ so Assumption 2 is
satisfied. A similar reasoning provides the result for
H¯k:m.
We have the following precise description of the dis-
tribution of the meeting time τ for Algorithm 3.
Let Geo(γ) denote the geometric distribution on the
strictly positive integers with success probability γ.
Proposition 8. The meeting time satisfies τ |Z(0) ∼
Geo(α(Z(0))) and P[τ = 1] ≥ 12 . Additionally, we have
limN→∞ P[τ = 1] = 1 under Assumption 6.
We recall here that α(z) is the average acceptance
probability from state z. The geometric distribution
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result follows from Proposition 10 in Appendix. The
rest of the proposition follows from
P[τ = 1] =
∫
α(z)g(dz)
=
∫∫
{1 ∧ exp(z′ − z)} g(dz)g(dz′).
It entails trivially that P[τ = 1] ≥ 12 . Noting that
limN→∞ Z = 0 a.s. under g (which is dependent
on N) under Assumption 6, see e.g. [9], we obtain
limN→∞ P[τ = 1] = 1 by dominated convergence, thus
limN→∞ BCk:m(h) = 0.
2.4 Unbiased filtering
A PF generates estimates pN (y1:t) of p(y1:t) at all
times t = 1, . . . , T . These estimates can be used
to perform one step of coupled PIMH for T pairs
of Markov chains, each pair corresponding to one of
the smoothing distributions p(x1:t|y1:t). This requires
some additional bookkeeping to keep track of the meet-
ing times and unbiased estimators associated with each
p(x1:t|y1:t) but can be used to unbiasedly estimate ex-
pectations with respect to all filtering distributions
p(xt|y1:t). This was not directly feasible with coupled
i-CPF in [22]. In particular, this allows us to estimate
unbiasedly the predictive likelihood terms p(yt|y1:t−1)
which can be used for a goodness-of-fit test [15].
3 Analysis
3.1 Meeting time: large sample
approximation
We investigate here the distribution of the meeting
time in the large sample regime, i.e. in the interest-
ing scenarios where T is large. Under strong mix-
ing assumptions, [5] showed that letting TN = γ for
some γ > 0 then the following Central Limit Theorem
(CLT) holds: Z d→ N (− 12σ2, σ2) as T → ∞ where
σ2 = γσ¯2 for some σ¯2 > 0. Empirically, this CLT ap-
pears to hold for many realistic models not satisfying
these strong mixing assumptions [31, 14]. Under this
CLT, using similar regularity conditions as in [32], it
can be shown that the Markov kernel Q defined in (1)
converges in some suitable sense towards the Markov
kernel Qσ given by
{1 ∧ exp(z′ − z)} gσ(z′)dz′ + {1− ασ(z)} δz(dz′),
where gσ(z) = N
(
z;− 12γσ¯2, γσ¯2
)
and ασ(z) :=∫ {1 ∧ exp(z′ − z)} gσ(z′)dz′ denotes the average ac-
ceptance probability in z. For this limiting kernel2,
the following result holds.
2Note that Qσ is not uniformly ergodic whereas Q is
under Assumption 6.
Proposition 9. [14, Corollary 3] The invariant den-
sity of Qσ is piσ(z) = N
(
z; 12σ
2, σ2
)
and its average
acceptance probability is given by
ασ(z) := 1− Φ
(
z + σ
2
2
σ
)
+ e−zΦ
(
z − σ22
σ
)
,
where Φ denotes the cumulative distribution function
of the standard Normal distribution.
Under this large sample approximation, the probabil-
ity P[τ = n] can be written as
E
[
P[τ = n|Z(0)]
]
=
∫
ασ(z)(1− ασ(z))n−1gσ(z)dz,
(3)
thus P[τ = 1] = 12
{
1 + exp(σ2)Erfc(σ)
}
, Erfc de-
noting the complementary error function. Similarly
we see that the expected meeting time is given by
E[τ ] = Egσ
[
ασ(Z)
−1]. This allows us to approxi-
mate numerically expectations, quantiles and proba-
bilities of τ as a function of σ, the standard devia-
tion of log pN (y1:T ) under the law of the particle filter.
Figure 1 displays P[τ = 1] and E[τ ] as a function of
σ. We see that P[τ = 1] = 0.71 for σ = 1 rising to
P[τ = 1] = 0.95 for σ = 0.1. The expected meeting
time E[τ ] is also the expected number of iterations to
return an unbiased estimator for m = 0 and grows
relatively benignly with σ.
0.6
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0 1 2 3 4 5
σ
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σ
Figure 1: P[τ = 1] (left) and E[τ ] (right) as a function
of the standard deviation σ of log pN (y1:T ).
We compare the distribution of the meeting times with
its large sample approximation (3) on a stationary
auto-regressive (AR) model Xt ∼ N (aXt−1, 1) and
Yt ∼ N (Xt, σ2y) with a = 0.5 and σ2y = 10 on a sim-
ulated dataset of T = 100. Estimates of P[τ ≥ n]
were obtained empirically for a range of values of N
and compared with the predicted values based on the
estimated variance σ2 of log pN (y1:T ) using 105 runs
of coupled PIMH. Varying N between 10 and 110, σ2
was between 0.2 and 3.0 in this range. The tail proba-
bilities of the meeting time over this range are shown
in Figure 2. Confidence intervals for the estimates of
P[τ ≥ n] are shown in Figure 2 with error bars in-
dicating ±2 standard deviations. We see that there
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is a satisfactory agreement, with predicted tail prob-
abilities closely matching confidence intervals for each
value, and larger values of N leading as expected to
shorter meeting times on average.
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
1e−04
1e−03
1e−02
1e−01
1e+00
1 2 3 4 5 6 7 8 9 101112131415
n
P[
τ
≥
n
]
N l30 70 110
Figure 2: Empirical estimates of P[τ ≥ n] (with ±2
standard errors) and comparison with the large sample
approximation for toy example.
3.2 On the selection of N for large m
We provide here a heuristic for selectingN to minimize
the variance of Hk:m at fixed computational budget
when both m and T are large. We will minimize the
computational inefficiency defined by
C[H] := V[Hk:m]×N
as the running time is proportional to N . For m suf-
ficiently large, we expect that τ < m with very high
probability and so the time to obtain a single unbiased
estimator is m. We note that increasing N typically
leads to a decreasing asymptotic variance of the er-
godic averages associated with the PIMH chain and
from Proposition 8 a reduction in the bias correction,
however at the cost of more computation. For largem,
we also expect that the dominant term of V[Hk:m] will
arise from MCMCk:m(h) and will be essentially the
asymptotic variance of h given by Vpi[h]IF(h) divided
by (m − k + 1), where IF(h) is the Integrated Auto-
correlation Time (IACT) of h for the PIMH kernel.
For N sufficiently large, we expect that X1:T and pN
are approximately independent under the PF proposal.
By a reasoning similar to the proof of [31, Lemma
4], IF(h) will then be approximately proportional to
IF(σ) defined in Eq. (11) in [31]. This is illustrated
in Appendix A.2 where we plot IF(h) for a variety of
test functions for a range of N against IF(σ) over the
corresponding range of σ and show that they are in-
deed approximately proportional. Minimizing IF[H]
w.r.t. N is then approximately equivalent to minimiz-
ing IF(σ)/σ2 as σ2 is typically inversely proportional
to N . This minimization has already been carried out
in [31] where it was found that the minimizing argu-
ment is σ = 0.92. Practically, this means that one
should select N to ensure that the standard deviation
of log pN (y1:T ) is equal approximately to this value.
The resulting value of N is expected to be close to the
value of N minimizing C[H], which is approximately
proportional to IF(h)/σ2. This is verified in Figure 3
on the AR example of Section 3.1. Note that these
guidelines do not apply to H¯k:m for h a function of
states close to T as it is not true that piN (h) and pN
are approximately independent.
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Figure 3: IF(hi)/σ2 for h1 = x1, h2 = xT , h3 =
∑
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t as a function of σ2.
4 Numerical experiments
We apply the methodology to two models where the
transition density of the latent process is analytically
intractable but simulation from it is possible. How-
ever, this involves sampling a random number of ran-
dom variables. The unbiased smoother proposed in
[22] relies on common random numbers and it is un-
clear how one could implement it in this context. The
coupled conditional backward sampling PF scheme
proposed in [27] does not apply as we cannot evalu-
ate the transition density pointwise. In both scenarios,
we use the bootstrap PF with multinomial resampling,
that is q1(x1) = µ(x1) and qt(xt|xt−1) = f(xt|xt−1),
and Assumption 6 is satisfied.
4.1 Stochastic kinetic model
We consider a stochastic kinetic model represented by
a jump Markov process introduced in [20]. Such mod-
els describe a system of chemical reactions in continu-
ous time, with a reaction occurring under the collision
of two species at random times. The discrete number
of each species describes the state with jumps repre-
senting the change in a particular species. The discrete
valued state (Xt,q)t≥0,1≤q≤Q comprises a Q-vector of
species at each time, where one of R reactions may
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occur at any random time, given by hazard functions
fr for r ∈ {1, ..., R}. The effect of such a reaction is
described by a stoichiometry matrix S, where the in-
stantaneous change in the number of species q for a
certain reaction r out of a possible R different reac-
tions is encoded in element Sq,r. For the prokaryotic
autoregulation model and parameterisation considered
in [19], the state is a four dimensional vector evolving
according to 8 possible reactions, for which the stoi-
chiometry matrix is given by
S =

0 0 1 0 0 0 −1 0
0 0 0 1 −2 2 0 −1
−1 1 0 0 1 −1 0 0
−1 1 0 0 0 0 0 0
 ,
f(X, c) = (c1X4X3, c2(k −X4), c3X4, c4X1,
c5X2(X2 − 1)/2, c6X3, c7X1, c8X2)′.
Coefficients c1:8 and k are parameters of the model,
given by c = (0.1, 0.7, 0.35, 0.2, 0.1, 0.9, 0.3, 0.1) and
k = 10. We collect T = 100 noisy observations of the
latent process at regular intervals of length ∆ = 0.1,
i.e.
Yt =
(
1 0 0 0
0 1 2 0
)
X∆t + t, t
i.i.d∼ N (0, I2).
We fix the initial condition X0 = (8, 8, 8, 5).
To simulate synthetic data and to run the bootstrap
PF, we sample the latent process Xt using Gillespie’s
direct method [16], whereby the time to the next event
is exponential with rate
∑R
r=1 fr(X, c) and reaction r
occurs with probability fr(X, c)/
∑R
r=1 fr(X, c). The
estimated survival probabilities of the meeting time
τ , with ±2 standard errors, computed using 500 inde-
pendent runs of coupled PIMH are plotted in Figure
4, along with the probabilities obtained from the large
sample approximation in Section 3.1, showing good
agreement between the two. In Figure 5 we display the
unbiased smoothing estimators obtained by averaging
the unbiased estimators obtained over 500 independent
runs for N = 1, 000, k = m = 0 and the corresponding
confidence intervals. Alternative choices of k,m can
lead to improved performance at fixed computational
budget [24, 29].
4.2 Lévy-driven stochastic volatility
Introduced in [3], Lévy-driven stochastic volatility
models provide a flexible model for the log-returns of
a financial asset. Letting (Yt) denote the log-return
process, we have
Yt = µ+ βVt + V
1/2
t t, t
i.i.d.∼ N (0, 1),
where Vt (termed the ‘actual volatility’) is treated as
a stationary stochastic process. The latent state com-
prises the pair of actual and spot volatility Xt =
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l0.001
0.010
0.100
1.000
1 2 3 4 5 6 7 8 9 10
n
P[
τ
≥
n
]
N l1000 2000 3000
Figure 4: Empirical estimates of P[τ ≥ n] (with ±2
standard errors) and comparison with those implied by
the large sample approximation for stochastic kinetic
model.
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Figure 5: Unbiased estimates of E(X1,t|y1:T ) (red)
(with ±3 pointwise standard errors) and X1,t (blue)
for Markov jump process.
(Vt,Wt). In the terminology of [4], the integrated
volatility is the integral of the spot volatility and
the actual volatility is an increment of the integrated
volatility over some unit time. Initializing Z0 ∼
Γ(ξ2/ω2, ξ2/ω2), the process evolves through sampling
the following random variables and recursing the state
Xt = (Vt,Wt) according to
K ∼ Poisson(λξ2/ω2), C1:K i.i.d.∼ U [t− 1, t],
E1:K
i.i.d.∼ Exp(ξ/ω2), Wt = e−λWt−1 +
K∑
j=1
e−λ(t−Cj)Ej ,
Vt =
1
λ
(Wt−1 −Wt +
K∑
j=1
Ej).
In particular, conditionally on Xt−1, simulation of Xt
requires a random number of random numbers sam-
pled at each iteration. The parameters (ξ, ω2) denote
the stationary mean and variance of the spot volatil-
ity respectively, λ describes the exponential decay of
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autocorrelations, β denotes the risk premium for ex-
cess volatility and µ the drift of the log-return. In the
following we perform unbiased smoothing of Xt using
T = 500 data from the S&P 500 index used in [6]. A
summary of the data and parameter inference is in-
cluded in Appendix A.4.
The empirical distributions of the meeting time for
for N ∈ {100, ..., 500} obtained using 1, 000 runs are
shown in Figure 6, again showing good agreement with
the large-sample approximation. We then obtain un-
biased estimators Hk:m for h(x1:T ) =
∑T
t=1 vt using
k = 20,m = 512 over this grid of N . Figure 6b plots
(m − k + 1)V[Hk:m]/(Vpi[h]σ2). We expect this func-
tion to be close to IF(h)/σ2 as m→∞ and IF(h)/σ2
to be minimized around 0.92. The experiments are
consistent with this result. Figure 6c presents the un-
biased estimates of the spot volatility Wt obtained by
averaging the unbiased estimates obtained over 1,000
runs and the corresponding confidence intervals for
k = m = 0 and N = 100. Different choices of k,m
could lead to improved performance at fixed computa-
tional budget.
5 Discussion
We have introduced a simple approach to perform un-
biased smoothing in state-space models and we have
provided guidance on the choice of tuning parameters
through appealing to a large sample approximation.
We have established the validity of the estimators
when the incremental weights are bounded (Assump-
tion 6) which ensures uniform ergodicity of the PIMH.
Rejection sampling is possible under a similar as-
sumption and would provide exact samples from the
smoothing distribution. However the expected number
of trials before acceptance of such a rejection scheme
increases typically exponentially fast with T . If we are
only interested in obtaining unbiased smoothing esti-
mators and if the CLT discussed in Section 3.1 holds,
we expect our coupling scheme to only require increas-
ing N linearly with T to control σ and thus the corre-
sponding expectation of the meeting time.
Finally, the scheme proposed here can be extended to
obtain unbiased estimators of expectations with re-
spect to any posterior distribution by replacing the
particle filter proposal within the IMH by Annealed
Importance Sampling [30] or a sequential Monte Carlo
sampler [10]. This is illustrated in Appendix B.
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Figure 6: Distribution of meeting times (top), com-
putational inefficiency (bottom) and smoothing state
estimators for Lévy-driven stochastic volatility applied
to real data (bottom).
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A Appendix
A.1 Proof of Proposition 8
We establish a monotonicity property of the proposed
coupling for PIMH. Monotonicity properties of IMH
samplers were exploited in an exact simulation context
in [8] without this explicit construction.
Proposition 10. Under the proposed coupling scheme
the sequence of likelihood estimates (p(n+1)N )n≥0
stochastically dominates (p˜(n)N )n≥0 in the sense that for
any n ≥ 1, s ≥ 0
p
(n)
N ≥ p˜(n−1)N ⇒ p(n+s)N ≥ p˜(n+s−1)N a.s.
Proof. The coupling procedure in Algorithm 3 uses a
single proposal p∗N and samples u ∼ U [0, 1], with pro-
posals being accepted according to:
if u ≤ 1 ∧ p
∗
N
p
(n)
N
then p(n+1)N = p
∗
N , else p
(n+1)
N = p
(n)
N ,
if u ≤ 1 ∧ p
∗
N
p˜
(n−1)
N
then p˜(n)N = p
∗
N , else p˜
(n)
N = p˜
(n−1)
N .
We see that if p(n)N ≥ p˜(n−1)N then either
1. p(n+1)N = p
∗
N in which case
u ≤ 1 ∧ p
∗
N
p
(n)
N
=⇒ u ≤ 1 ∧ p
∗
N
p˜
(n−1)
N
as p(n)N ≥ p˜(n−1)N so that p(n+1)N = p˜(n)N = p∗N (i.e.
the chains meet).
2. p(n+1)N = p
(n)
N and so p
∗
N ≤ p(n)N . In this case,
either p˜(n)N = p
∗
N , and so p
(n+1)
N ≥ p˜(n)N , or p˜(n)N =
p˜
(n−1)
N in which case both chains have rejected p
∗
N
and the ordering is preserved.
Finally, from the initialization of the procedure, we
have p(1)N ≥ p˜(0)N because the initial state of the second
chain is used as a proposal in the first iteration of the
first chain.
From the above reasoning we see that the chains meet
when the first chain accepts its proposal for the first
time, as the second chain then necessarily accepts the
same proposal.
From the initial state with likelihood estimate p(0)N ,
the acceptance probability of the first chain is
∫
1 ∧
(pN/p
(0)
N )g¯(pN )dpN , with g¯ denoting the density of the
PF likelihood estimator pN . Thus, the time to the
first acceptance follows a Geometric distribution with
success probability
∫
1 ∧ (pN/p(0)N )g¯(pN )dpN . The re-
sult stated in Proposition 8 follows when rewriting the
problem using the error of the log-likelihood estimator
log{pN (y1:T )/p(y1:T )}.
A.2 Integrated autocorrelation time for
various test functions
We show here experimentally that IF(h) is approxi-
mately proportional to IF(σ) for various test functions:
h1 : x1:T 7→ x1, h2 : x1:T 7→ xT , h3 : x1:T 7→
∑
t xt
and h4 : x1:T 7→
∑
t x
2
t . This is illustrated in Figure
7 where IF(h) is displayed for a range of N against
IF(σ) over the corresponding range of σ.
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Figure 7: Inefficiency IF[hi] versus IF[σ], with markers
indicating the test functions h1, h2, h3, h4. The verti-
cal axis scale is relative, depending on the test func-
tion.
A.3 Rao-Blackwellisation for stochastic
kinetic model
We demonstrate here the gains arising from the use
of a Rao-Blackwellized estimator detailed in Section
2.2. We display in Figure 8 the variance of the two
unbiased estimators of E(X1,∆t|y1:T ) for t = ∆, ..., T∆
and T = 100 for the latent Markov jump process and
two different values of N , 200 and 3, 000. In both cases
we set k = m = 0. As expected H¯0:0 outperforms
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Figure 8: Empirical variance of unbiased estimators of
E(X1,∆t|y1:T ): H0:0 and Rao-Blackwellised (RB) esti-
mator H¯0:0 for stochastic kinetic model.
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Figure 9: Data and parameter estimation for Lévy-
driven stochastic volatility model.
H0:0 but the benefits are much higher for t close to T
than when t is close to 1. For example, we see that
for N = 200 the estimators H0:0 and H¯0:0 coincide
for t ≤ 35. This is an expected consequence of the
particle path degeneracy problem [13, 23, 25], with
many particles (Xi1:T )i∈[N ] obtained by the PF at time
T sharing common ancestors for t close to 1 when N
is too small; see [23] for results on the corresponding
coalescent time.
A.4 Data and parameter estimation
The data used comprised of T = 500 log-returns of
the S&P 500, starting from the 3rd January 2005,
with the scaled data taken from the stochastic volatil-
ity example used to demonstrate SMC2 in [6]. We
plot the raw data in Figure 9a. Parameters were esti-
mated using a two-stage procedure, with SMC2 used
to find a region of high marginal likelihood under the
model. Further refinement was performed to com-
pute the maximum likelihood estimator (MLE) θˆ of
θ = (µ, β, ξ, ω2, λ) using a grid search around values
close to the optimum using N = 10, 000 particles. We
obtained θˆ = (0.24,−0.28, 0.82, 0.09, 0.05). Likelihood
curves around the optimal values are shown in Fig-
ure 9b, where for each parameter component the log-
likelihood was varied while keeping the other parame-
ters fixed at θˆ.
B Application of unbiased estimation
to SMC samplers
SMC samplers are a class of SMC algorithms that can
be used in Bayesian inference to approximate expecta-
tions w.r.t. complex posteriors for static models [10].
We show here how we can directly use the methodology
proposed in this paper to obtain unbiased estimators
of these expectations.
B.1 Bayesian computation using SMC
samplers
Assume one is interested in sampling from the pos-
terior density pi(x) ∝ ν(x)L(x) where ν(x) the prior
density w.r.t. a suitable dominating measure and L(x)
is the likelihood. We also assume that one can sample
from ν. To approximate pi, a specific version of SMC
samplers introduces a sequence of T − 1 intermediate
densities pit for t = 2, ..., T bridging ν to pi using
γt(x) = ν(x)L
βt(x), pit(x) =
γt(x)
Zt ,
where β1 = 0 < β2 < ... < βT = 1. The choice of the
sequence {βt : t = 2, ..., T − 1} can be guided using
a preliminary adaptive SMC scheme, as in [33], which
should subsequently be fixed to preserve unbiasedness
of the normalizing constant estimate and validity of
the resulting PIMH. In SMC samplers, particles are
initialized at time t = 1 by sampling from the prior
ensuring w1(x1) = 1. At time t ≥ 2, particles are
sampled according to an MCMC kernel leaving pit−1
invariant and are then weighted according to
wt(xt−1, xt) =
γt(xt−1)
γt−1(xt−1)
= Lβt−βt−1(xt−1).
Particles are resampled according to these weights and
we set
Zt,N = Zt−1,N · 1
N
N∑
i=1
wt(X
Ait−1
t−1 , X
i
t),
with Z1,N = 1. At time T , piN (dxT ) :=∑N
i=1W
i
T δXiT (dxT ) provides a Monte Carlo approxi-
mation of the distribution pi and ZT,N plays the role
of pN (y1:T ), approximating the normalizing constant
ZT of pi = piT . If no resampling is used, this specific
version of SMC samplers coincides with AIS [30] in
which case ZT,N is given by the average of the prod-
uct of the incremental weights from time t = 1 to
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t = T instead of the product of the averaged incremen-
tal weights. We can use this SMC sampler algorithm or
AIS directly within the coupled PIMH scheme, replac-
ing pN (y1:T ) by ZT,N in the acceptance probabilities.
We see that sup(x,x′)∈X2 wt(x, x′) < ∞ provided that
supx∈X L(x) < ∞. Under this condition, if Assump-
tion 5 is satisfied then the estimator H¯k:m of pi(h) is
unbiased and has finite variance and finite expected
cost.
B.2 Numerical example
We use here coupled PIMH to debias expectations
w.r.t. the posterior distribution for a Bayesian mix-
ture model discussed in [28]. We have
L(x) =
M∏
n=1
(
1
D
D∑
i=1
N (yn;xi, σ2)
)
with x := (x1, ..., xD) ∈ RD constituting the unknown
mean components. We consider here D = 4 mixture
components and M = 100 observations. A uniform
prior distribution is placed on x over the hypercube
[−10, 10]D. The resulting posterior distribution is mul-
timodal. We set σ = 1 and simulate observations
from the model with true values x∗ = (−3, 0, 3, 6). We
adopt a symmetric random walk for the Metropolis–
Hastings proposals with identity covariance and pick
βt =
(
t−1
T−1
)2
for T = 200.
We simulate 10, 000 estimators with m = 64 and
N = 100, after which we are able to estimate vari-
ance of test functions for a range of values of k and
m noting that there will be some correlation intro-
duced between estimators. The results are shown in
Figure 10 where we plot the meeting times of the un-
biased estimators in Figure 10a and the variance of
the estimators for a range of values of m in Figure
10b using h : x 7→ x1 + x2 + (x1)2 + (x2)2. Un-
certainty in the estimated values of V[H¯k:m(h)] was
obtained using 1, 000 bootstrap samples, resampling
10, 000 of the 10, 000 unbiased estimators with replace-
ment. The figure shows the variance of these estima-
tors for a range of values of m ∈ {4, 8, ..., 64} while
varying k ∈ {0, ...,m − 1}. We see, firstly, as ex-
pected that as m increases the variance of the esti-
mators reduces. Secondly, for each value of m we see
that there exists an optimal value of k, however, as
m increases the optimum becomes less pronounced,
suggesting that as m increases there is a degree of in-
sensitivity to the choice of k. Finally, for the range
of m considered, the optimal values of k appear in a
comparatively small interval close to the origin, sug-
gesting that it is not necessary to use large values of
k to reduce the variance contribution arising from the
bias correction.
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(a) Empirical distribution of meeting times for SMC
sampler with N = 100 over 10,000 independent runs.
The estimated 95th and 99th percentiles were 6 and
13 respectively.
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(b) V[H¯k:m] of Rao-Blackwellised unbiased estima-
tors of pi(h) for SMC sampler as a function of k for
a range of values of m. The shaded regions corre-
spond to the 1st and 99th percentiles of the variance
estimator.
Figure 10: SMC sampler unbiased estimators
