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Abstract
Induction motor drives play a significant role invarious industrial applications. It is
an essential machine that converts the electrical energy to mechanical motion. Due to
the widely use in the industrial applications, the control system design of the induction
motor drives became more significant in last decades. Meanwhile, Model Predictive
Control (MPC) is an optimal control algorithm developed for constrained control of
Multi-Input-Multi-Output (MIMO) systems. In the past decade, the research of MPC
in power electronics field has become popular due to the development of digital control
platforms. In general, there are two categories of MPC methods which are applied to
motor drives: the traditional MPC and the finite control set MPC. The former type of
MPC has modulation-based implementation, where a cost function is defined based on
the prediction of future state as well as the control trajectory within the defined predic-
tion window. Thus, this type of MPC design generally requires sufficient computational
time and a Linear Time Invariant (LTI) model. Complementarily, the Finite Control
Set (FCS) predictive control method is proposed based on the benefit of finite switching
states of the inverter in the induction motor drive. The concept has become increasingly
popular in the research field due to its simplicity and robustness. In this thesis, both
MPC methods will be investigated and discussed along with own contributions in both
theory and applications to induction motor control.
For the modulation-based MPC design, the continuous-time model based predictive con-
trol scheme is selected due to its advantages, such as independent to sampling time in
the design step, accuracy of physical model and multi-rate sampling implementation. In
this thesis, there are two different approaches investigated for this type MPC: central-
ized and cascaded control structures. On one hand, the centralized MPC is proposed
to achieve the induction motor speed control by using a single model predictive con-
troller, the major challenge is found due to the non-linearity of the full order model of
the induction motor. Thus, the Gain-Scheduling (GS) technique is proposed for MPC
by pre-defining the operating conditions according to different equilibrium points of the
system operations. By employing the Direct Field Oriented Control (FOC) concept, the
Gain-Scheduled MPC is developed and validated for the Variable Speed Drive (VSD) of
induction motor. On the other hand, the cascaded MPC control is proposed to further
develop the continuous-time Model Predictive Control of the induction motor drive.
Based on the Indirect FOC strategy, two MPC controllers are designed according to
inner-loop electrical model and outer-loop mechanical model, respectively. Because of
the high gain control strategy of the inner-loop, the influence of the model non-linearity
iv
is eliminated for the inner-loop current control. Furthermore, position control is also
investigated for servo drive application by using the cascaded MPC technique.
Another major contribution of this thesis is on the advance of theory and applications
of Finite Control Set MPC to induction motor control. Here, the original FCS-MPC is
investigated in depth from the perspective of feedback control and steady-state compen-
sation. The new analytical results have been obtained in terms of closed-loop feedback
control gain and the closed-loop poles of the FCS-MPC system, based on which closed-
loop stability is established for the system without constraints. More importantly, in-
tegrator has been incorporated in the FCS-MPC system to overcome the steady-state
errors existed in the original system. The proposed approach not only maintains the
simplicity of the original algorithm, but also improves its robust performance in the
presence of parameter uncertainty. In the αβ reference frame, a resonant controller is
derived to overcome steady-state errors of the original FCS-MPC system by following
the same thought process as introduced in the dq reference frame. Both simulation and
experimental results are used to support the theoretical results.
All of proposed control strategies are compared with the conventional PI-based FOC
method, the control performances of the experimental results are studied and analysed.
Moreover, the robustness analysis of the proposed control methods is investigated by
comparing the experimental results based on mismatched model parameter values.
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Chapter 1
Introduction
Nowadays, the three phase Induction Motor (IM), also known as the asynchronous mo-
tor, has been widely used in industrial applications, such as heavy lifting, wind turbine
and electrical vehicle. Since the first induction motor invented in 1880s, to date, more
than 90% industrial drive applications are using induction motor. However, excluding
applications which do not require the control system, most of these motors are not con-
trolled precisely due to various reasons. One main reason in using uncontrolled IM is due
to the level of difficulty in controlling it, for example, the non-linearity and complexity
of the dynamic model.
1.1 Historical Background
The understanding of the historical background of induction motor control is essential
and helpful, moreover, the contributions of this thesis can also be extended and applied
in different fields. In the past few decades, for the general objectives, such as improved
performance, high energy efficiency and increased safety levels, researchers have been
investigating on the IM control from different directions. One of the approaches is from
hardware aspect, such as improving the semiconductor switches; multi-level inverters
and additional phases of motor winding. Another approach is the control theory de-
velopment, due to the digital control platforms that are well developed and extensively
applied in the power electronics applications. These digital control platforms provide
powerful computational capacity for implementing more complex control methodologies.
The modern control engineering had significantly developed since the early 20th century,
due to the advance of technology. Initially, the control engineering arose when engineers
attempted to ensure the productivity in the manufacturing industries by gathering the
1
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Figure 1.1: Control methods of Induction Motor
plant information to plan operations [1]. Meanwhile, the feedback control is developed
and analysed for automatic control systems [2].
Afterwards, the control theory is developed and applied in many different fields, such as
process control, chemical control and power electronics. In the early days, the induction
motor speed was adjusted by using the silicon controlled rectifier back in 1960s [3], after
that, the variable-frequency v/f control was investigated and even today still commonly
used for applications with low performance requirements. The high performance control
of induction motor drive was not found until the Field Oriented Control (FOC) become
the industry standard for AC motor drive, since it transforms the AC motor dynamics
close to a DC motor.
Figure 1.1 illustrates the categories of popular control theories for induction motor
drive. Among them, FOC and Direct Torque Control (DTC) are more like methodology
than theory. To differ with new control algorithms, they were placed under PI-based
control. However, various control strategies are still using the same structure of FOC
technique by applying different control algorithms, since R. H. Park [4] published the
concept of rotating reference frame in 1929, in which the idea of FOC was developed
based on the electromagnetic torque proportional to the cross product of stator current
and rotor flux i¯s× ψ¯r, which decoupled the control of torque and filed excitation, similar
to a DC motor. After that, the Indirect FOC was presented by Hasse in 1968 [5] and
the concept of Direct FOC was developed by Blaschke [6], both of the orientations are
aligned with the rotor flux vector. Alternatively, the DTC employs hysteresis control
directly with stator flux and torque references based on a look-up table, which was
presented by Noguchi [7], later the similar method of Direct Self Control (DSC) was
developed by Depenbrock [8].
Unlike the synchronous motors, which have identical position of flux and rotor shaft
during operations, the induction motor has slip difference between the electromagnetic
flux and the actual rotor shaft position. The estimation of flux position is essential
for dq rotating frame transformation. In the concept of FOC, the Indirect FOC does
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not require the magnitude information of the rotor flux as a feedback signal, the d-axis
current is defined based on the open-loop model and the rotor flux position is simply
estimated from the reference values of currents and the real-time rotor shaft position.
On the other hand, the idea of Direct FOC is investigated with the existence of rotor flux
measurement in the initial contribution [6], which is not effective for most applications,
hence various types of flux observers were developed for accommodating such situation.
The study of flux observer is another aspect of induction motor control, the goal is to
estimate the information of flux vector of motor based on the available measurements,
such as current, voltage and speed. Direct FOC normally requires rotor flux observer,
moreover, DTC generally needs the observer of stator flux. Once the flux information
is observed, a torque estimation could be straightforward. The categories of observer
could be divided into closed-loop and open-loop. A well-known closed-loop observer is
the Luenberger observer [9], which is employed in Chapter 3 of this thesis and will be
illustrated in Appendix C. Another type of closed-loop observers, such as Gopinahth’s
type observer [10] and Kalman Filter observer [11], has been developed in the research
field. On the other hand, the open-loop observers are developed directly from the motor
model without the measurements of error feedback, for example, the Voltage or Stator
Model, Current or Rotor Model, Voltage-Current and Speed Model, and Voltage-Speed
Model. The open-loop observers are normally employed in the research field for speed
sensor-less control, which tends to observe the motor shaft speed and position directly,
in order to accomplish for the applications where the speed and position sensors are un-
desired, due to cost, cabling, robustness and construction. Many contributions of speed
sensor-less control were published for induction motor application [12–14].
Another popular research topic of induction motor control is the parameter identifica-
tion, since the motor parameter information is significantly important for model-based
control methods. Lots of techniques for parameter identification have been developed
to this day, the types can be gathered as off-line and on-line identification, the ini-
tial proposal of off-line identification was presented in [15], the difference is when the
identification procedure takes place, during commissioning for off-line or during normal
operation for on-line identification. In this thesis, the major scope is focused on the
high performance control of induction motor, especially optimal control using Model
Predictive Control method.
1.2 Motivation
In the conventional FOC technique of induction motor control, Proportional-plus-Integral-
plus-Derivative (PID) controllers were employed to accomplish the control objectives,
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additionally, the Pulse Width Modulation (PWM) was employed to convert the nu-
merical control signals into ”on/off” commands for the inverter switches with desired
switching frequency. Generally, the Indirect FOC speed control requires three PI con-
trollers, two for inner-loop current control and the other one for outer-loop velocity
control, where the Direct FOC needs four PI controllers, one more for outer-loop flux
control, because the dynamics of induction motor speed model is fourth order system
and PID controller is designed for controlling Single-Input-Single-Output (SISO) sys-
tem.
Model Predictive Control (MPC), as one type of optimal control, has been proven effi-
cient in different fields, such as chemical engineering and process control [16]. Compared
to PID controllers, due to the matrix based control design, MPC could effectively deal
with Multi-Input-Multi-Output (MIMO) system with embedding constraints to deliver
the optimal control solution. However, the weaknesses of MPC also appeared to open up
different research questions. Firstly, the MPC method generally requires a linear model
for optimization, and the model accuracy is essential to provide the desired control
performance. Furthermore, the complex matrix calculations could increase the compu-
tational load. Recently, MPC has emerged to the research field of power electronics.
There are two major directions classified [17, 18]: traditional MPC method and Finite
Control Set (FCS)-MPC. The former category of methods generally requires the modula-
tion techniques to generate the switching states based on the continuous control signals,
which are computed from the feedback predictive controller. The latter group directly
determines the optimal switching states of the inverter based on the error between the
predictions and the outputs.
The modulation-based MPC control directly generates the continuous control signal us-
ing the traditional MPC algorithm [19], which inherits the advantages of MPC, such
as optimization and robustness. Firstly, MPC is deigned based on an Linear-Time-
Invariant (LTI) model, and the induction motor model is strongly coupled and time-
varying. In the traditional PI-based FOC method, the feedforward technique is applied
to deal with non-linearity and coupling variables. Secondly, for model-based control,
the completeness of dynamic model is essential, thus the Gain Scheduling (GS) method
is developed for controlling non-linear system by using a set of linear controllers. The
linear controllers could be MPC controllers based on linearised model at different op-
erating conditions. Furthermore, the sampling rate of digital control for motor drive is
fairly fast, to ensure the fast switching frequency of inverter. Thus, the continuous-time
MPC will be chosen and directly employ the physical model without the influence of
sampling rate selection.
In parallel, the FCS-MPC computes the prediction on-line then calculates the objective
functions based on the finite control inputs, hence the optimal control solution will se-
lect the switch states, which minimizes the objective function. According to the control
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technique, the on-line prediction is computed based on the non-linear model, since the
time-varying parameters could be measured or estimated at the current sampling in-
stance. Thus, the FCS-MPC method has been proven to be simple, efficient and robust,
but there are still several research topics in this field waiting to be investigated, such as
closed-loop performance, steady-state error and uncertain switching frequency.
Another major motivation of this thesis is on developing the MPC methods in both
categories and assess their control performances using experimental results of induction
motor drive control. The first approach is designed to achieve the speed control of IM
using only one MPC controller where the control structure is based on the Direct FOC
methodology, and the Luenberger observer is employed to estimate real-time informa-
tion of the rotor flux vector. Within this framework, the Gain-Scheduling method is
proposed in the model predictive control design to deploy multiple models to overcome
nonlinearies. The second approach tends to use a cascaded structure for decoupling
and linearization, in order to control the IM velocity. The third approach is to revise
the current FCS-MPC method in order to resolve the steady-state error issue. Finally,
the proposed control methods are assessed together with the traditional PI-based FOC
method.
1.3 Literature Review
Based on the motivated research topics discussed previously, the related literature re-
views have been given in this section. Firstly, the field of Model Predictive Control
(MPC) has been briefly reviewed. The next subsection then studies the contributions
using Gain-Scheduling method to control non-linear plants. The last part is dedicated
to the field of Finite Control Set-MPC.
1.3.1 Model Predictive Control
Model Predictive Control (MPC), with its advantage in multi-variable constraint con-
trol system, had been widely used in industry for last few decades [16]. The initial
idea of MPC was published in 1980s, on Model predictive heuristic control [20] and
Dynamic Matrix Control (DMC) [21]. Following the same track, the Generalized Pre-
dictive Control (GPC) was presented in 1987 [22, 23]. The objectives of DMC and GPC
are different due to the concentration on different applications, DMC was focused on
multivariable constrained control for oil and chemical applications, on the other hand,
the GPC was attempted to invent a new adaptive control. In the earlier years, the
method of Linear Quadratic Regulator (LQR) had been extensively studied for optimal
control without constraints [24], where the optimal control sequence was generated using
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the state feedback law and the feedback gain matrix was calculated using an algebraic
Riccati equation. In order to reduce the on-line computational load, a receding horizon
implementation was formulated in [25]. Another research issue of MPC is the closed-
loop stability, one approach which had been proposed was the contraction constraint
[26], moreover, various approaches of the closed-loop stability had been extensively ded-
icated and addressed satisfactorily in the literature [27–29].
Furthermore, in the field of non-linear MPC, various model forms have been tested and
discussed. In [30], an excellent survey had been summarized and updated, different ap-
proaches have been published to achieve the objective of non-linear MPC. [31] presents
the infinite horizon/terminal constraint MPC with continuous-time model. Then, the
technique of variable horizon/hybrid MPC was proposed in [32] to deal with the global
optimality and feasibility problems. Another technique, called Quasi-infinite horizon
MPC, was introduced in [33] using an infinite horizon without switching of controller.
Additionally, the idea of contractive MPC was presented with complete algorithm and
proven stability in [34]. Moreover, the mentioned approaches all require a non-linear
program that is solved on-line during each sample-time, thus, the more applicable ap-
proach is to design the MPC after the system is linearised in some manner, then the
techniques can be developed for linear system control on-line. The classical contribu-
tion of MPC with linearisation are presented with different methods. [35] presents the
cascade arranged MPC by applying first feedback linearisation, which has obvious lim-
itations when the system is low order and fulfilled the conditions required. Then, [25]
applies the MPC to an industrial application by using different linear models, which are
derived from local linearisation, at each sampling interval. The dissertation [36] presents
the calculation of the predicted system trajectory at each sampling time using the time-
invariant MPC algorithm. More approach is presented in [37], which approximated the
non-linear MPC control law with a linear controller. Since, the research outcomes of the
MPC design based on non-linear system are not essentially satisfactory, the field is still
widely open for future development. In the thesis, the linear MPC design is computed
referring to Wang’s book [19], which illustrates briefly the design and implementation
of a continuous-time MPC based on a LTI model.
The early research of MPC design was generally applied to oil, chemical control or
process control. however, it is still relatively new in the field of power electronics,
Permanent-Magnet-Synchronous Motor (PMSM) and Induction Motor control [38, 39].
However, the majority of the model predictive control systems in electrical drives and
power electronics are based on discrete-time systems [40–42]. It is well known that
discrete-time models are ill-conditioned in a fast sampling environment with the poles
of the discrete-time model converging to the unit circle of complex plane as the sam-
pling interval reduces [43]. Thus, the continuous-time MPC based on linearised model
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is employed in Chapter 3, moreover, the Gain-Scheduling method is introduced for the
non-linearity of IM model, which will be reviewed in the following subsection.
1.3.2 Gain Scheduling Method
Gain scheduled control for non-linear plants had been proven as a successful design
methodology in many engineering applications. The well-known application is the multi-
ple model adaptive control of aircraft [44, 45], another engineering application of process
control was presented in [46]. The basic ideas behind a gain scheduling type of control
systems involve linear time-invariant approximation of a non-linear plant and the de-
ployment of several linear models related to the operating conditions of the system to
be controlled [47]. The Gain-Scheduling method was reviewed extensively in the survey
paper [48], there are four general steps involved in the design of a gain scheduled control
system. The first step is to identify the operating conditions of the non-linear system
and obtaining a family of linear models with regard to these conditions. The second
step is to perform linear control system design for the family of linear models with spec-
ified closed-loop performance for each linear system. The third step is the actual gain
scheduling that forms an interpolation between the family of the linear closed-loop con-
trol systems. The fourth step is the validation and simulation of gain scheduled control
system. The gain scheduled control system is to use linear control strategies to control
a non-linear plant, and the family of closed-loop linear systems is stable in the vicinity
of each linear model. However, the stability of each linear system is not sufficient to
guarantee the closed-loop stability of entire gain scheduled control system because of
the time-varying nature of the closed-loop systems [49]. With respect to slowly time-
varying systems, the Gain-Scheduling (GS) method had been proven with guaranteed
properties on the robustness, performance and nominal stability. Based on the classical
work by Desoer, in [50, 51], the guaranteed properties of GS method had been presented
for linear parameter-varying plants. Then, [52] presents the same analysis for non-linear
systems with both types: scheduling on reference trajectory and scheduling on the plant
output. In this thesis, the induction motor can be considered as a linear time-varying
plant, Chapter 3 illustrates that Gain-Scheduling method is applied on the centralized
MPC control design, which contribute the fact the Gain-Scheduling method is still func-
tional under a relatively fast parameter varying system, due to the advantages of the
MPC and robustness of the induction motor model.
Chapter 1. Introduction 8
1.3.3 Finite Control Set - Model Predictive Control
The control methodology of FCS-MPC to control machine drives and power converters
arises in last decade, which differs from the MPC discussed in the previous section.
The control objective is achieved by predicting the future outputs with the advantage
of finite switching states of inverter. The early work of FCS-MPC was presented by J.
Rodriguez [53–55] with comparison to other techniques, such as PWM and hysteresis.
With PWM based implementation, the similar control method of deadbeat control was
developed in earlier literature [56]. On the other hand, the hysteresis based current con-
trol was well developed in 1980s [7]. Moreover, the Predictive Current Control (PCC)
methods are developed [57], which presents and compares two PCC methods with the
synchronized on-off principle. Since the PCC and FCS-MPC are similar in early versions
when the cost functions were defined based on the error between the prediction and the
reference. Similar methods have also been published with different applications, such as
Permanent Magnet Synchronous Motor [58–60] and power converters [61–64]. Recently,
the latest work of FCS-MPC has been reviewed in [65, 66]. The hardware devices of
control platforms are developed widely applied in Power Electronics, such as Digital
Signal Processor (DSP) and Field Programmable Gate Arrays (FPGA) [67–70]. Thus,
the powerful computational capacity has made the implementation of new and complex
control methods become possible, especially the FCS-MPC, which is simple and effective
but requires very fast sampling rate to ensure the control performance.
There are several research topics coexisted, such as weighting factor calculation, un-
certain switching frequency and steady-state error. [71] presents a method to calculate
the optimal weighting factor in cost function, for the purpose of reducing the torque
ripples for induction motor control, the proposed method was formal and validated. [72]
presents the method using Mean Square Error values of the controlled variables and [73]
also calculates the weighting factor using trial procedure. Similar methods to calculate
the weighting factor, or scalar factor were studied in [74, 75]. Moreover, an alternative
way is presented in [76], where the selection of the weighting factor is unnecessary when
the single cost function is replaced by a multi-objective optimization.
On the other hand, the steady-state error issue appeared since the minimization of cost
function was computed in every sampling instant without considering the system per-
formance between samples [66]. To counteract this issue, [77] presents approaches of
intermediate sampling and integral error term in the cost function with application to a
simple H-Bridge power converter. Another approach of embedding an on-line adaptive
in the control system is studied in [78] for LCL Coupled Inverter-Based Distributed
Generation Systems. Moreover, [62] presents the reduction of steady-state error for the
predictive control of the DC-link voltage in an active-front-end rectifier. With the same
Chapter 1. Introduction 9
objective, Chapter 5 presents a brief study of the original FCS-MPC and the revised
approach with cascaded integral action to eliminate the steady-state error problem.
1.4 Contribution
As the title of this thesis, the main contribution is to develop theory and applications
of the Model Predictive Control (MPC) methodologies for induction motor drive. In
detail, three approaches are presented in this thesis, Gain-Scheduled Model Predictive
Control (GS-MPC) for centralized structure; Cascaded MPC control structure and the
Finite Control Set - Model Predictive Control (FCS-MPC) method.
1.4.1 Gain-Scheduled Model Predictive Control
Initially, the continuous-time MPC with constraints is designed based on linearized
model of induction motor, but the pre-defined operating conditions are required for the
controller design. In order to ensure the speed control of IM could handle various oper-
ating conditions, the Gain-Scheduling method is introduced to apply on the continuous-
time MPC with constraints. Thus, the speed control using the centralized MPC could
operate in different conditions. Due to the exponential data weighting method, the
controller bandwidth can be tuned separately for different operation points, hence the
control performance will be optimized. Furthermore, due to the advances of constrained
predictive control method, non-linear constraints are more closely approximated to pro-
duce a higher accuracy. By applying the Direct FOC together with the Luenberger
observer, the proposed method is validated on a real industrial sized induction motor.
Furthermore, the GS-MPC method could also be extended to other non-linear plants
for various applications.
1.4.2 Cascaded Model Predictive Control
In the research field of induction motor speed control, the cascaded structure is widely
used with Indirect FOC technique. Here, the cascaded MPC method is proposed with
two MPC controllers. The proposed structure has advantages when the dynamics have
significant difference of the time constants. In the induction motor case, the dynamics of
the electrical model is much faster than that of the mechanical model. Hence, the stator
currents are controlled by an inner-loop controller where the velocity is controlled by an
outer-loop controller. The contribution of this aspect is to design the velocity control
using two continuous-time MPC with constraints. Instead of using Gain-Scheduling
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method, the non-linearity issue is counteracted by using high-gain control feedback for
inner-loop, thus the impact of non-linearity could be reduced. Moreover, the MPC
controller is extended to torque control as well as position control of induction motor
drive. The Non-Minimal State-Space (NMSS) model is introduced to eliminate the
induced noise, which is generated from the continuous-time MPC feedback of the position
angle.
1.4.3 Finite Control Set - Model Predictive Control
Another main contribution of this thesis is concentrated on the FCS-MPC method,
which is to develop the MPC methodology to power electronics control field without
using modulation techniques. The FCS-MPC method has advantages of fast response
and simple implementation, however, lack of the integral action inside the control loop.
The contribution of this thesis is to embed an integral action into the FCS-MPC control
method. Firstly, the original FCS is revised to form a feedback control structure, then
the incremental model can be simply derived for the integrator embedding. The contri-
butions of FCS-MPC include control systems using both dq-frame and αβ-frame models.
The dq coordinate based control only requires the integrator to eliminate the steady-
state error, since the outputs are constant or piecewise constant during the steady-state
operation. On the other hand, the FCS-MPC based on αβ model is more complicated,
since the controlled outputs are sinusoidal signals during the steady-state. In order to re-
solve the steady-state error issue, the resonant controller is embedded into the FCS-MPC
method. Both applications are validated for induction motor current with experimental
results.
1.5 Publication
Based on the contribution of this thesis, the following publications are presented by the
author during the PhD candidature.
Book Chapter
• Liuping Wang, Shan Chai, Dae Yoo, Lu Gan and Ki Ng. ”PID and Predictive
Control of Electric Drives and Power Supplies using MATLAB/Simulink ”. Wiley,
Nov 2013. ISBN: 978-1-118-33944-2.
Journal Paper
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• Liuping Wang and Lu Gan. ”A Gain Scheduled Continuous-time Model Predictive
Controller”. International Journal of Control, Taylor & Francis, Volume 86, Issue
8, 2013.
Conference Paper
• Lu Gan and Liuping Wang. ”A multi-model approach to predictive control of
induction motor”. 37th Annual Conference on IEEE Industrial Electronics Society
(IECON), Melbourne Australia, Nov 2011. Pages: 1704 - 1709.
• Lu Gan and Liuping Wang. ”A Cascaded continuous-time model predictive control
of induction motor”. 38th IECON, Montreal QC Canada, Oct 2012. Pages: 1696
- 1701.
• Liuping Wang and Lu Gan. ”A tutorial on PI velocity control of induction mo-
tors”. 38th IECON, Montreal QC Canada, Oct 2012. Pages: 1648 - 1653.
• Lu Gan and Liuping Wang. ”Cascaded Model Predictive Position Control of
Induction Motor with Constraints”. 39th IECON, Vienna Austria, Nov 2013.
• Liuping Wang and Lu Gan. ”Integral FCS Predictive Current Control of Induc-
tion Motor Drive”. 19th IFAC World Congress, Cape Town, South Africa, August
2014.
1.6 Outline of Thesis
Previously, the introduction of this thesis includes the historical background, motiva-
tion and literature review of this thesis, hence the organization of remaining chapters
are introduced as follows.
Chapter 2 introduces the background of the induction motor structure, hence the phys-
ical model of induction motor is developed. Then, the necessary linearization of the
mathematical model is presented for the control design in later chapters. Both of math-
ematical and simulation models are validated by comparing with the actual experimental
results.
Chapter 3 details the algorithm design of the centralized continuous-time Model Predic-
tive Controller. The augmented model is introduced to embed integral action into the
MPC design procedure, in which the Laguerre functions are employed to describe the
continuous-time trajectory of the control signals. Then, the optimal control technique is
derived without considering the constraints, in order to achieve the desired closed-loop
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bandwidth, the exponential data weighting method is introduced to obtain the pre-
scribed degree of stability. The constrained control is one of the major advantages for
MPC method, thus the constraints control implementation is designed using Quadratic
Programming procedure. In addition, the state feedback observer is introduced for the
estimation of augmented state variables. Another main contribution of this thesis is
illustrated using the Gain-Scheduled MPC method. The modification of control algo-
rithm and the determination of the operation conditions are discussed. Moreover, the
revised approach of the modulation limit is introduced based on the advance of the MPC
design.
Chapter 4 illustrates an alternative structure of the MPC design, which is the cascaded
control using two controllers, thus the electrical and mechanical models are separated
due to the different dynamics. Since the Indirect FOC technique is used for this chapter,
the slip estimation method is introduced for the synchronous flux position observation.
After that, the cascaded speed control scheme is detailed separately with respect to
inner-loop current and outer-loop speed controllers. Furthermore, the MPC position
control is discussed inclusively using cascaded structure. Another research question is
addressed using the Non-minimal state-space model to filter the noise generated from
the higher order derivative states.
Chapter 5 presents the recently arising predictive control technique in power electronics
control field of the Finite Control Set (FCS) method. Firstly, the original method of
FCS-MPC is firstly introduced, then the revised FCS method is presented for integral
action embedding. In addition, the revised method is also analysed and validated by
comparing to the original FCS. The next step would be that the integral action is derived
to solve the research issue of the steady-state error, the derivation of I-FCS controller
is detailed followed by the design and implementation. At the end, the simulation and
experimental results are shown for comparison purpose. The FCS method design in αβ
coordinates is also investigated for alternative approach where the resonant controller is
designed for completely tracking the sinusoidal signals in αβ frame.
Chapter 6 details the traditional Field Oriented Control (FOC) method of induction
motor drive using PID controllers. The design of the PID control method is described
with the frequency response analysis, and the implementation of the current, velocity
and position, which are illustrated with the experimental results. Moreover, another
control architecture is introduced for using proportional controller only at the inner-
loop current control. The results and comparison will be shown in Chapter 6.
Chapter 7 illustrates the comparison of all presented control algorithms in this thesis us-
ing the experimental results. The proposed control methods are compared and validated
according to the traditional PI-based FOC technique. The current, velocity and position
controllers are compared and analysed with the performance as well as the robustness,
where the model parameter is mismatching for the control design.
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At the end, Chapter 8 concludes the entire thesis according to different contributions
and specifies the further developments related to the proposed control algorithms in this
thesis.
Chapter 2
Modelling of Induction Motor
2.1 Introduction
In this chapter, the model of induction motor is derived for the subsequent control
design. The induction motor discussed in this thesis is a typical 3-phase AC induction
machine, firstly, the background knowledge is introduced, which includes the working
principle, structure and the Park-Clarke transformation. Then, the development of the
physical model is illustrated and reviewed [79–81]. Because of the non-linearity of the
model dynamics, the linearization procedure is introduced according to its steady-state
values using Taylor expansion [82], so that, the mathematical model is validated for
control design applications.
The content of this chapter is shown as follows. In order to understand the non-linearity
of the induction motor, its basic structure is introduced in Section 2.2. Then, Section
2.3 presents the procedure of the development of the mathematical model in different
coordinates. The linearization of the derived model is discussed in Section 2.4 for control
design. Section 2.5 validates the derived mathematical model and the simulation model,
comparing with the actual induction motor.
2.2 Overview: Structure of Induction Motor
Induction motor generally contains two main components in its structure: stator and
rotor windings. The stator winding is supplied by AC power source, which generates
rotating magnetic field, so-called stator flux
−→
ψ s. Then, the constantly changing of the
flux will cause current induced in the rotor winding based on Lenz’s Law, this induced
current also generates magnetic field, so-called rotor flux
−→
ψ r. Since both fluxes are
opposite to each other, a rotational force is generated to accelerate the rotor until the
15
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magnetizing torque is balanced to the load torque. Because the actual rotor’s position
is always lagging the flux position, in order to ensure the flux cutting through the rotor
winding, there is a difference between the angular speed ωs of the synchronous magnetic
field and the electrical motor speed ωe, which is called slip with ωslip = ωs − ωe. Fur-
thermore, the electrical motor speed is depending on the actual mechanical speed of the
motor shaft ωr, which has the relationship of ωe = ωr × Zp, where Zp is the number of
pole pairs for the stator winding.
The traditional three-phase AC induction motor has two types, wound and squirrel-cage,
which describes the form of the rotor winding. The wound form rotor has brushed ex-
ternal connection, the example applications include the wind-farm generator and heavy
lifting motor. The squirrel-cage rotor is more popular and general, it has the rotor wind-
ing connection as a short-circuit without any external connection, the induction motor
discussed in this thesis is the squirrel-cage type.
Since the induction motor is supplied by three-phase AC, the use of space vector will
(a) abc to αβ (b) αβ to dq
Figure 2.1: AC machine coordinates re-arrangement
simplify the indication of the motor electrical variables, such as current, voltage and
flux. Generally, these vectors are plotted according to a complex plane, such as αβ and
dq coordinates. For example, in Figure 2.1(a), the stator current vector of the 3-phase
induction motor are converted into 2-dimensional quantities, which are represented by iα
and iβ on the αβ coordinates. However, because the current vector is constantly rotating
respect to the fixed αβ frame, the variables iα and iβ will appear to be sinusoidal. On
the other hand, as shown in Figure 2.1(b) the dq coordinates are introduced especially
for vector control design. Generally, the d-axis is overlapping to the rotor flux vector
−→
ψ r, thus the rotational velocity of the dq coordinates is identical to the synchronous
flux speed ωs. Furthermore, the position of the dq coordinates θs is not measurable, so
that the estimation of the rotor flux vector
−→
ψ r is required, which will be discussed in
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later chapters.
By reflecting on the dq coordinates, the space vectors of the induction motor are repre-
sented in term of dq components.
−→u s = usd + jusq; −→u r = urd + jurq
−→
i s = isd + jisq;
−→
i r = ird + jirq
−→
ψ s = ψsd + jψsq;
−→
ψ r = ψrd + jψrq
Since the value of above dq components is normally constant or piece-wise constant dur-
ing the operation, in a way, these variables are linearized, which is convenient for vector
control design.
The method of converting implementation between 3-phase space vectors and dq coordi-
nates is called Park and Clarke transformation [4, 83]. As a well-known knowledge, the
detail is not going to be discussed. Generally, Clarke transform is converting abc frame
into αβ frame, Park transform is converting αβ into dq coordinates. By using current
as an example, both transforms and their inverse transforms are displayed as follows:
[
iα
iβ
]
=
[
2
3 −13 −13
0
√
3
3 −
√
3
3
]
ia
ib
ic

 ;


ia
ib
ic

 =


1 0
−12
√
3
2
−12 −
√
3
2


[
iα
iβ
]
[
id
iq
]
=
[
cos(θs) sin(θs)
−sin(θs) cos(θs)
][
iα
iβ
]
;
[
iα
iβ
]
=
[
cos(θs) −sin(θs)
sin(θs) cos(θs)
][
id
iq
]
where θs is the position angle of dq coordinates, the identical calculation could also be
applied to voltage u and flux ψ.
2.3 Development of Physical Model Equation
The physical model of induction motor has been well developed and analysed in the
past literatures [79, 84], in this section, the procedure of developing the induction motor
mathematical model is reviewed and studied.
The equivalent circuit, also known as Steinmetz or T- equivalent circuit, of the in-
duction motor is introduced in Figure 2.2, where Rs and Rr are the stator and rotor
resistance, Xs and Xr are the stator and rotor reactances, respectively. Xm presents the
mutual machine reactance. The circuit is similar to the circuit of a voltage transformer,
but the resistance at the secondary side is altered, due to the short circuit of the rotor
winding, where s represents the slip difference, which is defined as s = ωs−ωeωs . In this
thesis, an assumption is made for the modelling process, that is the parasitic effect such
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jXm
jXsRs
Is
jX ′r I ′r
R′r
s
Vs
Figure 2.2: Equivalent circuit of induction motor
as eddy currents, magnetic field saturation and so on are neglected.
2.3.1 Vector Representation of Induction Motor Equation
For the completeness of the thesis, the development of induction motor physical model
is introduced briefly in this section. Firstly, the voltage equations of both stator and
rotor respect to their own winding system are derived:
−→u ss = Rs
−→
i ss +
d
−→
ψ ss
dt
(2.1)
−→u rr = Rr
−→
i rr +
d
−→
ψ rr
dt
= 0 (2.2)
where Rs and Rr are the stator and rotor resistance, respectively,
−→
(.) denotes the space
vector of variables. Due to the short-circuit of the rotor winding, the rotor voltage vector
in (2.2) is always equal to zero.
In order to calculate the space vectors in the same equation, the respecting coordinates
of these vectors have to be identical. In the induction motor system, the stator winding
is always fixed in standstill position, where the rotor winding is rotating identical to the
electrical rotor speed ωe. Thus, a set of space vectors are defined to change the reference
frame of the space vectors of the rotor:
−→u sr = −→u rrejθe
−→
i sr =
−→
i rre
jθe
−→
ψ sr =
−→
ψ rre
jθe
where θe = ωet, ωe is the electrical angular speed of the rotor. This transformation is
based on the electrical field of the rotor lagging behind that of the stator winding in θe
radians, thus, in order to synchronize these two reference frames, the space vectors in
the rotor reference frame are advanced with the angle θe.
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Now, by multiplying both sides of (2.2) with the factor ejθe , substituting the transfor-
mations into the rotor voltage equation leads to
−→u sr = Rr
−→
i sr +
d
−→
ψ sr
dt
− jωe−→ψ sr = 0 (2.3)
where the following equality is used,
d
−→
ψ rr
dt
ejθe =
d
−→
ψ sr
dt
− jωe−→ψ sr
With the space vectors of both currents in stator and rotor, the instantaneous fluxes of
both windings are given based on their relationships to currents:
−→
ψs = Ls
−→
is + Lh
−→
ir (2.4)
−→
ψr = Lh
−→
is + Lr
−→
ir (2.5)
where Lh is the mutual machine inductance, Ls and Lr are the stator and rotor induc-
tance, respectively. Note that there are coupling terms in the stator flux (see 2.4)) and
rotor flux (see (2.5)). Here it is to eliminate the rotor current
−→
i r from the equations
and find the relationship between the stator voltage and current.
Taking derivative of stator flux based on (2.4), and substituting the stator flux with
stator and rotor currents, the stator voltage equation (2.1) becomes:
−→u ss = Rs
−→
i ss + Ls
d
−→
i ss
dt
+ Lh
d
−→
i sr
dt
(2.6)
To eliminate the rotor current
−→
i r, the rotor flux equation (2.5) is used to find
−→
i r =
1
Lr
−→
ψ r − Lh
Lr
−→
i s
Substituting this into (2.6), it yields
−→u ss = Rs
−→
i ss + Ls(1−
L2h
LsLr
)
d
−→
i ss
dt
+
Lh
Lr
d
−→
ψ sr
dt
To eliminate the derivative of the rotor flux from the above equation, the voltage balance
equation from the rotor (see 2.3) is used, which leads to
d
−→
ψ sr
dt
= −Rr
Lr
−→
ψ sr +
RrLh
Lr
−→
i ss + jωr
−→
ψ sr (2.7)
where the rotor current is replaced with stator flux and current.
Finally, it can be verified that the stator voltage equation is expressed in terms of the
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rotor flux and stator current:
−→u ss = (Rs +Rr
L2h
L2r
)
−→
i ss + Ls(1−
L2h
LsLr
)
d
−→
i ss
dt
+ (−LhRr
L2r
+ jωr
Lh
Lr
)
−→
ψ sr
Although all physical parameters are defined in the above model, they could have more
compact expressions. More specifically, define the following parameters used in the
model.
leakage factor:
σ = 1− L
2
h
LsLr
stator time constant:
τs =
Ls
Rs
rotor time constant:
τr =
Lr
Rr
coefficients:
kr =
Lh
Lr
rσ = Rs +Rrk
2
r
τ ′σ =
σLs
rσ
With these definitions of parameters, the voltage equation in space vector form is simply
expressed as
−→
i ss + τ
′
σ
d
−→
i ss
dt
=
kr
rσ
(
1
τr
− jωr)−→ψ sr +
1
rσ
−→u ss (2.8)
where the rotor flux satisfies the differential equation:
−→
ψ sr + τr
d
−→
ψ sr
dt
= jωrτr
−→
ψ sr + Lh
−→
i ss (2.9)
2.3.2 Representation in Stationary αβ Reference Frame
Upon obtaining the electrical model in the space vector form, the next step is to convert
it to the model in the αβ reference frame. The αβ reference frame is a stationary
reference frame in the stator side with the real (α) axis and the imaginary (β) axis in
quadrature.
By decomposing the space vector voltage, current and flux on real and imaginary axes,
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they can be represented by the complex notations,
−→u ss = usα + jusβ (2.10)
−→
i ss = isα + jisβ (2.11)
−→
ψ sr = ψrα + jψrβ (2.12)
To obtain the dynamic model in the αβ reference frame, the above variables are substi-
tuted into the space vector model (2.8) and (2.9).
It can be readily verified that the electrical model of the induction motor in the αβ
reference frame is described by the following four differential equations:
disα
dt
= − 1
τ ′σ
isα +
kr
rστ ′στr
ψrα +
kr
rστ ′σ
ωeψrβ +
1
rστ ′σ
usα (2.13)
disβ
dt
= − 1
τ ′σ
isβ − kr
rστ ′σ
ωeψrα +
kr
rστ ′στr
ψrβ +
1
rστ ′σ
usβ (2.14)
dψrα
dt
=
Lh
τr
isα − 1
τr
ψrα − ωeψrβ (2.15)
dψrβ
dt
=
Lh
τr
isβ + ωeψrα − 1
τr
ψrβ (2.16)
2.3.3 Representation in Stationary dq Reference Frame
To change the reference frame to the dq frame, it is equivalent to rotate the space vector
in αβ frame clockwise by θs, that is
−→us′ = −→use−jθs = usd + jusq (2.17)
−→
is
′
=
−→
is e
−jθs = isd + jisq (2.18)
−→
ψr
′
=
−→
ψre
−jθs = ψrd + jψrq (2.19)
where −→us′ , −→is ′ and −→ψr ′ denote the space vectors referred to rotating dq frame. θs = ωst
where ωs is the synchronous flux angular speed in the stator. In this rotating dq reference
frame, the rotor flux vector is fixed to the real axis of the coordinate system. Therefore,
the quadrature component of
−→
ψr
′
is zero. Multiplying (2.8) with the factor e−jθs and
substituting in the space vectors in dq frame give
−→
is
′
+ τ ′σ(
d
−→
is
′
dt
+ jωs
−→
is
′
) =
kr
rσ
(
1
τr
− jωr)−→ψr ′ + 1
rσ
−→us′ (2.20)
where the following equality is used:
d
−→
is
dt
e−jθs =
d
−→
is
′
dt
+ jωs
−→
is
′
Chapter 2. Modelling of Induction Motor 22
Based on the real and imaginary components of (2.20), the dynamic electrical model in
the dq reference frame is obtained:
disd
dt
= − 1
τ ′σ
isd + ωsisq +
kr
rστ ′στr
ψrd +
1
rστ ′σ
usd (2.21)
disq
dt
= −ωsisd − 1
τ ′σ
isq − kr
rστ ′σ
ωrψrd +
1
rστ ′σ
usq (2.22)
Similarly, it can be shown that the rotor flux in the dq reference frame satisfies:
dψrd
dt
=
Lh
τr
isd − 1
τr
ψrd (2.23)
0 =
Lh
τr
isq − (ωs − ωr)ψrd (2.24)
where the q component of rotor flux ψrq = 0.
Since the equation (2.24) is an algebraic equation, it’s not included for control design.
However, it yields the relationship used for estimation of ωs:
ωs = ωe +
Lh
τr
isq
ψrd
(2.25)
which is also called slip estimation and ωe is the electrical angular velocity of the rotor
that is measured.
2.3.4 Mechanical Model of Induction Motor
The mechanical model of induction motor is derived from the general motion equation
of motor rotation, which is described as follows.
Jm
dωr(t)
dt
+ fdωr(t) = Te(t)− TL(t) (2.26)
where Jm presents the torque of inertia, fd is the friction coefficient, ωr is the mechanical
speed of motor shaft, Te and TL denote the electromagnetic torque and the load torque,
respectively.
The electromagnetic torque of induction motor is calculated using the cross product of
the space vectors of rotor flux and and stator current in the dq reference frame, which is
Te =
3
2
Zp
Lh
Lr
(
−→
ψr
′ ⊗−→is ′) (2.27)
where Zp is the number of pole pairs. The cross product is calculated using two three
dimensional vectors [ψrd 0 0] and [isd isq 0] since ψrq is zero. The result of the cross
product is the vector [0 0 ψrdisq]. Thus, in the dq reference frame, the electromagnetic
Chapter 2. Modelling of Induction Motor 23
torque is proportional to ψrdisq, which is
Te =
3
2
Zp
Lh
Lr
ψrdisq (2.28)
If the electromagnetic torque is calculated using the space vectors of rotor and stator
current in the αβ reference frame, then it is proportional to the cross product of the
space vectors of rotor flux and stator current in the stationary frame,
Te =
3
2
Zp
Lh
Lr
(
−→
ψr ⊗−→is )
=
3
2
Zp
Lh
Lr
(ψrαisβ − ψrβisα) (2.29)
Note that the expression of electromagnetic torque Te in the dq reference frame is only
related to ψrd and isq. These two variables are DC variables, thus the torque control can
be achieved by controlling ψrd and isq to their specified constant or piece-wise constant
reference signals. On the other hand, in the αβ reference frame, it is much difficult to
achieve torque control because the expression in (2.29) is associated with the fluxes in
αβ reference frame that are sinusoidal signals.
The dynamic model of the mechanical equation is obtained by substituting equation
(2.28) into the motion equation (2.26).
dωr
dt
= − fd
Jm
ωr +
3
2
ZpLh
LrJm
ψrdisq − TL
Jm
(2.30)
2.4 Model Linearization
The control methods, which will be discussed in Chapter 3 and Chapter 4, are proposed
based on a Linear Time-Invariant (LTI) model, thus the linearization of induction motor
dynamic model is essential. The differential model equations (2.21) to (2.23) and (2.30)
in dq coordinates are used to form the state space model.
By applying the first-order Taylor series expansion, the nonlinear terms are approxi-
mated respect to its steady-state operating condition:
ωs(t)isq(t) ≈ ω0s i0sq + i0sq(ωs(t)− ω0s) + ω0s(isq(t)− i0sq) (2.31)
ωs(t)isd(t) ≈ ω0s i0sd + i0sd(ωs(t)− ω0s) + ω0s(isd(t)− i0sd) (2.32)
ωe(t)ψrd(t) ≈ ω0eψ0rd + ψ0rd(ωe(t)− ω0e) + ω0e(ψrd(t)− ψ0rd) (2.33)
isq(t)ψrd(t) ≈ i0sqψ0rd + ψ0rd(isq(t)− i0sq) + i0sq(ψrd(t)− ψ0rd) (2.34)
Chapter 2. Modelling of Induction Motor 24
where ω0s , ω
0
e , i
0
sq, i
0
sd, ψ
0
rd denote the steady-state operating condition of system states,
whose values are pre-defined.
Note that, the electrical rotor speed ωe, which appears in the electrical model equations,
has relationship with the mechanical rotor speed ωr as ωe = Zpωr. Thus, the mechanical
model equation has to be modified before being included in the full-order state space
model. By substituting ωr =
ωe
Zp
into (2.30), it leads to
dωe
dt
= − fd
Jm
ωe +
3
2
Z2pLh
LrJm
ψrdisq − Zp
Jm
TL (2.35)
Therefore, the linearised full-order state space model in continuous-time is obtained as
follows:

˙isd(t)
˙isq(t)
˙ψrd(t)
ω˙e(t)

 =


− 1τ ′σ ω
0
s
kr
rστrτ ′σ
0
−ω0s − 1τ ′σ −
kr
rστ ′σ
ω0e −krZprστ ′σ ψ
0
rd
Lh
τr
0 − 1τr 0
0 Zpκtψ
0
rd Zpκti
0
sq − fdJm




isd(t)
isq(t)
ψrd(t)
ωe(t)

+


1
rστ ′σ
0
0 1rστ ′σ
0 0
0 0


[
usd(t)
usq(t)
]
+


−ω0s i0sq + i0sqωs(t)
−ω0s i0sd + i0sdωs(t)− krrστ ′σω
0
eψ
0
rd
0
−Zpκtψ0rdi0sq − ZpJmTL

 (2.36)
where κt =
3
2
ZpLh
LrJm
, the last matrix presents the disturbance term, which contains the
variable terms ωs(t) and TL, if the system is stable during steady-state, the variable
term ωs(t) will converge to constant, and the load torque TL is assumed to be constant.
Then, the disturbance matrix can be defined as constant during steady-state operation.
However, since the gain schedule method in Chapter 3 is intended using one-dimension
switching, which means only one switching parameter inside the non-linear model.
Therefore, the equation (2.25) is substituted into the state-space model, in order to
eliminate the unmeasurable term, synchronous angular velocity ωs(t). So that, the bi-
linear parts containing ωs are transformed in term of the parameter ωe(t).
ωs(t)isq(t) = ωe(t)isq(t) +
Lh
τr
i2sq(t)
ψrd(t)
(2.37)
ωs(t)isd(t) = ωe(t)isd(t) +
Lh
τr
isq(t)isd(t)
ψrd(t)
(2.38)
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The nonlinear terms inside the equations (2.37) and (2.38) are approximated again by
apply Taylor series expansion.
ωe(t)isq(t) ≈ ω0e i0sq + i0sq(ωe(t)− ω0e) + ω0e(isq(t)− i0sq) (2.39)
ωe(t)isd(t) ≈ ω0e i0sd + i0sd(ωe(t)− ω0e) + ω0e(isd(t)− i0sd) (2.40)
i2sq(t)
ψrd(t)
≈ i0sqψ0rd +
2i0sq
ψ0rd
(isq(t)− i0sq)−
(i0sq)
2
(ψ0rd)
2
(ψrd(t)− ψ0rd) (2.41)
isq(t)isd(t)
ψrd(t)
≈ i
0
sqi
0
sd
ψ0rd
+
i0sq
ψ0rd
(isd(t)− i0sd)−
i0sqi
0
sd
(ψ0rd)
2
(ψrd(t)−ψ0rd)+
i0sd
ψ0rd
(isq(t)− i0sq) (2.42)
Although the variables ωe(t), isq(t), isd(t), ψrd(t) are the actual physical variables, not
the deviation variables, the approximation relations are only valid in the vicinity of the
steady-state conditions as they are based on the Taylor series expansion. From (2.33)-
(2.42), it is seen that the information about the steady-state values of ω0e , i
0
sq, i
0
sd and ψ
0
rd
is required to obtain the parameters for the linearised terms. Since the output variables
are ωe(t) and ψrd(t), the steady-state parameters for these variables will be chosen to
be equal to their desired reference signals. In particular, in the application of induction
motor control, the reference signal to rotor flux is often fixed as a constant with its
value dependent on the operating speed and load condition of the induction motor. For
instance, the reference signal for ψrd is recommended to be constant for the energy
efficient within the rated speed and load-free operating condition. The reference signal
to the rotor velocity ωe(t) changes according to operating conditions. Therefore, the
steady state conditions for ψ0rd and ω
0
e are first determined according to the operating
conditions of the induction motor. Next, from the model equation (2.23), by letting
dψrd
dt = 0, the steady-state solution of i
0
sd is determined via the steady-state calculation
i0sd =
1
Lh
ψ0rd
Furthermore, by letting dωedt = 0 in the mechanical equation (2.30), the steady-state
operating condition for isq is calculated together with the linear approximation (2.34),
leading to
i0sq =
2Lr
3ZpLhψ
0
rd
(fdω
0
e + T
0
L)
With all the steady-state operating parameters defined, the next step is to substitute
approximations (2.33-2.42) into model equations (2.21-2.24) and (2.30) in order to obtain
the linear time-invariant (LTI) model that is valid at the operating condition specified
by the steady-state parameters ω0e , i
0
sq, i
0
sd, ψ
0
rd. By gathering all the appropriate terms,
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it can be verified that the linear model has the form,
dxm(t)
dt
= Amxm(t) +Bmu(t) + µ
0
y(t) = Cmxm(t) (2.43)
where xm(t) = [isd(t) isq(t) ψrd(t) ωe(t)]
T , u(t) = [usd(t) usq(t)]
T , and with the coeffi-
cient κt =
3ZpLh
2LrJm
, the matrices Am and Bm are defined as
Am =


− 1τ ′σ ω
0
e +
2Lh
τr
i0sq
ψ0
rd
kr
rστrτ ′σ
− Lhτr
(i0sq)
2
(ψ0
rd
)2
i0sq
−ω0e − Lhτr
i0sq
ψ0
rd
− 1τ ′σ −
Lh
τr
i0
sd
ψ0
rd
− krrστ ′σω
0
e +
Lh
τr
i0sqi
0
sd
(ψ0
rd
)2
− krrστ ′σψ
0
rd − i0sd
Lh
τr
0 − 1τr 0
0 Zpκtψ
0
rd Zpκti
0
sq − fdJm


Bm =


1
rστ ′σ
0
0 1rστ ′σ
0 0
0 0

 ;Cm =
[
0 0 1 0
0 0 0 1
]
The constant bias vector µ0, consisting of the steady-state parameters, is given by,
µ0 =
[
−ω0e i0sq + Lhτr i0sqψ0rd −
Lh
τr
(isq)0
ψ0
rd
ω0e i
0
sd +
kr
rστ ′σ
ψ0rd 0 Zpκti
0
sqψ
0
rd − TLJm
]T
In this case, the disturbance vector µ0 contains only operating condition terms, which
could be rejected by embedding an integrator inside the feedback controller.
2.5 Model Validation
Up to this point, the continuous-time mathematical models of induction motor are de-
rived. However, the validation of dynamic model is essential before the control design
stage. In this section, the responses of the open-loop plant are examined based on the
mathematical model, simulation model and the actual experimental test-bed, with the
identical input signal usd and usq. The results of all state variables, isd, isq, ψrd and
ωr, are compared for validation. Firstly, the implementation of these three models is
discussed as follows.
2.5.1 Mathematical Model
Firstly, validation of the mathematical model is derived from Section 2.3, where dq frame
dynamic model is illustrated in Figure 2.3, which is divided to three parts: electrical
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model based on equations (2.21-2.23), mechanical model based on equation (2.30) and
the slip estimation based on equation (2.25).
Electrical model is based on the model equations (2.21) to (2.23), which are rewritten
-
-
Bm
usd(t)
usq(t) -
+
+
-x˙m(t)
∫ xm(t)
Am(ωs, ωe)
6
-isd(t)
-isq(t)
ψrd(t)
6
× - Zpκt -Te(t)?
TL(t)
+
-
-- ∫ -ωr(t)
+ +
− fdJm
6
ffZp
6
?
r
r
÷- - Lhτr

6
?+
+
6
ωs(t)
ωe(t)
Figure 2.3: Block diagram of induction motor model in dq-coordinates
in state-space model format as follows:
x˙m(t) = Am(ωs, ωe)xm(t) +Bmu(t)
y(t) = Cmxm(t) (2.44)
where
Am(ωs, ωe) =


− 1τ ′σ ωs(t)
kr
rστrτ ′σ
−ωs(t) − 1τ ′σ −
kr
rστ ′σ
ωe(t)
Lh
τr
0 − 1τr

 , Bm =


1
rστ ′σ
0
0 1rστ ′σ
0 0

 , Cm =
[
0 1 0
0 0 1
]
the state variable is xm(t) = [isd(t) isq(t) ψrd(t)]
T , the input signal is u(t) = [usd(t) usq(t)]
T
and the output is y(t) = [isq(t) ψrd(t)]
T . Additionally, the electrical part of dynamic
model is a time-varying linear model, where the system matrix Am contains the time
varying parameters ωs(t) and ωe(t).
The state space model is implemented by using the first order approximation, as dx(t)dt =
x(ti)−x(ti−∆t)
∆t at arbitrary sampling instant ti, with the sampling interval of ∆t, then the
implementation equations are obtained:
xm(ti) = xm(ti −∆t) + ∆t(Am(ti −∆t)xm(ti −∆t) +Bmu(ti −∆t))
y(ti) = Cmxm(ti)
where the initial condition is defined as xm(0) = [0 0 0]
T , ωs(0) = 0 and ωe(0) = 0 at
the starting point.
Mechanical model is derived based on the differential equation (2.30), which contains
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one bilinear term ψrd(t) × isq(t), another input disturbance term TL(t). Thus, the
implementation equation is derived as
ωr(ti) = ωr(ti −∆t) + ∆t(− fd
Jm
ωr(ti −∆t) + 3
2
ZpLh
LrJm
ψrd(ti −∆t)isq(ti −∆t)− TL)
where the zero initial condition is also defined, as ωr(0) = 0.
Slip estimation is developed to estimate the angular velocity of the synchronous dq frame
ωs(t), the estimation is derived from the model equation (2.24), at the sampling instant
ti, the estimation is obtained as:
ωs(ti) = ωe(ti) +
Lh
τr
isq(ti)
ψrd(ti)
Note that the rotor flux ψrd(ti) is included as the denominator, to ensure the model is
stable, ψrd(ti) 6= 0.
Therefore, the implementation of the mathematical model in dq coordinates is estab-
lished, with a constant input values of usd(t) and usq(t), the results of the state variables
are presented in Figure 2.5(a).
2.5.2 Simulation Model
In later chapters of this thesis, there are respective simulation results for different control
methods presented for analysis and discussion, thus the validation of the simulation
model compared to the actual motor become essential.
The simulation results are computed using MATLAB Simulink. The setup detail of
the simulator is illustrated in Appendix B, in this section, the open loop simulator is
implemented to obtain the state variables response.
The simulator of Simulink blocks is shown in Figure 2.4, where the induction motor
model is selected from the SimPower Toolbox, as well as the IGBT inverter unit. By
defining the input signals usd and usq, four state variables should be obtained as the
results.
The implementation detail includes: the Pulse Width Modulation (PWM) has a carrier
frequency of 2kHz, the dc-link voltage is 520V and zero load is attached on the motor
shaft, to keep the simplicity of the open loop test, the position angle of the dq-frame is
defined independently at frequency of 25Hz (ie. ωs = 157.0796 rad/s).
As a result, the simulation results of the model response are presented in Figure 2.5(b).
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Figure 2.4: Open loop Simulator in Matlab Simulink
2.5.3 Experimental Test-bed
The experimental results are obtained as a comparison, in which both of the mathemat-
ical and simulation models are seen to be valid if their model responses are close enough
to the experimental results.
The experimental results are demonstrated by using MATLAB Simulink together with
xPC Target as controller. The setup of the test bed is presented in Appendix B for
detail.
The implementation parameters are kept identical to the simulation for comparison
purpose, such as the PWM carrier frequency, the DC-link voltage and the synchronous
frequency. Furthermore, both simulations and experiments have identical sampling in-
terval of 100µs. Figure 2.5(c) presents the experimental results of the state variables
response.
2.5.4 Comparison
By defining the identical input signals, as usd = 10V and usq = 100V to the three setups.
Figure 6.5 presents the result of open loop control based on non-linear mathematical
model, simulation SimPower model and the real experiment. Figure 2.5(a) demonstrates
the simulation result with respect to the non-linear mathematical model where it is
seen that the result is relatively ‘tidy’ comparing to other two cases due to the entire
simulation is implemented based on dq coordinates. Here, neither PWM switching nor
Park-Clarke transformation are included in this simulation, as a result, the steady-state
difference respect to experimental results is more significant comparing to figure 2.5(b),
which has precisely the same implementation setup with the experiment case 2.5(c)
leading to similar results in the steady-state. Once including the switching noise in the
Chapter 2. Modelling of Induction Motor 30
0 1 2 3 4 5−1
0
1
2
3
St
at
or
 C
ur
re
nt
(A
)
 
 
1
2
0 1 2 3 4 50
1
2
ψ r
d(W
b)
0 1 2 3 4 50
50
100
Time (sec)
ω
m
(ra
d/s
)
(a) Simulation Result: Nonlinear Model
0 1 2 3 4 5−1
0
1
2
3
St
at
or
 C
ur
re
nt
(A
)
 
 
1
2
0 1 2 3 4 50
1
2
ψ r
d(W
b)
0 1 2 3 4 50
50
100
Time (sec)
ω
m
(ra
d/s
)
(b) Simulation Result: SimPower Model
0 1 2 3 4 5−1
0
1
2
3
St
at
or
 C
ur
re
nt
(A
)
 
 
1
2
0 1 2 3 4 50
1
2
ψ r
d(W
b)
0 1 2 3 4 50
50
100
Time (sec)
ω
m
(ra
d/s
)
(c) Experimental Result
Figure 2.5: Comparison of Model validation results. Key: line(1) current isd; line (2)
current isq
current isd and isq, the longer delay during transient section in simulation result is seen
in the simulation computation, where in experimental case, the real induction motor has
faster dynamics response.
Chapter 3
Centralized Model Predictive
Control
3.1 Introduction
The Continuous-time Model Predictive Control (MPC) theory is extensively discussed
in this chapter. As one type of optimal control theory, MPC computes a series of optimal
control signals based on a Linear-Time-Invariant (LTI) dynamic model within a predic-
tion horizon. Since MPC is designed based on the state-space model, it has significant
advantage controlling Multi-Input-Multi-Output (MIMO) system with constraints.
The control objective of this chapter is to achieve the induction motor speed control by
using only one model predictive controller. Thus, the full-order model of the induction
motor are applied in dq coordinates. Due to the physical model being time varying, the
Gain-Scheduling (GS) method is introduced for linearisation.
Figure 3.1 illustrates the block diagram of the centralized MPC for speed control, the
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Figure 3.1: Speed control of induction using centralized MPC controller
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controlled outputs include the rotor flux magnitude ψrd and the mechanical motor speed
ωr, the controller will directly compute the control signals, usd and usq, based on respec-
tive model, which will be discussed in later sections. Since the Direct FOC technique
structure is applied, a Luenberger Observer is introduced for two reasons, one is esti-
mation of the synchronous flux position θs for dq transformation, the other is observing
the magnitude of the rotor flux ψrd for feedback that is not measurable. The design of
the Luenberger observer is not new, which is discussed in Appendix C. Another state
observer is included to estimate the derivative of the state feedback variables, due to the
incremental model is applied for the MPC design.
The organization of this chapter is shown as follows, Section 3.2 introduces the continuous-
time MPC design based on one pre-defined operating condition. In Section 3.3, the
Gain-Scheduled continuous-time MPC is design for time-varying operating condition.
Finally, the discussion and conclusion are included in Section 3.4.
3.2 Continuous-time MPC
The Model Predictive Controller in this section is designed based on a continuous-time
model. While the continuous-time MPC is employed, the physical model could be di-
rectly applied for control design, in order to reduce the modelling error, in addition, the
influence of the sampling interval ∆t disappears unlike the discrete-time model based
control. At the same time, the weakness includes that the estimation of the feedback
states is required, because the derivative of the state feedback are not measurable when
the incremental model is used.
To achieve the zero steady-state error and disturbance rejection, an integrator must
be included in the feedback control loop, thus the augmented model is introduced in
Section 3.2.1; Then, the Laguerre function is analysed to approximate the control tra-
jectory in Section 3.2.2 and the optimal control strategy is investigated with receding
horizon method in Section 3.2.3. The prescribed degrees of stability is discussed in Sec-
tion 3.2.4. In Section 3.2.5, one important advantage of MPC, the constraints control
design, is utilized for Multi-Input-Multi-Output (MIMO) system. The state observer
design is introduced in Section 3.2.6. Finally, the implementation of predictive control
system will be established for induction motor application and the results of both simu-
lation and experiment will be illustrated for the control objective in Section 3.2.7. The
continuous-time model predictive control algorithm was introduced in [19]. However, for
completeness of the thesis, the algorithm is introduced and discussed in this Chapter.
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3.2.1 Augmented Model
The purpose of introducing augmented model is embedding an integrator into the opti-
mal control loop. The strategy is to modify the model structure, as a result, the model
input will be the derivative of the original control signal. For the predictive control
design or other state feedback control design, when using a LTI model, it is meant to
use a so-called ’small’ signal model [85]. Namely, we define the incremental variables
for all the signals around their steady-state values. In the meanwhile, the output must
remain the same for the feedback comparison.
For the induction motor control, the incremental variables are x˜1(t) = isd(t) − i0sd,
x˜2(t) = isq(t) − i0sq, x˜3(t) = ψrd(t) − ψ0rd, x˜4(t) = ωe(t) − ω0e , u˜1(t) = usd(t) − u0sd,
u˜2(t) = usq(t) − u0sq, y˜1(t) = x˜3(t) and y˜2(t) = x˜4(t). The linearized state space model
suitable for the design of a linear continuous-time predictive controller is obtained as:
dx˜m(t)
dt
= Amx˜m(t) +Bmu˜(t) + µ
1(t)
y˜(t) = Cmx˜m(t) (3.1)
Note that in the small signal model, the system matrices Am, Bm and Cm are identical
to the linearized model (2.36), however, the signals are different unless one assumes zero
steady-state conditions for all signals. Also, the bias vector µ1 is different from the
last term in (2.36). By using the small signal model in the control system design, the
steady-state conditions are required in the implementation stage of the control system.
For instance, the actual measurements of the outputs will have to subtract their steady-
state values to obtain y˜(t) and the incremental control signals u˜(t) will have to add their
steady-state values to obtain the actual control signals. In a gain scheduled nonlinear
control system, the changes in the steady-state values, when using (3.1), are required in
the implementation for each linear control system, which could be quite clumsy.
Instead of taking the conventional pathway for the design of linear predictive controller
using the small signal model (3.1), in this chapter, we will explore an alternative approach
that will form a small signal model, yet without using all steady-state values of the
signals in the implementation stage. This no doubt leads to the convenience in the
implementation stage of the gain scheduled model predictive controller. The approach
is based on the original proposal in [86] where integrators are embedded in the design
of a continuous-time model predictive controller.
By taking a derivative operation on the state-space equation of the linearised continuous-
time state space model (2.36), which leads to
x¨m(t) = Amx˙m(t) +Bmu˙(t) (3.2)
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where the derivative of the last term is zero. The dimensions of the model matrices Am,
Bm and Cm are described as: 4× 4, 4× 2 and 2× 4, respectively.
To design the augmented model, firstly the auxiliary variables are defined:
z(t) = x˙m(t)
y(t) = Cmxm(t)
then, the new state variable is chosen as x(t) = [z(t)T y(t)T ]T . By combining the
defined auxiliary variables with the continuous-time state-space model, the augmented
state-space model of the induction motor will be defined
[
z˙(t)
y˙(t)
]
=
A︷ ︸︸ ︷[
Am o4×2
Cm o2×2
][
z(t)
y(t)
]
+
B︷ ︸︸ ︷[
Bm
o2×2
]
u˙(t)
y(t) =
[
o2×4 I2×2
]
︸ ︷︷ ︸
C
[
z(t)
y(t)
]
(3.3)
where I∗×∗ and o∗×∗ are the identity and zero matrices with dimensions denoted by the
sub-indices, respectively. The matrices A, B, C are denoted in the augmented model for
the notational simplicity [19].
Several comments are in order about the augmented state-space model. Firstly, in the
augmented model, the first part of the state variables consists of x˙m(t). Because the
predictive controller is designed to follow step reference signals, the steady-state vector of
xm(t) is a constant vector, and as a result, the steady-state vector of x˙m(t), is ensured to
be a zero vector for all operating conditions. This information provides the convenience
in the implementation of gain scheduled predictive controller as it could be a non-trivial
task to find the steady-state values of the original state vector with respect to a family of
operating conditions. The second part of the state variables consists of the plant outputs
whose steady-state values are the desired reference signals to the control system. At this
point, we could write the corresponding small signal model for the augmented model
(3.3) by subtracting the steady-state values of the outputs from the second part of state
variables ( y˜1(t) = ψrd(t) − ψ0rd, y˜2(t) = ωe(t) − ω0e). Furthermore, the steady-state
values ψ0rd and ω
0
e are taken as the reference signals to the control system and they can
be included inside the objective function in the sequel.
3.2.2 Laguerre Function
Laguerre function is one type of orthonormal basis function, which is a series expansion
of real functions that satisfies sequence of defined properties. The Laguerre function is
Chapter 3. Centralized Model Predictive Control 35
applied to the MPC design for tracking the trajectory within the control horizon. From
the literature [87, 88], suppose that a set of real functions li(t), i = 1, 2, ... is defined as
an orthonormal set within [0,∞) if
∫ ∞
0
l2i (t)dt = 1 (3.4)∫ ∞
0
li(t)lj(t)dt = 0 (3.5)
where i 6= j. Given an arbitrary function f(t), which satisfies
∫ ∞
0
f(t)2dt = 0 (3.6)
A complete orthonormal function set li(t) has relation as follows∫ ∞
0
f(t)li(t)dt = 0 (3.7)
The objective to apply orthonormal basis function is to approximate the control tra-
jectory in continuous-time domain, then the arbitrary function f(t) is approximated by
applying orthonormal expansion [89].
f(t) =
∞∑
i=1
cili(t) (3.8)
where ci, i = 1, 2... are the coefficients of the expansion approximation. However, in the
real application computation, the number of the approximations i can be infinity. There-
fore, with the finite number N of coefficients, the arbitrary function f(t) is approximated
with respective error, ∫ ∞
0
(f(t)−
N∑
i=1
cili(t))
2dt < ε (3.9)
where the approximation error ε reduces while the integer N increases.
Laguerre functions are one set functions that satisfy the properties of orthonormal func-
tions [90, 91] and have defined functions as, for any p > 0,
l1(t) =
√
2p× e−pt
l2(t) =
√
2p(−2pt+ 1)e−pt
... =
...
li(t) =
√
2p
e−pt
(i− 1)!
di−1
dti−1
[ti−1e−2pt] (3.10)
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The Laguerre function is generated by defining the initial condition, at t = 0, the state
vector L(0) =
√
2p[1 1 . . . 1]T , then the Laguerre function state vector L(t) satisfies


l˙1(t)
l˙2(t)
...
l˙N (t)

 =
Ap︷ ︸︸ ︷

−p 0 . . . 0
−2p −p . . . 0
...
. . .
. . .
...
−2p . . . −2p −p




l1(t)
l2(t)
...
lN (t)

 (3.11)
Therefore, the Laguerre function has two parameters to be defined, p is the time scaling
factor and N is the dimension of the stator vector.
The final control objective of MPC is computing the derivative of the optimal control
trajectory u˙(τ), where τ is within the moving time window from ti to ti + Tp. Since
the continuous-time control trajectory is finally computed, the Laguerre functions are
generated to approximate the trajectory at the time τ . Therefore, for 0 ≤ τ ≤ Tp,
u˙(τ) ≈
N∑
i=1
cili(τ) = L(τ)
T η (3.12)
where η = [c1 c2 . . . cN ]
T is the optimal control coefficient. So that, the optimal MPC
result is computing η vector instead of u˙(τ).
3.2.3 Optimal Control Design without Constraints
In order to compute the optimal control solution, several steps are discussed in this
section. Firstly, at the current time ti, the predicted response trajectory of the error
state variable vector x˜(t) = x(t)− x0 based on the plant model, where x0 is the steady-
state vector of x(t). At future time τ , where τ > 0, is described as follows
x˜(ti + τ |ti) = eAτ x˜(ti) +
∫ τ
0
eA(τ−γ)Bu˙(γ)dγ (3.13)
where γ presents the time variable within the prediction window to distinguish from τ ,
due to the previous analysis of the augmented model, the effect of the disturbance terms
is neglected in the future prediction.
Since induction motor model has 2 inputs, the control signal vector and input matrix B
can be written as
u˙(τ) = [u˙1(τ) u˙2(τ)]
T
B = [B1 B2]
T
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The approximation by using Laguerre functions to both control signals leads to
u˙1(τ) = L1(τ)
T η1
u˙2(τ) = L2(τ)
T η2
Therefore, the prediction of future state at time τ (3.13) is re-written with orthonormal
expansion
x˜(ti + τ |ti) = eAτ x˜(ti) + φ(τ)T η (3.14)
where φ(τ)T is the convolution integral
φ(τ)T =
∫ τ
0
eA(τ−γ)[B1L1(γ)T B2L2(γ)T ]dγ
and the coefficient vector η contains the two sub-coefficient vectors η1 and η2:
ηT = [ηT1 η
T
2 ]
therefore, the matrix φ(τ)T has dimension of n × (N1 + N2) and the optimal control
coefficient vector has dimension of N1 +N2.
By substituting the predicted state trajectory into the state-space model, the prediction
of future output at time τ is written as
y(ti + τ |ti) = CeAτ x˜(ti) + Cφ(τ)T η (3.15)
Secondly, the cost function is derived for the predictive control design. In the traditional
predictive control design (for example,[23]), at time ti, the cost function is often chosen
as
J =
∫ Tp
0
(
(r(ti)− y(ti + τ | ti))T (r(ti)− y(ti + τ | ti)) + u˙(τ)TRu˙(τ)
)
dτ, (3.16)
where r(ti) = [r1(ti) r2(ti)]
T is the reference vector for the outputs ψrd(t) and ωe(t) at
the sampling time ti. Without constraints, the objective of model predictive control in
the case of set-point following is to find the control law that will drive the predicted
plant output y(ti + τ | ti) as close as possible, in a least squares sense, to the future
trajectory of the set-point r(ti). The assumption is that the set-point signal r(ti) is a
constant (or a set of constants) within the optimization window.
The cost function, which is similar to the classical Linear Quadratic Regulator (LQR),
is used as follows
J =
∫ Tp
0
(x˜(ti + τ |ti)TQx˜(ti + τ |ti) + u˙(τ)TRu˙(τ)dτ (3.17)
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where x˜(ti + τ | ti) = x(ti + τ | ti) − x0, Q and R are semi-positive and positive
definite matrices. Note as stated before that the first part of state vector x(t) is x˙m(t)
having a zero steady-state vector and the second part of x(t) has its steady-state vector
corresponding to the reference signals because of the augmented model used in the
design (see (3.3)). More specifically, for the induction motor control application, the
steady-state vector is defined as
x0 =
[
0 0 0 0 ψ0rd ω
0
e
]T
(3.18)
This formulation is convenient for the gain scheduled predictive control system because
when the operation condition changes, the steady-state vector x0 is varied according to
the set-point signals. We can either pre-define the operating conditions in the design
stage of the predictive control system or use the actual reference signal values to define x0
in real-time. The latter approach is used in the implementation here. The cost function
(3.16) used in the traditional model is identical to the LQR type of cost function (3.17)
when the weighting matrix Q is chosen to be CTC where C is the output matrix,
C = [o2×4 I2×2], and the reference signals are used as the steady-state values of the
output variables.
The cost function (3.17) contains two terms: predicted future system response and the
change of control signal. The second term of cost function is reorganized by assuming
R is a diagonal matrix R = diag{rk}, where k = 1, 2.
∫ Tp
0
u˙(τ)TRu˙(τ)dτ =
2∑
k=1
∫ Tp
0
rku˙k(τ)
2dτ (3.19)
Since the property of the orthonormal functions,
∫∞
0 L1(τ)L1(τ)
Tdτ is equal to the
identity matrix, which is also true for
∫∞
0 L2(τ)L2(τ)
Tdτ . So that, the second term of
the cost function is expressed, by assuming R to be a diagonal matrix and sufficiently
large prediction horizon Tp:
∫ Tp
0
u˙(τ)TRu˙(τ)dτ = ηTRLη (3.20)
where RL is a block diagonal matrix with two blocks corresponding to the weights on
the control signals.
By substituting the prediction equation (3.14) into the cost function (3.17), it becomes:
J =
∫ Tp
0
(eAτx(ti) + φ(τ)
T η)TQ(eAτ x˜(ti) + φ(τ)
T η)dτ + ηTRLη (3.21)
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which is a quadratic function with respect to η:
J = ηT [
∫ Tp
0
φ(τ)Qφ(τ)Tdτ +RL]η + 2η
T
∫ Tp
0
φ(τ)QeAτdτx˜(ti)
+x˜(ti)
T
∫ Tp
0
eA
T τQeAτdτx˜(ti) (3.22)
By defining two matrices as follows
Ω =
∫ Tp
0
φ(τ)Qφ(τ)Tdτ +RL (3.23)
Ψ =
∫ Tp
0
φ(τ)QeAτdτ (3.24)
the objective function (3.22) has the compact expression:
J = ηTΩη + 2ηTΨx˜(ti) + x˜(ti)
T
∫ Tp
0
eA
T τQeAτdτx˜(ti) (3.25)
completing the squares in the cost function leads to
J = [η +Ω−1Ψx˜(ti)]TΩ[η +Ω−1Ψx˜(ti)]
+x˜(ti)
T
∫ Tp
0
eA
T τQeAτdτx˜(ti)− x˜(ti)TΩTΨ−1Ωx˜(ti) (3.26)
Since the last two terms are independent of η the parameter vector η, the minimum of
the cost function is achieved if the first term is set to zero, that is,
η = −Ω−1Ψx˜(ti) (3.27)
After the computation of optimal control coefficient vector η, the control trajectory u˙(τ)
is re-constructed with the Laguerre functions
u˙(τ) =
[
L1(τ)
T O2
O1 L2(τ)
T
]
η
where O1 and O2 are zeros vectors with their dimensions equal to those of L1(τ)
T and
L2(τ)
T .
The principle of receding horizon control strategy is to use the information from the first
sample of the control trajectory. Hence, at the sampling time ti, the optimal control
u˙(ti) for the unconstrained problem is
u˙(ti) =
[
L1(0)
T O2
O1 L2(0)
T
]
η (3.28)
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The actual control signal is computed using
u(ti) = u(ti−1) + u˙(ti)∆t (3.29)
where ∆t is the sampling interval used in the implementation of the continuous-time
predictive control system.
Without constraints, the optimal control solution can also be expressed as state feedback
control
u˙(t) = −Kmpcx˜(t) (3.30)
where the feedback control gain matrix is
Kmpc =
[
L1(0)
T O2
O1 L2(0)
T
]
Ω−1Ψ (3.31)
The data matrices Ω and Ψ are computed off-line as the process of continuous-time MPC
design. Therefore, in the unconstrained case, while the feedback gain matrix Kmpc is
computed off-line as shown in (3.31), the on-line computation only includes equation
(3.30). Furthermore, the location of closed-loop poles is evaluated by calculating the
eigenvalues of (A−BKmpc). In this design, the Laguerre scaling parameters p1, p2 and
the numbers of terms used, N1, N2, are the performance tuning parameters. When
the numbers of terms are large, with a long prediction horizon Tp, the derivative of the
control trajectory u˙(.) closely matches the underlying optimal control trajectory defined
by the linear quadratic regulator (LQR) ([19]).
In the application of the induction motor, for a given operating condition, the time
varying components of the dynamic model are calculable, so that a LTI model will be
obtained for the MPC design. For example, the velocity and flux references are set at the
rated values: ω∗r = 1400 RPM and ψ
∗
rd = 0.6 Wb. The MPC control setup includes: the
Lageurre function parameters N = 6 and p = 20, prediction horizon Tp = 0.5, weighting
factor rk = 1, then the closed-loop eigenvalues are derived as
[−139.72± j288.84 − 68.46 − 1.43± j2.16 − 5.39× 10−6]
where one pole is almost located at the origin and another pair of poles is very closed
to the origin as well. Thus, the feedback control is considered as marginally stable, the
change of tuning parameter rk could affect the closed-loop eigenvalues, Table 3.1 shows
that smaller weighting parameter rk does push the dominant eigenvalues away from the
origin but not significant. Therefore, the method called exponential data weighting is
applied for such situation.
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Closed-loop eigenvalues
rk = 0.1 −139.72± j288.84 − 68.46 − 3.74± j3.74 − 5.38× 10−5
rk = 0.01 −139.72± j288.84 − 68.46 − 6.57± j6.53 − 5.36× 10−4
rk = 0.001 −139.72± j288.84 − 68.45 − 11.92± j11.88 − 0.0053
rk = 0.0001 −139.72± j288.84 − 68.35 − 21.07± j20.88 − 0.0529
Table 3.1: Closed-loop eigenvalues with different rk
3.2.4 Exponential Data Weighting
From the previous section, the closed-loop eigenvalues are heavily dependent on weight
matrices Q and RL. However, because there are 36 elements in the Q matrix, it is
a complicated matter to find the individual elements and the combination of them to
achieve desired closed-loop performance. As demonstrated, the variation of RL does not
sufficiently change the closed-loop performance as desired.
Exponential weighting is to use a time dependent weighting e−αt (α > 0) in the cost
function of the predictive control system design, in order to produce a numerically well-
conditioned Ω matrix [92]. On the basis of exponential data weighting, a prescribed
degree of stability is to ensure that the eigenvalues of the closed-loop predictive control
system are on the left-hand side of the −β line (β > 0). The locations of the desired
closed-loop eigenvalues are illustrated in Figure 3.2. The detailed information about the
Re
Im
0−β
Figure 3.2: Prescribed degree of stability of −β
exponential data weighting and prescribed degree of stability can be found in [19].
Selection of α. The idea behind the selection of α is to make sure that the design
model with (A−αI) is stable with all eigenvalues on the left-half of the complex plane.
The computation of the prediction when using A− αI is numerically sound.
From a given augmented state-space model (A,B), the eigenvalues of A are determined.
Because the induction motor is a stable system, the unstable eigenvalues of A come from
the integrators that have been embedded in the model. In this case, any α > 0 will serve
the purpose of exponential data weighting.
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Once the exponential weight factor α is selected, the eigenvalues of the matrix A − αI
are fixed. Since this matrix is stable with an appropriate choice of α, the prediction of
the state variables is numerically sound. In general, if the eigenvalues of A − αI were
further away from the imaginary axis on the complex plane, then a smaller Tp would be
required.
Selection of degree of stability β The closed-loop performance of a predictive control
system so far is determined by the choice of Q and R matrices. The tuning could be
very time consuming as it often requires finding the off-diagonal elements in Q and R to
achieve satisfactory performance. Now, with the additional parameter β that dictates
the degree of stability, the closed-loop eigenvalues of the predictive control system are
effectively positioned to the left-hand side of the −β line on the complex plane. The
parameter β will be used to shift the closed-loop eigenvalues of the predictive control
system.
With the parameter β chosen, which is the degree of stability, the following Riccati
equation is solved for the P matrix:
P (A+ βI) + (A+ βI)TP − PBR−1BTP +Q = 0. (3.32)
MATLAB script can be used for this solution:
[K,P,E]= lqr(A+beta*eye(n,n), B, Q, R);
The matrix Qα is determined, with the values of α, β and P , using
Qα = Q+ 2(α+ β)P.
The augmented state-space model (A,B) is modified for use in the design. The matrix
B is unchanged, however, the matrix A is modified to become
A− αI
With this set of performance parameters (Qα, R) and the design model (A−αI,B), the
predictive control problem is converted back to the original problem stated in Sections
3.2-3.2.3.
The Parameters in Laguerre Functions. When N increases, the predictive control
trajectory converges to the underlying optimal control trajectory of the linear quadratic
regulator. However, with a small N , the scaling factor in the Laguerre functions p will
affect the closed-loop response. p could be chosen close to the smallest magnitude of the
eigenvalue from the LQR design, then increasing the parameter N until the closed-loop
eigenvalues from predictive control system become close to those produced by the LQR
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system.
To demonstrate the effectiveness of the tuning procedure, the example presented in Table
3.1. For instance, if the parameters remain identical to the previous case, except the
exponential data weighting with prescribed degree of stability is applied by choosing
the tuning parameters α = 1.2 and β = 20. The comparative results are illustrated in
Figure 3.3. It is interesting to note that for this set of tuning parameters, the largest
eigenvalue in the original design was located at −0.0529 and is shifted to −20 in the
tuning procedure with α and β parameters, but for those already located on the left of
the s = −β = −20, little change occurred.
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Figure 3.3: Closed-loop eigenvalues for CMPC. Key: (1) without exponential data
weighting; (2) α = 1.2 and β = 20
3.2.5 CMPC with Constraints
The strength of the continuous-time model predictive control system lies in the con-
ceptual and computational simplicity when tackling the constrained control problem.
It is paramount that suitable operational constraints are in place for the safety of the
equipment. In this thesis, the constraints implementation is established by using on-line
Quadratic Programming (QP) technique.
The input constraints on the control signal magnitude usd(t) and usq(t) will be imposed
in the design and implementation. Assuming that the constraints are denoted for the
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upper and lower limit of the control signal as
[uminsd u
min
sq ]; [u
max
sd u
max
sq ]
the following inequalities are specified for each control signal:
uminsd ≤ usd(t) ≤ umaxsd
uminsq ≤ usq(t) ≤ umaxsq
From the optimal control section, The calculation of the amplitude of control signal is
shown as
u(ti) = u(ti −∆t) + L(0)T η∆t
where ∆t is the sampling interval and L(0)T η is the first element of the control derivative
within the optimization window. Then, the inequality constraints become
umin − u(ti −∆t) ≤ L(0)T η∆t ≤ umax − u(ti −∆t)
However, the above inequality only contains the initial information of the control tra-
jectory, in the MPC constraints design, not only the present implemented control signal
is limited, but the future predicted control trajectory is also considered within the con-
straints limit. Since at the arbitrary time τi, the control signal is obtained as
u(τi) = u(ti) +
∫ τi
0
L(γ)T ηdγ = u(ti) + (L(τi)
T − L(0)T )A−Tp η
Finally, the constraints implementation is formulated as
−Cuη ≤ −umin + u(ti −∆t)
Cuη ≤ umax − u(ti −∆t)
where Cu = L(0)
T∆t+ L(τi)
TA−Tp − L(0)TA−Tp .
Then, the optimal solution of the MPC control with constraints is solved using quadratic
programming, which has been extensively studied in the literature [19, 93, 94]. In this
thesis, the detail of the QP theory is not included, but the relevant application will be
discussed. The general expression of the objective function, with the decision variable
x, is obtained from the literature:
J = 12x
TEx+ xTF
Mx ≤ λ
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where E, F , M and λ are compatible matrices and vectors in QP problem. For MPC
control situation, the problem is written as minimizing
J =
1
2
ηTΩη + ηTΨx(t)
subject to constraints
Aconsη ≤ b
where b = [−umin+ u(ti−∆t) umax− u(ti−∆t)]T . Thus, the quadratic programming
procedure has to be computed on-line in real-time, due to the continuously updated
state variable x(t) and the previous sample of control signal u(ti − ∆t). However, the
computational load of the matrix operation is heavy, so that the Hildreth’s quadratic
programming is introduced, to solve the optimal solution for one component only at a
time, by using a for loop, the computational time could be reduced.
3.2.6 State Feedback Observer
In continuous-time MPC design, the state variable vector contains the derivatives of the
current signals.
x(t) = [i˙sd(t) i˙sq(t) ψ˙rd(t) ω˙r(t) ψrd(t) ωr(t)]
T
Because these signals are generally noisy, differentiation of the current signals is to be
avoided for the reason that the derivative operation will amplify the noise in the current
signals. A strategy is thus to use a state observer for estimating the state variables,
which is also acting as a filter to the measurement noise.
The observer equation for such an application has the following form:
dxˆ(t)
dt
= Axˆ(t) +Bu˙(t) +Kob(y(t)− Cxˆ(t)) (3.33)
where xˆ(t) is an estimate of x(t), Kob is the observer gain and (A,B,C) are the system
matrices of the augmented model. u˙(t) is obtained from the solution of the predictive
control.
The observer gain matrix Kob is chosen according to closed-loop performance specifica-
tion of the observer system and the pair of system matrices (A, C) [92, 95]. For instance,
the computation of the observer gain Kob could be performed using the MATLAB func-
tion lqr, as
Kob = lqr(A
′, C ′, Qob, Rob)′;
where A and C are system matrices of the augmented model, Qob and Rob are weighting
matrices of the observer. Design of an observer is a dual task of the design of a controller,
thus the use of transposes of A and C matrices in the lqr function.
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The continuous-time observer equation (3.34) is discretized for implementation, leading
to
xˆ(ti +∆t) = xˆ(ti) + (Axˆ(ti) +Bu˙i(t) +Kob(y(ti)− Cxˆ(ti)))∆t (3.34)
Thus, based on the current sample information of the optimal control solution u˙(ti) and
the error signal y(ti)−Cxˆ(ti), the next sample of state estimate xˆ(ti+∆t) is computed.
To complete this section, Figure 3.1 is used to illustrate the configuration of the continuous-
time MPC for speed control. The controlled outputs are the rotor flux ψrd and the
mechanical motor speed ωm, and the control signals are, usd and usq. A Luenberger
Observer is introduced for the estimation of the synchronous flux position ωs for d − q
transformation, and the rotor flux ψrd for feedback. An observer is used to estimate the
state variable vector x(t) in order to avoid differentiation of the current signals.
3.2.7 Simulation and Experimental Results
In this section, the continuous-time predictive control algorithm derived for induction
motor is evaluated firstly using Simulink simulation program, secondly using the test-
bed. Since the settings of both simulation and experiment are explained in Appendix
B, only the controller information is discussed here.
The steady-state parameters used to obtain the linear model for the induction motor
are listed in Table 3.2. The Luenberger observer gain is defined as 1.3. In the design
of the continuous-time predictive controller, the prediction horizon Tp, the Laguerre
parameters N1 = N2 = N , p1 = p2 = p, the exponential data weighting parameter
α and the prescribed degree of stability parameter β are also listed in Table 3.2. The
weighting matrices R = I (I being the identity matrix) and Q = CTC where C is the
output matrix for the augmented model. Exponential data weighting is used to improve
the numerical condition of the Hessian matrix Ω, where α = 1.2 is selected. Together
with the prescribed degree of stability, the closed-loop eigenvalues of the predictive
control system are positioned to the left of the s = −β line where β = 20.
The constraints on both stator voltages are specified as
−90.1 ≤ usd ≤ 90.1; − 286.4 ≤ usq ≤ 286.4
Although the predictive controller is designed using the continuous-time model, the dis-
cretization occurs at the implementation stage. In general, a smaller sampling interval
would be preferred for its results in a smaller approximation error associated with the
discretization. However, due to the on-line computational cost that restricts how fast
the sampling rate could be, the experimental setup only allows the sampling interval ∆t
not be less than 200µs. Thus, in both simulations and experiments, the continuous-time
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model predictive controller is implemented using the lowest sampling interval possible
(∆t = 200µs).
i0sq TL ω
0
r ω
0
s ψ
0
rd N p Tp α β
0.4194 A 0.5Nm 1400RPM 298.4 rad/s 0.6Wb 6 20 0.5 1.2 20
Table 3.2: Continuous-time MPC parameter definition
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Figure 3.4: Simulation results of speed control using continuous-time MPC. Key:
line(1) Actual feedback measurement; line (2) Set-point signal
Simulation results. The simulation results for the continuous-time model predictive
control of induction motor are shown in Figure 3.4. As expected, the velocity response
ωm converges to the steady-state value of 1400RPM (see Figure 3.4(a)), while the rotor
flux response ψrd converges to 0.6Wb (see Figure 3.4(b)). Both output responses have no
steady state error and have the settling times within 0.4 sec. Note that in the predictive
controller design the dominant constant of the closed-loop predictive control system is
approximately 1/β. With β = 20, the closed-loop settling time could be estimated as
5/β = 0.25 seconds. It seems that the settling time for both outputs is larger than 0.25
sec. This is because the constraint on usd becomes active during the transient response
(see Figure 3.4(c)) that resulted in slower closed-loop responses for both outputs. The
Chapter 3. Centralized Model Predictive Control 48
stator currents are part of the state variables and there are no constraints imposed on
the currents (see Figure 3.4(d)).
To demonstrate how the tuning parameter β affects the closed-loop response, Figure
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Figure 3.5: Simulation results of CMPC with different β values. Key: line(1) Set-
point signal; line (2) β = 20; (3) β = 15; (4) β = 10; (5) β = 5
3.5 shows the closed-loop output responses for five different values of β varying from
5 to 20. Because of the effects of the control signal constraints, although five sets of
closed-loop poles, the closed-loop responses have similar response times for first four
cases except the one associated with β = 5 which has longer setting time (see Figure
3.5). One comment is that with the continuous-time model predictive control system,
the closed-loop response times for the electrical and the mechanical systems are in the
same time scale, as demonstrated in the simulation studies.
In the experimental evaluation, the parameter for the prescribed degree of stability
is selected as β = 15 while the rest of the parameters remain unchanged from the
simulation evaluations. There are two sets of experimental results presented for the
evaluation. The first set of control experiments is performed without the state observer
where derivatives in the augmented state vector are calculated using their first order
approximations:
dxm(t)
dt
=
xm(ti)− xm(ti −∆t)
∆t
The second set of experiments is performed with a full state observer in which the ob-
server is designed using MATLAB ’lqr’ function with the weighting matrices chosen as
Qob = I and Rob = 10
−5I. The experimental results for the first case are illustrated
in Figure 3.6 and the second case in Figure 3.7. When comparing these two figures,
it is seen that the closed-loop velocity response has about the same response time (see
Figure 3.6(a) and 3.7(a)), the rotor flux response has a larger peak when the observer
is used (see Figure 3.6(b) and 3.7(b)), the noise in the control signals has reduced when
using observer (see Figure 3.6(c) and 3.7(c)). On the other hand, it seems that without
the observer, although the noise effect is larger, the closed-loop dynamic system has a
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Figure 3.6: Experimental results of speed control using continuous-time MPC. Key:
line(1) Actual feedback measurement; line (2) Set-point signal
faster response. Particularly, this is seen in the response of the rotor flux, which has a
smaller peak without using the observer (see Figure 3.6(b)). This is because the closed-
loop poles of the state estimate predictive control system consist of the poles from the
predictive control system as well as from the observer error system.
Overall, the experimental results are similar to the simulation results (see Figure 3.6 and
3.4). This means that the physical simulation model has a high fidelity when comparing
with the actual test-bed.
Based on the results obtained in this section, the speed control using single MPC con-
troller is evaluated using one operating condition. However, in the real life applications,
the induction motor might be operated in different conditions. The research question
remains how to linearize the induction motor model for the design of the linear MPC
controller.
Chapter 3. Centralized Model Predictive Control 50
0 0.5 1 1.5 2 2.5 3
0
500
1000
1500
Time (sec)
ω
m
 
(R
PM
)
 
 
1
2
(a) Speed control
0 0.5 1 1.5 2 2.5 30
0.5
1
1.5
Time (sec)
ψ r
d 
(W
b)
 
 
1
2
(b) Flux control
0 0.5 1 1.5 2 2.5 3−100
0
100
Time (sec)
u
sd
 
(V
)
0 0.5 1 1.5 2 2.5 3−500
0
500
Time (sec)
u
sq
 
(V
)
(c) Control signals
0 0.5 1 1.5 2 2.5 3−10
0
10
i sd
 
(A
)
0 0.5 1 1.5 2 2.5 3−10
0
10
20
Time (sec)
i sq
 
(A
)
(d) Current measurement
Figure 3.7: Experimental results of speed control using continuous-time MPC with
state observer. Key: line(1) Actual feedback measurement; line (2) Set-point signal
3.3 Gain-Scheduled Continuous-time MPC
In the section, the gain-scheduled method is proposed to counteract the time-varying
model of the induction motor. The idea is to firstly design a set of linear controllers with
respect to different operating conditions, then switch between these controllers according
to the actual feedback of the system states.
Therefore, in order to apply the gain-scheduled method, a number of linear continuous-
time MPC controllers are designed based on different operating conditions, then the
controllers gain is switched based on the actual operating states, which is the mechanical
motor speed in this case.
3.3.1 Introduction
From the previous section, the limitation of the controller design is that the operating
speed and flux set-point has to be pre-defined, if speed reference changed to be different
with the one defined in the model, then, the modelling error will be enlarged. Figure
3.8 illustrates the speed control with the variable set-point values by using the MPC
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Figure 3.8: Variable speed reference controlled by MPC using single operating con-
dition. Key: line(1) Actual feedback measurement; line (2) Set-point signal
controller in the previous section, which has the operating condition defined at ω0r =
1400rpm and the rest parameters are defined as identical to previous Table 3.2.
The oscillations are obtained at the low speed range, since the set-point value is far away
from the pre-defined value in the model that is used for control design. As a comparison,
the result is much better when the motor is operating at the speed that is close to the pre-
defined operating condition. Therefore, it is not appropriate to control the induction
motor over all speed range using a single linear MPC controller. By applying gain-
scheduling method, a number of different operating conditions or equilibrium points are
pre-defined, in order to design number of linear MPC controllers, according to the real-
time state, the feedback controller gain will alter respectively.
However, the mathematical model used previously has two time-varying parameters:
ωs(t) and ωe(t). From Chapter 2, the alternative linearized model has been derived with
only one determinate parameter ω0e , since one-dimension switching is much simpler than
two-dimension. Additionally, the parameter ωs(t) is not measurable in the real-time
implementation. Thus, the following linear model is applied for the Gain-Scheduled
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continuous-time MPC design.
dxm(t)
dt
= Amxm(t) +Bmu(t) + µ
0
y(t) = Cmxm(t) (3.35)
where xm(t) = [isd(t) isq(t) ψrd(t) ωe(t)]
T , u(t) = [usd(t) usq(t)]
T , and with the coeffi-
cient κt =
3ZpLh
2LrJm
, the matrices Am and Bm are defined as
Am =


− 1τ ′σ ω
0
e +
2Lh
τr
i0sq
ψ0
rd
kr
rστrτ ′σ
− Lhτr
(i0sq)
2
(ψ0
rd
)2
i0sq
−ω0e − Lhτr
i0sq
ψ0
rd
− 1τ ′σ −
Lh
τr
i0
sd
ψ0
rd
− krrστ ′σω
0
e +
Lh
τr
i0sqi
0
sd
(ψ0
rd
)2
− krrστ ′σψ
0
rd − i0sd
Lh
τr
0 − 1τr 0
0 Zpκtψ
0
rd Zpκti
0
sq − fdJm


Bm =


1
rστ ′σ
0
0 1rστ ′σ
0 0
0 0

 ;Cm =
[
0 0 1 0
0 0 0 1
]
The constant bias vector µ0, consisting of the steady-state parameters, is given by,
µ0 =
[
−ω0e i0sq + Lhτr i0sqψ0rd −
Lh
τr
(isq)0
ψ0
rd
ω0e i
0
sd +
kr
rστ ′σ
ψ0rd 0 Zpκti
0
sqψ
0
rd − TLJm
]T
Inside the model, the operating conditions of parameters ω0e , ψ
0
rd, i
0
sd and i
0
sq need to
be pre-defined, since ψ0rd is equal to the set-point value, i
0
sd is derived based on model
equation (2.23) where dψrd(t)dt = 0 in the steady-state.
i0sd =
ψ0rd
Lh
the i0sq value definition is relatively complicated, which is derived based on the mechanical
equation (2.30) where dωr(t)dt = 0.
i0sq =
(fd/Jm)ω
0
r + TL
κtψ0rd
Furthermore, the selection of the pre-defined operating conditions and the covered
range of these operating conditions should be considered before the control design. The
decision is made by obtaining the closed-loop eigenvalues from
eig{A(t)−BK0mpc}
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Figure 3.9: Determinant closed-loop eigenvalues of K0mpc with A(t)
where A(t) is the augmented system matrix with time-varying ωe(t) and Kmpc is the
feedback gain of the MPC controller computed based on a pre-defined ω0e .
The impact of the time varying system matrix A(t) will reflect on the location of closed-
loop eigenvalues, where the time-varying parameter ωr(t) is chosen from 100rpm to
2000rpm with an increment of 100rpm, ωe(t) = ωr(t) × Zp × 2pi60 rads/s. Meanwhile,
the feedback predictive controller gain Kmpc is derived based on linearised model with
ω0r = 1400rpm and the rest parameters are defined to be identical to Table 3.2. The
eigenvalues are plotted within one complex plane as shown in Figure 3.9, note that only
the determinant poles are displayed.
Inside of the graph, the blue crosses represent the eigenvalues of the system matrix A(t)
with ω0r = 1400rpm. Inside the low speed range of the dynamic model, the closed-loop
control system tends to be unstable, with the prescribed degree of stability at β = 20,
the closed-loop eigenvalues across the −β line for the mathematical model with ωr(t)
less than 400 rpm. Finally, the closed-loop system is unstable when ωr(t) = 100 rpm.
For the higher speed region, the imaginary part of the closed-loop eigenvalues increases
progressively, which will lead to large overshoot and longer response time as well as the
oscillation in the closed-loop response.
Therefore, the operating conditions are chosen as low-speed operation (ωle), median speed
operation (ωme ) and high speed operation (ω
h
e ). With the three operating conditions
selected and steady-state parameters defined, three linear time invariant models are
derived for this situation. Since the electrical rotor speed ωe(t) is the key parameter
that leads to the time variation for the model, this parameter, which is measurable
in real-time feedback, will be used as the identifier for the operating conditions of the
induction motor. In addition, it is worthwhile to note that the variables in the linear
time-invariant model (3.35) are the actual physical variables as their steady-state values
have not been subtracted. However, the model is only valid at the operating conditions
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defined by the set of steady-state parameters, ω0s , ω
0
e , i
0
sq, i
0
sd, ψ
0
rd.
3.3.2 Revised Approach of Constraints Implementation
In the case of induction motor control, all constraints under consideration are input vari-
able constraints, which are the stator voltages usd and usq. Assuming that the DC-bus
voltage is supplied with Vdc Volt, and with the modulation limitation, the manipulated
variables are constrained by the following relation:
√
u2sd + u
2
sq ≤
Vdc√
3
(3.36)
This is a quadratic constraint with respect to the input variables. The constrained pre-
dictive control problem becomes quadratic optimization subject to quadratic constraints.
The solution to this nonlinear constrained optimization problem demands a substantial
amount of on-line computational power, and the nonlinear optimizer also complicates
the real-time implementation of the gain scheduled predictive control algorithm.
The proposed solution is to approximate the quadratic constraint (3.36) using eight
linear approximate constraints so that the constrained predictive control problem can
be solved using a Quadratic Programming (QP) procedure for on-line implementation.
Figure 3.10 shows the constraint equation (3.36), which is the area of a circle with the
radius of Vdc√
3
. In order to obtain the linear approximation, the circular area is approxi-
mated using the area of an octagon as shown in Figure 3.10. For notational simplicity,
usd and usq are denoted as f and g, and a unit circle is chosen for the initial analysis.
On Figure 3.10, the eight pairs of the coordinates are marked in anti-clock wise manner,
and similarly marked are the eight straight lines. The values of the coordinates are given
in Table 3.3.
Table 3.3: The values of the coordinates
k 1 2 3 4 5 6 7 8
fk 1
1√
2
0 − 1√
2
−1 − 1√
2
0 1√
2
gk 0
1√
2
1 1√
2
0 − 1√
2
−1 − 1√
2
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Figure 3.10: Approximation of circular area using the area of octagon
There are four inequalities associated with the upper part of the circle, and four reversed
inequalities associated with the lower part of the circle. For k = 1, 2, 3, 4, the inequalities
for the upper part of the circle are expressed as
g − gk − gk+1
fk − fk+1 f ≤ −
gk − gk+1
fk − fk+1 fk + gk (3.37)
For k = 5, 6, 7, the inequalities for the lower part of the circle are expressed as
g − gk − gk+1
fk − fk+1 f ≥ −
gk − gk+1
fk − fk+1 fk + gk (3.38)
For k = 8, the inequality is
g − g8 − g1
f8 − f1 f ≥ −
g8 − g1
f8 − f1 f8 + g8 (3.39)
The linear inequalities can be written in general forms as
αkf + βkg ≤ γk (3.40)
or
αkf + βkg ≥ γk (3.41)
where αk = − gk−gk+1fk−fk+1 , βk = 1 and γk = −
gk−gk+1
fk−fk+1 fk + gk for k = 1, 2, 3, 4, 5, 6, 7. For
k = 8, αk = − g8−g1f8−f1 , βk = 1 and γk = −
g8−g1
f8−f1 f8 + g8. Note that the parameters
αk and βk are independent of the radius of the circle, however, the parameter γk is
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proportional to the radius, which is in the case of induction motor control, Vdc√
3
. Thus,
all γk, k = 1, 2, . . . , 8 will multiply the radius to obtain their actual values for the specific
application.
For the induction motor control problem, f = usd(t) and g = usq(t). The next task is
to reformulate the inequalities with the Laguerre coefficient vector η so that the linear
inequalities become the linear inequality constraints in the design of predictive control.
Taking the example of first four inequalities, by imposing the constraints on the first
sample of the control signals, at the sampling instant ti, the inequalities are
αkusd(ti) + βkusq(ti) ≤ γk (3.42)
for k = 1, 2, 3, 4. Since the control variables are related to the Laguerre coefficient vector
through
usd(ti) = usd(ti −∆t) + L1(0)T η1∆t (3.43)
usq(ti) = usq(ti −∆t) + L2(0)T η2∆t (3.44)
where L1(0)
T =
√
2p1
[
1 1 . . . 1
]
and L2(0)
T =
√
2p2
[
1 1 . . . 1
]
; η1 and η2
are the Laguerre coefficient vectors for u˙sd and u˙sq respectively. By substituting (3.43)
and (3.44) into (3.42), the following inequality expression is obtained:
αkL1(0)
T∆tη1 + βkL2(0)
T∆tη2 ≤ γk − αkusd(ti −∆t)− βkusq(ti −∆t) (3.45)
which is, in vector form,
[
αkL1(0)
T∆t βkL2(0)
T∆t
] [ η1
η2
]
≤ γk −
[
αk βk
] [ usd(ti −∆t)
usq(ti −∆t)
]
(3.46)
Similarly, for k = 5, 6, 7, 8, the kth inequality is expressed as
[
αkL1(0)
T∆t βkL2(0)
T∆t
] [ η1
η2
]
≥ γk −
[
αk βk
] [ usd(ti −∆t)
usq(ti −∆t)
]
(3.47)
which is equivalent to
−
[
αkL1(0)
T∆t βkL2(0)
T∆t
] [ η1
η2
]
≤ −γk +
[
αk βk
] [ usd(ti −∆t)
usq(ti −∆t)
]
(3.48)
By combining the inequalities represented by (3.46) and those by (3.48), and writing
them in a vector form, the linear inequality constraints for the design of model predictive
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control are obtained:

α1 β1
α2 β2
α3 β3
α4 β4
−α5 −β5
−α6 −β6
−α7 −β7
−α8 −β8


[
L1(0)
T O2
O1 L2(0)
T
]
∆tη ≤


γ1
γ2
γ3
γ4
−γ5
−γ6
−γ7
−γ8


+


−α1 −β1
−α2 −β2
−α3 −β3
−α4 −β4
α5 β5
α6 β6
α7 β7
α8 β8


[
usd(ti −∆t)
usq(ti −∆t)
]
(3.49)
With the constraints formulated, the continuous-time predictive control problem is ex-
pressed as minimizing the cost function J (3.26) subject to the set of linear inequality
constraints (see (3.49)) in real-time, which is solved using a quadratic programming al-
gorithm ([96]). Moreover, the on-line computational algorithms via finding the active
constraints proposed in ([19], [97]) have been tested in many real-time applications to
achieve reliable and fast solutions of the quadratic programming problem, as demon-
strated in this thesis.
3.3.3 Gain-Scheduled Predictive Controller
Since the plant is a nonlinear system, its linearized model is dependent on its operating
conditions. It is apparent that for a linear model predictive controller to work in a
wide range of operating conditions a gain scheduled predictive controller is needed,
where several linear time-invariant model predictive controllers will be designed for the
operating conditions. This is the actual design of the gain scheduled controller that will
have the capability to interpret the linear predictive controllers and the mechanisms to
ensure the continuity of the control signals.
One approach used in the design of a gain scheduled control system is to assign a set of
weighting parameters with values between 0 and 1 that will correspond to each operating
conditions of the nonlinear system. Here, the parameters λl, λm and λh are used as the
weights for low speed, median speed and high speed operations. In the literature [48],
there are two widely used approaches to calculate the weighting parameters. The first
approach, also the simplest approach, is to assign their values according to the set-point
signal of the system. For instance, when the set-point velocity signal ω0e is at the low
speed where ω0e = ω
l
e, λ
l = 1, λm = 0 and λh = 0; when the desired velocity is at the
median speed (ω0e = ω
m
e ), λ
l = 0, λm = 1 and λh = 0; when the desired velocity is at the
high speed where ω0e = ω
h
e , λ
l = 0, λm = 0 and λh = 1. This approach has taken into
consideration of the changes of plant dynamics due to set-point changes, however, it does
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not consider the possibility that the disturbances could cause the significant changes in
plant dynamics. Hence, with this simple approach, closed-loop instability could occur if
severe disturbances were encountered in plant operation.
The more general approach is to compute the weighting parameters λl, λm and λh
according to the actual measurement of velocity ωe. In order to avoid random triggering
of the model changes in the presence of noises and transient responses, a band is formed
around the desired speed. By assigning a constant δ to the tolerance, the weighting
constants are defined as
−δ + ωle ≤ ωe ≤ ωle + δ λl = 1;λm = 0;λh = 0
−δ + ωme ≤ ωe ≤ ωme + δ λl = 0;λm = 1;λh = 0
−δ + ωhe ≤ ωe ≤ ωhe + δ λl = 0;λm = 0;λh = 1
Outside the band of the desired speed, neither linear models can accurately describe
the dynamic system. A traditional way is to use a combination of these two models
from the close regions. For instance, assuming that the actual operating condition
is between the band of the desired median speed and that of the desired high speed
(ωme + δ ≤ ωe(t) < ωhe − δ), by defining λh (0 ≤ λh ≤ 1) as a function of ωe(t), λh(t)
is calculated using the linear interpretation of the two boundaries between the median
and high speeds given by
λh(t) =
ωe(t)− ωme − δ
ωhe − ωme − 2δ
(3.50)
The weighting parameter λm follows as λm = 1− λh (0 ≤ λm ≤ 1), and λl = 0 for this
region. Similarly, for ωle + δ ≤ ωe(t) < ωme − δ ,
λm(t) =
ωe(t)− ωle − δ
ωme − ωle − 2δ
(3.51)
and λl(t) = 1− λm(t), λh = 0.
Figure 3.11 illustrates the weighting parameters that have been used to represent the
operating regions of the induction motor.
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Figure 3.11: Weighting parameters
The weighting parameters will be used in the gain scheduled predictive control law to
ensure correct selection of the linear model and bumpless transfer from one predictive
controller to another.
Assume that there are three linearized models obtained for the three operating conditions
with their system matrices denoted by (Al, Bl, C l), (Am, Bm, Cm), and (Ah, Bh, Ch),
respectively. Note that the previous cost function (3.26) is based on a linearized model
from a single operating condition. The cost function for the gain scheduled model
predictive control is a combination of cost functions generated for different operating
conditions. By using the weighting parameters λl, λm and λh, the cost function is
chosen as
J = λl(ηTΩlη + 2ηTΨlx˜(ti)) + λ
m(ηTΩmη + 2ηTΨmx˜(ti)) + λ
h(ηTΩhη + 2ηΨhx˜(ti))
= ηT (λlΩl + λmΩm + λhΩh)η + 2ηT (λlΨl + λmΨm + λhΨh)x˜(ti) (3.52)
where x˜(ti) = x(ti)−x0, Ωl, Ωm, Ωh, Ψl, Ψm and Ψh are the predictive control parameter
matrices, computed on the basis of the model parameters for low, median and high
speed of the induction motor. If the reference signals to the system change, then the
components in x0 that correspond to the reference signals will change accordingly. By
similar definition of operational constraints, the Laguerre parameter vector η is found by
minimizing the cost function J (3.52) subject to approximated operational constraints
(3.49). With the optimal Laguerre coefficients vector, the control signal for the gain
scheduled predictive controller is realized at sample time ti via
u(ti) = u(ti−1) + L(0)T η∆t (3.53)
The control signal is ensured not to have a sudden jump effect when the operating
condition changes. This is because the computation of the control signal using (3.53) is
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based on the past sample of the control signal and the derivative of the current control,
and when ∆t→ 0, u(ti) = u(ti−1).
When an observer is used to estimate the state variable vector x(t), it is designed for
each operational condition and implemented using the linear interpretation in the same
manner as the predictive controller.
Assume that the observer gains are K lob, K
m
ob and K
h
ob that are designed using (A
l, C),
(Am, C), and (Ah, C), respectively. The three observer equations are
dxˆ(t)l
dt
= Alxˆ(t)l +Blu˙(t) +K lob(y(t)− Cxˆ(t)l) (3.54)
dxˆ(t)m
dt
= Amxˆ(t)m +Bmu˙(t) +Kmob(y(t)− Cxˆ(t)m) (3.55)
dxˆ(t)h
dt
= Ahxˆ(t)h +Bhu˙(t) +Khob(y(t)− Cxˆ(t)h) (3.56)
At any given time t, there is only one state vector xˆ(t), however different are the mod-
els. Thus, we assign the common state vector xˆ(t) as the weighted outcomes of the
estimated states from (3.54)-(3.56). Similar to the expression of the cost function, the
gain scheduled estimated state vector xˆ(t) is written as
dxˆ(t)
dt
= λl(Alxˆ(t) +Blu˙(t) +K lob(y(t)− Cxˆ(t))) + λm(Amxˆ(t) +Bmu˙(t) +Kmob(y(t)− Cxˆ(t)))
+ λh(Ahxˆ(t) +Bhu˙(t) +Khob(y(t)− Cxˆ(t))) (3.57)
When the differential equation is discretized using first order forward difference approx-
imation, it is written for implementation as
xˆ(ti +∆t) = xˆ(ti) + (λ
lAl + λmAm + λhAh)xˆ(ti)∆t+ (λ
lBl + λmBm + λhBh)u˙(ti)∆t
+ (λlK lob + λ
mKmob + λ
hKhob)(y(ti)− Cxˆ(ti))∆t (3.58)
This implementation of observer also ensures that the observer states will not sudden
jump when the operating condition changes, as when ∆t→ 0, xˆ(ti +∆t) = xˆ(ti).
3.3.4 Simulation and Experimental Results
To evaluate the proposed algorithms, one simulation and two experimental results are
presented in this section, thus the speed control of wide speed range and proposed on-line
constraints implementation are both evaluated.
There are three linear models used in the gain scheduled model predictive control system.
The operating condition for low speed operation is selected as ωl = 200 rpm; for median
speed operation is ωm = 700 rpm; and for high speed operation is ωh = 1400 rpm.
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Model 1 Model 2 Model 3
Velocity ω0r 200rpm 700rpm 1400rpm
Flux ψ0rd 0.6Wb 0.6Wb 0.6Wb
Number of terms N1 = N2 6 6 6
Scaling parameter p1 = p2 40 40 40
Prediction horizon Tp 0.5 0.5 0.5
Exponential weighting parameter α 1.2 1.2 1.2
Closed-loop pole position β 30 30 25
Hysteresis parameter δ 50 50 50
Table 3.4: Controller design and implementation parameters
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Figure 3.12: Simulation result of speed control using Gain-Scheduled MPC. Key:
line(1) Actual feedback measurement; line (2) Set-point signal
In order to simplify the controller tuning procedure and also to improve the numerical
condition of the Hessian matrix of the predictive controller, the procedure for prescribed
degree of stability with exponential data weighting outlined in [19] is deployed to position
the closed-loop poles of the predictive controller at the left-hand side of −β line (β ≥ 0).
For all three predictive controllers, the weighting matrices R = I (I being the identity
matrix) and Q = CTC where C is the output matrix for the augmented model. The
sampling interval is 200µs, a constant load torque is applied at 0.5 Nm and the gain of
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Luenberger Observer is 1.3. The remaining parameters used in the implementation of
the gain scheduled control system are listed in Table 3.4.
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Figure 3.13: Experimental result of speed control using Gain-Scheduled MPC. Key:
line(1) Actual feedback measurement; line (2) Set-point signal
Speed control evaluation. The reference signal of velocity is kept identical to the
example case in Figure 3.8, in order to have a comparison between single model designed
MPC controller and gain scheduled predictive controller.
The simulation results are presented in Figure 3.12, while the experimental results are
presented in Figure 3.13. Both sets of results achieve the set-points following with
zero steady-state error, the control performance is significantly improved comparing to
Figure 3.8. Note that, the load torque is a constant value in the simulation, while
the load is realized using a coupled DC servo motor in the experiment, thus the load
torque is altered directly proportional to the motor shaft velocity. It explains why the
overshoot at t = 4s in Figure 3.12(a) is vanished in the experimental result Figure
3.13(a), moreover, the overshoots size is significantly larger in the simulation results
shown in Figure 3.12(c) than the experimental results shown in Figure 3.13(c). Another
difference is the noise level, especially in the current measurement. Overall, the Gain-
Scheduled MPC is evaluated according to its control objective, which is the predictive
control of speed at different operating conditions.
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The reference signal of velocity is defined at three different set-points, which are altered
to the predefined operating conditions of models. The feedback control performance is
dependent on the modelling error and closed-loop controller gain, if the modelling error
between the reference and the operating condition is large, then the feedback controller
gain is limited to a small value or otherwise unstable according to the open-loop model
dynamics, which is the reason which the β value could be defined larger in the Gain-
Scheduled MPC case.
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Figure 3.14: Experimental result of speed control using Gain-Scheduled MPC with
constraints. Key: line(1) Feedback measurement without constraints; line (2) Set-point
signal; line(3) Constraints case feedback
Constraints evaluation. In the previous case, the constraints are not active because
of the sufficiently large capacity of the power supply. Thus, the Vdc value is reduced
to demonstrate the situation where a smaller power supply is used and the nonlinear
constraint becomes active in the transient response to a large reference signal change.
The nonlinear constraint, √
u2sd + u
2
sq ≤ 140V
is imposed in the implementation.
The speed reference signal makes a large step change from 300 rpm to 1600 rpm at
time t = 4 second (see Figure 3.14(a) for velocity and Figure 3.14(b) for flux). The
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large reference step change in the velocity causes the control signals to increase (see
Figure 3.14(c)) and as a results the quantity
√
u2sd + u
2
sq suddenly increases to about
190 (see Figure 3.14(d)). When the nonlinear constraint is imposed in the operation,
control signals usd(t) and usq(t) are found such that the quantity
√
u2sd + u
2
sq ≤ 140. It is
seen from Figure 3.14(d) that the constraint becomes active during the transient period
and the quantity
√
u2sd + u
2
sq converges to a steady-state value afterwards. Figure 3.14
compares the closed-loop response under the constrained control with the response ob-
tained without constraints. It seems that imposing the nonlinear constraint has changed
the characteristics of the closed-loop dynamics in the sense that the response are less
oscillatory for this case.
3.4 Summary
This Chapter has presented the centralized continuous-time model predictive control
application of induction motor drive with experimental validations. In the continuous-
time design, the linearized continuous-time models are directly used in the design stage,
and at the later stage, the control signals are discretized for digital implementation.
This perhaps offers some advantages at the applications of the induction motor drive
control where the time constants are significantly smaller than those from the mechanical
systems and choice of sampling interval requires compromise between the larger and
small time constants. With the continuous-time design, it is possible to use a dual
sampling rate in the implementation stage, for instant, a much faster sampling rate for
the current measurement signals and a slower sampling rate for the velocity measurement
signal. The following chapter will employ this strategy for the cascaded control structure.
Another advantage of using the continuous-time predictive control design is its simple
extension to Gain-Scheduled Model Predictive Control. When using the traditional
continuous-time model predictive control, the non-linear physical models are linearized
at several operating conditions and a family of linear model predictive controllers are
designed. The Gain-Scheduled MPC is shown to automatically interpret these linear
model predictive controllers. The experimental results obtained from gain scheduled
predictive control of induction motor has shown its efficacy in controlling the AC drives.
The continuous-time model predictive controller is conceptually more complex than
its discrete-time counter part because Laguerre functions are used in the description
of the control trajectories. However, once this is overcome, the actual computational
algorithms of the predictive controllers are available in MATLAB for the design and
implementation (see [19]).
Chapter 4
Cascaded Model Predictive
Control
4.1 Introduction
In this chapter, the continuous-time MPC control of induction motor in cascaded struc-
ture is discussed. Additionally, both speed control and position control applications are
designed and implemented.
The continuous-time model predictive control algorithm follows the previous chapter,
thus the control design will not be repeated in this chapter. The cascaded structure is
based on the indirect Field Oriented Control (FOC) technique from literature [84]. The
rotor flux ψrd is controlled using the open loop model, thus the Luenberger observer is
not used, in order to reduce the impact on the control performance from the observer.
However, the position information of the dq coordinates is still needed for Park-Clarke
transformation and the slip estimation method is introduced in Section 4.2 to obtain
θs(t). Then, Section 4.3 presents the velocity control using two MPC controllers in a
cascaded structure. Moreover, the position control of induction motor is discussed in
Section 4.4 using the same control structure.
4.2 Slip Estimation
The propose of slip estimation is to determine the position angle of d-axis of the dq
coordinates, in order to transform the space vectors from the fixed reference frame to
the rotating frame using Park Transformation and vice versa. From the literature, there
are different types of observer, such as Luenberger, Sliding mode and Kalman Filter,
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are developed to observe the rotor flux vector, that contains the information about
both magnitude and position angle. However, these observers are normally applied in
direct vector control structure, which has closed-loop control of the rotor flux, thus the
magnitude of rotor flux is required in the feedback. For indirect field oriented control,
only position angle is needed, following method is introduced for the position angle θs
estimation.
Based on model equation (2.24), the rotational angular velocity of the dq coordinates
ωs is calculated based on the rotor speed and stator currents.
ωs(t) = ωe(t) +
Lhisq(t)
τrψrd(t)
From model equation (2.23), the relationship between the stator current isd and rotor
flux ψrd is described using first order transfer function as follows
Ψrd(s)
Isd(s)
=
Lh
1 + τrs
During steady-state (ie. s = 0), ψssrd = Lh × isssd, thus the following approximation is
obtained
ωs(t) = ωe(t) +
1
τr
isq(t)
isd(t)
(4.1)
Since the closed-loop current control will conduct even faster dynamic response, the
values of isd(t) and isq(t) in above equation could be substituted by their reference signals
to the current controllers. As a results, the unnecessary noise and system dynamics of
the actual current feedback will be neglected. The slip estimation equation will lead to
θˆs(t) = θe(t) +
1
τr
∫ t
0
i∗sq(τ)
i∗sd(τ)
dτ (4.2)
where θe(t) is the electrical rotor position angle equal to Zp × θr(t).
Discretization of (4.2) gives the numerical solution of θˆs(t) that can be implemented in
digital environment control system:
θˆs(ti) = θe(ti) +
1
τr
M−1∑
k=0
i∗sq(tk)
i∗sd(tk)
∆t
where ti = t0 + (M − 1)×∆t and M is the number of samples from time t0 to the time
ti.
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Figure 4.1: Block diagram of Cascaded MPC speed control
4.3 Cascaded MPC Speed Control
In this section, the speed control is achieved by using two predictive controllers in cas-
caded structure, as a result the electrical and mechanical dynamic model are separated
for inner-loop and outer-loop control, respectively. The motivation is because that the
inner-loop electrical model has much faster dynamics comparing to the outer-loop, that
is τ ′σ <<
Jm
fd
. Thus, the control signal from outer-loop controller isq will act as the
reference signal i∗sq for inner-loop control system. If the inner closed-loop control could
converge to its desired steady-state much faster than the outer-loop closed-loop dynam-
ics, the inner-loop dynamics will not significantly affect the outer-loop control. In other
words, the bandwidth of the outer-loop dynamics has to be sufficiently larger than the
inner-loop, in order to obtain the stable control performance.
The control design, that contains the inner-loop current control and the outer-loop speed
control, has the block diagram as shown in Figure 4.1. There are two continuous-time
model predictive controllers for controlling currents and motor velocity, respectively. The
rotor flux is considered under open-loop control by using the model equation (2.23), in
order to determine the set-point signal for d-axis current isd,
Isd(s) =
1 + τrs
Lh
Ψrd(s)
thus, the implementation at arbitrary time ti is obtained as
i∗sd(ti) =
τr
Lh
ψ∗rd(ti)− ψ∗rd(ti −∆t)
∆t
+
ψ∗rd(ti)
Lh
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Furthermore, the slip estimation is implemented based on the reference signals for inner-
loop control and the real-time position of the motor shaft. The inner-loop and out-loop
control designs are discussed separately in this section.
4.3.1 Inner-loop Current Control
The design of the inner-loop current predictive controller is summarized. Firstly, the
continuous-time state-space model is determined based on the differential equations of
current model (2.21) and (2.22) from Chapter 2:
disd(t)
dt
= − 1
τ ′σ
isd(t) + ωsisq(t) +
kr
rστ ′στr
ψrd(t) +
1
rστ ′σ
usd(t) (4.3)
disq(t)
dt
= −ωsisd(t)− 1
τ ′σ
isq(t)− kr
rστ ′σ
ωe(t)ψrd(t) +
1
rστ ′σ
usq(t) (4.4)
Note that the time constant of the current model dynamics τ ′σ has value of 0.006 sec,
where the time constants of the flux and mechanical model equations (2.23) and (2.30)
are τr = 0.077 sec and
Jm
fd
= 2.2609 sec, respectively. The two-input-two-output current
model is coupled and symmetrical, the closed-loop of current control will have much
larger bandwidth, hence the influence to the outer-loop control dynamics could be ne-
glected.
By defining the two inputs (usd(t), usq(t)) and two outputs (isd(t), isq(t)), the continuous-
time state space model is obtained as
[
i˙sd(t)
i˙sq(t)
]
=
[
− 1τ ′σ ωs(t)
−ωs(t) − 1τ ′σ
][
isd(t)
isq(t)
]
+
[
1
rστ ′σ
0
0 1rστ ′σ
][
usd(t)
usq(t)
]
+
[
kr
rστ ′στr
ψrd(t)
− krrστ ′σωe(t)ψrd(t)
]
(4.5)
where the synchronous speed ωs(t) is found as the coupling parameter of the system
matrix.
Note that, the last term of the state space model contains the variables of the rotor
flux ψrd(t) and the electrical rotor speed ωe(t), which are controlled by the outer-loop
controllers. If the entire cascaded velocity control system is stable, the disturbance terms
will converge to constant values in the steady-state. Hence, the predictive controller by
using augmented model could completely reject the disturbance vector, which will not
be included in the controller design process.
Another issue before the control design is the time varying term ωs(t) in (4.5). In the
previous chapter, the gain-scheduled method was introduced to generate a set of linear
predictive controllers. In this chapter, the inner-loop current predictive controller is
designed to have a high gain feedback control system, which is robust in the presence
of parameter variation. In the design, the parameter ωs is chosen to be a constant,
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approximately equal to the slip value at the starting point, namely, ωs = 12.36. To
evaluate the closed-loop robustness in the presence of parameter uncertainty, the closed-
loop eigenvalues of MPC current control system are examined by varying ωs between
(−2000, 2000).
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(b) ωs = −2000→ 0
Figure 4.2: Closed-loop eigenvalues of MPC current control
Figure 4.2 presents the closed-loop eigenvalues of the inner-loop MPC current control,
where the closed-loop eigenvalues are derived from
eig{A(ωs(t))−B ∗Kmpc}
The design process of the continuous-time MPC is identical to Chapter 3, to avoid
repetition, the MPC design will not be discussed, the control gain Kmpc is computed
based on the linearized model with ωr = 0, isd = 1.0526 A and isq = 0.6 A, the
controller tuning parameters have: N = 6, p = 350 for the Laguerre function, p value is
large because of large closed-loop poles; the weighting matrices Q = CTC and R = I;
prediction horizon Tp = 0.03 to avoid the long time off-line computational time; the
prescribed degree of stability is defined as α = 1.2 and β = 200. Then,
Kmpc = L(0)
TΩ−1Ψ
Additionally, the system matrix A(ωs(t)) is varying in term of the synchronous speed
ωs(t). Then, Figure 4.2(a) demonstrates the closed-loop eigenvalues trajectory with
positive rotating direction, while Figure 4.2(b) presents the opposite direction.
The result shows that the closed-loop system is numerically stable within the range of
ωs(t) = ±2000, but the trajectory shows that if the amplitude of ωs keep increasing, it
will lead to the large imaginary values of the closed-loop eigenvalues, which cause the
oscillations in feedback response and the system become sensitive to the internal time
delay. The simulation results following will illustrate the influence of the different values
of ωs.
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The MPC current controller has been implemented and examined exclusively, to ensure
that the closed-loop control dynamics of current control is accomplished before the outer-
loop design. The controller setting is identical to the previous case in the computation
of the MPC gain Kmpc.
In this section, the simulation time is 3 second, and the reference value of isd is chosen
to be 1.0526 that corresponds to flux ψrd = 0.6. The reference value of isq is chosen to
0.6 A at first, then at t = 1.5 second, it will step down to −1 A.
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Figure 4.3: Simulation results of inner-loop MPC control. Key: line(1) Actual feed-
back; line (2) set-point signal.
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Figure 4.4: Experimental results of inner-loop MPC control. Key: line(1) Actual
feedback; line (2) set-point signal.
Current control evaluation. The simulation results are shown in Figure 4.3 and
the experimental results are illustrated in Figure 4.4. In both results, the feedback
measurements are following their reference signals, where the experimental results are
more noisy due to the current sensor noise and the inverter switching noise with the
carrier frequency of 2kHz. Figure 4.3(b) shows that both of control signals are within
the constraints, but in Figure 4.4(b), the constraints of control signal usd is active due
to the noise level.
Furthermore, the response time is significantly reduced (approximately within 0.01 sec),
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which is essential for outer-loop control design. However, there are several problems
with this current control algorithm, such as the noise level and the oscillations caused
by the harmonics. The issues will be further analysed and compared with other method
in the later chapters.
4.3.2 Outer-loop Speed Control
After accomplishing the inner-loop current control, the design of the outer-loop speed
control will be straightforward. Since the system is linearised using the cascaded struc-
ture, the speed control design is only dependent on the mechanical model equation
(2.30),
ωr(t)
dt
= − fd
Jm
ωr(t) +
3ZpLh
2LrJm
ψrd(t)isq(t)− TL
then, the bilinear term is approximated as
ψrd(t)isq(t) = −ψ0rdi0sq + ψ0rdisq(t) + ψrd(t)i0sq
The MPC design process is similar to the inner-loop above, the augmented model of the
outer-loop is derived by taking the derivative of equation, leads to
d2ωr(t)
dt2
= − fd
Jm
dωr(t)
dt
+
3ZpLh
2LrJm
(ψ0rd
disq(t)
dt
+ i0sq
dψrd(t)
dt
− dψ
0
rdi
0
sq
dt
)− dTL
dt
(4.6)
where
dψ0
rd
i0sq
dt = 0 for certain, and the rotor flux ψrd(t) is the defined as constant as ψ
0
rd
during the operation, which is controlled by the d-axis current isd, thus i
0
sq
dψrd(t)
dt = 0 at
steady-state of the inner-loop, also the load torque is assumed constant during steady-
state operation (dTLdt = 0). Thus, the velocity model is a Single-Input-Single-Output
(SISO) system, where the output signal is the motor velocity ωr(t) and the control
input is the torque-dependent current isq(t) which is directly passed to the inner-loop
current controller as the reference signal i∗sq.
To this end, the augmented model of the outer-loop is
[
ω¨r(t)
ω˙r(t)
]
=
[
− fdJm 0
1 0
][
ω˙r(t)
ωr(t)
]
+
[
3ZpLh
2LrJm
ψ0rd
0
]
disq(t)
dt
ωr(t) =
[
0 1
] [ω˙r(t)
ωr(t)
]
Then, the unconstrained MPC controller is designed based on the same procedure in
Chapter 3, the off-line computation generates the matrices of Ω and Ψ, then the optimal
control signal is obtained,
u˙(t) = −L(0)TΩ−1Ψ
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The constraints are imposed using Hildreth’s Quadratic Programming Procedure which
could be referred to [19] for continuous-time MPC. The constraints implemented for
outer-loop MPC controller, which is one of the advantages of using cascaded structure,
so that the constraints on stator current isq is embedded inside the control system. The
inequality is defined as follows
−3A ≤ isq(t) ≤ 3A
where the limits are chosen based on the maximum instantaneous current value that the
machine could accept during the transient period. Since the stator current isq affects the
generated electrical torque, which directly determine the acceleration rate of motor, so
that the constrained value could be designed as a tuning parameter that would influence
the speed control performance in applications.
Since the outer-loop MPC is based on a Single-Input-Single-Output (SISO) system, the
tuning of the controller gain is straightforward, the controller parameters for simulation
are defined in Table 4.1.
Note that the closed-loop bandwidth of the inner-loop system is chosen at least 10
ψ0rd N p Tp α β Q R
0.6 6 30 0.05 1.2 10 CTC I
Table 4.1: Controller parameters of speed MPC controller
times larger than that of the outer-loop control system. In this section, by applying
the exponential data weighting, the closed-loop eigenvalues of inner-loop system is much
larger than the outer-loop, where β = 200 for inner-loop and β = 10 for outer-loop.
Furthermore, the multi-rate sampling approach is applied for cascaded control structure,
where the sampling time of the outer-loop speed control is set 5 times of the inner-loop
controller, due to the slow dynamics of the mechanical model. There are several benefits
to applying multi-rate sampling, such as reduced computational burden and filtered high
frequency noise from the encoder.
Speed control evaluation. The reference of the speed control is set as a square
wave with amplitude of ±1000 rpm and period of 4 sec, so that the capacity of pro-
posed algorithm controlling all speed range is examined. To have a better comparison,
the simulation and experimental results are both presented in Figure 4.5. The speed
control has feedback tracking without any steady-state errors and overshoots, since the
simulation is applying a constant load where the experiment has a coupled DC motor,
which has larger torque directly proportional to the shaft speed, there are small ripples
at negative speed response in Figure 4.5(a).
The constraints are both active for Figure 4.5(c) and 4.5(d), where the noise level of
the experimental result for current control is higher due to the slow switching frequency
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Figure 4.5: Results of Cascaded MPC speed control. Key: line(1) Actual feedback;
line (2) set-point signal.
of the inverter. Thus, there are current noise exceeding the constraints since the con-
straints become active and the set-point signals to the inner-loop current controller are
not the actual feedback. The control signals in the inner-loop system, shown in Figure
4.5(e), did not reach their limits as the outer-loop constraints become active. However,
the constraints for the inner-loop control system become active in Figure 4.5(f) due to
the noise peaks.
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4.4 Cascaded MPC Position Control
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Figure 4.6: Block diagram of Cascaded MPC position control
In this section, an extended application of cascaded MPC is included, which is the
position control of the induction motor drive. Normally, the position control is applied
for servo motors in industries, but the induction motor has difficulties of controlling at
the low speed range or zero speed. In industrial applications, such issue is generally
solved in mechanical manner, such as using gear box or brakes.
The proposed position control is achieved by two MPC controllers in cascaded form, as
illustrated in Figure 4.6, the outer-loop MPC controller is now controlling the position
variable θr(t) but still generating the reference signal isq for the inner-loop control,
which is identical as introduced in Section 4.3. However, after obtaining the results
of the predictive position, high frequency noise is generated in the control signal isq,
which is caused by the second order derivative of the controlled output θr(t). Thus,
an approach of using Non-minimal state-space model is introduced to embed a second
order low-pass filter inside the predictive controller.
4.4.1 Predictive Position Control
The dynamic model between the motor shaft position angle θr and the motor speed ωr
is straightforward,
dθr(t)
dt
= ωr(t) (4.7)
which results in a second order model for position control.
Based on the model equations (2.30) and (4.7), the continuous-time state-space model
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for the outer-loop MPC design is derived as:
x˙m(t) = Amxm(t) +Bmu(t) + µ(t)
y(t) = Cmxm(t) (4.8)
where
Am =
[
− fdJm 0
1 0
]
;Bm =
[
3ZpLh
2LrJm
ψ0rd
0
]
and
Cm =
[
0 1
]
;µ(t) =
[
γ
0
]
The state vector is xm(t) = [ωr(t) θr(t)]
T , output variable is y(t) = θr(t), control signal
is u(t) = isq(t) and the disturbance term is γ = −i0sqψ0rd + 3ZpLh2LrJm i0sqψrd(t) − TL. As
discussion in previous section, the disturbance term is not included in the control design
due to the augmented model. Thus, the state-space model (4.8) is still Single-Input-
Single-Output but higher degree with two state variables.
The operational constraints are necessary in many applications of predictive control for
safety reasons. In the position control, the constraints on isq are implemented as the
reference signal of the inner-loop control.
The stator current components in dq-frame include isd and isq, since isd is controlled to
a constant value from the set-point of the rotor flux ψrd. The constraints are imposed
on the torque-component current isq, which is the control signal from the outer-loop
MPC. From previous section of MPC design, the optimized solution u˙(t) of the MPC is
computed with the help of Laguerre functions. The inequality constraints are formulated
as
iminsq − isq(ti −∆t) ≤ Cuη ≤ imaxsq − isq(ti −∆t)
where Cu = L(0)
T∆t + L(ti)
TA−Tp − L(0)TA−Tp , and Ap is a lower triangular matrix
from the Laguerre functions.
Experimental Results. The experiment results are obtained using the test-bed in
Appendix B, where the terminal of the coupled DC motor is connected with a high
current power supply. Note that unlike the synchronous motor, such as PMS motor,
the induction motor does not have a zero position due to the magnetic field, thus the
zero position is normally defined as the initial position when the control system starts
to operate, that is θr(0) = 0.
The experiment is to evaluate the capacities of the proposed control method, in order
to assess its control performance, such as the response time and the ability to reject the
load torque at the steady-state position.
The controller parameters of the outer-loop position MPC is defined in Table 4.2, where
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Figure 4.7: Results of Cascaded MPC position control. Key: line(1) Actual feedback;
line (2) set-point signal.
ψ0rd N p Tp α β Q R ∆t
0.6Wb 10 50 0.2 1.2 20 CTC I 500µs
Table 4.2: Controller parameters of position MPC controller
the closed-loop bandwidth is set wider than the speed control case, since the higher
degree of stability is required in this situation. Additionally, The inner-loop MPC current
control is identical to Section 4.3.
In the experiment, the flux is maintained constant and the reference signal of the rotor
position is a square wave with magnitude of ±pi rads. The constraints of the current
reference i∗sq is defined as ±3A. At the time around 1 second, the power supply of the
coupled DC motor is switched on for load torque, which has an approximated value of
TL = 0.5 Nm.
The experimental results obtained are shown in Figure 4.7, where 4.7(a) presents the
controlled output. The error signal is shown in Figure 4.7(b) for illustrating accuracy of
the tracking error. Additionally, the disturbance rejection is shown in both figures and
the torque dependent current isq is shown to increase in Figure 4.7(c). Note that, the
constraints are not active for inner-loop control signals as seen in Figure 4.7(d).
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Furthermore, there is noise contained in the set-point signal of isq, which is caused by the
computation of the feedback state variable θ¨r(t) in the augmented model. This noise is
not affecting the outer-loop control performance, but it would induce the current noise
and harmonics in current control loop, such issues could be resolved by using a non-
minimal state-space model in the proposed control method, which is introduced in the
following section.
4.4.2 Non-Minimal State-Space MPC Control
In the application of continuous-time MPC design, when the system has a high order
model, the estimation of the augmented model state variable feedback signals becomes
an issue due to the induced noise from the differentiation approximation. Wang [98]
has done the comparison between the Non-minimal State-Space Model (NMSS) and
observer-based approaches for such issue. In this section, one uses the NMSS approach
to deal with the outer-loop second order continuous-time model.
Firstly, the linearized Laplace transfer function model of outer-loop control is presented
as:
s2θr(s) +
fd
Jm
sθr(s) = κtψ
0
rdIsq(s) (4.9)
Assume that the filter to be used has the transfer function as follows
F (s) =
t0
s2 + t1s+ t0
(4.10)
In order to complete the NMSS model, the filter with an integrator sF (s) is embedded
into the model equation (4.9). Then, the system model equation becomes
s2θr(s)sF (s) +
fd
Jm
sθr(s)sF (s) = κtψ
0
rdIsq(s)sF (s) (4.11)
The filtered variables are redefined as θf (s) = F (s)θr(s) and Isqf (s) = F (s)Isq(s). Then,
the inverse Laplace transform of the model equation (4.11) is presented
θ
(3)
f (t) = −
fd
Jm
θ¨f (t) + κtψ
0
rdi˙sqf (t) (4.12)
where θ
(n)
f denotes the n-th order derivative of θf .
Another model equation of NMSS is derived from the inverse Laplace transform of
sIsqf (s) = sF (s)Isq(s). By substituting the equation (4.10), the continuous-time differ-
ential equation is obtained
i
(3)
sqf (t) = −t1i¨sqf (t)− t0i˙sqf (t) + t0i˙sq(t) (4.13)
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Again, the inverse Laplace transform of sθf (s) = sF (s)θr(s) is expressed as,
t0θ˙r(t) = θ
(3)
f (t) + t1θ¨f (t) + t0θ˙f (t) (4.14)
The last model equation is obtained by substituting the equation (4.12) into equation
(4.14).
t0θ˙r(t) = (t1 − fd
Jm
)θ¨f (t) + t0θ˙f (t) + κtψ
0
rdi˙sqf (t) (4.15)
The NMSS model is derived based on the differential equations (4.12), (4.13) and (4.15).
By defining the state variable xn(t) = [θ¨f (t) θ˙f (t) i¨sqf (t) i˙sqf (t) θr(t)]
T , the continuous-
time non-minimal state space model is shown as follows
x˙n(t) = Anxn(t) +Bni˙sq(t) (4.16)
θr(t) = Cnxn(t) (4.17)
where
An =


− fdJm 0 0 κtψ0rd 0
1 0 0 0 0
0 0 −t1 −t0 0
0 0 1 0 0
t1−fd/Jm
t0
t0
t0
0
κtψ0rd
t0
0


;Bn =


0
0
t0
0
0


and
Cn =
[
0 0 0 0 1
]
The above model has already embedded an integrator, similar to the augmented model,
which is ready for the MPC design as discussed in previous section. By comparing with
the previous augmented model, the NMSS model has a fifth order structure, which is
two order higher, that is brought by the embedded second order filter.
In the implementation of the proposed algorithm, the feedback of the state-variable
needs to be estimated for the MPC design. By defining the feedback state variables as
Xy(t) =
[
θ¨f (t)
θ˙f (t)
]
;Xu(t) =
[
i¨sqf (t)
i˙sqf (t)
]
From the transfer function of the filter (4.10), the estimation of the derivative of the
Xy(t) and Xu(t) are derived
X˙y(t) = AFX
y(t) +BF θ˙r(t)
X˙u(t) = AFX
u(t) +BF i˙sq(t)
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where
AF =
[
−t1 t0
1 0
]
;BF =
[
t0
0
]
Then, by applying the first order approximation of derivative dx(t)dt =
x(ti)−x(ti−∆t)
∆t , the
estimation of state variable is derived based on the previous sample information and the
derivative of the actual measurement feedback.
Xy(ti) = X
y(ti −∆t) + ∆t(AFXy(ti −∆t) +BF θ˙r(ti))
Xu(ti) = X
u(ti −∆t) + ∆t(AFXu(ti −∆t) +BF i˙sq(ti))
where the derivative of the actual measurement is computed by the first order approxi-
mation as well.
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Figure 4.8: Results of Cascaded MPC position control using Non-Minimal State-
Space model. Key: line(1) Actual feedback; line (2) set-point signal.
Experimental Results. The experiment set-up in this situation is identical to the
previous one for comparison, the tuning parameters of the proposed controller remained
the same as before in Table 4.2, except the parameters of the embedded filter defined
as: ωnF = 300 and ξ = 0.707, hence, t0 = ω
2
nF = 90000 and t1 = 2ξωnF = 424.2.
The experimental results are shown in Figure 4.8 using the identical reference signals
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and the load condition. Firstly, the noise of the current reference signal i∗sq has been
reduced as shown in Figure 4.8(c), which validate the embedded low-pass filter of the
NMSS model. However, by comparing the error signal in Figure 4.8(b) with the previous
case (see Figure 4.7(b), the embedded filter has an influence on the control performance,
since the dynamics of the previous control system are significantly fast. Therefore, the
proposed NMSS model could filter out the noise of the control signal, but also will
introduce the extra dynamics into the control system.
4.5 Summary
In this chapter, the cascaded continuous-time model predictive control has been pre-
sented based on indirect FOC technique. Since the time constants of electrical sys-
tems are significantly smaller than those from the mechanical systems, the cascaded
continuous-time predictive controllers could separately control the electrical and me-
chanical system with different sampling rates. Thanks to the cascaded structure, the
applications of induction motor drive control, such as current control, velocity control
and position control, could be achieved by using the continuous-time predictive con-
trollers. The experimental results obtained for respective applications evaluates the
advantages of the proposed control structure.
By using the identical control algorithm from the previous chapter, the modified control
structure could bring various advantages, such as the current control realization, the
additional control constraints implementation, the dual sampling rate and the simpli-
fied linearization procedure. The further analysis and comparisons could be found in
Chapter 7.
Chapter 5
Finite Control Set - Model
Predictive Control
5.1 Background Study
Up to this point, from the study of the induction motor drive control, the main con-
trol issue lies on the current control loop, which contains the non-linearity and strong
coupling. In this chapter, a recent control method, named Finite Control Set (FCS), is
derived for current control of induction motor. Generally, the implementation of cur-
rent control is based on a three phase 2 Level-Voltage-Source-Inverter (2L-VSI), whose
structure diagram is presented in Figure 5.1. Each leg of the inverter has two pairs of
combination, which contains a IGBT switch and a free-wheeling diode, thus the mid-
dle point is connected to the operating induction motor. Since the induction motor is
connected in star connection, instantaneously, each phase of the motor could be offered
up to half of the total DC bus voltage (Vdc/2), for the simplification of analysis, it is
sufficient to assume that the middle point between two DC sources is referred to the
ground. Thus, all the voltages can be represented with respect to the ground. [53]
From Figure 5.1, there are two IGBT switches for each of the three legs. Within each leg
of an inverter, only one switch is turned on (denoted by 1) while the other is off (denoted
by 0) at any given time to prevent circuit short-cut. Thus, the switching states of the
inverter can be identified by only considering the states of the three upper switches.
With the states of three upper switches denoted as Si (i = a, b, c), the states of their
corresponding lower switches can be represented by their negation S¯i (i = a¯, b¯, c¯). As
a result, there are only eight possible switching states by turning on and off all the
switches in the inverter.
Since the states of upper and lower switches within the same leg are complementary to
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Figure 5.1: Topology of 2 Level-Voltage-Source-Inverter
each other, all eight switching states could be independently identified by the states of
the three upper switches, as listed in Table 5.1. Among those, two switching states (V0
and V7), which illustrate the case where either all the upper or all the lower switches are
turned on, are called zero vector. In contrast, the other six states that forms a closed
circuit, are called active vector. [54]
When the upper switch is on, that is Si = 1 and Si = 0, the output of a phase leg
V0 V1 V2 V3 V4 V5 V6 V7
Sa 0 1 1 0 0 0 1 1
Sb 0 0 1 1 1 0 0 1
Sc 0 0 0 0 1 1 1 1
Table 5.1: Switching States of Inverter
is connected to the top rail of the supplies and thus vi =
Vdc
2 . Conversely, when the
lower switch is on, the output is connected to the bottom rail of the supplies and hence
vi = −Vdc2 . Corresponding to the switching states in Table 5.1, the resulting output
voltage vi are summarized in Table 5.2.
The transformation of the three-phase voltages to their components in αβ frame is
V0 V1 V2 V3 V4 V5 V6 V7
va −Vdc2 Vdc2 Vdc2 −Vdc2 −Vdc2 −Vdc2 Vdc2 Vdc2
vb −Vdc2 −Vdc2 Vdc2 Vdc2 Vdc2 −Vdc2 −Vdc2 Vdc2
vc −Vdc2 −Vdc2 −Vdc2 −Vdc2 Vdc2 Vdc2 Vdc2 Vdc2
Table 5.2: Output voltage of Inverter
achieved by the Clarke transformation,
[
usα
usβ
]
=
2
3
[
1 −12 −12
0
√
3
2 −
√
3
2
]
van
vbn
vcn

 (5.1)
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Thus, the αβ representation of three-phase output voltages can be expressed in terms
of the switching states of three upper leg switches,
[
usα
usβ
]
=
2
3
[
1 −12 −12
0
√
3
2 −
√
3
2
]


va
vb
vc

−


vn
vn
vn




=
2
3
Vdc
[
1 −12 −12
0
√
3
2 −
√
3
2
]
Sa − 12
Sb − 12
Sc − 12


=
2
3
Vdc
[
1 −12 −12
0
√
3
2 −
√
3
2
]
Sa
Sb
Sc

 (5.2)
where the property that the Clarke transformation of any constant vector leads to a zero
vector has been utilized.
Let the matrix U be defined by the switching states:
U =


0 1 1 0 0 0 1 1
0 0 1 1 1 0 0 1
0 0 0 0 1 1 1 1

 (5.3)
and matrix D be the Clarke transformation from the three phase voltage to αβ frame:
D =
[
1 −12 −12
0
√
3
2 −
√
3
2
]
(5.4)
The multiplication of D and U matrices leads to
DU =
[
0 1 12 −12 −1 −12 12 0
0 0
√
3
2
√
3
2 0 −
√
3
2 −
√
3
2 0
]
(5.5)
With the transformation matrix (5.5), the operational constraints due to the voltage
source inverter are expressed in the αβ frame as the equality constraints, which are
characterized by the values in the matrix
[
0 1 12 −12 −1 −12 12 0
0 0
√
3
2
√
3
2 0 −
√
3
2 −
√
3
2 0
]
2
3
Vdc (5.6)
where Vdc is the voltage for the DC power supply. More precisely, the control variable
usα will only take the values defined by the first row of the matrix (5.6) while the control
variable usβ will only take the values by the second row, with further constraints that
their values must form the exactly paired relations as in (5.6). These constraints result
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in the situation where the control movements are restricted to a finite control set of
parameters. For instance, with the DC bus voltage Vdc given, the usα and usβ voltage
values are chosen among the following set of parameters in pairs:
u0sα = 0;
u0sβ = 0;
u1sα = Vdc;
u1sβ = 0;
u2sα =
1
2Vdc;
u2sβ =
√
3
2 Vdc;
u3sα = −12Vdc;
u3sβ =
√
3
2 Vdc;
u4sα = −Vdc;
u4sβ = 0;
u5sα = −12Vdc;
u5sβ = −
√
3
2 Vdc;
u6sα =
1
2Vdc;
u6sβ = −
√
3
2 Vdc;
u7sα = 0;
u7sβ = 0.
The super-scripts of usα and usβ correspond to the indices of the IGBT’s switching states.
Once one of the indices is identified, the control action is determined and implemented
via the VSI inverter. Although the pair u0sα, u
0
sβ are identical to u
7
sα, u
7
sβ , what action
should the inverter take is different in the sense that one corresponds to all off-states
while the other to all on- states. To avoid excessive switching actions from the inverter,
when usα = 0 and usβ = 0, the action that the inverter takes will depend on the inverter’s
previous action. For instance, the previous action is two states on and one state off, then
inverter’s current action corresponding to usα = 0 and usβ = 0 should be all states-on.
The constraints on the control variables in dq frame are functions of synchronous angle
θs due to the deployment of Park Transform. Namely, the operational constraints in the
dq frame due to the VSI operations are also expressed in equality constraints with the
following form:
[
cosθs sinθs
−sinθs cosθs
][
0 1 12 −12 −1 −12 12 0
0 0
√
3
2
√
3
2 0 −
√
3
2 −
√
3
2 0
]
2
3
Vdc (5.7)
where θs is the electrical synchronous angle.
This basically says that with a given synchronous angle θs, there are only seven pairs of
usd and usq values that can be exactly realized by the VSI inverter. In the αβ frame the
constraints are the finite set of constant parameters defined by (5.6) once the DC bus
voltage Vdc is given, however, in the dq frame, this set of constant parameters becomes
functions of the synchronous angle θs.
It is emphasized that with a given θs value and a sampling time t, in the dq frame, the
set of usd and usq values are constant. For instance, when θs = θ
0
s , the usd and usq are
chosen among the following parameters:
u0sd = 0;
u0sq = 0;
u1sd =
2
3Vdccosθ
0
s ;
u1sq = −23Vdcsinθ0s ;
u2sd =
2
3Vdccos(θ
0
s − 2pi3 );
u2sq = −23Vdcsin(θ0s − 2pi3 );
u3sd =
2
3Vdccos(θ
0
s − 4pi3 );
u3sq = −23Vdcsin(θ0s − 4pi3 );
u4sd = −23Vdccosθ0s ;
u4sq =
2
3Vdcsinθ
0
s ;
u5sd = −23Vdccos(θ0s − 2pi3 );
u5sq =
2
3Vdcsin(θ
0
s − 2pi3 );
u6sd = −23Vdccos(θ0s − 4pi3 );
u6sq =
2
3Vdcsin(θ
0
s − 4pi3 );
u7sd = 0;
u7sq = 0.
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5.2 Study of Original FCS-MPC
The original Finite Control Set proposed the implementation procedure as follows: [66]
1. At sampling time ti, the measured currents isd(ti), isq(ti) and the seven pairs of the
control signal candidates uksd and u
k
sq (k = 0, 1, . . . 7) are available. Furthermore,
the measurement of electrical motor speed ωe(ti) and the estimation of synchronous
speed ωs(ti) and rotor flux ψrd(ti) are available as well.
2. Within a for loop of i = 0 to 7, the one-step-ahead prediction will firstly be
computed as
iisd(ti +∆t) = isd(ti) + ∆t(−
1
τ ′σ
isd(ti) + ωsisq(ti) +
kr
rστ ′στr
ψrd(ti) +
1
rστ ′σ
uisd(ti))
iisq(ti +∆t) = isq(ti) + ∆t(−ωsisd(ti)−
1
τ ′σ
isq(ti)− kr
rστ ′σ
ωe(ti)ψrd(ti) +
1
rστ ′σ
uisq(ti))
3. For every loop cycle i, the objective function J is computed based on the squares of
the error between the predictive values and the reference signals i∗sd(ti) and i
∗
sq(ti):
J = (i∗sd(ti)− iisd(ti +∆t))2 + (i∗sq(ti)− iisq(ti +∆t))2
4. After the for loop computation, the index with minimum value of the objective
function J is found at j, thus the optimal control solution is computed as ujsd and
ujsq.
5. As the sampling time proceeds to ti +∆t, the procedure will start again from the
first step.
The algorithm of FCS is straightforward and the implementation is sufficiently easy,
which is one significant advantage of the Finite Control Set-MPC. Based on the control
algorithm from above, the simulation result is obtained as shown in Figure 5.2 at the
sampling time of 20µs.
The Finite Control Set is found as an efficient way for current control in different power
electronics applications, however, there are several weaknesses for such control method,
which are still popular topics in the research field, such as steady-state error, switch-
ing frequency distribution, constraints implementation and robustness with modelling
errors. In this thesis, the research question according to the steady-state error problem
is investigated.
The original cost function of FCS is defined as sum of the squared errors between the
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Figure 5.2: Simulation result of revised FCS-MPC. Key: line(1) Actual feedback; line
(2) set-point signal.
desired and predicted signals:
J = (i∗sd(ti)− isd(ti +∆t))2 + (i∗sq(ti)− isq(ti +∆t))2 (5.8)
where isd(ti + ∆t) and isq(ti + ∆t) present the one-step-ahead prediction of the stator
currents isd(ti) and isq(ti), respectively.
From chapter 2, the differential equations of the current model in dq frame is presented,
which contains the inputs of usd, usq and the outputs of isd and isq.
disd(t)
dt
= − 1
τ ′σ
isd(t) + ωs(t)isq(t) +
kr
rστ ′στr
ψrd(t) +
1
rστ ′σ
usd(t) (5.9)
disq(t)
dt
= −ωs(t)isd(t)− 1
τ ′σ
isq(t)− kr
rστ ′σ
ωe(t)ψrd(t) +
1
rστ ′σ
usq(t) (5.10)
By assuming the sampling time of ∆t, at arbitrary time ti, the derivatives are approx-
imated as disd(t)dt ≈ isd(ti+∆t)−isd(ti)∆t and disq(t)dt ≈ isq(ti+∆t)−isq(ti)∆t . Then, the discretized
differential equations become the difference equations:
isd(ti +∆t) = isd(ti) +∆t(− 1
τ ′σ
isd(ti) + ωsisq(ti) +
kr
rστ ′στr
ψrd(ti) +
1
rστ ′σ
usd(ti)) (5.11)
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isq(ti+∆t) = isq(ti)+∆t(−ωsisd(ti)− 1
τ ′σ
isq(ti)− kr
rστ ′σ
ωe(ti)ψrd(ti)+
1
rστ ′σ
usq(ti)) (5.12)
After substituting the above prediction equations into equation (5.8), thus the objective
function J will contain the variables that are measured at the sampling time ti and the
manipulated variables usd(ti) and usq(ti), as
J = (i∗sd(ti)− isd(ti)−∆t(−
1
τ ′σ
isd(ti) + ωsisq(ti) +
kr
rστ ′στr
ψrd(ti) +
1
rστ ′σ
usd(ti))
2
+ (i∗sq(ti)− isq(ti)−∆t(−ωsisd(ti)−
1
τ ′σ
isq(ti)− kr
rστ ′σ
ωe(ti)ψrd(ti) +
1
rστ ′σ
usq(ti))
2
(5.13)
Since at the sampling instant ti, from previous section, there are seven pairs of usd(ti)
and usq(ti) available as candidates, the next step in the finite control set controller design
is to find the pair of manipulated variables that will minimize the objective function J
(5.13). For this purpose, the seven values of the objective function J are calculated with
respect to the candidate pairs of usd(ti) and usq(ti) and denoted as J
0, J1, J2, . . ., J7. A
simple search function is used to find the minimal value of Jk and its associated index.
Once this index is found, the control signal at time ti to the VSI is determined through
Table 5.1 and the corresponding voltage is obtained through 5.2. However, in order to
reduce unnecessary switchings, if the index is found to be 0, then the previous states of
the VS inverter are required to determine whether the index 0 or 8 should be used in
the control action.
When the sampling time progresses to ti + ∆t, the new measurements of isd(ti + ∆t),
isq(ti+∆t) currents, velocity measurement ωe(ti+∆t) and the estimation of synchronous
speed ωs(ti + ∆t) are obtained, the seven new pairs of candidates usd(ti + ∆t) and
usq(ti +∆t) are computed due to the new synchronous angle θs(ti +∆t). With all the
variables in the objective function (5.13) being updated, minimization is performed to
find the new minimal value of Jm and its index m at sampling time ti +∆t, leading to
the control signal for the voltage source inverter.
The essence of the finite set control method is based on the receding horizon control
principle, which uses one-step-ahead prediction and on-line optimization to solve the
constrained optimal control problem. The closed-loop feedback mechanism is generated
when using the updated isd(ti) and isq(ti) current measurements in the prediction.
For convenience of programming, the difference equations (5.11) and (5.12) are expressed
in matrix and vector forms:[
isd(ti +∆t)
isq(ti +∆t)
]
= (I +∆tAm(ti))
[
isd(ti)
isq(ti)
]
+∆tBm
[
usd(ti)
usq(ti)
]
+ γD(ti)∆t (5.14)
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where I is the identity matrix with dimension of 2× 2 and the system matrices Am(ti)
and Bm are defined as
Am(ti) =
[
− 1τ ′σ ωs(ti)
−ωs(ti) − 1τ ′σ
]
;Bm =
[
1
rστ ′σ
0
0 1rστ ′σ
]
as well as, the disturbance vector γD(ti) is expressed as
γD(ti) =
[
kr
rστrτ ′σ
ψrd(ti)
− krrστ ′σωe(ti)ψrd(ti)
]
5.3 Revised Finite Control Set Method
5.3.1 Analysis of Finite Control Set Method
In order to analyze the closed-loop performance via feedback control, the objective
function J is re-written in vector form:
J =
[
i∗sd(ti)− isd(ti +∆t) i∗sq(ti)− isq(ti +∆t)
] [ i∗sd(ti)− isd(ti +∆t)
i∗sq(ti)− isq(ti +∆t)
]
(5.15)
Moreover, the difference equations (5.11) and (5.12) are expressed in matrix and vector
forms given by (5.14). For notational simplicity, let the vector [fd(ti) fq(ti)]
T be defined
as [
fd(ti)
fq(ti)
]
=
[
i∗sd(ti)
i∗sq(ti)
]
− (I +∆tAm(ti))
[
isd(ti)
isq(ti)
]
− γD(ti)∆t (5.16)
Then it can be verified by combining (5.16) with (5.14) that the objective function (5.15)
has the compact expression:
J =
([
fd(ti) fq(ti)
]
−∆tBm
[
usd(ti) usq(ti)
])([ fd(ti)
fq(ti)
]
−∆tBm
[
usd(ti)
usq(ti)
])
(5.17)
which is in the quadratic objective function form:
J =
[
fd(ti) fq(ti)
] [ fd(ti)
fq(ti)
]
− 2
[
usd(ti) usq(ti)
]
∆tBTm
[
fd(ti)
fq(ti)
]
+
[
usd(ti) usq(ti)
]
∆t2BTmBm
[
usd(ti)
usq(ti)
]
(5.18)
As a result, the system becomes least squares minimization problem. By defining the
vector udq(ti) = [usd(ti) usq(ti)]
T , the first derivative of the objective function J respect
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to control signal vector udq is derived as
∂J
∂udq(ti)
= −2∆tBTm
[
fd(ti)
fq(ti)
]
+ 2∆t2BTmBm
[
usd(ti)
usq(ti)
]
(5.19)
The necessary condition of the minimum J is obtained as ∂J∂udq(ti) = 0. Note that
rστ
′
σ > 0, due to the physical model of induction motor, thus the matrix B
T
mBm is
positive definite, given by
BTmBm =

 1(rστ ′σ)2 0
0 1
(rστ ′σ)
2


By letting the derivative equation (5.19) equal to zero, the control signals that give the
minimum objective function are:
[
usd(ti)
usq(ti)
]
= (∆t2BTmBm)
−1∆tBTm
[
fd(ti)
fq(ti)
]
=
1
∆t
[
rστ
′
σ 0
0 rστ
′
σ
][
fd(ti)
fq(ti)
]
(5.20)
Then, by substituting the auxiliary vector (5.16) back into (5.20), the optimal control
solution is obtained as[
usd(ti)
usq(ti)
]
=
[
rστ ′σ
∆t 0
0 rστ
′
σ
∆t
]([
i∗sd(ti)
i∗sq(ti)
]
− (I +∆tAm(ti))
[
isd(ti)
isq(ti)
]
− γD(ti)∆t
)
(5.21)
Without considering the restriction of the control signals, this is the optimal solution
of the predictive control system with one-step-ahead prediction. Because the actual
electrical velocity ωe(ti) is used in the computation of the prediction, the control law is
linear time-varying.
There is an alternative way to find the minimum of the objective function via the tech-
nique of completing squares. This completing squares approach will lead to a different
method to evaluate the objective function for finding the control signals among the can-
didate variables.
By adding and subtracting the following term into the quadratic objective function
(5.18) [
fd(ti) fq(ti)
]
∆tBm(∆t
2BTmBm)
−1BTm∆t
[
fd(ti)
fq(ti)
]
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the value of the objective function J remains unchanged, which leads to form a completed
squares:
J0 =
[
usd(ti) usq(ti)
]
∆t2BTmBm
[
usd(ti)
usq(ti)
]
− 2
[
usd(ti) usq(ti)
]
∆tBTm
[
fd(ti)
fq(ti)
]
+
[
fd(ti) fq(ti)
]
∆tBm(∆t
2BTmBm)
−1BTm∆t
[
fd(ti)
fq(ti)
]
which is
J0 =
([
usd(ti)
usq(ti)
]
− (∆t2BTmBm)−1BTm∆t
[
fd(ti)
fq(ti)
])T
(∆t2BTmBm)
×
([
usd(ti)
usq(ti)
]
− (∆t2BTmBm)−1BTm∆t
[
fd(ti)
fq(ti)
])
(5.22)
Thus, the objective function J becomes two parts
J = J0 + Jmin
where Jmin is
Jmin = −
[
fd(ti) fq(ti)
]
Bm(B
T
mBm)
−1BTm
[
fd(ti)
fq(ti)
]
+
[
fd(ti) fq(ti)
] [ fd(ti)
fq(ti)
]
Since the weighting matrix ∆t2BTmBm in J0 (5.22) is positive definite and Jmin above
is independent of the control variables usd(ti) and usq(ti), then the minimum of the
objective function J is achieved if J0 is minimized, which is the completed square become
zero in (5.22), thus the control variables usd(ti) and usq(ti) are chosen as
[
usd(ti)
usq(ti)
]
= (∆t2BTmBm)
−1BTm∆t
[
fd(ti)
fq(ti)
]
(5.23)
Note that, the optimal solution obtained in (5.23) via completing the squares is identical
to that obtained previously in (5.20).
Furthermore, with the completing squares approach, the constant term Jmin is easily
examined via With the completing squares approach, the constant term Jmin can be
easily examined via
Jmin =
[
fd(ti) fq(ti)
]
(I −Bm(BTmBm)−1BTm)
[
fd(ti)
fq(ti)
]
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Since
Bm =
[
1
rστ ′σ
0
0 1rστ ′σ
]
so that, the matrix I − Bm(BTmBm)−1BTm is a zero matrix, which leads to Jmin = 0,
hence J = J0. Therefore, it can be summarized that the sum of squares error between
the predicted and reference signals is zero if the control signals are chosen according to
(5.20) or (5.23).
5.3.2 Feedback Controller Gain Design
From previous section, the feedback control gain in the one-step-ahead predictive control
system at sampling instant ti is
Kfcs(ti) =
[
rστ ′σ
∆t 0
0 rστ
′
σ
∆t
]
(I +∆tAm(ti)) (5.24)
which is derived from (5.21), that leads to
[
usd(ti)
usq(ti)
]
= Kfcs(ti)(
[
i∗sd(ti)
i∗sq(ti)
]
−
[
isd(ti)
isq(ti)
]
)−
[
kr
τr
ψrd(ti)
−krωe(ti)ψrd(ti)
]
(5.25)
where the last term represents the disturbance term, in this case, it is subtracted for
nonlinear compensation. For the feedback controller gain Kfcs in (5.24), which will
increase as the sampling interval ∆t decreases. Simply as ∆t → 0, then Kfcs → ∞.
Thus, with a sufficiently small value of ∆t, the controller gain could be approximated
by
Kfcs(ti) ≈
[
rστ ′σ
∆t 0
0 rστ
′
σ
∆t
]
(5.26)
The internal closed-loop stability of the one-step-ahead predictive control system has
been determined by substituting the feedback control signal (5.25) into (5.14), where
the reference signals are considered to be 0 in the original control law (5.21), thus the
closed-loop system has the following form at steady-state:
[
isd(ti +∆t)
isq(ti +∆t)
]
=
[
0 0
0 0
][
isd(ti)
isq(ti)
]
Thus, the closed-loop eigenvalues of the system (5.3.2) are at the origin of the complex
plan, as a result, at arbitrary sampling time ti, the closed-loop eigenvalues at zero
guarantees its stability for a discrete time system. However, in order to ensure the
internal closed-loop stability for 0 ≤ t <∞, an additional condition on the slow variation
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of the system matrix is required because the system is time varying and the control law
is time varying as well. This is based on the classical work by Desoer in the area of linear
system theory [99] which stated that for a linear time varying system, it is stable if it
has all eigenvalues lying strictly inside the unit circle and if it is slowly time-varying. A
question arises from the fact that in this design, the closed-loop system matrix is zero
in (5.3.2), where the time variation of the control system comes from? The answer to
the question lies in the derivation of (5.3.2) where the assumption that all the electrical
parameters in the induction motor are exactly values is implicitly used. Under this
assumption, the control law will result in a cancellation of the dynamics. Therefore, in
reality with some degree of parameter mismatch between the model and the induction
motor, there would not be the perfect cancellation, leading to time-varying nature of the
system matrix. Hence, the slow time-variation of the controller gain is needed as part of
the closed-loop stability condition. However, if the sampling interval ∆t is sufficiently
small, then the controller gain is close to a constant gain matrix (see (5.26)).
5.3.3 Constrained Optimal Control Design
In this section, the constraints are deployed for the one-step-ahead prediction of the
current control system, since there are only seven sets of candidates of control signals
usd(ti) and usq(ti) for the implementation of the control law, the optimal control signals
computed from (5.21) are not necessarily equal to any one of the seven pair values. Thus,
a search procedure was needed in determination of the actual control signals usd(ti) and
usq(ti) among the candidates.
From previous section, the optimal control design without constraints was proposed, the
solution that could minimize the objective function is given by (5.23), which virtually
leads to the zero value of the objective function J . Now, the optimal control signals are
denoted by [
usd(ti)
opt
usq(ti)
opt
]
= (∆t2BTmBm)
−1BTm∆t
[
fd(ti)
fq(ti)
]
(5.27)
Then, the objective function for the constrained control problem leads to
J =
([
usd(ti)
usq(ti)
]
−
[
usd(ti)
opt
usq(ti)
opt
])T
(∆t2BTmBm)
([
usd(ti)
usq(ti)
]
−
[
usd(ti)
opt
usq(ti)
opt
])
(5.28)
where J = J0 because Jmin = 0. Since the weighting matrix ∆t
2BTmBm is
∆t2BTmBm =

 ∆t2(rστ ′σ)2 0
0 ∆t
2
(rστ ′σ)
2


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the objective function J can also be written as
J =
∆t2
(rστ ′σ)2
(usd(ti)− usd(ti)opt)2 + ∆t
2
(rστ ′σ)2
(usd(ti)− usq(ti)opt)2 (5.29)
An immediate comment follows from (5.29). Note that the minimum value of the ob-
jective function when usd(ti) 6= usd(ti)opt and usq(ti) 6= usq(ti)opt is weighted by ∆t2,
where ∆t is the sampling interval. It is obvious that in the finite control set method, the
choice of sampling interval plays an important role as illustrated by simulation results.
Further discussion of sampling interval will be introduced in the following section.
To seek the optimal solution that will minimize the objective function J with the limited
choices of usd(ti) and usq(ti), namely the seven pairs of usd(ti) and usq(ti), the seven
values of the objective function J (5.29) are calculated with respect to the candidate
pairs of usd(ti) and usq(ti) and denoted as J
0, J1, J2, . . ., J7. A simple search function
is used to find the minimal value of Jm and its associated index.
There is a geometric interpretation for the minimization of the objective function (5.29)
α
β
(uoptsd , u
opt
sq )
Jmin
Figure 5.3: Illustration of finite control set solution with θs = 0
subject to the finite control set. Since the symmetrical structure of the induction motor
(ie. rστ
′
σ = rστ
′
σ), the variations of the J form a family of circles centered at (usd(ti)
opt,
usq(ti)
opt). The optimal solution is the pair of usd(ti)
k and usq(ti)
k values that form a
line to touch the circle in a shortest distance. This geometric interpretation is illustrated
in Figure 5.3.
Although the original objective function (5.18) is identical to the objective function
(5.29) after the analysis, the latter case offers an insight into the design problem, also
more convenient in the computation of the control law. For the objective function (5.29),
we can firstly calculate the feedback control gain Kfcs and the optimal control signal
without constraints. Then we evaluate the cost function with the actual seven pairs
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of voltage variables against the optimal solution. The pair that yields a smallest cost
function is the solution of the control signal.
The control law is summarized as follows:
1. At sampling time ti, with the measured currents isd(ti), isq(ti), the reference
currents isd(ti)
∗ and isq(ti)∗, compute the optimal control signals usd(ti)opt and
usq(ti)
opt via
[
usd(ti)
opt
usq(ti)
opt
]
=
[
rστ ′σ
∆t 0
0 rστ
′
σ
∆t
]
(
[
i∗sd(ti)
i∗sq(ti)
]
−(I +∆tAm(ti))
[
isd(ti)
isq(ti)
]
−γD(ti)∆t)
2. Compute the value of the objective function for k = 0, 1, 2 . . . , 6
Jk =
∆t2
(rστ ′σ)2
(usd(ti)
k − usd(ti)opt)2 + ∆t
2
(rστ ′σ)2
(usq(ti)
k − usq(ti)opt)2
3. Find the minimum of the objective function Jk and its corresponding index num-
ber.
4. From this index number, construct the three phase voltage control signals.
The weighting factors on the errors of usd and usq are identical, thus it is sufficient to
evaluate the objective function using
Jk = (usd(ti)
k − usd(ti)opt)2 + (usq(ti)k − usq(ti)opt)2
However, the factors ∆t
2
(rστ ′σ)
2 and
∆t2
(rστ ′σ)
2 could help resolving the scaling problem that
may arise from large errors between these variables.
Simulation Results. The proposed method of revised FCS-MPC should be identical
to the original FCS-MPC from the analysis before. Hence, another set of simulation
results are obtained using the same settings in the simulation, the results are presented
in Figure 5.4.
By comparing between the simulation results of both original FCS and revised FCS, the
observation claims that they are identical to each other, which proves the validation of
the proposed revised FCS method, which has the same capacity as the original FCS but
the structure has been changed, so that, embedding an integrator become possible in
the following section.
In order to perform the experimental result of revised FCS-MPC, the sampling time has
been changed to 80µs, due to the limitation of the real-time computation of the xPC
Target. The reference signal of i∗sq is altered as well to a step pulse, the resistance at
the coupled DC motor terminal has been reduced to 4 Ohm, in a way, the load torque
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Figure 5.4: Simulation result of the revised FCS-MPC. Key: line(1) Actual feedback;
line (2) set-point signal.
is enlarged to avoid the field saturation.
Experiment evaluation. Figure 5.5 presented the experimental results of the pro-
posed method, the results of controlled outputs are obtained in Figure 5.5(a) and 5.5(b),
the noise level of the measured currents are significantly large, due to several reasons,
firstly, the sampling time is increased to 80µs, as we claimed previously, the FCS-MPC
has the performance dependent on the sampling rate ∆t, another reason could be the
mismatching between the ADC (Analogue-Digital-Converter) module and the PWM
module inside the xPC Target implementation. Since the main objective in this section
is focused on the steady-state error elimination, thus the obtained results are acceptable.
Figure 5.5(c) presents the FFT (Fast Fourier Transform) analysis of the phase current,
the switching frequency of the IGBT is obtained, unlike the PWM-based control with
a centralized switching frequency distribution, FCS-MPC has its switching frequency
spreading over a range of frequencies, which is another research issue of FCS but will
not be discussed in this thesis. The motor speed is shown in Figure 5.5(d) to ensure
that the velocity of motor is not too fast to cause the field saturation problem.
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Figure 5.5: Experimental results of the revised FCS-MPC. Key: line(1) Actual feed-
back; line (2) set-point signal.
5.4 Revised FCS-MPC with Integral Action
As discussed previously, the finite control set method has one research question with the
steady-state error. The reason of occurring steady-state error had been analyzed from
the previous section, the design method adopted a high gain feedback control with con-
straints in which the feedback control gain is designed using least squares optimization
and seven candidate pairs of the electrical voltage values, usd(ti) and usq(ti), in order
to form the finite control set with constraints. However, the presented method does not
have integral action, as a result, the steady-state errors are observed from the previous
results. Similar to other linear control systems, the steady-state errors will be reduced
if the feedback controller gain Kfcs is increased, in this case, the feedback control gain
will be increased as the sampling interval ∆t reduced as shown in (5.24).
In this section, the revised Finite Control Set analyzed previously is modified to include
integral action in the controller. The design approach is to embed the integrator into
the controller, which is the most widely used method in the applications. Similar to the
Model Predictive Control discussed in previous chapters, the incremental model method
is introduced to modify the existing schemes.
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The essence of finite control set scheme is an optimal output feedback control with the
gain matrix Kfcs where the optimal control signals usd(ti) and usq(ti) are expressed in
the feedback control framework:[
usd(ti)
opt
usq(ti)
opt
]
= Kfcs(
[
i∗sd(ti)
i∗sq(ti)
]
−
[
isd(ti)
isq(ti)
]
) (5.30)
where the Kfcs is used for the reference signals as well as the measured current signals
(a small modification from the original scheme), also the feedforward compensation is
neglected in the simpler expression.
This finite control set controller has proportional control, but not includes integral ac-
tion which is evident from (5.30). In order to generate integral action in the feedback
controller, the integrated error signals between the current reference signals isd(ti)
∗,
isq(ti)
∗ and isd(ti), isq(ti) will need to be included in the controller. Since the finite
control set controller is a discrete time controller, discrete-time control system design is
better suited. The operator for integrator in the discrete-time system is expressed as
1
1−q−1 where q
−1 is the backward shift operator defined as q−1x(ti) = x(ti −∆t). In a
similar expression to integral controller, an additional term that has the functionality of
an integrator is added to the original finite control set scheme, leading to the new finite
control set controller:[
usd(ti)
opt
usq(ti)
opt
]
= Kfcs
[
kI
1−q−1 (isd(ti)
∗ − isd(ti))
kI
1−q−1 (isq(ti)
∗ − isq(ti))
]
−Kfcs
[
isd(ti)
isq(ti)
]
(5.31)
where kI is the integral gain for the isd and isq currents where 0 < kI ≤ 1, the reason
for using identical notation for both current is due to the identical time constant for
both dynamics. The parameter kI is the integral gain in the discrete integral controller.
Figure 5.6 shows the configuration of the new finite control set controller with integral
action, where the control signals calculated are the uoptsd and u
opt
sq .
In the presence of constraints, there are seven pairs of candidate variables for the
usd and usq voltages. As before, upon obtaining the signals usd(ti)
opt and usq(ti)
opt at
the sampling time ti, the actual control signals usd(ti) and usq(ti) are determined by
computing the value of the objective function for k = 0, 1, 2 . . . , 6
Jk =
∆t2
(rστ ′σ)2
(usd(ti)
k − usd(ti)opt)2 + ∆t
2
(rστ ′σ)2
(usq(ti)
k − usq(ti)opt)2
and finding the minimum of the objective function Jk and its corresponding index num-
ber. We may call this modified controller I-FCS.
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Figure 5.6: Implementation of feedback current control using I-FCS.
5.4.1 Calculation of Integral Gain
The selection of the integral gain kI is discussed in this section. From Figure 5.6, there
are two feedback loops for proposed control method, one is the inner-loop proportional
control system which has the controller gain Kfcs as discussed before, while the outer-
loop controllers contain the integral action. So from this design topology, the closed-
loop transfer function for the inner-loop system will depend on the outer-loop integral
controller design. Recall that the inner-loop system has the discrete-time state space
model (5.14):
[
isd(ti +∆t)
isq(ti +∆t)
]
= (I +∆tAm(ti))
[
isd(ti)
isq(ti)
]
+∆tBm
[
usd(ti)
usq(ti)
]
+ γD(ti)∆t (5.32)
where the feedback control signals usd(ti) and usq(ti) are calculated using the feedback
gain matrix Kfcs as illustrated in the inner-loop control system:
[
usd(ti)
usq(ti)
]
= Kfcs
[
ed(ti)− isd(ti)
eq(ti)− isq(ti)
]
where ed(ti) and eq(ti) are the reference signals to the inner-loop, as well as the manipu-
lated signals for the outer-loop system. Then, by substituting the control signals above
into the state space model (5.32), the closed-loop relationship between the z-transforms
of the reference signals and the feedback signals is obtained as
[
Isd(z)
Isq(z)
]
= (zI − (I +Am(ti)∆t) + ∆tBmKfcs)−1∆tBmKfcs
[
I˜sd(z)
I˜sq(z)
]
(5.33)
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where the feedback control gain Kfcs is
Kfcs(ti) =
[
rστ ′σ
∆t 0
0 rστ
′
σ
∆t
]
(I +∆tAm(ti))
which can be easily verified that the matrix (zI − (I + Am(ti)∆t) + ∆tBmKfcs)−1 has
the diagonal form of [
1
z 0
0 1z
]
and the matrix ∆tBmKfcs becomes I+∆tAm(ti). Thus the closed-loop transfer function
(5.33) leads to
[
Isd(z)
Isq(z)
]
= (
[
1
z 0
0 1z
]
+∆tAm(ti)z
−1)
[
I˜sd(z)
I˜sq(z)
]
(5.34)
If the sampling interval ∆t is sufficiently small, the quantity of ∆tAm(ti)z
−1 could be
neglected. Thus the inner-loop dynamics are approximately expressed as
Isd(z)
I˜sd(z)
≈ z−1; Isq(z)
I˜sq(z)
≈ z−1
Once the inner-loop system is understood, the design of the outer-loop integral controller
becomes straightforward. By using d-axis current as example, the open-loop transfer
function for the outer-loop system includes the integral controller kI
1−z−1 together with
the time delay z−1 from the inner closed-loop system. Hence, the outer closed-loop has
the transfer function as
Isd(z)
Isd(z)∗
=
kIz
−1
1− z−1 + kIz−1 (5.35)
where the closed-loop pole is located at 1 − kI . By choosing a desired closed-loop pole
as 0 ≤ pcl < 1, the integral gain is determined as kI = 1 − pcl. The design for q-axis
current is identical to (5.35).
The desired closed-loop pole pcl is a pole in the discrete-time system and this parameter
is the design parameter selected by the user. We can choose it in a relative value to its
continuous-time counterpart. For instance, if the continuous-time counterpart is −acl,
the pole in discrete-time is pcl = e
−acl∆t where ∆t is the sampling interval. Thus, we
can determine the value of pcl according to the desired response time in the continuous-
time. For instance, if we wish the desired closed-loop current control system has a
time constant of 100 × 10−6 second (acl = 1100×10−6 ), then with a sampling interval
∆t = 10 × 10−6 second, pcl = e−acl×∆t = e−0.1 = 0.9048. By reducing the desired
closed-loop constant to 50× 10−6 second, pcl = e−0.2 = 0.8187.
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5.4.2 Derivation of I-FCS Controller without Constraints
The I-FCS control algorithm outlined in previous section is derived without constraints.
Recall that the discretized model (5.32) of the induction motor current in dq coordinates
is obtained as[
isd(ti +∆t)
isq(ti +∆t)
]
= (I +∆tAm(ti))
[
isd(ti)
isq(ti)
]
+∆tBm
[
usd(ti)
usq(ti)
]
+ γD(ti)∆t (5.36)
This approximation of the continuous-time differential equation model is still valid after
the backward shift, which holds at the sampling time of ti −∆t, leads to[
isd(ti)
isq(ti)
]
= (I +∆tAm(ti −∆t))
[
isd(ti −∆t)
isq(ti −∆t)
]
+∆tBm
[
usd(ti −∆t)
usq(ti −∆t)
]
+γD(ti−∆t)∆t
(5.37)
Subtracting (5.37) from (5.36) leads to the difference model between two sampling in-
stants: [
isd(ti +∆t)− isd(ti)
isq(ti +∆t)− isq(ti)
]
= (I +∆tAm(ti))
[
isd(ti)− isd(ti −∆t)
isq(ti)− isq(ti −∆t)
]
+∆tBm
[
usd(ti)− usd(ti −∆t)
usq(ti)− usq(ti −∆t)
]
+∆t(γD(ti)− γD(ti −∆t))
+(Am(ti)−Am(ti −∆t))∆t
[
isd(ti −∆t)
isq(ti −∆t)
]
(5.38)
where in the process of derivation the following term is both added and subtracted to
(5.38):
Am(ti)∆t
[
isd(ti −∆t)
isq(ti −∆t)
]
Thus the matrix (Am(ti) − Am(ti − ∆t))∆t contained in the final term of (5.38) is
expressed as
(Am(ti)−Am(ti −∆t))∆t =
[
0 a12
a21 0
]
where a12 = ∆t(ωs(ti)− ωs(ti −∆t) and a21 = −∆t(ωs(ti)− ωs(ti −∆t).
Since the quantity ∆t(ωs(ti)−ωs(ti−∆t) is sufficiently small for a small sampling interval
∆t in the induction motor drive application, the matrix (Am(ti) − Am(ti − ∆t))∆t is
approximated by a zero matrix. Thus the final term of (5.38) is neglected, for the same
reason, the compensation term ∆t(γD(ti)− γD(ti −∆t)) is neglected as well.
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For notational simplicity, the following incremental variables are defined:
∆isd(ti +∆t) = isd(ti +∆t)− isd(ti)
∆isq(ti +∆t) = isq(ti +∆t)− isq(ti)
∆isd(ti) = isd(ti)− isd(ti −∆t)
∆isq(ti) = isq(ti)− isq(ti −∆t)
∆usd(ti) = usd(ti)− usd(ti −∆t)
∆usq(ti) = usq(ti)− usq(ti −∆t)
With these incremental variables defined and the approximation taken, the incremental
model of induction motor (5.38) becomes
[
∆isd(ti +∆t)
∆isq(ti +∆t)
]
= (I +∆tAm(ti))
[
∆isd(ti)
∆isq(ti)
]
+∆tBm
[
∆usd(ti)
∆usq(ti)
]
(5.39)
In order to include the integral action into the controller, the weighted current errors
ed(ti) = kI(i
∗
sd(ti) − isd(ti)) and eq(ti) = kI(i∗sq(ti) − isq(ti)) are chosen as the steady-
states of ∆isd(ti) and ∆isq(ti), where 0 < kI < 1. Subtracting the steady-states from
the incremental model (5.39) leads to
[
∆isd(ti +∆t)− ed(ti)
∆isq(ti +∆t)− eq(ti)
]
= (I+∆tAm(ti))
[
∆isd(ti)− ed(ti)
∆isq(ti)− eq(ti)
]
+∆tBm
[
∆usd(ti)
∆usq(ti)
]
(5.40)
Once again, the objective function J is defined for minimization as
J =
[
∆isd(ti +∆t)− ed(ti) ∆isq(ti +∆t)− eq(ti)
] [ ∆isd(ti +∆t)− ed(ti)
∆isq(ti +∆t)− eq(ti)
]
(5.41)
where the incremental current signals ∆isd(ti +∆t) and ∆isq(ti +∆t) are regulated to
be as close as possible to ed(ti) and eq(ti).
Then, the following vector is defined for notational simplicity:
[
gd(ti)
gq(ti)
]
= − (I +∆tAm(ti))
[
∆isd(ti)− ed(ti)
∆isq(ti)− eq(ti)
]
= (I +∆tAm(ti))
[
ed(ti)−∆isd(ti)
eq(ti)−∆isq(ti)
]
(5.42)
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Then by substituting (5.40) with the simplified notation into the objective function
(5.41), it can be readily verified that the objective function has the expression
J =
([
gd(ti)
gq(ti)
]
−∆tBm
[
∆usd(ti)
∆usq(ti)
])T ([
gd(ti)
gq(ti)
]
−∆tBm
[
∆usd(ti)
∆usq(ti)
])
which is
J =
[
gd(ti) gq(ti)
] [ gd(ti)
gq(ti)
]
− 2
[
∆usd(ti) ∆usq(ti)
]
∆tBTm
[
gd(ti)
gq(ti)
]
+
[
∆usd(ti) ∆usq(ti)
]
∆t2BTmBm
[
∆usd(ti)
∆usq(ti)
]
(5.43)
The objective function (5.43) is a quadratic function similar to the objective function
(5.18) in previous section. By using the same least squares minimization procedure
as outlined before, the optimal incremental control signals ∆usd(ti) and ∆usq(ti) are
computed by minimizing the objective function (5.43)
[
∆usd(ti)
∆usq(ti)
]
= (∆t2BTmBm)
−1∆tBTm
[
gd(ti)
gq(ti)
]
=
1
∆t
[
rστ
′
σ 0
0 rστ
′
σ
][
gd(ti)
gq(ti)
]
(5.44)
where the matrix BTmBm is positive definite same as before, given by
BTmBm =

 1(rστ ′σ)2 0
0 1
(rστ ′σ)
2


By substituting the variables gd(ti) and gq(ti) (5.42) into the optimal solution (5.44), we
obtain the expression of the incremental control signals
[
∆usd(ti)
∆usq(ti)
]
=
1
∆t
[
rστ
′
σ 0
0 rστ
′
σ
]
(I +∆tAm(ti))
[
ed(ti)−∆isd(ti)
eq(ti)−∆isq(ti)
]
= Kfcs
[
ed(ti)−∆isd(ti)
eq(ti)−∆isq(ti)
]
where the feedback control gain Kfcs is defined by
Kfcs =
1
∆t
[
rστ
′
σ 0
0 rστ
′
σ
]
(I +∆tAm(ti))
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which is identical to the case without integrator in previous section.
Recall that the weighted error signals are ed(ti) = kI(i
∗
sd(ti) − isd(ti)) and eq(ti) =
kI(i
∗
sq(ti) − isq(ti)), which are substituted back into the optimal incremental control
signal computation leading to
[
∆usd(ti)
∆usq(ti)
]
= Kfcs
([
kI(i
∗
sd(ti)− isd(ti))
kI(i
∗
sq(ti)− isq(ti))
]
−
[
∆isd(ti)
∆isq(ti)
])
(5.45)
Finally, as q−1 denotes the shift operator, the incremental control signal ∆usd(ti) =
usd(ti) − usd(ti − ∆t) is expressed as (1 − q−1)usd(ti), as well as ∆usq(ti) = usq(ti) −
usq(ti −∆t) is expressed as (1− q−1)usq(ti), then, dividing (5.45) by the factor 1− q−1
leads to[
usd(ti)
usq(ti)
]
= Kfcs
[
kI
1−q−1 (i
∗
sd(ti)− isd(ti))
kI
1−q−1 (i
∗
sq(ti)− isq(ti))
]
−Kfcs
[
isd(ti)
isq(ti)
]
(5.46)
where the incremental current signals ∆isd(ti) = isd(ti) − isd(ti − ∆t) and ∆isq(ti) =
isq(ti)−isq(ti−∆t) are replaced by (1−q−1)isd(ti) and (1−q−1)isq(ti), respectively. The
optimal control signals usd(ti) and usq(ti) given by (5.45) are identical to the proposed
control signals in (5.31). This completes the derivation of the optimal control signal
with integral action without constraints.
An equivalent expression of the cascaded feedback system based on (5.45) is shown in
Figure 5.6, which can be seen as moving the integrators in Figure 5.7 from outer-loops
to the inner-loop.
Figure 5.7: Feedback current control using I-FCS.
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5.4.3 Optimal Control Design with Constraints
To consider the constraints implementation within the optimal control design, the ob-
jective function J used in the previous section is modified for the completed square
analysis.
By adding and subtracting the following term to the original objective function J given
by (5.43), whose quantity remains unchanged.
[
gd(ti) gq(ti)
]
∆tBm(∆t
2BTmBm)
−1BTm∆t
[
gd(ti)
gq(ti)
]
with this term added, the completed squares is formed as:
J0 =
([
∆usd(ti)
∆usq(ti)
]
− (∆t2BTmBm)−1BTm∆t
[
gd(ti)
gq(ti)
])T
(∆t2BTmBm) (5.47)
×
([
∆usd(ti)
∆usq(ti)
]
− (∆t2BTmBm)−1BTm∆t
[
gd(ti)
gq(ti)
])
With the J0 given by (5.48), the original objective function J becomes
J = J0 + Jmin
where Jmin is
Jmin =
[
gd(ti) gq(ti)
]
(I −Bm(BTmBm)−1BTm)
[
gd(ti)
gq(ti)
]
= 0
due to the diagonal matrix Bm, which is
Bm =
[
1
rστ ′σ
0
0 1rστ ′σ
]
Therefore, the minimum of the original objective function J is achieved if J0 is minimized
with the optimal control signals:
[
∆usd(ti)
∆usq(ti)
]
= (∆t2BTmBm)
−1BTm∆t
[
gd(ti)
gq(ti)
]
(5.48)
This solution is identical to the solution presented in (5.44) that has been derived without
constraints.
By defining the unconstrained solution as the optimal solution denoted by ∆usd(ti)
opt
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and ∆usq(ti)
opt, yielding to
[
∆usd(ti)
opt
∆usq(ti)
opt
]
= (∆t2BTmBm)
−1BTm∆t
[
gd(ti)
gq(ti)
]
By substituting this expression into the original objective function, leads to
J =
([
∆usd(ti)
∆usq(ti)
]
−
[
∆usd(ti)
opt
∆usq(ti)
opt
])T
(∆t2BTmBm)
([
∆usd(ti)
∆usq(ti)
]
−
[
∆usd(ti)
opt
∆usq(ti)
opt
])
Also, by definition of the incremental control signals, the following relationship is true:
[
∆usd(ti)
opt
∆usq(ti)
opt
]
=
[
usd(ti)
opt
usq(ti)
opt
]
−
[
∆usd(ti −∆t)opt
∆usq(ti −∆t)opt
]
Thus, by calculating the actual incremental control signals using the same past control
signal states, that is,
[
∆usd(ti)
∆usq(ti)
]
=
[
usd(ti)
usq(ti)
]
−
[
∆usd(ti −∆t)opt
∆usq(ti −∆t)opt
]
The objective function, which is used in the implementation of the I-FCS, is defined as
J =
([
usd(ti)
usq(ti)
]
−
[
usd(ti)
opt
usq(ti)
opt
])T
(∆t2BTmBm)
([
usd(ti)
usq(ti)
]
−
[
usd(ti)
opt
usq(ti)
opt
])
=
∆t2
(rστ ′σ)2
(usd(ti)− usd(ti)opt)2 + ∆t
2
(rστ ′σ)2
(usq(ti)− usq(ti)opt)2 (5.49)
In the presence of constraints, there are seven pairs of candidate variables for the vd
and vq voltages. When having the integrators in the I-FCS controller, upon obtaining
the signals vd(ti)
opt and vq(ti)
opt with integral action at the sampling time ti, the actual
control signals vd(ti) and vq(ti) are determined by computing the value of the objective
function for k = 0, 1, 2 . . . , 6
Jk =
∆t2
(rστ ′σ)2
(usd(ti)
k − usd(ti)opt)2 + ∆t
2
(rστ ′σ)2
(usq(ti)
k − usq(ti)opt)2 (5.50)
The pair of constrained control signals usd(ti)
k and usq(ti)
k is found to minimize the
objective function Jk subject to the index number k.
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5.4.4 Implementation of I-FCS Controller
The design of the Finite Control Set with integral action is shown in Figure 5.7 as the
configuration of a cascaded feedback control system, which clearly indicated that inte-
grators have been embedded in the outer-loop systems. The equivalent structure of FCS
controller with integrators is shown in Figure 5.6, that is applied for the implementation
of the I-FCS control algorithm, which is presented using the difference of the control
signals with iterative computation. From Figure 5.6, we obtain:
[
∆usd(ti)
opt
∆usq(ti)
opt
]
= Kfcs
[
kI(i
∗
sd(ti)− isd(ti)
kI(i
∗
sq(ti)− isq(ti))
]
−Kfcs
[
∆isd(ti)
∆isq(ti)
]
where the following relationships are expressed:
(1− q−1)usd(ti)opt = usd(ti)opt − usd(ti −∆t)opt = ∆usd(ti)opt
(1− q−1)usq(ti)opt = usq(ti)opt − usq(ti −∆t)opt = ∆usq(ti)opt
(1− q−1)isd(ti) = isd(ti)− isd(ti −∆t) = ∆isd(ti)
(1− q−1)isq(ti) = isq(ti)− isq(ti −∆t) = ∆isq(ti)
Thus, the optimal control signals usd(ti)
opt and usq(ti)
opt are calculated based the past
sample states of these signals together with their incremental values:
[
usd(ti)
opt
usq(ti)
opt
]
=
[
usd(ti −∆t)opt
usq(ti −∆t)opt
]
+
[
∆usd(ti)
opt
∆usq(ti)
opt
]
With the optimal control signals defined, the objective function J is calculated with
respect to the seven pairs of candidate voltage control variables.
The implementation procedure is discussed as follows:
1. At the sampling time ti−∆t, take the measurements of usd(ti−∆t), usq(ti−∆t),
isd(ti−∆t), isq(ti−∆t). Initialize the optimal control signals at the sampling time
ti−∆t as usd(ti−∆t)opt = usd(ti−∆t), usq(ti−∆t)opt = usq(ti−∆t). Perform the
following computation at the sampling time ti with current measurements isd(ti),
isq(ti) and their reference signals i
∗
sd(ti), i
∗
sq(ti).
2. Calculate the optimal incremental control signals using the following equation:
[
∆usd(ti)
opt
∆usq(ti)
opt
]
= Kfcs
[
kI(i
∗
sd(ti)− isd(ti)
kI(i
∗
sq(ti)− isq(ti))
]
−Kfcs
[
∆isd(ti)
∆isq(ti)
]
Chapter 5. Finite Control Set - Model Predictive Control 107
3. Calculate the optimal control signals using the past optimal control states:
[
usd(ti)
opt
usq(ti)
opt
]
=
[
usd(ti −∆t)opt
usq(ti −∆t)opt
]
+
[
∆usd(ti)
opt
∆usq(ti)
opt
]
4. Calculate the value of the objective function J with respect to the finite control
set for k = 0, 1, 2, . . . , 7
Jk =
∆t2
(rστ ′σ)2
(usd(ti)
k − usd(ti)opt)2 + ∆t
2
(rστ ′σ)2
(usq(ti)
k − usq(ti)opt)2
5. Find the minimum of Jk and its corresponding index, which leads to the control
signals to be implemented.
6. Go to Step 2 in the computation as the sampling time progresses to ti +∆t.
5.4.5 Experimental Results and Discussions
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Figure 5.8: Experimental result of I-FCS in dq frame. Key: line(1) Actual feedback;
line (2) set-point signal.
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Figure 5.9: Step response during transient with different kI values. Key: line(1)
kI = 0.05; line (2) kI = 0.15; line(3) kI = 0.25; line(4) set-point signal.
The experimental results are obtained from the xPC Target-based induction motor con-
trol test-bed where MATLAB Simulink software is used for control algorithm imple-
mentation and the induction motor is coupled with a servo DC motor as its load. The
supply voltage at DC-link is 520 V.
In the current control scheme, the sampling interval is ∆t = 80µs that is the lowest
limit restricted by the equipment. The closed-loop reference signals for the d-axis stator
current is isd∗ = 0.877A and the q-axis stator current is i∗sq = 1.5A. Current control
experiments have been presented using the I-FCS predictive control scheme, to compare
with the original FCS results presented in Figure 5.5.
Current response. Figure 5.8 presents the experimental results obtained from using
the I-FCS predictive control scheme, where the integral gain is selected as kI = 0.15.
Comparing Figure 5.5(a)-5.5(b) with Figure 5.8(a)-5.8(b), it is seen that the noise levels
of both d-axis and q-axis stator currents are about the same. However, calculations
shown in Table 5.3 present that when using the I-FCS predictive controller, the mean
values of the steady-state error have been significantly reduced comparing with when
using the original FCS controller.
It is worthwhile to note that the steady-state response of the original FCS predictive con-
trol system is dependent on the selection of the system physical parameters. However,
with the integral FCS predictive controller, this performance uncertainty in steady-state
operation is removed.
Frequency response of phase current. Comparing Figure 5.5(c) with 5.8(c), there
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mean of SSE isd mean of SSE isq Steady-state speed Response time
FCS 0.0164A 0.0361A 520RPM 0.0005s
kI = 0.15 −2.5397× 10−5A −3.6636× 10−4A 550RPM 0.0011s
kI = 0.25 2.8822× 10−4A 9.0139× 10−6A 550RPM 0.0007s
Table 5.3: Comparison between original FCS and I-FCS
is no significant difference between the amplitude of the frequency response of the phase
current. It is worthwhile to emphasis that because there is no pulse width modulation
used in the implementation, which is different from the previous controllers implementa-
tion, the amplitude of frequency response is quite widely spread for both cases, instead
of locating along the carrier frequency.
Velocity response. Although the steady-state errors when using the original FCS
predictive controller are quite small for this induction motor with this set of physical
parameters, the dynamic response of the velocity is affected. Figure 5.8(d) compares
the open-loop responses of the speed of the motor with the original FCS predictive con-
troller and the I-FCS predictive controller. Note that under the identical load condition
of the coupled DC motor, the motor runs a bit faster during steady-state when using the
I-FCS method. The reason for the difference could be the mean values of the currents
produced by the induction motor are larger and closer to the reference signals, hence
leading to faster steady-state speed. This could also imply that the motor runs more
efficiently when using the I-FCS predictive controller which removes the steady-state
current errors.
Selection of the integral gain. The integral gain kI is the performance parameter for
the closed-loop current responses that affect the dynamic response of the currents. In
general, the larger the gain is, the faster the current dynamic response will be. Figure
5.9 shows transient response of isq during the step change from 0 to 1.5A, where three
different values of integral gain are used. When kI = 0.05, the response time is slowest
as the closed-loop pole is closer to the unit circle. The fastest response is obtained with
kI = 0.25. Note that, the transient responses are very close between kI = 0.25 and
kI = 0.15, due to the limitation of the IGBTs operation.
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5.5 FCS-MPC in αβ-Coordinates
In the previous section, the I-FCS current control is designed in dq-coordinates, where
the current reference signals are constant or piece-wise constant. Therefore, the FCS-
MPC plus integral controller derived in the form of I-FCS are appropriate to regulate
the currents in the rotational dq frame.
In this section, the FCS-MPC of current in the αβ-frame (or the stationary frame) is
investigated. Since the control system is directly designed based on the fixed αβ frame,
the observation of the rotating coordinates is unnecessary. However, the currents isα(t)
and isβ(t) in the αβ-coordinates are sinusoidal functions, due to the linear transformation
from the three phase currents ia(t), ib(t) and ic(t). As a result, the control signals usα(t)
and usβ(t) are also sinusoidal. Therefore, the reference signals to the FCS-predictive
control system requires sinusoidal signals as well, which is differ from those in dq frame.
From the Chapter 2, the mathematical model of the induction motor in the stationary
frame are de-coupled and time-invariant with respect to the inputs and outputs. Thus,
the original FCS controllers are analyzed in this section, however in order to track the
sinusoidal reference signals without steady-state errors, the resonant characteristic is
embedded inside the controller for the αβ frame. Furthermore, the frequency of these
sinusoidal signals are dependent to the synchronous velocity ωs(t), hence the resonant
controller is time-varying for such application.
5.5.1 Original FCS-MPC Current Control
The idea of original FCS-predictive control of current in αβ coordinates is designed
identically to the controller in dq frame. Both of their objective functions are computing
the sum of squares errors between the current reference signals (i∗sα, i
∗
sβ) and the one-
step-ahead prediction of the current signals (isα, isβ), then at sampling time ti, the
optimal voltage control signals (usα, usβ) are obtained with respect to the minimum
value of the objective function.
From Chapter 2, the dynamic model of induction motor currents are recalled as follows:
disα(t)
dt
= − 1
τ ′σ
isα(t) +
kr
rστ ′στr
ψrα(t) +
kr
rστ ′σ
ωe(t)ψrβ(t) +
1
rστ ′σ
usα(t) (5.51)
disβ(t)
dt
= − 1
τ ′σ
isβ(t)− kr
rστ ′σ
ωe(t)ψrα(t) +
kr
rστ ′στr
ψrβ(t) +
1
rστ ′σ
usβ(t) (5.52)
where the model has two single-input-single-output system with coupled flux distur-
bances, thus similar to the previous section for dq frame, the objective function is selected
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for calculating the control variables at arbitrary sampling time ti.
J = (i∗sα(ti)− isα(ti +∆t))2 + (i∗sβ(ti)− isβ(ti +∆t))2
=
([
i∗sα(ti)
i∗sβ(ti)
]
−
[
isα(ti +∆t)
isβ(ti +∆t)
])T ([
i∗sα(ti)
i∗sβ(ti)
]
−
[
isα(ti +∆t)
isβ(ti +∆t)
])
(5.53)
where isα(ti +∆t) and isβ(ti +∆t) are one-step-ahead predictions of isα(ti) and isβ(ti),
respectively. The predictions are expressed in matrix and vector form by using first
order approximation from the model equations (5.51) and (5.52)
[
isα(ti +∆t)
isβ(ti +∆t)
]
= (I +∆tAm)
[
iα(ti)
iβ(ti)
]
+∆tBm
[
usα(ti)
usβ(ti)
]
+ ∆t
[
kr
rστ ′στr
ψrα(ti) +
kr
rστ ′σ
ωe(ti)ψrβ(ti)
− krrστ ′σωe(ti)ψrα(ti) +
kr
rστ ′στr
ψrβ(ti)
]
(5.54)
where I is a 2× 2 identity matrix and the system matrices Am and Bm are defined as
Am =
[
− 1τ ′σ 0
0 − 1τ ′σ
]
; Bm =
[
1
rστ ′σ
0
0 1rστ ′σ
]
By substituting the one-step-ahead prediction (5.54) into the objective function J (5.53),
leads to
J =
[
fα(ti) fβ(ti)
] [ fα(ti)
fβ(ti)
]
− 2
[
usα(ti) usβ(ti)
]
∆tBTm
[
fα(ti)
fα(ti)
]
+
[
usα(ti) usβ(ti)
]
∆t2BTmBm
[
usα(ti)
usβ(ti)
]
(5.55)
where the auxiliary functions fα(ti) and fβ(ti) are defined as
[
fα(ti)
fβ(ti)
]
=
[
i∗sα(ti)
i∗sβ(ti)
]
− (I +∆tAm)
[
isα(ti)
isβ(ti)
]
−∆t
[
kr
rστ ′στr
ψrα(ti) +
kr
rστ ′σ
ωe(ti)ψrβ(ti)
− krrστ ′σωe(ti)ψrα(ti) +
kr
rστ ′στr
ψrβ(ti)
]
(5.56)
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Similar to the derivation steps outlined in dq frame section, the optimal control signals
usα(ti) and usβ(ti) that minimizes the objective function J are computed as:
[
usα(ti)
opt
usβ(ti)
opt
]
= (∆t2BTmBm)
−1∆tBTm
[
fα(ti)
fβ(ti)
]
=
1
∆t
[
rστ
′
σ 0
0 rστ
′
σ
][
fα(ti)
fβ(ti)
]
(5.57)
Note that in αβ reference frame, the system matrix Am is diagonal and there is no
interaction between current isα and isβ . Thus the calculations of optimal control signals
uoptsα and u
opt
sβ are scalar operation. Since the matrix I +Am∆t is a diagonal having the
form:
I +Am∆t =
[
1− ∆tτ ′σ 0
0 1− ∆tτ ′σ
]
Hence (5.57) leads to
usα(ti)
opt =
rστ
′
σ
∆t
i∗sα(ti)−
rστ
′
σ
∆t
(1− ∆t
τ ′σ
)isα(ti)− kr
rστ ′στr
ψrα(ti)− kr
rστ ′σ
ωe(ti)ψrβ(ti)
usβ(ti)
opt =
rστ
′
σ
∆t
i∗sβ(ti)−
rστ
′
σ
∆t
(1− ∆t
τ ′σ
)isβ(ti) +
kr
rστ ′σ
ωe(ti)ψrα(ti)− kr
rστ ′στr
ψrβ(ti)
where i∗sα(ti) and i
∗
sβ(ti) are current reference signals in the αβ reference frame, ωe(ti),
isα(ti) and isβ(ti) are from the measurement at sampling time ti, ψrα(ti) and ψrβ(ti) are
estimated based on the model equations as
ψrα(ti) = ψrα(ti −∆t) + ∆t(Lh
τr
isα(ti −∆t)− 1
τr
ψrα(ti −∆t)− ωe(ti −∆t)ψrβ(ti −∆t))
ψrβ(ti) = ψrβ(ti −∆t) + ∆t(Lh
τr
isβ(ti −∆t) + ωe(ti −∆t)ψrα(ti −∆t)− 1
τr
ψrβ(ti −∆t))
It is clearly seen that predictive controller uses a high gain proportional feedback control
with a feedforward compensation. Furthermore, the feedback control gain is dependent
on the sampling interval of the current control system with the value
kαfcs = k
β
fcs =
rστ
′
σ
∆t
(1− ∆t
τ ′σ
) (5.58)
In order to ensure a negative feedback in the current control, the quantity 1−∆tτ ′σ > 0, that
is ∆tτ ′σ
< 1, the sampling time has to be smaller than the current model time constant.
A similar approach to the FCS predictive control in dq frame is adopted to the FCS
problem in the αβ coordinates. Following the same procedure as outlined in previous
section of this chapter, the objective function J (5.55) is expressed in term of the optimal
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control signals in αβ frame as voltage signals in the αβ reference frame as
J =
([
usα(ti)
usβ(ti)
]
−
[
usα(ti)
opt
usβ(ti)
opt
])T
(∆t2BTmBm)
([
usα(ti)
usβ(ti)
]
−
[
usα(ti)
opt
usβ(ti)
opt
])
=
∆t2
(rστ ′σ)2
(usα(ti)− usα(ti)opt)2 + ∆t
2
(rστ ′σ)2
(usβ(ti)− usβ(ti)opt)2 (5.59)
With both objective function and the optimal control signals defined, the next step in the
FCS predictive control is to find the control signal usα(ti) and usβ(ti) that will minimize
the objective function subject to the limited number of choices of voltage variables. In
the αβ reference frame, there are seven pairs of candidate voltage values, which are also
time-invariant. Their exact values are characterized by the values listed below:
[
0 1 12 −12 −1 −12 12
0 0
√
3
2
√
3
2 0 −
√
3
2 −
√
3
2
]
2
3
Vdc (5.60)
In FCS current control proposed in the αβ reference frame, the seven pairs of usα and
usβ values from (5.60) are used to evaluate the objective function (5.59). The pair of
usα and usβ that has yielded a minimum of the objective function J will be chosen as
the FCS current control signals in the αβ reference frame.
As we may recall, in the dq reference frame, there are also seven candidate pairs that the
usd(ti) and usq(ti) are permitted to take. However, the candidate variables are sinusoidal
functions with respect to the electrical angle θs(t). Because the candidate variables in
the αβ reference frame are constants, in addition to the optimal voltage variables being
scalars, the real-time computational load for the control law is less than that in the dq
reference frame.
It is worthwhile to emphasis that because the reference signals in the αβ frame are si-
nusoidal signals, the error signals isα(t)
∗ − isα(t) and isβ(t)∗ − isβ(t) will not converge
to zero as t → ∞. However, as sampling interval ∆t reduces, the |isα(t)∗ − isα(t)| and
|isβ(t)∗ − isβ(t)| will reduce as the feedback controller gain rστ
′
σ
∆t (1− ∆tτ ′σ ) increases.
Figure 5.10 shows the configuration of the feedback control system to generate optimal
control signals usα(t)
opt and usβ(t)
opt.
The reference signals to the FCS current control in the αβ reference signals are si-
nusoidal signals in which their frequency is determined by the synchronous velocity of
the induction motor ωs(t). In the applications, the desired operational performance in
a closed-loop current control is specified via the desired values of i∗sd and i
∗
sq currents.
For instance, the desired value for i∗sd is chosen related to the rotor flux as
ψ∗
rd
Lh
and the
i∗sq current is related to electrical torque in demand. The reference signals to the i
∗
sd and
i∗sq currents are transparent to the applications and easy to choose. For these reasons,
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dq
/
αβ
rστ ′σ
∆t
rστ ′σ
∆t
1− ∆tτ ′σ
kr
rστ ′σ
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1− ∆tτ ′σ
kr
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Figure 5.10: Finite Control Set Current Control in αβ frame
the reference signals to i∗sα and i
∗
sβ currents are calculated using the Park Transform:
[
i∗sα(t)
i∗sβ(t)
]
=
[
cosθs(t) −sinθs(t)
sinθs(t) cosθs(t)
][
i∗sd(t)
i∗sq(t)
]
(5.61)
5.5.2 Resonant FCS-MPC Current Control Design
The experimental results of original FCS predictive control in αβ frame presents the
steady-state errors in the isd and isq currents. In order to reduce the steady-state errors
in dq currents, the feedback errors of i∗sα(t) − isα(t) and i∗sβ(t) − isβ(t) in the current
control system need to be eliminated.
It is known from the internal model control principle that for the feedback control system
to track a periodic signal, the signal generator needs to be embedded in the controller.
Thus, the generator of a sinusoidal signal is embedded in the feedback control system,
due to the reference current signals are sinusoidal signals, as discussed before. As a
result, the output current signals isα(t) and isβ(t) would track their reference signals
without steady-state errors. In short, the resonant controller has a polynomial factor
of 1 − 2cos(ωd(t))z−1 + z−2, which is (1 − ejωd(t)z−1)(1 − e−jωd(t)z−1), where ωd(t) is
the discrete frequency of the sinusoidal reference signal. In other words, there is a pair
of complex poles contained in the controller, where the locations of these poles are at
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e±jωd(t) on the complex plane. Furthermore, since the frequency ωd(t) of the sinusoidal
signals is time-varying depending on the synchronous system ωs(t), thus the controller
parameters are needed to compute on-line based on the estimation of ωs(t).
The resonant FCS current controller is proposed to have the feedback structure as illus-
trated in Figure 5.11. In the proposed control system structure, the feedback controllers
kαfcs and k
α
fcs derived from the one-step-ahead prediction and optimization shown in
(5.58) are used in the inner-loops for fast dynamic response, while two resonant con-
trollers are used in the outer-loops to provide further compensations for the tracking
errors between the reference and feedback current signals in the αβ reference frame.
The frequency ωd(t) is the discrete frequency, which has the unit of radian per sample
-

-
i∗sβ+
-
k1+k2z−1
1−2cosωdz−1+z−2
-

-
+
-
k
β
fcs
-
Current
Model
-
isβ
6 6
i∗sα-

- k1+k2z−1
1−2cosωdz−1+z−2
-

- - -
? ?
+
-
+
- isα
kαfcs
Figure 5.11: Finite Control Set (FCS) resonant current control in αβ frame
interval. If the sinusoidal signal has a period of T and the sampling interval is ∆t, the
number of samples within this period T is NT =
T
∆t . Thus the discrete frequency ωd is
calculated as
ωd =
2pi
NT
=
2pi∆t
T
For example, if the synchronous velocity of the induction motor is ωs = 200 rad/s, and
the sampling interval is ∆t = 20µs, then the discrete frequency is
ωd = ωs ×∆t = 0.004 rad/sample
Chapter 5. Finite Control Set - Model Predictive Control 116
The frequency parameter ωd is time-varying when the synchronous velocity changes.
However, when the sampling interval ∆t is small, this variation has a small effect on
the locations of the complex poles in the controller. For instance, suppose that the
induction motor velocity varies from 100 to 10000 rpm, then the synchronous velocity
approximately varies from 20 to 2000 rad/s, when ∆t = 20µs, the corresponding ωd
to ωr = 100 rpm is approximately 0.0004 rad/sample and ωr = 10000 rpm is 0.04
rad/sample. The controller poles for the former case are approximately 1 and the latter
case approximately 0.9992± j0.04.
The design of the outer-loop resonant controllers are analyzed for αβ frame. Firstly,
from the previous section for dq frame case, the inner-loop system has the closed-loop
transfer function of z−1, the same procedure is applied here to obtain the same result
in αβ coordinates, the derivation will not be shown to prevent the repeating work.
Thus, Figure 5.12 illustrates the outer-loop system for controlling current isα with the
resonant controller and the inner-loop approximated by the transfer function z−1. Then,
the closed-loop system from the reference signal i∗sα to isα is described by the z-transfer
function
T (z) =
k1z
−1 + k2z−2
1− 2cosωdz−1 + z−2 + k1z−1 + k2z−2 (5.62)
This is a second order discrete-time system with two closed-loop poles. Thus, the two
coefficients from the resonant controller, k1 and k2, can be uniquely determined by using
the technique of pole-assignment controller design. Assume that the desired closed-loops
-

-
i∗sα +
-
k1+k2z−1
1−2cosωdz−1+z−2
- z−1 -
6
isα
Figure 5.12: Outer-loop system with inner-loop approximated by a sample of time
delay
are identical, denoted as 0 ≤ λ < 1, the desired closed-loop polynomial for the discrete
system is given by
(1− λz−1)2 = 1− 2λz−1 + λ2z−2
By comparing the desired closed-loop polynomial with the actual closed-loop polynomial
given by the denominator of (5.62), the following equalities are obtained:
k1 − 2cosωd = −2λ
k2 + 1 = λ
2
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These equalities lead to the solutions for the gains of the resonant controller where
k1 = 2cosωd − 2λ (5.63)
k2 = λ
2 − 1 (5.64)
The performance tuning parameter for the resonant FCS controller is the location of
the pair of desired discrete closed-loop poles 0 ≤ λ < 1. The parameter is chosen in the
design to reflect the closed-loop bandwidth of the feedback control system, depending on
the quality of the current model and noise level in the system. A smaller λ corresponds
to faster closed-loop response for the resonant FCS control system, which on the other
hand, it may cause noise amplification and the resulted closed-loop system less robust.
If one wishes to use the closed-loop performance specification in continuous-time that
closely corresponds to the underlying physical system, then the desired closed-loop poly-
nomial is chosen as s2 + 2ξwns + w
2
n. For ξ = 0.707 (or other damping coefficient less
than one), the pair of continuous-time complex poles are s1,2 = −ξwn ± jwn
√
1− ξ2.
With a sampling interval ∆t, the pair of poles are converted from continuous-time to
discrete-time via the following relationships:
z1 = e
−ξwn∆t+jwn
√
1−ξ2∆t
z2 = e
−ξwn∆t−jwn
√
1−ξ2∆t
The desired closed-loop polynomial in discrete-time, but having direct relation to the
underlying continuous-time performance, becomes,
(1− e−ξwn∆t+jwn
√
1−ξ2∆tz−1)(1− e−ξwn∆t−jwn
√
1−ξ2∆tz−1)
= 1− 2e−ξwn∆tcos(wn
√
1− ξ2∆t)z−1 + e−2ξwn∆tz−2 (5.65)
When the desired closed-loop poles are selected this way, the coefficients of the resonant
controller are found by comparing the desired closed-loop polynomial (5.65) with the
actual closed-loop polynomial given by the denominator in (5.62):
k1 = 2cosωd − 2e−ξwn∆tcos(wn
√
1− ξ2∆t) (5.66)
k2 = e
−2ξwn∆t − 1 (5.67)
where wn is the desired bandwidth for the closed-loop current control system specified
in the continuous-time.
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5.5.3 Derivation of Resonant Controller
The control system shown in Figure 5.11 is the resonant control system without the
constraints of using the finite control set in the αβ frame. The resonant control algorithm
for using the finite control set is an extension of the unconstrained control case. Thus,
the algorithm is firstly summarized, followed by its derivation.
Algorithm 1 Derivation of resonant controller gain
The resonant FCS control signals in the αβ reference frame at sampling time ti, usα(ti)
and usβ(ti), are found by finding the minimum of the objective function J with respect
to the index k,
J =
∆t2
(rστ ′σ)2
(usα(ti)
k − usα(ti)opt)2 + ∆t
2
(rστ ′σ)2
(usβ(ti)
k − usβ(ti)opt)2 (5.68)
where the values of usα(ti)
k and usβ(ti)
k (k = 0, 1, 2, . . . , 6) are given by the finite control
set, [
0 1 12 −12 −1 −12 12
0 0
√
3
2
√
3
2 0 −
√
3
2 −
√
3
2
]
2
3
Vdc
and the signals usα(ti)
opt and usβ(ti)
opt are computed iteratively using the following
equations:
usα(ti)
opt = 2cosωdusα(ti −∆t)opt − usα(ti − 2∆t)opt + usoptsα (ti) (5.69)
usoptsα (ti) = k
α
fcs[k1(isα(ti)
∗ − isα(ti)) + k2(isα(ti −∆t)∗ − isα(ti −∆t))
− (isα(ti)− 2cosωdisα(ti −∆t) + isα(ti − 2∆t))] (5.70)
usβ(ti)
opt = 2cosωdusβ(ti −∆t)opt − usβ(ti − 2∆t)opt + usoptsβ (ti) (5.71)
usoptsβ (ti) = k
β
fcs[k1(isβ(ti)
∗ − isβ(ti)) + k2(isβ(ti −∆t)∗ − isβ(ti −∆t))
− (isβ(ti)− 2cosωdisβ(ti −∆t) + isβ(ti − 2∆t))] (5.72)
The feedback control gains used in the computation are defined as:
kαfcs = k
β
fcs =
rστ
′
σ
∆t
(1− ∆t
τ ′σ
) (5.73)
k1 = 2cosωd − 2λ (5.74)
k2 = λ
2 − 1 (5.75)
0 ≤ λ < 1 is the desired closed-loop pole location for the current control system.
To derive how the control signals are chosen in the presence of constraints, the predictive
control solution is resorted. Consider the difference equations that describe the currents
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isα and isβ at the sampling time ti:
isα(ti +∆t) =(1− ∆t
τ ′σ
)isα(ti) +
∆t
rστ ′σ
usα(ti) + ∆t(
kr
rστ ′στr
ψrα(ti) +
kr
rστ ′σ
ωe(ti)ψrβ(ti))
(5.76)
isβ(ti +∆t) =(1− ∆t
τ ′σ
)isβ(ti) +
∆t
rστ ′σ
usβ(ti) + ∆t(− kr
rστ ′σ
ωe(ti)ψrα(ti) +
kr
rστ ′στr
ψrβ(ti))
(5.77)
Because there is no interaction between the variables in the αβ coordinates, for simplic-
ity, the prediction for isα is considered only, then the results will be naturally extended
for the variable isβ. Define the operator D(z
−1) as
D(z−1) = 1− 2cosωdz−1 + z−2
with z−1 as the backward shift operator z−1f(ti) = f(ti−∆t). By applying the operator
D(z−1) to both sides of (5.76), leads to
isα(ti +∆t)
s = (1− ∆t
τ ′σ
)isα(ti)
s +
∆t
rστ ′σ
usα(ti)
s (5.78)
where
isα(ti +∆t)
s =D(z−1)isα(ti +∆t) (5.79)
isα(ti)
s =D(z−1)isα(ti) (5.80)
usα(ti)
s =D(z−1)usα(ti) (5.81)
Note that the rotor flux variables ψrα(ti) and ψrβ(ti) are both sinusoidal signals, when
the operator D(z−1) is applied, these terms of (5.76) will vanish.
To include the resonant action into the controller, the weighted current errors eα(ti) =
k1(isα(ti)
∗− isα(ti))+k2(isα(ti−∆t)∗− isα(ti−∆t)) is chosen as the steady-state of the
isα(ti)
s, where k1 and k2 are given by (5.75) and (5.75). The steady-state of usα(ti)
s is
chosen to be zero. Subtracting the steady-state from the model (5.78) gives:
isα(ti +∆t)
s − eα(ti) = (1− ∆t
τ ′σ
)(isα(ti)
s − eα(ti)) + ∆t
rστ ′σ
usα(ti)
s (5.82)
After applying the same procedure to the β-axis current, we obtain the formulation for
the isβ variable as
isβ(ti +∆t)
s − eβ(ti) = (1− ∆t
τ ′σ
)(isβ(ti)
s − eβ(ti)) + ∆t
rστ ′σ
usβ(ti)
s (5.83)
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where eβ(ti) = k1(isβ(ti)
∗−isβ(ti))+k2(isβ(ti−∆t)∗−isβ(ti−∆t)). The control objective
is to minimize the error function J , where
J =
[
isα(ti +∆t)
s − eα(ti) isβ(ti +∆t)s − eβ(ti)
] [ isα(ti +∆t)s − eα(ti)
isβ(ti +∆t)
s − eβ(ti)
]
(5.84)
which is to regulate the filtered current signals isα(ti+∆t)
s, isβ(ti+∆t)
s to be as close
as possible to eα(ti) and eβ(ti).
By substituting (5.82) and (5.83) into (5.84), and following the same derivation pro-
cedure as outlined previously, the optimal solutions of usα(ti)
s and usβ(ti)
s that will
minimize the objective function (5.84) are obtained as
usα(ti)
sopt = kαfcs(eα(ti)− isα(ti)s)
usβ(ti)
sopt = kβfcs(eβ(ti)− isβ(ti)s)
where the feedback controller gains are defined as
kαfcs = k
β
fcs =
rστ
′
σ
∆t
(1− ∆t
τ ′σ
)
Furthermore, the objective function J can be expressed via completing squares as
J =
∆t2
(rστ ′σ)2
(usα(ti)
s − usα(ti)sopt)2 + ∆t
2
(rστ ′σ)2
(usβ(ti)
s − usβ(ti)sopt)2 (5.85)
Note that usα(ti)
s, usα(ti)
sopt, usβ(ti)
s, usβ(ti)
sopt are filtered voltage control variables.
Thus, based on the definition of the filtered control signals, the following relationships
are obtained:
usα(ti)
opt =
usα(ti)
sopt
1− 2cosωdz−1 + z−2
usβ(ti)
opt =
usβ(ti)
sopt
1− 2cosωdz−1 + z−2
which leads to the expressions of usα(ti)
sopt and usβ(ti)
sopt in an iterative manner:
usα(ti)
sopt = usα(ti)
opt − 2cosωdusα(ti −∆t)opt + usα(ti − 2∆t)opt (5.86)
usβ(ti)
sopt = usβ(ti)
opt − 2cosωdusβ(ti −∆t)opt + usβ(ti − 2∆t)opt (5.87)
Chapter 5. Finite Control Set - Model Predictive Control 121
By calculating the actual filtered control signals using the same past optimal control
signal states, it leads to
usα(ti)
s = usα(ti)− 2cosωdusα(ti −∆t)opt + usα(ti − 2∆t)opt (5.88)
usβ(ti)
s = usβ(ti)− 2cosωdusβ(ti −∆t)opt + usβ(ti − 2∆t)opt (5.89)
By substituting the filtered variables (5.86)-(5.89) into the objective function (5.85), it
becomes
J =
∆t2
(rστ ′σ)2
(usα(ti)− usα(ti)opt)2 + ∆t
2
(rστ ′σ)2
(usβ(ti)− usβ(ti)opt)2 (5.90)
which is identical to the one used in the Algorithm 1. This completes the derivation of
the resonant FCS control algorithm. It is emphasized that the resonant FCS control Al-
gorithm 1 used the past optimal control signal states (usα(ti −∆t)opt, usα(ti − 2∆t)opt)
together with the present (usα(ti)) to predict the filtered usα(ti)
s. If the past imple-
mented control signal states (usα(ti −∆t), usα(ti − 2∆t)) were used in the prediction,
then it could result in accumulated errors from the finite control set and lead to steady-
state errors in the resonant FCS control system.
5.5.4 Experimental Evaluations
In this section, two sets of experimental evaluation results are presented. One is the
original FCS predictive control of the induction motor drive while the other is the res-
onant FCS predictive control. Both evaluations use the same motor parameters and
the same sampling interval ∆t = 80µs. With the given motor parameters and sampling
interval, the proportional controller gains are calculated as
kαfcs = k
β
fcs = 1310.3
The reference signal to the d-axis stator current i∗sd is 0.8772A and the reference signal
to the q-axis stator current i∗sq is 0A for an initial period and a step change to 1.5A. The
load disturbance is dependent to the real-time motor shaft velocity.
mean of SSE isα mean of SSE isβ Steady-state speed Response time
FCS −0.0015A −0.0013A 522RPM 0.0003s
FCS-Res −1.2358× 10−4A −2.2802× 10−4A 548RPM 0.0006s
Table 5.4: Comparison of proposed methods in αβ frame.
Results from the original FCS predictive current control. The experimental
results of the original FCS predictive control in αβ reference frame are shown in Figure
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Figure 5.13: Experimental results of
revised FCS-MPC in αβ coordinates.
Key: line(1) Actual feedback; line (2)
set-point signal.
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Figure 5.14: Experimental results of
the resonant FCS in αβ coordinates.
Key: line(1) Actual feedback; line (2)
set-point signal.
5.13(a)-5.13(c). In Figure 5.13(a), the stator currents, isα and isβ , are shown to track
the sinusoidal reference signals and these signals are converted to their corresponding
current signals in dq reference frame as seen in Figure 5.13(b). The FFT analysis of
the phase current is performed in Figure 5.13(c). With respect to this set of physical
parameters and the selection of sampling interval ∆t, the tracking errors in αβ coordi-
nates are very small, not obvious from reading of the graphs. Instead, the calculation
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results are presented in Table 5.4. One may conclude that at this test environment, the
original FCS predictive current control system produces a relatively small steady-state
error. However, further tests need to be conducted when the physical parameters are
varying and a larger load is added, because with parameter uncertainties, the closed-loop
performance will be affected.
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Figure 5.15: Comparison of open-loop response of the motor speed.
Results from the resonant FCS predictive current control. The experimental re-
sults of the resonant FCS predictive control system are shown in Figure 5.14(a)-5.14(c).
In Figure 5.14(a), it is seen that the stator currents in αβ coordinates track their sinu-
soidal current reference signals, and in Figure 5.14(b), the corresponding current signals
are shown in dq frame. Figure 5.14(c) shows the magnitude of the frequency response
of the phase current measurement. All three figures confirm that the resonant FCS cur-
rent control system provides a satisfactory closed-loop performance. The mean errors
of the steady-state response are calculated and shown in Table 5.4, to compare with
the original FCS predictive current control, the reduction of the steady-state errors is
obtained. Moreover, by comparing the open-loop velocity responses as shown in Figure
5.15, it is seen that the two current control schemes result in different motor velocity
responses, particularly in the steady-state. For the original FCS current controller, the
steady-state speed is about 522 RPM and for the resonant FCS current controller, the
steady-state speed is about 548 RPM, which is a higher speed given all other physical
conditions being identical. This could mean that by regulating the steady-state current
responses closer to the desired reference signals, the induction motor has an improved
efficiency in operation.
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5.6 Summary
In this chapter, the Finite Control Set predictive current control of the induction motor
drive has been discussed in both dq and αβ reference frames. The revised approaches
are proposed and implemented to eliminate the steady-state errors, which appear in the
original FCS current responses.
5.6.1 Summary of dq-frame FCS-MPC
In the former part of this chapter, the I-FCS predictive current control system was
proposed in order to vanish the steady-state error, which appears in the original FCS-
MPC control system.
In the traditional FCS-MPC, the objective function is generally chosen with sum of
absolute errors for dq stator currents. Obviously, this kind of objective functions is
conceptually simple, however, it does not readily yield an analytical optimal solution.
Instead, this chapter has seen that with a sum of squared errors, the objective function
for the traditional FCS predictive controller has a simple analytical solution, leading to
a closed-loop feedback control system that is equivalent to an optimal deadbeat control
system.
The original FCS predictive controllers do not contain integrator in the design. One of
the key problems is the steady-state performance of the current control systems that is
not guaranteed error free in its mean value. By considering the dynamics of the original
FCS predictive control system as unit sample delayed system, an integral control term
is embedded to the FCS-MPC via a cascaded structure. Thus, the closed-loop pole is
selected by defining the integral gain in a simplicity fashion where kI = 1 − pcl, where
pcl is the desired discrete-time closed-loop pole.
Therefore, the design parameter of the I-FCS predictive control systems are the sampling
interval ∆t and the location of the closed-loop pole. In general, the smaller ∆t value
will optimal the control performance, but the trade-off of a smaller sampling interval ∆t
leads to larger computational load and more power losses due the faster switching of the
voltage inverter. On the other hand, the selection of integral gain is straightforward. A
larger integral gain will lead to a faster closed-loop current response. Normally, in the
given experiment test-bed, the integral gain is recommended to be between 0.05 to 0.25.
5.6.2 Summary of αβ-frame FCS-MPC
The resonant FCS predictive current control in αβ coordinates has been presented with
the design and implementation. It is shown that the traditional FCS predictive current
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controller that deploys a cost function using sum of squared errors is essentially a high
gain proportional controller in the absence of constraints. Thus, in the steady-state
operation, the current outputs can not entirely follow the sinusoidal current reference
signals.
By taking a similar approach as proposed for dq reference frame, a resonant controller is
designed in a cascaded structure to track the sinusoidal reference signal without steady-
state errors. In the design of the resonate controller, the original FCS predictive control
system is modelled by unit sample of delay. Since the αβ model of induction motor has
no interactions between α and β variables, the FCS controller is decoupled into two SISO
controllers, leading to a reduced computational load and a simpler controller structure.
Furthermore, the Clarke transformation that converts the variables in the dq frame to
the αβ frame is performed to generate the sinusoidal reference signals for the current
control, however, the nonlinear transformation occurs outside the current feedback loop.
The closed-loop performance of the resonant FCS predictive control system is also de-
pendent to the choice of the sampling rate, similar to the previous dq frame case. In
general, a smaller ∆t will lead to a smaller current variations. The selection of the de-
sired closed-loop poles for the resonant controller follows the specification on the desired
closed-loop current responses.
Chapter 6
PID Control Strategy
6.1 Introduction
The main purpose of this chapter is to demonstrate the PID-based induction motor
control, in order to compare with the proposed methods in the next chapter. Almost
all induction motor drives in current industrial applications are controlled by PID con-
trollers. The controller structures, such as Field Oriented Control (FOC), are already
defined in the commercial drives. However, the controller parameters tuning can be
investigated for performance improvement. From chapter 2, the mathematical model
of an induction motor has more than one input and output signal in addition to be-
ing nonlinear systems. Since PID controller is designed for Single-Input-Single-Output
(SISO) and Linear-Time Invariant (LTI) system, the architecture of the feedback control
system should be specially considered depending on the actual applications. Because
the FOC control structure is applied in this thesis, the number of PID controllers will
be determined based on the control application.
In this chapter, the torque control, speed control and position control of induction motor
are analysed, respectively, for each control application, the design, implementation and
tuning procedures are discussed in its respective section.
6.2 Torque Control
Torque control, in the other word, current control of AC machine drive has many meth-
ods in the literatures, such as FOC, DTC and recently FCS, for the induction motor
control, Direct Torque Control (DTC) is commonly used in industrial application. This
thesis is focus on the vector control method, thus the torque control is achieved by using
PI-based Indirect FOC technique in this section.
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Figure 6.1: Torque control of induction motor using indirect vector control structure
In Figure 6.1, the layout of torque control in this section is illustrated, the rotor flux is
controlled by open-loop due to indirect vector control structure. The strategy to control
the electromagnetic torque of an induction motor is based on PI control of the stator
currents isd(t) and isq(t). The first step in the control system design is to determine the
reference signals to the current control loops.
Reference signal to stator current i∗sq. Given a desired electromagnetic torque
T ∗e and a desired rotor flux amplitude ψ
∗
rd, the desired stator current in the q-axis is
calculated as
i∗sq =
2
3
Lr
LhZp
T ∗e
ψ∗rd
(6.1)
on the basis of the relationship given in (6.1). The desired stator current i∗sq is then used
as the reference signal to PI control of the stator current.
Reference signal to stator current i∗sd. From the model equation (2.23), the dynamic
response of ψrd from isd is a first order system with time constant τr. The differential
equation (2.23) can be expressed in terms of the set-point values ψ∗rd and i
∗
sd:
i∗sd(t) =
1
Lh
ψ∗rd(t) +
τr
Lh
dψ∗rd(t)
dt
(6.2)
In general, the set-point for rotor flux ψ∗rd is defined as constant. Therefore, the deriva-
tive of the reference rotor flux signal,
dψ∗
rd
(t)
dt , is taken to be zero. The reference signal
to isd current is determine via the steady-state relationship:
i∗sd =
1
Lh
ψ∗rd
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where Lh is the mutual machine inductance. However, if field-weakening is involved, the
reference signal to rotor flux ψrd may change. If the trajectory the ψ
∗
rd is chosen to be
a combination of constant signals, interpreted with ramp signals between the transient
periods, then the reference signal i∗sd is calculated using (6.2).
6.2.1 Linearization
The linearization in this chapter is achieved using feed-forward manipulation, in order
to decouple the non-linear cross-coupling terms inside current model equations (2.21)
and (2.22), the main idea is to firstly define the auxiliary variables uˆsd and uˆsq as follows
1
rστ ′σ
uˆsd = ωsisq +
kr
rστ ′στr
ψrd +
1
rστ ′σ
usd (6.3)
1
rστ ′σ
uˆsq = −ωsisd − kr
rστ ′σ
ωeψrd +
1
rστ ′σ
usq (6.4)
By substituting these equations into the original current model equations (2.21) and
(2.22), two first-order linear model equations are obtained
disd
dt
= − 1
τ ′σ
isd +
1
rστ ′σ
uˆsd (6.5)
disq
dt
= − 1
τ ′σ
isq +
1
rστ ′σ
uˆsq (6.6)
Based on above equations (6.5) and (6.6), two PI controllers are designed for the stator
current control by manipulating the auxiliary stator voltage in dq frame. Therefore, the
evaluation of the auxiliary variables are implemented in terms of PI controller parame-
ters: proportional gain Kc and integral time constant τI .
uˆsd = K
d
c (i
∗
sd(t)− isd(t)) +
Kdc
τdI
∫ t
0
(i∗sd(τ)− isd(τ))dτ (6.7)
uˆsq = K
q
c (i
∗
sq(t)− isq(t)) +
Kqc
τ qI
∫ t
0
(i∗sq(τ)− isq(τ))dτ (6.8)
where the super-scripts (.)d and (.)q of controller parameters are presented according to
its own axis, respectively. By substituting equations (6.3) and (6.4) into above imple-
mentation, the actual control signals usd and usq are computed as follows
usd = K
d
c (i
∗
sd(t)− isd(t)) +
Kdc
τdI
∫ t
0
(i∗sd(τ)− isd(τ))dτ − rστ ′σωs(t)isq(t)−
kr
τr
ψrd(t)
usq = K
q
c (i
∗
sq(t)− isq(t)) +
Kqc
τ qI
∫ t
0
(i∗sq(τ)− isq(τ))dτ + rστ ′σωs(t)isd(t) + krωe(t)ψrd(t)
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where the nonlinear compensation terms are implemented using the feedback measure-
ments or estimation based on actual measurement.
6.2.2 PI Controllers Design
The PI controllers are designed based on the transfer functions for the electrical system,
which are obtained based on equations (6.5) and (6.6)
Isd(s)
Vˆsd(s)
=
1
rστ ′σ
s+ 1τ ′σ
(6.9)
Isq(s)
Vˆsq(s)
=
1
rστ ′σ
s+ 1τ ′σ
(6.10)
where Isd(s) and Isq(s) are the Laplace transforms of dq stator currents, Vˆsd(s) and
Vˆsd(s) present the Laplace transforms of the intermittent voltage variables.
In the controller design, the proportional gain Kdc (or K
q
c ) and the integral time constant
τdI (or τ
q
I ) are determined using pole-assignment method. Since the identical plant
transfer functions are obtained above, theoretically the controller parameters designed
should be identical as well, as a resultKic represents the value ofK
d
c andK
q
c , τ iI represents
the value of τdI and τ
q
I , the super-script (.)
i denotes the inner-loop current control to be
distinct from the outer-loop controller parameters.
-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Figure 6.2: Closed-loop control of isd stator current
The transfer function of the PI controllers for inner current loop has the following form:
C(s) = Kic(1 +
1
τ iIs
) (6.11)
The actual closed-loop characteristic polynomial is the denominator of the closed-loop
transfer function that contains the first order system transfer function (6.9) or (6.10)
and the PI controller (6.11), where the closed-loop system, with d-axis as example, is
shown in Figure 6.2.
D(s) = s(s+
1
τ ′σ
) +
1
rστ ′σ
Kic
τ iI
(τ iIs+ 1) (6.12)
Since the pole-assignment strategy is applied, the desired closed-loop performance poly-
nomial is specified by choosing a damping coefficient ξ (= 0.707 typically) and a natural
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frequency ωn. With these choices, the desired closed-loop characteristic polynomial
becomes
Aicl(s) = s
2 + 2ξωns+ ω
2
n (6.13)
By equating equation (6.13) with (6.12), Aicl(s) = D(s), and comparing their coefficients,
the PI controller parameters for the inner-loop current control are calculated as:
Kic = 2ξωnrστ
′
σ − rσ (6.14)
τ iI =
2ξωnrστ
′
σ − rσ
ω2nrστ
′
σ
(6.15)
In the design, the damping coefficient ξ is selected to be 0.707 and the natural frequency
ωn is selected to determine the desired closed-loop response speed, which also corre-
sponds to the desired bandwidth of the closed-loop system, the inner-loop closed-loop
poles are located at −ξωn±ωnj
√
1− ξ2. In this thesis, ωn is chosen relative to the band-
width of the open-loop system, which is 1τ ′σ
, thus a normalized parameter 0 ≤ γi ≤ 1 is
proposed to determine the desired closed-loop bandwidth as
ωn =
1
1− γi
1
τ ′σ
(6.16)
where γi is often selected to be closed to 1, from 0.7 to 0.9, to give a satisfactory
performance, more details will be discussed in later tuning section.
6.2.3 Implementation
This section contains the feedforward manipulation, operational constraints design, dis-
cretization of current controllers and results presentation.
From the previous section, the nonlinear compensation functions for the current model
are shown as
fd(t) = −rστ ′σωs(t)isq(t)−
kr
τr
ψrd(t) (6.17)
fq(t) = rστ
′
σωs(t)isd(t) + krωe(t)ψrd(t) (6.18)
where fd(t) and fq(t) present the feedforward functions for d-axis and q-axis current
control, respectively. Note that these compensators require the rotor flux ψrd(t) and
the synchronous angular velocity ωs(t), which are not measurable directly by sensors,
thus estimation schemes are needed in order to access the relevant information. The
estimation of ωs(t) is achieved using the slip estimation as shown in equation (4.1),
however directly applying the equation will not lead to an accurate estimate of ωs(t)
due to the switching and measurement noise appeared on current feedbacks. Instead,
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the reference signals i∗sd(t) and i
∗
sq(t) are used to obtain following estimation of ωs(t) at
the sampling time ti
ωˆs(ti) = ωe(ti) +
i∗sq(ti)
τri∗sd(ti)
where integrators are used to control the currents, at the steady-state, isd(t) = i
∗
sd(t)
and isq(t) = i
∗
sq(t). Based on the similar reason, the rotor flux ψrd(t) in the feedforward
function is chosen to be the set-point signal ψ∗rd(t), thus the implementations of nonlinear
compensation for d-axis and q-axis are shown in Figure 6.3 and 6.4, respectively.
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Figure 6.3: Nonlinear compensation for d-axis current controller
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Figure 6.4: Nonlinear compensation for q-axis current controller
The operational constraints of the control signals usd and usq are designed due to inverter
operation, where the voltages for the induction motor drive are limited by the voltages
of power supply. Suppose that the DC-bus voltage is supplied with Vdc Volt, with the
modulation limitation, the control signal voltages are restricted due to the functionality
of the inverter with the following relationship
√
u2sd + u
2
sq ≤
Vdc√
3
which is a quadratic function of both usd and usq, for the PI control design, the linear
approximation is proposed to obtained the operational limits of usd and usq. The method
is to approximate the circular area with a rectangular area, which is defining a parameter
0 ≤ ε ≤ 1, thus the limit values of usd and usq are set to
umaxsd = ε
Vdc√
3
; umaxsq =
√
1− ε2Vdc√
3
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where for instance, if ε = 0.6, then umaxsd = 0.6
Vdc√
3
and umaxsq = 0.8
Vdc√
3
. Thus, the
constraints implementation is specified as
−umaxsd ≤ usd(t) ≤ umaxsd
−umaxsq ≤ usq(t) ≤ umaxsq
The advantage of proposed method is that the constant constraints are obtained once
the DC power supply voltage Vdc is determined, the constant constraints are simple to
implement in a real-time control system. However, the shortness is its conservativeness
due to the rectangular area being much smaller than the entire circular area.
The discretization of current controllers describes the implementation of the continuous-
time controllers in digital environment. From previous section, the control signal com-
putation of PI controller in general expression is defined as
u(t) = Kice(t) +
Kic
τ iI
∫ t
0
e(τ)dτ + f(t) (6.19)
where e(t) is the difference between the set-point and the actual feedback, f(t) presents
the feedforward manipulation. When at the sampling instant ti, the above control signal
is discretized as
u(ti) = K
i
ce(ti) +
Kic
τ iI
M−1∑
k=0
e(tk)∆t+ f(ti) (6.20)
where M is the number of samples. However, the control signal computed in (6.20) is
meant for the deviation variable, which is not the actual control signal manipulated for
the input to the physical system, a bias term, which is denoted as uss, corresponds to the
steady-state of the control signal, which needs to be considered in the implementation
as shown
uact(ti) = u(ti) + uss
where the steady-state information of the control signal is required before the controller
design, which is one of the main drawbacks for this so-called position form implemen-
tation. Furthermore, another drawback is when the integrator wind-up situation is
reached, the implementation of the anti-windup mechanism is not as straightforward as
the velocity form implementation, which is introduced below.
The derivative of the control signal equation (6.19) is expressed for the velocity form
implementation
du(t)
dt
= Kic
de(t)
dt
+
Kic
τ iI
e(t) +
f(t)
dt
(6.21)
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By applying the first-order approximation dx(t)dt ≈ x(ti)−x(ti−∆t)∆t , the approximation of
above equation lead to
u(ti) = u(ti −∆t) +Kic(e(ti)− e(ti −∆t)) +
Kic
τ iI
e(ti)∆t+ f(ti)− f(ti −∆t)
By adding the bias term uss to both side of the above equation, the computational
equation of the actual control signal using velocity form is obtained
uact(ti) = uact(ti−∆t)+Kic(e(ti)− e(ti−∆t))+
Kic
τ iI
e(ti)∆t+ f(ti)− f(ti−∆t) (6.22)
where only the initial information of the variables (uact(0), e(0), f(0)) are required,
then the present sample of the control signal is computed based on the previous sample
information.
From the previous sections, the operational constraints are designed and the anti-windup
mechanisms are mentioned when the saturation reached for a PI controller. This section
demonstrates the implementation of saturation with anti-windup in velocity form, which
is much straightforward. Assuming that the actual control variable is limited by Umin
and Umax. Namely, the actual signal must satisfy the following constraints:
Umin ≤ uact(t) ≤ Umax
When the saturation limit is violated, the derivative of the control signal is supposed to
be zero, ie. duact(t)dt = 0, leading to uact(ti) = uact(ti−∆t). Based on the implementation
equation (6.22), in order to stop the integration, when the actual control signal reaches
the limit, the following computation is expressed
uact(ti) = U
min if uact(ti) < U
min
uact(ti) = U
max if uact(ti) > U
max
When the sample time ti moves one step forward, the uact(ti − ∆t) carries the infor-
mation of saturation at the previous sample time and the control signal computation is
automatically informed of the saturation. Both requirements in an anti-windup mecha-
nism are satisfied.
Simulation evaluation. From the previous implementation, the simulation result is
obtained based on following setup: 520 V at the DC-link bus voltage supply, PWM car-
rier switching frequency is 2kHz, control system sampling interval is 100µs, the Simulink
SimPower model is sampled at 10µs. The reference signal of the rotor flux ψ∗rd = 0.6Wb
within the rated speed region, the set-point of torque dependant current isq is defined
with a step change, The simulation time duration is set at 1 second.
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6.2.4 Tuning of Controllers
The tuning process is proposed to seek better control performance by studying the
control design, this task is often performed against the actual systems, because there
are modelling errors, noises, parameter variations, and other undesired factors involved
inside the model.
- - C(s) --? G(s) -? -
?ff
6
+
+ +
+ +
+
+
-
R(s) E(s) U(s)
Di(s) Do(s)
Dm(s)
Y (s)
Figure 6.6: One-degree of freedom control system structure
In order to demonstrate the frequency response of the disturbance and noise, the sen-
sitivity transfer functions are introduced. Figure 6.6 presents the basic structure of
one degree of freedom SISO control system. Based on the relationships, the following
sensitivity functions are defined:
Sensitivity function: S(s) =
1
1 +G(s)C(s)
Complementary sensitivity function: T (s) =
G(s)C(s)
1 +G(s)C(s)
Input disturbance sensitivity: Si(s) =
G(s)
1 +G(s)C(s)
Control sensitivity: Su(s) =
C(s)
1 +G(s)C(s)
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where G(s) presents the plant transfer function as (6.9) or (6.10) and C(s) is the transfer
function of the PI controllers as (6.11). From above transfer functions, T (s) represents
the effect of both reference signal and measurement noise on the output. Thus when a
wide closed-loop bandwidth is designed, the response of the set-point tracking is faster
but the measurement noise will be amplified as well, which is the trade-off in control
design.
From the transfer functions above, the effects of both input and output disturbances
are determined by the sensitivity function S(jω), where s = jω. In order to minimize
the disturbance effect at certain frequency, the magnitude of sensitivity function |S(jω)|
should be as small as possible with respect to the given frequency.
|Yd(jω)| = |S(jω)(Do(jω) +G(jω)Di(jω))|
At the same time, the measurement noise attenuation is influenced by the complementary
sensitivity function T (jω), where the output is shown as
|Ym(jω)| = |T (jω)Dm(jω)|
Similarly, the measurement noise effect is attenuated by minimizing the magnitude of
complementary sensitivity |T (jω)| with the given frequency.
However, the relationship between the sensitivity and complementary sensitivity is con-
strained with given frequency level by
S(jω) + T (jω) = 1
which indicates the trade-off to make only one of them small over the same frequency
bonds. Because the disturbances and the measurement noise are normally existing
in control system, where both of them have respective frequency region, disturbance
term |Do(jω) + G(jω)Di(jω)| has frequency contents concentrated in low frequency
region, whereas the measurement noise |Dm(jω)| is generally in high frequency region.
In general, the sensitivity function is chosen at S(jω) ≈ 0 at the low frequency band,
and the complementary sensitivity T (jω) ≈ 0 at the high frequency region.
Bode plot provides frequency response of a LTI SISO plant. By presenting the magni-
tude of the frequency response gain, the bandwidth of the examined transfer function
could be obtained. Figure 6.7 presents the Bode plots of the both sensitivity S(s)
and complementary sensitivity T (s) functions. As discussed previously, the sensitivity
transfer function frequency response is determining the response of input and output
disturbances, the magnitude of 1 will amplify the disturbances at the high frequency
region, as shown in Figure 6.7(a), higher γi value will shift the response to the right,
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Figure 6.7: Bode Plots for current control. Key: line(1) γi = 0.5; line(2) γi = 0.8;
line(3) γi = 0.9; line(4) γi = 0.95
thus the system could reject higher frequency disturbances. On the other hand, Figure
6.7(b) shows the frequency response of the complementary sensitivity function, which is
identical to the closed-loop transfer function. Therefore, the obtained cut-off frequencies
presents the bandwidth of the respective closed-loop system, obviously, high γi value will
increase the bandwidth, at the same time, it will amplify more frequency region inside
the control system.
Nyquist plot is another analysis tool of the control system design, similarly, it is a
parametric plot of the frequency response. In this situation, the Nyquist plot is applied
for analysis of the current loop control with different tuning parameters. The open-
loop frequency response of the control system is illustrated based on G(s)C(s). The
Nyquist plot, as shown in Figure 6.8, present the system stability with different controller
parameters, from γ = 0.5 to γ = 0.95, which meant that the closed-loop bandwidth is
designed as from 2 to 20 times of the open-loop system dynamics. The result is analyzed
based on the gain margin and phase margin, which are all far away from the critical
stability point (−1, 0) due to the stability of the induction current model. Since the
frequency response plots of the given tuning parameters are fairly close to each other,
the change of γi value does not have a significant influence on the closed-loop stability,
due to the system is already sufficiently stable. Thus, the degree of the stability could
be analysed by using the Root-Locus tool as follows.
Root-Lucas analysis presents the poles of a LTI system using a graphical method, which
could demonstrate how the system poles would change while a certain system parameter
changes. In this case, the Root-Lucas analysis is obtained with respect to the change of
the tuning parameter γi in Figure 6.9. There are two scenarios presented here, firstly,
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Figure 6.9: Root-loci for PI control of current system (0.3 ≤ γi ≤ 0.98)
the Root-Lucas of the closed-loop current control is shown in Figure 6.9(a), which is
purely analysed based on the dynamic model, thus the conjugate complex poles increase
in both real and imaginary axis when the tuning parameter γi increases, the raise of the
complex poles is progressive due to the γi determines the multiple of the open-loop poles.
However, Figure 6.9(b) demonstrates the Root-Lucas analysis when there is a unit time
delay inside the closed-loop system, which is realistic since there are many factors that
would cause the time delay in the real implementation of induction motor control, such
as inverter switching and controller computation. The unit delay increases the order
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of the closed-loop system, thus three closed-loop poles are plotted on the graph, the γi
value increases from 0.3 to 0.98 with increment of 0.02, from the observation in Figure
6.9(b), the closed-loop system becomes unstable when γi = 0.96, which is the critical
point at the system with a unit time delay. Therefore, the value γi should be defined
smaller than 0.96 in the real-time implementation.
6.2.5 Experimental Results
After the tuning analysis, the experimental results are obtained from the test-bed to
evaluate the tuning discussion. Figure 6.10 demonstrates the experimental results with
respect to different values of tuning parameter γi. The experiment setups are detailed
in Appendix B.
In order to compare the results with respect to the tuning parameter γi, there are
three values defined and presented in Figure 6.10. The selected values of γi contain two
extreme cases (ie. 0.3 and 0.95) and one desired value of γi = 0.8. Figure 6.10(a), 6.10(c)
and 6.10(e) illustrate the control results of both d-axis and q-axis stator currents. On
the other hand, Figure 6.10(b), 6.10(d) and 6.10(f) present the manipulated variables
of the closed-loop control system.
For γi = 0.3, the closed-loop bandwidth is small, hence the transient response is slow
and oscillating at the step change of i∗sq when t = 1s. However, the smaller bandwidth
results the lower noise level of the control signals usd and usq. Since the feedback
gain is small, the amplification of noise is reduced as well. For γi = 0.95, the closed-
loop control is seen as marginally stable, based on the discussion of the Root-Lucas
analysis. The experimental results are noisy and undesired with steady-state error, due
to the constraints of the control system. However, the control performance will become
worse if the constraints were absent, as shown in Figure 6.10(d). After tuning analysis
procedure and trials experiments, the desired experimental results of PI-based current
control are obtained in Figure 6.10(e) and 6.10(f). In this case, the control performance
is acceptable, measured outputs are following the set-points and the response time is
fast, additionally, the noise level amplification on the control signals is reasonable due
to the feedback controller gain and absence of the current sensor filer.
As claimed previously, the current control is significant for the induction motor drive
control, once the current control is accomplished, the speed and position control systems
are just another control loop outside the current control. Thus, in this section, the
current control design and implementation are discussed with the tuning parameter
analysis, at the end, the desired experimental results are obtained and ready for the
following sections.
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(b) Control signals with γi = 0.3
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(c) Current control with γi = 0.95
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(d) Control signals with γi = 0.95
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(e) Current control with γi = 0.8
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(f) Control signals with γi = 0.8
Figure 6.10: Experimental results of torque control with different γi values. Key:
line(1) Actual feedback measurement; line (2) Set-point signal
6.3 Speed Control
The Speed control of induction motor, using traditional PI controllers, is established
in the cascaded structure. By using indirect FOC technique, one more outer-loop PI
controller is designed for the speed control, based on the mechanical model equation
(2.30), the manipulated signal from the velocity PI controller is the reference signal
of i∗sq for the inner-loop control. The traditional indirect FOC speed control has the
structure as shown in Figure 6.11, in this section, the speed control PI controller is
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designed and implemented, moreover, an alternative control architecture is introduced,
where a proportional controller is used to replace the PI controller for the isq current
control.
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Figure 6.11: Velocity control of induction motor using indirect vector control struc-
ture
6.3.1 PI plus PI Control Structure
The design of outer-loop PI controller has similar process, firstly the dynamic model
equation is recalled
dωr(t)
dt
= − fd
Jm
ωr(t) +
3
2
ZpLh
LrJm
ψrd(t)isq(t)− TL(t)
where the load torque TL(t) is treated as input disturbance, which will not be included
in the control design, then the bilinear term ψrd(t)isq(t) is linearized as ψ
∗
rdisq(t), due to
the rotor flux ψrd(t) is controlled by the inner-loop control dynamics, which much faster
compared to outer-loop dynamics (at least 10 times), since isq(t) in outer-loop model
is also the set-point signal i∗sq(t) for inner-loop control system, in order to achieve the
cascaded control objective, thus the dynamic model becomes
dωr(t)
dt
= − fd
Jm
ωr(t) +
3
2
ZpLh
LrJm
ψ∗rdisq(t)
which has the transfer function as follows using Laplace transform.
Ωr(s)
Isq(s)
=
κtψ
∗
rd
s+ fdJm
(6.23)
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where κ = 32
ZpLh
LrJm
. From previous torque control section, note that (6.14) and (6.15):
Kic = 2ξωnrστ
′
σ−rσ and τ iI = 2ξωnrστ
′
σ−rσ
ω2nrστ
′
σ
, which derives the closed-loop transfer function
of the inner-loop PI control
Is(s)
I∗s (s)
=
(2ξωn − 1τ ′σ )s+ ω
2
n
s2 + 2ξωns+ ω2n
(6.24)
where Is presents the stator current for both Isd and Isq, due to the identical plant
transfer function for both axes. The inner-loop steady-state gain is 1 by letting s = 0.
By substituting (6.24) into (6.23), the transfer function between the current reference
I∗sq(s) and the motor velocity Ωr(s) is obtained as
Ωr(s)
I∗sq(s)
=
κtψ
∗
rd
s+ fdJm
(2ξωn − 1τ ′σ )s+ ω
2
n
s2 + 2ξωns+ ω2n
(6.25)
Because a first order LTI model is needed for PI controller design using pole-assignment
method, the above transfer function is approximated, note that the inner-loop closed-
loop bandwidth ωn is selected in the design, in order to obtain the approximation,
ωn >>
fd
Jm
is chosen, where ωn selection is large enough to neglect the dynamics from
the inner-loop current control, thus the first order model for PI design is obtained
Ωr(s)
I∗sq(s)
≈ κtψ
∗
rd
s+ fdJm
Due to the approximation, the design of the outer-loop bandwidth is limited by the
inner-loop dynamics, which meant that the approximation error will become significant
if the outer-loop bandwidth is defined close or larger than the inner-loop bandwidth. Ac-
cordingly, the parameter design of velocity PI controller is based on the model dynamics
using pole-assignment method
Koc =
2ξωon − fdJm
κtψ∗rd
(6.26)
τ oI =
2ξωon − fdJm
ω2n
(6.27)
where Koc and τ
o
I are the outer-loop PI controller parameters, ω
o
n represents the desired
outer-loop bandwidth, super-script (.)o is denoted distinct from inner-loop. The outer-
loop bandwidth is defined similarly according to outer-loop model time constant
ωon =
1
1− γω
fd
Jm
where γω is the tuning parameter for velocity PI controller.
The implementation of velocity PI controller is using velocity form similar to the previous
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current PI controller. Thus the first order approximation of the derivatives according to
the time instance ti is shown as
i∗sq(ti)− i∗sq(ti −∆t)
∆t
= Koc
eo(ti)− eo(ti −∆t)
∆t
+
Koc
τ oI
(eo(ti)) (6.28)
where eo(t) = ω∗r (t) − ωr(t) and ∆t is the sampling interval. Based on the velocity
form implementation, by adding and subtracting the same steady-state value for each
pair, the equation remains unchanged. Thus the actual physical variables are defined
i¯∗sq(ti) = i
∗
sq(ti)+ i
∗
sqss, ω¯
∗
r (ti) = ω
∗
r (ti)+ω
∗
rss and ω¯r(ti) = ωr(ti)+ωrss. Then, the above
equation is derived based on the actual physical variables for implementation
i¯∗sq(ti) = i¯
∗
sq(ti −∆t) +Koc (ω¯∗r (ti)− ω¯∗r (ti −∆t)− ω¯r(ti) + ω¯r(ti −∆t))
+K
o
c∆t
τo
I
(ω¯∗r (ti)− ω¯r(ti)) (6.29)
If the set-point signal of ωr(t) is constant during steady state, ω¯
∗
r (ti)− ω¯∗r (ti −∆t) = 0,
an alternative implementation is derived, which has an effect of reducing overshoot in
the closed-loop response.
i¯∗sq(ti) = i¯
∗
sq(ti −∆t)−Koc (ω¯r(ti)− ω¯r(ti −∆t)) +
Koc∆t
τ oI
(ω¯∗r (ti)− ω¯r(ti))
The over current protection of AC machine is essential in industrial application, which is
not only for the safety reason, also in some cases the application requires the maximum
torque output generated in speed start-up procedure. The implementation of manipu-
lated signal limit in PI controller was introduced in previous torque control section, here
the implementation of current limit isq(t) is discussed, if the inner-loop feedback error
is defined as: eisq(t) = i
∗
sq(t) − isq(t), the constraints imposed on the reference current
i∗sq(t) is shown as
− Imaxsq + eisq(t) ≤ i∗sq(t) ≤ Imaxsq + eisq(t) (6.30)
where Imaxsq denotes the maximum current allowed. When integrator is applied in the
inner-loop controller, then in steady state.
lim
t→∞
eisq(t) = lim
t→∞
i∗sq(t)− isq(t) = 0
However, a different answer will be obtained in the following section with a proportional
controller used for isq control.
Experimental evaluation. The experimental results of speed control with PI plus PI
control architecture is presented with the given setup, where the DC link bus voltage
supply is 520 V, PWM carrier switching frequency is 2kHz, the sampling interval ∆t
is 100µs for inner-loop current control and 500µs for outer-loop speed control. The
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reference signal of the rotor flux ψ∗rd = 0.5Wb within the rated speed region, the set-
point of motor speed is defined with a step change, from standstill to half of the rated
speed to the rated speed. The low-pass filter of the encoder measurement is set with the
bandwidth of 150rad/s. The experiment time duration is set at 4 second. The tuning
parameter of the inner-loop current control is γi = 0.8.
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Figure 6.12: Experimental results of the PI+PI Speed control with tuning. Key:
line(1) γω = 0.9; line(2) γω = 0.95; line(3) γω = 0.98; line(4) set-point signal.
In Figure 6.12, the experimental results of speed control are obtained by using three
different PI controller tuning parameter γω, the step responses of three cases demonstrate
the response time and control performance. Apparently, γω = 0.9 has the slowest control
response while the quickest response with γω = 0.98. The plots are twisted during the
second step change at t = 2s, due to the feature of the load condition, since the coupled
DC motor is connected to a power resistor, the load torque will alter when the rotor shaft
speed changes. the peaks of the speed measurement are obtained as the low-pass filter of
the encoder has a high cut-off frequency, which could not filter out all the measurement
noise, but in order to minimize the influence on the control performance, that is the
price has to be paid.
From the tuning procedure previously, the tuning parameter of γω = 0.98 had been
selected for the outer-loop speed PI controller. Thus, the rest of the experimental
results are presented in Figure 6.13, which contains the current control performance and
the control signals. The speed responses of γω = 0.95 and γω = 0.98 are fairly close
to each other, since the constraint of the current reference i∗sq is active during the step
change, as shown in Figure 6.13(a). In Figure 6.13(b), the control signals are excess the
constrained limits at several points, due to the feed-forward compensation is added after
the constraints check.
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(a) Set-point following of stator current
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Figure 6.13: Experimental results of Speed control using PI controllers. Key: line(1)
Actual feedback measurement; line (2) Set-point signal
6.3.2 PI plus P Control Structure
The alternative architecture of speed control is illustrated in this section. Figure 6.14
shows the block diagram of the q-axis of the speed feedback control with inner-loop
using proportional controller. The control design is proposed due to the final objective
being the speed control, instead of current control, only one integrator is embedded
in outer-loop PI controller to ensure zero steady-state error, thus the design of two
controllers in q-axis, PI and P, is analysed together in order to achieve the control
goal, Additionally, d-axis feedback control has only one controller due to indirect vector
control, thus isd controller remains with integrator to ensure zero steady-state error
in d-axis. In cascaded control system, the design begins with the inner-loop control
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
6
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1
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I
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-Kqc - 1rστ′σs+ 1τ′σ - κtψ
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rd
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fd
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∗
sq ωrisq
Figure 6.14: q-axis of cascaded speed control
system, which will be obtained a steady-state error between the desired reference and
the actual feedback, due to the proportional controller feature. A proper selection of
the proportional gain Kqc is essential, since the expected steady-state error need to be
considered in the design of the outer-loop PI controller. Thus, the closed-loop transfer
function between the reference signal I∗sq(s) and Isq(s) is derived as
Isq(s)
I∗sq(s)
=
Kqc
rστ ′σ
s+ 1τ ′σ
+ K
q
c
rστ ′σ
(6.31)
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where the closed-loop pole is simply determined at − 1τ ′σ −
Kqc
rστ ′σ
, that implies a larger
value of Kqc leads to faster response of the inner-loop current control. Furthermore, the
steady-state gain of the current control-loop is calculated by letting s = 0 in (6.31) as
α =
Kqc
rστ ′σ
1
τ ′σ
+ K
q
c
rστ ′σ
(6.32)
where α becomes the tuning parameter, with its value chosen as 0 < α < 1. By solving
(6.32), the design of the proportional controller is obtained as
Kqc =
α
1− αrσ
By substituting the proportional gain equation above into the close-loop transfer function
(6.31), which becomes
Isq(s)
I∗sq(s)
=
α
1−α
1
τ ′σ
s+ 11−α
1
τ ′σ
Therefore, the closed-loop pole is located at − 11−α 1τ ′σ , where the open-loop pole is at
− 1τ ′σ , then the ratio between them is
1
1−α . For example, if α = 0.9, the controller gain
is Kqc = 9 × rσ, the closed-loop pole is 10 times of the open-loop pole at −10 1τ ′σ , the
steady-state error will be
lim
t→∞
i∗sq(t)− isq(t)
i∗sq(t)
= 0.1
The manipulated value computation of usq(t) is obtained using proportional controller
and feedforward configurations
usq(t) = K
q
c (i
∗
sq(t)− isq(t)) + rστ ′σωs(t)isd(t) + krωe(t)ψrd(t)
The design of the PI speed controller is different for present architecture, due to the
inner-loop steady-state error. By substituting the closed-loop transfer function of isq(t)
(6.31) into the velocity model transfer function (6.23), then the transfer function between
Ωr(s) and I
∗
sq(s) is obtained
Ωr(s)
I∗sq(s)
=
κtψ∗rd
s+
fd
Jm
K
q
c
rστ
′
σ
s+ 1
τ ′σ
+
K
q
c
rστ
′
σ
=
κt
Jm
fd
ψ∗
rd
Jm
fd
s+1
α
1−ατ ′σs+1 (6.33)
Again, because the PI controller requires a first order LTI model, an approximation is
made by ensuring the proportional feedback control gain Kqc being large, as a result, the
inner-loop dynamics is much faster than the outer-loop (1 − α)τ ′σ >> Jmfd . Thus, the
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first order model is approximated for PI controller design
Ωr(s)
I∗sq(s)
≈ κtψ
∗
rdα
s+ fdJm
Then, the PI controller parameters are calculated as
Koc =
2ξωon − fdJm
κtψ∗rdα
τ oI =
2ξωon − fdJm
ωo2n
where the closed-loop steady-state gain α from the inner-loop control will affect the
value of Koc for the outer-loop PI controller. More discussion on the natural frequency
ωon with respect to closed-loop performance will be discussed in later section.
The implementation of the proportional controller of inner-loop is straightforward, and
also the constraints implementation can be applied using a saturation in position form,
due to no integrator in feedback control loop.
However, special consideration is made for constraints implementation of outer-loop
controller, since the steady-state error of inner-loop control.
lim
t→∞
eisq(t) = lim
t→∞
i∗sq(t)− isq(t) 6= 0
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Figure 6.15: Experimental results of the PI+P Speed control with tuning. Key:
line(1) γω = 0.9; line(2) γω = 0.95; line(3) γω = 0.98; line(4) set-point signal.
Experimental evaluation. The experiment of PI plus P speed control has been im-
plemented using the identical settings as the previous case. Additionally, the tuning
parameter of the proportional controller of isq(t) is defined as α = 0.9 after the tuning
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(a) Set-point following of stator current
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Figure 6.16: Experimental results of Speed control using PI+P controllers. Key:
line(1) Actual feedback measurement; line (2) Set-point signal
procedure. Similar the experimental results of the speed control for PI plus P have been
obtained with three different tuning parameters of γω as well. Figure 6.15 presents the
step responses of the speed control using alternative control structure, since the rest of
experiment components are identical to the PI+PI case, the comparison could be simply
done.
The proposed PI+P control architecture is accomplished by focusing on the final con-
trol objective, that is the speed control. Thus, the results obtained in Figure 6.15 have
similar characteristics with the results in Figure 6.12, so that, the control structure is
validated and could be used for some special applications, which does not require accu-
rate current control at inner-loop.
The inner-loop current control results are shown in Figure 6.16, where the steady-state
error can be observed in Figure 6.16(a) for isq current control, since the tuning param-
eter of inner-loop proportional controller is defined as α = 0.9, thus the steady-state
error is not obvious, the current isd is controlled using the PI controller same as before
using tuning parameter of γi = 0.9. In Figure 6.16(b), the control signal of usd should be
identical to PI+PI case, while the control signal usq is computed using the proportional
controller gain Kqc multiplies the steady-state error of the isq current control, thus, the
larger proportional gain could reduce the steady-state error in this situation.
Chapter 6. PID Control Strategy 149
6.4 Position Control
Traditionally, position control using vector control has been achieved by adding another
PI feedback control loop outside and cascaded to the velocity control loop, in order to
deal with the additional order, θr(t) =
∫ t
0 ωr(τ)dτ . Thus, the Laplace transfer function
of the position model is
Θr(s)
Ωr(s)
=
1
s
which is substituted into velocity model transfer function (6.23) leads to
Θr(s)
Isq(s)
=
κtψ
∗
rd
s(s+ fdJm )
(6.34)
where κ = 32
ZpLh
LrJm
, in this thesis, a PID controller with filter is designed to control this
second order model. The layout of the control structure is shown in Figure 6.17. Note
that the derivative controller plus a filter (D+F ) is placed at the feedback loop, instead
of the error signal, in order to avoid the amplification of the derivative term. In this
section, the PID controller of position control is designed and implemented with tradi-
tional PI current control for the inner-loop, then alternative structure with proportional
control of inner-loop is introduced, at the end, the tuning and comparison between two
architectures are analysed.
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Figure 6.17: Position control of induction motor using indirect vector control struc-
ture (D + F presents the derivative term of controller with embedded filter)
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6.4.1 PID plus PI Control Structure
In order to achieve the control goal, the position control model transfer function is firstly
obtained by substituting closed-loop transfer function of current control (6.24) into the
position model (6.34)
Θr(s)
I∗sq(s)
=
κtψ
∗
rd
s(s+ fdJm )
(2ξωn − 1τ ′σ )s+ ω
2
n
s2 + 2ξωns+ ω2n
(6.35)
Similarly, due to the closed-loop response time of inner-loop is much faster than outer-
loop time constant Jmfd , the approximation by neglecting the inner-loop dynamics is made
to obtain the second order model for design
Θr(s)
I∗sq(s)
≈ κtψ∗rd
s(s+
fd
Jm
)
= bs(s+a)
where a = fdJm and b = κtψ
∗
rd. An ideal PID controller has the transfer function as shown
C(s) = Kc(1 +
1
τIs
+ τDs) =
c2s
2 + c1s+ c0
s
where Kc = c1 is the proportional gain, τI =
c1
c0
is the integral time constant and τD =
c2
c1
is the derivative gain.
Thus, the closed-loop transfer function of the position control
Θr(s)
Θ∗r(s)
=
b(c2s
2+c1s+c0)
s2(s+a)
1+
b(c2s
2+c1s+c0)
s2(s+a)
= b(c2s
2+c1s+c0)
s2(s+a)+b(c2s2+c1s+c0)
(6.36)
where the closed-loop polynomial has third order, by applying pole-assignment tech-
nique, the desired closed-loop polynomial is designed for the performance specification.
In order to keep the property of the second order polynomial s2 + 2ξωns+ ω
2, another
fast pole is determined to be −n× ωn (n >> 1), which leads to the desired closed-loop
polynomial as
Adcl = (s
2 + 2ξωns+ ω
2)(s+ n× ωn) = s3 + t2s2 + t1s+ t0
where t2 = (2ξ + n)ωn, t1 = (2ξn + 1)ω
2
n, t0 = nω
3
n. Note that the pair of dominant
desired closed-loop poles are still located at −ξωn ± jωn
√
1− ξ2, where ξ = 0.707,
thus the parameter ωn is approximately the bandwidth of desired closed-loop system as
before.
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The design process of the PID controller is straightforward, by letting the actual closed-
loop polynomial equal to the desired closed-loop polynomial as
s2(s+ a) + b(c2s
2 + c1s+ c0) = s
3 + t2s
2 + t1s+ t0
The PID controller parameters are obtained based on the model dynamics and desired
closed-loop specification:
Kc =
(2ξn+ 1)ω2n
b
τI =
2ξn+ 1
ωn
τD =
(2ξ + n)ωn − a
(2ξn+ 1)ω2n
where the design parameter ξ = 0.707 and ωn =
1
1−γθ × a, where 0 < γθ < 1. Therefore,
the computation of the control signal i∗sq(t) is obtained as
i∗sq(t) = Kc(θ
∗
r(t)− θr(t)) +
Kc
τI
∫ t
0
(θ∗r(τ)− θr(τ))dτ −KcτDωr(t) (6.37)
where the derivative term is implemented in an alternative approach. Theoretically,
the derivative term should be uD(t) = KcτD
d(θ∗r (t)−θr(t))
dt , since the derivative of a step
change on reference signal θ∗r(t) could lead to a large overshoot of the control signal
uD(t). Thus the derivative term is only applied on the feedback loop as shown
uD(t) = −KcτD dθr(t)
dt
= −KcτDωr(t)
The implementation of the PID position controller is completed using velocity form as
well, note that the filter embedded with the derivative term is not included for design
in order to reduce order of the closed-loop polynomial, however it is essential in the
implementation due to the measurement noise of the velocity. Therefore, the Laplace
transform of the control signal with embedded filter is obtained as
I∗sq(s) = Kc(θ
∗
r(s)− θr(s)) +
Kc
τIs
(θ∗r(s)− θr(s))−
KcτDωr(s)
τfs+ 1
where τf is the time constant of filter, chosen to be τf = 0.1× τD.
If ufD(s) is denoted for the derivative control signal as u
f
D(s) =
KcτDωr(s)
τf s+1
, then the veloc-
ity form implementation of derivative term control signal at time instant ti is obtained
ufD(ti) =
τf
τf +∆t
ufD(ti −∆t) +
KcτD∆t
τf +∆t
ωr(ti)
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Overall, the control signal i∗sq(t) is computed from PID controller.
i∗sq(ti) = isq(ti −∆t) +Kc(θ∗r(ti)− θ∗r(ti −∆t)− θr(ti) + θr(ti −∆t))
+
Kc
τI
(θ∗r(ti)− θr(ti))− ufD(ti) + ufD(ti −∆t)
Alternatively, if the reference signal is constant during the steady-state, that is θ∗r(ti)−
θ∗r(ti −∆t) = 0, then the control signal computation becomes:
i∗sq(ti) = isq(ti−∆t)−Kc(θr(ti)−θr(ti−∆t))+
Kc
τI
(θ∗r(ti)−θr(ti))−ufD(ti)+ufD(ti−∆t)
The constraints implementation of the PID controller is identical to the previous velocity
case as (6.30).
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Figure 6.18: Comparison of position control using PID+PI. Key: line(1) γθ = 0.95;
line (2) γθ = 0.98; line (3) γθ = 0.99; line (4) Set-point signal.
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Figure 6.19: Experimental of inner-loop control using γθ = 0.99. Key: line(1) Actual
measurement; line (2) Set-point signal.
Experimental evaluation. The experimental results of position control are shown
in Figure 6.18 using the PID+PI control structure. The power supply of the coupled
DC motor is turned on around 1s to provide the load torque as a disturbance. The
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constraints of the current reference is defined at ±3A, the sampling time of inner-loop
current is 100µs while the outer-loop is 500µs.
Since the position control requires the large bandwidth, the defined value of γθ is suffi-
ciently large. Note that, when γθ = 0.95, the control system could not completely reject
the disturbance effect of the load change, as shown in Figure 6.18(a), the results of other
two cases have satisfying control performance, no steady-state errors and disturbance
rejected completely. Moreover, the error signal of θ∗r − θr is presented in Figure 6.18(b),
by taking a closer view of the error signal, the difference between the results of γθ = 0.98
and γθ = 0.99 becomes obvious, especially after the load torque is switched on. There-
fore, the best control performance is obtained when the tuning parameter γθ = 0.99 is
defined.
However, the limitation of high feedback gain as defined γθ = 0.99 is noise raise on
the reference signal i∗sq for inner-loop, which is the similar to the cascaded MPC case
in Chapter 4. In PID controller situation, a low-pass filter is normally embedded with
the derivative term of the controller. The results shown in Figure 6.19(a) are obtained
after the filter time constant changes to τf = 0.5τD, which still observing the noise on
the current reference signal i∗sq, but if the filter is too ’heavy’, the control performance
will be affected, which is another trade-off in the control design process. Figure 6.19(b)
presents the control signals results, which does not active the constraints during the
experiment operation.
6.4.2 PID plus P Control Structure
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Figure 6.20: Cascade feedback control of angular position of induction motor
The alternative structure is replacing the inner-loop PI control on q-axis with a propor-
tional controller, in order to achieve the final control objective, that is position control.
The block diagram of presented architecture is shown in Figure 6.20. The design of the
proportional controller is introduced in the previous section.
Here the influence on the outer-loop PID controller from the modification is discussed,
firstly, the open-loop transfer function is approximated with the inner-loop steady-state
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gain α
Θr(s)
I∗sq(s)
≈ κtψ
∗
rdα
s(s+ fdJm )
Then, the model parameters a = fdJm remain the same, whereas b = κtψ
∗
rdα is altered for
the controller parameters design.
Since the design and implementation procedures of the inner-loop proportional control
are identical to the PI+P case previously, the detail will not be discussed to avoid the
repetition.
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Figure 6.21: Comparison of position control using PID+PI. Key: line(1) γθ = 0.95;
line (2) γθ = 0.98; line (3) γθ = 0.99; line (4) Set-point signal.
In order to provide a reasonable comparison with the previous section, the experimental
results of the position control are obtained using identical settings as the PID+PI case.
Additional information is the tuning parameter of the inner-loop current control of q-
axis, which is defined as α = 0.9.
Figure 6.21 presents the comparison of the position control performance using different
controller parameter value γθ, the step responses are similar to the observation from
Figure 6.18. However, note that the control response of γθ = 0.99 in Figure 6.21(a)
has even slower response time than γθ = 0.98 results, moreover, the results of these two
cases have been compared in Figure 6.21(b), where the result of γθ = 0.99 has better
performance during the steady-state operation under load condition and the disturbance
rejection process. The explanation of this observation could be found from the inner-
loop current control results.
In Figure 6.22, the current results of inner-loop control are presented with respect to
different γθ values. The current control of γθ = 0.98 in Figure 6.22(a) has reasonable
results, the q-axis current is controlled with very small steady-state error. On the other
hand, the results of γθ = 0.99 is considered as undesired, as shown in Figure 6.22(b),
specially during the response transient, the feedback system amplifies the noise level,
so that the large peaks are observed in the current reference signal i∗sq. Note that, the
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Figure 6.22: Inner-loop current control comparison. Key: line(1) Actual measure-
ment; line (2) Set-point signal.
reference signals of i∗sq in both sets of results excess the constraints, which is caused by the
one sample difference during the computation of the real-time constraints. Therefore, the
limitation of the inner-loop proportional controller is observed, due to the amplification
of the noise level at the high feedback gain situation.
6.5 Summary
This chapter has presented the design, tuning and implementation of the PID control
strategy of the induction motor drive. The results are discussed and summarized as
follows.
Current control. In the current control system design, the linearization is firstly intro-
duced to eliminate the cross terms and the input disturbance. Hence, the PI controller
is designed based on the first-order SISO plant. The anti-windup mechanism is included
in the implementation using the velocity form. Then, the sensitivity functions are intro-
duced, in order to discuss the frequency responses by using different tuning analysis. In
general, high gain controller is preferable for two main reasons. One is the pulse width
modulation errors are modelled as input disturbance, and to reduce the effect of this
disturbance, the amplitude of the input sensitivity function needs to be small at the low
and medium frequency regions. The other reason of a high gain current controller is
essential for outer-loop velocity and position control, with the cascaded control struc-
ture, the design is based on the outer-loop dynamic model while ignoring the inner-loop
feedback dynamics. In short, if a PI controller is used for the current control and the
bandwidth of the current control system is specified as ωm =
1
1−γia where −a is the
open-loop pole of the current system. Moreover, γi is tuned to obtain 10 to 20 times of
the open-loop pole location.
Velocity and position control. Both of the velocity and position controllers are in
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the outer-loop of the control system structure. PI controller is used for velocity and PID
controller is used for position control because of the requirement of steady-state per-
formance for load disturbance rejection and reference following. The major concern for
the outer-loop is the robustness of the closed-loop system against unmodelled dynamics
neglected from the inner-loop system and the modelling errors of the mechanical part
of the system. For the controller tuning, the parameters γω and γθ are recommended to
a smaller closed-loop bandwidth, which will lead to a slower closed-loop response, but
will have a larger tolerance to the unmodelled dynamics from the inner-loop system and
from the potential mismatch of the inertial parameter in the mechanical system.
Choice between P current control and PI current control. By comparing two
controller, the proportional current controller is simpler in its structure, but limited
applications in current control. Proportional current controller could only be used when
there is a PI or PID controller cascaded connected in its outer-loop. However, the simpler
controller structure when using P controller does not necessarily provide the advantages
over slightly more complicated structure when using PI controller, since the inner-loop
PI controller has a better performance in disturbance rejection.
Chapter 7
Comparison and Discussion of
Control Algorithms using
Experimental Results
7.1 Introduction
The main purpose of this chapter is to compare the proposed control methods of in-
duction motor in this thesis. The categories of the demonstrated control strategies
could be summarised to: (1) Current control, which includes the continuous-time MPC,
the Finite Control Set-MPC and PI control methods; (2) Velocity control, which con-
tains the continuous-time Gain-Scheduled MPC, cascaded continuous-time MPC and
PI-based FOC methods; (3) Position control, which includes the cascaded MPC with
Non-minimal state-space model and the PID control methods. In this chapter, the con-
trol performances are compared and analysed according to the control system structures
in each category. Moreover, the robustness analysis is illustrated for the proposed con-
trollers to demonstrate the capacity of the control methods in the presence of physical
parameter mismatches.
7.2 Current Control
The current control methods, that have been introduced in this thesis, consist of three
types: continuous-time MPC, FCS-MPC and PI controller. In this section, the exper-
imental results of these control methods are compared and discussed, in addition to
robustness analysis. Thus, the proposed current control methods are investigated for
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Figure 7.1: Comparison of current control methods. Key: line (1) Actual measurement; line (2) Set-point signal.
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their strengths and weaknesses.
7.2.1 Comparison Analysis
MPC FCS PI
N p Q RL Tp α β ∆t kI ∆t γi ∆t
6 450 CTC 0.1I 0.1 1.2 300 100µs 0.15 80µs 0.8 100µs
Table 7.1: Controller parameters of current controllers.
Experiment setup. The experimental results are compared based on the validated
motor parameters from Appendix A. The controller parameters and experiment settings
are displayed in Table 7.1. Note that, the controllers are tuned to obtained similar closed-
loop eigenvalues or poles locations, in order to provide a fair comparison. The reference
signals are selected at rated operation condition for all three cases: i∗sd = 1.0526A and
i∗sq = 1.5A, where i
∗
sd is calculated using ψ
∗
rd/Lh and the set-point value of the rotor
flux is ψrd = 0.6Wb. The load condition is identical for all three experiments, in which
the coupled DC motor is connected with 3.5 Ohm power resistance at its terminal. The
switching frequency for the employed PWM is 2kHz.
Control responses results. Figure 7.1 presents the experimental result of the current
control comparisons, where the first row shows the step response of isd current and the
second row is for isq current control. Obviously, the set-point following is achieved for all
control methods. The high noise level is due to several reasons, such as slow switching
frequency and possible mismatching between sampling instances of ADC and PWM.
The noise amplitude is larger in the methods with PWM implementation (ie. MPC and
PI), due to the PWM frequency is defined at 2kHz, which is relatively small value since
the limitation of the xPC Target hardware.
mean of SSE isd mean of SSE isq Response time Steady-state speed
MPC 0.0018A 3.3327× 10−5A 0.0052s 700RPM
FCS −2.8584× 10−4A 1.3642× 10−5A 0.0011s 706RPM
PI 0.0317A −1.0411× 10−4A 0.0027s 676RPM
Table 7.2: Comparison results of current controllers.
Numerical results. Since the details of the experimental results are difficult to observe
from the graphs, the numerical details are shown in Table 7.2 for analysis. The Steady-
State Errors (SSE) of both dq axis current are presented, which are calculated based
on the mean values of the difference between the reference signal and the measurement
(ie. r(t) − y(t)) at every sampling instance. The SSE values are reasonable to prove
the perfect set-point following capacity of the control methods, additionally, the isd SSE
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of MPC and PI have relatively large values, due to the noise level and the oscillations
during the transient. The variance value of the noise level during the steady-state are
calculated by:
σ =
∑
((isd − i∗sd)2 + (isq − i∗sq)2)
M
whereM is the number of sample used for calculation. Hence, the variances are obtained
as:
σMPC = 0.1373; σFCS = 0.0719; σPI = 0.1310
The response times indicate the length of duration for the feedback current to firstly
reach the reference signal, since it is difficult to observe the response time from Figure
7.1, the numerical results are shown here to provide the comparison. The response
time of FCS method is the quickest as expected, because the FCS technique is derived
being equivalent to a deadbeat control with integral action. The PI control method has
the middle value of response time according to its closed-loop pole locations, which are
−593.04± j593.21. On the other hand, the closed-loop eigenvalues of the MPC method
are −432.23 ± j18.54 and −599.96 ± j0.0025, which are similar to PI controller, but
higher order and heavier computational burden.
Moreover, the steady-state speed is the measurement of the motor shaft speed during
the current control procedure, which could indicate the energy efficiency in a way if
the mechanical load is identical. Figure 7.2 presents the speed responses of the current
control methods on the common graph, together with the number in Table 7.2, the FCS
control method has relatively high energy efficiency, that is the FCS current method
could generate more mechanical power using the same current commands. Additionally,
the MPC method could also provide similar steady-state speed with FCS, whereas the
PI control method has obviously slower steady-state speed during the current control.
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Figure 7.2: Speed Measurement for current control comparison. Key: line(1) MPC;
line(2) FCS; line(3) PI.
Discussion. So far, the FCS method appears to be the finest current control method
based on comparison, but as discussed previously, there are still some research issues in
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Figure 7.3: FFT analysis of the phase current.
this field. One issue is the switching frequency, since the FCS predictive controller gen-
erates the switching state of the IGBTs directly, the switching frequency is unexpected
and could be varying during the operation, as shown in Figure 7.3(a), the switching fre-
quency is spread over the range from 2kHz to 6kHz. On the other hand, both of PI and
MPC current control methods are implemented based on the pulse width modulation.
Hence the FFT analysis, which was presented in Figure 7.3(b), shows the frequency
distribution of the phase current for both PI and MPC current controllers. For the
traditionally PWM based control methods, the switching frequency is centralized ac-
cording to the carrier frequency of PWM, which has the benefit when the low-pass filter
is employed for current measurement, in most of industry controllers, the PWM carrier
frequency could be defined more than 20kHz by using DSP based realization, where the
PWM based control methods have significant advantages to apply low-pass filter in cur-
rent feedback. Furthermore, the switching frequency issue of FCS has been addressed
by different approaches in the literature.
7.2.2 Robustness Analysis
The robustness analysis is generally used by control engineers to examine the control
response when there is parameter mismatching in the designed model. In this section,
the three current controllers are tested with respect to the change of model parameter
Lh, which is the mutual machine inductance in the air gap, since the value of Lh is found
to be the important physical parameter in the current dynamic model. The experimental
setups and the controller tuning parameters remained the same as previous section, but
since the reference signal i∗sd is calculated from the reference of the rotor flux based on
the relationship of i∗sd = ψ
∗
rd/Lh, the change of Lh value could alter the set-point signal
of the d-axis current.
Smaller Lh value. The current controllers are designed based on the modified mutual
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Figure 7.4: Comparison of current control methods with 0.5Lh. Key: line (1) Actual measurement; line (2) Set-point signal.
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inductance of 0.5Lh, which means that the actual inductance should be twice as much
as the value in control design model. Hence, the set-point signal of i∗sd is altered as
i∗sd = 2.1053A, the reference signals of d-axis current is defined at its critical case.
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Figure 7.5: Control signals of MPC and PI current controllers.
mean of SSE isd mean of SSE isq Response time Steady-state speed
MPC 0.4477A −0.0136A 0.0055s 1105RPM
FCS 5.5601× 10−4A 2.5074× 10−5A 0.0011s 1640RPM
PI 0.6760A −2.1350× 10−4A 0.0026s 895RPM
Table 7.3: Comparison results of current controllers with 0.5Lh.
The experimental results of the current control methods are shown in Figure 7.4, the
organization of the figures is identical to the previous case. From the observation of the
results, the isd current control has steady-state error for both MPC and PI methods,
as shown in Figure 7.4(a) and 7.4(c) respectively. However, the FCS method in Figure
7.4(b) could control the isd without any steady-state error, the numerical comparison is
also presented in Table 7.3. Note that, the control of isq current has been achieved for all
three methods. The control signals of MPC and PI current controllers are presented in
Figure 7.5, where the control signal usd reaches the constraints during the steady-state.
Thus, the control of d-axis current could not achieve the set-point following. The noise
level in Figure 7.4(e) is significantly smaller comparing to the other two cases in Figure
7.4(d) and 7.4(f), additionally, the noise level is also less than the previous case shown
in Figure 7.1(e), due to change of the parameter value Lh. The steady-state error values
of isq are presented in Table 7.3, the relatively large SSE value of MPC method is due
to the centralized control design.
The response times of all three methods are identical to the previous section, which
proves that the controller bandwidth remains unchanged. The speed measurement are
also recorded for an comparison, as shown in Figure 7.6. Since the different results of
the current control responses, the operational speed has significant different values. The
steady-state speed of FCS method remains the largest due to the zero steady-state error
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Figure 7.6: Speed Measurement for current control comparison with 0.5Lh. Key:
line(1) MPC; line(2) FCS; line(3) PI.
of the current control set-point following. The other two control methods have obviously
lower speed levels as the current control of isd is ineffective, in addition, the measured
speed is higher for MPC comparing to the PI controller, due to the smaller SSE value
in Table 7.3.
Larger Lh value. The current control methods are tested with the mutual inductance
of 2Lh, which means that the actual mutual inductance is half of the model parameter
value used in the control design. Similarly, the reference value of i∗sd has been changed
to i∗sd = 0.5263A.
mean of SSE isd mean of SSE isq Response time Steady-state speed
MPC 8.3908× 10−4A −7.5011× 10−5A 0.0051s 475RPM
FCS 1.4591× 10−4A −1.7928× 10−5A 0.001s 477RPM
PI 7.0544× 10−5A −6.1706× 10−5A 0.0021s 477RPM
Table 7.4: Comparison results of current controllers with 2Lh.
The experimental results are presented in Figure 7.7 for current control methods with
2Lh in the control design. Apparently, the set-point following task is achieved for all
three control methods, in addition, the noise level is similar to the case which is de-
signed based on the original value of Lh. From Table 7.4, the steady-state errors are
significantly small for all three control methods in both dq axis, which proves that the
current controllers are still functional when the model parameter Lh is mismatched at
two times of the actual value. The response times are unchanged due to the closed-loop
dynamics are kept constant. Furthermore, the steady-state speed measurements in this
case are overlapping each other, as shown in Figure 7.8, because the reference signals
are identical and the feedbacks are indeed following the reference, the generated electro-
magnetic torques are identical for all control methods, thus the similar speed responses
are obtained.
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Figure 7.7: Comparison of current control methods with 2Lh. Key: line (1) Actual measurement; line (2) Set-point signal.
Chapter 7. Comparison and Discussion of Control Algorithms using Experimental
Results 166
0 0.5 1 1.5 20
100
200
300
400
500
Time (sec)
ω
m
 
(ra
d/s
)
 
 
1
2
3
Figure 7.8: Speed Measurement for current control comparison with 2Lh. Key:
line(1) MPC; line(2) FCS; line(3) PI.
7.3 Velocity Control
The proposed speed control methods in the previous chapters include the centralized
continuous-time MPC using Gain-Scheduling technique and the cascaded continuous-
time MPC. Both of these methods will be compared with the PI-based speed control
system as discussed in Chapter 6. In addition, the FCS predictive current control will be
employed to provide a common inner-loop dynamics, in order to examine the outer-loop
speed controllers, MPC and PI respectively. Furthermore, the robustness analysis is also
investigated according to the motor parameter mismatching situation. In this case, the
mechanical inertia Jm of the motor shaft is selected as the mismatched parameter, since
it has significant influence to the velocity control dynamics, besides, it could be altered
when the attachment of motor shaft changes for different applications.
7.3.1 GS-MPC & PI-based FOC
In this subsection, the Gain-Scheduled MPC speed control system, which has been
illustrated in Chapter 3, is compared with the traditional PI-based FOC speed control
method. The control structures are different, one is centralized controller, the other
is cascaded control. Moreover, the control techniques are also different: Direct FOC
for GS-MPC and Indirect FOC for PI-based system, it is well known that Direct FOC
has the weakness to handle the zero or low speed range control of the induction motor,
thus the step reference signal is selected to provide fair comparison. In addition, the
closed-loop bandwidths of both control systems are tuned similarly for the same purpose.
Experiment and controller setting. The experimental test-bed is set identical for
both control systems. The coupled DC motor terminal is connected to 30 Ohm power
resistor to provide reasonable load torque, the low-pass filter of the encoder feedback has
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GS-MPC Eigenvalues 1 −169.08± j34.69; −11.90; −20.74± j3.59; −20
GS-MPC Eigenvalues 3 −154.00± j132.21; −52.20; −19.16± j0.30; −20
GS-MPC Eigenvalues 3 −146.07± j284.47; −68.93; −19.56± j0.21; −20
PI Current loop −169.44± j169.49
PI Velocity loop −19.5445± j19.5504
Table 7.5: Closed-loop eigenvalues of GS-MPC and PI.
the cut-off bandwidth of 120 rad/s, the sampling interval is defined at 200µs, due to the
heavy computational burden of the GS-MPC, the Luenberger observer is defined with
gain of 1.3, the rest of experimental settings are following the instruction in Appendix B.
The controller parameters of the GS-MPC are defined following the values in Table 3.4,
while the tuning parameters of the PI controllers are: γi = 0.3 and γω = 0.982. There-
fore, the closed-loop eigenvalues are presented in Table 7.5. Because the multi-model is
applied for GS-MPC, the control system dynamics are different, in addition, the tuning
parameters could be selected separately as well to deliver better control performance.
For GS-MPC eigenvalues, the first pair of the complex poles with larger magnitude is
the closed-loop eigenvalues of the current model, where the second pair is for speed
control, the other two real numbers are the dynamics of the embedded integrators for
the current and speed models, respectively. The closed-loop poles of the PI controllers
are simply obtained using −ξωn ± ωnj
√
1− ξ2. The experiment has duration of 10s,
the speed reference signal is defined with three levels: 400, 700 and 1600 RPM and the
set-point of the rotor flux is ψrd = 0.6 Wb.
Speed control comparison. Figure 7.9 presents the comparison as proposed, the ve-
locity control results are plotted on common graph in Figure 7.9(a) for both methods,
besides, the error signals are shown in Figure 7.9(b) to provide closer view of the speed
control responses. The speed response of the PI control system has faster rising time
during the step response, but some overshoot and oscillations occurred from the PI con-
trol performance. On the other hand, the GS-MPC method has more smooth transient
response and less noise during the steady-state operation. The current measurements
of GS-MPC and PI are shown in Figure 7.9(c) and 7.9(d) respectively. The GS-MPC
is a centralized controller which only has two controlled outputs: rotor flux and motor
speed, thus the stator currents are not under feedback control, Figure 7.9(c) presents
the measurement of the stator current, to compare with the controlled current perfor-
mance by PI controllers in Figure 7.9(d). Since the GS-MPC method directly control
the rotor flux instead of isd, the isd measurement of GS-MPC is not kept constant as
the PI controller. Lack of current control dynamics is one of the weaknesses of the GS-
MPC centralized control system. Furthermore, the control signals, which are the stator
voltages, are shown in Figure 7.9(e) and 7.9(f). The observation of control signals is the
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Figure 7.9: Speed control comparison between GS-MPC and PI. Key: blue line:
GS-MPC; black line: PI FOC; red dash: Set-point signal.
noise level difference, where the noise level at control signals of GS-MPC is significantly
less than the PI controllers, due to the state observer of the continuous-time MPC, which
not only estimates the state feedbacks but also acts as a low-pass filter. Moreover, the
revised approach of the modulation limit could allow more efficient control inputs for
GS-MPC method.
Discussion. After the comparison between the proposed GS-MPC and the traditional
PI control method, the following conclusions are obtained: the Gain-Scheduled MPC
could achieve the speed control control objective under the load condition; GS-MPC
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could provide better control performance, based on the multiple tuning parameters for
different operating conditions; however, the computational burden of the GS-MPC is
much heavier than the PI controller, as well as the off-line computation; moreover, the
current control lacking is another weakness of the GS-MPC method.
Robustness analysis. The robustness analysis of the GS-MPC is accomplished by de-
signing the control system based on two different inertia values: 0.5Jm and 2Jm. From
the control point of view, the modification of inertia value will cause the mismatching
of the model dynamics, since the time constant is obtained by τ = fd/Jm, however, the
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Figure 7.10: Robustness analysis of GS-MPC. Key: line(1): set-point signal; line(2):
actual measurement.
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inertia value changes when the shaft attachment changes in the applications. Therefore,
the robustness analysis according to Jm is reasonable to examine the proposed control
method.
Figure 7.10 presents the experimental results of the GS-MPC, which is designed based
on different values of Jm. On the left hand side, the GS-MPC is using the mismatch-
ing parameter 0.5Jm as the inertia value for the controller design, On the right hand
side, the inertia value is defined as 2Jm. By comparing to the original case in Figure
7.9(a), the overshoots during transients are observed, where the transient response in
Figure 7.10(b) is slower and smoother comparing to the original case, it is because the
mismatching parameter of Jm could affect the closed-loop MPC gain values, hence in-
fluence the closed-loop control performance. However, the MPC controller could control
both situations with stable and non-error steady-state operation. In addition, the stator
currents responses, which are shown in Figure 7.10(c) and 7.10(d), the similar results
are presented according to the respective velocity response, due to the Jm parameter
is only included in the mechanical model equation. The control signals of both results
have better illustration of the closed-loop bandwidth, by comparing the control actions
during the step changes in Figure 7.10(e) and 7.10(f), the control actions usd and usq are
obviously faster for 2Jm case than the other, where the larger overshoots are obtained
for 2Jm situation, however, the appearance in speed control results shows that the 0.5Jm
case has larger overshoot in speed control performance, since the GS-MPC method is
a centralized controller, which contains both electrical and mechanical models. More-
over, due to the different time constants in both models, the control actions could cause
opposite performance in the speed responses.
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7.3.2 Cascaded MPC & PI-based FOC
For controlling the induction motor drive, the cascaded structure is proven to be suffi-
cient, due to the large difference of the electrical and mechanical system dynamics. In
this section, the proposed cascaded MPC method in Chapter 4 will be compared with
the PI-based FOC method, both of the methods are applied with the Indirect FOC
technique, expect that the PI-based FOC contains three controllers while the cascaded
MPC system has two controllers, since the inner-loop MPC is controlling both d-axis
and q-axis stator currents. Besides, the low speed range control could be operated as
the benefit of the Indirect FOC technique. In order to demonstrate the capacities of the
control methods, different shapes of the reference signals are employed, which includes:
the step changes with both directions, the ramp signals and zero speed operation. After
that, the robustness of the cascaded MPC is analysed with step change set-point.
Current MPC Eigenvalues −332.24± j14.83; −499.95± j0.0025
Speed MPC Eigenvalues −16.7756± j10.5273
PI Current loop −338.88± j338.98
PI Velocity loop −16.4585± j16.4635
Table 7.6: Closed-loop eigenvalues of cascaded MPC and PI.
Experiment and controller settings. To provide the reasonable comparisons, the
MPC controllers and PI controllers are designed and tuned to have similar bandwidths
and realized based on the identical test-bed setup. Thus, the load condition is identical
to the previous section, the cut-off bandwidth of the encoder filter is defined at 150
rad/s, due to the faster closed-loop bandwidth of the speed control. The sampling
interval is 100µs for inner-loop and 500µs for outer-loop, thus the computational load is
reduced in this case, then the rest of experimental settings are identical to the definition
in Appendix B.
The controller parameters are tuned to obtain the closed-loop eigenvalues in Table 7.6.
For cascaded MPC tuning, the exponential weighting parameters are defined as α = 1.2
and β = 250 for inner-loop and α = 1.2 and β = 5 for outer-loop control, since the other
tuning parameters do not provide significant influence to the closed-loop control, they are
defined following the definition in Chapter 4. On the other hand, the PI controller of the
inner-loop control is tuned with γi = 0.65 and the outer-loop controller has γω = 0.981,
in order to provide the similar closed-loop pole locations.
Step reference signal. In the first scenario, the step change reference with both
directions is defined for both control systems. During the 12s experiment operation, the
reference signal are divided into six constant operational references with each duration
of 2s, the set-point values are defined in order of: 700 RPM, 1400 RPM, 700 RPM, −700
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Figure 7.11: Speed control comparison between GS-MPC and PI using step reference.
Key: line(1): actual measurement; line(2): set-point signal.
RPM, −1400 RPM and −700 RPM.
Figure 7.11 presents the experimental results comparison. Note that, the peaks in the
speed feedback are caused by the encoder measurement, since the low-pass filter is now
set with higher cut-off frequency in order to reduce its influence on the feedback control
performance, hence the high frequency peaks appear in the feedback signals. In Figure
7.11(a), the speed control responses of both schemes are obtained almost overlapping
to each other. In order to provide a closer view of the speed control performance,
the error signals between reference and feedback (ω∗r − ωr) are presented in Figure
Chapter 7. Comparison and Discussion of Control Algorithms using Experimental
Results 173
7.11(b). From the comparison of the experimental results, the speed response PI control
system has faster response time than the cascaded MPC during transient, at the same
time, transient overshoots are also obtained from PI control response, especially when
the reference changes from positive to negative direction at t = 6 sec, obviously, the
overshoot is obtained for PI control result, whereas the cascaded MPC system provides
the better performance with smooth and no overshoot in the speed response. After that,
the current control results are compared between Figure 7.11(c) and Figure 7.11(d),
the control signals are compared based on Figure 7.11(e) and Figure 7.11(f). Similar
control performances are observed for both control schemes, expect that the noise level
in cascaded MPC results is slightly larger than the PI control, due to the extra closed-
loop eigenvalues generated by the augmented model.
Therefore, the conclusion could be made that the speed control performance is primarily
determined by the outer-loop speed controller. The closed-loop dynamics of the current
control does not provide significant impact on the speed control, due to the cascaded
control structure. In order to provide more fair comparison between the outer-loop speed
controllers, the FCS predictive current controller is applied for both schemes in the next
subsection.
Ramp reference signal. The second scenario is based on the ramp reference signal. In
general, the ramp signal and zero speed operation are employed to examine the proposed
control method for induction motor drive. In this scenario, the reference signals have
duration of 12 sec, firstly, the speed rises from standstill to the rated speed within 4 sec,
after 2 sec of constant speed operation at rated speed, the speed will drop in ramp to
zero within another 4 sec, then will stay at zero speed for 2 sec. The controllers design
and tuning parameters remained the same as in Table 7.6.
The experimental results of ramp reference control are shown in Figure 7.12, which
includes the responses of the ramp acceleration and deceleration procedure. Figure
7.12(a) presents comparison of the speed responses during the ramp and zero-speed
operations for both control systems, obviously both feedback control systems are stable
and seen to achieve the set-point following control objective. However, the error signals
of these speed responses, which are shown in Figure 7.12(b), suggest that the operational
errors existed during the ramp change, since the ramp change has transfer function of
1
s2
, which is second order reference signal, the integral action inside the control loop is
not enough to completely remove all the steady-state errors during the ramp response
control. Moreover, the ramp response error of cascaded MPC is observed to be larger
than the error of PI control. Similar to the previous scenario, the inner-loop current
control performance and the control signals have similar results as shown in Figure
7.12(c) to 7.12(f). In addition, the noise level of the inner-loop MPC control is larger
than the PI control system.
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Figure 7.12: Speed control comparison between GS-MPC and PI using ramp refer-
ence. Key: line(1): actual measurement; line(2): set-point signal.
Robustness analysis. In this section, the robustness analysis of the cascaded MPC
scheme is illustrated with the step response with the mismatching of motor parameter
Jm. The controller tuning parameters of the MPCs are kept unchanged from the previous
section, as well as the inner-loop electrical model, but the outer-loop mechanical model
is altered according to the change of Jm value, which will lead to the different values of
the controller feedback gain. Two set of experimental results are obtained with respect
to the inertia values of 0.5Jm and 2Jm. The outer-loop MPC has the exponential data
weighting defined as α = 1.2 and β = 5, which is defined same as before, but the
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closed-loop eigenvalues are different: (1) 0.5Jm case: s = −21.2121± j15.5188; (2) 2Jm
case: s = −13.7413± j6.9107. Obviously, the larger value of Jm used for the design will
generate the smaller bandwidth for the closed-loop control, since the controller would
expect a larger inertia at the motor shaft.
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Figure 7.13: Robustness analysis of the cascaded MPC method. Key: line(1): actual
measurement; line(2): set-point signal.
The experimental results of the robustness examinations are illustrated in Figure 7.13
where the results according to 0.5Jm are shown on the left hand side and the results of
2Jm are presented on the right hand side. Overall, the cascaded MPC method could still
achieve the control objectives with the significant parameter mismatching in the design
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model. The step response of speed control based on 0.5Jm is obtained to be faster and
with overshoot comparing to the case of 2Jm. This is because the closed-loop bandwidth
of the 0.5Jm is wider, thus the closed-loop control performance obtained is aggressive
and tends to become unstable according to the robust stability theory. Note that, the
oscillations obtained at the low speed level are caused by the random current bias from
the sensor measurements, which is amplified in the 0.5Jm case due to the larger value
of controller feedback gain.
In conclusion, the proposed cascaded MPC method performs better for induction motor
drive control. By comparing with the traditional PI control, the cascaded MPC could
provide the capacities of the PI control method, in addition, the model predictive control
also have benefits on MIMO system control and optimal control design with constraints.
7.3.3 MPC+FCS & PI+FCS
In order to obtain the comparison of the outer-loop speed controllers, the FCS predictive
current control system is employed in this case to provide identical inner-loop current
control dynamics. Thus, the combinations of MPC plus FCS and PI plus FCS are de-
veloped to seek for better speed control performance. In this subsection, the reference
signals are defined identical to the previous case for comparison, both step and ramp
set-point signals are implemented to obtain the experimental results.
The controller parameters remain unchanged, thus the closed-loop bandwidths of the
outer-loop velocity control are following the values in Table 7.6. However, the sampling
time has been altered for both inner and outer loop system, since the FCS method re-
quires fast sampling rate to deliver fine performance, the sampling interval ∆t is defined
as 80µs for current control and 400µs for outer-loop velocity control.
Step reference signal. The experimental results of step reference are presented in
Figure 7.14. The difference between the speed control responses is more comparable
than the previous subsection. Based on the observation from Figure 7.14(b), the over-
shoots occurred from the transient of the step change response of PI speed controller,
whereas the model predictive controller has similar response time but less overshoot.
The resultant difference between the two speed responses is small due to the normal
operation with fine modelling. It is expected that the performance could be significantly
improved for MPC controller in a larger scale system or critical operation condition.
The current control performances, which are displayed in Figure 7.14(c) and 7.14(d),
have identical closed-loop response due to the same controller employed. Note that the
noise level is significantly smaller than the current control results in Figure 7.11, be-
cause the sampling time and switching frequency are different. In addition, the control
signals i∗sq generated from the outer-loop speed controllers have different shapes during
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Figure 7.14: Speed control comparison between MPC+FCS and PI+FCS using step
reference. Key: line(1): actual measurement; line(2): set-point signal.
the transient responses, where the set-point i∗sq from the model predictive controller has
several oscillations in order to deliver the smooth speed control performance.
Ramp reference signal. The ramp reference includes the acceleration, braking and
zero speed procedures. Figure 7.15 illustrates the experimental results of proposed task.
The results could also be compared with the previous case shown in Figure 7.12. First
of all, the error signals are non-zero during the ramp operation, the reason had been
discussed previously, the similar error values are obtained for both MPC and PI speed
controllers by comparing with previous Figure 7.12(b), except that the performances
have less noise on both signals, since the FCS predictive current control system delivers
a better control performance. In addition, the spikes are observed at the current mea-
surement feedback, since the hardware issue, which the sampling instance between the
ADC module and the switching command are not synchronized.
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Figure 7.15: Speed control comparison between MPC+FCS and PI+FCS using ramp
reference. Key: line(1): actual measurement; line(2): set-point signal.
7.4 Position Control
In this thesis, the position control section is the extended research from the speed con-
trol schemes. The position control methods presented in this thesis are summarized as
cascaded MPC and PID. In this section, the comparison between these two methods
is illustrated based on the experimental results. Since the derivative of the position
measurement is normally noisy, the filter is generally embedded in the control system.
Hence, the MPC with Non-Minimal State-Space method is applied to compare with
the PID with filter controller. Moreover, the robustness analysis of the MPC position
controller is also included in this section.
Experiment and controller settings. The test-bed setups are implemented identi-
cally for both control systems. The coupled DC servo motor is supplied by high current
source to provide the load torque during the position control. The sampling interval are
defined as: 100µs for inner-loop and 500µs for outer-loop. Then, the carrier frequency is
2kHz for the PWM implementation in both current control methods. Moreover, other
settings are following Appendix B.
Chapter 7. Comparison and Discussion of Control Algorithms using Experimental
Results 179
Current MPC Eigenvalues −399.99; −399.99; −232.26; −232.2643
Position MPC Eigenvalues −353.50± j353.61; −41.48± j2.33; −36.51
PI Current loop −296.52± j296.61
PID Position loop −34.75± j34.76
Table 7.7: Closed-loop eigenvalues of cascaded MPC and PID.
The closed-loop eigenvalues of the model predictive controller are displayed together
with the closed-loop poles of the PID plus PI controllers in Table 7.7. The eigenvalues
of the MPC position controller have five values, where the first pair of the complex poles
is generated by dynamics of the embedded second order low-pass filter using NMSS, the
second pair of complex pole is the closed-loop bandwidth of the predictive position con-
troller, at the end, the last real eigenvalue is obtained from the augmented model. Since
the eigenvalues of the embedded low-pass filter of NMSS are significantly larger than
the position controller bandwidth, the dynamics of the filter is generally neglected. On
the other hand, the closed-loop poles of the PID plus PI method are simply calculated
from −ξωn ± jωn
√
1− ξ2. In order to obtain the closed-loop eigenvalues in Table 7.7,
the tuning parameters of the predictive controller are defined as: α = 1.2, β = 200 for
inner-loop and β = 20 for outer-loop; the second order low-pass filter of the NMSS has
bandwidth at 500 rad/s. For PI current controller, the tuning parameter is defined at
γi = 0.6, where γθ = 0.991 for the outer-loop PID controller, in addition, the filter of the
derivative controller has time constant of τf = 0.1τD. Furthermore, the constraints of
manipulated variables from the outer-loop controllers are implemented at −3 ≤ i∗sq ≤ 3
A.
Comparison of experimental results. The set-point of the motor position is square
wave signal. The duration of the operation is 6s. The motor shaft remains zero at first
for 2s, then rises to pi rad and hold for another 2s, at the end, drops back to zero position.
In addition, the load torque of 0.5 Nm in opposite direction will be manually turned
on around 1 sec after the experiment start, in such a way that the load disturbance
rejection and position control under load condition could be evaluated for both control
methods.
The experimental results of both methods are presented in Figure 7.16, where the
position control feedbacks are plotted on common graph, as shown in Figure 7.16(a),
which illustrates that both position methods have achieved the disturbance rejection
and complete set-point following. The error signals of θ∗r(t)− θr(t) are shown in Figure
7.16(b) to deliver closer view of the control performance, hence the difference is observed
that the MPC position control has slower and less overshoot than the PID controller
during the transients of step changes. Moreover, larger ripples are observed during the
disturbance rejection process around t = 1 sec. The position control performance is
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Figure 7.16: Position control comparison between cascaded MPC and PID. Key:
line(1): actual measurement; line(2): set-point signal.
distinct because the MPC position controller has the low-pass filter embedded in the
entire optimal control design. In contrast, the PID controller only has the filter built
in the derivative control action, thus the closed-loop dynamics of the MPC are slower
than the PID controller. Nevertheless, the results during the steady-state operation are
similar for both control methods. The current control and control signals are displayed
as well, where the MPC results are shown on the left hand side, and the PID results
are presented on the right hand side. There are still noises contained in the current set-
point i∗sq for both control methods. However, the noise level is significantly smaller for
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Figure 7.17: Robustness analysis of MPC position control. Key: line (1) Actual measurement; line (2) Set-point signal.
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the MPC position controller comparing to the PID controller, due to the benefit of the
filter used in the NMSS method. The difference is also detected on the control signals
as shown in Figure 7.16(e) and 7.16(f), where the control signals of model predictive
controller has much smaller ripple than the PID control signals during the step change
responses.
Robustness analysis. The robustness analysis has been performed for the MPC po-
sition control with NMSS method. The experimental results are obtained for three
different Jm values: 0.5Jm, Jm and 2Jm. Since the motor parameter has been altered,
the closed-loop eigenvalues of the outer-loop position controller will be changed. Here,
the first pair of complex poles is determined by the embedded low-pass filter, hence they
will remain unchanged. The other three eigenvalues are calculated based on respective
Jm value: for 0.5Jm, −41.23 ± j2.15 and −36.57; for Jm, −41.48 ± j2.33 and −36.51;
for 2Jm, −41.57± j2.37 and −36.53.
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Figure 7.18: Error signal of MPC position control robustness analysis. Key: line(1)
2Jm; line (2) Jm; line (3) 0.5Jm.
The experimental results of the robustness analysis are shown in Figure 7.17, where
the first column presents the results of 0.5Jm, the middle column is for Jm and the
last column is for 2Jm. The step reference is employed with two steps: pi rads for first
3s then 2pi rads for another 3s, the load torque disturbance is turned on around 1s
same as before. From the first row of the results in Figure 7.17, the control objective
and disturbance rejection are achieved for all cases. However, the difference could be
observed from the control signals i∗sq generated from the outer-loop MPC, the noise level
is the smallest for 0.5Jm case, but the control system is unstable for 2Jm case before
the load torque turned on, note that the closed-loop control system become stable after
the load torque turned on, which means that the controller designed based on 2Jm is
marginally stable which is sensitivity to the input disturbance in the system, in addition,
the noise level of i∗sq is the largest for 2Jm case even during the stable operation.
In order to obtain comparison of the position control performance, the error signals
of all three cases are plotted in Figure 7.18. The oscillation of the 2Jm case on the
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current control performance could be obtained with the zoom-in view, the oscillations
with small amplitude on the position feedback continues until the load switched on.
The larger size overshoot is observed from the 0.5Jm results, as well as the disturbance
rejection transient. Overall, the MPC position controller is observed to be sensitive
with respect to the modelling error, due to the wide bandwidth and the higher order
dynamics.
7.5 Summary
This chapter compares the proposed control schemes with the traditional PID-based
control design by obtaining the experimental results of controlling an induction motor
drive. The robustness of the arranged controllers is also analysed with mismatched the
machine parameters.
Current control. For current control applications, the three types of the current con-
trollers are implemented and compared with respect to their stator current responses,
open-loop speed responses and the FFT analysis. Based on the observed findings, it
is seen that the Finite Control Set could deliver the best current control performance,
as the steady-state errors had been completed eliminated by using the proposed ap-
proaches. However, the lack of modulation in the implementation will lead to a spread
distribution of the frequency response, unlike the centralized frequency response by us-
ing pulse width modulation. The issues of these findings include the induced harmonics
level and switching losses, as well as the difficulty to filter the unnecessary switching fre-
quency. The robustness analysis of these three current controllers suggests that the FCS
predictive control method has the best capacity to handle the unmodelled situations.
Velocity control. The speed control systems, which include the centralized GS-MPC,
cascaded MPC and the PI-based FOC methods, are extensively compared and discussed
via different reference signals. The GS-MPC is observed to deliver better speed control
performance than the PI controllers, due to high degree of freedom for controller tuning
and revised constraints implementation using Quadratic Programming. However, the
complexity of the controller requires heavy computational load and the lack of current
control will lead potential issues, such as harmonics. The robustness of the GS-MPC
method is evaluated using different values of the mechanical inertia, the controller could
precisely achieve the control objective even designed with modelling error.
The cascaded MPC speed control was compared with the PI control via step change,
ramp and zero reference signals. The similar experimental results are observed for
both control methods. To obtain reasonable comparison between speed controllers, the
inner-loop current control system is replaced by the FCS predictive control. Thus, the
more obvious difference had been found, that the continuous-time MPC speed controller
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delivered smoother and less overshoot control performance under identical closed-loop
bandwidth. The robustness analysis of the cascaded MPC method also suggest that it
could achieve the control objective when the system model is incorrect to some degree.
The cascaded control structure is found more suitable for induction motor speed control,
since the significant difference between the electrical and mechanical model dynamics.
Position control. The position control application of the machine drive is generally
extended from the velocity control. In this thesis, the position controllers are designed
by modifying the speed controller, instead of adding another control loop. The main
challenge of the position control is noise induced from the derivative of the rotor shaft
angle. For both cascaded MPC and PID plus PI control methods, a low-pass filer is
embedded for their control design, especially for continuous-time model predictive con-
trol, the Non-Minimal state space model is applied. The comparison of experimental
results for both methods detects that the performance of position response for MPC has
slower and smaller oscillation than PID controller by tuning with identical closed-loop
bandwidth.
Chapter 8
Conclusion
8.1 Summary
In this thesis, the model predictive control of the three phase induction motor drive was
studied. Particularly, the continuous-time model predictive control was designed using
both centralized and cascaded structure, and the recent finite control set predictive con-
trol was also investigated. It can be concluded that the model predictive control concept
can achieve the control objective as well as deliver high performance in the motor drive
control applications, especially when the non-linearity issue is resolved for the mathe-
matical model. The experimental results obtained from the proposed control methods
are compared with the traditional PID control in Chapter 7, moreover, the robustness
of these controllers are also analysed and concluded. Thus, the brief summaries of each
contribution will be revealed in this chapter.
The following summarizes the major conclusions from Chapter 3-4 regarding continuous-
time model predictive control of the induction motor drive:
• Linearization of the dynamic model is essential for the continuous-time MPC de-
sign, particularly for the centralized controller structure.
• In Chapter 3, the design of continuous-time MPC based on LTI model was thor-
oughly studied. For MPC design of the full order non-linear induction motor
model, the Gain-Scheduled method was introduced with respect to different oper-
ating conditions. The implementation of the non-linear constraints is developed
from the benefit of the on-line Quadratic Programming procedure. The analysis
and experimental results showed that the proposed control system could handle the
wide range speed control precisely with disturbance rejection, but the absence of
current control could introduce uncertainties to the control system. The increased
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complexity of high order dynamics limit might restrain the closed-loop bandwidth
because of the uncertainty and expected modelling errors.
• In Chapter 4, the cascaded continuous-time MPC for current, velocity and position
control application of induction motor drive was studied. The stability analysis of
the inner-loop stator current dynamics suggested that the non-linearity could be
eliminated by using the high gain feedback control design. Since the mechanical
model was controlled separately in the outer-loop, the MPC design for the velocity
and position controllers were studied, respectively.
• The cascaded control structure could offer more flexibility and better performance
since the different closed-loop bandwidth were designed for respective model dy-
namics.
The contributions from Chapter 5 regarding Finite Control Set predictive control are
summarized as follows:
• The original FCS predictive control was studied and revised in the feedback control
manner.
• The revised FCS method was analysed, the feedback controller gain was designed
for the constrained optimal control.
• The integral action was developed with the revised FCS method for vanishing the
steady-state error. The integral gain was calculated regarding to the closed-loop
bandwidth. The I-FCS controller was derived with constrained optimal control de-
sign. The implementation of the proposed controller was illustrated and evaluated
via the experimental results.
• The FCS method in αβ coordinates was also studied. The resonant controller was
designed for eliminating the steady-state errors in the sinusoidal signals of the αβ
stator currents.
• The experiment evaluation suggests that the proposed method of FCS could suc-
cessfully solve the research issue of the steady-state errors, which appeared in the
original FCS method. The control systems were proven to be very robust against
the motor parameter variations.
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8.2 Future Research
The following potential topics are considered appropriate for the future research:
• The proposed control designs are extensible to other power electronics applications.
• The control algorithms could be applied to specific applications which generally
require high control performance, such as wind energy generation, electric vehicle
and CNC machines.
• Improve the FCS method with centralized switching frequency and optimized
weighting factor.
• Study the induction motor control connected to multi-level inverter or buck-to-
buck converter.
Appendix A
Motor Parameters Identification
& Validation
In this thesis, the parameters of induction motor dynamic model are crucial for vector
control methods, but the machine could accidentally contain uncertain parameters from
production. The induction motor used in test-bed for the experimental operation is a
medium-sized standard motor from SEW-Eurodrive, as shown in figure A.1, an encoder
is included with shaft-mount. In this section, several tests are examined for parameter
identification, then the identified parameters are validated by using MATLAB Simulink.
Figure A.1: Induction motor
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A.1 Parameter Identification
The parameter identification of induction motor model has routine tests, which are found
from literatures ([100],[101]),[102]). There are three tests running for electrical model
parameters: DC-test, No-load test and Rotor-block test, which are analysed as follows,
then the first-order step response is test for obtaining the mechanical model parameters.
DC-test : By connecting two phases of the induction motor to a DC-voltage source, DC
current flows through these two phase in series due to the Y connection of the stator
winding, the impedance of the inductance of the stator winding is neglected because
of the constant voltage supply. Therefore, the stator resistance is calculated by Ohm’s
Law, ie. Rs = 11.2 Ohm.
No-load test : The purpose of no-load test attempts to make the rotor side of the equiva-
lent circuit open-circuit, by operating the induction motor at its rated velocity, the speed
difference between flux rotating and the rotor shaft rotating is minimized, so the slip
approaches to zero, then the rotor load becomes Rrs = ∞. In this situation, the phase
voltage and current is obtained for the stator resistance Rs, stator leakage inductance
Lls and mutual machine inductance Lh as shown in Figure A.2. By measuring three
components: phase voltage Vph, phase current I0 and supplied power P , then, after
calculation, the mutual machine inductance is obtained in this test, Lh = 0.57 H.
jXm
jXsRs
I0
Vph
Figure A.2: Equivalent circuit of no-load test
Rotor-block test : By preventing rotor moving when the power is supplied, the slip value is
defined as one, ie s = 1, a short-circuit is formed at the rotor side of the equivalent circuit,
as shown in figure A.3. Now keep increasing the phase voltage until the rated current is
reached, again by measuring the power, voltage and current, the rotor resistance, stator
and rotor leakage inductance are calculated. ie. Rr = 8.3 Ohm, Lls = 0.0455 H and
Llr = 0.068 H.
Mechanical parameter identification. The mechanical model equation (2.30) is
applied in this section, by defining zero load condition, the Laplace transform of the
Appendix A. Motor Parameters Identification & Validation 191
jXsRs
I0
jX ′r
R′r
s
Vph
Figure A.3: Equivalent circuit of rotor-block test
equation becomes:
(Jms+ fd)Ωr(s) =
3ZpLh
2Lr
Isq(s)Ψrd(s)
A first-order transfer function is obtained if the flux Ψrd(s) is controlled at constant
value ψ0rd during steady state. Then, the transfer function of mechanical model is shown
as follows
Ωr(s)
Isq(s)
=
Kss
τMs+ 1
where Kss =
3ZpLh
2LrJm
ψ0rd and τM =
Jm
fd
. By obtaining the step response of the velocity
result, the values of steady-state gain Kss and the time constant τM are estimated, thus
the inertia constant Jm and friction coefficient fd are calculated as shown:
Jm =
3ZpLhψ
0
rd
2LrKss
, fd =
Jm
τM
The step response of velocity model is implemented using the inner-loop current control
via two PI controllers, which is discussed in Appendix B. The experiment is implemented
with rotor flux reference ψ∗rd = 0.2Wb, the step change of the current i
∗
sq is from 0.2
to 0.3A. The experimental results of the speed response and the current control are
obtained and the calculation of the steady-state gain and time constant is processed as
Kss =
∆ωr
∆isq
≈ 10.31
0.1
= 103.1, τM ≈ 2.2609
Therefore, the mechanical model parameters is identified as the inertia constant Jm =
0.0052kg ·m2 and the friction coefficient fd = 0.0023N ·m · s.
A.2 Parameter Validation
The purpose of parameter validation is to determine the accuracy of identified parameter
values, which contain certain error due to the measurement noise and reading errors.
In this section, the motor parameters, which include both electrical and mechanical
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parameters, are validated using Matlab Simulink SimPower toolbox as shown in Figure
A.4, the procedure is defining the SimPower induction motor model with the previous
identified parameters, then the motor is supplied at the rated condition, at the result,
the line current and shaft velocity are observed to be close enough to the rated values
on the nameplate of the given induction motor as shown in Table A.1.
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Figure A.4: Motor parameter validation in Matlab Simulink
Manufacture SEW-EURODRIVE
Type 3-phase Inverter duty VPWM
Rated Power 750 Watts
Power Factor 0.79
Supply Frequency 50 Hz
Number of pole pairs 2
Rated Speed 1435 rpm
Rated Current 1.75 A
Rated Voltage 415 V
Connection Y (star connection)
Table A.1: Name plant information of the experiment induction motor
Appendix B
Simulation & Experiment Setup
B.1 Simulation Setup
The simulators included in this thesis have been implemented using the MATLAB
Simulink Toolbox. In this appendix, the detail of simulation implementation without
the controller is introduced extensively, thus the open-loop operation of an induction
motor will be build up in simulation.
Firstly, the induction motor model is simulated by using the Asynchronous Machine
block in the SimPowerSystems Toolbox as shown in Figure B.1(a), then, the parameter
definition of the block is presented in Figure B.1(b).
(a) Induction Motor Simulation Model (b) Parameter Setting of IM model
Figure B.1: Set-up of induction motor model block
The simulation of the induction motor open loop control is illustrated in Figure B.2. The
model inputs are the stator voltages usd and usq and outputs are the stator currents and
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mechanical measurements, instead of the estimation the position angle of dq coordinates,
the field position is directly defined using a periodic triangular wave. After that, the
general PWM block from Simulink is applied to generate the switching states for the
3-phase inverter, the semiconductors inside the inverter will transfer the DC bus voltage
into the controlled two level and three phase voltage for the induction motor operation.
Furthermore, the current measurement is achieved by measuring two-phase currents ia
and ic, then the third can be calculated using KCL (ie. ib = 0− ia− ic). The mechanical
measurements, such as rotor speed and position, are directly provided by the Induction
motor block as shown in Figure B.1(a).
In this thesis, the SimPower components in the simulator are generally sampled faster
than the control system blocks. The sampling time is defined as 10µs, and the control
system is sampled at its respective rate depending on the controller design. To ensure
that the simulation set-up is closed to the actual experiment, the 3-phase inverter is
defined to IGBT/Diodes and bridge arms number of 3. The switching frequency in
PWM is defined as 2kHz for both simulation and experimental cases.
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Figure B.2: Open loop Simulator in Matlab Simulink
B.2 Experiment Setup
The experiments in this thesis are implemented using MATLAB Simulink and realized
using xPC Target, thus the experimental software is simply transformed from the simu-
lation model. An illustration of the entire experimental test-bed is shown in Figure B.3,
the detail of each component is introduced as follows.
Controller : The controller algorithm design and editing is accomplished using MATLAB
Simulink in the Host Computer, which is connected to the xPC Target via a crossover
cable. The xPC Target is another computer, which contains two extra boards: National
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Figure B.3: Test-bed of the induction motor control experiment
Instrument PCI-6024E and QUAD04, the former board is for control computation and
the later one is for encoder data gathering. Once the control program is designed, the
Host computer will compile and upload the program to the Target PC, which will oper-
ate the control experiment in real time mode.
Power Supply : The power supply is divided into two aspect: low voltage and high
voltage. The former one is for the IGBTs of the Inverter at the low voltage side, which
is defined at 24 V. Then, the high voltage supply, hence the DC-link bus voltage, is set
at 520 V. Thus, the induction motor is supplied at its rated voltage of 415 V after the
modulation.
Inverter : The inverter used in this test-bed is a three-phase two-level voltage-source
inverter (2L-VSI). The inverter module has two layers, the first layer is a drive board,
which reads the control commands from the controller to control the IGBTs, the second
layer contains the high voltage side of the IGBTs, which has the dc-link bus capacitors
and the protections, the IGBT module is attached to a piece of heat-sink.
Mechanical Load : As shown in Figure B.3, on the left hand wide of the test bench, a
DC motor is coupled with the induction motor. In order to provide the safe load torque
to the induction motor shaft, there are two connections at the terminal of DC motor.
The first connection is illustrated in Figure B.3, where the DC motor terminal is con-
nected to a high current power supply, in order to provide the desired load torque, this
situation is applied when the position control system is evaluated. The other connection
is designed for speed control, a power resistor, which has properties of low resistance
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and high current capacity, will be connected at the DC motor terminal, so that during
operation of the speed control system, there is current flow through the power resistors
due to the re-generation mode of DC motor. Thus, the DC motor will provide the load
torque at the opposite direction of the induction motor shaft. Moreover, the load torque
will be increased when the induction motor speed is defined faster.
Induction Motor and Sensors: The induction motor used in this test-bed is from SEW-
EURODRIVE, the data sheet of motor type DRE80M4 can be easily found in the their
web-site. The motor information was introduced in Table A.1. On the other hand,
the sensor components are encoder and current sensors. The encoder is built on the
induction motor shaft, which is an incremental encoder with resolution of 1024. The
two current sensors, for two phase currents measurement, are LTS-6-NP from REM
company, which can handle the current measurement of ±6 A. Furthermore, the power
supply of both encoder and current sensor are connected from the control board, in
order to ensure the common ground.
Appendix C
Luenberger Observer
Since the Direct Field Oriented Control structure was implemented in this thesis, all the
vectors in the control design are represented in the direct-quadrature (dq) coordinates.
Therefore, an appropriate observer is used to estimate the position angle of the dq
coordinates. In this appendix, the Luenberger observer is introduced and implemented
referring to [13], the equations of the Luenberger observer is described as:
d
dt
ˆ¯x = A¯ˆ¯x+ B¯u¯+ K¯(y¯ − ˆ¯y)
ˆ¯y = C¯ ˆ¯x
where ˆ¯x is the estimated state, y¯ is the measured output, ˆ¯y is the estimated output, A¯ is
the state matrix, B¯ is the input matrix, K¯ is the observer gain matrix, C¯ is the output
matrix.
Because the observer is to estimate the position angle of the d-q coordination, therefore,
the design is based on the vectors in the stator fixed coordination (αβ). The state-space
model of induction motor is characterized as follows:
d
dt
[
i¯s
Ψ¯r
]
=
[
A¯11 A¯12
A¯21 A¯22
][
i¯s
Ψ¯r
]
+
[
B¯1
0
]
u¯s
i¯s = C¯x¯ =
[
I 0
] [ i¯s
Ψ¯r
]
A¯11 = −
[
Rs
σLs
+ 1−σστr 0
0 RsσLs +
1−σ
στr
]
= ar11I¯
A¯12 =
Lh
σLsLr
[
1
τr
ωr
−ωr 1τr
]
= ar12I¯ + ai12J¯
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A¯21 =
[
Lh
τr
0
0 Lhτr
]
= ar21I¯
A¯22 =
[
− 1τr −ωr
ωr − 1τr
]
= ar22I¯ + ai22J¯ ;
B¯ =
[
1
σLs
0
0 1σLs
]
, I¯ =
[
1 0
0 1
]
, J¯ =
[
0 −1
1 0
]
The observer determines the feedback by the stator fixed coordination current error
between the actual measurement and the calculated estimation. The observer gain
matrix is designed according to the eigenvalues of the model:
det(sI¯ − A¯+ K¯C¯T )
by using the pole assignment method with a constant k referring to [103], the tuning
parameter k defines the location of the eigenvalues, so that, the observer gain matrix is
defined as:
K¯ =


g1 −g2
g2 g1
g3 −g4
g4 g3


where g1 = (k − 1)(ar11 + ar22),g2 = (k − 1)ai22,g3 = (k2 − 1)(car11 + ar21) − c(k −
1)(ar11 + ar22),g4 = −c(k − 1)ai22,c = σLsLrLh .
Since the observer model is time varying depending on the rotational rotor speed. Refer
to [104], the estimation of the rotational rotor speed ωr is possible based on the concept
of the Lyapunov’s stability theorem. Finally, the following equation is analyzed for rotor
speed estimation:
ωˆr = Kp(eisαΨrβ − eisβΨrα) +KI
∫
(eisαΨrβ − eisβΨrα)dt
By choosing high values for the tuning parameters Kp and KI , the speed adaption
algorithm will converge fast in the power electronic environment.
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