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1. INTRODUCTION 
Ever since Kaplansky and Riordan [9-l I] developed their elegant theory 
of permutations with restricted position, a great variety of combinatorial 
problems have been explicitly solved, for example, see Dillon and, Roselle [l], 
Goldman, Joichi, and White [4-S], and Foata, Schutzenberger [2; 31. Spurred 
by the oft-noted analogy between the case of finite boolean algebras and that 
of lattices of vector spaces over finite fields, we begin in this note, the 
development of a theory of restricted placement in finite vector spaces which 
is analogous to the Kaplansky-Riordan theory of restricted permutations. 
The results presented here give a combinatorial interpretation of some 
of the “q-analogs” of classical polynomials, such as the Laguerre 
polynomials. 
In developing the present theory we were led to a formulation and slight 
retouching of the Kaplansky-Riordan theory in terms of au inclusion- 
exclusion, (or Mobius inversion) on simplicial complexes. We obtain a:general 
reduction formula from which their classical one-square reduction formula 
follows as a special case. This is the content of Section 2. In Section 3 we 
present an analogous theory for restricted bases of finite vector’ spaces. The 
general reduction formula is obtained, and some examples are given. 
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2. PERMUTATIONS WITH RESTRICTED POSITION 
The problem of permutations with restricted positions, first successfully 
attacked by Kaplansky and Riordan, after some pioneering work by 
Touchard [ 15, 161 can be stated as follows. 
An y1 x y1 matrix B = (&) of zeros and ones is given, and is called the 
board. Enumerate all n x II permutation matrices P = ( pij) (that is, matrices 
of zeros and ones having exactly one 1 in each row and column) such that 
bijpij = 0 for all i and j; that is, such that no non-zero entry of P coincides 
with a non-zero entry of the board B. We shall say that such a matrix P is 
restricted by B. 
Instances of this problem are too well-known to be discussed here; a 
complete discussion of the “probleme des recontres,” the “menage” problem, 
enumeration of Latin squares, enumeration of runs, etc., can be found in 
Riordan [l I]. 
We shall reduce the problem of the enumeration of all permutations 
restricted by the board B to a Mobius inversion (or inclusion-exclusion) on a 
simplicial complex canonically associated with B. Recall that a finite sim- 
plicial complex 2Y on a set S is defined as a family of subsets of S, with the 
property that if A4 E 22 and N _C A& then NE 2. The elements of Z are 
sometimes called faces. Clearly, a simplicial complex is an ordered set, 
where the faces are ordered by inclusion. The Mobius inversion formula for 
a finite simplicial complex 2 is as follows: 
Let f: Z --f 0Y, g: Z--f 0Z be any two functions on Z with values in the 
commutative ring 02 satisfying for all M E Z 
g(W = c f(N). (2.1) 
N>M 
Then there exists a unique function p(M, N) defined on 2 x 2, independent 
of the functions f and g, such that 
f’34 = c ,4% N)g(N). (2.2) 
N_>M 
The Mobius function p, for N 2 119, is given by the formula 
p(&f, N) = (-l)“(N)-“(M), (2.3) 
where v(N) denotes the cardinality of N. The reader is referred to [13] for a 
more detailed discussion. 
If A = (aij) and B = (bif) are two y1 x n matrices of zeros and ones, we 
say that A C B if aii < bu for all i and j, and define A n B to be the matrix 
whose i, jth entry is aijbij . In other words, we identify a matrix of zeros and 
ones with the set consisting of its non-zero entries. An n x n matrix of zeros 
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and ones is said to be a quasi-permutation matrix if it has at most one non-zero 
entry in each row and column. The simplical complex -p(B) canonically 
associated with the board B is defined as follows: 
Z(B) consists of the family of all n x n matrices M = (m,J satisfying 
(i) M is a quasi-permutation matrix, 
and 
(ii) If mij = 1, then bij = 1, i.e., MC B. 
It is immediately verified that 2(B) is a simplicial complex. Let Sk denote the 
number of faces of Z(B) with k non-zero entries, and rB denote the number of 
permutations restricted by B. 
THEOREM 2.1. If B is an n x n board, then 
rB = 2 (-l)“(n - k)! s,. 
k-0 
(2.41 
Proqf For each 1M E Z(B), let G(M) be the set of all n x n permutation 
matrices P with the property that if mij = 1, then pij = 1, and let F(M) be 
the set of all y1 x n permutation matrices P with the property that if 
pijbij = 1, then rnif = 1, and conversely. Loosely speaking, G(M) is the set 
of permutation matrices having at least all the “forbidden positions” specified 
by M-and possibly more, whereas F(M) is the set of permutation matrices 
having all the “forbidden positions” of A!, and no others. 
The set G(M) is partitioned into a disjoint union 
&f, NE Z(B), since, each P E G(IM) defines a unique face N = (nij) of z’(B3 
which contains M such that P E F(N). N is obtained by setting nij = bij pij . 
Therefore, if we denote the number of elements of G(M) and F(M) by g(M) 
and f(M), respectively, we have 
Whence, by Mobius inversion on the simplicial complex L’(B), 
and setting A4 = 0, the zero matrix (or the null set), 
f(O) = c ~(0, N g(N). 
NZM 
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The number f(0) is precisely the number u, of permutations restricted by B, 
as desired. Formula (2.5) can be simplified as follows. By (2.3), ~(0, N) = 
(-l)ucN), where v(N) denotes the number of non-zero entries of N. Every 
permutation matrix P = (piJ in G(N) where N = (Q) can be obtained by 
setting pij = 1 if ltij = 1 and placing the remaining n - Y(N) non-zero 
entries at random, subject only to the restriction that P is a permutation 
matrix. Hence, g(N) = (n - v(N))! Therefore (2.5) becomes 
f-B = $*) (-l)YTfi - ev)! 
= i. (-l)k(n - k)! s, 
as asserted. 
The characteristic polynomial of the simplicial complex Z(B)l is by 
definition 
p(x, B) = =f (-1)” Qck. (2.6) 
k=O 
Using the well-known definition of the gamma function, Theorem 2.1 can be 
elegantly restated as 
COROLLARY 2.1. 
s 
co 
r, = ~~x~p(x-~, B) dx. (2.7) 
0 
Given subsets V, WC { 1, 2 ,..., n),IV/=/WI=k,wedenotethekxk 
submatrix of B whose entries have row index in V and column index in W by 
B . Recall that if A is an IZ x IZ matrix, the permanent of A = (aij), denoted 
PGG) is defined by 
Per64 = C al,w2dz) -.* anoh) , 
OESn 
where S, denotes the group of permutations of {1,2,..., n>. The number of 
k-faces of 2(B) contained in Bw,v is precisely the number Per(B,,W). Thus, 
sk= c Per@ v, d 
v,wg1,2 ,..I, a) 
IVf=IW[=k 
1 Strictly speaking, p(x, B) is the characteristic polynomial of the dual of Z(B), that is, 
of the ordered set obtained by inverting the order in Z(B), but this abuse of language will 
cause no confusion. 
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Moreover, it is not difficult to see that 
(-l)k Sk = coeff. of xn-le in fir (X - .z$ 
i 
1 + i bi& . 
i=l j=l 
Thus, using (2.7) we obtain the recent result of Zeilberger [17], namely 
rB = constant term of JOa e-” fi (X - zi) (1 + i &z;~) dx. (2.8) 
By way of illustration (and for later purposes) we work out a simple case. 
EXAMPLE 2.1. Let B be an n x n matrix whose non-zero entries form a 
rectangle of size k x m. If V C {1,2 ,..., k), WC (1,2 ,..., m) and 1 V / = 
] W j = 2, then Per@,,,) = I! Thus, the number of I-faces of Z(B) is 
( 
; ‘F I!, 
I( ) 
and the characteristic polynomial is 
P(X, B) = ; (r)(T) 8 (--4” LL &,,mW. (2.9) 
Riordan has shown that these polynomials are closely related to the Lagnerre 
polynomials, and we shall return to our discussion of them in Example 2.3. 
Remark 2.1. Let B be an ~~ x IE~ board such that no square submatrix of 
I3 contains all the non-zero entries of B. For such a board 3, and.for all 
y1 > ‘zO, define Y&Z) to be the number of y1 x y1 permutations restricted by 
B, , the y1 x y1 board 
B,,= J 
"OX% 
5822./29/I-j 
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Note that since the simplicial complexes Z(I3) and Z(&J are isomorphic, 
~(x, B,) = ~(x, B) and r,% = T&Z). Similarly, if Bk is a board obtained by 
permutations of the rows and columns of B, , then Z(Bh) is isomorphic to 
Z(Bm), so that p(x, B6) = p(x, B) and ?“B’ = r&r). Conversely, let A be an 
n x n board and let rzO be the smallest”integer such that there exists an 
yz,, x ~1~ submatrix B of A which contains all the non-zero entries of A. 
(B is unique up to permutations of its rows and columns.) Then p(x, A) = 
P(x, B) and r, = rB(n). 
The remainder of this section is devoted to answering the following 
question. Suppose an n x n board B can be written in the form B = C + D, 
where C and D are both n x IZ matrices of zeros and ones. How is the 
characteristic polynomial of B related to those of C and D ? The answer 
depends largely on introducing a notation suited to the problem. 
Let M be a face of the simplicial complex Z(C). We let D/M denote the 
matrix of zeros and ones obtained by replacing by zero all non-zero entries 
of D belonging to either a row or column which contains a non-zero entry 
of M, and leaving all other entries of D unchanged. 
The reduction formula is stated as follows. 
THEOREM 2.2. Let B, C, D be n x n matrices of zeros and ones and let 
B = C + D. Then the characteristic polynomial of B is given by the identity 
p(x, B> = c (-xY)~(x, D/M) (2.10) 
MEZ( C) 
when v(M) denotes the number of non-zero entries of M. Note that by assump- 
tion, C and D have no non-zero entries in common. 
Proof. By Remark 2.1, it is sufficient to prove (2.10) when B is an no x n, 
board such that no square submatrix of B contains all the non-zero entries 
of B. For such B, Corollary 2.1 states that for all n > no , 
YB(4 = Srn e+xxlzp(x-l, B) dx. 
0 
(2.11) 
We prove (2.10) by deriving another expression for rg(n). To this end, we 
define the following three functions. For ME X(C) and A E Z(D), let 
f(n, M, A) = the number of n x n permutation matrices P 
suchthatPnC=M,andPnD=A; 
g(n, M, A) = the number of y1 x n permutation matrices P 
suchthatPnC>_M,andPnD=A; 
h(n, M, A) = the number of n x n permutation matrices P 
suchthatPnC>M,andPnD>A. 
Note that rB(n) = f(n, 0,O). 
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Now for fixed A E Z(D), 
sh W A) = c f(n, N, A). 
NEC( C) 
N>M 
Whence by Mobius inversion on Z(C), 
fh (44 = c ~(0, Ml gb, M, 4, 
Me3 a 
and in particular, 
r&z) = f(n, 0,O) = c (-1y) &, M, 01. (2.12) 
ME23 ci
Similarly, by Mobius inversion on Z(D) (M E Z(C) is fixed), 
g(-% M, 0) = c (-l)Y(A) h(n, 44, A) A&?2 D) 
= c (-l)Y(A) Iz(n, M, A) 
(2.13) 
Acz(D/M1 
since h(n, A!, A) # 0 can occur only if A C D/M. Moreover, it is easy to 
see that if A E Z(D/M), 
h(n, M, A) = (n - v(M) - v(A))! (2.14) 
Let S&I/M) denote the number of k faces of Z(D/M). Combining (2.124, 
(2.13) and (2.14), we have shown: 
y&Q = c (-lF) 
MEB( a
z. (-I)“(% - v(M) - k)! hw~~ 
f 
m 
= ecxxn Mzcc) (-~)-“(~)p(~-l, D/M) dx. (2.15) 
0 
Equating (2.11) and (2.15) we have 
s 
m Px’Zp(x-2, B) dx =
0 s 
02 
e-zxn ,z,,, (-x)-~(~) p(~-l, D/M) h. (2.16) 
0 
Since the formula holds for all integers y1 > pzo , it follows that the integrands 
on both sides are equal, that is, 
p(x-‘, B) = c (-x)-“t”) p(x-l, D/M). 
MEi a 
The conclusion of the theorem follows upon replacing x-l by x. 
66 JON1 AND ROTA 
EXAMPLE 2.2. The simplest instance of the reduction formula is obtained 
. 
when C has only one non-zero entry. In this case, we have 
14x, B) = P(x,~ D> - .v(x, D/Q. 
This is the classical one-square recursion formula due to Kaplansky-Riordan. 
EXAMPLE 2.3. We use the general reduction formula to obtain identities 
for the polynomials &,&x) defined in Example 2.1. Let B be a k x m 
rectangular board of ones. Let C consist of the first 1 columns of B, and D 
consist of the last m - I columns of B. 
P 
8 = 
For each A E Z(C), D/A is (up to a permutation of its rows) a (k - u(A)) x 
(m - r) rectangular board. Thus, 
P(X, D/4 = &+-vw,m--1Cd. 
Since there are (i”>(i) j! j-faces of Z(C), we have for all 1 < I < m, 
In symbolic form, for 1 < m, 
where 
&c,m(X) = (1 - xv &w--1(x) 
and 
(cd)? = cx(a - 1) **- (a! - j + 1). 
More generally, any partition of a k by m rectangle into rectangles gives an 
identity expressing R,,,(x) in terms of R,,,(x) with a < k, 6 < m. All these 
identities can in turn be translated into identities for the Laguerre polynomials 
since 
R n,n+or(X) = (- 1)” x?L$qx-l) 
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where the nth Laguerre polynomial of order 01, L,+Q, (see [14]) is given by 
3. RESTRICTED BASES 
Let V be an n-dimensional vector space over the finite field GF(q), and let S 
be a given collection of points of V. A basis B of V is said to be restricted 
by S if none of its elements belong to S. We solve the following problem: 
enumerate all bases of V which are restricted by S. Two bases wili be con- 
sidered identical if they differ only by the order of their terms. 
Recall that the number of bases of an n-dimensional vector space Y 
(without any restriction) is 
(q” - I)(q” - q) **. (q” - q”-1)/n! , (3.1) 
as is easily verified. 
The problem is solved by a Mobius inversion on the simplicial complex 
X(S) associated with the “forbidden set” S as follows. The elements of Z(S) 
are all the linearly independent subsets of S, including the null set, ordered 
by inclusion. We call them faces of Z(S), in analogy with the preceding 
section. Let w7, denote the number of faces of Z(S) with k elements, and 
r&z) denote the number of bases of an n-dimensional vector space V over 
GF(q) restricted by S. 
THEOREM 3.1. 
rs(fl) = qn(n-1)/2 go (- 1)” Wkq--k(k--l)P(qn--k - 1) 
x (qn-k-l - 1) ... (q - I)/@ - k)! 1 . (3.2) 
ProoJ For each A E Z(S), let g(A) be the number of bases B of Y such 
that B n S 2 A, and let f(A) be the number of bases B of V such that 
B n S = A. Clearly we have 
s(A) = c f&f), (3.3 
M3A 
A&Z;(S) 
and if A E Z(S) has k elements, 
g(A) = (q” - q”)(qn - q”+l) ..a (q” - q’“-“)/(n - k)! (3.4) 
= qn(n-1)/2q-k(k-1)/2(q~-k _ l)(q"-76-l _ 1) e.. (4 _ I)/+ _ k)! . 
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By Mobius inversion on the simplicial complex Z(S) we obtain 
(3.5) 
Using the fact that ~(0, M) = (-l)YcM) and (3.4), (3.5) becomes 
rs(n) = pwm/2 i (-1)" ~7cq-w--l)lyqn--k - 1) ... (q - I)/@ - k)! 
k=O 
as asserted. 
We define the characteristic q-polynomial of .X(S), p(x, S), by 
p(x, S) = c (- 1)” Wkq--K(k--l)/2Xk. 
k>O 
(3.6) 
It plays a role similar to the characteristic polynomial for the enumeration 
of permutations with restricted positions. We define linear functionals L, 
on the vector space 9 of polynomials in the variable x as follows: for all 
non-negative integers k and n, 
L&X”) = (qa-7” - l)(qn-~-l - 1) . .. (q - l)/(n - k) ! , n > k; 
L,(xk) = 0, n < k. 
(3:7) 
If no is the largest number of linearly independent vectors contained in S, 
then we can rewrite (3.2) for all’n > no as 
rs(n) = qn(n-1)/2Ln(p(x, S)). (3.8) 
We shall use this expression to derive a reduction formula for the character- 
istic q-polynomial, suggested by Theorem 2.2 of the preceding section. Let S 
be the disjoint union of the sets C and D. We may assume that the point 0 of 
V is not in S, since this point cannot belong to any basis. Then S can be 
identified with the set of atoms (faces with one element) of Z(S), and the 
simplicial complexes Z(C) and E(D) can be identified with the ordered 
subsets of Z(S) generated by the sets of atoms C and D by taking upper 
bounds (recall that every segment in Z(S) is a Boolean algebra). As in 
Section 2, we need to define a simplicial complex Z(D/M), for M a face of 
Z(C). It should correspond to all possible subsets A of D such that A u M 
is an independent set. Accordingly, we are led to the following definition: 
the simplicial complex Z(D/M) consists of all faces of x(D) which are linearly 
independent of the subspace spanned by M.. 
THEOREM 3.2. Let the subset S of the$nite vector space V be the disjoint 
union of the subsets C and D, and let p(x, S) be the characteristic q-polynomial 
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of the simplicial complex Z(S) as defined above. Then the following reduction 
formula holds: 
p(x, S) = x (-x>“” q-nzcm-l’lzp(xq-m, D/n/r) (3.9) 
MEna 
where m = v(M). 
Proof. We compute a new expression for r&z), and equate it with the 
expression in (3.8). To this end, we define for M E Z(C) and A E Z(D), 
f (n, A4, A) = the number of bases B of an n-dimensional space 
suchthatBnC=iUandBnD=A; 
g(n, 1M, A) = the number of bases B of an n-dimensional space 
suchthatBnC2MandBnD = A; 
and 
h(n, 44, A) = the number of bases B of an n-dimensional space 
suchthatBnC2MandBnD2A. 
Clearly, r&r) = f(n, o, m), and for fixed A E Z(D), 
gtn, M, A) = c ftn, X A). 
N>M 
NGH( C) 
By Mobius inversion on Z(C), 
f(n, m, A) = 1 (-l)YCM)g(n, M, A), 
MfZ’( C) 
so that in particular, 
r&z) = f(n, a, aa> = c (-l)u(M) g(R, &II-, m). (3.10) 
MEa C) 
Moreover, for fixed M E Z(C), a similar Mobius inversion on Z(D) gives 
g(n, M, a) = c (-l)v(A) h(n, M, A) 
ACUD) 
= c (-l)YcA) h(n, M, A) 
(3.11) 
AGZ(D/M) 
since h(n, M, A) # 0 can occur only if A E Z(D/M). Let n, be the largest 
number of linearly independent elements of S. Then for all y1 > ~1~ ,
h(n, M, A) = (4% - qmfa)(q” - qm+@l) .** (4% - q”-l)/(n - (m + a))! 
=4 n~n-l~/2q-~mia~~m+a-l~/2(qn-~m+a~ _ 1) . . . 
x (q - l>/(n - (m + a))! 
= qn(n-l,/zq-c?n+a~(m+a-1~/2~,_,(X3, (3.12) 
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where m = V(M), a = v(A) and L,, is defined by (3.7). Since 
-(m + u)(m + a - 1)/2 = -a(a - 1)/2 - m(m - 1)/2 - ma, 
we find 
w% M, 4 = 4 Iz~lz-1~/2q-?~~nz-l~/2q--a~a-l~/2q-~na~~_nz(Xa) 
= qncn-l,/2q-~cm-1,/zq-ala-l,/2Lnm((XS-")"). (3.13) 
Substituting (3.13) into (3.11) with m = v(M), we obtain 
&,K @i) = 4 n(a-1)/2q-m(m--l)i2L,_,(p(xq-~, q&f)) (3.14) 
and substituting (3.14) into (3.10) gives 
rs(fl) zzz pc4/2 Mz(c) (-1)m g-m(m-1)/2L,-n(p(xq-~, D/M)). (3.15) 
Equating (3.15) and (3.8) and canceling the factor qn+-1)/2 on both sides 
we have 
L,(p(x, S)) = C (-l)m q-m(nz-1)12L,-nz(p(Xq-nz, D/M)). (3.16) 
MEZ( C) 
By definition (3.7) of L, , for all non-negative integers n and k, Ln+(xlc) = 
L%(x~+~), and by linearity 
Lm(P(4) = -MxmPw 
for any polynomialp(x). Thus (3.16) becomes 
L,[p(x, S)] = L, c (-x)” q-m+l)/zp(xq- 
Mc.z( a 
m1 mo]. (3.17) 
This identity holds for all 12 > n, . To complete our proof, all that is needed 
is the following 
LEMMA 3.1. Let p(x) be a polynomial of degree d and suppose that for all 
n > n, > d, 
LAP(X)) = 0. 
Then p(x) is identically the zero polynomial. 
ProojI Let p(x) = CT=, aixj. For convenience, set 
c, = (4” - l)(P - 1) ..’ (4 - 1) 
n ! 
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and let k be the index of p(x), i.e., k = minosj (j: aj # 01. If p(x) is not the 
zero polynomial, k < d < 00 and we have for all IZ > no , 
with a, # 0. 
Thus 
c+kak + cn-k-$%+1 + “’ + en-dad = 0, (3.18) 
d-k &-k-j 
ak = - c---a' 
j=1 &z-k 
3 7 
so that 
(3.139 
But c,-~-Jc,-~ = II - k/(qn-‘; - 1) and q > 2. Therefore, taking the limit 
as n -+ co of both sides of (3.19) gives ak = 0, a contradiction. Hence p(x) 
must be identically zero. 
Thus, the proof of our theorem is complete. It is remarkable that the 
reduction formula (3.9) is independent of the dimension of I? 
EXWPLE 3.1. Let C be a one element subset of S which is not the zero 
vector. Then Z(C) consists of two faces, C and o , and the reduction formula 
gives 
PC? 9 = P(Xt a - .vcp(xq-l, w3. 
This is a “q-analog” of the one-square reduction formula given in 
Example 2.2. 
EXAMPLE 3.2. Let S be a collection of m linearly independent vectors. 
In this case, each subset of S is a face of Z(S). Thus, the q-characteristic 
polynomial is 
p(x, s) = 5 (-x)” q-‘i”+l’/2 (;), 
7e=o 
and the total number of bases of an n-dimensional space restricted by S is 
ys(n) = q-(n-l)/2 k; ,,‘I’;)& (“k’ ) q-“‘“-l’/z(qn-k _ 1) . . . (q - 1). 
EXAMPLE 3.3. Let S be a subspace of dimension m. Then for each k f m, 
there are 
m [ 1 zzz- (qm - 1) ..I (q - 1) k (q” - I) *.* (q - l)(q”-“) ... (q - 1) 
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subspaces of S of dimension k. Within each subspace, there are 
(q” - l)(q” - q) **- (q” - q”-l)/k! distinct bases. Thus, the number of k-faces 
of Z(S) is 
4 k(k-1)/2 
[ I 
; (q” - 1) ... (q - 1) 
k! 
and thus, the characteristic q-polynomial is 
PCGS) = p$ [;I (4’” - 1) ... (q - 1). 
The total number of bases of an n-dimensional space restricted by S is there- 
fore, for n > m, 
i C-1)” 
k=O k! (n - k)! [ 1 m (q”-l)***(q-l)(q”-k-l)**a(q-1). k 
We conclude with the following remarks. The simplicial complexes arising 
in this and the preceding section are evidently of a very special kind, and it 
would be interesting to characterize them combinatorially. A slight 
retouching of the proceeding theory gives a similar method for computing 
the number of bases of lines (or points in projective space) of V restricted by 
the “forbidden set” of lines S. All that is needed is to replace the linear 
functionals L, by the linear functionals M, where 
(qn-” - 1) .-* (q - l)/(n - k)! (q - 1)‘+-B, if n > k, 
otherwise. 
A more substantial undertaking would be to develop a theory of restricted 
placement based on Mobius inversion over a q-simplicial complex [14, p. 1431 
.Z defined as follows: L’ is a family of subspaces of a finite vector space V 
and if WE 22 and UC W, then U E 2: Preliminary investigations in this 
direction indicate that deeper techniques, such as those found in the Schubert 
calculus, will be needed in the development of this theory. 
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