Abstract. We obtain estimates for certain sums of Fourier-Stieltjcs (and hence also Fourier) coefficients of continuous functions/of bounded variation in terms of the modulus of continuity of/. As a consequence of one of our results we obtain an improvement on a theorem of Zygmund on the absolute convergence of Fourier series of functions of bounded variation. We also consider absolutely continuous functions and show by examples that a number of the results we obtain arc "best possible".
1. Introduction. We shall be concerned with BV, the class of (complex- Here and throughout K, Kx and K2 denote absolute positive constants, not usually the same at each occurrence, and Vf denotes the total variation of / over [0, 277] . In this paper we derive an inequality which is stronger than Wiener's result, obtain a refinement of (1.1) for functions in AC, and derive a number of inequalities similar to (1.1) for certain other sums of Fourier-Stieltjes coefficients. As a corollary to one of our results, we obtain an improvement of a theorem of Zygmund on the absolute convergence of Fourier series of functions of bounded variation. We also show by examples that a number of the results we obtain are "best possible".
2. Some definitions and lemmas. A nonnegative function \p, defined on (0, oo), is said to be a function of continuity modulus type, and we write ip E CMT, if (i) t|» is increasing on (0, oo),
(ii)t//(fi) -0(0 -04 ), and (iii) t^(«<5) < n\pi8) for every 8 > 0 and every positive integer n.
Lemma l.Let^E CMT. Then, ifO < 5 < t.
(2.1) r^(r)<2í-^(í).
Proof. Let k be the positive integer for which ks *£ t < ik + l)s. Then, by (i) and (iii) above, r'tHO < (ks)~]xp((k + l)s) < (ks)~\k + l)xp(s) < 2s~l4>(s).
Since, trivially, w G CMT for the modulus of continuity function co of a function / G BV. it thus follows that, for such an to, (2.2) rxu(t)<2s-xa(s), 0<s<t.
We define the convolution function/* for/ G BV by
Clearly/* G BV. For/ G BV we also write /i(a,/) = sup{|/(*)-/(0)|:0<x<*}. 
Proof. For n > 1 set sin2 \nt f»X0 = -fr« t^0(mod2tt), n sin \t = n, otherwise.
Then F" is the Fejer kernel of degree n and, by a familiar formula, 27ra"(x) =f F"ix -t)df(t) = fF"(t)d*x(t)
for n > 1, where
for all x and t. It is readily shown that, for 0 < t < n~x, Fnit) 3s Kn and hence 27ra"(x) >f/nF"(t)d<t>x(t) > tfi^iV1),
where we have used the monotonicity of /. This gives the left-hand inequality of (2.6).
We note next (see [5, p. 62] ) that if a is a suitably chosen constant, and G"(t) = an/ (1 + n2t2), then F"it) < G"it), 0 < t < 77, and (2.7) ft\G'"(t)\dt<Kx.
Hence 27to"(x) <ÍG"(t)d^xit), and integrating by parts we obtain 27ra"(x) ss G"(«)+X{v) -f\x(t)G'n(t) dt.
•In Clearly,
by (2.2). Also, since G'"(t) ^ 0 for t » 0,
where we have again used (2.2). The right-hand inequality of (2.6) now follows from this and (2.7).
Remark. It can be shown that the right-hand inequality of (2.6) holds for every f E BV. The result proved here is sufficient for our purposes, however.
We make two final definitions. We write BV+ (AC+ ) to denote the subclass of functions in BV (AC) for which c"( / ) > 0 for every n and, for \p E CMT, we write H[\p] to denote the class of all functions/G BV satisfying w(ô\ /) < K\pi8), 8 > 0.
3. Results. We begin with a result for the class BV+ . Theorem 1. Let f E BV+ . Then, for n > 1,
Proof. Let/ G BV+ and set
Then F G BV and
and, since Re F is a continuous periodic function of bounded variation, its Fourier series, namely Theorem 2. Let f E BV and let f* be defined by (2.3). Then
We note that (3.1) implies, for/ G BV+ , clearly follows from this corollary since convergence of (3.5) implies convergence of (3.4). We show that Corollary 1 is stronger than Zygmund's theorem by constructing, at the end of §5, a periodic function g G BV for which (3.5) is divergent while (3.4) is convergent. In relation to Zygmund's result, we remark that the condition imposed on the modulus of continuity function has been shown to be best possible [3] (see also [9, 10] ).
Our second corollary to Theorem 2 shows that Wiener's result (1.1) can be strengthened for the class AC. Proof. Estimate (3.6) is an immediate consequence of (3.2) and Lemma 2. The second part of the corollary then follows from the identities cA($) = 4>k, k any integer.
Remark. (3.6), for the special case of increasing functions in AC, can also be deduced from results in [7] .
The next result we state is readily deduced from (3.3) once it is noted that, for / G BV, 2 7T | c" | < Vf, n any integer, while, for / G AC, c" -> 0 (| « | -» oo ), since ( c" ) is then the sequence of Fourier coefficients of the integrable function /'. Theorem 3. /// G BV+ then, for every X s* 1, n (3.7)
2 ck<KVfX~]nuin-x,f), n>l.
Iff E AC+ andnu(n~x, f) -» oo (n -* oo), then (3.8) 2 ct = o{nuin-x,f)), n -oo, A = -n for every X > 1.
Obviously, because of (3.1), we can replace co(n_1, /) by p(n~], f) + c0n~] in (3.7) and by p(«"',/) in (3.8) if nfi(n~], f) -> oo (n -» oo). However, as estimates in terms of the modulus of continuity function, each of the inequalities (3.7) and (3.8) is best possible within its class for every X > 1 however large. We prove this in §4 (Theorems 6,7) with the help of some examples of Salem. In §5 we show that (3.7) with À = 1 is the best possible result of its kind even for the class AC+ by proving (cf. left-hand inequality of (2.6)). Using these simple facts it is not too difficult to show that the examples of functions in 9 constructed in [6] to prove Theorem 2 of that paper can be adapted to prove Theorem 5 here. We leave the details to the reader.
4. Counterexamples for Theorem 3. In the opposite direction to (3.7) we now prove Theorem 6. Let \¡/ G CMT be such that m¡/(n~x) -oo (n -* oo). LAe/j rAeve ex/si's /GBV+ C\H[i>] for which n (4.1) 2 Ck(fo)K> K(X)nt("~[) for every n,\>\.
A=l
Proof. We show that our theorem follows easily from some results of Salem [8, 9] . Let the function \p be given as above. Let <J?2 be a continuous increasing function on The next theorem, which shows that (3.8) is the best possible estimate of its kind for the class AC for every X > 1, is thus an easy consequence of Theorem 6. Theorem 7. Let the function \p be defined as in Theorem 6 and let (e(n)) be an arbitrary sequence of nonnegative numbers tending to 0 as n -* 00. Then, for every X > 1, there exists gx E AC+ n H[\p]for which n 2 CÁS\)X > K(X)e(n)n4>(n~x) for every n> 1. Kxno:in-X,f)^sup{o"ix,f):0^x^27r}^2 2 bk< 6 2 bk, A=0 A=l since b0 = 2bx. It now follows from the right-hand inequality of (5.1) that ío(«~', /) < K\j/in~x), n > 1, from which we readily deduce that/ G H[\¡i]. Since the left-hand inequality of (5.1) gives (3.9), the proof of Theorem 4 is complete. We finish by showing, as promised in §3, there is a periodic function g E BV for which (3.5) is divergent while (3.4) is convergent. To do this we define a sequence (a,,)" as follows: a0 = 3, a" =[log(n + l)]"2, « > 1.
Then (a") is a convex sequence tending to 0 and so, as we have noted earlier, there is an increasing function g G AC for which c"ig) = a" and c_"(g) = c"(g), n = 0,1,2.Also, by the right-hand inequality of (2.6) and the monotonicity of w, Knu>(n-x,g)>o2"(0)= 2 (l " t})^) and (3.5) diverges as required. Since c"ig*) =|c"(g)|2, n = 0, ± 1, ±2,..., it follows easily by arguments similar to those used above involving the left-hand inequality of (2.6) that «(/?-', g*) =£ K[lo%(n + l)\\ n>l.
(3.4) therefore converges and we are finished.
