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Cílem této práce je shrnutí teoretických poznatků v oblasti vyhledávání informací. Dokument 
obsahuje matematické modely, které lze použít  pro algoritmy vyhledávající informace, a to včetně 
způsobu jejich hodnocení. Rozebírá specifika obrazových a textových dat. Praktickou částí práce je 
potom implementace algoritmu vyhledávání záběrů ve videu v datové sadě TRECVid 2009 a to na 
základě vysokoúrovňových rysů. Specifikem tohoto algoritmu je využití internetových vyhledávačů 
pro získávání podobnosti termů. Práce obsahuje podrobný popis implementovaného algoritmu a to 




The purpose of this thesis is a summary of theoretical knowledge in the field of information retrieval. 
This document contains mathematical models that can be used for information retrieval algorithms, 
including how to rank them. There are also examined the specifics of image and text data. 
The practical part is then an implementation of the algorithm in video shots of the TRECVid 2009 
dataset based on high-level features. The uniqueness of this algorithm is to use internet search engines 
to obtain terms similarity. The work contains a detailed description of the implemented algorithm 
including the process of tuning and conclusions of its testing. 
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1 Úvod 
První systémy pro automatické vyhledávání informací byly vyvíjeny v 50. a 60 letech 20. století 
společně s tím, jak se zvyšovala množnost strojově ukládat informace. Bylo třeba najít nástroje, 
pomocí kterých je možné efektivní vyhledávání ve velkých objemech dat. Začátkem 90 let se stalo 
možné ukládat a vyhledávat také multimediální dokumenty velkých rozměrů [3]. V dnešní době 
se s vyhledávacími systémy setkáváme denně ve všech oborech lidské činnosti. 
Cílem vyhledávání informací je nabídnout uživateli, který zadal dotaz, dokumenty, které ho 
budou pravděpodobně zajímat. Efektivitu systémů pro vyhledávání informací lze hodnotit různým 
způsobem. Obvykle hodnotíme, jestli dokumenty nabídnuté uživateli jsou opravdu relevantní, a jaké 
množství relevantních dokumentů byl algoritmus schopen nalézt. Lze ale také použít mnoho dalších 
způsobů hodnocení – např. kolik úsilí musí uživatel vynaložit pro nalezení dokumentu. 
Pojmem multimediální dokumenty rozumíme obrázky, zvuk, nestrukturované texty či videa. 
Problémem při vyhledávání v multimediálních datech není jen jejich velikost. Mají také velmi 
rozmanitou strukturu, což působí problém při jejich ukládání. Další složitou úlohou je zjišťování 
sémantiky dokumentu – tedy toho, co obsahuje. Lze využít práce člověka nebo automatické 
rozpoznávání, oba přístupy ale s sebou nesou mnoho nevýhod. 
Od roku 1993 se konají konference nazvané TREC. Tyto konference se původně zabývaly 
vyhledáváním v textových datech,  později byly rozšířeny o další typy multimediálních dat. Díky 
těmto konferencím a datovým sadám, které byly v jejich rámci vydávány, bylo možno sjednotit 
způsob hodnocení efektivity vyhledávacích algoritmů a dnes platí za nepsaný standard [1]. 
Cílem první části této práce je zmapování teoretických podkladů v oblasti vyhledávání 
informací. Obsahem druhé kapitoly je teoretický úvod do problematiky. Jsou zde popsány základní 
modely pro vyhledávání informací, jejich specifika a použití. Ve třetí kapitole jsou pak rozebrány 
kroky při práci systému pro vyhledání – indexace a vyhledávání, včetně popisu typů informací, na 
kterých může být vyhledávání postaveno. Čtvrtá kapitola probírá způsoby popis obsahu dat 
a standardů pro metadata. Zabývá se také specifiky popisu obrazových a textových dat. 
Praktickou částí této práce je implementace vyhledávání v obrazových datech na základě HLF 
konceptů, které jim byly přiděleny. Toto vyhledávání využívá datovou sadu zveřejňovanou v rámci 
konference TRECVid. Při vyhledávání je využíváno internetových vyhledávačů jako nástroje pro 
získávání podobnosti výrazů. Pátá kapitola rozebírá technickou stránku implementace včetně návrhu 
aplikace, šestá a závěrečná shrnuje závěry z experimentů prováděných na různých vyhledávačích 
a s různým nastavením vyhledávání. 
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2 Modely pro vyhledávání informací 
Vyhledávání informací předpokládá množinu dokumentů obsahujících informace. Dále pak klíčové 
slovo nebo množinu slov. Smyslem vyhledávání je pak určit, které dokumenty jsou důležité 
a které ne. Existuje více různých modelů pro vyhledávání, často používají hodnocení relevance 
dokumentů. Jako důležité jsou pak označeny ty, jejichž míra relevance přesahuje danou mez. 
Vyhledávání může probíhat ve dvou různých režimech – dávkovém (batch) a interaktivním 
(interactive). Interaktivní mód vyžaduje zpětnou vazbu uživatele, díky které může postupně upravovat 
dotazy podle individuálních potřeb uživatele. Dávkový režim zpětnou vazbu nevyžaduje, bývá 
vhodnější pro velké kolekce dokumentů [6]. 
V této kapitole bude popsán způsob dělení vyhledávacích úloh a budou uvedeny nejzákladnější 
modely pro vyhledávání informací. Poslední dvě podkapitoly se zabývají hodnocením vyhledávání 
informací – tedy způsoby a referenčními kolekcemi dat. 
2.1 Systematika 
Úlohy spojené s vyhledáváním informací lze rozdělit na vyhledávání a procházení. Vyhledávání dále 
dělíme na adhoc a filtrování. Adhoc vyhledávání je nejobecnější uživatelskou operací, kdy uživatel 
zadá dotaz a vyhledávací algoritmus vrací dokumenty, které byly označeny jako relevantní. 
Vyhledávání obvykle probíhá nad relativně stejnou množinou dokumentů. Filtrování je úlohou, kdy 
je vytvořen profil uživatele a podle něj je pak určováno, které dokumenty mohou být relevantní. Pro 
vyhledávání byly navrženy tři klasické modely vyhledávání informací – Booleovský, vektorový 
a pravděpodobnostní – jak je naznačeno n obrázku 2-1. 
 
Obrázek 2-1 Systematika vyhledávání informací, získáno z [1] 
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V Booleovském modelu jsou dokumenty a dotazy reprezentovány množinami seznamů výrazů. 
Tento model nazýváme množinou teorií. Ve vektorovém modelu jsou dokumenty a dotazy 
reprezentovány pomocí vektorů v n-rozměrném prostoru, tento model nazýváme algebraický. 
Pravděpodobnostní model je založen na teorii pravděpodobnosti, podle dotazu určujeme, s jakou 
pravděpodobností patří dokument do ideální množiny nalezených dokumentů. 
Mimo klasických modelů existuje dále kategorie strukturovaných modelů, např. to mohou být 
modely nepřekrývajících-se seznamů a model blízkých uzlů. Byly také navrženy modely vycházející 
z výše uvedených, klasických. Pro pravděpodobnostní model to je fuzzy a rozšířený Booleovský 
model, pro pravděpodobnostní rozlišujeme obecný vektorový model, indexování se skrytou 
sémantikou a neuronové sítě. Pro pravděpodobnostní model pak existují inferenční a belief sítě. 
Všechny uvedené modely a jejich hierarchie je naznačena na obrázku 1. 
2.2 Formální definice 
Tato kapitola obsahuje formální definice a popis obsahu termínů, které se vyskytují v celém dalším 
textu. Jedná se o model vyhledávání informací, metriky TF a IDF a váhování. 
2.2.1 Model vyhledávání informací 
Model vyhledávání informací je uspořádaná čtveřice [D, Q, F, R(qi, di)], kde: 
1. D je množina reprezentací dokumentů ve sbírce 
2. Q je množina reprezentující informace, které uživatel potřebuje. Tyto reprezentace se nazývají 
dotazy (query) 
3. F je framework pro modelování reprezentací dokumentů, dotazů a jejich vztahů 
4. R(qi, di) je hodnotící funkce, která každé reprezentaci dokumentu di a dotazu qi přiřazuje 
reálné číslo. Toto hodnocení definuje řazení dokumentů v množině D s ohledem na dotaz qi. 
Definice byla převzata z knihy Modern information retreival [1]. 
2.2.2 Váhování 
Klasické modely předpokládají, že jsou dokumenty popsány množinou reprezentativních klíčových 
slov, tzv. index terms [4]. Důležitou úlohou je poté zjistit, jak je pro daný dokument důležitý každý 
jednotlivý term. Pro tento úkol se používá tzv. váhování. Její definice je převzata z [1]: 
Definice 2: mějme obecné index termy ki a uvažujme, že t je počet těchto termů. K = {k1, k2,…, kt} 
je množina všech klíčových slov. Každému termu ki, který se objevuje v dokumentu je přiřazena Váha 
wi,j > 0, každému termu, který se v dokumentu neobjevuje je přiřazena váha wi,j = 0. Dokumentu dj 
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je přiřazen vektor vah )w,, w,(w  jt,j2,j1, …=jd . Dále uvažujme gi jako funkci, která každému termu 
ki v libovolném t-dimenzionálním prostoru přiřazuje váhu jiji wdg ,)( = .  
Váha termu v dokumentu může být vypočítána například níže popsanou metodou TF-IDF, tedy 
součinem měr TF a IDF. Existují i další metody váhování s lepšími výsledky, např. Okapi BM25 
nebo Ltu [5]. 
2.2.3 Metriky TF, IDF 
Pro stanovení váhy termů vyskytujících se v jednotlivých dokumentech se pro svou jednoduchost 
často požívá metrika TF-IDF. Frekvence termů (TF) je lokální míra relevance termu ti 
v dokumentu dj. Udává míru počtu výskytu termu v daném dokumentu. Pro term ti lze vypočítat míra 
TF podílem počtu výskytů daného termu v dokumentu dj, který označím jako ni,j, a počtu všech termů 












,  (2-1) 
Výše uvedený vztah ale nereflektuje rozdílnou délku dokumentů – pokud je výrazně odlišná, 
je vhodné použít pro výpočet vztah 2-2 [4]. V tomto vztahu znamená ni,j počet výskytu termu ti 













+=  (2-2) 
 
Inverzní frekvence dokumentů (IDF) je míra globální důležitosti termu. Je-li D množina všech 
dokumentů, ti je term, jehož relevanci počítáme, {d : ti є d} je počet dokumentů, ve kterých se 








log1   (2-3) 
 
2.3 Klasické modely 
V oblasti vyhledávání se používají tři klasické modely. Množiny dokumentů D a množina Q 
reprezentující dotaz jsou po formální stránce stejné pro všechny uvedené modely. Liší se ale ve 
frameworku F, na kterém je model postaven, a také v hodnotící funkci R(qi, di). Tyto diference jsou 
popsány v následujících podkapitolách. V dalších podkapitolách jsou stručně popsány alternativní 
modely pro vyhledávání, tj. model založený na fuzzy množinách a rozšířený booleovský model. 
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2.3.1 Booleovský model 
Booleovský model je postaven na Booleově algebře, váhování tedy přiřazuje binární váhy 
wi,j = {0, 1}. Dotazy qi jsou složeny z termů a logických spojek NOT, AND a OR, které definují, jestli 
term musí, nesmí nebo může být obsažen v hledaném dokumentu (např. car AND repair, plane OR 
airplane [4]).  
Každý dotaz lze zapsat v tzv. disjunktní normální formě, tedy jako množina vektorů dnfq , kde 
každý prvek každého vektoru ni vektoru nabývá hodnoty 0 nebo 1. Každý vektor ccq pak reprezentuje 
možnou kombinaci termů, pro které nabývá relevance hodnoty 1. Jako příklad lze uvést dotaz 
( )321 kkkq ∨∧= , který je zapsaný v disjunktní normální formě trojicí vektorů 
( ) ( ) ( ){ }1,0,1,0,1,1,1,1,1=q . Více o disjunktní normální formě viz [1].  
Relevance dokumentu dj k dotazu q je pak dle [1] definována jako:  













),( ccdnfcccc  (2-4) 
 
Tedy podobnost nabývá hodnoty 1 pouze ve chvíli, kdy bude výskyt termů v dokumentu odpovídat 
některému vektoru ccq . 
Výhodami booleovského modelu jsou jednoduchost a jasná syntaxe. Značnou nevýhodou je ale 
binární selekce dokumentů na relevantní a nerelevantní. Pro uživatele může být také obtížné 
formulovat takový dotaz, který odpovídá množině požadovaných dokumentů. Další nevýhodou 
je fakt, že nelze nijak regulovat velikost nalezené množiny. 
2.3.2 Vektorový model 
Ve vektorovém modelu jsou dotazy a dokumenty reprezentovány jako vektory, kde jednotlivé prvky 
vektorů odpovídají vahám jednotlivých termů. Na rozdíl od booleovského modelu ale váha termu 
v dokumentu nenabývá pouze binárních hodnot, může mít libovolná. Váha lze získat například 
pomocí výše uvedeného vztahu TF-IDF. Podobně lze také ohodnotit váhu termů v dotazu. 
Formálně můžeme říci, že každému termu ki v dotazu q a v dokumentu dj je přiřazena váha 
wi,j > 0. Definujeme-li vektor vah dotazu q jako ( )qtqq wwwq ,,2,1 ,, K=  a vektor vah pro dokument dj 
jako ( )jtjjj wwwd ,,2,1 ,, K= , můžeme poté podobnost vyčíslit např. kosinovou vzdáleností (vztah 
2-5) [1]. Pro výpočet lze použít také Minkowského vzdálenost [22], ve vztahu 2-6 značí p počet 











=,  (2-5) 

















Určení relevantní množiny dokumentů lze také převést na algoritmus shlukování – tvoříme dva 
shluky, jeden obsahuje dokumenty relevantní vůči danému dotazu, druhý obsahuje dokumenty 
nerelevantní. Pomocí vah dokumentů se pak stanovují pravidla, které atributy dokumentů ve shlucích 
mají být co nejpodobnější a které atributy mají být mezi shluky co nejrozdílnější. Podobnost v rámci 
shluku se pak dá určit např. pomocí míry TF, rozdílnost mezi množinami např. pomocí míry IDF. 
Výstupem vyhledávání pomocí vektorového modelu je množina dokumentů a jejich relevancí 
vůči zadanému dotazu. Uživateli je pak prezentována pouze nejrelevantnější část dokumentů. 
Velkou výhodou vektorového modelu je považovat reakce na částečnou shodu, kdy výskytu 
termů v dokumentu odpovídá pouze část termů požadovaných v dotazu – na rozdíl od binárního, kde 
musí být všechny. Hodnocení termů dotazu může navíc přinést lepší výsledky. Díky tomu, 
že relevance dokumentu vůči dotazu nabývá libovolných hodnot, lze nalezené dokumenty řadit, což 
zvyšuje některé parametry vyhledávače (např. MAP) a zvyšuje uživatelský komfort. 
2.3.3 Pravděpodobnostní model 
Pravděpodobnostní model je model založený na teorii pravděpodobnosti. Tento model 
předpokládá ideální množinu nalezených dokumentů R pro daný dotaz q - předpokládáme, že každý 
dokument, který je relevantní, patří do množiny R, a každý dokument, který relevantní není, do R 
nepatří. Pravděpodobnostní model se pokouší stanovit pravděpodobnost, se kterou daný dokument dj 
patří do ideální množiny R. Pro výpočty algoritmu modelu je definována pravděpodobnost P(ki|R), 
a to jako pravděpodobnost, se kterou bude popisován náhodně vybraný dokument z množiny R 
termem ki. Analogicky je definována pravděpodobnost, se kterou dokument popisován termem není.  
Algoritmus pravděpodobnostního modelu nejprve odhadem vytvoří množinu relevantních 
dokumentů V. V dalším kroku je třeba ohodnotit, které dokumenty z množiny V jsou skutečně 
relevantní a které ne – uživatelem nebo automaticky. Získané informace pak mohou být využity ke 
zpřesnění nalezené množiny změnou pravděpodobnosti P(ki|R). Opakováním uvedeného postupu pak 
vytváříme množinu, jejíž složení se blíží množině ideální. 
Existují různé algoritmy, podle kterých lze stanovit počáteční množinu V, i algoritmy, podle 
kterých lze upravovat pravděpodobnost P(ki|R). Označíme wi,q váhu termu ti vůči dotazu q, 
wi,q є {0, 1}, a wi,j váhu termu ti v dokumentu dj, wi,j є {0, 1}. Dále pak označme jako P(ti|R) 
pravděpodobnost, se kterou náhodně vybraný relevantní dokument obsahuje výraz ti, a analogicky 
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stanovme ( )RtP i  jako pravděpodobnost, se kterou náhodně vybraný nerelevantní dokument term ti 
neobsahuje. Podobnost dokumentu lze pak v každém kroku iterace vyčíslit pomocí níže uvedeného 
vztahu. Jeho odvození viz [1]: 





























log~,  (2-6) 
 
Výhodou pravděpodobnostního modelu je to, že přiřazuje dokumentům nebinární ohodnocení 
podobnosti. Nevýhodami tohoto modelu je nutnost počátečního odhadu ideální množiny R, který má 
značný vliv na výsledek vyhledávání. Tento model také nebere v úvahu statistiku TF.  
2.3.4 Model založený na fuzzy množinách 
Tento model je postaven na teorii fuzzy množin. Každý term obsažený v libovolném dokumentu 
představuje v tomto modelu fuzzy množinu. Pro každý dokument lze stanovit příslušnost do všech 
fuzzy množin podle toho, jaké termy dokument opravdu obsahuje. Uživatelský dotaz je pak zapsán 
v disjunktní normální formě dnfq , která byla popsána v kapitole 2.3.1. Jednotlivé prvky vektorů 
disjunktní normální formy pak reprezentují fuzzy množiny termů, které uživatel ve svém dotazu 
požaduje. Celková příslušnost dokumentu k fuzzy množině lze vypočítat například jako součet 
příslušností dokumentu k požadovaným fuzzy množinám. 
Fuzzy model není pro vyhledávání informací příliš používaný, a to především pro svou 
výpočetní náročnost. Úplný popis teorie fuzzy množin přesahuje rámec této práce. Více o modelu 
založeném na fuzzy množinách se lze dozvědět např. v [1]. 
2.3.5 Rozšířený booleovský model 
Model byl představen  v roce 1983 skupinou profesora Geralda Saltona1. Jedná se o kombinaci 
booleovského a vektorového modelu. Jeho velkou výhodou je, že nalezené dokumenty jsou 
ohodnoceny nebinární relevancí. Díky tomu je možné reagovat také na částečnou shodu dotazu 
a termů v dokumentu. 
Pro ohodnocení váhy termů v dokumentech vychází model z vektorového modelu – každému 
termu je přiřazena libovolná normovaná váha wi,j є <0, 1>, tj. nikoliv pouze binární jako v klasickém 
binárním modelu. Váhy termů v dokumentech lze vypočítat pomocí libovolného algoritmu, 
např. pomocí výše uvedeného TF-IDF.  
                                                     
1 http://en.wikipedia.org/wiki/Gerard_Salton 
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Uživatelský dotaz je pak reprezentován pomocí booleovského modelu – dotaz je převeden na 
normální disjunktní formu, popsanou v kapitole 2.3.1. Každý vektor s n prvky pak představuje 
n-rozměrný prostor, každý rozměr odpovídá jednomu požadovanému termu. V tomto prostoru lze pak 
umístit dokumenty jako body podle příslušnosti k jednotlivým termům. Váhu dokumentu k danému 
dotazu pak zjistíme jako vzdálenost od bodu určeného souřadnicemi vektoru disjunktní normální 
formy. 
 
Obrázek 2-2 - příklad určení vzdálenosti dokumentu v rozšířeném booleovském modelu, převzato z [1] 
Jako příklad výpočtu vezmeme úvahu dotaz se dvěma termy kx a ky, a to dotaz ve tvaru kx AND ky. 
Protože má dotaz 2 termy, budeme vzdálenost určovat v dvojdimenzionálním prostoru. Podle 
příslušnosti k termům zaneseme do prostoru dokumenty. Protože požadovaný dotaz je ve tvaru 
q = kx AND ky, bude obsahovat normální disjunktní forma jediný vektor, a to q = {(1,1)}. Jak je 
naznačeno na obrázku 2-2, budeme určovat vzdálenost dokumentů od bodu o souřadnicích (1,1). Čím 
blíže tomuto bodu dokument leží, tím je pro daný dotaz relevantnější. 
2.4 Hodnocení vyhledávání informací 
Pro hodnocení vyhledávacích algoritmů lze používat různé metody, jako například nároky algoritmu 
na hardware a čas, míru frustrace uživatele apod.  
Pro vyhledávaný dotaz existuje množina relevantních dokumentů, které měly být nalezeny. 
Vyhledávací algoritmus vybírá množinu nalezených dokumentů, která je v ideálním případě shodná 
s množinou relevantní - viz obr 2-2. Níže budou popsány způsoby hodnocení, které udávají, jak moc 
je podobná reálná množina nalezených dokumentů množině ideální.  
  
Obrázek 2-3 Vztah množin dokumentů, převzato z [4] 
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2.4.1 Míry Recall a Precision 
Recall a precision jsou dvě nejvíce používané metriky. Označíme-li množinu nalezených dokumentů 
jako A, množinu relevantních dokumentů jako R a průnik množinu nalezených relevantních 
dokumentů jako Ra, pak lze tyto metriky vypočítat pomocí níže uvedených vztahů [1]. 
R
Ra=Recall  (2-7) 
A
Ra=Precision  (2-8) 
Recall tedy udává, jaké procento z relevantních údajů bylo nalezeno, Precision udává, jaké 
procento nalezených dokumentů je opravdu relevantní. Pro ilustraci je ještě níže uveden příklad 
výpočtu Recall a Precision, které počítáme pro algoritmus vyhledávání, kde bylo nalezeno 





















Hodnota Recall ideálního algoritmu nabývá 100%, tj. nalezne všechny relevantní dokumenty, 
a stejně tak hodnota Precision = 100%, tj. najde pouze relevantní dokumenty a žádné jiné. Reálné 
algoritmy jsou vždy kompromisem mezi uvedenými metrikami. 
Pro znárodnění vztahu uváděných metrik se často používá křivka závislosti Precision na Recall. 
Tato křivka lze sestrojit pokud jsou dokumenty seřazeny podle jejich relevance. Poté se postupně pro 
různé podmnožiny n nejrelevantnějších prvků zjišťuje příslušná Precision a Recall, hodnota je pak 
zanesena do grafu. Díky tomu lze zjistit různé závislosti, např. že algoritmus má pro malé 
podmnožiny nejrelevantnějších dokumentů (Recall se blíží 0%) nachází pouze relevantní dokumenty 
(Precision blízké 100%), nebo že algoritmus není schopen najít všechny relevantní dokumenty 
a když, tak jen s malou Precision. 
Existuje také několik modifikací uvedených metrik, např. průměrná Precision – aritmetický 
průměr hodnoty křivky závislosti Precision na Recall, R-precision – precision |R| nejrelevantnějších 
nalezených dokumentů, dále histogramy, statistiky apod. 
Míra udávající, s jakou pravděpodobností bude nerelevantní dokument vyhledán dotazem, 




out-Fall =  (2-9) 
Recall a precision jsou metriky, které obsahují některé nepřesnosti a nevýhody. Jsou 
to například nutnost lineárního ohodnocení a řazení relevance dokumentů nebo nemožnost přesně 
stanovit maximální recall ve velkých souborech dokumentů. Recall a precision také hodnotí algoritmy 
zpracovávané v dávkovém režimu. Pro svou jednoduchost ale přesto zůstávají důležitými metrikami 
pro hodnocení algoritmů. 
2.4.2 Metriky vycházející z Recall a Precision 
Dalšími metrikami pro vyhledávání informací jsou F-score, E-measure nebo MAP. Pro jejich definici 
je zavedeme výrazy r(j) a P(j), které vyjadřují recall a precision dokumentu dj, který je v pořadí 
nalezených dokumentů na j-tém místě. 
F-score, nebo též F-measure lze vypočítat pomocí níže prezentovaného vztahu [7]. Většinou se 
používá statistický průměr F hodnot F-score pro všechny nalezené dokumenty. Snahou je pak docílit 
co největšího F, tedy optimálního kompromisu mezi recall a precision. Recall dokumentu dj pro daný  
dotaz je označen jako r(dj), Precision pak P(dj) 
( )
( ) ( )










E-measure je míra je umožňující definovat, zda-li je při hodnocení algoritmu důležitější recall 
nebo precision. Jako b označíme parametr, který tuto důležitost určuje. Lze pak vypočítat 


















MAP (mean average Precision) je míra vycházející z Precision. Na rozdíl od precision ale také 
zohledňuje řazení dokumentů – vyhledávání je lépe hodnoceno, pokud jsou relevantní dokumenty 
řazeny jako první nalezené. Algoritmus výpočtu MAP je následující: 
Uvažme, že vyhledávací algoritmus vrátí pro nějaký libovolný dotaz seřazenou množinu 
dokumentů Df, například se třemi prvky. Množina může vypadat například takto: 
  d1 relevantní k danému dotazu 
  d2 nerelevantní k danému dotazu 
d3 relevantní k danému dotazu 
Výpočet MAP pak probíhá v |Df| krocích, v tomto případě tedy třemi. Postupně bereme 
v každém kroku n v úvahu n nejrelevantnějších nalezených dokumentů a pro ně vždy vypočítáme 
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Precision. Výsledná hodnota MEP je pak získána jako průměrná hodnota všech Precision získaných 






















Výslednou hodnotu MAP pak určím jako aritmetický průměr jednotlivých dílčích výsledků 
Precision, v uvedeném případě to tedy bude 72%. 
2.4.3 Metriky orientované na uživatele 
Metriky orientované na uživatele berou v úvahu také fakt, že uživatel může znát část dokumentů 
a podle toho také formulovat svoje dotazy. Vyhledávání pak můžeme hodnotit např. pomocí coverage 
– udává jaké procento dokumentů, které uživatel zná, bylo nalezeno, případně novelty (novost) – jaké 
procento dokumentů z vyhledané množiny je pro uživatele nových. Více o problematice metrik 
orientovaných na uživatele je uvedeno v [1] kap. 3.2.2. 
2.5 Referenční soubory dat 
Z počátku vývoje vyhledávacích systémů nebylo možné srovnávat jednotlivé algoritmy. Důvodem 
byla neexistence jednotné koncepce testů a dále souboru dat, který by reprezentoval široké spektrum 
úloh, které se vyskytují v praxi. S vývojem vyhledávacích systémů se různé organizace pokusily tento 
nedostatek odstranit. Vydávaly soubory testovacích dat a metodiky, které umožňovaly testování 
a srovnání jednotlivých algoritmů. V dalších podkapitolách jsou uvedeny nejdůležitější z nich. 
2.5.1 Soubor TREC 
V roce 1993 pořádala organizace NIST2 konferenci, kterou pojmenovala TREC3. Tato konference 
byla zaměřena na problematiku vyhledávání informací v rozsáhlých souborech dat. Tato akce je 
od svého vzniku pořádána každý rok. 
V rámci konference jsou na jejích internetových stránkách zveřejňovány testovací soubory dat 
s popisem testovacích úloh a metodikou hodnocení. Testované úlohy byly původně zaměřené pouze 
na adhoc vyhledávání a filtrování. Postupně se ale tematika rozšiřovala o vyhledávání přes více 
                                                     
2 Zkratka National Institute of Standards and Technology, http://www.nist.gov/index.html 
3 Zkratka Text Retrioval Konference, http://trec.nist.gov/ 
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jazyků, vyhledávaní v čínštině, interaktivní vyhledávání, vyhledávání v mluvené řeči přepsané 
do textových dokumentů apod. 
Díky velikosti testovacího souboru  dat a komplexní metodice testování algoritmů je tento 
soubor dat považován jako referenční [1]. 
2.5.1.1 Soubor TRECVid 
Od roku 2003 je součástí konference TREC i seminář TRECVID4, zaměřený na vyhledávání 
ve velkých objemech video dat. Kolekce TRECVID 2009 je zaměřena na následující úlohy [8]: 
• Detekce bezpečnostních záznamů – jedná se o analýzu asi 150 hodin bezpečnostního 
videozáznamu získaného z letiště Gatwick. Cílem úlohy je určit bezpečnostní hrozby. 
• High-level extrakce rysů – předmětem úlohy je detekovat rysy často obsažené ve videu, například 
přítomnost člověka, rozlišení, zda-li se jedná o uzavřené nebo venkovní prostředí, apod. jeho 
cílem je podpořit vývoj algoritmů pro detekci sémantiky obrazů. 
• Vyhledávání – úloha se skládá z více částí – z vyhledávání (interaktivního, částečně manuálního, 
plně automatického, s vysokou přesností) a procházení. Algoritmy musí umět detekovat 
částečnou shodu apod. 
• Detekce kopií založená na obsahu – cílem je odhalit kopii obrazu ve videu na základě obrazové 
podobnosti. Kontrolovaný obraz přitom může být modifikovaný – změnou tónu barev, použité 
komprese, změnou rozlišení, poměru stran, vložením do jiného obrazu apod. 
2.5.2 Další soubory dat 
S vývojem vyhledávacích systémů postupně vznikaly alternativy k souboru TREC. Tyto kolekce 
nebyly příliš rozsáhlé a většinou podporovaly testování specifických úloh. Jedná se o tyto soubory:  
• CACM – kolekce více než 3 tisíc informací o vědeckých článcích v oboru informačních 
technologií publikovaných v organizaci ACM5 mezi roky 1958 a 1979. Informace o článcích 
obsahují jméno autora, citace, abstrakt, klíčová slova apod. Kolekce bere v úvahu také 
kategorizaci článků. Součástí kolekce je také 52 testovacích dotazů. 
• CISI - sada obsahující asi 1500 abstraktů a anotací vědeckých článků publikovaných 
organizací ISI6. Součástí je také asi 100 testovacích dotazů. Výhodou této kolekce je větší počet 
dokumentů relevantních vůči testovacím dotazům než u kolekce CACM. 
• INSPEC7 - soubor více než 10 milionů záznamů – vědeckých časopisů, knih a disertací. Články 
jsou rozděleny na několik sekcí podle vědního oboru, do kterého přísluší. Tento soubor dat je 
                                                     
4 http://www-nlpir.nist.gov/projects/trecvid/ 
5 http://portal.acm.org/dl.cfm 
6 Institute of science information, http://www.isi.edu/ 
7 http://www.theiet.org/publishing/inspec/index.cfm 
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vydáván organizací IET a je neustále obnovován a rozšiřován. Součástí této kolekce je také různé 
moduly pro podporu vyhledávání, jako je např. vlastní sémantický slovník nebo moduly 
pro indexování chemických či astronomických pojmů. 
Soubory CACM a ISI mají především historickou hodnotu. Existují také různé specializované 
kolekce, nejčastěji v oboru informačních technologií nebo medicíny. 
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3 Vyhledávání v multimediálních datech 
Pro uchování velkých objemů multimediálních dat na počítačích se používají tzv. multimediální 
databázové systémy (MMDBs). Kvůli vysokým požadavkům na výkon hardware je bylo možno začít 
vytvářet až od 80. let 20. století. Snaží o uložení v dat, jako jsou obrázky, video, textové dokumenty – 
mohou mít složitou strukturu, různé slovníky nebo zvukové nahrávky. Systémy také umožňují tato 
data indexovat a vyhledávat v nich. Tyto systémy našly široké uplatnění v nejrůznějších oborech 
lidské činnosti – od lékařství, vzdělávání, zabezpečovací systémy až po různá výrobní odvětví. 
V posledních 20 letech také vznikl další rychle se rozvíjející obor, který se zabývá vyhledáváním 
v MM datech – vyhledávání informací na internetu. 
V současné době jsou všechny vyhledávací systémy postaveny na podobném principu a jejich 
činnost lze rozdělit na dvě základní fáze – indexování a vyhledávání [9]. Cílem indexování je vytvořit 
strukturu, nad kterou může potom systém vyhledávat efektivně.  
Tato kapitola se pokouší popsat celý proces vyhledávání informací v MM datech krok 
po kroku – od způsobu interpretace sémantiky dat, přes ukládání a indexování dat až po samotné 
vyhledávání dat. Závěrečná kapitola je úvahou nad dalším možným vývojem MM dat a vyhledáváním 
v nich. 
3.1 Indexování 
Nejjednodušším způsobem vyhledávání je lineární procházení dokumentů, tedy jeden po druhém. 
Časová složitost takové operace je ale O(n), kde n udává počet prohledávaných dokumentů. Taková 
složitost je ale v praxi nepřijatelná – ve velkých databázích by vyhledávání trvalo neúnosně dlouho. 
Pro zlepšení časové složitosti vyhledávání je ale třeba upravit také data, nad kterými vyhledávání 
bude probíhat. Zpracování dat do kompaktní datové struktury uzpůsobené pro efektivní vyhledávání 
se nazývá indexování [9].  
Existují 4 základní typy indexů podle typu dat, které obsahují. Jsou to [19]: 
• Index standardních atributů – obsahuje atomické strukturované atributy MM objektů, např. 
jméno autora, velikost souboru apod. 
• Term index – obsahuje textová data získané z atributů, které vyjadřují sémantiku dokumentu – 
např.  název díla, popis, klíčová slova apod. 
• Index vlastností – obsahuje např. popis struktury XML dokumentů, pro obrazová data např. 
barvu, použitou texturu, tvar apod. 
• Konceptuální index – postaven na rozpoznávání objektů v multimediálním objektu. 
Získáváním těchto dat se zabývá kapitola 4. 
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V současné době ukládá většina indexovacích algoritmů data do stromových struktur, které 
umožňují vyhledávat s časovou složitostí O(log(n)). Existují i algoritmy s lepší časovou složitostí8, 
jejich použití je ale většinou mezeno na specifickou množinu úloh. V dalších podkapitolách jsou 
uvedeny používané typy struktur pro vyhledávání multimediálních dat. 
3.1.1 Nestromové struktury 
Mezi nejjednodušší struktury patří různé formy frekvenčních tabulek, např. tabulka XY, řídká 
frekvenční tabulka apod. Tyto tabulky udávají počty jednotlivých slov v jednotlivých dokumentech. 
Za zmínku stojí invertovaná frekvenční tabulka, kterou používá např. Apache Lucene [9]. 
Jsme-li schopni vytvořit vektor s konečným počtem rysů dokumentů, je možné použít 
i klasické indexové struktury, jako jsou B+ stromy nebo bitmapový index [3]. Vzhledem 
k požadavkům indexovat nejen sémantiku objektu, ale i dalších parametrů (umístění v čase, prostoru, 
velikost…) je použití klasických metod téměř nemožné. Možným řešením mohou být struktury 
uvedené níže. 
3.1.2 Stromové struktury 
Jak bylo uvedeno, ukládání do stromových struktur umožňuje rychlejší hledání než klasické struktury. 
Pro indexování multimediálních dat lze použít například K-D stromy, Quad stromy. Ty jsou výhodné 
zejména pro řídká data. Jejich výhodou je jednoduchá implementace, závislost výkonu na počátečním 
odhadu, který nemusí být vždy přesný.  
Další pro indexování obrazových dat velmi rozšířenou strukturou je R-strom. Obraz je dělen 
na obdélníkové podoblasti, které pak tvoří uzly a listy stromu. R-strom je patrně nejvýhodnější 
strukturou pro indexování obrazových dat. Nevýhodou jsou problémy s překrývání indexovaných 
obdélníků. Existují různé modifikace R-stromů, které se snaží tyto nevýhody redukovat. Více 
o indexování dat viz [3]. 
3.2 Vyhledávání 
Pro zefektivnění práce s multimediálními daty byl přepracován jazyk SQL – byl přijat standard 
známý jako SQL1999, nebo také SQL3. Tento jazyk několik přináší několik vylepšení v přístupu 
k datům – na rozdíl od předchozích umožňuje objektově orientovaný přístup a umožňuje ukládat 
uživatelem definovaná data. Jeho další výhodou je, že umožňuje ukládat data se strukturou, která není 
pevně daná. Definuje také nový datový typ - objekt velkých rozměrů (large object, LO), jako 
                                                     
8 Například systém pro vyprávění vtipů http://eigentaste.berkeley.edu/user/index.php, popsaný v [10] 
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např. BLOB, CLOB apod. Pro příklady SQL dotazů použitých v této kapitole bude použit právě 
standard SQL3. Více o standardu SQL3 viz [20]. 
Atributy, a tedy i typ použitých dotazů, hledání závisí na použitém typu indexu. Vyhledávání 
na základě standardních tributů nebo term indexu probíhá pro obrazová i textová data analogicky. 
Uživatelský dotaz na základě standardních atributů může vypadat takto: 
SELECT * FROM table WHERE create='2000-01-01'  
   AND author='Pavel Šabatka'; 
Uživatelský na sémantiku dokumentů může být popsán libovolným textem – množinou slov. 
Jazyk SQL3 pak pro porovnávání definuje klíčová slova contains a similar, která lze použít 
pro zefektivnění vyhledávání. Příklad dotazu pak může vypadat takto: 
SELECT document FROM table WHERE  
CONTAINS (description, 'fotbalista' AND 'míč'); 
Vyhledávání na základě vlastností nebo konceptu je specifické především pro obrazová. 
Při vyhledávání v obrazových datech pomocí konceptuálního indexu nebo indexu vlastností 
musí uživatel popsat požadovaný výsledek jiným obrázkem, případně specifikací barev – např. 
převažující barvy. Možnou formou takového obrazového dotazu je náčrtek, který je využíván 
pro podobnostní vyhledávání, jak je naznačeno na obrázku 3-1. Existují také další formy, jako např. 
obrys pro hledání podle tvaru. 
 
Obrázek 3-1 Dotaz pro podobnostní vyhledávání a specifikace vlastností Mony Lizy, převzato z [3] 
Dotaz uživatele pak může vypadat například takto 
FIND images THAT CONTAIN "vzor.bmp"; 
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4 Popis obsahu dat 
Předpokládáme, že uživatel bude chtít v  datech vyhledávat podle jejich obsahu, sémantiky. 
Problémem ale je, že data sama o sobě svůj význam nevyjadřují – bitmapový obrázek je uložen jako 
množství obrazových bodů (pomineme-li možnou kompresi). Interpretovat, že tyto body dohromady 
zobrazují krajinu, zvíře nebo věc, umí člověk přirozeně. Pro počítač je to ale velmi obtížná úloha. 
Podobná, byť o něco jednodušší, je situace při vyhledávání textových dat. Obsah slov je nutné 
správně interpretovat – odhalit, jestli se za slovem „oko“ skrývá orgán, hudební kapela nebo 
například motýl. 
Řešením může být nechat popisovat obsah člověka. S nimi se můžeme setkat např. na internetu 
(tagy meta), ale i v mnoha dalších případech. Alternativou je automatické získání sémantiky podle 
obsahu dokumentu – tzv. kontent based retireval (CBR), To přináší řadu výhod ale i komplikací. 
Tato kapitola se zabývá analýzou dokumentů a interpretací jejich obsahu. Jsou zde také 
popsány sémantické slovníky a jejich význam. Popisuje také některé standardy pro uchování metadat. 
V závěru jsou také popsány specifika získávání sémantiky z obrazových a textových dat. V této 
kapitole bude použit termín indexace ve smyslu zaznamenání sémantiky dokumentů, nikoliv 
ve smyslu tvorby datové struktury efektivní pro vyhledávání. 
4.1 Metadata 
Metadata jsou strukturované informace, které popisují, vysvětlují či jinak zjednodušují práci, správu 
nebo vyhledávání dokumentů. Matadata tedy ukládají např. autora dokumentu, datum pořízení 
fotografie nebo interpreta písně. Často bývají metadata nazývána také data o datech [15]. Informace, 
které lze ukládat do metadat lze rozdělit do těchto kategorií [3]: 
• Popisná metadata – data popisující zdroj dokumentu (např. autor, název)  a jeho obsah. Tato 
data mohou obsahovat také popis obsahu dokumentu či klíčová slova. Tato metadata se 
nejčastěji používají pro vyhledávání informací 
• Administrativní (technická)  metadata – uchovávají technické informace, jako například datum 
pořízení, kódování apod. 
•  Strukturální metadata – popisují interakci objektů. Dle sémantiky je lze rozdělit na data 
popisující kompozici - hierarchii dokumentů, agregaci – kategorizaci dokumentů, a konečně 
asociace – vzájemné provázání, případně doplněné o vzájemné odkazy. 
Metadata se využívají mimo jiných i v oblasti vyhledávání informací. Lze je využít k uložení 
slovního obsahu dokumentů, seznamů klíčových slov a dalších informací, které předpokládáme, 
že bude uživatel vyhledávat. Tyto informace pak lze jednoduše indexovat. 
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Existuje celá řada standardů metadat vyvinutých pro různé druhy dat. Příkladem mohou být 
standard ID3, který je používán v hlavičkách hudebních souborů mp3, standard Exif, který používají 
digitální fotoaparáty k zaznamenání informací o pořízení snímku, a další.  
V posledních letech vzniká poměrně velké množství uživatelských zařízení, které mají 
zobrazovat dokumenty. Rozdíly těchto zařízení mohou být nejen v jejich výpočetním výkonu, ale 
i velikosti zobrazovacího displaye, typu operačního systému apod. Uživatelé předpokládají, že budou 
moci zobrazovat dokumenty nezávisle na použitém zařízení či formátu dokumentu. Proto od roku 
2002 jsou skupinou MPEG9 zaváděny dva nové standardy, které mají poskytnout obecný prostředek 
pro práci s metadaty [2]. Jedná se o standardy MPEG-7 a MPEG-21. Díky nim lze navrhovat rozhraní 
a aplikace, které reflektují popsané uživatelské požadavky10. Je vhodné upozornit, že ty standardy 
neslouží ke kompresi videa - na rozdíl od MPEG-4 aj. 
4.1.1 MPEG-7 
Standard MPEG-7, formálně pojmenovaný „Multimedia Content Description Interface“, poskytuje 
širokou škálu standardizovaných nástrojů k popisu obsahu MM dat [16]. Umožňuje tedy definovat 
metadata pro film stejně tak jako pro textový dokument. Standard se skládá z těchto hlavních 
částí [16]: 
• Deskriptory (D) – definují syntaxi a význam vlastností. Deskriptor může být definován 
odděleně – např. jako soubor nebo záznam v databázi, nebo může být multiplexován přímo 
v popisovaném souboru 
• Popisová schémata (DS) – definují strukturu a sémantiku vztahů mezi komponentami – těmi 
mohou být D i DS 
• Jazyk pro definici popisů (Description Definition Language, DDL) – definuje syntaxi 
pro vytváření a úpravy D, DS 
• Systémové nástroje pro ukládání a přenos D v binární i textové podobě, synchronizaci 
deskriptorů s obsahem atd. 
Pro ukládání metadat se používá jazyk XML, příklady syntaxe dle standardu MPEG lze nalézt 
v příloze.  
4.1.2 MPEG-21 
Standard MPEG-21 se snaží být otevřeným frameworkem pro přenos a užívání multimédií. 
Cílem je specifikovat, jaké technologie musí být podporovány pro manipulaci s digitálními daty [17]. 
                                                     
9 http://www.mpeg.org/ 
10 Pro zobrazování videa je to například framework popsaný na adrese 
http://www.computer.org/portal/web/csdl/abs/html/mags/mu/2004/01/u1042.htm 
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Při práci s daty jsou ve standardu definovány 2 základní entity – uživatel (U) a digital item. Tyto 
entity umožňují vyšší míru abstrakce při práci s multimediálními daty. 
Digital item je strukturovaný objekt, který obsahuje zdrojová data, metadata a popis struktury. 
Popis struktury definuje vztahy mezi metadaty a zdrojovými daty. 
Uživatel je entita, která používá data a díky tomu interaguje s frameworkem. Uživatelem může 
být jakákoliv osoba, standard v tomto ohledu nevytváří rozdíly mezi poskytovatelem dat a jejich 
uživatelem. 
Popis částí standardu MPEG-21 byl zveřejněn v roce 2002. Od té doby jsou postupně 
dokončovány a vydány jednotlivé části. S vydáním celého standardu se počítá v roce 2011. 
4.2 Manuální indexace dat 
Manuální indexace dat je nejjednodušším a také nejstarším způsobem popisu dat. Člověk, který 
interpretuje obsah dokumentu, popíše jeho obsah pomocí klíčových slov. Tento přístup ale s sebou 
zároveň přináší řadu nevýhod. Jsou to například [14]: 
• Velká časová (a tedy i finanční) náročnost, pro velké objemy dat nelze provádět vůbec. 
• Člověk vnímá data subjektivně – na základě svých zkušeností apod.  
• Člověk data vnímá jako celek. Má tedy tendence popis zobecňovat. To může působit 
nepřesnosti v popisech dílčích částí dokumentů. 
• Málo který člověk, který data popisuje, zná principy vyhledávacích algoritmů. Může pro něj 
být tedy těžké zvolit správná klíčová slova, která nejen vyjadřují obsah, ale berou v potaz 
i specifika použitého algoritmu. 
Tento seznam uvádí pouze několik příkladů nevýhod manuálního popisu dat. Více o aspektech 
manuálního popisu dat pojednává [14].  
Manuální popis dat vyjadřuje sémantiku dat přirozeněji, než automatické nástroje. Množství 
nevýhod, které ale přináší je natolik významné, že manuální popisy dat se samy o sobě nevyskytují. 
Používají se ale v kombinaci s automatickým indexováním. 
4.3 Automatická indexace textových dat 
Automatické systémy pro analýzu obsahu textových dat získávají stále větší význam. V současné 
době se používají nejen jako doplnění manuálního popisu, experimentuje se také se zcela 
automatizovaným popisem (např. v rámci konference TREC). 
Automatickou indexaci lze rozdělit podle principu určování klíčových slov na dva základní 
typy. O těchto typech pojednávají další podkapitoly. 
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4.3.1 Automatická extrakce 
Účelem automatická extrakce (automatic extraction indexing) je vybrat z dokumentu takové termíny 
a sousloví, které vyjadřují jeho obsah. Bylo vyvinuto množství matematicko-lingvistických 
algoritmů, pomocí kterých lze identifikovat, které výrazy jsou relevantní a které ne [12]. Podle [13] 
může využívat indexování tyto procedury: 
1. lexikální analýza – v každém dokumentu identifikuje jednotlivá slova a sousloví, které 
se v něm vyskytují. Slova jsou obvykle rozlišována pomocí mezer. Složitější je nalezení 
sousloví. To lze provést např. statistickou analýzou – slova, která se v různých dokumentech 
vyskytují vedle sebe budou pravděpodobně tvořit sousloví. 
2. odstranění nevýznamných slov – pomocí připraveného slovníku obecně užívaných slov11 
(tzv. stop list) jsou odstraněny nevýznamová slova nebo slova s malým IDF. 
3. redukce zbývajících slov – redukce na základní tvary jsou ořezány sufixy, případně i prefixy 
kořenů slov. To lze provádět pomocí speciálních slovníků, odstraněním obecných afixů (např. 
prefixu vy), nebo na základě statistické analýzy písmen. 
4. výpočet váhy termů – váhu jednotlivých výrazů může ovlivnit množství aspektů, např. slovní 
druh váženého termu, role slova v textu (tj. počet výskytů v textu, umístění v nadpisech, 
abstraktu apod.) i role slova v celé databázi – tj. hodnota IDF. Funkcí pro výpočet hodnoty 
váhy existuje velké množství, lze je dohledat v odborné literatuře. 
5. výpočet váhy dokumentů – například ve vektorovém modelu. Váha dokumentu je stanovována 
pomocí vektoru termů s hodnotou váhy získanou v minulém kroku. 
Výhodou automatické extrakce je její jednoduchost, díky čemuž je používaná ve velkém 
množství současných vyhledávacích systémů. 
4.3.2 Automatické přiřazování 
Principem automatického přiřazování (automatic assignment indexing) je simulovat způsob 
interpretace obsahu dokumentu člověkem. Je zřejmé, že algoritmy pro tento způsob indexace budou 
složitější než v předchozím případě. Využívá se například expertní systémy, neuronové sítě a další. 
Algoritmus předpokládá existenci tezauru nebo znalostní báze dat. Algoritmy identifikují 
jednotlivé termy v dokumentu, hledají jejich sémantiku ve slovníku a na základě profilu pojmů 
reprezentovaných jednotlivými termy pak stanovují termy, které se budou indexovat. Tento přístup 
ale skrývá množství problémů [12], jako například: 
• Výskyt termínu v dokumentu neznamená jeho relevanci – více tomto tématu je uvedeno 
v předchozí podkapitole 
• Důležitý termín nemusí být v dokumentu vyjádřen explicitně, ale např. pomocí odkazu 
                                                     
11 Např. výrazy to, být, kolik apod. 
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• Pojem může být vyjádřen jinou kombinací termů, než je obvyklé 
Automatické indexování má prozatím využití především v úzce specializovaných oblastech. 
Výsledky, které přináší v obecných souborech dokumentů prozatím nejsou příliš uspokojivé [12]. 
4.4 Automatická indexace obrazových dat 
Obrazová data se podle způsobu uložení dat dělí na bitmapy a vektorové obrazy. V bitmapě je obraz 
uchováván jako pole obrazových bodů s definovanou barvou. Bitmapové obrazy bývají kvůli značné 
redundanci komprimovány, např. použitím formátů JPG, PNG aj. Vektorové obrázky jsou 
reprezentovány vektorovým popisem křivek a obrazců, které tvoří výsledný obraz. Informace 
o obrazových dokumentech může být uložena jako metadata deskriptor, který je popsán výše. Druhou 
alternativou je použití vizuálních deskriptorů, tedy takových, které popisují obraz, ne jeho význam. 
Vyhledávání pak lze rozdělit do dvou kategorií [18]: 
• Low level vizuální vlastnosti – jedná se například o texturu, barvu či (neinterpretovaný) tvar 
obrázku. Více o extrakci low level vlastností viz [3]. 
• High level sémantika – popis obsahu obrázku. Může být rozdělena na lokální, která 
identifikuje jednotlivé objekty v obraze - např. fotografie, kde je zachycen fotbalista a míč; 
a na tématickou (či též globální), která popisuje globální význam obrázku jako celku – 
např. fotbalový zápas. 
Bylo prokázáno, že výsledky vyhledávání pouze pomocí low-level vlastností vykazují 
neuspokojivé výsledky. Proto se využívá druhého zmíněného přístupu, nebo kombinace obou12. Low 
level vlastnosti lze ale také využít při identifikaci high level sémantiky, např. identifikací textu, nebo 
jednotlivých objektů na obrázku. Získání sémantiky pak standardně probíhá v těchto krocích [19]: 
1. identifikace jednotlivých oblastí – většinou pomocí barvy a textury, výsledek operace je 
naznačen na obrázku 4-1. 
 
Obrázek 4-1 Identifikace oblastí na základě barvy a textury, získáno z [18] 
 
2. Normalizace velikosti a tvaru jednotlivých oblastí. 
                                                     
12 Například rozšířené možnosti nastavení pro vyhledávač Google - http://images.google.cz/ 
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3. Identifikace možných vztahů a případné doplnění – např. pokud objekt rozděluje předmět 
v popředí. 
4. Identifikace jednotlivých objektů. 
Algoritmy pro automatické získávání sémantiky obrazu nedávají příliš uspokojivé výsledky - 
Příčinou je příliš velká pestrost obrazových dat. Zajímavé výsledky přináší, pokud omezíme množství 
analyzovaných objektů – např. rozpoznávání oblohy, textu, obličejů apod. 
Low level sémantika může být ukládána. High level sémantika je ukládána v textové podobě, 
případně doplněná o lokalizaci popisovaného elementu. 
4.5 Nástroje pro vyhledávání 
Pro zvýšení efektivity indexování a vyhledávání lze použít různé nástroje. V dalším textu jsou 
popsány dva z nich – sémantické slovníky či též tezaury, a dále použití stoplistů. 
4.5.1 Sémantické slovníky 
Dalším problémem vyhledávání dat je složitost jazyka. Jedno slovo můžeme chápat ve více různých 
významech (homonyma), více slov může popisovat stejnou věc (synonyma). Je pravděpodobné, 
že uživatel, který hledá dokumenty týkající se vrtulníků, by měl zájem najít i dokumenty 
o helikoptérách. Autoři vyhledávacích systémů si uvědomili, že pokud chtějí zvýšit efektivitu 
vyhledávacího systému, je nutné toto reflektovat. Do vyhledávání tedy začaly být zapojovány 
sémantické slovníky (tezaury). 
Sémantický slovník je slovník, který ke každému výrazu obsahuje popis významu slov 
a seznam synonym. Některé takové slovníky jsou dostupné i na internetu13. 
 Tezaurus lze do vyhledávání zapojit na ve dvou fázích – při indexování nebo při vyhledávání. 
Protože se snažíme dosáhnout co nejkratšího času odpovědi při vyhledávání a doba tvorby indexu nás 
obvykle netrápí, bývají údaje poskytnuté tezaurem zpracovány v první z uvedených fází. Předpokládá 
na počátku textová data, buď dokumenty, nebo metadata. Postup při použití tezauru může být 
následující [11]: 
1. Syntaktická analýza dokumentu – cílem této fáze je získat seznam výrazů, které spolu nějak 
souvisejí. Jedná se především o vazby na podstatná jména a fráze - např. žluté auto. Hledání 
může probíhat například ve dvou krocích – vyhledání podstatných jmen a dále aplikace 
pravidel pro zjištění vazeb na okolní slova 
2. Mapování podstatných jmen a frází – cílem této fáze je získat ke každému slovu podstatné 
jméno, které ho vystihuje. Např. slovo mineralizovat může generovat výrazy mineralizace 
                                                     
13 Například na adrese http://thesaurus.reference.com/ 
 25 
a minerál. Mapováním pak lze zjistit, že podstatné jméno mineralizace lépe vystihuje 
sémantiku původního výrazu a je použito pro další zpracování. 
3. Generování alternativních výrazů – pro nalezená podstatná jsména jsou vygenerovány různé 
tvary slova (množné číslo, skloňování apod.), a úzce související slova. 
4. Získání kandidátů na překlad – v každé slovní vazbě se vezmou původní výrazy, postupným 
dosazováním jednotlivých alternativních výrazů se získají všechny možné kombinace. Z nich 
je pak pomocí lingvistických pravidel získán seznam syntakticky smysluplných kombinací 
5. Mapování kandidátů na fráze ve slovníku – tímto při mapování rozlišujeme úplnou nebo 
částečnou shodu. Jednotlivé výrazy jsou hodnoceny podle shody, jejich významu a dalších 
kriterií. 
Takto získaná nejlépe hodnocená metadata získaná z tezauru lze indexovat a použít pro 
vyhledávání. Tím lze zvýšit recall o 10 až 20 procent [13]. Tezaury lze využít také v automatické 
extrakci – více viz 4.3.1. 
4.5.2 Stoplist 
Stoplist je množina slov, které mají malou informační hodnotu. Mohou to být např. spojky nebo 
předložky. Při vyhledávání tato slova nemají vliv na množinu výslednou množinu dat, resp. mohou 
v některých parametrech vyhledávání zhoršit. Proto je vhodné tato slova z indexovaných dokumentů 
nebo při vyhledávání odstraňovat. Tím se také sníží výpočetní náročnost vyhledávání. 
Stoplisty můžeme rozdělit na dva typy [26]: 
• Obecný stoplist – obsahuje stop slova pro daný jazyk. V češtině jsou to podle [27] např. 
výrazy a, v, se, na a další. 
• Doménově specifický stoplist – kolekce slov pro dokumenty zaměřené na nějaký konkrétní 
obor. V různých oborech mohou být doménově specifické stoplisty různé – např. v oboru 
školství bude výraz učení zařazen mezi stop slova, zatím co v informatice to bude určitě 
slovo klíčové. 
Stoplist lze tvořit např. na základě frekvenční analýzy jazyka, pomocí míry IDF či jiných vah 
termů, případně kombinací uvedených způsobů [26]. 
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5 Vyhledávání na základě konceptů 
Tato kapitola se rozebírá praktickou část této práce. Obsahuje zdání úlohy, popis implementované 
části aplikace a to včetně implementačních řešení, nakonec se zabývá rozborem výsledků. 
5.1 Specifikace úlohy 
Cílem úlohy bylo implementovat vyhledávání v multimediálních datech, a to na základě HLF 
konceptů detekovaných ve videu. Vyhledávání má využívat získávání podobnosti termů pomocí 
internetových vyhledávačů, jako je Google14, Yahoo15 nebo Wikipedia16. Vývoj a testování má 
probíhat na datových sadách TRECVid pro rok 2009. 
Algoritmus musí být efektivní z hlediska času a také z hlediska přesnosti a úplnosti množiny 
nalezených dokumentů. 
Vyhodnocení práce má obsahovat použité postupy a jejich hodnocení. Dále pak srovnání 
vhodnosti jednotlivých vyhledávačů pro získávání vzdálenosti termů. Je také vhodné ověřit vliv 
použití stoplistu na parametry vyhledávání. 
5.2 Technické podklady pro implementaci 
Cílem této kapitoly je shrnout praktické poznatky a techniky používané v implementační části této 
práce. Kapitola obsahuje stručný popis použitých technologií, zdůrazňuje některé pokročilejší 
techniky. Dále se zabývá popisem návrhu aplikace využité při implementace. 
5.2.1 Java 
Java je objektový dynamický vícevláknový programovací jazyk nezávislý na architektuře. Jazyk byl 
vydán a vyvíjen od roku 1995 firmou Sun Microsystems, kterou v roce 2009 koupila firma Oracle17. 
Java patří mezi interpretované jazyky, zdrojový kód aplikace ke přeložen do mezikódu Java 
bytecode, který je poté distribuován. Samotná aplikace je pak při běhu spouštěna na virtuálním stroji, 
(Java virual machine či JVM), který tvoří mezivrstvu mezi aplikací a operačním systémem. Díky 
tomu je program nezávislý na operačním systému či fyzické architektuře stroje, na kterém je 
spouštěn. 






Jazyk Java je vydáván v různých verzích podle účelu, pro které je verze určena. Jedná se 
např. o verzi Standard Edition pro vývoj desktopových aplikací, Micro Edition pro vývoj aplikací pro 
mobilní zařízení, Entrprise Edition pro vývoj a provoz distribuovaných aplikací a webových aplikací. 
Existují další verze jazyka Java, jejich přehled lze najít na stránkách firmy Oracle. 
Popis syntaxe jazyka Java zde nebude rozebírán, vzhledem k množství knih či internetových 
tutoriálů dostupných k tomuto jazyku je to zbytečné. V dalších podkapitolách ale budou stručně 
popsány pokročilejší techniky programovány v jazyce Java, které byly použity při implementaci 
vyhledávače. 
5.2.1.1 Reflexe 
Java je jazyk silně staticky typovaný. To znamená, že typ proměnných musí být definován již při 
deklaraci proměnné, typ proměnné je v každé operaci kontrolován a nelze např. sečítat čísla a řetězce.  
Reflexe je nástroj jazyka Java, pomocí kterého lze vytvářet a používat i proměnné, jejichž typ 
je znám až při běhu aplikace. API jazyka pro reflexi se skládá ze třídy java.lang.Class a balíčku 
java.lang.reflect. První uvedená třída umožňuje kompatibilitu kódu se standardními třídami. Balíček 
reflect pak umožňuje dynamické vytváření polí  a objektů. Dále je možno získávat seznamy atributů, 
metod a konstruktorů objektů. Je možné ověřovat vlastnosti objektů, metod či atributů, 
např. přístupová práva. Je samozřejmě možné získat referenci na metodu objektu a poté tuto metodu 
spustit. Tato kapitola vychází z [21]. 
5.2.1.2 ActionListener 
Rozhraní ActionListener umožňuje v Javě jednoduše implementovat návrhový vzor 
Observer [25]. Při běhu programu může vzniknout událost, tzv. event, nejčastěni způsobená akcí 
uživatele. Každá komponenta má seznam registrovaných naslouchajících objektů, tzv. listener. Při 
vzniku události pak komponenta, kde událost vznikla, prochází seznam naslouchajících objektů 
a všem tuto událost předává. Každý listener pak může událost zpracovat nebo na ni nějak reagovat. 
5.2.1.3 Vlákna 
Vlákna jsou prostředkem, který umožňuje paralelní vykonávání více částí programu. Pro práci 
s vlákny v jazyce Java slouží rozhranní Runnable nebo abstraktní třída Thread. Třídy používající 
jednoho z uvedených předků musí implementovat metodu run(), která může být spuštěna 
a vykonávána paralelně s programem, který metodu spustil. K práci s vlákny existuje množství 
tutoriálů i publikací a v této práci nebudou popisovány podrobnější detaily. 
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5.2.2 PostgreSQL 
PostereSQL18 je relační databázový systém. Jeho zdrojové kódy jsou otevřené a jsou šířeny pod BSD 
licencí. Předchůdcem Postere je Ingres, databázový systém vyvíjený od konce sedmdesátých let 
na univerzitě v Berkley. Od roku 1996 je vyvíjen vývojáři nezávisle na univerzitě. Do Postgre byla 
postupně přidána plná podpora jazyka ANSI SQL. Postgre také splňuje vlastnosti ACID, 
tj. atomičnost všech operací nad databází, stálou konzistenci dat v databázi (nemusí být v průběhu 
atomické operace), jednotlivé operace jsou izolované a navzájem se neovlivňují a provedené operace 
jsou trvanlivé. 
Databázový systém PostgreSQL umožňuje práci s cizími klíči, triggery, pohledy 
a standardními operacemi s nimi.  Poslední verze podporují práci s poli, prefixové vyhledávání, select 
dotazy odolné vůči SQL injection a další vylepšení. Výhodou rozšiřitelnost o nové datové typy. Díky 
tomu existuje několik modifikací systému, např. pro práci s geografickými systémy. Lze také vytvářet 
vlastní typy objektů, jako jsou indexy, domény apod.  
V roce 2009 byla vydána verze 8.3, která významně upravovala jádro databázového stroje. 
V roce 2010 se chystá vydání nové verze 9.0, mimo jiné i s připravovanou podporou pro 64 bitové 
operační systémy. Čerpáno z [23] a oficiálních stránek PostgreSQL.  
5.2.3 TRECVid Search 
Program TRECVid Search je software určený pro vyhledávání v datové sadě TRECVid. Je vyvíjen 
na Fakultě informačních technologií VUT v Brně. Program je napsán v jazyce Java s využitím 
databázového systému Postgre. 
Program umožňuje vyhledávání ve videu dle různých metod. V současné době jsou 
implementovány níže uvedené metody. Poslední uvedená metoda, tedy vyhledávání na základě HLF 
konceptů detekovaných v obraze, je předmětem této práce. 
• Vyhledávání na základě lokálních vlastností obrazu, využívá automatické hledání podobností 
mezi dvojicí obrázků pomocí algoritmů SIFT (Scale-invariant feature transform) a SURF 
(Speeded Up Robust Features) 
• Vyhledávání na základě globálních vlastností obrázků, tj. barvy např. barvy či textury 
• Vyhledávání na základě kombinace předchozích dvou typů 
• Jednoduché textové vyhledávání 
• Textové vyhledávání s využitím sémantického slovníku WordNet 
• Vyhledávání na základě detekovaných obrazových HLF konceptů, využívá internetových 
vyhledávačů. 
                                                     
18 http://www.postgresql.org/ 
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Program TRECVid Search je funkční software s hotovým GUI a cílem této práce bylo jeho 
rozšíření. Tento fakt s sebou nese určitá omezení při implementaci. 
5.3 Popis použitých dat 
TRECVid poskytuje registrovaným uživatelům získat video data vydávaná v rámci jednotlivých 
konferencí. Na svých oficiálních stránkách19 dále umožňuje stažení souborů popisujících vlastnosti 
dat i očekávané výsledky vyhledávání. 
5.3.1 Systematika video dat sady TRECVid 2009 
Hlavním předmětem datových sady TRECVid jsou kolekce videí (tzv. dataset). Obrazová data 
každého videa se skládají z jednotlivých záběrů, či též střihů (anglicky shot). Záběry se pak skládají 
ze jednotlivých snímků (keyframes), tzn. statických obrázků. Videa mají také zvukovou stopu 
(speech). Ta je rozdělena na časové úseky odpovídající jednotlivým shotům ve videu. Těmto shotům 
jsou poté úseky přiděleny. 
Vyhledávání v datech rozdělených dle výše uvedené logiky lze na základě lokálních 
či globálních nízkoúrovňových rysů jednotlivých snímků. Další možností je využít vyhledávání v 
textu získaného ze zvukové stopy videa. Poslední možností je vyhledávání na základě 
vysokoúrovňových rysů jednotlivých shotů, tzn. jejich sémantiky. 
Jak již bylo zmíněno v kapitole 4.4, největším problémem extrakce sémantiky obrazových dat 
fakt, že jsou příliš variabilní. Množství extrahovaných témat proto je v datových sadách TRECVid 
omezeno na nějakou určitou množinu. Pro datovou sadu TRECVid 2009 bylo zveřejněno 
20 konceptů, které mají být v obrazových datech detekovány. Příkladem těchto konceptů může být 
classroom (třída), airplane flying (letadlo za letu) nebo female human face closeup (detail ženské 
tváře). Každému shotu jsou pak přiřazeny anotace, tedy rozhodnutí o tom, jestli shot daný koncept 
obsahuje či ne, případně jestli informace platí určitě nebo je na základě odhadu. Je nutno podotknout, 
že koncepty se mohou v rámci jednoho shotu kombinovat – např. detail ženské tváře ve třídě. Shot 
také nemusí obsahovat žádný koncept, takové shoty jsou označeny jako negativní vzorky [24]. 
5.3.2 Schéma využívané databáze 
Databázový systém pro uchování dat datových sad TRECVid je umístěn na fakultním serveru 
Minerva2. Obsahuje několik schémat databází zaměřených na vyhledávání ve videu. 
Při implementaci této práce bylo využíváno schématu pojmenovaného hlf_search. Na obrázku 5.6 je 
                                                     
19 http://trecvid.nist.gov/trecvid.data.html 
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jeho entitně-relační diagram. Z uvedeného schématu je patrné mapování entit popisovaných 
v kapitole 5.3.1 na jednotlivé databázové tabulky. 
V této práci budou využity následující databázové tabulky: 
tv_dataset – tabulka reprezentující kolekce dat. Pro práci na vyhledávání byly používány kolekce 
s primárními klíči 921 pro vývoj a 922 pro testování. 
tv_video – tabulka videí. Každé video je přiřazeno do nějaké kolekce dat. 
tv_shot – tabulka střihů. Každý střih je přiřazen nějakému videu. 
tv_annotation – tabulka anotací, tedy výroků, jestli je na daném shotu daný koncept. V reálném 
databázovém schématu je vazba anotací na tabulku keyframes, tato vazba ale není využita, 
do sloupce keyframe se vždy ukládá 1.  
 
 
Obrázek 5-2 - ERD diagram schématu hlf_search, inspirováno [24], upraveno 
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tv_concept – tabulka konceptů. Koncepty jsou vázány na datovou kolekci. Tabulka konceptů 
obsahuje sloupce name se jménem konceptu a description s jeho popisem. Pro vyhledávání 
je využito pouze jméno konceptu.  
tv_speech_keyword – tabulka klíčových slov získaných zpracováním zvukového signálu. Tabulka 
obsahuje sloupec idf s vypočítanou IDF váhou slova vzhledem ke všem záznamům tabulky 
tv_speech dané kolekce dat. 
tv_stoplist – tabulka slov získaná z různých dostupných stoplistů. Pro angličtinu obsahuje stoplist 
zhruba 900 termů. 
5.3.3 Informace k video datům 
TRECVid na svých webových stránkách zveřejňuje také několik souborů s informacemi důležitými 
pro tuto práci. Vzhledem k tomu, že sémantika dat těchto souborů není nikde popsána a nemusí být 
zcela zřejmá, proto zde bude jejich sémantika rozvedena. 
• Soubory anotací, např. 001_Classroom.ann:  soubory obsahují anotace konceptů 
k jednotlivým shotům. Data mají níže uvedený tvar: 
XT MCG-ICT-CAS Classroom BG_12460 TRECVID2007_1/shot1_100_RKF N 
První dva řetězce jsou identifikací tvůrce anotace, např. univerzity, a nemají na výpočty vliv. 
Následuje řetězec se jménem konceptu, ke kterému anotace patří. Další relevantní řetězec 
je shot1_100_RKF, který identifikuje shot - první číslo je identifikátor videa, za podtržením 
následuje identifikátor shotu. Řetězec RKF či NRKF je informace o tom, jestli je snímek, 
ke kterému patří anotace, reálný či ne (to může nastat např. v komprimovaném videu). 
Následuje Znak N nebo P podle toho, jestli shot daný koncept obsahuje (negativní či 
pozitivní). U některých záznamů končí řádek znakem S který znamená, že anotace není jistá. 
• Testovací dotazy, soubor topics.2009.xml: tento soubor obsahuje testovací dotazy, jejich 
identifikační čísla a také příklady výsledků. Data jsou ve formátu XML, díky tomu je jejich 
sémantika zřejmá a není třeba ji zde dále rozebírat. 
• Výsledky testovacích dotazů, soubor search.qrels.tv09.tgz: soubor obsahuje 
informace o tom, které shoty jsou pro testovací dotazy relevantní a které ne. Tvoří tak spolu 
s předchozím souborem testovací sadu, v databázi lze najít pod ID 922. Jednotlivé záznamy 
v souboru jsou v níže uvedeném tvaru: 
0269 0 shot100_11 0 
První čtyřčíslí udává identifikační číslo testovacího dotazu, toto číslo odpovídá číslu dotazu 
v předchozím souboru. Dalším údajem je u všech záznamů 0, její význam se během práce 
nepodařilo určit. Část shot100_11 pak identifikuje shot, klíč je stejný jako u prvního 
popsaného souboru. Poslední číslicí je 0 nebo 1, tj. informace o tom, zda-li je shot pro daný 
dotaz relevantní či ne.  
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• Výsledky HLF analýzy shotů, soubor feature.qrels.tv09: soubor obsahuje anotace, 
jestli daný shot z testovací datové sady obsahuje nějaké koncepty či ne. Data v souboru mají 
níže uvedený tvar: 
1001 0 shot100_22 -1 
První čtyřčíslí udává identifikační číslo konceptu, ke kterému se anotace vztahuje. Část 
shot100_22 stejně jako v předchozích souborech identifikuje shot, ke kterému anotace 
patří. Poslední číslicí je -1,1 nebo 0, tj. informace o tom, zda-li shot koncept neobsahuje, 
obsahuje nebo jestli tuto informaci nevíme. V posledním případě pak anotace není vůbec 
uložena do databáze, protože nenese žádnou informační hodnotu. 
5.4 Návrh aplikace 
V rámci této práce byla část aplikace přepracována podle návrhového vzoru model-view-controller. 
Vzhledem k tomu, že původní aplikace je poměrně rozsáhlá, nebylo možno upravit takto celou 
aplikaci. Bylo proto třeba vzít v potaz fakt, že prováděné úpravy nesmí ovlivnit původní funkčnost. 
Architektura aplikace byla také navržena s ohledem na udržovatelnost a na budoucí rozšiřitelnost. 
 
Obrázek 5-3 - návrh aplikace, podrobně viz příloha 4 
5.4.1 Aplikační vrstva View  
Vrstva view je určena pro komunikaci s uživatelem. Umožňuje uživateli měnit konfiguraci a spouštět 
jednotlivé úlohy. Důležitou úlohou je také prezentace zpracovaných dat uživateli. V aplikaci 
TRECVid search dále zajišťuje vrstva view inicializaci celé aplikace. Původní části aplikace ale stále 
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obsahují kód, který je v nové části oddělen v jiných vrstvách, např. logiku pro přístup k databázi. 
Vrstva view se skládá z následujících balíčků a tříd: 
TrecvidSearch.java – výchozí třída celé aplikace. Obsahuje metodu main() spouštějící celý 
program. Zajišťuje také vytvoření hlavního uživatelského okna aplikace.  
V rámci této práce byla také přidána inicializace instance ActionListeneru typu Dispatcher 
pro komponenty, které mají spouštět nějakou uživatelskou akci. Zde je vhodné zmínit, že byla 
zavedena konvence nastavení atributu name komponent, které uživatelské akce spouští. Tento 
atribut musí být nastaven v níže uvedeném tvaru: 
controllerName-ActionName 
Řetězec je při zpracování rozdělen na dvě části – jméno controlleru, tzn. třídy, a jméno akce, 
tzn. metody, která se má spustit. Při tvorbě jména je nutné zachovat velikost písmen dle 
pojmenování třídy controlleru a jeho metod. 
Třída Dispatcher pak spouští příslušnou akci na základě atributu name komponenty, která 
akci vyvolala. Při inicializaci je také předán odkaz této třídy vrstvě controller, což umožňuje 
přístup třídám ve vrstvě controller přístup do view. Více o tomto viz kapitola 5.4.3. 
Tato třída byla navržena jako rozhranní mezi vrstvou view a ostatními částmi aplikace. Měnit 
či získat stav view pak lze pomocí metod set a get. Metody get vrací konfiguraci view, a to 
v objektech, které odpovídají jednotlivým logickým celkům nastavení programu. Objekty 
s konfigurací jsou navrženy podle vzoru crate (přepravka), viz [25]. 
Třída TrecvidSearch.java byla také navržena jako správce všech částí view. Uchovává 
odkazy všech vytvořených částí view a je zodpovědná za správné předávání dat z ostatních 
částí aplikace jednotlivým komponentám. 
trecvid.search.view – balíček pro aplikační okna view.  
trecvid.search.view.helpers – balíček s pomocnými třídami pro view. 
5.4.2 Aplikační vrstva Model 
Vrstva model je zodpovědná za ukládání, modifikaci a mazání dat. Ostatní části aplikace by měly 
přistupovat k datům pouze pomocí této vrstvy. To pak umožňuje například jednoduchou změnu 
úložiště dat bez toho, aby taková změna ovlivnila ostatní části aplikace. Vrstva model obsahuje tyto 
balíčky: 
trecvid.search.model.entity – balíček obsahující třídy, které odpovídají entitám 
ukládaným v databázi. Entity umožňují CRUD operace, tedy vytváření, získávání závislých 
entit, aktualizaci a mazání. Pro tyto operace entity využívají níže uvedené objekty mapper. 
Všechny entity jsou potomky třídy trecvid.search.model.entity.Abstract. 
trecvid.search.model.mapper –  balíček obsahuje třídy, které zajišťují přístup k datům 
a jejich objektově relační mapování. 
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Všechny mappery jsou potomky třídy Abstract. 
Pro přístup k entitám mapper je implementována třída Factory. Tato třída má statickou 
metodu getMapper(String) : Abstract, která dle jména entity vždy vrací příslušný 
mapper. Reference jednotlivých vytvořených objektů mapper si třída Factory uchovává. 
Při požadavku na získání mapperu pak třída Factory ověřuje, jestli daný mapper již nebyl 
vytvořen. Jestli-že ano, pak novou instanci nevytváří a vrací ukazatel na existující. 
Ve třídě ConceptMapper byl vzhledem očekávanému velkému počtu dotazů a malé datové 
množině použit preloading – podle ID datové sady jsou načteny všechny koncepty pro tuto 
sadu. Při dotazech typu SELECT je pak prohledávána pouze načtená sada, což výrazně zvyšuje 
rychlost programu 
5.4.3 Aplikační vrstva Controller 
Vrstva conrtoller má zodpovědnost za zpracování požadavku uživatele. Třídy této vrstvy se nazývají 
controller, jejich metody akce (action).  Tyto akce pak obsahují kód pro obsloužení požadavku 
uživatele. Při zpracování požadavku je podle jeho parametrů vybrán konkrétní controller a jeho akce, 
která požadavek zpracuje. Všechny třídy vrstvy controller jsou obsaženy v balíčku 
trecvid.search.controller. V dalších odstavcích je popsán princip funkce této vrstvy. 
Ústřední třídou této vrstvy je třída Dispatcher, která implementuje rozhranní 
ActionListener. Instance této třídy je pak nastavována jako listener jednotlivých komponent 
vrstvy view, které mají vyvolávat akci. Při zpracování události je pak získáván atribut name 
komponenty, která událost vyvolala. Pro tento atribut platí konvence popsaná v kapitole 5.4.1. 
Získaný řetězec je pak rozdělen na jméno controlleru a jméno akce. Pomocí reflexe je pak vytvořena 
instance příslušného controlleru a pomocí metody invoke je vyvolána příslušná akce. Sekvenční 
diagram příkladu zpracování uživatelského požadavku je připojen k této práci jako příloha 3. 
Výhodou použití listeneru pro spouštění zpracování požadavku je to, že kód neovlivňuje funkčnost 
stávajícího kódu. 
Další důležitou úlohou třídy Dispatcher je zachytávání výjimek. Zprávy z výjimek jsou pak 
předávány do vrstvy view, kde mohou být zobrazeny. Všechny výjimky jsou také logovány. 
Pro controller objekty, tedy ty, které zpracovávají uživatelské požadavky, byly zavedeny 
následující konvence: 
• Jméno tříd je vždy ve tvaru nejakyRetezecController. 
• Všechny jména metod spouštěných uživatelskými akcemi jsou ve tvaru 
nejakyRetezecAction. Tyto metody musí mít přístupová práva typu public. 
• Všechny třídy jsou potomky třídy Abstract. 
Ve třídě SearchController bylo použito reflexe pro výběr vyhledávání. Pokud klikne 
uživatel na tlačítko Search, je pomocí dispatcheru spuštěna metoda dispatchAction ve třídě 
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SearchController. Dále je z view získán zvolený řetězec zvoleného typu vyhledávání ze třídy 
SearchMethods. Tento řetězec je zároveň jméno metody, která bude metodou dispatchAction 
spuštěna. Pokud by tedy v budoucnu byly rozšiřovány možnosti vyhledávání, stačí do konstruktoru 
třídy SearchMethods doplnit označení nového vyhledávání a jméno metody, a dále tuto metodu 
ve třídě SearchController implementovat. 
5.4.4 Knihovní metody 
Opakující-se části kódu byly z vrstvy controller odstraněny a byly z nich vytvořeny pomocné 
knihovny. Výrazné Pomocné metody volané především ze třídy controller. Tyto knihovny obsahují 
především tyto balíčky: 
trecvid.search.lib.http – balíček usnadňující odesílání požadavku a přijetí odpovědi 
pomocí HTTP protokolu. Výsledek dotazu je vracen jako instance třídy Response, která 
zajišťuje zpracování hlavičky a těla odpovědi. Obsahuje také některé pomocné metody, 
např. jestli odpověď proběhla v pořádku. 
trecvid.tools.searchEngine – balíček se třídami, které odpovídají různým internetovým 
vyhledávačům. Tyto třídy jsou potomky třídy SearchEngine a všechny musí implementovat 
abstraktní metodu getRelevantCount(terms : String[]) : int. Tato metoda zjišťuje, 
kolik relevantních výsledků pro daná klíčová slova vyhledávač nalezl. 
Chování vyhledávačů je možno také ovlivnit nastavením příznaku usePhrases -  pokud 
je nastaven na hodnotu true a některý z odesílaných termů obsahuje znak mezera, pak je tento 
term před odesláním uzavřen do uvozovek  
trecvid.search.search – balíček se třídami pro různé druhy vyhledávání. Byla vytvořena 
třída Hit, která reprezentuje výsledek vyhledávání. Prozatím je implementováno pouze 
vyhledávání na základě konceptů, tj. balíček trecvid.search.search.conceptBased.  
Algoritmus vyhledávání je stěžejní kapitola této práce, proto detailně popsán v kapitole 5.6. 
Tento balíček obsahuje podbalíček marking se třídami, které umožňují vyhledávání hodnotit. 
Oddělení logiky vyhledávání z vrstvy controller má výhodu v tom, že výstup z vyhledávání lze 
jednoduše přesměrovat z view do třídy, které vyhledávání vyhodnocují. Přidání hodnotících 
modulů pak nijak neovlivní ostatní kód aplikace. 
5.5 Rozhranní aplikace 
Velká část uživatelského rozhranní programu TRECVid search byla již navržena a vytvořena dříve. 
Rozhranní tvoří okno s několika záložkami sdružujícími funkce do logických celků. V rámci této 
práce byly do aplikace přidány dva další funkční bloky – možnost vyhledávání podle HLF konceptů, 
a dále samostatné okno pro hodnocení parametrů vyhledávání. Ty jsou rozebrány níže.  
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5.5.1 Vyhledávání 
Vyhledávání na základě HLF konceptů je aktivováno poté, co uživatel na záložce Search vybere 
volbu Concept based search. Poté po zadání dotazu a stisknutí tlačítka Search jsou nalezeny 
výsledky, které byly označeny za relevantní. Výsledky jsou seřazeny podle jejich relevance. 
Vyhledávání lze konfigurovat na záložce Concept Retrieval, kterou lze najít v pravém dolním 
rohu aplikace. Lze zde nastavit, jaké vyhledávače mají být využity, pomocí táhla Sensitivity lze 
nastavit, jakou minimální relevanci musí mít koncept, aby byl brán při vyhledávání v úvahu, lze také 
povolit či zakázat použití automaticky generovaného stoplistu. Pomocí tlačítka Performance measure 
lze spustit modul hodnocení, který je popsán níže. 
 
Obrázek 5-4 okno aplikace TRECVid search 
5.5.2 Hodnocení 
Modul hodnocení byl navržen tak, aby byl maximálně jednoduchý. Uživatel zde musí zvolit cestu 
k souborům pro vyhledávání, tj. souboru s testovacími dotazy a souboru s očekávanými výsledky 
hledání. Tyto soubory musí mít záznamy ve tvaru popsaném v kapitole 5.3.3. 
Po stisknutí tlačítka Start measure je spuštěn výpočet hodnocení algoritmu. Po jeho skončení 
jsou v tabulce ve spodní části okna zobrazeny výsledky pro jednotlivé testovací dotazy, v okně 
Results jsou pak uvedeny průměrné hodnoty těchto dotazů. Je vhodné podotknout, že hodnocení může 
trvat i několik minut. 
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Obrázek 5-5 –Okno hodnotícího modulu 
5.6 Algoritmus vyhledávání 
Algoritmus vyhledávání je hlavním bodem této práce. Při vývoji bylo vyzkoušeno několik různých 
postupů. Některé cesty se ukázaly jako neprůchozí, takové jsou popsány níže. Princip fungování 
algoritmu je popsán dále v této kapitole. V kapitole 6 jsou pak závěry z experimentů na vyhledávacím 
algoritmu a jeho hodnocení. 
Algoritmus se skládá z níže uvedených částí: 
• Filtrace termů stoplistem, 
• získání příslušnosti termů k jednotlivým konceptům, 
• výběr relevantních konceptů, 
• nalezení shotů, které obsahují dané shoty, 
• vyhodnocení relevance jednotlivých shotů, 
• ořezání množiny shotů. 
Některé z uvedených částí nemusí proběhnout vždy – to závisí na konkrétní konfiguraci, jakou 
uživatel nastaví. Níže jsou jednotlivé části popsány podrobně. 
5.6.1 Filtrace pomocí stoplistu 
Uživatelský dotaz je nejprve rozdělen na jednotlivé termy. Každý term je pak zkontrolován, jestli 
není obsažen v nějakém ze stoplistů. V případě, že ano, pak tento term není při vyhledávání brán 
v úvahu. Obecný stoplist je získáván jako soubor různých dostupných seznamů. Druhou, doménově 
specifickou část stoplistu tvoří automaticky generovaný seznam, a to ze zvukových stop videí v dané 
datové sadě. Z těchto stop jsou extrahovány slova, pro která je pak vypočítávána váha IDF. Slova, 
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která se často opakují v dokumentech, jsou pak považována za bezvýznamová a jsou zařazena do 
stoplistu. 
5.6.2 Získání příslušností ke konceptům 
V dalším kroku je stanovována příslušnost uživatelského dotazu k jednotlivým konceptům. Pro tento 
účel je využíváno internetových vyhledávačů. Internetové vyhledávače při vyhledání termu vrací 
množinu dokumentů a to včetně údaje o mohutnosti vrácené mohutnosti. Při vyhledání kombinace 
více termů vrací vyhledávače průnik množin pro jednotlivé termy. Z mohutnosti množiny 
jednotlivých termů a jejich průniku lze pak vypočítat podobnost množin. 
Pro výpočet podobnosti dvou termů byly vyzkoušeny dva způsoby. Prvním přístupem byl 
výpočet pomocí množin – mám-li množiny A, B, a |A|,|B| je jejich mohutnost, pak jejich podobnost 












=,  (5-12) 
Druhý přístup byl vytvořen v průběhu implementace. Vychází ze vztahu 5-12, odstraňuje ale 
některé jeho nedostatky – více viz kapitola 6.2. Ve vztahu 5-13 označuje výraz min(|A|,|B|) menší 
hodnotu z |A| a |B|. 






=  (5-13) 
V praxi pak vypadá výpočet příslušnosti dotazu ke konceptům tak, že pro uživatelský dotaz 
je zjištěna mohutnost množiny pro koncept, pro celý uživatelský dotaz a poté pro dotaz i koncept. 
Máme-li koncept classroom a dotaz a microscope, pak na internetový vyhledávač postupně odesílány 
požadavky na nalezení dotazy classroom, poté a microscope a nakonec classroom a microscope. 
Z počtu nalezených záznamů pro jednotlivé dotazy je určována podobnost množin. 
Tato část vyhledávání je z hlediska času jednoznačně nejnáročnější částí celého algoritmu. 
Důvodem je velké množství dotazů odesílaných pomocí protokolu HTTP na vzdálené servery. Kvůli 
zvýšení časové efektivity algoritmu byla implementována tato část pomocí vláken a výpočet probíhá 
pro všechny koncepty paralelně. Bylo také implementováno ukládání výsledků do paměti – pokud již 
jednou proběhl zjištění relevancí při stejné konfiguraci, pak se nový výpočet neprovádí. Pokud ale 
výsledek v paměti uložen není, zůstává tato část časově nejnáročnější částí algoritmu, která trvá 
i několik sekund. 
Při implementaci bylo experimentováno také s výpočtem příslušnosti dotazu ke konceptu podle 
příslušností jednotlivých termů v dotazu. Ukázalo se, že tento přístup dává podobné výsledky, pro 
delší dotazy ale trvá neúnosně dlouho – pro některé dotazy z testovací sady i několik minut. Proto 
bylo od tohoto přístupu upuštěno. 
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5.6.3 Výběr relevantních konceptů, nalezení shotů 
Poté, co byla stanovena příslušnost uživatelského dotazu k jednotlivým termům, zle vybírat relevantní 
koncepty. To je řešeno nejjednodušší možnou metodou – je definována hranice a koncepty, které mají 
podobnost k dotazu větší než tato hranice, jsou označeny za relevantní, ostatní jsou nerelevantní. 
Problémem je stanovení takové hranice – to bylo provedeno na základě výsledků experimentů 
popsaných v kapitole 6.3. Tato hranice lze měnit v konfiguraci vyhledávání, a to pomocí nastavení 
Sensitivity. 
Dalším krokem je nalezení všech shotů v databázi, které obsahují alespoň jeden relevantní 
koncept. Z důvodů časové efektivity je toto provedeno jedním příkazem SELECT, společně se shoty 
jsou nalezeny i jejich anotace. Z hlediska přístupu k databázi pomocí objektově-relačního mapování 
není tento přístup zcela korektní, získaná časová úspora je ale natolik veliká, že tento problém zcela 
vyvažuje. 
5.6.4 Vyhodnocení relevance jednotlivých shotů 
Posledním krokem vyhledávání je stanovení relevance jednotlivých shotů a jejich seřazení. Relevance 
shotu je stanovena na základě konceptů, které daný shot obsahuje, a jejich příslušnosti k danému 
uživatelskému dotazu. Je třeba si zde ale uvědomit, že shoty mohou obsahovat i koncepty, které 
nebyly v předchozím kroku vyhledávání označeny jako relevantní. 
Pro výpočet relevance shotu byly testovány níže prezentované metody. Ve uvedených vztazích 
vystupuje r(sj) jako relevance shotu sj pro daný uživatelský dotaz, n je počet konceptů, které shot 
obsahuje, wi je pak váha jednotlivých konceptů. 
1. Vážený průměr – relevance shotu je stanovena jako vážený průměr všech konceptů, které shot 
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3. Součet vah s přihlédnutím k relevanci shotu – myšlenkou této metody je, že čím více shot 
obsahuje konceptů k dotazu relevantních, tím vyšší bude i jeho výsledná relevance. 
Analogická úvaha platí pro ostatní koncepty, které výslednou relevanci snižují. Výpočet pak 
může probíhat s použitím vztahu 5-16. Jako konstanta c byly testovány hodnoty c = 0,2, 
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vycházející z faktu, že relevance je normovaná a nabývá hodnot v rozmezí <0,1>,  a dále 








)(  (5-16) 
4. Prostý součet vah – logika této metody odpovídá úvaze, že čím více konceptů shot obsahuje, 
tím lépe bude hodnocen. Výsledná relevance shotu pak bude odpovídat součtu všech vah 








)(  (5-17) 
Na základě provedených experimentů byl nakonec v algoritmu použit vztah 5-16, a to 
s použitím konstanty c=0,2, popis experimentů je popsán v kapitole 6.4. 
Byly provedeny pokusy také s finálním ořezáním výsledné množiny výsledků o nejméně 
relevantní shoty. Toto ořezání ale ve všech směrech zhoršovalo parametry implementovaného 
vyhledávání a nakonec bylo odstraněno. 
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6 Hodnocení algoritmů vyhledávání 
Tato kapitola se zabývá hodnocením algoritmu vyhledávání v HLF konceptech. Jsou v ní popsány 
některé závěry popisující algoritmus získané během implementace. Dále obsahuje změřené výsledky 
z experimentů a jejich hodnocení. Kapitola také obsahuje zhodnocení vhodnosti jednotlivých 
vyhledávačů a jejich nastavení využití v implementovaném algoritmu. 
6.1 Metodika testování 
Testování lze rozdělit na dvě oblasti – testování vlastností implementovaného algoritmu 
a ověření jeho použitelnosti na datové sadě TRECVid 2009, která obsahuje 24 testovacích dotazů 
a více než 6 tisíc shotů s anotacemi. Pro testování byl vytvořen hodnotící modul popsaný v kapitole 
5.5.2. Tento modul pracuje se souborem výsledků rozebíraným v kapitole 5.3.3. Datová sada navíc 
ale obsahuje i shoty, pro které nejsou zveřejněny referenční výsledky. Tyto shoty v implementovaném 
algoritmu hodnocení nejsou brány v úvahu, nezkreslují tak výsledné hodnoty. 
Testování probíhá tak, že jsou postupně vyhodnocovány parametry nalezených množin pro 
každý testovací dotaz. Pro hodnocení parametrů množin nalezených shotů byly požity metriky 
v následujícím seznamu. Z těchto metrik je pak určována průměrná hodnota pro celou testovací sadu: 
• Recall – udává, jaké množství z relevantních dokumentů bylo nalezeno. 
• Precision – udává, jaká část z nalezených dokumentů je opravdu relevantní. Pokud 
algoritmus nenalezl žádné dokumenty, pak tato hodnota není definována. Při výpočtu 
průměrné hodnoty pro celou testovací sadu pak vycházíme pouze z definovaných hodnot. 
Aby byl výsledný průměr skutečně relevantní, bylo přijato omezení, že musí existovat 
alespoň 5 definovaných hodnot, ze kterých bude výsledek počítán. 
• MAP – stejně jako Precision hodnotí jak velká část dokumentů je opravdu relevantní, bere 
v úvahu ale také řazení výsledků. Pro stejnou množinu nalezených dokumentů lze tedy 
získat různé hodnoty MAP. Pro tuto metriku platí stejné omezení jako pro Precision. 
Pro případ testování vlastností algoritmu vyhledávání byla množina testovacích dat redukována 
na shoty, které splňují obě níže uvedená pravidla: 
• Musí existovat šance, že bude shot nalezen – zde je množina testovacích dat ořezána 
o všechny shoty, které neobsahují žádný koncept. Pro tento účel postačí, když budou 
z množiny výsledků odstraněny výsledky pro shoty, které tomuto pravidlu neodpovídají, 
nebudou pak brány v úvahu – viz výše. 
• Musí být známá informace, zda-li je pro daný testovací dotaz shot relevantní či ne. 
Výsledkem testování vlastností algoritmu vyhledávání by měla být optimální konfigurace 
pro tento algoritmus. To je především odpověď na otázku, který vyhledávač je pro využití v algoritmu 
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nejvhodnější, a to jak z hlediska množiny výsledků, tak z hlediska času. Dále je cílem zjistit, jaký 
způsob ohodnocení shotů je nejvhodnější. Poslední testovanou otázkou je vliv použití automaticky 
generovaného stoplistu na množinu výsledků. Jednotlivé nastíněné oblasti jsou postupně rozebírány 
v dalších kapitolách. 
Ověření použitelnosti algoritmu pak probíhá na celé testovací datové sadě TRECVid 2009. 
Předmětem hodnocení jsou výsledné hodnoty pro nejlepší možnou konfiguraci algoritmu. 
6.2 Hodnocení vztahů pro podobnost termů 
Již během implementace se ukázala nevhodnost vztahu 5-12 pro výpočet podobnosti množin, resp. 
v určování podobnosti tak, jak ji chápe člověk. Například jako podobné či úzce související bychom 
označili množiny, kde je jedna množina podmnožinou druhé. 
Výpočet podobnosti dle vztahu 5-12 dává dobré výsledky pro množiny, které mají řádově 
podobnou mohutnost. Při použití internetových vyhledávačů se ale mohutnost nalezených množin 
může lišit i o několik řádů a to poté výrazně zkresluje výpočet. Situace je načrtnuta na obrázku 6-10. 
Množina A odpovídá dotazovanému termu, množina B odpovídá konceptu. V situaci 1 mají množiny 
A a B pouze jeden společný prvek, mají však řádově podobnou mohutnost. V situaci 2 je pak množina 
A téměř podmnožinou množiny B, mohutnost množiny B je ale o několik řádů větší. Je velmi 
pravděpodobné, že pro uživatele zajímá spíše koncept ze situace 2, dle vztahu 5-12 ale bude označen 
vůči konceptu ze situace 1 za nerelevantní. 
 
Obrázek 6-6 - příklad průniků různě mohutných množin 
Zvolíme-li jako mohutnost množiny B ve druhé situaci hodnotu 10 000 a vyčíslíme-li data 
z uvedeného příkladu, pak dostaneme pro obě nastíněné situace tyto výsledné hodnoty: 



































Při použití vztahu 5-12 tedy získáváme informaci, že množiny ze situace 1 jsou si výrazně 
podobnější. V praxi tato situace nastává například pro synonyma youngster - teen a např. relativně 
nesouvisející youngster - transistor. 
Použijeme-li vztah 5-13, redukujeme tím popsaný problém mohutnosti množin. Vyčíslíme-li 
opět situace z výše uvedeného příkladu, získáme níže uvedené výsledky. Je vidět, že podobnost 
množin pak daleko více odpovídá situaci tak, jak ji chápe člověk. 






















Vzhledem k výše uvedenému byl v algoritmu vyhledávání pro stanovení podobnosti termů 
použit vztah 5-13. 
6.3 Hodnocení vlastností vyhledávačů 
Před měřením je vhodné shrnout některá základní fakta o jednotlivých vyhledávačích. Díky tomu 
bude později možné odůvodnit některé výsledky. Poskytne nám to také širší úhel pohledu 
na vyhledávač jako celek, což potom umožní jeho komplexnější hodnocení. 
Google je komerční vyhledavač, který indexuje pomocí robotů všechny dokumenty dostupné 
v síti internet. Díky tomu jeho index obsahuje obrovské množství dokumentů. Množství nalezených 
dokumentů je ale značně ovlivněno komercí a módními trendy – pro výraz Obama vyhledá Google o 
řád větší množství dokumentů, než pro výraz Mozart. Pro použití při získávání podobnosti termů lze 
pak rozdělit vlastnosti takto: 
Výhody – obsahuje velké množství dokumentů. Díky tomu je schopen přiřazovat váhy téměř 
všem termům. Google je při odeslání velkého množství dotazů velmi stabilní, odpověď 
s chybovým kódem vrací jen výjimečně. 
Nevýhody – Google se snaží najít pro uživatelský dotaz vždy alespoň nějaké dokumenty. 
Pokud množiny dokumentů pro jednotlivé termy v dotazu mají prázdný průnik, pak je 
uživateli vráceno sjednocení těchto množin. Důsledkem toho pak algoritmus výpočtu 
podobnosti termů vrací nesmyslně vysoké výsledky. Tato situace si pak vyžádala vlastní 
programové ošetření, kdy je mohutnost průniku množin vypočítána z mohutností 
jednotlivých množin A, B a jejich sjednocení: 
BABABA ∪−+=∩   (6-18) 
Další nevýhodou vyhledávače Google dříve bylo, že při dotazu je počet relevantních 
dokumentů odhaduje, tento počet je pak při listování seznamem nalezených dokumentů 
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postupně upřesňován. Na jaře roku 2010 ale Google v algoritmech vyhledávání provedl 
znatelné úpravy a tuto chybu odstranil. 
Yahoo – stejně jako Google je komerčním vyhledávačem. Existuje ale pouze jediná jeho 
jazyková verze, a to v angličtině. Vzhledem k tomu, že používané testovací dotazy jsou také 
v angličtině, není tento fakt nijak omezující. Yahoo ale přináší výrazné omezení, a to v počtu 
možných dotazů za časovou jednotku, řádově se jedná asi o 500 dotazů za několik minut. Yahoo 
mimo klasického vyhledávání poskytuje také webovou službu pojmenovanou jako Yahoo! Web 
search20. Tato služba umožňuje vývojářům implementovat vyhledávání pomocí Yahoo ve svých 
vlastních aplikacích. Každá taková aplikace musí být registrována a musí mít přidělen identifikátor. 
Služba má ale jiné omezení – dle dokumentace21 je maximální počet dotazů pro jednu registrovanou 
aplikaci maximálně 5 tisíc dotazů denně. Pro opakované testování velkého množství dotazů ale toto 
množství není dostačující. Výhodou této služby je její rychlost. 
Wikipedia – je otevřenou internetovou encyklopedií. Do této encyklopedie sice může přispívat 
každý, příspěvky jsou ale recenzovány a nerelevantní či nesmyslné dokumenty jsou odstraňovány. 
Množina indexovaných dokumentů je proto menší, příspěvky ale mají výrazně vyšší hodnotu. To je 
největší výhodou tohoto vyhledávače. Při implementaci a testování algoritmu nebyly zaznamenány ze 
strany Wikipedie žádná omezení. 
Při měření vlastností algoritmu vyhledávání byly postupně testovány jednotlivé vyhledávače 
a pro různé nastavení citlivosti byly odečítány průměrné hodnoty Recall, Precision a MAP celé 
testovací sady. Experimentováním bylo zjištěno, že vyhledávače při opakování stejných dotazů 
v dostatečně krátké době vrací stejný počet výsledků. Vzhledem k tomu, že v jiných částech 
algoritmu diference výsledné množiny vzniknout nemůže, nemá smysl opakovat měření pro jeden 
vyhledávač a jednu konfiguraci vícekrát. Tabulky s jednotlivými výsledky jsou připojeny k této práci 
jako příloha 6. Z naměřených hodnot byl sestaven graf závislosti hodnoty MAP na hodnotě Recall – 
viz obrázek 6-11. Graf závislosti Precision na hodnotě Recall zde není uveden, jeho průběh je téměř 
identický jako první uvedený graf. 
Z grafu je vidět, že při využití encyklopedie Wikipedia vykazuje algoritmus vyhledávání 
výrazně vyšší charakteristiky průměrné hodnoty MAP, a to pro všechny hodnoty Recall. Pro nízké 
hodnoty Recall pak MAP dokonce vykazuje výrazný nárůst. To lze interpretovat tak, že pro malou 
množinu dotazů byla pomocí Wikipedie správně stanovena příslušnost některých konceptů k těmto 
dotazům. Pro ostatní dotazy, kterých je většina, pak algoritmus nenašel žádné výsledky, a do 
výsledného průměru se tedy nezapočítávají. Vzhledem k tomu, že je pro tento nárůst ovlivněn malou 
množinou testovacích dotazů, lze říci, že na jiné testovací sadě by tento nárůst nemusel nutně nastat. 




Při použití vyhledávačů Yahoo a Google má pro vysoké hodnoty Recall charakteristika 
vyhledávače podobný průběh, jako při použití encyklopedie Wikipedia, je ale výrazně nižší. 
Při využití Yahoo se při nižších hodnotách Recall začíná zvyšovat, což důvod je pravděpodobně 
stejný, jako u Wikipedie. Při využití vyhledávače Google při nízkých hodnotách Recall hodnota MAP 
klesá. To je pravděpodobně důsledkem popsaného jevu, kdy vyhledávač Google vrací v určitých 
situacích sjednocení množin příslušejících termům v dotazu, což způsobí nesprávné přiřazení vah 
konceptů k testovacímu dotazu. 

















Obrázek 6-7 - graf závislosti MAP na Recall pro jednotlivé vyhledávače 
Dalším kritériem pro hodnocení použitelnosti vyhledávačů je jejich rychlost. Pro jednotlivé 
vyhledávače byly odečítány celkové časy výpočtů pro celou testovací datovou sadu. Z nich pak byl 
vypočítávána průměrná doba odpovědi, a to včetně směrodatné odchylky. Získané časy jsou uvedeny 
v tabulce: 
Tabulka 1 - doby odpovědí pro jednotlivé vyhledávače 
Doba výpočtu t[s] 





 Google 421 605 583 431 468 502 + 77 11,3 + 3,2 
 Wikipedia 511 752 636 512 523 587 + 95 14,9 + 4,0 
 Yahoo 506 649 605 436 482 536 + 79 12,7 + 3,3 
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Z naměřených hodnot vyplývá, že nejrychlejší výpočet algoritmu nastává při použití 
vyhledávače Google, a to za čas t = 11,3+3,2s, nejhorší čas dostáváme při použití Wikipedie, a to 
t = 14,9+4,0s. Vzhledem k velkým směrodatným odchylkám lze ale konstatovat, že doba vykonání 
algoritmu je silně ovlivněna dalšími faktory, jako je např. aktuální zatížení sítě internet. 
Ze všech faktů uvedených v této kapitole lze pro využití k určování podobnosti slov 
jednoznačně doporučit encyklopedii Wikipedia. Při jejím použití má algoritmus vyhledávání 
z hlediska metrik Precision a MAP jednoznačně nejlepší výsledky. Další její výhodou oproti 
porovnávaným vyhledávačům je, že nemá žádná omezení v počtu odeslaných dotazů a vrací vždy 
konzistentní výsledky. Její použití sice nepatrně zhoršuje čas výpočtu celého algoritmu, uvedené 
výhody tento nedostatek ale plně kompenzují. 
6.4 Hodnocení metod výpočtu váhy 
V kapitole 5.6.4 bylo popsáno několik možných způsobů výpočtu relevance shotu podle termů, které 
shot obsahuje. Pro každou metodu byly postupně změřeny hodnoty MAP v závislosti na hodnotě 
Recall. Pro tyto měření byly využity pouze vyhledávače Google a Wikipedia, a to pouze s využitím 
stoplistu. 
Ze získaných hodnot MAP pak byly určeny charakteristiky metody. Pro každou hodnotu Recall 
a každý vyhledávač byla vypočítána průměrná hodnota MAP všech metod. Pro každou metodu pak 
bylo stanoveno, jestli jsou její výsledky nadprůměrné či podprůměrné. Všechny naměřené hodnoty 
jsou potom v tabulce v příloze 7. 
Z naměřených hodnot pak vycházejí jako nejlepší metody výpočtu pomocí součtu vah všech 
konceptů a metoda součtu vah s relevancí, a to s použitím konstanty c=0,2. Metoda součtu vah 
se ukázala jako výrazně nejlepší při požití vyhledávače Google, zatím co při použití vyhledávače 
Wikipedia se ukázala jako slabá. Metoda součtu vah s relevancí byla vyhodnocena jako nejlepší při 
použití encyklopedie Wikipedia. Přitom také dává nadprůměrné výsledky pro vyhledávač Google. 
Proto byla pro finální verzi algoritmu zvolena právě metoda součtu vah s relevancí. 
Je nutné zde ještě vysvětlit, proč byla jako konstanta při výpočtu vah použita právě hodnota 
c=0,2. Při úvahách vycházíme z faktu, že je relevance konceptů pro shoty normovaná, leží tedy 
v intervalu <0;1>. Při subjektivním odhadu leží hranice mezi relevantním a nerelevantním shotem 
v intervalu <0,1;0,3>. Pro hodnoty z uvedeného intervalu pak byly provedeny měření na datové sadě 
TRECVid. Měření pro všechny hodnoty v intervalu ale vycházely naměřené výsledky téměř 
identické. Proto byla nakonec zvolena střední hodnota uvedeného intervalu. 
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6.5 Hodnocení vlivu použití stoplistu 
Testovací sada TRECVid obsahuje dotazy jako např. „Find shots of a person talking on a telephone“. 
Dotazy v takovém tvaru obsahuje kromě klíčových slov velké množství slov nevýznamových. Cílem 
této kapitoly je zhodnotit, jaký vliv má na výsledek vyhledání shotů filtrování termů pomocí stoplistu, 
tj. když jsou vyhledávačům odesílána pouze klíčová slova. Pro toto hodnocení byly použity dříve 
získané hodnoty, ty jsou součástí této práce jako příloha 6. 


















Obrázek 6-8 - závislost hodnoty MAP na Recall a použití stoplistu 
 
Z uvedených hodnot vyplývá, že charakteristiky algoritmu vyhledávání jsou pro všechny 
vyhledávače téměř identické při použití stoplistu i bez něj. Pro encyklopedii Wikipedia je to vidět 
z grafu na obrázku 6-12. Pro ostatní vyhledávače lze sestrojit podobné grafy z naměřených hodnot, 
kvůli přehlednosti zde ale nejsou uvedeny.  
Pro dosažení stejných výsledků s využitím stoplistu i bez něj je ale nutné upravit v nastavení 
algoritmu hodnotu citlivosti. Toto chování lze zdůvodnit tím, že internetové vyhledávače na dotaz bez 
filtrace stoplistem vracejí jiné, většinou menší množství výsledků. Při tvorbě výsledné množiny ale 
nevýznamová slova nemají zcela zásadní a změna mohutnosti nalezené množiny není nijak 
dramatická. 
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6.6 Hodnocení použitelnosti algoritmu 
Závěrečným měřením bylo otestování implementovaného algoritmu na celou testovací datovou sadu. 
Vzhledem k tomu, že datová sada TRECVid byla v předchozích úlohách ořezána o shoty, které 
nemohou být nalezeny, nemůže jejich vrácení ovlivnit charakteristiku Precision ani MAP. Tato úloha 
se tedy omezuje na získání hodnoty Recall pro celou datovou sadu a porovnání s jinými 
vyhledávacími algoritmy. 
Měřením nad testovací datovou sadou bylo zjištěno, že hodnoty Recall dosahují maximální 
hodnoty Recall = 16,2% a to v případě, pokud není použita selekce konceptů podle jejich relevance. 
To odpovídá hodnotě Recall = 100% pro filtrovanou datovou sadu. Při využití vyhledávače v praxi je 
hodnota Recall vždy nižší než uvedených Recall = 16,2%. Průměrné hodnoty MAP se pohybují okolo 
MAP = 20%, tento údaj vychází z kapitoly 6.3. Při hodnocení algoritmu musíme vzít v úvahu, že 
testovací dotazy jsou formulované formou člověku srozumitelné věty, ne pouze klíčových slov. 
Dalším faktorem je, že množina HLF rysů je omezena na 20 konceptů, což značně omezuje možnosti 
vyhledávače.  
Vzhledem k uvedeným faktům lze označit vlastnosti vyhledávacího algoritmu za celkem dobré. 
Výsledná hodnota Recall ale silně závisí na použitých algoritmech extrakce HLF rysů z obrazových 
dat, které ale nejsou předmětem této práce. 
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7 Závěr 
Oblast vyhledávání informací se rychle rozvíjí. Neustále vzniká obrovské množství dat, které je třeba 
analyzovat, vyhodnotit, případně indexovat a tím umožnit jejich vyhledávání. A snad každý z nás 
denně používá nějakou službu využívající vyhledávání informací. V současné době existují algoritmy, 
které dokáží relativní efektivně plně automaticky indexovat a vyhledávat textová data. Problémem 
multimediálních dat je jejich obrovská pestrost a z toho vyplývající problémovost automatické 
identifikace jejich obsahu – to rozebírá kapitola 4.4. Automatická identifikace lze ale úspěšně 
využívat ve specializovaných oblastech, které omezují škálu sémantiky dokumentů, tedy například při 
rozpoznávání otisků prstů, identifikaci oblohy na fotografiích apod. 
Cílem této práce bylo zmapovat poznatky v oblasti vyhledávání informací, a to se zaměřením 
na multimediální dat a na jejich základě pak implementovat algoritmus pro vyhledávání v datové sadě 
TRECVid 2009. 
Poznatky v oblasti vyhledávání informací shrnují kapitoly dvě až čtyři, které tvoří teoretický 
úvod této práce. Druhá kapitola dává přehled o teorii a matematických modelech spojených 
s problematikou vyhledávání informací. Ve třetí je rozebráno vyhledávání multimediálních 
dokumentů a je zde navozeno několik otázek, které je aktuálně v oblasti vyhledávání informací 
řešeno. Čtvrtá kapitola se zaměřuje na vyhledávání v textových dokumentech a obrázcích. 
V následující práci byl program TRECVid search vyvíjený na Fakultě informačních 
technologií VUT v Brně rozšířen o algoritmus vyhledávání záběrů na základě extrahovaných 
vysokoúrovňových rysů – konceptů. Tento algoritmus využívá pro stanovování podobnosti termů 
internetové vyhledávače. Při implementaci byl upraven návrh architektury stávající aplikace, 
v nových částech byly využívány návrhové vzory pro objektově orientované programování. Celý 
návrh aplikace je detailně popsán v páté kapitole. K implementovanému kódu je také vytvořena 
dokumentace, která je součástí přiloženého CD. 
Závěrečná šestá kapitola se zabývá hodnocením vlastností implementovaného algoritmu. 
Vyplývá z ní, že nejvhodnějším internetovým vyhledávačem pro získávání podobností termů je 
Wikipedia. Ta vykazuje pro výsledné množiny dat hodnoty MAP okolo 20%, což je relativně dobrý 
výsledek. Byla také provedena sada testů za účelem zkoumání vlivu využití stoplistu a různých metod 
řazení výsledků. Podle získaných údajů byl poté ještě algoritmus vyhledávání upraven tak, aby byl 
z hlediska použitých metrik co nejlepší. 
Možným pokračováním této práce by mohlo být další ladění implementovaného algoritmu, a to 
s využitím jiných datových sad. To by mohlo vést ke zvýšení použitelnosti algoritmu pro obecné 
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Příloha 1 Slovníček pojmů a zkratek 
 
CBR Content based retrieval – vyhledávání na základě obsahu, týká se MM dat 
IDF Inverse document frequency, více viz kapitola 2.2.2 
HLF Vysokoúrovňový rys (High level feature), více viz kapitola 4.4 
IR Information retrieval – vyhledávání informací 
Java Multiplatformní objektový prorgamovací jazyk 
MAP Mean average Precision – míra pro hodnocení vyhledávaích algoritmů, více viz 
kapitola 2.4.1 
MPEG Motion Picture Experts Group – skupina standardů pro kódování audiovizuálních 
informací 
MVC Model – view – controller, aplikační návrhový vzor 
Postgre databázový systém šířený pod GNU licencí, též PostgreSQL 
Sémantika Nauka o významu slovních jednotek, vztahu k realitě, kterou vyjadřují 
Shot záběr ve videu, tj. úsek mezi dvěma střihy 
Term Jednoslovná nebo víceslovná fráze, např. „auto“ nebo „tatínkovo žluté auto“ 
Tezaurus Sémantický slovník 
TF Term frequency, více viz kapitola 2.2.2 
TREC Text Retrieval Conference – konference zaměřená na IR v rozsáhlých souborech dat, 
více viz kapitola 2.5.1 
XML Extended markup language, značkovací jazyk vytvořený konsorciem W3C 
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Příloha 2 Syntaxe standardu MPEG-7 
Dva příklady zápisu deskriptoru podle standardu MPEG-7 
 





  <Video id=“video_example”> 
  <MediaInformation>...</MediaInformation> 
    <TemporalDecomposition gap=“false” overlap=“false”> 
    <VideoSegment id=“VS1”> 
      <MediaTime> 
        <MediaTimePoint>T00:00:00</MediaTimePoint> 
     <MediaDuration>PT2M</MediaDuration> 
   </MediaTime> 
   <VisualDescriptor xsi:type=“GoFGoPColorType” 
aggregation=“average”> 
     <ScalableColor numOfCoef=“8” numOfBitplanesDicarded=“0”> 
       <Coeff>1 2 3 4 5 6 7 8</Coeff> 
     </ScalableColor> 
      </VisualDescriptor> 
    </VideoSegment> 
    </TemporalDecompostion> 






Zápis DDL pro manuální anotaci videozáznamu – převzato z [3]: 
<complexType name=”VideoDoc"> 
  <element name=“Title”/> 
  <element name=“Producer”/> 
  <element name=“Date”/> 
</complexType> 
<complexType name=”NewsDoc" base=”VideoDoc" derivedBy="extension"> 
  <element name=“Broadcaster” maxOccurs=“1”/> 
</complexType> 
<element name=”VideoCatalogue"> 
  <complexType> 
    <element name="CatalogueEntry" type=”VideoDoc"/> 
  </complexType> 
</element> 
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Příloha 3 Sekvenční diagram zpracování 
požadavku 
 




Obrázek 8-9 Příklad zpracování požadavku pomocí dispatcheru 
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Příloha 4 Diagram návrhových tříd 
Textový popis návrhu aplikace viz kapitola 5.4. 
 






Příloha 5 Konceptuální diagram tříd 
Více o návrhu vrstvy model viz kapitola 5.3.2. 
 




Příloha 6 Výsledky testů 
 
Výsledky měření Recall, Precision a MAP pro jednotlivé konfigurace vyhledávacího algoritmu. 
Metodika hodnocení a interpretace výsledků je popsána v kapitole 6. 
 
Google STOPLIST ANO  Google STOPLIST NE 
Citlivost Recall Precision Map  Citlivost Recall Precision Map 
0 100,0% 15,4% 15,2%  0 100,0% 15,4% 15,2% 
0,05 78,1% 15,2% 15,1%  0,05 73,9% 13,5% 14,3% 
0,1 66,2% 13,5% 13,8%  0,1 68,4% 13,9% 14,4% 
0,2 53,1% 13,7% 13,5%  0,2 54,9% 13,3% 13,6% 
0,3 46,1% 14,1% 13,3%  0,3 48,6% 13,6% 13,5% 
0,4 38,1% 13,4% 13,0%  0,4 42,8% 13,7% 13,6% 
0,5 24,9% 11,6% 11,5%  0,5 31,0% 13,1% 12,3% 
0,6 21,2% 11,8% 10,6%  0,6 20,0% 12,0% 10,0% 
0,7 17,0% 12,7% 11,3%  0,7 16,4% 11,7% 9,3% 
0,8 9,8% 9,2% 7,9%  0,8 10,9% 10,4% 9,9% 
0,9 7,2% 11,0% 9,2%  0,9 4,2% 15,3% 12,9% 
          
Wikipedia STOPLIST ANO  Wikipedia STOPLIST NE 
Citlivost Recall Precision Map  Citlivost Recall Precision Map 
0 100,0% 15,4% 19,2%  0 100,0% 15,4% 19,2% 
0,05 75,0% 17,8% 20,3%  0,05 77,4% 17,8% 20,4% 
0,1 60,6% 18,2% 20,2%  0,1 62,0% 18,0% 20,4% 
0,2 51,9% 21,1% 20,9%  0,2 51,3% 21,0% 21,2% 
0,3 36,3% 19,8% 19,9%  0,3 40,2% 19,4% 20,0% 
0,4 29,7% 18,5% 19,0%  0,4 30,3% 18,2% 19,2% 
0,5 24,6% 17,8% 18,5%  0,5 25,2% 17,7% 18,6% 
0,6 22,7% 20,5% 20,2%  0,6 21,8% 18,1% 18,5% 
0,7 19,1% 29,3% 28,9%  0,7 17,7% 21,6% 21,9% 
0,8 17,2% 42,4% 42,8%  0,8 17,2% 42,4% 42,8% 
0,9 17,2% 49,5% 49,5%  0,9 17,2% 42,4% 42,8% 
         
Yahoo   STOPLIST ANO  Yahoo   STOPLIST NE 
Citlivost Recall Precision Map  Citlivost Recall Precision Map 
0 100,0% 15,4% 16,3%  0 100,0% 15,0% 15,7% 
0,05 83,9% 14,0% 15,7%  0,05 74,8% 13,5% 15,2% 
0,1 56,8% 13,3% 15,2%  0,1 56,7% 13,1% 15,1% 
0,2 38,9% 13,9% 14,8%  0,2 32,3% 13,1% 14,1% 
0,3 33,5% 14,2% 14,9%  0,3 28,0% 14,8% 15,7% 
0,4 25,3% 14,0% 14,9%  0,4 23,8% 13,3% 13,4% 
0,5 19,9% 15,3% 16,2%  0,5 20,3% 16,7% 14,8% 
0,6 18,4% 15,3% 16,2%  0,6 19,5% 15,8% 14,9% 
0,7 11,3% 7,1% 10,1%  0,7 18,7% 17,2% 16,0% 
0,8 13,8% 19,7% 21,0%  0,8 16,1% 20,7% 20,6% 
0,9 7,7% 21,5% 21,1%  0,9 13,0% 32,4% 32,9% 
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Příloha 7 Výsledky testů pro metodu určení relevance shotu 
Tabulka výsledků pro experimenty s metodami stanovaní relevance shotu podle obsažených metod. Odchylka od průměru všech hodnot je získána jako 
odchylka od průměru výsledných hodnot MAP na daném řádku. Celkové hodnoty jsou potom součtem všech odchylek od průměrných hodnot MAP pro danou 
metodu. Více experimentech a jejich hodnocení viz kapitola 6.4. 
 
 


































Google 0 100,0% 16,6% 16,6% 16,7% 16,8% 16,8% -0,1% -0,1% 0,0% 0,1% 0,1% 
  0,05 71,7% 16,4% 16,4% 16,9% 16,6% 16,9% -0,2% -0,2% 0,3% 0,0% 0,3% 
  0,1 55,2% 14,8% 14,6% 15,4% 14,9% 15,0% -0,1% -0,3% 0,5% 0,0% 0,1% 
  0,2 40,9% 13,8% 13,5% 14,9% 13,9% 14,0% -0,2% -0,5% 0,9% -0,1% 0,0% 
  0,3 35,6% 13,7% 13,5% 14,9% 14,0% 14,0% -0,3% -0,5% 0,9% 0,0% 0,0% 
  0,5 19,3% 10,6% 10,3% 11,0% 10,8% 10,6% -0,1% -0,4% 0,3% 0,1% -0,1% 
  0,7 12,2% 7,5% 7,2% 8,7% 7,9% 7,4% -0,2% -0,5% 1,0% 0,2% -0,3% 
Wikipedia 0 79,0% 19,4% 19,4% 19,2% 19,5% 19,2% 0,1% 0,1% -0,1% 0,2% -0,1% 
  0,05 58,2% 19,9% 20,0% 19,6% 20,1% 19,5% 0,1% 0,2% -0,2% 0,3% -0,3% 
  0,1 46,8% 19,9% 19,9% 19,7% 19,8% 20,0% 0,0% 0,0% -0,2% -0,1% 0,1% 
  0,2 34,7% 17,6% 17,7% 18,3% 17,7% 17,7% -0,2% -0,1% 0,5% -0,1% -0,1% 
  0,3 24,7% 14,6% 14,7% 14,8% 14,7% 14,8% -0,1% 0,0% 0,1% 0,0% 0,1% 
  0,5 14,4% 10,3% 10,2% 9,5% 10,3% 10,3% 0,2% 0,1% -0,6% 0,2% 0,2% 
  0,7 13,0% 9,8% 9,8% 9,1% 9,9% 9,8% 0,1% 0,1% -0,6% 0,2% 0,1% 
     Celkem -1,2% -2,3% 2,6% 0,8% -0,1% 
     Celkem pro Google -1,3% -2,6% 3,8% 0,2% 0,0% 
     Celkem pro Wikipedii 0,2% 0,4% -1,1% 0,7% 0,0% 
