The matrix element of a bound electron interacting with the nucleus through exchange of a Z boson is studied for the gauge invariant case of 2s 1/2 − 2p 1/2 transitions in hydrogenic ions. The QED radiative correction to the matrix element, which is −α/2π in lowest order, is calculated to all orders in Zα using exact propagators. Previous calculations of the first-order binding correction are confirmed both analytically and by fitting the exact function at low Z. Consequences for the interpretation of parity nonconservation in cesium are discussed.
I. INTRODUCTION
The calculation of radiative corrections in atoms with low nuclear charge Z is facilitated by the fact that binding corrections, which enter as powers and logarithms of Zα, are relatively small, and can be treated in perturbation theory. For atoms with high nuclear charge the perturbation expansion converges more slowly, and for highly-charged ions the expansion is generally avoided, which is possible when numerical methods are used to represent the electron propagator. This approach, first introduced by Wichmann and Kroll [1] for the vacuum polarization and Brown and Mayers [2] for the self-energy, has been applied to the calculation of both energy levels, notably by Mohr and collaborators [3] , and more recently to matrix elements, specifically hyperfine splitting (hfs) and the Zeeman effect [4, 5] .
It is of interest to further extend this kind of radiative correction calculation to the parity nonconserving (PNC) process 6s 1/2 → 7s 1/2 in neutral cesium [6] . Corrections to this transition are of importance for the question of whether a breakdown of the standard model is present for cesium PNC. Specifically, if the radiative correction to the electron-Z vertex is taken to be its lowest-order value, −α/2π, then based on the the present status of other corrections to PNC which have included a number of significant shifts only recently considered that arise from the Breit interaction [7] and vacuum polarization [8] , a discrepancy with experiment of approximately 2σ would result. Given the presence of other indications of possible problems with electroweak tests of the standard model, specifically the NuTev result [9] and hadronic asymmetries in Z → bb [10] , a discrepancy in cesium PNC could be an indication of new physics.
However, it is known that binding corrections to the similar matrix element involved in hfs are very large for highly-charged ions. That this is so is not surprising, given the first two terms of the one-loop vertex correction to hfs [5] ,
where E F is the lowest-order hfs energy. Already at Z = 9 the leading binding correction leads to a change in sign of the hfs, and at Z = 55 the formula would predict −2.72
as compared to the low-order, uncorrected value of +0.5
α π E F . Of course, with Zα = 0.4, the above equation, even with known higher-order terms included, cannot replace an exact evaluation. As mentioned above, such evaluations have been carried out by a number of groups, and the complete answer turns out to be −3.02
It is possible to carry out a parallel analysis for radiative corrections to PNC. If we define the lowest-order PNC matrix element as Q 0 and the one-loop radiatively corrected matrix element as Q R , with
the first two terms of R(Zα) are
where the first term is part of the standard radiative correction for atomic PNC [11] and the leading binding correction was first calculated in Ref. [12] . For the case of cesium this formula changes the coefficient of α/π from -0.5 to -2.98, changing a negligible -0.12 percent to a significant -0.69 percent shift. This largely removes the 2σ discrepancy between theory and experiment.
There are a number of issues that must be addressed before accepting the -0.69 percent shift at face value. Firstly, just as with hfs, an approach that does not rely on expansion in Zα is required. Even though the first two terms in Eq. (1) for the vertex correction to hfs give an answer within 12 percent of the total answer, there is no reason we know of for this to be true in general. Secondly, it is not clear that it is correct to use Z = 55 in the above equation. When the cesium 6s Lamb shift, which is also governed by short distance effects, is studied with all-orders methods [13, 14] , a much smaller effective nuclear charge is seen, specifically about 14. Thirdly, an important difference between PNC and hfs is the role of gauge invariance. In the latter case the initial and final states are real physical states.
However, the Z boson vertex does not involve two physical states, instead involving either a 6s To address the last issue, we choose here to work with a gauge-invariant quantity, the matrix element of the weak Hamiltonian
between the 2s 1/2 and 2p 1/2 states of a hydrogenic ion, where ρ N ( r) describes the distribution of the weak nuclear charge, which is close to the neutron distribution. While a finite distribution will be used for ρ N ( r), the atomic 2s 1/2 and 2p 1/2 states will be chosen to be solutions of the Dirac equation with a point nucleus, so the energies of these two states are equal. This allows radiative corrections to PNC to be studied nonperturbatively to all orders in Zα in a manner parallel to that used for hfs [5, 15] , and in particular gives information about the Zα behavior of the function R(Zα) that will be useful when the cesium problem is addressed, as will be discussed in the conclusion.
The plan of the paper is the following. The lowest-order matrix element Q 0 is treated in Sec. II. In Sec. III we give a derivation of the radiative correction formulas, and in Sec. IV evaluate R(Zα) to first order in Zα, confirming the result of Ref. [12] . In Sec. V we rearrange the formulas in a way that allows for an exact numerical evaluation, and present the details of such a calculation for the range Z = 10 − 100. In the last section, it is shown that the numerical evaluation at low Z agrees with the perturbative expansion, and the higher-order binding corrections inferred. Prospects for extension of the calculation to the actual experiment, where a laser photon is present driving the 6s 1/2 − 7s 1/2 transition, are also discussed.
II. LOWEST-ORDER CALCULATION
The matrix element of the weak charge operator in lowest order is
where we shall from now on suppress the overall factor Q W G F / √ 8, use w to denote the 2p 1/2 state, and v the 2s 1/2 state. The nuclear distribution is chosen to be uniform, with a radius R 0 fixed so that the root-mean-square radius agrees with a fermi distribution with a thickness parameter 2.3 fm and a c parameter given in Table I . Because of the simplicity of the uniform distribution the matrix element can be evaluated analytically, and is
Here γ = 1 − (Zα) 2 , N 2 = 2(1 + γ), and a 0 is the Bohr radius. We note the singularity of this expression as R 0 → 0, which at small Z manifests itself as a logarithmic dependence on R 0 , as can be seen from the Taylor expansion in Zα of the above,
where x = ZR 0 /a 0 and γ E = 0.577 . . . is Euler's constant. Results of Q 0 are tabulated in Table I .
III. DERIVATION OF RADIATIVE CORRECTION
A principal advantage of treating the degenerate case, where the states involved in the matrix elements have the same energy, is the simplicity of the formalism. In the more general case, when the energies are different, the radiative correction to the weak interaction matrix element has to involve the laser field photon that drives the transition, otherwise one would not be dealing with a gauge-invariant amplitude. In the degenerate case we can restrict our attention to the gauge-invariant subset of diagrams shown in Fig. 1 , which involve the vertex ( Fig. 1b ) and wave function (Figs. 1a, 1c) corrections. While the treatment of these diagrams is straightforward for scattering processes, more care is required when bound states are involved. As mentioned in the introduction, the similar problem of radiative correction to hyperfine splitting has already been treated in the literature [4, 5] , but in the present case the initial and final states are different, and the formalism requires some modifications.
The bound state wave functions ψ v and ψ w are solutions of the Dirac equation in the field of a point nucleus. Therefore they can be interpreted as residues at poles of Dirac-Coulomb propagators as a function of energy E ≡ p 0 ,
When radiative corrections are involved, the Dirac-Coulomb propagator is corrected by the
The new position of the pole and corresponding residues are
where by S ′ F one denotes a reduced Coulomb-Dirac propagator, namely the propagator with the ψ-state excluded. With the help of the above equations, we now present the one-loop radiative corrections to Q 0 . They consist of the vertex correction Q V , the left and right wave function corrections Q SL + Q SR , which include as well the derivative terms, associated with the last term in Eq. (11) . In the Feynman gauge they are (ǫ ≡ E v = E w )
There is still an ambiguity in the above formulas, related to the fact that at least one of the states is unstable with respect to radiative decay. This means that, for example, derivative terms, which have the interpretation of bound state wave function renormalization, acquire a small imaginary part. We think that this imaginary term may have a small effect on the weak matrix element. Nevertheless, in our treatment we completely ignore this imaginary part for simplicity. To include it properly would require a more detailed treatment of the excitation and decay process. Before the numerical integration, we present in the next section the analytic calculation of the first two terms in the Zα expansion.
IV. Zα EXPANSION
In the Zα expansion one performs a simplification, similar to that used for the Lamb shift, which leads to an exact expression for the expansion terms. Specifically, the first two terms are given by the on-mass-shell scattering amplitude, which because it involves the weak charge of the nucleus, is dominated by the large momentum region, with characteristic momenta of the order of the electron mass, and to smaller extent of the order of the inverse of nuclear size. The small momentum region contributes at order O(Zα) 2 and will be included in the numerical treatment. We aim here to confirm the previously obtained result [12] shown in Eq. 3, which will be used later to test the numerical accuracy of the nonperturbative treatment. In this section we do not pull out a factor α/π from R(Zα).
The relative correction to order α is determined by considering the radiative correction to the γ µ γ 5 vertex,
where
and k = p 2 − p 1 . The most general form of Γ µ in momentum space is
The form factors F 1 (k 2 ) and F 2 (k 2 ) are calculated following the same steps as in the case of the electromagnetic vertex. Introducing Feynman parameters and taking into account the mass-shell condition, one obtains in the limit of zero momentum transfer
For a static nucleus, only F 1 (0) contributes to the relative correction to first order in α. The relative correction to the PNC amplitude is
which can be transformed into
where a µ = (a 0 , a) with a · p = 0 is the polarization four vector of the electron. We then recover the well-known [11] lowest-order correction
The leading binding correction can be derived from the forward scattering amplitude, which involves an additional Coulomb exchange. It consists of the 4 diagrams presented in
Figs. 2a -2d, which we evaluate using Yennie gauge. This gauge has the useful property that each diagram is infrared finite as the photon mass λ is taken to 0. The contribution from Fig. 2a to the ratio R(Zα) can be written as
For Figs. 2b and 2c, we have
Finally, for Fig. 2d , one has
where k = (0, k). Each contribution from Figs. 2a, 2b, 2c and 2d is written as
The calculations are considerably simplified if one determines only the imaginary part of the functions F i (k 2 ). These are analytic functions with a branch cut for k 2 > 0. The real part
is then obtained by means of Cauchy's theorem,
where k 2 < 0. Substituting this expression into Eq. (30) and integrating over k yields 
where θ is the step function with θ(x) = 0 for x < 0 and θ(x) = 1 for x > 0. The above expression can be analytically integrated. Hence we have
in agreement with Ref. [12] . We now turn to the numerical calculation.
V. NUMERICAL APPROACH
In order to make contact with the notation used in Ref. [5] , we note that the two terms Q SL and Q SR in Eqs. (13) and (14) are associated with what are called "side-left" (SL)
and "side-right" (SR) diagrams in that work, which notation we will follow in this section.
In addition, the SL and SR diagrams have contributions called "derivative terms". We will refer in this section to the Gell-Mann Low formalism used in Ref. [5] in a rederivation of Eqs.
(13) and (14): the adiabatic damping factor ǫ used in that formalism can be distinguished from the factor used in dimensional regularization, n = 4 − ǫ, by context. In the numerical evaluation, each diagram breaks into several pieces, which we define as
We now treat the vertex and side diagrams in turn.
A. Vertex diagram
The vertex diagram Q V , shown in Fig. 1b , was given in Eq. (12) . The ultraviolet divergent part of the diagram can be isolated by replacing S F with S 0 , where S 0 is a free propagator. If this replacement is made, we get the contribution Q V 1 which is most conveniently evaluated in momentum space
After Feynman parameterization the d n k integration can be carried out with the result
Here
and the Fourier transform of the weak Hamiltonian in the case of a uniform charge distribution is
The first two terms in the right-hand-side of Eq. (37) are divergent and will be held for later cancellation with the "derivative terms" from the SL and SR calculation. The remaining finite parts of Q V 1 are tabulated in the second column of Table II .
The difference of Q V and Q V 1 is ultraviolet finite, and is evaluated in coordinate space.
The k 0 integral is treated by carrying out a Wick rotation, k 0 → iω, which leads to
A singularity associated with the parts of the bound propagators which include w or v is regularized by evaluating the expression with ǫ w,v → ǫ w,v (1 − ∆) in the electron propagators.
The result behaves as ln∆. While it is possible to explicitly cancel this dependence with similar terms from the side diagrams, we choose here to simply work with a specific, small value of ∆ = 10 −5 . We note that different choices of ∆ will lead to slightly different results for Q V 2 , but when combined with the side diagrams discussed below, the sums are essentially the same as long as the values of ∆ are reasonably small. Results for Q V 2 with ∆ = 10
are given in the third column of Table II .
The Wick rotation mentioned above passes bound state poles which must be accounted for. They are treated by rewriting Q V by treating the propagators as a spectral representation, carrying out the d 3 k integration analytically, and defining
which allows us to write
The choice we have made in regularizing leads to only the ground state 1s 1/2 , denoted as a, being encircled when k 0 → iω, so
The sum over a ranges only over the two magnetic quantum numbers of the state. This contribution is tabulated in the fourth column of Table II . The part of the summation in which the denominator would vanish corresponds to a double pole, but does not contribute because Q aa vanishes. However, it should be noted that double poles will in general contribute, and in fact would be present in the present calculation were we to use a negative value of ∆ which would introduce additional pole terms from the 2s 1/2 and 2p 1/2 states.
B. Side diagrams
It is convenient for the discussion of the side diagrams to introduce the matrix element of the self-energy operator between two arbitrary states m and n,
A self-mass counterterm is understood to be included in the above. The self-energy of a valence state is then Σ vv (ǫ v ), and can be evaluated as described in Ref. [16] .
Using a spectral decomposition of the intermediate propagator, the S-matrix for SL is
and for SR
with
Here λ is a factor associated with the Gell-Mann-Low formalism [17] that is to be differentiated and set to unity: in addition, a factor iǫ/2 must be multiplied into the S-matrix to obtain the off-diagonal energy. If the restriction is made that m = w, v, it is straightforward to show that two "perturbed orbital" (PO) contributions to the matrix element result which are given by
and
This is equivalent to the forms given for Q SL and Q SR in Eqs. (13) and (14) . We note that it is not necessary to explicitly make the restrictions m = w in Q SL1 and m = v in Q SR1
because Q ww = Q vv = 0. The PO terminology arises from the fact that the m summation can be carried out before evaluating the self-energy, and one then needs only to do a selfenergy calculation with one of the external wavefunctions replaced with a perturbed orbital.
The PO terms are tabulated in the fifth and ninth columns of Table II. The cases m = v and m = w are more subtle, as they contribute terms of order 1/ǫ to the off-diagonal energy. This divergence cancels, but a finite contribution coming from Taylor expanding Σ(E) remains, and contributes
These correspond to the derivative term mentioned in the preceding section. The analysis of this term parallels closely the treatment of the vertex: first the bound propagators are replaced with free propagators, which gives
Feynman parameterizing and carrying out the d n k integration gives
The first two terms in the right-hand-side of the above equations for Q SL2 and Q SR2 are divergent but cancel with the corresponding terms of Q V 1 in Eq. (37). The remaining, finite terms are presented in the sixth and tenth columns of Table II .
The difference of the side diagrams evaluated with bound propagators and free propagators is again ultraviolet finite, and after Wick rotation one has
The same regularization of the valence energy, ǫ v → ǫ v (1 − ∆) used in the vertex is required, and again we simply use ∆ = 10 −5 and present the results in the seventh and eleventh columns of Table II .
Finally, the Wick rotation passes a double pole when m = a, with a being the 1s 1/2 ground state, leading to the derivative terms
which are tabulated in the eighth and twelfth column of Table II . This completes the calculation and the sums of vertex and side diagram contributions give the values of the exact evaluation of the function R(Zα) which are tabulated in the last column of Table II .
VI. DISCUSSION
A number of numerical issues arise in the calculation that we note here. In some parts the use of a uniform distribution, with its step function behavior, caused loss of accuracy. In those cases a fermi distribution was used: while this leads to small changes in Q 0 , the effect on R(Zα) is negligible. More serious is the difficulty of controlling numerical instabilities at low Z, which led to our choosing the lowest Z to be 10. A graph of the numerical value of R(Zα), along with results from the two leading terms given in Eq. 3, is shown in Fig. 3 .
The accuracy of the calculation at low Z is sufficient to allow a fit that determines
which is in agreement with the numerical value of Eq. (3)
This agreement provides a check on the rather complex numerical calculation. The advantage of the numerical approach is of course the fact that it does not assume Zα to be a small parameter, and thus can be used for high Z. In the particularly interesting case of Z = 55, we see that the perturbative formula happens to be -2.983, as compared with the exact result -4.007.
However, at this point we make no claims about the applicability of the present calculation to the case of PNC transitions in neutral cesium. The actual process studied in the experiment that measures PNC [6] involves a double perturbation, where not only the weak
Hamiltonian but also an external laser photon field act to either first transform the 6s 1/2 electron into a state with the opposite parity, followed by an allowed dipole transition to a 7s 1/2 electron, or vice-versa. To extend our calculation to the actual experiment requires the following steps.
The first step is replacing the Coulomb wave functions used here with realistic wave functions for neutral cesium. The technology to carry out radiative corrections in neutral atoms has only recently been put into place. It is now possible, using a local potential that incorporates screening, to carry out accurate self-energy [13, 14] and radiative correction to hfs [15] calculations. The second step is to incorporate the laser photon. This is a more complicated task, since the set of diagrams shown in Fig. 4 must be evaluated. We note that while Fig. 4a corresponds to the vertex correction considered here, Fig. 4c corresponds to a radiative correction to the electromagnetic vertex, and Fig. 4e to a new radiative correction specific to the experiment. We expect that the new contributions will affect R(Zα) in order (Zα) 2 , but until they are explicitly evaluated, their importance for cesium PNC is unknown.
The principal results of this paper are then as follows. Firstly, an independent scattering calculation of the leading binding correction in the function R(Zα) has been presented, which confirms the calculation of Ref. [12] . Secondly, it has been shown that numerical methods that allow the evaluation of R(Zα) to all orders in Zα for the case of gaugeinvariant 2s 1/2 − 2p 1/2 transitions in hydrogenlike ions can be applied. The behavior of the function shows that large binding corrections are present. If these corrections behave the same in the realistic cesium case, and the extra corrections of order (Zα) 2 mentioned above are small, the apparent 2σ discrepancy noted in Ref. [8] is reduced, but before a complete calculation is completed the theoretical status of PNC in cesium should be regarded as unresolved. 
