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In this paper we have suggested an improved class of ratio type estimators in estimating 
the finite population mean when information on minimum and maximum values of the 
auxiliary variable is known. The properties of the suggested class of estimators in terms of 
bias and mean square error are obtained up to first order of approximation. Two data sets 
are used for efficiency comparisons. 
 
Keywords: Minimum and maximum values, stratified random sampling, mean 
squared error, efficiency 
 
Introduction 
In survey sampling, auxiliary information is frequently used in various forms to 
increase the precision of estimators by taking advantage of the correlation between 
the study and auxiliary variables. In the proposed class of estimators, the minimum 
and maximum values of the auxiliary variable are used.  Mohanty and Sahoo (1995), 
Khan and Shabbir (2013), Khan (2015), Walia, Kaur, and Sharma (2015), and 
Cekim and Cingi (2016) proposed some estimators for the estimation of finite 
population mean under minimum and maximum values using known information 
of the auxiliary variable. 
Consider a finite population U = (U1, U2, U3,…, UN) of size N which is 
divided into L strata, each of size Nh (h = 1, 2,…, L), such that 
1
L
hh
N N
=
= . Let 
Yhi and Xhi be the values of the study variable and the auxiliary variable, respectively, 
in the hth stratum of the ith unit, i = 1, 2,…, Nh. We select a sample of size nh from 
the hth stratum by using simple random sampling without replacement. Let 
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1 1
1 1
and
h hN N
h hi h hi
i ih h
Y Y X X
N N= =
= =    
 
be the population means of the study variable Y and the auxiliary variable X in the 
hth stratum corresponding to the population means 
 
 
1 1
1 1
and
L L
h h h h
h hh h
Y W Y X W X
N N= =
= =    
 
respectively, where Wh = Nh/N is the known stratum weight. Let 
 
 
( ) ( )
2 2
2 21 1and
1 1
h hN N
hi h hi hi i
yh xh
h h
Y Y X X
S S
N N
= =
− −
= =
− −
 
  
 
be the population variances in the hth stratum. Let Cyh = Syh/Y̅h and Cxh = Sxh/X̅h be 
the population coefficients of variations in the hth stratum. Let Cyxh = ρyxhCyhCxh be 
the population co-variance between the study variable (Y) and the auxiliary variable 
(X) in the hth stratum. Let 
 
 
1 1
1 1
and
h hn n
h hi h hi
i ih h
y Y x X
n n= =
= =    
 
be the sample means of the study variable (Y) and the auxiliary variable (X) in the 
hth stratum. The usual unbiased estimator for the population mean Y̅ is given by 
 
 st
1
L
h h
h
y W y
=
=   (1) 
 
The variance of y̅st is given by 
 
 ( ) 2 2 2st
1
V
L
h h h yh
h
y W Y C
=
=   (2) 
 
where 
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1 1
h
h hn N

 
= − 
 
  
 
The usual ratio estimator for Y̅ in stratified random sampling is given by 
 
 Rs
1
L
h
h h
h h
X
y W y
x=
 
=  
 
   (3) 
 
The bias and mean square error of y̅Rs in stratified random sampling are given by 
 
 ( ) ( )2Rs
1
Bias
L
h h h xh ysh
h
y W Y C C
=
 −   (4) 
 
and 
 
 ( ) ( )2 2 2 2Rs
1
MSE 2
L
h h h yh xh ysh
h
y W Y C C C
=
 + −   (5) 
 
The separate linear regression estimator y̅lrs of the population mean Y̅ is given by 
 
 ( )lrs
1
ˆ
L
h h yxh h h
h
y W y X x
=
 = + −
    (6) 
 
where 
 
 
2
ˆ yxh
yxh
xh
s
s
 =   
 
is the sample regression coefficient whose population regression coefficient is βyxh. 
Expressions for bias and mean square error of y̅lrs are given by 
 
 ( ) 12lrs 03
1
Bias
L
h
h h yxh h xh h
h yxh
y W X C

  
=
 
 − 
  
   (7) 
 
and 
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 ( ) ( )2 2 2 2lrs
1
MSE 1
L
h h h yh yxh
h
y W Y C 
=
 −   (8) 
 
where 
 
 
2 2
02 20
rsh
rsh r s
h h


 
=   
 
with 
 
 
( ) ( )
2
1 for 1,2,3, ,
1
h
rN
hi h hi hi
rsh
h
Y Y X X
h L
N
 =
− −
= =
−

  
 
Mohanty and Sahoo (1995) proposed two estimators by using known information 
of minimum and maximum values of the auxiliary variable. The transformations 
are given by 
 
 m
M m
hi h
h
h h
X X
v
X X
+
=
+
  (9) 
 
and 
 
 M
M m
hi h
h
h h
X x
z
X X
+
=
+
  (10) 
 
where Xmh and XMh are the minimum and maximum values of the auxiliary variable 
in the hth stratum. 
In stratified sampling, the ratio estimators are given by 
 
 1s
1
L
h
h h h
h h
V
y W y
v=
 
=  
 
   (11) 
 
and 
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 2s
1
L
h
h h h
h h
Z
y W y
z=
 
=  
 
   (12) 
 
Expressions for biases and mean squared errors of these estimators are given by 
 
 ( ) ( )2 21s 1 1
1
Bias
L
h h h h h xh h yxh
h
y W Y t C t C
=
 −   (13) 
 
 ( ) ( )2 22s 2 2
1
Bias
L
h h h h h xh h yxh
h
y W Y t C t C
=
 −   (14) 
 
and 
 
 ( ) ( )2 2 2 2 21s 1 1
1
MSE 2
L
h h h h yh h yxh h xh
h
y W Y C t C t C
=
 − +   (15) 
 
 ( ) ( )2 2 2 2 22s 2 2
1
MSE 2
L
h h h h yh h yxh h xh
h
y W Y C t C t C
=
 − +   (16) 
 
where 
 
 1 2
m M
andh hh h
h h h h
X X
t t
X X X X
= =
+ +
  
 
Walia et al. (2015) proposed some estimators by using known information on 
minimum and maximum values of the auxiliary variable. The transformation is 
given by 
 
 M1
m
h
h hi
h
X
z X
X
= +   (17) 
 
Walia et al. (2015) defined two estimators: 
 
 1m1s
1 1
L
h
h h
h h
Z
y W y
z=
 
=  
 
   (18) 
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and 
 
 1 1m2s
1 1 1
L
h z h
h h
h h z h
Z C
y W y
z C=
 +
=  
+ 
   (19) 
 
where 
 
 1
1
M1
m
z h xh
z h
hh
h
h
S S
C
XZ
X
X
= =
+
  
 
Expressions for biases and mean square errors of these estimators, up to first order 
approximation, are given by 
 
 ( ) ( )2 2m1s 1 1
1
Bias
L
h h h h xh h yxh
h
y W Y C C C 
=
 −   (20) 
 
 ( ) ( )2 2m2s 2 2
1
Bias
L
h h h h xh h yxh
h
y W Y C C C 
=
 −   (21) 
 
and 
 
 ( ) ( )2 2 2 2 21 1 1
1
MSE 2
L
m s h h h yh h yxh h xh
h
y W Y C C C C 
=
 − +   (22) 
 
 ( ) ( )2 2 2 2 22 2 2
1
MSE 2
L
m s h h h yh h yxh h xh
h
y W Y C C C C 
=
 − +   (23) 
 
where 
 
 
M
m
1 2 2
M
M
m
m
and
h
h h
hh
h h
h
hh
h xh
h
h
X
X X
XX
C C
X XX X SX X
 
+ 
 = =
 + + + 
 
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Proposed Estimator 
Motivated by Koyuncu (2012), an improved class of estimators is proposed for 
estimating the finite population mean using known information on minimum and 
maximum values of the auxiliary variable under stratified random sampling. The 
proposed estimator is given by 
 
 
( )
( )
1 2
DS 1 2
1
exp
2
L
h hh h
h h h h
h h h h h h
X xX X
y W k y k
x x X x j
 
=
   −   
 = +     
+ +         
   (24) 
 
where kih, i = 1, 2, are unknown constants whose values are to be determined such 
that the bias and mean square error are minimum, jh = XMh – Xmh, and α1, α2 are 
scalar quantities which contain the values (0, –1, 1). From (24), we obtain the 
different classes of estimators which are given in Table 1. 
 
 
Table 1. Some classes of estimators in stratified random sampling 
 
Subsets of y̅DS α1 α2 
  
  
  
DS1 1 2
=1
= +
L
h
h h h h h
h
h
x
y W k y k L
X
 0 –1 
   
  
   
DS2 1 2
=1
= +
L
h
h h h h h
h
h
x
y W k y k L
X
 –1 0 
  
  
  
DS3 1 2
=1
= +
L
h
h h h h h
h
h
X
y W k y k L
x
 0 1 
   
  
   
DS4 1 2
=1
= +
L
h
h h h h h
h
h
X
y W k y k L
x
 1 0 
    
    
    
DS5 1 2
=1
= +
L
h h
h h h h h
h
h h
X x
y W k y k L
x X
 1 –1 
    
    
    
DS6 1 2
=1
= +
L
h h
h h h h h
h
h h
x X
y W k y k L
X x
 –1 1 
    
    
    
DS7 1 2
=1
= +
L
h h
h h h h h
h
h h
X X
y W k y k L
x x
 1 1 
    
    
    
DS8 1 2
=1
= +
L
h h
h h h h h
h
h h
x x
y W k y k L
X X
  –1 –1 
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where 
 
 
( )
( )
exp
2
h h
h
h h h
X x
L
X x j
 −
=  
+ +  
  
 
To obtain the properties of the proposed estimator, we define the following error 
terms: Let 
 
 0 1and
h h h h
h h
h h
y Y x X
e e
Y X
   − −
= =   
   
  
 
such that E(eih) = 0 for i = 0, 1, ( )2 20E h h yhe C= , ( )2 21E h h xhe C= , and 
( )0 1E h h h yxhe e C= . 
Rewriting (24) in terms of errors, we have 
 
 ( )( ) ( )1 2
1
1 1 1
DS 1 0 1 2 1 1
1
1 1 1 exp 1
2 2
L
h h h
h h h h h h h h
h
g e g
y W k Y e e k e e
 
−
− −
=
 −   = + + + + +       
   
 
where 
 
 1
M m
h
h
h h h
X
g
X X X
=
+ −
  
 
Up to first order of approximation, 
 
 
( )
( )
1
DS 1 0 1 1
1
2
1 22 1 1 1 1
1 0 1 1
2
2 221 2 1 1
2 1 2 1
1
2
13
2 8 2 2
13
1
2 2 8 2
L
h
h h h h h h
h
h h h
h h h
h h h
h h h
g
y Y W Y k Y e e
g g g
e e e
g g g
k e e

 

 

=
   
−  − + + − +  
 
+   
+ + + − +    
   
 +   
+ − + + + +   
    

  (25) 
 
Using (25), the bias of y̅DS, up to first order of approximation, is given by 
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 ( ) ( )DS 1 2
1
Bias
L
h h h h h h h
h
y W Y k Y D k G
=
 − + +   (26) 
 
where 
 
 
 
( )2 1 12 1 1 1 1
1
13
1
2 8 2 2
h h h
h h xh h yxh
g g g
D C C
 
  
 +   
= + + + − +    
    
  
 
and 
 
 
( )2 2 22 2 1 1 131
2 8 2
h h
h h xh
g g
G C
 

 + 
= + + +  
   
  
 
By squaring and taking expectations on both sides of (25), obtain the mean square 
error up to first order of approximation, which is given by 
 
 
( ) (
)
2 2 2 2 2 2
DS 1 2 1
1
2 1 2
MSE 2
2 2
L
h h h h h h h h h h
h
h h h h h h h
y W Y Y k A k B Y k D
Y k G Y k k F
=
 + + −
− +

  (27) 
 
where 
 
 
( )
2 2
2 2 1 1
1 1 1 1 1
1
1
3
1 1
2 4
4
2
h h
h h yh xh h
h
yxh
g g
A C C g
g
C a
    
       
= + + + + + + +    
      
 
− +  
 
  
 
 ( )
2 2
2 1 1
2 2 1 2 2
3
1 1
2 4
h h
h h xh h
g g
B C g    
     
= + + + + + +    
      
  
 
and 
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( )
( )
( )
2
1 12 1 1 1 1 1
1 2
2
2 22 1 1
1 2 1
13
1
2 8 2 2 2
13
2 8 2
h h h h
h h xh
h h
yxh h
g g g g
F C
g g
C g
 
  
 
 
   +     
= + + + + + +      
     
+  
+ + + − + +   
   
  
 
The optimum values of k1h and k2h obtained by minimizing (27) are, respectively, 
given by 
 
 ( ) ( )
( )
1 opt 2 opt2 2
and
h h h h hh h h h
h h
h h h h h h
Y A G D FB D F G
k k
A B F A B F
−−
= =
− −
  
 
Substituting the optimum values of k1h and k2h into (26) and (27) yields the 
minimum bias and MSE of y̅DS, given by 
 
 ( )
( )2 2
DS 2min
1
2
Bias 1
L
h h h h h h h
h h
h h h h
A G B D D F G
y W Y
A B F=
 + −
  − −
−  
   (28) 
 
and 
 
 ( )
( )2 2
2 2
DS 2min
1
2
MSE 1
L
h h h h h h h
h h
h h h h
A G B D D F G
y W Y
A B F=
 + −
  −
−  
   (29) 
Comparison of Estimators 
Now, compare the proposed class of estimators y̅DS with existing estimators y̅st, y̅Rs, 
y̅lrs, y̅h1s, y̅h2s, y̅m1s, and y̅m2s. 
 
Condition (i) By (2) and (29), V(y̅st) > MSE(y̅DS)min if 
 
 
( )2 2
2 2 2
2
1
2
1 0
L
h h h h h h h
h h h yh
h h h h
B D A G D F G
W Y C
A B F

=
 + −
 − + 
−  
   
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Condition (ii) By (5) and (29), MSE(y̅Rs) > MSE(y̅DS)min if 
 ( )
( )2 2
2 2 2 2
2
1
2
2 1 0
L
h h h h h h h
h h h yh xh yxh
h h h h
B D A G D F G
W Y C C C
A B F

=
 + −
 + − − + 
−  
   
 
Condition (iii) By (8) and (29), MSE(y̅lrs)min > MSE(y̅DS)min if 
 
 ( )
( )2 2
2 2 2 2
2
1
2
1 1 0
L
h h h h h h h
h h h yh yxh
h h h h
B D A G D F G
W Y C
A B F
 
=
 + −
 − − + 
−  
   
 
Condition (iv) By (15) and (29), MSE(y̅h1s) > MSE(y̅DS)min if 
 
 ( )
( )2 2
2 2 2 2 2
1 1 2
1
2
2 1 0
L
h h h h h h h
h h h yh h xh h yxh
h h h h
B D A G D F G
W Y C t C t C
A B F

=
 + −
 + − − + 
−  
   
 
Condition (v) By (16) and (29), MSE(y̅h2s) > MSE(y̅DS)min if 
 
 ( )
( )2 2
2 2 2 2 2
2 2 2
1
2
2 1 0
L
h h h h h h h
h h h yh h xh h yxh
h h h h
B D A G D F G
W Y C t C t C
A B F

=
 + −
 + − − + 
−  
   
 
Condition (vi) By (22) and (29), MSE(y̅m1s) > MSE(y̅DS)min if 
 
 ( )
( )2 2
2 2 2 2 2
1 1 2
1
2
2 1 0
L
h h h h h h h
h h h yh h xh h yxh
h h h h
B D A G D F G
W Y C C C C C
A B F

=
 + −
 + − − + 
−  
   
 
Condition (vii) By (23) and (29), MSE(y̅m2s) > MSE(y̅DS)min if 
 
 ( )
( )2 2
2 2 2 2 2
2 2 2
1
2
2 1 0
L
h h h h h h h
h h h yh h xh h yxh
h h h h
B D A G D F G
W Y C C C C C
A B F

=
 + −
 + − − + 
−  
   
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Numerical Examples 
Two data sets are used to obtain the percent relative efficiency (PRE) of the 
different estimators: 
Data Set 1. (Bureau of Statistics, 2013, p. 226) 
 
Y: Employment level in 2012 by divisions. 
X: Number of registered factories in 2012 by divisions. 
 
The data are divided into two groups: 
 
Group 1: Gujranwala, Lahore, Rawalpindi, and Sargodha divisions. 
Group 2: Bahawalpur, D.G Khan, Faisalabad, Multan, and Sahiwal divisions. 
 
The summary statistics are given below: 
 
N1 = 18, N2 = 18, n1 = 8, n2 = 8, Y̅1 = 85572.11, Y̅2 = 19293.61, X̅1 = 414.5556, 
X̅2 = 257, XM1 = 2055, XM2 = 1674, Xm1 = 24, Xm2 = 52, Sy1 = 248216, 
Sy2 = 37979.33, Sx1 = 521.6751, Sx2 = 365.6955, ρyx1 = 0.3473, ρyx2 = 0.9796, 
Cx1 = 1.2584, Cx2 = 1.423, Cy1 = 2.9007, Cy2 = 1.9685 
 
Data Set 2. (Bureau of Statistics, 2013, p. 135) 
 
Y: Total number of students enrolled in 2012 by divisions. 
X: Total number of government primary and secondary schools for boys and 
girls in 2012 by divisions. 
 
The data are divided into two groups: 
 
Group 1: Gujranwala, Lahore, Rawalpindi, and Sargodha divisions. 
Group 2: Bahawalpur, D.G Khan, Faisalabad, Multan, and Sahiwal divisions. 
 
The summary statistics are given below: 
 
N1 = 18, N2 = 18, n1 = 8, n2 = 8, Y̅1 = 162979.3, Y̅2 = 134458, X̅1 = 962.0556, 
X̅2 = 1146.722, Sy1 = 255887.7, Sy2 = 50235.82, Sx1 = 307.9531, 
Sx2 = 469.9311, XM1 = 1530, XM2 = 2370, Xm1 = 388, Xm2 = 582, ρyx1 = 0.1447, 
ρyx2 = 0.787, Cx1 = 0.3202, Cx2 = 0.4098, Cy1 = 1.5701, Cy2 = 0.3736 
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Table 2. Percent relative efficiency of different estimators with respect to y̅st 
 
Estimator Data set 1 Data set 2 
y̅st 100.000 100.000 
y̅Rs 115.073 103.756 
y̅lrs 116.252 104.509 
y̅h1s 115.298 104.495 
y̅h2s 105.080 103.318 
y̅m1s 115.883 103.776 
y̅m2s 115.880 103.778 
y̅DS1 686.109 2142.170 
y̅DS2 131154.840 49578.150 
y̅DS3 1106.640 1724.010 
y̅DS4 75600.490 29063.170 
y̅DS5 893.565 3726.730 
y̅DS6 2145.380 2142.520 
y̅DS7 770.943 1235.560 
y̅DS8 782.772 2920.860 
 
 
We use the following expression for efficiency comparisons: 
 
 
( )
( )
stV
100
MSE k
y
PRE
y
=    
 
where k is one of Rs, lrs, h1s, h2s, m1s, m2s, or DSi (i = 1, 2,…, 8). The percent 
relative efficiencies are summarized for two data sets in Table 2. 
Conclusion 
An improved class of estimators was proposed in estimating the finite population 
mean using known minimum and maximum values of the auxiliary variable. Shown 
in Table 2 are the percent relative efficiencies of all estimators over the usual mean 
per unit estimator y̅st in stratified random sampling. It was observed that the 
performance of the suggested class of estimators y̅DSi (i = 1, 2,…, 8) is better as 
compared to all other considered estimators. Among the suggested class of 
estimators, y̅DS2 is preferable because of least MSE. 
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