Coordinated dynamical swarm behavior occurs when certain types of animals forage for food or try to avoid predators. Analogous behavioks can occur in engineering systems such as in groups of autonomous mobile robots or air vehicles. In this paper we characterize swarm "cohesiveness" as a stability property and provide conditions under which convergence can be achieved for an asynchronous swarm with swarm members that have proximity sensors and neighbor position sensors that only provide delayed position information. Such stability analysis is fundamental to understand the coordination mechanisms for groups of autonomous vehicles or robots where inter-member communication channels are less than perfect.
Introduction
A variety of organisms have the ability to cooperatively forage for food while trying to avoid predators and other risks. Such behavior can be seen in flocks of birds, groups of fish [l] , and swarms of social bacteria [2] . We call this kind of aggregate motion "swarm behavior." Naturalists and biologists have studied such swarm behavior for decades. Moreover, computer scientists have studied how to model biological swarms systems. Also, it has been argued that a swarm of robots can accomplish some tasks that would be impos--sible for a single robot to achieve. Particular research includes that of Beni [7] who introduced the concept of cellular robotic systems, and the related study in [12] .
Other approaches and results in this area are summarized in [6, 131.
In this paper, we are interested in mathematical modeling and analysis of stability properties of swarms. We think of stability as characterizing the cohesiveness of the swarm as it moves. Stability is a basic qualitative property of swarms since if it is not present, then it is typically impossible for the swarm to achieve any other objective. [20, 211.
This paper presents a single swarm member model, and then builds a one-dimensional asynchronous swarm model by putting many single swarm members together. In contrast to related existing results, the contribution of this paper lies in that we provide conditions under which the swarm will keep the cohesiveness even in the presence of sensing delays and asynchronism. In particular, we will conclude that total asynchronism leads to asymptotic convergence and partial asynchronism leads to finite time convergence. Our study uses a discrete time discrete event dynamical sys- 2 
Modeling
First we explain the capabilities of a single swarm member and then we provide a mathematical model for an N-member swarm.
Single Swarm Member Model
A one-dimensional swarm is a set of N swarm members that moves along the real line. Here, we present a single swarm member model as shown in Figure 1 (notice that we assume the swarm member has no physical size although we use a square to represent it and its position should be the center of the square). It has a "proximity sensor" on both sides. This sensor has a sensing range E > 0, which means that once another swarm member reaches a distance of E from it, the sensor instantaneously indicates the position of the other member. However, if its neighbors are not in its sensing range, the proximity sensor for the left neighbor will return the value -m (or, practically, some large negative number), and the one for the right neighbor will return the value 00. The proximity sensor is used to help avoid swarm member collisions. Each swarm member also has a "neighbor position sensor," which can sense the positions of neighbors to its left and right if they are present. We assume that there is no restriction on how close a neighbor must be for the neighbor position sensor to provide a sensed value of its position. The sensed position information may be subjected to random delays (i.e., each swarm member's knowledge about its neighbors' positions may be outdated). We assume that each swarm member knows its own position with no delay.
Swarm members like to be close to each other, but not too close. Suppose d > 0 is the desired "comfortable distance'' between two adjacent swarm neighbors, and that 0 < E < d. Each swarm member makes decisions for movements according to the error between the comfortable distance d and the sensed inter-swarm member distance and provides this decision to its "driving device," which provides locomotion for it (for the onedimensional case, movement either to the left or right).
Each swarm member will try to move to maintain a comfortable distance to its neighbors. This will tend to make the group move together in a cohesive "swarm." 
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As shown in Figure 3 , these relationships are similar to those for ga except if -1) < (ei(t) -d) < q, the two swarm members are in the comfortable distance neighborhood, and in this situation you will see that Equation (7) indicates that they can move to be at the comfortable inter-swarm member distance within one move.
. Assume that initially each member i, i = 1 , 2 , ..., N , does not have knowledge of its neighbors' positions.
We will suppose that it guesses that its neighbors are in the comfortable distance to it. Hence each member remains stationary until it first obtains position information about both its neighbors. Then it will update its position according to this information. Note that we assume in this paper that in Figure 2 , member 1 remains stationary and all other members move according to the position of their left neighbor except that they may use position information of their right neighbor for avoiding collisions. In the next section we will show how to treat the case where member 1 is mobile.
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where "min" is used to model the rules of how to choose the step size. The step size is computed based on the g function according to the sensed position of member i's left neighbor, where g can be either go or g f , depending on the type of convergence properties we study. Member i uses the real-time information of its left neighbor sensed by its proximity sensor in
from Equation (1). Otherwise, it uses the information xi-' (~;-'(t)) from the neighbor position sensor. Noticed that the step size is forced to be bounded by ~/ 2 in order to avoid member i jumping on the other side of its neighbors, i.e., it at most moves the distance ~/ 2 at each time index t E T i , where E > 0 is the sensing range of proximity sensors. Moreover, we assume E > 2q, where q > 0 is a finite positive number so that the step size cannot be infinitely small when it is equal to ~/ 2 . With this step size choice, collisions can be avoided by proximity sensors even if two swarm members simultaneously move towards each other due to the delayed information. In addition, the "sgn" function is used to-model the moving direction, where "-I7 represents moving to the left and "+" represents moving to the right.
A mathematical model for the above swarm, assuming the left-edge member is stationary, is given by
where # ( t ) is defined in Equation (9), and xk$'(t) is defined in Equation (2). Clearly, in the above model swarm member i , i = 2,3, ..., N , makes decisions for its new position by comparing the information obtained from proximity sensors with the predicted position computed based on # ( t ) , where "min" is used to model the avoidance of collisions with a right-neighbor via its right-looking proximity sensor when a swarm member moves to the right. With this and the choice of initial conditions there are no collisions since.
After they make decisions, swarm members instantaneously moves to their new positions and send this new position information to their neighbors and remains stationary until the next update time index.
Swarm Convergence Analysis
In this section we will provide conditions under which the swarm in Figure 2 will converge to be adjacent to a stationary left-edge member. By symmetry, the case for convergence to a stationary right-edge member is the same. We begin with the two-member case, then consider the general N-member case where the proofs will depend on the N = 2 case. Proofs are omitted due to space constraints, but you can obtain them (see the footnote on the title page).
Convergence for a Two-Member Swarm
Suppose there is a two-member swarm in the onedimensional space, which has member i and i -1. Assume at the beginning we have zi(0) -xi-' (0) > E and member i -l'remains stationary so that proximity sensors of member i w i l l never sense member i -1. Therefore, we define the updating step size @(t) of member i in such a two-member swarm as follows,
where the step size only depends on the g function. We can deduce the following two lemmas and one corollary. 
Convergence Analysis for an N-Member

Swarm
Here, we build on the analysis of the last section to show that a l l swarm members converge to be at a comfortable distance d from their neighbors. Proof. We use a mathematical induction method, where our induction hypothesis will be that k of N swarm members asymptotically converge to
from this we will show that k + 1 of N members converge. First, for k = 1, which is the left-edge member, it converges to d ( 0 ) since it remains station-ary. Next we can show that given the induction hypothesis, the first k + 1 members in the N-member swarm will asymptotically converge to the positions Proof. We use the same induction method as the proof of Theorem 1 except that the swarm is partially asynchronous now; Moreover, we can bound the amount of converging time for the N-member swarm by considering the extremely special worst case, that all middle swarm members will be blocked by their neighbors in every moving step and cannot move until the blockades are released. Q.E.D.
R e m a r k 1: Note that for an N-member swarm, again, if 7-j--l(t) = t (respectively, Ti+l(t) = t) for i = 2,3, ..., N (i = 1,2, ..., N -l), for all t E T i , which means member i obtains position information about its neighbor i -1 (i + 1) without delay, then we can get the same results as in Theorems 1 and 2 by the swarm model without proximity sensors. 4 
Conclusions
We construct a one-dimensional asynchronous swarm model by putting several identical swarm members together. We show that for our model total asynchronism leads to asymptotic convergence and partial asynchronism leads to finite time convergence. In this way, we have shown conditions under which a swarm can maintain "cohesion" even in the presence of delays and asynchronism. Notice that most of the proof details in this paper are omitted due to the space limitation. A version of this paper that includes the proofs may be obtained; see the footnote on the title page.
