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En 1870, la condition de mise en place du système monétaire* reflète la divi-
sion politique de l’Allemagne. Sept systèmes, fondés sur le Standard Argent, sont
en vigueur en même temps, trente deux banques et vingt deux Etats mettent un très
grand nombre de billets en circulation. Cette confusion monétaire résulte du déve-
loppement économique des années 1840 et 1850, ainsi que de la création des
banques d’émission (Zettelbanken). En fait, sur les vingt deux Etats allemands,
seule la Prusse a un système monétaire bien organisé et régulé par la Banque de
Prusse (Preussische Notenbank, qui trouve son origine dans la Königliche Giro –
und Lehnbank).
La première tentative en direction d’un meilleur système monétaire est prise
en mars 1870. Une loi est votée, impliquant que le privilège d’émission de billets
peut uniquement être obtenu avec l’autorisation fédérale. Cette loi a été élaborée
comme une mesure provisoire jusqu’à ce qu’une solution permanente puisse être
trouvée et être acceptée par toutes les parties concernées. Pour ce faire, Bismarck
suggère, en 1872, une loi qui transforme la Banque de Prusse en Banque centrale
de l’Allemagne. Suite à l’opposition farouche du Ministre des Finances prussien,
la proposition est retirée avant même d’avoir été présentée au Reichstag. Deux ans
plus tard, une nouvelle loi est présentée. Désormais, le projet de création d’une
Banque centrale devient une visée acceptable.
Le 22 septembre 1875, l’unification monétaire de l’Allemagne est décrétée. A
partir du 1er janvier 1876, le système monétaire entre en vigueur sur l’ensemble du
territoire1. La réforme bancaire érige la banque de Prusse en banque centrale de
l’Empire, avec la nouvelle appellation de Reichsbank, chargée de fournir des cré-
dits au gouvernement impérial et de mener une politique active du taux de l’es-
compte.
Pour des raisons liées à la conjoncture économique, la Reichsbank doit, avant
la Première Guerre mondiale, plusieurs fois se départir de sa réserve statutaire. La
période de 1876 à 1894, par exemple, débute par une très longue récession (de
* Cet article s’intègre dans un projet de recherche de l’Association Française de Cliométrie
(AFC), intitulé « Monnaie et croissance en Allemagne aux XIXe et XXe siècles ».
1 Pour le lecteur intéressé par une analyse institutionnelle approfondie, voir Darné et Diebolt
(2001).
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6 ans environ), suivie d’une faible reprise, insuffisante pour surmonter une nouvelle
dépression, de 1883 à 1887, marquée par un chômage important et une baisse du
revenu de larges couches de la population. Pendant ces années, les banques pri-
vées ont tenté de prendre une position prépondérante sur le marché monétaire. La
Reichsbank est alors contrainte de pratiquer l’escompte au-dessous de son propre
taux afin de conserver le contrôle du marché en période d’excessive liquidité. Il en
est ainsi jusqu’en 1896. Les cinq dernières années du siècles sont, en revanche,
une période d’extraordinaire expansion pour l’Allemagne. Malgré les courtes
dépressions de 1901 et de 1908, il en est de même jusqu’en 1913. En fait, l’éco-
nomie allemande devient de plus en plus dépendante de l’extérieur. Sa balance des
paiements courants demeure pourtant positive grâce aux excédents de la balance
des services notamment. A cette époque, la Reichsbank ne craint donc aucune ten-
sion sur le Mark provoquée par les sorties d’or. La conjoncture générale est favo-
rable, les bénéfices des entreprises augmentent très rapidement et ceci malgré le
renchérissement des matières premières et des produits alimentaires. Cela pro-
vient, pour l’essentiel, d’un progrès technique intense et d’une organisation éco-
nomique et commerciale très dynamique, fondée sur une forte concentration ver-
ticale et horizontale, ainsi qu’une étroite liaison entre les secteurs industriels et
bancaires. Progressivement, le Mark devient une des monnaies-or les plus solides
du monde ! Mais, il faut aussi préparer la guerre d’un point de vue financier. Ainsi,
dès 1911, on perçoit une sorte de convergence des réformes économiques et finan-
cières vers un but politique déterminé. A cette époque, la préparation monétaire à
la guerre consiste à discipliner les banques pour qu’elles constituent des encaisses
plus élevées, à persuader le public d’utiliser le chèque plutôt que la monnaie
métallique (pour ne pas mettre les réserves d’or à contribution) et, pour la Reichs-
bank, à accroître ses avoirs en or, à accaparer tout l’or à la limite pour ne laisser
circuler que du papier. Telle est, en tout cas, la préoccupation de la loi qui autorise
l’émission de billets de 20 et de 50 marks, et celle des industriels patriotes qui se
mettent à payer systématiquement leurs ouvriers en petits billets. Notables et com-
merçants de Berlin vont suivre l’exemple, les administrations également, avec
comme ambition, croyait-on, de contribuer à l’amélioration de l’armement de
guerre. En somme, une sorte de trésor de guerre, dont Hume parlait déjà ironique-
ment au XVIIIe siècle, en référence à l’argent accumulé par le roi-sergent, Frédé-
ric-Guillaume Ier. Pourtant, le résultat de cet ensemble de mesures a été assez
extraordinaire. Le dernier bilan de paix de la Reichsbank, celui du 23 juillet 1914,
dépasse tout ce que l’on peut espérer, puisque pour la première fois la monnaie en
circulation est couverte à 90% par l’encaisse, sans compter l’appoint du trésor de
guerre. La marge d’émission non imposable dépasse alors les 3 milliards de
francs. La mobilisation financière s’opère donc aussi aisément que la mobilisation
militaire (dès l’ultimatum de l’Autriche-Hongrie à la Serbie). La Reichsbank est
prête à jouer son rôle de « banque de guerre » et ceci jusqu’au moment où l’or
russe est exigé à Brest-Litovsk. Suit la dépréciation accélérée, la faillite totale du
Mark (après le premier conflit mondial) ; un événement de caractère unique dans
l’histoire monétaire. Elle correspond à une période d’opposition politique vio-
lente, de grande misère, mais aussi d’enrichissement pour les investisseurs avisés.
Partant de là, nous proposons, en prolongement d’un travail précédent (Darné
et Diebolt, 2000), une analyse cliométrique de la série mensuelle de la réserve
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monétaire de la Reichsbank, couvrant la période allant de janvier 1876 à
décembre 1920. Dans un premier temps, nous appliquons différents tests de non
stationnarité afin de déterminer la nature déterministe ou stochastique de la série.
Dans un second temps, nous réalisons l’analyse de la tendance (tendance et cycle)
à partir de l’approche des modèles de séries temporelles structurels, ceci afin
d’identifier les points de retournement de notre série statistique.
Figure 1: Série mensuelle de la réserve monéaire de la Reichsbank
II. LES TESTS DE NON STATIONNARITÉ
Nous utilisons divers tests de non stationnarité sur la série de la réserve moné-
taire de la Reichsbank afin de savoir si la non stationnarité de la composante de
tendance est de nature déterministe ou stochastique. Nous appliquons les tests de
racine unitaire efficients de Elliott et alii (1996) et de Ng et Perron (2001), ainsi
que le test de racine unitaire avec rupture structurelle de Zivot et Andrews (1992)
puisque la série affiche clairement une rupture avant la Première Guerre mon-
diale. Ces tests vont nous permettre de savoir si la série possède une racine unité,
c’est-à-dire si notre chronique suit un processus stochastique non-stationnaire.
Nous les combinons avec le test de stationnarité de Kwiatkowski et alii (1992)
afin de confirmer les résultats des tests précédents et ainsi obtenir des résultats
plus robustes.
2.1. Le test de ERS (1996)
Elliott, Rothenberg et Stock (1996) [ERS] ont développé un test de point opti-
mal de racine unitaire qui repose sur une quasi-différenciation de la série Xt. Cette
approche permet d’améliorer la puissance du test par rapport aux tests standards
de Dickey et Fuller (1979, 1981).
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On définit :
où zt vaut 1 dans le cas sans dérive, (1,t) dans le cas avec dérive, et a = 1 – (c/T)
avec c égale à 7 si la série ne semble pas contenir de tendance (dérive) et à 13.5 si
elle semble en contenir une. On régresse Yt sur yt par les Moindres Carrés Généra-
lisés (MCG), et on calcule la variable :
où y est l’estimateur des MCG de la régression précédente. On effectue ensuite la
régression suivante :
Les statistiques de test proposées2, ERSr (sans dérive) et ERSt (avec dérive),
sont les t-statistiques de Student pour l’hypothèse nulle β0 = 0. La règle de déci-
sion est la suivante : si ERS > ERStab, alors H0 est acceptée et la série est non sta-
tionnaire, sinon elle est rejetée.
2.2. Le test de Ng et Perron (2001)
Perron et Ng (1996) ont proposé une version modifiée des tests de Phillips et
Perron (1988) qui sont plus robustes aux distorsions de taille lorsque les résidus
ont une corrélation sérielle négative. Ces tests, MZr et MZt, sont nommés les M-
tests et sont définis par :
A l’instar de Elliott et alii (1996) qui montrent que les données detrended par
les MCG donnent des gains de puissance pour le test de Dickey-Fuller sur le test
de Dickey-Fuller standard, Ng et Perron (2001) proposent de considérer les M-
2 Ces statistiques de test sont aussi nommées statistiques MCG demeaned et detrended de Dic-
key-Fuller (MCG-DF).
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tests sous cette approche. Ces MMCG-tests, notés MZrMCG et MZtMCG, confirment leur
puissance par rapport aux M-tests.
2.3. Le test de Zivot et Andrews (1992)
Zivot et Andrews (1992) ont développé un test de racine unitaire avec une rup-
ture structurelle introduite de manière « endogène », c’est-à-dire que le point de
changement (inconnu) est estimé plutôt que fixé.
Ils considèrent l’hypothèse nulle de racine unitaire sans rupture structurelle
exogène, et l’hypothèse alternative d’un processus stationnaire en tendance avec
un changement dans la tendance à un moment inconnu du temps TB (1 < TB < T).
Zivot et Andrews (1992) régressent l’équation de régression suivante :
où DUt(l) = 1 si t > Tλ, 0 sinon, et λ = TB/T est la localisation du point de rupture.
Puisque la rupture structurelle est endogène, on utilise la statistique de Dickey-
Fuller minimum pour tester la présence d’une racine unitaire, et on rejette l’hypo-
thèse nulle d’une racine unitaire si :
où kinf,α représente la valeur critique de inf tα(l).
2.4. Le test de KPSS (1992)
Kwiatkowski et alii (1992) [KPSS] ont proposé un test de stationnarité qui
prend en considération l’existence éventuelle d’autocorrélations des résidus d’une
série temporelle Xt.
Cette méthode teste l’hypothèse nulle de stationnarité en niveau (test-µ) ou
autour d’une tendance (test-t) contre l’hypothèse alternative d’une racine unitaire.
On régresse Xt sur une constante (test-µ) ou sur une constante et une tendance
(test-t), et on détermine le résidu estimé, êt :
La statistique de test est :
où iiiiiiiiiiiiiiiiiiiii (t = 1, …, T) est la somme partielle des résidus, et est l’estima-
tion de la variance de long terme de êt.
La règle de décision est : si KPSSt/µ < KPSSt/µ,tab, alors H0 est acceptée et la série
est stationnaire.
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Les résultats des tests de racine unitaire efficients ainsi que ceux avec rupture
structurelle montrent que la série de la réserve monétaire de la Reichsbank pos-
sède une racine unitaire. Ce constat est confirmé par le test de KPSS qui rejette
l’hypothèse nulle que la série soit stationnaire (en niveau ou en tendance), et par
le test de Dickey-Pantula qui détecte une seule racine unitaire. Par conséquent, la
composante de tendance de la série suit un processus non stationnaire stochas-
tique, c’est-à-dire une marche aléatoire. Du point de vue des implications écono-
miques, ce résultat signifie que les chocs aléatoires, c’est-à-dire des chocs tech-
nologiques, qui ont affectés l’économie ont eu un effet permanent sur la série, à
savoir qu’elle n’a pas retrouvé sa trajectoire d’origine.
III. TENDANCE, CYCLE
ET POINTS DE RETOURNEMENT
L’analyse de la tendance est réalisée à partir de l’approche des modèles de
séries temporelles structurels (STS), ou de composantes inobservables (voir Har-
vey, 1989 et 2000).
Un modèle STS est fondé sur la formulation directe de modèles pour chaque
composante dans la décomposition de la série d’origine Xt de la manière suivante:
Xt = Tt + St + Ct + It
où Tt, St, Ct et It sont respectivement les composantes de tendance, saisonnière,
cyclique et irrégulière. La composante irrégulière est généralement supposée être
un bruit blanc Gaussien de moyenne zéro et d’écart-type βε2, noté εr ∼ N(0, βε2.
La tendance est généralement modélisée comme une marche aléatoire avec
dérive, où la dérive est fixée. Nous retenons cette modélisation au vu des résultats
antérieurs. Formellement, nous avons :
Tt = Tt= 1 + βt + ηt
où ηt ∼ N(0, ση2) est un bruit blanc Gaussien, et et sont non corrélés.
La composante cyclique est de type stochastique. Elle est modélisée de la
manière suivante :
où t = 1, …, T, ρ est un facteur d’amortissement (0 < ρ < 1), λc est la fréquence
(0 < λc < pi) ; et κ*c,t sont deux bruits blancs indépendants entre eux, de moyenne
zéro et de variance commune σk2. La période du cycle est égale à 2pi/λc. Il s’agit de
la durée théorique, c’est-à-dire le temps nécessaire pour qu’une oscillation
cyclique complète ait lieu à la suite d’une impulsion initiale.
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Puisque nous avons montré la présence de fluctuations saisonnières détermi-
nistes dans la série de la réserve monétaire de la Reichsbank (voir Darné et Die-
bolt, 2000) la composante saisonnière est modélisée sous forme de variables
dichotomiques :
L’estimation des différentes composantes est obtenue en utilisant le filtre de
Kalman. Les calculs sont réalisés en utilisant le logiciel STAMP (Structural Time
Series Analyser, Modeller and Predictor) développé par Koopman et alii (1995).
Nous obtenons une périodicité du cycle de 15.2, soit 1.27 années.
Nous déterminons ensuite les points de retournement. Pour ce faire, nous
considérons qu’un point de retournement survient en un point t dans le temps lors-
qu’une des observations d’une série yt a une valeur plus élevée (ou plus faible) que
les k observations précédentes et les m observations subséquentes (ou égales à
celles-ci), c’est-à-dire :
passage à une phase de récession :
passage à une phase d’expansion :
A ce jour, il n’existe pas de consensus concernant les valeurs de k et m afin de
définir un point de retournement dans le cadre de données mensuelles de la ten-
dance. A l’instar de Dagum (1996), nous considérons néanmoins qu’un point de
retournement se produit quand k=3 et m=1.
Les résultats sont présentés dans le tableau 2. Ils montrent, à l’image de la
figure 3, que le mouvement général de la réserve monétaire de la Reichsbank a
3 Voir également Zellner, Hong et Min (1991), LeSage (1991) et Pfeffermann et Bleuer (1992).
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avec
Figure 2: Tendance de la réserve monétaire de la Reichsbank
pris une allure rythmique, en suivant une cadence nettement marquée. Les phases
de prospérité et de dépression alternent avec une relative régularité. Le mouve-
ment est périodique, non rigoureusement cyclique, à amplitude croissante, aug-
mentant au fur et à mesure que la tendance se prolonge. Dans le cadre de notre
fenêtre statistique, nous constatons que, dix fois, la réserve monétaire de la
Reichsbank a été violemment perturbée. Les crises se sont produites aux dates sui-
vantes : 1877, 1880, 1883, 1888, 1892, 1895, 1902, 1905, 1909 et 1918. La liste
de ces années critiques suscite l’idée que la crise était générale ou généralisée dans
l’espace. Par ailleurs, l’intervalle entre deux crises consécutives n’a varié qu’entre
des limites assez rapprochées, comme le montrent nos calculs cliométriques.
CONCLUSION
En guise de conclusion, nous dirons que l’analyse institutionnelle et cliomé-
trique de la réserve monétaire de la Reichsbank conduit à définir des équilibres non
plus stationnaires, mais temporellement emboîtés, faisant apparaître des cycles ou
des bifurcations, c’est-à-dire des mouvements alternatifs caractérisés à la fois par
leur régularité et leur amplitude. Le cycle est un phénomène d’onde, sans néces-
sairement suivre la régularité d’une courbe sinusoïdale. Par ailleurs, le cycle ne
peut pas être défini comme un pur phénomène de répétition. Il ne doit pas non plus
être perçu comme un phénomène unique car, dans ce cas, le problème de la cycli-
cité disparaîtrait en tant que tel. Ce ne sont donc pas les situations stables et les per-
manences qui nous intéressent, mais les évolutions, les crises et les instabilités.
L’histoire économique nous montre le relativisme de ces mouvements, qui ne
se trouvent pas nécessairement dans tous les systèmes économiques, ni dans tous
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Figure 3: Cycle de la réserve monétaire de la Reichsbank
les pays. Certains sont caractéristiques d’une époque, d’autres d’une économie.
En fait, chaque mouvement tire une partie de sa forme et de ses particularités du
mouvement plus fondamental qui le sous-tend. Ainsi, la nature des fluctuations
dépend du système socio-économique qui les engendre, tout en sachant que leurs
causes peuvent varier au cours de l’histoire, en fonction de la structure écono-
mique du pays. Les tendances séculaires synthétisent l’évolution fondamentale
des structures socio-économiques sur lesquelles se superposent toutes les autres
fluctuations.
Tableau 1 : Tests de non stationnarité
Les valeurs critiques sont données à un niveau de 5%. Pour les tests de Elliott-
Rothenberg-Stock et ceux modifiés de Phillips-Perron, nous avons sélectionné le
nombre de retards k=17, tandis que pour ceux de Zivot-Andrews k=7. Pour les
tests de KPSS, nous avons sélectionné le nombre de retards m=8.
Tableau 2 : Détection des points de retournement
Upturn correspond à la phase d’expansion, downturn à la phase de récession.
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