It is known that all models of a 2-CNF formula can be enumerated in output-polynomial time, yet both the approach of Kawadias-Sideri 1998 (abstract oracle-scheme) and the one of Feder 1992 (network flows) are wanting. In the present article a novel O(N n+n 2 ) time algorithm for outputting all N solutions of a Boolean 2-CNF on n variables is presented. The models are output in clusters (using don't care symbols) rather than one by one. This e.g. enables one to generate the 10 19 models of a random 2-CNF with 100 variables and 100 clauses in reasonable time. * We will not further discuss [F]. This is done in the previous version [W1], and also in [CH, 5.7.1] albeit in a DNF not CNF setting.
Introduction
A basic familiarity with Boolean functions is assumed, see [CH] for any undefined concept. Consider a Boolean conjunction ψ = ψ(x 1 , · · · , x n ) of 2-clauses (= disjunction of two literals), henceforth abbreviated as 2-CNF. The satisfiability of a 2-CNF (called 2-SAT) can be decided in linear time. Various methods are discussed in [CH, 5.7 .1], one of them is based on Aspvall, Plass and Tarjan [APS, 1979] . They were the first to associate with ψ an implication digraph D(ψ) such that some elegant property of its strong components (labelled (4) in the present article) is necessary and sufficient for the satisfiability of ψ. The necessity of (4) is obvious, its sufficiency is not. We shall review the argument along the way, using other terminology. While the [APS]-method is not the fastest way for 2-SAT (the bottleneck is the calculation of the strong components), it is closest to our method of choice for ALL 2-SAT, i.e. for the task to enumerate all solutions of a given 2-CNF.
Here comes the section break up.
The satisfaction of (4) allows one to construct a poset (W, ≤) associated to D(ψ) that carries an involution ω reminiscent of complementing literals. The models of ψ correspond bijectively to the bisections of W , i.e. to the filter-ideal partitions (X, Y ) of W with the extra property that ω(X) = Y (Section 2). Our algorithm in Section 3 enumerates all N bisections (whence models) in output-linear time O(N n + n 2 ). That bound extends to the enumeration of all partial models (Section 4). The only previously published "concrete" algorithm (thus disregarding [KS] ) to enumerate all 2-CNF models appears in [F] and is formulated in the framework of network flows. The author's struggles to follow the partly sketchy * arguments led to a fresh approach (the present article) which adopts a poset rather than a network framework. Section 5 features another improvement in that the models are not output one by one, but in compact fashion by the use of don't care symbols (more on that in a moment). The computer experiments in Section 6 confirm the efficiency of this method. Section 7 is about enumerating all Horn-Renamings (if any) of an arbitrary Boolean CNF ϕ.
As to Section 5, here is a sneak preview using a 2-CNF with 9 variables and 15 clauses:
It turns out that every solution x = (x 1 , . . . , x 9 ) to ψ(x) = 1 must have x 3 = 1 (and whence x 3 = 0). If we also set x 6 = 1 and x 2 = x 7 = x 9 = 0 (by reasons discussed later) then ψ(x 1 , 0, 1, x 4 , x 5 , 1, 0,
thus ψ(· · ·) = 1 independent of what the values of x 1 , x 4 , x 5 , x 8 are. In other words we found a 16-element interval in the powerset {0, 1} 9 consisting of models of ψ. This interval is represented as the {0, 1, 2}-valued row r 4 in Table 1 . One verifies that also the other rows represent (disjoint) clusters of models. It turns out that we get all models in this way, and so |Mod(ψ)| = 4 + 4 + 4 + 16 + 2 = 30.
x 1 x 2 x 3 x 4 x 5 x 6 x 7 x 8 x 9 Table 1 Apart from [CH, 5.7 .1] (footnote) it fits to say a few words on [CH, 5.7 .2] which has the title "Parametric solutions". In essence this is dilution instead of compression: Instead of Table 1 one sets up functions g i (p) := (g i (p 1 ), · · · , g i (p 9 )) for 1 ≤ i ≤ 9 such that Mod(ψ) = {(g 1 (p), · · · , g 9 (p)) : p ∈ {0, 1} 9 }.
This may offer theoretic insights but for enumeration purposes isn't much better then scanning all p ∈ {0, 1} 9 and checking whether ψ(p) = 1.
On strong components and involution posets
The results in Section 2 are "not really new", yet reworking these matters seems justified by two reasons. First, the account in [CH, 5.4.3] (which draws on [APT] ) lives in a DNF-world whence aims to solve f (x) = 0. In contrast we live in a CNF-world whence aim to solve f (x) = 1. These are trivial but annoying differences. Second and more important, both [APT] and [CH] do not embrace the handy poset terminology (ideals, filters, bisections, etc.) that makes the arguments more crisp. For instance, the somewhat clumsy proof of [CH, Theorem 5.4 ] boils down to the shelling of a certain poset.
Let's now go into medias res with n = 7 and this † Boolean 2-CNF:
Each clause of ψ being equivalent to the conjunction of two implications, e.g.
it is compelling to study the arising implication digraph D(ψ ) on the vertex set V (ψ ) = {x 1 , · · · x 7 , x 1 , · · · x 7 } of all literals:
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Figure 1 † For technical reasons ψ and all other 2-CNF's considered are pure, i.e. consist entirely of 2-clauses and no 1-clauses. The presence of 1-clauses amounts to pinning down variables to 0 or 1 in a pure 2-CNF and hence is covered by Corollary 2.
In the sequel ψ always refers to the specific 2-CNF formula in (2) wheras ψ is a general 2-CNF formula. We write u −→ v (long arrow) if there is a directed path from u to v in D(ψ); for instance x 3 −→ x 6 and (whence) x 6 −→ x 3 in Figure 1 . Say x 3 ←→ x 1 signifies that both x 3 −→ x 1 and x 1 −→ x 3 take place. For a 2-CNF formula ψ consider a truth value assignment f : V (ψ) → {0, 1}. It is clear and also stated in [APT, p.122] that f is a model of ψ (= satisfying truth value assignment) if and only if : Calling two vertices equivalent if they occur in a common directed cycle yields (as usual) an equivalence relation whose classes are the strong components of the digraph. By (3ii) vertices of D(ψ) in the same component are assigned the same truth value in any model of ψ, and so the following condition is necessary for a 2-CNF formula ψ = ψ(x 1 , · · · , x n ) to be satisfiable:
(4) [APT] Each component of D(ψ) contains at most one of x i and x i (1 ≤ i ≤ n).
Let W = W (ψ) be the factor poset of strong components c of D(ψ), partially ordered in the usual sense that c ≤ c 0 if and only if u −→ v for all literals u ∈ c and v ∈ c 0 . In our case, W = W (ψ ) is depicted in Figure 2 .
Figure 2
Here the only non-singleton strong components . Accordingly ω(c) := c yields a self-inverse map ω : W → W which in fact is an anti-automorphism of (W, ≤) because
A poset endowed with a self-inverse anti-automorphism ω is called an involution poset. It needs not be a Boolean algebra (see [GW] for other examples) since neither suprema a ∨ b nor infima a ∧ b need exist. However, by standard lattice theory, if a ∨ b happens to exist then ω(a) ∧ ω(b) must exist and ω(a ∨ b) = ω(a) ∧ ω(b). In Figure 2 we e.g. have
] does not exist. No use of suprema or infima in involution posets deriving from 2-SAT problems seems to be known. We simply refer to W = W (ψ) as the involution poset of ψ. (In [CH, 5.4.3] this is called the condensed implication graph of ψ.)
As seen in (4) each model f :
in the usual sense that c ∈ X, c ≤ d jointly imply d ∈ X (because of (3ii)). Dually
Furthermore in view of (3i) it holds that X and Y are related in a very special way:
is an ideal, and (b) holds. Thus the 1's go in the filter, the 0's in the ideal. One has the following:
, the models f of ψ bijectively correspond to the bisections g of W (ψ).
Proof of (5). We just saw that models f yield bisections g. Conversely let g be a bisection.
Then the map f (u)
But are there bisections (X, Y ) of W (ψ) at all ? Yes, the following procedure yields one: Keep picking any maximal elements c from the shrinking involution poset W (ψ) (this is known as shelling) as follows. Starting with X = Y = φ, add c to X, and in parallel c to Y , until W (ψ) is exhausted. This works because whenever a new c yields a larger X, we claim it cannot be that c ∈ X. Indeed, c = c is impossible by (3i), and c ∈ X \ {c} entails that c was previously assigned to Y , which cannot be since c = c is our element at hand. In the end X is a filter (by the shelling procedure), whence its complement Y is an ideal, and ω(X) = Y by construction.
To fix ideas, here are two ways to shell W (ψ ) from above, leading to bisections (X 1 , Y 1 ) and (X 2 , Y 2 ) respectively:
Our aim in Section 3 is to enumerate all bisections of W (ψ). This endeavour will not be based upon the described shelling method. In fact the bisections will not pop up one after the other, but rather "bunch-wise".
3 An algorithm for ALL 2-SAT
We call J 1 the rigid ideal of (W, ≤). Dually the set F 1 = ω(J 1 ) of all high elements is the rigid filter of (W, ≤). Clearly J 1 ∩ F 1 = ∅.
(6) For any bisection (X, Y ) of ψ one has X ⊇ F 1 and Y ⊇ J 1 .
Proof of (6).
Using the terminology of [CH, p.214] it follows from (6) that all literals u with [u] ∈ F 1 are forced to 1 in every solution, and all u with
the core of the involution poset W . We shall identify a natural branching process whose iteration, guaranteed by fact (7) below, makes (F 1 , J 1 ) the root of a binary tree whose leaves match the bisections of ψ. (g)) is a bisection of W .)
We shall switch the 2's of r * and subsequent rows to 1 and 0 in appropriate ways. We start with say [x 1 ] and switch the 2 in r * at position [x 1 ] to 1. because of (a ) they necessarily have [x 2 ] = [x 6 ] = 0. Thus no bisections have been lost, and no bisections will ever be lost as we continue to shrink r 1 , r 2 and so forth.
Before we continue we need to secure the ground. For any element c in a general involution poset W let c ↓ and c ↑ be the generated ideal and filter respectively. If in some row a don't care symbol 2 is switched to 0 and 1, yielding rows r and r respectively, then all r -components indexed by elements from c ↓ must be 0, and all r -components indexed by elements from c ↑ must be 1. This raises the question of whether c ↓ (similarly c ↑) avoids complementary elements d and d.
No, generally not: [x 5 ] ↓ in Figure 2 contains both [x 1 ] and [x 1 ]. Fortunately, the following is true:
For each 2-CNF problem the core poset C does neither contain configurations
Proof of (7). For any chosen c ∈ C the posets C \ (c ↑) and C \ (c ↓) a fortiori avoid said configurations, and so one can keep on switching symbols 2 to 0, 1 until C is exhausted. Continuing with the toy example recall that in Table 1 row r * has already been shrunk to r 1 and r 2 . The set {r 1 , r 2 }, generally the set of "pending" rows, constitutes our working stack. Always its top row r is picked, and either finalized and removed, or r splits into two sons which replace r on top of the working stack. This is the good old last in, first out (LIFO) principle, also to be found on Wikipedia.
Taking the top row r 1 and turning the pending 2 at position [x 2 ] to 1 respectively 0 yields r 3 and r 4 . The top row r 3 happens to be finalized (i.e. represents a bisection). It is removed from the working stack and the model (1, 1, 1, 0, 1, 1, 0) obtained by unpacking ‡ the strong components is stored elsewhere. Now the new working stack is {r 4 , r 2 }. After r 4 gets split in r 5 and r 6 by § pinning [x 6 ] to 1 and 0, all rows of the working stack {r 5 , r 6 , r 2 } represent bisections. It follows that ψ has exactly four models. ‡ Thus [x1] = 1 in r3 entails x1 = x3 = 1, x4 = 0. § Notice that upon setting [x6] = 0 in r4 one finds the other elements [x2] and [x1] of [x6] ↓ set to 0 already. This is no incidence; had one of them previously been set to 1 then [x6], being in the generated filter, would have been set to 1. The proof of Theorem 1 will cover all eventualities. 1, 1, 0, 1, 1, 0 Theorem 1: The described algorithm produces the N models of a 2-CNF formula with n variables in time O(n 2 + N n). The space requirement is O(n 2 ).
Proof. From the 2-CNF instance ψ one calculates the w-element involution poset (W, ≤) induced by the implication digraph D(ψ) in linear time O(n), as is well known. Here w ≤ 2n. If there is a component c ∈ W with x i , x i ∈ c then the 2-CNF is not satisfiable. Otherwise proceed to calculate the rigid ideal J 1 and rigid filter F 1 , and let C := W \ (J 1 ∪ F 1 ) be the core poset, say of cardinality 2h ≤ w. Further calculate c ↑ and c ↓ for all c ∈ C. All of this costs O(w 2 ).
The powerset of C is written as a row r * = (2, 2, · · · , 2) whose 2h components are indexed in any fixed order by the elements of C. (Thus different from Table 1 we don't drag along the rigid ideal and rigid filter.) Initially the working stack's sole row is r * , and generally its top row r is treated as follows.
Case 1: twos(r) = ∅. Choose any c ∈ twos(r) and replace r by two rows r 1 and r 0 which are put on top of the working stack and defined as follows: twos(r 0 ) = C \ (zeros(r 0 ) ∪ ones(r 0 )) By induction (anchored in r * ) we may assume r is such that (ones(r), zeros(r)) is a disjoint filter-ideal pair (no bisection yet) with ω(ones(r)) = zeros(r). Let us verify that these properties carry over to r 1 as defined above. (The argument for r 0 is similar.) Being the union of two filters also ones(r 1 ) is a filter. Consequently zeros(r 1 ) = zeros(r) ∪ ω(c ↑) = ω(ones(r)) ∪ ω(c ↑) = ω(ones(r) ∪ c ↑) = ω(ones(r 1 ))
is an ideal. As to the disjointness of ones(r 1 ) and zeros(r 1 ), because of ones(r) ∩ zeros(r) = ∅ (induction) we have
Let us show that all three parts on the right hand side are empty. Since zeros(r) is an ideal, it would follow from zeros(r) ∩ c ↑ = ∅ that c ∈ zeros(r), which contradicts c ∈ twos(r). Thus zeros(r) ∩ c ↑= ∅ and this, by the bijectivity of ω, implies that
Finally suppose the set ω(c ↑) = {d : d ∈ c ↑} was not disjoint from c ↑. Then there is a d ≥ c such that d ≥ c, but this contradicts (7). It follows that processing one non-final top row r (i.e. replacing it by r 0 , r 1 ) costs O(w). As to the space claim, we may assume the largest case that C = W , and thus that all occuring {0, 1, 2}-valued rows have length w ≤ 2n. It suffices to show that the working stack never contains more than 2w + 1 rows because then the space requirement will be O(w(2w + 1)) = O(n 2 ). Putting w = 4 one typical growth process of the working stack from r * = (2, 2, 2, 2) to the stage where its first final top row appears, may be as in Table 3 . The boldface 0's and 1's originate from 2's by switching. The other 0's and 1's are forced by (8). The binary tree matching this working stack is given in Fig.3(a) .
2 2 2 2 1 2 2 2 0 2 1 2 1 1 0 0 1 0 2 2 0 2 1 2 Table 3 The largest possible binary tree arises when 0's and 1's only originate from the switching process, thus unaided by (8). That's the case for the binary tree in Fig.3(b) of cardinality 2 · 4 + 1.
Obviously, the corresponding tree with a root r * = (2, 2, · · · , 2) of length w has cardinality 2w + 1. 
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Corollaries 2 and 3 below will restrict the models g : {0, 1} n → {0, 1} considered in Theorem 1; either range-wise or domain-wise.
Corollary 2: Let ψ = ψ(x 1 , · · · , x n ) be a 2-CNF formula and let S, T ⊆ {x 1 , · · · , x n } be disjoint. Then the N models f : {0, 1} n → {0, 1} of ψ which satisfy f (S) = {1} and f (T ) = {0} can be enumerated in time O(n 2 + N n).
Proof: The argument is as in the proof of Theorem 1 except now r * = (2, 2, · · · , 2). Instead we seek to get a starter row r * by taking (2, · · · , 2) and setting the components with indices from S to 1, and those with indices from T to 0. In view of (8) that triggers additional 1's and 0's, which in turn trigger more 1's and 0's, and so forth. Either a clash of 1's and 0's occurs (in which case we stop and output N = 0), or we reach a unique saturated row, which we take as r * . Now the normal algorithm takes over, i.e. arbitrary 2's ar picked and turned to 0 and 1.
If all 2-clauses are of type x → y, or all 2-clauses are of type x → y, then the ALL 2-SAT algorithm can beneficially be substituted by the a, b-algorithm [W2] or a, b-algorithm [W3] respectively. Besides the don't care symbol 2 both algorithms exploit more fancy wildcards to compress their output. In a nutshell, this is due to the fact that "short" implications with the same premise, such as x → y 1 up to x → y t are turned into a "long" implication x → (y 1 ∧· · ·∧y t ). Similarly x → y 1 up to x → y t are condensed into a "quasi-implication" x → (y 1 ∧ · · · ∧ y t ). While Section 4 also features quasi-implications, wildcards other than the don't care symbol 2 won't be useful.
Enumerating all partial models
It is clear from (6) that the core bisections, i.e. the bisections of W (ψ) restricted to the core poset (C, ≤), match exactly those bitstrings g : C → {0, 1} that satisfy these constraints ¶ (where c ranges over C):
Instead of C we may as well focus on any nonvoid subset C * ⊆ C. Specifically, the algorithm described in the proof of Theorem 1 allows to pick any entry 2 in the working stack's top row to be pinned down to 0 and 1 respectively. Suppose we keep on pinning down only entries 2 located within C * (heeding (9i) to (9iv)) and stop as soon as a top row r has only 0's and 1's within C * . Call this length |C * | bitstring γ. As previously argued r contains (among other bitstrings) all models g ∈ Mod(ψ) whose restriction to C * is γ (and there is at least one such model in r).
What's more, while pinning down 2's within C * we can ignore the effect on the entries outside C * because these pinned down entries have no influence on the future shape of γ. All that is required to get γ are the restrictions of the quasi-implications in (9) to the set C * . Thus for c ∈ C * the (0, 1)-quasi-implication in (9iv) (say) gets restricted to
Calculating the restrictions applying to C * costs O(n 2 ) as in Theorem 1 because the whole involution poset W (ψ) is required; but calculating all N partial models only costs O(N |C * |). A particular C * = HC will be crucial in Section 5.
For the purpose of a formal statement let us temporarily zoom back to the level of literals. Let ψ be a 2-CNF and V * ⊆ V (ψ) any nonvoid subset of literals.
We have thus established the following.
Corollary 3: Let ψ be a 2-CNF with n variables and V * ⊆ V (ψ) be fixed. Then the N partial V * -models of ψ can be produced in time O(n 2 + N m) where m = |V * | ≤ 2n.
Of course, when V * is a transversal of S = {{x, x 1 }, · · · , {x n , x n }} then the partial V * -models of ψ are in bijection with the models of ψ. Similar things will happen in the next Section, but on the level of strong components.
Compressed output of the models
For any 2-CNF ψ = ψ(x 1 , · · · , x n ) with core C ⊆ W (ψ) we call a subset HC ⊆ C a halfcore if HC ∪ ω(HC) = C and HC ∩ ω(HC) = ∅. We fix any halfcore HC and introduce some handy notation akin to (9i), · · ·, (9iv). For every c ∈ HC put where "Conc" abbreviates "conclusion". For any {0, 1, 2}-valued row r indexed by HC and any fixed s ∈ HC consider these properties:
Then the following takes place:
(11) Suppose s ∈ twos(r) is such that (10i) and (10ii) are satisfied. Then every bitstring g ∈ r satisfies for this specific c = s the conditions (9i) to (9iv).
(That is, the restrictions to HC of these conditions.)
The relevance of (11) is this. Suppose r is such that (10i), (10ii) hold for all s ∈ twos(r). Then every g ∈ r satisfies (9i) to (9iv), i.e. every g ∈ r yields a core bisection (extend g from HC to C). Before we embark on the proof of (11), it helps to reconsider the ψ from (1). It turns out that each of its 18 literals yields a singleton strong component; further J 1 = {x 3 } and F 1 = {x 3 }. Thus the core has 16 elements. From the 2 8 many halfcores our algorithm picked HC = {x 1 , x 2 , x 4 , x 5 , x 6 , x 7 , x 8 , x 9 } (for technical reasons irrelevant here). Without proof we record for each literal u its four "u-based" quasi-implications, i.e. their conclusions: Table 4 Any order of quasi-implications is admissible but the order influences the speed of the algorithm in so far unpredictable ways. The order c = x 7 , x 6 , · · · , x 8 in Table 4 is chosen for pedagogical reasons. Starting with the "blank slate" r 1 we set x 7 to 0 and 1 respectively (boldface entries in Table 5 ) and inflict the according quasi-implications.
x 1 x 2 x 4 x 5 x 6 x 7 x 8 x 9 r 1 = 2 2 2 2 2 2 2 2 r 2 = 0 0 2 2 0 0 1 1 r 3 = 2 2 2 2 2 1 2 2 Table 5 According to Table 4 having x 7 = 0 forces x 1 = x 2 = x 6 = 0 and x 8 = x 9 = 1. On the other hand, having x 7 = 1 forces nothing. This explains r 2 and r 3 in Table 5 . We continue to process the topmost row r 2 of our stack {r 2 , r 3 } (row r 3 will be irrelevant in our argument). Row r 2 satisfies already the x 6 -based quasi-implications since along with x 6 = 0 it has x 1 = x 2 = 0 and x 8 = 1. Similarly one checks that the x 9 -based and x 1 -based quasi-implications happen to hold in r 2 . Because x 4 = 2 in r 2 we look at (11) and observe that (10i) and (10ii) happen to be satisfied:
In this situation (11) tells us (in effect) that we need not pin down x 4 to 0 or 1. One checks that also the x 5 -based quasi-implications comply to (9i) and (9ii), and so x 5 = 2 need not be pinned down. The remaining x 2 -based and x 8 -based quasi-implications happen to be satisfied in r 2 . By the detailed reasons given below all four bitstrings encoded by r 2 must hence be models of ψ.
(Note that r 2 matches r 1 in Table 1 .)
Proof of (11). Let s ∈ twos(r) be such that (10i) and (10ii) ]. If (10i) was satisfied this would imply x 4 ∈ zeros(r 2 ), and so x 4 ∈ ones(r 2 ), which contradicts x 4 ∈ twos(r 2 ).
Second, we previously observed that a {0, 1, 2}-valued row r for which all s ∈ twos(r) satisfy (10i), (10ii) entirely consists of models of ψ. How do we get such rows? Starting with r * = (2, 2, · · · , 2) we apply the ALL 2-SAT algorithm as described in Section 3 but additionally distinguish two kinds of 2's, the special and the nonspecial 2's. More precisely, let sptwos(r) ⊆ twos(r) consist of those special positions s ∈ HC that satisfy (10i) and (10ii). Consider a son r of r, i.e. r arises from r by pinning some (nonspecial) 2 of r to 0 or 1, which may force other 0's and 1's in r in view of (9i) to (9iv). Let's take any s ∈ sptwos(r) and look in what situation s finds itself in r . Case 1: s ∈ twos(r ) (thus no 0 or 1 was forced on position s). Then in fact s ∈ sptwos(r ) since due to zeros(r ) ⊇ zeros(r) and ones(r ) ⊇ ones(r) the conditions (10i) and (10ii) hold a fortiori in r . Case 2: s ∈ zeros(r ) ∪ ones(r ). Fortunately, according to (12) below this cannot happen.
We see that starting with sptwos(r * ) = ∅ the sets sptwos are stable or increase from father to son throughout the algorithm. If a row r is reached with sptwos(r) = twos(r) (that eventually happens since nonspecial twos keep getting pinned down) then we output it and proceed with the topmost row of the working stack. It remains to prove: rows r) is quite a bit higher than ti(HC). One can calculate R as R = N/2 av2 . For instance, for the (100, 100)-instance with rounded 10 19 models one gets R ≈ 10 19 /2 36.9 , the precise value being R = 99 527 616. Table 6 After having contributed a summand to N = |Mod(ϕ)| the final rows were deleted. We also record the size |W | of the whole involution poset and, in brackets, the size of the largest strong component. Note that |W | and |HC| determine |F 1 ∪ J 1 | = |W | − 2|HC|. All numbers N matched the results obtained using the Mathematica command SatisfiabilityCount, provided the latter could terminate within reasonable time.
This leads one to pit this "hardwired" command (which only counts, not generates) against our "high-level" algorithm. It would be unfair to run random instances with few but large strong components because the general purpose SatisfiabilityCount (which is based on BDD's) "doesn't know" about strong components. But even for singleton strong components SatisfiabilityCount often cannot compete. Elsewhere a detailed analysis of BDD's against methods based on wildcards will be carried out (in the context of general Boolean functions in CNF format).
Enumerating all Horn-Renamings
Consider a set of clauses such as
Here C 1 and C 3 are Horn-clauses. If we rename x 1 and x 3 in the sense that x i becomes x i and x i becomes x i throughout (i = 1, 3), then we get
and so all clauses are now Horn-clauses. The existence of such Horn-Renamings † † is important and has been linked to 2-satisfiability by various authors, see [CH, 6.10 .1]. The neatest link has † † To be in line with the notation of [H] we identify a Horn-Renaming with the set of negated variables concerned. Thus the above Horn-Renaming is {x1, x3}. been established in [H] but it can be pushed a little further, as we shall now see. Let V be the set of literals underlying the given clauses C 1 , . . . , C t . Thus V = {x 1 , x 2 , x 3 , x 4 , x 1 , x 2 , x 3 , x 4 } in the example above. On V define a binary relation as follows:
Let σ be the 2-CNF formula which is the conjunction of all arcs u → v (viewed as 2-clauses). According ‡ ‡ to [H, Proposition 1.1], the model set Mod(σ) is in bijection with the Horn-Renamings of {C 1 , . . . , C t } in the following way: For each bitstring (g 1 , · · · , g n ) ∈ Mod(σ) rename those variables x i (and x i ) which have g i = 0.
To fix ideas, for F = {C 1 , · · · , C 4 } the implication digraph of σ = σ(F) is given in Figure 4(a) . The involution poset of σ, with (F 1 , J 1 ) shaded, is shown in Figure 4(b) . By inspection one derives Table 3 .
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Bisection Table 3 In particular, a set F of clauses is Horn-renamable iff σ(F) is satisfiable, i.e. iff its involution ‡ ‡ It is easy to see that being "closed" in the sense of [H] amounts to being a model of a 2-CNF of type σ, albeit 2-CNF is not explicitely mentioned.
