JSTOR is a not-for-profit service that helps scholars, researchers, and students discover, use, and build upon a wide range of content in a trusted digital archive. We use information technology and tools to increase productivity and facilitate new forms of scholarship. For more information about JSTOR, please contact support@jstor.org. WATe incorporate information flow between a supplier and a retailer in a two-echelon VV model that captures the capacitated setting of a typical supply chain. We consider three situations: (1) a traditional model where there is no information to the supplier prior to a demand to him except for past data; (2) the supplier knows the (s, S) policy used by the retailer as well as the end-item demand distribution; and (3) the supplier has full information about the state of the retailer. Order up-to policies continue to be optimal for models with information flow for the finite horizon, the infinite horizon discounted and the infinite horizon average cost cases. Study of these three models enables us to understand the relationships between capacity, inventory, and information at the supplier level, as well as how they are affected by the retailer's (S -s) values and end-item demand distribution. We estimate the savings at the supplier due to information flow and study when information is most beneficial.
Introduction
The industrial supplier-retailer relations have undergone radical changes in recent years as the philosophy behind managing manufacturing systems continues to be influenced by several Japanese manufacturing practices. As more organizations realize that successful in-house implementation of Just-in-Time alone will have limited effect, they are encouraging other members of their supply chain to change their operations. This has resulted in a certain level of co-operation, mainly in the areas of supply contracts and information sharing, that was lacking before. This is especially true when dealing with customized products, and is most commonly seen between suppliers and their larger customers (retailers).
Our primary motivation to develop the models in this paper came from two sources. One was from the food industry, when a Pittsburgh based manufacturer -the largest supplier on the East Coast to a large fast-food chain-was asked to take the lead in integrated supply chain management. One of the goals of the manufacturer was to improve the understanding of the interactions between information, inventory, and capacity (because it affects customer service and cost), providing insights for the entire supply chain, consisting of 160 suppliers. Consequently, we take the supplier's point of view in this paper. The second (and a broader) motivation to study the benefits of information arose because of differing reactions to Electronic Data Interchange (EDI) benefits from industrial sources: While some were very happy with improved information, others were disappointed with its benefits (see Armistead and Mapes (1993) and Takac (1992) ). Thus, while information is always beneficial, we wished to investigate when it is most beneficial and when it is only marginally useful. In the latter case, we wanted to explore how improving some other characteristic of the system, such as end-item demand variance or supplier capacity might allow one to expect significant benefits from information.
The degree of cooperation varies significantly from one supply chain to another. The type of information sharing could range from generic (e.g. type of inventory control policy being used, type of production scheduling rules being used) to specific (e.g. day-today inventory levels, exact production schedules). We develop and analyze new models of these recent developments in information sharing.
Previous research in this area, i.e. incorporating information flow into inventory control and supply chains, has mainly followed two approaches. The first approach used by Scarf (1959) , Iglehart (1964) , Azoury (1985) , Lovejoy (1990) , and Lariviere and Porteus (1995, 1996) was to use the history of the demand process to more accurately forecast the demand distribution using Bayesian updates. The second approach, used in this paper, incorporates the information flow by developing new analytical models. This approach is used by Zheng and Zipkin (1990) to analyze the value of information flow in a twoproduct setting. They showed that using the information about the outstanding orders of both products results in improvements of system performance. Zipkin (1995) extended this to a multiitem production facility. Hariharan and Zipkin (1995) incorporated information about order arrivals, termed demand lead-times. Chen (1995) studied the relative benefits of echelon-stock policies over those of installation-stock policies in a multi-echelon environment. The latter decisions at a given facility depend only on local inventory information as opposed to this information combined with information on other facilities. A different way of expressing information is through relations among demand states. A stream of papers (e.g. Song and Zipkin (1993) and Sethi and Cheng (1997) models the demand process as dependent on exogenous ("informational") variables which themselves fluctuate according to a given stochastic process. Traditional capacitated models have recently received attention: Federgruen and Zipkin (1986a, b) provide the optimal policy for the stationary demand case; Glasserman and Tayur (1994, 1995) study multiechelon systems operated via a base stock policy; Aviv and Federgruen (1997) , Kapuscinski and Tayur (1998) and Scheller-Wolf and Tayur (1998) study nonstationary demand settings.
In this paper, we study partial and complete information sharing in a supplier-retailer setting, and also compare these to a base case of no information. The retailer faces positive integer demands which are i.i.d. in any period ("the end-item demand") and places orders with the supplier according to an (s, S) policy (i.e., at the supplier-retailer interface there is an implicit fixed ordering cost). In a traditional setting (Model 0), the supplier is unaware of the retailer's demand or ordering policy, and merely observes the orders from her, i.e. he assumes that the demands from the retailer are i.i.d. in each period (we illustrate them as originating from a black box, cf. Figure 1) . In Model 1, the supplier knows the demand distribution faced by the retailer, the fact that orders are placed according to an (s, S) policy, and the specific parameters s and S (see Figure 2) . Finally, in Model 2 the supplier receives, in addition, immediate (periodic) information about the retailer's demands, perhaps via EDI links (see Figure 3) . Some of our qualitative results are as follows. It is intuitive that the optimal policy in a model with additional information should perform better than the optimal policy in a model with restricted information, and this is confirmed by our experimental results. However, when the end-item demand variance is high, or the value of A = S -s is very high or very The rest of the paper is organized as follows: In ?2 we describe the models and present structural properties of the optimal order up-to levels. Section 3 contains the computational results and insights. As a by-product, we obtain a simple heuristic for computing inventory levels. We conclude in ?4 by summarizing our findings and discussing future directions of research.
Models
We consider a periodic review inventory control problem. The sequence of events in every period is as follows. First, the supplier decides on his production quantity for the period. Next, the retailer realizes her demand for the period. After satisfying (fully or partially) the demand, if her ending inventory level is below s, she places an order with the supplier to bring her inventory level to S. This order arrives at the beginning of the next period. If the supplier cannot satisfy the full order of the retailer, we assume that the retailer acquires the missing part of the order elsewhere. All this happens with no lead time. The (s, S) policy is optimal for the retailer, for example, when she incurs fixed plus linear ordering costs, linear holding and backlogging costs (under full backlogging) and if she faces i.i.d. demands, see e.g. Scarf (1962) .
The supplier incurs linear holding and penalty costs (for portions of demand not satisfied from inventory), at unit rates h and b respectively. Every unit purchased costs a given, constant amount, which therefore has no impact on the optimal policy under the long run average cost criterion.
Model 0
In Model 0, the supplier has no information about the retailer, except what is available from past demand data. There are a number of ways to use this demand data to understand the demand process. Indeed, if the supplier senses that a (s, S) policy is being used, estimation of its parameters from data could lead to a model very close to Model 1 (described below) without obtaining any additional information from the retailer. However, for the purpose of studying the value of information, we assume that the supplier follows a naive approach and assumes that the demands from the retailer are following an i.i.d. process (that is, assuming a "traditional" model). Under this assumption, it is optimal for the supplier to use a modified order up-to policy with the same order up-to level in every period. ' We compute the appropriate order up-to level using infinitesimal perturbation analysis (IPA). By using IPA, we avoid having to make any assumptions on the distribution of the demands and at the same time account for the presence of finite capacity. The i.i.d. assumption considerably simplifies the model, and can be analyzed as in Glasserman and Tayur (1994, 1995) .
Model 1
At the beginning of each period, the supplier knows the number of periods i that have elapsed since the last order was placed. Recall that we have assumed the end-item demand is at least one unit per period; therefore, the states are i = O, 1, ..., A -1. Given this "external" state variable, future demands at the supplier are independent of past demands. Because the retailer obtains all of the ordered parts (some possibly from other sources), she brings her inventory position to S (after ordering) independent of the supplier's inventory position. Since the supplier knows that the retailer follows an (s, S) policy and since he knows the value of A = S -s, he can determine the probability pi that an order will be generated at the end of the coming period and the cdf (Di( * ) of the order size, given that an order is placed. Note that (with di end-item demand in period i) See Gavirneni (1997).
Model 2
At the beginning of each period, the supplier knows j = the number of units sold by the retailer since her last order (j = 0, 1, . . . , A -1). Clearly, if j is known, having knowledge of the number of periods since the last order is of no incremental value. Moreover, given the "external" state variable j, future demands for the supplier are again independent of past demands. The supplier can determine pj, the probability that an order will be placed at the end of the coming period, given the period starts in state j, as well as Fj( * ), the cdf of order size, given an order is placed: and quantity of realization of demand increases with j. Here we do not need the IFR assumption on the end-item demand distribution for monotonicity. All the properties of Model 1 also hold for Model 2. Briefly: (1) the cost function is convex and the optimal policy is modified order up-to; (2) the order up-to levels are ordered; and (3) IPA can be used to find the optimal order up-to levels. 2While generating demands using the Normal distribution, the nonpositive demands were discarded. To account for this, we selected the non-truncated mean so that the accepted demands had 
Computational Results

In this section we implement the solution procedures developed previously for all three models. Our goal is to understand the trade-offs between inventories, capacities, and information. We vary h,
Costs and Savings
We observed that for all the models the total cost increases if the holding cost or variance increases, or capacity decreases. These results are expected and so we will not elaborate on them further. We will look more closely at the savings realized due to additional information flow and their dependency on capacity, holding cost, variance, and A. The cost for Model 2 was always smaller than that for Model 1 which in turn was smaller than that for Model 0. This leads us to conclude that information is always beneficial. First, we study the percentage savings realized between Models 0 and 1: the benefits of some information. The graph of these savings versus capacity is given in Figure 5 for a representative sample of demand distributions. (See Gavirneni (1997) for graphs relating percentage benefits to holding cost, A, and end-item demand variance.) The savings vary from 10% to 90%, with an average around 50%; they increase with capacity. These savings are largely due to the simplistic nature of Model 0. The stationary modified order up-to policy, optimal for Model 0, requires inventories to be held in every period. Model a mean of 20. The standard deviations of the observed demands for these three cases were 13.5, 9.5, and 5 and these values were used while analyzing the results. Capacity 1 results in lower costs, in particular at higher capacities, since information in state i is used to schedule production more efficiently. However, reasonable benefits are noticed even at low capacities. We also observed that the benefit increases with the holding cost rate; see Gavirneni (1997) for details. We next study the percentage savings realized between Model 1 and Model 2: the benefits of increased (and full) information. The plots of these savings with respect to capacity, ratio of penalty to holding cost, and standard deviation are given in Figures 6, 7 , and 8 respectively. These savings range widely, from 1% to 35%. Details are described below.
GAVIRNENI, KAPUSCINSKI, AND TAYUR Value of Information in Capacitated Supply Chains
1. Effect of Capacity. For every value of capacity and each demand distribution we averaged the percentage savings over all the holding costs. A representative sample of these results is presented in Figure 6 . It is easily noticed that the percentage savings increase with capacity, and in contrast to what we noticed in Figure 5 , there is almost no benefit at low capacities: When the capacity is 25, since the end-item mean demand is 20, one does not have much choice other than to produce in every period (the S -s value does not really affect this) to meet the demand. However, when the capacity is high, the supplier has flexibility and thus can use the information to delay production or produce a larger quantity in a given period (if necessary). If the ratio is very close to 0, the supplier will not produce before seeing the demand, while a huge ratio makes it beneficial to keep extremely high inventory all the time due to finite capacity faced by the supplier. In both cases, additional information would have very limited benefit. Figure 7 shows the information benefits for moderate ratios. Interestingly, the range in which we observe increase (or decrease) in the benefit of information appears to be highly dependent on the coefficient of variation: For small coefficients of variation, the benefit of information is observed to increase for a broad range of ratios (and a peak is reached at high penalty cost), while for high coefficients of variation, a peak is reached at a small penalty. It appears that as standard deviation increases, the percentage benefit drops. This could be due to the fact that, as in item 2 above, when the variance is very high the reduction in uncertainty due to additional information at the supplier is not significant. In other words, the information available relative to the overall system uncertainty is small, and thus does not reduce costs as effectively. Thus, we observe that information is most beneficial at moderate values of variance.
Effect of End
4. Effect of A. The percentage savings between Models 1 and 2 as a function of i\ are displayed in Figure  9 for two distributions, Exponential(20) and Erlang(4, 5). For both distributions, as the value of i\ is increased these savings increase initially and then start to decrease. This behavior can be explained as follows. When i\ is large (compared to capacity and mean end-item demand), due to finite capacity, in anticipation of a large order we must start building up inventory over time, effectively reducing the benefit of information. On the other hand, when i\ is small (relative to mean end-item demand), the end-item demand is passed through to the supplier almost 
Conclusions
In this paper we have incorporated information flow into inventory control models. This gave rise to interesting nonstationary demand processes. Optimal policy structures are order up-to policies. An extensive computational study provided us with insights on the savings and relative benefits due to information flow. These insights were useful in the design of a major fast-food company's (FFC) supply chain, and we outline the setting briefly. Due to extraordinary performance (in terms of ontime delivery and quality of products) by a food manufacturer (NSP) for two consecutive years, FFC asked NSP to manage the other 160 or so suppliers. Thus, FFC "outsourced" supplier management to NSP. A new organization called Hi Logistics was created. Among its many tasks was the following: to determine whether EDI links -between FFC warehouses and suppliers would be beneficial.
As part of this effort, based on transportation times, type of product, end-item demand, volumes, and capacity, we first decided which supplier would ship directly to a FFC warehouse, and which supplier would ship it to NSP warehouse (which would, after consolidation, ship to a FFC warehouse). Similarly, the period length was determined, and this was either one day, one week or 2 weeks. Overnight transportation is possible between some suppliers and NSP, between NSP and some FFC warehouses, and between some suppliers and some FFC warehouses. The longest transportation time between locations in the supply chain is under 2 days, typically over the weekend. Due to judicious selection of period length and choice of transportation, our periodic review model with zero lead time was considered adequate. Furthermore, FFC expects a near perfect supply, and suppliers either work overtime or shift capacity pre-allocated to other brands to meet this requirement. This additional cost, that is supplier dependent, is captured as penalty cost. The holding costs are also different across suppliers. Based on relative values of holding and penalty costs, the suppliers were classified as low, medium or high in terms of holding and penalty costs.
Similarly, based on capacities of suppliers relative to the period volumes (end-item demand at the warehouse, for example), and the high fixed costs of ordering, we classified suppliers as having low (high) capacity and warehouses as having a low (high) i\ value. This helped us understand when information would be most useful, and also how we could further improve the supply chain performance. While several real-world concerns such as correlation and production variabilities were ignored in our models, the management at NSP and Hi Logistics viewed the insights gained as useful in their decision making; for example, EDI links were added between FFC warehouses and those suppliers with medium to high capacity and for products with moderate demand variation.
Future work is planned in four directions: (1) performing similar studies of two stage models under a less restrictive setting; (2) extending this analysis to multiple retailers; (3) studying inventoryinformation-capacity interactions in a supply chain with more than two stages; and (4) studying, at a theoretical level, more general demand processes3 at the supplier, where the transition from one state to another follows a general probability matrix, of which the current nonstationary situations are special cases.4 3We thank Professor George Shanthikumar for this suggestion. 4We have incorporated many of the suggestions by the Departmental Editor and the Associate Editor that have improved the presentation of this paper. We also thank the referees for their comments and suggestions. Alan Scheller-Wolf's editorial help has been most invaluable.
