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Let R be a hereditary Noetherian prime ring. We determine a full set of invariants
for the isomorphism class of any finitely generated projective R-module of uniform
dimension at least 2. In particular we prove that P ⊕X ∼= Q ⊕X implies P ∼= Q
whenever P has uniform dimension at least 2. Among the applications of these
results are necessary and sufficient conditions for the existence of a bound to the
number of generators needed for right ideals of R. © 1999 Academic Press
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1. INTRODUCTION
Let R denote a hereditary Noetherian prime ring—an HNP ring, for
short. If R is commutative, this simply means that R is a Dedekind domain
and, as such, has one of the best understood structure theories for finitely
generated modules. Such a module, in both the commutative and noncom-
mutative cases, is a unique (up to isomorphism) direct sum of a projective
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module and a module of finite length. So the structure theory splits into two
disjoint parts. The intention of this paper is to complete an endeavour of
several authors which stretches back over 25 years by bringing the structure
theory of finitely generated projective modules up to roughly the same level
in the noncommutative case as in the commutative case. This is achieved by
providing two independent invariants—the “genus” and “Steinitz class”—of
the isomorphism class of any nonzero finitely generated projective module
P , and showing that these invariants determine the isomorphism class of P
when P has uniform dimension at least 2.
1.1. The Invariants
First we define 9P, the genus of P . Let Rquo denote the simple Artinian
ring which is the Goldie quotient ring of R. Recall that the rank ρP;M of
a projective R-module P at a prime ideal M of R is defined as follows. We
let ρP; 0 be the uniform dimension udimP, which (since P is projective)
equals the composition length of the Rquo-module P ⊗R Rquo. Since R has
Krull dimension 1, the nonzero prime ideals of R are all maximal, and their
factor rings are simple Artinian. In this case we let ρP;M be the length
of the R/M-module P/PM .
We define 9P to be the indexed family of integers ρP;M, indexed
by the prime ideals M (including 0) of R. In the classical case, when R is
module-finite over a central Dedekind domain D, this use of the word genus
is equivalent to the usual one: 9P = 9P ′ if and only if the localizations
Pm and P ′m are isomorphic Rm-modules for all maximal ideals m of D
[21, 5.1].
The second invariant S P, the Steinitz class of P , is an element of an
abelian group G = GR, that we discuss in detail in Section 4. We call
GR the ideal class group of R, since that is what it becomes in the com-
mutative case.
1.2. Main Results
Theorem 1.3. If udimP ≥ 2 then the pair 9P; S P forms a com-
plete, independent set of invariants for the isomorphism class of P; and these
invariants are additive in direct sums.
Theorem 1.4. If P;Q;X are finitely generated projective R-modules such
that P ⊕X ∼= Q⊕X and udimP ≥ 2 then P ∼= Q.
In fact, the latter result is an immediate consequence of the former. For
additivity of the invariants in direct sums yields 9P +9X = 9Q +
9X and S P+S X = S Q+S X. Since the first equation is equal-
ity of two sums of tuples of integers, and the second equality is equal-
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ity of two sums in the abelian group G, we immediately conclude that
9P = 9Q and S P = S Q. Hence, by Theorem 1.3, P ∼= Q.
Although this nicely illustrates the utility of our invariants, it is not a
legitimate proof because Theorem 1.4 is a principal step in the proof of
Theorem 1.3. However, it does highlight a fundamental fact: For many
applications of Theorem 1.3 the only thing one has to know about G is what
is stated in Theorem 1.3. Among its genuine consequences are solutions to
the following problems:
(1.4.1) Let P;Q be finitely generated projective R-modules such that
udimQ < udimP. When is Q isomorphic to a direct summand of P?
We show, in Theorem 5.1, that this is so precisely when 9Q ≤ 9P; that
is, ρQ;M ≤ ρP;M for every maximal ideal M . This was also proved in
another fashion by Warfield [33, Theorem 7.3].
(1.4.2) When is there is a bound on the number of generators needed
for right ideals of R? We give the answer in Theorem 5.3 and its conse-
quences.
(1.4.3) Can one describe all infinitely generated projective R-modules?
This is solved in the third paper in this series, [20].
This is a convenient point at which to mention that Theorems 1.3 and
1.4 both fail to hold when the uniform dimension concerned is 1. Indeed,
we cite two well-known examples. One is when R is the first Weyl algebra
over a field of characteristic zero, this being a simple hereditary Noetherian
domain. The other is an example due to Swan [32] of a classical maximal
order R which is a noncommutative integral domain. In each case, R has
nonfree right ideals yet the direct sum of any two nonzero right ideals is
free. (Equivalently, although M2R is a principal right and left ideal ring,
R is not.) See [22, 7.11.7; 32] for details.
1.5. Prior History
In the commutative case, Theorem 1.3 becomes Steinitz’s well-known
1911 theorem [31, 12] about projective modules over Dedekind domains
when the uniform dimension of the modules is at least 2. A theorem roughly
equivalent to Theorem 1.3 is proved in [24, (35.1)] for the case that R is
a classical maximal order in a separable algebra over a Dedekind domain
in a global field. This was extended by Jacobinski [11, Theorem 2] to an
arbitrary hereditary order, when the global field is a number field. He also
proved the cancellation result, Theorem 1.4, for these hereditary orders [11,
Corollary, p. 8]. A generalisation of this cancellation result was provided
by Odenthal [23, 6.3], who proved Theorem 1.4 for any HNP ring in which
every nonzero ideal contains an invertible ideal.
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The clue to a general treatment of the group G was a paper of Hodges
[10]. Recall that our genus function 9 is additive on direct sums. It can
therefore be extended to a homomorphism—which we again call 9—from
K0R to the direct product of suitably many copies of the integers. Hodges
proves that K0R ∼= ker9 ⊕ im9 and comments that ker9 becomes
the ideal class group when R is a commutative Dedekind domain, and has
some key properties associated with Jacobinski’s and Reiner’s group G [10,
Sect. 2, paragraph 2].
A key step in his proof was to introduce a “Dedekind closure” S de-
scribed below. This plays the role classically played by a maximal order
containing R—even though S may not be module finite over R. He proves
his decomposition theorem for K0R by first proving it for K0S, and
then extending Jacobinski’s theorem that ker9 does not change when
one passes from R to S. This, together with Odenthal’s cancellation result,
is what convinced us that Theorem 1.3 must be true.
1.6. Dedekind Closure and Towers
We now recall two related notions concerning overrings and simple mod-
ules, from [19]. First, we call an overring S of R (in Rquo) finite over R
if SR is finitely generated; and we call S integral over R if, for each finite
set of elements of S, the ring they generate over R is finite over R. By a
Dedekind closure of R we mean any maximal integral overring of R in Rquo.
R always has at least one Dedekind closure, and every Dedekind closure of
R is a Dedekind prime ring: an HNP ring such that every finitely generated
projective right S-module is a progenerator in the category of S-modules
(equivalently, an HNP ring with no nonzero idempotent maximal ideals)
[22]. For details about Dedekind closures see [19, Theorem 7.13].
Next, we recall that there is a partition of isomorphism types of simple
right R-modules into finite ordered sets termed towers. Towers come in
two types: either all the simple modules in the tower are unfaithful and the
set is cyclically ordered (a cycle tower) or else precisely one, the top (first)
member, is faithful and the set is linearly ordered (a faithful tower). Every
simple module belongs to precisely one tower.
Let C be any segment of a tower; that is, any subset of the tower consist-
ing of consecutive elements. Then there is a uniserial module U—unique
up to isomorphism—whose composition factors from top to bottom enu-
merate C. We call U the uniserial module associated with C. Full details
about segments of towers and their associated uniserial modules can be
found in Section 3 of [19]. These towers play a critical role in our theory,
and we summarize more of their properties as we need them.
There is a tight connection between integral overrings S of R and
uniserial modules associated with segments of R-towers. Each simple
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S-module—when viewed as an R-module—becomes the uniserial module
associated with some segment of an R-tower. We say that S merges the seg-
ment into this simple S-module. The segments of R-towers merged by S
are necessarily disjoint, and determine S. Moreover, every collection M of
disjoint segments of R-towers can be realized in this way, by some unique
integral overring S of R [19, Theorem 7.7]; we describe S as the overring
determined by merging M. The finite overrings of R are characterized by the
fact that the collection M is finite; [19, Theorem 6.3].
The extreme cases of merging are those in which each R-tower is merged
into a single simple S-module. The rings S that arise in this way are precisely
the Dedekind closures of R. See [19, Theorem 7.13].
1.7. Organization
Section 2 studies the genus 9P of P . Our genus Theorem 2.16 shows
that, subject to only two conditions any collection of nonnegative integers
can occur as 9P for some P . Let S be a Dedekind closure of P . Our as-
cent Theorem 2.17 strengthens the preceding result by showing that, having
fixed the uniform dimension, we can prescribe independently 9P and the
isomorphism class of PS.
Section 3 establishes cancellation Theorem 1.4. We are given an isomor-
phism P ⊕X ∼= Q⊕X. Note that P and Q are trivially in the same genus.
Tensoring with a Dedekind closure S gives an isomorphism PS ⊕ XS ∼=
QS ⊕ XS to which Stafford’s cancellation theorem (see Theorem 3.12 or
[21, Proposition 5.5]) applies, because its hypotheses are automatically sat-
isfied for Dedekind prime rings. Thus we have PS ∼= QS with P and Q in
the same R-genus. Our descent Theorem 3.10 then shows that this implies
that P ∼= Q. We do this by means of a “unique presentability” argument
that we have not seen in earlier cancellation theorems.
Section 4 defines the ideal class group and Steinitz class, and establishes
our main structure Theorem 1.3. We relate this to the genus class group of
R and give some examples of module decompositions.
Finally, Section 5 gives some applications, including those mentioned in
(1.4.1) and (1.4.2).
1.8. Context
Since the main thrust of the present paper is that the theory of projec-
tive modules over HNP rings echoes the classical theory of commutative
Dedekind domains more than previously suspected, it seems appropriate
to mention some related results in this same vein, from [14]. As above, R
denotes an arbitrary HNP ring.
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(i) If P ⊇ Q are finitely generated projective R-modules, then there
are compatible decompositions P = ⊕i Pi and Q = ⊕i Qi such that each
udimPi = 1 and Pi ⊇ Qi.
(ii) Every R-module of finite length is the direct sum of uniserial R-
modules and a homomorphic image of a uniform right ideal of R. However,
attempting to describe modules of finite length in complete detail runs into
the obstacle called “wild representation type.”
1.9. Notation
Throughout this paper R denotes an HNP ring. Thus every right ideal
and every left ideal of R is finitely generated and projective, and the ring
is prime. We always make the nontriviality assumption that R 6= Rquo, and
“overring of R” always means “overring in Rquo.” “Right module” is usually
abbreviated to “module” and similarly the prefix “right” is omitted from
concepts such as “integral overring.”
Let P be any flat (e.g., projective) R-module. Then P can be identified
with its canonical image P ⊗ 1 in P ⊗R Rquo—because tensoring the in-
clusion map R ⊆ Rquo with the flat module P yields the monomorphism
P = P ⊗R R → P ⊗R Rquo. We usually make this identification, and then
we have P ⊗R Rquo = PRquo. If S is any overring of R we also make the
identification P ⊗R S = PS ⊆ PRquo.
For any R-module P we define the phrase “P is an S-module” to mean
that the natural map P → P ⊗R S is an isomorphism. When P is flat, this
is equivalent to saying that PS = P .
2. GENUS
The principal question in this section is: When is a collection of nonneg-
ative integers, indexed by the prime ideals of R, the genus of some finitely
generated projective module? The answer is given in our genus Theorem
2.16: There are two necessary and sufficient conditions, and we call them
“almost standard rank” and “cycle-standard rank.” We begin by preparing
for their definitions.
Because of the focus of this paper, we often prefer to describe rank and
genus in terms of unfaithful simple modules rather than prime ideals, as
in 1.1.
Definition 2.1. Let P be a finitely generated projective R-module, W
an unfaithful simple right R-module and M = annW . The rank of P at W ,
which we denote by ρP;W , is another name for the rank of P at M , which
is denoted by ρP;M. Then the genus of P is the indexed set 9P =
ρP; 0; ρP;W  where W ranges over isomorphism types of unfaithful
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simple R-modules. We note that both rank and genus are additive on direct
sums of modules.
Since R/M is a simple Artinian ring, P/PM is a direct sum of ρP;W 
copies of W . It is worth noting explicitly the following consequence.
Lemma 2.2. Let W be a simple unfaithful R-module. Then ρP;W  is the
largest n such that P can be mapped onto W n.
It is helpful to extend the notion of rank from simple modules to towers
of simple modules. (Recall that towers were introduced in Subsection 1.6.)
Definition 2.3. Let P be a finitely generated projective module and let
C be a tower. We define the rank of P at C to be:
ρP;C =XρP;W   W ∈ C; W unfaithful:
Note that this rank too is additive on direct sums of modules.
The next definition provides a standard against which to measure ranks.
Definition 2.4. Let W be a simple unfaithful right R-module, and C a
tower. We define
σR;W  = ρR;W 
udimR and σR;C =
ρR;C
udimR :
We call the number nσR;W  the standard rank at W for finitely gener-
ated projective R-modules of uniform dimension n; and we say that such a
module P has standard rank at W if ρP;W  = nσR;W .
Once again, this notion extends to any tower Cx nσR;C is the stan-
dard rank at C for finitely generated projective R-modules P of uniform
dimension n; and P has standard rank at C if ρP;C = nσR;C.
For a particular n and W , the standard rank might not be an integer. In
this case, no P of uniform dimension n has standard rank at W . However,
the next result shows that the standard rank is almost always an integer.
Theorem 2.5 (Almost Standard Rank). Let P be a finitely generated pro-
jective R-module. Then P has standard rank at W for almost all (i.e., for all
but finitely many) isomorphism classes of unfaithful simple modules W . Con-
sequently, P has standard rank at C for almost all towers C.
Proof. See [33, Lemma 7].
Theorem 2.6 (Cycle-standard Rank). Each finitely generated projective
module P has standard rank at every cycle tower C.
Proof. See [8, Corollary 34].
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We now begin working toward the proof that almost standard rank and
cycle-standard rank are the only numerical conditions that a genus must
satisfy.
Lemma 2.7. Let Y be a finitely generated R-module and suppose that
Y/radY  = L ⊕ F where L;F are semisimple modules and every compo-
sition factor of F is faithful. Let P be a projective R-module not of finite
length. If P can be mapped onto L then it can be mapped onto Y .
Proof. See [18, (1.11)]. (We note that this lemma is true for any
ring R.)
Lemma 2.8. Let P be a nonzero finitely generated projective R-module and
X a simple R-module.
(i) IfX is faithful then there exists a submodule P ′ ⊂ P with P/P ′ ∼= X.
(ii) If X is unfaithful, then there exists a submodule P ′ ⊂ P with P/P ′ ∼=
X if and only if ρP;X 6= 0.
Proof. Part (i) is immediate from Lemma 2.7, and (ii) follows directly
from the definitions.
Notation 2.9. Our next few results about projective modules make use
of what, in [19, (5.0.1)], is called the basic situation. This is when R = 	SN
(the idealizer of N in S) where S is an overring of R and N is an isomaximal
right ideal of S such that SN = S. Further, U denotes the simple S-module
such that S/N ∼= Un for some n ≥ 1. Equivalently U is the uniserial module
associated with a segment V;W of a tower of simple R-modules and S is the
overring determined by merging this segment. Further, V 6∼= W ; U/W ∼= V ;
S/R ∼= V n; and R/N ∼= W n.
The following facts are used frequently:
(i) U ⊗R S ∼= U; V ⊗R S = 0, and W ⊗R S ∼= U .
(ii) U ⊗R N ∼= U; V ⊗R N ∼= U , and W ⊗R N = 0.
(iii) For any overring T of R and any T -modules M;N we have
HomRM;N = HomT M;N.
The facts in (i) come from [19, Lemma 5.1]; and those in (ii) from [27,
Lemma 2.2]. For (iii) see [19, Theorem 4.2(vi)].
We need the following extra details.
Lemma 2.10. Let R; S;U; V;W be as in Notation 2.9 and let W ′ be a
submodule of Ua, for some a, such that W ′ ∼= W . Then W ′ is the R-socle of
some submodule U ′ of Ua with U ′ ∼= U .
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Proof. W ⊗R S ∼= US by 2.9(i) above. Since the S-submodule U ′ x= W ′S
of Ua generated by W ′ is a homomorphic image of the simple S-module
W ⊗R S ∼= U , we see that U ′ ∼= U , as desired.
Lemma 2.11 (Keep the notation of 2.9). Ext1RU;W t = 0 for all t.
Proof. Let M be some extension of W t by U . So there is a short exact
sequence
0→ W t →M → U → 0:
If we tensor this over R with N , and make use of 2.9(ii) above, this becomes
0→ 0→M ⊗R N → U → 0:
Thus M ⊗R N ∼= U .
Now consider MN . This is an R-submodule of M and, under the given
short exact sequence, it maps onto UN = USN = U . It is also an R-
homomorphic image of M ⊗R N; i.e., of U . Thus MN ∼= U , since U has
finite length. This shows that the given short exact sequence splits.
Notation 2.12. We continue with the notation of 2.9. Our next few re-
sults deal with the existence and other properties of finitely generated pro-
jective R-modules P; P ′; P ′′ such that
P ⊃ P ′ ⊃ P ′′ with P/P ′′ ∼= U; P/P ′ ∼= V; P ′/P ′′ ∼= W: (2.12.1)
We note that, in such a case, it follows that PRquo = P ′Rquo = P ′′Rquo.
Indeed one can deduce that PT = P ′T for any overring T of S because
V ⊗R T ∼= V ⊗R S ⊗S T and V ⊗R S = 0. Also P ′N = P ′′N . (To see this,
recall that P ′N ⊆ P ′′ since WN = 0 and yet, since N2 = N , one has P ′N =
P ′N2 ⊆ P ′′N ⊆ P ′N .)
Lemma 2.13. Keep the notation of 2.9.
(i) Suppose that P is a nonzero finitely generated projective R-module
and that either V is faithful or ρP; V  6= 0. Then there exist P ′; P ′′ such that
(2.12.1) holds.
(ii) Suppose that P ′ is a nonzero finitely generated projective R-module
with ρP ′;W  6= 0. Then P; P ′′ exist such that (2.12.1) holds.
Proof. (i) The existence of a submodule P ′ with P/P ′ ∼= V is shown by
Lemma 2.8. We now have two short exact sequences
0→ W → U α−→ V → 0 0→ P ′ → P pi−→ V → 0:
Since P is projective, there is a map βx P → U such that pi = αβ. It follows
that imβ 6⊆ W and so imβ = U . Then P/ kerβ ∼= U and kerβ ⊆ kerpi =
P ′. Take P ′′ = kerβ.
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(ii) Let S be as in Notation 2.9. Thus S/N ∼= Un for some n. For any
finitely generated projective R-module Q, the S-module QS is well defined.
Let q be one of the finite set of generators of QR. Now qS/qN is an S-
homomorphic image of S/N; and hence the same is true of qS +QN/QN .
Therefore each is a direct sum of copies of US; and so too, then, is QS/QN .
We apply this to P ′S/P ′N . Therefore P ′S/P ′N ∼= Ut for some t. Note, by
Lemma 2.8, that there is a submodule P ′′ of P ′ such that P ′/P ′′ ∼= W and so
P ′N ⊆ P ′′ ⊂ P ′. Therefore P ′/P ′N 6= 0 and so t 6= 0. Notation 2.12 shows
that P ′N = P ′′N . Now P ′/P ′N = P ′/P ′′N ∼= W s for some s since R/N
is simple Artinian and N is the annihilator of W . We know that P ′/P ′′ ∼=
W . Choose a submodule W ′ of P ′/P ′N , complementary to P ′′/P ′N . Thus
W ′ ∼= W and W ′ ⊕ P ′′/P ′N = P ′/P ′N . Now W ′ is also an R-submodule of
P ′S/P ′N . By Lemma 2.10, W ′ is the socle of a submodule U ′ of P ′S/P ′N
with U ′ ∼= U . Note that, since UR is uniserial with composition factors
V;W and since P ′/P ′N ∼= W s, then U ′ ∩ P ′′/P ′N = W ′ ∩ P ′′/P ′N = 0.
Thus the sum U ′ + P ′′/P ′N is direct. Let P be the submodule of P ′S with
P ⊇ P ′ such that P/P ′N = U ′ ⊕ P ′′/P ′N. Then P/P ′′ ∼= U as required.
Lemma 2.14. Keep the notation in 2.9 and suppose that there exist finitely
generated projective modules P and P ′ such that P/P ′ ∼= V . Then:
(i) ρP ′; V  = ρP; V  − 1 if V is unfaithful;
(ii) ρP ′;W  = ρP;W  + 1;
(iii) ρP;X = ρP ′;X for all other unfaithful simple R-modules X.
Proof. (i) Let B be the annihilator of V . Then, using the argument
at the end of Notation 2.12, one sees that PB = P ′B. Since P/P ′ ∼= V , it
follows that the composition length of P ′/P ′B = P ′/PB is one less than that
of the semisimple module P/PB, as desired.
(ii) Recall that N = annW . As noted at the end of Notation 2.12,
P ′N = P ′′N . Hence, if ρP ′′;W  = k then ρP ′;W  = k+ 1 since P ′/P ′′ ∼=
W . Note also that, since P/P ′′ ∼= U , Lemma 2.11 shows that the short exact
sequence
0→ P ′′/P ′′N → P/P ′′N → P/P ′′ → 0
splits. Hence P/P ′′N ∼= W k ⊕ U . If we multiply this by N we see that
PN/P ′′N ∼= 0 ⊕ UN = 0 ⊕ U . So P/PN ∼= W k and ρP;W  = k as re-
quired.
(iii) Since X is not the successor of V in the tower that contains
V , we have Ext1RV;X = 0 [19, Definitions 3.3 and Theorem 3.4]. Let
A = annX. We have P ′/P ′A ∼= Xt where t = ρP ′;X. The inclusions
P ⊃ P ′ ⊇ P ′A show that P/P ′A is the middle term of some element of
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Ext1RP/P ′; P ′/P ′A = Ext1RV;Xt = 0. Therefore P/P ′A ∼= V ⊕Xt . Since
VA = V we have
P
PA
∼= P/P
′A
PA/P ′A
∼= V ⊕X
t
V ⊕XtA
∼= Xt ∼= P
′
P ′A
as desired.
Having completed these results about the “basic situation,” we return
to the main task of this section—the investigation of conditions upon the
genus of a finitely generated projective R-module.
Definitions 2.15. Let 8 be an indexed set of nonnegative integers 8 =
80;8W  say, where W ranges over the isomorphism types of unfaithful
simple R-modules. Define 8C for any tower C to be the sum of the values
8W as W ranges through the unfaithful members of C. We think of the
numbers 80 and 8W as potential ranks of a projective module. Motivated
by this and Theorems 2.5 and 2.6 we define the following two properties of
8. [For the notation σ: : : see Definition 2.4.]
(i) 8 has almost standard rank if 8W = 80 · σR;W  for almost
all W ;
(ii) 8 has cycle-standard rank if 8C = 80 · σR;C for all cycle tow-
ers C.
Theorem 2.16 (Genus Theorem). Let 8 be an indexed set of nonnega-
tive integers, as in Definitions 2.15. Then 8 is the genus of a nonzero finitely
generated projective R-module P if and only if 80 > 0 and 8 has almost
standard rank and cycle-standard rank.
The “only if” part of the theorem is Theorems 2.5 and 2.6. We prove the
following stronger version of the “if” part of the theorem. The additional
strength becomes the crux of the assertion, in Theorems 4.3 and 4.4, that
the Steinitz class and genus of P can be independently prescribed.
Theorem 2.17 (Ascent Theorem). Let S be a Dedekind closure of R. Let
8 be an indexed set of nonnegative integers, as in Definitions 2.15. Suppose
that 80 > 0 and 8 has almost standard rank and cycle-standard rank. Finally,
let Y be a finitely generated projective S-module of uniform dimension 80.
Then there exists a finitely generated projective R-module P such that 9P =
8 and PS = Y .
Proof. Let Q be the R-module generated by some finite set of S-
generators of Y . Then Q is projective [19, Lemma 2.1], 80 = ρQ; 0, and
QS = Y . By Theorem 2.5, Q has almost standard rank. Since 8 also has
almost standard rank, we conclude that 8W = ρQ;W  for almost all W .
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Therefore we have to adjust the rank of Q at only finitely many unfaithful
simple modules. Let C be an R-tower containing at least one of the un-
faithful simple R-modules at which some correction is needed. There are
only finitely many such C.
To prove the theorem, it suffices to show that we can change the ranks
of Q arbitrarily at the elements of C—consistent with preserving cycle-
standard rank—without changing the rank of Q at any other unfaithful
simple module, and while preserving QS = Y . We build a sequence of
replacements of Q by a new module Q′ such that either Q′ ⊃ Q or Q ⊃ Q′
and such that Q′/Q or Q/Q′—whichever is appropriate—is a simple mod-
ule, V say, killed by S; i.e., V ⊗R S = 0. Thus Q′S = QS. No replacement
in this sequence changes any rank outside of C. After making each replace-
ment of Q by Q′ we change notation, calling the old Q′ the new Q in the
next change. At the end of the sequence the final Q′ has the desired ranks
and still has Q′S = QS. We then set P = Q′ to complete the proof.
We recall, from [19, Theorems 7.7 and 7.13] that S must kill all but one
of the simple modules in C, that one being unfaithful and called the base.
Let W1; : : : ;Wn be the segment consisting of all of the unfaithful elements
of C, with Wn the base. Thus, if C is a cycle tower, this is a complete listing
of C with Wn chosen as base; and if C is a faithful tower, it has one more
member, its top (faithful) member W0. We ensure that the simple module
V involved in each change from Q to Q′ is always one of W0;W1; : : : ;Wn−1.
Let r1; : : : ; rn be the associated sequence of ranks ri = ρQ;Wi.
First consider the easier case when C is a cycle tower. In this case,
ρQ;C = 8C . If ri+1 6= 0, we can change ri; ri+1 to ri + 1; ri+1 − 1 by
using Lemma 2.13(ii) and Lemma 2.14 with Wi = V , Q = P ′, and Q′ = P;
and no other ranks are affected. Repeating this sufficiently often, we can
reach the stage that r1 = ρQ;C = 8C , and ri = 0 for i > 1. We can now
repeatedly use Lemma 2.13(i) and Lemma 2.14 with Q = P and Q′ = P ′
in order to move the appropriate rank down to each position, ending with
the required module P .
Next consider the more tricky case of a faithful tower. Arguing as above,
we can arrange that the only nonzero rank of Q in C is the first entry,
r1 = ρQ;C. We now make use of Lemma 2.13 with W0 = V . (Note that,
since W0 is faithful, there is no rank at W0 to worry about.) If r1 > 8C we
apply Lemma 2.14 with Q = P ′, Q′ = P to decrease r1 by 1; and repeat
this often enough to get r1 = 8C . Likewise, if r1 < 8C , we repeatedly use
Lemma 2.14 with Q = P , Q′ = P ′ until we get r1 = 8C . Finally, as with the
cycle tower case, we can then move the appropriate ranks down to all the
other positions, ending with the required module P .
Remark 2.18. We note that the module P in Theorem 2.17 is unique up
to isomorphism whenever udimP ≥ 2. See Corollary 3.11.
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Remark 2.19. The genus involves two types of ingredients: rank at
nonzero maximal ideals and udim. To what extent are these ingredients
independent of each other? To state the answer we introduce the notation
9′P for the indexed set ρP;M where M ranges over the nonzero
maximal ideals.
Theorem 2.20. Let P be a nonzero finitely generated projective R-module.
(i) If R has infinitely many maximal ideals, or at least one cycle tower,
then udimP is determined by 9′P.
(ii) Otherwise udimP and 9′P are independent invariants of the
isomorphism class of P .
Proof. (i) If R has infinitely many maximal ideals then there are in-
finitely maximal ideals for which ρP;M is standard; i.e., equal to ρR;M ·
udimP/udimR and only finitely many for which this fails. Hence one
may deduce udimP from 9′P.
Assume, next, that R has at least one cycle tower C. Then ρP;C is a
nonzero constant multiple of udimP, as P is allowed to vary but C is kept
fixed. Therefore this sum determines udimP.
(ii) Now assume that R has only finitely many maximal ideals and no
cycle tower. Then the ascent Theorem 2.17 shows that there exists P with
arbitrarily specified 9′P and udimP .
3. CANCELLATION
This section contains the proof of our cancellation theorem. As the first
part of our preparation for that, we extend some lemmas of the previous
section on ranks of projective modules. The first step is the following ex-
tension of Lemma 2.13. Recall that, in any segment of a tower (of simple
R-modules), all bar possibly the first simple module is unfaithful.
Lemma 3.1. Let P be a finitely generated projective R-module with
a maximal submodule P ′. Suppose that P/P ′ is a member of a segment
C = Wa; : : : ;Wb of some tower, and let U be the uniserial module associated
with C. Then there exist finitely generated projective R-modules Pa; Pb+1 with
PRquo ⊃ Pa ⊇ P ⊃ P ′ ⊇ Pb+1 such that Pa/Pb+1 ∼= U .
Proof. By repeated use of Lemma 2.13 we obtain a chain of modules
Pa ⊃ · · · ⊃ Pi ⊃ Pi+1 ⊃ · · · ⊃ Pb+1;
in which each Pi/Pi+1 ∼= Wi (a ≤ i ≤ b), Pi/Pi+2 is uniserial of length 2
(a ≤ i ≤ b − 1), and PRquo ⊇ Pa. It now suffices to show that Pa/Pb+1 is
uniserial, since its composition factors enumerate C.
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The desired assertion follows by repeated use of the following sublemma.
Let
M =M0 ⊃M1 ⊃ · · · ⊃Mk−1 ⊃Mk ⊃Mk+1 = 0
be a composition series of a module of finite length (over any ring). If
M/Mk and Mk−1 are uniserial, then so is M .
First we claim that socM = Mk. If not, then X ⊕Mk ⊆ socM for
some simple module X. But then the simple submodule X ⊕Mk/Mk of
the uniserial module M/Mk must be the socle Mk−1/Mk of M/Mk. There-
fore X ⊕Mk = Mk−1, a contradiction since Mk−1 is uniserial. This proves
the claim.
Now let X and Y be nonzero submodules of M . Then Mk ∩X 6= 0 by
the previous claim, and therefore Mk ⊆ X. Similarly Mk ⊆ Y . Since M/Mk
is uniserial, we therefore have either X ⊆ Y or X ⊇ Y , completing the
proof.
Lemma 3.2. Let S be the finite overring of R determined by merging a
segment V;W of an R-tower into a simple S-module U . Let N = annRW ,
and let P be a finitely generated projective R-module. Then:
(i) Suppose that Y is an S-module. Then Y ⊗R S = Y (canonical
isomorphism of S-modules). Also, if QR ⊂ PS with PS/Q ∼= Y (as R-modules)
then Q is an S-submodule of PS.
(ii) PS/PN ∼= Ut as S-modules; and PS/P ∼= V t and P/PN ∼= W t as
R-modules where t = ρP;W .
(iii) The R-socle of PS/PN equals P/PN , and is isomorphic to W t .
(iv) If US , or equivalently VR, is unfaithful then ρSPS;U =
ρRPS; V  = ρRP; V  + ρRP;W .
(v) For all unfaithful simple S-modules X 6∼=U , ρSPS;X=ρRP;X.
Proof. Since S merges the single 2-element segment V;W [19, Theorem
6.3 and Lemma 5.3] show that we are in the basic situation described in
Notation 2.9. In particular, as noted there, R = 	SN and S/N ∼= Un for
some n and N .
(i) The first assertion is proved in [19, Remarks 4.5(ii)]. Moreover,
RS is a flat module by [19, Theorem 4.2]. Therefore tensoring the first exact
sequence below by S yields the second exact sequence:
0→ Q→ PS→ Y → 0y 0→ Q⊗R S→ PS→ Y → 0:
Identifying Q⊗ S with its image in PS therefore yields Q = QS, as desired.
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(ii) At the start of the proof of Lemma 2.13(ii), it is shown that
PS/PN ∼= Ut as S-modules, for some t. An entirely similar argument shows
that PS/P ∼= V a for some a and of course P/PN ∼= W b where b = ρP;W .
However, we know that UR is uniserial of length 2 with composition factors
V and W . Hence a = b = t.
(iii) This follows from (ii) since the R-socle of Ut is the unique R-
submodule of Ut that is isomorphic to W t .
(iv) First we show that ρSPS;U = ρRPS; V . Let a = ρSPS;U.
Then a is maximal with respect to the existence of an epimorphism from PS
onto Ua; and the kernel, K say, of this epimorphism is given by K = ∩Q ⊂
PS  PS/Q ∼= U. Likewise, ρRPS; V  is the largest b such that PS maps
onto V b; and the kernel of that epimorphism is K′ = ∩Q′ ⊂ PS  PS/Q′ ∼=
V . Suppose that Q′ is as above. We see from 2.13(i) applied to PS that
there exists Q′′ ⊂ Q′ with PS/Q′′ ∼= U . Then Q′′ ⊇ K and hence K′ ⊇ K.
Thus b is maximal with respect to having PS/K ∼= Ua map onto V b. Clearly
b ≥ a since U has V as a factor. However, Ua has R-composition length
2a and precisely a of the composition factors are isomorphic to V . Thus
b ≤ a; and so b = a.
It remains to show that ρRPS; V  = ρRP; V  + ρRP;W . We proceed
by considering a chain of R-modules P = P0 ⊂ P1 ⊂ P2 · · · ⊂ Pt = PS
with each factor isomorphic to V . We apply Lemma 2.14 iteratively to each
pair Pi ⊂ Pi+1. We see from Lemma 2.14 that ρPi+1; V  = ρPi; V  +
1 and that ρPi+1;W  = ρPi;W  − 1. Note from (iii) that ρP;W  = t.
Thus, after the t steps involved, we get ρPS; V  = ρP; V  + ρP;W , as
required.
(v) Since S was determined by merging V;W we have that X remains
simple as an R-module. Also, XR is unfaithful. Therefore, for every a,
the S-homomorphism of PS onto Xa coincide with the R-homomorphisms
of PS onto Xa [Notation 2.9(iii)]. Therefore ρSPS;X = ρRPS;X
[Lemma 2.2]. With the notation of (iv) above, we see from Lemma 2.14
that ρRPi+1;X = ρRPi;X for each i. Hence ρRPS;X = ρRP;X.
Theorem 3.3. Let S be an integral overring of R, P a finitely generated
projective R-module, U an unfaithful simple S-module, and Wa; : : : ;Wb the
segment of an R-tower consisting of the R-composition factors of U . Then
ρSPS;U =
XρP;Wi  a ≤ i ≤ b: (3.3.1)
Proof. Let T be the overring of R determined by merging the segment
Wb−1;Wb into a simple T -module, say U ′. Then by Lemma 3.2—where
the present T is called S—we have ρT PT;U ′ = ρRP;Wb−1 + ρRP;Wb.
The sequence of simple T -modules Wa; : : : ;Wb−2, U ′ is then a T -segment
[19, Lemma 5.4], and hence is the T -segment merged by S, to form U .
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Therefore, by induction,
ρSPS;U =
XρT PT;Wi  a ≤ i ≤ b− 2 + ρT PT;U ′:
It now suffices to show that ρT PT;Wi = ρRP;Wi for i < b. This is done
in Lemma 3.2(iv), with X = Wi.
Now we turn toward a result concerning the exchange of ranks between
direct summands. It relies upon the following strengthened version of
Schanuel’s lemma (which holds for all rings R).
Lemma 3.4. Consider the following short exact sequences of R-modules,
0→ K1 → P1 → U1 ⊕ V1 → 0;
0→ K2 → P2 → U2 ⊕ V2 → 0;
where P1; P2 are projective and U1 ∼= U2. Then there is an automorphism θ
of P1 ⊕ P2 such that θK1 ⊕K2 = K1 ⊕K2, and the effect of θ on
P1 ⊕ P2/K1 ⊕K2 ∼= U1 ⊕ V1 ⊕U2 ⊕ V2
is to interchange U1 and U2 while leaving V1 and V2 unaffected.
Proof. See [21, Lemma 3.7].
We now use this to adjust the ranks, at a specified unfaithful simple mod-
ule, of direct summands of a given finitely generated projective module. We
recall from Definition 2.3 and Theorem 2.6 that if C is a cycle tower then
ρP;C = 6ρP;W   W ∈ C and ρP;C = ρR;C · udimP/udimR. In
particular, if P 6= 0 then ρP;C 6= 0.
Lemma 3.5. Let P = P1 ⊕ P2 be a direct sum of nonzero finitely generated
projective modules. Let W be an unfaithful simple module, and C the tower
containing it. Then either of conditions (i) or (ii) below implies the existence
of a new decomposition P ∼= Q1 ⊕Q2 with each udimQi = udimPi and
ρQ1;W  = ρP1;W  − 1 and ρQ2;W  = ρP2;W  + 1: (3.5.1)
(i) C is a faithful tower and ρP1;W  ≥ 1.
(ii) C is a cycle tower, ρP1;W  ≥ 1, and ρP2;W  < ρP2;C.
Proof. First we note that P2 maps onto some simple module V that
precedes W in C. If C is a faithful tower, we may take V to be the faithful
top of C, by Lemma 2.7. If C is a cycle tower, the second assertion of
hypothesis (ii) implies that P2 maps onto some element V of C other than
W ; and since C is a cycle tower, V is an eventual predecessor of W . Let
U be the uniserial R-module associated with the segment V; : : : ;W . Let
ri = ρPi;W .
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We claim that there is an R-homomorphism f1 and a finitely generated
projective R-module Q1 ⊃ P1 such that Q1Rquo = P1Rquo (and therefore
udimQ1 = udimP1) and:
f1Q1=W r1−1 ⊕U f1P1=W r1−1 ⊕W and P1 ⊇ ker f1: (3.5.2)
We know that P1 has a submodule K1 say, with P1/K1 ∼= W r1−1 ⊕ W ; let
g be the canonical map P1→ W r1−1 ⊕ W . Let H1;H2 be submodules of
P1, each containing K1, corresponding to this decomposition. So gH1 =
W r1−1 ⊕ 0 and gH2 = 0⊕W . (Also H1 +H2 = P1 and H1 ∩H2 = K1.)
By Lemma 3.1, there is a finitely generated projective module, H3 ⊃ H2
such that H3/K1 ∼= U . Let Q1 = P1 +H3. Then Q1 ⊃ P1 with
Q1
K1
= P1 +H3
K1
= H1 +H3
K1
∼= H1
K1
⊕ H3
K1
∼= W r1−1 ⊕U;
as one sees by drawing the submodule diagram involving Q1, P1,H1,H2,H3,
K1. Thus g extends to an epimorphism f1x Q1→ W r1−1 ⊕ U and ker f1 =
K1 ⊂ P1. This completes the proof of the claim.
Next we claim that there is an R-homomorphism f2 and a finitely gener-
ated projective R-submodule Q2 ⊂ P2 such that Q2Rquo = P2Rquo and
f2P2 = W r2 ⊕U f2Q2 = W r2 ⊕W and Q2 ⊇ ker f2: (3.5.3)
By Lemma 2.7, P2 has a submodule K2 such that P2/K2 ∼= W r2 ⊕ V . Let
g2 be the canonical epimorphism P2→ W r2 ⊕ V . There is an epimorphism
W r2 ⊕U→ W r2 ⊕ V . Thus g2 lifts to a homomorphism f2x P2 → W r2 ⊕U .
Since the image of f2 maps onto V it must contain the uniserial module
U . So f2 is an epimorphism; we set Q2 to be the inverse image in P2 of
W r2 ⊕W . This has the required properties.
Let P ′ = Q1 ⊕ P2 and f = f1 ⊕ f2. By Lemma 3.4 there is an automor-
phism α of P ′ that takes ker f = ker f1 ⊕ f2 onto itself and induces an
automorphism β of X = W r1−1 ⊕ U ⊕W r2 ⊕ U that interchanges the two
copies of U in X. In particular, we have fα = βf .
We claim that f P1 ⊕ P2 = Q1 ⊕ Q2. Since both P1 ⊕ P2 and Q1 ⊕ Q2
contain ker f it suffices to check that βf P1 ⊕ P2 = f Q1 ⊕Q2. But
f P1 ⊕ P2 = W r1−1 ⊕W ⊕W r2 ⊕U
f Q1 ⊕Q2 = W r1−1 ⊕U ⊕W r2 ⊕W;
and the claim therefore follows from the fact that β interchanges the two
copies of U in X.
Finally, we note that ρQ1;W  ≥ r1 − 1 and ρQ2;W  ≥ r2 + 1. Neither
inequality can be strict because Q1 ⊕ Q2 ∼= P1 ⊕ P2 and ρP1 ⊕ P2;W  =
r1 + r2. This completes the proof.
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Remark 3.6. The preceding result does not mention the ranks of the
modules Qi at other unfaithful simple modules X, although these can in-
deed be calculated using Lemma 2.14. In fact, modules Qi can be chosen
such that their ranks are arbitrary subject only to being consistent with al-
most standard rank and cycle-standard rank and having ρQ1 ⊕Q2;X =
ρP;X for each X. This is easily seen from Theorems 2.16 and 5.1.
Definition 3.7. Let f x P→ X be a presentation of an R-module X by
a finitely generated projective module P . We say that another presentation
f ′x P→ X is equivalent to f if there are automorphisms α of P and β of
X such that f ′α = βf . We say that X is uniquely presented by P if every
epimorphism f ′x P→ X is equivalent to f .
The basic facts needed about this property are as follows:
Lemma 3.8. Let P be a finitely generated projective right R-module.
(i) If T is an ideal of R, then P/PT is uniquely presented by P .
(ii) Let P = P1⊕ · · · ⊕ Pn and let X = X1⊕ · · · ⊕Xn with every Xi of
finite length. Suppose that, for each i, (a) there exists some epimorphism of Pi
onto Xi and (b) there exists some epimorphism of Pn onto Xi. Suppose also
that Xn is uniquely presentable by Pn. Then X is uniquely presentable by P .
(iii) Let P = P1 ⊕ P2. If P1 and P2 can both be mapped onto a module
X of finite length, then X is uniquely presented by P .
Proof. See [18, Proposition 1.9, Corollary 1.6, and Corollary 1.7]. State-
ment (iii) is actually the special case of (ii) in which X = X1 ⊕ 0. (These
results hold over any ring R.)
We need one further result about unique presentability, which we apply
in the proof of our descent theorem.
Theorem 3.9. Let P be a finitely generated projective R-module with
udimP ≥ 2, let X = W t for some simple module W , and suppose there is a
presentation f x P→ X. Then X is uniquely presentable by P .
Proof. First consider the case when W is faithful. Then given any uni-
form right ideal I of R there is an epimorphism of I onto X [Lemma 2.7].
Of course, P is isomorphic to the direct sum of at least two uniform right
ideals. Then Lemma 3.8(iii) shows that X is uniquely presentable by P .
Next consider the case when W is unfaithful. We write P = P1 ⊕ · · · ⊕ Pn
where each Pi is uniform and, by hypothesis, n ≥ 2. Let ri = ρPi;W  and
r = Pri  i = 1; : : : ; n. Note that the existence of f shows that r ≥ t. By
re-ordering the summands, we can arrange that the ri come in increasing
order. Further, by repeated use of Lemma 3.5, we can replace Pn−1 and
Pn by two other uniform direct summands whose ranks at W differ by no
more than 1. We suppose this to be already done.
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We now consider two cases. First suppose that rn ≤ t. Then we can write
W t in the form W t1 ⊕ · · · ⊕W tn with P ti = t, ti ≤ ri for each i and tn = rn.
Note that, since tn = rn = ρPn;W , we have W tn ∼= Pn/PnT where T =
annW . Lemma 3.8(i) shows that W tn is uniquely presentable by Pn and then
Lemma 3.8(ii), with W ti = Xi, shows that X is uniquely presentable by P .
That leaves the case when rn > t and so rn−1 ≥ t. Then we can write
W t in the form W t1 ⊕ · · · ⊕W tn with tn−1 = t and every other ti = 0. This
ensures that ti ≤ ri for each i. Since 0 is uniquely presentable by Pn, we can
apply Lemma 3.8(ii) again.
Recall that 9P denotes the genus of the projective module P .
Theorem 3.10 (Descent Theorem). Let P;Q be finitely generated projec-
tive R-modules of udim ≥ 2, and S be an integral overring of R. If PS ∼= QS
and 9P = 9Q then P ∼= Q.
Proof. First we note that every overring T of R is a flat left and right
R-module (see [19, Theorem 4.2] or [15, Proposition 1.5]). Therefore (ten-
soring over R with) T kills an R-module X of finite length if and only if T
kills all composition factors of X.
After identifying PS and QS via the given isomorphism, we may suppose
that P +Q ⊆ PS = QS. It follows that P;Q;P ∩Q;P +Q;PS all have the
same uniform dimension. Hence, by [19, Lemma 2.3], P +Q/P ∩Q has
finite composition length. Since PS/P ⊗R S ∼= PS/PS = 0, all composition
factors of PS/P are killed by S. The same is true for all composition fac-
tors of QS/Q, and therefore the same is true for all composition factors of
P +Q/P ∩Q. Therefore, if T is the overring which kills just these com-
position factors, then R ⊆ T ⊆ S [19, Theorem 4.2]. Since, in addition, S
is integral over R and T kills only finitely many of the simple R-modules
killed by S, the ring T is a finite overring of R [19, Corollary 7.4].
Since T kills all composition factors of P + Q/P ∩ Q, T kills P +
Q/P ∩Q, and therefore P ∩QT = P +QT , and so PT = QT . This
shows that, without loss of generality, we may suppose that S is a finite
overring of R.
Therefore S is determined by merging a finite number of disjoint seg-
ments of R-towers [19, Corollary 6.5]. It therefore follows, by repeated use
of [19, Theorems 6.3 and 6.4], that we can construct a chain of rings
R = S0 ⊂ S1 ⊂ · · · ⊂ Sk = S;
such that each ring is the overring of its predecessor determined by merging
two consecutive simple modules (in the tower that contains them).
For every simple R-module W and every overring T of R, the T -module
W ⊗R T is either simple or zero [19, Theorems 4.2 and 4.4]. Moreover,
since ρP;W  = ρQ;W  for every unfaithful simple R-module W , then
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ρPSi;W ⊗ Si = ρQSi;W ⊗ Si for each W and each i, by Lemma 3.2.
We next aim to show that if PSi+1 ∼= QSi+1 then PSi ∼= QSi. Since we
are given that PSk ∼= QSk and are aiming to prove that PS0 ∼= QS0, this
completes the proof.
Therefore we may assume now that S is the overring of R determined
by merging one segment V;W consisting of two simple R-modules. Note
that W is necessarily unfaithful. Let U be the uniserial module associated
with the segment V;W , and let N = annWR. Since 9P = 9Q, we
have P/PN ∼= Q/QN ∼= W t for some t. Hence, by Lemma 3.2, PS/PN ∼=
QS/QN ∼= Ut . By Theorem 3.9, the S-module presentation 0 → PN →
PS → Ut → 0 of Ut by PS is unique. Yet there is a similar presentation
of Ut by QS and QS ∼= PS. Thus some isomorphism αx PS → QS induces
an automorphism of Ut , via the two presentations, and hence α induces an
isomorphism PS/PN ∼= QS/QN .
Note, finally, that P and Q are, respectively, the inverse images in PS and
QS of the R-socles of PS/PN and QS/QN [Lemma 3.2]. Hence α restricts
to an isomorphism αx P → Q.
We note one immediate consequence—an addition to the ascent theo-
rem.
Corollary 3.11. The finitely generated projective module P provided by
Theorem 2.17 is unique up to isomorphism provided that its uniform dimen-
sion is at least 2.
The following is a special case of Stafford’s cancellation theorem proved
in [21, Proposition 5.5].
Theorem 3.12. Let P;Q;X;Y be finitely generated projective right mod-
ules over a right Noetherian ring A, let Y be a progenerator, and assume that
P ⊕ X ∼= Q ⊕ X and ρP;M ≥ 2ρY;M for all prime ideals M . Then
P ∼= Q.
Theorem 3.13 (Cancellation Theorem). Let P;Q be finitely generated
projective R-modules with udimP = udimQ ≥ 2 and let X be a finitely
generated projective R-module such that P ⊕X ∼= Q⊕X. Then P ∼= Q.
Proof. First we show that, if R is a Dedekind prime ring, then our the-
orem is a consequence of Stafford’s cancellation theorem 3.12. Recall that
all nonzero one-sided ideals of Dedekind prime rings are progenerators.
Thus we can choose Y in Stafford’s theorem to be any uniform right ideal.
Next we note that, for Dedekind prime rings, all projective modules of the
same uniform dimension are in the same genus. (To prove this, use [22,
5.7.5 and 5.7.10].) Since P is isomorphic to a direct sum of at least two
uniform right ideals, we can use Stafford’s theorem to cancel X.
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Now let R be an arbitrary HNP ring. Since genus is additive in direct
sums and is a tuple of positive integers we deduce that 9P = 9Q.
Let S be a Dedekind closure of R. Now P ⊕X ∼= Q ⊕X implies PS ⊕
XS ∼= QS ⊕XS [see Notation 1.9]. Since S is a Dedekind prime ring, we
have PS ∼= QS. Our descent Theorem 3.10 now shows that P ∼= Q.
As mentioned in the Introduction, this theorem does not extend to the
case when udimP = 1.
4. MAIN STRUCTURE THEOREM, GENUS CLASS GROUPS
Let P;Q be finitely generated projective R-modules. In this section and
the next we say that Q belongs to the genus of P if 9Q = 9P. Thus we
sometimes refer to the genus of P as a class of modules, and sometimes as
a tuple of integers.
Definition 4.1. We call finitely generated projective R-modules P;Q
stably isomorphic if P ⊕X ∼= Q⊕X for some finitely generated projective
R-module X. The notation P denotes the stable isomorphism class of P .
It is sometimes customary to restrict the module X, in this definition,
to belong to some particular collection of isomorphism classes. However,
since R is an HNP ring, this would not change the definition. In fact, our
cancellation theorem shows:
(4.1.1) If P = Q then P ⊕X ∼= Q ⊕X for every nonzero finitely
generated projective R-module X.
Thus we can think of P as the natural image of P in K0R. We note:
(4.1.2) The genus of P contains the stable isomorphism class of P .
This holds because 9P is a tuple of integers and is additive in direct
sums.
Definitions 4.2. Since the genus function 9 is additive in direct sums
and [by (4.1.2)] constant on stable isomorphism classes, it induces a group
homomorphism, which we again call 9, from K0R to the direct product
of suitably many copies of . In discussions involving more than one HNP
ring, we write 9R in place of 9 and PR in place of P. We fix a Dedekind
closure S of R and a uniform right ideal U0 of S. Now define the ideal class
group of R, G = GR, to be the set of elements of “genus zero” in K0S;
that is, the kernel of the genus homomorphism 9S defined on K0S.
For a finitely generated projective R-module P we define its Steinitz
class (with respect to these particular choices of S and U0) to be
S PR = PSS − udimP·U0S ∈ G: (4.2.1)
projective modules 359
We note that the function S is additive on direct sums, since PS = P ⊗ S
[Notation 1.9], and is constant on stable R-isomorphism classes.
Changing the Dedekind closure S does not change the isomorphism
class of the group G because (as Hodges observed) G ∼= gcgR, a group
completely determined by R [see our Theorem 4.8(i)]. Caution. Changing
either S or U0 does change S P, and there is no “natural” choice for either
of them.
Theorem 4.3. Every element of G equals S P for some nonzero finitely
generated projective R-module P . In fact, the genus of P can be arbitrarily
specified.
Proof. Let Q1S − Q2S be an arbitrarily specified element of G =
ker9S, let Q be an arbitrarily specified nonzero finitely generated pro-
jective R-module, and let d = udimQ. We claim that, for some nonzero
finitely generated projective S-module Y , we have
Q1 ⊕Ud0 ∼= Q2 ⊕ Y: (4.3.1)
Since 9Q1 = 9Q2 we have udimQ1 = udimQ2. However d > 0
and so udimQ2 < udimQ1 ⊕Ud0 . Since S is a Dedekind prime ring, this
implies that Q2 is isomorphic to a direct summand of Q1 ⊕ Ud0 [22, 5.7.6],
and this proves the claim.
From (4.3.1) we get Q1 − Q2 = Y  − dU0 in K0S. Our ascent
Theorem 2.17 yields a projective R-module P with 9P = 9Q—in par-
ticular, udimP = udimQ = d—such that PS ∼= Y . Then S P = Q1 −
Q2, as desired.
Theorem 4.4 (Main Structure Theorem). The pair 9P;S P forms
a complete, independent set of invariants for the isomorphism class of finitely
generated projective R-modules P such that udimP ≥ 2; and these invariants
are additive in direct sums.
Proof. Independence of these invariants is part of Theorem 4.3, additiv-
ity of S · · · in direct sums was observed below (4.2.1), and 9 is obviously
additive in direct sums. Therefore all that remains to be shown is that
9P = 9Q and S P = S Q imply P ∼= Q when udimP ≥ 2. Since
S P = S Q we have
PSS − dU0S = QSS − dU0S ∈ K0S:
Since K0S is a group, this implies PSS = QSS . Since udimPS ≥ 2
our cancellation theorem implies PS ∼= QS. All three properties together—
PS ∼= QS, 9P = 9Q, and udimP ≥ 2—now imply P ∼= Q by our
descent Theorem 3.10.
360 levy and robson
Corollary 4.5. If udimP = 1 then the pair 9P; S P forms a
complete, independent set of invariants for the stable isomorphism class of P .
Proof. Independence holds, as in the proof of the theorem. So sup-
pose that P and Q have the same genus and Steinitz class, and udimP=
udimQ = 1. Let X be any nonzero finitely generated projective R-
module. Then, by additivity, P ⊕X and Q⊕X again have the same genus
and Steinitz class. Since udimP ⊕ X = udimQ ⊕ X ≥ 2, our main
structure theorem shows that they are isomorphic; that is, P = Q.
Corollary 4.6. All genera of nonzero finitely generated projective R-
modules contain the same number of stable isomorphism classes, namely, G.
It is not true that all stable isomorphism classes of udim 1 contain the
same number of actual isomorphism classes [Example 4.13]. In order to
sharpen the previous corollary, we recall the following definition.
Definition 4.7. The genus class group gcgP of a nonzero finitely gen-
erated projective R-module P is the set of stable isomorphism classes of
modules in the genus of P , with addition defined by
P3 = P1 +P P2 ⇐⇒ P ⊕ P3 ∼= P1 ⊕ P2: (4.7.1)
Note that the zero element of gcgP is P.
This familiar notion in integral representation theory is extended, in
[21, 5.10], to finitely generated projective modules over arbitrary Noethe-
rian rings of Krull dimension 1. (The definition of “stable isomorphism
class,” in this generality, is a bit different: P = Q if and only if P ⊕X ∼=
Q ⊕X for some—hence every—X in the genus of P . However, for HNP
rings this coincides with the present definition, by (4.1.1).)
Caution. If P and Q are non-stably-isomorphic nonzero modules in the
same genus, then gcgP and gcgQ are different groups, because P = 0
in gcgP but P 6= 0 in gcgQ. Therefore statements like P3 = P1 +
P2 in (4.7.1) are incomplete without a subscript on the + sign. However,
although gcgP and gcgQ are different groups, they are isomorphic to
each other. In fact, as we show in Theorem 4.8(i), for a fixed HNP ring
R, all genus class groups of nonzero finitely generated projective modules
are isomorphic to each other. We note that statement (i), with P = R and
statement (iii) of the following theorem are contained in [10], with slightly
different notation. Statement (iii) is Hodges’ generalization, to arbitrary
HNP rings, of Jacobinski’s earlier result [11] for classical hereditary orders
in simple algebras over number fields.
Theorem 4.8. (i) gcgP ∼= GR for all nonzero finitely generated pro-
jective R-modules P .
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(ii) If R′ is Morita equivalent to R, then GR′ ∼= GR.
(iii) gcgR ∼= gcgS via Q → QS.
Proof. (i) Define the function φx gcgP → G = GR by φQR =
QSS − PSS when 9Q = 9P. By our ascent Theorem 2.17, φ is a
function that maps gcgP onto GR. To see that φ is a homomorphism,
choose P1; P2; P3 such that P3 = P1 +P P2 in gcgP, and apply the
definition of φ and (4.7.1),
φP3 = P3S − PS = P3S + PS − 2PS
= P1S + P2S − 2PS = φP1 +φP2:
To see that φ is one-to-one, suppose φQ = 0, that is QS = PS. Sub-
tracting udimQU0 from both sides shows that S Q = S P. Since
9Q = 9P by hypothesis, we have Q = P by Theorem 4.4 and Corol-
lary 4.5. Since P = 0 in gcgP, the proof of (i) is complete.
(ii) Any Morita equivalence takes gcgR to the genus class group of
some projective R′-module. Now use (i).
(iii) gcgR ∼= GR by (i). Since S is a Dedekind closure of itself,
GR = GS. Finally, GS ∼= gcgS by (i) applied to S. Thus gcgR ∼=
gcgS; and writing out the isomorphisms in this proof shows that the stated
isomorphism works.
Example 4.9. Let P be a finitely generated projective R-module with
udimP = n ≥ 2. One of the oldest known results about HNP rings is
that P has a decomposition P ∼= ⊕ni=1Xi with each udimXi = 1. We can
now determine the precise amount of freedom one has in determining the
isomorphism classes of the various Xi.
According to Theorem 4.4 the necessary and sufficient conditions for
the isomorphism we are studying to exist are:
(4.9.1) (i)
P
i ρXi;M = ρP;M for every nonzero maximal ideal
M of R; and
(ii)
P
i S Xi = S P.
First consider the Steinitz classes. Since G is a group, we can assign
any n − 1 of the S Xi arbitrarily, and then condition (ii) determines the
remaining Steinitz class uniquely.
Next consider the ranks. The rank ρP;M at each maximal ideal can
be distributed arbitrarily among the summands Xi, provided that, for each
Xi, cycle-standard rank and almost standard rank hold [Theorem 2.16], and
condition (i) holds.
The choices in the previous two paragraphs determine each stable iso-
morphism class Xi. Then, since n ≥ 2, we can choose the isomorphism
class of each Xi arbitrarily within its stable isomorphism class.
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Example 4.10. Consider the following extreme case of Example 4.9: R
has only finitely many maximal ideals, and all of them belong to faithful
towers. In this situation cycle-standard rank and almost standard rank be-
come trivial, and the above discussion shows that the ranks at nonzero
maximal ideals can be arbitrarily distributed among the Xi.
By Theorem 2.17, there is a uniform projective R-module, U say, such
that ρU;M = 0 for every nonzero maximal ideal M . Then P has a de-
composition P ∼= X ⊕ Un−1 where udimX = 1 and ρX;M = ρP;M
for all nonzero maximal ideals M . Here the stable isomorphism class of X
is determined by those of P and U (because the genus and Steinitz class of
X are both determined in this way); and the actual isomorphism class of
X can be chosen arbitrarily within the stable isomorphism class.
We remark that, in this situation, the Dedekind closure SR is finitely
generated [19, Corollary 6.5] and is the overring which kills all the unfaithful
simple R-modules [19, Theorem 4.2]. Hence, by [19, Theorem 7.17] U is
necessarily an S-module.
The remaining results in this section are related to two questions about
HNP rings: (i) Is failure of direct-sum cancellation in R related to the
same failure in S? (Answer: partly so.) In this regard we note that direct-
sum cancellation holds in R if and only if every stable isomorphism class
contains only one isomorphism class. (ii) Do all stable isomorphism classes
of finitely generated projective modules of uniform dimension 1 contain the
same number of isomorphism classes? (Answer: not necessarily.)
Lemma 4.11. Let P be any finitely generated projective R-module, and S a
finite overring of R. If P is an S-module, then every module in the R-genus of
P is an S-module. Moreover the R-isomorphism class of P coincides with its
S-isomorphism class, and the stable R-isomorphism class of P coincides with
its stable S-isomorphism class.
Proof. By [19, 7.17(v)], the question of whether P is an S-module is
determined by which unfaithful simple R-modules P maps onto; that is, by
whether or not the rank of P at certain maximal ideals is zero. This is the
same for all modules in the genus of P .
The statement about isomorphism classes follows from the fact that,
for S-modules M;N we have HomSM;N = HomRM;N [19, Theorem
4.2(vi)]. For the nontrivial half of the statement about stable isomorphism
classes, suppose that P ⊕XR ∼= Q⊕XR. Since multiplying by S is the same
as tensoring by S over R [Notation 1.9], we have P ⊕ XS ∼= Q ⊕ XS, as
desired.
Proposition 4.12. Let S be a Dedekind closure of R, and suppose that
some uniform right ideal of S has more than one isomorphism class in its stable
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isomorphism class. Then every genus of uniform right ideals of R contains a
stable isomorphism class containing more than one isomorphism class.
Proof. By hypothesis we have P ′ ⊕X ′ ∼= Q′ ⊕X ′ for uniform right ideals
P ′ 6∼= Q′ of S and some finitely generated projective S-module X ′. Let U
be any uniform right ideal of R. Then by our ascent Theorem 2.17 there
are uniform right ideals P;Q of R such that PS ∼= P ′, QS ∼= Q′ and both
P and Q are in the genus of U . By construction, P and Q have the same
Steinitz class. Since, in addition, P and Q are in the same genus, they are
stably isomorphic [Corollary 4.5]. But P 6∼= Q because if the isomorphism
held it would imply P ′ ∼= Q′.
This shows that if S fails to have cancellation down to uniform right
ideals then so too does R. The next example shows that the converse fails.
Example 4.13. In this example R is an HNP ring with Dedekind closure
S which is a principal ideal domain. Hence S has only one isomorphism class
of finitely generated projective modules of uniform dimension 1 and the
ideal class groups of S and R are trivial. The ring R has exactly three stable
isomorphism classes of projective modules of uniform dimension 1, each
of which is an entire genus. One of these classes contains 2ℵ0 isomorphism
classes, while the other two stable isomorphism classes each contain only
one isomorphism class. This ring R is a classical hereditary order, and S is
a maximal order containing R.
Let S = x; ¯, the skew polynomial ring over the complex numbers,
where ¯ denotes complex conjugation. Thus S is a principal ideal domain (in
fact, Euclidean). The ring S is module-finite over the central commutative
principal ideal domain x2, and therefore S is a classical maximal order.
There is a surjective ring homomorphism φx S→ M2 such that
φα = diagα; α¯ for all α ∈ , φx2 = diagi; i, and kerφ = x4 + 1,
a maximal ideal of S [17, Lemma 3.2].
Let R be the set of elements r ∈ S such that φr has the form  a 0
b c

.
Then R is a classical x2-order in the quotient division ring of S; and
φR ⊆ φS =M2.
We claim that R is an HNP ring. It suffices to check that R is the
idealizer of a maximal right ideal of S [22, Theorem 5.8]. To see this, note
that φR is the idealizer in φS of the maximal right ideal φA consisting
of elements of the form
 0 0
b c

; and R is the idealizer of the inverse image
A of φA.
Of course, the towers of S are all trivial cycles. Hence, as shown in
[19, Lemmas 5.1 and 5.4], R has precisely one nontrivial tower C say, and
C is a cycle of length 2. The two simple modules involved, V;W say, are
annihilated by kerφ = x4 + 1. Thus we see that R has rank 1 at each
of these simple modules. It follows from cycle-standard rank that, for any
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uniform projective R-module P , ρP;X = 1 for all simple R-modules X
other than V and W and ρP; V  + ρP;W  = 2. Thus by Theorem 2.17,
there are precisely three genera of uniform projective R-modules—their
ranks at V;W being 1; 1, 2; 0, and 0; 2, respectively. The first of these
contains R.
Note that R has only two possible segments to merge, namely, V;W
and W;V . It follows from [19, Theorem 7.13(ii)], that R has exactly two
Dedekind closures (maximal orders, here), S and (say) S′. Moreover,
since maximal orders containing classical orders are Morita equivalent [24,
(22.21)], S′ is again a principal ideal domain. The R-genus of S′ must be
different from the R-genera of R and S because distinct integral overrings
of R map onto distinct sets of simple R-modules [19, Theorem 7.17(iii)],
and hence belong to distinct R-genera. Thus the three genera of projective
R-modules of uniform dimension 1 are those of R, S, and S′.
We now consider these three genera, starting with the genus of RR.
It is proved in [17, Theorem 3.5] that (for a class of rings more general
than the present R), the set of isomorphism classes in the genus of RR is in
one-to-one correspondence with the collection of double cosets DsφR∗
where ∗ denotes “units of,” s ∈ φS∗ and D is the set of matrices of the
form diagf; f¯ , with f a nonzero complex number. (Note that [17] uses left
modules, and so we have made a right–left reversal in quoting this result.)
We claim that"
1 u
0 1
#
∈ D
"
1 v
0 1
#
φR∗ H⇒ u = v: (4.13.1)
Once this is proved, we see that choosing values of u with 2ℵ0 distinct
absolute values yields 2ℵ0 distinct double cosets; and hence the number of
isomorphism classes in the genus of R is 2ℵ0 as desired.
Since every element of φR is a lower triangular matrix, the hypoth-
esis of (4.13.1) leads to the matrix equation"
1 u
0 1
#
=
"
f 0
0 f¯
#"
1 v
0 1
#"
a 0
b c
#
=
"
f fv
0 f¯
#"
a 0
b c
#
; (4.13.2)
in which f; a; c are nonzero complex numbers. Comparing the 2; 2-entries
on the left and right sides of (4.13.1) shows that c = 1/f¯ . Then compar-
ing 1; 2-entries shows that u = fvc = f/f¯ v and therefore u = v as
claimed.
Because S is a principal ideal domain, its ideal class group is trivial,
and the same is therefore true of the ideal class group of R. Therefore, by
Corollary 4.6 every R-genus of projective R-modules of uniform dimension
1 consists of a single stable isomorphism class.
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Finally, we need to show that the R-genera of S and S′ each consist of
a single isomorphism class. By Lemma 4.11 it suffices to show that the S
and S′-genera of S and S′, respectively, each consist of a single isomorphism
class. This holds since S and S′ are principal ideal domains.
Example 4.14. To complete the set of examples we note that if R is a
classical order over any complete discrete valuation ring, then the Krull–
Schmidt theorem holds for finitely generated modules over both R and S,
and therefore stable isomorphism coincides with actual isomorphism for
both R and S.
Remark 4.15. Our main structure Theorem 4.4 reduces the problem of
finding all decompositions of a given projective module into a direct sum
of indecomposable modules to the two questions: (a) How can the various
ranks be distributed among the summands? (b) What is the structure of the
ideal class group GR ∼= gcgR?
We gave a quite complete answer to question (a) in Example 4.9.
The answer to question (b) is much more complicated. A theorem
of Claborn [3] states that every abelian group is isomorphic to the ideal
class group of some commutative Dedekind domain R. In number-theoretic
situations, discovering the structure of the ideal class group (except for the
fact that it is a finite group) is notoriously difficult and has been achieved
only in very special cases.
In the noncommutative case, there are some classical results about
GR when R is a maximal order in a separable algebra over a global field.
In this situation, Reiner proves a theorem [24, (35.11), (35.14)] essentially
equivalent to our main structure Theorem 4.4. In addition, he proves a
theorem of Swan that relates the ideal class group of R to certain ray class
groups of the ring of integers in a global field.
Finally, we mention a nonclassical example of a simple Dedekind prime
ring S with nontrivial ideal class group. Let S = Kx;D, the twisted poly-
nomial ring, where K = y; z/y2 + z2 − 1, the coordinate ring of the
unit circle, and D is the derivation Dy = z, Dz = −y. Hart and Archer [9,
Theorem 5] note that S is a simple (therefore Dedekind) HNP domain and
show that gcgS ∼= gcgK, which is cyclic of order 2. The process of form-
ing idealizers can then be used to construct HNP rings R ⊂ S for which S
is a Dedekind closure. Then GR ∼= gcgS and is again cyclic of order 2.
5. DIRECT SUMMANDS AND APPLICATIONS
In this section we describe some applications of the preceding structure
theory. First we describe conditions upon a projective module P which are
necessary and sufficient to ensure that it is isomorphic to a direct summand
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of a given finitely generated projective module Q. This is then used in a
study of bounds on numbers of generators of right ideals of R, yielding a re-
markably precise bound. The section ends with a discussion about the ideal
class group in the special “local” case when R has a single isomorphism
type of simple module.
Direct Summands. If R is a Dedekind prime ring and udimP <
udimQ then one can deduce from [22, 5.7.6] that P is isomorphic to a
direct summand of Q. Our first application, the extension of this to an
arbitrary HNP ring, was proved in a different fashion in [33, Corollary 7.2].
Given two genera 9P;9X we write 9P ≤ 9X if both udimP ≤
udimX and ρP;W  ≤ ρX;W  for every unfaithful simple R-module W .
Theorem 5.1 (Direct-Summand Theorem). Let P;X be finitely gener-
ated projective R-modules such that udimP < udimX. Then P is isomorphic
to a direct summand of X if and only if 9P ≤ 9X
Proof. Since the result is trivial when P = 0 we assume that P 6= 0.
We claim that the indexed set of integers 8 = 9X −9P is the genus
of some nonzero finitely generated projective R-module. By our Genus
Theorem 2.16 we need to show that 80 > 0 and 8 has almost standard rank
and cycle-standard rank. By the hypotheses on P and X we have 80 > 0
and every 8W ≥ 0. The remaining two properties hold because because
the genera 9P and 9X satisfy these properties, and the properties are
preserved by subtraction.
Now, our main structure Theorem 4.4 shows that there is a projective
module Q such that 9Q = 8 and S Q = S X − S P. We now have
X ∼= P ⊕Q, again using Theorem 4.4, since both sides have the same genus
and Steinitz class, and udimX ≥ 2.
Number of Generators. When is there an integer n such that all right
ideals of R can be generated by n elements, and when it exists, what is
the smallest such n? Stafford and Warfield observed, in [30, Introduction,
comments below Example B] that if the cycle lengths of R are unbounded,
no such n exists. Klingler and Levy [14, 4.9] give an example of an HNP
ring R that has no cycle towers, has exactly one nontrivial faithful tower,
and again no n exists.
On the other hand, every right ideal of a Dedekind prime ring can be
generated by two elements [22, 5.7.7]. It is also easy to see that, for the HNP
rings that occur in integral representation theory, a bound always exists
since all essential right ideals have the same rank, t say, when considered
as projective modules over the underlying commutative Dedekind domain
and so can be generated by t + 1 elements over the domain and hence over
the HNP ring. This, however, is a rather weak bound. Our next few results
answer these questions and produce definitive bounds.
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Lemma 5.2. (i) Let P be a finitely generated projective R-module. Then
P can be generated by n elements if and only if either P ∼= Rn or else udimP <
nudimR and 9P ≤ n9R.
(ii) Let P be a right ideal of R and let n be an integer with n ≥ 2. Then
P can be generated by n elements if and only if 9P ≤ n9R.
Proof. (i) P has n generators precisely when there is a surjection
Rn→ P; and, since P is projective, this is equivalent to saying that P is
isomorphic either to Rn or else to a proper direct summand of Rn. In the
latter case 9P ≤ n9R and udimP < udimRn. Conversely, if these last
two conditions hold, then Theorem 5.1 shows that P is isomorphic to a
proper direct summand of Rn.
(ii) Since P is a right ideal of R, and n ≥ 2, we have udimP < udimRn
and hence P 6∼= Rn. Now apply (i).
Theorem 5.3. Let n be an integer with n ≥ 2. Then every right ideal P
has a set of n generators if and only if
(i) R has no nontrivial faithful towers; and
(ii) for all cycle towers C and all W ∈ C, ρR;C ≤ nρR;W .
Proof. Since every right ideal of R is a direct summand of an essential
right ideal of R we need only consider the case where P denotes some
essential right ideal of R. Then udimP = udimR [22, 2.2.9], and hence
cycle-standard rank, Theorem 2.6, ensures that ρP;C = ρR;C for all
cycle towers C.
First suppose that (i) fails, and so R has some nontrivial faithful tower
C. Let W be any unfaithful simple module in C. Then there is a genus 8
with 80 and 8W any pair of positive integers we choose [Theorem 2.16].
Choose 8 with 80 = udimR and 8W > n·ρR;W , and choose P such
that 8 = 9P. Since ρP;W  > n·ρR;W , P requires more than n gen-
erators [Lemma 5.2], and since udimP = udimR then P is isomorphic
to some essential right ideal of R.
Next suppose that (ii) fails and so ρR;C > nρR;W  for some W and
C. The genus Theorem 2.16 shows that we can find an essential right ideal
P such that
ρP;W  = ρP;C = ρR;C > nρR;W :
Once again, Lemma 5.2 shows that P needs more than n generators.
Conversely, suppose that conditions (i) and (ii) hold. Then each unfaith-
ful simple module W belongs to some cycle tower C. Using (i) and (ii)
together with the fact that ρP;C = ρR;C, one gets
ρP;W  ≤ ρP;C = ρR;C ≤ nρR;W :
368 levy and robson
Since n ≥ 2 and P is a right ideal of R, we have udimP < nudimR. Hence,
by Lemma 5.2, P has a set of n generators.
Remark 5.4. If R is a Dedekind prime ring then conditions (i) and (ii)
hold with n = 1 but the number of generators needed for right ideals of R
can be 1 or 2. If R is not a Dedekind prime ring then the theorem shows
that the best bound on numbers of generators for right ideals of R is the
least integer greater than or equal to ρR;C/ρR;W  for all W . This last
fraction can be written in terms of factors of R by maximal ideals.
It follows that the bound just mentioned for right ideals is the same
for left ideals too. However, this could also be deduced directly, using the
dual basis lemma.
Corollary 5.5 [30]. Suppose that there is no upper bound to the lengths
of cycle towers of simple R-modules. Then there is no n such that every right
ideal of R can be generated by n elements.
Proof. Let n be any integer with n ≥ 2. By hypothesis there is a cycle
tower C of length n′, for some n′ > n. Choose W ∈ C with least possible
value of ρR;W ; then
ρR;C ≥ n′ρR;W  > nρR;W :
Hence, by Theorem 5.3, there are right ideals needing more than n gener-
ators.
Example 5.6. There is another way in which a bound may fail to exist.
It is possible to have an HNP ring R having no faithful towers, having a
bound on the length of its cycle towers but still having no bound to the
numbers of generators required by right ideals.
To see this, start with the example of an HNP ring R having infinitely
many idempotent maximal ideals, called H in [30, Theorem 2.2]. This has
precisely one cycle tower for each prime integer p, this tower having length
p. Moreover, every maximal right ideal of H is an idempotent maximal
ideal. Consequently, if Cp denotes the cycle of length p then ρR;Cp = p.
As a preliminary computation, consider the finite overring Rp of H
determined by merging all but one of the members of Cp into a simple
Rp-module. The corresponding cycle tower C′p in Rp has length 2 [19,
Theorem 6.4]; and by Theorem 3.3 the ranks of Rp at the two unfaithful
simple modules involved are 1 and p− 1.
Now let S be the overring determined by merging all but one of the
members of every cycle tower into a simple S-module. Then, in S, every
cycle tower has length 2. Moreover, the cycle tower C′′p corresponding to
C′p in the previous paragraph still has ranks 1 and p− 1 at its two simple
modules. Therefore some right ideal of S requires at least 1+ p− 1/1 =
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p generators. Since this is true for all p, S has no bound on numbers of
generators of right ideals.
The next result compares numbers of generators of modules in the same
genus. Item (i) is a familiar fact in the commutative case. Item (ii) and
the supplementary statement show that the noncommutative situation is
quite different. We say that a module P requires n generators if P can be
generated by n but no fewer than n elements.
Theorem 5.7. Let P be a nonzero finitely generated projective R-module.
(i) If P is in the genus of some free R-module, say the genus of Rn,
then either P ∼= Rn or P requires n+ 1 generators.
(ii) Otherwise P is in the genus of no free R-module and then all mod-
ules in the genus of P require the same number of generators.
Moreover, if R is noncommutative but not a noncommutative Dedekind do-
main, then R always has projective modules P of type (ii).
Proof. (i) Since P is in the genus of Rn, the direct summand Theorem
5.1 shows that P is isomorphic to a direct summand of Rn+1, and therefore
P can be generated by n+ 1 elements. Further udimP = n·udimR. So if P
can be generated by n elements, then Lemma 5.2(i) asserts that P ∼= Rn
(ii) Let n be the number of generators required by P . It follows, as
in part (i), that P ⊕ Q ∼= Rn for some Q. Then Q 6= 0 since P is not in
the genus of Rn. Now let P ′ be any module in the genus of P . The direct
summand Theorem 5.1 shows that P ′ is isomorphic to a direct summand
of Rn, since 9P ′ = 9P, and hence can be generated by n elements.
Reversing the roles of P and P ′ shows that P ′ requires n generators.
Finally consider the supplementary statement. Suppose first that R is not
an integral domain, and choose P to be the direct sum of any d uniform
right ideals, where d is not a multiple of udimR. Then P is not in the
genus of any free R-module.
Suppose, next, that R is a noncommutative integral domain but not a
noncommutative Dedekind domain. Then R has at least one nontrivial
tower [19, Lemma 3.11]. Let W be any unfaithful simple module in that
tower. Then, by our ascent Theorem 2.17, there is a finitely generated pro-
jective module P of any nonzero uniform dimension we wish, such that
ρP;W  = 0. However 0 6= ρR;W  and so P is not in the genus of any
free R-module.
One Simple Module. As noted earlier in Remark 4.15, the ideal class
group GR is not often easy to compute. There is, of course, the special
case when R is a local commutative Dedekind domain, and so is a principal
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ideal ring; hence GR is trivial. One obvious analogue, in the noncommu-
tative case, is an HNP ring R having a single isomorphism type of simple
module. Our next result presents some information in that case.
Theorem 5.8. Suppose that R has exactly one isomorphism type of simple
right module W . Then R is a Dedekind prime ring.
(i) If W is unfaithful then GR is trivial. Moreover, the isomorphism
type of any finitely generated projective module is determined by its uniform
dimension.
(ii) If W is faithful then GR is a finite cyclic group, of order n say.
Moreover, for each uniform dimension there are precisely n stable isomorphism
classes.
Proof. Since R has only one simple module, no merging is possible, and
therefore R is its own Dedekind closure; that is, R is a Dedekind prime
ring.
(i) In this case W must comprise the unique cycle tower; and 0 6=
annW  = JR, the Jacobson radical. Then [22, 5.7.10] asserts, for each
essential right ideal I of R, that I/IJR ∼= R/JR. By Nakayama’s lemma,
I ∼= R and hence gcgR is trivial. But gcgR ∼= GR [Theorem 4.8]. It
follows in the same way that all uniform right ideals are isomorphic. Since
each finitely generated projective module is a direct sum of uniform right
ideals, the uniform dimension determines its isomorphism type.
(ii) Let P be a uniform right ideal of R. Recall that the genus class
group gcgP [Definition 4.7] is isomorphic to GR [Theorem 4.8]. Thus
it suffices to prove that gcgP is a finite cyclic group.
Let Q;Q′ be maximal submodules of P . Then P/Q ∼= W ∼= P/Q′. There-
fore Schanuel’s lemma yields Q ⊕ P ∼= Q′ ⊕ P; and so all maximal sub-
modules of P are stably isomorphic to each other. Because of this we can
unambiguously refer to the stable isomorphism class Q as the successor
to P when Q is a maximal submodule of P . Similarly we can prove that
if P has a predecessor Q, then Q is unique.
Next we claim that there exists a sequence
P0 ⊃ P1 ⊃ P2 ⊃ · · · ⊃ Pn n > 0; (5.8.1)
such that P0 = Pn = P, no other pair of the Pi are stably isomorphic,
each Pi+1 is the successor to Pi and every uniform right ideal of R is
stably isomorphic to one of the Pi.
To establish this claim, let Q be any uniform right ideal not stably iso-
morphic to P . Since every uniform right ideal is isomorphic to a submodule
of every other [22, 3.3.4] there is a uniform right ideal Q′ ∼= Q such that
Q′ ⊆ P; to ease notation we suppose Q = Q′. The same reasoning ensures
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that there is an isomorphic copy P ′ of P with P ′ ⊆ Q. Since P/P ′ has finite
length, and since successors are unique up to stable isomorphism, we may
choose P0 and P
′
0 such that P ⊇ P0 ⊃ Q ⊃ P ′0 ⊇ P ′, P0 = P ′0 = P, and
no module strictly between P0 and P
′
0 is stably isomorphic to P . By refining
the chain P0 ⊃ Q ⊃ P ′0 to a composition series, we obtain the chain, as in
(5.8.1), in which P ′0 = Pn, each Pi+1 is the successor to Pi and Q = Pk
for some k. Note that there is no repetition of stable isomorphism classes in
this chain because of the uniqueness of successors and predecessors. Note
also that this shows that every stable isomorphism type of uniform right
ideal is an eventual successor of P and so equals Pi for some i.
Thus there are precisely n stable isomorphism classes in gcgP. By
Corollary 4.6, the same is true for every other nonzero finitely gener-
ated projective R-module. Note next that W ∼= P0/P1 ∼= Pi/Pi+1 for each
i. Therefore Schanuel’s lemma yields P0 ⊕ Pi+1 ∼= P1 ⊕ Pi. Therefore the
definition of addition in gcgP shows that Pi+1 = P1 +P Pi in gcgP.
Therefore gcgP is a finite cyclic group as desired.
Unfortunately, we are unable to present an example of case (ii) above
with GR nontrivial.
Remark 5.9. To see how special is the case described in the preceding
theorem, consider the situation when R has exactly two simple modules
V;W and these comprise a faithful tower. Then there are infinitely many
isomorphism types of projective modules P of any fixed uniform dimen-
sion since, by the genus theorem, Theorem 2.16, ρP;W  can be assigned
arbitrarily.
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