Lossy video compression methods often rely on modeling the abilities and limitations of the intended receiver, the Human Visual System (HVS), to achieve the highest possible compression with as little effect on perceived quality as possible. Foveation, which is nonuniform resolution perception of the visual stimulus by the HVS due to the non-uniform density of photoreceptor cells in the eye, has been demonstrated to be useful for reducing bit rates beyond the abilities of uniform resolution video coders. In this work, we present realtime foveation techniques for low bit rate video coding. First, we develop an approximate model for foveation. Then, we demonstrate that foveation, as described by this model, can be incorporated into standard motion compensation and Discrete Cosine Transform (DCT) based video coding techniques for low bit rate video coding, such as the H.263 or MPEG-4 video coding standards, without incurring prohibitive complexity overhead. We demonstrate that foveation in the DCT domain can actually result in computational speedups. The techniques presented can be implemented using the baseline modes in the video coding standards and do not require any modification to, or post processing at, the decoder.
I. Introduction
T HE field of lossy signal compression is directed towards reducing the bandwidth requirements of digitized signals by allowing compression algorithms to introduce distortion in the signal in such a way that it is least perceptible to the receiver for a given bit rate [1] . For lossy image and video compression, the receiver is the Human Visual System (HVS). Knowledge of the abilities and limitations of the HVS makes it possible to design lossy compression methods such that the introduced distortion is least perceptible to the HVS, while the fidelity of those aspects of the signal for which it is more sensitive is retained [2] .
Foveation is a layer of HVS modeling that describes its inability to perceive an entire visual stimulus at full resolution because of the non-uniform spacing of sensor neurons. This limitation enables the removal of extraneous resolution information to obtain an increase in compression gain without sacrificing perceived quality. Video coding that incorporates foveation modeling is called foveated video coding. Foveated video coding can provide a significant increase in compression gain beyond the abilities of uniform resolution coders [3] , [4] , [5] , [6] .
Apart from coding gain, the computational complexity of a compression algorithm plays a vital role in determining its feasibility. Foveation requires extra processing at the encoder. Although fast foveation techniques have been explored previously [3] , [7] , the need to combine foveation processing with standard-compliant video coding techniques for real-time operation, especially on embedded programmable processors, requires further research into reducing, and possibly eliminating, the complexity overhead. In this paper, we explore ways of efficiently implementing foveated video coding that can actually provide a reduction in the computational requirements. We also analyze the effects of foveation on Motion Compensated Prediction (MCP) used in standard video coders, since the prediction and predicted signals will generally not have the same resolution information.
Section II presents background on foveated image and video coding. Section III develops a foveation model suitable for real-time computation. Section IV presents efficient techniques for real-time foveated video coding. Section V gives the results of applying the techniques in Section IV. Section VI makes concluding remarks.
II. Background

A. Motivation
The Human Visual System consists of a complex system of optical, physiological and psychological components that interplay in such a way that the sensitivity of the HVS is different for different aspects of the visual stimulus, such as brightness, contrast, texture, edges, temporal changes, and frequency content. Understanding and modeling the HVS has been helpful in image and video engineering in determining, for example, the frame rate, optimal color spaces, resolution of chrominance components and spectral quantization noise sensitivities of the HVS [8] .
In a human eye, the retina (the membrane that lines the back of the eye and on which the optical image is formed) does not have a uniform density of photoreceptor cells. The point on the retina that lies on the visual axis is called the fovea. The fovea is a circular region of about 1.5 mm in diameter (see Figure 1 ) [9] and has the highest density of sensor cells in the retina. This density decreases rapidly with distance (measured as eccentricity, or the angle with the visual axis) from the fovea. Whenever the eye is observing a visual stimulus (which may be a still image or a video sequence), the optical system in the eye projects the image of the region at which the observer is fixating onto the fovea. Consequently, only the fixation region is perceived by the HVS with maximum resolution, and the perceived resolution decreases progressively for regions that are projected away from the fovea. We say that the eye foveates the visual stimulus it receives. Figure 2 shows an example of foveation. It shows the uniform resolution image (left) and the image that the HVS perceives (right) when the observer fixates at the point marked with 'X'. Any transmission, coding and display of resolution information higher than the perceivable limit is redundant. Images (and video frames) can be foveated by removing this extraneous information prior to encoding [3] , [4] , [5] . Encoding a foveated image or video with a standard encoder results in a lower data rate than the corresponding uniform resolution version. In Section IV, we present another approach to foveated video coding in which the process of foveation is embedded inside the encoder. This is done in such a way that the bitstream syntax remains standard-compliant.
Foveated video coding may be considered as a case of "regions of varying interest" coding in which the number of regions, their boundaries and their relative importance conform to a model of the human visual system, rather than being application or constraint dependent, as in [10] , [11] . Foveated video coding using the techniques presented in this paper can be implemented very simply by using only the baseline modes in most video coding specifications.
B. Foveation Model
The sensitivity of the HVS at different regions in the eye (foveal and peripheral) has been studied in terms of contrast sensitivity functions [12] , [13] . Giesler and Perry give a fit to the sensitivity data and derive a contrast sensitivity model [3] . The model relates the sensitivity of the human eye CT to different spatial frequencies, f , presented to a human observer at different eccentricities, e, as
where
This model in (1) assumes a simplification that the eye is equally sensitive at all orientations (see Figure 3 ).
In (1), CT is the minimum contrast required to perceive a sinusoid of spatial frequency f (in cycles per degree) at an eccentricity e (in degrees), and CT 0 , α and e 2 are model parameters (model values from [3] are CT 0 = value of the sinusoid is white and the minimum is black. CT 0 is the minimum possible observable contrast by the HVS, α is the spatial frequency decay constant, and e 2 is the half-resolution eccentricity (degrees). A foveation cut-off frequency model can be derived from (1) that gives the maximum detectable spatial frequency at any eccentricity [3] . We can therefore consider foveation as a case of non-uniform 2D sampling, where at each point, the maximum detectable spatial frequency is proportional to the sampling density (the density of the photoreceptors) at that point.
C. Selection of Fixation Point(s)
Modeling foveation in the HVS requires that the fixation point and the viewing distance be known to the encoder at the time of encoding. There are a number of approaches that can provide this information, depending on the application: (a) dynamic acquisition of the fixation point using an eye-tracking (or user controlled pointing) device [14] , (b) object detection and tracking (such as face or head detection) [15] , [16] , [17] , (c) visual objects in object-based video coding techniques such as MPEG-4 [18] , (d) statistical inferences from image processing algorithms or motion analysis [11] , [19] or (e) assumed fixation point tra-jectory such as the center of the screen. For video conferencing applications, simple face detection algorithms can provide this information. In this work, we assume that the fixation point information is available by using one of the above methods.
D. H.263 Encoder
The techniques presented in this paper are generic enough to be applied to any motion compensated Discrete Cosine Transform (DCT) based video coder [8] . However, since foveation particularly targets low bit rate applications, the baseline H.263 video coding specifications [20] have been used for this paper.
III. Foveation Model for Video Coding
A. Foveation Cut-off Frequency Model
The Contrast Sensitivity Function (CSF) of the HVS may be defined as
where CT (f, e) is given in (1) . The CSF gives the relative sensitivity of the HVS to a spatial frequency f presented at an eccentricity e. The CSF can be used to obtain the maximum detectable spatial frequency (or the cut-off frequency) function of the HVS by observing the maximum possible sensitivity of the HVS, as in [3] . We generalize this into a two-level quantization (visible/invisible) of the CSF and define the cut-off frequency function of the eye, f c,e (e), by requiring {f c,e (e), e} to be a contour of the CSF at
, as given below 
B. Foveation Model in the Discrete Domain
The foveation model given in (2) gives the cut-off frequency in cycles per degree (cpd).
We need to adapt the model for incorporation into digital video processing algorithms by analyzing the digital-to-analog conversion at the output of the display devices. For a display device with a square sampling grid and a sampling interval of ε meters, the maximum reconstructible frequency is 1 2ε
cycles per meter (cpm) in the horizontal and vertical directions [21] . Consider an intensity sinusoid sin (2πf x) with frequency f in cpm being viewed from a distance V . The instantaneous frequency in cpm of a sinusoid sin (Φ (x)) is defined as , is:
Thus, the highest reconstructable spatial frequency (the display cut-off frequency) f c,d (e) of a display device that can display a maximum frequency of
cpm is given by
represents the viewing distance measured in terms of pixels.
The foveation cut-off frequency model is the lowest spatial frequency that cannot be displayed or perceived: min {f c,d , f c,e }. We normalize the model with the sampling frequency at the reconstruction to obtain the discrete spatial domain foveation model:
To incorporate the fact that the human eye does not fixate steadily at one point but moves in a random spot corresponding to about one degree of eccentricity in diameter [14] , we may use the normalized cut-off frequency function given as: By describing all coordinate measurements (as well as the viewing distance) in terms of the number of pixels, the foveation model can be made independent of the display device resolution (ε ). In the rest of this paper, all distance measurements will be given in terms of pixels unless explicitly stated otherwise.
C. Approximate Foveation Model
Foveated image and video coding requires the knowledge of the cut-off frequency f c (x, y)
at every point on the image. Since the viewing geometry is generally not completely defined at the time of programming an encoder, this computation has to be performed in real time at the time of encoding. The HVS typically changes the fixation point about three to five times per second [19] and the cut-off frequency needs to be evaluated that frequently. The computation of (6) is time consuming, especially for embedded fixed-point implementations, because of the computations for arctangents, square roots and divisions. In this section, we develop an efficient approximation to the discrete foveation cut-off frequency model.
The simplification of the model starts by assuming that the cut-off frequency is constant over a block of size M × M . Thus, the foveation regions (regions having the same cut-off frequency) in the approximation would consist of unions of disjoint M × M blocks. Since the minimum unit of frame data that is encoded in standard video coders is a block of 16 × 16 pixels (a macroblock ), we chose M = 16 in our implementations. For M = 16, the assumption that the cut-off frequency is constant over the block is reasonably valid (see Figure 4 ). This is also a good choice for embedded implementations, where each macroblock is treated as an independent unit and its transfer to and from slower off-chip memory can be optimized.
The next approximation is to allow n possible values of the viewing distance from V 1 through V n and L possible values of the cut-off frequency, which is uniformly quantized to L values using the 'ceiling' ( · ) operator. For ease of implementation (especially using the DCT), the preferred choices of the values of L are 2, 4, 8, etc. We observed that L = 4 is too small as it leads to visible boundaries between foveation regions. We therefore chose L = 8
for our implementation because we observed from our experiments that increasing the value of L beyond 8 gave an insignificant improvement in bit rate.
The above approximations can be written mathematically in (7) through (10) where the cut-off frequency for a macroblock is obtained by evaluating (7) at the center of the macroblock. The approximate model is related to the original model in (6) by (10) . Figure 4 compares the approximate cutoff frequency model in (7) with the original model in (6) . The value of the cutoff frequency in the approximate model is almost always greater than that of the original model. Hence, we are slightly over-designing the model by preserving more resolution information. Figure 5 shows the cut-off frequencies over the image due the fixation point at 'X'.
C.1 Lookup Table Implementation
Equations (9) and (10) 
C.2 Multiple Fixation Points
For representing multiple objects of interest in the visual signal with higher resolution, the foveation model needs to incorporate multiple fixation points. Multiple foveation points can be incorporated by using (11) for the calculation of the cut-off frequency due to m fixation points, where f c,j (x, y) is the cut-off frequency at point (x, y) corresponding to the j th fixation point [4] :
In our approximation of the model in (7), if we make an assumption that all fixation points have the same viewing distance associated with them, then it suffices to compute 
D. Foveation Depth Parameter
We would like to have a design parameter that controls the amount of foveation according to the required output bit rate. This parameter may be fixed for one application or may be varied using a rate-control algorithm to increase or decrease the resolution fall-off rate depending on the available bandwidth. We modify (2) to be
where ζ is the foveation depth parameter and F = 
IV. Real-Time Foveation Techniques
Having developed a computationally efficient foveation model in Section III, we now explore fast foveation methods for video coding in this section. Two techniques for foveated video coding are presented: spatial domain foveation pre-processing and Discrete Cosine Transform domain foveation. Simulation results are presented in Section V.
A. Spatial Domain Foveation Pre-processing
Spatial domain foveation has been used previously for foveated video coding [3] , [4] , [5] .
A pre-processing engine calculates the different foveation regions and their cut-off frequencies and then applies the corresponding lowpass filter to each region. In this paper, we present our implementation of the spatial domain foveation to put the DCT domain foveation (presented later in Section IV-B) into perspective, and to serve as a basis for the evaluation of the DCT domain foveation algorithm.
The arithmetic computational complexity of spatial domain foveation pre-processing is slightly higher than that of an N -tap, separable, 2-D FIR filter (2N multiplications and 2 (N − 1) additions per pixel). Foveation pre-processing is slow in execution not only because of the large number of operations required per pixel, but also because the video frames reside in slow off-chip memory for embedded video processors.
A.1 Implementation Details
In our implementation, symmetric, 7 × 7, separable 2-D FIR filters with 16-bit fixedpoint coefficients were employed. The filter coefficients were scaled to give unity gain at DC.
At region boundaries, an average of the outputs from the two filters corresponding to the two adjacent regions was taken to reduce the visibility of the boundary. For filtering, the rows and columns were symmetrically extended at the boundaries. The filters were designed to approximate ideal lowpass filters using constrained least-squared error minimization (MAT-LAB command fircls1 ) with a passband and stopband ripple of 0.05.
By numerous experiments, it was observed that foveating the chrominance components in the spatial domain did not yield a reduction in bit rate significant enough to warrant the additional complexity overhead. In the case of integrating foveation into the encoder, as described later, the increase in the computational complexity is a very small fraction of the overall complexity of the encoder, and foveating the chrominance components becomes more feasible. We observed from experiments that leaving the chrominance components at uniform resolution while foveating the luminance component did not create perceptual distortion in the reconstructed frames.
A.2 Analysis
In the case of motion compensated prediction for foveated video coding, this section analyzes what happens when the prediction of a macroblock comes from a region that has a different cut-off frequency. The section also analyzes the effect of a change in the fixation point. The analysis will be for spatial domain foveation. 
B. Discrete Cosine Transform (DCT) Domain Foveation
An alternative to foveation by pre-processing is to incorporate it within the video encoder. The DCT is used in standard video coders for reducing spatial redundancies [8] . In the DCT domain, the higher frequency components can be suppressed as desired by weighting the appropriate DCT coefficients with weights close to zero. This is the basis of our DCT domain foveation technique. Section IV-B.2 analyzes this error in the reconstruction, where we attempt to control and eliminate any distortion resulting from it by enforcing certain constraints on the weights used for filtering. Since the distortion term is present inside the encoding loop, it will not lead to an error drift problem at the decoder.
B.2 Constraints on DCT Subband Weights
The reconstructed macroblock at the decoder is M W 
solution to this constraint is given below:
Since we are using these weights to suppress higher frequency subbands, we take
where k c denotes the index of the highest subband that is not suppressed. For such lowpass weights, the solutions to the constraint equation (13) can be written as
The requirement k c2 ≥ k c1 above translates into f 2 ≥ f 1 , or that the macroblock's prediction comes from a region of lower or equal resolution. This arises from the fact that the signal encoded and transmitted to the decoder is bandlimited to f 2 . In general, the predic- 
Otherwise, the reconstruction is the sum of the prediction signal bandlimited to f 1 and the prediction error signal bandlimited to f 2 . We are allowing the prediction to be reconstructed at higher resolution.
In contrast to spatial domain foveation preprocessing, DCT domain foveation does not always encode the [f 1 , f 2 ] band. In the case that the macroblock is moving from a higher resolution region to a lower resolution region (f 2 < f 1 ), the encoder only transmits the prediction error signal bandlimited to f 2 . This follows since the coefficients of the prediction macroblock (W 2 − W 1 W 2 ) are zero. Thus, for purely translational video (E = 0), this foveation method generates information during a change in the fixation point only for those macroblocks that are being predicted from lower resolution regions.
B.3 Designing DCT Subband Weights
In the previous section, we observed that using rectangular weights for DCT subband weighting leads to the desired output. From simulations, however, we observed that using the rectangular weights in (14) promotes blocking artifacts in regions where the cut-off frequency is small. This is because in these regions, the approximation to foveation filtering by subband weighting becomes crude. We would therefore like to use weights that have smoother transitions from unity to zero. Design of smoother DCT weights from lowpass filters has been explored in [22] . However we would like to keep the benefits of the weights designed in [22] but still reduce complexity by eliminating the need to perform multiplications. Here we present multiplierless triangular-transition weights given in (15) . We observed from experiments that the performance in terms of blocking artifacts, subjective quality and output rate of these weights are as good as the weights designed from the filters in [22] :
B.4 Implementation Issues DCT domain filtering using subband weighting is extremely efficient in terms of implementation complexity. It requires only one multiplication per DCT coefficient, which can be performed efficiently by using the fast DCT algorithm in [23] . This algorithm has a scaling operation in the final stage of the computation. This final scaling stage can incorporate the foveation weights. Thus, in the implementations of the baseline H.263 specification, for example [24] , that use [23] for computation of the DCT, foveation by DCT subband weighting will come at no extra computational cost.
If the DCT weights in the implementation are rectangular or triangular-transition, the implementation can be sped up by terminating the DCT computation at the appropriate coefficient. The multiplication by 0.5 in (15) can be implemented by scaled DCT comptuation or by shifting in the quantization routine. In this way, the DCT domain foveation can give bit rate as well as complexity reductions.
V. Results
In this section, we present simulation results obtained by applying the algorithms described in this paper. We evaluate computational efficiency, reduction in bit rate, blocking artifacts and subjective visual quality of the proposed foveated video compression algorithms. Table I gives the values of the various parameters used for the simulations. The H.263 encoder written by the University of British Columbia [25] was used in the baseline mode. For accurate profiling, the encoder was run under Linux (kernel version 2.2.13) on a Pentium-II 450MHz machine with 128 MB RAM running with a single user load, after being compiled with the GNU C compiler using level-three compiler optimization (-o3 flag). The DCT domain foveation algorithm was also tested on the Texas Instruments' TMS320DSC21 programmable digital signal processing solution for digital still cameras [26] . The DSC21 architecture is capable of doing real-time 320x240 H.263 video encoding as well. Foveated video coding was implemented on the DSC21 with live video capture.
A. Simulation Details
We present the results of applying our algorithms on two video sequences, 'News' and 'Mobile' of sixty frames each, which represent the low-motion, low-detail case as well as the high-motion, high-detail case (Figure 8 ). Table II shows the file sizes of uniform resolution 'News' and 'Mobile' sequences compressed using the baseline H.263. Only the first frame is intra-coded. Tables III and IV show the file sizes from various foveation algorithms expressed as percentages of the uniformly coded versions of the corresponding sequences. Figure 7 shows the case where the output bit rate is plotted versus the frame number.
B. Bit Rate Reduction with Foveated Video Coding
C. Quality Assessment of Foveation Algorithms
Quality assessment of foveated images or video with respect to the original signal or different foveated versions of the same signal is a tricky problem. There are uniform-resolution image quality assessment techniques used routinely in the literature, such as the Mean Squared Error (MSE) or the Peak Signal-to-Noise Ratio (PSNR). However, they will not provide a fair comparison of the quality of a foveated compressed image with that of a uniform-resolution compressed version. This is because PSNR and MSE are global uniformresolution metrics that measure fidelity, in a mathematical sense, uniformly all over the image and do not incorporate foveation modeling. Foveating an image deliberately introduces large distortions in regions that are assumed to be in the peripheral vision. MSE or PSNR will report large distortions in these regions, which may be perceptually insignificant under the assumed fixation geometry.
Foveated image quality assessment metrics have also been proposed in the literature, such as the Foveated PSNR (FPSNR) [4] , [27] and the Foveated Wavelet Quality Index (FWQI)
[28] but they assume that the reference and the distorted images are foveated. These metrics will be unfair to uniform resolution images. Also, these metrics assume that the foveated distorted and reference images come from the same foveation model and implementation, and hence will not provide a fair evaluation of DCT domain foveation against spatial domain foveation.
If O u were the original uniform-resolution image, D u were the uniform-resolution dis- However, since the prime focus of this paper is on real-time algorithms for foveated video coding, especially the DCT domain foveation algorithm, we can use the blocking artifact measurement algorithm described in [29] to assess the relative qualities of the outputs. This is reasonable since we know that the DCT domain foveation algorithm promotes blocking artifacts in regions with small cut-off frequency, and any increase in the blocking measure could be attributed solely to the foveation algorithm. However, it should be kept in mind that the blocking effect measurements represent a global average; the blocking effect close to the fixation region is similar for foveated and the uniform-resolution cases. Tables V, VI and VII show the measured blocking artifacts for different cases. Table VIII gives the computational complexity of the foveation algorithms for the PC implementation. For embedded implementation on the DSC21, the computational overhead of the DCT domain foveation algorithm using the weights in (15) is given in Table IX .
D. Computational Complexity
However, for the DSC21 implementation, the computation of DCT was not optimized (as The spatial domain foveation algorithm is computationally too complex to run in realtime on the DSC21, considering that it needs to run in tandem with an H.263 encoder, and hence was not tested on the DSC21.
E. Remarks
E.1 Output Bit Rate
Significant bit rate reductions can be achieved by foveation for video sequences that have high motion and high spectral information, such as detail and strong edges (Tables III   and IV) . Spatial domain foveation produces lower bit rates than DCT domain foveation.
Additional fixation points increase the bit rate because a larger region in the image is now being represented with higher resolution. The savings in the bit rate are relatively constant throughout the video sequence if the fixation points do not change. Changing the fixation point increases the output bit rate for as long as the fixation point is moving (Figure 7 ).
E.2 Output Quality
Blocking artifacts are significantly larger for DCT domain foveation as compared with spatial domain foveation (Tables VI and VII) despite the fact that the latter technique generates fewer bits. Multiple fixation points increase the bit rate but the subjective quality of the reconstruction is much better. The subjective quality of the reconstruction, in regions closer to the fixation point is better for DCT domain foveation than for spatial domain foveation. The reason for higher visual quality close to the fixation point is that DCT domain filtering by coefficient weighting does not suppress the high frequencies as efficiently as the filters in the spatial domain method. For macroblocks farther away from the fixation point, blocking artifacts become more prominent and the subjective quality of spatial domain foveation becomes superior in the peripheral regions, as shown in Figure 9 .
For sequences with low activity, moving the fixation point in the DCT domain foveation case preserves the background at the highest resolution at which the decoder had previously reconstructed it. For spatial domain foveation, the reconstruction has a lower resolution in the static background even if the decoder already had the resolution information in the previous frames, as shown in Figure 10 .
E.3 Computational Complexity
Calculation of the foveation model is very efficient. Spatial domain foveation is 20 times more computationally expensive than DCT domain foveation with triangular-transition weights. DCT domain foveation using triangular-transition weights actually speeds up the encoder. For embedded implementations, the DCT domain foveation algorithm is very efficient in terms of computational overhead as well as memory overhead (Tables VIII and   IX) .
VI. Conclusions
We th frame. Note that the static background for DCT domain foveation continues to be reconstructed at higher resolution after the fixation point has moved, which is not the case for spatial domain foveation.
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