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1. Introduction 
In this paper we present the promised construction [2] of a finitely presented 
solvable Lie algebra CT of derived length 3 with insoluble word problem. In addition 
we show how the construction can be modified to yield further undecidability results 
about finitely presented, solvable Lie algebras, e.g. the undecidability of the isomor- 
phisrn problem. 
1.1. The Lie algebras CT will be constructed in two stages. During the first one we 
will concern ourselves with certain auxiliary Lie algebras L(Y). To define them, let 
R be a field, S the polynomial algebra R[X,,X,] in the variables Xi and X1 and let 
R1,B1,~~,~*2,x,,y,,X2,Y2,ddl,dz (1) 
be the lower triangular (8 x Q-matrices, with entries in S, that are listed in Subsec- 
tion 2.2. These matrices generate a metabalian Lie R-subalgebra of gl(8, S) that will 
be called N. 
Next, given a finite set V, let M(V) denote the direct sum of #(W) copies of the 
row space S*, equipped with the obvious right H-action, and define L(V) to be the 
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semidirect product H DC M( “Y) by H with respect to this H-action. The main pro- 
perties of L(V) are: 
Theorem A. (i) L(V) is a finitely generated solvable Lie algebra of derived length 
3, and its center is an infinite-dimensional submodule M, of M(V). The corres- 
ponding central quotient L(V)/M, is (nilpotent of class 3) by abelian. 
(ii) If R has characteristic # 2, then L(W) has a finite presentation. 
For the second stage, let v be a given partial recursive function whose domain 
of definition dom t,u is a subset of the non-negative integers N, and whose co- 
domain is N, itself. Then ly can, in a sense, be computed by a so-called Minsky 
operator algorithm .9’ ([8]; cf. [7]). This algorithm is built up from four operations, 
multiplication by 2, 3 and 5, and a partial operation, division by 30. Abstractly 
speaking, 9 is a finite labelled graph of a particular kind, having two distinguished 
vertices (x and o. Each of the four mentioned operations can be carried out by a 
so-called programmed Minsky 2-tape machine. From an abstract point of view such 
a machine is a finite, labelled graph of a certain kind that will be referred to as a 
Minsky routine. If each occurrence of the four operations in 9 is replaced by the 
corresponding Minsky routine, one obtains a finite, labelled graph C9 (Y), having 
distinguished vertices a, w, and vertex set W= W( $9 (9)). 
Using this set W, let M(Y) be the H-module defined before. As an S-module, it 
is freely generated by a set 
{& 1 UE Wand k-l,2 ,..., S}. (2) 
We associate to each edge of the graph g(9) an element g(e) of the form 
s&--s’&,,~; here u and u’ are respectively the origin and terminus of e, and 
(s, s’, k) is a specific element of S x S x { 1, . . . , 8) determined by the label of e. We 
define O(9 (9)) to be the H-submodule of M(V) generated by the finite set 
{g(e) 1 e is an edge of 9 (~)I U {LL,~), 
and put 
LT(w) = L(W)/O(9(9’))= H~(M(“y)/0(%(9))). (3) 
Finally, we define a sequence (u, 1 m L 0) of Lie words in the elements &, xl, d, 
dl and d2, displayed in (1) and (2): 
u, = [[[[...[Pa,s,x11,..., xl],d”],dl],d2] with xi occurring 2M times. (4) 
The word u, represents the central element XF”&,; its canonical image in U(w) 
will be denoted by ii,,,. 
Theorem B. Given a partial recursive function v/, construct the Lie algebra U(v) 
and the sequence (u, 1 m>O) as above. Then 
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(i) (u, ) mr0) is a recursive sequence of Lie words, and the domain of w is 
equal to the set {m E N, 1 ii, = 0 in U(V)}; 
(ii) If R has characteristic # 2, then U(w) has a finite presentation. 
Notice that (i) implies that the word problem for U(w) is insoluble whenever v/ 
has a non-recursive domain of definition. Let ?I3 denote the variety of solvable Lie 
algebras of derived length at most three, let P3 denote the variety of nilpotent Lie 
algebras of class at most three, R3‘$l the variety of Lie algebras whose derived Lie 
algebras lie in %s and let (center-by-!V3Yl) denote the variety of Lie algebras with 
central quotient in (n3‘?l. Then U(w) lies in the variety 213 tl (center-by-P3 ‘3). It fol- 
lows that the word problem for finitely presented Lie algebras in this variety (with 
ground field R of characteristic different from 2) can be insoluble. This may be com- 
pared with the recent proof by Umirbaev [9] that the word problem for finitely 
presented center-by-metabelian Lie algebras is soluble. 
1.2. Next, we describe four consequences of our construction. Each one will require 
a bit more knowledge of the structure of U= U(w). The first follows readily from 
the fact that the elements am are central. Given a central element z of U, define a 
linear endomorphism 
0,: UxR+UxR 
by sending (u, r) to (rz,O). Then D, is a derivation, and it is inner if and only if 
z= 0. Moreover, 1+ D, is an automorphism which is the identity precisely when 
z = 0. Choosing y to have a non-recursive domain of definition and letting z range 
over {am 1 m I 01, we obtain 
Corollary Bl. If char R #2, there exists a finitely presented solvable Lie R-algebra 
L, of derived length 3, with the following properties: 
(i) There is no algorithm for deciding whether a given derivation of L is inner. 
(ii) There is no algorithm for deciding whether a given automorphism of L is the 
identity. 0 
For the second consequence, we modify U(w) to obtain a centerless algebra. Since 
U(V)=HP<M(Y’), where n;i(“Y)=M(%‘)/O($?(~)), we can define a new semi- 
direct product 
U+(w) = (Hx Rx) p<&?(W), 
where we let x act by multiplication by 2 on the module A3( “Y). Clearly 8, E JW( Y) 
is a central element if and only if ii, = 0, and so we have established 
Corollary B2. If char R # 2, there exists a finitely presented solvable Lie R-algebra 
L’, of derived length 3, such that there is no algorithm for determining whether a 
given element of Li is central. 0 
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To obtain the third consequence, we consider a variety 23 of Lie algebras con- 
taining U= U(w), for example ??I’. Suppose ‘$3 contains a finitely presented Lie 
algebra K for which there exists a central extension 
with l?$%. If z is a central element of U we can form the Lie algebra L,= 
(I? x U)/R(z - zO). Then the following hold: 
z=O * L,=KxU H L,E%. (5) 
As a concrete example, take R to be the Lie R-subalgebra of gl(9, R) consisting of 
all strictly lower triangular matrices. Then the center of R is l-dimensional and co- 
incides with the third term R”’ of the derived series of I?, as is readily seen. If we 
let z. denote a non-trivial central element of R, let z run over the set {ii, 1 m IO}, 
and choose v to have a non-recursive domain of definition, then the following 
corollary is an immediate consequence of (5): 
Corollary B3. If char R # 2, there exists a recursive sequence 
(Lm=Kx U(i+~)/R(ii,-~~) 1 mr0) 
of finitely presented center-by-a’ Lie R-algebras such that the set (m ) L, E 213} is 
non-recursive. Hence the isomorphism problem for finitely presented solvable Lie 
R-algebras is insoluble, as is the problem of determining the derived length of a Lie 
R-algebra which is a priori known to lie in 214. q 
Our fourth application is a subtler one and depends heavily on our knowledge of the 
structure of U(w). Its details are given in 6.2; here we merely record the outcome: 
Corollary B4. Assume that char R # 2 and B is a variety containing the semi-direct 
product H DC S8, the action on the row space Ss being the canonical one. Then the 
isomorphism problem for absolutely finitely presented Lie R-algebras lying in ‘$3 is 
insoluble. In particular, the isomorphism problem for absolutely finitely presented 
Lie algebras of the variety 
aI3 fl (center-by-g3 21) 
is insoluble. 0 
1.3. We conclude our introduction with a word on the connections between this 
article and those by Kharlampovich [5] and Kukin [6]. Kharlampovich strongly in- 
fluenced our choice of the Lie algebras H and L(W) and our method of recording 
a Minsky routine by a submodule; however, the details of her choice and ours differ 
considerably and the proofs are nearly independent of each other. More informa- 
tion on this point has been provided in the introduction to [2]. 
In [6], Kukin sketches a construction that he claims results in a finitely presented 
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solvable Lie R-algebra of derived length 3 with insoluble word problem, establishing 
thereby the analogue in the Lie algebra setting of Kharlampovich’s result in the 
group case. As before, R is assumed to be a field of characteristic different from 
2. Unfortunately, his construction seems to be based on an invalid assumption, as 
we shall explain in Subsection 6.3. 
1.4. The remainder of the paper is organized as follows: 
- Section 2. Definition and analysis of the Lie algebras H and L(V); 
- Section 3. Minsky routines and associated modules; 
- Section 4. Study of Minsky routines for multiplication and for division; 
- Section 5. Minsky routines mimicking a Minsky operator algorithm; 
- Section 6. Miscellanea. 
2. Definition and analysis of the Lie algebras H and L(Y) 
2.1. Preliminaries 
If L is a Lie algebra over a field and Y a subset of L we denote the subalgebra 
generated by Y by la(Y) and the ideal generated by Y by id,(Y). We designate the 
derived algebra [L,L] of L by L’, the second, resp. third, derived algebra by L”, 
resp. L”. 
Next, if m 12 and x,, ...,x,+l are elements of L we define the (m + 1)-fold, left 
normed Lie bracket [x1,. . . ,xm+ 1] by the usual recursion: 
and 
[XI,X2,X31 = [[X,,~21~XJI, 
[x,,x2, . . ..-%+.I = [[x+2, . . ..x.l,x,+,l. 
In case ~=x~=x~=...=x,+~ we write [x,, $“‘I instead of [x1,x2, . . . ,x, + ,I. For 
uniformity of notation we extend this definition to m = 0 or 1 by setting [x1, y(O)] = 
x1 and [x,,y(‘)]=[~~,y]. Similarly, if ~=x~==..=x,+~ and z=x;+~=...=x,+, we 
write [x,,y(‘),z(“-‘)I instead of [x,, . . ..x.,,+~]. 
For the construction of the Lie algebra L(V) we shall need the semi-direct pro- 
duct HEM of a right H-module A4 by the Lie algebra H (see, e.g., [4, pp. 17,181): 
the underlying vector space of H KM is the direct sum HOM, and its Lie bracket 
is defined by the formula 
[h+m,h’+m’] = [h,h’]+m.h’-m’.h; 
here h, h’ are in L and m, m’ in M, while me h’ denotes the image of m under the 
linear selfmap hi of Massociated with h’ in the definition of the H-module structure 
of M. Note that the Lie bracket on H DC M and the original module structure on M 
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are linked by the formula 
[m,h] =m.h. 
2.2. Definition of the Lie-algebra H 
Let R be a field, X1,X, indeterminates, and set 
S, = R[X,], S2 = R[X2] and S = R[X,,XJ. 
Consider the associative S-algebra Mat@, S), consisting of all 8 x g-matrices with en- 
tries in S, and let gl(8,S) be the underlying commutation Lie algebra over S. The 
Lie algebra over the field R, obtained from gl(8,S) by restricting the scalars, will 
also be denoted by gl(8,S). Next, if K is a Lie R-subalgebra of g1(8,S), the asso- 
ciative R-algebra generated by K will be denoted by R [K] . Note that matrix multipli- 
cation turns the S-octuple row space S* into a right R[K]-module, and hence into 
a right module of the Lie algebra K. 
We come now to the definition of the Lie algebra H, mentioned in the title of this 
section: it is the Lie R-subalgebra of gl(8,S) generated by the lower triangular 
matrices 
To describe these matrices concisely, let eij denote the 8 x g-matrix with 1 in the 
(i, j)-place and 0 elsewhere. Furthermore, let diag(a,, . . . , as) denote the diagonal 
matrix having the diagonal entries aI, . . . , as. In this notation, the matrices Zi, . . . , d2 
are: 
Zi =diag(O,Xi,O,O,Xi,Xi,O,Xi) . 
yi = diag(O, XF, 0, 0, Xf, Xf, 0, Xf) 1 for ’ = ’ Or 2y 
x1 = diag(O,O,X,,O,X,,O,X,,X,), 
y1 = dM0, 0, X:, 0, Xf, 0, X12,X:), 
x2= diag(0,0,0,X2,0,X2,X2,X2), 
Y, = diag(Q 0, 0, Xi, 0, X$X;, X,‘), 
d = e21+e53+e64+e8-i9 
d, = e31 + e52 + e74 + e86, 
d2 = e4l + e62 + eT3 i- eg5. 
2.3. Analysis of H 
We introduce the following Lie R-subalgebras of H: 
A= la(.%~2,YI,_P2,d”), Hi = la(xi,yi,di) 
and 
A = la(~r,~2,9r,_P2), Ai = la(xi, Yi), 
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where i= 1 or 2. A careful look at the generators of H discloses that I?, Hr and HZ 
centralize each other and generate their direct product. 
We next study the factors g, H, and Hz. Clearly 2 is abelian and g is the split 
extension of idp(6) by A. To determine the structure of idA( we consider s E S 
and compute the Lie bracket [&, a”] in gl(8, S) for the displayed generators a” of A. 
We obtain 
[& 2; ] = - dsx, (1) 
and 
[&, Y; ] = -a?sXF (2) 
for i= 1 or 2. It follows that idg(d) equals &3 and is abelian. A similar analysis 
applies to the factors HI and H,. The results and some additional information are 
gathered together in 
Proposition 1. H is the direct product of its subalgebras a, H, and Hz, each of 
which is metabelian. More precisely, the assignments 
1 - $ X; - -2, and Xi2 c) _Ji 
induce an isomorphism 
(X,R@X,R@X:R@X;R) K R[X,,X,] ‘H, 
where the R-vector space fi = X, R 0 X2 R 0 XFR 0 X;R is viewed as an abelian Lie 
algebra and the B-module structure of R [Xl, X2] = S is the obvious one. 
Similarly, for i = 1 or 2, the assignments 
1 ++ d,, Xi H -xi and Xf c -yi 
induce an isomorphism 
(XiROX,2R) D( R[Xi] ItH;. 
The derived algebra H’ corresponds under these isomorphisms to the submodule 
(Sx,+Sx,)oS,x,oS*x~ of sos,os,. q 
2.4. Definition of the Lie algebra L = L( W) 
Let W be a finite non-empty set - it will be the set of vertices of a finite graph 
%, to be defined later. Let M=M(Y) be a free S-module with basis 
{&kI~~Wand k~{1,2 ,..., 8)). 
The S-module structure on M extends to a right Mat(8, S)-structure, induced by the 
canonical right action of Mat(8,S) on S8; it is given by the formula 
&,k- @ij> = ,5Fs, &I ’ sk,l 
where (u,k) is in Wx {1,2, . . . . S} and (sjj) in Mat(8, S). We give M the structure of 
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a right H-module by restricting the previously defined Mat(8, S)-action to an action 
of the R-subalgebra R[H]. Using this H-action we set 
L(V) = HtxM(Y). 
Note that the actions of S and of H on M commute. This enables us to endow A4 
with an (S-H)-bimodule structure. 
2.5. Analysis of the (S-H)-bimodule M=M(W’) 
We define Mk to be the S-submodule of A4 generated by { /3v,k 1 u E W}. Then 
M= Mt OA4,O ... @Ms. In terms of this decomposition the action of h E H on A4 
can be thought of as multiplication of the row vectors of A4 by the matrix h. From 
this point of view it is obvious that the map 
aca.d”= [a,d], 
induced by the matrix d= es, + eh4 + es3 + e 2,, gives rise to S-module isomorphisms 
A4s~M7, M6~M4, M,~M,, M,~M, 
and maps the summands M7, A&, M3 and Mt to (0). Similar remarks apply to d, 
and d2. The resulting set of 12 isomorphisms is displayed by the first cube below: 
(3) 
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In order not to overload the picture, only one out of four parallel edges is labelled 
by the matrix inducing the displayed isomorphisms. Moreover, the 12 zero homo- 
morphisms are not indicated. The first cube commutes, since J, di and d, commute 
with each other (see Proposition 1). 
The second of the two cubes encapsulates the action of the abelian sub-algebra 
A =A x A, xA, on M. The cube is to be interpreted as follows: Each Mk is an 
A-submodule of M, acted on faithfully by a homomorphic image of the associative 
R-algebra R[A]. This image is R if k=l, Si if k=3, S, if k=4 and S in the re- 
maining cases. These R-algebras are attached to corresponding corners of the 
second cube. 
Note that the cubes, together with Proposition 1, show that M, is the center of 
L, and that it is infinite-dimensional over R. The assertions of the next lemma 
follow likewise from the cubes and Proposition 1. 
Lemma 2. Suppose a3, a4, a, and aa are elements of M with ak E Mk for each k. 
Then the cyclic H-submodules a,R[H], generated by the ak, are 
a,R[H] =Sa8+Sa8es7+... + Sap es4 + Sax es3 + Sa8 es2 + Sa8 es 1, 
a,R[H] = Sa,+Sa7e,,+Sa7e,,+Sa7e,,, 
a4R[Hl = &a4 + S2a4e41, 
a,R[H] = Sla3+SIa,e3,. 0 
The first assertion of Lemma 2 and the definitions of H, M(V) and L(V) = 
H tx M( “Y) imply 
Proposition 3. The Lie algebra L(V) is generated by the finite set 
{&8 1 ue “y> u{~‘,,~22,~lr~~2,x1,XZ,y,,Yz,ddl,dz}. 0 
It is clear from the very definition of L and from Proposition 1 that L is solvable 
of derived length at most three. It is also easy to obtain more precise information. 
First, 
L’= H’D< [M,H]. 
By Proposition 1, the derived algebra H’ corresponds to ZOXiS, OX,S,, where Z 
is the ideal X,S+X,S of S. The cubes and Proposition 1 then show that 
]M,H] = (,~/+Z+Zs. 
It follows next that 
As pointed out before, L” is trivial, whereas the lower central series of L’ continues 
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like this: 
y3(L’> = [L”,H’] = Z2~,0X1X2Z~~OX2Z2M30X1Z2M4, 
yd(L’) = Xi X2Z2M,, and y5(L’) = { 0} . 
By the remark preceding Lemma 2, we know that the center of L is M,; this fact 
and the above discussion yield part (i) of Theorem A, which we restate as 
Proposition 4. L is solvable of derived length 3, its center is M, and L/M, is 
(nilpotent-of-class-3) by abelian. 0 
2.6. A finite presentation for L = L( V) 
By Proposition 3, L(V) is generated by the union of four sets, namely 
a = {k&,8 1 o E w>, ff= {~,,~22,Y1,_P22,4, 
g1 = {xl,yl,41 and g2 = {x2,y2,d2). 
We proceed to record a finite set of relations, satisfied by this set of generators. This 
set of relations splits into three parts that describe properties of H, of the action of 
H on A4, and of M, respectively. 
First we see from equations (l), (2) and from Proposition 1 that the following 
relations hold in H: 
[c,c’] =0 for each pair in ~xE?,U@X~~U~~X%‘~,, 
[x,yl = 0 for each pair in {R~,~~,~z,~z,x~,Y~,xz,Yz}, 
(4) 
(9 
[d*efjy*i] =[JT -jj] 
[d~vXi,Xil = [di, -Uil I for i=l and 2, 
[&sfi;.,d”] = [4x”1,322,d”] = 0 
I 
for i=l and 2. 
[d,,Xi, dil = 0 
(6) 
(7) 
Next, the definition of the H-module structure on A4 and the form of the matrices 
generating H imply that 
[b, 2 CT] = 0 for each b E B and EE ‘6?. 
(8) 
[b,di,Ci] = 0 for each be 59, iE {1,2} and Ci E VZi. 
[b,Xil = [b,zil 
lb,Yil = I4Jil = [hX~,Xil I 
for each (6, i) E B x { 1,2}. (9) 
Thirdly, we record a batch of commutator relations that express in part the com- 
mutativity of M. In listing them we denote the set of iterated commutators 
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{[hh,, . ..> h/l jb~B} by [SQ,h,..., h,]. In Lemma 12 we shall use the relations 
53 U [93,x,] U [33,x2] U [93,x1,x2] commutes elementwise with 
~uu~B,~lu[~3,d*lu[~3,~21 (10’) 
and 
[Z%‘,dtl U [93,x1, d,] U [ZB,x2,d~l U [S’,xl,x2,d,] commutes elementwise 
with [ZB, d2]. (10”) 
In Lemma 13 we shall need the relations 
[B, d] commutes elementwise with [CB, d,, d2], (11’) 
and 
[CB, d] U [CB,xl, d] commutes elementwise with [CZ?, d2], 
[a, d] U [EB, x2, d] commutes elementwise with [a, d,]. 
(11”) 
Let L# denote the Lie algebra over the field R, presented on the generating set 
E.5 U 6? U ET, U tF2 by the relations (4)-(ll), and let 7~ : L# + L be the obvious Lie 
algebra epimorphism. Our aim is to prove 
Theorem A. (ii) If R is a field of characteristic z 2, the epimorphism n : L# -+ L 
is an isomorphism affording a finite presentation of L. 
The proof of Theorem A(ii) will be broken up into a sequence of lemmas and 
propositions, and spread out over Subsections 2.7 through 2.10. In order to describe 
the aims of these subsections, let H# denote the Lie subalgebra of L# generated by 
(the canonical image of) ‘@U B, U ‘ST2 and let M# denote the ideal of L# generated 
by 3. In Subsection 2.7 we give some auxiliary results, and then deduce that 
rc 1 Hi is injective. In 2.8 we shall verify that M# is generated by subalgebras 
M,#, . . . ) A4s# that satisfy properties analogous to those recorded by the cubes (3). 
Using this information and further auxiliary results, we shall establish in 2.9 that 
M# is abelian. The fact that 7-c is injective will then follow readily by comparing the 
properties of I’M,*, . . . ,Ms# with those of M,, . . . . Ms. 
2.1. Auxiliary results 
In every Lie algebra the following two identities hold: the identity 
[[X,Yl,Zl = [14zl,Yl+ 1x9 [Y,Zll, 
that asserts that each [?,z] is a derivation, and the identity 
(12) 
ix, [Y,Zll = I[x~Y1,zl- [[X,Zl,Yl, (13) 
asserting that w H [?, W] affords a representation of L by linear endomorphism of 
its underlying vector space. These identities imply 
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Lemma 4. Let x, y, z be elements of a Lie algebra. 
(i) If [AZ] = 0, then tx, y, zl = [x, z, yl; 
(ii) 1. [x,YI =O, then ]x,[y,zll= -[[x,zl,yl. 0 
Part (ii) and an obvious induction imply the following result on iterated Lie 
brackets: 
Lemma 5. Let a, b and x be elements of a Lie algebra, and let i, j be non-negative 
integers with i + j > 0. If [a, xCk)] and [b, x(I)] commute for each pair of non-negative 
integers with k+l=i+j-1, then 
[[a,x”‘], [b,x(j)]] = (-l)j[a,xCi+j) ,bl. 0 
We come now to a result of Baumslag [l, Lemma 51. Since we shall refer re- 
peatedly to both its statement and proof, it will be restated here and accompanied 
by a short proof. 
Lemma 6. Let L be a Lie algebra over a field R of characteristic f 2. Suppose a, 
b, x and y are elements of L such that 
Ix, Yl = 0, Ia, yl = 14 4 xl, [b, ~1 = [b, x, xl 
and 
[a, b] = [a,~, b] = 0. 
Then [a,x(‘)] and [b,x’j’] commute for all i, j 2 0. 
(14) 
(15) 
Proof. We argue by induction on n = i + j. If n = 0 or 1 the claim holds by (15) and 
Lemma 5. If nz2, equations (14) and Lemma 4(i) imply that 
[a,x(“)] = [a y x(n-2)] = [a,x("-2),y]. 3 , 
The inductive hypothesis, Lemma 4(ii) and the second relation of (14) then give rise 
to the following chain of equations: 
[a,x(“),b] = [[a,x(“-2),y],b] = -[[a,x’“-2’],[b,y]] 
= -[[a,x’“-2’], [b,x,x]] 
= +[[a,x(“P1)], [b,x]] = -[a,x(“), b]. 
Since 2 is invertible in R it follows that [a,~ @‘), b] = 0. Lemma 5 now allows us to 
conclude that [a,~(‘)] and [b,x’j’] commute for all pairs (i,j) with i +j = n. q 
This lemma shows that the ideal id la(~~,)(di), generated by the indicated element 
in L#, is commutative for i= 1,2. From this and Proposition 1 it then follows easily 
that 7c 1 latg,,) is injective for i= 1 and 2. In order to prove the corresponding result 
for rr / laCg), we need a generalization of Lemma 6. 
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Lemma 7. Let L be a Lie algebra over a field R of characteristic # 2. Suppose 
a, b, x,, x,, y,, y2 are elements of L satisfying: 
x,, x,, y, and y2 commute with each other, and 
[a,yj] = [a,xi,xj],[b,yi] = [a,xi,x;] for i=l,2. (16) 
Ix in addition, 
[a,bl = [a,xl,bl = [a,x2,bl = [a,x,,x2,bl = 0, (17) 
then [a,x,(‘) (‘) ,x2 1 and [b,-q (j),xf)] commute with each other for all i, j, k, I? 0. 
Proof. We argue by induction on n = i +j + k + 1. If n = 0 or 1 the claim holds by 
(17) and Lemma 5; the same is true if n = 2 and i+j= 1 = k-t I. On the other hand, 
if II = 2 and i +j = 2 or k + I = 2, the claim follows from (17) and Lemma 6. Now sup- 
pose n 2 3 and j = I = 0. Then either i 2 2 or kz 2, and Lemma 4 and relations (16) 
permit us to carry out a calculation, quite similar to the one given above, which 
shows that 
[a,x,“),xZ(k), b] = -[a,x,(‘),xZ(k), b]. 
From this the claim follows as in the proof of Lemma 6. 0 
As a simple consequence of Proposition 1, Lemmas 6 and 7, and the defining rela- 
tions (4)-(7), one obtains 
Proposition 8. If the characteristic of R is different from 2, the restriction z 1 Hi 
of z : L* + L is injective. 0 
In view of this result, we shall no longer distinguish notationally between the sub- 
algebra H# of L# and the subalgebra H of L. 
Remark. For the benefit of the reader who wants to consult Baumslag’s paper [l], 
we briefly explain the relationship between the results given in [l] and our Lemmas 
6 and 7. In [ 11, Baumslag proves that every finitely generated metabelian Lie algebra 
over a field R of characteristic f 2 can be embedded in a finitely presented meta- 
belian Lie algebra over R. The proof is carried out in three steps. In the first it is 
shown that every finitely generated metabelian Lie algebra can be embedded in a 
very particular semi-direct product of abelian Lie algebras, namely a quotient of a 
wreath product W=A 1 T. Here A and Tare finite-dimensional R-vector spaces, say 
with bases {ak 1 1 I k< m> and {ti 1 1 I irn} respectively. The wreath product W 
can be described in terms of these bases as the semi-direct product 
w=(Rt,@Rt,@...@Rt,)~ 6 akR[tl,t2,...,tn] , 
k=l > 
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with respect to the obvious action, and with R[t,, . . . , t,] denoting the polynomial 
algebra on the indicated indeterminates. 
In the second step, W is embedded in a finitely presented metabelian Lie algebra. 
The proof of the embeddability is based on [l, Lemma 51, restated here as Lemma 
6, and [ 1, Lemma 71. As we have seen above, Lemma 6 allows one to embed W in 
a finitely presented metabelian Lie algebra if n = 1, and Lemma 7 allows one to do 
this if n = 2. For the general case, one needs a generalization of Lemma 7, provided 
by [l, Lemma 71. Incidentally, the relations listed in the statement of that result do 
not suffice to carry through the intended procedure: the first set of relations given 
there has to be replaced by the larger set consisting of all relations of the form 
with (/c, I) ranging over { 1,2, . . . , m}, while f ranges over (0, 1, . . . , n}, and (ii, . . . , if) 
runs over the subset of { 1, . . . , r~}~ defined by it < i,< *a* < if. 
In the third step of Baumslag’s embedding result, the finitely presented Lie 
algebra obtained in step 2 is replaced by a suitable quotient. 
2.8. The subalgebras M,#, . . . , Ms#. 
Recall that M# a L# is the ideal generated by 33 = { b,,s 1 v E W}. As a Lie 
algebra M# is thus generated by the generalized Lie brackets 
[b,h,,hz,...,h,l, (18) 
where mr0, be33 and hl,hz,...,h, range over H”lH. In order to analyse M# 
we introduce the subalgebra Ms# generated by 33 and all Lie brackets of the form 
(18), but where hl, . . . . h, now range only over 
In view of the multilinearity of (18), together with the commutativity of A and the 
relations (9), A4s# is already generated by all Lie brackets of the form 
[b, xl(i), x;j)]. (19) 
Set &s = { [b, xl(‘), xjj)] 1 b E 33 and i, j L 0} . Since d, di, d2 commute, Lemma 4(i) im- 
plies that 
[Z,cS,di] = [zydi,d] for i= 1 or 2, 
[z, 4,41 = [z, 64 I, 
tz,C?d~,dzl = [z,d~,d~,d”] = [z,d2,ddl] 
(20) 
for each z EJ&. The subalgebras A47#, . .. , M,# mentioned in the title of this subsec- 
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tion, are defined as follows: 
M7# = la([z,dl 1 ZE d&), M3# = la([z, d &I / z Ed&), 
M6# = laUz,d,l I z~J&h M2# = la(k,d,,d21 IZEJ%), 
MT = la([z, &I I z~J&l, M,# = la([z,dd,,d,l I zEJ&). 
A44# = la([z,Jd,l j ZEAQ, 
The aim of this subsection is to prove that A4# is the Lie algebra generated by 
M# 1, . . . ,M,#, and that this set of 8 subalgebras enjoys properties similar to those 
displayed by the two cubes (3). We begin with 
Lemma 9. The subalgebra f? centralizes M7#, M4#, M3# and M,#, the subalgebra H, 
centralizes M6#, Mf, M2# and M,#, and H2 centralizes M5#, M3#, M2# and M,#. In 
particular, MT is centralized by H = f? x H, x HZ. 
Proof. To prove that A centralizes M7# it suffices to verify that [z, 4 E] = 0 for each 
z E &!s and each EE ‘@. This follows directly from Lemma 4(i), relations (8) and the 
commutativity properties of H; indeed, 
[z, 2 131 = [b, xl(i), x:j’,~,] = [[b,dE],x,(‘),xj”)] = 0. 
Since @ commutes with d, and d2, the result extends readily to M4#, M3# and M,#. 
The subalgebra M6# is generated by the elements [b,x,(‘),xp), d,]. Since xi, x2, 
~2~ and & commute with each other, relations (9) and Lemma 4(i) imply that 
[b, xl(i), x;j)] = [b, @‘, @‘I. Th is creates a situation where we can duplicate the pre- 
vious argument. It follows that H, centralizes M6#, M4#, M,# and M,#. The claim 
for H2 can be proved in the same fashion. Cl 
Lemma 10. [M,#, A] c Mk# for each k = 1,2, . . . ,8. 
Proof. The reasoning will depend on k. For k = 8 the claim has been proved at the 
beginning of this subsection, while Lemma 9 takes care of the case k = 1. 
Consider now an intermediate index, e.g., k = 7. The algebra MT is generated by 
the elements 
[b, xl(‘), xi’), d] , (21) 
By Lemma 9 these elements are centralized by a c fi. As to A, xA,, it commutes 
with d, whence Lemma 4(i) and relations (9) permit us to deduce that for each 
c E {x,, x,, yl, y2} the Lie bracket 
[b, xfk’, xi’), d, c] 
equals an element of the form (21). 
The other cases can be dealt with by similar considerations. 0 
We are now ready to establish 
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Proposition 11. The ideal M# coincides with the Lie subalgebra generated by 
M,#, . . ..M.#. 
Proof. Let K# denote the subalgebra generated by M,#, . . . ,A4,#. The definition of 
the various subalgebras involved and identity (12) make it plain that K* is con- 
tained in M# and that it will suffice to prove that 
for every CE {A?~,Y,,~~,Y~,,x,, y, x,, yZ} U {dd,,d,} and each k. For the first eight 
generators the desired inclusion follows from Lemma 10, and for the remaining 
three generators it follows from Lemma 9, the definition of the subalgebras A4k# 
and the relations (20). 0 
2.9. Proof that M” is abelian 
We now come to the crucial stage of our proof, namely the verification that A4# 
is abelian. By Proposition 11 it suffices to show that each of A4,#, .. . ,A&,# cen- 
tralizes itself and the others. The verification that this is indeed the case will be 
divided into three steps: in Lemma 12 we invoke Lemma 7 to establish that 
[Mi#,Mj#] is trivial for the pairs 
(5,8), (6 Q (7,8), (88) and (56). 
In Lemma 13 we shall take care of the pairs 
(5,7), (6 7) and (2,7). 
These special cases will then provide the starting point of a kind of induction argu- 
ment for the proof of Proposition 14. This proposition settles the remaining cases. 
The main ingredient in its proof is the Jacobi-identity. 
Lemma 12. If the characteristic of R is f 2, then M8# centralizes M5#, M6#, M7#, 
M,# and M5# centralizes M6#. 
Proof. We first show that M,# centralizes M7# and M,#. To do this, it suffices to 
verify that for every pair (b, b’) E 33 2 and every quadruple (i,j, k, I) of non-negative 
integers, [b,x,(‘),xjk)] commutes with both 
[b: XI(j), xi’), d”] and [b’, xl(j), xi”]. 
By Lemma 4(i) and the known properties of H, we have that 
[b’, xl(;), x,(l), d”] = [[b’, d”], xl(j), xf’]. 
The relations (10’) guarantee that 
6, [b,x,I, [b,x,l, [b,xl,x21 
commute with {b’, [b’, a]}, and thus the claim follows directly from Lemma 7. 
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For the verification of the remaining three cases we make use of the duplication 
of action, as expressed by the relations (9). By these relations and Lemma 4(i), it 
suffices to establish that for each pair (b, b’) E ~5’ 2 and each quadruple (i,j, k, f) of 
non-negative integers the element [&Z,(i), $:“‘I commutes with 
{[b’,d,,#~;“], [b:d*,.$j’,$‘]}, 
and [b, d,, _?.l(j), &!“‘I commutes with [6’, d2, 271(j), -(‘I x2 1. But this follows immediately 
from Lemma 7, relations (9), (lo’), (10”) and Lemma 4(i). 0 
Lemma 13. M7# centralizes M2#, and if char R f2 it centralizes M5# and M6#. 
Proof. We begin with the proof that M7# centralizes M,#; it will be based on 
Lemma 5 and the relations (11). We have to show that each commutator 
[[b, xl(‘), xf? d], [b: XI(~), xf), d,, d2]] 
is trivial. By the duplication of action (see relations (9)) and Lemma 4(i) the above 
element is equal to 
We now argue by induction on n = i +j+ k+ 1. If n = 0, the element is zero by (11’). 
If n > 0, assume inductively that the claim holds for all quadruples (i’, j’, k’, I’) with 
i’+ j’+ k’+ I’= n - 1. Then Lemma 5 tells us that the above commutator equals 
(-1)“[[6,&@ $“I [b d d xCi) x’~‘]] 132 7 91,29192 * 
This element is zero because of the relations (8). 
To show that M7# centralizes M,# and Mt we use a similar argument, aided by 
Lemma 6. By the duplication of action trick it suffices to prove that each com- 
mutator 
[[b d x1”‘, xp’], [b’, dh, .C;j’, $“I] , 9 
is zero; here h = 1 or 2. If h = 2 we can argue by induction on n = j+ k + 1. Indeed, 
if M = 0 the claim follows from the relations 
116, aI, Lb’, &II = WAX,, dl, Lb’, d211 = 0, 
listed in (ll”), Lemma 4(i) and Lemma 6. If n >O, we can assume the claim holds 
for all triples (j’, k’, I’) with j’+ k’+ I’= n - 1, and then use Lemma 5 and the rela- 
tions (8). If h = 1, an analogous reasoning applies. 0 
Proposition 14. If the characteristic of R is different from 2, then M# is abelian. 
Proof. By Proposition 11 we need only prove that each Mj# commutes with each 
Mj”. This comprises 36 assertions, 8 of which are taken care of by Lemmas 12 and 
13. We shall deduce the remaining assertions from Lemmas 12 and 13, and the 
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Jacobi identity. In order to render the deduction more transparent, we replace the 
index set (1,2, . . . . S} by the power set P(a) of g = {$di,d,}. The reindexing 
function f: (1,2, . . . . S} 5 Y’(g) is defined by the requirement that f(k) list those 
elements which map the set As by commutation onto the generating set Ak of A4k# 
described at the beginning of 2.8; thus f(8) = 0, f(7) = {a}, . . . ,f(2) = {d,, d,} and 
f(l)={dd,,d,}. 
Let g denote the graph whose vertices are the subsets D of C@ = {dd,,d,} and 
which has an unoriented edge D, l - l Dz whenever Mf#-lCD,) commutes with 
Ml? I(~~). In terms of this graph, Lemmas 12 and 13 can be restated as asserting 
that 9 contains the following subgraph 90: 
Next let d be an element of 9 and let D1, 02 be subsets of G#. If zr is in Mf#-l(~~) 
and z2 in A4r” CDz) the Jacobi identity implies that 
[z1,z2rdl = [[zl,dlrzJ + 1~1, hdll. (21) 
This equation and Lemma 9 justify the following: 
Principle. If $2 contains the edges D, l - l D, and D, l - l D, U {d >, it contains 
the edge D,U{d}*-•D1. 
We know that C$ contains the subgraph go and shall prove by repeated applica- 
tion of the stated principle that CC? contains all edges D, l - l D,, including the 
loops, i.e. the edges with D, =D2. 
To begin with, BO contains the edges 0 l - l {d’} and {d’} l _ l {d} for all 
pairs of distinct elements d, d’ of g and so g contains the edges {d’, d} l - 00 by 
the principle. Next go contains the subgraphs 
and F? is already known to contain the edge 0 l - l {d,, d2} whence % contains 
the edges 
C@ 0 
.-. 
‘“Jf22$ll 
, 
and {d~~(d:l 
Since go contains the loop with endpoint 0, the above considerations prove that 9 
contains all edges with disjoint endpoints. But if D1 l _ l D, is in F? and if 0; 
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is a subset of D,, it follows by applying the principle repeatedly that the edge 
D, l _ 00; U LIZ is in C!?J. We conclude that 9 contains for every pair D,,Dz of 
subsets of 68 the edge D, l - l D,. Hence, by the argument given at the beginning 
of the proof, M# is abelian. q 
2.10. Proof of Theorem A(ii) 
The verification that rc : L# -+ L is an isomorphism will now be easy. By Propo- 
sition 8, the restriction z 1 Hi is injective. Next rrg = n 1 M8~ is injective, for Ms# is 
an A-module satisfying the defining relations of Ms. For k-c 8, iterated commuta- 
tion and rc give rise to a commutative square 
Since Mk# is abelian (by Proposition 14), the definition of its set of generators im- 
plies that cr is onto. On the other hand c, is the composite of isomorphisms dis- 
played by the first cube of (3). Therefore rrk is an isomorphism. Finally, M# is 
abelian and generated by M,#, . . . , M,# (by Propositions 11 and 14), while M,, . . . , M, 
generate their direct sum in M. Hence 71 1 MG is bijective. It follows that 
TC:L#=H#KM#+HKM=L 
is an isomorphism. 
3. Minsky routines and associated modules 
In the previous section, we constructed, given a field R of characteristic different 
from 2, a family of finitely presented solvable Lie algebras over R, 
L(W) = HKM(W’); 
here Ydenotes a finite set. The aim of Sections 3 to 5 is to construct, given a partial 
recursive function I,V, a finite graph 9 with vertex set “Y, and a finitely generated 
H-submodule N( $5 ) of M( “Y), having one generator g(e) for each edge e of 9, such 
that N( C9 ) encodes v/ in a sense to be explained. The construction of N( $J ) is similar 
to the one given by Kharlampovich in [5]; however, the verification that N(9) 
achieves what it is intended to do is based on module-theoretic and graph-theoretic 
arguments, in accordance with the pattern of [2]. 
In this section we define Minsky routines $2, the graph-theoretic equivalent of a 
device traditionally called a programmed Minsky 2-tape machine, and the sub- 
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modules N( ?? ) associated with them. In Section 4 we shall introduce two families 
of very concrete Minsky routines, those for multiplication and division, and analyse 
the submodules M, nN(%) for these particular routines %J. In Section 5 these 
special routines will be used as building blocks for more complicated Minsky 
routines C?J (9). Another finite graph W, called a Minsky operator algorithm, will 
describe how the building blocks are put together. The results of Section 4 will per- 
mit us to analyse the intersection M, n N( YJ (9)); more precisely, we shall be able 
to show that the intersection 
@VP,, li~y(~)}n(M,nN(~(~))) 
coincides with the group of O-boundaries B,(@,R) of the so-called graph of data- 
flow L? of 9 (see Proposition 19). This result, in conjunction with a theorem of 
Minsky 181, according to which every partial recursive function w can be computed 
by a suitable operator algorithm, will then readily lead to the basic undecidability 
result, as expressed in Theorem B in the introduction. 
3.1. Definition of a Minsky routine 
As in [2, Section 31, a Minsky routine is a finite graph $!J of a particular kind. 
By a graph ‘9 we mean a structure consisting of a set of vertices W, a set of edges 
& and two functions 
o:&+W’ and t:&+Y 
specifying the origin o(e) and terminus t(e) of an edge e of g. (Specifying a graph 
in this sense amounts to specifying the vertex set “v, the set of positively oriented 
edges &+ and the functions a (E+, t I6 of an oriented graph in the sense of 
[2,3.1]; the above definition of a graph is better adapted to our present needs.) 
A Minsky routine is defined to be a finite graph CC? equipped with a labelling 
function 
I:&~{o,1}2x{-l,o,1}2 
satisfying axioms (a), (b) and (c) given below. For stating these axioms, as well as 
for future convenience, we will write 
if the value of e under (o,l, t) is (IJ, o,, 02, a,, a,, w), and call (a,, (TJ the type of e. 
The axioms are: 
(a) ?J has no edges of type (0,O). 
(b) For every vertex o and each type (oi, 02) E (0, 1j2 there is at most one edge of 
type (o,,02) starting at u. 
(c) If l(e) = (or, cr2, a,, 6,) and cri = 0 for i= 1 or 2, then S, 10. 
A Minsky routine can be thought of as a program for calculation on a device that 
consists of a pair of registers into which non-negative integers can be stored. If in 
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the process of executing the program, a vertex u has been reached, the edges starting 
at u describe the candidate instructions to be followed next. If there are several, the 
one that is actually carried out depends on the current state (m, n) E n\li of the pair 
of registers: If rnk 1, and n 2 1, the instruction of type (1,l) applies, if mr 1 but 
n = 0, then it is the one of type (LO), and if m = 0 but n 2 1, it is the one of type (0,l) 
that is applicable. The instructions are executed as follows: If e=(u, o,,a,,6,,& w) 
describes the instruction to be followed, the pair (m,n) must be replaced by 
(m + 6,, n + 6,) and w is the next vertex to be reached. (Note that because of axiom 
(c) the pair (m +a,,n +a,) is in Ni.) If (m,n) = (0,O) or if no edge of the required 
type starts at U, the execution of the program comes to an end. 
This intuitive interpretation of executing a Minsky routine has been formalized 
in [2,3.3] by the concept of a data-flow graph @ associated to FJ. 
Remark. In the literature, Minsky routines are sometimes allowed to have edges of 
type (0,O); as these edges are unnecessary for our purpose and would only compli- 
cate our work, axiom (a) has been inserted into our definition of a Minsky routine. 
3.2. Definition of the submodule N(g) 
Let 9 be a Minsky routine with set of vertices ‘K We associate to YJ the (S-H)- 
bimodule M(Y) and an H-submodule N( 9). As in Section 2, M(V) is a free 
S-module on the set 
{/3,,,Io~Vandk=l,2 ,..., S}, 
and Hacts on it by matrix multiplication (see 2.4). The H-submodule N( C9 ) is gener- 
ated by elements g(e), one for each edge e of $7; there are three types of generators 
corresponding to the three types of edges. If e = (u, 1, 1, a,, 6,, w), the corresponding 
generator is 
if e = (u, 1,0, a,, 6,, w), it is 
g(e) = Xi &s -Xir+d(1)X$2)&+ 
and if e = (u, 0, 1, a,, a,, w), it is 
g(e) = X2po,4-X16(1)X:+6(2)pw,4. 
In describing the generators, we have facilitated the notation by writing 6(l) for 6, 
and a(2) for 6,. 
In the sequel we shall primarily be interested in the intersection of N( 9 ) with the 
center M, of L(V). This intersection can easily be worked out with the help of 
Lemma 2, and is described in 
Lemma 15. The intersection M, fl N( 9 ) is the R-vector space generated by the fol- 
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lowing subspaces, one for each edge e of 9. If e= (0, 1, 1,6,,6,, w), the corres- 
ponding subspace is 
if e = (u, 1, 0, a,, a,, w), it is 
4 (Xl Pu, 1 -x;+g(l)ppw,l) 
and if e=(o,O,1,6,,6,,w), it is 
S (X2 p, 1 - x6(lk; + 6(2) 2 , 1 Pw,J 0 
4. Study of Minsky routines for multiplication and division 
4.1. Function computed by a Minsky routine 
Before defining and analysing the Minsky routines mentioned in the title, we ex- 
plain the concept of a function computed by a Minsky routine. 
Let $9 be a Minsky routine and a, o two vertices of $; we require that no edge 
start at o. To define the function 9 computed by 52 with respect o (a, o), we con- 
sider m E N, = {m’~ Z 1 m’? O}. We execute the routine, choosing a as the starting 
vertex and (m,O) as the initial state of the pair of registers. If after finitely many 
steps the execution comes to an end at vertex cc) and with (n, 0) as the final state of 
the pair of registers, we say 9 is defined at m and has value n; in all other cases m 
is not in the domain of definition dom p of 9. 
A more abstract definition of a, can be given in terms of the graph of data-flow 
9 associated to 9; see [2, end of 3.31. 
4.2. Definition of the multiplication routines 
Let d 2 2 be an integer. We define the Minsky routine Jtld for multiplication by 
d by giving its flow chart; to simplify its appearance we use the following conven- 
tions for relabelling the edges e = (u, ol, 02, 6,, a2, w): if e has type (1,1) it is labelled 
as (a,, ~5~); otherwise it is labelled as (al, 02, al, 6,). The origin and terminus of e are 
indicated by using an arrow to show its orientation. 
1 Cl) (22) C&d-l) (2. d 3 1’ 
l -r--.-.- . . . . ~._._.------. 
(1,W.l) (0.1) 
0 
(1 .O.O,O) 
(0.1) (1.-l) 
Fig. 1 
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It is easily verified that Ad computes with respect to (1,l’) the function m - dm 
whose domain of definition is the set of all positive integers N. 
4.3. Correctness of the encoding for multiplication routines 
Since Ad is a Minsky routine, it has associated with it the modules M(V) and 
N(AV~), as defined in 3.2. Here Y= { 1, l’, (2, l), . . . , (2, d), 3). To suit the applications 
in Section 5, it will be important to consider also the Minsky routine Ad/l-l’, 
obtained from Ad by identifying the vertices 1 and 1’. Note that Ad/l - 1’ itself 
cannot be used to compute a function since none of its vertices is eligible to serve 
as o. Nevertheless, both .AV~ and .AV~A - 1’ encode the function p : m ++ dm having 
n\l as its domain of definition, in the sense made clear by 
Lemma 16. Let d 2 2 and let 72 denote either Ad or Ad/1 - 1’. Let [l] and [l’] 
denote the canonical images of 1, l’, respectively. Then the intersection 
w,,,, 1 + W,I’], 1) fl NC $2 1 (1) 
is generated over R by 
{XlV,,,, 1-49,1,,, 1 I m E N>. (2) 
Proof. Set P=M,(Y) and Q=M,(%‘)nN(9). Then (1) is clearly equal to 
(Vlij, 1 + W[VI, J n Q. This intersection is studied in [2, Section 41 for a certain class 
of integral domains S, having subdomains R, S, and S, with R G S, n S, and con- 
taining elements t, t, and t,. The analysis carried out there holds, in particular, if 
R is a field, Sj are polynomial rings R [Xi] for i= 1 and 2, S = R [X,, X2], t = 1, 
t, =X, and 1, =X2. It follows therefore from [2, Section 4, Lemma l] that (1) con- 
tains the elements (2). Conversely, [2, Section 4, Lemma 31 guarantees that the set 
(2) will generate (l), provided that three technical conditions (i), (ii) and (iii) are 
satisfied: the first two amount to 
(0 %x1 -x,“) n R [X2] = 0, 
(ii) S(X,-X,)nR[X,]=o, 
and they are clearly satisfied in the present situation; while condition (iii) holds for 
the trivial reason that in our case R[X,] is all of S, . 0 
4.4. Definition of the division routines 
Let d ~4 be an integer. We define the Minsky routine gD, for division by d by 
the flow-chart given in Fig. 2; the same conventions for relabelling apply as in 4.2. 
This routine can be used to compute two functions which are of interest to us: the 
function computed with respect to (1,l’) is m - m/d, with domain of definition 
n. N, while the one computed with respect to (1,l”) is m - m, with domain of 
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Fig. 2. 
definition N \d. N . The patient reader will have no difficulties in confirming these 
assertions. 
4.5. Correctness of the encoding for division routines 
It will again be important for the applications that follow to consider not only 
C8)d, but also the quotient graphs obtained by identifying some or all of the exterior 
vertices 1,l’ and 1”. The analysis carried out in [2, Section 41 permits one to deduce 
the following encoding result: 
Lemma 17. Let d L 4 and let $2 denote gd or one of the quotient graphs $,SD,/l - I’, 
68,/l-l”, g,/l’- 1” or gD,/l - l’- 1”. Then the intersection 
is generated over R by the union of 
5. Minsky routines mimicking a Minsky operator algorithm 
5.1. Definition of a Minsky operator algorithm 
Intuitively speaking, aMinsky operator algorithm, or MOA for short, is a program 
whose instructions are either multiplication by 2, 3 or 5, or a modified division 
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by 30; the modified division sends m to m/30 if m E 30. tN and m to m for 
mEN\30~N. 
Abstractly speaking, an MOA is a finite graph 9’ equipped with a labelling 
function 
I : & + {2,3,5, l/30,1} 
satisfying the requirement below. To simplify the statement of this requirement, as 
well as for future convenience, we will write e = (i, d, j) if the value of e under (o, I, f) 
is (i,d, j), and refer to I(e) as the label of e. We require that at each vertex one of 
three possibilities hold: 
(a) No edge starts at u. 
(b) Exactly one edge starts at u having label 2, 3 or 5. 
(c) Exactly two edges start at u, one of them having label l/30, the other label 1. 
To formalize the idea of a computation done by an MOA we introduce the graph 
of data-flow 9 associated to 9 (cf. [2, Subsection 3.61). The vertex set Y(g) of 
@ is the product V(9) x iN and the set of edges is the subset of ‘V(g)* consisting 
of all pairs ((i, m), (j, n)) having the property that (i, n/m, j) is an edge of 9 and, in 
addition, m is not divisible by 30 if n/m = 1. Moreover, if ((i, m), (j, n)) is an edge 
of @, then (i m) is its origin and (j, n) its terminus. 
The graph 9 has the peculiarity that at most one edge starts at each of its vertices. 
This peculiarity implies that the connected components FZ of .@ are of one of three 
kinds: either ‘19 is a tree with a unique vortex, i.e. a vertex at which no edge starts, 
or g is an infinite tree without a vortex, or EY contains a unique cycle. (see [2, Section 
3, Proposition 11). 
Now suppose that a and w are vertices of 9 and no edge starts at cc). Then the 
function p, computed by 9 with respect to (a,~), has domain of definition con- 
sisting of those m E N for which the connected component of (CI, m) has a vortex of 
the form (0, n); if a, is defined at m, then p(m) = n. 
It should be clear to the reader that this formal definition is consonant with the 
intuitive idea of computation, as formulated in the first paragraph. 
5.2. Minsky’s Theorem 
Our interest in MOA stems from the following fundamental result, due essentially 
to Minsky [8]; cf. [7, pp. 316-3261: 
Minsky’s Theorem. For every partial recursive function cy there is an MOA 9 with 
distinguished pair of vertices (a, o), such that no edge starts at o, and the function 
CJI, computed by 9 with respect o (a, o), has domain of definition (2” 1 m E dom t,~) 
and sends 2m to 2w(m). 0 
The fact that 9 does not compute the given function v/ but 2M * 2”‘@) does not 
detract from the applications we have in mind. 
26 G. Baumsiag et al. 
5.3. Minsky routines mimicking a Minsky operator algorithm 
Let CF be an MOA. Intuitively speaking, the Minsky routine S(g) mimicking .Y 
is obtained from 9 by replacing each edge of ?Z’ with label d r2 by the corres- 
ponding multiplication routine Jdtd, and each pair of edges {(i, l/30, j’), (i, 1,j”)) by 
the division routine C~I = gsO. In order to give a formal definition of g(g) we set 
Ed = {edges of .!F with label d) 
for d = 2,3,5 or l/30. We denote the set of interior vertices W(JZ~)\ { 1, 1’) of JGtd 
by W”(&!d); similarly, we put 
w”(g) = W(C8)\{1,1’, l”}. 
We now define the vertex set of F~(z?) to be the disjoint union 
V(sl)ir V’(&)xE,Ij W”(Jlj)xE31j W”(JQxE,lj W”(~)xE,,,,, (1) 
and the set of edges of F?(Y) to be the disjoint union 
&(Jl~)xE,lj&“(~~)~E,Ij&(~~)xE,Ij&(~)xE,,,,. (2) 
In defining the origin and the terminus of an edge (e,e’) of g(g), we distinguish 
three cases: 
(a) If o(e) and t(e) are both interior vertices of the multiplication or division 
routine in question, then 
o(e, e’) = (o(e), e’) and t(e, e’) = (t(e), e’); 
(b) If o(e)= 1 (and hence t(e)=(2, l)), then 
o(e, e’) = o(e’) and t(e, e’) = (t(e), e’); 
(c) If o(e) is an interior vertex and t(e) is either 1’ or l”, then 
o(e, e’) = (o(e), e’) and t(e, e’) = 
t(e’) if t(e)=l’, 
t(e”) if t(e)=l”. 
Here e” denotes the unique edge of .Y with label 1 having the same origin as e’. 
The next result is a generalization both of Lemma 16 and of Lemma 17; it can 
be reformulated in terms of the O-dimensional group of boundaries of @ (see Propo- 
sition 19); the reformulated result will then quickly yield a proof of our basic un- 
decidability result, Theorem B. 
Proposition 18. Suppose 9 is an MOA and 9 (9) is the Minsky routine mimicking 
it. Then the intersection 
0 Vp,, I ie W~)l nwwv 
is generated over R by the set 
{XYP, I -XrP’, 1 1 ((i, m), (.L n>) is an e&e Of @I. 
(3) 
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Proof. The intersection K= Mr (%‘( ‘$J (9))) (l N( $9 (9)) is generated by elements 
corresponding to the edges of g(8) (see Lemma 15). When we express an ele- 
ment of (3), which lies of course in K, as an S-linear combination of the basis 
{P”,, I uE “y(g(9))) of M,(“y(9(~))), we see that the coefficients of the basis 
elements &, 1 with first index u in 
must be zero. In this way we obtain a set of equations, indexed by V( 9 (9)) \ Y(9). 
This set of equations can be partitioned into subsets, each of which is indexed by 
a set W” (9) x {e}, where9 denotes one of the multiplication or division routines that 
together make up $J (9). The set of equations indexed by some %‘” (Ad) x {e} is 
identical with the set of equations considered in the proof of Lemma 16. They are 
listed and studied in [2, Subsection 4.21. It is crucial in this context that Lemma 16 
deal not only with Jcl,, but also with its quotient dd/l - 1’. The situation for the 
sets W”(g) x {e} is similar: one uses Lemma 17 and goes back to [2, Subsection 
4.31. Since these subsets of equations, indexed by the Y” (@) x {e}, correspond to 
disjoint sets of basis elements, it follows that (3) is generated by the solutions listed 
in Lemmas 16 and 17: For each edge e of 9 with label d=2, 3 or 5 there is a 
generating set 
and for each pair of edges (e, e’) with common origin and labels l/30 and 1, respec- 
tively, there is a generating set 
VlV,,,, 1 - Xin’304(e), 1 I m E 30 * bx 1 
u Wr”P,,.), 1 - VY,,,,, 1 I m E bJ \ 30 . i-FJ 1. 
The claim of Proposition 18 follows from these facts by interpreting them in terms 
of the graph of data flow 9;. 0 
5.4. Reformulation of Proposition 18 
Let g be an arbitrary graph with vertex set V, edge set &, and functions o : & -P “Y 
and t : & --f %‘I Its O-dimensional chain module C,(@; R) with coefficients in R is by 
definition the free R-module on the vertex set W of g; the submodule of O-dimen- 
sional boundaries Bo(9; R) is by definition generated by the set 
{f(e)-o(e) ) ee&}. (4) 
Now let g be the graph of data-flow @ of an MOA 9. Define an R-linear map 
that sends a vertex (i, m) of 9 to &“‘p;, 1 in M,(^Y( ‘9(g))). Clearly Q is injective and 
Proposition 18 can be rephrased as: 
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Proposition 19. If 9 is an MOA, the R-linear map Q : C,(@, R) --f M,( V( FJ (9))) de- 
fined above maps B&F?, R) isomorphically onto @ { SP,, 1 1 ie V(9)) nN(FJ(9)). 0 
In order to formulate our next result in an appealing geometric language, we must 
first recall some additional graph-theoretic terminology. This terminology will of 
course be adapted to our particular notion of a graph. So, let S be an arbitrary 
graph. Consider a sequence of the form 
where kz0, each ui is a vertex of .9, each ei is an edge of g and each ei is either 
1 or - 1. We call w an orientedpath of length k in .!P if the following incidence condi- 
tions are satisfied for 1 I i_= k: 
If ai=lr then o(e,)=oi_, and t(e,)=u;; 
If ci = -1, then o(ei) = ui and t(e,) = ui_ 1. 
Let w be an oriented path of length kr 1. If u0 = uk, we call w a loop; if u0 # uk, we 
refer to {u,,, ok} as the set of endpoints of w; in case ue, ur, . . . , uk are pairwise dis- 
tinct, w is said to be a geodesic. 
Finally we introduce the l-dimensional chain module C,($; R); it is by defini- 
tion the free R-module with basis the set of edges & of @. The boundary operator 
6 : C,(@; R)+ C,,(g; R) is the R-linear map induced by 6(e)= t(e)-o(e); from 
formula (4) one sees that B&F; R) = 6(C,($; R)). Note that each path gives rise to 
a l-chain Z’.siei and that 
6(Zeiei) = 2; (t(ei) - o(e,)) = ok - ue. 
Lemma 20. Let @ be a graph and Y a subset of 7% Then 
@ {RY 1 yEY)nB,W;R) 
is generated over R by the set 
{y-y’ 1 there is a geodesic with endpoints y, y’ in Y}. 
(5) 
Proof. We argue by induction on the cardinality of the support {e 1 f(e) #O} of a 
l-chain ,Zf(e)e whose boundary lies in (5). Clearly the claim holds if supp f is 
empty; so assume that supp f has at least one element. Consider a path 
w=(u0,e,,E1,...,ui_l,ei,Ei,ui,...,uk) 
whose edges e,, . . . , ek are contained in supp f. Define 
f’:&+R by Zf’(e)e=Zf(e)e-qf(el)(Ziei). 
Then f’ has smaller support than f and 
Wf(e)e) = 6(W(e)e)+qf(el)(uk- uO). 
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This formula, together with the inductive hypothesis, allows us to assume that no 
loop has its edges in supp f. Since supp f is finite and G(Zf(e)e) is contained in 
@UQ]yEYI, th ere exists therefore a geodesic w with endpoints in Y. The claim 
now follows from the above formula upon applying the inductive hypothesis 
to f’. 0 
We are now ready to state and prove our last result on the correctness of the 
encoding of a function by the submodule N(g(8)). 
Proposition 21. Let 9 be an MOA and 9 (9) the Minsky routine mimicking 8. 
Suppose that (Y and LC) are vertices of 9 with no edge starting at w, and let v, be the 
function computed by 9 with respect to (a,~). Then the intersection 
Gp,, I+ sp,, 1) f-l N( 59 (@‘)I (6) 
is generated over R by the union of the set 
{V’/&, 1 - XP(“l’&,, 1 1 m E dam ul> 
and the set 
{(XT -Xy”‘)&, , ( (a, m) and (a’, m’) are in the 
same path component of @}. 
Proof. By Proposition 19 and Lemma 20, applied to @ = & and Y = {a} x 
N U {co) x IN, it suffices to determine the geodesics of @ with endpoints in 
{a; w} x tN. Clearly a geodesic with set of endpoints {u, w} exists in @ if, and only 
if, II and w lie in the same path component of 8. Now every vertex in {o} x N is 
a vortex and so the classification of path components of 8, given in 5.1, implies that 
there is no path component containing two distinct vertices (u,m) and (cqm’). 
Next, by the definition of the function p two vertices (CI, m) and (0, m’) lie in the 
same path component if, and only if, m E dom v, and m’= q(m). This explains the 
first set of generators listed in the statement of Proposition 21; the second stems 
from the geodesics having both endpoints in (a} x N. [7 
5.5. Proof of Theorem B 
Assume first that 9 is an MOA and ff, o are vertices of 9 so that o is not the 
origin of an edge of 8. Let v, be the function computed by 9 with respect to (a, o). 
Next, let ?? (9) be the Minsky routine mimicking 9, with set of vertices % Consider 
the solvable Lie algebra 
L(V) = HKM(_y) 
analysed in Section 2 and the H-submodule 
o(+s (9)) = NC9 (9)) + P,, 3 . R WI 
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of M(V). The definition of N(9 (9 )) and Lemma 2 imply that 
(SP, I+ %, 1) f-7 o(g WY) = <wa, , + ww, 1) nwg WV) + s, P,, 1. 
Thus rf Xi”&, , is in O(%(.!Y)), there exists an si ES~ =R[X,] such that Xyp,,, - 
si /3,, 1 is in the intersection (6) of Proposition 21. We conclude that m E dom cp and 
si =Xy@‘. If, conversely, m E dom q, then Xyp, 1 is by Proposition 21 in O(S(9)). 
Altogether, we have established that 
{m E N 1 Xy&, i E O(9 (9))) = dom cp, (7) 
Finally, assume that I,V is a given partial recursive function. By Minsky’s theorem 
there exists an MOA 9 with distinguished vertices a,o such that the function q 
computed by 9’ with respect to (a, u) has the property that 
domy,={2mImEdom~}. 
If V, L(V) and O(+? (9)) are as above and if, in addition, char R f2, then L(W) 
is by Theorem A(ii) a finitely presented Lie algebra. As O(9 (9)) is a finitely gener- 
ated H-submodule of M(V) and hence a finitely generated ideal of L(Y), the 
quotient algebra 
U(w) = L(Y’)/O(9(9)) G HK(M(“~)/O(Y?(~‘))) 
is finitely presented too. It is generated by the canonical images of the set 
{Po,s/ nE y}U{~~,~,,~~,~~,X1,Y1,X2,Y2,ddl,d2}. 
Moreover, the Lie word 
urn = u&3J, (2”), d;d,, d2] (8) 
maps onto Xf’“&, 1 in L(Y) and represents the zero-element of V(w) if, and only 
if, m is in dom I,V. So U(w) and the sequence of words (urn 1 m E N,,) have the 
properties announced in Theorem B. 
6. Miscellanea 
6.1. Lie algebras over commutative rings 
The constructions of H, H(V) and U(I,U) have an obvious interpretation if R is 
a commutative, unital ring (with 1 # 0); the given proofs of Theorems A and B, how- 
ever, are only valid if the ring R is suitably restricted. In detail, the situation is this: 
The given proof of Theorem A(i) holds for any R. The proof of Theorem A(ii) 
relies crucially on Lemmas 6 and 7; in establishing them we used the validity of the 
following implication: 
If z is an element of the Lie R-algebra L with z = -z, then z = 0. 
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This implication is valid if 2 is a unit of R, or, more generally, if the additive group 
of R has no 2-torsion. In our applications of these lemmas, L is either i7, H,,H, 
or H P<M(W’), and their underlying R-modules are free. Hence Theorem A(ii) is 
valid whenever the additive group of R has no 2-torsion. As regards the proof of 
Theorem B, its crucial ingredients are Lemmas 16 and 17, which depend on Lemmas 
3 and 5 of [2, Section 41; the overall assumption on S= R[X,,X,] in the section 
referred to is that S be a domain. Conversely, if S is a domain, the given proofs 
of Lemmas 16 and 17 are valid. Putting these facts together, we see that Theorems 
A and B are true for any commutative domain R of characteristic dlyferent from 
2. Finally Subsections 1.2 and 6.2 (see below) reveal that the corollaries are also true 
under this assumption. 
6.2. Proof of Corollary B4 
Let R be the Heisenberg Lie R-algebra 
(x,y,.zo; zo = ]X,Yl, ]zo,xl = ]Z,,Yl = 0); 
it is a central extension of the free R-module Rz, of rank 1 by the free R-module 
Rx@ Ry of rank 2. Let U be one of the Lie R-algebras constructed in the proof of 
Theorem B, pick a central element z of U and set 
L, = (Z?x U)/R(z-z,). 
Then R is a quotient of the semi-direct product R[X,] D< RX, which, in turn, is a 
subquotient of H ptS*. Furthermore, U is a subquotient of a finite direct sum of 
copies of H !x S*. Hence Corollary B4 is a simple consequence of 
Lemma 22. The following assertions about L, are equivalent: 
(i) z=O, 
(ii) L, is isomorphic to R/[Z?,Z?] x U, 
(iii) L, contains Lie subalgebras A and B such that L, = A x B and A is a non- 
trivial abelian Lie algebra. 
Proof. As the implications (i) =) (ii) and (ii) * (iii) are obvious, let us assume (i) is 
false, i.e. z#O, and that L, contains a direct factor B with an abelian, hence central, 
complement A. Then B contains the derived algebra Li = U’, which, by the calcula- 
tions preceding Proposition 4, contains the ideal I = (A4,O ... OM,)/O(g (9)). On 
the other hand, A is contained in the center [(L,) of L,. Since U/I is isomorphic 
to H DC (0” S), its center is easily seen to be trivial. It follows that [(L,) = 
c(U) c I. Both conclusions taken together imply that A c B, whence A = 0 and 
B= L,. This shows that (iii) is false if (i) is, and completes the proof. 0 
6.3. Kukin’s construction of finitely presented solvable Lie-algebras 
In [6], Kukin defines several Lie algebras that purport to demonstrate that certain 
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algorithmic problems about Lie algebras admit no solution. The starting point for 
these results is a family of Lie algebras L, defined as follows: ~5 is generated over 
a field F by the union 
{U,u}uzu~u~ 
of four finite sets. The set z will be used in the encoding process of the given func- 
tion cp, and is made up of labelled, linearly ordered elements: 
z= {y>x>y*>x*>x,>**~>x,>z/r>~~~>zo). 
The set .% is a copy of Z, made up of the corresponding capital letters 
z= {Y>X>Y*>X*>X,>~~*>X,>z,>~~~>z,}. 
The fourth set B = {b;, . . . , b,*, br, . . . , 6,) will eventually generate an abelian ideal 
8 of 1. Finally an ideal Z of Z? is then chosen which purports to encode the given 
function p. 
The defining relations oft are of three kinds: the first is an explicitly given subset 
(1) of the set of all commutator relations [a, b] = 0 with a, b in {u, o} ULI: U X. For 
our purpose it suffices to know that (1) contains the relations: 
[d,D’] = [d,u] = [d,u] = 0, where de& and D’EX. (1’) 
The second type of relations specify how the subalgebra I/= la({u, u} Uz U X) acts 
on the ideal generated by B: 
tb,,ul = 0, [b,*,uUl = b, 
[b,, 01 = b;, [b,*, u] = 0 
where OSTST, (2) 
and 
tb,, Dl = [b,, 4 
I 
where 05 ~5 T, DE X and d is the lower case 
[b;, D] = 0 letter corresponding to D. (3) 
Finally we have the commutation relations 
[b,,b,] = [b,,b,*] = [bF,b,*] =0, where O%o,t%T. 
Set ti=id~(B) and V=lat({u, u} UZ U X). Some properties of L are recorded in 
Lemma 23 (Kukin [6, Lemma 4, p. 2231). The algebra L is the semi-direct of B by 
V. The ideal 8 is commutative and freely generated as an F-vector space by all 
iterated commutators 
. 
[b,4,...,4,J 
where b is in 33 and d,, . . . , d,,, are elements of z satisfying the restriction that 
d,sd,+, whenever [d,, di+l] =0 is a relation listed in (1). 0 
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This lemma entails, in particular, that the iterated commutators 
(#) [b,, ZA,, . . . , +?A,, x, &,, . . . , x,,,,, -d’:p! _$‘, y@)] 
are F-linearly independent elements of B. This fact is crucial for [6, Lemmas 5 and 
61 which deal with the encoding of v, by an ideal I of E contained in B. 
The complement V of the ideal B is not solvable, as it contains non-abelian free 
Lie subalgebras, an example being la(u, u). Therefore, on [6, p. 2291, Kukin passes 
to a quotient of E, denoted by T, by imposing the additional defining relations (6) 
and (lo)-(13). These include the relations 
[U, u, u] = [u, u, U] = 0 (11) 
and 
[[D,, u], [Dp, u]] = 0 where D,, DP range over E (13’) 
Let n : L- T denote the canonical projection. The question arises: what is the 
structure of n(B)? Kukin states in [6, p. 229, first line after (13)]: “According to 
Remark 1, the algebra T thus obtained has all the properties of the algebra e, used 
in Sets. 1,2.” Remark 1 reads (loc.cit., p. 223): 
“Remark 1. In what follows, we will use the following obvious consequences of the 
relations (2): 
[b7,U,U] = [b,*,u, u] = [b,, u, u] = [b,*,u, u] = 0, 
as well as the fact that the words [b, d,, . . . , d,], containing the letter y (or y*,x) k 
times, are linearly independent from the analogous words in which the number of 
appearances of y is distinct from k.” 
The point of the quoted reference to Remark 1 seems unclear; we interpret 
Kukin ‘s statement as asserting, in particular, that the canonical images of (*) under 
71 are linearly independent. This, however, is not the case. 
To prove our claim, we will look at some consequences of relations (11) and (13’). 
The notation will be simplified by working with the universal enveloping algebra 
U(e) of L, where juxtaposition will denote the associative product; the usual 
module notation will be used for the right U(E)-module B. Since 
[U, u, u] = (uu - W)U - u(uu - vu) = UU2 - 2uuu + v*2(, 
the relations (2) imply for each r~ (0, 1, . . . . T> the following chain of equalities: 
b;[U,u,u] = br.Uu2-2b;uuu+b,.u2u 
=0-2b:.uu+b;.uu 
= -2b,*.uu+O. 
Since b,= b$ and the field F is assumed to be of characteristic # 2 in the situation 
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under discussion, it follows from relations (11) that z(B) is trivial. So, T is meta- 
belian. 
Now, relations (11) make n(la(u, u)) nilpotent of class two, and it may be argued 
that relations (11) are unnecessarily severe. Relations (13’), however, must hold if 
n(V) is to be metabelian, and they lead to similar difficulties. To make these dif- 
ficulties apparent, let us compute b; [[Da, u], [Dp, ull in E, using (l’), (2) and (3). 
One has 
and 
b, . [II,, u] = (b; Da). u - (b, . u) . D, = (b, . da). u (by (2)) 
= (6; u). da = 0 (by (l’), (2)) 
Next, 
b,.[+u] =(b;Dg)+(b;u)dIp 
= (b; d/j). o - 6:. Q (by (2), (3)) 
= 6:. dfl (by (19, (a (3)). 
(6:. &)a [D,, u] = ((b;. Da). dp). u - ((b;. dp). u) . D, (by (1’)) 
= O-((b,*4+).& (by (l’),(3)) 
= -(b, . dB). D, (by (2)) 
= -(b; de). d,j. (by (l’),(3)) 
We conclude that b, . [[D,, u], [DD, o]] = + (b, . da). dp for all D,, DD in 97. In view 
of the relation 
(b,*. do). dp = ((b,. 0). cl,). dD = ((b,. da). dp). o 
it now follows from (13’) that the canonical images 7z(b,) and n(bT) are annihilated 
by all products d,dP, with d,, dp in Z. This implies that n(B) is finite-dimensional, 
being generated by the canonical images of all elements of one of the forms 
b,, b,*, tb,, 41 and tb,*, &I. 
The upshot is that [6, Lemma 61 cannot be used to encode the given function v, - 
the ideal z(B) is too small. 
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