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Abstract 
The process of crystal growth has been intensively studied, for both its academic interest and industrial 
importance. I report here two studies of crystal growth. 
 
The normal alkanes are interesting, both in terms of their intrinsic properties and because many 
biological materials contain hydrocarbon domains. The normal alkanes often exhibit complicated phase 
behaviour, with phase diagrams containing multiple solid phases. We report here a curious pattern of 
twinned domains seen in one phase of tricosane (C23H48), which we have studied by X-ray diffraction, 
as well as by optical and atomic force microscopy. This pattern is seen in the rotator RV phase, a 
monoclinic arrangement of tricosane molecules without orientational order. Transitions between this 
polymorph and the orthorhombic phase lying at higher temperatures preserve features at the molecular 
level, and thus represent a diffusionless, martensitic-like transformation. 
 
Calcium oxalate monohydrate (COM) is the primary constituent of most kidney stones. Certain 
proteins, such as osteopontin (OPN), inhibit stone formation. The inhibition of crystallization due to 
adsorbed impurities is usually explained in terms of a model proposed in 1958 by Cabrera and 
Vermilyea, which hypothesizes that impurities adsorb to growth faces and pin growth steps, thus 
impeding their progress via the Gibbs-Thomson effect. To determine the role of OPN in the 
biomineralization of kidney stones, crystal growth on the {010} face of COM was examined in real 
time by atomic force microscopy in the presence of a synthetic peptide. We observed clear changes in 
the morphology of the growth-step structure and a decrease in step velocity upon addition of inhibitors, 
suggesting adsorption on the {010} growth hillocks. Experiments in which inhibitors were replaced in 
the growth cell by a supersaturated solution showed that COM hillocks are able to fully recover to their 
pre-inhibited state. Our results suggest that recovery occurs through incorporation of the peptide into 
the growing crystal, rather than by, e.g., desorption from the growth face. This work provides new 
insights into the mechanism by which crystal growth is inhibited, with important implications for the 
design of therapeutic agents for kidney stone disease and other forms of pathological calcification. 
 
Keywords 
diffusionless  phase transition, crystallization, atomic force microscopy, calcium oxalate monohydrate, 
osteopontin, growth inhibition, reversible inhibition, kinetic inhibitor, kidney stones  
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Chapter 1: Physics of Crystal Growth 
 1.1 Phase equilibrium 
A material is said to be in a well-defined phase if all of its physical properties are spatially homogenous. 
Well-known phases are the solid, liquid and vapor states of matter. A material may exist in more than 
one phase at the same time. An ice-water system is a familiar example of a two-phase system in which 
both phases coexist at a single temperature and pressure, each with its own molar volume (ice is less 
dense than water) and entropy (water vapor is less ordered than ice). 
If the phase coexistence temperature is known as a function of pressure, one can construct a phase 
diagram to illustrate the conditions at which thermodynamically different phases can occur in 
equilibrium. Fig. 1.1 shows a typical phase diagram, in which the phase coexistence curves (dashed 
lines) show the regions where the two phases coexist1. The coexistence curves thus bound regions in 
which only a single phase can exist in equilibrium.  
 
 
Figure 1.1 Phase coexistence curves for a pure material. 
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A phase can exist for a wide range of temperature and composition. The relative stability of a phase at 
constant temperature and pressure is determined by Gibbs free energy G = U + pV – TS = H – TS. 
Here, H is enthalpy, which depends on internal energy U, p is the ambient pressure, V is the volume of 
the system, T is absolute temperature and S is the entropy, which is measured in units of energy per 
degree Kelvin2. 
A typical plot of Gibbs free energy as function of temperature, illustrated schematically in Fig. 1.2a for 
two phases at a constant pressure, shows a single temperature at which the phases coexist: where the 
two curves cross. At all other temperatures, the phase with the lowest free energy is observed in 
equilibrium. 
 
Figure 1.2 (a) Gibbs free energy for a two phase system; at temperature Tc a phase 
transition occurs. (b) Entropy of the system as a function of temperature. 
  
Because the entropy of the equilibrium phase can be shown to be S = –(∂G/∂T)P, a plot of entropy as a 
function of temperature (Fig. 1.2b) shows a discontinuous change in S at the phase coexistence 
temperature2. Since the Gibbs free energies of the two phases are equal at this temperature, a 
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discontinuity in S requires a discontinuity in H: ∆H = T∆S. Therefore, heat must be released or absorbed 
by the system when the phase boundary is crossed. This is known as the latent heat of transition. 
Fig. 1.3 shows the typical behavior of a system when heat is added. In this example, when a heated 
solid reaches its melting temperature Tm, it begins to transform into a liquid. However, the two phases 
remain in equilibrium, and therefore at a constant temperature, until the entire solid is melted. The heat 
that must be supplied to the system, ∆Hm, is known as the latent heat of melting.  
 
Figure 1.3 Phase transition of a system as function of temperature. 
 
1.2 Ionic solutions 
Some materials, when dissolved in water or another solvent, will dissociate into ions and are therefore 
able to transport an electric current. These solutions are commonly known as electrolytes. The degree to 
which dissociation occurs is again governed by the Gibbs free energy. Typically, there is a maximum 
concentration of solute that can be dissolved, above which the solvated material coexists with 
undissolved solid. A solution containing the maximum equilibrium concentration of solute is referred to 
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as saturated; one that contains more solute material than can be dissolved under normal circumstances is 
referred to as supersaturated. 
Consider the dissolution reaction 
𝐴𝑋𝐵𝑌(𝑠) = 𝑋𝐴𝑚+(𝑎𝑞) + 𝑌𝐵𝑛−(𝑎𝑞) (1)  
in which the ionic solid AXBY dissolves into its component ions in water. The degree to which the 
compound dissociates is characterized by the solubility product constant Ksp3. Substances with a smaller 
solubility product will have lower solubility. The saturation concentrations are determined by Ksp 
through the relation 
𝐾𝑠𝑝 =  [𝐴𝑚+]𝑋[𝐵𝑛−]𝑌 (2)  
where [𝐴𝑚+] and [𝐵𝑛−] are the concentrations of the ions, each raised to a power equal to its coefficient 
X and Y, respectively, in the balanced equation 1. 
In an ionic solution, ions are randomly distributed. However, although the solution is electrically 
neutral, Coulomb attraction results in an increased concentration of ions with opposite charge near each 
ion. The resulting damping in the net electric field due to mobile charge carriers is known as electric 
field screening.  Because of this interaction in the solution, it is not possible to consider every ion 
separately for all the equilibrium conditions. To consider the effect of interactions between ions in a 
concentrated electrolytic solution, we replace the concentration of each species in Eq. 2 with an 
effective value, known as its activity. The activity is proportional to the molar concentration of the ionic 
species in solution as described by  
𝑎𝑖 =  𝛾𝑖𝑐𝑖 (3)  
where γi is the activity coefficient of ion i and ci is the molar concentration ion species i. 
The activity coefficient of a particular ion in a solution can be estimated by 
𝑙𝑜𝑔 𝛾 = −𝐴𝑧𝑖2 𝐼1/2 (4)  
where I is the ionic strength and A is the Debye-Hückel constant4 (for aqueous solution at 25 °C A = 
0.51 mol -1/2 dm 3/2. Ionic strength is a measure of the concentration of ions in solution and is defined as 
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𝐼 = 12�𝑐𝑖 𝑧𝑖2 (5)  
where zi is the charge number of ion species i, and the sum is taken over all ions present in the solution. 
In practice it is not possible to measure the activity coefficient of a particular ion in solution because the 
solution must contain both positively and negatively charged ions. The mean activity coefficient is 
introduced using the equation 
𝑙𝑜𝑔 𝛾 = −𝐴 |𝑧+𝑧−| 𝐼1/2 (6)  
where z+ and z– are the number of ions produced by the electrolyte. This is the Debye-Huckel limiting 
law, which works well for a dilute solution of the electrolyte. 
1.3 Nucleation 
When a molten material is cooled below its melting point, or a solution brought above its saturation 
limit, the formation of a solid phase is thermodynamically favoured. In most cases, creation of a solid 
takes place through a process known as nucleation. Nucleation is classified into two types: homogenous 
and heterogeneous. Homogeneous nucleation is the formation of a nucleus without preferential 
nucleation sites. The case in which nuclei are formed at sites such as a substrate, the surface of the 
container, or impurity particles is referred to as heterogeneous nucleation.  
In order for a nucleus to form from a supersaturated solution, it must overcome a certain energy barrier 
known as the activation energy or free energy of formation ∆𝐺. The formation of a nucleus of the new 
phase in the homogenous existing phase produces an interface between the phases. The resulting free 
energy change can be considered to have two parts: the energy ∆𝐺𝑆 required for formation of a new 
surface and the volume free energy change ∆𝐺𝑉 associated with the phase transition. Thus, 
∆𝐺 =  ∆𝐺𝑆 + ∆𝐺𝑉. (7)  
As an approximation, consider a spherical nucleus of radius r. In this case, Eq. 7 can be written as  
∆𝐺 = 4𝜋𝑟2𝜎 + 4𝜋3 𝑟3∆𝐺𝑉 (8)  
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Figure 1.4 Critical radius in the nucleation process. 
Here, ∆𝐺𝑉 < 0  is the free energy change of the transformation per unit volume and σ is the interfacial 
tension. For small values of r, the surface term dominates and the total free energy remains positive. As 
r increases, ∆𝐺𝑉 becomes increasingly important, so that the free energy eventually decreases.  As 
shown in Fig. 1.4, this results in a critical radius r*, where the free energy is a maximum. Thus, 
continued growth is only favored for r > r*. The value as critical radius r* can be found by minimizing 
the free energy with respect to r:  
𝑑∆𝐺
𝑑𝑟
�  𝑟=𝑟∗ = 8𝜋𝑟∗𝜎 + 4𝜋𝑟∗2∆𝐺𝑉 = 0. (9)  
 
Solving for r* gives, 
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𝑟∗ = −2𝜎
∆𝐺𝑉
. (10)  
Particles smaller than r* will dissociate in a supersaturated solution, while those larger will grow. Now 
if we assume that solution depletion due to nuclei formation can be neglected and the macroscopic 
surface free energy can be used to describe very small embryos as well, we can use the expression for 
r* to calculate ∆𝐺∗, the energy barrier to formation of critical nucleus, as 
∆𝐺∗ = 16𝜋𝜎33(∆𝐺𝑉)2 . (11)  
 
1.4 Growth of the crystal 
A crystal is a solid material in which atoms, ions or molecules are arranged in a periodic three-
dimensional pattern. The spatial arrangement can be described in terms of fundamental building blocks 
called unit cells, which reflect the fundamental symmetry of the crystal. A faceted crystal is one in 
which the crystal is terminated by a set of low-index planes. In this case, growth generally proceeds by 
the addition of individual units, termed “adatoms,” to the surface. The shape of the crystal surface plays 
a vital role in its growth. Fig. 1.5 defines elements of interest on a crystal face.  
 
 
Figure 1.5 A schematic of a crystal growth surface (adapted from Ref. [2]). 
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In a supersaturated ionic solution, adatoms consist of ions. When an adatom adsorbs to the crystal 
surface, it is weakly bound and is free to diffuse on the surface. If the adatom reaches a step before 
desorbing from the surface, it is more strongly bound, and is less likely to desorb. An adatom bound to 
a step may diffuse along the step until it reaches a kink site, at which point it is considered to be part of 
the crystal.  
A perfectly flat crystal will not have kink sites, so the adatom can only be weakly bound to the surface. 
For growth to proceed on crystals with flat surfaces, steps must be present. The two main sources of 
steps are surface (two-dimensional) nucleation and spiral growth around a screw dislocation. 
Dislocations are regions where the atoms are out of position in the crystal structure.  A screw 
dislocation is a line defect in the crystal.  Consider Fig. 1.6, which shows the advance of a square 
growth spiral resulting from a screw dislocation1. Here, we begin with a square lattice with a screw 
dislocation perpendicular to the surface. A straight step originates from the dislocation, providing a 
preferred site for adatoms to bond. In a supersaturated state, adatoms will diffuse to the step, making it 
advance. If we assume a growth spiral with a square shape, this will create a new step at a 90° angle to 
the first. The new portion cannot advance until its length is greater than some critical length 𝑙∗. This 
results in a square spiral of steps with spacing 4l* that terminates at the screw dislocation. Thus the 
growth spirals grows by motion of the steps across its surface. 
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Figure 1.6 Schematic for the advance of square spiral growth. 
If steps with height a and spacing d propagate velocity vs, along a surface, the growth rate normal to the 
surface is 
𝑅 =  𝑣𝑠 𝑎𝑑 = 𝑣𝑠 𝑎4𝑙∗. (12)  
 
10 
 
 
 
 
Figure 1.7 The growth of a crystal due to step advancement. 
1.5 Diffusionless Transitions 
In a phase transition, a solid, liquid or gaseous material undergoes a transition in which its physical 
properties change. For example, water turns into a vapour at its boiling point, changing its phase from 
liquid to gas. Typically, phase transitions result in long-range rearrangement and/or transport of the 
atoms/molecules.  
Diffusionless transitions are a type of phase transition that occurs by local rearrangement of atoms. In 
these transitions, structural changes take place by the coordinated movement of atoms relative to their 
neighbors. The atoms’ movements are small, typically less than interatomic distances, and the atoms 
preserve their relative positions with their neighboring atoms. Such an ordered movement of large 
numbers of atoms is referred to as a martensitic5 or military transformation. The most popular examples 
of this type of transition are Martensite transformations in steel. The name Martensite is after the 
German scientist Martens. Martinsitic phase transitions have also been seen in shape memory alloys6. 
This type of alloy can be bent or stretched and will hold its deformed shape until heated above the 
transition temperature. Applying heat will cause it to return to its original shape. Shape memory alloys 
have applications in industries including medical (use of shape memory alloy wire in the robotic 
muscles) and aerospace (the shape memory wire is used to manipulate a flexible wing surface).  
Spontaneous shear strain is an important characteristic of a martensite transition7. In these transitions 
there is definite orientational relationship between the parent and new martinsite crystal structure. The 
shear strain is a homogenous distortion such that the displacement of each point is in same direction, 
with the magnitude of displacement proportional to the distance from a fixed plane of reference, which 
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is the invariant-plane which has not been affected by strain. Fig.1.8 (a) shows the case of shear strain 
with uniaxial dilation, whereas Fig. 1.8 (b) shows a case of a simple shear along plane.  
 
 
Figure 1.8 Example of lattice deformation due to (a) a shear strain with a uniaxial 
dilatation, (b) simple shear, and (c) a combination of uniaxial dilation and shear 
1.6 Theories for additives of crystal growth 
Crystallization occurs at the surface, so anything that changes the constitution of the surface can have a 
significant effect on growth kinetics8. In equilibrium, the shape of a crystal is the one which minimizes 
the total surface free energy of the crystal9. The low energy faces are the slowest growing faces and thus 
become the largest. It is possible to modify the morphology of crystals if we introduce ions or 
molecules that change the shapes of growth hillocks by interacting with step edges. In the case of 
calcium oxalate (CaOx), previous studies9,10,11  suggest that some molecules, such as polyaspartic acid, 
osteopontin (OPN) and citrate, have an effect on growth morphologies and crystal surfaces. 
Mechanisms by which ions or molecules may modify or inhibit growth hillocks are step pinning, kink 
blocking and incorporation12. All of these mechanisms show a distinctive dependence of step speed on 
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supersaturation and impurity concentration. Fig. 1.9 shows the expected dependence of step speeds on 
the concentration resulting from two models of impurity interaction.  
 
 
Figure 1.9 Plots of the expected dependence of step speeds on concentration resulting 
from two models of impurity interaction: step pinning (left); incorporation (right). 
Step pinning: certain impurity atoms cannot be incorporated into the bulk crystal, but are strongly 
adsorbed to the growth face. When a growth step meets these impurities, the only way for it to move 
forward is to grow around these blocked sites13, which forces it to curve, as shown schematically in Fig. 
1.10.  According to the Gibbs-Thomson equation1, a curved step has a lower effective supersaturation, 
and will therefore advance at a lower rate. Fig. 1.10b illustrates the case where the spacing λ of 
impurity atoms on the surface is less than twice the critical radius r*, so that an advancing step would 
be forced to have a radius of curvature smaller than r*, arresting growth altogether.14,15 
Step pinning is primarily reliant on impurity-step interactions. Since impurities might bind more 
strongly to some faces than to others, ions or molecules that block a step in one direction may have no 
effect on steps in other directions.  This causes a significant change in hillock and crystal shape. 
Incorporation: Incorporation takes place when ions or molecules are included or captured by growing 
steps to become part of a growing crystal.  The impurities will alter the growth hillocks and cause 
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defects in the crystal structure. As a result, it takes less energy to break the crystal structure down so it 
melts at a lower temperature16. Consequently, this leads to an increase in solubility and lower effective 
supersaturation of the growth solution.   
The impurity molecules or ions increase the entropy of the solid, which decreases its solubility; thus 
incorporation does not always lead to an inhibition in growth rates—at sufficiently low concentration, 
growth can be promoted17.  
 
Figure 1.10 Effect of impurity atoms adsorbed to growth surfaces on step 
advance. A growth front is moving with velocity V0 across a surface containing 
impurities indicated by red dots. (a) Case where the spacing λ of impurity atoms 
on the surface is greater than twice the critical radius r*, so that an advancing step 
would move through the impurities. (b) Case where spacing λ of impurity atoms 
on the surface is less than twice the critical radius r*, so that an advancing step 
would be forced to have a radius of curvature smaller than r*, arresting growth 
altogether. 
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Chapter 2: Background 
2.1 Alkanes 
2.1.1 Basic concepts 
Alkanes are chemical compounds consisting only of carbon and hydrogen linked by single bonds.  
Alkanes have the general chemical formula (CnH2n+2), with the number n of carbon atoms used to define 
the size of the alkane. A series of linked carbon atoms is called a carbon backbone. Alkanes can be 
linear, in which the carbon atoms are joined in a single snake-like configuration, branched (general 
chemical formula CnH2n+2, n > 3), in which the carbon backbone splits off in one or more directions, or 
cyclic (general formula CnH2n , n > 2) in which the carbon backbone forms a loop1. Linear alkanes are 
referred to as normal alkanes (n-alkanes).  
Important commercial sources of normal alkanes are natural gas (primarily methane and ethane) and oil 
(a mixture of liquid alkanes and other hydrocarbons).  Alkanes are important in the petroleum industry, 
where short hydrocarbon chains comprise the bulk of fuel products, and longer chains are often 
undesirable due to their ability to precipitate from solution to form a weak crystalline network that 
greatly increases fuel viscosity2,3.    
2.1.2 Previous work 
Alkanes have peculiar phase behavior. Most n-alkanes crystallize with an orthorhombic structure at low 
temperatures4, but pass through a sequence of other solid phases prior to melting as their temperature is 
increased4,5.  Many of these higher temperature phases are known as rotator phases. The rotator phases 
are characterized by a loss of rotational order about their long axis (i.e., along the hydrocarbon chain), 
while maintaining a crystalline long-range positional order. This behavior has been the subject of 
several studies6 and is thought to play an important role in the crystallization kinetics of these materials. 
The material of interest in this work is tricosane (C23H48, hereafter referred to as C23). Previous studies 
of the phase behavior of tricosane (and other n-alkanes of similar length) have focused on the intriguing 
solid-solid structural transitions these materials exhibit, which have been known since at least the 
1930s7. A number of different authors have proposed slightly different sequences, but the general 
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scheme is that C23 crystallizes into an orthorhombic crystalline structure at temperatures below 38 °C 
and exhibits a variety of solid structures at higher temperatures up to its melting point of 47 °C, as 
shown in Table I. 
Table I Different phase sequences for tricosane proposed in the literature.  
Sirota et al.8   
(1993) 
LiquidRRRO CIICICVCdci  → → → → °°°° 4.477.443.4138  
Nouar et al. 9 
(1998) 
LiquidRROO CIICICodciCoi  → → → → °°°° 5.477.453.40
'
5.38 )()( ββ  
Robles et al.10 
(1998) 
LiquidRRROOi CIICICVCdciC  → → → → → °°°°° 5.471.45426.397.37  
 
Here phases are identified as orthorhombic (O), rotator (R), and liquid (L). Two orthorhombic 
crystalline phases, Oi (space group Pcam) and Odci  (space group Pnam) have been identiﬁed at lower 
temperatures, while three rotator phases — RV (monoclinic), RI (orthorhombic), and RII (hexagonal) — 
are seen prior to melting10.  
The phase behavior of similar n-alkanes, such as n-eicosane (C21)8 and n-pentacosane (C25)11, as well as 
binary alloys, such as C23/C25 12, have also been studied. In the case of C23/C25, it is reported that very 
low concentrations of C25 in C23 can have a large qualitative effect on the sequence of phases observed. 
Fig. 2.1 shows the phase diagram proposed by F. Rajabalee’s group13 for the binary system of C23-C25. 
This implies that one of the reasons for the conflicting phase diagram schemes that have been proposed 
in the literature is differing levels of purity. Understanding of the thermodynamic properties of systems 
containing polycyclic aromatics and long-chain n-alkanes is important in several petroleum industrial 
applications, thus binary systems of n-alkane have been widely studied for their thermal and structural 
behavior.  
. 
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Figure2.1 Phase diagram for binary system of C23-C25 proposed by F. Rajabalee’s group13.  
 
Previous work in our research group studied n-alkane crystals at macroscopic scales, in particular the 
modifications to their growth habits as a result of the presence of kinetic inhibitors14. Studies on the 
few-monolayer scale have been done by Merkel’s group who looked at alkane coatings on silicon 
substrates15. Very few micrometer and sub-micrometer studies have been performed on bulk n-alkane 
materials. One SEM study revealed the formation of submicrometer-sized “wrinkles” on the surface of 
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C25 crystals when their temperature was changed11, which was attributed to a mechanical stress due to 
changes in the crystal dimensions resulting from a solid-solid phase change. 
Another characteristic of alkane crystallization, which has been previously reported in the literature for 
tetracosane (C24H50)16 and hexatriacontane C36H74)17, is the existence of twinned structures. Crystal 
twinning occurs when two or more crystal domains grow such that each is a reflected image of its 
neighbour. This happens when the two domains share some of the same crystal lattice points in a 
symmetrical manner, forming a twin boundary separating the two domains. Twinned crystals are 
broadly classified as contact twins or penetration twins. In case of contact twins, they share a single 
twin boundary and crystals often appear as mirror images of each other across the boundary. In 
penetration twins, the individual crystals have the appearance of passing through each other in a 
symmetrical manner. 
2.1.3 Study plan for solid-solid phase transitions in alkanes 
I chose to investigate polymorphs of C23, which has interesting phase diagram with at least five solid 
phases, three of which are called “rotator phases” characterized by positional order without long-range 
orientational order. The transitions between solid phases of C23 can be clearly seen by optical 
microscopy. While observing the sample using slow temperature ramps, we observed an interesting 
pattern of twinned domains of tricosane in one of the rotator phases consisting of stripes with a spacing 
of ~1 µm organized into domains with sizes of tens of micrometers. These patterns appear to result 
from a phase transition involving a local rearrangement of molecules, producing ridges with a triangular 
profile. Structural analysis of these patterns was performed with optical microscopy. Further, atomic 
force microscopy was used to study the molecular-scale features of these ridges. Investigations with 
microbeam X-ray diffraction were carried out to determine the structure of the phases observed.   
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2.2 Calcium oxalate 
2.2.1 Biominerals 
The field originally known as calcification18 is now known by the term “biomineralization.” In this 
process, living creatures produce inorganic crystals or minerals. The most commonly found calcium 
based minerals are primarily accompanied by an anionic partner such as phosphate, oxalate, and 
carbonate19. A very important example — hydroxyapatite (HA) (Ca5(PO4)3(OH)), which is the primary 
mineral in teeth and bones of vertebrates — is one of the best studied20. Magnetite is another type of 
biomineral extensively studied; it is an iron based biomineral21.  Amorphous solids are another type of 
mineralized phase in biological organism22.  
2.2.2 Calcium oxalate crystal structures 
Calcium Oxalate 
Calcium oxalate (CaOx) can be found in plants and fossils, and is a primary constituent in the majority 
of kidney stones. 
Kidney stones are the most common disorder of the urinary tract. Approximately 12% of men and 5% 
of women will develop a kidney stone during their lifetime23.  Kidney stones are typically made up of 
inorganic crystal materials surrounded by an organic matrix. Calcium stones, typically combination of 
calcium oxalate monohydrate and calcium phosphate, are the most common type of kidney stones24. 
Stones form when dissolved salts in solution precipitate and crystallize into a solid phase. It has been 
demonstrated that the composition of stones formed correlates with supersaturation measured in the 
urine of the stone-forming patient25. A general perception that increasing urine volume would reduce 
stone formation was proven false when patients examined were found to have an increased rate when 
their urine volume was increased by an average of 0.3 L per day26. 
Calcium oxalate is commonly found as one of three hydrated mineral types: whewellite (calcium 
oxalate monohydrate, or COM), weddellite (calcium oxalate dihydrate, or COD) and trihydrate 
(calcium oxalate trihydrate, or COT). COM, the most frequently found form of CaOx, is the most 
thermodynamically stable phase, with a solubility product of 1.66 x 10–9 and 2.20 x 10–9 mol2/L2 at 25 
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°C and 35 °C respectively27. In kidney stones, the occurrence of COT is rarely reported, while COM is 
reported over COD at a ratio around 2:125. Prien28, in his 23-year survey of kidney stone analysis 
reports COM as the stone formation basis of all samples. In vitro studies using macromolecules isolated 
from human urine showed that they were able to inhibit COM growth and favor formation of COD over 
COM25. Due to lower adhesion to renal epithelial cells, COD are more likely to pass through the urinary 
track 25. These findings suggest a significant role of COM in stone formation. 
COM crystal structure 
Both of the first two papers on the crystal structure of COM indicate a monoclinic crystal system at 
room temperature, but differ in space group. Tazzoli and Domenghetti29 reported a P21/c space group 
with unit cell dimensions as a = 6.290 Å , b = 14.583 Å, c = 10.116Å, and β = 109.46°. Deganello and 
Piro30 report COM as space group P21/n and a double unit-cell with dimensions as a = 9.9763 Å, b = 
14.5884 Å, c = 6.2913 Å and β = 107.05°. We have used the Tazzoli scheme to identify crystal faces 
and directions in this work.  
Although  Webb31 suggested several potential morphologies for synthetic COM crystals, the most 
common forms are single crystals, contact twins and penetration twins32. Milan indexed the relevant 
faces as per the most widely used notations by William Miller, known as Miller index system33. The 
most commonly studied faces in synthetic and mineral COM crystals are34 {010} and {121}32, as 
indicated in the schematic in Fig. 2.2. 
22 
 
 
 
 
Figure 2.2 Typical growth habit of a calcium oxalate monohydrate crystal with faces and 
crystallographic directions indicated. 
2.2.3 Previous work  
The atomic force microscope (AFM) permits near-atomic resolution of a variety of surface features, and 
can be used to directly observe and probe COM crystals. The AFM can also be used for in situ studies 
to obtain real-time surface scans35, thus permitting observation of crystal growth in a controlled aqueous 
solution, and to compare growth from pure solution relative to growth in presence of modifiers. AFM 
studies in pure solution show that {010} and {100} faces of COM grow by advancing steps typically 
arising from dislocations35. Triangular hillocks initiated at the intersecting {121} faces can be seen on 
{100} faces36. These steps advance in the <001> direction and are themselves aligned along the {021} 
direction35. Quadrangle-shaped hillocks bound by {021} and {121} step faces are typically seen on 
{010} faces36.  
A number of elements present in urine can play a preventive role in the formation of COM stones. 
Urinary citrate can attach to COM surfaces effectively inhibiting the growth of COM crystals37. 
Macromolecules such as osteopontin(OPN)38,  Tamm Horsfall glycoprotein (THP)39, calgranulin40, 
albumin41 and pro-thrombin F1 fragment42 have all been identified as inhibitors of stones. Some of 
these have anionic rich domains, particularly including aspartic acid and glutamic acid. Some studies 
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suggest that these proteins may also participate in controlling the morphology of COM stones43, 
preventing the aggregation of smaller crystals44 and adhesion to tubular cells45. However, the 
mechanism by which these molecules effect COM growth is still under investigation.  
Studies of urinary OPN, in vitro46 and by compositional analysis47, have shown inhibition of COM 
crystals. In solution, OPN is disordered protein48 with an aspartic acid-rich sequence and glutamic acid 
rich regions49. OPN can be post-translationally (chemical alteration of protein after its translation) 
modified by phosphorylation50, glycosylation51 and sulfation52. The sites of these post-translational 
modifications have been elucidated for human urinary OPN53. The effect of phosphorylation in 
modulating COM growth has previously studied by one of our group members24. Furthermore, peptides 
derived from OPN are able to inhibit COM crystallization, with noticeably superior inhibition upon 
phosphorylation54. OPN also inhibits nucleation55 and attachment of COM to renal cells56 albeit at 
concentrations significantly exceeding the levels normally found in urine57. Synthetic anionic 
macromolecules synthesized from amino acids, such as polyaspartate (poy-ASP) and polyglutamate 
(polyE), demonstrate different effects on COM growth:  poly-ASP binds preferentially to {100} faces, 
while polyE binds mainly to {010}25. 
It has been demonstrated that growth of COM crystals in the presence of poly-ASP58 or OPN59 favors 
COD formation.  Unabridged OPN adsorbs to all the faces of the penetrating-twin COM crystal, 
particularly to the edges between the {121} and {100} faces, resulting in dumbbell shape morphology 
with concave {100} faces60. OPN produces major morphological modifications and slower step speeds 
due to pinning by an order of magnitude on {010} faces61. There was no observed effect on step 
kinetics of {100} faces, despite adsorption directly on the {100} terraces. Rat-bone OPN favoured 
adsorption to the edges between {010} and {100} faces of COM penetration-twin crystals60.  
Recently, our research group has been investigating the interaction between synthetic peptides and 
COM crystals. Synthetic peptides corresponding to the 220–235 region of rat OPN, a phosphorylated 
aspartic/glutamic acid-rich sequence possessing 0,1 or 3 phosphorylations (P0, P1 and P3 respectively), 
all adsorb preferentially to the faces of COM crystal62. This claim was further supported by molecular 
dynamics simulations (MD-simulations) which explain that the phosphorylations play a key role for the 
increased protein-crystal interaction on COM {100} faces24. 
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2.2.4 Study plan for calcium oxalate crystallization 
Wesson’s group63 has shown an effective decrease in in vivo COM crystallization after abdominal 
injection of 5.1 kDA polyacrylic acid in rats, suggesting that acidic polymers can potentially be used as 
therapeutic agents in the prevention of kidney stones. Using AFM, Qiu and co-workers showed that 
human kidney OPN decreased the growth velocity of steps on {010} faces, but despite apparent 
adsorption had little or no effect on {100} faces61. Taller and coworkers showed adsorption of rat-bone 
OPN to entire penetration-twin COM crystals, with preferential adsorption to the edges between the 
{100} and {010} faces60. Our previous group member found a similar adsorption profile for OPN 
expressed from normal rat kidney cells24. COM {100} crystal surfaces are sufficiently rough that direct 
AFM imaging of terrace growth and step motion is not feasible. Guo and coworkers64 used the AFM to 
study the growth of etch-pits on COM (100) surfaces, which were created by partially dissolving the 
COM crystal in pure water, in the presence of a supersaturated solution of calcium oxalate and 
polymeric additive. 
The main objective of this work is to understand the physics of the modification of growth dynamics of 
COM crystals due to synthetic peptides derived from OPN using atomic force microscopy. A sequence 
corresponding to the 65–80 residue of OPN (pOPAR), one of the phosphorylated aspartic acid-rich 
domains in the protein, has shown strong adsorption to COM {100} and {010} faces65. The sequence 
corresponding to the 220–235 residue of OPN contains 3 of the 29 identified phosphorylation sites50. 
This sequence is one of several multi-phosphorylated, aspartic/glutamic acid-rich domains in the 
protein, and the peptide was synthesized to contain 0 or 3 phosphorylations (P0 and P3)24. 
These additives were then used to study the COM (010) surface, which has distinct growth features 
such as growth hillocks.  Supersaturated calcium oxalate solution was used to observe the growth of the 
hillocks on (010) surfaces in real time using the AFM. The change in the growth velocity due to various 
macromolecular additives was compared to better understand the nature of the interaction between 
COM crystals and synthetic additives. These findings are important as they highlight the importance of 
crystal growth modulation by macromolecular additives, which may lead to the development of 
inhibitors for the clinical prevention of kidney stones. 
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We chose to study COM {100} surfaces, which are rough with no observable growth features such as 
terraces or steps, using the etch-pit regrowth method. Partially dissolved COM (100) crystals with etch-
pits will be examined in supersaturated solutions of calcium oxalate. The regrowth rate of the etch-pits 
will be examined in the presence of OPN peptides at different concentrations to provide a nanoscale 
picture of the peptide-mineral interaction. We attempt to address the issue related to deficiencies in 
previously-published analyses of etch-pit growth rate calculations.  
 
2.3 Atomic force microscopy 
The first atomic force microscope (AFM) was invented by Binnig, Quate and Gerber66 in 1986. In 1989, 
first commercially available atomic force microscope was introduced.  The AFM is now one of the 
leading tools for imaging and measuring materials at the nanoscale. It belongs to the family of 
microscopes typically known as scanning probe microscopes, in which a sharp tip is placed close to the 
surface of the sample and is moved vertically and laterally with sub-nanometer precision as it measures 
maps some tip-sample interaction. Fig 2.3 shows the schematic diagram for an AFM. 
The sample is mounted on a piezoelectric tube scanner. A mechanical probe, typically described as an 
AFM tip, gathers information by ‘feeling’ the surface. As the AFM tip approaches the sample, the weak 
cantilever spring on which the tip is mounted deflects due to interactions with the sample surface. 
Typically, the AFM senses this deflection by mean of the optical lever technique67, wherein laser light 
is reflected from the back of the cantilever onto position-sensitive photodiodes whose output signal is 
collected by a differential amplifier. Expressing photodiode output in terms of their labels in Fig. 2.3, 
the deflection signal is [(A+B) – (C+D)] / (A+B+C+D) and is commonly designated A–B. This output 
signal is proportional to the deflection of the cantilever and amplified by the length of the beam path. 
For my thesis, most of the data are collected using contact-mode imaging (in air and fluid), in which the 
cantilever deflection (due to both short-ranged repulsive forces and attractive forces) is used to generate 
a topographical image of the sample. In contact mode, the A–B signal is compared to a preselected 
setpoint voltage and used to adjust the vertical positioning of the piezo tube scanner so that the 
cantilever deflection remains constant. As the tip is scanned over the sample, a record of the change in 
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vertical sample position required to compensate for the changing sample heights is used to generate a 
topographical image of the sample. 
 
Figure 2.3 A schematic of the parts of an atomic force microscope. 
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Chapter 3:  Diffusionless Transition in Tricosane 
3.1 Introduction 
The normal alkanes (n-alkanes, with chemical formula CnH2n+2) are the simplest of all organic 
molecules, consisting of a single saturated hydrocarbon chain.  These compounds are particularly 
important in the petroleum industry, where short hydrocarbon chains comprise the bulk of fuel 
products, and longer chains are often undesirable due to their ability to precipitate from solution to form 
a weak crystalline network that greatly increases fuel viscosity1,2.  Longer chains are also a major 
component of paraffin waxes, and can be thought of as the short-chain limit of polyethylene, the 
simplest of all polymers. 
In addition to their commercial value, n-alkanes are interesting for their phase behavior.  Most n-
alkanes crystallize with an orthorhombic structure at low temperatures3, but pass through a sequence of 
other solid phases prior to melting as their temperature is raised4,5.  Several of these higher temperature 
phases—known generically as “rotator phases”—are characterized by a loss of rotational order about 
their long axis (i.e., along the hydrocarbon chain), while maintaining a crystalline long-range positional 
order.  This liquid-crystalline-like behavior has been the subject of numerous investigations6 and is 
believed to play a major role in the crystallization kinetics of these materials7.  
In this Chapter, we describe a curious pattern of twinned domains that occurs in the phase sequence of a 
particular n-alkane, tricosane (C23H48, hereafter referred to as C23).  Phase transitions between this 
twinned regime and one of its neighboring phases preserve atomic-scale features such as growth steps, 
indicating that the regime is entered via a diffusionless (martensitic-like) transition.  We examine this 
structure by optical microscopy, which shows a pattern of stripes with a spacing of ~ 1 µm organized 
into domains with sizes of tens of micrometers, as shown in Fig. 3.1.  Characterization by atomic-force 
microscopy reveals that the stripes consist of ridges with a triangular cross-section.  Microbeam X-ray 
diffraction allows us to determine the structure of the phases observed. 
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Figure 3.1 Optical micrograph of a pattern of stripes in C23 at a temperature of 315.6 K.  Stripes 
are separated into domains separated by two types of twin boundaries, as discussed in the text.  
3.2 Background 
Studies of the phase behavior of tricosane (and other n-alkanes of similar length) have focused on the 
intriguing polymorphs these materials exhibit, which have been known since at least the 1930s8.  A 
number of different authors have proposed slightly different sequences, but the general scheme is that 
C23 crystallizes into an orthorhombic crystalline structure at temperatures below 38 °C and exhibits a 
variety of solid structures at higher temperatures up to its melting point of 47 °C as shown in Table II, 
where the phases are identified as orthorhombic (O), rotator (R), and liquid (L).  Two orthorhombic 
crystalline phases, Oi (space group Pcam) and Odci (space group Pnam) have been identified at lower 
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temperatures, while three rotator phases—RV (monoclinic), RI (orthorhombic), and RII (hexagonal)—are 
seen prior to melting9. 
Table II Phase behavior of tricosane. The precision of our observed transition temperature is 
approximately ± 0.2 K. 
Robles et al.9 
(1998) 
 
This work  
 
The phase behavior of related n-alkanes, such as n-eicosane (C21)4 and n-pentacosane (C25)10, as well as 
binary alloys, such as C23/C2511 have also been studied.  In the latter case, we note that even very low 
concentrations of C25 in C23 can have a qualitative effect on the sequence of phases observed, 
suggesting that one reason for the differing schemes (e.g., those of Refs. [4,12] ) that have been 
proposed is differing levels of purity. 
Although there have been a number of studies of n-alkane crystals at macroscopic scales (in particular 
on the modifications to their growth habits as a result of the presence of kinetic inhibitors13), and at the 
scale of a few monolayers (for instance as coatings on silicon substrates14), very few micrometer and 
sub-micrometer studies have been performed on bulk n-alkane materials.  One SEM study revealed the 
formation of sub-micrometer-sized “wrinkles” on the surface of C25 crystals10, which the authors 
ascribed to a mechanical stress due to changes in the crystal dimensions resulting from crystallization. 
 3.3 Experimental 
n-tricosane (C23H48) with a purity of 99% was obtained from Alfa Aesar. Crystalline samples were 
prepared by melting a small quantity of C23 on heated glass or silicon substrates and covering with a 
second substrate to form a thin solid film on freezing.  In some cases, large crystals (as much as 80 µm 
across) were produced by repeated freeze/thaw cycles at slow ramp rates or by annealing just below the 
melting point (e.g., for microbeam X-ray diffraction studies of a single domain). 
LiquidRRROOi CIICICVCdciC  → → → → → °°°°° 5.471.45426.397.37
LiquidRRROOi CIICICVCdciC  → → → → → °°°°° 5.477.444.428.398.37
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Optical microscopy was performed using an Olympus BX60 microscope equipped with a temperature 
controlled stage (Instec STC200), with active heating (via a resistive heater) and cooling (via vapor 
extracted from a dewar containing liquid nitrogen).  Image and video data was acquired using a CCD 
camera (Sony DXC-390) and frame-grabber card (Scion CG7).   Optical data was analyzed using Scion 
Image, a version of NIH Image (National Institutes of Health, Bethseda, MD). 
Samples were also studied by atomic force microscopy using a Multimode AFM with a Nanoscope IIIa 
controller (Veeco Instruments, Santa Barbara, CA).  In this case, temperature control was achieved with 
a heating stage capable of attaining temperatures in the range of ambient to 60 °C, but without active 
cooling. 
The crystalline structures of the resulting C23 samples were determined using microbeam X-ray 
diffraction (µXRD).  The µXRD data were collected using a Bruker-AXS D8 Discover micro X-ray 
diffractometer having theta-theta geometry.  Cu Kα radiation (wavelength 1.5418 Å) was produced in a 
sealed Cu tube at 40 kV and 40 mA.  The X-ray beam was parallelized using a Göbel mirror parallel 
optics system and collimated to produce a 500 μm beam diameter.  The sample was placed on the XYZ 
stage and analyzed using either omega scan mode or coupled scan mode:  In omega scan mode, both 
source (θ1) and detector (θ2) are scanned through a range of angles maintaining a constant observed 
angle in 2θ (where θ1 + θ2 =2θ). This enables a range of crystal lattice orientations to satisfy the 
Bragg’s Law diffraction condition, although the sample remains stationary.  In coupled scan mode, the 
source and detector are scanned together such that the angle of incidence (θ1) equals the angle of 
reflection (θ2) (i.e., θ1 = θ2 and θ1 + θ2 =2θ), while the sample remains stationary.   The X-ray 
diffraction data were collected using a two-dimensional general area detector diffraction system 
(GADDS), which enabled determination of intensity as both a function of scattering angle and 
orientation of individual crystals.  For a more detailed description of instrument geometry see 
Flemming (2007)15. 
In order to control sample temperature, the Instec stage was installed inside the X-ray enclosure.   Some 
care was necessary to position the stage and sample so as not to interfere with the incident and 
diffracted X-ray beams. 
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3.4 Results & Discussion 
3.4.1 Phase behavior 
Transitions between the solid phases of C23 are readily seen by optical microscopy.  By observing the 
samples during slow temperature ramps we observed phase transitions at temperatures indicated in the 
bottom row of Table I.  Using X-ray diffraction at controlled temperatures, we were able to acquire 
structural data corresponding to the each of the observed phases.  In most cases, we could use the phase 
diagram proposed by Mondieig9 to aid in the structure determination.  This allowed us to estimate the 
lattice parameters, which could then be refined based on the expected structure and our diffraction data 
using LSUCRIPC (Least Squares Unit Cell Refinement with Indexing on Personal Computer, 
implementation by Roy Garvey)16.  
For example, observed peaks and assigned Miller indices for the low temperature orthorhombic phase 
Oi (measured at a temperature of 307.2 K) are shown in Fig. 3.2 and Table III.  This diffraction pattern 
clearly shows a series of peaks corresponding to 0 0 2n reflections from which we determine a unit cell 
height of 62.02 ± 0.04 Å, which is approximately twice the length of a fully extended C23H48 molecule.  
The fact that the 0 0 2n peaks are clearly seen while certain others that might be expected, e.g., peaks 
corresponding to 2 0 2 and 2 1 0 reflections, are systematically absent may be a consequence of crystal 
orientation.  Because alkanes tend to form plate-like crystals whose c-axis is perpendicular to the plates, 
preparing samples in a thin film preferentially produces horizontal plates ideally oriented to meet the 
Bragg condition for (0 0 2n) planes during a diffraction scan.  Two other strong peaks due to 1 1 0 and 0 
2 0 reflections allow the a and b parameters to also be measured, yielding a unit cell of dimensions a = 
7.472 ± 0.008  Å, b = 4.945 ± 0.008  Å, and c = 62.02 ± 0.04  Å, which are in very close agreement 
with values of 7.467 ± 0.008 Å, 4.983 ± 0.007 Å, and 62.19 ± 0.04 Å, respectively, determined by 
Rajabalee, et al. at a temperature of 291 K11.  Our parameters indicate a unit cell with a volume of 2292 
± 5 Å3.  Given Z = 4 molecules per unit cell and a molecular weight for C23H48 of 324.6 g/mol, we can 
calculate a density of 0.941 ± 0.002 g/cm3.   
The orthorhombic phase observed at 311 K produces an XRD pattern virtually identical to that seen at 
307 K (see Fig. 3.2 and Tables III and IV).  Nevertheless, a clear transformation was observed optically 
at 310.8 K, even in the low-power microscope present in the X-ray diffractometer, convincing us that 
38 
 
 
 
the tricosane sample is in a different phase at this temperature.  The unit cell parameters for this phase 
were a = 7.419 ± 0.015 Å, b = 4.980 ± 0.010 Å, and c = 62.05 ± 0.11 Å, in fair agreement with the 
values of 7.546 ± 0.008 Å, 4.989 ± 0.007 Å, and 62.26 ± 0.04 Å found by Rajabalee, et al.11 These 
parameters also indicate a unit cell volume of 2292 ± 8 Å3 and sample density of 0.940 ± 0.003 g/cm3.  
 
Figure 3.2 X-ray diffraction patterns for the five polymorphs of tricosane observed, with 
principal peaks labeled according to their Miller indices.  In addition to the changes in 
structure, the sequence is characterized by a progressive loss of higher-order Bragg peaks, 
possibly due to the lack of rotational order in the high-temperature rotator phases. 
 
At temperatures between approximately 313 K and 315 K, Fig. 3.2 shows a structure that is clearly 
different from those at lower temperatures.  The principal Bragg peaks are inconsistent with an 
orthorhombic structure.  Some authors4,9 have proposed a monoclinic structure at this temperature.  
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However, aside from the obvious 0 0 2n series, we observe only two additional peaks (see Table V), 
rendering it impossible to determine the four lattice constants (the cell dimensions a, b, c, and an angle 
β) needed to characterize the structure.  In Section 3.4.3 below, we identify these as 1 1 1 and 2 0 0 
reflections. 
When the temperature is increased still further to 316 K, a new polymorph is seen (see Fig. 3.2 and 
Table VI).  This phase has been previously identified as an orthorhombic rotator phase9, but with a 
different space group (Fmmm, space group 69) than the ones observed at lower temperatures.  
Refinement based on this structure identifies the Bragg peaks as corresponding to the familiar 0 0 2n 
series, as well as to (1 1 1) and (0 2 0) planes.  The latter two peaks are somewhat broad, suggesting the 
presence of additional overlapping peaks, though the lack of molecular orientational order likely also 
plays a role.  Refined unit cell parameters for this structure are a = 8.074 ± 0.008 Å, b = 4.843 ± 0.007 
Å, and c = 62.63 ± 0.05 Å.  The volume of 2449 ± 5 Å calculated for this structure implies a sample 
density of 0.880 ± 0.002 g/cm3. 
Fig. 3.2 reveals that the final structure observed below the melting point is again different, this time 
dominated by a single peak aside from the 0 0 l reflections.  These data are explained well by the 
hexagonal RII rotator phase described in the literature, the 0 0 l reflections then having the form 0 0 3n, 
and the single large peak due to reflections from (1 0 1) planes (see Table A.V for a listing of 
reflections).  Refinement reveals lattice parameters of a = 4.769 ± 0.007 Å, c = 94.14 ± 0.16 Å, in close 
agreement with the values found by Ungar5, a unit cell volume of 1854 ± 4 Å2, and a density (with Z = 
3) of 0.872 ± 0.002 g/cm3. 
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3.4.2 Domain Structure 
In all of its polymorphs, tricosane forms plate-like crystals that tend to lie horizontally, with the c-axis 
vertical, due to the thin geometry of our samples.  The monoclinic phase invariably forms patterns 
consisting of domains of stripes of width 0.5–2.5 µm, as shown in the optical micrograph of Fig. 3.1.  
Because the stripes consistently meet at one of two angles, 116° or 57°, it is clear that they are 
crystallographic in origin.  Because the domain boundaries always bisect the angle formed by stripes on 
either side of the boundary, we believe that these boundaries separate twinned regions.  The existence 
of twinned structures in alkane crystallization has been previously reported, e.g., for tetracosane 
(C24H50)17 and hexatriacontane (C36H74)18. 
Fig. 3.3 shows atomic force microscope (AFM) images of a twinned region.  The topographical image 
(Fig. 3.3a) reveals that the stripes consist of ridges of height ~50 nm.  The “deflection image” of Fig. 
3.3b shows particularly good contrast for the stripes.  This is due to the contrast mechanism for 
deflection images.  In contact-mode AFM imaging, a sharp microfabricated tip attached to a weak 
cantilever spring is brought into contact with the sample, which is then moved laterally in a raster scan.  
A feedback loop responds to topological features by moving the sample vertically during the scan so as 
to maintain a constant force, as sensed by the cantilever.  Two images are typically recorded: a 
topographical image, which is a map of the required vertical motion as a function of sample position, 
and a deflection image, which is a record of the error in the feedback loop.  Thus, the alternating bands 
of constant intensity in Fig. 3.3b indicate an error in the feedback loop that alternates between two 
constant values.  This shows that the ridges have planar surfaces (i.e., a triangular profile), so that the 
feedback loop reaches a steady-state error during ascent and descent of the ridges.  The differing 
contrasts for different domains are due to differing ridge orientations.  For instance, the central 
triangular domain shows weak contrast because the ridges are nearly parallel to the scan direction 
(horizontal in the figure) so that the sample height changes relatively slowly in the scan direction, 
whereas the region in the upper-right portion of the figure shows strong contrast because the sample 
height changes relatively rapidly as the tip traverses ridges perpendicular to the scan direction. 
The triangular profile of the ridges is seen more clearly in Fig. 3.3c, which shows a cross-section of the 
topographical image along the dashed line indicated in Fig. 3.3a.  This profile shows that the ridges are 
symmetric, with sides inclined at an 8° angle to the horizontal. 
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We propose that the striped pattern in the monoclinic domain is the result of a highly-twinned 
crystalline structure with three distinct twin-planes, each of which is parallel to the c-axis.  The stripes 
themselves are polysynthetic twins, as evidenced by their symmetric shape.  Domains of stripes are 
bounded by two types of twin planes (identified as twin plane 1 and twin plane 2 in Fig. 3.1).  Thus, 
contact twins of the stripe patterns are seen upon crossing the twin plane or domain boundary.  Twinned 
individuals are observed in the GADDS images as two spots having the same 2θ, but with different 
orientations (see Fig. 3.4).  However, due to an insufficient number of Bragg peaks, X-ray diffraction 
alone does not allow us to identify the particular twin planes involved. 
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Figure 3.3 AFM study of the twinning pattern observed for C23 in the RV phase at 41 °C.  (a) 
AFM height image, shown with a gray scale spanning 150 nm.  (b) Deflection image 
(arbitrary gray scale).  The uniform contrast of individual portions of each stripe indicated 
in (a).  Note that the ridges have a triangular profile (c) with typical heights ~50 nm and 
sides with an inclination of 8°. 
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Figure 3.4 2D X-ray diffraction result in twinned phase (a) Peaks observed on area 
detector. Note the horizontal series of peaks corresponding to 0 0 2n  reflections and 
the pairs of spots corrsponding to peaks at values of 2θ  between 20°and 25 (see Fig. 
3.2) (b) Integrated intensity for 2θ between 20° and 25° as a function of azimuthal 
angle ϕ . The two peaks corrspond to spots below and above the horizontal axis (ϕ  = 
0), respectively. Note that the peaks labelled 111 and 200 are likely due to mixture of 
reflections as explained in the text. 
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3.4.3 Crystal Structure of the Monoclinic RV Phase 
Although the micro X-ray diffraction data for the monoclinic phase does not allow us to completely 
determine its structure, the optical (and AFM) data of the twin domains provides important auxiliary 
data that allow us to complete the structural determination.   
We begin our structural determination with the general formula for interplanar spacing dhkl in a 
monoclinic structure, given the edge lengths a, b, c of the unit cell and the angle β between the edges of 
length a and c: 
 
sin2 β
dhkl
2 =
h2
a2
+
k 2 sin2 β
b2
+
l2
c 2
−
2hlcosβ
ac
. 
(1) 
Because we measure three independent diffraction peaks, Eq. (1) provides three equations in the four 
unknown lattice parameters (a, b, c, and β), provided that the Miller indices for each peak are known.  
For the special case of (0 0 2n) planes, the spacings are given by 
 
sin2 β
d002n
2 =
2n( )2
c 2
. 
(2) 
For the remaining two peaks, there are a number of possible sets of indices. 
Given the assumptions that the structure at 315 K is monoclinic and that each stripe is bounded by a 
twin plane, as are domains of stripes, and that the c-axis is oriented vertically, the optical data provide 
an independent measure of angles between sets of twin planes.  We can use either of the measured 
angles, assumed to be between the [p q 0] and [r s 0] directions projected onto the horizontal focal 
plane of the microscope (i.e., a plane perpendicular to the c axis), as a fourth equation.  Explicitly, the 
measured angle θ should satisfy 
 
p2a2 sin2 β + q2b2( )1/ 2 r2a2 sin2 β + s2b2( )1/ 2 cosθ = pr a2sin2 β + qsb2 . (3) 
Although the 0 0 2n peaks are readily identified by comparison with the diffraction patterns at lower 
temperatures, the indices h1, k1, l1, h2, k2, and l2 for the other two peaks, and the direction indices p, q, r, 
and s of the stripes and twin boundaries are a priori unknown.  If we assume that the structure is similar 
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to those of the Odci structure at lower temperatures and the RI structure at higher temperatures, we can 
guess that the two peaks correspond to 1 1 1 and 2 0 0 reflections and that the angle θ = 116°/2 
corresponding to twin boundary 1 is between the horizontal projections of the [1 1 0] and [0 1 0] 
directions.  Nevertheless, we tested every possible index with values ranging from 0 to 4 for self-
consistency before accepting these numbers.  With this indexing of the X-ray and optical data, we 
algebraically determine the lattice parameters of the RV structure to be a = 7.93 ± 0.37 Å, b = 4.94 ± 
0.11 Å, c = 62.6 ± 1.5 Å, and β = 86 ± 14°, where the uncertainties are estimated from the peak widths 
of the diffraction data and the uncertainty in stripe angles.  
As a consistency check, we note that the second observed twin angle of 57°/2 = 28.5° between the 
stripes and twin boundary 2 matches very closely the angle between the directions [0 1 0] and [1 3 0] 
(again projected onto a horizontal plane), which is predicted to be 29.9°, given our lattice parameters.  
Since this angle was not used in our structural determination, the fact that it corresponds to a 
crystallographic angle between two small-index directions provides good evidence that the Bragg peaks 
and direction of twin boundary 1 were indexed correctly.  
Because the [0 1 0] direction is common to the crystallographic angles that both twin boundaries 1 and 
2 make with the stripes (see Fig. 3.1), we identify [0 1 0] as the stripe direction.  The stripes then have a 
very simple interpretation as ridges aligned along the [0 1 0] directions and terminated on their top 
surfaces by (0 0 1) planes, with (1 0 0) twin planes occurring at the center of each peak and valley. The 
inclination of the ridges is then simply the inclination of the monoclinic unit cell (provided that the 
lattice is unstrained, at least for the free surface).  For the lattice parameters determined above, one 
would expect the slopes to then have an angle of 4°, which is close to the measured angle of ~8°.  In 
this picture, twin boundaries 1 and 2 are identified as (1 1 0) and (1 3 0) twin planes, respectively. 
It is noteworthy that since β is close to 90°, Bragg peaks from 
 
(h k l) planes will lie very close to peaks 
from 
 
(h k l )  planes.  Moreover, the large value of c relative to a and b results in only small differences 
in plane spacing for variations in l.  Thus the peak identified as 1 1 1 in Fig. 3.2 is probably a 
combination of several Bragg reflections including  
 
111,   
 
11 1 ,   
 
113, and   
 
11 3 , all of which are expected 
to be detected at values of 2θ over a range of 0.5° (using the lattice parameters estimated above).  
Similarly, the peak nominally labeled 2 0 0 likely also contains  
 
115,  
 
1 11,  
 
2 0 2, and   
 
2 0 2 reflections, 
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which are expected to span a 0.6° range.  We did not take this into account in our analysis, but it is 
expected to result in only small differences. 
With the structure of the RV phase solved, the lattice parameters for each of the tricosane polymorphs 
studied can be compiled in Table VIII, along with the lattice structures, unit-cell volumes, and 
calculated densities. 
The predicted unit-cell volume for the monoclinic RV phase is VRV = abc sinβ = 2450 ± 140 Å3, which 
implies a density of 0.88 ± 0.05 g/cm3.  This density is the same as that of the RII phase lying at slightly 
higher temperatures.  We will see in the next section that the similarity between the structures and the 
small volume change have important consequences to the transition dynamics. 
3.4.4 Phase Transition Dynamics 
All of the transitions between polymorphs are easily visible via optical microscopy.  In the case of large 
crystals prepared via slow cooling, a front can usually be seen sweeping across the sample during the 
phase transition, which in most cases results in a change in the shape and position of crystalline 
domains.  The transition between the RV and RI rotator phases differs in this regard: no change in the 
overall domain structure is seen.  The difference between the polymorphs is then signaled optically only 
by the presence or absence of stripes. 
A closer look at the striped pattern reveals that their details are preserved through repeated cycles 
between the RV and RI phases.  Figure 3.5 shows a series of images of a single region of a sample as it is 
cycled twice between temperatures of 314 K and 316 K (parts a–e).  The same stripe pattern is seen in 
all three occurrences of the RV phase.  In Fig. 3.5f, a larger temperature excursion has brought the 
sample into the RII phase.  It is immediately evident that the domain structure has changed.  Upon 
cooling back to the RV phase (Fig. 3.5g), stripes again appear, but in an entirely new arrangement. 
Moreover, AFM imaging during the RV–RI transitions reveal that atomic-scale features, such as mono-
molecular steps, are preserved throughout the transition.  Figure 3.6 shows AFM tapping mode phase 
images of a small region of the crystal in the (a) the RV and (b) RI phases.  In this case, several steps 
with heights comparable to that of the unit cell are visible with virtually the same arrangement with and 
without, respectively, a superimposed stripe pattern. 
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The reproducibility of molecular-scale features during the RV–RI transitions is indicative of a 
diffusionless transition, which occurs by local rearrangement of molecules rather than large scale 
motion (recall the nearly identical densities of the two phases).  The interesting properties of this 
transition have been previously suggested by Sirota et al.19, who referred to it as essentially second-
order and observed no sharp change in lattice parameters, and by Mondieig et al.20 , who proposed that 
it was a martensitic-like, diffusionless transition.  To our knowledge, ours is the first imaging study of 
tricosane transitions to verify the martensitic nature of the RV–RI transition, though Nozaki and 
Hikosaka previously reported a wrinkled morphology for C2510 .  We have also performed preliminary 
optical imaging of C25 crystals (appendix A), and observe a twinned pattern similar to that seen for C23.  
Although the domains are typically smaller and less organized, the same motifs—striped domains 
separated by two varieties of twin boundary—are clearly seen. 
Naturally, raising the temperature above that of the orthorhombic RI phase to reach the hexagonal RII 
phase breaks the crystal symmetry, forcing a marked molecular reorganization that does not preserve 
microscopic features (see Fig. 3.5f–g).  Cooling from the RV phase to the Odci orthorhombic phase does 
not change the basic symmetry of the crystalline lattice.  However, this is not a diffusionless transition: 
there is a relatively large density change and a clear front is seen, and heating back to the RV phase 
again results in a new pattern of stripes. 
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Figure 3.5 Sequence of optical microscopy images of a single region of a tricosane sample as 
the temperature is varied. Cycling from the monoclinic RV phase (a) to the orthorhombic RI 
phase (b) and back to the RV phase (c) results in only minor changes to the striped pattern, as 
does an additional cycle (d,e). Raising the temperature further to enter the hexagonal RII phase 
(f) results in a change in the domain structure, as evidenced by the significantly altered pattern of 
stripes upon return to the RV phase (g). Each image spans a horizontal width of 170 µm. 
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Figure 3.6 AFM tapping mode images during transition from RV–RI phase, showing no 
change in the molecular features. Each images spans a 20 x 30 µm2 area. (Image 
courtesy of Eric Karhu.) 
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3.4.5 Conceptual Model for the Twinned Phase 
The phenomenon of twinning has been well studied for many materials and crystallographic systems.  
In most cases of alternating twin “stripes,” it is experimentally observed that the twin-boundary spacing 
is somewhat constant for a particular system, though it may vary with the size of the twinned grain (see, 
e.g.,21  for examples).  This behavior is typically modeled as resulting from a competition between the 
interfacial energy of the twin boundaries and elastic energy, which favor wide and narrow stripes, 
respectively.  A common case in the martensite literature is the formation of a twinned phase in an 
untwinned parent phase.  Modeling the elastic energy in the parent phase yields the prediction that the 
stripe spacing λ should scale as the square root of the size of the twinned domain22. 
In our case, with a single-component system, only one phase is thermodynamically stable, and the 
entire sample is twinned (aside from occasional small regions).  We propose that mechanical strain in 
this case accommodates a free (0 0 1) surface at an inclination determined by the monoclinic unit cell 
while the bottom of the crystal, which also inherits a (0 0 1) orientation from its origins in the 
orthorhombic RI phase, is constrained by the substrate to lie perpendicular to the vertical c axis, as 
shown in Fig. 3.7.  The strain then varies linearly across the ridge (i.e., along the x direction in Fig. 3.7), 
so that the elastic energy density varies quadratically.  The integrated elastic energy of each trapezoidal 
domain is then proportional to Eλ3/h, where E is the Young’s modulus along the c axis and h is the 
average thickness of the domains: 
𝐸𝑡𝑟𝑎𝑝 = 𝐸 𝑣ℎ� (� 𝑦𝑑𝑦𝑥 tan𝛼0 )𝜆 4⁄−𝜆 4⁄ 𝑑𝑥 =  1192𝐸 𝑣 tan2𝛼ℎ 𝜆3, (4) 
where v is the length of the ridge in the z direction and α = 90°–β ≈ 7° is the inclination of the ridge.  
Note that each trapezoid corresponds to half of a ridge, and that strain energy is minimized if the center 
of a trapezoid is unstrained, with a maximum strain of λtanα/4h at either end.  As a result, the total 
elastic energy for a region of extent w along the x axis (and extent v along the z direction), which 
contains 2w/λ tapezoidal domains, scales as Ewλ2/h.  Explicitly, 
𝐸𝑠𝑡𝑟𝑎𝑖𝑛 =  196𝐸 𝑤 𝑣 tan2𝛼ℎ 𝜆2. (5) 
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If each twin boundary has an interfacial energy (per area) of γ, the energy per unit length along the z 
axis of 2w/λ boundaries is 2γwh/λ.   Energy minimization then suggests that 
  
 
λ3 = 96h
2
tan2 α
γ
E
. 
(6) 
For our crystals, with typical values of h ≈ 20 µm and λ ≈ 1 µm, we predict γ /E ≈ 4 x 10–13 m.  Lack of 
data on both the twin-plane energy and elastic moduli of the RV phase of tricosane makes verification of 
Eq. 5 difficult, but we note that the energy cost of a twin boundary is likely to be rather small (i.e., on 
the order of 1 mN/m) for these van der Waals solids, while the stiffness along the axis of the alkane 
molecules would be expected to be quite large (i.e., > 1 GPa). (Detailed calculations are presented in 
Appendix B.) 
 
Figure 3.7 Illustration showing a cross-section of a twinned region perpendicular to the 
ridges, with twin axes (dotted lines) and crystal surfaces (solid lines) identified for a single 
domain (shaded region). 
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3.5 Conclusion 
We have performed a study of the polymorphs exhibited by tricosane, C23H48, which has a rich phase 
diagram containing at least five solid phases, three of which are so-called “rotator phases” characterized 
by positional order without long-range orientational order.  Our particular interest is in the solid-solid 
transitions between the polymorphs, which are identified by X-ray diffraction but can be observed via 
optical microscopy.  Most of the transitions are clear first-order transitions, which proceed with a 
growth front and result in significant changes in the crystalline lattice and unit-cell volume.   
One of the transitions, that between the monoclinic RV and orthorhombic RI rotator phases, is 
diffusionless.  Optical and atomic-force microscope imaging reveals that the RV structure is highly 
twinned, exhibiting a striking arrangement of ridges arranged in domains bounded by two types of twin 
planes.  We have shown that the transition from the RV phase to and from the RI phase preserves both 
the macroscopic domain structure on length scales of 10s of µm, and microscopic molecular features on 
nm scales, made possible by the very similar densities of the two phases.  We propose that the twinning 
is the result of a monoclinic structure constrained such that it is bounded below by a flat substrate and is 
oriented with a vertical c-axis due to the presence of surrounding domains.  The mechanical strain 
caused by the constraints is relieved by quasi-periodic twin boundaries that allow the free top surface to 
be approximately horizontal. 
The features of the RV polymorph and its transitions are reminiscent of martensitic transformations, 
which are more familiar in metal alloys.  The tricosane system may thus be a convenient model for 
martensitic transitions:  Because tricosane is a weakly-bound van der Waals solid, the transition occurs 
at convenient temperatures, and because the tricosane molecules are large relative to metal atoms, the 
transitions are slow enough to be easily studied. 
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Table III Principal Bragg peaks observed for the orthorhombic phase at 34 °C.  The planes are indexed 
for consistency with the phase sequence for tricosane proposed in Ref. 9. 
Peak location (2θ) Planar separation, d (Å) Miller indices (h k l) 
8.59 10.29 (0 0 6) 
11.39 7.76 (0 0 8) 
14.24 6.21 (0 0 10) 
17.13 5.17 (0 0 12) 
20.03 4.43 (0 0 14) 
21.53 4.12 (1 1 0) 
22.93 3.87 (0 0 16) 
23.80 3.74 (0 2 0) 
 
 
Figure 3.8 Principal Bragg peaks observed for the orthorhombic phase at 34 °C. 
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Table IV  Principal Bragg peaks observed for the orthorhombic phase at 38 °C.  The planes are indexed 
for consistency with the phase sequence for tricosane proposed in Ref. 9. 
Peak location (2θ) Planar separation, d (Å) Miller indices (h k l) 
8.59 10.28 (0 0 6) 
11.40 7.76 (0 0 8) 
14.25 6.21 (0 0 10) 
17.12 5.17 (0 0 12) 
21.47 4.13 (1 1 1) 
21.95 4.04 (1 1 3) 
22.70 3.91 (1 1 5) 
24.40 3.65 (2 0 3) 
 
 
Figure 3.9 Principal Bragg peaks observed for the orthorhombic phase at 38 °C. 
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Table V Principal Bragg peaks observed for the monoclinic rotator phase at 41 °C.  The planes are 
indexed for consistency with the phase sequence for tricosane proposed in Ref. 9. 
Peak location (2θ) Planar separation, d (Å) Miller indices (h k l) 
8.51 10.37 (0 0 6) 
11.35 7.79 (0 0 8) 
14.18 6.24 (0 0 10) 
17.03 5.20 (0 0 12) 
21.28 4.17 (1 1 1) 
22.46 3.96 (2 0 0) 
 
 
Figure 3.10 Principal Bragg peaks observed for the monoclinic rotator phase at 41 °C. 
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Table VI Principal Bragg peaks observed for the orthorhombic rotator phase at 43 °C.  The planes are 
indexed for consistency with the phase sequence for tricosane proposed in Ref. 9. 
Peak location (2θ) Planar separation, d (Å) Miller indices (h k l) 
8.49 10.40 (0 0 6) 
11.27 7.78 (0 0 8) 
14.12 6.27 (0 0 10) 
21.42 4.17 (1 1 1) 
22.00 3.96 (0 2 0) 
 
 
Figure 3.11 Principal Bragg peaks observed for the orthorhombic rotator phase at 43 °C. 
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Table VII Principal Bragg peaks observed for the hexagonal rotator phase at 46 °C.  The planes are 
indexed for consistency with the phase sequence for tricosane proposed in Ref. 9. 
Peak location (2θ) Planar separation, d (Å) Miller indices (h k l) 
8.47 10.43 (0 0 9) 
11.29 7.83 (0 0 12) 
14.06 6.29 (0 0 15) 
21.51 4.13 (1 0 1) 
 
 
 
Figure 3.12 Principal Bragg peaks observed for the hexagonal rotator phase at 46 °C. 
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Table VIII Lattice parameters and properties for the five polymorphs of tricosane studied in this work 
(estimated standard deviations are indicated in parentheses). 
Phase Structure Space 
group 
(number) 
a (Å) b (Å) c  
(Å) 
β  
(°) 
Volume 
(Å3) 
Z 
(#/cell) 
Density 
(g/cm3) 
Oi orthorhombic 
Pcam 
(57) 
7.472(8) 4.945(8) 62.02(4) — 2292(5) 4 0.941(2) 
Odci orthorhombic 
Pnam 
(62) 
7.419(15) 4.980(10) 62.05(11) — 2292(8) 4 0.940(3) 
RV monoclinic Aa (9) 7.93(49) 4.94(11) 62.6(15) 86(14) 2450(140) 4 0.88(5) 
RI orthorhombic 
Fmmm 
(69) 
8.074(8) 4.843(7) 62.63(5) — 2449(5) 4 0.880(2) 
RII hexagonal 
R3m 
(166) 
4.769(7) — 94.14(16) — 1854(4) 3 0.872(2) 
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Chapter 4: Reversible Inhibition of Calcium Oxalate Monohydrate  
Growth by an Osteopontin Phosphopeptide 
4.1 Introduction 
Calcium oxalate monohydrate (CaC2O4·H2O, hereafter referred to as COM) is the majority component 
of kidney stones, which afflict more than 10% of the population at some point in their lives1.  It has 
long been known that certain natural proteins, e.g., osteopontin (OPN), alter the morphology of COM 
crystals and decrease their growth rate2,3,4.  More recently, it has been found that certain synthetic 
polypeptides, e.g., poly(aspartic acid), can also affect COM crystallization5,6,7.  The low concentration 
of such proteins and polypeptides required for effective inhibition suggests a mechanism involving 
surface modification, as opposed to bulk effects (e.g., the well-known melting-point depression).  
One mechanism by which surface effects can influence crystal growth was proposed more than 50 years 
ago by Cabrera and Vermilyea8.  In the “C-V model,” Cabrera and Vermilyea argued that a molecule 
strongly adsorbed to a growth surface can pin advancing growth steps.  For growth to continue through 
a “fence” of such impurities, the steps must curve around the pinning sites, as shown in figure 4.1, 
reducing the effective supersaturation via the Gibbs-Thomson effect.   
This results in two possibilities: either the step can pass around the pinning site, allowing growth to 
proceed, albeit at a slower rate due to the reduced effective supersaturation, or the curvature required for 
growth to proceed is enough to reduce the effective supersaturation to zero, arresting growth altogether.  
The latter will be the case if the spacing between pinning sites is smaller than the critical radius r* for 
two-dimensional nucleation on the growth surface.  This reduction in growth rate without a change in 
the thermodynamic phase diagram has led to the term “kinetic inhibition.” 
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Figure 4.1 Cabrera and Vermilyea’s step-pinning model.  Step (i) (vertical black line) 
propagating at speed v0 is about to encounter a “fence” of adsorbed impurities (red 
dots).  Step (ii) has been pinned by a fence of impurities, resulting in curvature and a 
lower propogation speed A minimum radius of curvature larger than the two-
dimensional critical nucleus will allow step (iii) to pass beyond the impurities.  Step 
(iii) has passed through the impurities and has regained its original propagation speed. 
The C-V model has been invoked to explain a number of crystallization phenomena in both natural and 
commercially important systems.  For example, the ability of certain species of arctic fish to survive 
temperatures lower than the melting point of their blood has been ascribed to natural antifreeze 
glycoproteins that quickly bind to any ice nuclei that form9.  The petroleum industry has been active in 
developing polymeric additives to prevent the precipitation of alkanes from diesel fuels10 and clathrate 
hydrates in natural-gas production pipelines11.  In these cases, a clear hysteresis is observed: the melting 
(or dissolution) point of the crystals is unaltered, but growth only proceeds above a threshold 
supersaturation that is dependent on the inhibitor concentration, as would be expected for the C-V 
mechanism.  The range of supersaturations for which no growth is observed despite being 
thermodynamically favorable has been termed the supersaturation “dead zone.” 
Direct microscopic evidence for the C-V model has been demonstrated only recently.  A number of 
atomic force microscopy studies have now shown a transition from relatively straight growth steps to a 
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cusped form reminiscent of Fig. 4.1.  Perhaps the most convincing example is the work by De Yoreo et 
al., who imaged the progress of a step past a single inhibitor molecule on a COM growth surface12.  A 
number of groups have been studying this system, both because of its medical significance and because 
it is well suited to studies of kinetic inhibition in general13,14,15. 
Despite the qualitative success of the C-V model, some questions remain.  A number of authors have 
pointed out an apparent contradiction between the requirement of immobile pinning sites and the 
observed sensitivity of the inhibition to the concentration of inhibitor molecules in solution.  One would 
expect that the strong adsorption required for an inhibitor molecule to block step flow for an 
appreciable time would result in irreversible adsorption, whereas the dependence of its effectiveness on 
inhibitor concentration suggests a surface coverage governed by an equilibrium isotherm resulting from 
a balance between adsorption and desorption to the surface.  This shortcoming has been addressed in 
various ways in the literature. 
Anklam et al.16 proposed an alternative model for crystal-growth inhibition that does not require strong 
adsorption.  In their model, equilibrium coverage of inhibitor molecules lowers the surface energy of 
crystal faces.  For crystallization to proceed, new surface regions must be created, either by nucleation 
of a new layer or the advance of a growth step to extend a terrace.  If adsorption of inhibitor molecules 
is slow relative to the creation of new surface, a crystal with a temporarily higher surface energy is 
created, reducing the effective supersaturation and slowing growth.  A major weakness of this model is 
that it implies that an “inhibited” crystal will grow more rapidly than will a crystal with no inhibitor 
present.  Although there are cases where additives promote nucleation or result in seemingly rapid 
growth, this is a characteristic of neither kinetic inhibitors in general nor of the specific case studied 
here. 
De Yoreo et al. have relaxed the requirement of strong adsorption by modifying the standard C-V 
model to include a finite lifetime of inhibitor molecules on growth terraces17.  They found that the 
resulting reversible pinning could still account for observed aspects of inhibition such as a 
supersaturation dead zone.  In this picture, the ratio of the lifetime of an inhibitor molecule on a growth 
terrace to the time required for an advancing step to cover the terrace is a critical parameter in the 
inhibition process. 
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De Yoreo et al. have also pointed out that inhibition via the Gibbs-Thomson effect may not be the 
dominant mechanism in all cases.  In some cases, e.g., crystallization from low-solubility salts such as 
calcite (calcium carbonate) and potassium dihydrogen phosphate (KDP), the kink-site density on 
growth steps can be low enough that one-dimensional nucleation on otherwise straight steps is the rate-
limiting step for step propagation.  In such case, inhibitors that bind to kink sites can have a profound 
effect on crystallization rates.  To support this idea, they offer Monte-Carlo simulation results that show 
a saturation dead zone similar to that expected by the C-V model, but a dependence on impurity 
concentration which shows little change for low levels of impurity followed by a rapid decrease to the 
fully arrested state18. 
Understanding the details of the inhibition mechanism is important to the development of new additives 
for commercial and medical applications, and to modeling their effectiveness.  One way to probe the 
details of the inhibitor-crystal interaction is to examine the recovery of growth surfaces from an 
inhibited state.  For instance, one can increase the supersaturation during growth in the presence of 
inhibitors.  According to the C-V model, this will decrease the critical radius, allowing steps to squeeze 
between pinning sites. 
Land et al.19 used in-situ atomic force microscopy to investigate the growth of inhibited KDP {100} 
surfaces as they emerge from the supersaturation dead zone.  They observed that growth resumed by the 
propagation of macrosteps (i.e., growth steps with a height of several unit cells), suggesting that the C-
V model, which considers only elementary steps, is too simplistic.  In this case, elementary steps 
remained pinned until incorporated by advancing macrosteps.  In a similar study, Ristic et al.20 found 
that poisoned steps on {110} faces of the pharmaceutical paracetamol remained immobile when the 
supersaturation increased, with crystallization eventually resuming by the nucleation of new macrosteps 
at distant (i.e., unobserved) locations.  Both of these studies are consistent with nearly irreversible 
inhibitor adsorption, with impurities presumably incorporated in the crystal when growth resumes. 
We have been studying the effects of synthetic OPN-based peptides on the growth of COM in order to 
determine the peptide sequences most effective at blocking COM growth.  In particular, our study 
focuses on the phosphorylated peptide sequence pSHDHMDDDDDDDDDGD corresponding to amino 
acids 65–80 of rat-bone OPN, which we term pOPAR.  We have used fluorescence microscopy of 
AlexaFluor-labelled pOPAR (i.e., a fluorescently labelled pOPAR peptide) to demonstrate adsorption 
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of pOPAR to all growth faces of COM crystals21, and scanning electron microscopy (SEM) to image 
the resulting morphological changes22.  Our observations are that pOPAR induces scalloping of the 
growth steps, as is expected from the C-V mechanism.  Measurements of the change in overall crystal 
aspect ratio suggest that the largest effect is on the {100} faces, while the {010} faces are least inhibited 
(see Figure 4.2 for a schematic of the overall crystal morphology and step structures proposed for the 
three principal growth faces).  This observation is corroborated by molecular dynamics simulations that 
predict a faster adsorption of pOPAR to {100} faces than to {010} faces21. 
 
Figure 4.2 Schematic of a typical COM crystal showing (a) the three principal families of 
growth faces: {100}, {010}, and {121}, and associated growth directions, and (b) the 
structure of a growth hillock on a (010) growth face (top view).  The steps comprising the 
growth spiral are indicated in terms of the “step risers” indicated 
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In this chapter, I present an atomic force microscopy study of crystallization on the {010} faces of 
COM in the presence of pOPAR.  We find that pOPAR has a strong effect on both step morphology and 
propagation speed, even at low concentration.  Introduction and subsequent removal of pOPAR during 
growth provides insight into the inhibitor mechanism and allows us to address the question of the 
ultimate fate of the inhibitor molecules. 
4.2 Materials and Methods 
For all experiments, reagent-grade sodium oxalate (Na2C2O4), calcium nitrate (Ca(NO3)2∙4H2O), 
sodium chloride (NaCl), and sodium acetate (CH3COONa, anhydrous) were used as purchased from 
Sigma-Aldrich, with no further purification.  pOPAR was synthesized as previously described23.  
Deionized water purified with a Milli-Q water system was used for the preparation of all solutions.  
Two stock solutions were prepared for further dilution in all crystallization experiments: a calcium 
stock solution containing 5.88 mM calcium nitrate, and an oxalate stock solution containing 5.88 mM 
sodium oxalate.  In addition, both solutions contained 0.4118 M sodium chloride and 0.0294 M sodium 
acetate. 
Nucleation of COM crystals was carried out on microscope cover glasses (12 mm diameter; Erie 
Scientific) inserted into tissue culture plate wells (24-well, BD Canada).  First, 170 µL oxalate stock 
was added to the wells, followed by 660 µL water and 170 µL calcium stock to arrive at final volume of 
1000±3 µL.  This results in final concentrations of 1 mM for calcium and oxalate, 150 mM for sodium 
chloride, and 10 mM for sodium acetate, at a pH of 7.2±0.2.   
After remaining in the nucleation solution overnight, the cover glasses were scraped with a metal 
spatula to suspend nucleated crystals in solution.  The solutions were filtered through polycarbonate 
membrane filters with a 0.8 µm pore size (GE Healthcare/Whatman) placed inside a plastic Swinny 
filter holder (Pall Corp.).  After drying in air, the membrane filter was brought into gentle contact with a 
glass sample substrate coated with a thin (a few µm or less) layer of partially-cured UV-curing adhesive 
(Norland Optical Adhesive NOA 81, Norland Products, Inc.) to transfer the crystals to the sample 
substrate.  The adhesive was cured for 15 min to firmly affix the crystals for in-situ atomic force 
microscope (AFM) studies. 
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AFM height and deflection images were recorded using a Multimode AFM with Nanoscope IIIA 
controller (Digital Instruments) using a scanner with a maximum lateral motion of ≈12 µm and silicon 
nitride cantilevers (DNP-S, Veeco) with nominal spring constant of ≈ 0.06 N⋅m-1 and resonant 
frequency of ≈ 18 kHz.  Imaging was performed in contact mode using a glass fluid cell (Digital 
Instruments) at ambient temperature (approximately 30 °C in the fluid cell) at scan rates of 2–27 Hz.  
Care was taken to use the smallest possible contact forces. 
For in-situ crystallization experiments, the previously described calcium and oxalate stock solutions 
were mixed and diluted with deionized water to prepare growth solutions with calcium oxalate 
concentrations from 0.2 to 0.3 mM.  This results in positive supersaturations, σ, defined as   
, (1) 
where  and  are the activities of calcium and oxalate ions, respectively, and Ksp = 1.66 x 10–9 
M2 is the solubility product24.   Because the growth solutions have moderately high ionic strength, we 
calculate the activities of the calcium and oxalate ions from their concentrations ci as ai = γici using 
activity coefficients γi estimated from Debye-Hückel theory25.  Growth solutions containing pOPAR 
were prepared in a similar manner, but the volume share of water was reduced in favor of appropriate 
volumes of pOPAR solution (50 µg/mL) to result in final pOPAR concentrations ranging from 0.05 to 1 
µg/mL (26 nM to 0.52 µM) in this study. 
During imaging, the CaOx concentration will deplete due to growth of crystals.  To prevent this, some 
researchers have used a continuous flow design to maintain a constant supersaturation26.  However, for 
our purposes it was necessary to rapidly exchange a pure growth solution with an inhibitor-containing 
solution, and vice versa.  Therefore, we chose to image in static growth solutions, replenishing the 
solution in the AFM fluid cell every 5 min to maintain a relatively constant supersaturation (as adapted 
from Guo, et al.27).  Due to the low density of crystals in our samples, we estimate that the drop in 
supersaturation will be negligible in this interval, and observations confirm no noticeable decrease in 
growth rate.  The expected decrease in supersaturation in the five-minute interval before the static 
growth solution is replenished can be estimated from our observations of the growth rate. Optical 
micrographs of a typical sample surface show ~20 crystals in a typical 200 µm x 300 µm region.  Each 
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crystal has a surface area of roughly 15 µm x 5 µm, so our samples present a COM surface area of 
~0.025 µm2 per µm2 of substrate (i.e., 2.5% of the sample surface is comprised of crystal surface).   
During growth, the typical normal growth rate R can be calculated from the step speed vs, spacing λ, 
and height h as R = vsh/λ.  Using approximate values of vs = 1 nm/s, λ = 50 nm, and h = 0.5 nm, we find 
R ≈ 0.01 nm/s. Given a density of ρ = 2.12 g/cm3 and molecular weight of W = 146 g/mol, the number 
of moles of calcium oxalate incorporated in the growing crystals per cm2 of surface in 5 min is expected 
to be 
(0.025 cm2) �10−9  cm
s
�  (300 s) �2.12  g
cm3
�  �1 mol146 g� = 1.1 ×  10−10 mol. 
Assuming no convection, this calcium oxalate is supplied to the crystals by diffusion to the surface.  
Since the diffusivity of small ions in water is on the order of 10–5 cm2/s, only ions within a distance  
ℓ = √𝐷𝑡 ≈ 0.055 cm 
can reach the surface in 5 min.  Given a growth-solution concentration of 0.3 mM, the amount of 
calcium oxalate within this distance of the surface is  
(3 ×  10−4 mol/L) � 1 L1000 cm3�  (0.055 cm) = 1.6 ×  10−8 mol/cm2. 
Thus, one would expect the solution concentration to drop by less than 1% before the solution is 
replenished.  In practice, we expect additional transport by convection, further decreasing the depletion. 
This estimate is consistent with the lack of change seen in step velocity over the 5 min period before the 
growth solution is replenished as shown in Fig. 4.3. 
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Figure 4.3 Step speed as a function of time during a typical experiment, in which the 
solution is replenished every 300 s.  Note that the speed stays constant to within 
~2%.  The lack of systematic decrease in step speed before the growth solution is 
replaced suggests that the supersaturation remains approximately constant over 
the course of the our experiments. 
The motion of growth steps was analyzed with the freeware-image processing software ImageJ (NIH) 
using a custom macro.  We begin by selecting an individual step and drawing a perpendicular line.  The 
ImageJ macro allows us to select the step in successive frames, and calculates its displacement along 
the perpendicular line.  We calculate the step speed from the measured change in position with time.  In 
order to unambiguously track an individual step, it is important to scan at a sufficiently fast rate, 
typically >20 scan lines per second, in our experiment.  It should also be noted that because of step 
motion during the acquisition of individual AFM frames, the apparent step direction is distorted28.  To 
alleviate this problem, we only use alternate frames to measure step positions (although the intervening 
frames are used to unambiguously identify the progress of the selected step).  This way, the scan 
direction (up or down) is consistent for each measured point.  Figure 4.4 shows a sequence of three 
alternate frames (over a period of time thus spanning five frames in total) in which a single step can be 
tracked. 
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Figure 4.4 Series of AFM images acquired 50.2 s apart of a growth hillock on a (010) COM 
surface showing the advance of growth steps.  The dashed lines in (b) and (c) show the 
original position, in (a), of the step indicated by the solid line. 
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4.3 Results 
In agreement with previous studies, we found that the {010} faces of COM grow by a step-flow 
mechanism with steps typically originating from screw dislocations, as shown schematically in Fig. 
2(b).  The step propagation speed is a monotonically increasing function of supersaturation, as shown in 
Figure 4.5.  Although the steps are not perfectly straight, it is possible to distinguish two main growth 
directions.  We refer to these in terms of the crystallographic planes defining the step risers: <021> and 
<121>.  We find a slightly higher growth speed in the <021> directions, consistent with the aspect ratio 
of the growth hillocks. 
 
Figure 4.5 Step speeds on (010) COM faces as a function of supersaturation.  Extrapolation to zero step 
speed suggests a saturation limit of approximately 0.15 mM. 
Addition of pOPAR during growth, even at low concentrations, rapidly alters the growth steps.  Figure 
4.6 shows a sequence of AFM images during the poisoning of COM growth by the addition of pOPAR 
at a concentration of 0.1 µg/mL while holding the supersaturation constant at 0.95 ± 0.03.  After 20 min 
of growth, the steps have become scalloped to the point that they are difficult to distinguish, making the 
measurement of propagation velocities problematic. 
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Figure 4.6 Series of AFM images showing the effect of the addition of 0.1 µg/mL pOPAR 
on COM growth at a supersaturation of 0.95 ± 0.03 at times of (a) 0 min, (b) 11.75 min, and 
(c) 23.5 min after the addition of pOPAR. 
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At lower pOPAR concentrations it proved possible to track steps as they slowed to a new steady-state 
velocity, which was typically reached within 20–60 min.  Figure 4.7 shows measurements of the growth 
velocity in the <021> direction over a period of 91 min (100 frames), in which steps were poisoned by 
the addition of pOPAR.   
 
Figure 4.7 Step speed in the <021> direction as a function of time demonstrating the inhibition of 
growth steps by a concentration of 0.075 µg/mL pOPAR for COM growing at a constant 
supersaturation of 0.74 ±0.04.   Time zero has been defined as the time of addition of 
OPAR. Note that reduced steady state velocity is not achieved until nearly 60 min after 
addition of the inhibitor. 
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Figure 4.8 Speed of COM steps in the <021> directions as a function of supersaturation in the 
presence of varying levels of pOPAR.  Note that the effect of pOPAR is more pronounced at 
low supersaturations, and that extrapolation to zero step velocity suggests a supersaturation 
“dead zone” that increases with the increasing pOPAR concentration in qualitative agreement 
with the Cabrera-Vermilyea model. 
Fig. 4.8 compiles measurements of steady-state velocities of steps propagating in the <021> direction 
for a variety of supersaturation/inhibitor concentration combinations. It is evident that pOPAR 
decreases step velocities, with the largest effects at higher pOPAR concentration and lower calcium 
oxalate supersaturation.  It is also apparent that pOPAR creates a supersaturation dead zone, as would 
be expected of the C-V mechanism.  Although we have measured the effects of pOPAR at only three 
supersaturations, extrapolation of the growth curves for a given inhibitor concentration (0, 0.05, or 
0.075 µg/mL) suggests that zero growth velocity—and hence an effective supersaturation of zero—will 
be achieved at a supersaturation that increases with increasing inhibitor concentration. 
To investigate recovery from an inhibited state at the microscopic level, we imaged COM growing in 
alternately pure and pOPAR-containing solutions at a constant supersaturation.  For this study, we 
chose relatively high concentrations of pOPAR, ranging from 1 to 5 µg/mL, to ensure rapid inhibition.  
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Figure 4.9 shows a series of AFM images from one such experiment.  Here we see that the surface 
recovers to a pre-poisoned morphology after each poisoning cycle.  As shown in Figure 4.10, the step 
velocity shows a rapid decrease during the inhibition phase, followed by a slower recovery to the initial 
velocity after the inhibitor has been flushed from solution.  Although the difficulty in achieving 
complete replacement of the solution in the AFM fluid cell precludes quantitative interpretation, it is 
clear that surface poisoning is rapid compared to the recovery process.  Since diffusion of pOPAR to 
the growth surface (e.g., through a boundary layer of unmixed growth solution) is expected to have a 
time scale similar to that away from the surface when the solution is exchanged, this asymmetry is 
likely due to non-diffusive processes at the surface. 
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Figure 4.9  Series of AFM images acquired during growth/inhibition/recovery cycling of COM 
crystallization at a supersaturation of 0.95±0.03.  A pOPAR concentration of 1 µg/mL was 
employed during the inhibition phases.  Times indicated on the individual frames correspond to 
Fig. 4.10. 
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Figure 4.10 Step velocity as a function of time during growth-inhibition-recovery cycling of COM 
crystallization at a supersaturation of 0.95±0.03.  The vertical lines indicate times at which 
pOPAR at a concentration of 1 µg/mL was added to (dotted lines) and removed from (dashed 
lines) the growth solution.    
4.4 Discussion 
Our observations of the change in step morphology on {010} growth faces due to the presence of 
pOPAR are in qualitative agreement with the effects previously observed for OPN3.  The transition 
from relatively straight steps to a scalloped form seen in Fig. 4.6 provides evidence for step pinning, as 
would be expected for the C-V model and its extensions.  We have seen similar effects due to the 
addition of 1.01 µM (2 µg/mL) of another OPN phosphopeptide termed P3 (corresponding to amino 
acids 220-235 of rat bone OPN) as well as for 4.55 nM (0.05 µg/mL) poly-L-aspartic acid (data not 
shown).  These results, along with the suggestion of a supersaturation dead zone in Fig. 4.5, provide 
strong evidence of inhibition due to step-pinning, rather than a more general alteration of the surface 
energy (e.g., the Anklam model Ref.16) or the poisoning of kink sites (as proposed by de Yoreo for the 
crystallization of low-solubility salts Ref. 18) for this system. 
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Recent molecular dynamics simulations by our group21 have measured the interaction between pOPAR 
and COM growth steps and terraces.  These results show that pOPAR binds more strongly to step risers 
than to {010} surfaces.  Our observation here of little change in the overall shape of the growth hillocks 
suggests an approximately equal interaction with both principal step directions.  Interestingly, these 
simulations also predict a weaker adsorption than to the other principal growth faces, {100} and {121}.  
Preliminary studies of the effects of pOPAR on {100} faces are in agreement with this prediction; these 
will be reported at a later time.  
The observation of continued growth for low concentrations of pOPAR raises the question of the 
ultimate fate of these adsorbates.  For instance, at a supersaturation of 0.74 ± 0.04 and pOPAR 
concentration of 0.05 µg/mL, we observe a steady-state step velocity of 0.28 nm/s and average step 
spacing of 60 nm, requiring that any point on the surface is covered by an advancing step within 210 s.  
There are three logical possibilities: the pOPAR must either desorb from the surface, move along the 
surface, or be incorporated in the growing crystal. 
We have no evidence to support the motion of pOPAR molecules along the COM surface.  For this 
process to occur, one would expect a migration of pOPAR molecules in the direction of step 
propagation, away from the centers of growth hillocks.  Our observation that the centers of growth 
hillocks do not recover their initial morphology before points distant from the center after removal of 
pOPAR from the growth solution suggests that little migration along the COM surface occurs. 
Desorption of pOPAR from COM surfaces would account for the recovery to an uninhibited state, 
albeit at the cost of the premise of step-pinning due to irreversible adsorption.  In this case, one would 
expect the rate of decrease in the surface density of pOPAR to be proportional to the number of 
remaining molecules: i.e., an initially rapid decrease followed by an asymptotic approach to an 
unpoisoned surface.  This predicted recovery is not apparent in Fig. 4.10, though confounding effects 
such as our ability to completely exchange the growth solution make definitive conclusions impossible. 
Incorporation of pOPAR by the growing surface is supported by previous work from our group, which 
showed the incorporation of fluorescently labeled OPN and OPN peptides into COM crystals.15,29  More 
recently, incorporation of an OPN peptide into calcium oxalate dihydrate crystals was demonstrated 
using the same method30.  We therefore propose an alternative to the hypothesis proposed by De Yoreo 
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et al. of a finite lifetime of inhibitor molecules on growth faces17.  In our picture, pOPAR molecules 
bind nearly irreversibly to step-risers on {010} COM faces, accounting for the pinning seen by atomic 
force microscopy.  The step curvature resulting from this pinning results in a decreased growth velocity 
via the Gibbs-Thomson effect, in accordance with the C-V model.  A new steady-state density of 
pinning sites (and therefore a constant reduced growth velocity) is achieved by a balance between 
incorporation of pOPAR molecules by propagating steps, resulting in their removal from the growth 
surface, and the adsorption of additional pOPAR molecules onto newly created surfaces.   
Future experiments over a range of inhibitor concentrations and calcium oxalate supersaturations, and 
involving a variety of inhibitors, will test the validity of our model. 
4.5 Conclusions 
The Cabrera-Vermilyea has been successful in explaining the inhibition of crystallization in many 
systems in terms of the pinning of growth steps by strongly adsorbed impurities.  However, the 
irreversible adsorption required to pin steps is in seeming contradiction with the observation that the 
degree of inhibition is proportional to the concentration of inhibitor available in solution.  By examining 
the recovery of calcium oxalate surfaces from poisoning by pOPAR, a phosphopeptide of osteopontin, 
we are able to gain insight into the inhibition mechanism.  To our knowledge, this is the first 
quantitative study of the recovery of growth steps from impurity-pinning.  Specifically, we find that 
poisoning by added pOPAR is rapid relative to the time required for recovery to an uninhibited state 
after pOPAR is removed, but full recovery does occur.  Moreover, after removal of pOPAR from the 
growth solution, the acceleration of step speeds is initially low, and increases over time.  These results 
are consistent with a model31 in which the degree of inhibition is dependent on the density of inhibitor 
molecules adsorbed on the surface, in accordance with the C-V model, but in which the steady-state 
density results from a balance between the rate of adsorption and rate of incorporation into the growing 
crystal, rather than a balance between adsorption and desorption, as is often assumed. 
This work will provide an improved understanding of the mechanism of crystallization inhibition in this 
system and may have applications to a wider variety of commercially and biologically important growth 
processes.  In addition, our increased understanding of the role of osteopontin and derived peptides may 
be useful for the design of therapeutic agents for the treatment of kidney stones. 
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Chapter 5: Regrowth of calcium oxalate etch-pit on {100} faces 
5.1 Background   
Calcium oxalate monohydrate ((CaC2O4·H2O, hereafter referred to as COM) is major component of 
kidney stones. Understanding the interactions between COM crystal surfaces and macromolecular 
inhibitors that are known to control kidney stone formation may lead to the design of therapeutic agents 
for the prevention of kidney stones. Various studies have been performed to characterize COM crystals 
formed in the presence of a range of natural and synthetic macromolecular inhibitors to achieve insight 
into the molecular mechanisms of the important impurity-crystal interactions 1,2,3.  A number of 
elements present in urine can play a preventive role in the formation of COM stones. Osteopontin 
(OPN), a urinary protein, has been shown to inhibit the in vitro crystallization of COM1,4. In kidneys it 
is said to control the urinary calcium oxalate deposits by preventing the formation of kidney stones5. 
Significantly modified growth habits of COM crystals grown in the presence of OPN have been 
demonstrated3.  In the case of COM, OPN preferentially binds to the edge between {100} and {121} 
faces3. Post-translational modifications which increase the acidity of a protein, e.g., phosphorylation in 
the case of OPN6, have been shown to increase the growth-inhibiting effect4,6,7. In order to get more 
information about which parts of OPN play an significant role in the COM-growth-inhibiting 
mechanism, peptides corresponding to different sequences of rat OPN have been created and studied in 
our laboratory.  
In order to study the effect of inhibitors on COM growth, we would ideally image step flow on all 
individual faces expressed during growth.  For{100} faces of COM the high surface density of calcium 
ions on these faces is thought to result in a net positive charge and a strong interaction with anionic 
macromolecules.8 Previous studies in our laboratory have used confocal microscopy9 and molecular 
dynamics (MD) simulations10 to show that increased peptide phosphorylation results in more effective 
growth inhibition. However, although the presence of growth hillocks of COM {100} surfaces have 
been observed in air and supersaturated CaOx11, we typically do not see clear examples of these 
features in our studies. This prevents us from directly imaging step motion on {100} faces using the 
atomic force microscope (AFM).   
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Guo et al.12 demonstrated a method in which they dissolved COM surfaces with water or undersaturated 
solution to form elongated hexagonal pits with perimeters typically defined by {121} and {010} planes 
oriented along the [001] direction as shown in Fig. 5.1. When an etched surface is placed in 
supersaturated calcium oxalate (CaOx ) solution, the pits gradually disappear due to growth of the 
bounding surfaces. 
In this study, we used the same method to investigate the re-growth of etch-pits on COM {100} faces in 
the presence of poly(aspartic acid) (poly-ASP) and a peptide based formed from residues of rat bone 
OPN with different degrees of phosphorylation (P0 [SHESTEQSDAIDSAEK], P3 
[pSHEpSTEQSDAIDpSAEK] and pOPAR[pSHDHMDDDDDDDDDGD]) at two different 
concentrations (5 µg/ml and 10 µg/ml) in supersaturated CaOx solutions. This method permitted real-
time observations of pit-filling using the atomic force microscope (AFM).  Along with changes in the 
ratio of inhibition in the two main directions of the etch pits, this also gives us information on the 
interaction of these peptides with {121} faces, which we could not study otherwise, as these faces are 
not typically expressed in an orientation accessible to atomic force microscopy.   
 
 
Figure 5.1 AFM deflection image (2 µm × 2 µm) of etch pits on a COM (100) surface. The pits 
were formed by immersion in pure water for about 20 minutes. The etch pits have a typical 
length of ~ 150 nm along the [001] direction and ~ 50 nm along the [010] direction. 
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5.2 Method  
5.2.1 Sample Preparation 
COM crystals grown on glass substrates as described in Section 4.2 were immersed in deionized water 
for 20 minutes to create etch-pits.  The crystals were then separated with a plastic spatula from the 
substrate. The crystals were removed from solution by filtration through polycarbonate membrane 
filters with 13 mm diameter and 0.8 µm pore size (VWR 28158-125) mounted in a 13 mm Swinney 
plastic filter holder (Pall corp. 4317). After filtration, the membrane was dried for 2 hours at room 
temperature. A glass substrate was coated with UV-curable optical adhesive (Norland optical Adhesive 
81), and partially cured. The membrane with COM crystals was brought into contact with the partially 
cured substrate surface. After removing the membrane, the substrate was cured for an additional 15 
minutes, fixing the crystals firmly, mounted onto an AFM specimen holder.  
All experiments were done in our lab using a MultiMode AFM with Nanoscope IIIa controller with 
CaOx growth solutions of 0.235 mM concentration.  Imaging was performed in contact mode using a 
glass fluid cell (Digital Instruments) at ambient temperature (approximately 30 °C in the fluid cell).  
The sample was then transferred to the AFM sample stage with fluid cell for in-situ imaging. Freshly-
prepared supersaturated CaOx solutions were used for each growth experiment. Soon after the fluid cell 
was filled with the working solution, contact-mode imaging was performed at scan rates between 2.0 
and 2.5 Hz. Using two syringes, one to inject fresh solution and one to withdraw solution, the working 
solution was refreshed at 5 minute intervals to maintain a relatively constant supersaturation in the fluid 
cell.   
5.2.2 Image Analysis 
Fig 5.2 shows an example of etch-pit regrowth due to a supersaturated CaOx solution of 0.235 mM 
concentration.  A clear change in each pit's circumference as a function of time due to a gradual pit 
filling can be seen in the image sequence from (a) to (d).  Measurements of the pit circumference as a 
function of time can be used to measure the growth rate. In order to measure this accurately, image 
processing was performed using a set of custom-written macros in ImageJ (NIH). 
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Figure 5.2 Sequence of AFM deflection images (2 µm × 2 µm) showing etch-pit regrowth of a 
(100) COM surface in the presence of 0.235 mM CaOx. 
In order to accurately measure the circumference of the pits, it is necessary to clearly define the 
boundaries of the pits.  Because the surfaces of a pit, by definition, lie below the plane of the crystal 
surface, the region inside the pit can be selected as the set of image pixels whose height lies below that 
88 
 
 
 
plane. However, the crystal surface is not necessarily coplanar with the image plane. Therefore, we 
must first perform a local tilt correction in the region surrounding a pit. We select a “region of interest” 
(ROI) around an individual pit as shown in Fig. 5.3 (b). The values of the corner pixels are used to 
determine a best-fit plane, which is subtracted from the values of all pixels within the ROI using a 
custom macro (and a constant offset added to leave the overall height similar to the original image).  
We then apply a threshold to the ROI to identify all points below the corrected image plane, which are 
assumed to be part of the pit. In practice the pit dimensions are relatively insensitive to the precise 
threshold value used. In Fig. 5.3 (c), all pixels below the chosen threshold are coloured red. To measure 
the pit, the “magic wand” tool in ImageJ is used, which selects the region at or below the threshold 
value, and returns the area and circumference of the region. These measurements are repeated on a 
series of images of a given pit obtained while the sample regrows.   
 
 
 
 
Figure 5.3 Steps in measuring dimensions of etch pits. (a) Raw AFM height image (1.25 µm × 1.25 
µm). (b) An ROI defined around a single etch pit. The region within the ROI has been tilt-
corrected by a plane fit. (c) Thresholded data used for the measurement of the etch-pit area and 
circumference. 
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5.3 Measurements 
Measurements of the change in the area of an etch pit as function of time can be used to quantify the 
regrowth rate. As seen in Fig. 5.2, the pit area clearly decreases throughout the experiment, and pits are 
eventually filled completely. Fig. 5.4 plots the area of several etch pits as a function of time in the 
presence of 10 µg/ml of pOPAR. 
 
Figure 5.4 Change in pit area as function of time for etch-pit regrowth in the presence of 10 
µg/ml of pOPAR at 0.235 mM CaOx concentration. 
As seen in Fig 5.3, not all pits have the same area.  As a result, smaller pits will be filled in completely 
before larger pits.  In a previous study by Guo et al.12, the authors chose to analyze etch-pits of similar 
initial size. As a result it is difficult to compare measurements for different etch pits in the presence of 
different inhibitors, or even in the presence of the same inhibitor.  In this work, we calculate a growth 
rate that is independent of initial pit area as described below. 
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Figure 5.5 Etch-pit filling schematic with (a) indicating the apparent growth Δx and (b) 
showing a cross-sectional view of a re-growing pit. 
We begin by measuring the total perimeter of the pit. Figure 5.5 shows a schematic in which the 
perimeter of a pit is given by  
P = L1 + L2 + L3 + L4+ L5+ L6                                 
where Li refers to the different sides. As the pits re-grow, the boundaries move in by an average 
distance Δx , resulting in an area change 
ΔA = – P Δx. 
From this, we can calculate an average growth rate, which is independent of initial pit area, in the plane 
of the (100) surface as   
G = Δx / Δt = (Δ A / P) / Δt 
The re-growth rate of etch pits in the presence of 10 µg/ml  pOPAR is plotted as a function of time in 
Fig 5.6.  Aside from initial transient behavior in the first 15–20 minutes, the growth rate was relatively 
constant. Relative to the case with no additives, we found that the additives tested decrease growth, with 
relative efficiency pOPAR>poly-ASP>P3>P0 , Table VII summarizes all the growth-rate data from 
etch-pit re-growth rates for the different concentrations of peptides used for this work. 
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Figure 5.6 Etch pit regrowth rate as a function of time for growth in the presence of 10 
µg/mL of pOPAR at a growth concentration of 0.235mM of CaOx. 
 
Table IX  Pit filling rate for all the additives in this work. 
Peptide Pit filling rate (pm/s) 5 µg/ml Pit filling rate (pm/s) 10 µg/ml 
P0 2.23 ± 0.70 1.68 ± 0.54 
P3 1.84 ± 0.77 1.29 ± 0.39 
Poly-ASP 1.64 ± 0.81 1.02 ± 0.66 
pOPAR 1.59 ± 0.57 0.75 ± 0.33 
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5.4 Discussion 
When immersed in deionized water, elongated pits oriented along  the <001> direction are formed on 
the (100) face of the COM crystal. Their pits are predominantly bounded by {010} and {121} planes, as 
indicated by a shape and orientation matching those of the bulk crystal. Many of these features contain 
one angle of 72°, exactly the angle between family of <1 �  2  1 �> and < 1 �  2 �  1 �> planes intersecting the 
(100) face, which reflects the symmetry for the bulk crystal.11,13  
Guo et. al.12 studied face-specific growth and dissolution rates on COM (100) surfaces with AFM by 
observing the evolution of surface pits. They demonstrated that polyaspartate (poly-ASP) is an effective 
inhibitor of COM crystal growth. The authors further found that the poly-ASP macromolecules exerted 
a greater influence on growth in the <001> directions, seemingly due to adsorption to the {021} and 
{001} surfaces of the COM crystals.  Previous studies in our group using fluorescently labeled peptides 
have shown that P0 and P3 adsorb to the {100} face of COM9. Another group member has been 
investigating the effect of pOPAR on {100}, {010} and {121} faces using classic molecular dynamic 
simulations combined with confocal microscopy. From these studies, it appears that pOPAR adsorbs 
most strongly to the {100}, faces, less strongly to {010} faces, and least to {121} faces10. 
In this work, a monotonic decrease in pit area with time was observed in 0.235 mM CaOx solution. The 
growth rate, independent of initial pit area in the plane of the (100) surface, was found to be 2.50 ± 0.42 
pm/s at 0.235 mM CaOx concentration, sufficiently slow to acquire AFM data on etch pit re-growth in a 
reasonable time frame. With fixed CaOx concentration, the effects of poly(aspartate) and peptides of 
OPN on pit re-growth on COM (100) surfaces are demonstrated in table IX. A significant decrease in 
growth rate is seen in all cases, with a larger decrease at higher additive concentrations. Complete 
inhibition of etch-pit re-growth was not observed within our experimental conditions and time scale.  
The growth rate determined here corresponds to the rate of advance of the faces bounding the etch pits. 
The numerical value of ~2.5 pm/s is similar to that expected for {010} growth faces at the same 
supersaturation, as can be inferred from the data in Chapter 4.  There, we measured typical step 
velocities of ~0.6 nm/s (see Fig. 4.8) with a spacing of ~75 nm between steps. Given the step height of 
1.4 nm (determined from AFM data, and consistent with the COM unit cell), this corresponds to a 
normal growth rate of ~11.2 pm/s.  The lower value measured here may be due to the geometry of the 
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pits (i.e., multiple growth faces in a nearly-enclosed volume, resulting in enhanced depletion within the 
pits). 
In order to determine the peptide sequences responsible for the inhibition of COM by OPN, our group 
has studied the effects of separate 16-amino acid sequences of the OPN molecule on growth of 
COM.10,14 Molecular dynamics (MD) simulations have been used to predict the adsorption of 19 
peptides, each with 16 amino acids, covering the entire OPN molecule onto the {100} face of 
hydroxyapatite15. Moreover, the importance of degree of phosphorylation of the OPN 220–235 
sequences has been examined.  A phosphorylated aspartic/glutamic acid-rich sequence synthesized to 
contain zero, one or three phosphorylations (P0, P1, P3) has been shown to have an effect on growth of 
the {100} faces of COM that increases with the degree of phosphorylation. 
The OPN 65–80 sequence contains a poly(aspartic acid) sequence of OPN, and is thought to have a 
strong affinity to anionic COM faces. In this study we examine the effects of these subsequences of 
OPN in an attempt to better understand the inhibitory mechanism due to OPN. MD simulation suggests 
that the degree to which each peptide inhibits the growth of {100} faces is dependent on the phosphate 
content of peptide. Phosphorylated peptides form more stable contacts with the crystal surface.15 These 
results indicate greater adsorption of P3 compared to P0, and the results for the present work are in 
good agreement with this claim: our pit filling data show that P3 has a higher effect on the growth rate 
than does P0 for COM {100} surfaces. We have demonstrated that of the 16-residue peptides studied, 
pOPAR shows the maximum effect. Along with being a phosphorylated peptide, it is an aspartic acid 
rich section of OPN, which is consistent with higher adsorption onto the etch-pit surfaces, consequently 
reducing the etch-pit filling rate.   
5.5 Summary  
Previous work in our laboratory 3,10,14,15 has suggested that a synthetic peptide corresponding to amino 
acids 220-235 of rat bone OPN adsorbs selectively to {100} faces and preferentially inhibits growth in 
<100> directions (perpendicular to {100} faces). Due to lack of visible growth features such as growth 
hillocks, direct AFM imaging of growth on the COM {100} surfaces was not feasible.  Instead, COM 
crystals were dissolved in pure water for ~20 minutes to form elongated etch pits oriented along the 
[001] direction and having perimeters defined mostly by {010} and {021} planes, but in addition to 
94 
 
 
 
that, the presence of different families of planes such as {021}, {120} cannot be overlooked.  Gradual 
regrowth of these pits was observed in the presence of supersaturated CaOx solution. Guo et al.12  had 
previously used this method to study the effect of the polymeric additives poly(aspartate acid) and 
poly(glutamate acid) on COM (100) faces, but in contrast to their work, in which the rate of change of 
pit area is quoted, we calculate a growth-rate that is independent of initial pit area.  
In this work, we demonstrated the effect of peptides of OPN (P0, P3 and pOPAR) and poly-ASP on 
etch-pit filling on COM {100} surfaces.  Inhibition of overall growth rate by additives altered the pit-
filling rate compared to control experiments in the absence of polymer.  We have demonstrated that the 
16-residue length pOPAR molecule shows the maximum effect on the etch-pit re-growth rate among 
the selection of additives we studied. Along with being a phosphorylated peptide, it is an aspartic acid 
rich section of the OPN which is consistent with its higher adsorption to growth surfaces, consequently 
reducing the etch-pit filling rate. Molecular dynamics simulations have shown a greater adsorption of 
P3 compared to P016, and the results of this work are in good agreement with the claim.  
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Chaper 6: Conclusion 
In my first project I studied solid-solid phase transitions in normal alkanes.  The normal alkanes often 
exhibit complicated phase behavior, with phase diagrams containing multiple solid phases. This work 
shows the study of a curious pattern of twinned domains seen in one phase of tricosane (C23H48): the 
rotator RV phase, a monoclinic arrangement of tricosane molecules without orientational order. We 
studied solid-solid phase transitions involving this phase using X-ray diffraction, as well as by optical 
and atomic-force microscopy. Transitions between this polymorph and the orthorhombic RI rotator 
phase lying at higher temperatures preserve features at the molecular level, and thus represent a 
diffusionless, martensitic-like transformation, similar to those seen in certain metal alloys. Since the 
transition occurs at convenient temperatures, and because the tricosane molecules are large relative to 
metal atoms, the transitions are slow enough to be easily studied. Optical and atomic-force microscopy 
imaging reveals that the RV structure is highly twinned, exhibiting a prominent arrangement of ridges 
arranged in domains bounded by two types of twin planes. Using the information from X-ray diffraction 
and optical microscopy, the structure of the monoclinic rotator phase was determined. This work has 
shown that the transition from the RV phase to and from the RI phase preserves both the macroscopic 
domain structure on length scales of 10s of µm, and microscopic molecular features on nm scales, made 
possible by the very similar densities of the two phases. We also presented a simple mechanical model 
to explain the length scale of the twinned domains in terms of a competition between mechanical stress 
and the interfacial energy of the domain boundaries 
I performed an initial investigation of this twinning effect in pentacosane (C25H52 ) and found similar 
results. Future studies might continue this work, or explore the combined C23/C25 system. 
In my second project, I investigated the effect of certain proteins on the crystallization of calcium 
oxalate monohydrate (COM), the primary constituent of most kidney stones.  Certain proteins, such as 
osteopontin (OPN), inhibit stone formation, but the molecular-scale details by which they act is poorly 
known.  The inhibition of crystallization due to adsorbed impurities is usually explained in terms of a 
model proposed in 1958 by Cabrera and Vermilyea.  In this model, impurities adsorb to growth faces 
and pin growth steps, forcing them to curve, thus impeding their progress via the Gibbs-Thomson 
effect.  In order to determine the role of OPN in the biomineralization of kidney stones, crystal growth 
on the {010} face of COM was examined in real time with atomic force microscopy in the presence of a 
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synthetic peptide referred to as pOPAR, corresponding to amino acids 65–80 of rat bone OPN.  We 
observed clear changes in the morphology of the growth-step structure and a decrease in step velocity 
upon addition of pOPAR, which suggests adsorption of this molecule on the {010} growth hillocks.  
Experiments in which pOPAR was flushed from the growth cell by a supersaturated calcium oxalate 
solution showed that COM hillocks are able to fully recover to their pre-inhibited state.  Our results 
suggest that recovery occurs through incorporation of the peptide into the growing crystal, rather than 
by desorption from the growth face, as assumed by other researchers.  This work provides new insights 
into the mechanism by which crystal growth is inhibited by adsorbants, with important implications for 
the design of therapeutic agents for kidney stone disease and other forms of pathological calcification. 
Unlike the {010} faces, growth features were not typically observed on {100} surfaces. To study the 
effect of the polypeptides on the {100} faces, we partially dissolved these faces in pure water to form 
elongated etch pits. Regrowth of these pits was observed in real time by atomic-force microscopy in the 
presence of saturated calcium oxalate solution.  The effects on the re-growth rate of peptides of OPN 
(P0, P3 and pOPAR) and poly(aspartate acid) were tested. The 16 residue length pOPAR molecule 
shows the maximum effect on the etch-pit re-growth rate among the selection of additives we studied. 
Along with being a phosphorylated peptide, it is an aspartic acid rich section of the OPN, which is 
consistent with its higher adsorption to growth surfaces, consequently reducing the etch-pit filling rate.  
Studies of calcium oxalate crystallization are continuing in our laboratory. Effects of these protein 
additives on the {100} surface are being extensively studied using atomic force microscopy. 
Meanwhile, additional experiments to validate the hypothesis of protein incorporation into the growing 
crystal are being performed. Using different techniques of crystal growth it is possible grow crystals in 
which {121} and {021} surfaces are accessible to the AFM, thus allowing one to examine the growth 
process on these faces in the presence of inhibitors.  
 
 
99 
 
 
 
Appendix A: Twinning pattern in C25 
We have also performed preliminary optical imaging of C25 crystals and observe a twinned pattern 
similar to that seen for C23.  Fig. A.1 show the occurrence of the pattern formed between 47 ° C to 49 
°C during slow heating of the C25. The pattern is very similar to the one observed in C23, but not as 
distinct. 
 
Figure A.1 Optical microscopy images showing the twinning pattern observed in n-pentacosane. 
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Appendix B:  Detailed calculations for the conceptual model for crystal 
twinning 
We observed the entire sample, aside from occasional small regions, twinned in a single 
thermodynamically stable monoclinic phase.  Consider the Fig. B.1 showing a cross-section of a 
twinned region perpendicular to the ridges, with twin axes (dotted lines) and crystal surfaces (solid 
lines) identified for a single domain (shaded region). 
 
Figure B.1 Illustration showing a cross-section of a twinned region perpendicular to the 
ridges, with twin axes (dotted lines) and crystal surfaces (solid lines) identified for a single 
domain (shaded region). 
 
There are two energies of primary importance: the strain energy and twin plane energy. For the strain 
energy, consider Fig. B.2 (a) for the formation of a single trapezoidal domain. 
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Figure B.2 Illustration showing formation of the single domain of twinned region in C23. 
 
As shown in Fig. B.2 (b), consider each trapezoidal as divided into small slabs, each with vertical length 
h and thickness dx. 
The Young's modulus of a material can be used to calculate the force F it exerts under a specific strain. 
From the definition of young’s modulus, we can write for our case, 
𝐸 =  𝐹 𝐴⁄
∆𝐿 𝐿0⁄
= 𝐹 𝑤𝑑𝑥⁄
𝑦 ℎ⁄
, 
so that 
 
(1)  
𝐹 = 𝑤𝑑𝑥𝐸 𝑦
ℎ
 , 
 
(2)  
where E is the modulus of elasticity, A = w dx is the original cross-sectional area through which the 
force is applied with w length of the ridge, ∆L= y is the amount by which the length of the object 
changes and 𝐿0 = ℎ is the original length of the object. 
So from Fig. B.2 (b), the work W of stretching the slab of thickness dx, is 
𝑑𝑊 = 𝑤𝑑𝑥 𝐸
ℎ
� 𝑦 𝑑𝑦𝑥 tan𝜃
0
= 𝑤𝑑𝑥 𝐸
ℎ
 𝑥2tan2𝜃2 , (3)  
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where, θ ~ 90 – β is the inclination of the ridge. So the total mechanical energy of a single trapezoidal 
region will be 
𝐸𝑠𝑡𝑟𝑎𝑖𝑛 = 𝑊 =  � 𝑤𝑑𝑥 𝐸ℎ  𝑥2tan2𝜃2𝑎 4⁄−𝑎 4⁄ =  1192𝑤 𝐸ℎ tan2𝜃𝑎3. 
 
(4)  
Here, each trapezoid corresponds to half of a ridge, and that strain energy is minimized if the center of a 
trapezoid is unstrained, with the maximum strain of 𝑙 𝑡𝑎𝑛𝜃/4ℎ at either end. As a result, the total elastic 
energy for the region of extent a along the x-axis as well as w along the z-axis, which contains 2𝑙 𝑎⁄  
trapezoidal domains will be 
𝐸𝑠𝑡𝑟𝑎𝑖𝑛 = 1192𝑤 𝐸ℎ tan2𝜃𝑎3 2 𝑙𝑎 = 196𝑤 𝐸ℎ tan2𝜃𝑎2𝑙. 
 
(5)  
Now, if each twin boundary has the interfacial energy of 𝛾 per area, the energy per unit length along z-
axis of 2 𝑙 𝑎⁄  boundaries has a twin-plane energy of, 
𝐸𝑡𝑤𝑖𝑛 = 2𝑤 ℎ 𝛾 𝑙𝑎. 
 
(6)  
Thus total energy will be 
𝐸 =  𝐸𝑠𝑡𝑟𝑎𝑖𝑛 +  𝐸𝑡𝑤𝑖𝑛 =  196𝑤 𝐸ℎ tan2𝜃𝑎2𝑙 +  2𝑤 ℎ 𝛾 𝑙𝑎.   
 
(7)  
Energy minimization then suggests 
𝑑𝐸
𝑑𝑎
=  196𝑤 𝐸ℎ tan2𝜃 2 𝑎 𝑙 −  2𝑤 ℎ 𝛾 𝑙𝑎2  = 0  
 
(8)  
for equilibrium.  Thus, 
𝑎3 = 96 ℎ2𝛾
𝐸 tan2𝜃. 
 
(9)  
103 
 
 
 
The typical values of the wax crystals in our case are  ℎ ≈ 20 µm and 𝑎 = 1 µm , which allow us to 
predict 𝛾 𝐸⁄ ≈ 4 ×  10−13m. 
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