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ScienceDirectConnections and interactions among distributed brain areas are
increasingly recognized as the basis for cognitive operations and
a diverse repertoire of behaviors. Analytic advances have
allowed for brain connectivity to be represented and quantified at
multiple levels: from single connections to communities and
networks. This review traces the trajectory of network
neuroscience, focusing on how connectivity patterns can be
related to cognition and behavior. As recent initiatives for open
science provide access to imaging and phenotypic data with
great detail and depth, we argue that approaches capable of
directly modeling multivariate relationships between brain and
behavior will become increasingly important in the field.
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Introduction
Contemporary theories emphasize the role of interactions
among distributed neuronal populations and brain areas
in enabling flexible cognitive operations and complex
behavior [1,2]. Recent innovations in noninvasive imag-
ing techniques have resulted in comprehensive network
maps of the anatomical connections among neural ele-
ments (connectomes) [3], as well as the simultaneous
recording of patterned neural activity. By rendering the
brain as a network of nodes and edges, analytic advance-
ments in network science and statistics can be used to
represent and quantify the structural and functional con-
nectivity of the brain and to make inferences about its
organizational properties [4].www.sciencedirect.com These technological and theoretical advances have coin-
cided with several national and global initiatives for the
creation of large repositories of high-quality and openly
shared neuroscience data [5,6,7,8] resulting in resources
that are unprecedented in terms of accessibility, detail and
depth [9,10,11,12]. For neuroscience, the arrival of such
‘big data’ presents not only serious challenges for neuroin-
formatics, statistics and computing [13] but it also creates
fundamentally new opportunities for analysis and discov-
ery. Complex neurobiological questions concerning, for
example, the anatomical basis of neuronal communication
and dynamic brain activity, the genetic factors driving
behavioral differences or disease processes, or the network
mechanisms underpinning cognition and behavior can now
be attacked from new conceptual angles by integrating
across rich multi-modal data sets. Quite naturally, these
approaches eschew overly simple and reductionist expla-
nations of neurobiological phenomena and instead embrace
the multi-scale complexity of ‘network neuroscience’.
A case in point is a long-standing problem in systems and
cognitive neuroscience: identifying the brain basis of
behavior. In the present review, we chart how the in-
creasing richness and complexity of neuroscience data has
gradually changed the scope of studies on brain-behavior
relations from an early focus on regions, to connections
and pathways, and more recently to networks and distrib-
uted components (Figure 1). We first describe the shift in
focus from activity within individual areas to connectivity
between distributed areas. We then review advances in
network modeling methods, with an emphasis on modular
networks and the role of topology. Finally, we review
recent data-driven studies looking at large-scale, multi-
variate associations between brain network connectivity
and behavioral phenotypes. We speculate that the con-
fluence of technological and analytic advances, together
with the unprecedented scope and availability of imaging
and phenotypic data, will drive increasing demand for
analysis and modeling approaches that can capture the
multivariate nature of brain-behavior relationships.
From regional activations to connectivity
The initial focus of analytic strategies in human neuro-
imaging was on identifying reliable task-dependent signal
changes for individual voxels or electrodes. Formulating
analyses in this way allowed investigators to assess the
degree to which an individual brain area specializes for a
particular function [14]. This regional approach capital-
ized on well-developed statistical frameworks for mass
univariate analysis of brain data and ushered in a new eraCurrent Opinion in Neurobiology 2016, 40:1–7
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A range of methods for relating brain measures to
behavior. Activation studies examine relations between localized
changes in signal amplitude and specific behaviors. Connectivity
based studies take into account how communication between
distributed areas contributes to individual behaviors. Network
modeling methods, emphasizing modularity and the role of network
topology, enable the discovery of particular subsystems and how
these subsystems relate to behavior. Multivariate statistical models
aim to directly model the relationship between distributed connection
patterns and combinations of cognitive-behavioral phenotypes.of ‘brain mapping’ that invigorated inquiry into localized
substrates of specific cognitive and behavioral capacities.
However, a purely regional and univariate approach does
not explicitly address the possibility that communication
between distributed populations contributes to cognition
and behavior, and that such contributions may occur even
in the absence of overt changes in regional activation.
Noninvasive imaging has also allowed mapping of cogni-
tive functions and behaviors to connectivity between
distributed areas, usually estimated in the form of bivari-
ate interactions. Anatomical white-matter connections are
reconstructed from diffusion weighted imaging using
computational streamline tractography, while functional
interactions are computed as statistical dependencies
between neuronal time series. Interest in modeling in-
ter-regional connectivity has driven the development of
new statistical techniques, as well as the application of
established techniques from other fields [15], including
structural equation modeling, partial least squares,
psychophysiological interactions and dynamic causal
modeling. These techniques have demonstrated that
functional interactions among brain areas are involved
in a wide range of cognitive domains and correlate with
performance, including cognitive control [16,17], learning
[18], memory [19], attention [20], reward processing [21]
and language [22]. Connectivity-based biofeedbackCurrent Opinion in Neurobiology 2016, 40:1–7 studies have demonstrated that participants can be
trained to self-regulate specific functional connections,
resulting in desirable behavioral changes, such as in-
creased subjective emotional valence ratings [23]. Finally,
the role of specific connections in explaining individual
differences in behavior extends to anatomical white mat-
ter pathways, as demonstrated by observed correlations in
the coherence of a specific tract and reward and choice
behavior [24].
An important challenge for studies that relate behavior to
activity in a single area or to a specific connection is
degeneracy: a particular region or connection may be
engaged in multiple cognitive or behavioral contexts
[1,25]. Meta-analytic databases and tools such as Brain-
Map [26] and NeuroSynth [27] aggregate data from
thousands of neuroimaging experiments and allow inves-
tigators to derive and assess cognitive ontologies. These
meta-analyses can not only be used to draw inferences
about regional specialization, but also to estimate how
often and in which contexts specific pairs of regions tend
to co-activate. Importantly, cortical regions that specialize
for similar tasks tend to display stronger intrinsic functional
connectivity, indicating that meta-analytic co-activation
can be used as a proxy for functional connectivity [28]
(Figure 2a). A recent study applied unsupervised statistical
learning to BrainMap-derived co-activation patterns of the
striatum [29] (Figure 2b). The authors found that the
striatum could be partitioned into five zones with distinct
co-activation patterns to the rest of the brain and equally
distinct cognitive functions. These studies are part of a
growing literature showing that co-activation and connec-
tivity patterns are mutually predictive, and that both are
strongly linked to cognitive-behavioral phenotypes.
From connectivity to modular networks
Although individual connections contribute to a diverse
set of cognitive functions, there is a growing consensus in
the field that brain areas maintain consistent functional
interactions with multiple areas and operate as part of
large-scale systems. Intrinsic connectivity or resting state
networks (RSNs) are distributed components or commu-
nities of regions that tend to fluctuate coherently in the
absence of any overt task or experimental manipulation.
RSNs have proven to be a remarkably reproducible aspect
of the brain’s functional architecture and can be derived
by multiple methods, including independent component
analysis [30], community detection [31] and clustering
[6]. Considering brain function from the perspective of
modular networks transcends single nodes or edges, em-
phasizing the collective, organized operation of entire
cognitive systems [32].
Importantly, these large-scale systems have a distinct
functional character and strong links to specific cognitive
domains [33]. An emerging body of literature suggests that
the cooperative and competitive relationships betweenwww.sciencedirect.com
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Using co-activation patterns to study functional specialization. (a) Shows the results of a meta-analysis of co-activation patterns. The analysis
derives cognitive components, each of which is associated with a distribution of tasks and activations. Top: the probability of tasks recruiting
different components. Bottom: the probability of a component activating particular voxels. (b) Top: A cluster analysis of corticostriatal co-
activation patterns found five distinct zones within the striatum. Bottom: Each zone was associated with distinct cognitive functions and co-activity
patterns. (a) reproduced from [28], (b) reproduced from [29] with permission. Regional abbreviations in (b) are as follows: ventral striatum (VS),
anterior putamen (Pa), posterior putamen (Pp), anterior caudate (Ca), posterior caudate (Cp).RSNs are also associated with cognitive outcomes
[34,35,36,37]. Network components derived from task-
driven functional co-activations recapitulate RSNs, regard-
less of whether they are defined in terms of independent
components [38] or modular communities [36]. Likewise,
RSNs are highly correlated with task-evoked functional
networks across a wide range of tasks [39,40] (Figure 3a).
Altogether, these studies suggest that RSNs reflect com-
monly-occurring functional interactions and may represent
an intrinsic architectural configuration [41].
However, an emerging literature also shows that network
modules are not fixed, but instead continually evolve and
reconfigure across time and cognitive states. During rest,
functional networks appear to alternate between highly
modular configurations with distinct boundaries between
modules, and less modular configurations where regions
of one module (e.g. the default mode network) associatewww.sciencedirect.com with regions in another (e.g. in attentional and control
systems) [42]. During tasks, the rearrangement of func-
tional interactions often follows a characteristic pattern.
For instance, during sensorimotor learning, a core of
unimodal systems (visual and motor) remains stable
and becomes increasingly autonomous, while multimod-
al, polysensory networks become more flexible, gradually
relinquishing control over unimodal systems [43,44].
These data suggest that, while modular RSNs are a
characteristic feature of the functional architecture over
long time scales, strict modularity must be broken and
modular components reconfigured to accomplish specific
tasks. Consistent with the notion of degeneracy, the
functional contribution of these components is deter-
mined by the network context [1] through a relational
code [45]. Consonant with this view it is worth noting
that, while some RSNs have been strongly associated
with specific cognitive domains (e.g. visual, saliency,Current Opinion in Neurobiology 2016, 40:1–7
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Modular structure of brain networks across rest and tasks. (a) Top: group-averaged functional connectivity matrices during rest and during
64 cognitive tasks. The close correspondence between the two suggests that both rest- and task-based functional connectivity patterns reflect
commonly-occurring interactions and represent an intrinsic functional configuration. Bottom: community detection of rest- and task-based data
identifies similar modules. (b) A network analysis of meta-analytic functional co-activation patterns. Left: nodes with many inter-module
connections (connector hubs) increase in activity during tasks associated with more cognitive functions, while nodes with few inter-module
connections (provincial hubs, peripheral nodes) do not. Right: Similarity in distributions of connector nodes (left) and voxels associated with many
cognitive functions (right) suggests that areas with many inter-module connections are required to integrate information during complex tasks. (a)
reproduced from [39], (b) reproduced from [52] with permission.default, control), a definitive single-scale map is unlikely to
emerge. Indeed, data-driven decompositions of functional
connectivity networks identify elementary patterns that
are spatially and temporally overlapping [46] and modularCurrent Opinion in Neurobiology 2016, 40:1–7 structure that spans multiple scales [47,48], possibly form-
ing a hierarchy of nested components. Such organization
defies ‘neo-phrenological’ attempts to unambiguously par-
tition and label cognitive territories across the brain.www.sciencedirect.com
Bridges between brain and behavior Misˇic´ and Sporns 5Finally, the network-based, modular framework permits a
quantitative analysis of the extent to which a brain area
associates with other areas belonging to the same system,
or with areas belonging to other systems. The role of
individual nodes can be quantified by topological partici-
pation, looking at the proportion of connections an area
makes to other areas in the same system relative to other
systems [49]. Alternatively, the system participation profile
of an area can be estimated in terms of topographic inter-
section or overlap of multiple systems [50]. A number of
convergent studies find that higher-order, polysensory
areas tend to participate in multiple systems and engage
in multiple tasks [51,36,44]. A recent study showed the
propensity of a brain area to flexibly support multiple
functions depends on its topology: tasks with many con-
stituent cognitive functions elicited greater activity in areas
with many connections to multiple systems, but not in
areas with homogeneous connectivity [52] (Figure 3b).
From modular networks to multivariate
systems
While a modular view of brain networks provides a
principled way to represent the organization of brain
networks, it does not directly model the relationship
between brain connectivity and behavior. Rather, quan-
tifiable attributes of the network, modules or individual
nodes are correlated with behavioral variables post
hoc. Multivariate statistical techniques circumvent this
problem by simultaneously taking into account multiple
brain variables (e.g. connections) and multiple pheno-
types (e.g. behavioral measures), and creating a mapping
between the two data sets. As the community embraces
discovery science and data-driven approaches become
more generally accepted [5], we anticipate increased
interest in multivariate techniques capable of meeting
the complexity of neuroimaging and phenotypic data.
Techniques that map multidimensional spaces to one
another are particularly promising, as they derive combina-
tions of connections (which may be interpreted as net-
works) and combinations of phenotypes that are maximally
associated with one another. A recent study used canonical
correlation analysis to investigate the relationship between
resting-state functional connectivity and an extensive se-
lection of behavioral and demographic scales [53]. The
analysis revealed a single dominant latent variable expres-
sing a major relationship, such that ‘positive’ phenotypic
variation (greater fluid intelligence, education, life satisfac-
tion, etc.) was associated with stronger functional connec-
tivity, primarily centered on default mode areas (including
medial prefrontal and parietal cortices). Related techni-
ques, such as partial least squares, also hold much promise
as they maximize covariance rather than correlation, and
therefore do not require an initial data reduction step [54].
Finally, statistical learning can also be used to infer
structure and create links between multiple data sets.www.sciencedirect.com In a comprehensive study featuring over a thousand ge-
netic lines of the Drosophila larvae, unsupervised learning
was used to map optogenetic stimulation of individual
neurons to a set of simple behaviors, such as turning or
moving [55]. The resulting atlas probabilistically relates a
large number of individual neurons (embedded in func-
tional circuits) to a set of behavioral types. A methodologi-
cally related set of approaches uses classifiers, such as
decision trees, to decode cognitive states from whole-brain
functional connectivity patterns [56,57,58]. Another ex-
tension of these machine learning-based techniques
involves the use of connectivity patterns to identify indi-
viduals, also called ‘connectotyping’ [59,60]. An additional
appealing aspect of multivariate techniques is that they
are naturally compatible with network-based approaches.
For instance, connections that collectively co-vary with
some combination of phenotypes can be interpreted as
networks, and are amenable to graph-theoretic analysis.
Conclusion
Numerous technological advances, coupled with increas-
ingly sophisticated analytics, have ushered in a new era of
mapping neural connectivity patterns to phenotypes, par-
ticularly cognition and behavior [61,62,63]. In this sense,
connectomics is undergoing a transformation similar to
other scientific disciplines, and faces similar challenges.
For instance, an analogous challenge is posed by the
complex nature of the mapping between genotype and
phenotype [64]. The prevalence of pleiotropy and multi-
gene interactions in genotype-phenotype mappings (e.g.
[65]) mirrors the degenerate and multivariate nature of
brain-behavior relations. The nature of the problem
demands that we focus less on discrete causes and ele-
ments and instead embrace the complexity of networks. An
emerging theme in network neuroscience emphasizes
representations and models that not only embody the
topological organization of the brain, but also capture
the complex multi-scale relationships that link brain to-
pology to its origins in genetics and development, and to
the rich cognitive-behavioral repertoire it supports.
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