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 In taxonomy learning from texts, the extracted features that are used to describe 
the context of a term usually are erroneous and sparse. Various attempts to overcome 
data sparseness and noise have been made using clustering algorithm such as 
Hierarchical Agglomerative Clustering (HAC), Bisecting K-means and Guided 
Agglomerative Hierarchical Clustering (GAHC). However these methods suffer low recall.  
Therefore, the purpose of this study is to investigate the application of two hybridized 
artificial immune system (AIS) in taxonomy learning from Malay text and develop a 
Google-based Text Miner (GTM) for feature selection to reduce data sparseness. Two novel 
taxonomy learning algorithms have been proposed and compared with the benchmark 
methods (i.e., HAC, GAHC and Bisecting K-means). The first algorithm is designed through 
the hybridization of GAHC and Artificial Immune Network (aiNet) called GCAINT 
(Guided Clustering and aiNet for Taxonomy Learning). The GCAINT algorithm exploits 
a Hypernym Oracle (HO) to guide the hierarchical clustering process and produce better 
results than the benchmark methods. However, the Malay HO introduces erroneous 
hypernym-hyponym pairs and affects the result. Therefore, the second novel algorithm 
called CLOSAT (Clonal Selection Algorithm for Taxonomy Learning) is proposed by 
hybridizing Clonal Selection Algorithm (CLONALG) and Bisecting k-means. CLOSAT 
produces the best results compared to the benchmark methods and GCAINT. In order to 
reduce sparseness in the obtained dataset, the GTM is proposed. However, the 
experimental results reveal that GTM introduces too many noises into the dataset which 
leads to many false positives of hypernym-hyponym pairs. The effect of different 
combinations of affinity measurement (i.e., Hamming, Jaccard and Rand) on the 
performance of the developed methods was also studied. Jaccard is found better than 
Hamming and Rand in measuring the similarity distance between terms.  In addition, the 
use of Particle Swarm Optimization (PSO) for automatic parameter tuning the GCAINT 
and CLOSAT was also proposed. Experimental results demonstrate that in most cases, 
PSO-tuned CLOSAT and GCAINT produce better results compared to the benchmark 



















 Fitur yang diekstrak dalam pembelajaran taksonomi dari teks yang digunakan 
untuk menggambarkan konteks suatu perkataan lazimnya mempunyai kesalahan (hingar) 
dan masalah kejarangan data. Beberapa penyelidikan telah cuba mengatasi masalah 
kejarangan dan hingar dengan menggunakan algoritma pengelompokan seperti 
Pengelompokan Aglomerat Berhierarki (HAC), Pembahagi-dua K-min dan 
Pengelompokan Aglomerat Berhierarki Berpandu (GAHC).  Walau bagaimanapun,  
kaedah ini mengalami masalah perolehan kembali yang rendah. Oleh itu, penyelidikan 
ini bertujuan untuk mengkaji penggunaan dua penghibiridan sistem imun buatan (AIS) 
dalam pembelajaran taksonomi dari teks Melayu dan pembangunan alat Perlombongan 
Teks Berasaskan Google (GTM) untuk pengekstrakan fitur bagi mengatasi masalah 
kejarangan data. Dua algoritma pembelajaran taksonomi dicadangkan untuk 
mengurangkan masalah kejarangan dan hingar dalam set data. Algoritma pertama direka 
dengan menghibrid GAHC dan Rangkaian Imun Buatan (aiNet) yang dinamakan 
GCAINT (Pengelompokan Berpandu dan aiNet untuk Pembelajaran Taksonomi). 
Algoritma GCAINT mengeksploitasi Hypernym Oracle (HO) yang memandu proses 
pengelompokan berhierarki untuk menghasilkan keputusan yang lebih baik berbanding 
kaedah lain. Namun, HO bahasa Melayu ini mengandungi perkataan sebagai hipernim 
atau hiponim yang salah, justru mempengaruhi kualiti taksonomi yang terbentuk. Oleh 
itu, kaedah kedua dicadangkan iaitu penghibridan antara Algoritma Pemilihan Klonal 
(CLONALG) dengan Pembahagi-dua K-min yang dinamakan CLOSAT. Keputusan 
CLOSAT adalah lebih baik berbanding kaedah tanda aras tersebut. Demi mengurangkan 
masalah kejarangan dalam set data, GTM dicadangkan. Namun, GTM menambah 
jumlah ralat ke dalam set data yang seterusnya mewujudkan hubungan yang salah 
diantara perkataan di dalam taksonomi. Pengaruh penggunaan ukuran afiniti dengan 
kombinasi yang berbeza (seperti Hamming, Jaccard dan Rand) terhadap prestasi kaedah 
cadangan turut dikaji. Jaccard didapati lebih baik berbanding Hamming dan Rand dalam 
mengukur afiniti diantara perkataan. Selain itu, alat penalaan parameter automatik 
berasaskan Pengoptimuman Partikel Secara Berkumpulan (PSO) juga dibangunkan. 
Keputusan kajian menunjukkan bahawa dalam kebanyakan kes, CLOSAT dan GCAINT 
yang ditala PSO menghasilkan keputusan yang lebih baik berbanding kaedah lain serta 
mengurangkan masalah kejarangan dan hingar pada set data.  
