. Numerical tests indicate that the integrators obtained in this paper perform significantly better than previous integrators for common Hamiltonian systems. 
I. Introduction
Explicit symplectic integrators (SIs, singular SI) are numerical integration schemes for separable Hamiltonian systems. SIs are widely used in fields of celestial mechanics, accelerator physics, molecular dynamics, and quantum chemistry due to their structure-preserving properties and simple implementation.
Numerous SIs with increased accuracy and stability have been published since the first discovery of the fourth order SI [1] . The perhaps most acclaimed splitting composition is derived by H. Yoshida who proved that SIs of arbitrarily high even order exist and can be constructed using Lie algebra [2] . Other more recent studies on the topic of high stability SIs include force gradient schemes [3] and symplectic correctors [4] [5] . The integration order is often associated with the efficiency of numerical integration schemes. Nth order integrators have their integration error reduced by a factor k N when the time step is reduced by a factor k, making high order integrators highly favorable for small time steps. However, higher order error terms cannot be neglected for large time steps. Symplectic correctors have been proposed for eliminating high order errors of SIs, although these methods are only competitive for specific systems. The force-gradient composition has been proposed as a more efficient splitting scheme for general separable Hamiltonian systems but requires evaluation of the force gradient [3] . The force-gradient compositions benefit from all-positive splitting coefficients meaning that only forward steps are taken in phase space and are therefore referred to as a forward SIs. Non-gradient splitting methods of orders higher than two always involve negative coefficients [5] . To construct more efficient high order SIs it has been proposed that the absolute value of negative coefficients and the sum of positive coefficients should be minimized [5] . This paper presents a series of efficient fourth order SIs which are ideal for numerical integration of particle systems with quadratic kinetic energy. Additionally, some of the presented integrators exhibit higher order accuracy for systems that resemble the harmonic oscillator. The presented splitting coefficients generally have small absolute values and are therefore referred to as near-forward SIs.
II. Fundamental theorems
Consider the general separable Hamiltonian H(q, p) = V(q) + T(p) withṗ = −∂H/∂q andq = ∂H/∂p where q and p are canonical coordinates conventionally labeled position and momentum respectively. By defining z = (q, p), the time evolution of z can be expressed by [2] :
where A and B are non-commutative operators associated with T and V, and τ is the time step. A set of real numbers exist (c 1 , c 2 , ..., c k ) and
such that the time evolution of z can be approximated by a product of exponential functions [2] :
where o(τ N+1 ) denotes an error on the N + 1 order term. It is common practice to expand the exponential terms by power series with respect to τ. Lie algebra can be applied to determine the splitting coefficients which satisfy Eq. 2 exactly up to a given order. The time evolution of
is explicitly computable as [2] :
for i = 1, 2, ..., k. Note that the intermediate steps (q j , p j ),j = 1, 2, ..., k − 1, referred to as substeps, do not represent the time evolution of (q 0 , p 0 ). SIs are time reversible if the symplectic coefficients are symmetric [2] . Time reversibility implies that z (0) → z (τ) can be exactly reverted by z (0) ← z (−τ). This property is embraced throughout this paper. The symmetric composition in the form of Eq. 3 with d k = 0 is referred to as ABA [5] . If the roles of A and B in Eq. 2 are switched the time evolution is explicitly computable as:
for i = 1, 2, ..., k. The symmetric composition in the form of Eq. 4 with c k = 0 is referred to as BAB. Table 1 summarizes the symmetric structures of the ABA-and BAB-composition. Note that the c and d coefficients are consistently used in connection with the ∂T/∂p and ∂V/∂q term respectively. The computational cost of SIs is approximately proportional to the number of derivative evaluations (stages). The number of stages is defined as s = k − 1 for symmetric coefficients due to the first same as last property, which implies that the first derivative evaluation is the same as the last derivative evaluation of the previous iteration. 
III. Methods
This section first describes a decomposition method which follows directly from the composition of the simple harmonic oscillator. It is then shown that this decomposition can be used to satisfy general fourth order conditions and higher order conditions for the simple harmonic oscillator.
A single iteration from (q a , p a ) to (q b , p b ) using the s-stage BAB-composition (Eq. 4) can be expanded into:
Suppose now that ∂T (p) ∂p = p m which applies to many classical systems including the simple harmonic oscillator. Eq. 5 then yields:
where C n = c n+1 /c n and D n = −c n d n . The first same as last property allows substitution of p a by p s+1 yielding an expression that is independent of p. Eq. 6 yields significantly larger truncation errors than Eq. 5 and is therefore not suitable for practical implementation. However, Eq. 6 allows separation of τ λ terms for any order λ = 0, 1, ..., λ max where λ max is the maximum number of error terms which appear by decomposition. For instance consider the three stage decomposition expressed by the entries Q h,λ in Table 2 where h denotes the intermediate step number. This decomposition follows directly from Eq. 6. A similar decomposition can be constructed for the ABA composition. The position contribution ζ λ for each order λ is introduced as:
where s is the number of stages. The new position can then be calculated as the sum of all position contributions:
Suppose that a known function q(t) exists such that q(t 0 ) = q a and
) then q b is expressed by the power series:
(9) If the SI is of Nth order then
for any function q(t) that qualifies as a time evolution in
The simple harmonic oscillator (SHO):
is enforced by applying the conditionQ h,λ = ∂V/∂q(Q h,λ ) in Table 2 . The SHO yields the well-known analytical time evolution of q:
Using Eq. 10 where ζ 0 , ζ 1 , ..., ζ 6 are evaluated in Table 2 the following identities must be true for symmetric fourth order splitting coefficients:
Elimination of the constants a and b yields the identities:
It is readily found that the only real solution satisfying Eq. 14 is the one originally found by [1] :
A closer examination of Table 2 reveals that m, k and q a only appear as scalars of ζ 0 , ζ 1 , ..., ζ λ max the τ 0 , and that τ 2 and τ 4 separations can be expressed as in Table 3 . 
Symmetric coefficients omit odd order error terms [2] , implying that the following identities must be true to satisfy the fourth conditions for the SHO:
It has previously been shown that Eq. 16 is in fact general second and fourth order criteria [6] . This implies that splitting coefficients satisfying Eq. 10 to at least fourth order also satisfy Eq. 2 to at least fourth order. Compositions with more stages and higher order SHO criteria can be exploited for significantly reducing higher order error terms. In this sense, the higher order SHO criteria are used only as a constraint for obtaining efficient splitting coefficients for more general Hamiltonian systems.
Analytical evaluation of splitting coefficients for more than three stages quickly becomes hopeless. Instead a numerical routine has been developed to satisfy the multi-objective optimization problem with variables c and d and minimization objective κ:
where λ H is referred to as the SHO order constraint and κ λ for λ = 1, 2, ..., λ H are the minimization objectives. Numerical experiments suggest that for λ H > 5 every additional stage yields two increments of λ max and a single increment of λ H for which at least one real solution exists.
The BAB decomposition is numerically evaluated with the choice of constants in Eq. 12: a = −b = 1 and m = k = 1 corresponding to the initial conditions q a = −p a = 1. The objectives κ 0 and κ 1 are always 0 if
Additionally these identities eliminate one c and d variable from the minimization procedure. The minimization is performed using an adaptive simplex method [7] minimizing only one objective κ max = max(κ 1 , κ 2 , ..., κ λ ). Solutions are provided in the following section with minimization criteria κ max < 1e − 128 calculated using software-implemented arbitrary precision arithmetic (2048bit, 256bit exponent). Four unique sets of splitting coefficients are presented in the following section. The non-unique solutions are picked among thousands of solutions based on the sum of the absolute values of the splitting coefficients and higher order SHO errors.
IV. Results

A. Obtained splitting coefficients
Splitting coefficients with five to nine stages are presented in Table 4 in array format for convenient implementation for various programming languages.
Two different kinds of BAB solutions are evaluated:
• BAB: Solution to Eq. 10 using BAB decomposition (see Table 2 ).
• BAB': Solution to Eq. 10 using ABA decomposition with coefficients c 0 = c s+1 = 0 in Eq. 3.
The difference between the BAB and BAB' solutions is revealed by Eq. 5 where the error of p s+1 remains unaddressed for the BAB solution as opposed to BAB' solution where the error of q s+1 remains unaddressed. Thus the BAB and BAB' solutions possess different constraints which may influence their performance in either direction.
BAB and BAB' solutions should be implemented according to Eq. 4. Unique solutions satisfy both the ABA and BAB decompositions and can therefore be implemented as either, although the performance of the presented solutions depends on the applied scheme. [2] , and that this integrator is here evaluated to reference higher order accuracy and stability.
Numerical tests are performed using double precision floating point format with compensated summation. Compensated summation drastically reduces truncation errors for long-term symplectic integration (see [9] and references therein). All numerical integrations are performed using Zymplectic (v.1.01.00) from Zymplectic.com, which is a numerical framework designed for numerical integration and benchmark of separable Hamiltonian systems.
The simple harmonic oscillator
Consider the Hamiltonian of the one-dimensional SHO (Eq. 11) with k = m = 1 and initial conditions (p, q) = (0, 1). Figure 1 shows a benchmark profile of the 10 integrators for the SHO. Every point on each line corresponds to a complete integration in a given time interval. The slopes of the lines read the integrator order. It is noticable that the integrators ABAs5o6H A, BABs7o7H, BAB's8o7H and BAB's9o7H behave as sixth order integrators. The ABA-and BAB-decomposition from the previous section can be utilized to determine error contributions of different orders. More precisely, κ λ can be evaluated for all λ to resolve the magnitude of higher order errors for the SHO. This can be used to characterize higher order error terms which often diverge rapidly for high order stage-optimized integrators. While these error terms strictly apply to the SHO, they still cover general equations present in the expansion of Eq. 2. Figure 2 shows position error terms of selected integrators for the SHO. Notice that the obtained BAB methods have more error terms when implemented as ABA methods. Furthermore the seventh harmonic order of BAB's8o7H eliminates the seventh order error term of the position coordinate for the BAB implementation as opposed to the sixth harmonic order integrator ABAs5o6H A. The largest integer value of λ with no integration error reads the SHO integration order. Stageoptimized integrators of higher orders generally have rapidly diverging higher order error contributions. This implies that these integrators are not suitable for integrating the SHO with large time steps.
Figure 2: SHO decomposition of selected integrators for both the ABA-(circle marker) and BAB-composition (solid line). Lines and markers of the same color intersect exactly at even orders
The Hénon Heiles system The Hénon-Heiles system is one of the most studied Hamiltonian systems due to its applications in celestial mechanics, its non-integrable properties, chaotic dynamics and fractal struc- The Kepler problem Symplectic integration has been widely used for high accuracy simulations of the Solar System (see [8] and references therein). It has been proposed that Mercury due to its fast orbital period and high eccentricity is limiting the performance of SIs when integrating the Solar System [8] . Consider the Hamiltonian of the planar Sun-Mercury system:
where M is the reduced mass, G is the gravitational constant, and m S and m M are the masses of the Sun and Mercury respectively. The planar Sun-Mercury system is here evaluated using data from nssdc.gsfc.nasa.gov where the aphelion is chosen as the initial Sun-Mercury distance yielding the minimum orbital velocity. Figure 5 shows a benchmark profile of the 10 integrators for the Sun-Mercury system. It is noticable that ABA104 shows the best performance in regard to the maximum error and BAB's9o7H shows the best performance in regard to the average error.
The accumulated error in a two body system (Sun-Mercury) manifests as a secular advance of the orbital ellipse similar to the precession of perihelion induced by general relativity or the gravitational pull of other planets. The mathematical nature of the secular SI error is described by [10] . The secular advance of the orbital ellipse can be evaluated through the rotation of the Laplace-Runge-Lenz vector A: 
Red dots and green dots indicate substeps with negative c i and d i coefficients respectively for calculating the next substep. A green dot within a red dot indicates that both c i and d i are negative. The contour colors display the Hamiltonian with values given by the colorbars. (C) shows an unstable integration where H is not conserved. (A) (B) and (D) show stable integrations which preserve H indefinitely
V. Discussion
A thorough benchmark analysis of 10 different integrators has been performed for the SHO, the Hénon Heiles system and the Kepler problem. All numerical tests suggest that the obtained integrators in spite of an increased number of stages greatly and consistently improve the integration accuracy and stability. In fact, the new schemes outperforms the acclaimed stage-optimized integrator Ruth by several orders of magnitude. The higher order behavior for SHO-perturbed systems is an additional perk of the obtained integrators. This property may be particularly useful in fields of molecular dynamics where symplectic correctors may not be suitable. Optimized fourth order schemes appear to be useful for achieving high numerical stability allowing large time steps with minimal integration error. High stability is particularly important for systems where the complexity of H varies with time: Close encounters in the gravitational N-body system inevitably cause high errors ultimately waiving symplectic properties of SIs. Higher order integrators are generally more constrained and usually involve several negative splitting coefficients with large absolute values. The performance breakpoint of higher order integrators can be visualized by considering the executed substeps. Figure 6 illustrates the substeps performed by two seven stage SIs (Yosh s7o6 A and BABs7o7H) for the SHO and Hénon-Heiles system. Figure 6 reveals that Yosh s7o6 A (A) (C) performs large forward and backward steps compared to BABs7o7H (B) (D). The steps are too large in (C) for the Hamiltonian to be preserved. BABs7o7H and other splitting coefficients obtained in this paper generally perform small near-forward steps. Note that some of the methods presented in Table 4 
VI. Conclusion
Efficient fourth order splitting coefficients have been obtained by satisfying higher order conditions for the simple harmonic oscillator. Numerical tests indicate that the obtained integrators outperform the three stage fourth order integrator by R. Ruth as well as the more optimized integrators by W. Kahan and S. Blanes. The obtained integrators also compare favorably with higher order integrators by H. Yoshida for moderate time steps. The integrators are particularly suitable for particle systems that require high numerical stability and accuracy at large time steps. The best performance is generally achieved by the methods BAB's9o7H, BAB's8o7H and ABAs5o6H A.
It has been found that harmonic order conditions higher than seven often introduce more negative splitting coefficients. A larger number of stages presents more degrees of freedom resulting in more inappropriate solutions. Additional constraints should be pursued to obtain efficient splitting coefficients with more than nine stages.
The presented decomposition can be used to satisfy general fourth order criteria and higher order conditions specifically for the simple harmonic oscillator. This work suggests that general purpose high accuracy, high stability explicit symplectic integrators can be pursued by approaching multiple higher order conditions. This has been achieved here by satisfying individual high order entries. 
