An alternative formulation of the multigroup common factor model with minimal uniqueness constraints is considered. This alternative formulation is based on a simple identification constraint that is related to the standard maximum likelihood constraint used in single-group common factor analysis. It is argued that the alternative formulation leads to less technical difficulties in applications than earlier formulations of this multigroup common factor model. Furthermore, associated tests for various measurement invariance constraints across groups are proposed, such as an omnibus test for the absence of uniform bias. By means of an empirical example, the fitting of several multigroup common factor models with minimal uniqueness constraints and the testing for measurement invariance over groups are demonstrated. The nesting of multigroup confirmatory factor models under the multigroup common factor model with minimal uniqueness constraints is also discussed. Finally, a small study is performed to investigate the drop in power to detect uniform bias in using the multigroup common factor model with minimal uniqueness constrains instead of a confirmatory special case. The results of the study show a small drop in power under all research conditions. Index terms: multigroup common factor analysis, exploratory factor analysis, confirmatory factor model, measurement invariance, uniform bias, power
Multigroup confirmatory factor modeling is well suited to address the two questions mentioned in the previous paragraph. First, it is theoretically well developed (Meredith, 1993; Mellenbergh, 1994a Mellenbergh, , 1994b . Mellenbergh (1994b) presented the common factor model as a latent trait model for continuously distributed item scores. This interpretation identifies the common factor model as a special case of a general item response model (Mellenbergh, 1994a) . Mellenbergh defined, within the common factor model, central terms such as specific objectivity, item and test information, and item bias. Meredith (1993) derived the necessary constraints in the multigroup confirmatory factor model for the observed scores to be strict factorially invariant over groups. Strict factorial invariance is a necessary condition for unbiasedness, as defined by Mellenbergh. Second, multigroup confirmatory factor modeling is statistically well developed in the sense that (maximum likelihood) estimation and testing do not pose a problem, nesting among increasingly complex models is well understood (Horn & McArdle, 1992; Widaman & Reise, 1997) , and suitable software is available and well disseminated-for example, the LISREL (Jöreskog & Sörbom, 2002) and Mx (Neale, Boker, Xie, & Maes, 1999) computer programs.
In almost all multigroup applications of common factor models, a confirmatory model is used. Usually, the specified model has sufficient substantively motivated zero factor loadings to ensure identification (i.e., to avoid rotational indeterminacy). Often, the confirmatory model also includes configural invariance over groups, which means that for each group, the same factor loadings are assumed to be zero. In addition, a number of increasingly restrictive models can be fitted in successive steps to test for the invariance over groups of (a) factor loadings, (b) residual variance components, and (c) indicator intercepts. The most restrictive multigroup confirmatory factor model (MG-CFM), under which the indicators may be viewed as unbiased with respect to group, is the strict factorial invariance model (Meredith, 1993) . Under the strict factorial invariance model, all parameters are assumed to be invariant over groups except for the common factor covariances and factor means. This means that the observed group differences are a function of common factor differences.
Where at the start of a simultaneous factor analysis in several groups a well-developed confirmatory factor model is absent, an exploratory factor analysis can be carried out to obtain a satisfactory factor structure. This usually involves the testing of a sequence of common factor models with different numbers of factors in each group separately. Then, after selection of the number of common factors, orthogonal and/or oblique rotations are needed to arrive at an interpretable factor structure, in which certain factor loadings are so close to zero that they can be fixed to zero. Next, the finally selected factor structure can be used to carry out tests of constraints associated with strict factorial invariance. A well-known disadvantage of such an exploratory factor analysis is the possibility of capitalization on chance (i.e., peculiarities in the data of the particular sample may influence the selection of a final factor model). So if in the case of multiple groups the multigroup common factor model is selected on the basis of an exploratory factor analysis, then subsequent tests of constraints associated with strict factorial invariance might be affected by model misspecifications that resulted from capitalization on chance. McArdle and Cattell (1994) proposed multigroup common factor models in which minimal constraints needed for identification are defined. These models can be viewed as basic multigroup common factor models with only restrictions on the number of common factors and additional constraints for the elimination of rotational indeterminacy. These models can be very useful in multigroup studies because they provide a means to investigate the various degrees of factorial invariance without imposing a confirmatory factor structure. An advantage of adopting such a model for this purpose is that the adverse effects of misspecified zero factor loadings are avoided.
In applications, however, the use of the specific formulation proposed by McArdle and Cattell (1994) can yield computational difficulties, as discussed by McArdle and Cattell and illustrated by Millsap (2001) in the single-group case. As shown in the following section, the formulation of McArdle and Cattell is not based on certain optimal conditions. In this article, another formulation of the basic multigroup common factor model with minimal uniqueness constraints is considered. This alternative formulation is based on a simple identification constraint that is related to the standard maximum likelihood (ML) constraint used in single-group common factor analysis. It is argued that this alternative formulation of the multigroup common factor model with minimal uniqueness constraints has a significant advantage in applications over the one proposed by McArdle and Cattell.
The outline of this article is as follows. Both previously mentioned model formulations of the multigroup common factor model with minimal constraints are discussed in the next section. Then, various tests for the investigation of measurement invariance under this basic model are proposed. The first test, which will be discussed briefly, can serve as a test for factorial congruence, thus offering an alternative for the usual congruence measure (Chan, Ho, Leung, Chan, & Yung, 1999) . The focus in this article is, however, more on the second test. This second test can be viewed as an omnibus test for the absence of uniform bias. Next, the fitting of the multigroup common factor model with minimal uniqueness constraints and the application of the various tests for measurement invariance are demonstrated by means of an empirical example. Subsequently, it is shown that any restrictive MG-CFM is nested under the multigroup common factor model with minimal uniqueness constraints and the same number of hypothesized common factors. Finally, the drop in statistical power is investigated to detect uniform bias in using the multigroup common factor model with minimal uniqueness constraints instead of the true MG-CFM. The article concludes with a brief discussion.
The Multigroup Common Factor Model With Minimal Uniqueness Constraints
Let y ig denote the p-dimensional vector of observed scores of the randomly selected subject i from group g. The multigroup common factor model for the vector of observed scores is given by
where ν g is a (p × 1) vector of constant intercept terms in group g, Λ g is a (p × q) matrix of constant factor loadings in group g, η ig is the q-dimensional random vector of common factor scores (q < p) of subject i in group g, and ε ig is the ðp × 1Þ random vector of specific scores unique to each observed score of subject i in group g. It is assumed that η ig ∼ N q ðα g ; Ψ g Þ and ε ig ∼ N p ð0; Θ g Þ, in each group, which implies that y ig has also a multivariate normal distribution in each group. Because the vector µ g of observed means is defined as E½y ig , it follows that
The covariances between the common factor scores and the specific scores are assumed to equal zero, that is, E½ðη g À α g Þε t ig = 0. Then, because each ðp × pÞ subpopulation covariance matrix Σ g of the observed scores is defined as E½ðy ig À µ g Þðy ig À µ g Þ t , it follows that
where Ψ g is the ðq × qÞ subpopulation covariance matrix of the common factor scores, which equals
The specific scores are assumed to be uncorrelated. Therefore, Θ g is a ðp × pÞ diagonal matrix with the variances of the specific scores on the diagonal.
Without any additional constraints, the parameters of the model defined by equations (1), (2), and (3) are not identified. As always, both the origins and measurement scale units of the common factors must be determined. Because also
, for all g, and M g is any ðq × qÞ nonsingular transformation matrix, for all g, for each group q 2 restrictions must be imposed on the model to eliminate rotational indeterminacy. In what follows, two different ways of defining minimal constraints needed for identification are discussed. These two ways lead to different formulations of a mathematically equivalent model. That is, each way of defining minimal constraints yields another solution, but each solution can be obtained from the other solution by rotation, provided that both solutions are proper. Therefore, the values of the fit measures, the values of the fit indices, and the degrees of freedom will be the same for both solutions. In addition, subsequent rotation to enhance interpretability, such as varimax or promax rotation to approximate simple structure with one and only one nonzero element per row of the factor pattern matrix Λ g , will yield identical results regardless of how the minimal constraints are defined.
In both model formulations, the origins of the common factors are determined by setting α g = 0, for all g. The first model formulation is now obtained by also applying a reference variable rotation (McArdle & Cattell, 1994) 
, for all g, and the transformation matrix M g is selected to be equal to ðΛ
, for all g, where I is the identity matrix with 1s on the main diagonal and 0s elsewhere, and
, for all g. By means of this reference variable rotation, the factors are automatically scaled by the unities on the main diagonal of I. So the first formulation of the multigroup common factor model with minimal constraints is
This is an oblique case in which the elements of Ψ n g are unconstrained and q 2 elements are specified in Λ n g , for all g. McArdle and Cattell (1994) discuss other ways of imposing q 2 restrictions on the model than by means of a reference variable rotation. Because, in contrast to a reference variable rotation, these other possibilities do not guarantee that jðΛ
, for all g, they are not discussed here. In the case of a reference variable rotation, however, the locations of the q 2 specified elements in Λ n g j > 0, for all g, but the selection that maximizes jðΛ n g Þ t Λ n g j, for all g, is not necessarily obtained by one of these possible reference variable rotations. This is important to note because when the determinant of the matrix ðΛ n g Þ t Λ n g reaches a maximum value, for all g, the residual covariance matrix of each group is Gramian, which means in practice that corresponding computational procedures do not yield Heywood cases, that is, negative values of the diagonal elements of Θ g , for all g (Browne, 1969) . So selecting Λ s g , for all g, such that jðΛ n g Þ t Λ n g j reaches a maximum value, for all g, guarantees a proper solution, whereas a reference variable rotation can yield an improper solution (Millsap, 2001) .
In the second model formulation, the scale units of the common factors are determined by setting the diagonal elements of Ψ g , for all g, equal to 1. Because it is also assumed that the factors are orthogonal, the matrix Ψ g equals the identity matrix I, for all g. Again, the parameters of the model are still not identified because postmultiplying the matrix of factor loadings by an arbitrary orthogonal ðq × qÞ matrix M g leaves the population covariance matrix of the observed scores invariant, that is,
for all g. Now, it will be shown that to accomplish identification, the matrix Λ t g Λ g can be restricted to be diagonal, for all g. Because the matrix Σ g À Θ g , for all g, is symmetric, it may be expressed in the form Ω g ∆ g Ω t g , where ∆ g is a diagonal matrix of order q and where Ω g is a p × q matrix with orthonormal columns satisfying Ω t g Ω g = I. The elements of ∆ g are the q positive and distinct eigenvalues of Σ g À Θ g . Consequently, Ω g is uniquely determined, for all g. Then, it follows that Λ g , for all g, is uniquely defined by
, for all g. So to accomplish identification, the matrix Λ t g Λ g can be restricted to be diagonal, for all g. Note that from this constraint, it directly follows that the determinant jΛ t g Λ g j takes on its maximum value, for all g. A similar constraint is that the matrix Λ t g Θ À1 g Λ g is restricted to be diagonal, for all g. This is the multigroup version of the standard ML constraint in single-group common factor analysis (Lawley & Maxwell, 1971) . Presumably, McArdle and Cattell (1994) avoided this standard ML constraint for computational reasons. However, at present, the Mx program (Neale et al., 1999) can handle this constraint easily, as well as the constraint that Λ t g Λ g is diagonal, for all g. Imposing again α g = 0, for all g, on the model defined by equations (1) through (3), together with the identification constraints mentioned in the previous paragraph, yields
and
where both Θ g and Λ t g Λ g are diagonal, for all g. This second formulation of the multigroup common factor model with minimal uniqueness constraints, which will be designated Model 1 in the rest of this article, is preferred to the first model formulation and serves as a point of departure in what follows.
Tests for Factorial Invariance
For a meaningful comparison of multiple groups, additional invariance constraints across groups must be imposed on Model 1. In a multigroup common factor model, the constraint Λ g = Λ, for all g, is necessary for metric or weak factorial invariance of the observed scores over groups (Widaman & Reise, 1997) . The simultaneous constraints ν g = ν, Λ g = Λ, for all g, are necessary for the observed scores to be strong factorially invariant over groups (Meredith, 1993) . For strict factorial invariance, the additional constraint Θ g = Θ, for all g, is required (Meredith, 1993) . These three factorial invariance constraints can be tested successively.
First, one can test whether Λ g = Λ, for all g. This provides a model-based omnibus test for factorial congruence, which does not depend on a confirmatory factor structure. Factorial congruence is usually established by means of a congruence measure (Chan et al., 1999) . This congruence measure is not usually subjected to any statistical test, it is unclear how large it should be to conclude that congruence holds to reasonable approximation, and it has to be calculated for each pair of common factors. Judging by the literature, any value between .9 and 1 is viewed as indicative of congruence. Only recently has the issue of statistical testing been considered by Chan et al. (1999) , who proposed a bootstrap procedure. The test for factorial congruence considered here has a number of advantages over the use of the congruence measure. The test is based on a likelihood ratio test statistic, the test can be applied in situations with more than two groups, modification indices are available to investigate possible sources of misfit, and the problem of missing data (MAR and MCAR) can be handled well by raw data likelihood estimation (Schafer & Graham, 2002) . Now, because of the restriction Λ g = Λ, for all g, the matrix Ψ g , for g = 2; . . . ; G, does not necessarily equal I for identification, and the elements of the symmetric matrix Ψ g , for g = 2; . . . ; G, can be estimated. The model with this first invariance restriction across groups is designated Model 2 and is written as
with the restriction that Λ t Λ is diagonal. Second, one can test whether ν g = ν, for all g, which provides an omnibus test for the absence of uniform bias independent of a confirmatory factor structure. By setting ν g = ν, for all g, the vector α g of factor means, for Group g = 2; . . . ; G, can be estimated. Because the mean vector α 1 , for arbitrarily selected Group 1, is kept equal to 0, the vector α g , for group g = 2; . . . ; G, equals the vector of factor mean differences between Group 1 and Group g = 2; . . . ; G. So now the model for the vector of observed group means becomes µ 1 = ν µ g = ν + Λα g ; for g = 2; . . . ; G; ( ð9Þ and for the observed subpopulation covariance matrix, the model is
with again the computationally convenient restriction that Λ t Λ is diagonal. This model is designated Model 3 and satisfies the conditions of strong factorial invariance.
Finally, it can be tested whether Θ g = Θ, for all g, which is required for strict factorial invariance. This model is designated Model 4, and under this model, the vector of observed group means is µ 1 = ν µ g = ν + Λα g ; for g = 2; . . . ; G; ( ð11Þ and the observed group covariance matrix is
with again the restriction that Λ t Λ is diagonal.
Before discussing the nesting of multigroup common factor models and carrying out power calculations, the fitting of Model 1 through Model 4 to a real data set is illustrated in the next section.
Illustrative Example
In this illustrative example, the four multigroup common factor models discussed in the two preceding sections are fitted to a data set published by Jensen and Reynolds (1982) . Previously, Dolan (2000) First, a sequence of two-group common-factor models with minimal uniqueness constraints is fitted to the data to extract the number of common factors. Initially, a three-factor model with a verbal, a performance, and a memory span factor could have been selected on the basis of theoretical considerations (Jensen & Reynolds, 1982) and previous empirical research (Dolan, 2000) . However, for completeness and illustrative purposes, two-group one-, two-, three-, and four-factor models with minimal uniqueness constraints are fitted to the data successively.
The analyses are carried out with the Mx computer program (Neale et al., 1999) . The advantage of using this program over others, such as LISREL, is that it can easily handle the constraint that Λ t Λ is diagonal. The following standard fit indices of Mx are used: the chi-square value of the minimum fit function with its degrees of freedom, Akaike's information criterion (AIC), and the root mean square error of approximation (RMSEA). In addition, values of the Bayesian information criterion (BIC) are reported. Note that the degrees of freedom for a multigroup common factor model with minimal uniqueness constraints are obtained as follows. In all, there are G × ð pðp + 1Þ 2 + pÞ observed statistics-that is, pðp + 1Þ 2 observed covariances and p observed means-for each group. The total number of parameters to be estimated is G × ðp × qÞ + 2p ð Þ -that is, ðp × qÞ factor loadings, p specific score variances, and p intercept terms-for each group. Furthermore, because Λ t g Λ g must be diagonal, for each group, there are G × ð qðqÀ1Þ 2 Þ additional constraints that must be subtracted from the total number of parameters to be estimated. Consequently, there are G × ð pðpÀ1Þ + qðqÀ1Þ 2 À pqÞ degrees of freedom. The fitting results of the four common factor models (Model 1 with successively one, two, three, and four factors) are reported in Table 1 .
From the results in Table 1 , it can be concluded that the multigroup common factor Model 1 with either one or two factors does not fit the data. According to the values of the RMSEA, Model 1 with either three or four common factors gives an adequate description. Because the simpler model with three common factors has the smallest BIC value and because of reasons given previously, this model is selected for further analysis. In Table 2 , the results are given for the three-factor Models 2, 3, and 4 with invariance constraints over the two groups.
The successive chi-square difference tests for Λ g = Λ, ν g = ν, and Θ g = Θ, for all g, could be carried out, but chi-square values are inflated by large total sample sizes. Therefore, in the case of the present sample sizes, chi-square difference results are of little use. However, according to the values of the RMSEA, which is less dependent on the sample size, all four models fit the data well because all RMSEA values are below the value of 0.05 for a good fit. Then, because the values of the AIC and the BIC of Model 4 are the smallest, it can be concluded that strict factorial invariance can be retained (Mx code for Model 4 is given in the appendix).
Nesting
In this section, it is shown that any MG-CFM is nested under the multigroup common factor model with minimal uniqueness constraints and the same number of common factors. The nesting of the MG-CFM under the multigroup common factor model with minimal constraints is important because it allows one to use the goodness of fit of the multigroup common factor model with minimal constraints as a baseline in comparisons with the more restrictive MG-CFM. In addition, this nesting means that power analyses can be carried out to gauge the effects of misspecification in the multigroup common factor model with minimal uniqueness constraints and the MG-CFM. In what follows, the nesting of MG-CFMs under the multigroup common factor model with minimal uniqueness constraints is for convenience also shown by means of the multigroup Model 4 (i.e., the multigroup model with strict factorial invariance conditions).
Let M v be the invertible orthogonal varimax rotation matrix (Kaiser, 1958) for which
v . Then, applying an orthogonal varimax rotation to Model 4 yields
and Note. MG-EFA = multigroup exploratory factor analysis; AIC = Akaike's information criterion; RMSEA = root mean square error of approximation; BIC = Bayesian information criterion. Note. MG-EFA = multigroup exploratory factor analysis; AIC = Akaike's information criterion; RMSEA = root mean square error of approximation; BIC = Bayesian information criterion.
where
for all g. From the constraint α 1 = 0, it follows that β 1 = 0 and
Now let M p be the oblique promax rotation matrix (Hendrickson & White, 1964) . Then oblique promax rotation yields
, for all g. From the constraint β 1 = 0, it follows that γ 1 = 0 and
The subpopulation covariance matrix remains
where for Group 1, Φ 1 = I and
Equations (19) and (20) include any prespecified confirmatory factor structure. Therefore, any MG-CFM is nested under the multigroup common factor model with minimal uniqueness constraints and the same number of common factors.
Power to Detect Uniform Bias
In this section, the purpose is to investigate the drop in power to detect uniform bias when a multigroup common factor model with minimal uniqueness constraints is used instead of a multigroup confirmatory factor model with a hypothesized true factor structure. This is important because in practice, the assumption of a true confirmatory factor structure may be hard to justify or can even be absent. Clearly, a serious drop in power to detect uniform bias in using the model with minimal constraints rather than the true confirmatory model would detract from the usefulness of the multigroup common factor model with minimal uniqueness constraints.
The fitted covariance matrices and the fitted mean vectors that follow from the confirmatory factor structure selected by Dolan (2000) , in using the data set published by Jensen and Reynolds (1982) , are used as the data for the power calculations. The fitted covariance matrices contain the model-predicted values of the observed covariances between the indicators, and the fitted mean vectors contain the model-predicted values of the observed indicator means. Again, the selected confirmatory factor model includes strict factorial invariance over groups. Thus, Λ g = Λ, ν g = ν, and Θ g = Θ, for both groups. Neither the factor mean vectors nor the covariance matrices are assumed to be invariant over groups. The confirmatory factor structure is selected as follows: where the 0s and 1s are fixed values, and the λs are free to be estimated (Dolan, 2000) . Fitting this MG-CFM to the data set published by Jensen and Reynolds (1982) yields a chi-square of 327.7 with 148 degrees of freedom, and the RMSEA is .033. Fitting either this MG-CFM or the more general two-group common factor model with minimal uniqueness constraints (Model 4) to the fitted covariance matrices and the fitted mean vectors will of course yield a perfect fit. This perfect fit will, however, disappear when the fitted mean vectors are manipulated to include uniform bias. Fitting both strict factorial invariance models (i.e., the two-group CFM and the two-group Model 4 with the same number of common factors) to the initial fitted covariance matrices and the initial fitted mean vectors as well as to the manipulated data provides a means to estimate the power to detect uniform bias. Uniform bias is defined as one or more intercept differences between groups. In this power study, uniform bias is manipulated by adding a constant value of .25, .50, or .75 to one or two means in the group of Whites. These specific values are selected on the basis of calculated power values that can be classified as low (≈ :25), medium (≈ :55), or high (≈ :85). Here, there is no need to explicitly explain these specific constant values in terms of an effect size. It suffices to show what happens to the power when the tests for uniform bias under the confirmatory model already have low, medium, or high power.
When two tests are selected to be uniformly biased, the constants are assigned the same value. When only one test is selected to be uniformly biased, the constant is added to the fitted mean of Test 1. When two tests are selected to be uniformly biased, the constants are added to the fitted means of Test 1 and Test 7. Furthermore, two levels of the total sample size are crossed with two levels of the sample size ratio between the two groups. The total sample size is selected to be either 600 or 1,200, and the sample size ratio is either equal to 1 (i.e., equal sample sizes for both groups) or unequal to 1 (i.e., unequal sample sizes for the two groups). In the unequal sample sizes conditions, the sample size of the Whites is chosen to be larger than the sample size of the Blacks. Next, both the two-group common factor Model 4 with strict factorial invariance and the overidentified confirmatory three-factor model, which was shown in the previous section to be a special case of Model 4, are fitted separately to test for uniform bias in all experimental conditions. The power calculations are carried out by means of the method of Satorra and Saris (1985) , which is based on the nonnull distribution of the (normal theory) log-likelihood ratio test. In the true model, one or more intercepts vary over groups. In the false model, which is a special case of the true model, strict factorial invariance over groups is assumed. The power 1 À β is the probability that the false model is rejected in favor of the true model. The power is approximated by Pfχ 2 ðr; δÞ > c α g, where r are the degrees of freedom, δ is the noncentrality parameter, and c α is the critical value that depends on the nominal level of significance α (.05). The results of the power calculations are given in Table 3 .
The results in Table 3 show that the approximated power increases with the total sample size and with the value of the constant added to the fitted means. In addition, the approximated power values are overall higher in the equal sample sizes conditions than in the unequal sample sizes conditions. Furthermore, in the case of two biased tests, the approximated power values are overall higher than in case of one biased test. Finally, the drop in approximated power to detect uniform bias in using the multigroup common factor model with minimal uniqueness constraints instead of the MG-CFM is not greater than .09 in each condition. The mean difference in approximated power between the two models over all conditions is .03.
Discussion
In this article, an alternative formulation is proposed for the multigroup common factor model with minimal uniqueness constraints (McArdle & Cattell, 1994) . Although this alternative multigroup common factor analysis solution does not produce other values of the fit measures, the fit indices, and the degrees of freedom, it has the advantage of less technical difficulties in applications over earlier formulations of the model (McArdle & Cattell, 1994) . The advantage is due to the constraint that the determinant jΛ t Λj reaches a maximum. This constraint is related to the standard ML constraint in single-group common factor analysis (Browne, 1969) . McArdle and Cattell (1994) mention the ML constraint in passing but devote most of their attention to other identifying constraints. Presumably, this was because they wanted to provide a comprehensive account of identifying constraints in the multigroup common factor model and perhaps also because the standard constraint is not easy to specify in traditional programs such as LISREL (Jöreskog & Sörbom, 2002) . In the Mx computer program (Neale et al., 1999) , however, both identification constraints do not pose any computational difficulties.
The multigroup common factor model with minimal uniqueness constraints has very useful applications in the study of group differences in cognitive abilities or personality. The model provides a means to investigate various degrees of measurement invariance over groups, including the invariance of all factor loadings. Consequently, the model can also be used to test for factorial congruence. By adopting an explicit multigroup common factor modeling approach, factorial congruence can be evaluated, both as an omnibus hypothesis and with respect to individual common factors by means of a likelihood ratio test. In addition, the multigroup common factor model with minimal constraints provides a useful baseline by which the goodness of fit of any MG-CFM may be evaluated. For instance, it may be of interest to compare the goodness of fit of the metric invariance multigroup common factor model with minimal constraints with that of a metric MG-CFM.
In this article, the focus has mainly been on the usefulness of the multigroup common factor model with minimal uniqueness constraints for the detection of uniform bias. Less attention has been given to the other tests necessary to establish strict factorial invariance over groups. The investigation of the usefulness of the multigroup common factor model with minimal uniqueness constraints for these other tests will probably yield similar results and is left to possible future studies. Here, the usefulness of the model for the detection of uniform bias has been investigated by means of power calculations. When the application of the model would automatically mean that the power to detect uniform bias is significantly low compared to the power associated with the application of the more restrictive true MG-CFM, then the use of the model for this purpose could be questioned. The results of the power calculations in the present study, however, show that the drop in power is small. Therefore, when a strong confirmatory factor structure is absent or unknown, the use of the multigroup common factor model with minimal uniqueness constraints can be recommended in a standard procedure to test for factorial invariance over groups.
Appendix
Mx code for the strict factorial invariance Model 4: 
