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The strip packing problem seeks to tightly pack a set of n rectangles into a strip of fixed
width and arbitrary height. The rectangles model tasks and the height models time. This
paper examines two variants of strip packing: when the rectangles to be placed have
precedence constraints and when the rectangles have release times. Strip packing is used
to model scheduling problems in which tasks require a contiguous subset of identical
resources that are arranged in a linear topology. The variants studied here aremotivated by
scheduling tasks for dynamically reconfigurable Field-Programmable Gate Arrays (FPGAs)
comprised of a linear arrangement of K homogeneous computing resources, where K is a
fixed positive integer, and each task occupies a contiguous subset of these resources. For
the case in which tasks have precedence constraints, we give an O(log n) approximation
algorithm. We then consider the special case in which all the rectangles have uniform
height, and reduce it to the resource constrained scheduling studied by Garey, Graham,
Johnson and Yao, thereby extending their asymptotic results to our special case problem.
We also give an absolute 3-approximation for this special case problem. For strip packing
with release times, we provide an asymptotic polynomial time approximation scheme.We
make the standard assumption that the rectangles have height at most 1. In addition, we
also require widths to be in [ 1K , 1]. For the FPGA application, this would imply that the
rectangles are at least as wide as a column. Our running time is polynomial in n and 1/,
but exponential in K .
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Strip packing is a relatively old andwell-studied problem in the theoretical computer science literature. In this problem,
a set S of rectangles must be placed within a strip of width 1 and variable height. The goal is to place the rectangles so
that they do not overlap and the height of the region covered by rectangles is minimized. The cardinality of S is n and each
rectangle s ∈ S is of positive height hs and width ws, where 0 < ws ≤ 1. In the classical definition of the problem and the
version we study here, the rectangles can not be rotated. A valid placement is a specification of a point (xs, ys) for each s ∈ S.
This point is interpreted to be the lower-left corner of the rectangle’s placement in the strip. A valid placement must satisfy
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the conditions that for each rectangle s, 0 ≤ xs ≤ 1− ws, and for all s′ ∈ S − {s}, the rectangles s and s′ do not overlap. We
will use the terms placement and packing interchangeably to denote a solution to an instance of strip packing.
One application of strip packing is scheduling a resource that is arranged in a linear topology such that each task requires
a contiguous subset of the resource for a fixed length of time. Each rectangle represents a task,where thewidth is the amount
of the resource required for the task and the height is the length of time to complete the task. In this case, the width of the
strip represents the total amount of the resource available normalized to 1. The goal of finding a placement of rectangles on
the strip which minimizes the total height of the placement, is equivalent to minimizing the total amount of time required
to complete all tasks.
The problems addressed in this paper are motivated, in particular, by modern FPGAs (field-programmable gate arrays),
which consist of a rectangular grid of configurable logic blocks (along with programmable routing resources). Such devices
are widely used for image processing and networking applications due to the fact that these applications have a regular
structure that can be exploited on FPGAs, leading to significant performance improvement compared to an implementation
on general purpose processors.
Traditionally, such devices are configured once to implement the logic functionality before an application starts executing.
However, modern devices such as the Virtex-II device from Xilinx [25] additionally allow the device to be configured during
application execution. This is a very powerful paradigm allowing the same set of configurable logic blocks to be reused for
implementing different functions (tasks) at different points of time. Thismechanism is referred to as run-time reconfiguration
or dynamic reconfiguration. Due to significant engineering complexity, Virtex-II devices allow reconfiguration only along one
axes — that is, any reconfigurable task (function) is constrained to occupy the entire height of the device. Thus, we can think
of a task as occupying a contiguous set of columns of the device. Scheduling a set of tasks on such a device is equivalent to
the strip packing problem — the width of the strip in which all the rectangles (tasks) are to be packed represents the width
of the device. A schedule of minimum duration is simply the smallest height in which all the tasks (strips) can be packed.
Image-processing applications (such as JPEG encoding) have inherent precedence constraints between tasks. Scheduling
a set of such tasks on the target computing element [4] leads to our first problem of Strip packing with precedence constraints.
We give an approximation algorithm for this problem that guarantees a schedule whose total height is within a factor of
2 + log(n + 1) of the optimal height. This result uses two simple lower bounds on the height of the optimal schedule: the
sum of the areas of the rectangles to be placed and the maximum sum of the heights of rectangles along any path in the
DAG representing the precedence constraints. We give an example showing that a more sophisticated lower bound will be
required to achieve an approximation factor that is o(log n). We also give a 3-approximation for the special case in which
all the rectangles to be placed have uniform height.
The second variant of strip packing we consider is motivated by the fact that operating systems for dynamically
reconfigurable FGPAs need to consider tasks with different release times [23]. A release time for a rectangle s in a strip
packing problem is a value rs such that in any valid placement, ys must be at least rs. We provide an asymptotic polynomial
time approximation scheme for the strip packing with release times under the standard assumption that the rectangles have
height at most 1. There is no known APTAS, even for the strip packing problem without release times, that does not make
this assumption. In addition, we also require that the widths be in [ 1K , 1], where K is the number of columns in our FPGA.
This is a natural constraint in the context of FPGAs, because tasks are wide enough to span at least one column. The number
of columns K is a constant and, in typical FPGAs, its value is at most 200.
1.1. Previous work
Strip packing has strong historic ties to bin packing, which has been studied extensively since the 70s. In the early 80s,
Fernandez de la Vega and Lueker [8] proved the existence of an asymptotic polynomial time (1+)-approximation algorithm
for bin packing that was further improved by Karmarkar and Karp [15]. These works are of particular interest to us because
many of our techniques are derived from them. Strip packing has also been studied extensively [3,6,2] producing several
algorithmswith absolute and asymptotic bounds. The best absolute bound on the approximation ratio to date is 2 and is due
to Schiermeyer [22] and Steinberg [24]. The first asymptotic PTAS was due to Fernandez de la Vega and Zissimopoulos [9].
The result holdswhen heights are bounded from above andwidths are bounded from above and below by constants. Kenyon
and Rémila [16] provide an asymptotic PTAS for the general case where the widths are in (0, 1]. We note that our work uses
several techniques from Kenyon and Remila [16], who in turn borrow from several previous works [6,8,15,9]. A lot of the
original strip packing was motivated by stock cutting which did not allow rectangle rotations, because the materials often
had designs that required a certain orientation. However, motivated by applications to scheduling, researchers have started
studying several variants such as allowing 90-degree rotations [11], online versions of strip packing [7], exact approaches to
strip packing [19] andmalleability in rectangles [20]. The storage allocation problem studied by Buchsbaumet al. [5] restricts
themovement of the rectangles in the strip along a single axis. Several scheduling problems have been studied under release
times and precedence constraints [18,17,4,23,12]. Precedence constrained bin-packing problem variants [13,21] are of
particular interest here because of their relationship to the strip packing problemwith precedence constraints and uniform
height. We are not aware of any theoretical work on either strip packing with release times or precedence constraints.
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2. Precedence constrained strip packing
In this section, we consider the strip packing problem in which we have precedence constraints on the placement of
rectangles within the strip. These precedence constraints are specified by a DAG, G = (S, E) in which the vertex set is the
set of rectangles. Any valid placement must satisfy the property that for each (s, s′) ∈ E, ys+hs ≤ ys′ . The goal, as in all strip
packing problems, is to find a valid placement that minimizes maxs∈S(ys + hs). For any subset of rectangles S ′, we define
AREA(S ′) to be the sum of the areas of the rectangles in S ′:AREA(S ′) =∑s∈S′ hs ·ws. We define the in-neighborhood set
of a rectangle s to be all those rectangles that have an edge into s:
IN (s) = {s′ | (s′, s) ∈ E}.
We also recursively define the function F which serves as a lower bound for the height of the top edge of a rectangle under
any valid placement:
• If IN (s) = ∅, then F(s) = hs.
• If IN (s) 6= ∅, F(s) = hs +maxs′∈IN (s) F(s′).
For any S ′ ⊆ S, define F(S ′) = maxs∈S′ F(s). We define OPT (S, E) to be the optimal placement of rectangles that respects
the precedence constraints specified by the edge set E. There are two straight-forward lower bounds on OPT (S, E):
(1) OPT (S, E) ≥ F(S).
(2) OPT (S, E) ≥ AREA(S).
We use, as a subroutine, an algorithm that solves the strip packing problem without precedence constraints. Let A be
such an algorithm. Suppose we have a set of tasks S ′ that have no precedence constraints between them. We will assume
that a call toA(y, S ′)will assign a placement to tasks in S ′ according toA starting at a height of y in the strip. That is, for each
s ∈ S ′, it will assign the placement of the lower-left point of s to (xs, ys) such that none of the rectangles overlap and such
that mins∈S′ ys = y. We will also assume that A(y, S ′) returns a value which is the distance from the bottom of the lowest
rectangle in S ′ to the top of the highest rectangle in S ′:
A(y, S ′) = max
s∈S′
(ys + hs)− y.
Note that since A(y, S ′) is independent of y, we will sometimes refer to it as A(S ′). We will additionally require that A has
the property that for any set of rectangles S ′:
A(y, S ′) ≤ 2 · AREA(S ′)+max
s∈S′
hs.
This property is satisfied by the algorithms given in [24,22].
The algorithmwith precedence constraints is defined recursively as follows.We call itDC since it is a Divide and Conquer
strategy. The original call to DC would be with input (0, S).
Algorithm 1 DC(y, S)
1: If S = ∅, return 0.
2: Recalculate F(s) for each s ∈ S using the subgraph of the original DAG induced by S.
3: Assign: H = F(S).
4: Assign: Smid = {s : F(s) > H/2∧ F(s)− hs ≤ H/2}.
5: Assign: Sbot = {s : F(s) ≤ H/2}
6: Assign: Stop = {s : F(s)− hs > H/2}
7: Place rectangles in Sbot according to DC(y, Sbot)
8: Assign: y = y+ DC(y, Sbot)
9: Place rectangles in Smid according to A(y, Smid)
10: Assign: y = y+ A(y, Smid)
11: Place rectangles in Stop according to DC(y, Stop)
12: Return y+ DC(y, Stop)
The validity of the algorithm depends on the fact that all the rectangles in Smid can be placed using A because there are
no dependencies between them. This is established in the following lemma.
Lemma 2.1. Fix an arbitrary y. Let S ′ be the set of rectangles s such that F(s) > y and F(s) − hs ≤ y. Then there are no
dependencies between any of the rectangles in S ′.
Proof. From the definition of F(s), we can interpret it as the height of the top edge of swhen placed optimally in a strip that
is infinitely wide. Clearly two elements in S will be parallel to each other in any optimal placement in such a strip, thereby
implying their independence. 
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We need one more lemma before we are ready to prove the bound on DC:
Lemma 2.2. The set Smid can not be empty.
Proof. From the recursive nature of the definition of F(s), it is clear that there is a ‘‘tight" dependency path from some
rectangle sbase|IN sbase = ∅ to another rectangle stop|F(stop) = H such that sum of the heights of the rectangles in this path
is H . Clearly, one of the rectangles in this path must be in Smid. 
Now we can establish the bound on the height of the schedule produced by DC.
Theorem 2.3. DC(S) ≤ (2+ log(n+ 1))OPT (S, E).
Proof. We will show that DC(S) ≤ log(n + 1) · F(S) + 2 · AREA(S). We prove the result by induction on the number of
tasks in S. Clearly if S has only one task or is empty, the statement above holds.
Let nbot = |Sbot | and ntop = |Stop|. By Lemma 2.2, we know that ntop + nbot < n. By induction, we know that
DC(Sbot) ≤ log(nbot + 1) · F(S)/2+ 2 · AREA(Sbot)
and
DC(Stop) ≤ log(ntop + 1) · F(S)/2+ 2 · AREA(Stop).
Furthermore, by the bound on A, we know that A(Smid) ≤ 2AREA(Smid)+ F(S). We have that
DC(S) = DC(Sbot)+ A(Smid)+ DC(Stop)
≤ 2(AREA(Sbot)+ AREA(Smid)+ AREA(Stop))+ F(S)+ (log(nbot + 1)+ log(ntop + 1))F(S)/2
≤ 2AREA(S)+ (2+ log(nbot + 1)+ log(ntop + 1))F(S)/2
≤ 2AREA(S)+ log(n+ 1) · F(S).
The last inequality holds because for any non-negative integers n1, n2 and n such that n1 + n2 < n and n ≥ 2, log(n1 + 1)
+ log(n2 + 1) ≤ 2(log(n+ 1)− 1). 
2.1. A bottleneck to an o(log n)-approximation
The following example illustrates the existence of a class of problem instances for which the optimal placement is an
Ω(log n) factor larger than the two simple lower bounds (AREA(S) and F(S)) that we use here. This demonstrates that a
more sophisticated lower bound for the optimal placement will be required in order to achieve an approximation factor that
is o(log n).
Lemma 2.4. There exist arbitrary sized instances of the strip packing problem with precedence constraints such that
OPT (S, E) ∈ Ω(log n)max
s∈S
F(s)
and
OPT (S, E) ∈ Ω(log n)AREA(S).
Proof. Without loss of generality, we assume n = 2k+1 − 2 for some positive integer k. Given n, we construct the instance
comprising of a set of rectangles S that can be partitioned into two subsets Stall and Swide that we also call tall and wide rect-
angles respectively. The two sets are of equal cardinality, although some of the wide rectangles are unused in constructing
the example. The basic construction is illustrated in Fig. 1. Each rectangle s ∈ Swide (shown as unshaded rectangles in Fig. 1),
has hs =  → 0 and ws = 1. The tall rectangles are the shaded rectangles in Fig. 1. Stall is sorted in non-increasing order
of heights and the height of the ith rectangle in Stall is 1/(2blog ic), 1 ≤ i ≤ n/2. Notice that there are k distinct heights and
there are 2i−1 rectangles of height 1/2i−1 for 1 ≤ i ≤ k. All rectangles in Stall have a width of 1/k. The precedence constraints
are as illustrated in Fig. 1. There are k chains in G(S, E) and each chain i is comprised of all the rectangles of a given height
hs = 1/2i−1 in an arbitrary order. In addition, each contiguous pair of elements in S itall sandwich a rectangle from Swide. It is
easy to see that the number of rectangles needed in Swide is at most n/2 and the extra rectangles form a separate chain that
will not cause any significant increase in OPT (S, E). Notice that maxs∈S F(s) = AREA(S) = 1, as  → 0. However, the wide
rectangles hinder us from packing them densely because they force us to pack in shelves and obstruct any tall rectangle
from spanning multiple shelves due to the fact that their width is 1. The task in chain 1 in the G(S, E) dominates one of the
shelves which is of height 1. Since both rectangles in chain 2 cannot be placed in parallel with chain 1, we need to create at
least 1more shelf of height 1/2. Every timewe place a new chain i, we can place at most half of the rectangles in shelves that
we have already created. Recall that chain i has 2i−1 rectangles of height 1/2i−1 and hence we create 2i−2 shelves increasing
the height by 1/2. Since there are k chains, the total height is at least k/2 ∈ Ω(log n). 
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Fig. 1. Illustrates the difficulty in proving that an algorithm is o(log n)-approximate.
2.2. Fixed height
In this section, we study precedence constrained strip packing when the heights of the rectangles are fixed and therefore
can be normalized to 1.We first reduce it to the precedence constrained bin-packing problem studied as a special case of the
resource constrained scheduling problem by Garey, Graham, Johnson and Yao [13] and show that their asymptotic results
carry over to our problem. In the precedence constrained bin-packing problem, we have n tasks each with a size in (0, 1]
associated with it. We also have a sequence of bins and each bin can hold tasks that have a total size of at most 1. Each task
should be placed in a bin such that the number of bins needed is minimized. In addition, we are given a partial order ≺ on
the tasks such that if a ≺ b, then we need to place a in a bin that is strictly earlier in the sequence than b. Garey et al. provide
an asymptotic 2.7-approximation, i.e. the cost of their solution is at most 2.7 times the cost of the optimal solution plus
a constant. We show that this result applies to strip packing with rectangles of fixed height. We then provide an absolute
3-approximation algorithm (with no additive constant). We are unaware of any other result for the precedence constrained
bin-packing problem that might improve on our result in the absolute sense.
Consider precedence constrained strip packing with rectangles of height 1. Define a shelf i for some positive integer i to
be the portion of the strip from height (i − 1) to i. We say that a solution to the strip packing problem is a shelf solution if
each rectangle is placed within a single shelf. We will show that we can restrict our attention to shelf solutions by showing
that any solution for the strip packing problem can be converted to a shelf solutionwithout increasing the total height of the
placement. Recall that xs refers to the height of the lower left corner of rectangle s. The conversion is achieved by iteratively
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picking the rectangle s that spans two shelves and has the lowest xs, and sliding it down until it fits in the lower of the
two shelves that it spans. The only way we cannot slide it down is if there was another rectangle obstructing it, but such
a rectangle s′ would also be spanning two shelves and xs′ < xs, which will be a contradiction. We repeat this process of
sliding down until all rectangles are contained inside a shelf. Thus we have established that we can restrict ourselves to
shelf algorithms, i.e., algorithms that arrange the rectangles in shelves. It is quite easy to see that if we consider the shelves
to be bins and each rectangle of widthw to be a task of sizew, the two problems are equivalent. Therefore, the asymptotic
2.7-approximation for precedence constraint bin packing applies to precedence constrained strip packing with rectangles
of uniform height.
Now we describe an algorithm F , a natural variant of the Next Fit algorithm for bin packing, that achieves an absolute
3-approximation. The algorithm F constructs a shelf placement. It keeps one open shelf at the top of the current placement.
All shelves below the open shelf are closed. A rectangle is said to be available if all of its predecessors in G(S, E) have already
been placed on closed shelves. Algorithm F maintains a queue of all available rectangles and will keep taking rectangles
from the head of the queue, placing them from left to right on the open shelf. This continues until the rectangle at the head
of the queue can not fit on the open shelf or the queue is empty. When this happens, the algorithm closes the currently
open shelf and opens a new shelf above it. Every time a new shelf is opened, the ready queue becomes repopulated (as
new rectangles may have become available) and the process of fitting rectangles on the currently open shelf begins again.
We repeat this process until we exhaust all of the rectangles. If the current open shelf is closed because the ready queue is
empty, we call this a skip. The following lemma bounds the number of skips.
Lemma 2.5. The number of skips performed by F is at most OPT (S, E).
Proof. First observe that if there is path of length p in G = (S, E), then p is a lower bound for OPT (S, E). Define a skip-shelf
to be a shelf which resulted in a skip. In other words, the ready list is empty after placing tasks in a skip-shelf. Let L be the
set of rectangles that are placed on any skip-shelf. For any rectangle s that is placed above L, there must be a path in the DAG
from some rectangle in L to s. If not, swould be in the ready list just after all the rectangles in L had been placed on the shelf.
Whereas the fact that the shelf resulted in a skip means that the ready list was empty.
We will construct a path in the DAG with a vertex corresponding to a rectangle in each skip-shelf. Start by selecting an
arbitrary rectangle s in the top-most skip-shelf. This will be the current rectangle. There must be a rectangle in the next
highest skip-shelf that has a path to s. Call this rectangle the current rectangle and continue downwards until the bottom
skip-shelf is reached. By concatenating these paths, we construct a path with a vertex in each skip-shelf. 
Theorem 2.6. F has an approximation ratio of 3 for strip packing with precedence constraints when rectangles have uniform
height.
Proof. We employ a method of coloring the shelves by sweeping from bottom to top in the strip. To start with, the current
shelf is the first shelf. If current is shelf i and the total area covered by rectangles in shelves i and i+1 is greater than or equal
to 1, then color shelves i and i+ 1 red and move the current to i+ 2. Otherwise, color the shelf green and move on to shelf
i + 1. Notice that the red shelves have a density of coverage at least 1/2. Also notice that each green shelf is a skip-shelf.
Suppose that we have a green shelf which did not cause a skip step, then the queue was not empty at the time the shelf was
closed and the rectangle at the head of the queuemust have not fit onto the shelf. However, since this rectangle was the first
to be placed onto shelf i+ 1, this would mean that the total area on shelves i and i+ 1 must exceed 1 and the shelf would
have been colored red.
Let r and g be the number of red and green shelves respectively. We know that the total height of the packing produced
byF is (r+g). Since red shelves have density at least 1/2, r ≤ 2AREA(S) ≤ 2 ·OPT (S, E). We also have that g ≤ OPT (S, E)
by Lemma 2.5. Therefore, (r + g) ≤ 3 · OPT (S, E). 
Similar to Lemma 2.4, Lemma 2.7 complements our algorithm with approximation ratio 3 by providing evidence for an
inherent difficulty in proving an algorithm to be ρ-approximate for some ρ < 3. Recall that AREA(S) and F(S) are the
two straightforward lower bound on the optimal height of a packing for precedence constrained strip packing regardless of
restrictions on rectangle heights.
Lemma 2.7. For all n = 3k, where k is a positive integer, and for all arbitrarily small , there exist instances of the strip packing
problem with precedence constraints and uniform height such that the number of rectangles is n and
OPT (S, E) = 3(max
s∈S
F(s)− 1)
and
OPT (S, E) = 3 · AREA(S)− 3n.
Proof. We have two types of rectangles in our construction as illustrated in Fig. 2. A third (of the total n rectangles) are
narrow rectangles of height 1 and width  → 0 and the rest are wide rectangles, the shaded rectangles in Fig. 2, of height 1
and width 1/2+ . The precedence constraints are as shown in the figure. The narrow rectangles form a single chain, which
requires that they be placed one on top of the other. Each wide rectangle has an edge to the first narrow rectangle in the
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Fig. 2. Illustrates Lemma 2.7.
path, requiring that all the wide rectangles be placed below all the narrow rectangles. The total areaAREA(S) is the sum of
the areas of narrow and wide rectangles and it is given by
AREA(S) = 2n
3
(1/2+ )+ n
3
= n
3
+ n.
The total height of the critical path is given by
max
s∈S
F(s) = n
3
+ 1.
The optimal packing, as shown in the figure, places the rectangles in series, thereby forcing the optimal height to n. This
proves our lemma. 
3. Strip packing with release times
In this section, we constrain our problem by associating a release time rs with each s ∈ S. The base of the strip is height
0 and each rectangle s has to be placed at or above height rs in the strip. A valid packing is defined as a placement of each
rectangle in S in the strip such that the rectangles are contained entirely in the strip and there is no overlapping of rectangles.
The rectangles cannot be broken into smaller pieces in any fashion; from the perspective of placing jobs on FPGAs, we
disallow preemption or placing any job in non-contiguous columns. As usual, we are trying to minimize the maximum
height given by maxs∈S(ys + hs), where ys is the position of the base of the rectangle s in the strip packing and hs ≤ 1 by
assumption. We also assume that the widths of the rectangles are in the interval [ 1K , 1] for some constant K . The running
time of the algorithmwill be exponential in K . When the rectanglesmodel jobs on an FPGAwith K columns, this assumption
enforces each job to be at least one column wide — a natural requirement.
Let P denote the input problem instance. P is a set of rectangles, each with a specified width, height and release time. We
provide an asymptotic PTAS for P . We seek to use linear programming (LP) to solve P , but since it is integral in nature, we
cannot directly apply LP. Therefore, we convert it to a fractional version in which each rectangle can be sliced horizontally
and the resulting pieces can be placed in separate locations. Additionally, the fractional version permits the pieces resulting
from a particular rectangle to be placed in parallel. That is, there can be more than one piece of the same rectangle that
overlaps the same horizontal line across the strip. However, all the pieces of a rectangle must be placed at or above the
release time of the rectangle. For any input P to the original problem, let OPT (P) denote the optimal solution for the original
integral version of the problem and OPTf (P) denote the optimal solution for the fractional version of the problem.
We will also make use of two reductions. First, we reduce P , the original input, to P(R), such that the rectangles in P(R)
have only R distinct release times. Thenwe reduce P(R) to P(R,W ) such that in P(R,W ), the rectangles have one of R distinct
release times and one ofW distinct widths. In each case, the cost of the optimal fractional solution increases only by a small
amount. In addition, there is a one-to-one correspondence between rectangles in the original problem and the constrained
problem. Furthermore, the widths and release times of each rectangle will stay the same or increase in the course of the
reduction. Thus, when we finally convert the fractional solution of P(R,W ) to an integral solution, this will yield a solution
to the original problem instance P . This process is outlined in Algorithm 2. The output in line 9 of Algorithm 2 is a packing
for P(R,W ), but this can be easily adapted to P because, by construction, the release times are higher and the widths are
wider for each input rectangle in P(R,W ) than in P .
J. Augustine et al. / Theoretical Computer Science 410 (2009) 3792–3803 3799
Algorithm 2 APTAS for strip packing with release times
1: INPUT: An instance P and error parameter 
2: Assign: ′ := /3
3: Assign: R := d1/′e
4: Assign: W := d1/′eK(R+ 1)
5: Reduce P to P(R) according to the proof of Lemma 3.1
6: Reduce P(R) to P(R,W ) according to the proof of Lemma 3.2
7: Solve Use linear programming to get OPTf (P(R,W )) as outlined in the proof of Lemma 3.3
8: Convert fractional solution OPTf (P(R,W )) to integral solution S(R,W ) according to the proof of Lemma 3.4
9: OUTPUT: S(R,W )
3.1. Constructing P(R,W ) from P
We provide a series of lemmas that describe key insights to show how OPTf (P(R,W )) can be modified to work as an
asymptotic PTAS for P . Lemmas 3.1 and 3.2 are proven constructively, thus providing constructive details for lines 5 and 6
respectively. Lemma 3.1 bounds the number of release times.
Lemma 3.1. For a fixed r > 0, problem instance P can be reduced to an instance P(R), where R = d1/re such that OPTf (P(R))
≤ (1 + r)OPTf (P). This reduction takes time polynomial in the size of the input and 1/r . Furthermore, the set of rectangles in
P and P(R) is the same and the release time of each rectangle in P(R) is no earlier than its release time in P.
Proof. We provide a constructive proof that bounds the number of release times similar to [1]. Define rmax = maxs∈S rs.
Note that rmax is a lower bound for any solution of S. Define δ = r rmax. We define %j = j · δ, for 0 ≤ j ≤ 1/r . We now
define two problem instances based on P:
P↓: For each rectangle s ∈ S defined in the problem instance P , we have a corresponding rectangle s↓ in P↓ with the same
dimensions as in s, but its release time ismax0≤i<1/r %i ≤ rs. Also, define the optimal fractional packing for this problem
to be OPT↓.
P↑: For each rectangle s↓ in P↓ defined in the problem instance P↓, we have a corresponding rectangle s↑ in P↑ with the
same dimensions as in s↓, but its release time is rs↓ + δ. Also, define the optimal fractional packing for this problem to
be OPT↑.
From the definitions, we can see that any valid solution to P↓ can be pushed up by δ to form a valid solution for P↑ and
vice versa. Therefore,
OPT↑ ≤ OPT↓ + δ. (3.1)
In addition, each rectangle s in P has release times sandwiched in [rs↓ , rs↑ ]. It follows that OPT↓ ≤ OPT ≤ OPT↑. Hence,
OPT↑ ≤ OPT + δ = OPT + r rmax ≤ (1+ r)OPT .
P↑, which obviously can be constructed in time polynomial in the input size and 1/, serves as P(R), the reduced problem
instance that has exactly R distinct release times. 
The following lemma enables us to reduce our problem with a bounded number of release times to one with a bounded
number of release times and rectangle widths while only suffering a small increase in the total height of the placement.
Lemma 3.2. Given constant positive integers R and W such that W is an integer multiple of R+ 1, a problem instance P(R) can
be reduced in time polynomial in the size of the input to an instance P(R,W ) such that
OPTf (P(R,W )) ≤ OPTf (P(R)) ·
(
1+ (R+ 1)K
W
)
.
Proof. This constructive proof uses the grouping technique previously employed in [8,9,16], but wemodify it to account for
the R release times. It will be apparent that the construction takes time polynomial in the size of the input, R, andW . Recall
that the release times are denoted by %0 = 0 < %1 < %2 < · · · < %R < %R+1 = ∞. We first outline the reduction and then
show that the lemma holds for it. Essentially, for the jobs in each release time, we construct an instance whose jobs have
W/(R+1) distinct widths in the same manner as in [16]. We then ensure that this construction at each release time can be
extended to the casewithmultiple release times. For the sake of completeness, we provide all the details of the construction.
Consider the stacking of a set of rectangles S such that the rectangles are placed left justified one on top of another
sorted in non-increasing order of their widths from bottom to top. An illustrative example is shown in Fig. 3. We call this
the stacking of S. Consider two sets S and S ′ of rectangles all of which have the same release time. We say that the stacking
of S is contained in the stacking of S ′ if the area covered by the rectangles in S ′ when they are stacked can be placed so that it
completely covers the area of the stacking of S. Finally a set of rectangles P is contained in another set of rectangles P ′ if for
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Stacking of S Stacking of S' S is contained in S'
Fig. 3. Figure illustrating the definition of a stacking of S. Assume that S and S ′ have the same release times. Note that S is contained in S ′ .
Stacking
of Pi
Stacking
of Pisup
Stacking
of Piinf
Stacking
of Pi(R,W)
Fig. 4. Figure illustrating Pi , P
sup
i , P
inf
i , and Pi(R,W ). The dotted horizontal lines are of the form y = `H(Pi)(R+ 1)/W for 0 ≤ ` < W/(R+ 1). The densely
patterned rectangles in Pi(R,W ) are wider than their counterparts in Pi . In P
sup
i and P
inf
i , the rectangles of equal widths have the same pattern.
each distinct release time %, the stacking of the set of jobs with release time % in P is contained in the stacking of the set of
jobs with release time % in P ′. Note that if P is contained in P ′, then OPTf (P) ≤ OPTf (P ′).
We construct an instance P(R,W ) (a set of rectangles with associated release time, height and width) such that
the rectangles in P(R,W ) have at most W distinct widths and P(R) is contained in P(R,W ). We partition P(R) =
P0
⋃
P1
⋃ · · ·⋃ PR, where each Pi = {s : s ∈ P(R)∧ rs = %i}, 0 ≤ i ≤ R. Let H(Pi) denote the height of stacking of
the rectangles in Pi. We useW/(R+ 1) out of theW widths per part Pi of P(R). Hence, we divide each stacking of the parts
Pi ⊆ P(R) intoW/(R + 1) equal pieces by cutting the stack with lines y = `H(Pi)(R + 1)/W , where 0 ≤ ` < W/(R + 1).
A rectangle is a threshold rectangle if a line `H(Pi)(R+ 1)/W cuts through its interior or aligns with its base. The threshold
rectangles partition the stacking of Pi into groups, i.e., each group starts with a threshold rectangle in the stack and
includes all rectangles above it until but excluding the next threshold rectangle above it (if it exists). Let Pi,` denote the
set of rectangles in group ` of Pi. Let wi,` denote the width of the threshold rectangle in that group. Note that width
of all the rectangles in Pi,` is at most wi,`. For ease of notation, we will define wi,W/(R+1) = 0. Similar to Pi, we define
Pi(R,W ) = {s : s ∈ P(R,W )∧ rs = %i}, 0 ≤ i ≤ R. To construct each Pi(R,W ), we set the widths of all the rectangles in Pi,`
to bewi,` for each 0 ≤ i < R and 0 ≤ ` < W/(R+1). The rest of the attributes of each rectangle such as its height and release
time remain unaltered. We can easily combine the parts, Pi(R,W ), to get P(R,W ). We now need to bound OPTf (P(R,W )) to
prove the lemma (refer Fig. 4).
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We consider two other sets of rectangles P inf =⋃i P infi and P sup =⋃i P supi . Each P infi will consist ofW/(R+1) rectangles
each with height H(Pi)(R + 1)/W , release time %i and width wi,`+1 where 0 ≤ ` < W/(R + 1). Similarly, P supi will consist
ofW/(R+ 1) rectangles each with height H(Pi)(R+ 1)/W , release time %i and widthwi,`. The four instances are related in
that P inf is contained in P(R) (the original set of input rectangles) which is contained in P(R,W )which is in turn contained
in P sup. Thus, we have that
OPTf (P inf ) ≤ OPTf (P(R)) ≤ OPTf (P(R,W )) ≤ OPTf (P sup).
We need only to show now that
OPTf (P sup) ≤ OPTf (P(R)) ·
(
1+ (R+ 1)K
W
)
.
The sets P inf and P sup are almost the same except that P sup has R extra rectangles, each of width at most 1 and height
H(Pi)(R+ 1)/W , corresponding to each release time %i. The optimal fractional strip packing schedules for the two differ by
at most
∑
i H(Pi)(R+ 1)/W = H(P(R))(R+ 1)/W . Therefore,
OPTf (P sup) ≤ OPTf (P inf )+ H(P(R))(R+ 1)/W .
Since the widths of the rectangles are lower bounded by 1K , H(P(R)) · 1K ≤ AREA(P(R)) ≤ OPTf (P(R)). Therefore, we have
OPTf (P sup) ≤ OPTf (P inf )+ H(P(R))(R+ 1)/W
≤ OPTf (P(R))+ K · OPTf (P(R))(R+ 1)/W
≤ OPTf (P(R)) (1+ K(R+ 1)/W ) . 
3.2. Constructing an Integral Solution from OPTf (P(R,W ))
We can formulate an instance of the fractional problem with a constant number of widths and release times as a linear
programming problem. The widths and release times are denoted by ωi, 1 ≤ i ≤ W and %j, 1 ≤ j ≤ R, respectively. The
release times must be in ascending order. In order to use %R as a lower bound on the packing, we assume that there is at
least one rectangle that has a release time of %R. For ease of notation, we define an extra %R+1 = ∞. Define phase j to be the
time between %j to %j+1.
We now present the concept of configurations that was initially employed in the context of bin-packing [8] and
subsequently used in strip packing as well [8,9,16]. We define a configuration as a multiset of widths such that the widths
sum to a value less than 1. Let C be the set, with cardinality Q (which is exponential in 1K ), of all possible configurations
that can be formed using the allowed widths. Intuitively, each configuration is a possible combination of widths that can
be contained within the strip at any fixed height. In a valid optimal packing, each configuration has a non-negative height
associated with it, although the entire height of a particular configuration may not be in one contiguous piece, but rather
spread across several phases. We show that the above fractional packing problem can be defined by a linear programming
formulation. The linear programwill determine the height allocated to each configuration q during each phase j. For this, we
define Q (R+1) variables xqj , where 1 ≤ q ≤ Q and 0 ≤ j ≤ R. The variable xqj refers to the height assigned to configuration q
in phase j. It will be convenient to refer to vector Xj as the variables pertaining to phase j: Xj = (x1j , x2j , . . . , xQj ). Our objective
will be to minimize any height that is assigned to the packing in excess of the final release time, i.e., in phase R. Hence, our
objective function is
min
∑
q
xqR (3.2)
subject to constraints that ensure validity of the assignment. Trivially, we know that each xqj ≥ 0. In addition, the sum of
the heights associated with each phase j cannot exceed %j+1 − %j, i.e., we cannot pack more than is allowed in each phase.
Therefore, we can write the packing constraints as follows for every integer j ∈ [0, R]:∑
q
xqj ≤ %j+1 − %j. (3.3)
Finally, we have to ensure that the input rectangles are completely covered, i.e. the sum of all the heights of rectangles of
width say ωi released after some release time %j should be accounted for in the linear programming constraints. In order
to facilitate this, we define matrix A of size W × Q with elements aiq being the number of occurrences of width ωi in
configuration q. Thus
∑
q aiq · xqj (the ith entry in A · Xj) is equal to the total height of tasks of width ωi that get packed in
phase j.Weneed to ensure that the total height of tasks ofwidthωi that gets packed into phases k throughR is at least the sum
of the heights of the rectangles ofwidthωiwhose release time happens on or after rk.We define vector Bj = (b1j , b2j , . . . , bWj )
such that each bij equals the sum of heights of all the rectangles that are released at %j and has width ωi. More formally,
bij =
∑
{s:(ws=ωi)
∧
(rs=%j)}
hs.
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We need that for each 0 ≤ k ≤ R:
R∑
j=k
A · Xj ≥
R∑
j=k
Bj. (3.4)
Note that the expressions in the inequality above are vectors, each with R entries, and the inequality must hold for each
individual entry. We denote the above linear programming formulation consisting of the objective function in (3.2) and
constraints in (3.3) and (3.4) along with the non-negativity constraint on the variables as LP . Note that the input size of an
instance of LP is polynomial in the number of input rectangles, R, andW , but exponential in 1K .
For any solution to the LP defined above, we say that configuration q occurs in phase j if xqj > 0. Two occurrences are
distinct if they are different configurations or if they occur in different phases.
Lemma 3.3. The sum of %R and the optimal solution to the linear programming formulation LP will be the height of the optimal
packing OPTf (P(R,W )). In addition, any feasible solution to LP can be used to construct the solution to the fractional packing
problem. Furthermore, the optimal solution to OPTf (R,W ) uses only (W + 1)(R+ 1) distinct occurrences of configurations.
Proof. A similar flavor of linear programming formulationwithout the packing constraints has been employed in the past by
several researchersworking on related problems [8,15,16]. Given an optimal solution toLP , we simply construct a fractional
solution to the strip-packing problem on instance P(R,W ), by placing each configuration in the appropriate phase and
allocating the height that the solution produced as the x value for that configuration. The covering constraints ensure that
all the widths are adequately represented in a fractional manner and the packing constraints ensure that the sum of the
heights of configurations allocated per phase do not exceed the height of that phase. This will be optimal because the LP
seeks to minimize the height in excess of the last release time %R.
Finally, since the optimal solution is a basic solution, and our LP has (W + 1)(R+ 1) constraints, we will have at most
(W + 1)(R+ 1) non-zero xqi values. Therefore, the optimal fractional solution to P(R,W ) uses only (W + 1)(R+ 1) distinct
configurations. Note that techniques in [10,14] can be used to solve LP , and since they provide an optimal solution, the
number of non-zero variables that they produce will be at most (W + 1)(R+ 1). 
Lemma 3.4 allows us to convert the fractional solution to an integral one with an additive increase to the total height of
the packing that is bounded by the number of distinct occurrences of configurations in the solution. We note here that the
technique used to prove Lemma 3.4 is well-established in bin packing and strip packing literature [8,16].We provide the full
proof for the sake of completeness. Since the number of configurations used is bounded by (W + 1)(R+ 1) (by Lemma 3.3),
this will result in an additive increase of (W + 1)(R+ 1) in the height of the final integral solution we obtain.
Lemma 3.4. If a solution OPTf (S) for an instance S uses at most k occurrences of configurations, then it can be converted to an
integral solution OPT (S) such that OPT (S) ≤ OPTf (S)+ k.
Proof. For each xqj > 0, we reserve an area of width 1 and height x
q
j for configuration q in between rj and rj+1. In course of
placing rectangles in the integral solution, the reserved areas may shift upwards.
To convert the fractional solution to an integral solution, consider each reserved area from bottom up. Suppose that we
are currently working on the reserved area associated with variable xqj . Each occurrence of width ωi in the configuration q
makes a column of width ωi and height x
q
j . Greedily fill the column with available rectangles of width ωi until the column is
completely filled or until there are no rectangles of width ωi. The last rectangle placed may extend beyond the column but
not by more than 1. Repeat this process for each occurrence of each width in the configuration. The placement of rectangles
within the columns associated with this reserved area will take up a height of at most 1+ xqj . Expand the reserved area for
this occurrence so that it covers all the rectangles which have been assigned to it. Shift the reserved areas above it upwards
to accommodate the expansion. Note that a reserved area is shifted up by at most r if there are r reserved areas below it.
Continue this process until all the rectangles are assigned. The top of the last rectangle placed in thismannerwill have height
at most
%R +
∑
q
xqR + k ≤ OPTf (S)+ k,
thereby proving the lemma. 
Theorem 3.5. Algorithm 2 is an asymptotically (1+ )-approximate algorithm for P and runs in time polynomial in n, 1/.
Proof. Assign ′ = /3, R = d1/′e, andW = d1/′e(R+ 1)K .
It is obvious that the running time is polynomial in n and 1/. By Lemma 3.3, the solution to the fractional problem
obtained in Step 7 uses at most (W + 1)(R+ 1) configurations. By Lemma 3.2 we know that
OPTf (P(R,W )) ≤
(
1+ K · (R+ 1)
W
)
· OPTf (P(R)) ≤ (1+ ′)OPTf (P(R)).
By Lemma 3.1, we have that
OPTf (P(R)) ≤ (1+ ′) · OPTf (P).
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Therefore,
OPTf (P(R,W )) ≤ (1+ ′)2 · OPTf (P) ≤ (1+ )OPTf (P).
Finally, we convert the fractional solution to an integral solution. The fractional solutionwe have has atmost (W+1)(R+1)
configurations. Therefore, from Lemma 3.4, we get
S(R,W ) ≤ (1+ )OPT (f )+ (W + 1)(R+ 1).
SinceW and R are dependent only on  and K , our theorem is proved. 
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