ABSTRACT This paper addresses the angle tracking and vibration suppression for a flexible manipulator with uncertain parameters. Based on the partial differential equation (PDE) model, a unified framework of weighted multiple neural network boundary control (WMNNBC) is proposed to deal with the jumping parameters, in which neural networks are designed as the local boundary controllers to suppress vibrations. A novel proportion-derivative-like machine learning algorithm is developed to guarantee the learning convergence. Besides, the weighting algorithm is used to fuse multiple local neural network controllers to generate the appropriate global control signals with the variations of plant parameters. The stability of the overall closed-loop system is proved by the virtual equivalent system (VES) theory. The simulations are implemented to illustrate the feasibility and control performance of the proposed WMNNBC strategy.
I. INTRODUCTION
In recent years, the control problems of flexible manipulators have attracted increasing attentions from scholars. It is due to the characteristics of lightweight, low energy consumption and high-speed operation that the high performance requirements can be satisfied in robotic applications [1] . Unfortunately, the flexibility of the links causes the vibrations at the tip of the manipulator, which makes the trajectory tracking very difficult. In order to deal with this problem, many modeling techniques and control methods have been studied by scholars and engineers. Generally, a flexible manipulator can be regard as Timoshenko beam [2] or Euler-Bernoulli beam [3] . Various modeling techniques [4] , such as the assumed mode method, finite element method, lumped parameter models, et al, are proposed for the flexible manipulators. In [5] , a computationally efficient modeling method using acceleration-based discrete-time transfer matrix is proposed lately. Most of the modeling methods mentioned above are based on the discretization technology, which cannot reflect the dynamic characteristics of flexible
The associate editor coordinating the review of this manuscript and approving it for publication was Haiquan Zhao. structure completely and may cause spillover effects in the controllers [3] . Thus, PDE dynamic model [6] , [7] is researched popularly.
Based on the system models, many kinds of control methods have been studied to realize vibration suppression for flexible robots [8] , such as disturbance rejection control [9] , composite learning control [10] , second-order PID terminal SMC [11] , et al. To our knowledge, there are mainly three categories of control techniques as follows. Modal control is to design a classical controller by truncating the discretized model. And, distributed control is to suppress vibration by distributing multiple actuators on a flexible structure [12] . Boundary control based on the PDE model [13] , [14] , is to design boundary controller using the state variables at the tip of the flexible link. In [15] , a boundary iterative learning control scheme is developed for flexible structures with varying disturbances. Boundary control can effectively suppress the vibrations of flexible structures in many cases [16] - [18] .
With the development of neural networks owning strong self-learning ability and mapping ability to nonlinear systems, researchers apply them to various fields. Nowadays, neural network control (NNC) methods are widely used for complex nonlinear systems [19] - [21] , and the deep learning displays large potentialities [22] . Generally, they can be used in the system identification [23] , [24] , control strategy calculation [25] , [26] , and to combine with other intelligent control methods [27] . In [28] , an adaptive funnel control based on neural networks has been proposed for servo mechanisms. Recently, vibration control based on neural networks for flexible robots has captured the interests from scholars. In [29] , an adaptive neural network control method is developed for a flapping wing micro aerial vehicle, and the neural network is used for approximating the unknown dynamics. In [30] , the neural network is developed to approximate the unknown disturbance for a flexible-link manipulator. However, the performance of the above control systems will be affected by the identification rate, that is, the learning rate of the neural network. And the mathematical process for designing the controller is relatively complex.
Although significant progress has been made for vibration suppression, the parameter uncertainties of the flexible manipulators are solved based on limited robustness or self-adaptability in most of the previous work, which cannot adapt to the largely jumping parameters occurred in practice. Besides, the conventional learning rules for neural networks, such as the gradient descent method, et al, make them slow to converge and easy to fall into local minimums, which can only guarantee the performance near the ideal values. From the above, it is known that the large parameter uncertainties of flexible manipulators and the learning rate of neural networks are still challenging problems.
Considering the strong learning ability of neural networks, we will focus on the vibration suppression problem for a flexible manipulator with largely jumping parameters based on neural network controller. Firstly, the large parameter uncertainties are approximated by a finite number of local constant parameter models represented by PDEs. Secondly, multiple neural networks are directly designed as controllers to suppress the vibrations corresponding to the local models. A proportion-derivative-like machine learning algorithm is proposed to improve the learning convergence of neural networks. Then, a weighting algorithm is used for fusing the local controllers to generate the appropriate global control signals when the parameters jump. Finally, the stability analysis based on VES theory and simulation results illustrate the effectiveness of the proposed control strategy.
The brief contributions are summarized as follows.
(1) A novel learning algorithm is studied to achieve a faster convergence rate than conventional methods, which can avoid the neural network factors falling into local optimums effectively.
(2) A weighted multiple neural network boundary control strategy is developed for the vibration suppression of a flexible manipulator with largely jumping parameters, which is difficult or complicated to deal with by the previous controllers.
The paper is organized as follows. Section II presents the formulation of the control problem. In Section III, we designed the weighted multiple neural network boundary controller. The closed-loop system stability is analyzed in Section IV. The numerical simulation results in Section V, demonstrate the effectiveness of the proposed control strategy. Finally, Section VI contains the conclusions and future works.
II. PROBLEM FORMULATION
A single-link flexible manipulator rotating in the horizontal direction with uncertain parameters is shown in Figure 1 . The typical flexible manipulator is a long thin beam, which can be taken as an Euler-Bernoulli beam structure. Its motor and clamping device are regarded as one central rigid body together, and the tip payload is a material point. Frame XOY is the fixed inertia coordinate and xOy is the local coordinate. I h (t) is the inertia of the hub, L(t) is the length of the link, EI (t) represents the bending stiffness, ρ(t) is the link mass per unit length, m(t) is the mass of the tip payload, θ (t) and y(x, t) are the joint angular position and the flexible deformation. τ (t) is the torque generated by joint motor, and F(t) is the tip control input.
In practice, the changes of the environment and working tasks, or system faults will cause the uncertainties of system parameters. Thus, these situations are taken into account, i.e. the system parameters, m(t), EI (t), et al, are variable with respect to time.
Remark 1: A class of uncertain systems with jumping parameters are considered in this study, which can be described as piecewise function. For instance,
Remark 2: For clarity, the time t is omitted in the modeling process, and the derivative notations are defined as ( * ) x = ∂( * )∂x,( * ) = ∂( * )∂t, et al. Since the flexible deformation of the origin is y(0) = 0, the deformation gradient is y x (0) = 0. Then, we define the position of point (x, y(x)) expressed in the fixed frame, that is z(
Then, based on the extended Hamilton principle, the flexible manipulator can be described by PDE model [30] .
III. CONTROL DESIGN
In this study, the main issue is how to control the flexible manipulator to desired positions without violent vibrations. However, the jumping parameters further increase the control difficulty. For the conventional adaptive control methods, when the system parameters jump, the system identification rate restricts the transient performance of the control system, which is difficult to meet control requirements. According to the characteristics of uncertain parameters, we develop an improved weighted multiple model adaptive control strategy. Based on the variation ranges of system parameters, multiple constant models can be built to form the model set. Then, corresponding to each local model, local controller based on neural network can be designed to suppress the vibrations. Finally, weighting algorithm is used for fusing the multiple neural network controllers to generate the global control signals. The concise block diagram of the proposed WMNNBC system is shown in Figure 2 .
Where u(t) is the global control signal for the manipulator, y(t) is the output of the plant, y ζ (t) is the output of the ζ th local mode, u ζ (t) and p ζ (t) are the control signal and weight of the ζ th local controller, ζ = 1, 2, 3, . . . , N .
A. MODEL SET AND CONTROLLER SET
In order to cover and approach the real plant reasonably, a lot of methods for building model set have been studied by scholars and engineers, in which fuzzy clustering learning algorithm is an important method [31] , [32] . Meanwhile, the improvement degree (percentage) of performance index relative to the non-adaptive control system [33] or ν-gap metric [34] can be used to determine the number of local models.
Regardless of the specific method, the model set can be expressed as = M ζ |ζ = 1, 2, 3, . . . , N , where M ζ is the local model and N is the number of local models. And, every local model is expressed with constant parameters in the model set.
Remark 3: The model set can be obtained by clustering the collected data. For conciseness, the model set including a finite number of fixed local models in this study will be directly assumed to be known, so that the performance of the proposed strategy can be shown clearly.
Corresponding to the local models, the local controllers can be designed by any control methods with certain robustness. In order to realize the goals of angle tracking and vibration suppression, we design the boundary controller. Since the angle position control is relatively simple, PD controller can be adopted. On the other hand, considering the complexity of vibration suppression for the flexible manipulator and the powerful learning ability of neural networks, we develop the adaptive RBF neural network controller to suppress the tip vibrations. Thus, the controller set C = C ζ (τ ζ , F ζ )|ζ = 1, 2, 3, . . . , N is built, where the PD controller τ ζ and neural network controller F ζ constitute a local boundary controller C ζ .
Remark 4: For an adaptive neural network control system, the learning rate is an important factor related to the real-time performance. RBF network is a locally approximated neural network with three layer forward structure, which can accelerate the learning rate and be suitable for real-time dynamic control [35] .
B. LOCAL NEURAL NETWORK BOUNDARY CONTROL WITH NOVEL LEARNING ALGORITHM
The local boundary controller includes τ ζ and F ζ , ζ = 1, 2, 3, . . . , N , which can be designed as
where θ d is the desired angle positions, k p and k d are proportional and differential coefficients respectively, m is the number of hidden layer neurons in RBF network, w j is the connection weight between the jth hidden layer neuron and the output layer, h j is the output of the jth hidden layer neuron.
The structure of RBF neural network control system is shown in Figure 3 , in which the flexible deformation y ζ should track the output of the vibration suppression target y m .
Thus, the tracking error is e c = y m − y ζ , and the control objective function is E(t) = 
T is the vector of radial basis function, where h j represents Gaussian basis function, that is
where
T is the center vector of the jth node,
T represents the width of Gaussian basis function, ζ = 1, 2, 3, . . . , N .
For general optimization problems, we cannot know what the target value is, but only know that the partial derivatives are zero, which is the necessary condition to obtain the optimal value. Thus, the gradient descent method is used to learning the value of network factors. Obviously, it is more reasonable to learn the amount of modification in each step based on the current distance from optimal value. Fortunately, the optimal value is known for the neural network.
Remark 5: Due to the influence of noise, the setting of the optimal value needs to be considered according to the actual situation in the application. Only the unaffected situation is considered in this study, that is E(t) tends to zero.
Inspired by the proportional-derivative algorithm in the control system, we modify the gradient descent method and give the following improved algorithm. For clarity, the algorithm is expressed in discrete-time form, and a zero-order holder can be adopted to obtain continuous signals. The amount of modification is
where K P and K D are proportional and derivative coefficients of learning algorithm. Because the proportion-derivative-like learning algorithm is based on the current distance from optimal value, it is more reasonable than the conventional algorithm and owns better learning rate or transient performance, which will be verified in simulation. However, when the factors are near the optimal value, the frequent adjustments may occur. The gradient descent algorithm can guarantee the stability around the optimal value [35] .
In view of the above analysis, the piecewise learning algorithm is designed. When E(k) is less than a threshold value σ , the gradient descent method [24] is adopted.
where w j (k) = −η∂E(k) ∂w = ηe c (k)∂y ζ (k) ∂u ζ h j , α is a momentum factor, and ∂y ζ (k) ∂u ζ is Jacobian value. Besides, the b j and c ji can be obtained as follows
where η is the learning rate. To sum up, the learning algorithms of RBF network factors are designed as shown in Table 1 .
C. PERFORMANCE INDEX AND WEIGHTING ALGORITHM
Based on the model set and controller set, a simple weighting algorithm will be used to coordinate the multiple local controllers in real time. The performance index is proposed based on model output errors. Considering the impact of historical errors on current state, it can be designed as
where κ is a small value to prevent it become zero; β > 0 and γ > 0 are the error weights of the current and historical moments respectively; θ represents the attenuation factor of memory effect, 0 < θ ≤ 1; L is the historical time length of the errors; ζ = 1, 2, 3, . . . , N . Thus, the weights can be obtained as follows.
where l ζ (k) is the iterated function, p ζ (k) is the weight of the ζ th local controller, g(k) = l min (k) l ζ (k), and ceil(x) is the ceiling function that generates the smallest integer not less than x.
IV. STABILITY ANALYSIS
In this section, we analyze the stability of the overall closedloop system based on VES theory [36] , [37] and the properties of the weighting algorithm and RBF neural networks. Theorem: Regarding the control system structured in Figure 2 , it is bounded-input bounded-output stable while the following properties are owned.
(1) Variation range of plant parameters can be approximated by model set , and the approximation error is bounded;
(2) Plant model is bounded-input bounded-output, whose inverse exits; (3) The RBF network boundary controller in Equation (2) is well defined corresponding to the local model, whose closed-loop system is stable; (4) For a time-varying system, there is a model M ζ ∈ closest to the current plant in the following sense with probability one for ∀k ≥ d + 1
where d is the system delay, S v is a constant value, S ζ is a constant value or infinity, and S v < S ζ , ζ = v, T l , l = 0, 1, 2, · · · is the time sequence for jumping parameters. Then the overall closed-loop system is stable. Proof: Firstly, the convergence of the weighting algorithm is ensured and the system converges to the model closest to the true plant [37] .
Secondly, the multiple model system is equivalent to VES I in the input-output sense, shown in Figure 4 .
Where P(k) and C(k) are the plant and weighted multiple neural network controller in virtual system. For the control system, the influences of the models except the closest one can be regard as disturbance error e * (k). According to the property (3) and Theorem 2.4 in [38] , the slow VES can be structured further, shown in Figure 5 .
Where t k is a short time for forming slow system; P v (t k ) and C v (t k ) are the local model closest to the true plant and corresponding local controller in the virtual slow system; e (k) is the equivalent output error,
As we all know, the neural network controller in this situation can be considered as an approximate inverse model of the true plant. And, a properly designed controller will have a certain of robustness against uncertainty. Thus, the system output can stably track the desired value.
According to the property (2) and the learning algorithm in Table 1 , the convergence of proportional-derivative-like algorithm can be guaranteed by appropriate factors. Besides, the gradient descent algorithm and chain rule can also ensure the convergence of the RBF neural network controller [35] . Therefore, local control law makes the corresponding local closed-loop system stable obviously.
Thus, we can decompose VES II of Figure 5 into three subsystems, i.e., an ideal system without u (k) and e (k), a subsystem only with equivalent output error signal, and a subsystem with u (k). The ideal system is stability according to properties (2) . In addition, the others are with bounded signals. The system is equivalent to the adaptive system in the sense of input and output based on the properties (3), its subsystems' stability can be proved according to Reference [38] .
Based on the proof by contradiction and the Cauchy-Schwarz inequality (
, where f 1 ( * ) and f 2 ( * ) are two functions, the overall closed-loop stability can be guaranteed for the constant parameter system [37] .
Finally, since the jumps cannot be infinitely fast, according to switching system theory [39] , the overall closed-loop system is stable.
Remark 6: The stability analysis of the system theoretically ensures that the proposed multiple model method based on weighting algorithm can effectively deal with the system control problem with jumping parameters. And the overall closed-loop system includes multiple local boundary control systems.
V. NUMERICAL SIMULATIONS
The performance of the proposed control method is verified in this section. There are three parts to demonstrate the related VOLUME 7, 2019 algorithm efficiency as well as the vibration suppression effect. Case 1 presents the learning performance of the algorithm in Table 1 . And, the control effects of the proposed WMNNBC method are shown in Case 2 and Case 3.
Case 1: Learning algorithm For general analysis of the proposed neural network learning algorithm, a common nonlinear system is used to demonstrate learning efficiency and control performance. Considering a discrete-time plant [35] 
2 ) (14) A RBF network controller is designed as shown in Figure 3 . And, the values of neural network factors can be obtained as follows, η = 0.35, α = 0.05, K P = 0.4 and K D = 0.001. The RBF neural network structure is 3-6-1, owning three inputs and 6 hidden layer nodes. The controller factors are obtained through trial and error in simulation debugging.
The system output results are shown in Figure 6 . As we can see, the system tracking takes approximately 0.03 s based on gradient descent algorithm in Figure 6 (a), when the target output changes at 0.5th s. Encouragingly, the new learning algorithm can improve the system performance significantly, taking 0.01 s shown in Figure 6 (b).
Case 2: Local neural network controller The learning process and control effects of the local control system are simulated in this part. In order to fully express the characteristics of the flexible manipulator, finite difference approximation method is used to realize space time discretization in Matlab. By simulation debugging, the time step is t = 5 × 10 −4 s and manipulator space step is x = 0.01 m. Simulation results are shown in Figure 7 to Figure 11 . Figure 7 displays the angle position control effect, tracking to the target position within about 3 s.
In order to reflect the effect of suppressing vibration, the flexible deformations only controlled by joint PD controller are given in Figure 8 . As shown in Figure 9 and Figure 10 , the learning process of neural network boundary = 65, and the RBF network structure is 3-58-1, which is obtained by the same debugging method as the case 2. The desired positions are set as follows: θ d = 0.5 rad when 0 ≤ t ≤ 3.5 and 7 < t ≤ 10; θ d = 0 when 3.5 < t ≤ 7. In order to reflect the performance of the proposed control method, the manipulator parameters are changed from model 1 to model 2 at the 7th second. It worth note that when the weight of one model is 1, the others are 0, in which situation the weighting algorithm cannot continue with the calculation. Thus, the threshold value should be designed for restricting the weights to become zero.
The simulation results are presented in Figure 12 to Figure 15 . As shown in Figure 12 , the angle positions of the manipulator can track the desired positions. The vibration suppression effects are presented in Figure 13 , which are mostly stable, even when the system parameters changed. Obviously, when the system parameters jump largely, the control performance will be inevitably affected if the controller is not adjusted in time. Moreover, the conventional adaptive rate is relatively slow, which results in poor transient performance and even difficulty in effectively suppressing vibration. Thus, single neural network controller cannot meet the system requirements, and the WMNNBC strategy is necessity and effective as shown in Figure 13 . Besides, the weights of local controllers and the global boundary control signals are demonstrated in Figure 14 and Figure 15 .
Remark 7: The weighted multiple model strategy fuses multiple local controllers to generate global control signals, which is a slow switching system in a sense. Especially random noise is present in practice, it can effectively avoid system instability caused by switching frequently.
It can be concluded that the weighting algorithm can coordinate the local controllers well and the proposed control method can suppress vibrations for the flexible manipulator with jumping parameters. Compared with other vibration control performances, such as the boundary control based on direct Lyapunov method [14] , the vibration suppression effects in this study show a certain of fluctuations. However, it is due to the powerful learning ability of the neural networks that the complicated calculations are effectively reduced for designing the controllers. The proposed method can expand the application cases of vibration suppression and provides an important research direction for the study of complex control problems.
VI. CONCLUSIONS AND FUTURE WORKS
A weighted multiple neural network boundary controller is proposed in this study for a flexible manipulator with uncertain parameters. We develop the boundary controller to suppress vibrations of the link subjected to jumping parameters. The stability analysis and simulation results illustrate the effectiveness of the proposed control strategy. The mainly advantages of the proposed method are that (1) it can deal with the large jumps of system parameters, which is complicated by the existing controllers; and (2) the proportionderivative-like learning algorithm for neural networks can improve the learning convergence rate effectively.
However, the realization process of the control method is complicated, which includes model set construction, neural network design and their parameter selection. Therefore, the future works may include the dynamic optimization of the model set, the stability of network networks, the vibration suppression for a flexible manipulator with constraints, and the practical experiments. 
