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LINEAR EQUATIONS IN SINGULAR MODULI
YURI BILU AND LARS KU¨HNE
Abstract. We establish an effective version of the Andre´-Oort conjecture for linear subspaces
of Y (1)n
C
≈ An
C
. Apart from the trivial examples provided by weakly special subvarieties, this
yields the first algebraic subvarieties in a Shimura variety of dimension > 1 whose CM-points
can be (theoretically) determined.
1. Introduction
In a previous article [13], one of us obtained restrictions on the intersection of ring class
fields associated with distinct imaginary quadratic fields. In addition, he was able to reprove a
weak corollary of the Andre´-Oort conjecture effectively ([13, Theorem 3]). Unfortunately, his
results fall short of establishing complete results of Andre´-Oort type effectively. In this article,
we complement the technique of [13] and prove effective Andre´-Oort type results for a class of
subvarieties in products of modular curves. The novelty is that this class contains varieties of
arbitrary high dimension.
Up to now, all non-trivial effectively solvable cases ([1, 2, 3, 11, 12]) of the Andre´-Oort
conjecture have been restricted to the case of curves. In particular, the only known examples
of algebraic subvarieties in Shimura varieties that are known to contain no special points are
either curves or weakly special subvarieties. That the latter do not contain special points unless
they are actually special subvarieties is a direct consequence of Moonen’s characterization of
special subvarieties ([17, Theorem 4.3]).
It is a well-known fact that the j-invariant yields an isomorphism Y (1) = A1Q and that
this identification establishes A1Q as a canonical Q-model of Y (1). There is hence a well-
defined notion of (affine) linear subvarieties in Y (1)n (n ≥ 2). Additionally, the positive-
dimensional maximal special subvarieties (i.e., the maximal subvarieties of Hodge type) of
a proper linear subspace are linear subvarieties themselves. Furthermore, any special linear
subvariety of dimension n−1 is of the form V (zi = zj) ⊂ Y (1)n where (i, j) is a pair of distinct
integers from {1, . . . , n}. A general special linear subvariety is just an intersection of finitely
many of these special linear hypersurfaces. Our Section 2.3 provides a proof of these facts.
An immediate consequence of this description of the positive-dimensional maximal special
subvarieties in L is that there are at most finitely many of them and that they can be easily
determined effectively. Consequently, the main difficulty in proving the Andre´-Oort conjecture
for linear subvarieties is with those special points not contained in any positive-dimensional
special subvarieties.
To state our main result, we introduce some notions related to special points (for details
see Section 2.2). The components of a special point in Y (1)n are CM-points in Y (1). In the
moduli interpretation, such a CM-point corresponds to an isomorphism class of elliptic curves
whose endomorphism ring is an imaginary quadratic order. These imaginary quadratic orders
can be uniquely described in terms of their discriminants. In this way, we associate with each
special point P ∈ Y (1)n(Q) a n-tuple ∆(P ) = (∆1(P ), · · · ,∆n(P )) of such discriminants.
Since there are only finitely many CM-elliptic curves whose endomorphism ring has a bounded
discriminant, bounding discriminants for a set of CM-points amounts to proving its finiteness.
With these preparations, we can formulate our main result as follows. The height H(L) of a
linear subvariety L ⊆ Y (1)n
Q
= Q
n
is defined in Section 2.1.
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Theorem 1. Let N be a normal number field and L ⊆ Y (1)nN a linear subvariety of height
H(L). Denote by Zsp the union of the positive-dimensional special subvarieties contained in L.
With constants
c1 = 480n
264n[N : Q]3,
and
c2 = (1.4 · 1011)(2.1 · 104)n(n+ 1)4n+6[N : Q]4,
we have
max{|∆1(P )|, . . . , |∆n(P )|}1/2 ≤ c1 · log(H(L)) + c2
for any special point P ∈ (L \ Zsp)(Q).
In [18], it is already shown that there are only finitely many CM-points in L \ Zsp. The
new information in our above theorem is the explicit bound on the discriminants that allows
to compute them, at least theoretically. By using our proof as an algorithm to determine all
special points outside of Zsp rather than to obtain the above general bounds, it seems possible
to find situations where L\Zsp is non-empty but contains no special points. In contrast, Pila’s
proof in [18] blends point counting in o-minimal structures, the Pila-Wilkie theorem [19], with
lower bounds on Galois orbits, deduced from Siegel’s bound on class numbers of imaginary
quadratic fields [21]. Neither of these tools is effective, and each one alone constitutes a serious
obstruction to effectivity in his approach.
We deduce Theorem 1 in Section 4 rather straightforwardly from our Lemma 3 on linear
equations in distinct singular moduli. Since a special subvariety of a Shimura variety contains
infinitely many special points (e.g., by [16, Lemmas 13.3 and 13.5]), it is actually possible to
reprove the above characterization of positive-dimensional special subvarieties by this deduc-
tion. The pivotal part of our argument is the proof of Lemma 3, which occupies all of Section
3.
Notations and conventions. All number fields are contained in a fixed algebraic closure
Q (i.e., a number field N is a finite extension Q ⊆ N ⊂ Q). We furthermore fix an embedding
Q →֒ C.
2. Preliminaries
2.1. Heights and Linear Subspaces. We refer to the first two sections of the textbook
[4] for basics on heights and to [9, Lecture 6] for Grassmannians. Let N be a number field.
We denote its finite (resp. infinite) places of N by Σf (N) (resp. Σ∞(N)). For each place
ν ∈ Σf (N) ∪ Σ∞(N), we set cν = [Nν : Qν ]/[N : Q].
Given a point p = (p0 : p1 : · · · : pn) ∈ Pn(N), we define projective Weil heights by
H(2)(p) = Hf(p) ·H(2)∞ (p) and H(∞)(p) = Hf (p) ·H(∞)∞ (p)
where
Hf (p) =
∏
ν∈Σf (N)
max{|p0|ν, |p1|ν , . . . , |pn|ν}cν ,
H(∞)∞ (p) =
∏
ν∈Σ∞(N)
max{|p0|ν , |p1|ν , . . . , |pn|ν}cν ,
and
H(2)∞ (p) =
∏
ν∈Σ∞(N)
(|p0|2ν + |p1|2ν + · · ·+ |pn|2ν)cν/2 .
The definition of both H(2)(p) and H(∞)(p) does not depend on the choice of a number field N
such that p ∈ Pn(N).
The projective height also induces an affine Weil height by setting
H(p) = H(∞)(1 : p1 : · · · : pn)
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for any p = (p1, p2, . . . , pn) ∈ An(Q). In our arguments, we frequently use the standard inequal-
ity
H(p+ q) ≤ 2H(p)H(q)
for any p, q ∈ An(Q) (see [4, Proposition 1.5.15]), as well as Liouville’s inequality
|α|ν ≥ H(α)−[N :Q]
for any α ∈ N× ⊂ A1(N) and any place ν ∈ Σf (N) ∪ Σ∞(N) (see [4, 1.5.19]).
We next define the height H(L) of an l-dimensional linear subspace L ⊆ Qn. To such a linear
variety is associated a point pL ∈ Gr(n, l)(Q). Grassmann coordinates determine an embedding
Gr(n, l)Q →֒ P(
∧lQn) and via standard bases we identify P(∧lQn) with PN
Q
, N =
(
n
l
)
. Using
the projective Weil height defined above, we simply set H(L) = H(2)(pL). In the terminology
of [4, Definition 2.8.5], we have H(L) = exp(hAr(L)). In Section 4, we need a more explicit
formula for this height. For this, let {b1, . . . , bl} ⊂ Q
n
be a basis of L so that we have a matrix
B = (b1, . . . , bl) =

b11 b12 · · · b1l
b21 b22 · · · b2l
· · · · · · · · · · · ·
bn1 bn2 · · · bnl
 ∈ Qn×l
With each subset I = {i1, . . . , il} ⊆ {1, . . . , n} of cardinality l, we associate an (l × l)-minor
BI =

bi11 bi12 · · · bi1l
bi21 bi22 · · · bi2l
· · · · · · · · · · · ·
bil1 bil2 · · · bill

Unravelling definitions, we have
(1) H(L) =
∏
ν∈Σf (N)
(
max
I
{|det(BI)|ν}
) ∏
ν∈Σ∞(N)
(∑
I
|det(BI)|2ν
)1/2
where, in both the maximum and the sum, I runs through the subsets of {1, . . . , n} having
cardinality l (see [4, Remark 2.8.7]).
For Theorem 1, we need to extend this height to general (i.e., inhomogeneous) linear subva-
rieties L ⊆ An
Q
. With such a linear subvariety is associated its homogenization Lh ⊆ Pn
Q
(i.e.,
its Zariski closure in Pn
Q
). Its preimage π−1(Lh) under the standard projection π : An+1
Q
→ Pn
Q
is a homogeneous linear subvariety. If L is a linear subspace of An
Q
, it is easy to check that
H(L) = H(π−1(Lh)). For a general linear subvariety, we simply set H(L) = H(π−1(Lh)),
extending the previous definition.
We conclude with a simple observation: For every linear subvariety L ( Nn of dimension l
there exists a hyperplane L′ ⊂ Nn such that L ⊆ L′ and H(L′) ≤ H(L). Inspecting (1), one
can see that this means there exists a non-trivial linear equation
(2) a1z1 + · · ·+ anzn + b = 0, a1, . . . , an, b ∈ N,
with
H(∞)(a1 : · · · : an : b) ≤ H(2)(a1 : · · · : an : b) ≤ H(L)
such that any point (z1, z2, . . . , zn) ∈ L(Q) is a solution of (2). Scaling (a1, . . . , an, b) by a
non-zero constant, we may even assume that H(a1, . . . , an, b) ≤ H(L). It is easy to see that
it suffices to prove the assertion in the homogeneous case. Let {b1, b2, . . . , bl} ⊂ Nn be a basis
of L. Denote by {e1, e2, . . . , en} ⊂ Nn the standard basis of Nn (i.e., those vectors whose
one component is 1 and whose other components are 0). If l < n − 1, there exist vectors
4 YURI BILU AND LARS KU¨HNE
ei1, . . . , ein−1−l such that the span
〈
b1, b2, . . . , bl, ei1 , . . . , ein−1−l
〉
is a hyperplane L′ ⊂ Nn. From
[4, Remark 2.8.9], we know that
H(L′) ≤ H(L)H(〈ei1〉) · · ·H(〈ein−1−l〉) ≤ H(L).
2.2. Special points on Y (1)n. Our basic reference on special points is [5]; the reader is also
referred to [13, Sections 2.2 and 2.3] for an brief summary in Deligne’s terminology. By a
CM-period we mean a point τ ∈ H = {z ∈ C | Im(z) > 0} such that [Q(τ) : Q] = 2. For
each CM-period τ , the endomorphism ring of the lattice Z[τ ] is an order O(τ) in the imaginary
quadratic field Q(τ). We write ∆(τ) for the discriminant of O(τ), which we also call the
discriminant of τ in the sequel. Writing f for the conductor of O(τ) with respect to the integer
ring OQ(τ) of Q(τ), we have ∆(τ) = f 2 disc(OQ(τ)).
Consider the action of SL2(Z) on the complex upper half plane H = {z ∈ C | Im(z) > 0}
given by γτ = aτ+b
cτ+d
for γ = ( a bc d ) ∈ SL2(Z). It is easy to check that for each CM-period,
the elements of its SL2(Z)-orbit are exactly the CM-periods having the same discriminant.
Additionally, the set
F = {τ ∈ H+ | − 1
2
≤ Re(τ) < 1
2
and |τ | > 1} ∪ {τ ∈ H+ | |τ | = 1 and Re(τ) ≤ 0}
is a fundamental domain for the SL2(Z)-action; this means that each SL2(Z)-orbit contains a
unique representative in F . These representatives have the form
(3) τ =
−b+ i√4ac− b2
2a
, a, b, c ∈ Z,
with
−a < b ≤ a < c or 0 ≤ b ≤ a = c,
and ∆(τ) = b2 − 4ac < 0. If ∆ < 0 denotes the discriminant of an imaginary quadratic order,
we can hence choose b∆ ∈ {0, 1} such that b∆ ≡ ∆ (mod 2), and
(4) τ∆ =
−b∆ + i
√
|∆|
2
is a CM-period of discriminant ∆.
Klein’s j-invariant
j(τ) = q−1 + 744 + 196884q + · · · , q = e2piiτ ,
induces a bijection between the quotient SL2(Z)\H+ and C. In fact, we can use this bijection
to identify SL2(Z)\H+ with the complex points of an algebraic curve Y (1) over Q, and Y (1) is
isomorphic to the affine algebraic line A1Q.
For a CM-period τ , the value j(τ) is known to be algebraic and called a singular modulus.
For each imaginary quadratic order O, the polynomial
HO(X) =
∏
τ∈F
∆(τ)=disc(O)
(X − j(τ))
(“the class equation”) is irreducible over Q (see [5, Section 13]). Consequently, the Q-Galois
conjugates of a singular modulus j(τ) are precisely the singular moduli j(τ ′) with ∆(τ ′) = ∆(τ).
In particular, each singular modulus j(τ) of discriminant ∆ is Q-Galois conjugate to the singular
modulus j(τ∆) where τ∆ is given by (4).
Via the identification Y (1)n = AnQ, an n-tuple (j(τ1), . . . , j(τn)) of singular moduli gives rise
to an algebraic point on Y (1)n. We call these points the special points of Y (1)n.
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2.3. Special subvarieties of linear varieties. Assume that X , dim(X) ≥ 1, is a maximal
special subvariety of a linear subvariety L ⊆ Y (1)nC. Our aim is to prove that L is a linear
subvariety itself. As a by-product, we also obtain that the (n − 1)-dimensional linear special
subvarieties in Y (1)n are of the form V (zi = zj) for distinct i, j ∈ {1, . . . , n}, and that any
positive-dimensional special linear subvariety is an intersection of these.
Let ΦN (x, y) denote the N -th modular transformation polynomial (e.g. as defined in [5,
Chapter 11] or [14, Chapter 5]). The partial degrees of these polynomials are
(5) degx(ΦN ) = degy(ΦN ) = N
∏
p prime
p|N
(
1 +
1
p
)
.
From [8, Section 2], we know that, up to reordering coordinates, there exists a partition n =
n0 + n1 + n2 + · · ·+ nr with positive integers ni such that
(6) X = P ×X1 × · · · ×Xr ⊆ Y (1)n0 × Y (1)n1 × · · · × Y (1)nr
where P ∈ Y (1)n0 is a special point and
(7) Xi = V (ΦN(i)2
(z
(i)
1 , z
(i)
2 ), . . . ,ΦN(i)ni
(z
(i)
1 , z
(i)
ni
)) ⊆ Y (1)ni, 1 ≤ i ≤ r.
(If ni = 1 this should be read as Xi = Y (1).)
We claim that N
(i)
j = 1 for 1 ≤ i ≤ r and 2 ≤ j ≤ ni. Since Φ1(x, y) = x− y, this is precisely
what we want to show. By symmetry, it suffices to show that N
(r)
nr = 1 if nr ≥ 2. Setting
X ′r = V (ΦN(r)2
(z
(r)
1 , z
(r)
2 ), . . . ,ΦN(r)nr−1
(z
(r)
1 , z
(r)
nr−1))× Y (1) ⊆ Y (1)nr−1 × Y (1)
we note that
P ×X1 ×X2 × · · · ×Xr−1 ×X ′r * L
because X is maximal. This means that there exist closed points Pi ∈ Xi (1 ≤ i ≤ r − 1) such
that
(8) P × P1 × P2 × · · · × Pr−1 ×X ′r * L.
The curve
C = X ∩ (P × P1 × · · · × Pr−1 × Y (1)nr)
is a special subvariety of the linear subvariety
L′ = L ∩ (P × P1 × · · · × Pr−1 × Y (1)nr),
and we consider both C and L′ simply as subvarieties of Y (1)nr . Let π : Y (1)nr → Y (1)nr−1 be
the projection to the first nr − 1 ≥ 1 coordinates. Because of (8), the map π|L′ : L′ → π(L′) is
finite. Consequently, it must be of degree 1 (i.e., an isomorphism) and hence its restriction π|C :
C → π(C) has also degree 1. By using (5), we infer that 1 = deg(π|C) = N (r)nr
∏
p|N
(r)
nr
(1 + 1/p)
and thus N
(r)
nr = 1.
2.4. Two estimates. We recall the following archimedean estimate from [3, Lemma 1]:
(9) ∀τ ∈ F : ∣∣|j(τ)| − e2piIm(τ)∣∣ ≤ 2079.
From this, we can deduce a simple height estimate for singular moduli. Let j(τ), τ ∈ F , be a
singular modulus of discriminant ∆. From (9), we infer that
(10) |j(τ)| ≤ epi|∆|1/2 + 2079 < 11epi|∆|1/2.
Since singular moduli are algebraic integers ([5, Theorem 11.1]), we have hence
(11) H(j(τ)) =
∏
τ∈F
∆(τ)=disc(O)
|j(τ)|1/[Q(j(τ)a):Q] < 11epi|∆|1/2.
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2.5. Ring class fields. We refer to [5] and [13, Section 3.2] for details on ring class fields. Let
K be an imaginary quadratic field andOK,f = Z+fOK its (unique) order of conductor f . We let
K[f ]/K denote the ring class field associated with OK,f . In terms of the universal norm residue
symbol (·, Kab/K), K[f ] is the fixed field of (Ô×K,fK×/K×, Kab/K) so that Gal(K[f ]/K) =
Pic(OK,f) (cf. [13]).
Ring class fields are intimately related to singular moduli. Let j(τ) be the singular modulus
associated with a CM-period τ ∈ K such that O(τ) = OK,f . Then K(j(τ))/K coincides with
K[f ] ([5, Theorem 11.1]). In addition, the extension K(j(τ))/Q is Galois ([5, Lemma 9.3]).
For our main proof, we note some consequences of the well-known class number formula ([6,
Theorem 7.24])
(12) [K[f ] : K] =
[K[1] : K]f
wK,f
∏
p|f
(
1−
(
disc (OK)
p
)
1
p
)
with
(13) wK,f =

3 if K = Q(
√−3), f 6= 1,
2 if K = Q(
√−1), f 6= 1,
1 elsewise.
Using the evident inclusion K[c] ⊂ K[cf ], we deduce that
[K[cf ] : K[f ]] =
wK,f · c
wK,fc
·
∏
p|cf
p∤f
(
1−
(
disc (OK)
p
)
1
p
)
for any positive integers c and f . From this, we obtain the lower bound
[K[cf ] : K[f ]] ≥ c
3
·
(
1
2
)ω(c)
where ω(n) is the number of prime divisors of n. In Section 3 below, we only need the weaker
estimate
(14) [K[cf ] : K[f ]] ≥
√
6
12
· c1/2.
We also need some information on unions and intersections of ring class fields.
Lemma 1. Let K be an imaginary quadratic number field and (f1, f2) a pair of positive integers.
Then, we have
(15) K[f1] ∩K[f2] = K[gcd{f1, f2}]
and
(16) [K[lcm{f1, f2}] : K[f1] ·K[f2]] ≤ 3.
Proof. For a place ν ∈ Σf (K), we let pν be the associated prime ideal of OK and write p(ν)
for its residue characteristic. In addition, we introduce the valuation valν : K
×
ν → Z by setting
valν(x) = n if x ∈ pnν \ pn+1ν . Let IK,f denote the finite ideles of K. The profinite completion
ÔK,f = {(xν) ∈
∏
ν∈Σf (K)
Ôν | xν mod pvalp(f)ν ∈ Ẑp(ν) mod pvalp(f)ν } ⊆ ÔK
has units
Ô×K,f = {(xν) ∈
∏
ν∈Σf (K)
Ô×ν | xν mod pvalp(f)ν ∈ Ẑp(ν) mod pvalp(f)ν } ⊆ IK,f .
Hence, the subgroups Ô×K,f1 and Ô×K,f2 in IK,f generate evidently Ô×K,gcd{f1,f2}. With the surjec-
tivity of the universal norm residue symbol (·, Kab/K), we infer that (Ô×K,f1K×/K×, Kab/K)
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and (Ô×K,f2K
×/K×, Kab/K) generate (Ô×K,gcd{f1,f2}K
×/K×, Kab/K). This is equivalent to the
first assertion (15).
For the second assertion (16), we refer to [1, Section 3]. 
Finally, we recall an important lemma governing the intersections of ring class fields associ-
ated to several distinct imaginary quadratic fields. This is an essential tool in our argument.
Lemma 2. ([13, Corollary 1]) Let K1, . . . , Kr (r ≥ 2) be distinct totally imaginary quadratic
number fields and f1, . . . , fr arbitrary positive integers. Write L = Kr
∏r−1
i=1 Ki[fi]. Then, the
Galois group Gal(Kr[fr] ∩ L/Kr) is annihilated by 2r+1.
2.6. Explicit class number bounds. To each quadratic extension K/Q there is associated
a Dirichlet character χK(n) = (disc(OK)/n) by means of Kronecker’s symbol (d/n); for details
we refer to [5, Section 5.B]. Let L(1, χK) be the associated Dirichlet L-function. The Siegel-
Tatuzawa Theorem [22, Theorem 2] (see also [10]) implies that there exists (at most) one
imaginary quadratic field K∗ such that
L(1, χK) > (5.4 · 10−2) · |disc(OK)|−1/12
for any other imaginary quadratic field K 6= K∗ with disc(OK) ≥ 1.63 · 105. Using the class
number formula [7, (15) on p. 49], we infer that
#Pic(OK) = (#O
×
K) |disc(OK)|1/2
2π
L(1, χK) > (1.7 · 10−2) · |disc(OK)|5/12
whenever disc(OK) ≥ 1.63 · 105. The restriction on the discriminant can be lifted by worsening
the constant. In fact, the estimate
#Pic(OK) > (6.7 · 10−3) · |disc(OK)|5/12
is true for arbitrary imaginary quadratic fields K 6= K∗. Since p1/6(1− 1/p) ≥ 1 for all primes
p ≥ 5, we have the following variant of (14):
#Pic(OK,f)
#Pic(OK) = [K[f ] : K[1]] ≥
f 5/6
9
.
This can be used to deduce the more general bound
(17) #Pic(O) > (7.4 · 10−4) · |disc(O)|5/12
for any imaginary quadratic order O not contained in K∗.
2.7. Genus number bounds. For any imaginary quadratic field K, we have
dimF2(Pic(O)[2]) ≤ 1 + 2ω(disc(O))
(cf. [23, Proposition 6.3]). It is easy to deduce from the explicit bounds on the arithmetic
function ω(·) in the literature (e.g., [20, The´ore`me 11]) and the fact that #Pic(O) = 1 for
disc(O) ≤ 11 the weak estimate
dimF2(Pic(O)[2]) ≤ 1 + 3.05 log |disc(O)| ≤ 4 log |disc(O)| ,
which is sufficient for our purposes. In fact, we only use this observation only in the following
form: For every integer n ≥ 1, the standard estimate ex ≥ xn/n! for x ≥ 0 and Stirling’s
approximation
n! ≤ enn+1/2e−n
imply that
(18) dimF2(Pic(O)[2]) ≤ 4 n
√
n! · |disc(O)|1/n < 4n2| disc(O)|1/n.
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3. Linear Equations in Distinct Singular Moduli
This section is the heart of our article. Its purpose is to establish the following two lemmas.
Lemma 3. Let a1, a2, . . . , ak, b be algebraic numbers and assume that a1, . . . , ak are non-zero.
If j(τi), i ∈ {1, . . . , k}, are distinct singular moduli satisfying the linear equation
(19) a1j(τ1) + a2j(τ2) + · · ·+ akj(τk) + b = 0,
then
|∆(τi)|1/2 < c1(a, b)
for all i ∈ {1, . . . , k}. In particular, (19) has at most finitely many solutions of this form.
Lemma 4. Let a1, a2, . . . , ak be non-zero algebraic numbers. Let further j(τ1), . . . , j(τk) be
distinct singular moduli and set L = Q(a1j(τ1)+a2j(τ2)+· · ·+akj(τk)). For each i ∈ {1, . . . , k},
we have
|∆(τi)|1/2 < c2(a)
or
(20) [L(τi, j(τi)) : L(τi)] ≤ #{i′ ∈ [1, k] ∩ Z | ∆(τi′) = ∆(τi)} ≤ k.
We have not stated the above constants c1(a, b) and c2(a) explicitly. The reason for this is
that we prove subcases of the above lemmas in increasing generality and that the constants
evolve during these generalizations. For the general case of Lemma 3, an explicit value for
c1(a, b) is given at the end of the following proof. In Section 4, it gives rise to the explicit
bound of Theorem 1.
Proof of Lemmas 3 and 4. We prove subcases of these lemmas in increasing generality, eventu-
ally arriving at their full generality. Our strategy is the following:
Step 1. Let ∆1, . . . ,∆l be discriminants of imaginary quadratic orders. We prove that if Lemma
3 is true for all singular moduli j(τ1), j(τ2), . . . , j(τk) satisfying ∆(τi) ∈ {∆1, . . . ,∆l},
then so is Lemma 4 under the same restriction on the singular moduli.
Step 2. We prove Lemma 3, and hence Lemma 4, in the case where ∆(τ1) = · · · = ∆(τk).
Step 3. We prove Lemma 3, and hence Lemma 4, in the case where all τi are contained in the
same imaginary quadratic field. We make essential use of the part of Lemma 4 proven
in Step 2.
Step 4. We establish Lemma 3 in the general case by combining Lemma 2 with the part of
Lemma 4 proven in Step 3.
Throughout the proof, we write fi ∈ Z≥1 for the conductor of the order O(τi). We also write
N (resp. N0) for the normal closure of Q(a1, · · · , ak, b) (resp. Q(a1, · · · , ak)) and use H (resp.
H0) as an abbreviation for the (normalized affine) Weil height of (a1, a2, . . . , ak, b) ∈ Ak+1(Q)
(resp. (a1, a2, . . . , ak) ∈ Ak(Q)) as defined in Section 2.1. For any algebraic number b ∈ Q, we
define its house
⌈b⌉ = max
ν∈Σ∞(Q(b))
{|b|ν} .
To simply our notation, we write log+(⌈b⌉) for logmax{1, ⌈b⌉}. Furthermore, we adopt the
convention to write singular moduli always in the form j(τ) with τ ∈ F .
Step 1. Let j(τ1), . . . , j(τk) be as stipulated in Lemma 4. Assume furthermore that Lemma 3
is proven for all singular moduli j(τ ′1), . . . , j(τ
′
k′) with {∆(τ ′1), . . . ,∆(τ ′k′)} ⊆ {∆(τ1), . . . ,∆(τk)}.
The extension L′ = L(τi, j(τi))/L(τi) is Galois as Q(τi, j(τi))/Q(τi) is so. Therefore, it suffices
to bound the number of automorphisms σ of L′ satisfying
(21) a1j(τ1) + · · ·+ akj(τk) = (a1j(τ1) + · · ·+ akj(τk))σ.
Lifting σ to some σ˜ ∈ Gal(Q/L(τi)) and rearranging terms, we can rewrite (21) as a linear
equation
(22) a′1j(τ
′
1) + · · ·+ a′k′j(τ ′k′) = 0
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to which Lemma 3 is applicable. If j(τi) does not appear in (22) because of cancellation,
there has to exist some i′ ∈ {1, . . . , k} such that j(τi)σ˜ = j(τi′) and aσ˜i = ai′ . We note
that ∆(τi) = ∆(τi′). Since j(τi) generates L
′ over L(τi), there is at most one automorphism
σ ∈ Gal(L′/L(τi)) whose liftings σ˜ can satisfy this for a fixed i′. Consequently, the bound
(20) is valid in this case. In the case where j(τi) still appears in (22), we obtain immediately
|∆(τi)|1/2 < c1(a′1, . . . , a′k′, 0) by Lemma 3.
Step 2. Let (j(τ1), . . . , j(τk)) be a solution of (19) in distinct singular moduli such that
∆(τ1) = · · · = ∆(τk). This means that there is an imaginary quadratic field K such that
τ1, . . . , τk ∈ K and that the conductors f1, . . . , fk are all equal. Write ∆ for the discriminant
of OK and f for f1 = · · · = fk so that ∆(τi) = f 2∆. After applying a Galois automorphism
to (19), we may assume that Im(τ1) = f |∆|1/2/2. From the explicit description in (3), we infer
then that Im(τi) ≤ f |∆|1/2/4 for i ∈ {2, . . . , k}.
The bound on f |∆|1/2 follows from the archimedean estimate
(23) |j(τ1)| = |a−11 a2j(τ2) + · · ·+ a−11 akj(τk) + a−11 b| ≤
k∑
i=2
|a−11 ai| · |j(τi)|+ |a−11 b|.
In fact, we obtain
|j(τ1)| ≥ e2piIm(τ1) − 2079 = epif |∆|1/2 − 2079
as well as
|j(τi)| ≤ e2piIm(τi) + 2079 ≤ epif |∆|1/2/2 + 2079, i ∈ {2, . . . , k},
by using (9). Combining these estimates with (23) yields
epif |∆|
1/2 − 2079 ≤ (k − 1)H2[N0:Q]0 (epif |∆|
1/2/2 + 2079) +H
[N0:Q]
0 ⌈b⌉.(24)
It is easy to check that is not possible if epif |∆|
1/2/2 ≥ 70kH [N0:Q]0 max{H [N0:Q]0 , ⌈b⌉1/2}. We obtain
thus Lemma 3 in our situation with
(25) c1(a, b) = 2[N0 : Q] log(H0) + log
+(⌈b⌉) + log(70k).
Inspecting the argument of Step 1, we see that the linear equation (22) satisfies
(26) H(a′1, a
′
2, . . . , a
′
k′) ≤ 2H20 and k′ ≤ 2k;
this implies Lemma 4 with
c2(a) = 4[N0 : Q] log(H0) + 2[N0 : Q] log(2) + log(140k).
Step 3. Let (j(τ1), . . . , j(τk)) be a solution of (19) in distinct singular moduli such that
there exists an imaginary quadratic field K and τi ∈ K (i ∈ {1, . . . , k}). Write again ∆ for
the discriminant of OK . Renaming if necessary, we may assume that f1 ≥ · · · ≥ fk. Let
l ∈ {1, . . . , k} be maximal such that f1 = f2 = · · · = fl and write f for this conductor. By
applying a Galois automorphism to (19), we may furthermore suppose that Im(τ1) = f |∆|1/2/2
without loss of generality. Note that we have Im(τi) ≤ f |∆|1/2/4 for i ∈ {2, . . . , l} but that this
may not be true for i = l + 1.
We first prove the lemma under the additional assumption that
(27) π(f − fl+1)|∆|1/2 ≥ 2[N0 : Q] log(H0) + log(2k).
As in Step 2, we want to deduce an estimate from (23). For this, we use (9) and obtain
|j(τ1)| ≥ e2piIm(τ1) − 2079 = epif |∆|1/2 − 2079
as well as
|j(τi)| ≤ e2piIm(τi) + 2079 ≤ epif |∆|1/2/2 + 2079, i ∈ {2, . . . , l},
and
|j(τi)| ≤ e2piIm(τi) + 2079 ≤ epifl+1|∆|1/2 + 2079, i ∈ {l + 1, . . . , k}.
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Combining these estimates with (23) yields
(28)
epif |∆|
1/2−2079 ≤ (k−1)H2[N0:Q]0
(
epif |∆|
1/2
max{e−pif |∆|1/2/2, epi(fl+1−f)|∆|1/2}+ 2079
)
+H
[N0:Q]
0 ⌈b⌉.
If e−pif |∆|
1/2/2 ≥ epi(fl+1−f)|∆|1/2 , this inequality coincides with (24). In this case, there is thus
nothing to prove as long as
(29) c1(a, b) ≥ 2[N0 : Q] log(H0) + log+(⌈b⌉) + log(70k).
If e−pif |∆|
1/2/2 < epi(fl+1−f)|∆|
1/2
, combining inequality (28) with our assumption (27) yields
epif |∆|
1/2
< 4158(kH
2[N :Q]
0 + 1) + 2H
[N0:Q]
0 ⌈b⌉ < 8400kH [N0:Q]0 max{H [N0:Q]0 , ⌈b⌉}.
Comparing with (29) above, we see that
(30) c1(a, b) = 2[N0 : Q] log(H0) + log
+(⌈b⌉) + log(8400k)
is an eligible choice if (27) is satisfied.
It remains to reduce the general case to the one already considered. Assume that
π(f − fl+1)|∆|1/2 < 2[N0 : Q] log(H0) + log(2k).
In other words, fl+1 is contained in the open interval(
f − |∆|−1/2π−1(2[N0 : Q] log(H0) + log(2k)), f
)
so that
gcd{f, fl+1} < |∆|−1/2π−1(2[N0 : Q] log(H0) + log(2k)).
Hence,
(31) lcm{f, fl+1}/fl+1 > f |∆|1/2π (2[N0 : Q] log(H0) + log(2k))−1 .
Our aim is to give a new linear equation
(32) a
(1)
1 j(τ
(1)
1 ) + · · ·+ a(1)k(1)j(τ
(1)
k(1)
) + b(1) = 0,
in distinct singular moduli j(τ
(1)
1 ), . . . , j(τ
(1)
k(1)
) with
(33) f 2∆ ∈ {∆(τ (1)1 ), . . . ,∆(τ (1)k(1))} ⊆ {f 21∆, . . . , f 2k∆} \ {f 2l+1∆}.
(This means that we remove not only j(τl+1) but all other singular moduli having discriminant
f 2l+1∆ as well.) We obtain such an equation as the difference between (19) and one of its Galois
conjugates. For this, we prove that that there exists an element
σ ∈ Gal(N0 ·K[f ] ·K[fl+1]/N0 ·K[fl+1]) =: G
such that
(34) (a1j(τ1) + · · ·+ alj(τl))σ 6= a1j(τ1) + · · ·+ alj(τl).
Our new linear equation (32) arises then from lifting σ to some σ˜ ∈ Gal(Q/N0 ·K[fl+1]) and
regrouping the terms in
(a1j(τ1) + a2j(τ2) + · · ·+ akj(τk) + b)− (a1j(τ1) + a2j(τ2) + · · ·+ akj(τk) + b)σ˜ = 0.
By construction, the condition (33) is evidently verified.
On the one hand, restriction induces an injection G →֒ Gal(N0 ·K[f ]/N0 ·K). By the part of
Lemma 4 that is established in Step 1, there are at most l ≤ k elements in Gal(N0 ·K[f ]/N0 ·K)
violating (34) unless
(35) f |∆|1/2 < 4[N0 : Q] log(H0) + 2[N0 : Q] log(2) + log(140k),
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which we can exclude from the outset by choosing c1(a, b) sufficiently large. On the other hand,
the diagram
N0 ·K[lcm{f, fl+1}]
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❦❦
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚
N0 ·K[fl+1]
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
K[lcm{f, fl+1}]
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
K[fl+1]
of field extensions in combination with (14) and (16) shows that
#G ≥ [K[lcm{f, fl+1}] : K[fl+1]]
3[N0 : Q]
≥
√
6
36[N0 : Q]
·
(
lcm{f, fl+1}
fl+1
)1/2
.
Hence, there is either an element σ ∈ G satisfying (34) or
lcm{f, fl+1}/fl+1 ≤ 216k2[N0 : Q]2.
However, plugging this inequality together with (31) yields
(36) f |∆|1/2 < 138k2[N0 : Q]3 log(H0) + 69k2 log(2k)[N0 : Q]2;
thus, we can exclude this case likewise by choosing c1(a, b) sufficiently large. In the sequel, we
suppose this is the case so that we have an automorphism σ ∈ G with (34) at our disposal.
As described above, this allows us to obtain a new linear equation (32) satisfying (33). It
is clear that (32) is a (homogeneous) linear equation in k(1) ≤ 2k distinct singular moduli and
that
H(a
(1)
1 , . . . , a
(1)
k(1)
) ≤ 2H20
as well as ⌈b(1)⌉ ≤ 2⌈b⌉. In general, the new equation (32) does not need to fall within the
scope of linear equations we can already deal with (i.e., those satisfying (27) or those already
considered in Step 2 above). In any case, we can repeat the above procedure until we end up
with a linear equation satisfying its respective version of (27) or for which we can invoke Step
2. Indeed, by (33) the number of discriminants associated with a singular moduli appearing in
the linear equation drops by one at each step. This can be repeated at most k − 1 times until
we obtain a linear equation of the shape treated in Step 2. At the i-th iteration, we obtain a
non-trivial linear equation
a
(i)
1 j(τ
(i)
1 ) + · · ·+ a(i)k(i)j(τ
(i)
k(i)
) + b(i) = 0,
whose number of coefficients k(i) and height H
(i)
0 are bounded by
k(i) ≤ 2k(i−1) ≤ · · · ≤ 2ik
and
H
(i)
0 ≤ 2(H(i−1)0 )2 ≤ · · · ≤ 22
i−1H2
i
0 .
Additionally, we have ⌈b(i)⌉ ≤ 2i⌈b⌉. To obtain an explicit value for c1(a, b), it suffices to
consider (25), (30), (35), and (36) with (k,H0, ⌈b⌉) replaced by (2k−1k, 22k−1−1H2k−10 , 2k−1⌈b⌉).1
A quick computation yields that
(37) c1(a, b) = 18k
28k[N0 : Q]
3 log(H0) + log
+(⌈b⌉) + 21k38k[N0 : Q]3.
is an appropriate choice. By Step 1, Lemma 4 is true with
(38) c2(a) = 144k
264k[N0 : Q]
3 log(H0) + 218k
364k[N0 : Q]
3
1Before substituting, note that the left-hand sides in (25), (30), (35), and (36) are majorized by
138k2[N0 : Q]
3 log(H0) + log
+(⌈b⌉) + 69k2 log(2k)[N0 : Q]2.
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if all singular moduli are associated with the same imaginary quadratic field K.
Step 4. Finally, we consider a general solution of (19) in distinct singular moduli j(τ1), . . . , j(τk).
Without loss of generality, we may assume that there are integers k1, . . . , kr−1 satisfying 0 =
k0 < k1 < k2 < · · · < kr = k and imaginary quadratic fields K1, . . . , Kr such that
Q(τ1) = Q(τ2) = · · · = Q(τk1) = K1,
Q(τk1+1) = Q(τk1+2) = · · · = Q(τk2) = K2,
. . .
Q(τkr−1+1) = Q(τkr−1+2) = · · · = Q(τk) = Kr.
To simplify notation, we write respectively a
(j)
i , τ
(j)
i , f
(j)
i , and l
(j) for akj−1+i, τkj−1+i, fkj−1+i,
and kj − kj−1.2 We define
Lj = Kj(a
(j)
1 j(τ
(j)
1 ) + · · ·+ a(j)l(j)j(τ
(j)
l(j)
)),
and
Mj = Kj(j(τ
(j)
1 ), j(τ
(j)
2 ), . . . , j(τ
(j)
l(j)
))
for all j ∈ {1, . . . , r}. The extension Kj(j(τ (j)i ))/Q is Galois (see Section 2.5) and so is Mj/Q.
We denote by Lj the normal closure of Lj over Kj. If r = 1, there is nothing to prove; for we
only have to ensure that
c1(a, b) ≥ 18k28k[N0 : Q]3 log(H0) + log+(⌈b⌉) + 21k38k[N0 : Q]3.
because of Step 3 above.
Recall the (possibly non-existent) exceptional field K∗ from Section 2.6. In the remain-
ing case where r > 1, our first goal is to bound |∆(τ (j)i )| whenever Kj 6= K∗. For this, let
c3 = c3(k,H0, [N0 : Q]) denote the right-hand side of (38), and assume that we have both
|∆(τ (j)i )|1/2 ≥ c3 and Kj 6= K∗ simultaneously for some j ∈ {1, . . . , r} and i ∈ {1, . . . , l(j)}. By
virtue of the special case of Lemma 4 proven in Step 3, we know that
[Lj(j(τ
(j)
i )) : Lj] ≤ [Lj(j(τ (j)i )) : Lj ] ≤ l(j) ≤ k.
Write M ′j =
∏
1≤j′≤r
j′ 6=j
Mj′ and consider the following diagram of field extensions:
Lj(j(τ
(j)
i )) ·
(
NMj ∩NKjM ′j
)
=: F0
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
❲❲
Lj(j(τ
(j)
i ))
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
NMj ∩NKjM ′j =: F1
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤❤
❤
Kj(j(τ
(j)
i ))
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯❯
❯
Lj Mj ∩KjM ′j =: F2
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
❣❣
Kj
(Here, Lj is in F1 because Lj ⊆ F1 and F1/Kj is Galois.) We claim that the abelian group
Gal(Kj(j(τ
(j)
i ))/Kj) is an extension of a finite group of exponent 2
r+1 by a group of order
≤ k[N : Q]2. First of all, note that F0/Kj is a Galois extension, being the composite of several
extensions of Kj that are evidently Galois. Next, we note that Gal(F0/F2) is a normal subgroup
of Gal(F0/Kj) with at most k[N : Q]2 elements. In fact,
[F0 : F1] ≤ [Lj(j(τ (j)i )) : Lj ] ≤ k
2The reader is warned not to confuse the index j with the j-invariant. The latter is only used as part of the
expression j(·) so that there should be no confusion.
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and Lemma 5 below implies that
[F1 : F2] ≤ [N : Q]2.
In addition, we derive from Lemma 2 that Gal(F2/Kj) is annihilated by 2
r+1. As the group
Gal(Kj(j(τ
(j)
i ))/Kj) is a quotient of Gal(F0/Kj), the claim follows directly from Lemma 6
below.
From Section 2.5, we know that Gal(Kj(j(τ
(j)
i ))/Kj) = Pic(O(τ (j)i )) so that the above yields
#Pic(O(τ (j)i )) ≤ k[N : Q]2 dimF2(Pic(O(τ (j)i ))[2])r+1.3
Using (18) with n = 6(r + 1) and r ≤ k, we deduce from this
#Pic(O(τ (j)i )) ≤ 144k+1(k + 1)2k+3[N : Q]2|∆(τ (j)i )|1/6.
In combination with (17), we obtain
(7.4 · 10−4) · |∆(τ (j)i )|5/12 ≤ #Pic(O(τ (j)i )) ≤ 144k+1(k + 1)2k+3[N : Q]2|∆(τ (j)i )|1/6.
and hence
|∆(τ (j)i )|1/2 < (3.8 · 1010)(2.1 · 104)k(k + 1)4k+6[N : Q]4.
It remains to bound |∆(τ (j)i )|1/2 in case Kj = K∗. To ease notation, let us assume that
K1 = K∗. (If no Ki equals the exceptional field K∗, we are already done at this point.) We
rewrite the original linear equation (19) as
(39) a1j(τ1) + a2j(τ2) + · · ·+ ak1j(τk1) + b′ = 0,
with
b′ = b+ ak1+1j(τk1+1) + · · ·+ akj(τk).
In words, we put all the singular moduli with CM-field other than K∗ into the constant term.
From above, we know that
|∆(τi)|1/2 < 144k264k[N : Q]3 log(H0) + (3.8 · 1010)(2.1 · 104)k(k + 1)4k+6[N : Q]4
for each i ∈ [k1 + 1, k] ∩ Z. With the estimate (10), we have
⌈b′⌉ < ⌈b⌉ + 11kH [N :Q] max
k1+1≤i≤k
{exp(π|∆(τi)|1/2)},
and hence
(40) log+(⌈b′⌉) < 460k264k[N : Q]3 log(H0)
+ log+(⌈b⌉) + (1.2 · 1011)(2.1 · 104)k(k + 1)4k+6[N : Q]4
Since all singular moduli in the modified equation (39) are associated with the same CM-field,
namely K∗, our Step 3 yields a bound on the remaining |∆i|1/2, i ∈ {1, . . . , k1}. In fact, we
only have to plug (40) into (37). It is then easy to see that
(41) c1(a, b) < 480k
264k[N : Q]3 log(H) + (1.3 · 1011)(2.1 · 104)k(k + 1)4k+6[N : Q]4
is an admissible choice. 
We use elementary Galois theory to produce a ready-to-use lemma for the above proof.
Lemma 5. Let F1, F2, N be finite Galois extensions of a common base field k. Then,
[NF1 ∩NF2 : N(F1 ∩ F2)] ≤ min{[NF1 : F1], [NF2 : F2]} ≤ [N : k].
3We use here tacitly that #G[2] ≥ #H [2] for any surjective homomorphism G։ H of finite abelian groups.
Since #G[2] = #(G⊗ F2) this follows directly from the right-exactness of (·)⊗ F2.
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Proof. This follows from a repeated use of [15, Theorem VI.1.12]. In fact, it yields
[NF1 ∩NF2 : F1 ∩NF2] = [(NF1 ∩NF2) · F1 : F1] ≤ [NF1 : F1]
and
[F1 ∩NF2 : F1 ∩ F2] = [(F1 ∩NF2) · F2 : F2] ≤ [NF2 : F2].
In addition, [15, Corollary VI.1.13] gives [NFi : Fi] ≤ [N : k] (i ∈ {1, 2}). It also implies
max{[NF1 : F1], [NF2 : F2]} ≤ [N(F1 ∩ F2) : (F1 ∩ F2)].
Combining all these inequalities, we obtain
[(NF1 ∩NF2) : N(F1 ∩ F2)] = [(NF1 ∩NF2) : (F1 ∩ F2)]
[N(F1 ∩ F2) : (F1 ∩ F2)]
≤ [NF1 : F1][NF2 : F2]
max{[NF1 : F1], [NF2 : F2]}
≤ min{[NF1 : F1], [NF2 : F2]}.

We record a very simple group-theoretic lemma.
Lemma 6. Let G be a finite group with a normal subgroup N such that G/N is annihilated
by n. Any quotient G′ of G has likewise a normal subgroup N ′ of size #N ′ ≤ #N such that
G′/N ′ is annihilated by n.
Proof. Let π : G։ G′ be the quotient homomorphism. The image N ′ = π(N) is again a normal
subgroup as π is surjective. Furthermore, the composite G → G′ → G′/π(N) is a surjection,
whose kernel includes N . Hence, it factors through G/N and G′/π(N) is annihilated by n. 
4. Proof of Theorem 1
Let P = (j(τ1), . . . , j(τn)) ∈ (L \ Zsp)(Q) be a special point. Without loss of generality, we
may assume that there are integers n1, . . . , nr−1 satisfying 0 = n0 < n1 < n2 < · · · < nr = n
such that
j(τ1) = j(τ2) = · · · = j(τn1),
j(τn1+1) = j(τn1+2) = · · · = j(τn2),
· · ·
j(τnr−1+1) = j(τnr−1+2) = · · · = j(τn),
and j(τni) 6= j(τnj ) for all i, j ∈ {1, . . . , r} such that i 6= j. For each i ∈ {1, . . . , r}, we write
Zi = V(zni−1+1 = · · · = zni).
(This means Zi = Y (1)
n if ni = ni−1 + 1.) Consider the special subvariety
Z = Z1 ∩ Z2 ∩ · · · ∩ Zr ⊆ Y (1)n,
and form the intersection L1 = L ∩ Z. To ease notation, we write n′ = n+ 1 and r′ = r + 1 in
the sequel. Recall from Section 2.1 that we can associate with each (affine) linear subvariety
V ⊆ AkN a linear subspace V ′ = π−1(V h) ⊆ Ak+1N . Since L′1 = L′∩Z ′ and Z ′ = Z ′1∩Z ′2∩· · ·∩Z ′r
in An
′
N , we have
(42) H(L1) = H(L
′
1) ≤ H(L′)H(Z ′) ≤ H(L′)
r∏
i=1
H(Z ′i) = H(L)
r∏
i=1
H(Zi)
by [4, Theorem 2.8.13]. The annihilator Z⊥i ⊆ (N∨)n of Zi has basis
zni−1+1 − zni−1+2, . . . , zni−1+1 − zni .
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With respect to the standard basis on (N∨)n = Nn, we can express this basis in terms of a
sparse (n× (ni − ni−1 − 1))-matrix
0 0 · · · 0
· · · · · · · · · · · ·
0 0 · · · 0
1 1 · · · 1
−1 0 · · · 0
0 −1 · · · 0
· · · · · · · · · · · ·
0 0 · · · −1
0 0 · · · 0
· · · · · · · · · · · ·
0 0 · · · 0

.
Using the explicit formula given in (1) and [4, Proposition 2.8.10], we obtain the bound
(43) H(Zi) = H(Z
⊥
i ) ≤ 2ni−ni−1−1(ni − ni−1)1/2;
it suffices to note that the above matrix has at most ni − ni−1 minors of order (ni − ni−1 − 1)
with non-vanishing discriminant and that the discriminant of each of these minors is an integer
of size at most 2ni−ni−1−1. We arrive hence at
r∏
i=1
H(Zi) ≤ 2n
r∏
i=1
(ni − ni−1)1/2 ≤ 2n
(n
r
)r/2
≤ 2n exp(e−1n/2) < 3n.
With (42), this gives H(L1) < 3
nH(L). If L1 = Z, then P would be contained in L
sp(Q). We
exclude this case in the following. Consider the projection
̟|Z : Z ⊆ Y (1)n −→ Y (1)r, (z1, z2, . . . , zn) 7−→ (zn1 , zn2, . . . , znr).
Since the restriction ̟|Z is an isomorphism, the image L2 = ̟(L1) is a proper linear subspace
of ̟(Z) = Y (1)r. If furthermore
A =

a11 a12 · · · a1l
a21 a22 · · · a2l
· · · · · · · · · · · ·
ar′1 ar′2 · · · ar′l

is a (r′×l)-matrix whose columns form a basis of L′2 ⊂ Q
r′
, the r′-th coordinate being associated
with the (homogenized) degree zero part, then the columns of the (n′ × l)-matrix
B =

1
...
1
 (n1 − n0)
1
...
1
 (n2 − n1)
. . .
1
...
1
 (nr − nr−1)
1


a11 a12 · · · a1l
a21 a22 · · · a2l
· · · · · · · · · · · ·
ar′1 ar′2 · · · ar′l

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form a basis of L′1 ⊂ Q
n′
. For each subset I ⊂ {1, . . . , r′} of cardinality l, we denote by AI the
minor 
ai11 ai12 · · · ai1l
ai21 ai22 · · · ai2l
· · · · · · · · · · · ·
ail1 ail2 · · · aill

of order l. Using again (1), we have
H(L1) =
∏
ν∈Σf (N)
(
max
I
{|det(AI)|ν}
) ∏
ν∈Σ∞(N)
(∑
I
(
l∏
j=1
(nij − nij−1)
)
|det(AI)|2ν
)1/2
where I = {i1, i2, . . . , il} runs over all subsets I ⊂ {1, . . . , r} of cardinality l. Similarly, we have
H(L2) =
∏
ν∈Σf (N)
(
max
I
{|det(AI)|ν}
) ∏
ν∈Σ∞(N)
(∑
I
|det(AI)|2ν
)1/2
.
It is hence evident that H(L2) ≤ H(L1). In Section 2.1, it is noted that this means that the
point π(P ) = (j(τn1), j(τn2), . . . , j(τnr)) ∈ L2(Q) has to satisfy a non-trivial linear equation
a1j(τn1) + a2j(τn2) + · · ·+ anrj(τnr) + b = 0
with a1, a2, · · · , anr , b ∈ N and
H(a1, a2, · · · , anr , b) ≤ H(L2) ≤ H(L1) < 3nH(L).
Our construction is such that the singular moduli j(τni), 1 ≤ i ≤ r, are pairwise distinct so
that we can apply Lemma 3. With the constant c1(a, b) as given in (41), we conclude that
|∆(τi)|1/2 < 480k264k[N : Q]3 log(H) + (1.4 · 1011)(2.1 · 104)k(k + 1)4k+6[N : Q]4.
This completes the proof of our main theorem.
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