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Abstract
We propose a novel sequence prediction method for sequential data capturing node traversals in
graphs. Our method builds on a statistical modelling framework that combines multiple higher-order
network models into a single multi-order model. We develop a technique to fit such multi-order models
in empirical sequential data and to select the optimal maximum order. Our framework facilitates
both next-element and full sequence prediction given a sequence-prefix of any length. We evaluate
our model based on six empirical data sets containing sequences from website navigation as well as
public transport systems. The results show that our method out-performs state-of-the-art algorithms
for next-element prediction. We further demonstrate the accuracy of our method during out-of-sample
sequence prediction and validate that our method can scale to data sets with millions of sequences.
The analysis of data on complex networks provides essential insights into the structure and dynamics
of social, technical, and biological systems. Apart from data that capture the topology of networked
systems, i.e., which elements are directly connected via links, we increasingly have access to time-resolved,
sequential data on paths or trajectories in networks. Examples include clickstream data generated by
users who follow hyperlinks in information networks, data on information cascades propagating along
friendship relations in online social networks, or temporal data capturing the travel routes of passengers
in a transportation network. We can represent such path data as a multi set S of node sequences v1 →
v2 → · · · → vl of variable-length l, in a graph G = (V,E) under the constraint that nodes vi ∈ V and
transitions (vi, vi+1) ∈ E for i = 1, . . . , l − 1. That is, different from general categorical sequence data,
paths are constrained sequences of nodes where consecutive nodes are connected by a link in an underlying
graph (cf. fig. 1a). Such data provide two complementary dimensions of information on networked systems:
(i) the network, which determines, e.g., which connections passengers can use or which hyperlinks users
can click, and (ii) path data, which determine along which specific paths passengers actually travel or
how users sequentially navigate through web pages.
Recent works have shown that data on paths in networked systems expose higher-order dependencies
between nodes, i.e., correlations in the sequence of nodes traversed on paths that cannot be explained by
the network topology [5, 27, 43]. The modelling of patterns in such data is both a topical and a challenging
problem. On the one hand, data on paths in networks rule out state-of-the-art sequential pattern mining
algorithms that do not account for (i) the constraint that an underlying network limits the sequences of
traversed nodes, and (ii) the fact that path data typically consists of many short node sequences with
varying lengths. On the other hand, path data invalidates network analysis and graph mining techniques
that neglect sequential patterns in the sequence of traversed nodes.
Addressing this challenge, recent works in data science and network analysis have proposed to use higher-
order models for paths in networks, which generalise graph representations to higher-dimensional models
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that capture sequential patterns in paths. Such models capture the topology of paths rather than the
topology of links, e.g., by representing a path v1 → v2 → v3 as a link between two second-order nodes
(v1, v2) and (v2, v3) in a second-order network model. This representation generalises the concept of a
link in standard graph representations, which can be viewed as a path of length two, to k-th order
networks where links represent paths of length k + 1. Such generalisations of graph models to higher
orders improve our ability to cluster and rank nodes [35, 37, 47], detect anomalies [28], and open new
perspectives for network embedding [6, 36]. However, the modelling assumptions underlying those works
hinder an application to the supervised prediction of paths, which is the motivation for our work.
A
B
C D
E
F
AIC=5
AIC=3
AIC=7Subset
of Paths
a) Five paths restricted to a network Multi-Order Model
e) Out-Of-Sample Path Prediction
Model
Selection
Optimal
Model
b) c) d)
Figure 1: Overview of the proposed framework to predict paths in networks: Using paths observed in a
network (a), MOGen learns a multi-order generative model (b) that accounts for (i) sequential patterns
in the sequence of traversed nodes, (ii) endpoints of paths, and (iii) length distributions of paths in a
training set. An information-based model selection algorithm (c) yields an optimal generative model (d)
that can be used for an out-of-sample prediction of paths in a validation set (e).
Contributions: To address this issue, we introduce MOGen, a method to learn generative multi-order
models in large collections of variable-length paths in networks. Our contributions are as follows. (i)
Extending recent research on higher-, variable-, and multi-order models of paths, our framework combines
Markov chains of multiple orders into a single generative model that accounts for (a) patterns in the
sequence of traversed nodes, and (b) the constraint that sequences of traversed nodes are limited to
an underlying network. (ii) Exposing a—to the best of our knowledge—previously unknown relation
between higher-order network models and matrix representations of multi-layer networks [24], we show
how our models can be formalised in terms of block adjacency and transition matrices. (iii) We propose
an information-based model selection algorithm that detects the correct maximum model order needed to
model sequential patterns in a given set of paths. We evaluate this algorithm in empirical data and show
that it yields generalisable models that neither under- nor overfit sequential patterns. (iv) We develop
a supervised learning technique to predict variable-length paths in networks. Different from existing
algorithms, our method supports both predicting the next node based on a prefix of varying length
(next-element prediction) as well as the out-of-sample prediction of full paths based on a training set.
We apply our method to six data sets on human clickstreams and passenger itineraries in transportation
networks and demonstrate its superior performance through a comparison to state-of-the-art sequence
prediction algorithms. An overview of our method is shown in fig. 1.
The remainder of this article is structured as follows. First, we summarise the state-of-the-art the mod-
elling of categorical sequences and paths and identify the research gap that is addressed by our work.
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Subsequently we introduce our method. We then experimentally validate our method in six empirical data
sets. We apply our method to the supervised prediction of paths, compare its performance to state-of-the-
art sequence prediction algorithms, and evaluate our model selection algorithm. Finally, we summarise
our conclusions.
1 Related Work
The modelling of categorical sequences has been addressed in the data mining and machine learning
community. While we refer to [20, 42] for an exhaustive overview on sequential pattern mining, here we
limit our discussion of related work to (i) methods to model and predict categorical sequences, and (ii)
works that explicitly address the modelling of paths in a network.
Sequence Modelling and Prediction The modelling and prediction of categorical sequence data have
important applications, e.g., in text mining, machine translation, DNA sequence analysis, clickstream
analysis and human behavioural modelling. A large body of works has applied probabilistic graphical
models like, e.g., Petri nets, hidden Markov models, decision trees, as well as higher- or variable-order
Markov chains [7, 15, 40, 46] to model patterns in categorical sequences [20, 42]. Such sequence modelling
techniques facilitate next-element prediction, which seeks to predict the next element(s) in a given sequence
based on a model learned in training sequences. This problem occurs in a number of applications, e.g.,
recommender systems [21], speculative Web caching [9], or purchase prediction in eCommerce [25]. Such
applications have been addressed with (higher-order) Markov chains that predict the next element in a
sequence based on the previous k elements [8, 16, 17, 23, 33]. Other methods use Petri nets [3, 45], decision
trees [13, 22, 29], graph and network models [26, 32], spectral learning [4], as well as neural networks and
automata [42]. An advantage of those methods is that they can be applied to general data on categorical
sequences. However, data on paths in networks have characteristics that violate the assumptions of some
of those techniques. First, paths are constrained categorical sequences insofar as an underlying network
restricts the possible sequences of traversed nodes. In terms of sequential pattern mining, this has the
consequence that some frequently traversed node sequences are trivially due to the topology of the
underlying network, while others can not be explained by the network alone. Second, different from
data that contain a small number of long categorical sequences, path data typically confront us with a
large unordered collection of short and variable-length sequences, where each sequence is one independent
observation of, e.g., a user clickstream in the Web or an itinerary of a passenger in a transportation
network. The structure of such data complicates the application of higher-order Markov chains with large
orders k, which treat the first k nodes in each path as a prefix for the following transitions.
Higher-Order Models of Paths in Networks Several recent works highlight the need for higher-
order network models to account for the special characteristics of sequential data on paths. [27] summarise
the challenges of this research at the intersection of network analysis, data mining, and machine learning.
The key idea behind those works is the use of higher-dimensional graph representations. The resulting
higher-order network models resemble the state space extension that is the basis of higher-order Markov
chains or high-dimensional De Bruijn graphs [12]. Building on this idea, [35] use a generalisation of
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the flow compression algorithm InfoMap [34] to higher-order network models to detect temporal cluster
structures in sequential data on networks. [39] show that the spectral properties of higher-order graph
Laplacians can be used to improve the prediction of diffusion processes based on time-stamped and
sequential data on networks. A number of works have generalised node centrality measures and ranking
algorithms, demonstrating that higher-order models of paths improve our ability to identify important
nodes in networks [35, 37, 38, 47]. Recent works used such models to capture event sequences in time-
stamped network data [31], detect anomalies in data on paths in networks [28], or propose new network
embedding and representation learning techniques [6, 36].
Those works generated insights into the topology of networked systems that cannot be obtained with
standard network analysis and graph mining techniques. However, the modelling assumptions underlying
those works also limit their application in many important settings. First, existing works have focused on
higher-order models for patterns in the sequence of traversed nodes, rather than generative models that
additionally model the endpoints of paths [27]. This limits the ability to predict variable-length paths,
an important supervised learning problem that is the key motivation for our work. A second limitation
is the choice of model selection techniques to learn generalisable higher-order models that provide an
optimal balance between model complexity and explanatory power. Existing works either used heuristic
techniques [35, 47] or analytical methods that rely on additional model characteristics like, e.g., a nested
structure [37] that do not apply to generative models. Moreover, most existing works used models with a
single order k, which limits their application in paths that exhibit correlations at multiple scales at once.
While both model selection and sequence prediction have been addressed in the modelling of categorical
sequences, we note that—due to the special characteristics outlined above—those methods cannot be
immediately applied to path data.
In the remainder of this article, we develop a generative multi-order modelling framework for paths in
networks that closes this gap. Different from state-of-the-art sequence modelling and prediction algo-
rithms, our method explicitly addresses the modelling of unordered collections of variable-length node
sequences constrained by a network. Different from previous works on higher- and multi-order models
[35, 37, 47], we focus on a generative model that accounts for the endpoints of paths and is thus suitable
for prediction tasks. By combining models of multiple higher-order into a multi-layered model structure,
our method captures sequential patterns at multiple length scales simultaneously. We further develop an
information-based model selection algorithm that allows detecting the optimal maximum order of the
model without requiring the nestedness property that is the basis for the method proposed in [37].
2 Multi-Order Generative Model for Paths
We first formally define path data and present the generative modelling framework and model selection
algorithm that are the main contributions of our work. We assume that we are given a multi-set of m
paths S = {t1, . . . , tm} on a network G = (V,E) with nodes V and (directed) links E ⊆ V × V . Each
path ti = v1 → v2 → · · · → vli is an ordered sequence of traversed nodes under the constraint that
(vj , vj+1) ∈ E for j ∈ [1, li − 1]. We assume that paths in S have varying lengths li and we denote the
maximum path length as lmax. Using a simple network-based model for the sequences of nodes traversed
by paths, we could assume that paths are generated by a memoryless random walk that corresponds to a
Christoph Gote, Giona Casiraghi, Frank Schweitzer, and Ingo Scholtes:
Predicting Sequences of Traversed Nodes in Graphs using Network Models with Multiple Higher Orders
first-order Markov chain. The nodes v ∈ V of network G correspond to the state space of such a Markov
chain, while links (v, w) ∈ E in the network are associated with transition probabilities. This assumes
that the next node vi+1 traversed by a path only depends on (i) the currently visited node vi, and (ii)
the links that determine which state transitions are possible. To capture higher-order dependencies in the
sequence of traversed nodes that are not due to the network topology, we can generalise this model to a
k-th order Markov chain, where the next node vi+i depends on the k previously visited nodes vi−k,..., vi.
We can view this model as a memoryless random walk in a k-th order network Gk = (V k, Ek), where (i)
each k-th order node (v1,..., vk) ∈ V k is a sequence of k nodes where consecutive nodes are connected by
links, and (ii) each k-th order link connects two higher-order nodes (v1,..., vk) and (w1,..., wk) such that
wi = vi−1 ∈ V . We note that a k-th order network can be constructed as the line graph of a k − 1-th
order network, a construction that adapts the construction of De Bruijn graphs to models for paths in
a network [12, 37]. Using this modelling approach, a path v1 → v2 → · · · → vl corresponds to l − k
transitions along the edges of a k-th order network, which gives rise to the following sequence of l− k+1
higher-order nodes:
(v1,..., vk)→ (v2,..., vk+1)→ · · · → (vl−k+1,..., vl)
2.1 Multi-Order Models of Paths
Referring to the special characteristics of variable-length paths in S, the modelling approach above has a
number of limitations. (i) Using a k-th order model, we can neither use the first k nodes in each path to fit
the transition probabilities of the model, nor can we use the model to perform a next-element prediction
for the first k nodes on a path. (ii) The fact that the number of observations used to fit the transition
probabilities of a k-th order model differs across different orders k complicates model selection, i.e., the
selection of the optimal order k to model a data set. (iii) The model neglects information on the start and
end point of nodes, which hinders its application to an out-of-sample prediction of full paths, i.e. from
start to end. (iv) Finally, a model with a single order k is limited to capture sequential patterns of a single
length k, which is why recent works argued for variable- and multi-order modelling techniques [33, 37, 47].
To overcome those limitations we introduce a generative model that combines (i) transitions between
higher-order models of multiple orders up to a maximum order K and (ii) special transitions that capture
the start and end points of paths. For this, we introduce a special initial state ∗, with transitions ∗ → v
to first-order nodes v ∈ V that mark the start of a path in node v. For all orders 1 ≤ k ≤ K, we further
add transitions from k-th order nodes (v1,..., vk) → † to a special terminal state †, which captures the
termination of a path. With this extension, a path v1 → v2 → · · · → vl corresponds to l+2 transitions in
a multi-order network with maximum orderK, which gives rise to the following sequence of l higher-order
nodes
∗ → v1 → (v1, v2)→ (v1, v2, v3)→ · · · → (vl−K+1,..., vl)→ †
with two additional transitions from/to the special states ∗ and † to model the start and end of the path.
Considering the coding of memory prefixes in the extended state space of higher-order Markov chains, we
note that each transition in this multi-order model with maximum order K increases the memory prefix
by one node, up to a maximum memory of length K. In addition to transitions within a K-th order
model, we obtain a multi-order model that includes transitions between the nodes of a k-th order model
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and the nodes of a k + 1-th order model for all orders k < K. Transitions from/to initial state ∗ and
terminal state † explicitly model the start and end points of paths, which is the basis for an end-to-end,
out-of-sample prediction of full paths.
We can mathematically represent such a multi-order network model with maximum order K by means
of a multi-order adjacency matrix A(K), whose overall structure is shown in fig. 2a. This representation
is inspired by so-called supra-adjacency matrices, which have recently been proposed to represent the
interconnected topologies of multi-layer networks [24]. A multi-order adjacency matrix consists of blocks
Ak−1,k, whose entries count the observed transitions between k − 1-th and k-th order nodes in a given
multi set S of paths. The entries in the top-left block A0,1 ∈ R1×n count transitions (∗, v) for all nodes
v ∈ V , i.e., the distribution of start nodes for all paths. The entries of the bottom-right block A† count
terminal transitions (v1,..., vk) → † for all orders 1 ≤ k ≤ K. For paths with lengths li > K, the entries
in the bottom matrix AK,K count the transitions between the nodes in a K-th order network model. An
example for a multi-order adjacency matrix that corresponds to a toy example where each path shown in in
fig. 1a is observed 10 times is shown in fig. 2a. We note that structural zeros in A(K) (greyed out in fig. 2b)
represent transitions that are impossible based on the underlying network topology, which are different
from zero entries that represent possible but unobserved transitions (see zeros in highlighted blocks in
fig. 2b). The only model parameter K determines the maximum order of the multi-order model, which
resembles the maximum memory length in a Markov chain. We note that, under the assumption that the
paths in a multi set S = {t1, . . . , tm} with maximum path length lmax are generated independently of
each other, the multi-order adjacency matrix A(K) is a lossless representation of S iff K ≥ lmax.
To facilitate prediction tasks, we use the multi-order adjacency matrix to define a probabilistic generative
model of variable-length paths. This model is fully described by a multi-order transition matrix T(K),
which we obtain by a row normalisation of A(K). This yields a stochastic matrix T(K), whose entries
give the transition probabilities in a probabilistic model for paths. The transition matrix of a generative
multi-order model with maximum order K = 3 that corresponds to the toy example in fig. 1a is shown in
fig. 2c. We are generally interested in maximally parsimonious models with maximum order K ≪ lmax
that still capture relevant patterns in the sequence of nodes traversed by paths. Different from the
lossless representation A(K) obtained for K > lmax, we can view such a model as a lossy compression
or summarisation of paths, based on the sequential patterns in S. In the following, we show how we can
adapt information-theoretic model selection to choose the optimal maximum order K of a multi-order
model that (i) yields an optimal summarisation of paths, and (ii) can be used to predict paths.
2.2 Model Selection
To choose a multi-order model with an optimal maximum orderK for a given set of paths S, we must first
evaluate how well a given model describes a data set. Taking a statistical inference perspective, we first
define the probability of a single observed path t = v1 → · · · → vl given a multi-order model described
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Figure 2: Multi-order matrix representation of MOGen. (a) shows the block structure of the multi-order
adjacency matrix. (b) and (c) show A and T for MOGen with K = 3 on the example from fig. 1a, where
all paths occur 10 times. (d) shows the K detected by model selection for varying observation counts.
The observation from (b) and (c) is highlighted in white.
by T(K), as
P (t|T(K)) = T(K)[∗, v1] ·
K−1∏
k=1
T(K)[(v1,..., vk), (v1,..., vk+1)]·
l∏
i=K+1
T(K)[(vi−K ,..., vi−1), (vi−K+1,..., vi)]·
·T(K)[(vl−K+1,..., vl), †]
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A likelihood function for a multi-order model given a multi set S of m independent paths can then be
obtained by taking the product over all path probabilities, i.e.,
L(T(K)|S) =
∏
t∈S
P (t|T(K)) (1)
We highlight that the specific definition of the multi-order model allows the comparison of likelihoods
across different maximum orders K. This is due to the fact that the number of observed transitions that
enter the likelihood calculation in eq. (1) is independent of the maximum order K, which is not the case
for a standard higher-order Markov chain model. We further note that, due to the inclusion of the special
transitions to/from start and terminal states, the resulting models are not nested, i.e., a multi-order
model with maximum order K is not contained in the parameter space of a more complex model with
maximum order K ′ > K. While this difference to previous works on multi-order models is crucial to
apply the model to the path prediction problem, it rules out the application of the likelihood-ratio based
model selection proposed in [37].
We address this problem with an information-theoretic approach to model selection. We specifically use
Akaike’s Information Criterion (AIC) [1] to balance the explanatory power of a multi-order model for a
data set S with the complexity of the model, which is measured in terms of the degrees of freedoms in the
parameter space. The AIC value can be interpreted as an estimate for the expected relative Kullback-
Leibner (KL) divergence between the fitted model and the unknown true process that generates the
observed data. This corresponds to the expected loss of information in bits if we were to replace the
unknown process that generates the data by our model. The best model among a set of candidate models
is thus the one that minimises Akaike’s Information Criterion. For a multi-order model, we can calculate
the AIC as
AIC(T(K)) = 2d(T(K))− 2 ln
{
L(T(K)|S)
}
(2)
where d(T(K)) are the degrees of freedom of the model defined by T(K). Different from existing works
that have used the AIC to determine the optimal order of higher-order Markov chain models of categorical
sequence data [40, 41], we must account for (i) structural zeros in the transition matrix T (K) that result
from the fact that we model paths restricted to a network, (ii) the multi-layer structure of our models
that combine multiple orders k, and (iii) the additional model parameters used to model the transitions
from/to the initial and terminal states. This implies that the degrees of freedom of a multi-order model
of paths depend on the topology of the underlying network, which we can encode in terms of a binary
adjacency matrix A.1 The possible paths of exactly length k in such a network are encoded by the non-
zero entries in the k-th power of the binary adjacency matrix, which allows us to calculate the degrees of
freedom of a model with maximum order K as:
d(T(K)) =
K∑
k=1
∑
i,j
(
A
k
)
ij
+ |V | − 1 (3)
1If we assume that all possible transitions along the links of the underlying network have been observed at least once,
we can directly derive A from the training data.
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Table 1: Summary statistics for the six data sets used to validate MOGen.
paths nodes on path network topology
total unique mean median min max nodes links density
BMS1: online retailer clickstreams [11] 59’601 18’473 2.51 1 1 267 497 15’387 6.24%
FIFA: FIFA World Cup 98 server logs [2] 20’450 20’053 36.24 31 9 100 2’990 73’530 0.82%
MSNBC: news website clickstreams [14] 31’790 30’247 13.33 11 9 100 17 270 93.43%
WIKI: Wikispeedia clickstreams [46] 76’193 68’784 6.25 5 1 435 4’179 69’800 0.40%
AIR: US flight itineraries [44] 286’810 60’228 4.19 5 2 14 175 1’598 5.24%
TUBE: London Tube itineraries [30] 4’295’731 32’313 7.86 7 2 36 276 663 0.87%
Ignoring constant terms that do not depend on the maximum order K, using eq. (2) we can estimate the
optimal maximum order Kˆ for a data set S as follows:
Kˆ := argmin
K
K∑
k=1
∑
i,j
(
A
k
)
ij
− ln
{
L(T(K)|S)
}
. (4)
To illustrate our method in the running toy example shown in fig. 1a, here we present results for a simple
experiment, in which we vary the observed frequencies of the five (colour-coded) paths shown in fig. 1a.
We apply the model selection to different observed frequencies of paths and report the estimated optimal
parameter Kˆ. Due to the topology of the network shown in fig. 1a, paths that start in node A or B and
continue to C and D either terminate in node E or node F . In order to model paths whose probability to
terminate in E or F depends on whether they start in A or B, a multi-order model with maximum order
three is needed. Such a dependency is introduced if the paths A → C → D → E and B → C → D → F
occur more or less frequently than the paths B → C → D → E and A→ C → D → F . Figure 2d shows
that in this case our model selection algorithm yields the correct optimal order of three. If, however, the
terminal node of a path is independent of the start node, a model with order two is sufficient in this
toy example. This is the case if the frequencies of all four paths are similar, in which case our model
selection algorithm yields the correct optimal order of two (cf. fig. 2d). This is illustrated by the identical
values in T(3)3,3 in fig. 2c. We note that those results merely serve to illustrate our method in the running
toy example. In the coming section, we validate our method through a cross-validation experiment in
empirical data sets. The results of this experiment show that the best prediction performance is obtained
for the parameter Kˆ that is estimated using the proposed model selection algorithm. This implies that,
different from existing techniques, the parameter K can be directly estimated from the data, which
effectively turns our method into a parameter-free approach.
3 Experimental Validation
We experimentally validate MOGen in six empirical data sets containing (i) user clickstreams on the
Web, and (ii) travel itineraries of passengers in a train and an airline network: BMS1 contains 59’601
clickstreams of customers of the web retailer Gazelle.com [11]. FIFA captures 20’450 clickstreams of users
of the ’98 FIFA World Cup website [2]. MSNBC contains 31’790 clickstreams of page categories on the
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MSNBC news website [14]. WIKI captures navigation paths of 76’193 users in the Wikipedia article
graph, who were playing the game Wikispeedia [46]. AIR contains 286’810 flight itineraries of passengers
travelling on routes between US airports in 2001 [44]. TUBE captures 4’295’731 itineraries of London
Tube passengers [30]. The raw data for all data sets are freely available online. Summary statistics are
provided in table 1. The data sets BMS1, FIFA and MSNBC were obtained from the repository published
with [19]2.
In the following sections, we validate our method as follows: Addressing an important application in
sequence modelling, we first apply MOGen to predict the next node on a path, comparing its performance
to six state-of-the-art methods. Highlighting a major advantage of our method over existing techniques,
we then show that we can use the proposed model selection algorithm to compute the parameter K
for which our model offers the best performance directly from the data. This avoids computationally
expensive parameter search algorithms that have been used by competing sequence prediction methods.
Showcasing another contribution of our work, we further evaluate our method in a scenario where we
target an out-of-sample prediction of full paths. We finally report results that show the scalability of our
method in real data.
3.1 Next-Element Prediction
We first evaluate the performance of our method in a next-element prediction setting. Given a prefix of
k nodes (v1,..., vk) previously traversed by a path, we want to predict which node vk+1 in the network
is visited next. We evaluate our method in a cross-validation experiment for the six empirical data sets
outlined above. Leveraging the fact that our model captures terminal nodes on paths, we consider the
special state † as a prediction of a path termination. We include this in the evaluation, because the
prediction of terminal nodes is crucial in data on variable-length path data, e.g., to predict where users
exit a website, where passengers end their itinerary, or whether a purchase is made in an online shop.
We compare the performance of MOGen to state-of-the-art sequence prediction algorithms that have
addressed next-element prediction in categorical sequences. Our choice of baseline methods is informed
by the review of [42], which compares the performance of state-of-the-art methods in several data sets.
The authors find that AKOM [33] outperforms other algorithms in three out of four tested data sets.
Conversely, [22] show that CPT+ outperforms AKOM in terms of the accuracy of the next element
prediction. We thus use both CPT+ and AKOM as baseline, utilising the implementations provided
in [19]. To enable a fair comparison for empty prefixes, we modified the implementation of AKOM to
return a prediction based on the frequency of elements in the training data. This is described in [33],
however the implementation in [19] returns an empty prediction instead. CPT+ predicts the next element
in a sequence based on an internal assignment of weights to candidate elements, i.e., the prediction is
not based on probabilities. We thus normalise the weights assigned by CPT+ to obtain a probabilistic
prediction. While this allows us to compare the performance of CPT+ with the other (probabilistic)
methods, we highlight that the evaluation in [22] is based on prediction accuracy. In addition to those
sequence modelling techniques, we compare our method to a probabilistic prediction derived from (i) a
random walk in a higher-order network with a single order k (NET), and (ii) the multi-order graphical
model (MOG) introduced in [37]. For k = 1, NET is identical to a prediction generated by a random
2see https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
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Table 2: Next-element prediction performance of all models.
a) Cross-entropy loss [bit] for prefixes up to length 6
BMS1 FIFA MSNBC WIKI AIR TUBE
MOGen 6.22 7.49 2.72 7.83 4.20 1.81
AKOM 19.51 8.67 11.30 14.37 13.27 7.09
CPT+ 19.19 13.35 13.65 17.44 14.83 10.42
NET 19.51 8.84 11.44 14.36 13.34 7.58
MOM 19.51 8.66 11.29 14.36 13.20 6.35
RND 19.56 9.69 12.36 15.81 14.12 11.94
b) MOGen: detected and best performing maximum order
detected 1 1 2 1 2 6
best 1 1 2 1 2 6
walk in the underlying network. Note that, despite a similarity in name, the method proposed in the
present work considerable differs from MOM. First, MOM does not model the endpoint of paths, which
limits its ability to predict variable-length paths. Second, it uses a model fitting approach that estimates
transition probabilities based on sub-path frequencies rather than the transition probabilities used in our
approach. Finally, it uses a model selection that builds on a nested model structure, which does not hold
for our modelling framework. In addition to those network-based models, we use a naive (parameter-free)
random baseline (RND) that simply predicts the next node based on the relative frequency of nodes in
the training set, i.e., a prediction that neither uses a Markov chain nor the network topology. For AKOM,
MOM, NET, and MOGen we report the results for the optimal (maximum) order parameter obtained
via a grid search. For CPT+, we use the default parameters chosen in [22].
We split the paths in each data set into a training (90%) and validation (10%) set and evaluate the
prediction performance of all models in terms of the cross-entropy loss function
H(p, q) := −
∑
v∈V
p(v) log q(v) (5)
where, for a given prefix (v1,..., vk), q(v) denotes the probability of the next element (i.e., target node) v
obtained from a model trained on the training set and p(v) is the true distribution underlying the data.
Since the true distribution is unknown for the empirical data set, we compute p(v) from the distribu-
tion of actual next nodes in the validation set. This yields the log-loss function commonly used in the
cross-validation of probabilistic multi-class prediction [10]. In the first evaluation, we further consider
predictions for multiple prefix lengths up to a maximum length of six. We consider those as multiple
samples and assign equal sample weights such that sample weights for any given target node with dif-
ferent prefix lengths sum to one. For the resulting loss function, a value of zero corresponds to a perfect
prediction, which would allow us to replace the true distribution in the data by the prediction without
information loss. Non-zero values quantify the information loss in bits, i.e., larger values correspond to
worse prediction performance.
In table 2a we report the cross-entropy loss (in bits) for the six empirical data sets and the six prediction
methods described above. For each algorithm, we report the performance for the parameters that yield
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Figure 3: Prediction performance on different prefix lengths for MSNBC.
the smallest cross-entropy loss. The results show that MOGen outperforms all other methods for all of the
six data sets. For most of the data sets, we further observe a considerable difference in the cross-entropy
loss function. We hypothesise that this large difference in performance is due to the fact that different
from other methods MOGen (i) explicitly models varying-length paths in a network, and (ii) is able to
predict the termination of paths. This highlights the main contribution of our work, which is a model
that specifically accounts for the characteristics of data on paths in networks. We further note that MON
and NET yield identical results for BMS1 and WIKI. The reason for this is that in those two data sets
both MOM and NET yield the best prediction performance for a (maximum) order of one, in which
case a multi-order model is identical to a first-order model. We observe the smallest cross-entropy loss
for MSNBC, AIR, TUBE, which we hypothesise is due to the —relative to the size of the underlying
network— large number of observed paths. FIFA, WIKI, and BMS1 generally yield the largest cross-
entropy loss across all methods, which is likely to be due to the large network topologies and a relatively
small number of observations, which hinders a reliable detection of generalisable sequential patterns.
We finally observe that CPT+ shows the worst performance of all methods and it is even outperformed
by the random baseline in all but one data sets. This is likely due to the fact that we evaluate the methods
based on probabilities assigned to the next elements, which is not the originally intended use of CPT+.
This is in line with the fact that a recent review found that the performance of CPT+ is inferior to the
probabilistic method AKOM, while [22] have found the accuracy of predictions generated by CPT+ to
be superior to AKOM.
Table 2 reports the prediction performance of methods across multiple prefix lengths and for the
parametrisation that yields the best performance. A further interesting question is how the performance
of methods compares for different prefix lengths and different parameters. To answer this question, in
fig. 3 we show a ranking of methods for different prefix lengths used in the prediction in the MSBNC data
set. For MOGen we show the performance of all considered parameters from K = 1 to K = 3 (MOGen(1)
to MOgen(3)), while for other methods we show order parameter that yields the best performance (shown
in brackets). The results show that MOGen outperforms other methods across all prefix lengths and for
all parameters K.
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3.2 Validation of Model Selection
All results reported in the previous section have been obtained by performing a grid-search of model
parameters for which the models provide the best prediction performance. In the case of MOGen, the
only parameter of our method is the maximum orderK of the multi-order model. As explained previously,
our method provides a model selection algorithm that enables us to estimate the optimal value of the
maximum order Kˆ directly from the data. This avoids the need for a computationally expensive grid
search for the optimal parameter and effectively makes our method parameter-free, which is a major
advantage over competing methods. In table 2b, we report the output of the AIC-based model selection
of MOGen for the six empirical data set (top row), comparing it to the maximum order K that yields
the best prediction performance (bottom row). For the clickstream data BMS1, FIFA, and WIKI we
obtain an optimal maximum order of K = 1. For MSNBC, AIR, and TUBE we obtain optimal values of
K = 2 and K = 6 respectively, which highlights the need for a higher-order model to capture sequential
patterns. For all analysed data sets, the optimal order detected by the model selection provides the best
prediction performance in a cross-validation, which confirms that our method yields models that neither
underfit nor overfit sequential patterns in paths.
3.3 Out-Of-Sample Prediction of Paths
An important motivation of our method is its ability to perform an out-of-sample prediction of full
paths based on a training set. Different from the next-element prediction addressed earlier, this addresses
applications where we have access to a set of paths that allows us to learn a multi-order generative model.
The task is then to predict a set of variable-length paths (from the start to the terminal nodes) that occur
in a validation set. This problem has a number of interesting applications, e.g., speculative caching in web
servers, the prediction of information cascades, or demand prediction in transportation systems based on
past passenger itineraries. Addressing the latter scenario, we use MOGen to predict passenger itineraries
in the London Tube based on a training set. We evaluate the performance of our method in terms of
a binary classification experiment, where we use a training set to learn an optimal multi-order model
and then use the learned model to predict the most frequently occurring paths in a validation set. The
prediction of most frequent paths utilises the fact that our method learns a generative model that includes
the start and end points of paths, i.e., we use our model to generate a new set S′ of paths with variable
lengths. We rank paths in the generated set S′ based on their frequency and use the top N paths as
prediction of the top 10% most frequent paths in the validation set. We interpret this prediction as a
binary classification and repeat the prediction for different discrimination thresholds N . We then compute
true positive/false positive rates for different values of N , which can be used to compute the area under
a ROC (receiver operating characteristic) curve. The result of this out-of-sample prediction is shown in
fig. 4. The ROC curve indicates a high accuracy of our method, which is substantiated by a resulting
AUC score of 0.95.
3.4 Scalability
In a final experiment, we evaluate the scalability of our method. Our implementation parallelises the
training of a multi-order model by splitting paths into multiple sets and simultaneously computing entries
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Figure 4: Out-of-sample path prediction with MOGen. ROC and AUC for a 99/1 training/validation split
for TUBE.
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Figure 5: Mean time for training model selection, as well as model size for all data sets (5 iterations).
The grey line in the left panel indicates a linear speedup. Highlighted models in the right panel are the
ones picked through model selection.
of the multi-order adjacency matrix A(K) and transition matrix T(K) for each of the sets, and finally
aggregating those entries. We speed up the computation of the model likelihood (cf. eq. (1)) by computing
the probabilities of paths in parallel. The left panel of fig. 5 shows the time (in seconds) that is required
to (i) train multi-order models for multiple parameters K, and (ii) select the optimal parameter Kˆ using
the method described in eq. (4) for different numbers of processing cores3. The resulting model sizes (in
MegaBytes) for different orders K are shown in the right panel of fig. 5.
The results show that the time required to learn an optimal model primarily depends on the number
3Results were obtained using a 16-core Intel Core i9-7960X processor.
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of unique paths as well as their length (cf. table 1). We also observe a near linear reduction of the
training time as we increase the number of available processing cores (grey line refers to an optimal linear
speedup). The deviation from the linear reduction is likely to originate from the non-parallel computation
of the matrix powers of A, which is required to compute the degrees of freedom. The size of the models
generally increases super-linearly with the maximum order K. The scaling of model size depends on
the size and algebraic connectivity [18] of the underlying topology, which determines the growth of the
degrees of freedom with the parameter K. This is illustrated by the TUBE data set, where—due to a
sparsely connected network topology—the increase in model size is lowest as the order increases. All
models selected by MOGen are below 1 MB in size.
4 Conclusion
The growing availability of temporal data provides interesting opportunities for new data science tech-
niques that address the modelling and prediction of paths in networks. We have shown that such data has
unique characteristics that question the application of state-of-the-art sequential pattern mining, sequence
modelling, and prediction algorithms. Moreover, data on paths contain information on the topology of
interactions in networked systems that cannot be extracted with standard network analysis and graph
mining techniques. Addressing this gap, we propose MOGen, a modelling and prediction framework that
is based on multi-order generative models of paths observed in a network. Different from existing sequence
mining and modelling frameworks, MOGen explicitly models the start- and endpoints of variable-length
paths as well as patterns in node sequences that are restricted by an underlying network topology. The
importance of those features is demonstrated by the fact that MOGen outperforms state-of-the-art se-
quence prediction techniques in terms of next-element prediction in six empirical data sets. Going beyond
previous works on categorical sequence prediction, we further show that our method can be used for the
out-of-sample prediction of full paths, e.g., variable-length paths from start to end, using passenger
itineraries in a real transportation network. This has interesting applications, for example, in terms of
demand prediction for smart mobility scenarios, that we currently explore in a collaboration with a trans-
portation provider. A major advantage of MOGen compared to competing methods is that it provides an
information-based model selection algorithm to determine the optimal order parameter K directly from
data. An experimental evaluation in empirical data sets proves that MOGen is able to automatically
learn models that generalise best to unseen data, which effectively turns it into a parameter-free method.
Apart from those contributions to the foundation of sequential pattern mining in temporal network data,
we provide an Open Source parallel implementation of our method4 and evaluate its scalability in real
data sets.
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