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Z2-GRADED IDENTITIES OF THE GRASSMANN ALGEBRA
OVER A FINITE FIELD
LUI´S FELIPE GONC¸ALVES FONSECA
Abstract. Let F be a finite field with the characteristic p > 2 and let G
be the unitary Grassmann algebra generated by an infinite dimensional vector
space V over F . In this paper, we determine a basis for Z2-graded polynomial
identities for any non-trivial Z2-grading such that its underlying vector space
is homogeneous.
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1. Introduction
Grassmann algebra is an algebraic structure that arises in linear algebra. The
Grassmann algebra assumed its own importance even in other areas of science such
as physics, and geometry. It is also important in PI-theory. A celebrated result
obtained by Kemer, depicted in 1987, [11], shows that any associative PI-algebra,
over a field F of characteristic zero, is PI-equivalent to the Grassmann envelope of
a finite- dimensional associative super-algebra.
In the 1970s, Regev and Krakovsky [12] described the identities of the Grassmann
algebra over a field of characteristic zero. Almost two decades later, Giambruno
and Koshlukov [10] identified a basis for the identities of the Grassmann algebra
over an infinite field of characteristic p > 2. Briefly, when the ground field is infinite
and its characteristic is not equal to two, the identities of the Grassmann algebra
follow from the triple commutator.
When the ground field is finite, its characteristic is p > 2, and its size is q, it is
necessary to include one more identity in the basis. In this situation, the identities
follow from the triple commutator and the polynomial xpq1 −x
p
1. C. Bekh-Ochir and
S. Rankin worked on this problem in 2011, [2].
Over the last fifteen years, there have been many studies on the graded iden-
tities of the Grassmann algebra. When the ground field has characteristic zero,
Giambruno, Mishchenko and Zaicev [9] described the Z2-graded identities (respec-
tive Z2-graded co-dimensions) of the Grassmann algebra equipped with canonical
grading. Anisimov [1] and Da Silva [5] completed the computation of the Z2-co-
dimensions of the Grassmann algebra for a basis which V was homogeneous in
this grading. Da Silva and Di Vincenzo [6] described the Z2-graded identities of
the Grassmann algebra for any non-trivial homogeneous Z2-grading such that its
underlying vector space is homogeneous.
When the ground field is infinite, with a positive characteristic, Centrone [3] de-
scribes the Z2-graded identities of the Grassmann algebra in the situation explored
by Da Silva and Di Vincenzo.
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For the purposes of this paper, the ground field is finite. We found a basis
for the graded polynomial identities of the Grassmann algebra for any non-trivial
Z2-grading, such that its underlying vector space is homogeneous.
Initially, we use some results of the results of Regev [13] and Ochir- Rankin [2].
The work of Centrone [3] and Ochir-Rankin [2] provides the basis for the strategy
we employ to prove the main theorems. The paper by Siderov and Chiripov [4]
motivated our construction of the SS Total Order. In the section 4, the work of
Da Silva and Di Vincenzo [6] was critical an we drew from it the majority of the
computational lemmas inside the text.
2. Preliminaries
In this paper, F denotes a fixed finite field of characteristic charF = p > 2 and
size |F | = q. Moreover, all vector spaces and all algebras are to be over F . In order
to denote the elements of F , we shall use small letter of Greek alphabet.
Definition 2.1. The algebra A is Z2-graded when A can be written as a direct
sum of subspaces A = A0 ⊕ A1 such that for all i, j ∈ Z2, AiAj ⊂ Ai+j. The
decomposition (A0, A1) is called a Z2-grading on A. We shall call A0 the even
component and A1 the odd component. The Z2-grading (A, 0) is referred as trivial.
An element a ∈ A is referred to as a homogeneous element when a ∈ A0 ∪ A1 and
we denote its Z2-degree (when a 6= 0) by α(a).
It is well known that A can be graded by Z2 (in a non-trivial way) if, and only
if, A admits an automorphism of order two. If φ : A → A is an automorphism of
order two, then:
A0 = {2−1(a+ φ(a))|a ∈ A} and A1 = {2−1(a− φ(a))|a ∈ A}.
Let Y = {y1, . . . , yn, . . .} and Z = {z1, . . . , zn, . . .} be two countable sets of
variables. We denote by F 〈X〉 the free algebra freely generated by X = Y ∪Z. For
any variable yi ∈ Y , we say that α(yi) = 0; similarly for any variable zi ∈ Z we
say that α(zi) = 1. We define the Z2-degree of a monomial m = x1 . . . xn ∈ F 〈X〉
by α(m) = α(x1) + . . .+α(xn). In this way, F 〈X〉 is a Z2-graded algebra, whereas
F 〈X〉0 is spanned by the monomials of Z2-degree 0 and the empty word 1, and
F 〈X〉1 is spanned by the monomials of Z2-degree 1. A polynomial f(x1, . . . , xn) is
called essential when each variable xi, i = 1, . . . , n, appears at least on time in each
monomial of f .
Let A be a Z2-graded algebra. A polynomial f(x1, . . . , xn) ∈ F 〈X〉 is called
a Z2-graded polynomial identity for A (or a 2-graded polynomial identity for A)
when f(a1, . . . , an) = 0 for all ai ∈ Aα(x1), i = 1, . . . , n. The set of all identities
of A is denoted by T2(A). An endomorphism φ of F 〈X〉 is called a Z2-graded
endomorphism when φ(F 〈X〉i) ⊂ F 〈X〉i, i = 0, 1. An ideal I ⊂ A is a Z2-graded
ideal when I = (I ∩ A0) ⊕ (I ∩ A1). An ideal I ⊂ F 〈X〉 is called a T2-ideal when
φ(I) ⊂ I for all Z2- graded endomorphisms φ of F 〈X〉. It is not hard to see that
T2(A) is a T2-ideal. Let S be a non-empty subset of F 〈X〉. We define the T2-ideal
generated by S as the intersection of all T2-ideals that contain S, and we denote it
by 〈S〉. A polynomial f is said to be a consequence of S when f ∈ 〈S〉. We say
that S ⊂ F 〈X〉 is a basis for the Z2-graded identities of A when T2(A) = 〈S〉. We
know that any T2-ideal is generated (as T2-ideal) by its essential polynomials. Two
Z2-graded algebras A and B are called isomorphic (super-algebras) if there exists
an isomorphism ρ : A→ B such that ρ(Ai) ⊂ Bi i = 1, 2.
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Consider [x1, x2] := x1x2−x2x1 to be the commutator of x1 and x2. Inductively,
we define the left normed higher commutator as follows:
[x1, . . . , xn−1, xn] := [[x1, . . . , xn−1], xn] n = 3, 4, . . ..
Subsequently, we use the shortened term “commutators” for left-normed higher
commutators.
Let B =
⋃∞
i=1 Bi be a union of set of ordered commutators, where:
B1 = {y1, y2, . . . , yn, . . . , z1, z2, . . .},
B2 = {[x1, x2], [x1, x3], . . . , [x2, x3], . . .},
and
Bi = {[x1, x2, . . . , xi], . . .} for all i ≥ 3.
We know that for the Lie subalgebra L(X) of F 〈X〉(−), the Lie algebra of F 〈X〉,
which is generated by X , is isomorphic to the free Lie algebra with X as a set of
free generators. Moreover, the following elements form a linear basis for F 〈X〉 (we
will denote this linear basis by Pr(X)):
xa1i1 . . . x
an1
in1
[xj1 , . . . , xjl ]
b1 . . . [xr1 , . . . , xrt ]
bn2 ,
a1, . . . , an1 , b1, . . . , bn2 are non-negative integers, xi1 , . . . , xin1 , [xj1 , . . . , xjl ], . . . ,
[xr1 , . . . , xrt ] ∈ B, and xi1 < . . . < xin1 < [xj1 , . . . , xjl ] < . . . < [xr1 , . . . , xrt ] are
ordered elements incrementally. In the next definition, we present some elements
of Pr(X).
Definition 2.2. Let a = (
∏n
r=1 y
ajr
jr
)(
∏m
r=1 z
bir
ir
)[xt1 , xt2 ] . . . [xt2l−1 , xt2l ] ∈ Pr(X).
We define:
(1) beg(a) := (
∏n
r=1 y
ajr
jr
)(
∏m
r=1 z
bir
ir
) and ψ(a) := xt1 . . . xt2l ;
(2) pr(z)(a) = zi1 ;
(3) Degxia: the number of times that the variable xi appears in beg(a)ψ(a);
(4) degY a :=
∑
y∈Y Degy(a), degZa :=
∑
z∈Z Degz(a) and dega := degZa +
degY a.
(5) V(a) := {x ∈ X |Degx(a) > 0};
Y yn(a) := {x ∈ V(a) ∩ Y |Degx(beg(a)) > 0, Degx(ψ(a)) = 0};
(6) SS = {u ∈ Pr(X)|u = (
∏n
r=1 y
ajr
jr
)(
∏m
r=1 z
bir
ir
)[xt1 , xt2 ] . . . [xt2l−1 , xt2l ],
0 ≤ aj1 , . . . , ajn , bi1 , . . . , bim ≤ p− 1, and ψ(a) is multilinear or ψ(a) = 1}.
(7) SS0 = {u ∈ Pr(X)|u = (
∏n
r=1 y
ajr
jr
)(
∏m
r=1 z
bir
ir
), 0 ≤ aj1 , . . . , ajn ≤
p− 1, 0 ≤ bi1 , . . . , bim ≤ 1}.
(8) SS1 = {u ∈ SS|Degz(u) ≤ k + 1}.
(9) SS2 = {u ∈ SS|degY (ψ(a)) ≤ k and degZ(beg(a)) + degY (ψ(a)) ≤ k + 1}.
(10) SS3 = {u ∈ SS2|if degZbeg(ui) + degY ψ(ui) = k + 1,
then Degpr(z)(ui)ψ(ui) = 0}.
Definition 2.3 (SS Total Order). Given two elements u, v ∈ SS, we say that
u < v when:
(1) degu < degv or;
(2) degu = degv, but beg(u) <lex−rig beg(v) or;
(3) degu = degv, beg(u) = beg(v), but ψ(u) <lex−rig ψ(v).
Remark 2.4. The symbol “lex− rig′′ denotes the right lexicographical order.
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Definition 2.5. Let f =
∑n
i=1 λiui be a linear combination of distinct elements of
SS. We call the leading term of f , denoted by LT (f), the element ui ∈ {u1, . . . , un}
such that uj ≤ ui for every j ∈ {1, . . . , n}.
Definition 2.6. Let f =
∑n
i=1 λiui be a linear combination of distinct elements of
SS. We call ui bad if the following conditions hold:
(1) Degx(ui) = Degx(LT (f)) for every x ∈ X;
(2) If degZ(beg(LT (f))) > 0 and z ∈ Z−{pr(z)(LT (f))}, then Degzbeg(LT (f)) =
Degzbeg(ui);
(3) If degZ(beg(LT (f))) > 0 and z = pr(z)(LT (f)), then Degz(beg(ui)) + 1 =
Degz(beg(LT (f)));
(4) For every x ∈ Y , we have Degxbeg(LT (f)) ≤ Degxbeg(ui).
If f has a bad term, we denote by LBT (f) its even worse term.
Remark 2.7. Note that if f has a bad term ui, then ui < LT (f). Moreover, there
exists a variable x ∈ Y such that Degx(beg(LT (f))) < Degx(beg(ui)).
Let V = {v1, v2, . . .} be an infinite countable set, then we denote by G = G(V )
the (unitary) Grassmann algebra generated by V , i.e. F 〈V 〉/I, where for each i,
ei = vi + I and I is the ideal generated by {vivj + vjvi|i, j ∈ N}. It is well known
that BG = {ei1ei2 · · · ein | n ∈ N, i1 < i2 < · · · < in} is a basis of G as a vector
space over F . We denote by G∗ the (non-unitary) infinite dimensional Grassmann
algebra, i.e., the subalgebra of G generated by {e1, . . . , en, . . .}.
Definition 2.8. For a = ei1 . . . ein ∈ B − {1G}, let supp(a) = {ei1 , . . . , ein} (sup-
port of a) and wt(a) := |supp(a)|, while supp(1G) = ∅ and wt(1G) = 0. Now,
for any g =
∑n
i=1 λiai ∈ G − {0} (where ai ∈ B and λi ∈ F − {0}). Let
supp(g) := ∪ni=1supp(ai) (support of g) and wt(g) := max{wt(ai)|i = 1, . . . , n}
(support-length of g) and dom(g) :=
∑
wt(ai)=wt(g)
λiai (dominant part of g), while
we define supp(0) = ∅ and |supp(0)| = 0.
We can prove the next proposition by routine calculations.
Proposition 2.9. Let f = [x1, x2] . . . [x2n−1, x2n] and g = x
k
1 , k < p, be polynomi-
als. Then, the following assertions hold:
(1) f(e1, e2, . . . , e2n) = 2
n
∏2n
i=1 ei
(2) f(e1 + e2e3, e4 + e5e6, . . . , e1+3(n−1) + e2+3(n−1)e3n) = 2
n
∏n
i=1 e1+3(i−1)
(3) g(e1e2 + . . .+ e2k−1e2k) = k!
∏2k
i=1 ei
(4) dom(g(e1e2 + . . .+ e2k−1e2k + e2k+1)) = k!
∏2k
i=1 ei
Consider the following automorphisms of order 2 on G:{
φ0 : G→ G
ei 7→ −ei, i = 1, 2, . . . , n, . . .

φ∞ : G→ G
ei 7→ ei, if i is even
ei 7→ −ei, if i is odd

φk∗ : G→ G
ei 7→ −ei, i = 1, . . . , k
ei 7→ ei, i = k + 1, . . . ,
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

φk : G→ G
ei 7→ ei, i = 1, . . . , k
ei 7→ −ei, i = k + 1, . . . ,
Each of these four automorphisms induces a non-trivial Z2-grading on G. As
such, from here, G has a grading induced by one of the four automorphisms reported
above.
Amitai Regev, Chuluundorj Bekh-Ochir and Stuart Rankin contributed our un-
derstanding of the Grassmann algebra over a finite field. Here, we report some o
their results.
Lemma 2.10 (Regev,[13],Lemma 1.2). If charF = p > 0, then G and G∗ sat-
isfy the ordinary identity
∑
σ∈Sp
sgn(σ)xσ(1) . . . xσ(p), where Sp is the permutation
group of p elements. G∗ satisfies the ordinary identity xp.
Lemma 2.11 (Regev, [13], Corollary 1.4). If a = α1G + a, where α ∈ F, a ∈ G∗,
then ap = (α1G + a)
p = αp1G + a
p = αp1G.
Lemma 2.12 (Regev, [13], Corollary 1.4). Let char(F ) = p, |F | = q = pt < ∞,
then
(1) In addition to the ordinary identity [[x, y], z], G satisfies the identity xpq −
xp.
An ordinary polynomial f(x1, . . . , xn) =
∑l
j=1 λjmj ∈ Pr(X), where ψ(m1) =
. . . = ψ(ml) = 1, is said to be a p-polynomial when for any j ∈ {1, . . . , l} and
i ∈ {1, . . . , n}, we have Degximj ≡ 0 mod p and Degximj < pq.
Corollary 2.13 (Ochir-Rankin, [2], Corollary 3.1). Let f be a p-polynomial. If f
is an ordinary polynomial identity of G, then f is the zero polynomial.
In this paper, we consider Z2-graded p-polynomial in Y .
Keeping in mind Lemma 1.1.4 of [8], we have [x1, x2][x3, x4] − [x1, x3][x2, x4] ∈
〈[x1, x2, x3]〉T2 . Note also that [x2, x1, . . . , x1], where x1 appears p1 times in the
brackets of the last commutator, follows from [x1, x2, x3]. If charF = p, we have
−[x2, x1, . . . , x1] = [x
p
1, x2]. Hence, [x
p
1, x2] follows from [x1, x2, x3] when charF =
p > 2 (which is a well know fact). The next proposition is a synthesis of these
results and we adapt this synthesis for the Z2-graded case.
Proposition 2.14. Let F be a finite field of characteristic charF = p > 2 and size
|F | = q. Let G be the infinite dimensional unitary Grassmann algebra over F . The
following assertions then hold:
(1) The polynomials [x1, x2, x3], y
pq
1 − y
p
1 , and z
p
1 are Z2-polynomial identities
for G.
(2) Let f(y1, . . . , yn) be a p-polynomial. If f /∈ T2(G), then there exist α1, . . . , αn ∈
F such that f(α11G, . . . , αn1G) 6= 0.
(3) [x1, x2][x3, x4]− [x1, x3][x2, x4], [x
p
1, x2] ∈ 〈[x1, x2, x3]〉T2 .
(4) Let f =
∑n
i=1 λivi be a linear combination from Pr(X).
For modulo 〈[x1, x2, x3], z
p
1 , y
pq
1 − y
p
1〉, f can be written as∑m
i=1 fiui,
where f1, . . . , fm are p-polynomials and u1, . . . , um ∈ SS is (are) distinct.
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Now, we present some Z2-graded identities of Gcan, G∞, Gk∗ and Gk, which in-
clude the following folkloric results: [y1, y2], [y1, z2], z1z2+z2z1 ∈ T2(Gcan); [x1, x2, x3] ∈
T2(G∞); [x1, x2, x3], z1 . . . zk+1 ∈ T2(Gk∗ ).
Let T ′ = (i1, . . . , il) and T = (j1, . . . , jt) be two strictly ordered sequences of pos-
itive integers such that t is even, l+ t = m, and {1, . . . ,m} = {i1, . . . , il, j1, . . . , jt}.
Let us next define:
fT (z1, . . . , zm) = zi1 . . . zil [zj1 , zj2 ] . . . [zjt−1 , zjt ].
In the same way, let T ′ = (i1, . . . , il) and T = (j1, . . . , jt) be two strictly ordered
sequences of positive integers such that t is odd, l + t = m, and {1, . . . ,m} =
{i1, . . . , il, j1, . . . , jt}. Let us then define:
rT (y1, z1, . . . , zm) = zi1 . . . zil [y1, zj1 ] . . . [zjt−1 , zjt ].
Definition 2.15. Let m ≥ 2. Let:
gm(z1, . . . , zm) =
∑
|T | is even
(−2)
−|T |
2 fT (z1, . . . , zm).
Moreover: g1(z) = z.
In the next proposition, we invoke a result of Lucio Centrone (Theorem 7.1,[3]),
and a result of Onofrio Di Vincenzo and Viviane Tomaz da Silva (Theorem 38, [6]).
This proposition is an immediate consequence of these results.
Proposition 2.16. Let F be an infinite of characteristic charF 6= 2. The following
polynomials are Z2-graded identities for Gk:
(1) [y1, y2] . . . [yk, yk+1] (if k is odd) (1);
(2) [y1, y2] . . . [yk−1, yk][yk+1, x] (if k is even and x ∈ X−{y1, . . . , yk+1}) (2);
(3) gk−l+2(z1, . . . , zk−l+2)[y1, y2] . . . [yl−1, yl] (if l ≤ k and l is even) (3);
(4) gk−l+2(z1, . . . , zk−l+2)[zk−l+3, y1][y2, y3] . . . [yl−1, yl] (if l ≤ k and l is odd)
(4);
(5) [gk−l+2(z1, . . . , zk−l+2), y1] . . . [yl−1, yl] (if l ≤ k and l is odd) (5);
(6) [x1, x2, x3] (6).
Remark 2.17. Let F be a finite field of charF 6= 2. It is well known that the
six types of Z2-graded polynomials reported above are also Z2-graded polynomial
identities for Gk.
The following two corollaries are immediate consequences of Proposition 2.16.
Corollary 2.18. Let I be the T2-ideal generated by the graded identities of type
(3). In the free super-algebra F 〈X〉, we have:
z1z2 . . . zk−l+2[y1, y2] . . . [yl−1, yl] ≡ a.b mod I,
where l ≤ k, l is even, and
(1) a(z1, . . . , zk−l+2) = (
∑
|T |is even and non-empty−(−2)
− |T |
2 fT (z1, . . . , zk−l+2));
(2) b(y1, . . . , yl) = [y1, y2] . . . [yl−1, yl].
Corollary 2.19. Let I be the T2-ideal generated by the graded identities of type
(4). In the free super-algebra F 〈X〉, we have:
z1z2 . . . zk−l+2[zk−l+3, y1] . . . [yl−1, yl] ≡ a.b mod I,
where l ≤ k, l is odd, and
(1) a(z1, . . . , zk−l+2) = (
∑
|T |is even and non-empty−(−2)
− |T |
2 fT (z1, . . . , zk−l+2));
(2) b(zk−l+3, y1, . . . , yl) = [zk−l+3, y1] . . . [yl−1, yl].
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From now on, the polynomials of F 〈X〉 will be written as linear combination of
elements from Pr(X).
3. Gcan, G∞, Gk∗ (k ≥ 0)
In this section, we describe the Z2-graded identities of Gcan, G∞ and Gk∗ , k ≥ 0.
Recall that the ordinary identities of G were described in [2], and the authors proved
the following result a few years ago.
Theorem 3.1 (Ochir-Rankin,Theorem 3.1,[2]). The ordinary polynomial identities
of G follow from
[x1, x2, x3] and x
pq
1 − x
p
1.
Definition 3.2. We denote by I1 the T2-ideal generated by polynomials [y1, y2], [y1, z2],
z1z2 + z2z1 and y
pq
1 − y
p
1 .
Theorem 3.3. T2(Gcan) = I1.
Proof. Suppose the assertion of the theorem is false. So, there exists an essential
polynomial:
f(y1, . . . , yn, z1, . . . , zm) ∈ T2(Gcan)− I1.
Due to the four identities that generate I1 and Proposition 2.14, we may assume
that f =
∑l
i=1 fiMi, where each fi is a non-zero p-polynomial and Mi ∈ SS0.
Moreover, Mi 6=Mj whenever i 6= j.
LetMi be the greatest element of {M1, . . . ,Ml}. For simplicity’s sake, we assume
that Y yn(Mi) = {y1, . . . , yn}.
There exists an n-tuple (α11G, . . . , αn1G) such that fi(α11G, . . . , αn1G) 6= 0.
Moreover
fi(α11G + e1e2, . . . , αn1G + e2n−1e2n)Mi(α11G + e1e2, . . . , αn1G +
e2n−1e2n, e2n+1, . . . , e2n+m) 6= 0
and
wt(Mi(α11G + e1e2, . . . , αn1G + e2n−1e2n, e2n+1, . . . , e2n+m)) =
λe1 . . . e2ne2n+1 . . . e2n+m
for some non-zero λ ∈ F .
Note that if Mj ∈ {M1, . . . , M̂i, . . .Mn} (the “hat” over a monomial means that
it can be missing), then the support of no summand ofMj(α11G+e1e2, . . . , αn1G+
e2n−1e2n, e2n+1, . . . , e2n+m) contains more than 2n+m−1 elements. Thus, wt(f(α11G+
e1e2, . . . , αn1G+e2n−1e2n, e2n+1, . . . , e2n+m)) = λe1 . . . e2n . . . e2n+m. This is a con-
tradiction. 
Definition 3.4. We denote by I2 the T2-ideal generated by polynomials [x1, x2, x3], z
p
1
and ypq1 − y
p
1 .
In Theorems 3.5, 3.7, and 4.4 (Cases 1 and 2), we suppose without loss of gen-
erality that:
LT (f) = ya11 . . . y
an1
n1 y
an1+1
n1+1
. . . y
an2
n2 z
b1
1 . . . z
bm1
m1 z
bm1+1
m1+1
. . . z
bm2
m2
[yn1+1, yn1+2] . . . [yn2 , yn2+1] . . . [yl1 , zm1+1] . . . [zm2−1, zm2 ] . . . [zl2−1, zl2 ],
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where n1 < n2 < l1,m1 < m2 < l2; a1, . . . , an2 , b1, . . . , bm2 > 0 and
f = f(y1, . . . , yl1 , z1, . . . , zl2). We denote the set {y1, . . . , yl1 , z1, . . . , zl2} by V ariable(f).
In Theorem 4.4 (Case 3), we suppose that LBT (f) has the same expression as that
above.
Theorem 3.5. T2(G∞) = I2.
Proof. The proof of this theorem is similar to that of Theorem 3.3. We suppose that
there exists an essential polynomial f ∈ T2(G∞)−I2. Then, we get a contradiction.
In fact, suppose that there exists f(y1, . . . , yl1 , z1, . . . , zl2) ∈ T2(G∞) − I2. By
Proposition 2.14 we may assume
∑l
i=1 fiMi, where each fi is a p-polynomial and
Mi ∈ SS. Moreover, Mi 6= Mj if i 6= j. It is convenient to take f1 = . . . = fl = 1
to avoid repetitive arguments.
Consider the following graded homomorphism of F 〈y1, . . . , yl1 , z1, . . . , zl2〉:
φ : {y1, . . . , yl1 , z1, . . . , zl2} → G
y1 7→
∑a1
l=1 e4l−2e4l
. . .
yn1 7→
∑a1+...+an1
l=a1+...+an1−1+1
e4l−2e4l
yn1+1 7→ e4(
∑n1
l=1
al)+2
+
∑an1+1
l=1 e4(
∑n1
l=1
al)+4l
e4(
∑n1
l=1
al)+4l+2
. . .
yn2 7→ e4(
∑n2−1
i=1
ai)+2(n2−n1)
+
+
∑an2
l=1 e4(
∑n2−1
i=1
ai)+2(n2−n1)+4l−2
e
4(
∑n2−1
i=1
ai)+2(n2−n1)+4l
yn2+1 7→ e4(
∑n2
i=1
ai)+2(n2−n1+1)
. . .
yl1 7→ e4(
∑n2
i=1
ai)+2(l1−n1)
z1 7→
∑b1
l=1 e2l−1eM+2l
. . .
zm1 7→
∑b1+...+bm1
l=b1+...+bm1−1+1
e2l−1eM+2l
zm1+1 7→ e2(
∑m1
l=1
bl)+1
+
∑b1+...+bm1+1
l=b1+...+bm1+1
e2l+1eM+2l
. . .
zm2 7→ e2(
∑m2−1
l=1
bl)+2(m2−m1)−1
+
∑b1+...+bm2
l=b1+...+bm2−1+1
e2(l+m2−m1)−1eM+2l
zm2+1 7→ e2(
∑m2
l=1
bl+m2−m1)+1
. . .
zl2 7→ e2(
∑m2
l=1
bl)+2(l2−m1)−1
, where M = 4(
∑n2
i=1 ai) + 2(l1 − n1).
All the summands of φ(LT (f))− dom(φ(LT (f))) have a support with less than
M+2l
2 +
∑m2
l=1 bl + (l2 −m1) elements. According to Proposition 2.9,
dom(φ(LT (f))) = λ(e1 . . . e2(
∑m2
l=1
bl)+2(l2−m1)−1
)(e2 . . . eM+2l)
for some non-zero λ ∈ F .
If ui 6= LT (f), one of two things can occur: 1) There exists x ∈ X such that
Degxui < DegxLT (f). In this situation, no summand of φ(ui) contains supp(φ(x)).
2) For all x ∈ X , we have Degx(ui) = Degx(LT (f)). Now, there must exist x ∈ X
such that Degx(beg(ui)) < Degx(beg(LT (f))). So, φ(ui) = 0.
We conclude that dom(φ(f)) = dom(φ(LT (f))) 6= 0. This is a contradiction and
completes the proof.

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Definition 3.6. We denote by I3 the T2-ideal generated by polynomials [x1, x2, x3],
z1. . . . .zk+1, z
p
1 and y
pq
1 − y
p
1 .
Theorem 3.7. T2(Gk) = I3.
Proof. The proof of this theorem follows word by word the proof of Theorem 3.5.
Therefore, there exists f ∈
∑l
i=1 fiMi where fi is a non-zero p-polynomial,
Mi ∈ SS1 and Mi 6= Mj when i 6= j. Without loss of generality, suppose
that f1 = . . . = fl = 1. Now, consider the following graded homomorphism of
F 〈y1, . . . , yl1 , z1, . . . , zl2〉:
φ : {y1, . . . , yl1 , z1, . . . , zl2} → G
y1 7→
∑a1
l=1 ek+2l−1ek+2l
. . .
yn1 7→
∑a1+...+an1
l=a1+...+an1−1+1
ek+2l−1ek+2l
yn1+1 7→ ek+2(a1+...+an1)+1 +
∑an1+1
l=1 ek+2(a1+...+an1)+2lek+2(a1+...+an1)+2l+1
. . .
yn2 7→ ek+2(a1+...+an2−1)+(n2−n1) +∑an2
l=1 ek+2(a1+...+an2−1)+(n2−n1)+2l−1ek+2(a1+...+an2−1)+(n2−n1)+2l
yn2+1 7→ ek+2(a1+...+an2−1+an2)+(n2−n1)+1
. . .
yl1 7→ ek+2(a1+...+an2−1+an2)+(l1−n1)
z1 7→
∑b1
l=1 eleQ+l
. . .
zm1 7→
∑b1+...+bm1
l=b1+...+bm1−1+1
eleQ+l
zm1+1 7→ eb1+...+bm1+1 +
∑b1+...+bm1+1
l=b1+...+bm1+1
el+1eQ+l
. . .
zm2 7→ eb1+...+bm2−1+(m2−m1) +
∑bm2
l=1 el+b1+...+bm2−1+(m2−m1)eQ+b1+...+bm2−1+l
zm2+1 7→ eT+1
. . .
zl2 7→ eT+l2−m2 ,
where Q = k + 2(a1 + . . . + an2−1 + an2) + (l1 − n1) and T = b1 + . . . + bm2−1 +
bm2 + (m2 −m1).
As in the proof of Theorem 3.5, we conclude that dom(φ(f)) = dom(LT (f)) 6= 0.
This is a contradiction and the proof is complete. 
4. Gk (k ≥ 1)
In this section, we describe the Z2-graded identities for Gk. Unlike papers [3]
and [6], we do not a use representation theory methodology. In the next definition,
we recall the eight types identities of Gk.
Definition 4.1. We denote the T2-ideals generated by the following eight types
identities below as I4.
(1) [y1, y2] . . . [yk, yk+1] (if k is odd) (1);
(2) [y1, y2] . . . [yk−1, yk][yk+1, x] (if k is even and x ∈ X−{y1, . . . , yk+1}) (2);
(3) gk−l+2(z1, . . . , zk−l+2)[y1, y2] . . . [yl−1, yl] (if l ≤ k and l is even) (3);
(4) gk−l+2(z1, . . . , zk−l+2)[zk−l+3, y1][y2, y3] . . . [yl−1, yl] (if l ≤ k and l is odd)
(4);
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(5) [gk−l+2(z1, . . . , zk−l+2), y1] . . . [yl−1, yl] (if l ≤ k and l is odd) (5);
(6) [x1, x2, x3] (6);
(7) zp1 (7);
(8) ypq1 − y
p
1 (8).
Before the proof the main main theorem, we have the following lemma.
Lemma 4.2. The following assertions hold
(1) (A1). Let u be an element of SS with the following property: degZ(beg(u))+
degY (ψ(u)) ≥ k+2 or degY (ψ(u)) = k+1. For modulo I4, u can be written
as a linear combination of SS2.
(2) (A2). In the free super-algebra F 〈X〉, we have:
z2 . . . zk−l+2[z1, zk−l+3][y1, y2] . . . [yl−1, yl] ≡
(
∑
J βJfJ)[y1, y2] . . . [yl−1, yl] mod I4
(if l ≤ k and l is even) for some βJ ∈ F , J ⊆ {1, . . . , k− l+3}. Moreover,
if |J | = 2, then 1 /∈ J and βJ = −1.
(3) (A3). If v ∈ SS2, degZbeg(v) + degY ψ(v) = k + 1, 2 | degY ψ(v), and
Degpr(z)vψ(v) = 1, then: v ≡
∑n
i=1 λivi mod I4 where v−
∑n
i=1 λivi is a
multihomogeneous polynomial, and v1, . . . , vn ∈ SS3.
(4) (A4). In the free super-algebra F 〈X〉, we have:
z2 . . . zk−l+2[z1, y1][y2, y3] . . . [yl−1, yl] ≡
(
∑
J βJrJ (z1, . . . , zk−l+2, y1))[y2, y3] . . . [yl−1, yl] mod I4
(if l ≤ k and l is odd) for some βJ ∈ F , J ⊆ {1, . . . , k − l + 2}. Moreover,
if |J | = 1, then 1 /∈ J and βJ = 1.
(5) (A5). If v ∈ SS2, degZbeg(v) + degY ψ(v) = k + 1, 2 ∤ degY ψ(v),
and Degpr(z)vψ(v) = 1, then: v ≡
∑n
i=1 λivi mod I4, where v−
∑n
i=1 λivi
is a multihomogeneous polynomial, and v1, . . . , vn ∈ SS3.
Proof. (A1). First, note that if degY (ψ(u)) > k, then u is a consequence of (1) or
(2). In this way, we may assume that degY ψ(u) ≤ k.
We may suppose without loss of generality that:
u = ya11 . . . y
an1
n1 y
an1+1
n1+1
. . . y
an2
n2 z
b1
1 . . . z
bn1
m1 z
bm1+1
m1+1
. . . z
bm2
m2 [yn1+1, yn1+2]
. . . [yn1+l, zm1+1] . . . [zm2−1, zm2 ][zm2+1, zm2+2] . . . [zl2−1, zl2 ],
wherem1 < m2 < l2, n1 < n2 < n1+l; b1, . . . , bm2 , a1, . . . , an2 > 0 and degZ(beg(u))+
degY (ψ(u)) = k + 2.
Thus, according to Corollary 2.19:
u ≡ a.b.c mod I4,
where
a(y1, . . . , yn2) = y
a1
1 . . . y
an1
n1 y
an1+1
n1+1
. . . y
an2
n2 ;
b(z1, . . . , zm2) = (
∑
|T |is even and non-empty−(−2)
− |T |
2 fT (z1, . . . , zm2));
c(yn1+1, . . . , yn1+l, zm1+1, . . . , zl2) = [yn1+1, yn1+2] . . . [yn1+l, zm1+1] . . .
[zm2−1, zm2 ][zm2+1, zm2+2] . . . [zl2−1, zl2 ].
Then, after applying the graded identity [x1, x2, x3] to b.c, we are done.
When degZ(beg(u)) + degY (ψ(u)) > k + 2, the proof is similar by inductive
arguments. To arrive at this situation, we must replace a by the following:
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ya11 . . . y
an1
n1 y
an1+1
n1+1
. . . y
an2
n2 z
b1−c
1 . . . z
bk1
k1
,
where k1 ≤ m2, bk1 − c ≥ 0, and b1 + . . .+ bk1 − c = degZbeg(u)− (k − l + 2).
For (A2) and (A4), we use some of the arguments of Lemma 20-b in [6].
(A2). First, note that [gk−l+2(z1, . . . , zk−l+2)[y1, y2] . . . [yl−1, yl], zk−l+3] is a
graded identity for Gk, because gk−l+2(z1, . . . , zk−l+2)[y1, y2] . . . [yl−1, yl] ∈ T2(Gk).
For modulo I4 (identities (3) and (6)):
[z1 . . . zk−l+2[y1, y2] . . . [yl−1, yl], zk−l+3] + [a[y1, y2] . . . [yl−1, yl], zk−l+3] ≡ 0,
where a =
∑
|T |is even and non-empty(−2)
− |T |
2 fT (z1, . . . , zk−l+2).
It is well known that [uv, w] = u[v, w] + [u,w]v for u, v, w ∈ F 〈X〉. Therefore,
we conclude that:
[z1 . . . zk−l+2[y1, y2] . . . [yl−1, yl], zk−l+3] ≡
z1[z2 . . . zk−l+2[y1, y2] . . . [yl−1, yl], zk−l+3] +
z2 . . . zk−l+2[y1, y2] . . . [yl−1, yl][z1, zk−l+3] mod I4.
Thus:
z2 . . . zk−l+2[z1, zk−l+3][y1, y2] . . . [yl−1, yl] ≡
−z1[z2 . . . zk−l+2[y1, y2] . . . [yl−1, yl], zk−l+3]−
[a[y1, y2] . . . [yl−1, yl], zk−l+3] mod I4.
By applying successively the graded identity [x1, x2, x3] and the expression [uv, w] =
u[v, w] + [u,w]v, we are done.
(A3). Let v = za11 . . . z
an
n [z1, zn+1][y1, y2] . . . [yl−1, yl] such that a1 + . . . + an =
k − l + 1; a1, . . . , an > 0.
Choose a convenient graded endomorphism φ such that φ(z1) = z1, . . . ,
φ(zk−l+2) = zn, φ(zk−l+3) = zn+1.
For modulo I4 (identities (3),(6), and (7)):
z1[φ(z1 . . . zk−l+2)[y1, y2] . . . [yl−1, yl], φ(zk−l+3)] +
z1[a[y1, y2] . . . [yl−1, yl], φ(zk−l+3)] ≡ 0,
where a1 =
∑
|T |is even and non-empty(−2)
− |T |
2 φ(fT (z1, . . . , zk−l+2)).
Following word for word the proof of (A2), we conclude that:
(a1)v ≡ z1(
∑
J βJφ(fJ ))[y1, y2] . . . [yl−1, yl] mod I4,
for some βJ ∈ F , J ⊆ {1, . . . , k − l + 3}. Moreover if |J | = 2, then
Degz1(ψ(φ(fJ ))) = 0.
Generally,
if v ∈ SS2, degZbeg(v) + degY ψ(v) = k + 1, 2 | degY ψ(v), andDegpr(z)vψ(v) = 1,
then (by algebraic manipulations):
v ≡
∑n
i=1 λivi mod I4,
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where v −
∑n
i=1 vi is a multihomogeneous polynomial and v1, . . . , vn ∈ SS3.
(A4). The proof is similar to that demonstrated (A2). In this case, note that
due to the graded identities of type (5), we have:
[z1 . . . zk−l+2, y1] . . . [yl−1, yl] ≡ a.b mod I4, where
a = [(
∑
|T |is even and non-empty−(−2)
−
|T |
2 fT (z1, . . . , zk−l+2)), y1];
b = [y2, y3] . . . [yl−1, yl] (if l ≥ 3), or b = 1 (if l = 1).
(A5). This follows from (A4) and identities (5),(6), and (7).

The next corollary is an immediate consequence of Lemma 4.2.
Corollary 4.3. Let f =
∑n
i=1 λivi be a linear combination from Pr(X). For
modulo I4, f can be written as: ∑m
i=1 fiui,
where f1, . . . , fm are p-polynomials and u1, . . . , um ∈ SS3 is (are) distinct.
Now, we describe the Z2-graded identities of Gk.
Theorem 4.4. T2(Gk) = I4.
(1) [y1, y2] . . . [yk, yk+1] (if k is odd) (1);
(2) [y1, y2] . . . [yk−1, yk][yk+1, x] (if k is even and x ∈ X−{y1, . . . , yk+1}) (2);
(3) gk−l+2(z1, . . . , zk−l+2)[y1, y2] . . . [yl−1, yl] (if l ≤ k and l is even) (3);
(4) gk−l+2(z1, . . . , zk−l+2)[zk−l+3, y1][y2, y3] . . . [yl−1, yl] (if l ≤ k and l is odd)
(4);
(5) [gk−l+2(z1, . . . , zk−l+2), y1] . . . [yl−1, yl] (if l ≤ k and l is odd) (5);
(6) [x1, x2, x3] (6);
(7) zp1 (7);
(8) ypq1 − y
p
1 (8).
Proof. Let I4 be the T2-ideal generated by the eight identities reported above.
Suppose by contradiction that I4  T2(GK). According to Corollary 4.3, there
exists polynomial an essential polynomial f =
∑l
i=1 fiui ∈ T2(Gk) − I4, where
u1, . . . , un ∈ SS3−{1}. To avoid repetitive arguments, we suppose that f1 = . . . =
fl = 1.
One of the three cases listed below can occur:
(1) degZ(beg(LT (f))) + degY (ψ(LT (f))) ≤ k;
(2) degZ(beg(LT (f))) + degY (ψ(LT (f))) = k + 1 and f does not admit a bad
term;
(3) degZ(beg(LT (f))) + degY (ψ(LT (f))) = k + 1 and f admits a bad term.
Case 1. Here, the proof strategy is similar to that of Theorem 3.5. Consider the
following map:
φ : {y1, . . . , yl1 , z1, . . . , zl2} → G
y1 7→
∑a1
l=1 ek+2l−1ek+2l
. . .
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yn1 7→
∑a1+...+an1
l=a1+...+an1−1+1
ek+2l−1ek+2l
yn1+1 7→ e1 +
∑a1+...+an1+1
l=a1+...+an1+1
ek+2l−1ek+2l
. . .
yn2 7→ en2−n1 +
∑a1+...+an2
l=a1+...+an2−1+1
ek+2l−1ek+2l
yn2+1 7→ en2−n1+1
. . .
yl1 7→ el1−n1
z1 7→
∑b1
l=1 eR+lel1−n1+l
. . .
zm1 7→
∑b1+...+bm1
l=b1+...+bm1−1+1
eR+lel1−n1+l
zm1+1 7→ eR+b1+...+bm1+1 +
∑b1+...+bm1+1
l=b1+...+bm1+1
eR+l+1el1−n1+l
. . .
zm2 7→ eR+b1+...+bm2−1+m2−m1 +
∑b1+...+bm2
l=b1+...+bm2−1+1
eR+m2−m1+lel1−n1+l
zm2+1 7→ eS+1
. . .
zl2 7→ eS+(l2−m2),
where R = k + 2(a1 + . . .+ an2) and S = R+ (b1 + . . .+ bm2) +m2 −m1.
Here, dom(φ(LT (f))) = λ(e1 . . . eel1−n1+b1+...+bm2 )(ek+1 . . . eS+(l2−m2)) for a non-
zero λ. Following word for word the argument of Theorem 3.5, we can conclude
that dom(φ(f)) = φ(dom(LT (f))) 6= 0. However, this is a contradiction.
Case 2. Consider the following map (in the map below, we agree to slight abuse
of language:
∑b1−1
l=1 ek+l+1el = 0, when b1 = 1):
φ : {y1, . . . , yl1 , z1, . . . , zl2} → G
z1 7→ ek+1 +
∑b1−1
l=1 ek+l+1el
. . .
zm1 7→
∑b1+...+bm1−1
l=b1+...+bm1−1
ek+l+1el
zm1+1 7→ ek+b1+...+bm1+1 +
∑bm1+1
l=1 ek+b1+...+bm1+l+1el+b1+...+bm1−1
. . .
zm2 7→
ek+b1+...+bm2−1+(m2−m1) +
∑bm2
l=1 ek+b1+...+bm2−1+(m2−m1)+lel+b1+...+bm2−1−1
zm2+1 7→ ek+b1+...+bm2+m2−m1+1, . . . , zl2 7→ ek+b1+...+bm2+l2−m1
y1 7→
∑a1
l=1 eM+2l−1eM+2l
yn1 7→
∑a1+...+an1
l=a1+...+an1−1+1
eM+2l−1eM+2l
yn1+1 7→ eb1+...+bm2 +
∑a1+...+an1+1
l=a1+...+an1+1
eM+2l−1eM+2l
yn2 7→ eb1+...+bm2+(n2−n1−1) +
∑a1+...+an2
l=a1+...+an2−1+1
eM+2l−1eM+2l
yn2+1 7→ eb1+...+bm2+n2−n1
. . .
yl1 7→ eb1+...+bm2+l1−n1−1,
where M = k + b1 + . . .+ bm2 + l2 −m1. Notice that
dom(φ(LT (f))) = λ(e1 . . . eb1+...+bm2+l1−n1−1)(ek+1 . . . eM+2(a1+...+an2))
for some non-zero λ. Suppose that there exists ui 6= LT (f). If there exists x ∈
V ariable(f) such that Degxui < DegxLT (f), it is easy to see that no summand of
φ(ui) contains supp(φ(x)). Otherwise, ui − LT (f) is multihomogeneous and there
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exists x ∈ V ariable(f) such that Degxbeg(ui) < Degxbeg(LT (f)). Bearing in mind
that ui is not a bad term, we can suppose that x 6= pr(z)(LT (f)). Therefore, we
have φ(ui) = 0. Hence, dom(φ(f)) = dom(φ(LT (f))) 6= 0. This is a contradiction.
Case 3. In this situation, notice that
degZ(beg(LBT (f))) + degY (ψ(LBT (f))) ≤ k.
Consider φ : {y1, . . . , yl1 , z1, . . . , zl2} → G as in the Case 1. We have the following:
dom(φ(LBT (f))) = λ(e1 . . . eel1−n1+b1+...+bm2 )(ek+1 . . . eS+(l2−m2))
for a non-zero λ. It is clear that if ui < LBT (f), no summand of φ(ui) con-
tains supp(dom(φ(LBT (f)))). On the other hand, if ui > LBT (f), ui is not a
bad term. Furthermore, ui = LT (f) or LBT (F ) < ui < LT (f). In the first
case, there exists a variable y ∈ Y ∩ V ariable(f) such that Degy(beg(LBT (f))) >
Degy(beg(LT (f))). Therefore, φ(LT (f)) = 0. In the second case, deg(LT (f)) =
deg(LBT (f)) = deg(ui) and Degxbeg(LBT (f)) = Degxbeg(ui) = Degxbeg(LT (f))
for all x ∈ Z − {pr(z)(LT (f))}. If ui − LBT (f) is not multihomogeneous, there
exists a variable x ∈ V ariable(f) such that DegxLBT (f) > Degxui. Thus,
no summand of φ(ui) contains supp(φ(x)). Now, assume ui − LBT (f) is mul-
tihomogeneous. Notice that Degpr(z)(LT (f))beg(LT (f)) = Degpr(z)(LT (f))beg(ui)
or Degpr(z)(LT (f))beg(LBT (f)) = Degpr(z)(LT (f))beg(ui). Therefore, there exists
y ∈ Y ∩ V ariable(f) such that Degy(beg(LBT (f))) > Degy(beg(ui)). Hence,
φ(ui) = 0.
From these three cases, we have I4 = T2(E), as required. 
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