In this article, we will show that a normalized fundamental solution of the formal KnizhnikZamolodchikov equation on the moduli space M0,5 are decomposed in two ways, and that each decomposition comes from iterated integral along specified integral contours. Hence the normalized fundamental solution has iterated integral expressions of two types. Comparing them, one has the generalized harmonic product relations for hyperlogarithms of type M0,5. These relations constitute a bigger class that properly involves the harmonic product of multiple polylogarithms. From this, we obtain the harmonic product of multiple zeta values.
Introduction
The formal Knizhnik-Zamolodchikov equation on the moduli space M 0,n of configuration of n points in P 1 is an integrable pfaffian system with coefficients in the infinitesimal pure braid Lie algebra X.
In the case of M 0,4 , the formal KZ equation is a Fuchsian differential equation in the variable z, with regular singular points at z = 0, 1, ∞, and the Lie algebra X is a free Lie algebra generated by two elements, say X 0 , X 1 . The formal KZ equation on M 0,4 is referred to as the formal KZ equation of one variable. The fundamental solution normalized at z = 0 is a grouplike element of C X 0 , X 1 which is a completion of the universal enveloping algebra U(X) of X, and can be regarded as a generating function of multiple polylogarithms of one variable Li k1,...,kr (z) = The connection matrix of the fundamental solutions normalized at z = 0 and z = 1 of the formal KZ equation of one variable is known as the Drinfel'd associator, and is denoted by Φ KZ (X 0 , X 1 ). It is a grouplike element of C X 0 , X 1 , and is thought of to be a generating function for multiple zeta values ζ(k 1 , . . . , k r ) = n1>n2>···>nr>0 1 n k1 1 · · · n kr r [D] , [LM] . The Drinfel'd associator enjoys the duality relation, the hexagon relation and the pentagon relation. An associator is, by definition, a grouplike elements of C X 0 , X 1 satisfying these three relations. The Grothendieck-Teichmüller group of associators is closely related to the absolute Galois group Gal(Q/Q) [D] , [I] .
That the Drinfel'd associator Φ KZ (X 0 , X 1 ) satisfies the duality relation and the hexagon relation is shown by considering the connection problem for the formal KZ equation of one variable [K] , [OkU] . Furthermore, that the totality of multiple zeta values is closed under the shuffle product is equivalent to that Φ KZ (X 0 , X 1 ) is a grouplike element of C X 0 , X 1 .
There is the second way to define the product of multiple zeta values; it is the harmonic product or the series shuffle product. It is a generalization of the typical example ζ(k)ζ(l) = Equating the harmonic product and the shuffle product of multiple zeta values, we obtain nontrivial Q-linear relations for multiple zeta values known as the double shuffle relation [IKZ] , for which it is conjectured to contain all the Q-linear relations for multiple zeta values. Deligne-Terasoma [DT] , Besser-Furusho [BF] and Furusho [F] derived the double shuffle relations from the pentagon relation for the associators by means of methods in arithmetic geometry. On the other hand, that the Drinfel'd associator satisfies the pentagon relation is shown by considering the connection problem for the formal KZ equation on M 0,5 (the formal KZ equation of two variables) [W] , [OU1] . So one can expect that there is a direct way to obtain the harmonic product of multiple zeta values.
In this article, we will derive the harmonic product of multiple zeta values from the decomposition theorem of the normalized fundamental solution of the formal KZ equation of two variables.
The formal KZ equation of two variables is an integrable pfaffian system on P 1 × P 1 with logarithmic poles along the divisors D = {z 1 = 0, 1, ∞} ∩ {z 2 = 0, 1, ∞} ∩ {z 1 z 2 = 1}. The fundamental solution normalized at the origin is a grouplike element of U(X), a completion of the universal enveloping algebra U(X), and can be viewed as a generating function of hyperlogarithms of type M 0,5
L(
k1 α 1 · · · kr α r ; z 1 ) = where α i = 1 or α i = z 2 . The decomposition theorem (Section 6) says that the normalized fundamental solution L(z 1 , z 2 ) decomposes, in two ways, to product of the normalized fundamental solutions of the formal (generalized) KZ equations of one variable:
2⊗1 L
2⊗1 .
This theorem plays a basic role in the connection problem of the formal KZ equation of two variables. Furthermore, one can show that each decomposition comes from iterated integrals along specified integral contours C 1⊗2 and C 2⊗1 (Section 7.2). Hence the normalized fundamental solution has iterated integral expressions of two types. Equating them, one has the generalized harmonic product relations for hyperlogarithms of type M 0,5 . Furthermore it is shown that they involve properly the harmonic product of multiple polylogarithms, and taking the limit of them, the harmonic product of multiple zeta values is obtained. The connection problem and the transformation theory of the formal KZ equation on M 0,n for general n will appear in our forthcoming paper [OU2] .
The paper is organized as follows: In Section 2, we give an account for the formal KZ equation on the moduli space M 0,n in the simplicial coordinate system and in the cubic coordinate system. Especially, the infinitesimal pure braid relations and the Arnold relations for differential forms in each coordinate system are considered in details. The formal KZ equation represented in the cubic coordinate system is referred to as the formal KZ equation of n − 3 variables. In Section 3, we consider the formal KZ equation of one variable (the formal 1KZ equation, for short) Representing the normalized fundamental solution in terms of iterated integral, we see that it is viewed as a generating function of multiple polylogarithms of one variable. We also consider the formal generalized 1KZ equation, and show that the normalized fundamental solution is thought of to be a generating function of hyperlogarithms of general type. In Section 4, the formal KZ equation of two variables (the formal 2KZ equation, for short) is introduced and the tensor product decomposition theorem for the universal enveloping algebra U(X) of the infinitesimal pure braid Lie algebra X (Proposition 2) is established.
To solve the formal 2KZ equation by means of iterated integrals, in Section 5 we consider an algebra B of differential forms which is called the reduced bar algebra. Such an algebra of differential forms is a standard one in the theory of the loop space cohomology [C1] , [C2] , and the reduced bar algebra is nothing but the 0-th cohomology of the reduced bar construction of the Orlik-Solomon algebra associated with the hyperplanes arrangement of type A 4 [OT] . One can regard B as a dual Hopf algebra of U(X) (Proposition 4), and through this duality, we can prove the tensor product decomposition for B (Lemma 7 and Proposition 9). For an element of B, we define the iterated integral [C3] and the value of the integral depends on only the homotopy type of the integral contour. The tensor product decomposition theorem for B says that, choosing two specific integral contours C 1⊗2 and C 2⊗1 , the iterated integral of two variables reduces to the product of iterated integrals of one variable in two ways. We also note that the iterated integral is injective by the results of [B] . Therefore relations of iterated integrals are equivalent to relations of elements in B.
In Section 6, we first prove the existence and the uniqueness of a normalized fundamental solution (Proposition 14), and next the decomposition theorem for the fundamental solution (Proposition 16). In Section 7, we show that the decomposition in two ways comes from the iterated integral expression along C 1⊗2 and C 2⊗1 . As a result, the comparison of the iterated integrals appearing in the coefficients of the two decomposition of the fundamental solution leads to the generalized harmonic product relations for hyperlogarithms of type M 0,5 (Theorem 22).
In Section 8, we show that the generalized harmonic product relations properly involve the harmonic product of multiple polylogarithms (Theorem 27).
Thus the harmonic product of the multiple zeta values is interpreted from the viewpoint of the decomposition theorem of the normalized fundamental solution of the formal 2KZ equation.
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The formal KZ equation on the configuration space
On the configuration space of n points in P
we consider a pfaffian system
Here X ij 's are formal elements satisfying the infinitesimal pure braid relations (IPBR, for short)
[X ij , X kl ] = 0 ({i, j} ∩ {k.l} = ∅).
The Lie algebra generated by X ij 's with the fundamental relations IPBR will be denoted by X and referred to as the infinitesimal pure braid Lie algebra (IPB Lie algebra, for short).
The system is integrable and is invariant under the diagonal action of PGL(2, C) on (P 1 ) n * . In fact, using only the trivial relations ξ ij ∧ ξ kl + ξ kl ∧ ξ ij = 0, we have
Lemma 1 ( [A] ). The nontrivial relations between the one-forms {ξ ij } are only
We call (5) the Arnold relations (AR, for short). From this lemma, we obtain
Hence the integrable condition Ω ∧ Ω = 0 is equivalent to
which is deduced from (3) and (4).
From (3), we have n j=1 X ij = 0 and 1≤i<j≤n X ij = 0 so that the equation is PGL(2, C)-invariant. Thus it yields an integrable system on the moduli space M 0,n = PGL(2, C)\(P 1 ) n * .
The formal KZ equation in the simplicial coordinate system
Introduce the coordinate system (y 1 , . . . , y n−3 ) on the moduli space M 0,n via
We call (7) the simplicial coordinate system due to Brown [B] . In this coordinate system, the formal KZ equation takes the following form:
Here we set
The IPBR (3), (4) for the generators
and, setting
2.3 The formal KZ equation in the cubic coordinate system
Introduce the coordinate system (z 1 , . . . , z n−3 ) on the moduli space M 0,n through
In this coordinate system, the formal KZ equation is represented as follows:
and
We call (13) the formal KZ equation of n − 3 variables (in the cubic coordinate system). This is equivalent to
where z ij = z i · · · z j and z
(1 ≤ i < j <≤ n − 4).
The AR for the forms
3 The one variable theory
The formal KZ equation of one variable
The formal KZ equation of one variable will be referred to as the formal 1KZ equation for short. It is represented as follows:
Here we set z = z 1 and
The formal 1KZ equation is a Fuchsian differential equation on P 1 with regular singular points 0, 1, ∞. The IPBR for {Z 1 , Z 11 } is trivial so that the IPB Lie algebra X is a free Lie algebra. That is, X = C{Z 1 , Z 11 }. The universal enveloping algebra U(X) is the ring of non-commutative polynomials of the variables Z 1 , Z 11 . Namely U(X) = C Z 1 , Z 11 . The unit element of U(X) will be denoted by I.
The Lie algebra X has grading with respect to the degree of Lie polynomials of Z 1 , Z 11 , and is a graded Lie algebra:
The universal enveloping algebra U(X) has also grading with respect to the length of words of Z 1 , Z 11 :
The completion of U(X) with respect to this grading will be denoted as U(X). This is nothing but the ring of non-commutative formal power series of the variables Z 1 , Z 11 . That is, U(X) = C Z 1 , Z 11 . A solution to the formal 1KZ equation can be regarded as a function which takes the values in U(X).
The dual Hopf algebra of U(X) is a free shuffle algebra [R] S(A) generated by alphabet A = {ξ 1 , ξ 11 }. The free shuffle algebra S(A) is a non-commutative polynomial ring C ξ 1 , ξ 11 of the variables ξ 1 , ξ 11 . In this algebra we put the shuffle product in use, and the multiplication as the noncommutative polynomial ring (namely, the concatenation) is denoted by •. We will omit it if there is no worry of confusing. 1 stands for the unit element in S(A) which corresponds to the null word. The shuffle product is defined recursively as follows:
Here a 1 , a 2 ∈ A, and w, w 1 , w 2 are words in
is an associative commutative algebra [R] . The AR for the forms {ζ 1 , ζ 11 } is just ζ 1 ∧ ζ 11 = 0, which is the last relation in (18) of n = 4 and trivial in this case. Let us identify
Under this identification, we denote the free shuffle algebra by S(ζ 1 , ζ 11 ). For a word
This integral defines a many valued analytic function on P 1 − {0, 1, ∞} and, at the same time, defines a homomorphism from S(ζ 1 , ζ 11 ) to C, namely we have
for any words in S(ζ 1 , ζ 11 ). An element in S(ζ 1 , ζ 11 ) will be called an iterated form. Next we consider the fundamental solution of the formal 1KZ equation normalized at the origin z = 0. Denote it by L(z). It is a solution satisfying the following condition:
whereL(z) is a function which takes the values in U(X), and holomorphic at z = 0, and satisfieŝ
It is easy to see thatL s (z) satisfies the following recursive equation:
Since the term
In terms of iterated integral, it is expressed aŝ
Here ad(Z 1 ) ∈ End(U(X)) stands for the adjoint operator by Z 1 , and µ(Z 11 ) ∈ End(U(X)) the multiplication of Z 11 from the left. From these considerations, it follows that the fundamental solution normalized at z = 0 exists and is unique. From (32), it follows thatL(z) is a grouplike element in U(X): Let ∆ : U(X) −→ U(X) ⊗ U(X) be the coproduct of U(X). Then one can easily show that
HenceL(z) is grouplike and so is L(z).
The iterated integral in (32) is nothing but a multiple polylogarithm of one variable (MPL, for short):
If |z| < 1, it has a Taylor expansion
If k 1 ≥ 2, we have
where the right side above is the multiple zeta value:
The formal generalized 1KZ equation
Let us consider the following differential equation which is a generalization of the formal 1KZ equation.
For mutually distinct points a 1 , . . . , a m ∈ C − {0} we set
Here the coefficients X 0 , X 1 , . . . , X m are free formal elements. For r = 1, a 1 = 1, this is the formal 1KZ equation. This is a differential equation of Schlesinger type with regular singular points 0, 1/a 1 , . . . , 1/a m , ∞. We call (37) the formal generalized 1KZ equation. Let X = C{X 0 , X 1 , . . . , X m } be the free Lie algebra generated by X 0 , X 1 , . . . , X m . As in the case of 1KZ, X is a graded Lie algebra under the grading with respect to the degree of Lie polynomials. The universal enveloping algebra U(X) is also a graded algebra with respect to the length of words, and one can define the completion U (X) of U(X). A solution of this equation is a function which takes value in U (X).
The dual Hopf algebra of U(X) is a free shuffle algebra S(A) generated by the alphabet A = {ξ 0 , ξ 1 , . . . , ξ m }. Identifying
one can define iterated integral for an element in S(A). In that case, an element in S(A) will be called an iterated form. The definition of iterated integral for an iterated form is just the same as in the 1KZ case. The fundamental solution normalized at the origin z = 0 of this equation, which we denote by L(z), is a solution satisfying the following condition:
whereL(z) is a function which takes the values in U(X), and holomorphic at z = 0, and satisfieŝ L(0) = I. One can show the existence and the uniqueness of the solution, and that it is a grouplike element of U(X), in a completely parallel way: It is represented asL(z) =
Here ad(X 0 ), µ(X i ) are defined in the same manner as in the 1KZ case, and L( k1 a i1 · · · kr a ir ; z) denotes a hyperlogarithm of general type,
This is a many valued analytic function on P 1 − {0,
For r = 1 and a 1 = 1, this is nothing but MPL. The hyperlogarithms of type M 0,5 that we need in what follows are those of m = 2, a 1 = 1.
The formal KZ equation of two variables
In this section, we consider the formal KZ equation of two variables in the cubic coordinate system, and the structure of the IPB Lie algebra for this equation. The tensor decomposition theorem for the universal enveloping algebra of the IPB Lie algebra will be proved.
The formal KZ equation of two variables in the cubic coordinate system
For n = 5, the formal KZ equation in the cubic coordinate system (13) reads as follows:
where Z 1 = X 12 + X 13 + X 23 , Z 2 = X 23 , Z 11 = −X 14 , Z 22 = −X 12 , Z 12 = −X 24 . This will be referred to as the formal 2KZ equation hereafter. The IPBR for this equation are
The IPB Lie algebra X is defined as a quotient of the free Lie algebra L = C{Z 1 , Z 11 , Z 2 , Z 22 , Z 12 } by the ideal generated by the IPBR (44), (45). As discussed in the previous section, L and the universal enveloping algebra U(L) has grading with respect to the length of words. Since the IPBR is homogeneous, X and the universal enveloping algebra U(X) inherit the grading of L, U(L):
Put
The nontrivial AR are
In terms of ζ i , ζ ij , Ω is expressed as
where Ω 1 X (log D) stands for the space of differential one forms on X with logarithmic poles along the divisors D = {z 1 = 0, 1, ∞} ∪ {z 2 = 0, 1, ∞} ∪ {z 1 z 2 = 1}. From IPBR (44), (45) and AR (49), (50), it follows that Ω ∧ Ω = 0. Hence the formal 2KZ equation is an integrable system on X = P 1 × P 1 . A solution of the formal 2KZ equation is a many valued analytic function on X − D with values in U(X) (= the completion of U(X) with respect to the above grading).
Note that the divisors D are normal crossing at (z 1 , z 2 ) = (0, 0), (1, 0), (0, 1).
The tensor product decomposition theorem for U(X)
Next we will consider the tensor product decomposition theorem for U(X). Let X
1⊗2 (resp. X
1⊗2 ) be a subalgebra of X generated by {Z 1 , Z 11 , Z 12 } (resp. {Z 2 , Z 22 }). Since there exists no relation among {Z 1 , Z 11 , Z 12 }, (resp.{Z 2 , Z 22 }), they are free Lie algebras. Similarly set X (2) 2⊗1 (resp. X
(1) 2⊗1 ) as the subalgebra generated by {Z 2 , Z 22 , Z 12 } (resp. {Z 1 , Z 11 }). They are also free Lie algebras:
For each A = X, X
i1⊗i2 , we denote by U(A) the universal enveloping algebra of A. They are graded algebras;
We also denote by W(A) the set of all words of U(A), by W 0 (A) the set of all words which do not end with
. Then we have the following proposition:
(ii) As vector spaces, we have, for {i 1 , i 2 } = {1, 2},
In particular, the sets (45) 
1⊗2 . By induction on the degree of elements in X
(ii) This is clear from (i) and the standard argument of universal enveloping algebras.
The reduced bar algebra
Let U(X) be the universal enveloping algebra discussed in the previous section. In this section, we introduce an algebra of differential forms which is a dual Hopf algebra of U(X). Since U(X) is a quotient algebra of the non-commutative polynomial algebra, its dual is a subalgebra of the free shuffle algebra. In fact, it is an algebra consisting of differential forms satisfying Chen's integrability condition. Iterated integrals associated with such forms depends on only the homotopy class of the integration contours.
The algebra will be referred to as the reduced bar algebra. It coincides with the 0-th cohomology of the reduced bar complex [C1] , [Ha] , [B] of the Orlik-Solomon algebra associated with the hyperplanes arrangement associated with the Dynkin diagram of type A 4 [OS] , [OT] .
Chen's integrability condition and the reduced bar algebra
Let A = {ζ 1 , ζ 11 , ζ 2 , ζ 22 , ζ 12 } be an alphabet and S(A) = (C A , x) be a free shuffle algebra in A. We denote by • the usual product by concatenation of S(A) and x the shuffle product of S(A). S(A) = ∞ s=0 S s (A) is a graded x-algebra with respect to the length of words. Let ∆ * be a coproduct, ε * a counit and S * an antipode of S(A) defined by
where ω i ∈ A. Then (S(A), x, 1, ∆ * , ε * , S * ) is a commutative graded Hopf algebra. Let L = C{Z 1 , Z 11 , Z 2 , Z 22 , Z 12 } be a free Lie algebra and H = U(L) the universal enveloping algebra of L. They are graded (Lie) algebras:
H is a restricted dual Hopf algebra of S(A) by identifying the dual elements of (Z 1 , Z 11 , Z 2 , Z 22 , Z 12 ) with (ζ 1 , ζ 11 , ζ 2 , ζ 22 , ζ 12 ).
Identifying the letters ζ 1 , . . . , ζ 12 with differential forms through (48), we will call an element of S(A) an iterated form.
Definition 3 (Chen's integrability condition). We say that an iterated form
(where each ω iα ∈ A, C I ∈ C) satisfies Chen's integrability condition if, for all l (1 ≤ l < s),
holds as a multiple differential form.
Let B be a subspace of S(A) spanned by elements satisfying Chen's integrability condition. B also have the grading B = ∞ s=0 B s , B s = B ∩ S s (A) as vector space. We obtain B 0 = C1, B 1 = Cζ 1 ⊕ Cζ 11 ⊕ Cζ 2 ⊕ Cζ 2 ⊕ Cζ 12 clearly and B 2 is a 19 dimensional vector space given by (60) by the AR (49) and (50). Furthermore we have
for s > 2 [B] . (B, x, 1, ∆ * , ε * , S * ) is a graded Hopf subalgebra of S(A) and B is referred to the reduced bar algebra. In this notation, Ω (51) belongs to B 1 ⊗ U 1 (X).
be a subspace of L 2 and I (resp. J) be an ideal of L (resp. a two sided ideal of H) generated by I 2 . Then X = L/I and U(X) = H/J.
Proposition 4 ([B]). U(X) is a graded restricted dual Hopf algebra of B.
For the proof we need the following lemma.
, 11, 2, 22, 12}, ϕ ∈ the basis of B 2 } be a basis of
On the other hand, we obtain B ⊥ 2 ∩ H 2 = J 2 by counting the dimensions. We have thus proved the lemma.
Proof of Proposition 4. Since J s = s−1 l=1 H l−1 J 2 H s−l−1 (J 2 = I 2 ), the lemma tells that J is the orthogonal complement of B. Hence U(X) = H/J is a dual Hopf algebra of B.
Iterated integral of two variable
For an iterated form
we define iterated integral ϕ as follows: From B s ⊂ B 1 • B s−1 , we can write
where
The iterated integral of ϕ ∈ B yields a many-valued analytic function on X − D by the lemma due to Chen.
Lemma 6 (Chen's lemma [C2] ). For any iterated form ϕ ∈ B, the value of the iterated integral of ϕ depends on only the homotopy class of the integral contour.
Moreover, in a similar fashion of one variable, the iterated integral is x-homomorphism namely
for all ϕ 1 , ϕ 2 ∈ B.
5.3 The tensor product decomposition of B and two specific contours
We denote by B
1⊗2 and B
1⊗2 (resp. B
2⊗1 and B
(1) 2⊗1 ) the dual Hopf algebra of U(X
1⊗2 ) and U(X
1⊗2 ) (resp. U(X (2) 2⊗1 ) and U(X (1) 2⊗1 )). By virtue of Proposition 2, we have already U(X) = U(X
). Furthermore Proposition 4 says that U(X) and B are dual to each other. Therefore B satisfies the tensor decomposition through the duality
On the other hand, since U(X
1⊗2 ) (resp. U(X
2⊗1 ) and U(X
2⊗1 )) are universal enveloping algebra of a free Lie algebra, their dual Hopf algebras B ) 12 . We have the following lemma.
Lemma 7. There is a natural isomorphism preserving the gradings as a vector space,
Next we define linear projections Pr
, 2}) as follows: For i k = i 1 , send dz i2 to 0, and for i k = i 2 , send dz i1 to 0.
Definition 8. We define linear maps
Namely ι 1⊗2 (resp. ι 2⊗1 ) is the projection picking up components which have the form that all ζ 1 , ζ 11 , ζ 12 (resp. ζ 2 , ζ 22 , ζ 12 ) appear in the left of all ζ 2 , ζ 22 (resp. ζ 1 , ζ 11 ). Since Pr
i1⊗i2 and ∆ * are
x-algebra homomorphisms, so are ι 1⊗2 and ι 2⊗1 .
2⊗1 ) are both x-algebra isomorphisms.
Proof. We prove that ι 1⊗2 is an isomorphism. From Lemma 7, dim
1⊗2 ) s and ι 1⊗2 preserves the grading. Hence it is enough to prove that ι s := ι 1⊗2 | Bs is injective. We show ker(ι s ) = 0 by induction on s.
For s = 0 and 1, ker(ι s ) = 0 is clear. For s = 2, we can show by direct calculation. For s ≥ 3, we assume ker(ι s−1 ) = 0. Set S 1⊗2,s (A) := {ϕ ∈ S s (A) | In all the terms of ϕ, ζ 2 or ζ 22 appears in the left side of some ζ 1 , ζ 11 , ζ 12 }, S c s (ζ 2 , ζ 22 ) := {ϕ ∈ S s (A) | ϕ is a linear combination of words which have at least one ζ 1 , ζ 11 , ζ 12 }.
Then ker(ι s ) = B s ∩ S 1⊗2,s (A).
Put ϕ ∈ ker(ι s ). Since ϕ ∈ S 1⊗2,s (A), ϕ can be written as
here ϕ 1 , ϕ 11 , ϕ 12 ∈ S 1⊗2,s−1 (A), ϕ 2 , ϕ 22 ∈ S c s−1 (ζ 2 , ζ 22 ). On the other hand, from the assumption, ϕ 1 , ϕ 11 , ϕ 12 ∈ B s−1 ∩ S 1⊗2,s−1 (A) = ker(ι s−1 ) = 0 and
From the following lemma, we have ϕ = 0, and the proof is completed.
Lemma 10. Assume that ϕ ∈ B s ∩ (S 1 (ζ 2 , ζ 22 ) • S s−1 (A)). Then ϕ ∈ S s (ζ 2 , ζ 22 ).
Proof. The lemma can be proved easily by direct calculation for B 2 and by induction on s.
We denote by
2⊗1 )) the subspace of B (resp. S(A), S(A ϕ can be defined for ϕ ∈ B 0 . For B 0 we have the following corollary.
Proof. One can see easily
) by the definition of B and dim
s by the duality between U(X) and B. Hence the corollary holds.
Assume that 0 < |z 1 |, |z 2 | < 1. Consider the following two contour
Here the composition of paths C • C ′ is defined by connecting C after C ′ .
For
Since the map ι 1⊗2 (resp. ι 2⊗1 ) picks up the terms of B 0 whose iterated integral along C 1⊗2 (resp. C 2⊗1 ) does not vanish, we have
for ϕ ∈ B 0 .
Injectivity of the iterated integral of two variables
The iterated integral
defines an algebra homomorphism from (B 0 , x) to the algebra of all many valued analytic functions on X − D. We denote by F the image of this homomorphism. By using the result of Brown([B] , Theorem 3.26), we have the following claim.
Proposition 12.
(z1,z2)
From (66) and (67), we have
By Corollary 11, ι 1⊗2 , ι 2⊗1 are isomorphisms, so that we have the following.
Corollary 13. The integrals
6 The normalized fundamental solution to the formal 2KZ equation
In this section, we construct the fundamental solution of the formal 2KZ equation normalized at the origin and prove the decomposition theorem for that.
Existence and uniqueness of the normalized fundamental solution
Let us define Ω 0 and Ω ′ by
Namely Ω 0 is the singular part of Ω at (0, 0) and Ω ′ the regular part. The fundamental solution normalized at (0, 0) of the formal 2KZ equation is, by definition,
whereL s (z 1 , z 2 ) is a U s (X)-valued many-valued analytic function holomorphic in a neighborhood of (0, 0) andL
This is equivalent to the recursive differential relations
Since dΩ 0 = dΩ (71) is an integrable system. Note that, ifL s (0, 0) = 0, the right hand side of (71) is holomorphic at (0, 0) (See the discussion in Section 3.1), thus {L s (z 1 , z 2 )} should be represented by iterated integral as follows: Proposition 14. There exists uniquely the fundamental solution of the formal 2KZ equation normalized at the origin: It is expressed as
where the actions ad and
Proof. We prove by induction on s. Let P l be a map defined by
and one can show
The fundamental solution L(z 1 , z 2 ) is a grouplike element of U(X).
The decomposition theorem of the normalized fundamental solution
We consider the following four formal (generalized) 1KZ equation. Here we denote by d z1 (resp. d z2 ) the exterior differentiation by the variable z 1 (resp. z 2 ).
The fundamental solution normalized at the origin (See Section 3.1 and 3.2) to each equation is denoted by
Proposition 16 (The decomposition theorem for the normalized fundamental solution).
(i) The fundamental solution L(z 1 , z 2 ) of the formal 2KZ equation (43) normalized at the origin is decomposed to product of normalized fundamental solutions of the formal 1KZ equations as
(ii) Conversely if the decomposition
holds, where
2⊗1 are both the normalized fundamental solution of the formal 2KZ equation.
1⊗2 are both the fundamental solution of (75)
by virtue of the uniqueness of the fundamental solution. Furthermore, the uniqueness of the fundamental solution of (74) 
7 The contour C 1⊗2 , C 2⊗1 and the decomposition theorem
In this section, we interpret the decomposition theorem (Proposition 16) through the iterated integrals along the path C 1⊗2 , C 2⊗1 .
The hyperlogarithms of type M 0,5 and multiple polylogarithms of two variables
We discuss hyperlogarithms which appear in the decomposition theorem. For any words ϕ = ζ k1−1 1
12 }), we set
where, in the right hand side, if ω i = ζ 11 (resp. ω i = ζ
12 ), α i = 1 (resp. α i = z 2 ). This is referred to as a hyperlogarithm of type M 0,5 L( k1 a i1 · · · kr a ir ; z 1 ).
Especially for ω 1 = . . . = ω i = ζ 11 and ω i+1 = . . . = ω i+j = ζ
12 (α 1 = . . . = α i = 1 and
We call this multiple polylogarithm of two variables of the main variable z 1 (2MPL of z 1 , for short). The subscript (k 1 , . . . , k i+j ) is referred to as the index of the 2MPL and the pair of numbers (i, j) as the numbering of the 2MPL. For j = 0, Li k1,...,ki (i, 0; z 1 , z 2 ) = Li k1,...,ki (z 1 ) is a multiple polylogarithm of one variable (see Section 3.1) and for i = 0, we have Li k1,...,kj (0, j; z 1 , z 2 ) = Li k1,...,kj (z 1 z 2 ). Using the series expansion (81), we have Proposition 17. Li k1,...,ki+j (i, j; z 1 , z 2 ) satisfies the following differential recursive relations.
From the iterated integral expression (80), we have the following claim as for the analytic continuation of hyperlogarithms of type M 0,5 .
Proposition 18. Hyperlogarithms of type M 0,5 is a single-valued holomorphic function in some neighborhood of {(z 1 , z 2 ) ∈ P 1 × P 1 | |z 1 | < 1, |z 2 | < 1} and (z 1 , z 2 ) = (0, 1). In particular, if |z 1 | is small enough, they can be continued analytically with respect to the parameter z 2 from z 2 = 0 to z 2 = 1.
Calculation of the iterated integral on the normalized fundamental solution and the decomposition theorem
We calculate the normalized fundamental solution of the formal 2KZ equation by iterated integral (73) on the contour C 1⊗2 (resp. C 2⊗1 ) and show that the result is equal to the decomposition (78) (resp. (79)).
Here α stands for the algebra homomorphism α : U(X) → End(U(X)) defined by
and θ
) is a map which gives the duality; it is defined by the displacement of letters
Proof. We can prove this by induction on s and direct calculation.
We have the following corollary.
Corollary 20. The expression (84) (resp. (85)) is equal to the decomposition (78) (resp. (79)).
From Proposition 16 (ii), it follows that, in the right hand side above, the left factor (resp. the right factor) coincides withL
1⊗2 ).
The generalized harmonic product relations of hyperlogarithms
Lemma 21. Both
are linearly independent sets in U(X).
Proof. We consider the first case. Let
1⊗2 )} is a linearly independent set, so is (86).
According to Proposition 19, the degree s part ofL(z 1 , z 2 ) is represented aŝ
As each tensor components of U(X) of (88) and (89) are linearly independent, by comparing coefficients of α(W ′ )α(W ′′ )(I) of both sides, we can get various relations of hyperlogarithms of type
andL
Furthermore from Proposition 12, we obtain
Theorem 22 (Genelarized harmonic product relations of hyperlogarithms of type M 0,5 ). The comparison of the coefficients in the decomposition (78) and (79) is equal to
for each
1⊗2 ). We call (93) the harmonic product relations of hyperlogarithms of type M 0,5 . In Section 8.2, we show the system of the relations contains properly the harmonic product of 2MPLs.
Examples of the generalized harmonic product relations
We show some examples of the generalized harmonic product relations.
The relations generated byL
Computing the iterated integral ofL 2 (z 1 , z 2 ) along the contour C 1⊗2 , we obtain
This certainly coincides with the degree 2 part of the decompositionL
(1) 1⊗2L (2) 1⊗2 , and yields the following two nontrivial relations of hyperlogarithms.
• The coefficients of Z 11 Z 12 ϕ(Z 11 Z 12 , I) = ζ 11 • ζ 12 + ζ 22 • ζ 11 − ζ 22 • ζ 12 − ζ 2 • ζ 12 and the relation is
• The coefficients of Z 12 Z 11
and the relation is
This relation is obtained by the shuffle product ζ 12 x ζ 11 = ζ 12 • ζ 11 + ζ 11 • ζ 12 and (94).
We note that the coefficients of Z 12 Z 22 also yields nontrivial relation, but, the relation can be obtained by interchanging the variable z 1 and z 2 in the previous two relations.
The relation of the coefficients of α(Z
The coefficient of α(Z 12 Z 11 Z 12 )α(I) (I) in (84) is L( 1 z 2 1 1 1 z 2 ; z 1 ) and we obtain
The generalized harmonic product relation of this case is
Connection problem for the solutions of the formal 2KZ equation and the decomposition theorem
We denote by
(1,0) (z 1 , z 2 ) is holomorphic on some neighborhood of (1, 0) andL (1,0) (1, 0) = I. According to Proposition 16, we can write
2⊗1 )-valued analytic function normalized at z 2 = 0 and L
2⊗1 )-valued analytic function normalized at z 1 = 0 (resp. z 1 = 1).
By virtue of Proposition 16 (ii), Proposition 18 and the connection problem for the formal 1KZ equation, we have
where Φ KZ (Z 1 , Z 11 ) stands for the Drinfel'd associator of the variables Z 1 and Z 11 [D] . Therefore we obtain Proposition 23. The connection formula between the fundamental solutions of the formal 2KZ equation (43) normalized at (z 1 , z 2 ) = (0, 0) and (1, 0), (0, 1) is given as
As considered above, the connection problem of the formal 2KZ equation reduces to the decomposition theorem (Proposition 16) and the connection problem of the formal 1KZ equation.
The connection problem for fundamental solutions of the formal 2KZ equation and its application will be considered in the forthcoming paper [OU1] .
8 The harmonic product of multiple zeta values and the decomposition theorem
In this section, we discuss the harmonic product of multiple zeta values and multiple polylogarithms, and show that the generalized harmonic product relations contain the harmonic product of multiple polylogarithms.
Harmonic product of the multiple zeta values and multiple polylogarithms
Let I be a C-vector space spanned by all indexes (sequences of Z >0 ) and · be a product of I by concatenation as (k 1 , . . . , k i ) · (l 1 , . . . , l j ) = (k 1 , . . . , k i , l 1 , . . . , l j ). We introduce the harmonic product * of I defined by
where ∅ stands for the empty index. Then (I, * ) becomes a commutative algebra. This is nothing but the harmonic algebra structure due to Hoffman [Ho] .
Lemma 24.
where we regard an incorrect index as the empty index ∅. For instance, (l j+1 , . . . , l j ) = ∅ and (l 1 , . . . , l 0 , k 1 ) = (k 1 ).
Proof. The lemma can be prove easily by induction on j.
The harmonic product of the multiple zeta values (36) is the relation 
where Li k is extended to I linearly and the second numbering • means (the length of index) − (the first numbering). Namely, the harmonic product of Li k1,...,ki (z 1 ) Li l1,...,lj (z 2 ) is expressed as For i = j = 1 in (99), the harmonic product of Li k1 (z 1 ) Li l1 (z 2 ) is written as Li k1 (z 1 ) Li l1 (z 2 ) = Li k1,l1 (1, 1; z 1 , z 2 ) + Li k1+l1 (z 1 z 2 ) + Li l1,k1 (1, 1; z 2 , z 1 ).
This is equal to by series expression.
Relationship between the generalized harmonic product relations of hyperlogarithms and the harmonic product of MPLs
We show that the generalized harmonic product relations of hyperlogarithms of type M 0,5 given by Theorem 22 involve properly all of the harmonic products of multiple polylogarithms. We denote by MPL(z 1 , z 2 ) the C-linear space whose basis is the set of all 2MPLs of z 1 , and MPL s (z 1 , z 2 ) the subspace spanned by 2MPLs whose weight (= the sum of indexes) is s.
We define the linear operator d : MPL(z 1 , z 2 ) ⊗ S(A) → MPL(z 1 , z 2 ) ⊗ S(A) by d(Li k1,...,ki+j (i, j; z 1 , z 2 ) ⊗ ω) = ω • (d Li k1,...,ki+j (i, j; z 1 , z 2 ))
for Li k1,...,ki+j (i, j; z 1 , z 2 ) ⊗ ω ∈ MPL k (z 1 , z 2 ) ⊗ S s (A) (k = k 1 + · · · + k i+j ). Proposition 17 says that the right hand side of (100) belongs to MPL k−1 (z 1 , z 2 ) ⊗ S s+1 (A). Moreover we can get the following lemma and corollary.
Lemma 25.
Proof. By induction on k.
This lemma says that 
Proof. The first claim is clear by Proposition 12. The second one immediately follows from Theorem 22 for ϕ (W, I) .
That is to say, since the total differential d Li k1,...,ki+j (i, j; z 1 , z 2 ) in the right hand side of (103) belongs to MPL k1+···+ki+j −1 ⊗ B 1 , we can apply (103) again to the MPL parts. Therefore we can compute the iterated integral In what follows, we prove Theorem 27. Li (l1,...,lp,k1)·((k2,...,ki) * (lp+1,...,lj)) (p, •; z 2 , z 1 ) + Li (l1,...,lp,k1+lp+1)·((k2,...,ki) * (lp+2,...,lj )) (p, •; z 2 , z 1 ) + Li l1,...,lj ,k1,...,ki (j, i; z 2 , z 1 ), f 0 (z 1 , z 2 ) = Li (k1+l1)·((k2,...,ki) * (l2,...,lj )) (0, •; z 2 , z 2 ).
Therefore f 0 (z 1 , z 2 ) + f 1 (z 1 , z 2 ) + f 2 (z 1 , z 2 ) is nothing but the right hand side of (99) for Li k1,...,ki (z 1 ) Li l1,...,lj (z 2 ).
(ii) Next we show the converse statement of (i). Assume (99). We define the total order
on numbering (i, j) and denote the harmonic product by Li k1,...,ki (z 1 ) Li l1,...,lj (z 2 ) = Li k1,...,ki,l1,...,lj (i, j; z 1 , z 2 ) + F (k1,...,ki),(l1,...,lj) (z 1 , z 2 ) + G (k1,...,ki),(l1,...,lj ) (z 1 , z 2 ),
