Desingularization algorithms I. Role of exceptional divisors by Bierstone, Edward & Milman, Pierre D.
ar
X
iv
:m
at
h/
02
07
09
8v
1 
 [m
ath
.A
G]
  1
1 J
ul 
20
02
DESINGULARIZATION ALGORITHMS
I. ROLE OF EXCEPTIONAL DIVISORS
EDWARD BIERSTONE AND PIERRE D. MILMAN
Abstract. The article is about a “desingularization principle”
(Theorem 1.14) common to various canonical desingularization al-
gorithms in characteristic zero, and the roles played by the excep-
tional divisors in the underlying local construction. We compare
algorithms of the authors and of Villamayor and his collaborators,
distinguishing between the fundamental effect of the way the excep-
tional divisors are used, and different theorems obtained because of
flexibility allowed in the choice of “input data”. We show how the
meaning of “invariance” of the desingularization invariant, and the
efficiency of the algorithm depend on the notion of “equivalence”
of collections of local data used in the inductive construction.
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1. Introduction
This article is about (1) a “desingularization principle” (Theorem
1.14 below) that is common to various algorithms for canonical resolu-
tion of singularities in characteristic zero (embedded desingularization,
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principalization of an ideal, etc.); (2) the roles played by the exceptional
divisors arising from blowings-up in the local inductive construction at
the heart of the desingularization principle. The exceptional divisors
play two roles – one local and one in the passage from local to global
– that are reflected in different ways in the invariant whose maximum
loci provide the centres of blowing up.
This paper is to be followed by “Desingularization algorithms II.
Locally binomial varieties”.
The main results on resolution of singularities in characteristic zero
originate in the towering work of Hironaka [Hi1]. Among our aims here
is to compare the various algorithms for canonical desingularization
developed by the authors [BM2, BM3, BM4, BM5], and by Villamayor
and his collaborators [V1, V2, EV1, EV3, BrV]. (Lipman [L] has raised
the question of such a comparison.) The approaches have much in com-
mon but, apart from different applications of the general principle to
particular results, there are important differences due to the ways that
the exceptional divisors are used, affecting the invariant, the meaning
of “invariance”, and the choice of centre of blowing up.
The general desingularization principle (Theorem 1.14) can be stated
roughly as follows: An initial choice of invariant that distinguishes be-
tween “general” and “special” points and that satisfies certain basic
properties, can be extended to a desingularization invariant defined
over sequences of “admissible” blowings-up, satisfying several simple
properties which show that special points can be eliminated by succes-
sively blowing up the maximum loci of the invariant.
The desingularization principle depends on a local inductive con-
struction (Section 2). We distinguish between the more fundamental
effect of the way that the exceptional divisors are used in the local
construction, and different theorems that can be obtained because of
the flexibility allowed in the choice of “input data” and “when we stop
running the algorithm” (cf. §1.2). For example, “embedded desingu-
larization” (Example 1.19(2) below, [Hi1, Main Thm. I], [BM5, Thms.
1.6, 11.14], [V2]) and “principalization of an ideal” (Example 1.19(1)
below, [Hi1, Main Thm. 2], [BM5, Thm. 1.10]) are both applications
of Theorem 1.14, the only differences being in the notion of transfor-
mation used and the choice of initial invariant (“strict” transform and
the Hilbert-Samuel function for embedded desingularization, or “weak”
transform and the order of an ideal for principalization; see §1.4 and
Examples 1.8). Likewise, the “weak embedded desingularization” the-
orem of [EV3] (Example 1.19(4) below) is obtained by stopping the
principalization algorithm early. (See also §6.2.)
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The preceding point of view is not always clear in the literature. It
is further developed in Section 6, where we treat universal embedded
desingularization of (not necessarily embedded) spaces (§6.1), the rela-
tionship between weak and strict transform (§6.2), and an extension of
the general desingularization principal to parametrized families (§6.3;
cf. [ENV]).
A second related aim is an understanding of the meaning of “in-
variance”. The desingularization invariants are invariants of what? In
other words, on what do the invariants and therefore the algorithms
depend? These questions are closely connected to the notion of “equiv-
alence” of collections of local data used in the inductive construction.
The collection of local data is called a “presentation” in [BM5]. A pre-
sentation is not invariant or canonical. The philosophy behind [BM5] is
to introduce an equivalence relation on presentations (using sequences
of “test blowings-up” that depend on the accumulating exceptional di-
visors) so that the corresponding equivalence class is an invariant and
certain natural numerical characters of a presentation depend only on
the equivalence class. A presentation is similar to the notion of “ba-
sic object” or “idealistic space” used in [V2, EV1]. Both originate in
Hironaka’s idea of an “idealistic exponent” [Hi2]. But the equivalence
class of a presentation is strictly smaller than that of an idealistic expo-
nent or basic object used in these articles; the “residual multiplicities”
appearing in the desingularization invariants of [BM5] or even those of
[V2, EV1] depend only on the equivalence class as a presentation, but
not only on the equivalence class as a basic object. (See Remarks 2.5
and §§3.5, 5.3 below.)
Our third aim is to show that for certain natural classes of alge-
braic or analytic varieties (e.g., locally toric or toric), a combinatorial
structure can be used to simplify one or both of the roles played by
the exceptional divisors. This is the subject of “Desingularization al-
gorithms II. Locally binomial varieties”. A locally binomial variety is a
variety defined in local coordinates by systems of binomial equations.
(A binomial means a difference of two monomials with no common fac-
tor.) A locally toric variety is simply a locally binomial variety that is
normal. Locally binomial varieties are a very natural class, both as a
testing-ground for general conjectures in algebraic or analytic geome-
try, and because many general questions and computational problems
can be reduced to the binomial case.
The ideas above will be made more precise in the remainder of this
introductory section. The notion of a presentation and the desingular-
ization algorithms of [BM5], [V2] and [EV1] are recalled in Sections 2
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and 3, where we also outline the proof of the desingularization princi-
ple Theorem 1.14. Section 4 presents a worked example (the details of
Example 1.2 below), and Section 5 deals with the idea of equivalence
of presentations. In comparing our approach to desingularization with
that of Villamayor et al, we nevertheless use the more analytic lan-
guage of [BM5, BM8]. We treat equivalence of presentations (Section
5) using transformation formulas for differential operators developed
by Hironaka [Hi2, Sect. 8], Giraud [Gi] and Encinas and Villamayor
[EV1, Sect. 4].
1.1. Role of exceptional divisors. The desingularization invariant
inv(·) = invX(·) (or invJ (·)) will be described precisely below. The in-
variant is defined recursively over a sequence of “admissible” blowings-
up of a singular space X (or a coherent ideal sheaf J ). Let Xj (or
Jj) denote the transform of X (or J ) in “year” j (i.e., after the first
j blowings-up; see §1.5). If a ∈ Xj (or suppJj), then inv(a) is a finite
sequence (ι(a), s1(a); ν2(a), s2(a); . . . ), where ι(·) is the initial invariant
and the successive pairs are themselves defined using data (“presenta-
tions”) that involve “maximal contact” subspaces Nr−1(a) of increasing
codimension in an ambient manifold. For each r, the truncated invari-
ant invr−1/2(a) := (ι(a), s1(a); . . . ; νr(a)) determines a block E
r(a) of
“old” exceptional divisors passing through a (those which do not nec-
essarily have normal crossings with respect to Nr(a) and which do not
appear in a previous block Eq(a), 1 ≤ q < r; see Definitions 1.15), and
a block Er(a) of “new” exceptional divisors (those exceptional divisors
passing through a, not in E1(a)∪· · ·∪Er(a)). The exceptional divisors
are used in two ways; they are:
1. Counted in. The term sr(a) of inv(a) is simply the number of
elements of Er(a). This is the local role of the exceptional divisors
– the old exceptional divisors are counted in by sr(a) in order to
guarantee that the centre of blowing up lies inside each of them.
2. Factored out. The new exceptional divisors (those in Er(a)) are
factored out from the resolution data on Nr(a) and the next term
νr+1(a) is the “residual multiplicity” – the minimal order of the
resolution data (with respect to suitable weighting) after this fac-
torization. Factoring of the new exceptional divisors guarantees
that the centre of blowing up (defined a priori by a local con-
struction) extends to a global smooth subspace – see Corollary
1.17 below.
Remark 1.1. The invariants of Bierstone-Milman and Villamayor. The
fact that the equivalence class of a presentation is strictly smaller than
that as a basic object has an important consequence for the definition
DESINGULARIZATION ALGORITHMS I 5
of the invariant (due to the second role of the exceptional divisors):
The equivalence relation used in [V2, EV1, EV3] does not identify
the powers of the new exceptional divisors as invariants (§5.3 below).
Thinking of a sequence of blowings-up as a “history”, the residual mul-
tiplicities are defined in [BM5] using only the “future” (see §2.4) and
in the articles of Villamayor et al by a calculation involving the “past”
(Lemma 3.7 below). But the latter applies to only certain subblocks
of the “more recent” new exceptional divisors, so only these subblocks
are factored out to define the residual multiplicities in [V2], etc.
Each approach has certain advantages: The notion of invariance in-
troduced in [BM5] is stronger (see Remarks 1.16 and §3.5) and the
desingularization algorithm is in general faster (cf. Example 1.2). But
we need Villamayor’s invariant in the desingularization principle for
families (Theorem 6.14), which involves a comparison of the desingu-
larization invariants for a fibre and for the total space, inductively over
the previous history.
In “Desingularization algorithms II”, we will show that, for locally
binomial varieties, the desingularization algorithm can be greatly sim-
plified: The local role of the exceptional divisors (1) above is unneces-
sary because the successive maximal contact subspaces and exceptional
divisors are coordinate subspaces in suitable local charts; we can use
a simpler invariant of the form (ι(a), ν2(a), ν3(a), . . . ). For affine bi-
nomial varieties, there is a purely combinatorial algorithm (cf. [BM5,
Theorem 1.13]) in which the second role of the exceptional divisors
(2) above is equally superfluous. The general desingularization princi-
ple has a combinatorial component that is closely related to the algo-
rithms of “Desingularization algorithms II”; we will show in the latter
that the techniques involved lead to several natural questions about
the efficiency of desingularization algorithms, in general.
Example 1.2. Consider the hypersurface X in 4-space defined by
zdwd−1 − xd−1yd = 0 ,
where d is a positive integer ≥ 2. The maximum order 2d − 1 is
taken only at the origin – this is the first centre of blowing up in
desingularizing X . The strict transform X1 of X is defined by
zd − xd−1yd = 0
(in a local coordinate chart where the blowing-up is given by substitut-
ing (xw, yw, zw, w) for the original variables (x, y, z, w). See Section
4. For simplicity of notation, we use the same variables before and
after blowing up.) In Section 4, we estimate the number of blowings-
up needed to reduce the maximum order d of X1. Let n(BM), n(V),
6 EDWARD BIERSTONE AND PIERRE D. MILMAN
n(EV) and n(LB) denote the number of blowings-up prescribed by the
algorithms of [BM5], [V2], [EV1] and the locally binomial algorithm
of “Desingularization algorithms II”, respectively. Also write n(AB)
for the number of blowings-up given by the affine binomial algorithm.
Then
n(BM) ≤ 2d+ j
n(V ) = n(EV ) ≥ 9d+ k
n(LB) ≤ d+ l
n(AB) = 1 ,
where j, k and l are independent of d. The striking difference between
AB and the other algorithms reflects the fact that a local invariant
that produces a global centre of blowing up, as in BM, V, EV or LB,
necessarily has some inefficiency from a purely local point of view.
Example 1.3. Let X denote the surface
z2 − x2y3 = 0 .
The singular locus of X is the union of the x- and y-axes. The algo-
rithms of [BM5] or [V2] prescribe the origin as the centre C0 of the
first blowing-up σ1. The blowing-up σ1 is given by the substitution
(xy, y, yz) in one of three coordinate charts, so that the strict transform
X1 of X by σ1 is given in this chart by the same equation z
2−x2y3 = 0
as before; we seem to have accomplished nothing! But y = yexc now de-
fines the exceptional hypersurface H1 = σ
−1
1 (C0). The next blowing-up
prescribed by the algorithms again has centre C1 = {0}; σ2 is given by
the substitution (x, xy, xz) in one of the charts, so the strict transform
X2 of X1 in this chart is defined by the equation z
2 − x3y3 = 0. Here
x and y are both exceptional divisors: {y = 0} is the strict transform
of H1 above and {x = 0} = H2 := σ
−1
2 (C1). The two blowings-up
σ1 and σ2 have not simplified the equation, but serve to re-mark the
variables x and y as exceptional divisors. The exceptional divisors can
be thought of as global coordinates.
In the general algorithm, when a suitable re-marking of variables
as new exceptional divisors has been completed, the simple combina-
torial part of the algorithm takes over to reduce the orders of func-
tions that are part of the data in a presentation. In general, when the
re-marking has been completed for the algorithm of [BM5], the excep-
tional variables may not be new in the sense of [V2] or [EV1], so further
blowings-up are needed before the combinatorial part kicks in. This is
the difference in the algorithms highlighted by the example in Section
4.
DESINGULARIZATION ALGORITHMS I 7
1.2. Input data. The desingularization invariant is a sequence inv(·) =
invX(·) (or invJ (·)) as above, beginning with a local invariant ι(·) =
ιX(·) (or ιJ (·)) of a space X (or an ideal sheaf J ) that distinguishes
between general and special points (e.g., between smooth and singu-
lar points of X). (For simplicity of exposition, we sometimes write
ι(·) as ν1(·), though, strictly speaking, we reserve ν1(·) for the case
that ι(·) is the order of an ideal at a point.) The residual multiplicity
νr+1(·), r ≥ 1, is an invariant of the equivalence class of a local presen-
tation of the truncated invariant invr(·) = (ι(·), s1(·), . . . , νr(·), sr(·)).
A presentation includes a collection of data defined on a maximal con-
tact subspace Nr(·) of a certain codimension q – the codimension of
the presentation. The maximum locus of the invariant is a union of
global smooth subspaces having only normal crossings. The desingu-
larization algorithm is given by choosing as each successive centre of
blowing up a component of the maximum locus (or of the maximum
locus in a suitable subspace). The local inductive construction allows
us to define (νr+1(·), sr+1(·)) using invr(·) and a local presentation (of
codimension q, say), and to pass to a local presentation of invr+1(·) of
codimension q+1. The possibility of recognizing invariant characteris-
tics of resolution of singularities by inductive steps of codimension +1
appears already in [BM2] and is one of the main features distinguishing
[BM4, BM5] and [V1, V2] from the work of Hironaka and Abhyankar.
Apart from the way that the exceptional divisors are used in the local
construction, there is great flexibility in the desingularization algorithm
depending on choices of the following:
1. A notion of transformation by blowing up – usually strict or weak
transform. (See §1.4 below.)
2. An initial invariant ι(·); for example, the order of an ideal J or
a space X at a point a, or the Hilbert-Samuel function of X at a
(see Examples 1.8).
3. The codimension of a presentation of ι(a).
4. When we “stop running” the algorithm.
This flexibility is illustrated by the results in Section 6.
1.3. The category of spaces. N denotes the nonnegative integers.
Throughout this article, K denotes a field of characteristic zero, and
X denotes an algebraic variety or a scheme of finite type over K, or
an analytic space over K (in the case that K is locally compact). For
simplicity, we will always assume that our analytic spaces are compact,
or relatively compact in an ambient space (so that invX(·) will always
have maximum values), but these assumptions are not necessary (see
[BM5, Section 13]). We will usually assume that X is embedded as a
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closed subspace of a smooth ambient space (“manifold”) M . (See §6.1,
however.) Let OM denote the structure sheaf of M ; OM is a coherent
sheaf of rings. To be precise, M is a local-ringed space (|M |,OM),
where |M | denotes the underlying topological space of M . A closed
subspace X = (|X|,OX) of M = (|M |,OM) is a local-ringed space
corresponding to an ideal (i.e., a sheaf of ideals) J = IX of finite type
in OM :
|X| = suppOM/J and OX = (OM/J )
∣∣
|X|
.
We say that X is a hypersurface if IX is principal.
A function in our category (e.g., an element of OX,a, where a ∈ X , or
of OX(U), where U ⊂ |X| is open) will be called a “regular function”.
Our desingularization algorithms hold much more generally than
in the categories above, at least in the hypersurface case (see [BM5,
BM8]), but we will not pursue this point here. We do, however, recom-
mend the proof given in [BM8] as a motivation for many of the ideas
in this article.
1.4. Weak and strict transform. Consider an ideal of finite type J
in OM .
Definitions 1.4. Let a ∈M . The order µa(J ) of J at a is defined as
µa(J ) := max{µ ∈ N : J ⊂ m
µ
M,a} ,
where mM,a denotes the maximal ideal of OM,a. (µa(J ) generalizes the
order of a (germ of a) function f ∈ OM,a,
µa(f) := max{µ ∈ N : f ∈ m
µ
M,a} .)
Let C denote a (smooth) subspace of M . The order of J along C at a,
µC,a(J ) := max{µ ∈ N : J ⊂ I
µ
C,a} .
Thus, µC,a(J ) is the generic value of µx(J ), for x ∈ C near a.
Let σ : M ′ → M denote a blowing-up (or a local blowing-up) with
smooth centre C. Given an ideal J in OM (or a closed subspace X of
M , with ideal sheaf I = J ), we define weak and strict transforms of J
(or X) by σ as follows:
Definition 1.5. The weak transform J ′ of J by σ is the ideal sheaf
J ′ ⊂ OM ′ such that, for all a
′ ∈M ′, J ′a′ is the ideal of OM ′,a′ generated
by
{y−µexcf ◦ σ : f ∈ Ja} ,
where a = σ(a′), µ = µC,a(J ) and yexc denotes a generator of the
principal ideal Iσ−1(C),a′ .
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The weak transform X ′ of X is the subspace of M ′ defined by the
weak transform J ′ of J := IX .
Clearly, the weak transform J ′ of J by σ is an ideal of finite type.
Definition 1.6. If X is a hypersurface (i.e., J := IX is principal),
then, by definition, the strict transform X ′ ofX (or the strict transform
J ′ of J ) by σ coincides with the weak transform. (If f ∈ OM,a and
a′ ∈ σ−1(a), then we will say that f ′ := y
−µC,a(f)
exc f ◦ σ is the “strict
transform” of f at a′, though of course this is only well-defined up to
an invertible factor.
Now let X be an arbitrary closed subspace of M (i.e., J = IX is
an arbitrary ideal of finite type in OM). The strict transform X
′ of
X by σ is defined locally, at each a′ ∈ M ′, as the intersection of the
strict transforms of all hypersurfaces containing X at a = σ(a′) (i.e.,
J ′a′ = IX′,a′ ⊂ OM ′,a′ is generated by the strict transforms f
′ of all
f ∈ Ja).
It is not trivial that the strict transform X ′ of X is a closed subspace
of M ′ (i.e., that J ′ ⊂ OM ′ is an ideal of finite type). This depends on
Noetherian and coherence properties of our category of spaces. (For
this reason, it is easier to prove versions of our desingularization theo-
rems that require only the weak transform, or the strict transform in
the hypersurface case, in categories more general than schemes of finite
type or analytic spaces; cf. [BM8].)
Remark 1.7. Let J ⊂ OM denote an ideal of finite type. Let J
s, J w
and J t denote the strict, weak and total transforms of J (respectively)
by a local blowing-up σ. (By definition, J t := σ−1(J ).) Then
J s ⊂ J w ⊂ J t
and J s = J t if and only if C 6⊂ suppJ .
Athough the notions of weak and strict transform both apply to
ideals J or subspaces X , we will usually refer to the “strict transform
X ′ of X ” or the “weak transform J ′ of J ” in order to economize
notation and to emphasize the role of the strict transform in embedded
resolution of singularities and of the weak transform in principalization
of an ideal.
1.5. Desingularization invariants. Given a closed subspace X of
M , or an ideal of finite type J ⊂ OM , we will consider sequences of
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transformations
−→ Mj+1
σj+1
−→ Mj −→ · · · −→ M1
σ1−→ M0 = M
Xj+1 Xj X1 X0 = X
Ej+1 Ej E1 E0 = E
(1.1)
or sequences of transformations
−→ Mj+1
σj+1
−→ Mj −→ · · · −→ M1
σ1−→ M0 = M
Jj+1 Jj J1 J0 = J
Ej+1 Ej E1 E0 = E
(1.2)
where, in each case, E is a finite collection of smooth hypersurfaces in
M having only normal crossings (usually E = ∅) and, for each j:
σj+1 is a (local) blowing-up of Mj with smooth centre Cj such that Ej
and Cj simultaneously have only normal crossings.
Ej+1 := E
′
j ∪ {σ
−1
j+1(Cj)}, where E
′
j denotes the collection of strict
transforms H ′ of all hypersurfaces H ∈ Ej . (Thus, Ej+1 has only
normal crossings.)
Xj+1 denotes the strict transform X
′
j of Xj by σj+1 , or
Jj+1 denotes the weak transform J
′
j of Jj by σj+1.
Let Σ denote a partially ordered set. Let ιX denote a local invariant
of X with values in Σ; i.e., a function ιX : X ∋ a 7→ ιX(a) ∈ Σ such
that ιX(a) depends only on the local isomorphism class of X at a. (Or
let ιJ : M → Σ denote a local invariant of J . We can also consider ιX
to be defined on M .) Write ι = ιX or ιJ , to cover both cases.
Examples 1.8. (1) ιJ (a) = µa(J ), the order of J at a.
(2) ιX(a) = νX(a), where νX(a) := µa(IX), the order of X at a.
(3) ιX(a) = HX,a, the Hilbert-Samuel function of X at a; i.e., the
function
HX,a(l) = dimK
OX,a
ml+1X,a
, l ∈ N,
where mX,a denotes the maximal ideal of OX,a. (In the case of schemes,
this definition is correct as stated only at a K-rational point a; we
should otherwise replace dimK by length.) The order νX(a) is deter-
mined by HX,a; if X is a hypersurface, then HX,a is determined by
νX(a). See [BM5, Rmks. 1.3] for details of these remarks.
Definition 1.9. A local blowing-up σ : M ′ → M with centre C is
ι-admissible if ι is locally constant on C.
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Hypotheses 1.10. We will assume that ι satisfies the following three
properties:
1. Semicontinuity.
(a) ι is upper-semicontinuous in the Zariski topology.
(b) ι is infinitesimally upper-semicontinuous in the sense that, if
σ :M ′ →M is an ι-admissible local blowing-up, then ι′a′ ≤ ιa,
for all a′ ∈ σ−1(a).
2. Stabilization. Every decreasing sequence in the value set of ι sta-
bilizes.
3. ι admits a semicoherent presentation at every point, in the sense
of 1.12 following.
Remark 1.11. In an analytic category, where we can distinguish be-
tween the classical and Zariski topologies, we will always understand by
(1)(a) above, the following somewhat weaker property: Every point ad-
mits a classical neighbourhood in which ι is Zariski upper-semicontinuous.
Neighbourhoods and germs, in the analytic case, will be understood to
be in the Zariski sense, but within some classical coordinate neigh-
bourhood of a given point. This is important, for example, in 1.12,
§2.5 and Section 3 below (see Remark 3.2), but we will not labour the
point here; we refer to [BM5] for more details.
Definitions and Remarks 1.12. Let
Sι(a) := {x ∈M : ι(x) ≥ ι(a)}
as a germ at a (so that Sι(a) := {x ∈ M : ι(x) = ι(a)}, as germs, by
property (1)(a) above). We call Sι(a) (the germ of) the constant locus
of ι at a. Let
G(a) = (N(a),G(a)),
where N(a) denotes a germ of a submanifold ofM at a, of codimension
p, say, and G(a) is a finite collection of pairs (g, µg), where g ∈ ON(a),
µg ∈ Q and µa(g) ≥ µg. We define the equimultiple locus of G(a),
SG(a) := {x ∈ N(a) : µx(g) ≥ µg, for all (g, µg) ∈ G(a)}.
This makes sense as a germ at a.
We say that G(a) is a presentation of ι of codimension p at a if:
1. SG(a) = Sι(a).
2. If σ : M ′ → M is an ι-admissible local blowing-up (with centre
C) and a′ ∈ σ−1(a), then ι(a′) = ι(a) if and only if a′ ∈ N(a′) and
µa′(y
µg
excg ◦ σ) ≥ µg, for all (g, µg) ∈ G(a),
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where N(a′) denotes the germ at a′ of the strict transform N(a)′
of N(a), and yexc denotes a local generator of the ideal of the
exceptional hypersurface σ−1(C).
3. The preceding properties (1) and (2) are stable (i.e., continue
to hold) after suitable finite sequences of three kinds of mor-
phisms (admissible blowing-up, product with a line, and excep-
tional blowing-up) and corresponding transformations of X (or
J ).
The notion of presentation will be made more precise in Section 2.
Exceptional blowings-up are defined in terms of the new exceptional di-
visors (§2.2; cf. §1.1 above). Property (3) concerns sequences of “test
blowings-up” used to prove invariance of inv, and is used to define
equivalence of presentations (§2.3). The corresponding stability prop-
erty for idealistic exponents or basic objects involves only admissible
blowings-up and product with a line.
We will usually identify a germ with a representative in a small
neighbourhood. Then G(a) = (N(a),G(a)) induces a pair G(x) =
(N(x),G(x)), at any x ∈ SG(a) near a. A presentation G(a) of ι at a
is called semicoherent if G(x) is a presentation of ι at x, for each x
in a neighbourhood of a in Sι(a) = SG(a). The notion of semicoherent
presentation at a clearly depends only on G(a) and the germ of X (or
the stalk of J ) at a.
Examples 1.13. (1) The order µ·(J ) of an ideal J satisfies Hypothe-
ses 1.10: Properties (1)(a) and (2) are obvious. (1)(b) is an elemen-
tary Taylor series computation (cf. [BM5, lemma 5.1]). Let G(a) =
{(g, µg)}, where the g form any finite set of generators of Ja, and
µg = µa(J ). Then G(a) provides a codimension zero semicoherent
presentation of µ·(J ) at a. (See [BM5, Prop. 6.5].)
(2) The Hilbert-Samuel function satisfies Hypotheses 1.10: Proper-
ties (1) and (2) are due to Bennett [Be]. See [BM5, Thms. 9.2, 7.20]
and [BM3, Thm. 5.2.1] for elementary proofs of (1)(a),(b) and (2), re-
spectively. [BM5, Thms. 9.4, 9.6] provide a semicoherent presentation
of the Hilbert-Samuel function.
In Theorem 6.17, we show that the Hilbert-Samuel function satis-
fies stronger hypotheses (6.12 below) that are needed to extend the
desingularization principle to parametrized families.
The purpose of the local inductive construction is to extend ι(a) =
ιX(a) or ιJ (a), a ∈ M0 = M , to an “invariant” inv(a) = invX(a)
or invJ (a) , where a ∈ Mj, j = 0, 1, . . . , defined recursively over a
DESINGULARIZATION ALGORITHMS I 13
sequence of (local) blowings-up (1.1) or (1.2) provided that, for all
i ≤ j, σi is inv-admissible; i.e., inv(·) is locally constant on Ci.
In other words, X or J determines invX(a) or invJ (a) for a ∈M0 =
M , and thus the first centre of blowing up C0 ⊂ M0; then inv(a) =
invX(a) or invJ (a) can be defined on M1 and determines C1, etc.
The notation invX(a) or invJ (a), where a ∈ Mj , indicates a depen-
dence on the original space X0 = X or ideal J0 = J , and not simply
on Xj or Jj. Some dependence on the history of the desingularization
process (1.1) or (1.2) is necessary in order to determine a global cen-
tre of blowing up using a local invariant – see Example 1.3 above and
[BM6, Example 1.9]. Corollary 1.17 below shows how inv is used to
determine a global centre.
The invariant inv(a) = invX(a) or invJ (a), a ∈ Mj , is a finite se-
quence
inv(a) = (ι(a), s1(a), ν2(a), s2(a), . . . , νt+1(a))(1.3)
beginning with ι(a) = ιX(a) or ιJ (a). The terms sr(a) ∈ N are defined
in 1.15 below. For each r = 1, . . . , the residual multiplicity νr+1(a) ∈ Q
is defined using a presentation of invr of codimension q+ r at a (where
we begin with a presentation of inv1/2 = ι of codimension q + 1, say).
We can then define a presentation of invr+1 of codimension q + r, and
the local inductive contruction allows us to pass to an equivalent pre-
sentation of codimension q+ r+1, to complete a cycle in the inductive
definition. (See §§3.2 and 6.1 below.) The construction terminates by
exhaustion of variables; if n = dimaMj , then t ≤ n and νt+1(a) = 0 or
∞. Sequences in the value set of inv can be compared lexicographically.
Although the residual multiplicities are rational, their denominators
are controlled in the following way: There is e1 ∈ N (for example,
e1 = ι(a) in the case that ι(a) is the order of an ideal) such that, for
all r > 0, er!νr+1(a) ∈ N, where er+1 = max{er!, er!νr+1(a)}. (See
§3.3(2).)
Theorem 1.14. Let ι = ιX or ιJ denote an invariant of X or J ,
satisfying the hypotheses 1.10 above. Then ι extends to an invariant
inv = invX or invJ which is defined over any sequence of tranfor-
mations (1.1) or (1.2), where the successive (local) blowings-up are
inv-admissible, having the following properties:
1. Semicontinuity.
(a) inv is Zariski upper-semicontinuous.
(b) inv is infinitesimally upper-semicontinuous; i.e., inv(a) ≤ inv(σj(a)),
for all a ∈Mj, j ≥ 1.
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2. Stabilization. If aj ∈ Mj and aj = σj+1(aj+1), j = 0, 1, . . . , then
there exists j0 such that inv(aj) = inv(aj+1), j ≥ j0.
3. Normal crossings. Let a ∈ Mj. Then Sinv(a) and E(a) simul-
taneously have only normal crossings. If inv(a) = invt+1/2(a) =
(. . . ,∞), then Sinv(a) is smooth. If inv(a) = invt+1/2(a) = (. . . , 0),
then each component Z of Sinv(a) is of the form
Z = Sinv(a) ∩
⋂
{H ∈ E(a) : Z ⊂ H}.(1.4)
4. Decrease. Let a ∈ Mj. If inv(a) = (. . . ,∞) and σ is the lo-
cal blowing-up of Mj with centre Sinv(a), then inv(a
′) < inv(a)
for all a′ ∈ σ−1(a). On the other hand, suppose that inv(a) =
invt+1/2(a) = (. . . , 0). Then there is an additional invariant
µ(a) = µX(a) or µJ (a) ∈ Q, µ(a) ≥ 1, such that, if Z denotes
any component of Sinv(a) and σ is the local blowing-up with centre
Z, then
(inv(a′), µ(a′)) < (inv(a), µ(a)),
for all a′ ∈ σ−1(a). (et!µ(a) ∈ N.)
Old exceptional divisors. The terms sr(a) in inv(a) can be defined im-
mediately, in an invariant way: If a ∈Mj , write ai to denote the image
of a in Mi, where i ≤ j; i.e., aj = a and ai = (σi+1 ◦ · · ·◦σj)(a) if i < j.
Definitions 1.15. Let a ∈ Mj . Let i denote the earliest year in the
resolution history (1.1) or (1.2) where ι(a) = ι(ai) (i.e., i is the smallest
index i′ such that ι(a) = ι(ai′). We sometimes call i the “year of birth”
of ι(a).) Set
E1(a) := {H ∈ E(a) : H is transformed from E(ai)},
s1(a) := #E
1(a).
To define sr+1(a) in general, let i be the earliest year where invr+1/2(a) =
invr+1/2(ai). Set
Er+1(a) := {H ∈ E(a)\
(
E1(a) ∪ · · · ∪ Er(a)
)
: H is
transformed from E(ai)},
sr+1(a) := #E
r+1(a).
Meaning of invariance. inv(a) depends only on the local isomorphism
class of (Xj,a (or Jj,a), E(a), E
1(a), . . . , Et(a)) – see §§3.2, 3.5.
Remarks 1.16. The proof of [V2] or [EV1] gives a weaker sense of in-
variance; see §3.5. Although [BM5] and [V2, EV1] count in old excep-
tional divisors in the same way, the latter factor out only a subset of
the new exceptional divisors Er(a) (those accumulating after the birth
of invr(a)) to define the residual multiplicities νr+1(a). The resulting
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difference in the invariants can first show up in the ν2-terms. But s2
depends on inv3/2, ν3 depends of inv2 and the next block of new ex-
ceptional divisors, etc., so the difference is magnified in each of the
following terms.
1.6. Desingularization algorithm. The following corollary of The-
orem 1.14 above captures the role of the exceptional divisors in the
passage from local to global. (The exceptional divisors involved in
(1.4) above belong to the new block E t(a).)
Corollary 1.17. Let a ∈ Mj, and consider an open neighbourhood U
of a in Mj such that inv(a) is a maximum value of inv(·) on U . Then
each component Z of Sinv(a) extends to a global smooth closed subspace
of U .
Proof. Consider any total order on {I : I ⊂ Ej}. Let a ∈Mj . We label
each component Z of Sinv(a) as ZI , where I := {H ∈ E(a) : Z ⊂ H}.
Define
J(a) := max{I : ZI is a component of Sinv(a)},
inve(a) := (inv(a), J(a)).
It is easy to see that inve(·) is Zariski upper-semicontinuous on Mj and
its maximum locus in any open subspace of Mj is smooth.
Given a ∈ Mj and a component ZI of Sinv(a), we can choose the
order above so that I = J(a) = max{J : J ⊂ Ej}. Then ZI extends
to a smooth closed subspace of the open set {x ∈ Mj : inv(x) ≤
inv(a)}.
We can order {I : I ⊂ Ej} using the resolution history (1.1)
or (1.2) as follows: (Assuming E0 = ∅), write Ej = {H
j
1 , . . . , H
j
j},
where Hji is the strict transform of H
j−1
i by σj, i = 1, . . . , j − 1, and
Hjj = σ
−1
j (Cj−1). Associate to each I ⊂ Ej the sequence (δ1, . . . , δj),
where δi = 0 if H
j
i /∈ I and δi = 1 if H
j
i ∈ I, and use the lexico-
graphic ordering of such sequences, for all j and I ⊂ Ej . Consider
the extended invariant inve(·) := (inv(·), J(·)) defined using this order-
ing. The desingularization principle Theorem 1.14 above can then be
applied as follows:
Canonical desingularization algorithm 1.18. Blow up with each succes-
sive centre given by the maximum locus of inve (or the maximum locus
within a suitable closed subspace, depending on the problem). Stop
when inv is locally constant (on a suitable subspace).
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Examples 1.19. (1) Principalization of an ideal J (cf. [Hi1, Main
Thm. II], [BM5, Thm. 1.10]). Take ι(a) = ιJ (a) = µa(J ). Then
there is a finite sequence of blowings-up (1.2) with invJ -admissible
centres, such that, if J ′ ⊂ OM ′ denotes the final weak transform of
J , then J ′ = OM ′ and σ
−1(J ) = σ∗(J ) · OM ′ is a normal-crossings
divisor, where σ : M ′ → M denotes the composite of the sequence of
blowings-up.
Algorithm: Blow up with successive centres given by the maximum
locus of inveJ in Mj . Stop when suppOMj/Jj = ∅; i.e., Jj = OMj .
(2) Embedded desingularization (cf. [Hi1, Main Thm. I], [BM5,
Theorem 1.6], [V2, EV1]). The following “geometric version” is mean-
ingful if the set of smooth points of X is not empty. Take ι = ιX =
HX,·. Then there is a finite sequence of blowings-up (1.1) with invX-
admissible centres Cj, such that:
(a) For each j, either Cj ⊂ SingXj or Xj is smooth and Cj ⊂ Xj∩Ej .
(b) Let X ′ and E ′ denote the final strict transform of X and excep-
tional set, respectively. Then X ′ is smooth and X ′, E ′ simultane-
ously have only normal crossings.
Algorithm:
Step 1. Blow up with successive centres given by the maximum
locus of inveX in SingXj . Stop when SingXj = ∅.
Step 2. Continue to blow up with successive centres given by the
maximum locus of inveX in Sj := {x ∈ Mj : s1(x) > 0}. Stop
when Sj = ∅.
(3) Embedded desingularization in the nonreduced case. See [BM5,
Section 11].
(4) Weak embedded desingularization (cf. [EV3]). Take ι(a) =
ιJ (a) = µa(J ), where J = IX . Then there is a finite sequence of
blowings-up (1.2) with invJ -admissible centres Cj, such that:
(a) Each Cj ⊂ π
−1
j (SingX), where πj denotes the composite of the
blowings-up to year j.
(b) X ′ is smooth and X ′, E ′ simultaneously have only normal cross-
ings (in the notation of (2)(b)).
Algorithm: (Assume that X is pure-dimensional.) Apply the algorithm
for principalization of J = IX , but stop early – when the maximum
value of invJ becomes equal to the generic value of invJ on X0 = X .
See §6.2.
Other applications of the desingularization principle are given in
[BM5, Chapter IV] and in Section 6 below.
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Remark 1.20. “Weak embedded desingularization” (4) above is weaker
than “embedded desingularization” (2) because, in (4), it is not in gen-
eral true that the successive centres Cj lie in the strict transforms Xj,
nor that the Cj ∩ Xj are smooth. (Any birational projective mor-
phism of quasiprojective varieties is a blowing-up with (not necessarily
smooth) centre.)
2. Idea of a presentation
The desingularization invariant inv = invX or invJ is to be defined
recursively over a sequence of admissible blowings-up (1.1) or (1.2).
The successive pairs (νr, sr) in the sequence inv will themselves be
defined inductively. Given invr−1/2, r ≥ 1, sr and νr+1 can be defined
recursively over any sequence of (r − 1/2)-admissible (i.e., invr−1/2-
admissible) (local) blowings-up.
Consider a sequence of (r−1/2)-admissible (local) blowings-up (1.1)
or (1.2). Let a ∈ Mj . Assume that νr(a) 6= 0,∞. We have defined
sr(a) in Definitions 1.15. The following term νr+1(a) of inv(a) can be
defined using a “presentation of invr at a”. A presentation of codimen-
sion p involves a collection of regular functions (i.e., functions in our
category) with “assigned multiplicities” on a “maximal contact sub-
space” of codimension p. A presentation has an “equimultiple locus”
(as a germ at a); cf. 1.12.
A presentation is not an invariant. We introduce a notion of equiv-
alence of presentations; The equivalence class of a presentation of invr
at a does have an invariant meaning, and νr+1(a) depends only on the
equivalence class. See Theorems 2.3, 2.4 and §3.2. It is convenient, in
fact, to consider two notions of equivalence:
1. A purely local notion; see §2.3. The corresponding equivalence
class will be denoted [·]. Two presentations at a are equivalent in
this sense if they have the same equimultiple locus, both at a and
also after certain sequences of transformations (cf. 1.12).
2. A stronger notion of “semicoherent equivalence”. Two presenta-
tions at a are semicoherent equivalent if they induce presentations
that are equivalent in the sense of (1) at each point of the equimul-
tiple locus of a. (This again makes sense as a notion about germs.)
See §2.5. The semicoherent equivalence class will be denoted [[·]].
We differentiate between (1) and (2) in order to explain precisely on
what the successive terms of inv depend.
The idea of a presentation is treated in an abstract way in this
section. In Section 3 below, we show how the idea is used to define
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desingularization invariants and to prove the desingularization princi-
ple Theorem 1.14.
2.1. Definition of a presentation (cf. [BM5, (4.1)]. Let M denote
a manifold and let a ∈ M . A (local) presentation of codimension p at
a is a triple
H(a) = (N(a),H(a), E(a)),
where:
N(a) is a germ of a submanifold of codimension p at a;
H(a) = {(h, µh)} is a finite collection of pairs (h, µh), where h ∈ ON(a),
µh ∈ Q and µa(h) ≥ µh.
E(a) is a finite collection of smooth hypersurfaces such that N(a), E(a)
simultaneously have only normal crossings, and N(a) 6⊂ H , for all
H ∈ E(a).
We define the equimultiple locus SH(a) of H(a) (as a germ at a) by
SH(a) := {x ∈ N(a) : µx(h) ≥ µh, for all (h, µh) ∈ H(a)}.
2.2. Transforms of a presentation. Our notion of equivalence of
presentations is given by stability of the condition that their equimul-
tiple loci coincide, after sequences of transformations by three types of
morphisms [BM5, Section 4]. Let H(a) = (N(a),H(a), E(a)) denote a
local presentation of codimension p at a. We will consider transforma-
tions of H(a) by morphisms σ of the following three types.
(i) Admissible blowing-up: a local blowing-up σ with centre C such
that C and E(a) simultaneously have only normal crossings, and
a ∈ C ⊂ SH(a).
(ii) Product with a line: σ is a projection M ′ = W × A1 → W →֒ M
over a neighbourhood W of a.
(iii) Exceptional blowing-up: a local blowing-up σ at a with centre
C = H0 ∩H1, where H0, H1 ∈ E(a).
For any of the morphisms σ above, we define a transform
H(a′) = (N(a′),H(a′), E(a′))
of H(a) at certain points a′ ∈ σ−1(a):
(i) Admissible blowing-up: Suppose that a′ ∈ σ−1(a) is a point such
that
µa′(y
−µh
exc h ◦ σ) ≥ µh, for all (h, µh) ∈ H(a)
(where yexc denotes a local generator of the ideal of σ
−1(C)). Then
we define:
N(a′) := germ at a′ of the strict transform N(a)′ of N(a),
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H(a′) := {(h′, µh′) : (h, µh) ∈ H(a)}, where h
′ := germ at a′ of
y−µhexc h ◦ σ and µh′ := µh,
E(a′) := {H ′ : H ∈ E(a), a′ ∈ H ′} ∪ {σ−1(C)} (where H ′ means
the strict transform of H).
(ii) Product with a line. Let a′ = (a, 0). Then we define:
N(a′) := germ at a′ of σ−1 (N(a)),
H(a′) := {(h ◦ σ, µh) : (h, µh) ∈ H(a)},
E(a′) := {σ−1(H) : H ∈ E(a)} ∪ {W × 0}.
(iii) Exceptional blowing-up. Let a′ be the unique point of σ−1(a)∩H ′1.
Then we define N(a′), H(a′) as in (ii), and E(a′) as in (i).
2.3. Equivalence of presentations [BM5, Section 4].
Definitions 2.1. Two presentations
H(a) = (N = N(a), H(a), E(a))
F(a) = (P = P (a), F(a), E(a)) ,
perhaps of different codimension but with common E(a), are equivalent
with respect to transformations of types (i), (ii) if:
1. SH(a) = SF(a).
2. If σ is an admissible blowing-up and a′ ∈ σ−1(a), then a′ ∈ N ′ and
µa′(y
−µh
exc h ◦ σ) ≥ µh, for all (h, µh) ∈ H(a), if and only if a
′ ∈ P ′
and µa′(y
−µf
exc f ◦ σ) ≥ µf , for all (f, µf) ∈ F(a).
3. Conditions (1) and (2) continue to hold for H(a′), F(a′) obtained
by any sequence of transformations by morphisms of types (i),
(ii).
We likewise define equivalence with respect to transformations of
types (i), (ii), (iii) (by simply using all three types of morphisms in
(3) above). We write [H(a)](i,ii) and [H(a)](i,ii,iii) for the corresponding
equivalence classes.
Definition 2.2. We introduce an intermediate notion of equivalence
by allowing only certain sequences of morphisms (i), (ii) and (iii) in
Definitions 2.1 above; namely,
−→ Mj
σj
−→ · · · −→ Mi −→ · · · −→ M0 = M
E(aj) E(ai) E(a0) = E(a)
where, if σi+1, . . . , σj are exceptional blowings-up, then i ≥ 1 and σi is
either of type (iii) or (ii). In the latter case, σi: Mi = Mi−1×A
1 → Mi−1
is the projection and each σk+1, k = i, . . . , j−1, is the blowing-up with
centre Ck = H
k
0 ∩H
k
1 , where H
k
0 , H
k
1 ∈ E(ak), ak+1 = σ
−1
k+1(ak)∩H
k+1
1 ,
and the Hk0 , H
k
1 are determined by some fixed H ∈ E(ai−1) inductively
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in the following way: H i0 := Mi−1 × {0}, H
i
1 := σ
−1
i (H), and, for each
k = i + 1, . . . , j − 1 Hk0 := σ
−1
k (Ck−1), H
k
1 := the strict transform of
Hk−11 by σk.
Let [H(a)] denote the equivalence class corresponding to Definition
2.2. Clearly,
[H(a)](i,ii,iii) ⊂ [H(a)] ⊂ [H(a)](i,ii).(2.1)
2.4. Invariants of a presentation. Let H(a) = (N(a),H(a), E(a))
be a presentation at a; say H(a) = {(h, µh)}. We define
µ(a) = µH(a) := minH(a)
µa(h)
µh
,
µH(a) = µH(a),H := minH(a)
µH,a(h)
µh
, H ∈ E(a),
ν(a) = νH(a) := µH(a) −
∑
H∈E(a)
µH(a),H .
(Recall Definitions 1.4.) In particular, 0 ≤ ν(a) < ∞ if µ(a) < ∞.
(We set ν(a) =∞ if µ(a) =∞.)
Theorem 2.3. Let H(a) and F(a) denote presentations that are equiv-
alent with respect to transformations of types (i) and (ii). If H(a) and
F(a) have the same codimension, then
µH(a) = µF(a).
If codimH(a) > codimF(a), then µF(a) = 1.
Theorem 2.4. If H(a) and F(a) are presentations of the same codi-
mension that are equivalent (i.e., [H(a)] = [F(a)]), then, for all H ∈
E(a),
µH(a),H = µF(a),H .
See [BM5, Propositions 4.8, 4.11] or [BM6, Propositions 4.4, 4.6] for
proofs of these assertions. (The second assertion of Theorem 2.3 is
not stated explicitly in these references, but is clear from the proof of
[BM5, Proposition 4.8] or [BM6, Proposition 4.4], and is worth noting
– see §6.1.1 below.)
Remarks 2.5. As we have remarked in Section 1, our presentations
H(a) = (N(a),H(a), E(a)) are similar to Villamayor’s basic objects.
In the latter H(a) is replaced by an idealistic exponent (J, b) in the
sense of Hironaka [Hi2]: J is an ideal in ON(a) and b ∈ N. For example,
choose q ∈ N such that q · µh ∈ N, for all (h, µh) ∈ H(a). Then we
can take b = max(qµh)! and J = ideal generated by the h
b/µh , for all
(h, µh) ∈ H(a). (Each b/µh ∈ N.)
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Our notion of equivalence of presentations, however, is stronger than
the notions of equivalence of idealistic exponents or of basic objects
used by Hironaka [Hi2] and Villamayor [V2, EV1]. The latter involve
stability under transformations of types (i), (ii) alone, so the corre-
sponding equivalence classes (essentially [·](i,ii)) are larger.
Example 5.14 below shows that the conclusion of Theorem 2.4 is not
necessarily true if H(a) and F(a) are merely equivalent with respect
to transformations of types (i) and (ii); in particular, [·] is in general
a strictly smaller class of equivalence than [·](i,ii). Example 5.14 shows
that even the variant of ν(a) used by Villamayor is not an invariant
of the equivalence class of an idealistic exponent. It is for this reason
that the definitions of inv, the resolution algorithms and the meanings
of invariance are not the same in [BM5] and [V2, EV1]. The proofs in
the latter show that the underlying invariant inv(a), a ∈ Mj depends
on the previous history of the resolution process, but does not show
that it depends only on Xj,a, E(a), and the E
q(a).
On the other hand, we need to use [·] rather than the smaller equiv-
alence class [·](i,ii,iii) – see Remark 2.7 below.
2.5. Semicoherent equivalence. Let H(a) = (N(a),H(a), E(a)) be
a presentation. Say H(a) = {(h, µh)}. We identify N(a) (respectively,
each h) with a submanifold (respectively, a function) in some neigh-
bourhood of a. Let H(x) = (N(x),H(x), E(x)) denote the presentation
induced by H(a) at each x ∈ N(a). (E(x) := {H ∈ E(a) : x ∈ H}.)
Let F(a) be another presentation at a. We say that F(a) and H(a)
are semicoherent equivalent if F(x) and H(x) are equivalent (in the
sense of Definition 2.2) at each x in a neighbourhood of a in SF(a) =
SH(a). This notion of semicoherent equivalence clearly depends only on
F(a) and H(a). Write [[H(a)]] for the semicoherent equivalence class.
The stronger notion of semicoherent equivalence is important in the
local construction §2.6 below that will be used in Section 3 in the
inductive definition of inv. The following theorem is the basis of the
induction on the codimension of a presentation.
Theorem 2.6. Let G(a) = (N(a),G(a), ∅) be a presentation of codi-
mension p. If µG(a) = 1, then G(a) is semicoherent equivalent to a
presentation C(a) = (N+1(a), C(a), ∅) of codimension p+ 1.
We will prove Theorem 2.6 in Section 5 below; see also [BM5, Propo-
sition 4.12].
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2.6. Local construction. We use the notation of §2.4. Suppose that
µ(a) <∞. Define
D(a) = DH(a) :=
∏
H∈E(a)
x
µH (a)
H ,
where xH ∈ ON(a) denotes a generator of the ideal of N(a) ∩ H , for
each H ∈ E(a). If ν(a) = 0, we define
G(a) = GH(a) := {(D(a), 1)} .
If 0 < ν(a) <∞, then, for each (h, µh) ∈ H(a), we can write
h = D(a)µh · gh(2.2)
(see Remark 2.7 following), and we define
G(a) = GH(a)
:= {(gh, µhν(a)) : (h, µh) ∈ H(a)} ∪ {(D(a), 1− ν(a))} .
(2.3)
(The element (D(a), 1− ν(a)) plays no part and can be deleted unless
ν(a) < 1.) Set G(a) = G
H(a)
= (N(a),G(a), E(a)). Then µG(a) = 1 and
SG(a) = {x ∈ SH(a) : ν(x) ≥ ν(a)},(2.4)
where ν(x) = νH(x) = minH(a) µx(h)/µh. ((2.4) makes sense as an
equality of germs at a.)
Remark 2.7. Using (2.4), it is easy to see that [[G(a)]] depends only on
[[H(a)]] [BM5, Proposition 4.24]. We need to use [·] rather than the
smaller equivalence class [·](i,ii,iii) because it is not a priori true that the
semicoherent class [[G(a)]](i,ii,iii) corresponding to [·](i,ii,iii) depends only
on [[H(a)]](i,ii,iii). We do not know whether [[·]] = [·].
Remark 2.8. The factors appearing in (2.2) are (perhaps rational) pow-
ers of elements of ON(a). We can avoid non-integral powers by replacing
H(a) by an equivalent presentation where all µh = d, for some d ∈ N:
Choose q ∈ N such that qµh ∈ N, for all h; let d = max(qµh)! and
replace each (h, µh) by (h
d/µh , d) to get an equivalent presentation as
claimed. If H(a) = {(h, d)} with common d ∈ N, then D(a)d is a
monomial in xH , H ∈ E(a) (with integral powers) and (2.2) becomes
h = D(a)dgh, so that each gh ∈ ON(a); D(a)
d is the greatest common
factor of the h which is monomial in xH , H ∈ E(a).
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3. The invariant and the desingularization principle
In this section, we give the local inductive construction needed to
define the desingularization invariant inv = invX or invJ (§3.2), and
to prove the desingularization principle, Theorem 1.14 (see §3.3). We
compare our local construction with that used in Villamayor’s algo-
rithm [V2] (§3.4), as well as with the variant of Encinas and Villamayor
[EV1] (§3.6). We answer the question, “inv is an invariant of what?”;
see §3.5.
3.1. Presentation of a local invariant. Let ι = ιX (or ιJ ) denote
a local invariant of spaces X (or ideals of finite type J ). (We assume
that X is a closed subspace of a manifold M , or that J is a subsheaf
of OM .)
Let us first be more precise about the Definitions 1.12 used in the
Hypotheses 1.10 that we will impose on ι. Assume that ι satisfies the
semicontinuity hypotheses 1.10(1). We will use the following trans-
forms of X (or J ) by the three types of morphisms listed in §2.2: If
σ : M ′ →M is an ι-admissible (local) blowing-up with smooth centre
C, we consider the strict transform X ′ of X (or the weak transform J ′
of J ). On the other hand, if σ : M ′ → M is a morphism of either
type (ii) (product with a line) or type (iii) (exceptional blowing-up, in
the presence of exceptional divisors), we transform X (or J ) simply by
inverse image: X ′ := σ−1(X) (or J ′ := σ−1(J )).
Let G(a) = (N(a),G(a), E(a)) denote a presentation at a, as in §2.1.
Of course, if SG(a) = Sι(a), then a local blowing-up at a is ι-admissible
if and only if it is admissible for G(a). (See Definitions 1.9 and §2.2.)
Definitions 3.1. G(a) is a presentation of ι at a if conditions (1)-
(3) of Definitions 1.12 hold, where (3) refers to any finite sequence of
morphisms allowed by Definition 2.2.
A presentation G(a) of ι at a is semicoherent if it induces a pre-
sentation of ι at each x in a neighbourhood of a in Sι(a) = SG(a) (cf.
§2.5).
The Hypothesis 1.10(3) means that ι admits a semicoherent presen-
tation G(a) = (N(a),G(a), ∅) at each point a.
Remark 3.2. In general (e.g., in an analytic category), it is necessary
to be somewhat more precise about the meaning of a presentation as-
sociated to an invariant (as above or as in §3.2 below): We assume that
M can be covered by coordinate charts U such that, for each a ∈ U ,
the functions involved in the presentation at a (e.g., the functions in
G(a) above) are quotients of elements of O(U) with denominators not
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vanishing at a (likewise for a collection of functions defining the maxi-
mal contact submanifold, e.g., N(a) above); cf. [BM5, Definition and
remarks 4.14]. (The resulting definition is identical to the preceding
in the case of algebraic varieties or schemes.) The equimultiple locus
of a presentation at a ∈ U , and the ideas of semicoherent presentation
of an invariant or of semicoherent equivalence of presentations (§2.5)
involve germs with respect to the Zariski topology of U . Presentations
in this more precise sense exist in Examples 1.13 (according to the ref-
erences given), and are needed to prove upper semicontinuity of inv in
Theorem 1.14 (§3.3 below).
Remarks 3.3. (1) Suppose that G(a) = (N(a),G(a), E(a)) is a (semi-
coherent) presentation of ι at a. If H(a) = (P (a),H(a), E(a)) is a
presentation at a, then H(a) is a (semicoherent) presentation of ι at a
if and only if H(a) is (semicoherent) equivalent to G(a).
(2) Consider any sequence of ι-admissible transformations (1.1) (or
(1.2)). Let a ∈Mj and let ai denote the image of a in Mi, for all i ≤ j.
Suppose that ι(a) = ι(a0). If G(a0) = (N(a0),G(a0), ∅) is a (semico-
herent) presentation of ι at a0, then we can consider the successive
transforms G(ai) = (N(ai),G(ai), E(ai)) of G(a0) at ai, i = 1, . . . , j. It
follows from Definitions 3.1 that G(a) is a (semicoherent) presentation
of ι at a.
(3) Suppose that ι satisfies the Hypotheses 1.10(1) and (3) for any X
(or for any J ). Consider any sequence of ι-admissible transformations
(1.1) (or (1.2)). It follows that, for all j and all a ∈ Mj , there is a
semicoherent presentation G(a) = (N(a),G(a), E1(a)) of ι at a, where
E1(a) := E(a)\E
1(a). (Recall Definitions 1.15. We obtain G(a) simply
by transforming a presentation G(ai) = (N(ai),G(ai), ∅) of ι at ai,
where i ≤ j is the year of birth of ι(a).)
By (1) above, if G(a) = (N(a),G(a), E1(a)) is a presentation (respec-
tively, semicoherent presentation) of ι at a, then the equivalence class
[G(a)] (respectively, [[G(a)]]) depends only on Xj,a (or Jj,a) and E1(a).
The following is a corollary of Theorem 2.6.
Corollary 3.4. Suppose that ι satisfies the Hypotheses 1.10(1) and
(3). Let G(a0) = (N(a0),G(a0), ∅) be a (semicoherent) presentation
of ι at a0 ∈ M , of codimension p(a0), say. Suppose that µG(a0) =
1. Consider any sequence of ι-admissible transformations (1.1) (or
(1.2)). Then, for all j and all a ∈ Mj lying over a0, if ι(a) = ι(a0),
ι admits a (semicoherent) presentation C(a) = (N+1(a), C(a), E1(a)) of
codimension p(a0) + 1 at a.
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3.2. The local inductive construction and the desingulariza-
tion invariant. Consider ι = ιX (or ιJ ) satisfying the Hypotheses
1.10. Our aim is to extend ι to an invariant inv = invX (or invJ )
defined recursively over a sequence of admissible transformations (1.1)
(or (1.2)). (See the introductory paragraph of Section 2 above.)
For simplicity in this section, we will assume that ι admits a semi-
coherent presentation G(a) = (N(a),G(a), ∅) of codimension 0 at every
point a, where µG(a) = 1. (For example, if ι(a) = ιJ (a) denotes the
order µa(J ) of an ideal of finite type J ⊂ OM at a ∈ M , then we can
take N(a) = the germ of M at a, and G(a) = {(g, µa(J )}, where the
g form any finite set of generators of Ja – cf. Examples 1.13, 1.19.)
But this simplifying assumption is not necessary; see §6.1 below (in
particular, for the Hilbert-Samuel function).
First consider a sequence of ι-admissible transformations (1.1) (or
(1.2)). Recall that, if a ∈ Mj, then ι(a) denotes ιXj (a) (or ιJj (a)), and
E(a) denotes {H ∈ Ej : a ∈ H}. We write inv1/2 := ι.
Let a ∈ Mj . Define E
1(a) as in Definitions 1.15. Set E1(a) :=
E(a)\E1(a). By Corollary 3.4, inv1/2 = ι admits a semicoherent pre-
sentation
C1(a) = (N1(a), C1(a), E1(a))
of codimension 1 at a. By Remarks 3.3, the equivalence classes [C1(a)]
and [[C1(a)]] depend only on Xj,a (or Jj,a) and E1(a). Define inv1(a) :=
(ι(a), s1(a)), where s1(a) := #E
1(a), and set
H1(a) = (N1(a),H1(a), E1(a)),
where H1(a) := C1(a) ∪
(
E1(a)
∣∣
N1(a)
, 1
)
and(
E1(a)
∣∣
N1(a)
, 1
)
:=
{
(xH
∣∣
N1(a)
, 1) : H ∈ E1(a)
}
(and xH denotes a generator of IH,a).
Clearly, H1(a) is a semicoherent presentation of inv1 at a, and the
equivalence class [H1(a)] (respectively, [[H1(a)]]) depends only on [C1(a)]
and E1(a) (respectively, on [[C1(a)]] and E
1(a)).
Remark 3.5. By “semicoherent presentation of inv1 at a”, we mean
the analogue of Definitions 3.1 for inv1, but where the condition (3) (of
Definitions 1.12) is replaced by the weaker condition of stability after
finite sequences of transformations of type (i) (admissible blowings-up)
only.
We use this weaker version of semicoherent presentation of an in-
variant here (and below) because, together with the fact that [[H1(a)]]
depends only on [[C1(a)]] and E
1(a), it suffices to continue the induc-
tion, and avoids the necessity of defining inv over sequences of all three
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types of tranformations in §2.2. The stronger version Definition 3.1 for
inv1/2 = ι is needed only to start the induction.
Define ν2(a) := νH1(a) and inv3/2(a) := (inv1(a); ν2(a)). Then ν2(a)
depends only on [H1(a)] (hence only on [[H1(a)]]); thus inv3/2(a) de-
pends only on Xj,a, E(a) and E
1(a).
If ν2(a) = ∞, we write inv(a) := (ν1(a), s1(a);∞); then Sinv(a) =
N1(a). (ν2(a) =∞ only if s1(a) = 0.) If ν2(a) = 0, we write inv(a) :=
(ν1(a), s1(a); 0) and define G2(a) := GH1(a)
= (N1(a),G2(a), E1(a)),
where G2(a) = {(D2(a), 1)}, and D2(a) := DH1(a) (see §2.6). Then
G2(a) is a codimension 1 presentation of inv at a, and
Sinv(a) = {x ∈ N1(a) : µa(D2(a)) ≥ 1} .
On the other hand, suppose that 0 < ν2(a) <∞. Then
G
H1(a)
= (N1(a),G2(a), E1(a)) ,
where G2(a) := GH1(a) is given by (2.3). Then GH1(a)
is a codimension 1
semicoherent presentation of inv3/2 at a, the semicoherent equivalence
class [[G
H1(a)
]] depends only on [[H1(a)]] (Remark 2.7), and µGH1(a)
= 1.
Define E2(a) := E1(a)\E
2(a) (see Definitions 1.15) and put
G
2
(a) := (N1(a),G2(a), E2(a)).
Then G
2
(a) is a semicoherent presentation of inv3/2 at a, and [G2(a)]
(respectively, [[G
2
(a)]]) depends only on [G
H1(a)
] and E2(a) (respectively,
on [[GH1(a)
]] and E2(a)). It follows from Theorem 2.6 (cf. Corollary 3.4)
that G
2
(a) is semicoherent equivalent to a presentation
C2(a) = (N2(a), C2(a), E2(a))
of codimension 2 (where N2(a) is a submanifold of N1(a)). This com-
pletes one cycle in the inductive definition of inv.
In general, let r ≥ 1 and suppose that we have introduced invr−1/2(a) =
(invr−1(a); νr(a)). Consider a sequence of (r − 1/2)-admissible trans-
formations (1.1) (or (1.2)). Let a ∈ Mj. Assume that 0 < νr(a) < ∞.
By induction, we can assume that invr−1/2 admits a semicoherent pre-
sentation
Cr(a) = (Nr(a), Cr(a), Er(a))
of codimension r at a, where Er(a) := Er−1(a)\E
r(a), and that the
semicoherent equivalence class of Cr(a) depends only on Xj,a (or Jj,a),
E(a), E1(a), . . . , Er(a). (We can assume, inductively, that the semi-
coherence class of Cr(a) depends only on Er(a) and the semicoherence
class of Hr−1(a).)
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Define invr(a) := (invr−1/2(a), sr(a)), where sr(a) := #E
r(a), and
set
Hr(a) := (Nr(a),Hr(a), Er(a)),
where Hr(a) := Cr(a)∪
(
Er(a)
∣∣
Nr(a)
, 1
)
. Then Hr(a) is a codimension
r semicoherent presentation of invr at a, and its equivalence class (or
semicoherent equivalence class) depends only on Er(a) and that of
Cr(a).
Define µr+1(a) := µHr(a), µr+1,H(a) := µHr(a),H , for all H ∈ Er(a),
and
νr+1(a) := νHr(a) = µr+1(a)−
∑
H∈Er(a)
µr+1,H(a).(3.1)
If 0 ≤ νr+1(a) <∞, define
Dr+1(a) := DHr(a) =
∏
H∈Er(a)
x
µr+1,H (a)
H ,
and introduce G
Hr(a)
as in §2.6. Then G
Hr(a)
= (Nr(a),Gr+1(a), Er(a))
is a semicoherent codimension r presentation of invr+1/2 := (invr; νr+1)
at a, and [[G
Hr(a)
]] depends only on [[Hr(a)]]. If 0 < νr+1(a) <∞, then
G
r+1
(a) := (Nr(a),Gr+1(a), Er+1(a)),
where Er+1(a) := Er(a)\E
r+1(a), is semicoherent equivalent to a pre-
sentation
Cr+1(a) := (Nr+1(a), Cr+1(a), Er+1(a))
of codimension r + 1. Clearly [[Cr+1(a)]] depends only on [[Hr(a)]] and
Er+1(a). Etc.
Eventually, we find t ≤ n := dimaMj such that νt+1(a) = 0 or ∞,
and we set inv(a) := invt+1/2(a). Suppose that νt+1(a) = ∞. Then
Sinv(a) = Nt(a). On the other hand, if νt+1(a) = 0, then
Sinv(a) = {x ∈ Nt(a) : µx(Dt+1(a)) ≥ 1} ,(3.2)
where Dt+1(a) =
∏
Et(a)
x
µt+1,H (a)
H .
Remark 3.6. In the local inductive construction above, we pass from
G
r
(a) = (Nr−1(a),Gr(a), Er(a)) to an equivalent presentation Cr(a) =
(Nr(a), Cr(a), Er(a)) in codimension +1, and then toHr(a) by adjoining(
Er(a)
∣∣
Nr(a)
, 1
)
. The construction of [BM5] follows a slightly different
route – from Gr(a) to F r(a) = (Nr−1(a),Fr(a), Er(a)), where Fr(a) =
Gr(a)∪
(
Er(a)
∣∣
Nr−1(a)
, 1
)
, and then to an equivalent presentationHr(a)
in codimension +1. The latter gives a little more flexibility in the choice
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of the maximal contact submanifold Nr(a), but the construction above
makes for a clearer parallel treatment of alternative initial invariants ι
– see, for example, §6.1.
3.3. Proof of the desingularization principle Theorem 1.14.
(1) Semicontinuity. The semicontinuity properties (a) and (b) can be
proved for the truncated invariants invr−1/2 and invr by induction on
r. By the hypothesis 1.10(1), inv1/2 satisfies (a) and (b). Assume that
invr−1/2 satisfies (a) and (b), where r ≥ 1. The properties (a) and (b)
for invr are then consequences of the following semicontinuity assertion
for Er(·): If a ∈Mj , then E
r(x) = E(x)∩Er(a), where x ∈ Sinvr−1/2(a)
[BM5, Proposition 6.6]. To prove (a) and (b) for invr+1/2, consider a
semicoherent presentation Hr(a) := (Nr(a),Hr(a), Er(a)) of invr at
a ∈ Mj; say Hr(a) = {(h, µh)}. If x ∈ Sinvr(a), then
µhνr+1(x) = min
Hr(a)
µx
(
h
Dr+1(a)µh
)
.
(See §§2.4, 2.6.) The semicontinuity properties for invr+1/2 are conse-
quences of the analogous properties for the order of an element g =
h/Dr+1(a)
µh such that µa(g) = µhνr+1(a). (This is where Remark 3.2
is relevant, in general.)
(2) Stabilization. Suppose that C1(a) is a presentation of inv1/2 = ι
at a ∈ Mj , as above, and that C1(a) = {(c, µc)}. Choose q ∈ N
such that q · µc ∈ N, for all (c, µc). Let e1 = e1(a) := max q · µc .
Then, for all r > 0, er!νr+1(a) ∈ N, where er+1 = max{er!, er!νr+1(a)}.
The assertion follows from Hypotheses 1.10 for ι (using infinitesimal
semicontinuity ((1) above) and the stabilization property 1.12(3) of a
presentation of ι at a).
(3) Normal crossings. Say inv(a) = invt+1/2(a). The assertion is an
immediate consequence of the fact that Sinv(a) = Nt(a) in the case
that νt+1(a) = ∞, and of (3.2) in the case that νt+1(a) = 0. (See also
(4) below).
(4) Decrease. Say inv(a) = invt+1/2(a). First suppose that νt+1(a) =
∞. Then Sinv(a) = Nt(a). If σ is the local blowing-up with centre
Nt(a), then the strict transform Nt(a)
′ = ∅, so that inv(a′) < inv(a),
for all a′ ∈ σ−1(a). (See Definitions 1.12 and 3.1.)
On the other hand, suppose that νt+1(a) = 0. Then h = Dt+1(a)
µh ,
for some (h, µh) ∈ Ht(a), and Sinv(a) = Sinvt(a) = {x ∈ Nt(a) : µx(Dt+1(a)) ≥ 1}.
(We can choose coordinates x = (x1, . . . , xn−t) for Nt(a) such that
Dt+1(a) is a monomial x
Ω1
1 · · ·x
Ωn−t
n−t with rational exponents and, if
Ωl 6= 0, then xl = xH , for some H ∈ Et(a), and Ωl = µt+1,H(a). Thus
µx(Dt+1(a)) makes sense as a rational number.) Therefore, Sinvt(a) is
DESINGULARIZATION ALGORITHMS I 29
a union of smooth components
⋃
I ZI , where ZI = {x ∈ Nt(a) : xl =
0, l ∈ I} and the union is over the minimal subsets I of {1, . . . , n− t}
such that
∑
l∈I Ωl ≥ 1; equivalently, over the subsets I such that
0 ≤
∑
k∈I
Ωk − 1 ≤ Ωl, for all l ∈ I.
Set µ(a) := µt+1(a). Consider a local blowing-up σ with centre ZI ,
for some I as above. Suppose that a′ ∈ σ−1(a) and invt(a
′) = invt(a).
Then a′ ∈ N(a)′. N(a)′ is a union of coordinate charts
⋃
l∈I U
′
l such
that σ
∣∣
U ′l
is given by the substitution xl = yl, xk = ylyk if k ∈ I\{l},
and xk = yk if k /∈ I. Consider h = Dt+1(a)
µh . Suppose that a′ ∈ U ′l .
Write d = µh. Then (h
′, d) ∈ Ht(a
′), where h′ := y−dl
(
Dt+1(a)
d ◦ σ
)
=(
y
Ω′1
1 · · · y
Ω′n−t
n−t
)d
, and
Ω′k = Ωk, k 6= l; Ω
′
l =
∑
k∈I
Ωk − 1.
Therefore,
1 ≤ µt+1(a
′) ≤
n−t∑
k=1
Ω′k <
n−t∑
k=1
Ωk = µt+1(a),
as required.
3.4. Villamayor’s algorithm. Villamayor’s algorithm can be described
in the framework of §3.2 above, by making a simple modification in the
construction and the corresponding invariant. This modification cor-
responds to using only a certain subset E ′r(a) ⊂ Er(a) when we define
νr+1(a) according to the formula (3.1); equivalently, to factoring from
Hr(a) only a part of the exceptional monomial Dr+1(a) in order to de-
fine Gr+1(a). Such a modification for given r will, in general, change all
subsequent terms of the invariant and the corresponding presentations.
Consider r ≥ 1. Suppose (inductively) that we have introduced
invr−1/2(a) = (invr−1(a); νr(a)). As before, we define E
r(a) := {H ∈
Er−1(a) : H is transformed from E(ai)}, where i denotes the year of
birth of invr−1/2(a) (see Definitions 1.15), and we set sr(a) := #E
r(a),
Er(a) := Er−1(a)\E
r(a). But now let E ′r(a) ⊂ Er(a) denote the subset
consisting of only those exceptional hypersurfaces passing through a
that have accumulated since the year of birth of invr(a) = (invr−1(a); νr(a), sr(a)).
In other words, if i′ denotes the year of birth of invr(a), then E
′
r(a) :=
Er−1(a)\E
r′(a), where Er
′
(a) := {H ∈ Er−1(a) : H is transformed from
E(a′i)}.
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We define inv1 exactly as before, but we useH1(a) = (N1(a),H1(a), E
′
1(a))
as an associated presentation (where N1(a),H1(a) have the same mean-
ing as before), and we define
ν2(a) := µ2(a)−
∑
H∈E ′2(a)
µ2,H(a),
where µ2(a) := µH1(a) and µ2,H(a) := µH1(a),H for all H ∈ E
′
2(a). (See
§2.4.) Then inv3/2 = (inv1; ν2) has a codimension 1 presentation
G
2
(a) = (N1(a),G2(a), E
′
2(a)),
where G2(a) = GH1(a). We pass to an equivalent presentation
C2(a) = (N2(a), C2(a), E
′
2(a))
in codimension 2, and adjoin
(
E2(a)
∣∣
N2(a)
, 1
)
to get a presentation of
inv2 = (inv3/2, s2).
(Although we are using the same notation for presentations as be-
fore), ν2 and all subsequent terms of the invariant will, in general,
be different, as will the corresponding presentations: The change in
the local construction is repeated for each successive r; when we pass
from from Hr(a) to GHr(a)
= (Nr(a),Gr+1(a), E
′
r(a)) in order to obtain
a presentation of invr+1/2 at a, we factor from Hr(a) not Dr+1(a) =∏
Er(a)
x
µr+1,H (a)
H as before, but only the product
D′r+1(a) :=
∏
H∈E ′r(a)
µ
µr+1,H (a)
H
(i.e., the product over those H accumulated since the birth of invr(a)).
This change will be magnified in all subsequent terms of inv because
sr+1 depends on invr+1/2, etc.
3.5. Meaning of invariance. Consider inv = invX (or invJ ) defined
over a sequence of admissible blowings-up (1.1) (or (1.2)) according
to the construction of §3.2 above. We have shown in §3.2 that, if
a ∈ Mj , then inv(a) depends only on the local isomorphism class of
(Xj,a(a) (or Jj,a), E(a), E
1(a), E2(a), . . . ). The key point is that, for
each r, νr+1(a) depends only on the equivalence class [Hr(a)] (by The-
orems 2.3 and 2.4).
According to these theorems, the version of νr+1(a) defined in §3.4
is also an invariant of the corresponding equivalence class [Hr(a)]. But
it is not an invariant with respect to the weaker notion of equivalence
of idealistic exponents [Hi2] or equivalence of basic objects [V2, EV1] –
see Example 5.14 below.
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This is the reason for our introducing the idea of equivalence of
presentations involving exceptional blowings-up. The result is not only
a proof of invariance in a stronger sense, but also an invariant whose
maximum locus, in general, provides a larger centre of blowing up
because Theorem 2.4 shows that the µr+1,H(a) are invariants for the
larger block Er(a) of exceptional divisors H .
The difference in the algorithms is thus not accidental: for the
smaller block E ′r(a) of exceptional divisors H used by Villamayor, there
is another approach to invariance of µr+1,H(a) in terms of the previous
history:
Lemma 3.7. Suppose that a ∈ Mj and that invr(a) = invr(aj−1). Let
H ∈ E ′r(a). (Note that E
′
r(a) = ∅ unless invr(a) = invr(aj−1).) If
H = σ−1j (Cj), then
µr+1,H(a) =
∑
K∈J
µr+1,K(aj−1) + νr+1(aj−1)− 1,
where J := {K ∈ E ′r(aj−1) : Cj ⊂ K}. Otherwise, H is the strict
transform of an element K ∈ E ′r(aj−1), and
µr+1,H(a) = µr+1,K(aj−1).
The proof is a simple calculation. (Cf. [V2, §5.4].) The transforma-
tion formulas of Lemma 3.7 are in general not valid for the exceptional
divisors H ∈ Er(a)\E
′
r(a).
Desingularization as realized by either the algorithm of the authors
or that of Villamayor is canonical; in fact, local isomorphisms between
open subsets of X lift throughout the sequence of blowings-up deter-
mined by the algorithm. But the notion of invariance provided by
Lemma 3.7 is weaker than that determined by equivalence of presenta-
tions because it depends in a stronger way on the history. Of course,
the fact that νr+1(a) as defined in §3.4 is also an invariant of the corre-
sponding equivalence class [Hr(a)] shows that Villamayor’s version of
invX is an invariant in a stronger sense than shown by Lemma 3.7; at
a ∈ Xj, it depends on Xj,a, E(a), the E
r(a) and the Er
′
(a).
3.6. The variant of Encinas and Villamayor. Encinas and Villa-
mayor [EV1] have modified Villamayor’s algorithm to avoid blowings-
up that are superfluous in a certain situation based on Abkyankar’s
idea of “good points” [A]. [EV1] suggests a substantial modification
of Villamayor’s construction; in particular, each pair (νr, sr) in the in-
variant as described above is replaced by a triple. But the inductive
construction described in §3.2 above is flexible, and [EV1] can be un-
derstood in the following way.
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We make a modification in the definition of invr by induction on r:
Suppose that we have defined invr−1 and an associated codimension
r − 1 presentation Hr−1(a) = (Nr−1(a),Hr−1(a), Er−1(a)) at a ∈ Mj ,
as above. (We are using the notation above. The modification of
[EV1] can be applied equally to the construction of the authors (§3.2
above) or that of Villamayor (§3.4), so that invr−1 and Hr−1(a) here
mean the notions defined for either algorithm. For Villamayor’s version,
therefore, Er−1(a) here is to be understood as E
′
r−1(a) in the notation
of §3.4.)
Define µr(a), µrH(a) for all H ∈ Er−1(a), νr(a), Dr(a) =
∏
x
µrH (a)
H
and Gr(a) as before. (In the case of Villamayor’s construction again,
Dr(a) here means D
′
r(a) in the notation of §3.4.) Of course,
µr(a) =
∑
H∈Er(a)
µrH(a) + νr(a) ≥ 1.
But now, we make a modification of the definition of νr in the case that∑
(µrH(a)− [µrH(a)]) + νr(a) < 1
(where [·] denotes the integral part): In this case, we redefine νr(a) as
ν∗r (a) := 0, and Gr(a) := {(Dr(a), 1)}. This is the only change.
Like νr(a), the modified version ν
∗
r (a) depends only on the equiva-
lence class [Hr−1(a)] since it is defined in terms of µr(a) and the µrH(a).
It follows that the corresponding modified invariant inv∗ can be de-
fined inductively over a sequence of transformations (1.1) (or (1.2)),
provided we assume that each successive centre of blowing up is a com-
ponent of the maximum locus of inv∗. Theorem 1.14 holds for such
sequences; our proof as sketched above applies with no change. (When
ν∗r (a) = 0, the inv
∗-stratum of a coincides with the invr−1-stratum and
has only normal crossings as in Theorem 1.14(3), where each compo-
nent has codimension 1 in Nr−1(a) – this special situation is analogous
to the idea of a “good point”. The blowing-up of Nr−1(a) with centre
such a component is the identity.) This is the variant of Encinas and
Villamayor; the situation in which it applies does not occur in Example
1.2 – see Section 4 following.
4. Worked example
We illustrate the desingularization principle in this section by work-
ing out Example 1.2 above (except for the estimates on n(AB) and
n(LB) given by the affine and locally binomial algorithms. These will
be computed in Desingularization algorithms II.) Let X denote the
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hypersurface in 4-dimensional affine space M given by g0 = 0, where
g0(x, y, z, w) = z
dwd−1 − xd−1yd,(4.1)
for any natural number d ≥ 2. The hypersurface X takes its maximum
order 2d − 1 precisely at the origin, so in any case we take C0 = {0}
as the centre of the first blowing-up σ1: M1 → M0 = M . Then M1
can be covered by four affine coordinate charts, corresponding to the
four variables. For example, σ1 is given in the “w-chart” Uw by substi-
tuting (xw, yw, zw, w) for the original variables (x, y, z, w). The strict
transform X1 = X
′
0 of X0 = X is given in Uw by g1 = 0, where
g1 = w
−(2d−1)g0 ◦ σ1; i.e.,
g1(x, y, z, w) = z
d − xd−1yd.
(For economy of notation, we are using the same letters for the variables
before and after blowing up, and we are “bookkeeping” by writing Uw
for the “w-chart” of M1; Uw is the complement in M1 of the strict
transform by σ1 of the coordinate subspace {w = 0} of M0 =M .)
We will estimate the number of blowings-up needed to reduce the
maximum order d of X1. Let n(BM) and n(V ) denote the number of
blowings-up determined by the algorithms of [BM5] and [V2], respec-
tively. We will show that
n(BM) ≤ 2d+ j,
n(V ) ≥ 9d+ k,
where j, k are independent of d. It is easy to check in the calculations
below that the variant of Encinas-Villamayor [EV1] (see §3.6) makes
no difference to either algorithm when applied to (4.1).
4.1. Year one. X1 ∩ Uw is given by g1 = 0 as above. (Note that the
order at 0 of a binomial majorizes its orders at points of the chart. In
particular, X1 has order < d throughout the charts Uz, Uy.) Let a1 = 0.
Then E(a1) = {H1}, where H1 denotes the exceptional hypersurface
{w = 0}. We have ν1(a1) = d, E
1(a1) = E(a1) = {H1}, s1(a1) = 1,
and E1(a1) := E(a1)\E
1(a1) = ∅. Then inv1/2 = ν1 has a (semico-
herent) codimension 0 presentation at a1 given by G1(a1) = {(g1, d)};
therefore, inv1/2 and inv1 = (ν1, s1) have (semicoherent) codimension
1 presentations
C1(a1) = (N1(a1), C1(a1), E1(a1)),
H1(a1) = (N1(a1),H1(a1), E1(a1)),
(respectively), where N1(a1) = {z = 0}, C1(a1) = {(x
d−1yd, d)} and
H1(a1) = {(x
d−1yd, d), (w, 1)}.
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Therefore,
ν2(a1) = µ2(a1) := min
(h,µh)∈H1(a1)
µa(h)
µh
= 1
and s2(a1) = 0. Then inv3/2 has presentations
G2(a1) = (N1(a1), G2(a1) = H1(a1), ∅),
C2(a1) = (N2(a1), C2(a1), ∅),
of codimensions 1 and 2 (respectively), where N2(a1) = {z = w = 0}
and C2(a1) = {(x
d−1yd, d)}, and inv2 has a codimension 2 presentation
H2(a1) = (N2(a1), H2(a1) = C2(a1), ∅).
(There is no change from H1(a1) to G2(a1) because ν2(a1) = 1, and no
change from C2(a1) to H2(a1) because s2(a1) = 0.) Therefore,
ν3(a1) = µ3(a1) =
2d− 1
d
and s3(a1) = 0. Then inv5/2 admits a codimension 2 presentation at
a1,
G3(a1) = (N2(a1),G3(a1), ∅),
where G3(a1) = {(x
d−1yd, 2d− 1)}, and we can replace the latter by
G3(a1) = {(x, 1), (y, 1)}
to get an equivalent presentation (cf. Corollary 5.10 below). Therefore,
inv5/2 has a codimension 3 presentation at a1,
C3(a1) = (N3(a1), C3(a1), ∅),
where N3(a1) = {z = w = y = 0} and C3(a1) = {(x, 1)}, and inv3
has the same codimension 3 presentation H3(a1) = C3(a1). Hence
ν4(a1) = 1, s4(a1) = 0, and inv4 has a codimension 4 presentation
H4(a1) = (N4(a1), ∅, ∅) at a1, where N4(a1) = {z = w = y = x = 0} =
{0}. Thus
invX(a1) =
(
d, 1; 1, 0;
2d− 1
d
, 0; 1, 0; ∞
)
;
the preceding presentation of inv4 is also a presentation of invX , and,
in the chart Uw, the centre of the next blowing-up σ2 is C1 = N4(a1) =
{0}. By symmetry, as a global centre of the blowing-up σ2: M2 → M1
we would take C2 := union of the origins in the charts Uw, Ux.
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4.2. Year two. Let X2 denote the strict transform X
′
1 of X1 by σ2.
Consider the chart Uwy of M2, in which σ2 is given by the substitution
(xy, y, yz, yw). Then X2 ∩ Uwy = {g2 = 0} where
g2(x, y, z, w) = z
d − xd−1yd−1.
Let a2 = 0. Then E(a2) = {H1, H2}, where H1 and H2 denote the
exceptional hypersurfaces {w = 0} and {y = 0}, respectively; H2 =
σ−12 (C1) and H1 is the strict transform of the hypersurface in year one
that we also denoted H1 (to economize notation). We have ν1(a2) = d,
E1(a2) = {H1}, s1(a2) = 1, and E1(a2) := E(a2)\E
1(a2) = {H2}. At
a2, inv1 admits a codimension 1 presentation
H1(a2) = (N1(a2),H1(a2), E1(a2)),
where N1(a2) = {z = 0} and
H1(a2) = {(x
d−1yd−1, d), (w, 1)}.
We compute
µ2(a2) := min
H1(a2)
µa2(h)
µh
= 1,
µ2H2(a2) := min
H1(a2)
µH2,a2(h)
µh
= 0,
ν2(a2) := µ2(a2)−
∑
H∈E1(a2)
µ2H(a2) = 1− 0 = 1.
Therefore, E2(a2) = ∅ and s2(a2) = 0; inv2 has a codimension 2 pre-
sentation
H2(a2) = (N2(a2),H2(a2), E2(a2)),
where N2(a2) = {z = w = 0} andH2(a2) = {(x
d−1yd−1, d)}. Therefore,
µ3(a2) =
2d− 2
d
, µ3H2(a2) =
d− 1
d
,
ν3(a2) = µ3(a2)− µ3H2(a2) =
d− 1
d
,
and s3(a2) = 1. At a2, inv5/2 has a codimension 2 presentation
G
3
(a2) = (N2(a2),G3(a2), E3(a2)),
where E3(a2) = ∅ and
G3(a2) =
{
(xd−1, d− 1),
(
y
d−1
d , 1−
d− 1
d
)}
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or, equivalently,
G3(a2) =
{
(x, 1),
(
y,
1
d− 1
)}
;
inv5/2 has a codimension 3 presentation
C3(a2) = (N3(a2), C3(a2), E3(a2)),
where N3(a2) = {z = w = x = 0} and C3(a2) = (y, 1/(d − 1)). Then
inv3 has a codimension 3 presentation
H3(a2) = (N3(a2),H3(a2), E3(a2)),
where H3(a2) = {(y, 1)}. Clearly,
invX(a2) =
(
d, 1; 1, 0;
d− 1
d
, 1; 1, 0; ∞
)
and the centre of the next blowing-up σ3 is C2 = {0}, in this chart.
Of course, over Uw, X2 lies in the union of the following charts, for
each of which we give a defining equation g2 = 0 and equations of the
exceptional hypersurfaces H1, H2:
Chart Equation of X2 Exceptional hypersurfaces
Uwy z
d − xd−1yd−1 = 0 H1 : w = 0, H2 : y = 0
Uwx z
d − xd−1yd = 0 H1 : w = 0, H2 : x = 0
Uww z
d − xd−1ydwd−1 = 0 H1 = ∅, H2 : w = 0
A calculation parallel to that above shows that, in each of these
charts, the centre of the next blowing-up is the origin.
To estimate n(BM), we have to follow the branching of the coor-
dinate charts, as above, after each subsequent blowing-up. We give
the calculation in detail for two particular branches and leave it to the
reader to check (exploiting the similar form of the data in the vari-
ous charts) that for no branch do we need a number of blowings-up
> 2d+ j.
4.3. First branch. Charts Uw, Uwy, Uwyx, Uwyxw, . . . .
Year three. Let X3 denote the strict transform X
′
2 of X2 by σ3. In
the chart Uwyx of M3, σ3 is given by the substitution (x, xy, xz, xw).
Therefore X3 ∩ Uwyx = {g3 = 0}, where
g3(x, y, z, w) = z
d − xd−2yd−1.
Let a3 = 0. Then E(a3) = {H1, H2, H3}, where
H1 : w = 0, H2 : y = 0, H3 : x = 0
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(indexing the Hi according to our previous convention). We claim that
invX(a3) = (d, 1; 1, 0; 0).
The first two pairs can be computed as before; inv1 at a3 has a codimen-
sion 1 presentation H1(a3) = (N1(a3),H1(a3), E1(a3)), where N1(a3) =
{z = 0}, H1(a3) = {(x
d−2yd−1, d), (w, 1)}, E1(a3) = {H2, H3}, and inv2
has a codimension 2 presentation H2(a3) given by N2(a3) = {z = w =
0}, H2(a3) = {(x
d−2yd−1, d)}, E2(a3) = E1(a3) = {H2, H3}. Therefore,
ν3(a3) = µ3(a3)− µ3H2(a3)− µ3H3(a3) = 0,
and G
3
(a3) = H2(a3) is a codimension 2 presentation of inv5/2 or invX
at a3; in particular, D3(a3)
d = xd−2yd−1, in the notation of §3.2. Since
D3(a3)
d has order at least d only at the origin, the centre of the next
blowing-up σ4 in this chart is C3 = {0}.
Year four. Let X4 := X
′
3. In the chart V := Uwyxw, σ4 is given by the
substitution (xw, yw, zw, w). Therefore, X4 ∩ V is defined by
g4(x, y, z, w) = z
d − xd−2yd−1wd−3.(4.2)
Let a4 = 0. Then E(a4) = {H2, H3, H4}, where
H2 : y = 0, H3 : x = 0, H4 : w = 0.(4.3)
(H1 ∩ V = ∅; the variable w has been “re-marked” as H4!). Now
inv1(a4) = (d, 0) and inv1 at a4 has a codimension 1 presentation
H1(a4) given by N1(a4) = {z = 0}, H1(a4) = {(x
d−2yd−1wd−3, d)}
and E1(a4) = E(a4) = {H2, H3, H4}. Therefore,
invX(a4) = (d, 0; 0)
and G
2
(a4) = H1(a4) is a codimension 1 presentation of inv3/2 or of
invX at a4; in particular, G2(a4) = (D2(a4)
d, d), where D2(a4)
d =
xd−2yd−1wd−3. Then SinvX (a4) has three components as follows; we
order these components using the lexicographic ordering of the quadru-
ples shown (cf. §1.6):
{z = w = x = 0} (0, 0, 1, 1)
{z = w = y = 0} (0, 1, 0, 1)
{z = y = x = 0} (0, 1, 1, 0)
The centre C4 of the next blowing-up is given by the maximum order;
i.e., C5 = {z = y = x = 0}. We are now in the combinatorial situation
of §3.3(4). We need a number of blowings-up of the order of 2d (i.e.,
2d+ j blowings-up, where j is independent of d) to decrease the order
d of the strict transform of X along any branch of coordinate charts
over V ; for example:
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Year j Chart Strict transform gj Exceptional divisors Centre Cj
5 Vx z
d − xd−3yd−1wd−3 x : H5, y : H2, w : H4 {z = w = y = 0}
6 Vxw z
d − xd−3yd−1wd−4 x : H5, y : H2, w : H6 {z = y = x = 0}
7 Vxwx z
d − xd−4yd−1wd−4 x : H7, y : H2, w : H6 {z = w = y = 0}
etc.
4.4. Second branch. We will briefly make a calculation analogous to
the preceding or the branch of charts Uw, Uwy, Uwyw, Uwywy, . . . . Years
one and two are the same as in the branch above.
Year three. In the chart Uwyw, σ3 is given by the substitution (xw, yw, zw, w).
Therefore, X3∩Uwyw is defined by g3 = z
d−xd−1yd−1wd−2. Let a3 = 0.
Then E(a3) = {H2, H3} where H2 and H3 are defined by y and w,
respectively (H1 ∩ Uwyw = ∅.) Then inv1(a3) = (d, 0). We calculate
N1(a3) = {z = 0}, H1(a3) = {(x
d−1yd−1wd−2, d)}, ν2(a3) = (d − 1)/d,
s2(a3) = 2, N2(a3) = {z = x = 0}, and H2(a3) = {(y, 1), (w, 1)}.
Therefore,
invX(a3) =
(
d, 0;
d− 1
d
, 2; 1, 0; 1, 0; ∞
)
and C3 = {0}.
Year four. In Uwywy, σ4 is given by (xy, y, yz, yw); therefore X4 ∩
Uwywy is defined by g4 = z
d − xd−1y2d−4wd−2. Let a4 = 0. Then H3,
H4 are defined by w, y, respectively (H1 and H2 do not intersect this
chart). We calculate
invX(a4) =
(
d, 0;
d− 1
d
, 1; 1, 0; ∞
)
,
together with N1(a4) = {z = 0}, H1(a4) = {(x
d−1y2d−4wd−2, d)},
N2(a4) = {z = x = 0}, and H2(a4) = {(w, 1)}. Therefore, C4 =
{z = w = x = 0}.
Year five. In Uwywyw, σ5 = (xw, y, zw, w). Therefore X5 ∩ Uwywyw is
given by g5 = z
d − xd−1y2d−4wd−3 and y, w are exceptional divisors
representing H4, H5 (respectively). At a5 = 0, we calculate
invX(a5) =
(
d, 0;
d− 1
d
, 0; 0
)
,
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together with N1(a5) = {z = 0}, H1(a5) = {(x
d−1y2d−4wd−3, d)},
N2(a5) = {z = x = 0}, H2(a5) = {(y
2d−4wd−2, 1)} = G3(a5). There-
fore, SinvX (a5) has two components, ordered as follows:
{z = y = x = 0} (0, 0, 0, 1, 0)
{z = w = x = 0} (0, 0, 0, 0, 1)
(cf. §4.3, year four). The next blowing-up σ6 has centre C5 = {z =
y = x = 0}.
Over Uwywyw, the strict transform X6 of X5 by σ6 lies entirely in two
charts, given as follows:
Uwywywx (x, xy, xz, w) g6 = z
d − x2d−5y2d−4wd−3
Uwywywy (xy, y, yz, w) g6 = z
d − xd−1y2d−5wd−3
It is easy to check that, following either branch, the order d is decreased
by a number of blowings-up of the order of 2d.
4.5. Villamayor’s algorithm. We now reconsider our example (4.1)
above using Villamayor’s algorithm. We will exhibit a sequence of
points over which a number of blowings-up of the order 9d is needed
to decrease the order d of X1 at a1: Following the first branch above,
there is no change until year four, so we reconsider our calculation from
that point: In each year j below, aj denotes the origin of the chart we
study.
Year four. Let V := Uwyxw as in §4.3, year four, above. Then X4 ∩ V
is defined by g4(x, y, z, w) = z
d − xd−2yd−1wd−3 (4.2), and E(a4) =
{H2, H3, H4}, where H2, H3 and H4 are defined by y, x and w, respec-
tively (4.3) (and H1 ∩ V = ∅). As before, we have inv
∗
1(a4) = (d, 0).
(We use an asterisk to distinguish the invariant corresponding to Vil-
lamayor’s algorithm.) But, following Villamayor’s algorithm, we take
H1(a4) = (N1(a4),H1(a4), E
′
1(a4)),
where N1(a4) = {z = 0}, H1(a4) = {(x
d−2yd−1wd−3, d)}, and E ′1(a4) =
∅ (the latter because this year four is the year of birth of the value (d, 0)
of inv∗1(a4)). Then E
2(a4) = E(a4) = {H2, H3, H4} and s2(a4) = 3.
Therefore, we take H2(a4) = (N2(a4),H2(a4), ∅), where N2(a4) = {z =
w = 0}, H2(a4) = {((x, 1), (y, 1)}, and get
inv∗X(a4) =
(
d, 0;
3d− 6
d
, 3; 1, 0; 1, 0; ∞
)
;
the centre of the next blowing-up σ5 in this chart is C4 = {0}.
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Year five. In Vw, g5 = z
d − xd−2yd−1w2d−6. In a fashion similar to
year four, we compute
inv∗X(a5) =
(
d, 0;
2d− 3
d
, 3; 1, 0; 1, 0; ∞
)
.
(Here E ′1(a5) = {H5}, where H5 = {w = 0}, so we factor w
2d−6 from
H1(a5) to get ν2(a5) = (2d− 3)/d.) Therefore, C5 = {0}.
Year six. In Vww, g6 = z
d − xd−2yd−1w3d−9. We compute
inv∗X(a6) =
(
d, 0;
2d− 3
d
, 2; 1, 1; 1, 0; ∞
)
.
(where s2(a6) = 2 counts H2: y = 0 and H3: x = 0, and s3(a6) = 1
counts H6: w = 0), together with N1(a6) = {z = 0}, H1(a6) =
{(xd−2yd−1w3d−9, d)}, N2(a6) = {z = y = 0}, H2(a6) = {(x, 1)},
N3(a6) = {z = y = x = 0}, and H3(a6) = {(w, 1)}. In particular,
C6 = {0}.
Year seven. In Vwww, g7 = z
d − xd−2yd−1w4d−12. Then
inv∗X(a7) =
(
d, 0;
2d− 3
d
, 2; 1, 0; ∞
)
,
and N2(a7) = {z = y = 0}, G3(a7) = H2(a7) = {(x, 1)}, so that
C7 = {z = y = x = 0}.
We go on as follows. (In this table, “chart x” means Ux, where U
denotes the chart in the previous year. For example, the chart in year
eight is Vwwwx.)
Year j Chart Strict transform gj inv
∗
X(aj) Centre Cj
8 x zd − xd−3yd−1w4d−12 (d, 0; d−1
d
, 3; 1, 0; 1, 0; ∞) {0}
9 w zd − xd−3yd−1w5d−16 (d, 0; d−1
d
, 2; 1, 1; 1, 0; ∞) {0}
10 w zd − xd−3yd−1w6d−20 (d, 0; d−1
d
, 2; 1, 0; ∞) {z = y = x = 0}
11 x zd − xd−4yd−1w6d−20 (d, 0; d−1
d
, 1; 7d− 24, 2; 1, 0; ∞) {0}
12 w zd − xd−4yd−1w7d−25 (d, 0; d−1
d
, 1; d− 4, 2; 1, 0; ∞) {z = y = x = 0}
13 w zd − xd−4yd−1w8d−30 (d, 0; d−1
d
, 1; d− 4, 1; ∞) {z = y = x = 0}
14 x zd − xd−5yd−1w8d−30 (d, 0; d−1
d
, 1; 0) {z = w = y = 0}
As an aid to computing the entries in the above table, we note that,
in year eleven, we can take G2(a11) = {(y, 1), (x
d−4w6d−20, 1)}, and
in year thirteen, we can take N2(a13) = {z = y = 0}, H2(a13) =
{(xd−4w8d−30, 1)}.
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In year fourteen, we can take N2(a14) = {z = y = 0} and H2(a14) =
{(xd−5w8d−30, 1)}; SinvX (a14) has two components {z = y = x = 0} and
{z = w = y = 0}; C14 is the latter.
We now follow alternately the “w-chart” or “x-chart”, finding alter-
nately C· = {z = y = x = 0} or C· = {z = w = y = 0} until, in year
2d+4, we have g2d+4 = z
d−yd−1w7d−25 and C2d+4 = {z = w = y = 0}.
Now following the “w=charts”, we reduce the order d after 7d−25 fur-
ther blowings-up (i.e., in year 9d − 21). (Throughout the calculation
above, we assume that d ≥ 5.)
5. Equivalence of presentations
Our purpose in this section is to elucidate the ideas of equivalence
of presentations introduced in Section 2. In particular, Corollaries 5.12
and 5.13 below imply Theorem 2.6, which is used in the inductive def-
inition of inv in §3.2, to pass from a codimension r presentation of
invr+1/2 to a presentation in codimension r+1. It is convenient to use
transformation formulas for differential operators introduced by Hiron-
aka [Hi2, Sect. 8] and developed by Giraud [Gi] and Villamayor and
Encinas [V2, EV1]. (An alternative approach is given in [BM5, Propo-
sitions 4.12, 4.19].) The formulas describe the way that the partial
derivatives of a regular function transform by admissible blowings-up.
The treatment below differs from that of [V2, EV1] in our use of coor-
dinate charts (as in [BM5, BM7]) and of transformation formulas that
account also for the effect of exceptional blowings-up.
5.1. Transformation of differential operators. Let U denote a co-
ordinate chart in a manifold M , with coordinate system (x1, . . . , xn).
(The xi are regular functions on U . In the case of schemes of finite
type, “coordinate chart” means “e´tale (or regular) coordinate chart”,
as defined in [BM5, §3]. See also [BM7, §2] for coordinate charts, more
generally.) Let a = 0. Consider a blowing-up σ with centre
C = ZI := {xi = 0, i ∈ I},
where I ⊂ {1, . . . , n}. If i ∈ I, then σ is given in the chart Ui = Uxi ⊂
σ−1(U) (cf. Section 4) by the formulas xi = yi = yexc, xj = yiyj if
j ∈ I\{i}, and xj = yj if j 6∈ I. (For j ∈ I\{i}, yj does not necessarily
vanish at a′ ∈ σ−1(a).) The following lemma is a simple calculation.
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Lemma 5.1. Let f ∈ Oa = OM,a. Suppose that d ≤ µC,a(f). Let
i ∈ I. Then
1
yd−1i
(
∂f
∂xj
◦ σ
)
= yi
∂
∂yj
(
f ◦ σ
ydi
)
, if j 6∈ I;
1
yd−1i
(
∂f
∂xj
◦ σ
)
=
∂
∂yj
(
f ◦ σ
ydi
)
, if j ∈ I\{i};
1
yd−1i
(
∂f
∂xi
◦ σ
)
= d
f ◦ σ
ydi
+ yi
∂
∂yi
(
f ◦ σ
ydi
)
−
∑
j∈I\{i}
yj
∂
∂yj
(
f ◦ σ
ydi
)
.
Let E(a) denote a collection of smooth hypersurfaces passing through
a. Suppose that E(a) and C simultaneously have only normal crossings.
Then we can choose coordinates so that C has the form ZI as above,
and also, for each H ∈ E(a), IH,a is generated by xj , for some j; we
will write xj = xH .
The following lemma will be used to study the effect of an exceptional
blowing-up. Let H1, H2 ∈ E(a). Suppose x1 = xH1 , x2 = xH2 . Let σ
denote the blowing-up with centre C = H1∩H2. In the chart U1 = Ux1,
σ is given by x1 = y1, x2 = y1y2, and xj = yj if j > 2.
Lemma 5.2. Let f ∈ Oa, µa(f) ≥ 1. Then(
x2
∂f
∂x2
)
◦ σ = y2
∂(f ◦ σ)
∂y2
;(
x1
∂f
∂x1
)
◦ σ = y1
∂(f ◦ σ)
∂y1
− y2
∂(f ◦ σ)
∂y2
;
∂f
∂xj
◦ σ =
∂(f ◦ σ)
∂yj
, if j > 2.
Consider a coordinate system of the form
x = (ξ, u) = (ξ1, . . . , ξr, u1, . . . , us),(5.1)
where the ξi are precisely the xH , H ∈ E(a). We will say that the
variables u1, . . . , us are complementary to E(a).
Lemma 5.3. Let f ∈ Oa. Then the ideal generated by
xH
∂f
∂xH
, H ∈ E(a),
∂f
∂uj
, 1 ≤ j ≤ s,
is independent of the choice of generators xH of the ideals of H ∈ E(a)
and the choice of complementary variables u.
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Proof. If we change the generators ξi = xH of the ideals of the H ∈
E(a), say to ηi, then we have ηi = λiξi, where each λi = λi(ξ, u) is a
unit. Consider such a change of generators, as well as new complemen-
tary variables v = (v1, . . . , vs). Then we can write
(η, v) = (λ1(ξ, u)ξ1, . . . , λr(ξ, u)ξr, v1(ξ, u), . . . , vs(ξ, u)) .
Therefore, for each i = 1, . . . , r,
ξi
∂
∂ξi
=
1
λi
∂ηi
∂ξi
ηi
∂
∂ηi
+
∑
k 6=i
ξi
λk
∂λk
∂ξi
ηk
∂
∂ηk
+
s∑
ℓ=1
ξi
∂vℓ
∂ξi
∂
∂vℓ
,
and, for each j = 1, . . . , s,
∂
∂uj
=
r∑
k=1
1
λk
∂λk
∂uj
ηk
∂
∂ηk
+
s∑
ℓ=1
∂vℓ
∂uj
∂
∂vℓ
.
5.2. Passage to codimension +1. Let M denote a manifold and let
a ∈ M . Let N(a) denote a germ of a submanifold of M at a; say
p = codim N(a).
Lemma 5.4. Let z1, . . . , zp ∈ Oa = OM,a denote generators of IN(a)
(so that z1, . . . , zp have linearly independent gradients). Let f ∈ Oa
and let d ∈ N. Then µa(f) ≥ d if and only if
µa
(
∂|β|f
∂zβ
∣∣∣
N(a)
)
≥ d− |β|, for all β ∈ Np, |β| ≤ d− 1.
Let E(a) denote a collection of smooth hypersurfaces passing through
a, such that N(a) and E(a) simultaneously have only normal crossings,
and N(a) 6⊂ H , for all H ∈ E(a). Then we can choose a coordinate
system of the form (5.1) for N(a).
Definitions 5.5. Choose a coordinate system x = (ξ, u) for N(a) as
in (5.1). Let f ∈ ON(a) and let µf ∈ Q such that µa(f) ≥ µf . Set
∆(f, µf) :=
{
(f, µf − 1),
(
xH
∂f
∂xH
, µf − 1
)
, for all H ∈ E(a),(
∂f
∂uj
, µf − 1
)
, for all j = 1, . . . , s
}
,
(∆(f, µf)) := the ideal in ON(a) generated by
{h : (h, µh) ∈ ∆(f, µf )} ,
D(f, µf) := {(f, µf)} ∪∆(f, µf);
S(f,µf ) := {x ∈ N(a) : µx(f) ≥ µf} ,
SD(f,µf ) := {x ∈ N(a) : µx(h) ≥ µh, for all (h, µh) ∈ D(f, µf)}
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(S(f,µf ) and SD(f,µf ) make sense as germs at a). Note that an element
(h, µh) in D(f, µf) with µh ≤ 0 imposes no condition in SD(f,µf ).
Corollary 5.6. Let f ∈ ON(a) and µf ∈ Q such that µa(f) ≥ µf .
Then
S(f,µf ) = SD(f,µf ).
Now let
F(a) = (N(a), F(a), E(a))
denote a presentation (of codimension p) at a; say F(a) = {(f, µf)}.
In the case that all µf are equal, we will write
(
F(a)
)
for the ideal in
ON(a) generated by
{
f : (f, µf) ∈ F(a)
}
.
Definitions 5.7. Choose coordinates as in Definitions 5.5 above. Set
∆ (F(a)) :=
⋃
F(a)
∆(f, µf),
D (F(a)) := F(a) ∪∆(F(a)) =
⋃
F(a)
D(f, µf),
D (F(a)) := (N(a),D (F(a)) , E(a)) .
Let σ be a morphism of type (i), (ii) or (iii) (cf. §2.2) and let
F(a′) = (N(a′),F(a′), E(a′)) or F(a)′ = (N(a)′,F(a)′, E(a)′) denote
the transform of F(a) by σ at a point a′ ∈ σ−1(a) as in §2.2. (It will
be convenient to use both notations for the transform.) We will also
write ∆(f, µf)
′, ∆(F(a))′ and D(F(a))′ for the analogous transforms
of ∆(f, µf), ∆(F(a)) and D(F(a)), respectively; for example,
∆(f, µf )
′ := {(h′, µh′) : (h, µh) ∈ ∆(f, µf)} ,
where (h′, µh′) is given by the transformation rules in §2.2.
Lemma 5.8. ∆(f, µf)
′ ⊂ (∆(f ′, µf ′)).
(This is a minor abuse of notation; we mean that, for all (h′, µh′) ∈
∆(f, µf)
′, h′ ∈ (∆(f ′, µf ′)).)
Proof. For transformations of types (i) or (iii) (admissible or excep-
tional blowings-up), this follows from the formulas in Lemmas 5.1 and
5.2. For a transformation of type (ii) (product with a line), it is triv-
ial.
Theorem 5.9. Let (f, µf) ∈ F(a). Then
S(f ′,µf ′) = SD(f,µf )′
after any transformation of type (i), (ii) or (iii) (and, in fact, after
any sequence of transformations of types (i), (ii) and (iii)).
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Proof. For a given sequence of transformations of types (i), (ii) and (iii),
write f (0) = f , ∆(f, µf)
(0) = ∆(f, µf ) and D(f, µf)
(0) = D(f, µf), and
recursively define f (k+1) := (f (k))′, µf(k+1) = µ(f(k))′ = µf , ∆(f, µf )
(k+1) :=
(∆(f, µf)
(k))′ and D(f, µf)
(k+1) := (D(f, µf)
(k))′, for all k ≥ 0.
We have (f, µf) ∈ D(f, µf), so that for all k, (f
(k+1), µf(k+1)) ∈
D(f, µf)
(k+1) and
SD(f,µf )(k+1) ⊂ S(f(k+1),µf(k+1))
.
By Lemma 5.8, ∆(f, µf)
′ ⊂ (∆(f ′, µf ′)). Assume that ∆(f, µf )
(k) ⊂
(∆(f (k), µf(k))), by induction. Consider (h, µh) ∈ ∆(f, µf)
(k). Then
h′ ∈ (∆(f (k+1), µf(k+1))), again by Lemma 5.8. Therefore, for all k,
∆(f, µf)
(k+1) ⊂
(
∆(f (k+1), µf(k+1)
)
and hence
SD(f(k+1),µ
f(k+1)
) ⊂ SD(f,µf )(k+1) .
But
SD(f(k+1),µ
f(k+1)
) = S(f(k+1),µ
f(k+1)
),
by Corollary 5.6, so the result follows.
Corollary 5.10. F(a) and D(F(a)) are equivalent with respect to trans-
formations of types (i), (ii) and (iii). (See Definitions 2.1.)
Definitions 5.11. Write D0(F(a)) = ∆0(F(a)) = F(a), and, for all
d = 0, 1, 2, . . . , set
∆d+1(F(a)) := ∆
(
∆d (F(a))
)
,
Dd+1(F(a)) :=
d+1⋃
q=0
∆q(F(a)) = D
(
Dd (F(a))
)
.
Corollary 5.12. Let z ∈ ON(a) and let d be a positive integer. Suppose
that µa(z) = 1 and that z ∈
(
∆d−1 (F(a))
)
. Then, after any sequence
of transformations of types (i), (ii) or (iii), z′ ∈
(
∆d−1 (F(a′))
)
, and
SF(a′) ⊂ V (z
′) ⊂ N(a′).
The first assertion is a consequence of Lemma 5.8 and the second is
a consequence of Corollary 5.10. From Corollaries 5.10 and 5.12, we
deduce:
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Corollary 5.13. Under the hypotheses of Corollary 5.12, set
N+1(a) := V (z) ⊂ N(a),
H(a) := Dd−1(F(a))|N+1(a),
H(a) := (N+1(a),H(a), E(a)).
Then the presentations F(a) and H(a) are equivalent with respect to
transformations of types (i), (ii) and (iii).
It is clear that F(a) and H(a) are, in fact, semicoherent equivalent.
(See §2.5). Theorem 2.6 follows from Corollaries 5.12 and 5.13 – this
is the basis of our constructive definition of inv(·) by induction on
codimension (§3.2).
5.3. On the notion of equivalence. We conclude this section by
showing that, in contrast to Theorem 2.4, it is not true that the
µr+1,H(a) and νr+1(a), r > 0 (even as occuring in Villamayor’s invari-
ant) in general depend only on the equivalence class of a presentation
of inv at a with respect to transformations of types (i) and (ii). (See
Remarks 2.5.)
Example 5.14. Let X denote the surface in affine 3-space U defined
by
zd − xd−1yd = 0,
where d ≥ 2. We will use the notational conventions of Section 4. Let
σ1 denote the blowing-up of U with centre C0 = {0}. In the chart Ux,
the strict transform X1 of X is given by g1 = 0, where
g1(x, y, z) = z
d − xd−1yd.
Let σ2 be the blowing-up of Ux with centre C1 = {0}. In the chart Uxy,
the strict transform X2 of X1 is given by g2 = 0, where
g2(x, y, z) = z
d − xd−1yd−1.
Let a = 0 in Uxy. Following either the algorithm of the authors or
that of Villamayor, we have E1(a) = ∅ and E1(a) = E(a) = {H1, H2},
where the exceptional hyperplanes H1 and H2 are given by x = 0 and
y = 0, respectively. Then
µ2(a) =
2d− 2
d
, µ2H1(a) =
d− 1
d
, µ2H2(a) =
d− 1
d
,
and
invX(a) = (d, 0; 0).
At a, inv1 has a codimension 1 presentationH1(a) = (N1(a),H1(a), E1(a)),
where N1(a) = {z = 0} and H1(a) = {(x
d−1yd−1, d)}. By Theorem 2.4,
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µ2H1(a) and µ2H2(a) depend only on [H1(a)]. But it is not true that
they depend only on [H1(a)](i,ii):
Recall that, for eachH ∈ E1(a), µ2H(a) = µH1(a),H = minH1(a)(µH,a(h)/µh).
It follows from Lemmas 5.1 and 5.8 above that H1(a) is equivalent
with respect to transformations of types (i) and (ii) to a presentation
C(H1(a)) = (N1(a), C(H1(a)), E1(a)), where
C(H1(a)) := H1(a)
⋃{( ∂h
∂xi
, µh − 1
)
: (h, µh) ∈ H1(a), i = 1, . . . , m
}
,
where (x1, . . . , xm) denotes the coordinates of N1(a). In our example,
C(H1(a)) =
{
(xd−1yd−1, d), (xd−2yd−1, d− 1), (xd−1yd−2, d− 1)
}
,
so that
µC(H1(a)),H1 =
d− 2
d− 1
= µC(H1(a)),H2 .
6. Applications of the desingularization principle
The main topics of this section – universal embedded desingulariza-
tion (of spaces that are not necessarily embedded), comparison of weak
and strict transforms, and simultaneous desingularization of parametrized
families – are introduced individually in the subsections below. The
point of view is that of the general desingularization principle, The-
orem 1.14. Particular results concerning embedded desingularization
(e.g., Theorems 6.1 and 6.8) depend on the fact that the Hilbert-Samuel
function satisfies the Hypotheses 1.10 that are needed to apply the
desingularization principle (see Example 1.13(2)). In Theorem 6.18,
we show that the Hilbert-Samuel function also satisfies the stronger
Hypotheses 6.13 below that are needed to extend the desingularization
principle to parametrized families (Theorem 6.15). Theorems 6.8 and
6.15 thus generalize results of [BrV] and [ENV], respectively, which
are tied to the weak embeddeded desingularization algorithm of [EV3]
(Example 1.19(4)).
6.1. Universal desingularization. Let ι = ιX (or ιJ ) denote a local
invariant of spaces X (or ideals of finite type J ; see §1.3) satisfy-
ing the Hypotheses 1.10. The invariant inv(·) = invX(·) or invJ (·),
and therefore the desingularization algorithm depend a priori on the
codimension of a presentation of inv1/2 = ι (see Hypotheses 1.10(3))
and, in particular, on the dimension of the ambient manifold M . We
avoided these issues in §3.2 by making the following simplifying as-
sumptions in Hypothesis 1.10(3): (1) ι admits a semicoherent presen-
tation G(a) = (N(a),G(a), ∅) of codimension 0 at every point a ∈ M ;
(2) µG(a) = 1. (To begin the inductive construction, we then showed
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that, for any sequence of ι-admissible transformations (1.1) (or (1.2)),
and all a ∈ Mj , j = 0, 1, . . . , the invariant ι admits a semicoherent
presentation C(a) = (N1(a), C(a), E1(a)) of codimension 1 at a, where
µC(a) ≥ 1 (Corollary 3.4).)
In §6.1.1 below, we show how to modify the local inductive con-
struction (§3.2) so that it applies without the simplifying assumptions
above. We assume only that ι admits a semicoherent presentation
C(a) = (N(a), C(a), ∅) at every point a ∈ M , of codimension p(a) ≥ 1
(Hypothesis 1.10(3); see Remark 6.2 below).
For example, [BM5, Theorems 9.4, 9.6] provide such a semicoherent
presentation of the Hilbert-Samuel function with variable codimension
p(a). The largest codimension of a presentation of the Hilbert-Samuel
function at a is not determined uniquely by HX,a [BM5, Remarks
9.15(1)]. This is why it is important to modify the local inductive
construction to ensure that inv(a) does not depend on the codimen-
sion of a presentation of ι at a.
The invariant inv(·) and therefore the desingularization algorithm,
as described in §6.1.1, nevertheless still depend on the dimension of
the ambient manifold M . In §6.1.2, we show that invX(·) can be made
independent of the embedding space of X , by a simple variation in the
definition. Given a scheme of finite type or an analytic space X (not
necessarily globally embedded), then invX(·) can be defined in this way
using any local embedding X
∣∣U →֒ M over an open subset U of X . As
a result, we obtain the following universal embedded desingularization
theorem (cf. [BM5, Theorem 13.2]) for (not necessarily embedded)
spaces X . We include the argument here both as an illustration of the
desingularization principle and to correct an error in [BM5, Remarks
9.15(3)] that is illustrated by an example of Encinas [E].
Theorem 6.1. (1) There is a finite sequence of blowings-up σj+1 :
Xj+1 → Xj, where X0 = X, such that, for any local embedding X|U →֒
M (over an open subset U of |X|), the sequence of blowings-up σj+1
restricted to the inverse images of U is induced by embedded desingu-
larization of X|U in the sense of Example 1.19(2).
(2) The desingularization is universal in the sense that, to each X
we associate a morphism σX : X
′ → X such that
(i) σX is a composite of a finite sequence of blowings-up as in (1).
(ii) If ϕ : X
∣∣
U
→ Y
∣∣
V
is an isomorphism over open subsets U, V
of two spaces X, Y (respectively), then there is an isomorphism
ϕ′ : X ′
∣∣
σ−1X (U)
→ Y ′
∣∣
σ−1Y (V )
such that σY ◦ϕ
′ = ϕ◦σX . (The lifting
ϕ′ of ϕ is necessarily unique.) In fact, ϕ lifts to isomorphisms
throughout the desingularization towers.
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6.1.1. Independence of the codimension of a presentation. Assume that
ι = ιX (or ιJ ) admits a semicoherent presentation C(a) = (N(a), C(a), ∅)
at every point a ∈M , of codimension p(a) ≥ 1. Consider any sequence
of ι-admissible transformations (1.1) (or (1.2)). We use the notation of
§3.2. Let a ∈Mj . Then inv1/2 = ι admits a semicoherent presentation
C1(a) = (N1(a), C1(a), E1(a))
at a, of codimension p(a) ≥ 1. As before, we define inv1(a) := (ι(a), s1(a))
and set
H1(a) = (N1(a),H1(a), E1(a)),
where
H1(a) := C1(a) ∪
(
E1(a)
∣∣
N1(a)
, 1
)
.
Then H1(a) is a semicoherent presentation of inv1 at a, of codimension
p(a).
If p(a) = 1, we continue the inductive definition of inv(a) exactly as
in §3.2. If p(a) > 1, however, we consider the following variation of the
definition given in §3.2. Recursively, for each r = 1, . . . , p(a) − 1, we
define
νr+1(a) := 1,
invr+1/2(a) := (invr(a); νr+1(a)),
Er+1(a) and Er+1(a) as before, sr+1(a) := #E
r+1(a), and
invr+1(a) := (invr+1/2(a), sr+1(a)).
We set Nr+1(a) := Nr(a) = N1(a), Cr+1(a) := Hr(a),
Hr+1(a) := Cr+1(a) ∪
(
Er+1(a)
∣∣
N1(a)
, 1
)
,
Cr+1(a) = (Nr+1(a), Cr+1(a), Er+1(a)),
Hr+1(a) = (Nr+1(a),Hr+1(a), Er+1(a));
then Cr+1(a) (respectively, Hr+1(a)) is a codimension p(a) presentation
of invr+1/2 (respectively, of invr+1 at a. Finally,
invp(a)(a) = (ι(a), s1(a); 1, s2(a); . . . ; 1, sp(a)(a))
and
Hp(a)(a) = (Np(a)(a),Hp(a)(a), Ep(a)(a))
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is a codimension p(a) presentation of invp(a) at a, where Np(a)(a) =
N1(a),
Hp(a)(a) = C1(a) ∪
p(a)⋃
r=1
(
Er(a)
∣∣
N1(a)
, 1
)
,
Ep(a)(a) = E(a)\
p(a)⋃
r=1
Er(a).
The definitions of inv(a) and an associated presentation now proceed
as in §3.2. The resulting definition of inv(a) is independent of the choice
of a presentation of ι at a (in particular, independent of its codimension
p(a) – see Theorem 2.3). We thus obtain the desingularization principle
Theorem 1.14 in the more general setting.
Remark 6.2. We have assumed that ι admits a semicoherent presen-
ation of codimension p(a) ≥ 1 at each point a in order to make the
above generalization of §3.2 consistent with the latter (and because we
know of no interesting example where we need to use a presentation
G(a) with p(a) = codimG(a) = 0 and µG(a) > 1). The same local con-
struction can, of course, be used if we merely assume that p(a) ≥ 0,
but the codimension of the presentation of invr+1 will be shifted by 1.
(invr+1 will have a presentation Hr+1(a) of codimension r at a, when
r > p(a).)
6.1.2. Independence of the embedding dimension. Consider X ⊂ M
and inv = invX , where ιX(a) is the Hilbert-Samuel function HX,a. If
X ⊂ M ⊂ M ′, where dimM ′ > dimM , then invX as defined above
would not be the same for X as a subspace of M or M ′ (cf. examples
of [E]). We can resolve this problem by a simple variation of §6.1.1:
The Hilbert-Samuel function HX,a determines the minimal embed-
ding dimension eX,a of X at a ∈ M :
eX,a = HX,a(1)− 1 .
Let n = dimaM and e(a) = eX,a. There is a semicoherent presentation
C(a) = (N(a), C(a), ∅) of ιX(·) = HX,· at a, where N(a) lies in a min-
imal embedding submanifold for X at a; in particular, C(a) has codi-
mension p(a) ≥ n−e(a). Consider a sequence of ιX -admissible transfor-
mations (1.1). (We use the notation above.) Let a ∈ Mj. Then inv1/2 =
ιX has a semicoherent presentation C1(a) = (N1(a), C1(a), E1(a)) at a,
of codimension p(a) ≥ n− e(a), where e(a) = eXj ,a.
We use the construction of §6.1.1, but where we now think of C1(a) as
a presentation of codimension e(a)−(n−p(a)) in a minimal embedding
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space for Xj at a. So, if p(a) > n− e(a) and q(a) denotes e(a)− (n−
p(a)), then
invq(a)(a) = (HXj ,a, s1(a); 1, s2(a); . . . ; 1, sq(a)(a)) ,
with a semicoherent presentation
Hq(a)(a) = (Nq(a)(a),Hq(a)(a), Eq(a)(a))
at a, of codimension p(a) in Mj, or of codimension q(a) in a minimal
embedding submanifold, and we now proceed as in §3.2.
If p(a) = n − e(a), then inv1(a) = (HXj ,a, s1(a)) has a presen-
tation H1(a) = (N1(a),H1(a), E1(a)) at a, where H1(a) = C1(a) ∪(
E1(a)
∣∣
N1(a)
, 1
)
, of codimension p(a) in Mj , or of codimension 0 in
a minimal embedding submanifold. In this case, it is easy to see that
µH(a) = 1, so we can find an equivalent presentation in codimension +1,
and proceed as usual. For example, Xj is smooth at a if and only if
dimaXj = e(a); in this case, inv1(a) = (He(a), s1(a)), where He denotes
the Hilbert-Samuel function of a smooth space of dimension e:
He(k) =
(
e+ k
e
)
, k ∈ N .
The resulting desingularization invariant invX is independent of the
dimension of a smooth embedding space M for X , and the desingular-
ization principle Theorem 1.14 applies to give the universal embedded
desingularization Theorem 6.1. The embedded desingularization algo-
rithm stops over a neighbourhood of a when invX(a) = (He(a), 0;∞).
6.2. Comparison of weak and strict transforms. Let X denote
a closed subspace of M and let J = IX ⊂ OM . (See §1.3.) The
purpose of this subsection is to study the strict transforms of X by
the sequence of blowings-up involved in principalization of J accord-
ing to the desingularization principle Theorem 1.14. (See Example
1.19(1).) We show, in particular, that the theorems of [EV3] (cf. Ex-
ample 1.19(4)) and [BrV] are direct consequences of the desingulariza-
tion principle (Corollaries 6.5 and 6.7 below). Theorem 6.8 following
generalizes these results by using the desingularization principle in a
novel way.
Consider an invJ -admissible sequence of transformations (1.2), where
inv1/2(a) = µa(Jj), a ∈ Mj . (See §3.2.) The following lemma is the
key point of this subsection.
Lemma 6.3. Let a ∈Mj. Then
invJ (a) = (1, 0; . . . ; 1, 0;∞)(6.1)
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(where, let us say, there are t pairs (1, 0)) if and only if there are local
coordinates (x1, . . . , xn−t, xn−t+1, . . . , xn) for Mj at a = 0 in which:
1. E(a) = {H}, where each xH = xi, for some i = 1, . . . , n− t.
2. Set x˜ = (x1, . . . , xn−t). Then Jj,a is generated by
xn , x˜
θ1xn−1 , . . . , x˜
θt−1xn−t+1 ,
where each x˜θk denotes a monomial
x˜θk = xθk11 · · ·x
θk,n−t
n−t ,
and
(a) each x˜θk is a monomial in the xH , H ∈ E(a); i.e., θki = 0
unless xi = xH , for some H;
(b) θ1 ≤ θ2 ≤ · · · ≤ θt−1 (where ≤ means componentwise inequal-
ity).
Proof. The assertion can be seen by following the local construction in
§3.2. In the language of the latter, x˜θ1 = D2(a) and
x˜θk+1−θk = Dk+2(a), k = 1, . . . , t− 2 .
(This is where (2)(b) comes from.) Moreover, {xn = · · · = xn−t+1 = 0}
is a maximal contact subspace Nt(a) (in the notation of §3.2), and x˜
restricts to a coordinate system on Nt(a).
Now set X0 = X and, for each j, let Xj+1 denote the strict transform
of X by the blowing-up σj+1. (We are not assuming that the blowings-
up σj+1 are in any sense “admissible” for the strict transforms.)
Corollary 6.4. If a ∈ Mj and invJ (a) = (1, 0; . . . ; 1, 0;∞), then a ∈
Xj.
Proof. Let πj : Mj →M0 = M denote the composite of the blowings-
up σ1, . . . , σj . By Lemma 6.3, πj
∣∣
Nt(a)\
⋃
{H∈E(a)}
is an isomorphism of
Nt(a)\
⋃
{H ∈ E(a)} with an open set of smooth points of X . The
claim follows.
Corollary 6.5 ([EV3]; see Example 1.19(4)). Suppose that X is pure-
dimensional (of dimension n− t, say, where n = dimM). Let J = IX .
Then there is a finite sequence of invJ -admissible blowings-up (1.2)
with smooth centres in the successive inverse images of SingX, such
that:
1. The final strict transform X ′ = Xj0 is smooth.
2. X ′ and E ′ = Ej0 simultaneously have only normal crossings.
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Proof. We simply apply the algorithm for principalization of J = IX ,
stopping when the maximum value of the invJ (·) becomes (1, 0; . . . ; 1, 0;∞)
(where there are t pairs (1, 0)).
The precise statement of Lemma 6.3 immediately provides stronger
versions of this result. Corollary 6.7 below, for example, is the theorem
of [BrV]. The point is that, assuming (6.1), we can use Lemma 6.3 to
completely describe the stratification by values of invJ , in a neighbour-
hood of a. We will need to work only with the largest value of invJ ,
apart from invJ (a).
Lemma 6.6. Assume (6.1). Suppose that
θt−q−1 < θt−q = · · · = θt−1 ,
where q ≤ t − 1 (and where θ0 means 0 ∈ N
n−t; we are using the
notation of Lemma 6.3). Let τ(a) denote the largest value of invJ ,
apart from invJ (a), in a small neighbourhood of a. Then
τ(a) = (1, 0; . . . ; 1, 0; 0) ,(6.2)
where there are t− q pairs (1, 0) in (6.2). The locus of points x near a
where invJ (x) = τ(a) is given by
xn = xn−1 = · · · = xn−t+q+1 = 0 ,
xn−k 6= 0 , for some k = t− q, . . . , t− 1 ,
Dt−q+1(a) = x˜
θt−q−θt−q−1 = 0 .
(6.3)
This is a simple consequence of Lemma 6.3. Let Σ = {x : invJ (x) ≥
τ(a)} (i.e., the closure of the locus (6.3)). Then Σ is given by
xn = xn−1 = · · · = xn−t+q+1 = 0 ,
Dt−q+1(a) = 0 .
Consider the local blowing-up σ with centre given by any component
of Σ; i.e., with centre
xn = xn−1 = · · · = xn−t+q+1 = 0 ,
xi = 0 , for some xi occuring in Dt−q+1(a) .
In the “xi-chart” Uxi of this blowing-up, the weak transform J
′
j of Jj
is generated by
xn , x˜
θ1xn−1 , . . . , x˜
θt−q−1xn−t+q+1 , x˜
θt−q−(i)xn−t+q , . . . , x˜
θt−q−(i)xn−t ,
where (i) denotes the multiindex of length n− t with 1 in the i’th place
and 0 elsewhere. The strict transform X ′j of Xj is still given by
xn = xn−1 = · · · = xn−t+1 = 0
in the chart Uxi .
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Corollary 6.7 ([BrV]). Suppose that X is a closed subspace ofM . Let
J = IX . Then there is a finite sequence of invJ -admissible blowings-up
(1.2) with smooth centres in the successive inverse images of SingX,
such that:
1. The final strict transform X ′ = Xj1 is smooth.
2. X ′ and E ′ = Ej1 simultaneously have only normal crossings.
3. The final total transform Jπ−1j1 (X)
is the product of IXj1 with a
normal crossings divisor supported on the exceptional locus. (πj1
denotes the composite of the sequence of blowings-up.)
Proof. Let us first suppose that X is pure-dimensional (of dimension
n − t, say, where n = dimM . We apply the algorithm for principal-
ization of J as in Corollary 6.5, stopping (in year j0, say) when the
maximum value of invJ (·) becomes (1, 0; . . . ; 1, 0;∞) (where there are
n pairs (1, 0)).
We can now simply continue to blow up with centre determined
by the maximum value of the extended invariant inveJ (cf. proof of
Corollary 1.17) outside the strict transform of X . (For example, if the
maximum stratum in Mj0\Xj0 is not closed in Mj0, then its closure is
smooth and has only normal crossings with respect to Xj0 , by Lemma
6.6.) We continue to blow up with centre given by the closure of the
locus of maximum values of inveJ outside the strict transform of X ,
until the support of the weak transform equals the support of the strict
transform, say in year j1; i.e., until at any point a ∈ Xj1 , Jj1,a is
generated by
xn, xn−1 , . . . , xn−t+1
(in suitable coordinates as in Lemma 6.3). In particular, Jj1 = IXj1
and the assertion follows.
We can of course continue in this way to prove Corollary 6.7 (and also
Corollary 6.5) without the assumption of pure-dimensionality. Sup-
pose that X has smooth parts of codimensions t1, t2, . . . , tq. We blow
up first until the maximum value of the invariant is (1, 0; . . . ; 1, 0;∞)
(with t1 pairs (1, 0)), say on Z(t1). We then continue as above un-
til the maximum value of the invariant outside the strict transform of
Z(t1) is (1, 0; . . . ; 1, 0;∞) (with t2 pairs (1, 0)), say on Z(t2). We now
continue using the maximum value of the (extended) invariant on the
complement of the strict transforms of Z(t1) and Z(t2), etc.
The assertion of Corollary 6.7 is not restricted to the weak form of
desingularization given by Corollary 6.5. Beginning with the conclusion
of the embedded desingularization theorem (Example 1.19(1) above),
we can transform to the product condition (3) (in Corollary 6.7) using
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the following theorem (applied with X = the final strict transform of
our original closed subspace (Y , say) and with J = the final weak
transform of IY ).
Theorem 6.8. Let X denote a smooth closed subspace of M , and let
E be a collection of smooth hypersurfaces in M such that X and E
simultaneously have only normal crossings. Let J be an ideal of finite
type in OM such that suppOM/J ⊂ X ∪ E and J = IX on X\E.
Then there exists a finite sequence of transformations
−→ Mj+1
σj+1
−→ Mj −→ · · · −→ M0 = M
Xj+1 Xj X0 = X
Jj+1 Jj J0 = J
Ej+1 Ej E0 = E
(6.4)
where, for each j,
σj+1 is a blowing-up of Mj with smooth centre Cj that is invJ -
admissible, is supported in Ej, and simultaneously has only nor-
mal crossings with respect to Xj and Ej,
Xj+1 denotes the strict transform of Xj,
Jj+1 denotes the weak transform of Jj,
and such that the final transforms X ′ and J ′ satisfy
J ′ = IX′ ;
thus, the final total transform π−1(IX) is the product of IX′ with a
normal crossings divisor supported in E ′.
Proof. We define a new invariant invJ ,X(·) inductively over a sequence
(6.4), in the following way. Let a ∈Mj . Set inv1/2(a) = ι(a), where
ι(a) := (invJ (a), δXj (a)) ,
and
δXj(a) =
{
1 , a ∈ Xj
0 , a /∈ Xj .
The inv1/2 = ι satisfies Hypotheses 1.10(1) and (2), as well as (a slight
variant of) (3): If H(a) = (N(a),H(a), E(a)) is a semicoherent presen-
tation of invJ at a (the term E(a) is irrelevant here), then inv1/2 has a
semicoherent presentation at a given by
(N(a), H(a) ∪ {(gk, 1)}, E1(a)) ,
where {gk} is the set of restrictions to N(a) of a finite set of generators
of IXj ,a with linearly independent gradients (and E1(a) = E(a)\E
1(a),
where E1(a) is determined using inv1/2 according to Definitions 1.15,
as usual). (Although this semicoherent presentation of inv1/2 is in the
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weaker sense of Remark 3.5, it suffices to begin the inductive construc-
tion as in §3.2 because its semicoherent equivalence class depends only
on Jj,a, Xj,a and the various blocks of exceptional divisors involved in
defining invJ (a).)
Then inv1/2 extends to an invariant invJ ,X defined inductively over a
sequence of blowings-up (6.4) with invJ ,X-admissible centres, according
to the desingularization principle Theorem 1.14. If a ∈ Xj\Ej , then
invJ (a) = (1, 0; . . . ; 1, 0;∞)
((1, 0) occuring t times, where t = codim aXj), and
invJ ,X(a) = ((invJ (a), 1), 0;∞) .
On the other hand, if a ∈ Xj and
invJ ,X(a) = (((1, 0; . . . ; 1, 0;∞), 1), 0;∞) ,
then invJ (a) = (1, 0; . . . ; 1, 0;∞), so that Lemma 6.3 applies. Hence
we can blow up the maximum locus of inveJ ,X until invJ ,X is constant
on Xj (at least when X is pure-dimensional), and then argue as in the
proof of Corollary 6.7; the general (not necessarily pure-dimensional)
case follows as in the latter.
6.3. Simultaneous desingularization of parametrized families.
A family of spaces parametrized by a space T means a morphism p :
X → T (e.g. a morphism of schemes of finite type over a field of
characteristic zero, or a morphism of analytic spaces). The fibres Xt,
t ∈ T , form a family of closed subspaces of X .
Definitions 6.9. Let p : M → T be a morphism of smooth spaces
(manifolds). We say that p is smooth at a ∈ M if there is a system
of local coordinates (x1, . . . , xn) in a neighbourhood of a, in which p
is a projection onto a coordinate subspace (x1, . . . , xn) 7→ (x1, . . . , xk)
(where k ≤ n). We say that p is smooth if it is smooth at every point
of M .
Let E denote a configuration (finite collection) of smooth closed sub-
spaces of M that simultaneously have only normal crossings. We say
that the morphism p restricts to a smooth projection from E to T if
p restricts to a smooth morphism of every element of E and of ev-
ery intersection of elements of E. (There is a more general notion of
“smooth morphism” between spaces that are not necessarily smooth
[Ha, Chapt. III, Sect. 10] which we will not need; it is equivalent to
the preceding when the target space is smooth and the source has only
normal crossings.)
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Definitions 6.10. Simultaneous resolution of singularities of a family
of spaces X → T means (some version of) resolution of singularities of
X by blowings-up with smooth centres such that all centres and also
the final strict transform of X project smoothly to T .
Simultaneous embedded desingularization means simultaneous reso-
lution of singularities with the additional property that, at each step,
the entire configuration of exceptional divisors together with the centre
of blowing up (or together with the final strict transform of X) projects
smoothly to T .
A simultaneous resolution of singularities (respectively, simultaneous
embedded resolution of singularities) of X → T restricts to a resolution
of singularities (respectively, embedded resolution of singularities) of
every fibre Xt.
Any theorem of resolution of singularities by blowings-up with smooth
centres immediately implies that the parameter- space of a proper fam-
ily can be stratified so that the fibres can be simultaneously desingu-
larized over every stratum (cf. [PS, Thm. 4, Ref. BM99], [ENV, Sect.
4]):
Theorem 6.11. Let p : X → T denote a proper morphism. Then
there is a finite filtration by closed subsets,
T = T0 ⊃ T1 ⊃ · · · ⊃ Tl = ∅ ,
such that, for all k, Uk := Tk\Tk+1 is smooth and the family Xk
∣∣
Uk
→
Uk admits simultaneous (embedded) desingularization.
Proof. We can assume the p is surjective. Consider (embedded) reso-
lution of singularities of X . By the “generic smoothness theorem” (cf.
[Ha, Cor. 10.7]), there is a proper closed subspace T1 of T such that
T\T1 is smooth and (over T\T1) all centres of blowing up, as well as
the final strict transform of X , project smoothly onto T\T1 (and, at
every step, the collection of exceptional divisors together with the cen-
tre, or together with the final strict transform of X , projects smoothly
onto T\T1). Thus the family of fibres admits simultaneous (embedded)
desingularization over T\T1. The result follows by induction.
Remark 6.12. We have not stated this theorem with the precisions
that are evidently needed to cover all categories. For example, in the
complex-analytic category, we should either apply the statement to a
relatively compact open subset of T , or use a locally finite filtration; in
the real-analytic case, we should either assume that p admits a proper
complexification, or use a semianalytic filtration of T .
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Our main purpose in this section is to give a more precise version of
Theorem 6.11 by extending Theorem 1.14 to a “desingularization prin-
ciple for families” (Theorem 6.15 below). The Hilbert-Samuel function
of X , as well as the order of the ideal IX satisfy the Hypotheses 6.13
below that are needed for Theorem 6.15. (See Lemma 6.14 and Theo-
rem 6.17). The theorem of [ENV] uses the order of IX , so Theorems
6.15 and 6.17 extend the latter to the stronger form of embedded desin-
gularization (cf. Examples 1.19).
Notation. Let X → T be a family of spaces, as above. Let t ∈ T . We
let Xt denote the fibre over t, and set
X(t) := Xt × (germ of T at t) .
(It is more convenient to use X(t) rather than Xt in comparing the
Hilbert-Samuel functions (or other invariants) of X and of Xt at a
given point in Xt.) If a ∈ X , let t(a) denote the image of a in T .
If X → T , then, locally in X , there is an embedding X →֒ M in a
manifold M , together with a smooth morphism M → T that restricts
to the given projection X → T . In Hypotheses 6.13 and Theorem 6.15
following, we will therefore assume that X →֒ M and that X → T is
induced by a smooth projection p : M → T . As in §6.1, however, our
results will be independent of the embedding.
Let H(a) = (N(a),H(a), E(a)) denote a local presentation of codi-
mension q at a ∈ M . If E(a) and N(a) together map smoothly to T ,
then we can define the restriction of H(a) to the fibre Mt(a) in an ob-
vious way: Let t = t(a) and let H(a)t := (N(a)t,H(a)t, E(a)t), where
N(a)t is the fibre of N(a) → T , E(a)t := {Ht : H ∈ E(a)}, where Ht
denotes the fibre of H → T , and
H(a)t = {(ht, µh) : (h, µh) ∈ H(a)} ,
where ht := h
∣∣
N(a)t
.
Hypotheses 6.13. We will assume that ιX satisfies Hypotheses 1.10
(1) and (2), together with the following additional property:
(3) Let a ∈ X and let t = t(a). Then:
(a) ιX(t)(a) ≥ ιX(a) .
(b) If ιX(t)(a) = ιX(a), then there is a semicoherent presentation
H(a) = (N(a),H(a), ∅)
of ιX at a, of codimension q = q(a), say, such thatN(a)→ T is
smooth, H(a)t is a semicoherent presentation (of codimension
q) of ιX(t) at a, and µH(a)t = µH(a).
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(c) If there is a (germ of a) smooth subspace S ⊂ SιX such that
S → T is smooth, then ιX(t)(a) = ιX(a).
Lemma 6.14. let ιX(a) denote the order µa(J ) of J := IX (cf. Def-
initions 1.4 and Examples 1.8). Then ιX satisfies Hypotheses 6.13.
Proof. By Example 1.13(1), ιX satisfies Hypotheses 1.10; we have to
verify 6.13(3). Choose coordinates (x1, . . . , xn) for M in a neighbour-
hood of a = 0, in which p is a projection (x1, . . . , xn) 7→ (x1, . . . , xn−r);
write u := (x1, . . . , xn−r), v := (xn−r+1, . . . , xn). If {gi(u, v) : i =
1, . . . , q} is a set of generators of Ja, then J(t),a is generated by {gi(0, v)}.
Therefore, properties (a) and (b) are obvious.
To prove (c): Consider a smooth germ S ⊂ Sµ·(J )(a) such that
S → T is smooth. Then µS,a(J ) = µa(J ) (because µ·(J ) is constant
on S; cf. Definitions 1.4). Let d = µa(J ) and write
gi(u, v) =
∑
α∈Nr , |α|≥d
gi,α(u)v
α, i = 1, . . . , q .
Then gi,α(0) 6= 0, for some i and some α such that |α| = d. Therefore,
µa(J(t)) = d.
Theorem 6.15. Suppose that ιX satisfies Hypotheses 6.13. Consider
any sequence of invX-admissible local blowings-up (1.1). Let a ∈ Xj
and let ai denote the image of a in Xi, i ≤ j. Assume that, for all
i < j, Ei together with Ci maps smoothly to T at ai, and invX(t)(ai) =
invX(ai). (In particular, the sequence up to year j induces an invX(t)-
admissible sequence (locally at the points ai) on the fibres over t.) Then
invX(t)(a) ≥ invX(a) ,
and the following conditions are equivalent:
1. invX(t)(a) = invX(a).
2. There is a smooth subspace (germ) S of SinvX (a) such that S → T
is smooth.
3. SinvX (a) maps smoothly to T .
By invX(t), we mean the invariant for the fibre Xt given by the desin-
gularization principle Theorem 1.14, beginning with inv1/2 = ιX(t). The
assumption that invX(t)(ai) = invX(ai), i < j, is, in fact, redundant –
it follows by induction from the conclusion of the theorem.
Proof of Theorem 6.15. We will follow the local inductive construction
of §3.2 (or, more generally, §6.1), but we will use Villamayor’s variant
of this construction (as described in §3.4), to extend the properties of
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Hypotheses 6.13 to the truncated invariants invr−1/2(a) and invr(a),
for each successive r. (See Remark 6.16.)
Note first that, by the hypotheses, E(a) → T is smooth and, if
ιX(t)(a) = ιX(a), then there is a semicoherent presentation
H(a) = (N(a),H(a), E(a))
of ιX at a, satisfying the obvious generalization of property 6.13(3)(b):
H(a)t = (N(a)t,H(a)t, E(a)t) is a presentation of inv1/2 = ιX(t) at a
(for the fibre Xj,t).
Now consider r ≥ 1, and assume that invr−1/2 satisfies the analogues
of Hypotheses 1.10(1) and 6.13(3) (where, in (3)(b), there is a semico-
herent presentation
Hr(a) = (Nr(a),Hr(a), Er(a))
of invr−1/2 at a, that restricts to a semicoherent presentation
Hr(a)t = (Nr(a)t,Hr(a)t, Er(a)t)
of invr−1/2, t (the invariant for the fibre) at a). We then have to
show that invr satisfies the analogues of 6.13(3)(a)-(c). (For this, it is
enough to assume that the previous centres of blowing up are (r−1/2)-
admissible and map smoothly to T .)
First consider (a) and (b). If invr−1/2, t(a) > invr−1/2(a), then there
is nothing more to do. Assume invr−1/2, t(a) = invr−1/2(a). Then au-
tomatically Ert (a) = E
r(a) (more precisely, Ert (a) = {H
∣∣
Xt
: H ∈
Er(a)}, where Ert (a) denotes the analogue of E
r(a) for the fibre Xt),
and sr,t(a) = sr(a) (where sr,t(a) is again the analogue of sr(a) for the
fibre). (In fact, these equalities hold at ai, for all i ≤ j.) It follows that
invr,t(a) = invr(a), and there is a semicoherent presentation
Cr(a) = (Nr(a), Cr(a), Er(a))
of invr at a, with the properties required for (b).
Property (c) is obvious because, if S ⊂ Sinvr(a) is a smooth germ such
that S → T is smooth, then invr−1/2, t(a) = invr−1/2(a), by property
(c) for invr−1/2, so that sr,t(a) = sr(a), as above. This completes the
step from invr−1/2 to invr.
Now assume that invr satisfies the analogues of Hypotheses 1.10(1)
and 6.13(3); in particular, in (b), there is a semicoherent presentation
Cr(a) of invr at a, as above, that restricts to a semicoherent presenta-
tion of invr,t at a. It is enough to assume that the previous centres of
blowing up are invr+1/2-admissible and map smoothly to T .
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If invr,t(a) > invr(a), then again there is nothing to do. Assume that
invr,t(a) = invr(a). Then
µr+1, t(a) ≥ µr+1(a) ,
by property (b) for invr, because µr+1(a) and µr+1, t(a) are realized as
multiplicities of a given function, before and after restriction to the
fibre Xt (cf. Lemma 6.14). On the other hand, for every H ∈ Er(a),
µr+1,H, t(a) = µr+1,H(a) ,(6.5)
by induction over the sequence of blowings-up, using Lemma 3.7 and
the assumption on the previous centres. Therefore,
νr+1, t(a) ≥ νr+1(a) ,(6.6)
so we have proved (a).
If invr,t(a) = invr(a) and νr+1, t(a) = νr+1(a), then the presentation
Gr+1(a) of invr+1/2 at a constructed as in §§3.2, 3.4, restricts to a
presentation G
r+1,t
(a) of invr+1/2, t(a). Thus (b) is satisfied.
To prove (c), let S ⊂ Sinvr+1/2(a) be a smooth germ such that S → T
is smooth. By property (c) for invr, invr,t(a) = invr(a). Then, by (6.5),
in order to prove that νr+1, t(a) = νr+1(a), it is enough to prove that
µr+1, t(a) = µr+1(a). The latter is a statement about the order of a
function (or an ideal), established by Lemma 6.14. This completes the
step from invr to invr+1/2.
Finally, the full invariant invX satisfies the analogue of property
6.13(3), and the conclusion of the theorem follows immediately.
Remark 6.16. Recall, from §§3.2, 3.3, that, in order to define νr+1 and
prove the semicontinuity properties of invr+1/2, it is enough to assume
that the previous centres of blowing up are (r − 1/2)-admissible. We
need the stronger (r + 1/2)-admissibility assumption on the previous
centres in the step from invr to invr+1/2 in the proof of Theorem 6.15
in order to prove the semicontinuity condition (6.6) using (6.5). This is
the reason for using Villamayor’s smaller block of exceptional divisors
Er(a) – Lemma 3.7 shows that, for H in the smaller block, µr+1,H(a)
can be computed using the values in previous years. It would seem
that (6.5) need not hold for the additional exceptional divisors that
are factored out to define the residual multiplicities according to the
inductive construction in the Bierstone-Milman algorithm.
Corollary 6.17. Suppose that ιX satisfies Hypotheses 6.13. Consider
a desingularization ofX by a finite sequence of invX-admissible blowings-
up (1.1). Then the following conditions are equivalent:
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1. All centres of blowing up Ci (as well as the final strict transform
of X) project smoothly to T .
2. invX(t(a))(a) = invX(a) for all a ∈Mi, i = 0, 1, . . . .
This is an immediate consequence of Theorem 6.15. Corollary 6.17
provides a more precise version of Theorem 6.11 (by using the generic
smoothness theorem as in the proof of the latter).
Theorem 6.18. Let ιX(a) denote the Hilbert-Samuel function HX,a
(cf. Examples 1.8). Then ιX satisfies Hypotheses 6.13.
Proof. By Examples 1.13(2), ιX satisfies Hypotheses 1.10. We have
to verify properties (3)(a)-(c) of Hypotheses 6.13. Let a ∈ X and let
t = t(a).
(a) HX(t),a ≥ HX,a, by an elementary lemma [BM3, Lemma 7.5].
We will establish properties (b) and (c) (in fact, we will first prove
(c)) using a semicoherent presentation of the Hilbert-Samuel function
constructed in [BM5, Theorems 9.4, 9.6] (so an understanding of the
following argument requires some familiarity with the latter). We will
use the notation of [BM5, (7.1)]; N(·) will denote the diagram of initial
exponents of an ideal in a ring of formal power series, as defined, for
example, in [BM5, Sect. 3]. Let K denote the underlying ground field
of our space. (In the following arguments in the case of schemes, K
should really be understood as the residue field of the point a; see
[BM5, Remark 3.8] for an explanation of this point.)
(c) Let S ⊂ SHX,·(a) denote a germ of a smooth subset such that S → T
is smooth. Consider a presentation H(a) = (N(a),H(a), ∅) of HX,· at
a, satisfying the hypotheses of [BM5, Theorem 9.4]. Then N(a) → T
is smooth, since S ⊂ N(a) and S → T is smooth.
Claim. If N(a)→ T is smooth, then HX(t),a = HX,a.
To prove this claim: We use the notation of [BM5, Theorem 9.4].
In particular, w = (w1, . . . , wn−r) represents a coordinate system on
N(a), ÎX,a ⊂ ÔM,a = K[[W,Z]], where W = (W1, . . . ,Wn−r) and Z =
(Z1, . . . , Zr), and the vertices of N(ÎX,a) ⊂ N
n depend only on the
Z-coordinates; i.e., N(ÎX,a) = N
n−r ×N∗, where N∗ ⊂ Nr. Moreover,
since N(a)→ T is smooth, we can assume that the coordinates w split
as w = (u, v), where (u, v) 7→ u is the projection N(a) → T , and that
ÎX,a ⊂ K[[W,Z]] = K[[U, V, Z]]. Since ÎX(t),a is obtained from ÎX,a by
setting U = 0,
N(ÎX(t),a) = N(ÎX,a) .
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Then, by [BM5, Lemma 7.5],
HX(t),a = HX,a .
(b) Assume that HX(t),a = HX,a. Choose local coordinates (u, v) =
(u1, . . . , un−s, v1, . . . , vs) for M at a such that (u, v) 7→ u is the pro-
jection to T . Set J1 := ÎX,a ⊂ K[[u, v]] and J0 := ÎX(t),a; thus J0 is the
ideal in K[[u, v]] generated by the evaluations at u = 0 of the elements
of J1. Write HJ1 and HJ0 for the Hilbert-Samuel functions of the quo-
tients of K[[u, v]] by J1 and J0 (respectively); i.e., for HX,a and HX(t),a
(respectively). Let m denote the maximal ideal of K[[u, v]].
We will first show that
N(ÎX(t),a) = N(ÎX,a) .(6.7)
Let N∗ ⊂ Ns denote the diagram of initial exponents of ÎXt,a ⊂ K[[v]],
so that the diagram N = N(J0) is
N = Nn−s ×N∗ ⊂ Nn .
Then
K[[u, v]] = J0 ⊕K[[u, v]]
N ,(6.8)
where K[[u, v]]N denotes the subset of formal power series supported in
the complement of N, by Hironaka’s formal division theorem [BM5,
Theorem 3.17], and
K[[u, v]] = J1 +K[[u, v]]
N(6.9)
(where the sum is not necessarily direct), by the formal division the-
orem with parameters. (See [BM1, Theorem 3.1], [Ga].) By the as-
sumption,
HJ1 = HJ0 = HN ,(6.10)
where
HN(k) := #{α ∈ N
n : α /∈ N, |α| ≤ k}, k ∈ N .
Claim. J1 ∩K[[u, v]]
N = {0}. Moreover, if f = g + h, where f ∈ mk,
g ∈ J1 and h ∈ K[[u, v]]
N, then g ∈ mk and h ∈ mk.
The claim implies (6.7); i.e., N(J1) = N(J0): Consider any vertex α
of N∗. Using (6.9) and the claim, we can write
vα = fα(u, v) + rα(u, v) ,(6.11)
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where fα(u, v) ∈ J1, rα(u, v) ∈ K[[u, v]]
N, and the order of any monomial
in rα(u, v) is at least |α|. Set u = 0 in (6.11). Then
vα = fα(0, v) + rα(0, v) .
Thus, fα(0, v) is the element of the standard basis of J0 representing
the vertex α; in particular, every monomial in rα(0, v) has exponent
> (0, α), according to the formal division theorem (where the elements
δ ∈ Nn are ordered according to the lexicographic order of (|δ|, δ).
See [BM5, Corollary 3.19].) It follows that any monomial in rα(u, v)
has exponent > (0, α): Consider a monomial uβvγ in rα(u, v), where
|β|+ |γ| = |α|. If β 6= 0, then (β, γ) > (0, α), by the definition of the
ordering. On the other hand, if β = 0, then (0, γ) > (0, α), since all
exponents of rα(0, v) are > (0, α). Therefore, the initial exponent (the
smallest exponent) of fα(u, v) is (0, α). Hence
N(J1) ⊃ N(J0) = N ,
and it follows from (6.10) that N(J1) = N(J0).
Proof of the preceding claim. For each k ∈ N, there is a surjective
homomorphism
K[[u, v]]N
K[[u, v]]N∩ (J1 +mk+1)
→
K[[u, v]]
J1 +mk+1
.(6.12)
Therefore,
HN(k) = dim
K[[u, v]]N
K[[u, v]]N ∩mk+1
≥ dim
K[[u, v]]N
K[[u, v]]N ∩ (J1 +mk+1)
≥ dim
K[[u, v]]
J1 +mk+1
= HJ1(k) = HN(k) ,
so all terms are equal. Hence, for every k, (6.12) is an isomorphism,
and
K[[u, v]]N ∩ (J1 +m
k+1) = K[[u, v]]N∩mk+1 .(6.13)
So
J1 ∩K[[u, v]]
N ⊂ K[[u, v]]N ∩mk+1 ,
for all k; therefore J1 ∩K[[u, v]]
N = 0; i.e.,
K[[u, v]] = J1 ⊕K[[u, v]]
N .
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Moreover, if f = g + h, where f ∈ mk, g ∈ J1 and h ∈ K[[u, v]]
N, then
h ∈ K[[u, v]]N ∩mk, by (6.13); i.e., h ∈ mk, so g ∈ mk. This proves the
claim.
We have proved that the standard basis of J1 gives the standard
basis of J0 when we set u = 0. This gives the variant of (b) where
the presentation is merely formal. We can, in fact, prove that the
semicoherent presentation of the Hilbert-Samuel function constructed
in [BM5, Theorem 9.6] satisfies property (b) as stated :
We have shown that N(ÎX,a) = N is a product N
n−s × N∗, where
N
∗ ⊂ Ns (corresponding to the v-coordinates). LetH(a) = (N(a),H(a), ∅)
denote the semicoherent presentation constructed in [BM5, Theorem
9.6]; then the maximal contact submanifold N(a) has coordinates w =
(u, w1) such that (u, w1) 7→ u is the mapping N(a)→ T (in particular,
this mapping is smooth). Because of this and the structure of [BM5,
Theorem 9.4], we get a semicoherent presentation of HX(t),· at a by
setting u = 0. To see this, it is enough to observe that the properties
of [BM5, Theorem 9.4] survive on setting certain of the w-coordinates
in the latter equal to 0. (In particular, the formal properties [BM5,
(7.2)(1)-(5)] survive on setting certain of the formal W -coordinates in
[BM5, Theorem 9.4] equal to 0.) This completes the proof.
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