A Neural-Field-like Approach for Modeling Human Group Actions in Meetings by Stephan Reiter et al.
A Neural-Field-like Approach for Modeling Human Group Actions in Meetings
Stephan Reiter and Gerhard Rigoll
Technische Universit¨ at M¨ unchen
Institute for Human-Machine Communication
80290 Munich, Germany
Abstract
Inthis paperwe investigatea new architecturefor recogniz-
ing human group actions in meetings. These group actions
provide a basis that enables effective browsing and query-
ing in a meeting archive. For this task we propose an ar-
chitecture that was inspired by the neural eld theory. Our
approach is particular, because contrary to other methods,
we present all features to our classier in parallel. The ex-
periments show, that our system has comparable results to
existing sequential techniques.
1. Introduction
Analysis of meetings is a task that some research groups
havebegunto deal with only recently. Meanwhile a number
ofgroupsareconcernedwithdevelopinga meetingrecorder
or a meeting browser system. In the meeting project at ICSI
[8], for example, the main goal is to produce a transcript
of the speech. At CMU the intention is to develop a meet-
ing browser, which includes challenging tasks like speech
transcription and summarization [12] and the multimodal
tracking of people throughout the meeting [2, 11]. In the
European research project M4 the main concern is the con-
struction of a demonstration system to enable structuring,
browsing and querying of an archive of automatically ana-
lyzed meetings.
Due to the complex information ow of visual, acous-
tic and other information sources in meetings (e.g. from
documents or projectors) the segmentation of a meeting in
appropriate sections represents a very challenging pattern
recognition task, which is currently investigated by only a
few research teams.
Goal of the described work here is, to divide a meet-
ing into segments with the length of several seconds, the so
called group actions. A common approach is to present the
features in a sequential order. This is done for example in
[7, 9, 13, 10]. There various standard techniques for pattern
recognition like Hidden Markov Models (HMM), Bayesian
Networks, Multilayer Perceptrons (MLP) and Support Vec-
tor Machines (SVM) are used. Here we propose a new ap-
proach by presenting all features in parallel in one instant.
In doing so, events from the very beginning of a meeting
can have inuence on an event at the end of the meeting
and the other way round.
The paper is organized as follows: Section 2 describes
the meeting data. In Section 3 the neural-eld-like system
is introduced. Section 4 then describes the features that
were used. Finally in Section 5 the results of our system
are given.
2. The Meeting Data
For our research we used the public available meeting cor-
pus from IDIAP that is described in [7]. This corpus con-
sists in special scripted meetings that were recorded in the
IDIAP Smart Meeting Room. This is a room equipped with
fully synchronized multichannel audio and video record-
ing facilities. Each participant has a close-talk lapel mi-
crophone attached to his clothes. Additionally a micro-
phone array on top of the table was used. Three television
video cameras provide PAL quality video signals that were
recorded onto separate digital video tape recorders.
Each recorded meeting consists of a set of predened
group actions in a specic order that was dened in an
agenda. The appearing group actions are:
 Monologue(one participantspeaks continuouslywith-
out interruption)
 Discussion (all participants engage in a discussion)
 Note-taking (all participants write notes)
 White-board(oneparticipantat frontofroomtalks and
makes notes on the white board)
 Presentation (one participant at front of room makes a
presentation using the projector screen)
A total of 53 scripted meetings with two disjoint sets of
meeting participants were recorded. 30 of them were used
for the training, the remaining 23 videos were used for the
evaluation of the system. In each meeting there were four
participants at six possible positions: four seats plus white-
board and presentation board.
13. The Neural-Field-like system
For the task of segmenting the meetings into group actions
we propose a new approach that is based on the theory of
the neural elds, rst analyzed by Amari [1]. Meanwhile
some other researchers make use of the neural elds in var-
ious applications [5, 3]. Here the idea is to present the fea-
tures of a whole meeting to the neural eld simultaneously
and get a segmentation and classication as output. In this
way elements from the end of a meeting can have inuence
on elements at the beginning, which should increase the ro-
bustness of the classication task. The typical equation for
a neural eld is denoted in eq. 1.

@u(x;t)
@t
=  u(x;t)+
Z
w(jx yj)f[u(y)]dy+h+s(x;t)
(1)
Thereby the output u(t) describes the average membrane
potential at time t of a neuron. The average activity is given
by the transfer function f[u(t)], which can be of any arbi-
trary style. The input for each neuronis dened by the term
s(x;t). The strength of the connectionsw(jx yj) between
two neurons is dened here as a function of their relative
distance.  describes the time constant of the dynamics and
h  0 the resting level to which the output u(x;t) relaxes
in the absence of any input.
As our inputs will be stationary, the time dependency of
s(x;t) does not apply. So the input becomes s(x) only.
Furthermore we are only interested in stable points, where
the activations of the neurons are not changing anymore.
This is the case, if
@u(x;t)
@t = 0. With these two constraints,
the equation for the neural eld becomes
u(x) =
Z
w(jx   yj)f[u(y)]dy + h + s(x) (2)
Sinceacomputercannothandlecalculationsinacontinuous
space,wehavetodiscretizetheneuraleldequation. Itthen
becomes the following form,
u(k) =
X

w(jk   j)f[u(k   1)] + h + s(k) (3)
withtheindex runningfrom1tothenumberofallneurons
in the eld.
The architecture of our neural-eld-like classier is like
the following: The features of an entire meeting are put in
temporal order, are then cut into N frames and are provided
to the classier as input. The calculated output gives then
a hint which group actions occur, in which order and with
appropriatetimestamp. Theleveloftheactivity(afterquan-
tization) corresponds to a specic group action. This is il-
lustrated in gure 1.
An advancedinvestigationof equation3 reveals a certain
similarity to recurrent neural networks. The rst layer of an
t
activity
neural field
input
123... N
presentation
discussion monologue
Figure1: Schematicsketch ofthe architectureof theneural-
eld-like classier
Elman Network [4] for example has the followingequation:
a1(k) =
X
Wra1(k   1) + h + s(k) (4)
where Wr is the weight matrix, s(k) is the input and h is
the bias. In equation 4 the assumption was made that the
activity function is the identity function f(x) = x. Also
s(k) is an abbreviation of the weighted sum of the inputs
s(k) =
P
wisi(k). With these assumptions it is possible
to dene an equivalent recurrent neural net, that has almost
the same architecture as our proposed neural-eld-like sys-
tem, but has the great advantage that all known learning al-
gorithms can be used. In gure 2 an equivalent recurrent
neural net is shown that is used for our segmentation and
classication problem. In this gure not all connections be-
tween the neurons are plotted. From each neuron there can
be recurrent connections to all other neurons. We dene the
coupling length as the number of recurrent connections to
one side of a neuron. For this type of neural net all training-
algorithms for recurrent nets can be used. In our case we
use a Jordan-Elman-Back-Propagationtraining.
For each frame i 2 [1:::N] there is one neuron in the
recurrent neural net. The input of each neuron consists of
six or twelve features from the speaker-turn detection and
global-motiondetectionrespectively,dependingonwhether
we use an unimodal or a multi-modal approach. The output
is binarycoded. Thereforetheoutputlayerconsists in 8  N
neurons since we have eight classes. For each of the N time
frames the resulting group action is determined by the neu-
ron with the highest activity.
4. Feature Extraction
This section illustrates briey the low level algorithms that
are used to provide the input for our neural-eld-like sys-
tem.
4.1. Speaker Turn Detection
The results of the speaker turn detection have been kindly
provided from another partner in our international project.
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Figure2: Architecture of the equivalentrecurrentneural net
(not all connections are shown)
A generic, short-term clustering algorithm is used that can
track multiple objects for a low computational cost. In [6]
the three-step algorithm consisting in frame-level analysis,
short-term analysis and long-term analysis is presented in
detail.
4.2. Global Motion Features
Global motion features have turned out as suitable features
for gesture recognition in [14]. For the task of group ac-
tion recognition some of these features were investigated.
In general the global motion features are calculated as fol-
lows: In the differenceimage Id(t) a so called action region
arounda personis dened. Amongotherfeatures,in this re-
gion the intensity of motion i(t) of the center of mass m(t)
is estimated. The intensity of motion is a strong indicator,
whether a person is present at a specic place or not. This
calculationis done for all six possible locations in the meet-
ing room.
5. Group Action Segmentation
As mentioned in section 1 all features of an entire meet-
ing are presented to the recurrent neural net in parallel.
With a frame rate of ve Hertz and a length of a meeting
of approx. ve minutes, this results in a total number of
5min 60 sec
min  5 1
sec = 1500 features of at least six dimen-
sions. Unfortunately such an amount of data is not feasible.
Therefore some features have to be combined to one item.
Another reason for this procedure is that we can guarantee
that a recognized group action has at least the length of the
merged features. This we refer to as minimum length of a
group action.
We conductedseveralexperimentswithvaryingnumbers
of inputs and various time scales. First experiments with
only one modality (only speaker-turns) were accomplished.
Table 1 shows the results of several passes with different
minimum lengths. Here the best result is achieved, when
the group actions have a minimum length of twenty sec-
onds. Thentheframeerrorrateis only0.333. Unfortunately
thereisnodependencybetweenthenumberofsecondstobe
#sec. FER (ST) FER (GM) FER (ST&GM)
2 0.425539 0.589715 0.531016
4 0.424125 0.622475 0.467507
6 0.402729 0.626837 0.443321
8 0.421224 0.543035 0.497606
10 0.370983 0.524188 0.427644
12 0.402879 0.542997 0.447546
14 0.420272 0.524324 0.417743
16 0.395198 0.495934 0.468771
18 0.389778 0.555014 0.457162
20 0.333396 0.511352 0.438292
Table 1: Results of different time granularity with a cou-
pling length of three neurons using only speaker-turn de-
tection (ST), only global-motion features (GM) and both
modalities(ST&GM).Therst columnshowstheminimum
length of a group action in seconds, the second column de-
notes the frame error rate.
merged and the frame error rate. So it cannot be predicted
which conguration will perform best.
Doing the same experiments using only global motion
features gives a similar but slightly worse result (cf. ta-
ble 1). The best frame error rate was achieved with 0.463 at
a minimum length of 20 seconds and no coupling to other
neurons.
Intable2theminimumlengthofagroupactionis twenty
seconds (features of 20 seconds are merged). The FER of
different coupling widths is shown. As can be seen, there
is also no dependency between the coupling length and the
frame error rate.
One would expect that the result would increase, if more
information (i.e. speaker-turns and global-motion features)
are combined. If the columns of table 2 are compared, there
is never an improvement in the frame error rate, when both
modalities are used. This could have various accounts. One
reason could be that the global motion features are not suit-
able for the task of group action recognition. Another rea-
son may be that our architecture can not prot from the ad-
ditional information but is likely to be confused by it.
Nevertheless quite promising results could be achieved.
The overall best frame error rate is obtained, when only
speaker-turns are used, features of twenty seconds are
mergedandthe recurrentneuralnet has a couplinglengthof
three neurons. Then the frame error rate is roughly 0.333.
This result is comparable to the one that we achieved us-
ing a completely different approach in [10]. There the best
results were frame error rates between 0.3180 and 0.3495,
using only speaker turns, dependingon which classier was
used. So this neural-eld-like approach seems to be able to
compete with conventional methods.
3#N FER (ST) FER (GM) FER (ST&GM)
1 0.393332 0.463366 0.454581
2 0.342446 0.554874 0.450169
3 0.333396 0.511352 0.438292
4 0.404592 0.532336 0.417735
5 0.360240 0.512298 0.394724
6 0.406739 0.482301 0.445241
7 0.425993 0.544475 0.458006
8 0.368450 0.480301 0.425083
9 0.396993 0.500507 0.406331
10 0.393496 0.501682 0.462142
11 0.414315 0.585865 0.437957
12 0.416150 0.511750 0.447949
13 0.401015 0.669767 0.443323
14 0.360258 0.500154 0.419432
15 0.357517 0.497479 0.436683
17 0.381569 0.464032 0.490743
19 0.381569 0.464032 0.490743
20 0.381569 0.464032 0.490743
Table 2: Results of different experiments with various
coupling-length (i.e. numbers of neurons that can inu-
ence each other), using only speaker-turn detection (ST),
only global-motion features (GM) and both modalities
(ST&GM). The minimum length of a group action is 20
seconds. The rst column shows the coupling length, the
following columns denote the frame error rates.
6. Summary and Conclusions
In this work we presented a new architecture based on the
neural eld theory for the segmentation and recognition of
group actions in meetings. The features are not presented
sequentially but all features of a whole meeting are pre-
sented in parallel. This enables inuence from the end of
the meeting to the beginning and the other way round. The
results were quite interesting and comparable to other ap-
proaches in this research eld. Further investigations are
necessary to make better use of the multi-modality. Be-
ing still at the beginning of this challenging research we are
convincedthat the neural-eldtheorybearsa great potential
even in pattern recognition tasks.
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