Computer simulations of liquid and solid systems very close to the melting-freezing transition zone have been performed for the microcanonical, canonical, and isothermal-isobaric molecular-dynamics ensembles. Temperature, pressure, and density fluctuations were studied over long evolution times, and graphical and analytical statistical-error methods were used to investigate correlations in the data. The Nose-Hoover (NH} method combined with the Toxvaerd algorithm is proposed as a correct method of obtaining the true fluctuation and correlation of the thermodynamic variables in the system, because the temperature and/or pressure constraints in the NH method do not affect the dynamical evolution of the system, and because the fifth-order Toxvaerd algorithm gives very accurate behavior for the correlations, as has been shown in recent studies.
I. INTRODUCTION
Interest in the statistical errors of computer experiments has increased over the past few years. The first problem was the theoretical estimate of the inherent error when sampling averages are replaced by averages over a finite time interval in evaluating the correlation function of stochastic (Gaussian) processes. ' The results of this study were confirmed in the case of the velocity autocorrelation function, and further application was made to the number density and kinetic-energy density autocorrelation functions for liquid sodium, and to a more general analysis that does not employ the Gaussian assumption.
The topic has recently been taken up again and the predictions of the earlier work' have been compared with simulation data of saturated liquid Ar in equilibrium.
The initial problem of the inherent error was overcome with the generally accepted assumption of ergodicity, when the sampling average is equal to the time average in the limit of long times of calculation. Then computer simulation by either Monte Carlo (MC) (sampling-average) or by molecular-dynamics (MD) (time-average) 
II. THE STATISTICAL ERROR METHODS
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