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Abstract
We will demonstrate a result in linear algebra which is a consequence of a now classical
result of mathematical logic, and then illustrate an application of this result to group theory.
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1. Result
Let X = {xg | g ∈ G} be a set of variables (unknowns) indexed by a set G, and
let k be a finite field. A finitary homogeneous equation over k is an expression of the
form
∑
s∈S asxs = 0, where S is a finite (but not fixed) subset of G, and as ∈ k for
every s ∈ S.
Suppose that E is a (possibly infinite) collection of finitary homogeneous equa-
tions and that we distinguish a particular xh ∈ X. A non-trivial h-solution to E is a
simultaneous solution in k to the equations E such that xh is not assigned the value
0. Put more formally, a non-trivial h-solution is an indexed family {yg}g∈G of ele-
ments of k such that yh = 0 and whenever ∑s∈S asxs = 0 is an equation in E, then∑
s∈S asys = 0 is a valid equation in k.
Proposition. In the notation established above, if every finite subset of E has a
non-trivial h-solution, then E has a non-trivial h-solution.
This result is an application of the Gödel–Mal’cev compactness theorem of first-
order logic, a result which we use in the following form: if every finite subset P of a
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first-order language  has a model, then  has a model. Recall that in mathematical
logic a language consists of formal symbols and particular formulas containing these
symbols. A first-order language allows arbitrary collections of so-called constant
symbols, a countable collection of variable symbols, the usual logical connectives
and a collection of function symbols and relation symbols including equalities. These
symbols can be combined into well-formed formulas (grammatically correct phras-
es) in obvious ways. The reason for the name first-order is that quantification is only
permitted over elements (and not over subsets). We refer a reader to the literature on
mathematical logic for more specific descriptions [3–6].
To say that a first-order languagehas a model means that there is a correspondence
between the constant symbols of and some elements of an object in what you might
think of as (Platonic) mathematical reality such that all the formally defined functions
and relations of  are genuine functions and relations of the corresponding objects of
this mathematical theory, and all the formal equations of  hold in the theory.
We will now construct a suitable first-order language to capture the algebraic
situation under consideration. First we construct a first-order theory for the field.
We could do this by using the field axioms, but since there is (up to isomorphism) a
unique field of size pn we may as well describe the structure explicitly. We introduce
constant symbols b0, b1, . . . , bpn−1 which will correspond to the field elements. In
particular b0 and b1 will correspond, respectively, to 0 and 1 of the field, and we
specify that these constant symbols represent different field elements by adjoining
the formal inequations ¬(bi = bj ) whenever i and j are distinct subscripts. Next we
adjoin the finite list of formal equations which comprise the addition and multiplica-
tion tables of the field. Finally, we express in our language the assertion that the field
k is finite of size pn. We do that by introducing a variable symbol y and adjoining to
our language the assertion that every field element is one of the constants bi :
∀y ((y = b0) ∨ (y = b1) ∨ · · · ∨ (y = bpn−1)
)
.
To each element of our set G we introduce a constant symbol cg. We take our col-
lection of infinitely many equations in infinitely many unknowns with coefficients in
the finite field k and rewrite it using the formal language. So each coefficient becomes
the appropriate bi , each 0 is replaced by b0 and each unknown xg is replaced by
the constant symbol cg . We finally adjoin the inequality ¬(ch = b0). Thus we have
constructed a first-order language . We now apply the compactness theorem. Our
hypothesis that any finite subset of the (informal) equations has an h-solution ensures
that any finite subset of  has a model. Thus  has a model, and the proposition is
proved.
2. Discussion
Dikici and Smith used a procedure involving the study of progressively larger
collections of linear equations over a finite field to obtain a group theoretic result.
They needed to show that a particular quantity x vanished, and studied collections of
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linear equations involving x and (potentially) infinitely many ‘unknown’ quantities.
It so happened that they were able to deduce that x vanished by looking at only a
finite subset of the equations. Our result shows that this was not an accident, since if
the entire system of all linear equations in question only had solutions with x = 0,
then there would be a finite subset of the equations which only had solution with
x = 0.
We refer the interested reader to [2] and give here only a brief outline of the group
theoretic result.
It was demonstrated in [1] that the fundamental period of a Fibonacci sequence
in a finite p-group of exponent p > 3 and nilpotency class at most 4 is a divisor
of the fundamental period of the usual Fibonacci sequence in the integers
modulo p. The methods used to show that were ad hoc. They involved proving
that certain nested sums vanish modulo p. The calculations were long and
complex, and moreover depended crucially on facts about Fibonacci sequences.
The broader question was then posed—to find a more general approach allowing
us to study linear recurrences in finite p-groups. The problem was then translated
into linear algebra [2]. In order to demonstrate that a particular quantity vanishes
modulo p, they introduced infinitely many new quantities (which in fact were
going to vanish modulo p). Among these quantities infinitely many (finitary)
homogeneous linear equations were found and then solved to deduce that all the
quantities vanish modulo p, and in particular so does the quantity of interest. It
was done by looking at larger and larger finite subsets of equations containing
that key quantity until the subset became sufficiently large to force that unknown
to vanish. Now we know why this strategy succeeded.
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