Método de desambiguación léxica basada en el recurso léxico : dominios relevantes by Vázquez, Sonia et al.
Método de desambiguación léxica basada en el recurso léxico 
Dominios Relevantes 
 
Sonia Vázquez y Andrés Montoyo 
Grupo de Procesamiento del Lenguaje y 
Sistemas de Información 
Departamento de Lenguajes y Sistemas 
Informáticos.  
Universidad de Alicante. 
{svazquez, montoyo}@dlsi.ua.es 
 
German Rigau 
Grupo IXA 
Departamento de Lenguajes y Sistemas 
Informáticos 
Euskal Herriko Unibertsitatea 
Paseo de Manuel Lardizábal, 1   
20018 Donostia 
rigau@si.ehu.es 
 
Resumen. En este artículo presentamos un nuevo método de resolución de la ambiguadad léxica (en 
inglés Word Sense Disambiguation, WSD) basado en el recurso léxico WordNet Domains (Magnini and 
Cavaglia, 2000). Aunque este recurso ya ha sido utilizado para la resolución de la ambigüedad léxica 
(Magnini and Strapparava, 2000), creemos que no se ha explotado suficientemente la información que 
suministran las glosas de WordNet asociadas a los dominios. Así, primero presentamos la obtención de un 
nuevo recurso léxico a partir de las glosas de WordNet Domains denominado Dominios Relevantes. En 
segundo lugar describimos un nuevo método de WSD basado en este nuevo recurso léxico (Dominios 
Relevantes). Y finalmente, evaluamos el nuevo recurso en la tarea “English all-Words” de SENSEVAL-
2, obteniendo unos resultados prometedores. 
Palabras clave: Resolución de la ambigüedad léxica, lexicografía computacional. 
 
Abstract. This paper presents a new WSD method, based in Magnini and Strapparava’s idea of using 
WordNet Domains in WSD. Our approach, exploits information contained in glosses of WorNet Domains 
and introduces a new lexical resource “Relevant Domains”. The new method developed is based in this 
new lexical resource and has been tested with the test data for the English all-words task in SENSEVAL-
2. 
 
 
1. Introducción 
 
En el presente artículo nos centramos en la 
resolución de la ambigüedad léxica: asignación del 
sentido correcto a una palabra polisémica en un 
contexto determinado. A esta tarea se le conoce 
como Desambiguación del sentido de las palabras 
(Word Sense Disambiguation, WSD). Esta es una 
"tarea intermedia" (Wilks Y. And Stevenson M., 
1996), que sirve de ayuda cuando necesitamos 
conocer el sentido de las palabras en algunas 
aplicaciones del PLN, como en Traducción 
Automática (TA), Recuperación de la Información 
(RI), Clasificación de Textos, Análisis del 
Discurso, Extracción de Información (EI), etc. 
De forma más genérica, WSD consiste en la 
asociación de una palabra dada en un texto con una 
definición o significado, el cual la distingue de 
otros significados atribuibles a esa palabra. La 
asociación de palabras a sus sentidos, se cumple 
dependiendo de dos recursos de información 
(contexto1 y recursos de conocimiento externos2). 
Una excelente aproximación a las distintas 
aproximaciones a WSD puede encontrarse en (Ide 
N. and Véronis J., 1998). El presente artículo se 
centra en un método basado en conocimiento 
(WSD knowledge-driven), que se basa en el 
emparejamiento del contexto de la palabra a ser 
desambiguada con la información suministrada por 
el recurso de conocimiento léxico WordNet. 
WordNet no es un recurso perfecto para 
desambiguar el sentido de las palabras, ya que 
presenta una granularidad fina para la distinción de 
los sentidos (Ide N. and Véronis J., 1998). Esto 
crea muchas dificultades si queremos desambiguar 
                                                     
1 El contexto de la palabra a ser desambiguada es considerado 
como un conjunto de palabras que acompañan a la palabra a 
desambiguar, junto con las relaciones sintácticas, categorías 
semánticas, etc. 
2 Los recursos de conocimiento externos son los recursos 
léxicos, enciclopédicos, recursos de conocimiento léxico (WordNet) 
desarrollados manualmente que proporcionan datos valiosos para 
asociar palabras con sentidos, etc. 
 
automáticamente el sentido de las palabras, debido 
a que hay que hacer elecciones,  que a veces son 
muy difícil incluso manualmente. Varios autores 
como (Wilks and Stevenson, 1998, Gonzalo et al. 
1998, Kilgarriff and Yallop, 2000), afirman que la 
granularidad demasiado fina para la distinción de 
los sentidos suministrada por WordNet hace más 
difícil la desambiguación del sentido de las 
palabras y que, en muchos casos, ni tan siquiera es 
necesaria para muchas tareas de PLN. 
(Magnini and Strapparava, 2000) proponen 
resolver este problema presentando una variante de 
WSD denominada Word Domain Disambiguation 
(WDD), como una alternativa práctica para 
aplicaciones que no requieren una granularidad 
fina para la distinción de sus sentidos. Esta 
variante consiste en etiquetar las palabras de los 
textos con la etiqueta de un dominio en vez de la 
etiqueta de un sentido. Se entiende por dominio un 
conjunto de palabras que tienen una fuerte relación 
semántica. Por lo tanto, la idea fundamental de 
aplicar los dominios a WSD es aportar información 
relevante para establecer relaciones semánticas 
entre los sentidos de las palabras. Por ejemplo, la 
palabra “bank” tiene 10 sentidos en WordNet 1.6 
pero tres de ellos “bank#1, bank#3 y bank#6” 
pueden agruparse en el dominio “ECONOMY”, 
mientras que “bank#2 y bank#7” pertenecen a los 
dominios “GEOGRAPHY and GEOLOGY”. Para 
aplicar el método WDD es necesario un recurso 
léxico donde los sentidos de las palabras estén 
asociados con los dominios. Así, el recurso que 
utilizaron en este trabajo fue una extensión de 
WordNet, denominada WordNet Domains 
(Magnini and Cavaglia, 2000), que tiene todos los 
synsets etiquetados con uno o más dominios. En el 
apartado 2 se explicará con más detalle este 
recurso. 
El método de desambiguación que proponen 
Magnini y Strapparava utiliza el recurso léxico 
WordNet Domains. Sin embargo, desde nuestro 
punto de vista no se ha explotado la información 
que suministran las glosas de WordNet Domains 
asociadas a cada sentido. Así en este artículo se 
presenta la obtención de un nuevo recurso léxico a 
partir de las glosas de WordNet Domains 
denominado Dominios Relevantes. También se 
presenta un nuevo método de WSD basado en este 
nuevo recurso léxico (Dominios Relevantes). Este 
método ha sido evaluado con los textos de la tarea 
“English all-Words” de SENSEVAL-2, 
obteniendo unos resultados bastante prometedores. 
Después de esta introducción, en la sección 2 se 
describe el recurso WordNet Domains. En la 
sección 3 se describe con detalle la obtención y la 
estructura del nuevo recurso léxico Dominios 
Relevantes. En la sección 4, se presenta el método 
WSD basado en el nuevo recurso léxico anterior. 
En la sección 5 se presenta la evaluación y 
discusión del método WSD propuesto. Y 
finalmente se definen las conclusiones y los 
trabajos futuros. 
 
2. WordNet Domains 
 
WordNet Domains es una extensión de WordNet 
1.6, donde cada synset tiene asociado uno o varios 
dominios (categorías semánticas). Estos dominios, 
están clasificados en una jerarquía con distintos 
niveles de especialización, cuanto más profundo es 
el nivel sobre el que nos movemos, mayor es el 
grado de especialización. 
Como hemos comentado, cada synset tiene 
asociados uno o varios dominios. Por ejemplo, 
music#1 tiene asociado el dominio “Music” y 
music#3 tiene asociados los dominios “Music” y 
“Free time”. A menudo, los mismos dominios 
pueden estar asociados a synsets de diferentes 
categorías sintácticas. Esta información añadida a 
WordNet 1.6. permite relacionar palabras 
pertenecientes a distintas subjerarquías y englobar 
dentro de un mismo dominio, varios sentidos de 
una misma palabra. 
Por ejemplo, veamos cómo quedaría la 
clasificación de la palabra “music” en “WordNet 
Domains”: 
 
Synset Dominio Nombre Glosa 
05266809 Music Music#1 
an artistic 
form of 
auditory … 
04417946 Acoustics Music#2 any agreeable (pleasing… 
00351993 Music Free_time Music#3 
a musical 
diversion; his 
music… 
05105195 Music Music#4 
a musical 
composition 
in… 
04418122 Music Music#5 
the sounds 
produced by 
singers.. 
00755322 Law Music#6 
punishment 
for one's 
actions;… 
 
Tabla 1: Dominios asociados a music 
 
Como se puede observar, la palabra “music” 
tiene seis sentidos diferentes, cuatro de los cuales, 
se han agrupado dentro del dominio “Music”. 
Esta clasificación, va a ser el punto de partida 
para la extracción y aprovechamiento del 
conocimiento proporcionado por WordNet 
Domains. 
W: Palabra. 
D: Dominio. 
 
El proceso de aplicación de esta fórmula se 
realiza primero para todas las palabras de las 
glosas de WordNet Domains cuya categoría 
gramatical sea nombre, para posteriormente 
aplicarlo a los verbos, adjetivos y adverbios. Estos 
procesos se detallan en las subsecciones siguientes. 
(Rigau, Atserias y Agirre, 1997) realizaron un 
proceso muy similar, pero usando los códigos de 
los Ficheros Léxicográficos de WordNet. 
 
3. Nuevo recurso: Dominios Relevantes 
 
En este trabajo, WordNet Domains se usará para 
recopilar ejemplos para los diferentes dominios 
asociados a los significados semánticos de las 
palabras. Se utilizarán las glosas de WordNet 
Domains asociadas a cada sentido para reunir 
aquellas palabras más representativas de cada uno 
de los dominios. Así, el nuevo recurso léxico, 
denominado Dominios Relevantes, estará formado 
por todas las palabras que aparecen en las glosas 
de WordNet Domains etiquetadas con los dominios 
a los que pueden pertenecer, ordenados de mayor a 
menor según la importancia de estas palabras 
respecto al dominio. 
 
3.1. Ratio de Asociación para nombres. 
 
Para obtener el “Ratio de Asociación” de los 
nombres que forman las glosas de WordNet 
Domains, es necesario la utilización de un 
analizador sintáctico que extraiga todos los 
nombres presentes en cada una de las glosas. Para 
ello, utilizaremos el analizador sintáctico “Tree 
Tagger” (Schmid, 1994). 
En nuestra propuesta, para reunir las palabras 
más representativas para un dominio particular, se 
ha decidido utilizar la formula de “Información 
Mutua” (Church & Hanks, 1990) siguiente: 
Por ejemplo, para “music#1”, la glosa 
correspondiente es la siguiente: 
  
“An artistic form of auditory communication 
incorporating instrumental or vocal tones in a 
structured and continuous manner” )Pr(
)|Pr(log),( 2 w
DwDwIM =  (1) 
Donde:  
 Con el “Tree Tagger” obtenemos los nombres 
de la glosa de WordNet Domains para la palabra 
“music”, y les asociamos el dominio “Music”, que 
pertenece al sentido 1: 
W: Palabra. 
D: Dominio 
 
Intuitivamente, una palabra representativa es 
aquella que aparece considerablemente más a 
menudo en el contexto de un dominio. Así, las 
palabras de la glosa que definen el sentido serán 
las palabras más representativas del dominio. 
 
Dominio Nombre 
Music Form 
Music Communication 
Music Tone 
Music Manner  Además de obtener las palabras más 
representativas, es necesario medir la importancia 
de esas palabras. Una palabra será más importante 
cuantas más veces aparezca junto a un dominio en 
relación a las veces que aparece con el resto de 
dominios. 
 
Tabla 2: Asociación de dominios a los nombres 
de la glosa del sentido 1 de “music”. 
 
Este proceso se realiza sobre todo Wordnet 
Domains, y una vez obtenidos todos los nombres 
junto con sus dominios asociados, se procede a 
calcular el “Ratio de Asociación”.  
Esta importancia se va a medir por medio de la 
formula denominada “Ratio de Asociación”1: 
 
)Pr(
)|Pr(log)|Pr(),( 2 w
DwDwDwRA =  (2) 
Donde: 
                                                     
1  El “Ratio de Asociación” de una palabra con un 
dominio se puede definir como el producto de la 
“Información Mutua” y la probabilidad de que una 
palabra pertenezca a ese dominio. 
Los resultados obtenidos, se almacenan en un 
fichero (Dominios Relevantes) que contendrá 
todos los nombres de WordNet 1.6. ordenados 
alfabéticamente, y junto a cada nombre, una lista 
de todos sus dominios asociados, ordenados de 
                                                                                   
mayor a menor según los valores obtenidos 
mediante la fórmula “Ratio de Asociación”. Con 
este formato, se establece que aquellos dominios 
asociados a un nombre, que aparecen en los 
primeros lugares de la lista son los más 
representativos y frecuentes. 
Los resultados obtenidos tras el cálculo del 
“Ratio de Asociación” para el nombre “music” se 
muestran en la Tabla 3. Como se aprecia en la 
Tabla 3, los tres dominios más representativos y 
frecuentes para la palabra “music” que aporta todo 
WordNet Domains son: Music, free-time y 
acoustics. 
 
Nombre Dominio A.R. 
Music Music 0.240062 
Music Free_time 0.093726 
Music Acoustics 0.072362 
Music Dance 0.065254 
Music University 0.046024 
Music Radio 0.042735 
Music Art 0.020298 
Music Telecommunication 0.006069 
… … … 
 
Tabla 3: Ratio de Asociación de “music” 
 
3.2. Ratio de Asociación para verbos. 
 
Una vez obtenidos los valores del “Ratio de 
Asociación” para los nombres, se realiza un 
proceso similar para obtener los valores asociados 
a los verbos de WordNet. 
Dado que únicamente tenemos etiquetados los 
nombres de WordNet 1.6. con sus dominios 
correspondientes en WordNet Domains, lo que se 
hace es asignar a los verbos que componen las 
glosas de cada uno de los sentidos el mismo 
dominio asignado al nombre al que corresponde la 
glosa. De esta forma, y siguiendo el mismo 
proceso de análisis sintáctico, extrayendo ahora los 
verbos de las glosas, se obtendrán los valores del 
“Ratio de Asociación” para los verbos. 
Del mismo modo que para los verbos, se ha 
realizado el mismo proceso para obtener los 
valores del “Ratio de Asociación” para los 
adjetivos y los adverbios que aparecen en las 
glosas de WordNet Domains.  
 
4.  Método WSD 
 
Según se ha comentado anteriormente el nuevo 
método WSD que se va a describir tiene las 
características de los métodos basados en 
conocimiento. Así, el método WSD, que se 
propone, utiliza el nuevo recurso denominado 
Dominios Relevantes como fuente de información 
para desambiguar el sentido de las palabras que 
aparecen en un texto. 
El método que se presenta consiste básicamente 
en asignar automáticamente el sentido de las 
palabras que aparecen dentro del contexto de una 
oración. Normalmente, las palabras que aparecen 
en un mismo contexto tienen sus sentidos muy 
relacionados entre sí. Por lo tanto, se necesita de 
una estructura que contenga a aquellos dominios 
más representativos y frecuentes ordenados por el 
“Ratio de Asociación” para el contexto de entrada. 
Esta estructura se ha denominado Vector de 
Contexto. 
Además, cada palabra polisémica contenida en 
el contexto tendrá diferentes sentidos, por lo tanto, 
para cada uno de ellos también se necesita una 
estructura que contenga a aquellos dominios más 
representativos y frecuentes ordenados por el 
“Ratio de Asociación”. Esta estructura se ha 
denominado Vector de sentidos. 
Para obtener el sentido de las palabras que 
forman el contexto deberemos ver la coincidencia 
del vector de contexto con respecto a cada uno de 
los vectores de sentido. Esta coincidencia entre 
vectores se puede medir mediante el coseno 
formado entre ambos. Es decir, cuanto mayor es el 
coseno mayor coincidencia hay entre los dos 
vectores comparados.  
En las subsecciones siguientes se describirán 
con mayor detalle cada una de las estructuras 
definidas anteriormente y su integración en el 
nuevo método de desambiguación. 
 
3.1. Vector de contexto 
 
El vector de contexto, agrupa en una única 
estructura los dominios más representativos y 
frecuentes relacionados con las palabras que 
forman el texto a desambiguar. Es decir, la 
información aportada por el conjunto de todas las 
palabras del texto de entrada (nombres, verbos, 
adjetivos y adverbios). Con esta información, se 
trata de averiguar qué dominios son los más 
relevantes en el texto. 
Para la obtención de este vector se utiliza la 
información aportada por el recurso Dominios 
Relevantes, obtenido a partir de “WordNet 
Domains”. De manera que, una vez extraídos los 
nombres, verbos, adjetivos y adverbios del texto a 
tratar, se obtendrán los dominios ordenados 
mediante los valores del “Ratio de Asociación”. 
Obtenidos todos los dominios posibles, y dado 
que muchos de ellos aparecerán repetidamente, se  
ponderan aquellos que aparecen con mayor 
frecuencia en el texto. Así obtenemos un vector 
ordenado, de forma que los dominios que aparecen 
en los primeros lugares son los más representativos 
y frecuentes en el texto de entrada. 
La representación matemática correspondiente 
al vector de contexto corresponde a la mostrada en 
la fórmula (3): 
 
∑
∈
=
contextow
DWRAVC ),(  (3) 
 
Por ejemplo, dado el siguiente texto de entrada: 
“There are a number of ways in which the 
chromosome structure can change, which will 
detrimentally change the genotype and phenotype 
of the organism” 
 
El vector de contexto obtenido tendría los datos 
mostrados en la Figura 1.  
 
               Dominio            A.R. 


















=
......
0.00371308yMeteorolog
05-1.66327eGeology
70.00017985Chemistry
10.00022653Physiology
05-1.29592eAnatomy
05-1.77959eZoology
06-3.20408eBotany
0.00402855Ecology 
  0.00102837log yBio
VC  
 
Figura 1: Vector de contexto 
 
 
4.2. Vector de sentidos 
 
El vector de sentidos agrupa en una única 
estructura los dominios más representativos y 
frecuentes a partir de la glosa asociada a cada uno 
de los sentidos de las palabras. Es decir, para su 
obtención se parte de la idea de aprovechar la 
información presente en las glosas asociadas a los 
sentidos de las palabras que aparecen en un texto. 
De esta forma, se analizarían sintácticamente las 
glosas asociadas a cada sentido y se obtendrían sus 
palabras etiquetadas con su categoría gramatical 
(nombres, verbos, adjetivos y adverbios), y a 
continuación se realizarían los mismos cálculos 
que en el caso del vector de contexto. Obteniendo 
así, un vector para cada sentido de las palabras del 
texto. 
Por ejemplo, para el sentido número 1 de la 
palabra “genotype”, al que corresponde la glosa “a 
group of organisms sharing a specific genetic 
constitution“, obtendríamos el vector de sentido 
mostrado en la Figura 2: 
 
              Dominio           A.R. 
















=
......
0.005297sLinguistic
0.006510onAlimentati
0.014251Sociology
0.016451yArchaeolog
0.019687Bowling
0.047627Biology
0.084778Ecology 
VS  
 
Figura 2: Vector de sentido asociado a 
“genotype#1” 
 
4.3. Comparación de vectores 
 
El nuevo método de desambiguación propuesto, 
comienza con el análisis sintáctico del texto a 
desambiguar, utilizando para ello el analizador 
sintáctico “Tree Tagger”. A partir de estas 
palabras etiquetadas con su categoría gramatical se 
procede a realizar el cálculo del vector de contexto 
y de los vectores de sentidos. Entre estos vectores, 
se necesita saber qué vector de sentido es el más 
cercano al vector de contexto, ya que esto indica la 
relación semántica entre ellos. Esta coincidencia 
entre vectores se mide con el coseno que forman 
ambos. Así, se seleccionará aquel sentido cuyo 
coseno con el vector de contexto esté más 
aproximado a 1, ya que tendrán una mayor 
coincidencia. El cálculo del coseno es equivalente 
al coeficiente de correlación normalizado, el cual, 
se utiliza para este propósito:   
∑ ∑∑=
==
=
ni
nini
VSVC
VSVCVSVC
..1
..1
2
..1
2 *
*),cos(
(4) 
Donde: 
VC: Vector de contexto 
VS: Vector de sentido 
 
Para la elección del sentido se realizará una 
comparación de todos los vectores de sentidos con 
el vector de contexto, seleccionando aquel sentido 
cuyo vector esté más cercano al vector de contexto.  
Por ejemplo, el coseno de cada uno de los 
vectores de sentido de “genotype” con el vector de 
contexto, sería el siguiente:   
 
genotype#1 = 0.00804111 
genotype#2 = 0.00340548 
 
Por lo que el sentido seleccionado para 
genotype sería el #1, dado que su coseno se 
aproxima más a 1. 
 
5. Evaluación  y discusión 
 
En esta sección se evalúa el nuevo método WSD 
propuesto. Para dicha evaluación se han utilizado 
los textos de la tarea “english all-words”  de 
SENSEVAL-2. En estos textos, aparecen 
etiquetados nombres, verbos, adjetivos y 
adverbios, de los cuales se conoce su sentido. Estas 
palabras, son las que se desambiguarán utilizando 
el nuevo método WSD, para posteriormente 
comparar los sentidos obtenidos con los sentidos 
anotados en SENSEVAL-2. Para medir la 
evaluación del método se utilizan los valores de 
precision y recall. Precision es el número de 
sentidos correctamente desambiguados dividido 
por el número de sentidos contestados. Recall es el 
número de sentidos correctamente desambiguados 
dividido por el número de sentidos totales.  
La evaluación del método se ha realizado 
adoptando diferentes criterios según el tamaño de 
la ventana que forma el contexto. 
En la primera evaluación, se ha adoptado el 
criterio de tomar como entrada al método de WSD, 
una ventana correspondiente a una oración. De esta 
forma, el proceso de desambiguación etiqueta el 
sentido asociado a la palabra ambigua basándose 
en las palabras que forman la oración. 
En este caso, el contexto de la palabra a 
desambiguar no es muy extenso, debido a que el 
número de palabras de las que podemos extraer 
información relevante es muy reducido. 
Los resultados obtenidos para esta evaluación y 
adoptando este criterio se muestran en la fila 1 de 
la Tabla 4.  
En la segunda evaluación, se ha adoptado el 
criterio de tomar una ventana de 100 palabras  
alrededor de la palabra a desambiguar. Con esta 
medida pensamos que la palabra ambigua estará 
acompañada de más contexto y por lo tanto se 
asociará el dominio del sentido correcto al del 
contexto. 
 Los resultados de esta segunda evaluación se 
muestran en la fila 2 de la Tabla 4. 
Una tercera evaluación se realizó con el 
objetivo de reducir la especialización de los 
dominios, es decir, se agruparon dominios más 
especializados en un dominio más general. Por lo 
tanto se obtuvieron 43 dominios, sobre los 165 
iniciales, que son los niveles más representativos. 
Esta reducción se realiza  teniendo en cuenta la 
estructura jerárquica de los dominios en los que se 
basa la realización de WordNet Domains. En 
definitiva, se agrupan dentro de un mismo dominio 
el conjunto de dominios que pertenecen a su 
misma jerarquía pero que están en los niveles 
inferiores. 
Por ejemplo, en el caso de la jerarquía del 
dominio “Medicine”, tenemos que por debajo de él 
se encuentran los dominios: Dentistry, Pharmacy, 
Psychiatry, Radiology  y Surgery. Estos dominios 
se engloban dentro del dominio “Medicine”, y así 
se reduce el espacio de búsqueda y el grado de 
especialización. 
Los resultados de esta tercera evaluación se 
muestran en la fila 3 de la Tabla 4. 
Por último, dado que Wordnet posee una 
granularidad muy fina, como comentábamos 
anteriormente, es muy difícil realizar distinciones 
entre los significados de algunos sentidos. Así 
pues, en la realización de la última evaluación, se 
intenta reducir esa granularidad agrupando 
aquellos sentidos etiquetados con el mismo 
dominio. Para esta evaluación se utilizaron los 165 
dominios de toda la jerarquía. De esta forma, el 
resultado de la desambiguación para una palabra, 
no sería un único sentido, sino todos aquellos 
sentidos de la palabra que tengan asociado el 
mismo dominio que se obtenga tras el  proceso de 
desambiguación. 
Por ejemplo, supongamos que tras el proceso de 
desambiguación de la palabra “bank”, se obtiene 
el dominio “Economy”, entonces daríamos como 
resultado los tres sentidos asociados a este 
dominio: “bank#1, bank#3 y bank#6”. 
Los resultados de esta evaluación se muestran 
en la fila 4 de la Tabla 4. 
 
Criterio Precision Recall 
Oración 0.44 0.32 
Ventana 100 palabras 0.47 0.38 
43 dominios 0.48 0.41 
 Desambiguación a 
nivel de dominio 0.54 0.43 
 
Tabla 4: Resultados obtenidos en las 
evaluaciones del método WSD 
 
Como se puede apreciar en la Tabla 4, en la 
primera evaluación, tomando como criterio la 
utilización de la oración que contiene la palabra a 
desambiguar, la precisión obtenida es de un 44%. 
Después, de realizar una exhaustiva investigación 
del por qué se obtenía este resultado, se llegó a la 
conclusión de que el número de palabras que 
aparecen en la oración no es suficiente para poder 
caracterizar el contexto que forma el conjunto de 
palabras que pertenecen a la oración. Por lo tanto, 
no se obtiene un vector de contexto con la 
información correcta para realizar la 
desambiguación. 
Por tal motivo, se utilizó una ventana de 100 
palabras alrededor de la palabra a desambiguar, 
obteniendo un resultado de un 47% de precisión. 
Este resultado confirma que el vector de contexto 
obtenido se ajusta mejor al contexto alrededor de la 
palabra a desambiguar. En este caso, para realizar 
la desambiguación se ha utilizado el mismo 
procedimiento de siempre, sin embargo se podría 
aumentar el resultado de precisión si se introdujera 
algún algoritmo que seleccionara los sentidos 
cuando superara un umbral definido para la 
coincidencia de sus vectores. 
En la tercera evaluación, donde se reduce la 
especificación de los dominios con una ventana de 
100 palabras, los resultados obtenidos en 
comparación con la segunda evaluación 
experimentan muy poca diferencia.  
Sin embargo, cuando se toma como criterio 
desambiguar a nivel de dominio se obtienen 
mejores resultados de desambiguación. Este 
aumento, es debido fundamentalmente, a lo que se 
comentó anteriormente acerca de la granularidad 
fina de Wordnet. Es decir, es muy difícil distinguir 
entre varios sentidos de una palabra asociados a un 
mismo dominio, por lo que, si tras la 
desambiguación se obtiene que el dominio 
correspondiente a una palabra está asociado a más 
de un sentido, se devuelven todos los sentidos que 
contengan ese dominio, sin establecer distinción 
entre ellos.  
Los resultados obtenidos con nuestro método 
WSD sobre la tarea “english all-words” de 
SENSEVAL-2,  presentados en la Tabla 4, en 
comparación con los resultados obtenidos por otros 
sistemas, nos sitúan en una posición intermedia, tal 
como se muestra en la Tabla 5.  
 
 
 
 
 
 
Sistema Precision Recall 
SMWaw- 0.69 0.690 
Ave-Antwerp 0.636 0.636 
LIA-Sinequa-
AllWords 0.618 0.618 
David-fa-UNED-
AW-T 0.575 0.569 
David-fa-UNED-
AW-U 0.556 0.550 
Gchao2- 0.475 0.454 
Gchao3- 0.474 0.453 
Ken-Litkowski-
clr-aw 0.451 0.451 
Gchao- 0.500 0.449 
WSD-UA 0.540 0.430 
cm.guo-usm-
english-tagger2 0.360 0.360 
Magnini2-irst-
eng-all 0.748 0.357 
Cmguo-usm-
english-tagger 0.345 0.338 
c.guo-usm-
english-tagger3 0.336 0.336 
Agirre2-ehu-
dlist-all 0.572 0.291 
Judita- 0.440 0.200 
Dianam-
system3ospdana 0.545 0.169 
Dianam-
system2ospd 0.566 0.169 
Dianam-system1 0.598 0.140 
Woody-IIT2 0.328 0.038 
Woody-IIT3 0.294 0.034 
Woody-IIT1 0.287 0.033 
 
Tabla 5: Clasificación según los resultados 
obtenidos en la tarea “english all-words” de 
SENSEVAL-2. 
 
6. Conclusiones y trabajos futuros 
 
En este artículo se presenta la obtención de un 
nuevo recurso léxico a partir de las glosas de 
WordNet Domains denominado Dominios 
Relevantes, y un nuevo método WSD basado en 
este nuevo recurso léxico. Estas aportaciones 
mejoran el trabajo de Magnini y Strapparava, ya 
que éstos no utilizaban la información aportada por 
la glosas de WordNet Domains. Sin embargo, tanto 
Dominios Relevantes como el nuevo método de 
WSD explotan la información suministrada por las 
glosas de WordNet Domains asociadas a cada 
sentido.  
Los resultados obtenidos en la experimentación 
, confirman que el nuevo método WSD obtiene 
unas medidas de precision y recall prometedoras 
para la tarea de desambiguar el sentido de las 
palabras. 
Una conclusión importante que se extrae de este 
artículo es que los dominios establecen relaciones 
semánticas entre sentidos de las palabras, 
agrupándolas en una única etiqueta de dominio 
(sports, medicine, etc). La aplicación de esta idea 
al nuevo método WSD resuelve el inconveniente 
de granularidad que tiene WordNet para la 
distinción de los sentidos. 
Además, el nuevo recurso léxico, Dominios 
Relevantes, obtenido a partir de explotar las glosas 
suministradas por WordNet, no sólo es aplicable 
sobre nuestro método WSD, sino que podría 
utilizarse como fuente de información que 
complemente otros procesos de desambiguación o 
como recurso para otras tareas del PLN como 
Recuperación de Información, Question 
Answering, etc. 
Como trabajos futuros, se pretende añadir más 
información al recurso Dominios Relevantes 
utilizando SemCor u otros corpus etiquetados 
semánticamente. Y por lo tanto, volver a evaluar el 
método WSD con esta nueva información. Otro 
trabajo sería modificar el método WSD mediante 
la utilización de nuevos algoritmos para afinar más 
la precisión. Y finalmente, se pretende modificar el 
recurso Dominios Relevantes y el método WSD 
para que pueda trabajar multilingualmente. Es 
decir, utilizar la notación de dominios para obtener 
un recurso léxico diferente para cada lengua y 
modificar el proceso WSD para que pueda manejar 
cada uno de estos nuevos recursos léxicos. 
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