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  付録 2-1 フィルタ移動速度と波長の比 




















 第４章 相関法・マッチングによる速度計測（古賀）（pp. 95-117） 
４．１ テンプレートマッチング 
４．２ 時系列相関法 
  （１）基本の原理 
  （２）時系列相関法の拡張 

































 第６章 新しい展開（三池）（pp.137-163） 
６．１ 画素時系列フィルタリング 
  （１）動画像の強調 
  （２）オプティカルフロー検出への応用 
６．２ 三次元立体形状計測（レンジファインダ） 
  （１）空間コード化法 
  （２）位相シフト法 
  （３）鏡面・光沢の強い表面の形状計測 
６．３ CV と CG の接点（バーチャルキャラクタを介したインタラクティブシステム） 
６．４ 認知科学と映像デザイン（知覚像を捉えるデジタル印象カメラ） 
６．５ 非線形科学と画像処理 
  （１）化学反応による画像処理 
  （２）反応拡散モデルによる輪郭抽出・領域分割 
 
附録章（実践編） 










































附章 B オプティカルフロー推定法のプログラミング（野村）（pp. 207-217） 
  Ｂ．１ 基礎式の微係数の計算 
  Ｂ．２ Horn と Schunck の大域的最適化法 
  Ｂ．３ Cornellius と Kanade の手法 
  Ｂ．４ 局所的最適化法 
  Ｂ．５ 照明条件を考慮した局所的最適化法 
  Ｂ．６ ボケ仮定を考慮した局所的最適化法 
  Ｂ．７ 積分形式を用いた手法 
 
むすび （pp. 219-221） 
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はしがき 








に送ります。                             






年）は、サイズ 1m×3m×30m で 30t を越え、150KW を消費するにもかかわらず、
5KIPS（1 秒間に 5,000 個の命令を実行）程度の演算能力にすぎなかった。最新のモ
バイル式ノートパソコンは、１Kg に満たない重量と 40Ｗ程度の消費電力で、


























































        2005 年 10 月、著者を代表して（12 年前のある日） 




















































第１章 はじめに  5 













を行い、動画像計測処理研究会を発足させた（1993 年 4 月）。研究会は、当初コンピュー
タビジョン系の研究者と科学計測への応用を念頭に置く研究者から構成され、両分野の交
流の場ともなってきたが、最近では動画像処理という性格上、コンピュータグラフィック

























































     
    
(a) (b) 
  図１.２ 人間が外界の映像情報を知覚する過程のイメージ：(a)眼球の構造と、(b)網膜の構造 
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        (a)                    (b)           
図１.３ オプティカルフローのイメージ(a)と勾配法による解析結果(b)（第3章参照） 
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行われている事である。連続的に変化する時系列信号 )(tg から、一定時間 t∆ ごとにデータ 
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)(tg                  )(xg  
 
 
               t (時間)              
   
 x （空間） 
 図１.４ 時間信号 )(tg と一次元画像信号 )(xg 。画像信号 )(xg  は濃淡値の変化なので負値
をとらないことに注意。 
 




その標本化間隔 t∆ を決定する。すなわち、標本化周波数 )1(
t
f S ∆
= は、 max2 ff S ≥ を満た
す事が求められる。この状況は空間的に変化する信号を標本化する場合でも事情は同じで
ある。いま、 x 方向に濃淡値が変化する一次元の画像信号 )(xg を考えてみよう。この場合
は横軸が空間の x 軸で、縦軸は濃淡値（あるいは輝度値） )(xg である（図 1.4 参照：時間
信号 )(tg では横軸時間 t、縦軸変化量 )(tg となる）。このときは、空間的な標本化の間隔 x∆
の選択に注意を要する。すなわち、標本化定理（附録 A１参照）は 
   






は空間的標本化周波数であり、 )2/(max πω= Cxxf は画像信号中
に含まれる最高空間周波数である。こうして得られたサンプル値系列 )( xig ∆ は、次式によ
り連続的な一次元画像 )(xg に再構成できる。なお、以下では空間周波数 xf の代わりに空間
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で表現される。この場合、空間的に離散化された有限領域 yxs ∆×∆=∆ は画素（Picture cell: 
pixel（ピクセル））あるいは絵素（Picture element: pel）と呼ばれる。ここで、空間座標は
ピクセル位置番号（ ji, ）で表現され、 yx ∆∆ , は空間的な標本化周期（波長）、 max2 xCx fπω =
及び max2 yCy fπ=ω はそれぞれx方向及びy方向の信号の最大空間波数（空間各周波数）をあ
らわす。また、時間座標はフレーム（frame）番号 k で表現され、 t∆ は時間的な標本化周期、





































































     （1.5） 
ここで、｛ jia , ｝はフィルタの重み係数であり、係数行列（図1.5参照）の形で与えられる。
空間フィルタ（ nm × 矩形領域）を作用させて得られる変換画像 ),(~ yjxig ∆∆ は、原画像
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このときの、フィルタのゲインδは次のように与えられる。 









,                           （1.6） 
式（５）中の1/δは変換画像と原画像の明るさのレベルを調整するファクターである。なお、    
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   }{ , jia        }{ , jib        }{ , jic   







jijiji bac ,,, ±=                         （1.7） 
が成り立つ（フィルタの加算・減算）。図1.7は、原画像のまま何の変換もしない素通しフィ
ルタ }{ , jia から２次微分演算フィルタ }{ , jib を差し引くことで、エッジ強調フィルタ }{ , jic が
実現できることを示している。 
一方、種類の異なる（あるいは同種の）空間フィルタ（ }{ , jia と }{ , jib ）を続けて通す事に
よって得られる画像 ),( yjxih ∆∆ は、次のような一つのフィルタ }{ , jic を通して得られる画像
と等価である（フィルタの積）。すなわち、 









ji abc                   （1.8） 
元のフィルタ }{ , jia 、 }{ , jib のサイズを nm× と qp× とすると、フィルタの積によって出来る
新しいフィルタ }{ , jic のサイズは }1(}1{ −+×−+ qnpm となり、ゲインは元の二つのフィルタ 
a 11 a21 a31 ・ am1 
a 12 a22 a32 ・ am2 
a 13 a23 a33 ・ am3 
・ ・ ・ ・ ・ 
a 1n a2n a3n ・ amn 
(a)平滑化    (b)水平微分   (b’)垂直微分 
図１.５ 係数マトリックス  













































































          























































    
(b) G2∇ フィルタ 
      図１.８ フィルタの積：Laplacianフィルタ(a)と G2∇ フィルタ(b)の例 
 
 
 )(xg              元画像： )(xg  
 
 
             x  
         G フィルタリング 
)(xh               平滑化画像： )(xh ＝G＊ )(xg  
               
 
 
         空間微分 
)(xj             一次微分画像： )(xj ＝ )(xh×∇  
   
 
 
         空間微分 





           図１.９ G2∇ フィルタの動作概念図 
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   }2/)(exp{),( 222 πσ+−= yxyxG                  （1.9） 






















水平方向の微分（1.10c）、２次空間微分（1.10d）、輪郭強調（1.10e）そして G2∇ フィルタ 
       
   (a)元画像       (b)平滑化画像       (c)水平微分画像 
       
   (d)２次微分画像     (e)輪郭強調画像      (f) G2∇ 画像 
図１.10 画像の線形デジタルフィルタリングの効果。各画像は、各々(b)が図1.5(a)、(c)が図1.5(b)、
(d)が図1.5(c)、及び(f)が図1.8(b)のフィルタに対応する。(e)は
22 )/()/( yx ∂∂+∂∂ のフ
ィルタを通して輪郭を強調した結果である。 





ルタなどが良く知られている2)。中央値フィルタは、フィルタのサイズを nm × としたとき、
画素の濃淡値を大きい順（あるいは小さい順）に並べて、中央の順位のデータを採用する。









像装置に入力される光量 ),( yxI と出力される画像濃淡値 ),( yxg との間に 
   













変換は画像の回転、拡大、縮小、平行移動を可能にする線形変換である。元画像を ),( YXg 、















































              （1.12） 
で与えられる。右辺の第一項は角度θの回転、第二項は拡大縮小（ｘ方向α倍、ｙ方向β
倍）を示し、最後の項は並進移動成分を表す。この変換を利用して線形幾何歪の解消や、
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術への応用、画像パターンの特徴抽出など多様な処理アルゴリズムの基礎となっている2)。               






ω+ω−=ωω dxdyyxjyxgG yxyx )(exp(),(),(          （1.13） 
で与えられる。 ),( yxG ωω は一般に複素関数であり、実関数 ),( yxA ωω ､ ),( yxB ωω を用い 
)),(exp(),(),(),(),( yxyxyxyxyx jGjBAG ωωθ×ωω=ωω+ωω=ωω      （1.14） 
と表現できる。ここで、 ),( yxG ωω はスペクトルの絶対値、 ),( yx ωωθ は位相を示す。一枚











~),(~ yxyxyx hAA ωω×ωω=ωω                   （1.15） 
),(),(),(~ yxyxyx hBB ωω×ωω=ωω                   （1.16） 
であり、 ),( yxh ωω はフィルタの特性をあらわす。この二つのスペクトルを用いて、フィル
タリング処理した新たな画像 ),(~ yxg を得るには、以下のフーリエ逆変換を実行する。 



























yxyx ynlxmkjynxmglkG      （1.18） 





















ynxmg   （1.19） 
で与えられる。ただし、M,Nは画像のサイズを表し 1,,2,1,0,1,,2,1,0 −=−= NlMk ･･････ , 


















一方、元画像のパワスペクトル画像 ),( yxP ωω は、 
  ),( yxP ωω ＝ +ωω
2),( yxA
2),( yxB ωω                   （1.20） 
で与えられる。パワスペクトルは、（1.13）式で表される複素スペクトルの絶対値の２乗 
（
2GP = ）であり（全て正値）、偶関数である。このため、元の複素スペクトル ),( yxG ωω
と比較した時、情報量は半減しており、残りの情報はスペクトルの位相 ),( yx ωωθ に含まれ 
 
                  FT 
   原画像： ),( yxg               スペクトル画像： ),( yxG ωω  
 
          DIRECT ROOT                      FILTERING 
                              IN FOURIER SPACE 
)1,1(1),(~
1 1









                   IFT    フィルタ・スペクトル 
 
    
 図１.11 画像情報のフィルタリング（実空間とフーリエ空間での処理の関係） 
 
フィルタ画像： ),(~ yxg  
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ているものもある。なお、図ではわざと原画像 ),( yxg と、２次元フーリエ変換した後のパ





























          


















第１章 はじめに  21 

























                          
                              Nen-Doll （6 章参照）       


























[1.6] 以下の線形フィルタ }{ , jia をデジタル画像 ),( jiA （５＊５画素）にかけた場合（実際









































}{ , jia  
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[1.7] 次の二つの線形フィルタ }{ , jia と }{ , jib （３＊３画素サイズ）を続けて通した効果は、

































}{ , jib  
 
[1.8] 次の一次元画像 )(xg のフーリエ変換を求め、その複素スペクトル )(kG 及びパワスペ




















3) 乾敏郎：Q & A でわかる脳と視覚、サイエンス社（1993）． 
4) 川人光男、行場次朗、藤田一郎、乾敏郎、力丸裕：視覚と聴覚、岩波書店（1994）． 
5) 船久保登：視覚パターンの処理と認識、啓学出版（1990）． 
6) 例えば、http://www.jdaa.gr.jp/, http://www.daj.ne.jp/ 
7) 例えば、http://www17.cds.ne.jp/~stray/ 
8) D. Marr: Vision: A Computational Investigation into the Human Representation 
and Processing of Visual Information, W.H. Freeman, New York(1982) （乾、安藤
訳：ビジョン-視覚の計算理論と脳内表現-、産業図書（1987））． 
9) B.P.K. Horn and B.G. Schunck: Determining Optical Flow, Artificial Intell., 
17(1981), pp.185-203.  
10) J.L. Baron, D.J. Fleet, S.S. Beauchemin: Systems and Experiment Performance of 
Optical Flow Techniques, Intern. J. Comput. Vision, Vol.12 (1994), pp.43-77.   
11) J.J. Gibson: The Senses Considered as Perceptual Systems, Boston, Houghton 
Mifflin (1979) （古崎、辻、村瀬訳：生態学的視覚論、サイエンス社（1985））．  
12) S. Ulman: The Interpretation of Visual Motion, Cambridge, Mass., MIT Press 
(1979)． 
13) 金谷健一：画像理解－３次元認識の数理－、森北出版（1990）． 
14) K. Kanatani: Geometric Computation for Machine Vision, Clarendon Press (1993)． 
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15) 金谷健一：空間データの数理‐３次元コンピューティングに向けて‐、朝倉書店
（1995）． 
16) K. Kanatani, Y. Sugaya, and Y. Kanazawa, Guide to 3D Vision Computation:    
Geometric Analysis and Implementation, Springer International, Switzerland 
(2016)、他多数（http://www.iim.cs.tut.ac.jp/~kanatani/）。 
17) 例えば、http://www.nobby-tech.co.jp/measure/software/piv.html 
18) 例えば、J.M. Prager, M.A. Arbib: Computing The Optic Flow: The MATCH 
Algorithm and Prediction, Computer Vision Graphics and Image Processing, 
Vol.24 (1984), pp.213-237. 
19) 木村一郎、河野吉春、高森年：時空間相関法に基づく流れ場の3次元速度ベクトル計
測、計測自動制御学会論文集、Vol.27（1991）, pp. 497-502. 
20) A. Nomura, H. Miike, K. Koga: Determining Motion Fields under Non-uniform 
























（Transmission Factor）に特定の空間分布を与える空間フィルタ（Spatial Filter :空間
的荷重関数）を通して測定対象物体を観測し、得られた総光量の時間変化から速度の検出
を試みるのが空間フィルタ速度計測法の基本的な考え方であり、いくつかの応用例が報告
されている 1-3)。図 2.1は、空間フィルタ速度計測法の基本構成を示す。 
),( yxh を空間フィルタ、 ),( yxf を観測対象の空間パターンとする。空間パターンが、
一定速度 ( )yx vv , で運動しているとき、光検出器(Photo Detector)で得られる出力信号の時
間変化 ( )tg は次式のような畳み込み積分で表すことができる。 
 
光検出器 
出力 )(tg  
空間フィルタ 





),( yxf  
（ａ） （ｂ） 
図 2.1 空間フィルタ速度計測法の基本構成。 
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,,   .                 (2.1) 












に関連した周波数 0f が含まれている。この速度計測法では、直接、対象物の速度 0v











=   ．                           (2.2) 
ここで、Ｄ は空間フィルタのスリット間隔、Ｍ は光学系の倍率、θは投影された像の移
動方向とスリットの x 軸との角度を表す（図 2.2(a)参照）。式（2.2）は、速度 0v

で運動す
図 2．2 空間フィルタ速度計測法による計測例。 (a) 空間フィルタ  
と粒子の移動方向、(b) 時系列信号例、(c) 解析結果例。 







































する。図 2.3(a)に示すような複数個の粒子が運動している動画像（ MM ×  [pixels]、
N [frames]）の粒子速度を計測することを考える。このとき、粒子速度（あるいは速度




き、元の画像輝度信号を ( )tyxS ,, 、空間フィルタにより変換された画像信号を ( )tyxI ,,
とすると、 
( ) ( ) ( ){ }tvrktyxStyxI s・・ 


















f ss =  ,                            (2.4) 




図２.３ yx, 方向への空間フィルタリング。(a) 原画像、 
(b) x 成分検出フィルタ、(c) y 成分検出フィルタ。 
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(Time Series Signal) ( )tA が得られる。 
( ) ( )∑∑=
x y
tyxItA ,,    ．                                        (2.5) 
３）時系列信号 ( )tA をスペクトル解析することで、式(2.2)に示した運動速度を反映する
















=   ，                                       (2.6) 






























で、画像を取り込む際に以下のような工夫を行う。図 2.3より、 y 方向の速度を検出した
図２.４ 投影画像を用いる解析手法。(a) 原動画像、 (b) 投影画像、 (c) 正弦波状の空間
フィルタ(1 次元)、 (d) 空間フィルタを積算した投影画像、 (e) 1 次元データ。 
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い場合には、先に 2 次元画像データ ( )tyxS ,, を x 方向に積算して投影分布（Projection 
Distribution）を求め、１次元画像信号 ( )tyBx , とし、その後１次元の空間フィルタを通し
ても（図 2.4）その結果に変わりはないことがわかる。画像の入力時に、この投影分布を x
方向および y 方向に対して並列的に求める演算をリアルタイムで実行すれば、記録すべき
データは２本の１次元信号となり、 MM × の画像ではデータ数は MM 22 → とできデー
タ数の大幅な削減が可能となり、リアルタイムの速度計測も可能となる。 
以下に、具体的な解析手順を説明する。 
１）図 2.4(a)の MM × [pixels]、N [frames]の画像データすべてをパソコンに取り込む
のではなく、画面上の一つの方向（ x あるいは y ）への輝度の和（投影分布）を、速度解
析用の基本データとして連続的に取り込む（図 2.4(b)）。この１次元動画像データを
( )txBx , あるいは ( )tyBy , とすると、次式が得られる。 
( ) ( ){ }














                   （2.8） 
ここで、 ( )tyxS ,, は２次元動画像の輝度信号を、 BG は背景（Background）の輝度レベ
ルを表わす。輝度レベルＢＧは、あらかじめ解析対象となる動画像中の代表的画像を用い
て輝度分布ヒストグラムを作成して決定する（図 2.6参照）。 
２）得られた投影分布（ ( )txBx , あるいは ( )tyBy , ）を１次元の正弦波状の空間フィルタ
に通し、その積和を計算する処理を行う。繰り返しこの操作を時系列方向 N [frames]に
ついて行い、時系列信号 ( ) ( )tAtA yx , を得る（図 2.4(c)～(e)）。すなわち、 
  
( ) ( ) ( ){ }


















                      （2.9） 
ここで、 sxv

は空間フィルタの x 方向の移動速度、 syv

は空間フィルタの y 方向の移動速度
であり ( ) ( )DkDk yx ππ 2,0,0,2 ==

 である。 
３） ( ) ( )tAtA yx , の、スペクトル解析（DFT）を行い、パワスペクトル )(kP を得る。 














,                      （2.10） 
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22 )()()( kbkakP += .                     （2.11） 
 
以上のように、２次元の速度成分を求めたい場合には、 x 方向と y 方向の投影分布





広く利用されており、高速フーリエ変換(Fast Fourier Transform :以下、FFT と略す)の
アルゴリズムにより高速計算が可能である。 
 ビデオ画像（NTSC 方式）を解析対象とした場合、その最大サンプリング周波数は 30[Hz]
であり、サンプリング定理（第 1章 1.3節参照）より解析可能な高速現象の最大周波数は
15[Hz]までとなる。1 秒毎に速度を求めたい場合、得られる独立なパワースペクトル
(Power  Spectrum)の点数は直流も含めて 16 点に限られる。このため、FFT を用いる限
りスペクトルの分解能が不十分であり、速度の情報を表すスペクトルもシャ－プさがなく、
解析精度の低下を招くことになる。これに対して、MEM はパワースペクトルの非線形推
















ω ・      ，                           (2.12) 
で得られることが知られている 7)。ここで、m は自己回帰モデル（Autoregressive Model）
の次数、 mia は次数m における自己回帰係数(Autoregressive Coefficient)、 mP は定常白
色雑音の分散である。この場合、ωはサンプリング定理の範囲で任意に設定することがで







の次数 m の決定法である。モデル次数の決定法としては今までに FPE 基準（Final 
Prediction-Error Criterion）、AIC 基準(Akaike's Information Criterion)、CAT 基準
(Autoregressive Transfer Function Criterion)などが提案されているが 8)、これらの決定
法はどのような時系列データに対しても適用可能とは限らない。今回動画像処理に実際に
用いたモデル次数は、データ点数に応じて経験的に最適であると思われる次数（データ数






















=η  ,                     （2.13） 
と定義される。一般に半径 2ρ の粒子全体の輝度が均一な粒子像の可視度には波数
( )Dks π2= 依存性があり、それを ( )skη とすると、 
( ) ( ){ } ( )222 1 ρρη sss kkJk ∝   ,                    (2.14) 
と表されることが知られている 1)。ここで、 1J は第１種円柱ベッセル関数を示す。これは、
半径 2ρ の１個の粒子が一定速度で運動する画像を、波数 sk の正弦波状空間フィルタに通
し、積算して得られる時系列データのパワースペクトル最大値の波数依存性と等価である。
図 2.5(ｂ)より、空間フィルタの波長 Dが粒径 ρ より小さくなるとスペクトルも小さくな
ることが分かる。特に、波長の定数倍が概ね粒径と一致するとき（最初に極小となるのは、
23.1=D のときである）はパワースペクトルが極小となる。このことから、得られる信号
図２.５ Visibility の定義(a)と Visibility の波数依存性(b)。 















両方法とも時刻 0=t を起点として逐次、解析を行う。時刻 it の速度の計算を行う場合は、
一つ前の時刻 ( )1−it の速度解析結果を基に、空間フィルタを決定し解析を行う。 0=t の
場合は、粒子の速度が0 と仮定して計算を行う。 
空間フィルタの波長 Dおよび移動速度 sv の決定条件について、具体的に述べる。 
Ⅰ）の解析法の場合の条件 
 以下の①、②、③を満たすように svD , を決定する。 
 ① 空間フィルタの波長 Dの整数倍n が、x 方向（または y 方向）画像サイズM になる
ように設定する（背景の平均輝度レベルのスペクトルへの影響を少なくするため）。 
  MDn =×   [pixels]    ( ),3,2,1=n    ，            (2.16) 
② 解析速度の正負のダイナミックレンジを等しく（最大に）取るために、空間フィルタ







vs     [1/frame]   ，                     (2.17) 





γ≥=      [pixels/frame]   ，               (2.18) 
   ただし、γ は速度の急変に対応できるための安全係数で、通常 1.2～2.0に選ぶ。 
Ⅱ）の解析法の場合の条件 
 ①（2.15）式を満たす、適当な波長 D を持つ空間フィルタを選択する（この解析におい
ては、空間フィルタの波長は常に一定である。）。 
② 粒子の速度 0v が解析可能であるように、空間フィルタの移動速度 sv− （粒子の移動
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方向と逆方向）を設定する。すなわち、時刻 1−it の解析結果を 0v とすると次式を満足す
るように設定する。 
40
Dvv s =−    [pixels/frame]  ．                    (2.19) 



















図 2.6 解析した動画像からのスナップショット(a)と、その輝度分布ヒストグラム 





















ス（ 48.0=φ μm）をレーザ光照明で可視化してとらえた動画像を解析した結果（ y 方向
速度成分の時間変化）である。速度の時間変化の解析には最大エントロピー法を用いた。 
 
   
1cm 
（ａ） （ｂ） 
図２.７ 化学反応波の例：(a) 円形波、 (b) ラセン波 















図２.８ 解析例：BZ 反応に伴う流体現象の速度計測。(a) 正弦波状空間フィルタを一定
値に固定した場合の解析例（ 10=D pixels， 5.2=sv  pixels/frame）、(b) 正弦波状空
間フィルタの動的最適化による解析例。 




































                                                   
* 散乱光強度の散乱角(θ)依存性を示す．円形開口の場合，その中心対称性より散乱ベクト
ルの方向によらずその大きさ sk で決定される． 
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子の半径 a、流体の粘性係数η、ランダム力 R(t)とすると、ランジェバン方程式は 
)()(6)( tRtav
dt



















 ． (2.21) 
ここで、 mTkv B /
2 = であり、φ(t)は正規化された速度相関関数、そして kBはボルツマン
定数、T は絶対温度を表す。また、τは相関関数の相関時間である。Green-Kubo の式 20)









 ． (2.22) 
これは、Einstein-Stokes の関係式としてよく知られている。一方で、拡散係数 D は移動









=  ， (2.23) 
ここで 
図２.９ 誘電率の時間・空間変動による光散乱の検出 





















角周波数ωであるとすると、位置 r、時刻 t での電磁波の入射電界 E

が次式で書ける。 
( )[ ]rktiEEs 

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 ωγ  ， (2.26) 
となる。qは散乱波数ベクトルと呼ばれ、図 3.10 中の各ベクトルの幾何学的関係より 
skkq













nqq   ， (2.28) 
と表される 13)。ここで、 is nkk λπ20 == であり、 iλ は入射レーザ光の波長、散乱角θ、
















 γ  ， (2.29) 
となる。 
動的光散乱法の中でも、図 2.11 のような散乱光と参照光を混合して検出するヘテロダイ














tqg  ． (2.30) 
図 2.11 ヘテロダイン検波法の構成図 
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マルコフ過程においては、この相関関数は次式で得られる。 
























































πnK  ， (2.34) 
と(2.27)式の散乱波数 q が対応すると考え、散乱波数 q を 
d
K π2=  ， (2.35) 
のように置き換える。d はレーザ・ドップラー法における干渉縞の波長である。この干渉
縞の波長 d が、動画像処理による空間フィルタの波長 W に相当すると考えることにより、 
W




=W  ， (2.37) 
をもつ空間フィルタを、ブラウン粒子の散乱光を顕微鏡撮影した動画像データに対しソフ
トウェア的に重畳すれば、ブラウン粒子の運動に伴う相関関数 G(K, t)は、(2.31)式より 


















































１．空間フィルタの方向：同一の動画像データに対して X 方向、Y 方向それぞれの空間フ
ィルタをかけて変動信号 A(t)を算出する。  
２．フィルタの位相：同一の動画像データに対して異なる位相の空間フィルタ（例えば 5
つ：ϕ =0, 52π , 54π , 56π , 58π ）を重畳した変動信号 A(t)を算出する。 
３．時間のオーバーラップ：観測時間内の P 点の変動信号 A(t)に対し、オーバーラップを
許しながら 1 系列 Q 点の U 個の時系列に分割して、各々離散フーリエ変換し平均パワー
スペクトルを求める（図 2.13）。 
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図２.13 パワースペクトルの時間的平均を求める手順。P は変動信号のデータ点数、Q は 1 回
のフーリエ変換に使用するデータ点数、U は時間的平均回数を表す。 
図 2.14 顕微鏡と動画像処理システム 
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（４）システム例 
図 2.14 にシステム例を示す。我々が使用したシステムは、Ar レーザ（488nm, 25mW）
もしくは He-Ne レーザ（632.8nm, 5mW）と、倒立顕微鏡（Nikkon, TMD）、CCD カメ
ラ（National, WV-1850）、S-VHS ビデオデッキ（Victor, HR-X5）、そして、パーソナル
コンピュータ（NEC, PC-9801Xa16）と画像入力インターフェースボード（Micro-technica, 
MT98FMM）から構成されている。 NEC の PC-9801 シリーズを用いたシステムを使用
したが、現在入手しやすい PC や画像入力インターフェースを使用してよい。ただし連続
画像入力時のサンプリングの等時性が保障されていることを前提とする。蒸留水を濾過器







πυ a=  ． (2.41) 
ここで、 0.4<υ の範囲が粒径評価可能な粒径 a である。 0.4<υ の範囲はレイリー散乱の
領域とされており(2.25)式が成立するが、 0.4>υ では 1 個の粒子を 1 つの双極子とみなせ
なくなる。本システムの Ar レーザを使用すると粒径 0.031µm が解析の理論的限界となる。 
ブラウン運動をしている微粒子の顕微鏡画像例を図 2.15 に示す。図 2.16 に直径が








定をおこなったときの室温は 24.0±0.5℃であり、水の粘性係数ηを 0.0091poise と想定し
た。顕微鏡画像中の画像中の 64×64[pixel]の領域を解析対象（例：図 2.15(a)）として、
32768 [frames]（1092 秒間）をサンプリング周波数 30 ヘルツでパーソナルコンピュータ
へ動画像を取り込んだ。空間フィルタの波長 W として 4、6、8、12、16[pixels]の 5 種類
をそれぞれ用いた。 
図 2.17、図 2.18 に空間フィルタの波長 W を 6[pixels]と 8[pixels]とした場合の各実験対象
に対する自己相関係数のグラフを示す。図中の水平な点線が 1/e の値を示し、各曲線がこ
の点線と交わる時間が相関時間τとなる。このτより(2.32)式を用いて粒径が推定される。 















図２.16 実験により測定された変動信号 A(t)の例。 
(a) 0.20µm のポリスチレン粒子、(b) 1.09µm のポリスチレン粒子。
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図２.17 本システムを使用して得られた自己相関関数 G(K, t)。 






図２.18 本システムを使用して得られた自己相関関数 G(K, t)。 
(空間フィルタの波長 W として 8[pixels]を使用) 
 







0.20 0.46 1.09 
評価された直径（μm） 
4 0.24 0.40 1.32 
6 0.22 0.47 1.16 
8 0.23 0.45 1.24 
12 0.24 0.43 1.12 










図２.19 散乱パターンを測定する方法。(a) 光散乱系、 
(b) 粒径による散乱パターンの違い。 
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トすると、図 2.19(b)に示す平均散乱パタ－ン ( )skI が得られる。この平均散乱パタ－ン
( )skI は、微粒子の粒径によって変化する 26)。この平均散乱パタ－ンから、清水らは 25)フ
－リエ・ベッセル逆変換(Fourier-Bessel Inversion Transform)を用いて粒子半径分布


















skIBn    ．                            (2.42) 
ここで、 ρ は円形開口の直径を示し、 1−B は０次の円柱ベッセル逆変換を示す。橋本 16)
は、平均散乱パタ－ンにハニング窓(Hanning Window Function)をかけるなどの補正を行
うとともに、(2.42) 式のより厳密な解として次式を提案し粒径評価を行っている。 





























  ．       (2.43) 
ここで、 ( )an は粒径分布、a は２次元散乱体（円形開口）の半径であり、 a20 ≤≤ ρ とす
る（この式の導出については、２章付録２を参照）。 
図２.20 1 次元散乱体の粒径評価手順。(a) 入力信号、(b) 自己相関関数、(c) 粒子分布。 















クトル像が得られる。この像の中心(波数 0== yx kk  [radian/pixel])を通る任意の断面
で切り、片側のみを描くと図 2.21(b)の○印で示す曲線となる（図では実際に得られたデ
－タを一つ置きにプロットしている。）。また、理論曲線 ( )skI を、図 2.21(b)中に実線で示
している。この曲線は、光散乱理論では２次元円形開口の平均散乱パタ－ンに相当し、そ
の理論曲線 ( )skI は、次式で与えられる 27)。 
図２.21 円形粒子像（粒径 11[pixels]）の 2 次元フーリエスペクトルと円形開口の散
乱パターン。 (a) 円形粒子のフーリエスペクトル像（図中粒子像は略図）、
(b) 円形開口の散乱パターンと円形粒子のフーリエスペクトル画像の比較。 
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( ) ( ){ } ( ) 21 222 ρρ sss kkJkI ∝   ．                         (2.44) 
















=×= is kk    ，                           (2.45) 














=   ，                                             (2.46) 
で与えられる。この式で、D は空間フィルタの波長を表す。画像中に粒子が１個存在する
場合は、(2.44) 式の右辺の第１極小点が 83.32 =ρsk で与えられることより、第１極小
を与える空間フィルタの波数 sk を測定することで粒径 ρ の評価が可能である。 
以下では、逆散乱手法の考え方を基に、ディジタル画像処理手法による粒子半径分布計















Ⅰ） 原画像を一定間隔 0θ ずつ回転させた N 枚の変換画像を作る。すなわち、原画像の
画像関数を ( )yxf , とすると 0θn 回転した画像の画像関数 ( )Nyxg ,, は 




























N 枚の変換画像 ),,( Nyxg  
パワースペクトル ),( yxN kkP  





粒子半径分布 )2(ρn  
原画像 ),( yxS  
図２.22  逆散乱手法に基づく画像処理による粒子半径分布計測手順。 












た擬似乱数を用いて粒子位置を決定し N 枚の画像生成を行う（図 2.24(b)参照）。 
 
Ⅱ） N 枚の画像各々をフ－リエ変換し、パワ－スペクトルを求めることで N 枚のスペ
クトルパターン ( )yxn kkP , が得られる。すなわち、 
図２.23 円形多粒子の２次元フーリエスペクトル像。 (a)原画像のフーリエスペク
トル像（図中粒子像は略図）、(b) 回転処理による平滑化スペクトル像。 
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( ) ( ){ } ( ) ( )yxnyxn kkjBkkANyxgFNyxG ,,,,,, +==   ．        (2.49) 
  ( ) ( ) ( )22 ,,, yxnyxnyxn kkBkkAkkP +=   ．                 (2.50) 
Ⅲ） Ⅱ）で得られたＮ枚の変換像から各画素において最大値を求めることで、一つの代
表変換像が得られる。 
( ) ( )yxnnyx kkPkkP ,max,ˆ =  （ただし、 Nn ,,2,1 = ）  ．     (2.51) 
Ⅳ） さらに、円形粒子の対称性を考慮し、等しい波数ベクトルの絶対値 )( 22 yxs kkk +=
に対する最大のパワ－スペクトル値 ( )skV を選ぶ。すなわち、 
( ) ( )sks kPkV s













より高調波を除き、平滑化、再規格化することで平滑化パワースペクトル ( )skV が得られ













 2値化された円形粒子画像を対象に解析した。解析対象とした粒子画像例を図 2.24 に示































図２.24 粒子画像生成。(a) 回転操作、(b) ランダム移動操作。 






次に 256×256 [pixels] の画像中に平均粒子半径 9[pixels]、粒子個数 25個、標準偏差


















図２.25 多粒子画像の粒径分布解析例 図２.26 粒子半径が分布している場合の解析例 
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測定対象の波形デ－タのサンプリング周波数を 0f ′ [Hz]と仮定する。サンプリング定理
より、 20f ′ [Hz]の周波数までの波形デ－タを再生することができる。ところで、BZ反応
のような振動波の場合、正負のダイナミックレンジを最大にとるためには、 20f ′ [Hz]で
の真ん中、すなわち、 40f ′ [Hz]を偏移周波数(式(2.4))とすればよい。すなわち、空間














=′   [m/sec]  ．                                 (A2.2) 
これを画像上で考えなおしてみる。画像のサンプリンブは 0f [frames/sec]で行われる。
空間フィルタの波長を D [pixels]、移動速度を sv [pixels/frame]とすると、空間フィルタ
























vs ′=   [1/frame]  ．                                 (A2.5) 







  [1/frame]  ．                                   （A2.6） 
 関係式(2.17) が得られる。 
 
 
























   (A2.7) 
円形開口が粒径分布 ( )an を持つとき、光散乱パタ－ン ( )skI と自己相関関数 ( )aRc ,ρ は
次式で結ばれる。 
  ( )[ ] ( ) ( )∫
∞− =
0
































  ．      (A2.9) 









































   ．                 (A2.11) 
  ),3,2,1( == jaa j   ．                  (A2.12) 
この式は、粒径分布が有限範囲であるとすると、粒径分布関数が 0となる十分大きいか
ら出発し、順次粒径の小さい方へ計算すると正しい粒径分布が得られる。しかし、式(A.10)



















− ×= dtetgdtetgfp ftjftj ππ 2*2 )()()(  
    であり、 )()( * tgtg = は複素共役である。 
 
[2.2] 自己相関関数 )(τc が次式のように指数関数型で与えられるとき、パワースペクトル
)( fp を求め図示せよ。 
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Horn と Schunck はこの関係式（基礎式）を導き、さらに、オプティカルフロー場に対す
る付加的な拘束条件式を組み合わせることで、正則化の枠組みによってオプティカルフロ













































ftyxftyxf δδδ),,(),,(    (3.2) 















f       (3.3) 




























時刻 t に点(x,y)にあった濃淡パターン f(x,y)が、その濃淡分布を保ったま





















































































v    (3.5) 
あるいは、オプティカルフロー場の２次微分がゼロと仮定する次式のような付加拘束条件
も考えられる。 






























vv   (3.6) 
式(3.5)や式(3.6)の拘束条件式が満足される場合を考える。例えば、３次元静止空間中に平
面が存在し、それに対してカメラが相対運動している場合を考える。カメラの焦点を原点














     (3.7) 
但し、U, V, A, B, C, D, E, F は次式で表される定数である。 
 2ω−−= r




cpaA += ,  3ω+= r
qaB ， 
 3ω−= r
pbC ,  
r
cqbD += ， 
 2ω−−= r
pcE ,  1ω+−= r
qcF ．    (3.8) 
従って、式(3.5)の拘束条件が完全に満足されるのは A=B=C=D=E=F=0 の場合であり、カメ
ラは回転運動せずに、平面との距離を保ったまま並進運動する場合に限られる。一方、式




フロー場全体: S で満足されるように次式を最小とする拘束条件を課す。 
 ( ) .mindd2222 →+++= ∫∫
S
yxyxa yxvvuuE     (3.9) 
ここで、 xuux ∂∂= / , yuuy ∂∂= / , xvvx ∂∂= / , yvvy ∂∂= / として表す。さらに、基礎
式(3.3)がオプティカルフロー場全体で満足されるよう、次式を最小とする拘束条件を課す。 
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 ( ) .mindd2 →++= ∫∫
S
tyxb yxfvfufE     (3.10) 
ここで、 xffx ∂∂= / , yff y ∂∂= / , tfft ∂∂= / として表す。式(3.9)と式(3.10)の２つの拘
束条件を用いてこれらの和を最小とするような解(u,v)を求める。 

























     (3.12) 
ここで、 10 <<< ε , ),(),,( yxyx ηξ は領域Sの縁Cにおいてゼロとなる任意の関数である。
式(3.12)を式(3.11)に代入し次式を得る。 
 
( ) ( ) ( ) ( ){ }[




























       (3.14) 
これを計算するため、まず ε∂∂ /E を計算すると次式を得る。 
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ε ε    (3.16) 
式(3.16)の右辺の非積分関数の第 1 項の u に関する項は、次式のように変形できる。 






yyxx yxuudxudyuyxuu dddd 000000 ξξξξξ  (3.17) 
関数ξは C に沿ってゼロとしているので、式(3.17)の右辺第 1 項の積分はゼロとなる。 




yyxx yxuuyxuu dddd 0000 ξξξ    (3.18) 
従って、式(3.16)は次式となる。 
 
( ) ( ){ }[


















ε ε    (3.19) 
任意の関数 ηξ , に対して、式(3.19)を満たす u0,v0が存在するためには、 
 
( ) ( )
















    (3.20) 
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際のプログラムは、附章 B で紹介する。 
 
(3) 局所的最適化手法 12-14) 
前述の一様性の拘束条件を局所領域に限定し、最適化の手法を用いてオプティカルフロ
ーを推定する手法が提案されている。これを、大域的最適化法に対して局所的最適化法































.min2    (3.22) 
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3.5 (a))、その運動境界を囲む局所領域では図 3.4 (b)のように基礎式が２点で交わる。従っ
て、解が唯一と仮定している手法を適用すると正しいオプティカルフローが得られない。
これを隠れ問題(occlusion problem)という。一般に、局所領域内で複数の運動が観測され
るような場合(図 3.5)のオプティカルフローを多重オプティカルフロー(multiple optical 
flow)という。半透明の模様のあるガラス越しのシーンを捕らえた動画像についても、ガラ



















































図 ３.５ オクルージョンと多重オプティカルフロー。(a)２つの物体：物体 1 と物体 2 が異なる


















































(2) 場の理論に基づく基礎式の導出 23) 
移動現象のモデリングにおいて、オイラーの立場による観測の方法を紹介する。図 3.6
のように、ある固定された観測領域δS を考える。そのδS 内での物質の時間変化は、その領
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φddd nv      (3.24) 
ここで、n はδC に対する外向き単位法線ベクトルである。さらに、ガウスの定理(2 次元)






φdd)(d v      (3.25) 
非積分項のみを取り出し、微分形式で表すと次式となる。 




f       (3.26) 
式(3.24)では、移動現象を動きベクトルのみによると仮定したが、より一般的に、何ら






φddd nJ      (3.27) 















ピンぼけ過程を考慮したより一般化された勾配法の基礎式（微分形）は、 fDf ∇−= vJ を
用いて次式となる。 
78  第３章 勾配法によるオプティカルフローの推定 
  




f )( v      (3.29) 





f       (3.30) 
式(3.29)がこれまで提案されてきた基礎式の一般化となっていることを示す。まず、最
もよく利用されている Horn と Schunck によって提案された基礎式(3.4)は、一般化勾配法
の式(3.29)において、 v⋅∇ =0, D=0, φ=0 とすると導かれる。さらに、何人かの研究者が提
案している式は、Horn と Schunck らの基礎式に加えて、 v⋅∇ の項が含まれており、式






∂        (3.31) 
特に、Schunck は、式(3.31)によって定義された速度ベクトルを画像流(image flow)と呼ん

















∂      (3.32) 
ここで、式(3.32)の右辺 v⋅∇ を１つの未知数と考えて、(u,v, v⋅∇ )の３つの未知数を最小二





















f      (3.33) 
ここで、df/dt は全微分を表す。濃淡パターンがその分布を保ったまま運動する場合、全微
分はゼロとなるが、これがゼロとならない場合も許している。すなわち、一般化勾配法の





 ctyxfmttyyxxf +⋅=+++ ),,(),,( δδδ     (3.34) 
ここで m,c は未知パラメータである。 
 















Cornelius and Kanade は、式(3.33)を用いて、オプティカルフローのパラメータの他に
df/dt=φの項も同時に推定する手法を提案した。用いた手法としては、Horn and Schunk の
滑らかさ拘束条件をオプティカルフローのパラメータとφの項に適用し、以下の汎関数を
最小化するような解を推定した。 
 .min22 →++= cba EEEE βα      (3.35) 
 ( )∫ −++=
S
tyxa sfvfufE d
2φ      (3.36) 
 ( )∫ +++=
S
yxyxb svvuuE d
2222      (3.37) 
 ( )∫ +=
S
yxc sE d
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),( yxrr = 。 
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(b) 非定常照明条件：照明条件は空間的には均一で、時間と伴に変化する。すなわち、
)(trr = 。 
 
まず(a)の不均一照明条件の場合について考える。このとき、生成・消滅項は次式となる。 
 ( ) 22 vufq
r
rvfrvg +=∇⋅=∇⋅=φ     (3.44) 
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=φ        (3.47) 





f       (3.48) 
パラメータ w は時間の関数であり、時間を固定したとき、画面上で一定値となる。非定常

































fE    (3.49) 




























解析に用いた手法の本書での省略名とその概要等を表 1 に示す。 
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表１ 解析に用いるオプティカルフロー推定法 
省略名 概要 代表的文献 基礎式 設定パラメータ 推定パラメータ 
HS 大域的最適化法 6) (3.3) 滑らかさ：α 
反復回数：N v=(u,v) 
LOM 局所最適化法 12) (3.3) 時空間局所領域： Lx,Ly,Lt v= (u,v), df/dt=φ 
NUI 不均一照明条件を
考慮した手法 34) 




Lx,Ly v= (u,v), w 
DIF ボケ過程を考慮し
た手法 24) (3.30) 
時空間局所領域： 
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     (a) (b)  












図 ３.９ 粒子によって可視化された流れ場を捉えた動画像(図 3.8)の解析結果。(a)HS, =1.0, 
N=256。t=0～127 (frame)のそれぞれにおいて得られたオプティカルフロー場を平均し
た結果。(b)LOM, Lx=Ly=0, (2Lt+1)=128。(c)NUI, (2Lt+1)=128。(d)NUI によって推定され
た照明の不均一性を表すパラメータ q の空間分布。 

















(e) (f) (g) (h)
(a) (b) (c) (d)
 
図３.10 Belousov-Zhabotinsky(BZ)反応波の伝播の様子を捕らえた動画像。動画像のサイズ：
200 ×200(pixel), 330(frame), 8(bit)。サンプリング周波数：15(Hz)。元動画像の(a)t=0, 
(b)t=100, (c)t=200, (d)t=300(frame)における画像。元動画像に対して 7×7(pixel), 
3(frame)の時空間領域からなるメディアンフィルターを適用して得られた動画像の
(e)t=0, (f)t=100, (g)t=200, (h)t=300 (frame)めの画像。 
 






図３.11 BZ 反応波の伝播の様子を捉えた動画像(図 3.10 図３.1)の解析結果。
LOM(Lx=Ly=5,Lt=0) に よ る (a)t=100, (b)t=200(frame) で の 結 果 。
NSI(Lx=Ly=5)による(c)t=100, (d)t=200(frame)での結果。 
 







ころ、1.26(pixel/frame)であった。この動画像に対して、LOM と DIF を適用した。得ら
れた結果のオプティカルフロー場と、その大きさのヒストグラム、及び推定された拡散係
数 D の分布を図 3.13 に示す。オプティカルフロー場からは両者の結果にほぼ違いは見ら
れないが、ヒストグラムでは、２つのピーク位置とその最大値に違いがあることがわかる。
すなわち、DIF によるピーク位置は LOM によるそれと比べて大きくなっており、また、





第３章 勾配法によるオプティカルフローの推定  87 
  























図３.13 逆ボケ過程の動画像(図３.12)からの解析結果。(a)LOM(Lx=Ly=2, (2Lt+1)=50), 
(b)DIF(Lx=Ly=2, (2Lt+1)=50)によって推定されたオプティカルフロー場。(c)
推定されたオプティカルフローの水平方向成分の絶対値|u|のヒストグラ
ム図。(d)DIF によって推定された拡散係数 D の空間分布。 
 
 



















































                                     
            




















































考える。その局所の各点 (x1,y1), (x2,y2）, (x3,y3), ・・・, (xn,yn)では、推定しよう
とするオプティカルフロー vが一定であるため、各点で以下のｎ個の拘束式が成立す
る。 




























































      ・・・・・ 
















   このｎ個の拘束式の誤差の二乗和が最小となるように、オプティカルフロー
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      2   2 
 E =ΣΣ{Gn(x+i,y+j)－Gn+1(x’+i,y’+j)}2 
      i=0 j=0 
(4.1) 
      2   2 
 E’=ΣΣ|Gn(x+i,y+j)－Gn+1(x’+i,y’+j)| 















































   図 4-2 ステレオ画像とエピポーラ線 













ーラ線上)される場合である。エピポーラ線とは、図 4-2 に示すように水平に置かれた二つ 















































       (a)近傍画素の配置          (b)各画素の輝度時系列 
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Ck(τ)の極大値を相関値、そのときのτを遅れ時間と呼び、それぞれ kγ 、 kτ のように表す。
従って両者の関係は、次式のように与えられる。 
)( kkk C τγ =                              (4.6) 
こうして、時系列相関法では、中心画素とその近傍 8 画素の時系列間の相互相関計算を
行えば、相関値と遅れ時間が 8 組得られることになる。今、得られた 8 個の相関値のうち、
値の最も大きな方向の画素をｋ、中心画素 0 と近傍画素ｋとの X,Y 方向の間隔を hxk、hyk
とすると、速度の絶対値 V は 
kyx khkhV τ/)(


















わしている。相関値 kγ と遅れ時間 kτ の関係は式(4.2)に代えて 
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9 個の黒い点が画素位置、L0、L1はそれぞれ、中心画素 0 および近傍画素 1 を通る速度ベ
クトルの方向の直線で、G(x,y) が輝度の空間分布である。そして太い曲線 S0，S1 がそれ
ぞれ、直線 L0、L1 で画像の輝度分布 G(x,y) を切り出した断面の輪郭線である。つまり、
この曲線 S0，S1がこれまで考えてきた中心画素および近傍画素１の輝度時系列関数 f0(t)、
f1(t) である。一般に、中心画素および画素ｋの輝度の時系列 f0(t)、fk(t)とその付近の画像












図 4-4 時系列と画像の空間分布の関係 
 
f0(t)＝G(x+vxt,y+vyt) 
                                   (4.10) 
fk(t)＝G(x+hxk+vxt,y+hyk+vyt) 
 
で表すことができる。ここで、既に述べたように hxk、hyk は中心画素 0 と近傍画素ｋの
X,Y 方向の間隔、また、vx、vyは中心画素での X、Y 各方向の速度成分である。 
 図 4-4 で、近傍画素の時系列は f1(t) しか示していないが、この f0(t)、f1(t) の相互相関
で得られる相関値 1γ と 1τ は何を示しているのだろうか。われわれの先の論文 2,3)では、こ
のことで 2 つの解釈モデルを示したが、ここでは、以下のようにもう少し単純に考えみる
ことにする。 
いま、曲線 S0，S1 で、S1 上の白丸で示した点を曲線 S0 の原点(白の四角で示す)と重ね
た場合が最も波形の類似度が大きかったとする。このとき、相互相関関数 C1(τ) の遅れ時




































いま、図 4-5 中の白丸で示した点 pkの座標を(pxk、
pyk )とすると 
pxk＝hxk－vxτk 




ax+by=0              (4.12) 
とおく。この様子を図 4-6 に示す。この式(4.12)の x,y
に式(4.11)の pxk, pykを代入し 
 
 E＝Σ{a(hxk－vxτk )+b(hyk－vyτk)}2  (4.13) 
   k 




































                      (4.14) 
ただし、各定数は以下のように与えられる。 
∑ ∑ ∑ ∑ ∑ ∑ ∑=−=+=−−==
k k k k k k k
kxkkxkykxkkykkxkk bEhbDhhbhaChbhaBaA
222 ,,,2, τττττ  
∑ ∑ ∑ ∑ ∑ ∑ ∑=−=+=−−==
k k k k k k k
kykkxkykykkykkxkk aEhaDhhahbChahbBbA










である。生成された動画像は、256×256 画素を 1 フレームとし、256 フレームからなる。
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度を 1.0 p/f に設定し滑らかな輝度分布
を想定した物体の回転運動では、同じ
距離で 0.8 p/f に設定している。従って 
両画像とも回転の中心から離れるに従 
画図 4-9 連続した輝度分布の画像      って真の速度の大きさは、直線的に大き
くなっていく。図 4-8 および図 4-10 の 
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図 4-11 シミュレーション画像より 
得られた速度場の距離と速度の関係 
 





















   図 4-13 回転円盤実験の解析結果 
図 4-12 回転円盤による実験の様子 
















片を用いた。解析に用いた動画像の第 1、第 2、第 4、第 8 フレームの画像を図 4-14 に示







                                (4.15) 
 
          (a)渦の速度ベクトル場         (b)渦の中心からの距離と速さの関係 
図 4-15 渦流の中心からの距離と速さの関係（文献 11）図 5.17 参照） 
図 4-14 渦の画像例 





ここで示す解析手法は、4.2 の時系列相関法の図 4-4 示した考え方と本質的に同じであ
る。しかし、時系列相関法のように大量の動画像を用いず、比較的少ない画像フレーム
(5 から 11 枚程度)で速度を求めようとするものである。一連の動画像の中央フレームで
の輝度分布を利用するため、画像の枚数は必ず奇数枚が必要となる。 
いま，対象となる連続画像には、次の仮定が成り立つものとする。 
 仮定１ 画像の輝度分布は滑らかである 
 仮定２ この輝度分布は時間的に変化しない 
























 G(x,y)＝Ax2+Bxy+Cy2+Dx+Ey+F                    (4.16) 
なる曲面で近似する。この関数Ｇで与えられる曲面は、原点を通り XY平面に垂直な任意の
方向の平面で切断したとき得られる曲線の殆どが放物線（稀に直線）となる性質を持つ。 
 式(4-16)の関数Ｇの係数 A,B,･･･,F は、図 4-16中に黒丸で示した中央画像フレームの
各画素の輝度値 g0,g1,g2,･････,g8の９個の濃淡値データから決定する。もともと曲面 Gは、
９個の濃淡値データの任意の６個のデータのみでは決定不能となる場合もあり、９個のデ
























































 1 -2 1  -1 0 1  1 1 1 
1/6 1 -2 1 1/4 0 0 0 1/6 -2 -2 -2 
 1 -2 1  1 0 -1  1 1 1 
  A    B    C  
 -1 0 1  1 1 1  -1 2 -1 
1/6 -1 0 1 1/6 0 0 0 1/9 1 5 2 
 -1 0 1  -1 -1 -1  -1 2 -1 
  D    E    F  
 
図 4-17 各係数の重み係数 
 
 





れる空間分布 ),( yxG とこの時系列 f0(t)の間には 
 f0(t)＝ ),( tvtvG yx −−                               (4.19)   
なる関係が成立する。ここで yx vv , およびｔは、それぞれ速度の x 方向成分、ｙ方向成分
および離散時間を表わす。従って、式(4.19)の両辺の差の二乗和 
   ｍ 
 E＝Σ{G(-vxt,-vyt)－f0(t)}2                    (4.20) 
   t=-m 





の xｙ座標を xk,yk、その時系列を fk(t)とすると 
   ｍ 
 Ek=Σ{G(xk±vxt,yk±vyt)－fk(±t)}2                (4.21) 



























式(4.20)は速度 yx vv , の４次式であるから、式(4.21)は２元連立３次方程式となり、ニ
ュートン法 6)などを用い数値的に解を求める。このときのニュートン法の漸化式は、 























−=+1                         (4.23) 
 









 Es =(vx-vx-1)2+(vx-vx+1)2+(vy-vy-1)2+(vy-vy+1)2             (4.24) 
で表わされる 8)。ここで、vx-1、vx+1、vy-1、vy+1 は隣接する上下左右の画素の速度成分であ
る。この式(4.24)を先の式(4.20)と結合して新しく誤差式Ｗとして 
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E=(Ixvx+Iyvy+It)2                                     (4.27) 
である。ここで画像の時空間関数 I(x,y,t)の空間 x、y および時間 t に関する偏微分を
It,Ix,Iy で表している。この式について少し考えてみよう。式(4.26)の第１項と第 2 項は
大まかに言えば、輝度勾配 Ix，Iy の傾きを持つ平面(中心画素での輝度は０となることに
注意)の中心から(vx,vy)だけ離れた場所(図 4-17(a)の A点)の輝度、すなわち輝度の変化分
に相当する。また第 3 項は、B 点が中心に移動したときの輝度の変化分を算出することで
求められる。この場合輝度の空間分布は平面を仮定しているので速度方向の２つの変化分
は同一で、B点の輝度データをフィットさせることに相当する。 
また、横矢の提案した弛緩法 9)は、ステレオ画像の x 方向視差の検出の手法として提案
されているが、２次元に拡張すると 
E=∬{IL(x+vx,y+vy)-IR(x,y)}2dxdy                     (4.28) 
なる誤差式となる。実際には、vx,vyが実数であるため、他方の IL(x,y)を 4 近傍の輝度値














      (a)勾配法 7)                              (b) 横矢 9)の手法 
図 4-17 時間空間マッチングの観点からみた勾配法と横矢の手法 
 
しかし、このままでは、両者とも条件式 1つに未知数
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 まず、図 4-18 に示す画像を左上隅を中心に回転する動
画像を作成し、速度場の解析を行なった。画像のフレーム
数は最大 11 枚でサイズは 128×128画素で、各画素の濃淡
値は８ビットの値を持っている。式(4.15)により求められ














図 4-19 計測された速度場 
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(a)                      (b)                          (c) 
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する生体情報が 1 次元データとして得られる． これらに対して，2,3 次元の画像として X
線や放射線，磁気など生体透過性の波を利用して生体情報を取得する機器も次々と実用化
されている 5-7)．MEG(Magnetoencephalogram, 脳磁図)，MRI(Magnetic resonance imaging, 磁






































特に胸部 X 線像や同 CT 像，そして MR 像などの静止画像から病巣部の特定や，複数枚の
スライス画像からの 3 次元像の再構築などの分野での画像処理は，すでに実用レベルとし




































び解析を行った．ズームレンズで皮膚表面の動いている部位が 100 pixels 以上の面積を持
つように調節し，測定周波数 30Hz で動きを取り込んだ．画像取り込みと同時にテレメー
タ心電計(Dyna Scope DS-3100, フクダ電子)で CM5誘導による心電図を測定した． 
 皮膚表面の動きを解析するために，3 章 3.2 節の局所的（時間・空間）最適化手法を用い，
各速度ベクトルを局所領域 3×3pixels で 3frames の画像から算出した．すなわち，ある点
P(x,y,t)のオプティカルフローの検出において P 点を囲むδx･δy･δt=3×3pixels×3frames の領






ttyxftyxftD 2)},,(),,({)( δ     (6.1) 
 






に，以下の 2 種の評価関数を定義した． 














図 5.1 皮膚動きによる鏡面反射と拡散反射 24)を改変． 
 
 
1)速度の絶対値の空間平均（関心領域(region of interesting)の面積 Sroi） 





      (6.2) 
2)局所的な速度場の発散 
 LAD div≡ = •∫ ∫v v ndS dCS Croi roi                （6.3） 





れる部分，つまり，速度ベクトルの空間的変化が大きな領域を関心領域 Sroi とし， Sroi に
おける速度場の発散を(LAD; Local Area Divergence)と定義した．また，関心領域のサイズは
次のように決定した．まず速度場の重心を算出し，ある大きな速度ベクトルを持つオプテ
ィカルフローの 1frame を選択する．関心領域の重心を中心とする正方形を 3×3pixels から
23×23pixels で 2×2pixels ごとに変化させる．これらの正方形でそれぞれ LAD を算出し，
最も大きな LAD を最適なサイズとした．そして，最適サイズの関心領域で重心の LAD と 





図 5.2 健康男性の左手首 24)．右上側が手の平で，左下が肘方向．透明な図は画像を






図5.3 動画像処理によって得られた心拍波計 24)．LAD (Local Area Divergence, δS = 
17 × 17 pixels)，<v>，D(t)の波形は，拡散反射モードを利用して得られた画像から得
られた．LAD 波形の点線は，ゼロレベルを示す．LAD と<v>は図 6.2 のベクトル場か
ら，D(t)は生画像から計算された．心電図(ECG)は，画像と同時記録された． 
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た皮膚表面の動きが 2 次元的によくとらえられている． 
 図 5.3 に，オプティカルフローの時系列の解析から得られた<LAD>, <v>および D(t)波
形(式(5.1)参照)と同時記録した心電図を示す．全ての波形とも心電図 R 波に約 0.2s 遅れた
鋭いピークを持ち，そのピーク間隔は心電図の R-R 間隔に一致した．心電図 R 波からの遅
れは，脈波が心臓から手首部までに達する時間に相当する 36)と考えられる．<LAD>は，皮






 (2) ベッドでの生体情報計測 


















と判断し，1 分毎に体動数をカウントするシステムを試作した．図 5.4 にシステムの外観 








は全部で 36 回のカウントであったが，患者の体動は 9 回であった．翌日は全部で 87 回中，
患者の体動は 28 回であり，3 日目は 83 回中，患者の体動は 39 回であった．1 日目に比べ





図 5.4 体動頻度評価装置 
 
図 5.5 連続 3 日間の体動頻度評価の例 
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の並列画像処理プロセッサ（最大処理性能 10GOPS, Giga Operation Per Second）を使用すれ
ば，オプティカルフローをリアルタイムに検出・解析できる 35, 36)．図 5.7 にリアルタイム
システムの計測時の画面例を示す 39)．また，このリアルタイムシステムを用いた山口県の
老人保健施設でのフィールドテストでも，予め診断されていなかった睡眠時の異常な呼吸








図 5.6 オプティカルフローの検出例 39) 
図 5.7 リアルタイムオプティカルフロー検出による呼吸・体動評価モニタの画面 39) 

















5.8 に示す．鏡面反射のための光源にはレーザーダイオード(LD, 波長 635nm, 出力 2mW)
























































































必要となると考えられる．今後，ほとんどの外科手術が master-slave manipulator を用い
る内視鏡下手術が行われる可能性もあるので，リアルタイムに高精度な 3 次元形状の計測，




図 5.10 取得した足型画像（現画像）47) 












































図 5.11 正規化手順 
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 まず、与えられた動画像 ),,( tyxf に対し、次式のような局所時間平均濃淡値からの偏差を
増幅する処理を実行し新たな（偏差）動画像 ),,( tyxfde を得る。 
Ctyxftyxftyxf avde +−= )],,(),,([),,( α ．             （6.1） 
 
     







A Novel Range Finder 
図６.１ 動画像の強調処理例：(a)は元動画像、(b)は AGC 処理、(c)は偏差動画像 

























反応 3)に適応した例を図 6.1 に示している。また、処理アルゴリズムのイメージ図を図 6.2
に示している。図 6.1(a)は元動画像 ),,( tyxf 、6.1(b)は画像一枚に通常の AGC（Automatic 
























 図 6.3 は、解析対象とした元の Yosemite sequence（図中 a1, a2）と、画素時系列フィル 
 
  
a1                           a2 
   
             b1                            b2 
  図６.３ Yosemite sequence（a1, a2）と時系列フィルタリング処理画像（b1, b2） 
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タリング処理を行った偏差動画像（Modified Yosemite sequence：図中 b1, b2）とを、比較
して示している。元の動画像では、背景の雲の後ろに隠れている太陽の影響で上部左端の
雲の明るさが大きく変化している。照明の時間空間的変化が顕著である。この条件下で、
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の変形や影の落ち方、あるいは多眼カメラの視差情報を基に三次元形状を復元する。いわ























が得られる 19)。図 6.6 は提案されているパターン光投影法の原理図を示している。投影する
パターンは、横方向（x 軸方向）に関して輝度変化させた 1 周期の正弦波で構成する（図 6.6a
参照。但し L [pixel]はプロジェクタの x 方向画素数）。このパターンを、T [frame]かけて一定









































φ .                 （6.3） 
ここで、φ(x,y)は投影パターンの初期位相を表しており，時刻 t=0 における投影パターンの
空間的位相と一致する。これより、次式によってパターン面の位置が求まる。 




,, Lyxyxx =′ .                   






は、パターン面の x' (x, y) におけるこの同一位相直線とプロジェクタの光学中心とで構成さ
れる平面、そしてカメラの光学中心と注目画素(x,y)を結ぶ直線の交点として得られる。 
 上記の方法では、投影パターンの空間周波数が 1 周期と低いために位相分解能が低く、
得られる奥行の分解能も悪い。そこで、投影するパターンの空間周波数を階層的に順次高
いものへと切替え、位相情報を逐次修正する方法が考えられる 19)．ここでは階層を m で表
現し、第 m 階層において投影されるパターンの波長を Lm，得られる位相をφm とする。但
し初期階層を m =1，L1=L（プロジェクタ x 方向画素数）、位相の初期値はφ0 (x, y)=0 とする。
式(6.3)で観測される位相が Eφ[rad]未満の誤差を含むと仮定する．このとき m>1 なる階層で




















        
図６.７ 高周波数の投影パターン例（Eφ=π）   図６.８ 計測に用いた石膏ビーナス像 
図６.６パターン光投影法の原理(a)時間的に移動する正弦波パターン光、(b)計測システム 
(a)                 (b) 
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期投影する。図 6.7 に、Eφ=πとしたとき各階層で投影するパターンの例を示す。パターン
は全ての階層において T [frame]かけて 1 周期動かす必要があるため、使用画像枚数は T×
Mmax枚となる（実質的なパターン移動速度は階層を増すごとに遅くなる）。このとき、位相
修正式は次式のように表せられる（但しφm は常に初期階層において投影した 1 周期パター
ンの空間位相を表すことに注意）。 
( ) ( )
( ) ( )



































































　　 .          (6.6）
 










で図 6.8、図 6.9 に示している。図 6.8 は対象となった石膏ビーナス像、図 6.9(a)は従来法（空
間コード化法）を用いて計測された３次元形状、そして図 6.9(b)は、ここで紹介した階層化
位相シフト法による結果である。図 6.9 で解析に用いられた画像枚数は、空間コード化法(a) 
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が 20 枚、階層化位相シフト法(b)が 12 枚、そして(c)が 90 枚である。計算コストは CPU 等
































                         （6.7） 
     
 図６.10 鏡面を持つ物体表面の形状計測システム      図６.11 パターン光投影例 
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               (a)                                          (b)     
 
   
               (c)                                          (d)  
 
と表せる。ここに、Ｈは点Ｐとスクリーン上の光線の投影位置（点Ｏ）との距離、Ｄは点
Ｐと点Ｒとの距離、 f はレンズの焦点距離である。Ｈ＝Ｄと選べば、 βδ tanfy ≈ となり、 
画面上でのパターンの変位量 yδ から試料表面のｙ方向局所傾斜角ベータ ),( yxyβ が検出で
きる。また、投影パターン光に横方向スリットを用いて上下方向（ｙ方向）にスキャンす
ることで、ｘ方向の局所傾斜角 ),( yxxβ が求まる。この二つの局所傾斜角の情報から三次元
形状が復元できる。図 6.12 は、図 6.11 に示したプラスチックの形状計測結果を示す。(a),(c)
は表面傾斜角の分布 ),( yxyβ を、(c),(d)は表面の凹凸分布 ),( yxd を示す。(a),(b)の図中、矢
印部分は直径約 10mm、深さ約 1.2μm の小さな「ひけ」を示している。サブミクロン精度
で形状の検出が可能なことがわかる。また、(c),(d)では試料の長軸方向に最大 300μm の歪










図６.12 光沢のあるプラスチックの表面形状計測結果：(a)表面の傾斜角分布 ),( yxyβ 、(b)表面
の凹凸分布 ),( yxd 、(c)傾斜角分布の擬似カラー表示、(d)凹凸分布の擬似カラー表示。 
























































図６.15 モデリングされたキャラクタ：(a)３次元 CG ソフトでの直接のモデリング結果、(b)
油土（クレイ）を用いた造形（現実空間）を通して３次元曲面をモデリングした結果。 




































図６.16 バーチャルキャラクタの 8 つの基本動作 


























(a)                  (b) 
図６.15 カメラで捉えた久住山(a)と、写真を撮った位置・高さからのスケッチ図(b) 
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ンの高さは 0.94 倍、その位置での道路幅が 0.63 倍であるのに対して、遠方にある建物の窓
の大きさが 3.0 倍、その位置での道幅が 2.93 倍となっている。このとき、Standard line










(a)                 (b) 
図６.16 カメラで撮影した写真（a）と、人間の知覚イメージ（スケッチ：(b)）との比較 
(a)                  (b) 
図６.17 写真とスケッチの違い。(a)透視投影と考えたときの平行線の交差角が写真とスケッチ
では大きく異なる。(b)物理的な視角と見かけの視角が異なり、距離依存性を持つ。 





   
           （a）                 （b）            
 
準刺激」の位置を変えて繰り返し、見かけの視角が観察距離 xにどのように依存するかを調
べた（文献）。いま、観察距離 xでの物理的視角（Physical Viewing Angle）を )(xPp 、見か
けの視角を )(xPa 、拡大率を )(xf とすると、次式のような関係になる。 
  )()()( xPxfxP pa ×= ．                   （6.8） 
ところで、観測できるのは「比較刺激」をある位置 Cx に置いたとき、距離 xに置かれた「標
準刺激」との見かけの視角を合わせることであるので、 
  )()( xPxP aSCaC = ．                         （6.9） 
ここで、 
  )()()( CpCCCaC xPxfxP ×= ，                （6.10） 
  )()()( xPxfxP pSaS ×= ．                  （6.11） 
そこで、 )()()()( xPxfxPxf pSCpCC ×=× より、比較刺激を位置 Cx に置いたときの拡大率













CxC ==                 （6.12） 
 図 6.19 は、実験結果をまとめたものである。この結果は、実験のときの教示（Instruction）
にかなり影響される。「二つの刺激を交互に見て、見かけの視角が同じになるように調整す
る」よう指示している。図 6.19(a)は、 mxC 1= での 11 人の観察者の拡大率 )1,( =CxC xxF デ
ータをまとめたものである。観察者間の拡大率のばらつきは大きいが、標準刺激までの距
離が増加すると対数関数的に拡大率が増加することを示している。図 6.19(b)にフィットさ
せた実験式は、比較刺激の位置 1m、2m、3m に対して各々、 
図６.18 見かけの拡大率の奥行き距離依存性を計測する実験システム(a)と、その設定(b) 
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)log(8.286.0)(1 xxF += ， 
)log(0.246.0)(2 xxF += ， 
)log(2.124.0)(3 xxF += ，                  （6.13） 
 
         
  










（a）                  （b） 
図６.19 観察者 11 人の拡大率の刺激距離依存性(a)と、平均拡大率を説明する実験式(b) 
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 図 6.20(a)はＣＧによる室内画像で、同図(b)がその奥行き分布（Depth Map）を表す。(b)
の濃淡値の明るい部分がその物体面までの距離が近い事を示し、暗い部分は奥行き距離が
大きい事を示す。この二つの情報と、式（6.12）中の変換式を用いることで知覚像が計算で





























     (a)            （b）             （c） 
されているが、ここでは反応拡散系の自己組織化機能を生かした画像処理の例を紹介し、
非線形科学の情報処理応用の可能性を議論する。 

















活性因子u の拡散 uD だけでなく抑制因子 v の拡散 vD も同時に仮定している。すなわち、次
式のような時間発展方程式で記述されるモデルを考える 37,38)。 



















     （6.14） 
ここで、ここで ε,,ba は定数パラメータである。各因子の右辺の二項はそれぞれ、ある局所
領域での拡散による流出入量と、反応による生成量を表す。左辺の符号は右辺に代入され
図 6.22 光触媒を用いた振動化学反応における画像情報処理（輪郭強調） 
 H. Kuhnert et al., Nature, 337(1989) 244 35) 
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る vu, の値によって決定することから、ある状態( vu, )の素子について単位時間後に各因子
濃度の増減がどちらに向かうのかを知ることができる。これを単位時間毎に追うことで素
子の状態変化の様子を把握することができる。そこで、ある一つの素子の濃度変化が定常
状態( 0/,0/ =∂∂=∂∂ tvtu )に落ち着くまでの様子を定性的に把握するため、拡散の影響を無
視し式（6.14）を次のように変形する（ 0/,0/ =∂∂=∂∂ tvtu , 0== vu DD を仮定）。 







                    （6.15） 
図 6.23 は、式（6.15）をグラフに表したもので、ヌルクライン(null crane)と呼ばれる。図
6.23(b)中の交点 A( AA uu , )、B( BB uu , )、C( CC uu , )は式（6.15）の連立方程式の解であり、 vu,
の両因子の濃度変化が共に 0 となって安定する定常状態を示す点である。この点は一般に
定常点と呼ばれる。ただし、点 C は微小な刺激によって定常状態を脱する不安定定常点で








単安定系において、定常状態Ａ（ 0,0 == vu ）に小さな摂動（ 0, =δ<δ vau ）を加えてもそ
の領域では 0/ <∂∂ tu であることから元の定常状態へと戻る。しかし、ある閾値を超える摂
動（ 0, =δ>δ vau ）が与えられると、 0/ >∂∂ tu となりu は一旦１まで増大した後、減少に転
ずるが同時に v は増加し（ 0/,0/ >∂∂<∂∂ tvtu ）、システムは vu, 空間でおおきなループを描
いて、やがて定常点Ａへと戻る（図 6.23(a)）。この現象は興奮（あるいは発火）と呼ばれ 
 
    
                    (a)                                   (b)    
図６.23  FHN モデルのヌルクライン：単安定系（a）、双安定系（b）。各領域の色分けは、
黒から白の領域まで順に、 0/,0/ >∂∂<∂∂ tvtu （黒）、 0/,0/ <∂∂>∂∂ tvtu （黒灰）、
0/,0/ >∂∂>∂∂ tvtu （白灰）、 0/,0/ <∂∂<∂∂ tvtu （白）に対応する。 






加わった場合は定常状態 A へと遷移することがわかる。 
 図 6.24 は、(a)のようなランダムドットパターンに対して、（6.14）式の反応拡散系で自
己組織的に得られる変数u の静止パターンを(b)に、また従来法（Marr のエッジ検出手法：
G2∇ フィルタ）で得られるパターンを(c)に示す。ここでは、（6.14）式中のパラメータを
0.8/,100.1,0.1,1.0 3 =×=ε== − uv DDba  と選び、単安定系でチューリング不安定条件に設
定している。初期条件は、 )0,,( =tyxu として図 6.21(a)のパターンの輝度値（0 or 1.0）を







    (a)                  (b)                  (c)      
 
        (a)                  (b)                  (c) 
図６.24 ランダムドットパターン（a）からのエッジ抽出：(b)反応拡散モデルによる




組織化的領域分割（ 0.8/,100.1,92.5,1.0 3 =×=ε== − uv DDba ）、（c）従来
法（平滑化＋二値化）の結果 38)。 














図 6.26(a), (b)は、式（6.14）の各パラメータ ε,,,, vu DDba が同一の条件下（単安定系）で、
数値計算の空間刻み x∆ だけを変えてシミュレーション実験を行った結果である。図は、初
期条件（t=0）として与えた、 ),( yxu の空間パターンの時間発展を示している。空間刻みが 
 
    
（a）  t=0                 t=t2                t=t4                 t=t16 
    
  （b）  t=0                t=t2                t=t4                t=t16     
図６.26 反応拡散モデルによるエッジ検出（自己組織的パターン形成）。 
パラメータ ,,ba  ε,, vu DD が同一の条件下（単安定系）で、数値計算の空間刻み
x∆ だけを変えシミュレーション実験を行った結果：(a) x∆ ＝1.0、画像サイズ 128
×128 画素（静止したエッジ領域が検出）、(b) x∆ ＝0.25、画像サイズ 512×512 画
素（パターンはエッジでは静止しない）39)。 
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Coffee Break Ⅵ：大学の先生（大学紛争から大学改革へ） 
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つかの方式があり，日本では NTSC方式が用いられている（コラム 1参照）。 

















日本で用いられているビデオ信号は，NTSC(National Television System Committee)
方式と呼ばれるカラー・テレビジョン信号方式である。アメリカもこの方式である。
NTSC 方式以外では，イギリスやドイツで用いられている PAL(Phase Alternating by 



































走査線数（本） 525 625 625
走査方式 2:1インターレス 2:1インターレス 2:1インターレス
フィールド周波数(Hz) 60 50 50




















































































































コラム２：プログレッシブ（プログレス）スキャン CCD カメラ 
 
プログレッシブスキャンとは、１画面（フレーム）の全画素読み出し方式を意味す
























める。ISA(Industry Standard Architecture)バス（IBM PCAT およびその互換機）用と PC-
98バス（NEC PC98シリーズ）用，および PCI(Peripheral Component Interconnect)バス用
がある。 
 表にあげた全てのボードは，横 1024 画素×縦 512画素を単位としたフレームメモリを１
面または２面持っている。実際に取り込むときの画面の横の画素数は，640または 512であ















ボードタイプ ＭＴ９８－ＭＮ ＭＴ９８－ＣＬ ＭＴＡＴ－ＣＬ ＭＴＡＴ－ＭＣ MTPCI-MN MTPCI-CL
対応バス ＰＣ－９８ ＰＣ－９８ ＩＳＡ ＩＳＡ PCI PCI
カラー 白黒（256階調） カラー（1677万色） カラー（1677万色） カラー（1677万色） 白黒（256階調） カラー（1677万色）
1024×512×8ビット 1024×512×24ビット 1024×512×24ビット 1024×512×24ビット 1024×512×8ビット 2面 1024×512×24ビット 2面
　640×480　１画面 　640×480　１画面 　640×480　１画面 　640×480　１画面 　640×480　2画面 　640×480　2画面
　512×512　２画面 　512×512　２画面 　512×512　２画面 　512×512　２画面 　512×512　4画面 　512×512　4画面
I/Oバンク方式 I/Oバンク方式 I/Oバンク方式 I/Oバンク方式
プロテクトメモリ方式 プロテクトメモリ方式 プロテクトメモリ方式 プロテクトメモリ方式
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特殊なデバイスドライバは使用せず，I/O マップ方式または I/O バンク方式でアクセスす
る。PCI バスのボードは，メーカ提供の DLL（Dynamic Link Library：ダイナミックリンク
ライブラリ）および VxD(Virtual X Driver仮想ドライバ)を使用し，プロテクトメモリ方式
でアクセスする。 
（２）画像入出力ボードの制御 
 画像入出力ボードの制御は，I/O ポートを通して行う。I/O ポートのアドレスは，PCI バ
ス以外のボードではボード上の DIP スイッチで設定する。PCI バスのボードでは，Windows
の機能（Plug&Play）によって自動的に設定される。自動設定された I/Oポートのアドレス
は，メーカ提供の画像入出力ボード用ライブラリを使って知ることができる。 








 MT98-MN,MTAT-MC,MTPCI-MN の制御ポートはほとんど MTPCI-CL と同じである。MTAT-CL，
ポート番号 機  能 ｱｸｾｽ単位 
コマンド OUT（出力） 
ステイタス IN（入力） 
ポート２ モード OUT(出力) バイト 
ポート４ Ｙアドレスセット（出力） ワード 
表２．２ MT PCI－ CL の制御ポート 
ポート０ バイト 
ポート番号 機  能 ｱｸｾｽ単位 
ポート０ データアクセス（入出力） バイト 
ポート２ Ｘアドレスセット（出力） ワード 
ポート４ Ｙアドレスセット（出力） ワード 
コマンド OUT（出力） 
ステイタス IN（入力） 
ポート７ モード OUT(出力) バイト 
表２．３ MTAT-CL/MT９８-CL の制御ポート 
ポート６ バイト 





表Ａ－３ MTPCI-CL の制御ボード 
表 A－４ MTAT-CL／MT98-CL の制御ボード 
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図２．８ MTAT-CL/MT98-CL の制御ポートと機能 A














ステイタスの GET ビット）のタイミングチャートを図 A.10 に示す。１フレーム（1/30 秒）




























図２．９ システム構成 図Ａ．  

















図２．１１  同期信号検出と取り込み開始ルーチン 
同期取り込み 
現在の時刻＞ 
   予定時刻-2ms 
現在の時刻＜ 
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出る場合，ここてチェックしてみるとよい。 NEC PC-98 シリーズ用の初期の
Windowns95(4.00.950a)はタイマー機能にバグがあり，正確でなかった。タイマーチェック
はこれを調べるものである。バージョンは，本システムのバージョンを表示する。 































図２．１４ メニューの構成 Ａ  


































  イメージデータファイルの名前 
図２．２３ ボード制御のダイアログボックス 
図２．２４ 情報のプルダウンメニューと情報表示画面 
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  左上のＸ座標，左上のＹ座標，Ｘ方向の画素数，Ｙ方向の画素数 
  枚数 







   I(x0,y0,t0), I(x1,y0,t0), I(x2,y0,t0),．．．  １ライン 
   I(x0,y1,t0), I(x1,y1,t0), I(x2,y1,t0),．．．     
  .       １画面 
  . 
  . 
   I(x0,y0,t1), I(x1,y0,t1), I(x2,y0,t1),．．． 
  . 
  . 











それぞれのボードのセクションで，I/O ポートの開始アドレスを IO_BASE に，メモリの開
始アドレスを MEM_BASE に 16 進数で記述する。ここで，MT98-CL，MTAT-CL ではフレームメ
モリを I/O マップ方式でアクセスするのでメモリアドレスは必要ない。これらのボードで
は MEM_BASEの項目は不要であるが，他のボードと書式を合わせるために残してある。また，
PCI バス用の MTPCI-MN/CL では，I/Oポートアドレスとメモリアドレスはパソコン起動時に
Windows の機能（Plug＆Play）によって他のハードウエアとアドレスが重ならないように自






























































WAIT MODE=0  
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動的に設定される。ボードの設定値は，メーカ提供のボード制御用ライブラリを通して得る








 TYPE はシステムで識別するためのボードタイプの番号である。COLOR の項目は，ボード






















CL が最も高速である。その次が I/O バンク方式の MTAT-MC である。最も遅いのは I/O マッ
プ方式である MT98-CL/MTAT-CLである。一般に，I/Oポートのアクセスはメモリアクセスに
比べて時間がかかる。このため I/O マップ方式は遅くなる。次に I/O バンク方式とプロテ
クトメモリ方式を比べてみると，I/Oバンク方式ではバス（ISAバスまたは PC‐98バ 
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いことが分かる。これはマザーボードの違い，特に CPU バスと PCI バスを橋渡しするチッ
プセットの性能の違いが影響していると思われる。 
（２）システムの仕様 
 本システムの主な仕様を表 A-6にまとめる。動作環境（ＯＳ）としては，Windows(9X, Me, 







マザーボード ＣＰＵ（クロック） チップセット ベースクロック 転送時間
ASUS P5A K6-2(350MHz) ALi Alladin V 100MHz 25.2ms
ASUS P2L97 PentiumⅡ(233MHz) i440LX AGP 66MHz 31.5ms
ASUS P3B-F PentiumⅡ(400MHz) i440BX AGP 100MHz 33.2ms
ASUS P2B PentiumⅡ(350MHz) i440BX AGP 100MHz 33.5ms











Ｓが最低必要とするメモリ容量は，経験的なものとして Windows9X, Me では 30MB 程度，
Windows2000, Xp では 50MB程度である。 
 










（チップセット：Ali Alladin V，ベースクロック 100MHz，PCIクロック：33MHz）  
ＣＰＵ：K6-2 350MHz 
メモリ：128MB 
   



































































境に優れた Linux は動画像記録・処理に適したＯＳの一つになり得ると考える。 




  図 A.26に本システムの構成図を示す。システムは１台のＡＴ互換ＰＣ（以下 Linuxマシ
ン）を中心として構成されており，マイクロテクニカ社製の画像入出力ボード MTPCI-MN（表























N 枚 HDD 
PCI バス 
図Ａ．２６ 
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       表２．６ システム開発環境 
 






（Ultra Wide SCSI） 
ＯＳ 
Red Hat Linux 5.2 
（kernel－2.0.36） 












  ここでは，フレームモードで 512×512［pixel］の画像を取り込む場合について，その手
順を説明する。まず，MTPCI-MNの I/Oポートを FFF4h～FFF5hの２バイトに割り当てる。こ
の時ポート０は， 
ポート０ （FFF4h～FFF5h）    コマンドポート         9bit   OUTポート 
                                 スティタスポート       6bit   INポート 
となる。この割り当ては PCI バスのコンフィギュレーション空間への操作で行えるが，これ
については後述する。 
  図 A.27のポートの機能に従って考えると，画像をフレーム毎に取り込む場合のコマンド
列の概略は次のようになる。 
１）OUTポート   FFF4hに 0098h を出力する。 
２）IN ポート    FFF4hのビット４（D4）をチェックし，0になるまで待つ。 
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コマンド OUT 
D8 D7 D6 D5 D4 D3 D2 D1 D0 
FMSEL1 GET FM/FL FSEL OSEL GMD ESMD FMSEL0 512/640 
・ D8：FMSEL1，D1：FMSEL0 --- 入力画像を取り込むフレームメモリの面選択． 
・ D7：GET --- GET=1で次の垂直同期信号からフレームメモリに画像入力開始． 
・ D6：FM/FL --- フレームメモリ入出力モード選択． ０：フレーム，１：フィールド 
・ D5：FSEL --- フィールドモード時 フレームメモリの面を切換えるビット 
        フレームモード時  フィールド信号の極性変換ビット 
・ D4：OSEL --- モニタ出力の切換え． ０：入力画像，１：フレームメモリ 
・ D3：GMD ---  連続画像取り込みの選択． ０：連続 GET，１：自動終了 
・ D2：ESMD ---  同期信号の選択． ０：カメラ同期信号，１：本基板内の同期信号 
・ D0：512/640 --- 水平 1ラインのドット数の設定． ０：５１２，１：６４０ 
 
ステイタス IN 
D7 D6 D5 D4 D3 D2 D1 D0 
GET VD FI GETS FLINE SYDET 未使用 未使用 
・ D7：GET，D4：GETS --- GET 中を示す． ０：GET中でない，１：GET中 
            GETは垂直同期信号に同期しセット，リセット． 
            GETS は GETコマンドでセット，終了は GETビットと同じ 
・ D6：VD --- 垂直同期信号タイミング． 
・ D5：FI --- インタレースのフィールドを示すタイミング信号．垂直同期信号毎に反転． 
       ０：奇数フィールド，１：偶数フィールド 
・ D3：FLINE --- 各フィールドの有効画像の最初の１ライン時のみ「１」． 




垂直同期信 奇数ﾌｨｰﾙﾄﾞ 偶数ﾌｨｰﾙﾄﾞ 
1 フレーム（1/30[sec]） 
コマンド OUT 
      （D7） 
ステイタス IN 
      （D7） 
ステイタス IN 
      （D4） 
図２．２８ 画像取り込みのタイミングチャート 図Ａ．２８ 
図Ａ．２７ ポート０の機能 
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D7 が１になると同時に IN ポートのビット４（D4）が１となり，垂直同期信号に同期して，












  MTPCI-MN は PCI バス上のデバイスである。この PCI バスは，パーソナルコンピュータか
らワークステーションに亙る標準的なインタフェース規格となっている。この PCI バスを
Linux マシンからアクセスするための基本技術を説明する。先に説明した MT-PCIMN 上のデ
ュアルポート構成のフレームメモリは，この PCI バス上の物理アドレス空間に割り当てら
れている。 
  Linux では I/O ポートに割り当てられたハードウエアにアプリケーションレベルで自由
にアクセスすることを許可するための関数 iopl()が用意されている。iopl()は引数で指定
した I/O 特権レベルに現在のプロセスを変更する。iopl()を用いて I/O 特権レベルを変更
することにより，PCI バス上のコンフィギュレーション・レジスタ，I/Oポート，フレーム








  MTPCI-MN における PCI コンフィギュレーション・レジスタの設定に関して以下に説明す
る。全ての PCI デバイスは，コンフィグレーション・レジスタの 00h～03hにデバイス固有
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  コンフィグレーション・レジスタの 18h～1Bhは，Local Address Space 0 のための PCI 
Base Address２で，この 18h～1Bhにはプロテクトモード（リニアアドレス）で使用する場
合の PCIバス上のメモリのスタートアドレスを書き込む。ここでは，スタートアドレスとし












      ００H  Device ID  （9050H） Vendor ID (10B5H)    No 
      ０４H  Status Command    Yes 
      ０８H  Class Code Revision ID    No 
      ０CH   BIST Header Type Latency Timer Cache Line Size Yes(7:0) 
      １０H PCI Base Address 0 for Memory Mapped Configuration Register    Yes 
      １４H PCI Base Address 1 for I/O Mapped Configuration Register    Yes 
      １８H PCI Base Address 2 for Local Address Space0 (ﾌﾟﾛﾃｸﾄﾒﾓﾘｱﾄﾞﾚｽｾｯﾄ)    Yes 
      １CH PCI Base Address 3 for Local Address Space1 (ﾘｱﾙﾒﾓﾘｱﾄﾞﾚｽｾｯﾄ)    Yes 
      ２０H PCI Base Address 4 for Local Address Space2 (I/O ﾎﾟｰﾄｱﾄﾞﾚｽ)D0=1    Yes 
      ２４H PCI Base Address 5 for Local Address Space3    Yes 
      ２８H Cardbus CIS Pointer ( Not Supported)    Yes 
      ２CH   Subsystem ID    Subsystem Vendor ID    No 
      ３０H   PCI Base Address for Local Expansion ROM    Yes 
      ３４H   Reserved    No 
      ３８H   Reserved    No 
      ３CH   Max Lat   Min Gnt Interrupt Pin Interrupt Line Yes(7:0) 
 
   図２．２９ コンフィギュレーション空間ヘッダ 
 
図Ａ．２９ 








メモリの内容をファイルとして Linux システムの HDDに保存する必要がある。 





















fwrite(const void *ptr, size_t size, size_t nmemb,FILE *stream); 











































本節で説明した動画取り込み用システムプログラム（Windows 用, Linux 用）、サン




図 A.30  Tcl/Tk による画像表示例 
図Ａ．３０ 
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ある。動画像中の離散的な座標 P=(x, y, t)において、 xf ∂∂ / は例えば前進差分を用いて以下
のように求める。 







     (B.1) 
従って、動画像の x 方向の微係数を求める C 言語の関数：pdx()は、以下の通りである。 
リスト B.1 
double pdx( unsigned char ***data, int x, int y, int t ) 
{ 




では、関数 pdx(),pdy(),pdt()は x,y,t 方向の微係数を計算するものとする。 
 
B.2 Horn と Schunck の大域的最適化法 
最も基本的な微分形式の基礎式を用いたときの、Horn と Schunck の大域的最適化法の












































         (B.2) 
ここで、 vu, は座標(x,y,t)周りのその点を除いた局所空間領域でのオプティカルフロー場の平
















   (B.3) 












































     (B.4) 
但し、(u,v)の初期値は適当な値(通常ゼロ)を与えておく。また、反復計算における解の収束
判定は行わず、あらかじめ与えた回数だけ反復する方法を採用する。Horn と Schunck に
よると、反復回数は画像のサイズ程度で十分であるとされている。以下に Horn と Schunck
の方法を実現する関数を関数名 hs()として示す。この関数に与えるパラメータは反復回数
N と重みαであるので、プログラムではそれぞれ N, alphaとして関数 hs()に与えること
にする。 
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 なお Horn と Schunck のアルゴリズムは OpenCV や MATLAB で実現されている。ま




int hs( unsigned char ***data, int SX, int SY, int N, double alpha, 
 double **u, double **v ) 
{ 
 int x, y, n ; 
 double fx, fy, ft ; 
 double lu, lv ; 
 double a, tt ; 
 double local_average() ; 
 
 for ( n=0; n<N; ++n ) 
  for ( y=1; y<SY; ++y ) for ( x=1; x<SX; ++x ) { 
   lu = local_average( x, y, u ) ; 
   lv = local_average( x, y, v ) ; 
 
   fx = pdx( data, x, y, 0 ) ; 
   fy = pdy( data, x, y, 0 ) ; 
   ft = pdt( data, x, y, 0 ) ; 
 
   a = fx*lu + fy*lv + ft ; 
   tt = alpha*alpha + fx*fx+fy*fy ; 
   u[y][x] = lu - fx*a/tt ; 
   v[y][x] = lv - fy*a/tt ; 
  } 
 
 return 0 ; 
} 
 
double local_average( int x, int y, double **d ) 
{ 
 return ( ( d[y-1][x] + d[y][x+1] + d[y+1][x] + d[y][x-1] ) / 6.0 
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B.3 Cornelius と Kanade の手法 

































































    (B.5) 
式(B.5)を用いて解を推定する関数：ck()を以下に示す。ここで、反復回数 N と重み付けパ
ラメータ：α,βをそれぞれ N, alpha, beetaで表し、関数に渡すこととする。また、φの
推定結果は浮動小数点型の配列：**pに格納する。 
リスト B.3 
int ck( unsigned char ***data, int SX, int SY, int N, double alpha, double, beeta, 
 double **u, double **v, double **p ) 
{ 
 int x, y, t, d ; 
 double lu, lv, lp ; 
 double a, tt ; 
 double local_average() ; 
 
 for ( n=0; n<N ; ++n ) 
  for ( y=0; y<SY; ++y ) for ( x=0; x<SX; ++x ) { 
   lu = local_average( x, y, u ) ; 
   lv = local_average( x, y, v ) ; 
   lp = local_average( x, y, p ) ; 
 
   fx = pdx( data, x, y, 0 ) ; 
   fy = pdy( data, x, y, 0 ) ; 
   ft = pdt( data, x, y, 0 ) ; 
 
   a = fx*lu + fy*lv + ft - lp ; 
 
   tt = alpha*alpha + 2.*pow(alpa,4.)*beeta*beeta 
   + alpha*alpha*beeta*beeta*(fx*fx+fy*fy) ; 
 
   u[y][x] = lu - beeta*beeta * fx * a/tt ; 
   v[y][x] = lv - beeta*beeta * fy * a/tt ; 
   d[y][x] = lp + a/tt ; 
  } 
 return 0 ; 
} 
 





ィカルフローが一様と仮定する矩形領域の大きさを決める Lx, Ly, Ltである。 
リスト B4 
int lom( unsigned char ***data, int SX, int SY, int ST, 
 int Lx, int Ly, int Lt, double **u, double **v ) 
{ 
 int x, y, t, x0, y0, t0 ; 
 double fxx, fxy, fyy, fxt, fyt ; 
 double delta ; 
 
 t0 = Lt ; 
 for ( y0=0; y0<SY; ++y0 ) 
  for ( x0=0; x0<SX; ++x0 ) { 
   fxx = fxy = fyy = ftx = fyt = .0 ; 
   for ( t=t0-Lt; t<=t0+Lt; ++t ) 
    for ( y=y0-Ly; y<=y0+Ly; ++y ) 
     for ( x=x0-Lx; x<=x0+Lx; ++x ) { 
      fx = pdx( data, x, y, t ) ; 
      fy = pdy( data, x, y, t ) ; 
      ft = pdt( data, x, y, t ) ; 
      fxx += fx*fx ; 
      fxy += fx*fy ; 
      fyy += fy*fy ; 
      ftx += ft*fx ; 
      fyt += fy*ft ; 
     } 
 
   delta=fxx*fyy-fxy*fxy ; 
   u[y0][x0] = ( fxy*fyt-fyy*ftx ) / delta ; 
   v[y0][x0] = ( fxy*ftx-fxx*fyt ) / delta ; 
  } 
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リスト B.5 
int nsi( unsigned char ***data, int SX, int SY, int ST, 
 int Lx, int Ly, double **u, double **v, double **w ) 
{ 
 int i, j ; 
 int x, y, t, x0, y0 ; 
 double delta, d[3][4], s[4] ; 
 
 for ( y0=0 ; y0<SY ; ++y0 ) 
  for ( x0=0 ; x0<SX ; ++x0 ) { 
 
   for ( i=0 ; i<3 ; ++i ) 
    for ( j=0 ; j<4 ; ++j ) 
     d[i][j] = .0 ; 
 
   for ( y=y0-Ly ; y<=y0+Ly ; ++y ) 
    for ( x=x0-Lx ; x<=x0+Lx ; ++x ) { 
     s[0] = pdx( data, x, y, 0 ) ; 
     s[1] = pdy( data, x, y, 0 ) ; 
     s[2] = -data[0][y][x] ; 
     s[3] = -pdt( data, x, y, 0 ) ; 
 
     for ( i=0 ; i<3 ; ++i ) 
      for ( j=i ; j<4 ; ++j ) 
       dim[i][j] += s[i] * s[j] ; 
    } 
 
   for ( i=0 ; i<3 ; ++i ) 
    for ( j=0 ; j<i ; ++j ) 
     dim[i][j] = dim[j][i] ; 
 
   gauss( dim ) ; 
   u[y0][x0] = dim[0][3] ; 
   v[y0][x0] = dim[1][3] ; 
   w[y0][x0] = dim[2][3] ; 
  } 
 
 return 0 ; 
} 
 
int gauss( double matrix[3][4] ) 
{ 
 int i, j, k ; 
 double tmp, tmpm ; 
 
 for ( k=0 ; k<3 ; ++k ) { 
  if ( matrix[k][k]==.0 && swap(matrix,k)==-1 ) 
   return -1 ; 
  for ( j=k+1 ; j<3 ; ++j ) { 
   tmp = matrix[j][k]/matrix[k][k] ; 
   for ( i=k+1 ; i<4 ; ++i ) 
    matrix[j][i] -= tmp*matrix[k][i] ; 
  } 
 } 
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 for ( k=2 ; k>=0 ; --k ) { 
  for ( tmp=.0, j=k+1 ; j<3 ; ++j ) 
   tmp += matrix[j][3] * matrix[k][j] ; 
   matrix[k][3] = ( matrix[k][3] - tmp ) / matrix[k][k] ; 
 } 
 
 return 0 ; 
} 
 
int swap( double matrix[3][4], int n ) 
{ 
 int i, j, mi ; 
 double max, tmp ; 
 
 for ( max=.0, mi=n, i=n+1 ; i<3 ; ++i ) 
  if ( (tmp=fabs(matrix[i][n]))>max ) 
   max=tmp, mi=i ; 
 
 if ( mi==n ) return -1 ; 
 
 for ( i=n ; i<4 ; ++i ) { 
  tmp = matrix[mi][i] ; 
  matrix[mi][i] = matrix[n][i] ; 
  matrix[n][i] = tmp ; 
 } 
 
 return 0 ; 
} 
照明が不均一な場合に対応可能なプログラムは、基礎式(3.46)を用いるが、ここでは簡単












      (B.6) 
式(B.6)は、照明の時間変化を考慮した基礎式(3.48)の fw の項を fD 2∇ に置き換えたもので
ある。従って、リスト B.5のプログラムにおいて s[2]=laplacian(data,x,y,0);と変
更すればよい。但し、laplacian()は、 f2∇ を計算する以下のような関数である。 
リスト B.6 
double laplacian(unsigned char data, int x, int y, int t ) 
{ 
 double lap ; 
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 lap =   ( (double)data[t][y][x+1]/6. 
  + (double)data[t][y][x-1]/6. 
  + (double)data[t][y+1][x]/6. 
  + (double)data[t][y-1][x]/6. 
  + (double)data[t][y+1][x+1]/12. 
  + (double)data[t][y+1][x-1]/12. 
  + (double)data[t][y-1][x+1]/12. 
  + (double)data[t][y-1][x-1]/12. 
  - (double)data[t][y][x] ) ; 
 











dd nv       (B.7) 
ここで積分領域として、簡単のため図 B.1 のようなδS = (2Hx+1)×(2Hy+1)からなる矩形状の
領域を考える。t=0,1(frame)の 2 枚の画像 f(x,y,0), f(x,y,1)を用いたとき、δS における濃淡値の
積分の時間変化 Stは次式となる。 












































































   (B.9) 
積分領域の大きさを示すパラメータ Hx,Hy を整数型の変数：Hx,Hyで表すとすると、式(B.9)
の Sx, Sy、及び式(B.8)の Stを求めるための関数：sx(),sy(),st()は以下のようになる。 
リスト B.7 
double sx( unsigned char ***data, int x, int y, int t, int hb ) 
{ 
 double s ; 
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 int i, j ; 
 
 for ( s=.0, j=-hb ; j<=hb ; ++j ) 
  s += data[t][y+j][x+hb] + data[t][y+j][x+hb+1] 
   - data[t][y+j][x-hb] - data[t][y+j][x-hb-1] ; 
 
 return ( s/2. ) ; 
} 
 
double sy( unsigned char ***data, int x, int y, int t, int hb ) 
{ 
 double s ; 
 int i, j ; 
 
 for ( s=.0, i=-hb ; i<=hb ; ++i ) 
  s += data[t][y+hb][x+i] + data[t][y+hb+1][x+i] 
   - data[t][y-hb][x+i] - data[t][y-hb-1][x+i] ; 
 
 return ( s/2. ) ; 
} 
 
double st( unsigned char ***data, int x, int y, int t, int hb ) 
{ 
 double s ; 
 int i, j ; 
 
 for ( s=.0, j=-hb ; j<=hb ; ++j ) 
  for ( i=-hb ; i<=hb ; ++i ) 
   s += data[t+1][y+j][x+i] - data[t][y+j][x+i] ; 
 






















図 B.1 積分法における積分領域の取り方。積分領域 S として座標(x,y)
を中心として(2Hx+1) ×(2Hy+1)画素からなる矩形領域をとる。
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