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Abstract
We describe a novel subgraph of k-partite graphs suddenly appearing at an average degree
c = 4.91 . . . (for k = 3) in random graphs with a built-in k-partition. These magic subgraphs consist
of directed edges and comprise a constant fraction of the nodes, as soon as they appear. The phe-
nomenon is similar to the Sudden Emergence of a Giant k-Core [B. Pittel, J. Spence, N. Wormald,
Sudden emergence of a giant k-core in a random graph, J. Combin. Theory Ser. B 67 (1996) 111–151]
and can be easily demonstrated in simulations. Thus generated magic subgraphs appear to be ‘almost’
uniquely colourable. On the theoretical side, we give an indication how central parts of our novel proof
for the aforementioned k-core phenomenon [U. Voll, Threshold phenomena in branching trees and
random graphs, Ph.D. Thesis, Lehrstuhl für EfﬁzienteAlgorithmen, Technische Universität München,
Germany, 2001.] can be modiﬁed in order to prove the sudden appearance of a subgraph which is
(obviously) closely related to the empirically observed magic subgraph, appearing at the right critical
average degree and having the right size compared to simulations. We conclude with discussing a
number of open questions related to the magic subgraph.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we introduce a novel kind of subgraph of directed k-partite graphs, themagic
subgraph. Similarly to the Sudden Emergence of a Giant k-Core [14] at an average degree
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c= 3.35 . . . (for k= 3), giant magic subgraphs suddenly appear in k-partite random graphs
as soon as the average degree c exceeds a certain value (which is 4.91 . . ., for k = 3).
We will occasionally refer the reader to the author’s PhD-thesis [15] for full proofs and
a more in-depth treatment—our main focus here is on introducing new concepts and a new
proof technique, presenting empirical evidence and open questions.
Possibly the most exciting contribution of our work is the observation that the magic
subgraph as it appears in random k-partite graphs with constant average degree c seems to
be ‘almost’ uniquely k-colourable.1
People working on the following three problem ﬁelds may take an interest in our ﬁndings.
• We discovered the ‘almost’ unique colourability of the magic subgraph using the so-
called antivoter-heuristics2 [13], a Markov chain on the colourings of the graph. We
were led to ﬁnding the magic subgraph when investigating the empirically observed
critical slowing down of the antivoter-chain at an average degree c  5, as described
in [13]. Indeed, the intuition behind the deﬁnition of the magic subgraph is that it is a
rigid structure, forcing local recolouring algorithms like the antivoter chain to backtrack
a long way. It therefore seems plausible that the appearance of the magic subgraph may
have an impact on the convergence speed of the antivoter chain.
• The appearance of a uniquely colourable subgraph that is giant (i.e. comprises a con-
stant fraction of all n nodes) would immediately offer an appealing explanation for the
sudden jump in chromatic number in ordinary random graphs with constant average
degree c, which is known to happen sharply at a so far unknown critical average degree
4.03 . . . ccrit4.989 . . . [1–4,10,11].3 It is not hard to see that after adding a sublin-
ear number of, say, log(n) random edges to a uniquely k-colourable graph of size linear
in n, there will be at least one new edge connecting nodes in a colour class, with high
probability. Such a short-cutting edge clearly increases the chromatic number.
• Finally, in [5,7] uniquely k-colourable graphs with large girth are constructed as sub-
graphs of random tripartite graphs. In the latter paper the average degree was pushed
down to be as low as c= k10, independently of n. It seems feasible to extract a uniquely
colourable subgraph from the ‘almost’ uniquely colourable magic subgraphs found in
random k-partite graphs thus considerably improving on the construction in [7], possibly
even optimally. (4.91 . . . being deﬁnitely much smaller than 310.)
This paper is outlined as follows.
1 Unique colourability is to be understood as ‘unique up to permutations of the colour classes’ throughout this
paper.
2 See Appendix B.
3We do not claim that the numerical values of critical average degrees for the magic subgraph should coincide
with the critical average degrees for the k-colourability threshold. At the end of Section 5 we even present a table
showing that the critical value for the magic subgraph is greater than the upper bound calculated in [3] for all
3<k< 8). Then, results for tripartiteGn,3,p random graphs should not be expected to trivially translate to ordinary
Gn,p graphs. Our point is that the appearance of an empirically ‘almost uniquely’ subgraph in a closely related
model is structurally interesting in this context.
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In Section 2, we state the central deﬁnition of the magic subgraph and prove a few simple
statements concerning magic subgraphs.
In Section 3, just as for the appearance of the k-core there is an a priori heuristic expla-
nation for the appearance of a giant magic subgraph in random graphs employing so-called
branching trees (also known as branching processes, see below). Heuristic as it may be, it
is capable of correctly predicting critical average degree and size of the appearing k-core.
Indeed, we ﬁrst observed a phase transition in coloured branching trees at a critical value
c=4.91 . . .which eventually led us to ﬁnding the well-deﬁned, corresponding substructure
we called the magic subgraph.
Section 4 contains the results of simulations, demonstrating the appearance of the magic
subgraph. Like for the k-core its appearance is in perfect accordancewith the aforementioned
branching tree heuristics. Moreover, it seems to be ‘almost’ uniquely colourable.
In Section 5, we discuss to what extent our novel proof technique for the appearance of
the giant k-core can be adapted to the so far only empirically observed appearance of the
giant magic subgraph.
Finally, in Section 6, we discuss loose ends and open questions.
A few words on notation:
Unless otherwise statedwe shall frequently dealwith tripartite graphs, assuming that k=3.
By G(n, 3, 3c/2n) we shall denote random graphs with a balanced built-in tripartition,
that is the node set is partitioned into colour classes of equal size. Each potential edge
between colour-classes is switched on i.i.d. with probability 3c/2n yielding an average
degree c.
An undirected graph G will occasionally be regarded as a directed graph, by tacitly
replacing undirected edges by two antiparallel directed edges. A colouring is a partition of
the node set in colour classes both for directed and undirected graphs.
2. The magic subgraph of a k-partite graph
Themagic subgraph to be deﬁned presently should be regarded as some core of a coloured
graph that is rigid against local re-colourings. The magic subgraph is in many ways similar
to the k-core which is the union of all subgraphs of minimum degree k or, alternatively, the
(unique) outcome of a deletion process successively deleting nodes of degree less than k.
For the aforementioned sudden appearance of the k-core there is a closely related phase
transition in so-called branching trees. When investigating the antivoter phenomenon, we
ﬁrst discovered a phase transition in coloured branching trees—to be explained separately
in Section 3—which we felt should also have an analogue in sparse random k-partite graphs.
Since the k-core can be found by a node deletion process we unsuccessfully experimented
with node deletion processes in coloured graphs.4 The breakthrough came only when we
devised an appropriate directed edge deletion process.
Suppose an algorithm like the antivoter chain (seeAppendix B) wants to locally recolour
nodes in an already coloured graph. More speciﬁcally, consider the situation portrayed in
4 For example, successively delete all nodeswith a neighbourhood containing less than k−1 colours. However,
no ‘sudden appearance’ phase transition similar to the k-core phenomenon seems to occur.
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Fig. 1. A directed edge (u, v) is bad, if the remaining in-neighbourhood −(u)\v is monochromatic, and good
otherwise. Note that further directed edges may be present, but −(u)\v is completely portrayed.
Fig. 1. Assume that for some reason node v is to be coloured in the same colour as its
neighbour u, namely in red. To keep the colouring proper, u needs to change its colour,
either to green or to blue. In the right diagram, the remaining neighbours of u are all blue,
thus v may be coloured green, and no further recursive action needs to be taken in order
to keep the (new) colouring proper. In the left diagram, there are both blue and green
neighbours, thus both recolouring u by blue or green will spark off further backtracking.
In the latter situation the directed edge is considered good (that is a candidate edge for the
magic subgraph) and can be interpreted as a warning, that recolouring along that edge will
cause ‘non-local trouble’.
Deﬁnition 2.1. LetD=(V ,A) be a directed tripartite graph and ﬁx a tripartition.A directed
edge (u, v) ∈ A is bad, if the remaining in-neighbourhood−(u)\v is monochromatic, and
good otherwise. An edge is good or bad with respect to A. A subgraph (V ,A′) is good, if it
consists entirely of good edges with respect to A′.
The magic subgraph of D = (V ,A) is the union of all good directed subgraphs.
(All this depends implicitly on the choice of the ‘built-in’ tripartition.)
Note that unions of good subgraphs are good themselves, quite obviously.
The above can be easily generalised to the case k > 3. In that case an edge (u, v) is good
if the in-neighbourhood contains nodes of all k − 1 available colours. We have chosen to
state the deﬁnitions only for the case k = 3 in order to keep notation simple.
Here and in what follows wewill always assume thatV is partitioned into k built-in colour
classes, not necessarily balanced, even if not explicitly stated.
Like the k-core the magic subgraph can be characterised by deletion processes.
Deﬁnition 2.2. An edge deletion process is some rule (or protocol) for iteratively removing
bad edges from D (bad with respect to the respective remainder graph Dt ).
At time t, as long as there are any bad edges left in the remainder graph Dt , select such
an edge et according to the protocol and remove it from Dt , setting Dt+1 := Dt\et .
Proposition 2.3. Themagic subgraph can be algorithmically characterised as the outcome
of any (such) edge deletion process. In particular, the outcome of any edge deletion process
is the magic subgraph, irrespective of the details of the speciﬁc deletion protocol.
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Fig. 2. The tripartite globe graph is its own magic subgraph. It is uniquely 3-colourable, but note Fig. 3.
Proof. Denote by G(D) the collection of all good subgraphs. Then by deﬁnition M :=⋃
D′∈G(D)D′ is themagic subgraph.The empty subgraph is good.Denote byM ′ the outcome
of an arbitrary deletion process consistent with Deﬁnition 2.2.
M ⊆ M ′: Let D′ be any good subgraph. It cannot be deleted by any deletion process,
since otherwise some edge inD′ would have to be the ﬁrst to be deleted. But since it is the
ﬁrst, it is still good with respect to the remainder graph, due to all other edges in D′ still
being there.
M ′ ⊆ M: Conversely, it is obvious that the outcome of any deletion process consists
entirely of good edges. 
The readermay skip the remainder of this section at a ﬁrst reading. It mainly demonstrates
that certain appealing properties observed in magic subgraphs as they appear in random
graphs are not generally true deterministically.
Deﬁnition 2.4. The magic subgraph in the node sense of some simple tripartite graph
G is the (simple) subgraph induced in G by the nodes that do not have monochromatic
in-neighbourhoods in the magic subgraph M of G.
Let us remark here that one can also associate a directed graph with the k-core (an edge
(u, v) is good if −(u)\v has at least k − 1 elements). This extended k-core contains the
usual k-core, which is induced therein by all nodes with in-degree k w.r.t. the extended
k-core.
The smallest (as far as we know) tripartite example graph containing a non-trivial magic
subgraph is the globe graph portrayed in Fig. 2. It is uniquely 3-colourable, but this is not
generally true formagic subgraphs, at least deterministically. Fig. 3 shows a counterexample,
implying:
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Fig. 3. The colouring of a (simple) tripartite graph restricted to the magic subgraph is not unique, in general. The
grey area stands for some appropriate graph, for example the graph from Fig. 2.
Fig. 4. Illustration for the proof of Lemma 2.6.
Proposition 2.5. Subgraphs of tripartite simple graphs induced by magic subgraphs are
not necessarily uniquely 3-colourable.
Yet, in Section 4 we shall present empirical evidence, that the colourings of random
tripartite graphs, restricted to the respective magic subgraphs (in the node sense) appear to
be ‘almost’ unique.
There is one assertion that we can prove deterministically for magic subgraphs.
Lemma 2.6. Let D = (V ,A) be the magic subgraph of some simple tripartite graph G.
For each pair of colour classes the subgraph induced by bi-directed edges in D on those
two colour classes has minimum degree 2. The statement generalises to k > 3, ‘minimum
degree 2’ having to be replaced by ‘minimum degree k − 1’.
Proof. We start with k = 3. Assume the adjacent nodes u and v are coloured red and
green, respectively, and that there is a bi-directed edge between u and v, i.e. (u, v) ∈
A and (v, u) ∈ A. Then there must exist nodes w1, w2, u′, v′ together with the arcs
(w1, u), (w2, v), (v′, u), (u′, v) as shown in Fig. 4, otherwise the arcs connecting u and
v would not be good. Therefore the arcs (u, v′) and (v, u′) (dotted arrows in Fig. 4) must be
present, too. For (u, v′) this is because it was there in the original graphG, and the presence
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of the arcs (w1, u) and (v, u) proves that it cannot have been deleted by the deletion process.
The same holds true for the arc (v, u′), by symmetry.
For k > 3 the proof is analogous. 
Conversely, one may ask whether uniquely colourable graphs always contain magic
subgraphs. The answer is no, in general.
Lemma 2.7. There are uniquely k-colourable graphs of arbitrary size having an empty
magic subgraph.
Proof. Start with an edge {u, v}, u coloured red and v coloured green. Recursively attach
‘cherries’ wt to the graph, where wt is attached to the graph Gt so far with exactly two
edges, connecting wt with nodes of two different colours. The colour of wt is uniquely
determined by the colours of its two neighbours inGt . Such graphs (also called 2-trees) are
uniquely colourable, but their magic subgraphs are empty. 
Note that if we replace the starting edge in the proof of Lemma 2.7 by a non-empty
magic subgraph (such as the globe graph from Fig. 2), all the ‘cherries’will be in the magic
subgraph (in the node sense).
We may further ask whether uniquely colourable graphs that do contain a k-core need
to also contain non-empty magic subgraphs (note that the counterexamples in the proof of
Lemma 2.7 are not of that type). However, the pyramid (join of circle C4 with an isolated
vertex) is a counterexample, which implies:
Proposition 2.8. There exist uniquely 3-colourable graphs with a non-empty 3-core but an
empty magic subgraph.
3. Branching tree analogy
We shall ﬁrst discuss so-called branching trees closely resembling small neighbourhoods
in (sparse) random graphs. Then we shall discuss a phase transition phenomenon in branch-
ing trees which is the analogue of the k-core phase transition, correctly ‘predicting’ both
critical average degree and expected size of the k-core. Finally, we present a novel phase
transition in coloured branching trees which is as much the analogue for the appearance
of the giant magic subgraph as the aforementioned one is the analogue for the appearance
of the k-core, as we will empirically demonstrate in Section 4 and give partial theoretical
justiﬁcation for in Section 5.
3.1. Branching trees and small neighbourhoods
Small (BFS5-)neighbourhoods in random graphs with constant average degrees like the
previously introduced G(n, 3, 3c/2n) or G(n, c/n) are well known to closely resemble
so-called branching trees. Branching trees are random trees generated as follows.
5 Breadth First Search.
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• Start with a single progenitor (or root) and mark it as live.
• As long as there are live nodes, pick one, generate a number of children that is distributed
according to a (non-negative) integer progeny distribution  independently for each
reproducing node. Newly produced children are marked as live, and their parent node
gets killed, i.e. unmarked.
This process may or may not terminate. We usually assume that live nodes are picked in
a shell-wise manner, i.e. in BFS-order. We shall mainly consider the progeny distribution
 := Poc, the Poisson distribution which closely approximates the binomially distributed
neighbours of a node in one of the random graph models mentioned above.
By an r-Poc branching treewe shall denote a branching tree with a Poc progeny distribu-
tion that was allowed to reproduce for r generations, or BFS-levels. Thus, a 0-Poc branching
tree is an isolated node, a 1-Poc branching tree a random star, etc.
In view of the Principle of Deferred Decisions it should be intuitively clear that a BFS in
one of the aforementioned graph models initially produces such a tree unless on rare occa-
sions cross-edges come into play. Making this rigorous is a straightforward but technically
nasty business, and we refer the reader to [15] and to Section 5. One needs to quantify the
probability of cross-edges and properly deal with the minute aberrations between Poc and
the actually appearing binomial distribution.
3.2. Analogue of the k-core
Given a rooted tree of radius r we shall say that the root is an r-binary owner, if it is the
root of a (complete) binary tree of depth r contained in the tree. It is nicer to deﬁne this
recursively: the root is an r-binary owner if it has at least two neighbours that are (r − 1)-
binary owners in the respective induced subtrees. Any node is assumed to be a 0-owner.
We shall say that the root is an r-Cayley owner, if it is adjacent to at least three (r − 1)-
binary owners. That is, the r-neighbourhood of the root contains a so-called Cayley-tree,
essentially a complete binary tree with degree three at the root.
Note that the intersection of the 3-core with a treelike BFS-neighbourhood of radius r
will necessarily be such that the root is an r-Cayley owner. And indeed it can be shown
[15] that the r-Cayley owners in a graph (similarly deﬁned recursively as above) form a set
very close to the k-core. So the intuition should be as follows: Cayley owners correspond
to nodes in the k-core.
Let us now return to rigorous analysis and calculate the probabilities qr and pr for the
events (in the probability space of branching trees):
‘the root is an r-binary owner’
‘the root is an r-Cayley owner’
The sooner can be calculated by the recursive equations …




. . . and the latter by pr(c) := f3(c, qr−1(c)) := P[Pocqr−1(c)3].
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Fig. 5. The plots to the left show x → f2(3.2, x) and x → f2(3.6, x). Note that for c < 3.35(. . .) the only root of
x = f2(c, x) is zero, whereas for c > 3.35(. . .) the largest root q(c) is positive as can be seen from the rightmost
plot, portraying c → q(c) and c → p(c) (the smaller value). For k > 3 similar plots can be drawn.
The recursive Eq. (1) is a fairly trivial discrete dynamical system. By looking at the plot
in Fig. 5 it should appear immediately plausible that qr(c) converges to q(c) which is the
largest root of q(c)=f2(c, q(c)), from above and at an exponential rate in r. Indeed, this can
be worked out by straightforward calculations, see [15]. The value p(c) := f3(q(c)) can
be regarded as the probability that the root is a Cayley owner in an unbounded branching
tree.
Now we can state what in [14] was introduced as the Branching Process (= Tree) Con-
nection: The expected (relative) size of the k-core is sharply concentrated around the value
q(c), jumping from 0 to a positive value at some critical average degree. Heuristically, this
can be correctly predicted by analysing the far simpler related branching trees. The actual
proofs [14,15] are much more involved, whereas the latter has the advantage that central
arguments are based on the aforementioned recursive Eq. (1).
3.3. Analogue of the magic subgraph
We have just seen that a Poc-branching tree can be regarded as a close approximation
to a BFS in a G(n, c/n) graph. The equivalent in the G(n, 3, 3c/2n) tripartite random
graphs (we have again restricted ourselves to k = 3) are coloured Poc-branching trees:
each newly generated child is given a colour different from its parent, independently and
uniformly among all possibilities. A coloured binary tree is a tree such that each parent has
two children in different colour classes. Note that in a coloured binary tree any attempt to
locally change the colour of the root will spark off a cascade of backtracking action, when
trying to ‘ﬁx the colouring away from the root’.
We can now consider the probability q˜r (c) of the event ‘the root owns a coloured r-binary
tree’.
q˜0(c) ≡ 1, q˜r+1(c) := f2(c, q˜r (c)) := P[Pocq˜r /21]2︸ ︷︷ ︸
at least one child
of each colour ‘ﬁxed’
. (2)
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By using a computer algebra program employing the Lambert-W -function [6] we found




(k − 1)W−1(−e−(k−1)−1(k − 1)−1)+ 1
(1− eW−1(−e−(k−1)−1 (k−1)−1)+(k−1)−1)k−1
. (3)
For k = 3, . . . , 7 we have ﬁlled in the numerical values into the following table.6
k 3 4 5 6 7
ccrit 4.9108 9.2673 14.036 19.112 24.434
4. The magic subgraph in simulations
We will ﬁrst demonstrate the sudden appearance of a giant magic subgraph of a random
tripartite graph in simulations, which is following the (respective) Branching Tree Connec-
tion equally close as the giant k-core. Then we present evidence, that the such constructed
giant magic subgraphs appear to be ‘almost’ uniquely colourable.
4.1. Sudden appearance
It is easy to generate random tripartite graphs and apply the edge deletion process
from Deﬁnition 2.2 to it. Fig. 7 shows the relative sizes of empirically observed magic
subgraphs for average degree c in the vicinity of the critical value 4.91 . . . and for
n = 3000, 30 000, 300 000, together with q(c) predicted from the Branching Tree Con-
nection (See Figs. 6 and 7).
The Branching Tree Connection is followed with striking accuracy.We assure the reader
that comparable plots from simulations of the k-core look qualitatively the same, the nu-
merical values being different, obviously.
A few details concerning the simulations. We counted the nodes in the magic subgraph
in the node sense, see Deﬁnition 2.4. For efﬁciency reasons random tripartite graphs with
average degree c were not generated according to the Gn,3,p model but to a closely related
Gn,3,m model where an appropriate number of edges is randomly thrown between the
colour classes of the initially empty graph. Instead of using a variance estimator we have
only generated a single magic subgraph for each value of (n, c). However, looking at the
ﬂuctuations for closely adjacent c values gives a good idea of what the variance should be.
6 Formula (4.18) in [6] implies W−1(−x) = ln x − ln(− ln x) + Ox→0(ln(− ln x)/ ln x). Substituting this
into Formula (3) and taking into account the leading terms yields a formula with asymptotic behaviour∼ k · ln k.
Note that using the simpler estimateW−1(−x)/ ln(x)= 1+ ox→0(1) does not appear to be sufﬁciently accurate
for this purpose.
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Fig. 6. ‘Coloured case’, k = 3: The ﬁrst two plots show x → f2(4.7, x) and x → f2(5.2, x). Note that for
c < 4.91(. . .) the only root of x = f2(c, x) is zero, whereas for c > 4.91(. . .) the largest root q˜(c) is positive as
can be seen from the rightmost plot, portraying c → q˜(c). For k > 3 similar plots can be drawn.
4.2. ‘Almost’ uniquely colourable?
In the introduction we have mentioned the antivoter phenomenon described in [13] (see
also Appendix B).
A local Markov chain runs on the colourings of a graph and is stopped as soon as it hits a
proper colouring. This chain is closely related to the so-called Gibbs sampler, and it seems
therefore plausible to assume that it samples uniformly from all proper colourings, more-
over since it starts from a completely random (non-proper) colouring. We have employed
independent antivoter Markov chains to randomly recolour our random tripartite graphs af-
ter having identiﬁed the magic subgraph. It turns out that the new colourings almost totally
coincide with the original built-in colouring, which is, however, ‘unknown’ to the antivoter
chains. In Table 1 we reproduce some of the results.
For eachgraphwecomputed themagic subgraph andgenerated twodifferent, independent
(bona ﬁde) random colourings using the antivoter algorithm. Each time we counted the
overlap of the new colour classes {R,G,B} of the second colouringwith the colour class r of
the ﬁrst colouring, aswell as those quantities restricted to the respectivemagic subgraph.The
data presented in Table 1 clearly show that those two colourings either coincide completely
or occasionally differ in only a tiny fraction of the nodes, up to globally relabelling the
colour classes.
Here T denotes the hitting time of the antivoter chain, in multiples of n ln n, q the relative
size of the magic subgraph, in %, rounded. By r we denote the relative size of the (ﬁrst) red
colour class, in %, rounded, byRr the size of the overlap of the new colour classR with the
(ﬁrst) red class r relative to the size of r, in %, rounded. Gr,Br are analogous. r|MS is the
relative size of the (ﬁrst) red colour class restricted to the magic subgraph, in %, rounded.
Rr|MS is the size of the overlap of the new colour class R with class r|MS relative to the
size of r|MS , in %, rounded (but when writing 100% here, we mean it).Gr|MS,Br|MS are
analogous.
Note that the antivoter chain took too many steps to converge for average degrees
4.4c4.7. This divergence of the hitting time is the antivoter phenomenon described
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Fig. 7. Relative sizes of empirically observed magic subgraphs for c ∈ [4.8, 5.1], n= 3000, 30 000, 300 000. We












The magic subgraph appears to be almost uniquely 3-colourable, n= 9000
c T q r Rr Gr Br r|MS Rr|MS Gr|MS Br|MS
4.30 50 0 34 32 33 35 – – – –
4.35 120 0 34 35 31 33 – – – –
4.40 ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
4.45 ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
4.50 ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
4.55 ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
4.60 ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
4.65 ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
4.70 ∗ 0 ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
4.75 210 0 34 9 8 83 – – – –
4.80 370 0 33 9 8 83 – – – –
4.85 890 0 33 85 7 7 – – – –
4.90 400 0 33 7 7 85 – – – –
4.95 520 61 33 7 87 6 21  0 99.62  0
5.00 240 63 34 6 89 5 21 0 100 0
5.05 260 64 33 89 5 6 21 100 0 0
5.10 63 64 33 7 87 6 21 0 100 0
5.15 110 71 33 5 91 4 24  0 99.95  0
5.20 160 71 33 90 5 6 23 100 0 0
5.25 51 73 33 6 89 5 24 0 100 0
5.30 63 74 33 5 90 5 25  0 99.72  0
5.35 57 75 34 4 4 92 25 0 0 100
5.40 40 77 33 5 4 91 26 0 0 100
5.45 58 76 33 91 5 4 25 100 0 0
The colourings restricted to the magic subgraph are frequently identical up to permutations of the colour classes. If not, the deviations are restricted to a tiny fraction
of the nodes. Further explanations see text. ∗: Antivoter stopped unsuccessfully. More than 9 × 107 iterations; –: Magic subgraph empty; All columns in % except c
(average degree, no units) and T (hitting time of antivoter, in multiples of n ln n).
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in [13]. Note that in this regime just before the advent of the magic subgraph the colour
classes seem to be already correlated.Whether this is merely a ﬁnite size effect or an indica-
tion that some phenomenon appearing before the magic subgraph must be stated as an open
question. Note that the jump of q(c) at c= 4.91 appears rounded off and smeared out to the
left when we consider qr(c) for moderately small constant values of r. One might speculate
that this implies that r-owners appearing well before c = 4.91 . . . are already beginning to
make things hard for the local antivoter chain.
The reader may ask how the colourings on the magic subgraph differ in the rare cases that
they do. Frequently it appears that two colourings of a given magic subgraph seem to differ
by shifts along odd directed cycles, and on some other nodes that are somehow inﬂuenced
by those cycles, not unlike the small uni-cyclic connected components before the advent of
the giant component. This issue certainly requires further study.
5. Towards a rigorous proof for the appearance of the magic subgraph
We will present our new proof for the k-core phenomenon based on the very same re-
cursive Eq. (1) that plays the central role in the branching tree world and we will discuss
to what extent these new techniques can be employed to prove the novel magic-subgraph
phenomenon, as well as where and why we failed to fully complete the proof for the
latter.
We may have by now convinced the reader that the Branching Tree Connection is ca-
pable of heuristically predicting certain giant subgraphs in sparse random graphs. Small
neighbourhoods closely resemble the easy to study branching trees, and somehow Cayley
trees and the like appear to merge into the respective giant subgraphs. This may be the right
picture but it is unfortunately far from a rigorous proof.
5.1. Our work and existing proofs for k-core phenomena
For the k-core Pittel et al. [14] were able to analyse the dynamics of a cleverly chosen
protocol for the deletion process characterising the k-core. This is a somewhat indirect
approach analysing more than was asked for but it yields the celebrated ﬁrst rigorous
proof for the appearance of the k-core. The authors themselves mention the Branching Tree
Connection and thus ask for an at least conceptually simpler proof.
In parallel to our efforts Goerdt and Molloy [8] found a proof for the sudden appearance
of a giant k-core in so-called random d-regular conﬁgurations.7 The ﬁrst phase of their
proof is similar in spirit to our ideas, but it cannot be readily extended to Gn,p and Gn,m
mainly because the BFS-balls are not deterministically bounded.8 Note that r-BFS-balls
in random conﬁgurations are exactly distributed as branching trees with binomial progeny
distribution Bi(d, p) except in the o(n) (for moderately growing r=r(n)) cases where cross
7 Choose a d-regular conﬁguration on n meta-nodes uniformly at random and perform independent edge
percolation with success probability p.
8 An anonymous referee informed us of the very recent paper of Molloy [12]. It contains results very similar
to and extending our results on the k-core. However, Molloy appears to be able to prove concentration of the set
of ‘owners’ (see below) merely by a ‘straightforward application of Azuma’s inequality or the second moment
method’, without having to use something like our ‘Semi-Local-Lemma’ 5.5.
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edges appear. The r-BFS balls are deterministically bounded by dr , which is important for
the application of concentration bounds.
We were able to fully complete our own proof only by adapting an ingenious idea from
[8]. In the ﬁrst phase chose a deletion protocol such that all nodes presently bad are deleted
simultaneously for r = r(n)= o(n) rounds. This shell-wise deletion process is essentially
survived by nodes that are the graph/conﬁguration-equivalent of r-owners as deﬁned in the
branching tree context. The size and degree sequence of the remainder graphs is about right,
i.e. corresponds with what would have been guessed from the Branching Tree Connection
for the k-core (for details see below) and these remainder graphs are uniformly distributed
amongst all graphs with that degree sequence. However, there are still some nodes left9
which can be further ‘attacked’ by a deletion process. At this point it is at least feasible that
a continuing deletion process will remove everything.
By exploiting the uniform distribution amongst all graphs with the given degree sequence
they were able to show using a gambler’s ruin argument, that in the second phase a single-
action deletion process will a.s. terminate after having deleted only o(n) nodes.
Without adapting their two phase approach we could have only proved the sudden ap-
pearance of a giant set of owners (to be formally deﬁned below) which has the right size
and about the right degree sequence, as to be expected from the Branching Tree Connection
for the Gn,p/Gn,m model. In other words we could have proved an equivalent of the ﬁrst
phase only.
It would be nice to avoid the need for the second phase altogether. We observed that in
branching trees the k-cone (the union of all binary trees proving that the root is an owner,
the analogue of the k-core) is robust against a deletion process started at the root. This is
the analogue to the gambler’s ruin argument employed in the second phase of [8] but we
were unable to exploit this rigorously.
For the magic subgraph we are convinced that a generalisation of the ideas related to the
ﬁrst phase is within reach, which would mean proving the sudden appearance of a giant
subgraph graph at c= 4.91 . . ., which is induced by coloured owners and has the right size
and almost the right (appropriately generalised) degree sequence.
Since we neither see a way of avoiding the second phase nor were we able to ﬁnd the
necessary analogue for the analysis of the equivalent of the second phase in the magic
subgraph situation, our proof is still incomplete. However, in view of the simulations and
the strong analogy to the k-core situation we are convinced that a full proof will eventually
be found.
5.2. New proof for the k-core, almost the k-core
We start with the promised generalisation of ownership for nodes in graphs.
Deﬁnition 5.1 (Ownership in graphs). Let G be some graph.
(1) Every node v in G is a 0-binary owner (w.r.t. G) and a 0-Cayley owner (w.r.t. G).
9We called these nodes runs, like runs in stockings, for obvious reasons.
168 U. Voll / Discrete Applied Mathematics 153 (2005) 153–181
(2) A node v is recursively deﬁned to be an r-binary owner (w.r.t. G) if it is adjacent to at
least two (r − 1)-binary owner w.r.t. G\v.
(3) An r-Cayley owner (w.r.t. G) is a node v that is adjacent to at least three (r − 1)-binary
owners w.r.t. G\v.
(4) An r-run (w.r.t.G) is an r-Cayley owner (w.r.t. G) v that is not adjacent to at least three
r-binary owners w.r.t. G\v.
It should be clear that these deﬁnitions coincide with the previous ones for trees as long
as the r-neighbourhood of v inG is a tree, which should be regarded as the typical situation
in sparse random graphs.
The overall idea is to apply a test particle approach, in view of the recursive deﬁnition of
ownership, heading at an inductive proof that the number of r-owners is what it should be.
Suppose in the remainder graph G\v we know that a certain set has the size q · n, then the
number of neighbours of the test particle v in that set will be distributed (closely to) Pocq .
If the set were the (r − 1)-owners we could thus easily calculate the expected number of
r-owners (here the recursive Eq. (1) comes into play!).
Now it may appear plausible that the number of r-owners is also concentrated around the
just calculated expected value, because different r-neighbourhoods are typically ‘uncorre-
lated’ in a bona ﬁde sense. However, none of the standard concentration tools we know of
appeared to be readily available, and we derived what we called the Semi-Local Lemma
below from the well known Simple Concentration Bound.
We state the following omitting the (straightforward) proofs, essentially asserting that
the r-neighbourhoods in Gn,c/n graphs are reasonably bounded and cross-edges therein are
reasonably rare.
Proposition 5.2. For sufﬁciently large n, the maximum degree of a graph G ∈ Gn,c/n is
greater than (log n)2 with a probability which is subpolynomially small in n, say
exp(−(log n)2). Thus, when r = r(n) there exist r-neighbourhoods containing more than
(n) := (log n)2r(n) nodes, with subpolynomially probability exp(−(log n)2), only.
Corollary 5.3. A cycle in the r(n)-neighbourhood of some node occurs with probability
bounded by O((n)2/n).
We consider functions of G of the form f (G) := ∑v∈V Z(r)v , where the Z(r)v are 0/1
random variables depending only on the r-neighbourhood of the respective node v. Such an
f will be called r-semi-local. We are mainly interested in the semi-local functions counting
the -owners of a graph for r(n).






If all the indicator-variables Z(r)v can be decided upon knowledge of the r-neighbourhood
of v in G, we call f r-semi-local.
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The crucial point is that f (G) would be concentrated, if f satisﬁed a Lipschitz condition
with reasonably small Lipschitz-constant. But this is true only for most graphs (w.r.t. the
Gn,c/n model), ruling out a straightforward application of the Simple Concentration Bound
[9, p. 206].
Yet we can prove the following Semi-Local Lemma.
Lemma 5.5 (Semi-Local Lemma). Let f be r(n)-semi-local, for r(n)(c) log log n.
Then the random variable f (G) lies outside
[E[f (G)] − n1/2+, E[f (G)] + n1/2+]
with probability subpolynomially small in n, say exp(−(log n)2).
The non-trivial proof is deferred to Appendix A.
The aforementioned inductive proof using the aforementioned test-particle approach can
be performed yielding:
Lemma 5.6. LetG ∈ Gn−0(n),c/(n−1), where 0(n)=O(n1/2), n′ := n− 0(n). Then the
numbers of the various kinds of owners are concentrated around the values expected from
the branching trees with an error less than some n1/2+′ .
Assume again that 0r(n) := (c) log log n. With probability one minus some
subpolynomially small error, say exp(−(log n)2) . . .
... the number of -binary owners is
n′q(c)± n1/2+′ ,
... the number of (r(n)− 1)-binary owners is
n′q(c)±, n1/2+′ ,
... the number of -Cayley owners is
n′q(c)± n1/2+′ ,
... the number of r(n)-Cayley owners is
n′p(c)± n1/2+′




Finally, the number of runs is
O(n/(log n)(c)M(c)),
almost surely.
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We refer the reader to our PhD-thesis [15] for a full proof. It is straightforward but it is
technically involved due to necessary approximations and conditioning.
In view of the test-particle approach the degree-sequence of the set of r-owners should






n · Pocq(i) i3
0 0< i < 3.
n · P[Pocq < 3] i = 0
(4)
In order to facilitate the translation from Gn,p to Gn,m we are also interested in the
integrated degree sequence, that is {Di}i∈N0 , whereDi counts the number of nodes having





n · P[Pocq(i) i] i3
n− n · P[Pocq < 3] 0< i < 3.
n i = 0
(5)
Observe that knowing the Di within some small margins of errors implies knowledge of
the di within essentially the same margins of errors, because
di =Di −Di+1.
We shall say that an integrated degree sequence {Di}i∈N0 is -close to some idealised
integrated degree sequence {D0i }i∈N0 if
D0i − DiD0i + ,
for all i. Note that Di,D0i and  can and will depend on n.
This all cumulates in the following:
Lemma 5.7. The integrated degree sequence {Di}i∈N0 of the set of r-owners is -close
to {D0i }i∈N0 for some (n)=O(n/ log(n)(c)M(c)), with probability approaching one. This
holds true in theGn,pmodel and in the correspondingGn,mmodel.Herewe chose r=r(n) :=
(c) log log n.
5.3. New proof for the k-core, Phase I and Phase II
In the last subsection we have reproduced central parts of our argument leading to pre-
dicting a set of owners whose degree sequence is very close to what should be expected
from the Branching Tree Connection (Lemma 5.7).
By a straightforward application of the First Moment Method, similarly as in [8] we get
for the subcritical case c < ccrit:
Lemma 5.8. Almost surely a graph inGn,c/n contains no induced subgraph with minimum
degree 3 and o(n) nodes.
For the supercritical case c > ccrit we proceed as follows:
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Proposition 5.9. Let G be distributed according to the Gn,m-model or Gn,p-model and
condition on the event E= ‘G has degree sequence {di}i∈N0 ’, where
∑
i i ·di =2m. Then G
conditional onE is distributed uniformly amongst all graphswith degree-sequence {di}i∈N0 .
Proof. Note that E ⊆ Gn is a subset of the set of all graphs on n nodes with exactly m
edges. Considering the Gn,m-model is tantamount to considering the uniform distribution
on the set of all such graphs. But the uniform distribution on some discrete probability
space obviously induces the uniform distribution on any subset of. For theGn,p-model
it is only necessary to note that all graphs with the same number of edges are equally
likely. 
In [15] we formulate an argument where we count pre-images under the shell-wise
deletion process of Phase I, which is essentially based on ideas from [8] arriving at:
Corollary 5.10. Suppose an initial graphG0 is chosen uniformly at random from all con-
ﬁgurations with degree sequence {di}i∈N0 . Then the graphs G(%) derived from G0 by an
%-fold application of the shell-wise deletion process, with degree sequences {d(%)i }i∈N0 , are
distributed uniformly conditional on {d(%)i }i∈N0 , respectively.
Similarly for the single node deletion process of Phase II:
Corollary 5.11. Suppose an initial graphG0 is chosen uniformly at random from all con-
ﬁgurations with degree sequence {di}i∈N0 . Then the graphs G(%) derived from G0 by an
%-fold application of the single-node deletion process, with degree sequences {d(%)i }i∈N0 ,
are distributed uniformly conditional on {d(%)i }i∈N0 , respectively.
The proofs are based on counting pre-images under the action of the respective deletion
process.Any graph in the set of graphs with degree sequence {d ′i}i∈N0) has the same number
of predecessors in the set of graphs with degree sequence ({di}i∈N0 .
We then exploit the (almost obvious) fact that a nodewith a tree-like r-BFS-neighbourhood
survives the r-fold shell-wise deletion process if and only if it is an r-Cayley owner. From
Corollary 5.3 we know that hardly any nodes do not have such a tree-like neighbourhood,
and we can combine this with Lemma 5.7 arriving at.
Corollary 5.12. Let G be distributed according to the Gn,m or Gn,m model with aver-
age degree c. A.a.s., the degree-sequence of the subgraph GS induced by S, the set of
nodes surviving (r − 1) steps of shell wise deletion with a non-zero degree, is —close to
the degree sequence {d(0)i (G)}i∈N0 expected from the Branching Tree Connection. Here
= (n)= O(n/ log(n)(c)M(c)).
It remains to show that the single-node deletion process in the second phase a.s. terminates
according to a gambler’s ruin argument.
The lengthy proof of the following lemma is based on a switching argument and can be
found in [15].
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Lemma 5.13. Suppose some graph G is distributed uniformly amongst all graphs with
degree sequence {di(G)}i∈N0 , and that this degree sequence is -close to {d(0)i (G)}i∈N0 ,
for some = (n)= O(n/ log(n)(c)M(c)).
Then a.a.s. we will be left with a linear sized k-core after o(n) applications of the single
node deletion process. Moreover, the degree sequence of the k-core found will be ′-close
to {d(0)i (G)}i∈N0 , for some ′ = ′(n)= o(n).
5.4. New proof for the k-core, completed
We are ﬁnally ready to state and prove the Main Theorem 1, giving the new proof of the
sudden appearance of a giant k-core in Gn,m- or Gn,p-graphs with average degree c.
Theorem 1. Let G be distributed according to theGn,m orGn,p model with average degree
c. Denote by ccrit the critical value for ownership in branching trees, which is 3.35(. . .) for
k = 3.
• For subcritical average degrees c < ccrit the k-core is empty, with probability approach-
ing one.
• For supercritical average degrees c > ccrit there is a giant k-core with probability ap-
proaching one. It consists of the set of r(n)-Cayley owners of G minus o(n) nodes.
Moreover, the degree sequence of the k-core found will be ′-close to {d(0)i (G)}i∈N0 , for
some ′ = ′(n)= o(n).
Here {d(0)i (G)}i∈N0 is the degree sequence predicted by the Branching Tree Connection,
see Eq. (4).
Proof. 1. It is clear that the setS surviving (r − 1) steps of the shell-wise deletion process
is contained in the set O ∪T, where O are the r-owners and T are the nodes with an
r-neighbourhood that is not a tree. Lemma 5.7 and Corollary 5.3 imply that |S = o(n)|.
Clearly, S is a superset of the k-core, since the shell wise-deletion process is a speciﬁc
deletion protocol stopped (shortly, one should think) before it has found the k-core. Now
Lemma 5.8 shows that there exists no subgraphwithminimumdegree (3) containing o(n)
nodes, with probability approaching one, and thus there exists no k-core, with probability
approaching one. This settles the subcritical case.
The supercritical case is a straightforward consequence of Corollary 5.12, stating that
the degree sequence after (r − 1) rounds of shell-wise deletion is right, Corollary 5.10,
implying that we have uniform distribution under this degree sequence, and Lemma 5.13
proving that the subsequent single node deletion process will die out after at
o(n) steps. 
5.5. Generalising to the magic subgraph
When re-inspecting the proofs in the last subsections it seems highly plausible to believe
that comparable results may also be shown for the corresponding k-partite models. Here is
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a list of changes for k = 3. (Bi(n, p, ) denotes the binomial distribution.)
• Bi(2/3 · n, 3/2 · c/n) will have to be approximated by Poc, instead of Bi(n, c/n).
• Vertex exposure (the grouping of nodes for the application of the Simple Concentration
Bound) will have to be reformulated for the tripartite case, and the proof for the Semi-
Local Lemma 5.5 needs to be adapted accordingly.
• We need to translate from Gn,3,p to Gn,3,m. Without any doubt there are translation
tools closely analogous to the tools for translating betweenGn,p andGn,m. We found no
reference for such tools—one would have to go through the effort of stating and proving
them.
What should be the analogue of the degree sequence, when talking about directed edge
deletion processes? There are certainly several possibilities. We have singled out a choice
that appeared amongst themost sensible.Yetwewere not able to fully generalise the analysis
of the invariance of the uniform distribution during the course of the deletion processes (see
below). Hence we shall only sketch what seems to be feasible to show. We shall mainly
discuss the scenario of the extended k-core since we expect a further generalisation to the
magic subgraph to be relatively easy—the hard bit seems to be analysing the directed-edge
aspect properly.
Remember that the extended k-core (in the node sense) consists of all nodes pointed to by
at least two good directed edges. Intuitively, and consistentlywith our empirical observation,
this is essentially the set of binary owners.
Deﬁnition 5.14. The generalised degree sequence is a family {dI }I∈I of non-negative
numbers labelled by an index I = (i, j, k). The integers dI count the number of nodes in
some digraph with a speciﬁc 1-neighbourhood, having i in/out-edges, j pure in-edges and k
pure out-edges.
Instead of regarding I as a triple it is more convenient to interpret it as a ‘picture’ of the
(undirected) 1-neighbourhood of a node in a digraph, ignoring the labels.
There is a natural partial ordering onI, namely J  I whenever I can be obtained from
J by deleting some directed edges.





Note that {dI }I∈I is related to {DI }I∈I in the same way as multivariate (discrete)
probability-distributions are related to the correspondingmultivariate distribution functions.
The above deﬁnition satisﬁes one important necessary constraint, that all other alternative
deﬁnitions should also comply to. When we choose an undirected random graph initially
and make it bi-directed, it will be distributed uniformly amongst all digraphs with a certain
generalised degree sequence, where the only non-zero di are labelled by indices I of the type
(di, 0, 0), di being the usual degree sequence of the undirected graph. This will provide the
basis of any inductive proof concerning the uniformdistribution conditional on a generalised
degree sequence.
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(a) (b) (c)
Fig. 8. All cases of possible ‘pictures’ I that can occur (i.e. have non-zero dI ) in the generalised degree sequence
{dI }I∈I of the extended 3-core (after edge deletion has terminated!), apart from the empty ‘picture’. See text for
a discussion.
Next we have to specify the deletion protocol. A node will be bad, if there are out-edges
bad in its 1-neighbourhood. Note that when the generalised degree sequence {dI }I∈I is
such that there are no more bad nodes, it is the degree sequence of an extended k-core,
possibly empty. We shall purge the bad edges in a node-wise fashion. Whenever a node is
bad, remove all emanating out-edges that are bad. For the shell-wise deletion process, we
will check on all nodes presently bad and determine which edges would have to be deleted
from their out-neighbourhoods, in single-nodemode. Then we remove the union of all those
edges.
Can we, like in the case of the classical k-core, predict the degree-sequence after r − 1
rounds of shell-wise deletion? We believe that the answer is yes, but we give only a hand-
waving derivation. Remember the test-particle approach. There are binary owners, Cayley
owners and also unary owners, the latter are nodes adjacent to exactly one binary owner.
Whenever a test-particle v is attached to the remainder graph it will be connected to Pocu
unary owners, where
u := P[Pocq = 1],
and to Pocq binary owners. We have portrayed all cases that can happen in Fig. 8 and will
calculate the expected dI below.
(a) ‘Picture’ I = (0, 2, k), k0 has probability P[Pocq = 2] · P[Pocu = k].
(b) ‘Picture’ I = (i, 0, k), i3, k0 has probability P[Pocq = i] · P[Pocu = k].
(c) ‘Picture’ I = (0, 1, 0) has probability P[Pocq = 1](=u).
Conjecture 1. The generalised degree sequence of the digraph obtained after r−1 rounds
of shell-wise edge deletion is -close to the generalised degree sequence obtained from the
branching tree probabilities just calculated.
Moreover, in the case of the magic subgraph an analogous statement, concerning a more
complicated but straightforward generalisation of the degree sequence, holds true. (The
‘pictures’will distinguish the colour classes of the neighbouring nodes).
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In other words, for the magic subgraph we believe that showing an analogue to Lemma
5.7 concerning the degree sequence of the set of r-Cayley owners is within reach. For that
result our proofs would have to be completely rewritten and adapted to the k-partite model.
This seems straightforward—but we simply have not done it.
However, even if the conjecture were true—we were unable to generalise the gamblers
ruin argument necessary for Phase II. Note that the form of the generalised degree sequence
would imply that upon deleting a bad node the expected increase in (newly created) bad
nodes would be strictly less than one. This is good but sufﬁces only if we could prove the
invariance of the uniform distribution conditional on the respective degree sequence, as we
were able to do for the k-core. In [15] we haveworked out explicit counterexamples showing
that a straightforward generalisation of the counting of pre-images does not work with the
previously described generalised degree sequence. Possibly we have just not found the
appropriate generalisation of the concept ‘degree sequence’ amongst several possibilities
feasible for edge deletion processes.
It is tempting to compare the numerical values for the appearance of the magic subgraph
in the k-partite model and the upper bound on the colourability threshold in the non-k-partite
model, as given in [3].
k 3 4 5 6 7
cAM 5.0434 9.1722 13.8958 19.0778 24.632
cBT 4.9108 9.267 14.035 19.112 24.434
Observe that for k = 4, 5, 6 there are c-values such that there are a.s. no colourings left
in the non-k-partite model, whereas a magic subgraph has not yet appeared in the k-partite
model with the same average degree c. At ﬁrst sight, this may indicate that the appearance
of the magic subgraph is not responsible for the sudden jump in chromatic number, except
for k= 3, possibly. Then, it is unclear whether it is legitimate to compare numerical values
between the two different models. On the other hand, the appearance of the k-core does
appear at the same value of c in both models, as we have seen in simulations and as is
plausible in view of the branching tree connections.
6. Conclusions and open questions
We have discovered a novel phase transition phenomenon, where a new kind of well-
deﬁned subgraph, the magic subgraph, suddenly appears in sparse random k-partite graphs.
Empirically, we were able to demonstrate this phenomenon in perfect analogy to the well
understood k-core phase transition phenomenon. We also observed that magic subgraphs
as they appear in random graphs, seem to be ‘almost’ uniquely colourable. Particularly
this observation may attract attention from researchers working on at least one of the three
problem ﬁelds mentioned in the introduction (uniquely colourable graphs with large girth,
critical slowing down of the antivoter chain, sudden jump of chromatic number).
Moreover, we contributed to putting the Branching Tree Connection on solid ground, i.e.
the heuristic ‘explanation’of phase transitions in random graphs by far easier to study phase
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transitions in ‘corresponding’ branching trees. Our new proof for the k-core phenomenon
employs the same recursive equations that determine the theory of the corresponding phase
transitions in branching trees. A giant set of Cayley-owners suddenly appears at the right
critical average degree in random graphs and has almost the right degree sequence. In the
case of the k-core we were able to apply ideas from [8] to prove that this set of Cayley-
owners which is evidently almost the k-core differs indeed by only o(n) nodes from the
latter, using a ‘gambler’s ruin’ argument.
We explained to what extent an adaption of our proof techniques is within reach, showing
the appearance of a giant set of coloured owners in k-partite random graphs, which are as
closely related to the magic subgraph as the Cayley-owners are to the k-core. We presently
do not see a way of adapting the aforementioned ideas from [8] to the situation of the magic
subgraph. Ideas that worked for the node deletion process (k-core) do not automatically
carry over to where we have edge deletion (extended k-core, magic subgraph).
Finally, we demonstrated that the Branching Tree Connection works both ways: we
discovered a novel kind of giant subgraph phenomenon starting from a branching tree
phase transition.
We conclude with the following list of open questions and ideas for further research, both
experimental and theoretical:
• Adapt the proof of the appearance of a giant set of owners to the coloured case.
• Clarify how Phase II of [8] can be adapted to the directed edge situation (extended k-
core, magic subgraph) or, much better, ﬁnd an argument avoiding the need for Phase II
altogether.
• At the end of the last subsection we have compared the critical average degrees for the
(probable) appearance of the magic subgraph in the k-partite model to the upper bounds
on the jump in chromatic number for the non-k-partite model as calculated in [3]. At
ﬁrst sight this seems to imply that the appearance of the magic subgraph is deﬁnitely not
responsible for the jump in chromatic number except possibly in the case k=3. But then
it is by no means clear whether numerical values are comparable between those different
models of random graphs. Possibly the magic subgraph or some similar subgraph may
still be the right explanation, structurally.
• The simulated magic subgraphs appear to be ‘almost’ uniquely colourable, in a bona
ﬁde sense. What could this mean mathematically? Is it that only an o(n) fraction of the
nodes are not uniquely determined? Or is there an n0 = n0(c) such that for n>n0 a.s.
the magic subgraph is uniquely colourable?We suggest further simulations, focusing on
the structure of counterexamples.
• Is it actually the appearance of the magic subgraph that makes the antivoter chain’s
hitting time diverge [13]? In Section 4 we observed that its hitting time appeared to
diverge slightly before the advent of the magic subgraph. Is this only a ﬁnite size
effect?
• Can one ﬁnd other giant subgraph phenomena starting from a branching tree analogue?
For example, random satisﬁable 3-SAT clauses should locally look like a (hyper) tree
with appropriately coloured (hyper) edges. We described some further ideas in [15]. We
derived a branching-hyper-tree recursion predicting random 3-SAT to contain a ‘ﬁxed’
substructure at an average clause to variables ratio of crit = 3.273(. . .). At the time,
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the best known lower bound for the satisﬁability threshold was 3.26(. . .), but empirical
evidence has been reported that crit  4.2.
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Appendix A.
Proof of Lemma 5.5. We shall order the ( n2 ) random bits standing for the potential edges
being switched on or off into n groupsX1, . . . , Xn. TheXi describe outcome of the random
bits for all potential edges connecting node i with the nodes [i − 1] discovered so far in the
course of vertex exposure. Each function of G will depend on the variables X1, . . . , Xn,
just as required in the conditions of the Simple Concentration Bound.
We consider the random variables Yi , the Xi conditional on the event B¯0 that no vertex
has no more than (log n)2 neighbours in the graph discovered so far, when ‘glued’ to the
graph in the course of vertex exposure. Note that B¯0 is a product event and the Yi are still
independent, since we can tell for each Xi separately, whether more than (log n)2 bits are
switched on. (If we had conditioned on some bound on the total vertex degree we would
have lost independence of the Xi!)
In order to achieve a Lipschitz condition we deﬁne f˜ to be the number of owners in
an appropriately truncated graph, i.e. f˜ = f ◦ T . A given graph G = (x1, . . . , xn) gets
truncated by the following procedure deﬁning T.
For each node v in G with degree greater than (log n)2 consider all adjacent edges
{v,w1}, {v,w2}, . . . in increasing order of the labels of thewi . Mark all but the ﬁrst (log n)2
edges for deletion (but do not delete them yet). The remainder graph T (G) consists of the
edges that were not marked for deletion and has maximum degree (log n)2 by construction.
What is theLipschitz constant of f˜ ?We consider two graphsG andG′ differing only in the
kth component. That is, when partitioning the edges inE1, E2, . . . , En andE′1, E′2, . . . , E′n,
only Ek = E′k . By our condition B¯0 the symmetric difference between E(G) and E(G′)
will contain at most 2(log n)2 edges. We will show that T (G) and T (G′) differ only by
6(log n)2 edges.
First of all introduce a sequence of intermediate graphs
G0 =G,G1, . . . ,Gk,Gk+1,Gk+k′ =G′,
where k, k′(log n)2, ﬁrst switching off all edges in Ek and then switching on all edges in
E′k one after the other. Two consecutive graphsGi andGi+1 will differ in exactly one edge
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Fig. 9. The worst case effect of presence or absence of edge e on the truncated versions T (Gi) and T (Gi+1) of
two graphs Gi and Gi+1 differing only in a single edge e. The right-hand picture shows the (log n)2 neighbours
with minimum label of the endpoints of e in Gi . If e is switched on, only the dotted edges (if at all present) may
possibly now be marked for deletion by the truncation operation. Conversely, if e is switched off, only (possibly)
the dotted edges will no longer be marked for deletion. Thus, the symmetric difference |T (Gi)⊕ T (Gi+1)| is at
most 3.
Fig. 10. The r-fattening of edge e is contained in the (r + 1)-neighbourhood of node v. Flipping e may affect
r-ownership only for nodes in the r-fattening of e.
ei = {u, v}. For convenience we assume that e /∈E(Gi) but e ∈ E(Gi+1), but the argument
is obviously symmetric.
If two graphs Gi and Gi+1 differ only by a single edge, by how many edges will T (Gi)
and T (Gi+1) differ in the worst case? After inserting edge e, node u may have degree
(log n)2+ 1 (inGi+1!) and either e or some other edge adjacent to umay be removed by
T. The same holds true for the other endpoint v of e. Thus, in the worst case the symmetric
difference is 3, that is the case when both u and v lose an edge other than e upon truncation
(in Gi+1!). This worst case is illustrated in Fig. 9.
We thus know that the symmetric differencebetweenT (G) andT (G′) is atmost 6(log n)2.
Changing one of these edges e = {u, v} may affect the status of ownership only for nodes
lying in the r-neighbourhood of e which is contained in the (r + 1)-neighbourhood of any
one of the respective endpoints. This is illustrated in Fig. 10.
Therefore, the Lipschitz constant is bounded,
|f˜ (G)− f˜ (G′)|6(log n)2(log n)2(1+(c) log log n).
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Putting things together we get the subpolynomially small tail bound





n(6(log n)2(log n)2(1+(c) log log n))2
)
(6)
from the simple concentration bound for f˜ (X). Note that  has been replaced by /2 in this
bound on f˜ (X) for reasons which will become obvious below.
It remains to show that this bound yields also a bound for f (X), as stated in the assertion.
All probabilities above were conditional on B¯0. We want to use the good event B¯1 ‘no
vertex has total degree greater than (log n)2’. Note that B¯1 implies B¯0 and that P[B1 ∩ B¯0]
is subpolynomially small by Proposition 5.2.
Let us brieﬂy summarise the remainder of the proof in simple words. We have two
functions f and f˜ that coincide on the event B¯1 which occurs with very high probability. In
the subpolynomially rare event B1 they may differ, but they can differ by no more than n,
in the worst case. Therefore it should be intuitively clear that f is concentrated around the
same value as f˜ .
The distribution of f˜ (X) can be decomposed into
L
f˜ (X)
= P[B¯1]Lf˜ (X)|B¯1 + P[B1 ∩ B¯0]Lf˜ (X)|B1∩B¯0 = P[B¯1]+ P[B1 ∩ B¯0]˜,
and the distribution of f (X) into
Lf (X) = P[B¯1]Lf (X)|B¯1 + P[B1 ∩ B¯0]Lf (X)|B1∩B¯0 = P[B¯1]+ P[B1 ∩ B¯0].
By construction of f˜ the ﬁrst two terms already denoted by the same letter ‘’ are identical.
Therefore E[f (X)] and E[f˜ (X)] differ by at most 2nP[B1 ∩ B¯0], because
|E[f (X)− f˜ (X)]| = P[B1 ∩ B¯0]
n∑
x=0
x · |(x)− ˜(x)|2nP[B1 ∩ B¯0].
This is subpolynomially small by Proposition 5.2, and because E[f (X)] and E[f˜ (X)] differ
so little the desired event
[n]\[E[f (X)] − n1/2+, E[f (X)] + n1/2+]
is contained in
[n]\[E[f˜ (X)] − n1/2+/2, E[f˜ (X)] + n1/2+/2],
for n large enough. Therefore bounding the probability of f (X) hitting the second event
will sufﬁce. Note that
n∑
x=0
|(x)− ˜(x)|2P[B1 ∩ B¯0]
implies a subpolynomially small difference exp(−(log n)2), because of Proposition 5.2
in variation norm between the distributions of f (X) and f˜ (X), and thus it is equivalent
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to bound the probability of f˜ (X) hitting the second event instead, up to a subpolynomi-
ally small error. The latter probability is bounded by inequality (6). This completes the
proof. 
Appendix B.
We conclude with stating the aforementioned antivoter algorithm [13]: For a graph G
consider the set 	= {0, 1, 2}n of all possible 3-colourings (not necessarily proper), the set
of states.
Antivoter-Algorithm:
(0) Choose an initial state 
0 uniformly at random.
(1) While there are monochromatic edges in 
t :
(1a) When in state 




t by re-colouring vertex i in colour  with probabilities pro-
portional to e−n(
t ,i)/T (where n(
, i) is the number of neighbours of i coloured in
colour  when in state 
).
(2) Return the (proper!) colouring and the number of iterations.
Physicistswill like to interpret the number of ‘badly’coloured edges as an energy-function
or Hamiltonian. The ground states of minimum energy zero, if they exist, are the proper
colourings.
This algorithm is an only slight modiﬁcation of the so called Gibbs-sampler, a Markov
chain with invariant distribution (Gibbs measure) concentrated on the states with low en-
ergies (i.e. near colourings), when a ‘temperature’ parameter is low. The only difference
between Gibbs-Sampler and antivoter chain is that the Gibbs-sampler picks the node to be
recoloured from all nodes uniformly at random.
In the limit ‘temperature’T goes to zero the invariant distribution of the Gibbs-Sampler is
the uniform distribution on the set of all proper colourings. However, the convergence rate
of the Gibbs-Sampler for colourings diverges in this limit (note that a polynomial hitting
time would imply RP=NP).
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