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列を最ゆう推定するMLLR（Maximum Likelihood Linear Regression）[9]や最大事後確
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システムでは，認識性能と計算機コストのバランスから，分析周期は８msec や 10msec の
一定間隔で，分析窓長は分析周期の倍にあたる，16msec や 20msecの長さとなっている． 
音声は，声帯が振動することにより生成された音源が声道を通過する過程で共振するこ
とで発せられる．このことから音声波形 xは，声帯の振動による音源 gと声道のインパルス













































































が提案されている．代表的なものが HMM である．HMM は特徴パラメータの分布の表現




























































　)w|x,...,x,x(P kniii 1 (2.13) 
14 
が計算できればよい．この計算のためのモデルを音響モデルと呼び，そのモデルとしては










































































を行う．モデルパラメータの学習方法としては，最ゆう推定 (maximum likelihood 
estimation)[1]が広く用いられている．通常のHMMにおける最ゆう推定では図２．６に示




















t-1                            t                                        t+1                      t+2
Forward path Backward path






























































































          
          
          
          
















































































[1] Lawrence Rabiner, Biing-Hwang Juang 共著, 古井貞熙 監訳,“音声認識の基礎（上）
（下），”NTT アドバンステクノロジ株式会社, 1995. 
[2] 鹿野清宏，中村 哲，伊勢史郎，“音声・音情報のデジタル信号処理,”昭晃堂, 1997. 
[3] 河原達也, 李 晃伸, 小林哲則, 武田一哉, 峰松信明, 伊藤克亘, 伊藤彰則, 山本幹
雄, 山田 篤, 宇津呂武仁, 鹿野清宏,“日本語ディクテーション基本ソフトウェア（97 年
度版）,”日本音響学会誌, vol.55, no.3, pp.175-180, 1999. 
[4] Entropic Ltd. The HTK Book (for HTK Version 2.2), 1999. 
[5] M.Ostendorf and H.Singer,“HMM topology design using maximum likelihood successive 
state splitting,”Computer Speech and Language, vol.11, pp.17-41, 1997. 
[6] K.F.Lee,“Automatic Speech Recognition: The development of the SPHINX system,”
Kluwer Academic Publishers, 1989. 
[7] 堀 貴明, 加藤正治, 伊藤彰則, 好田政紀,“音素決定木に基づく逐次状態分割による
HM-Net の検討,”電子情報通信学会論文誌, vol.J80-D-II, no.10, pp.2645-2654, 1997. 
[8] 河原達也,“探索アルゴリズム－A＊探索を中心に－,”電子情報通信学会技術研究報告, 
SP92-36, 1992. 
[9] A.Lee, T.Kawahara and S.Doshita，“An Efficient Two-pass Search Algorithm using 









[13] T.Matsui, M.Naito, Y.Sagisaka, K.Okuda and S.Nakamura,“Analysis of acoustic 























































































































































































平均 標準偏差 平均 標準偏差
北海道 27.1 8.1 25.8 7.2
東北 28.9 11.1 30.1 10.3
関東 28.9 10.3 30.1 11.1
中部 25.4 8.7 25.5 8.4
近畿 23.5 5.9 24.6 6.5
中国 23.4 6.4 25.9 9.6
四国 24.5 7.5 24.3 7.7


















データ種別 話者数［対話数］ 発話数 発話時間
擬似対話 3,771[1,888] 32,914 53.4h
朗読（文） 3,770 112,660 127.6h








































































女性 対話音声 246.2 84.6 56.4
朗読音声（文） 230.4 86.3 40.0
男性 対話音声 140.7 78.3 58.7






















































では第１フォルマントで 23.3Hz，第２フォルマントで 54.2Hz であり，女性では第１フォ









女性 10代 254.1 84.6 52.1
20代 248.9 84.5 57.0
30代 241.6 84.9 57.5
40代 231.7 84.5 58.7
50代 221.8 85.8 56.7
男性 10代 146.1 78.0 54.3
20代 141.1 77.8 57.4
30代 137.6 79.0 63.8
40代 131.9 80.7 64.9


































































女性 北海道 245.8 85.2 56.3
東北 239.9 84.2 58.4
関東 237.8 83.7 56.0
中部 248.7 85.2 57.1
近畿 248.3 83.7 56.0
中国 248.8 85.8 54.7
四国 251.9 88.3 61.1
九州 253.1 85.0 54.7
男性 北海道 144.2 79.9 59.0
東北 135.6 78.0 61.1
関東 134.8 77.9 59.0
中部 142.6 79.1 59.4
近畿 142.8 77.1 57.9
中国 134.2 79.9 58.8
四国 142.5 77.3 54.6



















ンプリング周波数 16kHz，プリエンファシス 0.98，分析周期 10msec，窓長 20msec で抽
出した 25次元の特徴ベクトル（12次MFCC，12次ΔMFCCとΔlog power）を用いてい
る．音響モデルは，最ゆう逐次状態分割法（Maximum Likelihood Successive State 
Splitting；ML-SSS）[16]を用いて学習した隠れマルコフ網（hidden Markov networks；
HMnet）[17]を使用しており，性別依存モデル，５混合ガウス分布（無音モデルは 10混合），









ている．男女性別の平均認識率は，女性が 70.4％（最低 30.7～最高 87.7％），男性が 67.1％


































































































































Region dependent topology (with model adaptation)


































































表３．９ 混合ガウス分布数，状態数による単語正解精度(%)の違い（[ ]：realtime factor） 
1,400 89.7 [1.2] 74.5 [1.4] 94.8 [0.8]
2,100 89.9 [1.2] 76.5 [1.4] 94.4 [0.8]
2,800 90.0 [1.3] 75.1 [1.3] 94.5 [0.8]
1,400 90.8 [1.3] 78.1 [1.8] 95.4 [1.0]
2,100 90.5 [1.3] 77.2 [1.6] 95.0 [1.0]
2,800 90.1 [1.3] 77.0 [1.6] 95.8 [1.0]
1,400 85.2 [1.7] 71.7 [3.0] 93.3 [1.2]
2,100 85.6 [1.7] 72.9 [2.7] 93.7 [1.2]
2,800 85.4 [1.7] 72.0 [2.6] 93.4 [1.2]
1,400 85.5 [2.0] 73.2 [3.3] 94.1 [1.6]
2,100 86.3 [1.9] 73.3 [3.2] 93.7 [1.6]
































表３．１０ 学習データ量による単語正解精度(%)（[ ]：Sを基準とした 
時の誤り増加率%） 
Ｓ 90.8 - 78.1 - 95.4 -
Ｓ／２ 90.5 [3.3] 76.1 [9.1] 94.6 [17.3]
Ｓ／４ 89.9 [9.9] 75.9 [10.0] 94.6 [17.3]
Ｓ／８ 88.8 [21.7] 73.6 [20.5] 93.7 [37.0]
Ｓ 85.5 - 73.2 - 94.1 -
Ｓ／２ 85.4 [0.7] 73.3 [-0.3] 94.2 [-1.7]
Ｓ／４ 83.5 [13.8] 70.7 [9.3] 93.0 [18.6]
Ｓ／８ 81.5 [27.6] 70.4 [10.4] 92.2 [32.2]
学習
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Female model (training set S) Male model (training set S)
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プリエンファシス 0.98，分析周期 10msec，窓長 20msec で抽出した 25 次元の特徴ベクト
ル（12次MFCC，12次ΔMFCCとΔlog power）を用いた． 
音響モデルには，HMnet（hidden Markov networks[14]）により構築した状態共有化
HMM で，各音素モデル３状態，10 混合ガウス分布，総状態数 1,400 で表現された性別依
存モデルを用いている．音響モデルの学習データには，ATR で収集された多数話者音声デ



























話者 時間（分） 単語数 略称
A01M0035 28 6127 AS22
A01M0007 30 4302 AS23
A01M0074 12 2486 AS97





































































読み上げ 81.9% 91.8% 59.8%

























































































    平均音素継続時間長 
評価音声 母音 子音 全体
講演音声 65.7msec 54.3msec 60.3msec
読み上げ音声 87.6msec 73.0msec 80.7msec









































































Conventional model Conventional model
Model trained by using
short duration phonemes





























周期 10msec，分析窓長 20msec と比較するとそれぞれ 1.25 倍となっており，学習データ
表４．５ 音響モデル Sによる単語正解精度と誤りの傾向 
単語正解精度 挿入誤り 脱落誤り 置換誤り
音響モデルS 77.4% 3.7% 5.9% 13.0%
14.4%対話音響モデル 74.3% 3.2% 8.1%
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Supervised model adaptation (Dialog model, frame period 10ms, length 20ms)
Dialog model (frame period 10ms, length 20ms)
Dialog model (frame period 8ms, length 16ms)
Acoustic model S (frame period 10ms, length 20ms)
Acoustic model S (frame period 8ms, length 16msec)
























同様で 19k単語のものを用いている．デコーダには Julius3.2[12]を使用した． 
表４．８「日本語話し言葉コーパス(CSJ)」モニタ版(2001)に含まれる評価セット 
話者 時間（分） 単語数 略称
A01M0035 28 6127 AS22
A01M0007 30 4302 AS23
A01M0074 12 2486 AS97
A05M0031 27 5305 PS25
A02M0117 57 9858 JL01
A03M0100 15 2161 NL07
A06M0134 23 4467 SG05
KK99DEC005 42 6557 KK05
YG99JUN001 14 2764 YG01
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Frame period 8msec,length 16msec
Frame period 9msec,length 18msec
Frame period 10msec,length 20msec































































































































Frame period 8msec , length 16msec
Frame period 9msec , length 18msec
Frame period 10msec , length 20msec










































































Frame period 8msec , length 16msec Frame period 9msec , length 18msec





























































































































baseline model (frame period 10msec fix) baseline model (proposed decoding method)



























次に，single model と multiple models の両方を用いて，音響・言語ゆう度ベース選
択手法を行った場合の評価実験の結果を図４．１４に示す．この図より，single model と 
multiple models の両方を用いた提案手法において，最も認識性能が良く，ベースラインと
表４．９ 発話速度補正音響モデル（single model）の各分析周期の 
単語誤り率 
8msec 9msec 10msec
AS22 40.5% 41.9% 43.1% 40.3%
AS23 28.2% 28.4% 28.7% 27.4%
AS97 29.0% 29.2% 30.9% 28.6%
PS25 32.8% 33.7% 34.7% 32.8%
JL01 29.4% 28.9% 38.9% 28.3%
NL07 34.6% 34.3% 34.3% 33.8%
SG05 38.1% 39.9% 41.8% 38.2%
KK05 30.2% 29.3% 29.2% 28.7%
YG01 35.7% 36.4% 37.1% 35.6%
YG05 33.7% 33.6% 33.7% 33.9%
average 32.9% 33.2% 33.8% 32.4%
分析周期略称 音響・言語ゆう度ベース選択手法
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なる分析周期 10msec，窓長 20msec 固定の場合と比較して，平均単語誤り率が 2.9％改善
された． 
表４．１０ 発話速度補正音響モデル（multiple models）の各分析周期の 
単語誤り率 
8msec 9msec 10msec
AS22 40.3% 41.3% 44.0% 39.7%
AS23 28.8% 27.8% 31.0% 27.2%
AS97 29.8% 28.2% 31.7% 27.4%
PS25 36.4% 31.9% 35.2% 31.0%
JL01 31.6% 27.6% 35.5% 25.9%
NL07 37.0% 33.7% 38.8% 33.4%
SG05 41.0% 38.6% 41.4% 37.6%
KK05 34.8% 30.6% 30.6% 30.1%
YG01 37.3% 36.5% 39.5% 35.9%
YG05 37.1% 33.1% 33.5% 33.1%






































baseline model (frame period 10msec fix) baseline model (proposed decoding method)
single model (proposed decoding method) multiple models (proposed decoding method)
both proposed models (proposed decoding method)
図４．１４ single modelとmultiple modelsを併用した場合の単語誤り率 
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表４．１１ 各分析周期において single model，multiple modelsが選択された 
発話の音素継続時間長 
分析周期 音響モデル 平均(msec) 標準偏差(msec)
single model 84.4 107.5
multiple models 69.1 69.1
single model 69.9 67.3
multiple models 69.3 60.1
single model 65.2 50.9
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５混合ガウス分布，1,400状態の状態共有化 HMM（hidden Markov networks；HMnet[10]）
で表現されている．学習データには ATRで収録された自然発話音声・言語データベースよ





































の可能性が高いと判断できる．図５．４に言い直し発話における R ≧ ０ ， 0 ＞ R ≧ －



































Not degraded (0% <= Δlog likelihood)
Slightly degraded (-20% <= Δlog likelihood < 0%)









グレート 16kHz，プリエンファシス 0.98，分析窓長 20msec，分析周期 10msec で抽出し













































1 75.8% 18.6% 63.1%
2 78.6% -28.9% 40.4%
3 87.3% -44.0% -2.1%
4 78.6% -86.9% -65.5%
5 80.6% -51.9% -8.7%
6 81.4% -27.1% 5.7%
7 81.3% -12.0% 44.4%
8 73.8% 6.2% 38.6%
9 74.4% -2.5% 22.5%
10 75.0% 32.1% 62.1%




















sil-a+sh a-sh+i sh-i+t i-t+a t-a+sil
Triphone 音素モデルを結合
通常の発声 ：　あした（明日）
認識辞書内の音素表記 ：　a sh i t a　
音節強調発声 ：　あ＿し＿た
















① 既存の triphone音響モデル 
② 各音素間の音響的特徴，連続性の変形に対応するモデルとして，先行音素環境依存
biphone母音モデル 

















この図の例では，先行音素が t，後続音素が kの中心音素 a のモデルと，先行音素が a，後









































































































































































通常発声 78.4% 79.4% 79.4%







































Baseline Baseline with model adaptation






















































Combined with only vowel triphone











0 10 20 30 40 50 60 7















Vowel triphone Left context-dependent vowel biphone
図５．１２ モデル選択比率と認識改善率 
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