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Chapter 1
Introduction
Nuclear Magnetic Resonance (NMR) was discovered by Bloch and Purcell in 1945.
For their work they received the Nobel Prize in physics in the year 1952. What they
discovered was the fact that nuclei can be used as an antenna to receive radio waves
at a certain frequency. Furthermore, they showed that the magnetic field at which
the nuclei resonate depends on the type of nucleus in the detector. The fact that both
nuclei and electrons posses a magnetic moment was already well known, however, the
way in which this moment was measured involved the use of a molecular beam in
ultra high vacuum, implying that the material was lost after the experiment.
Since the discovery of the precision method of Bloch and Purcell many researchers
were involved in obtaining the most accurate measurement of the resonance frequen-
cies of hydrogen, which is of course a nice experiment to do, but, as soon as people in
the 1950s turned their attention to different compounds containing hydrogen atoms,
they were surprised to discover that the the resonance lines they had so accurately
determined were shifted by quite a significant amount. Being all physicists they de-
cided this must have something to do with the chemistry and it was designated as a
(rather undesirable) chemical shift. In this context it is nice to see that the chemical
shift actually proved to be one of the most important aspects of NMR that made the
method very popular in the field of chemistry, materials science and biology. In fact,
the Nobel Prize in chemistry in 1991 went to Richard Ernst: ”for his contributions to
the development of the methodology of high resolution nuclear magnetic resonance
(NMR) spectroscopy”, which depends heavily on the chemical shift ”artifacts” that
were dismissed as being chemical in the early years.
Of course the applicability and versatility of the NMR method have come a long way
since the early experiments of Bloch and Purcell. However, one aspect of the Nobel
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Prize 1952 presentation speech is somewhat overstating the quality of the method.
Professor E. Hulthe`n, member of the Nobel Committee for Physics states that the
method is ”extraordinary sensitive”. Although he was right in saying that NMR is
in fact very sensitive with regard to the accuracy of the structural analysis, how-
ever, comparing the sensitivity with regard to the amount of material needed for
an experiment to that in other modern analysis techniques, we find that NMR has
in fact a rather poor sensitivity and many of today’s efforts are towards improving
on this aspect. Professor Hulthe`n, however, may have been a visionary when he
added: ”...particularly well-adapted as a micro-method in many scientific and tech-
nical fields”. In the current research discussed in this work, the importance of the
micro-methods in NMR is ever more evident.
Force Detected Nuclear Magnetic Resonance is one of the newest methods to overcome
the poor sensitivity feature of NMR. Several other options are available to improve
the detection sensitivity of the NMR method and in the course of the research towards
the force detection method we stumbled onto some of them and they will be discussed
in this work.
One of the ways in which to implement force detected NMR is in the form of Magnetic
Resonance Force Microscopy (MRFM) in which spatial resolution is combined with
force detection sensitivity. The ultimate goal that many researchers working on this
method aim at is the detection of a single nuclear or electron spin changing polariza-
tion. Pure scientifically speaking this is a very exciting and interesting goal, however,
at present the applicability of such a method to problems in chemistry and applied
physics is rather limited. There is however still a wide variety of applications like
micro-crystalline-, surface-, and sub-surface analysis that may be studied using the
enhanced detection sensitivity of NMR. The demands on the technique for such a sys-
tem are entirely different from those used in single spin detection. The development of
these techniques and accompanying measurement methods is the main development
goal of the work presented here.
Chapter 2
Nuclear Magnetic Resonance
Spectroscopy
2.1 Introduction
In the early days of NMR the experiment was carried out using a coil that transmitted
a constant radio frequency (RF) field, irradiating a sample subjected to an external
magnetic field. This magnetic field was swept over the range in which the resonance
was expected to occur and the absorption of the RF field was measured, either by
observing directly the admittance of the coil or by using a separate receiver coil which
was positioned at a right angle to the transmitter coil. The resonant spin system
couples the energy from the transmitter coil to the receiver coil, thereby producing
a signal. Special care had to be taken in order to restrict the field strength of the
continuous wave (CW) irradiation in order to avoid saturation of the spin system, thus
limiting the sensitivity of the CW-NMR experiment. The signals measured in this way
are directly related to the spectrum. Since the discovery of the spin echo by Erwin
Hahn [35] and the onset of digital computing and the related evolution of algorithms
for performing a Fast Fourier Transform, the pulsed Fourier spectrometer [24] with
its superior sensitivity and advanced pulse techniques has almost entirely superseded
the use of the CW spectrometer in NMR. In the course of this development much of
the knowledge of CW spectroscopy has been lost. However, in the recent years, as a
result of the improved capabilities of modern digital NMR consoles that allow for the
integration of pulsed and swept techniques, many of the CW techniques developed in
this early period proved to be valuable additions to the pulsed Fourier spectrometer
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system. Moreover, the combined use of pulse and ”sweep-like” RF irradiation opens
the way to a whole new class of experiments previously impossible.
In this chapter a short theoretical introduction to NMR is presented and it is shown
where the frequency-swept techniques prove to be valuable. In the next chapter a
technical overview of important aspects for implementing CW techniques in a present
day pulse spectrometer is presented, and exemplified by a specific implementation
and results obtained by this approach. The work presented here has already led to
improvements in the design of some commercially available spectrometers so that the
techniques described can be used without the need for customized external devices.
Most experiments in NMR, especially in the liquid state, are focused on the im-
portant subset of nuclei that carry a spin I = 12 . Given the fact that most nuclei that
are important in solid state NMR carry spin I 6= 12 , it is sensible to develop measure-
ment methods and techniques which are of particular interest to these types of spins.
In the recent years many new techniques have been developed that are of particular
use for nuclei with half integer spins n+ 12 , n ≥ 1. In this chapter the theory that is
important for the development of these techniques and the accompanying hardware
necessary to implement them, will be briefly introduced.
NMR spectra are affected by many interactions that have been studied very ex-
tensively. The theoretical description presented below is not intended to describe all
of these interactions but is intentionally limited to two specific interactions that are
usually important for spin systems with n ≥ 1 in solids. These interactions are: the
Zeeman interaction of the nucleus with the external magnetic field and the electrical
quadrupole interaction of the nuclear charge distribution with the electric field gra-
dient in the lattice in which the nucleus resides. For an in-depth description of all
relevant interactions in NMR spectroscopy the reader is referred to the appropriate
textbooks [1, 73, 22].
2.2 Nuclear magnetization, the semi-classical de-
scription
2.2.1 Spin quantum numbers
The elementary particles that are part of a nucleus are carriers of a quantum mechan-
ical feature called spin. Both the proton and the neutron carry a spin I = 12 . When
put together to form the atomic nucleus these spins may either add up or cancel. The
way in which this occurs is rather complex but for the ground state of the nuclear
spin some general rules are always followed:
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1. If the mass number of the atom is odd, the resulting spin quantum number is
half-integer. This is equivalent to saying that if either the number of protons or
the number of neutrons is odd the spin is half integer.
2. If both the atomic- and mass numbers are even the spin is zero. However one
extra neutron or proton does not necessarily mean that the spin automatically
becomes 12 as in e.g.
13
6 C, as is exemplified by
17
8 O which carries spin I =
5
2 .
3. If both the number of protons and the number of neutrons is odd the spin is
integer. There are only a few stable nuclei with an integer quantum number
not equal to zero, i.e. 21H,
6
3Li,
10
5 B,
14
7 N,
40
19K,
50
23V,
138
57 La and
176
71 Lu, in which
both 40K and 50V are slightly radioactive (half life 1.28 · 109 and 3.9 · 1017 years
respectively). There are many more of these combinations but these nuclei are
strongly radioactive and therefore not very attractive candidates for NMR.
Although only a minor fraction of the periodic table consists of elements with spin
I = 12 , the majority of NMR experiments, especially those used in organic chemistry
and molecular biology, are focused on this important subset of nuclei (1H, 13C, 15N,
19F, 29Si and 31P). The remainder of this discussion will, however, be focused on spin
systems with half integer spin quantum numbers with I 6= 12 , that make up for the
rest of the periodic table of the elements. The basic derivations are, however, similar
for all types of nuclei.
2.2.2 The nuclear magnetic dipole
The quantum mechanical spin can be described in the form of a nuclear momentum
~I, with which an angular momentum ~J = ~~I, with ~ being the reduced Planck’s
constant, can be associated. This angular momentum results in a magnetic dipole
moment ~µ defined through
~µ = γ ~J, (2.1)
of which the size is given by:
|~µ| = γ
√
| ~J |2 = γ~
√
I(I + 1), (2.2)
in which γ the gyromagnetic ratio of the nucleus. When an external static magnetic
field B0 is applied to a spin with I 6= 0 the Zeeman interaction causes the mag-
netization axis to become quantized with respect to the external magnetic field (cf.
Fig. 2.1). The energy of a spin in a field B is given by: E = −~µ · ~B. Suppose that the
8 CHAPTER 2.
m=3/2
m=1/2
m=-1/2
m=-3/2
( )+= γµγµ = Figure 2.1: Nuclear magneticdipole of size |~µ| = γ~√I(I + 1)
of which the energy is quantized
in an external magnetic field.
The dipole can take specific ori-
entations in the field, so that the
expectation value for the projec-
tion on the z axis gives µz =
γ~m.
magnetic field ~B is aligned along the z-axis (i.e. ~B = (0, 0, B0)), then the magnetic
spin quantum number m = −I,−I + 1, ..I characterizes the possible quantization
levels of the energy of the nuclear spin E = −mγ~B0. Under some assumptions that
generally hold for the purpose of NMR, the Hamiltonian H of the spin system may
be expressed in the form:
H = −γ~IzB0, (2.3)
in which Iz is the magnetic quantum operator and γ~Iz is the magnetic dipole op-
erator, sometimes denoted by the symbol σ. Since the spin quantum levels are at
different energy they will be differently populated. Assuming that the spin system is
in thermal equilibrium with the lattice in which it resides, the population difference of
the energy levels is given by the Boltzmann distribution (see Fig. 2.2), which depends
on the absolute temperature of the lattice1. The density operator2 ρ0 is then given
by:
ρ0 =
expH/kBT
2I + 1
≈ 1+
H
kBT
2I + 1
(2.4)
1The concept of spin temperature is further explored in Sect. 2.2.4
2The density operator formalism is introduced in Sect. 2.3.1.
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Figure 2.2: Energy level diagram of an I = 52 spin system in the high temperature
approximation and the corresponding population density distributions indicated by
the balls. The length of the levels has been drawn proportional to the Boltzmann
distribution.
for γ~B0 ¿ kBT in which kB is the Boltzmann constant, T is the absolute tem-
perature and 1 is the unity operator. In NMR we usually ignore the term that is
independent of H as it affects all energy levels in the same way. The observable
z-magnetization is given by:
m0 = Tr(γ~Izρ0) =
~2γ2Tr(I2z )B0
(2I + 1)kBT
. (2.5)
Given that
Tr(I2z ) =
1
3
Tr(I2) =
1
3
I(I + 1)(2I + 1). (2.6)
and by substituting Eq. 2.6 in Eq. 2.5 the total equilibrium magnetization in the z
direction m0 is found to be:
m0 =
C
T
B0, (2.7)
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where the Curie constant C is defined by:
C = N˜γ
2~2I(I + 1)
3kB
(2.8)
in which N˜ is the nuclear spin density.
2.2.3 Quadrupolar nuclei
So far we have not taken any effects due to spin quantum numbers I > 12 into account.
For these types of nuclei some additional aspects have to be considered.
The distribution of charge over the nucleus is not necessarily homogeneous. In fact
most nuclei have a non-spherical charge distribution. In general one may describe the
charge distribution in terms of an expansion of nuclear charge in a mono-pole and a
large number of multi-poles [18, 19]. In practice expansion of the charge distribution
to the quadrupolar level proves to be sufficient for the case of NMR. The nuclear
quadrupole moment Q, often expressed in barn (1 barn=10−28 m2), is well known
for most nuclei. In case I 6= 12 and the lattice in which the spin resides generates
an electric field gradient at the nuclear site, an effect occurs, that is denoted as
the ”quadrupole coupling” of the nucleus [1]. The electrical quadrupole moment
eQ couples to the electric field gradient in the lattice with a quadrupole coupling
constant Cqcc, given by Cqcc = eQ · eq/h = e2qQ/h where e is the elementary charge
and Vzz = eq/h is the main principal value of the electric field gradient tensor V.
Depending on the system an asymmetry parameter η =
Vyy−Vxx
Vzz
has to be introduced.
Furthermore, for ionic compounds, the Sternheimer (anti-)shielding factor γ∞, which
represents the de-shielding of the nucleus due to the presence of the closed electron
shells, has to be accounted for. The effect of this quadrupole coupling is that the
spins energy levels are shifted by HQ, which, in first order perturbation theory, is
given by:
HQ = ΩQ(θ, φ)
6
(
3I2z − 1 I(I + 1)
)
, (2.9)
in which ΩQ is the angular dependent quadrupole frequency (cf. Fig. 2.3) given by:
ΩQ(θ, φ) = ωQ
1
2
(3 cos2 θ − 1 + η sin2 θ cos 2φ), (2.10)
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Figure 2.3: Energy level diagram of a nucleus with I = 32 experiencing an angular
dependent quadrupole coupling in an external magnetic field B0. The energy levels
are shifted with respect to each other by an amount ~ΩQ, in such a fashion that the
central transition energy difference is in first order un-perturbed by the quadrupole
interaction.
where θ, φ stand for the polar angles describing the orientation of the field gradient
tensor in the external magnetic field and ωQ is the quadrupole frequency given by:
ωQ = 2pi
3Cqcc
2I(2I − 1) . (2.11)
In case that there is a distribution of the polar angles θ and φ, Eq. 2.9 will lead to
a distribution of quadrupole frequencies. The central energy levels connected to the
m = 12 → − 12 transition are, however, in first order perturbation theory shifted by
the same amount and in the same direction, irrespective of the crystallite orienta-
tion. The satellite transitions of all powder elements are spread over the entire ΩQ
spectral range. As a consequence modeling of the responses of the spin system has
to be performed for a specific selection of polar angles in order to obtain the average
response.
2.2.4 The energy of a spin system and the spin temperature
In Sect. 2.2.2 we have first introduced the concept of assigning a temperature to a
spin system in order to calculate the resulting magnetization. In this section we show
that similarly in the rotating frame, the spin system can either be described as being
in internal thermal equilibrium, characterized by a certain spin temperature θ, or is
in a state not describable in this manner.
The concept of spin temperature is a particularity of spin systems that was nicely
demonstrated by Redfield [60] in 1955. To understand this spin temperature concept
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one can view the energy levels of spin systems in the laboratory frame and their
respective population densities. If we have a set of n energy levels with energies En
and respective population densities pn the average energy E¯ of the system is given
by:
E¯ =
∑
n
pnEn. (2.12)
The fractional probabilities pn are, in thermal equilibrium, given by:
pn =
1
Z
exp−En
kbθ
(2.13)
where Z is the partition function (a normalization factor for which
∑
n pn = 1) and
θ is the temperature of the spin system. The average magnetization m¯z of such a
system is given by:
m¯z =
∑
n
γ~ < n|Iz|n > pn. (2.14)
Under the Zeeman Hamiltonian the energy levels are equally spaced and in the high
temperature regime their populations depend linearly on the energy, hence the pop-
ulation differences are equal. It therefore holds that
∑
n
exp−En
kbθ
= Tr{exp− H
kbθ
} (2.15)
and we can write for the high temperature approximation of Z:
Z = Tr{1− H
kbθ
+
1
2
H2
k2bθ
2
− ...}. (2.16)
From thermodynamics it is well known that the energy of a system and its partition
function Z are related according to:
E¯ = kbθ
2 ∂
∂θ
lnZ. (2.17)
Thus it follows that the average energy of a spin system in the high temperature
approximation is given by:
E¯ = −CB
2
θ
, (2.18)
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and the magnetization is given by:
m¯z =
CB0
θ
(2.19)
which is a result similar to that given in Eq. 2.7. Alternatively, we can say that if we
have equally spaced energy levels with a linear population density distribution, we
have a spin system that can be assigned a certain spin temperature θ.
θ = −CB
2
E¯
. (2.20)
If we would manage to fully invert this spin system we obtain a population density
distribution that can be described to be in internal thermal equilibrium assigned a
negative absolute temperature θ = −θ0 with θ0 the thermal equilibrium temperature.
The entropy s of a spin system is related to the partition function according to:
s =
E¯
θ
+ kb lnZ = N˜ ln(2I + 1)− CB
2
2θ2
. (2.21)
From thermodynamics a set of rules is known:
• For a slow and adiabatic process the entropy of the system is preserved. The
system can be described by a specific temperature at all times.
• For a sudden change in H the wave function description of the spin system does
not change, i.e. there is no discontinuity in the spatial coordinate description
of the magnetization.
• If we have a thermally isolated system the energy is conserved if the Hamiltonian
remains constant.
Thus, if we would gradually lower the magnetic field from B0 to 0 we would gradually
lower the magnetization, however, the entropy of the system does not change. Hence,
if we slowly restore the magnetic field back to B0 the magnetization follows seamlessly
without delay. On the other hand, if we would switch off the magnetic field suddenly
we have a situation in which mz 6= 0 and B = 0. From Eq. 2.18 it follows that this
state cannot be described by a temperature. However, after some time the system will
have re-established internal thermal equilibrium defined through the local interactions
of the spins. The temperature of the spin system is kept constant over this process
thus the energy of the system increases. A particularly nice consequence of this
discussion is that we find that if we would suddenly invert the magnetic field B the
temperature of the spin system is undefined for a very short period of time but since
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the magnetization will not be affected and thus is inverted with respect to the external
magnetic field, the temperature will eventually be negative after internal equilibrium
has been reached.
2.2.5 The rotating frame and the spin equations of motion
In the previous sections we found that we can view an ensemble of spins in an external
field B0 as a tiny magnetic dipole ~M . From the classical point of view a magnetic
dipole in an external magnetic field experiences a torque which tries to realign the
dipole as to become parallel with the external magnetic field. The torque exerted
on the dipole equals the rate of change of the angular momentum associated with it.
Thus we find:
d ~J
dt
= ~M × ~B, (2.22)
and, using Eq. 2.1, it follows that
d ~M
dt
= γ ~M × ~B. (2.23)
Ordinarily one would solve this equation of motion in a frame of reference that is
static with respect to the laboratory frame, however, in the context of NMR it proves
very useful to allow for a time dependent frame of reference. To that purpose we
express variations in the magnetic dipole ~M in terms of the unit vectors ~i, ~j and ~k
that are not necessarily static in time but can rotate with an angular velocity ~Ω. It
follows that:
d ~M
dt
= ~i
dMx
dt
+~j
dMy
dt
+ ~k
dMz
dt
+Mx
d~i
dt
+My
d~j
dt
+Mz
d~k
dt
(2.24)
=
∂ ~M
∂t
+ ~Ω× ~M
Substituting this result in Eq. 2.23 we find:
∂ ~M
∂t
= ~M × (γ ~B + ~Ω), (2.25)
From which we conclude that the equations of motion of a magnetic dipole moment in
a frame rotating at angular velocity ~Ω are identical to those in a static frame, provided
that we replace the actual magnetic field by the effective field ~Beff = ~B + ~Ω/γ.
In the absence of any additional interactions, the energy levels in the spin system are
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separated by an energy γ~B0. Using the equation of motion (Eq. 2.25) we can easily
picture what happens if we apply an external magnetic field that is transversal to the
thermal equilibrium magnetization and oscillating at a certain frequency ω so that
the energy of the quanta associated with this radio frequency magnetic field closely
match the transition energy of the spin system. The Hamiltonian of such a system is
given by:
H = −γ~ (IzB0 + IxB1 cosωt) (2.26)
in which B1 is the amplitude of the field strength of the applied linearly polarized RF
field and Ix is the operator that represents the component of ~I in the (arbitrary) x
polarization direction. We can now break the linearly polarized magnetic field into
two vector components, rotating with opposite angular frequency ±ω around the axis
of the main external magnetic field. The transverse magnetic field thus becomes:
B1(t) =
B1
2
(xˆ cosωt+ yˆ sinωt+ xˆ cos−ωt+ yˆ sin−ωt) . (2.27)
Maintaining the convention to have all angular frequencies positive it follows that we
have two field vectors of sizes B1 and B
′
1, rotating in opposite directions with identical
angular velocities. We now introduce a frame rotating at angular frequency ω around
the direction of the main magnetic field B0. In this frame the static magnetic field
is time independent and the applied RF magnetic field consists of two parts, one
rotating at 2ω and one time independent and aligned along a certain axis. Without
loss of generality we may ignore any contributions of the oscillating part of the applied
RF magnetic field. If we now arbitrarily choose the remaining component of the RF
magnetic field to be aligned along the x axis, the Hamiltonian of the spin system in
the rotating frame can, following Eq. 2.25, be represented by:
H = −γ~
(
Iz(B0 − ω
γ
) + Ix
B1
2
)
. (2.28)
From this expression it is clear that the amplitude of the magnetic field in the rotating
frame (usually denoted by B1) is half of the amplitude of the RF magnetic field. The
influence of the magnetic fields, both static and RF can thus be described as an
effective field vector around which the magnetization evolves. This vector description
proves a valuable tool in a qualitative description of the responses of a spin system to
various types of RF irradiation and will be further explored in the following sections.
16 CHAPTER 2.
z
x
y
m0
B1
900
1800
Figure 2.4: Response of the nuclear magnetization vector to an on-resonance RF
pulse, represented in the rotating frame.
Exploring the vector picture
In the case of an I = 12 spin system the vector picture proves invaluable in obtaining
further qualitative insight into the response of a spin system to the application of
various types of RF fields. A more quantitative approach of the concepts of pulsing
and sweeping of populations and coherences is given in Sect. 2.3.3.
Pulse excitation Suppose we start in thermal equilibrium and the magnetization is
aligned along the z axis. We apply an RF field with frequency ω = ω0 (with ω0 equal
to the Larmor resonance frequency given by ω0 = γB0) to the spin system. Thus, the
first term in Eq. 2.28 disappears and the spin system only experiences the influence of
the transverse magnetic field aligned along the x axis. As a consequence of Eq. 2.25
the magnetization will start a precession around the x axis with an angular frequency
given by the radio frequency field strength ω1 = γB1 (see Fig. 2.4). If the duration
of the RF pulse is such that the magnetization has rotated over 900 the resulting
magnetization vector will be oriented in the x-y plane whereas after a 1800 pulse the
magnetization will be aligned along the -z axis. Two sequential 1800 pulses will return
the magnetization vector to the initial +z axis. From Eq. 2.25 it can be seen that
the transverse part of the magnetization following the application of an RF pulse,
will perform a precession around the main magnetic field at an angular frequency ω0.
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Figure 2.5: Single crystal spectrum of an I = 32 nucleus, occupying a single site in the
crystal. The figure assumes excitation of the spin system by an ideal 900 pulse and
thus shows the satellite and central transition lines with intensity 3:4:3, shifted with
respect to each other by the angular dependent quadrupole frequency ΩQ.
The amplitude of this transverse magnetization vector will, in case of a 900 pulse, be
equal to the equilibrium magnetization m0 and is called the Free Induction Decay
(FID). This FID is the signal detected by the pulsed NMR spectrometer. Fourier
transformation of the recorded FID leads, in absence of any additional interactions,
to a single spectral line.
The response of a single crystal with a quadrupolar nucleus occupying a single crystal
site is slightly different. The application of a short RF pulse leads, for a system
with 2I + 1 energy levels, to 2I spectral lines corresponding to the 2I allowed single
quantum (∆m± 1) transitions. Following Eq. 2.9, these lines are shifted with respect
to each other by the angular dependent quadrupole frequency ΩQ (cf. Fig. 2.5).
If we would excite all transitions simultaneously with identical efficiency the relative
intensity of the spectral lines is given by I(I+1)−m(m−1). If we would affect only one
transition at a time (purely selective excitation) the spectral lines are detected with
equal intensity. As discussed in Sect. 2.2.3, the central transition of the quadrupolar
spectrum is the only transition in the spin system that is in first order unaffected by
the orientation of the crystallite in the field. As a consequence, the spectrum of a
quadrupolar nucleus in a powder consists of a single line emanating from the central
transition. The satellite transitions, if visible at all, show up as a broad feature over
the entire ΩQ range.
Sweep excitation If the RF magnetic field is not exactly on-resonance, the first
term in the Hamiltonian Eq. 2.28 does not completely cancel and the magnetization
rotates around the effective field vector given by the sum of the RF field strength and
the off-resonance (∆ω = γB0 − ω) term (see Fig. 2.6). In this situation one can no
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Figure 2.6: Response of the nuclear magnetization vector to an off-resonance RF pulse.
The magnetization performs a precession around the effective magnetic field Beff
which is the vector sum of the transverse RF field and the off-resonance component.
longer uniquely define a 900 and 1800 pulse albeit that the magnetization will still be
realigned with the axis of thermal equilibrium after a 3600 pulse. If the off-resonance
component is very large compared to the RF field strength i.e. ∆ω À γB1 the magne-
tization will be almost co-linear with the applied effective field axis. If the orientation
of this effective field axis is changed in such a manner that any changes are slow3 with
respect to the effective RF field strength, the orientation of the magnetization will
remain co-linear with the effective field. If the off-resonance component (∆ω) is thus
gradually changed from ±∞ to zero (cf. Fig. 2.7) the magnetization will follow the
effective field vector and be aligned in the x-y plane, along the B1 field. If the RF field
is then switched off the magnetization will start to precess around the main magnetic
field and an FID may be recorded. If instead the sweep continues to ∆ω = −∞ the
magnetization remains ”spin-locked” to the effective field and is completely inverted
compared to the thermal equilibrium situation. Repeating this experiment restores
the thermal equilibrium situation. Note that, although the results of an excitation
and a half passage of a spin- 12 system leads to similar results, the pulse excitation
aligns the magnetization 900 out of phase with respect to the applied RF field, whereas
the magnetization resulting from sweep excitation has either the same phase as the
applied RF field or is 1800 out of phase, depending on the initial alignment (parallel
or anti-parallel) of the effective field axis with the magnetization vector.
3The concept of slow sweeping is further explored in Sect. 2.3.4.
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Figure 2.7: Effect of a slow RF sweep of ∆ω from +∞ to 0 rad/s on the thermal
equilibrium magnetization. The magnetization remains co-linear with the applied
effective field during the entire process.
Spin temperature in the rotating frame The entire discussion about spin tem-
perature in Sect. 2.2.4 can similarly be repeated for the rotating frame. Any sudden
changes in the Hamiltonian result in a constant direction of the magnetization whereas
adiabatic changes result in a constant entropy. Thus, if we have a spin-lock and switch
the phase of the applied RF field by 1800 the spin system will briefly be in an unde-
fined state but will then be describable by a negative spin temperature in the rotating
frame. Also if we adiabatically change the amplitude of B1 to zero during the lock the
magnetization goes to zero but would restore seamlessly upon adiabatically restoring
B1. This process of reducing the magnetization to zero in an adiabatic fashion using
the RF field is referred to as ”Adiabatic Demagnetization in the Rotating Frame”
(ADRF).
2.2.6 Relaxation aspects of NMR
Closely related to the concept of spin temperature, and one of the very characteristic
aspects of NMR, is the presence of several types of relaxation processes with their
associated relaxation times. One can compare the process of relaxation to the pro-
cess of exchange of heat between two thermal reservoirs. In most pulse experiments
the pulse durations are much shorter than the related relaxation times, however, in
sweep experiments this is not necessarily the case and the relaxation times signifi-
cantly influence the experiment. Especially in instances where the relaxation time is
comparable to the duration of the sweep experiment the behaviour of the magneti-
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zation and the coherences depends strongly on the physical properties of the lattice
and the interactions between adjacent spins. As a consequence, the measurement of
these relaxation processes may provide vital information about the physics of the spin
system, provided that the measurement does not adversely influence these relaxation
processes. In this work we are mainly dealing with sweeps of which the duration is not
short compared to the associated relaxation time, hence, revisiting the basic aspects
of nuclear relaxation is useful in this context.
In Sect. 2.2.4 we showed that a spin system under the influence of a time independent
Hamiltonian has a constant average internal energy E¯. However, this does not hold as
soon as the total duration of the process becomes comparable to the related relaxation
times. The effects of changes in E¯ under the influence of a constant Hamiltonian are
discussed in the following sections.
Relaxation in the laboratory frame
In the laboratory frame the relaxation of the spin system is governed by several
processes of which in most cases the spin-lattice and the spin-spin coupling are most
important. In some particular cases there are additional processes that govern the
relaxation of the dipolar ordering induced by the Zeeman population difference but
these are not discussed here.
Spin-lattice relaxation When an unpolarized spin system is brought into an ex-
ternal magnetic field B0 the latter will cause a difference in the populations of the
energy levels. The buildup rate of this population difference is governed by the rate
with which the spin system can exchange energy with the lattice in which it resides.
The energy of the spin system in the magnetic field is given by:
E¯ = −mzB0 (2.29)
which, in thermal equilibrium, results in E¯0 = −m0B0. The difference in spin- and
lattice temperature θS and θL causes a transport of energy from the one reservoir to
the other. In general cases the energy reservoir associated with the lattice is presumed
to be infinitely large, hence, for the change in temperature of the spins it follows that:
d
dt
(
1
θS
)
= − 1
TSL
(
1
θS
− 1
θL
)
, (2.30)
in which TSL is a time constant that describes the rate with which the energy may
be transferred between the two reservoirs. For a static B0 field, the change of energy
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per unit time is given by:
∂E¯
∂t
= −B0 ∂mz
∂t
. (2.31)
Because the energy of the spin system is quantized, the transfer is efficient if there
is a large number of states in the lattice that can accommodate the spin transition
energy. Thus the relaxation rate is high when there is a large density of states in the
lattice and vice versa. At extremely low temperatures the density of states is almost
0 which means that the spin system does not relax. Similarly, at high temperatures
the transition energy may not match the vibration energies of the lattice and the
relaxation is again very slow. In the intermediate temperature regime the density
of states is high and efficient relaxation may occur if there is an efficient coupling
mechanism available. The coupling to the lattice can occur due to several effects such
as intra- and inter-molecular dipole interaction, electric field gradient interaction,
spin-rotation coupling, anisotropy in the chemical shift tensor and scalar coupling.
An in-depth study into all of these coupling mechanisms goes beyond the scope of
this work. For a more detailed discussion of the several aspects of relaxation the
reader is referred to reference [88] or several other basic NMR text books ([1, 73].
A single quantum transition may transfer energy to the lattice with a rate given by
the spin-lattice relaxation rate T−11 . Thus it follows that
∂E¯
∂t
=
E¯eq − E¯
T1
(2.32)
Using Eqs. 2.18 and 2.19, the magnetization associated with the single quantum
population difference follows as:
∂mz
∂t
=
m0 −mz
T1
, (2.33)
with the solution:
mz(t) = m0 + (mz(t = t0)−m0) exp
(
− t− t0
T1
)
. (2.34)
Once in thermal equilibrium the populations of the energy levels associated with each
transition may be separately inverted or saturated by application of radio frequency
fields. The relaxation process following such a treatment is in general not covered by
the same relaxation constant T−11 . Although the relaxation will still be exponential
it is in general a joint process of spin-lattice and cross level relaxation which drives
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the system back into external and internal equilibrium, making the relaxation multi-
exponential [8]. In contrast, full saturation of all the levels in the spin-system by
application of some broadband irradiation will show the actual spin-lattice relaxation
behaviour.
Spin-spin relaxation The relaxation process of the transversal component of the
magnetization is not governed by the density of states in the lattice but depends on
the efficiency with which the spins may spontaneously transfer energy amongst each
other. When a spin transfers its energy to another spin the two spins lose there phase
relationship and therefore the spin-spin relaxation rate is sometimes referred to as
the phase de-correlation rate. The decay of the transverse magnetization mx is thus
governed by a time which represents the efficiency with which the spins ”talk” to each
other and is given by:
mx(t) = mx(0) exp
(
− t
T2
)
(2.35)
where T2 is the spin-spin relaxation time. This is also the time which the spin system
takes to re-establish internal thermal equilibrium after a sudden change of the applied
Hamiltonian. There are many more reasons why the phase of the spins is no longer
correlated but these effects are usually invariant under time reversal which means
that by a correct application of pulses and or magnetic field gradients these coherence
may be restored [35]. The effective relaxation rate that determines the linewidth in
an NMR spectrum is given by the apparent relaxation rate (T ∗−12 ) and is given by:
1
T ∗2
=
1
T2
+
1
T ′2
, (2.36)
in which T ′2 is a time constant that takes all reversible decay processes (e.g. due to
magnet inhomogeneity or inhomogeneous anisotropic line-broadening) into account.
Relaxation aspects of NMR in the rotating frame
In the frame rotating at the radio frequency we can, similar to the previous section,
describe the behaviour of the magnetization in terms of separate longitudinal and
transversal components. The magnetization in the rotating frame can be aligned
either parallel or anti parallel to the applied RF spin-lock field. These two situations
can be described as two spin systems behaving in a similar fashion but ascribed a
different spin temperature depending on the sign of m(t) · Beff . From Sect. 2.2.4 it
can be seen that, if the alignment is parallel the spin temperature is positive while
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anti-parallel alignment is represented by a negative absolute spin temperature.
Spin-lattice relaxation in the rotating frame The effect of the spin tempera-
ture on the relaxation behaviour is similar to T1 relaxation as long as the RF field
is exactly on-resonance and is much larger than the local dipole interactions of the
neighboring spins. The relaxation rate of this on-resonance irradiation is then de-
termined by a single relaxation time constant T1ρ which is a measure of the lattice
density of states and the fluctuations of the electric field gradient tensor [67] at the
frequency of the RF field.
If the RF field is applied off-resonance the energy of the spin system is given by:
E¯ = −
(
B0 − ω
γ
)
mz −B1mx = − ~Beff · ~m. (2.37)
Thus it follows that
∂E¯
∂t
= −
(
B0 − ω
γ
)
∂mz
∂t
−B1 ∂mx
∂t
= − ~Beff · ∂ ~m
∂t
. (2.38)
If we describe the relaxation behaviour in this tilted rotating frame with a spin-lattice
relaxation time T ∗1ρ the exchange of energy to the lattice is, similar to that in the lab
frame situation, given by:
∂E¯
∂t
=
E¯0 − E¯
T ∗1ρ
. (2.39)
Thus, the magnetization locked to the effective field relaxes towards an equilibrium
magnetization that depends on both the relaxation rates in the rotating- (T1ρ) and
in the laboratory frame (T1). Similarly, the final equilibrium magnetization depends
on both off- and on-resonance components of the RF field. The equilibrium magneti-
zation meq is given by:
meq = m0
ωeff∆ω/T1
∆ω2/T1 + ω21/T1ρ
, (2.40)
and the associated relaxation rate by:
1
T ∗1ρ
=
1
ω2eff
×
(
∆ω2
T1
+
ω21
T1ρ
)
, (2.41)
where ∆ω is the resonance offset and ω2eff = ∆ω
2 + ω21 is the effective RF field. For
quadrupolar spin systems the RF field ”felt” by the transition scales with a factor
depending on ΩQ and the transition order. For higher order transitions the offset
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component, ∆ω, scales with the order of the transition as well. Note that the sign
of the equilibrium magnetization in the rotating frame depends on the sign of the
resonance offset, i.e. the off-resonance relaxation process is not symmetrical around
the Larmor frequency but the final spin temperature in the rotating frame depends
on the sign of ∆ω.
Spin-spin relaxation in the rotating frame In the rotating frame the spin-spin
relaxation is again governed by the efficiency of the communication between the spins
and is governed by the spin-spin relaxation time T2ρ. Moreover, the measured phase
de-coherence depends strongly on the homogeneity of the applied radio frequency field
and a lot of other factors such as dipolar interactions. Time reversal in the rotating
frame is, although it may be performed, not so evident as it is in the lab frame, thus
the actual T2ρ spin-spin relaxation in the rotating frame is not easily measured. In
general, the transverse relaxation rate is the sum of the effects caused by RF field
homogeneity and effects that are intrinsic to the spin-system. The magnetization
decays, nevertheless, roughly exponential and with it we can associate a relaxation
rate T ∗−12ρ although the actual physical meaning of this parameter is not as clear as
for T2.
2.3 The quantum mechanical description and the
spin operator formalism
2.3.1 The density matrix formalism
In order to arrive at a suitable quantum mechanical description of a spin system of
arbitrary order I we will follow the description given by Slichter [73]. We start out
by realizing that any arbitrary physical state of the spin system can be described by
its wave function Ψ. Now we expand this wave function in a complete set of basis
functions un. We find:
Ψ =
∑
n
cnun (2.42)
where cn are the coefficients of the projection of Ψ on un. The expectation value of
some arbitrary operator A is then given by:
< A >= (Ψ, A,Ψ) =
∑
n,m
c∗mcn < m|A|n > . (2.43)
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Since, in general cases we rarely are interested in the actual value of c but more in
the value of the product c∗c we define a matrix P as follows:
< n|P |m >= cnc∗m. (2.44)
Thus it follows that:
< A >=
∑
n,m
< n|P |m >< m|A|n > . (2.45)
According to the closure theorem
∑
m |m >< m| = 1, the unity operator, hence, the
expectation value of A becomes:
< A >=
∑
n
< n|PA|n >= Tr{PA} = Tr{AP}, (2.46)
from which we conclude that the expectation value of a certain operator is given by
the trace of the elements of the product of the operator’s matrix representation. If
we are interested in the average behaviour of a large system of spins we may take
the ensemble average c∗c. This ensemble averaged P matrix is usually referred to as
the spin density matrix ρ being the average of the projections of the individual wave
functions on a complete set of orthonormal eigenvectors. If we would take the vectors
Iz and I
2 (with eigenvalues m and I(I + 1) respectively) as a basis set to describe
the density matrix in thermal equilibrium we find that this matrix is diagonal with
only non-zero elements on the main diagonal with values < n|P |n >= I : I − 1...− I.
Hence, the matrix representation of a spin I is a (2I + 1) × (2I + 1) square matrix
with the populations on the diagonal and the coherences on the off-diagonal elements
i.e.
ρI= 1
2
=
(
pop. coh.
coh. pop.
)
and in thermal equilibrium: ρ0 =
(
1
2 0
0 − 12
)
From the definition of the density matrix it is clear that this operator is Hermitian.
From quantum mechanics it is known that an operator may constitute an observable
quantity or state of the system if, and only if, the operator is Hermitian.
2.3.2 The quantum mechanical equations of motion
From the quantum mechanical point of view the equations of motion still hold when
they are rewritten in accord with the quantum operator formalism [73].
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From Schro¨dingers equation it follows that the quantum mechanical equation of mo-
tion of the spin operators is given by:
∂~I
∂t
= ~I × γBeff , (2.48)
which is in complete analogy to the classical equations of Sect. 2.2.5. In terms of the
density matrix operator this can be rewritten in the form:
∂ρ
∂t
=
i
~
[ρ,H], (2.49)
which describes the evolution of the density operator matrix under the influence of
some instantaneous Hamiltonian. If we take a more in-depth look into what happens
to the elements of the density matrix under RF irradiation we see that the Ix and Iy
operator cause transitions to occur between adjacent ∆m = ±1 levels. Mathemati-
cally speaking the projection < m|Ix|m′ > is only non-zero if m′ = m±1. In practice
it proves convenient to introduce the ladder operators I− and I+ defined through:
I− = Ix − i Iy (2.50)
I+ = Ix + i Iy, (2.51)
for which it holds that < m|I+|m′ >6= 0 ⇐⇒ m = m′ + 1 and < m|I−|m′ >6=
0 ⇐⇒ m = m′ − 1. By convention the NMR experiment is arranged such that the
detected coherence that precesses around the static magnetic field after a perfect
900 pulse corresponds to the I− elements of the density matrix. (Note that, since
the I− operator is non-Hermitian, one cannot say that we detect the I− coherence,
rather, what we actually detect is a mixture of Ix and Iy that can, mathematically,
be represented by I−.) The application of an RF pulse transfers the values of the
population elements of the matrix to the coherence elements and back again. The
exact path of all the elements may be calculated by evaluating the time evolution of
the density matrix under the influence of the effective Hamiltonian as described in
Sect. 2.3.3.
2.3.3 Spin calculations in the rotating frame
Qualitatively it is very well possible to examine the response of a spin system to RF
pulses and sweeps using the vector picture described in Sect. 2.2.5. If the system
needs more accurate examination, the responses have to be calculated in a more
rigorous fashion. All calculations that involve the responses to RF pulses and sweeps
are performed in either the rotating frame or in the doubly rotating frame, that
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rotates simultaneously around the Zeeman field and the effective field vector. For all
calculations in the rotating frame it should be taken into account that the effective RF
field experienced by the spin-system is only half the field generated by the transmitter
coil as discussed in Sect. 2.2.5 whereas, in the doubly rotating frame, the effective field
is given by the vector sum of ~B1 and
∆~ω
γ .
The time independent Hamiltonian
As stated earlier an external RF field with frequency ω0 given by ω0 = γB0, will cause
transitions between the neighboring levels in a spin system. In quadrupolar systems,
we may either selectively affect only one of the transitions at a time or affect all of
them together, depending on the strength of the RF field compared to the quadrupole
coupling. The Hamiltonian H of the quadrupolar spin system in the rotating frame
is, again in first order perturbation theory, given by:
H = ∆ωIz − ω1Ix + ΩQ(θ, φ)
6
(3I2z − I I(I + 1)), (2.52)
where γB1 is the field strength of the RF field. The evolution of the spin system ρ(t)
under the influence of H is given by:
i~
∂ρ(t)
∂t
= Hˆρ(t), (2.53)
where Hˆ is given by the Liouville-von-Neumann equation Hˆ = [ρ,H]. The solution of
Eq. 2.53 is given by:
ρ(t) = exp
(
− iH
~
t
)
ρ(0) exp
(
iH
~
t
)
. (2.54)
Employing this quantum mechanical formalism we now may calculate any response of
the quadrupolar spin system to RF fields up to first order in perturbation theory which
is sufficient for most experiments described in this work. However, the influence of a
time dependence in the Hamiltonian needs some more consideration and is discussed
in the following sections.
The time dependent Hamiltonian
The discussion of the time evolution of the density matrix in the previous sections
holds true as long as the Hamiltonian is time independent. In case either ∆ω, ω1
or ΩQ is time dependent we obtain as solution of Eq. 2.53 for the evolution of the
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density matrix:
ρ(t) = T exp
[
− i
~
∫ t
t0
H(t′) · dt′
]
ρ(t0) exp
[
+
i
~
∫ t
t0
H(t′) · dt′
]
, (2.55)
where H(t) is the time-ordered Hamiltonian and T the Dyson time-ordering operator.
For general computational purposes we can apply the ”piece wise constant” Hamil-
tonian technique in which we let the spin system evolve under the influence of an
instantaneous Hamiltonian during an infinitesimal period of time. The evolution is
then calculated based on the first order Taylor expansion of the equation above. In
practice, we of course need to be careful in selecting sufficiently small time steps not
to introduce large errors in the calculation. The evolution of the spin system under
both time dependent and time independent Hamiltonians will be the subject of the
following sections.
2.3.4 Adiabaticity
In Sect. 2.2.4 we have seen that it can be useful to attribute some thermodynamic
features to a spin system. Here we introduce some more thermodynamics that provide
nice tools to describe the effects of a slowly varying Hamiltonian on a spin system.
A thermodynamic process is called adiabatic when there is no loss or gain of energy
i.e. the entropy remains constant during the process. Then the spin system is in
internal thermal equilibrium at all times. Adiabaticity in the rotating frame implies
that all changes in the Hamiltonian (usually in the form of changes in ∆ω or ω1)
should be slow in order for the spin system to maintain internal thermal equilibrium.
As a result the spin system follows the effective field in such a way that the relative
alignment of the density operator with respect to the time dependent Hamiltonian
remains unchanged. The fact that during an adiabatic process the energy in the
rotating frame is constant does not imply that this is true in the laboratory frame as
well. In mathematical terms a process is adiabatic if the commutator:
[ρ(t),H(t)] = 0 (2.56)
during the entire irradiation period. If this condition is met the spin system is in an
eigenstate of the Hamiltonian at all times during the irradiation and the population
densities in the rotating frame are left unchanged. The adiabatic condition imposed
by Eq. 2.56 is in practice similar to stating that changes of the angle Θ between the
effective Hamiltonian H and Iz in a spin- 12 system are small compared to the rate of
the spin precession around the effective field (cf. Fig. 2.8). Using Eq. 2.28 it follows
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γB (t)1
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Θ
Figure 2.8: In order to maintain adiabatic spin-lock the rate of change in the ori-
entation of the effective Hamiltonian Heff described by the angle Θ should be small
compared to the rate of the spin precession around the effective field.
that:
∂Θ(t)
∂t
¿ γBeff with Θ(t) = arctan
(
ω1(t)
∆ω(t)
)
, (2.57)
from which we may derive a parameter A that is a measure of the adiabaticity of the
process and is given by:
∂ tanΘ(t)
(1 + tan2Θ(t))∂t
A =
√
ω21(t) + ∆ω
2(t). (2.58)
If we assume ω1 to be constant in time we find:
ω1
∆ω2(t) + ω21
∂∆ω(t)
∂t
A =
√
∆ω2(t) + ω21 , (2.59)
where ∂∆ω/∂t is the rate of change of the irradiation frequency of the transverse
field. Hence we obtain the smallest value of A if the RF field is exactly on-resonance
i.e. ∆ω(t) = 0. In that instance the adiabaticity is given by:
A = ω
2
1
∂∆ω/∂t
. (2.60)
A sweep process is said to be fully adiabatic if A À 1 whereas for a fully sudden
process A ¿ 0.1.
For a fully non-adiabatic process we find that all changes in the Hamiltonian are
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occurring so fast that the spin system does not have the time to respond i.e. it holds
that
[ρ(t), ρ(0)] = 0 (2.61)
at all times t during the process.
As an example we use the response of spin- 12 system ρ = ρ0 to a constant RF field of
which the frequency is swept linearly from far above to far below resonance in a du-
ration τ i.e. ∆ω(0)→∞, ∆ω(τ)→ −∞ and ∂∆ω(t)/∂t = −α where α is a constant
that represents the rate of change of the irradiation frequency. The Hamiltonian of
the process is given by:
Hsweep(t) = −Izαt+ Ixω1. (2.62)
For the initial state the effective field vector and the magnetization are co-linear;
hence Eq. 2.56 is fulfilled at t = t0. If now holds that A = ω21/αÀ 1 then the density
matrix remains co-linear at all times during the frequency sweep. At t = t0 + τ the
magnetization will still be aligned along the effective Hamiltonian but will be inverted
in the laboratory frame.
In the other extreme, for a sweep that is so fast that we can ignore the Ix term in the
RF Hamiltonian (i.e. α→∞), it still holds that
[ρ(t),H(t)] = 0 (2.63)
for all t, but Eq. 2.61 also holds. This means that in the laboratory frame the spin
system is unaffected by the presence of the RF sweep. In the rotating frame, the sign
of the Hamiltonian changes due to the change of the sign of ∆ωIz, resulting in an
inversion of the spin system.
Graphically the fully adiabatic and completely sudden situations can be depicted
as shown in Fig. 2.9. If we calculate what happens to the laboratory frame z-
magnetization during the sweep we find, depending on adiabaticity, the results de-
picted in Fig. 2.10. During the sweep experiment, the elements of the population
density operator traverse the matrix representation in single quantum steps. Starting
with populations, single quantum (x-y) coherence is generated, which is then con-
verted back to inverted z populations.
For a spin- 32 system there are several single and multiple quantum transitions that
can be traversed by the sweep in either a sudden or a (semi-)adiabatic fashion. The
response of such a system is depicted in Fig. 2.11. The adiabaticity condition for a
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Figure 2.9: Lab frame energy levels with corresponding populations and simulated
rotating frame energy levels of a spin- 12 system during a sudden and an adiabatic
frequency sweep of the RF field through the transition. a) Sudden sweep, the rotating
frame energy levels cross at ∆ω = 0, the spin system in the rotating frame is inverted
while it remains untouched in the lab frame. b) Adiabatic sweep, the energy levels
have an avoided level crossing at ∆ω = 0, the spin system is in an eigenstate of the
Hamiltonian at all times during the sweep and is therefore inverted in the lab frame.
Note that in this case the spin temperature in the laboratory frame is negative after
the RF has been switched off. The in-resonance energy level separation is, for the
fully adiabatic case, equal to ~ω1.
quadrupolar spin system is defined similarly to that for the spin- 12 system albeit that
we additionally have to take the effective field and the order of the transition into
account. This results in
A = ω
2
a
∆m∂∆ω/∂t
, (2.64)
where ωa is the effective field felt by the transition and ∆m is the order of the
transition.
The effect of sweeping a quadrupolar spin system depends strongly on the ratio of
ω1/ΩQ as depicted in Fig. 2.11. The calculation of these effects may be performed
for the several different regimes:
Fictitious spin- 12 approximation If we assume that ω1 ¿ ΩQ and we do not touch
more than one transition simultaneously we may use the fictitious spin- 12 ap-
proximation [80] in which we can separate the several transitions. It follows
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Figure 2.10: Response of the z-
magnetization during an RF field
sweep through the transition of
a spin I = 12 system dependent
on the adiabaticity. Top: adi-
abaticity A = 0.1; the magne-
tization is only very slightly af-
fected by the sweep. Some os-
cillations of the population den-
sity occur due to creation of x-y
coherences. Middle: adiabaticity
A = 1; magnetization is clearly
affected by the sweep. Popula-
tions are not completely inverted
and some x-y coherences are cre-
ated causing oscillations of the
magnetization. Bottom: adia-
baticity A = 10; magnetization
is fully inverted by the sweep. No
coherences are generated. Thus
the populations do not oscillate.
The inversion efficiency is 100%.
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Figure 2.11: The laboratory- and rotating frame energy levels of a quadrupolar spin
system for different sweep conditions. The eigenfunctions in the rotating frame far
off-resonance coincide with the eigenfunctions in the lab frame so that the initial
populations in the rotating frame are similar to the lab frame populations. a) The
limiting case were ΩQ = 0 and ω1 → 0. The presence of the RF field does not
influence the level distributions in the lab frame. In the rotating frame the final
∆ω ¿ 0 therefore the populations are inverted. This situation is characterized by
energy level crossings in the rotating frame. In the lab frame the spin system can be
described by a positive spin temperature. b) In the case where ω1 À ΩQ we see that
all the energy level crossings are avoided. The spin system is in an eigenstate of the
Hamiltonian at all times and in the laboratory frame the spin system is fully inverted.
Hence, the spin temperature is negative. c) Here ω1 < ΩQ but all transitions are still
traversed fully adiabatic. Level anti-crossings occur at ±ΩQ, ±ΩQ/2 and 0 with the
corresponding energy level separation given by the associated effective field strength.
d) Here ω1 ¿ ΩQ and only the single quantum transitions are traversed adiabatically
whereas all the multiple quantum transitions are traversed sudden. Since the spin
system is affected in a partially isolated manner the final spin system can in the lab
frame not be described by a spin temperature.
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Table 2.1: Effective RF field scaling factors k(m1,m2) for the possible single- and
multiple-quantum transitions of an I = 32 (top) and I =
5
2 (bottom) spin system.
m2
m1 -3/2 -1/2 1/2 3/2
3/2 32
7
2
√
3 -
1/2 72 2 -
√
3
m2
m1 -5/2 -3/2 -1/2 1/2 3/2 5/2
5/2 524
2
3
√
5 32
√
10 2
√
10
√
5 -
3/2 23
√
5 6 6
√
2 2
√
2 -
√
5
1/2 32
√
10 6
√
2 3 - 2
√
2 2
√
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from Eq. 2.28 that if ∆ω = (m+ 12 )ΩQ the effective RF field felt by the isolated
m→ m± 1 transition is given by:
ωm→m±1 = ωa = ω1
√
I(I + 1)−m(m± 1). (2.65)
For higher order transitions the effective RF field is given by:
ωa = k(m1,m2)ω1
(
ω1
ωQ
)∆m−1
(2.66)
in which k(m1,m2) is a constant that depends on the associated transitions m1
and m2 and the order of the spin system [80, 81, 87]. The analytical derivation
of the values of k(m1,m2) is a matter of tedious bookkeeping hence we will limit
ourselves to simply giving the values for an I = 32 and I =
5
2 system in Table 2.1.
From this it is clear that for every transition there is a different adiabaticity
parameter, depending on the effective RF field felt by the transition. In the
limiting case where A → ∞ Eq. 2.56 is met and the adiabaticity is complete.
Thus, all transitions are traversed perfectly adiabatically and the spin system
will follow the Hamiltonian exactly. If A → 0 the transitions are traversed
completely sudden, resulting in a spin system that is unaffected by the presence
of the radio frequency field. In the intermediate case 0.1 < A < 10 one can
define an efficiency of the adiabatic process that describes the behaviour of the
spin system under the influence of the varying radio frequency irradiation. In
this intermediate adiabaticity regime the efficiency of a full adiabatic passage of
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a transition is calculated [33, 66] assuming that we start with a density matrix
that is in thermal equilibrium and aligned with the effective Hamiltonian. After
the appropriate transformations into the doubly rotating frame the Hamiltonian
Hj,k(t) describing the particular j → k transition is found to be:
Hj,k(t) = ∂∆ω/∂t
ωa
1
1 + x2(t)
× {Ij,ky cosϕ(t)− Ij,kx sinϕ(t)} , (2.67)
in which the relative offset from the particular transition is given by x(t) =
∆m
∆ωQ(t)
ωa
, and the time dependent phase ϕ(t) is defined through:
ϕ(t) =
Aj,k
2
{
x(t)
√
1 + x2(t) + ln(x(t) +
√
1 + x2(t))
}
. (2.68)
Using Eq. 2.55 and assuming that Eq. 2.67 approaches a δ function (i.e. ω1 → 0
and |t| → ∞) and using the average Hamiltonian theory, Haase et al. [33] derived
that the evolution operator is given by (see also Eq. 2.55):
U(t1, t2) = exp
(
−i
∫ t2
t1
Hj,kdt
)
= exp
(−iΦ(t1, t2)Ij,ky ) , (2.69)
where:
Φ(t1, t2) =
∫ x(t2)
x(t1)
cosϕ(x)
1 + x2
dx. (2.70)
Transforming these results back into the laboratory frame we obtain for the
respective z component in the density matrix:
ρj,kz (t2) = −ρj,kz (t1) cosΦ(t1, t2). (2.71)
The efficiency ( ρz(t1)−ρz(t2)2 ) of the inversion by this adiabatic process is there-
fore solely dependent on the value of Φ and hence on the value of the adiabaticity
parameter Aj,k. Although the analytical solution to this integral has not been
found, the numerical calculation of the efficiency dependence on adiabaticity
shows a surprisingly simple result as is shown in Fig. 2.12. Although it is clear
that for a quantitative approach the result should be accurately calculated, qual-
itatively one might just approximate the efficiency from Fig. 2.12.
The derivation above may also give us some insight into what happens if we were
to start with coherences instead of populations. If we start with Ix coherence
we obtain for the I− part of the detected coherence following a fully adiabatic
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Figure 2.12: Numerical Calculation of the efficiency of the adiabatic inversion versus
adiabaticity of an isolated single quantum transition. The calculation is based on the
derivation of Haase et al. [33]. The oscillatory features shown in the figure at higher
adiabaticity values are due to numerical instabilities of the calculation.
inversion:
ρj,k− (t2) = − cos(φ)Ij,kx + sin(φ)Ij,ky (2.72)
in which the phase term φ given by:
φ = ϕ(t1)− ϕ(t2) + ατ2. (2.73)
This means that only if the difference between beginning and ending phase of
the sweep exactly cancels the total phase accumulated by the spin system, the
magnetization will be aligned along the correct (-x) axis. This kind of sweep
then represents a re-focusing (or time reversal) pulse for the specific coherence.
Fully adiabatic regime If we are working in the situation where ω1 ¿ ΩQ and
Aj,k ≥ 1 for all transition j, k we are traversing all transitions fully adiabatically
and thus the fictitious spin- 12 description holds for all transitions separately. In
this regime, traversing e.g. the central triple quantum transition in an I = 32
system, would in general lead to single and triple quantum coherence. On
the basis of numerical simulations it can be shown that the triple quantum
coherence, that is generated using a fully adiabatic sweep to resonance, stems
almost solely from the population associated with the triple quantum transition,
while the single quantum coherence of the central transition, that is generated
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Figure 2.13: The effect of an adiabatic frequency sweep on the several single- and
multiple quantum transitions of an I = 32 single crystal spin system. Top row: show-
ing the single crystal spectrum with an arrow indicating the sweep start and stop
frequency and direction. Bottom row: showing the resulting ”transitions” of the ele-
ments in the density matrix, represented by the curved arrows. The numbers in the
density matrix represent the time indices that assume pure population as the initial
density matrix state (then 1=unaffected, 2=in-resonance, 3=after sweep).
in parallel, stems mainly from the central transition population elements. This
effect can be clearly understood using the fictitious spin- 12 approach outlined
before. The same effect holds true for higher order quantum transitions as well.
The effect of several types of frequency sweeps on spin- 32 system is demonstrated
in the diagram depicted in Fig. 2.13: The higher the order of the transition the
lower the associated effective RF field (see Eq. 2.66), hence, if the order of the
transition is high the sweep rate gets excessively small in order to maintain
A ≥ 1.
Intermediate regime In the case that ω1 ≈ ΩQ one can not assign a separate
adiabaticity to all transitions and the response of the spin system can only be
calculated based on the evolution of the density operator under the influence
of Eq. 2.55. In this case all transitions are mixed and the results cannot be
depicted easily. In the limiting case were ω1 À ΩQ things become simple again
since the spin system then behaves similar to an I = 12 system, i.e. it shows a
one single quantum transition with ωa = ω1.
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Chapter 3
Practical Implementation of
Frequency Sweeps in Pulsed
NMR Experiments
3.1 Introduction
The art of performing a successful Nuclear Magnetic Resonance experiment lies in
making the various coherences and populations undergo a carefully planned sequence
of quantum jumps and evolution periods under the influence of several different ex-
ternal and internal parameters. These parameters manifest themselves through the
Hamiltonian, while the state of the system is mathematically described by the den-
sity matrix formalism, as discussed in the previous chapter. In NMR there are several
options available to influence the effective Hamiltonian so as to make the spin sys-
tem undergo changes from one state to another or evolve the system under a fixed
Hamiltonian for a specified period of time. These options vary from doing nothing for
a specific period of time to an intricate combination of temperature control, (modu-
lated) sample rotation, gradient pulses and multiple pulse- and sweep sequences with
varying amplitude and phase. All these elements of the NMR experiment can math-
ematically be represented as a particular sequence of Hamiltonians that act on the
density matrix. Although every type of experiment incorporates different excitations,
conversions and evolutions, in case of half integer quadrupolar nuclei, the desired fi-
nal situation in most cases is to obtain the single quantum coherence of the central
transition. Since, being an allowed transition that is in first order unaffected by the
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quadrupole coupling, it is the easiest to detect. Consequently, irrespective which type
of experiment is performed, it should be arranged such that the detected coherence
has the highest possible intensity. Additionally, in order to be able to directly com-
pare the measurement results to the theoretically calculated response, all excitation,
evolution and conversion processes should be well described by their theoretical def-
inition, otherwise, the modeling of the response becomes tedious and deriving spin
system properties using inversion of the results becomes close to impossible.
This chapter covers the technical aspects of the implementation of a sweep module in
a modern pulse spectrometer using an external device that communicates with both
the spectrometer hardware and the controller software and that can be attached to
a Chemagnetics CMX Infinity spectrometer. This module is intended to implement
arbitrary combinations of amplitude, frequency, and phase modulated pulses that ad-
here to the very stringent specifications that are needed to obtain a reliable NMR
result.
3.2 Some experimental aspects of NMR
3.2.1 Sensitivity
The nuclear magnetic moment that precesses around the main magnetic field causes
a change of magnetic flux encompassed by the receiver coil. The electromotive force
(emf) (Vind) caused by this flux φ is given by:
Vind = −L∂φ
∂t
, (3.1)
where L is the self inductance of the receiver coil. Alternatively we might say that
a unit current flowing through the coil produces a certain magnetic flux density B1.
From the reciprocity theorem it is clear that the higher the B1 the stronger the emf
in the coil due to a change in flux [37].
The voltage noise in the receiver part of the NMR spectrometer is usually assumed
to be solely caused by the resistance of the NMR receiver coil (with volume Vcoil) and
is given by:
Sm =
4kbTVcoil
µ0Qω0
. (3.2)
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The quality factor of the coil system is given by: Q = ω0L/R in which R is the
resistance of the coil. The maximum SNR of the coil system is then given by [71]:
SNR = mx
√
Qω0B21
4LkBT∆ν
= mx
ω0B1
(4RkBT∆ν)
1
2
, (3.3)
in which mx is the observable part of the coherence and ∆ν is the receiver bandwidth.
Note that, since for this description we have assumed a fixed magnetic moment sit-
uated at the center of the detection coil, the filling factor is not involved in these
equations. Hence, the only essential parameter for NMR probe design at a given
NMR frequency and a fixed magnetic moment is B1/
√
R.
From the point of view of obtaining the best possible SNR in an NMR experiment
where all the coil parameters are fixed, it is important that the amount of observable
coherence (the elements of I− in the density matrix) is optimized. The way in which
this is done involves a large part of the remaining experimental issues of NMR, some
of which will be discussed in Sect. 3.2.2.
3.2.2 The use of radio frequency pulses with arbitrary phase
and frequency
In modern digital NMR spectrometers, the means we have at our disposal to make
the spin system evolve in some desired manner are: RF pulses, sample spinning and
variable delay times. The RF sweep capability of these machines is usually rather
limited and arbitrarily combining simultaneous amplitude and phase changes is al-
most impossible. There is however a distinct gain to be made from this type of RF
modulation since the accuracy of the responses obtained from this kind of modulation
often greatly exceeds that which can be achieved using conventional pulse techniques.
For instance, the response of the spin system to an adiabatic sweep to resonance is
almost independent from the actual value of the RF field strength, ω1, as long as
the adiabatic condition is met. Thus, the sweep excitation of the spin system does,
in contrast to the pulse excitation, not depend on the homogeneity of the RF field.
Furthermore, the amount of RF field that is needed to excite a large spectral region
in a homogeneous fashion is significantly reduced compared to the pulse experiment.
Hence, an important class of experiments significantly benefits from some of the prop-
erties of the various types of available frequency- and amplitude modulated pulses.
In addition, there is a significant gain in SNR that can be achieved by sweeping se-
lectively through separate transitions of the spin system. The techniques that are
needed to perform such tasks are described in the following paragraphs.
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All pulses and sweeps given in mathematical form are characterized by two param-
eters, their amplitude A(t) and accumulated phase φ1 as demonstrated for a simple
pulse of duration τ and starting phase φ0:
A(t) = A˜(t) cos(ωt+ φ0) (3.4)
φ1 = φ0 + ωτ,
where ω is the carrier- or central frequency of the pulse which is equal to ω0 for
resonant irradiation. The amplitude of the pulse can either be constant or have some
additional slow time dependent pulse envelope A˜(t).
Single frequency sweep
A single frequency sweep is an RF pulse of length τ during which the irradiation
frequency is swept from the starting value ωs to the final value ωf . The equation
describing the RF field during a linear sweep is given by:
A(t) = A˜(t) cos
(
ωst+
t2
2τ
(ωf − ωs) + φ0
)
(3.5)
φ1 = φ0 + (ωs + ωf )
τ
2
.
The application of a single frequency sweep to a spin system results in an evolution of
the density operator that depends on the adiabaticity of the process (Sect. 2.3.4). If
we were to start with pure coherences the effect would be the same, the sweep changes
the coherence to population and then back to coherence. When sweeping coherences
the relaxation is governed by T2ρ while, in the case of a sweep starting with pure
populations, the relaxation is governed by the much larger T1ρ. In addition, in the
case that coherences are swept, the actual phase of the inverted coherence depends
on the value of the phase integral given by Eq. 2.68. For a perfect symmetrical
phase function the phase of the resulting coherences is well defined (see Eq. 2.72).
If, however, the phase function contains some slight asymmetry the phase of the
resulting coherence is not so accurately defined. Hence, the actual value of the phase
equation depends strongly on the stability of the RF field during the sweep and the
inverted coherences are prone to phase errors. Since RF (amplitude) instabilities are
not necessarily repeatable it follows that phase sensitive accumulation of the result
is not always feasible. Instabilities of the irradiation are likely to occur if the phase
term depending on ωa in Eq. 2.68 is large (i.e. ωaτ À 2pi with τ the duration of
the sweep). Combined with the fact that T2ρ is in general (much) shorter than T1ρ
it follows that inversion of coherences is best performed using sweeps of very short
duration.
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Double frequency sweeps
Performing a single linear frequency sweep according to Eq. 3.5 is not the only means
of obtaining inversion of the level populations in a quadrupolar spin system. As
different transitions occur at different frequencies it is possible to act on various
uncoupled transitions simultaneously and independently. One way in which this can
be achieved is by the application of an amplitude modulated pulse called a Double
Frequency Sweep (DFS) [44, 40]. A DFS is a pulse of which the amplitude is made
time dependent according to:
A(t) = A˜(t) cos(ωt+ φ0) cos
(
ω˜st+
t2
2τ
(ω˜f − ω˜s)
)
(3.6)
φ1 = φ0 + ωτ
Using simple goniometry it is obvious that this type of modulation may be expanded
in two separate simultaneous frequency sweeps with ωs = ω±ω˜s and ωf = ω±ω˜f with
half the amplitude each. The end phase in the separate subspaces of these sweeps is
defined by: φ1 = φ0+ωτ ± (ω˜s+ ω˜f ) τ2 . This means that the end phase of the DFS is
not uniquely defined for all combinations of ω˜s and ω˜f . The relative reduced phases of
the sweeps are however identical for ω˜s+ ω˜f = 2pi
n
τ and are equal to the carrier phase
for ω˜s + ω˜f = 2pi
2n
τ with n being a whole integer. Therefore a simultaneous single
quantum excitation by means of a DFS of the outer transitions in an I = 32 single
crystal spin system will only lead to correctly phased results if this phase condition is
met. As for the single sweep, for the z-component of the magnetization (populations)
the actual phase of the carrier is of no importance for the final result. To see the effect
of a DFS on an I = 32 system the density matrix is rewritten in terms of fictitious
I = 12 operators according to:
ρ0 = Iz = 3I
1,4
z + I
2,3
z = (I
1,2
z + I
3,4
z ) + 2(I
2,3
z + I
1,4
z ), (3.7)
where Ij,kz are the fictitious j → k operators. The application of a DFS to the satellites
now results in an inversion of the I1,2z and I
3,4
z populations and we obtain:
ρ = −(I1,2z + I3,4z ) + 2(I2,3z + I1,4z ) = I1,4z + 3I2,3z . (3.8)
From this it is seen that the population density associated with the central transition
has effectively tripled. In complete analogy it can also be shown that the maximum
intensity gain of the central transition in half integer spin systems with quantum
number I equals 2I, given that all single quantum transitions are swept in a sequential
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Figure 3.1: The response of an
I = 32 spin system to simulta-
neous sweeping of the satellite
transitions of a single crystal by
means of a DFS. The numbers
in the density matrix represen-
tation are time indices like in
Fig. 2.13
fashion starting with the outermost m = ±I → ±I ∓ 1 transitions [66]. Hereby it is
assumed that only the single quantum transitions are touched. This can be achieved
either by making sure that ω1 ¿ ΩQ and Aj,k ≥ 1 only if |j− k| = 1 or by selectively
switching the RF field on and of in order to avoid irradiating any of the higher
order transitions. Both solutions only work in case of a single crystal experiment, for
powders these conditions can only be met for a selective set of crystallite orientations,
effectively reducing the average achievable gain in powder implementations.
Assuming a perfectly adiabatic and stable DFS that touches only the single quantum
transitions of a spin system that is undistorted due to the second order quadrupole
coupling it can be derived that a DFS of the satellites for an I = 32 spin system
converts the coherences according to:
aI1,4x + bI
1,4
y → aI2,3x + bI2,3y (3.9)
and vice versa for single to triple quantum conversion. As discussed for the single
frequency sweep, any instabilities of the sweep amplitude, or other imperfections of
the system, will cause mixing of x and y components to occur.
If ωs > ωf the DFS is called ’converging’, for ωs < ωf the sweep is called ’diverging’.
For an adiabatic DFS through the single quantum satellite transitions of a spin 32
system the direction of the sweep does not influence the result. However, for higher
spin quantum numbers this is not true since the result depends on the order in which
the various satellite transitions are touched.
Multiple frequency sweep
In analogy to the previous section one might devise an amplitude modulated signal
consisting of an arbitrary number of symmetrically placed sidebands that each sweep
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over a certain spectral region. The equation for such a pulse is given by:
A(t) =
N∑
i=0
A˜(i)(t) cos
(
±ω(i)s t± (ω(i)f − ω(i)s )
t2
2τ
+ φ
(i)
0
)
(3.10)
φ1 = φ0.
From the point of view of the phase coherence any combination other than ω
(i)
s +ω
(i)
f =
2pi 2nτ with n a whole integer for all 0 ≤ i < N will lead to out-of-phase excited
components. Although such a pulse might be useful in certain practical situations it
does not add to the understanding so it will be omitted from any further discussion.
The implementation described in Sect. 3.3 easily allows for these kinds of irradiation
sequences.
Saturation of the spin system
A CW irradiation placed exactly at resonance with a certain transition will inevitably
cause transitions. The spin-spin (T2ρ) relaxation in the rotating frame will cause these
coherences to decay. From Eq. 2.40 it follows that the steady state magnetization is
0 which must mean that the respective elements in the density matrix are equalized.
In contrast, equalizing the population elements in the lab frame density matrix does
not automatically lead to a saturated system, only if all coherences generated by the
RF irradiation are completely destroyed as well, we may say that the system is in a
saturated state. We can describe the saturated state of a transition in terms of either
the density matrix or the population distributions. Suppose we have a single crystal
with I = 32 and we manage to selectively saturate the central transition. We would
end up with a density matrix as given in Eq. 3.11.
ρ =


3
2 0 0 0
0 0 0 0
0 0 0 0
0 0 0 − 32

 (3.11)
From the point of view of the level population distribution we obtain the distribution
as depicted in Fig. 3.2. From Eq. 3.11 and Fig. 3.2 it can be seen that by selective
saturation of the central transition the population density differences of the satellite
transitions have been artificially enhanced. As a consequence, selective detection
of either one or both satellite transitions would lead to an increase in intensity by
150% in comparison to the situation without pre-saturation of the central transition.
Similarly, if we would selectively saturate both the satellites we would obtain the
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m=1/2
m=-1/2
m=-3/2
m=3/2
Figure 3.2: Level population dis-
tribution of an I = 32 system af-
ter complete but selective satura-
tion of the central m = 12 → − 12
transition. Clearly a spin tem-
perature can not be assigned in
this situation.
density matrix as given by Eq. 3.12:
ρ =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , (3.12)
which leads to an increase of the selectively detected central transition intensity by
200%. If we manage to irradiated at all (single) quantum transition at the same
time we may cause a mixing of all elements and will again end up with all respective
population densities equal, eventually leading to a completely saturated system. In
general, selectively saturating all satellite transitions simultaneously in an spin-I sys-
tem leads to an enhancement of the selectively detected central transition intensity
of I + 12 .
In practice, to take full advantage of the fact that T2ρ ¿ T1ρ and to accommodate
for inhomogeneously broadened lines and second order quadrupole effects, the satu-
ration of a transitions is not performed using a constant frequency irradiation but by
applying a rapidly varying RF irradiation in a frequency band limited to the spectral
region where the transition is to be expected. The rapid changes of the frequency
are necessary in order to avoid adiabatic passages and to randomly excite as much of
the available populations as possible. The way in which this may be implemented is
by using a noise source of which the noise spectral density is bandwidth limited to a
well defined range around the transitions frequency. Both selective and non-selective
saturation of a spin system provides a powerful tool in the creation of a well defined
initial situation other than thermal equilibrium.
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3.2.3 Some technical aspects of RF modulation
From the previous discussion it is clear that extending the pulsed NMR spectrome-
ters capabilities to allow for simultaneous RF amplitude and frequency modulation
may lead to significant enhancements in several types of experiments. Especially in
quadrupolar spin systems a significant gain is to be obtained by using these types of
modulated pulses. The implementation of such capabilities usually goes together with
some non-ideal behaviour that might cause suboptimal or incorrect responses from
the spin system. In this section we discuss which aspects of the implementation are
in need of special attention in order to avoid these undesirable effects. The following
experimental issues should be taken into account:
1. Only the selected transitions should be irradiated, all other transitions should
be left untouched. For the case of purely amplitude modulated RF pulses such
as for instance the DFS, this means that the carrier leakage must be kept very
small. Failure to do so will lead to spurious components of the RF field, which
affect the central transition during the same interval in which the satellite tran-
sitions are being swept. This causes undesirable artifacts and sub-optimal be-
haviour.
2. For long term lock applications the irradiation should be very pure i.e. should
not contain any spectral components very close to the desired irradiation fre-
quency. This means that the phase noise in the spectral range up to several
times γB1 from resonance should be negligible (well below 60 dBc). If not, T1ρ
will be reduced to an arbitrary parameter of which the value solely depends on
the hardware with which it was measured.
3. Phase continuous frequency switches need to be very fast, otherwise pulses,
sweeps and acquisition can not be arbitrarily intermixed, severely reducing the
versatility of the method.
4. Frequency sweeps should be able to span a broad range in order to accommodate
nuclei in crystal sites with large quadrupole coupling and they should be able
to sweep over this range coherently in a very short time to be able to invert
coherences with a short T2ρ and/or to be faster than the rotor speed for Magic
Angle Spinning (MAS) experiments.
5. The noise in the data acquisition should not increase due to the presence of
a waveform generator. As a consequence filtering has to be applied at several
crucial points in the generation.
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6. The choice of carrier frequency should be flexible to allow for application to
several different nuclei at different frequencies and in different magnetic fields.
From this list it may be seen that there is a conflicting set of demands that must be
met to achieve the ideal technique for irradiation with amplitude modulated pulses.
Requirements one and two from the list above demand a very narrow bandwidth
irradiation. Three and four, however, demand explicitly for speed which, in practice,
always means that the irradiation bandwidth needs to be very large. The requirements
five and six are again in contradiction since five needs filtering whereas six demands
a completely broadband characteristic.
Even assuming perfect generation of the radio frequency wave, care should be taken
not to introduce any additional error factors in a later stage. In practice this means
that the RF wave should not be multiplied with itself using something like an overtone
generator based system since this increases the phase noise and causes truncation of
the amplitude modulation. Further, modulation of the wave using a multiplier based
on the nonlinear response of diodes, causes truncation of the lower amplitudes and
introduces additional sidebands in a DFS that may possibly irradiate at the frequency
of other transitions that may be present in the spin system.
3.3 Architecture of the sweep generator
The architecture of the implementation of the sweep generator for NMR has been
adapted to the environment in which it should be used. The environments are the
CMX-infinity (400 MHz and 600 MHz) spectrometers by Chemagnetics. These spec-
trometers provide means to trigger external devices in real time and read a single
bit real time digital response. These features are essential for the architecture as
it is described here. Alternative spectrometer architectures that allow for similar
functionality will be similarly suitable to incorporate the device. Since the device was
implemented in order to perform several types of RF sweeping experiments it was jok-
ingly named ”the Broominator” (a broom being something you usually sweep with).
The implementation is distributed over several components which are described in
the following list:
• A PC, executing the compiler software and generating the waves through a built-
in digital to analog converter (DAC). The DAC is controlled by a bidirectional
hardware interface to the spectrometer to synchronize the timing. The wave
is generated on top of a carrier signal of which the frequency may be chosen
arbitrarily and should for best performance be set at 10 < fc ≤ 15 MHz.
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• An instruction parser which resides on the Unix based spectrometer console and
allows for the use of simple instructions to set up an experiment. It can directly
be controlled from the spectrometer software interface via the CMX macro lan-
guage. Eventual responses of the instruction parser may be incorporated back
into the interface software.
• An internet interface between the spectrometer console and the PC which allows
remote operation of the waveform generator so that it can be used from the same
machine as where the spectrometer software interface is running.
• A dedicated RF multiplier and filter set which adds the generated wave to the
output of the spectrometer and subtracts the reference source from the resulting
signal. This system should adhere to the specifications posed in Sect. 3.2.3.
• Digital filter tools to protect the waveform generator from undesirable trigger
signals from the spectrometer and to make sure triggering only occurs on a very
specific event controlled by the spectrometer pulse programmer.
The combination of Broominator and CMX spectrometer systems is depicted in
Fig. 3.3. In sections 3.3.1 and 3.3.2 the Broominator hard- and software will be
discussed in more detail.
3.3.1 Hardware
Digital to analog converter
The waveform generator is based on an arbitrary waveform generator [38]. The device
resides on the PCI bus of a PC. It uses an on-board memory of 8 Mword which can
be read out at a clock rate up to 40 Mw/s (25 ns dwell). The waveform generator can
arbitrarily link and loop over segments of this memory with a minimum segment size of
256 samples (6.4 µs at 40 MS/s) and with an address resolution of 8 samples (200 ns).
The link and loop protocol is separately stored in a staging list which resides in FIFO
memory and can accommodate up to 290 elements, effectively limiting the amount
of different waves that can be generated in one run. The 12 most significant bits of
the 16 bit waveform information are sent to a 12 bit digital signal processor (DSP)
where the data is interpolated and sent to an 80 MHz digital to analog converter
(DAC). The remaining 4 least significant bits are available as digital lines but are
not used in the Broominator architecture. The 80 MHz update clock is generated
from an external 10 Mc reference clock using a programmable phase locked loop. The
generator can be configured to accept an external trigger event to step through the
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Figure 3.3: Schematic display of all the modules of the Broominator and the archi-
tecture in which it resides. The regions within the dotted loop are part of the sweep
module, described in this work.
stages in the FIFO memory one at a time (burst mode triggering), and to generate an
acknowledge event once the waveform generation has reached a predetermined point
in the waveform memory. In burst mode triggering the current stage is executed
indefinitely until another trigger is received. On reception of a new trigger event the
current stage is completed before the next element of the staging list is executed. The
output of the DAC is filtered by an analog low-pass filter cutting off all components
with frequencies over 16 MHz. Once the waveform generator is programmed it needs
no further software intervention for operation.
Digital filter
The CMX infinity spectrometer, as used in the experiments described here, has the
tendency to produce unwanted spike signals on the trigger line going to the waveform
generator. In order to avoid these spikes producing unwanted trigger events, the
signal is digitally filtered using a time decoder. The event is accepted as being a true
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trigger if its duration lies within 100 ns of a value that is preset in the digital filter.
Dedicated Hardware section
Mixing of the transmitter and receiver signals is performed using analog mul-
tiplier chips from Analog devices (AD834 500 MHz four quadrant multiplier).
Both the transmitter and receiver part multiplier have the output of the arbi-
trary wave generator as one of their inputs. In the transmitter line the other
input is the RF output of the spectrometer, in the receiver line the other input
is the spin signal from the preamplifier. The latency of the multiplier is typically
below 5 ns which is comparable to the rise time of the output of the CMX spec-
trometer. Since the signals are not available in quadrature the output signals
of the multipliers contain the sum and difference terms of the frequencies at
the inputs. Therefore some additional filtering is needed to obtain the desired
response. The arbitrary wave carrier frequency fc is preferably chosen as high
as possible to avoid carrier leak at the resonance frequency of the system. In
most practical situations fc =14 MHz proves to be a good compromise between
the dynamic range of the modulation frequency and the efficiency of the carrier
suppression by the bandpass filters.
Bandpass filtering of the output signal after mixing is performed using a series
of operator selectable bandpass filters of each ≈4 MHz bandwidth. The filters
are chosen very steep to keep unwanted signals from the double sideband (DSB)
modulation from getting through to either the receiver or the transmitter.
Bandpass filtering of the receiver signal is performed prior to mixing in order
to keep the noise from outside the frequency range of interest from folding in
the detected spectral domain due to mixing. The bandpass filter is again user
selected at frequencies of 155 MHz and 103 MHz with a bandwidth of ≈18 MHz
and ≈13 MHz, which accommodates for the usual X-nuclei frequencies on the
CMX600 and CMX400 spectrometers respectively.
Amplification and attenuation is performed at several places in the RF chain to
get the signals at the appropriate levels.
3.3.2 Software
The CMX-Infinity spectrometer is controlled from a Sun SPARC station 20 with
SunOS 4.1 as operating system. The software for this version of the Unix operating
system has been written in C and can be compiled for any other operating system,
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that supports the use of network sockets, by means of the Gnu C compiler.
Drivers for the PC based arbitrary waveform generator are only available for several
different versions of the Microsoft Windows operating system. In practice running
the device under Windows NT 4.0 proved to be the more stable option for operating
over extended periods of time. All the PC software has been written in LabView 4.1.
Instruction parser CMX Spectrometer
The instruction parser accepts a number of commands each with a specific set of pa-
rameters. The parser software converts the commands to the LabView representation
and loads additional waveform data from a file containing either binary of ASCII
complex data. Each parser command is embedded in double quotes and contains
a bracketed section with exactly seven parameters that must all be specified. The
syntax of the command is:
progArb <filename> <w|a> "cmd1(amp,dur,nrep,trig,f1,f2,Nsample)"
{"cmd2(....)" ..... "cmdN(....)"}
in which progArb is the name of the parser program.
Internet Interface
The internet interface consists of a single program that communicates with the PC.
The syntax is:
tcpport <hostname> <filename>
It opens the communication as a client from the SUN to the server PC hostname using
the TCP/IP protocol to open port 280 for communication. The interface program
checks the response of the wave compiler to check if an error has occurred for the
given set of commands in filename. The program returns only after the waveform
generator is completely prepared and ready to accept a trigger.
Wave compiler PC
The wave compiler has been written in LabView 4.1. It consists of a TCP/IP port
listener and a set of subroutines that convert the received parameters to the actual
wave data following the equations in Sect. 3.2.2, and transfer the data to the arbitrary
waveform generator. The program uses a shift register to accumulate the phases of
all the consecutive waveforms to keep the waveform generation completely phase
continuous at all times. Furthermore, all segments of the waveform that may be
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cyclically repeated (such as the carrier buffer) are defined in such a way that the
beginning and ending phases seamlessly connect in order not to create phase noise
or transients. The program is ”set and forget”, all error reporting and interfacing is
done via the TCP/IP communication port to the spectrometer and is performed at
compile time.
3.3.3 Wave generator performance
For system verification purposes it is usually best to perform a series of NMR exper-
iments on known substances in order to verify that everything is working properly
(see Chapter 4). It can however be useful to observe the spectral behaviour of the
sweep generator on a spectrum analyzer in order to determine whether there are sig-
nificant spurious spectral components or if there are spikes or other discontinuities
present in the waveform. This test has been performed for two different types of RF
modulation: a DFS with beginning and ending frequency equal (usually referred to as
Fast Amplitude Modulation (FAM)) and a noise saturation sequence that irradiates
noise in two spectral regions simultaneously. Modulated waves that have a variable
frequency are not easily verified using a spectrum analyzer since the frequency varies
significantly over the integration period of the analyzer. Hence, analyzing e.g. a DFS
with non-constant frequency is not sensible in this way. The result of a series of tests
is shown in Fig. 3.4. From this figure it is clear that most spurious spectral compo-
nents in the FAM are down over 55 dBc. And in the relevant regions, very close to the
carrier (central) frequency there is no spurious carrier leak for the lower modulation
frequencies at all whereas for the highest modulation frequency there is a very small
carrier leak of -60 dBc. From the extremely low noise floor (<-80 dBm) it is clear
that there are no spikes and discontinuities in the FAM waveform generation. This
does, however, not hold true for the noise wave generation since this type of waveform
generates a discontinuity at the instance when the 1 ms waveform memory buffer is
looped from the end back to the beginning. This effect is evident in the fact that the
noise floor is significantly raised in comparison to the noise floor in the case of the
FAM. The effect of the waveform memory loop discontinuity in the noise generation
can be significantly reduced by e.g. increasing the length of the waveform buffer at
the expense of increased calculation effort. When using a buffer of 10 ms the noise
floor already drops significantly below -70 dBm.
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Figure 3.4: Spectrum analyzer verification of the response of the NMR sweep genera-
tor. The central frequency of all test has been chosen arbitrarily at 156.4 MHz. Left
top to bottom: FAM wave of 20, 500, 2000 kHz modulation frequency respectively.
Right top to bottom: Double sideband noise irradiation of the spectral regions of 100
to 200 kHz, 400 to 500 kHz and 400 to 800 kHz respectively.
Chapter 4
Advantages of Double
Frequency Sweeps in Static,
MAS and MQMAS NMR of
Spin I = 32 Nuclei.
1
The use of double frequency sweeps consisting of two sidebands gen-
erated by a time-dependent amplitude modulation of the RF-carrier
frequency, is demonstrated in NMR experiments of spin I = 32 nu-
clei. This can be used to manipulate the satellite transitions of these
spin systems simultaneously. An adiabatic passage of the satellites to
invert their spin populations prior to a selective excitation of the cen-
tral transition can be used for signal-enhancement in both static and
magic-angle spinning spectra, as will be shown for a number of model
compounds. Furthermore, double frequency sweeps prove to be very
efficient for the conversion of triple to single-quantum coherence in
MQMAS spectroscopy. This not only means an enhancement in sig-
nal to noise ratio, but also relieves the RF power requirements. As
a result undistorted MQMAS line shapes are obtained as is demon-
strated for the four 23Na resonances in Na4P2O7.
1Parts published in Chem. Phys. Lett. [44] as: Advantages of double frequency sweeps in static,
MAS and MQMAS NMR of spin I = 3/2 nuclei.
A. P. M. Kentgens, R. Verhagen
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selective
pulse excitation
half-passage sweep excitation
intensity: 1
intensity: 2
Figure 4.1: Population distributions of an I = 32 spin-system following a selective
900 pulse (top) and a frequency sweep to the central transition resonance frequency
(bottom) that is adiabatic for the single quantum transitions but sudden for all higher
orders. It can be seen that the sweep enhances the excited magnetization by inverting
the satellite magnetization.
4.1 Introduction
Recently, we and others studied the possibilities of adiabatic frequency sweeps for the
excitation and inversion of various transitions in half-integer quadrupolar spin sys-
tems [41, 32, 33, 77]. An in-depth theoretical and experimental description of ”pulsed”
frequency sweep experiments has been presented by Van Veenendaal et al. [77]. In
such an experiment the spin system is irradiated far off-resonance at the beginning
of the pulse, such that the interaction frame Hamiltonian is proportional to the equi-
librium density operator. The radio frequency is then swept through the various
resonances of the spin system in analogy with continuous-wave experiments. For spin
systems with ωQ > ω1, switching off the irradiation for the central transition (a half-
passage) creates single quantum coherence with increased intensity compared to the
application of a selective 900 pulse to the central transition. This can be achieved by
traversing the satellite transition adiabatically so that its population is inverted while
sweeping fast enough so that the double-quantum is traversed suddenly and thus does
not affect the spin system (cf. Fig. 4.1). In order to gain even more intensity it is
tempting to try this on both satellites consecutively [32], or even better simultane-
ously. For this the frequency must be swept through both satellites at the same time.
This is possible by applying an appropriate time-dependent amplitude modulation to
the carrier frequency. Fu et al. [28] applied such pulses to full-integer spin systems in
4.1. INTRODUCTION 57
single crystals. In this chapter we demonstrate the use of these amplitude modulated
double frequency sweeps in static and Magic Angle Spinning (MAS [7, 51]) NMR
experiments of half-integer quadrupolar systems.
With the introduction of the multiple-quantum magic-angle spinning (MQMAS)
experiment by Frydman and Harwood [27, 54] the research of half-integer quadrupo-
lar nuclei got an important new impulse. This experiment overcomes the resolution
problems in ordinary MAS NMR spectroscopy of these nuclei, which are caused by
the broadening of the central − 12 ↔ + 12 transition by the second order quadrupole
interaction. The usefulness of the MQMAS experiment has been demonstrated in
numerous applications to both crystalline and disordered materials. Most of the pa-
pers dealing with MQMAS focus on improving the technique with respect to the
obtained line shapes and the sensitivity. As far as the line shape is concerned, var-
ious modifications have been introduced that make it possible to obtain pure phase
two-dimensional powder patterns, either by introducing a z-filter [6, 13] or by obtain-
ing a whole echo [53, 14]. Much effort is still invested in optimizing the sensitivity
of the experiment. The excitation of multiple-quantum coherence and, more impor-
tantly, the conversion of multiple-quantum coherence into single-quantum coherence
are very inefficient. In the initial experiment proposed by Frydman and Harwood [27],
triple-quantum excitation was performed by two short pulses, whereas the triple to
single-quantum conversion was brought about by a single pulse. It was soon realized
that the multiple-quantum excitation could be improved by using only a single pulse
of appropriate RF field strength [54, 90, 25]. The optimum pulse lengths for the differ-
ent pathways selected by excitation and conversion have been calculated subsequently
[5]. Several more sophisticated schemes have been introduced for multiple-quantum
excitation and conversion. Griffin and co-workers [89] suggested the Rotational In-
duced Adiabatic Coherence Transfer (RIACT) method, based on the work of Vega
[79]. Here the pulse length is synchronized with the rotor, to exploit the coherence
transfer between single and triple quantum coherence induced by the zero-crossings
of the quadrupole interaction due to spinning the sample around the magic angle.
McDowell et al. [21] used shaped pulses to gain some signal enhancement. Most re-
cently a composite pulse excitation was put forward by Frydman and co-workers [52]
to gain intensity of maximally 30% under favorable (slow spinning) conditions. The
detection and conversion of triple-quantum coherence has been pioneered by Vega and
Naor [82] using single crystals. They demonstrated that a very efficient excitation of
triple-quantum coherence could be obtained by a combination of selective 900 pulses
and modulated RF-pulses that act as simultaneous 1800 pulses on the satellites. Such
a modulated pulse also provides efficient conversion of triple- to single-quantum co-
58 CHAPTER 4.
herence. This approach only works for single crystals where the modulation frequency
of the RF is matched to the quadrupole frequency of the nuclei in the crystal. Here
we explore these concepts using time-dependent amplitude modulated pulses where
the frequencies are swept over a large frequency range to cover the satellite transitions
of all crystallites in a powder.
4.2 Theoretical background
A full theoretical treatment of the effect of double frequency sweeps is beyond the
scope of this contribution. Here we only review the main points from Chapter 2
and 3 necessary to understand the expressions used in the discussion. Vega and Naor
[82] have given a thorough description of spin- 32 systems irradiated with modulated
pulses. A detailed theoretical and experimental treatment of single frequency sweeps
was presented by van Veenendaal et al. [77]. The spin Hamiltonian for a quadrupolar
spin (with spin I) in high magnetic field is, in first order perturbation theory, in a
frame rotating at the RF-irradiation frequency, given by:
H = 3∆ω(t)I1−4x +∆ω(t)I
2−3
z +
√
3ω1(I
1−2
x +I
3−4
x )+2ω1I
2−3
x +ΩQ(I
1−2
z −I3−4z ). (4.1)
Here the fictitious spin 12 notation is used [80] (see page 31). The angular-dependent
quadrupole frequency is given by:
ΩQ =
1
2
ωQ(3 cos
2(θ)− 1 + η sin2(θ) cos(2φ)), (4.2)
where θ and φ are the polar angles orienting the magnetic field in the principal axis
system of the electric field gradient tensor, and ωQ is the quadrupole frequency
ωQ = 2pi
3e2qQ/h
2I(2I − 1) . (4.3)
A DFS can be generated by an amplitude modulation of the RF-carrier wave
(Sect. 3.2.2)
ω1(t) = ω1 cos
(
ωst− (ωs − ωf ) t
2
2τ
)
, (4.4)
which leads to two sidebands that are swept from the start frequency ωs to the final
frequency ωf during the duration τ of the sweep. To characterize the sweeps, we
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express them by the (on-resonance) adiabaticity parameter
A = ω
2
1
α
, (4.5)
where a linear sweep with ∆ω(t) = αt is assumed. It should be realized, however, that
each transition in the quadrupolar spin system has its own characteristic adiabaticity
parameter. For ω1 ¿ ΩQ at most one of the transitions is at resonance at a given offset
∆ω. Each passage through a resonance can therefore be described by a transition
between two levels and takes place within their particular subspaces. The evolution
of the subspace density operators under adiabatic or sudden changes are described in
complete analogy to a spin 12 , with a separate adiabaticity parameter
Ai−j = ω
2
∆m,eff
α∆m
, (4.6)
where ∆m = i − j. Each transition ”feels” its own effective RF-field, ω∆m,eff ≈
ω∆m1 /Ω
∆m−1
Q . At a fixed sweeprate α, A decreases with the order of the transition.
4.3 Experimental
The experiments were performed on a Chemagnetics CMX Infinity 600 (14.1 T) spec-
trometer, using a 3.2 mm CPMAS probehead. An important feature of the am-
plitude modulated pulses is that the modulation is undistorted so that no signifi-
cant on-resonance component occurs. This is much more stringent for half-integer
quadrupolar nuclei than for integer nuclei where no on-resonance central transition
is present. Clean modulation could be realized with a PC-based arbitrary waveform
generator from National Instruments. The modulated carrier wave was fed into the
spectrometer at the appropriate times by communication between the spectrometer
and the PC. The effective T1 of the used model compounds NaNO3 (T1 ≈6.2 s),
NaNO2 (T1 ≈0.45 s) and Na2SO4 (T1 ≈10 s) was determined in a saturation recovery
experiment. All quantitative experiments were then conducted with relaxation delays
well exceeding 5T1.
4.4 Static Experiments
In order to investigate the effectiveness of a double frequency sweep for simultane-
ously inverting the satellite transitions of an I = 32 spin system, the
23Na resonance
of a single crystal of NaNO3 (e
2qQ/h =0.337 MHz, η = 0 [72]) was studied first.
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Figure 4.2: (a) hard pulse excitation (105 kHz) of a single crystal of NaNO3, showing
the central transition and both satellite transitions at 83 kHz. b) Selective 900 pulse
(ω1 =5.5 kHz) of the central transition. c) Diverging double frequency sweep over
the satellite transitions followed by a short hard pulse indicating that the sweep has
inverted the 32 :
1
2 and − 12 : − 32 transitions. d) Diverging double frequency sweep over
the satellite transitions followed by a selective 900 pulse of the central transition. The
signal intensity has tripled in comparison to the selective 900 pulse signal in b), as
expected on the basis of the population difference of the central levels after inversion
of the satellite transitions.
In Fig. 4.2a the short pulse excitation (ω1 =105 kHz) spectrum of such a crystal is
shown, displaying the central transition and the two satellites at ±83 kHz, meaning
that the principal value of the electric field gradient tensor is oriented almost perpen-
dicular to the external magnetic field. Fig. 4.2b shows the same spectrum obtained
with a selective 900 pulse (ω1 =5.2 kHz) of the central transition. In Fig. 4.2c and
d these pulse excitations were preceded by a double frequency sweep of ∆ν = ±50
to ±110 kHz, at a sweeprate α =20.8 MHz/s. As is shown in Fig. 4.2c, the satellites
are indeed inverted by the sweep. If the inversion of both satellites is complete, the
signal intensity of a selective pulse preceded by a double frequency sweep (Fig. 4.2d)
should be three times that of a selective pulse excitation only (Fig. 4.2b). Indeed we
find a signal enhancement of 2.9. This signal enhancement is reached at an RF-field
strength of 5.4 kHz, i.e. 2.7 kHz per sideband. At this field strength the adiabaticity
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parameter for crossing the satellite transitions A1−2 = A3−4 = (√3ω1)2/α ≈ 1, at
which point we expect a fully adiabatic passage of the transitions [77]. In this case
the sweep range was chosen such that only the satellite transitions are traversed. If
we want to use this method for powders we have to consider that the sweep range
has to cover the satellite transitions of all crystallites in the powder, i.e. the sweep
should run from (close to) 0 to ±ωQ. As a result, the associated double-quantum
transitions of each crystallite are traversed as well. As described previously [33, 77],
an adiabatic passage of these double-quantum transitions would spoil the intended
signal gain. These transitions are fairly narrow, however, demanding an adiabaticity
parameter A & (8/49)(ΩQ/ω1)2 for an adiabatic passage. It is possible for a single
frequency sweep to find sweep conditions at which the single-quantum transitions
are traversed adiabatically, whereas the passage of the double-quantum transitions
can still be considered sudden [32, 33, 77]. Experimentally, we observed that if we in-
crease the sweep range (at constant sweeprate and RF-field strength (α =20.8 MHz/s,
ν1 =5.4 kHz)), so that the double-quantum transitions of the crystal are traversed,
the signal enhancement drops. An optimization of this sweep as a function of RF-
field shows, however, that the optimal performance, giving a signal gain of 2.7, is
now found at an RF-field strength of 2.9 kHz. This means we can characterize the
sweep with an A=0.11. This is in excellent agreement with our previous work [77]
for the optimum A to traverse the double quantum transitions suddenly, whereas the
satellite transitions are still traversed fairly adiabatic. Increasing the sweep range to
cover the satellites of all crystallites can make the sweeps long. In practice we like
to keep the sweeps as short as possible to avoid relaxation problems. Therefore we
will have to work with high RF-field strengths to shorten the sweeps while keeping A
constant. For the single crystal we were able to increase the sweeprate to 10 GHz/s
at which point we found an optimal performance at an RF-field strength of 66 kHz.
This means that the adiabaticity parameter A for the optimal sweeps remains at
A ≈ 0.11, close to the theoretical prediction. Under these conditions the signal gain
still was 2.6. So far we have only discussed diverging sweeps but our first results
show that good results can also be obtained with converging sweeps but this needs
more careful optimization of the sweep parameters. This is related to the fact that
these sweeps end on-resonance and may thus also excite the central transition. By
inspecting the effect of the sweeps on the spin system without pulsing we found that
the optimized diverging pulse gave no central transition signal, whereas the converg-
ing pulse generally did. This can be partly avoided by adding half-Gaussian shapes
to the beginning and end of the sweeps as in the WURST sequences [28, 48]. The
next step is to evaluate the performance of the double frequency sweeps in powders.
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First we looked at NaNO2 (e
2qQ/h =1.1 MHz, η = 0.11 [72]. In order to cover the
satellite transitions of all crystallites in the powder, the sweep was chosen to run from
0 to ±750 kHz. In line with the results obtained for the single crystal we found a
signal gain of 2.3 using sweep rates ranging from 83.33 MHz/s to 7.5 GHz/s and an
adiabaticity parameter A ≈ 0.1. This means that we can sweep the frequency from
0 to ±750 kHz in 100 µs using an RF-field strength of 58 kHz. At 15 GHz/s a de-
crease of the performance is observed, although the signal gain still is 2.1 times the
signal of a selective pulse excitation of the central transition. In powdered Na2SO4
(e2qQ/h =2.6 MHz, η = 0.58 [23]) which has a much larger quadrupole coupling
constant than NaNO2 similar results are obtained. The sweep range used for Na2SO4
was larger (0 to ±1.5 MHz) to cover the satellites of every crystallite. Our results
indicate that the method of double frequency sweeps can be used to get a significant
signal gain over a very broad range of ωQ/ω1 values so that it can be used for a broad
range of materials.
4.5 Magic angle spinning
NMR in static powders is mainly interesting in systems were the linebroadening of the
central transition is much too large to be averaged by MAS or if we want to perform
experiments under specific conditions i.e. temperatures, pressures etc. that can not
be realized under MAS conditions. The majority of experiments are performed under
MAS conditions. Under MAS, however, the mechanical re-orientations of the spin
system under RF irradiation can also induce adiabatic passages of certain transitions
as has been extensively described by Vega [79]. Therefore it is not obvious what the
result of a combination of frequency sweeping and magic angle spinning would be.
In our previous treatise of single frequency sweeps we found that sweep duration of
up to 12 rotor period could be used without significant influence on the half-passage
intensity [77]. An insightful theoretical treatment of the combination of sweeping and
spinning proved to be very difficult. Here we investigated the effect of a divergent
double frequency sweep on powdered samples of NaNO2 and Na2SO4 spinning at 5,
10 and 20 kHz. Only at 5 kHz the spinning is slow enough so that we could use sweeps
that are 14 or
1
2 rotor period. We observe that even at the shortest sweeps of
1
4 rotor
period (50 µs) the signal gain of the sweep-pulse experiment is 1.7 as compared to 2.1
for the static experiment. So even for these relatively short sweeps there is already
an interference between the sweep and transitions induced due to the rotation of the
sample. It is observed, however, that as soon as the sweep duration exceeds one
rotor period, the signal gain is approximately 1.6 and is then rather insensitive to
4.6. MQMAS EXPERIMENTS 63
-15-10  -50  51015
(kHz)
Figure 4.3: Selective 900 pulse excitation (ω1 =11.5 kHz) of a powder of Na2SO4
spinning at 5 kHz (bottom trace). If a double frequency sweep from 0 to ±1.5 MHz
in 200 µs precedes the pulse excitation an undistorted powder pattern with an overall
signal gain of 1.7 is obtained. This remains similar if the sweep duration is lengthened
to several rotor periods. Apparently the average enhancement effect is similar for all
crystallites in the powder.
changes in spinning speed and sweep duration as long as the adiabaticity parameter
of the sweeps remains around 0.11. This means that the double frequency sweeps can
be generally applied using conditions that are not sample specific. As is shown in
Fig. 4.3 for Na2SO4 undistorted spectra, with a significant signal gain, are obtained.
Apparently the average enhancement effect is similar for all crystallites in the powder.
4.6 MQMAS experiments
As was already mentioned in the introduction Vega and Naor [82] have demonstrated,
both theoretically and experimentally, the effectiveness of modulated pulses for the
conversion of triple to single-quantum coherence in static single crystals. With the
knowledge that this conversion is the weak link in the MQMAS experiment as far
as sensitivity is concerned, the approach of modulated pulses seems an attractive al-
ternative to single pulse conversion. In the MQMAS experiment powdered samples
are used and thus the modulated pulses described by Vega and Naor [82] should be
replaced by double frequency sweeps. Again we have to consider the possible interfer-
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Table 4.1: Integrated (anti-echo) signal intensity in a 3QMAS experiment of NaNO2
spinning at 10 kHz.
Excitation Conversion Intensity
length ν1 type length ν1
(µs) (kHz) (µs) (kHz)
11.9 55 pulse 5.0 55 1
11.9 55 RIACT 25 55 1.70
11.9 55 RIACT 50 55 1.15
11.9 55 RIACT 75 55 0.64
11.9 55 RIACT 100 55 0
11.9 55 DFS 25 99 1.00
11.9 55 DFS 50 65 2.22
11.9 55 DFS 75 83 2.17
11.9 55 DFS 100 45 2.24
11.9 55 DFS 200 28 1.5
11.9 55 DFS 400 17 0.49
4.7 105 pulse 2.1 105 2.54
4.7 105 DFS 100 45 4.18
Appropriate phase cycling was performed over 24 scans. 3Q excitation was always
performed by a single pulse. An evolution period of 1 rotor period (100 µs) was
employed. The range of the double frequency sweeps (DFS) was ±750 kHz - 0 kHz.
ences of magic angle spinning with frequency sweeping. The triple to single-quantum
conversion was investigated in a powdered sample of NaNO2 at a spinning speed of
10 kHz. First the excitation and conversion pulse length were optimized using a fixed
MQ evolution period of one rotor period in the normal two-pulse sequence using an
RF-field strength of 55 kHz. Then the conversion pulse was replaced by a double fre-
quency sweep. Sweeps of different duration were optimized as a function of RF-field
strength (i.e. adiabaticity parameter A) (Table 4.1). Good results were obtained us-
ing sweeps over ±750 kHz in 50 - 100 µs with A ≈ 0.07, for which a signal gain of 2.2
was obtained. It is important to note that this signal gain can be realized with a sweep
that uses an RF-field strength that is less than that of the conversion pulse. For longer
sweep durations the performance of the double frequency sweeps starts to decrease.
This in contrast to what we found for normal MAS, where the signal gained remained
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constant for increasing sweep durations exceeding 1 rotor period. In order to rule
out that the signal gain obtained with the short sweeps is due to the sample rotation
only, as in the RIACT, the signal intensity was also determined with on-resonance
pulses of 25 - 100 µs. As is shown in Table 4.1, a significant signal gain is only ob-
tained at 25 µs, i.e. 14 rotor period, in line with the observations of Wu et al. [89].
Clearly a 100 µs pulse gives no triple-quantum signal at all, whereas the 100 µs sweep
leads to a substantial signal enhancement over the short pulse conversion. Presently,
the main strategy to improve the efficiency of the MQMAS experiment is to increase
the RF-field strength. Indeed increasing the RF-field strength to 105 kHz leads to
a significant increase in the signal intensity of 2.4 consistent with the calculations of
Wu et al. Still, replacing the conversion pulse by a 100 µs double frequency sweep
(over ±750 kHz at an RF-field strength of 45 kHz) leads to a further signal gain of
1.64. So not only is the double frequency sweep more efficient in converting triple
to single quantum coherence, it also does so at much lower power levels, alleviating
power handling requirements for probeheads. Extrapolating the calculations of Wu
et al. [89], a pulse at an RF-field strength exceeding 250 kHz is needed to match
the performance of the double frequency sweep (at 45 kHz) for the sample under
study. Finally, the influence of the spinning speed on the performance of the double
frequency sweep in the MQMAS experiment was studied. Increasing the spinning
speed to 20 kHz had no significant effect on the performance whereas at a spinning
speed of 5 kHz the performance doubled. So under most practical conditions the
double frequency sweep is superior to a conversion pulse. The results discussed above
concern the +3 to -1 quantum conversion, i.e. the anti-echo [10], using a converging
sweep. Experiments show that similar sweep performance can be reached for the -3 to
-1 quantum conversion. In that case a diverging sweep has to be used, however. The
fact that converging and diverging sweeps have different effects on the echo and the
anti-echo process are a further indication of the complex interaction of the frequency
sweep with the spin system in combination with magic angle spinning. Clearly more
detailed research is needed to fully understand the mechanisms involved. Considering
the promising results obtained for the model compounds a test of the double frequency
sweep in a full MQMAS experiment on a sample with different sites experiencing sub-
stantial quadrupole interactions is called for. For this purpose Na4P2O7 was taken
which has 4 crystallographically different sites with quadrupole coupling constants
ranging from 2.1 to 3.2 MHz [45]. A similar procedure as for the NaNO2 is followed.
First, the signal of the two pulse experiment is determined at an RF-field strength
of 105 kHz. Next, the second pulse is replaced by a double frequency sweep, which
is then optimized as a function of RF-field strength. As we are dealing with much
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Figure 4.4: a) Contour plot of a sheared 3QMAS spectrum of Na4P2O7 obtained via
the two-pulse method (ω1 = 105 kHz). 128 t1-increments with an increment time of
20 µs were collected. For each t1-increment 24 transients (recycle delay 15 s) were
accumulated using a phase cycle to choose the -3 to -1 quantum pathway (echo signal).
b) F1-slice of one of the resonances in this spectrum showing a clear deviation from
the theoretical line shape (d). c) Similar F1-slice taken from an experiment obtained
under identical conditions as fig. 3a, with the conversion pulse replaced by a double
frequency sweep over ±1.6 MHz in 100 µs and ω1 =65 kHz. Clearly the line shapes in
the anisotropy direction are now close to the theoretically expected shapes (d). Also
the signal intensity of the spectrum improved significantly. d) Theoretical calculation
of the line shape.
larger quadrupole interactions, the sweep range has to be extended to ±1.6 MHz.
For a sweep of 100 µs the optimal performance was reached at an RF-field strength
of 65 kHz, which again corresponds to an A ≈ 0.07, similar to what was found for
NaNO2. The signal gain over the pulse experiment now amounted to a factor 3.6,
significantly higher than for NaNO2. Clearly, the pulse experiment is less efficient
because of the higher quadrupole interactions encountered in Na4P2O7. This suggest
that the sweep conversion is much less dependent on the e2qQ/h÷ ν1 ratio. Fig. 4.4a
shows the two pulse MQMAS echo spectrum, clearly displaying the four different
sites. Although the spectrum is well-resolved the line shapes are distorted and do not
reflect the theoretical shapes expected for the second order quadrupole interaction,
as can be seen in Fig. 4.4b displaying the F1-slice showing the anisotropy of one line
in the spectrum. This is probably due to the uneven excitation and conversion over
the various crystallites in the powder. Even if the RF-field of the excitation and con-
version pulse amounts to 190 kHz this distortion is observed [74]. Fig. 4.4c shows the
same F1-slice obtained from a MQMAS spectrum with the conversion pulse replaced
by a double frequency sweep. Not only is the signal in this spectrum significantly
higher, more importantly the line shapes of the different sites much better reflect the
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Figure 4.5: Sheared, DFS enhanced 3QMAS whole-echo experiment of Na4P2O7. 96
t1-increments with an increment time of 40 µs were collected. For each t1-increment 96
transients were accumulated using a phase cycle to chose the shifted anti-echo signal.
In this experiment the advantages of the sweep-enhanced experiment (increased S/N
and undistorted line shapes) are combined with pure absorption lines due to the
acquisition of a whole echo.
characteristic line shapes for the second-order quadrupole interaction from which the
e2qQ/h and the asymmetry parameter η can be determined (Fig. 4.4d). A drawback
of the echo experiment is that it contains some dispersive contributions to the line
shapes. This can be avoided by performing amplitude-modulated experiments as in
the z-filter version [6]. Considering the different effect of the double frequency sweeps
on the echo and the anti-echo signals, it is fairly complicated to device an amplitude
modulated version of the sweep-enhanced spectrum. As was clearly demonstrated by
Brown and Wimperis [14, 15] an easy solution to this problem is to perform a whole
echo experiment. Fig. 4.5 shows a double frequency sweep enhanced whole anti-echo
experiment for Na4P2O7. This is the optimal experiment where an increased S/N ra-
tio and undistorted powder line shapes are combined with pure absorption line shapes
free of dispersive signals. A final comment about sensitivity; in the present work we
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have chosen a relaxation delay long enough for the spin system to re-establish thermal
equilibrium. This is necessary if we strive to a quantitative analysis of the spectra. In
various applications of MQMAS, authors have chosen repetition rates strongly within
T1. A systematic study of the optimum repetition rate in terms of sensitivity per unit
time has not been performed, however. This will depend on how the spin system was
affected by the excitation and conversion process. As both hard pulses and the dou-
ble frequency sweep affect all transitions in the spin system, we expect no significant
differences between the two. This is markedly different if we compare a selective pulse
excitation which only excites the central transition to a sweep excitation that affects
all transitions of the spin system.
4.7 Conclusions
The study of half-integer quadrupolar nuclei plays a prominent role in solid-state
NMR spectroscopy. Especially, the MQMAS experiment of Frydman and Harwood
[27, 54] was an important step to get isotropic spectra from these nuclei. Here we
demonstrated the potential of double frequency sweeps by an appropriate amplitude
modulation of the RF carrier in various experiments of spin I = 32 nuclei. Both in
static and MAS experiments a double frequency sweep can be used as a preparation to
increase the population difference of the |+ 12 > and |− 12 > levels so that intensity is
gained when the central transition is (selectively) excited. This is not only interesting
to gain signal to noise, we can also use this method for new forms of spectroscopy
i.e. to discriminate sites on the basis of their quadrupole interaction [34]. The
double frequency sweeps also prove to be very powerful for the conversion of 3Q to
1Q coherence in MQMAS experiments. There is not only a significant gain in S/N,
but undistorted quadrupolar line shapes are obtained as the conversion takes place
more evenly over all crystallites in a powder (less dependent on ΩQ/ω1). Finally, the
sweeps are effective at much lower RF-field strength, greatly reducing the extremely
high RF-power requirements to observe nuclei with very large quadrupole coupling
constants.
In the drive towards more sensitive NMR the enhancement schemes described in this
chapter can easily be implemented as an element in various types of approaches.
The next chapter will give an introduction to one of those approaches namely the
detection of the NMR signal by mechanical means. In this detection scheme the
techniques demonstrated in this chapter prove to be valuable additions.
Chapter 5
Magnetic Resonance Force
Microscopy
5.1 Introduction
Nuclear Magnetic Resonance is without doubt one of the most powerful methods of
structural analysis to date. Especially in cases where no long-range structural order
exists or the dynamics of the system are of interest, NMR is the method of choice.
It has however one mayor disadvantage, being that the method is very insensitive.
The Limit Of Detection (LOD) for the experiment is incomparable to other methods
of analysis. To date most NMR spectroscopy experiments are performed with over
1 µmol of spins. Several efforts to improve the LOD are being pursued. Miniatur-
ization of the NMR detection coil has recently shifted the LOD down to a fraction
of the original value but the sensitivity still does not come close to that of e.g. mass
spectroscopy, while special care has to be taken not to lose a large part of the spec-
tral resolution due to susceptibility effects. Another method, especially used to make
NMR more sensitive in order to study surfaces, is the absorption of polarized Xenon
gas. One can either study the Xe resonances which are affected by the interactions
at the surface directly or transfer polarization to nuclei at the surface which can
subsequently be studied with an enhanced sensitivity. Alternatively one can use the
electrons as a source of polarization in a Dynamic Nuclear Polarization (DNP) NMR
experiment. In this method a stable radical is introduced in the spin system and
irradiated at the electron spin resonance transition. Theoretically the enhancement
of the sensitivity with DNP can be γe/γN , representing the electron and nuclear gy-
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romagnetic ratios respectively. Another method for improving the LOD of NMR is by
mechanical detection. Although the ideas with respect to the mechanical detection
of the magnetic resonance phenomenon were proposed as early as 1964 and its con-
cepts proven in 1967 for electron spins, mechanical detection of the nuclear magnetic
moment was only achieved considerably later. The first method that was successfully
applied to this end is called Magnetic Resonance Force Microscopy (MRFM) as pro-
posed by Sidles in 1991 [68]. It was demonstrated for magnetic resonance detection of
electrons by Rugar and Sidles [63] in 1992 and for protons in 1994 [64]. It uses a me-
chanical spring in the form of an Atomic Force Microscope (AFM) cantilever to detect
forces exerted on a spin system in a very inhomogeneous magnetic field. The devel-
opment of this method has been driven mainly by the hope to achieve the theoretical
LOD of a single nuclear or electron spin. The major drawback of the method in the
context of NMR is that the inhomogeneity of the field spoils any attempt to perform
spectroscopy. It has been shown by Leskowitz et al. [49] that mechanical detection of
NMR can be performed without the presence of the magnetic field gradient, however,
so far only a rather large scale prototype has been demonstrated [30]. In view of the
drive towards a decreasing LOD this chapter shows the theoretical background that is
essential for the development of mechanical detection methods that are implemented
in the next chapter.
5.2 The theory of MRFM
As stated in the introduction the MRFM experiment depends on the detection of a
nuclear magnetic dipole moment changing polarization in an external gradient field.
The magnetic dipole experiences a force, which is detected by mechanical means using
an atomic force microscope cantilever. The change in deflection of the cantilever is
measured by optical means. The force F acting on a magnetic dipole in an inhomo-
geneous magnetic field is given by:
F =
∫
V
m · ∇BdV, (5.1)
in which V is the selected sample volume, m is the sample magnetization and ∇B is
the gradient of the magnetic flux density. The MRFM experiment involves modulating
the nuclear magnetization m by means of RF pulses and/or sweeps and detecting the
associated change in the force. The following sections describe the aspects involved
in performing such an MRFM experiment.
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5.2.1 The nuclear magnetization
In order to arrive at an expression for the time dependent modulation of the force
exerted on the nuclear magnetic dipole associated with the application of RF pulses
and sweeps we first reexamine the concepts discussed in Sect. 2.2.2. We found that
the z component of the observable magnetic moment of a single nucleus is given by
the expectation value of Iz. Thus we find that the magnetic moment µ of a single
spin is given by:
µ = Tr{σ · Iz} = γ~Tr{Iz · Iz}. (5.2)
The magnetic dipole moment of a certain type of nucleus is usually expressed in terms
of the nuclear magneton defined by:
µN =
e~
2mp
, (5.3)
where e is the elementary charge and mp is the proton mass, so that the nuclear
moment can be written in the form:
µ = gµN , (5.4)
in which g is the nuclear g factor. Although this expression is useful in comparing
the nuclear magnetic moments of nuclei with identical spin, the actual value and
intricacies of the observation of the magnetic moment of spins with various I 6= 12 is
not served by this simplification. We therefore stick to the more general expressions
of Eq. 2.1 and Eq. 5.2.
Anm→ m±1 transition of an observed spin expresses itself in a change of the detected
z magnetic moment given by γ~. The ensemble average at a given temperature follows
from the Boltzmann distribution and is given by Eq. 2.5. If we express the observable
change of the magnetization as a function of a change in the density matrix ρ we
obtain:
mz(t) =
N˜γ2~2
(2I + 1)kBT
B0Tr{Iz(t) · Iz}. (5.5)
where Iz(t) is the variation in the elements of the density matrix ρ(t) associated with
Iz. Thus, in the lab frame representation, the magnetization change depends on the
weighted change in the diagonal elements of ρ. For a single m→ m± 1 transition we
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Figure 5.1: Cyclic saturation recovery modulation method. Pulses are applied in res-
onance with the cantilever eigenfrequency, repetitively saturating the magnetization.
During the pulse delay the magnetization restores to thermal equilibrium with T1.
see that the change in observed z-magnetization is given by:
∆mz =
N˜γ2~2
(2I + 1)kBT
B0. (5.6)
Note that the observable magnetization change of the ensemble average is directly
proportional to the square of the induced magnetic dipole (γ2~2) whereas the ob-
servable change in the magnetization of a single spin is proportional to the magnetic
dipole (γ~) itself and is independent of the ambient temperature and spin quantum
number I.
Modulation of the magnetization
Since detection of the static forces exerted on the cantilever by the nuclear mag-
netic moment is very difficult, modulation of the nuclear magnetization is usually
performed. There are several methods in use to vary the induced magnetic dipole by
RF irradiation.
Saturation recovery The RF field is applied as pulses in resonance with the spin
transition, whereas the repetition of the pulses is in step with the cantilever me-
chanical eigenfrequency. During the pulses the magnetization nutates numerous
times around the effective field axis until it has completely decayed with T2ρ.
During the pulse delay the magnetization relaxes back to thermal equilibrium
(see Fig. 5.1). This method can only be used for materials with short T2ρ and
T1.
Inversion recovery On-resonance RF pulses are applied to the spin system, re-
peated at a rate predetermined by the cantilever eigenfrequency. The pulse
duration τ is such that γB1τ = pi in order to obtain full inversion of the popu-
lation difference associated with the specific transition. During the pulse delay
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Figure 5.2: Cyclic inversion recovery modulation method. Pulses are applied in reso-
nance with the the cantilever eigenfrequency, repetitively inverting the magnetization.
During the pulse delay the magnetization restores to thermal equilibrium with T1.
the magnetization relaxes with T1 to thermal equilibrium (see Fig. 5.2). This
method is best used for materials with T2ρ ≈ T1.
Fast Adiabatic Passage (FAP) The RF field is placed very far off-resonance and
repeatedly (again dictated by the cantilever frequency) swept through the tran-
sition in an adiabatic fashion. The magnetization is spin-locked and decays with
T ∗1ρ. This method is best used for materials with long T1 and for which T1ρ is
comparable to T1.
In this work only the method based on repetitive fast adiabatic passages is used.
At the start of the experiment the magnetization is assumed to be in thermal equi-
librium and aligned with the effective (out of resonance) Hamiltonian. Then the RF
field is swept adiabatically through resonance in order to obtain complete inversion of
the (fictitious) I = 12 transition after which the RF field is swept back, approximately
realigning the magnetization with the axis of thermal equilibrium. This process is
repeated several times (cf Fig 5.3), until the spin-locked magnetization is completely
decayed with T ∗1ρ. In this discussion it is assumed that the modulation of the magne-
tization is performed in-resonance with the detector. This is not always possible or
desirable. In these cases it might be advantageous to perform the modulation of the
magnetization out of resonance with the detector eigenfrequency thereby using some
anharmonic modulation scheme.
Spin temperature cycling in the FAP detection method
In Sect. 2.2.4 it was stated that the magnetization that is aligned with the instanta-
neous magnetic field may be assigned an absolute temperature that is either positive
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Figure 5.3: Response of the magnetization to a repetitive fast adiabatic passage
through one single quantum transition using a linear ∆ω sweep with an adiabaticity
A = 10.
in case of parallel- or negative in case of anti-parallel alignment. Spin temperature cy-
cling is a technique that is very commonly used in NMR to discriminate wanted from
unwanted signals in e.g. Cross Polarization experiments. Hereby the measurement
sequence is arranged such that the detected coherences emanate in an alternating
fashion from a positive and a negative spin temperature process. Since spin temper-
ature is a particularity of spin systems we can in this way eliminate unwanted and
spurious signals that may occur from other sources. The principle of spin temperature
cycling also provides a very powerful tool in the mechanical detection method that
employs repetitive fast adiabatic passages.
An adiabatic sweep experiment may either be performed exclusively in one or,
alternatively, in an alternating spin temperature fashion. For the detectable z-mag-
netization in the laboratory frame there is no difference in behaviour between the two
types of RF modulation, however, in the rotating frame the phase of the magnetiza-
tion alternates by 1800 with respect to the applied magnetic field Beff(cf. Fig. 5.4).
As a consequence spin temperature cycling in MRFM may be used to discriminate
between signals resulting from spin dynamics and artifacts (such as heating) caused
by spurious resonant excitation.
Spin temperature cycling can be performed in numerous ways. The simplest one is by
alternating the initial sweep of the FAP sequence in such a way as not to disturb any
other transitions. This method is shown schematically in Fig. 5.5. Alternatively one
can sweep all single quantum transitions using a double frequency sweep and then
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Figure 5.4: The effect of spin temperature cycling in the MRFM detection sequence.
In the rotating frame the applied magnetic field Beff changes sweep order, therefore
the relative orientation of the field and the spin locked magnetization changes sign.
In the laboratory frame the sign of the spin temperature does not change, hence the
magnetization behaves identical in the two cases.
ω0
t→
Figure 5.5: Basic scheme for spin temperature cycling in quadrupolar spin systems.
The initial RF sweep is performed in such a way that only the desired single quantum
transition is swept. The resulting signal intensity does not depend on the initial spin
temperature of the sweep.
switching off one of the sidebands just before starting the modulation of the magneti-
zation (cf. Fig. 5.6) in an alternating fashion. This method significantly increases the
sensitivity of the method since it increases the level population differences by as much
as 2I compared to the basic method. Spin temperature cycling of a quadrupolar spin
system using a sweep that starts in an alternating fashion from far below the lowest
and far above the highest resonance leads in general to different intensities for the two
cases since a variable number of single quantum transitions is swept adiabatically in
sequence, causing the final population difference in the detected transition to increase
depending on the initial spin temperature. However, if all single quantum transitions
in the spin system are affected equally, the average final intensity of the spin temper-
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Figure 5.6: DFS enhanced method of spin temperature cycling. The intensity of the
detected transition is significantly enhanced.
ω0
t→
Figure 5.7: Spin temperature cycling with a frequency sweep that sweeps all single
quantum transition sequentially. The enhancement of the detected transition depends
on the initial temperature of the spin lock. However, after a full temperature cycle the
average intensity will be independent of the detected transition m and independent
of the value of the spin I of the nucleus.
ature cycled MRFM signal will be identical to the intensity obtained from a spin- 12
system, irrespective of the actual quantum number and the detected transition (cf.
Fig. 5.7). The relative intensities of several preparation methods and spin systems
are summarized in Table 5.1.
5.2.2 The magnetic field gradient
In Sect. 5.2.1 we saw that in the classical picture of MRFM the sample may be
described as a magnetic dipole. When brought in an external field this magnetic
dipole will experience a torque orienting it along the field direction. If the magnetic
field is perfectly homogeneous there will be no forces left after alignment. However,
if a magnetic field gradient is present at the sample position it follows from Eq. 5.1
that the dipole will experience a net force depending on the orientation of the dipole
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Table 5.1: Quantum number dependent relative intensities (normalized to the inten-
sity obtained from an I = 12 system) of the MRFM experiment on various single crystal
(quadrupolar) spin systems using several different kinds of approaches to prepare the
initial state of the density matrix. It can be seen that for systems with quadrupole
coupling ΩQ 6= 0 the DFS prepared initial state gives the highest intensity, whereas
the spin temperature cycled single frequency sweep over all satellite transitions leads
to an average intensity that is independent of the spin number.
Spin quantum
number
Cubic crystal
ΩQ = 0
Fictitious spin-1/2 approximation
Basic DFS enhanced sgl. sweep
I = 1/2 1 1 1 1
I = 3/2 5 1/2 3/2 1
I = 5/2 35/3 1/3 5/3 1
I = 7/2 21 1/4 7/4 1
I = 9/2 33 1/5 9/5 1
with respect to the magnetic field gradient direction. The time dependent force F(t)
experienced by the dipole is given by:
F(t) =
∫
V
m(t) · ∇ BdV. (5.7)
Since the nuclear magnetization is on average oriented along the z-direction this equa-
tion reduces to:
Fz(t) =
∫
V
mz(t)
∂B0
∂z
dV. (5.8)
Furthermore, as a result of the presence of the magnetic field gradient the Larmor res-
onance condition, ω0 = γB0, varies over the sample, i.e. becomes spatially dependent.
Thus we have the option to selectively excite slices from the sample through variation
of the irradiation frequency or by altering the position of the magnetic field gradient
source (cf. Fig. 5.8). In nuclear MRFM the gradient field is usually brought about
by introducing a small magnetic particle in an otherwise homogeneous magnetic field
(B0). Since this external B0 magnetic field is very strong the magnetic particle will
be completely saturated by the field. The magnetic field at a distance r from this
magnetized particle depends on its actual shape and according to [75]:
B(r) = −µ0∇φ(r) with the scalar potential φ(r) = 1
4pi
∫
V
∇′M(r′)d3r′
|r− r′| . (5.9)
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Figure 5.8: Spatial selection of detection slices in an MRFM experiment using a
spherical gradient source. The solid lines represent the surfaces of constant flux
density (B(z) = k).
In general the shape of this magnetic field can be calculated numerically, using finite
element methods. In order to obtain some more insight, it is in practice useful to
determine the gradient properties on the axis of symmetry of the source particle
using analytical methods as well. Below, this analytical calculation is performed for
a number of typical gradient source shapes.
Uniform cylinder: The magnetic flux density on the axis at a distance z from one
end of a uniform cylinder is given by:
B(z) = µ0(H +M(z)), (5.10)
where H is the external magnetic field andM(z) is the magnetic field generated
by the magnetized cylinder. For a uniformly magnetized cylinder the magnetic
field at a point r can be calculated using Biot-Savart’s law [50] It follows that:
M(r) =
I
4pi
∮
dl× r
r2
=
1
4pi
∫
V
J× r
r2
dV, (5.11)
where I and J are the equivalent current and surface current density respectively.
Using these equations we find that
M(z) =
Msat
2
(cos θ2−cos θ1) = Msat
2
(
z + L√
R2 + (z + L)2
− z√
R2 + z2
)
, (5.12)
in which Msat is the saturation magnetization for the material and θ1, θ2, L,
R and z are defined in Fig. 5.9. The gradient associated with such a cylinder-
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Figure 5.9: Schematic representation of a cylinder-shaped gradient source of length
L and radius R. The sample gradient source distance is denoted by z. Alternatively
one can describe the cylinder type gradient source in terms of the angles θ1 and θ2.
This facilitates the calculation of the magnetic field that is generated by the source.
shaped source is given by:
∂B(z)
∂z
=
Bsat
2R
(sin3 θ2−sin3 θ1) = BsatR
2
2
(
1
(R2 + (L+ z)2)
3
2
− 1
(R2 + z2)
3
2
)
,
(5.13)
where Bsat = µ0Msat. The limiting case in which L À R À z is interesting
since in that case:
∂B(z)
∂z
≈ −Bsat
2R
. (5.14)
Thus the gradient is independent of L and z, which makes this gradient very
suitable for sub-surface imaging purposes.
Suppose we can safely approach the cylinder surface down to a distance z0, the
radius of the cylinder that causes the highest field gradient at this distance is
then given by R0 =
√
2z0 and the maximum gradient strength is given by:
∂B(z = z0, R = R0)
∂z
= − Bsat
3
√
3z0
. (5.15)
Sphere: In case of a spherical gradient source the flux density may similarly be
calculated using Eq. 5.11 (see also ref. [75]) and is given by:
B(z) =
2Bsat
3
R3
z3
+ µ0H, (5.16)
where R is the radius of the sphere and z is the distance from the center. Thus
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Figure 5.10: Magnetic field dis-
tribution that is caused by in-
troducing a spherical shaped fer-
romagnetic particle with radius
R in an otherwise homogeneous
magnetic field B0 as calculated
using numerical finite element
methods. The field lines shown
in the figure are lines of constant
magnetic flux density, i.e. lines
of constant NMR resonance fre-
quency.
the gradient field is given by:
∂B(z)
∂z
= −2BsatR
3
z4
, (5.17)
for z ≥ R. The off-axis field distribution, as calculated using finite element
calculation methods, is shown in Fig. 5.10. Following Eq. 5.16, the maximum
field gradient is obtained at the surface of the sphere and is given by:
∂B(z = R)
∂z
= −2Bsat
R
. (5.18)
The source that provides the largest field gradient at a fixed distance z0 from the
surface has a radius given by R0 = 3z0 at which position the gradient strength
is given by:
∂B(z = z0, R = R0)
∂z
= − 27
128
Bsat
z0
. (5.19)
As can be seen in Fig. 5.10, the gradient field generated by a spherical particle
is far from linear. This means that this type of gradient is less suitable for large
distance sub-surface imaging since the gradient strength rapidly drops. The
second derivative of the field is given by:
∂2B(z)
∂z2
= 8Bsat
R3
z5
. (5.20)
There are some special applications in which this large second derivative of the
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Figure 5.11: Conical-shaped field-gradient source of length L and radiusR. The radius
of curvature of the tip is assumed to be very small in comparison to the distance z
from the sample surface.
field may be advantageous as in the specific case of anharmonic modulation,
which is described in Sect. 5.2.5.
Cone: Following Eq. 5.11, the gradient field at some non-zero distance from the tip
of a conical shaped gradient source is given by:
∂B(z)
∂z
= −Bsat L
3 tan2 θ
2z
√
((L+ z)2 + L2 tan2 θ)3
, (5.21)
where tan θ = R/L with R and L the radius and the length of the cone respec-
tively (see Fig. 5.11). The value of tan θ at which the field gradient is maximum
depends on the distance z from the gradient tip according to:
tan θ =
√
2(1 +
z
L
), (5.22)
so that a gradient tip, for which the tip angle has been optimized to the distance
from the sample slice, causes a field gradient given by:
∂B(z)
∂z
= −Bsat L
3
√
3z(L+ z)
. (5.23)
Thus, for a fixed sample tip distance z0, the tip that causes an optimum gradient
is infinitely long. Hence, if we assume L À z then the optimum angle of
curvature is given by tan θ =
√
2, resulting in a field gradient given by:
∂B(z)
∂z
= −Bsat L
3
z
√
(2L2 + (L+ z)2)3
≈ − Bsat
3
√
3z
(5.24)
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Figure 5.12: Magnetic field
distribution of a saturated iron
tip (saturation flux density
Bsat =2.1 T) of which the tip
angle of curvature has been
optimized in order to obtain
maximum field gradient. The
graph shows lines of constant
B0 (constant NMR resonance
frequency). The calculated
on-axis gradient strength varies
from ≈1100 T/m at 300 µm
distance to ≈1.5 MT/m at 1 µm
distance. At a radial distance of
100 µm the gradient varies from
≈1000 to ≈3500 T/m over the
same range.
This means that as long as the distance is large with respect to the radius of
curvature of the tip, i.e. the gradient source can still be represented as a sharp
tip, the field gradient will increase indefinitely with decreasing z0. The off-axis
field distribution of the cone is shown in Fig. 5.12
In the above discussion it has been found that if we can approach both the sphere and
the cylinder type gradient source up to a fixed distance z0 from the sample surface
and we manage to have the radii optimized for that distance we obtain the highest
field gradient using the cylinder as a source although the difference is only ≈9%.
Numerical comparison of the gradient strength of the infinitely long cylinder and the
sphere both with the same fixed radius R yields that the sphere causes a higher field
gradient in the range closer than ≈ 0.57R. At distances larger than ≈ 0.57R the
use of the cylinder as a gradient source is advantageous. The infinitely long cone
with optimum top angle produces the same gradient field at a specific position z0 as
a cylinder for which the radius has been optimized for that distance and will thus
in general be the optimum setup. The conical shape does, however, similarly to the
sphere, demand significant spatial accuracy of alignment while, in contrast to the
sphere, it needs considerable space because of its size.
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m Figure 5.13: Simplified physi-
cal model of a cantilever with a
spring constant kc loaded with a
mass m and experiencing a fric-
tion b.
5.2.3 Cantilever properties
A cantilever is for most purposes well described as a mass-spring system (Fig. 5.13).
A spring subjected to a force F extends over a length u given by:
u = F/kc, (5.25)
where kc is the spring constant. The equation of the motion z(t) of a mass spring
system is given by:
mz¨(t) + bz˙(t) + kcz(t) = F (t), (5.26)
where m is the mass of the oscillator, b is the friction, kc is the spring constant and
F (t) is the time dependent driving force. By rearranging the terms we obtain for the
Laplace transform of the response H(s) of this system:
H(s) =
Z(s)
F (s)
=
ω2c
kc
(
s2 + ωcQc s+ ω
2
c
) , (5.27)
where s is the complex frequency given by s = Iω and the cantilever natural frequency
ωc0 is defined through:
ωc0 = 2pifc0 =
√
kc
m
. (5.28)
The quality factor Qc of the system is given by:
Qc =
√
kcm
b
. (5.29)
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Now the eigenfrequency ωc of the system is defined by:
ωc = 2pifc ≈ ωc0
√
1− 1
4Q2c
. (5.30)
Using Eq. 5.25, the energy associated with a spring extended by a force F is given
by:
E =
∫
Fdu =
1
2
kcu
2 =
1
2
F 2/kc. (5.31)
Every physical resonator will exhibit vibrations due to thermal excitation [36]. The
expectation value of the thermal energy of a harmonic oscillator of frequency ω is
given by:
< E >=
~ω
exp(~ω/kbT )− 1 . (5.32)
Since the expected value of the potential and kinetic energies are equal and for our
case ~ω ¿ kbT the expectation value for the potential energy of the cantilever is
given by < Ep >=
1
2kbT , hence, following Eq. 5.31 the RMS forces associated with
the thermal vibrations of the cantilever are given by:
< F >=
√
kckbT . (5.33)
The spectral response S(ω) of the thermally excited cantilever can be found using the
fact that the amplitude of Z(ω) is given by |Z(ω)| = |H(ω)||F (ω)| with |F (ω)| the
amplitude of F (ω) and |H(ω)| the magnitude of the spectral response [58]. Hence it
follows that:
S(ω) = |H(ω)|2Sf , (5.34)
in which Sf is the spectral density of the force exerted by the thermal vibrations.
Using Eq. 5.27 the response of the thermally excited cantilever is found to be:
S(ω) =
Sf
k2c (1− ω2ω2c )2 + k2c
ω2
Q2cω
2
c
. (5.35)
The total energy over the integrated spectral density is equal to 12kbT which leads to:
1
2
kbT =
1
2
kc
1
2pi
∫ ∞
−∞
S(ω)dω. (5.36)
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Solving this equation for Sf yields the Langevin equation for the noise force of the
thermal excitation given by:
Sf = 2kbTb =
2kckbT
Qcωc
. (5.37)
From Eq. 5.27 it follow that the resonant cantilever excitation amplitude is given by:
u(t) = F (t)
Qc
kc
(5.38)
from which it follows that the expected movement of the cantilever tip due to the
thermal energy is given by:
Su = Sf
Q2c
k2c
=
2kbTQc
kcωc
. (5.39)
If we set the force detection limit in a measurement bandwidth of ∆ν to a SNR of 1
then the smallest detectable force Fmin is given by:
Fmin =
√
2Sf∆ν =
√
4kckbT∆ν
Qcωc
, (5.40)
in which the factor of two occurs because of the use of the two-sided convention for
the spectral density. Ignoring relaxation and any external noise sources, combining
Eqs. 5.8 and 5.40 leads to the signal to noise ratio of the MRFM experiment, given
by:
SNR =
F
Fmin
=
∂B
∂z
m0
√
Qcωc
4kckbT∆ν
=
∂B
∂z
m0√
4bkbT∆ν
, (5.41)
where b is the friction in the cantilever. The friction may be caused by both internal
and external causes e.g. incomplete evacuation, eddy-currents in conducting mate-
rials, cross-coupling of multiple modes etc. A large range of options has still to be
explored in order to find the optimum cantilever configuration.
5.2.4 Adiabaticity in the MRFM experiment
Inversion of the nuclear magnetic moment can readily be performed with the tools
developed in Chapter 2. For cyclic inversion of the magnetization we need to repeat
an inversion sweep experiment multiple times, sweeping the same frequency trajectory
back and forth. The efficiency calculation of this adiabatic process is analogous to
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that discussed in Sect. 2.3.4. Excluding relaxation effects it can be seen from Eq. 2.70
that N sweeps of the same frequency trajectory just multiplies Φ(t1, t2) with N , irre-
spective of the sweep direction. Starting with ρ(0) = I j,kz , the effective z-component
in the density matrix following N sequential sweeps is thus given by:
ρj,kz (N) = (−1)NIj,kz cos(NΦ(t1, t2)). (5.42)
This would lead one to believe that the magnitude of the magnetization subjected to
repetitive sweeping of the radio frequency field decays with the cosine of the number of
sweeps times a factor that is directly proportional to the adiabaticity of the transition
involved. The peculiar thing about this equation is the fact that the magnetization
seems to oscillate with N for larger values of Φ, i.e. for lower values of the adiabaticity.
This peculiarity is induced by the approximation that is introduced in the calculation
of the evolution operator. In Sect. 2.3.4 we have assumed that the Hamiltonian
approaches a δ function and thus commutes at every time t during the sweep i.e.
[H(t1),H(t2)] ≡ 0 for all times t1 and t2 which allows the use of average Hamiltonian
theory that is at the basis of the calculation by Haase et al. [33]. This assumption is
not true, however, for a general adiabatic process, so we are left with the option to
calculate the relaxation due to the finite adiabaticity using the piece wise constant
Hamiltonian approach outlined in Sect. 2.3.3. Deriving an accurate estimate of the
sweep-induced relaxation directly from computer simulations is tedious since the large
number of computations introduce numerical instabilities and truncation errors. If
we want to avoid having to perform this calculation we may use the result given in
Eq. 2.71 in order to set an upper boundary for the estimate of the rate of relaxation
via:
ρj,kz (N) = (−1)Nρj,kz (0) cosN Φ(t1, t2), (5.43)
in which we assume that the Hamiltonian may still be described as being delta shaped
and all coherences have completely decayed after a full inversion but do not decay
during the sweep. In practice it turns out that the decrease of the spin-locked mag-
netization due to the finite adiabaticity is not as fast as predicted by this equation.
Choosing the adiabaticity A ≥ 5 proves sufficient to maintain a reliable spin lock over
an extended period of time for most modulation rates.
If we assume a gradient and sample setup as shown in Fig. 5.14 it can be seen
that increasing the gradient inevitably leads to a smaller sample volume that can
be scanned using a fixed adiabaticity and RF field strength. As long as the sample
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Figure 5.14: Spherical gradient source with
MRFM sample selection volumes (light
shaded regions) that may be swept with
equal adiabaticity. It can be seen that the
total sample volume decreases with increas-
ing gradient field strength. This is only par-
tially compensated by the increase in the
detected force. On the other hand, at lower
field gradient values the part of the selected
slice that effectively contributes to the de-
tected signal is lowered due to the fact that
a part of the nuclei are subjected to a mag-
netic field gradient that is oriented in the
opposite direction (dark shaded regions).
volume decreases linearly with the increased gradient strength there is no decrease
in signal intensity. However, for the situation depicted in Fig. 5.14, the detection-
volume size scales down roughly with the cube of the field-gradient increase. In that
case we will inevitably loose signal intensity. For a fixed RF field strength it follows
that there is an upper limit in the gradient strength that we may adiabatically excite
while selecting a sample volume sufficiently large to obtain a reliable signal. If we
assume linear triangular frequency sweeps at the cantilever eigenfrequency with a
minimum adiabaticity of Amin, spanning a slice thickness of ∆z, the sweep needs to
span a frequency range of:
∆ω = γ
∂B
∂z
∆z, (5.44)
which needs to be swept twice every cantilever cycle. Hence, the total sweep rate
needed for harmonic excitation of the cantilever is:
α = γ
∂B
∂z
2∆z
ωc
2pi
. (5.45)
The adiabaticity of the process is given by:
A = ω
2
1
α
=
piγB21
∂B
∂z ∆zωc
. (5.46)
From this the maximum useful field gradient strength for a given B1 field strength is
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found to be:
∂B
∂z max
=
piγB21
∆zωcAmin
. (5.47)
This equation effectively limits the thickness of the slice that can be scanned in one
acquisition for a given available RF field. If this sample slice is insufficiently thick to
allow imaging with sufficient SNR there is an alternative excitation method that will
be discussed in the next section.
5.2.5 Driving the cantilever
Excitation of the cantilever can, in analogy to the AFM method, be performed using
either harmonic or anharmonic modulation, which are comparable to so-called contact
mode and dynamic mode AFM respectively [86].
Harmonic excitation The harmonic excitation of the cantilever with a force am-
plitude Fˆ results in a vibration amplitude according to:
zˆ =
Fˆ
m
1√
(s2 + ω2c0)
2 − s2ω2c0Q2c
. (5.48)
The resonance frequency is defined as the modulation frequency for which the
response amplitude zˆ has a maximum. From Eq. 5.48 it follows that the res-
onance frequency is ω2R = ω
2
c0(1 − 12Q2c ). The corresponding amplitude of the
vibration at the resonance frequency is given by zˆ = FˆQc
k
√
1− 1
4Q2c
= Fˆbωc , from
which it follows that the softer the spring and the higher the Qc value, the
easier it will be to detect the vibration.
Anharmonic excitation If we can replace F (t) in Eq. 5.26 by F0(t) + z(t)
∂F
∂z we
can rewrite the cantilever differential equation of motion according to:
mz¨(t) + bz˙(t) + (k − ∂F
∂z
)z(t) = F0(t). (5.49)
As a consequence the cantilever eigenfrequency depends on the derivative of
the force according to ω˜2c = ω
2
c − ∂F∂z . Assuming a homogeneous sample slice
it may be derived from Eq. 5.8 that the derivative of the force F (t) can be
approximated by ∂F∂z = m0
∂2B0
∂z2 . From this it can be seen that a modulation
of the magnetization at any arbitrary frequency ω ¿ ωc yields a modulation of
the spring constant, resulting in a modulation of the cantilever eigenfrequency
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that is, in first order, given by:
ω˜c(t) ≈ ωc
(
1− m0(t)
2kc
∂2B0
∂z2
)
. (5.50)
Anharmonic modulation might in some cases greatly alleviate the demand for
very high RF field strengths that are needed in the harmonic modulation with
high cantilever frequency and nuclei with very low γ. As is evident from
Sect. 5.2.2 the anharmonic modulation sequence is best used with a very small
gradient sphere because of the very high second derivative of the field. Several
methods may be conceived that accurately detect the cantilever eigenfrequency,
varying from off-resonance excitation to phase-locked loop and double lock-in
techniques. For the case of frequency modulation, with the noise of the fre-
quency detection assumed to be of thermal origin, Albrecht et al. [3] derived
that the minimum detectable force gradient is given by
∂F
∂z min
=
√
4kckbT∆ν
ωcQc < z2osc >
, (5.51)
in which < z2osc > is the mean squared amplitude of the driven cantilever mode.
Thus the SNR of force signal detected by means of frequency modulation is
given by:
SNRFM = m0
∂2B0
∂z2
√
ωcQc < z2osc >
4kckbT∆ν
. (5.52)
Comparing this result to the minimal detectable force of the harmonic modula-
tion method we find that:
SNRFM
SNR
=
∇2B0
∇B0
√
< z2osc >, (5.53)
which means that, if the gradient particle size is comparable to the forced RMS
vibration amplitude, the sensitivity limit is similar to that of the harmonic
detection method, however, the modulation of the magnetization may be per-
formed at any arbitrary frequency. For all practical purposes the gradient size
is much larger than the vibration amplitude allowed by the interferometer de-
tection range, so that a significant cut in SNR has to be accepted.
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5.2.6 Signal intensity and relaxation
Following Sect. 2.2.6 the magnetization that is locked to the effective field axis un-
dergoes an exponential decay. As shown by Nestle et al. [57] the vibration amplitude
A(t) of a cantilever excited by an exponential decaying modulation force with initial
amplitude F0 is given by
A(t) =
F0QcT
∗
1ρ
mωR(ωcT1ρ − 2Qc)
(
exp
(
− t
T ∗1ρ
)
− exp
(
− ωct
2Qc
))
, (5.54)
where m is the motional mass of the cantilever and T ∗1ρ is the effective relaxation.
The total integrated signal intensity is found to be:
S =
F0QcT
∗
1ρ
mωRωc
, (5.55)
from which it can be seen that the signal intensity drops with faster spin-lattice
relaxation. The detection method based on the modulation of the magnetization
using fast adiabatic passages is thus best suited for materials with a T ∗1ρ that is less
than, but approximately similar to T1. The experiment can, for most practical T
∗
1ρ
values, be arranged so that 2Qc ¿ ωcT ∗1ρ. With b the cantilever friction Eq. 5.54
reduces to:
y(t) ≈ F0Qc
mωRω0
exp
(
−t
T ∗1ρ
)
=
F0
bωR
exp
(
−t
T ∗1ρ
)
, (5.56)
which results in the same integrated signal intensity as before. As a measure for the
force in the MRFM experiment we may thus either use a full model fit to the data
using Eqs. 5.54 and 5.56 or we can just approximate the force amplitude from the time
integral of the signal, provided that all spurious forces are negligible. The response of
a lock-in amplifier to the MRFM signal is given by the convolution [58] (h(t) ? y(t))
of the lock-in impulse response with an exponential decaying transient. In case of
synchronous lock-in detection the impulse response of the lock-in may be modeled as
a series of one ore more low-pass filters with a time constant given by the lock-in time
Tlock. The unit impulse response is then given by:
h(t) =
1
Tlock
exp
( −t
Tlock
)
with t > 0. (5.57)
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Figure 5.15: Basic MRFM mechanical vibration lock-in transient response. To show
the dependence of the signal to noise ratio of the time domain MRFM data on the
lock-in time constant settings the response is shown for a fixed value of T ∗1ρ=1 s
and has been normalized to the equivalent noise bandwidth (
√
Tlock) of the lock-in
amplifier.
Solving the convolution integral for the lock-in transient response with T ∗1ρ 6= Tlock
we find
s(t) = h(t) ? y(t) =
F0T
∗
1ρ
bωR(T ∗1ρ − Tlock)
(
exp
(
−t
T ∗1ρ
)
− exp
( −t
Tlock
))
(5.58)
and for T ∗1ρ = Tlock
s(t) =
F0
bωR
t
T ∗1ρ
exp
(
−t
T ∗1ρ
)
. (5.59)
The basic MRFM response curve for a fixed value of T1ρ and several values of the
lock-in time constant is shown in Fig. 5.15. Since we know Tlock exactly we may
obtain an estimate of F0 and T
∗
1ρ either by performing a non-linear fit of the model
to the data or by performing a deconvolution of the data set directly. However, if the
signal intensity is the only parameter of interest and there are no significant offset
effects we may simply integrate the lock-in response and find the exerted force T ∗1ρ
product following Eq. 5.55.
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5.2.7 Optical detection
The detection of the cantilever vibration is performed using a fiber interferometer.
This interferometer is based on a fiber directional coupler which couples light from a
laser to the cantilever and to a photo diode. The light reflected from the cantilever
back into the fiber is coupled back into the laser as well as to a second photo diode.
The light that is directed towards the cantilever reflects partially against the free
end of the fiber and partially against the cantilever. These two components interfere
and the intensity of the light thus depends on the distance of the fiber tip from the
cantilever. Alternatively we can describe the interferometer as a cavity with a rather
low Q. The standing waves of the laser light can either amplify or attenuate in the
cavity. The amount of light in the cavity is monitored by the photo diode. If twice the
cavity size is a half-integer multiple of the laser wavelength the intensity in the cavity
is minimal, if twice the cavity size is an integer multiple of the laser wavelength the
amount of light in the cavity is maximal. Thus the intensity I of the light observed
by the detector can in first order approximation be described by [12, 78]:
I = I0
[
1 + V cos
(
4pid
λ
)]
, (5.60)
where d is the distance between fiber and cantilever, λ is the laser wavelength, I0
is the fringe center intensity and V is the fringe visibility. In the fringe center the
sensitivity of the optical detection is given by:
∂I
∂d
=
4piI0V
λ
. (5.61)
As described below, the noise of the interferometer system is caused by several
phenomena [70]:
Back-action noise of the photons hitting the cantilever. The number of pho-
tons per second that arrive at the cantilever is equivalent to the intensity of
the laser light. From Poisson statistics it follows that the variance of this num-
ber equals the average number of photons itself. When reflected, each photon
transfers an amount of momentum to the cantilever given by P = 4pi~/λ. An
optical power I0 corresponds to N0 photons per second given by:
N0 = I0
λ
2pi~c
. (5.62)
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When the fringe is centered the force exerted on the cantilever tip is given by:
F =
∂
∂t
(I0N0), (5.63)
and the power spectral density of the force experienced by the cantilever due to
the fluctuations in the number of photons is given by:
Sback = 2N0
(
4pi~
λ
)2
. (5.64)
Shot noise of the interferometer photo detector. On arrival at the photo de-
tector the counting of the photons is again a Poisson process. This process is
called shot noise of the photo diode junction. Since it is not possible to dis-
criminate between noise generated by the cantilever and shot noise generated
by the detector, we can associate a fictitious displacement of the cantilever to
the photon miscount. This (fictitious) displacement ∂d follows from Eq. 5.61
and is given by:
∂d = ∂N0
λ
4piN0V , (5.65)
hence the spectral density Sushot of the position measurement due to the shot
noise is given by:
Sushot = 2N0
(
λ
4piVN0
)2
. (5.66)
For the resonant noise force of the cantilever it follows that:
Sshot =
(
kc
Qc
)2
Sushot =
2
N0
(
λkc
4VpiQc
)2
. (5.67)
Thermal noise of the detector. To minimize the shot noise contributions due to
dark current leakage through the photo diode junction the photo diode system
typically uses a transimpedance amplifier with an operational amplifier and a
negative feedback resistance R (cf. Fig. 5.16). Referred to the input of the op-
erational amplifier the noise introduced by this feedback resistor is the Johnson
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Figure 5.16: Photo diode transimpedance amplifier circuit using an operational am-
plifier to zero the reverse bias voltage over the photo diode in order to obtain the best
signal to noise. The feedback resistor R introduces some additional Johnson noise.
This noise term is, in case of large R, small in comparison to the shot noise and back
action noise terms of the interferometer system.
noise with current spectral density given by:
SItherm =
4kbT
R
. (5.68)
Hence, the in-resonance force noise that corresponds to this Johnson thermal
noise is given by:
Stherm =
(
kc
Qc
)2
4kbT
R
(
λ
4piI0VCpd
)2
, (5.69)
with Cpd the photo diode conversion factor at the specific wavelength λ. For all
practical values of I0 and R the contribution of the thermal noise in the photo
diode system is much smaller than the two previous terms and may be ignored.
Power fluctuations in the laser (1/f noise). A laser source is a noisy device. It
can exhibit power fluctuations and noise due to spontaneous emissions. This
typically results in a 1/f noise spectral density response. Since these noise terms
are directly associated with the laser power they can be canceled using an optical
detection circuit that subtracts the laser power level from the measured signal.
Acoustical noise of the laser source and the laser-fiber coupling.
Vibrations of the laser source and spontaneous jumps of the fiber output
direction can cause additional noise in the measurement.
Vibrations of the fiber and air. The fiber arms may vibrate in the stray magnetic
field of the magnet and may cause slight changes in the transmitted intensity.
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Also vibrations of the air in the eventual gaps in the optic path may be a source
of noise.
Electrical noise of the detection circuit. Non-ideal behaviour of the operational
amplifier and associated circuitry may cause additional noise in the signal.
The measurement error associated with the shot noise depends on the reciprocal of
the optical power which means that it can be made arbitrarily small using high laser
power. However, the back-action noise increases linearly with the laser power which
means that the laser power should be kept small. Combining the terms for the shot
noise and the back action noise we find for the optimum photon count Nopt:
Nopt =
kc
VQc~
(
λ
4pi
)2
, (5.70)
from which we conclude that the optimum optical power Iopt is given by:
Iopt = Nopt
2pi~c
λ
=
cλkc
8piVQc . (5.71)
The contribution of the measurement noise attributed to the back-action and shot
noise terms at optimal optical power is given by:
Stot =
4~kc
VQc . (5.72)
The thermal noise of the detector is in general lower than the shot noise and back
action noise as can be verified by inserting Eq. 5.71 into the equation for the thermal
noise. We find:
Stherm =
16kbT
C2pdc
2R
, (5.73)
from which we see that we can always select the resistance R such that the condition
Stherm ¿ Stot is satisfied. Only in case of extremely soft cantilevers the thermal noise
of the detector might impose a considerable restriction.
In practice it is found that, due to the influence of the last three noise sources men-
tioned in the list, the back-action-, shot-, and thermal noise terms rarely limit the
detection sensitivity. As a consequence there usually is a large range over which the
laser power may be varied in which neither the shot noise nor the back-action noise
are a major factor. However, at higher laser powers some additional aspects discussed
in Sect. 6.3.2 become important.
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5.2.8 Optimal control of the cantilever movement
Optimal control in the MRFM experiment can be used for various purposes. The
primary reason for using cantilever feedback is the fact that the cantilever eigenfre-
quency ωc is for most purposes rather low (a few hundred Hertz up to a few thousand
Hertz) whereas the cantilever Qc in vacuum is very high (typically up to 20000). This
results in a very narrow acceptance bandwidth ωc/Qc causing severe system instabil-
ities. Furthermore, for very soft cantilevers, the cantilever vibration amplitude might
well exceed the range in which linear detection of the vibration amplitude by means of
the interferometer is possible, forcing one to actively reduce the amplitude. Another
purpose of feedback may be the ability to accurately have the cantilever tip oscillate
at a specific amplitude. The advantage in controlling the cantilever in an optimal
fashion is that the SNR of the detection does not degrade due to the feedback, as it
would in case of non-optimal control feedback.
In this section we follow the derivation of the cantilever optimal control feedback
given by Garbini et al. [29].
The cantilever movement can be described in the form of a state vector z given
by z =
(
z˙
z
)
. The controlled cantilever system can then mathematically be described
in the form
z˙ = Az+Bu, (5.74)
where u is a control vector and A and B are constant matrices that describe the
dynamics of the system. Now suppose we would like to keep this system close to
some predefined state x0 using some control u(t). However, to avoid the feedback
control effort from becoming extremely large we need some mechanism in order to
restrict this. The way in which this can be implemented is by defining the problem
in the form of a continuous time weighted least squares minimization problem. I.e.
we would like to minimize the cost function∫ ∞
0
(
zTQz+ uTRu
)
dt, (5.75)
where Q and R are the cost of the allowed deviation and allowed control respectively.
The solution to this minimization problem is given by:
u(t) = −Kz(t), (5.76)
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where K is the Kalman gain matrix given by:
K = R−1BTS, (5.77)
in which S is given by the solution of the equation
SA+ATS−KTRK+Q = 0. (5.78)
In general this equation can be solved numerically. If we assume that the measurement
of our cantilever state z(t) occurs at the exact same place as where the force feedback
u(t) acts there exists an analytical solution as well. This solution is given by:
K =
[
kcα
ωc
1
2
kcα
2 +
kcα
Qc
]
, (5.79)
in which
α =
(
1
Q2c
+ 2ξ2
)1/2
− 1
Qc
with ξ2 =
(
1 +
U
k2cZ
)1/2
− 1, (5.80)
where Z and U are the maximum allowed variances of the measured position and ap-
plied control force respectively. The closed loop response can be found by substituting
Eq. 5.76 into Eq. 5.74. It can be found that the closed loop quality factor Qclosed is
then given by:
Qclosed =
√
(α2/2) + 1 + α/Qc
α+ 1/Qc
. (5.81)
Hence, knowing our Qc and the desired Qclosed we can estimate what value of α we
need to use to obtain the desired feedback response.
Now we are left with the job to determine our state vector z from the measured
data. The optimal way to do this is by using a Kalman filter that observes the system
and gives the desired output variables while minimizing the mean squared error of
the estimation. If we call the estimated state zˆ then the differential equation that
describes this Kalman filter is given by:
˙ˆz = Azˆ+Bu+ L(y −Czˆ), (5.82)
where L is the gain matrix and y is the measured state. In order to obtain an optimal
estimate for L we minimize the covariance of the mean square error z(t)− zˆ(t) of the
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estimation. It can be shown that the optimal gain matrix is given by:
L = (PCT +T)R−1, (5.83)
where T is the correlation function of the process and the measurement noise, R is the
auto correlation of the measurement noise and P is the covariance of the estimation
error which is given by the solution of the equation
AP+PAT − LRLT +GQGT = 0, (5.84)
where Q is the auto correlation of the process noise. We now assume that there
is no cross-correlation between the process- and the measurement noise, i.e. T=0.
Furthermore we assume that the process noise is given by the thermal noise of the
cantilever while the measurement noise is given by the noise sources of the optical
detection as described in Sect. 5.2.7. It can then be derived that the the gain matrix
L is given by:
L = PCTR−1 =
[
β2ω2c/2
βωc
]
, (5.85)
where
β =
(
1
Q2c
+ 2ψ2
)1/2
− 1
Qc
and ψ2 =
(
1 +
W
k2cV
)1/2
− 1, (5.86)
in whichW and V are the variances of the the process and measurement noise sources
respectively. Since we know these noise sources exactly it is straightforward to de-
termine the optimal state observer. Substituting Eq. 5.76 into Eq. 5.82 yields the
solution of the optimal controller observer transfer function:
Hoc(s) =
U(s)
Y (s)
= K(sI−A+BK+ LC)−1L (5.87)
for which all parameters are known and which can be implemented in either an analog
or digital feedback filter. Although the selection of α is arbitrary, based on the
uncontrolled and controlled value of the cantilever quality, it is good practice to make
sure that α is smaller than, but of similar magnitude as β, since it makes little sense
to make the feedback control more stringent than the knowledge about the state of
the system.
It should be stressed that, although the optimal control feedback as presented here is
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a general formalism, the solutions to the equations are not general but are specific to
the cantilever system in which the control force is exerted at the exact same location
as where the displacement detection occurs. If this is not the case or the mathematical
description of the mass spring system does not provide a good approximation of the
cantilevers behaviour then the control is not optimal in the true sense of the word. In
that case the noise of the detection is generally increased when using some feedback
control.
5.3 Numerical examples
We have now provided all theoretical means necessary to examine the properties of
the mechanical detection of magnetic resonance. Now we introduce some (thought)
experiments to explore the features of MRFM. Thereby we compare the sensitivity
of the inductive and force detected NMR methods. Furthermore we explore the
theoretical possibility to obtain single spin detection sensitivity by means of MRFM.
We show that there are several different limitations with respect to the SNR of both
the inductive and mechanical methods and we demonstrate a scheme through which
we can optimize the detection sensitivity.
5.3.1 Mechanical/inductive detection aspects of sensitivity
If we compare the expressions for the SNR in the mechanical and inductive detection
methods for the nuclear magnetization (Eqs. 3.3 and 5.41) assuming equal detection
bandwidth we find:
SNRmech.
SNRinduc.
=
∂B
∂z
√
Qcωc
kc
B1ω0√
R
. (5.88)
If we assume a five turn coil with inner diameter of 0.3 mm closely wound with wire of
50 µm diameter (much thicker than the skin depth), we have at a proton frequency of
180 MHz a resistance of 0.29 Ω and a rotating component of the magnetic field with
an amplitude of B1 ≈14 mT/A (corresponding to an RF field strength B1 ≈415 kHz).
Using a commercially available cantilever with kc =0.01 N/m, ωc = 2pi · 2 kHz and
Qc = 10000 in vacuum we find that, in order for the mechanical detection method to
be more sensitive than the inductive method, we need ∂B/∂z > 262 T/m which is
not very difficult to obtain. Using the same coil in the same magnetic field but for a
different nucleus e.g. 23Na, (γ = 7.08 · 107 rad/sT resulting in a Larmor frequency
of ω0 ≈ 2pi · 47.6 MHz) we find a resistance of the coil of R = 0.137 Ω. Thus again
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for the mechanical method to be more sensitive than the inductive method we need
∂B/∂z > 100 T/m. From this we conclude that the lower the γ of the nucleus, the
higher the relative sensitivity of the mechanical detection method.
5.3.2 Single spin detection
Suppose we manage to overcome all experimental difficulties, what type of cantilever
do we need in order to be able to achieve single spin sensitivity?
In an ideal world: Suppose we try to detect the presence of a single proton spin
using an extraordinary good cantilever with a spring constant kc = 10 µN/m,
Qc = 100000 and fc = 10 kHz at a temperature of T=2 K. The detection
limit is given by Eq. 5.40 and is found to be Fmin/
√
Hz = 1.3 · 10−19 N/√Hz.
The change in proton observable magnetic moment is given by Eq. 5.2 with
γ = 26.752 · 107 rad/Ts and is found to be: µz = 2.82 · 10−26 Am2. To obtain a
SNR of 1 in a detection bandwidth of 0.25 Hz we need a force of 65 zN (10−21 N).
This means that we need a magnetic field gradient of at least 2.4 MT/m. For a
gradient source consisting of a nickel sphere (with saturation flux density 0.6 T)
this means that the diameter should be ≈500 nm.
If we would do the same experiment at room temperature, supposing that we
are able to prohibit all spontaneous jumps of the spin, the detection limit for
the given cantilever goes up to 1.6 aN/
√
Hz. This results in a desired gradi-
ent strength of 28 MT/m which may be achieved using a nickel sphere with a
diameter of ≈42 nm.
In the real world: In general cantilever properties are not so favorable thus if we
would use a real world commercially available cantilever (kc = 0.01 N/m, Qc =
10000, fc = 7 kHz) at T=2 K the detection limit would be 5·10−17 N, resulting in
a necessary field gradient strength of 87.5 GT/m, corresponding to a (fictitious)
sphere size of 13 pm. From the fact that this sphere would be much smaller than
a single metal atom, aiming for single spin detection sensitivity is not sensible
using commercially available levers.
Considering the fact that for these calculations we used a rather narrow detection
bandwidth of 0.25 Hz, which means that we need to have coherent behaviour of the
spins for about 1 s, working at room temperature will not be an option, even in the
ideal world example above.
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5.3.3 Detection of a small single crystal
Conventional solenoidal coil
Suppose we are capable of creating a highly sophisticated microcoil with an inner
diameter of 40 µm of 3 turns with a wire diameter of 12.5 µm with a pitch of 1,
operating at 600 MHz, and with that coil we would like to detect a small single crystal
containing a very small amount of 1H nuclei. From the point of view of the SNR,
would it be best to use this coil for inductive detection or should we use mechanical
detection instead?
Suppose the crystal is cubic with a length scale of ≈ 10 µm. Which method will give
the best signal to noise?
The number of spins in a volume V is given by
N˜ = V ρNAρspin, (5.89)
where NA is Avogadro’s number and ρspin is the number of moles of spins per kilogram
of material.
Inductive detection: The given coil parameters result in a coil with B1 = 58 mT/A
and a resistance R = 0.156 Ω. Assuming ρ=1000 kg/m3 it follows from Eq. 3.3
that the spin density that results in an SNR of 1 in a bandwidth of 1 Hz
is ρspin = 600 mol/kg. For comparison: the spin density of
1H in water is
≈111 mol/kg. This corresponds to a detection sensitivity of 3.6 · 1014 spins
Mechanical detection: The maximum detection slice thickness of 10 µm can be
resonantly excited at a cantilever modulation frequency of 5000 Hz using an
RF field strength of 20 mT which is less than half the field of the microcoil at
1 A. From Eq. 5.47 it follows that at an adiabaticity of A = 4 this results in an
optimal gradient strength of ≈ 260000 T/m, which, using Eq. 5.16, leads to a
iron gradient particle size of ≈ 16.5 µm. Using Eq. 5.41 with the commercial
cantilever (kc = 0.01 N/m and Qc = 10000) leads to a minimum detectable spin
density ρspin = 6.7 · 10−3 mol/kg, i.e. a detection sensitivity of 4 · 109 spins.
Present day MRFM sensitivity The gradient field strength that is used for most
MRFM experiments discussed in this work is limited to ≈1000 T/m. As a
consequence the range over which the NMR frequency is spread in a sample of
10 µm size is ≈420 kHz. Using 20 mT RF field with an adiabaticity A=5 we
may sweep this frequency range up to a modulation rate that corresponds to
a cantilever eigenfrequency of fc ≈1 MHz. Clearly this is not possible using
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a conventional AFM cantilever, hence the sensitivity is gradient field limited.
Assuming a cantilever frequency of fc =5 kHz we find that the sensitivity scales
down linearly with the gradient field strength compared to the previous example
and is therefore limited to 1 · 1012 spins.
From this discussion it can be seen that already for these larger sample sizes the can-
tilever out-performs the coil by a factor of ≈100 if sufficient field gradient strength
is achieved. Increasing the sample size to a cube of ≈ 100 µm (coil parameters: 9
windings 12.5 µm wire, R ≈ 1.7 Ω, B1 ≈ 75 mT/A) the cantilever still out-performs
the coil by a factor of ≈ 10 with respect to the minimum detectable spin density. In-
creasing the sample scale by another factor of 10 while keeping the same wire diameter
and pitch would lead to a coil with parameters: 70 windings 12.5 µm wire, RÀ 50 Ω,
B1 ≈45 mT/A) which is not allowed in a 50 Ω construction. Changing the coil param-
eters to accommodate for the 50 Ω transmission line leads to a coil with 35 windings
25µm wire, R = 50 Ω and B1 = 34 mT/A, resulting in ρspin = 3.5·10−5 mol/kg. How-
ever, apart from several tuning problems, the coil wire length is rather long compared
to the wavelength at 600 MHz, so the efficiency will be lower in practice. The sensitiv-
ity of the cantilever, making use of the same B1 field, is given by: ρspin = 2 · 10−6, in
which it is assumed that we are capable of generating a field gradient of ≈3000 T/m
over a range of 1 mm, which is somewhat unlikely in practice.
From this discussion it can be seen that the mechanical detection method is more sen-
sitive in general. The limiting factors on both the inductive and mechanical detection
methods are imposed by the technical aspects of scaling rather than by the detection
techniques themselves. Of course the favorable properties of the mechanical detection
method as described here are only obtained if we manage to power the coil using a
CW RMS current of 1 A. This can lead to all kinds of excess power problems which
are much easier to circumvent in the inductive detection method. On scaling down
the RF power one should consider that the sensitivity of the mechanical detection
method scales down with B21 so half the power corresponds to half the sensitivity
whereas the sensitivity of the inductive method is more or less independent of B1.
CMOS MEMS technology
Suppose we have a CMOS MEMS type surface coil of 10 turns with wires of 5 µm
wide and 0.5 µm thick with a pitch of 1.5, tuned to a frequency of 600 MHz. We
want to detect the protons in a crystal with a spin density comparable to that of
water. The crystal is of cylindrical shape with the length and radius each 10 µm,
corresponding to a nuclear magnetic moment of m0 = 1.4 · 10−16 Am2. We now use
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Figure 5.17: Simulated comparison of cantilever and CMOS surface coil for the de-
tection sensitivity for protons in a single ”water like” crystal at 600 MHz.
the setup shown in Fig. 5.17 to detect the nuclear magnetic signal. To increase the
realistic value of this comparison we do not allow the coil to dissipate more than 1 W
CW RF power. Assuming an extremely high doping level of the silicon in order to
enhance the conductivity, we find as the resistance of the coil R ≈ 920 Ω. Ignoring the
fact that this coil can not be part of a 50 Ω RF setup (it may be part of a dedicated
RF amplifier on chip), it follows that we do not allow more than ≈33 mA of RMS
current running through the coil during the MRFM experiment, corresponding to
an RF field of ω1 ≈114 kHz. In order to excite the entire sample adiabatically at a
modulation frequency of 30 kHz, the maximum allowed gradient source is 1500 T/m.
The spring constant of the commercial cantilever with an eigenfrequency of 38 kHz
is 0.1 N/m, resulting at room temperature in an SNRmech ≈2500. The average RF
field over the sample volume of this coil is found to be B1 ≈ 0.165 T/A. Thus, the
detection sensitivity of the NMR on the same crystal is found to be SNRinduc ≈22.
It is interesting to note that, since the coil in this example is much smaller than the
skin depth at 600 MHz, the resistance of the coil does not change for lower frequencies.
Hence at lower B0 fields, according to Eq. 3.3, the sensitivity of the NMR method
drops with ω0B0 ∝ B20 while, according to Eq. 5.41, the MRFM sensitivity drops with
m0 ∝ B0. Similarly for lower γ nuclei the NMR sensitivity drops with ω0m0 ∝ γ3
104 CHAPTER 5.
whereas, as long as the adiabatic condition for sweeping the entire sample is met,
the MRFM sensitivity drops with m0 ∝ γ2. However, if the adiabatic condition is
violated Eq. 5.47 shows that the maximum useful gradient strength scales down with
γ as well. Hence, since the signal intensity is linearly dependent on ∂B∂z , the forced
reduction in gradient strength causes the sensitivity of the MRFM method to drop
with m0
∂B
∂z ∝ γ3, similar to that in the inductive NMR experiment.
5.3.4 Limitations on Signal to Noise
For the mechanical detection, using the direct modulation with the fast adiabatic
passages, there are two factors that limit the range in which the method gives good
results within a reasonable amount of time. These two limits are set by the adiabatic
condition imposed by Eq. 5.47 and the minimum detectable force given by Eq. 5.40.
Suppose we would like to perform an imaging experiment in which we acquire numer-
ous slices at various different depths and positions. Now suppose that through some
mathematical deconvolution process we are able to extract a 3D image from this data
with a 3D voxel size of ∆x3. Each voxel contains a magnetic moment of M0∆x
3,
resulting in a SNR of ∇BM0∆x
3
Fmin
with M0 the volume magnetization. Now in order to
obtain a SNR> 1 the minimum allowed voxel size is given by:
∆x ≥ 3
√
Fmin
M0∇B . (5.90)
On the other hand, the 1D slice thickness ∆x can not be larger than allowed by the
adiabatic condition for the given gradient field strength. Hence, for the upper limit
of ∆x it follows:
∆x ≤ piω
2
a
Aminγ∇Bωc . (5.91)
Combining these two equations we find for the allowed range of the slice thickness
∆x:
3
√
Fmin
M0∇B ≤ ∆x ≤
piω2a
Aminγ∇Bωc . (5.92)
The resulting operating range thus depends on a rather large number of parameters
and optimization has to be performed for each situation separately, depending on the
specific needs, limited by the several aspects of technical feasibility. The following
section is intended to show some of the features and limitations that are imposed by
these conditions.
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Figure 5.18: Limitations on MRFM imaging of a dilute spin system (ρspin=1 mol/kg)
in a variable voxel size ∆x for different nuclei and different B1 field strengths. This
example uses a fixed cantilever with ωc = 2pi5000 rad/s. Left :
1H (γ = 26.75 ·
107 rad/Ts). For B1=2 mT the region in which MRFM detection is allowed (dark
shade) is confined only by the thermal limit and the adiabatic limit imposed by this
value of B1, hence the SNR is B1 limited. For B1=16 mT (light shade) the allowed
region is confined by the thermal limit, the adiabatic limit and the maximal feasible
gradient strength, which, for this example has been arbitrarily chosen at 100 kT/m.
As a consequence the SNR for small voxel sizes is limited by the field gradient strength.
Right : 23Na (γ ≈ 7 · 107 rad/Ts). For nuclei with low γ both the adiabatic limit and
the thermal limit are more stringent. As a consequence the SNR is RF field limited
for both B1=2 mT (dark shaded region) and B1=16 mT (light shaded region).
Gradient and RF field limited resolution
For the following it is always assumed that we use a commercial cantilever with
Qc = 10000, kc = 0.01 N/m at room temperature.
Suppose we are capable to construct a gradient source up to a gradient field strength
of 1 · 105 T/m. Does this improve the signal to noise ratio for scanning at a certain
predefined resolution? From Eq. 5.47 it can be seen that this depends on the adia-
baticity of the process. There are two specific situations (cf. Fig. 5.18), either the
gradient field is so strong that we are not capable of sweeping the entire voxel in an
adiabatic fashion (B1 SNR limited) or the B1 field is more than strong enough to
sweep the slice and therefore the gradient limits the detected force.
On the other hand there is only a limited number of spins in a specific volume,
which means that the gradient can not be arbitrarily increased since the voxel size
decreases cubed with the gradient strength whereas the detection force increases only
linearly. This means that on increasing gradient strength we run into the thermal
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Figure 5.19: Resolution dependence on RF modulation frequency of a dilute (ρspin =
1 mol/kg) spin system at a fixed field gradient strength of 100 kT/m with adiabatic
and thermal limits for 1H and (left) and 23Na (right) at two different RF field strengths
(B1=2 mT and B1=16 mT). The achievable resolution is indicated by the shaded
regions.
limit. Lowering the thermal limit by increasing the modulation frequency seems to
be a good idea, however, the adiabatic limit is easily reached. Especially in the case
of nuclei with lower γ and lower spin density the adiabatic limit is very stringent. As
an example Fig. 5.19 shows the effect of increasing the modulation frequency when
imaging 1H and 23Na in a dilute spin system. It can be seen that, on switching
from protons to sodium the thermal limit appears at higher voxel sizes while, due to
the decrease in γ, the adiabatic limit simultaneously shifts to the left. Hence, both
these effects contribute to the reduction of the sensitivity for higher order nuclei. In
case that the quadrupole coupling of the sodium compound is large, the effective RF
field strength increases, therewith aiding the sensitivity of the method by shifting the
adiabatic limit to higher cantilever frequency.
5.4 Conclusions and recommendations
In this chapter we have presented the basic theory needed for developing a system for
performing MRFM. In the process we found that the sensitivity of the NMR detection
method does not depend as much on the physics but more on the scaling properties of
the detection method involved, which are more favorable for MRFM. We also found
that MRFM is, due to the presence of the magnetic field gradient, especially useful for
performing localized NMR measurements and NMR imaging. However, the gradient
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induced spread in the Larmor resonance frequency effectively limits the applicability
for performing localized spectroscopy. For the implementation of the MRFM method
we found that the following aspects are of particular importance:
1. The gradient strength should be chosen suitable for the specific application,
depending on the particular nucleus, cantilever properties, measurement appli-
cation, and available RF field strength.
2. The gradient field is optimal in case of a conical shaped source of infinite length
with a top angle of 2
√
2 ster rad of a material with a high saturation magneti-
zation field strength. In the spatial confines of the MRFM probehead either the
sphere (for 3D scanning purposes and anharmonic excitation) or the cylinder
(for 1D imaging and spectroscopy) are suitable alternatives.
3. The relaxation of the FAP modulated magnetization depends on an intricate
combination of several factors namely: the modulation rate fc, the modulation
field strength B1, the order of the spin system I, the associated gyro-magnetic
ratio γ, and the modulated transition number m. These parameters may all
be combined in a single number A, that describes the resonant adiabaticity of
the sweep process. Combined with the spin lattice relaxation times T1 and T1ρ
and the modulation range ∆ω, this leads to a readily usable upper limit for
the expected rate of relaxation. We found that, for general purposes, we need
to make sure that A > 5 to maintain an adiabatic spin-lock over a substantial
period of time.
4. Temperature cycling of the FAP sweep detection method provides a suitable
tool for canceling spurious RF related forces on the cantilever.
5. The preparation of a quadrupolar spin system out of thermal equilibrium using
a temperature cycled single frequency sweep from far out of resonance provides
a means for enhancing the signal intensity. Additionally, the signal amplitude
following such a preparation is independent of the order I and the swept transi-
tion m of the spin system. As a further advantage, if only qualitative results are
to be obtained, the T1 relaxation recovery delay following the detection sequence
is significantly reduced due to the fact that the spin system is only selectively
affected.
6. Enhancing the signal intensity by means of a DFS provides higher intensity
than the spin temperature cycled single frequency sweep. It does, however, not
have the advantage of the reduced relaxation delay time, resulting in only a very
small average gain.
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7. If a spin system is not prepared using either the cycled single sweep or the DFS
the measured signal amplitude rapidly decreases for higher order spin systems.
8. The interferometer with optimum laser power and unit fringe visibility (V = 1)
ideally contributes only one cantilever energy quantum ~ωc to the total noise
power of the cantilever, one part in the form of shot noise in the photo diode,
the other part as back action noise of the cantilever. The thermal noise of the
photo diode detector can be made arbitrarily small for most practical cantilever
cases.
9. Feedback control is vital to obtain reliable MRFM system performance in vac-
uum. Ideally, feedback can be performed in accordance with optimal control
theory, which ensures that the SNR of the detection method does not degrade.
10. The MRFM detection method (apart from single spin detection) is best suited
for compounds with a high spin density. Towards lower spin density the in-
ductive method becomes more efficient since the large sample volumes demand
extremely high RF fields for adiabatic excitation (in case of gradient source
on cantilever) or significantly reduce the cantilever eigenfrequency (in case of
sample on cantilever) causing a reduction in SNR.
Chapter 6
Manual to the MRFM
experiment
6.1 Introduction
The technique of MRFM experiment is still very much under development, hence the
description given in this chapter are by no means intended to be the final form of
implementation. It is solely meant to guide the reader through the implementation
alternatives and to mark the places where care has to be taken in the development.
Moreover, we explain what decisions were made in the setup used to obtain the current
results.
The setup used for the MRFM experiments discussed in this work is shown in Fig. 6.1.
During the development towards this particular arrangement several choices have
been made and several problems have surfaced that will be discussed in the following
sections. In particular the following points will be elaborated upon.
1. In our setup the sample is placed on the cantilever tip. As a consequence, ex-
changing the sample means exchanging the cantilever. As a further consequence
the sample mass and cantilever eigenfrequency are interdependent, causing a
reduction of the MRFM sensitivity for dilute spin systems due to the relative
increase of the mass of the sample/cantilever construction.
2. We discuss our choice for the detection of the cantilever vibration by means of
a laser interferometer. The advantages and disadvantages of both the interfer-
ometer and optical lever detection methods will be briefly addressed.
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Figure 6.1: Schematic dis-
play of the experimen-
tal setup used for con-
ducting the MRFM exper-
iments discussed in this
work. Several aspects of
this setup are examined in
more detail in the follow-
ing sections.
3. The magnetic field gradient source is mounted on a piezo-positioning support
that is not an integral part of the cantilever-coil assembly. This has the advan-
tage that forces acting on the gradient source, e.g. on insertion in the magnet,
do not cause any errors in the very critical laser cantilever alignment. A ma-
jor disadvantage of this arrangement was found in that the the resolution and
stability of the gradient source versus sample distance is very much limited.
The development of MRFM pulse and sweep techniques depends heavily on the tools
developed in the previous chapters. The discussion in Sect. 3.2.3 regarding the im-
portance of spectral purity of the RF source in swept NMR experiments is even more
strict in the context of MRFM. Inductive NMR experiments that effectively verify
these aspects and test the RF generation techniques will be discussed.
6.2 Basic implementation alternatives
In this section we review some of the basic options available for the design of a probe
for Magnetic Resonance Force Microscopy. Furthermore, we discuss the reasons why
we have made these particular choices in the development of the current design and
the associated limitations that are therewith imposed on the system.
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6.2.1 Sample on cantilever versus gradient on cantilever
From Eq. 5.8 it follows that a magnetic dipole experiences a force when brought into
an external magnetic field gradient. Based on Newton’s third law, one can also argue
that the gradient source experiences a force when brought in close proximity with
a magnetic dipole. This means that we can place either the magnetic field gradient
source or the magnetic dipole on the cantilever tip. Although the physics of these
alternatives is completely similar, the experimental setups are completely different in
their technical approach. The case in which the sample is positioned on the cantilever
tip is mainly suitable for low-resolution 1D imaging and some forms of spectroscopy,
the case in which the gradient source is positioned on the tip of the cantilever is
suitable for very high-resolution 3D imaging. Furthermore, the latter method has
the advantage that exchanging the sample may be performed without replacing the
cantilever which makes this method more suitable for routine use. Although there
is no theoretical difference in the types of gradient sources that can be used for the
two methods, in practice the scale of the gradient source size is most often at least
two- but can be up to five orders of magnitude different, making the relevant design
options rather different.
From the implementation point of view there are considerable difficulties in placing
a soft cantilever loaded with a magnetic particle inside a large external magnetic field.
These difficulties are among others: bending of the cantilever due to residual B0 field
inhomogeneity, misalignment of the gradient source magnetocrystalline anisotropy
axis with the main magnetic field, strong vibration damping due to eddy currents
in the gradient source material, spurious forces due to interaction between the radio
frequency field and the gradient source etc. Apart from the difficulties in placing a
gradient loaded cantilever inside a magnetic field, the scale of the gradient source
determines the scale of the approach to the sample. In our implementation the entire
setup after assembly has to be transported to the superconducting magnet. Since
the distance of the gradient source from the sample has to remain constant on a
scale comparable to a fraction of the gradient source dimensions (see Sect. 5.2.2),
considerable additional engineering ingenuity is called for in case of the µm scale
gradient sources that are considered useful in the gradient-on-cantilever approach.
All these factors add to the already considerable difficulties in obtaining a reliable
probe for performing MRFM measurements. Hence, in order to limit the number of
problems that were to be expected, and despite the above mentioned limitations, the
probe developed in this work is based on the sample-on-cantilever approach.
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6.2.2 Interferometer versus optical lever detection
Two types of optical methods of vibration detection are commonly used in scanning
probe microscopy.
The Optical Interferometer which uses an optical fiber
placed in very close proximity to the cantilever surface. The
light emanating from the fiber end is reflected from the
cantilever surface, providing a measure of fiber-cantilever
distance. Advantage of this approach is the fact that the
measured intensity can be directly related to a cantilever
displacement and hence to an exerted force. The disad-
vantage of this type of detection is the close proximity at
which the fiber has to be aligned to the cantilever. As a
consequence the fiber has to be fed into the vacuum sys-
tem which is a possible source of leakage. Furthermore, the
close proximity of the fiber tip to the sample may lead to
artifacts because of local heating of the fiber tip due to the
presence of the RF field.
fib
er
cantilever
The Optical lever detection method which uses a laser beam
that is focused by a lens at the cantilever position under
some angle. The reflected light is detected using a Posi-
tion Sensitive Detector (PSD), which, for most purposes,
is just a split photodiode. The beam is centered exactly in
between two photodiodes so that both diodes source iden-
tical currents. Any changes in the beam’s position then
lead to a change in the differential current, providing a
means for detecting the displacement. Advantages of this
method are: laser power fluctuations can be automatically
canceled in the differential current measurement, the long
free-space optical path allows for the use of a window to
enter the vacuum, and all optical parts are far away from
the RF coil. Disadvantages of this method are: aligning
all elements inside the bore of a superconducting magnet
is difficult and the relationship between measured current
and the cantilevers absolute displacement is not so obvious.
fib
er
cantilever
PSD
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Given that we need to work inside the bore of a superconducting magnet, and to ease
the alignment of the optical parts to the cantilever, the choice was made to use an
interferometer system. It has been shown by Butt et al. [17] that both methods have
the same sensitivity to the deflection of the cantilever albeit that, due to the angle of
the detection beam with respect to the cantilever surface, the optical lever method
can be used for simultaneous measurements of deflection and lateral strain.
6.3 Hardware Implementation
In this section we review the several basic elements of the hardware and discuss several
experimental aspects that proved relevant in the design process.
6.3.1 The cantilever
Given that we use the sample-on-cantilever approach, the cantilever should have good
reproducibility and be rather inexpensive. Since the temperature is likely to vary quite
significantly due to the presence of the RF field, the cantilever should be insensitive to
heating which means that it should be uncoated since the coating causes a bimorph
effect on heating (cf. Fig. 6.2). The cantilevers we have used in the experiments
are made from amorphous silicon nitride and are commercially available from Park
Instruments. They have a spring constant kc of 0.01 N/m and an unloaded resonance
frequency fc ≈7 kHz. The quality factor of the cantilevers in vacuum (≈ 10−6 mbar)
varies between 10000 and 20000. The cantilever is triangle-shaped with a length
of 320 µm and a thickness of 0.6 µm. The tip of the triangle is large enough to
accommodate both the sample and the laser spot of the interferometer detection
system. The cantilever is equipped with a scanning tip for AFM purposes which is
not used in the MRFM experiment.
Silicon nitride has a refractive index nr = 2.0. If we approximate the cantilever as a
thin film of thickness d, the reflection of laser light at the cantilever surface depends
on the interference of the laser beams reflecting at the two surfaces of the cantilever
according to [12]:
Rc =
4R sin2 φ
1 +R2 − 2R cos 2φ (6.1)
in which R =
(
nair−nr
nair+nr
)2
is the reflection coefficient of the material under normal
incidence and φ, again under normal angle, given by φ = 2pinrd/λ. In order to
maximize the reflectivity of the cantilever the wavelength of the laser should thus be
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Figure 6.2: Interferometer-measured response of the deflection of a gold coated can-
tilever on switching on (at t=0 s) and off (at t≈9.5 s) an RF power of approximately
5 W through an RF coil of ≈ 0.8 mm. The measurement has been performed in
air, outside the magnet. It can be seen that the cantilever-fiber distance changes
significantly on changes in the temperature.
chosen such that λ = nrdk/2+1/4 with k an integer number > 0. The cantilever substrate
is mounted on top of a piezo element and kept in place by a spring.
6.3.2 Fiber optics
For the cantilever used in the experiments the cantilever thickness d=600 nm. Ac-
cording to Eq. 6.1 this means that the wavelength is best chosen from the list given
by λ=(4800, 1600, 960, 685.714, 533.333) nm. For alignment purposes a laser in the
visible range (values of 533 nm (green) and 685 nm (red)) is most convenient. Solid
state diode lasers are commonly available in the red light range therefore λ=685 nm
would be optimal. Of course choosing a suitable laser in the near-infrared is very well
possible and has some advantages in monitoring larger cantilever excursions in e.g.
an anharmonic MRFM measurement scheme (Sect. 5.2.5). The reflectivity of the can-
tilever at optimum wavelength is given by Eq. 6.1 and is calculated to be Rc = 0.36.
The fiber has a refractive index nfib = 1.47 hence the reflectivity of the air to fiber
surface is given by: Rf =
(
nair−nfib
nair+nfib
)2
= 3.62 ·10−2. From this it can be seen that the
quality factor of the optical cavity of the interferometer is rather low. Nevertheless
there are some artifacts that may arise from standing waves inside the cavity when
using higher laser power.
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Figure 6.3: The cantilever fiber distance dependence of the optical response of the
interferometer system. Highest distance detection sensitivity is obtained when the
fringe is centered, i.e. the slope of the dependence curve is steepest. The detection is
then monotonous for a cantilever excursion amplitude of d ≤ λ/8. Larger cantilever
excursions cannot be accurately monitored.
If we approximate the interferometer response by an infinite sum of reflections, the
light incident on the cantilever surface is given by:
Icant =
I0
1 +RcRf − 2
√
RcRf cos
4pid
λ
(6.2)
where I0 is the fraction of the laser intensity emanating from the fiber tip pointing
at the cantilever. The dependence of the laser intensity on the distance between the
fiber and the cantilever is depicted in Fig. 6.3. Several spurious forces may result from
this position dependent power deposition, varying from bimorph effects to variations
in the back-action noise. One of the easier ways to describe these force effects is by
the pressure associated with the change of momentum of the photons reflecting at
the cantilever surface [4]. Assuming the cantilever does not absorb the specific laser
wavelength, the light incident on the cantilever exerts a force F given by:
F = 2IcantRc/c, (6.3)
in which c is the speed of light. Since we use a laser with λ =670 nm and a silicon
nitride cantilever with thickness 0.6 µm it follows that Rc =0.34 and Rf =0.036.
Changing from maximum constructive to maximum destructive interference the in-
tensity of the light incident on the cantilever changes by a factor of 1.56. Suppose
the laser power emanating from the fiber tip is 1 mW the change in force exerted on
the cantilever due to the radiation pressure from maximum to minimum interference
will be ≈1.03 pN. Assuming non-resonant deflection, the cantilever (kc=0.01 N/m)
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will bend by ≈103 pm. This is not very important in general MRFM experiments
since the fiber position feedback will compensate for this deflection. However, if small
(thermal) disturbances cause the cantilever to bend, the light intensity changes. This
causes a force that depends on the flank of the fringe. Since the force is nonlinear
with the deflection it may cause several effects:
• With increasing laser power it is observed that the apparent thermal noise of
the cantilever increases, as if the Qc of the cantilever is enhanced or the spring
is softened with only a slight change of the resonance frequency.
• Experiments show that with sufficiently high Qc cantilevers, the laser causes a
resonant excitation at higher powers and it proves possible to cause spurious
oscillations at the resonance frequency! The vibration cantilever is limited to a
well-defined maximum amplitude given by λ8 (cf. Fig. 6.3). This is due to the
fact that the sign of the distance dependence of the driving force changes when
the vibration amplitude increases over the maximum of the interference fringe.
• If the fringe centering is changed to the different flank, the oscillations do not
occur and the thermal vibrations of the cantilever indicate that Qc is reduced
with increasing laser power (optical dampening of the vibration).
It is clear from the above that these effects are related to the phase of the fringe and
hence are caused by power effects of the laser radiation. Although this discussion
relates the forces to the photon pressure associated with the laser light, the origin
of the effect can be both heating and/or photon pressure effects, since both depend
on the same mechanism. The optical driving force is related to the position d hence
it acts as an additional nonlinear spring attached to the cantilever tip, of which
the sign of the spring constant depends on the flank of the interferometer fringe
center. The solution to such an oscillatory systems equation has, in general, a chaotic
dependence on the initial conditions. Hence, rigorous evaluation is not possible. It
can, however, be shown that for a given initial vibration amplitude the interference
flank and optical power determine the apparent quality of the cantilever. Therefore,
in MRFM experiments care should be taken to avoid changes in the cantilever quality
due to the presence of high power laser light. This can easily be verified by either
varying the laser intensity or by changing the flank of the interference fringe and
comparing the cantilever Qc values in each case.
With the light intensity in the fiber arm pointing at the cantilever given by I0, the
first order approximation of the light intensity detected by the photodiode is given
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Figure 6.4: Feedback system for maintaining optimum displacement detection sensi-
tivity. Using the recorded fringe pattern the fringe center is deduced and all eventual
low frequency deviations are fed back to the piezo that controls the fiber to cantilever
distance. The arrows along the depicted fringe pattern indicate the direction of the
effective feedback control.
by:
Ipd = I0
(
Rf + (1−Rf )2Rc + 2(1−Rf )
√
RcRf cos
4pid
λ
)
, (6.4)
from which it follows that the fringe visibility is given by:
V = 2(1−Rf )
√
RcRf . (6.5)
From this it follows that the fringe visibility is maximum for Rf ≈ 13 , corresponding
to a fiber refractive index nfib ≈3.7, which results in a fringe visibility of ≈47%. How-
ever, this can only be achieved using a special coating on the free fiber end to increase
the reflectivity [56]. Using an uncoated fiber with nfib ≈ 1.47, the fringe visibility is
limited to V ≈22.5%.
Although the theoretical lower limit of the detection precision is given by the com-
bination of the shot noise and the back-action noise as given in Eq. 5.72, in practice
it was found that neither of these noise sources limited the obtained precision. If we
assume kc=0.01 N/m, Qc ≈10000 and V ≈0.2 we find for the force noise associated
with the optical detection: Stot ≈ 2 · 10−39 N2/Hz. Experimentally we found a limit
of detection given by: Sexp. ≈ 1 · 10−37 N2/Hz, corresponding to a vibration noise
floor of 0.1 pm2/Hz.
Retaining the fringe center position at the specific flank is performed using soft-
ware feedback. To that purpose the fringe pattern is recorded and from that the
fringe center is derived. Any low-frequency deviations that may occur in the detected
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Figure 6.5: Schematic figure of a solenoidal coil of length L and radius R of N turns.
The current density is given by N ′I with N ′ = N/L the number of turns per meter.
intensity are then fed back as a DC voltage feedback to the piezo that controls the
fiber to cantilever distance (cf. Fig. 6.4).
6.3.3 B1 field generation
The magnetic field generated by an air core solenoidal coil of length L and radius R
(Fig. 6.5) running a current I is approximately given by:
Bcoil =
µ0IN
′
2
(
L+ x√
R2 + (L+ x)2
− x√
R2 + x2
)
, (6.6)
where N ′ is the number of turns per unit length and x is the position on the coil
axis from one end of the coil. In this equation it is assumed that the wire carrying
the current is infinitely thin compared to the radius of the coil. In general this is not
the case but incorporating the wire thickness into the equation does not yield more
accurate results. This is caused by the fact that the current does not flow uniformly
through the conductor but, for higher frequencies, flows mainly through a current
sheet on the surface of the wire on the inside of the coil. The thickness of the current
carrying part of the wire is given by the skin depth δ defined through:
δ =
√
2ρ
ωµ
, (6.7)
where ρ is the resistivity of the material (ρ = 1.7 · 10−8 Ωm for copper at room
temperature) and µ = µrµ0, where µr is the relative permeability (µr ≈ 1). Thus,
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Figure 6.6: Numerical calcula-
tion using finite element meth-
ods of the current density dis-
tribution of a five turn coil of
50 µm diameter copper wire at
a frequency of 200 MHz. High
current is represented by darker
shades of gray. It can clearly be
seen that the current runs mainly
through a current sheet on the
surface of the wire at the inside
of the coil.
for copper the skin depth at 50 MHz equals δ = 9.2 µm. In general, the wire is much
thicker than the skin depth which means that for all frequencies of interest the larger
part of the current runs through the skin layer and the effective radius will be a little
larger than the inner radius of the coil but smaller than the outer (see Fig. 6.6). If
more accurate results are needed they can be obtained using finite element modeling.
The optimization of the coil parameters is performed along the lines given by the
following list.
1. The most important parameter in Eq. 6.6 that needs optimization is the number
of windings per unit of length N ′. The optimal wire thickness is comparable
to the skin depth. However, this runs into practical problems of winding the
coil and keeping a sufficiently rigid assembly. In practice working with wires
with a thickness down to ≈ 50 µm proved to be a sensible limit for manual
construction. Using more advanced wire bonding tools one might use wires
with a diameter down to 10 µm for optimum field strength.
2. The highest field for a given wire diameter is obtained using a winding pitch
of 1. The optimum coil length is then either given by the maximum number
of windings that one is able to mount without additional support or by the
maximum self inductance that is allowed for the coil system. For very fine wire
the limit is very much dependent on the skill of the operator. If we were to
mount 5 windings with a pitch of ≈ 1 then the length of the coil is limited to
≈ 250 µm. Increasing the number of windings causes only a slight increase of
the RF field.
3. If we now assume that we are able to run a CW current of 0.5 A RMS (12.5 W
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cantilever sample
opticfiber
B coil1
100 mm
Figure 6.7: Schematic display of the probe head, showing the alignment of the triangle
shaped cantilever with the sample, the optic fiber and the microcoil. All sizes are
roughly to scale. The gradient source has been omitted for reasons of clarity.
in 50Ω) through the wire and we want to obtain an RMS flux density of at least
4 mT we need to place the coil at a distance of 30 µm from the sample, using
an optimum coil diameter of ≈ 250 µm.
The optimization following this list is not straightforward and some iterations are
needed to obtain the best results. The magnetic field calculated following Eq. 6.6
is based on a DC approach. This means that the calculated field is associated to
the instantaneous current running through the coil. The amplitude of the AC and
therewith the amplitude of the magnetic field of a 1 A RMS current is therefore
√
2
times higher than calculated via the DC approach. On transformation to the rotating
frame the magnetic field is split in two components rotating with the positive and
negative radio frequency (see Sect. 2.2.5). The effective field felt by the spins is thus
half the amplitude of the magnetic field. From this it follows that:
B1 =
1√
2
Bcoil. (6.8)
Using the coil described above we thus obtain an RF field γB1/2pi of ≈ 120 kHz on
protons. Using the design options chosen so far the probe will have to be aligned
following the schematic in Fig. 6.7.
For the implementation of the RF circuits there are two basic design choices.
Tuned LC circuit: In this setup the coil is part of a tuned circuit consisting of sev-
eral capacitors, transmission lines and coils (cf. Fig. 6.8a). Using a transmitter
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Figure 6.8: Left : Schematic display of the RF field generation setup for a single
channel frequency generation using a tuned transmission line approach. Tuning and
matching of the system may be performed manually from outside the magnet. Adding
a second channel is difficult and severely compromises the efficiency of the RF field
generation Right : RF field generation using the un-tuned transmission line approach.
The RF power is flowing through transmission lines to and from the RF coil. Finally
the power is dumped in a 50 Ω load. Several channels may be multiplexed on a single
line.
Figure 6.9: Top view of the can-
tilever holder and coil construc-
tion. The cantilever is mounted
in a V shaped support on top of
a piezo element and kept in place
by a spring (not shown). The coil
is positioned in front of the can-
tilever by hand. The RF power
is supplied to the coil by a set
of connectors, mounted under an
angle in order to avoid getting
the supply leads to close together
and therewith induce arcing.
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output power P , the current running through the coil depends on the resistance
R of the tuned circuit according to:
IRMS =
√
P
R
. (6.9)
However, the total resistance R that actually determines the current running
through the coil is affected by all the elements in the tuned circuit. Therefore
the actual current running through the coil is not well known. The Voltage
Standing Wave Ratio (VSWR) within the tuned circuit is very high but since
the system is matched to the output impedance of the amplifier there will be
hardly any standing waves on the supply line. The VSWR versus frequency
characteristic may be adjusted by tuning in such a way that all spurious arti-
facts are shifted to the second harmonic of the modulation frequency.
Tuning the probe to accept more than one RF signal at a time proved to be
rather hard since, due to the fact that the coil represents only a small selfind-
uctance, the power from one RF channel is easily lost in the other.
Un-tuned transmission line: In this setup the coil is part of a transmission line
that feeds the RF power to and from the probe (cf. Fig. 6.8b). The frequency
response of the probe is more or less flat. The amount of power P needed to
generate a certain current is easily calculated from:
IRMS =
√
P
Z0
, (6.10)
with Z0 the impedance of the transmission line construction (Z0 = 50 Ω). Thus
the RF field may be calculated using Eq. 6.6. The power consumption of this
type of system is high since most of the power is dumped in a 50 Ω load. The
presence of the coil in the transmission line produces some standing waves on
the line. The VSWR and thus the reflected power depends heavily on the
impedance of the coil and hence on the frequency of operation. The reflection
factor is given by:
r =
Zr − Z0
Zr + Z0
, (6.11)
with Zr the resulting impedance of the line. If we want to limit the reflection
to 10% (VSWR≈1.2) we need to keep the impedance of the coil below 10 Ω. At
200 MHz this means that the selfinductance of the coil should be <8 nH. Since
there always will be a slight asymmetry in the VSWR to frequency character-
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istic the coil will have a slight dependence of current versus frequency. This
causes variations in the standing waves in the probe which may be picked up
by the cantilever as spurious excitations.
Because the coil is un-tuned several different frequencies can be used simulta-
neously or consecutively without user intervention.
In the proton measurements the RF circuit was tuned to the proton frequency, in the
measurements on quadrupolar nuclei the un-tuned transmission line approach was
used, the spurious VSWR excitation artifacts introduced in this type of implemen-
tation are dealt with using the NMR spin temperature cycling technique described
in Sect. 5.2.1. In the proton experiments it was found that, despite careful tuning,
the cantilever still suffered from spurious excitation due to residual asymmetry in the
VSWR.
The cantilever holder and coil constructions are shown in Fig. 6.9. The coil con-
struction is an integral part of the probe head. The RF power is brought to and from
the coil using flexible co-axial lines.
6.3.4 Gradient and gradient positioning
All experiments are performed using a gradient source consisting of a piece of annealed
iron (Bsat ≈1.9 T). The gradient source can be aligned in a coarse and fine approach
mode. The coarse approach is done by hand outside the magnet and has a range of
1 cm in all directions. Fine approach is done with piezo elements and is remotely
controlled through the software. The gradient stack is not an integrated part of the
probe head which means that eventual relative vibrations of the two elements are
independent. As a consequence the accuracy of the approach is very much limited,
even more so since the mutual alignment of gradient source and cantilever has one
degree of freedom which can not be monitored during approach. The gradient source
can be stepped in three directions simultaneously or swept in one direction at a rate
controlled by the software.
Given that the approach is limited to a fixed distance determined by the outer radius
of the coil and the alignment of sample and gradient source can not be accurately
determined the cylinder shaped gradient is optimal. In order to obtain larger values
for the magnetic field gradient the positioning of the gradient source should be an
integral part of the probe head and it should be possible to monitor the approach
from all directions simultaneously.
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Figure 6.10: Gradient position-
ing stack consisting of manual
controlled coarse positioning ta-
bles with a range of 10 mm each,
and piezo elements for XYZ fine
adjustment of which X and Y
have a range of 100 µm and Z
has a range of ≈ 500 µm.
6.3.5 Cantilever Control
Since the cantilever Qc in vacuum is very high Qc ≈ 10000−20000 and the frequency
is rather low fc <2000 Hz the acceptance bandwidth fc/Qc of the cantilever is very
narrow (cf. Fig. 6.11). The presence of the high power radio frequency field can cause
thermal drifting of the cantilever eigenfrequency over several Hertz which causes ex-
tremely large fluctuations in the cantilever response. Furthermore, the time during
which the cantilever accommodates for changes in the exerted forces is roughly equal
to the reciprocal of the bandwidth. This means that it will take the cantilever roughly
10 s to 20 s to accommodate for a signal that will have decayed within a fraction of
that time.
The only option to work around these problems is to actively broaden the response
curve of the cantilever as has been described in Sect. 5.2.8. This can be performed
either by force feedback at the cantilever tip using magnetic actuation [16] or laser
power modulation [55, 9] or by motional feedback at the cantilever base using a piezo
element. Magnetic actuation only works in the case of the gradient on cantilever
approach, motional feedback at the cantilever base works for both the gradient and
sample on cantilever approaches. The laser power modulation approach, as published
until now, only works for the optical lever detection method since the actuator and
detector beams are not allowed to interfere. Since we are using the interferometer
system with the sample on cantilever approach the choice for motional feedback is
obvious from this discussion.
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Figure 6.11: Spectral response curve (+) and model fit (-) of a thermally excited
cantilever with a Qc of approximately 12000 and fc ≈1607 Hz, resulting in a sensor
bandwidth of ≈0.13 Hz. A temperature induced shift of the cantilever resonance
frequency over only a fraction of this value will lead to already significant changes in
the response amplitude.
The disadvantage in the motional feedback approach lies in the fact that it operates
and detects at different locations. As was already stressed in Sect. 5.2.8, this means
that the feedback equation of motion, which is based on optimal control theory [29],
can not be solved analytically anymore. However, in practice it proves very well
possible to use the same feedback controller for both force and motional feedback as
long as the cantilever Qc is very high. This is due to the fact that for Qc → ∞ the
equations of motion of the two forms of cantilever actuation coincide. Of course in
the motional feedback case the control is not optimal in the true sense of the word
although the result is very good in practice (cf. Fig. 6.12). Using feedback control the
cantilever Qclosed and thus the response time can be chosen arbitrarily at any sensible
value, limited by the interferometer measurement precision.
Because of the ease of implementation we chose an analog implementation, based on
a state variable active filter programmed for the desired response. The disadvantage
in this implementation lies in the fact that it is extremely sensitive to small errors in
the adjustment of the variable resistors. As a result, the actual controlled cantilever
resonance frequency did not coincide with the theoretical calculations, in most ex-
periments. Also small system instabilities could cause slight drifting of the cantilever
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Figure 6.12: Cantilever thermal noise vibration spectrum in vacuum. The cantilever
response has been actively broadened using motional feedback. The theoretical re-
sponse curve (drawn line) has been overlaid to show the very nice agreement between
the data and a theoretical cantilever response curve with a Qc of 10. At 1500 Hz there
is some distortion in the line shape due to vibrations induced by the turbo-molecular
vacuum pump.
response, making it rather unreliable for very long quantitative measurements. A
digital implementation might improve on these aspects by automated adjustment of
the optimal control parameters.
In principle optimal control feedback would allow to reduce the controlled cantilever
quality factor to any arbitrary value. However, as was stated in Sect. 5.2.8, it makes
little sense to allow the control (given by parameter α) to become larger than the
knowledge of our state (defined through the value of β). As a consequence, the con-
trolled cantilever quality factor is limited by the measurement precision V of the
optical detection, which was found to be ≈0.1 pm2/Hz, resulting in a lower limit for
Qcontrolled ≈ 10.
6.3.6 Vibration Isolation
The vibration isolation is performed in two stages.
1. The probe head is placed on a support layer of several copper rings (cf. Fig. 6.13)
separated by soft silicon rubber tubes. This part of the vibration isolation is
intended for isolating the probe head from autonomous vibrations of the magnet
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Figure 6.13: Cut through
the probe head and vibration
isolation layers showing the
fiber/cantilever positioning ele-
ments, the RF coil contacts and
the vibration isolation layers.
e.g. due to the boiling nitrogen and acoustical vibrations in the room that couple
directly to the magnet.
2. The entire magnet is isolated from the building vibrations by means of vibration
isolation elements on the basis of compressed air. This system reduces the
magnitude of the vibrations by several orders of magnitude in the high frequency
regime (Fig. 6.14). For the lower frequencies < 50 Hz the system is less efficient,
although it still reduces the vibrations by roughly one to two orders of magnitude
(Fig. 6.15). The resonance frequency of the system depends on the cryogenic
nitrogen level in the magnet and was determined to be at ≈2.3 Hz when the
magnet has just been refilled.
The vibration isolation proved sufficient to detect the thermal noise limit imposed
by the cantilever. Switching air conditioners and other heavy machinery on and off
did not affect the SNR of the measurements. The laser and associated devices are
placed on a heavy granite plate which is supported by inflated rubber tires to avoid
vibrations in the optics. The free fiber end section in the laser to fiber coupler is
covered to avoid atmospheric vibrations in the gaps in the optical path.
6.3.7 Vacuum Chamber
The vacuum container of the probe should be good enough to retain a very high
vacuum standard for three reasons:
• The better the vacuum the higher the Qc of the cantilever. The friction expe-
rienced by the cantilever drops with a rate that is roughly proportional to the
pressure until the internal motional losses in the cantilever material become the
limiting aspect in cantilever vibration [59].
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Figure 6.14: Effects of the vi-
bration attenuation system on
the high frequency vibration
amplitude of the magnet sup-
port. Upper graph: vibra-
tion isolation disabled, lower
graph: vibration isolation en-
abled. It can be seen that es-
pecially in the frequency range
>50 Hz the attenuation system
decreases the vibration ampli-
tude by several orders of mag-
nitude.
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Figure 6.15: Effects of the vi-
bration attenuation system on
the low frequency vibration am-
plitude of the magnet support.
Upper graph: vibration isola-
tion disabled, lower graph: vi-
bration isolation enabled. It
can be seen that the vibra-
tion amplitude has been de-
creased by one order of magni-
tude at 12.5 Hz up to more than
two orders of magnitude around
47 Hz. The vibration peak
at ≈2.7 Hz in the lower graph
stems from vibrations due to
the resonance frequency of the
isolation system.
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• The RF field is generated by a significant amount of RF current that runs
through a very thin wire. The resistance of the wire to this current may be
significant at higher frequencies, which means that rather large voltage drop
occurs over a very small spatial region. If the mean free path of the molecules is
comparable to the length scale in which the voltage drop occurs there is a very
efficient means for ionization and thus arcing may occur. If the mean free path
is much larger than the size of the coil this problem disappears
• The acoustical vibrations in the laboratory can not transmit through vacuum
which means that acoustical properties of the vibration isolation depend heavily
on the quality of the vacuum.
There are various commercial vacuum feedthroughs for the control lines and the RF
in and output. The fiber vacuum feedthrough is based on the teflon feedthrough
described by Abraham and Cornell [2]. The advantage of this feedthrough is that
additional fiber can easily be fed through when repetitive cleaving has rendered the
remaining end too short. The feedthrough has been extensively tested using a helium
mass spectrometer based leak detector, finding no significant leakage.
The vacuum hull is made from aluminum since the stainless steel alternative is very
heavy and turns slightly magnetic on machining. The hull is sealed on the top side
with a compressed O-ring construction which did, in practice, limit the vacuum sta-
bility. On the bottom side the hull is pressed to a flange using another O-ring con-
struction.
Pumping was performed using a Balzer turbo molecular pump. The pump rate and
leakage compensated at a pressure of ≈ 1.0 · 10−6 mbar. For long term stability the
pump could not be switched off. An ethanol test of all the seals and feedthroughs did
not show any significant leakage. The vibration of the pump introduced a significant
motion of the cantilever. The vibrational modes of the pump are, however, mostly
limited to well resolved spurious spectral components in the low frequency part of the
cantilever vibration spectra. Unfortunately, there is one very strong mode at 1500 Hz,
emanating from the rotation of the turbo pump. As a consequence the vibration of
the cantilever is too large to perform very high (< 20 nm) resolution scans. As long
as the cantilever eigenfrequency was sufficiently far off the pump vibrational modes
the SNR of the measurement was not visibly affected by the vibrations. Optionally,
in case the pump induced vibration of the cantilever causes problems, one can use a
cryo pump to maintain the vacuum, or slow down the turbo pump in order to shift
the vibrational modes to lower frequency.
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Figure 6.16: Various hardware components and associated basic wiring diagram. All
elements discussed in the previous sections have been omitted for clarity. The numbers
next to the wires indicate the connections following: (1) IEEE488.2 cable, (2) Refer-
ence clock, (3) Set frequency byte, (4) Acquisition trigger, (5) Waveform generation
trigger, (6) Modulated RF wave, (7) Local oscillator, (8) Low power RF, (9) XYZ
piezo control, (A) Cantilever signal, (B) High power RF.
6.3.8 Additional Hardware
A basic MRFM hardware and wiring diagram is shown in Fig. 6.16. It must be
stressed that the layout as shown here just contains the bare essentials, eventual
feedback and monitoring modules, as have been described earlier, have been omitted
from this discussion.
The Lock-in amplifier performs the data acquisition and controls the position of
the field gradient source. It is directly controlled from the PC via an IEEE488.2
(GPIB) interface.
Digital triggers, clocks and patterns are generated using a PC based multipur-
pose I/O card [39]. This card is also used to perform noise analysis of the
cantilever signal, DC-feedback for fringe centering of the fiber interferometer
and measurement of several cantilever properties, however, these features have
been omitted from the schematic depicted in Fig. 6.16 for reasons of clarity.
Digital frequency synthesis is performed using a PTS200 or equivalent frequency
synthesizer of which the parts that generate frequencies below 1 MHz have been
removed. The frequency setting is software controlled from the PC via the
digital output of the multipurpose I/O interface.
The waveform generator is as described in Sect. 3.3.1. The waveform is generated
by mixing the signal from an arbitrary waveform generator [38] with the digitally
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synthesized reference frequency using an active RF mixer/multiplier based on
an AD834 Analog Devices chip. Finally this RF signal is filtered and amplified
to achieve the desired power level.
For a more extensive description of the hardware and associated wiring diagrams refer
to appendix A.2.
6.4 Radio frequency waveform purity aspects
A spin system is sensitive to RF irradiation around the Larmor resonance frequency
for the particular species of spins. The time evolution of the spin system depends
on the effective Hamiltonian during the process, which, in case of CW irradiation
is mainly governed by the RF radiation. Assume that we would like to perform a
spin lock of the magnetization along some arbitrary axis. The spins are at t = t0
aligned with the effective Hamiltonian and eventual transversal components have all
decayed with T2ρ. Suppose now that, due to some external effect, the carrier frequency
suddenly jumps in a time dt from frequency ω0 to ω0 + dω. Then this process may
be assigned an adiabaticity parameter given by:
A = ω21
(
d∆ω
dt
)−1
. (6.12)
Several situations may occur, depending on the value of A.
A ≥ 5: The process is completely adiabatic, the spins will follow the effective field
without losing any coherence.
0.2 < A < 5: The adiabaticity is in the intermediate regime, part of the spins follow
the effective field vector while some transversal coherences are generated, which
subsequently start a decay with T ∗2ρ.
A < 0.2: The process is completely sudden, the spins will not be affected by the
frequency jump and remain in the initial t = t0 situation, starting a precession
around the new effective field vector.
A short jump back and forth in the irradiation frequency can also be described as a
short jump in the accumulated phase φ of the RF wave, otherwise known as the phase-
noise of the RF irradiation. Hence, depending on the ratio of ω21 to the instantaneous
rate of change of the phase (∂2φ/∂t2) the magnetization loses some coherence.
Phase-noise is an aspect of radio frequency waves which can not easily be measured
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using conventional electronics. It can, however, very well be determined experimen-
tally using NMR on substances with extremely long T1ρ like e.g. water or ammonium
sulfate ((NH4)2SO4), for which T1ρ ≈ T1. It is then relatively straightforward to
determine T1 and verify this value with the apparent values of T1ρ and T
∗
1ρ for various
different RF implementations at fixed RF field strengths.
In the course of this verification process we found that T1ρ and especially T
∗
1ρ are
very sensitivity to the type of implementation used. In fact, we found that the values
of these parameters were more related to the RF implementation chosen than to the
physics of the spin lattice relaxation involved.
In contrast to previously published MRFM designs that used analog voltage con-
trolled oscillator (VCO) based devices for frequency generation we have implemented
a digital approach. For digital frequency generation two methods are generally used.
• The first utilizes the principle of Direct Digital Synthesis [20] (DDS) in which
the output levels are read from a waveform memory containing one period of
a sine wave. The frequency of the output wave is determined by the speed
and step size with which the memory elements are read. Varying the average
step size is the usual method of controlling the frequency modulation in such a
system. The DDS is used in most commercial NMR spectrometers since it can
switch phases and frequencies very fast.
• The second method is based on the principle of arbitrary waveform generation.
In that case the desired waveform is calculated in discrete steps based on the
clock speed of the device. This waveform is then stored in memory and read
out point by point when needed.
Since in the FAP detection method the RF field is on during the entire experiment,
the spin system will be very sensitive to inaccuracies that cause rapid (i.e. non adia-
batic) changes in the phase or frequency of the RF field. We tested this instrumental
effect with several NMR reference experiments and found that the T1ρ relaxation rate
determined with a commercial spectrometer (CMX Infinity) utilizing a DDS system
may deviate by as much as an order of magnitude from the values determined with
RF devices based on analog implementations. Of course this error can become even
worse if the RF field is swept. In fact we found that the effective relaxation time T ∗1ρ
can become much smaller than the T1ρ lower bound. At room temperature we found
that using a field of 40 kHz with the CMX Infinity we could not obtain a lock time
higher than 1.1 s on (NH4)2SO4. In order to obtain a lock time that is as high as pos-
sible we found that the phase noise specifications of the RF generator are very strict.
Even after minimization of all noise sources and inserting some additional filtering
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to narrow the irradiation band we were not able to obtain values higher than 2.8 s
using the CMX as frequency source. For reference, our sweep generator based on the
arbitrary waveform generator could lock the magnetization over a 3.4 s period under
the same conditions. Once all DDS and non-linear multipliers were removed from
the spectrometer, lock times of 3.3 s could be obtained with the commercial unit, of
course at the price of a severely reduced flexibility.
Phase noise in digital devices is usually due to counting results (e.g. a 16 bit
accumulator reading a 1024 element 8 bit sine lookup table in a DDS system). As
a consequence, apart from numerous spurious spectral components in the higher fre-
quency range, the phase noise of a DDS system roughly obeys a two sided exponential
distribution of which the standard deviation depends on the origin of the noise pro-
cess. In MRFM, the spin system is most sensitive to phase noise components in the
spectral region spanning from ≈ ω0±ω1 to approximately twice the selected detection
slice thickness, which clearly interferes with the DDS phase noise specifications.
In practice we found that, in order to obtain a reliable spin-lock over a consider-
able amount of time, if possible, we have to avoid the use of devices that are based on
non-linear RF wave multiplication (double balanced mixers, amplifier/limiter com-
binations, overtone generators etc.). Furthermore, all RF sources should be derived
from their own reference clock, therewith avoiding the increase of phase noise through
direct multiplication. Finally, digital waveform generation should be performed with
the smallest amount of round-off error possible. This means that, although DDS’s
might well be used for generating a fixed reference source, all frequency and amplitude
modulating RF sources should be generated using other digital means. The use of
an arbitrary waveform generator for that purpose was found to be the best suitable
digital solution.
Because of the finite speed of the update clock with which the waveform is generated
the frequency is limited by the Nyquist theorem. Consequently the range over which
the frequency may be swept is not infinitely large. This limits the maximum range
over which the spin populations can be effectively swept by means of the DFS or the
single frequency sweep. Hence, it may occur that nuclei experiencing a very large
quadrupolar coupling can be swept over only a limited number of satellites.
6.4.1 Wave generation conclusions
Digital implementations of (modulated) RF wave generation proved to be especially
prone to phase noise, therewith severely limiting the effective duration of the spin-lock
and the efficiency of the MRFM detection. This feature was found to stem mainly
134 CHAPTER 6.
from the use of Direct Digital Synthesis (DDS) devices for RF generation which are
well known for their rather poor phase noise specifications. Furthermore, waveform
multiplication using overtone generators also proved an important contributor to the
degradation of the spin-lock. Finally, it was found that even linear multiplication of
two RF signals emanating from the same reference clock (often used for frequency
doubling) could severely degrade system performance. This is due to the fact that
the phase noise doubles for every order of the multiplication.
Chapter 7
Mechanically detected proton
magnetic resonance1
7.1 Theory
7.1.1 Signal detection
As already stated in Chapter 5, the MRFM method depends on the detection of the
force on a spin system in an inhomogeneous magnetic field B0. The force F(t) on a
sample is given by:
F(t) =
∫
V
∇B ·m(t)dV (7.1)
Here ∇B is the magnetic field gradient strength and m(t) the time dependent sample
magnetization in the volume V . The detection sensitivity may be enhanced by mod-
ulating the magnetization in a periodical manner that coincides with the mechanical
resonance frequency of the cantilever. Periodic modulation of the magnetization can
be achieved in several ways. Two methods are commonly used; the first is to satu-
rate the spin system repeatedly, thereby effectively nullifying the magnetization and
allowing it to build up again by spin-lattice (T1) relaxation. This method is mostly
used in ESR where spin-lattice relaxation times are often in the microsecond range.
This method is generally impractical in NMR where the T1 values are very often in
1published in Phys. Chem. Chem. Phys. [83] as: Mechanical detection of NMR. Advantages of
a digital approach
R. Verhagen, C. W. Hilbers, A. P. M. Kentgens, L. Lenci, R. Groeneveld, A. Wittlin, H. van Kempen
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the order of hundreds of milliseconds to several seconds. The second method of mod-
ulation is based on so-called Fast Adiabatic Passages [1] (FAP) that can be used to
continuously invert the magnetization. This is done by locking the spins along the
axis of the static (B0) field (i.e. irradiating far off-resonance) and then sweeping the
RF field in a repetitive fashion through the Larmor resonance condition (ω0 = γB0)
while keeping the spins locked to the effective field. Empirical observations show that
in order to maintain a spin-lock during the entire sweep period of several seconds,
the sweep rate in the rotating frame, d∆ωdt , has to be slow with respect to the preces-
sion rate ωeff of the magnetization vector around the effective field axis. This rate of
precession is given by:
ωeff =
√
ω21 +∆ω
2 (7.2)
in which ω1 is the RF field strength (ω1 = γB1) induced by the RF coil and ∆ω =
(ω−ω0) is the resonance offset of the RF field. The so-called adiabaticity [1] parameter
A is given by:
A = ω2eff
(
d∆ω
dt
)−1
(7.3)
The adiabatic theorem states that the density matrix remains parallel to the Hamil-
tonian if changes in the latter occur extremely slow i.e. A → ∞. In practice A can
be as low as 1 in various experiments where long term spin-lock is not important such
as single passage experiments. In the present case we want to maintain a spin-lock
for a great number of adiabatic passages, which can only be achieved for A À 1.
The use of the field gradient enables one to obtain slice-selective measurements of the
sample magnetization. This slice selective feature of the method may be obtained
by performing cyclic adiabatic inversion of only a fraction of the spins in the sample.
This may for instance be performed by using linear triangular frequency sweeps over
a limited frequency range according to:
ω(t) = ωcent +Ωs · triangle(fc · t) (7.4)
Here fc is the cantilever resonance frequency, ωcent is the Larmor frequency of the
spins in the centre of the selected sample slice and Ωs is the sweep amplitude (i.e. the
maximum frequency offset from resonance). The detection sensitivity of the method
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then becomes slice selective with a sensitivity profile given by:
s(∆ω) ' cos
(
arctan
(
ω1
Ωs −∆ω
))
+ cos
(
arctan
(
ω1
Ωs +∆ω
))
(7.5)
where ∆ω is the frequency offset of the spins from those at the centre of the slice.
The selected sample slice thickness is given by 2Ωsγ∇B . Linear sweeps have been chosen
in order to maintain the same adiabaticity profile for all spins in the selected sample
slice.
7.1.2 Nutation experiments
The RF field strength ω1 used in NMR experiments can be measured using a so-called
nutation experiment. [47, 65, 43] In such a measurement the detection sequence is
preceded by a short on-resonance (ω = ω0) RF pulse. In MRFM the resonance
condition is spread over a broad range of frequencies and therefore every spin will
experience a different effective field. [85] The magnetization during the pulse will
precess around the effective field axis which is different for every group of spins. The
angle of precession of the magnetization of a group of spins with respect to the z-axis
is given by θ = arctan( ω1∆ω ). The precession rate is given by the effective field strength
according to Eq. 7.2. This results in a z-magnetization profile depending on the RF
field strength and the pulse duration t. This dependence is given by:
mz(t)
m0
= cos2(θ) + cos(ωefft) sin
2(θ) (7.6)
As an example the simulated z-magnetization of a perfectly homogeneous sample
undergoing a square RF pulse is shown in Fig. 7.1, for 900, 1800, 2700 and 3600 pulses
using a 50 kHz RF field. The magnetization as detected by MRFM using the FAP
method will be the weighted integral over a selected part of the magnetization profile
in the sample. For increasing pulse duration times τ the detected signal amplitude
will show a behaviour somewhat resembling a damped cosine. Assuming perfect
homogeneity of both the spin density and the RF field strength across the selected
section of the sample, the resulting curve will show a damped cosine with a period
given by the reciprocal of the RF field strength. The damping constant has no simple
physical meaning since it depends on RF field strength/homogeneity, sweep width,
spin density distribution and homogeneous line width of the sample.
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Figure 7.1: Pulse profiles of perfect square pulses with excitation angles of multiples
of 900 with an RF field strength of 50 kHz.
7.1.3 Relaxation measurements
Measurement of relaxation times may be performed to extract for instance information
about the molecular mobility of a sample. In NMR two methods are commonly used
to determine the spin-lattice relaxation time T1:
Inversion Recovery in which the spin-population difference is inverted and followed
by a recovery time τ prior to detection. The detected z-magnetization is given by the
expression:
mz(τ) = m0(1− 2NRF e−
τ
T1 ) (7.7)
in which NRF takes incomplete inversion into account. This parameter should ideally
be equal to 1. In case of perfect inversion of the thermal equilibrium magnetization
this expression contains two parameters.
Saturation Recovery in which the spin system is saturated and allowed to recover
for a certain time τ before the magnetization is measured. This type of sequence is
frequently used in NMR since its accuracy does not depend on the accuracy of the
thermal equilibrium state of the magnetization at the beginning of the experiment.
The advantage of using saturation recovery over inversion recovery is the fact that
saturation is a well defined state that may be rapidly imposed on the sample whereas
real thermal equilibrium of all spin transitions, as needed in the inversion recovery
method, only occurs after a very long relaxation period. In particular if multiple
spin transitions with strongly differing T1 occur, the prerequisite to establish thermal
equilibrium in inversion recovery experiments is easily violated, rendering the result-
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ing T1 values inaccurate. The saturation recovery method does not depend on the
history of irradiation, avoiding long relaxation delays between measurements. The
z-magnetization for this method is given by the expression:
mz(τ) = m0 + (mb −m0)e−
τ
T1 (7.8)
where mb is the magnetization immediately following the saturation (ideally 0). In
case of perfect saturation the mb parameter may be omitted from this expression and
it then also contains two parameters.
Since in MRFM the Larmor frequencies of the spins are spread over a broad range
due to the strong field gradient, achieving complete simultaneous saturation over a
large range of frequencies (i.e. over the complete sample volume) is necessary in
order to perform a correct estimation of the T1 values present in the sample. This
type of broadband saturation can be performed easily using a noise based irradiation
sequence. In such a sequence saturation of all spin transitions is brought about by
irradiation with an RF field with a rapidly (i.e. non-adiabatic) fluctuating frequency.
Using digital waveform generation methods makes it possible to switch frequencies at
will within one clock cycle. This makes it possible to saturate the entire sample by
irradiation with randomly switching frequencies. Digital control of the radio frequency
wave allows accurate setting of the bandwidth of the saturation so it may be brought
about with only a limited amount of power. This type of sequence therefore serves as
an example of the advantages of a broadband digital controlled RF system.
7.1.4 Magnetization decay
The magnetization that is locked to the effective field axis will decay to an equilibrium
with a time constant denoted as T ∗1ρ. [73] If the effective field axis is perpendicular to
the static magnetic field, i.e. when the spin system is irradiated on-resonance, T ∗1ρ is
equal to the T1ρ, which is the rotating frame spin-lattice relaxation time. If the field
axis almost coincides with the main magnetic field, i.e. the spin system is irradiated
far off-resonance, T ∗1ρ will be almost equal to T1. When the irradiation frequency is
modulated the magnetization is swept through different orientations. This causes the
magnetization to decay with an effective relaxation rate that is some weighted average
of T1 and T1ρ. Its value will therefore be larger than T1ρ and obviously be smaller
than T1. In order to be able to calculate the expected value of this apparent relaxation
time we model the selected sample slice as a one-dimensional slice, weighted by the
detection sensitivity function of the FAP method given by Eq. 7.5. The magnetization
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decay during off-resonance irradiation may be modeled by: [73]
dm
dt
=
1
T ∗1ρ
(meq −m) (7.9a)
1
T ∗1ρ
=
∆ω2/T1 + ω
2
1/T1ρ
ω2eff
(7.9b)
meq = m0
∆ω
ωeff
T ∗1ρ
T1
= m0
ωeff∆ω/T1
∆ω2/T1 + ω21/T1ρ
(7.9c)
in which we ignored any local field interactions. Rigorous mathematical evaluation of
this model in the case of a time dependent ∆ω as in the context of MRFM proves to
be rather difficult. Therefore we used computer simulations to evaluate the effects.
The signal f(t) that is detected using MRFM may be described by:
f(t) = F (t) ∗ h(t) =
∫ ∞
−∞
F (τ)h(t− τ)dτ (7.10)
where h(t) is the impulse response of the cantilever/Lock-In amplifier combination
and F (t) is the actual force signal. The response h(t) may be derived from the fact
that it is the derivative with respect to t of the unit-step response of the system. And
is given by: [58]
h(t) =
exp(− tc )
c
with c = Tlock +
Qc
pifc
(7.11)
in which Tlock is the Lock-In time constant and Qc is the cantilever resonant quality
factor. Assuming an exponential decay for the magnetization (with characteristic time
T1ρMRFM taking the time dependence of ∆ω and possible instrumental contributions
into account) and an eventual bias due to heat effects from the irradiation, the model
describing the signal is given by:
f(t) = F (0)
exp(−tc )− exp( −tT1ρMRFM )
( 1T1ρMRFM
− 1c )
+ b · c · (1− exp(−t
c
)) (7.12)
The right-hand term takes potential spurious forces b on the cantilever into account.
Using this equation the T1ρMRFM may be obtained by a non-linear fitting algorithm,
taking fc, Qc and Tc as predetermined constants.
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7.2 Experimental setup
The experimental setup follows the general interferometric setup used by Rugar et
al. [63, 62]. A sample is mounted on the tip of an AFM cantilever, which is illuminated
with a laser beam emanating from an optic fiber. The interference of the beam
reflected from the cantilever back into the fiber with the beam reflected from the
fiber tip is a measure for the distance between the cantilever and the tip of the fiber.
As field gradient source an iron cylinder is used which is held at a constant distance
from the sample. It consists of an ordinary iron nail of diameter 2.75 mm and length
3.2 mm, glued in an aluminum holder. The nail was annealed prior to being used as a
gradient source. The gradient field generated by such an iron particle depends on the
saturation magnetization, being around 1.6 T for the iron used in this experiment.
The exact gradient strength has not been determined although based on the field
increase of 13 MHz and the approximated distance between sample and gradient
(1.1±0.15 mm) the gradient strength can be estimated to be between 300 T/m and
320 T/m, corresponding to a saturation magnetization between 1.4 T and 2 T.
The entire probe including a vacuum chamber can be mounted in any wide bore
superconducting magnet. The RF setup is based on a transmission line approach
which has the advantage that tuning of the RF response can be done outside the
vacuum chamber.
The waveform generation is performed by a PC based arbitrary waveform generator
DAQArb PCI5411 from National Instruments. The output signal of the DAQArb,
centered around a 14 MHz carrier wave, is fed into a digital frequency synthesizer
(PTS 1000) to be converted to any arbitrary frequency between 1 and 1000 MHz
without the need for any additional filtering.
All measurements were performed on an Oxford Instruments 180 MHz (≈4.2 T)
ultra wide bore magnet. The sample used was a particle of ≈70×70×200 µm of
(NH4)2SO4, which was glued to the tip of a Park Instruments cantilever using H77
glue utilizing a hair as a tool. The sample size corresponded approximately to 1017
spins. The loaded cantilever frequency fc was 399.8 Hz under ambient pressure. Mea-
surements to determine the quality factor of the cantilever yielded a value for the Qc
of 85± 5 which is a reasonable accuracy given the average precision of the measure-
ment methods. Using Eq. 5.39 with the value for fc determined by experiments and
the value for the cantilever spring constant given in the cantilever data sheets, the
resonant RMS thermal noise amplitude (
√
Su) at room temperature was found to be
2.4 A˚/
√
Hz.
All measurements were performed under ambient pressure and at room temperature.
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The Lock-In amplifier time constant was set to 1 s with a filter slope of 6 dB/oct
resulting in an equivalent noise bandwidth of 0.25 Hz. The noise level measured with
the Lock-In amplifier proved to be somewhat higher than the thermal noise limit
under these conditions. This was due to acoustic noise in the room and vibrations
in the building that couple to acoustical modes in the probe and magnet. When the
system was evacuated the measured noise value concurred with the calculations of
the thermal noise limit.
”Regular” NMR characterization of the (NH4)2SO4 sample was performed using a
commercial NMR spectrometer (CMX Infinity). In order to be able to use the same
RF generation setup for excitation and test purposes as is used in the MRFM setup
a Bruker BFX-5 switching amplifier was used in the high-power output line of the
CMX Infinity. The NMR experiments were all performed in a 5 mm static Goniometer
NMR probe.
7.3 Results and discussion
7.3.1 Signal detection
At the start of each acquisition sequence the RF field is switched on at a frequency
2Ωs below ωcent (Eq. 7.4). The frequency is kept constant for a few seconds in order
to avoid transients due to the heating of the cantilever and the optical fiber which
can otherwise obscure the signal. Depending on the experiment a magnetization
preparation sequence is then performed. For the detection of the z-magnetization
the radio frequency is swept linearly from ωcent − 2Ωs to ωcent − Ωs, after which the
modulation given by Eq. 7.4 is performed. The sequence is graphically illustrated in
Fig. 7.2. The preparation stage has been omitted from the measurement so the result
simply represents the detected z-magnetization. The chosen central frequency and
sweep width correspond to a slice of ≈60 µm thickness in the centre of the sample.
The resulting signal is shown in Fig. 7.3. The decay constant T1ρMRFM fitted from this
data using Eq. 7.12 equals 2.76 s.
7.3.2 Nutation experiments
Nutation in MRFM may be implemented by inserting a short on-resonance (i.e. in
the centre of the selected slice) pulse as a preparation stage in Fig. 7.2. Measurements
as a function of the pulse length, using a 2 µs increment, were performed to estimate
the RF field strength for a given slice in the sample. The result, depicted in Fig. 7.4,
shows a damped cosine characterized by a frequency ω1 ≈ 2pi·38 kHz at an input
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Figure 7.3: Basic MRFM detected signal. Experimental parameters used: ωcent =
2pi · 193.4 MHz, Ωs = 400 kHz, fc = 399.8 Hz, ∇B ≈ 300 T/m, ω1 ≈ 2pi · 40 kHz,
Navg = 4.
power of 2.5 W. As predicted, the bias that occurs in this curve is due to the fact that
the detection slice is much broader than the slice that can be excited with a single
pulse. In order to excite the entire detection slice of 800 kHz width, the nutation
pulse should be very short (a few tens of nanoseconds). A 3600 pulse in that time
would then require several MHz (several hundred Gauss) of RF field which cannot be
achieved at present.
7.3.3 Relaxation measurements
Considering the moderate RF fields we have at our disposal and the large offsets at
which the spins resonate, it is clear that it is not possible to saturate the spin transi-
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Figure 7.4: Result of a ω1 field estimation (+) with damped cosine based fit (drawn
line). Ωs = 400 kHz, estimated field strength 2pi · 37.6 kHz.
tion in the entire detection slice by using a sequence of ordinary irradiation pulses as
is common in NMR. Therefore, we introduce a ”noise-based” saturation sequence, i.e.
all spins in a slice are saturated by a train of pulses with randomly varying frequency.
The calculation of this ”noise” is performed by adding a large number of cosines with
arbitrary phase and frequency together and filtering the result in order to limit the
band in which the frequencies occur. The spectral density of the signal as emanating
from the digital synthesizer is shown in Fig. 7.5. In order to test the effectiveness of
the noise based saturation sequence, the preparation stage in Fig. 7.2 is replaced by
the noise irradiation sequence with an increasing duration. The results are shown in
Fig. 7.6. It shows that the magnetization in the detection slice rapidly decays due
to the preparation with the fluctuating RF field. This saturation method may be
implemented in a saturation recovery measurement that can be used to determine
the T1 of the sample. The saturation recovery sequence is obtained by replacing the
preparation stage in Fig. 7.2 with a noise irradiation sequence of several milliseconds
followed by a variable recovery time during which the radio frequency is switched to
a frequency Ωs outside the detection range. The result of this experiment is shown in
Fig. 7.7. Both the figure and the fitted result show that the saturation is complete,
thus the start magnetization mb may eventually be omitted from Eq. 7.8. The T1
obtained from this measurement agrees well with a reference MRFM inversion recov-
ery measurement using an adiabatic inversion sweep as the preparation stage. The
repetition delay of the inversion recovery measurement was set to 25 s in order to
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Figure 7.5: Spectral density plot of the noise based signal as generated by the digital
synthesizer. Central frequency 189 MHz, bandwidth 2 MHz.
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Figure 7.6: Signal amplitude as function of saturation time. Noise bandwidth 2 MHz,
Ωs = 800 kHz.
146 CHAPTER 7.
0 5 10 15 20
Recoverytime/s
0.0
0.5
1.0
1.5
S
ig
n
al
A
m
p
li
tu
d
e/
A
rb
.
U
n
it
s
Figure 7.7: Signal amplitude (+) as function of saturation recovery time with expo-
nential fit (drawn line) T1 = 4.7 s.
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Figure 7.8: Signal amplitude (+) as function of inversion recovery time with expo-
nential fit (drawn line) T1 = 4.8 s.
obtain a relaxation delay > 5T1.
Results obtained with the inversion recovery method are shown in Fig. 7.8. The
correction parameter NRF , as fitted from the data shown in this figure, equals 0.92.
This shows that the inversion state is not as accurately defined as the saturation
state under the given circumstances. Measurements were performed to compare the
values determined with MRFM with those obtained using conventional NMR meth-
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Figure 7.9: T1 of (NH4)2SO4 as a function of temperature (drawn line to guide the
eye), determined with the 5 mm static NMR probe.
ods. Theoretically these values should be identical, although due to the continuous
RF irradiation in MRFM, serious heating of the sample is to be expected. Therefore
the NMR measurements were performed at several different temperatures. Results of
these experiments are shown in Fig. 7.9. There is a clear linear dependence between
the temperature and T1. Assuming the experiment would lead to identical result
using MRFM, the temperature dependence of T1 may act as a thermometer for the
temperature of the sample under study as we will discuss below.
7.3.4 Magnetization decay
Given the temperature dependence of the T1 of the sample as discussed in Sec. 7.3.3, a
temperature dependence of T1ρ should also be considered. Nutation, T1 and T1ρ NMR
experiments were carried out to evaluate the relaxation characteristics of (NH4)2SO4
as a function of temperature. Careful calibration of the NMR probe was performed to
discriminate sample and probe dependent effects. The results are shown in Fig. 7.10.
From the nutation experiment performed with MRFM the field strength ω1 can be
obtained. Since the temperature is known from the T1 measurement the corresponding
in-resonance T1ρ can now be derived graphically.
A saturation recovery T1 measurement was performed with MRFM, resulting in a
value for T1 of ≈ 5.04 ± 0.05 s. Using Fig. 7.9 this would lead to the conclusion
that the sample is at approximately 32 0C. A nutation experiment was performed to
determine the RF field strength, resulting in ω1 ≈ 2pi·42 kHz. From Fig. 7.10 it can
be deduced that the corresponding T1ρ for this set of field-strength and temperature
is approximately 3.2 s. Using the values of ω1, T1 and T1ρ to calculate the expected
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Figure 7.10: Temperature and RF-field dependent T1ρ (in s) of (NH4)2SO4 determined
with the 5 mm static NMR probe.
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Figure 7.11: MRFM reference signal (+) and fit (drawn line) obtained with ω1 ≈
42 kHz, Ωs = 400 kHz, T1 ≈ 5.0 s, T1ρ ≈ 3.2 s.
T1ρMRFM for a detection amplitude Ωs = 2pi·400 kHz and a sweep rate fc of 400 Hz
from equations 7.5 and 7.9 leads to a value for T1ρMRFM of 4.67 s. As a reference
a basic MRFM signal and model fit according to eq. 7.12 is given in Fig. 7.11. The
fitted value for T1ρMRFM equals 4.06 s, which is, though close, clearly not in accordance
with the predicted value of 4.67 s.
Measurements were performed to determine the decay of the magnetization under
spin-lock with a constant (i.e. ∆ω(t) = c) lock field in order to verify that the rapid
decay is not due to violation of the adiabatic condition. The preparation in this
experiment consists of a constant lock field in the centre of the detection slice. The
decay constant determined in this way equals 4.25 s (the model predicts 4.66 s in this
case). Comparing these values with the ones specified above leads to the conclusion
that although the RF generation is very pure there still is a minor additional decay
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of the magnetization under spin-lock probably caused by phase-noise.
7.4 Conclusions
The promising method of mechanically detected NMR has been demonstrated here
with the use of only digital devices for RF field generation. The method has already
shown that at ambient conditions reasonable data can be obtained from an amount
of spins comparable to the detection limit (1017 spins) of conventional inductively
detected NMR.
It has been difficult to obtain very high phase accuracy from digital sweep devices
which are usually based on frequency stepped adiabatic excitation [77] using DDS
systems. This type of system is also commonly used in modern digital synthesiz-
ers and other spectrometer modules. The problems with regard to sensitivity of the
spin system to the purity of the RF wave is mainly caused by the conflict between
narrow-band filtering of the RF, in order to reduce the phase noise, and the need for a
broadband excitation characteristic which is often desired in digital NMR systems. In
setups based on analog devices this is not a problem since these make use of a voltage
controlled oscillator which is by nature a narrow-band system. The advantage of such
a system is that both the bandpass filter and the irradiation frequency are swept by
applying a control voltage on the input, effectively combining the need for a broad
excitation range with a narrow irradiation bandwidth. Recent advances in computer
hardware have rendered the DDS system obsolete in this type of application. One
advantage of eliminating the DDS is the reduction of the amount of round-off (phase)
errors that occur at every step of the waveform generation. In our setup we used a PC
based arbitrary waveform generator capable of producing up to 200 ms of full speed
(40 MS/s) waveform generation with 12 bits of output precision. The measured decay
times approach the theoretical values although there still is a minor influence of sys-
tem imperfections. Using this system we are capable of matching the performance of
a near-analog system with respect to phase noise while maintaining the advantages of
a completely broadband behaviour as well as digital accuracy, speed and versatility.
The use of digital devices increases the applicability in both spectroscopy and mi-
croscopy since it allows implementation of a wide variety of pulse programs, adding
to the versatility of the method. In this way existing pulse schemes from magnetic
resonance imaging and regular NMR spectroscopy can easily be integrated with the
mechanical detection scheme. In our view this approach will lead to useful implemen-
tation of MRFM in the study of relevant materials in chemistry and physics.
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Chapter 8
MRFM-imaging and localized
spectroscopy of quadrupolar
spin systems1
Magnetic Resonance Force Microscopy (MRFM) is a method that employs techniques
derived from Atomic Force Microscopy (AFM) and Nuclear Magnetic Resonance
(NMR) to obtain spatially resolved information of spin densities in solids. Enhance-
ment of the sensitivity of Magnetic Resonance Force Microscopy allowes the extension
of the technique to observe half-integer quadrupolar nuclei. This is demonstrated for
various different compounds and nuclei with different spin numbers. The possibility
to obtain spatially localized spectral information through the quadrupole interaction
is implemented using nutation NMR. This enables us to super-impose a contrast func-
tion on the image of materials depending on their local lattice structure. This opens
up new possibilities for both surface and sub-surface studies in materials chemistry.
Using half-integer (I > 12 ) quadrupolar nuclei we extend the possibilities of MRFM
to measure the quadrupole coupling constant.
1Parts published in J. Amer. Chem. Soc. [84] as: Spatially Resolved Spectroscopy and Struc-
turally Encoded Imaging by Magnetic Resonance Force Microscopy of Quadrupolar Spin Systems
R. Verhagen, A. Wittlin, C. W. Hilbers, H. van Kempen, A. P. M. Kentgens
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8.1 Introduction
Magnetic Resonance Force Microscopy (MRFM) has been under development by
several groups attempting to overcome the inherent sensitivity problems of con-
ventional, inductive NMR to reach a sensitivity allowing the detection of a single
spin [69, 63, 64, 91]. The use of strong magnetic field gradients makes it possible to
perform measurements in a spatially resolved manner in µm-sized particles [92, 93].
However, this limits the possibility to exploit the technique spectroscopically because
the presence of the static field gradient severely compromises the spectral resolution.
In this chapter we first show that, through the use of NMR pulse methods applied to
quadrupolar nuclei with half-integer spins I, other than I = 12 , local structural infor-
mation at the atomic level can be obtained. We then go on to demonstrate that this
approach is also capable of performing spatially localized spectroscopy and imaging
with contrast based on the local coordination of the nucleus in the lattice.
As discussed in Chapter 2, by far the most elements in the periodic table are car-
riers of half-integer nuclear spin I > 12 . Consequently, suitable experimental analysis
methods for materials containing these types of spins are vital in the research to-
wards new and improved materials, new types of catalysts, and improved production
methods. In the recent years many new NMR methods, especially for the solid state,
have been introduced that focus on these types of spin systems. NMR is a technique
that is especially suitable for material analysis because of its sensitivity to the local
structure of the nuclear system, providing a means to probe several material aspects
on a molecular scale. Because of the sensitivity to local aspects of spin system the
method is not only sensitive to long range order (such as in crystals) but can also be
used for amorphous materials such as glasses in which only short range order exist.
The NMR technique is based on the interaction of a nuclear spin with an exter-
nal magnetic field B0. The magnetic quantum number m = −I,−I + 1, .., I results
in energies Em = −γ~mB0 for the different eigenstates of the spin system in the
magnetic field. This difference in energy leads to a difference in population between
the energy levels, resulting in a macroscopic magnetization. The Larmor resonance
condition of a single quantum transition (m → m ± 1) is given by the energy differ-
ence ∆E = ~ω0 = −γ~B0. In absence of additional spin interactions the states are
equidistant resulting in a single spectral line at angular frequency ω0. However, for
quadrupolar nuclei the charge distribution of the nucleus is non-spherical so that the
charge of the nucleus interacts with the electric field gradient created by neighboring
charges in the lattice. The resulting quadrupole interaction shifts the various spin
states, resulting in transition frequency differences proportional to ΩQ, determined
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Figure 8.1: Quadrupolar nucleus in different coordinations of the surrounding charges
and the resulting relative quadrupole coupling constants, adapted from [46].
by the maximum quadrupole frequency ωQ = 2pi
3Cqcc
2I(I−1) , the asymmetry parameter η
and the polar angles θ and φ, which characterize the orientation of the principal axis
system of the electric field gradient tensor with respect to the external magnetic field.
Here Cqcc is the quadrupole coupling constant, which depends on the lattice prop-
erties (Fig. 8.1). A spin I has 2I single quantum transitions and thus 2I observable
spectral lines [1].
Because the electric field gradient is a local effect caused by the distribution of
neighboring charges, the quadrupolar nucleus acts as a probe for its local environ-
ment [18, 61, 31, 46] (see Fig. 8.1), i.e. via the quadrupole coupling one can derive
structural information about the lattice. For instance, due to the perfect symmetry
of the charge distributions surrounding a nucleus in a cubic lattice it experiences no
external electric field gradient and will therefore not be exposed to a quadrupole in-
teraction. On the other hand, lattices that have very low symmetry in their local
charge distributions will lead to large quadrupole couplings. Also, symmetric lat-
tices in which small concentrations of impurities have been introduced will, due to
small local lattice deformations, exhibit a non-zero quadrupole coupling, which can
for instance lead to estimates of local dopant concentrations [76].
8.2 Experimental
All measurements presented in this and the following sections have been performed
using the following parameters:
The cantilever used in the experiments is made from amorphous silicon nitride and
has a spring constant kc=0.01±0.005 N/m and an unloaded resonance frequency
fc ≈ 7±1 kHz (Park Instruments lever C). The cantilever is ∆ shaped, uncoated,
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≈ 600 ± 100 nm thick and 320 µm long. The surface area at the tip was large
enough to accommodate for the sample and the laser detection spot.
Vacuum (≈ 2 · 10−6 mbar). The cantilever response quality Qc in vacuum varies
between 10000 and 20000 and was actively broadened by motional feedback
using piezo electric actuation at the cantilever base.
The transmission line RF construction described in Sect. 6.3.3 was used in or-
der to be able to scan a broad range of frequencies without the need to re-tune
the coil.
The coil was manually constructed using 4 turns of 50 µm isolated copper wire,
closely wound on a 200 µm diameter drill. The CW power through the coil never
exceeded 12.5 W in order to avoid overheating the coil construction. Pulsed RF
power in some cases well exceeded 1000 W.
The interferometer detection system limited the detection sensitivity to <1 pm
2
Hz .
This prevented reduction of the cantilever controlled quality factor to values
smaller than ≈10. As a consequence the modulation of the magnetization has
to be performed well within a bandwidth of fc/Qc from the cantilever resonance
frequency fc. As a result the relatively high rate of modulation puts a very
stringent limit on the detectable slice thickness due to the adiabatic condition
given by Eq. 5.47.
The imaging experiments presented in this chapter have been performed by stepping
the RF detection frequency instead of stepping the gradient source. This in order to
avoid problems with repositioning of the gradient source due to hysteresis of the piezo
elements.
The Tlock values are always selected in order to obtain the best SNR in the time
domain, i.e. Tlock ≈ T ∗1ρ. The sampling dwell time was chosen as a fraction of this
value. This in order to clearly describe the response curve but to avoid flooding the
acquisition system with an unnecessary and over-redundant amount of data.
8.3 Feasibility studies of MRFM in various research
fields
As can be seen from table 8.1 the direct detection of nuclei with higher spin quantum
number suffers, apart from the smaller polarization related to γ2, from a loss of
intensity due to the fact that only a fraction of the population density difference is
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Spin quantum
number
Cubic crystal
ΩQ = 0
Fictitious spin-1/2 approximation
Basic DFS enhanced sgl. sweep
I = 1/2 1 1 1 1
I = 3/2 5 1/2 3/2 1
I = 5/2 35/3 1/3 5/3 1
I = 7/2 21 1/4 7/4 1
I = 9/2 33 1/5 9/5 1
Table 8.1: For convenience this table has been repeated from Sect. 5.2.1. Quantum
number dependent relative intensities (normalized to the intensity obtained from an
I = 12 system) of the MRFM experiment on various single crystal (quadrupolar) spin
systems using several different kinds of approaches to prepare the initial state of the
density matrix. It can be seen that for systems with quadrupole coupling ΩQ 6= 0 the
DFS prepared initial state gives the highest intensity, whereas the spin temperature
cycled single frequency sweep over all satellite transitions leads to an average intensity
that is independent of the spin number.
actually associated with the detected state (see Eq. 5.5). In the worst case scenario we
may be dealing with a very asymmetric distribution of charges in the crystal structure,
leading to very strong quadrupole coupling. In that case, due to the finite range over
which the RF field may be modulated, it may be impossible to sweep the satellite
transitions in order to increase the polarization and we end up with an intensity that
is I + 12 times smaller than for a spin
1
2 at the same frequency. For comparison, if
we would like to detect equal spin densities of 93Nb (I = 92 ) and
13C (I = 12 ), which
are at approximately the same frequency, the average intensity of a symmetrically
coordinated niobium nucleus would be 33 times higher than the carbon (in fact the
signal is stronger than that of a proton sample with similar spin density) whereas for
a crystal with very high quadrupole coupling the Niobium intensity would be 5 times
lower than that of the carbon. This also means that local distortions in the cubic
symmetry of the niobium crystal would immediately lead to a very strong contrast in
the MRFM image, the regions with cubic symmetry being 165 times higher intensity
than the distorted regions. MRFM imaging of quadrupolar nuclei may thus provide
a very powerful tool to obtain insight into localized structural aspects of various
materials provided we are able to achieve the necessary sensitivity. To obtain some
insight as to what signal behaviour we expect using the MRFM setup described, we
evaluate the following examples.
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Figure 8.2: Time domain evolution of the MRFM signal of a micrometer-sized crystal
of NaCl under the influence of multiple fast adiabatic passages.
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Figure 8.3: MRFM signal of a small cluster of NaNO2 crystallites using 16 averages.
Due to the highly asymmetric coordination of the sodium ions the nucleus experiences
a strong quadrupole coupling. As a consequence the detected intensity of the central
transitions is significantly lower than for a similar amount of 23Na spins in NaCl.
8.3.1 Sodium in various inorganic salts
In order to show the applicability of the MRFM method on nuclei with lower γ we
have performed MRFM on various inorganic sodium salts. We show that, despite
the inherent loss of signal intensity associated with the γ related reduction of the
magnetization by a factor of ≈16 compared to 1H, we are able to obtain an MRFM
signal of 23Na in the cubic NaCl structure (Fig. 8.2). Table 8.1 shows that due to the
fact that the sodium in this compound does not experience a quadrupole coupling the
signal intensity increases by a factor of 5 compared to a fictitious spin 12 system with
similar γ, making the detection feasible even at environmental conditions. In vacuum
sodium can also be detected in other compounds such as e.g. NaNO2. However,
measurement of this particular material proved particularly involved due to the fact
that NaNO2 single crystals have a preferred direction of alignment with respect to the
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←∆ω 0
m=-1/2→1/2
m=1/2→3/2m=-3/2→-1/2
ΩQ ΩQ
Figure 8.4: Theoretical single crystal NMR lineshape of 23Na ions, occupying a single
crystallographic site and experiencing a quadrupole coupling given by the angular
dependent quadrupole frequency ΩQ.
external magnetic field. This sometimes causes bending of the cantilever due to the
exerted static torque. To overcome this effect we have used a small cluster of single
crystals, therewith effectively reducing the torque effect. The resulting signal of the
central transition is shown in Fig. 8.3.
In the previous examples we were dealing with samples that either have zero
quadrupole coupling or have a distribution of quadrupole couplings through the sam-
ple. As a consequence we could not observe any satellite transitions since these are
smeared out over the entire ωQ spectral region. However, if we are dealing with a
homogeneous crystal with a non-zero quadrupole coupling of the nucleus of interest
we can observe very clear evidence of the quadrupolar nature of the structure. If
the 23Na occupies a single site in the lattice the single crystal NMR spectrum con-
sists of three lines, separated by the angular dependent quadrupole frequency ΩQ (cf.
Fig. 4.2a and Fig. 8.4). If the splitting of the spectral lines due to the quadrupole
coupling is very large the MRFM image of a single crystal (I = 32 ) will result in an
image with 2I − 1 quadrupole ”ghost” images caused by the satellite transitions [11].
Therefore, the appearance of these ghosts and their position already gives information
about the structure of the crystal. To demonstrate that we can directly measure the
quadrupole coupling we used a crystallite of Na2SO4 in which the Na
+ ions occupy
a single crystallographic site with quadrupole coupling Cqcc =2.6 MHz. We varied
the irradiation frequency to obtain a 1D image of the sample. Since the quadrupole
coupling for this crystallite’s orientation happens to be large compared to the distri-
bution of the magnetic field in the sample we obtain a 1D projection with the ”ghost”
images emanating from the quadrupolar satellites. From Fig. 8.5 it can be concluded
that ΩQ/2pi ≈600 kHz in this case. The quadrupolar satellites can be completely
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Figure 8.5: Contour plot of the image of a crystallite of Na2SO4 showing the
23Na
density in the particle together with the well resolved ”ghost-images” due to the
satellite transitions. The left vertical axis shows a projection of the signal on the
frequency axis, which, because of the presence of the field gradient, corresponds to
the z-distance axis. The 2I single quantum transitions of the single crystal spectrum
are represented.
resolved only if the quadrupole frequency ΩQ is large compared to the distribution
of the frequency over the sample, i.e. in case that ΩQ > ∆zγ
∂B
∂z we will obtain an
image consisting of the central transitions and the ”ghost” images due to the satellite
pattern.
The satellites are visible because of the fact that we do not have a distribution in the
polar angles θ and φ in Eq. 2.10 for the single crystal. If we would have a specific
distribution in the polar angles or we would be dealing with a fully random (powder)
distribution the quadrupolar satellites would have been smeared out over the entire
ωQ spectral range. However, the central transition is in first order unaffected by the
quadrupole coupling, making MRFM detection still feasible in these cases.
8.3.2 Gallium and aluminum in GaAs/AlGaAs multilayers
Gallium Arsenide (GaAs) is a compound that is used very often in modern semi-
conductor industry. It is a III-V compound semiconductor material used for making
optoelectronic devices and high-frequency ICs. The charge carriers, mostly electrons,
move at high speed among the atoms (twice the speed of those in conventional sil-
icon semiconductors), making GaAs components useful for producing higher-speed
devices. Also, GaAs devices generate less noise than most other types of semicon-
ductor components, which is important for weak-signal amplification. GaAs is now
the top semiconductor technology for RF power products, constituting over 50% of
the total market. Especially aluminum-, indium-, and phosphorus doped structures
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of GaAs have important applications in the construction of LEDs, cell phones, lasers,
and the study of quantum computers etc.
As a feasibility study for the application of MRFM as an analysis method for
local structural determination and imaging we have taken a small plate of gallium
arsenide (GaAs) of ≈ 4 × 20 × 20µm and glued that on a commercial cantilever.
The expected weight of the sample is ≈6 ng. The loaded cantilever eigenfrequency
therefore equals fc = 4762 Hz. Assuming a cantilever Qc in vacuum of ≈10000 the
force detection limit is thus derived to be ≈ 0.744fN/Hz 12 . The number of 69Ga spins
in the sample is ≈ 1.5 · 1013. Using a magnetic field gradient of 1000 T/m this results
in a change in force exerted on the cantilever due to selective inversion of the central
m = 12 → − 12 transition of ≈0.18 fN. Supposing a detection bandwidth of 1 Hz the
single shot SNR of the MRFM experiment is thus ≈0.24, i.e. we need more than 16
averages to obtain a SNR of 1. However, the GaAs crystal is cubic hence Cqcc = 0
and, following Table 8.1, the signal intensity is 10 times higher, i.e. the single shot
SNR is ≈2.4.
The lattice constant of GaAs and AlAs are 5.6533 A˚ and 5.6605 A˚ respectively.
Therefore, in a mixed GaAs/AlAs (AlxGa1−xAs) crystal, the lattice strain due to the
lattice-constant mismatch causes a local distortion of the cubic structure. Because of
the fact that aluminum will not be uniformly distributed throughout the structure,
the quadrupole coupling of the gallium will not be homogeneous in the sample either.
As a consequence we will not observe the single crystal quadrupolar spectrum such
as shown in Fig. 8.4. We merely obtain a spectrum that is characterized by the
existing distribution in quadrupole coupling, which, apart from the smearing out of
the satellites, generally only causes a not very distinctive second order broadening of
the central transition. Nevertheless, although the satellite transitions are not resolved,
if we prepare our magnetization by a single- or a double frequency sweep, thereby
adiabatically sweeping over all (invisible) satellite transitions, the detected signal
intensity gain would still amount to a factor of 2 or 3 respectively, compared to the
initial population difference. This makes the signal detectable within a reasonable
amount of time. Fig. 8.6 shows that detection of 69Ga in a 4 × 20 × 20 µm slice
of GaAs is feasible. If the gallium in the AlxGa1−xAs structure is fully replaced
by the aluminum (i.e. x → 1), the structure becomes symmetric again (zinc blend
structure), at intermediate levels both the aluminum and the gallium will experience
a quadrupole coupling due to the lattice mismatch. As can be seen from table 8.1,
the non-cubic structure causes a significant loss in intensity for both types of nuclei.
Without preparation the intensity of the gallium will be 10 times lower than in a
cubic lattice whereas for aluminum the intensity drops by a factor of 35.
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Figure 8.6: 69Ga MRFM signal of a 4 µm slice out of a small single crystal of GaAs.
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Figure 8.7: 27Al MRFM signal of a 2 µm thick Al0.5Ga0.5As layer on top of a ≈
2× 135× 35 µm GaAs layer. The signal has been acquired using: fc ≈ fR ≈1600 Hz,
Tlock=1 s, T
∗
1ρ ≈1.3 s, Navg=16, Qc ≈25, kc=0.01 N/m, ∇B ≈1000 T/m and a signal
recovery delay of 60 s. Using Eq. 5.55, integration of the result leads to a detected
force of 3.4 fN, in close accord with the 3.15 fN that we expect based on the number
of spins and the spin temperature cycle preparation of the spin system.
For the measurement of the aluminum (I = 52 ) in AlGaAs the ratio of unprepared,
single sweep, and DFS-prepared signal intensity amounts to 1:3:5. From this it is
clear that, in case of higher spin number, the preparation of the system gets ever
more important. Still, using a single sweep over entire range in which the quadrupolar
satellites are to be expected, MRFM detection of aluminum in a ≈ 2 × 35 × 135µm
slice of Al0.5Ga0.5As proves feasible (cf Fig. 8.7). We can ascertain the T1 value of
the 27Al and we find a value of ≈23 s (cf. Fig. 8.8). This large value is peculiar
since regular NMR verification of the same compound as it is still attached to the
host GaAs crystal shows a T1 of ≈25 ms. We speculate that this large discrepancy
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Figure 8.8: Saturation recovery MRFM result of 27Al in a 4 µm thick single crystal
layer of AlxGa1−xAs with x ≈50% (≈ 120 × 60 × 4 µm size). The exponential fit
(dashed line) gives a T1 ≈23 s.
between the two values is probably due to the fact that the crystal used in the MRFM
experiment is free-standing, i.e. released from the original GaAs support, whereas the
NMR verification is performed on the part of the AlGaAs layer as it is still connected
to the GaAs substrate. Although the lattice mismatch between the AlGaAs layer and
the GaAs support is not very large the increase of the lattice density of states due to
strain in the AlGaAs layer might well cause this significant difference in relaxation
times. However, the origin of this effect is until now not clearly understood and
further research is needed to explore this phenomenon. Note that, although the T ∗1ρ
of aluminum in AlGaAs has the favorable high value for MRFM (≈1.3 s), the T1 is
very long as well, making the measurement rather lengthy.
8.3.3 MRFM on catalysts
Vanadium is a material of which the prime use lies in the field of metallurgy. The
element’s particular importance in industrial chemistry, however, centers on the use of
vanadium oxide as a catalyst for the oxidation of sulfur dioxide to sulfur trioxide (a key
step in the manufacture of sulfuric acid). Also, the manufacturing of fertilizers, nylon,
polyesters and PVC benefits from the use of vanadium as a catalyst. Furthermore,
research regarding vanadium-catalysed oxidation of alcohols to their corresponding
aldehydes and ketones as well as hydroxylation reactions is ongoing. Another potential
use of vanadium pentoxide lies in the newly developed vanadium redox batteries,
which should theoretically overcome numerous problems regarding the use of lithium-
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Figure 8.9: MRFM of samples with short T ∗1ρ.
51V MRFM signal of a slice out of a
polycrystalline cluster of V2O5 powder elements, glued together to form a sample of
≈ 100× 80× 50 µm with ≈50% glue.
and conventional cadmium batteries.
In order to explore the possibilities to moving MRFM into the numerous fields
of catalysis we verified the applicability of the method to the detection of vanadium
NMR, exemplified on the common V2O5 compound. Vanadium (
51V) has spin 72 and
experiences a rather small quadrupole coupling in this material.
The T1ρ determined by means of conventional NMR was found to be very small
≈ 20 ms. From Eq. 5.55 it is clear that the integrated response is linearly dependent on
T1ρ. Combined with the fact that the time domain SNR will be highest if Tlock ≈ T ∗1ρ it
follows that for substances with smaller T ∗1ρ the result will be more noisy. Nevertheless,
it proves possible to perform MRFM on materials with T ∗1ρ values down to tens of
milliseconds, as is the case in our polycrystalline V2O5 sample (T
∗
1ρ ≈30 ms) as
shown if Fig. 8.9. Because of the small quadrupole coupling and since the orientation
of the crystallites in the powder is random it is very likely that for some crystallite
orientations more than one single quantum transition is swept adiabatically during
the experiment. As a consequence the amount of detected magnetization may be
enhanced in an unexpected way in comparison to the purely selective detection of the
central transition. Consequently, deriving an accurate number of detected spins from
the MRFM force response is difficult.
Using the same sample of V2O5 we can simply estimate the T1 by performing a
broadband noise saturation recovery. The broad irradiation band of the noise satu-
ration ensures that the observed relaxation process actually emanates from the spin-
lattice coupling and not from cross level relaxation. The results of this T1 measure-
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Figure 8.10: Saturation recovery MRFM measurement result of 51V in a cluster of
powder elements of V2O5 using 256 averages per scan. The fitted exponential curve
(dashed line) gives T1 = 0.138 s.
ment are shown in Fig. 8.10.
The estimated relaxation time T1 = 0.138 s does not correspond with the inductively
determined value of T1 ≈ 0.05 s. This is probably due to the fact the the saturation
of the magnetization in the inductive detection method is performed by repeatedly
exciting the spins with hard 900 pulses. The resulting saturation of the spin system
is not complete hence cross level relaxation may occur, providing a means for faster
relaxation. This assumption is supported by the fact that the inductively determined
relaxation curve shows some multi-exponential behaviour.
8.4 Localized nutation spectroscopy using MRFM
To determine the quadrupole interaction a variable length, on-resonance RF pulse
is applied to the spin system [47] prior to MRFM detection. The effects of this
pulse may best be described in a frame of reference rotating at the radio frequency
(Sect. 2.2.5). In this so-called rotating frame the applied RF field remains fixed along
a certain axis and therewith causes the magnetization to nutate around this axis
(See Eq. 2.48). The nutation frequency depends on the ratio of the effective RF
field strength ω1 = γB1 to the quadrupole frequency ΩQ (cf. Fig. 8.11), combined
with the resonance offset. If this ratio is very large, all transitions will evolve at
the same frequency ω1. If the ratio is small (fictitious I =
1
2 approach is valid)
the nutation frequency of the central transition, m = 12 → − 12 , will be (I + 12 )ω1,
while the transitions while the satellite transitions each nutate at their specific rates,
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Figure 8.11: Simulated on-resonance nutation spectra of an I = 32 single crystal spin
system as a function of ΩQ/ω1.
depending on the transition order m → m + 1 and spin value I. For intermediate
ω1/ΩQ ratios, the several spin states will be mixed during RF irradiation, resulting in a
population density difference of the central transition that is modulated by the several
frequency components emanating from the various single, double and triple quantum
transitions. In MRFM the presence of the magnetic field gradient is responsible for
a large variation of external magnetic field values across the sample. This results
in a nutation spectrum that is a weighted average of the responses of the on- and
off-resonance spins. These responses have been extensively studied [26, 42] and can
be simulated adequately. In general, the nutation spectrum may be modeled by the
sum of the several spectral components with a specific distribution giving a direct
measure of local lattice properties.
As a reference sample we have used a sodium chloride crystal. In its cubic lattice
the Na+ ions do not experience a quadrupole coupling (cf. Fig. 8.1). Hence ΩQ =
ωQ = 0 and ω1 À ΩQ, for which the nutation frequency equals the RF field strength
ω1. Application of an RF pulse to the sample prior to detection modulates the signal
intensity resulting in the nutation behavior shown in Fig. 8.12.
The possibility to perform localized spectroscopy can be demonstrated by the
present approach. To this end a crystal of NaCl is glued on top of a crystal of
sodium oxalate (Na2C2O4) with Cqcc =2.5 MHz. The orientation of the oxalate
crystal is such that ΩQ/2pi ≈ 650 kHz. Since ΩQ is large compared to the spectral
range covered by the sample image, the quadrupolar satellites are resolved and we
are able to measure the nutation frequencies of the NaCl and the central and satellite
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Figure 8.12: Time dependent modulation of the MRFM signal by a variable length
RF-pulse preceding detection of the 23Na+ ions in a tiny NaCl crystal. Fourier Trans-
formation of this signal yields the nutation spectrum from which the quadrupole fre-
quency ΩQ can be obtained.
transitions of the Na2C2O4 crystals separately (Fig. 8.13). However, the use of the
method is not limited to situations in which the quadrupolar transitions are resolved as
is demonstrated by reorienting the oxalate crystal such that the quadrupolar ”ghost”
images partially overlap the image emanating from the central transition. Using
the NaCl as a reference for determining the RF field strength and setting ω1/2pi at
50 kHz we obtained a nutation spectrum as depicted in Fig. 8.14. In this regime ω1
is comparable to ΩQ and hence we observe a mixture of several spectral components
of the different quantum transitions. However, as exemplified in Fig. 8.14, it is still
possible to determine the quadrupole coupling using numerical simulation, in which we
take the numerous transitions and offset effects over the detection slice into account.
Based on the very good agreement between data and simulation it is concluded that
the quadrupole frequency in this crystallite orientation is ΩQ/2pi ≈110 kHz.
If we perform a nutation on 69Ga in GaAs we obtain the result depicted in Fig. 8.15.
Based on the fact that the nutation frequency is found to be identical to the RF field
strength ω1 we conclude that the Gallium in the GaAs lattice apparently does not
experience any quadrupole interaction and thus resides in a symmetric coordination of
surrounding charges. This spectroscopy can be exploited to study local coordination
distortions of the Ga-sites in e.g. AlGaAs systems.
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Figure 8.13: Nutation spectra of 23Na in stacked crystallites of NaCl and Na2C2O4
(the latter with ΩQ/2pi ≈650 kHz). In order to obtain the nutation spectra the
stacked crystals are imaged to determine the position of the crystals and their ghosts.
Then a series of nutation experiments is performed in which the detection frequency
is kept fixed at the resonance conditions for the various transitions. This results in
nutation frequencies of ω1 (drawn),
√
3ω1 (dashed) and 2ω1 (dotted) for the NaCl, the
satellite-, and the central transitions of Na2C2O4 respectively. For these experiments
an RF field strength ω1/2pi =60 kHz was used.
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Figure 8.14: 23Na nutation spectrum of the central (m = 12 → − 12 ) transition of a
crystallite of Na2C2O4 showing a mixture of several spectral components. The dashed
line is a simulation based on ω1/2pi =50 kHz and ΩQ/2pi ≈110 kHz.
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Figure 8.15: Nutation response curve and resulting nutation spectrum of 69Ga de-
tected in a slice of a small crystal of GaAs using a nutation pulse of γB1/2pi ≈26 kHz.
From this result we see that the nutation spectrum consists of a single line at ≈ ω1.
Hence, it follows that in this compound, 69Ga does not experience a quadrupole cou-
pling, i.e. the charge distribution is symmetrical around the gallium nucleus.
8.5 Imaging with structural contrast
Considering the possibilities of localized spectroscopy described in the previous para-
graph, an appealing application of MRFM would be to perform a combination of
imaging and spectroscopy, i.e. to image certain structures with a contrast that de-
pends on the lattices’ local structural properties. Nutation spectroscopy is a useful
concept in this respect as it provides information about the quadrupolar interaction
experienced by a nucleus. As this interaction depends on the symmetry of the local
charge distribution around a nucleus it is extremely suited to use as a contrast func-
tion in spectroscopic imaging. Furthermore, nutation spectroscopy is independent of
the external magnetic field strength B0 and is therefore not affected by the presence
of the large field gradient other than introducing some offset effects. Considering the
different response of spin systems with different ΩQ when irradiated with an RF-field
of strength ω1, it is possible to apply a nutation pulse of a specific length so that the
signal intensity of spins with a certain quadrupolar interaction is encoded depending
on the ratio ΩQ/ω1 as is shown in Fig. 8.16. So indeed a contrast function can be
superimposed on an image depending on local structural features. To demonstrate
this application we constructed a phantom consisting of a NaCl crystal glued on top
of a crystal of Na2C2O4. Both crystals are approximately 30 µm thick. If we image
the stack of crystals by stepping the detection frequency by intervals of 50 kHz (cor-
responding to a lateral scan resolution of ≈ 10 µm for the gradient strength used in
this example) we obtain an image in which the contrast depends on the local spin
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Figure 8.16: Simulated nutation response curves in a spin I = 32 system for various
ratios of ΩQ/ω1 showing the nutation pulse length for which we can selectively zero
the signal emanating from sample regions in which ΩQ = 0 Hz. For ΩQ À ω1 the
signal intensity at the same pulse duration is high, whereas for intermediate values of
ΩQ/ω1 the signal intensity has some intermediate value.
density and the number of single quantum transitions that is affected during each
adiabatic inversion. Due to the difference in the local structure of the sodium nuclei
in the two lattices, the nutation frequencies of the NaCl and Na2C2O4 crystals clearly
differ (Fig. 8.13). Therefore it is possible to select a nutation pulse length so as to
selectively filter out either the NaCl or the Na2C2O4 signal. So if we apply an RF
pulse of a certain fixed duration as a preparation sequence to the spin system prior
to the regular mechanical detection of the signal, we obtain a ”structurally filtered”
image. In Fig. 8.17. The two images of our crystal stack are shown. These pictures
of the NaCl-Na2C2O4 phantom demonstrate the principle of localized spectroscopic
imaging via application of a ”quadrupole filter” by means of mechanically detected
NMR. The image on the left is the regular MRFM image whereas the image on the
right is filtered so as to suppress the signal of nuclei in a cubically symmetric local
environment. As a result the NaCl particle vanished from the image whereas the con-
trast of the Na2C2O4 particle is only slightly affected due to resonance offset effects
during the nutation pulse. This example is a first demonstration of imaging with true
chemical specificity other than selecting a specific nuclear isotope. In combination
with future sensitivity enhancements and an inverted design of the apparatus with
the gradient source on the cantilever this should provide a very powerful addition
to existing scanning probe techniques. Besides adding structural information to the
obtained images the nature of the MRFM signal, being independent of an interaction
of the scanning tip with the surface, will allow subsurface imaging.
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Figure 8.17: MRFM image of
23Na in a phantom consisting of
a crystal of NaCl on top of a
crystal of Na2C2O4. The image
shows the effect of a contrast fil-
ter based on the quadrupole cou-
pling. Left: image, obtained by
stepping the detection frequency,
showing the scaled spin densities
in the crystals. (Vertical resolu-
tion ≈ 10µm.) Right: image of
the same sample but the detec-
tion sequence has been preceded
by a ”quadrupole filter”, a nu-
tation pulse with a length opti-
mized to show the difference in
quadrupole coupling.
8.6 Conclusions
In conclusion we demonstrated the applicability of MRFM to nuclear spins with higher
atomic masses and higher spin quantum numbers, despite the inherent loss of sensitiv-
ity. The ultimate goal of MRFM is to produce atomic-resolution images of molecular
structures e.g. to visualize active sites on catalyst surfaces, defects in solids, dopants
in semiconductors, or binding sites in viruses. This imaging should be possible in-situ
in a non-destructive way. The present contribution is an important step on this road.
The significance of the method lies in the fact that the majority of elements in the
periodic system either have quadrupolar nuclei or have an isotope with a quadrupolar
nucleus which is suitable for NMR. We show that by using the quadrupole interaction
of these spins, structural information can be spatially resolved, which opens up an
exciting new capability for performing localized NMR spectroscopy as well as imaging
with contrast based on the local chemical environment and lattice structure. In this
respect imaging with true chemical specificity has been achieved. In materials science
and catalyst research quadrupolar nuclei (such as aluminum, gallium, vanadium and
sodium) play an important role. Enhancing the NMR sensitivity to allow structural
surface studies by means of MRFM will lead to an important new research tool in
these fields.
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Appendix A
MRFM interface
A.1 Software implementation
All software is written in LabView 4.1 and running under Windows NT 4.0. The
MRFM interface consists of three parts and many utilities of which the latter are
described in appendix A.3. All probe parameters are visible at all times in a separate
parameter window (Fig. A.1). The parameter window contains five input and several
output parameters. The input parameters need to be set during the initialization
sequence as described in appendix A.3. Only the laser wavelength λ has been preset
to 670 nm.
A.1.1 Data acquisition
The data acquisition tool consists of several modules that control the lock-in be-
haviour. To avoid overcrowding the desktop these modules move themselves com-
pletely to the background. There are only a few things that can be set by the user
directly being: the data acquisition dwell, the data storage filename and whether
or not the incoming data should actually be saved to disk. The rest of all visible
modules are only for reporting on acquisition status. The other features of the data
acquisition shell (dwell, acquisition time, gradient source position) are under control
of the MRFM wave compiler (Sect. A.1.3).
A.1.2 Interferometer feedback
The centering of the fringe is performed in an infinite software loop. The current DC
position is measured using the lock-in amplifier analog input capability and compared
to the desired set-point. If the offset is large compared to the measured noise level,
the analog output channel of the multipurpose IO card that controls the fiber to can-
tilever distance is programmed to compensate. Initialization of the feedback control
is described in appendix A.3.
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Figure A.1: Interface panel of
the MRFM software, containing
the relevant parameters with re-
spect to optical detection, can-
tilever properties and feedback
control. The upper five numbers
are input variables, the remain-
ing parameters are output only
and are set during the several
steps needed for software initial-
ization.
Figure A.2: User interface of the MRFM acquisition software, allowing interactive
control of waveform parameters and queuing of different measurement sequences.
A.1.3 Acquisition panel and wave programming
The waveform compiler is controlled via the MRFM acquisition shell program that
is designed to provide an intuitive interface to the script code parser and waveform
compiler. The acquisition panel (Fig. A.2) contains:
a program selection menu that lets the user select which wave program to use.
On selection of a new wave program the parameters that are declared external in
that program are listed in the parameter field. If these parameters were already
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defined their current values are maintained.
program edit, copy and erase buttons which together with the wave program
control let the user manage the wave program files.
a modulation frequency control that sets the frequency at which the MRFM RF
modulation is performed. The use of this control is described in appendix A.3.
queue control buttons (add, run, stop and abort) that prepare, execute, stop and
abort the current program and/or all the prepared programs that are still await-
ing execution in the acquisition queue.
a display result check box which opens the window that shows the current data
acquisition results.
a magnet refill check box which pauses the acquisition at the next iteration until
the box is de-checked. This button is mainly user for the two weekly N2 refills
of the magnet.
a reload defaults button which reads the default values for the external parame-
ters from the wave program file.
an acquisition status field which shows interleave and acquisition number of the
current acquisition in progress and an approximate time of completion of the
current process.
a wave program parameter field which shows all the parameters declared exter-
nal in the current wave program file.
The wave program script is a text file that contain commands that may be evaluated
by the script compiler. Parameters used in the script may be declared both external
and internal. All commands may contain arithmetic operations, arrays and lists. All
of these are evaluated at compile time to provide for real time execution of the wave
sequence. A program script containing multiple arrays or lists is automatically exe-
cuted as being multi-dimensional. Multiple arithmetic operations on the same array
or list are, however, considered to occur in the same dimension. A list of the currently
available command set is given in appendix A.4. New commands may easily be added
to the instruction needing changes in neither the user interface nor the wave compiler.
The script is evaluated in a standard way, some simple branching instructions have
been implemented to allow for easy spin temperature cycling. Branching of the wave
generator is programmed in a ”diverging only” implementation since converging a
branch instruction will inevitably lead to loss of phase coherence in the wave. The
script compiler does as yet not provide any means for syntax checking, although il-
legal (non existing) instructions are reported to the global error handler, most other
syntax errors will freeze the software.
A.2 Hardware schematics
Apart from the probe a number of additional elements are part of the MRFM hardware
setup:
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Lock-in amplifier Stanford Instruments SR830 including a GPIB interface cable.
Personal Computer hosting an arbitrary waveform generator card (DAQArb 5411)
which generates the modulated RF, a multipurpose IO card (PCI MIO-16e-1) for
several control functions, and a GPIB card which controls the Lock-in amplifier.
XYZ piezo amplifier controlled from the auxiliary analog outputs of the lock-in
amplifier.
XYZ piezo amplifier supply generally a 300 V Delta supply, set to ≈200 V.
Optimal control feedback filter, the output of which is is scaled down and switch-
ed on and off under control of the multipurpose IO card.
PTS 200 digital synthesizer or equivalent frequency synthesizer. This device gen-
erates the local oscillator signal that is used to convert the modulated wave to
the desired frequency.
RF analog multiplier the ’Spinbrush’, used to add the local oscillator frequency
to the modulated wave signal.
RF power amplifier AMT 3200
Laser at appropriate wavelength and with sufficiently small coherence length, in-
cluding a laser power supply.
Single mode optic fiber with fiber directional coupler, connectors, laser align-
ment, ocular lens etc.
Set of photodiodes with differential amplifier.
Lots of cables
Oscilloscope not essential but always handy.
The wiring of the setup is shown in the schematics given in Fig. A.3. Note that not
all connections are made outside the host PC, the RTSI bus consists of a twisted pair
flat cable that connects the several communication lines of the controlling cards and
resides completely inside the host computer.
A.3 Initialization procedure utilities
This appendix describes the 15 steps needed for the initialization of the hard- and
software from the point that the probe is placed in the magnet. Current status
should be: Pump connected but off, probe under environmental pressure, lock-in
amplifier online, all connectors on the probe, RF amplifier off, laser on, (optional: DC
bias voltage of 0 V on the cantilever piezo,) vibration isolation active at appropriate
pressure. Oscilloscope should show the thermal vibrations of the cantilever. Both
MRFM- and Lock-in control panels running. MRFM parameter window contains
only random values or zeros apart from the laser wavelength which should be set
equal to the actual laser wavelength (670 nm) used.
A.3. INITIALIZATION PROCEDURE UTILITIES 183
w
av
eform
generator
m
ultipurpose
IO
 card
G
PIB
card
Lock-in
am
plifier
ai ch0
ao
 ch0
ao
 ch1
in
o
ut
ao
 ref. in
gpCtr1
gpCtr0
D
IO Mark
er o
ut
A
rb
.
 o
ut
input
ext freq.
test sig.
blanking in
to ao ref. in        out from
 ao ch0
From
 ao ch1        to fiber piezo
to CL piezo
interf.
signal
Ref. in
Aux. inp. 1
mon. out
Photo diodes+
am
plifier
Piezo
am
plifiers
Cantilev
er
feedback
O
scilloscope
Aux. outp. 1-3
RTSI bus
trig. in
PTS200
synthesizer
‘Spin Brush
’
R
F m
ultiplier
filters
Laser+coupler
R
F
am
plifier
MRFM probe
fiber
directional
coupler
Figure A.3: Schematic display of all hardware elements of the MRFM setup and their
interconnections. Several connections (reference clock, reference counter and trigger
waveform trigger line) from the IO-card to the waveform generator run through the
RTSI bus.
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1. Start the fiber feedback program and press the get setpoint button. The
analog output that controls the feedback of the interferometer fringe is ramped
over ±10 V to produce an interferometer fringe pattern from which the inter-
ferometer sensitivity and set-point are deduced. The sensitivity is written to
the parameter display under Sens. Now the feedback window shows a scroll
chart of the input voltage and desired set-point. The interference flank is user
selectable but should in general be left in its default (negative) state to obtain
a result which has the correct sign. Best results are obtained if the set point is
adjusted on the photo diodes to cancel for power fluctuations in the laser. In
that case process of getting the setpoint should be iterated to obtain a setpoint
of ≈0 V.
2. Run the Measure Cantilever Resonance program to obtain an estimate of
the cantilever resonance frequency fc, the cantilever spring constant kc the
interferometer detection limit and the cantilever quality factor in air. Enter the
estimated spring constant in the MRFM parameter window under k. Make sure
that the sampling rate is high enough in order not to fold back noise outside
the sampling range back into the spectral window. In practice, a sampling rate
of 250000 S/s proved sufficient.
3. Start the vacuum pump and wait for the pressure to drop below 1.0 ·10−4 mbar.
4. Optional: slowly increase the bias voltage on the cantilever piezo element to
≈250 V to protect the piezo from depolarization under the influence of the RF
field.
5. Verify that the lock-in frequency source is set to internal and set the reference
frequency to the value approximately determined in step 2.
6. Open the Get Cantilever f and Q panel and set the frequency range and
bandwidth so that they overlap with the cantilever resonance frequency. Set
the acquisition time to 10 s and the spectral amplitude to a value that leads to
reasonable results. Run the program and wait for the acquisition to finish. The
values fc and Qc are written to the parameter window. Verify that the signal
is completely decayed after acquisition. Iterate this step until the improvement
of the vacuum no longer leads to any significant changes of the cantilever Qc
parameter.
7. Change the flank of the interference fringe and verify by repeating step 6 that
Qc does not change. If significant changes occur: reduce the laser power and
repeat all previous steps. Otherwise, change the fringe flank back to its original
value.
8. Repeat the optimization of the set point of item 1 and estimate the detection
limit as described in step 2.
9. Set the optimal control gain value in the parameter window to the value of the
contr. gain knob on the feedback controller hardware.
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10. Run the Initiate CL optimal control program and wait for completion. If
the warning light in the panel switches on: change the gain of the optimal con-
troller to a higher value and repeat. Several values are written to the parameter
window.
11. Set the values for the optimal control parameters in the parameter display to
the corresponding hardware knobs on the cantilever feedback filter.
12. Verify the correct working of the optimal control using the method described in
step 2.
13. Copy the f-closed frequency in the parameter window to the modulation fre-
quency control in the MRFM acquisition control window.
14. Connect the RF amplifier to a power meter and determine the output power for
the given settings using one of the available wave programs.
15. Connect the RF amplifier to the probe and everything is set to go.
A.4 Available wave programming commands
For every command that can be used in the MRFM script file there exists a
specific set of parameters. For commands that are associated with a waveform
generation process the first parameter is associated with the CW RF amplitude,
whereas the second parameter is associated with the duration of the waveform
process. All functions that are not directly associated with waveform generation
processes either accept only one parameter or should set their second parameter to
zero. This guarantees that the experiment time as is calculated by the software is
correct. To date, the only exceptions to the rules above are the ADRF functions
which accept an adiabaticity value as the forth parameter instead of a time as the
second. The calculation of the total experiment time does not really suffer from this
approximation. Furthermore the gradient sweep accepts a time value as the first
parameter since sweeping the gradient during the MRFM detection does not involve
extra experimentation time. At time of writing the following set of commands is
available:
adrfdown Ramp amplitude down in ADRF style
Nparams=5
par3=RF field strength/Hz
par4=adiabaticity of the ADRF process
par5=fractional truncation value
adrfup Ramp amplitude up in ADRF style
Nparams=5
par3=RF field strength/Hz
par4=adiabaticity of the ADRF process
par5=fractional truncation value
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carrier Produce a self repeating carrier wave
Nparams=4
par3=offset frequency/Hz
par4=frequency resolution/Hz
center Set the center frequency of the modulation
Nparams=1
par1=center frequency/Hz
cosdet Generate cosine shaped self repeating FAP
detection sequence
Nparams=4
par3=offset frequency/Hz
par4=sweep amplitude/Hz
detect Generate linear self repeating FAP detection sequence
Nparams=4
par3=offset frequency/Hz
par4=sweep amplitude/Hz
dfsweep Generate DFS
Nparams=4
par3=DFS start frequency/Hz
par4=DFS final frequency/Hz
dsbnoise Generate Noise at two sidebands simultaneously
Nparams=4
par3=Noise lower frequency/Hz
par4=Noise upper frequency/Hz
fam Self repeating cosine shaped amplitude modulation
Nparams=4
par3=FAM modulation frequency/Hz
par4=FAM frequency resolution/Hz
fcl Set FAP modulation frequency explicitly
Nparams=1
par1=FAP frequency/Hz
gradient Set Gradient xyz voltage levels
Nparams=5
par3=x displacement/micrometer
par4=y displacement/micrometer
par5=z displacement/micrometer
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gradsweep Sweep z gradient during acquisition
Nparams=5
par1=Acquisition time/s
par3=Number of averages
par4=Initial displacement/micrometer
par5=Final displacement/micrometer
initdaq Initialize Waveform generation subsystem
Nparams=1
par1=Waveform scalar
pulse Generate a pulse of a specified length
Nparams=5
par1=pulse RF amplitude
par2=pulse duration/s
par3=short pulse CW offset frequency/Hz
par4=pulse offset frequency/Hz
par5=short pulse CW RF amplitude
repsleep Set pulse delay in 2^Nacq acquisition setup
Nparams=3
par3=offset frequency/Hz
repstart Start 2^Nacq acquisition setup
Nparams=1
par1=Number of averages
sample Set the Waveform generator update rate
Nparams=1
par1=Update rate/S/s
setphase Switch the waveform phase
Nparams=1
par1=added waveform phase/deg
sleep Set the repetition delay
Nparams=3
par3=offset frequency/Hz
ssbnoise Generate noise in a certain bandwidth
Nparams=5
par3=Lower noise frequency/Hz
par4=Upper noise frequency/Hz
par5=Waveform resolution/Hz
start Start the acquisition
188 APPENDIX A.
Nparams=1
par1=Number of averages
sweep Sweep the frequency from start to final
Nparams=4
par3=start frequency/Hz
par4=final frequency/Hz
tcycle Prepare for a spin temperature alternating section
Nparams=1
par1=Number of temperature cycle routine
trigacq Prepare to trigger the data acquisition
Nparams=1
par1=Start acquisition in line par1 from here
The RF pulse procedure is special in the sense that it is implemented in a way that,
for a pulse shorter than the minimal buffer size of 256 sample (6.4 µs at 40 MS/s), it is
divided into a part with a carrier at <CW offset frequency> with amplitude <CW RF
amplitude> and a part at <pulse offset frequency> with amplitude <pulse RF
amplitude>. This in order to accommodate for very short pulses. As a consequence
the minimum duration of the buffer containing the pulse wave will be 6.4 µs, even if
the length of the pulse is smaller than that.
The use of the fcl procedure is optional, if used it overrules the modulation fre-
quency setting in the MRFM acquisition shell and should thus be placed as the first
instruction of the waveform script.
A.5 Example wave program script
An example program script for performing MRFM on a quadrupolar spin system is
shown below. The script performs a DFS to enhance the central transition in the spin
system. It then performs a nutation pulse after which it executes a spin temperature
cycled linear FAP acquisition in order to obtain a signal that is undistorted due to the
presence of heat waves and to make sure that the adiabaticity trajectory is identical
for each part of the nuclear magnetization in the resonant slice. Comments are added
to every line in the script.
extern cf=50e6 %center frequency 50 MHz
extern acqtm=20 %acquisition time 20 s
extern pd=50 %pulse delay 50 s.
extern offres=1.5e6 %offres frequency 1.5 MHz
extern insweep=100e3 %insweep frequency 100 kHz
extern dfstm=15e-3 %DFS duration 15 ms
extern swtm=2e-3 %swtm 2 ms
extern Navg’s=4 %perform 4 averages
extern ampl=30e3 %detection sweep amplitude 30 kHz
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extern pulfreq=0 %frequency of nutation pulse 0 kHz
extern pw=0 %nutation pulse duration 0 s
extern aX=0.1 %amplitude of the CW waveforms
extern pamp=1.0 %amplitude of the nutation pulse
extern ScX=1.0 %overall amplitude scallar
initdaq(20*log(ScX)) %initialize DAQ subsystem
sample(40e6) %set sample rate
center(cf) %set center frequency
carrier(aX,0.5,offres,1e3) %carrier to avoid transients
dfsweep(aX,dfstm,offres,insweep) %perform a DFS
pulse(pamp,pw,insweep,pulfreq,aX) %do a nuation
tcycle(0) %for temperature cycle 0
sweep(aX,swtm,insweep,ampl) %sweep down
trigacq(0) %trigger acquisition in this line
detect(aX,acqtm,0,ampl) %start linear detection sequence
tcycle(1) %for temperature cycle 1
sweep(aX,swtm,-insweep,-ampl) %sweep up
trigacq(0) %trigger acquisition in this line
detect(aX,acqtm,0,-ampl) %start detection sequence
sleep(0,pd,offres) %return from temp. do rep. delay
start(Navg’s) %repeat this script Navg times
A.6 Defining array and list parameters
No special care has to be taken in order to array a parameter. Arrays can be con-
structed in two ways:
Linear array The parameter that is to be arrayed is entered as begin-value :
final-value or as begin-value : increment : final-value. For float-
ing point numbers the final value itself might, but is not guaranteed to be, a
part of the list because of round off errors in the mathematics. The first rep-
resentation increments from begin-value to final-value in steps of 1, the
second representation increments in steps of increment. Non-linear functions
can be derived from the linear list by the use of mathematical functions in the
program script. I.e. carrier(aX,0.1*2^nsteps....) with nsteps=0:1:10 to
array a carrier in eleven exponential time steps from 100 ms to 102.4 s.
List with arbitrary values A list may be specified as: first-,second-,third-,-
...,final-value. The list may contain any arbitrary number of values. Math-
ematics on the list of variable can similarly be performed as for the linear array.
Every array or list is executed as a separate dimension in data space, irrespective of
how many instructions actually incorporate that list. Thus the construction:
tt=0.1:0.1:1
carrier(aX,tt,....)
pulse(aX,1e-6,....)
carrier(aX,1.1-tt,....)
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results in a 2D program in which the second dimension is the acquisition time domain
and the first is the position of the pulse. In contrast, if we would use a construction
like:
tt1=0.1:0.1:1
tt2=1:-0.1:0.1
carrier(aX,tt1,....)
pulse(aX,1e-6,....)
carrier(aX,tt2,....)
this would expand as a 3D program with tt1 as the first dimension, the acquisition
time as the second and tt2 as the third.
A.7 Functions and mathematics
Apart from the common mathematical operators
+-*/^
the available mathematical instruction set is:
abs(x) Absolute Value Returns the absolute value of x.
acos(x) Inverse Cosine Computes the inverse cosine of x in radi-
ans.
acosh(x) Inverse Hyperbolic Cosine Computes the inverse hyperbolic cosine
of x in radians.
asin(x) Inverse Sine Computes the inverse sine of x in radians.
asinh(x) Inverse Hyperbolic Sine Computes the inverse hyperbolic sine of
x in radians.
atan(x) Inverse Tangent Computes the inverse tangent of x in ra-
dians.
atanh(x) Inverse Hyperbolic Tangent Computes the inverse hyperbolic tangent
of x in radians.
ceil(x) Round to +Infinity Rounds x to the next higher integer
(smallest int ¿x).
cos(x) Cosine Computes the cosine of x in radians.
cosh(x) Hyperbolic Cosine Computes the hyperbolic cosine of x in
radians.
cot(x) Cotangent Computes the cotangent of x in radians
(1/tan(x)).
csc(x) Cosecant Computes the cosecant of x in radians
(1/sin(x)).
exp(x) Exponential Computes the value of e raised to the
power of x.
expm1(x) Exponential x-1 Computes the value of e raised to the x
power minus one x-1.
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floor(x) Round to -Infinity Truncates x to the next lower integer
(largest int¡x).
getexp(x) Get Exponent Returns the exponent of x.
getman(x) Get Mantissa Returns the mantissa of x.
int(x) Round To Nearest integer Rounds its argument to the nearest inte-
ger.
intrz(x) Round Toward 0 Rounds x to the nearest integer between
x and zero.
ln(x) Natural Logarithm Computes the natural logarithm of x (to
the basee).
lnp1(x) Natural Logarithm x+1 Computes the natural logarithm of x+1.
log(x) Logarithm Base 10 Computes the logarithm of x (to the base
of 10).
log2(x) Logarithm Base 2 Computes the logarithm of x (to the base
2).
max(x,y) Maximum Compares x and y and returns the larger
value.
min(x,y) Minimum Compares x and y and returns the
smaller value.
mod(x,y) Quotient/Remainder Computes the remainder of x/y, when
the quotient is rounded toward -Infinity.
rand( ) Random Number (0- 1) Produces a floating-point number be-
tween 0 and 1 exclusively.
rem(x,y) Remainder Same as mod except quotient is rounded
to the nearest integer.
sec(x) Secant Computes the secant of x radians
(1/cos(x)).
sign(x) Sign Returns 1 if x is greater than 0, returns
0 if x is equal to 0, and returns -1 if x is
less than 0.
sin(x) Sine Computes the sine of x radians.
sinc(x) Sinc Computes the sine of x divided by x ra-
dians (sin(x)/x).
sinh(x) Hyperbolic Sine Computes the hyperbolic sine of x in ra-
dians.
sqrt(x) Square Root Computes the square root of x.
tan(x) Tangent Computes the tangent of x in radians.
tanh(x) Hyperbolic Tangent Computes the hyperbolic tangent of x in
radians.
In the current implementation the use of mathematical functions is only allowed in
the form of a parameter i.e. one can not define a new variable that is some function of
another variable and than use this new variable for some other purpose. In general,
evaluation of all functions is performed ”in-place”, immediately subsequent to the
expansion of the (lists of) variables. Functions and mathematical constructs may be
embedded in (round) brackets to any arbitrary level.
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Summary
Although Nuclear Magnetic Resonance (NMR) is a very powerful spectroscopic tool,
a disadvantage of the technique is its relative insensitivity. As a result only bulk
properties of materials can be obtained. With an increasing demand for the analysis
of smaller structures in view of the rise of nanotechnology research, it is important to
address the sensitivity problem. This thesis aims at an increase of the sensitivity by
developing two competing strategies.
On the one hand we seek to improve the sensitivity of conventional inductive detec-
tion approach by adding coherent sweep capabilities to a conventional pulsed NMR
spectrometer. This feature can, especially in half-integer quadrupolar systems, sig-
nificantly enhance the intensity of the NMR signal. Additionally, the implementation
of sweeps in NMR on these kinds of spin systems proved far superior to conventional
pulse techniques with respect to the spectroscopic lineshape obtained in the Multiple
Quantum Magic Angle Spinning NMR experiment. As a further advantage we found
that, using this newly developed sweep system, the desired power handling capabili-
ties of the NMR probe were significantly reduced, therewith adding to the versatility
and ease of implementation of the NMR method. The use of sweeps in population
and coherence transfer is demonstrated for various sodium compounds and applied in
MQMAS of the model sample Na4P2O7.
On the other hand we have implemented a method for Force Detected Nuclear Mag-
netic Resonance. We demonstrated the applicability of this so-called Magnetic Reso-
nance Force Microscopy (MRFM) method to protons using an accurate digital radio
frequency field generation method. This method allowed us to perform and enhance
several well known measurement schemes. The use of digital devices increases the
applicability in both spectroscopy and microscopy since it allows implementation of
a wide variety of pulse programs, adding to the versatility of the method. In this
way existing pulse schemes from magnetic resonance imaging and regular NMR spec-
troscopy can easily be integrated with the mechanical detection scheme.
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Despite the associated inherent loss of sensitivity, we proved the applicability to spins
with higher atomic masses and higher spin quantum numbers. In particular, we proved
the applicability to several types of half integer quadrupolar nuclei with quantum
numbers I = 32 ,
5
2 and
7
2 . In relevant materials amenable to studies by MRFM these
half-integer quadrupolar nuclei are abundant. We demonstrated that it is possible
to perform spatially localized spectroscopy, enabling one to super-impose a contrast
function, depending on the local lattice structure, onto images. In combination with
future sensitivity enhancements and an inverted design of the apparatus with the
magnetic field gradient source on the cantilever this should provide a very powerful
scanning probe technique.
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Samenvatting
Maar weinig spectroscopische analyse methodes die gebruikt worden in de natu-
urkunde, scheikunde en biologie zijn zo nauwkeurig als de kernspin resonantie methode
(NMR). Aan deze techniek kleeft echter een belangrijk nadeel namelijk de methode
is relatief ongevoelig, met als gevolg dat alleen de eigenschappen van grotere hoeveel-
heden materiaal bepaald kunnen worden. De laatste tijd is er in de diverse exacte
vakgebieden echter steeds meer vraag naar een techniek die instaat is om kleine struc-
turen en objecten te kunnen analyseren met de nauwkeurigheid van NMR. In dat
kader is het dus belangrijk om te onderzoeken hoe het mogelijk zou zijn om de NMR
techniek gevoeliger te maken. Deze dissertatie is geschreven met als doel de verhoging
van die gevoeligheid, gebruik makend van twee verschillende onderzoeksstrategiee¨n.
Ten eerste hebben wij geprobeerd de gevoeligheid van conventionele zogenaamde in-
ductief gedetecteerde NMR methode te verbeteren door frequentie en amplitude vari-
atie functionaliteit in een conventionele puls spectrometer te implementeren. Vooral
voor de klasse van half-tallige quadrupole spin systemen kan een dergelijke function-
aliteit de gevoeligheid aanzienlijk verhogen. Verder bleek dat de gekozen implemen-
tatie grote voordelen biedt met betrekking tot de nauwkeurigheid van de resultaten
verkregen met behulp van het belangrijke ”Multiple Quantum Magic Angle Spin-
ning” (MQMAS) NMR experiment. Wij vonden ook dat de eisen met betrekking tot
de vermogens die de kernspin meetkop moest kunnen verdragen aanzienlijk afnamen,
waarmee een belangrijke bijdrage wordt geleverd aan de veelzijdigheid en het gemak
van het gebruik van de methode. Om te laten zien dat de hier beschreven methode
werkt is deze gedemonstreerd voor diverse anorganische natrium zouten en, in het
MQMAS experiment, op de modelstof Natriumpyrofosfaat (Na4P2O7).
Ten tweede hebben wij een alternatieve methode ontwikkeld die gebaseerd is op het
detecteren van krachten op kernspin systemen. We hebben laten zien dat deze zoge-
naamde mechanisch gedetecteerde kernspin resonantie (MRFM) werkt op waterstof
kernen. Daarbij hebben we gebruik gemaakt van een zeer nauwkeurige digitale tech-
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niek voor de opbouw van de benodigde radiofrequente signalen. Het gebruik van die
digitale techniek verhoogd de toepasbaarheid voor diverse bekende spectroscopie en
microscopie toepassingen waardoor bestaande technieken voor conventionele kernspin
resonantie gemakkelijk gecombineerd kunnen worden met de mechanische detectie
methode.
Ondanks dat de gevoeligheid van NMR voor kerndeeltjes met hogere massa en hoger
spin getallen sterk afneemt hebben wij aan kunnen tonen dat mechanische detectie
dan nog steeds werkt. Daarbij hebben laten zien dat de methode toepasbaar is voor
de categorie der half-tallige quarupolaire spin systemen met spin quantum nummers
I = 32 ,
5
2 en
7
2 . Deze groep van half-tallige kernspins vormt een belangrijke categorie
in materialen die met behulp van kernspin resonantie bestudeerd worden. Wij hebben
aangetoond dat het mogelijk is om ruimtelijk opgeloste spectroscopie toe te passen,
waarmee we instaat zijn gebleken om in een kernspin microscoop opname een con-
trast aan te brengen dat gebaseerd is op de lokale moleculaire structuur van de stof.
In combinatie met eventuele toekomstige verdere verbeteringen van de gevoeligheid
en een verbetering van de techniek, waarbij de bron voor de benodigde magnetische
veld gradient op de kracht opnemer wordt gemonteerd, zou de hier gedemonstreerde
techniek tot een heel belangrijke nieuwe sensor technologie kunnen leiden.
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