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a b s t r a c t
Nonlinear fractional cone systems involving the Caputo fractional derivative are consid-
ered. We establish sufficient conditions for the existence of at least one cone solution to
such systems. Sufficient conditions for the unique existence of the cone solution to a non-
linear fractional cone system are given.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Positive systems are, roughly speaking, systems whose trajectories are entirely contained in the nonnegative orthantRn+
whenever the initial state and input are nonnegative. For thosewho are familiarwith the notion of the viability of differential
equations this is a special case of the viability. In this case, we can say that for ‘‘positive viability’’, the set with respect to
which it is considered is just the orthant Rn+.
The idea of cone systemswas introduced in [1]. By a cone system the authormeans a system obtained from a positive one
by substitution of the positive orthants of states and inputs by suitable arbitrary cones. So cone systems are an extension
of positive ones and, similarly to positive systems, can be considered in viability terms: we say that a system is viable with
respect to a cone if there exists at least one trajectory that is contained in this cone. Such viability with respect to a cone for
the linear case of fractional continuous time systems was considered in [2,3]. Results for nonlinear but scalar cases come
from such authors as Zhang [4] and Daftardar-Gejji [5].
In this work we glue together and generalize the aforementioned results. Namely, we take into consideration a nonlinear
fractional cone system with parameter u described by the equationCDq0x (t) = f (t, x, u), x(0) = x0, (1)
where 0 < q < 1, CDq0 is the standard Caputo fractional derivative starting at t0 = 0, and x ∈ Rn, u ∈ Rm are the state
and input vectors. Moreover, we assume u to be bounded on [0, T ] and f to be continuous with respect to x and u on [0, T ].
Since in (1) there is a parameter u that can also be treated as a control, we refer the reader to a paper of Ibrahim [6], who
dealt with similar fractional systems. We introduce special conesPT ,UT and K and give sufficient conditions for a solution
to (1) to be viable with respect to PT .
2. Preliminaries
The uniform formula for a fractional integral with q ∈ (0, 1) is defined as
D
−q
0 x

(t) = 1
0(q)
 t
0
x(τ )
(t − τ)1−q dτ ,
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where x(·) is an arbitrary integrable function, D−q0 x is the fractional integral of order q ∈ (0, 1) on [0, T ] and 0 is the well-
known gamma function. For an arbitrary real number q, the Riemann–Liouville and Caputo fractional derivatives (left-sided)
are defined, respectively, as
Dq0x

(t) = d
dt

D
q−1
0 x

(t)

and CDq0x (t) = Dq−10  ddt x(t)

.
The Caputo derivative is the preferred fractional derivative for engineers.
The left-sided Riemann–Liouville derivatives and the Caputo derivatives coincide if x(0) = 0. In that meaning with
the initial condition x0 = 0, all results presented here are also true for systems with dynamics defined by the left-sided
Riemann–Liouville derivative.
We will need the following definitions and theorem from [5,7] in the sequel.
Definition 1. A Banach spaceX endowed with a closed cone K is an ordered Banach space (B, K)with a partial order≤K in
B as follows: ξ1≤K ξ2 if and only if ξ2 − ξ1 ∈ K .
Definition 2. For ξ1, ξ2 ∈ B the order interval is defined as ⟨ξ1, ξ2⟩ = {ξ ∈ B : ξ1≤K ξ ≤K ξ2}.
Definition 3. Let (B, K) be an ordered Banach space. Let≤K be the order relation induced by a cone K . Cone K is said to be
a normal cone if there is a constant α such that ξ1, ξ2 ∈ K and 0≤K ξ1≤K ξ2 ⇒ ∥ξ1∥ ≤ α∥ξ2∥.
Definition 4. LetB be an ordered Banach space with ≤K as the order relation. Let F : B ⊃ D → B be a map; we say that
F is increasing (decreasing) if ϕ≤K ψ for ϕ,ψ ∈ D implies that F(ϕ)≤K F(ψ) (ϕ≤K ψ ⇒ F(ϕ)≥K F(ψ)).
Theorem 5. Let (B, K) be an ordered Banach space with ⟨ξ¯1, ξ¯2⟩ ⊂ B , and F : ⟨ξ¯1, ξ¯2⟩ → ⟨ξ¯1, ξ¯2⟩ an increasing continuous
operator. If K is a normal cone and F is completely continuous, then F has a fixed point in ⟨ξ¯1, ξ¯2⟩.
Let
Rn≥ = {x ∈ Rn : xi ≥ 0, 1 ≤ i ≤ n}
and Rn+ = {x ∈ Rn : xi > 0, 1 ≤ i ≤ n}.
Let us consider the equation given by (1) together with the initial condition x(0) = x0, where 0 < q < 1, CDq0 is the
standard Caputo fractional derivative, x ∈ Rn and u ∈ Rm are the state and input vectors and
f (t, x, u) =

f1(t, x, u)
f2(t, x, u)
...
fn(t, x, u)
 , (2)
where fi : [0, T ] × Rn × Rm → R.
LetXn = C ([0, T ],Rn) be the Banach space with the supremum norm. Let ϕ ∈ Xn; then ∥ϕ∥ = maxi=1,...,n

maxt∈[0,T ]
|ϕi(t)|

, where ϕi ∈ C ([0, T ],R) is the ith component of ϕ.
On the basis of [2,8], the following definitions are proposed.
Definition 6. Let
P =
p1...
pn
 ∈ Rn×n
be a nonsingular matrix and pk = (pk1, . . . , pkn) be its kth row, (k = 1, . . . , n). The set
K := x ∈ Rn : ∀k = 1, . . . , n : pkx ≥ 0
is called a linear cone generated by the matrix P in Rn. Moreover,
PT := {ϕ ∈ Xn : ∀t ∈ [0, T ] ϕ(t) ∈ K}
is called a linear cone generated by the matrix P in the spaceXn. Similarly, taking the matrix U ∈ Rm×m we build the coneUT
in the spaceXm.
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Remark 7. Let us observe that K ⊂ PT in the sense that K consists of constant mappings. Moreover for P = I being the
identity matrix we have that K = Rn≥.
Remark 8. In accordance with the cone PT we can explain the partial order≤PT as
ξ1≤PT ξ2 ⇔ ∀k ∈ 1, . . . , n ∀t ∈ [0, T ] pk (ξ2 − ξ1) (t) ≥ 0.
In particular, 0≤PT ξ ⇔ ξ ∈ PT .
Proposition 9. PT is a normal cone inXn.
Proof. Let ξ1, ξ2 ∈ PT and 0≤PT ξ1(t)≤PT ξ2(t). This means that for any t ∈ [0, T ] and for each k ∈ {1, . . . , n}, we have
0 ≤ pkξ1 ≤ pkξ2 or, using ‘‘exact summing’’, 0 ≤ni=1 pkiξ1i(t) ≤ni=1 pkiξ2i(t). After adding the equations for all kwe get
0 ≤
n
k=1
n
i=1
pkiξ1i(t) ≤
n
k=1
n
i=1
pkiξ2i(t).
Let us definem = minpij≠0
pij. Such anm > 0 exists as the matrix P is nonsingular. It is obvious that we can always find a
number c ≥ 0 such that
∀t ∈ [0, T ] c
 n
k=1
n
i=1
pkiξ1i(t)
 = n
k=1
n
i=1
|pki| |ξ1i(t)| .
Then also exists some number b ≥ 0 and t ∈ [0, T ] such that
∥ξ1∥ = b
n
i=1
|ξ1i(t)| ≤ b
n
i=1
n
k=1
 |pki|m ξ1i(t)
 = bm
n
i=1
n
k=1
|pkiξ1i(t)| = bm
n
i=1
n
k=1
|pki| |ξ1i(t)|
= cb
m
 n
k=1
n
i=1
pkiξ1i(t)
 ≤ cbm
 n
k=1
n
i=1
pkiξ2i(t)
 ≤ cbm
n
k=1
n
i=1
|pki| |ξ2i(t)|
≤ ∥ξ2∥ cbm
n
k=1
n
i=1
|pki| = α ∥ξ2∥ .
Hence PT is a normal cone according to Definition 3. 
Let u : R→ Rm be bounded on [0, T ]. By Fu : Xn → Xn we denote the mapping defined by (Fux) (t) = f (t, x(t), u(t)),
where f is given by (2).
Remark 10. As PT ⊂ Xn, we can then explain the condition im Fu|PT = PT , which we need in the next part of the work, in
the following way:
im Fu|PT ⊂ PT ⇔ ∀t ∈ [0, T ] ∀x ∈ PT pkf (t, x(t), u(t)) ≥ 0.
3. Cone solutions
Definition 11. Let matrices P ∈ Rn×n,U ∈ Rm×m be given. The nonlinear system (1) is called a (PT ,UT ) cone fractional
system if x(·) ∈ PT for any x0 ∈ PT , u(·) ∈ UT .
Remark 12. For the matrix P = I , where I denotes the identity matrix, PT = R+≥ . Hence it is a positive function like that
considered in [5].
According to [9] we can write the system of equations in (1) together with initial condition x(0) = x0 as equivalent to
the integral equation
x(t) = x0 + 1
0(α)
 t
0
(t − τ)α−1f (τ , x(τ ), u(τ )) dτ .
Let us have, for the given matrix P , x0 ∈ K and u(·) ∈ UT . Let Tx0,u : Xn → Xn be the operator defined as
Tx0,ux

(t) = x0 + 1
0(α)
 t
0
(t − τ)α−1f (τ , x(τ ), u(τ )) dτ . (3)
Proposition 13. Let x0 ∈ K and u(·) ∈ UT be fixed and bounded and im Fu|PT ⊂ PT . Then Tx0,u (PT ) ⊂ PT .
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Proof. Let x ∈ PT . Then for each k = 1, . . . , n,
pk

Tx0,ux

(t) = pkx0 + 1
0(α)
 t
0
(t − τ)α−1pkf (τ , x(τ ), u(τ )) dτ
and hence pkf (t, x(t), u(t)) ≥ 0; then pk

Tx0,ux

(t) ≥ 0 which means that Tx0,ux ∈ PT . 
Example 14. Let us consider the linear case given by the equation

Dq0x

(t) = Ax(t) + Bu(t) and x0 ∈ PT . The linear cone
fractional systems were considered in [8]. We have the following formula for the operator:
Tx0,ux

(t) = x0 + 1
0(α)
 t
0
(t − τ)α−1 (Ax(τ )+ Bu(τ )) dτ .
Moreover,
x(t) = Φ0(t)x0 +
 t
0
Φ(t − τ)Bu(τ )dτ ,
whereΦ0(t) = Eq(Atq) =∞k=0 Aktkq0(kq+1) andΦ(t) =∞k=0 Akt(k+1)q−10((k+1)q) . In this case, pkf (τ , x(τ ), u(τ )) = pkAx(τ )+ pkBu(τ ).
Then if u is such that pkBu(τ ) ≥ 0, it is enough to have PAP−1 being a Metzler matrix, i.e. a matrix with nonnegative off-
diagonal elements; see [8].
We need the following lemma.
Lemma 15. Let x0 ∈ K and u(·) ∈ UT be fixed and bounded. Then the operator Tx0,u : PT → PT is completely continuous.
Proof. LetM ⊂ PT be bounded. Then we show that its image Tx0,u(M) is also bounded. Let L = max{∥f (t, x(t), u(t))∥, t ∈[0, T ]}. Then we have for any t ∈ [0, T ]
∥(Tx0,ux)(t)∥ ≤ ∥x0∥ +
1
0(q)
 t
0
(t − τ)q−1∥f (τ , x(τ ), u(τ ))∥dτ ≤ ∥x0∥ + L
0(q+ 1) t
q ≤ ∥x0∥ + L
0(q+ 1)T
q.
Hence the operator Tx0,u defined by (3) is bounded. Now we show that it is also continuous. Let x ∈ PT and S = {y ∈ PT :∥x(t)− y(t)∥ < r1, t ∈ [0, T ]}. Since f is continuous on a bounded set, it is uniformly continuous in this set. Thus, for given
ε > 0, ∃δ > 0 (δ < r1) s.t. ∥f (t, x(t), u(t))− f (t, y(t), u(t))∥ < ε0(q+1)Tq , for ∥x(t)− y(t)∥ < δ, t ∈ [0, T ]. Hence,
∥(Tx0,ux)(t)− (Tx0,uy)(t)∥ =
1
0(q)
 t
0
(t − τ)q−1∥f (τ , x(τ ), u(τ ))− f (τ , y(τ ), u(τ ))∥dτ
≤ ε0(q+ 1)
T q
1
0(q)
 t
0
(t − τ)q−1dτ ≤ ε0(q+ 1)
T q
1
0(q+ 1)T
q = ε.
Therefore the operator Tx0,u is continuous at x. Since xwas chosen arbitrarily, Tx0,u is continuous on PT .
Let x ∈ M, t1, t2 ∈ [0, T ], t1 < t2. For given ε > 0 we can choose δ =

ε0(q+1)
2L
 1
q
.
For t1, t2 ∈ [0, T ] such that 0 < |t1 − t2| < δ we have
∥(Tx0,ux)(t1)− (Tx0,ux)(t2)∥ =
 10(q)
 t1
0
(t1 − τ)q−1f (τ , x(τ ), u(τ ))dτ −
 t2
0
(t2 − τ)q−1f (τ , x(τ ), u(τ ))dτ

=
 10(q)
 t1
0
[(t1 − τ)q−1 − (t2 − τ)q−1]f (τ , x(τ ), u(τ ))dτ −
 t2
t1
(t2 − τ)q−1f (τ , x(τ ), u(τ ))dτ

≤ 2L
0(q+ 1) (t2 − t1)
q + t1q − tq2 ≤
2L
0(q+ 1) δ
q = ε.
Therefore ∥(Tx0,ux)(t1)− (Tx0,ux)(t2)∥ < ε and we conclude that the operator Tx0,u is equicontinuous, which in view of the
Arzela–Ascoli theorem gives us the thesis. 
Theorem 16. Let im Fu|PT ⊂ PT and Fu be increasing inPT . Let there be ξ 1 and ξ 2 inPT satisfying Tx0,uξ 1≤PT ξ 1, Tx0,uξ 2≥PT ξ 2
and 0≤PT ξ 1≤PT ξ 2. Then the differential system of equations in (1) has a solution in PT .
Proof. Let ξ1, ξ2 ∈ PT be such that ξ1≤PT ξ2. Then
0 ≤ pk

Tx0,uξ1

(t) = pkx0 + 1
0(q)
 t
0
(t − τ)q−1pkf (τ , ξ1(τ ), u(τ ))dτ
≤ pkx0 + 1
0(q)
 t
0
(t − τ)q−1pkf (τ , ξ2(τ ), u(τ ))dτ = pk

Tx0,uξ2

(t).
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Hence pk

Tx0,uξ2

(t)− Tx0,uξ1 (t) ≥ 0 and for that, Tx0,uξ2 − Tx0,uξ1 ∈ PT . As ξ2 − ξ1 ∈ PT , then Tx0,u is an increasing
operator. And from Lemma 15 it is also a completely continuous operator. And as we have given ξ 1 and ξ 2 in PT satisfying
Tx0,uξ 1≤PT ξ 1, Tx0,uξ 2≥PT ξ 2 and 0≤PT ξ 1≤PT ξ 2, we can conclude from Theorem 5 that Tx0,u has a fixed point in the
interval ⟨ξ¯1, ξ¯2⟩ ⊂ Xn. 
Theorem 17. Let im Fu|PT ⊂ PT and let, for all bounded controls u, functions (Fux) (·) be continuous and increasing. Moreover
let 0 < lim∥x∥→∞ pkf (t, x(t), u(t)) <∞ for all t ∈ [0, T ]. Then the differential system of equations in (1) has a solution in PT .
Proof. From the assumption 0 < lim∥x∥→∞ pkf (t, x(t), u(t)) < ∞ for all t ∈ [0, T ], there are positive constants N and M
such that for ∥x∥ ≥ M, pkf (t, x(t), u(t)) ≤ N , for all t ∈ [0, T ], and c = max{pkf (t, x(t), u(t)) : t ∈ [0, T ], 0 ≤ ∥x∥ ≤ M}.
Then we also have that Fux≤PT c + N . Let us consider the system (Dqx) (t) = c + N . Hence pkx(t) ≥ pkx0 + 10(α)
 t
0 (t −
τ)α−1pkf (x(τ ), u(τ ), τ )dτ = pk

Tx0,ux

(t). Then x≥PT Tx0,ux. For ξ1 = x0 we get
pk

Tx0,uξ1

(t) = pkx0 + 1
0(α)
 t
0
(t − τ)α−1pkf (ξ1(τ ), u(τ ), τ )dτ ≥ pkx0.
Hence we have Tx0,uξ1≥PT ξ1 and from Theorem 16 the differential system of equations in (1) has a solution in PT . 
Theorem 18. Let im Fu|PT ⊂ PT and let, for all bounded controls u, functions (Fux) (·) be continuous. Further we assume:
(i) ∥f (t, ξ1, u)− f (t, ξ2, u)∥ < L∥ξ1 − ξ2∥,∀ ξ1, ξ2 ∈ PT , t ∈ [0, T ],
(ii) LT q/0(q+ 1) < 1.
Then the system of equations (1) has the unique cone solution.
Proof. Let ξ1, ξ2 ∈ PT . Then we have
∥Tx0,uξ1 − Tx0,uξ2∥ = max0≤t≤T
 10(q)
 t
0
(t − τ)q−1 (f (t, ξ1(τ ), u)− f (t, ξ2(τ ), u)) dτ

≤ L∥ξ1 − ξ2∥
0(q)
 t
0
(t − τ)q−1dτ ≤ LT
q∥ξ1 − ξ2∥
0(q+ 1) .
Since LT q/0(q + 1) < 1, in view of the Banach fixed point theorem, Tx0,u has a unique fixed point in PT that is the unique
cone solution. 
4. Conclusions
In this work we have given the sufficient conditions for the existence of cone solutions to nonlinear fractional cone
systems with the Caputo derivative.
Our future work will be devoted to formulating conditions that guarantee the existence of cone solutions for
Riemann–Liouville fractional differential equations as well as necessary conditions for the existence of cone solutions for
fractional differential equations.
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