Conclusion
In this paper we have presented an e cient method to identify a part of the boundary of the domain for the heat equation. We formulated the problem as Jacques Simon did in 14] and we proposed a new identi cation method. The theory used for the identi cation needs the sentinels method developed by Lions 9], Kern evez 7] and Bodart 3]. And nally, we got a local convergence result for the iterative numerical scheme identifying the boundary.
This result had been obtained in a constructive way, so we could implement the scheme and obtain satisfactory quantitative results. Furthermore we realized the numerical di culties implied by this inverse problem. We have remarked that the solution of the optimization problem for the identi cation was numerically unstable. This unstable solution has a direct consequence on the functions de ned by the sentinels method : their norm is very large. It can therefore be expected that the identi cation would be quite hard with noisy observations. Acknowledgments : The authors wish to thank J. Simon for valuable discussions. 
Second example
We have have discretized a torus with 95 elements, and the observatory is composed by a set of elements representing a fth of the surface of the torus. We deform the inside boundary of the torus resulting in a boundary we will try to identify starting form the initial torus.
We have observed numerical di culties when identifying the boundary if the observatory does not lie su ciently close to it. Particularly if the observatory lies on one side of the torus and the unknown boundary on the other side. The results are presented in gures 3 and 4. Iteration 10 visually matches with the unknown boundary. so that N is the dimension of the approximation subspace for the deformations.
All the operations can be summed up in the following algorithm : We shall present here a set of numerical experiments for the deformation of the square ]0; 1 ]0; 1 , discretized with 100 elements. The observatory will be composed by the 36 center elements of the mesh. The deformed boundary ? will be one side of the square, and the boundary ? the three others.
The initial guess will be 0 : the boundary of the square ]0; 1 ]0; 1 . We show in gure 1 the evolution of the domain k through the iteration process, and in gure 2 the error norm between the exact and the computed boundary at each iteration step. Iteration 8 visually matches with the unknown boundary. It is concluded that results are satisfactory, and that despite the adaptative mesh, the CPU time remains reasonable.
Remark 3 The computation of can be done by either non smooth or smooth methods from lemma 1. We are now going to prove the convergence of our method. Before doing so it is remarked that the di erentiation of S(~ ; ) with respect to its rst variable amounts to di erentiating (w i (~ )) i=1:::1 i.e. to di erencing the equation (13) with respect to the domain. Indeed each w i (~ ) is the restriction of a solution of (19). Then it amounts to di erentiating twice the system (3), which can be done due to a result of J. Simon 5].
Proof (of theorem 1) :
The numerical scheme (12) can be viewed as a method to solve a xed point problem k+1 = g( k ); where g is a mapping from l 2 (R) to itself obviously de ned from (12), (6) Then the iteration process (12) is locally convergent in l 2 (R). 2
Finite dimensional approximation
The PDE's will be approximated by the nite element method in space. Thus let us consider a mesh size h and an associated approximation basis for the deformation of the boundaries, which comes naturally indeed. For the sake of clarity we will omit to index all the formulas with the parameter h. In the framework of the discretization (4) becomes
where B(0; ) is the l 2 (R) closed ball of center 0 and radius . Then of course (21) becomes min
where is the solution of (19). Indeed J( ) is not di erentiable at 0, but under suitable conditions 0 will be shown not to be the optimal point.
Lemma 1 = 0 is the solution of (23) i.e. kzk l 2 (R ) . Next, if kzk l 2 (R ) , then w i (~ ) = 0 belongs to U ad , obviously being the minimal norm element of this subset. w i (~ ) = 0 is then the solution of (21). Since B is injective, equation (22) yields that = 0. 2 From now on we will assume that kzk l 2 (R ) > , bringing us in the position to give optimality conditions for .
For any 2 l 2 (R) and 6 = 0, one has @J @ ;
so that is such that we will have that kzk l 2 (R ) > . Eventually (24) gives
and combining this with (18) we obtain (8). Thus we have proved the existence and uniqueness of a family of functions w i (~ ) for i = 1 : : : 1 solving (7)(8). 2
Since (b j ) j=1:::1 is a basis of l 2 (R), either f(ry(~ ):U) = 0g or f j = 0 ; j = 1 : : : 1g.
Decomposing the eld U on the normal and tangent vectors ~ and ~ on ?~ we have 
Let F and G be two functions de ned as : 
This is a control problem i.e. to nd w i (~ ) 2 L 2 (O) of minimal norm such that Bw i (~ ) = z with z 2 l 2 (R). But this is an exact controllability type problem, and what we will show is that we can achieve approximate controllability, which is su cient for the numerical applications.
Second step :
We are going to prove that the range of B is dense by proving that is adjoint is injective.
The adjoint operator B 2 L(l 2 (R); L 2 (O)) is given by B : 
Indeed from (19) we have Theorem 1 The sequence ( k ) k=0:::1 0 2 l 2 (R) given as an initial guess; k+1 = k + S( k ; ) ? S( k ; k ):
converges to in l 2 (R) in a neighborhood of .
We will rst prove proposition 1 :
Proof (of proposition 1) :
It will take three steps : 1. The conditions (7)(8) will be rewritten into a control problem, 2. an approximate controllability result will be proved, 3. by a convex duality process a control ful lling the conditions (7)(8) is exhibited.
First step :
The function y(x; t; ) is di erentiable with respect to 11] and we shall note 
Proposition 1 (De nition, existence and uniqueness of the sentinel) Let S(~ ; ) be a sentinel de ned as follows S :
where y( ) = y(x; t; ) is the solution of (3), and the functions w i (~ ) i=1:::1 are to be found in such a way that (6) (7) (8) (9) exists and is unique (that means the existence and uniqueness of the family of functions (w i (~ )) i=1:::1 ).
Remark 1 For the sake of simplicity, we suppose the existence of such that y obs = y(x; t; ) 8(x; t) 2 O; where y(x; t; ) is the solution of (3) in the deformed domain .
Assumption 2
The vector eld U is supposed to remain transverse to ? , in a su ciently large neighborhood of (that means that the initial guess 0 is \not too far" from the exact domain ).
We aim to build a sequence ( k ) k=0:::1 locally converging to in some sense, starting from an initial guess 0 . This will give an approximation of the shape of ? . The computation k+1 from k will be done by the methods of 
Then if 2 l 2 (R) is the parameterization of ? , we shall build a sequence ( k ) k=0:::1 converging to in l 2 (R).
We will now de ne the sentinel on which the iterative process will be based. First we will formulate a proposition that will be the keystone of the paper : indeed it will be essential to prove the main result. For the sake of readability we will prove this proposition after having stated the theorem.
Therefore if the values of all the components of the vector are wanted, one function w for each component of has to be built. Let w j and S j be respectively the function and the sentinel associated to the parameter j , then we require that (w j ; y i ) = ij 8 i; j = 1 : : : n:
(1)
We may as well consider a new sentinel S containing the complete set of (w j ( )) j=1:::n , de ned by S( ) = (w j ; y( )) j=1:::n :
Using (1) we arrive at
(2) where Id denotes the identity matrix and D S the di erential of S with respect to its parameter. As S( ) depends linearly on via y( ), D S is easy to compute.
Through the rest of the paper, we will extend the notion of sentinels to the case of nonlinear identi cation of a parameter belonging to l 2 (R) instead of R n . It means that the functions (w j ) j=1:::1 will be computed on a linearization of the state y( ) and will depend on the point where this linearization is made. Moreover, a new sentinel S( ) containing the whole set of (w j ( )) j=1:::1 will be built so that S(~ ; ) = (w j (~ ); y( )) j=1:::1 :
We have now completed the introduction to non-linear sentinels, and show next how it is used in the setting of our problem.
3 Setting the problem The regularity that we assume for @ will ensure the regularity of the solutions of the PDE's we will consider. We de ned the deformation according to J. The aim of the method presented here is to estimate the shape of an unknown part of the boundary of a domain. A physical interpretation of it can be the following. The domain may represent a physical body in R 2 . The shape of one side of this body is known and set to a given temperature and the shape of the other side has to be estimated by measuring the distributed temperature in the middle of the body.
An interesting related eld of investigation deals with \free boundary problems", e.g. the problem of identi cation of a moving boundary. If we are in the position to identify a xed boundary, we might be able to identify a boundary moving at each step of time.
Our results can be extended to the identi cation of a part of the boundary by measuring a heat ux in another part the domain. This can be a way to solve the so-called \Stefan problem" (see 2]).
Finally, problems dealing with boundary identi cation are linked with shape optimization. The industrial goal can be the optimization of the shape of one side of an object such that this object reaches a given distributed temperature in its inside, while the temperature is set at the other side. Such a problem can be solved with the method we are going to present.
2 The \Sentinels method"
We will summarize now the Sentinels method as it has been introduced by J.L. Lions in 9].
Let us consider a physical system depending on some parameter vector 2 R n . Assume that the measure y obs , representing a physical output of this system, depends linearly on such that y obs = y( ), i.e. there is no noise on the output. J.L. Lions calls a \sentinel", a functional S( ) which is the scalar product of the measure y obs and a function w. It is built to get some information on the value of the parameters 1 ; : : : ; n .
Let us denote y i the rst derivative of y( ) with respect to i , it satis es the linear relation
To estimate the i th 0 parameter of the system, the most interesting sentinel would be such that S ( This means that the sentinel has to be insensitive to all the parameters but one. Given that the norm of w is minimum, such a w is unique (if it exists).
Sentinels for the identi cation of an unknown boundary Pierre Demeest ere , Olivier Bodart y Abstract A method for the identi cation of a part of the boundary in a di usion problem is proposed. It is based on sentinels. A linearization scheme is used and the local convergence is proved. The method de nes and proves the existence of approximate sentinels for the linearized system and builds a xed point method. To prove the existence of the linearized sentinels, the problem is reformulated as an approximate control problem and solved by a convex analysis method. The contraction property of the xed point method follows straightforward from the de nition of approximate the sentinels. Finally numerical examples are presented.
Resum e
On consid ere l' equation de la chaleur dans un domaine dont une partie de la fronti ere est inconnue. Une m ethode pour l'identi cation de cette partie inconnue a partir d'une observation partielle de la solution est pr esent ee. Elle est bas ee sur la m ethode des sentinelles. La m ethode montre l'existence de sentinelles approch ees sur le syst eme lin earis e et construit un algorithme de point xe. Pour montrer l'existence des sentinelles lin earis ees le probl eme d'identi cation est reformul e en un probl eme de contrôlabilit e approch ee dont la solution est obtenue par une technique d'analyse convexe. La propri et e de contraction du point xe d ecoule directement de la d e nition des sentinelles. En n, des r esultats num eriques sont pr esent es. 
