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1 Introduction
In this paper, we are concerned with the rigorous convergence of the kernel-based methods
for the terminal value problems of the parabolic partial differential equations:
(1.1)
# ´ Btv ` F pt, x, vpt, xq, Dvpt, xq, D2vpt, xqq “ 0, pt, xq P r0, T q ˆ Rd,
vpT, xq “ fpxq, x P Rd,
where F : r0, T sˆRdˆRˆRdˆSd Ñ R, and Sd stands for the totality of symmetric dˆd
real matrices. Here we have denoted by Bt the partial differential with respect to the time
variable t, by D and D2 the gradient and Hessian with respect to the spatial variable
x, respectively. Under suitable conditions including the degenerate ellipticity on F , the
terminal value problem (1.1) has a unique viscosity solution v. In the case where (1.1) is
of Hamilton-Jacobi-Bellman type, it is well known that we can obtain an optimal policy
for a stochastic control problem by solving (1.1). Popular numerical methods for (1.1)
include the finite difference methods (see, e.g., Kushner and Dupuis [11] and Bonnans
and Zidani [2]), the finite-element like methods (see, e.g., Camilli and Falcone [3] and
Debrabant and Jakobsen [5]), and the probabilistic methods (see, e.g., Page`s et al. [14],
Fahim et al. [6], Guo et.al [7] and Nakano [12]).
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The methods analyzed in the present paper consist of the kernel-based regressions
applied backward recursively in time. Given a points set Γ “ tx1, . . . , xNu Ă Rd such
that xj ’s are pairwise distinct, and a positive definite function Φ : Rd Ñ R, we solve a
least-square problem
(1.2)
min
Nÿ
j“1
ˇˇˇˇ
ˇupxjq ´ Mÿ
`“1
γ`Φpxj ´ ξ`q ´ c
ˇˇˇˇ
ˇ
2
,
s.t.
Mÿ
`“1
|γ`| ` |c| ď β, γ`, c P R, ξ` P Rd, ` “ 1, . . . ,M,
where β is a given positive constant and M P N. If β “ `8 and M “ N , the minimizer
is
Nÿ
j“1
pA´1u|ΓqjΦpx´ xjq, x P Rd,
the interpolation function of u on Γ. Here, A “ tΦpxj ´ x`quj,`“1,...,N , u|Γ is the column
vector composed of upxjq, j “ 1, . . . , N , and pzqj denotes the j-th component of z P RN .
Thus, with time grid tt0, . . . , tnu such that 0 “ t0 ă ¨ ¨ ¨ ă tn “ T , the function vhptn, ¨q
defined by
(1.3) vhptn, xq “
Mÿ
`“1
γn,`Φpx´ ξn,`q ` cn, x P Rd,
approximates f , where pγn,1, . . . , γn,M , ξn,1, . . . , ξn,M , cnq is an ε-optimal solution of (1.2)
for u “ f . Then for any k “ 0, 1, . . . , n´ 1, the function vhptk, ¨q recursively defined by
(1.4) vhptk, xq “ vhptk`1, xq ´ ptk`1 ´ tkq
˜
Mÿ
`“1
γk`1,`Φpx´ ξk`1,`q ` ck`1
¸
can be a candidate of approximate solution to (1.1). Here, pγk,1, . . . , γk,M , ξk,1, . . . , ξk,M , ckq
is an ε-optimal solution of (1.2) for u “ F ptk, ¨, vhptk, ¨q, Dvhptk, ¨q, D2vhptk, ¨qq.
In the unconstrained case with M “ N , the method above is simply described as
follows:
(1.5)
vhptk`1, xq “
Nÿ
j“1
pA´1vhk`1qjΦpx´ xpjqq, x P Rd,
vhk “ vhk`1 ´ ptk`1 ´ tkqFk`1pvhk`1q, k “ 0, . . . , n´ 1,
vhn “ f |Γ,
where Fk`1pvhk`1q “ pFk`1,1pvhk`1q, . . . , Fk`1,N pvhk`1qq P RN with
Fk`1,j “ F ptk`1, xpjq, vhptk`1, xpjqq, Dvhptk`1, xpjqq, D2vhptk`1, xpjqqq.
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This is the kernel-based (or meshfree) collocation method proposed by Kansa [9]. Al-
though the method gains popularity since it allows for simpler implementation in multi-
dimensional cases, rigorous convergence issue remains unresolved completely. Hon et.al
[8] obtains an error bound for a special heat equation in one dimension. Nakano [13]
shows the convergence for fully nonlinear parabolic equations of the form (1.1) under
some normative assumptions on the kernel-based interpolations.
In the present paper, we show that the function vh defined by (1.3) and (1.4) converges
to v in the cases where Φ is a Wendland kernel. A key ingredient in our proof is the
max-min representations of the nonlinearities of the parabolic equations obtained in
[13]. This result enables us to drop the monotonicity condition in the viscosity solution
method by Barles and Souganidis [1] in handling smooth approximate functions. In the
convergence analysis, the stability of the approximate solution is essential, and so we
impose the `1-type constraint in the regression. Thus the interpolation method defined
by (1.5) is difficult to handle theoretically and is outside scope of the convergence issue
in this paper. Here we consider the interpolation method a practical alternative to the
regression one with constraint.
This paper is organized as follows. The next section presents a brief summary of
interpolation theory with reproducing kernels. We explain the kernel-based methods in
details in Section 3. The main convergence theorem is described and proved in Section
4. In Section 5 we perform several numerical experiments.
2 Multivariate interpolation with reproducing kernels
In this section, we recall the basis of the multivariate interpolation theory with repro-
ducing kernels. We refer to Wendland [15] for a complete account. In what follows, we
denote |a| “ přmi“1 řkj“1paijq2q1{2 for a “ paijq P Rmˆk. Let O be an open hypercube in
Rd, and let Φ : Rd Ñ R be a radial and positive definite function, i.e., Φp¨q “ φp| ¨ |q for
some φ : r0,8q Ñ R and for every ` P N, for all pairwise distinct y1, . . . , y` P Rd and for
all α “ pαiq P R`zt0u, we have
ÿ`
i,j“1
αiαjΦpyi ´ yjq ą 0.
Then, by Theorems 10.10 and 10.11 in [15], there exists a unique Hilbert space NΦpOq
with norm } ¨ }NΦpOq, called the native space, of real-valued functions on O such that Φ
is a reproducing kernel for NΦpOq.
Let Γ “ tx1, ¨ ¨ ¨ , xNu be a finite subset of O such that xj ’s are pairwise distinct and
put A “ tΦpxi ´ xjqu1ďi,jďN . Then A is invertible and thus for any g : O Ñ R the
function
Ipgqpxq “
Nÿ
j“1
pA´1g|ΓqjΦpx´ xjq, x P O,
interpolates g on Γ.
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Suppose that Φ is a C2κ-function on O. Then there exists a positive constant CΦ,O
depending only on Φ andO such that for any g P NΦpOq and multi-index α “ pα1, . . . , αdq
with |α|1 :“ α1 ` ¨ ¨ ¨ ` αd ď κ we have
(2.1) |Dαgpxq ´DαIpgqpxq| ď CΦ,Op∆xqκ´|α|1}g}NΦpOq, x P O,
provided that the Hausdorff distance ∆x between Γ and O, given by
∆x “ sup
xPO
min
j“1,...,N |x´ xj |,
is sufficiently small. Here, the differential operator Dα is defined as usual by
Dαgpx1, . . . , xdq “ B
|α|1
Bxα11 ¨ ¨ ¨ Bxαdd
gpx1, . . . , xdq, α “ pα1, . . . , αdq.
See Theorem 11.13 in [15].
The so-called Wendland kernel is a typical example of radial and positive definite
functions on Rd, which is defined as follows: for a given τ P N Y t0u, set the function
Φd,τ satisfying Φd,τ pxq “ φd,τ p|x|q, x P Rd, where
φd,τ prq “
ż 8
r
rτ
ż 8
rτ
rτ´1
ż 8
rτ´1
¨ ¨ ¨ r2
ż 8
r2
r1 maxt1´ r1, 0uνdr1dr2 ¨ ¨ ¨ drτ , r ě 0
for τ ě 1 and φd,τ p|x|q “ maxt1´r, 0uν for τ “ 0 with ν “ maxtm P Z : m ď τ`d{2`1u.
Then, it follows from Theorems 9.12 and 9.13 in [15] that the function φd,τ is represented
as
φd,τ prq “
#
pd,τ prq, 0 ď r ď 1,
0, r ą 1,
where pd,τ is a univariate polynomial with degree ν ` 2τ having representation
(2.2) pd,τ prq “
ν`2τÿ
j“0
d
pνq
j,τ r
j .
The coefficients in (2.2) are given by
d
pνq
j,0 “ p´1qj
ν!
j!pν ´ jq! , 0 ď j ď `,
d
pνq
0,s`1 “
ν`2sÿ
j“0
d
pνq
j,s
j ` 2 , d
pνq
1,s`1 “ 0, s ě 0,
d
pνq
j,s`1 “ ´
d
pνq
j´2,s
j
, s ě 0, 2 ď j ď ν ` 2s` 2,
in a recursive way for 0 ď s ď τ ´ 1. Further, it is known that
φd,τ prq .“
$’&’%
ż 1
r
sp1´ sqνps2 ´ r2qτ´1ds, 0 ď r ď 1,
0, r ą 1,
4
where
.“ denotes equality up to a positive constant factor (see Chernih et.al [4]). For
example,
φ1,2prq .“ maxt1´ r, 0u5p8r2 ` 5r ` 1q,
φ1,3prq .“ maxt1´ r, 0u7p21r3 ` 19r2 ` 7r ` 1q,
φ1,4prq .“ maxt1´ r, 0u9p384r4 ` 453r3 ` 237r2 ` 63r ` 7q,
φ2,4prq .“ maxt1´ r, 0u10p429r4 ` 450r3 ` 210r2 ` 50r ` 5q,
φ2,5prq .“ maxt1´ r, 0u12p2048r5 ` 2697r4 ` 1644r3 ` 566r2 ` 108r ` 9q.
It is known that the function Φd,τ is of C
2τ -class on Rd, and the native space NΦd,τ pOq
coincides with the Sobolev space Hτ`pd`1q{2pOq on O of order τ ` pd ` 1q{2 based on
L2-norm.
3 Kernel-based methods
In what follows, the function Φ is assumed to be the Wendland kernel Φd,τ divided by
some positive constant with fixed τ ě 2. Let h ą 0 be a parameter that describes
approximate solutions, Γ “ tx1, . . . , xNu Ă p´R,Rqd with R ą 0, and tt0, . . . , tnu the set
of the uniform time grid points such that t0 “ 0 and tn “ T . Let βM be an increasing
and positive sequence such that βM Ñ8 as M Ñ8. We consider the function
GM px; θq :“
Mÿ
`“1
γjΦpx´ ξjq ` c, x P Rd, θ P RM ,
where
RM “
$’’&’’%θ “ pγ1, . . . , γM , ξ1, . . . , ξM , cq :
Mÿ
`“1
|γ`| ` |c| ď βM ,
γ1, . . . , γM , c P R, ξ1, . . . , ξM P Rd
,//.//- .
Then, for a given u : Rd Ñ R, ε ą 0 and M P N, there exists θpε,Mqu P RM such that
(3.1)
Nÿ
j“1
|upxjq ´GM pxj ; θpε,Mqu q|2 ď inf
θPRM
Nÿ
j“1
|upxjq ´GM pxj ; θq|2 ` ε2.
As described in Section 1, we define the function vhptn, ¨q by
(3.2) vhptn, xq “ GM pxj ; θph,Mqn q, x P Rd,
where θ
ph,Mq
n “ θpε,Mqf for u “ f and ε “ h. For k “ 0, . . . , n´ 1, we define the function
vhptk, ¨q recursively by
(3.3) vhptk, xq “ vhptk`1, xq ´ ptk`1 ´ tkqGM pxj ; θph,Mqk`1 q, x P Rd.
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Here, θ
ph,Mq
k`1 “ θpε,Mqu in (3.1) for u “ F ptk`1, ¨; vptk`1, ¨qq and ε “ h where for any
C2-function ϕ on Rd,
F pt, x;ϕq “ F pt, x, ϕpxq, Dϕpxq, D2ϕpxqq, x P Rd.
The unconstrained case with M “ N allows much simpler implementation if the
computation of the matrix inverse A´1 has no difficulty. As described in Section 1, we
define the function v¯h by
(3.4) v¯hptk, xq “
Nÿ
j“1
pA´1vhk qjΦpx´ xpjqq, x P Rd,
with
(3.5)
#
vhk “ vhk`1 ´ ptk`1 ´ tkqFk`1pvhk`1q, k “ 0, . . . , n´ 1,
vhn “ f |Γ,
where Fk,jpvhk q “ F ptk, xpjq; vhptk, ¨qq and Fkpvhk q “ pFk,1pvhk q, . . . , Fk,N pvhk qqT.
Remark 3.1. The linearity of the interpolant yields, for x P Rd,
v¯hptk, xq “ v¯hptk`1, xq ´ ptk`1 ´ tkqIpFk`1pvhk`1qqpxq,
where by abuse of notation we denote Ipξqpxq “ řNj“1pA´1ξqjΦpx´ xpjqq for ξ P RN .
Let us describe our interpolation methods in a matrix form. To this end, we assume
here that the nonlinearity F can be written as
F pt, x;ϕq “ sup
piPK
Hpt, x, ϕpxq, bpx, piqTDϕpxq, trpapx, piqD2ϕpxqqq,
where K is a set, b : RdˆK Ñ Rd, a : RdˆK Ñ Sd, and H : r0, T sˆRdˆRˆRˆRÑ R.
It should be noted that the nonlinearities corresponding to Hamilton-Jacobi-Bellman
equations are represented in this form. Then, consider the function φ
p1q
d,τ prq :“ φ1d,τ prq{r,
r ě 0. By definition of φd,τ , the function φp1qd,τ is continuous on r0,8q and supported inr0, 1s. With this function, we have
B
Bxm Φpxq “ φ
p1qp|x|qxm, x “ px1, . . . , xdq P Rd.
Thus,
B`ppiq :“
ˆ
b`pxpiq, piq BΦBx`
pxpiq ´ xpjqq
˙
1ďi,jďN
“ Q`ppiqpG`A1 ´A1G`q,
where Q`ppiq “ diagpb`pxp1q, piq, . . . , b`pxpNq, piqq, A1 “ tφp1qd,τ p|xpiq ´ xpjq|qu1ďi,jďN and
G` “ diagpxp1q` , . . . , xpNq` q. Hence,
RN Q pb`pxpiq, piqpB{Bx`qIpξqpxpiqqq1ďiďN “ B`ppiqA´1ξ.
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Similarly,
B2
Bxmx`Φpxq “
#
φ
p1q
d,τ p|x|q ` φp2qd,τ p|x|qx2m, p` “ mq,
φ
p2q
d,τ p|x|qxmx`, p` ‰ mq,
where
φ
p2q
d,τ prq “
1
r
dφ
p1q
d,τ
dr
prq, r ě 0.
Notice that φ
p2q
d,τ is also continuous on r0,8q and supported in r0, 1s. Thus,
Bm`ppiq :“
"
pam`pxpiq, piq B
2Φ
Bxmx`
pxpiq ´ xpjqq
*
1ďi,jďN
is given by
Bmmppiq “ QmmppiqpA1 `G2mA2 ´ 2GmA2Gm `A2G2mq
and for m ‰ `,
Bm` “ Qm`ppiqpGmG`A2 ´GmA2G` ´G`A2Gm `A2GmG`q
with A2 “ tφp2qd,τ p|xpiq ´ xpjq|qu1ďi,jďN and Qm`ppiq “ diagpam`pxp1q, piq, . . . , am`pxpNq, piqq.
Consequently, we obtain
Fk,jpvhk q “ sup
piPK
H
¨˝
tk, x
pjq, vhk,j ,
˜
dÿ
m“1
BmppiqA´1vhk
¸
j
,
¨˝
dÿ
m,`“1
Bm`ppiqA´1vhk‚˛
j
‚˛.
Thus, if the computation of A´1 and the matrix product require S1pd,Nq time and S2pNq
time, respectively, and if the both are greater than OpN2q, then the total time for our
algorithm is OpS1pd,Nq ` nd2S2pNqq.
4 Convergence
We study a convergence of the approximation method described in Section 3 under the
conditions where (1.1) admits a unique viscosity solution. To this end, first we recall the
notion of the viscosity solution and describe our standing assumptions for (1.1).
An R-valued, upper-semicontinuous function u on r0, T sˆRd is said to be a viscosity
subsolution of (1.1) if the following two conditions hold:
(i) for every pt, xq P r0, T q ˆ Rd and every smooth function ϕ such that 0 “ pu ´
ϕqpt, xq “ maxps,yqPr0,T qˆRdpu´ ϕqps, yq we have
´Btϕpt, xq ` F pt, x, upt, xq, Dϕpt, xq, D2ϕpt, xqq ď 0;
(ii) upT, xq ď fpxq, x P Rd.
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Similarly, an R-valued, lower-semicontinuous function u on r0, T s ˆ Rd is said to be a
viscosity supersolution of (1.1) if the following two condions hold:
(i) for every pt, xq P r0, T q ˆ Rd and every smooth function ϕ such that 0 “ pu ´
ϕqpt, xq “ minps,yqPr0,T sˆRdpu´ ϕqps, yq we have
´Btϕpt, xq ` F pt, x, upt, xq, Dϕpt, xq, D2ϕpt, xqq ě 0;
(ii) upT, xq ě fpxq, x P Rd.
We say that u is a viscosity solution of (1.1) if it is both a viscosity subsolution and a
viscosity supersolution of (1.1).
We consider the terminal value problem (1.1) under the following assumptions:
Assumption 4.1. There exists a positive constant C0 such that the following are satis-
fied:
(i) For t P r0, T s, x P Rd, z P R, p P Rd, and X,X 1 P Sd with X ě X 1,
F pt, x, z, p,Xq ď F pt, x, z, p,X 1q.
(ii) There exists a continuous function F0 on r0, T s such that
|F pt, x, z, p,Xq´F pt1, x1, z1, p1, X 1q| ď |F0ptq´F0pt1q|`C0p|x´x1|`|z´z1|`|p´p1|`|X´X 1|q
for t, t1 P r0, T s, x, x1 P Rd, z, z1 P R, p, p1 P Rd, and X,X 1 P Sd.
(iii) For t P r0, T s, x P Rd, z P R, p P Rd, and X P Sd,
|F pt, x, z, p,Xq| ď C0p1` |z| ` |p| ` |X|q
(iv) The function f is Lipschitz continuous and bounded on Rd.
We assume that the following comparison principle holds:
Assumption 4.2. For every bounded, upper-semicontinuous viscosity subsolution u of
(1.1) and bounded lower-semicontinuous viscosity supersolution w of (1.1), we have
upt, xq ď wpt, xq, pt, xq P r0, T s ˆ Rd.
Assumptions 4.1 and 4.2 are sufficient for which there exists a unique continuous
viscosity solution v of (1.1). See [10].
To discuss the convergence, set ∆t “ t1 ´ t0 and consider the Hausdorff distance ∆x
between Γ and p´R,Rqd, defined by
∆x “ sup
xPp´R,Rqd
min
j“1,...,N |x´ xj |.
Then suppose that ∆t, R, N , and ∆x are functions of h.
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Assumption 4.3. The parameters ∆t, R, N , and ∆x satisfy ∆tÑ 0, RÑ8, N Ñ8,
and ∆x Ñ 0 as h Œ 0. Furthermore, there exists θ P p0, 1{5q, constants independent of
h and M , such that βM p∆x` p∆tqθq Ñ 0, as M Ñ8 and hŒ 0.
Now we are ready to state our main result, which claims the convergence of our
collocation methods.
Theorem 4.4. Suppose that Assumptions 4.1–4.3 hold. Then there exists a function
M : p0, 1s Ñ N such that limhŒ0Mphq “ 8 and that
vhptk, xq Ñ vpt, xq,
as tk Ñ t and h Œ 0 uniformly on any compact subset of Rd, where vh is the function
on tt0, . . . , tnu ˆ Rd defined by (3.2) and (3.3) with M “Mphq.
The rest of this section is devoted to the proof of Theorem 4.4. In what follows, by
C we denote positive constants that may vary from line to line and that are independent
of h and pt, xq P r0, T s ˆ Rd.
Next, we show that for Lipschitz continuous functions, the kernel-based regression
leads to the pointwise approximation. For u : Rd Ñ R we use the notation
|u|Lip :“ sup
x,yPRd
x‰y
|upxq ´ upyq|
|x´ y| .
Lemma 4.5. Suppose that Assumption 4.3 holds. Then, for any Lipschitz continuous
function u on Rd and ε ą 0, there exists M P N such that
sup
xPp´R,Rqd
|upxq ´GM px; θpε,Mqu q| ď Cε` Cp|u|Lip ` βM q∆x.
Proof. First assume that u P Hτ`pd`1q{2pp´R,Rqdq. By (2.1), we can take M0 P N,
ξ1, . . . , ξM0 P p´R,Rqd such that ξ`’s are pairwise distinct with
(4.1) sup
xPp´R,Rqd
ˇˇˇˇ
ˇupxq ´ M0ÿ
`“1
pA´10 u|Γ0q`Φpx´ ξ`q
ˇˇˇˇ
ˇ ď ε?N ,
where A0 “ tΦpξ` ´ ξkqu1ď`,kďM0 and Γ0 “ tξ1, . . . , ξM0u. Since βM Ñ 8 as M Ñ 8,
there exists M ąM0 such that
M0ÿ
`“1
|pA´10 u|Γ0q`| ď βM .
Put
γ˜` “
#
pA´10 u|Γ0q`, ` “ 1, . . . ,M0,
0, ` “M0 ` 1, . . . ,M,
ξ˜` “
#
ξ`, ` “ 1, . . . ,M0,
0, ` “M0 ` 1, . . . ,M,
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Then, θ˜ “ pγ˜1, . . . , γ˜M , . . . , ξ˜1, . . . , ξ˜M , 0q P RM and so
sup
xPp´R,Rqd
|upxq ´GM px; θ˜q| ď ε?
N
.
From this it follows that
(4.2)
Nÿ
j“1
|upxjq ´GM pxj ; θpε,Mqq|2 ď
Nÿ
j“1
|upxjq ´GM pxj ; θ˜q|2 ` ε2 ď 2ε2.
Now fix x P p´R,Rqd and take a nearest neighbor x˜ of x in Γ. Then using (4.2), we
observe
|upxq ´GM px; θpε,Mqq|
ď |upxq ´ upx˜q| ` |upx˜q ´GM px˜; θpε,Mqq| ` |GM px˜; θpε,Mqq ´GM px; θpε,Mqq|
ď C|u|Lip∆x`
?
2ε` Cβ∆x,
whence the lemma follows for u P Hτ`pd`1q{2pp´R,Rqdq.
Next consider the case where u is Lipschitz continuous on Rd. If |u|Lip “ 0 the lemma
is trivial, so we assume that |u|Lip ‰ 0. Let ρ be a C8-function on Rd with compact
support, and let ρε0pxq “ ε´d0 ρpx{ε0q, x P Rd, where ε0 “ ε{p
?
N |u|Lipq. Then, the
function
uε0pxq “
ż
Rd
upx´ yqρε0pyqdy “
ż
Rd
upx´ ε0yqρpyqdy, x P Rd,
satisfies |uε0 |Lip ď C|u|Lip and
sup
xPRd
|upxq ´ uε0pxq| ď C|u|Lipε0.
For this uε0 , there exists M P N such that (4.2) and the claim of the lemma hold. Hence,˜
Nÿ
j“1
|GM pxj ; θpε,Mqu q ´GM pxj , θpε,Mquε0 q|2
¸1{2
ď
˜
Nÿ
j“1
|upxjq ´GM pxj , θpε,Mqu q|2
¸1{2
`
˜
Nÿ
j“1
|upxjq ´GM pxj , θpε,Mquε0 q|2
¸1{2
ď
˜
Nÿ
j“1
|upxjq ´GM pxj , θpε,Mquε0 q|2 ` ε2
¸1{2
`
˜
Nÿ
j“1
|upxjq ´ uε0pxjq|2
¸1{2
`
˜
Nÿ
j“1
|uε0pxjq ´GM pxj , θpε,Mquε0 q|2
¸1{2
ď 2
˜
Nÿ
j“1
|upxjq ´ uε0pxjq|2
¸1{2
` 2
˜
Nÿ
j“1
|uε0pxjq ´GM pxj , θpε,Mquε0 q|2
¸1{2
` ε
ď Cε,
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and so, for x P p´R,Rqd,
|upxq ´GM px; θpε,Mqu q|
ď |upxq ´ uε0pxq| ` |uε0pxq ´GM px, θpε,Mquε0 q| ` |GM px, θpε,Mquε0 q ´GM px; θpε,Mqu q|
ď Cε` Cp|uε0 |Lip ` βq∆x.
Thus the lemma follows.
Lemma 4.5 and Assumption 4.1 mean that for h P p0, 1s there exists M “Mphq such
that
(4.3) sup
xPp´R,Rqd
|upxq ´GM px; θph,Mqk q| ď Ch` CβM∆x
for k “ 1, . . . , n. Hereafter, we denote by vh the function on tt0, . . . , tnu ˆRd defined by
(3.2) and (3.3) with M “Mphq.
It is straightforward to see from definition of GM p¨; θq and Assumption 4.3 that there
exists a positive constant C2 such that for x P p´R,Rqd,
max
|α|1ď3
|Dαvhptk, xq| ď C2p∆tq´θ.
For δ ą 0 and κ ą 0 define
Dδ “
!
pp,Xq P Rd ˆ Sd : |p|, |X| ď C2δ´θ
)
, Xδ,κ “
!
w P Rd : |w| ď δ´κ
)
.
The following lemma is a key to our analysis:
Lemma 4.6 ([13, Lemma 3.12]). Suppose that Assumption 4.1 holds. Let O Ă Rd be
open and bounded. Then there exist δ1 P p0,8q,  P p0,8q and κ P p0, 1{6q such that for
pt, x, zq P r0, T s ˆ O ˆ R, C3-function ϕ on O with ř|α|1ď3 supyPO |Dαϕpyq| ď C2δ´θ,
and δ P p0, δ1s,ˇˇˇˇ
ϕpxq ´ δF pt, x, z,Dϕpxq, D2ϕpxqq
´ sup
pp,XqPDδ
inf
wPXδ,κ
„
ϕpx`?δwq ´ ?δwTp´ δ
2
wTXw ´ δF pt, x, z, p,Xq
 ˇˇˇˇ
ď Cδ1`.
Lemma 4.6 leads to that vh is actually bounded with respect to h and x.
Lemma 4.7. Under the assumptions imposed in Theorem 4.4, there exists h1 P p0, 1s
such that
sup
0ăhďh1
max
k“0,...,n supxPp´R,Rqd
|vhptk, xq| ă 8, h ď h1.
Proof. The proof is similar to that of Lemma 3.13 in [13]. Since f is assumed to be
bounded, we have
|vhptn, xq| ď Bn, x P Rd, h P p0, 1s
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for some positive constant Bn. So suppose that for k ď n´ 1 there exists Bk`1 ą 0 such
that
|vhptk`1, xq| ď Bk`1, x P p´R,Rqd, h P p0, h1s
with some h1 P p0, 1s to be determined below. To get a bound of vhptk, ¨q, rewrite vhptk, xq
as
vhptk, xq “ vhptk`1, xq ´ ptk`1 ´ tkqF ptk`1, x; vhptk`1, ¨qq ` ptk`1 ´ tkqRhpxq,
where
Rhpxq “ F ptk`1, x; vhptk`1, ¨qq ´GM px; θh,Mk`1 q.
By Assumption 4.1 the function F ptk`1, ¨; vhptk`1, ¨qq is Lipschitz continuous with Lips-
chitz coefficient CβM and so we can apply Lemma 4.5 to obtain supxPp´R,Rqd |Rhi pxq| ď
Ch`CβM∆x, which goes to zero by Assumption 4.3. Thus Lemma 4.6 with δ “ tk`1´tk
yields |vhptk, xq| ď |Q| ` C∆t where
Q “ sup
pp,XqPDδ
inf
wPXδ,κ
„
vhptk`1, x`
?
δwq ´ ?δwTp´ δ
2
wTXw ´ δF pt, x, vhptk`1, xq, p,Xq

.
Considering p “ 0 and X “ 0, we see Q ě ´p1` C0∆tqBk`1 ´ C0∆t.
By the exactly same argument in the proof of Lemma 3.13 in [13], there exists h1 ą 0,
independent of k such that we obtain Q ď p1`C0∆tqBk`1`C∆, h ď h1. Denoting the
right-hand side by Bk, we obtain the sequence tBku satisfying Bk “ p1`C0hqBk`1`Ch,
whence Bk ď eTK1Bn ` CeTK1 for all k. Thus the lemma follows.
Proof of Theorem 4.4. The argument of the proof is similar to that in [13]. We will show
that
vpt, xq “ lim sup
tkÑt, yÑx
hŒ0
vhptk, yq, pt, xq P r0, T s ˆ Rd,
is a viscosity subsolution of (1.1). Notice that v is finite on r0, T s ˆ Rd by Lemma 4.7.
Fix pt, xq P r0, T q ˆRd and let ϕ be a C3-function on r0, T s ˆRd such that v´ϕ has
a global strict maximum at pt, xq with pv ´ ϕqpt, xq “ 0. By definition of v, there exist
hm, km, ym such that as mÑ8,
hm Ñ 0, ptkm , ymq Ñ pt, xq, vhmptkm , y˜mq Ñ vpt, xq.
and that
(4.4) cm :“ pvhm ´ ϕqptkm , ymq ě sup
ps,yqPr0,T qˆRd
pvhm ´ ϕqps, yq ´ p∆tq3{2m .
Here, p∆tqm “ ∆t defined by hm. In particular, cm Ñ 0. It follows from (4.4) that for
any y in a neighborhood of x we have
(4.5) ϕptkm`1, yq ` cm ` p∆tq3{2m ě vhmptkm`1, yq.
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Now rewrite vhptkm , ymq as
(4.6) vhmptkm , ymq “ vhmptkm`1, ymq ´ δmF ptkm`1, ym; vhmptkm`1, ¨qq ` δmJm,
where δm “ tkm`1 ´ tkm and
Jm “ F ptkm`1, ym; vhmptkm`1, ¨qq ´GMmpym; θphm,Mmqkm`1 q,
where Mm “M defined by hm. By Lemma 4.5, we have
(4.7) lim
mÑ8 |v
hmptkm`1, ymq ´ vhmptkm , ymq| “ 0
and limmÑ8 Jm “ 0. With the representation (4.6), we apply Lemma 4.6 for the family
tvhmptkm`1, ¨q, ϕptkm`1, ¨qumě1 and use the inequality (4.5) to get, for any sufficiently
large m,
vhmptkm , ymq
ď sup
pp,XqPDδm
inf
wPXδm,κ
”
vhmptkm`1, ym `
a
δmwq ´
a
δmp
Tw ´ δm
2
wTXw
´ δmF ptkm`1, ym, vhmptkm`1, ymq, p,Xq
ı
` δmJm ` Cδ1`m
ď sup
p,X
inf
w
”
ϕptkm`1, ym `
a
δmwq ´
a
δmp
Tw ´ δm
2
wTXw
´ δmF ptkm`1, ym, vhmptkm`1, ymq, p,Xq
ı
` cm ` δ3{2m ` δmJm ` Cδ1`m
ď ϕptkm`1, ymq ´ δmF ptkm`1, ym, vhmptkm`1, ymq, Dϕptkm`1, ymq, D2ϕptkm`1, ymqq
` cm ` δ3{2m ` δmJm ` Cδ1`m .
This together with (4.7) and vhmptkm , ymq “ cm ` ϕptkm , ymq leads to
´ 1
δm
pϕptkm`1, ymq ´ ϕptkm , ymqq
` F ptkm , ym, vhmptkm , ymq, Dϕptkm , ymq, D2ϕptkm , ymqq ď op1q
for any sufficiently large m. Sending mÑ8, we have
´Btϕpt, xq ` F pt, x, vpt, xq, Dϕpt, xq, D2ϕpt, xqq ď 0,
whence the subsolution property at pt, xq.
In the case pt, xq P tT u ˆRd, from Assumption 4.1 and Lemma 4.5 we have vpt, xq “
fpxq. Therefore v is a viscosity subsolution of (1.1).
A similar argument shows that
vpt, xq “ lim inf
tkÑt, yÑx
hŒ0
vhptk, yq, pt, xq P r0, T s ˆ Rd
is a viscosity supersolution of (1.1). By Assumption 4.2, we obtain v ď v. This and
v ě v means v “ v. From this the conclusion of the theorem follows.
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5 Numerical examples
Here we consider the following equation, adopted in [7], for our numerical experiments:$’’’’&’’’’%
´ Btv ´ 1
2
sup
0ďσď1{5
trpσ2D2vq `Gpv,Dvq “ 0, pt, xq P r0, 1q ˆ Rd,
vp1, xq “ sin
˜
1`
dÿ
i“1
xi
¸
, x “ px1, . . . , xdqT P Rd,
where Gpz, pq “ p1{dqřdi“1 pi ´ pd{2q inf0ďσď1{5pσ2zq for z P R, p “ pp1, . . . , pdqT P Rd.
It is straightforward to see that the unique solution is given by vpt, xq “ sinpt`řdi“1 xiq.
We apply our method to this equation in the cases of d “ 1 and d “ 2. As mentioned
in Section 1, we use the interpolation method as a practical alternative to the regression
one and then show its usefulness through the numerical experiments below.
For each d “ 1, 2, we choose the parameter τ “ τd of the Wendland kernel as τ1 “ 4
and τ2 “ 15. We construct the set Γ “ Γd of collocation points as the equi-spaced points
on r´Rd, Rdsd, where
Rd “ γdN1{d´1{pd`2τd´3q.
Here, γ1 “ 1{4 and γ2 “ 1{5. These choices come from the fact that ∆x „ RdN´1{d
and the interpolation error up to the second derivatives is Opp∆xqτd´3{2q (see Corollary
11.33 in [15]).
To implement the collocation method, we use the matrix representation described in
Section 3, by noting inf0ďσď1{5pσ2yq “ ´p1{5q2 maxp´y, 0q, with the uniform time grid.
We examine the cases of n “ 28 and n “ 212. Figures 5.1 and 5.2 show the resulting
maximum errors and root mean squared errors, defined by
Max error “ max
ξPΓ0, i“0,...,n
ˇˇˇ
v¯hpti, ξq ´ vpti, ξq
ˇˇˇ
,
RMS error “
gffe 1
10dpn` 1q
ÿ
ξPΓ0
nÿ
i“0
|v¯hpti, ξq ´ vpti, ξq|2,
respectively, where Γ0 is the set of 10
d-evaluation points constructed by a Sobol’ sequence
on r´1, 1sd for each d “ 1, 2. We can see that for d “ 1 with n “ 28, the curves of
the both errors become flat after N “ 150. Similar phenomenons are observed in the
cases of d “ 2 with n “ 28 and n “ 212. For N belonging to those ranges, increasing the
number of time steps give visible effects for the convergence.
As a comparison, we examine the explicit Euler finite difference method on the same
collocation points where the gradient is computed by the central difference and the
Dirichlet boundary condition is set to be zero. Figure 5.3 shows that the resulting ratios
of Max (resp. RMS) errors for the finite difference to Max (resp. RMS) errors for our
collocation method in the case of d “ 1, where the set of evaluation points is taken to be
Γ itself. We can see that our collocation method is competitive with the finite difference
method with respect to Max errors and is superior to that one with respect to RMS
errors under the same conditions.
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Figure 5.1: Max and RSM errors for d “ 1 with n “ 28, 212.
Figure 5.2: Max and RMS errors for d “ 2 with n “ 28, 212.
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Figure 5.3: The ratios of Max and RSM errors for d “ 1 with n “ 28, 212.
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