The problem of estimation of an unknown shape parameter under the sample drawn from the gamma distribution, where the scale parameter is also unknown, is considered. A new estimator, called the maximum likelihood scale invariant estimator, is proposed. It is established that both the bias and the variance of this estimator are less than that of the usual maximum likelihood estimator. A property of the psi function is also obtained. r 2007 Elsevier B.V. All rights reserved.
Introduction
Let a sample x ¼ ðx 1 ; x 2 ; . . . ; x n Þ be drawn from the gamma distribution Gða; sÞ with an unknown shape parameter a40 and an unknown scale parameter s40, whose density function has the form pðu; a; sÞ ¼ u aÀ1 e Àu=s s a GðaÞ ; u40.
Consider the problem of estimation of a: One of the most popular estimators is the well-known maximum likelihood estimator (ML-estimator) (e.g. Barndorff-Nielsen, 1978, Sections 9.3, 9.4; Bowman and Shenton, 1988; Crain, 1976; Dang and Weerakkody, 2000) . Let where CðaÞ:¼ðd=daÞ ln GðaÞ:¼ðln GðaÞÞ 0 is the so-called Euler psi (digamma) function. From those equations one can obtain the ML-estimators a Ã and s Ã of a and s; respectively. Namely, a Ã is the root of the equation
Here,x is the sample mean, i.e.
Observe that the function g is strictly decreasing and takes values in ð0; 1Þ (e.g. Alzer, 1997, Theorem 1) . Therefore, the estimator a Ã is well defined and unique. Observe also that the estimator a Ã is scale invariant. Furthermore, one can easily see that E ða;sÞ lnx À 1 n X n j¼1 ln x j ! ¼ CðnaÞ À CðaÞ À ln n ¼ gðaÞ À gðnaÞ:¼g n ðaÞ.
The question arises: why would not one take the root of the equation:
as an estimator of an unknown shape parameter a? Such an estimator would coincide with that based on the method of moments. It turns out that such a choice has quite a deep reasoning. Since in our scheme s becomes a nuisance parameter, it is natural to apply the maximum likelihood principle to the measure defined on the s-algebra of the scale invariant sets generated by the underlying gamma distribution. As it is known (e.g. Ha´jek et al., 1999, Subsection 3.2.2; Nagaev, 1996, Section 8.3) , the density corresponding to this measure, with respect to that generated by the standard normal distribution, is given as follows:
where
Then by direct calculations one can obtain that the maximum likelihood scale invariant estimator (IMLestimator) a ÃÃ 2 arg max a40 qðx; aÞ is the root of the Eq. (1). The estimator a ÃÃ is also scale invariant, well defined and unique since the function g n is strictly decreasing and takes values in ð0; 1Þ (see Lemma 1 in Section 3) (see also Fig. 1 ).
It is worth noting that the scale invariance of the maximum likelihood estimator of a shape parameter is a quite common property in the case when the scale is also unknown. It is evident that a Ã ðlxÞ ¼ a Ã ðxÞ, i.e. the estimator a Ã is scale invariant. Therefore, it is reasonable to apply the method presented here also for other distributions.
The goal of this paper is to compare two estimators of a: the ML-estimator and the IML-estimator. We show that both the bias and the variance of the IML-estimator a ÃÃ are less than that of the ML-estimator a Ã : The paper is organized as follows. In Section 2 we establish the main result while all the auxiliary results are proved in Section 3.
Main result
Theorem. If a sample x ¼ ðx 1 ; x 2 ; . . . ; x n Þ is drawn from Gða; sÞ distribution, then
ARTICLE IN PRESS Fig. 1 . Graphs of the functions g; g n ; g 0 ; g 0 n for n ¼ 2.
Proof. Since the functions g and g n are strictly decreasing, the inverse functions g À1 and g À1 n are well defined. According to the definitions,
n ðTðxÞÞ, where 
In order to show the second part of (2), it is enough to establish that Let us apply the Monte-Carlo simulation to confirm the results of the theorem. Given a and s; we generate 10,000 samples drawn from Gða; sÞ distribution for n ¼ 10; 20; 30; 50; 100. Next, we solve numerically two 
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Proofs of auxiliary results
Lemma 1. For any n41 the function g n ðuÞ ¼ CðnuÞ À CðuÞ À ln n, u40, is strictly decreasing and strictly convex.
Proof. The integral representation
(e.g. Abramovitz and Stegun, 1965, formula 6.4.1) yields
Ànut À e Àut Þ dt; u40.
Denote hðtÞ:¼ t 1 À e Àt ; D n;u ðtÞ:¼ne Ànut À e Àut ; t40.
The function h is strictly increasing since
40; t40
due to the inequality e t 41 þ t; t40: The function D n;u is such that D n;u ðtÞ40; 0otot n ðuÞ ¼ ln n ðn À 1Þu , D n;u ðtÞ ¼ 0; t ¼ t n ðuÞ, D n;u ðtÞo0; t4t n ðuÞ.
This implies that Z t n ðuÞ 0 hðtÞD n;u ðtÞ dtohðt n ðuÞÞ Further, by differentiation of both sides of (4) we obtain g 00 n ðuÞ ¼
Denote D n;u ðtÞ:¼te Àut À n 2 te Ànut ; t40
and observe that D n;u ðtÞ40; t4t n ðuÞ ¼ 2 ln n ðn À 1Þu , D n;u ðtÞ ¼ 0; t ¼ t n ðuÞ, D n;u ðtÞo0; 0otot n ðuÞ.
This implies that Z t n ðuÞ 0 hðtÞD n;u ðtÞ dt4hðt n ðuÞÞ Proof. First of all, observe that the function y is well defined since both the functions g 0 and g 0 n take values in ðÀ1; 0Þ; are negative and strictly increasing (see Alzer, 1997 , Theorem 1 and Lemma 1 above). Now we prove that
Consider the function
Making use of (3) one can write the representation (Binet's formula):
Hence, the function l is strictly decreasing. Now we establish that lðuÞ40 for all sufficiently large u: Due to the representations
(e.g. Abramovitz and Stegun, 1965, formula 6.3.18), we get
Simple calculations leads to the conclusion that lðuÞ40, as u ! 1, for yðuÞo ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi n=ðn À 1Þ p u. Thus, lðuÞ40 for all u40. & In the proof of Lemma 2 it is established that uoyðuÞo ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi n=ðn À 1Þ p u: The numerical calculations, made with the help of Maple for n ¼ 2; 10; 50; and presented in Table 2 , confirm those inequalities.
Lemma 3. For any n41 the function f ðuÞ ¼ g À1 ðuÞ À g À1 n ðuÞ, u40, is strictly decreasing.
Proof. Clearly,
; u40.
For any u40 we have
where the function y is defined as in Lemma 2. Since the function g is strictly decreasing, from (6) it follows that
n ðuÞÞ; u40 while since the function g 0 is strictly increasing, we get 
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