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It is well known that a state with complex energy cannot be the eigenstate of a self-adjoint
operator, as the Hamiltonian. Resonances, i.e. states with exponentially decaying observables,
are not vectors belonging to the conventional Hilbert space. One can describe these resonances in
an unusual mathematical formalism, based on the so-called Rigged Hilbert Space (RHS). In the
RHS, the states with complex energy are denoted as Gamow Vectors (GV), and they model decay
processes.
We study GV of the Reversed Harmonic Oscillator (RHO), and we analytically and numerically
investigate the unstable evolution of wave packets. We introduce the background function to study
initial data not composed only by a summation of GV and we analyse different wave packets be-
longing to specific function spaces. Our work furnishes support to the idea that irreversible wave
propagations can be investigated using Rigged Hilbert Space Quantum Mechanics and provides
insights for the experimental investigation of irreversible dynamics.
I. INTRODUCTION
The spontaneous decay of nuclear particles, or the em-
pirical evidences for the Big Bang, lead various authors
[1–5] to consider modifications of the principles of quan-
tum mechanics in order to include time-asymmetry. De-
spite a long standing effort, the need for these modifi-
cations is still debated. However, the debate stimulated
the developments of theoretical tools and paradigms by
a growing community of scientists. These tools recently
found surprisingly applications in nonlinear physics and
photonics [6–8].
The time-asimmetric dynamics of quantum systems
are also relevant in biophysics, fluid dynamics, network
theory, entanglement generation and epigenetic stud-
ies (see for example [9–11] and the references therein).
The decay from local maxima in the energetic landscape
of complex systems is generically retained irreversible.
However the origin of this irreversibility in the case of
microscopic quantum structures, or in quantum inspired
models of networks [12], is unconsidered so far [13].
The leading theoretical background of Time-
Asymmetric Quantum Mechanics (TA-QM) is the
RHS, an enlarged Hilbert space, which includes non-
normalizable wave packets that get amplified, or decay
exponentially with time. The paradigmatic model for
TA-QM is the reversed harmonic oscillator (RHO).
Whithin standard QM the description of the evolution
of a wavefunction may be done by using the continuous
spectrum of the Hamiltonian. In TA-QM one considers a
RHS, and generalized eigenvalues with complex energies
do have physical meanings [14]. The corresponding
non-normalizable eigenvectors are the so-called “Gamow
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vectors” [15, 16] and form a numerable generalized basis
for integrable functions. This discrete resummation
of the continuous spectrum furnishes novel physical
insights for the spontaneous decay of a wave packet.
For example, one can predict the surprising result of
the quantization of the decay rates, which has been
experimentally observed in an optical emulation [7, 17].
A further intriguing outcome of the TA-QM is the fact
that it unveils a particular structure in the phase space.
Namely, one can discriminate initial data in terms of their
projection on the eigenvectors of the RHO continuous
spectrum. These projections engender different vector
subspaces depending on specific Hardy spaces. The ques-
tion if this classification has direct physical counterpart
has no answer at the moment, albeit mathematically this
has important implications. If the initial wavefunction
belongs to a particular space, it is completely represented
by a numerable set of generalized eigenfunctions. On the
contrary, the representation is given in terms of a finite
number of GV and a background function.
Despite these mathematical properties have been stud-
ied by several authors [18–25], a direct physical evidence
of their implications is lacking, even in the simplest case
of RHO. In this manuscript, we review the basics of TA-
QM and of the GV approach to the RHO. Moreover, we
study the way the function space of the input wavefunc-
tions has a direct counterpart in the long term evolution.
This article is organized as follows: in sec. II we
present three theorems which establish that quantum me-
chanics with a temporal asymmetry cannot exist in the
standard Hilbert space formulation. In sec. III we build
a different topology for the space of initial data and show
the way this new geometry causes an enlargement of the
Hilbert space, namely, the rigged Hilbert space. Direct
consequences of RHS are disclosed in sec. IV. In sec. V
we describe quantized damped motion, and in sec. VI
we study RHO. In sec. VII and VIII we study the evolu-
tion of a function with compact support and a Gaussian
2function, respectively. We show the differences between
their propagation: since the first one belongs to a spe-
cific function space, it exponentially decays with time; on
the contrary, since the Gaussian function does not have a
compact support, it is the superposition of exponentially
and algebraically decaying waves. Conclusions are drawn
in sec. IX.
II. FUNDAMENTAL THEOREMS OF QM
In order to build a mathematical theory behind a
generic quantum system we need to define a Hausdorff
vector space Ψ, with a locally convex topology τ and a
scalar product (·|·). We need also an algebra A of τ -
continuous linear operator on Ψ and a probability mea-
sure P on A. By the scalar product (·|·), we are able
to build a norm ||ψ|| = √(ψ|ψ) ∀ψ ∈ Ψ and a metric
d(ψ, φ) = ||φ − ψ|| ∀φ, ψ ∈ Ψ, that is induced by the
norm, therefore we can settle a new topology τd on Ψ,
given by the distance d. Now, we have a Euclidean space
(Ψ, τd), which is also normed and separable. To be a
physical space needs the completeness.
Let (H, τH) be the completion of (Ψ, τd); H is a sep-
arable Hilbert space, and is the space used to formulate
the known time symmetric quantum theory. The tempo-
ral simmetry in a Hilbert space arises from the following
three theorems:
Theorem II.1 (Gleason). [26] For every probability
P(Λ), there exists a positive trace class operator ρ such
that
P(Λ) = Tr(Λρ).
Theorem II.2 (Stone-Neumann). [27] Let us consider
the Schro¨dinger-Neumann equation for ρ previously de-
fined
∂ρ(t)
∂t
=
i
~
[H, ρ(t)],
with H Hamiltonian operator. The solutions of such an
equation are time simmetric and they are given by the
group of unitary operators U †(t) = exp− i
~
Ht.
Theorem II.3 (Hegerfeldt). [28] For every Hermitian
and semi-bounded Hamiltonian H, either
Tr(Λ(t)ρ) = Tr(Λρ(t)) = 0 ∀t ∈ R
or
Tr(Λ(t)ρ) = Tr(Λρ(t)) > 0 ∀t ∈ R
except on a set of Lebesgue measure zero.
These theorems imply that time asymmetric solutions
of the Schro¨dinger equation
i~
∂φ(t)
∂t
= Hφ(t)
with time asymmetric boundary conditions are not al-
lowed, hence we need to modify the mathematical de-
scription of the system.
III. RIGGED HILBERT SPACE TOPOLOGY
For every fixed ψ0 ∈ Ψ, the translation T : Ψ→ Ψ such
that ψ → ψ+ψ0 is a linear homeomorphism of Ψ on itself.
Therefore τ is uniquely determined by the neighborhood
system I(0) centered at the origin, because every other
neighborhood of any point ψ of Ψ is obtained by translat-
ing a neighborhood of the origin of the vector ψ. (Ψ, τ) is
said to be locally convex if C = {C ∈ I(0) | C is convex}
is a neighborhood local basis. Since every open ball cen-
tered at the origin is convex, it is also a member of C if
and only if ∃A ∈ τ | 0 ∈ A ⊂ Br(0) ∀Br(0). By this
last condition, we build a locally convex topology τ on Ψ
that is finer than the topology τd induced by the norm.
Let us suppose that (Ψ, τ) and (H, τH) are the previ-
ously described spaces and, besides, τ is locally convex
and finer than τH. Then we can define another comple-
tion Φ of Ψ, this time with respect to τ , and find another
complete space (Φ, τΦ) that is different from (H, τH).
Precisely, Φ ⊂ H, and Φ is dense in H. Moreover,
Φ ⊂ H ⇒ H∗ ⊂ Φ∗, where H∗ and Φ∗ are the dual
spaces of H and Φ, respectively.
The definition of dual space is the basis to build a
RHS and we need a more physically accessible dual space,
according to [1] and [2]. Let E be a Euclidean space. We
identify the scalar product on E as (·|·); instead 〈·|·〉 is
the operatorial product on the dual space E∗, namely
F (v) = 〈F |v〉. We define our dual space Φ× as the space
of antilinear and continuous functionals on Φ, that is
F ∈ Φ× ⇐⇒ F (φ) = 〈φ|F 〉.
Thus every functional in Φ× has a sort of complex conju-
gate in Φ∗, and the Riesz-Frechet representation theorem
on the Hilbert space H still works, hence H = H×. In
this manner we obtain the Gelfand triplet Φ ⊂ H ⊂ Φ×,
which defines our RHS.
IV. GAMOW VECTORS
It is well known that, in order to be observable, the
Hamiltonion operator H of a quantum system must be
self-adjoint on H, so H = H†. Nevertheless H 6= H× on
Φ×.
Let us consider the secular equation
H×|E〉 = E|E〉. (1)
If |E〉 ∈ Φ× \H, we cannot affirm that the corresponding
eigenvalue E is a real number. We define a generalized
eigenvector |E〉 ∈ Φ×, which has complex eigenvalue, as
a Gamow vector |φGn 〉 = |E±n 〉 = |ER ± iΓn2 〉 (subscript
R is due to one of the first applications of this theory,
that Bohm developed in scattering experiments [1], and
it is related to the resonances of the system). From the
Schro¨dinger equation (in units such that ~ = 1), we get a
unitary operator U(t) = e−iHt for the temporal evolution
3of any state in H. We see that U(t)× = eiH×t is not
unitary on Φ×:
U(t)×|ER ± iΓn
2
〉 = eiERte∓Γn2 t|ER ± iΓn
2
〉, (2)
U(t)× is not an isometry, because
||U(t)×|ER ± iΓn
2
〉||2 = e∓Γnt|||ER ± iΓn
2
〉||2. (3)
Moreover
||U(t)×|ER ± iΓn
2
〉|| t→±∞−→ 0 (4)
and
||U(t)×|ER ± iΓn
2
〉|| t→∓∞−→ +∞. (5)
In a physical context, we need to identify Φ with the
Schwartz space S(RN ), that is, the space of rapidly de-
creasing functions, and the Hilbert space H with the
space of quadratically integrable functions L2(RN ), so
these last two expressions suggest that we need to define
the following new spaces:
Φ− =
{
φ ∈ Φ | f(E) = 〈φ|E−〉 ∈ S(R) ∩H2−
}
,
Φ+ =
{
φ ∈ Φ | f(E) = 〈φ|E+〉 ∈ S(R) ∩H2+
}
;
where H2− and H2+ are Hardy spaces bounded from below
and from above, respectively. To sum up, Φ± are dense
in Φ, Φ = Φ− + Φ+ (Φ− ∩ Φ+ 6= 0 generally) and Φ is
dense in H, consequently
Φ−
dense⊂ Φ dense⊂ H dense⊂ Φ× dense⊂ Φ×−, (6)
Φ+
dense⊂ Φ dense⊂ H dense⊂ Φ× dense⊂ Φ×+. (7)
We have now found two Gelfand triplets, Φ− ⊂ H ⊂
Φ×− and Φ+ ⊂ H ⊂ Φ×+, where the evolution operator
U(t) acts as a semigroup, because it is well defined and
continuous only for t ≤ 0 on Φ−, and only for t ≥ 0 on
Φ+. The value t = 0 expresses the intrinsic irreversibility
we have when, for example, we divide an experiment into
a preparation stage and a registration stage. In this case,
Φ− will be the space of the initial states and Φ+ will be
the space of the detected states.
V. QUANTIZATION OF A DAMPED MOTION
For its simplicity and its relevance, the harmonic os-
cillator (HO) can be chosen to introduce the study of
quantum mechanics in a time symmetric context [18, 19].
The classical HO Hamiltonian is
H =
p2
2m
+
mω2
2
x2.
We quantize the HO by converting the canonical coordi-
nates x, p into the operators xˆ, pˆ such that
[xˆ, pˆ] = i~,
and we find the spectrum of H :
Hψ(x) = Eψ(x), En = ~ω
(
n+
1
2
)
,
ψn(x) =
4
√
mω
~π
1√
2nn!
Hn
(√
mω
~
x
)
, (8)
where Hn(x) = (−1)nx2 dndxn e−x
2
are the Hermite poly-
nomials.
In a time asymmetric context, considering the equation
of a damped motion comes natural for its inherent irre-
versibility. In fact, if we consider the classical dynamical
system in one dimension
{
d
dtu(t) = −γu(t)
u(0) = u0
(9)
where γ > 0 and m = ~ = 1, we have
u(t) = e−γtu0,
which represents a damping for t ≥ 0. We quantize it
exactly as we did for the HO, even if this one is not a
Hamiltonian system. In a general n-dimensional space,
one defines a dynamical system as
du
dt
= X(u),
where X is a vector field. Using canonical coordinates
(u1, ..., un, v1, ..., vn), we get the Hamiltonian
H(u, v) =
n∑
k=1
vkXk(u),
where Xk are the components of X in the coordinate
basis, so for Eq.(9)
H(u, v) = −γuv.
Since the quantization must take into account that vˆ does
not commute with uˆ, we have
Hˆ(uˆ, vˆ) = −γ
2
(uˆvˆ + vˆuˆ). (10)
By performing the canonical transformation
uˆ =
γxˆ− pˆ√
2γ
, vˆ =
γxˆ+ pˆ√
2γ
, (11)
one obtains the Hamiltonian of the reversed harmonic
oscillator (RHO):
Hˆ(xˆ, pˆ) =
pˆ2
2
− γ
2xˆ2
2
. (12)
4Let us compare the HO and the RHO. We pass from the
first one to the second one, by changing ω into the com-
plex value iγ [24]. This simple transformation allows to
move from a parabolic potential bounded from below to
a parabolic barrier. This potential overturning produces
a completely different physics: the HO models the behav-
ior of a pointlike mass around a stable equilibrium and
the RHO gives the dynamics around an unstable equilib-
rium, an intrinsically irreversible evolution (at variance
with an oscillator, a falling body never goes back to its
initial position).
In this section, we analyze the Hamiltonian of the
damped motion, defined in (10). As proved in [18],
Hˆ(uˆ, vˆ) is self-adjoint on L2(R) and parity invariant. We
define the time reversal operator T such that
Tφ(t) := φ(−t) ⇒ TU(t) = U †(t)T ⇒ U(t)TU(t) = T,
where U(t) := e−iHt. T plays a fundamental role in this
system, and coincides with the inverse Fourier transfor-
mation, i.e. Tφ(u, t) := Fˇ [φ](u, t),where
Fˇ [φ](x, t) =
1√
2π
∫
R
eikxφ(k, t)dk.
Let us define two families of tempered distributions in
Φ×, the first one
uˆ|f−0 〉 := 0, f−0 (u) = δ(u),
∀n ∈ N |f−n 〉 :=
(−i)n√
n!
vˆn|f−0 〉 ⇒ (13)
⇒ f−n (u) =
(−1)n√
n!
dn
dun
δ(u);
and the second one
vˆ|f+0 〉 := 0, f+0 (u) = 1,
∀n ∈ N |f+n 〉 :=
1√
n!
uˆn|f+0 〉 ⇒ f+n (u) =
un√
n!
. (14)
Hereafter, following [1–3], we denote a tempered distri-
bution f±n a resonance. We can see that
H×|f±n 〉 = ±En|f±n 〉,
where En := iγ
(
n+ 12
) ∈ C. Given that f±n are tem-
pered distributions, their inverse Fourier transforms are
well defined, and they are
Fˇ [f−n ] =
in√
2π
f+n , (15)
Fˇ [f+n ] = i
n
√
2πf−n . (16)
We show the quasi-orthogonality and the quasi-
completeness of the resonances:
〈f−n |f+m〉 = δn,m,
∞∑
n=0
f−n (u)f
+
n (y) = δ(u− y).
In order to find real energy values, we need to ana-
lyze also the continuous spectrum. Since H is parity in-
variant, each generalized eigenvalue is doubly degenerate,
thus
H×ψE± = Eψ
E
± .
As one can see in [18], the generalized eigenfunctions are
ψE±(u) =
1√
2πγ
u
−( iEγ + 12 )
± , (17)
where uλ± are tempered distributions such that
uλ+ :=
{
uλ u ≥ 0
0 u < 0
,
uλ− :=
{
0 u < 0
uλ u ≤ 0 .
It is possible to prove both the orthonormality and the
completeness of the eigenfunctions, namely
∑
±
∫
[ψE1± (u)]
∗ψE2± (u)du = δ(E1 − E2);
∑
±
∫
[ψE±(u)]
∗ψE±(u
′)dE = δ(u− u′).
Therefore we can apply the Gelfand-Maurin theorem [23]
and write any function in S(R) as
φ(u) =
∑
±
∫
ψE±(u)〈φ|ψE±〉∗dE.
By repeating the same reasoning
H×Fˇ
[
ψ−E±
]
= EFˇ
[
ψ−E±
]
, (18)
so one can prove also the orthonormality and the com-
pleteness of the inverse Fourier transforms of the eigen-
functions, whence
φ(u) =
∑
±
∫
Fˇ
[
ψ−E±
]
(u)〈φ|Fˇ [ψ−E± ]〉∗dE. (19)
5We have just defined two groups of eigenfunctions,
ψE±(u) and Fˇ
[
ψ−E±
]
(u), which represent the continuous
spectrum of the Hamiltonian of a damped motion into the
RHS. Moreover, we have just seen that they depend on
the tempered distributions u
−( iEγ + 12 )
± , which have simple
poles in the complex plane when
E = −En = −iγ
(
n+
1
2
)
.
Thanks to the properties of the generalized function uλ±
[18], we can finally state what follows:
Res
[
ψE± ,−En
]
=
(±1)ni√γ√
2πn!
f−n , (20)
Res
[
Fˇ [ψ−E± ], En
]
=
(±i)ni√γ
2π
√
n!
f+n . (21)
By defining the following spaces, we get two Gelfand
triplets:
H = L2(R),
Φ = S(R),
Φ− =
{
φ ∈ Φ | f(E) = 〈φ|Fˇ [ψ−E± ]〉 ∈ H2−
}
, (22)
Φ+ =
{
φ ∈ Φ | f(E) = 〈φ|ψE±〉 ∈ H2+
}
, (23)
where H2+ (H2+) is the Hardy space on the upper (lower)
complex half-plane, respectively.
From this framework into the RHS Φ×, we can infer
the irreversible evolution of certain waves in Φ. We es-
tablished above the connection between the continuous
and the point spectrum. Now we make this link defini-
tively clear and we show that the evolution operator acts
as a semigroup on Φ± for a well-defined orientation of
the arrow of time. By recalling Eqs.(20) and (21), we
apply the residue theorem to initial data in Φ± [18] and
get two different expansions in GV:
φ+(u) =
+∞∑
n=0
〈φ+|f+n 〉f−n (u) ∀ φ+ ∈ Φ+;
φ−(u) =
+∞∑
n=0
〈φ−|f−n 〉f+n (u) ∀ φ− ∈ Φ−.
Thanks to the following definitions of two new function
spaces, both of them subspaces of S(R) and isomorphic
by the inverse Fourier transformation, we can establish
the relation between Φ+ and Φ−:
D = C∞c (R) is the space of the infinitely differentiable
functions with compact support;
Z = {Fˇ [φ] |φ ∈ D}, where Fˇ is the inverse Fourier trans-
formation.
Since for each function φ ∈ Z, we have
φ(u) =
+∞∑
n=0
1
n!
dn
dun
φ(u)|u=0un =
+∞∑
n=0
f+n (u)〈f−n |φ〉,
while, at the same time, every ψ ∈ D is the Fourier trans-
form of a function in Z, hence
ψ(u) =
1√
2π
∫
R
Fˇ [ψ](v)e−ivudv =
+∞∑
n=0
f−n (u)〈f+n |ψ〉.
We can state that
Φ+ ≡ D, Φ− ≡ Z. (24)
At last, we study the evolution operator U(t) = e−iHt.
U is a unitary group on H = L2(R), given that if
ψ(u, 0) ∈ L2(R) then
ψ(u, t) = U(t)ψ(u, 0) = e
γ
2
tψ(eγtu, 0), (25)
transformation that turns out to be an isometry on
L2(R). This means that if ψ(u, t) solves the Schro¨dinger
equation, then also Tψ(u, t) = ψ(u,−t) does. There-
fore the theory is time-reversal invariant on the Hilbert
spaceH, without letting us see the damping we expected.
Where do we observe the temporal irreversibility? It
lacks the analysis of U restricted to Φ±. If φ+(u, 0) ∈ Φ+
then
〈U(t)φ+|ψE±〉 = 〈φ+|U×(t)ψE±〉 =
= eiEt〈φ+|ψE±〉 ∈ H2+ ⇔ t ≥ 0;
on the other hand, if φ−(u, 0) ∈ Φ− then
〈U(t)φ−|Fˇ [ψ−E± ]〉 = 〈U(−t)Fˇ [φ−]|ψ−E± 〉 =
= 〈Fˇ [φ+]|U×(−t)ψ−E± 〉 = eiEt〈Fˇ [φ−]|ψ−E± 〉 =
= eiEt〈φ−|Fˇ [ψ−E± ]〉 ∈ H2− ⇔ t ≤ 0.
We conclude that U(t) establishes two semigroups:
U+(t) : Φ+ −→ Φ+ ∀t ≥ 0
and
U−(t) : Φ− −→ Φ− ∀t ≤ 0.
We have just found a way to model irreversible phenom-
ena. In fact, the action of U allows to choose an ori-
entation of the temporal arrow: if it goes forward from
6zero, then our initial data is in Φ+, otherwise it is in Φ−,
indeed
φ+(u, t) =
∑
n
e−γ(n+1/2)t〈φ+|f+n 〉f−n (u)
and
φ−(u, t) =
∑
n
eγ(n+1/2)t〈φ−|f−n 〉f+n (u).
Moreover, all the physics we get fixing a specific orien-
tation of time’s arrow is achievable fixing the other one
too, because time reversal operator T establishes an iso-
morphism between Φ+ and Φ−, in fact
Tφ+(u, t) = U(−t)Tφ+(u, 0) = φ−(u,−t).
Summarizing, we got an irreversible quantum system
by observing that the evolution operator acts as a semi-
group on Φ±, due to the presence of resonant states f±n .
In this way, the instant t = 0 separates the evolution in
two complementary directions: if one starts from Φ+, one
can stays forever in Φ+ only evolving forward in time. In
other words one chooses the temporal orientation, fixes
the signature of Φ±, and cannot go backwards.
FIG. 1. (Color online) Pictorial representation of Gelfand
triplet defined in Eq.(7). Here Φ+ ≡ D, Φ ≡ S(R) and H ≡
L2(R). One can get an Euler-Venn diagram also for the triplet
in Eq.(6) by changing Φ+ with Φ− and D with Z.
VI. THE REVERSED HARMONIC
OSCILLATOR:
REMARKABLE RESULTS
We consider the family of operators [19]
Vˆλ = exp
{
λ
2
(xˆpˆ+ pˆxˆ)
}
.
In a system of measurement where ~ = 1, we have
[xˆ, pˆ] = i, so
Vˆλφ(x) = e
−iλ
2 φ(e−iλx),
whence
VˆλxˆVˆ
−1
λ = e
−iλxˆ
and
VˆλpˆVˆ
−1
λ = e
iλpˆ.
If we recall the Hamiltonian in the equation (8)
HHO :=
pˆ2
2
+
γ2xˆ2
2
,
it is easy to see that
Vˆ±π
4
HVˆ −1±π
4
= ±iHHO
and we can transform the results we already know for the
HO in results for the RHO:
EHOn = γ(n+
1
2
), En = iE
HO
n ∈ C
ψHOn =
(γ
π
)1/4
(2nn!)−1/2e−
γ
2
x2Hn(
√
γx)
f±n = Vˆ
−1
± π
4
ψHOn ∈ S×(R).
A. The Unitary Transformation:
from (u, v) to (x, p) Framework
One passes from the HO to the RHO through the op-
erator Vˆ± π
4
, but can also pass from H(uˆ, vˆ) to H(xˆ, pˆ),
i.e. from the damped motion to the RHO, through a
canonical transformation and find a relation between the
spectra of these two Hamiltonians.
The canonical transformation from (u, v) to (x, p) it is
generated by the generating function
S(x, u) =
γ
2
x2 −
√
2γxu +
1
2
u2, (26)
with p = ∂S∂x , v = −∂S∂u .
We define the unitary transformation
U : L2(R) −→ L2(R) (27)
such that
f(u) −→ (Uf)(x) = C˜
∫
R
f(u)eiS(x,u)du,
with C˜ := e−i
π
8 4
√
γ
2π2 and we can prove that U is unitary
by demonstrating that
|C˜|2
∫
R
ei[S(x,u)−S(x
′,u)]du = δ(x− x′).
7In order to get a relation of quasi-orthogonality and
quasi-completeness for the resonances, we need to under-
stand the nature of the operator Vˆλ. It acts almost like
the evolution operator U in Eq.(25), with a complex (in-
stead of real) exponential, but this is enough only to say
that Vˆλ is unitary for pure imaginary λ, not for every
λ ∈ C. In fact, for a generic λ = ω + iγ, where ω, γ ∈ R,
one has
〈Vˆλφ|Vˆλψ〉 =
∫
R
dx
[
e
γ−iω
2 φ
(
eγ−iωx
)]∗
e
γ−iω
2 ψ
(
eγ−iωx
)
=
= eiω
∫
R
dx [φ(x)]
∗
ψ(x) = eiω〈φ|ψ〉.
Therefore it is not surprising that f±n are only propor-
tional to U [f±n (u)](x) and not exactly equal. In fact
f±n (x) = e
inπ
4 (2π)±
1
4U [f±n (u)](x).
Nevertheless, we achieve the same relation of quasi-
orthogonality and quasi-completeness we had before:
〈f±n (x)|f∓m(x)〉 = δnm;
+∞∑
n=0
[
f±n (x)
]∗
f∓n (x
′) = δ(x− x′).
Moreover
[
f±n (x)
]∗
= f∓n (x).
Recalling the equations (15), (16) and the meaning of the
inverse Fourier transform for the damped motion repre-
sented by Hˆ(uˆ, vˆ) (the inverse Fourier transform coin-
cides with the time reversal operator T in that system),
one has T = C, where C is the complex conjugation op-
erator, as shown in [19].
We want to find χE such that
HχE = EχE .
From [19] we get the complete derivation of the following
solutions:
χE+(x) =
C˜√
2πγ
i
ν+1
2 Γ(ν + 1)D−ν−1(−
√
−2γix),
χE−(x) = χ
E
+(−x),
where here ν = −
(
iEγ +
1
2
)
and
Dν(z) :=
e−
z2
4
Γ(−ν)
∫
R
ξ−ν−1± e
∓zξ− 1
2
ξ2dξ
is a Whittaker function [29].
If one remembers the equation (18), one knows that
the set of eigenfunction is not complete yet. In fact, the
two families of functions ηE±(x) :=
(U Fˇ [ψ−E± ]) (x) still
miss, and we obtain
HηE± = −EηE± ,
ηE+(x) =
C˜√
2πγ
i
ν+1
2 Γ(−ν)Dν(−
√
2γix),
ηE−(x) = η
E
+(−x).
We observe that
ηE±(x) = [χ
E
±(x)]
∗,
fact which confirms that the time reversal operator T
acts like the complex conjugation C.
From the corresponding properties satisfied by ψE±(u)
and from the unitary nature of U we have
∑
±
∫
R
[χE±(x)]
∗χE
′
± (x)dx = δ(E − E′);
∑
±
∫
R
[χE±(x)]
∗χE±(x
′)dE = δ(x− x′);
∑
±
∫
R
[ηE±(x)]
∗ηE
′
± (x)dx = δ(E − E′);
∑
±
∫
R
[ηE±(x)]
∗ηE±(x
′)dE = δ(x − x′).
At this point, we have all the tools we need to study
the analytic properties of these four families of eigenfunc-
tions. The outcome is that χE±(x) and η
E
±(x) have simple
poles at E = −En and E = En, respectively. Further-
more,
Res[χE±(x);−En] =
C˜√
2πγ
(−1)n
n!
i−
n
2Dn(∓
√
−2γix),
Res[ηE±(x);En] =
C˜√
2πγ
(−1)n
n!
i
n+1
2 Dn(∓
√
2γix).
In [29], [30] and [31] one can find out that
Dn(y) = 2
−n
2 e−
y2
4 Hn
(
z√
2
)
. This, together with
Hn(−y) = (−1)nHn(y), allows us to obtain
Res[χE±(x);−En] ∝ f+n (x)
and
Res[ηE±(x);En] ∝ f−n (x).
8Following section V, we get Φ± from the residues of
the RHO eigenfunctions:
H = L2(R),
Φ = S(R),
Φ− =
{
φ ∈ Φ | f(E) = 〈φ|ηE±〉 ∈ H2−
}
,
Φ+ =
{
φ ∈ Φ | f(E) = 〈φ|χE±〉 ∈ H2+
}
.
B. The Evolution Operator Acting like a
Semigroup
We study waves φ± ∈ Φ± and the action of the evolu-
tion operator. We have T = C and
T (Φ+) = Φ−.
Writing envelopes of φ± in series of resonances:
φ+(x) =
+∞∑
n=0
〈φ+|f+n 〉∗f−n (x) ∀ φ+ ∈ Φ+;
φ−(x) =
+∞∑
n=0
〈φ−|f−n 〉∗f+n (x) ∀ φ− ∈ Φ−.
Thanks to the Gelfand-Maurin spectral theorem
φ+(x) =
∑
±
∫
R
dEχE±(x)〈φ+|ψE±〉∗
and
φ−(x) =
∑
±
∫
R
dEηE±(x)〈φ−|ηE±〉∗.
In conclusion, even in this case, the temporal evolution
operator U(t) = e−iHt establishes a unitary group on
H = L2(R), and two semigroups:
U+(t) : Φ+ −→ Φ+ ∀t ≥ 0;
U−(t) : Φ− −→ Φ− ∀t ≤ 0.
Furthermore, if φ+(x, 0) ∈ Φ+ then
φ+(x, t) =
∑
n
e−γ(n+1/2)t〈φ+|f+n 〉∗f−n (x),
while, if φ−(x, 0) ∈ Φ− then
φ−(x, t) =
∑
n
eγ(n+1/2)t〈φ−|f−n 〉∗f+n (x).
We stress again that we got an irreversible quantum
theory by studying the action of U on Φ± as a semi-
group. Time t = 0 splits the evolution in two diamet-
rically opposed directions, and it becomes the instant
which separates two different dynamics.
VII. FUNCTIONS WITH COMPACT SUPPORT
In this section we examine a function set in Φ+.
We start working in the (u, v) representation, where
H(uˆ, vˆ) = − γ2 [uˆvˆ + vˆuˆ]. We analyse the evolution in
(u, v) and (x, p) planes. In (x, p) the Hamiltonian is
H = pˆ
2
2 − γ
2xˆ2
2 (we fix γ = 1 hereafter).
A. Wave Packets in (u, v) Plane
We previously proved that Φ+ and Φ− coincide with D
and Z, respectively. We choose the forward orientation
of the temporal arrow, so we focus our attention on the
triplet
Φ+ ⊂ H ⊂ Φ×+,
that is D ⊂ L2(R) ⊂ D×.
Let us consider the family of functions
φǫ(u) =


Kǫ exp
[
1
(uǫ )
2−1
]
|u| < ǫ
0 |u| ≥ ǫ
(28)
where ǫ > 0 and Kǫ is such that ||φǫ||2 = 1, i.e.(∫
R
|φǫ(u)|2dx
) 1
2 = 1. φǫ(u) is a function of class C
∞(R),
precisely
φǫ(u) ∈ D ∀ ǫ > 0.
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FIG. 2. (Color online) Functions φǫ with compact support
defined in Eq.(28) for several ǫ values.
Starting from
∞∑
n=0
f−n (u)f
+
n (w) = δ(u− w),
9with f−n (u) =
(−1)n√
n!
dn
dun δ(u) and f
+
n (u) =
un√
n!
, we have
φǫ(u) =
∫
R
dwδ(u − w)φǫ(w) =
=
∫
R
dw
∞∑
n=0
f−n (u)f
+
n (w)φǫ(w) =
∞∑
n=0
f−n (u)〈φǫ|f+n 〉,
(29)
since φǫ ∈ D. In deriving Eq.(29), as discussed in sec.V
and in [19], the residue theorem allows to swap the in-
tegral and the summation. This is not valid for general
functions in Φ not belonging to Φ+. We define the N-
order background function as
φBGN (u, t) := φ(u, t)−
N∑
n=0
f−n (u)〈U(t)φ|f+n 〉∗ ∈ Φ×;
consequently
φ(u, t) =
N∑
n=0
f−n (u)〈U(t)φ|f+n 〉∗ + φBGN (u, t) ∀φ ∈ Φ.
For φ ∈ Φ+, φBGN→+∞ = 0 and U(t) acts as a semigroup.
The evolution is a superposition of exponentially decay-
ing functions. On the contrary, for φ /∈ Φ+, φBGN→+∞
does not converge and the evolution includes non expo-
nentially decaying components.
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FIG. 3. (Color online) One-dimensional evolution of |φ1(u, t)|
[Eq.(28) with ǫ = 1].
We numerically simulate the Schro¨dinger equation
i∂ψ∂t = Hψ for the Hamiltonian H = iγ
(
u ∂∂u +
1
2
)
(with
γ=1), with initial condition ψ(u, t = 0) = φǫ(u). Figures
3 and 4 show the resulting “focusing” evolution.
Figure 5 reports the evolution of the coefficients
CN (t) := 〈U(t)φ1|f+N 〉∗. These brackets exponentially
decay, with quantized decay rates. Into a semilogarith-
mic scale, the decay rates correspond to straight lines
with different slopes.
FIG. 4. (Color online) Evolution of |φ1(u, t)| [Eq.(28) with
ǫ = 1].
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FIG. 5. (Color online) Numerically calculated projections
CN(t) := 〈U(t)φ1|f
+
N
〉∗ on the N order resonances of a func-
tion with compact support [Eq.(28) with ǫ = 1] in the (u,v)
representation, in a semilogarithmic scale.
B. Wave Packets in (x, p) Plane
We pass from the (u, v) to (x, p) by the unitary trans-
formation U :
φǫ(x) = U [φǫ(u)](x) =
∞∑
n=0
U [f−n (u)](x)〈Uφǫ|Uf+n 〉 =
=
∞∑
n=0
f−n (x)〈φǫ|f+n 〉, (30)
with f±n (x) = Vˆ
−1
± π
4
ψHOn (x).
We numerically analyse the transformed functions. In
Fig. 6, one can see several (Uφǫ) (x). We remark that
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FIG. 6. (Color online) Transformed φǫ [Eq.(30) for various ǫ].
functions φǫ, which have compact support in (u, v), do
not have compact support in (x, p) phase plane.
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FIG. 7. (Color online) One-dimensional evolution of a trans-
formed function with compact support [Eq.(30), ǫ = 1/2] with
a RHO potential.
We numerically study the evolution of wave packets
in (x, p). We solve numerically i∂ψ∂t = Hψ with initial
condition ψ(x, t = 0) = (Uφǫ) (x) and a RHO potential.
Figures 7 and 8 show the resulting “defocusing” evolu-
tion.
VIII. GAUSSIAN FUNCTION
We examine the Gelfand triplet in Eq.(7) defined in
sections V and VI, in the case of the Gaussian function
as element of the Hilbert space but not belonging nei-
ther to Φ+ nor to Φ− (see figure 1). For this function,
the expansion in Gamow states must be truncated and
FIG. 8. (Color online) Evolution of a transformed function
with compact support [Eq.(30), ǫ = 1/2] with a RHO poten-
tial.
completed by an additional background function, not de-
caying exponentially, as discussed in sec. VIIA. We il-
lustrate theoretically and numerically the properties of
the background function, specifically studying a Gaus-
sian function φ(u) = e
−
u2
2
4
√
π
and its transformed U [φ](x).
We analyse the evolution both in (u, v) and (x, p) planes.
A. The Background Function
Let us define a normalized Gaussian function
φ(u) =
1
4
√
π
e−
u2
2 ∈ S(R). (31)
φ(u) does not belong to D or to Z because the Fourier
transformed of a Gaussian function is still a Gaussian
function and D ∩ Z = ∅.
Since
∑+∞
n=0 f
+
n (u)f
−
n (w) = δ(u− w), we have
φ(u) =
∫
R
dw
+∞∑
n=0
f−n (u)f
+
n (w)φ(w) ∀φ ∈ Φ. (32)
The integral and the summation in Eq.(32) cannot be
swapped, at variance with the case of φǫ(u) previously
considered. Therefore
φ(u) 6=
+∞∑
n=0
f−n (u)
∫
R
dwf+n (w)φ(w), (33)
whence the Gaussian function has a non-trivial back-
ground. Without loss of generality, we write
φ(u) =
N∑
n=0
f−n (u)〈φ|f+n 〉∗ + φBGN (u),
11
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FIG. 9. (Color online) Projections 〈φ1|f
+
n 〉
∗ of a function with
compact support [defined in Eq.(28), ǫ = 1].
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FIG. 10. (Color online) Projections 〈φ|f+n 〉
∗ of the Gaussian
function.
where φBGN (u) is the N-order background.
Since φ(u) = φ(−u), while fn(u) = −fn(−u) for odd
n, we have
〈φ|f+n 〉 =


2
n+1
2 Γ(n+12 )
4
√
π
√
n!
for even n
0 for odd n
. (34)
Both 〈φ|f+n 〉 and 〈φǫ|f+n 〉 decrease for even n, but the
Gaussian 〈φ|f+n 〉 decay much more slowly, as one can see
by comparing figures 9 and 10. However, this is not a
mathematical proof of the existence of the background.
The presence of the background is proved through the
study of the initial datum: φǫ(u) is an initial state that
is composed only by a discrete sum of resonances without
any component in the continuum, because it belongs to
D; on the contrary φ(u) is an initial state with a compo-
nent of continuous radiation that is the background.
We analyze the evolved N-order background wave for
a Gaussian initial data. We want to study its limit as
N → +∞.
We have
φBGN (u, t) = φ(u, t)−
N∑
n=0
f−n (u)〈f+n |U(t)|φ〉 =
= U(t)φ(u) −
N∑
n=0
f−n (u)〈f+n |U(t)×|φ〉 =
= U(t)φ(u)−
N∑
n=0
e−
γ
2
(2n+1)tf−n (u)〈f+n |φ〉.
We notice that the limit as N approaches infinity could
diverge or not exist. This happens in most cases, and
specifically for the Gaussian function. In fact, in Eq.(34),
we can approximate the Gamma function
Γ(z) =
√
2πzz−
1
2 e−z
[
1 +O
(
1
z
)]
(35)
and the factorial
n! =
√
2πnn+
1
2 e−n
[
1 +O
(
1
n
)]
(36)
for large values of z and n, thanks to the Stirling’s for-
mula [29]. We find, for even n
〈φ|f+n 〉 =
2
n+1
2 Γ
(
n+1
2
)
4
√
π
√
n!
≃ 2
3
4
(
1 + 1n
)n
2
4
√
e2n
≃ 2
3
4
4
√
n
,
hence 〈φ|f+n 〉 approaches zero with order 14 , too slowly
to let the series converge ∀t ≥ 0, ∀u ∈ R, so the limit
N → +∞ does not exist globally.
This confirms that an expansion like Eq.(30) with an
infinite number of GV is meaningless for a Gaussian func-
tion, and a background term is needed.
B. Evolution
Figures 11 and 12 show a portrayal of the Gaussian
function evolution. In Fig. 13 and in Fig. 14 one can
observe the decay of the coefficients.
The (u, v) phase space remains the simplest configu-
ration for numerical tests of the theory. Since one runs
into a high computational complexity when analyses the
background evolution, we choose (u, v) phase space to
compare the evolution of a Gaussian function with a spe-
cific φǫ. We best fit the normalized Gaussian function by
a function φǫ in order to compare the background func-
tion with the difference between these two waves. Fig-
ure 15 shows φ(u) and its best fit by φǫ(u), obtained
12
−3 −2 −1 0 1 2 30
0.5
1
1.5
2
2.5
Coordinate u
W
av
ef
un
ct
io
n 
φ
 
 
t=0.00
t=0.25
t=0.51
t=0.76
t=1.01
t=1.26
t=1.52
t=1.77
t=2.02
t=2.27
t=2.50
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FIG. 12. (Color online) Evolution of the Gaussian wave
φ(u) = e
−
u2
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.
for ǫ = ǫ0 = 1, 802425. Fig. 16 compares the cal-
culated evolution of φ(u) and φǫ0 . We should see the
dispersive component that occurs on the boundaries of
the Gaussian evolution. However, appreciating the dis-
persive behaviour is difficult in a linear scale; we report
a comparison between φBG20 and φ − φǫ0 in Fig. 17 in
a semilogarithmic scale. The continuous lines represent
the Gaussian background for several time values, while
the dashed lines give the difference between the Gaussian
and the function with compact support. One can now
see without difficulties that the outlines on the bound-
aries are well overlapped, so the long time evolution of
a Gaussian background, that is, the dispersive tail of a
function not belonging to Φ+, can be approximated to
the rest between the function we are studying and an
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FIG. 13. (Color online) Evolution of the projections CN(t) :=
〈U(t)φ|f+
N
〉∗ on the N order resonances of the Gaussian wave
φ(u) = e
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in the (u,v) representation, in a linear scale.
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FIG. 14. (Color online) Evolution of the projections on the N
order resonances CN (t) := 〈U(t)φ|f
+
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in the (u,v) representation, in a semilogarithmic
scale.
appropriately chosen function φǫ.
We want now complete our analysis by considering the
(x, p)−system. By the transformation U we see that
φ(x) = [Uφ(u)] (x) is a Gaussian function anyway, be-
cause
[Uφ(u)] (x) = π− 14 C˜
∫
R
e−
u2
2 eiS(x,u)du =
(γ
π
) 1
4
e−
γ
2
x2 .
The focusing dynamics in the (u, v) space corresponds to
a defocusing propagation in the (x, p) space as shown in
Fig. 18 and in Fig. 19.
13
−4 −2 0 2 40
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
Coordinate u
W
av
ef
un
ct
io
n 
φ
 
 
Gaussian
Bell
FIG. 15. (Color online) Fit of the Gaussian function φ(u) =
e
−
u2
2
4
√
π
by the function φǫ0(u) (ǫ0 = 1.802425).
Coordinate u
Ti
m
e 
t
Gaussian
−5 0 5
x 10−4
6
6.5
7
7.5
8
8.5
9
9.5
10
Coordinate u
Bell
−5 0 5
x 10−4
6
6.5
7
7.5
8
8.5
9
9.5
10
FIG. 16. (Color online) Comparison of the Gaussian evolution
φ(u, t) with φǫ0(u, t). φǫ0(u, t) focalizes without any loss or
dispersion of energy, while the Gaussian presents a dispersive
background (see lso Fig. 17).
IX. CONCLUSIONS
We reviewed the basic theorems and the mathematical
properties underlying the time-asymmetric formulation
of quantum mechanics with specific reference to the re-
versed harmonic oscillator. We considered the propaga-
tion of a wave packet in the reversed harmonic oscillator
within the rigged Hilbert space framework. We specifi-
cally analysed the evolution of a class of functions with
compact support in the (u, v) phase space and the evolu-
tion of a normalized Gaussian function. For the functions
with compact support we discussed the way the dynam-
ics in the (u, v) maps into the real (x, p) space, and verify
that the projections of a wave packet on Gamow states
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FIG. 17. (Color online) We want to analyze if a region where
φBGN (u, t) ≃ φ(u, t) − φǫ0(u, t) exists. A comparison between
φBG20 (u, t) and φ(u, t)− φǫ0(u, t) is here reported in semiloga-
rithmic scale: these two wave packets are well overlapped on
their borders.
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under a RHO potential.
decay exponentially. We studied the mechanism of exci-
tation of the background function for a Gaussian func-
tion, that does not belong to Φ+. The Gaussian function
cannot be expressed as an infinite linear combination of
GV, and the results is the excitation of a dispersive wave
which does not decay exponentially.
In other words, for a RHO the temporal evolution is
dominated by a sum of exponentially decaying states
with quantized decay rates. Depending on the function
class of the initial conditions, one can also observe the ex-
citation of a non-exponentially decaying component, de-
noted as the background. These findings may be directly
tested in the experiments by a proper shaping of the ini-
14
FIG. 19. (Color online) Evolution of the wave |φ| with initial
condition φ(x) = e
−
x2
2
4
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π
.
tial conditions. We believe that our results address some
of the known concepts of the RHS approach to the dy-
namics of unstable systems in a way that may find direct
application in designing tests of time-asymmetric quan-
tum physics, in fields like Bose-Einstein condensation, su-
perconductors and photonics. Gamow vectors may also
open novel possibilities in studying nonlinear waves and
their reversibility properties from a fundamental point of
view.
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