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Abstract 
We are interested in the formulation of multi-criteria decision functions based on the use of a measure over the space of criteria.  
Specifically the relationship between the criteria is expressed using a fuzzy  measure.  We then use the Choquet integral to 
construct decision functions based on the measure.  We look at a number of different decision functions generated from specific 
classes of measures 
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1. Introduction 
One approach to multi-criteria decision-making is to a construct decision function by aggregating an alternative’s 
satisfaction to the individual criteria and then selecting the alternative with largest aggregated1.  Our focus here is on 
the formulation of multi-criteria decision functions where our aggregation method is based on the use of a fuzzy 
measure (monotonic set measure) and the Choquet integral2-5.  In this framework the measure is used to convey 
information about importance’s and relationships between the constituent criteria. We first describe the general 
approach to formulation of decision functions using this framework. We look at the types of aggregation functions 
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that are generated from various classes of measures. We show to how to aggregate the underlying measures to enable 
the modeling of more complex relationships between the criteria from simple relationships 
 
Nomenclature 
A radius of  
B  position of 
C further nomenclature continues down the page inside the text box 
 
2. Measure Based Approach to Multi-Criteria Decision Making 
Assume we have a collection C = {C1, …., Cn} of criteria of interest in a decision problem.  Let X be a set of 
alternatives from among which we must select one that best satisfies the criteria.  Here for each alternative x we let 
Ci(x)  [0, 1] indicate the degree to which criteria Ci is satisfied by alternative x.  In order to select the alternative 
that best satisfies the collection C we must provide some function F which indicates the degree to which each x is 
satisfies the collection of criteria.  We shall denote this F(x) = Agg(C1(x), C2(x), …, Cn(x)).   
A very general formulation for Agg can be obtained with the aid of a fuzzy measure on the space of criteria and 
the use of an appropriate integral3.  In this approach the fuzzy measure is used to express the structural relationship 
between the criteria.  A fuzzy measure on the space C of criteria is a mapping P: 2C o [0, 1] such that 
P(C) = 1, 2.  P() = 0 and 3. P(A) t P(B) if A  B (1) 
An interpretation of P in this environment of multi-criteria decision-making is that for any subset A in C, P(A) is 
the importance associated with the criteria in A.  
As we indicated we shall use the fuzzy measure to guide the construction of the aggregation function F(x) = 
Agg(C1(x), …, Cn(x)). One general approach for obtaining a decision function F that makes use of this fuzzy 
measure on the collection of criteria is the Choquet integral, F(x) = ChP (C1(x), C2(x), …, Cn(x)).  In anticipation 
of introducing the Choquet integral we provide some formalism.  For a given alternative x we let id(j) be the index 
of the jth most satisfied criteria.  Thus Cid(j)(x) is the degree of satisfaction of all j
th most satisfied criteria. We now 
let Hj = {C id(k)| k = 1 to j} be the collection of the j most satisfied criteria.  Here we see Hn = C.  We shall let H0 = 
 by convention.  We see here that Hk  Hj for j t k.  We further see from the monotonicity of P that P(Hj) is a 
monotonically non-decreasing function of j, P(Hi) t P(Hk) if i t k.  Using the P(Hj) we can obtain a collection of 
weights, wj = P(Hj) - P(Hj - 1), for j = 1 to n.  It is easily to show that wj t 0 for all j and w j
j 1
n
¦  = 1.  Using this we 
get  
F(x) = ChP (C1(x), C2(x), …, Cn(x)) = w j
j 1
n
¦ Cid(j)(x). 
It is easy to show that this type of aggregation function is a mean.  In particular it is known that F(x) is bounded, 
Mini[Ci(x)] d F(x) d Maxi[Ci(x)], and monotonic, if Ci(x) t Ci(y) for all i then F(x) t F(y).  Another property we 
can show is that if P1(A) t P2(A) for all A then for x, F1(x) t F2(x).  
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3. Combining Measures 
We shall make some general observations about fuzzy measures.  First we recall the definition of an aggregation 
function5.  A mapping Agg: In o I is called an aggregation function if it satisfies the three conditions. 1) Agg(0, 0, 
…, 0) = 0,  2) Agg(1, …, 1) = 1 and 3) Agg(a1, …, an) t  Agg(b1, …, bn) if ai t bi for all i. 
 We note that they are many aggregation functions5, among the more notable of these are the Max, the Min 
and the average.  We also note that product is an aggregation function.  All mean operators  are aggregation 
functions as t-norms and t-conorms5. 
 In the following we show a fundamental theorem of fuzzy measures6. 
Theorem:  Assume P1, …, Pq are a collection of fuzzy measures on the space Z.  If Agg is an aggregation 
function then the set function P defined such that P(A) = Agg(P1(A), …, Pn(A)) for all subsets A of Z is itself a 
fuzzy measure. 
 We shall refer to this as FTAM, the Fundamental Theorem on Aggregation of Measures.  The FTAM 
provides a very general approach to constructing set measures from other measures.  We shall use the notation P = 
Agg(P1, …, Pn) to indicate that P is defined so that P(A) = Agg(P(A), …, P(A)) for all subsets A. 
 Since product is an aggregation function then P = P1P2, …, Pn is a measure.  Also we note that P = 
Max(P1, …, Pn) is a measure as well as Min(P1, …, Pn).  Furthermore if wj for j = 1 to j are such that wj  [0, 1] 
and 6 wj = 1 then P = w jP j
j 1
n
¦  is a measure.  Here P(A) = w jP j(A)
j 1
n
¦  for all subsets A of Z. 
 We now recall that the Choquet integral generates an aggregation function.  Thus this can provide a 
methodology for constructing new measures.  Let C = {C1, …, Cq} be a collection of criteria.  Let R = {P1, …, Pr} 
be a collection of measures on the space C of criteria.  Let m be a measure on the space R.  We now use this to form 
a compound measure P on C defined so that for any subset A of the criteria C we have 
P(A) = Choqm(P1(A),  P2(A), …, Pr(A)) 
Here P(A) is the Choquet integral with respect to m with arguments Pj(A).  We now show how this measure P 
can be used to determine the overall satisfaction of alternative x, F(x). 
 Assume Ci(x) = a1, is the satisfaction of criteria Ci by alternative x.  Without loss of generality we shall 
assume the indexing has done so that ai t ak if i < k.  In this case Hj = {C1, C2, …, Cj}.  Using the Choquet integral 
we have 
F(x) = F(a1, …, an) = w ja j
j 1
n
¦ where w1 = P(Hj) - P(Hj - 1) 
However here P(Hj) = Choqm(P1(Hj),  P2(Hj ), …, Pr(Hj ). 
 
4. Basic Weighted Average Aggregation 
In the following we shall look at the types of multi-criteria decision functions we get using the Choquet integral 
under some notable examples of fuzzy measures.  The most basic example is the additive measure.  For this measure 
we define P as follows.  For each Ci we associate a value Di such Di  [0, 1] and Di
i 1
q
¦  = 1.  Here for any subset A 
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 C we have P(A) = Dk
k, CkA
¦ .  Here if A(Ck) is the membership grade of Ck in A, A(Ck) = 1 if Ck  A and  
(Ck) = 0 if Ck  A then P(A) = DkA(Ck )
k 1
q
¦   
 Let us now obtain the Choquet integral in the case. If Ci(x) is the satisfaction of Ci by x then F(x) = 
ChoqP[C1(x), …, Cq(x)]. Let id(j) be the index of j
th largest of the Ci(x) using this we have  Hj = {Cid(k)/k=1 to j}. 
In this case F(x) = (P(H j)  P(H j1))
j 1
q
¦ Cid(j)(x). Since P(Hj) = Did(k)
k 1
j
¦  and P(Hj) = Did(k)
k 1
j1
¦  then P(Hj) - 
P(Hj - 1) = D id(j) and hence F(x) =  Did( j)
j 1
q
¦ Cid(j)(x) = Di
i 1
q
¦  Ci(x). It is the simple weighted average of the 
satisfactions where the weight associated with criteria Ci is Di.  Here we have the notable feature that for a given 
criteria, Ci, no matter what position it appears in the ordering id its associated weight is always Di.  Thus in this case 
it appears justifiable to refer to DI as the importance associated with Ci. 
 
5. Cardinality Based Measures and OWA Aggregation 
An important class of measures studied by Yager7 are the cardinality based measures.  A fuzzy measure P is 
called a cardinality based measure if P(A) = V|A|.  Here the measure of a subset just depends upon the number of 
elements in it.  It is understood here if A = , P() = 0 and hence V0 = 0 and since P(C) = 1 we have Vn = 1.  Thus 
we see that a cardinality based measure is defined by a set of values 0 = V0 d V1 d V2 d … d Vn = 1 such that P(A) 
= V|A|. 
 Let us see the Choquet integral in the case of a cardinality-based measure.  Since  
FP(x) = (P(H j)
J 1
n
¦  - P(Hj - 1))Cid(j)(x) 
where Hj is the set of the j criteria with the largest satisfaction to x.  We note that since the cardinality of Hj is j 
thus FP(x) = (Vj  Vj1)
J 1
n
¦ Cid(j)(x).  If we denote Vj - Vj - 1 = wj we have FP(x) = w j
J 1
n
¦ Cid(j)(x)  where each 
wj t 0 and w j
J 1
n
¦  = 1.  We see here that this is the OWA aggregation operator introduced by Yager8. 
 A number of important examples of this case are 1) P* where V0 = 0 and Vj = 1 for j > 1, 2) P* where 
Vn = 1 and Vj = 0 for j < n and 3) PS where Vj = j/n for all j.  We easily see that 
1) P*  FP*(x) = Maxi[Ci(x)],  2) P*  FP*
(x) = Mini[Ci(x)] and 3) PS  FPS
(x) = 
1
n
Ci(x)
i 1
n
¦  
 In9 Yager suggested we can obtain the parameters for this the type of cardinality based measure using a 
function called a weight generating function g: [0, 1] o [0, 1] having the properties: 1) g(0) = 0, 2) g(1) = 1 and 3) 
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g(x) t g(y) if  x > y  (monotonicity). Using this weight generating function, we can obtain Vj  = g(
j
n
) ) and 
wj = g(
j
n
)  g( j1
n
) .  We note a special case of g is linear, g(x) = x.  Here we get Vj = j/n and wj = 1/n. 
 In9 Yager discussed various semantics that can be associated with g.  One particularly notable semantics is 
where g is a quantifier indicating the proportion of criteria that must be satisfied.  
 Earlier we showed that if P1 and P2 are two measures such that P1(A) t P2(A) for all A then if F1(x) and 
F2(x) are the respectively Choquet integrals obtain using these measures that F1(x) t F2(x) for all x.  Let us look at 
the implication of this for the case of cardinal based measures and the related OWA operator.  If P1 and P2 are two 
cardinality based measures such that V1k and V2k are their respected parameters, P1(A) = V1|A| and P2(A) = V2|A| 
then if V1k t V2k for k = 1 to n we have F1(x) t F2(x) for all x.  
 Consider now an OWA operator defined in terms of a collection of weights w1, …, wn.  From the 
preceding we see that this is equal to a cardinality-based formulation in which Vj = wk
k 1
j
¦ .  From this we can 
conclude the following.  Assume wik and w2k are two collections of OWA weights.  Let OWA1(C1(x), …, Cn(x)) 
and OWA2(C1(x), …, Cn(x)) be the OWA aggregations  under these respective weights.  Then we see that if for all 
j we have that w1k
k 1
j
¦  t w2k
k 1
j
¦  then OWA1(C1(x), …, Cn(x))  OWA2(C1(x), …, Cn(x)).  Furthermore if g1 
and g2 are two weight generating functions such that g1(y) t g2(y) for all y  [0, 1] then the aggregation obtained 
using g1 will always be at least as large as that obtained using g2. 
 A related class of measures can be obtained using a function g and a set of weights, Dj, associated with 
each Cj such that Dj  [0, 1] and 6jDj = 1.  Here Dj is seen as some kind of importance associated with criterion j.  
Using this information we define P(A) = g( Di
CiA
¦ ).  We see in this case P(Hj) = g( Di
i, CiH j
¦ ) and hence wj = g(
Di
iH j
¦ ) - g( Di
iH j1
¦ ).  If we let id(j) denote the index of the jth most satisfied criteria then P(Hj) = g(
Did(k)
k 1 to j
¦ ) where Did(k) is the importance weight associated for kth most satisfied criteria.  Using this notation 
we see that F(x) = (g( Did(k))
k 1
j
¦
j 1
n
¦  g( Did(k)))
k 1
j1
¦ Cid(k)(x) .  In the special case when g is linear, g(x) = x, then 
we see that F(x) = Did(k)
k 1
n
¦ Cid(k)(x) =  Di
i 1
n
¦ Ci(x). It is simply the importance weighted average. 
 
6. Prioritized Multi-Criteria Aggregation 
An important type of relationship between criteria is illustrated by the following example.  Consider we are 
choosing a bicycle of a child and we have two criteria of interest, safety and price.  Assume the decision make's 
preference is that the safety is of utmost importance.  In particular, he is not willing to let high satisfaction to the 
112   Ronald R. Yager and Naif Alajlan /  Procedia Computer Science  62 ( 2015 )  107 – 115 
criteria of price compensate for poor satisfaction to the criteria of safety.  Here we say that safety has a priority over 
cost and denote this Safety > Cost. 
 In10 we suggested a formulation for a fuzzy measure that can be used to implement a priority relationship 
between the criteria.  Assume C = {C1, …, Cn} are prioritized so that C1 > C2 > … > Cn.  As noted above our basic 
idea of prioritization is that lack of satisfaction to higher priority criteria is not easily compensated by satisfaction to 
lesser priority criteria.  In the following we introduce a measure to implement this type of imperative.  We first 
define Lj = {Ck | k= 1 to j}    for j = 1 to n and L0 = .  We now associate with each subset Lj a value Vj = j/n.  
Using this we define the measure P such that P(A) = Max
j 1 to n
[VjGj(A)] where Gj(A) = 1 if Lj  A and Gj(A) = 0 if 
Lj  A. We see that P(A) = j/n where Lj is the largest Lj that is contained in A.  We easily see that P() = 0, P(C) = 
1 and P(A) t P(B) if A  B.  Thus P is a fuzzy measure. 
 Let us look at P for some subsets of C.  Consider the case of singleton sets P({Ck}).  We see that P({C1}) 
= 1/q while P({Ck}) = 0 for k z 1.  Thus only the singleton set consisting of C1, the highest priority element, has a 
non-zero measure.  In the case of subsets of consisting of two we criteria: P({A}) = 2/q if A  {C1, C2}) = {C1, 
C2}, P({A}) = 1/q if A  {C1, C2) = {C1} and P(A) = 0 if A  {C1) = . 
 Additional we see 
  P({C1, C2}) = 2/q 
  P{C1, Ck)} = 1/q Ck z C2 
  P{Ci, Ck) =   if  neither i or k is  1 
We observe that for any subset A such that C1 A then Gj(A) = 0 for all j and P(A) = 0, for any other subset A, 
P(A) is equal to Vj where Lj is the maximum Lk contained in A. 
 
We now shall investigate the use of the Choquet integral to obtain an aggregation function using this 
prioritization type measure.  Here F(x) = Agg(C1(x), …, Cn(x)) = (P(H j)
j 1
n
¦  - P(Hj - 1))Cid(j)(x) where Cid(j) is 
the jth most satisfied criteria and Hj = {Cid(k) | k = 1 to j}, the collection of the j criteria with the largest 
satisfactions.  Letting wj = P(Hj) - P(Hj-1) we have F(x) = w j
j 1
n
¦ Cid(j)(x).  We note that since P is monotonic then 
F(x) is monotonic in the Ci(x) and also we have Mini[Ci(x)] d F(x) d Maxi[Ci(x)]. 
 Consider the case where the highest priority criteria, C1, is the least satisfied criteria.  Here we have that C1 
 Hj for j = 1 to n - 1 and only C1  Hn.  In this case P(Hj) = 0 for j = 1 to n-1 and P(Hn) = 1.  Here then 
Agg(C1(x), …, Cn(x)) = C1(1).  Since C1(x) = Mini[Ci(x)]) then here we have Agg(C1(x), …, Cn(x) = Minj[Cj(x)].  
It is the smallest value and there is no compensation by any other criteria. 
 Consider now the more general case where C1(x) is the p
th largest of the satisfactions.  Here C1  Hj for j 
= 1 to p - 1 and thus P(Hj) = 0 for j = 1 to p - 1.  From this we conclude F(x) = w j
j 1
n
¦ Cid(j)(x) = w j
j p
n
¦ Cid(j)(x).  
Furthermore since for j = p + 1 to n we have that Cid(j)(x) d C1(x) combining this with the fact that w j
j 1
n
¦  = 1 then 
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we have F(x) = wi
j 1
n
¦ Cid(j)(x) d w j
j P
n
¦ Cid(j)(x) d C1(x). We see that it is always the case in this priority 
aggregation that Agg(C1(x), …, Cn(x)) d C1(x). 
 Consider the case where ind(j) = j, the satisfactions are ordered the same as the priority.  In this case Hj = 
{C1, .., Cj} = Lj and therefore wj = P(Hj) - P(Hj-1) = P(Lj) - P(Lj-1) = 
1
n
.  Thus here we have  F(x) = 
1
n
Cj(x)
j 1
n
¦ .  
It is the average of all the criteria satisfactions.   
 A slightly more general formulation of this prioritized aggregation can be had.  Again assume C1 > C2 > 
…. > Cn and let Lj = {Ck | k = 1 to j} and L0 = .  Here we associate with each Lj a value Oj t 0 such that Oi t Ok 
for i > k and On = 1.  We now define our measure P such that P(A) = Max j
j 1 to n
[OjGj(A) where 
  Gj(A) = 1 if Lj  A 
  Gj(A) = 0 if Lj  A 
So here we have a priority allowing different weights.  In this case using the Choquet integral we again get F(x) = 
(P(H j)
j 1
n
¦  P(H j1))Cid( j)(x)  with  Hj = {Cid(k)/k = 1 to j).  An interesting special case is where Oj = 0 for j - 1 to 
n - 1 and On = 1.  In this case we get F(x) = Mini[Ci(x)]. 
 We now briefly consider a situation closely related to a prioritization of criteria.  Assume C1 and C2 are 
two criteria such that for C1 to be of any use we must satisfy criteria C2.  Here we say criterion C1 requires criterion 
C2.  We can represent this using a measure P by specifying for that any subset A if A  {C2} =  then P(A  
{C1}) = P(A).  Consider now the case where C1(x) > C2(x).  Here then if id(j) = 1 then id(k) = 2 for k > j.  Here we 
see that C2  Hj and C2  Hj-1 where C1  Hj and Cj  Hj - 1.  Furthermore the weight associated with C1, Cid(j), 
wj = P(Hj) - P(Hj-1).  Since {C2}  Hj -1 =  then P(Hj) = P(Hj-1  {C1}) = P(Hj - 1) and hence wj = 0.  Thus we 
see for the case C1(x) > C2(x) the weight associated with C1 is zero, it makes no contribution. 
 
7. Multi-Criteria Aggregation Based on Quasi-Additive Measures 
Another class of measures useful for modeling multi-criteria decision function are “quasi-additive” measures.  
Here we associate with the space C of criteria a collection S1, .., Sr of subsets.  We note that these subsets need not 
be disjoint or that their union covers C.  We further associate with each Sj a value Dj  [0, 1] such that D j
j 1
r
¦  = 1.  
Using this we define the measure PS on C such that PS(A) = R j
j 1
r
¦ (A)D j where  
Rj(A) = 1 if A  Sj z  and Rj(A) = 0 if A  Sj =  
Here we are giving an importance weight of Dj to getting satisfaction to any criteria in Sj. 
 Let us consider the aggregation of criteria satisfactions under PS using the Choquet integral.  Again we 
have  
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 F(x) = (PS(H j)
j 1
r
¦  - PS(Hj - 1))Cid(j)(x) = w j
j 1
r
¦ Cid(j)(x), 
Consider now the special case where Sj = {Cj} for j = 1 to n.  Here with Hj = {Cid(k)/k = 1 to j} we have P
S(Hj) 
= Did( j)
k 1
j
¦  and with Hj-1 = {Cid(k)/ k = 1 to j - 1} we have PS(Hj-1) = Did( j)
k 1
j1
¦ .  Here wj = D id(j) and we get 
F(x) = Did( j)Cid( j)(x)
j 1
n
¦  = Di
i 1
n
¦ Ci(x).  Thus in this case we get the simple importance weighting of the criteria 
satisfaction as a special case. 
 Another special case is where r = 1 and D1 = 1.  Here we just have one subset S1.  Here we see P
S(Hj) = 1 
if S1  Hj z  and P
S(Hj) = 0 if S1  Hj = .  We see that in this case P
S(Hj) = 1 the first time we get an element 
from S1 in Hj.  Thus here F(x) = MaxjS1
[Cj(x)].  Thus it is the value of the maximally satisfied criteria in S1. 
 Another special case is where S1 = C and S2 some arbitrary subset.  Here we can show that 
F(x) = D1Maxi[Ci(x)] + (1 - D1) MaxjS2
[Ci(x)] 
 A related measure can be obtained if we define Rj(A) = 1 if Sj  A and Rj(A) = 0 if Sj  Aand we define 
PSsuch that  PS(A) = R j
j 1
r
¦ (A)Dj.  Here we are giving an importance weigh Dj to satisfy all the criteria in Sj. 
 We can show in this case that if Sj = {Cj} for j = 1 to n then this also reduces F(x) = Di
j 1
n
¦ Ci(x).  We also 
can show that in the case where D1 = 1 then F(x) = MinCjS1
[Cj(x)]. 
 A clear relationship exists between the aggregated values of the preceding two measures.  We first observe 
that for any subset A, PS(A) t PS(A).  As we have previously shown that for any two measures having this 
relationship then for any <C1(x), …, Cn(x)> we get FPS (x) t FPS (x). 
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