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We show that a Bose-Einstein condensate of heteronuclear molecules in the regime of small and
static electric fields is described by a quantum rotor model for the macroscopic electric dipole
moment of the molecular gas cloud. We solve this model exactly and find the symmetric, i.e.,
rotationally invariant, and dipolar phases expected from the single-molecule problem, but also an
axial and planar nematic phase due to many-body effects. Investigation of the wavefunction of the
macroscopic dipole moment also reveals squeezing of the probability distribution for the angular
momentum of the molecules.
PACS numbers: 67.85.-d, 03.75.Hh, 33.15.Kr, 33.20.Sn
Introduction.— A promising new direction in the field
of ultracold quantum gases is the study of dipolar gases
with heteronuclear molecules [1–3]. Recent progress in
this direction has already contributed to such diverse
research areas as atomic and molecular physics, quan-
tum computation, and chemistry [4–6]. Indeed, the
unique combination of strongly anisotropic long-range in-
teractions and the quantum nature in these systems has
brought to light a number of striking phenomena, such
as tunneling-driven [7] and direction-dependent [8] ultra-
cold chemical reactions, as well as the shape-dependent
stability of the gas cloud [9].
The novel ingredient of heteronuclear molecules as
compared to neutral atoms is their large permanent elec-
tric dipole moment, which opens the possibility for a
strong dipole-dipole interaction. Neutral atoms typically
do have a permanent magnetic dipole moment, but this
leads to a dipole-dipole interaction that is much weaker
than in the case of heteronuclear molecules, although
it nevertheless has observable effects in certain cases
[10, 11], in particular when the scattering length is made
small using a Feshbach resonance [12–14]. In the absence
of an external electric field, however, the average dipole
moment in the laboratory frame is zero, since the rota-
tional ground state of the molecule is spherically symmet-
ric and the dipole moment is thus randomly oriented. For
that reason, virtually all theoretical many-body studies
are carried out in the limit of a large DC electric field.
In that limit the molecules are completely polarized and
the dipole moment in the laboratory frame is maximal
[15]. One notable deviation from the large electric field
limit is the discussion by Lin et al. [16], which considers
the effects of an almost resonant AC electric field.
Going away from the large-field limit unmasks the sub-
tle interplay between the quantum-mechanical rotation
of the molecules, the long-range dipole-dipole interaction
and the directing static electric field, which is the main
topic of this Letter. In particular, the molecular Bose-
Einstein condensate turns out to be a ferroelectric ma-
terial that is fully disordered by quantum fluctuations in
FIG. 1. Phase diagram of the axially symmetric Bose-
Einstein condensate of heteronuclear molecules, where the
probability distributions for the dipole moment on the unit
sphere in the non-trivial phases are schematically indicated by
the black areas on the spheres. The vertical axis is the exter-
nal electric field, while the horizontal axis is the dipole-dipole
interaction strength. In this diagram, the fully symmetric
phase exists only in the origin. Shading corresponds to the
“squeezing” parameter σ in Eq. (9), which runs from zero
(white) to 0.09 (gray). The electric field is at an pi/4 angle to
the symmetry axis of the cloud.
the absence of an electric field. This is illustrated by the
phase diagram of a Bose-Einstein condensate of heteronu-
clear molecules in a harmonic uniaxial trap, that is shown
in Fig. 1. The system possesses four phases: two nematic
phases (a planar nematic and an axial nematic phase),
a dipolar phase, and a fully symmetric phase, that are
separated by smooth crossovers. Two order parameters
are relevant for this system. Firstly, a non-zero aver-
age dipole moment 〈di〉 defines the dipolar phase. Sec-
ondly, in the absence of an average dipole moment the
nematic (or quadrupole) tensor Qij = 〈didj − δijd2/3〉
distinguishes the other three phases. In particular, the
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2nematic tensor is equal to zero in the spherically sym-
metric phase. Two eigenvalues are positive and one is
negative in the planar nematic phase, whereas one eigen-
value is positive and two are negative in the axial nematic
phase. It is worthwhile to notice that even in the absence
of any electric field, many-body effects are crucial, giv-
ing rise to nematic ground states in strong contrast to
the dipolar and fully symmetric ground states, expected
from the single-molecule case. We finally remark that
the predicted phase diagram is experimentally accessible
by tuning three parameters in the laboratory, namely,
the electric-field strength, the trap aspect ratio, and the
number of particles.
Model.— We start from the single-molecule Hamilto-
nian
Hm =
p2
2m
+
L2
2I
− d0dˆ ·E, (1)
where m is the mass of the molecule, p = −i~ ∂/∂x is the
center-of-mass momentum operator with x the center-of-
mass position, I is the moment of inertia of the molecule,
d0dˆ is the electric dipole moment operator, L = −i~dˆ×
∂/∂dˆ is the angular momentum operator, associated with
the rotation of the molecules, and E is the electric field.
To describe the interactions between the molecules, we
have to include both a contact (or s-wave) interaction
term [17]
Vs =
4pi~2a
m
δ(r), (2)
and a dipole-dipole interaction term
Vdd = − d
2
0
4piε0r3
(
3 dˆ1 · rˆ dˆ2 · rˆ − dˆ1 · dˆ2
)
, (3)
where δ is the Dirac delta function, a is the s-wave scat-
tering length, ε0 is the electric permittivity of vacuum,
d0dˆ1 and d0dˆ2 are the dipole moments of the two inter-
acting particles, r is the vector connecting them and r is
the distance between the particles. Finally, we consider
the molecular gas to be trapped in a harmonic axially-
symmetric trapping potential
Vtrap = m
[
ω2⊥(x
2 + y2) + ω2zz
2
]
/2, (4)
where ω⊥ and ωz are the radial and axial trapping fre-
quencies, respectively.
For small electric fields, we are allowed to first solve
for the spatial part of the condensate wavefunction by
only including the effect of the s-wave interaction be-
tween the molecules. This leads to a Thomas-Fermi
profile that depends on the s-wave scattering length
[18]. The many-body ground state wavefunction is now
Ψ(r1, r2, . . . , rN ;d1,d2, . . . ,dN ) = Π
N
i=1ψTF(ri)× ψ(dˆ),
where N is the total number of molecules, and dˆ is the
direction of d = (
∑N
i=1 di)/N . Hence, the dipole-dipole
energy per particle is
V TFdd = −
Nd20
4piε0
∫
drP (r)
1
r5
(
3 (dˆ · r)2 − dˆ 2r2
)
, (5)
where P is the probability to find two particles a certain
distance apart. Subsequently, the many-body Hamilto-
nian per molecule in this so-called single-mode approxi-
mation [19] reduces to (c.f. Sec. I of Ref. [20])
H =
L2
2I
− d0dˆ ·E + Cdd(3dˆ2z − dˆ 2), (6)
where Cdd is the effective dipolar interaction strength
Cdd =
d20N
4ε0
∫
dzρdρP (R)
1
r3
(
3
2
ρ2
r2
− 1
)
, (7)
and we have introduced the radius in cylindrical coor-
dinates r2 = ρ2 + z2, the dimensionless radius R2 =
(ρ/xTF)
2 +(z/zTF)
2, the radial size of the cloud xTF, the
axial size zTF = λxTF, and the aspect ratio λ = ω⊥/ωz.
We emphasize that even though Eq. (6) describes the
dipole degree of freedom of the three-dimensional many-
body system, it actually has a form of a single-particle
(and thus effectively zero-dimensional) Hamiltonian, and
the whole Bose-Einstein condensate acts as a single quan-
tum rotor.
In the Thomas-Fermi approximation the probability
P can be calculated analytically: P (R) = 15(R −
2)4
(
32 + 64R+ 24R2 + 3R3
)
/7168piλx3TF for R < 2 and
zero otherwise. The analytic expression for P (R) yields
[21, 22]
Cdd = −5Nd20/
(
56piε0x
3
TFλ
(
λ2 − 1)2) (8)
×
(
λ4 + λ2 − 2 + 3λ
√
1− λ2ArcCot
[
λ√
1− λ2
])
,
which corresponds to one half of the mean-field dipo-
lar energy per particle in the case of fully polarized
electric dipoles ([21, 22]). Analogous results for mag-
netic dipoles were obtained by other authors for spinor
Bose-Einstein condensates in the Gaussian approxima-
tion [23, 24]. Note that Cdd depends on the number of
particles N and the trap aspect ratio λ. Thus, the only
effect of varying the number of particles is the change in
Cdd.
The Hamiltonian in Eq. (6) represents a quantum
rotor model for the macroscopic dipole moment of the
molecular Bose-Einstein condensate, whose derivation is
the main result of this Letter. Interestingly, a similar
Hamiltonian applies to an atomic ferromagnetic spinor
Bose-Einstein condensate (c.f. Ref. [25] for a quantum
rotor model of antiferromagnetic spinor condensates),
but then without the quantum rotor term [23]. The rea-
son for this difference is that the total (spin) angular
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FIG. 2. Probability P1,m of occupying a state with total an-
gular momentum 1 and its projection m. We have chosen
Cdd = 0.1~2/2I and E = 0.05~2/2Id0 (E is at pi/4 angle to
the z axis) in order to maximize the anisotropy of the state.
The red squares correspond to the x′ direction, the green
circles correspond to the y′ direction, and the blue triangles
correspond to the z′ direction, where the axes are defined
such that the 〈dˆidˆj〉 matrix is diagonal and has its smallest
eigenvalue in the z′ direction.
momentum of the atoms is fixed, whereas in the case
of interest here the wavefunction of the molecules is in
general a superposition of states with an arbitrary (ro-
tational) angular momentum, whose energy splitting is
determined by the finite moment of inertia. Next we are
going to investigate the ground-state properties of this
quantum rotor model.
Results.— We have obtained the exact phase diagram
pertaining to this Hamiltonian by expanding the dipo-
lar wavefunction in spherical harmonics (Fig. 1). For
zero electric field and no dipole-dipole interaction, the
ground state of the system is a trivial spherically sym-
metric (non-dipolar) state. However, turning on E or
Cdd results in a very different state. For zero Cdd and
non-zero E, we obtain a dipolar state, where the proba-
bility distribution on the sphere is concentrated around
the direction of the electric field. This state is classical
in the sense that it is analogous to a classical dipole in
the electric field. Another limiting case is E = 0 and
Cdd < 0, where we have an axial nematic phase, and the
probability is concentrated around the north and south
poles of the sphere. Finally, we have a planar nematic
phase for E = 0, Cdd > 0, where the high probability re-
gion is located around the equator of the sphere. The last
two phases are quantum mechanical, as the ground state
there is a coherent superposition of spherical harmon-
ics with no average dipole moment. We observe smooth
crossovers between the non-trivial phases, as expected
due to the existence of quantum fluctuations in this ef-
fectively zero-dimensional situation.
In addition to the coordinate-space probability distri-
bution |ψ(dˆ)|2, we investigate the probability distribu-
tion with respect to angular momentum Pl. To that
end, we expand our wavefunction in terms of spheri-
cal harmonics: ψ(dˆ) =
∑
l,m αl,mYl,m(dˆ). Hence, Pl =∑l
m=−l Pl,m, where Pl,m = |αl,m|2 is the probability to
occupy a state which has angular momentum quantum
number l and azimuthal quantum number m. We find
that this distribution has a peak at l = 0 for negative
Cdd, and is peaked at l ≥ 0 for positive Cdd or non-zero
E. For larger values of Cdd and |E|, the peak shifts to-
wards larger values of l. Moreover, due to the nature
of the dipole-dipole interaction that conserves parity, at
zero electric field Pl is zero for odd l. We have also inves-
tigated the distribution of probability between different
|l,m〉 states (Fig. 2). In general, this distribution is sym-
metric (Pl,m = Pl,−m) in every direction, implying that
the average angular momentum 〈L〉 is always zero, which
is a consequence of time-reversal symmetry.
Noticing an anisotropic distribution of average dipole
moment probability on the sphere in our system for cer-
tain parameters, it is natural to draw a parallel with
the effect of spin squeezing [26]. To that end, we de-
fine a matrix 〈LiLj〉. This matrix describes the (Heisen-
berg) uncertainty in the angular momentum of the sys-
tem. It has three eigenvalues, that we order as follows:
|λ0| ≤ |λ−| ≤ |λ+|. Hence, we define a measure of angu-
lar momentum “squeezing” as
σ =
|λ+| − |λ−|
|λ+|+ |λ−| , (9)
which tells us how anisotropic the uncertainty of angular
momentum is (c.f. Fig. 1). However, we must point
out that, strictly speaking, this effect is not identical to
squeezing in the usual sense, because 〈Li〉 = 0 and Pl,m
is not always a monotonically decreasing function of m
(as can be seen from Fig. 2).
Discussion and conclusion.— It is interesting to com-
pare the exact results described so far with mean-field
theory techniques commonly employed for atomic Bose-
Einstein condensates. Thus we turn to the Hartree ap-
proximation (which is equivalent to solving the Gross-
Pitaevskii equation) for an analysis of the Hamiltonian
in Eq. (6). To that end, we replace the operator dˆ2i by
dˆi〈dˆi〉. The effect of the dipole-dipole interaction is then
an additional static electric field of the form
Edd =
Cdd
d0
(〈dˆx〉, 〈dˆy〉,−2〈dˆz〉)T , (10)
where the angle brackets indicate a quantum-mechanical
average, and N〈d〉·Edd is the total average (Hartree) en-
ergy of all the classical dipoles with a density distribution
given by the Thomas-Fermi profile. Therefore, we now
have to solve the effective single-particle Hamiltonian
HMF =
L2
2I
− d0dˆ ·Eeff, (11)
4where Eeff = E+Edd is the effective electric field, which
now depends on the cloud geometry and the average
dipole moment.
The average dipole moment in this approach is deter-
mined in two steps. First, we calculate the average dipole
moment of the ground state 〈d〉(E) from Eq. (11) (see
e.g. Ref. [4]). Second, we write down a self-consistency
condition, accounting for the effective electric field:
〈d〉 = 〈d〉(Eeff(〈d〉)). (12)
In the well-known case of a single molecule, Cdd is zero,
Eq. (12) has a single solution, and 〈d〉 always points in
the direction of E. However, this is not the case for the
whole (Cdd,E) space and therefore requires a more thor-
ough analysis. For small non-zero |Cdd| and E = 0, there
still is only one solution, namely, 〈d〉 = 0. For Cdd < 0
and Ez 6= 0, the average dipole moment is always non-
zero (Eq. (12) has a single solution), as then we are
dealing with an Ising-like (easy-axis) model, and Ez cou-
ples directly to the order parameter 〈d〉. In contrast to
this, three solutions exist for Ez = 0 and Cdd/|E⊥| suf-
ficiently large and negative. The two 〈dz〉 6= 0 solutions
are degenerate in energy, while the 〈dz〉 = 0 solution has
a higher energy. On the other hand, for Cdd > 0 we are
dealing with an XY-like (easy-plane) model and thus in
that case one obtains a similar non-trivial situation for
E⊥ = 0 and Cdd/|Ez| large and positive.
When comparing the mean-field theory with the ex-
act diagonalization of the Hamiltonian in Eq. (6), it is
important to notice that the mean-field ansatz explicitly
assumes that the average dipole moment is pointing in
some direction. Therefore, the nematic phases are ab-
sent from the mean-field phase diagram. The fact that
the dipole moment is zero under the asserted conditions
can be intuitively understood, as the exact approach al-
lows for a quantum superposition of states that have op-
positely polarized dipole moments and are degenerate at
the mean-field level. Finally, it is well known that the
mean-field theory does not give reliable results in low
dimensions because of the increased importance of quan-
tum fluctuations. Since we are investigating an effectively
zero-dimensional Hamiltonian, it is no surprise that the
results of the mean-field theory differ significantly from
the exact calculation.
In our analysis we have relied on the single-mode ap-
proximation, which is applicable to Bose-Einstein con-
densates with s-wave and dipole-dipole interactions [27].
However, we have not accounted for the dependence of
the cloud aspect ratio zTF/xTF on dipole-dipole inter-
actions. This limits the applicability of our analysis to
the regime, where the dipole-dipole interaction is much
weaker than the mean-field s-wave interaction [23], i.e.,
|〈d〉|2m/4pi~2ε0a  1. For a typical diatomic molecule
with a mass of 80 atomic mass units, a scattering length
of 5 Bohr radii and an electric dipole moment of 1 De-
bye, this limits the external electric field strength to
|E|  1 kV/cm, which translates to 2Id0E/~2  0.05
in the units of Fig. 1. We have also estimated that for a
cloud of 107 particles with a linear extent of around 1µm,
or radial trapping frequency of approximately 2pi × 80
kHz, assuming a nearly two-dimensional trap with an as-
pect ratio of 1:10, Cdd ' 0.1× ~2/2I, which corresponds
to the energy of 2pi~× 1 GHz.
Besides the single-mode approximation, we have also
made an assumption that the s-wave scattering length is
independent of the dipole moment. Even though it has
been shown that such a dependence is present [28–31],
including it would merely add an extra self-consistency
equation to our approach. Its effect would be to change
the Thomas-Fermi radii and thus map the system to a
different point in the phase diagram. Therefore, all our
results remain qualitatively unaffected.
In summary, we have considered an interacting Bose-
Einstein condensate of dipolar molecules in a small static
electric field. We have solved this problem exactly in
the single-mode approximation and have also compared
this with the mean-field (Gross-Pitaevskii) approach. We
have found that the two approaches to the problem yield
qualitatively very different results. Finally, we have put
forward an experimentally accessible phase diagram and
investigated the exact ground-state wavefunction both in
coordinate and angular-momentum space.
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This supplemental material file provides a detailed derivation of the single-mode approximation
(SMA) Hamiltonian and also a comment on the probability for the macroscopic dipole moment to
occupy a state with total angular momentum l and its projection m.
I. SINGLE-MODE APPROXIMATION HAMILTONIAN
In this section we provide a more detailed derivation of the SMA Hamiltonian [1] than the one given in the Letter.
We start from a many-body Hamiltonian with interactions
Hmb =
N∑
i=1
(
p2i
2m
+
L2i
2I
− d0dˆi ·E + Vtrap(ri)
)
+
∑
i<j
(
Vs(ri − rj) + Vdd(dˆi, dˆj , ri − rj)
)
, (1)
where the s-wave interaction is
Vs(r) =
4pi~2a
m
δ(r), (2)
the trapping potential is
Vtrap(r) = m
[
ω2⊥(x
2 + y2) + ω2zz
2
]
/2, (3)
and where ri is the center-of-mass position of molecule i, d0dˆi is its electric dipole moment (dˆi is the direction of di),
and
Li = −i~dˆi × ∂/∂dˆi (4)
is its angular momentum. Moreover, the dipole-dipole interaction is
Vdd(dˆi, dˆj , r) = − d
2
0
4piε0r3
(
3 dˆi · rˆ dˆj · rˆ − dˆi · dˆj
)
, (5)
where r = |r| and rˆ = r/r. We separate the Hamiltonian into two parts, the non-dipolar part
Hnd =
N∑
i=1
(
p2i
2m
+ Vtrap(ri)
)
+
∑
i<j
Vs(ri − rj) (6)
and the dipolar part
Hd =
N∑
i=1
(
L2i
2I
− d0dˆi ·E
)
+
∑
i<j
Vdd(dˆi, dˆj , ri − rj). (7)
Since we consider a Bose-Einstein condensate such that all the bosons are in the same spatial single-particle state
φ(ri), an accurate variational many-body wavefunction is
Ψ(r1, r2, . . . , rN ;d1,d2, . . . ,dN ) = ψd(d1,d2, . . . ,dN )
N∏
i=1
φ(ri), (8)
∗ j.armaitis@uu.nl
2where the single-particle wavefunction is normalized as∫
dr|φ(r)|2 = 1. (9)
For small electric fields we can in first instance neglect the influence of the dipole-dipole interaction on the spatial
wavefunction and φ(r) is determined by minimizing the non-dipolar part of the Hamiltonian. In that case, the energy
including the Lagrange multiplier µ that enforces particle number N is given by
〈Hnd〉 − µN = N
∫
dr φ∗(r)
(
−~
2∇2
2m
+ Vtrap(r) +
2(N − 1)pi~2a
m
|φ(r)|2 − µ
)
φ(r). (10)
Variation of 〈Hnd〉 − µN with respect to φ∗(r) yields(
−~
2∇2
2m
+ Vtrap(r) +
4pi~2a
m
(N − 1)|φ(r)|2 − µ
)
φ(r) = 0. (11)
For a large cloud (N  1), the kinetic energy related to the spatial part of the many-body wavefunction is much smaller
than the interaction energy or the trapping potential. Neglecting the kinetic energy is known as the Thomas-Fermi
approximation [2], resulting in the wavefunction φ ≡ ψTF with
|ψTF(r)|2 = n(r)/N = m
4pi~2a
µ− Vtrap(r)
N
, (12)
where n(r) is the density of particles, and we have approximated N − 1 ' N .
We continue by making a variational ansatz for the dipolar part of the wavefunction. To that end, we construct a
superposition of wavepackets of the form
Ψ(r1, r2, . . . , rN ;d1,d2, . . . ,dN ) =
∫
ddˆ
N∏
i=1
[
ψTF(ri)ζ(dˆi − dˆ)
]
ψ(dˆ), (13)
where the wavefunction ζ has the property that individual dipoles point in the dˆ direction on average:∫
ddˆi |ζ(dˆi − dˆ)|2dˆi = dˆ. (14)
Moreover, we require ζ to be sharply localized around dˆ. Note that Ψ is not a mean-field wavefunction, except for
the case of the strong electric field, where ψ(dˆ) approaches a delta function.
We now come back to the part of Hmb that describes the dipolar degree of freedom and consider its expectation
value per particle
〈Hd〉
N
=
∫ N∏
i=1
[
dri ddˆi
]
Ψ∗(r1, r2, . . . , rN ;d1,d2, . . . ,dN )HdΨ(r1, r2, . . . , rN ;d1,d2, . . . ,dN ) (15)
in order to derive the Hamiltonian for the direction of the macroscopic dipole moment d. In what follows, we consider
this expectation value term by term. We start with the rotation energy for a molecule, i.e.,
∫ N∏
i=1
[
dri ddˆi
]
Ψ∗
L2j
2I
Ψ =
−~2
2I
∫ N∏
i=1
[
dri ddˆi
]
Ψ∗
(
dˆj × ∂
∂dˆj
)2
Ψ (16)
' −~
2
2I
∫
ddˆ ddˆ′ ψ∗(dˆ ′)
(
dˆ× ∂
∂dˆ
)2
δ(dˆ− dˆ ′)ψ(dˆ) =
∫
ddˆψ∗(dˆ)
L2
2I
ψ(dˆ), (17)
where L is the angular momentum operator for the average direction dˆ and we have used the localization property
N∏
i=1
(∫
ddˆi ζ
∗(dˆi − dˆ′)ζ(dˆi − dˆ)
)
' δ(dˆ− dˆ ′). (18)
3Since the electric field term follows from Eq. (14) in a straightforward manner, we are left with the dipole-dipole
interaction term. Similarly to the wavefunction, it can be written as a product of the spatial part and the dipolar
part:
Vdd(dˆi, dˆj , ri − rj) = dˆαi Aαβ(ri − rj)dˆβj , (19)
where α and β are the spatial indices and a sum over them is implied. We now rewrite the dipole-dipole interaction
expectation value making the average dipole direction dependence explicit and having in mind that i 6= j:∫ N∏
k=1
[
drk ddˆk
]
ddˆ ddˆ ′Ψ∗Vdd(dˆi, dˆj , ri − rj)Ψ
=
1
N2
∫
dri drjn(ri)n(rj)A
αβ(ri − rj)
∫
ddˆddˆ ′
N∏
k=1
[
ddˆkζ
∗(dˆk − dˆ′)ζ(dˆk − dˆ)
]
dˆαi dˆ
β
j ψ
∗(dˆ′)ψ(dˆ) (20)
=
1
N2
∫
dri drjn(ri)n(rj)A
αβ(ri − rj)
∫
ddˆ dˆαdˆβ |ψ(dˆ)|2, (21)
where we have used the localization property again. Using the definition of the probability to find two particles a
distance r apart
P (r) =
1
N2
∫
dxn(x)n(x+ r) (22)
and performing a sum over pairs of particles yields the following dipole-dipole interaction energy per particle:
V TFdd = −
(N − 1)d20
4piε0
∫
drP (r)
1
r5
(
3 (dˆ · r)2 − dˆ 2r2
)
. (23)
Since P (−r) = P (r), we rewrite the last expression as
V TFdd = −
(N − 1)d20
4piε0
∫
drP (r)
1
r5
dˆα
(
3rαrβ − r2δαβ) dˆβ . (24)
We find that only the diagonal terms survive the integration and after going to cylindrical coordinates we find that∫
drP (r)
1
|r|5
(
3(rx)2 − r2) = 2pi ∫ ρ dρ dzP (ρ, z) 1
r3
[
3
2
ρ2
r2
− 1
]
(25)
and ∫
drP (r)
1
|r|5
(
3(rz)2 − r2) = 2pi ∫ ρdρdzP (ρ, z) 1
r3
[
−3ρ
2
r2
+ 2
]
. (26)
Since (dˆx)2 + (dˆy)2−2(dˆz)2 = (dˆ)2−3(dˆz)2, and by approximating N −1 ' N again we arrive at the final expression
for the dipole-dipole interaction
V TFdd = −
Nd20
4piε0
∫
drP (r)
1
r5
(
3 (dˆ · r)2 − dˆ 2r2
)
= Cdd(3dˆ
2
z − dˆ 2), (27)
where Cdd is the effective dipolar interaction strength
Cdd =
d20N
4ε0
∫
dzρdρP (R)
1
r3
(
3
2
ρ2
r2
− 1
)
. (28)
Hence, the expectation value of the dipolar part of the many-body Hamiltonian is
〈Hd〉
N
=
∫
ddˆψ∗(dˆ)
(
L2
2I
− d0dˆ ·E + Cdd(3dˆ2z − dˆ2)
)
ψ(dˆ). (29)
Finally, we vary this expression with respect to ψ∗(dˆ) and obtain the single-mode approximation Hamiltonian given
in the Letter
H =
L2
2I
− d0dˆ ·E + Cdd(3dˆ2z − dˆ2), (30)
where this last Hamiltonian is later used to determine the ground-state wavefunction ψ(dˆ).
4II. PROBABILITY DISTRIBUTION
We would like to point out that in order to draw any conclusions about the state of the system by comparing Pl,m
measurements, where Pl,m is the probability to occupy a state with total angular momentum l and its projection m, it
is important to diagonalize the 〈dˆidˆj〉 matrix for each configuration of the electric field E and the dipolar interaction
strength Cdd. To illustrate this point, we provide P1,m for two different situations: a “squeezed” state with both a
finite electric field and a finite dipole-dipole interaction strength (Fig. 1 left) and a dipolar state, where the dipole-
dipole interaction is zero (Fig. 1 center and right). The two situations give a qualitatively similar P1,m when viewed
in the same coordinate system (Fig. 1 left and center). However, if one compares the probability distributions for the
coordinate systems where 〈dˆidˆj〉 is diagonal (Fig. 1 left and right), the difference is obvious.
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FIG. 1. Probability P1,m of occupying a state with total angular momentum 1 and its projection m for the electric field
E = 0.05~2/2Id0 (E is at pi/4 angle to the z axis). The left figure depicts a situation with a finite dipole-dipole interaction
Cdd = 0.1~2/2I, whereas the other figures are for the non-interacting (Cdd = 0) case. The red squares correspond to the x′
direction, the green circles correspond to the y′ direction, and the blue triangles correspond to the z′ direction. The axes are
the same for the left and center figures, while they are different for the right figure. They are defined such that the 〈dˆidˆj〉
matrix is diagonal and has its smallest eigenvalue in the z′ direction for the Cdd = 0.1~2/2I case (left and center) or for Cdd = 0
(right).
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