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CHAPTER 1

INTRODUCTION

1.1

Motivation

Protein crystallization is the process of forming protein crystals to determine
the structure of a protein by using techniques such as X-Ray crystallography for
biological as well as industrial applications. Protein crystallization screening is the
process of determining factors suitable for the formation of large protein crystals. The
factors typically include types of reagents, molecular concentration, types of salts, pH
value of buffers, temperature, etc [1]. In the past, experts used to prepare their own
set of combinations of chemicals for crystallizing their proteins. Nowadays, commercial
companies have already developed screen kits of combinations of chemicals which could
lead successful crystalline conditions for proteins. Commercial screen files contain a
list of combinations of these factors that can lead to successful protein crystallization.
The commercial screen files obtained from different sources (companies) are in
different formats. A screen file obtained from one source is not at all consistent with
screen files obtained from other commercial sources. There are some analysis tools such
as Associative Experimental Design (AED) [1, 2] and GenScreen (a genetic algorithm)
[3] that analyze the results of experiments from commercial screens. AED and
1

GenScreen have rather their own input screen file format for analyzing results of protein
crystallization trial experiments. The differences between these commercial screens
make it difficult to develop a tool that can effectively take input these commercial
screens. This lack of consistency in naming and structure of commercial screen file
thereby creates a need for a proper schema matching scheme. In this thesis, we propose
a method for schema matching and data integration and present how it can be applied
to the protein crystallization screens to bring consistency in the screen representation.

1.2

Schema Matching

Schema matching is the process of identifying semantic correspondences, also
called matches, between the elements of two schemas by the use of their structural and
syntactic pattern. It is a critical task in many data manipulation applications, such as
data warehousing, data integration, e-commerce or even biochemical applications [4, 5].
Data warehousing requires the transformation of data from source database to target
database. Many companies or organizations want to integrate their data when they
merge or use other organization’s data for research purposes. E-commerce websites
may have to combine products from multiple online stores. Such tasks require the
need of a mapping between the source and target schema in order to perform the task
of integration. It is a challenging task to identify the relationships among multiple
heterogeneous databases manually. Hence, we need appropriate schema matching
techniques to automatically identify the matches between such schemas.
Schema matchers can be categorized based on the following criteria [5, 6]:

2

• Schema-based vs. Instance-based : Schema-based matchers consider only schema
information ignoring the instances, while instance-based matchers use data
instances as well.
• Element vs. Structure granularity: An element-level matcher computes mapping
between individual schema elements while structure-level matcher compares a
combination of elements.
• Linguistic-based vs. Constraint-based : A linguistic matcher uses the names and
the textual description of schema elements while constraint-based matcher uses
schema constraints such as data types, keys, relationships, etc.
• Matching cardinality: The match result may relate one or more elements of
a schema with one or more elements of another schema yielding four cases of
cardinality: 1:1, 1:n, n:1, n:m.
• Auxiliary information: Schema matchers differ in their use of auxiliary information
sources such as dictionaries, thesauri, and input match-mismatch information.
• Individual vs. Combinational : An individual matcher uses one algorithm to find
matches while combinational matcher combines multiple matchers using hybrid
or composite methods.
In our research, we use an individual schema-based, element-level, linguistic
matcher to produce 1:1 mappings between the input and output schema rather than
suggesting a number of candidate mappings for a single element. Instance information
can also be useful for schema matching in many cases. The protein crystallization
3

screen files contain a list of solutions with different reagents like salt, buffer, and
precipitants. Some chemicals are used for multiple purposes, i.e., a salt can sometimes
appear as a precipitant or vice versa. So, instance information is ignored in order to
avoid confusion that may occur with such chemicals.
When a database schema is flattened to a single relation a number of problems
such as enumerated attributes, repeated attributes, entity names appearing as attributes,
and attributes without names may arise, and these could complicate matching further.
We propose a two-step solution based on having a common intermediate schema that
acts as a bridge between any form of commercial screen’s schema and the output
schema. The first step is to match the header columns in the input screen file with
pre-specified column names of the intermediate schema. The second step is to generate
the required output file based on the matches. This approach based on linguistic
similarity measures attempts to automate the schema matching process for the protein
crystallization screening domain.

1.3

Data Integration

Data integration involves combining data from several disparate sources and
provides a unified view of the data. Data integration is an important task in merging
systems of two companies or consolidating applications within the same company
to provide a unified view of the company’s datasets. Data migration, a sub-area
of data integration, is the process of transferring data from one system to another
while changing the storage, database or application [7]. In our application, we want
to migrate the data from input to output database with different schemas using
4

schema matching and data migration techniques but we will use the general term data
integration, migration and transformation interchangeably in this thesis. The goal is
to automate the process of transformation as much as possible.

1.4

Consistency in Names and Terminology

The word ‘consistency’ means the conformity or uniformity in the application of
analysis, method, coding, modeling, etc. This word has different meanings depending
on the context, application or technology it is used in. The term can be used in
the field of databases (ACID property), coding (naming conventions) or names and
terminologies. We often encounter two types of problems with inconsistency in the
naming of an object: the use of the same term to refer to different objects and the
use of different terms to refer to a single object. In this research, we are dealing
with the later problem. The problem of inconsistency in naming has been faced in
many applications such as distributed systems (different names used for replicas of
an object) [8], malware and antiviruses (making the task of detecting and classifying
them difficult) [9], etc.
In addition to having inconsistencies in the schema of multiple databases, there
may also be inconsistencies in their values or data in the database. An object may be
represented differently across multiple sources. For example, a person’s name may be
saved as ‘First name Last name’ or ‘Last name, First name’. Similar inconsistencies
appear in the representation of dates, addresses, chemical names, etc. Chemicals may
be represented using their common names, chemical formulas or scientific names. For
example, ‘magnesium chloride’, ‘MgCl2’ and ‘magnesium dichloride’ represent the
5

same chemical. These inconsistencies should be removed in order to avoid confusion
and maintain uniformity and understandability in systems.

1.5

Research Problem

In this thesis, we propose a method for automatic schema matching between
two schemas involving multiple similarity measures and use the results of the matching
to transform data from the source schema to the target schema. We use this schema
matching to map protein crystallization screens from one format to another or from
commercial screen format to a predefined format. We refer commercial screens as
input schema whereas schemas to be used by analysis tools as output schema. In other
words, input (commercial) file screens are mapped to an output schema which can
be processed by analysis tools. Along with schema matching and data integration,
we also propose a way of maintaining consistent naming chemicals in the resulting
database.
In summary, this thesis attempts to answer the following questions:

1. Can a (semi-)automated method of matching schemas of commercial screens
with minimal human intervention be developed?
2. Can this schema matching achieve high accuracy while mapping?
3. Can the chemical names be represented in a consistent manner across multiple
screens?

6

1.6

Thesis Organization

This thesis is organized as follows. Chapter 2 lays out the background and
related works in the field of schema matching and data integration. It also introduces
some of the popular commercial screen formats. Chapter 3 describes our methodology,
the similarity metrics used in evaluations and explains our approach in detail. Chapter
4 provides the explanation of how our method is applied to the protein crystallization
domain. Chapter 5 analyzes the results of the experiments and also provides the
metrics used for the evaluation. Chapter 6 concludes the thesis with a brief discussion
on the results and possible directions for future research.

7

CHAPTER 2

BACKGROUND AND RELATED WORKS

In this thesis, we have chosen to apply our schema matching algorithm to the
protein crystallization domain since the heterogeneity in the commercials screens is
the main motivation behind our research. In this chapter, we provide some earlier
works performed on schema matching and data integration, and introduce some of
the commercial screens.

2.1

Background on Protein Crystallization Screening

Protein Crystallization is the process of growing crystals in a solution to
identify protein structure. Setting up an experiment with multiple combinations of
reagents to make solutions for crystal growth is called screening [3]. Since the number
of combinations of reagents can be very high, there are several commercial screens
available that help crystallographers increase experiment efficiency. Furthermore,
there are some analysis tools, like AED [1, 2] and GenScreen [3] which take the results
of previous experiments and generates new combinations of reagents which are likely
to generate crystalline conditions. However, the available commercial screens from
different companies are not in a consistent format with each other, nor with the format
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used by these analysis tools. This makes the screening process lengthy as the screens
should first be converted to appropriate format manually.

2.2

Commercial Screens Dataset

Typically, protein crystallization involves a solution that includes three types
of reagents: a precipitant, a buffer-controlling pH, and an additive also known as
salt. A condition or a cocktail can be seen as a combination that alters the multitude
of variables associated with crystallization experiments. There are now hundreds of
well-known crystallization reagents and, hence, a systematic permutation of these
reagents, at various concentrations, would include millions of unique combinations [10].
A screen is a set of cocktails. Various commercial screens are prepared by different
companies which contain a number of cocktail combinations which can lead to the
growth of crystals. The commercial screens are usually provided as a spreadsheet (e.g.,
MS Excel) file which contains the reagents under different headers. A reagent may
have its own properties like name, concentration value, its unit, and pH value.
The commercial screen files from different companies have a different set of
headers describing the reagents and their properties. For example, Figure 2.1 and
Figure 2.2 show the snapshots of the headers and few data rows of two screen files
from Anatrace 1 and Molecular Dimensions 2 respectively. We can see from the figures
that the number of reagents and their names in the screens are different. Some screen
files even combine all the reagent properties under a single header. For example, the
1
2

https://www.anatrace.com/
https://www.moleculardimensions.com/
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Figure 2.1: Snapshot of Anatrace Microlytic MCSG1 screen file

Figure 2.2: Snapshot of MD1-37 JCSG screen file

AmSO4 Composition screen from Qiagen 3 in Figure 2.3 has concentration value, unit,
and chemical name combined as a single attribute.

2.3

Related Works on Schema Matching and Integration

A number of research studies have been done in the field of schema matching
and integration. Our work was influenced by the linguistic techniques for schema
matching used in SASMINT by Unal and Afsarmanesh, 2006 [11]. SASMINT makes
effective use of NLP techniques and uses the weighted usage of several syntactic and
semantic similarity metrics. It also provides a component which helps in the automatic
calculation of weights for the linguistic matching metrics and a component for Schema
Integration.
3

https://www.qiagen.com/us/
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Figure 2.3: Snapshot of Qiagen’s AmSO4 Suite screen file

Cupid, proposed by Madhavan et al. [6], is a hybrid approach which combines
the use of linguistic and structural matching techniques based on the names, data
types, constraints, and schema structure to automatically generate mappings between
schema elements.
Similarity flooding, proposed by Melnik et al. [4], is a graph matching algorithm
which first transforms the two schemas into graphs and matches the strings of nodes
between the two schemas. It also presents a new metric Overall (which will be
described later in Section 5.2) for the evaluation of the accuracy based on the human
effort required to correct the results.
COMA [12] and COMA++ [13] are composite matchers designed for matching
schema and ontology developed by Do and Rahm. COMA provides a large spectrum of
individual matchers, in particular, a novel approach aiming at reusing previous match
operations, and several mechanisms to combine the results of matcher executions.
COMA++ extends COMA to construct powerful matchers by combining existing
11

ones and refining previously determined match results which are optimized to achieve
fast execution times for large match problems. It also applies mapping-based data
integration in the field of bioinformatics. COMA 3.0 [14] further provides improved
scalability and initial support for self configuration and supports the generation of
enhanced mappings as well as automatic ontology merging.
SemInt, proposed by Li and Clifton, 1994 [15], is a composite approach using
constraint-based and instance-based matching criteria. It uses a classifier to categorize
attributes according to their field specifications and data values, then trains a neural
network to recognize similar attributes.
Harmony, developed by Mork et al. [16], is a schema matching tool that includes
adding linguistic processing of textual documentation to conventional schema match
techniques, learning from the input of a human in the loop, and GUI support for
removing clutter and iterative development. It implements a match voter to combine
the results of multiple match algorithms including the bag of words, edit distance,
thesaurus, exact structure matcher, etc. to a single confidence score in the range (-1,
+1). Although this tool supports multiple schema formats such as XML, SQL as well
as spreadsheet documents, it does not handle flat schema having multiple columns
under the same headers, ignores such headers and the structure information and hence
requires modifying the schema attributes.
FlexMatcher is a schema matching package in Python developed by BigGorilla
team [17] which handles the problem of matching multiple schemas to a single mediated
schema. It uses a number of machine learning techniques to train a schema matcher
using the information from the schemas and/or available instances. It then uses the
12

trained matcher to make a prediction for matching the columns of the new schema to
the mediated schema.
Although multiple tools are available for the purpose of schema matching and
integration, they cannot be applied directly to the protein crystallization screens. Most
of the tools require the schema to be defined in some defined formats like SQL, XML,
relational schema, etc. Hence they do not support multiple columns with the same
name while protein crystallization screens may have columns with the same names
describing different entities. There are several problems that occur when dealing
with flat (or flattened) schema such as the protein crystallization screens which are
discussed in Section 3.1 that prevents the application of existing schema matchers to
flattened schemas. Furthermore, different screens use different representations for a
specific property of a reagent which leads to the need of a domain-specific dictionary to
map these representations. The previous algorithms are also unsuccessful in handling
the cases where a source schema element has the same similarity score with multiple
elements of target schema resulting in 1:n or n:1 mappings. In this context, 1:n
or n:1 is not a mapping between a composite attribute and its components (e.g.,
address attribute matches with street, city, state, and zip). A 1:n or n:1 mapping
indicates multiple candidates while mapping (e.g., salt could match with salt name,
salt concentration, etc.). Since our purpose is the transformation of data from one
schema to another, we want a 1:1 mapping between the source and target schema.
Consistent naming of chemicals has already been an issue in protein crystallization
research [18]. Nevertheless, commercial companies have not come up with a standard
way of preparing their screen files. To the best of our knowledge, schema matching has
13

not been applied to screen files. In this thesis, we present our method while describing
challenges faced and how we overcome those challenges.

2.4

Summary of the chapter

In this chapter, we provided a brief background on the protein crystallization
screening process. We described some of the commercial screens produced by some
companies explaining the need for schema matching for these screens. We also
presented some of the related works done in the field of schema matching and why
they cannot be applied to the protein crystallization screens.

14

CHAPTER 3

METHODOLOGY

The primary goal of our system is to find the mappings between two schemas
represented as column headers in MS Excel files so that data from the source file can
be transformed to the target file under appropriate target schema headers. There are
two main stages of our system: schema matching and data integration. The schema
matching stage first matches the source schema with a predefined intermediate schema,
which acts as a helper medium between the source and target schemas, and then
matches the intermediate schema to the target schema. The data integration process
also follows similar mechanism transforming the input file to the intermediate file first
and then producing the final output file. In the final step, while transforming the
intermediate file to output file, we also apply naming consistency to the data. The
flow of the process is shown in Figure 3.1.
In this chapter, we describe the problems faced while dealing with flattened
schema. Then, we describe our general method and algorithms in brief and we
will delve into the detailed process while describing the application to the protein
crystallization screens in the next chapter.

15

Figure 3.1: Flow diagram of the system
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3.1

Challenges faced with flattened schema

The schemas in consideration are present as column headers in MS Excel files.
Such schemas are flat (or flattened out) schemas and do not follow the conventions of a
normalized database. Flattening refers to the process of making each instance identical
by either duplicating or aggregating the relational information [19]. In traditional
flattening, the resulting flat schema may have multiple relations. In this case, the
flat schema is equivalent to a single relation. When a schema is flattened from an
entity-relationship (ER) model to a single relation, the entities and their attributes
appear as the attributes of the relation. Such attributes may not have descriptive
or unique names. We will describe some of the problems faced while dealing with a
flattened schema:

(a) Enumerated attributes: There may be multi-valued attributes of an entity,
for example, a department may have multiple locations as shown in ER diagram
in Figure 3.2. In a flattened schema, these multi-valued attributes are placed
in the same relation along with other attributes of the entity. These attributes
are typically enumerated such as location1, location2 and so on for the example
provided in Figure 3.2. While matching with such schema, if the target schema
has only one location attribute, it should match with location1 from the source
schema even if the location attribute in the target schema has equal similarity
with both location1 and location2 in the source schema. The enumeration in the
source and target schema may also be different. So it is difficult to determine
the correct match for enumerated attributes.

17

Figure 3.2: Example of department and project entities

(b) Replacing attribute name with entity: A straightforward way to map an
entity is to have one column per attribute of an entity. For example, in Figure 3.2,
the ‘project’ entity has attributes ‘name’, ‘manager’, ‘effort’ and ‘effort unit’. In
real life, the entity name is used instead of the identifying attributes of an entity.
The flattened relation may list these attributes as ‘project’, ‘manager’, ‘effort’ and
‘effort unit’ respectively. Here, the ‘name’ attribute is replaced with the entity
name (project) and other attribute names are maintained. The relationship
among these four attributes are not clear in this schema. The relationship
between attributes and their entities can be maintained by appending attribute
names to their entity names. For example, effort attribute of entity project
in Figure 3.2 can be mapped to project effort. Similarly, name attribute of
entity project can be mapped to project name. Such a representation would be a
good candidate for an intermediate schema. In this case, the ‘project’ attribute

18

in this schema (when identifying attribute is replaced with the entity name)
may match with any of the ‘project name’, ‘project manager’, ‘project effort’ or
‘project unit’ attributes in the intermediate schema. When there are multiple
projects run by a department, enumeration occurs in the ‘project’ attribute. If
other attributes like ‘manager’, ‘effort’, and ‘effort unit’ are not numbered, it is
hard to determine the project of those attributes.
(c) Repeated attributes: Flattened schema (as in MS Excel files) may have
multiple columns with the same names. This may occur due to different entities
having the same attributes. Another reason is that if an attribute is a property of
an entity and if there are multiple instances of this entity, the attribute name may
be repeated for each instance. For example, a department can have name and
manager attributes while a project can also have name and manager attributes.
Flattening destroys the relationships among these attributes as flattened dataset
cannot account for dependencies in the original dataset [19]. In this case, our
relation may contain following attributes: ‘department’, ‘manager’, ‘project’,
‘manager’, etc. Here, the attribute name ‘manager’ is repeated. It is challenging
to determine the match of ‘manager’ attribute since there are two ‘manager’
attributes, i.e., the department’s manager and the project’s manager. Most
schema matchers do not accept schema with repeated attributes as they require
the schema to be in some defined format such as XML, SQL, etc.
(d) Attributes without names: In an MS Excel format, not necessarily all
columns may have headers, or sometimes multiple columns may have a merged
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header. While reading data from such file, some columns may not have attribute
names. For example, in Figure 3.2, the ‘effort’ and ‘effort unit’ attributes are
related so they may have a merged header named ‘effort’. When a system
reads such schema, it considers the attribute ‘effort’ as a header for the ‘effort’
column and a blank header for ‘effort unit’ column and hence this column cannot
be matched with any elements in the target schema. We should consider the
relationship among attributes and their position in the schema to handle such
cases.
(e) Composite vs. Split attributes: Composite attributes are attributes having
multiple property attributes, for example, a ‘name’ attribute can have ‘first name’,
‘middle initial’, and ‘last name’. Such attributes can be combined into a single
attribute in a schema while the other schema may have individual attributes
for the properties. While transforming data from one schema to another, we
should either combine multiple columns data to a single column or split data
into multiple columns depending on the target schema.
(f) Multi-row attribute names: It would be good to have a single cell in a MS
Excel file dedicated as a header or attribute of a column. Nevertheless, a header
may refer to multiple columns or a header is distributed to multiple rows. In case
data headers cover multiple rows, the first row normally contains the attributes
of the schema. Some files may have multiple rows for the attribute names as seen
in Figure 2.1. We will have incomplete information if we only consider data of a
single row in such cases. Hence, header detection should be done appropriately.
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Since the existing systems are mainly designed for a well-defined database
schema, they do not perform well on the flattened schema having a single relation.
We plan to overcome some of these challenges in our thesis.

3.2

Linguistic Schema Matching

In this research, we have used linguistic matching measures to identify similarities
between schema element pairs. Linguistic or language-based matchers use the names
and other textual elements of the schema to find semantically or syntactically similar
elements. Here we have used the name of the header elements and their order or
position in the input file to find related elements assuming that related attributes
are likely to appear close to each other. Before applying any linguistic measures, the
elements from both the schemas have to be preprocessed to bring them to a common
representation. First, the headers are extracted from the excel file and then passed
through a series of tokenization, stemming, dictionary mapping and token processing
to obtain a list of tokens for each header in the schema.

3.2.1

Syntactic Similarity
Syntactical name matching computes the similarity solely based on comparing

the name strings [13]. The most straightforward approach is to check the equality of
the strings, i.e., exact string matching. This is sufficient for schemas defined on the
same namespace. In other cases, approximate string matching techniques are useful
as they help find the similarities between a name and its abbreviations or other forms.
Our linguistic matcher uses approximate string matching techniques for the names
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of schema elements based on some similarity measures to find syntactically related
element pairs. A single similarity measure is not effective in finding matches for all
kinds of strings. Hence, we have used the following similarity measures with different
weights suited for our application:

(a) Levenshtein (Edit) distance: It is a measure of similarity between two strings
based on the edit distance, i.e., the number of edit operations like insertions,
deletions, and substitutions required to transform one string to another [20].
The Levenshtein distance algorithm has been used in DNA analysis, plagiarism
detection, spell checking, etc. Since it is a string based approach, it does not
consider multi-word strings as a combination of tokens but a single string. So,
before applying this measure, the tokens group of a header are concatenated to
form a single string. Let editDistance(s,t) be the minimal edit distance between
two strings s and t, then the Levenshtein similarity between them is calculated
as shown in (3.1) [11].

simLev =

max(|s|, |t|) − editDistance(s, t)
max(|s|, |t|)

(3.1)

where |s| and |t| are the lengths of strings s and t respectively.
(b) Monge Elkan distance: Monge and Elkan proposed a method of calculating
the similarity between two strings that contain several tokens, using an internal
similarity measure sim’(a, b) able to measure the similarity between two
individual tokens a and b. Given two strings A and B with |A| and |B| as
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their respective number of tokens, the Monge-Elkan similarity is computed as in
(3.2) [21]. Here we use Levenshtein similarity as the internal similarity measure
sim’(a,b).
|A|

simM E

1 X
|B|
=
max{sim0 (ai , bj )}j=1
|A| i=1

(3.2)

(c) Jaccard Similarity: It is a token-based similarity measure which yields a
similarity value based on the number of matching tokens between two sets of
tokens. Jaccard similarity between two strings A and B having one or more
words is defined as the ratio of a number of shared words of A and B to the
number of words owned by A or B as shown in (3.3) [11].

simJac =

|A ∩ B|
|A ∪ B|

(3.3)

(d) TF*IDF (Term Frequency * Inverse Document Frequency): This measure
employs the notion of TF*IDF score used in Information Retrieval (IR) [22]
to assign weights to terms. It concludes two strings are similar if they share
distinguishing terms. Term Frequency (TF) measures the number of times the
token appears in a document (token group or a header element) and Inverse
Document Frequency (IDF) measures how important the token is based on
the number of documents (token groups) it appears on. TF*IDF similarity
is calculated by computing the similarity between individual tokens and then
aggregating them based on their TF*IDF weights [23].
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Each of these measures helps find similarities between different types of schema
elements. A similarity matrix is formed for each of the above measures by calculating
the respective similarities between each input schema element with all intermediate
schema elements. The final similarity matrix is calculated as the weighted sum of all
four matrices as shown in (3.4):

sim = wLev ∗ simLev + wM E ∗ simM E + wJac ∗ simJac + wT F IDF ∗ simT F IDF (3.4)

where simLev , simME , simJac and simTFIDF are the similarity matrices formed using
Levenshtein, Monge-Elkan, Jaccard and TF*IDF measures respectively and wLev , wME ,
wJac , and wTFIDF are their respective weights.
The result of this phase is a similarity matrix whose elements have values in
the range [0, 1] where 1 indicates a perfect linguistic match.

3.2.2

Matching Algorithm
The similarity matrix obtained from the previous syntactic phase helps generate

the mappings between two schemas. After the calculation of the similarity matrix, the
best match for each element was found based on the maximum similarity value of an
element. The match generation algorithm is described in Figure 3.3 and Figure 3.4.
A threshold of 0.5 is applied to the similarity values for each input header to
find the candidate output headers and the candidates are sorted by their descending
similarity values. For each input header, our algorithm finds the output header
with the highest similarity value. If the output header is not used for any previous

24

Figure 3.3: Algorithm for generating matches

Figure 3.4: Algorithm for matchInput function
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match, the match between the current input header and output header is taken while
storing its similarity value. If the output header has already been used for a previous
input header (prevMatch in the algorithm), their similarity values are compared. If
the current input header has a higher similarity value, its match is accepted while
discarding the match of previous input header. Then a match for this previous input
header is performed in a recursive way. If the current input header has lower or equal
similarity value, it is matched with the next candidate output header following the
same rules (continuation of the for loop in the algorithm). Our method enforces 1:1
mapping. If an input header has the same maximum similarity value with more than
one output header, the first output header among them is chosen. This works as we
have designed the intermediate schema such that the prioritized headers appear first
in the list.
This match generation procedure results in a 1:1 match for the headers in the
input schema with those in the intermediate schema. Due to the use of a threshold to
ignore the similarity values less than 0.5, the relationship between the input and the
intermediate schema is not total (i.e., some of the headers in a schema may not have
a matching element in the other schema).
The matches are further refined by the system if required. There may be
multiple elements in the input schema having common names, i.e., repeated attributes,
but the intermediate schema elements are all unique. This is done by adding a digit
suffix to the element match which may have been repeated in the input schema. So
each of the commonly named elements in the input schema matches with one of the
digit suffixed element from the intermediate schema prioritizing lower numbered suffix
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first. For example, if there are multiple elements with name ‘Phone’ in the input
schema, they can each be matched with ‘Telephone1’, ‘Telephone2’ and so on in the
intermediate schema. If a higher numbered suffix is matched and the lower numbered
suffix does not have a match, such matches are refined to match the input element
with lower numbered suffix.
Further refinement is done by taking user feedback for the generated matches
from a Graphical User Interface (GUI). The matches can be accepted or rejected by
the user or even new matches can be added for the particular file(s). The accepted
matches are saved by the system for future use.

3.3

Data Integration

The second phase of our task is to transform the data in the given input file to
the output format. We use the output of the first phase, i.e., the matches between the
schemas to integrate the data. We first transform the data from the input file to the
intermediate file with the help of input-to-intermediate mappings and then transform
the intermediate file to the output file using the intermediate-to-output mappings.
The intermediate file contains a fixed set of headers which are predefined for
the domain. After the mappings are found, data transformation is a straightforward
approach in many cases. Some special cases will be described later in Section 4.4.
For each element in the intermediate schema, its corresponding matched element is
searched in the source schema and its position (or index) is saved forming a list of
indices. If no match is found for an element, then NULL is added as its position.
Then the rows of the input file are iterated through copying the data from the input
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to intermediate file by rearranging the cells based on the list of indices. A similar
process is followed in order to transform the intermediate file to the output file. An
attribute may be a composite attribute composed of other attributes and similarly a
composite attribute may be split into multiple attributes. Some additional processing
is required for some input files with these type of attributes where the data from
a single column (attribute) in the input file have to be parsed to multiple columns
(attributes) in the intermediate file based on the domain knowledge. Similarly, multiple
columns (attributes) from the intermediate file have to be combined to a single column
(attribute) in the output file.

3.4

Consistent Naming

In this thesis, we also attempt to remove the inconsistencies in the naming
of an object across multiple files. This process takes place as a part of the data
integration phase while transforming the intermediate file to the output format. To
recognize the different names of an object, a dictionary should be created which maps
all the representations of an object to a single name. We used an approach of creating
a database of the object names and its representations. Whenever a new object is
encountered in the input files, a dictionary lookup is done to find the name of the
object. If the name is already in the database, the object is placed in the same group
with its other representations, otherwise a new group is created for the object. We
also assigned a chosen name (or display name) to that object based on the user input.
During the data transformation phase, we found the chosen name for each object and
used the chosen name in the output file. Hence, the output files had the preferred
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chosen names for all objects which were consistent. This process is explained in detail
with examples later in Section 4.5.

3.5

Summary

In this chapter, we listed some of the challenges faced while dealing with a
flattened schema having a single relation. We described the linguistic schema matching
method, defined the similarity measures used in our system and described our match
generation algorithm which yields 1:1 mappings between the source and target schema.
We also described the process of transforming input file to the intermediate file and
then to the output file and applying naming consistency to the output file.
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CHAPTER 4

APPLICATION ON PROTEIN CRYSTALLIZATION SCREENS

4.1

Overview

We implemented our approach as a web application in Python using Flask
which provides an interface to take as input the input screen file in MS Excel format
(and the output screen file if the user wants to specify the output format as well) and
when uploaded, it outputs the list of matches between the input and output schema
and the transformed screen file. The user manual for our application is provided in
Appendix A.
The screen (input) files of commercial protein screens are usually available as a
spreadsheet in MS Excel format with one or more header rows (typically the first row),
and cocktail combinations in following data rows. A cocktail is a solution formed by
the combination of chemicals. This research consists of two phases: schema matching
and data integration. For the schema matching purpose, we are interested only in
the header row(s) as they contain the schema elements that are to be matched with
schema elements from another screen file of a different format. The output of this
phase is a list of mappings of elements (columns or attributes) from the input schema
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to output schema. In the data integration phase, we use these mappings to transform
the data rows of the input file to the output file.

4.2

Intermediate Schema

Typically, protein crystallization involves a solution that includes three types
of reagents: a precipitant, a buffer-controlling pH, and an additive also known as salt.
A condition or a cocktail can be seen as a combination of these reagents in specific
concentrations [10]. These reagents appear under different header names in different
screen files. For example, Figure 2.1, Figure 2.2, and Figure 2.3 show the snapshots of
the headers and a few data rows of three screen files. The required output may not
have the same type of headers and reagents. So, we have come up with an intermediate
schema in which the header names are more descriptive and can be matched with
most of the screen files intuitively. We used this intermediate schema as a medium to
match the input screen with the output screen to make the matching task easier.
Figure 4.1 shows the ER diagram of our intermediate schema. The ‘well id’
is the primary key in our schema and is the identifier for the cocktail. We have
three main attributes: ‘buffer’, ‘salt’, and ‘precipitant’. The main attributes are
composite attributes and have three (‘buffer’ has four) property attributes: the name,
concentration value and its unit. The ‘buffer’ attribute has an extra pH value property.
‘Salt’ and ‘precipitant’ are multi-valued attributes as there can be multiple salts and
precipitants in a cocktail combination. However, note that salt and precipitant could
also be represented as entities rather than composite attributes. We use multi-valued
and composite representation for simplicity.
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Figure 4.1: ER diagram for our intermediate schema
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The schema from the Figure 4.1 can be represented as a relation by listing all
attributes of the schema. We will also get rid of the composite attributes by listing
their properties and multi-valued attributes by adding a digit suffix to the repeated
attributes to represent the schema similar to a relational schema in first normal form
(1NF). Our intermediate schema supports a buffer reagent, 2 precipitants and 3 salts.
Hence, the attributes of the intermediate schema are as follows: ‘well id’, ‘buffer name’,
‘buffer conc’, ‘buffer unit’, ‘ph’, ‘salt name1’, ‘salt conc1’, ‘salt unit1’, ‘salt name2’,
‘salt conc2’, ‘salt unit2’, ‘salt name3’, ‘salt conc3’, ‘salt unit3’, ‘precipitant name1’,
‘precipitant conc1’, ‘precipitant unit1’, ‘precipitant name2’, ‘precipitant conc2’, and
‘precipitant unit2’.
Instead of matching the input schema to the output schema directly, we make
use of this intermediate schema to find input-to-intermediate and output-to-intermediate
mappings. The use of the intermediate schema also adds flexibility to the mapping
process between a number of input and output screens. For example, if there are
m input screens and n output screens, the use of intermediate schema reduces the
number of mappings to (m + n) from (m ∗ n). Moreover, this also enables mapping
commercial screens between each other. Once schema matching is achieved, the data
integration also takes place as a two-step process, first writing the intermediate file
and then the output file.
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4.3

Schema Matching

We followed a linguistic matching approach to match the input screen schema
with the output screen schema using the information from the names of the elements
in the schema and finding syntactic similarities among them.

4.3.1

Data Preprocessing
Before applying linguistic measures, the schema elements from both the schemas

were pre-processed through the following steps:

• Header detection: Most of the screens have only one header row which is
the first row in the MS Excel file. But there are exceptions where additional
information, for example, company name, screen information, etc. are provided in
first few rows and the actual headers only begin after these rows (e.g., Figure 2.1).
Since there is no hard and fast rule to determine which row should contain
the headers, we consider the header row to be the row(s) just above the first
occurrence of a numeric cell if it has a sufficient number of elements, i.e., more
than two-thirds of the number of columns in the MS Excel file. This is however
based on the assumption that the data rows contain at least one numeric value
which is true for the screens seen so far. If the row just above the numeric cell
does not have sufficient number of elements, there is a possibility that the file
has multi-row headers. So, the two rows above the data row are concatenated in
such cases to form the headers or attributes.
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• Tokenization: After header detection, each header value is split into tokens
based on white-spaces, underscore, and digits, and the delimiters are also saved.
Then white-spaces, empty tokens, and underscores are removed from the tokens.
For example, the header ‘salt1 units’ would give ‘salt’, ‘1’ and ‘units’ as tokens.
• Stemming : Stemming is applied to all tokens to change plural forms to singular
(e.g., units to unit) and past tense verbs to root form.
• Dictionary mapping : A domain dictionary is created to bring uniformity in
the words by expanding abbreviations and mapping words to their domain-specific
meanings. For example, ‘ppt’ to ‘precipitant’, ‘additive’ to ‘salt’, ‘tube’/’screen’
to ‘well’, ‘#’/‘no’ to ‘id’. When the available input screens were analyzed further,
we found that ‘[Salt]’ referred to ‘salt conc’ and ‘[Salt] units’ referred to ‘salt
units’. These mappings are also handled for tokens of each header.
• Tokens processing : The above-mentioned preprocessing steps are sufficient to
help find the syntactic similarities in element names of screen files like Anatrace Microlytic MCSG1 Formulations 1 (Figure 2.1) screens as they contain descriptive
names like ‘salt conc’ and ‘ppt units’. Some other formats like MD1-37 JCSG
(Figure 2.2), MD1-50 PGA Screen 2 , etc. have repetition of headers or attribute
names like ‘conc’ and ‘units’ which cannot be distinguished as ‘salt conc’, ‘buffer
conc’ or ‘ppt conc’. For example, in Figure 2.2, the header, ‘Conc.’ appears three
times. In the schema, objects may share the same properties (attributes) leading
to repetition of attribute names. For example, both salt and precipitant have
1
2

https://www.anatrace.com/
https://www.moleculardimensions.com/
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concentration values. The attributes related to concentration value could be
repeated for both salt and precipitant. To solve this problem, we prioritize some
of the attributes (actually objects) as main attributes. For this domain, examples
of main attributes include ‘salt’, ‘buffer’ and ‘precipitant’. The attributes such
as concentration and unit are considered as property attributes and could be
repeated. Then whenever tokens for property attributes like ‘conc’ or ‘unit’
appear alone, previous token lists are searched for the appearance of main
attributes and the search is stopped if either main attribute is found or the
beginning of the list is reached. If the beginning of the list is reached without
finding any main attributes, search is continued in the next token lists. When
a main attribute is found, it is appended to the token list. Some screens have
multiple occurrences of main attributes and they are distinguished by a digit
suffix (i.e., attributes are enumerated), e.g., ‘salt1’ and ‘salt2’. If the tokens for
the property attribute do not contain a digit but tokens for the related main
attribute do, the digit value is also appended to the property token list along
with the main attribute.

4.3.2

Syntactic Similarity
Our approach uses various syntactic similarity measures to find the similarities

between elements of the input and intermediate schema: Levenshtein, Monge-Elkan,
Jaccard, and TF*IDF similarities. Each of these measures helps find similarities
between different types of schema elements. A similarity matrix is formed for each
of the measures by calculating the respective similarities between each input schema
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element with all intermediate schema elements. The final similarity matrix is calculated
as the weighted sum of the four matrices as shown in (4.1):

sim = 0.4 ∗ simLev + 0.4 ∗ simM E + 0 ∗ simJac + 0.2 ∗ simT F IDF

(4.1)

where simLev , simME , simJac and simTFIDF are the similarity matrices formed using
Levenshtein, Monge-Elkan, Jaccard and TF*IDF measures respectively.
These weights are chosen based on the importance of each of these measures.
Levenshtein and Monge-Elkan are given higher weights because most of the schema
elements vary in their spelling and token order like ‘salt1 units’ and ‘salt unit1’. The
TF*IDF weight helps find matches of the attributes whose names are replaced with the
object names. For example, ‘salt’ is matched with ‘salt name’ rather than ‘salt conc’
or ‘salt unit’ because the tokens ‘conc’ and ‘unit’ appear more frequently in the input
schema than the ‘name’ token and hence the ‘name’ token has higher TF*IDF weight.
We tested each of the similarity measures individually on different input screens and
the analysis of their results helped us choose the weights for each of them. The results
are presented in Section 5.3 which justifies the selection of weights. We also tried
different combinations of the weights of these measures on trial and error basis and
selected the combination which showed the best results.
After the formation of the similarity matrix, we used the algorithm presented
in Figure 3.3 and Figure 3.4 to find 1:1 mappings between input and intermediate
schema and then between intermediate and output schema. The matches were then
post-processed for refinement if needed.
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4.3.3

Refining Matches for Enumerated Attributes
Our design of intermediate schema encapsulates a total of six reagents including

three salts, two precipitants and one buffer which are represented as enumerated
attributes. The input schema may not contain all the reagents. If the input schema
contains only one salt or one precipitant then there may not be a digit suffix in
their name, for example, ‘salt’. This ‘salt’ can be matched with any of ‘salt name1’,
‘salt name2’ or ‘salt name3’ in our intermediate schema. The algorithm in Figure 3.4
prioritizes the matching of ‘salt’ with ‘salt name1’, due to it being first in order if
the similarity values are equal for all three headers. However, there may be cases
where the similarity value with ‘salt name2’ or ‘salt name3’ may be higher because of
the use of TF*IDF weight in similarity metrics (the numbers 2 or 3 may have less
frequency in the input schema and hence higher weight). In such cases, the matches
are refined to match columns with lower numbered suffix than higher numbered suffix.
Going through the mappings list, if it is found that none of the headers
‘salt name1’, ‘salt conc1’ and ‘salt unit1’ is matched but any of the ‘salt name2’/
‘salt name3’, ‘salt conc2’/‘salt conc3’ or ‘salt unit2’/‘salt unit3’ is found in matches,
the matched header from the input schema is taken and updated to ‘salt name1’ for
name, ‘salt conc1’ for conc and ‘salt unit1’ for unit columns. If there are matches for
salt2 as well as salt3 but not for salt1, the matches for salt2 are moved to match with
salt1 and salt3 matches moved to salt2. The same refining process is performed for
precipitants as well. Hence, the resulting mapping list contains the matches prioritized
by the digit suffix.
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The program also takes user feedback in order to correct the matches generated
by the system. The list of matches is shown to the user through the web application
and the user can accept or reject them based on their correctness. The user can also
add new matches that were missed by the system, if necessary.

4.4

Data Integration

In this phase, the data is transformed from the input screen file to the output
screen file. The output screen can be a predefined format used by the analysis programs
or a user-defined screen format uploaded by the user. For the predefined screen files,
the mappings between the intermediate and output schema can be preset, and our
system needs to find the mappings between input and intermediate schema using the
linguistic matching process. For user-defined output screens, we should find two sets
of mappings: input-to-intermediate and output-to-intermediate mappings.
The data integration process involves two steps: i) transforming input screen
file to intermediate file based on predefined intermediate headers and ii) transforming
intermediate file to the output file based on headers from the user-selected output
screen file.

4.4.1

Transforming Input to Intermediate file
The intermediate file writing process is the same whether the output format

is predefined or user-defined. The intermediate file contains fixed headers which
are mentioned in Section 4.2 so writing to the intermediate file is straightforward
for most of the screens. For each header in the intermediate file, the position (or
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index) of its corresponding matched header is searched for in the input schema and
a list of indices is formed. If a match for an intermediate header is not found in
the mapping list, NULL is added instead of its index to the list. Then the rows
of the input file are iterated over, copying data from input to intermediate file by
rearranging the cells based on the list of indices. For example, the first few headers in
the intermediate schema are ‘well id’, ‘buffer name’, ‘buffer conc’, ‘buffer unit’, etc. If
we match Anatrace MCSG screen (Figure 2.1) with the intermediate schema, the list
of indices will be [1, 7, 5, 6, ...] using 0-based index (starting at 0). So the data is
copied from column 1 of the input file to the first column in intermediate file, column
7 of the input file to the second column in the intermediate, column 5 to the third,
column 6 to the fourth, and so on.
Composite-to-Split Attribute Mapping. However, there are some screens for
which this straightforward copying does not work well. Input screens like Qiagen 3
(Figure 2.3) have composite attributes combined to form a single attribtue, i.e., they
do not have columns separated as ‘conc’, ‘unit’, ‘name’ or ‘ph’. They only have one
column header for each group of chemicals, for example, Salt, Buffer, and Precipitant,
and the values in these columns contained a combination of their conc, unit, name,
and ph values. Such type of columns should be parsed to find the appropriate conc,
unit, name and ph values and placed under their own headers in the intermediate file.
Based on the indices list, it is determined whether parsing is required or not for each
group of chemicals.
3

https://www.qiagen.com/us/
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There are 6 groups of chemicals in our intermediate schema headers: buffer,
salt1, salt2, salt3, precipitant1 and precipitant2 and their groups of indices in the
intermediate schema are 1-4, 5-7, 8-10, 11-13, 14-16 and 17-19 respectively. For each
group of indices, it is checked whether only one out of three (out of four for buffer)
indices in a group is a non-NULL value. If so, the group requires parsing of values and
the non-NULL index is marked as the column with the data. Hence, there is a list
of groups to be parsed and index or position of the column containing data for that
group. After a data row from the input file is copied to the intermediate file using
list of indices as mentioned above, it is checked if any of the groups require parsing.
The screen files contain the grouped data in the format “<conc> <unit> <chemical
name>” for salts and precipitants and “<conc> <unit> <chemical name> ph <ph
value>” for buffers. So, the contents of the data column are split by spaces and the
values are assigned to their respective columns in the intermediate file. For example,
if the data column of buffer type has value “0.1 M Citric acid pH 5.0”, then the
contents are separated as ‘buffer conc’ = ‘0.1’, ‘buffer unit’ = ‘M’, ‘buffer name’ =
‘Citric acid’ and ‘buffer ph’ = ‘5.0’.

4.4.2

Transforming Intermediate to Output file
The process of conversion of intermediate screen file to output screen file

varies depending on the type of the output file. If the output format is predefined, a
predefined list of mappings are used to generate the output file. If the output format is
user-defined, the output-to-intermediate mappings generated by the schema matching
phase are used.
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The predefined output format contains a fixed set of headers designed in the
lab for use in analysis programs like AED [1, 2] and GenScreen [3]. These programs
use our output file as an input to generate new conditions or cocktails based on
the results of the previous experiments. The headers present in this format are
‘Well Id’, ‘B Anion’, ‘B Cation’, ‘Ph’, ‘B Conc’, ‘C1 Anion’, ‘C1 Cation’, ‘C1 Conc’,
‘C1 M’, ‘C1 Ph’, ‘C2 Anion’, ‘C2 Cation’, ‘C2 Conc’, ‘C2 M’, ‘C2 Ph’, ‘C3 Anion’,
‘C3 Cation’, ‘C3 Conc’, ‘C3 M’, ‘C3 Ph’, ‘C4 Anion’, ‘C4 Cation’, ‘C4 Conc’, ‘C4 M’,
‘C4 Ph’, ‘C5 Anion’, ‘C5 Cation’, ‘C5 Conc’, ‘C5 M’, ‘C5 Ph’, ‘S a’, ‘S b’, ‘S c’.
‘Well id’ is an identifier of the cocktail and also refers to the position of the condition
in the experiment plate. The next header names can be divided into a reagent type
and its property separated by an underscore. There are 6 reagent groups: B, C1, C2,
C3, C4, C5. The column B refers to the buffer reagent, C1 is the precipitant and C2,
C3, C4, and C5 are additives which can be salts or precipitants. ‘M’ and ‘Conc’ refers
to the concentration of the chemicals in Molarity and other units respectively. The
‘Ph’ column contains the pH value of the reagent. The reagents in the intermediate
headers map to the output header columns as buffer –> B, precipitant1 –> C1, salt1
–> C2, precipitant2 –> C3, salt2 –> C4, and salt3 –> C5. The last three columns
‘S a’, ‘S b’, ‘S c’ refers to the ranking of the cocktail generated by the result of the
experiments in the wet lab and hence is left empty by our program.
Composite-to-Split Attribute Mapping. The property names ‘anion’ and ‘cation’
combined forms a chemical name, for example, B Cation and B Anion combined
form precipitant name. The anion column contains the negatively charged ion and
cation column contains the positively charged ion. Not all chemicals can be clearly
42

separated into cations and anions such as polymers, detergents, etc. In such cases, the
chemical name resides in the ‘Anion’ column. Based on these predefined mappings,
the intermediate file is converted to the output format following the similar process as
in the input to intermediate file conversion. The chemical names are split to cation
and anion columns if they are salts otherwise placed in the anion column. A chemical
is labeled as a salt if it contains common elements that make up a salt. The output
file does not contain a separate column for unit values. For a reagent whose unit value
is ‘M’, i.e., molar, the conc value is placed in the ‘M’ type column and for other units,
the conc value is placed in the ‘conc’ type column.
Split-to-Composite Attribute Mapping. A user-defined output is a format
specified by the user along with the input format. The header names are not fixed
so predefined mappings cannot be used for the file conversion. In this case, the
output-to-intermediate mappings generated by our match generation algorithm in
Figure 3.3 are used. First, a list of indices or column positions is formed by finding
a matching intermediate header for each output header. Then the rows of the
intermediate file are iterated over copying each row by rearranging the columns
based on the list of indices. However, this method is not enough for output screen
files like Qiagen, which do not have conc, units and name values separated across
columns. Since the output file only contains one header column for each reagent,
the data from conc, name, unit and ph columns should be merged together while
writing to the output file. Hence, the header groups which require merging are
determined following similar methods as above in parsing. Then the data columns
of intermediate headers are merged to the available column in the output schema
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in the format “<conc> <unit> <chemical name>” for salts and precipitants and
“<conc> <unit> <chemical name> ph <ph value>” for buffers.
The result of this phase is the required output screen file in either predefined
format used for analysis programs or in a user-defined screen format.

4.5

Consistent Naming

Applying consistent naming is a part of the data integration phase. When we
transform the intermediate file to the output file, an output screen file with consistent
names of chemicals is produced. The chemical names used in the commercial screens
do not have any specific format. Different companies may use different identifiers as
chemical names and there are multiple names used to represent a chemical. Some
of the chemical identifier representations are MOL, SMILES notation, InChI strings,
IUPAC names, etc. These representations are called systematic identifiers, which
are generated algorithmically and should have a one-to-one correspondence with the
structure (however different software could generate different formats) [24].
IUPAC nomenclature is the systematic method of naming chemical compounds
as recommended by the International Union of Pure and Applied Chemistry (IUAC)4 .
In order to systematize the naming of all the compounds by avoiding assignment of
two compounds to the same name, IUPAC naming rules are followed. IUPAC names
are based on the structure of the compound. We used IUPAC names among others to
map the chemicals to a consistent name in our research as IUPAC names are also more
readable and understandable by humans. For each chemical name in the input screen
4

https://iupac.org/
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file, its IUPAC name is found by looking it up in Chemical Identifier Resolver (CIR)
website5 . CIR works as a resolver for different chemical structure identifiers and allows
one to convert a given structure identifier into another representation or structure
identifier. We used a python wrapper named cirpy [25] which handles constructing
URL requests and parsing XML responses from the CIR website. If a chemical name
could not be resolved by this resolver, the chemical name itself is used as the IUPAC
name.
We created a database with two tables named ‘chemical’ and ‘representation’ as
shown in the entity-relationship diagram in Figure 4.2. The ‘chemical’ table contains
3 fields: ‘chemical id’ (the auto-incremented key), ‘chemical name’ and ‘unique name’
(which is the IUPAC name in our case). The ‘representation’ table contains two fields:
‘unique name’ (the primary key for this table and foreign key in the ‘chemical’ table)
and ‘display name’ (set to NULL by default). The display name is equivalent to the
chosen name by the user. In the ‘chemical’ table, we have all the chemical names as
they appear in the screen files and their corresponding IUPAC names. Since some of
the chemicals may have lengthy and complex IUPAC names, we provide a functionality
to give a preferred display name to each of the IUPAC names through the GUI. Each
chemical name is first mapped to its IUPAC name and saved to the ‘chemical’ table
and the IUPAC name is added to the ‘representation’ table, if not present. Then, if a
new IUPAC name is encountered, for which user has not chosen a display name, the
user is given an option to choose a display name for it. The user is provided a list of
all possible names seen so far in the screen files for that IUPAC name and allowed to
5

https://cactus.nci.nih.gov/chemical/structure
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Figure 4.2: ER diagram for chemical names representation

choose one of them as its display name or even enter a new name outside of the list.
This chosen display name is saved in the ‘representation’ table so that the user does
not have to choose a name for it again.
During the transformation of the intermediate file to the output screen file,
the display name of each chemical is found from the database tables ‘chemical’ and
‘representation’ and the chemical name is replaced with its display name in the output
screen file. Since multiple representations of a chemical map to the same IUPAC
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name, they will have a single display name. Hence, the output screen file contains the
standard names of the chemicals as defined by the experts.

4.6

Summary

In this chapter, we described how we applied our method of schema matching
and data integration to the protein crystallization screens. We described the data
preprocessing steps performed in order to extract the schema elements from input files
and to represent them as tokens and presented the weights used in the combination of
the similarity measures. We also introduced our design of intermediate schema and the
predefined output schema used by the analysis programs. We described the process of
transforming an input screen file to an intermediate file with the intermediate schema
headers and transforming the intermediate file to the output screen format specified by
the user. Finally we described the application of consistent naming to the chemicals
in the screens by the use of IUPAC names.
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CHAPTER 5

EXPERIMENTS AND RESULTS

5.1

Experiments

In order to evaluate the results of schema matching and data integration, we
carried out a number of experiments with different screen files. We first generated
ground-truth mapping manually to compare the results with the automatic approach.
We implemented our program as a web application which takes an input screen file
(and an output screen file for user-defined output) in MS Excel format and outputs
an MS Excel file in specified screen format. After the mappings are proposed by the
system, the user is given the opportunity to accept or discard the match and even
add new matches.
We are more concerned with the quality of the system output than the
computational performance. The computational performance of the schema matching
phase depends on the number of headers in the input file which is usually less than 20.
The performance of the data integration phase depends on the number of rows in the
input file that are to be transformed to the output file. We measure the quality of our
system in two stages separately for the schema matching phase and data integration
phase.
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We carried out the experiments using 25 input screens of various formats.
We will present the results of 10 screens which have more difference in their header
formats. The screens tested are AmSO4 Suite Composition and The Classics II
Suite Composition from Qiagen 1 , Anatrace - Microlytic MCSG1 Formulations from
Anatrace 2 , JBScreen Classic 1 from Jena BioScience 3 , Hampton Crystal Screen
Formulation from Hampton research 4 , and MD1-13 3D Structure Screen, MD1-02
Structure Screen, MD1-37 JCSG-plus, MD1-104 The BCS Screen, and MD1-35 from
Molecular Dimensions 5 .

5.2

Evaluation Measures

To measure the quality of our schema matcher, a confusion matrix can be
formed based on true positives (correct matches that have been identified), true
negatives (unintended matches that have been discarded by the system), false positives
(unintended matches that have been proposed by the system) and false negatives
(intended matches that are missed by the system). Intuitively, we want to maximize
the number of true positives and true negatives and minimize others. Two important
measures from the information retrieval field [22] for evaluating the quality of the
matched results are precision and recall. Precision is the fraction of correct matches
among the total retrieved matches and recall (also known as sensitivity) is the fraction
1

https://www.qiagen.com/us/
https://www.anatrace.com/
3
https://www.jenabioscience.com/
4
http://www.hamptonresearch.com/
5
https://www.moleculardimensions.com/
2
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of correct matches that have been retrieved over the total intended matches. Precision
(P) and recall (R) can be calculated as shown in (5.1) and (5.2) respectively.

P =

TP
TP + FP

(5.1)

R=

TP
TP + FN

(5.2)

where TP is the number of true positives, FP is the number of false positives and FN
is the number of false negatives.
Since neither precision and recall alone can accurately assess the match quality,
we also use a combined measure known as F-measure [22] which is the harmonic mean
of precision and recall:

F =

1
P

2
+

(5.3)

1
R

We will also assess the system based on the user effort required to transform
a proposed match result to an intended match. For this, Melnik et al. [4] proposed
a measure of match accuracy known as overall. It takes into account the amount of
effort needed to add intended matches which have not been discovered (false negatives)
and to remove the incorrect matches that have been proposed (false positives). Overall
is calculated in terms of precision (P) and recall (R) as shown in (5.4).

Overall = R(2 −
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1
)
P

(5.4)

Unlike F-measure, overall is designed specifically for the purpose of assessing
match quality. From (5.4), we can see that the accuracy drops below 0 if precision is
less than 0.5, i.e., more than half of the matches proposed are incorrect. This means
that it requires more user effort to remove incorrect matches and add correct matches
than adding the matches manually from scratch.
For the data integration phase, we use the completeness measure to assess the
quality of the results. Completeness is a concept from data integration and migration
which attempts to identify objects that are missing in the target file that were present
in the source file [26].

5.3

Comparison of Similarity Measures

We compared similarity measures to evaluate the syntactic similarities between
the elements of the schema: Levenshtein, Monge Elkan, TF*IDF, and Jaccard
similarities in Section 3.2.1. Among them, we used a weighted combination of 3
metrics as shown in (4.1). We tested the 4 similarity measures with various screen files
individually to evaluate their performance. Analyzing the results of their individual
performances and different weighted combinations of the measures, we derived the
final weights suitable for use in our application.
We tested the similarity measures individually with 6 of the screens mentioned
above: The Classics II Suite Composition, Anatrace - Microlytic MCSG1 Formulations,
JBScreen Classic 1, MD1-02 Structure Screen, MD1-37 JCSG-plus, and MD1-104 The
BCS Screen. For each screen, we recorded the values of true positives, false positives,
and false negatives for each similarity measure and calculated the precision, recall,
51

Figure 5.1: Average Performance of 4 similarity measures

F-measure, and overall values. We then averaged the values of the evaluation measures
across all 6 screens. Figure 5.1 shows the results of the average performance of these
4 similarity measures in column chart as well as tabular format. We can see that the
Levenshtein similarity metric has the best performance on average followed by Monge
Elkan and TF*IDF, and the Jaccard similarity metric has the worst performance on
average. Since we want to minimize the user effort in the matching process, we give
more preference to the results of the similarity measures in terms of overall. Hence,
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we decided to discard Jaccard from our method, use higher weights for Levenshtein
and Monge Elkan measures and lower weight for the TF*IDF similarity measure while
calculating the similarity matrix for our match algorithm.

5.4

Experimental Results

To measure the quality of our schema matcher, we used all ten screens mentioned
above for testing. The results of the experiments using the ten screen files are shown
in Table 5.1. The headers in the table are Screen name, TP (True Positive), FP
(False Positive), FN (False Negative), P (Precision), R (Recall), F (F-measure) and O
(Overall). We can observe that the number of correct matches is high for all screens
and the number of incorrect matches is 0. Two of the screens missed 1 intended match.
The Classics screen has 4 salts and 1 precipitant but since our intermediate schema
accommodates only 3 salts, one of them was missed by the system. This error can
be resolved by accommodating more salts in the schema. In JBScreen, the match for
the column ‘well id’ was missed because these screens do not use identifiers present in
our domain dictionary. Since the ‘well id’ field has less importance than other reagent
fields, we can say that our system works well with almost all the screens tested. The
results for the four measures (precision, recall, F-measure and overall) are also shown
as a bar graph in Figure 5.2.
To test the results of the data integration phase, the input and output files
were compared manually to ensure that all the rows from input file were transferred
to the output file and also all header column present in the mappings were present in
the output file. We did not expect our system to miss any data row in the input file.
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Table 5.1: Experimental Results of 10 screens

Screen Name
AmSO4 Suite Composition
Classics II Suite Composition
Anatrace - Microlytic MCSG1 Formulations
JBScreen Classic 1
Hampton Crystal Screen Formulation
MD1-13 3D Structure Screen
MD1-02 Structure Screen
MD1-37 JCSG-plus
MD1-104 The BCS Screen
MD1-35

TP
5
6
14
12
14
10
20
8
17
20

FP
0
0
0
0
0
0
0
0
0
0

FN
0
1
0
1
0
0
0
0
0
0

P
1
1
1
1
1
1
1
1
1
1

Figure 5.2: Results of 4 measures for 10 screens
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R
1
0.86
1
0.92
1
1
1
1
1
1

F
1
0.92
1
0.96
1
1
1
1
1
1

O
1
0.86
1
0.92
1
1
1
1
1
1

Hence, the completeness of data integration phase is 1, indicating that all rows were
mapped.

5.5

Comparison with other systems

We also compared our matcher with two other matchers: the Harmony matcher
[16] and the FlexMatcher [17]. We tested the same six commercial screens that we
used for comparing similarity measures to compare our system with Harmony and
FlexMatcher.
Harmony matcher has a GUI which allows to import the schema in different
formats and generates mappings for the schemas. The mappings are shown as
color-coded lines connecting the source and target elements with the colors representing
their confidence scores. We imported our screen files as spreadsheet documents to the
Harmony matcher and selected mappings from the commercial screen schema to the
intermediate schema in the configuration. We ran the vote merger feature to match
the schemas using name similarity matcher and documentation matcher among the
available matchers. The mappings generated by the system were m:n, i.e., an element
from the source schema was matched with multiple elements from the target schema
with the same score and vice-versa. Although the matcher recognized spreadsheet
documents, it ignored the multiple columns with the same names and treated them as
one. Figure 5.3 shows the Harmony matcher’s result of mappings between the Classics
screen and our intermediate schema. We can see that there are multiple matches for
an element in the input schema but we considered those as correct matches if one of
them was correct.
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Figure 5.3: Snapshot of Harmony matcher GUI

The FlexMatcher is a python wrapper which can be installed and imported
as a module in a python program. We developed the code to create dataframes with
the screens data and trained the system with 4 screens and tested them individually
with 6 screens. In the training phase, we created the dataframes from the header
row and four data rows for each screen. Then we defined the mappings from each
of the four schema to the intermediate schema. Then the classifier was trained with
the dataframes and the mappings. For testing, we created the dataframes using
header and data rows for each of the six screens and predicted the mappings for them.
The output of the program was a dictionary of mappings from input to intermediate
schema. The mappings were n:1, i.e., multiple elements in the source schema could
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Table 5.2: Results of 3 schema matchers with 6 screens
Screen names
Anatrace MCSG

Classics

JBScreen

MD1-02

MD1-104 BCS

MD1-37 JCSG

Matcher names
FlexMatcher
Harmony Matcher
Screen matcher
FlexMatcher
Harmony Matcher
Screen matcher
FlexMatcher
Harmony Matcher
Screen matcher
FlexMatcher
Harmony Matcher
Screen matcher
FlexMatcher
Harmony Matcher
Screen matcher
FlexMatcher
Harmony Matcher
Screen matcher

TP
11
8
14
3
6
6
9
5
12
13
13
20
14
8
17
6
5
8

FP
3
3
0
5
0
0
4
0
0
7
0
0
3
0
0
2
0
0

FN
3
6
0
5
1
1
4
8
1
7
7
0
3
9
0
2
3
0

P
0.79
0.73
1.00
0.38
1.00
1.00
0.69
1.00
1.00
0.65
1.00
1.00
0.82
1.00
1.00
0.75
1.00
1.00

R
0.79
0.57
1.00
0.38
0.86
0.86
0.69
0.38
0.92
0.65
0.65
1.00
0.82
0.47
1.00
0.75
0.63
1.00

F
0.79
0.64
1.00
0.38
0.92
0.92
0.69
0.56
0.96
0.65
0.79
1.00
0.82
0.64
1.00
0.75
0.77
1.00

O
0.57
0.36
1.00
-0.25
0.86
0.86
0.38
0.38
0.92
0.30
0.65
1.00
0.65
0.47
1.00
0.50
0.63
1.00

be matched with the same target schema element. This matcher also did not accept
multiple columns with the same name so we modified some of the headers by adding
digit suffixes to make them unique.
We recorded the results of the matchers for each of the screens and tested our
matcher with the same screens. The results of true positives (TP), false positives
(FP), false negatives (FN), precision (P), recall (R), F-measure (F) and overall (O) for
each of the screens with 3 matchers are shown in Table 5.2. We identify our matcher
as ‘screen matcher’ in the tables and figures. We highlighted the best performer for
each screen by providing the matcher and values in bold font. We can see that our
screen matcher has the best accuracy for all the screens.
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Figure 5.4: Comparison of our screen matcher with FlexMatcher and Harmony across
6 screens

Figure 5.4 shows the comparison of the three matchers on six commercial
screens using measures F-measure and overall in the form of a column chart. We can
see that the FlexMatcher has a negative overall value on the classics screen. This is
because more than half of the matches generated were incorrect, i.e., the precision
value was less than 0.5.
Table 5.3 shows the combined results of the values of the evaluation measures for
the three matchers (FlexMatcher, Harmony and Screen Matcher) across six commercial
screens. The FlexMatcher had an overall accuracy of 40%, Harmony had an overall
accuracy of 53% while our screen matcher had an overall accuracy of 97%. Hence our
screen matcher is the most applicable in the field of protein crystallization screens.
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Table 5.3: Comparison of evaluation measures for three matchers
Matcher names
FlexMatcher
Harmony Matcher
Screen Matcher
5.6

Precision
0.70
0.94
1.00

Recall
0.70
0.57
0.97

F-measure
0.70
0.71
0.99

Overall
0.40
0.53
0.97

Summary

We described the experiments performed with our schema matcher and their
results in this chapter. We first defined the evaluation measures used for testing our
system. We then compared the performance of the four similarity measures and found
that the Levenshtein similarity measure gave the best results and Jaccard gave the
worst result. We tested our matcher on 10 different screens and found 100% accuracy
for 8 of them, 86% and 92% for the other two. We also compared our screen matcher
with two other systems and observed the overall accuracy of our screen matcher to be
higher (97%) than Harmony (53%) and FlexMatcher (40%).
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CHAPTER 6

CONCLUSION

We have introduced our screen matcher algorithm to solve the problem of
discrepancies in the protein screens of different companies. We explained some of the
problems while dealing with flat schema matching and proposed solutions to overcome
these problems. We used the linguistic schema matching method which uses the
element names of the schema to find the matches based on their similarity values.
We proposed an algorithm that helps break ties in the similarity values and find
best matches for the headers in input schema. Apart from this, we also implemented
various pre-processing and post-processing techniques based on our domain knowledge
to obtain better matches and reduce the amount of user effort required for matching.
We then performed the data integration based on the matches produced in our earlier
phase to transform screen files to the required format. We also mapped the chemical
names to their consistent names chosen by the user and used those names in the
output files such that the output screen files have consistent chemical names.
We evaluated the result of our approach using 10 screen files and calculated
the effectiveness using F-measure and overall. Eight of the screen files showed 100%
accuracy while an intended match was missed in only two screen files which were not
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critical. We also compared our approach with two previous matchers (Harmony and
FlexMatcher) using six screen files and observed that our screen matcher had 97%
accuracy compared to 40% accuracy of FlexMatcher and 53% accuracy of Harmony
matcher. So our approach is useful in the field of protein crystallization screens
conversion from one format to another as it even handles matching ambiguous columns
like ‘conc’, ‘unit’ to their appropriate reagents. The approach can further be improved
if we can handle a dynamic number of salts and precipitants since some screens can
have all salts or all precipitants instead of a combination of both.
We have also tried to bring consistency in the naming of the chemicals across
different screen files by mapping each chemical to their IUPAC names using the CIR
website. Not all chemicals are recognized by this resolver. A chemical name may be
recognized by a resolver but not by others. Our method of resolving chemical names
can be improved by using multiple resolvers so that chemical names which are not
recognized by one can be resolved by the others.
We have applied our matcher to the protein crystallization screens. We believe
this algorithm can also be applicable to other domains with minor modifications. Our
matcher accepts input in MS Excel format so there is no need to define the schema in
schema definition languages. It generates 1:1 mappings between the source and target
schema handling the cases of matches having same similarity scores based on priority.
Furthermore, it also handles the ambiguous names in the schema by looking at the
structure of the file and grouping the names of related elements.
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APPENDIX A

USER MANUAL FOR THE SCREEN MATCHER PROGRAM

A.1

Default Output File option

The default output file option only requires one input file and the output file
generated is the format used by the analysis programs.

1. To run the program, go to the SchemaMatcher folder and double-click on the
SchemaMatcher.exe file. This should open the application in the browser. (If
the web application does not open in browser, then open any web browser and
open the link: http://127.0.0.1:5000)

Figure A.1: Home page of the application

2. The home page of the application (Figure A.1) shows a file upload box. Click on
“Browse” and search for the input screen file to upload. Once the file is chosen,
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you can Remove, Upload or Browse for another file. Click on“Upload” to upload
the file (Figure A.2).

Figure A.2: Options after choosing file

3. Once the file is uploaded, the matches found by the program are displayed as
a table. The table contains a checkbox which enables you to select or deselect
the given match, the input column which is the column number indicator in the
excel file (A, B, C,...), the input header which is the column name of the input
header and the corresponding matched intermediate header (Figure A.3).
4. You can click on the checkboxes of each match to select or deselect the matches.
5. You can also add new matches by clicking on the “Add More” button. After
clicking on this button, two drop-down boxes are displayed: one contains the list
of input headers and the other contains the list of intermediate headers. You can
choose any input header and choose corresponding intermediate header to match
with that input header. If you want to remove this additional match, click on
the “Remove” button beside the match. Click on the “Add More” button add
another match (Figure A.4).
6. Once you are done selecting the matches, click on the “Accept” button.
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Figure A.3: Display and Choose Matches page

Figure A.4: Choose additional matches from drop-down menu
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7. The next page shown is to add display names for unseen chemicals (Figure A.5).
If no unseen chemicals are found in the input screen file, then this page is skipped
(see step 11).

Figure A.5: Select display names for unseen chemicals

8. This page displays the IUPAC name for a chemical and a drop-down box with
the list of possible names for the chemical (default selection is the IUPAC name
itself). For each chemical, choose a display name from the drop-down list. If
you wish to add a name not mentioned in the drop-down list, choose the “Other”
option in the drop-down menu and a text box will appear. Type the display
name for the chemical in the text box.
9. There is a “Skip now” checkbox to the right of every drop-down button which is
checked by default in order to skip entering display names for selected chemicals.
If it is checked, the display name for that chemical is not saved to the database
and will be asked next time. The checkbox is automatically unchecked when
the selection of the drop-down changes and can also be changed manually by
clicking on it.
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10. After choosing display names for all chemicals, click on the “Submit” button.
11. Then the output file will be written to the output folder inside the SchemaMatcher
folder. You can also use the “Download file” button to directly download the
output file to the desired location (Figure A.6). You can continue to convert
another file by uploading a file from this page and repeating above steps. An
example of output file is given in Figure A.7

Figure A.6: Final matches and Output file download page

A.2

Alternate Output File option

The alternate output option allows the user to specify the format for the output
file as well. The output screen file can be uploaded along with the input screen file
and the output of the program will be the file with data from the input file in the
output file format.
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Figure A.7: Example of Output file from Anatrace MCSG screen

1. To run the program, go to the SchemaMatcher folder and double-click on the
SchemaMatcher.exe file. This should open the application in the browser. (If
the web application does not open in browser, then open any web browser and
open the link: http://127.0.0.1:5000)

Figure A.8: Home page of the application

2. The home page of the application (Figure A.8) shows a file upload box. Click on
“Browse” and search for the input screen file to upload. Once the file is chosen,
you can Remove, Upload or Browse for another file.
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3. Below the file upload box, there is a checkbox for “Default Output format” which
is checked by default. Uncheck the box and a second file upload box will appear
for the output file. Upload the screen file for the output format and click on
“Upload” (Figure A.9).

Figure A.9: Input and Output file upload options

4. Once the files are uploaded, the matches found by the program are displayed in
a table. The table contains a checkbox which enables you to select or deselect
the given match, the input column which is the column number indicator in the
excel file (A, B, C, ...), the input header which is the column name of the input
header, the corresponding matched output column (A, B, C, ...) and the output
header which are from the uploaded output file (Figure A.10).
5. You can click on the checkboxes of each match to select or deselect the matches.
6. You can also add new matches by clicking on the “Add More” button. After
clicking on this button, three drop-down boxes are displayed: the first one
contains the list of input headers, the second one contains the list of intermediate
headers and the last one contains the list of output headers. You can choose
any input header, corresponding intermediate header and the output header to
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Figure A.10: Input-to-output matches

match with that input header. If you want to remove this additional match, click
on the “Remove” button beside the match. Click on the “Add More” button
add another match (Figure A.11).

Figure A.11: Option to add more matches
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7. There is an additional header named “Other” in the intermediate headers list.
This option can be chosen if the user does not know which intermediate header
to select or for additional columns not present in the intermediate headers.
8. Once you are done selecting the matches, click on the “Accept” button.
9. The next page shown is to add display names for unseen chemicals (Figure A.12).
If no unseen chemicals are found in the input screen file, then this page is skipped
(see step 13).

Figure A.12: Choose display names for unseen chemicals

10. This page displays the IUPAC name for a chemical and a drop-down box with
the list of possible names for the chemical (default selection is the IUPAC name
itself). For each chemical, choose a display name from the drop-down list. If
you wish to add a name not mentioned in the drop-down list, choose the “Other”
option in the drop-down menu and a text box will appear. Type the display
name for the chemical in the text box.
11. There is a “Skip now” checkbox to the right of every drop-down button which is
checked by default in order to skip entering display names for selected chemicals.
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If it is checked, the display name for that chemical is not saved to the database
and will be asked next time. The checkbox is automatically unchecked when
the selection of the drop-down changes and can also be changed manually by
clicking on it.
12. After choosing display names for all chemicals, click on the “Submit” button.
13. Then the output file will be written to the output folder inside the SchemaMatcher
folder. You can also use the “Download file” button to directly download the
output file to the desired location (Figure A.13). You can continue to convert
another file by uploading a file from this page and repeating above steps. The
output file for our example is shown in Figure A.14.

Figure A.13: Final matches and output file download page
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Figure A.14: Example of output file of Anatrace MCSG file in MD1-02 screen format
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