Abstract. We consider the Anderson model on a strip. Assuming that potentials have bounded density with considerable tails we get a lower bound for the fluctuations of the logarithm of the Green's function in a finite box. This implies an effective estimate by exp(CW 2 ) for the localization length of the Anderson model on the strip of width W . The results are obtained, actually, for a more general model with a non-local operator in the vertical direction.
Introduction
We consider random operators on the strip Z W = Z × {1,...,W } defined by (Hψ) n = −ψ n−1 − ψ n+1 + S n ψ n , where ψ ∈ l 2 (Z,C W ) ≡ l 2 (Z W ), S n = S + diag(V (n,1) ,...,V (n,W ) ), with S a Hermitian matrix and V i , i ∈ Z W , i.i.d. random variables. We assume that V i have bounded density function v and we let A 0 := sup x v(x) < +∞.
(1.1)
Furthermore we assume that
2) for T ≥ 1.
The problem of estimating the localization length for this model and for the random band matrix model is well-known. In the latter case a polynomial bound was established by Schenker [Sch09] . Very recently, Bourgain [Bou13] established a bound by exp(CW (logW ) 4 ) for the Anderson model, provided that the potentials V i have bounded density. We will obtain an explicit estimate for the localization length by a method different from [Bou13] . Our approach is via explicit lower bounds for the fluctuations of the Green's function. This idea has been previously used by Schenker [Sch09] , but our implementation is different.
We introduce some notation needed to state our results. Let Λ ⊂ Z W . For Λ 0 ⊂ Λ we let Λ ′ 0 = Λ \ Λ 0 and we use ∂ Λ Λ 0 to denote the boundary of Λ 0 relative to Λ, which is the set of pairs (i,i ′ ) such that i ∈ Λ 0 , i ′ ∈ Λ ′ 0 , and |i − i ′ | = 1, where |j| = max(|j 1 |,|j 2 |). If Λ = Z W we will just write ∂Λ 0 . If (i,i ′ ) ∈ ∂ Λ Λ 0 we may also write i ∈ ∂ Λ Λ 0 and i ′ ∈ ∂ Λ Λ 0 . By P Λ we denote the orthogonal projection onto the subspace of all vectors in C Λ vanishing off Λ. The restriction of H to Λ with Dirichlet boundary conditions is the operator H Λ : C Λ → C Λ , defined by H Λ := P Λ HP Λ . For E ⊂ Z we use E W do denote E × {1,...,W }. We will use Λ L (a) to denote [a − L,a + L] W . Finally, let
where G E Λ = (H Λ − E) −1 . Note that for Λ = [a,b] W the above sum is over i ∈ {a} W and j ∈ {b} W . Our estimate on the fluctuations of the resolvent, which will be proved in section 3, is as follows. The above estimate would work with G E Λ (i,j), i ∈ {a} W , j ∈ {b} W , instead of Σ E Λ , but we need the result as is to be able to deduce exponential decay. Indeed, employing standard multi-scale analysis, as in [vDK89] , we show in Theorem 4.4 that if Var(Σ E Λ ) ≥ (b − a + 1)δ 0 , δ 0 = δ 0 (W ), then the localization length is roughly δ −C 0 . Thus, in principle, estimating the fluctuations of Σ E Λ can lead to polynomial bounds on the localization length. In this paper we only manage to obtain exponential bounds on the localization length. Concretely, Theorem 1.1 and Theorem 4.4 imply the following estimate on the off-diagonal decay of Green's function. 
for any L ≥ exp(2C 0 W 2 ) and a ∈ Z. 
Remark. It is well-known
Let us discuss some of the ideas behind the proof of Theorem 1.1. The strategy is to take advantage of the fact that G E Λ (i,j) is the ratio of two polynomials of different degrees in (V i ) i∈Λ . We illustrate this idea in a simpler setting. If P (x),Q(x) are two monic polynomials of one variable then log|P (x)/Q(x)| ≃ (degP − degQ)log|x|, provided |x| is large enough. If degP = degQ and large values of |x| are taken with non-zero probability then the previous remark should be enough to capture some of the fluctuations of log|P (x)/Q(x)|.
The above idea is not sufficient to generate the crucial (b − a − 1) factor in the lower bound on variance. Let {Λ k } be a partition of Λ and let
(we keep the potentials on Λ k fixed and we average the rest). Then we have the following Bessel type inequality (see Lemma 2.1 (ii)):
So, the problem is reduced to estimating the fluctuations of h k . We get the (b − a − 1) factor by just choosing a fine enough partition. Ideally we would choose Λ k = {k}, but this turns out to be incompatible with our first idea. Using hyper-spherical coordinates we can write
2 be the degrees of the numerator and denominator of G E Λ (r,ξ,V ′ ) as polynomials in r. It is then not hard to see that the problem of finding a lower bound for Var(h k ) can be reduced to the problem of estimating the variance of a function of the form
where µ 1 ,µ 2 are probability measures. Note that if we would have µ i (|ζ| ≥ R) = 0, i = 1,2 then the above function is approximately (d 1 − d 2 )logr, for r ≫ R, which leads us back to our first idea. Clearly, we want d 1 = d 2 . This is false for Λ k = {k},k ∈ Λ, but it turns out to be true for Λ k = {k} W ,k ∈ (a,b). The conditions µ i (|ζ| ≥ R) = 0, i = 1,2 turn out be roughly equivalent to the polynomials on the top and bottom of G E Λ (i,j)(V,V ′ ) not vanishing for V outside the ball of radius R in C Λ k and all V ′ ∈ R Λ ′ k . Unfortunately we can establish such a property only for the denominator of G E Λ (i,j) (see Proposition 3.2). This is because the denominator is the determinant of a self-adjoint matrix, but the numerator is the determinant of a non-self-adjoint matrix. We circumvent this problem at the cost of a worse lower bound on variance. At a technical level this is a accounted for by the difference between statements (iii) and (v) of Proposition 2.2.
Finally, the ideas discussed above are synthesized in the following theorem, which will be proved in section 2. If P is a polynomial of N variables and J ⊂ {1,...,N } then deg J P denotes the cumulative degree of P with respect to the variables indexed by J. We will use J ′ to denote {1,...,N } \ J. By (x,x ′ ), x ∈ R J , x ′ ∈ R J ′ we denote the vector in R J∪J ′ with the components indexed by J given by x and the components indexed by J ′ given by x ′ . 
(ii) If X is a square summable random variable and F i , i = 1,...,n are pairwise independent σ-subalgebras of F then
If X is a square summable random variable and µ 0 is a probability measure such that µ ≥ cµ 0 , with c ∈ (0,1), then
..,n are probability measures and X j , j = 1,...,m are square summable random variables then
is a probability space and X is a square summable random variable on
From now on we will reserve dν for the joint probability distribution of (V i ) i∈Λ , where Λ will be clear from the context. We use dm Ω for the uniform distribution on Ω ⊂ R d (with d clear from the context) and Var Ω (·), E Ω (·) will be computed with respect to dm Ω . The statement of the next result exposes the main steps of its proof. We note that the statements relevant for the proof of Theorem 1.3 are (iii) and (v). Proposition 2.2. Let µ be a Borel probability measure on C and set
We assume that µ is such that u µ is locally square summable.
(i) If µ({|ζ| ≥ R}) = 0 for some R > 0, then for any M > 0 one has
Proof. Recall that for A > 0 we have
(ii) By a change of variables we have
. Now the conclusion follows from the fact that
and consequently
. By what we already established we have
Now we just have to estimate Var
(iv) Note that based on (2.7) we have
, and hence
. We will verify the estimate in (v) for each measure µ D l . The estimate for µ will follow by (2.5). So, fix arbitrary l ∈ {0,...,m}. One has due to part (iv) that
On the other hand due to part (iii) one has
Now we just have to evaluate the variance for
When l = m we just need to evaluate
This concludes the proof.
Before we proceed with the proof of Theorem 1.3 we need the two following auxiliary results.
Proof. The polynomial P has at most (N + 1) D monomials, so for R ≥ e we have
for H ≫ 1. The conclusion follows from Lemma A.3.
Lemma 2.4. Let σ be the spherical measure on the (n − 1)-sphere S n−1 .
Proof. Let Θ be the set whose measure we want to estimate and let
Then we have Ω ⊂ {rξ : ξ ∈ Θ, r ∈ [1,1/( √ nε)]}, and the conclusion follows from
Proof of Theorem 1.3. Set h(x) := log(|P (x)|/|Q(x)|). Due to (2.3) one has
where J k is the σ-algebra corresponding to fixing the components with indices in J k , and
To provide a lower bound for Var(h k ) we will pass to a uniform distribution and we will use hyper-spherical coordinates to pass to a one-dimensional problem.
The peculiar choice of Θ is so that we will be able to use the assumptions on Q. Note that for x ∈ Ω we have x i ∈ I. Furthermore, by Lemma 2.4 we have σ(Θ) ≥ K2 −K and consequently
. Changing variables to hyper-spherical coordinates we have
Using (2.4) we can pass to the uniform distribution on R:
Var
where h k (r,ξ) = h k (rξ). In conclusion we have
To be able to use the assumption on Q we want to work with a truncated version of h k obtained by averaging only on
Passing from the variance of h k to the variance of the truncated function will depend on having an explicit bound on the second moment of h k . The bound will follow using Lemma 2.3 after an appropriate normalization. We know P and Q are polynomials in r and we can write P (r,ξ,
= log|P /Q|. These functions are well-defined for σ × ν-almost all (ξ,x ′ ). From now on we fix ξ such that the functions are well-defined for ν-almost all x ′ . Of course, this means ξ must be outside a set of measure 0, but this doesn't affect the essential infimum in (2.10). Since
Using Lemma 2.3 we obtain
We now introduce the truncated version ofĥ k :
By the same argument as forĥ k (·,ξ) we have
We now get
it follows that
From this, (2.10), and (2.9) it follows that
Note that by our choice of M 0 ,M,T we have
so the desired lower bound on variance follows. The case
follows analogously. Note that in fact we obtained a better estimate than the one stated in the theorem. However, it can be seen that (inf I v) K ≤ exp(−C ′ K 2 ) with C ′ ≫ C, so the estimate won't be substantially better than the stated one. Now we just have to show that
with M ξ ∈ (M 0 ,M ) to be chosen later. We provide a lower bound for
) by applying Proposition 2.2. We first need to set-uph k as the difference of two logarithmic potentials. Without loss of generality we may assume thatP andQ are monic polynomials in r (we can force them to be so, without changing the variance). Let D k be the degree in r ofP (r,ξ 0 ,x ′ ). If D k = 0 then the term corresponding toP won't contribute to the variance. So, we only deal with the case D k ≥ 1. It is well-known that there exist measurable functions ζ j such that
Let µ j be the push-forward of the measure (ν|
, where µ P is the probability measure defined by µ P = D −1 k j µ j . Analogously, we define v k (r) = C log|r − ζ|dµ Q (ζ) to be the logarithmic potential corresponding toQ(r,ξ 0 ,x ′ ). Note that both u k and v k are square summable, and furthermore by the choice of G k and Θ we have µ Q (|ζ| ≥ 2 √ KT ) = 0 (this is equivalent to saying thatQ(r,ξ,x ′ ) = 0, for |r| ≥ 2 √ KT , ξ ∈ Θ, x ′ ∈ G k , which is true by assumption (ii) of the theorem). We havẽ
By part (iii) of Proposition 2.2 we get
Using (2.1) we have
Plugging the above estimate in (2.11) yields that
Analysis of the determinant and of the minors as polynomials in terms of the potentials
Let f E Λ = det(H Λ − E) and let g E Λ (i,j) be the (i,j) minor of H Λ − E. In this section we are interested in f E Λ and g E Λ (i,j) as polynomials in (V i ) i∈Λ . We will prove Theorem 1.1, as a consequence of Theorem 1.3, and we will provide bounds on the moments of Σ E Λ , which will be needed in section 4. The properties of f E Λ and g E Λ (i,j) that are needed for these results are established in the next two propositions.
In the following it is useful to keep in mind that if we order the points of Z W lexicographically, i.e. i < j if i 1 < j 1 , or i 1 = j 1 and i 2 < j 2 , then the matrix of 
For the application of Theorem 1.3 we will only need the first part of the following result. The second part will be needed for establishing the Cartan type estimate for logΣ E Λ in Lemma 3.3. Proposition 3.1. Let i,j ∈ Λ = [a,b] W be such that i 1 < j 1 and let n ∈ (i 1 ,j 1 ).
(
It is enough to prove the result for E = 0.
(i) g E Λ (i,j) is the determinant of a matrix of the form
where the top-right corner entry is a (p − 1) × (q − 1) matrix and the lower-left corner entry is a q × p matrix, with p = (n − a)W and q = (b − n)W . The coefficient of the monomial k∈{n} W V k is (up to sign) the determinant of the matrix obtained by removing the rows and and the columns corresponding to S n . This matrix is of the form
where the entries on the diagonal are blocks of size (p − 1) × (p − 1), 1 × 1, and (q − 1) × (q − 1) respectively. Hence the determinant is zero and the conclusion follows.
(ii) For fixed i,j ∈ Λ let H ij Λ be the operator corresponding the matrix obtained from H Λ by making all entries on the i-th row and on the j-th column zero, except for the (i,j)-th entry which is set to 1. Up to sign, g E Λ (i,j) is the determinant of H ij Λ . We will use h to denote the entries of the matrix representation of H ij Λ . By the Leibniz formula for determinants g
where σ runs over all permutations of Λ. We are interested in the non-zero terms from the above sum that are divisible by V α where α ∈ {0,1} Λ and 
This shows that the monomial V α has coefficient ±1. From this it also follows that the degree of [g E Λ (i,j)](V ) as a polynomial of (V k ) k∈{n} W is at least W − 1. Now the conclusion follows from part (i).
Remark. The second part of the previous proposition doesn't necessarily hold when i
For the next result we will need some bounds on the probability distribution of the resolvent. From [AM93, Theorem II.1] we have
for any i,j ∈ Λ. For future use we also note that in our setting the Wegner estimate
follows, for example, from [CGK09, (2.4)].
Proposition 3.2. Let
Proof. Using (B.1) and Lemma B.1 we have
where ,1) ,...,V (n,W ) )
The conclusion follows by setting
The bound on P(B) follows from (3.1).
We can now prove Theorem 1.1
Proof of Theorem 1.1. The result follows by applying Theorem 1.3 with
Note that P and Q are polynomials of real variables, but with possibly complex coefficients. The assumptions on P and Q are satisfied due to Proposition 3.1 and Proposition 3.2.
To establish the bounds on the moments we need the following Cartan's estimate for Green's function.
Lemma 3.3. There exist absolute constants C 0 and C 1 such that for any R ≥ e and H ≫ 1 we have
where M R = |Λ|max(1,log|E|,log S )logR. 
Proof. We have H
The conclusion follows by applying Lemma A.2 to log|[g E Λ (i ′ ,j ′ )]|. This is possible due to Proposition 3.1 (ii). Note that the constant C 0 from the result is not the same as in Lemma A.2.
Proposition 3.4. Given s ≥ 1 there exists a constant
Proof. From Lemma 3.3 and Lemma A.3 it follows that for any R ≥ e we have
Note that due to (1.2) we have
Using the two previous estimates we have
Large Fluctuations Imply Exponential Decay
In this section we show how to pass from fluctuations of the resolvent to exponential decay. The main result is Theorem 4.4. The basic idea, developed in Proposition 4.1, is that having some fluctuations of Green's function implies some exponential decay with non-zero probability. The desired result will follow by standard multi-scale analysis. The initial estimate is provided in Proposition 4.2 and the inductive step is implemented in 
Proof. We partition R Λ by the sets
By our assumption on the variance we have that E log 2 Σ E Λ ≥ Lδ 0 . At the same time we have
and
with C = C(A 0 ,A 1 ,ε,|E|, S ), due to Proposition 3.4. We conclude
. Now we just need to estimate the probability on the right-hand side.
Using the estimate (3.1) we have
The conclusion follows because
Proof. We only prove that
The same estimate with i ∈ {a} W and j ∈ {a + L} W will hold by an analogous proof. Let l = [L 1/5 ]. We have l 5 ≤ L < 2l 5 (provided L is larger than some absolute constant). Let G 1 be the event that logΣ E Λ 0 ≤ − √ lδ 0 /2 holds for at least one block
Clearly Λ contains more than l 4 /2 such blocks. By the independence of the potentials and by Proposition 4.1 we have that for ε small enough
with T ≥ 1 to be chosen later. From (3.2) it follows that
For the event G 1 ∩ G 2 it follows, by using the second resolvent identity (B.3), that
0 log 10 W . The conclusion follows by noticing that with this choice of T we have
Proposition 4.3. Fix β ≥ 1 and ε ∈ (0,1). There exists a constant C 0 = C 0 (β,ε,A 0 ) such that if for some l ≥ C 0 we have
. We partition I into 2l + 1 subsets I s = {b ∈ I : b = s ( mod 2l + 1)}. For each s the set I s has at least n = (2L − 4l + 1)/(2l + 1) − 1 elements and the blocks Λ l (b), b ∈ I s are disjoint. By Hoeffding's inequality (see [Hoe63,  Theorem 1]) applied to the binomial distribution with parameters n and p = 1 − l −β we have that there exist at least (1 − δ)pn good b's in I s , with probability greater than 1 − exp(−2(pn − (1 − δ)pn) 2 /n). Let B be the number of bad u ∈ I. By choosing δ = l −1/4 it follows that
−1/4 , with probability greater than
Let Λ t be the blocks corresponding to the connected components of the set of bad elements in I. Clearly t ≤ B and if l t is the length of Λ t then l t = B. Using (3.2) we know that with probability greater than 1 − CA 0 W L 3 T −1 we have G E Λ ≤ T , where Λ is any of the blocks Λ t or Λ L (a). We will choose T later.
Let i ∈ {a} W and j ∈ ∂Λ L (a). We will use the resolvent identity (B.3). If a is good then
If a is bad then {a} W ⊂ Λ t and by our choice of Λ t we know thatk 1 is
We can iterate these estimates as long ask 1 ,j 1 ∈ I. We conclude that |G
for l ≥ C. The conclusion follows by noting that Then there exists an absolute constant C 0 such that for any H ≫ 1 we have
for all ζ ∈ D 1/6 except for a set of disks with the sum of the radii less than exp(−H).
The next result is a Cartan type estimate for multivariate polynomials. 
The strategy is to apply the one dimensional Cartan's estimate on complex lines that will cover the set { x ≤ R 0 }. For this we need to find a point x 0 ∈ R N at which |P (x 0 )| is bounded away from zero. Due to the Cauchy estimates for the derivatives of analytic functions one has |a α | ≤ max We also illustrate how to obtain explicit integrability estimates for functions satisfying a Cartan type estimate. Proof. 
