In this paper we present a computation (done by the author in 1983) which yields a multiplicity one statement for the irreducible representations of a finite spin group which, in turn, yields the classification of the irreducible representations of a finite spin group.
Introduction 0.1. Let G be a connected reductive group defined over a finite field F q and let F : G → G be the corresponding Frobenius map so that the fixed point G F is a finite group. In this paper we are interested in the problem of classification of the irreducible representations of G F overQ l , an algebraic closure of the field of l-adic numbers (l is a fixed prime number not dividing q). When the centre of G was connected this problem was solved in [L3] using the l-adic cohomology approach of [DL] ; namely in [L3] it is shown that in this case the irreducible representations of G F can be parametrized in terms of semisimple conjugacy classes defined over F q in the dual group of G and by certain (essentially combinatorial) objects called unipotent representations which are attached to a (usually) smaller group and can themselves be classified. A generalization of this parametrization to the case where the centre of G is not necessarily connected was stated without proof in [L2] and with a partial proof in [L5] . Namely, in [L5] it was shown that the statement in [L2] can be proved assuming a certain multiplicity one statement for the finite spin groups in dimension 4k in odd characteristic. Moreover, it was shown how this multiplicity one statement can be reduced to a computation which, however, was not given there. In this paper we perform the needed computation; namely we compute explicitly (in terms of a generating function) the difference between the number of conjugacy classes of the two forms of a spin group in dimension 2k (see Section 3); we compute separately the analogous number coming from counting data in the dual group (see Section 4). We find that these two differences coincide. This is sufficient for proving the required multiplicity one statement (5.4(f)) and provides the missing step for the classification problem stated above.
Notation.
If f is a permutation of a set S we write S f = {x ∈ S; f (x) = x}. If S is finite we write |S| instead of card(S).
If P is a property we set δ P = 1 if P is true, δ P = 0 if P is false. If S is a set such that |S| = 2, there is a unique free transitive action of Z/2 on S denoted by n : x → n + x (here n ∈ Z/2, x ∈ S).
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We fix an algebraic closure k of a finite field F q with |F q | = q, q odd. Let k * = k − {0}.
Let Wi(F q ) be the Witt group of F q ; let Wi 0 (F q ) be the subgroup of Wi(F q ) generated by classes of quadratic forms of even dimension. We have naturally Wi 0 (F q ) = Z/2.
All algebraic groups are assumed to be affine and over k. For an algebraic group G we denote by G 0 the identity component of G and we set G = G/G 0 . For g ∈ G we denote by g s (resp. g u ) the semisimple (resp. unipotent) part of g. If G is reductive we set G ad = G/(centre of G 0 ).
For a group Γ let e(Γ) be the set of conjugacy classes in Γ. If Γ is a finite group let Irr(Γ) be the set of isomorphism classes of irreducible representations of Γ over Q l .
For any finite set I we denote by Z/2[I] the Z/2-vector space with basis I. If I = ∅ we denote by Z/2[I] • Acknowledgment. I wish to thank the referee for suggesting a number of improvements to the manuscript. , β(λ) = −λ, γ(λ) = λ q . We have α 2 = β 2 = 1. For e ∈ Z/2 we set γ e = β e γ.
Let Ω α (resp. Ω γ e ) be the set of orbits of α : k → k (resp. γ e : k → k ). Let Ω α,γ e be the set of orbits of the group generated by α, γ e acting on k . Let Ω α,β,γ be the set of orbits of the group generated by α, β, γ acting on k .
Let Ω α,γ e be the set of all O ∈ Ω α,γ e such that O is a single γ e -orbit in k . Let Ω α,γ e = Ω α,γ e − Ω α,γ e ; if O ∈ Ω α,γ e , then O is a union of two γ e -orbits in k .
Let X be an indeterminate. Let A = {∆ ∈ k[X]; ∆ monic , ∆(0) = 0}. We have A = n∈N A n where A n = {∆ ∈ A; deg(∆) = n}. Note that A 0 = {1}. For ∆ ∈ A we define a function k * → N, λ → n ∆ λ by
For ∆ ∈ A and ξ ∈ {α, β, γ, βγ} we set ξ ∆ = λ∈k * (X − ξ(λ)) n ∆ λ :
A = {∆ ∈ A; α ∆ = ∆, n ∆ 1 ∈ 2N, n ∆ −1 ∈ 2N}, A 0 = {∆ ∈ A; α ∆ = ∆, n ∆ 1 = 0, n ∆ −1 = 0} ⊂ A.
For n ∈ N let A n = A ∩ A n , A n 0 = A 0 ∩ A n . For n odd we have A n = A n 0 = ∅. Note that A n , A n 0 are stable under ∆ → β ∆, ∆ → γ ∆. For e ∈ Z/2 we set γ e A n = {∆ ∈ A n ; γ e ∆ = ∆}, γ e A n 0 = {∆ ∈ A n 0 ; γ e ∆ = ∆}.
1.2. Let e ∈ Z/2. For any n ∈ N the condition that ∆ ∈ A n satisfies γ e ∆ = ∆ is that it is of the form X n + a 1 X n−1 + · · · + a n−1 X + a n where a i ∈ k satisfy (−1) ei a q i = a i (and a n = 0 if n > 0). Hence the number of such ∆ is equal to q n − q n−1 (if n > 0) and to 1 if n = 0. This number may also be computed in terms of the multiset of roots of ∆ and then it appears as the number of solutions of the equation O∈Ω γ e |O|n O + n 1 + n −1 = n with n O , n 1 , n −1 in N and, in the case where e = 1, with n 1 = n −1 . We see that
if e = 0, and to
1.3. For any n ∈ 2N, the condition that ∆ ∈ A n satisfies γ e ∆ = ∆ is that it is of the form X n + a 1 X n−1 + · · · + a n−1 X + a n where a i ∈ k satisfy a i = a n−i for i ∈ [1, n − 1], a n = 1, (−1) ei a q i = a i . Hence the number of such ∆ is equal to q n/2 . This number may also be computed in terms of the multiset of roots of ∆ and then it appears as the number of solutions of the equation O∈Ω α,γ e |O|n O + n 1 + n −1 = n with n O ∈ N, n 1 , n −1 in 2N and (in the case where e = 1) with n 1 = n −1 . We see that
if e = 0, and to 
In (a) we replace X by X 2 and divide the resulting identity term by term with (c). We obtain (e)
In (b) we replace X by X 2 and divide the resulting identity term by term with (d) .
We obtain
When e = 0 we shall also write j(O), j ∆ instead of 0 j(O), 0 j ∆ . We have e j ∆ = e jβ ∆ . From (e),(f) we see that for n ∈ 2N:
We show: (h) Let e ∈ Z/2. Let n ∈ 2N, ∆ ∈ A n be such that β ∆ = ∆ = γ ∆. Then e j ∆ = n(q − (−1) e )/4 ∈ Z/2.
In particular, J ∈ Ω so that (−1) e λ q = λ −1 for λ ∈ J, that is, q = −(−1) e mod 4. Thus the involution O → β(O) of Ω has 1 fixed point J if q = −(−1) e mod 4 and no fixed point if q = (−1) e mod 4. We see that O∈Ω n O equals n J if q = −(−1) e mod 4 and equals 0 if q = (−1) e mod 4. Hence (h) holds for q = (−1) e mod 4. Now assume that q = −(−1) e mod 4. We have n = N + N + 2n 1 where N = λ∈J n λ , N = λ∈k −J n λ . Now k − J is a disjoint union of four element sets {λ, λ −1 , −λ, −λ −1 } on which λ → n λ is constant. Hence N ∈ 4N. Since n 1 ∈ 2N we have 2n 1 ∈ 4N. Hence n = 2n J mod 4 and n J = n/2 mod 2. This proves (h).
Let
For any n ∈ 2N and ∆ ∈ γ A n we set
We now state the following result.
(a) Let x n;0 :=
The proof is given in 2.10. We now derive some consequences of (a).
Now (b) follows from (a) since, by 1.4(g), x n;0 + x n;1 is equal to 0 if n ≥ 4, to −1 if n = 2 and to 1 if n = 0. We have x n = x n;0 − x n;1 hence (c) follows from (a),(b). Clearly (d) follows from (c).
1.6. For any n ∈ 2N the condition that ∆ ∈ A n satisfies ∆ = β ∆ = γ ∆ is that it is of the form X n + a 1 X n−1 + · · · + a n−1 X + a n where a i ∈ k satisfy a i = 0 for odd i, a i = a n−i for i ∈ [1, n − 1], a n = 1, a q i = a i . Hence the number of such ∆ is equal to q n/4 if n ∈ 4N and to q (n−2)/4 if n ∈ 2 + 4N. This number may also be computed in terms of the multiset of roots of ∆ and then it appears as the number of solutions of O∈Ω α,β,γ |O|n O + n 1 + n −1 = n with n O ∈ N and n 1 = n −1 ∈ 2N. We see that
Let S be a set such that |S| = 2. Let n ∈ 2N, ∆ ∈ A n 0 . Let S ∆ be the set of all maps ψ : U → S such that ψ(U ) = n/2 + λ∈U∩U n ∆ λ + ψ(U ) for any U, U in U. We show:
This follows from the fact that α defines bijections
We see that β(λ) for any λ. To any ψ ∈ S ∆ and any U ∈ U • we associate an element β ψ ∈ Sβ ∆ by the requirement that β ψ(U ) = n/2 + ψ(U ); see 1.7(a). We show that β ψ is independent of the choice of U . It is enough to show that if U ∈ U • , then
The left hand side is
1.9. Let e ∈ Z/2. Let U e be the set of all subsets U of k such that
Note that in the setup of (i), λ is uniquely determined by U ; we set ζ O,U = γ −1 e (λ). We have ∅ = U e ⊂ U.
Let n ∈ 2N, ∆ ∈ A n 0 . To any ψ ∈ S ∆ and any U ∈ U e we associate an element γ e ψ ∈ Sγe ∆ by the requirement that
Hence it is enough to show that for any O ∈ Ω α,γ e we have
We
becomes the image of a − 1 (resp. b − 1) under Z → Z/(2r) and the restriction of λ → n λ to O becomes a function n : Z/(2r) → N such that n(i) = n(i + r) for all i. We can assume that
We can identify U ∩U with {b, b+1, . . . , a+r −1} (in the first case) and with {a, a+1, . . . , b+r −1} (in the second case). In the first case we must show that n b−1 + (n b + n b+1 + · · · + n a+r−1 ) = (n b−1 + n b + · · · + n a+r−2 ) + n a−1 mod 2 which is obvious since n a−1 = n a+r−1 . In the second case we must show that n b−1 + (n a + n a+1 + · · · + n b+r−1 ) = (n a−1 + n a + · · · + n b+r−2 ) + n a−1 mod 2 which is obvious since
2. Semisimple classes in finite spin groups 2.1. Let V be a k-vector space of even dimension N with a fixed nondegenerate quadratic form Q : V → k. Let
For any subspace V of V we set
Let C(Q) be the Clifford algebra of Q. Recall that C(Q) is an associative kalgebra with 1 with a given k-linear imbedding V → C(Q) such that v 2 = Q(v) for any v ∈ V . LetÕ Q be the subgroup of the group of units of C(Q) generated by the elements v ∈ V such that Q(v) = 1. Note thatÕ Q is a reductive algebraic group (a closed subgroup of the group of units of C(Q).)
If 
. We show that ψ s ∈ S ∆ s . (Notation of 1.7.) It is enough to show that for any U, U in U we have
This follows from the following known result:
2.2. Assume that N ≥ 2. For any ∆ ∈ A N we set R ∆ = {s ∈ Ξ; ∆ s = ∆}. For any ∆ ∈ A N 0 and any ψ ∈ S ∆ we set R ψ
2.3.
Assume that N ≥ 2. For any g ∈ SO Q (resp. y ∈ SO Q ) we denote by Z(g) (resp. Z(y)) the centralizer of g (resp. y) in SO Q (resp. in SO Q ); we also set Z(g) = {x ∈ SO Q ; xgx −1 ∈ {g, ϑg}} = κ −1 (Z(κ(g)), a subgroup containing Z(g).
We show: (a) Let g ∈ SO Q , y = κ(g). We have xgx −1 = ϑg for some x ∈ SO Q if and only if y satisfies conditions (i),(ii) below: (i) Z(y s ) is disconnected, that is, V y s 1 = 0 and V y s −1 = 0; (ii) the Z(y s ) 0 -conjugacy class of y u is also a Z(y s )-conjugacy class, that is, I y 1 = ∅ and I y −1 = ∅.
We have κ −1 (Z(y s )) =Z(g s ). Since κ :
Conversely, assume that y satisfies (i),(ii). We have |Z(y s )/Z(y s ) 0 | = 2 hence |Z(g s )/Z(g s )| = 2. Then we can find ξ ∈Z(g s ) such that ξg s ξ −1 = ϑg s . We have κ(ξ) ∈ Z(y s ) and since y satisfies
From (a) we deduce (b),(c),(d) below:
is a union of two SO Q -conjugacy classes interchanged by multiplication by ϑ.
is a union of two SO Q -conjugacy classes interchanged by multiplication by ϑ. Indeed, the centralizer in SO Q of an element in R ∆ is disconnected in case (b) and connected in case (c); the centralizer in SO Q of an element in R ψ ∆ in case (d) is connected.
Let F be the set of all group isomorphisms
this restricts to a group isomorphism SO Q → SO Q denoted again by F and this induces a group isomorphism P SO Q → P SO Q denoted again by F . There is a unique ring isomorphism C(Q) → C(Q) whose restriction to V is F : V → V and whose restriction to k ⊂ C(Q) is λ → λ q ; we denote it again by F . This restricts to a group isomorphismÕ Q →Õ Q and to a group isomorphism SO Q → SO Q which are denoted again by F .
Assume that
It is enough to show that if U ∈ U e , then (with notation of 1.9):
We have
From definitions we see that the left hand side is equal to λ∈γ −1 e (U) n ∆ λ and this is clearly equal to N/2 as an integer, not only modulo 2.
When V = V both sides are 0. Hence we may assume that V = V . Replacing, if necessary, V by V ⊥ , we may assume that V = 0, that is, ∆ ∈ A N 0 . Let U ∈ U e . In our case we may rewrite 2.5(b) as follows:
. We see that [V ] F + e j ∆ = 0, as desired.
We show:
This follows from (a) and 1.4(h).
2.7.
In the remainder of this paper we assume that N ≥ 2.
Let
If ∆ ∈ γ A N and n ∆ 1 = 0, n ∆ −1 = 0, then R ∆ is a single (F -stable) SO Q -conjugacy class and for each y in this class, Z(y) has two connected components. Hence in this case, R F ∆ is a union of two SO F Q -conjugacy classes. If ∆ ∈ γ A N and exactly one of n ∆ 1 , n ∆ −1 is nonzero, then R ∆ is a single (F -stable) SO Q -conjugacy class and for each y in this class, Z(y) is connected. Hence in this
be the spinor norm. This is the group homomorphism defined by the requirement that F (g) = ϑ N F (y) g for any y ∈ SO F Q , g ∈ κ −1 (y). We have the following result.
(
(Notation of 1.5.) Clearly any unipotent element of SO F Q is in the kernel of N F . Hence it is enough to prove (a) assuming, in addition, that y = y s . If V is an F -stable, y-stable subspace of V such that Q| V is nondegenerate and such that V = 0, V = V ; from the definitions we see that, if (a) holds for (V , y| V ) and for (V ⊥ , y| V ⊥ ), then it also holds for (V, y). Thus we may assume that there is no subspace V as above. Then we are in one of the following four cases:
In case (i) the result is trivial.
Assume that we are in case (ii). Choose ζ ∈ F * q so that ζ (q−1)/2 = (−1) e . We can find a basis u 1 , u 2 of V F such that Q(au 1 + a u 2 ) = a 2 − a 2 ζ for a, a ∈ k * . Choose λ ∈ k * so that λ 2 = −ζ. We set v = λ −1 u 2 . We have Q(v) = 1.
Assume that we are in case (iii). Then T := Z(y) is an F -stable maximal torus of SO Q and T F is cyclic of order q |O|/2 + 1. It follows that T := κ −1 (T ) is an F -stable maximal torus of SO Q and T F is necessarily cyclic of order q |O|/2 + 1. Since ϑ ∈ T F the map T F → T F induced by κ has kernel {1, ϑ}, hence its image is the unique subgroup of index 2 of T F . Hence y ∈ T F is in the image of this map if and only if y (q |O|/2 +1)/2 = 1. Thus (a) holds in this case.
In case (iv) the proof is the same as in case (iii) provided that we replace q |O|/2 +1 by q |O|/2 − 1. This completes the proof of (a).
2.9.
In the remainder of this paper we assume that we have chosen F 0 ∈ F 0 and
We compute f ∆ in various cases. Set n = n ∆ 1 , n = n ∆ −1 . (i) Assume that n = 0, n = 0. In this case κ −1 (R ∆ ) is a single (F e -stable) semisimple conjugacy class in SO Q hence (κ −1 (R ∆ )) F e is a single conjugacy class in SO F e Q (we use the fact that the centralizer of a semisimple element in SO Q is connected). Hence we have f e ∆ = 1. We see that f ∆ = 0. (ii) Assume that n = 0, n = 0. In this case R F e ∆ is a single conjugacy class c in SO F e Q . By 2.8(a), the spinor norm is equal to (−1) ∆ on c.
By 2.6(a) we have e = e + j ∆ . Thus the spinor norm is equal to
(iv) Assume that n = n = 0. If e = j ∆ the f e ∆ = 0; see 2.7(a). Now assume that e = j ∆ . By 2.7(a), for any
2.10. Proof of 1.5(a). Recall from 1.5 the notation
On the other hand, from 2.9 we see that f ∆ = 0 if n ∆ 1 = 0. If n ∆ 1 = 0, we can write uniquely ∆ = (X + 1) n ∆ where n ∈ 2N and ∆ ∈ γ A N −n 0 ; note that j ∆ = j ∆ , ∆ = ∆ + n (q − 1)/4. Using this and 2.9 we obtain
for N ≥ 4 and −2 = 4x 2;0 + 2(x 0;0 − x 0,1 )u. Recall that by 1.4(g), x n;0 + x n;1 is equal to 0 if n ≥ 4 and to −1 if n = 2. Also from the definitions we have x 0;0 = 1,
for N ≥ 4 and x 2,0 = (−2−2u)/4. Hence for N ≥ 4, we have 2(2x 2;0 +1)u (N −2)/2 + 2u N/2 = 0 and x N ;0 + N ∈2N;2<N <N x N ;0 u (N −N )/2 = 0. From this we see by induction on N that x N ;0 = 0 if N ≥ 4. This proves 1.5(a).
Counting conjugacy classes in finite spin groups
3.1. Here and in 3.2, 3.3 we fix g ∈ SO Q and we set y = κ(g).
Since a is odd we have g 0,1 = ϑ. Hence (a) holds.
We assume that there exist two
For c ∈ k * and i = 1, . . . , a we set
and g c ∈Z(g). The map k * →Z(g), c → g c has as image an irreducible subset ofZ(g). Since g 1 = 1, this image must be contained inZ(g) 0 = Z(g) 0 . Since g −1 = (−1) a = −1 we see that (a) holds.
We show:
(a) If for some odd a, the number of Jordan blocks of size a of
For a odd and t ∈ k * , let f a,t be the number of Jordan blocks of size a of y u | V y s t . Assume that the hypothesis of (a) holds. Then for some odd a we have t f a,t > 1. If f a,t > 0 for some t ∈ k , then we also have f a,t −1 > 0. We see that 3.2(a) is
Next we assume that f a,t = 0 for any t ∈ k . Then f a,1 + f a,−1 > 1. We see that 3.1(a) is applicable,
This proves (a).
Assume now that the hypothesis of (b) holds. Then by an argument in [L4, 14.3 
. This map is well defined and (by standard arguments using Lang's theorem) it induces a bijection
In the setup of 3.4 assume in addition that
where the horizontal maps are as in 3.4(a). Indeed, let z ∈ Z(g) and let ξ ∈ SO Q be such that
This follows from z gz −1 = ϑg.
3.6. Let g ∈ SO Q and let y = κ(g) ∈ SO Q . We show:
On the other hand, κ(x) ∈ Z(y). Thus Z(y) ⊂ Z(y s ) 0 and (a) is proved.
From (a) we see that we have an exact sequence
We see that we must be in one of the following two cases:
(ii) ϑ / ∈ Z(g) 0 ; then we have an exact sequence
Q be such that ϑ / ∈ Z(g) 0 and let y = κ(g) ∈ SO F Q . Using 3.3 we see that I y = I y 1 ∪ I y −1 is a disjoint union and that it can find y-stable,
Any summand is contained in the ⊥ of any other summand.
letρ a ∈Õ Q be one of the two elements in κ −1 (r a ). We have r a y = yr a , F (r a ) = r a . Using (−1) aa = −1 we see that 
Note that E contains exactly one element in each connected component of Z(y s ) 0 ∩ Z(y). From 3.6 we see thatẼ := κ −1 (E) (a subgroup of Z(g)) contains exactly one element in each connected component of Z (g) .
For x a is independent of [a ]; we denote it by x. We have x = |I y |x = 0 since |I y | is even. Hence x a = 0 for all [a] . We see that (, ) is nondegenerate on Z/2[I y ].
Let E 0 be the subspace of Z/2[I y ] spanned by the elements f
, E contains exactly one element in each connected component of Z(y) andẼ ⊂Z(g) contains exactly one element in each connected component ofZ(g).
Since F (r a ) = r a for every [a] ∈ I y , the subgroup Z/2
defines aẼ -action onẼ and, by restriction, aẼ-action onẼ. Let X be the set of orbits of theẼ-action. We show:
HenceẼ → E induces a surjective map X → E whose fibre at f ∈ E has size 2 if (f, f ) + c(f ) = 0 for all f ∈ E and has size 1 otherwise. We see that
Assume first that c(f 1 ) = 0. Then for any f ∈ E we have (f, f 1 ) + c(f 1 ) = 0; thus
In the case where I y 1 = ∅, I y −1 = ∅, we have a partition X = X X where X (resp. X ) is the set ofẼ-orbits onẼ which are (resp. are not)Ẽ -orbits. In this case we have the following refinement of (b):
From the first sentence in the proof of (b) we see that |X | is the number ofẼ-orbits of size 2 onẼ plus the number of fixed points of theẼ -action onẼ. Hence
We see that |Ã| = 2 and |A| − 2|Ã| = 4 − 2 × 2 = 0. This proves (c).
Returning to the general case we note that for λ ∈ {1, −1} we have 
. Now let C be the SO Q -conjugacy class of g. We have canonically M C,F ↔ Z(g)/ ∼ ↔ X (see 3.4(a)); moreover, if ϑC = C, then the fixed point set of ϑ 1 : M C,F → M C,F corresponds to the fixed point set of ϑ 0 : Z(g)/ ∼ → Z(g)/ ∼ (see 3.5(a)) and this is in bijection with the subset X of X . We can summarize the results above as follows: 
). If in addition we have ϑC = C then, by 3.5, the involution ϑ 1 of M C,F becomes the involution of Z(y s ) 0 ∩ Z(y) given by conjugation by an element of Z(y) which is not in Z(y s ) 0 ∩ Z(y) and this last involution is trivial since Z(y) is commutative.
We can summarize the results above as follows:
(a) Assume that I y
Moreover, the number of C ∈ M C,F such that ϑC = C is equal to 2 |I y
3.9. For any n ∈ N let P n be the set of partitions of n and let π(n) = |P n |. Thus we have π(0) = 1. We set π(n) = 0 when n ∈ Q − N. For n ∈ N letP n be the set of partition of n into even parts. We have |P n | = π(n/2). Let T N be the set of all SO Q -conjugacy classes of unipotent elements y ∈ SO Q such that I y = ∅. Let T 0 N be the set of all SO Q -conjugacy classes of unipotent elements y ∈ SO Q such that I y = ∅. LetT N be the set of all SO Q -conjugacy classes of unipotent elements y ∈ SO Q such that I y = ∅ and such that for any odd a, y has at most one Jordan block of size a. Now T 0 N has a natural fixed point free involution in which a conjugacy class and its image are contained in the same O Q -conjugacy class; let T 0 N be the set of orbits of this involution. For n, n in 2N + 2 we note that Z/2 acts on T 0 n × T 0 n (by the involution above acting simultaneously on both factors); let T 0 n × T 0 n be the set of orbits for this Z/2-action. We define T 0 0 to be a set with one element.
We have |T 0 n | = π(n/4) for all n ∈ 2N. For n ∈ 2N + 2 we sett n = |T n | and τ n = y 2 |I y |−1 where y runs over a set of representatives for the conjugacy classes in T n . We also sett 0 = 0, τ 0 = 0.
3.10.
Let e ∈ Z/2. We fix ∆ ∈ γ A N . We set n 1 = n ∆ 1 ,
3.11. In the setup of 3.10, assume that n 1 = 0, n −1 = 0. From the results of 2.9, 3.7, 3.8 we see that
3.12.
In the setup of 3.10, assume that n 1 = 0, n −1 = 0. From the results of 2.9, 3.7, 3.8 we see that
n 1 | if ∆ = 0, e = (n 1 + n −1 )(q − 1)/4 and h 2 = 0 otherwise; h 3 = 2 O∈Ω α,γ |P n O |τ n 1 if ∆ = 0 and h 2 = 0 otherwise; h 4 = 4 O∈Ω α,γ |P n O |t n 1 if ∆ = 0, e = (n 1 + n −1 )(q − 1)/4 and h 4 = 0 otherwise.
It follows that
O∈Ω α,γ π(n O /2)(π(n 1 /4) +t n 1 )(−1) (n 1 +n −1 )(q−1)/4 .
3.13.
3.14.
In the setup of 3.10, assume that n 1 = n −1 = 0. From the results of 2.9, 3.7, 3.8 we see that | A ∆ e | = h 1 + h 2 where h 1 = 4 O∈Ω α,γ |P n O | if ∆ = 0, e = j ∆ + ∆ and h 1 = 0, otherwise; h 2 = 4 O∈Ω α,γ |P n O | if ∆ = 0, e = (n 1 + n −1 )(q − 1)/4 and h 2 = 0, otherwise. It follows that
We show:
(a) If C ∈ e( SO Q ) and ϑC = C, then for any ξ ∈Õ Q we have ξCξ −1 = C.
Let C = κ(C). We have C = κ −1 (C 
Then ryr −1 = uyu −1 . This proves (a).
Hence the condition that F 1 (C) = C is equivalent to the condition that F 0 (ỹCỹ −1 ) = C and this is equivalent to the condition that F 0 (C) = C, sinceỹCỹ −1 = C, by (a). This proves (b).
Let C be as in (a) and such that F 0 (C) = C (or equivalently F 1 (C) = C). By the results in 3.7, 3.8 we have
for any g ∈ C. (Note that |κ(Z(g))| does not depend on the Frobenius map.) Combining this with (b) we see that in the setup of 3.10 we have
In the identity [L4, p. 249] we have x n = τ n if n ∈ 2N and x n = 2π(n/4) for all n. Adding the identity (a) with the one obtained from it by the substitution X → −X we therefore obtain n∈2N (4τ n + 2π(n/4))X n = 2Ψ(X 2 ) 2 m∈2Z X m 2 , that is, n∈2N (2τ n + π(n/4))X n = Ψ(X 2 ) 2 m ∈Z X 4m 2 .
Using this and Jacobi's identity
In the identity
in [L4, (14.5. 2)] (with Z 1 = X, Z 2 = 1) we have t∈Z |P n,t | =t n + π(n/4) if n is even. Adding the identity (d) with the one obtained from it by the substitution X → −X we therefore obtain 2 n∈2N (t n + π(n/4))X n = Ψ(X 4 )Ψ(X 2 )Ψ(−X) −1 + Ψ(X 4 )Ψ(X 2 )Ψ(X) −1 .
3.17. We set
The last equality follows from 3.15(d).) We set α 0 = 8. From 3.11-3.14 we see that
Recall that u = (−1) (q−1)/2 . Let w be such that w 2 = u. We have
The products over O can be evaluated using 1.3 and 1.5(d). We obtain
Using this and 3.16(c) with X replaced by wX we obtain
The products over O can be evaluated using 1.3 and 1.4(e). We obtain
As in the computation of a the product over O is equal to
The product over O can be evaluated using 1.3. Using this and 3.16(e) we obtain
Here we can replace Ψ(wX) −2 + Ψ(−wX) −2 by 2Ψ((wX) 2 ) −1 Ψ(−X 4 ) −2 Ψ(X 8 ).
(Indeed from j∈Z (−X) j 2 + j∈Z X j 2 = 2 j∈Z X 4j 2 and the Jacobi identity 3.16(b) we obtain Ψ(X) −2 Ψ(X 2 ) + Ψ(−X) −2 Ψ(X 2 ) = 2Ψ(−X 4 ) −2 Ψ(X 8 ).
We then replace X by wX.) Thus we have
The product of the last two factors above can be rewritten using 3.16(f) with X replaced by wX. We obtain
Combining the results above we obtain A (resp. A N ) be the set of unordered pairs (∆, ∆ ) where ∆, ∆ are elements of A (resp. A N ) such that ∆ = β ∆. For k ∈ {0, 1, 2} let A N k be the set of all (∆, ∆ ) ∈ A N such that exactly k of the numbers n ∆ 1 , n ∆ −1 are nonzero. Let A N, = (resp. A N,= ) be the set of all (∆, ∆ ) ∈ A N such that ∆ = ∆ (resp. ∆ = ∆ ).
Let
For Let Ξ be the set of semisimple elements in P SO Q . Let θ : SO Q → P SO Q be the obvious homomorphism.
For
The following result and its proof are closely connected to 4.1(a).
(a) Let ∆ ∈ A N 0 . Assume that β ∆ = ∆. Let C, C be two SO Q -conjugacy classes contained in R ∆ . If N ∈ 2 + 4N, then C = −C. If N ∈ 4N, then −C = C, −C = C . Let s ∈ C; we can find x ∈ O(Q) such that xsx −1 = −s. We have xCx −1 = C . It is enough to show that det x = (−1) N/2 . Let U ∈ U • . Then E := ⊕ λ∈U V s λ ∈S and
In the setup of (a) and setting
. Using this and 2.2(b) we see that:
, N ∈ 4N) are exactly the P SO Q -conjugacy classes in Ξ. For h ∈ P SO Q we denote by Z(h) the centralizer of h in P SO Q . The component group Z(h) is isomorphic to:
4.3.
We define a permutation ♥ → γ ♥ of A N by (∆, ∆ ) → ( γ ∆, γ ∆ ). The fixed point set of this permutation is denoted by γ A N . Note that for (∆, ∆ ) ∈ A N we have (∆, ∆ ) ∈ γ A N if and only if γ ∆ is equal to ∆ or to ∆ or equivalently if γ e ∆ = ∆ for some e ∈ Z/2.
Let F ∈ F. Clearly, F : P SO Q → P SO Q permutes the subsets R ♥ and a subset
Let h ∈ R♥. Let s ∈ θ −1 (h). We may assume that ∆ = ∆ s , ψ s = ψ. We have ∆ (−1) e F (s) = γ e ∆ hence ∆ (−1) e F (s) = ∆. By 2.5(a), 1.9(a), we have ψ (−1) e F (s) (U ) = a + ψ s (U ) for any U ∈ U e . Hence ψ (−1) e F (s) (U ) = a + ψ s (U ) so that ψ (−1) e F (s) = a + ψ. We see that F (h) = θ((−1) e F (s)) ∈ R a+♥ and (a) follows. (Compare 2.7(a).)
Note that e is not uniquely defined when ∆ = ∆ . In that case and if N ∈ 4N we have 0 j ∆ = 1 j ∆ = 0 (see 1.4(h)), hence a = [V ] F is independent of e; on the other hand, if N ∈ 2 + 4N, then R♥ = R a+♥ = R ♥ where ♥ = (∆, ∆ ); hence (a) just states that F (R ♥ ) = R ♥ .
4.4.
For any n ∈ N we fix F : P GL n (k) → P GL n (k), a Frobenius map for an F q -split rational structure and a diagram involution ι : P GL n → P GL n such that ιF = F ι and such that ι = 1 whenever n ≥ 3. For any ∆ ∈ A N we set
Let e ∈ Z/2, ∆ ∈ γ e A N . We define an automorphism µ e : X ∆ → X ∆ by (g λ ) → (g λ ) where g λ = g γ e (λ) . This is well defined since γ e α = αγ e . Define F : X ∆ → X ∆ by (g λ ) → (g λ ) where g λ = F (g λ ); F is a Frobenius map for an F q -split rational structure on X ∆ commuting with µ e .
In the case where ∆ ∈ A N and β ∆ = ∆ = γ ∆ we define an involution ρ : X ∆ → X ∆ by (g λ ) → (g λ ) whereg λ = g β(λ) ; for e ∈ Z/2 we have ρµ e = µ e ρ.
For any n ∈ 2N we write Y n instead of (SO Q n ) ad where Q n is the quadratic form x 1 x 2 + x 3 x 4 + · · · + x n−1 x n on k n . We fix F : Y n → Y n , a Frobenius map for an F q -split rational structure and a diagram involution ν : Y n → Y n such that νF = Fν and such that ν = 1 whenever n ≥ 4. We define σ :
4.5.
Let e ∈ Z/2. For any semisimple conjugacy class C in P SO F e Q we choose h ∈ C and s ∈ θ −1 (h). Let ∆ = ∆ s , ♥ = (∆, ∆ ). Note that ♥ ∈ γ A N . We can identify Z(h) 0 ad = G ∆ (see 4.4) in such a way that F e : Z(h) 0 ad → Z(h) 0 ad corresponds to Fφ : G ∆ → G ∆ where F : G ∆ → G ∆ stands for F×F×F of 4.4 (a Frobenius map for an F q -split rational structure on G ∆ ) and φ : by a representative of f in Z(h) F e ad ) which commutes with Fφ and is well defined up to composition with conjugation by an element in (G ∆ ) Fφ . We now describe in each case the action of φ on G ∆ . We also describe for each f ∈ A a corresponding automorphism [f ] of G ∆ (it is enough to do that for a set of generators of A).
(I) Assume that ♥ = (∆, ∆ ) ∈ A N, = 0
. Define e ∈ Z/2 by γ e ∆ = ∆. If e = e j ∆ , then R F e ♥ = ∅. If e = e j ∆ , then R F e ♥ is a union of two P SO F e Q -conjugacy classes
We have φ = µ e × 1 × 1 and A = {1}.
(II) Assume that ♥ = (∆, ∆ ) ∈ A N, = 1 . We have γ ∆ = ∆ and R F e ♥ is a single P SO F e Q -conjugacy class.
. Define e ∈ Z/2 by γ e ∆ = ∆. Then R F e ♥ is a union of two P SO F e Q -conjugacy classes C a (a ∈ Z/2). For C a we have φ = µ e ×σ e (ν a ×ν a+e+ e j ∆ ) and A = Z/2 with generator f such that [f ] = 1×ν×ν.
(IV) Assume that ♥ = (∆, ∆ ) ∈ A N,= 0 and that N ∈ 2 + 4N. We have γ e ∆ = ∆ where e ∈ Z/2 is defined by (q − (−1) e )/2 = e ∈ Z/2 and R F e ♥ is a single P SO F e Qconjugacy class. We have φ = µ e × 1 × 1 and A = {1}.
(V) Assume that ♥ = (∆, ∆ ) ∈ A N,= 0 and that N ∈ 4N. If e = 1, then R F e ♥ = ∅. If e = 0, then R F e ♥ is a union of four P SO F e Q -conjugacy classes C♥ ,e where♥ = (∆, ψ, ∆ , ψ ) ∈Ã N and e ∈ Z/2. For C♥ ,e we have φ = µ e × 1 × 1 and A = Z/2 with generator f such that [f ] = ρ × 1 × 1.
(VI) Assume that ♥ = (∆, ∆ ) ∈ A N,= 2 and that N ∈ 2 + 4N. If e = (q − 1)/2 mod 2, then R F e ♥ is a union of four P SO F e Q -conjugacy classes C a,e (a ∈ Z/2, e ∈ Z/2). For C a,e we have φ = µ e × σ e (ν a × ν e +a ) and A = Z/4 with generator f such that [f ] = ρ × σ(ν × 1). If e = (q + 1)/2 mod 2, then R F e ♥ is a union of two P SO F e Q -conjugacy classes C e (e ∈ Z/2). For C e we have φ = µ e × σ e (1 × ν e +1 ) and A = Z/2 with generator f such that [f ] = 1 × ν × ν.
(VII) Assume that ♥ = (∆, ∆ ) ∈ A N,= 2 and that N ∈ 4N. If e = 0, then R F e ♥ is a union of four P SO F e Q -conjugacy classes C a,e (a ∈ Z/2, e ∈ Z/2). For C a,e we have φ = µ e × σ e (ν a × ν a ) and A = Z/2 × Z/2 with generators f, f such that
♥ is a union of two P SO F e Q -conjugacy classes C e (e ∈ Z/2). For C e we have φ = µ e × σ e (1 × ν) and A = Z/2 with generator f such that [f ] = 1 × ν × ν. 4.6. Let A be a finite group acting on a finite set S. Let Irr A (S) be the set of isomorphism classes of irreducible A-equivariant local systems on S. For any integer n ≥ 1 let (a) z n = |{x ∈ S; stabilizer of x in A has cardinal n}. Note that if A is commutative, then (b) |Irr A (S)| = |A| −1 n≥1 n 2 z n . As an example, let G be a reductive group with a Frobenius map F : G → G relative to an F q -rational structure. Let U F (G 0 ) be the set of unipotent representations of G 0F (up to isomorphism). Now any automorphism a : G 0 → G 0 commuting with F induces a permutation of U F (G 0 ) denoted by a. In particular, for any g ∈ G F , Ad(g) : G 0F → G 0F induces a permutation Ad(g) : U F (G 0 ) → U F (G 0 ) depending only on the image of g in (G/G 0 ) F . This defines an action of the finite group (G/G 0 ) F = G F /G 0F on the finite set U F (G 0 ). We set
4.7.
For any n ∈ N let P n be as in 3.9 so that |P n | = π(n). If F, ι are as in 4.4, then we have canonically U F (P GL n (k)) = U F ι (P GL n (k)) = P n . Let e ∈ Z/2, ∆ ∈ γ e A N . Let µ e : X ∆ → X ∆ by as in 4.4. Write U e (X ∆ ) instead of U Fµ e (X ∆ ). From the definitions we have canonically U e (X ∆ )
Note that ρ : X ∆ → X ∆ induces a permutation ρ : U e (X ∆ ) → U e (X ∆ ); from the definitions we have
Hence with respect to the Z/2-action on U e (X ∆ ) given by ρ we have |Irr Z/2 (U e (X ∆ ))| = 2|(U e (X ∆ )) ρ | + (1/2)|U e (X ∆ ) − (U e (X ∆ )) ρ | = (3/2) ∆ + (1/2) ∆,e . (e) 4.8. For n ∈ 2N and a ∈ Z/2 we write U a (Y n ) instead of U Fν a (Y n ); we set (a) η n = π(n/4).
For m ∈ N + 1 let Φ 0 m (resp. Φ 1 m ) be the set of "symbols" denoted by Φ + m (resp. Φ − m ) in [L1, 3.3] . For n ∈ 2N + 2, a ∈ Z/2 we can identify U a (Y n ) = Φ a n/2 ; see [L1] . For n ∈ 2N we define (b) ξ n = |Φ 1 n/2 | if n ≥ 2, ξ 0 = 0. Then |Φ 0 n/2 | = ξ n + 2η n for n ≥ 2. Thus for a ∈ Z/2, n ≥ 2 we have (c) |Φ a n/2 | = ξ n + (1 + (−1) a )η n . The involution ν : U a (Y n ) → U a (Y n ) induced by ν : Y n → Y n becomes an involution of Φ a n/2 which is again denoted by ν (it can also be defined in terms of symbols). Note that ν acts as 1 on Φ 1 n/2 and |(Φ 0 n/2 ) ν | = ξ n . Hence with respect to the Z/2 action on Φ a n/2 given by ν we have (d) |Irr Z/2 (Φ a n/2 )| = 2ξ n + (1/2)(1 + (−1) a )η n . Similarly if n, n are in 2N + 2, then with respect to the Z/2-action on Φ a n/2 × Φ a n /2
given by ν × ν we have |Irr Z/2 (Φ a n/2 × Φ a n /2 )| = (1/2)(4ξ n ξ n + (1 + (−1) a )ξ n η n + (1 + (−1) a )η n ξ n + (1 + (−1) a )(1 + (−1) a )η n η n ). (e) 4.13. In the setup of 4.5(V) we have (using 4.7(e)):
4.14.
In the setup of 4.5(VI) we set n = n ∆ 1 = n ∆ −1 , ξ = ξ n , η = η n . We have
where the actions of Z/4, Z/2 are as below. (For a Z/4action on a set S we denote by z i the number of elements in S whose stabilizer in Z/4 has cardinal i.) The Z/4 action on U 0 (X ∆ ) × Φ 0 n/2 × Φ 0 n/2 is such that a generator acts by (A, B, C) → (ρ(A), C, ν(B)). Then (A, B, C) is fixed by the generator if ρA = A, B = νB = C; it is fixed by the square of the generator if B = νB, C = νC. We see that
The same computation shows that |Irr Z/4 (U 0 (X ∆ ) × Φ 1 n/2 × Φ 1 n/2 )| = 3 ∆ ξ + ∆,0 ξ 2 . (We put formally η = 0 in the previous computation.)
The Z/4 action on U 1 (X ∆ ) × Φ 1 n/2 is such that a generator acts by (A, B) → (ρ(A), ν(B)). Then (A, B) is fixed by the generator if ρA = A; it is always fixed by the square of the generator. We see that
We have |Irr Z/4 (U 1 (X ∆ ) × Φ 1 n/2 )| = 4z 4 + z 2 + (1/4)z 1 = 3 ∆ ξ + ∆,1 ξ. We see that for e = (q − 1)/2 mod 2 we have
(The last equality comes from 4.8(e).) The Z/2-action on U 1 (X ∆ ) × Φ 0 n/2 is by (A, B) → (A, ν(B) ). Hence
We see that for e = (q + 1)/2 mod 2 we have H e ♥ = ∆,0 (2ξ 2 + ξη) + ∆,1 (2ξ + η). It follows that
4.15.
In the setup of 4.5(VII) we set n = n ∆ 1 = n ∆ −1 , ξ = ξ n , η = η n . We have
where the actions of Z/2 × Z/2, Z/2 are as below. (For a Z/2 × Z/2-action on a set S we denote by z i the number of elements in S whose stabilizer in Z/2 × Z/2 has cardinal i.) The Z/2 × Z/2 action on U 0 (X ∆ ) × Φ 0 n/2 × Φ 0 n/2 is such that some element f acts as (A, B, C) → (ρ(A), C, B) and some element f acts as (A, B, C) → (A, ν(B), ν(C) ). An element (A, B, C) is fixed by
The same computation shows that |Irr Z/2×Z/2 (U 0 (X ∆ ) × Φ 1 n/2 × Φ 1 n/2 )| = 3 ∆ ξ + ∆,0 ξ 2 . (We put formally η = 0 in the previous computation.) The Z/2 × Z/2-action on U 1 (X ∆ ) × Φ 0 n/2 is such that f acts as (A, B) → (ρ (A) , B) and f acts as (A, B) → (A, ν(B) ). An element (A, B) is fixed by f if A = ρ(A); it is fixed by f if B = ν(B); it is fixed by ff if A = ρ(A), B = ν(C); it is fixed by Z/2 × Z/2 if A = ρ(A), B = ν(C). We see that
We see that
The Z/2 action on U 0 (X ∆ ) × Φ 0 n/2 × Φ 1 n/2 is by (A, B, C) → (A, ν(B) , ν(C)). As in 4.14 we have |Irr Z/2 (U 0 (X ∆ ) × Φ 0 n/2 × Φ 1 n/2 )| = ∆,0 (2ξ 2 + ξη).
The Z/2 action on U 1 (X ∆ ) × Φ 1 n/2 is trivial. Hence |Irr Z/2 (U 1 (X ∆ ) × Φ 1 n/2 )| = 2 ∆,1 ξ. We see that
This is verified by considering the various cases in 4.10-4.15; we also make use of 1.4(h) and the equality N/2 = n ∆ J ∈ Z/2 from the proof of 1.4(h). 4.17. Let e ∈ Z/2. We set (a)â e N = C m C where C runs over the set of all semisimple P SO F e Q -conjugacy classes in P SO F e Q and m C is as in 4.9. We setâ N =â 0 N −â 1 N . From the definitions we haveâ N = ♥∈ γ A N H ♥ . From this and 4.16 we see that
4.18.
For e ∈ Z/2 let y e = j∈Z ((−1) e X 4 ) j 2 . By Jacobi's identity we have (a) y 1 = Ψ(X 4 ) −2 Ψ(X 8 ), y 0 = Ψ(−X 4 ) −2 Ψ(X 8 ). (Ψ as in 3.16.) By [L1, 3.4. 2)] we have (b) n≥0 (ξ n + η n )X 2n = (1/4)Ψ(X 4 ) 2 (y 0 + 3y 1 ), (c) n≥0 η n X 2n = Ψ(X 4 ) 2 y 1 . It follows that (d) n≥0 (2ξ n + (1/2)η n )X 2n = (1/2)Ψ(X 4 ) 2 y 0 .
4.19.
We set d = n∈2N,n ∈N u n (2ξ n + (1/2)(1 + (−1) n )η n )π(n )X 2n+2n .
Now using 4.18(d),(c),(a) we obtain
4.20. We compute the sum d in 4.17. We have
The product over O can be evaluated using 1.6(a). We obtain
Introducing here the formula for d at the end of 4.19, we obtain
Here we substitute Ψ(−uX 2 )Ψ(X 4 ) −2 Ψ(X 8 ) = Ψ(uX 2 ) −1 Ψ(X 4 ) which follows from 3.16(f) with X replaced by uX 2 . We obtain
4.21.
In the last formulas for a 0 , a 1 we replace the products over O by the expressions provided by 1.4(e),(f) and 1.3 (with X replaced by X k ). We obtain
Thus we have a 0 = a 1 = Ψ(X 2 ) −1 Ψ(X 4 )Ψ q (X 4 ). Combining this with 4.17(b), 4.20(a) we see that n∈2Nâ n X n = 3Ψ q (X 4 )Ψ(uX 2 )Ψ(−X 4 ) −2 Ψ(X 8 )
Since this equality has the same right hand side as 3.17(c), we deduce:
It follows thatâ N = α N , that is,
Classification of irreducible representations
5.1. Let G be a connected reductive group defined over F q with Frobenius map F : G → G. Let G * be a connected reductive group defined over F q , dual to G as in [DL] . We denote again by F : G * → G * the corresponding Frobenius map. For any F -stable maximal torus T of G * and any s ∈ T F let R G T (s) be the virtual representation of G F attached in [DL] to an F -stable maximal torus of G corresponding to T and to a character of the group of its rational points corresponding to s.
G. LUSZTIG
Let s(G * F ) be the set of semisimple G * F -conjugacy classes in G * F . For C ∈ s(G * F ) let Irr C (G F ) be the set of all r ∈ Irr(G F ) which appear with nonzero multipicity in R G T (s) for some s ∈ C and some F -stable maximal torus T of G * such that s ∈ T . We have a partition (a) Irr(G F ) = C∈s(G * F ) Irr C (G F ); see [DL] , [L1] . In particular, Irr 1 (G F ) = U F (G) (notation of 4.6). For a semisimple element s ∈ G * F let Z(s) be the centralizer of s in G * . Assume that C ∈ s(G * F ). Now G * F acts in an obvious way on s∈C U F (Z(s) 0 ) inducing the conjugation action on C. Let U C = Irr G * F ( s∈C U F (Z(s) 0 )) (see 4.6). Note that for any s ∈ C there is an obvious restriction isomorphism U C ∼ / / U F (Z(s)) .
Let G be 1 if the F q -rank of G is even and G = −1, otherwise. We can state the following result. (1).
In [L3] it is shown that the theorem holds when G has connected centre. In [L5] it is shown that the theorem holds without assumption on the centre of G if we assume that a certain multiplicity one statement holds for SO Q with N ∈ 4N. (The reason that SO Q is especially difficult is that it is the only almost simple group whose center is noncyclic.) In this section we show how to prove the required multiplicity one statement.
5.3.
In the remainder of this section we assume that N ∈ 4 + 4N. Recall that κ −1 {1, −1} is equal to the centre of SO Q ; it is isomorphic to Z/2 × Z/2. Let T be the product of two copies of k * indexed by the elements of κ −1 (−1). There is a unique homomorphism g → t g , κ −1 {1, −1} → T such that for ω ∈ κ −1 (−1) the component of t ω in the copy of k * indexed by ω (resp. −ω) has order 2 (resp. is 1). This identifies k −1 {1, −1} with the subgroup {t ∈ T ; t 2 = 1}. Let G be the quotient of SO Q × T by κ −1 {1, −1}, imbedded diagonally in SO Q × T . We identify SO Q , T with closed subgroups of G via the obvious homomorphisms SO Q → G, T → G. Note that SO Q is the derived subgroup of G and T is the center of G; moreover, G/T = P SO Q . By 2.8(a) with y = −1, for e ∈ Z/2 and ω ∈ κ −1 (−1) we have F e (ω) = (−1) e ω. We define F e : T → T as (x, x ) → (x q , x q ) if e = 0 and as (x, x ) → (x q , x q ) if e = 1. Then the imbedding κ −1 {1, −1} ⊂ T is compatible with the actions of F e . Hence there is a unique F q -rational structure on G such that the corresponding Frobenius map G → G maps gt to F e (g)F e (t) for any g ∈ SO Q and any t ∈ T ; this Frobenius map is denoted again by F e . Let C = G/ SO Q so that C F e = G F e / SO F e Q . We show that C F 1 is a cyclic group. We can identify C = k * × k * so that F 1 : C → C becomes (x, x ) → (x q , x q ). Then C F 1 ∼ = F * q 2 so that C F 1 is indeed cyclic. Hence any irreducible representation of G F 1 is multiplicity free when restricted to SO F 1 Q (see [L5, 9(b)] ). By the arguments in [L5] , we see that Theorem 5.2 holds for SO F 1 Q . It follows that |Irr( SO F 1 Q )| =â 1 N whereâ 1 N is as in 4.17(a). Using this and 4.21 we deduce:
(a) |Irr( SO F 0 Q )| =â 0 N . 5.4. Let G be as in 5.3. In the remainder of this section we take F = F 0 . We have naturally P SO Q = G * /T (as groups defined over F q ) where T is the centre of G * (a two-dimensional torus). Moreover, the derived subgroup of G * is SO Q . Lt π : G * → P SO Q be the canonical map.
Since G has connected centre, Theorem 5.2 holds for G F . In particular, for any C ∈ s(G * F ) there exists a bijection (1). Note that in our case the property above determines the bijection (a) uniquely.
If t ∈ T F and C ∈ s(G * F ), then tC ∈ s(G * F ) and multiplication by t induces an isomorphism U C → U tC (this comes from an isomorphism U F (Z(s)) → U F (Z(ts)) induced by t : Z(s) → Z(ts) for any s ∈ C). Thus we obtain an action of T F on the set C∈s(G * F ) U C , hence via (a) and 5.1(a), an action of T F on the set Irr(G F ). We have T F = C * 0 where C * 0 = Hom(C F ,Q * l ). Thus we obtain an action of the abelian group C * 0 on Irr(G F ). From the definitions we see that this coincides with the action of C * 0 given by tensoring by a one-dimensional representation. We show that the stabilizer in C * 0 = T F of any r ∈ Irr(G F ) has order dividing 4. This stabilizer is contained in T C := {t ∈ T F ; tC = C} for some C ∈ s(G * F ). If t ∈ T C , then for s ∈ C we have ts = gsg −1 for some g ∈ G * F ; in particular, t is in the derived subgroup of G * hence it is in the centre of SO Q so that |T C | divides 4.
For any i let z i be the number of r ∈ Irr(G F ) whose stabilizer in C * 0 = T F has order i. Let j : s(G * F ) → s(P SO F Q ) be the map induced by π. For any C ∈ s(P SO F Q ), the subset C∈j −1 (C ) U C of C∈s(G * F ) U C is stable under the T Faction; we denote by z i,C the number of elements in C∈j −1 (C ) U C whose stabilizer in T F has order i. Note that
For C ∈ s(P SO F Q ) we choose C ∈ j −1 (C ), s ∈ C and we let s = π(s) ∈ C . Since T F acts transitively on j −1 (C ) and the isotropy group of C is T C , we have
where z i,C is the number of elements in U C whose stabilizer in T C has order i.
We have an isomorphism Z(s ) hereġ ∈ G * F is such that π(ġ) = g. We can also view z i,C as the number of elements in U F (Z(s)) = U F (Z(s ) 0 ) whose stabilizer in the natural Z(s ) F action on U F (Z(s ) 0 ) has cardinal i. Hence, according to 4.6(a) we have
Using this and (c) we deduce
We now sum the identities (d) over all C ∈ s(P SO F Q ). By (b), the sum of the left hand sides becomes |T F | −1 i≥1 i 2 z i . The sum of the right hand sides becomeŝ a 0 N (see 4.17(a)). Since |T F | = |C * 0 | = |C F |, we obtain |C F | −1 i≥1 i 2 z i =â 0 N and using 5.3(a):
Applying [L5, 9(c) ] to B = G F , A = SO F Q we obtain
where y is the number of representations in Irr(G F ) whose restriction to SO F Q is not multiplicity free. Substracting this from (e) we obtain −12|C F | −1 y = 0, that is, y = 0. In other words, (f) any irreducible representation of G F is multiplicity free when restricted to SO F Q . Now the proof of Theorem 5.2 for a general G can be carried out as in [L5] using the multiplicity one statement (f).
