We present a series of results investigating the Ω dependence of the distribution function of the large scale local cosmic velocity divergence, ∇ · v. Analytical studies using perturbation theory techniques indicate that the shape of this distribution should be strongly dependent on Ω. This dependence is all the more interesting as it does not involve biases of the galaxy distribution with respect to the underlying density distribution, making it a potentially promising and useful basis for new and alternative methods to obtain bias-independent estimates of Ω. In addition, such methods would provide a promising test for gravitational instability scenarios with Gaussian initial conditions, by comparing the results for observational catalogues with the analytical predictions for such scenarios.
INTRODUCTION
For a complete and self-consistent picture of the formation of structure in the large-scale matter distribution it is essential to understand the dynamics driving the corresponding displacement of matter; to acquire such insight it is necessary to probe the kinematics of the Universe on large scales. A lot of work has therefore been devoted towards measuring, mapping and extracting information from the peculiar velocities of galaxies, in particular the early study by Rubin et al. (1976) and the ground-breaking work of Burstein et al. (1987) demonstrated it was feasible to measure the cosmic velocity flows (see Dekel 1994 and Willick 1995 for recent reviews of the subject). An implicit assumption in these kinematical studies is that on cosmological scales the gravitational acceleration of any object, and thus also its resulting velocity, is independent of its nature. In other words, a bright galaxy should have the same velocity as a dark matter particle, so that we can use galaxies as mere luminous beacons probing the underlying cosmic velocity field. The dynamical interpretation of the resulting samples of galaxy peculiar velocities got particularly boosted upon the realization of Bertschinger & Dekel (1989) that, in the standard view of a gravitational origin of the peculiar velocities, the full three-dimensional velocity field can be reconstructed from the only measurable velocity component, the line-of-sight peculiar velocity. The POTENT method that they developed following this realization and enabled them to reconstruct the complete velocity field in a fair fraction of the local Universe. The resulting maps of the local cosmic velocity field open up a whole range of various possible studies and provide a remarkably versatile testing ground for scenarios of large-scale structure formation.
Of particular interest is the direct relation between the cosmic velocity field and the density fluctuation field, the source of the gravitational acceleration felt by each element of matter. Evidently, the total peculiar acceleration at any position r in space is the integrated effect of the gravitational attraction induced by matter fluctuations throughout the Universe,
where δ(r, t) = (ρ(r) − ρ b )/ρ b is the mass fluctuation at position r, and Ω the cosmological density parameter quantifying the mean density ρ b of the Universe via the relation 4πGρ b = 3 2 ΩH 2 . On scales where matter fluctuations are still linear, a mass element experiences an acceleration along a constant direction during its small corresponding displacement. The induced peculiar velocity of each mass element is therefore oriented along the same direction as the gravitational acceleration. Moreover, the implied proportionality between the local peculiar velocity v(r, t) and gravitational acceleration g(r, t) will be the same at any location as a consequence of the universal growth factor of the linear density fluctuations, v(r, t) = 2f (Ω) 3HΩ g(r, t)
where f (Ω) ≈ Ω 0.6 (Peebles 1980) . It is then quite natural to employ equation (2) for inferring the value of Ω. However, an important complication in applying this relation is that we do not have a means of directly mapping the density fluctuation field δ. Instead, the usual procedure is to infer δ indirectly from the observed galaxy distribution. Although they are arguably related in some way, it is not precisely known to what extent and in what way the galaxy number density fluctuations δg(r) trace the underlying mass density fluctuation field δ(r). A common assumption is that δg and δ are related via a simple linear bias factor b, δg(r) = b δ(r) .
Although several physical mechanisms have been invoked to explain such a linear bias model (see e.g. Dekel & Rees 1987) , by lack of a complete and self-consistent theory of galaxy formation the bias factor b should as yet only be considered as a numerical factor roughly describing the contrast of galaxy density fluctuations with respect to the mass density fluctuations.
The comparison between the observed local galaxy density fluctuation field and the local cosmic velocity field, invoking equation (1), will therefore yield a proportionality constant β that is a combination of both Ω and b,
Various studies, most notably the ones based on a comparison of the galaxy density field inferred from the IRAS redshift survey of Strauss et al. (1990) and the local velocity field reconstructed by the POTENT algorithm see Dekel 1994) , have yielded estimates of β in the range β ≈ 0.5 − 1.2 (see Dekel 1994 for a compilation of results). Because the value of the biasing factor b is unknown, for a bias-independent estimate of the cosmological density parameter Ω additional methods are necessary to disentangle the contributions by Ω and b. A variety of methods using intrinsic properties of the large-scale velocity field have been proposed to achieve this. One such attempt is based on a reconstruction of the initial density field. Using the Ω dependent relation (2) to build the local density field and the subsequent use of the Zel'dovich approximation to reconstruct the initial density field, Nusser & Dekel (1993) obtained a constraint on Ω, based on the further assumption that the initial density probability distribution function is Gaussian. Although this is a promising approach, it may yield quantitative results that do not reproduce the true value of Ω since Zel'dovich approximation is known to give non-exact results for the induced non-Gaussian properties of the density or velocity field (Bouchet et al 1992 , Bernardeau 1994a ). An original additional attempt to constrain Ω is based on the realization by Dekel and Rees (1994) that one can exploit the fact that voids have an "upper" limit on their density deficit, δ = −1, following from the simple fact that they cannot become more empty than empty ! Using this limit one can then deduce the minimally required Ω to induce the observed peculiar velocities of galaxies in and in the immediate surroundings of voids*. A first rough analysis by Dekel & Rees (1994) based on this idea yielded a lower limit on Ω ≈ 0.3.
In this paper we will focus on another method for inferring Ω separately from the bias parameter b. This method originates in analytical work within the context of the perturbation theory for the evolution of density and velocity fluctuations. Proposed by and Bernardeau (1994a) , this is potentially one of the cleanest and most exact methods for obtaining Ω. It exploits relations between the low order moments of the probability distribution function (PDF) of the divergence of the locally smoothed velocity field, ∇ · v. Exact analytical expressions for these low order moments and their interrelations, derived by perturbation theory for the case that the density and velocity perturbations developed out of Gaussian initial conditions, reveal characteristic and specific dependencies on Ω that can in principle be exploited. The essence of this approach is to exploit the fact that the evolution of the velocity perturbations is driven by the cosmic gravitational potential, whose absolute value is determined by the value of the cosmic density parameter Ω. Moreover, bias between the galaxy and the density distribution is evidently of no relevance, assuming that such a bias is not (partly) caused by the velocity field (for such a suggestion see Carlberg & Couchman 1989) .
While the method proposed by has a sound theoretical basis, there are several practical issues that need to be addressed before it can be successfully implemented. The first issue concerns the fact that the proposed method is based on analytical results following a specific perturbation scheme. Evidently, the validity of the perturbation approximation in the quasi-linear regime needs to be tested. N -body simulations represent an evident source for numerical tests that aim to check the density and velocity statistics predictions of perturbation theory. This leads to the second issue, the practical complication following from the fact that the perturbation equations concern continuous density fields while N -body simulations yield a velocity field that is sampled at a finite number of discrete, nonuniformly distributed, particle locations. This discreteness forms a major technical obstacle for obtaining reliable estimates of statistical parameters of the velocity field. The usual approach is to smooth the discrete velocity field by some filter function. Within this general context almost all conventional schemes for inferring velocity statistics concern the mass-weighted filtered velocity field vmass,
where WM(x, x0) is the adopted filter function defining the weight of a mass element in a way that is dependent on its position with respect to the position x0. It is clear that the extra density term in the integrand in equation (5) forms a considerable complication for analytical work. Because of the technical repercussions caused by the extra density field factor, analytical results almost without exception (see have been derived for a volumeweighted filtered velocity fieldṽ,
where WV(x, x0) is the used weight function. For a successful practical implementation of the analytical results of perturbation theory it is then of crucial importance to have reliable numerical estimators of volumeaveraged quantities. However, all previously available numerical estimators only concerned mass-averaged quantities. It was the introduction of new estimators by Bernardeau & van de Weygaert (1996, hereafter BW) , more closely affiliated to the "volume-averaged" nature of the perturbation calculations, that finally demonstrated that also for the velocity field the perturbation schemes work very well.
The two new numerical algorithms introduced in BW are the Voronoi method and the Delaunay method. They provide optimal estimators for determining statistics of volumeaveraged quantities from the value of these quantities at a finite number of discrete sample locations. The methods are based on the Voronoi and the Delaunay tesselations of the point distribution defined by the locations at which the velocity field is sampled. In the Voronoi method the velocity is supposed to be uniform within the Voronoi polyhedra, whereas the Delaunay method constructs a velocity field by linear interpolation between the velocities at the four locations defining each Delaunay tetrahedron.
The purpose of this paper is to expose in details where the Ω dependence is expected to show up and to explore the relevant relations by numerical means. In this way we intend to demonstrate that a procedure based on the statistical characteristics of the velocity divergence distribution represents a method that is indeed applicable under realistic circumstances. As this systematic study of the Ω dependence of velocity field characteristics presented in this paper relies on the application of the Voronoi and the Delaunay method, the review in section 2 of the results of perturbation theory that are relevant to the present work is followed by a a short description of the Voronoi and Delaunay methods in section 3. In section 4 we then present the results obtained with the help of these methods from several N -body simulations having different values of Ω. In section 4.1 we present the results that have been obtained in Ω = 1 and Ω < 1 PM simulations, the statistical quantities in this section having been measured with maximum accuracy. The agreement with the analytical predictions demonstrates both the validity of the theoretical calculations and the robustness of the numerical methods. Given the good agreement between the analytical predictions and the outcome of the N -body simulations, we subsequently investigate the effects of a sparser sample of velocity field tracers in section 4.2. We will show that even a strong dilution to a number density of tracers comparable to those available in galaxy catalogues keeps the Ω dependent features intact, although we will also see that the way the results are affected does introduce some slight differences dependent on whether the Voronoi or the Delaunay method is applied. Overall, however, our study provides further confidence in the use of the velocity divergence probability distribution function as a promising instrument for obtaining reliable bias-independent estimates of the value of Ω under practical circumstances.
PERTURBATION THEORY
In order to obtain analytical results concerning structure formation, the machinery of Perturbation Theory (PT) has been invoked to follow the development of fields of small primordial density and velocity fluctuations as they evolve away from their initial linear state. In particular for the early quasi-linear stages of structure formation such analytical perturbation calculations may yield useful and insightful results. As the core of our study is formed by perturbation results for the case that the density and velocity perturbations evolve through the action of gravity out of Gaussian initial conditions (see e.g. , Bernardeau 1994a ,b), we will briefly discuss the relevant results concerning the moments of the velocity divergence probability density function as well as those for the morphology and shape of the complete probability density function itself.
The Moments
With respect to the purpose of determining the value of Ω, one of the most useful results of Perturbation Theory calculations is that there exist relatively simple and very Ω sensitive relations between the moments of the probability density function of θ = ∇ · u/H.
One of the most straightforward results in this context is the relation between the third moment θ 3 and the second moment θ 2 2 of the velocity divergence PDF. In the case of Gaussian initial conditions these two moments are coupled via the coefficient T3,
The coefficient T3 is an interesting and useful quantity for several reasons. Because the development of a non-zero value of θ 3 is one of the first noticeable signs of a departure from a Gaussian character of the cosmic velocity divergence field, it can be seen as a way to quantify and characterize that early departure from Gaussianity of the velocity field. To this significance adds the practical fact that T3 can in principle be determined from observations, as it relates two quantities that can be directly measured from observations. This is even more useful as this observationally determinable quantity can also be evaluated theoretically for a variety of cosmological models (see the discussion below), providing a direct comparison between observations and theory. Also notice that we may expect that noise introduced by observations in the determination of T3 is likely to remain at controllable levels as it only concerns low order moments.
Generalizing the relation between θ 2 2 and θ 3 2 to higher order moments, it is possible to demonstrate that all higher order cumulants θ p c of the local velocity divergence (i.e. the connected part of the statistical moments) are related to the second order moment θ 2 through the relations
In principle the finite value of the coefficients Tp can be computed analytically for any particular cosmological model -as specified by Ω, Λ and the shape of the power spectrum -within the context of Perturbation Theory. Over the past few years the analytical evaluation of the coefficients Tp, or similar coefficients, has been the subject of numerous studies. These calculations essentially consist of the application to the velocity field of techniques that are similar to those that were primarily developed for the density field. The major complication is formed by properly taking into account the effects of filtering. It was found that the coefficients Tp not only depend on cosmological parameters like Ω but also on the filter function adopted to smooth the velocity field. In particular for the so popular Gaussian window function the results turn out to be extremely cumbrous, which can be appreciated from the calculation of T3 by and that of T4 by Lokas et al. (1995) . On the other hand, relatively simple and considerably more feasible to evaluate are the expressions for the coefficients Tp in the case of real space top-hat filtering. For instance, a top-hat filtered field θ in an Einstein-de Sitter Universe has coefficients (Bernardeau 1994a )
. . .
In the above expression the γp are the successive logarithmic derivatives of the variance with the smoothing scale,
from which we can easily note that γ1 = −(n+3) and γ2 = 0 for a power law spectrum of index n. Also note that the dependence of T4 with γ2 is quite weak. For the purpose of this work the most interesting aspect of the coefficients Tp is their strong dependence on the cosmological density parameter Ω. Detailed studies of their dependence on cosmological parameters have shown that they exhibit an Ω dependence that is far stronger than that of the density field, while they combine this with a very weak dependence on the cosmological constant Λ. To very good approximation the Ω dependence can be expressed written as (see Bernardeau 1994a and other references previously mentioned),
It is this almost exclusive and strong Ω dependence of the coefficients Tp that implies that a detailed study of the statistical properties of the local velocity yields a potentially promising new way of evaluating the value of Ω. In this sense it is worthwhile to emphasize once more that the coefficients Tp quantify intrinsic characteristics of the velocity field, with the important implication that any possible bias between the distribution of galaxies and the underlying mass field will not have any repercussions for the value of Ω that is derived from the relations between the various Tp's. Moreover, the feasibility of such evaluations is supported by a study by , who addressed the specific Ω dependence of the coefficient T3, for the case of Gaussian smoothing, in numerical simulations. Although it is evident that additional constraints on Ω can be obtained from the determination of higher order moments, it is clear that the value estimated from T3 is the one least affected by observational noise.
The Probability Distribution Function
In the case the whole series of cumulants is known, the complete Probability Distribution Function of the velocity divergence can be computed through re-summation of the series (Bernardeau 1994b) . Even though it evidently remains interesting to study the individual moments because they highlight different features of the total distribution, it is also clear that a picture of the global shape and behavior of the PDF is better and more direct in conveying an impression of the statistical properties of the velocity field, of the way in which it evolves, and the way it is determined by the value of Ω. Because in the case of a top-hat window function it has been feasible to evaluate the whole series of cumulants, at their leading order, the complete PDF of the local top-hat smoothed velocity divergence field could be constructed. In order to better appreciate the various relevant features of this function and to be able to explore its properties (see Figure 1 ) it is obviously highly desirable to have a closed expression for the Probability Density Function. In order to construct such a closed form for the PDF we need to introduce some approximations, and here we will go through some of the analytical results and applied approximations that were used in order to obtain simplified final expressions. A key element in the construction of the PDF of θ is the moment generating function ϕ θ and the close relation that was discovered to exist (see e.g. Bernardeau 1992) between this function and the dynamics of spherical collapse in the background Friedmann-Robertson-Walker universe. More specifically, the generating function ϕ θ (Ω, y), defined as
is determined from a function G θ (Ω, τ ) whose behavior can be deduced from spherical collapse dynamics in the cosmology under consideration. These two functions ϕ θ (Ω, y) and G θ (Ω, τ ) are related through the system of equations
For the solution of this system it is therefore necessary to first determine the explicit relationship of G θ (Ω, τ ) to the dynamics of spherical collapse. In order to accomplish this, it is useful to introduce the functions
The first one of these, G SC δ (τ ), is defined to be the nonlinear density contrast of a spherical perturbation of initial over-density −τ . For exact analytical expressions for G SC δ , which exist only if Λ = 0, we refer to appropriate textbooks. Directly related to the expression for the density contrast is the function describing the local departure from the Hubble expansion,
After having introduced the above two functions and after having written down their explicit expressions, the generating function G θ (τ ) in equation (13) can be obtained through the solution of the system of equations (Bernardeau 1994b) ,
While the above system of equations can in principle be fully solved to get full-fledged expressions for the coefficients Tp, like e.g. the ones given for T3 and T4 in equations (9) and (10), for practical purposes it is preferable to define a simplified set of equations that forms a reasonable approximation to the original system. Several useful approximations can be applied. The first one is to assume that the power spectrum of the density and velocity fluctuations can be accurately described by a power law,
Although this may not be exact in general, it may be justified by the fact that we saw previously that the corrections in the values of T3 and T4 (eqn. 9 and 10) induced by a variation of the index n enter only weakly. A second approximation exploits the fact that the Ω dependence of G SC δ (τ ) is extremely weak (see Bouchet et al. 1992 , Bernardeau 1992 . This implies that equation (15) reduces to
Moreover, it is therefore also reasonable to approximate the function G SC δ (τ ), independent of the value of Ω involved, by the simple expression for G SC δ (τ ) for the case Ω = 0,
so that equation (15), via equation (18), lead to the approximate relationship
Using the above approximate expressions in solving the system of equations in (14) then yields an approximate expression for the relation between the spherical collapse density contrast τ and the functions G SC δ (τ ) and
and
While reasonable, these approximations turn out not to be as good for the velocity field as for the density field. For example, using the approximations (19) and (20) one would obtain S3 = 5 − (n + 3) instead of S3 = 34/7 − (n + 3), and T3 = −4 + (n + 3) instead of T3 = −26/7 + (n + 3). This means that for example for n = −1 the relative errors in S3 and T3 are in the order of 5% and 15%.
While the above expose explains the strategy for calculating the coefficients Tp to any order, the major purpose of calculating the generating function (13) is to construct the PDF of the local velocity divergence. This is achieved through a Laplace inverse transform (Balian & Schaeffer 1989) ,
where σ θ is the variance of the distribution. The saddle point approximation of this integral
yields an accurate prescription for the shape of PDF, in particular around its maximum (see Bernardeau 1994b for more details). Expression (24) essentially represents a twoparameter family of curves, as its dependence on n is to a first approximation degenerate with the dependence on Ω. Potentially, a very accurate determination of such a PDF from data, either from N-body simulations or even observations, would therefore not only provide a measure of the value of Ω but would also provide a test for gravitational instability scenarios starting from Gaussian initial conditions. Such a possibility was already mentioned by Bernardeau (1994a) in connection with the third and fourth order coefficients T3 and T4. It is rather evident that knowledge of the overall global shape of the distribution will make such a test more feasible. To illustrate this, we may note that the distribution in any gravitational instability scenario necessarily has to be negatively skewed (see Fig. 1 ). Hence, if a positive skewness would be observed this can only be explained by more exotic models for the origins of large scale motions ! By subsequently invoking the approximate expressions (19) and (20) simple analytic fits for the special case of n = −1 can be found *, using the fact that then equations (21) and (22) can be inverted Figure 1 contains an illustration, via a linear-log plot, of the resulting behavior of the function p(θ). The figure quite clearly shows that the influence of Ω on p(θ) reveals itself in various aspects of this function. Besides influencing the overall shape of p(θ), it also determines the location of its peak -indicated by θ peak -as well as that of the cutoff at the high positive values of θ. The value of the maximum of θ, at θmax = 1.5 Ω 0.6 , is exact in the sense of being directly derivable from the exact equations (14), (15) and (24), * As noticed previously, the approximations used for the generating functions tend to lower the values of the cumulants. The PDF (25) presented here is actually more accurate if n ≈ −1.3. without having to invoke the approximate relations (19) and (20). The presence of such a cutoff is in fact directly related to a fundamental aspect of the "void-dynamics" analysis of Dekel & Rees (1994, see introduction) , as it is quite obvious that the maximum value of θ corresponds to the expansion velocities of the deepest voids. In addition, in this context it may be worthwhile to point out that the value of 1.5 is the difference in value of the Hubble parameter in an empty (Ω = 0) Universe and that of an Einstein-de Sitter Universe (i.e. Ω = 1.0), which is evidently a reflectance of the fact that the interior of the deepest voids mimics an Ω = 0 Universe on a small scale. Finally, we may also point out here that Bernardeau & van de Weygaert (1996) showed that the velocity divergence distribution in an N-body simulation of structure formation in an Ω = 1 Universe is indeed very well represented by expression (25). For that purpose they had to apply the newly developed numerical techniques involving Voronoi and Delaunay tesselations that will be described in detail below.
THE VORONOI AND THE DELAUNAY METHODS
The familiar schemes for analysis of the velocity field in Nbody simulations are usually based on a weighted average of particle velocities within a certain distance from a gridpoint. These weighted velocity values essentially define momentum (mass) averages on the grid-points (see Bernardeau & van de Weygaert 1996) . Evidently, such a grid defined velocity field needs additional processing into a volume averaged velocity field before it can be used within the context of the perturbation theory discussed in section 2. Although such a two-step scheme may yield reliable results if the gridsize would be much smaller than that of the filter length of the volume averaging, in practical applications the difference in grid size and smoothing radius is not sufficient enough to achieve this (e.g. Juszkiewicz et al. 1995 , Lokas et al. 1995 . Moreover, the resulting representation of the velocity field on a grid is schematic and artificial, far from ideal for studying volume-averaged velocity statistics.
In fact, as the volume-averaged nature of the statistics is so crucial, it is necessary to define and implement a special-purpose numerical scheme that yields an optimally and unambiguously defined velocity field, i.e. a scheme that defines the velocity at every location throughout the entire sample volume. In Bernardeau & van de Weygaert (1996) we introduced and described extensively two new methods that were primarily designed for that purpose, assigning them them names Voronoi tessellation method and Delaunay tessellation method. Both methods are based on important geometrical concepts in stochastic geometry, the Voronoi and Delaunay tesselations. While the Voronoi method is built on the implicit approximation of the velocity being uniform within the interior of each Voronoi polyhedron, the Delaunay method approximates the velocity field within each Delaunay tetrahedron by a linear interpolation scheme determined by the velocity values at the locations of the four particles defining that specific Delaunay tetrahedron.
Note that within the context of these methods the tesselations are obviously not used in any way as a geometrical descriptive model ! Instead, the use of both the Voronoi and Delaunay tessellation exploits their geometrical and statistical properties in extracting an optimal amount of information from a discrete point set sampling an underlying continuous field.
The Voronoi Tessellation Method
The Voronoi method is based on the Voronoi tessellation defined by the positions of the sample points at which the velocity has been measured. The Voronoi tessellation consists of a space-filling network of mutually disjunct convex polyhedral cells, the Voronoi polyhedra. Each Voronoi polyhedron delimits that part of space that is closer to one particular point in the discrete particle sample than to any of the other points in the sample.
In essence, within the Voronoi Tessellation Method the Voronoi tessellation represents a prescription for delimiting the neighborhood of each sample point. This makes it possible to construct an approximate velocity field over the whole of space by assuming that the velocity is constant within the interior of each Voronoi cell and equal to that of the sample point representing the nucleus of the cell. Figure 2 provides a visualization of the resulting velocity field for the equivalent two-dimensional case. Here we may also stress, as was argued in some detail in Bernardeau & van de Weygaert (1996) , that the Voronoi Tessellation Method has in fact a rather natural background, and should be considered as the asymptotic prescription following from the extrapolation of the conventional two-step filtering scheme to an infinitely small filter radius.
¿From the assumption that the velocity is constant within the interior of each Voronoi cell, it immediately follows that non-zero values of the velocity gradients, and therefore also of the velocity divergence, are localized on the (polygonal) Voronoi walls. They actually have a surface density given by
where n(wall) is the unit vector normal to the wall and pointing outward of the cell (see figure 2) . The locally volume-filtered velocity divergencesθVor ( ≡ ∇ · v/H, with H the Hubble constant) are then given by a weighted sum of the values of the velocity divergence θ in each of the walls k intersected or inside the filter sphere, weighted by the surface area A k of the part of the wall located within the sphere,
where R is the radius of the filter sphere. Notice that for hardly any extra effort one not only obtains an estimate for the velocity divergence θ, but also for any other quantity consisting of a linear combination of the various velocity gradient components ∂vi/∂xj . While the Voronoi method in general leads to good results (see BW), the artificial situation of a discontinuous velocity field to which it corresponds is obviously not the only unique way of defining the velocity field from a discrete set of sample points. Moreover, its artificial velocity field implies a few limitations for its application. Its main limitation is that it cannot be applied for filter radii that are smaller than the average Voronoi wall distance (the latter being in the order of 0.7× the average sample particle distance). Below these scales it yields noisy and irrelevant filter averages (see discussion in section 4.2). This is a consequence of the fact that the Voronoi method only yields reasonable and non-trivial value estimates of the velocity gradients on the Voronoi walls, their value being zero in the interior of the cells. A small additional negative point, with respect to the Delaunay method, is that it is rather memory consuming, as a consequence of the need to store the exact geometrical configuration of each polygonal Voronoi wall.
The Delaunay Tessellation Method
If we consider the Voronoi method as an elementary zerothorder interpolation scheme, it is the Delaunay method that can be seen as the corresponding elaboration and extension towards a multidimensional equivalent of a linear interpolation scheme. It is based on the Delaunay tessellation defined by the points in the sample. This uniquely defined and space-covering network consists of mutually disjunct Delaunay tetrahedra (triangles in 2D), each of which is defined by four nuclei from the point sample that have a circumscribing sphere that does not contain any of the other nuclei in its interior (see figure 2 for the equivalent two-dimensional situation, the dashed lines representing the Delaunay tessellation). The Delaunay tessellation is closely affiliated with the corresponding Voronoi tessellation, they are in fact each others dual. This close relationship can be observed from the fact that the four nuclei defining a Delaunay tetrahedron define one vertex of the Voronoi tessellation, the centre of their circumscribing sphere, that each of the four combinations of three nuclei share an edge in the Voronoi tessellation, and that each of the six combinations of two nuclei share a Voronoi wall (see figure 2 for 2D) .
One important issue that is resolved by the Delaunay method is that of the choice of linear interpolation intervals. While in 1D this is trivial, the intervals being defined by the closest neighbours to a sample point, the issue is more complicated in higher dimensional spaces. Even while a unique solution to the problem does not exist, the four points defining a Delaunay tetrahedron certainly come close to forming an optimal set of four neighbours. A good argument for the latter is the fact that on average the Delaunay tetrahedra are as compact as possible, by virtue of the minimal triangulation properties of the Delaunay tessellation. The compactness is a crucial property for a linear interpolation within the tetrahedra, ensuring that it will be as optimal as possible.
Within the Delaunay method it is the velocity gradient components ∂vi/∂xj that are assumed to be constant within the interior of each Delaunay tetrahedron. In other words, the velocity v(M ) at every point M in space is defined to be a linear combination of the velocities at the four vertices defining the Delaunay tetrahedron, (A, B, C and D), in whose interior the point is located,
where the αi are the barycentric weights of the points (A, B, C, D) at the position M ,
The obvious first step of the Delaunay method is the construction of the Delaunay tessellation from the given distribution of sample points. In the subsequent step the values of the (constant) velocity gradient components ∂vi/∂xj are calculated for each Delaunay tetrahedron. The three relative position vectors, and corresponding velocity differences, yielded by the four vertices (sample points) of the interpolation tetrahedron are both necessary and exactly sufficient to fix the value of each of the 9 velocity gradient components. From the values of ∂vi/∂xj we can then easily evaluate the value of the velocity divergence θ, the shear σij, and even the vorticity ωi in each Delaunay tetrahedron. Having defined the values of the velocity gradient, and hence of the velocity itself, over the entire sample volume, the last step in the Delaunay method is then to determine the corresponding volume averaged quantities. As with the Voronoi method this is accomplished by top-hat filtering with a filter WTH that has a characteristic radius R. In essence, this consists of determining the weighted average of the value of θ, σij and/or ωi in a sphere of radius R centered on a location x0, the weights being the volume of a Delaunay tetrahedron (DT) that intersects with the filter sphere. In other words,
where the sum is over all intersecting Delaunay tetrahedra m. The virtue of the Delaunay method is that it is more robust against strong dilution (see §4.2). Moreover, it is far less memory consuming to store the information on the Delaunay tetrahedra, so that it can be applied to truly big datasets. The one serious disadvantage in its present state is that it is a rather time-consuming method, due to the fact that determining the intersection between randomly shaped tetrahedra and spheres proves to be anything but a trivial problem. However, better and faster algorithms will improve this considerably, possibly leading to an acceleration of the algorithm by an order of magnitude.
Practical implementation and validity of the methods
In practice, for the application of the the Voronoi and Delaunay methods to the outcome of N -body calculations, we start by selecting a fraction of the points provided by the N -body codes. This selection procedure is deliberately biased towards low-density regions by inducing it to retain as many particles as possible within the largest void regions (see Bernardeau & van de Weygaert 1996 for details) . Notice that, except for its goal of achieving a better velocity field coverage of low-density regions, such a selection bias is not expected to influence the velocity field analysis. After having selected the sample points, the Voronoi and/or Delaunay tessellations are calculated by the geometrical Voronoi codes developed by van de Weygaert (1991a, b) .
Comparison on the basis of scatter plots of the local velocity divergence determined by the various available methods from the same N -body simulation demonstrated that there is not only a very noisy correlation between the results of the old two-step grid method on the one hand and the results of both the Voronoi and the Delaunay methods on the other hand, but also that there is even a systematic offset in the value of the velocity divergence variance. This is a strong argument for the necessity of using the new tessellation methods, in particular as a careful assessment of the Voronoi and the Delaunay methods showed that they agree very well with each other and that they display a perfect correlation between their estimates of various statistical quantities. These results provided us with good confidence in these two new methods.
THE Ω DEPENDENCE IN NUMERICAL SIMULATIONS
We use numerical simulations which followed with a ParticleMesh (PM) code (Moutarde et al. 1991 ) the evolution of a system of 256 3 particles on a 256 3 grid. One simulation had a value of Ω = 1, a second one of Ω < 1, while the particle distribution in the box represents a density and velocity fluctuation field with a P (k) ∝ k −1 spectrum. By looking at different time-steps of the second simulation we retain situations with a different value of Ω. As can be seen in table 1, the variances σ θ do not differ significantly for the different values of Ω for a given filtering radius. The fact that the values of the variance are comparable simplifies a comparison of the PDF substantially, which makes the intrinsic Ω dependence easier to grasp.
Measurements with a large number of tracers
We use exactly the same methods described by BW for calculating numerically the shape of the PDF of the velocity divergence. The results are given in Fig. 1 . For this study the number of selected particles in each simulation is about 70,000, which for a cell radius of about 6% of the box size leads to a mean number of 67 particles per cell. At this level only the Delaunay method has been used. The results are in good agreement with the theoretical predictions for the values of T3 and T4 (see table 1), as well as with the theoretical shape of the PDF (Fig. 1) .
It is in particular worth noting that the specific features expected from equation (25) are indeed confirmed by the numerical results. In particular the positions of the cut-off are well reproduced. In the insets we also show that the position and shape of the peak is well reproduced and provide a strong discriminatory tool between different values of Ω.
Finally, we should note that the theoretical predictions with which we compare have been calculated from expression (24) and using the approximations (19) and (20) . To this the further complication is added of using a value of n = −0.7 instead of n = −1, in order to predict correctly the value of T3. Such a slight modification is crucial to find the correct shape of the PDF around its maximum (in insets), since it is almost entirely determined by the values of the low order moments (see the properties of the Edgeworth expansion in Juszkiewicz et al. 1995, and Kofman 1995) .
The effects of dilution
In order to check the robustness of the results when only a limited number of tracers for the velocity field is available, we performed numerical experiments where only 10,000 particles are used to trace the velocity field. The selection of the sample points in this diluted sample is completely random, i.e. without invoking the specific biased selection procedure that was used in the case described in the former subsection. The obtained diluted samples were analyzed with both the Delaunay and the Voronoi method. Figure 4 shows the PDFs obtained with both methods for an Ω = 1 simulation and for an Ω = 0.33 simulation. In both the Voronoi and the Delaunay method, the numerical results seem to be in reasonably good agreement with the predicted PDF (24). Particularly encouraging is the fact that the shape of the peak can still be used as a strong discriminatory tool between different values of Ω, as can be seen in the insets.
Looking in somewhat more detail at figure 4, we can see that the results yielded by the two methods are affected differently. The PDFs obtained with the Voronoi method are generally less sharp in the large θ value tail, this effect being stronger in the low Ω case. This behaviour may possibly be a consequence of the fact that the divergence is localized on discrete objects, the walls of the tessellation, so that Poisson like errors in the measurements are expected to become particularly prominent in the heavily diluted areas of the void regions. In addition, we found that the resulting values of the Tp coefficients tend to get slightly underestimated (see table) . Unfortunately, unlike for the density field we do not see a possibility to correct for such effects. The Delaunay method, on the other hand, seems to be more robust against such effects. However, it tends to underestimate the value of the variance and the higher order moments, which is probably a consequence of the fact that the effective filtering radius tends to be larger.
Discussion and Conclusions
On the basis of a numerical analysis of N-body simulations of structure formation in a Universe with a Gaussian initial density and velocity fluctuation field, we confirm the validity of the strong strong Ω dependence of the Probability Density Function (PDF) of the velocity divergence that had been predicted on the basis of analytical Perturbation Theory calculations. Consequently, we may consider the simple analytical formulae (24) and (25), produced by these Perturbation Theory calculations, to be verified for a wide range of cosmological models and to be very accurate. The fact that this set of equations contains an explicit Ω dependence makes it potentially very valuable for a practical determination of Ω. The usefulness of the velocity divergence PDF as an instrument for determining Ω is even more enhanced by the fact that it is completely independent of any bias between the distribution of galaxies and the underlying density field. Moreover, as its dependence on the cosmological constant Λ is expected to be very weak (Bernardeau 1994a, b) , the statistical analysis discussed in this work will yield relatively direct and straightforward answers on the value of Ω.
Looking in detail at the functional behaviour of the velocity divergence distribution function ( fig. 3 and 4) , we wish to point out that both location and shape of the peak of this distribution is a robust indicator of the value of Ω. On the other hand, whereas theoretically ( fig. 1 ) the location of the large divergence value cutoff is also a good indicator, it appears to be much more sensitive to poor sampling (see fig. 4 ).
In addition, we may employ the fact that equation (24) constitutes a two-parameter family of curves -parameterized by σ and Ω -which may be used to test whether the structure in the Universe has emerged from Gaussian initial density and velocity fluctuations that evolved as a consequence of gravitational instabilities. If no values of σ and Ω can be found to produce an acceptable fit to the observed velocity field, the conclusion has to be that it is unlikely that the field has developed solely within such a framework. In this context it is interesting to point out that a negative skewness has been observed in the currently available datasets , an indication in favour of standard scenarios.
While the numerical machinery that we developed yields good results in the case of N-body simulations, the direct application to real data sets is at present not (yet) feasible. Several complications arise in a straightforward implementation. The first major difficulty that has to be overcome is the fact that the velocity of a galaxy can only be measured along the line-of-sight. The second major source of problems involves that of noisy data sets and systematic sampling errors. However, it is encouraging that we obtained reasonable results in the case of a substantial reduction of the number of tracers. These results have convinced us that it must be possible to develop specific numerical schemes that can deal successfully with the mentioned problems.
Summarizing, we may conclude that the combined machinery of the analytical perturbation theory results and the developed numerical methods, applied on the intrinsic statistical properties of the velocity field, will provide us with a reliable new estimator of the cosmological density parameter Ω, completely independent of galaxy-density field biases. 
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