The relationship between fuzzy algebras and semirings is explored with fuzzy algebra operators replacing the arithmetic operators of semirings. A new class of fuzzy structures which are similar to semirings is defined. Results of partial ordering on fuzzy algebras are shown. The zero-sum free property of semirings on fuzzy structures is shown. The semiring property of homomorphism is mapped to fuzzy structures and results like order-and operator-preservation are described.
Introduction
Fuzzy set theory was proposed as a generalization of an abstract set theory by L. A. Zadeh [14] . A fuzzy set can be called as a class of objects which have a continuum of grades of membership. The membership is thus characterized by a characteristic/membership function. Each object is assigned a grade of membership by the membership function. The range of the membership thus varies between zero and one. A fuzzy set is also a partially ordered bounded lattice [13] . Operators like ∧, ∨, ¬ are used in fuzzy algebra to generalize boolean algebra. Due to its unique ability of generalization, fuzzy sets are extensively applied for solving a wide variety of problems. Many definitions, theorems, proofs, etc., of fuzzy sets are also applicable for non fuzzy sets. This paper mainly discusses the relationship between fuzzy algebras and semirings [5] . We introduce the concept of a fuzzy structure (F, ∨, ∧) based on a similar notion in case of a semiring, and define a zero-free property, positive cone, and monotony laws of addition and multiplication. We define a partial ordering on the fuzzy structure by introducing a operator that satisfies the basic properties of partial ordering. By introducing a new element k to an existing fuzzy structure F , where (F ∪ {k}) we obtain a poset which is also a bounded lattice. We also show the onto-order preservation between two fuzzy structures.
Similar work for other algebraic domains may be noted. The mapping of Gödel algebra [1] as an idempotent BL-algebra was shown by Bova [4] . Theorems of homomorphism for semirings were discussed by Bourne [3] . The extension of the Hilbert basis theorem to semirings was proposed by Allen [2] . Natural partial orderings on semirings were discussed by Zeleznikow [15] . Pin [9] shows that the ability to decide whether a collection of objects is finite or infinite can be done in an algebraic setting provided by a tropical semiring. Raj et al. [10] have described the semiring properties of Heyting algebras, and proposed an extension to functions on Heyting structures. Rudrachar et al. [11] have described semiring properties on Boolean propositional algebras. Di Nola, et al. [8] show a fuzzy rule-based system using the formalism of fuzzy set theory. Grabisch [6] shows the equivalence class of fuzzy integrals and general results on fuzzy integrals among fuzzy operators. Sugeno [12] describes fuzzy integrals and fuzzy measures as special poset homeomorphisms.
The paper is organized as follows. In Section 2, we show the transformation of fuzzy algebras into a semiring-like class that we call fuzzy structures. In Section 3, we show the semiring properties like extension of a fuzzy structure to another structure by adding a new element, homomorphism (extension of one function of a fuzzy structure to another function of another fuzzy structure is described), zero-free fuzzy structure, positive cone and monotony laws. Section 4 concludes.
Fuzzy Algebra as a Semiring
In this section we define a fuzzy algebra (FA) and also discuss the basic properties which should be satisfied by FAs to consider them as semirings. Definition 2.1. A fuzzy algebra is a bounded lattice with a partial order , bounded by smallest (⊥) and largest (⊤) elements such that for all elements a, b ∈ F , there exist operations ∨, ∧ and, ¬ such that:
So, a fuzzy algebra is a six-tuple consisting of set F , two binary operators ∧ (called AND or MIN) and ∨ (called OR or MAX), a unary operator ¬ (called NOT), atleast one smallest element ⊥ and a largest element ⊤. It is denoted by (F, ∧, ∨, ¬, ⊥, ⊤).
Remark 2.2.
In several of the results to follow, we do not need all the features of the fuzzy algebra. Therefore, in some cases below, we refer to a fuzzy structure (F, ∨, ∧), with the other elements remaining implicit. Definition 2.3. A semiring [7] is an algebraic structure (F, +, ×) that satisfies the following four properties:
• P1: (F, +) is a commutative monoid with some identity element 0 ∈ F ;
• P2: (F, ×) is a monoid with identity element 1;
• P3: × distributes over +;
• P4: a + 1 = 1 + a = 1 for all a ∈ F , i.e., 1 annihilates under +.
Remark 2.4. Considering that our focus is on fuzzy algebras, we use the maximizing operator (∨) in place of the additive operator + of a semiring, and the minimizing operator (∧) in place of the multiplicative operator × of a semiring, in the rest of this paper. We use the symbol ⊥, also called the smallest element, in place of 0, and ⊤, also called the largest, in place of 1. (ii) a ∨ b c; and (iii) conditions P1, P2, P3, P4 described in Definition 2.3;
then the structure (F, ∧, ∨) can be considered a semiring with atleast one smallest element (⊥) and one largest element (⊤) in F .
Proof. The conditions that need to be proved for
If ⊥ is the smallest element, then it satisfies a∧⊥ = ⊥∧a = ⊥. Therefore ⊥ annihilates under ∨.
This completes the proof of P4 given in Definition 2.3. Since the structure (F, ∧, ∨, ¬, ⊥, ⊤) satisfies the conditions P1, P2, P3, P4, it is a semiring. Remark 2.6. The fuzzy structure (F, ∧, ∨) satisfies all the four conditions P1 through P4, therefore it is a semiring. From now on, a fuzzy structure will thus be regarded as a semiring with two operators along with a lower and upper bound.
This nomenclature clarifies some new results for fuzzy algebras, presented in the next section.
Results
This section mainly deals with a semiring-based formalism, i.e, semiring properties in the context of fuzzy algebras.
In the extended fuzzy structure (F, ∧, ∨, ) in which all the elements of F are partially ordered by , ⊤ takes the place of the largest element in F . Theorem 3.1. Let (F, ∧, ∨) be a fuzzy structure (where all elements in F are ordered by and ⊤ is the largest element in F ). For all a and b ∈ F , if a ∧ b = ⊤ implies a = b = ⊤, then all elements in F are alike and equal to ⊤.
Similarly ∃c ∈ F , where we can say that F ⊇ {a, b, c} where a b c. Hence, without loss of generality, a = b = ⊤, also true for c.
Therefore, we conclude that given a ∧ b = ⊤, we have a = b = ⊤, for all a, b ∈ F . So all the elements that belong to F are ⊤.
Theorem 3.2.
If there exists a fuzzy structure {F, ∧, ∨} and an element k such that k / ∈ F , then the algebraic structure {F ′ , ∧, ∨}, where F ′ = F ∪ {k} is a fuzzy structure, if k satisfies the following conditions for all x ∈ F ∪ {k}:
Proof. Here we will prove that (F ′ , ) is a poset and a bounded lattice as well. As we already know that (F, ∧, ∨) is a fuzzy algebraic structure in which F is a fuzzy set of ordered pairs. we only have to prove that F ∪ {k} satisfies them as well ∀a, b, c ∈ F and k / ∈ F , (F ′ , ∨) is a commutative monoid with k as the new identity element in (F ′ , ∨) because x∨k = k ∨x = k, and k annihilates.
This lattice is bounded as the largest and smallest elements remain same.
To prove that F ∪ {k} is another fuzzy structure, we have to prove that ∀a ∈ F , ∃χ ∈ F ′ such that
From the above two equations (3.1) and (3.2), this can be easily proved, as a ∧ k = k ∧ a = k which means that k = χ.
Assume {F 1 , F 2 , F 3 , . . . , F n }, where F i satisfies Theorem 3.1, for all i ∈ {1, 2, . . . , n}. We can extend F i by adding an element k ∈ F j \ F i where j ∈ {1, 2, . . . , n} which results in a new fuzzy structure as described in Theorem 3.2. In the same way, (n, ∧, ∨) is a fuzzy structure where n = {h 1 , h 2 , . . . , h n } and h i ∈ {H 1 ∪ H 2 , . . . , H i − 1 ∪ H n }. But the reverse is not correct, i.e., if we remove one element from a fuzzy structure, what results may not be a fuzzy structure. Theorem 3.3. Let (P, ∧, ∨) and (P ′ , ∧, ∨) be two fuzzy algebras and let there exist a homomorphic function ϕ : P → P ′ . The function ϕ is onto order preserving if it is an isomorphism.
Proof. If ϕ is an onto order, then we need to show ϕ −1 is well-defined, since ϕ is onto. For every y there is atleast one x ∈ P , where ϕ(x) = y. Since ϕ is an order preserving mapping. Hence by the definition of ϕ −1 , we can show that ϕ(ϕ −1 (x)) = x and ϕ(ϕ −1 (y)) = y for each x ∈ P and y ∈ P 1 . Now ϕ −1 is order preserving, since if ϕ −1 (y) / ∈ ϕ −1 (y ′ ), applying ϕ on both sides, we have ϕ(ϕ −1 (y)) / ∈ ϕ(ϕ −1 (y ′ )), which implies y / ∈ y ′ , and y y ′ is possible only if → ϕ −1 y ϕ −1 (y ′ ).
Similarly, ϕ −1 preserves operators. For any n-place operator ⊙, ϕ −1 (⊙(y 1 , y 2 , . . . , y n )), holds the same for ⊙(ϕ −1 (y 1 ), ϕ −1 (y 2 ), . . . , ϕ −1 (y n )).
Contraposing, if ϕ −1 (⊙(y 1 , y 2 , . . . , y n )) = ⊙(ϕ −1 (y 1 ), ϕ −1 (y 2 ), . . . , ϕ −1 (y n )), then by applying ϕ on both sides, we get
which results in ⊙(y 1 , y 2 , . . . , y n ) = ⊙(y 1 , y 2 , . . . , y n ), which is a contradiction.
So ϕ −1 should preserve operators and ϕ is an isomorphism. If ϕ is isomorphic, then it should preserve onto order. Here, if y ∈ P , then ϕ(ϕ −1 (y)) = y which is onto, and if ϕ −1 (x) ϕ −1 (y) then by applying ϕ on both sides, we get ϕ(ϕ −1 (x)) ϕ(ϕ −1 (y)), Is equal to x y, which is order-preserving.
Definition 3.4.
Let there exist a function ϕ : F → F ′ such that ϕ(a) = b, where a ∈ F , b ∈ F ′ . The functionφ is an extension of ϕ ifφ :
Theorem 3.5. Let (F, ∧, ∨) and (F ′ , ∧, ∨) be two fuzzy structures, where F ⊆ F ′ . Let there exist a increasing homomorphic function ϕ on F such that ϕ(¬a) = ¬ϕ(a). If there exists a functionφ : F ′ → F ′′ , then the functionφ is an extension of ϕ, and (F ′′ , ∧, ∨) is a fuzzy structure.
Proof. According to Definition 3.4, the relation between ϕ andφ can be defined as follows.φ
Similarly, for all a, b ∈ H ′ , the following are true.
and,φ
From the above two equations, we conclude that the functionφ is homomorphic. We need to prove thatφ(⊤) = ⊤ andφ(⊥) = ⊥, to makeφa surjective mappingφ(⊤) =φ(a + ⊤) =⇒φ(a) +φ(⊤).
Sinceφ is an increasing homomorphic function, a ⊤ =⇒ ϕ(a) ∧ ϕ(b).
Hence,φ = ⊥. Thereforeφ is a surjective mapping function.
If there exists a fuzzy structure (F ′ , ∧, ∨), where ∧ and ∨ are as defined in Section 2.1, where ⊥ ′ ,⊤ ′ are the smallest and largest elements in F ′ and ϕ : F ′ −→ F ′′ is a surjective mapping, then (F ′′ , ∧, ∨) is another fuzzy structure with some ⊤ ′′ and ⊥ ′′ also being the largest and smallest elements in F ′′ .
Definition 3.6. Let +, * be two more binary operators defined on a fuzzy structure (F, +, * ), where + operator is for addition and the * operator is for multiplication over the fuzzy set F .
We define the following in the fuzzy structure (F, +, * )
1. The fuzzy structure is zero free if ⊥ / ∈ F .
2. If ∃p ∈ F such that a a + p, ∀a ∈ F , then such an element p is called positive, and the set P of all such positive elements p called the positive cone.
3. The fuzzy structure satisfies the monotony law of addition, if a < b =⇒ a + c < b + c, for all a, b, c ∈ F . There is also a strong monotony law with respect to the ≺ order, if a ≺ b =⇒ a + s ≺ b + s, where a, b ∈ F and s ∈ P .
4. It also satisfies the monotony law of multiplication a < b =⇒ ac ≤ bc and ca ≤ cb for all a, b ∈ F and all c ∈ P where P denotes positive cone.
Lemma 3.7. In every fuzzy structure (F, +, * ), we can find two elements a and b ∈ F such that a b, which implies that a + p = b where p belongs to the positive cone P .
Proof. According to the above definition, ∃p ∈ P such that a a + p, ∀a ∈ F ; thus according to the definition, we can find some b ∈ F such that a + p = b.
The following now holds for (F, ∧, ∨) as well as for (F, +, * ). The former is indicated. Lemma 3.8. Given partially ordered fuzzy structure (F, ∧, ∨, ) ∀p, q ∈ P . where elements are ordered by operator as p q r. Then, 1. p p ∨ q, and 2. p ∧Proof. Consider ⊥ q. Taking p on both sides along with maximizing operator, we get p + ⊥ p + q. Also, the operation is commutative and the operation p ∨ ⊥ yields p, since ⊥ is the smallest element and annihilates over ∨. Therefore it becomes p p ∨ q.
Now consider p ⊤, Taking q on both sides along with a minimizing operator, we get p ∧ q ⊤ ∧ q. Also, the operation is commutative and the operation ⊤ ∧ q yields q, Since ⊤ is the largest element, it annihilates over ∧. Therefore, we obtain p ∧. Theorem 3.9. Consider an extended fuzzy structure (F, ∧, ∨, +) with ⊥ as the zero element and its positive cone P . Then the following apply: Theorem 3.11. Let (F, +, * , ) be partially ordered by sub fuzzy structure X of (F, +, * ); i.e., is defined by X according to a b ⇐⇒ a = b or a + x = b for some x ∈ X.
(3.6)
Then the following statements hold:
(a) The positive cone P of (F, +, * ) always satisfies X ⊆ P . Moreover, (F, +, * , ) is also partially ordered by P , which means that ≤ x and ≤ p coincide.
(b) If (F, +, * ) contains a cancellative element, but not zero, then X = P holds.
(c) If (F, +, * ) contains a zero o, then X ∪ {o} = P holds.
Proof. We proceed as follows.
(a) From equation (3.6) it follows that each x ∈ X is positive in (F, +, * , ) = (F, +, * , ≤ x ), i.e., X ⊆ P . Since a + p = b ≥ a holds for all a ∈ F and all p ∈ P , we can replace X by P in the above equation (3.6) without changing the relation ≤.
(b) If (F, +, * ) has a cancellable element, say a, then P \ X is either empty or contains a single element, which has to be the zero of (F, +, * ). Indeed, from a ≤ a + p for each p ∈ P \ X we get a = a + p or a + x = a + p for some x ∈ X by equation (3.6). Since a is cancellable. The latter would yield the contradiction x = p ∈ P \ X. Hence p ∈ P \ X implies a = a + p. But now a + s = a + p + s yields f = p + f for all f ∈ F , such that p ∈ P \ X has to be the zero of (F, +, * ).
(c) We have o = a as a cancellable element of (F, +, * ) and obtain P \ X ⊆ {o}, i.e, X ∪ {o} = P .
Theorem 3.12. Let (F, +, * ) be a fuzzy structure, X a sub fuzzy structure of (F, +, * ) and the relation on F defined by X according to equation 3.6. Then (F, +, * , ) is a weakly partial-ordered fuzzy structure if X satisfies the condition
for all a ∈ F and x, y ∈ X.
If this is the case, one obtains X ⊆ P and X ⊆ M , where the first inclusion can be sharpened as follows. If (F, +, * ) contains an additively cancellable element but no zero, then X ∈ P , holds, and X ∪ {o} = P follows if (F, +, * ) has a zero o.
Proof. For (F, +, * ) to be a fuzzy structure it should satisfy: (c) Antisymmetric : If a + x = b and b + y = a then this yields a = b, for all a, b ∈ F and x, y ∈ X, a Which is equivalent to a + x + y = b + y = a =⇒ a + x = a.
Now we can assume that X is a sub fuzzy group of (F, +). However, one needs X * X ⊆ X to show X ⊆ M for the monotony domain M of a weakly partially ordered fuzzy structure (F, +, * , ), in other words both monotony law of Addition as well as monotony law of multiplication holds for all c ∈ X. For this we assume a < b. which implies a + x = b for some x ∈ X. The latter yields ac + xc = bc =⇒ ca + cx = cb for all c ∈ X and cx and xc are contained in X * X ⊆ X, we obtain ac ≤ bc and ca ≤ cb.
Conclusions
In this paper, we have discussed the relationship between fuzzy algebras and semirings and their properties. The transformation of a fuzzy algebra into a semiring is shown. We defined a fuzzy structure. We discussed the zero-sum free property of semirings in the context of fuzzy structures. We saw that a fuzzy structure can extend to a new fuzzy structure by adding a new element to it, but the reverse is not true. We have also shown that how one function over a fuzzy structure can extend to another function on other fuzzy structure. We also defined an analogous concept of zero-free, positive cone and lmonotony law in semiring, for fuzzy structures.
