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Abstract A recent strand in the literature has investigated the relationship between
idiosyncratic risk and future stock returns. Although several authors have found sig-
nificant predictive power of idiosyncratic volatility, the magnitude and direction of
the dependence is still being debated. Using a sample of all S&P 100 constituents,
we identify positive risk premia for option-implied idiosyncratic risk. Depending on
the model used to identify unsystematic risk, we observe a statistically and economi-
cally significant average annual premium of 1.72 percent. To investigate whether this
impact is driven by the definition of idiosyncratic risk, we extend the pricing kernel by
implied skewness. Using a double-sorting procedure, we show that the compensation
of unsystematic risk is mainly driven by firms with high positive implied skewness.
Keywords Idiosyncratic risk · Implied volatility · Implied skewness · Principal
portfolios · Random matrix theory
JEL Classification G12
1 Introduction
Research on the impact and direction of risk on the cross-section of future asset re-
turns has a long history in the financial literature. Traditional asset pricing theory
predicts that only systematic risk (as defined by the specific form of the pricing ker-
nel) should have an impact on returns, as unsystematic or idiosyncratic risk can be
diversified by the investor. Empirical tests of this hypothesis frequently fail to confirm
this perception of the relation between risk and return. Early studies, such as Lintner
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(1965) and Lehmann (1990), find a positive relationship between the residuals of the
parsimonious Market Model and realized asset returns.1 However, the famous stud-
ies of Ang et al. (2006, 2009) find a significant and very robust negative impact of
unsystematic risk on asset returns. Thus, the nature and direction of the relationship
between idiosyncratic risk and returns is still under debate. In the past, research has
taken several different routes to address this issue.
Merton (1987) considers a simple model economy with incomplete information to
predict a positive impact of idiosyncratic risk on asset returns. A similar approach is
suggested by Barberis et al. (2001), who model the loss aversion of a representative
investor depending on the past total investment performance. Their model predicts
a positive pricing of idiosyncratic risk. Both approaches rely on investors holding
under-diversified portfolios, which has been confirmed empirically by, for example,
Goetzmann and Kumar (2008). In a sample of more than 40,000 equity investment
accounts, the median investor has no more than three different stocks in her portfolio.
A different route taken in the literature to address the problem of mis-specification
of the classic factor models is to investigate the implications of higher-order return
distribution moments, such as skewness and kurtosis, for capital asset pricing.2 How-
ever, the number of return-generating factors, as well as the magnitude and direction
of their impact, is rarely known ex ante. Second, estimation of the expected corre-
lation between asset returns and the identified factors remains a highly challenging
task, especially in the presence of correlation risk premia as found in Driessen et al.
(2009).
This study uses Random Matrix Theory (RMT) to identify systematic and un-
systematic implied equity return risk. Our method is able to handle the problem of
correlated risk components. Furthermore, this method can cope with time-varying
numbers of risk sources and guarantees positive semi-definiteness of the resulting
covariance matrices for systematic and idiosyncratic risk components. We apply our
method to the constituents of the S&P 100 and find significantly positive idiosyncratic
risk premia for the January 1996 to October 2010 period. With an average annual pre-
mium of 1.72 percent, it is statistically and economically significant. Extending our
pricing kernel by implied skewness, we find that the premia on idiosyncratic risk can
to a large extent be explained by higher moments of the implied return distribution.
Our article is organized as follows. Section 2 introduces our volatility and correla-
tion estimators. Section 3 outlines details of our dataset. Empirical results are given
in Sect. 4. Their robustness is investigated in Sect. 5. Section 6 concludes.
2 Methodology
2.1 The estimation of the return covariance matrix
The identification of unsystematic risk premia is highly dependent on the definition of
systematic return factors, that is, the definition of the pricing kernel. To measure risk,
1For more recent studies see, among others, Fu (2009), and Diavatopoulos et al. (2008).
2See, e.g., Vanden (2006) and the references therein.
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we need the best possible predictor for the future return covariance matrix. Here, we
have different choices for the estimation of the return volatility vector, as well as dif-
ferent estimators for the correlation matrix. Roughly speaking, volatility estimators
can be grouped into estimators based on historical time-series observations or implied
volatility estimators. Reliance on risk-neutral estimates requires careful consideration
of several points. At least two opposing effects come into play. On the one hand, im-
plied estimators are based on empirically observable market prices. Therefore, they
may be considered purely forward-looking variables with a high ability to reflect
changing market conditions in a timely way. Thus, implied return moments are less
prone to the statistical inertia of sample return time series. On the other hand, estima-
tors under the risk-neutral measure reflect investor sentiment at the time of portfolio
construction. As such, they can substantially differ from the realized values in the
future. It is well-known that implied volatility typically overestimates future realiza-
tions. This phenomenon entered the financial literature as volatility risk.3 In addition,
liquidity effects contained in option prices may distort implied moment estimators.
To investigate the relative importance of the two opposing effects, we implement esti-
mators on the historical, as well as the implied probability measures. Summarizing, it
is not clear ex ante whether estimators relying on implied volatility outperform those
relying on the sample time series.4
The remainder of this section outlines our correlation matrix estimators. Our study
uses three different methods. First, we calculate the correlation matrix based on sam-
ple time series of 250 calendar days (ρP). Note that the length of the estimation
window must exceed the number of sample firms. Otherwise, our matrix estimator
would be singular. However, we are aware that our estimator is prone to data inertia.
A promising alternative to the use of the sample time-series estimator is the HETIC
model of Buss and Vilkov (2011) (ρHET ). They try to infer information from the
option market by estimating a single-factor model for the correlation matrix. The
idea is simple: the return variance of a portfolio or index M consisting of N assets
with weights wi , i ∈ {1, . . . ,N} can be written as
σ 2M =
N∑
i=1
w2i σ
2
i +
N∑
i=1
N∑
j =i
wiwjσiσjρij . (1)
This equation holds true under the physical, as well as the risk-neutral measure.
The identification of the implied correlation matrix requires the estimation of
N(N − 1)/2 parameters. Uniqueness of a risk-neutral covariance matrix estimator
3See, e.g., Bakshi and Madan (2006), Bollerslev et al. (2009), and the references therein on volatility
and variance spreads. This collection is by no means exhaustive. Furthermore, see Driessen et al. (2009),
Krishnan et al. (2009), and Buss and Vilkov (2011) for empirically observable correlation risk premia.
4A great deal of literature compares the predictive power of implied and historical measures for volatility.
Early research in this field found that estimators based on implied volatility typically outperform estimates
based on historical volatility. See, e.g., Latané and Rendleman (1976), Schmalensee and Trippi (1978),
and Beckers (1980). Contrary to these findings, Canina and Figlewski (1993), Day and Lewis (1992),
and Lamoureux and Lastrapes (1993) deny predictive power of implied volatility. More recent work, for
example, includes Blair et al. (2001), Lehar et al. (2001), Jiang and Tian (2005), and DeMiguel et al.
(2011). Buss and Vilkov (2011), among others, find a high predictive power of intraday return data to
estimate volatility. Others find a reasonable empirical fit for component models, such as Zhu (2009).
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would require observing option values for each possible asset pair. As noted by Buss
and Vilkov (2011), implied correlation estimation has been a challenging task in the
literature. The high dimensionality of the estimation problem requires further restric-
tions to make the implied correlation matrix identifiable. Driessen et al. (2009) use
equal correlations for each off-diagonal element to study the correlation risk pre-
mium. This method is inappropriate for our task as it does not identify the diversifi-
cation potential of single assets. A more appropriate method has been suggested by
Buss and Vilkov (2011). They use an affine single-factor setting for modeling corre-
lation risk premia. This allows preserving the heterogeneity of the correlation matrix.
The time-t correlation risk premium CRPij,t between two asset returns is defined as
the difference between the objective (ρP) and the risk-neutral correlation (ρQ), i.e.
CRPij,t = ρPij,t − ρQij,t . (2)
The objective correlation can be determined by the sample time series or by any para-
metric or non-parametric model. Please note that the use of historical data may be a
possible source of inertia for the resulting estimators. However, as we rely on ob-
servable market prices to determine the correlation risk premium, we expect a timely
readjustment of implied correlation values to changing market conditions.
Assume that correlation risk premia are driven by a single factor ρt through
CRPij,t = ρt ×
(σ
Q
M,t )
2
σ
Q
i,t × σQj,t
. (3)
The specification implies that correlations rise with increasing market volatility, ce-
teris paribus. This behavior can be confirmed empirically: It is well-known that mar-
ket volatilities rise along with asset correlations during equity market downturns.
Thus, when we observe expensive index options, that is, investors seek downside
protection, our estimators for the credit risk premia rise and we arrive at lower esti-
mations for our diversification potential.
To restrict the absolute correlation values to be below or equal to 1, we have to
standardize our estimations by
ρ
Q
i,t =
ρ
Q
ij,t√
ρ
Q
ii,t
√
ρ
Q
jj,t
. (4)
Taken together, the estimator reads
(
σ
Q
M,t
)2 =
N∑
i=1
N∑
j=1
wiwjσ
Q
i,t σ
Q
j,t
ρPij,t − ρt ×
(σ
Q
M,t )
2
σ
Q
i,t×σQj,t√
ρPii,t − ρt ×
(σ
Q
M,t )
2
(σ
Q
i,t )
2
√
ρPjj,t − ρt ×
(σ
Q
M,t )
2
(σ
Q
j,t )
2
. (5)
The value of ρt ≤ 0 is found numerically.
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This specification has many desirable properties.5 First, it incorporates a negative
correlation risk premium, found in Driessen et al. (2009). Furthermore, it is larger
in absolute terms for low or negatively correlated asset pairs.6 Second, the model
guarantees that the restriction of Eq. (1) is satisfied under both measures. Third, under
mild regularity restrictions, the resulting correlation matrix is symmetric and positive
semi-definite.7
As a third method of estimating the return correlation matrix, we consider the
Shrinkage estimator introduced in Ledoit and Wolf (2003, 2004). It is well-known
that the correlation matrix is singular if the estimation window length (T ) is smaller
than the number of assets (N ). Thus, we face the problem of overfitting the correla-
tion matrix with short estimation windows. Extending its length, however, results in
higher inertia of the estimator, which means that it is probably not able to adapt to
changing market situations quickly enough. Therefore, the idea of the Shrinkage esti-
mator is to impose a factor structure on the correlation estimator by taking a weighted
average of the sample correlation matrix with the correlation structure implied by the
single-index Market Model. For ease of notation, let ρP denote the sample estimator
with an estimation window length of 250 calendar days and ρMM the corresponding
correlation matrix implied by the Market Model. The Shrinkage estimator is defined
by
ρSh = (1 − φ)ρP + φρMM, (6)
where φ denotes the shrinkage intensity parameter. Its optimal value is determined
by minimizing the Frobenius norm between the ρSh and the true correlation matrix.8
2.2 Measuring systematic and unsystematic risk
To investigate idiosyncratic risk premia, we need to disentangle systematic and un-
systematic components of the covariance matrix. Studies on the informational content
of unsystematic risk usually split total risk (TRi (t)) into a systematic (SRi (t)) and an
unsystematic part (URi (t)), i.e.
TRi (t) = SRi (t) + URi (t), (7)
where TRi (t) is some measure of historical or implied volatility. The systematic com-
ponent is defined as the predictable volatility part. Unsystematic risk is then calcu-
lated by the remaining residual. There are several caveats worth mentioning. First,
many asset pricing models used to measure systematic risk do not ensure positivity of
the idiosyncratic risk component. These results may be difficult to interpret econom-
ically. Second, SRi (t) is frequently estimated by affine asset pricing models, e.g. by
5See Buss and Vilkov (2011).
6Empirically, this was found by Krishnan et al. (2009).
7Buss and Vilkov (2011) show that the correlation MIDAS matrix estimator is positive semi-definite if and
only if the correlation matrix under the physical measure is positive semi-definite and ρt ≤ 0.
8For details, see Ledoit and Wolf (2003, 2004).
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predictive regressions. Their additive form implies zero correlation between the sys-
tematic risk components, an assumption that is typically violated empirically. Third,
the results are highly dependent on the identification of the return-driving factors and
their correlation, i.e. on the “correct” asset pricing model. However, the number of
return-driving factors and their correlation are rarely known ex ante and their impact
might change over time.
A promising remedy to these problems is introduced by Laloux et al. (1999). To
illustrate the method, let (t) = S(t)ρ(t)S(t) denote the covariance matrix estima-
tor, where S(t) denotes a diagonal matrix, whose elements contain implied volatility
values of the single assets, that is, σi(t). The diagonal elements of (t) serve as
our measure for total risk.9 Our goal is to separate uncorrelated return-driving risk
factors, that is, the systematic or predictable part of (t), from random noise, that
is, the idiosyncratic part of the correlation matrix. A natural choice is provided by a
principal component decomposition of (t):
E′(t)(t)E(t) ≡ (t), (8)
where (t) ≡ diag(λ1(t), . . . , λN(t)(t)) is a diagonal matrix containing the eigenval-
ues of (t), sorted in decreasing order, and N(t) denotes the number of sample firms
in t . The columns of E(t) ≡ (e1(t), . . . , eN(t)(t))′ are the corresponding eigenvectors.
Meucci (2009) points out that they identify a set of N(t) uncorrelated portfolios, the
principal portfolios, whose returns are decreasingly responsible for the randomness
in the market, as the eigenvalues can be interpreted as their portfolio return variances.
Borrowing from Random Matrix Theory, Laloux et al. (1999) separate systematic and
unsystematic risk by filtering out insignificant eigenvalues, that is, those eigenvalues
that are suspected to be driven by random noise.10 The identification of information-
carrying eigenvectors (risk sources) is achieved by analyzing the point estimates for
the eigenvalues compared to the eigenvalue spectrum of purely random matrices.11
Let T (t) denote the estimation window length of the correlation matrix estimator ρ(t)
and N(t) be the number of assets, i.e., the dimensionality of the correlation matrix. In
the limit, N(t) → ∞, T (t) → ∞, with fixed Q = T (t)
N(t)
, it can be shown analytically
that the distribution p(λ) of eigenvalues λ of the random correlation matrix ρ(t) is
given by the celebrated Marcˇenko and Pastur (1967) spectral density
p(λ) = Q
2π
√
(λmax − λ)(λ − λmin)
λ
, (9)
for λmin ≤ λ ≤ λmax, where
λmin,max =
(
1 + 1
Q
± 2
√
1
Q
)
.
A graphical representation for Q = 2 is given in Fig. 1.
9The outline of this section is based on Meucci (2009).
10Examples of studies using Gaussian Random Matrix Theory for financial applications are Laloux et al.
(2000), Droz˙dz˙ et al. (2001), Plerou et al. (2002), and Malevergne and Sornette (2004). The robustness of
the eigenvalue analysis is investigated by Rajkovic (2000), as well as by Sharifi et al. (2004).
11See also Rajkovic (2000), as well as Sharifi et al. (2004).
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Fig. 1 The distribution of
eigenvalues according to
random matrix theory. This
figure gives a graphical
illustration of the Marcˇenko and
Pastur (1967) distribution for
Q = 2. The largest possible
eigenvalue consistent with
Random Matrix Theory is
λmax = 2.914. It separates the
“noise band” from the subset of
information-carrying
eigenvalues
Components with eigenvalues larger than λmax = 2.914 cannot be driven by ran-
dom noise and are thus considered to be information-carrying. Consequently, compo-
nents with an eigenvalue lower than λmax, i.e., those falling into the so-called “noise
band”, are typically considered to be diversifiable. This simple concept allows us to
split (t) into a predictable or information-carrying part representing systematic risk
(SR(t)) and a part representing idiosyncratic risk (UR(t)), which is suspected to
be driven by random noise. First, we determine two disjoint eigenvalue subsets by
λ ≤ λmax and λ > λmax, which are collected in the diagonal matrices
UR(t) = diag(λi : λi ≤ λmax},
SR(t) = diag(λi : λi > λmax}.
(10)
The corresponding eigenvectors are collected in independent eigenvector matrices by
EUR(t) = {ei (t)|∀i : λi ≤ λmax
}
,
ESR(t) = {ei (t)|∀i : λi > λmax
}
.
(11)
Systematic and idiosyncratic risk are defined as the diagonal elements of SR(t) =
ESR(t)SR(t)ESR(t)′ and UR(t) = EUR(t)UR(t)EUR(t)′, respectively.
Our method has several desirable properties. First, it is robust to nonzero correla-
tions between the return-driving factors. Second, the number of factors can vary over
time. Third, for det A = 0, SR(t) and UR(t) are positive definite.
Focardi and Fabozzi (2009) note that eigenvalues and their corresponding return-
driving factors have straightforward economic interpretations. Empirically, the port-
folio with the largest eigenvalue assigns about equal weights to all portfolio con-
stituents. Therefore, it may be interpreted as the market factor with a similar impact
on all sample stocks. Several of the next ranked eigenvalues exhibit positive weights
to small stable subsets of the sample space and can be interpreted as specific industry
factors.
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To investigate the robustness of our results, we implement a method outlined in
Meucci (2009) and control for three widely accepted asset pricing models: the classic
Market Model (MM), the Fama and French (1993) three-factor model (FF), and the
Carhart (1997) model (Mom). Let A be a K × N(t) matrix whose rows represent
the null space of the factor-mimicking portfolio weights for our three asset pricing
models. For n = K + 1, . . . ,N(t), we can determine portfolio weights en such that
en(t) ≡ arg max
e(t)′e(t)≡1
{
e(t)′(t)e(t)
}
,
s.t.
{
Ae(t) ≡ 0,
e(t)′(t)ej (t) ≡ 0, ∀ej (t).
(12)
This method is essentially a Principal Component Analysis conditional on the sys-
tematic factor components.12 As before, its resulting eigenvectors and eigenvalues
allow splitting (t) into two independent subspaces of systematic (SR(t)) and id-
iosyncratic risk (UR(t)).
3 Data description and preparation
3.1 Stock and option data
Our study is based on the S&P 100 index, which contains the largest and most es-
tablished U.S. stocks with exchange-listed options. Although studies on portfolio se-
lection are typically based on the S&P 500, our choice of the S&P 100 is motivated
by several considerations. First, restricting the asset universe to 100 companies at
each point in time makes the identification of the correlation matrix more efficient.
It is well-known in the literature that the estimator for the correlation matrix is al-
ways singular if the number of assets exceeds the number of observations per asset.
Second, for each index constituent of the S&P 100, we observe highly liquid option
prices. This should reduce biases deriving from illiquid derivative quotes. Third, and
probably most importantly, we performed our exercise on the constituents of the DJ
Industrial Average, whose constituents consist of the 30 major U.S. companies. This
choice would have highly reduced the volatility of our exogenous variables. As such,
we consider the S&P 100 to be a good compromise between having an index of high
dimensionality with high computational effort and having an index with only low di-
mensionality that includes very similar companies with respect to the implied return
distribution properties.
Our sample stretches from January, 4th, 1996, to October, 30th, 2010. We identify
all S&P 100 constituents from the Compustat North American index constituents
file. To calculate asset returns, we merge our dataset with CRSP data. These time
series account for share splits, dividend payments, and other price factor changes.
Then, we merge this dataset with the OptionMetrics volatility surface files, which
12For details on the estimation, see Meucci (2009).
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contain implied volatility data for options with standardized delta values and time
to maturities. Although most variables are available at daily frequency, we decide
to base our study on monthly observations of options with a time to maturity of 30
days. This choice is driven by three considerations. First, as options expire on the
Saturday following the third Friday of each month, we re-balance our portfolio on
Thursdays. This ensures that we do not encounter problems with non-trading days.
Second, options with a time to maturity of about 30 calendar days turn out to be highly
liquid. Therefore, we expect them to carry a high degree of information. Third, we do
not encounter problems deriving from the interpolation scheme over time to obtain a
standardized value of 30 days left to maturity.
Let σ±50i (t) denote the implied volatility of asset i’s calls and puts with a
delta of 50. We determine at-the-money implied volatility of asset i by σATMi (t) =
0.5 · (σ 50i (t) + σ−50i (t)). The corresponding measure of implied skewness is
determined by standardized 40-delta risk reversals, i.e., skewi (t) = (σ 40i (t) −
σ−40i (t))/σATMi (t).13
3.2 Construction of the Carhart factor-mimicking portfolios
Our study requires monthly factor returns starting on Thursday. As the available data
on Kenneth French’s website offer only series that do not match our time periods,
we need to calculate our own time series. We use Thursday’s closing values as the
relevant share prices. All firms contained in the S&P 100 constitute the relevant sam-
ple for the construction of the factor premia. To determine the market-to-book ratio
(MTB), we merge our dataset with the Compustat database. MTB is defined as [mar-
ket value of equity (ME) + total debt (D)]/total assets (A). Total debt is the sum of
total liabilities, preferred stock, and convertible debt minus deferred taxes. The mar-
ket value of equity is calculated as the number of outstanding shares multiplied by
the closing stock price.
There is a broad consensus on how to determine the market factor. Following
Fama and French (1993), and Carhart (1997), it is calculated as the excess return
of a market-weighted portfolio over the risk-free rate (defined as the monthly Trea-
sury Bill yield). The premia of the remaining three factors are determined by zero-
investment portfolios as follows. Each stock in the database is ranked by its monthly
median market capitalization (defined as closing price multiplied by the number of
outstanding shares) and sorted into one of the two groups “Big” (B) and “Small” (S).
At the same time, we assign each stock to two groups by its market-to-book ra-
tio (“High” (H) and “Low” (L)) and by its past one-year return (“Up” (U) and
“Down” (D)). Then, we calculate value-weighted returns for each of the eight sub-
portfolios. Following Fama and French (1993), we determine the desired premia by
the returns of the zero-investment factor-mimicking portfolios SMB (“Small minus
Big”), HML (“High minus Low”), and UMD (“Up minus Down”).
13This definition of implied skewness might seems a bit crude at first sight. However, more sophisticated
measures, such as Bakshi et al. (2003), typically require liquid option quotes for far out-of-the-money
strike prices. These are usually unavailable for equity options.
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4 Empirical results
4.1 Estimation of the return covariance matrix and factor return volatilities
This section highlights our empirical results. In the first step, we investigate the in-
formational content of our correlation and return volatility predictors. Panel A of
Table 1 gives root mean squared errors for our three correlation predictors: The his-
torical return correlation with a 250-day estimation window (ρP), the corresponding
HETIC correlation of Buss and Vilkov (2011) (ρHET ), and the Shrinkage estimator
introduced in Ledoit and Wolf (2003, 2004) (ρSh).
Panel B illustrates the corresponding results for predictive regressions of the form
ρij (t, t + 30) = α + γρij (t) + ε˜ij (t),
where ρij (t, t + 30) denotes the realized equity return correlation of assets i and j
between t and t + 30, measured by daily closing prices. ρij (t) is its time-t predictor
and ε˜ij (t) is the error term. The standard errors are corrected by the Newey and West
(1987) estimator for panel data with a lag length of up to two periods.
Regarding the complete sample period, the predictive power of the three estima-
tors is of comparable magnitude with root mean squared error values ranging from
0.2469 for the HETIC estimator to 0.2507 for historical correlation values. The coeffi-
cients of our predictive regressions are all highly significant. We observe adjusted R2
values of 0.1812 for ρP to 0.1935 for ρHET . Our results are in line with the findings
of DeMiguel et al. (2009), who investigate the diversification potential for different
volatility and correlation estimators. Interestingly, they find that correlation estima-
tions are of only minor importance for diversification benefits. Our results show that
this may be caused by a similar forecasting accuracy.14
Similar conclusions can be drawn from investigating the corresponding values of
the subperiods from January 1996 to March 2008 and from April 2008 to October
2010. As expected, we find a higher forecasting accuracy for the period before the
subprime crisis. We observe very similar root mean squared errors of 0.2445 for ρHET
to 0.2485 for ρP. The corresponding R2 values range from 0.1366 for the historical
estimator to 0.1547 for the HETIC predictor of Buss and Vilkov (2011). For the sub-
period of the subprime crisis of April 2008 to October 2010, we observe that the root
mean squared error of ρHET has a relatively low value of 0.2512, compared to 0.2604
and 0.2617 for ρP and ρSh, respectively. This finding shows that the HETIC estima-
tor is able to incorporate valuable information from the option market for correlation
prediction purposes.
Panels C and D of Table 1 give results on the root mean squared errors and pre-
dictive regressions for equity return volatilities. We include four different predictors:
historical return volatilities with estimation windows of 30 (σP30), 250 (σP250), and 750
(σP750) calendar days, measured by the returns of daily closing prices. In addition, we
consider option-implied volatilities with a corresponding time to expiry of 30 days
(σATM). In general, root mean squared errors rise with the length of the estimation
14See also Pojarliev and Polasek (2003).
The pricing of idiosyncratic risk: evidence from the implied 257
Table 1 Prediction of realized volatility and correlation
Complete sample 01/1996–03/2008 04/2008–10/2010
Panel A: Root mean squared errors for correlation predictions
ρP 0.2507 0.2485 0.2604
ρHET 0.2469 0.2445 0.2512
ρSh 0.2490 0.2462 0.2617
Panel B: Predictive correlation regressions
ρP α 0.1159∗∗∗ 0.1131∗∗∗ 0.1291∗∗
γ 0.5892∗∗∗ 0.5755∗∗∗ 0.6541∗∗∗
R2 0.1812 0.1366 0.0704
ρHET α 0.0410∗∗∗ 0.0358∗∗∗ 0.0658
γ 0.7651∗∗∗ 0.7538∗∗∗ 0.8188∗∗∗
R2 0.1935 0.1547 0.0923
ρSh α 0.0829∗∗∗ 0.0805∗∗∗ 0.0943
γ 0.7181∗∗∗ 0.7193∗∗∗ 0.7127∗∗∗
R2 0.1911 0.1481 0.0682
Panel C: Root mean squared errors for volatility predictions
σP30 0.1853 0.1631 0.2647
σP250 0.1913 0.1649 0.3089
σP750 0.2206 0.1714 0.3730
σATM 0.1595 0.1356 0.2410
Panel D: Predictive volatility regressions
σP30 α 0.0838∗∗∗ 0.0960∗∗∗ 0.0774∗∗∗
γ 0.7474∗∗∗ 0.6975∗∗∗ 0.8059∗∗∗
R2 0.5351 0.4637 0.6223
σP250 α 0.0597∗∗∗ 0.0675∗∗∗ 0.0232
γ 0.7788∗∗∗ 0.7484∗∗∗ 0.9216∗∗∗
R2 0.3763 0.4022 0.3128
σP750 α 0.0473∗∗∗ 0.0608∗∗∗ −0.0164
γ 0.8072∗∗∗ 0.7361∗∗∗ 1.1421∗∗∗
R2 0.1982 0.2871 0.0604
σATM α 0.0099 0.0207∗∗ −0.0410∗∗
γ 1.1009∗∗∗ 1.0606∗∗∗ 1.2893∗∗∗
R2 0.5917 0.5535 0.6249
This table gives results on the predictive power of different correlation measures. Panel A shows root mean
squared errors of the monthly correlation predictions for the complete sample period, as well as for the sub-
periods 01/1996–03/2008 and 04/2008–10/2010. Our correlation predictors are the historical daily correlation
(ρP) based on the closing prices with a window length of 250 calendar days. In addition, we also consider
the corresponding HETIC correlation estimator (ρHET ), of Buss and Vilkov (2011) using a historical time
series with a window length of 250 days, as well as the shrinkage estimator (ρSh) of Ledoit and Wolf (2003,
2004). We shrink the sample estimate with a window length of 250 days toward the corresponding correlation
matrix implied by the Market Model. The optimal shrinkage density is found by minimizing the Frobenius
norm between the shrinkage estimator and the true correlation matrix. Our sample extends from January 4th,
1996, to October 30th, 2010. Our option dataset is obtained from OptionMetrics. The corresponding values
for share prices are from the Compustat database.
The results for our predictive regressions are given in Panel B. They are of the form
ρij (t, t + 30) = α + γρij (t) + ε˜ij (t),
where ρij (t, t + 30) is the realized equity return correlation of assets i and j between t and t + 30, measured
by daily closing prices. Its time-t predictor is denoted by ρij (t). Corresponding values for our return volatility
predictions are given in Panels C and D, respectively. We consider historical return volatility estimators with
estimation window lengths of 30 (σP30), 250 (σP250), and 750 (σP750) calendar days, as well as at-the-money
implied volatility (σATM ) derived from options with a delta of 50 and a time to maturity of 30 calendar days.
Standard errors are corrected for serial correlation up to two lags by the Newey and West (1987) estimator
∗∗∗
,
∗∗
, and ∗ denote significance at the 99, 95, and 90 percent level, respectively
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window. Values range from 0.1853 for σP30 to 0.2206 for σP750. A similar pattern can be
seen in the corresponding regression results. Our finding is clearly driven by inertia of
the volatility predictors. This is especially apparent during the April 2008 to October
2010 subperiod. The volatility shock in the course of the Lehman collapse is most
quickly incorporated by σP30. It has a root mean squared error of 0.2647, which is low
compared to 0.3730 for σP750. Regarding implied volatility, we find that the predictive
power is clearly higher than for estimators based on historical volatility. Again, the
estimator is better able to capture changing market situations very quickly. This result
is in line with previous findings in the literature. It is robust to both subperiods.
Next, we investigate the predictability of the return volatilities for the factor-
mimicking portfolios. As before, let S(t) be a matrix of zeros, whose diagonal el-
ements include the implied volatilities σATMi (t) of sample options with a remain-
ing time to maturity of 30 calendar days. In addition, let wF (t) be the vector
of asset weights for the zero-investment factor-mimicking portfolio, where F ∈
{SMB,HML,UMD}. The estimators for the factor volatility can be written as σF (t) =√
w′F (t)S(t)ρ(t)S(t)wF (t), where ρ(t) denotes the estimator of the correlation ma-
trix. Again, we consider the historical correlation with an estimation window length
of 250 calendar days, the HETIC correlation estimator of Buss and Vilkov (2011),
and the shrinkage estimator introduced in Ledoit and Wolf (2003, 2004). Root mean
squared errors and results of the predictive regressions are given in Panels A and B of
Table 2.
In general, we observe that all three estimators achieve the highest predictive
power for the SMB return volatility. Root mean squared errors range from 0.0353 for
ρHET to 0.0425 for ρSh. Their values strongly increase for the HML factor volatil-
ity, ranging from 0.0575 (ρHET ) to 0.0756 (ρSh). These findings are robust to both
subsamples, especially for the period of the financial crisis. The highest root mean
squared errors can be found for the prediction of the UMD factor volatility. We ob-
serve values ranging between 0.0646 (ρP) to 0.0801 (ρSh).
Next, we investigate the results of our Fama and MacBeth (1973) regressions of
systematic and idiosyncratic risk, which are given in Table 3. They are of the form
ri(t, t + 30) = α + γURURi (t) + γSRSRi (t) + ε˜i (t). (13)
In general, we find positive and highly significant impacts of both systematic and
unsystematic risk on future stock returns. Interestingly, adjusted determination coeffi-
cients are of comparable magnitude for the unconstrained model, as well as the three
constrained estimators. Furthermore, all regressions have very similar parameter es-
timates. This finding shows that the unconstrained model typically defines the risk of
common asset pricing models as systematic. During the January 1996 to March 2008
subperiod, the link between idiosyncratic risk and future equity returns is weak and
in some cases even insignificant. However, we can find a strong impact of systematic
risk for all models. Different conclusions can be drawn for the April 2008 to October
2010 subperiod, in which we find that unsystematic risk has a very strong and highly
significant impact on future returns.
It is well-known in the literature that Fama and MacBeth (1973) analyses of risk
measures face the “errors in variables” problem. This means that our results may
The pricing of idiosyncratic risk: evidence from the implied 259
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be caused by noisy variable estimations. The usual remedy for this problem in the
literature is to form equity portfolios in the hope that the potential biases diversify in
the portfolio context. We follow this route next. Each month, we sort all sample firms
based on URi (t) and assign them to one of five equally weighted quintile portfolios.15
Then, we calculate the return time series of the portfolio with the highest (“Hi”) and
the lowest (“Lo”) unsystematic risk, as well as the time series of the corresponding
difference return (“Hi–Lo”). Results are given in Panel A of Table 4.
In general, we find positive premia for unsystematic risk in all three asset pricing
models. The average monthly premium mounts to 0.14 percent. This value is statisti-
cally and economically significant. Interestingly, we do not find significant difference
premia for the April 2008 to October 2010 subperiod. The corresponding analysis for
systematic risk is illustrated in Panel B of Table 4. Here, we see a slightly different
picture, compared to the results of our Fama and MacBeth (1973) regressions. Again,
we find positive difference premia. These are significant for the first subperiod; how-
ever, during the subperiod of the financial crisis, our finding is not significant. The
results of our sorting exercise on implied skewness are outlined in Panel C. We find
positive return premia on implied skewness for the complete sample, with an average
annual premium of 0.62 percent. Similar results are found for the January 1996 to
March 2008 subperiod. However, we cannot find comparable premia for the April
2008 to October 2010 subperiod.
In the literature, the usual way of explaining unsystematic premia is to extend the
pricing kernel, for example, by higher return distribution moments. This leads to asset
pricing models in which higher moments of the implied return distribution have an
impact on asset returns (Vanden 2006).16 To investigate the relationship between pre-
mia on unsystematic risk and implied equity return skewness, we conduct a double-
sorting analysis. Each month, we sort the sample firms with respect to URi and assign
them to tercile portfolios. For each portfolio, we define three equally weighted sub-
portfolios based on a sorting on implied return skewness. Average returns, as well as
average difference returns are given in Table 5.
To some extent, the results indicate that the premia for bearing unsystematic risk
can be explained by implied skewness. We find that unsystematic risk has positive
premia only for those assets that have positive implied skewness. Interestingly, we
cannot find similar results for the April 2008 to October 2010 subperiod.
5 Robustness check—the distribution of eigenvalues in finite samples
In the following, we are concerned with the fact that the validity of the Marcˇenko
and Pastur (1967) spectral density in Eq. (9) may be sensitive to the assumption of
T → ∞ and N → ∞.17 As our correlation matrix estimators ρ(t) are based on finite
15Our results are robust to forming value-weighted portfolios.
16Among the most influential models are Kraus and Litzenberger (1976) and Harvey and Siddique (2000).
However, there exists a vast literature on (co-)skewness models.
17For the distributional properties of λmax, see Geman (1980), Baik et al. (2005), and the references
therein.
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Table 4 The individual effects of systematic and unsystematic implied volatility
Complete sample 01/1996–03/2008 04/2008–10/2010
Lo Hi Hi–Lo Lo Hi Hi–Lo Lo Hi Hi–Lo
Panel A: Unsystematic risk
unconst ρP 0.0881∗∗∗ 0.2161∗∗∗ 0.1281∗ 0.1035∗∗∗ 0.1935∗∗∗ 0.0901∗ 0.0151 0.3234 0.3082
ρHET 0.0761∗∗∗ 0.2202∗∗∗ 0.1441∗∗ 0.0906∗∗∗ 0.1983∗∗∗ 0.1077∗ 0.0074 0.3240 0.3167
ρSh 0.0693∗∗ 0.2149∗∗∗ 0.1456∗∗ 0.0781∗∗ 0.1963∗∗∗ 0.1182∗∗ 0.0275 0.3031 0.2756
MM ρP 0.0872∗∗∗ 0.2147∗∗∗ 0.1275∗ 0.1021∗∗∗ 0.1920∗∗∗ 0.0899∗ 0.0164 0.3224 0.3060
ρHET 0.0759∗∗∗ 0.2212∗∗∗ 0.1452∗∗ 0.0913∗∗∗ 0.1995∗∗∗ 0.1082∗ 0.0030 0.3240 0.3211
ρSh 0.0702∗∗ 0.2149∗∗∗ 0.1447∗∗ 0.0792∗∗ 0.1963∗∗∗ 0.1171∗∗ 0.0275 0.3031 0.2756
FF ρP 0.0886∗∗∗ 0.2152∗∗∗ 0.1266∗∗ 0.1063∗∗∗ 0.1952∗∗∗ 0.0889 0.0047 0.3102 0.3056
ρHET 0.0753∗∗∗ 0.2085∗∗∗ 0.1332∗ 0.0921∗∗∗ 0.1857∗∗∗ 0.0936∗ −0.0043 0.3165 0.3208
ρSh 0.0711∗∗ 0.2115∗∗∗ 0.1404∗∗ 0.0807∗∗ 0.1945∗∗∗ 0.1137∗ 0.0253 0.2923 0.2670
Mom ρP 0.0857∗∗∗ 0.2187∗∗∗ 0.1330∗∗ 0.1018∗∗∗ 0.1987∗∗∗ 0.0969∗ 0.0092 0.3135 0.3043
ρHET 0.0744∗∗∗ 0.2173∗∗∗ 0.1429∗∗ 0.0918∗∗∗ 0.1908∗∗∗ 0.0989∗ −0.0082 0.3433 0.3515
ρSh 0.0751∗∗ 0.2087∗∗∗ 0.1335∗∗ 0.0865∗∗∗ 0.1906∗∗∗ 0.1041∗ 0.0215 0.2945 0.2731
Panel B: Systematic risk
unconst ρP 0.0696∗∗ 0.2292∗∗∗ 0.1596∗∗ 0.0737∗∗ 0.2199∗∗∗ 0.1463∗∗ 0.0503 0.2732 0.2229
ρHET 0.0737∗∗∗ 0.2324∗∗∗ 0.1587∗∗ 0.0791∗∗∗ 0.2227∗∗∗ 0.1436∗∗ 0.0484 0.2783 0.2299
ρSh 0.0912∗∗∗ 0.2205∗∗∗ 0.1293∗ 0.1032∗∗ 0.2056∗∗∗ 0.1023∗ 0.0056 0.0067 0.0011
MM ρP 0.0698∗∗ 0.2278∗∗∗ 0.1581∗∗ 0.0739∗∗ 0.2187∗∗∗ 0.1448∗∗ 0.0501 0.2711 0.2210
ρHET 0.0752∗∗∗ 0.2289∗∗∗ 0.1537∗∗ 0.0808∗∗∗ 0.2190∗∗∗ 0.1382∗∗ 0.0483 0.2758 0.2276
ρSh 0.0909∗∗∗ 0.2217∗∗∗ 0.1308∗ 0.1029∗∗∗ 0.2070∗∗∗ 0.1041∗ 0.0341 0.2914 0.2573
FF ρP 0.0744∗∗∗ 0.2324∗∗∗ 0.1580∗∗ 0.0805∗∗∗ 0.2207∗∗∗ 0.1402∗∗ 0.0458 0.2883 0.2426
ρHET 0.0746∗∗∗ 0.2280∗∗∗ 0.1534∗∗ 0.0802∗∗∗ 0.2154∗∗∗ 0.1351∗∗ 0.0478 0.2877 0.2398
ρSh 0.0944∗∗∗ 0.2172∗∗∗ 0.1228∗ 0.1058∗∗∗ 0.2032∗∗∗ 0.0974 0.0405 0.2833 0.2428
Mom ρP 0.0767∗∗∗ 0.2330∗∗∗ 0.1563∗∗ 0.0835∗∗∗ 0.2210∗∗∗ 0.1375∗∗ 0.0446 0.2902 0.2456
ρHET 0.0736∗∗∗ 0.2160∗∗∗ 0.1424∗∗ 0.0798∗∗∗ 0.2032∗∗∗ 0.1234∗∗ 0.0444 0.2767 0.2322
ρSh 0.0923∗∗∗ 0.2135∗∗∗ 0.1212∗ 0.1031∗∗∗ 0.1988∗∗∗ 0.0957 0.0410 0.2831 0.2421
Panel C: Implied skewness
0.0952∗∗ 0.1465∗∗∗ 0.0513∗∗ 0.0957∗∗ 0.1645∗∗∗ 0.0688∗∗∗ 0.0927 0.0611 −0.0316
This table shows average monthly returns of portfolios sorted into quintiles on the basis of system-
atic (SR) and unsystematic (UR) implied variance. Total risk is defined by the diagonal elements of
(t) = S(t)ρ(t)S(t), where S(t) denotes a matrix of zeros, whose diagonal elements contains the im-
plied volatilities σi(t) of sample firm options with a remaining time to maturity of 30 calendar days. The
correlation structure ρ(t) between the single assets is estimated by the historical correlation based on daily
closing prices with an estimation window length of 250 days (ρP). In addition, we also consider the cor-
responding HETIC correlation estimator (ρHET ), of Buss and Vilkov (2011) using a historical time series
with a window length of 250 days as well as shrinkage estimator (ρSh) of Ledoit and Wolf (2003, 2004).
We shrink the sample estimate with a window length of 250 days toward the corresponding correlation
matrix implied by the single-factor Market Model. The optimal shrinkage density is found by minimizing
the Frobenius norm between the shrinkage estimator and the true correlation matrix. Conducting a Princi-
pal Component Analysis (PCA) on (t) allows to split total risk into two independent subspaces. The first
(SR(t)) is spanned by those eigenvectors, whose corresponding eigenvalues are above the set of theoreti-
cal eigenvalues attainable by Gaussian random matrices. The second subspace (UR(t)) is spanned by the
remaining eigenvectors. The implied risk components of each firm i (SRi (t) and URi (t)) are defined by
the ith diagonal elements of the corresponding matrices.
The table illustrates average returns for the quintile portfolios, formed on the basis of independent
sortings on unsystematic (Panel A) and systematic firm risk (Panel B). Our sample period extends from
01/1996 to 10/2010. In addition, the table provides results for the subperiods from 01/1996 through
03/2008, and from 04/2008 through 10/2010. Significance on the average returns of the difference portfo-
lios (Hi–Lo) is determined by the Newey and West (1987) estimator with a pre-specified lag length of two
periods
∗∗∗
,
∗∗
, and ∗ indicate significance at the 99, 95, and 90 percent level, respectively
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Fig. 2 The distribution of
eigenvalues for finite samples.
This figure shows a histogram of
10.000 bootstrapped
finite-sample eigenvalues, which
are determined by uncorrelated
random return matrices with
N(t) = 100 and T (t) = 200.
The corresponding Marcˇenko
and Pastur (1967) distribution
for Q = 2 is given in red
estimation window lengths (T < ∞) and finite sample sizes (N(t) ≤ 100), we face
the problem that the noise band is potentially misspecified. A graphical illustration is
given in Fig. 2.
To study finite-sample properties of the eigenvalue distribution, we simulate
10,000 uncorrelated return time series with N(t) = 100 and T (t) = 200 such that
Q = 2. Figure 2 is a histogram of the resulting correlation matrix eigenvalues. It
shows that the value λmax = 2.914 of the Marcˇenko and Pastur (1967) distribution
is frequently overshot. This phenomenon is essentially a finite-sample property.18
However, deriving a functional form for the density of eigenvalues in finite samples
is far from trivial.19 We cannot use standard Central Limit Theorem arguments to
apply Gaussian Random Matrix Theory. Therefore, we generate a finite-sample boot-
strap distribution of eigenvalues with the following steps. Let the estimator ρ(t) be
based on returns that are collected in the T (t) × N(t) matrix R(t) = {r1, . . . , rN(t)},
where the univariate return time series for sample constituent i is denoted by ri (t) =
(ri,t−T (t)(t), . . . , ri,t−1(t))′. First, we estimate univariate return distributions Fi(r, t)
by
Fi(r, t) = 1
T (t)
T (t)∑
j=1
1{ri,t−j (t)≤r}, (14)
where 1 denotes the indicator function.
For each asset, we form T (t) × 1 vectors of independent uniformly distributed
U(0,1) random variables ui = (ui,1, . . . , ui,T (t)) to construct the pseudo return sam-
ple Rˆ(t) = (rˆ1(t), . . . , rˆN(t)), where
rˆi (t) =
(
F−1i (ui,1), . . . ,F
−1
i (ui,T (t))
)′
.
Rˆ(t) can be used to estimate a pseudo correlation matrix ρˆ(t). Then, we determine
the eigenvalues of the resulting correlation matrices by standard Principal Component
18See Burda et al. (2011).
19See Kollo and Ruul (2003).
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Analysis. Generating 20,000 pseudo return time series Rˆ(t), we have a bootstrapped
distribution of 20,000×N(t) simulated eigenvalues. For each point in time, we can
determine the biggest of the observed eigenvalues as a simple estimator of λˆmax(t)
for our finite correlation estimation windows.
Equipped with finite-sample estimators for λˆmax, we perform exactly the same
sorting exercise as before, that is, at the end of each month, we sort the stocks into
tercile portfolios according to their idiosyncratic risk and their implied skewness val-
ues and investigate the significance of the portfolio differential returns. We find no
systematic deviation from our previous findings. Thus, our conclusions are essentially
unchanged and robust to potential finite-sample biases.
6 Conclusion
Our study contributes to a recent strand in the literature that investigates the rela-
tionship between idiosyncratic risk and future stock returns. Previous studies typi-
cally rely on historical time series to identify systematic and idiosyncratic risk. Using
a sample of all S&P 100 constituents, we identify positive risk premia for option-
implied idiosyncratic risk. Depending on the model used to identify unsystematic
risk, we observe a statistical and economically significant average annual premium
of 1.72 percent. As the definition of unsystematic risk is closely tied to the defini-
tion of the pricing kernel, our results may be driven by misspecified asset pricing
models. Therefore, we control for higher moments of the implied return distribution,
specifically by implied skewness. Using a double-sorting procedure, we show that the
compensation of unsystematic risk is at least partly driven by firms with high positive
implied skewness.
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