We study the calibration problem in circular ultrasound tomography devices for breast imaging, where the sensor positions deviate from the circumference of a perfect circle. We introduce a new method of calibration based on the time-of-flight (ToF) measurements between sensors when the enclosed medium is homogeneous. In the presence of all the pairwise ToFs, one can estimate the sensor positions using multi-dimensional scaling (MDS) method. In practice, however, we are facing two major sources of loss.
I. INTRODUCTION
Ultrasound tomography aims at evaluating certain features of a medium by using ultrasound waves and characterizing the sound propagation inside the medium. This process can be divided into the following stages;
• a reliable setup for obtaining the measurements,
• a proper forward model imitating the setup characteristics,
• an accurate inverse model based on which characterizations of the medium can be estimated.
Often, the forward model might be as well used in the inverse process [1] .
The aforementioned forward and inverse models, are mostly based on two different approaches: a) the full wave equation for the forward and inverse problems [2] [3] [4] [5] [6] , b) ray model for propagation of sound [7, 8] . In both cases, modeling the experimental environment is of great importance for the forward and inverse procedures. One of the key elements of these models is the position of the ultrasound sensors in the measurement setup. In order to obtain accurate measurements, the tomography model must be calibrated with the exact sensor locations prior to the experiment.
One way to find the correct sensor positions is to use the time-of-flight (ToF) of ultrasound signals, which is the time taken by an ultrasound wavefront to travel from a transmitter to a receiver. If we have all the ToF measurements between all pairs of sensors when the enclosed medium is homogeneous, then we can construct a ToF matrix where each entry corresponds to the ToF between each pair of sensors.
We can infer the positions of the sensors using this ToF matrix.
Acoustic tomography based on ToF estimation has been used mostly in seismology to determine the sound speed distribution of the earth layers [9] . Recently, investigations are also performed on the usage of ultrasound tomography in temperature and wind estimation [10] . Moreover, recent studies show the benefits of ultrasound tomography in detection and diagnosis of breast cancer [11, 12] . Accordingly, some transmission and reflection ultrasound scanners for measuring the parameters in vivo have been developed. More details can be found in the works of Carson et al. [12] , Johnson et al. [13] , and Duric et al. [14] .
The assumed model in this work is based on the circular tomography devices which are used in [10, 14] . These devices consist of a circular ring surrounding an object and scanning horizontal planes.
Ultrasound sensors are placed on the interior boundary of the ring and act as both transmitters and receivers.
To obtain the ToF entries appropriate for our purpose we assume that no object is placed inside the ring during calibration and prior to actual measurements.
There are a number of challenges we are encountering in this work, namely,
• the ToF matrices obtained in a practical setup have missing entries.
• the measured entries of the ToF matrices are corrupted by noise.
• there is an unknown time delay added to the measurements.
If one had the complete and noiseless ToF matrix without time delay, the task of finding the exact positions would be very simple. This problem is addressed in literature as the multi-dimensional scaling (MDS) [15] . Unfortunately, the ToF matrix in practical setups is never complete and many of the timeof-flight values are missing. The missing entries can be divided into two categories; structured missing entries caused by inability of the sensors to compute their mutual time-of-flights with their close-by neighbours, and random missing entries due to malfunctioning of the sensors or the ToF estimation algorithm during the measurement procedure.
A good estimation of the positions of the sensors can be obtained, if we have a good estimation of the missing entries of the ToF matrix. In general, it is a difficult task to infer missing entries of a matrix. However, it has recently been discovered that if the matrix has low rank, a small random subset of its entries allows to reconstruct it exactly. This result was first proved by Candès and Recht who analysed a convex relaxation of this low-rank matrix completion problem [16] . More recently, an alternative approach using a combination of spectral techniques and manifold optimization was introduced in [17] . This novel algorithm used in our work is referred as OPTSPACE and has been shown to be stable under noisy measurements [18] . Since a modified version of the ToF matrix (when the entries are squared ToF measurements) has low rank, its missing entries can be accurately estimated using OPTSPACE.
On top of the missing entries, we also need to deal with an unknown time delay. Since, in practice, the impulse response of the piezoelectric and the time origin in the measurement procedure are not known, an unknown time delay is added to the measurements. To infer this time delay simultaneously as the positions of the sensors, we propose a heuristic algorithm based on OPTSPACE.
In circular setups, the sensors are not necessarily on a circle, which in fact motivates the calibration problem. In this work, we assume that the sensors are in the proximity of a circle and local distance measurements are missing. We show that a modified version of the ToF matrix has rank at most four, and using this property, propose the calibration procedure. The block diagram shown in Fig. 1 summarizes the calibration procedure prior to ultrasound tomography.
The organization of this paper is as follows; In Section II, we define the model used in circular December 22, 2010 DRAFT tomography and introduce the tools used for calibration in such a setup. In Section III, we present the mathematical basis for the problem. In Sections IV and V an overview of matrix completion and multidimensional scaling methods is provided. Then in Section VI our main results for calibration are presented. Section VII contains the proofs for the main results and finally Section VIII is devoted to the experimental results.
II. CIRCULAR TOMOGRAPHY
The focus of this research is ultrasound tomography with circular apertures. In this setup, n ultrasound transmitters and receivers are installed on the interior edge of a circular ring and an object with unknown acoustic characteristics is placed inside the ring. At each time instance a transmitter is fired, sending ultrasound signals with frequencies ranging from hundreds to thousands of kHz, while the rest of the sensors record the received signals. The same process is repeated for all the transmitters. Each one of n sensors on the ring is capable of transmitting and receiving ultrasound signals. The aim of tomography in general is to use the recorded signals in order to reconstruct the characteristics of the enclosed object (e.g. sound speed, sound attenuation, etc.). The general configuration for such a tomography device is depicted in Fig. 2 . Employing these measurements, an inverse problem is constructed, whose solution provides the acoustic characteristics of the enclosed object.
There are two common methods for solving the inverse problem. The solutions are either based on the wave equation [2] or the bent-ray theory [7] . Both techniques consist of forward modeling the problem and comparing the simulation results with the measured data. For the details see [2] and [7] . Nevertheless, in both cases, in order to simulate the forward model and rely on the recorded data, a very precise estimate December 22, 2010 DRAFT of the sensor positions is needed. In most applications (e.g., [1, 19, 20] ) it is assumed that the sensors are positioned equidistant apart on a circle and no later calibration is performed to find the exact sensor positions. The main objective of this paper is to estimate the precise positions of the sensors.
A. Homogeneous Medium and Dimensionality Reduction
In order to estimate sensor positions, we utilize the ToF measurements for a homogeneous medium (e.g. water in the context of breast cancer detection). Let's assume that the mutual ToFs are stored in a matrix T . In a homogeneous medium, entries of T represent the time travelled by sound in a straight line between each pair of a transmitter and receiver.
Knowing the temperature and the characteristics of the medium inside the ring, one can accurately estimate the constant sound speed c 0 . Thus, it is reasonable to assume that c 0 is fixed and known. Having the ToFs for a homogeneous medium where no object is placed inside the ring, we can construct a distance matrix D consisting of the mutual distances between the sensors as
where t i,j is the ToF between sensors i and j and n is the total number of sensors around the circular ring. Notice that the only difference between the ToF matrix T , and distance matrix D, is the constant c 0 . This is why in the sequel our focus will mainly be on the distance matrix rather than the actual measured matrix T .
Since the enclosed medium is homogeneous, the matrix T is a symmetric matrix with zeros on the diagonal and so is the matrix D. Even though, the distance matrix D is full rank in general, a simple point-wise transform of its entries will lead to a low rank matrix. More precisely, we can prove (see Appendix A) the following lemma: Lemma 1. If one constructs the squared distance matrixD as
then the matrixD has rank at most 4 and if the sensors are placed on a circle, the rank is exactly 3.
In practice, as we will explain in the next section, many of the the entries of the ToF matrix (or equivalently the distance matrix) are missing and there is an unknown time delay added to all the measurements.
B. Time of Flight Estimation
Several methods for ToF estimation have been proposed in the signal processing community [7, 8] .
These methods are also known as time-delay estimation in acoustics [21, 22] . In these methods, the received signal is compared to a reference signal (ideally the sent signal), and the relative delay between the two signals is estimated. Since the sent signal is not available in most cases, the received signal through the object is compared to the received signal when the underlying medium is homogeneous. However, this assumption is not true in our case. In the calibration phase, we have only signals passed though the homogeneous medium. Thus, there is not any reference signal to find the relative time-of-flights.
Because of the above limitations, we are forced to estimate the absolute ToFs. For this purpose, we use the first arrival method. This method probes the received signal and defines the time-of-flight as the time instant at which the received signal power exceeds a predefined threshold.
In practical screening systems, to record measurements for one fired transmitter, all the sensors are turned on simultaneously and after some unknown transition time (which is caused by the system structure, different sensor responses, etc.), the transmitter is fed with the electrical signal and the receivers start recording the signal. This unknown time may change for each pair of transmitters and receivers. We will see that this unknown time delay plays an important role in sensor position estimation.
The beam width of the transducers and the transition behaviour of the ultrasonic sensors prevent the sensors to have a reliable ToF measurement for close-by neighbours. This results in incorrect ToF values for the sensors positioned close to each other. Therefore, numbering the sensors on the ring from 1 to n, in the ToF matrix T , we will not have measurements on a certain band around the main diagonal and on the lower left and upper right parts as well. We call these missing entries as structured missing entries. This is illustrated in Fig. 3 . The links shown by dashed lines do not contribute in the ToF measurements, because the beam for the transmitter does not cover the gray part.
During the measurement procedure, it may also happen that some sensors do not act properly and give outliers. Thus, one can perform a post processing on the measurements, in which a smoothness criterion is defined and the measurements not satisfying this criterion are removed from the ToF matrix.
We address these entries as random missing entries. An instance of the ToF matrix with the structured and random effects is shown in Fig. 4 , where T inc denotes the incomplete ToF matrix and the gray entries correspond to the missing entries. Furthermore, in practice, the measurements are corrupted by noise.
The above mentioned problems result in an incomplete and noisy matrix T , which cannot be used for position reconstruction, unless the time delay effect is removed, the unknown entries are estimated, and the noise is smoothed. 
III. PROBLEM SETTING
We observed that the distance matrix, when the aperture is in homogeneous medium, is calculated as in (1). We also saw in the previous section that the measurements for the ToF matrix T have three major problems : they are noisy, some of them are missing, and the measurements contain some unknown time delay. For simplicity, we will assume that this time delay is constant for all the transmitters, namely all the transmitters send the electrical signal after some fixed but unknown delay t 0 . Hence, we can rewrite the ToF matrix as follows
where T consists of ideal measurements for ToF, Z 0 is the noise matrix and A is defined as
With the above considerations, the distance matrix can also be written as
where
In our model we do not assume that the sensors are placed exactly on the ring. What happens in practice is that the sensor positions deviate from the circumference and our ultimate goal is to estimate these deviations or equivalently the correct positions (see Fig. 5 ). The general positions taken by sensors are denoted by the set of vectors {x 1 , . . . , x n }.
As described earlier, there are two contributions to missing entries. One is the missing measurements of close-by sensors, which we call structured missing entries. The other is the missing measurements due to random malfunction of sensors, which we call random missing entries. First, to incorporate the structured missing entries, we assume that any measurements between sensors of distance less than δ n are missing (see Figure 5 ). Hence, the number of structured missing entries depends on δ 2 n . We are interested in the regime where we have a small number of structured missing entries per row in the large systems limit. Accordingly, typical range of δ n of interest is δ n = Θ( r log n/n). A random set of structured
where d i,j = x i − x j . Then, the structured missing entries are denoted by a matrix
otherwise .
Note that the matrix Ds = D − D s captures the noiseless distance measurements that is not effected by structured missing entries. This way, we can interpret the matrix D s as additive noise in our model.
Likewise, for the constant additive time delay we can define
where S ⊥ denotes the complementary set of S. Next, to model the noise we add a random noise matrix
Zs.
We do not assume a prior distribution on Z, and the main theorem is stated for any general noise matrix Z, deterministic or random. One practical example of Z is an i.i.d. Gaussian model. Finally, to model the random missing entries, we assume that each entry of Ds + t 0 c 0 As + Zs is sampled with probability p n . In the calibration data, we typically see a small number of random missing entries. Hence, in order to model it we assume that p n = Θ (1) .
of indices which are not erased by random missing entries. Then a projection P E : R n×n → R n×n is defined as
We denote the observed measurement matrix by
where d 0 = t 0 c 0 is a constant. Notice that the matrix N E has the same shape as T inc shown already schematically in Fig. 4 . Now we can state the goal of our calibration problem:
Given the observed matrix N E and the missing indices S ∪ E ⊥ , we want to estimate a matrix D which is close to the correct distance matrix D. Then by using D we would like to estimate the sensor positions.
In order to achieve this goal, there are two obstacles we need to overcome. First, we need to estimate the missing entries of N E and second, we want to find the sensor positions given approximate pairwise distances. The former is done by employing a matrix completion algorithm and the latter by using the multidimensional scaling method.
IV. MATRIX COMPLETION
OPTSPACE, introduced in [17] , is an algorithm for recovering a low-rank matrix from noisy data with missing entries. The steps are shown in Algorithm 1. Let M be a rank-q matrix of dimensions n × n, Z the measurement noise, and E the set of indices of the measured entries. Then, the measured noisy and incomplete matrix is M E = P E (M + Z).
Algorithm 1 OPTSPACE
Output: Estimate M .
1: Trimming: remove over-represented columns/rows; 2: Rank-q projection on the space of rank-q matrices according to (4); 3: Gradient descent: Minimize a cost function F (·) defined in [17] ;
In the trimming step, a row or a column is over-represented if it contains more samples than twice the average number of samples per row or column. These rows or columns can dominate the spectral characteristics of the observed matrix M E . Thus, some of their entries are removed uniformly at random from the observed matrix. Let M E be the resulting matrix of this trimming step. This trimming step is presented here for completeness, but in the case when p n is larger than some fixed constant (like in our case where p n = Θ(p)), M E = M E with high probability and the trimming step can be omitted.
In the second step, we first compute the singular value decomposition (SVD) of M E .
where σ i (·) denotes the i-th singular value of a matrix. Then, the rank-q projection returns the matrix
obtained by setting to 0 all but the q largest singular values.
Starting from the initial guess provided by the rank-q projection P q ( M E ), the final step solves a minimization problem stated as the following [17] :
Values for X and Y are computed by minimizing F (X, Y ). This consists of writing P q ( M E ) = X 0 S 0 Y T 0 and minimizing F (X, Y ) locally with initial condition X = X 0 and Y = Y 0 . This last step tries to get us as close as possible to the correct low rank matrix M .
V. POSITION RECONSTRUCTION
Even if we had a good estimate of D, how we would position the sensors is not a trivial question.
Multidimensional scaling (MDS) is a technique used in finding the configuration of objects in a low dimensional space such that the measured pairwise distances are preserved. If all the pairwise distances are measured without error, then a naive application of MDS exactly recovers the configuration of sensors [15, 23, 24] .
Algorithm 2 Classical Metric MDS [24] . Input: Dimension η, estimated squared distance matrixD
Compute the best rank-d approximation U η Σ η U T η of (−1/2)LDL;
There are various types of MDS techniques, but, throughout this paper, by MDS we refer to the classical metric MDS, which is defined as follows. Let L be an n × n symmetric matrix such that
where 1 n ∈ R n is the all ones vector and I n is the n × n identity matrix. Let MDS η (D) denote the n × η matrix returned by MDS when applied to the squared distance matrixD. The task is to embed n objects in a η dimensional space R η . In our case for instance, where we want to find the position of sensors on a two dimensional space, we have η = 2. Then, in the equation, given the singular value decomposition (SVD) of a symmetric and positive semidefinite matrix (−1/2)LDL as (−1/2)LDL = U ΣU T ,
where U η denotes the n × η left singular matrix corresponding to the η largest singular values and Σ η denotes the η × η diagonal matrix with η largest singular values in the diagonal. This is also known as the MDSLOCALIZE algorithm in [15] . Note that since the columns of U are orthogonal to 1 n by construction, it follow that
It can be easily shown that when MDS is applied to the correct and complete squared distance matrix without noise, the configuration of sensors are exactly recovered [15] . This follows from the following December 22, 2010 DRAFT equality
where X denotes the n × η position matrix in which the i-th row corresponds to 
Let X denote an n × η estimation for X with estimated position for sensor i in the i-th row. Then, we need to define a metric for the distance between the original position matrix X and the estimation X which is invariant under rigid transformation of X or X.
The matrix L defined in (5) is a symmetric matrix with rank n − 1 which eliminates the contributions of the translation. More precisely,
for all s ∈ R η . We can show that L has the following properties.
Lemma 2. [15, 24, 25] Let the matrix L be defined as in (5) . Moreover, let X and X be two position matrices with dimension n × η. Then, we can show that • LXX T L = L X X T L implies that X and X are equal up to a rigid transformation.
This naturally defines the following distance between X and X.
where · F denotes the Frobenius norm.
According to Lemma 2, this distance is invariant to rigid transformation of X and X. Furthermore, d(X, X) = 0 implies that X and X are equal up to a rigid transformation. We later state our theoretical results in terms of the distance defined in (8).
VI. MAIN RESULTS
We saw that the OPTSPACE algorithm is not directly applicable to the squared distance matrix because of the unknown delay. Since A in (2) is a full rank matrix, the matrix D ⊙ D = [d 2 i,j ] no longer has rank four. Moreover, since the measurements are noisy, one cannot hope for estimating the exact value for d 0 . Therefore, in the following we will provide error bounds on the reconstruction of the positions assuming that the time delay (equivalently d 0 ) is known. Afterwards, a heuristic method is proposed to estimate the value of d 0 .
In Table I the set of important notations used in the sequel is summarized. Theorem 1. Assume n sensors are distributed independently and uniformly at random on a circular ring of width a with central radius r 0 as in Fig. 3 . The resulting distance matrix D is corrupted by structured missing entries D s and measurement noise Zs. Further, the entries are missing randomly with probability p n . Let N E = P E (D − D s + Zs) denote the observed matrix. DefineD as the squared distance matrix. Assume δ n = δ r 0 log n/n and p n = p. Then, there exist constants C 1 and C 2 , such that the output of
with probability larger than 1 − n −3 , provided that the right hand side is less than σ 4 (D)/n. We have
The above theorem, in great generality, holds for any noise matrix Z, deterministic or random. The above guarantees only hold 'up to numerical constants'. To see how good OPTSPACE is in practice, we need to run numerical experiments. For more results supporting the robustness of OPTSPACE, we refer to [26] .
Corollary 1.
Applying multidimensional scaling algorithm on D , the error on the resulting coordinates will be bounded as follows
with probability larger than 1 − 1/n 3 . (The proof is given in Appendix B)
In Algorithm 3, we propose a heuristic method for estimating the value of d 0 along with completion of the squared distance matrix.
In fact, this algorithm guarantees that after removing the effect of the time delay, we have found the best rank 4 approximation of the distance squared matrix. In other words, if we remove exactly the mismatch d 0 , we will have an incomplete version of a rank 4 matrix and after reconstruction, the measured values will be close to the reconstructed ones.
VII. PROOF OF THEOREM 1
This section is dedicated to the proof of our main result. To do so we apply Theorem 1.2 of [18] to the rank-4 matrixD and the observed matrix
First, we provide the definition of a crucial property ofD which is called incoherence. Following the definition in [18] , a rank-4 symmetric matrixD ∈ R n×n is said to be µ-incoherent if the following conditions hold. Let U ΣU T be the singular value decomposition ofD. 
A0. For all i ∈ [n], we have
Apply OPTSPACE onN E (k) and call the outputN (k) ; 6: Apply MDS and let
Find c (k)
8: end for
The extra 1/n terms in the right hand side are due to the fact that, in this paper, we assume that the singular vectors are normalized to unit norm, whereas in [18] the singular vectors are normalized to have norm √ n.
Theorem 1.2 of [18] states that if a rank-4 matrixD is µ-incoherent then the following is true with probability at least 1 − 1/n 3 . Let σ i (D) be the ith singular value ofD and
be the condition number ofD. Also, let D denote the estimation returned by OPTSPACE with input
Then, there exists numerical constants C 1 and C 2 such that
provided that
and
First, using Lemma 3, we show that the bound in (11) gives the desired bound in the theorem. Then, it is enough to show that there exists a numerical constant N such that the conditions in (12) and (13) are satisfied with high probability for n ≥ N .
Lemma 3.
In the model defined in the previous section, n sensors are distributed independently and uniformly at random on a circular ring of width a with central radius r 0 . Then, with probability larger than 1 − n −3 , there exists a constant c such that
where P E (·) andD s are defined as in (3) . The proof of this lemma can be found in Appendix C Now, to show that (12) holds with high probability for n ≥ C log n/p for some constant C, we show that κ ≤ f κ (r 0 , a) and µ ≤ f µ (r 0 , a) with high probability, where f κ and f µ are independent of n. Recall
. We havē
where ρ i is distributed in such a way that we have uniform distribution over the circular band. Thus, one can show thatD
One can write S as
We can compute the expectation of this matrix over the distribution of node positions. Having uniform distribution of the sensors over the circular ring, we have for the probability distribution of ρ:
Thus, the expectation of the matrix A T A is easily computed as
Let the largest and smallest singular values of E[A T A] to be nσ max (r 0 , a) and nσ min (r 0 , a). Using the fact that σ i (·) is a Lipschitz continuous function of its arguments, together with the Chernoff bound for large deviation of sums of i.i.d. random variables, we get
for some constant C. Hence, with high probability, κ(D) ≤ 4σmax(r0,a)
σmin(r0,a) = f κ (r 0 , a). Now to bound µ, note that with probability 1 the columns of A are linearly independent. Therefore, there exists a matrix B ∈ R r×r such that A = V B T with V T V = I. The SVD ofD then reads D = U ΣU T with Σ = Q T B T SBQ and U = V Q for some orthogonal matrix Q. To show incoherence property A0, we need to show that, for all i ∈ [n],
Since (16), we have
with high probability, where f µ (r 0 , a) = 2(r 2 0 + (r 0 + a) 2 + (2r 0 a + a 2 ) 2 ). To show incoherence property A1, we use |D ij | ≤ (2r 0 +a) 2 and σ 1 (D) ≥ from (15) . Then, with high probability, where g(r 0 , a) = max 2,
Combining (17) and (18), we see that the incoherence property is satisfied, with high probability.
Further, (13) holds, with high probability, if the right-hand side of (9) is less than C 3 √ 
VIII. SIMULATION RESULTS
In order to evaluate the performance of the calibration method, three sets of experiments are done. First, the distance matrix is assumed noiseless and the value of the d 0 is set to zero. The position estimation error is derived for different values of n and the ring width a. The value of r 0 is set to 10 cm, on average 5 percent of entries are missing randomly, and δ in Theorem 1 is assumed to be 1. For each value of a and n, the experiment is repeated 10 times, and the average is taken. The results are reported in Fig. 6 .
As expected from Corollary 1, the greneral trend in all curves is that the error decreases as n grows.
Moreover, the larger a is, the bigger is the reconstruction error, which is also coherent with the results of Corollary 1.
To examine the stability of the estimation algorithm under noise, we set the values of a to 1 cm, δ to 1, r 0 to 10 cm, t 0 to zero, and the percentage of random missing entries to 5. We added to each entry of the distance matrix D a centred white Gaussian noise of different standard deviations. For each n and In a simple experiment, we simulated the reconstruction of water sound speed (c 0 = 1500) using the ToF measurements. In the simulation, 200 sensors are distributed around a circle with radius r 0 = 10 cm, and they deviate at most 5 mm from the circumference and the ToF measurements are added by t 0 = 10µs. The incomplete distance matrix is shown in Fig. 8(a) .
In order to complete the distance matrix and find the time delay at the same time, we used Algorithm 3.
We forced the rank ofD to 4. The value for t 0 is found as 4µs which is exactly as set in the simulation.
The output of OPTSPACE algorithm is the completedD matrix which is shown in Fig. 8(b) .
Using the completed distance matrix and the MDS method, the positions are reconstructed and fed to an inverse tomography algorithm to reconstruct water sound speed. The results of the reconstruction are shown in Fig. 9 . In the figure, the results for four reconstructions are presented. In Fig. 9(a) , the ToF matrix is not complete, it contains the time delay t 0 , and the positions are not calibrated. The dark gray Notice the change in the dynamic range for the last case.
IX. CONCLUSION AND FUTURE WORK
In this work we introduced a theoretical framework for calibration in circular ultrasound tomography devices. We proposed a novel calibration algorithm for which we provided theoretical bounds on the performance. We also tested our method through exhaustive simulations to demonstrate its functionality in practice.
Even though we introduced a recursive algorithm for finding the mismatch time-delay, we were not able to provide theoretical guarantees on its convergence. We mainly observed its convergence through simulations. This is still a an interesting theoretical challenge and requires further work. Another promising direction is the link between calibration and sensor localization. We believe that our approach can potentially be deployed beyond circular topologies. 
APPENDIX

A. Proof of Lemma 1
The proof for the general case where the sensors are not on a circle is provided in [15] . In the circular case however, we haveD i,
where r is the circle radius. Thus, the squared distance matrix is decomposable tō
This finishes the proof.
B. Proof of Corollary 1
Note that in general (LXX T L − L X X T L) has rank at most 2d where d is the dimension of the space in which sensors are placed (in our case d = 2). Therefore,
where we used the fact that for any matrix A of rank r we have A F ≤ √ r A 2 . Furthermore, the spectral norm can be bounded in terms ofD and D as follows.
where in (a), we used the triangle inequality and (6), namely, L X = X. In (b), we used (7) and the fact that for any matrix
. In particular, by setting
2 LDL the second term in (19) follows. Since L is a projection matrix we have L 2 = 1. Hence, from (19) we can conclude that
This immediately leads to Corollary 1.
C. Proof of Lemma 3
Note that by the definition ofD s , we have |P E (D s ) i,j | ≤ δ 2 n for all i and j. Define A as
We start from a simple realtionship between an elementwise bounded matrix and its operator norm.
The inequlity in (20) follows from the fact that P E (D s ) is elementwise bounded by δ n . We can further bound the operator norm A 2 , by applying the celebrated Gershgorin circle theorem to a symmetrized version of A. Define a symmetric matix A as
Since 0 ≤ A i,j ≤ A i,j for all i and j, we have A 2 ≤ A 2 . Applying the Gershgorin circle theorem we get
Define random variables {Y 1 , . . . , Y n }, where Y i is the number of non-zero entries in the ith row of A.
Then,
We need to show that Y i concentrates around its mean. Since Y i 's are binomial random variables, we can apply the Chernoff bound.
Recall that (i, j) ∈ S if x i −x j ≤ δ n . By the definition of E, each sample is sampled with probability p. Then the probability that either
Each entry in the ith row of A is an independent Bernoulli random variable with probability of being one equal to q(2p − p 2 ), where q is the probability that a pair is in S. Thus, we have E[Y i ] = q(2p − p 2 )n.
In order to find the bounds on E[Y i ], we need to bound q. Figure 10 shows the process for obtaining the bounds on q. q = P{|x i − x j | ≤ δ n } = .
Upper Bound on A(r):
Obviously the area A(r) can be bounded by what is shown in Fig. 11 . Thus, we will have sin α 2 = δ n r .
Note that for 0 < α < π, α/π ≤ sin α/2 ≤ α/2. Hence, α/π ≤ δ n /r ≤ α/2. So, 
Lower Bound on A(r):
In order to find the lower bound, we consider the following two different situations:
1) δ n ≤ a.
2) δ n > a.
Case 1 (δ n ≤ a):
In this case the minimum area of the intersection is achieved when the center of the circle is on the exterior boundary of the region as shown in Fig. 12(a) . In this case, one can show that,
Case 2 (δ n > a):
In this case, wherever the center of the circle is, it will have intersection with both bounding circles.
Thus, the minimum area is achieved when the center of the circle is on the exterior boundary as in Fig. 12(b) , where 
a (a) Lower bound in case 1. . In (a) we assume that δn ≤ a whereas in (b) we take δn > a. In both cases the minimum intersection is achieved when the center of δn circle is on the exterior boundary of the region.
Combining (21) and (22), we can find the lower bound for A(r) as From the above calculations, we have that .
In other words
P Y i > (1 + α) 1 r 0 δ n p n n ≤ 2 −(1+α) δ 2 n 4π(r 0 +a) 2 pn n .
Applying the union bound, we get P max i∈[n] By the assumption that δ n p n = Ω(r 0 log 2 n/n), there exists constants c and N , such that δ 2 n p n ≥ cr 2 0 log 2 n/n, for n ≥ N . Define a positive parameter β such that 1 + β = (r 0 + a) 2 δ n p n n ≤ n −β .
Finally with probability 1 − n −β ,
log n n This finishes the proof of Lemma 3.
