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C lassification o f p recon d ition in g m eth o d s
Let A be a given nonsingular operator or matrix. Frequently A is a differential operator for a boundary value problem or a corresponding finite element matrix.
B y a preconditioning B we refer to a matrix or operator splitting, A = B -R to be used in an iterative solution m ethod for the equation Ax = b, to improve either the spectral radius of B -1R, the condition number of the matrix B -1 A or, more generally, to improve its distribution of eigenvalues to enable a faster rate of convergence. Here B is an operator which, in some way, is much easier to solve system s with than with A.
There are three major classes of preconditioning or splitting methods: a) Operator splitting or defect-correction methods.
Here a simpler but more readily solvable operator is used as preconditioner or corrector for the given operator. Often it suffices to perform a few iteration steps without sacrificing approximation order of the given operator, which is then used in the com putation of the defect only. A well known example of such a m ethod is defect-correction with a monotone correction operator, such as an upwind approximation for convection-diffusion problems. Another example is the preconditioner derived from separate dis placement orderings for system s of PD E s as arises for linear elasticity theory problems. A similar, but algebraically constructed type of m ethod is based on deletion of positive off-diagonal matrix entries and diagonal compensation of them. The so derived m atrix can then be preconditioned more easily by some other method, which requires M -matrices, for instance. See [2, 26, 27] for further details. b) Element mesh based preconditioners.
Here one utilizes a sequence of meshes (som etim es only two levels) in a suc cessive refinement method. The matrix is partitioned in two by two blocks corresponding to the partitioning of nodes on each level in new (added) and old (previous) points. The matrix can be preconditioned by its block diagonal part. A fundamental quality parameter of the method is the angle between the two corresponding subsets of basisfunctions, see [6, 8] . Another important issue is the preconditioning of the matrix block corresponding to the added node points.
c) Global matrix based splittings.
A typical example of such a m ethod is some type of incomplete factorization m ethod, possibly coupled with approximate inverses, or subspace projection based methods. Earlier versions of such m ethods were restricted to M -m atrices or diagonally dominant matrices (see [2, 19] but a new 'second order' method (see [21] ) is applicable for general positive definite matrices. During the years much effort has also been devoted to the construction of algebraic multigrid m ethods, see [28] .
Each splitting can be implemented in a basic iteration method or B can be used as a preconditioner in a conjugate gradient method.
We recall first in the next section some convergence properties of such iteration m ethods and discuss then in the following sections examples of the first two types of preconditioning methods.
The first type of method deals with the splitting on differential operator level. The arising simplified operator B can then, after discretization, be preconditioned itself by some of the algebraic (matrix) preconditioning m ethods in b) or c). M ethods of the third class (c) will not be discussed in this paper. During the years, much work has already been presented. We refer to [1, 2, 6, 19] for incomplete factorization and approximate inverse m ethods and references to previous work, to [2 1 ] for more recent work on second order robust incomplete factorization m ethods and to [12, 25] for approximate subspace projection type methods.
Som e con vergence p rop erties o f itera tiv e so lu tio n m eth o d s
The basic iterative method to solve the equation A x = b takes the form: begin:
Given an initial approximation x 0, for k = 0 , 1 , . . This estim ate depends only on the spectral condition number. If one diagonally scales the matrix so that the largest eigenvalue becomes bounded by ß (ß < 2) then the "negative" norms, ||w ||a-v, v > 0 becomes stronger than the "positive" norms, ||w||av, v > 0.
If one uses such different norms, with a weaker norm on the iteration errors than on the initial error then, with v = 2, the estim ate becomes independent on the smallest eigenvalue(see [2] ),
conjugate gradient m ethod. In this case, the whole spectrum of B 1A plays a decisive (1) where ||ek|| i = (ek* A ek) 2 .
4(k+1)2 | e 0 | A-1
This estim ate shows an initial decay of the residuals ||rk|| i = ||ek || i as (O ((k + 1)-2 ) but the iteration errors may still be large in a stronger norm.
It can be seen that this estim ate is of interest m ainly when the higher eigenmodes of e0 are dominating. Such an initial error occurs typically if one computes the initial solution on a coarser mesh and then interpolates it to the finer mesh, see [2, 3] .
More generally, one can consider various condition numbers of A w.r.t. the initial error and they show a sublinear rate, say O (k-2 ) of convergence in the initial phase. This phase is normally followed by a more or less pronounced linearly convergent phase as shown by (1). W hen one considers the whole spectrum it can be seen that this in turn is followed by a superlinearly convergent phase, which is similar to the type of convergence which occurs for operators which are compact perturbations of the identity. Indeed, the conjugate gradient m ethod is applicable also for operators in a general Hilbert (inner product) space. Finally we remark that the conjugate gradient method when applied in a finite di mensional subspace, in exact arithmetic is always terminating after a number of steps equal to the degree m of the minimal polynomial of A. Hence it can be considered as a direct solution m ethod. However the above shows that in practice we consider it as an iterative m ethod which may converge to a sufficient accuracy after much fewer steps than m. where e0 is sm ooth, then it may suffice with one or a few steps to reach a required accuracy. An important and well known example of the defect correction method is the following.
Operator splitting methods as defect-correction methods
If the initial error has a sm ooth representation, i.e. it is represented m ainly by the first harmonics (eigenfunctions) of A, and B is sufficiently close to A in an approximation
E x a m p le 2 .1 Singularly perturbed convection-diffusion, see [10] for instance. Let A be a second order convection-diffusion differential operator and let B be the same operator but with stronger O(h) "artificial" diffusion, to make B a monotone operator, B -1 > 0. Then for the corresponding difference or finite element m eth ods, and for sm ooth solutions it suffices with two steps to get a second order O (h2) accuracy, as in this case ||e0|| = O (h) and ||(B -A )e0|| = O (h )||e0||.
For some more detailed discussions of convergence of iterative methods, see [2] .
A n operator sp littin g m eth o d in linear ela sticity
During the years, various operator splitting m ethods have been used in connection with defect-correction methods. An example was given in the previous section. We consider now an important splitting m ethod for the Lame-Navier equations in linear elasticity, normally used as preconditioner for the conjugate gradient m ethod. For an earlier presentation of the m ethod and references to previous work on the method, see [4] .
Problem formulation and Korn's inequalities
We give the problem formulation and discuss the Korn's inequalities which will turn out to be important in the estim ates of certain condition numbers.
Consider finding the displacements of an isotropic elastic body i C R d, subject to a body force g and surface force y on r 1 C r . On r 0 = r \ r 1 the body is assumed to be fixed and we assume that the surface measure of r 0 is positive. Isotropic materials can be described by just two parameters, the Lame coefficients A, ^ or the elasticity modules E and Poisson ratio v . The following relations between the parameters hold, 
Jq that is, The separate displacement ordering and block diagonal preconditioners based on op erator splittings
The above spectral results can now be applied for the separate displacement ordering and block diagonal preconditioners for the stiffness matrix.
Consider the finite element variational formulation of (3),
where Vh is the chosen finite element subspace. The matrix vector formulation of (14) is K u h = G h. Using the separate displacement ordering, the corresponding stiffness matrix takes the form K ii Ki2 K is 
Earlier derivations of somewhat less sharp or general bounds for this condition number can be found in [7] and [16]. In the preconditioner, each block can be solved by an "inner iteration" m ethod such as an algebraic multilevel iteration m ethod, used as a preconditioner for a conjugate gradient m ethod. Thereby one can simply replace the matrices K ir with such a m ethod using a fixed number of iteration steps or use a variable number depending on a relative stopping criterion. In both cases the resulting preconditioner is variable, i.e. it is not the same for each outer iteration step, because the conjugate gradient m ethod depends on an initial residual, which will change from one outer iteration to the next.
In the preconditioner (15), each block corresponds to a second order scalar prob lem with different ratio of anisotropy. This has the disadvantage that each block is different and the work-load is therefore not evenly distributed on the parallel com puter when one processor is devoted to each block K ir. Furthermore, as it turns out certain algebraic multilevel iteration m ethods (of red-black ordered type) do not have a robust performance with respect to anisotropy. Therefore, we consider a second version K ii 0 0 0 2 2 KK 2 0 0 0 K K s s Here K ir corresponds to the Laplacian operator for the *th displacement variable. The finite element space is the same for all variables but the boundary conditions can be different. The parts of K ir corresponding to the major part of the interior are identical. Therefore, when solving system s with K d concurrently, the load is nearly optim ally distributed. Furthermore, the operators are not affected by anisotropy. Since we use a conforming finite element m ethod, (8) holds also for subspaces of V , the following bounds of the spectral condition numbers can be derived for the above preconditioners.
T h e o r e m 3 .1 Consider the stiffness matrix K for the Lamé-Navier's equation (2)
and the preconditioners (i) K d = b lo ck d ia g (K ii,K 22,K ss) (ii) K d = blockdiag(K ii, K 22,K ss), where K ir corresponds to the stiffness matrix for the Laplacian operator, using the same finite element space as for K . Then the spectral condition number satisfies (i) k (K -i K ) -k ii-V 0 (ii) k ( K --ki ( 1 
where ki is the constant in the Korn's inequality. In the special case when (11) holds, we have the sharper bound,
Here vo = max v , where v is the Poisson contractivity ratio. for K , where each block B ir is an approximation of K ir. Here the inner iterations for K ir have been replaced by a solution with matrix B ir. In general, the number of outer iterations increases compared to the number of outer iterations when K or K K is used as preconditioner. Therefore there will be more matrix vector multiplications with K , which are costly as it involves d2 matrix sub-blocks. If one is able to tune the inner iteration stopping criterion so that there will be sufficiently few inner iterations, then the inner-outer iteration m ethod can be less costly. [14, 15] , among others.
P r o o f. This follows from the previously given bounds for ( ( u ) . n Note that with these preconditioners the condition number takes quite small values for common values of v and they do not depend on the size (h) or order (p) of the finite element m ethod used. In practice, each system K ir or K ir is solved by inner iterations also and as has been shown in [4, 16, 27], one can then permit quite large inner iteration errors without influencing the outer iteration process much.
As mentioned previously, instead of using inner-outer iteration methods, one can
It follows from the above bounds that the condition number deteriorates for nearly incompressible materials where v = 2. This can be handled by using a subspace projection m ethod projecting off the null space (projection operator for v = 2). Another m ethod is to use a mixed variable method, including the pressure variable, see e.g. [13] for details and further references. This latter m ethod allows working with the Schur complement which arises when the displacement variables are eliminated. The resulting equation is hence an equation for the pressure. As with all Schur complement system s it requires in general inner iterations. Thereby proper stopping criteria for the inner iterations are important. Such issues have been discussed in
4 E lem en t based p recon d ition in g m eth o d s Standard (compatible) finite element m ethods are based on considering the varia tional formulation of a boundary value problem in a subspace of the function space of definition of the given operator. The subspace is spanned by a finite number of basic functions each with local support.
This can be used in proving spectral equivalence for operators having the same number of basisfunctions. If they are defined on the same element mesh, i.e. the same geometric partitioning of the domain of definition of the operator, then the analysis of the condition number can be done locally, element-wise. This important property tremendously simplifies both the construction and the analysis of element based preconditioners. Similarly, in connection with mesh refinements, one can use a partitioning of the basisfunctions in previous and added mesh points to form block diagonal or Schur complement preconditioners which can also be analyzed locally.
Such m ethods will be discussed in this section. We recall first the theoretical background and discuss some general techniques used in the construction of matrix preconditioners an d th e ir analysis.
Reduction methods
Algebraic versions of operator splitting m ethods arise when some entries like positive off-diagonal entries in the matrix are deleted and moved to the diagonal entry in the same row, i.e. they are diagonally com pensated for. If the reduction and movement takes place symmetrically, i.e. if an entry arj is deleted and added to air and at the same time, is deleted and added to a¿¿, then for symmetric matrices this corresponds to a perturbation of the given matrix with the matrix We illustrate the transformation m ethod for a planar domain (d = 2) using a triangulation of it.
Transformation is equivalent to a change of the coefficients in the differential equation operator. 
First we show that the analysis for an arbitrary triangle (e) with coordinates
Figure 1: Support for the piecewise linear and quadratic basisfunctions
Two-level fin ite element methods
To be specific we illustrate this m ethod for triangular meshes. Two-level m ethods arise in mesh refinement methods. Given a 'coarse' triangle, it is subdivided in four congruent triangles by joining the midedge nodes. In the so arising six node points we can use either standard basisfunctions for the small triangles or hierarchical basisfunctions, where we keep the previous basisfunctions in the vertex node points of the coarse triangle and add new basisfunctions in the midedge nodes. The latter can be piecewise linear, with the support only on the adjacent three triangles (see Figure   1 ), called the h-version. Alternatively, we can use a piecewise quadratic basisfunction in the added node points (4,5 and 6 ), called the p-version (p = 2). We let Y1 , Y2 denote the constants for the h-version (i.e. for p = 1 ) and the p-version (i.e. for p = 2 ), of hierarchical basisfunctions, respectively.
The following relation holds between the corresponding standard A and hierar chical (A = A h or A = A (p)) basisfunction matrices. B y assumption, A and
We return now to example 4.1. Here it holds (with a slight change in notations)
A (2) 0 0 0 A (1) (19) h h A relation between the CBS constants Y1 ,Y2 .
Relation (19) implies the following relation between Y1 and y2.
T h e o r e m 4 .1 For any regularly refined finite element mesh into congruent elements, for which (19) is valid, one has Y 22 = 3 Y2 (20)
where Y1, Y2 are the CBS constants for piecewise linear and piecewise quadratic fin ite elements, respectively. As has been shown in [13] , [11] local element m ethods can be used also to define preconditioners for the global matrix block A1 1 . This matrix is well-conditioned for model type problems but becomes increasingly ill-conditioned for problems where the mesh or the coefficients [a j ] deteriorate, such as for meshes with big aspect ratios or anisotropic coefficients. The above m ethods give preconditioners with a resulting condition number which remains bounded independent on the mesh or the coefficients in the differential operator.
Finally we mention that since all bounds have been derived locally, but do also hold for the global (assembled) matrices, the bounds do not depend on jum ps in the coefficients or on varying element size. Hence, the preconditioning is robust. 
