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SUMMARY
When modeling a dynamic scene, i.e., an image sequence which contains one or
more moving objects, a number of factors must be taken into account. The back-
ground can appear to deform and move because of camera motion and distortion
effects from the lens, and the background may also change on its own. Furthermore,
foreground objects may occlude other foreground objects and the background as they
deform and move in the scene. The appearance of the background and foreground
objects may be altered by viewpoint changes of the camera and shadowing effects.
Clearly, faithful modeling of such a scene appears to be quite challenging; thus, meth-
ods approach modeling by taking a restricted portion of the scene or giving a simplified
dynamical scene description.
This dissertation gives a general model for the estimation of shape (image segmen-
tation), appearance, pose (image registration), and movement (tracking). The model
can infer parameters for multiple objects in a dynamically changing scene. There
are a number of real-world applications. In particular, in visual tracking, moving
the camera to keep objects of interest in the field of view may cause the background
to move. The objects can move and deform in three dimensions, but they must be
captured in two-dimensional images.
Each component of the image is represented by a separate layer: one for the back-
ground and a layer for each foreground object. Each layer has three components:
a contour that bounds the region of the layer, a smooth function that represents
the object’s appearance, and a transformation that maps that layer into an image.
The segmentation for each layer is a contour (embedded as the zero level set of a
x
distance function) that is the average shape of the object computed from multiple
images. The smooth function associated with a layer approximates the image data
inside the contour, after the contour has been mapped into the image by a similar-
ity transformation (rigid component) plus a vector field (non-rigid component). A
practical application of having this model is that one can fix the size of a layer and
then construct priors on both shape and appearance for that layer. These priors are
constructed using principal components analysis (PCA), which reduces the dimen-
sionality of the image-approximating smooth function and the vector field (non-rigid





When modeling a dynamic scene, i.e., an image sequence containing one or more
moving objects, a number of factors must be taken into account. The background
can appear to deform and move because of camera motion and distortion effects from
the lens, and the background may also change. Foreground objects may occlude other
foreground objects and the background as they deform and move in the scene. The
appearance of the background and foreground objects may be altered by viewpoint
changes of the camera and shadows from the scene. Clearly, faithful modeling of
such a scene appears to be quite challenging; thus, many methods approach modeling
by taking a restricted portion of the scene or giving a simplified dynamical scene
description. In the next section, the literature corresponding to these methods is
reviewed and discussed.
1.2 Origin and History of the Problem
This dissertation covers a number of open research areas in computer vision: Grenan-
der’s pattern theory [72], active shape models and active appearance models, image
inpainting and diffusion (isotrophic and anisotrophic), layered representations, seg-
mentation, registration, and tracking with all of its methods and error correction.
This doctoral research is strongly connected to pattern theory and matching,
which includes Yuille’s deformable templates [207]. Active shape models and active
appearance models by Cootes [49] also fit into this scheme.
In addition to matching data, the model given in this dissertation fills in data
1
much like image inpainting. Image inpainting is the restoration of parts of an image
where data is missing [16]. The methods proposed here use a diffusion term in the
energy that is minimized to find the smooth function that approximates the image
data. An alternate way to enhance an image is through anisotrophic diffusion [145].
Speed is always a factor when numerically solving for partial differential equations
(PDEs). Fast methods for non-linear diffusion include additive operator splitting
[190], conjugate gradient descent, and multigrid methods [31].
1.2.1 Layered Representations
The model used in this dissertation represents each object by its own layer. This layer
is then mapped into the image by a rigid transformation composed with a non-rigid
transformation to model the layer’s corresponding object in the image. There has
been quite a large literature devoted to this subject. Wang and Adelson proposed
a layered model with an affine transform for moving the layers around [187]. They
proposed, but did not implement a non-rigid component. Ayer and Sawhney [9]
use maximum likelihood, expectation maximization (EM), and minimum description
length to find layers in images. Hsu, Anandan, and Peleg use layers to improve optical
flow computation [79]. Zhang, Paragios, and Metaxas [210] find the layers in an image
by using optical flow, clustering, and level sets. Frey, Jojic, and Kannan [68] use layers
with rigid and non-rigid registration and segmentation in a way similar to the method
in this dissertation, but they use the EM algorithm, whereas this dissertation uses a
variational method.
1.2.2 Segmentation using Active Contours
Segmentation is the process of extracting region(s) of interest from an image. It is
often based on the minimization of some energy according to some corresponding
metric. The method described in this dissertation can reduce to the solution of
segmentation using active contour models. Active contour models (deformable curves,
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which may be used to segment an object in the image) were first introduced in the
seminal paper of Kass, Witkin, and Terzopolous [105]. Cohen added a balloon term to
active contour models [46]. The implementation of these methods used parametrized
curves. Some other implementations use Osher and Sethian’s geometric model for
curves, so-called “level sets” [134]. Kichenessamy et al. and [108] and Caselles et
al. [184] proposed capturing objects in an image via level-set based active contours
that are attracted to strong image gradients (that indicate image edges). Mumford
and Shah [130] employ a piecewise smooth function to approximate image data and
optimally segment a region of interest from an image. Chan and Vese [38] simplified
this model so the image data is approximated by one constant inside the region
and a different constant outside the region (usually the image means). Yezzi et al.
[205, 204] extended the work of Mumford and Shah [130], and Chan and Vese [38],
with piecewise constant and piecewise smooth functions. In addition to geometric-
based level sets and parametrically-based snakes, active polygons have been used for
segmentation as well by Unal et al. [182].
Several techniques may be employed to speed up segmentation algorithms in this
context. Methods employing level sets generally are computed using a narrowband
structure, which computes forces in a small band around the zero level-set which
avoids computing the update for the level set over the domain of the whole image.
Kuhne [113] and Weickert [188] use additive operator splitting for speed. Kimmel
uses multigrid methods to solve for active contours [107] for speed and possibly a
more global minimum.
1.2.3 Registration
Image registration involves finding a transformation that matches the pose of an
object in an image to a similar object in another image. The transformation can
be rigid, affine, or non-rigid. The method in this thesis maps a layer into an image
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via a transformation to match the pose of an object that the layer is modeling.
Registration can be done with the whole image or a region of interest. Registration is
usually performed using noticeable landmarks, general image information, or a given
segmentation. There is a huge literature devoted to image registration; only some
of the references most relevant to the work of this dissertation will be mentioned.
The difference between using purely image information and shape information is
discussed in the work of Cachier et al. [35]. In [199, 197], the authors treat the
problem of simultaneously finding the registration and segmentation of an object in
multiple images, with the individual solutions of the registration and segmentation
feeding information to each other. Mutual information is a measure that may be
employed for registration [186] as well. A number of registration techniques using
mutual information can be found in Pluim et al. [148]. A number of non-rigid image-
based registration techniques are based on optical flow [78, 131, 117]. A comparison
optical flow techniques may be found in the survey by Barron [13]. Alvarez et al.
explore changing the regularization term of the non-rigid registration to obtain large
optical flow displacements [6]. A non-rigid registration technique based on mass
transport was proposed in [75]. Clarenz uses multigrid methods for fast [44] non-rigid
registration [43]. Huang et al. [82] employ spline-based free form deformations to
constrain non-rigid registration, while Frey et al. [68] use the EM algorithm for rigid
and non-rigid registration.
1.2.4 Tracking
As with the preceding subjects, there is a large literature on tracking. A number
of researchers use the Kalman filter in conjunction with some parameterized snake
model [173, 146, 147] since these are amenable to state space methods. Paragios et
al. [137, 139] have performed tracking by using geodesic active contours and regions.
Yezzi and Soatto devise a method for tracking registrations [197] that is implemented
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using an observer [88] that estimates the infinite-dimensional level-set representation
of the curve. Both Niethammer et al. [132] and Rathi et al. [150] have methods for
tracking curves and statistical methods for dealing with occlusions. Blake and Isard
used particle filtering for tracking parameterized curves [85, 22]. Data association
techniques [12] must be in tracking as in Hager [149] and Peterfreund [146].
1.3 Contributions
The main contribution of this dissertation builds upon and unites earlier results. This
dissertation proposes a model for the estimation of shape (image segmentation), ap-
pearance, pose (image registration), and movement (tracking). The concept of layered
deformotion with radiance models these parameters for multiple objects in a dynamic
scene. As mentioned above, in visual tracking, moving the camera to keep objects
in the field of view will cause the background of the images to move. The objects
of interest can move and deform in three dimensions, but they must be captured in
two-dimensional images. Each component of the image is represented by a separate
layer for which there is a layer for the background and a layer for each foreground
object. The segmentation for each layer is a contour (embedded as the zero level set
of a distance function) that is the average shape of the object computed from multiple
images. The smooth function associated with a layer approximates the image data
inside the contour, after the contour has been mapped into the image by a similar-
ity transformation (rigid component) plus a vector field (non-rigid component). A
practical application of having this model is that one can fix the size of a layer and
then construct priors on both shape and appearance for that layer. These priors are
constructed using principal components analysis (PCA), which reduces the dimen-
sionality of the smooth function that approximates the image data and the vector
field (non-rigid registration) while allowing for more accurate modeling of an object
for that layer.
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The segmentation and registration are found by minimizing a quadratic energy
functional that compares the image intensities of an object against some smooth
function that represents that object. This smooth function can depend on the image
intensities inside the curves capturing the objects. In this dissertation, a combination
of learned smooth functions that are the principal components of a training set model
that particular object’s image intensities is employed. The smooth function is com-
puted by using gradient descent during the training phase. A forward Euler scheme is
then used to solve the resulting partial differential equation (PDE). The vector field
and the segmenting curve are also computed via the Calculus of Variations.
In summary, the key contributions of the doctoral work described in this dissertation
are:
• A segmentation method is presented for objects with regions of faint data (e.g.,
dendrites and their spines with their necks and heads). It incorporates a topol-
ogy preservation method to include the areas with little or no data and to keep
the object as a single object. It uses multiscale diffusion to coarsely segment
the object and then refine the segmentation by diffusing less and less.
• A novel method for tracking objects in a scene is shown that incorporates the
segmenting curve as the state along with the parameters of a rigid registration
that map that curve into each of the images. An observer is used to show
success in tracking under severe occlusions.
• The main model of this dissertation is presented for the estimation of shape
(image segmentation), appearance, pose (image registration), and movement
(tracking) in a scene. A separate layer is used to represent each component
of the image. As above, each layer has three components: a contour that
bounds the layer region, a smooth function that represents the appearance, and
a transformation that maps that layer into an image. It will be shown how this
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method abstracts many existing methods in computer vision such as L1 and L2
optical flow, motion segmentation, and image inpainting.
• Finally, the results of layered deformotion (specifically the smooth function that
approximates the image data and then the non-rigid registration) that are run
on a database of images are used to build a prior on both shape and appearance
to better model new images of the same class. Principal components analysis
(PCA) is used on the smooth image-approximating function and the non-rigid
registration. This information is put into the layered deformotion framework
for faster and more robust modeling.
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CHAPTER II
MULTISCALE DIFFUSION WITH MUMFORD-SHAH
2.1 Overview
This chapter presents a segmentation algorithm that uses multiscale diffusion with
the Mumford-Shah model. The Mumford-Shah model is a generative model that em-
ploys smooth functions to approximate the image data inside and outside of the a
surface that segments an object in the image. Those image-approximating functions
are formed with a trade-off between smoothing and data fidelity in the energy func-
tional. The smooth functions are solved for by using a partial differential equation to
minimize an energy functional. Here, a scale-space approach is used that employs a
good deal of diffusion as its coarse scale space to initially solve for the smooth func-
tions and get a coarse-scale segmentation. Gradually, the diffusion is reduced to yield
a fine-scale segmentation that acquires more features of the foreground object. The
algorithm continually moves to a particular diffusion level, rather than just using a
set diffusion coefficient with the Mumford-Shah model. Each time the smoothing is
decreased, the data fidelity term increases and the surface is moved to a steady state.
This method is useful in segmenting biomedical images acquired using high-
resolution confocal fluorescence microscopy. The method is tested on images of indi-
vidual dendrites of neurons in a rat visual cortex. These dendrites are studded with
dendritic spines, which have small heads and faint necks. The coarse-scale segmenta-
tion acquires the dendrite and the brighter spine heads, while avoiding noise. Backing
off the diffusion coefficient on the image-approximating function to a medium scale
fills in more of the structure of the dendrite, which obtains some of the brighter spine
necks. The finest scale fills in the small and detailed features of the spines that are
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missed in the initial segmentation. Because of the thin, faint structure of the spine
necks, a topology preservation method by Han et al. [76] for the surface is incorpo-
rated into the level set framework, which aids in segmentation and keeps a simple
topology.
2.2 Background on Segmentation
Global segmentation algorithms have the benefit of being able to extract an object
and its prominent features from an image or image volume. They have this capa-
bility because they segment an image by using image properties such as the average
pixel intensity of a region or differing textures of regions. Some of these methods
are detailed in [205, 38, 140, 151, 211], and the references therein. While a global
perspective is better able to avoid the noise than more edge-based detectors, it may
lose the fine-scale features of the object in capturing a coarse estimate of the object.
It would be useful to have a method for including some of these finer scale features
after this coarse segmentation has been done. A method of this type was necessary to
solve the problem of segmenting a topographically complex biological structure from
a three-dimensional image volume.
The structures in question are the dendrites of pyramidal neurons in a rat visual
cortex. These dendrites are studded with individual tiny branchlets called spines. The
spines are sites of synaptic contact between neurons, and their three-dimensional mor-
phology is thought to be a marker of the functional state of individual synapses. The
fine structure of spines has been extensively investigated at the electron-microscope
level—they are known to be bulbous in shape and always connected to the dendrite
by thin necks (with diameter on the order of 0.1 micron) [133].
Three-dimensional image volumes of spiny dendrites were obtained as follows.
Pyramidal neurons in fixed tissue slices of a rat visual cortex were intracellularly
injected with the fluorescent dye Alexa-488 (Molecular Probes Inc., Eugene, OR;
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Figure 1: 2D image plane from the middle of a three-dimensional volume, showing
the dendrite with spines branching off.
emission peak = 517 nm). Individual dendritic segments were imaged in stacks of
two-dimensional images by using an Olympus fluorview confocal microscope, at zoom
factor 8, with a 63x NA 1.2 water-immersion lens. The voxel size of these images was
0.09 x 0.09 x 0.15 microns (slightly above the diffraction limit of this imaging system).
Three-dimensional images were preprocessed by using simple operations to improve
contrast and reduce noise. Images were then deconvolved by using an adaptive blind
deconvolution algorithm (Autoquant Imaging, Watervliet, NY).
In these images, the dendrite is more brightly fluorescent than the spines, due to
the greater volume of fluorescent dye it contains. The spine necks, in particular, can
be quite faint both because of their small volume and their size being at the limit of
resolution of the confocal microscope. Some of the spine heads are dim as well. It is
apparent that some of the spine heads are dim when ones views a full two-dimensional
slice of the three-dimensional images as in Figure 1 and a close up of a section of the
dendrite and its spines as in Figure 2.
The region-based methods only capture the dendrite and some of the spine heads.
The first step to solve this problem is to set a smoothing parameter in the Mumford-
Shah segmentation method so that it becomes a region-based algorithm that gives
a coarse segmentation of the dendrite. This smoothing term is gradually reduced to
capture some fine-scale features. This stepping down of the diffusion term gradually
10
Figure 2: Closeup of Figure 1, showing the fine structure of spines. Pixel size =
0.09 x 0.09 microns.
yields a correct segmentation of the spine heads and the necks that connect them to
the dendrite.
2.3 The Mumford-Shah Model
This section presents the variational formulation of the main segmentation algorithm
(a multiscale version of Mumford-Shah). This algorithm was implemented in a level
set formulation according to Osher and Sethian [134]. Other level set implementations
of Mumford-Shah are in [205, 37], and the model itself is in the original paper by
Mumford and Shah [130]. The level set is evolved by using a PDE that minimizes
a given energy functional. More about level set theory can be found in the book by
Sethian [159].
To implement the Mumford and Shah model, smooth estimates of the foreground
and of the background are required to find the piecewise smooth estimate of the image
data together with the surface of discontinuity separating the two estimates. Based
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dσ (surface area penalty),
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where I is the image volume, f is the smooth estimate of the image in the fore-
ground R, h is the smooth estimate of the image in the background Rc, and S is the
segmenting surface.
The first two terms in the energy functional (1) are data fidelity terms that ensure
that the smooth estimates of the foreground and background match the image data
as closely as possible. The next two terms keep the norm-squared gradients of the
smooth estimates f and h as small as possible, which results in a smoother f and h.
The last term of the energy functional is used to penalize surface area. The parameters
α, β, γ ∈ < are weights that increase data fidelity, or smoothness, or penalization of
surface area. The surface S is evolved according to the flow
St = −α((I − h)2 − (I − f)2) ~N + β(|∇h|2 − |∇f |2) ~N + γκ ~N (2)
where ~N is the inward normal of the surface S [176]. With each evolution time-step
of S, the new smooth estimates f and h are computed by using the same energy func-
tional as above (1). Minimization of that energy is performed with respect to f when
evolving the smooth estimate f . Using the Calculus of Variations, the first variation
obtains the Euler-Lagrange equations necessary to evolve the smooth function to a
steady state based on the the energy functional. The resulting equation to evolve the
smooth function f is
ft = 2(α(I − f) + β∆f), (3)
where ∆f is the Laplacian of f :
∆f = fxx + fyy + fzz. (4)
Evolving h is similar.




(I − u)2dV + α
∫
Rc





where u and v are the means inside and outside the surface, respectively. The evolu-
tion of the the surface S is then
St = −α(u− v)(I − u+ I − v) ~N + γκ ~N. (6)
The Chan-Vese flow can also be viewed as the (β=∞) case (total smoothing) of the
Mumford-Shah flow.
2.4 Multiscale Diffusion with Mumford-Shah
In the algorithm presented in this chapter, the initial coarse Mumford-Shah segmen-
tation uses β = ∞, which is equivalent to the Chan-Vese piecewise constant model.
The Mumford-Shah flow is evolved to steady state while gradually decreasing the
smoothing parameter.
The β = ∞ case corresponds to a coarse scale space, which will only segment
prominent features of the image. The update of the surface can be expressed as
St = −2α(u− v)(I −
u+ v
2
) ~N + γκ ~N. (7)
If the surface is initialized so that it is outside of the object that one wants to segment,
then the sign of the term −2α(u− v) should not change while the surface is evolving.
The term I− u+v
2
shows that the flow will move the surface according to u (the mean
of the image data inside the surface) and v (the mean of the image data outside the




(I − u)2dV +
∫
Rc
(I − v)2dV (8)
is as small as possible. With each iteration, the means are computed and the surface
moves past a pixel in I if it is less than u+v
2
. This is the case if one ignores the surface
area penalty. The value u+v
2
in this case can be looked at as a threshold that gets
larger as the surface segments a bright object. This flow gives a segmentation of all
of the prominent features of the object. The problem with this segmentation is the
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the single value u+v
2
that is used to move the surface at all points in the image. This
value tends to skip over fine detail that might be fainter than most of the rest of the
object. In the case of dendrites, the main dendrite and the head of the spines are
segmented quite well, but the dimmer spine necks are completely skipped over.
To correct this problem, one needs the Mumford-Shah flow with β 6= ∞ which
uses a value f+h
2
to decide whether or not to pass by a pixel. Since f and h are
smooth functions, there is a more adaptive threshold that passes by pixels depending
on a value that is more local to the pixel, since f or h at each pixel is smoothed by
its neighboring pixels. This method is preferred over a global smoothing (β = ∞),
which results in f = u and h = v. The more local version allows Mumford-Shah to
capture some of the finer details as well. The premise of the algorithm is to keep
backing off the smoothing to acquire more details of the object from a coarse initial
estimate. This gradual acquiring of features in a multi-step fashion allows the flow
to accurately capture more detail than a Mumford-Shah flow with a set diffusion
coefficient. The fixed Mumford-Shah flow does not capture such details as well as
this multi-step version, because it has no good coarse segmentation to build upon,
as can be seen in Figure 3. An assumption that was made in the segmentation of
dendrites is that the background is constant (fairly close to zero), which turns out to
be true for all the dendrite data used in this research. This allows one to use v or
zero as the estimate for the background, which speeds up the process since it is not
necessary to use a PDE to find the smooth function h each time the surface needs to
be evolved.
2.5 Topology Preservation with Mumford-Shah
The segmentation of an object should be as realistic as possible. Dendrites have no
holes of any kind, so the segmentation of a dendrite should be topologically equivalent
to a sphere. To accomplish this, one needs a flow that preserves the topology of
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Figure 3: Set Mumford-Shah versus multiscale Mumford-Shah.
the surface that represents the segmentation. This flow will also preserve fine-scale
features (i.e. the necks of the dendritic spines). The topology-preserving method
was originally developed by Han et al. [76]. If topology preservation is not used,
the surface will pinch off at the necks and will only segment the main dendrite and
the heads of the spines. Figure 4 shows a comparison of using topology preservation
versus not using topology preservation.
A level set function uses values below zero to denote the inside of the surface (the
zero level set) and values above zero to denote pixels that are outside the surface.
When a value of the level set φ wants to change sign, i.e. a pixel wants to change from
foreground to the background, etc., that change may cause a change in topology. To
stop a change from occurring, one must check to see when a point in the level set will
change sign. If this change will cause a break in topology, the value of the level set is
set to be some small number ε that has the same sign as before. For more in-depth
information on topology preservation one should see Appendix A.
Topology preservation helps at every point in the evolution of the surface. The
initial thresholding flow is equivalent to a Chan-Vese flow. The Chan-Vese flow has
to preserve topology; otherwise, in the case of dendrites, the necks would get pinched
off. It is possible to get these necks returned without doing topology preservation
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Figure 4: Mumford-Shah (β = ∞) case: no topology preservation versus topology
preservation.
and just running the multi-step Mumford-Shah. The advantage of having topology
preservation is that there is a piece of surface that is already connecting the spine
head and the main dendrite where the neck should be. This surface connection makes
it easier for the multi-step Mumford-Shah to expand out over that neck. In the case
of a missing neck or extremely faint data, the multiscale Mumford-Shah will not
fill in the neck and have it fully connect the spine head to the dendrite. Figure 5
shows a comparison of using multiscale Mumford-Shah without and with topology
preservation is shown.
2.6 Conclusion of Dendrite Segmentation
This chapter has shown a method that segments fine-scale features of a biological
object. This approach of a multiscale Mumford-Shah algorithm is good for first
capturing coarse-scale features and then fine-scale features. The topology preservation
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Figure 5: Connection example: multiscale Mumford-Shah without and with topol-
ogy preservation.
allows for a more realistic segmentation with no breaks in topology. With prior
knowledge of dendritic spines and their topology, one can require that spine heads
remain connected to the dendrite by a neck, even when there is no data supporting a
neck. Topology preservation also improves segmentation of spine necks in cases where
the data for the neck exists but is faint. This improvement is evident in Figure 6 where
the progression of multiscale Mumford-Shah is shown with and without topology
preservation. The multiscale Mumford-Shah with topology preservation captures the
dendrite quite well.
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Figure 6: Progression of multiscale Mumford-Shah with (left column) and without





This chapter describes a nonlinear model for tracking a slowly deforming and moving
contour, despite significant occlusions. The contour is represented implicitly, and its
motion is described by the action of a finite-dimensional group. Both the implicit
representation of the contour (its shape) and its motion are estimated. The con-
tribution of this chapter consists in defining a generative model that is not subject
to arbitrary re-parameterization, not subject to choice of (non-unique) key points or
control points and enforces a dynamical model of motion when it is available. The
approach may incorporate simple phenomenological models, such as low acceleration
or low jerk.
3.2 Background on Tracking
This chapter considers the problem of tracking moving objects in a sequence of images.
An “object” is a region of the image that has a distinct photometric signature, i.e.,
something that distinguishes it from the rest of the image, or “background.” For
example, it could have quasi-homogeneous intensity, or some other statistic that is
uniform or almost uniform within the object, but distinct from the rest of the image.
In particular, it is helpful to be able to to track the object despite its being invisible
or partly invisible at certain instants of time. The object should be tracked despite
changes in the geometry, and possibly the topology, of the region that determines it.
The issue of deformation has received significant attention in the literature, which
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is reviewed briefly in the next subsection. In particular, Yezzi and Soatto [197] char-
acterize the tracking of a moving object, where motion can be defined by a finite-
dimensional group (e.g., affine), through the introduction of a generative model of the
so-called “average shape,” from which each measurement is obtained with minimum
deformations, measured with respect to a chosen energy functional. While that work
hinted at the problem of extending the framework to the case when the underlying
shape average is changing over time, it did not offer a technical solution for tracking
with an explicit dynamical model.
To track regions through occlusions, a motion model is necessary to predict, or
extrapolate, the state of the object when one lacks all the measurements. This issue
of learning motion dynamics has also gathered considerable attention in the past, and
indeed some of the most popular particle filtering techniques were developed in the
context of contour tracking [22]. In this dissertation, however, objects are consid-
ered as regions bounded by closed planar contours, represented implicitly. These are
infinite-dimensional objects, and there is no existing filtering technique suitable for
such infinite-dimensional state-spaces. Therefore, this chapter represents a small step
in a significantly novel and challenging direction, as is described in the next subsec-
tion. Although a rigorous solution to this problem is elusive, approximate filtering
can be performed in a way that results in simple, robust and efficient algorithms
that are validated experimentally in Section 4.6 on sequences of images with severe
occlusions.
3.2.1 Relation to the State of the Art
Contour tracking has been an active research area in vision for many years. The book
of Blake and Isard contains a snapshot of the state of the art as of 1998 [22]. What
makes the problem different from a standard tracking problem, as studied in signal
processing and control theory, is the fact that the representation of the state of the
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model and of the measurement map is non-trivial. In traditional tracking the “target”
is usually a point or a collection of points in a vector space. In particular, a common
approach in contour tracking is to represent the contour through a finite-dimensional
representation. Different representations include various types of splines or “snakes”
(see [22, 106] and references therein) and various discretizations of the contour; for
instance, by using polygonal approximations [182, 181].
In all these finite-dimensional approximations, a dynamical model is introduced
by modeling the parameters (e.g. the nodal points, or the control points, of the
representation) as the state of a dynamical model, typically assumed linear (e.g. an
autoregressive moving-average model). The difficulty with this approach is that each
contour is represented not by a set of parameters, but by an entire equivalence class of
parameters obtained by moving the control/nodal points. There are infinitely many
choices of control points that result in substantially the same measured contour.
Therefore, many have resorted to additional constraints; for instance, equi-spaced
polygonal vertices, a fixed number of equi-distant control points, etc. Additional
techniques rely on describing regions by using “blobs” or other objects with pre-
specified shape, or by collections of spatial configurations of blobs. Using blobs is
common for the case of cars and people (see, for instance, [29, 20] and references
therein); such techniques have proven successful even in the case of a severe occlusion
[149].
A substantially different approach is taken when the contour is represented in
the continuum. For instance, “deformable templates,” pioneered by Grenander [72],
do not rely on “features” or “landmarks”; rather, images are directly deformed by a
(possibly infinite-dimensional) group action and compared for the best match in an
“image-based” approach [207, 10, 206, 128, 110, 156, 111, 109, 38, 116]. A common
model is to implicitly represent the contour, as the zero level set of a function (e.g.
a signed distance function) that evolves in time. Geodesic active contours [108, 184]
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have been successfully used for tracking; one application being tracking cardiac mo-
tion in ultrasound imaging [137]. In most current approaches, however, “time” only
indicates the index of the iterative procedure used to estimate the contour. Most
motion models are essentially assuming that the position of the object at time t + 1
is close to that at time t; and therefore, the best estimate of the contour at time t
can be used to initialize the same procedure at the next instant [129].
This chapter considers higher-order motion models as might arise from inertia and
other constraints on acceleration. The idea is to set up a framework where a detailed
motion model can be used if one is available. If one is not available, statistical
or phenomenological motion models can be used. In particular, one may want to
enforce regularity by imposing that the velocity, acceleration, or jerk (the derivative
of acceleration) is small.
Ideally, one would like to derive an optimal framework to enforce higher-order mo-
tion models. This action would entail estimating the conditional density of the state
(motion and shape of the deforming contour) given the measurements up to time
t (noisy/deformed measurements of the contour, possibly with significant missing
pieces). For linear dynamical models driven by additive, white, zero-mean Gaussian
noise, this framework is appropriate. However, this framework does not seem feasi-
ble for a state that is infinite-dimensional (the shape of the deforming contour), has
non-trivial geometry (the group structure), highly non-linear measurement equations
(due to occlusions), and uncertainty that is functional, rather than additive (the dif-
feomorphic model of the contour deformation). Therefore, one can only resort to
approximate filtering techniques, with no available analytical statements about their
performance. Filtering for non-linear finite-dimensional models has received a lot of
attention since the age of Wiener in the mid forties, and has culminated in several vi-
able (although generally not optimal) techniques, such as the Extended Kalman Filter
[91], the multimodal sum-of-Gaussian filter [3], particle filtering [22], various forms
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of multimodal, multi-target tracking based on interacting multiple models (see [12]
and references therein) and various numerical approximations of the Mortensen-Zakai
equation. However, there has been little work on filtering for infinite-dimensional state
spaces. Blake and Brockett [21] addressed the problem of estimating a moving curve
(represented as the graph of a function) despite missing segments of the curve. In this
thesis, the problem is more difficult because one cannot rely on the graph structure;
and furthermore, the solution is entirely different from that suggested in Blake and
Brockett’s paper [21].
3.3 Formalization of the Problem
At any instant of time t ∈ R, let µ(t) : S1 → R2 be a closed planar contour, g(t) ∈ G
be a finite-dimensional group action (e.g. the Euclidean group G = SE(2) or the
affine group G = A(2)), and ht : R2 → R2 be a diffeomorphism that can change
over time (hence the subscript t). The measurement of a closed planar contour is
y(t) : S1 → R2, a local deformation ht of the static contour µ moving under the









In this model, the first equation embodies the assumption that the average shape
is constant. If this is not the case, but still it varies slowly relative to the intrinsic dy-
namics of y(t), one could write formally that µ̇(t) = w(t). If there are no assumptions
made on how the average shape evolves, the tracking problem cannot be meaning-
fully addressed [197]. The second equation is a deterministic integrator that states
that pose is the integral of velocity, and the third equation states that velocity is the
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integral of acceleration, which is unknown. It could be assumed that α is an unknown
constant or that it varies slowly relative to the dynamics of y(t). Finally, the last
equation states that the measurements are a perturbation of the average shape in the
moving frame. The goal is to infer µ, g and v from measurements of y. In particular,
the interest is in the estimate that results in the “smallest” possible perturbation
ht(·). This model is a formal notation; to design, implement and analyze inference
algorithms, one must specify (i) a representation for µ, (ii) a local coordinate sys-
tem for g, and (iii) a discrepancy measure between the data y(t) and the model of
the data, ht(g(t)µ(t)). The second issue is straightforward since canonical coordinate
charts for matrix Lie groups are easy to derive and compute by using the exponential
map [118]. The first and the third issues are more complex and highly interconnected.
Consider a parametric representation of µ(t), e.g., s 7→ µ̃(t, s). The measured
contour y(t) can also be parameterized via l 7→ ỹ(t, l). Unfortunately, the corre-
spondence between s and l is not known; therefore, the measurement equation relies
on an estimate of the reparametrization l 7→ s = ρ(l), or on a canonical represen-
tative of the equivalence class. This significantly complicates the model, since one
now has y(t) = ỹ(t, l) = h(g(t)µ̃(t, ρ(l))) and no constraints on ρ other than its be-
ing a smooth bijection. Therefore, one may choose to represent µ implicitly as a set
µ(t) = {x ∈ R2 | χµ(x, t) ≤ 0}, where χ denotes the characteristic function of the
set µ. While representing µ implicitly as a set causes no problem for the basic model
where µ̇ = 0; in the case of “slowly varying” average shape, one has to define what
w(t)
.
= µ̇(t) means. Furthermore, the lack of a correspondence s ↔ l, forces a speci-
fication how one computes a discrepancy between y(t) and ht(g(t)µ(t)). Define w(t)
as the quantity specified by the equation µ(t+ dt) = µ(t)⊕ w(t), where ⊕ denotes a
composition operation in the set µ(t), e.g., w(t) can be the set-symmetric difference
between µ(t+ dt) and µ(t).
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3.4 Filtering Deforming Shapes
With this formalism, one can postulate the structure of the state estimator. The
starting point is t = 0 with an initial point estimate, {µ̂(0), ĝ(0), v̂(0)}. Since the
global reference is arbitrary, one typically chooses ĝ(0) = Id, the group identity. At
time t, in absence of any new measurement, the best estimate of the state at t+ δ is
obtained by integrating the state equation between t and t+ δ. The unit of time is δ;
integrating the basic model for constant µ and constant velocity is straightforward,
since µ̂(t + 1) = µ̂(t), v̂(t + 1) = v̂(t) and ĝ(t + 1) = exp(v̂(t))ĝ(t). Here “ ̂ ” is
the operator onto the Lie algebra, and the superscript “ˆ” denoting an estimate is
omitted from v(t) for ease of notation.
Assuming that a new measurement y(t+1) becomes available, the interest is in up-
dating the prediction in a way that guarantees that the estimate of the state will con-
verge, asymptotically, to the true state. While one can derive the optimal estimator
directly in the case of a linear finite-dimensional model, there is no finite-dimensional
optimal estimator in general. Therefore, one needs to postulate a structure of the
estimator, in the form of a generic local observer, and then choose parameters that
guarantee error stability.
Since the deterministic integrator ġ = v̂g does not impose any model constraint
(other than adherence to the group action G), that equation carries no uncertainty;
if v was known exactly and g was known exactly, then ġ would be given exactly by
v̂g. Therefore, that equation carries no model error, and the filter can be saturated
along the corresponding components. In practice, one writes the equation in local
coordinates Ω, defined by g
.
= e
bΩ and approximates the equation to first order as Ω̇ =
(I + Ω̂)v. Consequently, the measurement equation becomes, y = h(e
bΩµ) (neglecting
the time indices).
The goal of the update step is to reduce the “uncertainty,” i.e. the discrepancy
between the model and the measurements. The uncertainty is the diffeomorphism
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ht, not a usual additive noise; at each step, one has to solve a local optimization to
compute the best update for the state. In particular, a local update is considered that
is based on an incremental step in the direction of the gradient of a cost functional that
measures the “energy” of the diffeomorphism ht, subject to the model (9). Specifically,
at time t, a causal window of length k ≥ 2, and the energy







subject to y(τ) = hτ
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To quantify the discrepancy between the model and the measurements, indicated
by E(ht) above, one can use a discrepancy function fin inside the region gµ ⊂ R2, and
a discrepancy function fout outside the region. These discrepancy functions can be as
simple as the indicator functions fin(x, y) = χy(x)− 1, and fout(x, y) = χy(x) for the
case of binary images representing evolving shapes, or more complex signed-distance









The computation of the gradients ∇µφ, ∇Ωφ is described in the next section.




µ̂(t+ 1) = µ̂(t)⊕ Lµ∇µφ (v̂(t), . . . , v̂(t− k), µ̂(t))
ĝ(t+ 1) = ebv(t)ĝ(t)
v̂(t+ 1) = v̂(t) + Lv∇vφ (v̂(t), . . . , v̂(t− k), µ̂(t))
(12)
where Lµ and Lv are tuning parameters whose effects are discussed in the next section.
In the initialization phase, rather than running one step of the gradient above, several
steps are run until convergence to a steady state of φ. Furthermore, depending on the
convergence rate of φ relative to the dynamics of µ, it is useful to run several steps
of the gradient (even run it to steady state) in the update equation above.
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3.5 Experiments
A numerical computation of the gradient above has been used to generate an update





|Jg(τ)|(fin(g(τ)x, y(τ))− fout(g(τ)x, y(τ))) ~N (13)
, where ~N is the outward unit normal and |Jg(τ)| is the determinant of the Jacobian
Matrix of g. The update equation for g, or equivalently Ω, is just the integrator









, f{in,out}(g(τ)x, y(τ))Jg∗T (τ)〉ds (14)
, where g∗ denotes the push-forward and T is the unit tangent vector,
Varying the gain Lµ enforces more or less inertia by µ to change shape. In Figure 7,
a five-pixel wide vertical bar has been removed from the images to create an occlusion.
The occlusion is close in grayscale value to that of the person being tracked. To see
the effect of varying the gain on the estimation of the contour as it passes behind
the occlusion, an image sequence with a simple model of motion is used (constant
velocity). Therefore a low gain is used on the registration(motion) parameters. As
the person passes under the occlusion, the contour will be attracted to the occlusion;
without some state estimator, it would grab onto the occlusion. In Figure 7, Lµ is
varied. Lµ = 0.65 experimentally turns out to segment the person the best while
avoiding getting caught up on the occlusion.
Figure 8 has a total occlusion. Here again the model of motion is certain (constant
acceleration) and a low gain on the motion parameters is used. The gains chosen for
the highly uncertain contour are Lµ = 0.1, 0.5, 0.8. The initial gain for the contour
is set quite low, so measurements are still emphasized, but then the model is able to
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Figure 7: Tracking a person through an attractive occlusion, Left Column: Lµ = 0.1,
Middle Column: Lµ = 0.65, Right Column: Lµ = 0.7.
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take over and push the tracking of the person through the total occlusion. Lµ = 0.1
tracks the person, but the contour is rather rigid. For Lµ = 0.5, the person is tracked
but the contour gets thrown off by the similar-looking books on the printer and poster
on the wall. The last example, Lµ = 0.8, emphasizes the measurements too much
and loses the person.
In Figure 9, there is only a slight occlusion as the car passes underneath the light
pole. But, the occlusion is quite different than the car. The gain L needs to be chosen
a bit higher than the previous examples because the car is going into a turn. There is
uncertainty in the motion model (constant acceleration) and the segmentation. A low
gain (L=0.1 case) on all of the motion parameters and the contour would emphasize
the model and keep the contour tracking in the original direction the car was moving.
L = 0.1, 0.3, 0.7 are examined in this example. The contour is only slightly affected
as it passes underneath the pole in the case of L = 0.3, 0.7.
3.6 Conclusions on Tracking
This chapter takes a first step in designing a filter for a dynamical model of an evolving
contour. The contour is represented implicitly as the (infinite-dimensional) locus of
zeros of a given function. That contour evolves in time under the action of a group.
Both the underlying state and the group action are estimated from noisy images that
can have significant portions of missing data. Although it is hard to say anything
analytically about the behavior of such a filter, experiments with challenging real
sequences have obtained encouraging results.
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Figure 8: Tracking a person through a severe occlusion, Left Column: Lµ = 0.1,
Middle Column: Lµ = 0.5, Right Column: Lµ = 0.8.
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Figure 9: Tracking a car under a non-attractive occlusion, Left Column: L = 0.1,
Middle Column: L = 0.3, Right Column: L = 0.8.
31
CHAPTER IV
LAYERED DEFORMOTION WITH RADIANCE
4.1 Overview
This chapter proposes a model of the shape, motion, and appearance of a scene, seen
through a sequence of images which captures occlusions, scene deformations, arbitrary
viewpoint variations, and changes in radiance. This model is based on a collection
of overlapping layers that can move and deform. Each layer supports an intensity
function that can change over time. A discussion follows the generality and limita-
tions of this model in relation to existing models, such as, traditional optical flow or
motion segmentation, layers, deformable templates, and deformotion. An illustration
is made on how this model is used for inference of shape, motion, deformation and
appearance of the scene from a collection of images. The layering structure allows
for automatic inpainting of partially occluded regions. The proposed model succeeds
on synthetic and real sequences where existing schemes fail, and shows how suitable
choices of constants in the model yield existing schemes, from optical flow to motion
segmentation and inpainting.
4.2 Background on Layered Deformotion with Radiance
In video sequences changes occur over time because of viewer motion, object motion,
or deformation of objects in the scene—including occlusions—and appearance vari-
ations arising from the motion of objects relative to the light sources. A suitable
model will trade off generality (by allowing variations of shape, motion and appear-
ance) with tractability (by being amenable to inference and analysis). The goal of
modeling is to support inference; depending on the application, one may be more
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interested in recovering shape (e.g. in shape analysis, classification, recognition, or
registration), motion (e.g. tracking, optical flow), or appearance variations (e.g. seg-
mentation), including restoration (inpainting). Traditionally, the modeling task has
been approached by making strict assumptions on some of the unknowns to recover
the others. Such assumptions include brightness-constancy in optical flow and the
affine warping in shape analysis and registration. This approach is partly justified,
because in any image-formation model, there is ambiguity between the three fac-
tors of shape, motion and appearance; therefore, the most general inference problem
is ill-posed. In some applications, for instance video compression, the ambiguity is
moot since all that matters is for the model to capture the sequence as faithfully
and parsimoniously as possible. Nevertheless, since shape, motion, and appearance
affect the generation of the image, a more germane approach would call for modeling
all three jointly; then, let complexity dictate the responsibility of each factor, and
let the application dictate the choice of suitable regularizers to make the inference
algorithms well posed. This research concentrates on modeling, not on any particular
application.
A model of image formation is proposed that is general enough to capture shape,
motion and appearance variations (Section 4.3) and simple enough to allow infer-
ence (Section 4.5). It is desirable to capture occlusion phenomena, to entail a no-
tion of hierarchy or layering, and to capture image variability arising from arbitrary
changes in viewpoint for non-planar objects. Hence, the model will entail infinite-
dimensional deformations of the image domain. Such deformations can be due to
changes in viewpoint for a rigid scene, or changes of shape of the scene seen from a
static viewpoint, or any combination thereof. The model will not attempt to resolve
this ambiguity since that requires higher-level knowledge. Furthermore, capturing
large-scale motion of objects in the scene, as opposed to deformations, will allow for
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a choice of a finite-dimensional group, e.g. Euclidean or affine, separate from infinite-
dimensional deformations. An added benefit of this approach is that higher-level
knowledge of viewpoint changes may be incorporated through an added prior on this
finite-dimensional group to resolve the ambiguity addressed above. Finally, to cap-
ture changes in appearance, scene radiance will be one of the unknowns in the model.
Changes in radiance can come from changes in reflectance or changes in illumination,
including changes in the mutual position between the light sources and the scene. No
attempt is made to resolve this ambiguity, since that requires higher-level knowledge.
The image-formation model proposed here is not the most general that one can
conceive. Indeed, it is far less general than the simplest models considered acceptable
in Computer Graphics, and a lack of generality is illustrated in Section 4.4. Neverthe-
less, the proposed model is more general than any other model used so far for motion
analysis in Computer Vision, as is discussed in Section 4.4, and is complex enough to
be barely tractable with the analytical and computational tools available today. The
inference problem is posed within a variational formulation, involving partial differ-
ential equations, integrated numerically in the level-set framework [134]; although,
any other computational scheme of choice would suffice, including stochastic gradi-
ents or Markov-chain Monte Carlo. The emphasis of this chapter is to propose a
model for shape and appearance of layers and therefore a scene and to show that it
can be inferred with at least one particular computational scheme, not to advocate a
particular optimization technique.
4.2.1 Relation to Existing Work
This work relates to a wide body of literature in scene modeling, motion estimation,
shape analysis, segmentation, and registration. Section 4.4 illustrates the specific
relationship between the model proposed and existing models. These existing models
include Layers [187, 79], which only model affine deformations of the domain and can
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therefore only capture planar scenes under small viewer motion or small aperture, and
where there is no explicit spatial consistency within each layer and the appearance of
each layer is fixed. The proposed model allows deformations that can model arbitrary
viewpoint variation, model layer deformation, and enforce spatial coherence within
each layer. One could think of this work as a generalization of existing work on Layers
to arbitrary viewpoint changes, or arbitrary scene shape, and changes in radiance
(texture); all cast within a variational framework.
The work in this chapter relates to a plethora of variational algorithms for optical
flow computation (see [158, 5, 57] and references therein), except that the domain
is partitioned and allows arbitrary smooth deformations as well as changes in ap-
pearance (which would violate the brightness constancy constraints that most work
on optical flow is based on, with a few exceptions, e.g. [77]). It relates to various
approaches to motion segmentation, where the domain is also partitioned and allowed
to move with a simple motion, e.g. Euclidean or affine, see [51] and references therein.
Such approaches do not allow deformations of the region boundaries, or changes in
the intensity within each region. Furthermore, they realize a partition, rather than
a hierarchy of domain deformations, so this model can be thought of as motion seg-
mentation with moving and deforming layers, changes in intensity, and inpainting
[16].
The work in this chapter is closely related to the work of “deformotion” of Yezzi
and Soatto [197], except that in this work the layers are allowed to overlap. Thus, this
chapter’s work can be thought of as a layered version of deformotion with changes in
region intensities. The paper by Paragios et al. [143], where one distance function is
registered to another by using rigid and non-rigid transformations, is also relevant.
The work here is also related to the templates [72, 128], in the sense that each of
the layers in the given model will be a deformable template. However the shape
and intensity profile of the template is estimated along with the layering structure. A
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one-layer version of the work here is similar to the paper by Trouve et al. [174], where
the author describes energies on the manifold G×M , where g ∈ G is a group action
(possibly a C∞ diffeomorphism or an affine transformation) and M is a manifold
consisting of a collection of landmark points or images). With G being the set of
C∞ diffeomorphisms and with M being the set of images, the geodesic between two
points (g1,m1), (g2,m2) ∈ G×M describes metamorphoses from one “group-image”
pair to another. The active appearance models of [49, 11] have also influenced the
approach in this chapter, but here rather than imposing regularization of shape and
appearance by projection onto suitably inferred linear subspaces, generic regularizers
are employed. Thus this chapter generalizes active appearance models to smooth
shape and intensity deformattions, cast in a variational framework.
In the next section the proposed model will be introduced; and in Section 4.5, the
approach is illustrated to infer its (infinite-dimensional) constitutive elements.
4.3 Modeling
A scene is represented as a collection of L overlapping layers. Each layer, labeled by
an index k = 1, . . . , L, is a function that has associated with it a domain, or shape
Ωk ⊂ R2, and radiance function ρk : Ωk → R+. Layer boundaries model the occlusion
process, and each layer k undergoes a motion, described by a (finite-dimensional)
group action gk, for instance gk ∈ SE(2) (the group of rigid motion on the plane) or
the affine group A(2), and a deformation, or warping, described by a diffeomorphism
wk : Ωk → R2, to generate an image I at a given time t. The warping models changes
of viewpoint for non-planar scenes, or actual changes in the shape of objects in the
scene. Since each image is obtained from the given scene after a different motion and
deformation, one indexes each of the image’s corresponding variables by t: gkt ,
wkt , and It. Finally, since layers occlude each other, there is a natural ordering in k
which, without loss of generality, one can assume to coincide with the integers; layer
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k = 1 is occluded by layer k = 2, and so on. However, since this occlusion model
could change (say layer k = 2 goes behind layer k = 3 and then later layer k = 2 is
in front of layer k = 3), there is a function l = max{k | x ∈ Ωk} that indicates the
layer that will contribute to the intensity at a pixel in a given image, which is the
front most layer that intersects the warped domain. Figure 10 shows an example
of the layers mapped into an image. For simplicity, assume that Ω0 = R2 (the back
Figure 10: Labeling of multiple layers of an image.
most layer, or “the background”). With this notation, the model of how the value
of the generic image It : Ω





= ρl(x), with x ∈ Ωl, l = max{k | x ∈ Ωk}. To simplify
the notation, define xlt
.
= glt ◦ wlt(x) (sometimes indicated as xt for simplicity). The








= ρl(x), x ∈ Ωl
xlt = g
l
t ◦ wlt(x), l = max{k | x ∈ Ωk}.
(15)
The goal in this work is to infer, to the extent possible, the radiance family
{ρk}k=1,...,L, the shape family {Ωk}k=1,...,L, the motions {gkt }k=1,...,L;t=1,...,N , and the
deformations {wkt }k=1,...,L;t=1,...,N that minimize the discrepancy of the measured im-
ages from the ideal model (15), subject to generic regularity constraints. Such a
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subject to l = max{k | x ∈ Ωk}.
Here r is a regularizing functional, for instance r(w)
.
= |ẇ| + 1|ẇ| where |ẇ| is the
determinant of the Jacobian Matrix of w. Since it is desirable to restrict w to be a
one-to-one function, this regularizer r keeps |ẇ| close to one. If |ẇ| deviates from 1
then either one of the terms |ẇ| or 1|ẇ| becomes larger. λ, µ, and ζ are positive real
constants. Note that l is a function, specifically l : Ω0 → Z+. The two-norm is chosen
for the data-dependent term and the regularizer for simplicity; but other choices could













Image 1 Image 2 Image 3
Layer 1 Layer 2 Layer 3
ρ0 ρ1 ρ2
Figure 11: Multiple layers mapping onto multiple images.
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4.4 Generality of the Model
Equation (15) models images of three-dimensional scenes with piecewise smooth ge-
ometry which exhibits Lambertian reflection with piecewise smooth albedo1 viewed
under diffuse illumination from an arbitrarily changing viewpoint. It does not capture
global or indirect illumination effects, such as cast shadows or inter-reflections, com-
plex reflectance, such as specularities, anisotropies or sub-surface scattering. These
ambiguities are treated as modeling errors and are responsible for the discrepancy
between the model and the images, which is measured by φ in equation (16). In
addition, these discrepancies are lumped together with sensor errors and improperly
called “noise.” Although far from general, to the knowledge of this writer equation
(15) is nevertheless a more ambitious model than has ever been used in the context
of motion estimation and tracking. In fact, many existing models are special cases of
equation (15).
This model includes traditional optical flow as a special case. In particular, if
one assumes a single layer to represent the whole image domain (i.e. L = 0), a trivial
group action (i.e. g = Id) and no regularity in the modeled radiance ρ = ρ0 (i.e.
λ = 0) then the resulting minimization problem includes only the radiance ρ and the
warps w1 = w
0
1 and w2 = w
0
2 as unknowns (one should consider the case of just two
images I1 and I2 for now). A much simpler energy is left














If the goal is just to find the warp w = w2 ◦ w−11 that registers I1 to I2 (through the
common radiance model ρ), then one may further simplify (17) by setting w1 = Id
and w2 = w, thereby eliminating yet another unknown and yielding (up to a change
1The model can be further generalized by allowing ρl to be vector-valued to capture a set of
radiance statistics such as the coefficients of a filter bank or other texture descriptors, but this is
beyond the scope of this chapter.
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Since the smoothness penalty on ρ was omitted, it is straightforward to show for a
given choice of w that (18) is minimized by setting ρ(x) to the mean of I1(x) and
I2(w(x)). Thus, in this special case (no smoothness on ρ) the joint optimization in











depending upon the choice of the regularizer r (note that r typically depends on
the derivatives of w rather than its direct values), corresponds to either the classical
optical flow in [78] or to one of its many variants.
This model has the advantage of not enforcing global regularization (regularization
is imposed within layers, but not across layers), of not comparing images to each
other, but to an underlying model (this carries significant advantages when it comes
to robustness to noise, as is illustrated in the experiments), and of having an explicit
model of the appearance of the scene, which allows “inpainting” individual layers
while preserving their motion boundaries.
Choosing L = 1, w = Id, λ = 0, µ = 0 yields motion segmentation, that
has also been addressed by many; see for instance [51] and references therein for the
case of affine motion g ∈ A(2). In motion segmentation, one partitions the domain
into a number of individually moving segments, each of which is assumed to move
with a constant (finite-dimensional) motion. Like in optical flow, there is no model
of appearance, and the data-dependent term consists of the brightness constancy













Note that, in this case, Ωt is one of the unknowns since wt is no longer part of the
inference, although one could easily define Ωt
.
= wt(Ω0), as has been discussed in the
previous section.
Choosing L = 1, ρ = const, r(w) = ‖w‖ yields a model called deformotion
[197] and has also been extended to grayscale images. The work here is the natural
extension of deformotion to layers.
Choosing L > 1, w = Id, Ωk unconstrained and g ∈ A(2) would yield a variational
version of the Layers model [187], that has never been attempted. It should be noted
that this is different than simpler variational multiphase motion segmentation. In the
former case the motion of a phase affects the shape of neighboring phases, whereas
in the model (15) layers can overlap without distorting underlying domains. One can
think of the Layer model as a multiphase motion segmentation with inpainting [16]
of occluded layers and shape constraints.
The model also relates to deformable templates, where ρ = const in the tradi-
tional model [72] and ρ = smooth in the more general version [128]. Another relevant
approach is Active Appearance Models where the regions, warping and radiances
are modeled as points in a linear space.




where w0 : Ω
k → R2 and W k : Ωk → Rn denotes a set of basis functions or principal
components, and st ∈ Rn, t = 1, . . . , N is a vector of shape coefficients. Similarly,
ρk(x) = ρ̄k(x) + P k(x)αk (22)
where ρ̄k : Ωk → R and P k(x) : Ωk → Rn is a vector of principal components, and
αk ∈ Rn a vector of appearance parameters. It should be noted that the functions
P k and W k have to satisfy orthogonality constraints, and these have to be enforced
during the inference of the bases. The model (15) does not impose such restrictions
and renders the problem well-posed by generic regularization instead.
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Finally, by virtue of the regularization imposed on ρ, the scheme in this chapter
relates to image inpainting, except that one performs inpainting both by layer
transfer from multiple images and by regularization. The advantage of the method in
this chapter is that it can exploit whatever information is there: If multiple views are
available, their contribution is weighted relative to the harmonic interpolation term.
If only one image is available, then intensity regularization dictates the filling process.
4.5 Inference
Minimizing the cost functional in (16) is a tall order. The functional depends upon
each domain Ωk and its boundary (a closed planar contour), its deformation (a flow
of planar diffeomorphisms) wkt , and its radiance (a piecewise smooth function) ρ
k—all
of which are infinite-dimensional unknowns. In addition, the functional depends on
a group action per layer per instant, gkt , on the occlusion model, which is represented
by the discrete-valued function l(x) = max{k | x ∈ Ωk}, for each layer k = 1, . . . , L.
As long as each layer is a compact region bounded by a simple smooth curve, there
is no loss of generality in assuming that the Ωk are fixed, because each diffeomorphism
wkt will act transitively on Ω
k. Therefore, it can be assumed that each region Ωk is
a circle in some of the examples. While there is no loss of generality, there is a loss
of energy; if one were allowed to also optimize with respect to the initial regions,
one would be able to reach each deforming layer faster and with less energy. This,
however, does not enhance the generality of the model, hence it will be forgone for
some examples.
Apart from this simplification, one proceeds by minimizing the functional in equa-
tion (16) by using simultaneous gradient flows with respect to the groups (motion),
the radiances (appearance), and the diffeomorphisms (deformation). The detailed
evolution equations are complicated, depending upon the number of layers and the
42
occlusion structure between layers. To help avoid excessive subscripting and super-
scripting and multiple-case definitions according to occlusion relationships, the key
properties of the various gradient terms will be outlined for the case of a background
layer Ω0, a single image I, and a single foreground layer Ω1. To keep the illustration
simple, it will be assumed that the group action g0 and the warp w0 for the back-
ground layer are simply the identity transforms. This is the simplest possible scenario
that will allow the key properties of the gradient flows to be shown.
Let x̂ = g1(w1(x)) and Ω̂1 = g1(w1(Ω1)). With this notation, one may write the














































where N̂ and dŝ denote the outward unit normal and the arclength element of ∂Ω̂1,
respectively. For a multidimensional group, the procedure can be repeated for each
parameter in the local coordinate representation of the group.
The update equations for the group involve measurements both along the bound-
ary of its corresponding layer (first integral) as well as measurements within the layer’s
interior (second integral). This latter integral vanishes if a constant radiance ρ is used
for the layer. It is not necessary to differentiate the image data I; derivatives land on
the estimated smooth radiance ρ instead, which is a significant computational perk
of the model in this chapter that results in considerable robustness to image noise
[196].
A similar gradient structure arises for the case of the infinite dimensional warp
w; the boundary-based terms and region-based terms for each layer are similar to
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previous integrals. However, additional terms arise in the gradient flow equations for
w depending upon the choice of regularization terms in the energy functional, such
as smoothness penalties, and magnitude penalties.
To solve for the transformations of layer 1, the superscript is dropped on w and
g. Let w(x) = [x+ u(x), y + v(x)]T . To solve for u and v at time n, one may use the









un−1(x)− dt ∗ (δ(∂Ω1) ∗ un−1c (x) + un−1r (x)−∆un−1(x))


















































 is the 90◦ rotation matrix. The curve evolution is also similar to











Finally, the optimality conditions for the smooth radiance functions ρ0 and ρ1 are















, x ∈ Ω0 \ Ω̂1.
(30)
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Notice that the background radiance ρ0 is “inpainted” in regions occluded by the
foreground layer Ω1 by harmonic interpolation from the boundary of Ω̂1, since ρ
satisfies Laplace’s equation ∆ρ0 = 0. Once all the terms are put together, one can
generate a gradient flow that simultaneously evolves all layer assignments, boundaries,
and intensities. In the next section some of the features of the model and the resulting
optimization will be illustrated and compared to existing schemes.
For a single parameter g from the mapping gkt from layer k to an image t, the full

































where δl(k, xt) is 1 when l(xt) = k and 0 otherwise, and m = l − 1 when k = l.
4.6 Experiments
Figure 12: Tracking a balloon: Three sample views are shown from a sequence of
a deflating balloon moving with an erratic motion while changing its shape from a
drop-like shape to a circle. In the top row the boundary of the first layer is shown as
estimated by a rigid layer model with a single scaling term that does not allow for layer
deformation, akin to a variational implementation of traditional layer models. The
model tracks the motion of the layer, but it fails to capture its deformation. On the
bottom row the same three images are shown with the first layer superimposed, where
the layer is allowed to both move (rigidly) and deform (diffeomorphically), yielding
82 percent lower RMS residual error, and capturing the subtler shape variations.
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The capability of the model in this chapter to track deforming layers is illustrated
in the first experiment. In Figure 12, three images of a sequence show a deflating
balloon undergoing a rather erratic motion while deforming from an initial waterdrop
shape to a circular one, and finally to a drop-like shape. On the top row of Figure 12,
the layer boundaries are shown for a model that only allows for rigid deformations of
the initial contour (a circle) using a single scaling term—this is essentially a variational
implementation of the model of [187]. It captures the gross motion of the balloon, but
it cannot capture the subtler shape variations. The second row shows the same three
sample images with the boundary of the first layer superimposed, where the layer
is allowed to deform according to the model introduced in this chapter. The data
fidelity term used is a Mumford-Shah term so the radiances representing each layer
are smooth functions. The layer changes shape to adapt to the deforming balloon,
all while capturing its rather erratic motion. The average root mean squared (RMS)
error per image for the affine layer model is 30.87, whereas the residual for the case
of the deforming layers is 5.51. More importantly, the phenomenology of the scene,
visible in the figure, has been correctly captured.
In the next experiment, all the features of the model of this chapter are illustrated
by showing how the model recovers the background behind partially occluded layers
while recovering their motion and deformation. Figure 13 shows a few samples from a
dataset where the silhouette of a moving hand forms a victory sign while moving the
relative position between the fingers. The background, which is partially occluded,
is a spiral. The average shape is used as the initial shape of the foreground layer
to find its affine motion and the diffeomorphic warp wi. The radiance within each
layer is assumed to be smooth, so when the background layer is recovered, a slightly
smoothed version of the spiral is shown. Of course, one could further segment the
black spiral from the background to obtain sharp boundaries, but this would not help
to illustrate the feature of the model, therefore it is not illustrated here.
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Figure 13: Victory sign, with deforming hand, moving in front of a partially occluded
background portraying a spiral. The goal here is to recover the radiance of each layer
(the spiral in the background and the constant black intensity of the hand), as well
as the motion and deformation of the foreground layer. Note that layer models based
only on affine motion would fail to capture the phenomenology of this scene by over-
segmenting the region into three regions, each moving with independent affine motion.
The model captures the overall motion of the layer with an affine group, and then
the relative motion between the fingers as a deformation, as illustrated in Figure 14.
Figure 14 summarizes the modeling process. The recovered layers are shown
on the top row. Since the radiance is assmued to be smooth within each layer,
one can only recover a smoothed version of the spiral. These layers are deformed
according to a diffeomorphism; one per layer, each defined on the domain of the layer
(second row) and then moved according to an affine motion. The third row shows the
image generated by the model which can be thought of as a deterministic generative
model since it performs comparisons at the image level, not via some intermediate
representation. The corresponding images are displayed in the last row with the layers
superimposed for comparison.
The next set of experiments uses standard sequences used for optical flow analysis
and is designed to illustrate the difference between the model of this chapter and
standard optical flow. A representative set of results of the motion field estimated by
optical flow (left) and the model of this chapter (right) is reported in Figure 16. The
model in this chapter does not rely on global regularization, but only regularization
within each layer segmented in Figure 15. Therefore, the boundaries of the motion
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field are better resolved.
Naturally, the model in this chapter is a superset of those commonly used for
optical flow computation. This point is illustrated by reducing the weight of the
smoothness term for ρ in Figure 17, which yields results closer to standard optical
flow. In comparison to the ground truth vector field, the vector field given by optical
flow has an average angular error of 8.12◦. Deformotion with a smoothness weight λ
of 200 gives an average angular error of 9.99◦. Reducing the smoothness weight λ to
20 gives an average angular error of 8.11◦, which is closer to the result of optical flow.
There can be some benefit in changing r(w) from an L2 type norm to an L1 norm,




〈∇u,∇u〉+ 〈∇v,∇v〉 dx, (32)
an L1 norm is used
r(w) =
∫ √
〈∇u,∇u〉+ 〈∇v,∇v〉 + ε2 dx (33)
where ε is small, here chosen to be ε = .001. Figure 18 shows a comparison using the
two norms combined with deformotion and optical flow.
A beneficial side-effect of having an explicit model of the scene, i.e., a regular
irradiance pattern, with smoothness controlled by λ, is the possibility of comparing
individual images to a (noiseless) model rather than comparing noisy images to each
other. This benefit is visible in Figure 19, where the flow field obtained with the
layered deformotion model with L1 on artificially corrupted sequences is closer to the
cleaner version of the sequence than using L1 standard optical flow.
The comparison with optical flow illustrates the necessity for partitioning the do-
main into independently moving objects. This is a motion segmentation task. There-
fore, the model of this chapter is compared with more standard ones that partition the
flow into affine segments, while still relying on the brightness constancy constraint
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and without using an explicit model of the appearance of the scene. Such models
can be obtained by increasing the regularization of the layer deformation (i.e. the
entire layer moves with the same finite-dimensional motion: translational, Euclidean
or affine). Figure 20 illustrates this effect.
Note that the model in this chapter, by virtue of having an explicit representation
of the appearance of each layer, can automatically fill in the appearance of underlying
layers, as illustrated in Figure 21.
Figure 22 illustrates inpainting using the model of this chapter. In this example,
there is some camera motion which makes the whiteboards in the two images not
quite lined up. Also, there has been some corruption of the images which is modeled
as the foreground layer that is moved around via an affine group. The whiteboard
(background layer) is recovered with its own affine registration and the inpainted
whiteboard is shown.
The conclusion to draw from these experiments is that the model in this chapter,
a superset of existing schemes (optical flow, motion segmentation, deformotion, and
inpainting), allows the user to apply existing algorithms by using proper choices of
constants. Naturally, the price to pay for such flexibility and for the added power
stemming from a richer model is computational complexity. All the experiments
shown have been run on a pentium M 2GHz PC and take five minutes per 1000
iterations.
4.7 Discussion
This chapter presents a generative model of the appearance (piecewise smooth albedo),
motion (affine transformation) and deformation (diffeomorphism) of a sequence of
images that exhibit occlusions. This model is used as a basis for a variational opti-
mization algorithm that simultaneously tracks the motion of a number of overlapping
layers, estimates their deformation, and estimates the albedo of each layer, including
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portions that were partially occluded. Where no information is available, the layers
are implicitly inpainted by their regularizers.
This model generalizes existing layer models to the case of deforming layers. Al-
ternatively, one can think of the algorithm as a layered version of deformable tracking
algorithms or as a generalized version of optical flow or motion segmentation where
multiple layers are allowed to occlude each other without disturbing the estimate of
adjacent and occluded layers.
The numerical implementation of the method in this chapter uses level set meth-
ods. It is realized without taking derivatives of the image, a feature that yields
significant robustness when compared with boundary-based approaches to estimat-
ing optical flow. The approach has been illustrated on simple but representative
sequences where existing methods fail to capture the phenomenology of the scene by
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Figure 14: Multiple layers mapping onto multiple images: The inference process
returns an estimate of the albedo in each layer (top). Since smooth albedo is assumed,
the spiral is smoothed. The deformation of each layer is estimated (second row),
together with its affine motion, to yield an approximation of the image (third row).
This image approximation is used for comparison with the measured images (bottom
row) that drives the optimization scheme.
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Figure 15: Rotating sphere and segmentation obtained using deformotion.
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Figure 16: Optical flow; ground truth; deformotion: Standard optical flow (left)
imposes global regularization, which results in errors at the boundary (the vector field
is more spread out than the one from the proposed model, on the right). The ground
truth is in the middle. The average angular errors for optical flow and deformotion
are 11.49◦ and 6.31◦ respectively. The standard deviation for the angular errors
are 1.37◦ and 1.44◦. The parameters and regularization constants used were dt=
0.2, iterations= 10000, α = 10 (data fidelity), µ = 0.5, (smoothness of w), λ = 5
(smoothness of ρ).
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Figure 17: Deformotion to optical flow: Optical flow (left) can be obtained from
the general model (right) by allowing λ → 0. Compare the results with parameters
dt= 0.028, iterations= 71000, α = 20, µ = 0.55, and λ = 20 on the bottom row with
200 on the middle row. Note that the two models (left and right) are closer on the
bottom row. In comparison to the ground truth vector field, the vector field given
by optical flow has an average angular error of 8.12. Deformotion with a smoothness
weight of 200 gives an average angular error of 9.99. Reducing the smoothness weight
to 20 gives an average angular error of 8.11, which is closer to the result of optical
flow.
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Figure 18: L1 deformotion; L2 deformotion; optical flow: L2 is on the middle row
with deformotion first and optical flow second. The average angular errors are 4.83◦
and 4.74◦ respectively. L1 is on the bottom row with average angular errors of 4.80◦
and 4.67◦. The parameters used are dt= 0.1, iterations= 20000, α = 1, µ = 500,
λ = 1.
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Figure 19: Noisy Case: L1 deformotion; L2 deformotion; optical flow. The images
have been corrupted with Gaussian noise of zero mean and a variance of 0.05. L2
is on the middle row with deformotion first and optical flow second. The average
angular errors are 11.93◦ and 13.23◦ respectively. L1 is on the bottom row with
average angular errors of 11.26◦ and 11.88◦. The L1 version of deformotion attains
the best result with the angular error of 11.26◦. The parameters used are dt= 0.1,
iterations= 20000, α = 1, µ = 5000, λ = 30.
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Figure 20: The model proposed can be used to perform motion segmentation by
increasing the regularization µ of the domain deformation for each layer (parameters
used: dt= 0.2
4000
, iterations= 20000, α = 20, µ = 4000, λ = 2000).
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Figure 21: The model yields “inpainted” layers. The top row shows the boundaries
of layers; the middle row, the reconstructed appearance of the layers (ρ); and the
bottom row, the warpings (w). Parameters used: dt= 0.2, iterations= 2000, α = 20,
µ = 1.0, λ = 0.8, ζ = 3.0 (arclength weight) .
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Figure 22: Image inpainting with the model. First two images: corrupted images of
a teacher’s whiteboard with some camera jitter. Last image: Image inpainting result.
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CHAPTER V
LAYERED DEFORMOTION WITH A JOINT PRIOR
5.1 Overview
Modeling the variability of different images of the same scene, or class of objects,
obtained by changing the imaging conditions; for instance, the viewpoint or the illu-
mination, is challenging. Understanding such variability is key to the reconstruction
of objects despite changes in their appearance (e.g. due to non-Lambertian reflec-
tion), or to the recognition of classes of objects (e.g. cars), or individual objects seen
from different vantage points. This chapter presents a model that can account for
changes in shape or viewpoint, appearance, and occlusions of line of sight. The model
learns a prior model for each factor (shape, motion and appearance) from a collection
of samples using principal components analysis, akin to a generalization of “active
appearance models” to dense domains affected by occlusions.
5.2 Introduction
An image can be thought of as a function from a compact domain (the “image plane”)
to the positive reals (the “intensity” range). Changes in the imaging conditions, such
as in viewpoint and illumination, cause changes in both the domain and range of
such a function. Also, a change of view of a Lambertian scene in ambient light can be
modeled, away from occlusions, by a diffeomorphic deformation of the image domain
[185]. Changes of illumination on a static scene can be modeled as structured changes
in intensity (for instance, described by a low-dimensional linear variety, known as an
“illumination cone”). Unfortunately, changes in the domain and range of the image
play overlapping roles; one can always explain classes of images of the same scene or
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“object” with changes in its domain (intensity values), modulo contrast functions [4],
or by deformations of the image domain, as in a “deformable template” [71] (transi-
tive actions of infinite-dimensional groups of diffeomorphisms). Therefore, inferring
domain deformations and changes in intensity of a sequence of images obtained with
different viewpoints and/or illumination is an ill-posed problem, and suitable regu-
larizers have to be imposed to arrive at a meaningful model.
A common regularizer for changes in intensity is obtained by assuming that such
changes cause the images to move on or close to a low-dimensional linear variety.
The most common approach leads to principal components analysis (PCA), which has
been used extensively in modeling and recognition of scenes when there are no changes
of viewpoint [178]. Changes of viewpoint at a finite number of landmarks can also be
modeled in a similar fashion, through procrustes analysis, which can be implemented
by using singular value decompositions in a manner similar to PCA [63]. Combined
changes in intensity and shape can be modeled in a conditionally linear fashion by
assuming that intensity in a normalized frame is linear and that normalization is
achieved by procrustes analysis, leading to so-called “active appearance models” [49].
These models have proven effective in modeling classes of objects, such as faces,
with modest changes of appearance and shape when free of occlusions. Learning
the principal components of shape and appearance from a collection of images of an
object provides a powerful prior model that can be used to detect a new instance or
to recognize the target class of an object.
The problem becomes significantly more complex in the presence of occlusions.
In this case, domain deformations are not only not diffeomorphic, but they are not
even regular functions since occlusions cause portions of the scene to disappear and
other portions to appear. Jackson et al. [89] addressed the problem of modeling
changes in motion and appearance of occlusion layers using the variational framework
of deformotion introduced by Yezzi and Soatto [197], exploiting generic regularizers.
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Using those methods in this chapter, a learning-based regularization approach is
introduced that extends the active appearance model to scenes with occlusions, all
within a principled variational framework. Since the shape, motion, and appearance
of each layer are modeled, one can also fill in missing portions of layers (that are
not visible in all images) thereby realizing a multi-view version of “image inpainting”
[16]. For the case of just one layer, this model simplifies to standard active appearance
models but is represented in a continuous domain rather than at a finite number of
landmarks.
The shape of a layer that represents an object in the scene is transformed by a
diffeomorphism to model small-scale changes in the object and a finite-dimensional
group that describes coarse global motion. The intensity function associated with
a layer is computed by minimizing a Mumford-Shah type energy that allows for
occlusions and “in-paints” based on other images where there is no occlusion; if
no information is available, then the solution of Laplace’s equation is used. This
chapter reduces the two most complex pieces, the intensity function for a layer and
the diffeomorphism representing variations in shape, to a smaller, more reasonable
space by using principal components analysis.
The model proposed describes changes in motion, appearance, depth ordering, and
shape of a number of depth layers. In addition, a number of bases have to be learned
for the appearance space, motion space, and shape space. This model is powerful, but
the notation tends to become cumbersome when all factors are taken into account,
and the computational cost of inference can be significant. For this reason, attention
is restricted to the important case of two layers (foreground and background).
5.3 Layered Deformotion with a Joint Prior
A solution using layered deformotion would be difficult to get in scenes where the
image statistics of each layer are similar. By fixing each layer Ωk to an “average
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shape,” it becomes possible to examine the radiances ρk and the diffeomorphisms wk
and build a prior on them.
Having some prior models of the non-rigid registrations wln and the smooth func-
tion ρl would greatly reduce the complexity of the above problem and allow for more
accurate modeling. Using training data for specific objects results in faster and more
accurate segmentations and registrations. The simplest reduction in computational
complexity would be to represent the radiance ρl for layer l as





m(x),∀x ∈ Ωl. (34)
Principal components analysis will be used to get a good model of the radiance, so
ρ̄l(x) is the mean of that training data. The M principal components that represent
the training data for the smooth function in layer l are written as ρlm(x).
The same procedure for learning the radiances will be performed to learn the defor-
mations of an object. The deformations that map layer l into an image n decompose







m(x),∀x ∈ Ω0 (35)
.
A database of images of an object of interest is selected and the “layered deformo-
tion” algorithm is run on them to “learn” the radiances and to “learn” the diffeomor-
phisms that object has in the database. The space of radiances and diffeomorphisms is
reduced by using principal components analysis. Modeling the appearance and shape
of any new object that belongs to a modeled class becomes much more accurate and
computationally efficient.
5.4 Derivation of PCA flow with One Constant
Building w(x) and ρ1(x) jointly out of principal components yields
[ρ1(x), w(x)] =
[






























































































































































f(x) = (I(g(w(x)))− ρ1(x))2 − (I(g(w(x)))− ρ0(g(w(x))))2. (41)
5.5 Experiments
The training set of 300 cars from the dataset from Jones et al., [103] consisted of
segmentations like that of Figure 23. An average shape was derived from all 300
examples, and each segmentation was registered (with a rigid component and a non-
rigid component) to the average shape. Then, the image data could be mapped onto
the average shape. From this process, the training data for the radiances ρ1 and the
warps w1 was obtained. An example of the modes for the appearance is in Figure 24.
An example mode for the diffeomorphisms is in Figure 25. Recall that for the warps
there is a rigid component that captures variability in shape as well. An example of
a joint mode for the appearance and the diffeomorphism is in Figure 26.
Using ten principal components for the radiance and the warp jointly, the results
in Figures 27 and 28 were obtained. Figures 27 and 28 show the initial placement
of the contour along with the segmentation obtained by using PCA for the radiances
and the warps. The given example is not in the training database, as can be seen in
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Figure 23: Training example.
Figure 24: Appearance modes: mean minus one standard deviation of the first
mode; mean; mean plus one standard deviation of the first mode.
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Figure 25: Warp modes: varying the fourth mode.
Figure 26: Warp and appearance modes: mean minus one standard deviation of the
first mode; mean; mean plus one standard deviation of the first mode.
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Figure 27: Initialization; using the joint shape and appearance prior; PCA recon-
struction; segmentation only a shape prior.
Figure 28: Initialization; using the joint shape and appearance prior; PCA recon-
struction; segmentation using only a shape prior.
the reconstruction of the radiance. The last pictures shown in both Figures 27 and
28 use only a prior on shape.
The benefits of training using shape and radiance to get a good segmentation
are shown next. Results of segmenting the foreground object using a prior on both
shape and radiance are compared to only using a prior on shape. In this example, the
foreground object is a heart. Figure 29 is an example of the original image and the
segmentation used for training. Sixteen datasets were used for training. The results
in Figure 30 were obtained using ten principal components for the joint prior on the
radiance and the warp. The first image in Figure 30 shows the initial placement of the
curve, the second image shows the segmentation attained only using a shape prior,
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Figure 29: Heart training set example: original image; hand segmentation.
Figure 30: Segmentation of a new heart image: initialization; segmentation using a
prior on shape; segmentation using a prior on shape and radiance; hand segmentation.
the third image shows the superior segmentation attained using the joint prior on
shape and radiance, and the fourth image shows the actual hand segmentation (our
ground truth).
5.6 Conclusion
Incorporating a joint prior on the appearance and shape for each layer significantly
improves the method of layered deformotion. By fixing the shape of each layer,
it becomes possible to perform dimensionality reduction (via principal components
analysis) on the most complex functions for which to solve—the radiance functions





This dissertation presented a model for the estimation of shape (image segmentation),
appearance, pose (image registration), and movement (tracking) in a scene. This
model used a separate layer to represent each component of the image. Each layer
had three components: a contour that bounds the layer region, a smooth function
that represents the appearance, and a transformation that maps that layer into an
image. This method abstracts many existing methods in computer vision, such as L1
and L2 optical flow, motion segmentation, and image inpainting.
A segmentation method was presented for objects with regions of faint data, in
particular, dendrites and their spines with their necks and heads. It incorporated a
topology preservation method to include the areas with little or no data and to make
sure the segmentation represents a single connected object. It used multiscale diffu-
sion to coarsely segment the object, and then refined the segmentation by gradually
diffusing less and less.
Next, a novel method created for tracking objects in a scene incorporated the
segmenting curve as the state along with the parameters of a rigid registration that
mapped that curve into each of the images. Using an observer framework, the method
successfully tracked people and cars under severe occulsions.
Finally, layered deformotion with radiance was presented. The results (specifically,
the smooth image-approximating function and the non-rigid registration) were taken
from a database of images and were used to better model new images of those classes.
This prior on both shape and appearance used principal components analysis on the
smooth image-approximating function and the non-rigid registration and put this
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information into the layered deformotion framework for quicker and more robust
modeling. Results were shown using non-trivial background and foreground objects




To explain how to preserve topology, one needs some background in digital topology
to know what constitutes changes in topology of a surface in Z3. Some definitions
from the paper by Bertrand [17] will be used. The surface will be a binary object
with the pixels inside the surface being the foreground X and the pixels outside the
surface being the background X̄. The two measures of distance between two points




|yi − xi|, (42)
and D∞ for the L∞ distance:
D∞(x, y) = max
i=1,2,3
|yi − xi|. (43)
One also needs to define and build different types of the neighborhoods of a point x:
V i∞(x) = {y|D∞(x, y) ≤ i} (44)
V i1 (x) = {y|D1(x, y) ≤ i} (45)






N∗18(x) = {V 21 (x) ∪ V 11 (x)}\{x} (48)
Within these neighborhoods of a point x, it is useful to know that the n-adjacency
of the two points x, y is true when y ∈ N ∗n(x). An n-path can then be formed from
some point x0 to xk if for every xi in that path (excluding x0), xi is n-adjacent to
xi−1. The existence of this n-path between any two points x and y means that they
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are n-connected. To preserve the topology of a binary surface in Z3, the change of
a point x ∈ Z3 from the foreground X to the background X̄ (or vice versa) must
not change the topology in a N 26 neighborhood of itself. To check this, one needs to
know if the point is a simple point. If it is, then one can change it from foreground
to background or background to foreground.
A point x is a simple point if and only if there exists only two connected com-
ponents in N ∗26(x), one in the foreground and one in the background. To find if a
point is simple, compute the number of connected components in X ∩N ∗26(x) and the
number of connected components in X̄ ∩N ∗18(x). If they are both equal to one, x is
a simple point. The assumption is that the point x is a point in the foreground. If
x is a point in the background, the background is treated as X and the foreground
is X̄. For now, the case where x is a point in the foreground X, and the background
is denoted by X̄, the number of connected components in X and X̄ (the topological
numbers for a simple point) are denoted by
Tn(x,X) = 1 = Tñ(x, X̄), (49)
where n and ñ denote the connectivity used. In this case, n = 26 and ñ = 6 are used,
so for the number of connected components in the foreground,
T26(x,X) = C
a
26[x,X ∩N ∗26(x)], (50)
where C a26[x,X ∩N ∗26(x)] is the number of connected components in X ∩N ∗26(x) using
a 26-connectivity. For one connected component to exist in the foreground X, for
every point y ∈ X ∩N ∗26(x), y must be 26-connected to every other y, i.e. there must
be a 26-path that connects all y ∈ X ∩ N ∗26(x). This computation of the number
connected components is similar for the background, where the number of connected
components is denoted as
T6(x,X) = C
a
6 [x, X̄ ∩N ∗18(x)], (51)
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[156] Samson, C., L. Blanc-Féraud, G. Aubert, and J. Zerubia, “A level set model for
image classification.,” International Journal of Computer Vision, vol. 40, no. 3,
pp. 187–197, 2000.
[157] Schnabel, J. A., D. Rueckert, M. Quist, J. M. Blackall, A. D. Castellano-Smith,
T. Hartkens, G. P. Penney, W. A. Hall, H. Liu, C. L. Truwit, F. A. Gerritsen,
D. L. G. Hill, and D. J. Hawkes, “A generic framework for non-rigid registra-
tion based on non-uniform multi-level free-form deformations.,” in MICCAI,
pp. 573–581, 2001.
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