Empirical models for the density and the viscosity of squalane (C30H62; 2,6,10,15,19,23-hexamethyltetracosane) have been developed based on an exhaustive review of the data available in the literature and new experimental density and viscosity measurements carried out as a part of this work. The literature review showed there was a substantial lack of density and viscosity data at high temperature (373 to 473) K and high pressure conditions (pressures up to 200 MPa). These gaps were addressed with new experimental measurements carried out at temperatures of (338 to 473) K and at pressures of (1 to 202.1) MPa. The new data were utilized in the model development to improve the density and viscosity calculation of squalane at all conditions including high temperatures and high pressures.
INTRODUCTION
The viscosity of reservoir fluids is an important property in all aspects of reservoir production and it, along with its associated uncertainty, affects engineering design decisions. Reservoirs are currently being developed with increasingly elevated temperatures and pressures and with highly viscous fluids. Ultra-deep Gulf of Mexico offshore prospects and bitumen reserve extraction from oil sands are examples of areas where High Pressure (HP) and/or High Temperatures (HT) conditions and viscous fluids exist.
The viscosity of reservoir fluids is routinely measured in commercial laboratories with capillary and falling body viscometers. These viscometers are typically calibrated at atmospheric conditions and specific temperatures with standard calibration fluids. Calibrations are then extended to elevated pressure and temperature conditions with empirical correlations or the viscometer is calibrated at limited temperature and pressure conditions with available HTHP reference fluids. To lower the uncertainty of routine viscosity measurements, viscometers require accurate calibrations and/or reference fluids to verify equipment calibrations. The measurement of viscosity also requires accurate densities at the same conditions. Unfortunately, most current viscosity standards are inadequate for supporting improved experimental accuracies in HTHP and high viscosity fluid environments. Squalane (C 30H62; 2,6,10,15,19,23-hexamethyltetracosane), a pure fluid of moderate viscosity, has been identified to fill the gap between existing reference fluids and potential HTHP and high viscosity standards. During the fluid selection process, a critical analysis of existing squalane literature identified voids and discrepancies in the existing data sets. New experimental measurements were performed to fill these voids and these new data were combined with existing literature data to determine new reference equations for the viscosity and density of pure squalane.
The parameters in the developed models for viscosity and density were determined with a novel approach for robust regression which combined global optimization and outlier detection algorithms. The overall algorithm, combined with the critical literature review, provided a recommended data set, a reliable set of parameters, and a range of validity for the models.
LITERATURE REVIEW
Development of accurate viscosity and density models requires a thorough knowledge of existing literature data and the acquisition of new experimental measurements to fill the void in the existing data sets. There are numerous data sets for the density and viscosity of squalane and they have been reviewed and an analysis of the published results has been performed. A complete list of the literature data sets used in this investigation is presented in Tables 1 and 2 . This compilation of data indicated that additional measurements at high temperature and high pressure conditions were needed to fill voids in the available literature. Accordingly, new measurements were performed at temperatures in the range of (338 to 473) K and at pressures between (0.2 and 202.1) MPa; the results are presented in this paper. These new data and the derived models helped to resolve discrepancies between existing data sets and to extend regions where the physical properties were insufficiently modelled with the correlations presented in the literature to this date.
References with tabulated data were considered and those which presented data in only Figures were excluded. [43] [44] [45] [46] [47] [48] [49] [50] [51] [52] In cases where an existing experimental data set was repeated (or it appeared that the same point was not re-measured) in subsequent articles, only the original data set was included in the regression data set: 64 , where there was a very limited data set available for the development of a reference model, the abundance of experimental data for squalane made it unnecessary to include molecular simulations in this work. 37, [65] [66] [67] [68] [69] [70] [71] [72] [73] Two points from Whitmore et al. (1966) 8 were not included due to the inability of converting kinematic viscosities of sub-cooled squalane (219 and 233) K.
The data sets presented in Tables 1 and 2 , which include the new measurements described in the following section, span large temperature and pressure ranges and provided sufficient information to develop a versatile model which can be used in most laboratory settings as a calibration tool.
Plots showing the range of the available density and viscosity data, as a function of pressure and temperature, are presented in Figures 1 and 2 . As can be seen in both figures, the new data significantly extends the range of data available for model development.
EXPERIMENTAL METHOD FOR DENSITY AND VISCOSITY MEASUREMENTS
The measurements were made using a vibrating-wire apparatus that provides simultaneous measurements of viscosity and density. [74] [75] [76] As illustrated in Figure 3 , the vibrating wire is suspended vertically in the fluid, between the poles of a permanent magnet, and is tensioned by an aluminium weight. An alternating current is passed through the wire, thereby setting it into transverse oscillation, and the electromotive force (emf) developed across the wire is measured by means of a lock-in amplifier. This emf generally comprises two components: the first is simply the voltage developed across the electrical impedance presented by the stationary wire; while the second is the induced voltage arising from the motion of the wire through the fluid in the presence of the magnetic field. The frequency response of the oscillating wire is measured in the vicinity of the fundamental transverse resonance mode. The resonance frequency of this mode is sensitive to the density of the surrounding fluid, largely as a consequence of the buoyancy effect exerted on the weight and the resulting changes in the tension of the wire. The width of the resonance curve is sensitive to the viscosity of the fluid. Both effects are described accurately by a full-developed working equation for the instrument. 74, [77] [78] [79] [80] The practical apparatus and standard operating procedures are described in detail by Ciotta (2010) . 76 With a tungsten wire of 0.15 mm diameter fitted for this project, the instrument had a nominal working range for viscosity of approximately (0.5 to 100) mPa·s.
CALIBRATION
In the present work, viscosity measurements were made in an absolute way without the need to calibrate the instrument in a fluid of known viscosity. This was achieved by measuring the diameter of the wire with a laser micrometer. The wire used was centreless-ground tungsten (Metal Cutting Corp., New Jersey, USA) with a nominal diameter of 0.15 mm. The diameter of the actual piece used was measured by means of the laser micrometer (Aeroel SRL, Pradamano, Italy) with 0.01 μm resolution. Measurements were made at three different axial positions and at five different angles and the results are given in The remaining parameters in the working equation pertain to the resonance frequency of the wire and these were determined, as described recently, 80 from calibration measurements in air at ambient pressure.
The temperature of the vibrating-wire cell was measured with a platinum resistance thermometer (PRT) probe having a nominal resistance of 100 Ω at T = 273.15 K. The resistance of the thermometer was measured in a four-wire circuit using a digital multimeter (Agilent, model 34401A). The thermometer was previously calibrated both in a water triple-point cell and by comparison with a standard PRT in an oil bath at temperatures between 323 K and 473 K. 76 The standard PRT used for this purpose (Tinsley, model B249) had itself been calibrated on ITS-90 by the UK National Physical Laboratory. At the conclusion of the present study the PRT was checked again in a triple point of water cell and its resistance was found to be unchanged. The estimated standard uncertainty of the temperature was ±0.02 K.
The pressure was measured by means of a Paroscientific Digiquartz transducer (model number 430K-110) with a range of (0 to 207) MPa calibrated by the supplier against a certified pressure balance. After allowing for the offset observed under vacuum, the estimated standard uncertainty of the pressure measurements was ±0.02 MPa.
MEASUREMENT PROGRAMME
The provenance and purity of the squalane sample (CAS 111-01-3) is provided in Table 4 and no further purification of the sample was attempted. The entire apparatus was evacuated before introducing the sample. About 200 ml of sample was transferred to a glass reservoir fitted with a close-fitting screw cap and a dip tube through which sample could be withdrawn. The dip tube was connected to the inlet of the high-pressure fluid handling system and the fluid was drawn into the evacuated system. The fluid handling system was then used to pass approximately 50 ml of sample through the apparatus for flushing purposes. Pressure was raised by means of a screw injector in the fluid handling system.
The measurements were made along isotherms with actual temperatures within 0.2 K of the desired nominal values. In order to characterise the isotherms well, an initial point close to 1 MPa was measured, followed by 20 MPa and then increments of 20 MPa until the pressure reached approximately 200 MPa; the pressure was then reduced to a value close to 1 MPa for a check measurement. The actual temperatures and pressures were measured as detailed in section 4 above. At each state point, at least two measurements were made and the resulting values averaged. Normally, the repeatability at a constant temperature and pressure was within 0.5 % in viscosity and 0.05 % in density. There was increased scatter at viscosities above about 30 mPa·s increasing to about ± 1 % in viscosity and ± 0.5 % in density at η = 100 mPa·s. In these cases, the number of repeated measurements was increased to 5 leading to a standard error of the mean of about 0.5 % in viscosity and 0.25 % in density. The estimated overall expanded uncertainties, taking account of all sources of uncertainty other than sample degradation, were 2 % for viscosity and 0.2 % for density, with a coverage factor of 2.
One problem that arose was premature failure of the rupture-disc safety device after the measurement at 453 K and 180 MPa. The rapid decompression of the system that occurred when the disc ruptured caused damage to the sensor lead wires and also caused the sinker to slip on the lower end of the vibrating wire. The system was repaired and the sinker replaced. Check measurements overlapping the previous data were made after this repair and before continuing; the check results showed good agreement.
VERIFICATION TESTS
In order to test the measurement system, measurements were made on the viscosity standard liquid S20 (Cannon Instrument Co.) at temperatures of (298.15, 323.15 and 353.15) K and at ambient pressure. The results were compared with the values certified by the supplier and the results are given in Table 5 ; small corrections were applied to account for deviations (< 0.2 K) from the nominal temperatures. The measured viscosity agrees with the certified values of the viscosity standard liquid to well within the overall experimental uncertainty. The measured densities are approximately 0.3 % lower than the certified values and these differences fall slightly outside the 95 % confidence interval of ±0.2 %. There is no explanation for this discrepancy.
In further tests, a u-tube capillary viscometer (PSL BS/U D serial number 55281) was used to measure the kinematic viscosity μ of both fresh squalane and used squalane drained from the vibrating-wire instrument after the final measurements at T = 473.15 K. The u-tube viscometer was operated at ambient pressure and was immersed in a temperature-controlled water bath. The overall standard relative uncertainty of these measurements was ±0.2 %. The densities of the same samples were measured in an Anton Paar DMA 5000 vibrating-tube densimeter with automatic viscosity correction and an overall standard relative uncertainty of 0.01 %. The DMA 5000 was calibrated in ambient air and ultrapure water at the operating temperature. In order to facilitate comparison with the vibrating-wire results, the density and the logarithm of the viscosity measured along the isotherm at T = 338 K and P ≤ 101 MPa were each extrapolated to P = P 0, where P0 = 0.1 MPa, by means of linear regression with a quadratic polynomial in (P -P0). These quadratic polynomials provided excellent fits and led to η = (6.706 ± 0.003) mPa·s and ρ = (778.5 ± 0.3) kg·m -3 at P = 0.1 MPa and T = 338 K, where the quoted uncertainties are one standard deviation. A preliminary surface fit that (∂lnη/∂T)P = -0.026 K -1 and (∂lnρ/∂T)P = -0.00084 K -1 at the same pressure and temperature was also estimated. These derivatives were used to correct the values of η and ρ extrapolated from the vibrating-wire measurements to the slightly different temperatures at which the ambient-pressure measurements were made. In Table 6 , the results of the ambient-pressure measurements and the differences Δη and Δρ from the values deduced from the vibrating-wire data are presented. Both the capillary viscosity measurements agree well with the vibrating-wire results but there is a small difference between them that suggest some degradation of the sample after exposure to the highest experimental temperature. This correlates with a slight discolouration of the used fluid noted after the final isotherm. In this case, the densities are found to agree to well within the 95 % confidence interval.
EXPERIMENTAL RESULTS
The measured viscosity and density of squalane are given in Table 7 in the original order of the measurements. The results are plotted in Figures 4 and 5.
DENSITY AND VISCOSITY MODEL
The modified Tait Equation, 81 has been widely used to correlate the (P,ρ,T) surface of numerous pure fluids and mixtures including squalane.
where the reference density, ρ0, is the density of squalane at P0 = 0.1 MPa. The parameter C is a constant and B is a parameter with temperature dependency described in Equation (2):
The reference density, ρ0, was correlated as a function of temperature with Equation (3):
A modified Tait-like viscosity equation (Comuñas, 2001) 82 was used to correlate the viscosity data 0 0
where the reference viscosity, η0, was described with a modified Andrade equation 82 :
The reference pressure, P0, in Equation (4) are the same as in Equation (1). Parameters, Dη, and Eη, were considered functions of temperature:
The density parameters to be regressed are therefore { } 
PARAMETER DETERMINATION
The standard approach for determining equation parameters is to minimize the sum of squares of the residuals as described by Equation (8), known as the least-squares approach to regression.
( ) 
Where c is the parameter vector, f is the model function and (xi, yi) are the experimental data.
Using this approach on the squalane data set leads to erroneous values due to the failure of two key assumptions made in the method's derivation 83 : 1) that the difference between the measured values and the actual values are all normally distributed, and 2) that all the data are valid for the chosen model (i.e. no outliers). The first assumption fails because the viscosity data spans several orders of magnitude and it is unreasonable to assume that the experimental uncertainty remains constant in absolute terms. Such an assumption would lead to a surface that fits the higher magnitude data at the expense of all the other values. The second assumption fails primarily because the model Equations (1) and (4) are empirically based and have a limited range of applicability but also because the different measurement techniques can lead to some points having significantly higher variance than others.
Instead, the least squares approach was changed so that: 1) the relative differences between the measured values and the model values are normally distributed and 2) there are a specific number of data points that should not be considered when determining the parameters and those points can be identified by the Benjamini-Hochberg test for significance. 84 This method of outlier detection was selected because it is based on the same a priori assumption of normally distributed data as the regression technique and there are enough data points that a more conservative method is not required.
The relative difference ri between the measured value and the model function is given by Equation (9):
This leads to the regression Equation (10) 
This formulation, Equation (10), of the relative difference is preferable to the standard definition, given by Equation (11), as it has no bias:
and it is a function which weights all of the data equally irrespective of the magnitude of the data (which in this case span several orders of magnitude). If M experimental measurements out of N total measurements are excluded, then the final regression equation is given by: 
where  denotes that the measurement values have been sorted by increasing statistical significance.
REGRESSION IMPLEMENTATION
Evaluating Equation (12) is not trivial since the parameter vector c is highly dependent on the value M and the sorting of the values ( )
  which in turn can only be determined once c is known. The solution procedure developed is an iterative process of choosing M, finding the parameters that minimize Equation (12), then using that equation to get a new estimate for M and repeating until M converges. Even with M known, Equation (12) is still difficult to solve as there can be many local minima that differ greatly from the global minimum. A further complication of the regression is the residuals used in each calculation can change (due to a change in order) and the parameter surface to be minimized can be highly discontinuous. The global minimization strategy, differential evolution 82 , is able to reliably solve this problem as it can search over a large parameter space and does not require a continuous surface. The entire implementation is illustrated in Figure 6 .
To perform the Benjamini-Hochberg significance test, the residuals are assumed to be normally distributed around zero with variance determined by the median absolute deviation, which is a robust variance estimator. The p-values i P are then computed for each residual and the largest pvalue that satisfies the significance test in Equation (13) is considered an outlier as well as all residuals with lower p-values.
The variable α is the false discovery rate, which is set at 5% by convention 84 .
RESULTS AND DISCUSSION
To illustrate the improved parameter choice calculated using this novel approach to regression, the parameters of Equation (4) were computed using least squares regression, Equation (8), the modified objective function, Equation (10), and finally the full robust regression, Equation (12) . The intersection of the resulting surfaces with the atmospheric pressure plane and the experimental viscosity data at atmospheric pressure are shown in Figure 7 . It is noted that only the atmospheric pressure data is shown in Figure 7 even though the experimental data at atmospheric and elevated pressures were used in the regressions.
As can be seen in Figure 7 , the least squares regression technique provides a poor fit of the atmospheric pressure data. The viscosity data at these conditions are being neglected in order to satisfy the objective function which favours the large viscosities at elevated pressures. This deficiency is clearly addressed by using the relative objective function. At atmospheric pressure, the regressed equation's performance is indistinguishable from that obtained with the robust regression. The histograms in Figures 8 and 9 show the distribution of the Absolute Percentage Deviation (APD, denoted Δi) of all the data points, 100 ( , )
between the models and the density and viscosity data (all data -atmospheric and elevated pressures). An examination of the results show that the relative objective function does not result in a half-normal distribution of the errors as expected. A large number of points with deviations significantly greater than the majority of the differences between the model and the data set indicate that the presence of these outliers could skew the results. Use of the robust regression technique improves the parameterization of the model because the data points with significant deviations are excluded from the regression. As shown in Figures 8 and 9 , the resulting deviation distribution for the robust regression and the identified outliers show that the deviations of the points used in the regression are significantly reduced; and now resemble more of a half-normal distribution when compared to the conventional regression technique (both with the relative difference objective function).
The optimal parameters and a summary of the regression's statistics for the viscosity and density can be found in Table 8 . Out of a total of 853 viscosity points available in the literature, 97 (11 %) were considered outliers which is lower, on a percentage basis, than the number of density point outliers, 64 out of 407, or 16 %.
Overall, the average absolute percentage deviation (AAPD, denoted Δ), 
between the optimal model and that of the data used in the parameterization (i.e. data points not rejected) is 0.04 % for the density and 1.4 % for the viscosity. The bias of the density fit is 0.000 % and the standard deviation is 0.05 %. The bias of the viscosity fit is 0.02 % and the standard deviation is 1.8 %. The bias and the standard deviation of the models are artificially reduced due to the rejection of the extreme 5% of valid points (set by the false discovery rate). With this considered, the maximum absolute percent deviation of these models is a good indicator of the goodness of fit of these models. The maximum APD of the density and viscosity points used in the regression was 0.14 % and 4.9 %. Based on the rejected data in the model regression, the density model is limited to the pressure and temperature ranges of (0.1 to 202.1) MPa and (273 to 525) K, respectively. As shown in Table 8 , the lowest temperature in the accepted viscosity data set was 242.7 K. A review of this data set revelled that the majority of the accepted experimental measurements were made at temperatures of 273 K or greater. Based on this, the viscosity model is limited to the pressure and temperature ranges of (0.1 to 467.0) MPa and (273 to 473) K, respectively. The model is still useable at temperatures between 243 and 273 K, but it has only been validated by significant quantities of experimental data down to 273 K. As with most empirical models, extrapolation of the models beyond the ranges described above is not recommended. Further details of the number of points used from each literature source and the AAPDs between the optimal models are presented in Tables 9 and 10 . Most of the rejected viscosity data are at pressures greater than 500 MPa. Tables 9 and 10 show the individual data sets used in the regression of the parameters for the recommended model. As can be seen in Table 9 , most of the density data before 1957 was classified as outliers. This is consistent with the review of the data sets which indicated that these literature data sets do not report the experimental method or uncertainty of the measurements. More recent data sets 15, 23, 26 had a majority of points deemed as outliers. These outlier points appear to be inconsistent with the remaining literature data (including the new data). Tables 9 and 10 show that the AAPD of the rejected points were significantly larger than the points which appear to be consistent with the other data sets based on the model and the regressed parameters. The majority of the density data can be fit very well by the model (75% of points with error less than 0.1%), and therefore the tolerance for being considered a valid point is very tight and hence why some of the data may appear to be inconsistent with the model and other data sets.
Compared to the density data, the viscosity of squalane has been measured at significantly higher pressures (up to 1.298 GPa). Most of the data deemed outliers were at pressures greater than 400 MPa (and essentially all the data above 500 MPa). The data at pressures greater than 500 MPa came from Bair (2002) 36 and Bair (2006) 39 . Table 10 shows that the regression algorithm considered 50 out of the 78 points from these papers as outliers. Whether these points are experimentally consistent with the other data sets is difficult to ascertain from the results presented in this investigation. Based on the regression algorithm, the other experimental data sets, and the Tait-like viscosity model (9 parameters), the data appear to be inconsistent with those reported in the literature. Either the model is insufficient at these conditions or the data are inconsistent with the other data sets and the model. Further exploration into the consistency of these measurements, which are at extreme pressure conditions, was not performed. These extreme pressures are far from those which are measured in commercial laboratories (and most academic laboratories) and were considered outside scope of this work.
The compilation of data presented in this work could be used to further the development of a new squalane viscosity model which covers these extreme pressures. However, new data at these conditions should be measured at these conditions to verify the existing data before any modelling effort is undertaken. Although the data at these elevated conditions were not of practical interest for the model development in this work, they were still used in the determination of the model parameters. The success of this algorithm is proven by the development of a consistent model which was not biased by the data at these conditions. At pressures below 500 MPa, most of the data set from Krahn and Luft (1994) 35 appear to be inconsistent with those from the other investigators. In this case most of the data at elevated temperatures (greater than 293.15 K) were considered outliers. Figure 10 shows the relative deviation of the measured density at atmospheric pressure from the correlating equations with the parameters given in Table 8 . Figure 11 shows the relative deviation of the measured density as a function of pressure for all temperatures. The majority of the deviations are within 0.1 % of the correlation for density. Figure 12 shows the relative deviation of the measured viscosity at atmospheric pressure and a majority of deviations are noted to be within 3 %. Figure 13 shows the relative deviation of the measured viscosity as a function of pressure for all temperatures. The majority of the deviations are within 5 % of the correlation for viscosity. Only data that were used in the parameterization have been included in these figures.
Very recently, Mylona et al. 28 have published correlations of the density and viscosity of squalane based on their analysis of the available experimental data, including the new data presented in this paper. In their work, the density was correlated using the same model as in the present analysis; however, they set a2 = 0 and constrained C to the value 0.2. The region in which both density correlations are simultaneously valid corresponds to temperatures between (278 and 473) K and pressures up to 202 MPa. In comparison, the two agree to within ±0.12% at P ≥ 50 MPa for all temperatures within that range. However, at lower pressures and T ≥ 400 K, the correlation of Mylona et al. 28 shows positive deviations from the present model, reaching approximately 0.4% at T = 473 K. Mylona et al. 28 report two independent correlations for viscosity and the comments below apply only on their modified Vogel-Fulcher-Tammann equation, in which temperature and pressure are the independent variables. This correlation is valid at temperatures between (278 and 473) K and at pressures up to 200 MPa. Comparing that correlation with the present model first along the isobar at P = 0.1 MPa, a close agreement within ±2% over the entire temperature range was found. For higher pressures up to 100 MPa, agreement to within ±3% at temperatures up to approximately 450 K was found. However, at higher temperatures and higher pressures and the two models show significant differences that, at P = 200 MPa, span a range from -12% to 3%. Overall, based on the data sets deemed acceptable in this work by the regression analysis, the models presented by Mylona et al. 28 match the density data to within 0.05% (maximum APD 0.75%) and the viscosity data to 2.1% (maximum APD 54%) compared with 0.04% (maximum APD 0.14%) and 1.4% (maximum APD 4.9%) obtained from the present models. The pressure and temperature limits of the Mylona et al. 28 models are smaller than that of the present work (and was used outside the recommended limits) which could explain the large maximum APD difference between the two models on the accepted data sets.
CONCLUSIONS
Squalane has been identified as a preliminary viscosity standard for HTHP conditions. As a pure fluid of moderate viscosity it fills the gap between existing reference fluids until other HTHP reference fluids with higher viscosities have been evaluated. All the published data were reviewed and significant regions were identified where additional data were needed to fill voids, resolve discrepancies of existing data sets and to extend regions where the viscosity may be insufficiently modelled with the current techniques. New experimental measurements were performed to expand the data set in the areas of interest for high-temperature and high-pressure conditions. There appears to be some inconsistencies with the high pressure viscosity data (P > 400 MPa) and the low pressure data and/or the models used.
A large amount of empirical density and viscosity data was analysed to obtain new reference density and viscosity models for squalane. This was done using a novel approach to non-linear regression that combines global optimization and outlier detection algorithms. The resulting parameters are substantially improved since they are not influenced by a small number of data points that deviate significantly from the bulk of the points.
This regression approach resulted in models which could reproduce the majority of the experimental density data to within an average of 0.04 % for density and 1.4 % for the viscosity data. Based on the data set used in the model regression (without outliers), the density model is limited to the pressure and temperature ranges of (0.1 to 202.1) MPa and (273 to 525) K, respectively. In addition, the viscosity model is limited to the pressure and temperature ranges of (0.1 to 467.0) MPa and (273 to 473) K. The maximum APD is 0.14% for density and 4.9% for viscosity. These models can be used to calibrate laboratory densitometers and viscometers at relevant HTHP conditions. 
