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Introduction Ge´ne´rale
Dans l’e´tude de nombreux syste`mes issus des Sciences Physiques, l’hypothe`se
d’ergodicite´, valide´e par l’expe´rience, est centrale. L’exemple du phe´nome`ne de tur-
bulence est typique : une petite diffe´rence dans les conditions initiales induit des
solutions tre`s e´loigne´es. Il faut alors utiliser une description statistique pour com-
prendre le syste`me. C’est en fait apre`s un temps suffisamment long pour qu’il ait
oublie´ sa condition initiale, que le syste`me re´ve`le sa structure intrinse`que. On observe
alors les e´tats d’e´quilibre statistique, la ou les mesures invariantes.
Il n’y a que dans de rares cas tre`s simples que l’on a une expression explicite de
la mesure invariante, disons µ. Regarder des moyennes d’observations du syste`me le
long de la trajectoire constitue un moyen pour obtenir des informations sur µ. En
effet, l’ergodicite´ donne la convergence
1
T
∫ T
0
f(Xt)dt→
∫
f(x)µ(dx) (0.1)
lorsque T →∞, pour Xt une variable ale´atoire de´crivant l’e´tat du syte`me au temps
t, et f(Xt) ∈ R une observation. De nombreuses questions de recherche sont lie´es
a` cette convergence : existence et unicite´, de´pendance en les conditions initiales,
estimations sur la mesure invariante, sur la vitesse ...
Cette the`se a e´te´ e´labore´e a` l’Universite´ Blaise Pascal, sous la direction du Pro-
fesseur Liming WU. Elle contient des re´sultats nouveaux, classe´s en deux parties dis-
tinctes, et concernant le type de proble`me e´voque´ ci-dessus. Les re´fe´rences pre´cises
des travaux cite´s dans cette introduction sont donne´es dans les parties correspon-
dantes.
L’approche de´veloppe´e dans la premie`re partie de cette the`se est d’e´valuer le
coˆte´ droit dans (0.1) par l’espe´rance du coˆte´ gauche a` un temps T fixe´ suffisamment
grand. Comme l’information disponible consiste en l’observation d’une trajectoire,
il est important de controˆler, pour r > 0, la probabilite´
P
(
1
T
∫ T
0
f(Xt)dt >
1
T
∫ T
0
Ef(Xt)dt+ r
)
(0.2)
de de´viation d’une observation a` sa moyenne. Les me´thodes utilise´es pour traiter
ce type de proble`me de concentration sont souvent base´es sur certaines ine´galite´s
fonctionnelles au niveau trajectoriel (i.e. sous P). En particulier, via l’argument de
Herbst, les ine´galite´s de Sobolev logarithmiques (ISL) constituent un outil puissant.
On s’inte´resse d’abord au cas ge´ne´ral d’un mouvement Brownien avec de´rive Xt
dans Rd. Les calculs sur le Γ2 de´veloppe´s par Bakry et Emery permettent d’obtenir
6une ISL pour la loi de Xt en un temps t fixe´, et pour la mesure invariante µ. Mais
pour obtenir la concentration de type (0.2), il faut ici une ine´galite´ pour la loi du
processus sur l’espace des trajectoires W d := C([0, T ],Rd). Fang a d’abord e´tabli
une ine´galite´ de Poincare´ sur W d relativement a` la me´trique de Cameron-Martin
associe´e au calcul de Malliavin. Puis des ine´galite´s de Sobolev logarithmiques pour
cette me´trique ont e´te´ prouve´es par Hsu, Aida-Elworthy et Capitaine-Hsu-Ledoux.
Cependant, les re´sultats existants ne re´pondent pas a` notre question de manie`re
satisfaisante. En effet, par rapport a` la me´trique de Cameron-Martin, les fonction-
nelles du type F (γ) = 1/T
∫ T
0
f(γt)dt ont une constante de Lipschitz qui explose
avec le temps. Ceci empeˆche d’obtenir une borne efficace pour (0.2) lorsque T est
grand.
Pour e´viter ce phe´nome`ne, on a e´tabli une ISL sur l’espace des trajectoires muni
de la me´trique L2([0, T ],Rd). Cette ine´galite´ implique bien une borne supe´rieure
pour (0.2) efficace pour les temps T grands, car la constante obtenue pour l’ISL et
la constante de Lipschitz de la fonction F sont alors borne´es. On e´tend ensuite le
re´sultat au cas d’une diffusion elliptique ge´ne´rale sur une varie´te´ riemannienne, en
e´tablissant une nouvelle version de la formule de repre´sentation des martingales de
Fang-Clark-Ocone-Haussmann. Dans ces deux cas, l’hypothe`se requise est affaiblie :
il s’agit d’une minoration sur la courbure de Bakry-Emery, au lieu de sa bornitude
dans les re´sultats connus. Par exemple, pour une diffusion elliptique X avec une
courbure minore´e par K > 0, et si g ∈ C1b , on obtient l’ine´galite´ de concentration
suivante
P
( ∣∣∣∣ 1T
∫ T
0
g(Xt)dt− 1
T
∫ T
0
Eg(Xt)dt
∣∣∣∣ > r ) ≤ exp(− r2K2T2‖∇xg‖2∞
)
.
Pour pre´senter le proble`me e´tudie´ dans la seconde partie de cette the`se, re´e´crivons
(0.1) sous la forme ∫
fdLt →
∫
f(x)µ(dx) (0.3)
en faisant apparaˆıtre la mesure d’occupation LT (A) :=
∫ T
0
δXt(A)dt qui est une me-
sure ale´atoire sur H si le processus Xt vit dans l’espace H. La question qui se pose
est alors celle de la vitesse de convergence de LT vers µ. Une re´ponse peut eˆtre
apporte´e a` l’aide de la the´orie des grandes de´viations, comme Wu l’a re´cemment ex-
plique´ avec l’e´tude d’une e´quation diffe´rentielle stochastique mode´lisant un syste`me
Hamiltonien.
Dans ce travail, on s’inte´resse aux e´quations de Navier-Stokes stochastiques
re´gissant le mouvement d’un fluide visqueux, homoge`ne et incompressible en di-
mension 2
dX(t) + νAX(t)dt+B (X(t), X(t)) dt = fdt+GdW (t) ; X(0) = x. (0.4)
7Dans l’expression pre´ce´dente, ν > 0 est la viscosite´ du fluide, l’ope´rateurA repre´sente
le processus de dissipation, B est le processus de convection et f une force exte´rieure.
Pour sche´matiser, disons que la perturbation ale´atoire prend la forme GdW (t) =∑∞
k=1 σkekdβk(t) ou` (ek)k≥1 est une base de l’espace H des champs de vecteurs
L2 dans lequel vit la solution de (0.4) , les βk(t) sont des mouvements Browniens
re´els standards, et σk ∈ R est l’amplitude correspondante. Bensoussan-Temam ont
d’abord de´montre´ l’existence de solution pour des bruits tre`s re´guliers. Flandoli a
ge´ne´ralise´ ce re´sultat et e´tabli l’existence d’une mesure invariante µ.
Le proble`me de l’ergodicite´ et de la vitesse de convergence vers µ pour cette
e´quation est, depuis quelques anne´es, l’objet d’intenses recherches . L’unicite´ de la
mesure invariante a d’abord e´te´ prouve´e par Flandoli-Maslowski pour des bruits non
de´ge´ne´re´s (avec σk ≥ 1/
√
k,∀k), et par E-Mattingly-Sinai pour un nombre de modes
excite´s suffisamment grand par rapport a` la viscosite´ (σk 6= 0,∀k ≤ Nν). Dans ce
cas, la convergence exponentielle Pt → µ des mesures de transition a e´te´ e´tablie
par Bricmont-Kupiainen-Lefevere, Kuksin-Shirikyan et Mattingly graˆce a` des tech-
niques de couplage. Plus re´cemment, Hairer-Mattingly-Pardoux ont supprime´ cette
de´pendance en la viscosite´ et ont prouve´ l’ergodicite´ pour des bruits tre`s de´ge´ne´re´s.
Dans ce travail nous continuons l’e´tude de bruits non de´ge´ne´re´s, pour lesquels Fer-
rario a prouve´ la proprie´te´ forte de Feller, l’irre´ductibilite´ topologique et donc l’uni-
cite´ de la mesure invariante, tandis que Goldys-Maslowski ont re´cemment e´tabli la
convergence exponentielle Pt → µ.
L’objectif de la seconde partie est d’e´tablir un Principe de Grandes De´viations
(PGD) pour la mesure d’occupation de la solution de l’e´quation (0.4). A notre
connaissance, l’e´tude sur les grandes de´viations en temps grands pour une e´quation
aux de´rive´es partielles stochastique e´tait un sujet vierge. A la place d’une conver-
gence macroscopique Pt → µ, nous obtenons ainsi la convergence exponentielle de la
mesure d’occupation Lt → µ, c’est-a`-dire pour la trajectoire. Notre PGD est relatif
a` la topologie forte de la convergence contre les fonctions mesurables et borne´es.
Il fournit des estimations asymptotiques en T du type P(LT ∈ G) ∼ e−Tc lorsque
T → ∞ et µ /∈ G ⊂ M1(H), l’espace des mesures de probabilite´ sur H. Contraire-
ment aux re´sultats existants, l’exposant c ci-dessus est explicitement connu comme
l’infimum de la fonction de taux sur un certain ensemble. De plus, la borne infe´rieure
de grandes de´viations donne une minoration de la probabilite´ de de´viation que l’on
n’obtient pas avec les autres me´thodes.
Si le bruit satisfait a` des conditions de non de´ge´ne´rescence du type c/k1−ε ≤
σk ≤ C/k 12+ε, alors le semigroupe de transition du processus de Markov X(t) solu-
tion de l’e´quation (0.4) posse`de la proprie´te´ forte de Feller, et d’irre´ductibilite´ topo-
logique dans un certain espace fonctionnel D (Aα) associe´ a` l’ope´rateur A. Comme
H, l’espace D (Aα) est de dimension infinie, ce qui rend difficile la caracte´risation
des compacts. On e´tablit alors des estimations exponentielles a priori sur la solu-
tion de (0.4), pour une norme suffisamment forte. En combinant certains re´sultats
8ge´ne´raux de grandes de´viations avec ces nouvelles estimations, on peut obtenir le
PGD dans l’espace D (Aα). Puis, les proprie´te´s fines des solutions et des arguments
topologiques permettent de l’e´tendre a` l’espace H. Enfin, on montre d’autres PGD
pour certaines quantite´s, fonctionnelles de la solution, qui pre´sentent un inte´reˆt phy-
sique dans l’e´tude du phe´nome`ne de turbulence, par exemple pour la famille de lois
P
(
1/T
∫ T
0
|X(t)|V dt ∈ ·
)
T>0
sur R.
Dans un deuxie`me temps, on s’inte´resse a` l’e´quation (0.4) perturbe´e par un bruit
qui n’est plus blanc en temps, mais une impulsion ale´atoire a` chaque pas de temps
fixe : le second membre de (0.4) est alors remplace´ par
∑
k≥0 δ(t − k)ηk. Kuksin-
Shirikyan, Masmoudi-Young et Shirikyan ont prouve´ l’unicite´ de la mesure invariante
et l’ergodicite´ exponentielle sous diffe´rentes conditions sur la structure spectrale de
l’impulsion ale´atoire ηk ∈ H. Ici on s’inte´resse juste a` l’existence d’une mesure
d’e´quilibre. Pour cela, on e´tablit une nouvelle version d’un crite`re d’existence sous
une condition de de´rive a` la Meyn-Tweedie. Puis, on montre que cette condition est
satisfaite sous l’hypothe`se faible que l’amplitude de l’impulsion est log-inte´grable,
i.e. de`s que E log(1 + c0|ηk|) <∞ pour un c0 > 0.
Enfin, on e´tablit un PGD pour une e´quation de Burgers stochastique en dimen-
sion 1. De nombreux auteurs ont sugge´re´ d’utiliser cette e´quation comme mode`le
simple pour la turbulence. Da Prato-Debussche-Temam ont e´tabli l’existence et l’uni-
cite´ des solutions, et l’existence d’une mesure invariante. Da Prato-Gatarek et Da
Prato-Zabczyk ont d’abord prouve´ l’unicite´ de la mesure invariante pour des bruits
cylindriques. Nous poursuivons ici l’e´tude dans le cas de bruits non-de´ge´ne´re´s de
trace finie pour lesquels Da Prato-Debussche sont les premiers a` avoir obtenu l’uni-
cite´, et Goldys-Maslowski la convergence exponentielle. En fait, nous pre´sentons un
travail ante´rieur au cas de Navier-Stokes qui utilise des me´thodes analogues dans un
cadre un peu plus simple.
Pre´sentation des chapitres
Cette the`se comporte deux parties respectivement introduites par les chapitres
1 et 3.
La premie`re partie, concernant les ISL et leur utilisation pour obtenir la concen-
tration de certaines fonctionnelles de la trajectoire, est compose´e des deux premiers
chapitres. Dans le premier chapitre on introduit en fait diffe´rentes notions concer-
nant les ISL et certains objets de ge´ome´trie riemannienne. De plus, on motive et
on pre´sente les re´sultats principaux prouve´s dans le chapitre 2 ainsi qu’une variante
concernant des syste`mes dynamiques en temps discret. Le deuxie`me chapitre est un
article en collaboration avec Liming Wu publie´ dans la revue Potential Analysis qui
constitue le coeur de cette partie.
La seconde partie comporte les chapitres 3,4,5 et 6 concernant le comportement
asymptotique des e´quations stochastiques de Navier-Stokes bidimensionnelle et Bur-
gers unidimensionnelle. Dans le troisie`me chapitre, on introduit plus pre´cise´ment
les e´quations de Navier-Stokes, et on motive l’ajout d’une force ale´atoire. Puis on
rappelle quelques re´sultats connus sur le proble`me stochastique associe´, avant de
pre´senter le principe de grandes de´viations ainsi que les re´sultats de´montre´s dans les
chapitres 4,5 et 6 re´dige´s en anglais. Le chapitre 4 est un article accepte´ par la revue
Stochastic Processes and their Applications, qui contient les preuves des re´sultats
nouveaux concernant le comportement ergodique des e´quations de Navier-Stokes.
Le chapitre 5 est consacre´ a` l’existence d’une mesure invariante dans le cas d’un
bruit forme´ d’impulsions (ou ”kicks”). Enfin, le chapitre 6 contient un PGD pour
l’e´quation de Burgers stochastique. Cet article re´dige´ par l’auteur est accepte´ pour
publication aux Annales de l’Institut Henri Poincare´.
On peut conside´rer le chapitre 7 comme une annexe a` ce document. Il contient
des re´sultats connus de grandes de´viations, essentiellement dus a` Wu. Pour faciliter
l’utilisation de ce document, ils sont ici pre´sente´s sous les hypothe`ses et notations
des pre´ce´dents chapitres. Certains e´le´ments de preuves sont rappele´s.
L’auteur espe`re que le choix de faire se succe´der dans ce document des chapitres
de synthe`se en franc¸ais et des chapitres en anglais sous forme conventionnelle de
(pre´)publications permettra une lecture fluide, et s’excuse de certaines re´pe´titions
qui en re´sultent.
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Premie`re partie
Ine´galite´s de Sobolev
logarithmiques pour la loi d’une
diffusion
15

Chapitre 1
Ine´galite´s de Sobolev
logarithmiques sur l’espace des
trajectoires
Dans cette partie, nous pre´sentons l’e´tude de l’ine´galite´ de Sobolev logarithmique
sur l’espace des trajectoires muni de la me´trique L2. Ce choix de me´trique est motive´
par l’obtention de proprie´te´s de concentration pour certaines fonctionnelles de la
trajectoire qui restent pertinentes pour les temps T grands, contrairement a` ce que
l’on pouvait avoir avec les re´sultats existants.
La fin de ce chapitre est consacre´e a` un proble`me inde´pendant. On s’inte´resse
a` des syste`mes dynamiques en temps discret type Xn+1 = F (Xn,Wn+1) ∈ E ou`
(Wn)n≥1 est un suite de v.a.i.i.d mode´lisant une perturbation ale´atoire. On cherche
alors des conditions pour que la loi du processus (Xn)n≥0 sur EN satisfasse a` une
ine´galite´ de Poincare´ ou de Sobolev logarithmique.
1.1 Introduction et motivation du changement de
me´trique
Rappelons tout d’abord quelques de´finitions dans un cadre assez ge´ne´ral. Soit
(X,B, µ) un espace de probabilite´. On convient de noter Eµ l’inte´gration contre la
mesure de probabilite´ µ et (Lp(µ), ‖ · ‖p) les espaces de Lebesgue sur (X,B, µ).
Pour une fonction f de carre´ inte´grable par rapport a` la mesure µ, on notera par
la suite
V arµ(f) = Eµ(f 2)− (Eµ(f))2
la variance de f . Si maintenant f est une fonction positive et inte´grable par rapport
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a la mesure µ, on de´finit de la manie`re suivante l’entropie de f par rapport a µ
Entµ(f) = Eµ(f log f)− Eµ(f) logEµ(f).
Comme l’application x → x log x est convexe et minore´e sur R+, et avec l’ine´galite´
de Jensen, la condition f inte´grable garantie l’existence de l’entropie dans [0,+∞].
En fait l’entropie de f par rapport a` µ est finie si et seulement si Eµ
(
f log+ f
)
<∞.
On dit qu’une mesure de probabilite´ µ satisfait a` une Ine´galite´ de Sobolev Lo-
garithmique (ISL) si il existe une constante α(µ) > 0 telle que pour toute fonction
f assez re´gulie`re l’ine´galite´ suivante est satisfaite :
Entµ(f
2) ≤ 2α(µ)Eµ|∇f |2.
C’est Gross [17] qui introduit cette ine´galite´ en 1975, l’e´tablit d’abord pour la mesure
de Bernoulli, et l’obtient par tensorisation et avec le the´ore`me de la limite centrale
pour la mesure gaussienne avec une constante optimale α(µ) e´gale a` 2. L’ine´galite´
de Sobolev logarithmique pre´ce´dente implique celle de Poincare´
V arµ(f) ≤ α(µ)Eµ|∇f |2.
Les champs d’utilisation des ISL sont nombreux. On peut citer les travaux [6] de
Bakry-Emery sur leur fameux crite`re Γ2, Bakry [5] et Ledoux [21] pour les e´tudes
syste´matiques et applications, Bobkov-Go¨tze [7], Otto-Villani [23], Bobkov-Gentil-
Ledoux [8, 16], Djellout-Guillin-Wu [13] pour les liens avec les ine´galite´s de trans-
port. Dans le travail qui suit, on s’inte´resse particulie`rement aux liens avec certains
proble`mes de concentration de loi du processus. Dans [21], Ledoux pre´sente une
synthe`se de ces questions, reprenant entre autres des travaux de Aida, Masuda, Shi-
gekawa et Stroock [1, 3, 4]. On e´tablit ici, a` l’aide d’une nouvelle ISL, de bonnes
proprie´te´s de concentration pour certaines fonctionnelles de la trajectoire d’une dif-
fusion.
Laissons donc le cadre ge´ne´ral pour pre´senter une ISL sur un espace des tra-
jectoires. Dans le cas du mouvement Brownien dans Rd, on peut aussi attribuer a`
Gross [17] le the´ore`me suivant. Soit µ la mesure de Wiener sur W d = C
(
[0, T ],Rd
)
et h ∈ H, l’espace de Cameron Martin, i.e, l’espace de Hilbert des fonctions abso-
luement continues h : [0, T ]→ Rd ve´rifiant h(0) = 0 et
‖h‖2H :=
∫ T
0
|h˙(t)|2dt <∞.
The´ore`me 1.1.1. Pour toute fonction f sur W d re´gulie`re et borne´e
Entµ(f
2) ≤ 2C(T )Eµ (‖Df‖2H) (1.1)
pour la constante optimale C(T ) = 1.
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Ici, Df(γ) = (Df(γ, t))t∈[0,T ] est le gradient de Malliavin dans H, dont la
construction est par exemple de´taille´e dans le livre de Nualart [22]. Rappelons que
la de´rive´e directionnelle selon h d’une fonction re´gulie`re f en un γ ∈ W d est
Dhf(γ) = lim
ε→0
f(γ + εh)− f(γ)
ε
(1.2)
et que l’on a alors
∀h ∈ H,Dhf(γ) = 〈Df(γ), h〉H =
∫ T
0
_˙
Df(γ, t) · h˙(t)dt (1.3)
ou`
_˙
Df(γ, t) := d
dt
Df(γ, t).
On pre´sente d’abord, en suivant [21], une me´thode appele´e argument de Herbst
qui permet de de´duire des proprie´te´s de concentration pour une mesure satisfaisant
a` une ine´galite´ de Sobolev logarithmique. Le but est de souligner les proprie´te´s
requises sur la fonctionnelle F et sur l’ine´galite´ de Sobolev logarithmique ve´rifie´e
par une mesure ν sur W d pour obtenir une proprie´te´ de concentration efficace en
temps T grand.
The´ore`me 1.1.2. On suppose que ν ve´rifie l’ine´galite´ de Sobolev logarithmique
Entν(f
2) ≤ 2C(T )Eν |∇f |2
et soit F : W d → R une fonction re´gulie`re telle que pour toute trajectoire γ ∈ W d,
|∇F (γ)|2 ≤ σ2(T ).
Alors on a la concentration quadratique en r suivante
ν (F ≥ EνF + r) ≤ e− r
2
2C(T )σ2(T ) .
De´monstration. Pour un e´nonce´ et une preuve comple`te, il faudrait pre´ciser entre
autres des proprie´te´s de la classe de fonctions sur laquelle l’ine´galite´ est ve´rifie´e, ainsi
que des proprie´te´s sur le gradient ∇ utilise´ (celles que l’on attend d’une de´rivation,
par exemple une re`gle de composition permettant le calcul (1.4) ci dessous). De telles
proprie´te´s sont ve´rifie´es pour le gradient de Malliavin, et le gradient L2 introduit
par la suite. Pour une preuve comple`te dans le cadre ge´ne´ral, on renvoie au livre de
Ledoux [21].
On rappelle ici l’argument central sur la transforme´e de Laplace de F sous la
mesure ν, de´finie par
H(λ) = Eν
(
eλF
)
.
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Si, pour tout λ > 0, on peut appliquer l’ine´galite´ de Sobolev logarithmique a` la
fonction f 2 = eλF , on obtient alors
λH ′(λ)−H(λ) logH(λ) ≤ 2C(T )λ
2
4
Eν
(
eλF |∇F |2)
≤ 2C(T )λ
2
4
σ2(T )H(λ)
puisque l’on sait que
|∇f |2 = |∇eλ2F |2 = λ
2
4
eλF |∇F |2 (1.4)
et que |∇F | ≤ σ2(T ). De plus, comme la transforme´e de Laplace est strictement
positive, on peut re´e´crire l’ine´galite´ pre´ce´dente sous la forme
H ′(λ)
λH(λ)
− logH(λ)
λ2
≤ 2C(T )σ
2(T )
4
,
la quantite´ a` gauche de l’ine´galite´ pre´ce´dente n’e´tant autre que la de´rive´e K ′(λ) de
la fonction
K(λ) =
1
λ
logH(λ).
Remarquant la convergence de K(λ) vers EνF lorsque λ tend vers 0, ainsi que le
fait que K est continue sur [0, λ] et de´rivable dans l’inte´rieur de cet intervalle, la
formule de Newton-Leibniz s’e´crit
K(λ)−K(0) =
∫ λ
0
K ′(s)ds ≤ 2C(T )σ
2(T )
4
λ.
Si on traduit cette estimation pour la transforme´e de Laplace, on obtient
H(λ) ≤ eλEνF+ 2C(T )σ
2(T )
4
λ2 .
Il suffit alors de remarquer que l’ine´galite´ de Markov donne
ν (F ≥ EνF + r) = ν (eλF ≥ eλ(EνF+r)) ≤ e−λr+λ2 2C(T )σ2(T )4
et de conclure graˆce a` une optimisation en λ > 0.
Pour que l’argument de Herbst donne des re´sultats de concentration inte´ressants
en temps grands pour une fonctionnelle F donne´e, il apparaˆıt donc deux conditions
ne´cessaires :
(i) la constante C(T ) dans l’ine´galite´ de Sobolev logarithmique ne doit pas exploser
en temps T .
(ii) De meˆme, la borne supe´rieure σ(T ) pour la constante de Lipschitz de la fonc-
tionnelle F ne doit pas exploser en temps T .
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Par exemple, pour la mesure de Wiener dans Rd, la constante C(T ) du The´ore`me
1.1.1 n’explose pas. Cependant, l’extension sur une varie´te´ riemannienne de courbure
de Ricci uniforme´ment borne´e par K prouve´e par Capitaine, Hsu et Ledoux [10] fait
intervenir la constante C(T ) = eKT et ne ve´rifie donc pas la condition (i). On va
voir qu’avec la me´trique de Cameron-Martin, meˆme si la constante C(T ) n’explose
pas (comme par exemple dans le travail de Aida-Elworthy [2]), c’est la constante
σ(T ) qui explose.
On s’inte´resse ici a` certaines fonctionnelles F de la diffusion qui devraient posse´der
de bonnes proprie´te´s de concentration si la diffusion a un bon comportement ergo-
dique. C’est le cas par exemple de la fonctionnelle associe´e au the´ore`me de la limite
centrale
FT (γ) =
1√
T
∫ T
0
(g(γt)− Eµg(γt)) dt (1.5)
avec g : Rd → R re´gulie`re.
Or, si la me´trique conside´re´e sur l’espace des trajectoires est celle de Cameron-
Martin, comme dans le The´ore`me 1.1.1, la condition (ii) n’est malheureusement
pas ve´rifie´e par la fonction (1.5) meˆme sous l’hypothe`se suivante de majoration du
supremum de la norme du gradient (usuel) de g en x,
‖∇xg‖∞ := sup
x∈Rd
|∇xg(x)| <∞.
En effet, un calcul direct sur la de´rive´e directionnelle (1.2) donne
_˙
DFT (γ, t) =
1√
T
∫ T
t
∇xg(γs)ds
et on obtient la majoration
‖DFT‖2H ≤
‖∇xg‖2∞T 2
3
dont le coˆte´ droit tend vers +∞ avec T . On observe encore ce phe´nome`ne, meˆme
avec une renormalisation type loi des grands nombres, i.e pour les fonctionnelles du
type
GT (γ) =
1
T
∫ T
0
(g(γt)− Eµg(γt)) dt.
Pour obtenir des re´sultats inte´ressants en temps grands, la me´trique L2 sur l’es-
pace des trajectoires semble mieux adapte´e. Un exemple simple permet de s’en
convaincre : regardons le cas ou` d = 1 et g(x) = x dans (1.5), et conside´rons deux
trajectoires continues γ0(t) = 0 et γ1(t) = t. On a ‖γ1 − γ0‖H =
√
T , et
|FT (γ1)− FT (γ0)| = T
2
2
√
T
=
T
2
‖γ1 − γ0‖H
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ce qui ne permet pas d’espe´rer une bonne constante de Lipschitz, alors que pour la
norme L2 := L2([0, T ],Rd), on a ‖γ1 − γ0‖L2 = T
3
2√
3
qui est du bon ordre.
Djellout, Guillin et Wu [13] ont obtenu une ine´galite´ de transport sur cet espace
L2 pour les diffusions elliptiques a` valeurs dans Rd. La section suivante est une
suite a` ce travail en e´tablissant l’ine´galite´ de Sobolev logarithmique pour la loi d’un
mouvement Brownien avec de´rive sur l’espace des trajectoires muni de la me´trique
L2, d’abord dans le cas plat puis sur une varie´te´ riemannienne.
1.2 Mouvement Brownien avec de´rive dans Rd
SoitWt un mouvement Brownien standard dans Rd, x un point initial dans Rd et
une de´rive b : Rd → Rd continuement diffe´rentiable. On conside`re Xt(x) la diffusion
dans Rd de´finie par l’e´quation diffe´rentielle stochastique
dXt = dWt + b(Xt)dt , X0 = x ∈ Rd. (1.6)
On suppose de plus que la de´rive b ve´rifie
(∇b)σ ≤ −K Id, K ∈ R (1.7)
ou` Id est la matrice identite´ dans Rd, ∇b = (∂jbi)ij la matrice jacobienne, Aσ est la
matrice syme´trise´e (A+At)/2, et A ≤ B s’entend au sens des matrices syme´triques
positives.
On reconnaˆıt la condition (1.7) de courbure dimension de Bakry-Emery [5, 6]
qui implique une ISL pour la loi de Xt en un t > 0 fixe´, et si K > 0 pour l’unique
mesure invariante m du processus de Markov (Xt).
Nous nous inte´ressons ici a` la loi du processus sur l’espace L2([0, T ],Rd) des tra-
jectoires. Pour introduire notre gradient, nous conside´rons donc W d = C([0, T ],Rd)
en tant que sous espace dense de L2 := L2([0, T ],Rd), et nous adoptons la notion
usuelle de diffe´rentiabilite´ sur un espace vectoriel norme´.
De´finition 1.2.1. Soit f : W d ⊂ L2 → R une fonction diffe´rentiable pour la norme
L2 au sens classique. On note ∇f(γ) := (∇tf(γ))t∈[0,T ] l’e´le´ment de L2([0, T ],Rd)
ve´rifiant
Dgf(γ) = 〈∇f(γ) , g〉L2([0,T ],Rd) , ∀g ∈ H.
Sa relation avec le gradient de Malliavin (1.3) est donne´e par le lemme suivant.
Ce re´sultat est en particulier utile pour donner une de´finition indirecte d’un gradient
L2 dans le cas des diffusions sur une varie´te´ riemannienne M .
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Lemme 1.2.2. Si f : W d → R est diffe´rentiable pour la norme L2, alors son
gradient de Malliavin Df existe. De plus, pour toute trajectoire γ ∈ W d,
_¨
Df(γ) est
dans L2([0, T ],Rd) au sens des distributions et
∇tf(γ) = −
_¨
Df(γ, t), dt− p.p.
On de´finit enfin C1b (W
d/L2) l’espace des fonctions f borne´es sur W d, qui sont
diffe´rentiables pour la norme L2([0, T ],Rd), et telles que leur gradient ∇f soit aussi
une fonction continue et borne´e de (W d, ‖ · ‖L2) dans L2([0, T ],Rd). On peut alors
e´noncer notre premier re´sultat : une ISL pour la loi de X.
The´ore`me 1.2.3. Soit Px la loi de la diffusion X.(x) de´finie par l’EDS (1.6). Si b
ve´rifie (1.7), alors pour toute fonction f ∈ C1b (W d/L2),
EntPx(f
2) ≤ 2C(T )EPx
∫ T
0
|∇tf |2dt (1.8)
pour
C(T ) :=

1
K2
(
1−√2e−KT − e−2KT ) , si 2e−KT − e−2KT > 0, K 6= 0
T 2
2
, si K = 0
1
K2
(
e−2KT − 2e−KT + 1) , si 2e−KT − e−2KT ≤ 0, K 6= 0. (1.9)
En particulier, pour K > 0, on a C(T ) ≤ 1/K2 (pour T > 0).
Par exemple, dans le cas du processus de Ornstein-Uhlenbeck unidimensionnel
dXt = dWt − Xt
2
dt, X0 = 0
on constate que la constante C(T )→ 4 est asymptotiquement optimale, pour T →
∞. On sait en effet qu’une mesure Gaussienne sur l’espace de Hilbert se´parable
G := L2([0, T ],R) ve´rifie une ISL avec une constante optimale λmax(Σ) plus grande
valeur propre de Σ, matrice de covariance. En dimension infinie, Σ est un ope´rateur
de Hilbert-Schmidt. Or pour le processus Gaussien Xt a` trajectoires dans G, son
ope´rateur de covariance est donne´ par Σ : f ∈ L2 → Σf ∈ L2 ou`
Σf(s) =
∫ T
0
cov(Xs, Xt)f(t)dt
et en particulier pour le processus de Ornstein-Uhlenbeck, on peut calculer
cov(Xs, Xt) = exp
(
−|t− s|
2
)
− exp
(
s+ t
2
)
.
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On en de´duit que
λmax(Σ) ≥ 1
T
〈Σ1[0,T ], 1[0,T ]〉L2
ou` la quantite´ de droite tend vers 4 quand T →∞.
Remarquons aussi que le lemme 1.2.2 permet une comparaison entre l’e´nergie
disons de Malliavin et l’e´nergie L2 sur un intervalle borne´ [0, T ]. On a en effet
EPx‖Df‖2H ≤
T 2
2
EPx
∫ T
0
|∇tf |2dt,
ce qui permet de retrouver directement le cas K = 0. Cependant, pour le cas ergo-
dique inte´ressant K > 0, le meˆme raisonnement aboutit a` une constante explosive
contrairement a` celle fournie par notre The´ore`me 1.2.3.
La preuve de ce the´ore`me est directe : nous avons montre´ que l’application
Φ : (W d, ‖ · ‖H)→ (W d, ‖ · ‖L2)
qui, a` une trajectoire Brownienne W , fait correspondre une trajectoire X de la
diffusion est Lipschitzienne. Cette approche solution forte, ne fonctionne plus de`s
que l’on ajoute un coefficient de volatilite´ σ(Xt) non constant devant le terme dWt
dans (1.6). Cependant, ce dernier cas peut parfois eˆtre ramene´ a` celui des diffusions
elliptiques a` valeurs dans une varie´te´ riemannienneM , c’est pourquoi nous e´tendons
le The´ore`me 1.2.3 a` ce nouveau cadre par une me´thode comple`tement diffe´rente.
1.3 Une bre`ve introduction ge´ome´trique
Le but de cette section est d’introduire quelques notions ne´cessaires de ge´ome´trie
riemannienne et de ge´ome´trie stochastique. Les bases de la ge´ome´trie diffe´rentielle
sont suppose´es connues (cartes locales, espaces et fibre´s tangents, ...), et on ne
pre´sente que quelques points classiques. On suit le livre de Boothby [9] pour le
cadre riemannien et les travaux de Hsu [18] pour la partie stochastique.
1.3.1 De la ge´ome´trie riemannienne...
Sur une varie´te´ M de dimension d, une me´trique riemannienne est la donne´e en
tout point x de M d’un produit scalaire ds2x = (·|·)x sur TxM , l’espace tangent a`
la varie´te´ M au point x, qui est ainsi isome´trique a` Rd. Soient x = (xi) une carte
locale et Xi = ∂/∂x
i une base de TxM , alors en coordonne´es locales la me´trique
riemannienne s’e´crit
ds2 = gijdx
idxj, gij = (Xi|Xj),
ou` la matrice g = (gij) est de´finie positive en chaque point. Une varie´te´ munie d’une
me´trique riemannienne est appele´e varie´te´ riemannienne.
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Soit M une varie´te´ diffe´rentielle. On note TM le fibre´ tangent et Γ(TM) le
C∞(M)-module des champs de vecteurs de classe C∞ sur M . Il n’existe pas en
ge´ne´ral d’identification canonique entre TxM et TyM , si x et y sont deux points
distincts de M , mais par contre il existe un moyen d’identifier Tγ0 et Tγt pour une
courbe re´gulie`re γ : t ∈ [0, T ]→M a` l’aide d’une connexion. Une connexion sur M
est une manie`re de diffe´rentier un champ de vecteurs le long d’un autre champ de
vecteurs. C’est donc une application
∇ : Γ(TM)× Γ(TM)→ Γ(TM),
qui ve´rifie de plus les proprie´te´s suivantes : pour tous X, Y, Z ∈ Γ(TM) et f, g ∈
C∞(M),
1)∇fX+gYZ = f∇XZ + g∇YZ
2)∇X(Y + Z) = ∇XY +∇XZ
3)∇X(fY ) = f∇XY +X(f)Y.
∇XY est appele´e de´rive´e covariante de Y le long de X.
Dans le cas d’une varie´te´ riemannienne M , il existe une unique connexion Γ,
appele´e connexion de Levi-Civita, qui est compatible avec la me´trique riemannienne,
i.e.
∀X, Y, Z ∈ Γ(TM), Z ((X|Y )) = (∇ZX, Y ) + (X,∇ZY )
et qui de plus est sans torsion (ou syme´trique), i.e.
∀X, Y ∈ Γ(TM), ∇XY −∇YX = [X, Y ] (1.10)
ou` [X, Y ] est le crochet de Lie des champs de vecteurs X et Y . En coordonne´es
locales, une connexion peut s’exprimer a` l’aide des symboles de Christoffel, qui sont
connus explicitement dans le cas de la connexion de Levi-Civita. Dans la suite la
varie´te´ riemannienne M est munie de cette connexion.
Un proprie´te´ fondamentale des varie´te´s riemanniennes est que l’on peut de´finir
la notion de courbure, qui ge´ne´ralise la notion usuelle de courbure pour des surfaces
de l’espace. Pour tous champs de vecteurs X,Y, Z,W , le tenseur riemannien de
courbure Rm en ces vecteurs est de´fini par
Rm(X, Y, Z,W ) =
(∇X∇YZ −∇Y∇XZ −∇[X,Y ]Z|W) .
Ce tenseur est donc assez simple a` de´finir, mais il est peu intuitif et lourd a` mani-
puler dans les calculs. C’est pourquoi, a` partir de ce tenseur, on de´finit la courbure
sectionnelle d’un plan σ contenu dans l’espace tangent TxM , et ayant pour base
orthonorme´e (X, Y ) :
K(σ) = K({{X, Y }}) = Rm(X, Y, Y,X).
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Pour tout point x dans M , et tout plan σ de TxM , Kx(σ) est un nombre : c’est la
courbure de Gauss au point x de la sous-varie´te´ expx(σ) de M .
On peut alors introduire la notion de courbure de Ricci comme moyenne de
courbures sectionnelles : Soit X un vecteur normal dans TxM , et (X,X2, ..., Xd) une
base orthonormale de TxM , alors Ricx(X,X) est de´finie par
Ricx(X,X) =
d∑
k=2
K({{X,Xk}}).
En fait, cette moyenne des K(σ) pour tous les plans σ de TxM ge´ne´re´s par {X,Xj}
ne de´pend pas du choix de (X2, . . . , Xd) et pour tout point x, la courbure de Ricci
Ricx est une forme quadratique sur l’espace tangeant TxM . Pour la suite, on peut
donc retenir qu’il s’agit d’une matrice syme´trique Ricu, si un repe`re orthonorme´ u
de TxM est fixe´.
Un champ de vecteurs (Vt) le long d’une courbe (xt) de M est dit paralle`le le
long de cette courbe si on a ∇x˙V = 0 en tout point de la courbe. Dans ce cas, le
vecteur Vxt au point xt est le transport paralle`le de Vx0 le long de cette courbe. Un
champ de vecteurs paralle`le V le long d’une courbe (xt) est entie`rement de´termine´
par sa valeur initiale Vx0 .
Une courbe (xt) de M est appele´e une ge´ode´sique si ∇x˙x˙ = 0 le long de (xt),
c’est-a`-dire si le champ des vecteurs vitesses est lui-meˆme paralle`le le long de la
courbe. Une ge´ode´sique est donc comple`tement de´termine´e par sa position et sa
vitesse initiales.
Le produit scalaire permet aussi de de´finir une distance sur M ; nous suppose-
rons dans la suite que M muni de cette distance est un espace me´trique complet.
(D’apre`s le the´ore`me de Hopf et Rinow, M est alors ge´ode´siquement comple`te, i.e.
tout segment ge´ode´sique peut eˆtre e´tendu a` l’infini des deux coˆte´s, et tout couple
de points de M peut eˆtre connecte´ par une ge´ode´sique minimisant la distance.)
La fin de cette partie est consacre´e a` la notion de champ de vecteurs horizontal,
afin de pouvoir donner par la suite une construction du mouvement Brownien surM .
Conside´rons O(M), le fibre´ des repe`res orthonorme´s (dont chaque fibre O(M)x est
constitue´e des isome´tries de Rd dans TxM), et la projection canonique pi : O(M)→
M . La connexion ∇ permet de scinder l’espace tangent au repe`re u ∈ O(M) en un
espace vertical et un espace horizontal :
TuO(M) = VuO(M)⊕HuO(M).
Le sous-espace VuO(M) est l’espace des vecteurs tangents verticaux, c’est-a`-dire
tangents a` la fibre O(M)pi(u). Pour la de´finition de HuO(M), conside´rons une courbe
(ut) dans O(M), c’est-a`-dire un repe`re se promenant de manie`re C
∞ le long de
la courbe pi(ut) de M . Cette courbe (ut) est dite horizontale si pour tout vecteur
e de Rd, le champ de vecteurs (ut(e)) est paralle`le le long de pi(ut) ; un vecteur
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ξ ∈ TuO(M) est dit horizontal si c’est le vecteur tangent d’une courbe horizontale
partant de u. L’ensemble de ces vecteurs horizontaux en u forme l’espace vectoriel
HuO(M).
La projection canonique pi induit alors en tout u ∈ O(M) un isomorphisme
line´aire
pi∗u : HuO(M)→ Tpi(u)M
qui permet de relever un vecteur tangent v ∈ Tpi(u)M en un vecteur tangent hori-
zontal, note´ v∗. Si (e1, . . . , ed) de´signe la base canonique de Rd, on de´finit pour tout
u ∈ O(M)
Hi(u) = Hei(u) = (u(ei))
∗.
On obtient ainsi les d champs de vecteurs horizontaux fondamentaux sur O(M). Ils
engendrent en chaque point u l’espace HuO(M).
Soit (ut) un rele`vement horizontal d’une courbe (xt) de M (c’est-a`-dire que (ut)
est une courbe horizontale et pi(ut) = xt, u0 e´tant fixe´). Comme x˙t ∈ TxtM , on
a u−1t x˙t ∈ Rd. L’antide´veloppement de la courbe (xt) (ou de la courbe horizontale
(ut)) est une courbe dans Rd de´finie par
wt =
∫ t
0
u−1s x˙sds. (1.11)
Remarquons que w de´pend du choix du repe`re initial u0 de manie`re tre`s simple : si
(vt) est un autre rele`vement horizontal de (xt) et u0 = v0g pour un certain g ∈ Od(R),
alors l’antide´veloppement de (vt) est (gwt). De plus, comme utw˙t = x˙t, on a
Hw˙t(ut) = (ut(w˙t))
∗ = (x˙t)∗ = u˙t.
Et finalement l’antide´veloppement (wt) et le rele`vement horizontal (ut) d’une courbe
(xt) de M sont relie´s par l’e´quation diffe´rentielle ordinaire dans O(M) :
u˙t =
d∑
i=1
Hi(ut)w˙
i
t. (1.12)
Re´ciproquement, si on part d’une courbe (wt) de Rd et d’un repe`re orthonorme´ u0
en un point x0 d’origine, l’e´quation (1.12) admet une unique solution (ut) qui est
une courbe horizontale de O(M). C’est le de´veloppement de la courbe (wt) dans
O(M), et sa projection (xt) = (piut) est appele´e de´veloppement de (wt) dans M . La
me´thode qui permet de passer de (wt) a` (xt) est connue sous le nom de roulement
sans glissement.
Cette construction permet de de´finir de manie`re intrinse`que le mouvement Brow-
nien, et donc la mesure de Wiener µM , sur une varie´te´ riemannienneM de dimension
d.
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1.3.2 ... a` l’analyse stochastique.
Le Laplacien usuel sur M est l’ope´rateur de Laplace-Beltrami ∆M de´fini avec la
me´trique riemannienne g = gijdx
idxj en coordonne´es locales par la formule
∆Mf =
1√
det g
d
dxi
(√
det ggij
df
dxj
)
ou` gij est la matrice inverse de gij. On peut construire un mouvement Brownien sur
M directement a` partir de ∆M , mais il n’y a pas de fac¸on intrinse`que (a` la varie´te´
M) pour e´crire ∆M sous la forme d’une somme de carre´s de champs de vecteur. Il
faut pour cela conside´rer la varie´te´ M comme sous varie´te´ de l’espace euclidien Rl
(the´ore`me de Nash) avec l souvent strictement plus grand que d. Dans ce cas, le
mouvement Brownien euclidien conduisant l’EDS de´finissant celui sur M contient
trop d’informations.
Nous suivons dans ce paragraphe la construction de Eells-Elworthy-Malliavin
expose´e par Hsu [19].
La construction commence avec O(M), le fibre´ des repe`res orthonorme´s de M .
On rappelle que pi : O(M)→ M est la projection canonique, et que H1, ..., Hd sont
les d champs de vecteurs horizontaux canoniques sur M . L’ope´rateur sous-elliptique
du second ordre sur O(M)
∆H =
d∑
i=1
H2i
est appele´ Laplacien horizontal de Bochner.
En fait cet ope´rateur est relie´ a` ∆M par la formule suivante valide pour toute
fonction f de classe C2 sur M et pour tout repe`re orthonorme´ u ∈ O(M)
∆H(f ◦ pi)(u) = ∆Mf(piu).
Comme ∆H est une somme de d carre´s et un rele`vement de ∆M , on peut construire
un mouvement Brownien sur O(M) en re´solvant une EDS de´finie sur O(M) conduite
par W = (W i) un mouvement Brownien sur Rd. On fixe un point x0 de M et
un repe`re orthonorme´ u0 en ce point. On conside`re alors l’e´quation diffe´rentielle
stochastique
dUt =
d∑
i=1
Hi(Ut) ◦ dW it , U0 = u0 ∈ O(M). (1.13)
Sa solution U est une diffusion sur O(M) de ge´ne´rateur ∆
H
2
que l’on appelle
mouvement Brownien horizontal. En appliquant la formule de Itoˆ pour U , et en
projetant sur M , on peut montrer graˆce a` la formule reliant ∆H a` ∆M que X = piU
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est une diffusion surM de ge´ne´rateur ∆M
2
. Ainsi X est un mouvement Brownien sur
M issu de x0 ∈M . Dans la suite, on notera µM sa loi sur
Wx0(M) = {f : [0, T ]→M continues t.q. f(0) = x0} .
On peut en effet prouver que le mouvement Brownien surM , diffusion de ge´ne´rateur
∆M
2
, est unique en loi en faisant la construction inverse, c’est a` dire en montrant
qu’il peut eˆtre releve´ en un mouvement Brownien horizontal, i.e. en une diffusion de
ge´ne´rateur ∆
H
2
. Il s’agit pour cela de re´soudre l’e´quation diffe´rentielle stochastique
en U sur O(M) suivante
dUs =
d∑
i=1
Hi(Us)(U
−1
s ◦ dXs)i. (1.14)
La re´solution est assez technique [19], il faut d’abord la re´e´crire comme une EDS de
Stratonovich sur O(M). Cette solution est appele´e rele`vement horizontal de X. En
fait, comme dans le cas de´terministe, on peut montrer que le processus stochastique
(Bt) a` valeurs dans Rd de´fini par
Bt =
∫ t
0
U−1s ◦ dXs
est un mouvement Brownien sur l’espace euclidien appele´ de´veloppement stochas-
tique de (Xt), ce qui explique le lien entre les e´quations (1.13) et 1.14). Le rele`vement
horizontal et le de´veloppement stochastique de X de´pendent tous les deux du choix
d’un repe`re orthonorme´ initial.
1.4 Diffusion elliptique sur une varie´te´
On commence par e´noncer le re´sultat pour la loi µM du mouvement Brownien
sur M .
1.4.1 Le cas du mouvement Brownien dans M
Des ine´galite´s de Sobolev logarithmiques pour la loi µM du mouvement Brownien
sur une varie´te´ riemannienne comple`te de courbure de Ricci borne´e ont e´te´ e´tablies
par Aida-Elworthy [2], Hsu [19] et Capitaine-Hsu-Ledoux [10]. Dans ces travaux,
le gradient sur l’espace des trajectoires est celui de Malliavin, la me´trique celle de
Cameron-Martin. Aida-Elworthy ont obtenu une constante C(T ) qui n’explose pas
en utilisant l’injection isome´triqueM ⊂ Rl, et le re´sultat dans le cas plat (The´ore`me
1.1.1). D’apre`s le The´ore`me 1.2.3 pour la me´trique L2, la constante obtenue pour le
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mouvement Brownien dans Rd est C(T ) = T 2/2. Le re´sultat que nous obtiendrions
avec cette me´thode ne serait pas inte´ressant pour T grand.
Nous suivons Capitaine-Hsu-Ledoux [10]. Rappelons que, comme dans le cas
euclidien, un ope´rateur gradient de Malliavin existe. Il est d’abord de´fini pour les
fonctions cylindriques f : γ ∈ Wx0(M)→ f(γt1 , γt2 , ..., γtn) ∈ R, par
Df(X, t) :=
n∑
i=1
U−1ti
df
dxi
(·)ti ∧ t ∈ Rd.
Puis a` l’aide d’une formule d’inte´gration par partie, on montre que cet ope´rateur est
fermable sous la condition ge´ome´trique de courbure de Ricci borne´e
sup
u∈O(M)
‖Ricu‖ <∞, (1.15)
la diffe´rence avec le cas euclidien est en effet l’apparition d’un terme de courbure
dans la formule d’IPP de Bismut-Driver.
On note alors (D,D2(D)) sa fermeture dans L2(µM). Ainsi pour h ∈ H, Dhf(γ)
et Df(γ) ∈ H ve´rifient :
∀h ∈ H, Dhf(γ) = 〈Df(γ) , h〉H =
∫ T
0
_˙
Df(γ, s) · h˙(s)ds.
Dans ce cadre, Capitaine-Hsu-Ledoux [10] ont obtenu l’ine´galite´ de Sobolev loga-
rithmique suivante :
The´ore`me 1.4.1. Pour toute fonction F dans le domaine D2(D) du gradient
E(F 2 logF 2)− E(F 2) logE(F 2) ≤ 2CCHL(T )E(‖DF‖2H)
avec CCHL(T ) = e
supu∈O(M) ‖Ricu‖ T .
Leur preuve est base´e sur une formule de repre´sentation des martingales ap-
plique´e a` F (X) pour les fonctions F ∈ D2(D). Afin d’utiliser une me´thode analogue,
on introduit directement notre gradient L2 sur un sous ensemble de D2(D), via le
Lemme 1.2.2.
De´finition 1.4.2. Pour F ∈ D2(D) ve´rifiant
_¨
DF ∈ L2([0, T ],Rd) on de´finit le
gradient de F pour la norme L2 par
∇tF (γ) = −
_¨
DF (γ, t) dt− p.p.
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Ainsi ∇F (γ) ∈ L2([0, T ],Rd) est de´termine´ par
〈∇F (γ) , h〉L2 = DhF (γ) , ∀h ∈ C∞0 (]0, T [,Rd).
Comme on l’a souligne´ dans le cas plat, le controˆle de l’e´nergie de Malliavin
par l’e´nergie L2 implique, avec le The´ore`me , une ISL de constante T
2
2
CCHL(T )
inexploitable pour T grand.
Pour obtenir une constante correcte on e´tablit une version de la formule de
repre´sentation de Fang, Clark, Ocone, Haussmann [10, 15] pour notre gradient ∇.
Lemme 1.4.3. On suppose que M ve´rifie (1.15). Pour F ∈ D2(D) ve´rifiant µM −
p.p,
_¨
DF (γ) ∈ L2([0, T ],Rd) et
_˙
DF (γ, T ) = 0, on a
F (X) = E
(
F (X)
)
+
∫ T
0
〈Ht , dWt〉 (1.16)
avec
Ht = E
(∫ T
t
A∗tA
∗
s
−1∇sFds|Bt
)
.
Dans cette expression, (Bt) est la filtration naturelle de (Wt), et (At)0≤t≤T le proces-
sus matriciel de´fini par
dAt
dt
− 1
2
AtRicUt = 0 , A0 = Id. (1.17)
On peut alors de´montrer le
The´ore`me 1.4.4. On suppose la courbure de Ricci uniforme´ment borne´e (1.15),
ainsi que la condition de type Bakry-Emery
∀u ∈ O(M) , 1
2
Ricu ≥ KId, K ∈ R. (1.18)
Alors pour F ∈ D2(D) ve´rifiant µM − p.p,
_¨
DF (γ) ∈ L2([0, T ],Rd) et
_˙
DF (γ, T ) = 0,
on a
V arµM
(
F
) ≤ C(T )EµM ∫ T
0
|∇tF |2dt
et
EntµM
(
F 2
) ≤ 2C(T )EµM ∫ T
0
|∇tF |2dt
avec la constante C(T ) de´finie par (1.9).
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La ge´ome´trie est prise en compte : on remarque que si K > 0, et donc M
compacte, alors la constante C(T ) dans l’ISL pour la loi µM du MB est borne´e
contrairement au cas du MB dans Rd.
L’expression de C(T ) enK est donne´e par (1.9) comme dans le cas plat, alors que
K n’a pas la meˆme signification. Ceci provient de l’utilisation dans les deux preuves
d’un lemme technique identique de controˆle d’une inte´grale re´elle, mais dans des
cadres relativement diffe´rents.
On remarque aussi que la constante C(T ) ne de´pend que de la borne infe´rieure
sur la courbure de Ricci : cette condition (1.18) suffit a` e´tablir un lemme type
Gronwall matriciel diffe´rent de celui utilise´ par Capitaine-Hsu-Ledoux. En utilisant
ce nouvel outil dans leur preuve, on obtient d’ailleurs une constante non explosive
a` la place de CCHL(T ).
On peut en fait se passer de l’hypothe`se de courbure de Ricci uniforme´ment
borne´e (1.15), qui intervient pour de´finir D2(D), en donnant une de´finition directe
de notre gradient sur une classe restreinte de fonctions test suffisamment riche pour
nos applications a` la concentration. De plus, le re´sultat de la section suivante e´tend
le The´ore`me 1.4.4 a` la loi de la diffusion de ge´ne´rateur ∆M
2
+ V dans M .
1.4.2 La diffusion de ge´ne´rateur ∆M2 + V dans M
Capitaine, Hsu et Ledoux [10] ont e´tabli une ISL relativement a` la me´trique de
Cameron-Martin pour la loi de la diffusion de ge´ne´rateur L = 1
2
∆ + V dans M
e´quipe´e de n’importe quelle connexion compatible avec la me´trique riemannienne
dont la torsion ve´rifie certaines conditions. On continue ici avec la connexion usuelle
ve´rifiant (1.10).
Soit V un champ de vecteur re´gulier sur M . On va prouver une ISL pour la loi
µV sur Wx0(M) de la diffusion de ge´ne´rateur
∆
2
+ V . On suppose que le M.B n’est
pas explosif (ainsi µV  µM) et que
1
2
Ricu − (∇V )σ ≥ KId, K ∈ R. (1.19)
Cette condition de minoration de la courbure de Bakry-Emery couvre les deux si-
tuations pre´ce´dentes : le cas euclidien si Ricu = 0 et le cas de M.B dans M si
V = 0.
Pour pouvoir se passer de l’hypothe`se
sup
u∈O(M)
‖Ricu‖ <∞
on doit donc restreindre la classe sur laquelle on de´finit notre ∇, la de´finition 1.4.2
ne convenant plus.
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De´finition 1.4.5. Soit
D =
{
F (γ) = Φ
(∫ T
0
f1(s, γs)ds , . . . ,
∫ T
0
fm(s, γs)ds
) }
avec m ∈ N∗, Φ ∈ C∞b (Rm,R) et fi ∈ C∞0 ([0, T ]×M).
On de´finit sur D un gradient ∇ pour la norme L2 par
∇t
∫ T
0
f(s, γs)ds = U
−1
t ∇f(t, γt)
et la re`gle de composition
∇tΦ
(∫ T
0
f1(s, γs)ds , . . . ,
∫ T
0
fm(s, γs)ds
)
:=
∑
i
∂iΦ(· · · )U−1t ∇fi(t, γt).
Les fonctionnelles du type (1.5) dont on s’inte´resse aux proprie´te´s de concentra-
tion sont bien dans la classe D. Ce gradient correspond a` celui de la partie pre´ce´dente
si ‖Ricu‖ est borne´e : on peut alors calculer pour la fonction (1.5) pre´ce´dente
_˙
DFT (γ, t) =
1√
T
∫ T
t
U−1s ∇xg(γs)ds
ce qui nous donne ∇tFT (γ) = 1√TU−1t ∇xg(γt) pour la de´finition 1.4.2, soit le meˆme
re´sultat qu’en suivant les re`gles ci dessus de´finissant ∇ sur la classe D.
Graˆce a` la proprie´te´ de support compact des fonctions de D, et par une technique
de localisation on peut e´tablir un re´sultat analogue au lemme 1.4.3, pour les fonctions
de D, et sous la seule condition (1.19). Ce qui nous permet de montrer le
The´ore`me 1.4.6. Si (X,M) verifie la condition de Bakry-Emery (1.19), alors pour
F ∈ D on a
V arµV (F ) ≤ C(T )EµV
∫ T
0
|∇tF |2dt,
et
EntµV (F
2) ≤ 2C(T )EµV
∫ T
0
|∇tF |2dt,
ou` la constante C(T ) est de´finie par (1.9) .
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1.5 Applications a` la concentration
Donnons maintenant deux applications imme´diates des re´sultats obtenus. Soit
une varie´te´M , et un champ de vecteurs V ve´rifiant les hypothe`ses du the´ore`me 1.4.6
pour un K > 0. On commence par l’ine´galite´ de concentration de type Hoeffding,
la principale motivation de ce travail.
On trouve une ine´galite´ de concentration sans le terme parasite en T qu’on
aurait obtenu avec la me´trique de Cameron-Martin, bien que le re´sultat ci dessous
ne permette d’ailleurs pas de lire la me´trique choisie sur l’espace des trajectoires.
Proposition 1.5.1. Soit T > 0, g ∈ C∞0 ([0, T ]×M) et soit FT la fonctionnelle :
FT (γ) =
1√
T
∫ T
0
(g(t, γt)− Eg(t,Xt)) dt.
Alors
µV (FT (X) > r) ≤ exp
(
− r
2K2
2‖∇xg‖2∞
)
, ∀r > 0. (1.20)
En effet, comme exp(λFT
2
) ∈ D, que C(T ) ≤ 1/K2 pour K > 0 et que
|∇FT |L2([0,T ],Rd) ≤ ‖∇xg‖∞,
l’ISL implique l’estimation suivante qui permet de prouver la proposition
EµV eλFT (X) ≤ exp
(
λ2‖∇xg‖2∞
2K2
)
, ∀λ ∈ R.
Bobkov, Gentil et Ledoux ont montre´ comment obtenir une ine´galite´ de Tsirel’son
a` partir d’une ISL. Cette me´thode combine´e a` notre ISL donne la proprie´te´ suivante
sur la fonctionnelle FT,δ lie´e au principe d’invariance.
Proposition 1.5.2. Pour la fonctionnelle
FT,δ(γ) :=
1√
T
sup
0≤s≤t≤s+δ≤1
∫ Tt
Ts
(g(u, γu)− Eg(u,Xu))du (1.21)
avec g ∈ C1b ([0, T ]×M), on a l’ine´galite´ de concentration
EeλFT,δ(X) ≤ exp
(
λEFT,δ(X) +
δλ2‖∇V ‖2∞
2K2
)
, ∀λ ∈ R;
P (FT,δ(X)− EFT,δ(X) > r) ≤ exp
(
− r
2K2
2δ‖∇xg‖2∞
)
, ∀r > 0.
La partie suivante est consacre´e a` quelques remarques sur l’analogue en temps
discret de l’espace des trajectoires, et sur l’ine´galite´ de Sobolev logarithmique dans
ce cadre.
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1.6 Remarques sur quelques syste`mes dynamiques
indexe´s par N
Soit (E, dE) un espace me´trique muni de sa tribu bore´lienne B. On suppose que
pour tout x ∈ E et tout r > 0, la boule B(x, r) ne contient pas que l’e´le´ment x.
On peut alors introduire sur E une ge´ne´ralisation naturelle du module du gradient
de´finie par
|∇f(x)| := lim sup
dE(x,y)→0
|f(x)− f(y)|
dE(x, y)
(1.22)
pour une fonction f : E → R. Ainsi pour une mesure de probabilite´ µ sur E, la
quantite´
Eµ|∇f |2
a un sens au moins pour f lipschitzienne et borne´e. L’ope´rateur ∇ de´fini par (1.22)
posse`de les proprie´te´s d’une de´rivation. En particulier, pour une fonction ψ : R→ R
de classe C∞, on a
|∇ψ(f)| = |∇f ||ψ′(f)|
et donc
Eµ|∇ψ(f)|2 ≤ ‖∇f‖2∞Eµ|ψ′(f)2|.
On peut parler d’ISL dans ce cadre [21].
On s’inte´resse ici a` la loi du syste`me dynamique non line´aire perturbe´ ale´atoirement
X0 = x ∈ E, Xn+1(x) = F (Xn(x),Wn+1) , n ≥ 0. (1.23)
Le bruit (Wn)n≥0 est une suite de variables ale´atoires inde´pendantes et identique-
ment distribue´es (vaiid), de´finies sur un espace de probabilite´ (Ω,F ,P), et prenant
leurs valeurs dans (G, dG) un autre espace me´trique. On notera E, V ar et Ent la
moyenne, la variance et l’entropie sous la probabilite´ P.
Enfin, la fonction F (x,w) : E × G → E est aussi lipschitzienne borne´e par
rapport a` la variable w. Plus pre´cise´ment, on suppose que, ∀(x,w) ∈ E ×G,
lim sup
dG(w,w1)→0
dE (F (x,w), F (x,w1))
dG(w,w1)
:= |∇wF (x,w)| ≤ C (1.24)
pour une constante C > 0 inde´pendante de (x,w).
Sous cette condition, et si la loi de W1 note´e L(W1) ve´rifie une ine´galite´ de
Poincare´ ou de Sobolev logarithmique, alors la probabilite´ de transition donnant la
loi de Xn+1 sachant celle de Xn aussi.
Lemme 1.6.1. i) Si L(W1) satisfait a` l’ine´galite´ de Poincare´ sur G,
V ar (f(W1)) ≤ A E
(|∇f(W1)|2) (1.25)
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pour une constante A > 0, alors pour tout x ∈ E, la loi L(X1(x)) = P (x, ·) de
F (x,W1) satisfait a` une ine´galite´ analogue sur E de constante AC
2.
ii) De meˆme, si la loi du bruit L(W1) ve´rifie l’ISL
Ent
(
f 2(W1)
) ≤ 2 A E (|∇f(W1)|2) (1.26)
alors pour tout x ∈ E, la loi P (x, ·) satisfait a une ISL sur E de constante AC2.
De´monstration. Avec les proprie´te´s du gradient et la re´gularite´ de F , la preuve est
imme´diate. On a en effet
Ent
(
f 2 (X1(x))
)
= Ent
(
f ◦ F (x,W1)2
)
≤ 2AE (|∇wf ◦ F (x,W1)|2)
= 2AE
(|(∇f) ◦ F (x,W1)|2 × |∇wF (x,W1)|2)
≤ 2AC2E (|∇f (X1(x)) |2) .
Le but de cette partie est d’obtenir de telles ine´galite´s au niveau de la loi de la
chaˆıne de Markov (Xn).
Pour une fonction re´gulie`re f(x1, . . . , xn) sur E
n, on de´finit le module du gradient
sur l’espace produit par
|∇f |2 =
n∑
l=1
|∇lf |2
ou` ∇l(f) est la de´rive´e de f conside´re´e comme fonction de xl, les n − 1 autres xi
e´tant fixe´s. On introduit aussi les ite´re´es de la fonction F donne´es par
Xk(x) = φk (x, ω)
ou` ω ∈ GN∗ est une re´alisation de la suite des bruits. On a ainsi φ1 = F et
Xk+l(x) = φl
(
Xk(x),Θ
kω
)
ou` Θkω = (Wk+1,Wk+2, . . . ) est un ope´rateur de de´calage.
On e´tablit le
The´ore`me 1.6.2. Soit (Xn) la chaˆıne de Markov de´finie par (1.23), ou` F ve´rifie
(1.24) pour un C > 0, et (Wn) est une suite de v.a.i.i.d de loi L(W1).
(i) Si la loi L(W1) ve´rifie l’ine´galite´ de Poincare´ (1.25) de constante A > 0 et si
sup
x∈E
E|∇xφl(x, ω)|2 ≤ bl2 (1.27)
avec B :=
∑∞
l=1 bl <∞, alors la loi de la chaˆıne (Xn)n∈N ve´rifie
V arΨ(X1(x), . . . , Xn(x)) ≤ A C2 B2 E|∇Ψ(X1(x), . . . , Xn(x)) |2
∀x ∈ E, ∀n ∈ N, ∀Ψ : En → R re´gulie`re.
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(ii) De plus, si la loi L(W1) satisfait a` l’ISL (1.26) de constante A > 0 et cette fois
ci
sup
x∈E
|∇xφl(x, ω)|2 ≤ bl2, P− p.s. (1.28)
avec B :=
∑∞
l=1 bl <∞, alors la loi de la chaˆıne (Xn) ve´rifie
Ent
(
Ψ2
) ≤ 2 A C2 B2 E|∇Ψ|2
∀x ∈ E, ∀n ∈ N, ∀Ψ : En → R re´gulie`re.
Les constantes C et A sont donne´es par (1.24) et le Lemme 1.6.1, en particulier
C, A et B ne de´pendent ni de x ∈ E ni de n ∈ N. Regardons quelques exemples
simples d’application de ces re´sultats. On va prendre par la suite E = G = Rd, de
sorte que les de´rivations introduites pre´ce´demment soient les de´rivations usuelles.
L’exemple ou` tout fonctionne est celui d’un syste`me dissipatif avec un bruit
additif (i.e. non corre´le´ a` la position du syste`me) de´fini par
Xn+1 = S(Xn) +Wn+1, (1.29)
pour une application S : Rd → Rd contractante, c’est a` dire telle que
sup
x∈Rd
‖∇S(x)‖ := r < 1,
et pour un bruit quelconque dont la loi ve´rifie l’ine´galite´ de Sobolev logarithmique
sur Rd, disons par exemple que W1 suit une loi gaussienne. On peut prouver a` l’aide
d’une re´currence imme´diate que
sup
x∈E
|∇xφl(x, ω)| ≤
(
sup
x∈E
‖∇S(x)‖
)l
.
Ainsi, les conditions (1.27) et (1.28) sont ve´rifie´es par le syste`me (1.29) avec bl = r
l,
qui est sommable.
On perc¸oit la grande diffe´rence entre les deux conditions de type Ljapunov (1.27)
et (1.28) dans le cas d’un bruit multiplicatif, i.e. avec un coefficient de diffusion non
constant. Conside´rons en effet le syste`me dynamique dans R de´fini par
Xn+1 = s(Xn) + σ(Xn)Wn+1. (1.30)
Pour la condition (1.28), il faut imposer une perturbationW avec un support borne´,
hypothe`se peu acceptable pour les applications. Par contre, il suffit d’avoir E|W |2 <
∞ pour que certaines fonctions s et σ ve´rifient (1.27). En effet, on a le
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Lemme 1.6.3. La suite uk := supx∈E E|∇xφk(x, ω)|2 est sous additive et donc la
suite (uk)
1
k admet une limite note´e l.
i) Si l < 1, alors
∑
k≥0(uk)
1
2 < ∞. En particulier, la condition (1.27) est ve´rifie´e
pour bk := (uk)
1
2 .
ii) Si il existe un entier k tel que uk < 1, alors la limite ve´rifie l < 1.
De´monstration. Il suffit de conditionner pour obtenir
E|∇xφl+k (x, ω) |2 = E|∇xφl
(
Xk(x),Θ
kω
) |2
= E|∇xφl
(·,Θkω)∇xXk(x)|2
= E
{|∇xXk(x)|2E (∇xφl (·,Θkω) |2 | Fk)}
= ulE|∇xXk(x)|2.
En prenant le supremum pour x dans E, on a uk+l ≤ ukul. Les proprie´te´s classiques
des suites sous additives qui en de´coulent sont bien connues.
Ainsi, meˆme avec une perturbation Gaussienne, la condition (1.27) est ve´rifie´e
de`s que u1 < 1, par exemple si ‖∇b‖∞ ≤ α et ‖∇σ‖∞ ≤ β/E|W |2, avec α+β < 1/2.
1.6.1 Preuve des tensorisations (The´ore`me 1.6.2)
On commence par de´montrer le (i). Pour obtenir l’ine´galite´ de Poincare´ au niveau
du processus, on utilise une me´thode martingale assez classique. Soit n ∈ N fixe´ et
Ψ une fonction re´gulie`re sur En. On conside`re alors la martingale Mn de´finie par
Mk = E [Ψ (X1, X2, . . . , Xn) |Fk] ,
ou`
Fk = σ (X1, . . . , Xk) (1.31)
est la tribu engendre´e par les k premiers pas de la chaˆıne. On a M0 = EΨ, Mn = Ψ
et
Mk = Ψ
(
x1, . . . , xk,Φ1
(
xk,Θ
kω
)
, . . . ,Φn−k
(
xk,Θ
kω
))
.
Les proprie´te´s de la de´rivation ge´ne´ralise´e impliquent que
|∇xkMk| =
n∑
l=k
E
[|∇lΨ||∇xkΦl−k (xk,Θkω) | |Fk]
ou` Φ0(x, ω) = x. Une martingale ayant des accroissements orthogonaux, la variance
prend la forme
V ar(Ψ) =
n∑
k=1
E(Mk −Mk−1)2
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De plus, l’ine´galite´ de Poincare´ du Lemme 1.6.1 pour la fonction de transition ap-
plique´e a` la variance conditionnelle E(Mk −Mk−1)2 donne
E(Mk −Mk−1)2 ≤ AC2E|∇xkMk|2.
Avec l’expression pre´ce´dente de |∇xkMk| et l’ine´galite´ de Cauchy-Schwartz, on ob-
tient
V ar(Ψ) ≤
n∑
k=1
AC2E
∣∣∣∣∣
n∑
l=k
E
[∇lΨ · ∇xkΦl−k (xk,Θkω) |Fk]
∣∣∣∣∣
2
≤
n∑
k=1
AC2E
(
n∑
l=k
E
[
bl−k|∇lΨ|2|Fk
] n∑
l=k
E
[
|∇xkΦl−k
(
xk,Θ
kω
) |2
bl−k
|Fk
])
ou` les bk ve´rifient (1.27). Ainsi,
V ar(Ψ) ≤ AC2
n∑
k=1
E
(
n∑
l=k
E
[
bl−k|∇lΨ|2|Fk
]×B)
et on conclut par le the´ore`me de Fubini.
Pour le (ii), on rappelle d’abord qu’une formulation e´quivalente (voir [21]) a` l’ISL
pour la probabilite´ de transition du Lemme 1.6.1 est donne´e par
Ent g (X1(x)) ≤ AC
2
4
E
(∇g (X1(x))
g (X1(x))
)
(1.32)
pour g : E → R∗+ re´gulie`re.
Soit g une fonction re´elle positive sur En, et Fk la tribu de´finie par (1.31), on
conside`re la martingale
Mk = E [g (X1, X2, . . . , Xn) |Fk] ,
de sorte que M0 = Eg (X1, X2, . . . , Xn) et Mn = g (X1, X2, . . . , Xn). Quitte a` renor-
maliser, on peut supposer M0 = Eg = 1. On a donc
Ent(g) = E [Mn log(Mn)]
=
n∑
k=1
E
[
Mk log
(
Mk
Mk−1
)]
.
Comme L(W1) satisfait a` une ISL, le noyau de transition aussi d’apre`s le Lemme
1.6.1. On peut donc majorer l’entropie conditionnelle pre´ce´dente avec la formulation
(1.32) de l’ISL, ce qui nous donne
E
[
Mk log
(
Mk
Mk−1
)]
≤ AC
2
4
E
[ |∇xkMk|2
Mk
]
.
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Maintenant, pour g = Ψ2 on peut calculer
|∇xkMk| =
∣∣ ∇xkE[Ψ2 (X1(x), X2(x), . . . , Xn(x)) |Fk] ∣∣
≤
n∑
l=k
E
[
2|Ψ| |∇lΨ| |∇xkΦl−k
(
xk,Θ
kω
) | |Fk] .
Ainsi avec la condition (1.28), et une majoration analogue a` celle utilise´e par
Capitaine, Hsu et Ledoux [10], on obtient
|∇xkMk|2 ≤ 4E
(
n∑
l=k
|Ψ|2 |∇xkΦl−k
(
xk,Θ
kω
) |2
bl−k
| Fk
)
× E
(
n∑
l=k
|∇lΨ|2bl−k | Fk
)
≤ 4E (|Ψ|2|Fk)( n∑
l=k
bl−k
)
× E
(
n∑
l=k
|∇lΨ|2bl−k | Fk
)
≤ 4BMk
n∑
l=k
E
(|∇lΨ|2 | Fk) bl−k.
On remarque enfin que
Ent(Ψ2) ≤
n∑
k=1
E
[
Mk log
(
Mk
Mk−1
)]
≤ A.C
2
4
n∑
k=1
E
[
4.B
n∑
l=k
E
(|∇lΨ|2 | Fk) bl−k]
≤ A.C2.B
n∑
l=1
l∑
k=1
E
(|∇lΨ|2) bl−k,
le the´ore`me de Fubini impliquant le re´sultat.
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Chapitre 2
Logarithmic Sobolev inequalities
of diffusions for the L2 metric
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Abstract : Under the Bakry-Emery’s Γ2-minoration condition, we establish the
logarithmic Sobolev inequality for the Brownian motion with drift in the metric
L2 instead of the usual Cameron-Martin metric. The involved constant is sharp
and does not explode for large time. This inequality with respect to the L2-metric
provides us the gaussian concentration inequalities for the large time behavior of
the diffusion.
Keywords : Logarithmic Sobolev inequality (LSI), concentration inequality, path
space, Malliavin calculus.
AMS Subject Classification 2000: 60E15, 60H07.
2.1 Introduction
The logarithmic Sobolev inequality (LSI in short), discovered by Gross ([16], 1975)
for Gaussian measures and the Wiener measure, plays a prominent role in the infinite
dimensional analysis as the Sobolev inequalities do in the finite dimensional analysis.
Herbst first, Aida-Masuda-Shigekawa [2] and Aida-Stroock [3] found that LSI implies
the Gaussian concentration inequality for Lipschitzian functions, Bobkov-Go¨tze [6]
characterized the Gaussian concentration inequality for Lipschitzian functions by
means of the so called T1-transportation inequality, which is equivalent to the Gaus-
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sian integrability of the distance function by the recent work of H. Djellout and al.
[10]. Otto and Villani [20] and Bobkov-Gentil-Ledoux [7] find that LSI implies the
Talagrand T2-transportation inequality. See Bakry [4], Ledoux [17] and Villani [21]
for systematic treatment and further study.
For introducing our question for diffusions, let us first recall the LSI of Gross on
the Wiener space.
Let µ be the Wiener measure on W d = C
(
[0, T ],Rd
)
and h ∈ H where H is
the Cameron Martin space, i.e, the Hilbert space H of all absolutely continuous
functions h : [0, T ]→ Rd such that h(0) = 0 and
‖h‖2H :=
∫ T
0
|h˙(t)|2dt <∞.
The directional derivative along h of a smooth function f at γ ∈ W d is defined
on W d by :
Dhf(γ) = lim
ε→0
f(γ + εh)− f(γ)
ε
.
The linearity and continuity in h of the above expression gives the existence of
an element Df(γ) = (Df(γ, t))t∈[0,T ] in H (the Malliavin gradient) such that :
∀h ∈ H,Dhf(γ) = 〈Df(γ), h〉H =
∫ T
0
_˙
Df(γ, t) · h˙(t)dt (2.1)
where
_˙
Df(γ, t) = d
dt
Df(γ, t).
For the Wiener measure µ on W d, Gross ([16], 1975) proved the following (see
also the Ph.D of Gentil [13]):
Theorem 2.1.1. For all bounded and smooth functions F on W d,
Entµ(F
2) ≤ 2CEµ (‖DF‖2H) (2.2)
where the constant C = 1 is sharp.
Here the entropy of 0 ≤ f ∈ L1(µ) w.r.t. µ is defined as
Entµ(f) = Eµ
(
f log
(
f
Eµf
))
.
When µ satisfies (2.2), we shall say that µ satisfies the LSI(C) w.r.t. the gradient
in H.
This inequality w.r.t. the Cameron-Martin metric is extended to the Brownian
motion over a Riemannian manifoldM by Hsu [15], Aida [1], Capitaine-Hsu-Ledoux
[8] under the boundedness of the Ricci curvature, and to general elliptic diffusions
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under the boundedness of the Bakry-Emery curvature. Particularly Aida [1] proved
that the constant in the LSI does not explode for large time T under the uniform
positivity of the Ricci curvature. But as explained by the second author in [23],
the LSI w.r.t. the Cameron-Martin metric for diffusion (Xt) even with a constant
independent of T (as in [1]) does not produce the concentration inequality of correct
order in large time T for the functionals
F (X) :=
1√
T
(∫ T
0
g(Xs)ds− E
∫ T
0
g(Xs)ds
)
, g :M → R smooth.
The reason is that the Lipschitzian coefficient of F above w.r.t. the Cameron-
Martin metric is of order
√
T in general, which explodes. To get useful informations
for the ergodic behavior (i.e., the large time behavior) of (Xt) or more precisely for
producing the Hoeffding’s type Gaussian concentration inequality for functionals
like F (X) above for large time, as pointed out by Djellout, Guillin and the second
author in [10], we should establish the LSI w.r.t. the L2-metric instead of the
Cameron-Martin metric, with a constant which does not explode for large time.
The famous Γ2-minoration criterion of Bakry and Emery [5] gives the LSI for
the single time law PT (x, ·) = Px(XT ∈ ·) and for the unique invariant measure m of
(Xt). The main purpose of this Note is to extend their LSI to the process-level X[0,T ]
w.r.t. the L2-metric. This work is also a continuation of [10] where the Talagrand
T2-transportation inequality for diffusions w.r.t. the L
2-metric is established via the
Girsanov transformation, under a weaker condition than the Bakry-Emery condition
(see also [24] for T2-inequality w.r.t. a uniform norm).
This paper is organized as follows. In the next section we first study the Brownian
motion with drift, i.e., solution of the SDE
dXt = dWt + b(Xt)dt, X0 = x (2.3)
in Rd, where the drift b satisfies the Bakry-Emery condition:
(∇b)σ ≤ −KId, K ∈ R
where (∇b)σ = ((∂jbi + ∂ibj)/2) is the symmetrized gradient of the vector field b.
Our method is very simple: to prove that the mapping Φ from the path W of the
Brownian motion equipped with the Cameron-Martin metric to the path X of the
diffusion equipped of L2([0, T ],Rd)-norm is Lipschitzian.
The method above does not work if there is a non-constant volatility coefficient
σ(Xt) in the SDE (2.3) above. In that case, we consider a general elliptic diffusion
with generator 1
2
∆+ V on a Riemannian manifold. We shall employ the method of
the martingale representation formula, as developed by Fang [12] for Poincare´ in-
equality and by Capitaine-Hsu-Ledoux [8] for log-Sobolev inequality. For the Brow-
nian motion over a Riemannian manifold, when the Ricci curvature is bounded, we
46 Mathieu GOURCY
shall see in §3 how to derive the LSI quickly from the Fang’s martingale represen-
tation formula. But in the general case where the Bakry-Emery’s curvature is not
bounded, Fang’s version of martingale representation formula seems to be no longer
true and that is the main difficulty. We shall use a localization technique to get a
martingale representation formula for a class of test functions, and then the LSI.
This is the task of §4. Finally in §5 we present several useful consequences of the
LSI about the concentration of additive functionals of the diffusions for large time.
In this note we denote the maximum of u and v by u ∨ v and their minimum
by u ∧ v. For x, y ∈ Rd, x · y =∑di=1 xiyi and |x| denotes the Euclidian norm of x.
When there is no possible confusion, we will use L2 for L2([0, T ];Rd).
2.2 Brownian motion with drift on Rd
2.2.1 Gradient ∇ in L2 and the LSI w.r.t. ∇
We are given a standard Rd-valued Brownian motion Wt on Rd, a fixed initial point
x in Rd and a continuously differentiable mapping b : Rd → Rd. Let us consider the
Rd-valued diffusion Xt(x) defined by the stochastic differential equation :
dXt = dWt + b(Xt)dt , X0 = x ∈ Rd. (2.4)
We assume the following condition on the drift b
(∇b)σ ≤ −K Id, K ∈ R (2.5)
where Id is the identity matrix in Rd, ∇b = (∂jbi)ij is the Jacobian matrix, and
Aσ denotes the symmetrization (A+At)/2 of the matrix A; and for two symmetric
matrices A,B, A ≤ B means that B − A is non-negative definite.
This condition, when K > 0, is exactly the Bakry-Emery’s Γ2-minoration con-
dition for the logarithmic Sobolev inequality of the unique invariant measure m on
Rd. Details about this condition, and applications to hypercontractive diffusions
can be found in [4], [5]. We are interested here in the logarithmic Sobolev inequality
on the path space w.r.t. the gradient in L2([0, T ],Rd). More precisely, regarding
W d = C([0, T ],Rd) as a dense subspace of L2([0, T ],Rd), we can introduce:
Definition 2.2.1. For a function f on W d, differentiable with respect to the L2-
norm, let ∇f(γ) be the element in L2([0, T ],Rd) such that
Dgf(γ) = 〈∇f(γ) , g〉L2([0,T ],Rd) , ∀g ∈ H.
We shall write ∇f(γ) = (∇tf(γ))t∈[0,T ].
Its relation with the gradient Df in the Cameron-Martin space H (introduced
in (2.1)) is given by
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Lemma 2.2.2. For a function f on W d, differentiable with respect to the L2-norm,
we have for every γ ∈ W d,
_¨
Df(γ) is in L2([0, T ],Rd) in the sense of distribution
and
∇tf(γ) = −
_¨
Df(γ, t), dt− a.e.
Proof. Such function f is differentiable w.r.t. the norm of H. Let C∞0 ((0, T ),Rd)
be the space of all Rd-valued C∞-functions with compact support in (0, T ), which is
dense in L2([0, T ],Rd). For every h ∈ C∞0 ((0, T ),Rd), writing
_¨
Df(γ, t) = d
2
dt2
Df(γ, t)
in the sense of distribution, we have,∫ T
0
∇sf(γ) · h(s)ds = 〈∇f(γ), h〉L2 = Dhf
=
∫ T
0
_˙
Df(γ, s) · h˙(s)ds
= −
∫ T
0
_¨
Df(γ, s) · h(s)ds
where the desired result follows.
We denote by C1b (W
d/L2) the space of all bounded functions f on W d, differen-
tiable w.r.t. the L2([0, T ],Rd)-norm, such that ∇f is also continuous and bounded
from (W d, ‖ · ‖L2) to L2([0, T ],Rd). The aim of this section is to prove
Theorem 2.2.3. Let Px be the law of the diffusion X.(x) defined by the SDE (2.4).
Assume (2.5). Then for all functions f ∈ C1b (W d/L2),
EntPx(f
2) ≤ 2C(T )EPx
∫ T
0
|∇tf |2dt (2.6)
where
C(T ) :=

1
K2
(
1−√2e−KT − e−2KT ) , if 2e−KT − e−2KT > 0, K 6= 0
T 2
2
, if K = 0
1
K2
(
e−2KT − 2e−KT + 1) , if 2e−KT − e−2KT ≤ 0, K 6= 0. (2.7)
In particular if K > 0, C(T ) ≤ 1/K2 (for all T > 0) is non-explosive.
Note that our estimate of C(T ) is sharp for T → +∞ for the Ornstein-Uhlenbeck
process dXt = dWt − (Xt/2)dt by the discussion in [10, Remarks 5.7].
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2.2.2 Analytic preparation
In this paragraph we recall and prove several known facts, for self-containedness.
Let Md(R) be the space of all real d × d-matrices. For A ∈ Md(R), it is clear that
∀x ∈ Rd, 〈Ax , x〉 = 〈Aσx , x〉. We first give a Gronwall Lemma of matrix type.
Lemma 2.2.4. If J(t) ∈Md(R) satisfies the equation
J˙(t) = A(t)J(t) with J(0) = Id,
and if Aσ ≤ BId for a real number B in the order of the nonnegative definiteness,
then we have
|J(t)y| ≤ eBt|y|,∀y ∈ Rd, ∀t ≥ 0.
Proof. Indeed we have :
d
dt
(
e−2Bt|J(t)x|2) = e−2Bt(−2B|J(t)x|2 + 2〈J˙(t)x, J(t)x〉)
= e−2Bt
(−2B|J(t)x|2 + 2〈A(t)J(t)x, J(t)x〉)
= e−2Bt
(−2B|J(t)x|2 + 2〈Aσ(t)J(t)x, J(t)x〉)
= −2e−2Bt〈(BId− Aσ(t)) J(t)x, J(t)x〉
≤ 0
so,
|J(t)x| ≤ eBt|x|.
We now give a result to control the norm of a bounded self-adjoint operator from
L2 to L2.
Lemma 2.2.5. Let Γ be a bounded self-adjoint operator from L2(E, µ) to L2(E, µ)
where µ is σ-finite. Assume that
‖Γ‖1,1 := sup
0 6=f∈L1TL2
‖Γf‖L1(µ)
‖f‖L1(µ) < +∞.
Then ‖Γ‖2,2(the norm in L2) ≤ ‖Γ‖1,1.
Proof. For any f ∈ L1⋂L∞ ⊂ L2, we have by the symmetry of Γ,
‖Γf‖∞ = sup
g∈L1TL∞,‖g‖1≤1
〈Γf, g〉
= sup
g∈L1TL∞,‖g‖1≤1
〈f,Γg〉
≤ ‖Γ‖1,1‖f‖∞,
i.e., ‖Γ‖∞,∞ ≤ ‖Γ‖1,1. Hence by the Riesz-Thorin’s interpolation theorem, ‖Γ‖2,2 ≤
‖Γ‖1,1.
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2.2.3 Proof of Theorem 2.2.3
Outline of the proof
The SDE (2.4) has a unique strong solution (the reader is referred to [18], p 194)
X = Φ(W ),
where Φ : W d → W d. Indeed Φ is continuous onW d and for each γ ∈ W d, η = Φ(γ)
is the unique solution of the ordinary differential equation
ηt = x+ γt +
∫ t
0
b(ηs)ds.
We start with the LSI (2.2) of Gross. If f ◦Φ ∈ D2(D) (the domain ofD in L2(W d, µ)
as defined in the Malliavin calculus), we have
EntPxf
2 = Entµ[(f ◦ Φ)2] ≤ 2Eµ‖D(f ◦ Φ)‖2H . (2.8)
Now for every h ∈ H, we shall prove that
A(γ)h := lim
ε→0
Φ(γ + εh)− Φ(γ)
ε
(2.9)
holds in the sup-norm of W d (then in that of L2). Thus
Φ(γ + εh) = Φ(γ) + ε
dΦ(γ + εh)
dε
|ε=0 + ◦(ε) = Φ(γ) + εA(γ)h+ ◦(ε)
and consequently
Dh(f ◦ Φ)(γ) = lim
ε→0
f
(
Φ(γ + εh)
)− f(Φ(γ))
ε
= lim
ε→0
f
(
Φ(γ) + εA(γ)h+ ◦(ε))− f(Φ(γ))
ε
= (DA(γ)hf)
(
Φ(γ)
)
.
If we can prove that
‖A(γ)h‖L2 ≤
√
C(T )‖h‖H (2.10)
where C(T ) is given in the theorem, we shall get
‖D(f ◦ Φ)(γ)‖H = sup
‖h‖H≤1
|Dh(f ◦ Φ)(γ)|
= sup
h∈H , ‖h‖H≤1
|(DA(γ)hf)
(
Φ(γ)
)|
= sup
h∈H , ‖h‖H≤1
〈(∇f)(Φ(γ)) , A(γ)h〉L2
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≤ sup
h∈H , ‖h‖H≤1
‖(∇f)(Φ(γ))‖L2‖A(γ)h‖L2
≤
√
C(T )‖(∇f)(Φ(γ))‖L2 .
Thus by (2.8), we obtain
EntPxf
2 ≤ 2Eµ‖D(f ◦ Φ)‖2H
≤ 2C(T )Eµ‖(∇f) ◦ Φ)‖2L2
= 2C(T )EPx
∫ T
0
|∇tf |2dt
the desired inequality.
Proof of Theorem 2.2.3
To make the above proof rigorous, it remains to verify three points: (2.9), (2.10)
and f ◦ Φ ∈ D2(D). The last point is a consequence of (2.9), (2.10), because (2.9),
(2.10) imply
|Dh(f ◦ Φ)(γ)| ≤
√
C(T )‖h‖H‖(∇f)(Φ(γ))‖L2
for all h ∈ H (this is a well known fact in the Malliavin calculus, cf. Nualart [19]).
(2.9) is an elementary fact in the ODE theory, so omitted. We now prove (2.10).
Since η = Φ(γ + εh) verifies
ηt = x+ γt + εh(t) +
∫ t
0
b
(
ηεs
)
ds
then, g := A(γ)h = d
dε
ηε satisfies the linear differential equation :
g(t) = h(t) +
∫ t
0
∇b(ηs)g(s)ds
where η = Φ(γ). This equation has a unique solution and it can be given explicitly
by
g(t) =
∫ t
0
AtAs
−1h˙(s)ds
where At satisfies :
A0 = Id ,
d
dt
At = ∇b(ηt)At.
Under the condition (2.5), we obtain using Lemma 2.2.4 :
|AtAs−1x| ≤ e−K(t−s)|x|, ∀0 ≤ s ≤ t.
We state now the desired inequality (2.10) as
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Lemma 2.2.6. We have
‖A(γ)h‖2L2 = ‖g‖2L2 ≤ C(T )‖h‖2H
where C(T ) is given in Theorem 2.2.3.
Proof. From the following expression g(t) =
∫ t
0
AtA
−1
s h˙(s)ds, we can compute :
‖g‖2L2 =
∫ T
0
∣∣∣∣∫ t
0
AtA
−1
s h˙(s)ds
∣∣∣∣2 dt
≤
∫ T
0
(∫ t
0
e−K(t−s)|h˙(s)|ds
)2
dt
Now, we have to control the last term. A Cauchy-Schwarz control is easy, but
the constant so obtained explodes. In order to avoid this explosion, let us write
∫ T
0
(∫ t
0
e−K(t−s)|h˙(s)|ds
)2
dt
=
∫ T
0
(∫ t
0
e−K(t−u)|h˙(u)|du
)(∫ t
0
e−K(t−v)|h˙(v)|dv
)
dt
=
∫ T
0
(∫∫
0≤u,v≤t
e−K(t−u)|h˙(u)|e−K(t−v)|h˙(v)|du dv
)
dt
=
∫∫
0≤u,v≤T
(∫ T
u∨v
e−2Kt+K(u+v)dt
)
|h˙(u)||h˙(v)|du dv.
Since 2(u ∨ v)− (u+ v) = |u− v|, we have if K 6= 0,
Γ(u, v) :=
∫ T
u∨v
e−2Kt+K(u+v)dt =
eK(u+v)
2K
(
e−2K(u∨v) − e−2KT )
=
e−K|u−v| − e−K(2T−u−v)
2K
and if K = 0,
Γ(u, v) :=
∫ T
u∨v
e−2Kt+K(u+v)dt = (T − u ∨ v).
Then we obtain :
‖g‖2L2 ≤
∫ T
0
∫ T
0
Γ(u, v)|h˙(u)||h˙(v)|dudv. (2.11)
Define an operator Γ : L2(0, T )→ L2(0, T ) by :
Γf(v) =
∫ T
0
Γ(u, v)f(u)du.
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It is a self-adjoint operator on L2(0, T ). Then the term to control becomes :
〈Γ|h˙| , |h˙|〉L2 .
But it is clear that (since Γ(u, v) ≥ 0):
‖Γf‖L1 =
∫ T
0
∣∣∣∣∫ T
0
Γ(u, v)f(u)du
∣∣∣∣ dv
≤
(
sup
v∈[0,T ]
∫ T
0
Γ(u, v)du
)∫ T
0
|f(v)|dv.
Thus Lemma 2.2.5 yields ‖Γ‖L2 ≤ A(T ) where
A(T ) = sup
v∈[0,T ]
∫ T
0
Γ(u, v)du.
Finally by an elementary calculus, we get A(T ) = C(T ) given in Theorem 2.2.3.
Remarks 2.2.7. In the proof above, we see that (γ, h)→ A(γ)h = g is continuous
from W d ×H to L2([0, T ],Rd). Thus for all f ∈ C1b (W d/L2), f ◦ Φ is continuously
differentiable on W d w.r.t. the norm of H, and we have shown
‖D(f ◦ Φ)(γ)‖H ≤
√
C(T )‖∇f(Φ(γ))‖H .
Now let Q ∈ Md(R) and F a continuously differentiable function on W d w.r.t. the
norm of H, applying the Gross theorem to F (Qγ), we get
Ent(F 2(QW·)) ≤ 2λmax(QtQ)E
∫ T
0
|
_˙
DF |2(QW·, t)dt
where λmax(Q
tQ) is the maximal eigenvalue of QtQ. Thus by the estimate above,
we see that
dXt = b(Xt)dt+QdWt, X0 = x
satisfies : ∀f ∈ C1b (W d/L2),
Ent(f 2(X)) ≤ 2C(T )λmax(QtQ)E
∫ T
0
|∇tf |2(X)dt.
In other words our approach here is also well adapted for eventually degenerate noise
QdWt.
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2.3 Brownian motion on manifold
When one studies the diffusion dXt = σ(Xt)dWt + b(Xt)dt with a non-constant
volatility coefficient σ, the application Φ mapping the path of the BM to the path
of X does not satisfy : ‖∇hΦ‖L2 ≤
√
C(T )‖h‖H . So the approach in the previous
section loses its pertinence. Instead, we shall explore another method, based on the
martingale representation formula, as developed in [12] and [8]. We shall study only
the elliptic diffusion on a Riemannian manifold generated by 1
2
∆+ V .
To illustrate clearly the idea, we begin with the BM over a Riemannian manifold
with bounded Ricci curvature. In that case, using the martingale representation
formula, Fang [12] obtained the Poincare´ inequality, Hsu [14, 15] and Capitaine-
Hsu-Ledoux [8] obtained the logarithmic Sobolev inequality on the path space, both
w.r.t. the Cameron-Martin metric. The constant of the LSI in those works explodes
for large time t. Aida [1] obtained the LSI w.r.t. the Cameron-Martin metric with
a bounded constant for large time T once the Ricci curvature is bounded from
below by a positive constant. But as explained in the Introduction the LSI w.r.t.
the Cameron-Martin metric even with a non-explosive constant does not produce
concentration inequality of correct order (in large time T ) for functionals such as
F (X) =
∫ T
0
g(Xs)ds.
2.3.1 Martingale representation and gradient w.r.t. L2-norm
We follow the exposition of [8]. Let M be a complete and connected manifold
of dimension d equipped with the Levi-Civita connection ∇. Denote by ∆ the
Laplace-Beltrami operator on M , O(M) the bundle of orthonormal frames, and
Π : O(M) → M the canonical projection. Fix a point x0 ∈ M . Each frame
u ∈ O(M) is a linear isometry u : Rd → TΠ(u)(M). We assume throughout this
section the boundedness of the Ricci curvature
sup
u∈O(M)
‖Ricu‖ < +∞, (2.12)
and denote also Ricu its scalarization. LetWx0(M) be the space of continuous paths
from [0, T ] toM starting at x0. Let U be the horizontal Brownian motion. We recall
that U is solution of the Stratonovich SDE :
dUt =
d∑
i=1
Hi(Ut) ◦ dW it , U0 = u0 ∈ O(M) (2.13)
where Wt is a standard Brownian motion on Rd defined on some probability space
(Ω,F ,P), and Hi, 1 ≤ i ≤ n are the canonical horizontal vector fields on O(M).
Details about this construction can be found in [14] and [15]. Then X = Π(U) is
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theM -valued Brownian motion starting at x0, whose law µM is the Wiener measure
on Wx0(M). Hence, for a Brownian path X, and h in the Cameron Martin space,
Utht is a tangent vector at Xt. It determines a vector field Dh by DhXt = Utht.
For smooth cylindrical functions f on Wx0(M), that is f(γ) = f(γt1 , . . . , γtn)
with γ ∈ Wx0(M), the Malliavin derivative operator is defined by :
Df(X, t) =
n∑
i=1
U−1ti
df
dxi
(Xt1 , . . . , Xtn)ti ∧ t.
Notice that from the path of the BM X over the Riemannian manifold and U0 = u0,
one can reconstruct (Ut) and (Wt) a.s. (w.r.t. the law of X). Thus the above
definition is intrinsic (cf. [14]).
Let (D,D2(D)) be its closure in L2(µM). For h ∈ H, Dhf(γ) and Df(γ) ∈ H
are such that :
∀h ∈ H, Dhf(γ) = 〈Df(γ) , h〉H =
∫ T
0
_˙
Df(γ, s) · h˙(s)ds.
Let F : Wx0(M) → R be a real function in the domain D2(D) of D. Under
the boundedness condition (2.12), the Fang’s version of Clark-Ocone-Haussmann
formula for the Brownian motion on a manifold is read as
F (X) = E
(
F (X)
)
+
∫ T
0
〈Ht , dWt〉 (2.14)
where
Ht = EµM
(
_˙
DF (t)− 1
2
A∗t
∫ T
t
(A∗s)
−1RicUs
_˙
DF (s)ds|Bt
)
. (2.15)
In this expression, (Bt) is the filtration generated by (Wt), (At)0≤t≤T is a matrix
valued process defined by :
dAt
dt
− 1
2
AtRicUt = 0 , A0 = Id. (2.16)
The above formula relies on the Bismut-Driver integration by parts formula : for
any h ∈ H, the adjoint D∗h of Dh in L2(µM) is given by
D∗h = −Dh +
∫ T
0
〈h˙t + 1
2
RicUtht, dWt〉. (2.17)
According to Lemma 2.2.2, we introduce our gradient w.r.t. the L2-metric.
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Definition 2.3.1. For F ∈ D2(D) such that
_¨
DF ∈ L2([0, T ],Rd) we define the
gradient of F w.r.t. L2-norm by
∇tF (γ) = −
_¨
DF (γ, t) dt− a.e.
In other words, ∇F (γ) ∈ L2([0, T ],Rd) is determined by
〈∇F (γ) , h〉L2 = DhF (γ) , ∀h ∈ C∞0 (]0, T [,Rd).
We assume now
∀u ∈ O(M) , 1
2
Ricu ≥ KId, K ∈ R. (2.18)
The constant of our LSI will depend only on this lower bound on the Ricci curvature.
Lemma 2.3.2. Let A solution of (2.16). We have
∀s ≥ t , ‖A∗tA−1s ∗‖ ≤ exp
(−K(s− t)).
Proof. With a derivation of AtA
−1
t = Id, we obtain
d
ds
(A−1s At) = −
1
2
RicUsA
−1
s At,
which implies the desired result using Lemma 2.2.4 and (2.18).
The key observation is:
Lemma 2.3.3. For F ∈ D2(D) such that µM − a.s,
_¨
DF (γ) ∈ L2([0, T ],Rd) (then
_˙
DF (γ) can and will be chosen to be absolutely continuous) and
_˙
DF (γ, T ) = 0, in
the representation formula (2.14), we have
Ht = EµM
(∫ T
t
A∗tA
∗
s
−1∇sFds|Bt
)
.
Proof. Taking the adjoint in the proof of Lemma 2.3.2 gives
d
ds
(A∗tA
∗
s
−1) = −1
2
A∗tA
∗
s
−1RicUs .
By integration by parts in the expression (2.15) of Ht, we have µM − a.s.,
−1
2
A∗t
∫ T
t
(A∗s)
−1RicUs
_˙
DF (s)ds =
∫ T
t
d
ds
(A∗tA
∗
s
−1)
_˙
DF (s)ds
=
[
A∗tA
∗
s
−1 _˙DF (s)
]s=T
s=t
−
∫ T
t
A∗tA
∗
s
−1 _¨DF (s)ds
= −
_˙
DF (t) +
∫ T
t
A∗tA
∗
s
−1∇sFds.
Then the desired result follows by (2.15).
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2.3.2 Poincare´ inequality for the L2 norm
Now, we follow Fang [12]. For each F ∈ D2(D) such that µM − a.s,
_¨
DF (γ) ∈
L2([0, T ],Rd) and
_˙
DF (γ, T ) = 0, we have by Lemma 2.3.3,
V arµM
(
F
)
= E (F (X)− EF (X))2 = EµM
∫ T
0
|Ht|2dt
= E
∫ T
0
∣∣∣∣E [∫ T
t
A∗tA
∗
s
−1∇sF (X)ds|Bt
]∣∣∣∣2 dt
≤ E
∫ T
0
[∫ T
t
‖A∗tA∗s−1‖ |(∇sF )(X)|ds
]2
dt
≤ EµM
∫ T
0
[∫ T
t
e−K(s−t)|∇sF |ds
]2
dt
where the last inequality is given by Lemma 2.3.2. We write the last quantity as
(by Fubini)
EµM
∫ T
0
∫ T
t
e−K(u−t)|∇uF |
∫ T
t
e−K(v−t)|∇vF |dudvdt
= EµM
∫ T
0
∫ T
0
dudv|∇uF | · |∇vF |
∫ u∧v
0
e−K(u−t)−K(v−t)dt.
Let Γ(u, v) :=
∫ u∧v
0
e−K(u−t)−K(v−t)dt and Γf(v) :=
∫ T
0
Γ(u, v)f(u)du. We have as in
Lemma 2.2.6
‖Γ‖2,2 ≤ ‖Γ‖1,1 = sup
u∈[0,T ]
∫ T
0
Γ(u, v)dv ≤ C(T )
where C(T ) is given in Theorem 2.2.3. Thus we get,
V arµM (F ) ≤ ‖Γ‖2,2EµM
∫ T
0
|∇tF |2dt ≤ C(T )EµM
∫ T
0
|∇tF |2dt,
i.e., we have shown
Theorem 2.3.4. Assume (2.12) and (2.18). For each F ∈ D2(D) such that µM −
a.s,
_¨
DF (γ) ∈ L2([0, T ],Rd) and
_˙
DF (γ, T ) = 0,
V arµM
(
F
) ≤ C(T )EµM ∫ T
0
|∇tF |2dt
where C(T ) is given in Theorem 2.2.3.
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2.3.3 The logarithmic Sobolev inequality for L2-norm
Theorem 2.3.5. Assume (2.12) and (2.18). For each F ∈ D2(D) such that µM −
a.s,
_¨
DF (γ) ∈ L2([0, T ],Rd) and
_˙
DF (γ, T ) = 0,
EntµM
(
F 2
) ≤ 2C(T )EµM ∫ T
0
|∇tF |2dt
where C(T ) is given in Theorem 2.2.3.
Proof. We follow the ingenious method of Capitaine-Hsu-Ledoux [8]. Assume at
first
1
ε
≥ F ≥ ε > 0 (2.19)
for some ε ∈ (0, 1). Consider the continuous martingale Ms = E [F 2(X) | Bs], such
that M0 = EµMF 2 and MT = F 2(X). Let
Ht = EµM
(∫ T
t
A∗tA
∗
s
−1∇s(F 2)ds|Bt
)
.
Using the martingale representation in Lemma 2.3.3 and applying the Itoˆ formula,
we get after taking expectation
E (MT logMT )− E (M0 logM0) = E1
2
∫ T
0
d〈M〉s
Ms
= E
1
2
∫ T
0
|Hs|2
Ms
ds.
Since ∇s(F 2) = 2F∇sF , ds⊗µM −a.e., by the Cauchy-Schwarz inequality, we have
EntµM (F
2) =
1
2
E
∫ T
0
∣∣∣E(∫ Tt A∗tA∗s−1∇s(F 2)(X)ds | Bt)∣∣∣2
E [F 2(X) | Bt] dt
≤ 2E
∫ T
0
E
[∣∣∣∣∫ T
t
A∗tA
∗
s
−1∇sF (X)ds
∣∣∣∣2 | Bt
]
dt
≤ 2EµM
∫ T
0
(∫ T
t
‖A∗tA∗s−1‖ · |∇sF |ds
)2
dt.
We can conclude by the proof of the Poincare´ inequality.
We now remove the restriction (2.19). For general F , let
Fε,L := fε,L(F ), where fε,L := L arctan
√
ε+ x2
L
.
It is easy to see that Fε,L ∈ D2(D) and
_˙
DF ε,L(t) = f
′
ε,L(F )
_˙
DF (t), ∇tFε,L = f ′ε,L(F )∇tF.
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Then Fε,L satisfies again the assumption of the theorem and especially (2.19), so the
LSI is true for Fε,L. Moreover by the expression above we also have
EµM
∫ T
0
|∇tFε,L|2dt ≤ EµM
∫ T
0
|∇tF |2dt.
By letting L→ +∞ first F 2ε,L ↑ ε+F 2, and ε→ 0+ next, we have EntP
(
F 2ε,L(X)
)→
EntP (F
2(X)), so the desired LSI for F follows.
Notice that the smooth cylindrical functions f(γt1 , · · · , γtn) does not satisfy the
assumptions of Theorems 2.3.4 and 2.3.5 (this is quite natural as for t fixed, γt
has no meaning in L2). However F (γ) :=
∫ T
0
f(t, γt)dt with bounded and smooth
f : [0, T ] ×M → R satisfies the conditions in Theorem 2.3.4 and Theorem 2.3.5,
because it is easy to prove that F ∈ D2(D) and
_˙
DF (t,X) =
∫ T
t
U−1s ∇xf(s,Xs)ds, ∇tF (X) = U−1t ∇xf(t,Xt)
where ∇xf(t, x) is the gradient on the space variable x ∈M .
Before moving to our true object, let us make some comments on the condition
(2.12) of the boundedness of the Ricci curvature, whereas the final results in this
section seem not to depend on it “in appearance”.
Remarks 2.3.6. If the Ricci curvature is only lower bounded but not bounded,
we have several technical questions related with the stochastic calculus used in this
section:
(a) The Bismut-Driver integration by parts formula (2.17) has a question with the
unbounded term RicUtht.
(b) Without the integration by parts formula (2.17), we have neither the Fang’s
martingale representation formula (which also contains an unbounded term),
nor the closability of D in L2(µM) (more exactly we do not know).
The last point is particularly annoying, since even D2(D) is no longer well defined.
Now let us see how to bypass those delicate difficulties for general diffusions
generated by 1
2
∆+ V , whose Bakry-Emery’s curvature is only assumed to be lower
bounded.
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2.4 Brownian motion with drift over a Rieman-
nian manifold
In this section we extend the preceding logarithmic Sobolev inequality to the law
of a diffusion process (Xt) with generator L =
1
2
∆ + V over a complete connected
Riemannian manifold M with lower bounded Bakry-Emery curvature, i.e.,
1
2
Ricu − (∇V )σ ≥ KId, K ∈ R. (2.20)
Here V is a smooth vector field and (∇V )σ is the symmetrized gradient. Recall that
Wang [22] has obtained the Talagrand “T2”-transportation inequality.
We assume that the BM is non-explosive. In that situation, the diffusion with
generator L = 1
2
∆+V is non-explosive (under (2.20)) and the law µV of the diffusion
is absolutely continuous w.r.t. the law of the BM µM .
2.4.1 A space of test-functions D
We introduce now a space D of test-functions which is rich enough for applications
in the concentration phenomena of the diffusion for large time. It allows us to
circumvent the technical problems related to the fact mentioned in Remarks 2.3.6
that D2(D) is ill-posed.
Definition 2.4.1. Let
D =
{
F (γ) = Φ
(∫ T
0
f1(s, γs)ds , . . . ,
∫ T
0
fm(s, γs)ds
) }
where m ∈ N∗, Φ ∈ C∞b (Rm,R) and fi ∈ C∞0 ([0, T ]×M).
We define the gradient ∇ w.r.t. L2-norm by
∇t
∫ T
0
f(s, γs)ds = U
−1
t ∇xf(t, γt)
and the fact that it obeys the rule of composition:
∇tΦ
(∫ T
0
f1(s, γs)ds , . . . ,
∫ T
0
fm(s, γs)ds
)
:=
∑
i
∂iΦ(· · · )U−1t ∇xfi(t, γt).
Here ∇xf(t, x) is the gradient w.r.t. the space variable x ∈M .
Notice that the stochastic parallel transport Ut = Ut(γ) is µM−a.s.-well defined,
then µV − a.s. well defined.
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2.4.2 Martingale representation for test-functions in D
For u ∈ O(M), the bundle of orthonormal frames, let V (u) = u−1V (Π(u)) ∈ Rd,
and let ∇V (u) = u−1∇V (Π(u)) ∈ Rd⊗Rd. They are the scalarization of the tensors
V and ∇V respectively.
Recall that our diffusion (Xt) with X0 = x0 can be constructed as follows:
Xt = Π(Ut) where (Ut) is the O(M)-valued diffusion, solution of
dUt =
n∑
i=1
Hi(Ut) ◦ dW it + V˜ (Ut)dt (2.21)
where V˜ is the horizontal lift of V , defined on (Ω, (Bt),P) and (Bt) is the filtration
of the Rd-valued Brownian motion (Wt). Notice that solution Ut of (2.21) coincides
in law with Ut(X) where this last Ut is used in the definition of ∇tF .
Lemma 2.4.2. (due to [8]) Assume that Ricu and ∇V are both bounded. Then for
any smooth cylindrical functional F = F (γt1 , · · · , γtn) on Wx0(M),
F (X) = EF (X) +
∫ T
0
〈Ht, dWt〉, (2.22)
where
Ht = EµV
(
_˙
DF (t)−
∫ T
t
A∗t (A
∗
s)
−1M∗s
_˙
DF (s)ds|Bt
)
Mt =
1
2
RicUt −∇V (Ut)
A0 = I,
dAt
dt
= AtMt.
(2.23)
In the actual bounded case, it is easy to see that F ∈ D satisfies again (2.22).
By integration by parts, we obtain as in Lemma 2.3.3,
Lemma 2.4.3. Assume that Ricu and ∇V are both bounded. Then for any F ∈ D,
F (X) = EF (X) +
∫ T
0
〈E
(∫ T
t
A∗t (A
∗
s)
−1∇sF (X)|Bt
)
, dWt〉,
where (At) is given in Lemma 2.4.2.
Now we remove the boundedness condition.
Theorem 2.4.4. Assume (2.20). Then the conclusion of Lemma 2.4.3 remains
true.
As corollaries of the above martingale representation, we obtain by repeating the
arguments in §3:
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Theorem 2.4.5. For any F ∈ D,
V arµV (F ) ≤ C(T )EµV
∫ T
0
|∇tF |2dt, (2.24)
EntµV (F
2) ≤ 2C(T )EµV
∫ T
0
|∇tF |2dt, (2.25)
where C(T ) is given in Theorem 2.2.3.
2.4.3 Proof of Theorem 2.4.4: technique of localization
If M is compact, this result is contained in Lemma 2.4.3. Assume below that M is
non-compact.
Step 1: localization. Let F = Φ
(∫ T
0
f1(s, γs)ds , . . . ,
∫ T
0
fm(s, γs)ds
)
∈ D
and fix some compact K ⊂ M such that the supports of fi, i = 1, · · · ,m are all
contained in [0, T ] × K. Take next a sequence of compact subsets (Kn)n≥1 of M
such that
K ⊂ Ko1( interior of K1), Kn ⊂ Kon+1,
⋃
n
Kn =M.
For each n ≥ 1, choose
(1) a complete connected Riemannian manifoldMn ⊃ Kn such that the Riemannian
metric of Mn restricted on Kn coincides with the original one of M and the
Ricci curvature of Mn is globally bounded;
(2) a smooth vector field Vn onMn such that Vn(x) = V (x) for x ∈ Kn and Vn,∇Vn
are globally bounded;
(3) (1/2)Ric−∇Vn ≥ (K − 1)Id over Mn for all n.
On the same probability space (Ω,F ,P) equipped with the Rd-valued Brownian
motion Wt, let (U
n
t ) be the solution of
dUnt =
d∑
i=1
Hni (U
n
t ) ◦ dW it + V˜n(Unt )dt
and Xnt = Π(U
n
t ), where H
n
i , i = 1, · · · , d are the canonical horizontal vector fields
on O(Mn), V˜n is the horizontal lift of Vn.
Consider the stopping time
τn := inf{t ≥ 0;Xt /∈ Kn}
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that satisfies P(τn ↑ +∞) = 1 by the non-explosion of our diffusion under condition
(2.20). Then by the uniqueness of the SDE, we have with probability one,
Unt = Ut, X
n
t = Xt, ∀0 ≤ t ≤ τn.
Regarding fi as function on [0, T ] ×Mn with the convention that f(t, x) = 0 for
x /∈ K and F (γ) as a functional on Wx0(Mn), we can apply Lemma 2.4.2 to get
F (Xn)− EF (Xn) =
∫ T
0
〈E
(∫ T
t
(A
(n)
t )
∗[(A(n)s )
∗]−1∇(n)s F (Xn)|Bt
)
, dWt〉 (2.26)
where ∇(n)s F is the gradient w.r.t. L2-norm on Wx0(Mn), and
Mnt =
1
2
RicUnt −∇Vn(Unt )
A
(n)
0 = I,
dA
(n)
t
dt
= A
(n)
t M
n
t .
Step 2: convergence in (2.26).
At first, for the left-hand side , let us make a last localization on the functional
F :
Fn(X) := Φ
(∫ T∧τn
0
f1(s,Xs)ds , . . . ,
∫ T∧τn
0
fm(s,Xs)ds
)
.
It is clear that P(τn ↑ +∞) = 1 implies Fn(X)→ F (X) a.s., remarking that
|Fn(X)− F (X)| ≤
m∑
i=1
‖∂iΦ‖∞‖fi‖∞(T − T ∧ τn)→ 0.
Since we have Fn(X) = Fn(X
n), we obtain that F (Xn) → F (X) a.s. and conse-
quently in Lp(P) for all p ∈ [1,+∞). Thus the left-hand side of (2.26) converges to
F (X)− EF (X) as desired.
For the right-hand side of (2.26), denoting E(·|Bt) by EBt , we have :
∫ T
0
〈EBt
(∫ T
t
(A
(n)
t )
∗[(A(n)s )
∗]−1∇(n)s F (Xn)ds
)
, dWt〉
=
∫ T
0
〈EBt
(∫ T
t
(At)
∗[(As)∗]−1∇sF (X) 1T<τn
)
, dWt〉
+
∫ T
0
〈EBt
(∫ T
t
(A
(n)
t )
∗[(A(n)s )
∗]−1∇(n)s F (Xn)ds 1T≥τn
)
, dWt〉
:= (I)n + (II)n. (2.27)
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Letting n→ +∞, we have obviously in L2(P),
(I)n → (I) :=
∫ T
0
〈EBt
(∫ T
t
(At)
∗[(As)∗]−1∇sF (X)ds
)
, dWt〉
the desired r.h.s. Indeed, we have by the same proof as Lemma 2.3.2,
‖At∗[(As)∗]−1‖ ≤ e−K(s−t), ∀s ≥ t
and for the functionals in D
|∇sF (γ)| ≤
m∑
i=1
‖∂iΦ‖∞‖∇fi‖∞ =: C,
so that
E|(I)n − (I)|2 = E
∫ T
0
∣∣∣∣∫ T
t
(At)
∗[(As)∗]−1∇sF (X)ds 1T≥τn
∣∣∣∣2 dt
≤
∫ T
0
∣∣∣∣∫ T
t
Ce−(K)(s−t)ds
∣∣∣∣2 dt P(τn ≤ T )
≤ C2T 3e2|K|T P(τn ≤ T )→ 0
We proceed in the same way for (II)n, since by our assumption (3) in Step 1
and the proof of Lemma 2.3.2,
‖A(n)t
∗
[(A(n)s )
∗]−1‖ ≤ e−(K−1)(s−t), ∀s ≥ t
and also
|∇(n)s F (γ)| ≤
m∑
i=1
‖∂iΦ‖∞‖∇fi‖∞ =: C
we have
E(II)2n ≤ E
∫ T
0
∣∣∣∣∫ T
t
(A
(n)
t )
∗[(A(n)s )
∗]−1∇(n)s F (Xn)ds 1T≥τn
∣∣∣∣2 dt
≤ C2T 3e2(|K|+1)TP(τn ≤ T )→ 0.
Consequently letting n go to infinity in (2.26) for F (Xn), we get the desired mar-
tingale representation for F (X). 
2.5 Some applications
Throughout this section let X be the diffusion generated by 1
2
∆+ V as given in §4
and the Bakry-Emery minoration condition (2.20) be satisfied with K > 0.
64 Mathieu GOURCY
2.5.1 Hoeffding’s type concentration implied by LSI
Let g ∈ C1b ([0, T ] × M) and consider the functional related to the central limit
theorem:
FT (γ) =
1√
T
∫ T
0
(g(t, γt)− Eg(t,Xt)) dt.
If g ∈ C∞0 ([0, T ] ×M), then by the log-Sobolev inequality in Theorem 2.4.5 with
C(T ) ≤ 1/K2 and by the Herbst method developed in Ledoux [17], we have
EeλFT (X) ≤ exp
(
λ2‖∇xg‖2∞
2K2
)
, ∀λ ∈ R.
Approximating g ∈ C1b ([0, 1] ×M) by gn ∈ C∞0 ([0, 1] ×M), we see that the above
inequality holds again for g ∈ C1b ([0, 1]×M). Thus by Chebychev inequality and an
optimization over λ, we obtain in the standard way the following Hoeffding’s type
concentration inequality:
P (FT (X) > r) ∨ P (FT (X) < −r) ≤ exp
(
− r
2K2
2‖∇xg‖2∞
)
, ∀r > 0. (2.28)
2.5.2 Talagrand’s T2-transportation inequality and Tsirel’son’s
inequality
When treating the invariance principle (or functional central limit theorem) or func-
tional moderate deviations ([9]), we have to study the functionals of type
FT,δ(X) :=
1√
T
sup
0≤s≤t≤s+δ≤1
∫ Tt
Ts
(g(u,Xu)− Eg(u,Xu))du (2.29)
where g ∈ C1b ([0, T ] ×M). The concentration inequality of FT,δ could be deduced
from
Corollary 2.5.1. Let g ∈ C1b ([0, T ]×M → Rm) and Yt = g(t,Xt). Then Y satisfies
the log-Sobolev inequality on L2([0, T ],Rm):
Ent(F 2(Y )) ≤ 2‖∇xg‖
2
∞
K2
E
∫ T
0
|∇tF |2(Y )dt (2.30)
for all functions F ∈ C1b (L2([0, T ],Rm)), where ∇ is the gradient on L2([0, T ],Rm).
In particular,
(a) the law PY of Y satisfies on L2([0, T ],Rm) the Talagrand T2-transportation
inequality with constant
‖∇xg‖2∞
K2
, i.e.,
W 22 (Q,PY ) ≤ 2
‖∇xg‖2∞
K2
Ent
(
dQ
dPY
)
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for all probability measures Q on L2([0, T ],Rm) such that Q PY , where
W2(Q,PY ) :=
(
inf
pi
∫∫
(L2([0,T ],Rm))2
‖h− h˜‖2L2([0,T ],Rm)pi(dh, dh˜)
)1/2
,
is the Wasserstein L2-distance between Q and PY , here the infimum is taken
over all couplings pi of (Q,PY ), i.e., over all the probability measures on
(L2([0, T ],Rm))2 such that their marginal laws are respectively Q and PY .
(b) (Tsirel’son’s inequality) For any non-empty subset A ⊂ L2([0, T ],Rm),
G(Y ) := sup
k∈A
〈Y − EY, k〉L2([0,T ],Rm)
satisfies
E exp
(
K2
‖∇xg‖2∞
sup
k∈A
[
〈Y − EY, k〉L2([0,T ],Rm) − 1
2
‖k‖2L2([0,T ],Rm)
])
≤ exp
(
K2
‖∇xg‖2∞
EG(Y )
)
.
(c) In particular for FT,δ(X) given in (2.29), we have
EeλFT,δ(X) ≤ exp
(
λEFT,δ(X) +
δλ2‖∇xg‖2∞
2K2
)
, ∀λ ∈ R;
P (FT,δ(X)− EFT,δ(X) > r) ≤ exp
(
− r
2K2
2δ‖∇xg‖2∞
)
, ∀r > 0.
Proof. At first for F (h) = f(〈h, e1〉, · · · , 〈h, en〉) where ei ∈ C∞([0, T ],Rm) and
f ∈ C1b (Rn), then F (Y ) = F˜ (X) where
F˜ (γ) = f
(∫ T
0
e1(t)g(t, γt)dt, · · · ,
∫ T
0
en(t)g(t, γt)dt
)
belongs to our space D of test-functions if g ∈ C∞0 ([0, T ]×M). Noting that
∇tF˜ (X) = (∇tF )(· · · )U−1t ∇xg(t,Xt)
the log-Sobolev inequality (2.30) follows from Theorem 2.4.5. Approximating g by
gn ∈ C∞0 ([0, T ]×M), we obtain (2.30) for all such smooth cylindrical functions F .
Next for F ∈ C1b (L2([0, T ],Rm)), let (ei)i∈N ⊂ C∞([0, T ],Rm) be an orthonormal
basis of L2([0, T ],Rm) and Fn(h) := F (Pnh) where Pn is the orthogonal projection
to the subspace spanned by (ei)0≤i≤n. By the continuous differentiability of F ,
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∇Fn(h) → ∇F (h) in L2([0, T ],Rm) for each h. Hence we obtain (2.30) for such F
by the dominated convergence.
Both parts (a) and (b) are consequences of the log-Sobolev inequality (2.30), as
shown by Bobkov-Gentil-Ledoux [7] (certainly they established them only on Rn,
but their arguments work for the actual Hilbert space setting).
Finally in the case of part (c), m = 1, letting
A :=
{
λC√
T
1[Ts,T t]; 0 ≤ s ≤ t ≤ s+ δ ≤ 1
}
, C :=
‖∇xg‖2∞
K2
we get part (c) from the Tsirel’son inequality in part (b).
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Deuxie`me partie
Grandes De´viations au
comportement ergodique pour des
EDP stochastiques
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Chapitre 3
Grandes de´viations pour la mesure
d’occupation d’une e´quation de
Navier-Stokes ou Burgers
stochastique
Dans ce chapitre, on pre´sente une e´tude du comportement asymptotique des
e´quations de Navier-Stokes 2D par des techniques de grandes de´viations. On e´nonce
aussi les principaux re´sultats des chapitres 4,5 et 6 concernant les e´quations de
Navier-Stokes et Burgers.
3.1 Introduction
La compre´hension de la turbulence hydrodynamique est depuis longtemps un
axe de recherche majeur a` la fois chez les inge´nieurs, chez les physiciens et chez les
mathe´maticiens. Avant les anne´es 50 le salut venait souvent du recours a` l’expe´rience
et d’arguments phe´nome´nologiques, comme la fameuse the´orie de Kolmogorov [31].
La situation s’est transforme´e a` partir des anne´es 70 graˆce aux progre`s accomplis
tant en matie`re de mode´lisation des e´coulements, graˆce aux e´quations de Navier-
Stokes, qu’en capacite´ de traitement nume´rique, meˆme si certains calculs semblent
encore tre`s couˆteux.
Dans cette partie, on s’inte´resse encore a` ce que physiciens et inge´nieurs qualifient
d’hypothe`se d’ergodicite´ (valide´e par l’expe´rience) qui explique la convergence en
temps de moyennes de certaines quantite´s lie´es au fluide. Plus pre´cise´ment, la vitesse
de cette convergence probabiliste en un sens a` de´finir, et les e´ve´nements rares y
affe´rents sont e´tudie´s a` l’aide de de´veloppements re´cents de la the´orie des grandes
de´viations.
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Il faut en premier lieu de´finir un cadre rigoureux dans lequel une telle convergence
n’est plus une hypothe`se mais peut eˆtre e´tablie : l’ajout d’une force stochastique
correcte re´gularise le syste`me et permet d’obtenir l’existence et l’unicite´ d’un com-
portement asymptotique i.e d’une seule mesure invariante. On a alors le the´ore`me
ergodique qui donne ladite convergence.
Ce fait est central dans ce qui suit, mais ce n’est pas la seule justification a`
l’ajout d’une force ale´atoire. Une telle perturbation peut aussi eˆtre vue comme un
moyen de tester le syste`me, pour comprendre son comportement hors de son e´tat
d’e´quilibre, comme Kolmogorov (encore lui) l’avait sugge´re´ dans son approche de
la turbulence. Enfin cette me´thode est courante pour remplacer des bruits connus
mais dont la prise en compte rendrait le mode`le trop complique´.
Un cadre mathe´matique ge´ne´ral est d’abord introduit afin de souligner que
l’inte´reˆt du travail qui suit n’est pas restreint aux e´quations de la dynamique des
fluides. En effet l’e´quation de Navier-Stokes 2D conside´re´e ici constitue un exemple
raisonnable d’e´quation stochastique non line´aire et dissipative incluant entre autres
la plupart des e´quations dites de re´action-diffusion. Comme les re´sultats obtenus
tiennent beaucoup au caracte`re dissipatif de l’e´quation et a` la structure du bruit,
cette approche devrait pouvoir s’appliquer a` d’autres mode`les aux calculs pre`s.
Par exemple, l’e´quation de Burgers stochastique 1D est la forme asymptotique de
nombreux syste`mes non line´aires et dissipatifs. Elle mode´lise avec un certain succe`s
certaines dynamiques des gazs, ou encore des phe´nome`nes accoustiques. Son e´tude
peut eˆtre traite´e par des techniques analogues a` celles de´veloppe´es dans ce chapitre
avec un cadre un peu plus simple. Elles est inse´re´e au chapitre 6 sous la forme d’un
article.
A notre connaissance, l’e´tude des grandes de´viations au comportement ergodique
propose´e ici est totalement nouvelle pour une Equation aux De´rive´es Partielles Sto-
chastique.
3.2 Le cadre
On pre´sente brie`vement le cadre des syste`mes dynamiques Markoviens, et les
grandes de´viations associe´es.
3.2.1 Processus Stochastiques
Du fait de la perturbation ale´atoire, et graˆce a` un certain niveau d’unicite´, les
solutions des e´quations conside´re´es ne vivent pas chez les fonctions mais chez les
processus de Markov. On commence donc par rappeler quelques de´finitions, en ren-
voyant au livre de Ethier et Kurz [19] pour une introduction comple`te aux processus
de Markov.
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Soit E un espace de Banach se´parable de norme | · |, et (Ω,F ,P) un espace de
probabilite´ complet. Une famille {Xt}0≤t≤T de variables ale´atoires sur cet espace pre-
nant leurs valeurs dans (E,B(E)) est appele´e processus stochastique. L’indice t est
appele´ le temps et E l’espace d’e´tat du processus. Notre inte´reˆt re´side dans le com-
portement pour T grand des trajectoires du processus, c’est a` dire des applications,
t ∈ [0, T ]→ X(t, ω) ∈ E pour chaque ω ∈ Ω.
Soit {Ft} une filtration de F (i.e une famille croissante de sous tribus). On dit
que X est adapte´ a` {Ft} si ∀ 0 ≤ t ≤ T , la variable ale´atoire Xt est Ft mesurable.
Dans le cas usuel ou` Ft = σ{Xs : s ≤ t}, le processus adapte´ Xt est dit de Markov
si
P(Xt ∈ Γ | Fs) = P(Xt ∈ Γ | Xs), ∀ 0 ≤ s ≤ t ≤ T, ∀Γ ∈ B(E).
Dans ce travail, le processus de Markov homoge`ne {Xt}0≤t≤T de´crit l’e´volution
ale´atoire d’une particule dans l’espace d’e´tat. On peut dans ce cas se demander quelle
est la probabilite´ de trouver dans l’ensemble Γ ∈ B(E) a` l’instant t, la particule partie
du point x ∈ E a` l’instant initial. On de´note parX(t, x) la position de cette particule
pour souligner la condition initiale, et on introduit la fonction de transition,
Pt(x,Γ) := P(X(t, x) ∈ Γ) = Px(Xt ∈ Γ).
En fait, toute fonction de transition de´finit un semigroupe d’ope´rateurs line´aires
sur l’ensemble bB(E) des fonctions mesurables et borne´es sur E par
PtΨ(x) :=
∫
E
Ψ(y)Pt(x, dy) = EΨ(X(t, x)) = ExΨ(Xt), ∀Ψ ∈ bB(E). (3.1)
L’ope´rateur Pt : bB(E)→ bB(E) ainsi de´fini est appele´ semigroupe de transition. La
proprie´te´ de semigroupe est donne´e par l’identite´ de Chapman-Kolmogorov
Pt+s(x,Γ) =
∫
E
Pt(x, dy)Ps(y,Γ).
Dans le cas homoge`ne, la proprie´te´ de Markov peut eˆtre formule´e par
E (Ψ(Xt)|Fs) = Pt−sΨ(Xs) ∀Ψ ∈ bB(E).
Enfin, on rappelle qu’un semigroupe de Markov est dit
stochastiquement continu si limt→0 Pt (x,B(x, δ)) = 1,∀x ∈ E, δ > 0,
Feller si Pt : Cb(E)→ Cb(E), ∀t > 0,
fortement Feller si Pt : bB(E)→ Cb(E), ∀t > 0, et
topologiquement irre´ductible si Pt(x,Γ) > 0,∀t > 0,∀x ∈ E pour tout ouvert non
vide Γ ∈ B(E).
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3.2.2 Mesures invariantes et notions d’ergodicite´
Les re´sultats suivants sont extraits du livre de Da Prato et Zabczyk [13]. Un
semigroupe de transition Pt agit aussi sur l’ensemble M1(E) des mesures de proba-
bilite´ sur E par l’interme´diaire de son semigroupe dual P ∗t :
∀t > 0, ∀µ ∈M1(E), ∀Γ ∈ B(E),
P ∗t µ(Γ) :=
∫
E
Pt(x,Γ)µ(dx) =
∫
E
Px(Xt ∈ Γ)µ(dx) = Pµ(Xt ∈ Γ)
Plus pre´cise´ment, (P ∗t )t≥0 gouverne l’e´volution de la distribution de X pour t ≥ 0,
i.e
L(Xt) = P ∗t L(X0)
ou` L(Y ) ∈M1(E) est la loi de la variable ale´atoire Y a` valeurs dans E.
Une mesure de probabilite´ µ ∈M1(E) est dite invariante ou stationnaire si c’est
un point fixe du syste`me dynamique de´fini par P ∗t sur M1(E), i.e P
∗
t µ = µ. De
manie`re e´quivalente, on a alors
Eµf(Xt) =
∫
E
f(x)µ(dx) := µ(f), ∀t ≥ 0.
D’apre`s le crite`re de Krylov-Bogoliubov, pour assurer l’existence d’une mesure in-
variante il suffit de montrer que la famille de lois
1
T
∫ T
0
P ∗t νdt (3.2)
est tendue pour une mesure initiale ν ∈ M1(E) quelconque. En pratique, le cas
ν = δ0 est le plus fre´quent.
Certaines mesures invariantes particulie`res donnent plus d’information sur le
comportement asymptotique de la dynamique ge´ne´re´e par Pt, il s’agit des mesures
ergodiques dont une caracte´risation pratique est donne´e par le
The´ore`me 3.2.1. Soit Pt un semi-groupe de Markov stochastiquement continu, et
µ une mesure invariante pour Pt, t ≥ 0. Les conditions suivantes sont e´quivalentes :
(i) µ est ergodique
(ii) Pour tout φ ∈ L2(E, µ), on a la convergence suivante dans L2(E, µ) et µ-p.s.
lim
T→+∞
1
T
∫ T
0
Psφds =
∫
E
φ(x)µ(dx). (3.3)
On de´duit de ce re´sultat que deux mesures ergodiques distinctes d’un semigroupe
de Markov stochastiquement continu sont singulie`res. Cependant, pour deux condi-
tions initiales distinctes on peut observer une convergence vers deux mesures ergo-
diques distinctes. On parle alors de proble`mes de transition de phase, qui rendent
de´licate l’e´tude de la vitesse de convergence.
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On rappelle donc maintenant une caracte´risation ge´ome´trique, qui souligne l’im-
portance du proble`me de l’unicite´ de la mesure invariante.
The´ore`me 3.2.2. Une mesure de probabilite´ est ergodique pour le semigroupe Pt
si et seulement si il s’agit d’un point extremal de l’ensemble convexe de toutes les
mesures de probabilite´ invariantes pour Pt.
En particulier, si la mesure invariante est unique, elle est aussi l’unique mesure
ergodique.
En bref, un cadre ou` la mesure invariante ergodique est unique est plus agre´able
pour e´tudier la vitesse de la convergence donne´e par (3.3). Malheureusement, il n’y
a pas de recette syste´matique pour montrer cette unicite´. Re´cemment, dans le cas
des e´quations de Navier-Stokes stochastique 2D, ce sont par exemple des me´thodes
de calcul de Malliavin ainsi qu’une analyse fine de la non-line´arite´ qui ont permis a`
Hairer, Mattingly et Pardoux [29, 37] de montrer cette unicite´ pour des bruits tre`s
de´ge´ne´re´s (i.e. une the´orie d’hypoellipticite´ d’Ho¨rmander infini-dimensionelle).
Cependant les outils re´cents de grandes de´viations que nous utilisons requie`rent
certaines proprie´te´s sur le semigroupe qui sont ve´rifie´es si ce dernier est fortement
Feller et topologiquement irre´ductible. Or, dans ce cas, le the´ore`me suivant de Doob
nous assure l’unicite´.
The´ore`me 3.2.3. Soit Pt, t ≥ 0 un semi-groupe de Markov fortement Feller et
topologiquement irre´ductible, µ une mesure de probabilite´ invariante pour Pt, alors :
(i) µ est l’unique mesure de probabilite´ invariante pour Pt.
(ii) Pour tout x ∈ E, et tout Γ ∈ B(E),
lim
t→∞
Pt(x,Γ) = µ(Γ).
(iii) µ est e´quivalente a` toutes les mesures Pt(x, ·), pour tout x ∈ E et tout t > 0.
Sous ces conditions, la convergence est vraie pour toutes conditions initiales. On
peut s’inte´resser a` la vitesse de convergence, et aux e´ve´nements rares associe´s graˆce
a` la the´orie des grandes de´viations, pour obtenir des re´sultats uniformes sur certains
ensembles de conditions initiales.
3.2.3 Grandes de´viations
Introduction et de´finitions
Pourquoi grandes de´viations ? Conside´rons le cas le plus simple, ou` (Xn)n∈N est
une suite de v.a.i.i.i.d dans R, de´finies sur un espace de probabilite´ (Ω,F ,P). Soit
m = E(X0) la moyenne commune des Xi et soit Snn =
1
n
∑n
k=1Xk la moyenne
empirique. On sait d’apre`s la loi des grands nombres que,
lim
n→∞
P
(∣∣∣∣Snn −m
∣∣∣∣ > ε) = 0, ∀ε > 0.
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La the´orie des grandes de´viations s’inte´resse a` estimer, lorsqu’elle devient exponen-
tiellement petite, la probabilite´ de l’e´ve`nement {|Sn
n
−m| > ε} donnant la de´viation
a` la loi des grands nombres.
La naissance de cette the´orie remonte aux travaux de Cramer en 1938. On peut
diviser ses de´veloppements modernes en deux branches :
– les petits parame`tres, comme dans l’ouvrage de Freidlin et Wentzell [27], lors-
qu’on s’inte´resse aux petites perturbations des syste`mes dynamiques et
– les grands parame`tres, lie´s a` l’e´cart au comportement ergodique en temps
grands. Deux ouvrages sont incontournables, celui de Deuschel-Stroock [17]
et celui de Dembo-Zeitouni [15].
C’est dans la seconde cate´gorie que se situe notre propos : le but est de caracte´riser
la vitesse exponentielle de la convergence ergodique en e´tablissant un Principe
de Grandes De´viations (PGD) pour la mesure empirique associe´e aux mode`les
conside´re´s. De quoi s’agit il ?
Le premier re´sultat de ce type est le fameux the´ore`me de Sanov (1957) qui traite
le cas d’une suite de v.a.i.i.d (Xn)n∈N a` valeurs dans E, et donne un PGD pour la
mesure
Ln :=
1
n
n∑
k=1
δXk
ou` δa est la mesure de Dirac en a ∈ E.
A chaque re´alisation de la suite (Xn)n∈N correspond une mesure de probabilite´,
de sorte que Ln : Ω→ M1(E) est une variable ale´atoire sur M1(E). En fait, Ln est
appele´e mesure empirique ou mesure d’occupation associe´e a` la suite (Xn)n∈N. Cette
de´nomination est justifie´e par le fait que Ln(A) donne le temps moyen passe´ dans
l’ensemble A ∈ B(E) par les n premiers termes de la suite.
Dans le cas du the´ore`me de Sanov, on peut s’appuyer sur la loi forte des grands
nombres pour obtenir la convergence de Ln vers la loi commune des Xk. En fait, on a
P(Ln ∈ B) = exp (−n infν∈BH(ν|µ) + ◦(n)) pour B ⊂M1(E) mesurable et H(ν|µ)
l’entropie relative (voir [15]). Mais pour avoir un comportement analogue dans le
cas de´pendant, les e´le´ments d’ergodicite´ de la section pre´ce´dentes sont cruciaux .
A partir de 1975, les travaux fondateurs de Donsker et Varadhan [18] dans le
cas Markovien ont ouvert la voie a` de tre`s nombreux de´veloppements. Comme il est
difficile d’e´tablir une bibliographie sans oublier de contributions importantes, nous
renvoyons a` [17] contenant quelques extensions au temps continus, ou a` [15] pour
une liste de travaux sur le sujet ante´rieurs a` 1998.
Quelle est la de´finition pre´cise du PGD cherche´ ? Dans la suite, Xt est un pro-
cessus de Markov qui admet des trajectoires continues a` valeurs dans E (le roˆle de
Xt est joue´ par la solution d’une e´quation de Navier-Stokes stochastique et celui
de E par un espace fonctionnel a` pre´ciser). On note encore Px la loi sur C(R+, E)
du processus de Markov partant de x ∈ E. Si la condition initiale est une variable
ale´atoire de loi ν sur E, la loi du processus associe´ est Pν(·) =
∫
E
Px(·)ν(dx).
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La mesure d’occupation (ou mesure empirique de niveau 2) de ce processus est
cette fois de´finie par
LT :=
1
T
∫ T
0
δXsds.
Il s’agit encore d’une variable ale´atoire sur M1(E).
On rappelle que la topologie faible (note´e w) sur M1(E) est la topologie de la
convergence contre les fonctions f ∈ Cb(E) continues et borne´es sur E, alors que la
topologie forte (note´e τ) est celle de la convergence contre les fonctions bore´liennes
et borne´es, f ∈ bB(E). C’est a` dire que λn → λ dans (M1(E), τ) si et seulement si
on a λn(f)→ λ(f),∀f ∈ bB(E).
L’approche propose´e pour re´pondre a` la question de la vitesse de convergence
ergodique est donne´e par la de´finition qui suit d’un bon PGD pour LT , uniforme
sur un ensemble de mesures initiales.
De´finition 3.2.4. Soit M ⊂ M1(E) un ensemble de mesures initiales. On dit que
la famille {Pν(LT ∈ ·)}T≥0 suit un Principe de Grandes De´viations
– sur M1(E) equipe´ de la topologie forte τ ,
– de fonction de taux J semi-continue infe´rieurement (s.c.i),
– uniforme´ment sur l’ensemble de mesures initiales ν ∈M
si les trois proprie´te´s suivantes sont ve´rifie´es :
(a1) J : M1(E) → [0,+∞] est inf-compact pour la topologie τ , i.e [J ≤ a] est
compact pour tout a ≥ 0
(a2)(borne infe´rieure) pour tout τ -ouvert G dans M1(E),
lim inf
T→∞
1
T
log inf
ν∈M
Pν(LT ∈ G) ≥ − inf
G
J (3.4)
(a3)(borne supe´rieure) pour tout τ -ferme´ F dans M1(E),
lim sup
T→∞
1
T
log sup
ν∈M
Pν(LT ∈ F ) ≤ − inf
F
J. (3.5)
Lorsqu’on cherche a` e´tablir un PGD, l’identification de la fonction de taux J peut
eˆtre difficile. En pratique, elle est souvent obtenue a` partir d’une fonction de taux
classique (i.e donne´e par un the´ore`me type Schilder, Sanov ou Donsker-Varadhan)
via un principe de contraction, re´sultat qui permet de de´duire un PGD nouveau
d’un PGD connu par action d’une fonction continue [15].
Le PGD de la de´finition pre´ce´dente est bien plus pre´cis que (3.3). Il permet par
exemple de de´duire une convergence exponentielle asymptotique quand T →∞ du
type
Pν
( ∣∣∣∣ 1T
∫ T
0
f(Xt)dt−
∫
E
f(x)µ(dx)
∣∣∣∣ ≥ δ ) = Pν (|LT (f)− µ(f)| ≥ δ) = e−Tc+◦(T )
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pour ν ∈M, f ∈ bB(E) et δ > 0 ou` l’ensemble
F = {λ ∈M1(E) t.q. |λ(f)− µ(f)| ≥ δ}
est ferme´ pour la topologie τ . De plus ce PGD donne la vitesse exacte en cT ou` la
constante c est connue comme l’infimum sur un certain ensemble de la fonction de
taux J ( qui dans notre cas ne s’annule qu’en l’unique mesure d’e´quilibre µ ).
Le crite`re de re´currence hyper-exponentielle
Parmi les de´veloppements re´cents sur les Grandes De´viations, les travaux de
Wu sur les processus de Markov essentiellement irre´ductibles en temps continu
[44, 45, 46] contiennent diffe´rents crite`res pour e´tablir des PGD comme celui de
la de´finition 3.2.4. En particulier, une version du the´ore`me ci-dessous est prouve´e
dans [46] (the´ore`me 2.1) pour e´tudier le comportement d’un syste`me Hamiltonien
perturbe´ (une EDS).
The´ore`me 3.2.5. Soit M⊂M1(E) un ensemble de mesures initiales. On suppose
que
Pt est fortement Feller et topologiquement irre´ductible sur E. (3.6)
Si de plus ∀λ > 0, on peut trouver un compact K ⊂⊂ E, tel que les conditions
d’inte´grabilite´
sup
ν∈M
EνeλτK <∞ et sup
x∈K
Exeλτ
(1)
K <∞ (3.7)
soient ve´rifie´es par les temps de retour de´finis par
τK := inf{t ≥ 0 t.q Xt ∈ K} et τ (1)K := inf{t ≥ 1 t.q Xt ∈ K},
alors la famille {Pν(LT ∈ ·)}T≥0 ve´rifie le PGD de la de´finition 3.2.4
– sur M1(E) e´quipe´ de la topologie forte τ ,
– de bonne fonction de taux J , l’entropie de Donsker-Varadhan (3.10)
– uniforme´ment sur l’ensemble de mesures initiales ν ∈M.
Quelques e´tapes de la preuve de ce re´sultat inspire´es de [45, 46] sont inse´re´es
dans les chapitres 6 et 7 de ce document pour l’auto-contenance, l’objectif principal
e´tant l’application aux mode`les. Avant d’introduire l’e´quation de Navier-Stokes sto-
chastique, on rappelle l’expression de l’entropie de Donsker-Varadhan J qui dirige
le PGD ci-dessus. Les proprie´te´s inte´ressantes concernant le minimum et l’ensemble
de finitude de J sont e´tudie´es dans les chapitres 4 et 6 consacre´s aux e´quations.
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La fonctionnelle d’entropie de Donsker-Varadhan.
Dans ce paragraphe, on suit Wu [46]. Afin d’introduire la fonctionnelle J associe´e,
on de´note le processus de Markov Xt a` trajectoires continues dans E par(
Θ, (Ft)t≥0 ,F , (Xt)t≥0 , (Px)x∈E
)
et son semigroupe de noyau de transition par (Pt(x, dy))t≥0, ou` Θ = C(R+, E) est
l’espace des fonctions continues de R+ dans E muni de la topologie de la convergence
sur les compacts ; pour tout 0 ≤ s ≤ t, F st = σ(Xu, s ≤ u ≤ t) est la filtration
naturelle associe´e ; on convient que F = σ(Xu, 0 ≤ u), Ft = σ(Xu, 0 ≤ u ≤ t) et on
remarque enfin que Px(X0 = x) = 1.
D’abord, la mesure empirique de niveau 3, c’est a` dire au niveau du processus,
est de´finie par
RT :=
1
T
∫ T
0
δθsXds (3.8)
ou` θs : X ∈ Θ → θsX ∈ Θ avec (θsX)t = Xs+t pour t, s ≥ 0 sont les ope´rateurs
de de´calage (shifts) sur Θ. Ainsi Rt est un e´le´ment ale´atoire de M1(Θ), l’espace des
mesures de probabilite´ sur Θ.
La fonctionnelle d’entropie de Donsker Varadhan de niveau 3 associe´e, note´e
H :M1(Θ)→ [0,+∞], est de´finie par
H(Q) :=
{
EQ¯hF1
(
Q¯X(−∞,0];PX(0)
)
si Q ∈M s1 (Θ)
+∞ sinon (3.9)
ou` M s1 (Θ) est le sous espace de M1(Θ) compose´ des mesures qui sont de plus sta-
tionnaires. Dans l’expression (3.9), on note Q¯ l’unique extension stationnaire de
Q ∈M s1 (Θ) a` l’espace Θ¯ := C(R, E). La tribu Fmn sur Θ¯ est alors de´finie ∀m,n ∈ R
par Fmn = σ(X(t);m ≤ t ≤ n). On note Q¯(−∞,t] une version re´gulie`re de la distri-
bution conditionnelle de Q¯ connaissant F−∞t . Puis, l’entropie relative hG(ν, µ) (ou
information de Kullback) de ν par rapport a` µ, restreinte a` la tribu G est donne´e
par
hG(ν, µ) :=
{∫
dν
dµ
|G log
(
dν
dµ
|G
)
dµ, si ν << µ sur G
+∞ sinon .
On reconnait une forme analogue a` l’entropie introduite dans la partie consacre´e
aux Ine´galite´s de Sobolev Logarithmiques : l’estimation de cette quantite´ peut eˆtre
re´alise´e a` l’aide d’ine´galite´s fonctionnelles.
Enfin l’entropie de Donsker-Varadhan note´e J : M1(E) → [0,∞] (ou fonction-
nelle d’entropie de niveau 2) qui intervient dans le crite`re pre´ce´dent s’obtient par
projection de la fonctionnelle de niveau 3 :
J(β) = inf{H(Q) | Q ∈M s1 (Θ) et Q0 = β}, ∀β ∈M1(E), (3.10)
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ou` Q0(·) = Q(X(0) ∈ ·) est la loi marginale en temps t = 0 (cette projection est en
fait lie´e au principe de contraction).
Le The´ore`me 3.2.5 permet de de´crire la convergence exponentielle, mais l’ex-
pression de la vitesse exacte donne´e par J est plus qualitative que quantitative. En
effet, J(ν) n’admet une forme explicite que dans le cas ou` l’unique mesure inva-
riante µ est connue et le processus de Markov X est syme´trique par rapport a` µ.
Dans les autres cas, on peut parfois obtenir des estimations sur J(ν), par exemple
a` l’aide d’ine´galite´s fonctionnelles comme l’ine´galite´ de Sobolev logarithmique, ou
bien trouver des exemples de mesures ν pour lesquelles J(ν) peut eˆtre calcule´e.
3.3 Les e´quations de Navier-Stokes
Les e´quations de Navier-Stokes que nous e´tudions de´crivent le mouvement d’un
fluide visqueux incompressible et homoge`ne. Le cadre fonctionnel et le traitement de
ces e´quations de´pendent de la dimension de l’espace. Nous nous restreignons au cas
de la dimension 2 car une unique solution est alors de´finie pour des temps arbitrai-
rement grands et on peut s’inte´resser au proble`me du comportement asymptotique :
de´terminer quel re´gime permanent sera observe´ apre`s une courte pe´riode initiale.
3.3.1 Mode´lisation
SoitD un domaine borne´ de R2 de frontie`re re´gulie`re ∂D. L’e´volution de la vitesse
u(t, ξ) du fluide se trouvant en ξ ∈ D au temps t est donne´e par les e´quations de
Navier-Stokes : l’e´quation de conservation du moment cine´tique s’e´crit
du(t, ξ)
dt
+ (u(t, ξ).∇)u(t, ξ)− ν∆u+∇P (t, ξ) = g(t, ξ) , t ≥ 0, ξ ∈ D, (3.11)
et la condition d’incompressibilite´
div u(t, ξ) = 0 , t ≥ 0 , ξ ∈ D .
On conside`re de plus des conditions aux bords de type non-glissement
u(t, ξ) = 0 , t ≥ 0 , ξ ∈ ∂D (3.12)
et le champ des vitesses initiales est donne´ par
u(0, ξ) = u0(ξ) , ξ ∈ D.
Le coefficient ν > 0 est la viscosite´ du fluide (plus petite pour l’eau que pour
le mazout...). Ici le fluide est suppose´ homoge`ne (a` densite´ constante), sinon il faut
rajouter une e´quation de conservation de la masse. On peut aussi remplacer les
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conditions de Dirichlet homoge`nes (3.12) par d’autres conditions aux bords (voir la
section 3.7.1 pour le cas pe´riodique).
Pour une introduction comple`te a` la the´orie Mathe´matique des e´quations de
Navier-Stokes, on renvoie aux livres de Temam [42, 43]. Le cadre pre´sente´ ci dessous
ainsi que des formulations faibles pour diffe´rents types de conditions limites sont
de´taille´s dans ces ouvrages.
3.3.2 Vers une formulation faible
En suivant [42], on introduit quelques espaces fonctionnels ne´cessaires. Soit C∞0 (D)
l’espace des fonctions a` valeurs re´elles qui sont C∞ a` support compact dans D, et
soit
V = {u = (u1, u2) ∈ (C∞0 (D))2 / div u = 0}.
On de´note par H (resp. par V ) sa fermeture dans l’espace produit [L2(D)]
2
(resp.
dans le produit [H1(D)]
2
de l’espace des fonctions L2 de de´rive´e L2). La re´gularite´
du domaine permet de montrer l’identification
H = {u ∈ [L2(D)]2 t.q. div u = 0, γη(u) = 0 sur ∂D}
V = {u ∈ [H10 (D)]2 t.q. div u = 0}
ou` γη(u) = 0 est un ope´rateur de trace qui coincide avec u · η pour u re´gulie`re, η
e´tant la normale exte´rieure a` ∂D (voir le chapitre 1 de [42]).
L’espace H est e´quipe´ du produit scalaire 〈 , 〉 et de la norme | · | he´rite´s de
[L2(D)]
2
. De fac¸on usuelle, on identifieH avec son dualH ′ de sorte que V ⊂ H ⊂ V ′,
et on note encore 〈 , 〉 la dualite´ entre V ′ et V .
La proce´dure classique consiste a` appliquer a` l’e´quation (3.11) la projection or-
thogonale Pdiv de (L
2(D))
2
sur H. Ceci a pour effet de supprimer la pression et les
composantes irrotationnelles apparaissant dans la de´composition de Helmholtz de u
(voir [42]). On obtient ainsi une nouvelle e´quation dans V ′ qui s’e´crit
d
dt
u(t) + Au(t) +B (u(t), u(t)) = f(t) , t ≥ 0, ξ ∈ D, (3.13)
ou` A est l’ope´rateur de Stokes de´fini par
Au = −νPdiv∆u , ∀u ∈ D(A) =
[
H2(D)
]2 ∩ V, (3.14)
la forme biline´aire B : V × V → V ′ est de´finie par
〈B(u, v), z〉 :=
∫
D
z(ξ) · (u(ξ) · ∇)v(ξ)dξ, ∀u, v, z ∈ V (3.15)
et f(t) est la composante a` divergence nulle de la force exte´rieure g(t). Cette formu-
lation faible due a` Leray dans ses travaux de 1934 joue un roˆle fondamental dans la
the´orie mathe´matique des e´quations de NS.
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3.3.3 Les ope´rateurs A et B
L’ope´rateur A de´fini par (3.14) est line´aire non borne´ sur H et son inverse
A−1, qui donne la solution du proble`me de Stokes, est un ope´rateur auto-adjoint
compact sur H. Des re´sultats classiques de the´orie spectrale permettent d’en de´duire
l’existence d’une suite croissante
0 < λ1 ≤ λ2 ≤ ..., λk →∞
de valeurs propres de A ainsi qu’une base orthonormale de H forme´e de vecteurs
propres e1, e2, .. tels que Aek = λkek avec ek ∈ D(A). On choisit syste`matiquement
dans la suite cette base des (ek) pour H. Dans le cas ou` D est un rectangle, ou si l’on
travaille avec des conditions pe´riodiques, les ek sont des fonctions trigonome´triques.
A partir de la de´composition spectrale pre´ce´dente, on peut de´finir les puissances
fractionnaires Aα et leurs domaines respectifs D (Aα) qui sont des sous espaces
ferme´s de [H2α(D)]
2
. De plus, la norme |u|α := |Aαu| sur D (Aα) est e´quivalente a`
la norme induite par l’espace de Sobolev [H2α(D)]
2
. En particulier, l’espace V qui
co¨ıncide avec D
(
A
1
2
)
est muni de la norme |u|V = |A 12u|. Pour tout α > 0, on a
aussi
|u| ≤ 1
λ1
α |Aαu|. (3.16)
D’apre`s Me´tivier [38], le comportement asymptotique des valeurs propres de A
en dimension d est donne´ par λk ∼ λ1k 2d , ce qui signifie dans le cas bidimensionnel
que l’on peut trouver c, C ≥ 0 tels que l’on ait
c ≤ λk
k
≤ C, (3.17)
pour k suffisament grand. Ainsi, l’injection D (Aα) dans D
(
Aβ
)
est dense et com-
pacte pour α > β ≥ 0.
Enfin, l’ope´rateur −A engendre un semigroupe analytique borne´ e−tA et pour
tout α ≥ 0, il existe une constante positive Mα ve´rifiant
‖Aαe−tA‖L(H) ≤ Mα
tα
(3.18)
ou` ‖ · ‖L(H) est la norme usuelle des ope´rateurs line´aires sur H.
La forme biline´aire B prend ses valeurs dans V ′. En effet, pour tout u, v, z ∈ V ,
l’injection continue de H10 dans L
4 implique que
|〈B(u, v), z〉| =
∣∣∣∣∫
D
z(ξ) · (u(ξ) · ∇)v(ξ)dξ
∣∣∣∣
≤ ‖u‖[L4(D)]2 ‖∇v‖[L2(D)]2 ‖z‖[L4(D)]2
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≤ C|u|V |v|V |z|V .
On sait aussi graˆce a` la condition d’incompressibilite´ que pour u, v, z dans V ,
〈B(u, v), v〉 = 0 , 〈B(u, v), z〉 = −〈B(u, z), v〉. (3.19)
En particulier, comme on a l’inclusion continue D
(
A
1
4
)
⊂ [L4(D)]2, il vient
|〈B(u, u), z〉| = | − 〈B(u, z), u〉| ≤ C|A 12 z| |A 14u|2. (3.20)
3.3.4 A propos du comportement des solutions de (3.13)
En dimension 2, e´tant donne´es une force f ∈ L2(0, T ;V ′) et une condition initiale
u0 ∈ H, l’e´quation (3.13) admet une unique solution ve´rifiant
u ∈ C([0, T ];H) ∩ L2(0, T ;V ).
On observe parfois, apre`s un certain laps de temps, la convergence du syste`me vers
un e´tat d’e´quilibre, qui doit donc eˆtre une solution stationnaire du syste`me. Or, on
sait montrer l’existence de solution stationnaire, mais on n’en connaˆıt pas le nombre.
Le seul re´sultat connu lorsque T → ∞ est prouve´ pour une viscosite´ ν suffi-
samment grande par rapport a` l’amplitude |f | de la force. L’ensemble des solutions
stationnaires est alors re´duit a` un point, et le syste`me converge vers cette configu-
ration d’e´quilibre.
Mais pour les grandes vitesses ou les petites viscosite´s il y a beaucoup de solutions
stationnaires, et le comportement asymptotique du syste`me est plus complique´. C’est
un proble`me ge´ne´ral avec les syste`mes dynamiques non line´aires, la non line´arite´
impliquant un comportement chaotique, meˆme dans des cas plus simples que Navier-
Stokes. Pourtant la dissipativite´ implique l’existence d’ensembles absorbants et d’un
attracteur complique´ mais dont on sait qu’il est fini-dimensionnel (voir [43]).
Cette complexite´ et le the´ore`me ergodique sont la base de la dynamique des
fluides statistique, qu’on peut comparer a` la me´canique statistique qui traite les
grands nombres de particules.
3.4 La perturbation ale´atoire
Nous pre´sentons maintenant le type de perturbation ale´atoire ajoute´e a` l’e´quation
(3.13). La re´fe´rence [12] contient une pre´sentation de´taille´e des objets introduits.
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3.4.1 Wiener cylindrique et Q-Wiener
On appelle processus de Wiener cylindrique dans H le processus donne´ par la
se´rie
W (t) :=
∑
j≥1
βj(t)ej (3.21)
ou` les βj sont des mouvements Browniens re´els inde´pendants sur (Ω,F ,P). Cette
se´rie ne converge pas dans H, et ne posse`de pas les proprie´te´s (i) a` (iv) ci dessous
d’un vrai processus de Wiener sur H.
On appelle ope´rateur a` noyau, ou ope´rateur a` trace sur H et on note Q ∈ L1(H)
un ope´rateur line´aire Q : H → H ve´rifiant ∑j≥1〈Qej, ej〉 < ∞. Si Q ∈ L1(H)
est un ope´rateur syme´trique positif a` noyau, on appelle Q-processus de Wiener ou
Q-Wiener sur H un processus stochastique WQ(t) ve´rifiant
(i) WQ(0) = 0 P-p.s
(ii) WQ a des trajectoires continues P-p.s
(iii) WQ est a` accroissements inde´pendants
(iv) la loi de WQ(t)−WQ(s) est une gaussienne centre´e de covariance (t− s)Q, i.e
L(WQ(t)−WQ(s)) = N (0, (t− s)Q).
Le processus WQ(t) est donc un processus Gaussien dans H ve´rifiant EWQ(t) = 0
et cov(WQ(t)) = tQ.
Dans le cas du processus de Wiener cylindrique, Q = Id /∈ L1(H). On montre
cependant que la se´rie (3.21) de´finit bien un Q1-Wiener, pas dansH mais plutoˆt dans
un espace H1 plus grand tel que l’inclusion de H dans H1 soit Hilbert-Schmidt, i.e∑
k≥1 |ek|2H1 <∞. En dimension 2 par exemple, d’apre`s (3.17), on sait que l’inclusion
H ⊂ D(A−( 12+ε)) est Hilbert-Schmidt, et donc la se´rie (3.21) de´finit un Q1-Wiener
dans tout espace H1 ve´rifiant D(A
−( 1
2
+ε)) ⊂ H1.
Mais l’exemple qui nous inte´resse plus particulie`rement est le suivant. On rap-
pelle que l’ope´rateur line´aire G : H → H est Hilbert-Schmidt, note´ G ∈ L2(H),
si
∑
k≥1 |Gek|2 < ∞. La quantite´ pre´ce´dente est une norme sur cet espace note´e
‖G‖L2(H). Il est clair dans ce cas que l’ope´rateur syme´trique positif GG∗ est a` noyau.
On a en particulier le
Lemme 3.4.1. Si l’ope´rateur line´aire borne´ G : H → H ve´rifie pour un ε > 0,
Im(G) ⊂ D
(
A
1
2
+ε
)
(3.22)
ou` Im(G) est l’image de G, alors l’ope´rateur syme´trique positif Q := GG∗ est a`
trace, i.e Q ∈ L1(H).
De plus, si W (t) est le processus de Wiener cylindrique (3.21), alors GW (t) est
un Q-Wiener sur H de covariance Q := GG∗.
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De´monstration. D’apre`s (3.17), l’ope´rateur A−(
1
2
+ε) est Hilbert-Schmidt. De plus,
l’ope´rateur A(
1
2
+ε)G est line´aire et borne´ sous la condition (3.22). Donc l’ope´rateur
G = A−(
1
2
+ε)
(
A(
1
2
+ε)G
)
est aussi Hilbert-Schmidt comme composition d’un ope´rateur
L2(H) avec un ope´rateur de L(H).
3.4.2 La convolution stochastique
Etant donne´ un Q-Wiener sur H, on peut construire l’inte´grale stochastique pour
les inte´grandes qui sont des processus dans l’espace des ope´rateurs line´aires L(H),
alors que s’il s’agit d’un processus de Wiener cylindrique on doit se restreindre aux
inte´grandes qui sont des processus a` valeurs dans l’ensemble L2(H) des ope´rateurs
de Hilbert-Schmidt (voir [12]).
Dans cette section on conside`re l’inte´grale stochastique
WA(t) :=
∫ t
0
e−(t−s)AGdW (s) (3.23)
ou` A est l’ope´rateur de Stokes de´fini par (3.14) et W (t) est un processus de Wie-
ner cylindrique. Le processus stochastique ainsi de´fini est appele´ convolution sto-
chastique. C’est en fait un processus type Ornstein-Uhlenbeck en dimension infinie
solution de l’e´quation
dWA(t) + AWA(t)dt = GdW (t) , WA(0) = 0. (3.24)
Il est e´tudie´ en de´tails dans [12], le re´sultat suivant pre´sente quelques proprie´te´s
utiles pour l’e´tude de l’e´quation NS-2D.
Proposition 3.4.2. (i) Si
∫ T
0
‖e−rAG‖2L2(H)dr < ∞, alors le processus WA(t) est
un processus Gaussien, continu en moyenne quadratique admettant une version
pre´visible. Sa loi est une mesure Gaussienne centre´e sur L2(0, T ;H).
(ii) De plus, si Im(G) ⊂ D(Aβ+ε) pour un β > 0, alors c’est un processus
Gaussien a` trajectoires continues dans D(Aβ).
(iii) Enfin si l’inclusion Im(G) ⊂ D(Aβ+ε) est dense, alors la loi de WA rem-
plit tout l’espace C0([0, T ], D(A
β)) des fonctions continues et nulles en t = 0, i.e
suppL(WA) = C0([0, T ], D(Aβ)).
De´monstration. On renvoie a` [12] pour une preuve de´taille´e de (i) et (ii). L’ide´e est
la suivante : si Im(G) ⊂ D(Aβ+ε), on a alors
E|AβWA(t)|2 = E
∣∣∣∣∫ t
0
Aβe−(t−s)AGdW (s)
∣∣∣∣2
= E
∣∣∣∣∫ t
0
e−(t−s)AA
1−ε
2 (A−
1+ε
2 Aβ+εG)dW (s)
∣∣∣∣2
86 Mathieu GOURCY
=
∫ t
0
‖e−(t−s)AA 1−ε2 (A− 1+ε2 Aβ+εG)‖2L2(H)ds
≤ C
∫ t
0
‖e−(t−s)AA 1−ε2 ‖2L(H)ds
puisque ‖A− 1+ε2 Aβ+εG‖L2(H) ≤ C vu la preuve du lemme pre´ce´dent, et que
‖MN‖L2(H) ≤ ‖M‖L(H)‖N‖L2(H), ∀M ∈ L(H),∀N ∈ L2(H).
Ainsi, avec (3.18), on obtient
E|AβWA(t)|2 ≤ CM
∫ t
0
ds
(t− s)1−ε <∞.
Puis, pour s’assurer que le processus WA(·) est a` trajectoires continues dans D(Aβ),
il suffit de montrer d’apre`s le the´ore`me 5.9 de [12] que pour un γ > 0, on ait∫ T
0
r−γ‖Aβe−rAG)‖2L2(H)dr.
D’apre`s le calcul pre´ce´dent ceci est vrai pour 0 < γ < ε. Enfin, la partie (iii) est un
re´sultat de Maslowski [34].
Soit a ≥ 0 ; il est parfois utile de conside´rer l’e´quation suivante de Ornstein-
Uhlenbeck modifie´e
dW aA(t) + AW
a
A(t)dt+ aW
a
A(t)dt = GdW (t). (3.25)
Si Im(G) ⊂ D(Aβ+ε), cette e´quation a une solution stationnaire donne´e par
W aA(t) :=
∫ t
−∞
e−(t−s)(A+a)GdW (s) (3.26)
qui est un processus Gaussien continu dans D(Aβ). L’inte´reˆt technique est que l’on
peut controˆler les moments d’ordre pair de ce processus. En effet, pour p ≥ 1, on
obtient par un calcul analogue au pre´ce´dent
E|AβW aA(t)|2p ≤ C
(
E|AβW aA(t)|2
)p
≤ C
(∫ ∞
0
e−2ra
r1−ε
dr
)p
→ 0 quand a→∞.
Cette proprie´te´ est par exemple utilise´e pour montrer l’existence d’une mesure in-
variante.
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3.5 Le proble`me stochastique associe´
Nous adoptons la formulation du proble`me stochastique introduite par Flandoli
[24] qui permet de traiter des bruits relativement ge´ne´raux. Nous pre´sentons dans
cette section certains re´sultats connus concernant l’existence et la re´gularite´ des
solutions, ainsi que du semigroupe de transition associe´. Ces re´sultats proviennent
de travaux de Ferrario, Flandoli, Goldys et Maslowski (voir [22, 24, 25, 28]). Les
principales ide´es des preuves sont donne´es.
3.5.1 Formulation du proble`me stochastique
Le proble`me stochastique correspondant a` l’e´quation (3.13) s’e´crit
dX(t) + AX(t)dt+B (X(t), X(t)) dt = fdt+GdW (t) ; X(0) = x (3.27)
ou` G ∈ L(H) et W (t) est un processus de Wiener cylindrique sur un espace de
probabilite´s (Ω,F ,P) fixe´. Comme on s’inte´resse au comportement en temps grand,
la force exte´rieure est suppose´e stationnaire afin d’avoir un syste`me autonome : f
ne de´pend pas de t et le bruit GdW (t) est blanc en temps.
De´finition 3.5.1. Un processus stochastique progressivement mesurable
X ∈ C([0, T ], H) ∩ L2
(
0, T ;D(A
1
4 )
)
P− p.s
est appele´ solution ge´ne´ralise´e de l’e´quation (3.27) sur l’intervalle [0, T ] si X(t)
ve´rifie
〈X(t), y〉+
∫ t
0
〈X(s), Ay〉ds−
∫ t
0
〈B (X(s), y) , X(s)〉ds
= 〈x, y〉+ t〈f, y〉+ 〈GW (t), y〉
P-p.s, pour tout t ∈ [0, T ] et y ∈ D(A).
Cette de´finition introduite par Flandoli [24] a un sens : d’apre`s (3.20) la re´gularite´
X(t) ∈ L2
(
[0, T ], D(A
1
4 )
)
est suffisante pour que le terme inte´gral en B soit bien
de´fini et de plus cette repre´sentation correspond bien a` l’e´quation (3.27).
3.5.2 Existence et re´gularite´ des solutions
On suppose a` partir de maintenant que (3.22) est ve´rifie´e, i.e
Im(G) ⊂ D(A 12+ε). (3.28)
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En fait, Flandoli [24] a montre´ l’existence sous des conditions plus faibles. Cependant
ceci est l’hypothe`se du lemme 3.4.1, qui est central dans notre e´tude. On pre´sente
dans cette section et la suivante les versions de re´sutats connus qui correspondent a`
cette condition.
The´ore`me 3.5.2. (i) Pour tout T > 0, toute condition initiale x ∈ H, et toute force
f ∈ D(A− 12 ) il existe une unique solution ge´ne´ralise´e a` l’e´quation (3.27) ve´rifiant
P-p.s
X ∈ C([0, T ], H) ∩ L2
(
0, T ;D(A
1
2 )
)
et
X −WA ∈ L2
(
0, T ;D(A
1
2 )
)
.
De plus, X est un processus de Markov dans H.
(ii) Soit 0 < α < 1
2
. Si la condition initiale ve´rifie x ∈ D(Aα) et la force
f ∈ D(A− 12+α) alors la solution X ve´rifie P-p.s
X ∈ C([0, T ], D(Aα)) ∩ L2
(
0, T ;D(A
1
2 )
)
∩ L 41−2α
(
0, T ;D(A
1
4
+α
2 )
)
et
X −WA ∈ L2
(
0, T ;D(A
1
2
+α)
)
.
(iii) Enfin, si la force et la condition initiale ve´rifient x, f ∈ H, alors pour tout
t0 > 0 et tout 0 < α <
1
2
, la solution ve´rifie P-p.s
X ∈ C([t0, T ], D(Aα)).
La preuve du re´sultat pre´ce´dent est classique. L’ide´e de de´part est la suivante : en
soustrayant l’e´quation (3.24) a` l’e´quation (3.27), on ve´rifie que le processus V (t) :=
X(t)−WA(t) satisfait a`
dV (t) + AV (t)dt+B (V (t) +WA(t), V (t) +WA(t)) dt = fdt ; V (0) = x (3.29)
Cette e´quation est e´tudie´e en fixant une trajectoireWA(ω), pour ω dans un ensemble
de mesure plein ou` WA posse`de la bonne re´gularite´. On utilise alors les me´thodes
de´terministes usuelles : majorations a priori, et projections de Galerkin.
Cette technique a e´te´ introduite dans le travail fondateur de Bensoussan et Te-
mam [4], mais eux conside´raient VBT (t) := X(t)− GW (t) ce qui leur imposait une
plus forte hypothe`se sur le bruit, puisque les trajectoires de GW sont beaucoup
moins re´gulie`res que celles de WA. En effet, l’hypothe`se minimale pour prouver
l’existence d’une solution ge´ne´ralise´e dans [24], est Im(G) ⊂ D(A 14+ε), afin que WA
prennent ses valeurs dans D(A
1
4 ) alors que pour pouvoir de´finir une solution comme
dans [4], il faut que le processus GW (t) lui-meˆme prenne ses valeurs dans D(A
1
4 ),
une condition suffisante e´tant Im(G) ⊂ D(A 34+ε) (voir [36]).
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A partir de l’e´quation ve´rifie´e par V (t, x1)−V (t, x2), on obtient avec l’estimation
d’e´nergie classique et le lemme de Gronwall
Sup0≤t≤T |V (t, x1)− V (t, x2)| ≤ C|x1 − x2| exp
(∫ T
0
|V (s, x1) +WA(s)|4L4ds
)
.
La regularite´ requise a` droite de cette estimation est l’obstacle jusqu’a` pre´sent in-
franchissable pour l’unicite´ en dimension 3. Par contre, comme D(A
1
4 ) ⊂ L4, et vu
la re´gularite´ pour WA, on obtient le controˆle
Sup0≤t≤T |V (t, x1)− V (t, x2)| ≤ C|x1 − x2| P− p.s (3.30)
pour une variable ale´atoire C p.s finie, qui implique l’unicite´ du re´sultat pre´ce´dent.
On peut trouver les de´tails des ces preuves dans la litte´rature. Les parties (i) et
(ii) sont des cas particuliers du re´sultat de Flandoli [24]. Pour le (ii) voir aussi le
travail de Ferrario [22] en ce qui concerne la re´gularite´ dans L
4
1−2α
(
0, T ;D(A
1
4
+α
2 )
)
dont on se sert dans la preuve de l’irre´ductibilite´. Enfin le (iii) est bien de´taille´ dans
le travail de Flandoli et Maslowski [25].
3.5.3 Semigroupe associe´ et mesure invariante
On conside`re maintenant le semigroupe Pt associe´ au processus de Markov X
solution de l’e´quation (3.27). Graˆce a` l’estimation (3.30) et au the´ore`me de conver-
gence domine´e, on peut montrer que Pt posse`de la proprie´te´ de Feller.
The´ore`me 3.5.3. Le semigroupe de Feller Pt correspondant a` la solution ge´ne´ralise´e
de l’e´quation (3.27) admet une mesure invariante.
Ce re´sultat de Flandoli [24] repose sur le caracte`re dissipatif et des majorations
a priori sur l’e´quation
dVa(t) + AVa(t)dt+B (Va(t) +W
a
A(t), Va(t) +W
a
A(t)) dt = (aW
a
A(t) + f) dt
ve´rifie´e par Va := X −W aA ou` W aA est la convolution stochastique modifie´e de´finie
par (3.25). Ces majorations lui permettent en fait d’e´tablir le
Lemme 3.5.4. [24] Pour t0 ∈ R et t ≥ t0, on note X(t, t0) la solution de (3.27) au
temps t partie de x = 0 en t0. Il existe r(ω), une variable ale´atoire re´elle P-p.s finie
telle que
sup
−∞<t0≤0
|A 12X(0, t0)| ≤ r.
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En particulier, la famille de variables ale´atoires {X(0, t0) , −∞ < t0 ≤ 0} est
borne´e en probabilite´ dans D(A
1
2 ). Pour 0 ≤ α < 1
2
l’injection D(A
1
2 ) ⊂ D(Aα) est
compacte, donc la famille de lois correspondante est tendue dans D(Aα). Comme
LX(t, t0) = P ∗|t0|δ0, on en de´duit que la famille de loi
(
1/T
∫ T
0
P ∗t δ0dt
)
T≥0
est tendue.
D’apre`s le crite`re de Krylov-Bogoliubov (3.2), le semigroupe Pt admet une mesure
invariante dans D(Aα) (et donc dans H).
Nous pre´sentons maintenant les deux re´sultats cruciaux dus a` Ferrario [22], don-
nant les conditions (3.6) requises pour l’e´tude des grandes de´viations.
The´ore`me 3.5.5. Soit 0 < α < 1
2
, et un ope´rateur G ve´rifiant l’hypothe`se (3.28).
Si de plus Im(G) est dense dans D(A
1
2 ) pour la topologie du graphe de A
1
2 , alors
le semigroupe Pt associe´ a` la solution de (3.27) est topologiquement irre´ductible sur
D(Aα).
De´monstration. On donne quelques e´tapes de la preuve de ce re´sultat. Il s’agit de
montrer que l’on a P (|X(t, x)− y|α < ε) > 0, pour tout t > 0, tout x, y ∈ D(Aα) et
tout ε > 0. Dans [22], Ferrario conside`re l’application
Φ : z ∈ C0 ([0, t], D(Aα)) ∩ L 41−2α
(
0, t;D(A
1
4
+α
2 )
)
→ v + z ∈ C ([0, t], D(Aα))
ou` v est la solution de l’e´quation (3.29), avec la force auxiliaire z a` la place de WA,
de sorte que Φ(WA) = X (The´ore`me 3.5.2).
Elle de´taille ensuite la construction d’une courbe u¯ ∈ C([0, t], D(Aα)) reliant x a`
y, i.e ve´rifiant u¯(0) = x et u¯(t) = y, ainsi que celle d’une courbe z¯ telle que φ(z¯) = u¯
et posse´dant la re´gularite´ z¯ ∈ C0([0, t], D(Aα)) ∩ L 41−2α
(
0, T ;D(A
1
4
+α
2 )
)
.
Puis, elle montre que Φ est Lipschitz pour les topologies correspondantes, de
sorte que l’on ait le controˆle
‖X − u¯‖C([0,t],D(Aα)) ≤ C
(
‖WA − z¯‖C([0,t],D(Aα)) + ‖WA − z¯‖
L
4
1−2α

0,t;D(A
1
4+
α
2 )

)
Pour conclure, on remarque enfin que
P (|X(t, x)− y|α < ε)
≥ P (‖X − u¯‖C([0,t],D(Aα)) < ε)
≥ P
(
‖WA − z¯‖C([0,t],D(Aα)) + ‖WA − z¯‖
L
4
1−2α

0,t;D

A
1
4+
α
2
 < ε/C
)
> 0
puisque la loi de WA est de mesure pleine dans C([0, t], D(A
1
2 )) graˆce a` l’hypothe`se
de densite´ de Im(G) (Proposition 3.4.2), donc aussi dans les deux espaces ci-dessus
comme 1
4
+ α
2
< 1
2
pour α < 1
2
.
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On renforce maintenant l’hypothe`se (3.28) sur le bruit par une condition de non
de´ge´ne´rescence. On suppose que l’ope´rateur G est injectif et ve´rifie pour un certain
1
4
< α < 1
2
et un 0 < ε ≤ 2α− 1
2
,
D(A2α) ⊂ Im(G) ⊂ D(A 12+ε). (3.31)
La condition α > 1
4
est une condition de compatibilite´ avec la seconde inclusion. On
impose aussi α < 1
2
pour rester dans le cadre de la partie (ii) du the´ore`me 3.5.2 (voir
la section suivante pour l’interpre´tation physique), pour avoir l’irre´ductibilite´ sur
D(A2α), et enfin pour la majoration (3.36) ci dessous. C’est suffisant pour e´tablir le
The´ore`me 3.5.6. Soit 0 < α < 1
2
, et G un ope´rateur ve´rifiant l’hypothe`se (3.31).
Le semigroupe Pt associe´ a` la solution de (3.27) est fortement Feller sur D(A
α).
De´monstration. On souligne le roˆle de la condition de non de´ge´ne´rescence sur le bruit
en donnant quelques e´tapes de cette preuve de´taille´e dans le travail de Ferrario [22].
Il s’agit de montrer que pour tout t > 0, et toute fonction Ψ ∈ bB(D(Aα)),
|PtΨ(x)− PtΨ(y)| → 0 si |x− y|α → 0 (3.32)
De fac¸on usuelle, on tronque d’abord la non line´arite´ de l’e´quation (3.27) par
une fonction plateau C∞, note´e ΘR, prenant la valeur 1 sur [−R,R], et 0 en dehors
de [−R− 1, R + 1]. On regarde ainsi
dX(R)(t) + AX(R)(t)dt+ΘR(|AαX(R)(t)|) B
(
X(R)(t), X(R)(t)
)
dt = fdt+GdW (t)
avec la condition initiale X(R)(0) = x, ainsi que P
(R)
t le semigroupe associe´. Les
processus X et X(R) co¨ıncident tant que X est dans la boule
BR := {z ∈ D(Aα) : |z|α ≤ r}.
Avec des estimations a priori dans C([0, T ], D(Aα)) qui sont celles utilise´es pour
prouver l’existence de solutions, on montre que l’on a |PtΨ(x) − P (R)t Ψ(x)| → 0
lorsque R→∞ uniforme´ment sur toutes les boules B(x, r) de D(Aα). Ainsi, prouver
(3.32) revient a` e´tablir que P
(R)
t est fortement Feller.
Pour ce faire, Ferrario montre d’abord que le semigroupe du processus de Markov
note´ X
(R)
n sur Hn := V ect(e1, . . . , en) solution du syste`me d’approximations fini-
dimensionnelles est Lipschitz Feller avant de passer a` la limite. Plus pre´cise´ment, il
faut ve´rifier que pour tout t, R > 0,
|P (R)t,n Ψ(x)− P (R)t,n Ψ(y)| ≤ L(R, t)|x− y|α (3.33)
ou` L(R, t) est une constante inde´pendante de n et P
(R)
t,n est le semigroupe du pro-
cessus X
(R)
n solution de
dX(R)n (t) + AX
(R)
n (t)dt+ΘR(|AαX(R)n (t)|) B
(
X(R)n (t), X
(R)
n (t)
)
dt
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= Πnfdt+ΠnGdW (t)
avec la condition initiale X
(R)
n (0) = Πnx, et Πn : H → Hn la projection orthogonale.
Dans ce cas, la formule de la moyenne s’e´crit
|P (R)t,n Ψ(x)− P (R)t,n Ψ(y)| ≤ sup
k,h∈Hn , |h|α≤1
|DP (R)t,n Ψ(k) · h| |x− y|α (3.34)
ou` DP
(R)
t,n Ψ(k)·h ∈ Hn est la de´rive´e de l’application y ∈ D(Aα)→ P (R)t,n Ψ(y) ∈ R au
point k, dans la direction h. La formule de Bismut-Elworthy [20] est syste´matiquement
utilise´e [22, 23, 25] pour estimer la de´rive´e pre´ce´dente : pour βn := (β1, . . . , βn) un
mouvement Brownien de dimension n, on a
|DP (R)t,n Ψ(k) · h| =
∣∣∣∣1tE
[
Ψ(X(R)n (t, k))
∫ t
0
〈(ΠnGG∗Πn)− 12 DX(R)n (s, k) · h , dβn(s)〉
]∣∣∣∣
≤ 1
t
‖Ψ‖∞
[
E
∣∣∣∣∫ t
0
〈(ΠnGG∗Πn)− 12 DX(R)n (s, k) · h , dβn(s)〉
∣∣∣∣2
] 1
2
≤ 1
t
‖Ψ‖∞
[
E
∫ t
0
|(ΠnGG∗Πn)− 12 DX(R)n (s, k) · h|2ds
] 1
2
C’est ici que la condition de non de´ge´ne´rescence (3.31) est cruciale. Elle nous
permet de prouver
|(ΠnGG∗Πn)− 12y|2 ≤ C|A2αy|2, ∀y ∈ Hn (3.35)
pour une constante C > 0 inde´pendante de de n et de y. En effet, cette condition
signifie que l’ope´rateur G−1A−2α est borne´ sur H, de meˆme que son adjoint. En
particulier, on obtient pour x ∈ H
〈(A2αGG∗A2α)−1x, x〉 = 〈(G−1A−2α)∗G−1A−2αx, x〉
= |G−1A−2αx|2
≤ C|x|2.
Comme Πn et A commutent, l’ine´galite´ pre´ce´dente implique que pour tout x ∈ Hn,
〈(A2αΠnGG∗ΠnA2α)−1x, x〉 = 〈(A2αGG∗A2α)−1x, x〉 ≤ C|x|2.
Enfin, A2α e´tant un isomorphisme sur Hn, on en de´duit que pour tout y ∈ Hn,∣∣∣(ΠnGG∗Πn)− 12y∣∣∣2 = 〈(ΠnGG∗Πn)−1y, y〉
≤ C|A2αy|2,
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ce qui implique (3.35). En appliquant ce controˆle a` y = DX
(R)
n (s, k) · h, on obtient
|DP (R)t,n Ψ(k) · h| ≤
C
t
‖Ψ‖∞
[
E
∫ t
0
|A2α DX(R)n (s, k) · h|2ds
] 1
2
.
L’ine´galite´ suivante (sans restriction sur α ≥ 1/4), de´ja obtenue par Flandoli et
Maslowski [25], repose sur des estimations a priori de DX
(R)
n (s, k) ·h assez classiques
CE
∫ t
0
|A2α DX(R)n (s, k) · h|2ds ≤ C21,R,t|A2α−
1
2h|2.
Enfin, de`s que α ≤ 1/2, on a aussi
C21,R,t|A2α−
1
2h|2 ≤ C22,R,t|Aαh|2. (3.36)
Les constantes Ci,R,t sont ici inde´pendantes de n et de h, k ∈ Hn, et on obtient
|DP (R)t,n Ψ(k) · h| ≤
C2,R,t
t
‖Ψ‖∞ |h|α.
Finalement, dans l’expression (3.34), on a
sup
k,h∈Hn , |h|α≤1
|DP (R)t,n Ψ(k) · h| ≤
C2,R,t
t
‖Ψ‖∞
ce qui permet d’obtenir (3.33).
Comme la condition (3.31) entraˆıne en particulier que Im(G) est dense dans
D(A
1
2 ), on de´duit des deux re´sultats pre´ce´dents le
Corollaire 3.5.7. Soit 0 < α < 1
2
, et un ope´rateur G ve´rifiant l’hypothe`se (3.31).
Le semigroupe Pt associe´ a` la solution de (3.27) admet une unique mesure invariante
sur D(Aα).
3.6 Pre´sentation des re´sultats du chapitre 4
3.6.1 A propos du bruit
On suppose que le bruit satisfait a` la condition (3.31) pour un α ∈ (1/4, 1/2) et
un ε ∈ (0, 1− 2α). Par exemple, on remarque que G = A−βL ve´rifie cette hypothe`se
de`s que L est un ope´rateur line´aire inversible de H et β ∈ (1/2, 2α]. Le cas le plus
simple et le plus courant survient lorsque Gek = σkek, le bruit prenant alors la forme
GW (t) =
∑
k≥1
σkβk(t)ek. (3.37)
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Connaissant le comportement (3.17) du spectre de A, la condition (3.31) est alors
e´quivalente a`
c
k2α
≤ σk ≤ C
k
1
2
+ε
pour un α ∈ (1/4, 1/2), un ε ∈ (0, 1− 2α) et deux constantes strictement positives
c et C.
Physiquement, la premie`re ine´galite´ est la condition de non de´ge´nerescence qui
assure que l’ensemble des modes est excite´ avec une amplitude suffisante pour le
me´lange du syste`me.
La seconde ine´galite´, est une condition naturelle dans le cas d’une e´tude de
stabilite´ : elle garantit un bruit de classe trace, ce qui signifie que l’e´nergie injecte´e
par unite´ de temps est finie. En effet, on a
E
∣∣∣∣∫ t
0
GdW (s)
∣∣∣∣2 = t tr(Q) <∞
ou` une petite e´quation aux dimensions ( note´es [ · ] ) permet de se convaincre
que t tr(Q) est homoge`ne a` une e´nergie : notant L, T,E les dimensions respectives
de distance, temps et e´nergie on a (en oubliant les densite´s) E = L2/T 2. D’apre`s
l’e´quation on a [dX(t)] = [Gekdβk(t)] = L/T . Comme [dβk(t)]
2 = [dt] = T , on voit
que [Gek] = L/T
3
2 et donc [tr(Q)] = [Gek]
2 = L2/T 3 = E/T .
3.6.2 Plan de l’e´tude
On commence par e´tablir des estimations exponentielles de la solution. En tra-
vaillant sur des approximations fini-dimensionnelles avec la formule de Itoˆ, la condi-
tion de trace finie du bruit permet d’e´tablir la proprie´te´ suivante. On note encore
X la solution de l’e´quation (3.27) et ‖Q‖ := ‖Q‖L(H) la norme d’ope´rateur de Q.
Proposition 3.6.1. Soit 0 < λ0 <
λ1
2‖Q‖ , on a pour tout x ∈ H,
Ex exp
(
λ0|X(t)|2ds
) ≤ exp(λ0t(tr(Q) + |f |2
λ1 − 2‖Q‖λ0
))
eλ0|x|
2
et
Ex exp
(
λ0
∫ t
0
|A 12X(s)|2ds
)
≤ exp
(
λ0t
(
tr(Q) +
|f |2
λ1 − 2‖Q‖λ0
))
eλ0|x|
2
. (3.38)
Ces estimations exponentielles sont centrales. Elle permettent par exemple de
prouver que l’entropie de Donsker-Varadhan J : ν ∈ M1(H) → J(ν) ∈ [0,+∞]
de´finie par (3.10) ve´rifie pour tout 0 < λ0 <
λ1
2‖Q‖
λ0
∫
|A 12x|2dν ≤ J(ν) + λ0
(
tr(Q) +
|f |2
λ1 − 2‖Q‖λ0
)
.
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On montre ainsi que J satisfait le
Lemme 3.6.2. Soit µ l’unique mesure invariante de l’e´quation (3.27).
On a [J = 0] = {µ}. De plus, ∀ν ∈M1(H),
J(ν) < +∞ =⇒ ν  µ, ν(V ) = 1 et
∫
V
|A 12x|2dν < +∞. (3.39)
Dans le chapitre suivant, on donne aussi une preuve alternative (base´e sur la
the´orie des grandes de´viations) de l’existence d’une mesure invariante pour un pro-
cessus Feller-Markov X(t) qui ve´rifie une estimation exponentielle du type (3.38).
Pour obtenir le PGD de la de´finition 3.2.4, dans un premier temps, on utilise
les The´ore`mes 3.2.5, 3.5.5 et 3.5.6 pour l’e´tablir sur l’espace E = D(A
α
). Pour
cela, il faut exhiber des compacts de l’espace D(A
α
). Comme on a α < 1/2, l’in-
jection de D
(
A
1
2
)
dans D(A
α
) est compacte, et les boules de D
(
A
1
2
)
deviennent
ainsi des candidats raisonnables. De plus, a` partir des estimations exponentielles
pre´ce´dentes, on peut de´finir un ensemble M∗λ0,L de mesures initiales sur D (Aα), et
trouver un compact ve´rifiant les conditions de retour (3.7) du crite`re. On e´tablit
plus pre´cise´ment le
Lemme 3.6.3. Pour 0 < λ0 <
λ1
2‖Q‖ et L ≥ 1, on conside`re l’ensemble
M∗λ0,L :=
{
ν ∈M1 (D (Aα)) /
∫
exp
(
λ0|x|2
)
ν(dx) ≤ L
}
. (3.40)
On a alors pour toute mesure ν ∈M∗λ0,L
Eν exp
(
λ0
∫ t
0
|A 12X(s)|2ds
)
≤ exp
(
λ0t
(
tr(Q) +
|f |2
λ1 − 2‖Q‖λ0
))
L. (3.41)
Comme α < 1
2
, l’ensemble
K :=
{
x ∈ D(A 12 ) t.q |A 12x| ≤M
}
est compact dans D (Aα). De plus, pour chaque λ > 0, on peut choisir M suffisam-
ment grand pour que les conditions du The´ore`me 3.2.5 soient ve´rifie´es, par K et
M :=M∗λ0,L.
On en de´duit que la famille Pν(LT ∈ ·) pour T → +∞ ve´rifie le PGD de
la De´finition 3.2.4 sur M1(D (A
α)), uniforme´ment pour les mesures initiales ν ∈
M∗λ0,L.
Une seconde difficulte´ est d’e´tendre ce PGD pour des conditions initiales de
l’espace H, des ouverts et des ferme´s deM1(H). A l’aide des proprie´te´s de re´gularite´
de la solution, comme le (iii) du The´ore`me 3.5.2, et en utilisant le caracte`re locale
d’une borne infe´rieure ainsi que la forme ge´ne´rale des voisinages pour la topologie
τ , on prouve le
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The´ore`me 3.6.4. Soit L > 1, 0 < λ0 <
λ1
2‖Q‖ et une mesure ν ∈Mλ0,L, ou`
Mλ0,L :=
{
ν ∈M1 (H) /
∫
expλ0|x|2ν(dx) ≤ L
}
alors la loi ν˜ := Pν (X(1) ∈ dy) ve´rifie
(a) ν˜ (D (Aα)) = 1
(b)
∫
H
eλ0|x|
2
ν˜(dx) ≤ eλ0CL, ou` C = tr(Q) + |f |2
λ1−2‖Q‖λ0
En particulier ν˜ ∈M∗
λ0,eλ0CL
, et Pν(LT ◦ θ1 ∈ ·) = Pν˜(LT ∈ ·) pour θ1Xt = Xt+1.
On de´duit de cela que la famille Pν(LT ∈ ·) pour T → +∞ ve´rifie le Principe
de Grandes De´viations de la De´finition 3.2.4 sur M1(H), uniforme´ment pour les
mesures initiales ν ∈M :=Mλ0,L.
On peut noter que la classe Mλ0,L des distributions initiales est suffisamment
riche : elle contient les mesures de dirac δx avec x dans n’importe quelle boule de H
centre´e en 0, quitte a` choisir L assez grand.
Il faut aussi souligner qu’un PGD avec la topologie τ est plus fort qu’avec la
topologie usuelle w de la convergence e´troite [18]. Dans le cas des e´quations de
Navier-Stokes, la topologie τ permet par exemple de de´duire des PGD sur d’autres
quantite´s. Plus pre´cise´ment, on e´tablit le
The´ore`me 3.6.5. Soit (B , ‖ · ‖B) un espace de Banach se´parable, et soit g une
fonction mesurable g : D
(
A
1
2
)
→ B borne´e sur les boules du type {x t.q |A 12x| ≤ R}
pour tout R > 0, et telle que
lim
|A 12 x|→∞
‖g(x)‖B
|A 12x|2 = 0.
Alors la famille Pν (LT (g) ∈ ·) ve´rifie un PGD sur B de fonction de taux Ig donne´e
par
Ig(y) = inf{J(ν); J(ν) < +∞, ν(g) = y}, ∀y ∈ B
uniforme´ment pour les conditions initiales ν in Mλ0,L (pour tout L > 1).
Ce the´ore`me s’applique par exemple au cas B = R et g(x) = |A 12x|, ce qui donne
un PGD sur R pour la famille
Pν
(
1
T
∫ T
0
|X(t)|V dt ∈ ·
)
, T > 0
ou` la quantite´ |X(t)|V pre´sente un inte´reˆt physique certain : dans le cas d’un fluide
incompressible, avec des conditions pe´riodiques ou nulles aux bords, elle est e´gale a`
l’amplitude de la vitesse angulaire locale du fluide (voir [11] p17).
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Comme on l’a dit, la description de la vitesse exacte de convergence exponen-
tielle donne´e par notre PGD est surtout qualitative. On propose cependant dans le
chapitre 4 un exemple ou` J est donne´e de fac¸on un peu plus explicite, au moins pour
certaines mesures. Si h ∈ C1(H) ve´rifie 〈GG∗∇Hh(x),∇Hh(x)〉 ≤ C < ∞ ou` ∇H
est le gradient dans H, et pour G syme´trique, on note µh l’unique mesure invariante
du semigroupe associe´ a` l’e´quation perturbe´e
dXt + AXtdt+B (Xt, Xt) dt = fdt+
√
GG∗∇Hh (Xt) dt+GdW˜t , X0 = x,
semigroupe de´fini a` l’aide du the´ore`me de Girsanov. On a alors
J(µh) =
1
2
∫
H
〈GG∗∇Hh,∇Hh〉dµh,
Par contre, on ne peut estimer J(ν) pour des mesures ν plus ge´ne´rales : l’ine´galite´ de
Sobolev logarithmique pour l’e´quation NS2D semble pour l’instant inconnue (voir
cependant les re´cents travaux de Goldys-Maslowski [28] et Hairer-Mattingly [30]
pour l’existence d’un trou spectral dans des espaces ponde´re´s de fonctions borne´es
ou Lipschitz).
3.6.3 Quelques remarques et perspectives...
Pour clore cette section, nous pre´sentons quelques de´veloppements tre`s re´cents
a` propos du comportement ergodique des e´quations de Navier-Stokes stochastiques.
Le cas des conditions pe´riodiques
On peut conduire la meˆme e´tude si on remplace les conditions de type Dirichlet
par des conditions pe´riodiques. Dans le cas du Tore T2 := [0, 2Π]2, par exemple, la
condition (3.12) est remplace´e par une condition de champs moyen nul∫
T2
u(0, ξ)dξ =
∫
T2
u(t, ξ)dξ = 0, ∀t ≥ 0
et la condition pe´riodique aux bords
u(t, ξ + 2piηi) = u(t, ξ), ∀t ≥ 0, ξ ∈ R2, i = 1, 2
ou` {η1, η2} est la base canonique de R2. Ce type de condition a moins de sens phy-
sique, mais a l’avantage de simplifier le cadre fonctionnel pour l’e´tude de l’e´quation.
Par exemple, on a alors A = ∆. Ainsi les valeurs propres λk, et les e´le´ments ek de la
base peuvent eˆtre explicite´s : on rentre dans le cadre des se´ries de Fourier. De plus,
la forme biline´aire B satisfait a` quelques proprie´te´s supple´mentaires inte´ressantes,
comme l’orthogonalite´ 〈B(u, v), Av〉 = 0 (en dimension 2).
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Dans un travail re´cent, Ferrario [23] a prouve´ dans ce nouveau cadre, pour tout
r > 0 fixe´, la proprie´te´ forte de Feller et l’irre´ductibilite´ topologique dans D(Ar)
sous la condition D(A
1
2
+r) ⊂ Im(G) ⊂ D(Ar+ε) Pour r grand, cette e´tude permet
de diminuer largement l’hypothe`se de non de´ge´nerescence.
Pour les grandes de´viations, on doit garder la condition Im(G) ⊂ D(A1/2+ε),
pour que l’ope´rateur Q = GG∗ soit de trace finie, et que la proposition 3.6.1 reste
valide. Cela permet d’obtenir les conditions (3.7) pour des compacts de D(Ar) avec
r < 1/2, et de montrer le PGD de la de´finition 3.2.4 sur H sous une condition
semblable a` (3.31) qui s’e´crit D(A
1
2
+r) ⊂ Im(G) ⊂ D(A1/2+ε) pour r ∈ (0, 1/2) et
ε ∈ (0, r).
Cependant graˆce a` la proprie´te´ d’orthogonalite´ de B, on peut ame´liorer la pro-
position 3.6.1 en s’assurant que tr(GAG∗) <∞, par exemple si Im(G) ⊂ D(A1+ε).
Cela permet d’obtenir les conditions (3.7) pour des compacts de D(Ar) jusqu’a`
r < 1, et donc le PGD sous la condition
D(A
1
2
+r) ⊂ Im(G) ⊂ D(A1+ε)
pour r ∈ (1/2, 1).
Le cas des bruits de´ge´ne´re´s
Dans le cas de bruits de´ge´ne´re´s, c’est a` dire lorsque σk = 0 sauf pour un nombre
fini d’indices k dans (3.37), la situation est plus de´licate. Le semigroupe Pt ne ve´rifie
plus la proprie´te´ forte de Feller. Cependant, Bricmont, Kupiainen, Lefevere [3] et
Weinan E, Mattingly, Sinai [21] ont obtenu l’unicite´ de la mesure invariante, ainsi
que la convergence exponentielle si les σk sont non nuls quand 1 ≤ k ≤ Nν , pour un
certain nombre minimum de modes excite´s Nν qui se comporte en ν
−3 lorsque ν → 0.
Ils ont utilise´ une me´thode introduite par Kuksin et Shirikyan [32] et re´duisent
l’e´tude a` celle des bas modes, les hauts modes e´tant repre´sente´s comme des fonctions
de tout le passe´ des bas modes : la dynamique n’est plus Markovienne.
Plus re´cemment, Hairer, Mattingly et Pardoux [37, 29] ont prouve´ l’ergodicite´
sans la de´pendance en la viscosite´, et pour une condition purement ge´ome´trique
sur le nombre N de modes a` forcer. Dans ce cadre hypoelliptique, ils ont utilise´ des
outils de calcul de Malliavin pour montrer que le semigroupe Pt ve´rifie une proprie´te´
asymptotiquement forte de Feller du type
|∇Ptφ(x)| ≤ C(|x|) (‖φ‖∞ + δt‖∇φ‖∞)
ou` δt → 0 lorsque t → ∞. Ce re´sultat ainsi qu’une proprie´te´ d’irre´ductibilite´ leur
permet d’e´tablir l’unicite´ de la mesure invariante.
Sans la proprie´te´ forte de Feller, le PGD pour la topologie τ ne peut eˆtre prouve´
et semble faux. La norme en variation totale n’est plus adapte´e. Cependant, un
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trou spectral du semigroupe a pu eˆtre e´tabli dernie`rement par Hairer et Mattingly
[30] pour une distance de Wasserstein. Le Principe de Grandes De´viations pour la
topologie faible w est un proble`me ouvert inte´ressant.
Le cas 3-D
Le cas tridimensionnel est beaucoup plus de´licat. L’existence d’une solution
faible globale a` l’e´quation peut s’obtenir par des techniques analogues, dans les cas
de´terministes et stochastiques. Par contre, le fameux proble`me de l’unicite´ empeˆche
d’utiliser les arguments pre´ce´dents pour de´finir un semigroupe de transition. Il faut
ne´cessairement conside´rer des solutions faibles au sens probabiliste : l’espace de
probabilite´ de base n’est pas fixe´, son existence est affirme´e dans la de´finition du
concept de solution. Le proble`me ouvert de l’unicite´ en loi qui se pose alors semble
plus abordable.
En conside´rant l’e´quation de Kolmogorov associe´e, Da Prato et Debussche [8]
ont montre´ l’existence d’un semigroupe de Markov, limite d’approximations de Ga-
lerkin, associe´ aux solutions faibles de l’e´quation. Des travaux de Flandoli et Romito
[26], puis Debussche et Odasso [14] affinent cette proce´dure. Dans [14], des bruits
multiplicatifs sont aussi traite´s, et sous des conditions de non de´ge´ne´rescence, le se-
migroupe obtenu ve´rifie les proprie´te´s fortes de Feller et d’irre´ductiblite´ topologique.
Ces diffe´rents re´sultats devraient permettre d’e´tablir le PGD du crite`re 3.2.5.
Enfin, il faut noter qu’un re´sultat de convergence exponentielle a e´te´ prouve´ dans le
cadre pre´ce´dent par Odasso [40] en utilisant des arguments de couplage.
3.7 Pre´sentation des re´sultats du chapitre 5
Prenons le cas de conditions aux bords pe´riodiques pour comple´ter les e´quations
de Navier-Stokes. Le roˆle central est joue´ par l’espace L2 fermeture pour la topologie
L2 de l’ensemble des champs de vecteurs (u1, u2) qui soient C
∞ a` divergence nulle
et de moyenne nulle sur T2. On note (ej) la base de Fourier de L2. La formulation
abstraite (3.13) s’e´crit alors
du(t, ξ) + νAu(t, ξ)dt+B(u, u)dt = f(t, ξ)dt, t ≥ 0, ξ ∈ T2 (3.42)
ou` T2 = [0, 2pi]2 est le tore.
Plutoˆt que de conside´rer un bruit blanc en temps, certains auteurs ont sugge´re´
l’ajout d’une δ-force dite perturbation sous forme de kicks. La force conside´re´e s’e´crit
alors
f(t, ξ) =
∑
k≥0
δ(t− k)ηk(ξ) (3.43)
ou` les ηk sont des v.a.i.i.d dans L2. Cela signifie que la force change u(k, ξ) en
u(k+0, ξ) = u(k, ξ)+ηk alors que, pour k ≤ t < k+1, u(t, ξ) ve´rifie l’e´quation (3.42)
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avec f = 0 et la condition initiale u(k + 0, ξ). Plus pre´cise´ment, pour {St, t ≥ 0} le
flow de l’e´quation (3.42) avec f = 0, les valeurs de la solution u sur [k, k + 1) sont
donne´es pour tout entier k par
u(t) :=
{
St−ku(k + 0), pour k ≤ t < k + 1
S1u(k + 0) + ηk+1 pour t = k + 1
Ainsi, l’e´tude du comportement en temps grand de l’e´quation perturbe´e par la force
(3.43) revient a` l’e´tude du syste`me dynamique
uk = S(uk−1) + ηk (3.44)
ou` S = S1 et uk = u(k + 0, ·) ∈ L2.
Pour obtenir des re´sultats pre´cis sur le comportement ergodique, il faut naturel-
lement faire des hypote`ses sur la structure du bruit. Ce mode`le a e´te´ introduit par
Kuksin et Shirikyan [32, 33] qui ont d’abord regarde´ l’unicite´ de la mesure invariante
pour des v.a.i.i.d ηk de la forme
ηk =
∑
j≥1
bjξj,kej
ou` la distribution de la variable ale´atoire re´elle ξj,k est inde´pendante de k et posse`de
une densite´ par rapport a` la mesure de Lebesgue avec de bonnes proprie´te´s, tandis
que les bj sont des coefficient re´els . Ils ont e´tabli l’ergodicite´ sous une condition
de non de´ge´ne´rescence i.e bj 6= 0 pour les premiers rangs. Ils ont ensuite prouve´
dans [32] (voir aussi Masmoudi et Young [35]) la convergence exponentielle vers la
solution stationnaire lorsque les ξj,k sont a` support borne´. Enfin, Shirikyan [41] a
re´cemment e´tendu ce re´sultat au cas non borne´, lorsque la densite´ des ξj,k admet
certains moments exponentiels. Pour ces diffe´rents exemples, ou` un bon compor-
tement ergodique est prouve´, il serait inte´ressant d’e´tablir un principe de grandes
de´viations.
Dans ce chapitre, on laisse de coˆte´ le proble`me de l’unicite´ de la mesure d’e´quilibre
et du comportement asymptotique. On cherche des conditions simples sur ηk per-
mettant d’assurer l’existence d’une mesure invariante. On de´montre en effet, le
The´ore`me 3.7.1. Si il existe c0 > 0 tel que
E log(1 + c0‖ηk‖L2) <∞ (3.45)
alors la chaˆıne de Markov (3.44) associe´e aux e´quations de Navier-Stokes admet une
mesure invariante.
En fait, on e´tablit un crite`re d’existence de mesure invariante dans un cadre plus
ge´ne´ral. Soit (E, | · |) un espace de Banach, B(R) la boule centre´e en 0 de rayon R.
On montre d’abord le
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The´ore`me 3.7.2. Soit P un noyau de transition de Feller. On suppose que
(i) il existe une fonction u : E → [0,∞] borne´e sur les boules telle que
∃R, b > 0, ∀x ∈ E, Pu(x) ≤ u(x)− 1 + b1IB(R)(x),
(ii) pour tout R > 0, la famille de lois {P (x, dy), x ∈ B(R)} est tendue.
Alors P admet une mesure invariante.
Les conditions sur la de´rive de type (i) pour les chaˆınes de Markov ont e´te´ e´tudie´es
par Meyn et Tweedie [39] lorsque B(R) est remplace´e par un compact. Le re´sultat
que l’on obtient est plus facile a` manipuler, en particulier dans le cas d’un espace E
de dimension infinie. On en de´duit le
The´ore`me 3.7.3. On conside`re le syste`me dynamique dans E de´fini par
Xk+1 := S(Xk) +Wk+1 (3.46)
ou` (Wk)k≥1 est une suite de v.a.i.i.d dans E. On suppose que
(a) l’ope´rateur S : E → E est continu et pour tout R > 0, l’ensemble S (B(R)) est
relativement compact
(b) il existe 0 < r < 1 et R0 > 0 tels que pour tout |x| ≥ R0, |S(x)| ≤ r|x|
(c) il existe c0 > 0 tel que E log(1 + c0|W |) <∞.
Alors le syste`me (3.46) posse`de une mesure invariante µ ∈M1(E).
Ce the´ore`me permet notamment de traiter le cas de l’e´quation (3.42) bruite´e par
une force de la forme (3.43). Cependant les conditions lie´es (b) et (c) peuvent eˆtre
module´es selon les mode`les : par exemple, quitte a` renforcer (c) en E|W | < ∞, on
peut affaiblir (b) en
∃0 < C0 ≤ R0, C0 > 0, t.q |S(x)| ≤ |x| − C0, ∀|x| ≥ R0.
En fait, le The´ore`me 3.7.2 est valide dans le cas plus ge´ne´ral d’un espace me´trique
(E, d) complet et se´parable.
3.8 Pre´sentation des re´sultats du chapitre 6
3.8.1 Ge´ne´ralite´s sur l’e´quation de Burgers
En 1948, Burgers se propose d’e´tudier de manie`re intensive l’e´quation parabo-
lique non line´aire suivante comme mode`le simple pour la turbulence. On conside`re
un fluide confine´ dans le segment [0, 1], l’e´volution du champ des vitesses X(t, ξ) est
donne´ par
dX(t, ξ)
dt
= ∆X(t, ξ) +
1
2
DξX
2(t, ξ), t ≥ 0, ξ ∈ [0, 1]. (3.47)
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Cette e´quation est comple´te´e par des conditions aux bords homoge`nes de type Di-
richlet X(t, 0) = X(t, 1) = 0 et par une condition initiale X(0, ξ) = x(ξ), ξ ∈ [0, 1].
La quantite´ re´elle X(t, ξ) repre´sente la vitesse au temps t du fluide se trouvant a`
l’endroit ξ. C’est une premie`re approximation pour les e´quations de Navier-Stokes,
puisqu’elle repre´sente de la manie`re la plus simple l’e´quilibre entre le processus de
convection non line´aire 1
2
DξX
2(t) et le processus de dissipation ∆X(t) (On a e´crit
l’e´quation avec une viscosite´ e´gale a` 1).
De nombreux auteurs [5, 6] ont sugge´re´ d’utiliser l’e´quation de Burgers stochas-
tique comme mode`le simple pour la turbulence. Les simulations nume´riques donnent
des re´sultats inte´ressants : pour des conditions initiales distinctes on observe une
convergence rapide des moyennes en temps vers une valeur commune. Ce chapitre
est consacre´ a` l’e´tude de cette convergence par des me´thodes analogues aux chapitres
3 et 4.
Il s’agit en fait d’un travail ante´rieur, dans lequel certaines e´tapes de la preuve
de notre version du The´ore`me 3.2.5 sont de´taille´es, notamment l’obtention de la
borne infe´rieure uniforme. De plus, un re´sultat de convergence des approximations
fini-dimensionnelles est e´tabli. Ces points, ainsi que l’e´tude du mode`le en elle-meˆme,
justifient ce chapitre additionnel.
Avant cela, rappelons que pour l’e´tude de´terministe de cette EDP, un outil puis-
sant est la transforme´e de Hopf-Cole : elle rame`ne l’e´quation (3.47) en une e´quation
line´aire du type de la chaleur. Cependant, dans le cas stochastique, cet outil est
difficile a` utiliser : il transforme le bruit additif en un bruit multiplicatif. On renvoie
au travail de Dermoune [16] pour cette approche diffe´rente de la noˆtre.
3.8.2 Les re´sultats connus
On conside`re ici l’e´quation stochastique de Burgers en dimension 1, sur le segment
[0, 1], qui prend la forme
dX(t) =
(
∆X(t) +
1
2
DξX
2(t)
)
dt+Q
1
2dW (t); X(0) = x (3.48)
avec les conditions de Dirichlet aux bords.
Pre´cisons d’abord les termes qui apparaissent dans cette e´quation. La condition
initiale ve´rifie x ∈ H ou` on note H := L2(0, 1) l’espace des fonctions de carre´
inte´grable e´quipe´ de la norme ‖ · ‖2. Le laplacien ∆ est un ope´rateur syme´trique non
borne´ de´fini sur son domaine D(∆) dans H, qui est l’intersection de deux espaces
de Sobolev (voir [1] pour les de´finitions)
D(∆) =
{
u ∈ H2(0, 1) : u(0) = u(1) = 0} = H2(0, 1) ∩H10 (0, 1)
On note Dξ ou ∇ la de´rive´e par rapport a` la variable d’espace. Le processus
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W (t) est un Wiener cylindrique sur H qui admet la repre´sentation
W (t) =
∑
k≥1
βk(t)ek(x) (3.49)
ou` les βk sont des mouvements Browniens re´els standards inde´pendants sur (Ω,F ,P),
et (ek)k est la base orthonorme´e qui diagonalise ∆ dansH, dont l’expression explicite
est ek(x) =
√
2/pi sin(kpix) pour k ≥ 1. L’ope´rateur line´aire syme´trique Q ∈ L(H)
ve´rifie, dans toute la suite, les deux hypothe`ses suivantes :
(i) Tout d’abord, Q est un ope´rateur a` trace, i.e
tr(Q) <∞ (3.50)
ou` tr(Q) :=
∑
k≥1〈Qek, ek〉H , ce qui signifie que l’e´nergie injecte´e dans le syste`me
est finie. Ainsi Q
1
2W (t) prend un sens dans H.
(ii) De plus, Q ve´rifie la condition de non de´ge´nerescence suivante
Im
(
(−∆)− δ2
)
⊂ Im
(
Q
1
2
)
pour
1
2
< δ < 1. (3.51)
Par exemple, dans le cas simple Q
1
2 ek = σkek ou` σk ∈ R, et comme en dimension
1 les valeurs propres de ∆ sont les λk = k
2pi2, les conditions (3.50) et (3.51) sont
ve´rifie´es de`s que c/k < |σk| ≤ C/k 12+ε pour deux constantes positives c et C et
un petit ε > 0. On remarque d’ailleurs, du fait de la dimension, l’exposant 2 qui
distingue (3.51) des conditions (3.31) qui jouent le roˆle analogue pour Navier-Stokes.
On de´note S(t) le semigroupe du Laplacien sur H, i.e S(t) = et∆, et on conside`re
les solutions au sens inte´gral suivant.
De´finition 3.8.1. On dit que X ∈ C ([0, T ], L2(0, 1)) est une solution mild de
l’e´quation (3.48) si X(t) est adapte´ a` (Ft), la tribu de l’information du processus de
Wiener jusqu’au temps t et pour tout re´el t ≥ 0, on a
X(t) = S(t)x+
∫ t
0
S(t− s)1
2
DξX
2(s)ds+
∫ t
0
S(t− s)GdW (s)
pour toute condition initiale x ∈ H, P-presque suˆrement.
On rappelle qu’en dimension 1, l’espace de Sobolev H10 (voire [1]) est donne´ par
H10 = {x : [0, 1]→ R; x abs. continue, x(0) = x(1) = 0, Dξx ∈ H} .
Le the´ore`me suivant reprend des travaux re´alise´s autour de l’e´quation (3.48) durant
les quinze dernie`res anne´es notamment par Da Prato, Debussche, Gatarek, Temam,
Goldys et Maslowski (voir [7, 9, 10, 28]).
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The´ore`me 3.8.2. Sous les conditions (3.50) et (3.51),
(1) pour tout T > 0, l’e´quation (3.48) admet une unique solution mild, qui ve´rifie
X ∈ C ([0, T ], L2(0, 1)) ∩ L2 ([0, T ], H10) .
(2) Le processus solution est de Markov, et son semigroupe de transition Pt sur H
admet une mesure invariante.
(3) Enfin, le semigroupe Pt est topologiquement irre´ductible (TI) et posse`de la pro-
prie´te´ forte de Feller (FF) sur H. En particulier, la mesure invariante est
unique. On la note µ par la suite.
Contrairement a` l’e´quation de Navier-Stokes, on a directement les proprie´te´s du
semigroupe sur l’espace de base H, ce qui rend l’e´tude un peu plus directe.
3.8.3 Les re´sultats obtenus
Comme on l’a de´ja` souligne´, les proprie´te´s (FF) et (TI) impliquent que l’entropie
de Donsker Varadhan J ve´rifie [J = 0] = {µ}, l’unique mesure invariante, ainsi que
J(ν) < +∞ =⇒ ν  µ pour ν ∈M1(H).
Elle permettent aussi d’identifier certaines transforme´es de Legendre avec J (voir
Appendix B dans [45]). Ainsi, pour e´tablir dans un premier temps la borne supe´rieure
pour la topologie faible, on peut utiliser une version du the´ore`me de Ga¨rtner-Ellis
(voir le The´ore`me 7.2.1 dans l’Annexe). Il s’agit donc de montrer une proprie´te´ de
tension exponentielle, a` l’aide des estimations a priori suivantes
The´ore`me 3.8.3. Pour 0 < λ0 <
pi2
2||Q|| , le processus Nt a` valeurs dans R
+ de´fini
par
Nt := exp
(
λ0
∫ t
0
||∇X(s)||22ds− λ0tr(Q)t
)
eλ0||X(t)||
2
2
est une surmartingale. On a en particulier
Exeλ0
R t
0 ||∇X(s)||22ds ≤ eλ0tr(Q)teλ0||x||22 , ∀x ∈ H (3.52)
Pour e´tablir ce re´sultat, on travaille sur les approximations fini-dimensionnelles
de la solution donne´es par
dXn(t) =
(
∆Xn(t) +
1
2
ΠnDξ(Xn)
2(t)
)
dt+GndW (t) ; Xn(0) = Πnx (3.53)
ou` Πn est la projection othogonale sur Hn := V ect(e1, . . . , en), l’espace vectoriel
engendre´ par les n premiers vecteurs propres, et Gn := ΠnQ
1
2 . N’ayant pas trouve´
de re´sultat de convergence dans la litte´rature pour le passage a` la limite qui donne
(3.52), on a prouve´ le re´sultat suivant.
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The´ore`me 3.8.4. La solution Xn de (3.53) converge vers la solution X de l’e´quation
(3.48) dans l’espace C([0, T ];H) et dans l’espace L2([0, T ];H10 ) presque suˆrement.
Comme pour l’e´quation de Navier-Stokes, le cote´ droit de (3.52) incite a` intro-
duire, pour 0 < λ0 <
pi2
2||Q|| et L > 1, l’ensemble de mesures initiales
Mλ0,L :=
{
ν ∈M1(H) /
∫
H
exp(λ0‖x‖22)ν(dx) ≤ L
}
sur lequel on e´tablit d’abord la tension exponentielle uniforme et la borne supe´rieure
faible suivante.
Proposition 3.8.1. Pour tout ε > 0, il existe un compact K = Kε de M1(H) pour
la topologie faible tel que
lim sup
t→∞
1
t
log sup
ν∈Mλ0,L
Pν(Lt /∈ K) ≤ −1
ε
.
Ainsi, pour tout ferme´ F de M1(H) muni de la topologie faible σ (M1(H), Cb(H)),
lim sup
t→∞
1
t
log sup
ν∈Mλ0,L
Pν(Lt ∈ F ) ≤ − inf
F
J.
La borne infe´rieure uniforme est le point de´licat. On reprend les notations du
The´ore`me 3.2.5. Soit Θ := C(R+, H) e´quipe´ de τp := σ (M1(Θ),∪t≥0bF0t ) ou` bF0t est
l’ensemble des fonctions sur Θ, qui sont mesurables pour F0t et borne´es. On rappelle
que RT est la mesure empirique au niveau processus (3.8) et H : M1(Θ) → [0,∞]
l’entropie de niveau 3 de´finie par (3.9) et on pre´sente maintenant une borne infe´rieure
ge´ne´rale, e´tablie par Wu [45], et rappele´e dans le chapitre 7 (The´ore`me 7.1.1). Pour
tout ouvert O dans (M1(Θ), τp),
lim inf
t→∞
1
t
logPx(Rt ∈ O) ≥ − inf
O
H, µ− pp x ∈ H (3.54)
ou` µ est l’unique mesure invariante. On peut en de´duire une borne infe´rieure uni-
forme, en se servant d’une borne supe´rieure. Pour cela on e´tablit en effet la
Proposition 3.8.5. On suppose que la borne supe´rieure uniforme suivante est
ve´rifie´e : pour tout τ -ferme´ F dans M1(H),
lim sup
T→∞
1
T
log sup
ν∈M
Pν(LT ∈ F ) ≤ − inf
F
J. (3.55)
Si J est une bonne fonction de taux sur (M1(H), τ), et que la borne ge´ne´rale (3.54)
est valide, alors on a la borne infe´rieure uniforme : pour tout τ -ouvert G dans
M1(H),
lim inf
T→∞
1
T
log inf
ν∈M
Pν(LT ∈ G) ≥ − inf
G
J.
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Cependant la Proposition 3.8.1 ne suffit pas, puisqu’il faut une borne supe´rieure
pour la topologie τ . Il faut donc prouver (3.55). Sous les conditions (FF) et (TI),
d’apre`s le The´ore`me B.5 dans [45] et Lemme 7.2.2 (voir annexe), il se trouve que les
conditions de retour du The´ore`me 3.2.5 sont suffisantes.
Il reste a` exhiber des compacts de l’espace H := L2(0, 1) en utilisant que l’in-
jection H10 ⊂ L2 est compacte (c’est un cas particulier du the´ore`me de Rellich, cf
[1]). Des candidats naturels sont les boules de l’espace H10 , et les estimations de la
solution pour la norme |x|H10 = ‖∇x‖2 donne´e par le The´ore`me 3.8.3 permettent de
s’en sortir.
Finalement, le PGD de la de´finition 3.2.4 s’ensuit sur M :=Mλ0,L. On montre
que J ve´rifie aussi J(ν) < +∞ =⇒ ν(H10 ) = 1 et
∫
H10
‖∇x‖22dν < +∞. Enfin, la
topologie τ permet encore des applications a` certaines quantite´s physiques re´elles...
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Chapitre 4
A large deviation principle for a
2D stochastic Navier-Stokes
equation
Chapitre re´dige´ en anglais.
Article accepte´ par Stochastic Processes and their Applications
Abstract : In this paper one specifies the ergodic behavior of the 2D-stochastic
Navier-Stokes equation by giving a Large Deviation Principle for the occupation
measure for large time. It describes the exact rate of exponential convergence. The
considered random force is non-degenerate and compatible with the strong Feller
property.
Keywords : Stochastic Navier-Stokes Equation, Large Deviations, Occupation
Measure.
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4.1 Introduction and Results
Let us introduce the two-dimensional incompressible Navier-Stokes equation (NSE in
short), which describes the evolution of an incompressible fluid. It is most frequently
written in terms of the velocity field u at each point ξ in the domain. Let D be a
bounded domain of R2 with smooth boundary ∂D, we consider the equation
du(t, ξ)
dt
+ (u(t, ξ).∇)u(t, ξ)−∆u(t, ξ) +∇P (t, ξ) = g(ξ) + η(t, ξ) , (4.1)
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for t ≥ 0, ξ ∈ D, and subject to the incompressibility condition
div u(t, ξ) = 0 , t ≥ 0 , ξ ∈ D ,
the boundary condition
u(t, ξ) = 0 , t ≥ 0 , ξ ∈ ∂D
and the initial condition u(ξ, 0) = x(ξ) for ξ ∈ D. In (4.1), the function g is a
deterministic external forcing and η a random forcing taking form (4.5) detailed
later. For simplicity, we have written the equation in dimensionless form, and with
the viscosity equal to 1. It is also possible to work with periodic boundary conditions.
In the usual way, by applying to (4.1) the projection to the linear space of
divergence free vector fields (often called Leray projector), the pressure P disappears
from the equations. Let V be the space of C∞ 2-dimensional vector fields u(ξ) on
D with compact support strictly contained in D, and satisfying div u(ξ) = 0. We
denote by H (respectively V ) its closure in the L2 topology (respectively in the H1
topology). According to the classical theory of Navier-Stokes equations, we have
H = {u ∈ [L2(D)]2 s.t. div u = 0, γν(u) = 0}
V = {u ∈ [H10 (D)]2 s.t. div u = 0}
where γν(u) is a trace that coincides with u · ν for smooth u, ν being the outer
normal to ∂D (see for example the book of Temam [26, Chap.1]).
Moreover | · | and 〈·, ·〉 stand for the norm and inner product in H. Identifying
H with its dual H ′ and identifying H ′ with a subspace of V ′ (the dual space of V )
we have V ⊂ H ⊂ V ′, and we also denote by 〈·, ·〉 the duality between V and V ′.
Let us define the linear operator A in H by the formula
Au = −Pdiv∆u , ∀u ∈ D(A) =
(
H2(D)
)2 ∩ V
and the bilinear operator B : V × V → V ′ by B(u, v) = Pdiv(u · ∇)v where Pdiv
is the L2 projection operator onto the space H of divergence-free vector field. The
space V coincides with D
(
A
1
2
)
and is endowed with the norm |x|V = |A 12x|. The
unbounded linear operator A is closed, positive and selfadjoint in H, with compact
inverse A−1. Following classical spectral theory, we denote by 0 < λ1 ≤ λ2 ≤ ... the
eigenvalues of A and by e1, e2, .. a corresponding complete orthonormal system of
eigenvectors. Finally we can define the fractional powers Aα and their domains, the
spaces D (Aα) equipped with the norm |u|α := |Aαu|, that correspond to Sobolev
spaces [H2α(D)]
2
with the suitable conditions. We remark in particular that D (Aα)
is dense in D
(
Aβ
)
for α > β ≥ 0, and that for any α > 0,
|x| ≤ 1
λ1
α |Aαx|. (4.2)
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The incompressibility condition implies for any u, v, z in V
〈B(u, v), v〉 = 0 , 〈B(u, v), z〉 = −〈B(u, z), v〉. (4.3)
By applying to each term of the NSE the projection operator Pdiv, we formally
rewrite the system (4.1) in the abstract form :
dX(t) + AX(t)dt+B (X(t), X(t)) dt = fdt+ Pdivη(t, ξ)dt ; X(0) = x (4.4)
where X(t) is identified with u(t, ·) and f = Pdivg (the irrotational components of
f and η are absorbed in the term ∇P (t, ξ), see [26]).
In mathematical literature, it is common to assume the random force Pdivη(t, ξ)dt
to be random fields that are smooth in x, while as a function of time t they are white
noises (see [7] for example). Since we are interested in the long time behavior of
equation (4.4), both the forcing terms are assumed to be stationary in order to have
an autonomous system (i.e f ∈ H do not depend on the time variable t, whereas
the white noise is by definition a stationary process).
Let us describe the form of the noise. We assume that
Pdivη(t, ξ)dt = GdW (t) (4.5)
whereW (t) is a standard cylindrical Wiener process in H (see [7]) defined on a fixed
probability space (Ω,F ,P) and G : H → H is a bounded linear operator satisfying
D
(
A2α
) ⊂ Im(G) ⊂ D (A 12+ε) , for some 1
4
< α <
1
2
, ε ∈
(
0, 2α− 1
2
]
. (4.6)
Here, Im(G) is the range of the operator G. Roughly speaking, the first embedding
in (4.6) means that the noise is not too degenerate, and the second implies that
tr(G∗G) <∞ (i.e, the energy injected by the random force is finite) and also gives
us more spatial regularity for the solution to (4.4).
The stochastic NSE has been intensively studied since the work of Bensous-
san and Temam [2]. Here we adopt the approach of generalized solutions given
by Flandoli [13] (see for instance Flandoli and Gatarek [14] for solutions in law
called martingale solutions). On a fixed probability space he built an associated
Markovian semigroup of transition with an invariant measure. Under a condition of
non-degenerance of type (4.6) for the noise, the uniqueness of the invariant measure
was first showed by Flandoli and Maslowski [15] and in a more classical way by
Ferrario [12]. Goldys and Maslowski [17] established recently the exponentially fast
convergence of transition measures to the invariant measure. More references on the
degenerated noise case will be presented in Remarks 4.1.6.
Under (4.6), it is known (see next section for more details and references) that
the solution X(t) of (4.4) is a Markov process with a unique invariant measure µ
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supported by D (Aα). By the uniqueness (see [7]), µ is ergodic in the sense that
lim
T→∞
1
T
∫ T
0
Ψ(X(t, x)) dt =
∫
Ψdµ P-a.s.
for all initial conditions x and all continuous and bounded functions Ψ.
In the sequel, Px is the law on C(R+, H) of the Markov process with x ∈ H as
initial state, and for any initial measure ν on H, let Pν(·) :=
∫
H
Px(·)ν(dx). Our
aim is to establish the large deviation principle (LDP in short) for the occupation
measure Lt of the solution X to (4.4) given by
Lt(A) :=
1
t
∫ t
0
δX(s)(A)ds, ∀A ∈ B(H)
where δa is the Dirac measure at a, and B(H) the Borelian σ-field in H. Notice
that Lt is a random measure on H but in fact supported on D (A
α), because of the
regularity of X, given by Theorem 4.2.2 below. The LDP for empirical measure is
one of the strongest ergodic result for the long time behavior of Markov processes.
This is a traditional subject in probability since the pioneering work of Donsker and
Varadhan [10], however in our infinite dimensional setting their assumptions are not
satisfied (see [8, 9] for an introduction to Large Deviation theory).
Let us begin with some necessary definitions. For E = H or E = D (Aα), let
M1(E) be the space of probability measures (resp. Mb(E) the space of signed σ-
additive measures of bounded variation) on E equipped with the Borel σ-field B.
On the space Mb(E) (or M1(E) its subspace), we consider σ (Mb(E), bB(E)), the so
called τ -topology of convergence against measurable and bounded functions which
is much stronger than the usual weak convergence topology σ (Mb(E), Cb(E)). The
duality relation between ν ∈Mb(E) and Ψ ∈ bB(E) will be denoted by
ν(Ψ) :=
∫
E
Ψdν.
It is time to state our main result.
Theorem 4.1.1. Let f ∈ H and 1
4
< α < 1
2
a fixed number such that (4.6) holds
(throughout this paper). Let 0 < λ0 <
λ1
2‖Q‖ , where ‖Q‖ is the norm of Q := GG∗ as
an operator in H and
Mλ0,L :=
{
ν ∈M1 (H) /
∫
H
eλ0|x|
2
ν(dx) ≤ L
}
. (4.7)
The family Pν(LT ∈ ·) as T → +∞ satisfies the large deviation principle (LDP)
with respect to the topology τ , with speed T and the rate function J , uniformly for
any initial measure ν in Mλ0,L where L > 1 is any fixed number. Here the rate
function J : M1 (H) → [0,+∞] is the level-2 entropy of Donsker-Varadhan defined
by (4.14) below. More precisely we have:
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i) J is a good rate function on M1 (H) equipped with the topology τ of the conver-
gence against bounded and borelian functions, i.e., [J ≤ a] is τ -compact for
every a ∈ R+.
ii) for all open set G in M1 (H) with respect to the topology τ ,
lim inf
T→∞
1
T
log inf
ν∈Mλ0,L
Pν(LT ∈ G) ≥ − inf
G
J
iii) for all closed set F in M1 (H) with respect to the topology τ ,
lim sup
T→∞
1
T
log sup
ν∈Mλ0,L
Pν(LT ∈ F ) ≤ − inf
F
J .
Furthermore, we have for µ the invariant measure, and ∀ν ∈M1(H),
J(ν) < +∞ =⇒ ν  µ, ν(V ) = 1 and
∫
V
|A 12x|2dν < +∞. (4.8)
The LDP w.r.t. the topology τ is much stronger than that w.r.t. the usual
weak convergence topology as in Donsker-Varadhan [10]. Indeed, this theorem and
the estimate (4.23) below have interesting consequences for which the topology τ
is crucial. For instance, LDP can be deduced for many non-continuous physical
observables of the system such as |x|V := |A 12x|, the Sobolev norm (which is not
continuous on H).
Corollary 4.1.2. Let (B , ‖ · ‖B) a separable Banach space, and f : D
(
A
1
2
)
→ B
a measurable function bounded on the balls {x s.t |A 12x| ≤ R} for any R > 0, and
satisfying
lim
|A 12 x|→∞
‖f(x)‖B
|A 12x|2 = 0. (4.9)
Then Pν (LT (f) ∈ ·) satisfies the LDP on B with speed T and the rate function If
given by
If (y) = inf{J(ν); J(ν) < +∞, ν(f) = y}, ∀y ∈ B
uniformly over initial distributions ν in Mλ0,L (for any L > 1).
As a particular case of Corollary 4.1.2, we can state the
Proposition 4.1.3. As T →∞, the family
Pν
(
1
T
∫ T
0
Xtdt ∈ ·
)
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satisfies a LDP on D
(
A
1
2
)
with speed T and the rate function I defined by
I(z) = inf
{
J(ν); J(ν) < +∞, ν (x) = z
}
, ∀z ∈ D
(
A
1
2
)
uniformly over initial distributions ν in Mλ0,L (for any L > 1).
Remarks 4.1.4. We give now two examples of noises in our class (4.6). Let us first
represent the cylindrical Wiener process W (t) as a series with respect to the system
(ek)k which diagonalizes A on its domain, and define Gek = σkek, so that
GW (t) =
∞∑
k=1
σkβk(t)ek
where (βk)k∈N is a family of independent real valued standard Brownian motions.
The condition (4.6) is
c
k2α
≤ σk ≤ C
k
1
2
+ε
for two positive constants c and C, and k large enough since λk ∼ k as k → ∞.
Hence, the cylindrical Wiener process with values inD (A2α), that is when σiλ
2α
i = 1,
is allowed.
A more general example of noise for which our assumption holds for 1
4
< α < 1
2
fixed is G := A−βL where L is any linear bounded and invertible operator on H and
1
2
< β ≤ 2α.
Remarks 4.1.5. The class (4.7) of initial distributions for the uniform LDP is
sufficiently rich. For example, choosing L large enough, it includes all the Dirac
probability measures δx with x in any ball of H.
Remarks 4.1.6. During the last years, a lot of progresses have been done in the
treatment of very degenerated noises (acting only on a finite number of modes as in
Kolmogorov’s turbulence theory). In this case Bismut-Elworthy-Li formula become
irrelevant, and the Strong Feller property does not hold. However a careful analysis
of the dynamic allow to obtain uniqueness of invariant measure. We refer to the
works of Weinan E, Mattingly and Sinai (see [11, 23]) where only a finite number
N of low modes is forced where N depends on the viscosity. More recently, Hairer,
Mattingly and Pardoux (see [20]) have removed this last dependence of N on the vis-
cosity and have established the uniqueness when only four lowest modes are forced.
Degenerated kick noises have also been considered by Kuksin and Shirikyan among
others (see [22]). For all thoses cases, we believe that the LDP w.r.t the topology
τ is false. The LDP w.r.t the weak convergence topology in that degenerated noise
case is an interesting open problem. Finally the 3D case is much more delicate. But
it seems possible, by selecting solutions to build a Makovian semigroup with strong
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Feller and irreducibility properties (see Da-Prato, Debussche [6] and Odasso [24]).
It is hoped that our method will make it possible to treat this 3D-case with a non
degenerate noise.
Remarks 4.1.7. In another direction, a Wentzell-Freidlin type large deviation prin-
ciple was proved by Chang [4] for the paths of the solution when the magnitude of
the additive noise tends to zero. This result is extended to the multiplicative noise
case by Sritharan and Sundar [25] (see also the recent works of Collina, Livi, Mazzino
[5] and Amirdjanova, Xiong [1]).
This paper is organized as follows. In section 2, we recall results on existence and
uniqueness of solution, and invariant probability measure for the equation (4.4). In
section 3, we present some general facts about Large Deviations for strongly Feller
and topologically irreducible Markov processes. Then, in section 4, we prove a
useful exponential estimate for the solution, and we do some comments on the rate
function which governs the LDP. We establish first this LDP on D(Aα) in section 5,
and we extend it on H in section 6. Finally, Proposition 4.1.3 and Corollary 4.1.2
are investigated in section 7.
4.2 Existence and uniqueness results for the so-
lution and the invariant measure
Following the literature ([12, 13, 15, 17] among many others), we say that a pro-
gressively measurable process X(t) is a generalized solution of equation (4.4) if
X ∈ C([0, T ], H) ∩ L2
(
[0, T ], D(A
1
4 )
)
P− a.s.
and the equation is satisfied P-a.s. in the weak sense
〈X(t), y〉+
∫ t
0
〈X(s), Ay〉ds−
∫ t
0
〈B (X(s), y) , X(s)〉ds
= 〈x, y〉+ t〈f, y〉+ 〈GW (t), y〉
for all t ∈ [0, T ], y ∈ D(A) and the initial condition x ∈ H. This definition is
justified by the properties (4.3) of the non linearity B, and the Sobolev continuous
embedding D(A
1
4 ) ⊂ [L4(D)]2 since
〈B (X(s), y) , X(s)〉 ≤ C|A 12y| |X(s)|2[L4(D)]2 ≤ C|A
1
2y| |A 14X(s)|2.
Hence all the terms make sense.
Flandoli [13] proved for the first existence of a solution under the weaker as-
sumption Im(G) ⊂ D(A 14+ε) : the classical definition of solution was not adapted
here because of the low regularity of the noise. However, under our condition (4.6),
the noise is more regular and his result can be read as
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Theorem 4.2.1. [13] Assume that (4.6) holds for 1
4
< α < 1
2
.
For all x ∈ H, f ∈ D
(
A−
1
2
)
, there exists a unique generalized solution Xx of
the equation (4.4) such that P-a.e.
Xx ∈ C([0, T ], H) ∩ L2
(
[0, T ], D(A
1
2 )
)
. (4.10)
and Xx−Z ∈ L2
(
[0, T ], D(A
1
2 )
)
where Z is the solution to the auxiliary Ornstein-
Uhlenbeck equation
dZ(t) + AZ(t) = GdW (t).
The family of solutions Xx for x ∈ H forms a Markov family which admits an
invariant measure µ.
The following step consists in analyzing whether µ is unique. For this purpose
topological irreducibility and strong Feller property were investigated. We recall
first the definitions.
Denote by E a generic space. Given the solution Xx, a E-valued continuous
process starting from x ∈ E, the transition functions P (t, x,Γ) := P (Xx(t) ∈ Γ)
are well defined for any t ≤ T, x ∈ E and Γ any measurable subset of E. The
topological irreducibility in E means that P (t, x, O) > 0 for some t > 0, x ∈ E and
any non-empty open subset O of E, and Pt is strongly Feller if Pt : bB(E)→ Cb(E).
In the case of the stochastic Navier-Stokes equation, Flandoli and Maslowski [15]
proved the topological irreducibility in H and the Strong Feller property in D(A
1
4 ).
They obtained thus the uniqueness. But, for the investigation of a large deviation
principle, we have a powerful criterion if the semigroup is topologically irreducible
and strongly Feller on the same space. So, our beginning is the following theorem
for solutions starting from a regular initial condition due to Ferrario [12].
Theorem 4.2.2. [12] Assume that (4.6) holds for 1
4
< α < 1
2
.
(i) If x ∈ D (Aα) , f ∈ D
(
Aα−
1
2
)
, the unique solution Xx of equation (4.4) given
by Theorem 4.2.1 satisfies in fact P-a.e.
Xx ∈ C ([0, T ], D (Aα)) ∩ L2
(
[0, T ], D(A
1
2 )
)
∩ L 41−2α
(
[0, T ], D
(
A
1
4
+α
2
))
and also Xx − Z ∈ L2
(
[0, T ], D
(
Aα+
1
2
))
P-a.e.
(ii) The process (Xx) is Markovian, and its transition probability Ptf(x) := Ef(Xxt )
is topologically irreducible and strongly Feller in D (Aα). In particular, the
invariant measure µ is unique.
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(iii) Moreover, for every t0 > 0, and every x ∈ H, the corresponding solution
satisfies P-a.e. Xx ∈ C ([t0, T ], D (Aα)).
In fact the original assumption of Ferrario was
D
(
A2α
) ⊂ Im(G) ⊂ D (A 14+α2+ε′) (4.11)
for α ∈ [1
4
, 1
2
) and some ε′ > 0. However, the second embedding in (4.11) is clearly
implied by the second embedding in (4.6). But our condition implies also that the
energy injected in the system is finite. More precisely, we recall the
Lemma 4.2.3. If the linear and continuous operator G : H → H satisfies for some
ε > 0
Im(G) ⊂ D(A 12+ε) (4.12)
then the symmetric nonnegative operator Q := GG∗ is of trace class.
The above finite trace property is crucial in the application of Itoˆ’s formula for
establishing our exponential estimates, and implies the usual regularity (4.10) for
the solution.
4.3 General results about large deviations
In this section, we recall general results on the Large Deviation Principle for strong
Feller and topologically irreducible Markov processes. We follow [27] and [28].
4.3.1 Notations and entropy of Donsker-Varadhan
Here we consider a general E-valued continuous Markov process,(
Ω, (Ft)t≥0 ,F , (Xt)t≥0 , (Px)x∈E
)
whose semigroup of Markov transition kernels is denoted by (Pt(x, dy))t≥0, where :
Ω = C(R+, E) is the space of continuous functions from R+ to E equipped with the
compact convergence topology; the natural filtration is Ft = σ(Xs, 0 ≤ s ≤ t) for
any t ≥ 0 and F = σ(Xs, 0 ≤ s). As usual, the law of the Markov process with initial
state x in E is Px, and for any initial measure ν on E, let Pν(·) =
∫
E
Px(·)ν(dx).
The empirical measure of level-3 (or process level) is given by
Rt :=
1
t
∫ t
0
δθsXds
where (θsX)t = Xs+t for all t, s ≥ 0 are the shifts on Ω. Thus, Rt is a random
element of M1(Ω), the space of all probability measure on Ω.
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The level-3 entropy functional of Donsker-Varadhan H : M1(Ω) → [0,+∞] is
defined by
H(Q) :=
{
EQ¯hF1
(
Q¯ω(−∞,0];Pw(0)
)
if Q ∈M s1 (Ω)
+∞ otherwise (4.13)
where: M s1 (Ω) is the space of those elements inM1(Ω) which are moreover stationary;
Q¯ is the unique stationary extension of Q ∈ M s1 (Ω) to Ω¯ := C(R, E); the filtration
is extended on Ω¯ with F st = σ(X(u); s ≤ u ≤ t), ∀s, t ∈ R; finally Q¯X(−∞,t] is the
regular conditional distribution of Q¯ knowing F−∞t and hG(ν, µ) is the usual relative
entropy or Kullback information of ν with respect to µ restricted on the σ-field G,
given by
hG(ν, µ) :=
{∫
dν
dµ
|G log
(
dν
dµ
|G
)
dµ, if ν  µ on G
+∞ otherwise.
Now, the level-2 entropy functional J :M1(E)→ [0,∞] which governs the LDP
in our main result is
J(β) = inf{H(Q) | Q ∈M s1 (Ω) and Q0 = β}, ∀β ∈M1(E), (4.14)
where Q0(·) = Q(X(0) ∈ ·) is the marginal law at t = 0.
Proposition 4.3.1. For our model, J(ν) < +∞ =⇒ ν  µ. Furthermore, a
necessary and sufficient condition for J(ν) = 0 is ν = µ.
Proof. Here we take E := D (Aα), where Xt is strongly Feller and topologically
irreducible by Theorem 4.2.2. Consider ν such that J(ν) <∞. By definition, there
exists some Q ∈M s1 (Ω) such that Q0 = ν, and H(Q) <∞ (see the expression (4.13)
giving the Level-3 entropy).
For such Q and all t > 0, we have by stationarity (see [27, App. B])
H(Q) = EQ¯hF1
(
Q¯X(−∞,0];PX0
)
=
1
t
EQ¯hFt
(
Q¯X(−∞,0];PX0
)
.
By Jensen inequality we obtain
1
t
EQ¯hFt
(
Q¯X(−∞,0];PX0
) ≥ 1
t
hFt (Q;Pν) .
Then, noting that entropy of marginal measures is not larger than global entropy,
H(Q) ≥ 1
t
hσ(Xt) (Q;Pν)
≥ 1
t
hB(E) (ν; νPt)
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and taking infinimum over such Q, we get
J(ν) ≥ 1
t
hB(E) (ν; νPt) . (4.15)
So the Kullback information of ν with respect to νPt is finite, which implies by
definition that ν  νPt. Since Pt is topologically irreducible and strongly Feller, all
the measures Pt(x, dy), t > 0, x ∈ E are equivalent to µ (see [7, p. 42]), and we have
νPt =
∫
E
Pt(x, .)ν(dx) µ.
Thus ν  νPt  µ.
If the probability measure ν is such that J(ν) = 0 then hB(E) (ν; νPt) = 0 using
(4.15). By the well known property of the Kullback information, we obtain ν = νPt
for every t ≥ 0. Finally, the uniqueness of the invariant measure for Pt in Theorem
4.2.2 implies ν = µ and the proof is finished.
4.3.2 The hyper-exponential recurrence criterion
In that case we have the following criterion of the so-called hyper-exponential re-
currence established by Wu [28, Theorem 2.1] (for a general polish space E).
Theorem 4.3.2. [28] Let A ⊂M1(E) and assume that
Pt is strong Feller and topologically irreducible on E. (4.16)
If ∀λ > 0 there exists some compact K ⊂⊂ E, such that
sup
ν∈A
EνeλτK <∞ (4.17)
and
sup
x∈K
Exeλτ
(1)
K <∞ (4.18)
where τK := inf{t ≥ 0 s.t Xt ∈ K} and τ (1)K := inf{t ≥ 1 s.t Xt ∈ K}, then the
family Pν(Lt ∈ ·) satisfies the LDP on M1(E) w.r.t to the τ -topology with the rate
function J defined by (4.14), and uniformly for initial measures ν in the subset A.
More precisely, the three properties hold:
(a1) J :M1(E)→ [0,+∞] is inf-compact w.r.t the τ -topology
(a2)(the lower bound) for any τ -open G in M1(E),
lim inf
T→∞
1
T
log inf
ν∈A
Pν(LT ∈ G) ≥ − inf
G
J (4.19)
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(a3)(the upper bound) for any τ -closed F in M1(E),
lim sup
T→∞
1
T
log sup
ν∈A
Pν(LT ∈ F ) ≤ − inf
F
J. (4.20)
This theorem is in fact a slight extension of the result in [28] to a uniform LDP
over a non-empty family of initial measures. Let us recall briefly the main steps of
the proof and the corresponding references (see however [19] for a complete proof).
At first, a pointwise level-3 lower bound can be deduced from the properties (4.16)
via the notion of µ-essential irreducibility (see [27]). This pointwise lower bound
yields the uniform lower bound (4.19) if the uniform upper bound (4.20) is satisfied
(as in [18]).
So, essential part of the proof is the uniform upper bound (4.20) for the strong
topology τ . Indeed, the upper bound for the weak topology may be proved by the
exponential tightness implied by (4.17) and (4.18) (see section 4.4.1), but the strong
Feller property is crucial for the τ topology. By an extension of the Gartner-Ellis
theorem (see [27]), it is sufficient to prove that ∀ (fn) ∈ Bb (E) decreasing to zero
pointwisely on E, we have
lim
n→∞
lim sup
T→∞
1
T
log sup
ν∈A
Eν
∫ T
0
fn(Xs)ds = 0.
This last assertion follows from the Markovian and the strong Feller property, also
from (4.17) and (4.18) and can be proved as in [28]. Actually this last point is
a problem for establishing the LDP for degenerated noise with a unique invariant
measure.
4.4 Exponential estimates for the solution and
some comments on the rate function J
In this section we establish the following crucial exponential estimates for the solu-
tion.
Proposition 4.4.1. For any fixed 0 < λ0 <
λ1
2‖Q‖ and any x ∈ H, the process X
satisfies
Ex exp
(
λ0|X(t)|2 +
∫ t
0
λ0|A 12X(s)|2ds
)
≤ e

λ0

Tr(Q)+
|f |2
λ1−2‖Q‖λ0

t

eλ0|x|
2
.
In particular, the following estimates hold
Ex exp
(
λ0|X(t)|2ds
) ≤ exp(λ0t(tr(Q) + |f |2
λ1 − 2‖Q‖λ0
))
eλ0|x|
2
(4.21)
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and
Ex exp
(
λ0
∫ t
0
|A 12X(s)|2ds
)
≤ exp
(
λ0t
(
tr(Q) +
|f |2
λ1 − 2‖Q‖λ0
))
eλ0|x|
2
. (4.22)
Moreover, for any fixed L > 1, we have
sup
ν∈Mλ0,L
Eν exp
(
λ0
∫ t
0
|A 12X(s)|2ds
)
≤ e

λ0t

tr(Q)+
|f |2
λ1−2‖Q‖λ0

L (4.23)
where Mλ0,L is the set of initial measures defined by (4.7).
Before proving this property at the end of this section, we first give some con-
sequences of these estimates, and some comments about the entropy J of Donsker-
Varadhan.
4.4.1 First consequences of the exponential estimates
The first one is the
Corollary 4.4.2. Under the estimate (4.22), the family of law Pν(Lt ∈ ·) is uni-
formly exponentially tight over Mλ0,L. More precisely, for any ε > 0, there is some
compact subset K = Kε in M1(H) in the weak convergence topology such that
lim sup
t→∞
1
t
log sup
ν∈Mλ0,L
Pν(Lt /∈ K) ≤ −1
ε
.
Consequently for any closed set F in M1(H) equipped with the weak convergence
topology σ (M1(H), Cb(H)), we have
lim sup
t→∞
1
t
log sup
ν∈Mλ0,L
Pν(Lt ∈ F ) ≤ − inf
F
J (4.24)
where the entropy of Donsker-Varadhan J : ν ∈M1(H)→ J(ν) ∈ [0,+∞] satisfies
λ0
∫
H
|A 12x|2dν ≤ J(ν) + λ0
(
tr(Q) +
|f |2
λ1 − 2‖Q‖λ0
)
(4.25)
for any 0 < λ0 <
λ1
2‖Q‖ .
Proof. The proof of the exponential tightness from (4.22) is given in [18, Prop. 5.1].
According to the general theory, it yields the upper bound (4.24) by using a general
weak upper bound on compact subsets (see [8]).
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For the proof of (4.25), let us recall the definition of a Cramer functional
Λ0(V ) := sup
x∈H
lim sup
t→∞
1
t
logEx exp (tLt(V )) , ∀V ∈ bB(H) (4.26)
and the definition of its Legendre transformation:
(Λ0)∗(ν) = sup
V ∈bB(H)
∫
H
V dν − Λ0(V ), ∀ν ∈M1(H)). (4.27)
It is known that (Λ0)∗ = J (see for instance [27, prop. B.13]). Let us consider the
function Vn(x) := λ0|A 12x|2 ∧ n which is bounded and measurable on H (Here a ∧ b
is the minimum of two real numbers a and b). For 0 < λ0 <
λ1
2‖Q‖ , by the definitions
(4.26), (4.27), and the exponential estimate (4.22), we obtain
ν(Vn) ≤ (Λ0)∗(ν) + Λ0(Vn)
≤ J(ν) + λ0
(
tr(Q) +
|f |2
λ1 − 2‖Q‖λ0
)
.
Hence, we obtain (4.25) by Fatou’s lemma.
In fact, this kind of estimates provides us an alternative way for proving the ex-
istence of an invariant measure based on the large deviations theory. More precisely,
we have the
Corollary 4.4.3. Assume that a Feller-Markov process X on H satisfies the expo-
nential estimate (4.22), then X admits at least one invariant measure.
Proof. It is sufficient to prove that for any a > 0, the subset [J ≤ a] is tight.
In that case, by Prokorov’s criterion, its closure is compact in M1(H) w.r.t the
weak topology. Hence, the l.s.c function J : M1(H) → [0,+∞] admits compact
level subsets, w.r.t the weak topology σ (M1(H), Cb(H)). Moreover, considering the
closed subset F = M1(H) in the good upper bound (4.24), we obtain the existence
of ν ∈ M1(H) satisfying J(ν) = 0, so ν is an invariant measure (as in the proof of
Proposition 4.3.1).
Now, for any a > 0, let us show that the tightness of [J ≤ a] is a simple
consequence of (4.25). Let ε > 0 fixed, and consider the finite number
Ma,ε :=
a+ λ0
(
tr(Q) + |f |
2
λ1−2‖Q‖λ0
)
λ0ε
.
By the compact embedding D(A
1
2 ) ⊂ H, the subset
Kε =
{
x ∈ D(A 12 ) s.t. |A 12x|2 ≤Ma,ε
}
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is compact in H, and by using (4.25) we obtain for all β in [J ≤ a],
β(Kcε) ≤
∫
Kcε
|A 12x|2
Ma,ε
dβ(x) ≤ 1
Ma,ε
∫
H
|A 12x|2 dβ(x)
≤ 1
Ma,ε
a+ λ0
(
tr(Q) + |f |
2
λ1−2‖Q‖λ0
)
λ0≤ ε
and so [J ≤ a] is tight.
In the following paragraph we focus on the entropy J which governs the LDP.
4.4.2 Some comments on the entropy J defined by (4.14)
In fact J(ν) admits a closed form only in the case when the unique invariant measure
µ is known, and the Markov process Xt is symmetric w.r.t µ. For our model, The-
orem 4.1.1 describes the exact rate of exponential convergence, but the expression
of this exact rate given by J is more qualitative than quantitative. How to obtain
estimates on J(ν) is an important and very interesting question. Usually, we can
proceed by using functional inequalities such as logarithmic Sobolev or spectral gap
inequalities as in Deuschel-Stroock [9]. Unfortunately, for the 2D Stochastic Navier-
Stokes equations, those inequalities are actually unknown (see however the very
recent works of Goldys-Maslowski [17] and Hairer-Mattingly [21] for the existence
of a spectral gap in a space of weighted bounded or weighted Lipschitz functions,
which is different from the Poincare´ inequality). In this section, we consider the
case E := H.
At first, under the Feller assumption, we know that (see Lemma B.7 in [27])
J(ν) = sup
{
−
∫ Lu
u
dν ; 1 ≤ u ∈ De(L)
}
, ν ∈M1(H) (4.28)
where De(L) is the extended domain of the generator L of Pt in Cb(H). We recall
that u ∈ De(L) and v := Lu if u ∈ Cb(E) and there exists v ∈ Cb(H) such that
Ptu− u =
∫ t
0
Psvds, for all t ≥ 0. For the 2D-stochastic Navier-Stokes equation, we
recall also that L is given by
Lf(x) := 1
2
tr(GG∗D2f)(x) + 〈−Ax−B(x, x) + f,∇Hf(x)〉 (4.29)
at least for f cylindrical, i.e f(x) = g (〈x, e1〉, 〈x, e2〉, . . . , 〈x, en〉). In this expression,
we denote by∇H the gradient inH, andD2f := (∂ei∂ejf)i,j≥1. Since f is cylindrical,
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the gradient ∇Hf(x) is in Hk := D(A k2 ), for any k ≥ 0 and the left-hand side in
(4.29) is well defined by 〈B(x, x),∇Hf(x)〉 = −〈B(x,∇Hf(x)), x〉 and the inequality
|〈B(x,∇Hf(x)), x〉| ≤ C|x|2|A∇Hf(x)|
(
1 + log
|A 32∇Hf(x)|2
λ1|A∇Hf(x)|2
) 1
2
established for instance in [16, p 100].
In this paragraph, we introduce some class of measures µh ∈ M1(H) for which
it is possible to give a more explicit form than (4.14) or (4.28) for J(µh). Here, we
assume that G = G∗ = Q
1
2 . Let (Xxt ) be the solution of the 2D stochastic Navier-
Stokes equation (4.4) with initial position x, defined on (Ω,F , (Ft),P) and let us
consider the Girsanov perturbation defined by : for any T > 0, and any x ∈ H,
dQhx
dP
|FT = exp
(∫ T
0
√
GG∗∇Hh(Xxs )dWs −
1
2
∫ T
0
∣∣∣√GG∗∇Hh(Xxs )∣∣∣2 ds) .
(4.30)
In the above expression, we take h ∈ C1(H) satisfying 〈GG∗∇Hh,∇Hh〉 ≤ C < ∞
so that
E exp
(
1
2
∫ T
0
∣∣∣√GG∗∇Hh(Xxs )∣∣∣2 ds) <∞, ∀T ≥ 0, ∀x ∈ H. (4.31)
A simple sufficient condition on h is h(x) = g (〈x, e1〉, 〈x, e2〉, . . . , 〈x, en〉) where the
function g ∈ C1(Rn) has a bounded gradient.
In the case when (4.31) is true, Lxt :=
∫ t
0
√
GG∗∇Hh(Xxs )dWs is a continuous
martingale under P, and also Mxt := exp(Lxt − 12〈Lx〉t), the exponential local mar-
tingale given in (4.30), becomes a true martingale by Novikov’s criterion.
Hence, (Qhx)x∈H given in (4.30) defines a new Markov family with the transition
semigroup Qht f(x) = EQ
h
xf(Xxt ). By Girsanov’s formula, the generator of Q
h
t takes
the form Lhu = Lu+ 2Γ(h, u) where
Γ(h, u) = 1/2 〈GG∗∇Hh,∇Hu〉
is the carre´ du champ of L, and under Qhx the process (Xxt ) satisfies in a weak sense
(i.e. in law) the following perturbation of the 2D-stochastic Navier-Stokes equation
dXt+AXtdt+B (Xt, Xt) dt = fdt+
√
GG∗∇Hh (Xt) dt+GdW˜t , X0 = x (4.32)
where W˜t is a cylindrical Wiener process under Qhx.
For the existence and the uniqueness of an invariant measure µh ∈ M1(H) for
Qht , let us first give the
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Lemma 4.4.4. Let 0 < δ < λ1
4‖Q‖ and h ∈ C1(H) such that
〈GG∗∇Hh(x),∇Hh(x)〉 ≤ C <∞, (4.33)
then there is some constant K(δ) > 0 such that
EQhx exp
(
δ
∫ t
0
|A 12Xxs |2ds
)
≤ etK(δ)e2δ|x|2 . (4.34)
Proof. By using (4.30) and Cauchy-Schwartz inequality, we obtain
EQhx exp
(
δ
∫ t
0
|A 12Xxs |2ds
)
= EP exp
(
δ
∫ t
0
|A 12Xxs |2ds
)
exp
(
Lxt −
1
2
〈Lx〉t
)
= EP exp
(
δ
∫ t
0
|A 12Xxs |2ds+
1
2
〈Lx〉t
)
exp (Lxt − 〈Lx〉t)
≤
(
EP exp
(
2δ
∫ t
0
|A 12Xxs |2ds+ 〈Lx〉t
)) 1
2
since the exponential local martingale exp (2Lxt − 2〈Lx〉t) is a supermartingale. Hence,
noting that 〈L〉t ≤ Ct by (4.33), and using estimate (4.22) with λ0 = 2δ, we obtain
EQhx exp
(
δ
∫ t
0
|A 12Xxs |2ds
)
≤ exp
(
δt
(
tr(Q) +
|f |2
λ1 − 4‖Q‖δ
))
e
Ct
2 eδ|x|
2
i.e the estimate (4.34).
For x, y ∈ H, the following control is well known (see [26])
|Xxt −Xyt | ≤ |x− y| exp
(
C
∫ t
0
|A 12Xxs |2ds
)
which implies the convergence in probability Xyt → Xxt and f(Xyt )→ f(Xxt ) for any
function f ∈ Cb(H), as y → x. In particular, the Feller property for Pt follows by
Lebesgue Theorem. We prove now that Qht is also a Feller semigroup.
We must show that for any sequence xn → x in H, and for any f ∈ Cb(H), the
convergence Qht f(xn) → Qht f(x) holds. By using the density given in (4.30), it is
equivalent to prove that EPf(Xxnt )Mxnt → EPf(Xxt )Mxt . The quadratic variation
process of the P-martingale Lxnt − Lxt satisfies
〈Lxn − Lx〉t =
∫ t
0
〈GG∗(∇Hh(Xxns )−∇Hh(Xxs )),∇Hh(Xxns )−∇Hh(Xxs )〉ds
≤ 4Ct
by polarization under our assumption (4.33). Hence, the convergence Xxnt → Xxt
in probability implies the convergence in L2 for the martingale Lxnt → Lxt , and in
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particular the convergence in probability for the exponential martingaleMxnt →Mxt .
Since EPMxnt = EPMxt = 1, and M
xn
t ,M
x
t ≥ 0 we obtain the convergence in L1 for
Mxnt →Mxt by a well known lemma. Finally, since f(Xxnt )→ f(Xxt ) in probability
and is bounded, we obtain EPf(Xxnt )Mxnt → EPf(Xxt )Mxt as desired.
Hence the exponential estimate (4.34) implies the existence of an invariant mea-
sure for the Feller semigroup Qht by Corollary 4.4.3. Moreover, by (4.30), we know
that Qht (x, ·) ∼ Pt(x, ·) ∼ Pt(y, ·) ∼ Qht (y, ·). So, the semigroup Qht is regular and
its invariant measure µh is unique (see Doob’s theorem in [7]).
In that case, we have the following simple expression for J(µh), where µh can be
seen as the unique invariant measure for the solution to the equation (4.32).
Proposition 4.4.5. For h ∈ C1(H) such that 〈GG∗∇Hh(x),∇Hh(x)〉 ≤ C < ∞,
we have
J(µh) =
1
2
∫
H
〈GG∗∇Hh,∇Hh〉dµh =
∫
H
Γ(h, h)dµh
Proof. For the ”≥”, let us consider a nice approximating sequence of cylindrical
functions hn for h such that hn(x)→ h(x), ∇Hhn(x)→ ∇Hh(x) and |∇Hhn(x)| ≤
M . Since Lehn = ehn (Lhn + Γ(hn, hn)), we have using (4.28)
J(µh) ≥ −
∫ Lehn
ehn
dµh
= −
∫
Lhhndµh +
∫
2Γ(h, hn)− Γ(hn, hn)dµh
=
∫ [
2Γ(h, hn)− Γ(hn, hn)
]
dµh
because µh is the invariant measure for the semigroup Qht generated by Lh. Now,
letting n→∞, we obtain J(µh) ≥ ∫ Γ(h, h)dµh by dominated convergence.
For the ”≤”, we denote by Qh
µh
the law of the unique stationary Markov process
with µh as initial distribution and the transition semigroup Qht . By our assumption
on h, we have
EQ
h
µh 〈L〉t = 2EQ
h
µh
∫ t
0
Γ(h, h)(Xs)ds
= 2t
∫
Γ(h, h)dµh
≤ Ct <∞
where the second equality follows from the stationarity of Qh
µh
. Hence, Lxt − 〈Lx〉t
being a Qh
µh
-local martingale by Girsanov, is in fact a true Qh
µh
-martingale, and the
definition (4.13) of the level-3 entropy gives
H(Qhµh) = E
Qh
µh logM1
A large Deviation Principle for NS2D 127
= EQ
h
µh
(
Lx1 −
1
2
〈Lx〉1
)
=
1
2
EQ
h
µh 〈Lx〉1.
So, again with the stationarity of Qh
µh
, we obtain
H(Qhµh) =
1
2
EQ
h
µh
∫ 1
0
∣∣∣√GG∗∇Hh(Xxs )∣∣∣2 ds
=
1
2
∫
H
∣∣∣√GG∗∇Hh(x)∣∣∣2 dµh
Finally, by the definition (4.14) of the level-2 entropy, we have
J(µh) ≤ H(Qhµh) =
1
2
∫
H
∣∣∣√GG∗∇Hh(x)∣∣∣2 dµh = ∫ Γ(h, h)dµh.
4.4.3 Proof of Proposition 4.4.1
We finish this section by giving the proof of the exponential estimates. Let us
introduce the finite dimensional approximations system associated with equation
(4.1). Let Πn the orthogonal projections on the finite dimensional space spanned by
the first n eigenvectors (e1, . . . , en), and set, for n ≥ 1,
Bn(x) = ΠnB(Πnx,Πnx), Gn = ΠnGΠn, fn = Πnf
and Qn = GnG
∗
n. We will consider the finite dimensional equations
dXn(t) + AXn(t)dt+Bn (Xn(t)) = fndt+GndW (t) ; Xn(0) = xn := Πnx. (4.35)
Note that equation (4.35) is a finite-dimensional stochastic equation. Hence, there
exists a solution, and Xn(t) is smooth in space. Moreover, the following convergence
was proved by Capinski and Gatarek [3] (see also Goldys and Maslowski [17]).
Theorem 4.4.6. [17] For any δ > 0, solution Xn of (4.35) converge in distribution
to the solution X of (4.4) on the space C([0, T ], H−δ), where H−δ is the dual space
of Hδ.
The first aim of this paragraph is to prove some estimates on Xn, the finite
dimensional approximations. Recall that 〈 , 〉 denote the scalar product in H. Let
us apply Itoˆ’s formula to the finite dimensional diffusion Xn. Since by (4.3),
〈Bn (Xn(t)) , Xn(t)〉 = 0
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we obtain:
d|Xn(t)|2 = 2〈Xn(t), dXn(t)〉+ tr(Qn)dt
=
[
−2|A 12Xn(t)|2 + 2〈Xn(t), fn〉+ tr(Qn)
]
dt+ 2〈Xn(t), GndW (t)〉.
Hence, for Un(t) := |Xn(t)|+
∫ t
0
|A 12Xn(s)|ds, it yields
dUn(t) =
[
−|A 12Xn(t)|2 + 2〈Xn(t), fn〉+ tr(Qn)
]
dt+ 2〈Xn(t), GndW (t)〉.
Same manner, denoting by d[Un, Un]t the quadratic variation process of Un, we can
also compute with the Itoˆ formula
deλ0Un(t) = eλ0Un(t)
[
λ0dUn(t) +
λ20
2
d[Un, Un]t
]
= λ0e
λ0Un(t)
[
−|A 12Xn(t)|2 + 2〈Xn(t), fn〉+ tr(Qn) + 2λ0|G∗nXn(t)|2
]
dt
+2λ0e
λ0|Xn(t)|2〈Xn(t), GndW (t)〉. (4.36)
The following inequalities are clear
tr(Qn) ≤ tr(Q) , |xn| ≤ |x| , |fn| ≤ |f |. (4.37)
Moreover, it is easy to see that
|G∗nXn(t)|2 ≤ ‖Q‖ |Xn(t)|2, (4.38)
and, by Young’s inequality, that
2〈Xn(t), fn〉 ≤ ε|Xn(t)|2 + |fn|
2
ε
, ∀ε > 0. (4.39)
For ε > 0 fixed later, let us estimate the drift of the process
Vn(t) := e
−λ0

Tr(Q)+
|f |2
ε

t
eλ0Un(t).
By Itoˆ Formula and using (4.36), (4.37), (4.38) and (4.39) we have,
dVn(t) = e
−λ0

Tr(Q)+
|f |2
ε

t
deλ0Un(t) − λ0
(
Tr(Q) +
|f |2
ε
)
e
−λ0

Tr(Q)+
|f |2
ε

t
eλ0Un(t)dt
≤ λ0e
−λ0

Tr(Q)+
|f |2
ε

t
eλ0Un(t)
(
−|A 12Xn(t)|2 + ε|Xn(t)|2 + 2λ0‖Q‖ |Xn(t)|2
)
dt
+2λ0e
−λ0

Tr(Q)+
|f |2
ε

t
eλ0|Xn(t)|
2〈Xn(t), GndW (t)〉.
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Remarking that, by (4.2), for a constant λ1 depending on the domain D,
|Xn(t)|2 ≤ |A
1
2Xn(t)|2
λ1
,
we obtain
dVn(t) ≤ e
−λ0

Tr(Q)+
|f |2
ε

t
eλ0Un(t)
(
−|A 12Xn(t)|2
(
1− ε+ 2λ0‖Q‖
λ1
))
dt
+2λ0e
−λ0

Tr(Q)+
|f |2
ε

t
eλ0|Xn(t)|
2〈Xn(t), GndW (t)〉.
Hence, for 0 < λ0 ≤ λ1−ε2‖Q‖ , the drift of Vn(t) is non positive. More precisely, for all
0 < λ0 <
λ1
2‖Q‖ , the positive number ε := λ1 − 2‖Q‖λ0 satisfies the above condition,
and it is our choice in (4.39). Thus, we have
dVn(t) ≤ 2λ0 exp
(
−λ0
(
Tr(Q) +
|f |2
ε
)
t
)
eλ0|Xn(t)|
2〈Xn(t), GndW (t)〉.
Since Vn(t) ≥ 0, we obtain by Fatou’s lemma ExVn(t) ≤ ExVn(0), and this proves in
particular the following crucial exponential estimate.
Lemma 4.4.7. For 0 < λ0 <
λ1
2‖Q‖ and any x in H, we have
Ex exp
(
λ0
∫ t
0
|A 12Xn(s)|2ds+ λ0|Xn(t)|2
)
≤ exp
(
λ0t
(
tr(Q) +
|f |2
λ1 − 2‖Q‖λ0
))
eλ0|x|
2
. (4.40)
Let us now finish the proof of Proposition 4.4.1 by using Theorem 4.4.6. Since
the function
F (X) := e

−λ0t

tr(Q)+
|f |2
λ1−2‖Q‖λ0

exp
(
λ0
∫ t
0
|A 12X(s)|2ds+ λ0|X(t)|2
)
is lower semi continuous on C([0, T ], H−δ) as an increasing limit of the continuous
functions
Fm(X) := e

−λ0t

tr(Q)+
|f |2
λ1−2‖Q‖λ0

exp
(
λ0
∫ t
0
|A 12ΠmX(s)|2ds+ λ0|ΠmX(t)|2
)
,
we obtain, using Theorem 4.4.6 for n→∞ in (4.40),
ExF (X) ≤ lim inf
n→∞
ExF (Xn) ≤ eλ0|x|2
and the desired estimates (4.21) and (4.22) follow.

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4.5 The Large Deviation Principle on M1(D (A
α))
The proof of our Theorem 4.1.1 consists in two steps. As a first step, we prove this
section the LD principle for initial measures in E := M1(D (A
α)). We finish the
proof of Theorem 4.1.1 in the following section by extending the LDP for initial
conditions, open and closed subsets in M1(H), and by establishing the claim (4.8).
The aim of this section is to prove the
Lemma 4.5.1. Let f ∈ H and 1
4
< α < 1
2
a fixed number such that (4.6) holds. Let
0 < λ0 <
λ1
2‖Q‖ , where ‖Q‖ is the norm of Q as an operator in H and
Φ(x) = eλ0|x|
2
, M∗λ0,L :=
{
ν ∈M1 (D (Aα)) /
∫
Φ(x)ν(dx) ≤ L
}
, (4.41)
then the family Pν(LT ∈ ·) as T → +∞ satisfies the LDP on M1(D (Aα)) w.r.t the
topology τ , with speed T and the rate function J , uniformly for any initial measure
in M∗λ0,L where L > 1 is any fixed number, and J is the level-2 entropy of Donsker-
Varadhan. More precisely, the statements (i),(ii) and (iii) of Theorem 4.1.1 hold
with M1(H) replaced by M1(D (A
α)).
Proof. By Theorem 4.3.2, since Xt is strongly Feller and topologically irreducible in
D (Aα) (Theorem 4.2.2), it is sufficient to establish the estimates (4.17) and (4.18)
for our model.
For K, we take
K :=
{
x ∈ D(A 12 ) s.t |A 12x| ≤M
}
(4.42)
where the real M will be fixed later. Since the embedding D
(
A
1
2
)
⊂ D (Aα) is
compact for α < 1
2
, it is clear that K is a compact subset in D (Aα).
The definition of the occupation measure implies that
Pν
(
τ
(1)
K > n
)
≤ Pν
(
Ln(K) ≤ 1
n
)
= Pν
(
Ln(K
c) ≥ 1− 1
n
)
.
With our choice for K, we have Ln(K
c) ≤ 1
M2
Ln(|A 12x|2). Hence, for any fixed λ0
such that 0 < λ0 <
λ1
2‖Q‖ , we obtain by Chebychev’s inequality
Pν
(
τ
(1)
K > n
)
≤ Pν
(
Ln(|A 12x|2) ≥M2
(
1− 1
n
))
≤ exp
(
−nλ0M2
(
1− 1
n
))
Eν exp
(
λ0
∫ n
0
|A 12X(s)|2ds
)
.
For any initial measure ν ∈ M1(D (Aα)) , integrating (4.22) w.r.t ν(dx), and
plugging it in the above estimate yields
Pν
(
τ
(1)
K > n
)
≤ ν
(
eλ0|·|
2
)
e−nλ0C , ∀n ≥ 2
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where
C :=
M2
2
− tr(Q)− |f |
2
λ1 − 2‖Q‖λ0 . (4.43)
Let λ > 0 be fixed. By the integration by parts formula, we have
Eνeλτ
(1)
K = 1 +
∫ +∞
0
λeλtPν
(
τ
(1)
K > t
)
dt
≤ e2λ +
∑
n≥2
λeλ(n+1)Pν
(
τ
(1)
K > n
)
≤ e2λ
(
1 + λ ν
(
eλ0|·|
2
) ∑
n≥2
e−n(λ0C−λ)
)
.
Now, by (4.43), we can choose M such that λ0C − λ ≥ 1 in the definition (4.42) of
K. Then, taking the supremum over {ν = δx, x ∈ K}, we get
sup
x∈K
Exeλτ
(1)
K ≤ e2λ
(
1 + λe
λ0M
2
λ1
∑
n≥1
e−n(λ0C−λ)
)
<∞
since for x ∈ K, |x|2 ≤ |A
1
2 x|2
λ1
≤ M2
λ1
. So the bound (4.17) holds true. We obtain
(4.18) in the same way: since τK ≤ τ (1)K , we have
sup
ν∈M∗λ0,L
EνeλτK ≤ sup
ν∈M∗λ0,L
Eνeλτ
(1)
K
≤ e2λ
(
1 + λL
∑
n≥2
e−n(λ0C−λ)
)
< ∞
which finishes the proof of the Lemma.
4.6 Proof of the Theorem 4.1.1
In this section we finish the proof of Theorem 4.1.1. It remains to extend Lemma
4.5.1 for initial conditions, open and closed subsets in M1(H), and to establish
the claim (4.8). In fact, the first claim “J(ν) < +∞ =⇒ ν  µ” in (4.8) was
established in Proposition 4.3.1 and the second claim that for ν such that J(ν) <∞,
we have also ν(|A 12x|2) <∞ follows from (4.25).
For the extension of the LDP to M1(H), a first remark is the
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Lemma 4.6.1. Let L > 1, 0 < λ0 <
λ1
2‖Q‖ be fixed numbers and ν ∈ Mλ0,L, i.e ν ∈
M1(H) and
∫
H
eλ0|x|
2
ν(dx) ≤ L. Then the probability measure ν˜ := Pν (X(1) ∈ dy)
satisfies
(a) ν˜ (D (Aα)) = 1
(b)
∫
H
eλ0|x|
2
ν˜(dx) ≤ eλ0CL, where C = tr(Q) + |f |2
λ1−2‖Q‖λ0
In particular ν˜ ∈M∗
λ0,eλ0CL
, and Pν(LT ◦ θ1 ∈ ·) = Pν˜(LT ∈ ·).
Proof. Notice that ν˜(dy) =
∫
H
Px (X(1) ∈ dy) ν(dx), and Px (X(1) ∈ D (Aα)) = 1,
by Theorem 4.2.2, (iii) the statement (a) is clear. For (b), by using the estimate
(4.21) in Proposition 4.4.1, we get
∫
H
eλ0|y|
2
ν˜(dy) =
∫
H
∫
H
eλ0|y|
2
P1(x, dy)ν(dx) =
∫
H
Exeλ0|X(1)|2ν(dx)
≤
∫
H
e
λ0

tr(Q)+
|f |2
λ1−2‖Q‖λ0

eλ0|x|
2
ν(dx)
≤ eλ0

tr(Q)+
|f |2
λ1−2‖Q‖λ0

L.
4.6.1 Extension of the lower bound
Let G be an open subset in (M1(H), τ). For any fixed β0 ∈ M1(H), we can take a
τ neighborhood of β0 in M1(H) of form
N(β0, δ) := {β ∈M1(H), |β(fi)− β0(fi)| < δ,∀i = 1...d}
contained in G, where δ > 0, 1 ≤ d ∈ N and fi ∈ bB(H). For establishing the lower
bound (ii) in Theorem 4.1.1, it is sufficient to establish that for every β0 ∈ G such
that J(β0) <∞,
lim inf
T→∞
1
T
log inf
ν∈Mλ0,L
Pν(LT ∈ N(β0, δ)) ≥ −J(β0).
Notice that for ν ∈Mλ0,L,
Pν (LT ∈ N(β0, δ)) ≥ Pν (LT ◦ θ1 ∈ N(β0, δ/2); |LT ◦ θ1(fi)− LT (fi)| ≤ δ/2, ∀i = 1..d)
and
|LT ◦ θ1(fi)− LT (fi)| ≤ 2‖fi‖∞
T
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so, we obtain for T ≥ 4
δ
max1≤i≤d ‖fi‖∞
Pν (LT ∈ N(β0, δ)) ≥ Pν (LT ◦ θ1 ∈ N(β0, δ/2))
≥ Pν˜ (LT ∈ N(β0, δ/2)) .
We conclude by using the uniform lower bound on M∗
λ0,eλ0CL
, obtained in the pre-
ceding section.
4.6.2 Extension of the upper bound
Let F closed in (M1(H), τ) such that infF J = a > 0 (else the upper bound is clear).
We define
Fδ :=
{
β ∈M1(H) : d‖·‖var(β, F ) < δ
}
where d‖·‖var(β, F ) := infλ∈F ‖β − λ‖var, and the total variation norm of λ is
‖λ‖var := sup
f∈bB(H), ‖f‖∞≤1
∣∣∣∣∫ f(x)λ(dx)∣∣∣∣ . (4.44)
Since ‖Lt − Lt ◦ θ1‖var ≤ 2t , we obtain for t > 2/δ,
Pν (Lt ∈ F ) ≤ Pν (Lt ◦ θ1 ∈ Fδ)
= Pν˜ (Lt ∈ Fδ)
= Pν˜ (Lt ∈ Fδ ∩M1(D(Aα)))
by the regularity properties of the solution under ν˜, defined by Lemma 4.6.1.
Let us fix 0 < b < a. Since [J ≤ b] is contained in the open F c (the complement
of F ), for each νi ∈ [J ≤ b], we can take a neighborhood N(νi, δi) of νi included in
F c. Moreover N(νi, δi) can be chosen of form
N(νi, δi) :=
{
β ∈M1(H), |νi(fi,j)− β(fi,j)| < δi, ∀j = 1 . . . di
}
for a finite number di of bounded and measurable fi,j with ‖fi,j‖∞ ≤ 1 for 1 ≤ j ≤ di.
In particular F ⊂ N(νi, δi)c.
Now, by Lemma 4.5.1, for any b < a, [J ≤ b] is compact in (M1 (D(Aα)) , τ) and
so in (M1(H), τ) since M1 (D(A
α)) is just a borelian subset of M1(H). So, we can
extract a finite number p of νi ∈ [J ≤ b] such that
[J ≤ b] ⊂ ∪i=pi=1N(νi, δi/2) ⊂ ∪i=pi=1N(νi, δi) ⊂ F c.
We now prove that if δ ≤ mini=1...p δi/2, then
∪i=pi=1N(νi, δi/2) ⊂ Fδc. (4.45)
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Indeed, if ν ∈ Fδ we can find β ∈ F such that ‖ν − β‖var ≤ δ. For any i = 1 . . . p,
since F ⊂ N(νi, δi)c, there is some j such that
|β(fi,j)− νi(fi,j)| ≥ δi.
With (4.44) and the fact that ‖fi,j‖∞ ≤ 1, we obtain
|ν(fi,j)− νi(fi,j)| ≥ |β(fi,j)− νi(fi,j)| − |β(fi,j)− ν(fi,j)|
≥ δi − δ
≥ δi/2
for δ ≤ mini=1...p δi/2. So if ν ∈ Fδ, then ν ∈ N(νi, δi/2)c, for any i = 1 . . . p and
(4.45) is satisfied.
We obtain for C > 0 as in Lemma 4.6.1 and by the upper bound in Lemma 4.5.1
lim sup
T→∞
1
T
log sup
ν∈Mλ0,L
Pν (Lt ∈ F )
≤ lim sup
T→∞
1
T
log sup
ν˜∈M∗
λ0,exp(λ0C)L
Pν˜ (Lt ∈ Fδ)
≤ lim sup
T→∞
1
T
log sup
ν˜∈M∗
λ0,exp(λ0C)L
Pν˜ (Lt ∈ ∩i=1...pN(νi, δi/2)c)
≤ − inf
ν ∈ ∩i=pi=1N(νi,δi/2)c
J(ν)
≤ −b
since the closed subset ∩i=pi=1N(νi, δi/2)c is contained in [J ≤ b]c. Noting that 0 <
b < a is arbitrary, we obtain the upper bound (iii) in Theorem 4.1.1, which finishes
the proof of Theorem 4.1.1. 
4.7 Extension to unbounded functionals
Let us now precise how the strong τ topology in Theorem 4.1.1, and the exponential
estimate (4.23) imply Proposition 4.1.3 and more generally Corollary 4.1.2. In the
sequel we suppose that our assumption (4.6) is satisfied for some 1
4
< α < 1
2
, and
that
0 < λ0 <
λ1
2‖Q‖
is a fixed real number.
Proof of Corollary 4.1.2. For a measurable function f : D
(
A
1
2
)
→ B, bounded on
balls, let us consider fn : H → B,
fn(x) :=
{
f(x) if x ∈ D
(
A
1
2
)
, |A 12x| ≤ n
0 otherwise
(4.46)
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which is far from being continuous, but is measurable and bounded on H. Since
ν → ν(fn) is continuous from M1(H) to B by [9, Lemma 3.3.8], LT (fn) satisfies the
LDP on B by Theorem 4.1.1 and a standard contraction principle.
Now, by the approximation lemma in large deviations (see [9, Lemma 2.1.4]), it
remains to prove for any L > 0,
lim sup
n→∞
sup
β : J(β)≤L
‖β(fn)− β(f)‖B = 0 (4.47)
and for any δ > 0
lim
n→∞
lim sup
T→∞
1
T
log sup
ν∈Mλ0,L
Pν (‖LT (f − fn)‖B > δ) = −∞. (4.48)
Thanks to our condition (4.9) on f , we can construct a sequence (ε(n))n decreas-
ing to 0 such that, once |A 12x| ≥ n, we have
‖f(x)‖B ≤ ε(n)|A 12x|2.
Denoting by 1Γ the characteristic function of the set Γ, we have for any β satis-
fying J(β) < L,
‖β(fn)− β(f)‖B =
∥∥∥β (f1{|A 12 x|≥n})∥∥∥B
≤ β
(
ε(n)|A 12x|21{|A 12 x|≥n}
)
≤ ε(n)
λ0
β
(
λ0|A 12x|2
)
≤ ε(n)
λ0
(
L+ λ0
(
tr(Q) +
λ1|f |2
λ1 − 2‖Q‖λ0
))
by using (4.25). Thus (4.47) follows. Let us also evaluate
Pν (‖LT (f − fn)‖B > δ) = Pν
(∥∥∥∥ 1T
∫ T
0
f(Xs)− fn(Xs)ds
∥∥∥∥
B
> δ
)
≤ Pν
(
1
T
∫ T
0
ε(n)|A 12X(s)|21{|A 12X(s)|≥n}ds > δ
)
≤ Pν
(∫ T
0
λ0|A 12X(s)|21{|A 12X(s)|≥n}ds >
λ0Tδ
ε(n)
)
≤ exp
(
−λ0Tδ
ε(n)
)
Eν exp
(
λ0
∫ T
0
|A 12X(s)|2ds
)
so that (4.48) is consequence of (4.23).
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Proof of Proposition 4.1.3. It is a particular case of Corollary 4.1.2, since the choice
f(x) = x on B := D
(
A
1
2
)
is allowed.
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Chapitre 5
Existence of an invariant measure
for a stochastically kicked
Navier-Stokes equation
Chapitre re´dige´ en anglais.
Abstract : We establish a new version of the drift criterion for the existence of
an invariant measure well adapted to the case of an infinite dimensional state space
valued Markov chain. Applications to a Stochastic Navier-Stokes equation are given.
we only require a noise with logarithmic integrable norm.
Keywords :Stochastic Navier-Stokes Equation, Markov Chain, Invariant Measure.
AMS Subject Classification 2000: 60J27, 76D05.
5.1 Invariant measure for the stochastically kicked
2D Navier-Stokes equations
Let us introduce the two-dimensional Navier-Stokes equations. The incompressible
Navier-Stokes equations describe the evolution of an incompressible fluid. They are
most frequently written in terms of the velocity field at each point in the domain
U . We restrict our discussion to the case of two spatial dimensions.
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
du
dt
+ (u.∇u) +∇p = ν∆u+ g
div u = 0
u(0, ξ) = u0(ξ) and
∫
U
u(t, ξ)dξ = 0 for t ≥ 0
(5.1)
Here, we restrict also to the 2Π-periodic case (with mean zero flow). On a
periodic domain of T2 = [0, 2Π] × [0, 2Π], the standard Fourier basis form a useful
eigenbasis for (−∆). In the usual way, we exclude the pressure p from the equations,
applying to (5.1) the projection to the linear space of divergence free vector fields.
To this end, L2 will denote the closure in the L2 topology, of divergence free, mean
zero, C∞ vector fields on the two dimensional torus T2.
Define B(u, v) = Pdiv(u.∇)v and Au = −Pdiv∆u where Pdiv is the L2 projection
operator onto the space of divergence-free vector field. We obtain the equation{
du(t, ξ) + νAu(t, ξ)dt+B(u, u)dt+ = fdt
u(0, ξ) = u0(ξ) ∈ L2 and
∫
T2 u(t, ξ)dξ = 0 for t ≥ 0
(5.2)
where f = Pdivg.
Remark that, with this setting, an eigenbasis for A in L2 is given by{
ek(ξ) = (−k2, k1)e
ik.ξ
|k| , k = (k1, k2) ∈ Z
2
}
where ξ = (ξ1, ξ2) ∈ T2, |k|2 = k21 + k22, and the corresponding eigenvalues are
λk = |k|2.
In mathematical literature, it is common to assume the random force Pdivf(t, x)
to be random fields that are smooth in x, while as a function of time t they are
white noises, see [1] and [2]. In this note, we choose another popular mathematical
model, namely a kick force model, already studied by Kuksin and Shirikyan [4, 5, 6]
or Masmoudy and Young [8].
A kick force correspond to the situation when the system gets smooth random
kicks with some time period T and evolves freely between the kicks. It means that
the kth kicks change a solution u(kT, ξ) to u(kT + 0, ξ) = u(kT, ξ) + ηk(ξ), while
between the kicks, u(t, x) satisfies the equation (5.2) with g = 0.
This model is described by equation (5.2) in which the force is a δ-function of
time t:
f = Pdivg =
∑
k≥0
δ(t− kT )ηk(x).
Here the ηk are independent identically distributed smooth random fields with range
in L2.
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Due to the kick nature of the force, a solution u(t, ξ) is completely described by
its values uk(ξ) at the points t = kT + 0, k ≥ 0:
uk(ξ) := u(kT + 0, ξ), k ≥ 0.
For simplicity we fix T = 1, but the result holds for any T > 0. From now on we
treat (5.2) as a discrete time random dynamical system in L2:
uk = S(uk−1) + ηk, (5.3)
where S : L2 → L2 is a time-one shift along trajectories of solutions to equation
(5.2) without force. Note that the map S is well defined acording to classical theory
[10].
Our main result is
Theorem 5.1.1. If for some c0 > 0
E log(1 + c0‖ηk‖L2) <∞ (5.4)
then the L2-valued Markov chain defined by (5.3) admits an invariant measure.
Fortunately, it includes the non forced case, where the dirac in 0 is the unique
invariant measure (it is well known that without external forces the system relaxes
to its equilibrium).
The existence of an invariant measure for this problem was first established by
Kuksin and Shirikyan in [4] under more stringent assumptions on the noise than
(5.4). In fact their aim was the uniqueness under some additional hypothesis. The
exponential mixing property was later proved by Masmoudi and Young [8] and also
by Kuksin and Shirikyan [6, 9].
In reality, we shall establish a very general criterion for the existence of invariant
measure, which is not only well adapted to Navier-Stokes equation, but also to many
other models.
5.2 General result in an abstract setting
In this section, we leave the Navier-Stokes equations for one moment, and we work
in an abstract setting to illustrate the generality of our result.
5.2.1 Notations and assumptions
Let (E, d) be a Polish space. In the sequel, 1IA will be the characteristic function of
a subset A ⊂ E and
B(R) = {x ∈ E such that d(0, x) ≤ R}.
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Let P (x, dy) be a Markov kernel on E. It can be regarded as an operator acting on
some Banach lattice of measurable functions on E via Pf(x) :=
∫
E
f(y)P (x, dy), but
also as an operator on M1(E), the set of probability measures on E, via mP (A) =∫
E
P (x,A)m(dx). We recall that P is called (weak) Feller if the set of bounded
continuous functions is stable under the preceding operator. A measure µ on E
is invariant for P if µ(A) =
∫
E
P (x,A)µ(dx), that is if µP = µ. The invariant
measures contain all information concerning the stability of the system. In practice,
we restrict ourself to the ergodic measures which are the extremal points of the
convex set of invariant measures. Thus, existence of an invariant measure implies
existence of an ergodic invariant measure (see [1]).
When we try to apply traditional criteria for the existence as those exposed in
the book of Meyn and Tweedie [7], we need conditions of return to compact subsets.
In the infinite dimensional setting, we do not know an efficient characterization of
such compact sets (excepted Rellich theorem for Sobolev spaces). Our goal is to find
simple conditions on P under which existence of an invariant measure is guaranteed.
We will say that the Markov kernel P satisfies the mean drift condition if the
following statement is fulfilled.
Assumption 5.2.1. There exists a continuous and locally bounded (i.e. bounded
over bounded subsets) function u : E → [0,∞[ and two real numbers R > 0 and
b > 0 such that
∀x ∈ E, Pu(x) ≤ u(x)− 1 + b1IB(R)(x). (5.5)
In fact we can replace (5.5) by Pu(x) ≤ u(x) − c + b1IB(R)(x) where c > 0 is
any fixed real number. Recently, Wu [11] gives estimation of the essential radius
spectral of P by means of the data given by Assumption 5.2.1.
In a classical way, B(R) will be a kind of recurrent set for our Markov chain.
One seeks now an invariant measure for the sampled chain based on the return time
in the set B(R).
Assumption 5.2.2. The kernel P is Feller and for any R > 0, the family of
probability measures {P (x, .), x ∈ B(R)} is tight.
We recall that the above assumption implies the existence for any ε > 0 of a
compact subset Kε of E satisfying P (x,Kε) > 1− ε for all x in B(R).
5.2.2 Results
In this section we establish the
Theorem 5.2.3. Any Markov kernel P (x, dy) satisfying Assumption 5.2.1 and As-
sumption 5.2.2 admits an invariant measure.
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In the sequel Φ := {Xk}k∈N will be the homogenous Markov chain with P (x, dy)
as one step transition function, Ex is the expectation with initial value X0 = x for
the process, and Em the expectation with random initial value X0 of law m.
Let us sketch the proof of this theorem. First, we check that the return time
τB(R) in B(R) is integrable.
Lemma 5.2.4. Let τB(R) := inf{n ≥ 1 s.t Xn ∈ B(R)}. For R, b > 0 given by
Assumption 5.2.1, we have
ExτB(R) ≤ u(x) + b1IB(R)(x), ∀x ∈ E
Then, we consider the Markov chain composed by the successive returns in B(R),
and we establish the
Lemma 5.2.5. Under Assumption 5.2.1 and Assumption 5.2.2, the Markov kernel
defined by Q(x, dy) := Px
(
XτB(R) ∈ dy
)
admits an invariant measure m.
In that case, it is well known and suggested by the ergodic theorem that an
invariant probability measure µ for P (x, dy) is given by the mean time spent in set
between two visits in the ball B(R). That is
µ(A) :=
Em
(∑τB(R)
k=1 1IA(Xk)
)
EmτB(R)
. (5.6)
5.2.3 Proofs
Let us prove the two preceding lemmas and our new criterion.
Proof of Lemma 5.2.4
Let us evaluate
u
(
Xn∧τB(R)
)
− u(x) =
n∧τB(R)∑
k=1
u (Xk)− u (Xk−1)
=
n∧τB(R)∑
k=1
u (Xk)− Pu (Xk−1) +
n∧τB(R)∑
k=1
(Pu− u) (Xk−1)
= Mn∧τB(R) +
(n∧τB(R))−1∑
k=0
(Pu− u) (Xk)
where Mn :=
∑n
k=1 u (Xk) − Pu (Xk−1) is a martingale. Then with Assumption
5.2.1, we obtain
u
(
Xn∧τB(R)
)
− u(x) ≤Mn∧τB(R) +
(n∧τB(R))−1∑
k=0
(−1 + b1IB(R)(Xk)) .
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But if n∧ τB(R) ≥ 2, it is clear that Xk /∈ B(R) for 1 ≤ k ≤
(
n ∧ τB(R)
)− 1. Hence,
we have
n ∧ τB(R) ≤ u(x)− u
(
Xn∧τB(R)
)
+Mn∧τB(R) + b1IB(R)(x)
≤ u(x) +Mn∧τB(R) + b1IB(R)(x).
Taking expectation, the monotone convergence allows us to conclude. 
Proof of Lemma 5.2.5
We proceed in three steps.
• step 1: For all n in N∗ and for all ε > 0, there exists a compact set C in E
such that
inf
x∈B(R)
Px (Xk ∈ C ,∀ k, 1 ≤ k ≤ n) ≥ 1− ε
To prove that, we use an argument based on βw(P ) the measure of non-
compactness (for the weak topology) of a transition semigroup P , introduced
by Wu [11]. Let us recall, the definition
βw(P ) := inf
K⊂⊂E
sup
x∈E
P (x,Kc)
where P is a bounded nonnegative kernel on E, and the notation K ⊂⊂ E
means that K is a compact subset of E. It is clear that βw(P ) = 0, if and
only if the set of measure {P (x, dy), x ∈ E} is tight. We recall also a useful
result proved by Wu ([11] p 263).
Lemma 5.2.6. [11] Assume that
for all compact subset K of E, βw(1IKP ) = 0. (5.7)
Then for any nonnegative bounded kernel Q
βw(QP ) ≤ βw(Q)βw(P ).
Within our framework (5.7) is clearly implied by the Feller property of P which
gives exactly the continuity of the application x ∈ E 7→ P (x, dy) ∈ M1(E)
equipped with the weak topology.
Fix n ∈ N∗ and ε > 0. For 1 ≤ k ≤ n, Lemma 5.2.6 implies
βw(1IB(R)P
k) ≤ βw(1IB(R)P )βw(P k−1) = 0
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by Assumption 5.2.2. So we can find a compact subset Ck of E such that
∀x ∈ B(R), P k(x,Cck) ≤
ε
n
.
Now, let us consider the compact C = ∪nk=1Ck. It satisfies for all x in B(R),
Px (Xk ∈ C ,∀ k, 1 ≤ k ≤ n) = 1− Px (∃ k, 1 ≤ k ≤ n, Xk ∈ Cc)
≥ 1−
n∑
k=1
Px (Xk ∈ Cck)
≥ 1− ε.
• step 2: {Q(x, dy), x ∈ B(R)} is tight.
By Lemma 5.2.4,
Ex(τB(R)) ≤ u(x) + b1IB(R)(x)
where the right hand side is bounded in B(R) according to Assumption 5.2.1.
So, for any ε > 0, we can find an integer n, independent of x in B(R), such
that
∀x ∈ B(R), Px
(
τB(R) > n
)
< ε.
With this choice for n in the first step, and the corresponding compact C,
which is also compact for the inherited topology on B(R), we obtain for all
x ∈ B(R),
Q(x,C) = Px
(
XτB(R) ∈ C
)
≥ Px
(
XτB(R) ∈ C , τB(R) ≤ n
)
≥ Px
(
Xk ∈ C, ∀k, 1 ≤ k ≤ n , τB(R) ≤ n
)
≥ Px (Xk ∈ C, ∀k, 1 ≤ k ≤ n)− Px
(
τB(R) > n
)
≥ 1− 2ε
using the elementary fact that P(A ∩B) ≥ P(A)− P(Bc).
• step 3: According to Theorem 12.1.2 in [7] for proving that Q(x, dy) admits
at least one invariant probability m, it is sufficient to show that Q(x, dy) is
bounded in probability on average. It means that, for any x in B(R) , the set
of probability measures {Q¯n(x, dy), n ∈ N∗} is tight, where
Q¯n(x, dy) :=
1
n
n∑
k=1
Qk(x, dy).
Let ε > 0 and the compact C as given by the preceding step 1, we obtain for
any x in B(R),
Qk(x,Cc) ≤ sup
y∈B(R)
Q(y, Cc)
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≤ sup
y∈B(R)
Py
(
XτB(R) ∈ Cc
)
≤ 2ε
So, Q¯n is tight and Q(x, dy) generate a Feller Markov chain bounded in prob-
ability. 
Proof of Theorem 5.2.3
Let us check that the measure µ defined by (5.6) satisfies µP=µ. For any function
f ∈ Cb(E), we know by the Feller property of P that Pf is also a bounded and
continuous function on E. So, Lemma 5.2.5 implies that∫
B(R)
Pf(x)m(dx) =
∫
B(R)
∫
B(R)
Pf(y)Q(x, dy)m(dx)
i.e EmPf = EmPf(XτB(R)) because m is an invariant measure for the Markov kernel
on B(R) defined by Q(x, dy) := Px
(
XτB(R) ∈ dy
)
. Then,
Em
(τB(R)∑
k=1
f(Xk)
)
= Em
( ∞∑
k=1
f(Xk)1Ik≤τB(R)
)
= Em
( ∞∑
k=1
Pf(Xk−1)1Ik≤τB(R)
)
= Em
τB(R)−1∑
k=1
Pf(Xk)
+ Em (Pf)
= Em
(τB(R)∑
k=1
Pf(Xk)
)
.
So, for any bounded and continuous function f on E, we have
µ(f) =
Em
(∑τB(R)
k=1 Pf(Xk)
)
EmτB(R)
= µ(Pf).
where µ is given by (5.6). 
5.2.4 Application to a discrete dynamical system perturbed
simple kicks
Let us consider the discrete dynamical system on a Banach space E defined by
Xn+1 = S(Xn) +Wn+1 , X0 ∈ E, n ≥ 0 (5.8)
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where (Wn)n≥1 is a sequence of E-valued independent identically distributed random
variables, with the same law as, say W . We denote by |x| the norm of an element
x in E.
We assume the following
Assumption 5.2.7. The data defining (5.8) are such that:
• (a) the operator S : E → E is continuous and for any R > 0, S (B(R)) is
relatively compact,
• (b) there exists 0 < r < 1 and R0 > 0 such that |S(x)| ≤ r|x|, ∀|x| ≥ R0,
• (c) we can find c0 > 0 such that E log(1 + c0|W |) <∞.
Now, we establish as a corollary of Theorem 5.2.3 the
Proposition 5.2.8. Under Assumption 5.2.7, the dynamical system defined by (5.8)
admits an invariant measure.
Proof. We check Assumptions 5.2.1 and 5.2.2 for the transition kernel of (5.8).
Let r, R0 and c0 be given by Assumption 5.2.7. Fix ε > 0 such that r(1+ε) < 1.
Then, by dominated convergence theorem, we can find c such that 0 < c < c0 and
E log(1 + c|W |) + log (r(1 + ε)) := −δ < 0. (5.9)
Consider the locally bounded test function v(x) = log(1 + c|x|). Since, we have
Pv(x) = E log (1 + c|S(x) +W |)
Assumption 5.2.7 implies clearly that Pv − v is bounded on B(R) for any R > 0.
Hence, for establishing Assumption 5.2.1, it is sufficient to find R > 0 such that,
∀x /∈ B(R), Pv(x) ≤ −1 + v(x). (5.10)
Recall that for any a, b ≥ 0,
log(1 + a+ b) ≤ log(1 + a) + log(1 + b)
we remark that for |x| ≥ R0
Pv(x) = E log (1 + c|S(x) +W |)
≤ log (1 + c|S(x)|) + E log (1 + c|W |)
≤ log (1 + cr|x|) + E log (1 + c|W |) .
Now for r, ε as above, we can choose Rε :=
1−r(1+ε)
rε
> 0 such that
∀y ≥ Rε, log(1 + ry) ≤ log(1 + y) + log (r(1 + ε)) .
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Using (5.9) and the above inequality for y = c|x|, we obtain for all |x| ≥ R0 ∧Rε/c,
Pv(x) ≤ log (1 + cr|x|) + E log (1 + c|W |)
≤ log (1 + c|x|) + log (r(1 + ε)) + E log (1 + c|W |)
≤ v(x)− δ
Finally, for R := R0 ∧Rε/c in (5.10), the drift assumption 5.2.1 is satisfied with the
test function u(x) = v(x)/δ.
It is also clear that (a) implies Assumption 5.2.2, for
{P (x, dy) ; x ∈ B(R)} ⊂ {law of y +W ; y ∈ S (B(R))}
which is tight. The property follows by Theorem 5.2.3.
Remarks 5.2.9. (i) For example, Assumption 5.2.7 (c) is clearly satisfied if the
noise is such that
E|W | <∞.
(ii) Sometimes a little dissipative force is sufficient: if the condition (c) is replaced
by the more stringent E|W | ≤ C0, then (b) can be replaced by the weaker
(b’) there exists C > C0 and R0 > 0 such that |S(x)| ≤ |x| − C, ∀|x| ≥ R0.
For checking the result, consider v(x) = 1 + |x|.
(iii) In the case when E is finite dimensional, we do not need the compactness of
S, and the condition become very simple to handle. For example, let us fix
E = R and u(x) = x2. Then, for S(x) = x− log(x), the criterion is satisfied
for any noise verifying E|W |2 < ∞, whereas for S(x) = x − sgn(x)α, it is
only satisfied by noise verifying E|W |2 <∞ and E|W | < α.
5.3 Application to the NS equations
According to the preceding section, for proving Theorem 5.1.1, we must check parts
(a), (b) and (c) of Assumption 5.2.7 for the Markov chain (5.3). Note that (c) is
our basic condition on the noise.
For (b), let us recall classical properties of the Navier-Stokes equations on the
2-D torus (see for instance the famous book of Temam [10], p196 or the book of
Galdy [3]). Indeed, we have the following energy estimate
‖u(t)‖2L2 + 2ν
∫ t
0
‖∇u(s)‖2L2ds = ‖u0‖2L2 , ∀t ≥ 0 (5.11)
and the Poincare´ inequality
‖u(t)‖2L2 ≤ ‖∇u(t)‖2L2 , ∀t ≥ 0. (5.12)
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From (5.11) and (5.12), it follows that the function t→ e2νt‖u(t)‖2L2 is non increas-
ing, and we obtain
‖S(u)‖L2 ≤ e−ν‖u‖L2 .
That implies (b).
Finally (a) is a consequence of the following inequality established in the paper
of Masmoudi and Young (estimate (15) in [8]):
‖S(u0)− S(v0)‖H1 ≤ C‖u0 − v0‖L2 ,
recalling that the embedding of H1 into L2 is compact.
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Chapitre 6
Large deviation principle of
occupation measure for stochastic
Burgers equation
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Abstract :
In this paper we obtain a Large Deviation Principle for the occupation measure
of the solution to a stochastic Burgers equation which describes the exact rate of
exponential convergence. This Markov process is strongly Feller and has a unique
invariant measure. Moreover, the rate function is explicit: it is the Level-2 entropy
of Donsker-Varadhan.
Re´sume´ :
On obtient un Principe des Grandes De´viations pour la mesure d’occupation as-
socie´e a` la solution d’une e´quation de Burgers stochastique, de´crivant la convergence
exponentielle. La fonction de taux associe´e est l’entropie de niveau 2 de Donsker-
Varadhan.
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AMS Subject Classification 2000: 60F10, 60J35, 35Q53.
151
152 Mathieu GOURCY
6.1 Introduction and Main results
Let H = L2(0, 1) equipped with its norm ‖ · ‖2. In this paper we are interested in
the large time behavior of the solution to the following stochastic Burgers equation:
dX(t) =
(
∆X(t) +
1
2
DξX
2(t)
)
dt+GdW (t) ; X(0, ξ) = x0(ξ) ∈ H (6.1)
where G : H → H is a bounded linear operator, W (t) is a standard cylindrical
Wiener process on H, and ∆ is the Laplacian on (0, 1) with the Dirichlet boundary
conditions. Indeed, the problem (6.1) is supplemented by:
X(t, 0) = X(t, 1) = 0, t > 0.
It is well known that ∆ is a negative, self-adjoint, non bounded operator on H with
the domain of definition given by
D(∆) = {u ∈ H2(0, 1) : u(0) = u(1) = 0} = H2(0, 1) ∩H10 (0, 1).
where
H10 = {x : [0, 1]→ R; x is abs. continuous, x(0) = x(1) = 0, and ∇x := Dξx ∈ H}.
We assume that tr(GG∗) < ∞, i.e, the energy injected by the random force is
finite, and that, for Q = GG∗,
Im
(
(−∆)− δ2
)
⊂ Im
(
Q
1
2
)
for some
1
2
< δ < 1 (6.2)
where Im
(
Q
1
2
)
is the range of the operator Q
1
2 . The last condition (6.2) means
that the noise is not too degenerate. It is equivalent to say that the domain of
definition of (−∆) δ2 in H is contained in Im
(
Q
1
2
)
.
The above equation plays an important role in fluid dynamic for understanding
of chaotic behavior. This stochastic model has been intensively studied for 10 years,
in particular by Da Prato, Debussche, Dermoune, Weinan E, Gatarek, Khanin,
Mazel, Sinai and Temam among many others (from a chronological point of view,
see [7], [6], [11], [4], [5], [14]). About large deviations, small noise asymptotic was
investigated by Cardon-Weber [3]. More recently, Goldys and Maslowsky proved
the exponential ergodicity [16].
Let M1(H) (resp. Mb(H)) be the space of probability measures (resp. signed
σ-additive measures of bounded variation) on H equipped with the Borel σ-field
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B(H). The usual duality relation between ν ∈ Mb(H) and f ∈ bB(H), the set of
bounded and measurable functions on H, will be denoted by
ν(f) :=
∫
H
fdν.
On Mb(H) (or its subspace M1(H)), we will consider the usual weak convergence
topology σ(Mb(H), Cb(H)) and the so called τ -topology σ(Mb(H), bB(H)), which is
much stronger.
Our aim is to establish the large deviation principle (LDP in short) for the
occupation measure Lt of the solution X (or empirical measure of level-2) given by
Lt(A) :=
1
t
∫ t
0
δXs(A)ds, ∀A ∈ B(H)
δa being the Dirac measure at a. Notice that Lt is an inM1(H)-valued random vari-
able. This is a traditional subject in probability since the pioneering work of Donsker
and Varadhan [13]. The main innovation is that we deal about infinite dimensional
diffusions for which their assumptions are not satisfied. For an introduction to large
deviations we refer to the books of Deuschel-Stroock [12], and Dembo-Zeitouni [10].
Under (6.2), it is known that Xt is a Markov process with a unique invariant
measure µ (cf [9]). So the ergodic theorem says that, almost surely under Pµ, Lt
converges weakly to µ. We establish in this note a much more stronger result:
Theorem 6.1.1. Assume that tr(GG∗) < +∞ and (6.2) (throughout this paper).
Let 0 < λ0 <
pi2
2‖Q‖ , where ‖Q‖ is the norm of Q as an operator in H and
Φ(x) = eλ0‖x‖
2
2 , Mλ0,L :=
{
ν ∈M1(H) /
∫
H
Φ(x)ν(dx) ≤ L
}
(6.3)
The family Pν(LT ∈ ·) as T → +∞ satisfies the large deviation principle (LDP)
with respect to (w.r.t. in short) the topology τ , with speed T and the rate function J ,
uniformly for any initial measure in Mλ0,L where L > 1 is any fixed number. Here
J : M1(H)→ [0,+∞] is the level-2 entropy of Donsker-Varadhan defined by (6.12)
below.
More precisely we have:
i) J is a good rate function on M1(H) equipped with the topology τ of the conver-
gence against bounded and borelian functions, i.e., [J ≤ a] is τ -compact for
every a ∈ R+.
ii) for all open set G in M1(H) with respect to the topology τ ,
lim inf
T→∞
1
T
log inf
ν∈Mλ0,L
Pν(LT ∈ G) ≥ − inf
G
J (6.4)
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iii) for all closed set F in M1(H) with respect to the topology τ ,
lim sup
T→∞
1
T
log sup
ν∈Mλ0,L
Pν(LT ∈ F ) ≤ − inf
F
J . (6.5)
Furthermore we have
J(ν) < +∞ =⇒ ν  µ, ν(H10 ) = 1 and
∫
H10
‖∇x‖22dν < +∞ (6.6)
where µ is the unique invariant probability measure of (Xt).
The LDP w.r.t. the topology τ is much stronger than that w.r.t. the usual
weak convergence topology as in Donsker-Varadhan [13]. Sometimes considered as a
technical detail, the topology τ is crucial here : interesting consequences of this LDP
can be deduced for many physical quantities of the system such as ‖x‖H1 = ‖∇x‖2,
or more generally ‖x‖Hα := ‖(−∆)α/2x‖2 for 0 ≤ α ≤ 1, which are not continuous
on H. In fact, we establish
Corollary 6.1.2. Let B a separable Banach space, and f : H10 → B a measurable
function, bounded on the balls {x s.t ‖∇x‖2 ≤ R} for any R > 0, and satisfying
lim
‖∇x‖2→∞
‖f(x)‖B
‖∇x‖22
= 0. (6.7)
Then, Pν (LT (f) ∈ ·) satisfies the LDP on B, with speed T and the rate function If
given by
If (z) = inf{J(ν); J(ν) < +∞,
∫
H10
f(x)dν(x) = z}, ∀z ∈ B,
uniformly over initial distributions ν in Mλ0,L for any fixed L > 1.
For instance, f : H10 → B := Hα with f(x) = x for any α ∈ [0, 1) is allowed,
so that the LDP in Hα holds for Pν
(
1/T
∫ T
0
Xtdt ∈ ·
)
. An other particular case of
the above corollary is the following: for every p ∈ (0, 2),
Pν
(
1
T
∫ T
0
‖∇X(t)‖p2dt ∈ ·
)
satisfies the LDP on R with speed T and the rate function I defined by
I(z) = inf
{
J(ν); J(ν) < +∞,
∫
H
‖∇x‖p2dν(x) = z
}
, ∀z ∈ R (6.8)
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uniformly over initial distributions ν in Mλ0,L (for any L > 1).
Finally, we introduce (ek)k the complete orthonormal system in L
2(0, 1) which
diagonalizes ∆ on its domain, and by −λk the corresponding eigenvalues. We have
ek(x) =
√
2
pi
sin kpix, λk = pi
2k2, k ∈ N∗ = {1, 2, ...}.
Remarks 6.1.3.
(i) Let us see the meaning of our assumptions: tr(Q) < +∞ and (6.2). Assume that
Gek = σkek for every k ≥ 1. Then
GW (t) =
∞∑
k=1
σkβk(t)ek (6.9)
where (βk)k∈N∗ is a family of independent real valued standard Brownian motions.
Then tr(Q) < +∞ and condition (6.2) is satisfied if
c
k
≤ |σk| ≤ C
k
1
2
+ε
for two positive constants c and C and some small ε > 0.
A more general example of noise for which our assumptions hold is
G := (−∆)−βB, 1
4
< β <
1
2
,
where B is any linear bounded and invertible operator on H. Indeed tr(GG∗) ≤
‖B‖2H→Htr(∆−2β) < +∞ for 2β > 1/2. Since Im(G) = Im(∆−β) and by the
polar decomposition, Im(G) ⊂ Im(√GG∗), the condition (6.2) is then verified with
δ = 2β.
(ii) Our approach here is well adapted to the case of a multiplicative (or correlated)
random forcing term, that is, the noise GW (t) can be replaced by
g (X(t, ξ))GW (t)
where g : H → [α, β] is Lipschitz continuous, 0 < α < β <∞, G satisfies (6.2) and
tr(GG∗) < +∞. Indeed, following [6], the strong Feller property and the topological
irreducibility hold. All estimates necessary for the LDP in Theorem 6.1.1 still hold
in the actual case, and then all previous results remain valid.
(iii) The class (6.3) of allowed initial distributions for the uniform LDP is sufficiently
rich. For example, choosing L large enough, it includes all the Dirac probability
measures δx with x in any ball of H.
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(iv) Our LDP is more precise than the exponential convergence of Pt to the invariant
measure µ established in [16]. Indeed the LDP furnishes the exact rate of the expo-
nential convergence in probability of the empirical measures LT to µ. Moreover by
Theorem 6.4 in [24], under the strong Feller and topological irreducibility assump-
tion for (Pt), the LDP in Theorem 6.1.1 is equivalent to saying that the essential
spectral radius in some weighted functions spaces buB is zero.
(v) The assumption (6.2) plays a crucial role for Theorem 6.1.1: if the noise acts
only on a finite number of modes (i.e., σk = 0 for all k > N in (6.9)) as in Kol-
mogorov’s turbulence theory, we believe that the LDP w.r.t. the τ -topology is false.
It is a challenging open question for establishing the LDP of LT w.r.t. the weak
convergence topology in the last degenerate noise case.
(vi) For the 2D-stochastic Navier-Stokes equation, we can prove, under suitable
conditions, a LDP on some D(Aα), for 1
4
< α < 1
2
. Here A is also the Laplacian, but
regarded as an operator on the subspace of the L2-vector fields with free divergence.
That will be carried out in a future work.
This paper is organized as follows. In Section 2, we recall known results on exis-
tence and uniqueness of solution, and existence of an invariant probability measure
for equation (6.1). In section 3 we give some general facts about large deviations
for strong Feller and irreducible Markov processes and we obtain the uniform lower
bound (6.4). Then we prove the convergence of the Galerkin approximations for
the considered equation in section 4. The exponential tightness is investigated in
section 5, and the uniform upper bound (6.5) for the strong τ -topology in section
6. Finally, the extension to non bounded functionals on H is discussed in the last
section 7.
6.2 Solutions of the equation and their properties
Let us specify what we understand by solution. Generally, we are concerned with two
ways of giving a rigorous meaning to solutions of stochastic differential equations in
infinite dimensional spaces, that is, the variational one [20], [19] and the semigroup
one [8]. Correspondingly, as in the case of deterministic evolution equations, we
have two notions of strong, and “mild” solution. In most situations, one finds that
the concept of strong solution is too limited to include important examples. The
weaker concept of mild solution seems to be more appropriate. In the sequel, we are
working with this concept, that we define more precisely now.
We denote by S(t) the semigroup generated by ∆ on L2(0, 1), or from a formal
point of view, S(t) = et∆.
Definition 6.2.1. We say that X ∈ C ([0, T ], L2(0, 1)) is a “mild” solution of prob-
lem (6.1) if X(t) is adapted to Ft, the σ-algebra of the cylindrical Wiener process
Large Deviations for Stochastic Burgers Equation 157
until time t and for arbitrary 0 ≤ t, we have
X(t) = S(t)x0 +
∫ t
0
S(t− s)1
2
DξX
2(s)ds+
∫ t
0
S(t− s)GdW (s) (6.10)
for any x0 ∈ L2(0, 1), P almost surely.
Note that all the terms in (6.10) take sense since the mapping
F : u ∈ C ([0, T ], L1(0, 1))→ ∫ t
0
S(t− s)1
2
Dξu(s)ds ∈ C
(
[0, T ], L2(0, 1)
)
is well defined (see [9] p260) and the stochastic convolutionW∆ :=
∫ t
0
S(t−s)GdW (s)
also (see (6.22) below). Da Prato, Debussche, Temam established in [7] for the
first time existence and uniqueness for a stochastic Burgers equation cylindrically
perturbed, that is when G is the identity operator. The method they used to obtain
local existence in time of a solution consists in considering a fixed path of the noise,
to get into a deterministic setting and use a fixed point argument. Then the time of
explosion is shown to be infinite, by means of a priori bounds on the solution. The
same proof gives in our setting:
Theorem 6.2.2. Stochastic Burgers equation (6.1) admits a unique mild solution
and for all T > 0,
X ∈ C ([0, T ], L2(0, 1)) ∩ L2 ([0, T ], C[0, 1]) .
The solution satisfies Markov and strong Markov properties (see [8]). We can
also consider the transition semigroup associated to the dynamics given by
PtΦ(x) := EΦ (X(t, x)) = ExΦ (X(t)) , ∀Φ ∈ bB(H).
As in [7], this semigroup admits an invariant measure. Moreover, under our condition
(6.2) on the noise, the following interesting properties hold.
Lemma 6.2.3. (i) The transition semigroup (Pt) corresponding to the forced Burg-
ers equation (6.1) satisfies the strong Feller property. That is, for any bounded
borelian function Φ on H and any t > 0, the function PtΦ(·) is continuous on H.
(ii) For every t > 0, Pt(x,O) > 0 for all x ∈ H and all non-empty open subset
O of H. Hence, (Pt) is also topologically irreducible.
(iii) In particular, the transition semigroup (Pt), corresponding to the forced
Burgers equation (6.1) admits a unique invariant measure µ, which charges all non-
empty open subsets of H.
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Part (i) is well known when the cylindrical noise is considered (see [9]). In
our case of a finite trace class noise, the non-degeneracy condition (6.2) is essential.
More precisely, δ < 1 allows to obtain a bound on the derivative of the semigroup by
using the Bismut-Elworthy formula as in [4] or [15]. The condition δ > 1
2
is borrowed
from the finite trace assumption, crucial in the application of Itoˆ’s formula for the
exponential tightness.
The point (ii) was proved by Goldys and Maslowski in [16] for our class of noise.
We recall that (Pt) is topologically irreducible if, for all non-empty open set Γ in H,
and all x ∈ H, we have Pt(x,Γ) > 0 for some t > 0.
According to the general theory [9], we obtain (iii) as first corollary, sometimes
called Doob’s theorem, of the two preceding points together with the existence of
invariant measure. In fact this result gives also the convergence of the transition
probabilities to the invariant measure.
Our aim is to complete the study of the equation (6.1) by giving information on
the rare events and the exact rate of exponential convergence by means of a large
deviation principle, one of the strongest ergodic behaviors of Markov processes.
6.3 General results about large deviations
In this section, we introduce some necessary notations and definitions and give
general results (essentially following [22]) on large deviations for Markov processes.
6.3.1 Notations and entropy of Donsker-Varadhan
We first compare the “topological irreducibility” defined above (often called irre-
ducibility in the literature on SPDE) with the probabilistic irreducibility for a
Markov process which is the more general assumption under which the large de-
viations result we use (as Lemma 6.3.2 below) holds true (see [18, 22] for details).
Let ν be a probability measure on H; a transition kernel operator P on H is said
ν-irreducible (resp. ν-essentially irreducible) if for all A in H such that ν(A) > 0,
and for all x in H (resp. for ν almost all x in H), we can find n ∈ N such that
P n(x,A) > 0. When ν charges all non-empty open subsets of H, the ν-irreducibility
implies the topological irreducibility. But for the strong Feller P , the topological
irreducibility implies the ν-irreducibility for all ν such that ν  νP (see [22]).
Thus by Lemma 6.2.3, for the unique invariant measure µ of our model, Pt is
µ-irreducible for every t > 0. In reality for our model, we have the much stronger
property that all the probability measures in the family{
Pt(x, .), x ∈ H, t > 0
}
are equivalent, and they are also equivalent to µ (see [9, p.41]).
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Consider the H := L2(0, 1)-valued continuous Markov process(
Ω, (Ft)t≥0 ,F , (Xt(ω))t≥0 , (Px)x∈H
)
whose semigroup of Markov transitions kernels is denoted by (Pt(x, dy))t≥0, where
Ω = C(R+, H) is the space of continuous functions from R+ to H equipped with
the compact convergence topology;
Ft = σ(Xs, 0 ≤ s ≤ t) for any t ≥ 0 is the natural filtration;
F = σ(Xs, 0 ≤ s) and Px(X0 = x) = 1.
Hence, Px is the law of the Markov process with initial state x in H. For any initial
measure ν on H, let Pν(dω) :=
∫
H
Px(dω)ν(dx).
The empirical measure of level-3 (or process level) is
Rt :=
1
t
∫ t
0
δθsXds
where (θsX)t = Xs+t for all t, s ≥ 0 are the shifts on Ω. Hence Rt is a random
element of M1(Ω), the space of probability measures on Ω.
The level-3 entropy functional of Donsker and Varadhan H : M1(Ω) → [0,+∞]
is defined by,
H(Q) :=
{
EQ¯hF01
(
Q¯ω(−∞,0];Pw(0)
)
, if Q ∈M s1 (Ω)
+∞ otherwise (6.11)
where
M s1 (Ω) is the space of those elements in M1(Ω) which are moreover stationary ;
Q¯ is the unique stationary extension of Q ∈M s1 (Ω) to Ω¯ := C(R, H) ;
F st = σ(X(u); s ≤ u ≤ t) on Ω¯, ∀s, t ∈ R, s ≤ t ;
Q¯ω(−∞,t] is the regular conditional distribution of Q¯ knowing F−∞t ;
hG(ν, µ) is the usual relative entropy or Kullback information of ν with respect to
µ restricted on the σ-field G, given by
hG(ν, µ) :=
{∫
dν
dµ
|G log
(
dν
dµ
|G
)
dµ, if ν  µ on G
+∞ otherwise.
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The level-2 entropy functional J :M1(H)→ [0,∞] is defined by
J(β) = inf{H(Q) ; Q ∈M s1 (Ω) and Q0 = β}, ∀β ∈M1(H), (6.12)
where Q0(·) = Q(X(0) ∈ ·) is the marginal law at time t = 0.
Lastly introduced in [22], we define the restriction of the Donsker Varadhan
entropy to the µ component, by
Hµ(Q) :=
{
H(Q), if Q0  µ
+∞ otherwise
and for the level-2 entropy functional
Jµ(β) :=
{
J(β), if β  µ
+∞ otherwise.
For our model, let us first establish the
Lemma 6.3.1. We have J(ν) < +∞ =⇒ ν  µ. Moreover, J = Jµ on M1(H)
and [J = 0] = {µ}
Proof. Consider ν such that J(ν) <∞. We recall the expression (6.11) of the Level-
3 entropy. For Q ∈ M s1 (Ω) such that Q0 = ν, H(Q) < ∞, and for every t > 0,
noting that the entropy of marginal measure is not larger than the global entropy,
we have by Jensen inequality,
H(Q) = EQ¯hF1
(
Q¯ω(−∞,0];Pw(0)
)
=
1
t
EQ¯hF0t
(
Q¯ω(−∞,0];Pw(0)
)
≥ 1
t
hF0t (Q;Pν)
≥ 1
t
hσ(w(t)) (Q;Pν)
≥ 1
t
hB(H) (ν; νPt) .
Taking infinimum over such Q, we get
J(ν) ≥ 1
t
hB(H) (ν; νPt) . (6.13)
So the Kullback information of ν with respect to νPt is finite, which implies by
definition that ν  νPt. Since all Pt(x, dy), t > 0, x ∈ H are equivalent to µ ([9]),
we have
νPt(·) =
∫
H
P (t, x, ·)ν(dx) µ.
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Thus ν  νPt  µ, as desired.
By definition, we have J ≤ Jµ and they are equal on
{ν ∈M1(H) such that ν  µ}.
Since any probability measure ν on H such that J(ν) <∞ is absolutely continuous
with respect to µ, we have J = Jµ on M1(H) .
At the end, if the probability measure β is such that J(β) = 0 then β  µ and
β = βPt for every t > 0 by (6.13). By the uniqueness in Lemma 6.2.3, we have
β = µ and the proof is finished.
6.3.2 The lower bound
Let us first recall the definition of the projective limit τp of the strong τ -topology,
τp := σ
(
M1(Ω),∪t≥0bF0t
)
where bF0t is the set of functions on Ω, that are bounded and measurable for F0t .
The following level-3 lower bound of Large Deviations for τp was established by
Wu (see [22, th. B.1]) under more general conditions.
Lemma 6.3.2. ([22]) For any open set O in (M1(Ω), τp),
lim inf
t→∞
1
t
logPx(Rt ∈ O) ≥ − inf
O
Hµ, µ− a.e initial state x ∈ H.
Recall that Hµ = H by Lemma 6.3.1. Our goal here, is to prove the
Proposition 6.3.3. If J is a good rate function on (M1(H), τ) and the uniform
upper bound (6.5) is satisfied, then the level-3 uniform lower bound holds true: for
any measurable open subset O in (M1(Ω), τp),
lim inf
t→∞
1
t
log inf
ν∈Mλ0,L
Pν(Rt ∈ O) ≥ − inf
O
H.
In particular, the desired Level-2 lower bound (6.4) holds (by the contraction prin-
ciple).
Proof. For any Q ∈ O fixed, we can take a τp neighborhood of Q in M1(Ω) of form
N(Q, δ) := {Q′ ∈M1(Ω) such that
∣∣∣∣∫ FidQ′ − ∫ FidQ∣∣∣∣ < δ, ∀i = 1, · · · , d}
contained in O, where δ > 0, 1 ≤ d ∈ N and Fi ∈ bF0n for some n ∈ N. It is
sufficient to establish that for every Q in O such that H(Q) <∞
lim inf
t→∞
1
t
log inf
ν∈Mλ0,L
Pν(Rt ∈ N(Q, δ)) ≥ −Hµ(Q). (6.14)
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But by Egorov’s lemma, Lemma 6.3.2 implies the existence of a borelian subset K
in H with µ(K) > 0 such that for any ε > 0
inf
x∈K
1
t
logPx
(
Rt ∈ N
(
Q,
δ
2
))
≥ −Hµ(Q)− ε (6.15)
for all t large enough. Let us fix a > 0. For any 0 ≤ b ≤ a, we have∣∣∣∣∫ Fid(Rt ◦ θb −Rt)∣∣∣∣ ≤ 2(a+ 1)t ‖Fi‖∞
and then for all 0 ≤ b ≤ a and for all t large enough (depending on a and δ),
Pν(Rt ∈ N(Q, δ)) ≥ Pν
(
Xb ∈ K ; Rt ◦ θb ∈ N
(
Q,
δ
2
))
≥ Pν(Xb ∈ K) inf
x∈K
Px
(
Rt ∈ N
(
Q,
δ
2
))
.
Integrating for 0 ≤ b ≤ a, and dividing by a yields
Pν(Rt ∈ N(Q, δ)) ≥ EνLa(K) inf
x∈K
Px
(
Rt ∈ N
(
Q,
δ
2
))
. (6.16)
Hence, for proving (6.14), by (6.15) and (6.16), it is enough to establish that for any
borelian subset K with µ(K) > 0, we can find a > 0 such that
inf
ν∈Mλ0,L
EνLa(K) > 0.
Notice that
EνLa(K) ≥ µ(K)
2
(
1− Pν
(
|La(K)− µ(K)| ≥ µ(K)
2
))
and by the assumed level 2 upper bound,
lim sup
a→+∞
1
a
log sup
ν∈Mλ0,L
Pν
(
|La(K)− µ(K)| ≥ µ(K)
2
)
≤ − inf
F
J(ν)
where
F =
{
β ∈M1(H) : |β(K)− µ(K)| ≥ µ(K)
2
}
is closed for the τ -topology. So once infF J > 0, we shall obtain for all a large
enough
inf
ν∈Mλ0,L
EνLa(K) ≥ µ(K)
2
(
1− exp
(
−a infF J
2
))
> 0.
It remains to prove that infF J > 0. To this end we may assume that infF J < +∞.
In that case, since J is a good rate function (our condition), infF J is attained by
some β0 ∈ F . But J(β) = 0 ⇔ β = µ (Lemma 6.3.1) and µ /∈ F , so infF J =
J(β0) > 0 as desired.
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6.3.3 Cramer functionals and weak upper bound
Let us introduce the uniform upper Cramer functional over a non-empty family of
initial measures A in M1(H),
Λ(V |A) := lim sup
t→∞
1
t
log sup
ν∈A
Eν exp (tLt(V ))
and several other Cramer functionals,
Λ(V |x) := Λ(V |{δx}) = lim sup
t→∞
1
t
logEx exp (tLt(V ))
Λ∞(V ) := Λ(V |{δx ; x ∈ H}) = lim sup
t→∞
1
t
log sup
x∈H
Ex exp (tLt(V ))
Λ0(V ) := sup
x∈H
Λ(V |x) = sup
x∈H
lim sup
t→∞
1
t
logEx exp (tLt(V )) (6.17)
where V is a bounded and borelian function on H.
The functionals Λ0(V ) and Λ∞(V ) are respectively the pointwise and uniform
Cramer functionals introduced already in [12]. For Λ : bB(H) → R any one of the
above functionals, define its Legendre transformation:
Λ∗w(ν) = sup
V ∈Cb(H)
(∫
H
V dν − Λ(V )
)
, ∀ν ∈Mb(H)
Λ∗(ν) = sup
V ∈bB(H)
(∫
H
V dν − Λ(V )
)
, ∀ν ∈Mb(H) (6.18)
where Mb(H) is the space of all signed σ-additive measures of bounded variation on
(H,B).
Remark that {δx}x∈H ⊂ ∪L>0Mλ0,L, we have for any bounded and measurable
function V ,
Λ0(V ) ≤ sup
L>0
Λ(V |Mλ0,L) ≤ Λ∞(V ).
Since (Pt) is Feller, we have by [22, Proposition B.13](
Λ0
)∗
(ν) =
(
Λ0
)∗
w
(ν) = (Λ∞)∗ (ν) = (Λ∞)∗w (ν) = J(ν), ∀ν ∈M1(H)
which implies the l.s.c for J and the fact that
sup
V ∈bB(H)
(∫
H
V dν − sup
L>0
Λ(V |Mλ0,L)
)
= sup
V ∈Cb(H)
(∫
H
V dν − sup
L>0
Λ(V |Mλ0,L)
)
= J(ν), ∀ν ∈M1(H).
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So by Ga¨rtner-Ellis theorem (see [10]), we have always the following general weak*
upper bound
Lemma 6.3.4. Let M1(H) be equipped with the weak convergence topology. For any
compact subset K in M1(H) w.r.t the weak convergence topology, and for any ε > 0,
there is a neighborhood N(K, ε) of K in M1(H) such that
lim sup
t→∞
1
t
log sup
ν∈Mλ0,L
Pν(Lt ∈ N(K, ε))
≤
{
− infν∈K J(ν) + ε if infν∈K J(ν) <∞
−1
ε
otherwise.
Now to obtain the upper bound in Theorem 6.1.1 w.r.t. the weak convergence
topology, we need to prove the exponential tightness of Lt.
6.4 Convergence of a Galerkin method
Let us introduce the approximation system associated with equation (6.1) :
dXn(t) =
(
∆Xn(t) +
1
2
ΠnDξ(Xn)
2(t)
)
dt+GndW (t) ; Xn(0) = Πnx (6.19)
where Πn is the orthogonal projection on Hn, the finite dimensional space spanned
by the first n eigenvectors (e1, . . . , en), and Gn := ΠnG.
The convergence of a similar approximation but with a non linearity truncated
by the function
fn(x) =
nx2
n+ x2
was investigated by Da Prato and Debussche [5]. The aim of this section is to
establish some a priori estimates on Xn, and the convergence of the approximation
method (6.19).
Theorem 6.4.1. The solutions Xn of (6.19) converge to the solution X of (6.1) in
C([0, T ];H) and in L2([0, T ];H10 ) almost surely.
6.4.1 A priori estimate for the finite dimensional approxi-
mations
From now on, we denote by 〈·, ·〉 the inner product in H. Let us apply Itoˆ’s formula
to the finite dimensional diffusion Xn. Since Xn(t) ∈ Hn, remark that
〈Xn(t),ΠnDξX2n(t)〉 = 〈ΠnXn(t), DξX2n(t)〉 = 〈Xn(t), DξX2n(t)〉
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=
∫ 1
0
Xn(t, ξ)DξX
2
n(t, ξ)dξ =
[
X3n(t, ξ)
3
]ξ=1
ξ=0
= 0
because of no-slip boundary conditions. So, we obtain:
d‖Xn(t)‖22 = 2〈Xn(t), dXn(t)〉+ tr(Qn)dt
=
[−2‖∇Xn(t)‖22 + tr(Qn)] dt+ 2〈Xn(t), GndW (t)〉.
In the same spirit, denoting by d[Y, Y ]t the quadratic variation process of a semi-
martingale Y , we can also compute with the Itoˆ formula
deλ0‖Xn(t)‖
2
2 = eλ0‖Xn(t)‖
2
2
[
λ0d‖Xn(t)‖22 +
λ20
2
d[‖Xn‖22, ‖Xn‖22]t
]
= eλ0‖Xn(t)‖
2
2
[−2λ0‖∇Xn(t)‖22 + λ0tr(Qn) + 2λ20‖G∗nXn(t)‖22] dt
+2λ0e
λ0‖Xn(t)‖22〈Xn(t), GndW (t)〉.
For any smooth function f on Hn = Πn(L
2), we define g := Lnf if
f(Xn(t))− f(Xn(0))−
∫ t
0
g(Xn(s))ds
is a local martingale. The following lemma, being a consequence of Itoˆ’s formula, is
well known to probabilists and it is crucial.
Lemma 6.4.2. ([21]) If f is smooth on Hn, and f ≥ 1, then
Mt := e
− R t0 Lnff (Xn(s))dsf(Xn(t))
is a local martingale.
In view of the above definition we have for f(x) = eλ0‖x‖
2
2 (x ∈ Hn),
Lnf(x) := f(x)
[−2λ0‖∇x‖22 + λ0tr(Qn) + 2λ20‖G∗nx‖22]
and
−Lnf(x)
f(x)
= 2λ0‖∇x‖22 − λ0tr(Qn)− 2λ20‖G∗nx‖22
≥ 2λ0‖∇x‖22 − λ0tr(Q)− 2λ20‖Q‖ ‖x‖22.
Moreover, by the Poincare´ inequality
‖x‖2 ≤ ‖∇x‖2
pi
, ∀x ∈ H
166 Mathieu GOURCY
we obtain for 0 < λ0 ≤ pi22‖Q‖ , since 1− λ0‖Q‖pi2 ≥ 12
−Lnf(x)
f(x)
≥ 2λ0
(
‖∇x‖22
(
1− λ0‖Q‖
pi2
)
− tr(Q)
2
)
≥ λ0‖∇x‖22 − λ0tr(Q).
So we conclude by Lemma 6.4.2 that
Nnt := exp
(
λ0
∫ t
0
‖∇Xn(s)‖22ds− λ0tr(Q)t
)
eλ0‖Xn(t)‖
2
2 (6.20)
is a supermartingale. This proves the following crucial exponential estimate:
Lemma 6.4.3. Let 0 < λ0 <
pi2
2‖Q‖ . For any x in H, we have
Ex exp
(
λ0
∫ t
0
‖∇Xn(s)‖22ds
)
eλ0‖Xn(t)‖
2
2 ≤ eλ0tr(Q)teλ0‖x‖22 , ∀t > 0. (6.21)
In particular, we have
sup
n∈N
Exeλ0
R t
0 ‖∇Xn(s)‖22ds <∞
so (Xn)n is uniformly bounded in L
2(Ω× [0, T ], H10 ).
This kind of properties was also investigated by Da Prato and Debussche [4] for
proving some estimates on derivatives of the transition semigroup.
6.4.2 Proof of theorem 6.4.1
Let us introduce the stochastic convolution, or Ornstein-Uhlenbeck process
W∆(t) =
∫ t
0
S(t− s)GdW (s)
which is the mild solution of the linear equation with additive noise
dW∆(t) = ∆W∆(t)dt+GdW (t) ; W∆(0) = 0. (6.22)
Since Q = GG∗ has finite trace, it is known (see [8, p.99 and p.148] ), that the
stochastic integralW∆ is the limit in L
2 (Ω, C([0, T ];H)) and in L2 (Ω, L2([0, T ];H10 ))
of its finite dimensional approximation defined by
W n∆(t) =
∫ t
0
S(t− s)GndW (s) = ΠnW∆(t).
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Notice that W n∆ is the mild solution of the finite dimensional linear equation with
additive noise
dW n∆(t) = ∆W
n
∆(t)dt+GndW (t) ; W∆(0) = 0. (6.23)
Let us prove that the convergences above hold in fact a.s. in C([0, T ];H) and
L2([0, T ];H10 ). Indeed the a.s. convergence ofW
n
∆ toW∆ in L
2([0, T ];H10 ) is obvious.
For the convergence in C([0, T ], H), since for a.e. ω, t 7→ W∆(t, ω) is continuous
from [0, T ] to H, then K := {W∆(t, ω); t ∈ [0, T ]} is compact in H. Notice that if
h ∈ H, Πnh→ h in H and that the mappings h 7→ Πnh, n ≥ 1 are equi-continuous
on H for ‖Πn‖H→H = 1. So the above pointwise convergence is uniform over the
compact subset K by Arzela-Ascoli’s theorem : as n→∞,
sup
t∈[0,T ]
‖W∆(t, ω)− ΠnW∆(t, ω)‖H → 0.
Our proof below, as in [9], will be completely deterministic. Fix any ω ∈ Ω such
that W n∆(ω) → W∆(ω) both in C([0, T ], H) and L2([0, T ], H10 ) and we shall remove
“ω” in the proof below.
Let us define
y := X −W∆ = S(t)x+ 1
2
∫ t
0
S(t− s)Dξ(X)2(s)ds
yn := Xn −W n∆ = S(t)Πnx+
1
2
∫ t
0
S(t− s)ΠnDξ(Xn)2(s)ds
and
zn := y − yn = X −Xn − (W∆ −W n∆).
Recall thatX is bounded in L∞([0, T ], H) and also in L2([0, T ], H10 ) almost surely.
Indeed we have the following a-priori estimates (see [9, p264]) :
‖y(t)‖22 ≤ e8
R t
0 ‖W∆(s)‖2∞ds‖x‖22 + 2
∫ t
0
e8
R t
r ‖W∆(s)‖2∞ds‖W∆(r)‖4∞dr
and ∫ T
0
‖Dξy(t)‖22dt ≤ 8
∫ T
0
‖W∆(t)‖2∞‖y(t)‖42dt+
∫ T
0
‖W∆(t)‖4∞dt
and the fact that H10 ⊂ C[0, 1] is a compact continuous embedding. The same proof
as in [9, p264] yields the same estimates for yn with W∆ replaced by W
n
∆, so the
sequence (Xn)n is bounded in L
∞([0, T ], H) and L2([0, T ], H10 ) almost surely (see
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also [5]). We can assume without loss of generality that the preceding bounds hold
for our “ω”.
It remains to show the convergence of zn to 0 in the desired spaces. Notice that
zn is solution of
dzn
dt
= ∆zn +
1
2
DξX
2 − 1
2
ΠnDξX
2
n
from which we can deduce the a priori estimate:
1
2
d
dt
‖zn‖22 + ‖Dξzn‖22 = 〈
1
2
Dξ(X)
2 − 1
2
ΠnDξ(Xn)
2, zn〉
= 〈1
2
Dξ(X
2 −X2n), zn〉+ (
1
2
(I − Πn)Dξ(X2), zn)
:= I1 + I2.
Noting that X −Xn = zn + (I − Πn)W∆, we have
I1 = −1
2
〈(Xn +X)(X −Xn), Dξzn〉
= −1
2
〈(Xn +X)zn, Dξzn〉 − 1
2
〈(Xn +X)(I − Πn)W∆, Dξzn〉
:= I11 + I12.
We can bound I11 as follows
|I11| ≤ 1
2
‖Xn +X‖∞‖zn‖2‖Dξzn‖2
≤ 1
4
‖Dξzn‖22 + ‖Xn +X‖2∞‖zn‖22
and for the second
|I12| ≤ 1
2
‖Xn +X‖∞‖(I − Πn)W∆‖2‖Dξzn‖2
≤ 1
4
‖Dξzn‖22 + ‖Xn +X‖2∞‖(I − Πn)W∆‖22.
Similarly, for the remaining term, we have
|I2| ≤ ‖(I − Πn)Dξ(X)‖22 + ‖X‖2∞‖zn‖22.
Hence we obtain the inequality
d
dt
‖zn‖22 + ‖Dξzn‖22 ≤ 2
(‖X‖2∞ + ‖Xn +X‖2∞) ‖zn‖22 + 2‖(I − Πn)Dξ(X)‖22
+2‖Xn +X‖2∞‖(I − Πn)W∆‖22. (6.24)
By Gronwall’s inequality we get
‖zn(t)‖22 ≤ exp
(∫ t
0
2‖X(s)‖2∞ + 2‖Xn(s) +X(s)‖2∞ds
)
‖(I − Πn)x‖22
Large Deviations for Stochastic Burgers Equation 169
+2
∫ t
0
exp
(∫ t
s
2‖X(r)‖2∞ + 2‖Xn(r) +X(r)‖2∞dr
)
‖Xn(s) +X(s)‖2∞‖(I − Πn)W∆(s)‖22ds
+2
∫ t
0
exp
(∫ t
s
2‖X(r)‖2∞ + 2‖Xn(r) +X(r)‖2∞dr
)
‖(I − Πn)DξX(s)‖22ds.
In the sequel we denote the norm in the corresponding spaces respectively by
|u|2L2(0,T,H) :=
∫ T
0
‖u(t)‖22dt
|u|2
L2(0,T,H10 )
:=
∫ T
0
‖∇u(t)‖22dt =
∫ T
0
‖Dξu(t)‖22dt
|u|C(0,T,H) := sup0≤t≤T ‖u(t)‖2
Taking the supremum in t, and using again the compact continuous embedding
H10 (0, 1) ⊂ C[0, 1], so that ‖x‖∞ ≤ C‖∇x‖2 for some constant C > 0, we obtain
sup
0≤t≤T
‖zn(t)‖22 ≤ e

4C2|Xn|2
L2(0,T,H10)
+6C2|X|2
L2(0,T,H10)
(
(1) + (2) + (3)
)
≤ eM1
(
(1) + (2) + (3)
)
(6.25)
for some number M1 > 0, where
(1) = ‖(I − Πn)x‖22
(2) = 4C2
(
|Xn|2L2(0,T,H10 ) + |X|
2
L2(0,T,H10 )
)
|(I − Πn)W∆|2C(0,T,H)
≤ M2|(I − Πn)W∆|2C(0,T,H)
(3) = 2
∫ T
0
‖(I − Πn)DξX(s)‖22ds.
for some constant M2 > 0.
Now, (1)→ 0 is clear, (2)→ 0 is asssumed for our “ω”, and (3)→ 0 by dominate
convergence. Consequently, zn → 0 in C([0, T ], H).
Finally, let us integrate (6.24) for t. It gives
|zn|2L2([0,T ],H10 ) ≤
(
4C2|Xn|2L2([0,T ],H10 ) + 6C
2|X|2L2([0,T ],H10 )
)
sup
0≤t≤T
‖zn(t)‖22
+2|(I − Πn)Dξ(X)|2L2([0,T ],H) + ‖(I − Πn)x‖22
+4C2
(
|Xn|2L2([0,T ],H10 ) + |X|
2
L2([0,T ],H10 )
)
|(I − Πn)W∆|2C([0,T ],H)
≤ M1 sup
0≤t≤T
‖zn(t)‖22 + 2|(I − Πn)Dξ(X)|2L2([0,T ],H)
+‖(I − Πn)x‖22 +M2|(I − Πn)W∆|2C([0,T ],H)
which yields zn → 0 in L2(0, T,H10 ) and the proof is finished. 
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6.5 Uniform upper bound for the weak conver-
gence topology: the exponential tightness
In this section, M1(H) is equipped with σ (M1(H), Cb(H)) the weak convergence
topology , instead of τ . The aim is to prove the following
Proposition 6.5.1. (a) For any ε > 0, there is some compact subset K = Kε in
M1(H) in the weak convergence topology such that
lim sup
t→∞
1
t
log sup
ν∈Mλ0,L
Pν(Lt /∈ K) ≤ −1
ε
.
(b) Consequently for any closed set F inM1(H) equipped with the weak convergence
topology σ (M1(H), Cb(H)),
lim sup
t→∞
1
t
log sup
ν∈Mλ0,L
Pν(Lt ∈ F ) ≤ − inf
F
J.
By the weak upper bound in Lemma 6.3.4 and according to the general theory of
large deviations, the upper bound of large deviations in (b) follows from the uniform
exponential tightness of the family of Pν(LT ∈ ·) over ν ∈Mλ0,L stated in part (a).
Before proving it, let us notice the following consequence of our study in §4.
Lemma 6.5.2. For any fixed 0 < λ0 <
pi2
2‖Q‖ ,
Nt := exp
(
λ0
∫ t
0
‖∇X(s)‖22ds− λ0tr(Q)t
)
eλ0‖X(t)‖
2
2
is a supermartingale. In particular we have
Exeλ0
R t
0 ‖∇X(s)‖22ds ≤ eλ0tr(Q)teλ0‖x‖22 , ∀x ∈ H (6.26)
and for any fixed L > 1, and any initial measure in the set Mλ0,L, the following
estimate holds
Eνeλ0
R t
0 ‖∇X(s)‖22ds ≤ eλ0tr(Q)tL. (6.27)
Proof. By the almost sure convergence in Theorem 6.4.1 and Fatou’s Lemma, (Nt)
is a supermartingale by passing to the limit for n → ∞ in (6.20). The estimates
(6.26) and (6.27) follow immediately.
Proof of Proposition 6.5.1. As said above it is sufficient to prove the uniform expo-
nential tightness of (Pν(Lt ∈ ·), t→ +∞) over ν ∈Mλ0,L in part (a).
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Step 1. Define Φ :M1(H)→ [0,+∞] by
Φ(β) = λ0
∫
H
‖∇x‖22 dβ(x), with ‖∇x‖2 := +∞ for ∀x ∈ H\H10
where λ0 is a real number such that 0 < λ0 <
pi2
2‖Q‖ . We claim that this function
admits compact level sets.
At first, x → ‖∇x‖22 is lower semi continuous (l.s.c. in short) on H, as a non
decreasing limit of continuous functions x→ ‖∇Πnx‖22. Thus, Φ is l.s.c. on M1(H),
and for any a > 0, the level set [Φ ≤ a] is closed in M1(H).
Now let us show that [Φ ≤ a] is tight (thus compact in M1(H) by Prokorov’s
criterion). Indeed, for any δ > 0 consider
Aδ =
{
x ∈ H10 s.t. ‖∇x‖2 ≤
√
a
λ0δ
}
.
It is compact in H by the compact embedding H10 ⊂ H, and we have
∀β ∈ [Φ ≤ a], β(Acδ) ≤
∫
Acδ
λ0δ‖∇x‖22
a
dβ(x) ≤ δΦ(β)
a
≤ δ.
Step 2. For any ε > 0, K := [Φ ≤ λ0tr(Q)+1/ε] is a compact subset of M1(H)
by Step 1. For any ν ∈Mλ0,L, we have by Chebychev’s inequality and Lemma 6.5.2,
Pν(Lt /∈ K) ≤ exp
(
−
[
λ0tr(Q) +
1
ε
]
t
)
EνetΦ(Lt)
= exp
(
−
[
λ0tr(Q) +
1
ε
]
t
)
Eν exp
(
λ0
∫ t
0
‖∇X(s)‖22ds
)
≤ e−t/εL,
the desired uniform exponential tightness.
6.6 Uniform upper bound for the τ-topology
Now, we prove the desired Upper Bound (6.5) for the strong τ -topology. It is based
on the following criterion of the so-called hyper-exponential recurrence [23, Theo-
rem 2.1] established by Wu for strong Feller and topologically irreducible Markov
processes.
Lemma 6.6.1. ([23]) For a subset K in H, let us define τK := inf{t ≥ 0 s.t Xt ∈ K}
and τ
(1)
K := inf{t ≥ 1 s.t Xt ∈ K}. If for any λ > 0, there exists a compact subset
K in H such that
sup
ν∈Mλ0,L
EνeλτK <∞ (6.28)
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and
sup
x∈K
Exeλτ
(1)
K <∞ (6.29)
then [J ≤ a] is τ -compact for every a ∈ R+, and the Upper Bound (6.5) uniform on
Mλ0,L for the τ -topology holds true.
In this section we establish the estimates (6.28) and (6.29) for our model. For
the compact subset K of H, we still consider
K :=
{
x ∈ H10 s.t ‖∇x‖2 ≤M
}
(6.30)
where the real number M will be fixed later. The definition of the occupation
measure implies that for n ≥ 2,
Pν
(
τ
(1)
K > n
)
≤ Pν
(
Ln(K) ≤ 1
n
)
= Pν
(
Ln(K
c) ≥ 1− 1
n
)
.
With our choice for K, we remark that
Ln(K
c) ≤ 1
M2
Ln(‖∇x‖22).
Hence for any fixed real 0 < λ0 <
pi2
2‖Q‖ , we have by Chebychev’s inequality
Pν
(
τ
(1)
K > n
)
≤ Pν
(
Ln(‖∇x‖22) > M2
(
1− 1
n
))
≤ e−nλ0M2(1− 1n)Eνeλ0
R n
0 ‖∇Xs‖22ds.
For any initial measure ν ∈ M1(H), integrating (6.26) w.r.t ν, and using it in the
above expression yields
Pν
(
τ
(1)
K > n
)
≤
∫
H
eλ0‖x‖
2
2ν(dx) e−nλ0C , ∀n ≥ 2
where C :=M2/2− tr(Q).
Let λ > 0 be any fixed real number. By the integration by parts formula, we
have
Eνeλτ
(1)
K = 1 +
∫ +∞
0
λeλtPν
(
τ
(1)
K > t
)
dt
≤ e2λ +
∑
n≥2
λeλ(n+1)Pν
(
τ
(1)
K > n
)
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≤ e2λ
(
1 + λ
∫
H
eλ0‖x‖
2
2ν(dx)
∑
n≥2
e−n(λ0C−λ)
)
.
Now, by the definition (6.30) of K, we can choose M such that λ0C − λ ≥ 1. Then,
taking the supremum over {ν = δx, x ∈ K}, we get
sup
x∈K
Exeλτ
(1)
K ≤ e2λ
(
1 + λeλ0M
2
∑
n≥2
e−n(λ0C−λ)
)
<∞
for ∀x ∈ K, ‖x‖2 ≤ ‖∇x‖2/pi ≤ M . So the bound (6.28) holds true. We obtain
(6.29) in the same way: since τK ≤ τ (1)K , we have
sup
ν∈Mλ0,L
EνeλτK ≤ sup
ν∈Mλ0,L
Eνeλτ
(1)
K
≤ e2λ
(
1 + λL
∑
n≥2
e−n(λ0C−λ)
)
< ∞.
Proof of Theorem 6.1.1. At first the good uniform upper bound of large deviations,
i.e., parts (i) and (iii) follows by Lemma 6.6.1 for its conditions (6.28) and (6.29)
are verified above.
The uniform lower bound in part (ii) was established in Proposition 6.3.3.
The first claim in (6.6): “J(ν) < +∞ =⇒ ν  µ” was proven in Lemma
6.3.1. We conclude the proof with the second claim in (6.6) that for ν ∈ M1(H)
with J(ν) < ∞, ν(‖∇x‖22) < ∞. Indeed, denoting by a ∧ b the minimum of two
real numbers a and b, and for the function Vn(x) := (λ0‖∇x‖22) ∧ n bounded and
measurable on H, we have
ν(Vn) ≤ (Λ0)∗(ν) + Λ0(Vn)
≤ J(ν) + λ0tr(Q) (6.31)
where we have used the definitions (6.17), (6.18), the crucial estimate (6.26) and the
fact that (Λ0)∗ = J . The conclusion follows by Fatou’s lemma.
6.7 Extension to some unbounded functionals
In this section we point out the fact that the estimate in Lemma 6.5.2 is sufficient
to extend the LDP of Theorem 6.1.1, i.e. Corollary 6.1.2 for unbounded functionals
and its consequences.
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Proof of Corollary 6.1.2. For the function f : H10 → B measurable and bounded on
balls, let us consider fn : H → B defined by
fn(x) :=
{
f(x), if x ∈ H10 , ‖∇x‖2 ≤ n
0 otherwise
(6.32)
which is far from being continuous, but is measurable and bounded on H. Since
ν → ν(fn) =
∫
B
zν(fn ∈ dz) is continuous from (M1(H), τ) to B by [12, Lemma
3.3.8], then LT (fn) satisfies the LDP by Theorem 6.1.1 and the contraction principle.
Now by the approximation lemma in large deviations (see [12, p.37]), it remains
to prove that for any L > 0
lim
n→∞
sup
β:J(β)≤L
‖β(fn)− β(f)‖B = 0 (6.33)
and for any δ > 0,
lim
n→∞
lim sup
T→∞
1
T
log sup
ν∈Mλ0,L
Pν (‖LT (f − fn)‖B > δ) = −∞. (6.34)
Thanks to our condition (6.7) on f , we can construct a sequence (ε(n))n decreasing
to 0 such that once ‖∇x‖2 ≥ n,
‖f(x)‖B ≤ ε(n)‖∇x‖22.
Denoting by 1A the characteristic function of the set A, we have for any β
satisfying J(β) ≤ L,
‖β(fn)− β(f)‖B = ‖β
(
f1{‖∇X(s)‖2≥n}
) ‖B
≤ β (ε(n)‖∇x‖221{‖∇X(s)‖2≥n})
≤ ε(n)
λ0
β
(
λ0‖∇x‖22
)
≤ ε(n)
λ0
(L+ λ0tr(Q))
by using (6.31). Hence (6.33) follows.
Let us evaluate
Pν (‖LT (f − fn)‖B > δ) = Pν
(
‖ 1
T
∫ T
0
f(Xs)− fn(Xs)ds‖B > δ
)
≤ Pν
(
1
T
∫ T
0
ε(n)‖∇X(s)‖221{‖∇X(s)‖2≥n}ds > δ
)
≤ Pν
(∫ T
0
λ0‖∇X(s)‖221{‖∇X(s)‖2≥n}ds >
λ0Tδ
ε(n)
)
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≤ exp
(
−λ0Tδ
ε(n)
)
Eν exp
(
λ0
∫ T
0
‖∇X(s)‖22ds
)
so that (6.34) is consequence of (6.27).
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Chapitre 7
Comple´ments sur les grandes
de´viations de processus de Markov
On pre´sente quelques re´sultats connus de Grandes De´viations pour la mesure
d’occupation d’un processus de Markov fortement Feller (FF) et topologiquement
irre´ductible (TI) qui sont cite´s, applique´s dans les chapitres 3, 4, 6 ou qui inter-
viennent dans la preuve du The´ore`me 3.2.5.
Afin de faciliter la lecture de ce document, on reprend les notations de la section
3.2.3 : le processus de Markov Xt a` trajectoires continues dans un espace polonais
E est de´note´ par (
Θ, (Ft)t≥0 ,F , (Xt)t≥0 , (Px)x∈E
)
.
Son semigroupe de transition Pt posse`de les proprie´te´s (FF) et (TI) et l’unique
mesure invariante est note´e µ. On renvoie aux re´fe´rences pour les re´sultats sous des
conditions plus ge´ne´rales.
Dans un premier temps, nous rappelons une borne infe´rieure ge´ne´rale de grandes
de´viations (3.54) prouve´e par Wu [7], qui permet d’obtenir la borne infe´rieure uni-
forme (3.4) si la borne supe´rieure (3.5) est valide comme on l’a vu dans le chapitre
pre´ce´dent.
Nous rappelons ensuite la proce´dure classique pour e´tablir une borne supe´rieure
faible (Ga¨rtner-Ellis, voir [2]). Nous expliquons enfin comment les proprie´te´s (FF) et
(TI) ainsi que les conditions de retour de type hyper-exponentielles (3.7) permettent
d’obtenir la borne supe´rieure uniforme (3.4) pour la topologie τ (voir [8]).
7.1 Borne infe´rieure de grandes de´viations
Pour des chaˆınes de Markov irre´ductibles, un re´sultat sur la borne infe´rieure a
e´te´ e´tabli par De Acosta [1], puis e´tendu au cas des temps continus par Jain [4].
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Nous pre´sentons ici un cas particulier d’un re´sultat que Wu a prouve´ dans le cadre
des processus essentiellement irre´ductibles [6, 7].
Dans sa forme originale, ce re´sultat fait intervenir la restriction de l’entropie de
Donsker Varadhan a` sa composante sur µ introduite dans [5] et de´finie par
Hµ(Q) :=
{
H(Q) si Q0 := Q(X0 ∈ ·) << µ
∞ sinon
ou`H est de´finie par (3.9). Cependant, sous les conditions (FF) et (TI), il n’y a pas de
proble`me de transition de phase et on a en faitH = Hµ (voir chapitre 6). On rappelle
que la topologie limite projective surM1(Θ) est de´finie par τp = σ
(
M1(Θ),
⋃
t≥0 bFt
)
ou` bFt est l’ensemble des fonctions borne´es sur Θ et mesurables pour la filtration
contenant l’information jusqu’au temps t. On a le
The´ore`me 7.1.1. Pour tout ouvert O dans (M1(Θ), τp),
lim inf
t→∞
1
t
logPx(Rt ∈ O) ≥ − inf
O
Hµ, µ− pp x ∈ H (7.1)
ou` µ est l’unique mesure invariante.
De´monstration. Conside´rons un ouvertG dans (M1(Θ), τp) et soitQ un e´le´ment deG
tel que Hµ(Q) <∞, sinon (7.1) serait imme´diate. Au vu de la de´finition, Q est donc
une mesure stationnaire, et pour tout t > 0, la mesure Q|Ft est absolument continue
par rapport a` Pµ|Ft . Ainsi on a en particulier Q0 << µ. Un syste`me fondamental
de voisinages de Q pour la topologie τp sur M1(Θ) est de la forme N(Q) suivante :
on sait qu’il existe N ∈ N, un d-uplet de fonctions mesurables pour FN et borne´es
F := (F1, F2, ..., Fd), et un re´el ε strictement positif tels que
N(Q) :=
{
Q′ ∈M1(Θ) tels que
∣∣∣∣∫ FdQ′ − ∫ FdQ∣∣∣∣
d
< ε
}
⊂ G (7.2)
ou` | · |d est la norme euclidienne dans Rd.
En fait, pour de´montrer la borne infe´rieure (7.1), il suffit d’e´tablir que pour toute
mesure stationnaire Q ve´rifiant Hµ(Q) < ∞ et tout τp-voisinage N(Q) de la forme
pre´ce´dente, on ait (caracte`re local de la borne infe´rieure de grandes de´viations)
lim inf
t→∞
1
t
logPx (Rt ∈ N(Q)) ≥ −Hµ(Q) µ− pp x ∈ H (7.3)
La preuve se fait en trois e´tapes. On travaille d’abord dans un espace discret en
temps, avec une mesure Q ergodique, on e´tend ensuite au cas ou` la mesure Q est
quelconque, et enfin on passe en temps continu.
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7.1.1 Temps discret, le cas Q ergodique et µ << Q0.
Nous supposons donc que Q est ergodique, et que l’on a µ ∼ Q0. Dans cette
section, nous conside´rons une chaˆıne de Markov indexe´e en temps discret (au lieu
de notre processus initial indexe´ en temps continu) mais qui vit dans un espace plus
grand.
Pour s > 0, soit Y
(s)
n := X[ns,(n+1)s), la chaˆıne (Y
(s)
n )n∈N, qui sera aussi note´e
(ωn)n∈N par abus, prend donc ses valeurs dans F := C ([0, s), E) l’ensemble des
fonctions continues de [0, s) dans E, et la loi de la chaine partant de x note´e encore
Px est regarde´e comme une mesure sur disons Ω′ := FN. L’entropie de niveau 3
associe´e au processus (Yn)n est note´e H
(s)(Q), et on a :
H(s)(Q) = EQ¯hF0s
(
Q¯X(−∞,0);Px
)
Les objets (mesures, tribus...) de´finis pre´ce´demment s’adaptent naturellement a` ce
nouveau cadre. Par exemple, la tribu contenant l’information entre les temps m et n
est F˜mn := σ (Yk,m ≤ k ≤ n) = Fms(n+1)s. De plus, Q est une mesure ergodique sur Ω′
et son unique extension stationnaire a` l’espace Ω¯′ := F Z, note´e Q¯, est donc aussi er-
godique. Enfin on note ici Q¯ω− une version re´gulie`re de la distribution conditionnelle
de Q¯ sachant F˜−∞0 .
On rappelle que dans le cas discret en temps, la mesure empirique du processus
prend la forme R
(s)
n (ω) := 1n
∑n
k=0 δθkω ou` θk est un ope´rateur de de´calage (shift) de
k pas, i.e θkωl := ωk+l. La base de voisinage conserve la forme donne´e par le coˆte´
gauche de (7.2), mais les fonctions Fi intervenant dans la de´finition de N(Q) sont
mesurables pour F˜N (au lieu de FN).
Soit Ψ(ω) la densite´ de Q¯ω− par rapport a` Px sur F˜11 = σ(ω1), dont l’existence
est assure´e par le fait que H(Q) <∞. En ite´rant la de´composition
dQ¯ω−
dPx
(ω1, ..., ωn) =
dQ¯ω−
dPx
(ω1, ..., ωn−1)
dQ¯ω−
dPx
(ωn|ω1, ..., ωn−1)
=
dQ¯ω−
dPx
(ω1, ..., ωn−1) Ψ(θn−1ω)
on obtient, comme Q¯ est stationnaire,
dQ¯ω−
dPx
|F˜0n = exp
(
n−1∑
k=0
logΨ(θkω)
)
.
Pour δ > 0, on pose
Wn := {ω :R(s)n (ω) ∈ N(Q)} et Dn,δ :=
{
ω :
1
n
n−1∑
k=0
logΨ(θkω) ≤ H(s)(Q) + δ
}
.
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Vu la forme de N(Q), on sait que Wn ∈ F˜0n+N . On voit de plus que Dn,δ ∈ F˜0n. On
a alors Q¯-p.s
Pw(0)(Wn) ≥
∫
Wn
exp
(
−
n+N−1∑
k=0
logΨ(θkω)
)
dQ¯ω−
≥ exp [−(n+N) (H(Q) + δ)] Q¯ω−
(
Wn
⋂
Dn+N,δ
)
.
Or, d’apre`s le the´ore`me de Fubini, si Q¯(A) = 1, comme Q¯(A) =
∫
Q¯ω−(A)dQ¯(ω),
on a donc Q¯-presque pour tout ω ∈ Ω′, Q¯ω−(A) = 1. De plus d’apre`s le the´ore`me
ergodique (notre hypothe`se sur Q), on sait que Q¯-presque pour tout ω ∈ Ω′
lim
n→∞
1
n
n−1∑
k=0
logΨ(θkω) = EQ¯ logΨ = H(s)(Q).
Ainsi on obtient Q¯-presque pour tout ω ∈ Ω′,
lim
n→∞
Q¯ω−
(
Wn
⋂
Dn+N,δ
)
= 1
et donc comme on a suppose´ que µ << Q0, on a pour tout δ > 0,
lim inf
n→∞
1
n
logPx
(
R(s)n ∈ N(Q)
) ≥ −H(s)(Q)− δ µ− pp x ∈ H. (7.4)
Cela suffit pour e´tablir la borne locale (7.3), puisque δ est arbitraire.
7.1.2 Temps discret, le cas ge´ne´ral
Pour e´tendre a` une mesure Q quelconque, on utilise le lemme de construction
suivant, e´tabli dans le livre de Deuschel et Stroock [3] (lemme 4.4.9 p 165).
Lemme 7.1.2. Soit Q telle que H(s)(Q) <∞ (et donc Q est une mesure stationnaire
sur Ω′). Pour d ≥ 1, soit
Y
(d)
k := (Yk, ..., Yk+d) ∈ F d+1, k ≥ 0 et ν := Q
(
Y
(d)
k ∈ ·
)
∈M1(F d+1)
alors
inf
Q′∈Ms1 (Ω′) et Q′(Y (d)0 ∈·)=ν
H(s)(Q′)
est atteint en une unique mesure Q(d) ∈M s1 (Ω′) caracte´rise´e par{
Q(d)(Y
(d)
k ∈ ·) = ν, ∀k ∈ N
Q(d)(Yn+1 ∈ ·|Fn) = Q(Yn+1 ∈ ·|Yn−d+1, ..., Yn), ∀n ≥ d
.
Le processus (Y
(d)
k )k≥0 est ainsi une chaˆıne de Markov sous Q
(d) : on dit que Q(d)
une d-Markov modification de Q.
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Pour prouver la borne infe´rieure (7.3) pourQ non ergodique, il suffit de construire
une suite (Qm)m≥1 telle que
(a) Qm est ergodique et Qm ∼ Pµ sur F˜0n, ∀n ∈ N
(b) Qm → Q en topologie τp et limm→∞H(s)(Qm) ≤ H(s)(Q).
Voici une construction rendue possible par le lemme ci-dessus : pour tout m ≥ 1, on
de´finit
Qm :=
(
(1−m−1)Q+m−1Pµ
)(m)
de sorte que l’on ait Qm → Q en topologie τp et
H(s)(Qm) ≤ H(s) ((1−m−1)Q+m−1Pµ)
= (1−m−1)H(s)(Q) +m−1H(s)(Pµ).
Comme le terme de droite admet H(s)(Q) pour limite, on a obtenu le (b).
Il ne reste plus qu’a` ve´rifier le (a). Montrer l’ergodicite´ de Qm revient a` montrer
l’ergodicite´ sous Qm du processus de Markov (Y
(m)
k )m≥0 de´fini dans le lemme ci
dessus. Le re´sultat suivant e´tabli par Wu [7] (lemme 3.5 p314) peut eˆtre utilise´.
Lemme 7.1.3. Soit P un noyau de transition admettant une mesure invariante µ.
Si P est µ-essentiellement irre´ductible, alors µ est ergodique.
Il s’agit alors de remarquer que le processus de Markov (Y
(m)
k )k≥0 est Q
m-
essentiellement irre´ductible. On sait que sous Pµ, le processusXt est µ-essentiellement
irre´ductible, ce qui implique que le processus (Y
(s)
k )k≥0 est irre´ductible pour la me-
sure Pµ restreinte aux informations de F0s . Par suite, le processus (Y (m)k )k≥0 est
irre´ductible pour la mesure Pµ restreinte aux informations de F˜0m.
Comme pour tout n ∈ N, on a Q << Pµ sur F˜ 0n , on sait que pour tout m > 0,
(1 −m−1)Q +m−1Pµ ∼ Pµ sur F˜ 0n , pour tout n ∈ N. Il en re´sulte que (Y (m)k )k≥0
est Qm-essentiellement irre´ductible et que Qm ∼ Pµ sur F˜0n, ∀n ∈ N.
Ceci ache`ve la de´monstration de la borne (7.1) pour le processus en temps discret
(Y
(s)
n )n≥0.
7.1.3 Passage en temps continu
Dans ce paragraphe, on note encore H(s)(Q) l’entropie de niveau 3 de Donsker
Varadhan et R
(s)
n le processus empirique de niveau 3 associe´s a` la chaˆıne de Markov
Y
(s)
n de´finie ci-dessus. On rappelle que si H(Q) <∞, on a
H(Q) =
1
s
EQ¯hF0s
(
Q¯ω(−∞,0);Pw(0)
)
=
H(s)(Q)
s
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On approche le voisinageN(Q) conside´re´ dans (7.3), avec un ouvert N˜(Q) concernant
la chaˆıne Y
(s)
n de´fini par
N˜(Q) :=
{
Q′ tels que
∣∣∣∣∫ F˜ dQ′ − ∫ F˜ dQ∣∣∣∣
d
<
ε
2
}
ou` F˜ (ω) = 1
s
∫ s
0
F (θuω)du. Ainsi, pour tout t ≥ s, s’e´crivant donc t = ns + r avec
0 ≤ r < s et n ∈ N, on a∣∣∣∣∫ FdRt − ∫ F˜ dR(s)n ∣∣∣∣
d
=
∣∣∣∣1t
∫ t
0
F (θuω)du− 1
ns
∫ ns
0
F (θuω)du
∣∣∣∣
d
≤ 2s
t
||F ||∞.
Pour t suffisamment grand, le membre de droite est majore´ par ε
2
ce qui implique
l’inclusion [
R(s)n ∈ N˜(Q)
]
⊂ [Rt ∈ N(Q)] .
Graˆce au cas discret, on a alors µ-presque pour tout x dans E,
lim inf
t→∞
1
t
logPx (Rt ∈ N(Q)) ≥ lim inf
n→∞
1
ns
logPx
(
R(s)n ∈ N˜(Q)
)
≥ −1
s
H(s)(Q)
≥ −H(Q)
ce qui ache`ve la preuve.
7.2 Borne supe´rieure de grandes de´viations
Dans cette section nous rappelons d’abord la me´thode de Cramer-Ga¨rtner-Ellis
(voir [2, 3]) qui permet d’obtenir une borne supe´rieure faible. Puis nous donnons les
conditions permettant d’obtenir la borne supe´rieure uniforme (3.5) pour la topologie
τ , et nous montrons que ces conditions sont implique´es par les hypothe`ses (3.7) du
crite`re.
7.2.1 Fonctionnelles de Cramer et borne supe´rieure faible
La fonctionnelle de Cramer uniforme sur un ensemble de mesures initialesM de
M1(E) est de´finie pour V ∈ bB(E) par
Λ(V |M) := lim sup
t→∞
1
t
log sup
ν∈M
Eν exp (tLt(V )) .
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Il s’agit de l’une des versions introduites et e´tudie´es dans [3]. En effet, on peut aussi
conside´rer
Λ(V |x) := Λ(V |{δx}) = lim sup
t→∞
1
t
logEx exp (tLt(V ))
Λ∞(V ) := Λ(V |{δx ; x ∈ E}) = lim sup
t→∞
1
t
log sup
x∈E
Ex exp (tLt(V ))
Λ0(V ) := sup
x∈E
Λ(V |x) = sup
x∈E
lim sup
t→∞
1
t
logEx exp (tLt(V ))
ou` V ∈ bB(E). Les plus connues, Λ0(V ) et Λ∞(V ) sont respectivement les fonc-
tionnelles ponctuelles et uniformes de Cramer. Pour Λ : bB(E) → R l’une de ces
fonctionnelles, sa transforme´e de Legendre est donne´e par
Λ∗w(ν) = sup
V ∈Cb(E)
(∫
E
V dν − Λ(V )
)
, ∀ν ∈M1(E)
ou Λ∗(ν) = sup
V ∈bB(E)
(∫
E
V dν − Λ(V )
)
, ∀ν ∈M1(E)
selon la topologie conside´re´e sur M1(E). Dans cette section, (M1(E), w) est e´quipe´
de la topologie faible de la convergence contre les fonctions continues et borne´es.
La fonctionnelle de Cramer uniforme sur l’ensemble M donne´e par
Λ(V |M) = lim sup
T→∞
1
T
log sup
ν∈M
Eν
(
e
R T
0 V (Xs)ds
)
, ∀V ∈ Cb(E)
est une fonction convexe, comme limite supe´rieure de fonctions convexes. La trans-
forme´e de Legendre associe´e est
Λ∗M(µ) = sup
V ∈Cb(E)
µ(V )− Λ(V |M), ∀µ ∈M1(E). (7.5)
Le re´sultat suivant est un cas particulier du the´ore`me de Ga¨rtner-Ellis, tre`s
largement connu dans la the´orie des grandes de´viations.
The´ore`me 7.2.1. Pour tout ensemble compact K dans (M1(E), w) muni de la
topologie faible, et pour tout re´el strictement positif ε petit, il existe un voisinage
mesurable N(K, ε) de K dans (M1(E), w) tel que
lim sup
T→∞
1
T
log sup
ν∈M
Pν (LT ∈ N(K, ε))
≤
{
− infν∈K Λ∗M(ν) + ε si infν∈K Λ∗M(ν) <∞
−1
ε
sinon.
186 Mathieu GOURCY
De´monstration. Soit un compact K de (M1(E), w) et ε > 0 un re´el. Pour µ ∈ K, vu
l’expression (7.5) donnant la transforme´e de Legendre, on peut trouver Vµ ∈ Cb(E)
telle que
µ(Vµ)− Λ(Vµ|M) ≥ min{Λ∗M(µ)− ε ,
1
ε
}.
Comme la fonction de M1(E) dans R qui a` ν fait correspondre ν(Vµ) est continue,
il existe un voisinage Aµ de µ dans (M1(E), w) tel que
inf
λ∈Aµ
{λ(Vµ)− µ(Vµ)} ≥ −ε.
Maintenant, pour toute mesure initiale ν dansM, et pour toute fonction V ∈ Cb(E),
on a d’apre`s l’ine´galite´ de Chebycheff
Pν(LT ∈ Aµ) =
∫
Aµ
Pν(LT ∈ dx)
≤
∫
Aµ
ex(V )
einfλ∈Aµ λ(V )
Pν(LT ∈ dx)
≤
∫
M1(E)
ex(V )
einfλ∈Aµ λ(V )
Pν(LT ∈ dx)
= Eν
(
eLT (V )−infλ∈Aµ λ(V )
)
= Eν
(
eLT (V )−µ(V )
)
e− infλ∈Aµ{λ(V )−µ(V )}.
Si on applique l’estimation obtenue a` V = TVµ, on obtient
Pν(LT ∈ Aµ) ≤ Eν
(
e
R T
0 Vµ(Xs)ds−µ(TVµ)
)
e− infλ∈Aµ{λ(TVµ)−µ(TVµ)}
puis, en prenant d’abord le supremum sur les mesures initiales de M, et ensuite le
logarithme, on trouve
1
T
log sup
ν∈M
Pν(LT ∈ Aµ)
≤ 1
T
log sup
ν∈M
Eν
(
e
R T
0 Vµ(Xs)ds
)
− µ(Vµ)− inf
λ∈Aµ
{λ(V )− µ(Vµ)}
≤ 1
T
log sup
ν∈M
Eν
(
e
R T
0 Vµ(Xs)ds
)
− µ(Vµ) + ε.
La compacite´ de K nous permet alors d’extraire un sous recouvrement fini :
N(K, ε) :=
i=N⋃
i=1
Aµi .
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On a donc pour ce voisinage mesurable de K,
1
T
log sup
ν∈M
Pν(LT ∈ K) ≤ 1
T
log sup
ν∈M
Pν (LT ∈ N(K, ε))
≤ 1
T
log
i=N∑
i=1
sup
ν∈M
Pν (LT ∈ Aµi)
≤ 1
T
[
logN +
i=N
max
i=1
log sup
ν∈M
Pν (LT ∈ Aµi)
]
≤ log(N)
T
+ ε− i=Nmin
i=1
[
µi(Vµi)−
1
T
log sup
ν∈M
Eν
(
e
R T
0 Vµi (Xs)ds
)]
.
En prenant la limite supe´rieure lorsque T tend vers l’infini, on a
lim sup
T→∞
1
T
log sup
ν∈M
Pν (LT ∈ N(K, ε)) ≤ −
i=N
min
i=1
[µi(Vµi)− Λ(Vµi|M)] + ε
≤ −min
{
i=N
min
i=1
[Λ∗M(µi)− ε] ;
1
ε
}
+ ε
≤ −min
{
[ inf
ν∈K
Λ∗M(ν)− 2ε] ;
1
ε
− ε
}
en faisant l’infimum pour µi dans le compact K a` gauche. Ce qui ache`ve la preuve,
quitte a` changer en 2ε en ε en remarquant que 1/ε− ε ≥ 1/2ε de`s que ε ≤ 1/4.
La situation est encore plus inte´ressante lorsque M = Mλ0,L avec {δx}x∈E ⊂
∪L>0Mλ0,L, comme c’est le cas pour les mode`les e´tudie´s dans cette the`se. En effet,
on a alors
Λ0(V ) ≤ sup
L>0
Λ(V |Mλ0,L) ≤ Λ∞(V ), ∀V ∈ bB(E).
De plus, comme (Pt) posse`de la proprie´te´ de Feller, on a d’apre`s [7, Proposition
B.13], (
Λ0
)∗
(ν) =
(
Λ0
)∗
w
(ν) = (Λ∞)∗ (ν) = (Λ∞)∗w (ν) = J(ν), ∀ν ∈M1(E).
On en de´duit que J est s.c.i, que
sup
V ∈bB(E)
(∫
E
V dν − sup
L>0
Λ(V |Mλ0,L)
)
= sup
V ∈Cb(E)
(∫
E
V dν − sup
L>0
Λ(V |Mλ0,L)
)
= J(ν), ∀ν ∈M1(E).
et donc que J ≤ Λ∗Mλ0,L pour tout J et tout λ0. La borne supe´rieure faible du
the´ore`me pre´ce´dent est alors valide pour la fonction de taux J .
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En fait les conditions (3.7) impliquent aise´ment la proprie´te´ de tension exponen-
tielle qui permet d’obtenir le re´sultat pour tous les ensembles de (M1(H), w) ferme´s
pour la topologie faible.
Le point restant est donc l’obtention de la borne supe´rieure pour la topologie τ .
7.2.2 De la topologie faible a` la topologie τ
Des conditions suffisantes pour ce passage ont e´te´ e´tudie´es entre autres par de
Acosta, Le´onard et Wu (voir [1, 5, 7]). D’apre`s le the´ore`me B.5 de [7], la bonne
borne supe´rieure (pour la topologie τ) relativement a` est Λ∗M est e´quivalente a` la
de´croissance vers 0 de la fonctionnelle de Cramer associe´e Λ(fn | M) pour toute
suite de fonctions mesurables et borne´es (fn)n ⊂ bB(E) qui de´croˆıt vers 0 en tout
point x ∈ E. Pour comple´ter la preuve de la borne supe´rieure (3.5), et donc de notre
The´ore`me 3.2.5, comme J ≤ Λ∗Mλ0,L , il reste donc a` e´tablir le
Lemme 7.2.2. Soit Xt un processus de Markov fortement Feller et topologiquement
irre´ductible sur E qui ve´rifie les conditions de re´currence hyper-exponentielle (3.7).
Alors, pour toute suite de fonctions (fn)n ⊂ bB(E) qui de´croˆıt ponctuellement
vers 0, on a
lim sup
n→∞
Λ(fn | M) := lim sup
n→∞
lim sup
T→∞
1
T
log sup
ν∈M
Eνe
R T
0 fn(Xs)ds = 0.
De´monstration. On reprend ici la preuve du the´ore`me 2.1 dans [8]. Soit (fn)n une
suite de fonctions mesurables borne´es sur E telle que fn(x) de´croˆıt vers 0 pour tout
x de E.
Soit M0 := 2 supE |f0(z)|, M ≥ M0 + 1 et K un compact tel que les conditions
(3.7) soient ve´rifie´es pour λ =M . On de´finit les temps de retour successifs en K par
τ 0K := τK
τm+1K := inf{t ≥ τmk + 1 t.q. Xt ∈ K} ; pour m ≥ 0.
Soit [T ] la partie entie`re de T , et ξk(n) la variable ale´atoire re´elle de´finie par
ξk(n) :=
∫ τk+1K
τkK
fn(Xs)ds.
Comme τ
[T ]+1
K ≥ [T ] + 1 ≥ T , on a∫ T
0
fn(Xs)ds ≤
∫ τ1K
0
fn(Xs)ds+
[T ]∑
k=1
ξk(n)
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Par de´finition de M , et en utilisant la proprie´te´ de Markov on obtient
sup
ν∈M
Eνe
R τ1K
0 fn(Xs)ds ≤ sup
ν∈M
EνeMτ1K
≤
(
sup
ν∈M
EνeMτK
)(
sup
z∈K
EzeMτK(1)
)
< ∞
puisque K satisfait a` (3.7) pour λ =M . On a donc, en notant m := [T ],
Λ(fn | M) := lim sup
T→∞
1
T
log sup
ν∈M
Eνe
R T
0 fn(Xs) ≤ lim sup
m→∞
1
m
log sup
z∈K
Eze
Pm
k=1 ξk(n).
Pour estimer cette expression, on remarque que la proprie´te´ de Markov, et
l’ine´galite´ e´le´mentaire ea+b ≤ 1
2
(e2a + e2b) impliquent que
Eze
P2m
k=1 ξk(n) ≤ 1
2
(
Eze
Pm
j=1 2ξ2j−1(n) + Eze
Pm
j=1 2ξ2j(n)
)
≤ 1
2
[(
sup
z∈K
Eze2ξ1(n)
)m
+
(
sup
z∈K
Eze2ξ1(n)
)m]
≤
(
sup
z∈K
Eze2ξ1(n)
)m
.
En utilisant cette quantite´ dans l’ine´galite´ pre´ce´dente, on obtient maintenant pour
N > 1 fixe´,
Λ(fn|M) ≤ 1
2
log
(
sup
z∈K
Eze
R τ2K
τ1
K
2fn(Xs)ds
)
≤ 1
2
log
(
sup
z∈K
Eze
R τ1K+N
τ1
K
2fn(Xs)ds
+ sup
z∈K
Ez1I[τ1K+N≤τ2K ]e
R τ2K
τ1
K
+N
2fn(Xs)ds
)
≤ 1
2
log
(
sup
z∈K
Eze
R τ1K+N
τ1
K
2fn(Xs)ds
+ sup
z∈K
Ez1I[τ1K+N≤τ2K ]e
M0(τ2K−τ1K)
)
.
En remarquant que le choix λ = M supe´rieur a` M0 + 1 dans l’hypothe`se (3.7)
implique l’uniforme inte´grabilite´ de la famille {eM0τK(1),Pz}z∈K , on a en particulier
ε(N) := sup
z∈K
Ez
(
1I[τ1K+N≤τ2K ]e
M0(τ2K−τ1K)
)
= sup
z∈K
Ez
(
1I[τK(1)>N ]e
M0τK(1)
)
→ 0 quand N →∞.
De plus, pour z ∈ K, on a τ 1K = τ (1)K et donc pour N > 1 fixe´,
Eze
R τ1K+N
τ1
K
2fn(Xs)ds
= P1Fn(z)
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ou` Fn(·) := E·e
R τK+N
τK
2fn(Xs)ds. Maintenant, comme Fn(·) ≤ eMN , on obtient pour
tout z ∈ K, la de´croissance de P1Fn(z) vers 1 par convergence domine´e. Comme P1
posse`de la proprie´te´ forte de Feller, P1Fn est donc une suite de fonctions continues
qui de´croˆıt vers 1 sur le compact K. Le the´ore`me de Dini nous donne donc la
convergence uniforme
lim
n→∞
sup
z∈K
|P1Fn(z)− 1| → 0.
En rassemblant ces convergences on obtient pour tout N > 1,
lim sup
n→∞
Λ(fn|M) ≤ 1
2
log(1 + ε(N)).
On termine donc la de´monstration, et la re´daction de ce document (ouf), en prenant
la limite N →∞.
Bibliographie
[1] A. de Acosta, Large Deviations for empirical measures of Markov Chains, J.
Theoret. probab 3, 395-431 (1990).
[2] A. Dembo and O. Zeitouni, Large Deviations Techniques and applications, 2nd
edition, Springer-Verlag (1998).
[3] J.D. Deuschel and D.W. Stroock, Large Deviations, Pure Appl. Math., Vol. 137,
Academic Press, San Diego (1989).
[4] N.C Jain, Large Deviations for additive functionnals of Markov processes. Ann.
Proba. 17(3), 1073-1098 (1990).
[5] L. Wu, Grandes De´viations pour les processus de Markov essentiellement
irre´ductibles. II temps continu. CRAS I, 314, 941-946 (1992).
[6] L. Wu, Habilitation a` diriger des recherches, Laboratoire de Probabilite´s, Uni-
versite´ Paris VI (1993).
[7] L. Wu, Uniformly integrable operators and large deviations for Markov processes,
J. Funct. Anal. 172, 301-376 (2000).
[8] L. Wu, Large and moderate deviations and exponential convergence for stochas-
tic damping Hamiltonian systems, Stoch. Proc. Appl. 91, 205-238 (2001).

RESUME
On s’inte´resse dans cette the`se au comportement ergodique de certains syste`mes
dynamiques.
Dans la premie`re partie, on e´tablit une ine´galite´ de Sobolev logarithmique pour la
loi d’un mouvement Brownien avec de´rive Xt, et plus ge´ne´ralement de certaines dif-
fusions elliptiques, sur l’espace des trajectoires muni d’une me´trique L2. Ce re´sultat
implique des proprie´te´s de concentration inte´ressantes pour le comportement en
temps grands des fonctionnelles de la trajectoire du type 1/
√
T
∫ T
0
f(Xt)dt.
Dans la seconde partie, on prouve un principe de grandes de´viations pour la
mesure empirique des e´quations de Burgers et de Navier-Stokes stochastiques. Ce
principe de´crit la convergence exponentielle vers la mesure d’e´quilibre du syste`me,
dont l’unicite´ est assure´e par les conditions de non de´ge´ne´rescence impose´es sur la
perturbation ale´atoire.
ABSTRACT
This thesis is devoted to the study of the ergodic behavior of certain dynamical
systems.
In the first part, we establish the logarithmic Sobolev inequality for the Brownian
motion with drift Xt, and more generally for elliptic diffusions, on the path space
equipped with the metric L2. This inequality provides us interesting concentration
properties for the large time behavior of additive functionals such as 1/
√
T
∫ T
0
f(Xt)dt.
In the second part, one specifies the ergodic behavior of the stochastic Bur-
gers and Navier-Stokes equations by giving a large deviation principle for empirical
measure for large time. It describes the exponential convergence to the unique equi-
librium state, when the random force is sufficiently non-degenerate.
