Abstract. In this paper, we consider the generalized linear solid model of viscoelastic wave propagation, which is modeled by a system of integro-differential equations. We show the existence and uniqueness of a weak solution to the initial-boundary value problem; we show that the solution has finite propagation speed; and we prove regularity results for the solution, depending on the regularity of the domain, the material parameters, the initial data, and the source function.
Introduction
Dynamic data for biomechanical imaging is produced by sequentially taking RF/IQ ultrasound data sets or sequentially taking MR data sets while a wave propagates in tissue. The data sets are processed to create a movie of the propagating wave. The amplitude of the wave is on the order of a few to tens of microns. From the movie data, mechanical image(s) are created. The image(s) are often of the wave speed of the wave, but can also be of the shear modulus. To create the image, a mathematical model is needed.
Because the amplitude of the wave is small, the wave motion is modeled by linear models. Furthermore, for some time now, elastic models have been used. For example, if the data is one displacement component, u:
if the data is two or three components represented by the vector u:
ρu tt = ∇(λ∇ · u) + ∇ · µ(∇u + (∇u)
where ρ is the density, f or f is a force, µ is the shear modulus, and λ is the first Lamé parameter. When u is a two-component vector then (1.1) is the plane-strain elastic model.
But tissue is viscoelastic. This is observed most readily when a wave propagates in tissue and the frequency content of the displacement at each of several frequencies is used separately to find the phase wave speed or the shear modulus. These wave speeds or shear moduli exhibit frequency dependence. The spreading of wave pulses as they propagate into tissue is also observed, due to the above mentioned phase wave speed discrepancy. This is a characteristic viscoelastic effect.
To study the inverse problem, that is, create images of mechanical properties in tissue, we first need to understand the mathematical structure of the forward problem. So here we choose a linear viscoelastic model, capable of modeling wave propagation across a wide range of frequencies and that also has finite propagation speed for a propagating pulse.
This model is the generalized linear solid model. It is inspired by a massspring model, which has one spring and several Maxwell (spring-dashpot) elements in parallel. See Figure 1 . Figure 1 . Generalized linear solid model; τ j = η j /µ j is the relaxation time for the j-th Maxwell element.
Here, since for wave propagation in tissue, we do not need to model viscoelastic effects for the bulk motion in order to match measured data, we add the viscoelastic terms to only the deviatoric part of our model. Our viscoelastic integro-differential equation model then is: where u s means the time derivative, f is a force, ρ is the density, λ is the first Lamé parameter, µ 0 is the shear modulus for the single spring element, µ 1 , . . . µ N , are shear moduli for the Maxwell elements and τ 1 , . . . , τ N are the relaxation times for the Maxwell elements. In this paper we will establish the hypotheses under which we have finite propagation speed, uniqueness and existence of a solution to an initial boundary value problem, and regularity for solutions of the forward problem. These mathematical results will provide a mathematical framework for the inverse problem. Inverse problem results are addressed in other papers.
Generalized Linear Solid Model of Viscoelasticity
We consider the initial-boundary value problem in linear viscoelasticity, with the viscoelastic effect modeled by the generalized linear solid model: (2.1)      ρu tt + Lu − ∇ · N j=1 2µ j t 0 e −(t−s)/τj ε(u s )ds = f , (x, t) ∈ U T , u = 0, (x, t) ∈ ∂U × [0, T ], u = g, u t = h, (x, t) ∈ U × {t = 0}.
Here, L denotes the elasticity operator:
Lu := −∇(λ∇ · u) − ∇ · (2µ 0 ε(u)), u = (u 1 , . . . , u n ) T is the displacement, and ε(u) := 1 2 (∇u + ∇u T ) is the strain. The domain U ⊂ R n is open, connected, and bounded, and U T = U × (0, T ], with 0 < T < ∞. For now, we assume ∂U is Lipschitz and we impose the following assumptions on the coefficients: ∈ L ∞ (U ), for j = 1, . . . , N . In addition, we assume that f ∈ L 2 (0, T ; L 2 (U ) n ), g ∈ H 1 0 (U ) n , and h ∈ L 2 (U ) n .
Weak Form of the Problem
Let L 2 (U ) n denote the space consisting of vectors of length n with each component of the vector in L 2 (U ), and let
n denote the space of bounded linear functionals on H 1 0 (U ) n . We introduce some notation for the inner products. Definition 3.1. We define the following inner products, along with notation for their induced norms:
Remark 3.2. In the subscripts of the norms in
To avoid confusion, when the norms involve time, we will be more specific in the subscript of the norm, for example,
n , are established in the following lemmas, which assume that ∂U is Lipschitz and the coefficients are bounded as in (2.2).
Lemma 3.3. There exist constants C 1 and
Proof. Let C 1 = ρ min and C 2 = ρ max .
(ii) There exist constants c 1 ,
For proofs of Korn's inequalities, see McLean ( [7] , pages 298-299).
Proof. The inequality follows from
Lemma 3.6. There exist constants C 3 and C 4 such that for all u ∈ H 1 0 (U ) n , Lemma 3.8 (Poincaré's inequality). Suppose U is an open, bounded subset of R n . Then there exists a constant C P , depending only on U and n, such that for all
For a proof of Poincaré's inequality, see [3] , Section 5.6.1, Theorem 3.
Remark 3.9. To eliminate confusion, we note that the definitions of constants denoted by a capital letter C, i.e., C P , C 1 , C 2 , etc., remain unchanged throughout the paper, but the definitions of constants denoted by a lowercase c are specific to each proof. In addition, all the constants are positive.
We now generate a candidate for the weak form of (2.1). Suppose temporarily that u is a smooth solution of (2.1). We write u(x, t) as a mapping u :
n , take the dot product of the PDE with v, and integrate over U :
Since ∂U is Lipschitz, Green's formulas hold ( [2] , page 35). We can integrate by parts in the second, third, and fourth terms:
Now integrate by parts with respect to s:
This suggests the weak form of the PDE:
where
and motivates the following definition of a weak solution.
Definition 3.10. We define a weak solution to the IBVP (2.1), with f ∈
, that satisfies the weak form (3.3) and the initial conditions
We will construct a weak solution of (3.3)-(3.4) using the general outline of the method given in Evans ([3] , Chapter 7) for the wave equation. There the coefficients depend on the spatial variables and there is no viscoelastic term. Of course, many of the details in this method change since we have a viscoelastic term, which is an integro-differential term.
Galerkin Approximations
In this section, we construct a sequence of finite-dimensional approximations to the weak solution. First, we define some norms, we state Gronwall's inequality in both of its forms, and we prove the existence of a solution to a system of integrodifferential equations that will appear later.
Definition 4.1. We define the following norms: 
, and for almost every t,
For a proof of Gronwall's inequality, see [3] , pages 624-625.
Proof. Integrating by parts in time gives the equation
We have
with I denoting the m × m identity matrix. Integrating from 0 to t, we have
Interchanging the order of integration gives
We have that M is bounded:
with the initial condition z(0) = 0. We solve this equation by the Picard iteration. Define
We first show that the series for z converges. The initial approximation is bounded:
The difference between z 1 and z 0 is bounded:
The goal is to show by induction that
So suppose (4.3) holds for all k with 1 ≤ k ≤ j. (The case k = 1 is shown above.) Then
Thus (4.3) holds for all k, and the series in (4.2) converges absolutely for all t. Furthermore, we have
Thus the series for z converges uniformly in the · C[0,T ] m norm, so z is continuous. Finally, we argue that the solution is unique. Suppose there are two solutions, z (1) and z (2) , and definez := z (1) − z (2) . Thenz satisfies
Then by Gronwall's inequality (Lemma 4.2(ii)), we conclude thatz ≡ 0 on [0, T ]. Thus there is a unique continuous solution D = z + D(0), and so there is a unique
and the right-hand side is in
Corollary 4.4. If, in addition to the assumptions of Lemma 4
Proof. The proof is by induction. The case p = 0 is proved by noting that if f is continuous, then the right-hand side of (4.4) is continuous. Now suppose the statement of the theorem holds for p; that is, if d is the solution to (4.
We have that d satisfies the system of ODEs (4.1). Taking a time derivative, we have 
, and we conclude that the theorem holds for all p.
Next we state a few results about the elliptic boundary value problem in elasticity, which will be helpful.
A weak solution to the elliptic boundary value problem
Lemma 4.6. Suppose λ and µ 0 are bounded as in
The proof for the elastic system is a modification of the proof for single elliptic equations found in Gilbarg & Trudinger [4] , Chapter 8.
The proof of (i)-(iii) is a modification of the proof in Evans, using the weighted L 2 inner product instead of the standard L 2 inner product. The regularity result follows from Lemma 4.6. Now we use these tools to construct the Galerkin approximations to the weak solution. First, let {w k } ∞ k=1 be the eigenfunctions described in the previous lemma.
n , and the coefficients are bounded as in (2.2). For each positive integer m, there exists an approximation
and
Remark 4.9. Since a function u m of the form (4.7) is finite-dimensional and
n , we can rewrite (4.8) as
Proof. Choose an integer m, and define u m as in (4.7), where the coefficients will be determined as follows. Requiring u m to satisfy (4.10), and using the orthogonality of the basis functions, results in the following system of integro-differential equations for the coefficients {d k m }:
Writing the coefficients as a vector d, with
where W is a diagonal matrix with entries W kk := λ k ,f is a vector with entries
is a continuously differentiable matrix with entries
We check that the conditions of Lemma 4.3 are met. The norm of W is bounded, and using Lemma 3.7, the norm ofS(0) is bounded:
In addition, we have the following bound on the integral of |S | ∞ : Next we prove an energy estimate for the approximations, but first we make note of a fundamental, elementary inequality.
Proof. Take a square root in the following inequality:
n , and the coefficients are bounded as in (2.2). Then there exists a constant C 5 such that for all m ≥ 0, the Galerkin approximation u m constructed in Theorem 4.8 satisfies
Proof. Multiply (4.10) by d k m (t) and sum over k = 1, . . . , m:
Then (4.12) becomes
Then applying Gronwall's inequality (Lemma 4.2(i)) and taking the supremum over t, we have that
The H 1 0 norm of u m (0) can be bounded by the norm of g using the orthogonality of {w k }:
where c 0 = e T /ρmin . Applying Lemma 4.10 gives the desired bounds on u m and u m t : (4.13)
where c 1 = √ 2c 0 . It remains to show the bound on u m tt . To do this, we choose
Then, using the Cauchy-Schwarz and Poincaré inequalities, along with Lemma 3.6,
where C P is the constant appearing in Poincaré's inequality (Lemma 3.8) and
Applying Lemma 3.7, we have
.
We can bound the norm of v 1 by a constant, using Lemma 3.6:
Since this holds for all v with v H 1 0 ≤ 1, then
Then, integrating over time gives
Then Lemma 4.10 gives the desired estimate:
where c 3 = 2c 2 (1 + c 1 ) √ 1 + T . The proof is completed by setting C 5 = c 1 + c 3 .
Corollary 4.12. Suppose in addition to the assumptions of Theorem 4.11
and we can follow all the steps above to bound the right-hand side by the norms of f , g, and h, times the 
Existence and Uniqueness of the Weak Solution
We prove the existence of a weak solution to the IBVP (2.1).
n , and the coefficients are bounded as in (2.2). There exists a weak solution u, satisfying the weak form (3.3) and the initial conditions (3.4).
Proof. According to Theorem 4.11, the sequences of Galerkin approximations and their first and second time-derivatives are uniformly bounded in the spaces
. This result guarantees the existence of a subsequence u m , and a function u ∈ L 2 (0, T ;
, and ρu m tt converges weakly to ρu tt in L 2 (0, T ; H −1 (U ) n ). We argue that u is a weak solution. Select a positive integer M and a function v of the form
Choose an integer m ≥ M . Multiply (4.8) by e k (t) and sum over k = 1, . . . , M and integrate with respect to t, obtaining (5.1)
for 0 ≤ t ≤ T . Set m = m and take the limit as → ∞:
This equation holds for all v of the form M k=1 e k w k , and since these functions are dense in the space
, it also holds for all v in that space. In addition, (5.2) shows that
n and almost every t with 0 ≤ t ≤ T . Now we argue that u satisfies the initial conditions. For this,
Integrating by parts twice with respect to t in (5.2), we have
Similarly, integrating by parts twice with respect to t in (5.1), we have
Taking the limit as m = m → ∞ gives
The initial values v(0) and v t (0) are arbitrary, and therefore u(0) = g and u t (0) = h.
The next result is that the weak solution is unique. 
Integrate by parts in the first term:
Then, since v t = −u for 0 ≤ t ≤ s,
We have (u t , u)
Integrate by parts in time:
Write the last integral in terms of a time derivative:
Then (5.3) becomes
Integrating on the left-hand side, and recalling that v(s) = 0 and u(0) = 0, we have
The right-hand side is estimated as follows:
where c 2 = 4 ess sup U N j=1 µ j /τ 3 j andc 2 = c 2 /µ 0,min ; and
Define another function w by w(t) := t 0 u(s )ds , and then v(0) = w(s) and v(t) = w(s) − w(t), and
where c 4 (s) = 2(c 3 +c 1 s +c 2 s 2 ) and c 5 = c 4 (T ) +c 3 . Then
Gronwall's inequality (Lemma 4.2(ii)) then implies that u ≡ 0 on the interval [0, T 1 ]. Repeating the above argument for the intervals [T 1 , 2T 1 ], etc., we conclude that u ≡ 0 on [0, T ].
Regularity of the Weak Solution
We now obtain regularity results for the weak solution. The first regularity result is a straightforward consequence of Theorem 4.11.
n , and the coefficients are bounded as in ( 2.2), then the the weak solution
Proof. Select m = m in the result of Theorem 4.11 and take the limit as → ∞.
To advance our regularity results further, we will need several lemmas.
Proof. Using the following inequalities,
we can calculate
Then, integrating over U gives
Taking a square root completes the proof.
We note that until this point, we have explicitly kept track of the constants involved in the regularity estimates, but for the remainder of the paper we will denote all the constants by C.
where the constant depends on m, n, and
Proof. First, we have
Now consider the integrand:
The Leibniz rule for multi-indices is
where β ≤ α is shorthand for β i ≤ α i , i = 1, . . . , n. Using this, we have for almost every s ∈ [0, t],
We now prove a few results about a related initial-boundary value problem, which will be useful in showing regularity of the weak solution of (2.1). Consistent with the definition of the elliptic boundary value problem, we have the following definition.
Definition 6.4. Let λ, µ 0 , µ j , τ j , j = 1, . . . , N satisfy (2.2) and let f ∈ C(0, T ; L 2 (U ) n ). We define a weak solution to the problem
as a functionû ∈ L 2 (0, T ; H 1 0 (U ) n ) that satisfies the weak form of the problem:
n , along with the initial conditionû(0) =ĝ.
Proof. (i) We construct Galerkin approximations of the form
As in the proof of Theorem 4.8, we obtain a linear system for the coefficient vector d:
wheref k = (f , w k ), and the initial condition isd(0) =d
is the same as in (4.11). Integrating by parts in time gives the equation
We argue that [W +S(0)] −1 exists and is bounded. We have that W +S(0) is positive definite: for y ∈ R m with |y| > 0,
where [1] , page 241), where · 2 is the matrix norm induced by the Euclidean vector norm |·|. Then, by the equivalence of norms in finite dimensions,
Multiplying on the left by the inverse, we have the equation
SinceS is continuous, then [W +S(0)]
−1S is also continuous, and sincef andS are continuous, then [W +S(0)]
is also continuous. Then we have that there exists a unique continuous solutiond (see [5] , page 30).
(ii) We now argue that the Galerkin approximations are uniformly bounded. We have
Rewriting this equation, we have
Then, applying the norm equivalence lemmas, the Cauchy-Schwarz and Poincaré inequalities, and some epsilon inequalities, we have
Then, choosing small enough that, we have that there exists a constant C so that for almost every t ∈ [0, T ],
Then, applying Gronwall's inequality (Lemma 4.2(ii)) and taking the supremum over t, we have
A similar argument to the one in the proof of Theorem 5.1 shows that
for all v ∈ H 1 0 (U ) n and almost every t ∈ [0, T ]. It remains to show thatû satisfies the initial conditions. Evaluating (6.2) at t = 0 and integrating by parts in the first term gives
In addition, integrating by parts in the first term of A in (6.3) and evaluating at t = 0 gives
Using the previous equation, we obtain (µ j ε(v), ε(ĝ)) .
Taking the limit as m = m → ∞, we have
We note that N j=1 µ j ε(u), ε(v) is an inner product on H 1 0 (U ) n . Since the above equation holds for all v of the form M k=1 e k w k , which are dense in L 2 (U ) n , we conclude that it holds for all v ∈ L 2 (U ) n ; therefore,û(0) =ĝ. (iv) We now prove the regularity and uniqueness of the weak solution. Taking the limit as m = m → ∞ in the result of Step (ii), we obtain ess sup
n ). Furthermore, iff ≡ĝ ≡ 0, thenû ≡ 0, so the weak solution is unique.
Proof. Sinceû is a weak solution of the above problem, we have that, for almost every t,û(t) is a weak solution of the problem
Integrating by parts, we havê
Then, for almost every t,û(t) is a weak solution of the problem
Then, applying Lemma 4.6, with L replaced byL, we have that, for almost every t,
Then, since the coefficients are in C m+1 (Ū ),
Applying Lemma 6.3, we obtain
Then, applying Gronwall's inequality (Lemma 4.2(ii)) and taking the essential supremum over [0, T ], we conclude ess sup
Lemma 6.7. Suppose the eigenfunctions satisfy
Proof. We use the equivalence of the two norms on L 2 (U ) n and the fact that {w k } are orthogonal with respect to the weighted inner product on L 2 (U ) n :
We now use these lemmas to show the increase in the regularity of the solution u of (2.1) when the boundary, the coefficients, and the initial and source functions are more regular.
Proof. First we bound the norms of u 
for k = 1, . . . , m. Differentiate with respect to t: Integrate by parts in time:
Integrate by parts in space in the third integral:
Calculations similar to those in the proof of Theorem 4.11 show that
Gronwall's inequality (Lemma 4.2(i)) then implies
Using Lemma 6.2, we can calculate the norm of u m tt (0) in terms of f and g:
Since ∂U is C 2 , then we see by Lemma 4.6 that {w k } ⊂ H 2 (U ) n , so we can apply Lemma 6.7 with v = u t (0) to obtain
Using this and Lemma 6.2, we can bound the norm off :
Next we bound the norm of ρu m ttt . A calculation similar to the one in the proof of Theorem 4.11 shows that
If ρ ∈ W 1,∞ (U ), then we can show as in the proof of Corollary 4.12 that u ttt ∈ L 2 (0, T ; H −1 (U ) n ). Finally, we bound the norm of u in H 2 (U ) n . We have that u is a weak solution of the problem
Then, by Lemma 6.6, with m = 0, ess sup
Using (6.7), we have ess sup
Combining the previous estimates, we obtain ess sup
Finite Propagation Speed
Having established existence/uniqueness and regularity results, we now establish that we have finite propagation speed; to do this we set f ≡ 0 and assume that the initial data for the displacement, u, and velocity, u t , is zero in a ball. Then we will show that the displacement, u, is identically zero in a space-time cone.
Fundamental to the finite propagation speed result is an identity which can also be used to show that energy decays in our viscoelastic system. This fundamental lemma is as follows: Proof. Taking the dot product of equation (7.1) by u t , and with some straightforward manipulation, we obtain ρu t · u tt − ∇ · (λu t ∇ · u) + λ∇ · u t ∇ · u − ∇ · u t · 2µ 0 ε(u) + 2µ 0 ε(u t ) : ε(u) Collecting terms we obtain (7.2). That is, u has finite propagation speed with maximum propagation speed c.
Proof. We follow the outline of the proof in [6] . We first define for all s ∈ (0, R/c), We will integrate equation (7.2) over the space-time cone Λ(s).
To simplify notation we let 
Higher Regularity
In this final section, we improve the regularity results for u in the case that ∂U , f , g, h, and the coefficients are smooth enough.
Using an argument similar to the one in Theorem 4.11 and applying Gronwall's inequality (Lemma 4. We have g H 2p = h H 2p and since ρ ∈ C 2p (Ū ), and λ, µ 0 ∈ C 2p +1 (Ū ),
In addition,
∇ · 2µ j (−τ j ) k e −t/τj ε(h) , so since µ j , τ j ∈ C 2p +1 (Ū ), we have for k = 0, . . . , p ,
Then (8.2) becomes ess sup
