ABSTRACT The 2-D strip packing problem is an NP-hard combinatorial optimization problem. Given a strip with fixed width and infinite height, the aim of strip packing is to pack a set of rectangles with known widths and heights into the strip such that the used height of the strip is minimized. In this paper, we address the 2-D strip packing problem without guillotine constraint and present an effective corner incrementbased algorithm. First, a corner increment-based rectangle selection strategy is adopted in a constructive heuristic way. Second, by using the AVL tree and the segment tree, the constructive heuristic is efficiently implemented. Finally, a multi-start random local search is combined to improve the solution. Experimental results on a wide range of benchmark instances show that the proposed algorithm is effective, especially for large instances.
I. INTRODUCTION
The packing problem is a well known combinatorial optimization problem. Its goal is to find a good arrangement of a set of items in larger containing regions, while maximizing the utilization of the packing regions or minimizing the area waste of the containers. The packing problem is widely applied in raw material cutting, newspaper paging, warehousing, logistics transportation, VLSI physical design, and many other industry fields.
Due to the diversity of the application areas, there are various packing problems with different objectives and constraints. In this paper, we focus on the two dimensional strip packing problem (or 2DSPP for short). 2DSPP considers packing a given set of rectangles with known widths and heights into a large strip of fixed width and unlimited height, where the edges of the rectangles are parallel to the edges of the strip, so that the total height of those rectangles is minimized and no overlap existing between any two of the rectangles.
This paper presents an effective corner increment-based algorithm to solve the two dimension strip packing problem without guillotine constraint, and the orientation of each rectangle is fixed.
A. PREVIOUS WORK
2DSPP is an NP-hard combinatorial optimization problem [1] . Some exact algorithms [2] - [6] have been proposed for the problem. However, as the problem size increasing, adopting exact algorithms cannot obtain the solution in a reasonable running time. Therefore, exact algorithms are only suitable to deal with small scale problems. Instead, heuristic and meta-heuristic algorithms can provide preferable solutions in an acceptable running time. The heuristic and meta-heuristic algorithms can be generally classified into two categories: deterministic algorithms and randomized algorithms.
The most important work of deterministic algorithms is to decide the placement rule of rectangles. Baker et al. [7] presented a bottom-up left-justified (or BL for short) algorithm. For rectangles in the unpacked list, the BL algorithm picks one rectangle at a time, and first push the rectangle in the strip as low as possible, then push it as left as possible. Afterwards, some variants and improved algorithms of BL algorithm were proposed. Chazelle [8] proposed an O(n 2 )-time, O(n)-space BL packing algorithm, and a best-fit (or BF for short) algorithm was proposed in [9] . The BF algorithm dynamically chooses one unpacked rectangle and places it at the lowest available region. This procedure continues until all rectangles are assigned to the sheet. These early deterministic algorithms are with simple rules and fast running time. But they are greatly affected by the input rectangle sequence. When the input rectangle sequence is not chosen appropriately, performance of these algorithms may be very poor.
Some subsequent deterministic algorithms introduced sophisticated rules. In [10] , a divide-and-conquer strategy was adopted to develop a new heuristic recursive algorithm. Huang et al. [11] regarded packing one rectangle as a corneroccupying action (or COA for short) and always chose a COA with largest caving degree. In [12] , inspired by the experiences of bricklayers' summary from the wall building jobs, the authors came up with a bricklaying heuristic algorithm. But these deterministic algorithms are also depending much on input rectangle sequence or time-consuming due to the numerous options. Therefore, the results obtained by them are still not so satisfying.
Another drawback of deterministic algorithms is that they are not flexible enough, thus they usually trap into local optima. Therefore, some researchers resorted to randomized algorithms. Most of the randomized algorithms are hybrid algorithms and accomplished by an iterative way. In each iteration, they firstly invoke a constructing procedure to generate initial solutions. Some constructive heuristic algorithms are fast and can produce preferable solutions, so they are widely used by randomized algorithms to construct or even evaluate a solution. After the constructing procedure, a local search is performed to improve the quality of the solutions. To avoid falling into local optima, a random local search is favored. The iteration is repeated until some stop criterion is satisfied. Different types of constructive heuristics and local searches can be combined to form a variety of hybrid algorithms.
Based on an improved BL-algorithm, Liu and Teng [13] proposed a genetic algorithm for dealing 2DSPP. Hopper and Turton [14] combined BL and BLF algorithms with genetic algorithms (or GA for short), simulated annealing (or SA for short), and naive evolution (or NE for short). They compared the solution quality and execution time of these hybrid algorithms. Lesh et al. [15] proposed a stochastic search variation of bottom-left-decreasing heuristic. Their algorithm is called BLD * . Solutions of BLD * are generated from random perturbations of original four decreasing orderings. Soon, Zhang et al. [16] , [17] combined heuristic recursive (or HR for short) strategy with simulated annealing and genetic algorithm, respectively, and presented two algorithms. The two algorithms both produced better results than GA+BLF and SA+BLF proposed by Hopper and Turton [14] . Alvarez-Valdes et al. [18] suggested a greedy randomized adaptive search procedure (or GRASP for short). They combined a constructive phase based on several randomization procedures and a local search procedure which can improve the solution. Belov et al. [19] proposed heuristics called SubKP and BLR, respectively. The iterative framework of SVC (SubKP) and BS (BLR) can obtain good performance for some instance [19] . Another genetic algorithm for 2DSPP was presented by Bortfeldt [20] , it can work without any encoding of solutions. Burke et al. [21] hybridized the best-fit heuristic with simulated annealing and proposed a new approach which can improve the solution of 2DSPP. Wei et al. [22] adopted a skyline heuristic tabu search to solve the two-dimensional rectangular packing problem, then they used this 2DRP algorithm as a subroutine of an iterative doubling binary search (or simply IDBS) to solve the 2DSPP. In [23] , a least wasted first (or LWF for short) heuristic algorithm was first developed to cope with the rectangular packing problem. Then LWF was extended to solve strip packing problem and performed well for some zero-waste instances. By combining LWF strategy, a minimum inflection-first strategy and a binary search heuristic, Zhang et al. [24] proposed a new heuristic algorithm named BSHA. These meta-heuristic algorithms can produce excellent solutions for some of the instances. However, generally speaking, to obtain a good solution, the computation time of these algorithms increases greatly when the size of the problem grows.
According to recent literature, scoring rule heuristicbased hybrid algorithms often yield a better performance. Leung et al. [25] presented a two-stage intelligent search algorithm (or ISA for short). In the first stage, a heuristic algorithm based on a simple scoring rule is used to quickly obtain a solution. In the second stage, a local search and a simulated annealing are adopted to further improve the solution. Yang et al. [26] improved the scoring rule of the constructive heuristic in ISA. Together with a least waste strategy and a simple randomized algorithm without setting any parameters, they proposed a new algorithm called SRA whose experimental results can outperform ISA for most benchmark instances [26] . Chen et al. [27] and Zhang et al. [28] further improved the scoring rule of SRA, and presented their own meta-heuristic combining demon algorithm and variable neighborhood search, respectively. However, the solution quality of scoring rule heuristic-based hybrid algorithms can be further improved.
B. OUR WORK
In this paper, we focus on developing an effective corner increment-based algorithm (or CIBA for short) for 2DSPP without rotations and guillotine constraint. In the proposed algorithm, a corner increment-based rectangle selection strategy is first introduced. Then the constructive heuristic is efficiently implemented by using the AVL tree and the segment tree. A multi-start random local search is adopted to improve the solution obtained by the constructive heuristic.
The major contributions of our work are summarized as follows.
• By using corner increment-based rectangle selection strategy, the rules of constructive heuristic are simpler when selecting the next packing rectangle.
• Due to the AVL tree and the segment tree data structure, the constructive heuristic is efficiently implemented. The time complexities of the constructive heuristic and the whole algorithm are reduced from O(n 2 ) to O(nlogn).
• A multi-start random local search is adopted to improve the solution obtained by the constructive heuristic. Since the time complexity of the constructive heuristic is reduced, the local search can expand the search scope of the solution space. Besides, this local search can explore the neighborhoods of those more promising solution in the solution space. Thus the chance to find a better solution can be greatly increased.
• Experimental results show that the proposed algorithm is effective for a wide range of benchmark instances, especially large instances. The rest parts of this paper are organized as follows. Section II is a statement of the problem. The effective corner increment-based algorithm is described in Section III. Section IV reports the experimental results. Conclusions are summarized in Section V.
II. PROBLEM STATEMENT
The considered problem can be stated as follows. Given a positive integer W which represents the width of the strip, and a set of positive integer pairs < w 1 , h 1 >, < w 2 , h 2 >, . . . , < w n , h n >, each one of which represents the width and height of a given rectangle to be packed. Let the bottom-left corner of the strip be placed at the origin of two dimensional Cartesian coordinate system, and the sides of the strip be parallel to X − or Y −axis. The objective is to find a good arrangement of these rectangles in the strip, so that minimizing the total height H of the used strip, and all rectangles in the strip must satisfy the following conditions:
(1) sides of each rectangle must be parallel to X − or Y −axis;
(2) there is no overlap among the rectangles; (3) each rectangle must be in the strip region. Let (x i1 , y i1 ) and (x i2 , y i2 ) denotes the bottom-left corner coordinate and top-right corner coordinate of rectangle R i , respectively. The mathematical formulation of the problem can be described as follows:
The first constraint implies that the total height of the used strip is H . The second constraint implies that orientation of each rectangle is fixed, and sides of each rectangle are parallel to the coordinate axes. The third constraint implies that there is no overlap between any two of these rectangles. The fourth constraint implies that all rectangles must be in the strip region.
III. EFFECTIVE CORNER INCREMENT-BASED ALGORITHM
Each solution of 2DSPP is an arrangement of rectangles in the strip. It contains the information of rectangles' locations and total height in the strip. Given a sequence of rectangles, our corner increment-based constructive heuristic can quickly generate a unique solution. Hence the corner increment-based constructive heuristic is also used to evaluate a rectangle sequence in CIBA.
At the beginning of CIBA, rectangles are sorted in different orders to get 6 initial rectangle sequences. Based on these sequences, a corner increment-based constructive heuristic is invoked to generate initial solutions. After that, these initial rectangle sequences are passed to a local search process. The local search is an iterative process. During the course of each iteration, each sequence from last iteration is slightly modified and form a new sequence. This new sequence is immediately evaluated by the same constructive heuristic. Then the sequences passed to the next local search iteration will be chosen from the old sequences and the new sequences according to a specific criterion. In the mean time, the best solution found in the iterations is updated. Once the stop criterion is met, the solution with lowest height is taken as the final solution. The contents in details of CIBA are organized as follows. Section III-A introduces several basic conceptions. The corner increment-based constructive heuristic is described in Section III-B. Section III-C describes the local search procedure. The whole algorithm is given in Section III-D.
A. BASIC CONCEPTIONS
For convenience, several basic conceptions are introduced before describing the details of CIBA.
Definition 1 (Configuration [29] The definition cave in this paper is different from that in [29] . In [29] , each cave is formed by three edges of rectangles or strip. Whereas in this paper, the edges of a cave can be virtual lines. For example, caves 1, 3 and 5 in Fig. 1 Each cave C i includes 4 key attributes:
• the coordinate of its left bottom corner (x i , y i );
• its width w i ;
• the height of its left border lh i , namely, the y-coordinate of the adjoining left cave C i−1 minus the y-coordinate of C i ;
• the height of its right border rh i , namely, the y-coordinate of the adjoining right cave C i+1 minus the y-coordinate of C i . We assume the lh of the most left cave and the rh of the most right cave are both infinite. Besides, lh or rh could be negative.
An example of a configuration is shown in Fig. 1 , which has 6 caves.
B. CORNER INCREMENT-BASED CONSTRUCTIVE HEURISTIC
Constructive heuristic is the key element in the whole algorithm. Apparently, if the efficiency of the constructive heuristic has been improved, the local search would be able to explore more search space within the same amount of time. Then the chance to find a better solution can be greatly increased. This subsection introduces an effective corner increment-based constructive heuristic and how to implement this constructive heuristic in an efficient way. By using this constructive heuristic, the time complexity of solving 2DSPP can be greatly reduced.
Given the width of the strip W and a sequence of rectangles Seq, our corner increment-based constructive heuristic (ConstructiveHeuristic) generates a packing solution S and takes it as a return value. The process of ConstructiveHeuristic is shown in Algorithm 1.
Algorithm 1 ConstructiveHeuristic
Input: the width of the strip W , a sequence of rectangles Seq; Output: a packing solution S; 1: Initialize the configuration; 2: Num in ← 0; S.h ← 0; 3: while Num in < n do 4: find a candidate cave C; 5: while the width of C is not large enough for at least one unpacked rectangle do 6: update the configuration; 7: find a new candidate cave C; 8: end while 9: capture a rectangle R from unpacked rectangle set; 10: pack rectangle R in the cave C; 11: update the configuration;
12:
Num in ← Num in + 1;
13:
update S.h if necessary; 14: end while 15: return S.
At the beginning, the strip is empty. The constructive heuristic places the given rectangles one by one into the strip. There are two important steps in each iteration of the constructive heuristic. In the first step, the heuristic chooses a position in the layout. In the second step, the heuristic picks a best rectangle in the unpacked rectangle set and places it in the corresponding position. Then the configuration and the number of packed rectangles are updated, followed by the updating of the height of used strip if necessary. These two steps are repeated until all the rectangles are in the strip.
For different constructive heuristics, the ways of finding a position to place the next rectangle may be different, and so does the rules of selecting the best rectangle. Usually, selecting the best rectangle takes most of the time of a constructive heuristic. In order to get the most suitable rectangle in a layout, Leung et al. [25] , Yang et al. [26] , Chen et al. [27] , and Zhang et al. [28] firstly calculated the fitness for all unpacked rectangles, and then selected one rectangle with the highest score from them. Actually, there is no need to calculate the fitness of all rectangles outside the strip. This time-consuming process can be simplified by a corner increment-based rectangle selection strategy with efficient implementation.
1) CORNER INCREMENT-BASED RECTANGLE SELECTION STRATEGY
To make sure the height does not increase too fast in the constructive heuristic, when we choose a candidate position to place a rectangle, we always choose the lowest cave. If there are more than one cave with the same y-coordinate of their left bottom corner, the most left one is chosen. Then we decide which rectangle is most suitable for this cave. FIGURE 3. 10 cases of rectangles when lh is larger than rh, and their corresponding increments of the corners after current packing action.
The main idea of dealing 2DSPP is maximizing the use of the unpacked region. Intuitively, a higher rate of strip utilization means a lower height of the final solution. Since the width of the strip is fixed, more corners means more caves and smaller average width of the caves. If a cave is wide enough, there would be plenty of options for the candidate rectangle. In contrast, if the width of a cave is too small, then maybe none of an unpacked rectangle can fit into this cave, thus the corresponding space would be wasted. So during the packing procedure, less corners in a configuration often correspond to a higher utilization rate of the strip. Thus when placing a rectangle into the strip, we prefer having a more ''smooth'' configuration, i.e., a configuration with less corners after this packing move.
To yield a ''smooth'' configuration, we need to control the quantity of corners in the layout. For a given cave, we always choose the rectangle whose corresponding packing move would lead to the smallest corner increment. If there are more than one rectangle satisfying this condition, i.e., there are more than one packing moves which lead to a same corner increment, we choose the rectangle whose position index is the smallest in the input rectangle sequence.
After the best suitable rectangle is chosen, we process the packing move. For the purpose of a compact structure and the smallest corner increment, the chosen rectangle is placed into the corner of the candidate cave, making sure one angle of the rectangle is overlapped with two edges of the corner.
The details of classifying unpacked rectangles according to corner increment are as follows. All caves can be divided into three cases depending on the relationship between lh and rh of each cave: lh = rh, lh > rh and lh < rh. And then, since the information of the candidate cave is already known, rectangles in all dimensions can be naturally classified according to different increments of the corners in the configuration after they are placed in the cave respectively. Fig. 2 shows 6 cases of rectangles when lh is equal to rh in the candidate cave. The corner increment in the configuration can be either −4, 0 or 2. Fig. 3 shows 10 cases of rectangles when lh is larger than rh in the candidate cave. And the corner increment in the configuration can be either −2, 0 or 2. When lh is less than rh in the candidate cave, the situation is similar to those when lh is larger than rh in the candidate cave.
As we can see from Fig. 2 and Fig. 3 , there are only three kinds of possibilities of the corner increment for any cave. Whereas in [25] - [28] , for a given cave, there are 5 ∼ 8 different fitness values. Therefore, our corner increment-based rectangle selection strategy is simpler.
Besides, when selecting the best suitable rectangle for a cave, those above mentioned scoring rule-based constructive heuristic temporarily pack each unpacked rectangle in the candidate cave. They calculate the fitness for every unpacked rectangle, then choose a rectangle with the highest score to place it veritably. Whereas in our constructive heuristic, we directly retrieve the best suitable rectangle from all unpacked rectangles and place it immediately. In the subsequent section, we describe how to implement the selection procedure efficiently by using the AVL tree and the segment tree.
2) EFFICIENTLY SELECTING A RECTANGLE BY USING THE AVL TREE
In our constructive heuristic, we check the corner increment from the smallest one to the largest one. When no rectangle can match the current corner increment, we check a larger corner increment. Otherwise, we process the packing move with the rectangle. If there are more than one rectangle that can match the condition, we choose the rectangle with the smallest index in the input rectangle sequence. If no rectangle can fit the current cave, i.e., the width of the candidate cave is smaller than the width of any unpacked rectangle, we delete this unavailable cave and update the configuration. The configuration may need to be updated several times until an available cave is found. In the remainder of this section, we will describe the implementation of these steps in detail.
For any rectangle, let rect.i denote the index of its location in the input rectangle sequence. Let rect.w and rect.h denote the width and height of the rectangle, respectively.
In each iteration of the constructive heuristic, before we select a rectangle, a candidate cave need to be decided. We select the lowest and the most left cave as the candidate cave. Then we check whether this candidate cave is available, i.e., does there exist at least one rectangle whose width is no more than cave.w. If there is no such rectangle, it means the current candidate cave is useless. Then we delete this cave by raising its corresponding available platform to the ycoordinate of its lower neighbor and merging them into a new cave. If the two neighbors are with the same y-coordinate, we merge three of them into a new cave. Then the caves in the configuration would be updated, and a new candidate cave would be chosen. These steps is repeated until an available candidate cave is found.
Once an available candidate cave is chosen, we start to check the corner increment from the smallest one to the largest one. The rest of this section provides detailed descriptions of how to quickly select a rectangle for a specified corner increment.
For corner increment equal to −4, which is case a in Fig. 2 , we only need to search if there exists a rectangle that satisfies rect.w = cave.w and rect.h = cave.lh. With the aim of finding such a rectangle more efficiently, an enhanced AVL tree T hw is constructed before invoking the constructive heuristic. This enhanced AVL tree can contain elements with same key value. Each node of T hw corresponds to an unpacked rectangle. The key value of node N 1 is larger than the key value of N 2 in T hw if and only if the corresponding rectangles R 1 and R 2 satisfy either of the following conditions:
In order to find a rectangle in a given size, we only need to search a first hit node in the AVL tree whose corresponding rectangle has the given width and height. As we know, an AVL tree is a self-balancing binary search tree. Looking up, inserting, and deleting a node with a specific key value all take O(log n) time in both the average and worst cases, where n is the number of nodes in the tree. In here, n denotes the number of unpacked rectangles. So it takes O(log n) time complexity to find and delete a rectangle with corner increment equal to −4 from T hw . For corner increment equal to −2, i.e., case a (or case b) in Fig. 3 , we only need to search if there exists a rectangle that satisfies rect.w = cave.w and rect.h = cave.lh (or rect.h = cave.rh). We can use the same strategy above. So finding and deleting a rectangle with corner increment equal to −2 also taking O(log n) time complexity.
If none of the rectangles can lead to a corner increment equal to −4 or −2, we check corner increment 0. For corner increment equal to 0, i.e., case b or c in Fig. 2 (cases c, d and e in Fig. 3 are similar) , we only need to search if there exists a rectangle that satisfies rect.w = cave.w, rect.h = cave.lh and rect.h = cave.rh. If there are more than one rectangle with the same given width, we choose the rectangle with the smallest position index in the input rectangle sequence. Another enhanced AVL tree T wi is constructed before invoking the constructive heuristic. The key value of node N 1 is larger than the key value of N 2 in T wi if and only if corresponding rectangle R 1 and R 2 satisfying either of the following conditions:
(1) R 1 .w > R 2 .w; (2) R 1 .w = R 2 .w and R 1 .i > R 2 .i.
As we know, the in-order traversal of T wi retrieves a sequence of all rectangles. In this sequence, rectangles are sorted by their widths in increasing order. If there is a tie, rectangles with the same width are sorted by their position indices in the input rectangle sequence in increasing order. We store this sequence in an array A wi for later use. Obviously, the first rectangle with width cave.w in this array is the one we are looking for. We can search the corresponding node in T wi , and the time complexity is also O(log n). The process of searching such a rectangle is shown in Algorithm 3. SearchAVLTreeType2(cave.w, T wi ) returns a rectangle R with width cave.w in array A wi , if such a rectangle exists. And if there are more than one rectangle with width cave.w, then in all these rectangles, this returned rectangle R has the smallest position index in the input rectangle sequence. For corner increment equal to 0, which is case d in Fig. 2 (or cases f and g in Fig. 3 ), we only need to search if there exists a rectangle that satisfies rect.w < cave.w and rect.h = cave.lh (or rect.h = cave.rh for case g in Fig. 3) . If there is a tie, we choose the one with the smallest position index in the input rectangle sequence. We can make use of the above mentioned enhanced AVL tree T hw to conduct these searches, since the relative relationship between rectangles here is the same as those in T hw .
Algorithm 3 SearchAVLTreeType2
In the sequence which retrieves from the in-order traversal of T hw , rectangles are sorted by their heights in increasing order. If there are more than one rectangle with the same height, they are sorted by their widths in increasing order. We store this sequence in an array A hw for later use. In A hw , suppose the first rectangle with height cave.lh (or cave.rh) and width less than cave.w is R a , the last rectangle with height cave.lh (or cave.rh) and width less than cave.w is R b . Let a and b denote the position indices of R a and R b in A hw , respectively. The time complexity of finding those two corresponding nodes in T hw is O(log n). Placing any one rectangle R in the range from a to b can yield a corner increment equal to 0, and we choose the one with the smallest index R.i. That means we need to find the rectangle with the minimal index in the specified sub-array A hw [a . . . b]. It is a typical range minimum query problem.
There are many algorithms for solving the range minimum query problem, such as sparse table-based algorithm, block decomposition-based algorithm, segment tree-based algorithm, and so on. In particularly, we need to disable the packed rectangle after it has been packed in our problem. That means array A hw needs to be updated dynamically. Some algorithms, such as sparse table-based algorithm, are time-consuming if the underlying array needs to be updated frequently. So we choose segment tree to solve this query problem. By using segment tree, we can conduct both the querying and updating operation in logarithmical time. The details are described in Section III-B.3. Thus it takes also O(log n) time complexity to find and delete a rectangle with corner increment equal to 0. If none of the rectangle can lead to a corner increment equal to 0, we check corner increment equal to 2. For corner increment equal to 2, i.e., case e or f in Fig. 2 (cases h, i and j in Fig. 3 are similar) , we only need to search if there exists a rectangle that satisfies rect.w < cave.w, rect.h = cave.lh and rect.h = cave.rh. If there are more than one rectangle which satisfy the conditions, we choose the one with the smallest position index in the input rectangle sequence. We can make use of the above mentioned enhanced AVL tree T wi and array A wi to conduct these searches. In the sequence which retrieves from the in-order traversal of T wi , rectangles are sorted by their widths in increasing order. And rectangles with the same width are sorted by their position indices in the input rectangle sequence in increasing order. In A wi , suppose the last rectangle with rect.w < cave.w is R c , and its position index in A wi is c. Placing any one rectangle R in the specified sub-array A wi [1 . . . c] can yield a corner increment equal to 2. We choose the one with the smallest index R.i. We still use the segment tree to find this rectangle, and the time complexity is also O(log n). one rectangle of the same width, then in all these rectangles, this returned rectangle R has the largest position index in the input rectangle sequence. 
Algorithm 6 SearchAVLTreeType4

3) SEGMENT TREE
A segment tree is a full balanced binary tree, each node of which stores some information of an interval. It is based on the divide-and-conquer paradigm. Fig. 4 shows an example of a basic segment tree corresponding to an array [8, 7, 2, 5, 3, 6, 1, 4] . In this tree, each leaf node is associated with an element in the array. Each non-leaf node is associated with an interval of the array and records the minimal value in the corresponding interval. With the help of the segment tree, querying the minimal value within any available continuous range in an array can be efficiently performed, as well as updating array's elements.
In our constructive heuristic, suppose there is an array A with n elements, each of which corresponds to a rectangle R. This array is sorted in some order, such as in the increasing order of rectangle's height. On the other hand, each rectangle has a unique position index R.i in the input rectangle sequence. We use a segment tree T s to represent this rectangle array. Each node of the segment tree is associated with an interval of the array. Each node stores the rectangle with the minimal position index in its corresponding interval. The root of T s is associated with the entire array A, i.e., the interval [1, n] . It stores the rectangle with the minimal position index of all the rectangles. Each leaf node is associated with a particular rectangle, and stores a rectangle from A. There is a one-to-one correspondence between a leaf node and a rectangle in A. The sequence of the rectangles corresponding to the leaf nodes from left to right in T s is the same as the sequence of the rectangles in A. Each nonleaf node has two children. Suppose there is a non As a segment tree is a full balanced binary tree, we can use an array to store the tree as a breadth-first traversal of its nodes. We store the root at index 1 in this array. Then, for each no-leaf node with index i, we store its left child and right child at index 2i and 2i + 1, respectively. Thus, representing a segment tree on an array with n rectangles requires an array of no more than 4n elements. Let R d denotes a dummy rectangle, which is a rectangle with infinite position index. To make the implementation simpler, we add two dummy rectangles in the rectangle array, one before the first rectangle and the other after the last rectangle. Also, we expand the segment tree to a perfect binary tree with dummy nodes. After expanding, each non-leaf node has two children and all leaf nodes are at the same level. Here, each dummy node is constructed by a dummy rectangle.
There are three basic operations in a segment tree:
• Construct: constructing a segment tree for a given rectangle array.
• Query: given an available continuous range in the array, the querying operation returns a rectangle with the minimal R.i in these corresponding rectangles.
• Update: after a rectangle R is placed into the strip, to maintain the correctness of the segment tree, the updating operation updates R's corresponding leaf node N R and some other nodes in the tree. With the purpose of reducing time and memory usage, we implement these operations in a non-recursive way as follows. Given a rectangle array A with n elements and rectangle sequence Seq, and suppose that ceilN denotes the number of elements from the bottom levels of the segment tree, we have ceilN = 2 m , where m = min{m|2 m > n + 2}. The following procedure ConstructSegmentTree(A, Seq, T s , n, ceilN ) constructs a segment tree which stores in T s in an array manner as mentioned above. After a rectangle R is placed into the strip, we need to delete its corresponding leaf node N R in the segment tree and update some nodes of the tree. The value of N R is then set to the dummy rectangle R d , and all ancestor of N R is updated one after another from the parent of N R to the root. The height of the segment tree is no more than log 2 (n − 1) + 2, so the time complexity of updating is also O(log n). Suppose that rectangle R is packed into the strip, and A[index] = R, then the procedure UpdateSegmentTree (A, Seq, T s , index, ceilN ) updates the segment tree.
Thus, in Algorithm 1, lines 1-2 take O(1) time. By using a heap data structure, we can make sure that finding a candidate cave and updating the configuration take O(log k) time when we delete a useless cave, where k denotes the number of caves in a configuration. Hence lines 4-7 take O(log k) time. As we mentioned above, finding the most suitable rectangle needs if ANS.i > left.i then 19: ANS ← left; 20: end if 21: end if 22: if t is odd then 23 :
if ANS.i > right.i then 25: ANS ← right; 26: end if 27: end if 28: s ← s/2 ; 29: t ← t/2 ; 30: end while 31: return ANS.
O(log n) time by using the AVL tree and the segment tree, so lines 9-11 take O(log n) time. Obviously, lines 12-13 take O(1) time. Thus lines 3-14 take O(n log n) time. Therefore, the complexity of Algorithm 1 is O(n log n).
C. LOCAL SEARCH
When conducting a packing move during constructive heuristic, the input rectangle sequence directly affects the selection of the next rectangle, thereby possibly impacting the packing order of all the rectangles. Different packing orders of the rectangles often lead to different final solutions. Thus the final total height of the rectangles is depending on the input rectangle sequence. For this reason, a slight perturbation to the sequence is a good way to get a neighbor solution for our problem, and it was widely used in 2DSPP algorithms [25] - [28] . As we mentioned above, given a rectangle sequence, the constructive heuristic can quickly generate a solution and obtain the corresponding total height. Therefore, as an iterative process, our local search moves from one rectangle sequence to another. In each iteration of local search, we randomly select two rectangles with different widths or heights in the current rectangle sequence, and exchange their positions in the sequence. After that, the constructive heuristic is invoked on the new rectangle sequence. A new solution is generated and evaluated immediately. If the new sequence can lead to a solution which is not worse than the last sequence, the solution would be recorded, and the new sequence will be passed to the next iteration of the local search; Otherwise, the exchange will be revoked, and the solution would be discarded, then the old sequence will be passed to the next iteration. The details of our local search are described in lines 5-19 in Algorithm 10.
Our local search is different from those in [25] - [28] . The biggest difference is accepting strategy of the new rectangle sequence after the constructive heuristic is invoked. In [25] - [28] , a new sequence is accepted and passed to the next iteration only if the new sequence can lead to a lower packing height. Moreover, a further random search is appended to each of their local search, so as to improve the solution from local search. In [25] , a simulated annealingbased procedure was used. A randomized algorithm without setting any parameters was adopted in [26] , thus a sequence leads to a worse solution would be accepted probabilistically. In [27] , they added a demon algorithm. A new variable neighborhood search was used in [28] . On the other hand, we use only one local search procedure. Thus, our whole algorithm flow is simpler. And we accept the new sequence if it can lead to a solution which is not worse than the last sequence. It means that if the new sequence and the last sequence can lead to a same packing height, the new sequence would also VOLUME 6, 2018 be accepted. This accepting strategy can help the algorithm escape from local optima, thus increase the chance of finding better solutions.
D. FRAMEWORK OF CORNER INCREMENT-BASED ALGORITHM
Obviously, the initial rectangle sequence has a great impact on the performance of local search. For the sake of searching more solution space, we start the algorithm from several initial solutions. We generate 6 initial sequences by using different rules to sort the rectangles:
• Seq aw : sort the rectangles by non-increasing order of area. If there are more than one rectangle with the same area, sort them by non-increasing order of width;
• Seq ah : sort the rectangles by non-increasing order of area. If there are more than one rectangle with the same area, sort them by non-increasing order of height;
• Seq pw : sort the rectangles by non-increasing order of perimeter. If there are more than one rectangle with the same perimeter, sort them by non-increasing order of width;
• Seq ph : sort the rectangles by non-increasing order of perimeter. If there are more than one rectangle with the same perimeter, sort them by non-increasing order of height;
• Seq wh : sort the rectangles by non-increasing order of width. If there are more than one rectangle with the same width, sort them by non-increasing order of height;
• Seq hw : sort the rectangles by non-increasing order of height. If there are more than one rectangle with the same height, sort them by non-increasing order of width. During the constructive heuristic, first dealing with those ''big'' rectangles is more likely to reduce the waste of the space, and thus leads to a lower height. Therefore, rectangles in each initial rectangle sequence are sorted by non-increasing order of a specific measure which considers area, perimeter, width or height of the rectangles (Line 1 in Algorithm 10). On the other hand, during the local search, we must make more efforts in searching the neighborhoods of those more promising sequences. Hence, we sort those 6 rectangle sequences in increasing order of their corresponding packing height (Line 7 in Algorithm 10), and make sure sequences with lower heights would have a broader search scope, i.e., more local search times.
Combining the corner increment-based constructive heuristic and local search, our corner increment-based algorithm for 2DSPP is given as Algorithm 10. When selecting a best rectangle from all unpacked rectangles, the above mentioned scoring rule-based algorithms [25] - [28] need to calculate the fitness for all unpacked rectangles, then select one rectangle with the highest score from them. So the time complexity of these constructive heuristics and the whole algorithms are all O(n 2 ). On the other hand, for our algorithm CIBA, line 1 sorts rectangles according to 6 different rules, taking O(n log n) time. Line 2 takes O(n log n) time. Lines 3-4 take O(n log n) time. Lines 6-20 also need O(n log n) time.
Thus, the complexity of the whole algorithm CIBA is only O(n log n). That indicates CIBA can search the solution space more efficiently. S i = ConstructiveHeuristic(Seq i , W ); 5: end for 6: while the stop criterion is not satisfied do 7: sort the sequences in increasing order of S i .h; 8: for each sequence Seq i do 9: reset Seq i according to its own order; 10: S i = ConstructiveHeuristic(Seq i , W ); 11: for j = 1 to 2n/i do 12: generate sequenceSeq i from Seq i by randomly swapping two rectangles with different widths or heights in the current rectangle sequence; 13:S i = ConstructiveHeuristic(Seq i , W ); 14: ifS i .h ≤ S i .h then 15: S i ←S i ; 16: Seq i ←Seq i ; 17: end if 18: end for 19: end for 20: end while 21: return S i with the minimal height.
IV. EXPERIMENTAL RESULTS
A. BENCHMARK INSTANCES
In this paper, eight sets of benchmark instances are used to test the performance of our algorithm CIBA. They can be divided into zero-waste instances and non-zero-waste instances.
All the optimal solutions of zero-waste instances are known and the utilization of the strip is 100%. This kind of instances include the following data sets:
• C: 21 benchmark instances provided by Hopper and Turton [14] ;
• N: 13 benchmark instances provided by Burke et al. [9] ;
• NT: 70 benchmark instances provided by Hopper [30] ;
• CX: 7 benchmark instances provided by Pinto and Oliveira [31] . For non-zero-waste instances, the utilization of the strip is less than 100%, which means there are some waste regions in the layout of an optimal solution. This kind of instances include the following data sets:
• 2SP: totally 38 benchmark instances, including 3 benchmark instances named cgcut provided by Christofides • BWMV: 500 benchmark instances including C01-C06 provided by Berkey and Wang [36] , C07-C10 provided by Martello and Vigo [37] ;
• Nice&Path: 72 benchmark instances provided by Mumford-Valenzuela et al. [38] ;
• ZDF: 16 benchmark instances provided by Leung and Zhang [39] .
B. COMPARISONS OF DIFFERENT META-HEURISTIC ALGORITHMS
The proposed CIBA was implemented in Visual studio 2013 using C++ programming language. The test was run on a machine with Intel(R) core(TM) 2 CPU 2.13GHz and 0.99 GB RAM. We select GRASP [18] , SVC [19] , ISA [25] , SRA [26] , HDA [27] and HA [28] to compare with CIBA, because they can obtain some of the best solutions of the above benchmark instances. The experimental results of GRASP, SVC and ISA are cited from [25] , which were obtained on a machine with Intel(R) Xeon(R) CPU E5405 2.00 GHz 1.99 GB RAM. The experimental results of SRA and HDA are cited from [26] and [27] , respectively. Their experiments were performed on a machine with Intel(R) core(TM) 2 CPU 2.13 GHz and 0.99 GB RAM. The experimental results of HA are taken from [28] , which were obtained using a machine with Intel(R) Pentium(R) CPU G630 @2.70 GHz. It must be noted that our computational environments are similar to those in [26] and [27] , and are inferior to those in [18] , [19] , [25] , and [28] . All the algorithms were run 10 times for each instance and a maximum time limit of 60s was imposed on each run. The experimental results are shown from Table 1 to Table 8 . Instance denotes benchmark instance. n denotes the number of rectangles. W denotes the width of the strip. LB denotes the lower bound of the height of an instance. For zero-waste instances, LB is the optimal height. For 2SP and BWMV, LB is taken from [40] . For Nice&Path and ZDF, LB is calculated by n i=1 w i h i /W . Suppose H is the height obtained by the algorithm and gap is defined as: gap = (H − LB)/LB * 100, then average_gap% denotes the average value of gap over 10 runs. The best results obtained by all algorithms for each instance are shown in bold letters. Table 1 shows the results of the algorithms on data set C, which contains 21 instances. The problem sizes of C change from 16 to 197. These instances can be further classified into 7 classes according to their sizes. Each class has the same width of the strip and the optimal height. From Table 1 , we can observe that CIBA obtains 9 best results, while Grasp, SVC, ISA, HDA and SRA obtain 1, 2, 4, 6 and 6 best results, respectively. In addition, the average gap of CIBA is also the minimum. In particular, we can observe that CIBA performs well for all instances. Therefore, we can conclude that CIBA outperforms other algorithms on data set C. Table 2 shows the results of the algorithms on data set N, which contains 13 instances. These instances are of problem size no more than 500, except the last instance N13 which has 3152 rectangles. From Table 2 , we can observe that CIBA obtains 9 best results, while Grasp, SVC, ISA, HDA and SRA obtain 0, 2, 4, 6 and 5 best results, respectively. In addition, the average gap of CIBA is also the minimum. Therefore, for data set N, CIBA outperforms Grasp, SVC, ISA, HDA and SRA on average. Table 3 shows the results of the algorithms on data set NT, which contains 70 instances. These zero-waste instances were constructed using the problem generators described in [30] . The problem sizes of NT lie between 17 and 199. All instances from NT have the same width of the strip and the optimal height. They can be further divided into two categories: N and T. The optimal solution of each instance in N is non-guillotineable, whereas the optimal solution of each instance in T is guillotineable. From Table 3 , we can observe that CIBA obtains 47 best results, while Grasp, SVC, ISA, HDA, SRA and HA obtain 5, 7, 8, 19, 24 and 38 best results, respectively. In addition, the average gap of CIBA is also the minimum. Therefore, CIBA outperforms Grasp, SVC, ISA, HDA, SRA and HA on average for data set NT. Table 4 shows the results of the algorithms on data set CX, which contains 7 instances. The problem sizes of CX change from 50 to 15000. All instances have the same width of the strip and the optimal height. From Table 4 , we can observe that CIBA obtains 4 best results, while Grasp, SVC, ISA, HDA and SRA obtain 0, 0, 2, 1 and 3 best results, respectively. In addition, the average gap of CIBA is also the minimum. And in particular, we can observe that CIBA performs well for all instances. Therefore, CIBA outperforms the other algorithms for data set CX. Table 5 shows the results of the algorithms on data set 2SP, which contains 38 instances. Most of these instances are of problem size no more than 50. From Table 5 , we can observe that CIBA obtains 5 best results, while Grasp, SVC, ISA, HDA and SRA obtain 6, 5, 4, 4 and 4 best results, respectively. The average gap of CIBA is larger than that of Grasp and SVC, but smaller than those of ISA, HDA and SRA. The reasons for why CIBA performs worse than Grasp and SVC may go as follows. Some instances of 2SP contain rectangles in large size. The width of these big rectangles may be larger than half the width of the strip. Grasp and SVC have more sophisticated strategies and many parameter settings. These algorithms are ideally suited to instances with smaller size, just like 2SP. On the other hand, the heuristic of CIBA is simple. Table 6 shows the results of the algorithms on data set BWMV, which contains 500 instances. The problem sizes of BWMV change from 20 to 100. These instances are divided into 10 classes. Each class contains 5 groups of instances. Each group contains 10 instances with the same problem size. The rectangle dimensions are uniformly random in a given range. From Table 6 , we can observe that CIBA obtains 27 best results, while Grasp, SVC, ISA, HDA, SRA and HA obtain 9, 8, 14, 11, 11 and 20 best results, respectively. In addition, the average gap of CIBA is also the minimum. Therefore, CIBA outperforms Grasp, SVC, ISA, HDA, SRA and HA on average for data set BWMV. Table 7 shows the results of the algorithms on data set Nice&Path, which contains 72 instances. The problem sizes of Nice&Path change from 25 to 5000. And most of the instances are with the number of rectangles more than or equal to 1000. They cay be divided into two categories. The rectangles in each instance from Nice are all similar in both shape and size. Whereas the variation of the shape and size of rectangles in each instance from Path is more extreme. From Table 7 , we can observe that CIBA obtains 53 best results, while Grasp, SVC, ISA, HDA and SRA obtain 1, 1, 0, 5 and 54 best results, respectively. Although the best results obtained by CIBA is one less than that of SRA, the average gap of CIBA is the minimum. Therefore, for data set Nice&Path, CIBA outperforms Grasp, SVC, ISA, HDA and SRA on average. What's more, for large instances whose rectangle number is 5000, CIBA performs better than any other algorithms. Table 8 shows the results of the algorithms on data set ZDF, which contains 16 instances. The problem sizes of ZDF change from 580 to 75032. Most of the instances are with the rectangles number more than 1000, and 6 of them contain more than 10000 rectangles. The symbol ''-'' means that Grasp cannot return a solution in the given time limit. From Table 8 , we can observe that CIBA obtains 15 best results, while Grasp, SVC, ISA, HDA and SRA obtain 0, 1, 7, 6 and 7 best results, respectively. What's more, for large instances whose rectangle number is more than 2500, CIBA performs better than any other algorithms, and it obtains optimal solutions for the largest five instances. In addition, the average gap of CIBA is also the minimum. Therefore, for data set ZDF, CIBA outperforms Grasp, SVC, ISA, HDA and SRA on average. We also notice that the improvement of average gap is greater relative to the former data sets with smaller problem size.
From these results, we can also conclude that CIBA performs well for large instance. This is probably because the constructive heuristic based on the AVL tree and the segment tree is fast. Within the same time limit, CIBA can search more neighborhoods. Thus the search capacity of the whole algorithm is greatly improved. For example, when handling the largest instance ZDF16 with 75032 rectangles, it only takes less than 0.05s for one call of the constructive heuristic. Table 9 provides a general overview of the average gap obtained by different algorithms for each data set. This table indicates that CIBA is effective.
V. CONCLUSIONS
In this paper, an effective corner increment-based algorithm for 2DSPP is presented. This algorithm introduces a corner increment-based rectangle selection strategy. Together with the implementation using the AVL tree and the segment tree, a corner increment-based construction heuristic is proposed. On this basis, a multi-start random local search is used to improve the quality of the solution. Experimental results have shown that CIBA outperforms well-known GRASP, SVC, ISA, SRA, HDA and HA for most benchmark instances, especially for large instances. Our future work will be trying to improve the performance of CIBA on those non-zero-waste instances with smaller problem size and develop CIBA for larger instances.
