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HAIRY CANTOR SETS
DAVOUD CHERAGHI AND MOHAMMAD PEDRAMFAR
Abstract. We introduce a topological object, called hairy Cantor set, which in many ways
enjoys the universal features of objects like Jordan curve, Cantor set, Cantor bouquet, hairy
Jordan curve, etc. We give an axiomatic characterisation of hairy Cantor sets, and prove that
any two such objects in the plane are ambiently homeomorphic.
Hairy Cantor sets appear in the study of the dynamics of holomorphic maps with infinitely
many renormalisation structures. They are employed to link the fundamental concepts of
polynomial-like renormalisation by Douady-Hubbard with the arithmetic conditions obtained
by Herman-Yoccoz in the study of the dynamics of analytic circle diffeomorphisms.
1. Introduction
We introduce a topological object which enjoys a similar level of universal features as objects
like Jordan curve, Cantor set, Cantor bouquet, hairy Jordan curve, Lelek fan, etc [Jor93, MK19,
Lel61, BO90, Nad92, HO16]. These are topological objects uniquely determined, up to ambient
homeomorphisms, by some simple axioms. These objects frequently appear in dynamical sys-
tems, in particular, as the Julia sets or the attractors of holomorphic maps on complex spaces.
The object presented here has a delicate fine-scale structure, for instance, it is not locally con-
nected. However, due to the way these emerge in iterations of holomorphic mappings, they turn
out ubiquitous.
We start by presenting simple examples of our favourite object.
Definition 1.1. A set X in the plane R2 is called a straight hairy Cantor set, if there are
a Cantor set of points C ⊂ R and a function l : C → [0,+∞) such that
X = {(x, y) ∈ R2 | x ∈ C, 0 ≤ y ≤ l(x)},
and the function l satisfies the following properties:
(i) the set of x ∈ C with l(x) > 0 is dense in C;
(ii) if x ∈ C is an end point 1, then
l(x) = 0 = lim sup
t→x, t∈C
l(t);
(iii) if x ∈ C is not an end point, then
lim sup
t→x−, t∈C
l(t) = lim sup
t→x+, t∈C
l(t) = l(x).
By property (ii) in the above definition, l = 0 on a dense subset of C. Also, by properties
(ii) and (iii), any straight hairy Cantor set is compact. In particular, supx∈C l(x) is finite. On
the other hand, as every arc in X is accumulated from both sides by arcs, any straight hairy
Cantor set is not locally connected.
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1x ∈ C is called an end point, if there is δ > 0 such that either (x, x+ δ) ∩ C = ∅ or (x− δ, x) ∩ C = ∅.
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It is not immediately clear, but true, that for any open interval I with I ∩C 6= ∅, the closure
of the set {l(x) | x ∈ I ∩ C} forms a connected interval in R. Due to such features, straight
hairy Cantor sets in the plane are topologically unique.
Theorem 1.2. All straight hairy Cantor sets in the plane are ambiently homeomorphic.
We are pursuing topological objects in the plane which are ambiently homeomorphic to a
straight hairy Cantor set. However, for practical reasons, one requires an axiomatic description
of such objects. Let X ⊂ R2, and consider the following axioms:
(A1) any connected component of X is either a single point or a Jordan arc;
(A2) the closure of the set of point components of X is a Cantor set of points, say B;
(A3) any arc component of X meets B at one of its end points;
(A4) whenever xi → x within X, the unique arc in X connecting xi to B converges to the
unique arc in X connecting x to B, with the convergence in the Hausdorff topology;
(A5) for every arc component γ of X, and every x in γ minus the end points of γ, x is not
accessible from R2 \X;
(A6) X \B is dense in X;
(A′6) the set of the end points of the arc components of X is dense in X;
All of the above axioms, except A5, are well-defined for any metric space.
Theorem 1.3. Let X be a compact metric space. If X satisfies axioms A1 to A4, and A
′
6, then
X is homeomorphic to a straight hairy Cantor set.
Theorem 1.4. Let X ⊂ R2 be a compact set. If X satisfies axioms A1 to A6, then X is
ambiently homeomorphic to a straight hairy Cantor set.
Definition 1.5. A compact set X ⊂ R2 is called a hairy Cantor set, if it satisfies the axioms
A1 to A6.
Combining Theorems 1.2 and 1.4 we conclude that all hairy Cantor sets in the plain are
ambiently homeomorphic.
The proof of Theorem 1.2 is fairly elementary and is based on a careful analysis of bump-
functions associated to straight hairy sets. In contrast, the proof of Theorem 1.4 is more
involved. The main idea is to identify a one dimensional topological foliation of the plane,
equivalent to the foliation of R2 by vertical lines, and each component of X lies in a single leaf
of the foliation. The (extra portions of) leaves come from hyperbolic geodesics in C \X. The
topology of the leaves/geodesics are studied in the framework of Caratheodory’s prime ends
[Car13], and using classical complex analysis, in paticular, Gehring-Hayman theorem [GH62].
The main technical difficulty is to build a global cross section for the foliation. We form a
uniformisation of the hairy Cantor set to an straight hairy Cantor set using hyper-spaces and
Whitney maps [Whi33].
Hairy Cantor sets have emerged in the study of the dynamics of holomorphic maps. In the
counterpart paper [CP19] we explain the appearance of hairy Cantor sets as the attractors of
a wide class of holomorphic maps with infinitely many renormalisation structures. Roughly
speaking, successive perturbations of holomorphic maps with parabolic cycles leads to infinite
renormalisation structures discovered by Douady and Hubbard in early 80s [DH85]. Although
such systems were the subject of profound studies in the 80s and 90s, recent significant advances
on the topic fuels interest in these objects. In [CP19], hairy Cantor sets are employed to
make a striking connection between the satellite renormalisation structures, and the arithmetic
conditions which appeared in the study of the linearisation of analytic circle diffeomorphisms
by Herman-Yoccoz [Her79, Yoc02]. Also, our results shed light on the remarkable examples of
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positive area Julia sets by Buff-Che´ritat [BC12], the non-locally connected Julia sets by Sorensen
[Sr00] and Levin [Lev11], as well as the infinitely renormalisable maps without a priori bounds
in [CS15].
Conjecturally, for a dense set of maps on the bifurcation locus of any non-trivial family of
rational functions, the attractor of the map contains a hairy Cantor set. One may compare this
to the appearance of Cantor bouquets in the dynamics of exponential maps [DK84, AO93, Six18],
and hairy Jordan curves in the attractors of holomorphic maps with an irrationally indifferent
fixed/periodic point [Che17].
2. Straight hairy Cantor sets
The main purpose in this section is to prove Theorem 1.2. Before we embark on the proof of
that theorem, we present a straight hairy Cantor set, which essentially represents the general
form of a straight hairy Cantor set.
Lemma 2.1. There exists a straight hairy Cantor set in the plane.
Proof. For n ≥ 1, consider the set τn of multi-indexes (i1, i2, . . . , in) such that for each 1 ≤ j ≤ n,
1 ≤ ij ≤ 2j − 1. We aim to define a Cantor set
C = ∩n≥1 ∪t∈τn It,
where each It is a closed interval in R, and It ⊆ It′ , for t ∈ τn and t
′ ∈ τm, whenever n ≥ m
and the first m entries of t are the same as the first m entries of t′. For t ∈ τ1, we let It = [0, 1].
Assume that for some n ≥ 2, It is defined for all t ∈ τn−1. In order to define Is, for s ∈ τn, we
divide each It, t ∈ τn−1, into 4n − 3 intervals with equal lengths. Then, starting from the left
most interval, we alternate discarding one interval, and keeping the next interval, until the last
interval. In other words, with the order on the real line, we keep the odd numbered intervals.
Thus, we are left with 2n− 1 closed intervals in It. We label these intervals as Is, such that the
first n−1 entries of s are the same as t, and use the last entry to label these 2n−1 intervals in an
order preserving fashion. This completes the definition of Is, for s ∈ τn. With this construction,
every x ∈ C has a unique address τ(x) = (t1(x), t2(x), t3(x), . . . ), where
x = ∩n≥1It1(x),t2(x),...,tn(x).
By an inductive process, we define a sequence of continuous functions ln : R → [0,+∞) as
follows. For n = 0, let l0(x) = 1 for all x ∈ R. Now assume that ln−1 : R→ [0,+∞) is defined
for some n ≥ 1. For x ∈ ∪t∈τnIt, we let
ln(x) = (1− |tn(x)/n − 1|)ln−1(x).
For x ∈ (−∞, 0) we let ln(x) = ln(0), for x ∈ (1,+∞) we let ln(x) = ln(1), and on any interval
(a, b) in the complement of ∪t∈τnIt with a and b in ∪t∈τnIt, we use a linear interpolation of l(a)
and l(b). This gives a continuous function ln on R.
Note that for all n ≥ 1, 1 ≤ tn(x) ≤ 2n − 1, which implies |tn(x) − n| ≤ n − 1. Therefore,
ln−1(x)/n ≤ ln(x) ≤ ln−1(x), for all n ≥ 1 and x ∈ R. In particular, we may define
l(x) = lim
n→∞
ln(x).
For x ∈ C, we have
(1) l(x) =
∏
n≥1
(1− |tn(x)/n − 1|).
Since each ln is continuous, the set
Xn = {(x, y) ∈ R
2 | x ∈ R, 0 ≤ y ≤ ln(x)},
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Figure 1. The graphs of the functions l1, l2, l3, and l4 are drown in colors blue,
brown, red, and green, respectively. The vertical lines in black form the straight
hairy Cantor set determined by the functions (ln)n≥1. It is possible to zoom in
on the image for further details.
is closed in R2. Therefore,
∩n≥0Xn = {(x, y) ∈ R
2 | x ∈ R, 0 ≤ y ≤ l(x)}
is also closed in R2. This implies that l : R→ [0,+∞) is upper semi-continuous, that is, for all
x ∈ R,
(2) lim sup
t→x
l(t) ≤ l(x).
We claim that the set
X = {(x, y) ∈ R2 | x ∈ C, 0 ≤ y ≤ l(x)}
is a straight hairy Cantor set.
It follows from the product formula in Equation (1) that for any x ∈ C with tn(x) = n, for
large enough n, we have l(x) > 0. Evidently, the set of such points is dense in C. This gives us
property (i) in Definition 1.1.
If x is an end point of C, we must have either tn(x) = 1 or tn(x) = 2n − 1, for large
enough n. Using the product formula for l, those imply that l(x) = 0. By Equation (2),
0 ≤ lim supt→x,t∈C l(t) ≤ l(x) = 0. Thus, property (ii) in Definition 1.1 holds.
Now assume that x ∈ C is not an end point. If l(x) = 0, by Equation (2), we must have
0 ≤ lim supt→x+,t∈C l(t) ≤ l(x) = 0 and 0 ≤ lim supt→x−,t∈C l(t) ≤ l(x) = 0. If l(x) > 0, by
Equation (1), there must be n0 such that for all n ≥ n0 we have n/2 < tn(x) < 3n/2. For
n ≥ max{n0, 3} we may consider the unique point pn ∈ C whose address is
(t1(x), · · · , tn−1(x), tn(x)− 1, tn+1(x), tn+2(x), · · · ).
Evidently, {pn} is a strictly increasing sequence that tends to x. Moreover,
lim
n→∞
∣∣∣∣ l(pn)l(x) − 1
∣∣∣∣ = limn→∞
∣∣∣∣1− |(tn(x)− 1)/n − 1|1− |tn(x)/n− 1| − 1
∣∣∣∣
= lim
n→∞
∣∣∣∣ |tn(x)/n − 1| − |tn(x)/n − 1/n − 1|1− |tn(x)/n − 1|
∣∣∣∣
≤ lim
n→∞
1/n
1− |tn(x)/n − 1|
= 0.
Therefore, l(pn) → l(x). Similarly, we may define a strictly decreasing sequence {qn} in C
converging to x such that l(qn)→ l(x). This implies part (iii) of Definition 1.1. 
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Below we introduce some basic definitions and notations which will be used for the proof of
Theorem 1.2.
Given a straight hairy Cantor set X, the corresponding function l : C → [0,+∞) determining
X in Definition 1.1 is unique. We refer to l as the length function of X, and often denote it
by lX . Also, we refer to the Cantor set C ⊂ X as the base Cantor set of X, or equivalently,
say that X is based on the Cantor set C. Note that C is the unique Cantor set of points in X
which contains all point components of X.
Let C ⊂ R be a Cantor set of points. A set P ⊂ R is called a Cantor partition for C, if P is
the union of a finite number of closed intervals in R with C ⊂ P and ∂P ⊂ C. A nest of Cantor
partitions shrinking to C, by definition, is a nest of Cantor partitions P0 ⊃ P1 ⊃ P2 ⊃ . . .
for C such that C = ∩n≥0Pn. When we write a Cantor partition P for C as P = ∪
k
i=1Ji, we
mean that each Ji is a non-empty closed interval in R and Ji ∩ Jj = ∅, for 1 ≤ i < j ≤ k. Also,
we assume that the intervals Ji are labelled in a way that inf Ji < inf Jj if and only if i < j.
Let X be a straight hairy Cantor set based on the Cantor set of points C. For any Cantor
partition P for C, by property (ii) in Definition 1.1, lX(t) = 0, for all t ∈ ∂P .
Let C be a Cantor set, and let l : C → [0,∞) be an upper semi-continuous function. For any
closed interval [u, v] ⊂ R with [u, v] ∩ C 6= ∅, we use the notation
Max(l, [u, v]) = max{l(x) | x ∈ [u, v] ∩ C}.
By the upper semi-continuity of l, there is m[u,v] ∈ [u, v] ∩ C with
Max(l, [u, v]) = l(m[u,v]).
Clearly, m[u,v] with this property might not be unique. For any such choice of m[u,v], we define
Bl[u,v] : [u, v]→ [0,Max(l, [u, v])]
as
Bl[u,v](x) =
{
Max(l, [u, x]) x ≤ m[u,v],
Max(l, [x, v]) x ≥ m[u,v].
We refer to Bl[u,v] as the bump function of l on the interval [u, v] associated to m[u,v].
Assume that P = ∪ki=1Ji is a Cantor partition for C. We may consider a bump function on
each interval Ji, say B
l
Ji
, and combine them to define a bump function for l associated to the
partition P ,
BlP : R→ [0,+∞),
according to
BlP (x) =
{
BlJi(x) if x ∈ Ji,
0 if x /∈ P.
The following lemma is fairy easy, but will be used several times in the upcoming arguments.
Lemma 2.2. Let C be a Cantor set, and l : C → [0,∞) be an upper semi-continuous function.
Also assume that (In)n≥0 be a sequence of closed intervals in R shrinking to a point z ∈ C.
Then
l(z) = lim
n→∞
Max(l, In).
Proof. For all n ≥ 0, we have l(z) ≤ Max(l, In), which gives
l(z) ≤ lim inf
n→∞
Max(l, In).
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On the other hand, since l is upper semi-continuous, we have
l(z) ≥ lim sup
n→∞
Max(l, In). 
The key property of bump functions is stated in the following lemma.
Lemma 2.3. Let X be a straight hairy Cantor set, based on a Cantor set C, and with length
function lX : C → [0,∞). Assume that P = ∪ki=1Ji is a Cantor partition for C. Any bump
function Bl
X
P : R→ [0,+∞) is piecewise monotone and continuous.
Proof. Recall that for any u ∈ ∂P , lX(u) = 0. Therefore, it is enough to show that each Bl
X
Ji
is
piecewise monotone and continuous. Fix an arbitrary i, and let Ji = J = [u, v] and B
X
J = B
lX
J .
Assume that BXJ is associated to some mJ ∈ J satisfying Max(l
X , J) = lX(mJ).
By definition, BXJ is increasing on the interval [u,mJ ] and is decreasing on [mJ , v].
If u = v, then BXJ (u) = 0 and there is nothing to prove. When u 6= v, by property (i) in
Definition 1.1, lX is positive at some point in J , and therefore, mJ ∈ (u, v).
By the increasing property of BXJ on [u,mJ ], and properties (ii) and (iii) in Definition 1.1,
we note that
lX(u) = BXJ (u) ≤ lim
t→u+
BXJ (t) ≤ lim sup
t→u+
lX(t) = lX(u).
This implies the continuity of BXJ at u. Similarly, one obtains the continuity of B
X
J at v.
Since l(mJ) 6= 0, by property (ii), mJ is not an end point of C, and by property (iii), we have
lim sup
t→m−
J
, t∈C
lX(t) = lim sup
t→m+
J
, t∈C
lX(t) = lX(mJ).
Hence,
lX(mJ) = lim sup
t→m−
J
, t∈C
lX(t) ≤ lim
t→m−
J
BXJ (t)
≤ BXJ (mJ) ≤ lim
t→m+
J
BXJ (t) ≤ lim sup
t→m+
J
, t∈C
lX(t) = lX(mJ).
This implies the continuity of BXJ at mJ .
For an arbitrary x ∈ (u,mJ ), if l(x) 6= B
X
J (x), then B
X
J is constant near x, and in particular,
it is continuous at x. If lX(x) = BXJ (x), then
lX(x) = lim sup
t→x−, t∈C
lX(t) ≤ lim
t→x−
BXJ (t)
≤ BXJ (x) ≤ lim
t→x+
BXJ (t) ≤ lim sup
t→x+, t∈C
lX(t) = lX(x).
This implies the continuity of BXJ at x. Similarly, one proves the continuity of B
X
J on (mJ , v).

The proof of Theorem 1.2 will be based on the following two propositions.
Proposition 2.4. Let X and Y be straight hairy Cantor sets based on the same Cantor set C
and with length functions lX and lY . There are nests of Cantor partitions PXn = ∪
kn
i=1J
X
n,i and
P Yn = ∪
kn
i=1J
Y
n,i, for n ≥ 0, shrinking to C, such that for all n ≥ 0 we have
(i) for all 1 ≤ i ≤ kn we have
∣∣JXn,i∣∣ < 2−n|C| and ∣∣JYn,i∣∣ < 2−n|C|; 2
(ii) for all 1 ≤ i ≤ kn+1 and 1 ≤ j ≤ kn, J
X
n+1,i ⊂ J
X
n,j if and only if J
Y
n+1,i ⊂ J
Y
n,j ;
2We use the notation |J | to denote the Euclidean diameter of a given J ⊂ R.
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(iii) whenever JXn+1,i ⊂ J
X
n,j for some i and j, then
1− 2−(n+2) <
Max(lY , JYn+1,i)/Max(l
Y , JYn,j)
Max(lX , JXn+1,i)/Max(l
X , JXn,j)
< 1 + 2−(n+2).
Proof. We shall use the notations
JXn,i = [u
X
n,i, v
X
n,i], J
Y
n,i = [u
Y
n,i, v
Y
n,i], for n ≥ 0 and 1 ≤ i ≤ kn,
with
uXn,1 < v
X
n,1 < u
X
n,2 < · · · < u
X
n,kn < v
X
n,kn,
and
uYn,1 < v
Y
n,1 < u
Y
n,2 < · · · < u
Y
n,kn < v
Y
n,kn.
By an inductive argument, we shall simultaneously define the partitions PXn and P
Y
n . For
n = 0, we set k0 = 1 and J
X
0,1 = J
Y
0,1 = [inf C, supC]. That is, each of P
X
0 and P
Y
0 consists
of one closed interval. Property (i) in the proposition holds, and there is nothing to verify for
items (ii) and (iii).
Now assume that the partitions (PXm )
n
m=0 and (P
Y
m )
n
m=0 are defined for some n ≥ 0 and
satisfy the properties in items (i)-(iii) in the proposition. Below we defined PXn+1 and P
Y
n+1.
Let us assume that n is even (the odd case is mentioned at the end of the proof). Let
P Yn+1 = ∪
kn+1
i=1 J
Y
n+1,i be an arbitrary Cantor partition of C such that P
Y
n+1 is a subset of P
Y
n and
(3)
∣∣JYn+1,i∣∣ < 2−(n+2)|C|, for 1 ≤ i ≤ kn+1.
We shall use P Yn+1 to construct P
X
n+1. To that end, it is enough to identify all the intervals
JXn+1,i which are contained in J
X
n,j , for each j with 1 ≤ j ≤ kn. Before identifying those intervals,
we note that the number of such intervals for each j must be equal to the number of the intervals
JYn+1,i which are contained in J
Y
n,j . This will clearly guarantee property (ii). To ensure property
(iii) we need more detailed analysis.
Fix an arbitrary j with 1 ≤ j ≤ kn. Recall that
lX(uXn,j) = l
X(vXn,j) = l
Y (uYn,j) = l
Y (vYn,j) = 0.
There are mXn,j ∈ (u
X
n,j, v
X
n,j) and m
Y
n,j ∈ (u
Y
n,j, v
Y
n,j) such that
lX(mXn,j) = Max(l
X , JXn,j), l
Y (mYn,j) = Max(l
Y , JYn,j).
Since P Yn+1 ⊆ P
Y
n there are 0 ≤ p ≤ q ≤ kn+1 such that
uYn+1,p = u
Y
n,j, v
Y
n+1,q = v
Y
n,j.
We set
uXn+1,p = u
X
n,j, v
X
n+1,q = v
X
n,j.
If p = q, then we are done. Below we assume that 0 ≤ p < q ≤ kn+1. We need to identify u
X
n+1,i
and vXn+1,i−1, for p < i ≤ q.
There is a unique integer l with p ≤ l ≤ q such that
uYn+1,l < m
Y
n,j < v
Y
n+1,l.
We shall determine vXn+1,i and u
X
n+1,i+1 recursively by going from i = p to l− 1, if there are any
such i, and independently going from i = q − 1 to l, if there are any such i, so that
uXn+1,p < v
X
n+1,p < · · · < u
X
n+1,l < m
X
n,j < v
X
n+1,l < · · · < u
X
n+1,q < v
X
n+1,q.
We only explain the process for p ≤ i ≤ l − 1, the other case being similar.
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Let us assume that for some p ≤ i < l − 1, we have already defined
uXn+1,p < v
X
n+1,p < · · · < u
X
n+1,i < m
X
n,j.
Since
Max(lX , [uXn+1,p, v
X
n+1,q]) = Max(l
X , JXn,j) = l
X(mXn,j),
and mXn,j > u
X
n+1,i, we have
Max
(
lX , [uXn+1,i, v
X
n+1,q]
)
= lX(mXn,j).
Therefore, we may use mXn,j to define a bump function B
lX
[uXn+1,i,v
X
n+1,q ]
on the set [uXn+1,i, v
X
n+1,q].
By Lemma 2.3, as we move v from uXn+1,i to m
X
n,j, the value of B
lX
[uXn+1,i,v
X
n+1,q ]
(v) continuously
increases from 0 to Max(lX , JXn,j). Therefore, since
0 < Max(lY , JYn+1,i)/Max(l
Y , JYn,j) ≤ 1,
there must be v′ ∈ (uXn+1,i,m
X
n,j) such that
1− 2−(n+2) <
Max(lY , JYn+1,i)/Max(l
Y , JYn,j)
lX(v′)/Max(lX , JXn,j)
< 1 + 2−(n+2).
Now, by slightly moving v′ to the right, so that it becomes an end point of C, we may find an
interval (vXn+1,i, u
X
n+1,i+1) such that
uXn+1,i < v
′ < vXn+1,i < u
X
n+1,i+1 < m
X
n,j,
vXn+1,i, u
X
n+1,i+1 ∈ C, (v
X
n+1,i, u
X
n+1,i+1) ∩ C = ∅,
and
1− 2−(n+2) <
Max(lY , JYn+1,i)/Max(l
Y , JYn,j)
Max(lX , [uXn+1,i, v
X
n+1,i])/Max(l
X , JXn,j)
< 1 + 2−(n+2).
Here, vXn+1,i = v
′ and uXn+1,i = inf{t ∈ C | t > v
′}. Also, we have used that the map
v′ 7→ Max(lX , [uXn+1,i, v
′]) depends continuously on v′. This completes the induction step to
identify vXn+1,i and u
X
n+1,i+1. Note that at the end of this construction, m
X
n,j ∈ [u
X
n+1,l, v
X
n+1,l],
thus,
Max(lY , JYn+1,l)/Max(l
Y , JYn,j)
Max(lX , JXn+1,l)/Max(l
X , JXn,j)
= 1.
We assumed at the induction step that n is even. For odd n, we interchange the role of X
and Y in the above process, that is, we start with an arbitrary partition PXn+1 for C which is
contained in PXn and satisfies Equation (3), and build P
Y
n+1 in the same fashion. This guarantees
that for all n ≥ 0 and 1 ≤ i ≤ kn we have
∣∣JXn,i∣∣ ≤ 2−n|C| and ∣∣JYn,i∣∣ ≤ 2−n|C|. 
Proposition 2.5. Let X and Y be straight hairy Cantor sets based on the same Cantor set
of points C and with length functions lX and lY . Let Pn =
⋃kn
i=1 Jn,i, for n ≥ 0, be a nest of
Cantor partitions shrinking to C, with disjoint non-empty closed intervals Jn,i, for each n ≥ 0.
Assume that whenever Jn,i ⊆ Jn−1,j for some integers n, i, and j, we have
1− 1/2n+1 <
Max(lY , Jn,i)/Max(l
Y , Jn−1,j)
Max(lX , Jn,i)/Max(lX , Jn−1,j)
< 1 + 1/2n+1.
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Then, X and Y are ambiently homeomorphic.3
Let us denote the Euclidean ball of radius r about z ∈ R2 with D(z, r). In the same fashion,
given K ⊂ R2, let
D(K, r) = ∪z∈KD(z, r).
Proof. Without loss of generality we may assume that C ⊂ [0, 1], with 0 and 1 in C. This
may be achieved by applying a translation and then a linear rescaling. Also, by applying two
rescalings in the second coordinate in R2, we may assume that
Max(lX , [0, 1]) = Max(lY , [0, 1]) = 1/2.
These changes do not alter the ratios of the maximums in the hypotheses of the proposition.
For n ≥ 1, we define the function ηn : R → R as follows. If t ∈ Pn, we identify the unique
integers i and j with t ∈ Jn,i ⊆ Jn−1,j , and set
ηn(t) =
Max(lY , Jn,i)/Max(l
Y , Jn−1,j)
Max(lX , Jn,i)/Max(lX , Jn−1,j)
.
For t /∈ Pn, we set ηn(t) = 1. Clearly, ηn is constant on each closed interval of the partition Pn.
By the assumption in the proposition, for all n ≥ 1 and all t ∈ R, we have
|ηn(t)− 1| < 1/2
n+1.
By an inductive argument, we aim to build homeomorphisms ϕn : R
2 → R2, for n ≥ 0, such
that each ϕn(X) is a straight hairy Cantor set based on C and its length function l
ϕn(X) satisfies
the relation
(4) lϕn(X)(t) =
Max(lY , Jn,i)
Max(lX , Jn,i)
· lX(t),
whenever t ∈ Jn,i for some i.
For n = 0, we let ϕ0 be the identity map on R
2. Assume that for some n ≥ 1, ϕn−1 is defined
and satisfies Equation (4). Below we define ϕn.
Let Bn be a bump function for l
ϕn−1(X) associated to the Cantor partition Pn. Since ηn is
constant on each interval of Pn, we have
max{ηn(t)Bn(t) | t ∈ [0, 1]}
= max{ηn(t)l
ϕn−1(X)(t) | t ∈ C}
= max
{
Max(lY , Jn,i)
Max(lX , Jn,i)
· lX(t)
∣∣∣ 1 ≤ i ≤ kn
1 ≤ j ≤ kn−1
, t ∈ Jn,i ∩ C ⊂ Jn−1,j
}
= max{Max(lY , Jn,i) | 1 ≤ i ≤ kn} = 1/2.
In particular, for all t ∈ [0, 1],
Bn(t) ≤ 1/(2ηn(t)) ≤ (1/2)(4/3) = 2/3.
Define Hn : R
2 → R2 as the identity map outside of [0, 1]2, and for (x, y) ∈ [0, 1]2, let
Hn(x, y) =
{
(x, ηn(x)y) if y ≤ Bn(x),(
x, 1− 1−ηn(x)Bn(x)1−Bn(x) (1− y)
)
if y > Bn(x).
3Recall that two subsets of the plane are ambiently homeomorphic if there is a homeomorphism of the plain
which maps one bijectively onto the other.
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Evidently, Hn is identity outside Pn × [0, 1], and also on the real slice (R, 0). For x0 ∈ Pn, Hn
maps the line segment {x0} × [0, 1] onto itself in a piecewise linear fashion, with
Hn ({x0} × [0, Bn(x0)]) = {x0} × [0, ηn(x0)Bn(x0)],
Hn ({x0} × [Bn(x0), 1]) = {x0} × [ηn(x0)Bn(x0), 1].
In particular,
Hn ({(x, y) | x ∈ [0, 1], y = Bn(x)}) = {(x, y) | x ∈ [0, 1], y = ηn(x)Bn(x)}.
It follows from the continuity of Bn in Lemma 2.3 that Hn is continuous, and hence, a homeo-
morphism of the plane. We define ϕn = Hn ◦ ϕn−1.
The set ϕn(X) is a straight hairy Cantor set. That is because, the homeomorphism Hn sends
each vertical line x = x0 into itself, and is the identity on the horizontal line (R, 0).
To prove that ϕn satisfies Equation (4), choose t ∈ Jn,i ⊆ Jn−1,j, and note that ϕn = Hn◦ϕn−1
implies
lϕn(X)(t) = ηn(t)l
ϕn−1(X)(t)
=
Max(lY , Jn,i)/Max(l
Y , Jn−1,j)
Max(lX , Jn,i)/Max(lX , Jn−1,j)
·
Max(lY , Jn−1,j)
Max(lX , Jn−1,j)
· lX(t)
=
Max(lY , Jn,i)
Max(lX , Jn,i)
· lX(t).
This completes the process of defining the maps ϕn, for n ≥ 0.
Next we show that the maps ϕn converge uniformly to a homeomorphism ϕ : R
2 → R2. To
prove this, first note that when 0 ≤ y ≤ Bn(x),
|Hn(x, y)− (x, y)| = |(ηn(x)− 1)y| ≤ 1/2
n+1,
and when Bn(x) ≤ y ≤ 1,
|Hn(x, y)− (x, y)| =
∣∣∣∣(1− y)(ηn(x)− 1) Bn(x)1 −Bn(x)
∣∣∣∣ ≤ 12n+1 2/31/3 = 1/2n.
These imply that
max
{
|ϕn(x, y)− ϕn−1(x, y)| | (x, y) ∈ R
2
}
= max
{
|Hn(x, y)− (x, y)| | (x, y) ∈ R
2
}
≤ 1/2n.
Hence, the sequence (ϕn)
∞
n=0 is uniformly Cauchy. In particular, the limiting map ϕ exists and
is continuous.
We claim that φ is injective. To see this, fix x ∈ [0, 1]. For any n ≥ 1, and all y and y′ in
[0, Bn(x)], we have
|Hn(x, y)−Hn(x, y
′)| = ηn(x)|y − y
′| ≥ (1− 2−(n+1))|(x, y)− (x, y′)|.
For y and y′ in [Bn(x), 1], we have
|Hn(x, y)−Hn(x, y
′)| =
1− ηn(x)Bn(x)
1−Bn(x)
|y − y′|
=
(
1−
Bn(x)
1−Bn(x)
(1− ηn(x))
)
|y − y′|
≥
(
1−
Bn(x)
1−Bn(x)
2−(n+1)
)
|y − y′|
≥ (1− 2−n)|(x, y) − (x, y′)|.
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Finally, since Hn is a homeomorphism of {x} × [0, 1], for 0 ≤ y
′ < Bn(x) < y ≤ 1, we have
|Hn(x, y)−Hn(x, y
′)| = |Hn(x, y)−Hn(x,Bn(x))| + |Hn(x,Bn(x))−Hn(x, y
′)|
≥ (1− 2−n)|(x, y)− (x, y′)|.
Combining the above inequalities, we conclude that for all x, y, and y′ in [0, 1], as well as all
n ≥ 0, we have
|φn(x, y)− φn(x, y
′)| = |Hn ◦Hn−1 ◦ · · · ◦H1(x, y)−Hn ◦Hn−1 ◦ · · · ◦H1(x, y
′)|
≥ (1− 2−n)|Hn−2 ◦ · · · ◦H1(x, y) −Hn−2 ◦ · · · ◦H1(x, y
′)|
...
≥
(
n∏
k=1
(1− 2−k)
)
|(x, y) − (x, y′)|
≥
(
∞∏
k=1
(1− 2−k)
)
|y − y′|.
We note that
∏∞
k=1(1− 2
−k) > 0. By virtue of the above inequality, φ is injective.
The map φ is surjective. To see this, we note that φ(C) ⊆ C is compact. Therefore, if there
is z ∈ C \ φ(C), then there must be ε > 0 such that the disk of radius ε around z, D(z, ε),
does not meet φ(C). Choose n ≥ 0 large enough so that ‖φn − φ‖∞ < ε. Then, we have
φ(φ−1n (z)) ∈ D(z, ε), which is a contradiction.
Every Hn (and therefore every φn) sends vertical lines to vertical lines and is identity on the
boundary of [0, 1]2. Therefore φ also has this property. The convergence of ϕn to ϕ implies that
for all t ∈ C, we have
lϕ(X)(t) = lim
n→∞
lϕn(X)(t).
We claim that ϕ(X) = Y . To prove this, it is enough to show that lϕ(X)(t) = lY (t), for all
t ∈ C.
Fix t ∈ C. For each n ≥ 0, choose in with t ∈ Jn,in . By Lemma 2.2,
lX(t) = lim
n→∞
Max(lX , Jn,in), l
Y (t) = lim
n→∞
Max(lY , Jn,in).
Therefore, if lX(t) 6= 0, using Equation (4), we obtain
lϕ(X)(t) = lim
n→∞
lϕn(X)(t) = lim
n→∞
(
Max(lY , Jn,in)
Max(lX , Jn,in)
· lX(t)
)
=
lY (t)
lX(t)
· lX(t) = lY (t).
On the other hand, from the hypothesis, and using log(1+x) ≤ x for x ≥ 0, we note that for
all m ≥ 1, we have
Max(lY , Jm,im)
Max(lX , Jm,im)
=
m∏
n=1
Max(lY , Jn,in)Max(l
X , Jn−1,in−1)
Max(lY , Jn−1,in−1)Max(l
X , Jn,in)
≤
m∏
n=1
(1 + 1/2n+1) ≤ e1/2.
Similarly, using log(1− x) ≥ −2x for x ∈ (0, 1/4), we obtain
Max(lY , Jm,im)
Max(lX , Jm,im)
≥
m∏
n=1
(1− 1/2n+1) ≥ e−1.
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Thus, lX(t) = 0 if and only if lY (t) = 0. However, since ϕ is a homeomorphism, lX(t) = 0 if
and only if lϕ(X)(t) = 0. 
Proof of Theorem 1.2. First we note that it is enough to show that any two straight hairy Cantor
sets based on the same Cantor set C ⊂ R are ambiently homeomorphic. That is because, for
any two Cantor sets C and C ′ in R, there is a homeomorphism ϕ : R → R with ϕ(C) = C ′.
The map ϕ may be extended to a homeomorphism of R2 through ϕ(x, y) = (ϕ(x), y). Given a
straight hairy Cantor set X based on C ′, ϕ−1(X) is a straight hairy Cantor set based on C.
Now consider two straight hairy Cantor sets X and Y based on the same Cantor set C ⊂ R
and with length functions lX and lY , respectively. By Proposition 2.4 there are nests of Cantor
partitions PXn = ∪
kn
i=1[u
X
n,i, v
X
n,i] and P
Y
n = ∪
kn
i=1[u
Y
n,i, v
Y
n,i] shrinking to C, which enjoy the three
properties in that proposition. In particular, by properties (i) and (ii) in that proposition, there
is a homeomorphism ψ : R→ R such that for all n ≥ 0 and all 1 ≤ i ≤ kn,
ψ(uXn,i) = u
Y
n,i, ψ(v
X
n,i) = v
Y
n,i.
Evidently, ψ maps C onto C. We extend ψ to a homeomorphism of R2 through
ψ(x, y) = (ψ(x), y).
It follows that ψ−1(Y ) is a straight hairy Cantor set based on C. Moreover, by part (iii) of
Proposition 2.4, the straight hairy Cantor sets X and ψ−1(Y ), as well as the nest of Cantor
partitions (PXn )n≥0 satisfy the hypothesis of Proposition 2.5. Therefore, we obtain a homeo-
morphism of R2 which maps X to ψ−1(Y ). This completes the proof. 
The following proposition is the main technical step towards the proof of Theorem 1.2.
Proposition 2.6. Let C ⊆ R be a Cantor set, and let l : C → [0,∞) be a function such that
the set
Z = {(x, y) ∈ R2 | x ∈ C, 0 ≤ y ≤ l(x)}
satisfies the following properties:
(i) Z is compact;
(ii) {(x, l(x)) | x ∈ C, l(x) 6= 0} is dense in Z.
Then, Z is homeomorphic to a straight hairy Cantor set.
Proof. We aim to modify Z, by successively applying homeomorphisms Hn : C × R → C × R
close to the identity, so that in the limit we obtain a straight hairy Cantor set. That is, we
build a chain of homeomorphisms as in
Z
H0
// Z0
H1
// Z1
H2
// Z2
H3
// . . .
Hn−1
// Zn−1
Hn
// Zn
Hn+1
// Zn+1
Hn+2
// . . . .
Each Hn is a piecewise translation, shuffling the arcs in Zn−1 so that any bump function of Zn
has jump discontinuities of sizes at most 1/n. We present the details below.
Since all Cantor sets in the real line are homeomorphic, without loss of generality, we may
assume that C is the middle-third Cantor set. Let P0 = [0, 1], and for n ≥ 1, recursively define
4
Pn =
Pn−1
3
∪ (
2
3
+
Pn−1
3
).
Then, (Pn)
∞
n=0 is a shrinking sequence of Cantor partitions for C. For n ≥ 0, let Pn =
⋃2n
i=1 In,i,
where each In,i is a connected component of Pn. We may label the subscripts so that sup In,i <
inf In,j, whenever 0 ≤ i < j ≤ 2
n. For p > q ≥ 0, and 1 ≤ j ≤ 2q, consider the set
K(p; q, j) = {1 ≤ i ≤ 2p | Ip,i ⊆ Iq,j}.
4Given A ⊆ R and k ∈ R, we define A+ k = {a+ k | a ∈ A} and kA = {ka | a ∈ A}.
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We have
K(p; q, j) = {i ∈ N | 2p−q(j − 1) + 1 ≤ i ≤ 2p−qj}.
We divide the remaining argument into three steps.
Step 1. There are a sequence of integers m0 = 0 < m1 < m2 < m3 < . . . , homeomorphisms
Hn : C × R→ C × R, and functions ln : C → [0,∞), for n ≥ 0, such that for all n ≥ 1, and all
1 ≤ j ≤ 2mn−1 we have
(i)
Hn(Imn−1,j ∩ C) = Imn−1,j ∩C;
(ii) for all x ∈ C, l0(x) = l(x), and ln(x) = ln−1 ◦H
−1
n (x);
(iii) for every k ∈ {minK(mn;mn−1, j),maxK(mn;mn−1, j)},
Max(ln, Imn,k) < 1/n;
(iv) for all i with minK(mn;mn−1, j) ≤ i < maxK(mn;mn−1, j),
|Max(ln, Imn,i)−Max(ln, Imn,i+1)| < 1/n.
Let m0 = 0, H0 be the identity map, and l0 ≡ l. Fix an arbitrary n ≥ 1. Assume that mi,
Hi, and li are define for all i ≤ n− 1, and we aim to define mn, Hn, and ln.
Consider the set
Zn−1 = {(x, y) ∈ R
2 | x ∈ C, 0 ≤ y ≤ ln−1(x)}.
It follows that Hn−1 ◦ Hn−2 ◦ · · · ◦ H0 is a homeomorphism from Z onto Zn−1. Since Z is
compact, Zn−1 must be also compact. This implies that ln−1 is upper semi-continuous.
By virtue of the homeomorphism Hn−1 ◦· · · ◦H0 from Z onto Zn−1, and the hypothesis of the
proposition, the set {(x, ln−1(x)) | x ∈ C, ln−1(x) 6= 0} is dense in Zn−1. Therefore, for every j
with 1 ≤ j ≤ 2mn−1 , there is a finite set Aj ⊆ Imn−1,j ∩ C, such that
(5) D(ln−1(Aj), 1/5n) ⊇ [0,Max(ln−1, Imn−1,j)].
By Lemma 2.2, for every x ∈ Aj we have
ln−1(x) = lim
m→∞,x∈Im,i
Max(ln−1, Im,i).
Therefore, we may find an integer mn > mn−1 such that for all j with 1 ≤ j ≤ 2
mn−1 , we have
(6)
⋃
i∈K(mn;mn−1,j)
D
(
Max(ln−1, Imn,i), 1/4n
)
⊇ D(ln−1(Aj), 1/5n).
We define Hn on each Imn−1,j ∩C, for 1 ≤ j ≤ 2
mn−1 , so that it induces a homeomorphism of
Imn−1,j ∩C. Fix such an integer j. By virtue of Equations (5) and (6), there is a permutation
σj : K(mn;mn−1, j)→ K(mn;mn−1, j)
such that
• for k ∈ {minK(mn;mn−1, j),maxK(mn;mn−1, j)}, we have
Max(ln−1, Imn,σj(k)) < 1/n,
• for all integers i with minK(mn;mn−1, j) ≤ i < maxK(mn;mn−1, j), we have
|Max(ln−1, Imn,σj(i))−Max(ln−1, Imn,σj(i+1))| < 1/n.
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For instance, to identify such σj, one may first find a permutation σ
′
j of K(mn;mn−1, j) such
that Max(ln−1, Imn,σ′(i)) ≤ Max(ln−1, Imn,σ′(j)), whenever i < j in K(mn;mn−1, j). Then,
compose σ′j with the following permutation of K(mn;mn−1, j),
2mn−mn−1(j − 1) + (1, 2, 3, . . . ,2mn−mn−1)
7→ 2mn−mn−1(j − 1) + (1, 3, 5, . . . , 6, 4, 2).
Once we have σj, there is a unique homeomorphism Hn such that for all i in K(mn;mn−1, j)
Hn(Imn,i ∩C) = Imn,σ−1j (i)
∩ C,
and each Hn is a translation by a constant on each of Imn,i ∩C.
Carrying out the above process for all 1 ≤ j ≤ 2mn−1 , we obtain a homeomorphism Hn.
Then, we define
ln(x) = ln−1(H
−1
n (x)), ∀x ∈ C.
This completes the proof of Step 1.
Consider the homeomorphisms φn : C × R→ C × R, defined according to
φ0 = H0, φ1 = H1 ◦H0, φn = Hn ◦Hn−1 ◦ · · · ◦H0, ∀n ≥ 2.
Step 2. The sequence φn, for n ≥ 0, uniformly converges to a homeomorphism
φ : C × R→ C × R.
By property (i) in Step 1, for all n ≥ 1 and all x ∈ C, we have
|Hn(x)− x| ≤ max{diam (Imn−1,j) | 1 ≤ j ≤ 2
mn−1} = 3−mn−1 .
Hence,
‖φn − φn−1‖∞ = ‖Hn − Id ‖∞ ≤ 3
−mn−1 .
Therefore, φn forms a Cauchy sequence, and converges to a continuous map φ : C×R→ C×R.
To prove that φ is surjective, note that φ(C) ⊆ C is compact. Therefore, if there is z in
C \ φ(C), then there is ε > 0 such that
D(z, ε) ∩ C ⊆ C \ φ(C).
Choose n ≥ 0 so that ‖φn−φ‖∞ < ε. Then, we have φ(φ
−1
n (z)) ∈ Dε(z), which is a contradiction.
To prove that φ is injective, fix arbitrary points x 6= y in C. There are n > 0 and 1 ≤ i < i′ ≤
2mn such that x ∈ Imn,i and y ∈ Imn,i′ . By the above construction, there are distinct integers j
and j′ in [1, 2mn ] such that φn(x) ∈ Imn,j and φn(y) ∈ Imn,j′ . On the other hand, for all n
′ > n,
we have
Hn′(Imn,j ∩ C) = Imn,j ∩ C, Hn′(Imn,j′ ∩ C) = Imn,j′ ∩ C.
Therefore, φ(x) = · · · ◦Hn+2 ◦Hn+1 ◦ φn(x) ∈ Imn,j and similarly φ(y) ∈ Imn,j′. In particular,
φ(x) 6= φ(y).
Step 3. The set φ(Z) is a straight hairy Cantor set.
Consider the function l∗ = l ◦ φ
−1 : C → [0,∞), and the set
Z∗ = {(x, y) ∈ R
2 | x ∈ C, 0 ≤ y ≤ l∗(x)}.
By Step 2, φ : Z → Z∗ is a homeomorphism.
We claim that for all n ≥ 0 and 1 ≤ j ≤ 2mn , we have
Max(l∗, Imn,j) = Max(ln, Imn,j).
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Recall that ln = l◦φ
−1
n . To prove the above property, it is sufficient to show that φ
−1(Imn,j∩C) =
φ−1n (Imn,j∩C), or equivalently, Imn,j∩C = φ◦φ
−1
n (Imn,j ∩C). However, by property (i) in Step
1, for all n′ > n, Hn′(Imn,j ∩ C) = Imn,j ∩ C. Using φ ◦ φ
−1
n = · · · ◦Hn+2 ◦Hn+1, we conclude
that φ ◦ φ−1n preserves Imn,j ∩ C.
Since φ : Z → Z∗ is a homeomorphism, the set {x ∈ C | l∗(x) 6= 0} is dense in C. This
implies property (i) in Definition 1.1.
Let z be an end point of C. There are p ≥ 0 and 1 ≤ jp ≤ 2
mp such that z ∈ ∂Imp,jp.
Then, for all q > p, z ∈ Imq ,jq with jq ∈ {minK(mq;mq−1, jq−1),maxK(mq;mq−1, jq−1)}. By
property (iii) in Step 1, we must have
Max(l∗, Imq ,jq) < 1/q.
Then, by Lemma 2.2 we have l∗(z) = limq→∞Max(l∗, Imq ,jq) = 0. This completes the proof of
property (ii) in Definition 1.1.
Fix an arbitrary z ∈ C with l∗(z) > 0, and let ε > 0 be arbitrary. Assume that (jn)n≥0
are the sequence of integers with z ∈ Imn,jn, for all n ≥ 0. Using Lemma 2.2, there exists
n > max(2/ε, 1/l∗(z)) such that 3
−mn−1 < ε, and
|Max(l∗, Imn,jn)− l∗(z)| < ε/2.
On the other hand, since Max(l∗, Imn,jn) ≥ l∗(z) > 1/n,
jn /∈ {minK(mn;mn−1, jn−1),maxK(mn;mn−1, jn−1)}.
Therefore,
Imn,jn−1 ∪ Imn,jn+1 ⊆ Imn−1,jn−1 ,
and by property (iv) in Step 1,
|Max(l∗, Imn,jn−1)−Max(l∗, Imn,jn)| < 1/n,
|Max(l∗, Imn,jn)−Max(l∗, Imn,jn+1)| < 1/n.
Let α be a point in Imn,jn−1 ∩C with l∗(α) = Max(l∗, Imn,jn−1). Then, α < z,
|α− z| < diam (Imn−1,jn−1) = 3
−mn−1 < ε,
and
|l∗(z) − l∗(α)| ≤ |l∗(z)−Max(l∗, Imn,jn)|+ |Max(l∗, Imn,jn)− l(α)| < ε/2 + 1/n < ε.
Similarly, we may find β ∈ C such that
β > z, |β − z| < ε, |l∗(β) − l∗(z)| < ε.
This completes the proof of property (iii) in Definition 1.1. 
We will need the following Lemma for the proof of Theorem 1.4.
Lemma 2.7. Let C ⊂ R be a Cantor set, l : C → [0,+∞), and
X = {(x, y) ∈ R2 | x ∈ C, 0 ≤ y ≤ l(x)}.
Then, X is a straight hairy Cantor set if and only if the following properties hold:
(i) X is compact;
(ii) the set {x ∈ C | l(x) 6= 0} is dense in C;
(iii) any point in {(x, y) ∈ X | x ∈ C, 0 < y < l(x)} is not accessible from R2 \X.
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Proof. Assume that X is a straight hairy Cantor set. By the uniqueness of the length function
of X, lX , we must have lX = l. Thus, properties (i), (ii), and (iii) in the above lemma hold.
Assume that X satisfies the three properties in the lemma. We get property (i) in Defini-
tion 1.1 for free. To see property (ii) in Definition 1.1, let x ∈ C be an end point. If l(x) 6= 0,
any (x, y) ∈ X with 0 < y < l(x) will be accessible from R2 \ X. This contradiction with
property (iii) in the lemma shows that we must have l(x) = 0.
Now assume that x ∈ C is not an end point. Define
l+(x) = lim sup
t→x+,t∈C
l(t), l−(x) = lim sup
t→x−,t∈C
l(t).
By the compactness ofX, l+(x) and l−(x) are finite values. Moreover, we must have l(x) ≥ l+(x)
and l(x) ≥ l−(x). If l(x) > l+(x), then any (x, y) ∈ X with l(x) > y > l+(x) will be accessible
from the right hand side. Similarly, if l(x) > l−(x), then any (x, y) ∈ X with l(x) > y > l−(x)
will be accessible from the left hand side. These contradict property (iii) in the lemma, so we
must have l(x) = l+(x) = l−(x). Thus, we also have property (iii) in Definition 1.1. 
Proposition 2.8. Assume that
X = {(x, y) ∈ R2 | x ∈ C, 0 ≤ y ≤ l(x)}
is a straight hairy Cantor set, where C ⊂ R is a Cantor set, and l : C → [0,+∞) is the length
functions of X. Then, we have
(i) the set {l(x) | x ∈ C} is dense in the interval [0, supx∈C l(x)];
(ii) the set {(x, l(x)) | x ∈ C} is dense in X.
Proof. As X is compact, the value m = supx∈C l(x) is realised and is finite. Assume in the
contrary that there is an open interval (a, b) ⊂ [0,m] such that for all x ∈ C, l(x) /∈ (a, b). Let
C ′ = {x ∈ C | l(x) ≥ b}. Since X ∩ {(x, y) ∈ R2 | y ≥ b} is compact, C ′ must be compact.
By property (ii) in Definition 1.1 every x ∈ C ′ is not an end point of C. Thus, by property (iii)
in that definition, for every x ∈ C ′ there is x′ ∈ C such that x′ < x and |l(x′)− l(x)| < (b−a)/2.
Since l(x) ≥ b, and l(x′) /∈ (a, b), we must have l(x′) ≥ b. Thus, x′ ∈ C ′. In other words, for
every x ∈ C ′, there is x′ ∈ C ′ with x′ < x. This is not possible, since C ′ is a compact set.
To prove item (ii), let (x, y) be an arbitrary point in X, and fix an arbitrary ε > 0. There are
δ1 and δ2 in (0, ε) such that (x−δ1, x+δ2)∩C is a Cantor set in R. Let D = (x−δ1, x+δ2)∩C.
From Definition 1.1, one may see that the set
{(x, y) ∈ R2 | x ∈ D, 0 ≤ y ≤ l(x)},
is a straight hairy Cantor set. As (x, y) belongs to the above set, y ≤ supt∈D l(t). Applying item
(i) to the above straight hairy Cantor set, we conclude that there is x′ ∈ D with |l(x′)− y| < ε.
Therefore,
|(x, y)− (x′, l(x′))| ≤ |x− x′|+ |y − l(x′)| ≤ 2ε. 
3. Height functions and base curves
In this section we establish some topological features of hairy Cantor sets. These will be used
in Section 4 to prove Theorem 1.4.
Recall that a curve γ : [0, 1)→ R2 lands at z ∈ R2, if limt→1 γ(t) exists and is equal to z. A
point z ∈ R2 is called accessible from Ω ⊂ R2, if there is a curve γ : [0, 1)→ Ω which lands at
z.
Given a set X ⊂ R2 satisfying axioms A1 to A4 in the introduction, the base of X is the
unique Cantor set B ⊂ X which contains all point components of X. We shall often say that
X is based on the Cantor set B.
HAIRY CANTOR SETS 17
Any arc 5 component c of X has two distinct end points, one of which belongs to B. The
end point of c which belongs to B is called the base of c. The other end point of c, which does
not belong to B, is called the peak of c. If c is a point component of X, we may either refer
to c as the base of c or as the peak of c. For x ∈ X, the base of x is defined as the base of
the component of X containing x, and similarly, the peak of x is defined as the peak of that
component. We may define the base map and the peak map
b : X → B, p : X → X,
where b(x) is the base of x and p(x) is the peak of x.
Slightly abusing the notation, we say that x ∈ X is a base point, if b(x) = x, and we say
that x ∈ X is a peak point if p(x) = x. Since b and p are the identity map on B, any element
of B is both a base point, and a peak point. It follows from axiom A4 that b is continuous on
X. However, p is far from continuous.
The base points of X and the peak points of X are defined solely using the topology of X.
It follows that any homeomorphism of a hairy Cantor set must send base points to base points,
and peak points to peak points.
Assume that X ⊂ R2 satisfies axioms A1 to A4, and B is the base Cantor set of X. A function
h : X → [0,+∞) is called a height function on X, if the following properties hold:
(i) h is continuous on X;
(ii) B = h−1(0);
(iii) h is injective on any connected component of X.
For instance, for a straight hairy Cantor set X, h(x, y) = y is a height function on X. However,
there are many other height functions on X. For the proof of Theorem 1.4 we require a height
function on a given hairy Cantor set. To this end we employ a general theory of Whitney maps,
which we explain below.
Assume that K is a compact metric space, and let CL(K) denote the set of all non-empty
compact subsets of K. The space CL(K) may be equipped with the Hausdorff topology
induced from the Hausdorff metric. That is, given non-empty compact sets K1 and K2 in
K, the Hausdorff distance between K1 and K2 is defined as the infimum of all ε > 0 such
that ε neighbourhood of K1 contains K2 and ε neighbourhood of K2 contains K1. A function
µ : CL(K)→ [0,+∞) is called a Whitney map for K, if
(i) µ is continuous on CL(K);
(ii) µ({x}) = 0 for every x ∈ K;
(iii) for every K1 and K2 in CL(K) with K1 ( K2, we have µ(K1) < µ(K2).
In [Whi33], Whitney proves the existence of maps µ satisfying the above properties. The
existence of a Whitney map for a compact subset of an Euclidean space is a classical result
in topology. One may refer to the general reference [Nad92, Excercise 4.33], or the extensive
monograph on the hyperspaces [IN99].
Proposition 3.1. Any compact metric space X which satisfies axioms A1 to A4 admits a height
function.
Proof. Fix X, and assume that B denotes the base Cantor set of X. Let µ be a Whitney
map for X, that is, µ : CL(X) → [0,+∞) enjoys the above properties. Consider the function
h : X → [0,+∞), define as
h(x) = µ([b(x), x]),
5A Jordan arc, or simply an arc, in R2 is the image of a continuous and injective map γ : [0, 1] → R2. The
end points of this Jordan arc are γ(0) and γ(1).
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where [b(x), x] denotes the unique arc in X which connects x to the base point b(x) ∈ B.
To see the continuity of h on X, let xi → x within X. By axiom A4, [b(xi), xi]→ [b(x), x], in
the Hausdorff topology. Thus, by the continuity of µ on CL(X), we conclude that h(xi)→ h(x).
By property (ii) of Whitney maps,
h−1(0) = {x ∈ X | b(x) = x} = B.
By property (iii) of Whitney maps, h is injective on every connected component of X. 
The existence of the height function in the above proposition is sufficient to prove Theo-
rem 1.3. A reader interested only in that theorem may directly go to the proof of Theorem 1.3
at the end of Section 4. The remaining statements in this section are required for the proof of
Theorem 1.4. So, from now on we assume that X is a subset of R2.
Let X be a hairy Cantor set with base Cantor set B. A Jordan curve γ ⊂ R2 is called a base
curve for X, if X ∩ γ = B, and the bounded connected component of R2 \ γ does not intersect
X. In particular, the closure of the unbounded component of R2 \ γ contains X.
We aim to prove that any hairy Cantor set admits a base curve. To this end we need to
introduce some basic notions and prove some technical lemmas.
By a topological disk in the plane we mean a connected and simply connected open subset
of the plane. Let X be a hairy Cantor set with base Cantor set B ⊂ X. We say that an open
set U ⊆ R2 is admissible for X, if the following properties hold:
(i) U consists of a finite number of pairwise disjoint topological disks, and B ⊆ U ;
(ii) for all x ∈ X ∩ U , [b(x), x] ⊆ U ;
(iii) for all x ∈ ∂U \X, x is accessible from both of U \X and R2 \ U ;
(iv) if U1 and U2 are distinct connected components of U , then U1 ∩ U2 = ∅.
Evidently, any finite union of pairwise disjoint Jordan domains which contains X is an admis-
sible set for X. However, it is not immediately clear that nontrivial admissible sets for X exist.
Over the next few pages we aim to show that any hairy Cantor set admits a nest of admissible
sets shrinking to its base Cantor set. This will be employed to build a base curve for X.
Lemma 3.2. Let X be a hairy Cantor set with base Cantor set B. Assume that U is an open
set which satisfies properties (i)-(iii) in the definition of admissible sets for X, and let Ui, for
1 ≤ i ≤ n, be the connected components of U . There are topological disks Vi ⊆ Ui, for 1 ≤ i ≤ n,
such that ∪1≤i≤nVi is an admissible set for X.
Proof. If n = 1, we let V1 = U1, and there is nothing to prove. Below we assume that n ≥ 2.
Let J = {j ∈ Z | 1 ≤ j ≤ n}. We claim that for distinct i and j in J ,
(X ∩ Ui) ∩ (X ∩ Uj) = ∅.
To prove this, it is enough to show that for every i ∈ J , if x ∈ X ∩ Ui then b(x) ∈ Ui. Fix
an arbitrary x ∈ X ∩ Ui. There is a sequence xl in X ∩ Ui, for l ≥ 1, which converges to x.
By property (ii) of admissible sets, b(xl) ∈ Ui, and hence b(x) = liml→∞ b(xl) ∈ Ui. Since
B ∩ ∂Ui = ∅, we must have b(x) ∈ Ui.
In two steps, we shrink each component Ui of U so that the closures of distinct components
become disjoint.
Fix an arbitrary i ∈ J . If ∂Ui ∩ (X ∩ Uj) = ∅ for all j 6= i, we let Wi = Ui. Otherwise,
first note that the sets X ∩ Ui and ∪j∈J\{i}(X ∩ Uj) ∩ ∂Ui are compact, and by the above
paragraph, are disjoint. Let Pi be a finite union of Jordan domains such that Pi contains
∪j∈J\{i}(X ∩ Uj) ∩ ∂Ui, but Pi does not meet X ∩ Ui. Then, define,
Wi = Ui \ Pi.
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Repeating the above process, we obtain topological disks Wi for all i ∈ J . Note that since for
all i ∈ J , Pi ∩ (X ∩ Ui) = ∅, we have Wi ∩X = Ui ∩X. With these modifications, for distinct
values of i and j in J , we have
∂Wi ∩ (X ∩Wj) = ∅.
That is because, the intersection must lie on ∂Wj , but ∂Wj ∩ (X ∩Wj) ⊆ Pi and ∂Wi ∩Pi = ∅.
Fix an arbitrary i ∈ J . If ∂Wi does not meet ∂Wj for all j 6= i, we let Vi = Wi. If there is
j 6= i such that ∂Wi ∩ ∂Wj 6= ∅, we further modify Wi as follows. By the above paragraph, the
sets ∂Wi ∩ (∪j∈J∂Wj) and ∪j∈J(X ∩Wj) are disjoint. Then, let Qi be a finite union of Jordan
domains such that Qi contains ∂Wi ∩ (∪j∈J∂Wj), but Qi does not meet ∪j∈J(X ∩Wj). Then,
define
Vi =Wi \Qi.
It follows that Vi is connected and simply connected. Repeating the above process for all i we
obtain topological disks Vi for all i ∈ J .
By construction, Vi∩Vj = ∅, for distinct i and j. Moreover, since Qi∩(X ∩Wi) = ∅, we must
have Vi ∩X =Wi ∩X = Ui ∩X. This implies that ∪i∈JVi contains B and satisfies property (ii)
of admissibility. As Ui satisfies property (iii), and each of Pi and Qi is a finite union of Jordan
domains, Vi also satisfies property (iii). 
Lemma 3.3. Let X be a hairy Cantor set with base Cantor set B. For any ε > 0, there is an
admissible set for X which is contained in D(B, ε).
Proof. Fix an arbitrary ε > 0. Let U be a finite union of Jordan domains such that B ⊂ U ,
U ⊂ D(B, ε), and the closures of the connected components of U are pairwise disjoint. Below
we modify U so that it becomes an admissible set for X.
By Proposition 3.1 there is a height function h : X → [0,+∞). Since U is open, B ⊂ U , and
h−1(0) = B, there must be t > 0 such that h−1([0, t)) ⊂ U . Let us define
X ′ = {x ∈ X | h(x) ≥ t}.
This is a closed set in R2 with X ′ ∩B = ∅. Define
V = U \X ′.
Let Q denote the union of V and the bounded components of R2 \ V . Let W denote the
components ofQ which meet B. Then, (V and hence)W is contained in U , and every component
of W is simply connected. Also, since W covers the compact set B, W has a finite number of
connected components.
Fix an arbitrary x ∈ X ∩ W . First assume that x ∈ X ∩ V . Then h(x) < t, and hence
[b(x), x] ⊂ h−1([0, t)) ⊂ U \ X ′ = V . In particular, since [x, b(x)] is connected and meets B,
[x, b(x)] is contained in W . Now assume that x ∈ X ∩ (W \ V ). Note that x /∈ V , b(x) ∈ V ,
and for every y ∈ [x, b(x)] ∩ V , [y, b(x)] ⊂ V . This implies that there is z ∈ [x, b(x)] such that
[x, b(x)]∩V = [z, b(x)]\{z}. Now, [x, z]∩V = ∅, and since x ∈W , the connected set [x, z] must
be contained in the bounded component of R2\V . Thus, [x, b(x)] = [x, z]∪([z, b(x)]\{z}) ⊂W .
Note that U \X ⊆ V ⊆ Q ⊆ U . As X has no interior points, we have U \X = Q = U . On
the other hand, U \ Q ⊆ X, which implies (R2 \Q) \X = (R2 \ U) \X. Combining these we
obtain
∂Q \X = (Q ∩ (R2 \Q)) \X
= Q ∩ ((R2 \Q) \X) = U ∩ ((R2 \ U) \X) = ∂U \X.
The set ∂U is a finite union of Jordan curves, so it is locally connected. It follows that every
point in ∂U\X is accessible from both U\X and R2\U . By the above equation, ∂Q\X = ∂U\X.
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This implies that every point in ∂Q \X enjoys the same property. Since W consists of a finite
number of the components of Q, we conclude that every point in ∂W \X enjoys that property.
So far we have shown that W satisfies properties (i)–(iii) in the definition of admissibility for
X. If necessary, we employ Lemma 3.2 to shrink each component of W so that it becomes an
admissible set for X. 
We need the following general feature of admissible sets.
Lemma 3.4. Let U be an admissible set for a hairy Cantor set X. Then, for any connected
component V of U , V \X is connected.
We shall use a criterion of Borsuk [ES52, Chapter XI, Theorem 3.7] in the proof of the above
lemma. That is, for a closed set Y in the Riemann sphere Cˆ, the set Cˆ \ Y is connected if
and only if every continuous map from Y to the unit circle S1 = {(x, y) ∈ R2 | x2 + y2 = 1}
is null-homotopic. Recall that a continuous map g : Y → S1 is called null-homotopic, if g
is homotopic to a constant map. For instance, this criterion may be used to show that the
complement of a Cantor set in the plane is connected. To see this, let C be a Cantor set in
the plane, and g : C → S1 be a continuous map. As C is compact, g is uniformly continuous.
Therefore, we may decompose C into a finite number of disjoint Cantor sets Ci such that the
image of g on each Ci is contained in an arc of S
1 of length at most pi. It follows that on each
Ci, g is homotopic to a constant map. Combining these homotopies, one obtains a homotopy
from g to a constant map on all of C.
Proof. Fix an arbitrary hairy Cantor set X. Let U be an admissible set for X, and V be a
connected component of U . As X is compact, without loss of generality we may assume that
V is bounded in the plane, that is, V is compact. Define X1 as the union of the connected
components of X which intersect both V and ∂V . Every connected component of X1 is a Jordan
arc. Define X2 as the union of the connected components of X which are contained in V . Note
that V \X = (V \X1)\X2. We shall first show that V \X1 is connected, and simply connected,
and then show that (V \X1) \X2 is connected. Mostly due to perhaps complicated topological
structure of ∂V relative X the argument is rather long. We shall deal with V \X1 in Steps 1–4
below, and then deal with (V \X1) \X2 in Steps 5–7. The main idea in both cases is to work
in a quotient space where the boundary of V is identified to a single point.
Let B ⊂ X be the base Cantor set of X. By Proposition 3.1, we may choose a height
function h on X, which by rescaling, if necessary, we may assume that h : X → [0, 1]. Let
Ψ : B → C0 ⊂ R be a homeomorphism from B to a Cantor set C0 in R. We may extend Ψ onto
X, using the height function h, according to
Ψ : X → C0 × [0, 1], Ψ(z) = (Ψ(b(z)), h(z)).
By the continuity of the base map b and properties of height functions, Ψ is continuous and
injective on X. As X is compact, Ψ is a homeomorphism from X to Ψ(X). This provides us
with a rather simple coordinate system on X, which we shall use to build homotopies of maps
on subsets of X.
Step 1: The set X1 is closed in R
2.
Let xi, for i ≥ 1, be a sequence in X1 that converges to some x ∈ X1. We need to show that
b−1(b(x)) ∩ ∂V 6= ∅ and b−1(b(x)) ∩ V 6= ∅. Since each component of X1 meets ∂V , there is
yi ∈ X1 ∩ ∂V with b(yi) = b(xi), for each i ≥ 1. As ∂V is compact, passing to a subsequence if
necessary, we may assume that yi converges to some y ∈ ∂V . By the continuity of b, we have
b(x) = lim
i→∞
b(xi) = lim
i→∞
b(yi) = b(y).
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In particular, as b(xi) ∈ V , b(x) ∈ V . However, by properties of admissible sets, b(x) ∈ B ⊂ U ,
which implies that b(x) /∈ ∂V . Hence, we must have b(x) ∈ V , and therefore b−1(b(x))∩ V 6= ∅.
The above equation also implies that y ∈ b−1(b(x)) ∩ ∂V , thus, b−1(b(x)) ∩ ∂V 6= ∅. This
completes Step 1.
Let
C1 = Ψ(b(X1)) ⊆ C0.
This is a closed set in R. By property (iv) of admissible sets, for any connected component γ
of X1, there is z ∈ γ ∩ ∂V such that V ∩ γ = [b(z), z] \ {z}. It follows that there is a function
u1 : C0 → [0, 1] such that
Ψ(V ∩X1) = {(x, y) ∈ R
2 | x ∈ C1, 0 ≤ y < u1(x)}.
Consider the equivalence relation ∼1 on Cˆ defined according to z ∼1 z
′ if and only if z = z′,
or both z and z′ belong to Cˆ \V . The quotient space Cˆ/∼1 is the one-point compactification of
the connected and simply connected open set V . Hence, it is a topological sphere, which may
be identified with Cˆ. Let pi1 : Cˆ→ Cˆ be the quotient map, that is,
pi1(z) = [z]∼1 .
Define
v1 = pi1(Cˆ \ V ), K1 = pi1((Cˆ \ V ) ∪X1) = {v1} ∪ pi1(V ∩X1).
Then v1 is a single point in Cˆ, and K1 is the corresponding one-point compactification of X1∩V ,
and is a compact set in Cˆ.
Consider the map Φ1 : C1 × [0, 1]→ K1,
Φ1(x, y) =
{
pi1(Ψ
−1(x, y)) if y < u1(x),
v1 if y ≥ u1(x).
Step 2. The map Φ1 is continuous, and Φ1 : Ψ(V ∩X1)→ K1 \ {v1} is a homeomorphism.
Let A1 = Ψ(X1) and A2 = C1 × [0, 1] \ Ψ(V ∩X1). By Step 1, X1 is closed, which implies
that A1 = Ψ(X1) is closed in C1 × [0, 1]. We claim that A2 is also closed in C1 × [0, 1]. To see
this, first note that X1 \V is closed in X1, and Ψ is a homeomorphism on X1, which imply that
Ψ(X1 \ V ) is closed. Since A2 ∩ Ψ(X1) = Ψ(X1 \ V ), this set must be also closed, and hence
compact. Using the compactness of Ψ(X1) as well, we note that
A2 ∩Ψ(V ∩X1) = A2 ∩ (Ψ(X1) ∩Ψ(V ∩X1))
= (A2 ∩Ψ(X1)) ∩Ψ(V ∩X1)
= (A2 ∩Ψ(X1)) ∩Ψ(V ∩X1)
= A2 ∩Ψ(V ∩X1) = ∅.
Hence, A2 = A2, and therefore, A2 is closed in C1 × [0, 1].
The map Φ1 is continuous on both A1 and A2. That is because, pi1 is continuous on Cˆ, and
Ψ−1 is continuous on A1. On th e set A2, Φ1 is a constant map only taking value v1. It follows
that Φ1 is continuous on A1 ∪A2 = C1 × [0, 1].
As Ψ : X → Ψ(X) is a homeomorphism, Ψ−1 is a homeomorphism on Ψ(V ∩X1), which takes
values in V . The map pi1 is also a homeomorphism on V . Therefore, Φ1 is a homeomorphism
from Ψ(V ∩X1) onto pi1(V ∩X1) = K1 \ {v1}.
Step 3. Any continuous map g : K1 → S
1 is null-homotopic.
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Consider H : (C1 × [0, 1]) × [0, 1]→ C1 × [0, 1], defined as
H((x, y), t) = (x,max(y, t)).
This is a continuous map with H((x, y), 0) = (x, y) and H((x, y), 1) = (x, 1). Let g : K1 → S
1
be a continuous map. Define the map G : K1 × [0, 1]→ S
1 as
G(w, t) =
{
g(Φ1(H(Φ
−1
1 (w), t))) if w 6= v1,
g(v1) if w = v1.
For all w ∈ K1, G(w, 0) = g(w) and G(w, 1) = g(v1). We need to show that G is continuous.
By Step 2, G is continuous on (K1 \{v1})× [0, 1]. On the set {v1}× [0, 1], G is constant, and
hence continuous. To prove that G is continuous, it is sufficient to show that for any convergent
sequence (wi, ti) in (K1 \ {v1})× [0, 1] with wi → v1, we have G(wi, ti)→ g(v1).
Let (xi, yi) = Φ
−1
1 (wi), for i ≥ 1. Since wi → v1, by Step 2, the sequence (xi, yi) may not
have a limit point in Φ−11 (K1 \ {v1}). Hence,
6
lim
i→∞
d((xi, yi),Φ
−1
1 (v1)) = 0.
As Φ−11 (v1) is compact, for every i ≥ 1, there is (x
′
i, y
′
i) in Φ
−1
1 (v1) with
d((xi, yi),Φ
−1
1 (v1)) = d((xi, yi), (x
′
i, y
′
i)).
Recall that
Φ−11 (v1) = {(x, y) ∈ R
2 | x ∈ C1, u1(x) ≤ y ≤ 1}.
In particular, (x′i, y
′
i) ∈ Φ
−1
1 (v1) implies that H((x
′
i, y
′
i), ti) ∈ Φ
−1
1 (v1). Therefore, since H(·, ti)
is not expanding distances,
d(H((xi, yi), ti),Φ
−1
1 (v1)) ≤ d(H((xi, yi), ti),H((x
′
i, y
′
i), ti)) ≤ d((xi, yi), (x
′
i, y
′
i)).
Therefore,
lim
i→∞
d(H((xi, yi), ti),Φ
−1
1 (v1)) = 0.
By the continuity of Φ1 and g, the above equation implies that G((xi, yi), ti) → g(v1). This
completes Step 3.
Step 4. The set V \X1 is connected, and simply connected.
As pi1 is injective and continuous on V , and V is open, pi1 : V → Cˆ\{v1} is a homeomorphism.
It follows that V \X1 is connected if and only if pi1(V \X1) = Cˆ \K1 is connected. By Borsuk’s
criterion, discussed before the proof, and Step 3, Cˆ\K1 is connected. Thus, V \X1 is connected.
Let K = (Cˆ \ V )∪X1. If V \X1 is not simply connected, there is a closed curve γ in V \X1
which is not null-homotopic in V \ X1. Note that K = Cˆ \ (V \ X1) ⊆ Cˆ \ γ. Since γ is not
null-homotpic, both connected components of Cˆ \ γ must intersect K. However, this is not
possible since K is connected. This completes Step 4.
Consider the equivalence relation ∼2 on Cˆ where z ∼2 z
′ if and only if z = z′, or both z and
z′ belong to (Cˆ \V )∪X1. By Step 4, V \X1 is a topological disk. Thus, Cˆ/∼2 is the one-point
compactification of the topological disk V \X1, which is a topological sphere. Hence, we may
identify Cˆ/∼2 with Cˆ. Let pi2 : Cˆ→ Cˆ be the quotient map,
pi2(z) = [z]∼2 .
6Given compact sets A and B in R2, we define d(A,B) = min{d(x, y) | x ∈ A, y ∈ B}.
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Define
v2 = pi2((Cˆ \ V ) ∪X1),
K2 = pi2((Cˆ \ V ) ∪X) = pi2((Cˆ \ V ) ∪X1 ∪X2) = {v2} ∪ pi2(X2).
Then, v2 is a single point, while K2 is a compact set. Note that X2 may or may not be compact.
Indeed, if X2 is compactly contained in V , then pi2(X2) is compact, and v2 is away from pi2(X2).
However, if X2 is not compactly contained in V , then v2 is a limit point of K2 \ {v2}.
Define
Φ2 : Ψ(X)→ K2, Φ2(x, y) = pi2(Ψ
−1(x, y)).
This is a continuous map on Ψ(X). Moreover, since pi2 is continuous and injective on V \X1,
and X2 ⊂ V \X1, Φ2 induces a homeomorphism from Ψ(X2) to K2 \ {v2}.
Step 5 : Any continuous map g : K2 → S
1 is homotopic to a map g′ : K2 → S
1 which is
constant on each connected component of K2.
Consider H : Ψ(X)× [0, 1]→ Ψ(X), defined as
H((x, y), t) = (x,min(y, 1− t)).
This a continuous map, with H((x, y), 0) = (x, y), and H((x, y), 1) = (x, 0). Also, for each
t ∈ [0, 1], H(·, t) maps Ψ(X2) into Ψ(X2).
Let g : K2 → S
1 be a continuous map. Consider G : K2 × [0, 1]→ S
1 defined as
G(w, t) =
{
g(Φ2(H(Φ
−1
2 (w), t))) if w 6= v2,
g(v2) if w = v2.
We have G(w, 0) ≡ g(w). On the other hand, since Φ−12 maps each connected component of
K2 to a vertical line segment, G(w, 1) is constant on each connected component of K2. There
remains to show that G is continuous.
Evidently, G is continuous on (K2 \ {v2}) × [0, 1], and is constant on {v2} × [0, 1]. If v2 is
away from K2, then we are done. Otherwise, assume that a sequence wi in K2 \ {v2} converges
to v2, and ti converges to t. Below we show that G(wi, ti)→ g(v2).
Note that X2 ⊆ X1∪X2. That is because, if zi is a sequence in X2 converging to some z, then
b(zi) → b(z) ∈ V . However, ∂V ∩ B = ∅, which implies that b(z) ∈ V . Thus, b(z) ∈ X1 ∪X2,
and hence z ∈ X1 ∪ X2. Now recall that pi
−1
2 (wi) ∈ X2, for i ≥ 1, and pi2 : X2 → K2 \ {v2}
is a homeomorphism. Since wi → v2, the sequence pi
−1
2 (wi) may not have a limit point in X2.
Therefore, any limit point of this sequence belongs to X1, that is,
lim
i→∞
d(pi−12 (wi),X1) = 0,
which implies
lim
i→∞
d(Ψ(pi−12 (wi)),Ψ(X1)) = 0.
For i ≥ 1, let (xi, yi) = Φ
−1
2 (wi) = Ψ(pi
−1
2 (wi)). As Ψ(X1) is compact, for every i ≥ 1, there is
(x′i, y
′
i) in Ψ(X1) such that
d((xi, yi),Ψ(X1)) = d((xi, yi), (x
′
i, y
′
i)).
Since H((x′i, y
′
i), ti) ∈ Ψ(X1), for all i ≥ 1, and H(·, ti) is non-expanding,
d(H((xi, yi), ti),Ψ(X1)) ≤ d(H((xi, yi), ti),H((x
′
i, y
′
i), ti)) ≤ d((xi, yi), (x
′
i, y
′
i)).
Thus, H((xi, yi), ti) converges to Ψ(X1). Recall that Φ2(Ψ(X1)) = v2. Using the continuity of
Φ2 and g, we conclude that G(wi, ti)→ g(v2). This completes Step 5.
Step 6. The map g′ : K2 → S
1 is null-homotopic.
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Define
K3 = {v2} ∪ pi2(B ∩X2) = {v2} ∪ pi2(b(X2)).
We have K3 ⊂ K2, and K3 is closed and totally disconnected. The only point in K3 which
might be isolated is v2. Hence K3 is either a Cantor set, or the union of an isolated point and a
Cantor set. By the discussion preceding the proof of this lemma, g′ : K3 → S
1 is null-homotopic.
Hence, there is a constant θ ∈ S1, and a continuous map F : K3 × [0, 1]→ S
1 such that
F (w, 0) ≡ g′(w), and F (w, 1) ≡ θ.
Now consider the map G : K2 × [0, 1]→ S
1 defined as
G(w, t) =
{
F (pi2(b(pi
−1
2 (w))), t) if w 6= v2,
F (v2, t) if w = v2.
For w ∈ K2 \ {v2}, pi2(b(pi
−1
2 (w))) ∈ K3, and therefore, G is well-defined. Since g
′ is constant
on each component of K2, for w ∈ K2 \ {v2},
G(w, 0) = g′(pi2(b(pi
−1
2 (w)))) = g
′(w).
For w = v2, G(w, 0) = F (v2, 0) = g
′(v2). Thus, G(w, 0) ≡ g
′(w). Also, G(w, 1) ≡ θ. Below we
show that G is continuous.
Let (wi, ti), for i ≥ 1, be a convergent sequence in K2× [0, 1]. To prove that G is continuous,
it is sufficient to consider sequences with wi ∈ (K2 \ {v2}) which converge to v2. Let w
′
i =
pi2(b(pi
−1
2 (wi))) ∈ K3. We claim that w
′
i → v2. If not, let w ∈ K3 \ {v2} be a limit point of the
sequence w′i. Then pi
−1
2 (w) ∈ pi
−1
2 (K3 \ {v2}) ⊆ X2 is a limit point of the sequence b(pi
−1
2 (wi)).
Therefore, pi−12 (wi) has a limit point in b
−1(pi−12 (w)) ⊆ X2. Hence, wi has a limit point in
pi2(X2) = K2 \{v2}, which is a contradiction. Thus, w
′
i → v2, which implies that F (w
′
i, ti) tends
to F (v2, limi→∞ ti), as i→ +∞. Therefore, G is continuous.
Step 7 : The set (V \X1) \X2 is connected.
The map pi2 is injective and continuous on V \X1. Hence, pi2 is a homeomorphism from V \X1
to Cˆ\{v2}. This implies that (V \X1)\X2 is connected if and only if the set pi2((V \X1)\X2) =
Cˆ \K2 is connected. By Borsuk’s criterion discussed before the proof, and Steps 5–6, the latter
set is connected. Thus, (V \X1) \X2 is connected. 
Let X be a hairy Cantor set, and U be an admissible set for X. By a marking for U we mean
a collection u of points in ∂U \X such that for every connected component U ′ of U there is a
unique u′ ∈ u such that u′ ∈ ∂U ′ \X. We refer to the pair (U, u) as a marked admissible set
for X.
Let (U, u) and (V, v) be marked admissible sets for X with V ⊂ U . Let V ′ be a connected
component of V which is contained in a component U ′ of U . We say that V ′ is a free compo-
nent of V in (U, u), if there is a curve
γ : (0, 1) → U ′ \ (V ∪X)
such that
lim
t→0
γ(t) ∈ ∂U ′ ∩ u, and lim
t→1
γ(t) ∈ ∂V ′ ∩ v.
Let us say that (V, v) is a free admissible set for X within (U, u), if V is an admissible set
for X, V ⊆ U , and every component of V is a free component of V in (U, u).
Lemma 3.5. Let X be a hairy Cantor set, (U, u) be a marked admissible set for X, and V be
an admissible set for X with V ⊂ U . There exists a marked admissible set (W,w) for X such
that W ⊆ V and (W,w) is free in (U, u).
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Proof. Let V ′ be a component of V , which is contained in a component U ′ of U . Let us say
that V ′ is an accessible component of V in (U, u), if there is a curve
λV ′ : (0, 1) → U
′ \ (V ∪X)
such that
lim
t→0
λV ′(t) ∈ ∂U
′ ∩ u, and lim
t→1
λV ′(t) ∈ ∂V
′ \X.
If every component V ′ of V is an accessible component of V in (U, u), we define W = V ,
and w be the collection of limt→1 λV ′(t) over all components V
′ of V . If V has non-accessible
components within (U, u), we modify the components of V so that all components of V become
accessible. We explain this process below.
Let V ′ be a non-accessible component of V . Let U ′ be the component of U which contains
V ′, and let u′ be the unique element in u∩ ∂U ′. Let Qi, for 1 ≤ i ≤ m, denote the components
of V which lie in U ′. Rearranging the indexes if necessary, we may assume that Q1 = V
′. Recall
from Lemma 3.4 that U ′ \X is connected. As U ′ \X is also open, it must be path-connected.
Also, recall that u′ is accessible from U ′ \X. These imply that there is a curve
λ : (0, 1)→ U ′ \ (V ′ ∪X)
such that limt→0 γ(t) = u
′ and limt→1 γ(t) ∈ ∂V
′ \X.
For 2 ≤ i ≤ m, let Q′i denote the union of the connected components of Qi \ λ((0, 1)) which
intersect X. We define
P = (V \ ∪2≤i≤mQi)
⋃
(∪2≤i≤mQ
′
i) = V \ λ((0, 1)).
Since each Qi is a topological disk, the connected components of Q
′
i are topological disks. As
X ∩ λ([0, 1]) = ∅, for each i, Qi ∩X = Q
′
i ∩X, and V ∩X = P ∩X. It follows that P satisfies
properties (i)–(iii) in the definition of admissible sets.
At this stage, the set P might not satisfy property (iv) in the definition of admissible sets.
However, we may employ Lemma 3.2 to shrink the components of P so that property (iv) holds
as well. Let L denote this modified admissible set obtain from employing that lemma. Note
that the number of components of L is the same as the number of components of P .
If λ((0, 1)) meets some Qi, for 2 ≤ i ≤ m, then every component of Q
′
i is an accessible
component of P in (U, u) (via a portion of the curve λ((0, 1))). Also, if some Qi, for 2 ≤ i ≤ m,
is an accessible component of V within (U, u), and λ((0, 1)) ∩Qi = ∅, then Qi is an accessible
component of P within (U, u). Moreover, as V ′ ∩ λ((0, 1)) = ∅, V ′ is an accessible component
of P in (U, u), via the curve λ.
By the above paragraph, the number of non-accessible components of P within (U, u) is
strictly less than the number of non-accessible components of V within (U, u). On the other
hand, if L′ is a component of L which is contained in a component P ′ of P , and P ′ is an
accessible component of P within (U, u), then L′ is an accessible component of L within (U, u).
Therefore, the number of non-accessible components of L within (U, u) is strictly less than the
number of non-accessible components of V within (U, u).
Recall that V has a finite number of connected components. By repeating the above process,
we may reduce the number of non-accessible components of V until all its components become
accessible. 
Lemma 3.6. Let X be a hairy Cantor set with base Cantor set B. There are marked admissible
sets (Un, un), for n ≥ 1, such that the following hold:
(i) ∩n≥1Un = B;
(ii) for n ≥ 1, Un+1 is compactly contained in Un;
(iii) for n ≥ 1, (Un+1, un+1) is a free admissible set in (Un, un).
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Proof. For n = 1, let U1 be a Jordan domain containing X. Let u1 consist of an arbitrary point
on ∂U1. Evidently, (U1, u1) is a marked admissible set for X.
Assume that (Um, um) is defined for all 1 ≤ m < n, for some n ≥ 2, and satisfy properties
(ii) and (iii) listed in the lemma. Below, we build (Un, un).
Let εn = d(∂Un−1, B)/2. By Lemma 3.3, there is an admissible set U
′
n for X such that
U ′n ⊂ D(B, εn). It follows from the choice of εn that U
′
n is compactly contained in Un−1. By the
induction hypothesis, (Un−1, un−1) is a marked admissible set for X. Therefore, by Lemma 3.5,
there is a marked admissible set (Un, un) for X such that Un ⊂ U
′
n and (Un, un) is free within
(Un−1, un−1).
Note that for n ≥ 2, εn ≤ diam (U1)/2
n−1 and Un ⊂ D(B, εn). Therefore, ∩n≥1Un = B. 
Proposition 3.7. Every hairy Cantor set admits a base curve.
Proof. Let X be a hairy Cantor set, and let B ⊂ X be the base Cantor set of X. By Lemma 3.6,
there is a nest of marked admissible sets (Un, un), for n ≥ 1, such that (Un+1, un+1) is free in
(Un, un), and Un shrinks to B. Recall that U1 is a Jordan domain containing X. To simplify
the forthcoming presentation, let us choose a Jordan domain U0 which contains U1, and let
u0 ⊂ ∂U0 contain a single point. For each n ≥ 0, let Un,i, for 1 ≤ i ≤ kn, denote the connected
components of Un. We have k0 = k1 = 1. Also, let un,i denote the unique point in un∩∂Un,i. For
n ≥ 0 and 1 ≤ i ≤ kn, define Jn,i as the set of integers j with 1 ≤ j ≤ kn+1 and Un+1,j ⊂ Un,i.
For each n ≥ 0, (Un+1, un+1) is free in (Un, un). Therefore, there are
ηn,i,j : (0, 1)→ Un,i \ (∪j∈Jn,iUn+1,j ∪X),
such that
lim
t→0
ηn,i,j(t) = un,i, lim
t→1
ηn,i,j(t) = un+1,j ,
for all 1 ≤ i ≤ kn and j ∈ Jn,i. We may extend ηn,i,j onto [0, 1] by setting ηn,i,j(0) = un,i
and ηn,i,j(1) = un+1,j. If necessary, we may modify these curves such that ηn,i,j((0, 1)) ∩
ηn,i,j′((0, 1)) = ∅, for distinct values of j and j
′.
For m ≥ 0, let Tm denote the union of the curves ηn,i,j([0, 1]), for all 0 ≤ n ≤ m, 1 ≤ i ≤ kn,
and j ∈ Jn,i. Each Tm forms a finite tree embedded in the plane. Let
T = ∪m≥0Tm ∪B.
Since ∩m≥1Um = B, T is a compact set in the plane. Moreover, T ∩X = B.
b
b
b
b
b
b b b
b
b b
Figure 2. An admissible nest, the mark points, and the three T2.
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We aim to turn T into a base curve γ for X. The curve γ will be the limit of a sequence of
curves γn, where γn is obtained from slightly “thickening” the tree Tn. We present the details
of this construction below. See Figure 3.
Note that the curves ηn,i,j((0, 1)) are pairwise disjoint, for distinct values of the triple (n, i, j).
Hence, there are tubular neighbourhoods of these curves, which are pairwise disjoint, and do
not meet X. In other words, there are orientation preserving, continuous and injective maps
η˜n,i,j : (0, 1) × [−0.1, 0.1] → Un,i \ (∪j∈Jn,iUn+1,j ∪X),
such that for all (t, y) ∈ (0, 1) × [−0.1, 0.1], we have
η˜n,i,j(t, 0) = ηn,i,j(t),
lim
t→0
η˜n,i,j(t, y) = ηn,i,j(0) = un,i,
lim
t→1
η˜n,i,j(t, y) = ηn,i,j(1) = un+1,j,
and for distinct triples (n, i, j) and (n′, i′, j′) we have
η˜n,i,j((0, 1) × [−0.1, 0.1])
⋂
η˜n′,i′,j′((0, 1) × [−0.1, 0.1]) = ∅.
We may extend η˜n,i,j onto [0, 1] × [−0.1, 0.1] by setting η˜n,i,j(0, y) = un,i and η˜n,i,j(1, y) =
un+1,j, for all y ∈ [−0.1, 0.1]. Consider
M =
⋃
n≥0
⋃
1≤i≤kn
⋃
j∈Jn,i
η˜n,i,j([0, 1] × [−0.1, 0.1])
⋃
B.
This is a compact set in R2, with M ∩X = B.
Fix n ≥ 1 and 1 ≤ i ≤ kn. There are 2(|Jn,i|+1) curves on ∂M which land at un,i. These are
the curves η˜n,i,j([0, 1]×{−0.1}) and η˜n,i,j([0, 1]×{+0.1}), for j ∈ Jn,i, as well as η˜n−1,i′,i([0, 1]×
{−0.1}) and η˜n−1,i′,i([0, 1] × {+0.1}), for some 1 ≤ i
′ ≤ kn−1 with i ∈ Jn−1,i′ . Let j1, j2, . . . ,
jm denote the elements of Jn,i, labelled in such a way that the curves η˜n,i,jl([0, 1]×{−0.1}), for
1 ≤ l ≤ m, followed by η˜n−1,i′,i([0, 1]×{−0.1}) and then η˜n−1,i′,i([0, 1]×{+0.1}) land at un,i in
a clockwise fashion.
Figure 3. Turning the tree T2 (red curves) to the Jordan curve γ2 (black loop)
through a thickening process.
Let εn ∈ (0, 1/4) be small enough, and consider pairwise disjoint curves
τn,i,jl : (0, 1)→ R
2 \M,
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for 1 ≤ l ≤ m− 1, such that
lim
t→0
τn,i,jl(t) = η˜n,i,jl(εn,−0.1), limt→1
τn,i,jl(t) = η˜n,i,jl+1(εn, 0.1).
Similarly, let ρn,i,1 : (0, 1)→ R
2 \M and ρn,i,2 : (0, 1)→ R
2 \M be such that
lim
t→0
ρn,i,1(t) = η˜n−1,i′,i(1− εn, 0.1), lim
t→1
ρn,i,l(t) = η˜n,i,j1(εn, 0.1),
lim
t→0
ρn,i,2(t) = η˜n,i,jm(εn,−0.1), lim
t→1
ρn,i,2(t) = η˜n−1,i′,i(1− εn,−0.1).
Let ε′n be a decreasing sequence of positive numbers tending to 0 such that D(un,i, ε
′
n) ∩
X = ∅, for all n and i. We may choose the above maps so that the union of the curves
η˜n,i,j({εn} × [−0.1,+0.1]), for j ∈ Jn,i, η˜n−1,i′,i({1 − εn−1} × [−0.1,+0.1]), τn,i,jl((0, 1)), for
1 ≤ l ≤ m − 1, ρn,i,1(0, 1), and ρn,i,2(0, 1) forms a closed loop which encloses the mark point
un,i and is contained in D(un,i, ε
′
n).
Recall that S1 ⊂ R2 denotes the circle of radius 1 about (0, 0). We may choose closed and
connected sets Cn,i ( S
1, for n ≥ 1 and 1 ≤ i ≤ kn, satisfying the following properties:
• Cn,i is contained in the interior of Cm,j if and only if Un,i ( Um,j;
• if i 6= j, then Cn,i ∩Cn,j = ∅;
• the Euclidean length of Cn,i is bounded by 2
−n.
For n ≥ 1, let Cn = ∪
kn
i=1Cn,i and define
C = ∩n≥1Cn.
It follows that C is a Cantor set of points on S1. We aim to build a Jordan curve γ : S1 → R2
such that γ(S1) ∩X = B, and γ(t) ∈ B if and only if t ∈ C. The map γ will be defined as the
limit of a sequence of maps γn : S
1 → R2, for n ≥ 1. We define γn inductively as follows.
For n = 1, we define γ1 : S
1 → R2 such that
γ1(C1,1) = η˜0,1,1({1− ε1} × [−0.1,+0.1]),
γ1(S
1 \ C1,1) = η˜0,1,1([0, 1 − ε1)× {−0.1}) ∪ η˜0,1,1([0, 1 − ε1)× {+0.1}).
The choice of the parameterisation of this curve is not important; any choice will work.
Now assume that the curve γn is defined for some n ≥ 1. We define γn+1 as follows. On
S1 \ Cn we let γn+1 ≡ γn. On each Cn,i, we define γn+1 in such a way that for all j ∈ Jn,i
γn+1(Cn+1,j) = η˜n,i,j({1− εn} × [−0.1,+0.1]),
and γn+1(Cn,i \ ∪j∈Jn,iCn+1,j) becomes⋃
j∈Jn,i
η˜n,i,j((εn, 1− εn)× {−0.1})
⋃
j∈Jn,i
η˜n,i,j((εn, 1− εn)× {+0.1}])
⋃
1≤l≤m−1
τn,i,jl([0, 1])
⋃
ρn,i,1([0, 1])
⋃
ρn,i,2([0, 1]).
Again, the specific parametrisation of the curve γn+1 is not important. This completes the
definition of γn for all n ≥ 1. Note that for all n ≥ 1 and 1 ≤ i ≤ kn we have
(7) γn(Cn,i) ⊂ D(Un,i, ε
′
n).
Now we show that γn : S
1 → R2, for n ≥ 1, forms a Cauchy sequence. Fix l > 0, and assume
that m and n are bigger than l. If x /∈ Cl, we have γn(x) = γm(x). If x ∈ Cl,i, for some
1 ≤ i ≤ kl, by Equation (7), γl(x) ∈ D(Ul,i, ε
′
l). It follows from the construction that γn(x) and
γm(x) also belong to D(Ul,i, ε
′
l). Therefore, for all x ∈ S
1, we have
|γn(x)− γm(x)| ≤ diam (Ul,i) + 2ε
′
l.
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However, as ∩n≥1 ∪
kn
i=1 Un,i = B, diam (Ul,i) tends to zero as l tends to infinity. Hence, the
sequence of maps γn converges uniformly on S
1 to a map γ : S1 → R2. In particular, γ is
continuous.
If x /∈ C, there are n and i such that x /∈ Cn,i. This implies that for all m ≥ n, γm(x) =
γn(x) /∈ B. Therefore, γ(x) /∈ X. If x ∈ C, there are an arbitrarily large n and 1 ≤ i ≤ kn
with x ∈ Cn,i. By Equation (7), γn(x) ∈ D(Un,i, ε
′
n). Since ∩n≥1 ∪1≤i≤kn D(Un,i, ε
′
n) = B, we
conclude that γ(x) = limn→∞ γn(x) ∈ B. On the other hand, for every z ∈ B there is x ∈ C
with γ(x) = z. To see this, choose 1 ≤ in ≤ kn such that ∩n≥1Un,in = z. There is xn ∈ Cn,i
with γn(xn) ∈ D(Un,in , ε
′
n). If xnj is a convergent subsequence of xn, converging to some x ∈ S
1,
we obtain γ(x) = limj→∞ γnj(xnj ) = z. It follows from these statements that γ(S
1) ∩X = B.
To see that γ is injective, let x and y be distinct elements of S1. If x and y belong to C,
then there must be n ≥ 1 and i 6= j such that x ∈ Cn,i and y ∈ Cn,j. By Equation (7) and the
decreasing property of ε′n, for all m ≥ n, γm(x) ∈ D(Un,i, ε
′
m) and γm(y) ∈ D(Un,j, ε
′
m). Since
Un,i ∩ Un,j = ∅, we must have γ(x) 6= γ(y). If x and y do not belong to C, then there is n ≥ 1
such that x /∈ Cn and y /∈ Cn. Then, γ(x) = γn(x) 6= γn(y) = γ(y), by the definition of γ, and
the injectivity of γn. If exactly one of x and y belongs to C, say x ∈ C and y /∈ C, by the above
paragraph, γ(x) ∈ B and γ(y) /∈ B. Thus, γ(x) 6= γ(y).
There remains to show that X does not meet the bounded connected component of R2\γ(S1).
To see this, note that γn(S
1) may be continuously deformed into the tree Tn−1 in the complement
of X. This implies that X does not meet the bounded component of R2 \ γn(S
1). Since γn
converges to γ uniformly on S1, one infers that X does not meet the bounded component of
R2 \ γ(S1). 
Proposition 3.8. Let X be a hairy Cantor set, and ω be a base curve for X. Then, the set
R2 \ (X ∪ω) has two connected components, where the bounded component is simply connected,
and the unbounded component is doubly connected.
Proof. Let U ′ denote the bounded component of R2 \ ω, and Xω = X ∪ ω. Since ω is a base
curve for X, X does not meet U ′. Therefore, U ′ is a bounded component of R2 \Xω. Evidently,
U ′ is simply connected. Let U = R2 \ (Xω ∪ U
′). We aim to show that U is connected and
doubly connected. To this end, we use Borsuk’s criterion (see the paragraph after Lemma 3.4),
and show that U ∪ {∞} is connected and simply connected in the Riemann sphere Cˆ.
By Borsuk’s criterion, in order to prove that U ∪ {∞} is connected, it is sufficient to show
that any continuous map g : (Xω∪U
′)→ S1 is null-homotopic. Below we construct a homotopy
between a given such map g and a constant map.
By Proposition 3.1, there is a height function h on X, which after rescaling we may assume
h : X → [0, 1]. Let ψ : B → ψ(B) be a homeomorphism from B onto a Cantor set in the line
{(x, y) ∈ R2 | y = 0}. We extend the map ψ to ψ : X → ψ(B)× [0, 1] ⊂ R2, according to
ψ(z) = (ψ(b(z)), h(z)).
As ψ is continuous and injective on a compact set, it must be a homeomorphism onto its image.
Consider the family of map H1 : (ψ(B)× [0, 1]) × [0, 1]→ ψ(B)× [0, 1], defined as
H1((x, y), t) = (x,min(y, 1− t)).
Define the family of maps G1 : (Xω ∪ U
′)× [0, 1]→ S1, defined as
G1(z, t) =
{
g(ψ−1(H1(ψ(z), t))) if z ∈ X,
g(z) if z /∈ X.
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One may see that G1 is continuous. Moreover, G1(z, 0) = g(z), for all z ∈ Xω ∪ U
′. Hence, G1
is a homotopy between g and the map
g′ : (Xω ∪ U
′)→ S1, g′(z) = G1(z, 1).
Note that g′(z) = g(z), for all z ∈ U ′, and g′(z) = g(b(z)), for all z ∈ X.
Now we construct a homotopy between g′ and a constant map. The set U ′ = U ′ ∪ ω is
homeomorphic to the closed unit disk D(0, 1). Hence, the map g′|U ′ = g|U ′ is null-homotopic.
Therefore, there is a continuous map H2 : U ′ × [0, 1] → S
1 and a constant θ ∈ S1 such that
H2(z, 0) ≡ g(z) and H2(z, 1) ≡ θ. Now define G2 : (Xω ∪ U
′) × [0, 1] → S1 as G2(z, t) =
H2(b(z)), t). Evidently, G2 is continuous, and for all z ∈ (Xω∪U
′) we have G2(z, 0) = g(b(z)) =
g′(z) and G2(z, 1) = θ. Hence, g is null-homotopic and therefore, U is connected.
The complement of U ∪{∞} in Cˆ, which is Xω ∪U
′, is connected. This implies that U ∪{∞}
must be simply connected. 
4. Uniformisation of hairy Cantor sets
In this section we prove Theorem 1.4. Let us fix a hairy Cantor set X, with base Cantor set
B ⊂ X, and a base curve ω. By Proposition 3.8, X ∪ ω divides the plane C into two connected
components. Let U ′ denote the bounded connected component of C\(X∪ω). We have ∂U ′ = ω.
We fix the notations
(8) Xω = X ∪ ω, X
∗
ω = Xω ∪ U
′, U = C \X∗ω, U
∗ = U ∪ {∞} ⊂ Cˆ.
Then, U∗ is an open, connected, and simply connected subset of Cˆ.
We aim to complete X into a one dimensional (topological) foliation of the plane so that
each component of X is contained in a leaf of that foliation. To that end, we identify a single
chart (“a box neighbourhood”) containing X so that within that chart X may be completed
into a foliation which is homeomorphic to the foliation of the unit square by vertical lines. The
required portions of leaves will come from hyperbolic geodesics in U∗ and U ′. This analysis
will be carried out in the framework of Carathe´odory’s theory of prime ends, which relates
the geometry of a plane domain to the topology of its boundary. For the general theory of
prime ends one may see the classic references [Car13] and [Koe15], or the modern treatment
[Pom75]. However, below we briefly recap the basic notions and statements of the theory which
are employed here.
We use the notations d
Cˆ
and diam
Cˆ
for the distance and the diameter, respectively, with
respect to the spherical metric on Cˆ.
Let V ⊂ Cˆ be an open, connected, and simply connected set whose boundary contains at
least two points. A fundamental chain in V is a nest of open sets (Ωi)i≥1 in V satisfying the
following properties:
• for i ≥ 1, ∂Ωi∩V is a simple curve in V , which is homeomorphic to (0, 1) and its closure
contains two distinct points in ∂V ;
• (∂Ωi ∩ V ) ∩ (∂Ωj ∩ V ) = ∅, for 1 ≤ i < j;
• for i ≥ 1, Ωi+1 ⊂ Ωi;
• diam
Cˆ
(∂Ωi ∩ V )→ 0, as i→ +∞.
Note that by the Jordan curve theorem, ∂Ωi ∩ V divides V into two connected components.
Equivalently, some authors define the notion of fundamental chains using sequences of Jordan
arcs in V with end points in ∂V .
Two fundamental chains (Ωi)i≥1 and (Ω
′
i)i≥1 in V are called equivalent if every Ωi contains
some Ω′j and every Ω
′
j contains some Ωi. Any two fundamental chains in V are either equivalent
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or eventually disjoint, that is, Ωi ∩ Ω
′
j = ∅ for large enough i and j. An equivalence class of
fundamental chains in V is called a prime end of V .
The impression of a prime end of V , represented by a fundamental chain (Ωi)i≥1, is defined
as ∩i≥1Ωi. This is a non-empty compact and connected subset of ∂V . Evidently, the impression
of a prime end is independent of the choice of the fundamental chain (Ωi)i≥1. Any point on ∂V
is contained in the impression of a prime end of V .
We say that x ∈ ∂V is the principal point of a fundamental chain (Ωi)i≥1 in V , if
diam
Cˆ
({x} ∪ (∂Ωi ∩ V )) → 0. In general, equivalent fundamental chains might have different
principal points. The set of principal points of a prime end is defined as the set consisting
of all principal points of the fundamental chains in the class of that prime end. Every prime
end of V has at least one principal point. By the theory of prime ends, p ∈ ∂V is accessible
from V , if and only if, there is a prime end of V whose impression contains p, and p is the only
point in the set of principal points of that prime end. Abusing the terminology, we say a prime
end is accessible if it has a unique principal point.
Lemma 4.1. We have Xω = ∂U
∗.
Proof. Let z ∈ ∂U∗. Since U∗ and U ′ are open in Cˆ, and U∗ ∩U ′ = ∅, z may not be in U∗ ∪U ′.
As Cˆ = U∗ ∪ U ′ ∪Xω, z ∈ Xω. Therefore, ∂U
∗ ⊆ Xω.
Let z ∈ Xω and r > 0. Since U
′ is a Jordan domain, D(z, r) \ U ′ is a non-empty open set.
As Xω has empty interior, D(z, r) \ U ′ may not be contained in Xω, and hence, must meet U .
This implies that z ∈ ∂U . Thus, Xω ⊆ ∂U . 
Recall the base map b : X → B and the peak map p : X → X defined at the beginning of
Section 3. We may extend these maps to
b : Xω → ω, p : Xω → Xω,
by setting b(x) = p(x) = x, for all x ∈ Xω \X. Also, for x ∈ Xω \X, we set [b(x), p(x)] = {x}.
As b is continuous on both X and ω, and X and ω are closed sets, b is continuous on Xω.
We present the properties of the prime ends of U∗ in the following lemma.
Lemma 4.2. The following properties hold:
(i) For any prime end P of U∗ there is z ∈ Xω such that the impression of P is equal
to [b(z), p(z)]. On the other hand, for any z ∈ Xω, there is a prime end of U
∗ whose
impression is equal to [b(z), p(z)].
(ii) Every prime end of U∗ is accessible. Moreover, w ∈ Xω is accessible from U
∗ if and
only if w = p(z) for some z ∈ Xω.
(iii) Distinct prime ends of U∗ have disjoint impressions.
Proof. (i): By Lemma 4.1, ∂U∗ = Xω. Therefore, any z ∈ Xω belongs to the impression of a
prime end of U∗. That is, there is a fundamental chain (Ωi)i≥1 in U
∗ whose impression contains
z. We aim to show that ∩i≥1Ωi = [b(z), p(z)].
For i ≥ 1, ∂Ωi ∩ U∗ is a Jordan arc connecting two points on Xω. Let αi and βi denote
those points. Since Ωi ∩Xω is connected, for all i ≥ 1, b(Ωi ∩Xω) is a closed arc on ω, which
is bounded by b(αi) and b(βi). As z belongs to ∂Ωi ∩Xω, we must have b(αi) ≤ b(z) ≤ b(βi),
with respect to a fixed cyclic order on ω. On the other hand, as i→∞, diam
Cˆ
(∂Ωi ∩U
∗)→ 0,
which implies that d
Cˆ
(αi, βi)→ 0. By the uniform continuity of b : Xω → ω, we conclude that
lim
i→∞
b(αi) = b(z) = lim
i→∞
b(βi).
By the definition of hairy Cantor sets, the only accessible points of X from C \X belong to
b(X)∪p(X). It follows that αi and βi belong to b(Xω)∪p(Xω). Using (∂Ωi ∩ U∗)∩(∂Ωj ∩ U∗) =
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∅, for j > i ≥ 1, one concludes that for all i ≥ 1,
(9) b(αi) < b(z) < b(βi).
In particular, [b(z), p(z)] ⊂ Ωi, for all i ≥ 1, and hence, [b(z), p(z)] ⊆ ∩i≥1Ωi. On the other hand,
for all w ∈ ∩i≥1Ωi, b(αi) ≤ b(w) ≤ b(βi), for all i ≥ 1. By the above paragraph, b(αi) → b(z)
and b(βi)→ b(z), which leads to b(w) = b(z). Therefore, ∩i≥1Ωi ⊆ [b(z), p(z)]. Combining the
two relations, we obtain ∩i≥1Ωi = [b(z), p(z)].
(ii): Let P be a prime end in U∗, and let (Ωi)i≥1 be a fundamental chain in U
∗ in the class
of P which has a principal point, say y ∈ Xω. We aim to show that p(y) = y.
Assume in the contrary that p(y) 6= y. In particular, b(y) 6= p(y), and [b(y), p(y)] is a Jordan
arc. We may extend [b(y), p(y)] into U ′ so that we obtain a Jordan arc γ in [b(y), p(y)]∪U ′ with
of the end points of γ in U ′. There is a Jordan domain D such that [b(y), y] ⊂ D, p(y) /∈ D,
∂D ∩ ω consists of two points, and D \ γ has two connected components.
Let αi and βi denote the landing points of ∂Ωi ∩ U∗ on Xω. Since y is the principal point
of (Ωi)i≥1, we must have αi → y and βi → y, as i → ∞. Moreover, since y belongs to the
impression of (Ωi)i≥1, as in Equation (9), we have b(αi) < b(y) < b(βi), for all i ≥ 1. By
the choice of D, this implies that for large enough i, αi and βi belong to distinct components
of D \ γ. On the other hand, αi and βi belong to ∂Ωi ∩ U∗, with ∂Ωi ∩ U∗ ∩ γ = ∅ and
diam
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(∂Ωi ∩ U∗)→ 0. This implies that for large enough i, both αi and βi belong to the same
component of D \ γ. This contradiction shows that we must have p(y) = y.
Let P be an arbitrary prime end of U∗. By part (i), the impression of P is of the form
[b(z), p(z)], for some z ∈ Xω. By the above argument, if y is a principal point of P , we must
have y = p(y). Since y ∈ [b(z), p(z)], and there is a single point y in [b(z), p(z)] with p(y) = y,
we conclude that P has a unique principle point. Thus, P is accessible. On the other hand, by
Part (i), for any z ∈ Xω, there is a prime end of U
∗ whose impression is equal to [b(z), p(z)].
By the above argument, p(z) is the unique principal point of that prime end. Therefore, the set
of principal points of the prime ends of U∗ is equal to {p(z) | z ∈ Xω}.
(iii): Assume in the contrary that there are distinct prime ends P 1 and P 2 in U whose
impressions intersect. By part (i), the impressions of P1 and P2 must be equal to [b(y), p(y)],
for some y ∈ Xω. Let (Ω1i )i≥1 and (Ω
2
i )i≥1 be fundamental chains in the classes of P
1 and P 2,
respectively. Since P1 and P2 are not equivalent, there is j ≥ 1 such that Ω
1
j ∩ Ω
2
j = ∅. For
i ≥ 1, choose yi ∈ Ω
1
i . We have d(yi, [b(y), p(y)]) → 0.
Let αi and βi denote the landing points of ∂Ωi ∩ U
∗ on Xω. We may relabel these points so
that αi < b(y) < βi, with respect to a fixed cyclic order on ω. The open set
Wj = int (Ω2j ∪ U
′)
is a Jordan domain, which is bounded by
∂Ω2j ∩ U ∪ [αj, b(αj)] ∪ [βj , b(βj)] ∪ {w ∈ ω | b(βj) ≤ b(w) ≤ b(αj)}).
In particular, [b(y), p(y)] ⊆ Wj . Since d(yi, [b(y), p(y)]) → 0, as i → ∞, there must be i > j
such that yi ∈Wj, and hence yi ∈Wj ∩ U = Ω
2
j . Therefore,
yi ∈ Ω
1
i ∩ Ω
2
j ⊆ Ω
1
j ∩ Ω
2
j = ∅,
which is a contradiction. 
Let V be a connected and simply connected domain in Cˆ whose boundary contains at least
two points. Let ψ : D(0, 1)→ V be a Riemann map, that is, a one-to-one and onto holomorphic
map. By the general theory of prime ends, for any fundamental chain (Ωi)i≥1 in V , (ψ
−1(Ωi))i≥1
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is a fundamental chain in D(0, 1). This correspondence induces a bijection between the set of
prime ends of V and the set of prime ends of D(0, 1).
The prime ends of D(0, 1) are easy to understand. Any prime end of D(0, 1) is accessible, and
distinct prime ends of D(0, 1) have distinct principal points. The map which sends a prime end of
D(0, 1) to its unique principal point induces a bijection between the set of prime ends of D(0, 1)
and ∂D(0, 1). Combining with the above paragraph, ψ induces a one-to-one correspondence
between ∂D(0, 1) and the set of the prime ends of V . Let P be a prime end of V which is the
image of eiθ ∈ ∂D(0, 1) under this bijection and P has a unique principal point in ∂V . Then,
the radial limit limr→1− ψ(re
iθ) exists and is equal to the principal point of P . See Corollary
2.17 in [Pom92].
By Proposition 3.8, the set U∗ is connected, and simply connected. We may consider a
Riemann map
Φ : Cˆ \ D(0, 1)→ U∗,
with Φ(∞) = ∞. By the above paragraphs, Φ induces a bijection between the set ∂D(0, 1) =
∂(Cˆ \ D(0, 1)) and the set of the prime ends of U∗. By Lemma 4.2, every prime end in U∗ is
accessible, and has a unique principal point which belongs to {p(z) | z ∈ Xω}. Thus, there is a
bijection between ∂D(0, 1) and p(Xω). For every θ ∈ R, the radial limit
lim
r→1+
Φ(reiθ)
exists and belongs to p(Xω). Moreover, for θ 6= θ
′ in R/2piZ, limr→1+ Φ(re
iθ) 6= limr→1+ Φ(re
iθ′).
We extend the base map b : Xω → ω to
(10) b : U ∪Xω → ω
as follows. For an arbitrary x ∈ U we let θ(x) = arg(Φ−1(x)) ∈ R/2piZ, and define
b(x) = b
(
lim
r→1+
Φ
(
reiθ(x)
))
.
For each w ∈ ω, there is a unique θ ∈ R/2piZ such that limr→1+ Φ(re
iθ) = p(w). Then, for
all w′ on the curve Φ({reiθ | r > 1}), b(w′) = b(p(w)) = w. This implies that for each w ∈ ω,
the set b−1(w) in U ∪ Xω is a Jordan arc consisting of [w, p(w)] and Φ({re
iθ | r > 1}). This
curve meets ω only at w.
Proposition 4.3. The map b : U ∪Xω → ω is continuous.
Proof. We aim to prove that b−1(I) is closed in U ∪Xω, for every closed set I ⊆ ω. Since ω is
a Jordan curve, it is sufficient to prove that b−1(I) is closed whenever I ⊆ ω is either a point
or a Jordan arc. If I is a single point, then b−1(I) is a Jordan arc and therefore is closed. Let
I ⊆ ω be a Jordan arc and let α and β be its end-points. We know that b−1(α) and b−1(β) are
disjoint Jordan arcs which land at α and β on ω. Therefore, b−1(α) ∪ b−1(β)) divides U ∪Xω
into two disjoint Jordan domains, denoted by V1 and V2. The sets V1 ∩ω and V2 ∩ω are Jordan
arcs in ω with end points at α and β. Hence, one of these sets, say V1∩ω, is equal to I. On the
other hand, U ∪Xω is a disjoint union of b
−1(w), for w ∈ ω. Therefore, V1 is a disjoint union
of such arcs. This implies that
V1 = b
−1(b(V1)) = b
−1(V1 ∩ ω) = b
−1(I). 
For w ∈ ω, b−1(w) is a Jordan arc in U ∪ Xω which lands at a single point on ω. For x
and y in b−1(w), we define [x, y] to be the unique Jordan arc in b−1(w) which ends at x and y.
When x = y, we have [x, y] = {x}. Note that if x and y belong to Xω ∩ b
−1(w), this notation
is consistent with our earlier notation [x, y].
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Proposition 4.4. For any convergent sequence (xi)i≥1 in U ∪Xω with xi → x, we have
lim
i→∞
[xi, b(xi)] = [x, b(x)],
in the Hausdorff topology.
When xi ∈ X, for all i ≥ 1, we already have the convergence of [xi, b(xi)] to [x, b(x)] from
the definition of hairy Cantor sets. When xi /∈ X, [xi, b(xi)] is the union of [b(xi), p(xi)] and
[p(xi), xi] \ {p(xi)}, where the latter set is a hyperbolic geodesic in U
∗. For the above proposi-
tion, we need to show that such a sequence of hyperbolic geodesics may not have pathological
behaviour. We control the location of those hyperbolic geodesic by employing a theorem of
Gehring and Hayman, see [GH62] or [Pom92, Page 88]. That is, let V ⊆ Cˆ be a simply con-
nected domain whose boundary contains at least two points, and let x and y be distinct points
in V . Assume that λ is an arbitrary curve in V connecting x to y, and γ is a geodesic in V ,
with respect to the hyperbolic metric on V , connecting x to y. By Gehring-Hayman theorem,
diam
Cˆ
(γ) ≤ CGH diamCˆ(λ),
where CGH is a universal constant independent of V , x, y, and λ.
For r ≥ 1, let
(11) Ar = Φ
(
{w ∈ C | 1 < |w| ≤ r}
)
∪Xω.
This is a compact annulus in C.
Proof of Proposition 4.4. For any w ∈ ω, b−1(w) ⊂ U ∪ Xω is a Jordan arc which is homeo-
morphic to [0, 1). So there is a linear order on each b−1(w), where w = b(w) is the smallest
point.
Let us fix R ≥ 1 such that for all i ≥ 1, xi ∈ AR, where AR is the compact annulus defined
by Equation (11). Then, for all i ≥ 1, [xi, b(xi)] ⊂ AR. The set of non-empty compact subsets
of AR with respect to the Hausdorff topology is compact. Therefore, to prove the proposition,
it is sufficient to prove that if [xi, b(xi)])i≥1 is a convergent sequence in the Hausdorff topology,
then [xi, b(xi)]→ [x, b(x)].
Assume that ([xi, b(xi)])i≥1 converges in the Hausdorff topology, and let K denote the limit
of this sequence. Then,
K = {y ∈ AR | y = lim
i→∞
yi, yi ∈ [xi, b(xi)],∀i ≥ 1}.
By Proposition 4.3, b : U∪Xω → ω is continuous. This implies that K is contained in b
−1(b(x)).
On the other hand, since each [xi, b(xi)] is connected, K must be also connected. Therefore,
K = [y, b(x)], for some y ∈ b−1(b(x)). Moreover, since xi → x, we have x ∈ K, and hence
x ≤ y, with respect to the linear order on b−1(b(x)). We need to show that x = y. Assume in
the contrary that y > x. We shall derive a contraction by considering two cases.
Case (i): Assume that y > x and y ∈ U . Define
r =
{
(|Φ−1(y)|+ |Φ−1(x)|)/2 if x ∈ U,
(|Φ−1(y)|+ 1)/2 if x ∈ Xω.
Consider the compact annulus Ar defined by Equation (11). Since x ∈ int(Ar)∪ω, and xi → x,
there is an integer i0 such that for all i ≥ i0, xi ∈ Ar. In particular, for i ≥ i0, [xi, b(xi)]
is contained in Ar. As Ar is compact, the Hausdorff limit of [xi, b(xi)], that is K, must be
contained in Ar. But, y ∈ K and y /∈ Ar, since |Φ
−1(y)| > r. This is a contradiction.
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Case (ii): Assume that y > x and y ∈ Xω. By passing to a subsequence, we may assume
that (b(xi))i≥1 is monotone on ω, that is, for all i ≥ 1, b(xi) < b(xi+1) < b(x), with respect to
a fixed cyclic order on ω. Define
γ = b−1(b(x)) ∩AR, γi = b
−1(b(xi)) ∩AR, ∀i ≥ 1.
By virtue of the continuity of b : AR → ω in Proposition 4.3, γi → γ, as i→∞, with respect to
the Hausdorff topology.
The Jordan arcs γ and γ1 divide AR into two Jordan domains. Let
E = {w ∈ int(AR) | b(x1) < b(w) < b(x)}.
7
Since x < y in this case, we may choose two points z and w in γ such that x < z < w < y.
There are Jordan arcs λz : [0, 1]→ E and λw : [0, 1]→ E such that
λz(0) ∈ γ1, λ
z(1) = z ∈ γ, λz((0, 1)) ⊆ E,
λw(0) ∈ γ1, λ
w(1) = w ∈ γ, λw((0, 1)) ⊆ E,
and
λz([0, 1]) ∩ λw([0, 1]) = ∅.
Each of the curves λz((0, 1)) and λw((0, 1)) divides E into two connected components.
b
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b z
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b y
b
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Φ(∂D(0, R))
ω
Figure 4. Illustration of the curves and points in the proof of Proposition 4.4.
The black curves lie in Xω while the blue curves lie in U . The green Jordan arcs
denote the curve λzi , λ
w
i , . . . .
Let us fix yi ∈ [xi, b(xi)], for i ≥ 1, such that yi → y as i → ∞. Let ti denote the unique
point in γi ∩ Φ(∂D(0, R)). Then, γi = [ti, b(ti)] = [ti, b(xi)], for all i ≥ 1.
The curve λw((0, 1)) divides E into two connected components. As yi → y, xi → x, and
x < w < y, there must be i1 ≥ 1 such that for all i ≥ i1, xi and yi lie in distinct components
of E \ λw((0, 1)). In particular, for every i ≥ i1, both of the curves [b(xi), xi] and [xi, ti] meet
the curve λw((0, 1)). It follows that for i ≥ i1, the sets Ci,1 = [b(xi), xi] ∩ λ
w((0, 1)) and
Ci,2 = [xi, ti] ∩ λ
w((0, 1)) are non-empty compact sets in λw((0, 1)). Since Ci,1 ∩Ci,2 = ∅, there
must be a Jordan arc
λwi : [0, 1]→ λ
w((0, 1))
such that
λwi (0) ∈ Ci,1, λ
w
i (1) ∈ Ci,2, λ
w
i ((0, 1)) ∩ (Ci,1 ∪ Ci,2) = ∅.
7int(A) denotes the topological interior of a given set A ⊆ C
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Note that the last property in the above equation implies that λwi ((0, 1)) ∩ γi = ∅. Then, the
union of the Jordan arcs λwi ([0, 1]) and [λ
w
i (0), λ
w
i (1)] forms a Jordan curve in the plane. Let
Wi denote the bounded component of the complement of that Jordan curve. Thus, we have
(12) ∂Wi = λ
w
i ((0, 1)) ∪ [λ
w
i (0), λ
w
i (1)].
and
(13) Wi ∩ γi = ∅.
The closure of the Jordan domainWi is homeomorphic to D(0, 1). Moreover, as xi belongs to
[λwi (0), λ
w
i (1)], Wi contains xi and λ
w
i ([0, 1]). Since xi and λ
w
i ([0, 1]) lie on distinct components
of E \ λz((0, 1)), the curve λz((0, 1)) must divide Wi into at least two connected components.
It follows that there is a Jordan arc
λzi : [0, 1]→Wi ∩ λ
z((0, 1))
such that
(14) λzi (0) ∈ [λ
w
i (0), xi], λ
z
i (1) ∈ [xi, λ
w
i (1)], λ
z
i ((0, 1)) ⊂Wi,
and λzi ([0, 1]) divides Wi into two components, one of which contains xi and the other one
contains λwi ([0, 1]).
We claim that for every i ≥ i1, the Jordan domain Wi enjoys the following property:
(15) if w ∈ λzi ((0, 1)) ∩X, then [b(w), w] ∩ λ
w
i ((0, 1)) 6= ∅.
To see this, fix an arbitrary w ∈ λzi ((0, 1)) ∩ X. By Equation (14), w ∈ Wi, but b(w) /∈ Wi.
Therefore, the Jordan arc [w, b(w)] must cross ∂Wi = λ
w
i ((0, 1)) ∪ [λ
w
i (0), λ
w
i (1)]. However,
[w, b(w)] ∩ [λwi (0), λ
w
i (1)] = ∅. That is because, [b(w), w] ⊂ b
−1(b(w)) and [λwi (0), λ
w
i (1)] ⊂ γi,
while b−1(b(w)) and γi = b
−1(b(xi) are either disjoint or identical. But, w belongs to b
−1(b(w)),
and by Equation (13)), w /∈ γi (since w ∈Wi). This completes the proof of the claim.
Since all the points λwi (0), λ
w
i (1), λ
z
i (0), and λ
z
i (1) lie on γi, we may compare them using the
linear order on γi. We have
(16) b(xi) < λ
w
i (0) < λ
z
i (0) < xi < λ
z
i (1) < λ
w
i (1) < ti.
Since λwi (0) and λ
w
i (1) belong to λ
w((0, 1)) ∩ γi, we must have
(17) lim
i→∞
λwi (0) = lim
i→∞
λwi (1) = w.
Similarly, as λzi (0) and λ
z
i (1) belong to λ
z((0, 1)) ∩ γi, we must have
(18) lim
i→∞
λzi (0) = lim
i→∞
λzi (1) = z
In particular, we have
(19) lim
i→∞
diam
Cˆ
(λzi ([0, 1])) = 0.
Moreover, since xi ∈ [λ
z
i (0), λ
z
i (1)],
(20) lim inf
i→∞
diam
Cˆ
([λzi (0), λ
z
i (1)]) ≥ dCˆ(z, x) > 0.
Now note that at least one of the following three possibilities occurs:
(a) there are infinitely many i with λzi ([0, 1]) ∩X = ∅,
(b) there are infinitely many i with {λzi (0), λ
z
i (1)} ∩X 6= ∅,
(c) there are infinitely many i with λzi ((0, 1)) ∩X 6= ∅.
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Below we show that each of the above scenarios leads to a contradiction.
If (a) occurs, let (ik)k≥1 be an increasing sequence such that λ
z
ik
([0, 1])∩X = ∅. In particular,
the points λzik(0) and λ
z
ik
(1) do not belong to X. Then, the Jordan arc [λzik(0), λ
z
ik
(1)] does not
meet X, and hence, it is a hyperbolic geodesic in U . Therefore, according to the Gehring-
Hayman theorem discussed before the proof, for k ≥ 1, we must have
diam
Cˆ
([λzik(0), λ
z
ik
(1)]) ≤ CGH diamCˆ(λ
z
ik
([0, 1])).
This contradicts the limiting behaviours in Equations (19) and (20).
If (b) occurs, let (ik)k≥1 be an increasing sequence with {λ
z
ik
(0), λzik(1)} ∩X 6= ∅. By Equa-
tion (16), we must have λzik(0) ∈ X. Therefore, by property (v) in the definition of hairy Cantor
sets, and Equation (18), [λzik(0), b(xik )] converges to [z, b(x)]. On the other hand, by Equa-
tion (16), we have λwik(0) ∈ [λ
z
ik
(0), b(xi)], and by Equation (17), λ
w
ik
(0)→ w, But w /∈ [z, b(x)],
which is a contradiction.
If (c) occurs, let (ik)k≥1 be an increasing sequence with λ
z
ik
((0, 1)) ∩ X 6= ∅. Let zik ∈
λzik((0, 1))∩X. By Equation (15), [zik , b(zik)]∩λ
w
ik
((0, 1)) 6= ∅. Let wik ∈ [zik , b(zik)]∩λ
w
ik
((0, 1)).
As wik ∈ λ
w
ik
((0, 1)), from Equation (17), we conclude that wik → w as k → ∞. On the other
hand, since zik ∈ X, by property (v) in the definition of hairy Cantor sets, we have [zik , b(zik)]→
[z, b(z)]. But, wik ∈ [zik , b(zik)] and wik → w /∈ [z, b(z)]. This is a contradiction. 
Proof of Theorem 1.4. By virtue of Theorem 1.2, it is sufficient to prove that every hairy Cantor
set in the plane is ambiently homeomorphic to a straight hairy Cantor set in the plane. Let X
be an arbitrary hairy Cantor set, with base Cantor set B, that is, B is the closure of the set of
point components of X. By Proposition 3.7, X admits a base curve, that is, a Jordan curve ω
such that X ∩ ω = B and the bounded component of R2 \ ω does not meet X. Then we define
the sets in Equation (8).
Let A2 denote the closed annulus defined by Equation (11). The base map b : X → B extends
to the map b : A2 → ω; see Equation (10). By Proposition 4.3, b : A2 → ω is continuous. On
the other hand, following the discussions in Section 3, we may consider a Whitney map µ for
the set A2. Then, we define
h : A2 → [0,∞), h(z) = µ([z, b(z)]).
By virtue of Proposition 4.4 and properties of Whitney maps, h : A2 → [0,∞) is continuous.
Moreover, if b(z) = b(w) and h(z) = h(w) for some z and w in A2, by the properties of height
functions, we have [z, b(z)] = [w, b(z)], which implies z = w.
Let I ⊆ ω be a Jordan arc such that b(X) = B ⊂ I. Consider a homeomorphism
u : I →
{
(x, y) ∈ R2 | y = 0, x ∈ [0, 1]
}
.
Then, we may define the map
Ψ : {z ∈ A2 | b(z) ∈ I} → {(x, y) ∈ R
2 | y ≥ 0, x ∈ [0, 1]}
according to
Ψ(z) = (u(b(z)), h(z)).
By the above paragraph, Ψ is continuous and injective. As {z ∈ A2 | b(z) ∈ I} is a compact
set, Ψ must be a homeomorphism from its domain onto its image. Since the domain of Ψ is
a Jordan curve, its image must be also a Jordan curve. Therefore, one may extend Ψ to a
homeomorphism of the plane.
There remains to show that Ψ(X) is a straight hairy Cantor set. To prove that, we employ
Lemma 2.7. Let C = u(B). Since u is a homeomorphism, and B is a Cantor set of points, C
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must be a Cantor set of points. Define l : C → [0,∞) according to
l(x) = max{y ∈ R | (x, y) ∈ Ψ(X)}.
As Ψ(X) is compact, l(x) is well-defined and non-negative for all x ∈ C. We have
Ψ(X) = {(x, y) ∈ R2 | x ∈ C, 0 ≤ y ≤ l(x)}.
We need to verify the three conditions in Lemma 2.7. Evidently, Ψ(X) is compact, so we
have item (i). By property (iii) in the definition of hairy Cantor sets, X \ B is dense in X. In
particular, the closure of X \B contains B. This implies that the closure of Ψ(X \B) contains
Ψ(B) = C. In particular, we have item (ii) in Lemma 2.7. Property (iv) in the definition of
hairy Cantor sets directly implies item (iii) in Lemma 2.7. Therefore, by Lemma 2.7, Y is a
straight hairy Cantor set. 
Proof of Theorem 1.3. Fix a compact metric space X which satisfies axioms A1 to A4, and A
′
6.
Let B denote the base Cantor set of X, and b : X → B its base map.
By Proposition 3.1, there is a height function h : X → [0,∞), which is continuous on X,
injective on any connected component of X, and h−1(0) = B.
Let C ⊂ R be a Cantor set, and let g : B → C be an arbitrary homeomorphism. Define the
map Φ : X → C × [0,∞) as
Φ(x) = (g(b(x)), h(x)).
The map Φ is injective. That is because, if g(b(x1)) = g(b(x2)) and h(x1) = h(x2), for some
x1 and x2 in X, then x1 and x2 belong to the same connected component of X, and we have
[x1, b(x1)] = [x2, b(x2)]. This implies that x1 = x2.
The map Φ is continuous and injective on a compact set. Therefore, it is a homeomorphism
onto its image. We claim that Φ(X) is homeomorphic to a straight hairy Cantor set. To show
that, we apply Proposition 2.6 to the set Z = Φ(X).
Consider the function l : C → [0,∞) such that
Φ(X) = {(x, y) | x ∈ C, 0 ≤ y ≤ l(x)}.
As Φ is a homeomorphism, and X is compact, Φ(X) must be compact.
Define the sets
Eb = {(x, 0) | x ∈ C, l(x) 6= 0}, Ep = {(x, l(x)) | x ∈ C, l(x) 6= 0}.
By axiom A′6, Eb ∪ Ep is dense in Φ(X). For any ε > 0,
Eb ∩ {(x, y) | x ∈ C, ε ≤ y ≤ l(x)} = ∅,
which implies that
Ep ⊇ {(x, y) | x ∈ C, ε ≤ y ≤ l(x)}.
Therefore,
Ep ⊇
⋃
ε>0
{(x, y) | x ∈ C, ε ≤ y ≤ l(x)} = {(x, y) | x ∈ C, 0 < y ≤ l(x)},
which implies that
Ep ⊇ {(x, y) | x ∈ C, 0 ≤ y ≤ l(x), l(x) 6= 0} ⊇ Eb.
Therefore, Ep is dense in X. This completes the proof of the theorem. 
Axiom A′6 is stronger than axiom A6. But it turns out that any compact set X ⊂ R
2 which
satisfies axioms A1 to A6, also satisfies axiom A
′
6. We state the following corollary for future
application.
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Corollary 4.5. For any hairy Cantor set X ⊂ R2 the set of peak points of X is dense in X.
Proof. By Theorem 1.4, X is ambiently homeomorphic to a straight hairy Cantor set. By
Proposition 2.8, for every straight hairy Cantor set, the set of peak points is dense in that
straight hairy Cantor set. Therefore, the set of peak points of X must be dense in X. 
In [DR14], the authors propose a topological model for the attractor (post-critical set) of
a especial class of infinitely satellite renormalisable maps. The main object in that paper is
built as the intersection of a nest of plain domains. However, they do not study the topological
features of the model presented in the paper. One may see that the topological model presented
in that paper is a Hairy Cantor set.
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