We propose a data-driven stochastic method (DSM) to study the stochastic partial differential equations in the multi-query setting. An essential ingredient of the proposed method is to construct a data-driven stochastic basis under which the stochastic solutions to the SPDEs enjoy a compact representation for a broad range of forcing functions and/or boundary conditions. Our method consists of offline and online stages. A data-driven stochastic basis is computed in the offline stage using the Karhunen-Loève (KL) expansion. A two-level preconditioning optimization approach and a randomized SVD algorithm are used to reduce the offline computational cost. In the online stage, we solve a relatively small number of coupled deterministic PDEs by projecting the stochastic solution into the data-driven stochastic basis constructed offline. Compared with a generalized polynomial chaos method (gPC), the ratio of the computational complexities between DSM (online stage) and gPC is of order O((m/N p )
Introduction
Uncertainty arises in many complex real-world problems of physical and engineering interests. Many physical applications involving uncertainty quantification can be described by stochastic partial differential equations (SPDEs). One of the essential challenges in these applications is how to solve SPDEs efficiently when the dimension of stochastic input variables is high. In applications, we often need to solve the same SPDE many times with multiple forcing functions or boundary conditions. This is also known as the multiquery problem. Many numerical methods have been proposed in the literature to solve stochastic PDEs, see e.g. [38, 5, 9, 10, 16, 23, 29, 40, 3, 41, 28, 37, 21, 36, 1, 35, 27, 11, 12, 30, 33] . Most of these methods use a problem-independent basis. These methods are usually very expensive when the dimension of the input stochastic variables is high. There have been some attempts to use a problem-dependent basis to explore the hidden data sparsity structure of the solution, see [31, 34] . However, almost all these methods focus on constructing a reduced spatial basis, which depends sensitively on the forcing or the boundary condition. The reduced basis need to be reconstructed if one changes the forcing function or the boundary condition.
In this paper, we propose a data-driven stochastic method (DSM) to study the multi-query problem for solving stochastic partial differential equations with a family of forcing functions or boundary conditions. Unlike other reduced basis methods, we focus on constructing a data-driven stochastic basis that can be reused for a family of forcing functions or boundary conditions. By exploiting the effective low-dimensional structure of the stochastic solution, our method provides a compact representation of the stochastic solution, which leads to considerable computational saving over traditional methods during the online stage.
Multi-query problems arise in many physical and engineering applications. Here we consider the case where the forcing functions or the boundary conditions are parameterized by a family of deterministic input parameters and the stochastic coefficients that appear in the SPDE are independent of these input parameters. A typical scenario is to study uncertainty in a subsurface flow in which the permeability field is modeled by some stochastic process and we want to know its responses under different forces [39] . To illustrate the main idea of our approach, we consider a stochastic PDE of the form:
u(x, ω) = 0, x ∈ ∂D, ω ∈ Ω,
where D ∈ R d is a bounded spatial domain and L(x, ω) is a stochastic differential operator. Clearly, L(x, ω) represents the random part of the problem while f (x, θ) is the deterministic forcing function parameterized by θ. u(x, ω) is the stochastic solution.
Our data-driven stochastic method uses the Karhunen-Loève expansion (KLE) [22, 25] of the SPDE solutions. The KL expansion is well known for generating the optimal basis in the sense that its first mterm truncation gives the smallest mean square error among all expansions using an orthonormal basis. As a result, it gives the most compact representation of a stochastic solution. More details about KL expansion will be elaborated in Section 2.1. We note that the stochastic basis generated by the KL expansion is problem dependent and is a functional of the input stochastic variable. Moreover, the mapping between the input stochastic variable and the stochastic basis is nonlinear. The KL expansion has found many applications in statistics, image processing, and uncertainty quantification. In these applications, the eigenvalues of the covariance function are often found to decay very fast, which indicates that these stochastic solutions have certain low-dimensional structures. How to extract a compact data-driven stochastic basis from the KL expansion of the stochastic solution with a family of forcing functions is the main focus of our paper.
We remark that a dynamically bi-orthogonal method (DyBO) has been proposed and developed to solve time-dependent stochastic PDEs, see [6, 7, 8] . By solving an equivalent system that governs the evolution of the spatial and stochastic basis, the DyBO method essentially tracks the KL expansion of the stochastic solution on the fly without the need of solving the expensive eigenvalue problem associated with the covariance matrix. Applications of DyBO to 1D Burgers equation, 2D incompressible Navier-Stokes equations and 2D Boussinesq approximation with Brownian forcings show that the DyBO method can solve nonlinear time-dependent stochastic PDEs accurately and efficiently.
Constructing a data-driven stochastic basis offline
One of the main contributions of this paper is that we propose an effective strategy to construct a data-driven basis {A i (ω)} m i=0 in the offline stage, where A 0 (ω) = 1 and m is the number of elements in the basis. As a first step, we construct a compact representation of f (x, θ) by assuming that the forcing function f (x, θ) can be approximated by a finite dimensional basis f i (x), i.e. f (x, θ) ≈ K i=0 c i (θ)f i (x). Such expansion can be obtained by applying singular value decomposition (SVD) or Empirical Interpolation Method (EIM) [2] to f (x, θ). With such parametrization of f , we begin our construction of the stochastic basis {A i (ω)} m i=0 based on the KL expansion of the SPDE solution of (1) with f 0 (x) as a forcing function. We propose an error analysis to evaluate the completeness of the data-driven basis {A i (ω)} m i=0 . To ensure the stochastic basis {A i } is applicable to the entire range of forcing functions f (x, θ), we design a two-level algorithm to enrich stochastic basis based on the trial functions f k (x), k = 1, 2, · · · , K. When this enriching process is done, the resulting data-driven basis {A i (ω)} m i=0 provides a compact representation of the SPDE solutions that can be used to solve this parameterized family of forcing functions. This enriching algorithm is illustrated in Fig. 1 in Section 3. The detailed implementation of this enriching algorithm depends on the specific numerical representation of the stochastic basis, which will be elaborated in detail in Section 3.
Computing the stochastic solution online
The online stage of the data-driven stochastic method is straightforward. For each f (x, θ) of interest in (1), i.e., each query (or a choice of θ) in an application, we project the stochastic solution to the stochastic basis that we constructed in the offline stage:
where A 0 = 1 and u 0 (x) is the mean of the solution. We use the Galerkin projection to derive a coupled deterministic system of PDEs for u i (x) and solve this system by any standard numerical method. To obtain an estimate on the error of our method, we apply a Monte Carlo method to solve the residual equation to obtain an a posteriori error estimate. In general, only a relatively small number of Monte Carlo realizations is needed in this error correction step since the variance of the residual is expected to be small. If the residual error is larger than our prescribed threshold, then we can add the residual error correction to the stochastic solution obtained by the DSM. This would give an improved approximation to the stochastic solution. Once we obtain the numerical solution u(x, ω), we can use it to compute statistical quantities of interest, such as mean, variance, and joint probability distributions.
Comparison of computational complexities
We have performed a complexity analysis for our data-driven stochastic method and compared it with other commonly used methods, such as the gPC method and gSC (generalized stochastic collocation) method. Let m and N p be the numbers of elements in the basis used in DSM and gPC respectively. Let J be the stochastic collocation points used in gSC. Let t 1 denote the overhead time of generating the stiffness matrix and the Cholesky decomposition in the gPC solver and CN 2 p denote the computation time of one-time forward/back substitution, where C is a constant that depends on the physical grid number. Let t 2 denote the overhead time of DSM in the offline stage and n denote the total query number. The computational cost of gPC and DSM will be t gP C (n) = t 1 + nCN 2 p and t DSM (n) = t 2 + nCm 2 , respectively. The computational cost of gSC is t gSC (n) = nJt 0 , where t 0 is the computing time of the deterministic solver on one collocation point. A simple calculation shows that the DSM solver will be superior to the gPC solver when we need to solve the original SPDE with more than n c = [
The larger N p is, the smaller n c becomes. Similarly, DSM solver will be superior to the gSC solver when we need to solve the original SPDE with more than n c = [ To further reduce n c , we would like to reduce the overhead time, t 2 , in DSM. If we construct the KL expansion by first forming the co-variance matrix and then solving the large scale eigenvalue problem, the overhead time t 2 and memory consumption could be very large. To alleviate this difficulty, we adopt the randomized SVD algorithm [20] to directly calculate the KL expansion of the stochastic solution. This avoids the need to form the covariance matrix and solve the expensive eigenvalue problem. This approach significantly reduces the computational cost and memory consumption in the offline stage. As we will show in Section 4, the offline computational cost in constructing the KL expansion is negligibly small compared with the overall offline computational cost.
To further reduce the overhead time in DSM, we propose a greedy-type algorithm combined with a two-level preconditioning [13] to enrich our data-driven stochastic basis. First, we derive an error equation for the stochastic solution obtained by the most recently enriched basis. We solve the error equation for each trial function f k (x), k = 1, 2, · · · , K only on the coarse grid, and identify the maximum error τ k * along with the corresponding trial function f k * . The error equation for this trial function is solved again on the fine grid. The KL expansion of the residual error is then used to enrich the stochastic basis. This process is repeated until the maximum residual error is below the prescribed threshold . The two cost-saving measures described above play an important role in reducing the overhead time t 2 . We find that n c is typically quite small. See Section 4 for more discussions.
The rest of the paper is organized as follows. In Section 2 we give some preliminary introductions about the KL expansion and generalized polynomials chaos (gPC) basis. In Section 3, we provide the detailed derivation of DSM. In addition, we will describe our error analysis of the stochastic basis and propose an optimization approach to enrich the stochastic basis. The error correction of the method will also be discussed. An computational time model is built in Section 4 to show the computational complexities of different methods. In Section 5, we apply our method to both the 1D and 2D elliptic partial differential equations with random elliptic coefficients to demonstrate its computational efficiency. Finally, some concluding remarks are given in Section 6.
Some Preliminaries

The Karhunen-Loève expansion
In the theory of stochastic processes, the Karhunen-Loève (KL) expansion [22, 25] is a representation of a stochastic process as an infinite linear combination of orthogonal functions, analogous to a Fourier series representation of a function on a bounded interval. The importance of the KL expansion is that it yields an optimal basis in the sense that it minimizes the total mean square error.
Consider a probability space (Ω, F, P ), whose event space is Ω and is equipped with σ-algebra F and probability measure P . Suppose u(x, ω), defined on a compact spatial domain D ⊆ R d , is a second-order stochastic process, i.e., u(x, ω) ∈ L 2 (D × Ω). Its KL expansion reads as follows
are the eigenpairs of the covariance kernel C(x, y), i.e.,
The covariance kernel C(x, y) is defined as
The random variables {ξ i (ω)} ∞ i=1 are defined as
Moreover, these random variables {ξ i (ω)} are of zero-mean and uncorrelated, i.e.
Generally, the eigenvalues λ i 's are sorted in descending order. Their decay rates depend on the regularity of the covariance kernel C(x, y). It has been proven that an algebraic decay rate, i.e. λ k = O(k −γ ), is achieved asymptotically if the covariance kernel is of finite Sobole regularity or an exponential decay, i.e., λ k = O(e −γk ) for some γ > 0, if the covariance kernel is piecewise analytic [36] . In general, the decay rate depends on the correlation length of the stochastic solution. Small correlation length results in slow decay of the eigenvalues. In any case, an m-term truncated KL expansion converges in L 2 (D × Ω) to the original stochastic process u(x, ω) as m tends to infinity. If we denote by m the truncation error, we have
where we have used the bi-orthogonality of the KL expansion.
In practical computations, we truncate the KL expansion into its first m terms and obtain the following truncated KL expansion
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The truncation error analysis in Eq.(5) reveals the most important property of KL expansion. More specifically, given any integer m and orthonormal basis
, we may approximate the stochastic process u(x, ω) by
where ζ i (ω), i = 1, ..., m are the expansion coefficients. Among all m-term approximations using an orthonormal basis, the KL expansion given by Eq.(6) is the one that minimizes the total mean square error.
In this sense, we say that the KL expansion gives the optimal (or the most compact) basis to represent the stochastic solution in the energy norm. Due to the bi-orthogonality of the KL expansion, we will call the stochastic part of the KL expansion data-driven basis in the rest part of this paper. Remark 2.1. It is important to note that if the correlation length of the solution is small, then the number of expansion term m may be large due to the strong correlation of the stochastic solution. In this case, the data-driven stochastic method based on the KL expansion is not an optimal choice, although it still has some advantages over the Monte Carlo method or a stochastic spectral method. To develop a more effective DSM method for stochastic solutions with small correlation length, we need to develop a multiscale version of the DSM method. This will be investigated in a subsequent paper.
The generalized Polynomial Chaos (gPC) basis
In many physical and engineering problems, randomness generally comes from various independent sources, so randomness in SPDE (1) is often given in terms of independent random variables. We assume the randomness in the differential operator L(x, ω) is given in terms of r independent random variables, i.e., ξ(ω) = (ξ 1 (ω), ξ 2 (ω), · · · , ξ r (ω)). Without the loss of generality, we can further assume such independent random variables have the same distribution function ρ(x). We get L(x, ω) = L(x, ξ 1 (ω), ..., ξ r (ω)). By the Doob-Dynkin's lemma [32] , the solution of Eq.(1) can still be represented by these random variables, i.e.
For some commonly used distributions, such as the Gaussian distribution and the uniform distribution, such orthogonal polynomial sets are Hermite polynomials and Legendre polynomials, respectively. For general distributions, such polynomial set can be obtained by numerical methods [37] . Furthermore, by a tensor product representation, we can use the one-dimensional polynomial H i (ξ) to construct a sufficient orthonormal basis
where α is a multi-index and J ∞ r is a multi-index set of countable cardinality,
The zero multi-index corresponding to H 0 (ξ) = 1, which is used to represent the mean of the solution. Clearly, the cardinality of J ∞ r is infinite. For the purpose of numerical computations, we prefer a finite set of polynomials. There are many choices of truncations. One possible choice is the set of polynomials whose total orders are at most p, i.e.,
The cardinality of J p r in (9) or the number of polynomial basis functions, denoted by N p = |J p r |, is equal to (p+r)! p!r! . Another good choice is the sparse truncation method proposed in Luo's thesis [26] . We may simply write such a truncated set as J when no ambiguity arises. The orthonormal basis H α (ξ) is the standard generalized Polynomial Chaos (gPC) basis, see [16, 40, 21] for more details.
Stochastic elliptic equations with low-dimensional structure
To illustrate our ideas, we consider the data-driven stochastic method (DSM) for the elliptic equation with a homogeneous Dirichlet boundary condition, i.e.,
where p, q = 1, ..., d and Einstein summation is assumed. Eq. (10) arises in many physical and engineering fields. For example this equation can be used to model the flow and transport in natural porous media such as water aquifer and oil reservoirs [24, 14, 13, 39] , where the permeability field a pq (x, ω) is a stochastic process whose exact values are infeasible to obtain in practice due to the low resolution of seismic data.
The simplest approach to a numerical solution of Eq. (10) is the Monte Carlo (MC) method. To solve Eq.(10) by MC, we need to generate numerous samples of the permeability field a pq (x, ω) with a prescribed distribution, solve Eq.(10) for each sample, and determine the statistics of u(x, ω) from this ensemble of solutions. Due to the slow convergence of the MC method, this approach requires a large number of samples.
Further improvements on convergence rate can be achieved by exploring certain structures of the stochastic solutions. Stochastic spectral finite element method (SSFEM) [16] and generalized Polynomial Chaos (gPC) methods [40, 41] explore certain smoothness of stochastic solutions with respect to random variables and use a set of orthogonal polynomials to represent the solution. The solution generally takes the form of u(x, ω) = α∈J u α (x)H α (ω), where J is some multi-index set and H α (ω) is a set of orthogonal polynomials. There has been considerable progress in developing efficient numerical methods to solve Eq. (10) in the past two decades, such as the stochastic collocation (SC) method [1] . However the SSFEM, gPC and SC methods suffer from the curse of dimensionality. They use a stochastic basis that is problem independent. Such feature is attractive in the sense that it makes these methods very general. However, the use of problem-independent basis is also the reason that they do not give a compact representation of the stochastic solution. Constructing a problem-dependent or data-driven stochastic basis is essential in exploiting the data-sparsity structure of the stochastic solution to design more efficient numerical algorithms. The sparsity that we explore here is not the usual entry-wise sparsity, i.e., only a few of non-zero entries or coefficients, but the data-sparsity, i.e., a few data are required to provide an accurate description of the stochastic solutions. For more discussions on data-sparsity, we refer to [18, 19] .
Let us first consider the 1D stochastic elliptic equation with a homogeneous Dirichlet boundary condition as follows:
where the random field a(x, ω) satisfies the ellipticity, 0 < a 1 ≤ a(x, ω) ≤ a 2 < ∞, almost surely. After some simple calculations, we obtain its analytic solution
where C(ω) is determined by the boundary condition, given by
.
In addition, we denote b(x, ω) = 1 a(x,ω) and assume b(x, ω) has an exact M -term KL expansion
6 where b 0 (x) =b(x) and B 0 (ω) = 1. Substituting the KL expansion (15) into the solution (14), we obtain
Apparently, the solution expression (16) reveals that solution of the 1D stochastic elliptic equation (12) lies in the space spanned by the stochastic basis
is smooth enough, the number of effective terms in the KL expansion of b(x, ω) will be small and the solution has a low-dimensional structure independent of the forcing function f .
For the stochastic elliptic equation (10) in 2D, we cannot obtain an explicit solution expression. Our numerical study seems to indicate that similar results still hold for equation (10) with certain class of coefficient a(x, ω). The above analysis may shed lights on exploring the data-sparsity of the solutions of SPDEs and developing effective numerical method.
A data-driven stochastic method
General framework of the data-driven stochastic method
The central task of our data-driven stochastic method is to look for a data-driven stochastic basis under which the solution of a SPDE enjoys a compact expansion. Clearly, such stochastic basis should be constructed through learning some information about the stochastic solution. To obtain useful information and grasp physical insights of the system involving randomness, certain post-processing of the stochastic solution is necessary. Due to its error-minimizing property, the Karhunen-Loève expansion is a natural choice for post-processing of the solution and constructing a problem-dependent stochastic basis.
We first outline the general framework of our data-driven stochastic method (DSM), which consists of offline and online stages. In the offline stage, we propose an effective strategy to construct a data-driven basis {A i (ω)} m i=0 , where A 0 (ω) = 1 and m is the number of elements in the basis. Our method is a greedytype algorithm combined with a two-level preconditioning [13] to reduce the offline computational cost. Once the data-driven basis is constructed, we can use them in the standard Galerkin method to solve the SPDEs (1) in the online stage. Specifically, we expand the stochastic solution in terms of this stochastic basis u(x, ω) = m i=0 u i (x)A i (ω) and solve a coupled system of PDEs for the deterministic coefficients,
. Since the online stage is pretty straightforward, we only state the offline computation algorithm as follows, see also Fig.1 for illustration of the main ideas.
DSM Offline Computation.
• Step 0 (Preparation):
-Set the error threshold 0 ; Partition spatial domain D into a fine grid D h and a coarse grid
• Step 1 (Initial learning step on the fine grid D h ):
-Solve Eq.(1) with f 0 (x) as a forcing function to obtain u(x, ω; f 0 ); -Calculate the truncated KL expansion of u(x, ω; f 0 ) and use the first m 1 terms of the stochastic modes to obtain the current data-driven basis
, where A 0 (ω) = 1.
• 
-If max 1≤k≤K ||τ k || < 0 , goto step 4; else set k * = arg max 0≤k≤K ||τ k || and f k * (x), goto step 3.
• Step 3 (Update on fine grid D h ):
-Solve the residual equation associated with f k * (x) to obtain the residual error τ k * = τ (x, ω; f k * );
-Enrich the current stochastic basis
by the KL expansion of τ k * and use
to denote the updated stochastic basis. Goto step 2.
• Step 4 (Termination):
-Save the data-driven stochastic basis, denoted by {A i (ω)} m i=0 and relevant statistical quantities.
The detailed implementation of this greedy-type algorithm depends on the numerical representation of the stochastic basis, which will be elaborated at length in the next three sections. In this paper, we discuss three ways to represent the stochastic basis:
• Ensemble representation, i.e, sampling method, such as Monte Carlo method, quasi Monte Carlo method, etc.
• Stochastic collocation representation, such as the sparse grid based stochastic collocation (SC) basis.
• Spectral representation, such as the generalized Polynomial Chaos (gPC) basis.
Data-driven stochastic basis via an ensemble representation
In this section, we introduce our data-driven stochastic method via an ensemble representation, i.e., Monte Carlo samples. We consider the following elliptic SPDE:
where the coefficient a(x, ω) is assumed to be positive with upper and lower bounds almost surely. The forcing function f (x, θ) is approximated by a finite basis,
In the initial learning step of our DSM method, we first use the Monte Carlo method to generate N samples of the random coefficient {a(x, ω)}, ω ∈ Ω N = {ω n } N n=1 and solve Eq. (17)- (18) with f 0 (x) as the right hand side to obtain {u(x, ω n ; f 0 )} N n=1 , abbreviated as u(x, ω; f 0 ). The m 1 -term KL expansion of the MC solution u(x, ω; f 0 ) gives the dominant components in the random space. We use the decaying property of eigenvalues to select parameter m 1 , i.e., to select m 1 elements from the stochastic basis such as λ m1+1 /λ 1 is smaller than some pre-defined threshold, say 10 −4 . We denote the truncated KL expansion as
We call the stochastic basis
in Eq.(19) the data-driven stochastic basis in ensemble representation, where A 0 (ω) = 1. In general, the stochastic basis constructed by using f 0 may not be adequate to give an accurate approximation of the stochastic PDE for another right hand side, f (x, θ). We need to supplement the stochastic basis by using multiple trial functions involving other f k .
In the preconditioning and update step of our DSM, we propose a greedy-type algorithm and adopt a two-level preconditioning strategy to enrich the stochastic basis. First of all, we consider the error analysis. Given a new right hand side f 1 (x) = f (x, θ) for some choice of θ, we expand the solution in terms of the stochastic basis,
In the rest part of this subsection, we also use u i (x) ≡ u i (x; f 1 ) for simplification. We use the standard stochastic Galerkin method to obtain the coefficient u i (x). Specifically, we substitute the expansion (20) into the SPDE (17), multiply both side by A j (ω) and take expectations. This gives rise to a coupled PDEs system for the expansion coefficient u i (x),
where Einstein summation is assumed. Solving the coupled deterministic PDEs system (21)- (22) by numerical methods, such as finite element method (FEM) or finite difference method (FDM), we obtain the expansion coefficient {u i (x)} m1 i=0 and thus the approximate solution for u(x, ω; f 1 ) in (20) . We know that the exact solution can be written as
where τ (x, ω; f 1 ) is the error. Simple calculations show that the error satisfies the following equation
To check the completeness of the stochastic basis, we solve the residual Eq.(24) on a coarse grid, for each f k (x) (k = 1, ..., K) and obtain the error {τ (x, ω; f k )} K i=k . If max 1≤k≤K ||τ (x, ω; f k )|| < 0 , then this stochastic basis is considered complete. Here || · || can be the L 2 (D × Ω) norm of the variance of the stochastic solution. If this is not the case, we identify the maximum error τ k * = max 1≤k≤K ||τ (x, ω; f k )|| along with the corresponding trial function f k * (x). We then solve the residual Eq.(24) for this trial function f k * (x) again on a fine grid. We perform the KL expansion for the residual solution τ (x, ω; f k * ) and extract several dominant components in the random space and supplement them to the current stochastic basis. We use
to denote the updated stochastic basis. This process is repeated until the maximum residual is below the prescribed threshold 0 . We save this data-driven stochastic basis, denoted by {A i (ω)} m i=0 and relevant statistical quantities.
In the online stage, for each query f (x, θ), with our data-driven stochastic basis
, we use the standard stochastic Galerkin method to solve the SPDEs (17)- (18) . The construction of the stochastic basis could be expensive. However, once the stochastic basis is constructed, it can be used repeatedly for different right-hand side function f (x, θ) in the online stage. In the multiple query scenario, our data-driven stochastic method could offer considerable computational saving over the Monte Carlo method when the number of queries is large. We will demonstrate this through numerical examples in Section 5. Remark 3.1. In the offline stage, we need to save the realization of the stochastic basis
. This would enable us to solve for the residual equation (24) and update the stochastic basis. In the online stage, the Galerkin projection reduces the SPDEs (17)- (18) to a coupled system of PDEs (21)- (22) whose coefficients involve only E[aA i A j ], which can be stored in the offline stage. We can save other quantities such as E[A i A j A k ] if we want to calculate high order moment of the stochastic solution.
Data-driven stochastic basis via a collocation representation
In the ensemble representation version of the DSM, the Monte Carlo method may introduce a relatively large sampling error, especially in computing expectations of high order terms. For instance, the term
We need a large number of Monte Carlo samples to obtain an accurate result in (25) . The sampling error will be carried over to the online computation of the data-driven stochastic method and may lead to a relatively large error. In this section, we consider to expand the data-driven stochastic basis in certain basis to alleviate this difficulty.
Stochastic collocation representation
In order to perform residual error correction and improve the accuracy, we would like to expand the stochastic basis A i (ω) in certain stochastic basis, i.e.,
where {H α (ξ(ω))} is a gPC basis in the stochastic space and A αi is the expansion coefficient. Moreover we expand the random coefficient a(x, ω) in the same basis
where a α (x) is the expansion coefficient. Then the term E[aA i A j ] can be calculated as follows:
where the Einstein summation is assumed. In practical computations, the expansion coefficients A αi in (26), a α (x) in (27) and (28) can be approximated with high accuracy by quadrature rules. If the input random variables has a modest dimension and the stochastic solution is smooth, the sparse grid based quadrature rule works quite effectively, see [1, 4, 42] for more details.
In the following, we choose the multi-index of the gPC basis as J p r (see (9) ) and discuss the data-driven stochastic method in the (sparse grid based) stochastic collocation representation. The expansion coefficient A αi is given by
where z j ∈ R r and w j ∈ R are the sparse grid points and the associated weights, respectively. J is the number of the sparse grid points. The term a α (x) in (27) and (28) can be calculated in the same way as follows
and
We use the N p -by-m matrix A to denote the expansion coefficient A αi , which is essentially the data-driven stochastic basis in the stochastic collocation representation. Generally speaking, the data-driven stochastic basis in the collocation representation is the same as that in the ensemble representation. All the methods used in the previous section, such as the initial learning step and the preconditioning and update step can be used directly here. The only difference is that instead of solving Eq. (17)- (18) with Monte Carlo samples, we solve the same equations with the sparse grid points. In addition, the sample average in calculating expectation is replaced by the quadrature rules based on the sparse grid. This simple change significantly improves the accuracy of the data-driven stochastic method and reduces the computational cost. The performance of this method depends on the regularity of the stochastic solution. When the solution of the SPDE is sufficiently smooth, the data-driven stochastic method in the collocation representation is very efficient.
A randomized SVD approach
In the offline stage, we need to calculate the KL expansion of the stochastic solutions. This requires us to solve for the eigenvalues and eigenvectors of the covariance kernel C(x, y) and to project the stochastic solution on the eigenvectors. The covariance kernel C(x, y) is a function whose dimensionality is twice of that of the physical space of the solution u(x, ω). Thus it is very expensive to compute the eigenvalues and eigenvectors of the covariance kernel C(x, y). Thanks to the recently developed randomized algorithms for large-scale linear algebra [20] , we can use the randomized SVD algorithm to directly calculate the KL expansion of the stochastic solution. This avoids the need to form the covariance kernel and to solve the expensive eigenvalue problem. Below, we give a brief introduction to this method. To simplify the notations, we assume the solution has zero mean.
First of all, we solve Eq. (17)- (18) with the random variable evaluated at the sparse grid points
Let X h be a spatial finite element approximation space of dimension N h . For each z j , we use a finite element method to solve Eq. (32)- (33) and denote u h (z j ) as the finite element solution associated with z j . Collecting all the solutions of Eq.(32)(33) with respect to all z j , j = 1, ..., J together, we define a solution set that consists of all the solutions
The matrix form of the solution set is denoted by U = [U 1 , ..., U J ] ∈ R N h ×J , i.e., each column of U is the vector of nodal point values of a finite element solution associated to a sparse grid point z j . The covariance matrix C ∈ R N h ×N h is given by
where w i s are the associated weights of the sparse grid. One can solve the eigenvalue problem for C and obtain the KL expansion for U. However this approach is expensive, or even infeasible, for high-dimensional problems. To overcome this difficulty, we adopt an equivalent approach to get the KL expansion for U directly without forming the covariance matrix C. Let matrixŨ denote the weighted solution set, i.e.,
It should be noted that when w j is negative, the j's column ofŨ is a pure imaginary vector. Actually, the eigendecomposition for C and the SVD decomposition forŨ are closely related. We have made some minor modifications to the randomized SVD algorithm [20] . The resulting algorithm is summarized in Algorithm 1, where k is equal to the target KL expansion mode number m plus an over-sampling number p (usually p = 5 or 10 is sufficient, see [20] for more details).
We can easily see thatŨ 's left-singular vectors and square ofŨ 's singular values are the eigenvectors and eigenvalues of the covariance matrix C, respectively. The memory consumption of C is proportional to O(N 2 h ) and the computational cost of obtaining first m eigenpairs of C by the direct SVD algorithm is proportional to O(N 2 h m). On the other hand, the randomized SVD algorithm works with the matrix U directly instead of the covariance matrix C. The memory consumption of the randomized SVD for U is proportional to O(N h J) and the computational cost of obtaining first m left-singular vectors and singular values is proportional to O(N h J log(m) + m 2 (N h + J)). Therefore, our randomized SVD approach significantly reduces the memory consumption and computational cost in the offline stage, especially when the dimension of the physical space is high, i.e., N h J.
Algorithm 1
The randomized SVD for the weighted snapshots setŨ ≈ U V T 1: Draw a J × k Gaussian random matrix Ω. If the weight w j corresponding to jth sparse grid point is negative, multiply the j's row of the matrix Ω by the imaginary unit i = √ −1. LetΩ denote the modified random matrix.
Compute the SVD of the small matrix B: B =Û V T . 6: Form the matrix U = QÛ . Remark 3.2. When the stochastic solutions dataŨ do not fit in the memory (RAM), we can generate the sample matrix Y =ŨΩ in a sequential way, see Algorithm 2. Now the only requirement is that matrices of size J × k and N h × k must be stored in RAM. This approach significantly reduces the memory consumption. In this section, we discuss the data-driven stochastic basis via a spectral representation, such as the polynomial chaos basis. We still consider the one dimensional SPDEs (17)- (18) as an example. If the coefficient a(x, ω) is given in terms of r independent random variables, i.e., a(x, ω) = a(x, ξ(ω)) = a(x, ξ 1 (ω), ..., ξ r (ω)), the solution of Eq.(17) can be represented by these random variables, i.e., u(x, ω) = u(x, ξ 1 (ω), ..., ξ r (ω)). To simplify notations, we assume the solution u(x, ω) has zero mean. By the Cameron-Martin theorem, we know the solution to Eq. (17) admits a generalized polynomials chaos expansion,
where J ∞ r and J are the multi-index sets for the polynomial chaos basis defined in Section 2.2 (see (9)). If we write the polynomials chaos basis and its expansion coefficient in a vector form
the gPC solution (35) can be compactly written in a vector form
Using the fact that the stochastic basis H(ξ) in the gPC representation (36) is orthonormal, we can derive the KL expansion of the solution without calculating its covariance function, which is given in Appendix A. Now, we are ready to present our data-driven stochastic basis via the gPC representation. We assume the cardinality |J| = N p of the gPC basis {H α (ξ(ω))} α∈J is large enough, so that the numerical solution obtained by the gPC method can serve as the 'exact' solution.
In the initial learning step of our DSM, we pick f 0 (x) as the right hand side and use the gPC method to solve Eq. (17) . Assume the solution is given by u(x, ω; f 0 ) = V(x)H(ξ)
T , we can calculate its m 1 -term truncated KL expansion as
where
The matrix A is essentially the data-driven stochastic basis in the gPC representation, which has the same form as in the stochastic collocation representation but is obtained in a different way.
In the preconditioning and update step of our DSM, we first complement the matrix A into an N p -by-N p orthonormal matrix, i.e., 
Substituting the expansion (38) into Eq.(17), multiplying both side by β∈J A βj H β (ξ(ω)), j = 1, ..., m 1 and taking the expectations, we obtain a coupled PDEs system for the expansion coefficient
where the tensor
] and the Einstein summation is assumed. By solving Eq.(39), we can obtain the DSM solution u DSM (x, ω). Similarly, we expand the solution using the gPC basis
or equivalently
In (41) 
where the tensor T
and the Einstein summation is assumed. By solving the Eq. (42), we can get the expansion coefficient v i (x) in (40) and thus the error of the DSM solution. Let
denote the error of the data-driven stochastic method. According to Eq. (41), the variance of the error τ (x, ω; f 1 ) is given by
. We can apply the same greedy-type algorithm combined with twolevel preconditioning approach to enrich the stochastic basis. We will omit the details here.
Remark 3.3. One advantages to represent the data-driven basis via certain spectral basis is that the spectral representation of the data-driven basis gives very accurate approximation to the statistical quantities of interest, such as
. By using a spectral representation, we can use the modified Gram-Schmidt process to decompose the gPC solutions to obtain the data-driven basis. The memory consumption and computational cost are relatively small.
Remark 3.4. The data-driven basis obtained by the stochastic collocation (SC) representation and the generalized polynomials chaos (gPC) representation has the same accuracy and computational cost in online stage if we fix the index of the orthonormal basis H α (ξ). However the computational cost in the offline stage are quite different. The gPC method is intrusive in the sense that we need to solve a coupled deterministic PDE system to obtain the expansion coefficients. When the physical degree of freedom N h and/or the number of polynomial basis N p is large, the computational cost is very expensive. The SC representation is nonintrusive in the sense that we need to solve a set of uncoupled deterministic equations. Each solution corresponds to a collocation point and has its own weight. From our computational experience, the DSM using the SC representation is computationally more attractive than the DSM using the gPC representation.
An a posteriori error estimate and error correction in the online stage
In this section, we will perform a posteriori error estimates to quantify the residual error between the data-driven solution and the exact solution. Such error estimates provide us with an adaptive strategy to improve the accuracy of our data-driven stochastic method. Thanks to the spectral structure of the data-driven basis (both in the SC representation and gPC representation), we can easily address this issue.
In many applications, we are interested in studying the statistical quantities of the random solution u(x, ω), such as the mean and the variance. Denote the statistical moments of u(x, ω) as E[g(u)], where g(x) = x n , n = 1, 2, .... To simplify the notations, we suppress the spatial variables in the function u(x, ω). Suppose u(ω k ) s (k = 1, ..., N ) are realizations of the random solution computed by MC simulations. The expectation of E[g(u)] can be approximated by the MC ensemble average
Denote the error of the MC estimator (44) as
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The error g (N ) itself is a random variable. According to the Central Limit Theorem [15] , the root mean square error of the MC estimator (44) decays like
where σ[g(u)] is the standard deviation of g(u). Thus, the ensemble average (44) converges to E[g(u)] at the rate of
with a proportional constant given by the variance of g(u). This slow convergence rate is an inevitable result due to the Central Limit Theorem. One way to accelerate the convergence of the MC ensemble average (44) is to reduce the variance. Using the data-driven stochastic method, we can split
where E[g(u DSM )] can be obtained by the DSM and we only need to use MC simulation to estimate
. As a result, we obtain
The error of the estimation (48) is
According to the Central Limit Theorem, the root mean square error of the estimation (49) is
where σ(g(u) − g(u DSM )) is the standard deviation of g(u) − g(u DSM ). If the DSM solution u DSM is a good approximation to the true solution u, then σ(g(u) − g(u DSM )) σ(g(u)) and the ensemble average (48) will converge faster than the direct ensemble average (44). Therefore, the data-driven stochastic solution provides a very effective control variate for variance reduction in the MC simulation.
In practical computations, if the dimension of the SPDE solution space is high, we should avoid resolving all the small scales of the stochastic solution by adding more and more elements into the data-driven stochastic basis. We can put an upper limit on the total number of elements in the stochastic basis and stop the update approach with a pre-defined maximum mode number m max . The solution u DSM (x, ω) obtained by the data-driven stochastic method with m max modes may not be very accurate, but it has already captured the large-scale structure of the stochastic solution. If we subtract the data-driven solution from the exact solution, the error will be another random variable with a smaller variance. Then we use MC simulations to correct the error in the data-driven solution. This error correction procedure further improves the accuracy of the data-driven stochastic method.
The error correction procedure can also provide an a posteriori error estimate for the data-driven stochastic method. We consider the a posteriori error estimate of the mean of the solution as an example. The same idea can be applied to compute other moments. Let r(x, ω) = u(x, ω) − u DSM (x, ω) denote the residual error function. According to (47)-(49), the mean of the random solution can be written as
In ( 
In (52), the mean E[r] and standard deviation σ r of the residual error are unknown. We use the sample mean and sample standard deviation to approximate them. Letr(x) denote the sample mean, i.e.,r(x) = 1 N N k=1 r(x, ω k ), andr(x) denote the sample standard deviation, i.e.,
Let || · || define a norm on some function space over the physical space D, for instance || · || can be the L 2 (D) norm. We define the norm of the sample mean and sample standard deviation of the residual error as τ 
||.
The norm of the sample mean τ • Case 2: Case 1 does not hold, but τ 2 N < 2 τ 1 N , which means the residual error between exact solution and data-driven solution cannot be ignored. However, the fluctuation of the residual error function is small. In this case, {r(x, ω k )} N k=1 provides a very good error correction for the data-driven solution.
• Case 3: Neither case 1 nor case 2 hold, which means the sample number N is too small. We double the sample number to repeat the MC calculation.
In the a posteriori error estimate and error correction framework, the MC simulation is used as an error correction step to the data-driven solution. Alternatively, we can also interpret the data-driven solution as a precomputation step to obtain a control variate for MC simulations. This hybrid method takes the advantages of both the data-driven stochastic method and the Monte Carlo method, which improves the efficiency and accuracy of the proposed method. Remark 3.5. If the dimension of the SPDE solution space is low or medium, it is sufficient to use hundreds of Monte Carlo simulations to obtain a good error correction. However, when the dimension of the stochastic solution is large, we need a large number of Monte Carlo simulations. Even in this case, our method still offers some advantage over existing methods, although the computational saving is not as significant as the case when the effective dimension of the stochastic solution is low or moderate. Moreover, we can adopt various Monte Carlo acceleration techniques to speed up the error correction step, such as the multi-level Monte Carlo method [17] .
Computational complexity analysis
The computational time of the data-driven stochastic method (DSM) consists of both the offline and online parts. The offline computation can be very expensive if we use a brute-force way to construct the data-driven basis. We will show that using the randomized SVD solver and the preconditioning on a coarse grid can significantly reduce this offline computational time. In addition, we construct a time model to demonstrate that the DSM is superior to the traditional methods in a multi-query setting. We focus our discussion on the DSM with the stochastic collocation representation since it is an optimal choice when the stochastic solution is smooth. On the other hand, when the stochastic input dimension is high, DSM with the ensemble representation would give superior performance over other methods.
A computational time model in the multi-query setting
In this section, we construct a computational time model for the 2D elliptic SPDEs in the multi-query setting. Let N h and J denote the number of the physical fine grid points and sparse grid points, respectively. We assume N h J. The fine grid will be chosen as N h = 128 2 . All the simulations and comparisons are conducted on a single computing node with 16GB memory at Caltech Center for Advanced Computing Research (CACR).
The computational time model of gPC solver
Let t 1 = t 1 (N h , N p ) denote the "offline" computation time of gPC solver. The offline cost t 1 can be approximated by t 1 ≈ t 1s (N h , N p ) + t 1chol (N h , N p ), where t 1s is the time of generating the stiffness matrix and t 1chol is the time for the Cholesky decomposition. In Table 1 , we list the computational cost for generating stiffness matrix. On the fine grid N h = 128 2 , t 1s is approximately given by
We then consider the time for the Cholesky decomposition. Recall that if S is an n-by-n positive definite dense matrix, the cholesky decomposition costs about 1 3 n 3 flops. If S is sparse, the cost is much less than 1 3 n 3 and the exact cost depends on the number of non-zero element, sparsity pattern, etc. In Table 2 we list the time of the (AMD permuted) Cholesky Decomposition. On the grid N h = 128 2 , t 1chol is approximated by
Therefore, on the fine grid N h = 128 2 , the "offline" time gPC solver can be approximated by
In the multi-query setting, the stiffness matrix S for gPC solver is fixed and the load vector b is different for each query. We can pre-compute the Cholesky decomposition of S in advance and the computational time is only determined by the forward and backward substitutions in solving the linear equation system. Let t f b denote this time. In Table 3 , we list the computation time of t f b for different grid points and basis elements. On the grid N h = 128 2 , t f b is approximately given by
Let n denote the total number of queries. The computational time of gPC will be
The computational time model of DSM solver
Let t 2 = t 2 (N h , K, m 1 , dm, m) denote the computational time of DSM in the offline stage, where K is the number of trial functions, m 1 is the number of basis elements obtained in the initial learning step, dm is the number of basis added each time in the updating on fine grid step and m is the total number of basis elements obtained in the offline stage, which depends on the prescribed threshold . Roughly speaking, we need one-time initial learning and n up = [ m−m1 dm ] + 1 times updating learning. From our experience, we find m is much smaller than N p when the effective dimension of the stochastic solution is small.
It is easy to show that t 2 can be approximated by
where t SC is the cost of using the stochastic collocation method to solve SPDE in the initial learning step (Step 1) and the residual error equation in the Updating on fine grid step (Step 3), t P re is the cost of the preconditioning on the coarse grid step (
Step 2) and t KLE is the cost of KL expansion in our offline stage. We need to do 1 + n up times of KL expansion. In addition, t P re consists of several parts, i.e., t P re ≈ t P re−s + t P re−chol + t P re−f b ,
where t P re−s is the time of forming stiffness matrix on a coarse grid, t P re−c is the time of doing the Cholesky decomposition and t P re−f b is the time of solving linear equation on coarse grid. We neglect the time of solving residual error equation, since this is done on a coarse physical grid and low level sparse grids. We will do a throughout study of all the parts in Eqs. (65) and (60). We choose the fine grid N h = 128 2 and coarse grid N c h = 32 2 in the following discussion. In Table 4 we list the computational time of randomized SVD on different mesh grids. We also show the computational time of solving the linear equation once using the stochastic collocation method in Table  5 (the same result can be applied for Monte Carlo solver). One can see that the computational time of performing the KL expansion is even less than solving the linear equation once. For instance, on the fine grid N h = 128 2 , if we choose sparse grid number J = 200, the time ratio of KL expansion and stochastic collocation solver in the initial learning stage will be 0.0504 200×0.2455 = 0.102%. Therefore t KLE is negligible. On the other hand, it is easy to obtain
Finally, on the coarse grid, we approximate t P re−s , t P re−chol and t P re−f b as follows:
where m is the basis number in DSM. Putting everything together, We obtain the following estimate for t 2 :
where m i = m i−1 + dm is the number of basis elements in DSM in the ith updating step. Recall Eq.(57), the computational time of DSM will be
Let m and N p be the number of basis elements used in DSM and gPC respectively. We can see that on the same physical grid the ratio of computational complexities between DSM (online stage) and gPC is of order O((m/N p ) 2 ). 
The computational time model of gSC solver
The "offline" cost of gSC is zero. For each forcing function, one needs to solve the SPDE for every stochastic collocation point. Let n denote the total number of queries. On a fine grid N h = 128 2 , the computational time of gSC will be
Comparison of computational complexities
First, we compare the computational cost of DSM and gPC solvers. Simple calculations show that if we need to solve the original SPDE with more than n c = [ t2−t1 0.0223(N 2 p −m 2 ) ] + 1 different forcing functions, the DSM solver will be superior to the gPC solver. Let us substitute all the previous results, i.e. Eqs. (56) and (65) into n c , we can obtain a rough estimate for n c as follows:
Similarly, we can get the result for the comparison between DSM and gSC solver, i.e., DSM solver will be superior to the gSC solver when we need to solve the original SPDE with more than n c = [ 
When the SPDE solution is not smooth in the stochastic dimension, the DSM in the collocation representation may not be efficient since one needs a large number of collocation points to represent the solution.
In this case, all existing methods are expensive and the DSM with the ensemble representation will be the method of choice. We can compare the computational complexity of DSM-MC solver and the reference solver, i.e., the Monte Carlo solver. Let M dsm and M mc denote the sample number used in the DSM-MC solver and the reference solver, respectively. DSM-MC solver will be superior to the reference solver when we need to solve the original SPDE with more than n c = [ 
Inequalities (68), (69) and (70) give the upper bound of n c obtained from our computational time model. The specific value of n c depends on many parameters and is problem dependent. From our computational experience, we find that n c can be relatively small. We will further demonstrate this through a model problem in the next subsection.
A 1D model problem
How to choose the gPC basis number N p , stochastic collocation points number J and the data-driven stochastic basis number m to obtain an accurate solution is problem dependent. In this subsection, we design a model problem to get some understanding on this issue. Recall that our computational time model in Section 4.1 is obtained from a 2D elliptic SPDE with physical grid chosen as N h = 128
2 . Due to constraints in our computational resources, we cannot perform a meaningful comparison of different methods for a very challenging two-dimensional stochastic problem with high dimensional random coefficients whose stochastic solutions are not very smooth. Instead, we construct a carefully designed 1D model problem which shares some essential difficulties of the 2D problem. We consider the following 1D elliptic SPDE:
The random coefficient is defined by
The parameter β is used to control the decay rate of the eigenvalues. Generally speaking, slow decay in the eigenvalues results in a hard problem, which requires more basis elements in the DSM and gPC methods or sparse grid points in the stochastic collocation method to accurately resolve the stochastic solution. In our test, we will choose β = 2, β = 1 and β = 0.5. They correspond to easy, moderate and difficult cases, respectively. We choose r ranging from 2 to 8 as a low-dimensional input test and from 15 to 20 as a high-dimensional input test. The function class of RHS is chosen to be F = span{sin(iπx), cos(iπx)} 10 i=1 . We use the standard piecewise linear finite element method with mesh size h = 1 256 to solve this elliptic problem. In Table 6 we list the comparison result of different methods. For each fixed β and r, we list the minimal number of gPC basis elements (denoted by N p ) and stochastic collocation points (denoted by J) so that the relative error of the STD of the solution is less than 1% for all f (x) ∈ F. We also list the basis number of DSM and the corresponding maximum STD error. For the case β = 2, our DSM can capture the low-dimension structure of the solution very well. For the case β = 1, we need more basis elements or sparse grids to obtain an accurate results. Our DSM still gives a compact representation for the SPDE solutions. For the Table 6 : Compare gSC, gPC and DSM-gSC. The data marked with an asterisk is obtained by extrapolation. case β = 1 2 , one needs high order polynomial basis to approximate the rough solution which makes the gPC method more and more expensive as the dimension of the input variable increases. The data marked with an asterisk is obtained by extrapolation since it is already out of memory using the gPC method. The gSC still works but requires many more collocation points, becoming very expensive. For this difficult problem, our DSM can still give a good approximation of the SPDE solution. Combined with the error correction approach proposed in Section 3.5, our DSM still offers a very effective alternative.
In Table 7 we show the results for the high-dimensional input test. The reference solution is obtained by the Monte Carlo method with 10 6 samples. Both gSC and gPC become extremely expensive in this case. Since DSM with the collocation representation also becomes quite expensive, we choose the DSM with the ensemble representation. We use 10 4 MC samples to represent the DSM basis. Our DSM can still capture about 95% of the STD information.
We conjecture that the results shown in Tables 6 and 7 may still be valid to some extent for 2D SPDE problems. Thus, it would be interesting to investigate what would be the implications for 2D SPDEs if we use the results obtained in Tables 6 and 7 as a guidance. For this reason, we substitute these parameters into our computational time model to compare the computational cost of different methods. In Fig.2 , we show the total computational time of 100 queries using different methods. As we can see, DSM offers significant computational saving over other traditional methods. The saving of DSM over gPC is several orders of magnitude. Even compared with gSC, our DSM method still offers considerable saving. In Fig.3 , we plot the critical query number n c for different scenarios. We can see that with all the cost-saving measures in the offline stage, n c is relatively small. We notice that n c = 1 when we compare with gPC and n c is less than 9 when compared with gSC even for the moderate and difficult cases. All these results demonstrate that DSM is very effective in a multi-query setting. 
Numerical examples
In this section, we perform a number of numerical experiments to test the performance and accuracy of the proposed data-driven stochastic method (DSM) for elliptic SPDEs with random coefficients. As we will demonstrate in our paper, the DSM could offer accurate numerical solutions to SPDEs with significant computational saving in online stage over traditional stochastic methods. The specific rate of saving will depend on how we represent the data-driven stochastic basis. We will use three methods to represent the data-driven stochastic basis: (i) Monte Carlo methods (MC), (ii) generalized stochastic collocation methods (gSC), (iii) generalized polynomial chaos methods (gPC). We denote them as DSM-MC, DSM-gSC and DSM-gPC, respectively.
DSM for a 1D elliptic SPDE
We consider the following 1D elliptic SPDE with random coefficient:
We will apply the DSM-MC, DSM-gSC and DSM-gPC methods to solve this problem. When modelling a whole aquifer or a whole oil reservoir, the correlation length scale for random field a(x, ω) is in general significantly smaller than the size of the computational region. However, the correlation is typically large enough to fall outside the domain of stochastic homogenisation techniques. In addition, typical sedimentation processes lead to fairly irregular structures and pore networks. A faithful model should assume only limited spatial regularity of a(x, ω). A covariance function that has been proposed is the following exponential two-point covariance function
The parameters σ 2 and λ denote the variance and the correlation length respectively. In this paper, we choose p = 1, σ 2 = 1 and λ = 0.1. There are several ways to produce samples of a(x, ω), including the circulant embedding and the KL expansion. We use the KL expansion here. Let k(x, ω) = log(a(x, ω)). We expand k(x, ω) in terms of a countable set of uncorrelated, zero mean random variable {ξ n } ∞ n=1 such that
where we assume E[k(x, ω)] = 0 and {θ n , φ n (x)} ∞ n=1 are the eigenpairs of the covariance function (76). An important point to note is that for Gaussian random field k(x, ω) the random variables {ξ n } ∞ n=1 are a set of independent standard Gaussian variables, i.e., ξ n ∈ N (0, 1). The decay rate of the eigenvalues θ n depends on the regularity of the covariance function (76) and the correlation length λ, see [36] . In our setting, i.e., p = 1 and λ = 0.1 in (76), the eigenpairs of the covariance function (76) have analytic expressions
where {w n } are the real solutions of the transcendental equation tan(w) = 2λw λ 2 w 2 −1 and C n are normalization constants [16] . In practice we truncate the expansion (77) after a finite number K of terms and define the coefficient as We choose K = 8 in (78). The function class of RHS is chosen to be F = span{1, sin(iπx), cos(iπx)} 15 i=1 . We use the standard piecewise linear finite element method with mesh size h = 1 256 to solve this elliptic problem. For the gSC or gPC method, the Hermite polynomials are used for the stochastic approximation. Since the coefficient a(x, ω) has 8 independent random variables, we choose r = 8 and p = 3 in the orthonormal basis index (9) . This gives rise to the multi-index set J = J Let u DSM (x, ω) denote the data-driven solution and u(x, ω) the exact solution. To quantify the error, we define the relative error of mean and STD (standard deviation) in L 2 (D) as follows
Convergence of the offline stage. We first test the convergence of the two-level data-driven basis updating procedure in the offline stage. The updating procedure of the data-driven basis in the ensemble representation, gSC representation and gPC representation give similar results. We only show the results of the DSM in the gPC representation. Let E τ = τ (x, ω) L 2 (D×Ω) denote the L 2 norm of the maximum error, where τ (x, ω) is defined in (43). We list in Table. 8 the decay of the maximum error. Initially, we solve Eq.(74) with f (x) = 1 to obtain the data-driven basis A, which has 6 effective modes. It is clear that this stochastic basis is insufficient. The maximum residual error is 38.05%. Then we begin the two-level data-driven basis updating procedure. Every time, we add 3 modes to the data-driven basis A. After 6 updates, our method converges (here the termination condition is E τ < 0.8%) and we obtain an optimal data-driven stochastic basis, which has 21 modes.
Error analysis of DSM. To understand the source of errors in the DSM method, we decompose the error into two terms. The first source of error E 1 is the difference between the exact solution u exact and the gPC approximate solution u gP C . The second source of error E 2 is the difference between the DSM solution u DSM and the gPC solution u gP C . More precisely, we have
The error E 1 is controlled by the multi-index set J. According to Cameron-Martin theorem [5] , E 1 converges in the L 2 (D × Ω) sense as |J| → ∞ on condition that the exact solution u exact has finite second moment. While the error E 2 diminishes as m → N p . Thus, there is no need to increase m any further once E 2 E 1 . Next, we test the effectiveness of the data-driven stochastic basis. We solve the Eq.(74) with the coefficient a(x, ω) given by (78) and f (x) = sin(1.2πx) + 4 cos(3.6πx). Here the 'exact' solution is obtained by the Monte Carlo method with 10 6 realizations. The relative errors of mean and STD are tabulated in Table. 9. The first and second columns are the comparisons between gPC or DSM solution with the exact solution, while the third and fourth columns are the comparisons between gPC and DSM-gPC solutions. Indeed, as the number of mode pairs in DSM increases, the L 2 (D) errors of mean and STD decrease, indicating the convergence of u DSM to u gP C . When m = 21 the error between the DSM solution and the exact solution is comparable with the error between the gPC solution and the exact solution. Multiple query results in online stage. In the DSM-MC method, we use 40, 000 realizations in the computation and its offline training stage takes about 1,115 seconds. The DSM-gSC method uses 2,193 sparse grid points in the computation and its offline training takes 283 seconds. The DSM-gPC method uses 165 Hermite polynomials in the polynomial chaos basis and its offline training takes 365 seconds. We use m = 21 modes in the DSM basis in DSM-MC, DSM-gSC and DSM-gPC methods in the online stage to solve Eq.(74). We randomly generate 100 force functions, i.e., f (x) ∈ {c i sin(
, where c i , d i , k i , l i , φ i and ϕ i are random numbers. In Fig.4 we show the mean and STD comparison of DSM in MC, gSC and gPC representations in the online stage. One can see that the stochastic basis generated by DSM-MC, DSM-gSC and DSM-gPC is very effective in the sense it can be used to solve Eq.(74) with a large class of RHS force functions. We note that DSM-gSC and DSM-gPC are more accurate than DSM-MC. Taking into account the training time in the offline stage and the accuracy in the online stage, DSM-gSC gives the best performance. To further illustrate the necessity of using multiple trial functions to update the stochastic basis, we plot the numerical results obtained by 9 modes in the DSM basis and the 21 modes in the DSM basis in Fig.5 . We only plot the result of DSM-gSC, since the results of DSM-MC and DSM-gPC are similar. We can see that the computation using only 9 modes gives significantly larger errors than those produced by the computation using 21 modes, indicating that the stochastic basis with 9 modes is not sufficient to represent the class of forcing functions that we consider here.
The a posteriori error estimate and error correction in the online stage. We use the same notations as in Section 3.5. To calculate the second order moment, we denote r 2 (x, ω) = u 2 (x, ω) − u 2 DSM (x, ω), and user 2 (x) andr 2 (x) to denote the corresponding sample mean and sample standard deviation. Let Table. 10- Table. 13, E 1 stands for the relative error between the data-driven solution and the exact solution without using the Monte Carlo error correction, while E 2 stands for the same relative error with the Monte Carlo error correction. Table.10 and Table. 11 show the a posteriori error estimate of the 1st and 2nd order moments, respectively. Since the data-driven basis with 21 modes is approximately a complete basis, several hundreds of Monte Carlo simulations indicate the convergence of the data-driven solution, i.e., τ
In this case, the error correction is not necessary. In practical computations, the exact solution is unknown. This example shows that when the data-driven stochastic basis spans the SPDE solution space, this a posteriori error estimate is very effective. Table.12 and Table. 13 show the error correction of the 1st and 2nd order moments, respectively. We choose the first 10 modes in the data-driven basis to produce an insufficient basis. First several hundreds of Monte Carlo simulations indicate that the L 2 (D) norm of the residual error cannot be neglected. One can see that every time we increase the realization number M rc by a factor of 4, the norms of the sample standard deviation τ gradually become less than some predefined threshold, we obtain a good error correction for the data-driven solution. In this example, the relative error of the 2nd order moment will be 4.675%, if we use the insufficient data-driven basis to solve the SPDE. However, when we use several hundreds of Monte Carlo simulations to provide an error correction, this error becomes less than 1%.
DSM for 2D elliptic SPDE
In this section, we apply our data-driven method to solve the following 2D stochastic elliptic problem with a random coefficient:
where ξ i 's are independent random variables, λ i = 1/i 2 and ϕ i (x, y) = sin(2πix) cos(2π(5 − i)y), i = 1, ..., 4. In the offline stage, the function class of RHS in the preconditioning DSM method is chosen to be F = Table 11 : The a posteriori error estimate of 2nd order moment. m = 21.
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, where k i and l i are random wavenumbers, φ i and ϕ i are random phases. We use this random training strategy to reduce the computational cost. The finite element method is used for the spatial discretization. We first partition the domain D into squares with mesh size h = 1 128 , then further partition them into triangular meshes. Taking into account the slow convergence of DSM-MC, we only discuss and compare DSM-gSC and DSM-gPC here. Hermite polynomials are used to approximate the stochastic solution. Since the coefficient a(x, y, ω) has 4 independent random variables, we choose r = 4 and p = 3 in the orthonormal basis index (9) , which results in a total number of 35 terms in the basis functions, i.e., N p = 35.
Multiple query results in the online stage. The DSM-gSC method uses 201 sparse grid points in the computation and its offline training takes 362 seconds. The DSM-gPC method uses 35 Hermite polynomials in the polynomial chaos basis and its offline training takes 1,261 seconds. Finally both the DSM-gSC and DSM-gPC methods produce m = 13 modes. In the online stage we use them to solve Eq.(79). We randomly generate 100 force functions of the form f (x, y) ∈ {sin(k i πx + l i πy) cos(m i πx + n i πy)} 100 i=1 , where k i , l i , m i and n i are random numbers. In Fig. 6 , we show the mean and STD comparison of DSM in gSC and gPC representations in the online stage. One can see that both the DSM-gSC basis and the DSM-gPC basis are very effective in the sense they can be used to solve Eq.(79) with a large class of RHS force functions. Here the 'exact' solution is obtained by the stochastic collocation method with 1,305 sparse grid points. In Fig.7 we show one of the query results, where f (x, y) = sin(1.3πx + 3.4πy) cos(4.3πx − 3.1πy). The mean and STD of the solution obtained by the stochastic collocation method and DSM-gSC as well as their errors are given. In this example, the relative error of mean and STD are 0.01% and 0.65%, respectively. The DSM-gPC has similar results (not shown here).
Compare the DSM, gPC and gSC. Let n denote the total query number. The computational cost of gSC will be t gSC (n) = 51.80n. For the gPC method with N p = 35, we generate the stiffness matrix S and factorize it, which takes 226.57 seconds. In the online stage, one step of forward and backward substitutions takes 35.32 seconds. The computational cost of gPC will be t gP C (n) = 226.57 + 35.32n. In the online stage of DSM, the size of the stiffness matrix S will be smaller than that of the gPC method. One step of forward and backward substitutions takes 3.89 seconds. Recall that the offline training of DSM-gSC and DSM-gPC takes 362 seconds and 1,261 seconds respectively. The computational cost of DSM-gSC and DSM-gPC will be t DSM −gSC (n) = 362 + 3.89n and t DSM −gP C (n) = 1261 + 3.89n. We plot the total computational time in Fig.8 . Simple calculation shows that if we need to solve the original SPDE with more than 5 (or 8) different forcing functions, the DSM-gSC will be superior to the gPC (or gSC) solver. Similar results can be obtained for DSM-gPC solver.
Compare offline stage of DSM-gSC and DSM-gPC. The online stage of DSM-gSC and DSM-gPC have the same accuracy and computation time, however the offline time is different. Let N h denote the physical degree of freedom, N p denote the number of polynomials and J denote the number of stochastic collocation (sparse grid) points. In the DSM-gPC method we solve a coupled deterministic PDE system with N h N p unknowns to obtain the expansion coefficients, while in the DSM-gSC method we solve J uncoupled deterministic equations with N h unknowns. Each solution corresponds to a collocation point and has its own weight. We use gSC and gPC to solve Eq.(79) with coefficient a(x, y, ω) given by (81) and f (x, y) = sin(1.3πx + 3.4πy) cos(4.3πx − 3.1πy). We fix N h = 128 2 and choose the level of the sparse grid from 2 to 5, i.e., J = 9, 33, 81 and 201 in the gSC method and choose N p = 5, 15, 25 and 35 in the gPC method. The 'exact' solution is obtained by level 9 quadrature rule, which has 2,129 sparse grid points. Table 14 indicates when the solution is smooth the gSC method is very effective. When we increase the number of polynomials N p , the gPC method and the DSM-gPC method become very expensive or even infeasible. The main cost comes from solving the linear equation system due to the memory requirement in a direct method and the computational time in an iterative method. However, the DSM-gSC method is still very effective due to its non-intrusive nature.
To further demonstrate the effectiveness of DSM-gSC, we consider Eq.(79) with another random coeffi- 
where ξ i 's are independent uniform random variables on [0, 1]. In the offline stage, the function class of RHS in the preconditioning DSM is chosen to be
, where k i and l i are random wavenumbers, while φ i and ϕ i are random phases. As before, we use this random training strategy to reduce the computational cost. The finite element method is used for the spatial discretization with h = 1 128 . Legendre polynomials are used for the stochastic space approximation. Since the coefficient a(x, y, ω) has 8 independent random variables, we choose r = 8 and p = 3 in the orthonormal basis index (9) , which results in a total number of 165 basis functions, i.e., N p = 165. In this case, the gPC method is too expensive to compute within the limit of our computational resources.
We use the level 4 sparse grid in the stochastic collocation method to train the data-driven stochastic basis, which has 609 points. We have used a higher level sparse grid points for the convergence study and found out the relative errors of mean and STD between the solutions obtained by 609 sparse grids and higher level sparse grids are smaller than 0.1%. The offline training time of DSM-gSC method takes 674 seconds. The DSM-gSC method gives m = 10 modes. In the online stage we use them to solve Eq.(79). We randomly generate 100 force functions of the form f (x, y) ∈ {sin(k i πx + l i πy) cos(m i πx + n i πy)} 100 i=1 , where k i , l i , m i and n i are random numbers. In Fig. 9 we show the mean and STD comparison of DSM in gSC representation in the online stage. Here the reference solution is obtained by the stochastic collocation method with 2177 sparse grids. One can see that the DSM-gSC basis is very effective in the sense they can be used to solve Eq.(79) with a large class of RHS force functions. In Fig.10 we show one of the query results with f (x, y) = sin(5.3πx + 2.3πy) cos(6.4πx − 4.1πy). The mean and STD of the solution obtained by the stochastic collocation method and DSM-gSC as well as their errors are given. In this example, the relative error of the mean and STD are 0.019% and 0.64%, respectively.
An advantage of the DSM-MC method
When the input dimension of the random variables is high or if the stochastic solution is not sufficiently smooth, the DSM-gSC method will be very expensive or even infeasible. Although the Monte Carlo method has a slow convergence rate, its computational error does not depend on the dimension of the problem or the regularity of the stochastic solution. Therefore the DSM-MC method will be the method of choice. In some engineering applications, the dimension of the input random space could be very large, but the effective dimension of the output random space may be small due to the fast decay of the eigenvalues of the covariance kernel. To demonstrate the effectiveness of DSM-MC in this scenario, we consider the 1D elliptic SPDE (74) with a random coefficient given below:
where ξ m 's and η m 's are independent uniform random variables on [0, 1]. We choose M = 15 and β = 0 in the coefficient (83). We run 4 × 10 4 realizations of Monte Carlo samples in the offline stage to train the DSM basis. The offline training takes 641 seconds and gives 16 modes in the DSM basis. In the online stage, we randomly generate 100 force functions, i.e., f (x) ∈ {c i sin(k i πx + φ i ) + d i cos(l i πx + ϕ i )} 100 i=1 , where c i , k i , φ i , d i , l i and ϕ i are random numbers. For each query we run 10 6 realizations of Monte Carlo samples to obtain the exact solution which takes 790 seconds. We use the DSM-MC solver to obtain the DSM solution which takes 0.01 second. As we can see, the computational saving is huge. In Fig.11 we plot the mean and STD comparison of the DSM solution and the exact solution in the online stage. This example demonstrates that the DSM-MC basis could be very effective when the input stochastic dimension is high but the effective dimension of the output stochastic solution is small.
Concluding Remarks
In this paper, we proposed and developed a data-driven stochastic method (DSM) to study the multiquery problem of stochastic partial differential equations. Our method consists of an offline stage and an online stage. In the offline stage, a data-driven stochastic basis {A i (ω)} m i=1 is computed using the KL expansion and a two-level optimization approach based on multiple trial functions. In the online stage, we expand the SPDE solution under the data-driven stochastic basis and solve a set of coupled deterministic PDEs to obtain the coefficients. By exploring the low-dimensional structure of the solution, our DSM offers considerable computational saving over some traditional methods. Depending on the numerical representations of the data-driven stochastic basis {A i (ω)}, three versions of DSM have been proposed, i.e., DSM-MC, DSM-gSC and DSM-gPC. They have their own advantages and disadvantages. The DSM-gSC and DSMgPC methods depend on the multi-index of the orthonormal polynomial basis. These methods are very accurate but could be expensive when the dimension of the input random variables is large. Under the same computational condition, the DSM-gSC can handle a larger multi-index of the orthonormal polynomial basis than the DSM-gPC method due to its non-intrusive nature. Since the stochastic basis of DSM-gSC and DSM-gPC is expanded in certain basis, we also propose an a posteriori error estimate and error correction based on the Monte Carlo method. This further improves the accuracy of the DSM method. The DSM-MC method has the advantage over DSM-gSC or DSM-gPC in the sense that its accuracy does not depend on the dimension of the input random variables or the regularity of the stochastic solution. This advantage is particularly attractive when the dimension of input random variables is large but the effective dimension of the output stochastic solution is small. Numerical examples have been presented for both 1D and 2D elliptic PDEs with random coefficients to demonstrate the accuracy and efficiency of the proposed method.
We should point out that data-driven philosophy can be extended to the cases where the right-handside function involves of randomness, i.e., f (x, ω) and the time-dependent SPDEs. For the time-dependent SPDEs, we have recently designed a dynamically bi-orthogonal stochastic method to solve time-dependent SPDEs [6, 7] . An important feature of the dynamically bi-orthogonal stochastic method is that it offers considerable computational saving even for a single query since we compute the reduced sparse basis on-thefly. When the dimension of the SPDE solution space is large, the current version of the DSM method does not offer much computational saving. We are currently developing a multiscale version of DSM to handle this class of problems.
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This work was supported in part by AFOSR MURI Grant FA9550-09-1-0613, a DOE Grant DE-FG02-06ER25727, and NSF FRG Grant DMS-1159138. and A is an N p -by-N p orthonormal matrix. In the gPC representation, we only need to use (A.1) and (A.3) to compute the KL expansion of the stochastic solution. There is no need to form the covariance function, which greatly reduces the computational cost.
In practical computations, we sort the sequence of U(x) and the columns of A so that the eigenvalues in Λ U are in a descent order. According to the eigenvalues decay property of the diagonal matrix Λ U , we can truncate the representation (A.1) and (A.3) into m terms and obtain the truncated KL expansion u(x, ω) ≈ 
