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We show that in excitonic insulators with s-wave electron-hole pairing, an applied electric field (either
pulsed or static) can induce a p-wave component to the order parameter, and further drive it to rotate in
the s+ i p plane, realizing a Thouless charge pump. In one dimension, each cycle of rotation pumps exactly
two electrons across the sample. Higher dimensional systems can be viewed as a stack of one dimensional
chains in momentum space in which each chain crossing the fermi surface contributes a channel of charge
pumping. Physics beyond the adiabatic limit, including in particular dissipative effects is discussed.
Controlling many-body systems, and in particular using
appropriately applied external fields to ‘steer’ order param-
eters of symmetry broken phases, has emerged as a central
theme in current physics [1–8]. The excitonic insulator (EI)
is state of matter first proposed in the 1960s [9–11] with an
order parameter defined as a condensate of bound electron
hole pairs that activates a hybridization between two oth-
erwise (in the simplest case) decoupled bands and opens a
gap in the electronic spectrum. Several candidate materi-
als including electron-hole bilayers [12–14], Ta2NiSe5 [15–20]
and 1T -TiSe2 [21–24] are objects of current intensive study;
recent work [14, 25–29] has pointed out possible topologi-
cal aspects. While the early theories of EI considered a one
component order parameter, typically of inversion symmet-
ric s-wave type, realistic interactions also allow for pairing
in sub-dominant channels including p-wave (inversion-odd)
ones. In equilibrium, the s-wave ground state is favored, with
the potential for p-wave order revealed by its fluctuations
accompanied by dipole moment oscillations: the ‘Bardasis-
Schrieffer’ collective mode [30].
In this paper we show that applied electric fields can steer
the order parameter to rotate in the space of s and p symme-
try components, as shown in Fig. 1(a), leading to a realization
of the ‘Thouless charge pump’ [31–34], providing quantized
charge transport across an insulating sample.
The minimal model of an excitonic insulator involves two
electron bands shown in Fig. 1(b): a valence band with en-
ergy ξv (k) that disperses downwards from a high symme-
try point (taken to have zero momentum) and a conduction
band (ξc ) that disperses upwards. For simplicity we assume
that their energies are equal and opposite (ξc = −ξv = ξ).
Relaxing this assumption does not change our results in
an essential way. Defining the overlap G = 2ξv (0), we dis-
tinguish the ‘BCS’ case G > 0 where the two bands cross
at a fermi wavevector kF with fermi velocity vF as shown
by the dashed lines, leading to electron and hole pockets,
and the ‘BEC’ case where G < 0 and the bands do not
cross. Excitonic order corresponds to the spontaneous for-
mation of a hybridization between the two bands due to the
electron-electron interaction V , leading to an order param-
eter ∆(k)=∑k ′ Vkk ′ 〈ψ†c,k ′ψv,k ′〉+c.c. where ψc/v is the elec-
tron annihilation operator of the conduction/valence band.
The s-wave order parameter ∆s(k) is invariant under crys-
tal symmetry operations while p-wave order parameters are
FIG. 1. (a) The s + i p plane for the excitonic order parameter,
with electric field-driven evolution shown as dashed line. (b) The
quasiparticle dispersion in a one dimensional excitonic insulator
(solid lines) along with bands in metallic phase (dashed lines). (c)
The band dispersion of a two dimensional EI with an s+ i p order
parameter and ∆s ¿∆p .
odd under inversion: ∆p (k)=−∆p (−k), and often transform
as a multi-dimensional representation of the crystal symme-
try group. For simplicity we neglect the k-dependence of ∆s ,
and define ∆p (k)=∆p fk where the pairing function fk car-
ries the momentum dependence and satisfies max(| fkF |)= 1.
We focus here on the px pairing channel, which is induced
by the x-direction electric fields we consider here.
Writing the partition function Z as a path integral
over fermion fields ψ = (ψc ,ψv ), performing a Hubbard-
Stratonovich transformation of the interaction term in the
excitonic pairing channel and subsuming the intraband in-
teraction into ξ one obtains (see SI section I)
S =
∫
dτdr
{
ψ† (∂τ+Hm)ψ+ 1
gs
|∆s |2+ 1
gp
|∆p |2
}
(1)
and the partition function is Z = ∫ D[ψ¯,ψ]D[∆¯,∆]e−S . For
physically reasonable interactions such as the screened
Coulomb interaction, the s-wave pairing interaction gs is
typically the strongest while gp is the leading subdomi-
nant one. We may write the mean field Hamiltonian as∫
drψ†Hmψ=∑kψ†kHkmψk with
Hkm[∆s ,∆p ]= ξkσ3+∆sσ1+∆p fkσ2 (2)
where σi are the Pauli matrices acting in the c/v band space.
The electromagnetic field A enters Eq. (2) through the min-
imal coupling k→ k − A required by local gauge invariance
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2and we set electron charge and speed of light to be one. In-
terband dipolar couplings could also occur [6] but do not
affect our results. Since the global phase is not important,
we choose the s-wave order parameter to be real. As we will
show, the system develops an electrical polarization as a p-
wave component pi/2 out of phase with the equilibrium ∆s is
introduced and applied electric fields create ∆p primarily in
this channel in the BCS weak coupling case (see Ref. [30] and
SI section VI), so we choose p-wave pairing in the σ2 chan-
nel. The quasiparticle spectrum is Ek = ±
√
ξ2k +∆2s +∆2p f 2k
as shown by Fig. 1(c) for two dimension (2D). In the pure
p-wave state (∆s = 0), the spectrum will have gapless points
(nodes) at (kx ,ky )= (0,±kF ).
Charge pump—Spatially uniform changes in ∆s,p produce
uniform currents j = 〈∑k ∂kHkm〉 (see SI section II), whose
time integral from the initial (∆s ,∆p ) = (∆,0) to the final
point then gives the pumped charge P . In the limit of slow
order parameter dynamics, P is difference in the polariza-
tion of the final state and the initial state and has a geo-
metrical meaning [33, 35] in terms of the flux of the Berry
curvature 2-form B through the 2D surface S defined in the
abstract space spanned by ∆s , ∆p and the one dimensional
(1D) crystal momentum k by the trajectory in ∆s,p and the
occupied momenta, or alternatively by the line integral of
the Berry connection Aµ = i 〈ψ|∂µ|ψ〉 around the boundary
of S:
P = 1
2pi
∫
S
dS ·B = 1
2pi
∮
dl ·A (3)
where µ= (k,∆s ,∆p ) (see Fig. 2(a)).
The Berry curvature B is sourced by monopoles which
for the Hamiltonian Eq. (2) are the points ξ = ∆s = ∆p = 0,
i.e. the points (k,∆s ,∆p ) = (±kF ,0,0) each of which has
monopole charge 1. If the order parameter evolution com-
pletes a full cycle on the s+i p plane, S becomes the surface
of the 2-torus shown in Fig. 2(a) and the net charge pumped
is the total flux from the enclosed monopoles, which is an
integer N = 2 in the present case. This quantized change
in the polarization is known as the Thouless pump [31], a
topological phenomenon immune to disorder. Note that the
monopoles exist only for the ‘BCS’ (G > 0, band inversion)
case, while in the ‘BEC’ case ξ(k) 6= 0 for all k and there are
no monopoles enclosed in S (see SI section II C).
To compute the polarization for the case the order param-
eter does not complete a full cycle, we use the line integral
representation; an explicit expression for the valence band
wave function from (2) at (k,∆s ,∆p ) is
|ψ〉 = (−v∗, u∗)= 1√
2E(E −ξ)
(
ξ−E ,∆∗) (4)
where ∆=∆s+i∆p fk ≡ |∆|e iφ and |u|2(|v2|)= 12
(
1± ξE
)
. The
Berry connection Aµ = |u|2∂µφ has singularities associated
with the Dirac strings, the intersections of which with S
(marked by crosses in Fig. 2(b)) must be correctly treated in
the evaluation of the line integral. Noting that in the weak
coupling BCS limit |u|2 → 0 deep inside the fermi sea and
FIG. 2. (a) The surface S in the (k,∆s ,∆p ) space used to calcu-
late the flux of the Berry curvature for a 1D excitonic insulator
for which the order parameter evolution completes a full cycle in
the s+ i p plane. The left and right ends of the cylinder are iden-
tified so that S is a 2-torus. In the BCS case (G > 0), there are
two Berry curvature monopoles located at ±kF labeled by the blue
dots. ‘Dirac strings’ are shown by the red dashed lines with direc-
tion shown by black arrows. (b) The surface of the torus shown in
(a) parametrized by k and θ and with k =±pi and θ = 0, 2pi identi-
fied. The contour integral of the Berry connection around the blue
lines yields the charge pumped during a full cycle, with the only
contributions from the vortices at k =pi/a due to intersections with
the Dirac strings. The red rectangles are used to compute the flux
for a partial cycle in the BCS limit.
|u|2 → 1 when ξÀ |∆| we see that in this case the contour
can be collapsed to the red rectangles in Fig. 2(b). Parame-
terizing S using k and the angle θ defined by ∆s+i∆p =Re iθ
in Fig. 1(a), one observes that the polarization of an state on
the s+i p plane depends only on the angle θ (see SI). Specif-
ically, we found
P = θ/pi (5)
for an 1D excitonic insulator (see SI section II). This may
be understood by noting that the low energy physics around
±kF is of two massive Dirac models, each of which realizes
a Goldstone-Wilczek [36] mechanism of charge pumping.
Higher dimensional systems can be viewed as 1D chains
along x direction stacked in momentum space. For a 2D
circular fermi surface one finds
P (θ)=

kF
2pi tan
θ
2 (0< θ <pi/2)
kF
2pi
(
2−cot θ2
)
(pi/2< θ <pi)
kF
pi +P (θ−pi) (pi< θ < 2pi)
(6)
(see SI). A full cycle pumps exactly two electrons along each
1D momentum chain that crosses the fermi surface, giving
P1D = 2, P2D = 2kF
pi
, P3D =
k2F
2pi
(7)
for 1D, 2D and three dimensional (3D) isotropic systems re-
spectively.
Although the charge pump is a bulk property carried by
all valence band electrons, it is also revealed in real space
by the evolution of edge states as ∆s and ∆p are varied, as
shown in Fig. 3 for a 1D wire connected with reservoirs. In
the BCS limit, with open boundary conditions ψ(0)=ψ(L)=
3FIG. 3. Left is the evolution of the edge state energies as a function
of the parameter θ. Right is the spatial profile of one of the two
edge states (labeled by red line on the left) neglecting its quick
oscillating detail. Being filled with red means the edge state is
occupied, whose evolution illustrates the pumping of one electron
from left to right reservoir. The blue edge state is not drawn but is
the mirror image of the red one.
0, it’s straight forward to show that there are two edge states
ψ± = 1
C±
(1,±1)sin(kF x)e∓x∆p/vF , E =±∆s (8)
where C± is a normalization constant. We suppose ∆s +
i∆p = Re iθ and follow the evolution of ψ+ as θ is varied
(see Fig.3). At θ = 0 the state is delocalized and unoccupied
with energy R . As θ is increased the state becomes localized
near x = 0 and decreases in energy. When θ passes through
pi/2, the state becomes maximally localized and becomes
occupied by an electron from the left reservoir since its en-
ergy crosses the chemical potential. As θ further increases
the state becomes delocalized and then localized at the right
edge, delivering its electron to the right reservoir when the
angle crosses 3pi/2. Considering the ψ− state during the
same cycle, two electrons in total are pumped. In higher
dimensions, each 1D kx chain crossing the fermi surface has
a similar edge state evolution (See SI section III).
Dynamics—The coupled dynamics of electrons and the or-
der parameters in the presence of an applied electric field is
described by the action Eq. (1). To understand the qualitative
dynamics, we use a low energy effective Ginzburg-Landau
Lagrangian
L(∆s ,∆p ;E)= F −K +Ldrive (9)
obtained by interpreting the action as the Lagrangian for
semiclassical fields ∆s ,∆p . The dynamics is given by the
standard Euler-Lagrange equation ddt
δL
δ∆˙i
= δLδ∆i and is that
of a point particle moving in the landscape defined by F ,
with kinetic energy K and driven by an electric field through
Ldrive. We find
Ldrive =−P (θ)E − s(∆s ,∆p )E2+O(E3) (10)
where P is the adiabatic polarization in Eqs. (5) or (6), s =
limω→0σ(ω)/(2iω) and σ(ω) is the optical conductivity from
FIG. 4. Electric field pulse induced charge pumping in a 2D
isotropic excitonic insulator. (a) The free energy landscape
F (∆s ,∆p ) plotted on the s+i p plane. Lower energy appears bluer.
A pulse E(t )= Emax tanh′ ((t − t0)/w) with maximum electric field
Emax = 0.39E0 pushes the order parameter to follow the black tra-
jectory which starts from the initial point (∆) and finally resides at
the end point (−∆) within the time 10/∆. (b) The polarization as
a function of time during the dynamics with Pdis being small. (c)
The pumped charge by a single pulse as a function of Emax. The
units are P2D = 2kF /pi and E0 = ∆2/vF . Top inset is a schematic
of a train of well separated pulses which can induce a ‘steady’
current. Bottom inset is a schematic of the device with excitonic
insulator shown in blue and the contacts in gold. The parameters
are gsν= 0.3, gpν= 0.58, ∆= 2Λe−1/(gsν) = 0.071Λ, γ= 0.07∆ and
w = 1/(2∆).
virtual interband excitations (see SI section IV). It is natural
that electric field couples to the polarization and therefore
acts to rotate the order parameter in the ∆s ,∆p plane.
F (∆s ,∆p ) gives the potential landscape in which the dy-
namics takes place; it has the anisotropic ‘Mexican hat’ form
shown in Fig. 4(a). For (quasi) 1D systems in the weak cou-
pling BCS limit:
F =−ν
(
∆2s +∆2p
)
ln
2Λ√
∆2s +∆2p
+ 1
gs
∆2s +
1
gp
∆2p (11)
where ν is density of states in the normal phase and
4Λ is an UV cutoff [10]. The first term becomes
−ν∫ dθk2pi (∆2s +∆2p cos2θk) ln(2Λ/√∆2s +∆2p cos2θk) for a 2D
isotropic Fermi surface and dθk2pi →
sinθkdθkdφ
4pi for 3D. The
landscape has a local maximum at R = 0 surrounded by a
trough at R(θ) of lower values of F . The ground state min-
ima are at (±∆,0) and the pure p-wave phases at (0,±∆p0)
are saddle points with energy higher by Fb = ν(∆2−c∆2p0)/2
where c is a constant depending on the space dimension.
We may estimate the minimal electric field required to
drive the system from the minimum through the p-wave sad-
dle point by equating the potential energy barrier Fb to the
work EP (θ =pi/2)+O (E2) done by the electric field, obtain-
ing
Ec ≈ κE0, E0 =∆/ξ0 =∆2/vF (12)
where ξ0 = vF /∆ is the coherence length (electron hole pair
size), κ = 1pi (1−∆2p0/∆2) in 1D and κ = 12 − 14
∆2p0
∆2
in 2D, and
E0 is at the order of the dielectric breakdown field. For
vF = 106 m/s, ∆= 10meV and ∆p0 ¿∆, such as the case of
electron hole bilayers, the threshold field is Ec ∼ 103 V/cm
which can be easily achieved by modern optical technique.
For a 100meV gap such as that in Ta2NiSe5 [15, 16] (as-
suming it is in the BCS regime), the threshold field is about
105 V/cm. At such large field, O(E2) terms in the Lagrangian
will be important, which pushes the order parameter closer
to zero but does not destroy the qualitative dynamics in the
transient regime. (See SI section IV D)
The dynamical term K has a relatively simple form if the
gap never closes on the Fermi surface and the order param-
eter variation timescale is long compared to the inverse of
the gap. For example for (quasi) 1D
K ≈ ν(R˙2/R2+3θ˙2)/12 (13)
to lowest order in time derivatives. For higher dimensions
with closed Fermi surfaces, there are O(1) changes to the
coefficients and, crucially, dissipation and time non-locality
arises from quasiparticle excitations near the nodes of the p-
wave gap when ∆s passes zero. This dissipation also brings
a correction to the pumped charge: P → P2D + Pdis. To
estimate Pdis, we observe that as the order parameter passes
this gapless regime with a velocity ∆˙s , the probability for the
spinor at k to be excited to the high energy state is given
by the Landau-Zener formula [37]: Pk = e−2piδ
2
k/|∂t2∆s | where
δk =
√
ξ2k +∆2p f 2k is its minimal energy splitting during the
dynamics. In 2D, summing over momenta, one obtains the
number of excited quasi particles N = kF
2pi2vF
| ∆˙s∆p | and the
non-adiabatic correction to the pumped charge
Pdis =−P2D
1
8pi2
|∆˙s |
∆2p
(14)
valid if
√
|∆˙s |¿ |∆p | (see SI section VI B).
Numerics and Experiment—We numerically solved the
mean field dynamics implied by Eq. (1) in the weak coupling
BCS limit and driven by a train of widely separated elec-
tric field pulses (Fig. 4(c)). A static electric field in the DC
transport regime could also drive such an order parameter
rotation but heating effects beyond the scope of this paper
would have to be considered.
To perform the computations we make the mean field ap-
proximation that each momentum state evolves in the time
dependent mean field (∆s ,∆p fk−A(t ), ξk−A(t )) with ∆s,p de-
termined self consistently by the gap equation, neglecting
any spatial fluctuations, and including a weak phenomeno-
logical damping γ to represent energy loss caused e.g. by a
phonon bath (see SI section VI). Each pulse drives the order
parameter along the trajectory shown as the black dashed
line in Fig. 4(a), advancing it by θ = pi to stabilize the sys-
tem in the other s-wave ground state. The total duration of
the evolution from one minimum to the next is Ts ≈ 10/∆
and the amount of charge pumped is WP/2 where W is the
width of the sample. Using a train of pulses with inter pulse
separation T0 À Ts such that the order parameter is stabi-
lized before next pulse arrives, each pulse will induce such
a dynamics and charge pumping, and a quasi steady current
I0 = eWkF /(piT0) is generated. For a 10µm wide sample
with normal state carrier density of 1012 cm−2, and inter
pulse time T0 = 1ns, the current is I0 = 255nA considering
spin degeneracy.
A minimum field strength ∼ Ec (12) is required: as the
maximum electric field Emax of the pulse is increased be-
yond the threshold, the charge pumping (DC current) will
onset sharply, as shown in Fig. 4(c). As Emax further in-
creases, each pulse induces a rotation of more cycles and
would pump more charge, giving rise to the step structure.
Deviations from perfect quantization arise from fast order
parameter dynamics caused by the short duration pulse. A
precisely engineered long duration pulse can substantially
reduce these deviations; see SI section V.
Discussion—In summary, we have shown that applied elec-
tric fields can reveal a p-type order in an otherwise s-type
excitonic insulator and can drive a Thouless charge pump,
if the difference between s and p wave coupling constants
is not too large. Similar dynamics and charge pumping can
happen in general when the ground state order parameter
and the sub dominant one have different parities under in-
version. Observation of the charge pumping would provide
both a verification of order parameter steering and a probe
of the excitonic insulating state, in particular, distinguishing
BCS and BEC states. Study of the charge pumping in the
vicinity of the BCS-BEC crossover is of interest. The photo
induced dynamics in Fig. 4(a) switches the system between
the two degenerate states with ±∆s , and can be viewed as
writing a memory storage device. This memory is read-
able in systems where the two states can be distinguished,
such as those with interband hybridization (leading to ferro-
electricity [38]) or coupling to the lattice that breaks theU (1)
invariance [18, 20, 39].
In the special case of gs = gp in 1D, the free energy land-
scape Eq. (11) is rotationally symmetric on the s+ i p plane
with degenerate minima along the circle R =∆. Exact mean
field dynamics predicts that an electric field pulse establishes
5a dissipation-less rotation which persists with a ‘supercur-
rent’ flowing (see SI section VI A). Further investigation be-
yond mean field and BCS weak coupling limit is interesting.
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1Supplemental Material for ‘Topological charge pumping in excitonic insulators’
I. THE HAMILTONIAN
We base our discussion on the two-band spinless Fermion Hamiltonian that is a minimal model for excitonic insulators:
H =
∫
dr
[
ψ†
(
ξ(p− A)σ3+ϕ
)
ψ
]
+
∫
drdr ′V (r − r ′)ψ†(r )ψ(r )ψ†(r ′)ψ(r ′) (S1)
where ψ† = (ψ†c ,ψ†v ) is the two component electron creation operator with c/v labeling the conduction/valence band, ξ(p)=
ε(p)−µ is the kinetic energy, p =−iħ∇, σi are the Pauli matrices in c-v space, (ϕ, A) is the EM potential and we have set
e = c = 1. In the non interacting case, the overlap of the bands gives rise to an electron and a hole pocket, each with the
Fermi momentum kF , Fermi velocity vF , Fermi level density of states ν= 12pikF /vF in 2D and carrier density n/2 of electrons
in the conduction band and holes in the valence band.
The repulsive interaction V between electrons is attractive between electrons and holes and can induce pairing in several
angular momentum channels, in formal analogy to pairing in superconductors. We write the model as a fermionic path
integral so the partition function is Z = ∫ D[ψ¯,ψ]eψ†∂τψ−H [ψ] and decouple the interaction in the pairing channel: Z =∫
D[ψ¯,ψ]D[∆¯,∆]e−S[ψ,∆]. The Hubbard-Stratonovich fields then represent the order parameters.
We resolve the Hubbard-Stratonovich fields ∆ into basis functions fl of the point symmetry of the material as ∆(p) =∑
l ∆l fl (p). We assume for notational simplicity that the excitonic effects occur near a high symmetry point so lattice effects
are unimportant and that the interaction effects may be restricted to the Fermi surface. In this case the l become the usual d-
dimensional rotational harmonics and the interaction is parameterized by one momentum transfer connecting two points on
the Fermi surface. We focus on s symmetry ( fs(k) has the full point symmetry of the lattice; we take fs = 1) and px symmetry
fp = kx/kF . Projecting the interaction onto these channels defines the coupling constantsgl = 12pi
∫
dθcos(lθ)V (2kF sin(θ/2)).
Note that for l = 0, the 1/2pi factor should be changed to 1/4pi. For Thomas-Fermi screened interaction V (q)= 2pi²(q+qTF) in
2D where qTF /(2kF )=α= e2/(²ħvF ) and ² is the dielectric constant of the environment, the s-wave pairing strength is
νgs = ν 1
4pi
∫
dθ
2pi
2kF |sin(θ/2)|+qTF
= αp
1−α2
1
pi
Tanh−1
(√
1−α2
)
(S2)
and the p-wave one is
νgp = ν 1
2pi
∫
dθ
2picosθ
2kF |sin(θ/2)|+qTF
=α
[
− 4
pi
+2α+ 4
pi
(
1−2α2)p
1−α2
(
Tanh−1
(√
1−α2
)
−Tanh−1
(p
1−α2
1+α
))]
(S3)
where ν = kF /(piħvF ) is the normal state density of state without spin degeneracy and α = e2/(²ħvF ) is the ‘fine structure
constant’ in this system. These equations were previously given [30] and are reproduced here for convenience.
The pairing interactions are shown in Fig. S1 for the screened Coulomb interaction in 2D. To obtain a substantial gp/(2gs),
one needs the high density case where the fermi velocity is large so that the Thomas fermi wave vector is smaller than the
fermi momentum: qTF /(2kF ) = α = e2/(²ħvF ) ¿ 1. Stronger dielectric screening of the environment can further reduce α
and increase gp/(2gs). Moreover, a non-negligible interlayer distance a changes the bare electron-hole Coulomb attraction
into V (r )= 1/
p
r 2+a2, making it more nonlocal and thus can lead to a larger gp/(2gs). Other types of interactions such as
nearest neighbor Hubbard interaction (although originating from Coulomb) could give very strong gp , given that the band
overlapping is suitable.
We further observe that the overall phase of the Hubbard Stratonovich field is not relevant for our considerations, so we
choose ∆s to be real. As we will see, the main effect of an electric field is to induce a p-wave field that is pi/2 out of phase
with ∆s ; we restrict attention to this case. The result is
S[ψ,∆s ,∆p ,A]=
∫
dτdr
{
ψ† (∂τ+Hm)ψ+ 1
gs
|∆s |2+ 1
gp
|∆p |2
}
. (S4)
The mean field Hamiltonian is Hm = ξkσ3+∆sσ1+∆p fkσ2 and the EM field enters as k→ k−A. Note that minimal coupling
substitution is also applied to the p-wave decoupling term: ∆p fk−A , although this term comes from the electron-electron
interaction that contains no EM field. We discuss this choice here in terms of local gauge invariance.
In the full functional integral, the general gauge invariant form of the decoupling term is e−i
∫ r2
r1
dl A(l )∆(r1,r2)ψ
†
v (r1)ψc (r2),
which preserves its form under the usual local gauge transformation Ug : ψ(r ) → ψ(r )e iθ(r ), Aµ → Aµ +∂µθ(r ). We write
2FIG. S1. (a) The s,p,d-wave components of the screened Coulomb interaction in 2D and the ‘fine structure constant’ α = e2/(²ħvF ) =
qTF /kF as functions of electron density ni =m2v2F /(4piħ2) computed from Eqs. (S2) and (S3) using m = 0.05me and ²= 10. (b) The ratio
gp/(2gs ) as a function of α= qTF /(2kF ). For α¿ 1, i.e., in the high density case, gp/(2gs ) becomes considerable and approaches one in
the high density limit. Spin degeneracy is neglected.
∆(r1,r2)= |∆(r1,r2)|e iϕ(r1,r2); both the amplitude |∆(r1,r2)| and the phase ϕ(r1,r2) are dynamical variables. The dependence
on ‘center of mass’ coordinate r = (r1+ r2)/2 gives the spatial variation of the order parameter while the dependence on
r1−r2 gives the internal structure of the electron hole pair (the momentum dependence of the pairing function). Writing the
phase degrees of freedom as ϕ(r1,r2) = ϕ0(r )+ (r1− r2)α(r ) in the slow varying limit, the ϕ0 is the usual order parameter
phase and the combination α+A enters structure of pairing wave function as fk−A−α. In the full long wavelength theory one
should track the dynamics of α. If the dynamics driven by external electric fields does not significantly change the internal
structure of the electron-hole pair (as is the case in the weak coupling BCS limit) then we may neglect the dynamics of α.
Even in the general case when the time dependence of α must be considered at intermediate stages of the dynamics, the
initial and final values remain the same and the amount of charge pumping during a full cycle is still the quantized value
given that the system finally returns to its initial state, as shown in general by Thouless [31].
If the two bands are formed by atomic orbitals having different parities, e.g., p and d orbitals, an interband dipolar moment
term DEσ1 can also occur. This term also contributes to the EM response due to change of inter orbital hybridization.
However, for a full cycle of order parameter dynamics, the amount of pumped charge won’t be affected since the initial and
final states have the same inter orbital hybridization. The dynamics itself won’t be qualitatively affected if the interband
dipole D is not large compared to the dipole formed between s and p-symmetry electron and hole bound states that produce
the order parameters. This is true in the BCS case since the former is proportional to the size of atomic orbitals while the
latter is the size ξ of the extended electron hole bound state.
II. COMPUTATION OF THE POLARIZATION
In this section, we explicitly derive the charge pumping in an 1D excitonic insulator by computing the polarization P
(charge pumped) as a time integral of the current J induced by adiabatic changes to the order parameter over a time interval
from 0 to t and comparing the result to the formula in terms of Berry curvature, consistent with previous results [33].
A. Polarization
For convenience we reproduce the mean field Hamiltonian H and current operator J here:
Hk = ξkσ3+∆sσ1+∆p fkσ2 , jk =ψ†
(
vkσ3+∆p∂k fkσ2
)
ψ , J =∑
k
jk (S5)
3where vk = ∂kξ and the energy eigenvalues are Ek = ±
√
ξ2k +∆2s +∆2p f 2k . The current δJ in response to a change in order
parameter δ∆= δ∆s(t )σ1+ fkδ∆p (t )σ2 is
δJ (Ωn)=−T
∑
ωn
∑
k
Tr
[
jk (iωn + iΩn −H)δ∆ (iω−H)(
(ωn +Ωn)2+E2k
)(
ω2n +E2k
) ] (S6)
in frequency representation. Carrying out the trace over band indices, performing the frequency summation at T = 0 and
analytically continuing iΩn to ω, one obtains
δJ (ω)= iω
2
∑
k
vk fk −ξk∂k fk
Ek
(
−ω24 +E2k
)∆pδ∆s(ω)−∑
k
vk fk
Ek
(
−ω24 +E2k
)∆sδ∆p (ω)
 (S7)
In the adiabatic limit we may neglect the ω2 in the denominators; then transforming to the time domain we obtain
J (t )=−1
2
(∑
k
vk fk −ξk∂k fk
E3k
∆p
∂∆s
∂t
−∑
k
vk fk
E3k
∆s
∂∆p
∂t
)
. (S8)
Integrating in time gives the change in polarization:
P =
∫ (
−∆p
(
vk fk −ξk∂k fk
)
2E3k
d∆sdk
2pi
+ ∆svk fk
2E3k
d∆pdk
2pi
)
. (S9)
B. Berry Connection and Berry Curvature
The Berry connection Aµ is given in terms of the change in wave function under infinitesimal variation of the parameters
µ= (k,∆s ,∆p ) as Aµ = i 〈ψ|∂µψ〉. Defining ∆=∆s + i∆p fk ≡ |∆|e iφ we may write the valence band wave function as
|ψ〉 = (−v∗, u∗)= 1√
2E(E −ξ)
(
ξ−E ,∆∗) (S10)
implying Aµ = |u|2∂µφ where |u|2 = 12
(
1+ ξE
)
. Explicitly,
(
A∆s ,A∆p ,Ak
)
= |u|2
(
− fk∆p
∆2s + f 2k ∆2p
,
fk∆s
∆2s + f 2k ∆2p
,
∆s∆p∂k fk
∆2s + f 2k ∆2p
)
. (S11)
Note that A has singularities (“Dirac strings") along the line ∆s =∆p = 0 and also, for a closed Fermi surface, along the line
∆s = kx = 0. These are shown as dashed lines in Fig. S2(a).
The Berry curvature B = dA is then(
B∆s ,B∆p ,Bk
)
=−
(
∆s
2
vk fk
E3k
,
∆p
2
v fk −ξ∂k fk
E3k
,
ξ fk
2E3k
)
. (S12)
Considering now the flux of B through a surface element of an oriented 2D manifold in ∆s ,∆p ,k space defined by a function
S(∆s ,∆p )= constant and choosing the orientation to be pointing ‘inside’ the cylinder in Fig. S2(a) we see by comparison to
Eqs. S9 that the flux through the surface is just the polarization. This conclusion is independent of the choice of coordinate.
C. BCS-BEC crossover
If the numbers of electrons and holes are separately conserved, the total number n+ = 〈nelectron +nhole〉 = −〈σ3〉+n0 is
also conserved where n0 is the particle number of a completely occupied band. n+ is the analogy to the total charge in a
superconductor, and gives the constraint that shifts G from positive to negative as interaction becomes stronger such that
the system crossovers from a BCS to a BEC type condensate. This is the situation in electron hole bilayers with no interlayer
tunneling. Moreover, n+ can also be approximately fixed by gate voltage. For natural crystals, n+ is not fixed since there are
always interband conversion mechanisms breaking this U (1) symmetry. Hartree terms due to Coulomb repulsion between
a/b orbitals will shift up G and induce such a crossover in this case.
4In the BEC case (G < 0, no band inversion), there are no monopoles and the Dirac string structure looks like that in
Fig. S2, rending zero pumped charge. Intuitively, the excitons in the BEC state are tightly bound electron hole pairs that
don’t overlap with other, and can be viewed as charge neutral point particles. Thus no charge transport can occur.
Therefore, there is a topological transition at G = 0 during the BCS-BEC crossover, and the charge pumping P can be
viewed as an ‘order parameter’ that separate these two regimes, as shown in Fig. S2(c). However, we focused on the dynamics
in the BCS limit in this paper, and it is interesting to investigate similar dynamics in the crossover regime.
D. Pumped charge for arbitrary rotation angle
In this section we provide the details leading to Eqs. (5), (6) of the main text.
Parameterizing S using k and the angle θ ≡ arg(∆s ,∆p ) defined in Fig. 1(a), the Berry connection and curvature can
be projected onto the (k,θ) space. In other words, The wave function can now be viewed as a function of (k,θ) and
∆(k,θ)=∆s+ i∆p fk = |∆(k,θ)|e iφ(k,θ) is the pairing field at (k,θ). Note that fk has a sign that depends on the direction of k,
and that |u|2 = 12
(
1+ ξE
)
is nearly zero deep inside the fermi sea and |u|2 → 1 outside when ξÀ|∆|.
The flux can be converted to the line integral of the Berry connection over the edge of S in Fig. 2(b). The singularities
(marked by crosses in Fig. 2(b)) are from the intersections with the Dirac strings, and must be correctly treated in the
evaluation of the line integral, although they do not contain fluxes in B . For a full cycle, the edge is the blue contour in
Fig. 2(b) together with the two small circles surrounding the two vortices. The former gives zero net contribution due to
periodicity in k and θ while the latter contributes N = 2, recovering the number of monopoles.
The polarization at arbitrary angle θ can be evaluated analytically in the BCS limit in which max(∆s ,∆p )¿G , |ξ(k = pi)|.
The Berry curvature is concentrated in the region |ξ|.∆ so we may perform the integral in Eq. (3) only on the red rectangles
centered on k = ±kF in Fig. 2(b), chosen such that u ≈ 0 on the vertical edges inside the fermi momentum ±kF and thus
Aθ = 0 from Eq. (4), while |u| ≈ 1 on the vertical edges outside the fermi momentum and Aθ = −1. The top and bottom
edges all contribute zero since the gradient of phase is non-negligible only deeply in the fermi sea. Therefore, the contour
integral gives
P = θ/pi (S13)
for an 1D excitonic insulator. This result may also be understood by noting that the low energy physics around ±kF is of two
massive Dirac models, each of which realizes a Goldstone-Wilczek [36] mechanism of charge pumping.
In a 2D system one has two momenta, which we choose to be parallel (kx ) and antiparallel (ky ) to the direction defined
by the antisymmetry of ∆p . The net charge pumped is then an integral over ky of the previously obtained formula. The
only change is that now ξ(kx )→ ξ(kx ,ky ) and it may be that for some values of ky the sign of ξ does not change, meaning
that for these ky the monopoles lie outside the torus of integration so no charge pumping occurs. In the weak coupling limit
the issue may be discussed in terms of the Fermi surface of the disordered (∆= 0) phase. If the fermi surface is open (fermi
crossings for each ky as kx is varied) the density of transferred charge is 2/ay during a full cycle where ay is the lattice
constant in y direction; if the fermi surface is closed, then only the range of ky where crossings occur gives rise to a charge
pumping; thus the net density of pumped charge during a full cycle is 2kF y/pi where kF y is the maximum extent of the fermi
surface in the y direction.
For an incomplete cycle with arbitrary θ, note that each 1D momentum chain crossing the fermi surface at(
±
√
k2F −k2y ,ky
)
= kF (±cosθk , sinθk ) contributes a charge pumping channel described by Eq. (S13), with effective rotation
angle φ(ky )= tan−1 (cosθk tanθ). Summing over all the chains, one obtains
P = 1
2pi
∫ kF
−kF
dky
φ(ky )
pi
= kF
2pi2
∫ 1
−1
dt tan−1
(√
1− t2tanθ
)
= kF
2pi
tan
θ
2
(S14)
for 0< θ <pi/2. Extending the above integral to higher angles, one obtains Eq. (6) of the main text.
E. Current response in time domain
In this section, we try to expand Eq. (S6) to higher orders in frequency and show that this won’t give corrections to the
adiabatic result. We focus on the nodes at k = (0,±kF ) in 2D when the system is close to pure px-wave order. In 3D, the
nodes become a nodal line and the result stays the same up to some O(1) constants. We assume the order parameter passes
the point (0,∆p ) with nearly constant velocity ∆˙s . Close to (0,∆p ), since the trajectory of motion is nearly along the ∆s
5FIG. S2. (a) The (k,θ) surface S embedded in the (k,∆s ,∆p ) space. Shown is the BEC case where the effective G is negative in the mean
field equation (band gap −G is positive). In the Berry connection convention Eq. (S11), there are ‘Dirac strings’ as shown by the red dashed
lines, whose intersection with S lead to the singular vortices in (b). The black arrows indicate the directions of the Dirac strings. (b) The
torus parametrized with (k,θ). The integral of the Berry curvature over the torus is converted into the loop integral on its boundary and
around the singular vortices. The vortices at k = 0 contribute opposite values to those at k =pi/a, rendering the net result to be P = 0. (c)
Schematic of the pumped charge in BCS and BEC regimes of excitonic insulators.
direction, it is enough to consider the current response to ∆s in Eq. (S7). In the BCS limit, the second term vanishes due to
the ξ factor, and what remains is
χ jx ,∆s (ω,0)=
∑
k
vk fk
∆p
Ek
−2iω
ω2−4E2k
=C0(∆p ,∆s)(−iω)+C1(∆p ,∆s)(−iω)2+O(ω3) (S15)
where
C0 =−1
2
∆p
∑
k
vk fk
1
E3k
=−∆pν
∫
dθ
1
2pi
vF cos
2θ
1
∆2p cos2θ
=−νvF 1
∆p
=− 1
2pi
kF
∆p
(S16)
is the adiabatic current leading to Eq. (S14) and C1 is a dissipative term that arises from quasiparicles excitations. At exactly
(0,∆p ), it is
C1 = 1−iω Im
[∑
k
vk fk∆p
E2k
2Ek
ω2−4E2k
]
= pi
ω
∆p
∑
k
vk fk
E2k
(δ(ω−2Ek )−δ(ω+2Ek ))≈
1
8
kF
∆2p
. (S17)
Another source for dissipative current is the quasiparticle contributed optical conductivity from the node:
σxx = i
ω
χ∆p∂kx fkσ2,∆p∂kx fkσ2 =
i
ω
∆2p
k2F
χσ2σ2 =
i
ω
∆2p
k2F
∑
k
4Ek
ω2−4E2k
ξ2k
E2k
= 1
8
∆p
kF vF
+ i Im[σxx ] . (S18)
Its real part is suppressed by the small number ∆p/εF and can thus be neglected.
It appears from Eq. (S17) that there is a correction to the pumped charge as δP = ∫ dtC1∂2t∆s . However, if one includes
higher order terms in frequency, the current response from Eq. (S15) can be written in time domain:
j (t )=
∫ t
−∞
dt ′χ(t − t ′, t ′)∂t ′∆s (S19)
where
χ(t , t ′)=∑
k
vxk fk
∆p
E2k
sin(2Ek t )= ν
1
2pi
∫
dξdθ∆pvF cos
2θ
sin(2Et )
ξ2+∆2p cos2θ+∆2s
= node contribution+high energy state contribution
≈ ν 2
2pi
∆−2p vF
∫ ∆p
−∆p
dξdxx2
sin(2Et )
ξ2+x2+∆2s
+ν2pi
2pi
∆pvF
∫ ∞
∆p
dξ
sin(2Et )
ξ2+∆2
≈ ν∆−2p vF
∫ ∆p
0
duu3
sin(2Et )
u2+∆2s
+high energy state contribution
≈ ν∆−2p vF
∫ ∆p
∆s
dE(E −∆2s /E)sin(2Et )
=−1
4
νvF∆
−2
p
(
∂t +4∆2s
∫
dt
)
1
t
(
sin(2∆p t )− sin(2∆s t )
)
(S20)
6is the response kernel which is time dependent due to the fact that ∆s ,∆p changes with time. If one uses their values at t ′
and evaluate the polarization at t →∞ by ∫ dt j (t ), one recovers exactly the adiabatic current and the topological charge
pumping. Therefore, the non-adiabatic correction is beyond the scope of Eq. (S20), but lies in the fact that the state at t ′ is
not the ground state of the instantaneous mean field Hamiltonian, as assumed here. We will show that this physics can be
addressed in terms of exact dynamics of pseudo-spins.
III. EDGE STATES
In this section we analyse the behavior of edge states. For simplicity we foucs on the weak coupling BCS limit of Eq. (S4)
with open boundary condition. Linearizing the Hamiltonian near the two fermi points ±kF , we find that an edge state wave
function may be written
ψ(x)=φ1e−ikF x+k0x +φ2e ikF x+k0x (S21)
with energy E2 = ∆2− v2Fk20 where ∆2 = ∆2s +∆2p f (kF )2 = ∆2s +∆2p and we have made use of our convention f (kF ) = 1. The
spinor part of the wave function is
φ1 = (∆s + i∆p ,−i vFk0+E) , φ2 = (∆s − i∆p , i vFk0+E) . (S22)
To satisfy the open boundary condition ψ(0)= 0, one requires φ1+φ2 = 0 which yields
∆s + i∆p
∆s − i∆p
= E − i vFk0
E + i vFk0
. (S23)
This and the relation E2 =∆2− v2Fk20 is satisfied by two solutions: (k0, E+)= (−∆p/vF ,∆s) and (k0, E−)= (∆p/vF ,−∆s). The
corresponding wave functions are
ψ± = 1
C±
(1,±1)sin(kF x)e∓x∆p/vF . (S24)
Note that the subscript ± tracks each wave function smoothly as θ varies, but does not specify either the energy or the side
where the state is localized at. They are determined by the sign of their energies and the exponential factors.
The relation between the two edge states follows from symmetries. One may define two unitary operations, the ‘phase
rotated inversion’ Pˆ : (ψa(x),ψb(x))→ (ψa(−x),−ψb(−x)) and the Tˆ : (ψa(x),ψb(x))→ (ψb(−x),−ψa(−x)). Both operators
inter converts the two edge states. Pˆ is a symmetry of the mean field Hamiltonian H in Eq. (2) if the system is in a pure
p-wave state while Tˆ always anti commutes with H . Therefore, ψ± have opposite energies and will be at zero energy in a
pure p-wave state.
Note that in open 1D wires connecting two reservoirs, although the edge states seem to be responsible for the charge
pumping, the actual carries are all electrons in the valence band moved by continuous deformation of their wave functions,
which is a bulk property. Indeed, in macroscopically long wires, the expansion and shrinking of edges states happen only
in a tiny vicinity of θ = 0,pi, while the charge pumping is a continuous process as θ varies. For example in the θ = 0+
state, although there is an occupied edge state localized on the right, the other electrons in the valence band form a density
distribution that has a ‘hole’ on the right, such that the total polarization is still nearly zero. In the θ → pi/2 state, the
background density distribution has a ‘half’ hole on each edge. Together with the occupied edge state on the right, it look
like there is a half charge on the right edge and a half hole on the left, so that the polarization P = 1/2.
IV. THE GINZBURG-LANDAU ACTION
In this section we present the derivation of the semiclassical action used in the main text to discuss the dynamics. We
interpret the action as the Lagrangian for the order parameter fields moving in the presence of an externally applied electric
field E. We write the Lagrangian
L(∆s ,∆p ;E)= F −K −Ldis+Ldrive (S25)
as the sum of four terms: the static free energy landscape F , the ‘Kinetic energy’ K , and dissipation and drive terms. We
consider each in turn.
7A. Static free energy landscape
By integrating out the fermions for time independent values of the Hubbard stratonovic parameters we obtain F =
Trln
[
iωn +ξkσ3+∆sσ1+∆p fkσ2
]+ |∆s |2gs + |∆p |2gp . Explicitly evaluating the Trln we find for (quasi) 1D systems in the BCS limit:
F =−ν
(
∆2s +∆2p
)
ln
2Λ√
∆2s +∆2p
+ 1
gs
∆2s +
1
gp
∆2p (S26)
where Λ is a UV cutoff determined by both the fermi energy and the Thomas-Fermi screening length [10]. For a 2D isotropic
Fermi surface, the first term is replaced by
−ν
∫
dθk
2pi
(
∆2s +∆2p cos2θk
)
ln
2Λ√
∆2s +∆2p cos2θk
(S27)
and dθk2pi →
sinθkdθkdφ
4pi for 3D. In 2D, as long as gp < 2gs , the s-wave phase at ∆= 2Λe
− 1gsν−
1
2 is the ground state with energy
−ν∆2/2 while the p-wave phase at ∆p0 = 4Λe−
2
gpν
−1
is a saddle point that has energy −ν∆2p0/4.
B. Kinetic Energy
The action for order parameter fluctuations is obtained by expanding
S =Trln[∂τ1−εpσ3−∆s ·σ1−∆p ·σ2]+ (δ∆s)2
gs
+
∑
k
(
δ∆p
)2
gp
. (S28)
around the mean field minimum to second order in ∆s , ∆p . We assume spatially uniform, time-dependent order fluctuations
∆(iΩn)= (∆s +δ∆s(iΩn))σ1+
(
∆p +δ∆p (iΩn)
)
σ2 and find
S2 =−1
2
T
∑
ωn
∑
k
Tr
[
δ∆ (iωn + iΩn −H)δ∆ (iω−H)(
(ωn +Ωn)2+E2k
)(
ω2n +E2k
) ]+ (δ∆s)2
gs
+
(
δ∆p
)2
gp
. (S29)
(Here for convenience we include the fk in the definition of ∆p and its fluctuation). Evaluating the frequency integral at
T = 0, taking the trace explicitly, rearranging and keeping only the terms with Ω dependence gives
S2(Ω)−S2(Ω= 0)=−
∑
k
Ω2
4
(
(δ∆s)
2+ (δ∆p)2)+ (δ∆s∆s +δ∆p∆p)2
2Ek
(
E2k + Ω
2
4
) . (S30)
Writing
∑
k =N0
∫
dεkdΩk with Ωk the angular coordinates on the contours of constant energy, one obtains
S2(Ω)−S2(Ω= 0)= ν
∫
dΩk
∫
dε
Ω2
4
(
(δ∆s)
2+ (δ∆p)2)+ (δ∆s∆s +δ∆p∆p)2
2
p
²2+∆2
(
²2+∆2+ Ω24
) (S31)
Defining ε=∆ tanψ we find for the energy integral
1
2
∫
dψ
cosψ
1+ Ω2
4∆2
cos2ψ
=
∫ 1
0
d(sinψ)
1
1+ Ω2
4∆2
− Ω2
4∆2
sin2ψ
= 1
2
2∆
|Ω|√
1+ Ω2
4∆2
ln
√
1+ Ω2
4∆2
+ |Ω|2∆√
1+ Ω2
4∆2
− |Ω|2∆
. (S32)
In the adiabatic limit (lowest order in ω expansion), the kinetic energy is thus
K = ν
∫
dΩk
1
12∆4
(
3∆2
(
(∂t∆s)
2+ (∂t∆p)2)−2(∆s∂t∆s +∆p∂t∆p)2) . (S33)
In 1D, writing ∆s + i∆p =Re iθ , the kinetic term becomes
K = ν
12R2
(
(∂tR)
2+3R2(∂tθ)2
)
. (S34)
If ∆s is very small and the system has a closed Fermi surface in d = 2 or d = 3 then the adiabatic expansion breaks down in
the regions where the gap vanishes. In this case the operator K becomes nonlocal in time, and the physics is most efficiently
treated directly from the action Eq. (S4).
8C. Dissipative terms
At zero temperature, the correlation function reads
χσiσ j (ω,q)=
1
2
∑
k
1
ω2− (E +E ′)2
{
(E +E ′)Tr
[
σiσ j −
HkσiHk ′σ j
EE ′
]
+ωTr
[
σiHk ′σ j
E ′
− Hkσiσ j
E
]}
(S35)
where Hk = ξkσ3 +∆sσ1 +∆p fkσ2. To repeat the previous section, we drive the kinetic terms by expanding the order
parameter correlation functions in frequency:
S =∑
ω
(
∆s(−ω) ∆p (−ω)
)( 1gs +χ∆s ,∆s (ω) χ∆s ,∆p (ω)
χ∆p ,∆s (ω)
1
gp
+χ∆p ,∆p (ω)
)(
∆s(ω)
∆p (ω)
)
. (S36)
The ∆2s term is
χ∆s ,∆s (ω,0)= 4
∑
k
ξ2+∆2p f 2(k)
(ω2−4E2)E =−
∑
k
1
Ek
−
∫
dθ
ΩD
(ω2−4∆2s )F (∆θ,ω)=χ∆s ,∆s (0,0)−ω2ν

1
2∆2
− ∆2s
3∆4
D = 1
∆2s+2∆2p
6|∆s |∆3 D = 2
+O(ω4) (S37)
where ∆2
θ
=∆2s +∆2p f 2(kθ), ∆2 =∆2s +∆2p , F (∆θ ,ω)= ν4∆2
θ
2∆θ
ω
sin−1
(
ω
2∆θ
)
√
1−
(
ω
2∆θ
)2 and θ is the angular variable in D dimension. The ∆2p
term is
χ∆p ,∆p (ω,0)= 4
∑
k
f 2(k)
(
ξ2+∆2s
)
E(ω2−4E2) =−
∑
k
f 2(k)
Ek
−
∫
dθ
ΩD
(ω2−4∆2p f 2(θ))F (∆θ,ω)
=χ∆p ,∆p (0,0)−ω2ν

1
2∆2
− ∆
2
p
3∆4
D = 1
1
6∆2p
[
1− ∆3s
∆3
]
D = 2 +O(ω
4) (S38)
The ∆p∆s term is
χ∆s ,∆p (ω,0)= 4
∑
k
f 2(k)
−∆s∆p
E(ω2−4E2) = 4∆s∆p
∫
dθ
ΩD
f 2(θ)F (∆θ,ω)
=χ∆s ,∆p (0,0)+ω2ν

∆s∆p
3∆4
D = 1
∆s
3∆3p
[
1− ∆s (2∆
2
s+3∆2p )
2∆3
]
D = 2 +O(ω
4) . (S39)
The above expansions in ω fails as ω ∼ ∆s , the minimal gap around the fermi surface, especially when ∆s = 0 such that
there are nodes at k = (0,±kF ) in 2D. We next evaluate the kernels in the pure p-wave case ∆s = 0 to gain a rough idea of
the crossover of dynamical behavior. The dissipative part of ∆s kernel is
Im
[
χ∆s ,∆s (ω,0)
]= Im[4∑
k
E
(ω+ iη)2−4E2
]
=−pi∑
k
(δ(ω−2E)−δ(ω+2E)) ω¿∆p ,D=2−−−−−−−−→−1
2
ν
ω
∆p
(S40)
where we have made use of the quasi-particle density of states due to the nodes: g (E) = 12pikFE/(vF∆p ). The linear in
frequency dissipation continues with a cutoff of about ∆p beyond which it scales as a constant. Kramers-Kronig relation
implies that
χ∆s ,∆s (ω,0)≈−
1
2
ν
(
i
ω
∆p
+ ω
2
∆2p
)
. (S41)
The dissipative part of ∆p kernel is
Im[χ∆p ,∆p (ω,0)]= Im
[
4
∑
k
f 2(k)ξ2
E2
E
(ω+ iη)2−4E2
]
=−pi∑
k
f 2(k)ξ2
E2
(δ(ω−2E)−δ(ω+2E)) ω¿∆p ,D=2−−−−−−−−→− pi
27
ν
ω3
∆3p
(S42)
and the cubic behavior has the cutoff ∆p . This together with the ∆s = 0 limit of Eq. (S38) gives
χ∆p ,∆p (ω,0)≈−
pi
27
ν
(
i
ω3
∆3p
+ ω
2
6∆2p
)
. (S43)
91. In time domain
With the adiabatic approximation so at time t0 we write ∆=∆0(t0)+δ∆(t0+ t ), the action reads
S =
∫
dtV [∆]+ 1
2
∫
dtdt ′
∂δ∆
∂t
MR (t − t ′)∂δ∆
∂t ′
(S44)
so the instantaneous (force) term in the Euler-Lagrange equations comes from the equal time correlator (potential) and the
dynamics comes from expanding in derivatives, in other words
δV
δ∆
= ∂t
∫ t
dt ′MR (t − t ′)∂t ′δ∆(t ′) (S45)
Noting that MR (0)= 0 we have
δV
δ∆
=
∫ t
dt ′∂tMR (t − t ′)∂t ′δ∆(t ′) (S46)
The adiabatic approximation is reasonable if the change in ∆ over a time corresponding to the range of M is small
(∂t∆/|∆| << 1), so we can evaluate M at fixed ∆. If we have a fully gapped configuration (open Fermi surface or ∆s not
small), M decays on times larger than |∆|−1 = 1/
√
∆2s +∆2p we can shift the derivative to the t ′ and integrate by parts to get
δV
δ∆
=
∫ t
dt ′MR (t − t ′)∂2t ′δ∆(t ′)→M∂2t∆ (S47)
with M = ∫ t dt ′MR (t − t ′). However, for closed Fermi surfaces, the vanishing of ∆p (k) at some Fermi surface points means
that when ∆s is small M has a part that decays slowly, actually on the time-scale of 1/∆s and a more careful analysis is
needed. In the isotropic 2D case, we have
T = 1
2
∫
dt1dt2
(
∂tδ∆s(t1) ∂tδ∆p (t1)
)
MR (t1− t2)
(
∂tδ∆s(t2)
∂tδ∆p (t2)
)
(S48)
and the (retarded) correlator is given by
MR (t )=Θ(t )
∑
k
sin2Ek t
4E4k
(
ε2k +∆2p −∆s∆p fk
−∆s∆p fk (ε2k +∆2s ) f 2(k)
)
. (S49)
Performing the integral over momentum, one obtains the low energy kernel
∂tM
11
R (t )≈Θ(t )
ν
2∆p
∫ ∆p
∆s
2dv
(
1− ∆
2
s
v2
)
cos2vt +high energy contribution (S50)
=Θ(t ) ν
2∆p
[
sin2∆p t − sin2∆s t
t
+∆s
[
2∆s t
(pi
2
−Si [2∆s t ]
)
−cos2∆s t
]]
+ ν
6(∆2s +∆2p )
∂tδ(t )
≈Θ(t ) ν
2∆p
sin2∆p t − sin2∆s t
t
+ ν
6(∆2s +∆2p )
∂tδ(t ) ,
∂tM
22
R (t )≈
ν
6(∆2s +∆2p )
∂tδ(t )
The off diagonal terms don’t affect the qualitative dynamics which we neglect. At small ∆s we can neglect the second term
of ∂tM11. Therefore, in 2D, a smooth crossover between non dissipative and dissipative behaviors during the swiping across
θ =pi/2 can be described by the retarded Kinetic kernel
Sdis =
1
2
∫
dtdt ′∆˙s(t ) MR (t − t ′)∆˙s(t ′) , MR (t )≈ ν
2|∆p |
∫ t
0
dt ′
sin2∆p t ′− sin2∆s t ′
t ′
. (S51)
Eq. (S51) implies the equation of motion
δV
δ∆i
= ν
6(∆2s +∆2p )
∂2t∆i +
νδi , s
2∆p
∫ t
−∞
dt ′
sin
[
2∆p (t − t ′)
]− sin[2∆s(t − t ′)]
t − t ′ ∆i (t
′) (S52)
which describes the crossover behavior when ∆s crosses zero during the dynamics.
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D. The drive term
In the drive term Ldrive =−P (θ)E − s(∆s ,∆p )E2+O(E3), the linear coupling of electric field to the polarization is obvious.
We derive the second term in this section. The kernel of the O(A2) term is [30]
Ki j (ω)=
( n
m
+χ ji , j j (ω)
)
δi j (S53)
where j is the current operator in Eq. (S5). Since the second term in the current in Eq. (S5) is suppressed by the factor ∆p/εF
in the BCS limit, its contribution can be neglected. In 1D, the current correlation function is thus
χ j , j (ω)=χσ3v,σ3v (ω)=−4v2F∆2F (∆,ω)=−v2Fν
(
1+ 2
3
( ω
2∆
)2
+O
(( ω
2∆
)4))
(S54)
where ∆2 =∆2s +∆2p and F (ω)=
∑
k
1
Ek (4E
2
k−ω2)
= ν
4∆2
2∆
ω
sin−1
(
ω
2∆
)√
1−( ω2∆ )2 =
ν
4∆2
(
1+ 23
(
ω
2∆
)2+O (( ω2∆ )4)) . The constant term cancels the
diamagnetic contribution n/m and what remains in the kernel is the O(ω2) term that corresponds to the static polarizability
from ‘scattering states’ of the electron hole pair. In 2D, the current correlator up to O(ω2) is
χ ji , j j (ω)=−δi j
1
d
v2Fν
∫
dθ
2pi
(
1+ 2cos
2θ
3
ω2
4(∆2s +∆2p cos2θ)
)
=−δi j 1
d
v2Fν
1+ 1
6
ω2
∆2s +∆2p +|∆s |
√
∆2s +∆2p
 . (S55)
Therefore, the O(E2) term in the action reads
L2 = 1
ω2
Ki jEiE j =−1
6
ν∆2
(
E
E0
)2
∆2
∆2s+∆2p (1D)
∆2
∆2s+∆2p+|∆s |
√
∆2s+∆2p
(2D)
(S56)
where the coefficient can be interpreted as s = limω→0σ(ω)/(2iω). The higher order terms is E are in higher powers of(
E
E0
)2
∆2
∆2s+∆2p .
V. THE ADIABATIC TRANSPORT SCHEME
A. Description
If the sin pulse is wide enough in time, it is possible to make the dynamics perfectly adiabatic since the system simply
follows the instantaneous minimum on the free energy landscape. As the field increases, the minimum shifts away from (∆,0)
counter clockwisely while the maximum at (0,∆p0) shifts clockwisely. The maximum field needed is simply that making the
instantaneous minimum and maximum coincide. In 1D, this field can be computed analytically:
Em(gp )= 2t
√
1−x2e−1/2−t+
p
t2+1/4 (S57)
where x = (−1/t +
p
1/t2+4)/2 and t = 1/(νgp )−1/(νgs). After reaching the maximum value (a little higher than that), the
field starts to decrease, shifting back the two extrema. The order parameter is moved to the immediate left of the maximum,
which gradually shifts back to (0,∆p0) as the field decreases to zero. The second half of the sin pulse would therefore
transport the order parameter to the minimum at (−∆,0), completing a half cycle. However, if the decreasing field phase of
the pulse is too slow, unstable fluctuations of order parameter tend to grow exponentially[8] and get comparable to its mean
field value within the ‘spinodal time’ 1|∆| ln
1
G where G ∼ |∆|εF ¿ 1 is the Ginzburg parameter of the landau theory. Therefore,
the time scale of the pulse has to be smaller than the spinodal time.
If gp is too small, the requires maximum field is so large that the O(E2) term L2 = − 16νE
2
E20
∆4
∆2s+∆2p would pull the order
parameter to the origin and destroy the above adiabatic trajectory. This imposes an lower bound for the p-wave pairing
strength gpc = gs/(1+
p
3/8νgs). For the adiabatic transport scheme to work, gp has to be larger than gpc . These conclusions
apply qualitatively to higher dimensions.
If the adiabatic scheme is realized, experimental measurement of the threshold electric field gives the estimation of gp
trough Eq. (S57). In the fast scheme described in the main text, if the full frequency spectrum of the current can be measured,
it is possible to reconstruct the angular dynamics through, e.g., Eq. (6) for 2D.
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FIG. S3. (a) The curves r1 and r2 on the (r,θ) plane at various values of electric field E ′, neglecting O(E2) terms in the free energy. Solid
curves are r1 and dashed curves are r2. The intersections between the solid black curve and the dashed curves are the saddle points. The
parameters are gs = 0.2 and gp = 0.18. (b) The maximum field Em as a function of gp for gs = 0.2. (c) Same as (a) but with the O(E2)
terms taken into account. The r2 curves are not affected by the O(E2) terms while r1 curves are deformed. Each r1 curve can be separated
into two branches: the left branch has ∂2r f < 0 (maxima) while the right branch has ∂2r f > 0 (minima).
B. Derivation
In 1D, incorporating the effect of a static electric field up to O(E2), the free energy is
f (∆s ,∆p )= ν
(
−r 2 ln 2Λ
r
+ 1
νgs
r 2+
(
1
νgp
− 1
νgs
)
r 2 sin2θ− 1
2
∆20E
′θ− 1
6
E ′2
∆40
r 2
)
(S58)
where the ‘polar’ coordinate is defined as (∆s ,∆p )= r (cosθ, sinθ), the dimensionless electric field is E ′ = E/E0, E0 =∆20/vF
and ∆0 = ∆. We look for saddle points on the free energy landscape within the domain θ ∈ [0,pi/2]. There are two curves
defined by ∂r f = 0 and ∂θ f = 0 respectively, whose solutions read
r1(θ)=Λe−
1
gsν
−t sin2 θ− 12 , r2(θ)=
√
1
2t
∆20E
′
sin2θ
(S59)
where t = 1νgp −
1
νgs
, as shown in Fig. S3(a). Note that we temporarily neglected the O(E2) terms in the free energy. The
intersections of the two curves are the saddle points. At zero field, the two saddle point are just the two minima at
(θ,r ) = (0,∆0), (pi/2,∆p0). For weak field, the two saddle points shift towards each other in angular direction. As the field
further increases to the critical value Em , the two saddle point meet which means the two lines are tangent to each other: r1 =
r2, ∂θr1 = ∂θr2 is satisfied at the intersection. This condition gives the angle at intersection as cos(2θm)= 12
(
− 1t +
√
1
t2
+4
)
and critical field
E ′m = 2t sin(2θm)e−1/2−t+
p
t2+1/4 . (S60)
It increases from zero as gp decreases from gs , and diverges as 1/
p
gp as gp → 0, as shown in Fig. S3(b).
The O(E2) term in Eq. (S58) lowers the energy dramatically close to r = 0, and therefore tends to pull the system to the
zero order state. As a result, the free energy has a maximum in the r direction, followed by the minimum as r increases.
Thus the r1 curve has two branches: the left one has ∂2r f < 0 (maxima) while the right one has ∂2r f > 0 (minima), as shown
by the solid curves in Fig. S3(c) for weak fields. For strong enough field E , it can happen that the two branches meet each
other at certain θ(E) such that there will be no saddle points along r if θ > θ(E), as shown by the solid curves in Fig. S3(c)
for stronger fields. The summits of those curves satisfy (∂r ,∂2r ) f = (0,0) which yields
E ′ = 3
2
r 4
∆40
, r = 2Λe−
(
1
νgs
+t sin2 θ
)
− 34 . (S61)
Making the summit at θ =pi/2, the pure p-wave order line, one obtains the minimal field E ′c =
p
3/2e−2t−1/2 for the r1 curves
to be closed, i.e., for the minima in r direction to disappear at certain angles.
As the field increases, the intersections A,B between the r2 curve and the right branch of r1 curve moves towards each
other. If they successfully meet each other at certain field Em , the order parameter is handed by B to A and the subsequent
decreasing field phase pushes A back to the p-wave order, i.e., adiabatic transport works. However, if gp is too weak, it
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FIG. S4. Order parameter dynamics of an 1D excitonic insulator subject to a pump pulse described by the vector potential A(t ) =
−Emaxw
(
tanh( t−t0w )+1
)
. Left panel is the trajectory on the free energy landscape plotted on the s+ i p plane for Emax = 0.22E0. Middle
panel is the polarization as a function of time. Right panel is the pumped charge as a function of Emax. The parameters are w = 1/(2∆),
gsν= 0.3, gpν= 0.28, ∆= 2Λe−1/(gsν) = 0.071Λ, γ= 0.07∆, Emax = 0.22E0. The grid in time direction is 104.
can happen that A annihilates with another intersection on the left branch of r1. In this situation, the order parameter will
be transported to zero order instead of to the p-wave state. The critical p-wave pairing strength can be estimated roughly
in this way: the summit of r1 collides with the left most point of r2 as field increases. This condition leads to the equality
r 2 =p2/3∆20E ′ = 12t∆20E ′ which renders gpc = gs/(1+
p
3/8νgs).
VI. EXACT MEAN FIELD DYNAMICS
The mean field dynamics is described by the rotation of the Anderson pseudo spins in the time dependent self consistent
mean field:
s˙k = (bk −γbk ×sk )×sk , bk =
(
gs
2
∑
k ′
s1k ′ +
gp
2
fk
∑
k ′
f (k ′)s1k ′ ,
gs
2
∑
k ′
s2k ′ +
gp
2
fk
∑
k ′
f (k ′)s2k ′ , ξ(k)
)
(S62)
where the EM vector potential A(t ) enters by k → k − A(t ) and we use a phenomenological damping γ to account for the
effect of energy loss due to, e.g., the phonon bath. The current j =∑k (vk s3+∆p∂k fk s2) is evaluated and integrated over
time during the dynamics to obtain the pumped charge. Some numerical solutions to Eq. (S62) are shown in Figs. S4 and S5.
To see why the order parameter dynamics is restricted within the s+ i p plane in the BCS weak coupling limit, we prove
that the pseudo-spin sr at kF +δk and the other spin sl at −kF +δk are always related to each other by the mirror operation
M with respect to ‘y − z’ plane: (srx , sry , srz ) = (slx ,−sly ,−slz ). This is obviously true for the initial ground state. Since the
coupling to vector potential A(t ) through ∆p f (k−A(t )) is suppressed by the small number ∆p/εF , it can be neglected in the
weak coupling limit. As a result, the ‘magnetic field’ br /l on the two pseudo-spins are also mirror image of each other under
M , so are (b× s)r /l . Therefore, this relation is sustainable during the dynamics, which guarantees that the order parameter
lies on the s+ i p plane through the gap equation (S62).
A. ‘Super-current’ in 1D systems
The solution is trivial in the degenerate case gs = gp in the BCS limit where the effect of the pairing function fk is captured
by fk =±1 on the right/left fermi point. We start from a ground state (∆s ,∆p )= (∆,0) where all spins are pointing in xz plane:
sk = (∆,0,ξk )/Ek . The electric field pulse at t = 0 is applied through A = A0Θ(t ). The leading driving term due to electric
field is bk = (0,0,vk A) where vk =±vF around the right/left fermi point. The diamagnetic term ∼ A2 is subleading in driving
the spinor dynamics but contributes a diamagnetic current we will discuss in the end. After the kick, the spinors start to
rotate around z with angular frequency ω= 2vF A0. The mean field rotates at the same speed: (∆s ,∆p )=∆(cos(ωt ),sin(ωt ))
such that bk − (0,0,vk A) is always parallel to each spinor, not affecting the spin rotation. Thus the solution is that each
spin synchronize and keeps rotating around z with angular frequency vF A0. Now we evaluate the current j = jP + jD .
The paramagnetic current jP =∑k〈vkσ3〉 vanishes in this state. The diamagnetic current is jD = 2pivF A0 = 2 f = 2ω/(2pi).
Therefore, the system behaves like a ‘superconductor’ with the superfluid density n.
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FIG. S5. Order parameter dynamics of a 2D excitonic insulator subject to a pump pulse described by the vector potential A(t ) =
−Emaxw
(
tanh( t−t0w )+1
)
. Left panel is the trajectory on the free energy landscape plotted on the s+ i p plane for Emax = 0.686E0. Middle
panel is the polarization as a function of time. Right panel is the pumped charge as a function of Emax. The parameters are w = 1/(2∆),
gsν= 0.3, gpν= 0.5, ∆= 2Λe−1/(gsν) = 0.071Λ, γ= 0.07∆. The grid in time direction is 104.
B. Dynamics of the node: Landau-Zener formula
The node contribution to the polarization is captured by the Dirac Hamiltonian with time dependent gap:
Hk (t )=
∆p
kF vF
vFkxσ2+ vFkyσ3+∆s(t )σ1 (S63)
which is an approximation to Eq. (2) of the main text around k0 = (0,kF ), and is valid for kx ,ky ¿ kF . Taking into account
the higher order term k
2
x
2mσ3 in the Hamiltonian, the current in x direction is jx = vFkF kxσ3+
∆p
kF
σ2. In the second quantized
language, each momentum k labels two single particle states, while mean field dynamics here implies that the total occupation
number at k is always one (the number operator σ0 is conserved), restricting to a two dimensional state space which can be
mapped to an Anderson pseudo spin.
In the BCS limit we are concerned here, during the dynamics, the spinor at (kx ,ky ) is always the mirror image of that
at (−kx ,−ky ) with respect to the 2− 3 plane (note that the spinors are axial vectors, thus the mirror operation Mˆ = σ1
transforms the spins as (σ1,σ2,σ3)→ (σ1,−σ2,−σ3)). Therefore, the σ2 contributions to the current will always sum to zero,
and it is enough to consider jx = vFkF kxσ3.
Define the energy variables k ′x =
∆p
kF
kx , k ′y = vFky , the Hamiltonian becomes
Hk (t )= k ′xσ2+k ′yσ3+∆s(t )σ1 (S64)
and the current reads jx = vF∆p k ′xσ3. We now use Eq. (S64) to study the spinor dynamics and the current generated.
As the order parameter passes the (0,∆p ) point with nearly constant velocity, the nodal gap ∆s changes sign. For the
spinor at certain k, as ∆s swipes from the positive value ∆ at time −t0 to negative value −∆ at time t0, the energy splitting
starts from
√
δ2k +∆2, passes through the minimal splitting |δk | = |k ′|, and ends up with
√
δ2k +∆2. If the initial state is the
low energy state, the probability of finally tunneling into the high energy state is given by the Landau-Zener formula [37]:
Pk = e−2pi
δ2
k
|∂t 2∆s | (S65)
which is exact if ∆À δk . Therefore, the tunneling probability is unity at the node and decays to zero away from the node
within a range of ∼
√
|∂t∆s |. Considering there are two nodes, the total number of quasiparticles excited is thus
N = 2∑
k
Pk =
2
4pi2
kF
vF∆p
∫
dk ′xdk
′
ye
−pi k′2|∂t∆s | = 2
4pi2
kF
vF∆p
pi
|∂t∆s |
pi
= 1
2pi2
kF
vF
|∂t∆s |
∆p
= k
2
F
2pi2
1
kF vF
|∂t∆s |
∆p
. (S66)
Since we have assumed Dirac dispersion in the integral, Eq. (S66) is accurate if
√
|∂t∆s |¿∆p .
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1. The pumped charge around the node
We now compute the pumped charge, which reads
P = 2∑
k
∫
dt〈 jx (k)〉t = 2
4pi2
kF
∆2p
∫
dk ′xdk
′
ydtk
′
x〈σ3〉k,t = P0+Pdi s . (S67)
The integral is completely determined by the dynamics governed by Eq. (S64), the evalution of which requires more detailed
analysis of the time evolution of each spinor. Before that, we can guess the result simply from dimensional analysis. The
nonadiabatic correction Pdi s comes from spinors with δk ¿ ∆, and the contribution arises during the anti crossing time
regime when ∆s(t ) is not much larger than δk . Therefore, neither the momentum cutoff nor the maximum value of ∆s should
enter the result. The only remaining energy scale in Eq. (S64) is provide by ∂t∆s which has the unit of energy2. Since the
integral in Pdi s has the unit of energy2, one obtains Pdi s = κ kF2pi2
|∂t∆s |
∆2p
where κ is a universal O(1) constant.
Now we compute Pdi s exactly. It is more convenient to perform a permutation of the Pauli matrices: (σ2,σ3,σ1) →
(σ1,σ2,σ3) such that the node Hamiltonian reads
Hk (t )= k ′xσ1+k ′yσ2+∆s(t )σ3 (S68)
and the current becomes jx = vF∆p k ′xσ2. The dynamics of the pseudo spin at k ′ is a Landau-Zener problem [37]. At
time −t0, we have ∆s = ∆À k ′ and the spin is in the ground state: ψ = (0,1)T . The time evolution can be written as
ψ= (A(t )e−iφ(t ), B(t )e iφ(t ))T where φ(t )= ∫ dt∆s(t ). The Schrodinger equation for the amplitudes reads
∂t A =−i (k ′x − ik ′y )Be iφ , ∂tB =−i (k ′x + ik ′y )Ae−iφ (S69)
which leads to
∂2t A− i2∆s(t )∂t A+k ′2A = 0, ∂2tB + i2∆s(t )∂tB +k ′2B = 0. (S70)
The current involves the expectation value of σ2:
〈σ2〉 = i
(
B∗Ae iθ− c.c.
)
=−
(
1
k ′x − ik ′y
B∂tB
∗+ c.c.
)
(S71)
whose time integral gives the charge:∫
dt〈σ2〉 =−Re
[
1
k ′x − ik ′y
](|B(t0)|2−|B(−t0)|2)− i Im
[
1
k ′x − ik ′y
]∫
dt |B(t )|2∂t ln
(
B∗
B
)
. (S72)
It can be seen from Eq. (S70) that the time dependent wave function is the same between the spins at (k ′x ,k ′y ) and (−k ′x ,k ′y ).
Since the current is jx = vF∆p k ′xσ2, the second term in Eq. (S72) will be canceled out by the two spins. The first term just needs
the initial and final state information:∫
dt〈σ2〉 =−Re
[
1
k ′x − ik ′y
](|B(t0)|2−|B(−t0)|2)=Re
[
1
k ′x − ik ′y
]
(1−Pk ) . (S73)
which is provide by the Landau-Zener formula. Summing over all the spins, the pumped charge reads
P = 2
4pi2
kF
∆2p
∫
dk ′xdk
′
yk
′
xRe
[
1
kx − iky
]
(1−Pk )= P0+Pdi s (S74)
where the nonadiabatic correction is identified as
Pdi s =−
2
4pi2
kF
∆2p
∫
dk ′xdk
′
yk
′
xRe
[
1
kx − iky
]
Pk
=− 2
4pi2
kF
∆2p
∫
dk ′xdk
′
y
k2x
k2
e−pi
k′2
|∂t∆s | =− 2
4pi2
kF
∆2p
∫
dk ′dθk ′ cos2θe−pi
k′2
|∂t∆s | =− kF
8pi3
|∂t∆s |
∆2p
. (S75)
Due to the negative relative sign of the non-adiabatic correction to the adiabatic one, we conclude that
Pdi s =−
kF
8pi3
|∂t∆s |
∆2p
=−P0 1
8pi2
|∂t∆s |
∆2p
. (S76)
Therefore, Eq. (S76) gives the non adiabatic correction during each half cycle of order parameter rotation, which is valid if√
|∂t∆s |¿∆p . This formula is nonperturbative in the swiping speed in the sense that, it can not be obtained by integrating
over instantaneous linear or nonlinear current response functions perturbatively over the time evolution.
