For proper weak solution u of the parabolic 1-laplacian equation (see for example (1.1)-(1.2) below), we establish a necessary and sufficient condition for u to be continuous at a point, in terms of a sufficient fast decay of the local integral of the gradient Du (see (1.4) below). These equations arise also as minima of parabolic variational integrals with linear growth with respect to |Du|. Hence, the continuity condition continues to hold for such minima.
Introduction
Let E be an open set in R N , and for T ∈ R + set E T = E × (0, T ]. Let u be a local weak solution of the parabolic 1-Laplacian equation
loc (E) (1.1)
The notion of weak (sub/super) solution is made precise by the functional class (1.1). If u(·, t) ∈ C ∞ loc (E), for some fixed t ∈ (0, T ), then, by Sard's Lemma, the sets [u = k] are smooth surfaces for a.e. k ∈ R. In such a case, for such a t fixed, the argument of the divergence in the principal part of (1.2) , is the outward unit normal at the boundary of the set [u > k]. However, in general, such a term should only be regarded as a locally bounded, measurable, vector valued function Φ satisfying the structure conditions
for two positive constants C o ≤ C 1 . The modulus of ellipticity of (1.2) is |Du| −1 . Thus the equation is degenerate at those points where |Du| → ∞ and it is singular as |Du| → 0.
For ρ > 0 denote by B ρ (y) the ball of radius ρ centered at y ∈ E. If y = 0 write B ρ . Introduce the cylinders
where θ is a positive parameter to be chosen as needed. If θ = 1 we write Q ρ . For a point (y, s) ∈ R N +1 we let [(y, s) + Q ρ (θ)] be the cylinder of "vertex" at (y, s) and congruent to Q ρ (θ), i.e.
[(y, s) + Q ρ (θ)] = B ρ (y)] × (s − θρ, s].
A first form of our result is: Theorem 1.1 Let u be a locally bounded, local weak solution of (1.1)-(1.2). Then u is continuous at some (x o , t o ) ∈ E T , if and only if lim sup
(1.4) Remark 1.1 Condition (1.4) alone, is not sufficient to guarantee continuity at a point. One verifies that any function of the tipe
for a, b ∈ R and f an a.e., differentiable function of its argument, is a weak solution of (1.1)-(1.2), for N ≥ 3, provided F t and F |x| have the same sign. Explicit examples include
).
(1.6)
One verifies that they satisfy (1.4), for N ≥ 3, and yet they are discontinuous at the origin. These two statements will be established in § 2.1 in the more general context of singular, parabolic, DeGiorgi classes. Remark 1.3 While Theorem 1.1 gives a necessary and sufficient condition for continuity at a given point, it provides no information on the modulus of continuity of u at (x o , t o ). Consider the two stationary solutions of (1.1)-(1.2), in a neighborhood of the origin of R 2 ,
They can be regarded as equibounded near the origin. They both satisfy (1.4), and exhibit quite different moduli of continuity at the origin. This occurrence is in line with a remark of Evans ([6] ). A sufficiently smooth solution of the elliptic 1-Laplacian equation is a function whose level sets are surfaces of zero mean curvature. Thus, if u is a solution, so is ϕ(u) for all continuous monotone functions ϕ(·). This implies that a modulus of continuity cannot be identified solely in terms of an upper bound of u.
The 1-Laplacian problem (1.1)-(1.2) can be regarded as a formal limit of the p-Laplacian problem
The notion of a weak solution u p is made precise by the functional class ( . Their proof uses that the stationary version of (1.4) implies that u is quasi-continuous at x o . For timedependent solutions, however, (1.4) gives no information on the possible quasicontinuity of u at (x o , t o ). It is only a measure-theoretical restriction on the speed at which a possible discontinuity may develop. For this reason our proof is entirely different than ( [7] ), being based instead on a DeGiorgi-type iteration technique that exploits precisely such a measure-theoretical information.
Local Minima of Parabolic Variational Integrals with Linear Growth and DeGiorgi Classes
Let u ∈ L 1 loc (E T ) be such that u(·, t) is of bounded variation in E for t ∈ (0, T ). Assume that the total variation Du(·, t) E of the measure Du(·, t), is in L 1 loc (0, T ) and consider the functional
Local minima of such a functional need not be in the functional class (1.1) and Du(·, t) is, in general, meant in the sense of measures for a.e. t ∈ (0, T ) ( [1] and references therein). However, if such a minimum is in the class (1.1), then it is a local, weak solution of to the 1-Laplacian equation (1.2) ( [2, 3] ). Hence the necessary and sufficient condition (1.4) for a locally bounded u to be continuous at some (x o , t o ) ∈ E T continues to hold for minima of parabolic variational integrals of the form (2.1).
We only mention in passing that the notion of boundary data u ∂E = u o , for minima of (2.1) requires a proper interpretation, since the trace operator is not continuous with respect to the weak * convergence in BV (E). This is overcome by setting the variational integral in a slightly larger domain E * ⊃Ē, prescribing data u o ∈ BV (E * ), and by requiring that u = u o on E * − E ( [3, 2] ).
Singular Parabolic DeGiorgi Classes
Let C Q ρ (θ) denote the class of all non-negative, piecewise smooth, cutoff functions ζ defined in Q ρ (θ), vanishing outside B ρ , such that ζ t ≥ 0 and satisfying
For a measurable function u : 
for a positive constant γ, for all cylinders [(y, s) + Q ρ (θ)] ⊂ E T , all k ∈ R, and all ζ ∈ C Q ρ (θ) . The singular parabolic DeGiorgi classes [DG] − (E T ; γ), are defined analogously with (u − k) + replaced by (u − k) − . Finally the DeGiorgi classes [DG](E T ; γ) are defined as 
The Main Result
The main result of this note is that the necessary and sufficient condition of Theorem 1.1 holds for functions in the DeGiorgi classes [DG](E T ; γ) as the proof will only use the local integral inequalities (2.2).
Proof of the Necessary Condition
Let u ∈ [DG](E T ; γ) be continuous at (x o , t o ) ∈ E T , which we may take as the origin of R N +1 , and may assume u(0, 0) = 0. In (2.2) take θ = 1 and k = 0. Let also ζ ∈ C(Q 2ρ ) be such that ζ(·, −2ρ) = 0, such that ζ = 1 on Q ρ , and
Repeat the same choices for the analog of (2.2) for (u−k) − . Adding the resulting inequalities gives
3)
The right-hand side tends to zero as ρ → 0, thereby implying the necessary condition of Theorem 1.1. The same inequality also implies that the sufficient condition (1.4) cannot be replaced by (1.7).
Some Generalizations
Our proof is only based on the inequalities of the [DG](E T ; γ) classes. As such the result applies to solutions of any parabolic equation with quasi-linear structure, and exhibiting the same singular/degenerate behavior in its principal part as (1.2), provided such solutions are in the [DG](E T ; γ) classes.
Consider quasi-linear evolutions equations of the type
loc (E) (3.1)
where the functions A : E T × R N +1 → R N and B : E T × R N +1 → R are only assumed to be measurable and subject to the structure conditions
for given positive constants C o ≤ C 1 and C. The first of (3.3) does not insure, in general that the equation in (3.2) is parabolic. For example the vector field
satisfies the first of (3.3) but its modulus of ellipticity changes sign at |Du| = 1. Parabolicity is insured if one requires that A is such that the truncations ±(u − k) ± are sub-solutions of (3.2). This in turn is insured if, in addition to (3.3) one requires that A(x, t, ξ, η) · η ≥ 0 which we henceforth assume. A discussion on the interplay between the notion of parabolicity and (u − k) ± being sub-solutions, is in ([5, Chapter 3, § 1]). With such a stipulation u ∈ [DG](E T ; γ) for some positive constant γ depending on the constants C o , C 1 and C in the structure conditions (3.3). Whence such a membership is assured, Theorem 1.1 follows for such solutions.
A DeGiorgi-Type Lemma
For a fixed cylinder (y, s) + Q 2ρ (θ) ⊂ E T , denote by µ ± and ω, non-negative numbers such that
Let ξ ∈ (0, − (E T , γ). There exists a number ν − depending on N , and γ only, such that if
Likewise, if u belongs to [DG]
+ (E T , γ), there exists a number ν + depending on N , and γ only, such that if
We prove first (4.2)-(4.3). We may assume (y, s) = (0, 0) and for n = 0, 1, . . . , set
Apply (2.2) over B n and Q n to (u − k n ) − , for the levels
The cutoff function ζ is taken of the form ζ(x, t) = ζ 1 (x)ζ 2 (t), where
Inequality (2.2) with these stipulations yields ess sup
By the embedding Proposition 4.1 of [5, Preliminaries]
Qn
Estimate below
and set
The proof of (4.2) + -(4.3) + is almost identical. One starts from inequalities (2.2) written for the truncated functions
for the same choice of ξ n .
A Time Expansion of Positivity
For a fixed cylinder
denote by µ ± and ω, non-negative numbers satisfying the analog of (4.1).Let also ξ ∈ (0, 1) be a fixed parameter.
Lemma 5.1 Let u ∈ [DG]
− (E T , γ) and assume that for some (y, s) ∈ E T and some
2 B ρ (y) Then, there exist δ and ǫ in (0, 1), depending only on N , γ, and independent of ξ, such that
Proof: Assume (y, s) = (0, 0) and for k > 0 and t > 0 set
The assumption implies
Write down inequalities (2.2) for the truncated functions (u − (µ − + ξω)) − , over the cylinder B ρ × (0, θρ], where θ > 0 is to be chosen. The cutoff function ζ is taken independent of t, non-negative, and such that ζ = 1 on B (1−σ)ρ , and |Dζ| ≤ 1 σρ where σ ∈ (0, 1) is to be chosen. Discarding the non-negative term containing D(u − (µ − + ξω)) − on the left-hand side, these inequalities yield
for all t ∈ (0, θρ], where we have enforced (5.1). The left-hand side is estimated below by
where ǫ ∈ (0, 1) is to be chosen. Next estimate
Combining these estimates gives
Choose θ = δ(ξω) and then set
This proves the lemma.
6 Proof of Theorem 1.1
Having fixed (x o , t o ) ∈ E T assume it coincides with the origin of R N +1 and let ρ > 0 be so small that Q ρ ⊂ E T . Set
Without loss of generality, we may assume that ω ≤ 1 so that Repeat now the same argument starting from the cylinder Q ρ1 , and proceed recursively to generate a decreasing sequence of radii {ρ n } → 0 such that ω o ≤ ess osc
Qρ n u ≤ η n ω for all n ∈ N.
