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Abstract
Charged-hadron pseudorapidity densities and multiplicity distributions in proton-
proton collisions at s= 0.9, 2.36, 7.0 TeV were measured with the inner tracking sys-
tem of the CMS detector at the LHC. The charged-hadron yield was obtained by count-
ing the number of hit-pairs (tracklets). The charged-particle multiplicity per unit of
pseudorapidity dNch/dr7 II ||<0.5 at s = 7.0 TeV is 5.78 i 0.01(stat.) i 0.23(syst.) for non-
single-diffractive events, higher than predicted by commonly used models. The relative
increase in charged-particle multiplicity from js = 0.9 to 7 TeV is 66.1% ± 1.0%(stat.) ±
4.2%(syst.) and strong KNO violation is observed in the multiplicity distributions. Re-
sults are compared with low energy measurements.
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Outline
On 20 Nov 2009, the Large Hadron Collider (LHC) [1], the world's largest particle ac-
celerator, successfully delivered the first p+p collision at s= 900 GeV. In 2010, the LHC
also delivered collisions at 2.36 TeV and 7.0 TeV, which were the highest energy collisions
ever achieved by any particle accelerator and opened a new era of high energy physics
research. The LHC was designed to deliver high energy p+p and Pb+Pb collisions to
cover a very wide range of research topics, from the discovery of the Higgs boson, or
super-symmetric particles, to the studies of the quark-gluon plasma.
In my field, the medium created in Pb+Pb collisions is particularly interesting. In
order to understand the Pb+Pb collisions, it is crucial to understand the particle pro-
duction in p+p collisions, such as the angular distribution of the produced particles, av-
erage abundance, and event-by-event multiplicity distributions. These measurements
provide an essential reference for Pb+Pb collisions in order to study the properties of
the quark-gluon plasma. It is also crucial to understand the bulk of the particle produc-
tion in the case of p+p collisions in order to discover new phenomena. p+p collisions
are primarily governed by the soft processes, which involve non-perturbative QCD and
can only be modeled phenomenologically. Therefore the studies of the particle produc-
tion not only provide valuable background knowledge to the new discoveries, but also
are intriguing in themselves and provide crucial guidance to the commonly used event
generators and analytical models.
In this thesis, two studies of the particle production in p+p collisions with the Com-
pact Muon Solenoid (CMS) experiment [2] are described. The first is the study of the
pseudorapidity distribution of charged particles (dNch/dr ). It involves the measure-
ment of the average abundance of particles produced in different emission angles, and
can be performed in the early stage of the experiment. Although this measurement
averages over different events and different processes, it can already provide good sep-
aration between models. The second is the study of the event-by-event multiplicity,
which gives information about the fluctuation in the particle production process and
provides more details about the particle production mechanism. The analyses in both
studies are based on the tracklet method (hit-pairs in the CMS pixel detector), which is a
proven technique from the PHOBOS experiment [3]. The technique developed and im-
proved in this thesis was applied to the first collision data and led to the first publication
of the CMS experiment.
The increase of the pseudorapidity particle density from 0.9 to 2.36 (to 7.0) TeV is
found to be much larger than the predictions from the commonly used event generators
and models. This means that the energy dependence of the predictions from multiple
parton interaction models are not accurate. Modifications and tunings are necessary.
The pseudorapidity distribution measurement also provides crucial information during
the detector commissioning phase because the occupancy and the distribution of the
particles which pass through the detector is the starting point in the understanding of
all data.
The outline of this thesis is the following: Chapter 1 gives the theoretical framework,
related to the understanding of particle production in p+p collisions. A review of the
dNch/dr and multiplicity distribution measurements performed in previous experi-
ments is compiled in the Chapter 2. Chapter 3 and 4 give an introduction to the LHC and
the CMS detector. Chapter 5 discusses the event triggering and selection. The tracklet
reconstruction and pseudorapidity distribution measurement are described in Chapter
6. Chapter 7 extends the application of the tracklet analysis technique to the multiplicity
distribution measurement, and the systematic uncertainty studies. In the last chapter,
the results from the p+p collision studies at v/s = 0.9, 2.36 and 7.0 TeV are summarized
and discussed.

1. Introduction
As mentioned in the outline, the main goal of this thesis is to provide a useful p+p ref-
erence for the study of the Pb+Pb collisions. The lead ions contain 208 nucleons and
the first step of the Pb+Pb collisions involve many nucleon-nucleon scatterings. Since
so many collisions happen at the same time in a small space, they create a medium
with extremely high energy density and may lead to the state known as the quark-gluon
plasma, consisting of deconfined quarks and gluons. However, the nucleon-nucleon
scattering is not simple itself. The nucleons are extended objects which contain struc-
ture. Moreover, the scattering involves the soft processes, which cannot (yet) be calcu-
lated reliably from first principles. The description of the soft processes has to rely on
phenomenological models.
In order to understand the first steps of Pb+Pb collisions, it is important to measure
the particle production in p+p collisions and provide inputs to the models. The results
in p+p can also be compared to Pb+Pb collisions to study the property of the produced
medium. Furthermore studies of particle production in p+p collision are interesting in
themselves. They can be used to improve our understanding of soft processes and the
incalculable part of the hadronic interaction. In this thesis, the pseudorapidity den-
sity and charged hadron multiplicity distributions are measured and discussed. The
pseudorapidity density contains the space and time information of the particle pro-
duction, while the multiplicity distributions give information about fluctuations and
correlations.
This chapter briefly discusses theoretical and experimental concepts which are re-
lated to the multi-particle production in p+p collisions. The chapter begins with an
introduction to the building blocks of matter and the Standard Model which describes
the interactions between the elementary particles.
Since the proton is a complicated system, the inelastic collision events can be classi-
fied into several event classes, such as diffractive and non-diffractive events. The event
classification of the p+p collisions will be introduced, and the connection to the physi-
cal picture will be described. The theoretical and phenomenological description of the
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multiplicity distributions and charged hadron spectra will also be discussed.
Experimentally, simulations of the detector response to the p+p collision rely on
event generators. An introduction to the common used generators, PHOJET [4, 5] and
PYTHIA [6], for event simulation will be presented. Calculations and predictions at LHC
energies from these generators will also be presented. In Chapter. 8, they are compared
with the experimental results presented in this thesis.
1.1. The Standard Model
What are the building blocks of matter? How do they interact with each other? These are
the questions that drive the development of science. There are four known interactions
in nature: the gravitational force which is responsible for the falling of apples; the elec-
tromagnetic force which enables us to touch and to grab objects around us; the strong
force which is the source of the nuclear power, and is responsible for the interaction
between the hadrons; finally the weak force which governs the transitions from one
quark flavor to another and the interaction between neutrinos and other elementary
particles. The Standard Model is so far the most successful gauge theory that describes
the interaction between fundamental particles, including electromagnetic, weak and
strong interactions. Gravitational force is not yet integrated in the Standard Model.
In the Standard Model, the building blocks of matter are point-like particles, which
carry a spin of 1/2. They are usually grouped into three families; each family consists of
two leptons and two quarks. The properties of these elementary particles are summa-
rized in Table. 1.1. For each particle, there is an associated antiparticle with the same
mass but opposite quantum numbers. Leptons participate in weak and electromag-
netic (if it carries electromagnetic charge) interactions. Quarks carry "color charges",
which means that quarks also participate in the strong interaction. Color charges are
the strong interaction version of charges, which have no relation to the real colors of
daily life. There are three color charges, usually denoted by blue (B), red (R) and green
(G). Experimentally, all particle states observed in nature are "colorless" or " white". This
is called the color confinement. The quarks cannot appear freely and have to group to-
gether in the form of hadrons, which are colorless. Hadrons observed in the lab can
be classified into baryons and mesons. Baryons consist of three quarks (qqq), or three
anti-quarks (4q4). The colors of the quarks inside a baryon are RGB (R+G+B=white),
which satisfies the requirement of color confinement. Mesons consist of a quark and an
anti-quark (qq). The colors of the quarks inside a meson are B5, GC and RR (The sum
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of the color and anti-color is white).
The interactions between particles are mediated by gauge bosons. The photons are
responsible for the electromagnetic interaction between charged particles, which is
formulated as Quantum Electrodynamics (QED). The weak interactions, mediated by
th W* and Z0 bosons, are described by the electroweak theory. The strong force be-
tween hadrons is mediated by gluons, which is described by Quantum Chromodynam-
ics (QCD). The forces and the mediators are summarized in Table. 1.2. The coupling
constants of the weak and electromagnetic forces are small, and enabled the application
of the perturbation techniques to perform accurate calculations. However, in the case
of strong interaction, the coupling constant in soft processes (low momentum trans-
fer) is large such that calculation based on perturbation theory is not reliable. Since
the direct calculation can not (yet) be carried out, the studies of the general property
of hadron-hadron collision, such as p+p collisions, are of fundamental importance and
provide necessary guidance to the development of the theoretical models.
Table 1.1.: The properties of the quarks and leptons. [7]
Strong Electromagnetic Weak Gravitational
Mediator Gluon (g) Photon (r) WA,Z Graviton
Spin-Parity 1- 1- 1-, 1+ 2+
Range [m] < 10-15 0o 10-18 00
Relative Strength 1 10-2 10-13 10-38
Table 1.2.: The fundamental force carriers and properties.
Generation Quarks Leptons
Name Symbol Charge Mass Name Symbol Charge Mass
First Up u +2/3 1.5 - 4.5 MeV Electron e- -1 0.511 MeVDown d -1/3 5.0 - 8.5 MeV Electron neutrino Ve 0 < 2 x 10-6 MeV
Second Charm c +2/3 1.0 - 1.4 GeV Muon P- -1 105.7 MeVStrange s -1/3 80 - 155 MeV Muon neutrino vp 0 < 0.19 MeV
Third Top t +2/3 174.3 5.1 GeV Tau T - -1 1777 MeVBottom b -1/3 4.0 - 4.5 MeV Tau neutrino vT 0 < 18.2 MeV
1.2. p+p collisions
1.2. p+p collisions
1.2.1. Physics picture of p+p collisions
Figure 1.1.: Schematic view of the proton in the parton model.
From e+p scattering [8, 9], we know that protons are extended objects. In the study
of the p+p scattering, the structure of the proton should be taken into account. In
the framework of the parton model, the constituents of the proton, when it is probed
by a hard scattering at virtuality scale Q2, can be described by the structure function
(F(x, Q2), x is the momentum fraction of the parton). The structure function of the pro-
ton is determined by fits to e+p and p+p collision data. From this point of view, the
p+p collisions are actually interactions between two bags of partons. Assuming the fac-
torization of the proton structure holds, the 2 -42 differential cross-sections of the p+p
scattering can be written in the following form:
do-i- diri-d dx1f dx2Fi(x 1,Q2)F jx 2,Q2) Rdt -j Xjdt(1)
where t is one of the the Mandelstem variable which describes the interaction in-
volving the exchange of an intermediate particle through t-channel with squared four-
momentum t. The definition of t can be found in Section. A.4, i, j are the index of
the parton species (quarks and gluons) and r is the cross-section from matrix element
calculations. However, this is not the whole story. The first problem of this equation
is that the differential cross-section diverges in the t --> 0 limit, and regularization is
needed. Secondly, the scattered partons have to be translated to hadron level to be
1. Introduction
compared with the experimental results. This involves branching / showering (splitting
of the partons) and hadonization (picking up another parton to make a final state par-
ticle which is colorless). However, the hadronization process of the scattered partons is
not yet understood from the first principle and can only be modeled phenomenologi-
cally. Moreover, in the high-energy p+p collisions, the initial momenta of the protons
are high enough such that many partonic interactions can occur in one collision, which
makes the picture even more complicated. The high-energy collisions also involved the
interactions between low x partons (x < 10-4) where the uncertainty of the structure
function is large from the current knowledge of the collision data.
Apart from some theoretical insights that describe the general properties of the col-
lisions, there is no straightforward analytical calculation, starting from first principles,
which can give a complete description of the p+p collision. Practically, the description
of the particle production relies on the Monte Carlo generator based on factorization
and phenomenological models. A further discussion of event generators will be given
in Sec. 1.5. Based on these reasons, the measurements of the charged particle produc-
tion will be important tests on the physics picture we have and provides useful guidence
to the model building.
1.3. Experimental observables
In the study of the particle production in p+p collisions, the abundance of the charged
particles and their angular distributions are the simplest observables. The coordinate
system and kinematic variables are summarized in Appendix. A. Instead of the angle
(0), the rapidity y is a better variable because it is an additive quantity in the Lorentz
transformation (relativistic version of velocity). However, it is difficult to measure the
energy (or the mass) of each charged particle in the experiment. The pseudorapidity
(q) is usually used to characterize the emission angle of the charged particles because
it is closely related to rapidity (y). To justify this, the dNch/dy and dNch/dr) from
PYTHIA generator are plotted together and shown in Fig. 1.2. A short introduction to
the PYTHIA generator is given in Sec. 1.5.1. There is a dip at mid-rapidity, which is due
to the Jacobian transformation from rapidity to pseudorapidity This transformation
also widens the distribution. The generated dNch/dri |1,i1o is roughly 16%(18%) lower
than the dNch/dy |y|~o at ls = 53 (7000) GeV and the ratio of the two distributions at
mid-rapidity (IrI < 1.0) is only weakly dependent on the collisional energy.
The pseudorapidity density (dNch/dr ) is an averaged quantity over all kinds of dif-
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Figure 1.2.: The comparison between dNch/dr) and dNch/dy from PYTHIA D6T
Tune [10] at i = 53, 200 and 7000 GeV.
ferent events created in the p+p collisions. It shows the averaged event shape of the
collisions. The pseudorapidity density at I ~ 0 increases as a function of v/~ and can
be described by a 1 (or 2) degree polynomial of logs. Sudden changes in the trend may
indicate new phenomena in low PT particle production.
The distribution of the event-by-event multiplicity Neh characterizes the fluctuation
of the charged hadron abundance. The multiplicity distribution P(Neh) characterizes
the amount of correlation in the particle production. If there is no correlation between
the creations of final-state charged hadrons, the distribution is Poissonian. A wider dis-
tribution implies positive correlations.
1.3.1. Particle production processes
The bulk of the particle production in p+p collisions arises from the soft interactions,
which contains elastic and inelastic scatterings. The elastic scattering involves the ex-
change of virtual mesons or virtual photons. Experimentally, due to the small momen-
tum transfer and high beam energy, the scattered proton usually passes through the
very forward region of the detector and is undetected. In this thesis, the elastic pro-
cesses are not further discussed.
The soft inelastic interactions are typically classified into diffractive processes and
non-diffractive scattering. In Good and Walker's picture [11], one can expand the initial-
state proton in terms of a complete set of states. During the proton-proton scattering,
the large number of states of the projectile is absorbed by the target and diffractively
dissociates into a collection of particles. This diffractive system has the same intrinsic
quantum numbers as the original proton, i.e. the same charge, isospin, baryon number
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Single-Diffractive Dissociation Double-Diffractive Dissociation
Diffractive System
p p
Pomeron Pomeron {
p p
Diffractive System Diffractive System
Figure 1.3.: The schematic view of single-diffractive dissociation (SD) and double-
diffractive dissociation (DD).
and etc. The target receives a small momentum transfer from the projectile proton and
remain unchanged, as shown in Fig. 1.3. Between the diffractive system and the target a
large gap in rapidity is created and devoid of particles. This is called a single-diffractive
(SD) collision. In some cases, both of the protons are turned into diffractive systems
as shown in Fig. 1.3. This is called the double-diffractive dissociation (DD). In the non-
diffractive (ND) collisions, there are parton-parton interactions with larger momentum
transfer as well as the exchange of quantum numbers. No diffractive systems are cre-
ated. Usually, non-diffractive collisions create more particles and lack rapidity gaps.
Fig. 1.4 shows the charged hadron pseudorapidity distributions of those processes at
7 TeV predicted by PYTHIA [6] and PHOJET [4, 5]. Short descriptions of these generators
are in Section. 1.5. The single-diffractive distribution features an asymmetric pseudo-
rapidity distribution, which has a peak around the initial pseudorapidity of the proton
beam and the contributions of the particles emitted from the diffractive system. Usu-
ally, the emitted particles only appear on one side of the detector and a requirement of
coincident in both side of the detector will lead to suppression of the single diffractive
component. The double-diffractive distribution is more symmetric and has a dip in the
mid-rapidity. The non-diffractive distribution has many particles produced in the mid-
rapidity and the density decreases in the high pseudorapidity region. The PYTHIA and
1.4. Theoretical concepts related to p+p collisions
P YTHIA D6T 7 TeV SD PYTHIA D6T 7 TeV DD PYTHIA D6T 7 TeV ND
5 PHOJET 7 TeV SD 5 PHOJET 7 TeV DD 5 PHOJET 7 TeV ND
4- 4 4
3 -3 37-
2 22 j
000
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Figure 1.4.: The dN/dr distributions from single-diffractive (SD), double-diffractive
(DD), and non-diffractive (ND) processes generated by PYTHIA and PHO-
JET generator. The parameter used in PYTHIA is the D6T tune [10].
PHOJET gives quite different predictions on the properties of the diffractive processes,
including the diffractive fractions and average multiplicity.
Although these generators are tuned with the data from low energy measurements,
the uncertainty of the dNch/d r due to the parameters used in the generator is still large.
Fig. 1.5 shows the predictions from different parameter tunes and generators. The pre-
dicted dNch/drl ,0 is 3.5 - 5.6. The measurement from LHC will be able to eliminate
the unsuitable tunes.
In this thesis, we present the results from the inelastic non-single-diffractive (NSD)
interactions, which are based on an event selection that retains a large fraction of the
ND and DD events, while SD processes are suppressed.
1.4. Theoretical concepts related to p+p collisions
1.4.1. Fermi-Landau Model
In 1950, Fermi and Landau proposed a statistical way for the description of high energy
collisions of hadrons [12, 13]. The main assumption is that the interactions between
the hadrons are so strong such that the incident hadrons stopped each other. All the
energy carried by the hadrons are deposited in a small volume and produce a fireball. A
statistical equilibrium is reached during the collision.
When two nucleons collide with very high energy in their centre-of-mass frame, this
energy will suddenly be released in a small volume surrounding the two nucleons. Since
the interactions of the pion field are strong, the energy W which is deposit in this vol-
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Figure 1.5.: The predicted dN/drj 11,i-O at Vs = 7.0 TeV from PYTHIA and PHOJET
generator
ume will be distributed among the various degrees of freedom present in this volume
according to the statistical laws. Then this concentration of energy will rapidly dissolve
and produce particles [12].
The volume Q, in which the energy of the two colliding nucleons is dumped, is as-
sumed to be energy dependent because of the Lorentz contraction:
Q = -- (1.2)
r
2Mc 2
=Qo W (1.3)
where M is the nucleon mass. In the extremely high energy collisions, the energy den-
sity is expected to be proportional to the fourth power of the temperature, T:
W
-- - c T4(1.4)
1.4. Theoretical concepts related topp+p collisions
From Eq. 1.2 we have:
W W2 2
- oc T4  (1.5)Q 2MC 2QO
Woc T2  (1.6)
According to the standard calculation of statistical mechanics, the density of the parti-
cles turns out to be proportional to the third power of the temperature:
n oc T3  (1.7)
From Eq. 1.5 and Eq. 1.7, the number of particles produced is
N = nxQ (1.8)
X Wi/ 2  (1.9)
This means that the total number of particles produced in the collisions will be propor-
tional to Wi/ 2 (or s1/ 4).
Fermi-Landau's picture is an extreme case which assumes that the interaction be-
tween the two proton is so strong such that a thermalized state is created. However, it is
found experimentally that the particle abundance is actually growing slower than this
power law (Eq. 1.9). The transverse momentum distribution is found to be much nar-
rower than the longitudinal momentum distribution which suggests that the interac-
tion between the protons is weak. These experimental results imply that the interaction
between two protons is not strong enough to create a fully thermalized system.
1.4.2. Feynman Scaling
In 1969, Feynman predicted the character of the hadron production in very high-energy
collisions of hadrons [14] from phenomenological arguments. The conclusion was that
the total number of particles created in the collision rises logarithmically with [s.
(N) oc ln v/s oc ln W (1.10)
where W = v/s/2, which is the total energy of the incoming particle in the center-of-
mass frame. He suggested that the ratio of longitudinal momentum pz to the total avail-
able W (x = p,/W) and the transverse momenta PT are the appropriate variables to use
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for the various outgoing particles in comparing experiments at various values of W in
the c.m. system.
Two-body interaction involved in the exchange of currents carry quantum numbers
such as the isospin. The fields, which are connected to those currents, are expected to
radiate and produce particles (analogous to bremsstrahlung). In the limit of W -> 00,
by Lorentz transformation, the fields to be radiated are becoming a 5 function in the z
direction. This means that the field energy is uniform in pz and the mean number of
particles of fixed PT is distributed as dpz/E for not too large x.
From the argument above, the probability of finding a particle
verse momentum PT and mass m can be expressed in this form:
P(PT, x) oc fi(PT, x) d 2PTE
of kind i with trans-
(R.11)
where
E = AV/m2+p2 +p2T =
= WJx2+ 2W
(1.12)
(1.13)
where mT = m 2 + p2. Since PT/E becomes dx/x in the large W limit, P(pT,x) be-
comes independent of W. The fi(pr,x) factorizes approximately (found experimen-
tally) and can be expressed as
fi(pr, x) = gipr)fi(x) (1.14)
with a normalization of gi chosen to be:
gi(pT)d 2pr = 1 (1.15)
The mean total number of particles produced is:
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(Ni) = fi(pT,x)dp z d 2pT (1.16)
F' dx
= fi(x) (1.17)
Feynman assumed that for XF = 0, a finite limit(C) is reached. Therefore:
dx (1 dx
Mf(x) < 2 C (1.18)
MT)2 x2±+(M)2
- 2Cln x+ x2+( )2 (1.19)
= 2C In 1+ l+(m) +lnMT (1.20)
1 l+( Y) .
In the large W limit, (Ni) oc In W cx In -1s. Since the width of the rapidity distribution
is also a proportional to In 1K and assume that the produced particles are evenly dis-
tributed in rapidity, it follows that the dN/dy near the mid-rapidity is independent of
Ks as shown in Fig. 1.6.
In 1971, the first hadron collider, the Intersecting Storage Rings (ISR) commenced
operation, colliding p+p(P) at 1K= 30.4 to 62.2 GeV However, it was observed at ISR
energies that the pseudorapidity density at the mid-rapidity (r7 ~ 0) increased as a func-
tion of 1K and the results implied that the interaction between hadrons can not be ex-
plained by wee parton interactions. A review of the pseudorapidity density is given in
Section. 2.2.
Feyman's picture is another extreme case which assumes that the interaction between
partons are weak. Compared to Fermi-Landau model, this picture is closer to the ex-
perimental data. The missing ingredients are the contributions from gluon radiations
(which was not known at that time).
1.4.3. Limiting fragmentation
While Feynman scaling gave some insights to the particle production in the mid-
rapidity, the hypothesis of limiting fragmentation of the target and of the projectile is
proposed by Benecke et al. [11] which focuses on the fragmentation region. The authors
suggest the rest frame of the projectile (P) and of the target (L) give more insight for the
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increasing s
Figure 1.6.: Demonstration of the Feynman scaling of the inclusive particle production
A + B - X in the rest frame of B.
description of a collision. In the L system, the projectile passes through the target and
turns the target into an excited state. The excited state then breaks into several pieces.
This is quite similar to the picture which Good and Walker proposed in the diffractive
process. In the rest frame of the target, the projectile is highly relativistic. Due to the
time dilation, the fast components (the projectile) can't change. The only part which
start to radiate particles is the slow components in the collision (the target). The dis-
tributions of the broken-up fragments of the target reach a limiting distribution, based
on kinematical arguments. One obvious example is that the target proton is turned into
a A particle and emits a pion. Clearly, conservation laws limit the kinematic distribu-
tion of the pion. The same discussions can apply to the projectile in the P system. The
particles created in the pionization process that are slow in the centre-of-mass frame,
which correspond to the particles produced in the mid-rapidity, do not contribute to
the limiting distributions. A schematic plot of the limiting fragmentation is shown in
Fig. 1.7.
The limiting fragmentation is observed in p+p(p+p) and heavy-ion collisions exper-
imentally. The dN/drj distributions from different energies in the rest frame of the
target line up in a common curve before reaching the central plateau. Moreover, it was
first observed in p+A collisions [15, 16] and later in Au+Au collisions [17] that this scal-
ing continues to hold in a larger rapidity range (for instance, Fig. 1.8). The origin of this
scaling effect is not understood. It was later called "Extended Longitudinal Scaling" by
Mark Baker of the PHOBOS Collaboration [18].
The results of limiting fragmentation and extended longitudinal scaling in p+p (p+p)
collisions are reviewed in Section. 2.2.1.
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Figure 1.7.: Demonstration of the limiting fragmentation of the inclusive particle pro-
duction A + B -+ X in the rest frame of B.
1.4.4. Koba-Nielsen-Olesen (KNO) Scaling
Inspired by the Feynman scaling and early data, the KNO scaling was suggested by Koba,
Nielsen, and Olsen [19] for the description of the multiplicity distribution. They suggest
that if the multiplicity distribution is expressed in the variable z =Nh/ < Nch >, the
distribution '(z) =< Nch > P(z) is a universal function in the high energy limit.
Although the original assumption of Feynman scaling turned out to be wrong, KNO
scaling is found to hold at NAL and ISR energies [20-22] (See Section 2.3.1). In high-
energy collisions at SppS and Tevatron, the KNO scaling is found to be violated. Com-
parisons of the multiplicity distributions in KNO variable are reviewed in Section. 2.3
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Figure 1.8.: Example of Extended Longitundinal scaling in the 0-6% and 35-40% cen-
trality Au+Au collisions from the PHOBOS collaboration [17].
1.4.5. Negative binomial distributions
From the p+p collision data taken at the NAL [20], ISR [22] and SppS [24] energies, it
is found that the charged particle multiplicity distributions in p+p collisions deviates
from the Poisson distribution. The widths of the distributions are larger than Pois-
son distribution indicates positive correlation between charged particles. For instance,
the decay of the unstable particles and the showering of the partons. Further analyses
show that the distributions can be described by a negative binomial distribution (NBD),
which is defined as:
f(n) (k+n -1 (1.21)
which gives the probability number of n fails in a sequence of independent Bernoulli
trials before a specified number k success occurs. Further discussions of the negative
binomial distribution are given in Appendix. B. In the study of the charged hadron mul-
tiplicity, the NBD is usually expressed as
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Figure 1.9.: The multiplicity distributions in the full phase space from the SFM exper-
iment at the ISR [22] and the UA5 collaboration at SppS [23]. The distribu-
tions are fit with a negative binomial distribution (NBD), a Poisson distribu-
tion or two NBDs.
f(n)= (kn)F(n+1)F(k)
n "
(k
-n-k
+ -) (1.22)
where the average multiplicity of the distribution is (h = k/p - 1). Fig. 1.9 shows that
the NBD distribution describes the ISR data reasonable well, while the Poisson distri-
bution doesn't describe the data.
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Figure 1.10.: Schematic view of the parton evolution
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Figure 1.11.: Collision between soft partons
The origin of a charged multiplicity distribution following the NBD distribution is
not fully understood. A phenomenological explanation is the following: The partons
in the hadron undergo parton branching as shown in Fig. 1.10. If there is no collision
happen, the parton absorbs the virtual particles. If the probability of branching is p,
then the number of out going partons is a negative binomial distribution. In the p+p
collisions, the lowest energy partons interact and the each out-going partons hadronize
and produced the observed charged particles.
Another phenomenological explaination was provided by the Clan Model. Inspired by
the cascade processes and jet fragmentation studies, the Clan Model [25] was proposed.
The model describes the particle production by a cascading mechanism. In a collision,
clans(clusters) are assumed to be produced independently in the collision and can be
described by the Poisson distribution F(nc, ,e) oc tenc/nc!, where ne is the number of
clans and te is the average number. The probability to produce another particle (p)
is assumed to be proportional to the number of existing particles. The probability of
-------------------------------------
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producing Neh particles in a clan F(Neh) is characterized by the following relations:
F(O) = 0 (1.23)
(Nch +1)F(Nch +1) =p x NchF(Nh) (1.24)
Eq. 1.23 corresponds to the fact that a cluster contains at least one particle. F(Nh) can
be expressed as:
F(1)pNch-1
F(Nch)= Nch (1.25)
Neh
And the multiplicity distribution is:
Nch
P(Nch)= F(x, dc)ZF(N)F(Nz ... F(Nx) (1.26)
x=O
whereXE* denotes the sum over all partitions with Nch = n 1+n 2+...nx. It is shown in [25]
that Eq. 1.26 is a negative binominal distribution. The average number of particles per
clan hch and the average number of clans fic can be directly derived from the negative-
binomial parameters:
hch = /ln(1+ ) (1.27)k k
e= skln(1+ ) (1.28)
From the experiments at SppS collider, it is found that the multiplicity distribution
deviates from the NBD distribution [23]. Fig. 1.9 shows the measurement at /s = 546
GeV [23], there are additional structures found around the peak when the distribution
is compared with NBD fit. It is clear that a fit with two NBDs works much better in the
description of the high-energy collisions. Also in the fit of the lower energy data, the
two-components fit also works better. It has to be noted that each NBD distribution
describes one kind of event class or production mechanisms so that there is no inter-
ference between the two components. Fits with two NBDs can be performed without
constraints (as shown in the Fig. 1.9), or with constrains in the parameters which char-
acterize the soft and semi-hard components [26]. The soft component which doesn't
contain mini-jets follows the KNO scaling. The semi-hard component violates the KNO
scaling. Experimental efforts are also made for the investigation of the relative fraction
of the two different components [27].
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Another possible explanation to this deviation is the contribution from the multiple
parton interaction. The events with two parton-parton scatterings form another event
class which extend the tail part of the multiplicity distribution. This can also explain
why the deviation from a single NBD distribution increases as a function of collisional
energy because the probability of multiple parton interaction increases.
1.4.6. Saturation model
In the framework of parton model as described in Sec. 1.2.1, the proton are bags of
partons and the distributions of the partons are described by the parton distribution
function. The violation of the Feynman scaling shows the importance of the gluon con-
tribution in the low x region. To get the full description of the proton-proton collision,
one must include the lowest x partons in the picture.
At small x, by the uncertainty principle the interaction develops over large longitudi-
nal distance z - 1/(mx), where m is the nucleon mass [28]. When the x is sufficiently
small, z becomes larger than the nucleon diameter. The incident probe interacts with
all the partons within the transverse area ~1/Q2 determined by the momentum trans-
fer Q. Since the probe interacts with partons with cross-section o- as/Q 2, the number
of partons (N) is proportional to Q2:
S1N ~. S ~ Q2R2 (1.29)
o- as(Q2)
where S, is the transverse area of the nucleon SP ~ irR2 . The density of the parton is
given by:
p xF(xQ 2 ) (1.30)
,z R2
In case of up >> 1, we deal with a dense parton system. At very high gluon density, the
anniliation process of the gluons limits the growth of the gluon density and the number
of gluon is related to the geometry of the nucleon. The saturation scale Q2 which defines
the scale of the gluon saturation can be determined by the condition o-p ~ 1:
x F(x, Q2)Q2 ~ as (Q2) 2 (1.31)S S irR
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Therefore the number of gluons is given by:
Q2
xF(x,Q2 ) ~ c (1.32)x F~i" S as(Q2)
where c is a constant. Assuming the number of hadrons in the system is proportional
to the number of the scattered partons (detailed discussions can be found in [29]), we
get:
d N
oc xF(x, Q) (1.33)
Q2Dc - S(1.34)
as(Q2)
From r*p scattering data at HERA, it is found that the saturation scale Q2 is propor-
tional to v/s [30-32], where A ~0.27 - 0.29 [32]. Therefore we get:
dN(vs) AsA/ 2  (1.35)
d rl
It would be interesting to check if this parametrization describe the data and the ex-
tracted A parameter can be compared with the values obtained from the HERA data [33].
1.5. Event Generators
From the discussions in the last section, there are two important missing pieces which
are needed to explain the experimental results. (1) The inclusion of the gluon radiation
is necessary in order to explain the raising pseudorapidity density. (2) Implementation
of the multiple parton interaction models is necessary to explain the measured charged
hadron multiplicity fluctuations. Other than those missing elements, the discussions
and calculations usually stay in the parton level. The translation from partons to hadron
level is also needed in order to compare the theoretical prediction to the experimental
observables. Those complications make the calculation directly from first principles
difficult.
To describe the p+p collisions, Monte Carlo technique is usually used to generate
events with the best guess from models. The goal is to produce the events at the hadron
level as the input to the full detector simulation. This helps to understand the expected
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signal and possible background components in the collisions. The hard collisions in-
volve high momentum transfer can be described by perturbative QCD (pQCD). How-
ever, the majority of the events come from soft interactions in the minimum-bias events
triggered by the detector. The coupling constant as of the strong force is 0(1) in scat-
tering with low Q2 and the perturbation method is not valid. Usually, additional phe-
nomenological models are added to the generator for the description of the soft com-
ponent
Due to the color confinement, the out-going partons hadronize and produce color-
less final state particles. This transition is not yet understood from first principle calcu-
lations and has to be described by phenomenological models. In this section, we will
give a brief introduction to the event generators used in this thesis.
1.5.1. The PYTHIA Generator
The PYTHIA [6] generator tries to combine calculations from the pQCD to phenomeno-
logical models in order to provide a complete description of the soft and hard processes
in the p+p collisions. In the A + B -> X process, total cross-section is divided according
to:
01AB = AR 0 AB +1AR 0 AR 1.6ot el S0D DD+JND (.6
The total cross-section 0 -tot is calculated by the Reggeon based method which is de-
scribed in Appendix C.2 and Eq. C.10. The elastic cross-section -ei is estimated by
optical theorem and subtracted from the total cross-section. The inelastic collisions are
classified into the single-diffractive (SD), double-diffractive (DD) and non-diffractive
(ND) processes. Higher order diffractive processes such as central diffraction with dou-
ble Pomeron exchange are not included in the PYTHIA (version 6.4) simulation. The
diffractive cross-sections are described by parametrizations motivated by the Regge
theory [34]. The non-diffractive cross-section is given by Eq. 1.36 with elastic and
diffractive components subtracted.
The non-diffractive process is described phenomenologically, but closely related to
the pQCD. Starting from Eq. 1.1, the QCD cross-section for hard 2 - 2 processes, as a
function of the p2 scale is given by [34]:
d o- d9.kjdx dx dtF(x 2 )F(x 2 2 (d (1.37)dPT f~ dxJ d 2J (X,~ 2,) dt (1.37
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Since the differential cross-section diverge roughly like dp /p', a parameter PTmin is
introduced. The hard-scattering cross-section above a given PTmin is
J'hard (P Tmin>{ s1 d1p 2 (1.38)
U h a di p m i n P T i n T
The Uhard can be larger than the total non-diffractive cross-section otot, which means
there are several parton-parton interactions in a single event. This is the concept of the
multiple parton interaction. The event multiplicity is sensitive to the p2min. The number
of the parton-parton interactions is given by:
Nint = Uhard (1.39)
UND
There are two models which describe the fluctuation of the Nint. The old model as-
sumes that there is no correlation between the parton-parton interactions and the Nint
is assumed to be Poissonian. A fit to the UA5 data [35] gives PTmin - 1.6 GeV. In the
new model, the Nint is characterized by the overlap of two disks (the incoming pro-
tons) with varying impact parameter. The density of the partons p(r) in each disk
is described by a exponential form (p(b) cx exp (-bd)) or a double Gaussian(p(b) c
exp -) +aI exp (- ). The width and the relative fraction of the two Gaussian
a, ( 1 1 2a
are tunable parameters. For each impact parameter, the fluctuation of the Nint is as-
sumed to be a Poisson distribution.
Starting from the hard interaction, initial- and final-state radiation corrections are
added. In PYTHIA, the branching of the outgoing parton is modeled by a parton shower
approach. A shower may be viewed as a sequence of 1 -> 2 branchings. In the PYTHIA,
those sequence includes q -* qg, g -+ gg, g -> qq, q -+ q and 1 - 1r. In those
branching processes a -+ bc, the mother a branches into two daughter, with parton b
carrying a fraction z and parton c carrying a fraction 1 - z. The branching probabilities
Pa-bc(z) are given by DGLAP evolution equations [36, 37]. The energy and momentum
are conserved at each step of the showering process and the shower cut off is at a mass
scale of 1 GeV.
In order to compare with experimental observable, PYTHIA uses the Lund model [38]
to describe the hadronization process. The Lund model describes the transition from a
scattered parton to final state hadrons with a string fragmentation model. Starting with
a qq pair, as the distance between the quarks increases, another q171 pair may be cre-
ated from the vacuum fluctuation. The qj 1 pair hadronizes and creates a meson, while
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qi continues the fragmentation process. The qi may (or may not) pair off with a q-2. The
algorithm continues iteratively. In the Lund string fragmentation model, the tunneling
mechanism is assumed to create each new qigq pair. The fragmentation function which
describe how qqj pairs are creates and the hadronization of multiparton systems are
proposed in the model. Details of the model can be found in [38]. If a produced par-
ticle is unstable, it decays into stable particles by the decay table implemented in the
PYTHIA generator.
Since PYTHIA gives reasonable description of the existing data, especially the hard
scattering part, the PYTHIA generator is used as the main generator for trigger efficiency
and correction studies.
1.5.2. The PHOJET Generator
Compared to PYTHIA, whose starting point is a hard scattering and tries to extend the
model to describe soft interactions, PHOJET focuses on the soft part of the p+p collision
and approaches the question from a different angle.
The PHOJET generator is based on the ideas of the Dual Parton Model (DPM). A
review of the DPM can be found in [39]. The DPM is a phenomenological model of
large number of charge (Nc) and flavor (Nf) expansion of QCD. This model relates the
parameters used to describe the cross-sections directly to multi-particle production.
In DPM, the proton proton scattering can be described by the exchange of Pomerons
and Reggeons. Some short discussions are given in Appendix C.2. In DPM, Pomerons
are virtual quasi-particle which carried quantum numbers of vacuum. A Pomeron ex-
change diagram corresponses to exchange of several gluons between the partons, with
total quantum numbers equal to the vacuum quantum numbers. The p+p scattering
is dominated by single Pomeron scattering, which includes elastic or diffractive scatter-
ing. PHOJET also tries to implement the hard scattering in the language of Pomeron in
order to give a consistent description between hard and soft scattering processes.
The hadronization process from partons to hadrons is also based on the Lund string
fragmentation model. The PHOJET generator has been tuned to give good descrip-
tion of the charged hadron multiplicity and diffractive processes. Comparison between
PHOJET and previous measurements is summarized in Sec. 2.2.3.
In this thesis, the Monte Carlo simulated events with PHOJET generator are used as a
cross-check on the trigger and efficiency corrections.
2. Previous Measurements
Charged-hadron production has been studied extensively, from cosmic ray, fixed target
experiments to hadron colliders. It has to be noted that although those experiments
were trying to measure the same quantity, there were different techniques, triggers and
kinematic reaches involved. These differences should be taken into account when re-
sults are compared.
In this chapter, the multiplicity measurements from experiments are reviewed. The
techniques and detectors, which were used for those measurements, are summarized.
2.1. Experiments
2.1.1. Cosmic ray experiments
Charged particle production was first studied with cosmic rays (for instance, [40]) to un-
derstand the property of the hadronic interaction. The analysis methods and variables
proposed in the cosmic ray studies were adapted in the later hadron collider experi-
ments.
Due to the nature of the cosmic ray studies, there was less control on the incident
particle. It was difficult to determine the initial energy and the type of the incident
particle. Careful event selections are needed to select hadronic interaction. Moreover,
most of the data were from emulsion experiment and the target was usually a mixture
of different nuclei. This made the interpretation of the results non-trivial. In this data
review, we focus on the results from fixed target and collider experiments.
2.1.2. Experiments at the National Accelerator Laboratory (NAL)
Inclusive p+p collisions were studied by the 30-in. hydrogen bubble chamber at
the National Accelerator Laboratory (NAL). The chamber had been exposed to pro-
ton beams with pBeam = 102, 205, 303, 405 GeV/c, which corresponded to s =
13.8,19.6,23.8,27.6 GeV/c [20]. About (1 - 7) x 103 pictures were taken in each energy,
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which corresponded to 3-10k events. The bubble chamber had a 47T solid-angle accep-
tance and was used to study the inclusive particle production in the collisions.
The multiplicity distributions were shown to satisfy the KNO scaling. The experiment
also measured the pseudorapidity and rapidity distribution of the pion at Vs = 205 GeV.
The dN/dr, showed a dip at q ~0 in the center-of-mass frame while dN/dy was found
to be flat [20]. The experiment also measured inclusive cross-section measurement.
2.1.3. Experiments at the Intersecting Storage Rings
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Figure 2.1.: Inclusive inelastic dNch/dr) from ISR energies with statistical errors.
A detector based on streamer chamber (SCD) at the CERN-ISR measured the inelas-
tic charged particle multiplicity at /s = 23.6, 30.8, 45.2, 53.2 and 62.8 GeV. This ex-
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periment contained two streamer chambers which covered a range of nIr/ < 4 which
corresponded to ~ 90% of the total solid angle. The measurement was performed with-
out magnetic field, which is sensitive to pions with PT > 45 MeV/c. A good rejection
of charged secondaries not pointing to the production vertex could also be achieved.
Data taking was triggered by a coincidence between large scintillator hodoscopes on
each side of the interaction region. A total of 2300 to 7400 events, were taken in the five
ISR-energies and used for further analysis. The most interesting results from this ex-
periment were the evidence for a violation of Feynman scaling [21]. KNO scaling of the
multiplicity distribution in the range Ir/i < 1.5 was found to be valid in the ISR energies
and the distributions significantly deviated from Poisson distribution. The experiment
also confirmed the increasing p+p total cross section as a function of /s.
The Split Field Magnet detector (SFM) at the CERN-ISR measured the NSD and in-
elastic p+p collisions at s = 30.4, 44.5, 52.6 and 62.2 GeV In SFM, an inclusive trig-
ger was used instead of a left-right coincidence from counters in the forward direction.
Triggered events were classified as SD and NSD events if there was a track with a Feyn-
man x > 0.8, or there was no track in one of the two rapidity hemispheres. If the number
of reconstructed multiplicity was larger than 7, the event was also treated as a non-
diffractive event. The measurements were also corrected for the secondaries, contam-
inations from leptons and the geometrical acceptance. The experiment also demon-
strated the KNO scaling holded in the NSD events at the ISR energies.
2.1.4. Experiments at the SppS
The UA1 (Underground Area 1) experiment measured the NSD p+p collisions at Vs
= 200 - 900 GeV during the Pulsed Collider run at the SppS in March 1985 [41]. There
were a total of 188k events collected, 18% at the lowest energy l = 200 GeV, and 34%
at the highest energy v = 900 GeV. The minimum-bias trigger used was a two-arm
trigger that required at least two charged particles in opposite rapidity hemispheres in
the range 1.5 < Ir1| < 5.5. Only tracks with PT > 0.15 GeV/c were retained for analy-
sis. Corrections on track finding efficiency, detector acceptance, secondaries and pho-
ton conversion were applied. The overall systematic errors including luminosity, event
selection and corrections were 15 %. UAl also measured the dN/drJ distribution at
/s= 540 GeV which used 8000 events taken without magnetic field [42]. This setup re-
duced the amount of the particles lost at low-momenta to about 1%. A systematic error
of 5% was quoted for this measurement.
The UA5 (Underground Area 5) experiment was operated at the ISR and the SppS
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collider. UA5 performed detailed d Nch/d q measurements, including inelastic and NSD
results from p+p collisions at s = 53, 200, 546, 900 GeV [23, 23, 24]. UA5 also compared
p+p and p+p collisions at v/i = 53 GeV [43]. UA5 had two large streamer chambers
which provided large solid angle coverage. The low momentum reach for pions was
~ 45 MeV/c such that smaller than 1% of the charged particles were lost. However,
there were no systematic errors assigned in those measurements.
UA5 also measured the multiplicity distributions with different r -regions. The result
was also extrapolated to full phase space. There were 4000 events used for analysis at
v/s= 200 GeV, and 7000 events each for 540 and 900 GeV [35, 44, 45]. The most interest-
ing results from the UA5 measurement were the violation of the KNO scaling in the full
phase space, and the multiplicity distributions deviatedfrom a single negative binomial
distribution.
A Forward Silicon Micro-Vertex detector (P238) was a forward geometry silicon
micro-vertex detector which was proposed as a part of a hadronic B-physics experiment
(P238) [46]. The minimum-bias trigger was a coincidence of the 2 scintillation counter
in the forward region. The collaboration reported the dNch/dr) of charged particles
produced in 630 GeV p+p collisions at CERN SpPS collider in the range 1 < 1| < 6. The
results were based on 3 x 106 triggers. The correction for fake tracks and secondaries
were each about 2%. The single diffractive interaction correction was about 0.5%. The
corrections were obtained from a PYTHIA simulation which was tuned with UA5 data.
The biggest uncertainty was the overall normalization error (5%) which was from the
inconsistency when x, y data were used simultaneously in tracking compared to the
results where only the x or y information was used. The result from P238 gave a com-
plementary check on the UA5 results obtained at similar collisional energies.
2.1.5. Experiments at the Tevatron
The CDF (Collider Detector at Fermilab) experiment at the Tevatron collider measured
the dNch/drl within I7|< 3.5 in p+p collisions at v/ = 630, 1800 GeV during the 1987
run [47]. The study used data from the vertex time-projection chamber (VTPC), which
provided charged-particle tracking. The beam-beam counter (BBC) was used to trig-
ger the detector readout. The BBC consisted of two sets of scintillation counters which
covered the pseudorapidity range 3.2 < |r| < 5.9. The VTPC was sensitive to particles
with transverse momentum greater than 50 MeV/c. The detector trigger required at
least one hit in each set of BBC counters in coincidence with the beam crossing. There
were 30000 triggers at 1800 GeV and 9400 triggers at 630 GeV collected for this analysis.
2.1. Experiments
The event selection retained events that pass either of the following tests: (1) a mini-
mum of four tracks in the VTPC with at least one in each of the forward and backward
hemispheres (2) an interaction point derived from VTPC information within 16 cm of
that determined from BBC time of flight. Those trigger and event selections were rel-
ative insensitive to SD events. The CDF result showed that the increase of dNch/d at
q ~ 0 is faster than ln Vs. However, the authors did not correct for events missed by
the trigger or selection procedure, which is quite surprising because this procedure can
change the results dramatically. This choice makes it hard to compare CDF results to
other experiments.
CDF also measured the multiplicity distribution at both energies with a large sam-
ple [48]. The tracks were reconstructed with a central tracking chamber (CTC). How-
ever, the study considered only tracks with a PT greater than 400 MeV/c. The measure-
ment was also done with two separate samples [27], where a hard event had a jet which
deposited at least 1.1 GeV in the calorimeter towers and a soft event was the one that
contained no jets. The results showed that the KNO scaling holded in the "soft" sample
while violated in the "hard" sample.
The E735 experiment at the Tevatron collider measured the multiplicity distribution
of NSD events in p+p collisions at V = 300, 546, 1000 and 1800 GeV [49]. The multi-
plicities were determined from the number of hits in an array of 240 scintillators which
covered the range of Ir7I< 3.25. Time of flight counters covered a range of 1.6 < lI < 3.25
were used for trigger. The results were extrapolated to full phase space by UA5 simula-
tion, which was tuned to the UA5 data, and PYTHIA. Sample size and corrections were
not mentioned in the paper.
2.1.6. Experiments at the Relativistic Heavy Ion Collider
The PHOBOS experiment at RHIC had a charged particle multiplicity detector covering
a large fraction of the total solid angle. The charged particle reconstruction in this ex-
periment was based on the silicon detector. The PHOBOS experiment measured inclu-
sive p+p collision at s = 200 and 410 GeV in the range I1r| < 5.4. The charged particle
multiplicity was reconstructed with a Hit Counting method, which used the segmen-
tation of the silicon multiplicity detector. The large acceptance also provided checks
on the existing measurements at /= 200 GeV The results were consistent with UA5
measurement on p+p collisions.
The STAR experiment measured the NSD p+p collisions at Vs = 200 GeV at RHIC.
The main detector of the STAR experiment was the time projection chamber which
2. Previous Measurements
covered a pseudorapidity range of 1r71 < 1.8. The trigger used was a coincidence of the
signals from the zero degree calorimeters and beam-beam counters. A data set of 3.9
million was collected during 2002. Tracks with PT > 0.2 GeV/c are retained for analy-
sis. Corrections on tracking efficiency, secondaries and SD contribution were based on
PYTHIA simulation.
Table 2.1.: Summary of the experiments before the startup of the LHC. The symbol o indices that measurements of d Nch/dr) (or
multiplicity distributions) is available in this experiment.
Exp. fs (GeV) Type dNch/d r Multi. Trigger Ne v PT reach 1 Ref.
NAL 13.8,19.6,23.8,27.6(p+p) INEL o o incl. 26k Full [20, 50]
SCD 23.6,30.8,45.2,53.2 INEL o o incl. 2k-7k 45 MeV [21]
SFM 30.4,44.5,52.6,62.2 INEL/NSD o incl. [22]
UA1 200,500,900(p+p) NSD 0 2-arm 150 MeV |r}|< 5.5 [41]
540(p+p) NSD o [42]
UA5 53(p+p p+p) INEL o o 2-arm 4k 45 MeV I| <3.5 [43]
53,200,546,900 (p+p) INEL/NSD o [24]
546(p+p) INEL/NSD a o [23]
540(p+p) NSD 0 [35]
200,900(p+p) NSD a 2-arm 4k, 7k |r}l < 5.0 [44, 45]
P238 630(p+p) NSD a 2-arm 3M 1 < |r| <6 [46]
CDF 630,1800(p+p) Uncor. a 2-arm 9k, 30k 50 MeV Il <3.5 [47]
630,1800(p+p) NSD 0 2-arm 9k, 30k 50 MeV nri|< 2.5 [48]
630,1800(p+p) NSD o 2-arm 3M, 4M 400 MeV I < 1.0 [27]
E735 300,500,1000,1800(p+p) NSD a 2-arm rIl <3.25 [49]
1800(p+p) NSD o 2-arm 5M |r|il <3.25 [51]
PHOBOS 200,410(p+p) INEL/NSD o 1(2)-arm |r|il <5.4 [52]
STAR 200(p+p) NSD o [53]
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2.2. dNch/dq distributions
The measurement of charged hadron angular distribution was first carried out in the
studies of cosmic rays and later performed in the collider experiments. The pseudo-
rapidity distributions of p + p(p) collisions had been measured from NAL to Tevatron
energies, which spaned almost three orders of magnitudes. The results from different
energies were similar in shape, but with width and height increased as a function of S.
It has been observed from the NAL data that the distributions consisted of a flat plateau
near the mid-rapidity and decreased to 0 in the forward region. There was a dip near
i = 0, which was from the Jacobian transformation from the rapidity to the pseudora-
pidity (See Sec. 1.3 for more details).
Fig. 2.1 shows the dNh/drl from ISR energies. It is clear the the dNch/dr at
mid-rapidity is increasing, which indicates that Feynman scaling is violated. The au-
thors also confirmed the substantial violation by converting the observed dNch/dr) to
dNch/dy [21]. The data didn't show an increase in width and the distributions stops
at r - 4, which could be from the effect of limited detector sensitive to very forward
particles. Although the correction on geometrical acceptance was apply, the correction
factor due to the acceptance for rlJ|> 3.5 was 1-10 [21] which may lead to larger system-
atic error.
Fig. 2.2 and 2.3 show the dNch/dr distributions of inclusive and NSD p+p (p+p)
collisions from ISR to Tevatron energies. At several center-of-mass energies, the distri-
butions were measured by several experiments and the results were found to be con-
sistent with each other. The data showed a clear trend of widening in rI, which was
proportional to the rapidity of the beam (yBeam).
The CDF data showed a large central dip in the mid-rapidity. It has to be noted that
the results were uncorrected for the events which missed the trigger and there were
large systematic uncertainties quoted by the authors for the data in the range of lI|> 1.
2.2.1. Fragmentation region
In order to test the limiting fragmentation hypothesis, the distributions are plotted in
the lab frame of the incoming proton beam, which is shown in Fig. 2.4 for inclusive
p+p(p) collisions and in Fig. 2.5 for NSD events. The distributions from higher energies
tend to join an universal curve at the region of low rl - yBeam, which suggest that the
limiting fragmentation holds in the forward region. It seems that the limiting fragmen-
tation distribution follows a straight line. It is also found that the scaling continues to
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Figure 2.2.: Inclusive inelastic dNch/drl from ISR to Tevatron energies.
hold in larger q - yBeam where the produced particles are not expect to come from the
fragmentation of the projectile. This phenomenon is called the extended longitudinal
scaling [18]. The cause of the scaling is not yet understood. Busza [18] interpreted it as
direct evidence of some kind of saturation, akin to that in the Color Glass Condensate
picture of particle production.
The spread of the data points in the fragmentation region is roughly 20% for inclusive
distributions and 10% for NSD distributions. In the collider experiments, the fragmen-
tation region corresponds to very forward region of the experiment, where large accep-
tance corrections were applied to the raw data. Part of the large variation can also come
from the difficulty of event triggering.
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2.2.2. Energy dependence of the pseudorapidity density at the
mid-rapidity
Fig. 2.6 shows the dNch/d at I ~ 0 as a function of Vs. Note that there is no system-
atic errors for the UA5 data. The closed symbols are NSD data while open symbols are
inelastic data.
The raising dNch/d can be fit with two different parameterizations: a + bIns and
a + bins + cln s 2 . Both fits give reasonable description to the observed data. The mea-
surement at V1 = 1.8 TeV from CDF showed deviations from the linear fit [47] and the
second-order fit gives a better y2. This suggests that dNch/dr 11=0 increases fast than
In s.
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Figure 2.4.: Inclusive inelastic dNch/dr) in the rest frame of the proton beam.
Since the two empirical fits gives quite different extrapolations at LHC energies (up to
25%), the measurement at high energy will help to identify the correct parameterization.
2.2.3. Comparison between data and PHOJET
Fig. 2.7 shows the comparison between NSD dNeh/dr and the results from the PHOJET
generator. The PHOJET generator describes the dNeh/drl reasonably well up to v/s =
1800 GeV The consistency between data and MC is at the 5% to 10% level except the
CDF data in the range of rf l > 1. The generated dNch/dr from PHOJET is higher than
data at v/= 53 - 630 GeV and lower than the CDF measurement at s= 1800 GeV. The
dip structure at mid-rapidity is also reproduced by the PHOJET generator.
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Figure 2.5.: Non-single-diffractive inelastic dNch/dr in the rest frame of the proton
beam.
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Figure 2.8.: The multiplicity distributions measured in the NAL and ISR energies. (Left
Panel) The distributions from inclusive events. (Right Panel) The distribu-
tions from NSD events.
Multiplicity distributions measured in full phase space from NAL and ISR are shown
in Fig. 2.8. Increasing the energy resulted in an increase in total multiplicity. Studies
were done in inclusive events and NSD events. By comparing the distributions from
both event selections, one can see that the single-diffractive events are populated in
low multiplicity region of the distribution.
2.3.1. Validity of KNO scaling
To assess the validity of KNO, the multiplicity distributions are expressed using KNO
variable z = Neh/ < Nh >, which is shown in Fig. 2.9. The distributions from different
energies (j s < 63 GeV) and different experiments join an universal curve, which can be
described as a negative binomial function. Although the Feynman scaling is broken, it
is clear that the KNO scaling is hold in the ISR and NAL energies.
Fig. 2.10 shows the multiplicity distributions before the startup of the LHC, including
SppS and Tevatron data. It is evident that the KNO scaling is violated between lowest
energy and highest energy dataset. The data with v/ > 100 GeV show a extended high
multiplicity tail which can not be described by a single NBD. The extended high multi-
plicity tail seems to grow smoothly as a function of /~s.
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The multiplicity distributions measured in the NAL and ISR energies and
fit by a negative binominal function. The distributions are normalized and
expressed using KNO variables. (Left Panel) The distributions from inclusive
events. (Right Panel) The distributions from NSD events.
For the low z region, the height of the peak from higher energies is lowered because
< Nch > is increasing faster due to the high multiplicity tail. In E735 data, a large un-
certainty was shown in the low multiplicity region which was due to the correction and
rejection of the beam background.
The distributions in UA5 can be described by a fit with two NBD (Fig. 1.9). This in-
dicates that there are two independent classes in the multiplicity distribution. Each of
the class follows a NBD. But the origin of the shoulder structure is not yet understood.
Possible explanations are the contributions from mult2iple parton interactions, or in-
creasing contributions from the hard processes involve in the production of high PT
jets.
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3. The Large Hadron Collider
The Large Hadron Collider (LHC) [1] is a two-ring-superconducting-hadron accelerator
and collider installed in the existing 26.7 km tunnel that was constructed between 1984
and 1989 for the CERN LEP accelerator. It is designed to collide proton beams with a
center-of-mass energy of 14 TeV and luminosity of 1034 cm-2 s-1. It also collides lead
ions with an energy of 2.76 TeV per nucleon and a peak luminosity of 1027 cm-2 s-1. In
this chapter, a brief description of the LHC is presented.
3.1. Design and Layout of LHC
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Figure 3.1.: Schematic layout of the LHC (Beam 1 - clockwise, Beam 2 - anticlockwise)
The LHC is a synchrotron that accelerates two counter-rotating beams in separate
beam pipes. It has eight arcs and eight straight sections and the basic layout is shown
in Fig. 3.1. There are 4 beam crossing points which contain the experiments (point 1, 2,
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5 and 8). The injection systems from SPS to LHC for Beam 1 and Beam 2 are located at
Point 2 and Point 8. Insertions at Points 3 and 7 each contain two collimation systems
for beam cleaning. The RF systems which accelerate the particles are located at Point 4.
There are 1232 superconducting dipole magnets that bend the beam trajectories and
392 quadrupole magnets that are used to keep the beams focused. The superconduct-
ing magnets are kept at the operating temperature of 1.9 K with liquid helium. The
dipole magnets are operated with a current of 11.85 kA and provide a field of 0.54 T
during injection and a nominal field of 8.33 T during nominal collisions with beam en-
ergy of 7 TeV. RF systems provide a RF voltage of 8 - 16 MV/beam which accelerates the
particle, compensate the synchrotron radiation loss (7 keV/turn).
The protons(lead ions) are grouped in cylindrical bunches with a radius of 16.6(15.9)
pm and a length of 7.55(7.94) cm with a bunch spacing of 25(100) ns in the nominal
operation. The design bunch intensity is 1.15 x 1011 for protons and 7 x 1o for lead ions.
The maximum bunches per ring is 2808(592) for nominal proton-proton(Pb+Pb) runs.
3.2. Experiments at the LHC
There are six experiments that operates at the LHC:
1. CMS (Compact Muon Solenoid) [54] and ATLAS (A Toroidal LHC Apparatus) [55]
are two general-purpose detectors that are built to study both p+p and Pb+Pb
collisions. The focus of the two experiments are the verification of the Stan-
dard Model, search for the Higgs boson, physics beyond the Standard Model, and
heavy ion physics. The detector is optimized for high-PT physics to enhance the
discovery potential of new heavy particles postulated by various of models such
as the supersymmetric extensions (SUSY) of the Standard Model, and the use of
the high-PT probes in the study of the quark-gluon plasma. The analysis in this
thesis is based on the CMS detector and the details are described in Chap. 4
2. ALICE (A Large Ion Collider Experiment) [56] is a dedicated heavy-ion which is
optimized to study heavy ion collisions. The strength of the detector is in the
low-PT observables such as the particle multiplicity measurement, particle iden-
tification.
3. LHCb (The Large Hadron Collider beauty experiment) [57] studies the CP-violation
in the b-quark systems produced in the proton-proton collisions.
3.3. Startup
4. TOTEM (TOTal Elastic and diffractive cross section Measurement) [58] is designed
for the measurement of total cross section, elastic scattering and diffractive proec-
sses in the p+p collisions, which is located in the forward region of the CMS de-
tector.
5. LHCf (Large Hadron Collider forward) [59] is a special-purpose detector to study
the particles generated in the forward region of collisions which is located close to
the ATLAS experiment. The LHCf is designed to measure the energy and number
of 70 , which will help explain the origin of high energy cosmic rays.
3.3. Startup
On 10th September 2008, the proton beam at LHC was successfully circulated in the
main ring of the LHC for the first time. The machine is ready for collisions at Vs = 900
GeV However, during the 10 TeV magnet commissioning, a short circuit occurred and
resulted damage of magnets. The repairing of the magnet and installation of additional
protection features was done during 2009. On 20th November 2009, the proton beams
were successfully circulated with injection energy 450 GeV per beam again, with the first
proton-proton collisions at 900 GeV
On 30 November 2009, the LHC became the highest-energy particle accelerator in the
world with 1.18 TeV per beam, which was a record held by the Tevatron at Fermilab in
the Unite States. After the 2009 winter shutdown, the accelerator ramped up the beam
energy to 3.5 TeV on 19th March 2010 and delivered the first collisions at 7.0 TeV on 30th
March 2010.
During the startup, the initial collision rate was 5 - 50 Hz (corresponds to L ~1 - 10 x
1026 cm-2 s-1) and the expected number of pile-up is less than 0.3%.

4. The CMS detector
The CMS detector is a multi-purpose detector which provides capability to study p+p
and heavy-ion collisions. A detailed description of the CMS experiment can be found in
Ref. [60]. An important aspect driving the detector design and layout is the choice of the
magnetic field configuration in order to measure precisely the momentum of charged
particles. A compact design is chosen and this results in a choice of high magnetic field
which provides a large bending power.
In the multiplicity analysis, the crucial parts of the CMS detector is the pixel tracker,
which is used to reconstruct the charged particles, forward calorimeter (HF) and Beam
Scintillator Counters (BSCs) [60, 61] in the forward region, which are used for triggering
and event selection. In this chapter, the design and performance of the CMS detector
will be described.
4.1. CMS design concept
The overall layout of CMS is shown in Fig. 4.1. The central feature of the CMS appara-
tus is a superconducting solenoid of 6 m internal diameter, providing a uniform mag-
netic field of 3.8 T. Immersed in the magnetic field are the pixel tracker, the silicon-strip
tracker (SST), the lead-tungstate crystal electromagnetic calorimeter (ECAL) and the
brass/scintillator hadron calorimeter (HCAL). In addition to barrel and end-cap detec-
tors for ECAL and HCAL, the steel/quartz-fibre forward calorimeter (HF) covers the re-
gion of Jri between 2.9 and 5.2. Muons are measured in gas-ionization detectors embed-
ded in the steel return yoke. Two elements of the CMS detector monitoring system, the
Beam Scintillator Counters and the Beam Pick-up Timing for the eXperiments (BPTX)
devices [60, 62], were used to trigger the detector readout. In the following sections, the
sub-detectors will be described in detail.
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Figure 4.1.: The overall layout of the CMS detector. The beam monitoring system in the
forward region is not shown.
4.2. Magnet
In order to provide unambiguous determination of the sign of the muons with a mo-
mentum up to 1 TeV/c in the reconstruction of the decaying new particles, it requires
a momentum resolution of Ap/p ~ 10% at p = 1 TeV/c [63]. CMS chose a large super-
conducting solenoid, the design parameters of which are given in Table 4.1 [64]. A large
bending power can be obtained for a modestly-sized solenoid, albeit a high-field super-
conducting one, as the bending starts at the primary vertex. The main feature of the
CMS solenoid are the use of a high-purity aluminum-stabilised conductor and indirect
cooling (by thermosyphon) together with full epoxy impregnation.
During the data taking in 2009-2010, the magnetic field was set to 3.8 T for the most
of the beam time. A small data set was also taken with B= 0 at v/~= 7 TeV.
4.3. Inner tracking system
Field 4 T (3.8 T during the data taking)
Inner Bored 5.9 m
Length 12.9 m
Number of Turns 2168
Current 19.5 kA
Stored energy 2.7 GJ
Hoop stress 64 atm
Table 4.1.: Parameters of the CMS superconducting solenoid.
4.3. Inner tracking system
The CMS tracker system which covers a pseudorapidity range of IrI < 2.4, comprises
66 million silicon pixels and 9.6 silicon strips [65]. The occupancy of the pixel detector
is about 10-4 at high luminosity p+p data taking. Even in heavy-ion (Pb+Pb) running,
the occupancy is at the level of 1% in the pixel detector and less than 20% in the silicon
strip detector, which permits the reconstruction in the high multiplicity environment.
The tracker is designed to provide an impact-parameter resolution of about 100 Pm
and a transverse-momentum resolution of about 0.7 % for 1 GeV/c charged particles at
normal incidence (rl=O) [63]. The layout of the CMS tracker is shown in Fig. 4.2.
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Figure 4.2.: The CMS tracker layout (1/4 of the z view).
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4.3.1. Pixel tracker
The pixel detector consists of 3 barrel layers with 2 endcap disks on each side on them
(Fig.4.3) [65]. The 3 barrel layers are located at mean radii of 4.4 cm, 7.3 cm and 10.2 cm,
and have a length of 53 cm. This means that CMS is capable to detect charged pions
with transverse momentum greater than ~ 50(70) MeV/c with the first(second) pixel
barrel layer with a magnetic field of 3.8 Tesla. The 2 end disks, extending from 6 to 15
cm in radius, are placed on each side at IzI = 34.5 cm and 46.5 cm. The recorded hits in
the barrel layers are used for tracklet reconstruction for charged multiplicity study. The
details are described in Chap. 6.
Figure 4.3.: The CMS Pixel Detector layout.
4.3.2. Silicon Strip tracker(SST)
The barrel tracker region is divided into 2 parts: a TIB (Tracker Inner Barrel) and a TOB
(Tracker Outer Barrel) [63, 65]. The TIB is made of 4 layers and covers up to |zI <65 cm
and The TOB comprises 6 layers with a half-length of Izi < 110 cm. The first 2 layers
of TIB and TOB are made with "stereo" modules in order to provide a measurement in
both r - # and r - z coordinates. A stereo angle of 100 mrad has been chosen.
The endcaps are divided into TEC (Tracker End Cap) and TID (Tracker Inner Disks).
Each TEC comprises 9 disks that extend into the region 120cm < zl < 280cm, and each
TID comprises 3 small disks that fill the gap between the TIB and the TEC. The TEC
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and TID modules are arranged in rings, centered on the beam line, and have strips that
point towards the beam line, therefore have a variable pitch. The first 2 rings of the TID
and the inner most 2 rings and the fifth ring of the TEC have "stereo" module. The spec
and performance of the silicon sensors used in the strip detectors are summarized in
Table. 4.2.
During the data-taking period, 98.4% of the pixel and 97.2% of the SST channels were
operational. The fraction of noisy pixel channels was less than 10-5. The signal-to-noise
ratio in the SST depends on the sensor thickness and was measured to be between 28
and 36, consistent with the design expectations and cosmic-ray measurements [63, 66].
The tracker was aligned as described in Ref. [67] using cosmic ray data prior to the LHC
commissioning. The precision achieved for the positions of the detector modules with
respect to particle trajectories is 3-4 pm in the barrel for the coordinate in the bending
plane. This allowed us to perform the first physics measurement with an already aligned
detector.
part No. detectors thickness (pm) mean pitch (pm) r - #(z) resolution (pm)
TIB 2724 320 81/118 23-34(23)
TOB 5208 500 81/183 35-52(52)
TID 816 320 97/128/143
TEC 2512 320 96/126/128/143
TEC(2) 3888 500 143/158/183
Table 4.2.: Detector types in the silicon tracker.
The CMS tracker gives a transverse momentum resolution of 0.5-7.0% and 95% re-
construction efficiency for muons with PT of 1-100 GeV/c. [63]
4.4. Muon system
The Layout of the muon system is shown in Fig. 4.4. Three types of gaseous detectors are
used to identify and measure muons [63, 68]. The choice of the detector technologies
has been driven by the very large surface to be covered and by the different radiation
environments. In the barrel region (II < 1.2), where the neutron induced background
is small, the muon rate is low and the residual magnetic field in the chamber is low,
drift tube (DT) chambers are used. In the 2 endcaps, where the muon rate as well as
the neutron induced background rate is high, the magnetic field is also high, cathode
strip chambers (CSC) are deployed and cover the region up to Ir| < 2.4. In addition
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to this, resistive plate chambers (RPC) are used in both barrel and the endcap regions.
The RPCs are operated in avalanche mode to ensure good operation at high rates (up to
10kHz/cm 2). The typical momentum resolution of the muons is from 0.7% (p -10 GeV)
to 10% (p ~1 TeV). [63]
800
700
600
500
400
300
200
100' /-
0 200 400 600 800 1000 1200
Z (cm)
Figure 4.4.: The Layout of the CMS Muon system.
4.5. Electromagnetic calorimeter
The Electromagnetic Calorimeter (ECAL) is a hermetic, homogeneous calorimeter com-
prising 61200 lead tungstate (PbWO4) crystals mounted in the central barrel part, closed
by 7324 crystals in each of the 2 endcaps. [69] The goal of the ECAL to reconstruct the
electromagnetic objects such as electrons and photons, as well as the EM component of
the jets. Lead tungstate scintillating crystals are chosen in order to have short radiation
(Xo = 0.89 cm) and Moliere (2.2 cm) lengths, are fast (80% of the light is emitted within
25 ns) and radiation hard (up to 10 Mrad). Silicon avalanche photodiodes (APDs) and
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vacuum phototriodes (VPTs) are used for signal amplification. The layout of the CMS
ECAL is shown in Fig. 4.6.
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Figure 4.5.: The Layout of the CMS Electromagnetic Calorimeter system.
The ECAL Barrel (EB) covers a pseudorapidity interval of 0 < IqI < 1.479. The inner
radius is 129 cm, which means that a charged particle should have a PT of at least ~1.5
GeV/c to reach the EB [63, 69]. Each crystal have a front face cross-section of ~ 22 x
22mm 2, which covers 0.0174 in AO and Arl, and a length of 230 mm, corresponding to
25.8 Xo.
The ECAL Endcaps (EE) are two "Dees" at a distance of 314 cm from the center of
the CMS and covering a pseudorapidity range of 1.479 < IrI < 3.0. The endcap crystals
are all identical and have a front face cross section of 28.6 x 28.6mm 2 and a length of
220 mm (2 4 .7Xo). A preshower device is placed in front of the crystal calorimeter over
much of the endcap pseudorapidity range in order to provide better separation power
between nO and photons. The active elements of this device are 2 planes of silicon strip
detectors, with a pitch of 1.9mm, which lie behind disks of lead absorber at depths of 2
Xo and 3Xo.
4.6. Hadron calorimeter
The goal of the hadron calorimeter (HCAL) [70] is to minimize the non-Gaussian tails
in the jet energy resolution and to provide good containment and hermetricity for the
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missing transverse energy (E"is") measurement. Due to the choice of the CMS mag-
net, the HCAL design maximizes material inside the magnet coil in terms of interaction
lengths.
In the pseudo-rapidity range of Irj| < 3.0, brass/scintillator sampling calorimeter is
chosen. Brass has a reasonably short interaction length and is non-magnetic and the
scintillator tiles with wavelength-shifting (WLS) fiber minimize the space devoted to
the active medium. The photodetection readout is based on multi-channel hybrid pho-
todiodes (HPDs). The hadron barrel (HB) part of HCAL consist of 32 towers covering
the pseudorapidity range of IqI < 1.4, resulting in 2304 towers with a segmentation of
A 3 x A# = 0.087 x 0.087. The hadron endcap (HE) of HCAL covers the pseudorapidity
region 1.3 < jr7| < 3.0. For the 5 outermost towers at smaller rj), the # segmentation
is 5 .and the rj segmentation is 0.087. For the 8 innermost towers the # segmentation
is 100, whilst the q segmentation varies from 0.09 to 0.35 at the highest q. The total
number of HE tower is 2304. In order to sample the energy from penetrating hadron
showers leaking through the rear of the calorimeters and improve the E"iss resolution,
the hadron outer (HO) detector is placed outside the magnet. It contains scintillators
with a thickness of 10 mm and covers the pseudorapidity region II < 1.26.
In the forward region, the hadron forward (HF) calorimeter covers the pseudorapidity
range 3.0 < |jj< 5.0. The HF is located 11.2 m from the interaction point and is made
of steel absorber and embedded radiation hard quartz fibers, which provide a fast col-
lection of Cherenkov light. There are 13 towers in T7, all with a size given by Aq ~ 0.175,
except for the lowest-rl tower with Ar ~ 0.1 and the highest-rl tower with Ar ~ 0.3. The
# segmentation of all towers is 100, except for the highest-ri tower which has A# - 200.
The hadron forward detector served as an important detector in the dN/drj analysis
which provides good selection on the collisional events.
4.7. Beam monitoring system
4.7.1. Beam Pick-up Timing for the eXperiments (BPTX)
In order to monitor the beam condition, the two Beam Pick-up Timing for the eXperi-
ments (BPTX) devices, located around the beam pipe at a distance of ±175 m from the
IP on either side, are designed to provide precise information on the bunch structure
and timing of the incoming beam, with better than 0.2 ns time resolution [62]. The
BPTX detector uses two standard LHC beam position monitors (BPM) each comprising
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Figure 4.6.: The Layout of the CMS Hadronic Calorimeter system.
of four electrostatic button electrodes positioned symmetrically around the beam-pipe.
The BPTX is measured to be fully efficiency in detecting the beam with bunch inten-
sity greater than 109 which provides valuable inputs to the Level 1 trigger.
4.7.2. Beam Scintillator Counters (BSC)
The two Beam Scintillator Counters (BSCs) are located at a distance of +10.86 m
from the nominal interaction point (IP) and are sensitive in the Irl range from 3.23 to
4.65 [61]. The scintillators for the BSC1 station are mounted on the inner surface of the
HF detectors on both sides of the IR The flight time between the IP and BSCl is 36.5 ns.
Each BSC is a set of 16 scintillator tiles. The structure and location of the BSC are shown
in Fig. 4.7.
The four segments in each outer petal are grouped to two PMTs (PMT = photo-
multiplier tube), providing a segmentation in two halves, one for each end. The scin-
tillator rings provide eight signals on each side. This gives in total 2 x (8+8)= 32 BSC 1
channels.
Earlier measurements have shown a time resolution around 3 ns for these scintillators
taken from the OPAL mini-plug detector. With the routing of the signal cables to the
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Figure 4.7.: Location and schematic of BSC detector [61]
readout in USC55, a resolution around 5 ns is expected. The scintillators (BC408), read
out through photo-multipliers via wavelength shifting fibers, are expected to provide 14
photo-electrons per traversing MIP.
The readout of the BSC counters is implemented using commercial electronics lo-
cated in NIM and VME crates in rack S1E08. Signals from the PMT-s are discriminated
and then combined using off-the-shelf logical NIM units (e.g. LeCroy) to implement the
required coincidence logic and delays. This requires NIM to LVDS units for signal con-
version in the end. The LVDS signals are routed to the GT rack via 4x2 wire commercial
Ethernet cables.
The BSC elements have an average minimum-ionizing-particle(MIP) detection effi-
ciency of 95.7%. The signal from BSC are also designed to provide hit and coincidence
rates as inputs to the Level 1 trigger. The efficiency of the BSC segments was measured
based on the MIP peak in the scintillators. The details of the efficiency determination
can be found in Appendix. D.
4.8. Trigger system
The bunch crossing rate at LHC is 40 MHz which leads to - 109 interactions/sec at de-
sign luminosity, which makes full event recording impossible. The trigger system is de-
signed to provide filter with a rejection factor of nearly 106 to select interesting events.
The CMS trigger system can be divided into two parts: The Level 1 Trigger (LI), which
use custom electronics, provides fast decision. The High Level Trigger (HLT) system,
which relies upon commercial processor, perform reconstruction on the Li accepted
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events and make decisions from more detailed information [2, 63]. The triggers used in
this analysis will be discussed in Chapter 5.
4.8.1. Level 1 Trigger
The CMS Li trigger electronics itself is pipelined and deadtimeless, and can render a
decision on every bunch crossing (40 MHz), synchronised to the LHC clock. The LI trig-
ger involve calorimetry and muon systems as well as some correlation of information
from these systems. The L1 decision is based on the presence of local objects such as
photons, electrons, muons and jets, using information from the calorimeters and muon
systems. Detailed description of the Li Trigger system can be found in Ref. [2]. During
the startup, the Zero-Bias and Minimum-Bias Triggers are also implemented based on
the BPTX coincidence or activities in BSCs which will be described in Sec. 4.8.3.1.
The Li pipeline data storage time is 3.2 ps which included the signal propagation
delays. This means that the Li trigger calculations must be done in many cases in less
than 1 ps. The schematic plot of the Li Trigger is shown in Fig. 4.9. The Li Global
Trigger (GT) collects and synchronises the information from the calorimeters and muon
systems and make a decision to keep or reject an event. Once the L1 trigger generates
an accept, all data which used as input to the Li trigger system are moved to the DAQ
along with the event readout data for storage and will be processed by the High Level
Triggers [2]. Typically, the event rate is reduced by a factor of O(1000).
4.8.2. High Level Trigger
Events which pass the LI trigger are processed by the High-Level Trigger system(HLT) [2].
Only data accepted by the HLT are recorded for offline physics analysis. The rate of
events accepted by the HLT should be within limits allowed by the data recording tech-
nology (O(100) Hz) and thus a rejection factor of O(1000) is needed. In traditional 3-level
trigger systems, this is achieved in two stages: a hardware/software-based Level-2 trig-
ger which quickly provides the large rejection factor and a Level-3 processor farm which
makes decisions based on more sophisticated algorithms. The CMS HLT hardware con-
sist of a single processor farm called the "Event Filter Farm". The farm comprises PCs
mounting 2.66 GHz dual quad-core Intel processors and a total of 16 GB RAM (as of
2010). The CMS HLT combines the rejection power and speed of a Level-2 trigger with
flexibility and sophistication of Level-3 in a single processor farm [2].
The full detector data (~I MB) accepted by the Li Trigger are read out by the DAQ
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Figure 4.8.: Overview of Level 1 Trigger [2]
system at a rate up to 100 kHz. The assembling of the event fragments coming from
each detector front-end module takes place in two stages. First, the front end data are
assembled into larger fragments (super-fragments) which are then delivered to Read-
out Units (RU) in eight different and independent sets (DAQ slides) in a round-robin
scheme, such that all super-fragments of an event are delivered to the same DAQ slice.
In each DAQ slice the super-fragments are managed by the Event Builder where they are
finally assembled into complete events. From the BU, the events are handed to the Fil-
ter Units (FU), the applications which runs the actual High Level Trigger reconstruction
and selection. Events accepted by the HLT are forward to the Storage Managers(SM)
and then stream event data on storage [71]. In the FU, the high level objects such as
ECAL clusters, jets and muons are reconstructed for event filter determination.
The CMS HLT is highly flexible. The HLT Triggers can be as simple as "mark and pass",
or involved in complicated physics object reconstruction. For the MinBias triggers used
in the thesis, the HLT paths are seeded by BPTX and BSC-based Li triggers and no fur-
ther event reconstruction are needed in the HLT stage.
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Figure 4.9.: Overview of Level 1 Trigger [72]
4.8.3. Triggers used at the startup
In this section contains information concerning the triggers used at startup for minimum-
bias studies, which are based on BPTX and BSCs. The goal of those triggers is to provide
Zero-Bias / 'Empty-Target'/ minimum-bias data sets which can be used to understand
the trigger efficiencies and beam background.
4.8.3.1. BPTX-based triggers
During the commissioning in 2009, the BPTX is found to be fully efficient for the detec-
tion of the crossing of the filled proton bunches with an intensity > 109. This enables us
to use the readout of the BPTX signal as L1 trigger.
The most important trigger based on the BPTX is the Zero-Bias trigger, which is the
crossing of two filled proton bunches. There is also a trigger that requires only one filled
and one empty bunch crossing; this is sometimes called 'empty target' trigger and will
be used for corrections for beam gas and halo.
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4.8.3.2. BSC-based triggers
The main purpose of the BSC system is to provide collision/background monitoring
information for CMS. Besides the monitoring goals, signal pulses are also extracted from
the readout of the BSC and BPTX detectors for triggering.
The Global Trigger (GT) has 64 so-called technical trigger inputs (LVDS) to which sim-
ple signals (pulses) from the BSC and BPTX are routed. The required logic (fanning in
the 32 individual BSC signals in logical "or"s and "and"s) for these signals before enter-
ing the GT is fully implemented. There are 8 technical and 4 extra algo trigger bits from
the BSC, and 7 technical and 4 algo bits from the BPTX provided for the General Trigger.
The relevant trigger bits for this analysis are listed in table 4.3. The BSC halo trigger
use the timing information of the BSC inner ring or outer paddle. The trigger bit 36-39
fires if the timing between the signals from both side of the BSC detector is consistent
with beam halo passing through the CMS. The single-sided BSC MinBias trigger bit fires
if there is a hit in the BSC (bit 34). The coincidence BSC MinBias trigger bits fires if there
is at least one hit in both side of the BSC detector in time coincidence.
The BSC halo bits are used for beam gas and beam halo tagging and rejection, while
the BSC MinBias triggers are used to select collisional events.
4.9. Simulations
The detailed Monte Carlo (MC) simulation of the CMS detector response is based on
GEANT4 [73]. The position and width of the beam spot in the simulation were adjusted
to that determined from the data. Simulated events were processed and reconstructed
in the same manner as collision data.
Table 4.3.: BSC Li bit assignments.
Bit number Bit Name Description
Technical bits
34 LITechBSCminBiasOR there is at least one hit in the BSC
36 L1TechBSChalobeam2_inner beam 2 halo, inner
37 LiTechBSChalobeam2_outer beam 2 halo, outer
38 LiTechBSChalobeamlinner beam 1 halo, inner
39 LiTechBSChalobeamiouter beam 1 halo, outer
40 LiTechBSCminBiasthresholdi at least one hit in time coincidence
41 LiTech BSC minBiasthreshold2 at least two hits in time coincidence
Algorithm bits
124 LiBscMinBiasORBptxPlusORMinus at least one BSC hit in time with one BPTX
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During the data taking, three different data sets are taken for the studies. The first sam-
ple is a Zero-Bias sample which is taken whenever a collision is possible, i.e., two filled
bunches. This sample has no bias due to the online trigger. However, it also contains
empty events and beam backgrounds. The second sample is an Empty-Target sample,
which require only one filled bunch. The empty-target sample will only contain empty
events and beam background. The third sample is a Minimum-Bias (MinBias) sam-
ple based on a 1-arm trigger. This trigger requirement rejects most of the beam back-
grounds, while retains most of the collisional sample.
With the three different samples, one can estimate the contamination from the beam
gas and beam halo in order to develop useful strategy for the background rejection. The
Zero-Bias sample is used for trigger efficiency validation. Those studies are detailed and
discussed in this chapter.
In this chapter, the details of the event selections are presented. The online trigger is
discussed first, followed by event vertex reconstruction and beam background rejection.
5.1. Online Trigger
As discussed in Chapter. 1, the p+p scattering we focus on is the NSD collisions in order
to reduce the uncertainty due to the modeling of the SD event and reduce the contam-
ination from the beam background. To minimize the bias imposed on such an analysis
by the trigger strategy it is essential to optimize the trigger to accept a large fraction
of the NSD cross section while reject most of the SD cross-section. Furthermore, it is
essential to study the relative contributions of single-diffractive, double-diffractive and
non-diffractive collisions as well as the admixture of non-collisional background such
as beam gas interactions and beam halo.
In order to study collisional and beam-gas events, it is important to have a Zero-Bias
trigger and an Empty-Target trigger in the Level 1 Trigger menu. The Zero-Bias trigger is
based on the coincidence of the BPTX signal which triggers on the crossing of two filled
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colliding bunches, therefore contains collision sample and beam background contribu-
tion. The empty-target trigger requires only one filled and one empty bunch crossing
based on BPTX. No collisional events are expected in the empty-target sample.
To achieve high trigger efficiency on the MinBias sample, the CMS readout is triggered
by a signal in any of the BSC segments(see Fig. 4.7), coincident with a signal from either
BPTX indicating a beam or a bunch crossing the IP The three data sets are summarized
in Table. 5.1.
Table 5.1.: The three different data sets used in this thesis.
Name Event content Trigger selection
Zero-Bias Empty, beam gas, collisions Coincidence of BPTX
Empty-target Empty, beam gas BPTX XOR signal
Min-Bias Empty, beam gas, collisions Coincidence of BPTX, any hit in the BSC
5.2. Event Vertex Reconstruction
A valid primary vertex is useful for beam-background rejection and provide the ref-
erence point for the tracklet reconstruction. In this analysis, there are three different
methods used for the event vertex determination. The cluster vertex method uses infor-
mation from single layer, which is a simple algorithm without using correlation between
different detector layers. The tracklet vertex method is a quick algorithm which corre-
lates two layers of the pixel detector. This algorithm works also on data taken without
magnetic field. The agglomerative vertex reconstruction [74] uses fully reconstructed
tracks, which provides robust and accurate vertex positions. This method is also used
in the final analysis on data taken with magnetic field. With different complexity in al-
gorithm and different vertexing efficiency and resolution, the three methods are used
for various of cross-checks.
5.2.1. Cluster Vertex reconstruction
When a charged particle pass through the pixel detector, the width of the cluster along
the beam line (w) is proportional to the amount of material it passes through (Fig. 5.1.
The expected width (wv) can be calculated with the following relation:
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wo(vz)=2 x Iz - vzI/r +0.5 (5.1)
where z is the z position of the cluster, r is the radial coordinate of the cluster and vz
is the z position of the primary vertex.
Charged Particles
w
Pixel Detector
Primary Vertex
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z
Figure 5.1.: Demonstration of the cluster vertex algorithm.
In this algorithm, a scan along the -15.9 cm < Ivzl < 15.9 cm with a step of 0.1 cm is
performed. For each assumed vz, we calculate the number of compatible hits (N(vz))
with Iw - w I < 1. The vertex position which has the highest number of compatible hits
is selected as the primary vertex candidate.
If there are two vertex candidates which has equal amount of compatible hits, a X
estimator is defined to estimate the compatibility of the cluster size to the assumed
vertex position:
Ncl uster
X(-= IW-W(Vw)I (5.2)
The vertex candidate which the lowest X(vz) is selected as a final primary vertex.
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5.2.2. Tracklet Vertex reconstruction
In order to have a better vertex position resolution while keeping the algorithm rela-
tively simple, a tracklet-based vertex reconstruction technique is introduced. This algo-
rithm is used for magnetic field off analysis.
Figure 5.2.: The definition of A# of the proto-tracklet in vertex reconstruction. The q
angle is calculated with respect to the center of the CMS detector (0,0,0).
The first step in reconstructing the primary vertex is to take a first layer hit and loop
over the second layer hits. If the difference in azimuthal angle (A#) between the two
hits is smaller than Aoct, this pair is saved as a proto-tracklet. This procedure is re-
peated for each first layer hit to get a collection of proto-tracklets. The algorithm is
demonstrated in Fig. 5.3
The expected z vertex position of such proto-tracklets is given by the following ex-
pression:
z=zi-pi x(z 2 -zi)/(p2-pi) (5.3)
where z 1( 2) is the z position of the first (second) layer hit in the proto-tracklet, and
P1(2) is the radius in cylindrical coordinates. The calculated z positions are saved to a
collection of vertex candidates.
The second step is to determine the primary vertex position from the vertex candi-
dates. Looping through the vertex candidates in the collection, the z position of each
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Figure 5.3.: Left The reconstructed proto-tracklets in the X-Z plane. Right: The recon-
structed proto-tracklets in the r-#q plane.
is compared to all other candidates. If the difference |Az| between two candidates is
smaller than Azcar, they are grouped together into a vertex candidate cluster. The clus-
ter with the highest number of candidates is selected as the primary vertex; its z position
is determined from the average z position of the cluster.
In this analysis, the optimized parameters were found to be Aocut = 0.08 and Az,,, =
0.14.
The resolution of the pixel tracklet method is found to be only slightly worse than the
pixel triplet method and significantly better than the cluster method.
5.2.3. Agglomerative Vertex reconstruction
The x and y positions of the luminous region where protons of both beams interact,
from here on referred to as beam spot, are constant within a given data set. The beam
spot for each data set is obtained from three-dimensional vertex fits based on tracks
reconstructed with PT > 0.9 GeV/c, using the full event sample. The tracks are recon-
structed as described in [74]. The RMS of the beam spot in both directions was found to
be less than 0.1 mm.
The z position and shape of the beam spot is obtained in a similar manner, using
the event-by-event primary vertex reconstructed as described below. Due to the low
collision rate, the probability for more than one inelastic collision to occur in the same
bunch crossing is less than 0.5%.
To reconstruct the z coordinate of the primary vertex for each event, tracks consisting
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of triplets of pixel hits are formed. The minimal transverse momentum of these tracks
is - 75 MeV/c. The tracks are required to originate from the vicinity of the beam spot
with a transverse impact parameter (dT) smaller than 0.2cm. Of these, only tracks with
dT< 4 0rT, where oT is the quadratic sum of the uncertainty of dT and the RMS of the
beam spot in the transverse direction, are used in the vertex reconstruction.
The vertex-reconstruction algorithm uses the z coordinate of the tracks at the point of
closest approach to the beam axis and the corresponding estimated measurement un-
certainty (o-z). It performs an agglomerative clustering by adding tracks to form groups.
These groups (denoted the ith and fh group) are then merged based on their normal-
ized distance, dh2 = (z, - zj)2/(o2 + oj) where o- and o- are the uncertainties of the zi
and z; positions, with a fast nearest-neighbor search algorithm [74]. The z position and
its uncertainty o-z for the newly joined group are calculated using a weighted average.
The clustering process stops when the smallest normalized distance between the re-
maining groups gets larger than 12, where the stopping condition was optimized using
simulated events. Only vertices formed from at least two tracks are considered further
except when there is only one track reconstructed in the event. In this case the vertex
position is given by the point of closest approach of the track to the beam axis. The
fraction of single-track vertices in the data sample is 1.7% at 0.9 TeV, 1.3% at 2.36 TeV
and 0.9% at 7 TeV The overall vertex reconstruction efficiency, evaluated from the data
after all other event selection cuts, is 99.2% and the probability of reconstructing more
than one primary vertex candidate is 5.0% (7.4%) at 0.9 TeV (2.36 TeV). When more than
one vertex candidate is reconstructed, the vertex composed of the largest set of tracks is
chosen. This selection is safe since in the startup, the average number of collisions per
bunch crossing is <1 which no event pile-up is expected.
The distribution of the reconstructed vertex positions along the beam axis is shown
in Fig. 5.4, and compared with that obtained from the simulation, adjusted to the mea-
sured beam spot in three dimensions.
5.3. Performance
The performance of vertex resolution as a function of hit multiplicity among the three
available vertexing methods are shown in Fig. 5.5. The agglomerative vertexing gives
the best resolution in sample with magnetic field on, but doesn't work in the magnetic
field off case. This method is used in the final analysis of the magnet field on sample.
The tracklet vertexing also works in the sample without magnetic field, and has a better
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the same distribution from PYTHIA
performance compared to Cluster vertexing. This algorithm is used for B=0 analysis.
Cluster vertexing has less sensitivity to the detector condition or misalignment and it
was used for cross-checks and systematic studies.
5.4. Event Selection
This analysis uses LHC collision data sets collected at LHC startup. The collision rate
with p+p collision are about 11, 3, and 50 Hz at vs =0.9, 2.36, 7.0 TeV respectively.
The fraction of events with two or more collisions is negligible (< 0.3%). After all event
selections described in the following section, there are 40320 (0.9 TeV) 10837 (2.36 TeV)
and 55100 (7.0 TeV) events which enter the analysis.
5.4.1. Selecting Collision Events
To select valid collisions, we select events with a BPTX coincidence, indicating a filled
bunch from either beam crossing the IP at the same time based. Events which have at
least 1 hit in all of the BSC segments are selected, which pass the Level 1 trigger.
In order to suppress the single-diffractive component and keep most of the non-
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Figure 5.5.: The vertex resolution as a function of hit multiplicity in the 7 TeV PYTHIA
Monte Carlo sample.
single diffractive events, we select events that contain a coincidence of at least one
calorimeter tower containing a total energy great than 3 GeV in the positive and neg-
ative HF, i.e on either side of the IP
A valid vertex is required for this analysis. The main analysis uses the agglomerative
vertex which is described in 5.2.3. Data sample reconstructed with cluster vertexing and
tracklet vertexing are used for cross-checks.
5.4.2. Rejecting beam halo events
The selected collision candidate events still contain a contribution from beam induced
background events that can pass the collision trigger. Beam halo events were rejected
based on the BSC beam halo bits (Techical Bit 36, 37, 38, and 39) as described in Sec-
tion. 4.8.3.2.
5.4.3. Rejecting high occupancy events
Another type of beam background events are very high pixel multiplicity events present
in the data set. The number of pixel hits in one pixel layer can go up to several thou-
sands, however, in non-collisional like distributions. An example event is shown in Fig-
ure 5.6 that looks like a shower traversing the full longitudinal extent of the pixel system
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at one transverse location. Those events are created by beam particles directly hitting
the detector structure.
Run 123151 Event 1903639 PXF negative Run 123151 Event 1903639 PXF positive
110 10
20-
-10 5 0~ 5 10 -0 1-L 0 5 *10
- [cm- Azimuthal Angle - 1 1
Figure 5.6.: An example high hit multiplicity event. The transverse position of all pixel
hits the negative-side (left) and positive-side (right) disks. The # -z distribu-
tion for the 2nd barrel layer is shown in the center. A transversely isolated
shower develops from +z to -z, incidentally also leaving much more energy
in the negative-side HF than the positive-side.
Most of these background events can be removed by requiring an HF hit coincidence
and a BPTX coincidence. As the primary signature of these high occupancy pixel events
is the preponderance of extremely long clusters along the beam direction, this is the nat-
ural quantity for event-by-event discrimination. As done in the cluster vertex algorithm
(Section. 5.2.1), this is achieved by plotting all clusters according to their z-position and
cluster size along the beam. Since the cluster length of the hits from primary tracks are
proportional to the z distance with respect to the primary vertex, they will leave a char-
acteristic V-shaped pattern in this space. Non-primary hits (e.g. loopers, secondaries)
mostly fall outside this V-shape (see Figure 5.7).
To judge how compatible the primary vertex position is with the cluster-shape infor-
mation, we define the Cluster Vertex Compatibility (Q) as the ratio of clusters that fall
within the V-shape (NVyts) to the average number of clusters inside the same V-shape
when it is displaced by +10 cm (Ngy,) along the beam (z-axis in the CMS coordinate
system).
NVQ= Hits (5.4)
NHits +Nt,,/
For collisional events with only primary tracks and a properly reconstructed vertex,
the Q will be a large number. In the high pixel multiplicity events, we get Q ~ 1.
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Fig. 5.8(a) shows the correlation of Q and the number of pixel hits (Nhits) from the
MinBias sample at s = 0.9 TeV This can be compared to Monte Carlo simulations
where only collisions are present (Figure 5.8(c)) and empty-target sample where only
beam background is present (Figure 5.8(b)). The collisions typically have good cluster
vertex compatibility (large Q). On the other hand, the high hit multiplicity beam back-
ground events are populated around Q - 1. It is clear that a simple diagonal cut can be
effective in cleaning up the sample in data without cutting much at all into the overall
efficiency.
It should be noted that the HF coincidence requirement itself is also effective in re-
moving beam background, as another prominent feature of the background is signifi-
cant asymmetry in the energy deposits between the forward and negative hemispheres.
The vertex quality distributions in 0.9 TeV MinBias sample after all other selections have
been applied (including the HF coincidence) are shown in Figure 5.9(a) for the collision
bunches and Figure 5.9(b) for the empty-target bunches. Only a few high-multiplicity
beam-background events remain in the collision events, which are clearly removed with
the diagonal cut (indicated by the red line). Furthermore, it is evident from the very few
entries to the left of the cut in Figure 5.9(b) that only a tiny fraction (per mille level at 0.9
and 2.36 TeV; less than 2x10- 5 at 7 TeV) of beam-gas events survive the complete event
selection.
The implementation used in the event selection for the dN/drj and dN/dpT analy-
ses at s = 7 TeV differs slightly from the cut used at 0.9 and 2.36 TeV to accommodate
higher multiplicity real collision events. The definition of quality events, indicated by
the lines in Figure 5.9(a) and Figure 5.9(c), is as follows:
Q >(a x Nfits)| NHits < b || Q > c. (5.5)
In case of 7 TeV collisions, the parameters are set to a = 0.0045, b = 150 and c =2.
In addition to the higher multiplicity reach of 7 TeV collisions that is evident in Fig-
ure 5.9(c), it is also apparent that the beam conditions are 'cleaner' than at the lower
energies, i.e. there are proportionately fewer events in the low-quality tail than in Fig-
ure 5.9(a). This is because of the much higher collision rate in 7 TeV data taking com-
pared to low energy runs.
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Figure 5.7.: The example distribution of pixel clusters according to their z-position and
cluster length along the beam, shown with the V-shaped selection of clusters
compatible with primary particles coming from the collision vertex. The
dashed lines show the shifted V-shape for compatibility estimation. (a) A 7
TeV Collision with 204 hits in the first pixel barrel layer. (b) A 7 TeV collision
with 311 hits in the first pixel barrel layer. (c) Beam background event with
204 hits in the first pixel barrel layer.(d) Beam background event with 311
hits in the first pixel barrel layer.
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Figure 5.8.: (a) The distribution of vertex compatibility (Q) versus hit multiplicity af-
ter applying all the selections from Table 5.2 except the HF coincidence.
The quality selection cut is indicated by the red line. (c) The same quan-
tity for PYTHIA Monte Carlo simulated events and (b) data events triggered
by empty-target trigger.
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Figure 5.9.: (a) The distribution of vertex compatibility (Q) versus hit multiplicity after
applying all the selections from Table 5.2 including the HF coincidence at
~s = 0.9 Te V. The quality selection cut is indicated by the red line. (b)
The same selection applied to data events triggered in empty-target bunch
crossings (i.e. those when only one beam was crossing the IP). (c) The same
selection applied to 7 TeV collision events, where the dashed line indicates
the updated cut position.
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5.5. Trigger and selection efficiency studies
The efficiency of the event selection used in this analysis is estimated from a MC study.
MC events are generated using the Pythia event generator and then processed by a full
GEANT 4 simulation [75] including detector response simulation. For each data run
a separate set of simulated events is generated with matching energy and beam spot
parameters.
The total number of collision events and the number of collision events passing each
subsequent requirement are listed in Table 5.2.
Table 5.2.: Number of events per data sample used in this analysis. The offline event se-
lection criteria are subsequently applied, i.e. each line includes the selection
of the lines above.
Beam Energy 0.9 GeV 2.36 TeV 7.0 TeV
Run Number 124023 124120 132440
Magnetic Field 3.8 T 3.8 T 3.8 T
Selection
BPTX Coincidence + one BSC Signal 72637 18074 68512
One Pixel Track 51308 13029 62097
HF Coincidence 40781 10948 55322
Beam Halo Rejection 40741 10939 55309
Beam Background Rejection 40647 10905 55301
Valid Event Vertex 40320 10837 55100
Table 5.3.: Check on the non-collisional events. The offline event selection criteria are
subsequently applied, i.e. each line includes the selection of the lines above.
Beam Energy 7.0 TeV
Selection
BPTX XOR + one BSC Signal 3167
One Pixel Track 336
HF Coincidence 15
Beam Halo Rejection 10
Beam Background Rejection 5
Valid Event Vertex 0
5.5. Trigger and selection efficiency studies
5.5.1. Event selection efficiency
Inelastic p+p collisions at 7 TeV simulated by PYTHIA consist of an admixture of 19.2%
SD, 12.9% DD and 80.8% NSD processes. The efficiency of the event selection for the
different processes is determined to be 26.7% for SD, 33.6% for DD and 86.3% for NSD.
Based on our cross checks with data (looking at diffraction signals in the HF), we assign
a relative 20% error on these SD and DD efficiencies. The event selection efficiency for
NSD and SD events (symbols) is shown in Fig. 5.10 as a function of simulated charged
particle multiplicity in the 1J1 < 2.5 range, together with the distribution of the same
multiplicity (lines).
The magnitude of the correction of the measurements to the NSD part of the p+p
cross section depends on the fraction of SD processes accepted by the event selec-
tion. Based on the PYTHIA process composition we estimate the fraction of selected
SD events relative to selected events to be 5.8% at 7 TeV.
20 40 60 80 100 120 140
Charged-particle multiplicity
0 10 20 30 40 50 60
Charged-particle multiplicity
Figure 5.10.: (a) Generated multiplicity distributions of primary charged hadrons in the
range Iq| < 2.5 for Fs = 7 TeV after the event selection is applied to the
reconstructed events, using inelastic events from the PYTHIA (histogram)
and PHOJET (symbols) event generators. (b) The event selection efficiency
expected for NSD events from the PYTHIA (histogram) and PHOJET (sym-
bols) event generators as a function of generated charged hadron multi-
plicity in the region rI< 2.5.
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5.5.2. MC event selection efficiencies
The MC event selection efficiencies are shown in Table. 5.4. The SD fraction is dropping
as a function of s in both generator, while the DD and ND fraction is increasing. Since
the event multiplicity is increasing, the event selection efficiency increases as a function
of center-of-mass energy. The selected SD fraction in PYTHIA is higher than PHOJET,
and the difference is up to 1.8%. This difference is from the ways of modeling the SD
events and is taken into account in the systematic uncertainty.
Table 5.4.: Expected fractions of SD, DD, ND and NSD processes ("Frac.") obtained from the PYTHIA and PHOJET event genera-
tors before any selection and the corresponding selection efficiencies ("Sel. Eff.") determined from the MC simulation.
PYTHIA
Energy 0.9 TeV 2.36 TeV 7.0 TeV
Frac. Sel. Eff. Sel. Frac. Frac. Sel. Eff. Sel. Frac. Frac. Sel. Eff. Sel. Frac.
SD 22.5% 16.1% 5.2% 21.0% 21.8% 6.3% 19.2% 26.7% 6.8%
DD 12.3% 35.0% 6.2% 12.8% 33.8% 5.9% 12.9% 33.6% 5.8%
ND 65.2% 95.2% 88.7% 66.2% 96.4% 87.8% 67.9% 96.4% 87.4%
NSD 77.5% 85.6% 94.8% 79.0% 86.2% 93.6% 80.8% 86.3% 93.1%
PHOJET
Energy 0.9 TeV 2.36 TeV 7.0 TeV
Frac. Sel. Eff. Sel. Frac. Frac. Sel. Eff. Sel. Frac. Frac. Sel. Eff. Sel. Frac.
SD 18.9% 20.1% 4.9% 16.2% 25.1% 5.0% 13.8% 30.7% 5.0%
DD 8.4% 53.8% 5.9% 7.3% 50.0% 4.5% 6.6% 48.3% 3.8%
ND 72.7% 94.7% 89.2% 76.5% 96.5% 90.5% 79.6% 97.1% 91.2%
NSD 81.1% 90.5% 90.9% 83.8% 92.4% 89.5% 86.2% 93.4% 95.0%

6. Pseudorapidity distribution
measurement
The pseudorapidity distributions are measured by three different methods with the
CMS detector: pixel counting technique, tracklet reconstruction from this thesis, and
full tracking [76, 77]. The pixel counting method uses pixel hits from a single pixel layer
has good sensitivity to low PT particles, but it's more sensitive to the background con-
tamination. The full tracking method involves a more complicated algorithm and is
insensitive to background hits and low PT loopers. The three methods are complemen-
tary to each other and are useful for the understanding of systematic uncertainties. In
this thesis, the tracklet method will be presented and the results will be compared with
other methods in Chapter. 8.
In this chapter, the measurement of the charged hadron pseudorapidity distribution
in NSD p+p collisions with the CMS pixel detector is presented. The reconstruction of
hit-pairs (tracklets), which is used to characterized the event multiplicity, is described
in Sec. 6.1. The corrections of detector effects, such as the reconstruction efficiency,
contributions from the secondary particles which comes from the weak decays, 5 ray
and photon conversions have to be applied to the raw spectra. The effect of trigger-
ing efficiencies, contribution from the SD process and MC model dependence are also
studied.
6.1. Tracklet method
Tracklets are two hit combinations in consecutive layers of the pixel detector consis-
tent with a track originating at the primary vertex. In the CMS experiment, the pixel
hits are reconstructed from the clusters of energy deposit in the pixel detector, which
is described in [66]. The reconstructed hits are used in the tracklet reconstruction. The
tracklet analysis makes use of the correlation between hit positions in the first two layers
of the pixel detector. Pairs of hits produced by the same charged particle will have only
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small differences in the pseudorapidity (rj) and the azimuthal angle (q5) with respect to
the primary vertex.
This analysis uses the first three tracker layers in the CMS silicon pixel barrel [66].
The first layer is located at a distance between 3.6 and 5.2 cm from the beam line, the
second layer is between 6.6 and 8.0 cm and the third layer is between 9.4 and 10.8 cm.
For a homogeneous magnetic field of 3.8 Tesla, charged pions with transverse momen-
tum greater than -50(70) MeV/c can reach the first(second) pixel layer. That allows the
reconstruction of tracklets from all but the lowest PT particles.
With the three layers of the pixel detector, there are three possible combinations:
1st+2nd, 1st+3rd and 2nd+3rd layers. The combination of 1st+2nd layer provides the
lowest PT reach, but it's more sensitive to the beam-pipe induced background. The
combination of 2nd+3rd have a higher PT threshold and less sensitive to the possible
low PT background, however, it needs a larger correction on the strangeness content
and secondary production. The three combinations are complement to each other and
the results are useful for layer-by-layer systematic checks.
For each tracklet, the pseudorapidity is calculated from the hit position in the first
layer. The differences in pseudorapidity (AZr) and azimuthal angle (A#) are important
for characterizing the tracklet and are calculated by:
AT =71 - J2 (6.1)
A# =#1 - #2 (6.2)
where T1( 2) is the pseudorapidity of the first(second) hit with respect to the primary ver-
tex, and #1(2) is the azimuthal angle.
In addition to primary charged particles, the tracklet collection will also include con-
tributions from low-PT "loopers", secondary interactions in the beam-pipe, and parti-
cles from weak decays. We do not apply a hit selection on the reconstructed hits, i.e. all
pixel hits are used in the analysis. This design is to minimize the systematics due to de-
tailed pixel detector simulation. "Combinatorial background tracklets" are defined as
combinations from looper hits, secondary hits and hits from different primary tracks.
The background fraction can be estimated by a data driven method, which will be de-
scribed in Sec. 6.1.3. The looper contribution can be suppressed by a selection on A77.
The tracklets from secondary particles cannot be removed, and the correction for this
contribution relies on MC simulation. In the following sections, we describe the details
of the tracklet analysis.
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Figure 6.1.: The definition of Arl and Ap of the tracklet.
6.1.1. Tracklet reconstruction
Tracklets are pairs of pixel hits in each of the first two pixel layers. In this analysis, track-
lets are reconstructed in four steps:
1. The primary vertex is reconstructed with the method described in Chapter 5.2.3.
An event is used only if there is at least one reconstructed primary vertex. If more
than one is found, the vertex with more associated tracks is chosen. To ensure
this analysis to be insensitive to acceptance correction, all reconstructed vertices
lie within IvI <20cm (see Fig. 5.4).
2. For each reconstructed hit, we calculate the pseudorapidity, ri (2 ), for the first (sec-
ond) layer using the primary vertex location. This design gives a better resolution
on the pseudorapidity.
3. Starting with a reconstructed hit in the first pixel layer and looping over the re-
constructed hits in the second layer we save all possible combinations as proto-
tracklets.
4. We sort the proto-tracklets by Arl = (rh - r72), which is the difference in pseudo-
rapidity of the first and second layer hits. If a second layer hit is matched several
times, the proto-tracklet with the smallest Arl is kept. The selected proto-tracklets
are final reconstructed tracklets. (Fig. 6.2)
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5. To ensure the reconstructed tracklets are consistent with the primary vertex,
tracklets with IAiI| <0.1 are selected in the multiplicity analysis.
Layer2
Layer1
Primary Vertex
Figure 6.2.:
Layer2
Layer1
Primary Vertex
Layer2
Primary Vertex
Demonstration of the tracklet reconstruction algorithm. (Left pannel) Re-
constructed proto-tracklets. The red dots are the reconstructed hits in the
pixel detector and the lines show all possible combinations between the hits
in the two pixel layers (Proto-tracklets) (Central panel) Reconstructed track-
lets after cleaning. Now all the hits are only used once. Sometimes there
are still hits with large Arj reconstructed as the cleaned tracklets. Therefore,
further selections are needed to reject those tracklets. (Right panel) Recon-
structed tracklets with IAr7|< 0.1 requirement.
The reason that the tracklets are ranked by Ar7 is because the magnetic field in the
CMS detector bends the trajectory of the charged particles in the # direction which
makes the A# width much larger than the Arl width. The Arl, A# distribution of the
reconstructed tracklets is shown in Figure 6.3 and Figure 6.4. From Monte Carlo study,
the typical widths of the Arl and A# from the charged particle are 0.004 and 0.05 if the
distribution is fit by a Gaussian distribution.
6.1.2. Event Multiplicity
Since the event selection efficiency, tracklet reconstruction efficiency and background
level are dependent on the event multiplicity, a event multiplicity variable (M) is impor-
tant for this analysis. Several possible multiplicity variables are
1. pixel hit multiplicity in the first layer (Nhiti)
2. Number of reconstructed tracklets (N Rawkler
3. Number of background subtracted tracklets (NTracklet)
Z'X/z)
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Figure 6.3.: (Left pannel) The scatter plot of Arl and A# from Run 132440. (Central
panel) The comparison of Arl spectrum between Run 132440 and PYTHIA
ATLAS 7 TeV sample. (Right panel) The comparison of A# spectrum be-
tween Run 132440 and PYTHIA ATLAS 7 TeV sample.
The number of background subtracted tracklets is a good variable because it's less sen-
sitive to the background hits, while the other two methods are more sensitive to the
combinatorial background. In this analysis, NTracklet is selected to give the main re-
sults while Nhitl and NRak1et are used for cross-checks.
6.1.3. Combinatorial background subtraction
Background tracklets can be created from incorrectly associated hits. The main source
of the background tracklets are the hits from the low PT loopers, secondary produced
particles, and hits from beam background (Fig. 6.5). Also when the hit density is high,
the possibility to associate hits from different charged particle increases. The fraction
of background tracklets depends on the event multiplicity. A naive event mixing will
not give a correct background shape because the signal-to-background ratio is differ-
ent and the looper contribution cannot be reproduced. To estimate the background
fraction (#), a sideband method is used to reproduce the shape of the combinatorial
background, which will be described below.
The difference in pseudorapidities and azimuthal angles between the first layer hit
(r91,#)1 ) and second layer hit (W2,# 2 ) of a tracklet is very useful for signal tracklet iden-
tification. In the two-dimensional plot of A7 = ?1 - T72 and A# = #1 - #2 shown in
Figure 6.3, we see that the combinatorial background tracklets have no correlation in
#, i.e. the spectrum of A# is flat. A slight decrease in the background level, as shown in
the figures, at |A# I - 2.2 is because the looper tracklet contribution with large A# is cre-
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Figure 6.4.: (Left panel) The comparison of ALr spectrum between Run 132440 and
PYTHIA ATLAS 7 TeV sample. (Right panel) The comparison of A# spec-
trum between Run 132440 and PYTHIA ATLAS 7 TeV sample. The agreement
between data and MC is at 10% level. Since the 6Yj and 6# cuts we apply is
loose, the systematic uncertainty due to the difference between data and
Monte Carlo is small.
ated by particles with high transverse momentum. On the other hand, signal tracklets
exhibit a correlation peak around A# = 0. This enables us to introduce a data-driven
method to estimate the background fraction.
The 1 < IA#|P < 2 region is chosen to be the sideband region and JA#~ |< 1 to be the
signal region. Because those regions cover the same amount of A# phase space, there
is no additional normalization factor applied when we estimate the background level
from the sideband region. The |AriI spectra for different pseudorapidity regions are
shown for MC in Fig. 6.6 and for data in Fig. 6.7, which demonstrates that the com-
binatorial background can be described fairly well by the spectrum obtained from the
A0 sidebands. Using this sideband method, one can estimate the fraction of the com-
binatorial background (P) with IAr)| < 0.1 by the ratio of the counts of tracklets in the
signal region (Ns) and the sideband region (NSB), i.e. - NSB-
Ns~
Because the background fraction is dependent on the event multiplicity variable M,
Fig. 6.8(a)), pseudorapidity (rj1 in Fig. 6.8(b)), and the position of primary vertex v2,
the data samples are divided into bins of (M, ?1, vz) to obtain # (M, r1, vz). The typi-
cal background fraction is on the order of 0.5% to 30%. Even if the background frac-
tion is wrong by 10%, the systematics due to the background subtraction will be in the
range 0.05%-3%. The background subtracted number of tracklets can be calculated by
NTracklet = (1 - #) x Nraw
100
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Loopers
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Figure 6.5.: Demonstration of difference sources of pixel hits.
6.1.4. Efficiency and Acceptance Correction
To calculate the number of hadrons, an efficiency correction has to be applied. To
correct for the reconstruction efficiency and detector acceptance, the correction factor
a(M, r,, vz) is introduced and defined as:
(6.3)a(M, fM, vz)= .awomC rVA(1 -#(M , r], vz))NC Ta e(M, T1, Vz)
where Ng (M, q, vz) is the number of charged hadrons in the simulated sample
(Monte Carlo Truth). The a(M, q, vz) is evaluated by a large number of simulated events
and is used to calculate the charged hadron spectra from the measured background
subtracted tracklets. The typical correction factors are close to 1 because of the high hit
reconstruction efficiency. For high pseudo-rapidity region, the correction factors start
to increase due to the limited acceptance. The extrapolation to PT = 0 is also included
in this a correction. The calculated a correction factors are shown in Fig. 6.9 and 6.10.
The q acceptance range as a function of the primary vertex position is shown in
Fig. 6.11 and the range of the primary vertex position used in different pseudo-rapidity
bins are summarized in Table. 6.1.
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Figure 6.8.: (a) Number of background subtracted tracklets per event. The background
fraction is estimated by a sideband method which is described in the text.
(b) Pseudorapidity distribution of raw tracklets from the data sample (Run
132440) and PYTHIA ATLAS 7 TeV.
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The pseudo-rapidity distribution of charged particles is obtained from the measured
number of tracklets (NTackle t) after background subtraction, efficiency and acceptance
correction and normalization to the number of selected events.
Using the correction factor a and background fraction p, the dNeh/d r of the selected
events can be calculated by:
r bins [-2.0, -1.5] [-1.5, -1.0] [-1.0, -0.5] [-0.5,0.0]
1st+2nd 14 range (cm) [-10,12] [-16,12] [-16,12] [-16,12]
1st+3rd 14 range (cm) [-2,12] [-14,12] [-16,12] [-16,12]
2nd+3rd 14 range (cm) [-2,12] [-14,12] [-16,12] [-16,12]
r; bins [0.0,0.5] [0.5,1.0] [1.0,1.5] [1.5,2.0]
lst+2nd Vz range (cm) [-16,12] [-16,12] [-16,12] [-16,10]
lst+3rd Vz range (cm) [-16,12] [-16,12] [-16,12] [-16,2]
2nd+3rd Vz range (cm) [-16,12] [-16,12] [-16,12] [-16,2]
Table 6.1.: The selected 14 range of the primary vertex for different pseudo-rapidity bins
for tracklets from three different combinations.
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The calculated correction factors (a) with 2M 7.0 TeV MC in bins of vz for
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dNe ~(M,V~z)a(MTVV)(1-fi(M, g,Vz))NTracklet(M, V )w(M)
d ( (1+fuSD) IM Nselected(M)()ST)w(M)
(6.4)
where Nselected(7) is the number of selected events used in each 17 bin and 56r is the
bin width. Due to the requirement that there has to be a reconstructed primary ver-
tex, the events with no activity in the pixel detector are essentially lost and the event
selection efficiencies c(M) should also be accounted. To get the total NSD dN/dj, cor-
rections on the event weighting (w(M)) and fraction of events with M = 0(fSSD) for the
effect of the event selection is necessary, where w(M) and fNSDare defined as:
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Figure 6.10.: The calculated correction factors (a) with 2M 7.0 TeV MC in bins of vz for
0<|Vz|<8.
w(M) = (1 fsD(M))
ENSD(M)
No
fSD NSDkD-NNSD
(6.5)
(6.6)
w(M) and fOsD are estimated from PYTHIA D6T sample and the size of those correc-
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Figure 6.11.: The selected V range of the primary vertex as a function of pseudo-
rapidity bins with the reconstructed tracklet spectrum overlapped from
Run 123596 from the pixel layer combinations of lst+2nd (left), 1st+3rd
(middle) and 2nd+3rd (right). The stripes shown in the plot are gaps in the
pixel detector. The boxes show the selected phase space in this analysis.
tion is ~ 7%.
6.3. Results
The data samples are reconstructed and corrected with the tracklet method. For each
data sample, dNch/dq measurements are done with three different combinations of
pixel layers (1s + 2 nd, 1 st + 3 rd, 2 nd + 3 rd). The results from different combinations are
corrected separately. Fig. 6.12 shows the results from the three combinations obtained
from 7 TeV sample. The results from different pixel layers have different sensitivity to
secondaries and detector acceptance effect. The results from the three combinations
agrees to each other at the 2% level, and are symmetric in q. Finally, the three measure-
ments are averaged to give the final results.
Fig. 6.14 shows the final results from the three different energies. The distributions
are averaged over negative and positive values of q. The systematic uncertainties will be
described in Section. 6.4. The statistical error is in 0.5-1% level which is small compared
to the systematic uncertainties.
The reconstructed dN/dr, is also compared with the generator truth we used for
correction. The result is shown in Fig. ??. There is a reasonable agreement between the
PYTHIA tune we choose and the reconstructed result from 7 TeV data which gives us
more confidence on the MC correction procedure.
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Figure 6.12.: The reconstructed dN/drl from three different combinations of pixel lay-
ers (s'+2nd, 1st+ 3 rd, 2 nd + 3 rd) from Run 132440 (v/=7 TeV). The errors
shown in the figure are dominated by the systematic uncertainties.
6.4. Systematic Uncertainties
6.4.1. Systematic error of the trigger efficiency
To estimate the systematic error of the Monte Carlo based trigger efficiency evaluation
we performed a series of studies.
6.4.1.1. Variation of the diffractive component
To understand the effect of the diffractive component, we vary the fraction of the
diffractive process in the Monte Carlo sample. If we decrease the single-diffractive frac-
tion, the correction factor fSD(M) will be smaller and lead to a larger dNch/drj . The
same trend also applies to the double-diffractive component. If we remove the single-
diffractive component completely, the effect is found to be 6%.
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Figure 6.13.: The reconstructed dN/dr7 from trackdet method with the final system-
atic uncertainty. The results are symmetrized in rl. The error shown in the
figure is dominated by the systematic uncertainties.
6.4.1.2. Different event selection
We selected the NSD enriched events by requiring a coincidence of energy deposit in the
HF towers (See Section. 5.4). One can change this requirement to BSC based trigger, i.e.
selection on the BSC tirgger bit 40. This requires at least one hit in the both side of the
BSC counter. The selected events are analyzed and corrected with the same procedure
as the HF based analysis.
Fig. 6.15 shows the results from this study. The results are consistent with each other
within 2%.
6.4.2. Systematic uncertainties from algorithmic efficiency correction
The scale factor a which corrects for the reconstruction efficiency, secondary particle
production and acceptance. There are two factors which change the algorithmic effi-
ciency: event mean transverse momentum and tracklet multiplicity.
Events with low mean transverse momentum contain less particles which arrive the
pixel layer and need higher a correction. The effect of the event mean Pr is studied
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Figure 6.14.: The reconstructed dN/dr; from tracklet method with the final systematic
uncertainty compared with the generator truth from PYTHIA ATLAS tune
at 7 TeV.
by comparing MC samples with different mean PT and samples produced by different
generators (PHOJET and PYTHIA). If the mean PT is changed by 10%, the effect is found
to be 0.7%.
Events with high tracklet multiplicity tend to have lower tracklet reconstruction effi-
ciency because the probability to connect hits from different charged hadron increases.
A proper multiplicity variable is necessary to characterize the event multiplicity. How-
ever, different multiplicity variables have different event-by-event resolution and dif-
ferent sensitivities to background hits. To study the systematics due to the choice of
multiplicity variable, the results are checked by using different event multiplicity def-
initions: (1). number of first layer hits, (2). number of tracklets, and (3). number of
background subtracted tracklets. The effect is estimated to be 1.0%.
The effect due to the event topology is checked by HYDRO events, which generates
random particles and provides events with different topology compared to PYTHIA gen-
erator. The generated events are corrected by PYTHIA MC and the effect due to the
event topology is found to be 0.2%.
We sum the systematic uncertainties due to the algorithmic efficiency linearly and a
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Figure 6.15.: The reconstructed dN/dr from tracklet method on MC samples using
BSC bit 40 selection vs using HF coincidence selection. The difference is in
2% level.
1.9% uncertainty is assigned for this. The 0.9 and 2.36 TeV analysis were performed in
an earlier stage of the experiment and a larger uncertain was quoted for the efficiency
correction (3%).
6.4.3. Systematic uncertainties due to the extrapolation to low PT
The extrapolation correction is included in the a correction factor. The agreement be-
tween results from different pixel layer combinations is at the 2% level as shown in
Fig. 6.12. Since the corrections of the PT extrapolation for different combinations are
different, this give us confidence that the systematics due to this extrapolation is small.
We estimate the systematic uncertainties due to the extrapolation to low PT by com-
paring the results from different MC. We quote a 0.2% systematic uncertainty for the
correction.
110
I I I III I I
Run1 32440-ATLAS-7TeV-HF1
7.0 TeV p+p by Tracklet HF Coincidence(CMS)
7.0 TeV p+p by Tracklet BSC Bit4O(CMS)I IO
i e i i i
I I I
_s
i 
: 
i
............................................................... ....  I
6.4. Systematic Uncertainties
6.4.4. Systematic uncertainties due to vertex resolution
In this analysis, a valid primary vertex is essential and the systematic uncertainty due to
the vertex resolution is checked by smearing the vertex z position by a Gaussian with a
width of 20 microns. The effect is found to be negligible. (<0.5%)
6.4.5. Systematic uncertainties from MC efficiency correction and single
diffractive fraction
The event selection correction factors w, f~sD are obtained from the MC. The uncer-
tainty due to event selection and SD fraction is estimated by varying the SD fraction(fsD(M))
and cross-checked by PHOJET generator. A 3.0%(3.5%) uncertainty is assigned for this
in 0.9 and 2.36 TeV (7 TeV) analysis.
6.4.6. Systematic uncertainties due to the tracklet selection
The effect of the signal region definition is checked by varying the Ar7 and A# selection
criteria. The effect is found to be < 0.1% for changing Aq cut from 0.1 to 0.2. The ef-
fect of signal region and sideband region definition is studied by changing the selection
criteria. If the signal region definition is changed to |A#I < 1.5 and sideband region def-
inition is changed to 1.5 < IA#|< 3.0, the reconstructed d N/d q is changed by 0.5%. A
0.5% systematic uncertainty is assigned for this.
6.4.7. Systematic uncertainties from secondary contribution
The systematic uncertainties from secondary contribution is checked in two ways. The
effect of secondary produced particle from the interaction between charged hadrons
and pixel detectors is checked by changing the GEANT production cut off. The effect is
found to be negligible. (<0.5%)
The effect of secondary particles from strange particles are checked by varying the
fraction of the strange particles. Increasing the strangeness content by 40% will change
the reconstructed dN/drl by 1%.
From those studies, we assign a 1% uncertainty for this.
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6.4.8. Systematic uncertainties from misalignment
The r and # correlations between the first and second layer hits of the pixel detector
are used in the tracklet reconstruction, thus the effect of misalignment becomes more
important, i.e. the width of the signal correlation peak will be dependent on the mis-
alignment.
Uncertainty due to the misalignment is estimated by comparing the hit distributions
between data and MC. The difference in acceptance is found to be in 2% level and we
quote this difference as the systematic uncertainty. The uncertainty due to the widening
of the correlation peak is estimated to be in 1% level.
6.4.9. Systematic uncertainties from low PT loopers, beam halo and
event pile-up
To test the effect from the hits of low PT loopers and beam halo, 10 random hits were
added to the first layer (flat as a function of rj). This increases the average number of
hits in the first layer by 30%. The effect on the final measurement is at the 1% level. The
monitoring of the hit multiplicity as a function of time is important for us to understand
the effect from the beam background.
6.4.10. Systematic uncertainties from pixel hit reconstruction
There is a chance that the pixel reconstruction efficiency in data is actually different
from that of the Monte Carlo simulation. To study this effect, we remove reconstructed
hits with a probability of 0.5%. The difference in the result is found to be at the 1% level.
For tracks with a very shallow angle, there is a non-negligible probability that the pixel
hit will be split into two separate hits. This effect is studied by artificially splitting the
pixel hits with a probability of 1%. The effect is found to be 0.4%.
We also check the systematic uncertainty from the hit reconstruction algorithm. We
tune the pixel hit reconstruction algorithm with different templates and thresholds. The
difference is found to be 0.1%.
6.4.11. Cross-checks from magnetic field off sample
We checked the tracklet reconstruction performance in Run 133242, which is collected
without magnetic field at 7 TeV. PYTHI-A MC with ATLAS tune is generated with the same
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condition for correction. This check allows us to investigate the systematics due to the
loopers and PT extrapolation.
The reconstructed tracklet spectra are shown in Fig. 6.16. We now see a narrow corre-
lation peak in A#. The data and MC are in good agreement.
We follow the same procedure to reconstruct dN/d rl from this sample Fig. 6.17 shows
the results from this run. The results are consistent with Run 132440 which is taken with
magnetic field B = 3.8 T at 2% level.
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Figure 6.16.: (Left panel) The comparison of Ar7 spectrum between Run 133242 and
PYTHIA ATLAS 7 TeV sample. (Right panel) The comparison of A# spec-
trum between Run 133242 and PYTHIA ATLAS 7 TeV sample.
The systematic uncertainties discussed in this section are summarized in Table 6.2.
The estimated total systematic uncertainty for the d N/d q measurement is 4.6%.
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Figure 6.17.: The comparison between magnetic field on (3.8T) and magnet field off
results. The reconstructed dN/d q from Run132440 (B=3.8T) are shown as
black dots while the results from Run 133242 (B=0) are shown as the black
circles.
Table 6.2.: Summary of systematic uncertainties.
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Source Correction 0.9 TeV 2.36 TeV 7 TeV (%)
Algorithmic efficiency a 3.0 3.0 1.9
PT extrapolation a 0.3 0.3 0.3
Pixel hit reconstruction efficiency a 1.0 1.0 1.0
Pixel hit splitting a 0.4 0.4 0.4
Acceptance uncertainty a 1.0 1.0 1.0
Correction of secondary particles a 1.0 1.0 1.0
Selection and background subtraction #8 0.5 0.5 0.5
Misalignment a, # 1.0 1.0 1.0
Correction of looper hits a, # 1.0 1.0 1.0
Random hit from beam halo a, # 0.2 0.2 0.2
Effect of event pile-up a, p 0.1 0.1 0.1
Correction on event selection w, fNsD 3.0 3.0 3.5
Total 4.9 4.9 4.6
7. Multiplicity distribution measurement
The multiplicity distributions are measured by tracklet (in this thesis) and tracking
methods with the CMS tracker [78]. The tracklet method has lower PT reach such that
the extrapolation correction to zero PT is small. Due to the statistical nature of the
tracklet method, the event-by-event multiplicity resolution is worse than the tracking
method. The tracking method has low fake rate and better resolution on the event mul-
tiplicity. But the requirement of hits in the strip detector limits the low PT reach to - 100
MeV/c such that it has larger uncertainty due to the extrapolation.
This chapter describes a tracklet-based analysis method for the measurement of the
charged hadron multiplicity distribution. In this analysis, the same event selection and
tracklet reconstruction algorithm as the pseudorapidity distribution measurement are
used for the selecting and reconstructing NSD events in p+p collisions. Details can be
found in Section 6.1. Compared to pseudorapidity density analysis which is an mea-
surement of the integrated quantity over all events with different charged hadron mul-
tiplicity, this analysis provides a more detailed information about the multiplicity fluc-
tuation. In order to correct the observed raw spectrum to the multiplicity distribution,
an unfolding procedure which use the information from the Monte Carlo simulation is
necessary.
This analysis contains three major steps:
1. Raw spectrum reconstruction
2. Bayesian unfolding
3. Event selection correction and single-diffraction component subtraction.
They will be discussed in detail in the following sections. The systematic uncertainty
studies are detailed in Section 7.4.
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7.1. Raw spectrum reconstruction
The multiplicity distribution requires a multiplicity variable for each event in order
to extract the multiplicity fluctuation. For each event, reconstructed tracklets with
|Ar/|<O.1 are selected for analysis. In order to estimate the background contribution,
the 1 < |A#|I < 2 region is chosen to be the sideband region for combinatorial back-
ground estimation and |AL I < 1 to be the signal region. Using this sideband method,
one can estimate the uncorrected event by event multiplicity(M) by:
M=NS-NSB (7.1)
where NS(SB) is the number of tracklets in the signal(sideband) region. The event by
event multiplicity M is used as an input to the unfolding process to get the correct mul-
tiplicity distributions.
Fig. 7.1 shows the uncorrected tracklet multiplicity spectrum with the first and second
pixel layers for the three different energies. The raw spectrum needs to be corrected for
the effects due to the detection.
7.2. Correction of detection effects
In order to correct the effect of tracklet reconstruction efficiency, contribution from the
secondaries and detector acceptance, Bayesian unfolding technique is selected to cor-
rect the tracklet multiplicity distributions to the true multiplicity distributions. Since
this method is an iterative process and unfolded results usually converge very quickly,
it can avoid complicated matrix inversion procedure as well as computing intensive fit-
ting (such as 2 unfolding method). However, due to its iterative nature, one needs to
check the statistical uncertainty carefully.
7.2.1. General concept of unfolding problem
The ultimate goal of the physics measurement is to get the physics quantity with de-
tector effect removed. If one has a true spectrum (T) as a function of physics quantity
(t), the observed spectrum (M) as a function of detection variable (m) is recorded in the
detector level. The observed spectrum is usually convoluted by detector effects such
as detector efficiency, detector resolution, and transportation which is demonstrated in
Fig. 7.2. The relation between the true spectrum and observed can be written as the
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following:
Mm ZRmt T (7.2)
t
where Rmt is the response matrix which accounts for the detector effects. From the
expression above, the true spectrum can be calculated by:
Ut ZR-tMm (7.3)
However, the inverse matrix may not exist because Rmt can be singular. Even if the
response matrix can be inverted, the unfolded result (Ut) from Eq. 7.3 usually exhibit
oscillation behavior due to the amplification of the statistical fluctuation during the cal-
culation.
Another option is to use numerical approach to solve this problem. For example, one
can use a X2 minimization method to obtain the unfolded results. A X2 function can be
defined by
X2(U= (Mm - Rmt Ut) (7.4)
t m
and a minimization program is used to tune the Ut until the minimum x2 is found. If
the Ut is the same as T, the X2 will be 0. This approach is usually computing intensive
because of the large number of the tunable parameters. If the X2 minimization is per-
formed without proper regularization, the unfolded distribution will still exhibit strong
oscillation behavior.
In the following sections, an unfolding method which is based on the Bayes' theorem
will be discussed. The advantage of this method is that it is an iterative algorithm which
is not involved in numerical minimization or matrix inversion. Usually, the conver-
gence of the result is very quick, and limited number of iterations provides an implicit
regularization.
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7.2.2. Bayes' Theorem
Bayes' theorem expresses the conditional probability in terms of the prior probabili-
ties (or called unconditional probabilities), which is widely used to calculate the inverse
probability from a known conditional probability. For example, there is a measurement
(M) and a physics input (T). If M has a non-zero probability, the conditional probabili-
ties satisfies the following relation:
P(TIM) = P(MI T)P(T)
P(M)
where P(M) and P( T) are the prior probabilities of M and T, P(MI T) is the conditional
probability of M given T, P( TIM) is the conditional probability of T given M.
As shown in Fig. 7.3, the conditional probabilities can be expressed as:
P(TIM) = P(MnT) (7.6)P(M)
P(MIT) P(M n T)
P(T)
By using Eq. 7.6 and Eq. 7.7, we can derive the Bayes' theorem:
P(TIM)P(M) = P(MnT) = P(MIT)P(T) (7.8)
P(T|M) = P(MIT)P(T) (7.9)P(M)
In case of several independent physics inputs (T, t = 1, 2, ... , n,) and several mea-
sured values (Mm, m = 1, 2, ..., n m), the Bayes' theorem can be stated as:
P(TIMm) = P(MmIP(T) (7.10)
P(Mm)
t P(Mm I TP(t) (7.11)
However, the P(T) is the unknown which is to be extracted, as suggested in [79, 80],
an unfolding procedure is introduced as follows. If we assume that P( T) is known in the
beginning (Po(Tt)), then based on the Eq. 7.12 the conditional probability P(TtIMm) can
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be calculated by:
P, P(Mm|I Tt)Po(NT)
where Po(T/) is the initial prior probability, which can be an uniform distribution or
a distribution predicted by generator. The unfolded distribution after the first iteration
can be calculated by
P1(T) = jP(TlMm)P(Mm) (7-13)
One can repeat this procedure to calculate the unfolded distribution P, for the nth
iteraction. From the Monte Carlo study, it is shown that Pn(T) is moving closer to the
real spectrum P(T).
7.2.3. Unfolding procedure
In this analysis, the physical quantities t is the charged hadron multiplicity, the mea-
surement m is the event by event tracklet multiplicity. From the discussion in the last
section, one can recognize that P( T) is the charged hadron multiplicity distribution (Tt)
and P(Mm) is the raw spectrum(Mm). P(Mm ITt) is the response matrix(Rmt) which de-
scribes the physics and detector effects. This unfolding procedure contains the follow-
ing four steps:
1. Start with the PYTHIA generator multiplicity distribution (or a flat distribution for
cross-check) as a prior distribution (Pt), calculate the smearing matrix (Rtm) by
f = RmtPt (7.14)
" L, Rmt'Pt'
2. Calculate the unfolded distribution with the smearing matrix by using the mea-
sured tracklet multiplicity spectrum (Mm):
Ut =Z htmMm (7.15)
m
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3. Replace the prior distribution Pt by Ut and go back to step 1 for several iterations.
4. After the unfolded distribution converges (changes between iterations are much
smaller than statistical error), the event selection efficiency(et) and single-diffractive
fraction(ftD) corrections are applied to get the final multiplicity distributions U':
(1 -ffD)
U,'= - Ut (7.16)
Et
Fig. 7.4 shows the event selection efficiency Et and single-diffractive fraction ffD. The
event selection efficiency is mainly driven by the vertex reconstruction efficiency. The
single-diffractive fraction correction only affects the low multiplicity part and the typi-
cal correction factor is 0 - 20%.
7.3. Multiplicity distribution measurement
Tracklet multiplicity spectra from the 1st+2nd, 2nd+3rd and lst+3rd layers are cor-
rected and averaged to obtain the final multiplicity distributions. The charged particle
multiplicity distributions are measured in increasing bins of pseudorapidity.
The statistical error is checked by varying the raw spectrum according to the Poisson
distribution around the center value of each bin to study the effect of statistical fluctu-
ation. Each generated raw spectrum is unfolded with 50 iterations because in the large
iteration limit, the unfolded result will be approaching the exact solution from matrix
inversion method. The statistical errors are determined by a Gaussian fit on the pull
distributions obtained from the pseudo-experiments.
The fully corrected results from 0.9, 2.36, 7.0 TeV samples are shown in Fig. 7.5. The
error bar shown in the plots included the statistical and systematical uncertainty which
will be discussed in the next section.
7.4. Systematic Check
7.4.1. Uncertainty due to the algorithmic efficiency and acceptance
corrections
The uncertainties associated to the algorithmic efficiency and acceptance corrections
are summarized in table 7.1. The total systematic error from reconstruction efficiency
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correction is found to be 2.6%(2.9%) with (without) magnetic field.
In order to check the effect of the efficiency uncertainty to the multiplicity distri-
bution measurement, a Toy MC study is performed by varying the reconstruction effi-
ciency by 2.6%. The differences of the reconstructed results are quoted as the systematic
errors. The systematic uncertainty as a function of Neh is shown in Fig. 7.6 and obtain
the final uncertainty in the multiplicity distribution.
Source 7 TeV (%)
Algorithmic efficiency 1.6
PT extrapolation 0.3
Pixel hit reconstruction efficiency 1.0
Pixel hit splitting 0.4
Acceptance uncertainty 1.0
Correction of secondary contribution 1.0
Tracklet selection and background subtraction 0.5
Misalignment 1.0
Random hit from beam halo 0.2
Total 2.6
Table 7.1.: Summary of systematic uncertainties related to the
tance correction.
efficiency and accep-
7.4.2. Uncertainty due to the unfolding procedure
The unfolding procedure is checked by varying the number of iterations. The effect is
found to be 0 - 5% level which is much smaller than the other uncertainty. The effect
of the prior assumption is also checked by using a flat prior distribution, the effect is
found to be in 0 - 5% level.
7.4.3. Uncertainty due to the event selection and SD fraction correction
The uncertainty due to the event selection efficiency and SD fraction correction is stud-
ied by comparing the corrected result with PHOJET MC and with PYTHIA MC because
these two models have pretty different SD definitions. We quote the difference as the
systematic error. The systematic uncertainty as a function of Nch is shown in Fig. 7.6 for
7 TeV and Irl< 2.0. This uncertainty is the dominant systematics in the low multiplicity
region.
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7.4.4. Cross-checks between different layers
The results from 1st+2nd, 1st+3rd and 2nd+3rd pixel layers are obtained indepen-
dently by different response matrices and are compared to each other. This check helps
to understand the uncertainty due to the algorithmic efficiency, PT extrapolation and
the correction of the secondary produced particles. Fig. 7.7 shows the results from 7
TeV sample. The agreement is found to be within 10-20% in the high multiplicity region
which is well covered by the total systematic uncertainty.
7.4.5. Cross-checks between magnetic field on / off sample
In order to check the effect of looper hits and magnetic field, results with and without
magnetic field are checked. The unfolded distributions from the two samples at 7 TeV
in the high multiplicity region are consistent within 25 % level which is covered by the
total systematic uncertainty.
7.4.6. Uncertainty due to event pile-up
The systematics due to the event pile-up is studied by randomly merging two event with
a probability of 2%. The contribution from the pile-up event is largely rejected in the
tracklet reconstruction procedure. The uncertainty due to the event pile-up is found to
be negligible compared to other systematics.
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Figure 7.1.: Raw multiplicity distributions from 0.9, 2.36, 7.0 TeV samples taken with or
without magnetic field.
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Figure 7.2.: The response matrix obtained from PYTHIA 7 TeV MC.
Figure 7.3.: Venn diagram of the measurement(M) and physics input(T) in the proba-
bility space (.2))
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Figure 7.4.: (Left Panel) The event selection efficiency (c) as a function of Nch with
Irjl<2.0. (Right Panel) The single-diffractive fraction (fSD) as a function of
Nch with J1<2.0.
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Figure 7.5.: Corrected multiplicity distributions from 0.9, 2.36, 7.0 TeV samples taken
with or without magnetic field.
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8. Results
In this chapter, the final measurements discussed in this thesis are summarized and
compared with measurements in CMS obtained using other methods. A short summary
of related measurements from the other LHC experiments will be given in Sec. 8.2. This
is then followed by discussions of the results and their implications.
8.1. Comparison between different methods
8.1.1. Pseudorapidity distributions
P,
-o
11
Figure 8.1.: Reconstructed dNch/dr) distributions obtained from the tracklet (squares
with error bars), cluster counting (dots) [76, 77], and tracking (triangles)
methods [76, 77], in p+p collisions at 0.9, 2.36 and 7.0 TeV. The error bars
shown in the figure are uncorrelated systematic errors.
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8. Results
The measured dNch/dri from the tracklet method in this thesis are compared with
the pixel cluster counting method [76] and tracking method [76]. The strengths and
weaknesses of each method are discussed in Chapter. 6. Fig. 8.1 shows the summary
of results on pseudorapidity density distributions. The three methods are consistent
within 4%. There is a trend of increasing discrepancy as a function of pseudorapidity.
This may come from the increasing fraction of the background hits in the forward region
and the acceptance correction.
To minimize the systematic uncertainties, results from the three methods are aver-
aged to produce the final result in the publication [76, 77]. The averaged CMS results
are shown in Fig. 8.2 and compare with other experiments.
0g
Z.
"a
Figure 8.2.: Distributions of dNch/d q, averaged over the three measurement methods
and compared with data from UA5 [24] (p+p, with statistical errors only)
and ALICE [81] (with statistical and systematic uncertainties). The shaded
band shows systematic uncertainties of the CMS data. The CMS and UA5
data are averaged over negative and positive values of rj.
8.1.2. Multiplicity distributions
In Fig. 8.3, the measured multiplicity distributions from the tracklet method is com-
pared to the tracking method [78]. At Is =7 TeV, the tracklet measurement are higher
than the tracking results in the high multiplicity region at v =7 TeV, but the difference
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between the two methods is within the quoted systematic uncertainty. The tracklet re-
sults are used for later discussions.
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Figure 8.3.: The measured multiplicity distributions at 1~s = 0.9, 2.36 and 7.0 TeV
The tracklet results (black circle) are compared with the measurement from
tracking method (red circle).
From the comparisons above, we see that the experimental results are in a good
state and different methods are in reasonable agreement. In the following sections,
the results will be compared with other experiments and with low energy data, and the
physics implications from these results will be discussed.
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8.2. Comparison with other experiments
8.2.1. Results from other LHC experiments
The ALICE (A Large Ion Collider Experiment) detector measured inclusive and NSD
charged hadron multiplicity distributions and dNch/drl from p+p collisions at v =
0.9 and 2.36 TeV during the commissioning of the LHC [81]. The main detector used
in the analysis was the Silicon Pixel Detector (SPD), which covered a range of IqI < 1.4,
and the two scintillation hodoscopes (VZERO), which covered the region 2.8 < rl < 5.1
and -3.7 < rl < -1.7. The minimum-bias trigger used in ALICE was at least 1 hit in the
SPD or VZERO and in coincidence with the signals from the two beam pick-up coun-
ters indicating the presence of two passing proton bunches. During the 2.36 TeV data
taking, the VZERO detector was not turned on. Therefore, the trigger conditions and
uncertainties differ slightly from the 0.9 TeV analysis [81]. For the NSD measurement at
s = 0.9 TeV, a subset of the sample were selected by requiring a coincidence between
the two sides of the VZEROs to minimize the contamination from the SD events.
The charged particle multiplicity was reconstructed with a tracklet method, which is
similar to the technique used in the PHOBOS experiment and in this thesis. This also
limited the pseudorapidity reach to the acceptance range of the SPD. The results were
corrected for tracking efficiency, detector acceptance, and secondaries. The multiplicity
distributions were measured by an unfolding technique based on a regularized y2 fit.
The results were cross-checked by a Bayesian unfolding method.
The ATLAS (A Toroidal LHC Apparatus) detector measured charged hadron multi-
plicity distribution and d Nch/drl from p+p collisions at VI = 900 GeV during the com-
missioning of the LHC [82]. The events were triggered by a single-arm trigger and a
total of 455,593 events were collected. The measurement was done with the inner track-
ing system. However, the measurement was mainly for PYTHIA model tunning. Only
charged particles with PT > 500 MeV/c were included in the measurement in order
to minimize the model dependence of the event classification, diffractive component
and PT extrapolation. The results were compared with calculation from several PYTHIA
tunes and the PHOJET generator [82]. This choice made comparison to previous ex-
periments and analytical models impossible. The results from ATLAS are not further
discussed.
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Table 8.1.: Summary of the LH C experiments. The symbol o indices that measurements of d Nch/dTj (or multiplicity distributions)
is available in this experiment.
Exp. s (GeV) Type dNch/drY Multi. Trigger Nev PT reach Ref.
CMS 900,2360(p+p) NSD o incl./2-arm 40k, Ilk 30 MeV [76]
7000(p+p) NSD o incl./2-arm 55k 30 MeV [77]
900,2360,7000(p+p) NSD 0 incl./2-arm 100 MeV [78]
ALICE 900,2360(p+p) INEL/NSD o o incl./2-arm 150k,40k [81]
ATLAS 900(p+p) other o o 1-arm 456k 500 MeV [82]
8. Results
8.2.2. Comparison between experiments
Fig. 8.4 shows the comparison between the CMS NSD dNch/dr and previous experi-
ments as well as the ALICE measurement. Our result on p+p collisions at /s = 0.9 TeV
agrees with UA5 measurement (p+p) at the 1-3% level. This shows that the averaged
charged hadron production is similar in p+p and p+p collisions.
The ALICE collaboration also measured the inelastic and NSD p+p collisions at V =
0.9 and 2.36 TeV. The 0.9 TeV results are slightly higher than our results, while the two
experiments are in good agreement at /s = 2.36 TeV. It has to be noted that different
trigger conditions were used in the two ALICE measurements. Overall, the dNch/dr
results from ALICE are consistent with our results at the 1-5% level and the differences
are within the quoted systematic uncertainties.
We also compared the multiplicity distribution measurements with results from UA5
and ALICE, which are shown in Fig. 8.5. Generally the results are consistent between
different experiments. The results from CMS and ALICE have a peak at Nh = 0 which is
different from the UA5 results. This is because of the different treatment of the diffrac-
tive component, i.e., CMS and ALICE used the PYTHIA definition for the correction,
while UA5 used their own event generator. At [s = 2.36TeV, there are wavy structures
at Neh(Ir| < 1.0) ~ 30 and Nch(I)| < 0.5) ~ 30 which are due to statistical fluctuations.
There is no wavy structure found in the 7 TeV result.
8.3. Discussions
8.3.1. dNch/drl structure and the central platau
The dNch/drl results from 0.9, 2.36 and 7.0 TeV shows a dip at the mid-rapidity (|I -0),
which is similar to the behavior in lower energy measurements. The only dNch/dq
measurements which show a flat pseudorapidity distribution without a dip are the re-
sults from UA5 at vs = 53 GeV. From a PYTHIA generator study (Fig. 1.2), it is found
that the width of the dNch/dy is narrow such that the transformation from dNch/dy
to dNch/d q accidentally flattened the distribution. The ratio between dN/d q at |rqI=2
and 0 is similar to the previous measurements from 0.2 - 0.9 TeV, unlike the large dip
seen in CDF results at #= 0.63 and 1.8 TeV.
The ratio between dNch/dq at |rj| = 0 and |q| = 2 is ~ 0.92 at V = 7.0 TeV. The
PYTHIA and PHOJET generator (See Sec. 1.3) studies give ratios between 0.82 and 0.84
if the dNch/dy is flat as a function of y. It implies that the dNch/dy at |yl ~ 0 is
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Figure 8.4.: dNch/dr7 distribution compared with lower energy data
roughly 10% higher than at ly I - 2. There is no evidence of a flat platau in dNch/dy in
p+p collisions at Ks =7 TeV.
8.3.2. v/s dependence
From Fig. 8.4, it is evident that the dNch/d?7 in the CM frame is increasing in all pseu-
dorapidity ranges as a function of centre-of-mass energy of the collision. Also the dis-
tribution becomes wider because of the increasing rapidity difference between the two
protons.
Fig. 8.6 shows the dNch/dr) 11qI1o as a function of I. Clearly, Feynman scaling is
violated. At 0.9 TeV, the p+p result from this thesis can be compared with UA5 mea-
surement on p+p collisions. At 2.36 and 7.0 TeV, the raising dNch/dq continues and
deviates from the linear parameterization a + b lns significantly. The second order
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The measured multiplicity distributions at vi = 0.9 and 2.36 TeV. The re-
sults are compared with the data from ALICE (pp) [81] and UA5 (p+p) [44,
45] at the same energy.
parametrization a + b in s + c in S2 describes the observed data reasonable well.
In the figure we also included the fit with a x s I, which was motivated by the Satura-
tion Model described in Sec. 1.4.6. More details can be found in [33].The dashed blue
line is the result from a fit to all available NSD data, while the green solid line is from a fit
to CMS NSD data only in order to check the validity of the extrapolation from high en-
ergies to lower energies. The blue line shows nice description of the experimental data
and the extrapolated value at ~s =14 TeV is close to the result from second order Ins.
The green line which uses only CMS data also gives reasonable description to the low
energy data, but starts to under-predict the dNch/drj at 'F~ 100 GeV. The extracted
A value, which describes the energy dependence of the saturation scale Qsat ~ 1/XA, is
~ 0.23 - 0.25 which is slightly lower than the value (0.288) determinated by the HERA
data.
The successful description of the existing data from a + b lns + c ln s2 and Satu-
ration model motivated parametrization also strengthen the extrapolation to p+p at
~s= 14TeV (dNch/dr q- 6.5-6.8) and interpolation at I = 2.76 TeV (d Nch/dr - 4.54)
and F = 5.5 TeV (dNh/d q ~ 5.3). The agreement between data and Saturation mod-
els also gives us more confidence to the prediction (extrapolation) of the dNch/dr) of
Pb+Pb collisions at s = 2.76 and 5.5 TeV.
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Figure 8.6.: dNch/dl l1,1o as a function of v/s.
8.3.3. Limiting fragmentation and extended longitudinal scaling
Fig. 8.7 shows the dNch/drl distributions plotted in the rest frame of one of the proton
beams. Although the pseudorapidity range in this measurement is limited in Iril < 2.5
and can not probe the fragmentation region directly, it is clear that if the Extended Lon-
gitudinal Scaling still holds, the the limiting curve is not a straight line.
8.3.4. KNO violation
The results from 0.9 and 7 TeV are plotted in the KNO variables. Fig. 8.8 shows the com-
parison between the multiplicity distributions in three different pseudorapidity ranges
from UA5 data at v/~ = 0.2 TeV [45] and CMS measurements. The KNO scaling seems to
hold between the three energies if we limit ourselves in IrlI <0.5.
Strong KNO violation is observed in the pseudorapidity ranges of Jil < 1.5 and 2.0.
With increasing energy, the peak of the distribution moves closer to 0 while the tail part
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Figure 8.7.: d Nch/d7 distribution in the lab frame of the proton beam.
becomes wider. Also the distribution at 7 TeV shows a kink structure at z ~ 1. Appar-
ently, the distribution at 7 TeV can not be described by two NBD fit. More NBD com-
ponents may be needed to describe the extended tail, which may correspond to event
classes with large number of multiple parton interactions. More detailed studies are
needed to understand the extended tail.
It's not obvious why the physics near l ~ 0 should be different from 0.5 < Ir|j < 1.5
in high energy p+p collisions. One possible explanation of the KNO scaling in |n| <
0.5 is the following: In case of limited acceptance range, the mean of the multiplicity
distribution is closer to zero. There will be limited separation power to distinguish two
NBDs from a single NBD such that it's hard to extract information about the dynamics
from it. In the limit of zero acceptance, the multiplicity distribution will always look
similar no matter how many event classes are present in the data.
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Figure 8.8.: The measured multiplicity distributions in KNO variable. The results from
CMS are compared with the measurement from UA5 at vs =0.2 TeV [45].
8.3.5. Comparison with event generators
Fig. 8.9 shows the comparison between the CMS measurements and the model predic-
tions. A summary of the predictions (posdictions) from extrapolations, generators, and
analytical models is given in Fig. 8.10. The extrapolation by a second order polyno-
mial of logs gives good description of the data, while the extrapolation from a + b logs
under-predict the pseudorapidity density and the ratio of the d Nh/d r at s= 0.9 and
7.0 TeV.
The commonly used PYTHIA D6T [10] and Perugia-0 [83] tunes, which was tuned
with CDF data, predicted a much lower dNch/d r than the experimental data at v/s =
0.9, 2.36 and 7.0 TeV The PYTHIA ATLAS tune [84] and PYTHIA8 (default) describe the
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observed dNch/dr) and the ratio reasonably well from 0.9 to 7.0 TeV, but underestimate
the dNch/dr for p+p collisions at vs < 0.9 TeV The dNch/dq from PHOJET roughly
increases linearly as a function of logs which follows the raising of the dNch/dr) from
53 GeV to 0.9 TeV, but doesn't describe the rapid raising from 0.9 TeV to 7.0 TeV.
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Figure 8.9.: dNch/dr) 11,|~-o as a function of /s compared to PYTHIA and PHOJET.
The multiplicity distribution in PYTHIA is controlled by the infrared cutoff (Qo) of the
parton-parton scattering cross sections and the shape of the proton. Those factors are
closely related to the average number of the multiple parton interaction(MPI) and its
fluctuations. Changing the parton distribution function from CTEQ5L to CTEQ6L has
little effect on the multiplicity distribution.
To characterize the parton spatial distribution inside the proton, the PYTHIA Perugia-
0 chooses a exponential form, while the D6T, ATLAS, Z2 and PYTHIA8 use a double-
Gaussian. The parton spatial distribution in Perugia-0 and D6T features a narrower
parton spatial distribution, while ATLAS and Z2 tune are wider. The infrared cutoff(Qo)
in Perugia-0 and D6T are higher and describe the multiplicity fluctuation measured in
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CDF [10, 83], while the cutoff in ATLAS, Z2 and PYTHIA8 are lower which allows more
MPIs.
Fig. 8.11 shows the multiplicity distributions at vl = 7 TeV compared with the pre-
dictions from PYTHIA and PHOJET generators. The PYTHIA D6T, Perugia-0, and PHO-
JET predicted smaller multiplicity fluctuation than data which is due to the higher in-
frared cutoff. The ATLAS tune over-estimates the multiplicity fluctuation. The PYTHIA8,
which contains new diffraction model and lower infrared cutoff, describes the high mul-
tiplicity tail reasonably well. The Z2 tune, which is created after the 7 TeV measurement
was made, also features a lower Qo and reproduce the observed multiplicity fluctua-
tion. The PYTHIA D6T and Perugia-0 tunes also under-predict the dNch/drj by ~ 40%
at K =7 TeV.
Fig. 8.12 shows the zoom-in of the multiplicity distributions at low Neh region. The
region contains contributions from the double-diffractive process. The PYTHIA6 tunes
used a simple model for the diffractive processes which doesn't include central diffrac-
tion and hard diffractive events, while the PYTHIA8 generator used a improved diffrac-
tion model which is closer to the implementation in PHOJET. It is found that the D6T
tune has the best agreement with the data. The predictions from PYTHIA8 and PHOJET
are similar at low Neh region, under-predict the Neh < 3 region.
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8. Results
In summary, the observed multiplicity distributions feature large MPI fluctuation,
which can be reproduced by lowering the infrared cutoff. However, those tunes (ie.
ATLAS and PYTHIA8) usually under-estimate the dNch/dr/ of the p+p collision with
i < 0.9 TeV. More detailed tuning are needed to reproduce the distribution at low mul-
tiplicity region.
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Figure 8.11.: The measured multiplicity distributions at v/s = 7 TeV The results are
compared with predictions from different event generators and tunes.
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9. Conclusion
In this thesis, the theoretical background of the particle production in p+p(p+p) colli-
sions is briefed to give the picture of the charged hadron multiplicity studies. In order to
compare experimental results to theoretical descriptions, a complete data review on the
pseudorapidity density and multiplicity distribution measurements in p+p(p+p) colli-
sions from fixed target and collider experiments is presented. Since the trigger strategies
and detector capabilities affect the measurement significantly, experimental methods
and analysis procedures from those experiments are summarized and compared. We
measured the pseudorapidity densities and multiplicity distributions in p+p collisions
at V's = 0.9, 2.36 and 7.0 TeV, which are the first results from the world highest energy
p+p collisions. The analysis techniques developed and used in this thesis can be ap-
plied in the future studies of the p+p and Pb+Pb collisions.
The observed dNch/dr) is different from Fermi-Landau's picture, which predicts a
much narrower q distribution if the system is completely thermalized and particles are
radiated isotropically. This suggests the interaction between the protons is weak.
The important features of the dNch/dy distributions predicted by Feynman are the
flat platau near the mid-rapidity in the CM frame and scaling of dNch/dy at mid-
rapidity in different collisional energies. The dNch/d r distributions measured in the
three different energies shows a central-dip around rj - 0. This structure is understood
to be from the effect of the transformation from dNch/dy to dNch/drl from gener-
ator studies. However, the size of the dip is small which implies that the dNch/dy
at ly| - 0 is actually 10% higher than dNch/dy at y ~I 2 (as discussed in Sec. 8.3.1).
We conclude that there is no central platau in dNch/dy . It is also evident that the
dNch/dy (dNch/d r )is growing as a function of v's, which violated the Feynman scal-
ing.
The measurements are also compared with low energy data and plotted in the center-
of-mass frame of the incoming proton. Although the measurement is limited by the
detector acceptance, we can still extract some information about the Extended Longitu-
dinal Scaling. If the extended longitudinal scaling still holds, the universal curve of this
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scaling will no longer be a straight line.
The dNch/drJ at |r|~ 0 is clearly rising faster than logs and also exceeds the expec-
tations of the commonly used event generators. This implies that the current models
of the multiple parton interaction are not accurate and tunings are needed in order to
describe the experimental data. The rising dNch/drl can be describe by an empirical
parameterization a + b logs + c log2 s or a x sA/2 which was motivated by the Saturation
Model. The extracted 2L value is close to the extracted value from the e+p deep inelastic
scattering data from HERA and supports the picture of gluon saturation in the limit of
low x. It will be very interesting to measure the dNch/drl in p+p collisions at 14 TeV to
check the validity of the Saturation Model.
The multiplicity distribution at the three energies are measured in different pseudo-
rapidity intervals and compared with low energy measurements in KNO variables. The
data shows a violation of KNO scaling in the pseudorapidity interval of |il < 1.5. The
observed data deviates from the Poisson distribution and can not be described by a
single negative binomial distribution (NBD) or a two-NBD. This implies more indepen-
dent event classes in the collisions. The distributions were compared with PYTHIA and
PHOJET generator. The generator tunes with larger number of multiple parton interac-
tion are closer to the observed large event-by-event fluctuation in data, but none of the
tunes give a complete description of the multiplicity distributions. Detailed studies on
the moments of the multiplicity distribution are ongoing in CMS and will be published
soon. Those results will provide valuable inputs to the parameter tunings in the mod-
els. More studies on the high multiplicity tails may provide more information about the
event class and the physics of collisions with large number of multiple parton interac-
tions.
Since the increase of the multiplicity is faster than extrapolation from the existing
models, empirical parameterizations are used to fit the rising dNch/dr l, which provide
reliable interpolations and extrapolations at s = 2.76, 5.5 and 14 TeV The extrapolated
values will be compared with the measurements in Pb+Pb collisions at the LHC and
help with the interpretation of the heavy ion collisions. The extrapolation to F = 14
TeV also helps the preparation of the data taking. Furthermore, those measurements
give constraints on the phenomenological models which is used to simulate the ultra-
high energy cosmic showers [90].
Although it will be hard experimentally, measurement of dNch/drl at forward region
will be interesting to check the validity of the extended longitudinal scaling. It is also
interesting to identify the charged particles and perform multiplicity measurement on
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n7, k and p to provide more detailed information of the hadron production.
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A. Kinematic Variables
In this appendix the kinematic variables used in this thesis are introduced.
A.1. The CMS coordinate system
The origin of the CMS coordinate sytem is the CMS collision point. The x axis is hori-
zontal, pointing south to the LHC center, the y axis is vertical pointing upwards and the
z axis is horizontal poing west. The beam axis is parallel to the z axis.
A.2. Momentum
The momentum of a particle can be expressed as i = (px, py, pz), where Px, p, and pz
are the momentum in the x, y, z direction.
The momentum can be divided into two components, the logitudinal momentum
(PL) and transverse momentum (PT) which can be written as:
Pi = Pz (A.1)
Pt = p2+P2 (A.2)
A.3. Four-momentum
A particle with momentum p and energy E can be expressed as
EP = (-, px, py, pz) (A.3)
C
where P is a four-momentum in spacetime and c is the speed of light. Four-
momentum is a Lorentz vector in the spacetime and follow the Lorentz transformations.
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The particle's proper mass (m) can be expressed by
M2 1P12 =_ 1 1
SC
2
which is invariant under Lorentz transform.
A.4. Mandelstam variables
PC
Figure A. 1.: Two particles with incoming momenta PA and PB interact and then produce
two particles with outgoing momenta Pc and PD
In a 2 -+ 2 process, such as AB-+CD shown in Fig. A.1, the Mandelstam variables are
introduced by Stanley Mandelstam in 1958 in order to describe the scattering process.
The variables s, t,u are defined by:
B)2 = (p(pA+pS = D)2C+p
Ap D)2C)2 = (pt (p Bp
D)2 = (p BpApU (p C)2
(A.5)
(A.6)
(A.7)
where I is usually known as the center-of-mass energy and vY is known as the
momentum-transfer.
150
(A.4)
A.5. Rapidity and Pseudorapidity
A.5. Rapidity and Pseudorapidity
The rapidity y is an alternative to speed in relativity which is defined by:
y = In pc (A.8)2 E-pic
In one-dimensional space, rapidities are additive. Experimentally, the energy of the
unidentified particle is usually not measured. Alternatively, the pseudorapidity rJ is de-
fined by:
1P+Pi
= In (A.9)2 p-pl
- -- n tan - (A.10)
2.
which can be determined by the measurement of the particle trajectory and can be
used to characterize the emission angle (0, with respect to the beam pipe) of the parti-
cle. In the relativistic limit, pseudorapidity is approximately the same as rapidity.
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B. Negative binomial distribution
The negative binomial distribution (NBD) is a discrete distribution of the number of
fails n in a sequence of independent Bernoulli trials before a specified number k suc-
cess occurs. For instance, the number of exams that a student can fail before he passes.
If the probability of success is p in each Bernoulli trails, the probability density func-
tion of the negative binomial distribution is:
f(n) = >p"(1 - p)k (B.1)
k - 1
F(k+ n) - p) (B.2)
F(n + 1)F(k)
In the description of the multiplicity distribution, the NBD is expressed in the two
independent parameters: The average multiplicity (h = k/p -1) of the distribution and
a parameter k which describe the shape of the distribution. Replacing p by k/(n + 1),
the functional form becomes:
T (k + n ) "h~ n1 f-"-kf(n)= k 1 +- (B.3)Q~n + 1)F(k) k k
If k is a negative integer, the distribution become a binomial distribution. In the limit
k -+ o, the negative binomial distirbution reduces to the Poisson distribution.
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C. Pomeron and Reggeon
In this appendix, the optical theorem and reggeon theory are briefly discussed in order
to provide necessary theoretical background to the inclusive cross-section of the proton
proton collisions.
C.1. S-Matrix and optical theorem
Before the development of QCD, the scattering of hadrons involved in the strong in-
teraction were studied by S-matrix approach. Since the strength of the strong force is
much greater than the other forces, the electromagnetic and weak interactions are ne-
glected. In a 2 -->2 scattering, for instance, A+B --> C+D, the in-state la > (t --- 0c) and
out-state < bI (t -4++oo) are assumed to be free particle states The S-matrix is defined as
Sab =< alb > (C.1)
The scattering amplitude Aab(S, t) from I a > to I b > is related to the S-matrix by
Sab(S, t) - Sab + i(2 ITS'4 EZpa -EPb Aab(S, t) (C.2)
The 5 function ensure the conservation of 4-momentum. From the unitarity of the S-
matrix, one get
2ImAab(S, t) =(27c)64 Pa - Pb Aac(s, t)A'b(s,t) (C.3)
where c is an intermediate state. The Eq. C.3 relate the imaginary part of the amplitude
a -4 b to the sum of all amplitudes of a - c and c -> b. This is known as Cutkosky rules.
One important special case of the Cutkosky rules is the optical theorem. If the initial
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state and the final state are the same (a -- a), Eq. C.3 becomes:
2ImliAaa(s, 0) = (2Z)5 pa -ZPfJ ZIAa-n(S, 0)12 = Fo-ot(s)
(a f n
(C.4)
where F is the flux factor. The optical theorem relates the imaginary part of the ampli-
tude to the total cross-section. In the limit of high energy scattering (Vs >> m), F is
shown to be ~ 2s. The Eq. C.4 becomes
u' 0t(s) - 2IMAaa(S, 0)2s (C.5)
C.2. Reggeon and Pomeron
YAC
Reggeon
(t)
YBD
Figure C.1.: Diagram of A + B -- C + D in the language of Reggeon theory.
Regge theory was based by the S-matrix approach and partial wave expansion. The
amplitudes are expressed as combinations of partial waves with complex angular mo-
mentum (J). The final scattering amplitudes in the s -* c limit can be related to the
singularities in the J-plane (a(t)), which is called Regge-poles.
In the language of Regge theory, the scattering amplitude of the reaction A+B -> C+D
can be viewed as the exchange in the t-channel of an object with angular momen-
tum equal to a(t) with couplings of r(t). This object is call a Reggeon. Fig. C.1 shows
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a Reggeon exchange diagram. The scattering amplitude is expressed as:
A(s, t) = i+e- a())AtrBt s at (C.6)2sinnta(t) F(a(t))
where r is -1 or -1. When a(t) takes an integer value for some value of t, then the am-
plitude in Eq. C.6 has a pole. For positive integers (Ji), the corresponse to the exchange
of a resonance particle (mi) with integer spin. In this case, a(m2) = fr. For negative
integers, it is cancelled by the factor 1/F(a(t)) which is vanishing.
In 1961, Chew and Frautschi plotted the square of mass of the mesons as a function
of the Ji. The data points lie in a straight line. This means that the Reggeon trajectories
a(t) a linear function of t:
a(t)= ao + a't (C.7)
If we insert the trajectories a(t) into Eq. C.6, the differential cross in the large s limit is
given by:
do(s, t) Oc s2ao-2a't-2 (C.8)
d t
From the optical theorem (Eq. C.5), the total cross-section o-tot in the large s limit can
be written as:
o tot (S) c S (ao-1) (C.9)
In the Regge theory, the p+p collisions are exchanges of Reggeon trajectories, or the
mesons on the trajectories and the total cross-section is an exponential function of s.
From the linear fit to the Chew-Frautschi diagrams, the ao is found to be smaller than 1
and the total cross-section is expected to vanish in the limit of s -> 00. Indeed, the total
cross-section of the p+p collision is found to be falling at the region VI <20 GeV.
However, it was found that the p+p total cross-section reach a minimum around V =
20 GeV and rise slowly as s increases. We can attribute this rise to the exchange of a
single Regge pole with ao>1. This trajectory is called the Pomeron, which carries the
quantum number of the vacuum. The functional form [91] of the total cross-section is
0- _ C(aRO) + C2 S(aPO-1) (C. 10)
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10 102 103 104
Figure C.2.: The total cross-sections of p+p
plot are taken from [91].
and p+p collisions. The fits shown in the
The two terms in Eq. C. 10 characterize the contribution from the Reggeon and Pomeron.
Fig. C.2 shows the rising total cross-section of the p+p (p+p) collision and the quality
of the fits of Eq. C.10 [91].
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D. BSC MIP Efficiency Measurement
The siganl from BSC scintillation counter served as one of the most important minimum-
bias trigger of the CMS experiment. It is important to understand the MIP detection
efficiency of the BSC. In this appendix, the method which is used to commission the
BSC scintillation counter is briefed. The averaged MIP efficiency of the BSC segments
is found to be 95.7%. This study also provide important input to the MC simulation
tuning.
D.1. Circulating beam sample
The efficiency of the BSC scintillator segments was measured based on the measure-
ment of the MIP peak in the scintillators. The measurement was done on the 26th and
29th of March, with circulating proton beams, just before the first collision data taking
on 30th of March, 2010. The BSC has a standalone readout based on CAEN VME V1721
8-bit digitizers (called ADC-s in this section). These can measure the pulse shape in 2
ns steps. All the ADC's are calibrated with a known pulse shape, so the ADC counts and
the voltage is related to each other with < 1% precision. The ADC's use 6dB attenuators
as well, and those are also calibrated using pulse generators and measuring them with
oscilloscope, also with < 1% precision.
In this measurement, self-triggering was used with 5 ADC unit threshold. The
pedestal of the readout signal is estimated event by event. After pedestal subtraction,
the pulse (-to pedestal) height was measured for each pulse. Part of these pulses are
from MIPs crossing the scintillator layer, while other part is from noise (including am-
bient gamma radiation and cosmic rays).
To eliminate the noise contribution, a correlation method is used to estimation the
background shape. The ADC's have the BPTX signal connected, so events can be se-
lected off-line where BPTX was firing, giving the MIP distribution. The random coinci-
dences from noise were subtracted carefully (small contribution), using off-time signals
with respect to the BPTX signal. The result of the MIP measurement for a typical seg-
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ment is plotted in Fig. D. 1.
The final, subtracted MIP peak was fitted with a convolution of the Landau and Gaus-
sian distribution, see Fig. D.1, and the relative fraction of its area above the hardware
discriminator threshold set for triggering, which was 31 ±1 mV (that was converted to
ADC units for each channel separately using the calibration, and the fit function was
integrated above this ADC value corresponding to the threshold).
D.2. MIP efficiency
The resulting segment efficiencies are given in Table D.1. The measured MIP efficiency
were included in the Monte Carlo simulation to estimate the impact of the MIP ineffi-
ciency. The difference of the reconstructed dN/d rl between the Monte Carlo with 95%
and 100% MIP efficiencies is found to be smaller than 1%.
X2 / ndf 34.57/12
- 300 'I' i Prob 0.0005487
:D Width 4.074 + 0.213
500 -MP 10.36 0.23
Area 4.407e+04 802
GSigma 0.8262 1.5787
<2000 -
1500-
1000 -
500 lm
0
0 10 20 30 40 50 60
Pulse Height (ADC)
Figure D.1.: MIP peak in the BSC. Black: all signals, blue: background (out-of-time), red:
subtracted spectrum, line: Landau*Gaussian fit.
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Table D. 1.: Measured efficiencies of the BSC segments. Mean: 95.7%.
for positive and negative z side from the IP. D and P mean
and paddles (outer segments).
segment eff. (%) segment eff. (%) segment eff. (%)
+ and - stands
disk (inner ring)
segment eff. (%)
+D1 98 -D1 92 +P1 92 -P1 90
+D2 98 -D2 98 +P2 92 -P2 96
+D3 98 -D3 95 +P3 98 -P3 97
+D4 96 -D4 94 +P4 96 -P4 96
+D5 99 -D5 92 +P5 94 -P5 91
+D6 98 -D6 99 +P6 92 -P6 98
+D7 99 -D7 96 +P7 95 -P7 94
+D8 98 -D8 96 +P8 98 -P8 98
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E. List of Acronyms
Facilities:
CERN European Organization for Nuclear Research - Conseil Europden pour la
Recherche Nucldaire (http://public.web.cern.ch/public/)
HERA Hadron Elektron Ring Anlage
ISR Intersecting Storage Rings
LHC Large Hadron Collider (http://lhc.web.cern.ch/lhc/)
RHIC Relativistic Heavy Ion Collider (http://www.bnl.gov/RHIC/)
SPS Super Proton Synchrotron
(http://ab-dep-op-sps.web.cern.ch/ab-dep-op-sps/)
Physics Terminology:
KNO Koba-Nielsen-Olesen
NLo Next-to-leading Order
NNLO Next-to-next-to-leading Order
pQCD perturbative Quantum Chromodynamics (QCD)
QCD Quantum Chromodynamics
QED Quantum Electrodynamics
QGP Quark Gluon Plasma
Hardware:
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E. List ofAcronyms
ADC Analog-to-Digital Converter
DAQ Data Acquisition
Experimental Terminology:
MC Monte Carlo
MinBias Minimum Bias
MIP Minimum Ionizing Particle
NSD Non-Sigle-Diffractive
RMS Root Mean Square
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1 Introduction
Measurements of transverse-momentum (PT) and pseudorapidity (7) distributions are re-
ported for charged hadrons produced in proton-proton (pp) collisions at centre-of-mass
energies (V/§) of 0.9 and 2.36 TeV at the CERN Large Hadron Collider (LHC) [1]. The
data were recorded with the Compact Muon Solenoid (CMS) experiment in December
2009 during two 2-hour periods of the LHC commissioning, demonstrating the readiness of
CMS in the early phase of LHC operations. The results at vs = 2.36 TeV represent the
highest-energy measurements at a particle collider to date.
The majority of pp collisions are soft, i.e., without any hard scattering of the partonic
constituents of the proton. In contrast to the higher-pT regime, well described by pertur-
bative QCD, particle production in soft collisions is generally modelled phenomenologically
to describe the different pp scattering processes: elastic scattering, single-diffractive and
double-diffractive dissociation, and inelastic non-diffractive scattering [2].
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The measurements presented in this paper are the inclusive primary charged-hadron
multiplicity densities (dNch/dPT and dNch/dri) in the pseudorapidity range |7| < 2.4, where
PT is the momentum of the particle transverse to the beam axis, and where Nch is the
number of charged hadrons in any given T7 or PT interval. The pseudorapidity 'q is defined
as - ln[tan(6/2)), where 0 is the polar angle of the particle with respect to the anti-clockwise
beam direction.
Primary charged hadrons are defined as all charged hadrons produced in the interac-
tions, including the products of strong and electromagnetic decays, but excluding products
of weak decays and hadrons originating from secondary interactions. In this paper, the
multiplicity densities are measured for inelastic non-single-diffractive (NSD) interactions
to minimize the model dependence of the necessary corrections for the event selection,
and to enable a comparison with earlier experiments. The event selection was therefore
designed to retain a large fraction of inelastic double-diffractive (DD) and non-diffractive
(ND) events, while rejecting all elastic and most single-diffractive dissociation (SD) events.
Measurements of dNch/dPT and dNch/d7 distributions and their Vs dependence are
important for understanding the mechanisms of hadron production and the relative roles of
soft and hard scattering contributions in the LHC energy regime. Furthermore, the mea-
surements at the highest collision energy of 2.36 TeV are a first step towards understanding
inclusive particle production at a new energy frontier. These measurements will be partic-
ularly relevant for the LHC as, when it is operated at design luminosity, rare signal events
will be embedded in a background of more than 20 near-simultaneous minimum-bias col-
lisions. These results will also serve as a reference in the measurement of nuclear-medium
effects in PbPb collisions at the LHC. The differences in these distributions between pp
and pp collisions are expected to be smaller than the attainable precision of these measure-
ments [3]. The results reported here at fs = 0.9 TeV can therefore be directly compared
to those previously obtained in pp collisions.
This paper is organized as follows. In section 2, the elements of the CMS detector
relevant to this analysis are outlined. In sections 3 and 4, the event selection and recon-
struction algorithms are described. Results on dNch/dPT and dNch/dq are presented in
section 5 and compared with previous pp and pp measurements in section 6.
2 The CMS detector
A detailed description of the CMS experiment can be found in ref. [4]. The central feature
of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a
uniform magnetic field of 3.8 T. Immersed in the magnetic field are the pixel tracker, the
silicon-strip tracker (SST), the lead-tungstate crystal electromagnetic calorimeter (ECAL)
and the brass/scintillator hadron calorimeter (HCAL). In addition to barrel and end-cap
detectors for ECAL and HCAL, the steel/quartz-fibre forward calorimeter (HF) covers the
region of Ig| between 2.9 and 5.2. The HF tower segmentation in ' and azimuthal angle #
(expressed in radians) is 0.175x0.175, except for [q| above 4.7 where the segmentation is
0.175x0.35. Muons are measured in gas-ionization detectors embedded in the steel return
yoke.
The tracker consists of 1440 silicon-pixel and 15 148 silicon-strip detector modules and
measures charged particle trajectories within the nominal pseudorapidity range 171 < 2.5.
The pixel tracker consists of three 53.3 cm long barrel layers and two end-cap disks on
each side of the barrel section. The innermost barrel layer has a radius of 4.4 cm, while
for the second and third layers the radii are 7.3 cm and 10.2 cm, respectively. The tracker
is designed to provide an impact-parameter resolution of about 100 pm and a transverse-
momentum resolution of about 0.7 % for 1 GeV/c charged particles at normal incidence
(i=0) [5].
During the data-taking period addressed by this analysis, 98.4% of the pixel and 97.2%
of the SST channels were operational. The fraction of noisy pixel channels was less than
10-5. The signal-to-noise ratio in the SST depends on the sensor thickness and was mea-
sured to be between 28 and 36, consistent with the design expectations and cosmic-ray
measurements [5, 6]. The tracker was aligned as described in ref. [7] using cosmic ray data
prior to the LHC commissioning. The precision achieved for the positions of the detector
modules with respect to particle trajectories is 3-4 pm in the barrel for the coordinate in
the bending plane.
Two elements of the CMS detector monitoring system, the Beam Scintillator Counters
(BSCs) [4, 8] and the Beam Pick-up Timing for the eXperiments (BPTX) devices [4, 9],
were used to trigger the detector readout. The two BSCs are located at a distance of
±10.86 m from the nominal interaction point (IP) and are sensitive in the |J| range from
3.23 to 4.65. Each BSC is a set of 16 scintillator tiles. The BSC elements have a time
resolution of 3 ns and an average minimum-ionizing-particle detection efficiency of 96.3%,
and are designed to provide hit and coincidence rates. The two BPTX devices, located
around the beam pipe at a distance of ±175 m from the IP on either side, are designed to
provide precise information on the bunch structure and timing of the incoming beam, with
better than 0.2 ns time resolution.
The CMS experiment uses a right-handed coordinate system, with the origin at the
nominal interaction point, the x axis pointing to the centre of the LHC, the y axis pointing
up (perpendicular to the LHC plane) and the z axis along the anticlockwise-beam direction.
The azimuthal angle, #, is measured in the (x,y) plane, where # = 0 is the +x and = rr/2
is the +y direction.
The detailed Monte Carlo (MC) simulation of the CMS detector response is based on
Geant4 [10]. The position and width of the beam spot in the simulation were adjusted to
that determined from the data. Simulated events were processed and reconstructed in the
same manner as collision data.
3 Event selection
This analysis uses two LHC collision data sets collected with pp interaction rates of about
11 and 3 Hz at v = 0.9 and 2.36 TeV, respectively. At these rates, the probability for
more than one inelastic collision to occur in the same proton bunch crossing is less than
2 x 10-4 at both collision energies.
Table 1. Numbers of events per data sample used in this analysis. The offline event selection
criteria are applied in sequence, i.e., each line includes the selection of the lines above.
Events were selected by a trigger signal in any of the BSC scintillators, coincident with
a signal from either of the two BPTX detectors indicating the presence of at least one
proton bunch crossing the IP. From these samples, collision events were selected offline by
requiring BPTX signals from both beams passing the IP and at least one reconstructed
charged particle trajectory in the pixel detector originating from within 0.2 cm of the beam
position in the transverse direction (section 4.1). The total number of collision events and
the numbers of collision events passing each requirement are listed in table 1.
To select NSD events, a coincidence of at least one HF calorimeter tower with more
than 3 GeV total energy on each of the positive and negative sides of the HF was required.
Events containing beam-halo muons crossing the detector were identified by requiring the
time difference between any two hits from the BSC stations on opposite sides of the IP
to be within 73 ± 20 ns. Such events were removed from the data sample. Beam-induced
background events producing an anomalously large number of pixel hits were excluded by
rejecting events with pixel clusters (section 4.2) inconsistent with a pp collision vertex. This
rejection algorithm was only applied for events with more than 150 pixel clusters, providing
a clean separation between collision events and beam background events. Finally, events
were required to contain at least one reconstructed primary vertex, as described in section 4.
To study beam-induced background, the event selection criteria were also applied to a
data sample obtained by selecting events with only a single unpaired bunch crossing the IP.
The contamination of background events in the colliding-bunch data sample was estimated
by taking into account the total unpaired and paired bunch intensities and was found to
be negligible (<0.1%). The total number of cosmic-ray muons in the selected data sample
was estimated to be less than one event, and was also neglected.
The event selection criteria are expected to have high efficiency for the NSD part of the
pp cross section, while rejecting a large fraction of the SD component of pp interactions.
The efficiency of the event selection for the different processes and centre-of-mass energies
was determined using simulated events obtained from the PYTHIA [11] (version 6.420, tune
D6T, [12]) and PHOJET [13, 14 (version 1.12-35) event generators processed with a MC
simulation of the CMS detector response (hereafter simply called PYTHIA and PHOJET). In
the case of PHOJET, the discussion and numerical values concerning the DD process given
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Centre-of-mass Energy 0.9 TeV 2.36 TeV
Selection Number of Events
BPTX Coincidence + one BSC Signal 72637 18074
One Pixel Track 51308 13029
HF Coincidence 40781 10948
Beam Halo Rejection 40741 10939
Beam Background Rejection 40647 10905
Valid Event Vertex 40320 10837
PYTHIA PHOJET
Energy 0.9 TeV 2.36 TeV 0.9 TeV 2.36 TeV
Frac. Sel. Eff. Frac. Sel. Eff. Frac. Sel. Eff. Frac. Sel. Eff.
SD 22.5% 16.1% 21.0% 21.8% 18.9% 20.1% 16.2% 25.1%
DD 12.3% 35.0% 12.8% 33.8% 8.4% 53.8% 7.3% 50.0%
ND 65.2% 95.2% 66.2% 96.4% 72.7% 94.7% 76.5% 96.5%
NSD 77.5% 85.6% 79.0% 86.2% 81.1% 90.5% 83.8% 92.4%
Table 2. Expected fractions of SD, DD, ND and NSD processes ("Frac.") obtained from the
PYTHIA and PHOJET event generators before any selection and the corresponding selection efficien-
cies ("Sel. Eff.") determined from the MC simulation.
in this paper contain both the DD and the Double-Pomeron-Exchange (DPE) processes.
The relative event fractions of SD, DD and ND processes and event selection efficiencies
at Is = 0.9 and 2.36 TeV are listed in table 2 for these two samples.
The measurements were corrected for the selection efficiency of NSD processes and for
the fraction of SD events contained in the data sample after the event selection. Based on
the PYTHIA (PHOJET) event generator, the fractions of SD events contained in the selected
data samples were estimated to be 5.2% (4.9%) at 0.9 TeV and 6.3% (5.0%) at 2.36 TeV.
The generated charged-hadron multiplicity distribution is shown in figure la in the
range 17| < 2.5 for all inelastic events after event selection. The event selection efficiency
for NSD events is shown in figure lb as a function of generated charged-hadron multiplicity
in the region rj| < 2.5. The correction for the event selection efficiency was applied as a
function of number of reconstructed charged particles per event, as illustrated at generator
level in figures la and 1b.
The sum of the corrections to the dNch/dy measurements due to the NSD event selec-
tion efficiency and the SD event contamination typically amounts to 8%. The corrections
applied in the analysis are based on PYTHIA using the default SD and DD process fractions
as listed in table 2.
The PYTHIA predictions for the SD and DD fractions differ from those of PHOJET,
and are not fully consistent with existing measurements, as explained in section 5. These
differences propagate to a systematic uncertainty of 2% in the dNch/dy measurement. To
estimate the additional systematic uncertainty on the event selection efficiency correction
resulting from the possible inaccuracies in the detector simulation, the analysis was re-
peated after replacing the HF event-selection criterion with a two-sided hit coincidence
of signals in the BSC detectors. Based on this comparison, an additional 1% systematic
uncertainty was assigned to the dNch/d?7 measurements.
4 Reconstruction algorithms
The analysis presented in this paper measures the dNch/dr and dNch/dPT distributions
of primary charged hadrons. The dNch/drl distributions were obtained using three meth-
ods based on counting of (i) reconstructed clusters in the pixel barrel detector; (ii) pixel
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Figure 1. (a) Generated multiplicity distributions of primary charged hadrons in the range 17| < 2.5
for 9/s = 0.9 TeV (solid dots and histogram) and 2.36 TeV (open circles and dashed histogram) after
the event selection is applied to the reconstructed events, using inelastic events from the PYTHIA
(histograms) and PHOJET (symbols) event generators. (b) The event selection efficiency expected
for NSD events from the PYTHIA (histograms) and PHOJET (symbols) event generators as a function
of generated charged hadron multiplicity in the region lrj < 2.5.
tracklets composed of pairs of clusters in different pixel barrel layers; and (iii) tracks re-
constructed in the full tracker volume, combining the pixel and strip hits. The cluster
counting method provides an independent measurement for each pixel barrel layer, and the
tracklet method for each pair of layers. The third method also allows a measurement of
the dNch/dpT distribution. All three methods rely on the reconstruction of the primary
vertex (PV) described in section 4.1.
The pixel-cluster-counting method has the advantage of having the largest PT ac-
ceptance down to small transverse momentum (30 MeV/c), is insensitive to geometrical
misalignment of the detector and does not require detailed knowledge of the primary ver-
tex position resolution. A potential disadvantage is the sensitivity to backgrounds from
collisions with residual gas in the beam pipe (beam-gas collisions), from secondary particles
produced in the detector material and from low-pT particles curling in the axial magnetic
field (loopers). The pixel-tracklet method is capable of measuring and correcting for the
combinatorial background and has a PT threshold of 50 MeV/c. The third method uses
the tracker (pixel and SST) to build tracks. It requires at least two pixel hits in different
layers, has the largest PT threshold (~100 MeV/c) and algorithmic complexity, but is the
most robust against background hits produced by particles not originating from the col-
lision. The charged-particle multiplicity was corrected in all three methods for the small
contamination (< 1%) of primary charged leptons. The measured dNch/dq values were
evaluated by extrapolating or correcting to PT = 0 for all the three analysis methods.
The three reconstruction methods are described in sections 4.2-4.4.
4.1 Primary vertex reconstruction
The x, y and z positions of the luminous region where protons of both beams interact,
hereafter referred to as beam spot, are obtained for each data set from three-dimensional
vertex fits based on tracks reconstructed with PT > 0.9 GeV/c, using the full event sample.
The RMS of the beam spot in the transverse directions was found to be less than 0.05 cm.
The beam spot position and dimensions were found to be stable within a given data set.
To reconstruct the z coordinate of the PV for each event, tracks consisting of triplets
of pixel hits were formed. The minimum transverse momentum of these tracks is ~ 75
MeV/c. The tracks were required to originate from the vicinity of the beam spot with a
transverse impact parameter (dT) smaller than 0.2cm. Of these tracks, only those with
dT <4 T, where UT is the quadratic sum of the uncertainty in dT and the RMS of the
beam spot in the transverse direction, were used in the vertex reconstruction.
The vertex-reconstruction algorithm uses the z coordinate of the tracks at the point
of closest approach to the beam axis and the corresponding estimated measurement un-
certainty (o-z). It performs an agglomerative clustering by adding tracks to form groups.
These groups (denoted the ith and jth group) are then merged based on their normal-
ized distance, d = (z, - zj) 2/(o0 + o?) where o and oj are the uncertainties of the
zi and z1 positions, with a fast nearest-neighbour search algorithm [15]. The z position
and its uncertainty cz for the newly joined group are calculated using a weighted average.
The clustering process stops when the smallest normalized distance between the remaining
groups gets larger than 8.0, where the stopping condition was optimized using simulated
events. Only vertices formed from at least two tracks were considered except when only
one track was reconstructed in the event. In the latter case the PV position was defined as
the point of the closest approach of the track to the beam axis. The fraction of single-track
vertices in the selected data sample is 1.7% (1.3%) at 0.9 TeV (2.36 TeV). The overall PV
reconstruction efficiency, evaluated from the data after all other event selection cuts, is in
excess of 99% and the fraction of events with more than one primary vertex candidate is
5.0% (7.4%) at 0.9 TeV (2.36 TeV). In the rare case of multiple PV candidates, the vertex
composed of the largest set of tracks was chosen.
The reconstructed primary vertex resolution in the z direction is a function of the asso-
ciated track multiplicity (N) and was found to be parameterized adequately as 0.087 cm /NO.6
using simulated events.
The distribution of the reconstructed z position of the PV is shown in figure 2a.
Overlaid is the PV distribution in simulated events, the position and RMS of which were
adjusted to reproduce the beam spot measured in data.
4.2 Pixel cluster counting method
The pseudorapidity distribution of primary charged hadrons produced in a pp collision can
be measured by counting the number of clusters they create when traversing each of the
three pixel barrel layers and applying appropriate corrections, as described in this section.
The energy deposited by charged particles traversing a pixel detector layer is spread
over multiple pixels. Adjacent pixels with a charge measurement above a readout threshold
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Figure 2. (a) The distribution of the reconstructed z position of the primary vertex in the data
(dots), compared to that from the PYTHIA simulation (histogram). (b) Distribution of the cluster
charge multiplied by |sin 01 in the data (dots) and the simulation (histogram), for the clusters
selected for analysis.
of typically 2740 electrons are combined into pixel clusters to integrate the total charge
deposit [6]. The cluster size and charge depend on the incident angle of the particle with
respect to the active detector surface. The cluster length along the z axis ranges from 1-2
pixels at normal incident angle up to 14-16 pixels at shallow crossing angles. Figure 2b
shows the measured distribution of cluster charge multiplied by Isin 0| (or 1/coshr) after
the cluster selection discussed below, compared to the simulation. Here, 0 is the polar
angle of the straight line connecting the PV to the cluster.
The peak position is consistent with the expected charge of 22 ke, while the width of
the distribution is slightly larger in the data than in the simulation due to gain calibration
non-uniformities.
The cluster counting method correlates the observed pixel-cluster length in the z di-
rection, expressed in number of pixels, with the expected path length traveled by a primary
particle at a given 77 value. For primary particles the cluster length in z is proportional to
cot 01 (or |sinh 1) as displayed in figure 3a. Small clusters at large 17l are due to loopers,
secondary particles and daughters of long-lived hadrons. Clusters from these background
particles were efficiently removed by the cluster-length cut represented by the solid line in
figure 3a. To allow for an efficient background rejection, only the barrel part of the pixel
detector was used, where the detector units are parallel to the beam axis, as opposed to the
pixel end-caps. Furthermore, the 71 range for the cluster counting was restricted to Ig| < 2
to avoid acceptance problems due to the slightly off-centred position of the luminous region.
The event selection efficiency and the SD contribution for a given total multiplicity
of selected clusters (M) for each pixel barrel layer can be determined from Monte Carlo
simulation. The overall change of the dNch/dq value due to this correction is 9% for both
collision energies.
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Figure 3. (a) Pixel cluster length along z as a function of 77 for the 900 GeV data. The solid line
illustrates the cut applied in the cluster counting method. (b) The Zog distribution of clusters on
tracklets in the data (dots and circles), together with the distribution obtained from the PYTHIA
simulation (solid and dotted lines), for both 0.9 and 2.36 TeV collision energy. The dashed line shows
the A77 distribution of clusters for primary charged-particle tracks in the Monte Carlo simulation
at 0.9 TeV. The tail of the A77 distribution comes from the combinatorial background.
The fraction of clusters created by loopers above the cluster-length cut (1% and 5% for
S=2 and ry = 0.5, respectively) can be estimated by measuring the total number of clusters
below the cut in data, corrected by the ratio of looper clusters below and above the cut in
simulated events. The number of clusters eliminated by the cluster-length cut was found
to be higher in data than in simulated events by 10-20% due to a slightly larger abundance
of secondary particles and loopers, while the observed number and length distributions of
clusters above the cut was found to agree with the simulation.
The corrections for absorption in the beam pipe and detector material, secondary
particles, daughters of long-lived hadrons, delta-ray electrons and double hits caused by
geometrically overlapping detector units were all evaluated, in bins of rg and M, with
simulated data. The size of these corrections is 10%, 23% and 41% for the first, second
and third detector layer, respectively. Varying the charged-particle multiplicity in the event
generator by 50% only causes a ±3% relative change in these corrections. Their dependence
on y and pixel-cluster multiplicity is similarly small.
4.3 Pixel-tracklet method
This method was first used to measure charged-hadron multiplicities by the PHOBOS
experiment at RHIC [16]. Pixel tracklets are constructed from combinations of two pixel
hits in any two pixel barrel layers. The difference in the angular positions of the two clusters
with respect to the PV, A77 and A#f, are calculated for each tracklet. If two tracklets share
a hit, the tracklet with the larger A77 is discarded. The A77 distribution of reconstructed
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tracklets is shown in figure 3b, together with the corresponding distribution from simulated
data and a separate distribution for simulated primary particles only. Tracklets from
primary particles display a sharp peak at A1 = 0, while the tracklets from the combinatorial
background have an extended tail. The simulated Aq distributions are in good agreement
with data.
To suppress the combinatorial background, only tracklets with lAJ < 0.1 and JA#| <
1.0 were selected. Since the combinatorial background is flat in A#, the remaining fraction
of background tracklets in the signal region |A#| < 1.0 can be estimated from tracklets
with 1.0 < |A0# < 2.0. This data-driven estimate of the background accurately describes
the raw A71 distribution of tracklets for lA?| > 2, where no signal from primary particles
is expected from the MC simulation. Typical values of this estimated background fraction
in the signal region increase with jf from 2% to 30%. The 71 range for the tracklet method
was restricted to HqJ < 2 to avoid a large acceptance correction.
The contribution from secondary particles, reconstruction efficiency and geometrical
acceptance needs to be accounted for to determine the number of primary charged hadrons.
These correction factors were calculated using PYTHIA simulations for background-subtract-
ed tracklets in bins of z position of the PV, pseudorapidity, and tracklet multiplicity. The
magnitude of the correction varies with JqJ from 0 to 20%. The correction factors were also
cross-checked by PHOJET simulations and only cause a 2-3% change in the dNch/dq result.
The correction for the event selection efficiency and the SD contribution was deter-
mined for each tracklet multiplicity bin. The overall change in the dNch/dl value due to
this correction is about 8% at ? 0.
4.4 Tracking method
Pixel and SST detectors were used to reconstruct tracks, including both barrel and end-
cap layers. The acceptance was limited to ?17 < 2.4 to avoid edge effects. The iterative
reconstruction procedure described below follows refs. [17, 18], but was further optimized
for primary-track reconstruction in minimum bias events.
In the first step of track reconstruction, tracks with three pixel hits (triplets) are built
using the x and y positions of the beam spot and the z coordinate of the primary vertex
as constraints. These clean pixel tracks are used as seeds for the Kalman-filter-based
trajectory-building algorithm in the SST. The resulting trajectories are stored. Before the
second tracking step, the pixel and strip hits associated with the tracks found in the first
step are removed from further consideration. The second step uses pixel triplet seeds as
well, but does not require a vertex constraint and has a looser transverse impact parameter
requirement than in the first step. After removal of hits associated with tracks found in
the second step, the third tracking step finds primary tracks seeded by two hits in the pixel
detector. At least three hits were required for a track to be accepted.
Tracks found during the three iterative steps were collected and a second iteration
of the PV reconstruction, as described in section 4.1, was performed to refine primary
vertex position determination. Finally, the tracks were refit with the corresponding vertex
constraint, thus improving their q and PT resolution.
In this analysis, a reconstructed track was considered as a primary-track candidate if
it is compatible with originating from the PV (dT < min(4 oT, 0.2 cm) and dz < 4a, where
dz is the distance between the point of the closest approach of the track to the beam axis
and the PV along the z direction).
Studies with simulated events showed that the combined geometrical acceptance and
reconstruction efficiency for the tracking method exceeds 50% around PT ~ 0.1, 0.2 and
0.3 GeV/c for pions, kaons and protons, respectively. The efficiency is about 96% in the
1,I < 1 region for PT > 0.25 GeV/c, and is above 80% for pions at PT = 0.15 GeV/c. By
requiring the geometrical shapes of the pixel clusters to be consistent with the crossing
angle and direction of the track, the fraction of fake tracks was kept below 1%. The
fraction of duplicated tracks (e.g., from loopers) was estimated to be about 0.1% in the
central region, rising to 0.5% at large |j7.
The measured yield in data was corrected, based on MC simulation and comparisons
with data, for geometrical acceptance (2% correction for PT > 200 MeV/c), efficiency of the
reconstruction algorithm (5-10% for PT > 300 MeV/c), fake and duplicate tracks (<1%
each). The contamination of less than 2% from decay products of long-lived hadrons,
photon conversions and inelastic hadronic interactions with the detector material was also
subtracted. To obtain the dNch/dq result from the PT spectrum, an extrapolation to PT = 0
was necessary, resulting in an increase of 5% in the estimated number of charged hadrons.
Corrections based on the average hit efficiency of pixel layers, size of the beam spot,
longitudinal and transverse impact-parameter resolutions of pixel tracks were validated
with data. As an example, the average number of pixel and strip hits found on tracks
in the range |77 < 1 is shown in figures 4a and 4b, together with the expectation from
PYTHIA. Somewhat fewer particles are predicted with PT < 500 MeV/c than seen in the
data, which results in the small difference in the number of tracks with few SST hits in
figure 4b. This small difference, which originates from limitations of the PYTHIA generator,
does not affect the final measurement. The correction for the event selection efficiency and
the SD contribution was determined for each track multiplicity bin, and has an overall
magnitude of 8.3%.
5 Results
5.1 Systematic uncertainties
Various corrections and their event-selection and model dependence contribute to the sys-
tematic uncertainties of the measured quantities. A summary of these systematic uncer-
tainties averaged over q and PT is given in table 3 and discussed below.
The uncertainties related to the trigger bias and to the event selection are common to
all the analysis methods. The efficiency of the trigger and event-selection was corrected
for by the prediction of the PYTHIA D6T event generator combined with the full Geant4
simulation of the CMS detector. The material description relevant for this analysis was
verified by studies of photon conversion probabilities in the data, found to be in agreement
with those obtained from the simulation.
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Figure 4. (a) The distribution of the number of pixel hits attached to reconstructed tracks in
the region of Ir/| < 1 (closed circles), compared to the CMS detector simulation (histogram). (b)
The distribution of the number of hits in the SST detector attached to reconstructed tracks in the
region of Ir/| < 1 (closed circles), compared to the CMS detector simulation (histogram).
Because single- and double-diffractive pp collisions have much smaller charged-hadron
multiplicities per event than non-diffractive events, they contribute to the uncertainty
in the measured dNch/d?7 mostly through the uncertainty in the fraction of SD and DD
events passing the event selection criteria. The fractions of SD events for V/s = 0.9 TeV
in PYTHIA and PHOJET (table 2) are 23% and 19%, respectively. The UA5 experiment
measured 15.5% for this fraction [19]. Based on the simulated trigger efficiencies for the
different event types, only 5.5% of events passing the analysis event selection are expected
to be single-diffractive events. From the aforementioned variations of SD fractions, an
uncertainty of ±1% is attributed to this correction. The contribution of the uncertainty
of the fraction of DD events was estimated similarly to be +1%. Since underestimated
DD and SD fractions both lead to an underestimated dNch/dr result, a conservative linear
sum of 2% was assigned to the above systematic uncertainty. The trigger efficiency of the
BSC is more than 98% for events with a valid vertex, and even a 5% uncertainty in single-
particle detection efficiency of its individual segments results in a negligible uncertainty in
the final result. The trigger efficiency of the BSC and the event selection efficiency of the
HF detector were both measured from data and found to be consistent within 1% with the
MC simulation. The total systematic uncertainty from propagating all event selection and
trigger related uncertainties is 3%. The measurement of the average transverse momentum
is less sensitive to the trigger selection efficiency. A smaller, 1% uncertainty was therefore
assigned to that result.
The geometrical acceptance was studied by comparing the hit occupancy of the pixel
barrel with the predictions from the simulation. The efficiency of the pixel hit recon-
struction was estimated using tracks propagated from the SST to the pixel detector and
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by extrapolating pixel tracklets to the unused pixel barrel layer. The measured pixel hit
efficiency was found to exceed 99% with a 0.5% uncertainty from both methods, which
propagates into 0.5% uncertainty in the pixel-counting-based, 1% in the tracklet-based,
and 0.3% in the track-based results. If the collected charge in one or more pixels in a clus-
ter remains below the threshold, the cluster may be split. The splitting rate was estimated
from the geometrical distance distributions of close-by pixel clusters found in the data and
in the Monte Carlo simulation and found to be 0.5-0.9% in the simulation and 1.0-1.5% in
data.
The uncertainty related to the cluster and tracklet selections was estimated by varying
the selection cuts. An additional 3% and 2% uncertainty was assigned to the tracklet and
track reconstruction algorithm efficiencies, respectively. Corrections for loopers and sec-
ondary particles are simulation dependent; the tracklet- and pixel-counting-based methods
have low rejection power compared to the tracking method, thus carry a larger systematic
uncertainty (as shown in table 3).
The effects of the geometrical misalignment of the pixel barrel detector were simulated
and a 1% uncertainty was assigned to the results from the tracklet-based method. Hits from
beam-induced backgrounds coinciding with the collision were estimated to be very rare,
and a conservative 1% random hit contribution was propagated to obtain the uncertainty of
the results. The corrections for multiple track counting and fake track rate were estimated
from the Monte Carlo simulation and found to be less than 1%. The uncertainty of the
extrapolation to the full PT-range depends on the low-pT reach of the three methods and
varies between 0.2 and 0.5%. While the sources of uncertainties are largely independent
from each other, they are correlated among all the data points.
5.2 Charged hadron transverse-momentum distributions
Tracks with |q| < 2.4 and PT > 0.1 GeV/c were used for the measurement of dNch /dpT. The
measured average charged-hadron yields per NSD event are shown in figure 5a, as a function
of PT in bins of Iql. The yields were fit by the Tsallis function (eq. (5.1)), which empirically
describes both the low-pT exponential and the high-pT power-law behaviours [20, 21]:
E 1 = d2 Nh = C(n, T, m)dNch ( 1 + n(5.1)dp3  2 ,rPT p d?7dpr dy nT '
where y = 0.5 ln[(E + pz)/(E - pz)] is the rapidity; C(n, T, m) is a normalization constant
that depends on n, T and m; ET = m2 + p2 - m and m is the charged pion mass. This
function provides both the inverse slope parameter T, characteristic for low PT, and the
exponent n, which parameterizes the high-pr power-law tail. These fit parameters change
by less than 5% with 77, thus a fit to the whole region 171 < 2.4 was performed. The PT
spectrum of charged hadrons, 1/(27rpT)d 2Nch/dqdpT, in the region 177 < 2.4, was also fit
with the empirical function (eq. (5.1)) and is shown in figure 5b. The PT resolution of
the CMS tracker was found to have a negligible effect on the measured spectral shape
and was therefore ignored in the fit function. For the 0.9 TeV data, the inverse slope
parameter and the exponent were found to be T = 0.13 ± 0.01 GeV and n 7.7 ± 0.2.
For the 2.36 TeV data, the values were T = 0.14 ± 0.01 GeV and n = 6.7 ± 0.2. The
average transverse momentum, calculated from the measured data points adding the low-
Source Pixel Counting [%] Tracklet [%] Tracking [%)
Correction on event selection 3.0 3.0 3.0 (1.0)
Acceptance uncertainty 1.0 1.0 1.0
Pixel hit efficiency 0.5 1.0 0.3
Pixel cluster splitting 1.0 0.4 0.2
Tracklet and cluster selection 3.0 0.5 -
Efficiency of the reconstruction 3.0 2.0
Correction of looper hits 2.0 1.0 -
Correction of secondary particles 2.0 1.0 1.0
Misalignment, different scenarios - 1.0 0.1
Random hits from beam halo 1.0 0.2 0.1
Multiple track counting - - 0.1
Fake track rate - - 0.5
PT extrapolation 0.2 0.3 0.5
Total, excl. common uncertainties 4.4 3.7 2.4
Total, incl. common uncert. of 3.2% 5.4 4.9 4.0 (2.8)
Table 3. Summary of systematic uncertainties. While the various sources of uncertainties are
largely independent, most of the uncertainties are correlated between data points and between the
analysis methods. The event selection and acceptance uncertainty is common to the three methods
and affects them in the same way. The values in parentheses apply to the (pr) measurement.
and high-PT extrapolations from the fit is (PT) = 0.46 ± 0.01 (stat.) ± 0.01 (syst.) GeV/c
for the 0.9 TeV and 0.50 ± 0.01 (stat.) ± 0.01 (syst.) GeV/c for the 2.36 TeV data.
The dNch/d spectrum was obtained by summing the measured differential yields
for 0.1 < PT < 3.5 GeV/c and adding the result to the integral of the fit function for
PT < 0.1 GeV/c and PT > 3.5 GeV/c. The latter term amounts to 5% of the total.
5.3 Charged hadron pseudorapidity density
The summary of results on the pseudorapidity density distribution of charged hadrons is
shown in figure 6. The dNch/d7 results for the three layers in the cluster-counting method
and the three layer-pairs in the pixel-tracklet method are consistent within 3%. These
results from the various layers and from the different layer pairs were combined to provide
one set of data from each analysis method, as shown in figure 6a. The error bars include
the systematic uncertainties of about 2.4-4.4% specific to each method, estimated from the
variations of model parameters in the simulation used for corrections and the uncertainties
in the data-driven corrections. The systematic uncertainties common to all the three
methods, which amount to 3.2%, are not shown. The results from the three analysis
methods are in agreement. The larger fraction of background hits in the data compared
to simulation affects the cluster-counting method differently from the other two, which
results in a small difference at high q, well accounted for by the systematic uncertainty of
the measurement.
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Figure 5. (a) Measured differential yield of charged hadrons in the range [7| < 2.4 in 0.2-unit-wide
bins of 1,q for the 2.36 TeV data. The measured values with systematic uncertainties (symbols)
and the fit functions (eq. (5.1)) are displayed. The values with increasing 7 are successively shifted
by four units along the vertical axis. (b) Measured yield of charged hadrons for 17| < 2.4 with
systematic uncertainties (symbols), fit with the empirical function (eq. (5.1)).
6 Discussion
The average transverse-momentum and pseudorapidity densities of charged hadrons derived
from the measured data can be compared to results from earlier experiments as a function
of the collision energy. The average transverse momentum of charged hadrons was obtained
from the fits (eq. (5.1)) to the transverse-momentum spectrum (figure 5b). At low energies
the energy dependence of (PT) can be described by a quadratic function of In s. The (PT)
from this measurement, shown in figure 7a, follows the general trend. At 0.9 TeV it is
similar to the results from pp collisions at the same energy [22].
The dNch/dq distribution was calculated as the weighted average of the data from the
three reconstruction methods, taking into account their systematic uncertainties, excluding
the common ones, as listed in table 3. The averaged result is shown in figure 6b and
compared to measurements at the same accelerator (ALICE, pp [23]) and to previous
measurements at the same energy but with different colliding particles (UA5, pp [24]).
The shaded error band on the CMS data indicates systematic uncertainties, while the
error bars on the data from UA5 and ALICE display statistical uncertainties only. No
significant difference is observed between the dNch/d?7 distributions measured in pp and
pp collisions at Vs = 0.9 TeV.
The dNch/dn distribution is weakly q-dependent, with a slow increase towards higher
q values, and an indication of a decrease at |q| > 2 for the 0.9 TeV data. At 2.36 TeV, the
entire distribution is wider due to the increased collision energy hence the larger ?7 range
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Figure 6. (a) Reconstructed dNch/d? distributions obtained from the cluster counting (dots with
error bars), tracklet (squares) and tracking (triangles) methods, in pp collisions at 0.9 TeV (filled
symbols) and 2.36 TeV (open symbols). The error bars include systematic uncertainties (as dis-
cussed in the text), excluding those common to all the methods. (b) Reconstructed dNch/d
distributions averaged over the cluster counting, tracklet and tracking methods (circles), compared
to data from the UA5 [24] (open squares) and from the ALICE [23] (open triangles) experiments
at 0.9 TeV, and the averaged result over the three methods at 2.36 TeV (open circles). The CMS
and UA5 data points are symmetrized in q. The shaded band represents systematic uncertainties
of this measurement, which are largely correlated point-to-point. The error bars on the UA5 and
ALICE data points are statistical only.
available for inclusive particle production. For Iy < 0.5, the corrected results average to
dNch/dr = 3.48±0.02 (stat.) ± 0.13 (syst.) and dNch/dj = 4.47±0.04 (stat.) ± 0.16 (syst.)
for NSD events at di = 0.9 and 2.36 TeV. The increase of (28.4 ± 1.4 ± 2.6)% from
0.9 to 2.36 TeV is significantly larger than the 18.5% (14.5%) increase predicted by the
PYTHIA (PHOJET) model tunes used in this analysis. The collision energy dependence of
the measured dNch/dnr/o is shown in figure 7b, which includes data from the NAL Bubble
Chamber [25], the ISR [26], and UAl [22], UA5 [24], CDF [27], STAR [28], PHOBOS [29]
and ALICE [23]. The dNch/dq measurement reported here is consistent with the previously
observed trend.
7 Summary
Inclusive measurements of charged-hadron densities, dNch/dPT and dNh/dl, have been
presented based on the first pp collisions recorded at Vs = 0.9 and 2.36 TeV by the
CMS experiment during LHC commissioning in December 2009. The numerical val-
ues of the data presented in this paper can be found in ref. [30]. For NSD interac-
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Figure 7. (a) Energy dependence of the average transverse momentum of charged hadrons. The
CMS data points are evaluated for the range Ir/4 < 2.4. Data of other experiments are taken from
refs. [22, 31-33]. The curve shows the fit to the data points of the form (PT) = 0.425 - 0.0197 In(s) +
0.001561n 2 (s) with (PT) in GeV/c and s in GeV2. The error bars on the CMS data points include
systematic uncertainties. (b) Charged-hadron pseudorapidity density in the central region as a
function of centre-of-mass energy in pp and pp collisions including lower energy data from refs. [22-
29], together with various empirical parameterizations fit to the data corresponding to the inelastic
(solid and dotted curves with open symbols) and to the NSD (dashed curve with solid symbols)
event selection. The error bars indicate systematic uncertainties, when available.
tions, the average charged-hadron transverse momentum has been measured to be 0.46
0.01 (stat.) ± 0.01 (syst.) GeV/c at 0.9 TeV and 0.50 ± 0.01 (stat.) ± 0.01 (syst.) GeV/c
at 2.36 TeV. The three reconstruction methods employed for the dNch/dq measurement
have yielded consistent results, demonstrating the excellent performance and detailed
understanding of the CMS tracker. The pseudorapidity density in the central region,
dNch/d| 1 <o.5 , has been measured to be 3.48 ± 0.02 (stat.) ± 0.13 (syst.) at 0.9 TeV and
4.47 ± 0.04 (stat.) ± 0.16 (syst.) at 2.36 TeV. The results at 0.9 TeV have been found
to be in agreement with previous measurements in pp and pp collisions. With the new
measurements at 2.36 TeV, which show a steeper-than-expected increase of charged-hadron
multiplicity density with collision energy, the study of particle production in pp collisions
has been extended into a new energy regime.
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Charged-hadron transverse-momentum and pseudorapidity distributions in proton-proton collisions at
.,= 7 TeV are measured with the inner tracking system of the CMS detector at the LHC. The charged-
hadron yield is obtained by counting the number of reconstructed hits, hit pairs, and fully reconstructed
charged-particle tracks. The combination of the three methods gives a charged-particle multiplicity per
unit of pseudorapidity dNCh/d7)lj<0o. 5 = 5.78 ± 0.0 l(stat) ± 0.23(syst) for non-single-diffractive events,
higher than predicted by commonly used models. The relative increase in charged-particle multiplicity
from / = 0.9 to 7 TeV is [66.1 ± 1.0(stat) ± 4.2(syst)]%. The mean transverse momentum is measured
to be 0.545 ± 0.005(stat) ± 0.015(syst) GeV/c. The results are compared with similar measurements at
lower energies.
DOI: 10.1 103/PhysRevLett.105.022002
Introduction.--Measurements of particle yields and kin-
ematic distributions are an essential first step in exploring a
new energy regime of particle collisions. Such studies
contribute to our understanding of the physics of hadron
production, including the relative roles of soft and hard
scattering contributions, and help construct a solid founda-
tion for other investigations. In the complicated environ-
ment of LHC pp collisions [I], firm knowledge of the rates
and distributions of inclusive particle production is needed
to distinguish rare signal events from the much larger
backgrounds of soft hadronic interactions. They will also
serve as points of reference for the measurement of
nuclear-medium effects in Pb-Pb collisions in the LHC
heavy ion program.
The bulk of the particles produced in pp collisions arise
from soft interactions, which are modeled only phenom-
enologically. Experimental results provide the critical
guidance for tuning these widely used models and event
generators. Soft collisions are commonly classified as elas-
tic scattering, inelastic single-diffractive (SD) dissociation,
double-diffractive (DD) dissociation, and inelastic nondif-
fractive (ND) scattering [2]. (Double-Pomeron exchange is
treated as DD in this Letter.) All results presented here
refer to inelastic non-single-diffractive (NSD) interactions,
and are based on an event selection that retains a large
fraction of the ND and DD events, while disfavoring SD
events.
The measurements focus on transverse-momentum PT
and pseudorapidity 7j distributions. The pseudorapidity,
*Full author list given at the end of the article.
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PACS numbers: 13.85.Ni
commonly used to characterize the direction of particle
emission, is defined as Y7 = - In tan(6/2), where 6 is the
polar angle of the direction of the particle with respect to
the anticlockwise beam direction. The count of primary
charged hadrons Nch is defined to include decay products
of particles with proper lifetimes less than 1 cm. Products
of secondary interactions are excluded, and a percent-level
correction is applied for prompt leptons. The measure-
ments reported here are of dNch/dq and dNchdpT in
the pseudorapidity range 171 < 2.4 and closely follow
our previous analysis of minimum-bias data at lower
center-of-mass energies of ,Is = 0.9 and 2.36 TeV as re-
ported in Ref. [3].
The data for this study are drawn from an integrated
luminosity of 1.1 pb- 1 recorded with the Compact Muon
Solenoid (CMS) experiment [4] on 30 March 2010, during
the first hour of the LHC operation at vs = 7 TeV. These
results are the highest center-of-mass energy measure-
ments of the dNch/d77 and dNch/dpT distributions con-
ducted at a particle collider so far and complement the
other recent measurements of the ALICE experiment at
7 TeV [5].
Experimental methods.-A detailed description of the
CMS experiment can be found in Ref. [4]. The detectors
used for the present analysis are the pixel and silicon-strip
tracker, covering the region 1|q| < 2.5 and immersed in a
3.8 T axial magnetic field. The pixel tracker consists of
three barrel layers and two end-cap disks at each barrel
end. The forward calorimeter (HF), which covers the re-
gion 2.9 < 1771 < 5.2, was also used for event selection.
The detailed Monte Carlo (MC) simulation of the CMS
detector response is based on GEANT4 [6].
The event selection and analysis methods in this Letter
are identical to those used in Ref. [3], where more details
can be found. The inelastic pp collision rate was about
50 Hz. At these rates, the fraction of events in the data,
@ 2010 CERN, for the CMS Collaboration
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TABLE I. Numbers of events passing the selection cuts. The
selection criteria are applied in sequence, i.e., each line includes
the selection from the previous ones.
Selection Number of events
Colliding bunches + one BSC signal 68 512
Reconstructed PV 61 551
HF coincidence 55 113
Beam-halo rejection 55 104
Other beam-background rejection 55 100
where two or more minimum-bias collisions occurred in
the same bunch crossing, is estimated to be less than 0.3%
and was neglected. Any hit in the beam scintillator coun-
ters (BSC, 3.23 <| r71 <4.65) coinciding with colliding
proton bunches was used for triggering the data acquisi-
tion. A sample mostly populated with NSD events was
selected by requiring a primary vertex (PV) to be recon-
structed with the tracker, together with at least one HF
tower in each end with more than 3 GeV total energy.
Beam-halo and other beam-background events were re-
jected as described in Ref. [3]. The remaining fraction of
background events in the data was found to be less than
2 X 10-5. The numbers of events satisfying the selection
criteria are listed in Table I.
The event selection efficiency was estimated with simu-
lated events using the PYTHIA [7,8] and PHOJET [9,10] event
generators. The relative event fractions of SD, DD, and ND
processes and their respective event selection efficiencies
are listed in Table II. The fraction of diffractive events is
predicted by the models to decrease as a function of
collision energy, while the selection efficiency increases.
At fs = 7 TeV, the fraction of SD (DD) events in the
selected data sample, estimated with PYTHIA and PHOJET,
are 6.8% (5.8%) and 5.0% (3.8%), respectively, somewhat
higher than at /s = 0.9 and 2.36 TeV [3]. With PYTHIA, the
overall correction for the selection efficiency of NSD
processes and for the fraction of SD events remaining in
the data sample lowers the measured charged-particle
multiplicity by 6% compared with the uncorrected
distribution.
The dNch/drJ distributions were obtained, as in Ref. [3],
with three methods, based on counting the following quan-
tities: (i) reconstructed clusters in the barrel part of the
pixel detector; (ii) pixel tracklets composed of pairs of
clusters in different pixel barrel layers; and (iii) tracks
reconstructed in the full tracker volume. The third method
also allows a measurement of the dNch/dpT distribution.
All three methods rely on the reconstruction of a PV [11].
The PV reconstruction efficiency was found to be 98.3%
(98.0%) in data (MC), evaluated after all other event se-
lection cuts. In case of multiple PV candidates, the vertex
with the largest track multiplicity was chosen. The three
methods are sensitive to the measurement of particles
down to PT values of about 30, 50, and 100 MeV/c,
respectively. Only 0.5, 1.5, and 5% of all charged particles
are estimated to be produced below these PT values, re-
spectively, and these fractions were corrected for.
The measurements were corrected for the geometrical
acceptance (=2%), efficiency (-5%-10%), fake (<1%)
and duplicate tracks (<0.5%), low-PT particles curling in
the axial magnetic field (<1%), decay products of long-
lived hadrons (<2%) and photon conversions (<1%), and
inelastic hadronic interactions in the detector material
(~ 1 %-2%), where the size of the corrections in parenthe-
ses refers to the tracking method. The PYTHIA parameter set
from Ref. [8] was chosen to determine the corrections,
because it reproduces the dNeh/d77 and charged-particle
multiplicity distributions, as well as other control distribu-
tions at 7 TeV, better than other available tuning parameter
sets. Although the corrections do not depend significantly
on the model used, it is indeed important that the simulated
data set contains a sufficient number of high-multiplicity
events to determine these corrections with the desired
accuracy.
Results.-For the measurement of the dNch/dpT distri-
bution, charged-particle tracks with PT in excess of
0.1 GeV/c were used in 12 different 171 bins, from 0 to
2.4. The average charged-hadron yields in NSD events are
shown in Fig. I as a function of PT and |7l. The Tsallis
parametrization [12-14],
EdNch -1 E d2Nch .CdNh I Er) -
dp3  21rP p dy dPT dy n T
where y =0.5ln[(E + pz)/(E - p)], Er = m2  p -m,
and m is the charged pion mass, was fitted to the data. The
PT spectrum of charged hadrons, 1/(27rPr)d 2Nch/dij dPT,
measured in the range |71| < 2.4, is shown in Fig. 2 for data
TABLE 1I. Fractions of SD, DD, ND, and NSD processes obtained from the PYTHIA and PHOJET event generators before any
selection, and the corresponding selection efficiencies determined from the MC simulation.
PYTHIA PHOJET
Fractions Selection efficiencies Fractions Selection efficiencies
SD 19.2% 26.7% 13.8% 30.7%
DD 12.9% 33.6% 6.6% 48.3%
ND 67.9% 96.4% 79.6% 97.1%
NSD 80.8% 86.3% 86.2% 93.4%
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FIG. 1. Differential yield of charged hadrons in the range
|i; < 2.4 in 0.2-unit-wide bins of 1r71 in NSD events. The solid
curves represent fits of Eq. (1) to the data. The measurements
with increasing r7 are successively shifted by six units along the
vertical axis.
at 0.9, 2.36, and 7 TeV. The high-pT reach of the data is
limited by the increase of systematic uncertainties with PT.
The fit to the data [Eq. (1)] is mainly used for extrapola-
tions to PT = 0, but is not expected to give a good descrip-
tion of the data in all -q bins with only two parameters. The
parameter T and the exponent n were found to be T =
0.145 ± 0.005(syst) GeV and n = 6.6 0.2(syst). The
average PT, calculated from a combination of the measured
data points and the low- and high-pT contributions as
determined from the fit, is (PT) = 0.545 ± 0.005(stat)
0.015(syst) GeV/c.
Experimental uncertainties related to the trigger and
event selection are common to all the analysis methods.
The uncertainty related to the presence of SD (DD) events
in the final sample was estimated to be 1.4% (1.1%), based
on consistency checks between data and simulation for
diffractive event candidates. The total event selection un-
certainty, which also includes the selection efficiency of
the BSC and HF, was found to be 3.5%. Based on studies
similar to those presented in Ref. [3], additional 3% and
2% uncertainties were assigned to the tracklet and track
reconstruction algorithm efficiencies, respectively.
Corrections at the percent level were applied to the final
results to extrapolate to PT = 0. The uncertainty on these
extrapolation corrections was found to be less than 1%. All
other uncertainties are identical to those listed in Ref. [3].
The dNch/d- measurements were repeated on a separate
0 1 2 3 4
pT [GeV/c]
5 6
FIG. 2. Charged-hadron yield in the range I r7 < 2.4 in NSD
events as a function of PT; the systematic uncertainties are
smaller than the symbols. The measurements at f= 0.9 and
2.36 TeV [3] are also shown. The solid lines represent fits of Eq.
(1) to the data.
data sample without any magnetic field, for which almost
no PT extrapolation is needed, and gave results consistent
within 1.5%. The final systematic uncertainties for the
pixel counting, tracklet, and track methods were found to
be 5.7%, 4.6%, and 4.3%, respectively, and are strongly
correlated.
For the dNch/d7 measurements, the results for the three
individual layers within the cluster-counting method were
found to be consistent within 1.2% and were combined.
The three layer pairs in the pixel-tracklet method provided
results that agreed within 0.6% and were also combined.
Finally, the results from the three different measurement
methods, which agree with the combined result within 1%
to 4% depending on -q, were averaged. The final dNch/d77
distributions are shown in Fig. 3 for f = 0.9, 2.36, and
7 TeV. The CMS results are compared with measurements
made by other experiments. In the ATLAS Collaboration
analysis [15], events and particles were selected in a differ-
ent region of phase space, which makes a direct compari-
son difficult. Their results are therefore not included in the
figure.
The results can also be compared to earlier experiments
as a function of ,I. The energy dependence of the average
charged hadron PT can be described by a quadratic func-
tion of Ins [16]. As shown in Fig. 4, the present measure-
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FIG. 3. Distributions of dNch/d??, averaged over the three
measurement methods and compared with data from UA5 [23]
(pp, with statistical errors only) and ALICE [24] (with system-
atic uncertainties). The shaded band shows systematic uncer-
tainties of the CMS data. The CMS and UA5 data are averaged
over negative and positive values of 77.
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FIG. 4. Average PT of charged hadrons as a function of the
center-of-mass energy. The CMS measurements are for I j <
2.4. Also shown are measurements from the ISR [25] (pp), E735
[26] (pp), and CDF [27] (pp) for |,| < 0.5, and from UAl [16]
(pp) for l 71 < 2.5. The solid line is a fit of the functional form
(PT) = 0.413 - 0.0171 Ins + 0.001 431n 2s to the data. The error
bars on the CMS data include the systematic uncertainties.
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FIG. 5. Average value of dNeh/dj in the central '7 region as a
function of center-of-mass energy in pp and pp collisions. Also
shown are NSD and inelastic measurements from the NAL
Bubble Chamber [28] (pp), ISR [29] (pp), UAl [16] (pp),
UA5 [23] (pp), CDF [30] (pp), STAR [31] (pp), PHOBOS [32]
(pp), and ALICE [24] (pp). The curves are second-order poly-
nomial fits for the inelastic (solid) and NSD event selections
(dashed). The error bars include systematic uncertainties, when
available. Data points at 0.9 and 2.36 TeV are slightly displaced
horizontally for visibility.
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ment follows this trend. The choice of the 17|1 interval can
influence the average PT value by a few percent.
For |17| <0.5, the average charged multiplicity density
is dNch/d) = 5.78 1 0.01(stat) - 0.23(syst) for NSD
events. The s dependence of the measured dNch/
di|,Io is shown in Fig. 5, which includes data from
various other experiments. The dNh/d-q results reported
here show a rather steep increase between 0.9 and 7 TeV,
which is measured to be [66.1 ± 1.0(stat) ± 4.2(syst)]%.
Using a somewhat different event selection, the ALICE
Collaboration has found a similar increase of [57.6 -
0.4(stat)1 3 6 (syst)]% [5]. The measured charged-particle
multiplicity is accurate enough to distinguish among
most sets of event-generator tuning parameter values and
various models. The measured value at 7 TeV significantly
exceeds the prediction of 4.57 from PHOJET [9,10], and the
predictions of 3.99, 4.18, and 4.34 from the DW [17],
PROQ20 [18], and Perugia0 [19] tuning parameter values
of PYTHIA, respectively, while it is closer to the prediction
of 5.48 from the PYTHIA parameter set from Ref. [8] and to
the recent model predictions of 5.58 and 5.78 from
Refs. [20,21]. The measured excess of the number of
charged hadrons with respect to the event generators is
independent of 71 and concentrated in the PT < I GeV/c
CM-
~ @ ISR inel.
- *UA1 NSD
A E735NSD
_ N CDFNSD
- 0 CMS NSD
- -
----0.413 
- 0.0171 In s + 0.00143 In 2 s
X UA1 NSD 0 NAL B.C. inel. CMS
V STAR NSD 0 ISR inel. -
A UA5NSD A UA5 inel.
N CDF NSD 0 PHOBOS inel.
ALICE NSD fr ALICE inel.
CMS NSD
2.716 - 0.307 In s + 0.0267 In2 s -
1.54 - 0.096 In s + 0.0155 In2 s
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range. These differences indicate the need for a continued
model development and simulation tuning. Work on up-
dated event generators based on LHC data is currently
under way.
Summary.-Charged-hadron transverse-momentum and
pseudorapidity distributions have been measured in
proton-proton collisions at s = 7 TeV. The numerical
values of the data presented in this Letter can be found in
the HEPDATA database [22]. The combined result for the
central pseudorapidity density, from three mutually con-
sistent methods of measurement, is dNch/d7jjlj<0o. 5 =
5.78 ± 0.01(stat) ± 0.23(syst) for non-single-diffractive
events. This value is higher than most predictions and
provides new information to constrain ongoing improve-
ments of soft particle production models and event gener-
ators. The mean transverse momentum has been measured
to be 0.545 ± 0.005(stat) ± 0.015(syst) GeV/c. These
studies are the first steps in the exploration of particle
production at the new center-of-mass energy frontier, and
contribute to the understanding of the dynamics in soft
hadronic interactions.
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