INTRODUCTION {#SEC1}
============

Recent studies have well demonstrated that non-coding RNAs (ncRNAs) are pervasively transcribed from plant to animal genomes ([@B1]--[@B4]). Increasing evidences indicate that these ncRNAs play critical roles in numbers of important cellular processes, including transcriptional inhibition mediated by microRNAs ([@B5]), epigenetic inheritance by Piwi-interacting RNAs ([@B6]), cell-cycle regulation ([@B7]) or even acting as structural components in ribosomes ([@B8]).

With advances in next-generation sequencing technologies, numerous novel transcripts in a large number of diverse organisms, including several non-model ones, have been discovered in rapidly increasing RNA-seq data ([@B9]--[@B12]). Effective and efficient identification of ncRNAs in the massive dataset is an essential step for following-up function and evolution studies, and demands a fast, accurate and species-neutral assessment tool ([@B13]--[@B19]).

As a response to the challenge, we updated our Coding Potential Calculator (CPC) algorithm ([@B20]) to version 2. Employing a novel discriminative model based on four sequence intrinsic features, CPC2 not only runs ∼1000 times faster than CPC1 but is also more accurate. In addition, CPC2 is species-neutral, making it more useful for the ever-growing non-model organism transcriptomes. CPC2 is available freely at <http://cpc2.cbi.pku.edu.cn> as both a web server and a downloadable standalone package.

MATERIALS AND METHODS {#SEC2}
=====================

To identify discriminative features, we first compiled a candidate list of sequence intrinsic features (i.e. features can be derived from transcript sequence directly) based on literature survey (see [Supplementary Table S1](#sup1){ref-type="supplementary-material"}). A hierarchical feature selection procedure was employed to identify effective features with recursive feature elimination method (random forest functions with 10-fold cross-validation, implemented with the caret R package ([@B21])) adopted in each stage (see [Supplementary Figure S1](#sup1){ref-type="supplementary-material"} for details). We identified a final set of four intrinsic features as Fickett TESTCODE score, open reading frame (ORF) length, ORF integrity and isoelectric point (pI). While the Fickett TESTCODE score is derived from the weighted nucleotide frequency of the inputted full length transcript ([@B22]), the rest of three features (ORF length, ORF integrity and isoelectric point) are calculated based on the longest putative ORF identified *in silico* (see <http://cpc2.cbi.pku.edu.cn/help/feature_selection.php> for the full candidate list as well as the script).

We then trained a support vector machine (SVM) model using these four intrinsic features. The LIBSVM ([@B23]) package was employed to train an SVM model using the standard radial basis function kernel (RBF kernel) with the training dataset containing 17 984 high-confident human protein-coding transcripts and 10 452 non-coding transcripts ([@B18]).

To evaluate the performance of CPC2 across species, we further built an independent testing set for human, mouse, zebrafish, fly, worm and the model plant *Arabidopsis*. We selected protein-coding and non-coding transcripts that met rigorous criteria to obtain a testing set of high quality: for the protein-coding testing set, we obtained all non-predicted mRNAs from the RefSeq database ([@B24]) with protein sequences annotated by Swiss-Prot ([@B25]) and redundant sequences (i.e identity ≥ 0.9) removed using CD-hit with default parameters. Non-coding transcripts were obtained from the Ensembl (v87) ([@B26]) and EnsemblPlants (v32) ([@B26]) databases with transcript status as 'KNOWN'. All sequences in training set were further excluded (Table [1](#tbl1){ref-type="table"}). The full training set and testing set are available for downloading as FASTA files at <http://cpc2.cbi.pku.edu.cn/help/data_set.php>.

###### The independent testing set in human, mouse, zebrafish, fly, worm and the model plant *Arabidopsis thaliana*

  Dataset type   Human    Mouse    Zebrafish   Fly    Worm   *Arabidopsis*
  -------------- -------- -------- ----------- ------ ------ ---------------
  Coding         6142     10 638   2344        3680   3551   13 986
  Non-coding     12 019   12 251   1528        3556   9470   3853

All testing sets are available for downloading as FASTA file at <http://cpc2.cbi.pku.edu.cn/help/data_set.php>.

We employed standard performance measurements including sensitivity, specificity and accuracy, with protein-coding calls defined as 'positive' and non-coding calls as 'negative'. The abbreviations in the equations below are as follows: FN, false negative; FP, false positive; TN, true negative; and TP, true positive.$$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{upgreek}
\usepackage{mathrsfs}
\setlength{\oddsidemargin}{-69pt}
\begin{document}
}{}\begin{equation*} {\rm Sensitivity}{\rm{\ }} = \frac{{{\rm TP}}}{{{\rm TP }+ {\rm FN}}}{\rm{\ }};{\rm{\ }}{\rm Specificity}{\rm{\ }} = \frac{{{\rm TN}}}{{{\rm TN }+ {\rm FP}}} \end{equation*}\end{document}$$$$\documentclass[12pt]{minimal}
\usepackage{amsmath}
\usepackage{wasysym} 
\usepackage{amsfonts} 
\usepackage{amssymb} 
\usepackage{amsbsy}
\usepackage{upgreek}
\usepackage{mathrsfs}
\setlength{\oddsidemargin}{-69pt}
\begin{document}
}{}\begin{equation*}{\rm Accuracy}\ = \frac{{{\rm TP }+ {\rm TN}}}{{{\rm TP }+ {\rm TN }+ {\rm FP }+ {\rm FN}}}\ \end{equation*}\end{document}$$

Back-end of the CPC2 web server is implemented in PHP running on Apache web server. The front-end interface is powered by JavaScript libraries Bootstrap (<http://getbootstrap.com/>), JQuery (<http://jquery.com/>), Tablecloth (<http://cssglobe.com/lab/tablecloth/>) as well as Highcharts (<http://www.highcharts.com/>).

RESULTS {#SEC3}
=======

CPC2 is fast, accurate and species-neutral {#SEC3-1}
------------------------------------------

Given the large volume of transcriptome data generated by next generation sequencing, the efficiency is becoming vital for a useful tool in the real world. To measure the computational speed, we first randomly selected a sample of 200 sequences that consisted of 100 mRNAs and 100 lncRNAs from the human testing dataset. CPC2 completed its analysis in 1.8 s, whereas CPC1 required \>1000-fold time (2815 s) on Intel Xeon E7-8830 2.13GHz CPU in single thread mode. To further evaluate the real world efficiency, we then measured the computational speed on all the coding and non-coding transcripts in Ensembl v87 ([@B26]) with gene and transcript status annotated as 'KNOWN'. This dataset consists of 597 996 protein-coding transcripts and 55 277 non-coding transcripts from 69 organisms, which is more similar to the circumstances of users' input. Similar to previous result, CPC2 showed a significant speedup (42 min) than CPC1 (4783 min).

In addition to being efficient, a sensible tool should pose high accuracy in a robust and species-neutral fashion across different organisms. Designed to use rather stringent criteria for non-coding calls, the CPC1 exhibits high sensitivity and relative poor specificity. As many important biological roles of long ncRNAs (lncRNAs) have been revealed by recent studies performed in this decade ([@B7]), CPC2 adopted a more balanced calling of protein-coding and non-coding transcripts, which is more suitable for current transcriptome studies. To evaluate the performance across various species, we ran both CPC1 and CPC2 against human, mouse, zebrafish, fly, worm and plant (*Arabidopsis*) testing set. The CPC2 showed better overall accuracy (0.961) than of CPC1 (0.932) with a much more improved specificity (0.970 versus 0.873) and a slightly lower sensitivity (0.952 versus 0.995). In particular, the CPC2 exhibited superior accuracy (0.942) for long non-coding transcripts, a newly discovered key regulators in several physiological and pathological processes ([@B27]--[@B30]), than of CPC1 (0.762, Figure [1A](#F1){ref-type="fig"}). Further comparison with other popular tools ([@B14],[@B17],[@B19]) also confirmed CPC2΄s superior performance ([Supplementary Figure S2](#sup1){ref-type="supplementary-material"}).

![Evaluation on accuracy of CPC1 and CPC2 in six species. (**A**) The overall accuracy (**B**) the detailed accuracy in six organisms. The Long ncRNAs were defined as non-coding RNAs longer than 200 nt.](gkx428fig1){#F1}

Even the underlying model in CPC2 was trained based on transcript sequences from human only (the training set used in CPC1 is consist of sequences from multiple organisms), the CPC2 showed a more robust performance across species, with accuracy varied from 0.937 to 0.991 (from 0.826 to 0.997 for CPC1, Figure [1B](#F1){ref-type="fig"}), which may partly due to the fact that only sequence intrinsic features were employed in CPC2. In particular, while CPC1 shows higher accuracy than CPC2 in *Arabidopsis*, the inter-species variance of accuracy of CPC2 (0.04%) is one order of magnitude lower than CPC1 (0.4%) (Figure [1B](#F1){ref-type="fig"}), a property that we considered 'species neutral' (also see <http://cpc2.cbi.pku.edu.cn/help/species_neutral.php> for more details).

The web server of CPC2 {#SEC3-2}
----------------------

For users to access CPC2 conveniently, we established a new web portal at <http://cpc2.cbi.pku.edu.cn/>. Briefly, the CPC2 web server accepts RNA transcripts as input and outputs its coding probability with detailed supporting features for the coding/non-coding call (Figure [2](#F2){ref-type="fig"}).

![Workflow of the CPC2 web server.](gkx428fig2){#F2}

CPC2 web server currently supports both 'interactive mode', in which the nucleotide sequences in FASTA format can be directly copied and pasted into the input box at the home page, and 'batch mode' in which users can upload a local file in either FASTA format or BED/GTF/GFF format. When a new analysis task is submitted, a unique 'Task ID' (TID) will be assigned for tracking the analysis progress and retrieving results later.

As in CPC1, the results will be presented as an intuitive table online which can also be downloaded as a tabular file for further analysis (Figure [3A](#F3){ref-type="fig"}). In addition, detailed information of each transcript is provided in a separated 'detailed' page, including a summary paragraph, a graphic view of features' distribution in known protein-coding and non-coding transcripts and additional functions (Figure [3B](#F3){ref-type="fig"}). More analysis such as querying against known databases, re-analyzing in alternative methods and annotating functions can also be run performed for given transcript (Figure [3C](#F3){ref-type="fig"} and [D](#F3){ref-type="fig"}).

![Screenshot of the CPC2 web server. (**A**) Summary tabular output with coding probability; (**B**) graphical view of features' distribution in the 'Details' page; (**C**) more analysis for querying against known databases, re-analyzing in alternative methods and annotating functions; (**D**) the rendered BLAST output including both ORF position and BLAST hits in queried databases.](gkx428fig3){#F3}

The CPC2 web server implemented a responsive layout, enabling the optimal view for both desktop PCs and mobile devices. A standalone package of CPC2 can also be freely downloaded at <http://cpc2.cbi.pku.edu.cn/download.php>.

Example {#SEC3-3}
-------

We utilized online CPC2 on a human lncRNA *MEG3* as an example. After inputting its sequence, CPC2 predicted it as a non-coding transcript (Figure [3A](#F3){ref-type="fig"}). By clicking the 'View' on the last column, more detailed information is shown.

The details page is divided into three parts. A description of *MEG3* summarizing its coding probability and feature values is presented at the top (Figure [3B](#F3){ref-type="fig"}). In the middle of this page, an interactive visualization of three supporting features including Fickett score, peptide length (synonymous with ORF length) and pI are provided. Taking the graph of peptide length as an example, the black box indicates that *MEG3* has a peptide length of 106 aa and was classified as non-coding. In addition, the position of *MEG3* is noted in the background (Figure [3B](#F3){ref-type="fig"}). The blue area shows the feature\'s distribution in non-coding transcripts, whereas the orange one represents protein coding transcripts. Passing the mouse over the distribution curve, the feature value and transcripts frequency of the interval are displayed in a textbox. The static visualizations can be easily downloaded (Figure [3B](#F3){ref-type="fig"}).

At the bottom, CPC2 also provides additional functions to facilitate the coding/non-coding classification of input sequences (Figure [3C](#F3){ref-type="fig"}). The first function is querying the transcript against well-annotated databases, including Swiss-Prot ([@B24]), RNAdb ([@B31]) and lncRNAdb ([@B32]) by BLAST ([@B33]), to identify more evidence. By placing the mouse over the results, users can view details of predicted ORF and BLAST hits of *MEG3* (Figure [3D](#F3){ref-type="fig"}). Moreover, the user can also send sequences to alternative tools like CPC1, CPAT and PORTRAIT for re-analysis through the 'Re-analyze' button.

SUMMARY {#SEC4}
=======

Employing a novel discriminative model, we upgraded our CPC to version 2. CPC2 runs ∼1000 times faster than CPC1. In addition, the CPC2 model is species-neutral, making it useful for ever-growing non-model organism transcriptomes and even transcriptomes of organisms that are poorly annotated or lack genome assembly. CPC2 is more accurate than CPC1, especially for long non-coding transcripts. In addition, the online CPC2 provides an informative graphic view of results and more integrated functions. The web server is mobile-friendly and more accessible on mobile devices such as the iPad.

Independent of external resources, CPC2 adopted four sequence intrinsic features that are easily comprehensible and biologically meaningful. At the DNA level, the Fickett score captures the position of each base favored in the sequence ([@B18]). At the RNA level, ORF length and integrity are powerful because the protein-coding transcript is more likely to have a long and high-quality ORF. Moreover, based on the assumption that the hypothetical peptide identified in a non-coding transcript should have different chemical properties than these real ones encoded by *bona fide* coding sequences, we also added several peptide level features into the candidate list, and eventually adopted pI in the final SVM model.

Since the first release of CPC1 at 2007, number of statistic-based tools have been developed to distinguish non-coding and protein-coding transcripts based on multiple lines of evidences. Many of them show high levels of accuracy ([@B13]--[@B20]). We hereby argue that the community should, in the coming years, shift from continuous improvement of discriminative performance to biological insights revealed by their statistical models which might further shed light onto the ultimate discriminative mechanism used by the Mother Nature.
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