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.We learn to do things by doing the things we
are learning to do.
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e ao meu marido.
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RESUMO
Esta tese conte´m resultados que contribuem para o desenvolvimento da teoria da
dinaˆmica conservativa e da dinaˆmica Hamiltoniana.
Inicialmente consideram-se sistemas dinaˆmicos conservativos em tempo cont´ınuo,
definidos em variedades Riemannianas, suaves, fechadas e conexas. Neste contexto e´
provada a C1-conjectura da estabilidade estrutural, assim como resultados que rela-
cionam a hiperbolicidade uniforme com as propriedades de sombreamento e de expan-
sividade. Por fim, e´ descrito um cena´rio geral para a dinaˆmica cont´ınua conservativa de
sistemas definidos em variedades com dimensa˜o superior a 3.
Um C1-campo vectorial com divergeˆncia nula satisfaz a propriedade estrela se qual-
quer campo vectorial com divergeˆncia nula numa C1-vizinhanc¸a do campo inicial tem
todas as singularidades e todas as o´rbitas fechadas hiperbo´licas. Nesta tese prova-se que
todo o C1-campo vectorial com divergeˆncia nula com a propriedade estrela e´ uniforme-
mente hiperbo´lico e, em particular, na˜o possui singularidades. Segundo este resultado,
provar a hiperbolicidade uniforme para C1-campos vectoriais com divergeˆncia nula equiv-
ale a provar que o campo satisfaz a propriedade estrela. Este resultado e´ posteriormente
utilizado para provar que um C1-campo vectorial com divergeˆncia nula e estruturalmente
esta´vel e´, de facto, uniformemente hiperbo´lico.
Posteriormente, prova-se a equivaleˆncia entre as seguintes quatro propriedades:
- um C1-campo vectorial com divergeˆncia nula esta´ no C1-interior do conjunto dos
campos vectoriais expansivos com divergeˆncia nula;
- um C1-campo vectorial com divergeˆncia nula esta´ no C1-interior do conjunto dos
campos vectoriais com divergeˆncia nula que verificam a propriedade de sombreamento;
- um C1-campo vectorial com divergeˆncia nula esta´ no C1-interior do conjunto dos
xix
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campos vectoriais com divergeˆncia nula que verificam a propriedade de sombreamento
Lipschitz ;
- um C1-campo vectorial com divergeˆncia nula e´ uniformemente hiperbo´lico.
O ingrediente chave nestas provas e´ a caracterizac¸a˜o dos campos vectoriais com
divergeˆncia nula com a propriedade estrela como sendo uniformemente hiperbo´licos.
Em [18], Bessa e Rocha descrevem um cena´rio geral para a dinaˆmica conservativa em
dimensa˜o 3. Nesta tese generaliza-se este resultado para sistemas definidos em variedades
com dimensa˜o superior a 3. Prova-se que um C1-campo vectorial com divergeˆncia nula
nestas condic¸o˜es pode ser C1-aproximado por um campo vectorial com divergeˆncia nula
uniformemente hiperbo´lico ou enta˜o por um C1-campo vectorial com divergeˆncia nula
com ciclos heterodimensionais.
A u´ltima parte desta tese reu´ne resultados de dinaˆmica Hamiltoniana. Seja H um
Hamiltoniano definido numa variedade simple´ctica M , e ∈ H(M) ⊂ R e EH,e uma com-
ponente conexa sem singularidades de H−1({e}). Um sistema Hamiltoniano, seja um
tripleto (H, e, EH,e), e´ uniformemente hiperbo´lico se a componente EH,e e´ uniformemente
hiperbo´lica. Por outro lado, um sistema Hamiltoniano (H, e, EH,e) e´ um sistema Hamil-
toniano estrela se todas as o´rbitas fechadas em EH,e sa˜o uniformemente hiperbo´licas e
o mesmo vale para uma componente conexa de H˜−1({e˜}), perto de EH,e, para qualquer
H˜ numa C2-vizinhanc¸a de H e para qualquer e˜ numa vizinhanc¸a de e. Neste contexto,
prova-se que um sistema Hamiltoniano estrela definido numa variedade simple´ctica de
dimensa˜o 4 e´ uniformemente hiperbo´lico. Prova-se ainda a conjectura da estabilidade
estrutural para sistemas Hamiltonianos em variedades de dimensa˜o 4.
Por fim, mostra-se que, dado um Hamiltoniano gene´rico H, existe um conjunto
aberto e denso S(H) em H(M) tal que, para qualquer e ∈ S(H), toda a componente
conexa EH,e ⊂ H−1({e}) e´ topologicamente misturadora. O resultado essencial para
concluir esta prova e´ uma versa˜o do lema da conexa˜o de pseudo-o´rbitas para Hamilto-
nianos. Nesta tese e´ apresentado o enunciado do lema utilizado, assim como uma ideia
da sua prova. Este resultado gene´rico e´ relevante, na medida em que permite obter a
prova de resultados como a dicotomia de Newhouse para Hamiltonianos, entre outros.
Contudo, estas aplicac¸o˜es sa˜o direccionadas para um trabalho futuro.
ABSTRACT
This thesis contains results on conservative and on Hamiltonian dynamics.
Here, we include the proof of the C1-structural stability conjecture, as well as re-
sults relating uniform hyperbolicity, shadowing and expansiveness properties for C1-
divergence-free vector fields defined on a closed, connected and smooth Riemannian
manifold with dimension greater than 2. When the dimension of the manifold is greater
than 3, we also describe a general scenario for this kind of dynamics.
A C1-divergence-free vector field satisfies the star property if any divergence-free
vector field in some C1-neighborhood has all singularities and all closed orbits hyperbolic.
We prove that any divergence-free vector field satisfying the star property is uniformly
hyperbolic. This result is relevant because, from it, to prove uniform hyperbolicity for
divergence-free vector fields it is enough to show that the vector field satisfies the star
property. Afterwards, this result is used to prove that a C1-structurally stable divergence-
free vector field is, in fact, a uniformly hyperbolic divergence-free vector field, beyond
other results.
Later, we prove that the following properties are equivalent:
- a C1-divergence-free vector field is in the C1-interior of the set of expansive
divergence-free vector fields;
- a C1-divergence-free vector field is in the C1-interior of the set of divergence-free
vector fields which satisfy the shadowing property ;
- a C1-divergence-free vector field is in the C1-interior of the set of divergence-free
vector fields which satisfy the Lipschitz shadowing property ;
- a C1-divergence-free vector field is uniformly hyperbolic.
Again, a cornerstone to prove this result is the equality between star and uniformly
xxi
xxii Abstract
hyperbolic C1-divergence-free vector-fields, obtained before.
In [18], Bessa and Rocha describe a general scenario for the conservative dynamics in
dimension 3. In this thesis, we generalize this result for manifold with dimension greater
that 3, by proving that any divergence-free vector field can be C1-approximated by a
uniformly hyperbolic divergence-free vector field, or else by a divergence-free vector field
exhibiting a heterodimensional cycle.
Now, let H be a Hamiltonian defined on a symplectic manifold M , e ∈ H(M) ⊂ R
and EH,e a connected component of H−1({e}) without singularities. A Hamiltonian
system, say a triplet (H, e, EH,e), is uniformly hyperbolic if EH,e is uniformly hyperbolic.
A Hamiltonian system (H, e, EH,e) is a Hamiltonian star system if all the closed orbits of
EH,e are hyperbolic and the same holds for a connected component of H˜−1({e˜}), close
to EH,e, for any H˜ in some C2-neighborhood of H and for any e˜ in some neighborhood
of e. In this context, we show that a Hamiltonian star system defined on a 4-dimensional
symplectic manifold is uniformly hyperbolic. Moreover, we prove the structural stability
conjecture for Hamiltonian systems defined on a 4-dimensional symplectic manifold.
In the last part of this thesis, we show that, given a C2-generic Hamiltonian H,
there exists an open and dense set S(H) in H(M) such that, for any e ∈ S(H), every
EH,e ⊂ H−1({e}) is topologically mixing. The most important ingredient to show this
result is a version of the connecting lemma for pseudo-orbits of Hamiltonians, whose
highlights of the proof are also stated. This theorem is relevant, because it allows us to
show results as the Newhouse Dichotomy for Hamiltonians, among others. But these
applications are postponed to a future work.
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CHAPTER
ONE
INTRODUCTION AND RESULTS’ STATEMENT
This thesis is a contribution to issues concerning on the structural stability conjecture,
on the shadowing and expansiveness properties of a dynamical system, on the description
of a general scenario for dynamics and on the generic transitivity. These questions will
be addressed from the standpoint of conservative and Hamiltonian dynamics.
This chapter brings together the main notation and assumptions in order to properly
state the main results.
1.1 Structural stability conjecture
One of the most challenging problems in the modern theory of dynamical systems,
posed by Palis and Smale in 1970, is the well-known structural stability conjecture (see
[61]).
Conjecture 1.1 A Cr-structurally stable system satisfies the Axiom A and the strong
transversality conditions, for r ≥ 1.
Let S be a system defined on a closed manifold. The notion of structural stability
was firstly introduced in the mid 1930’s by Andronov and Pontrjagin (see [4]) and this
concept is intrinsically related to uniform hyperbolicity.
Roughly speaking, a system is uniformly hyperbolic if the tangent bundle splits into
two invariant sub-bundles, one where the action is uniformly contracting and other where
the action is uniformly expanding, and, in the continuous-time case, a one dimensional
1
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fiber including the direction of the flow. A system S is Cr-structurally stable (r ≥ 1) if
there exists a Cr-neighborhood U of S such that any other system in U is topologically
conjugated to S.
We say that the system S satisfies the Axiom A property if the closure of its closed
orbits is equal to the non-wandering set, Ω(S), and, moreover, this set is hyperbolic.
Notice that a conservative system satisfying the Axiom A property is actually uniformly
hyperbolic, since its non-wandering set coincides with the entire manifold. By the spectral
decomposition of an Axiom A system S, we have that Ω(S) = ∪ki=1Λi, where each set
Λi is called a basic piece. We define an order relation by Λi ≺ Λj if there exists x
(outside Λi ∪ Λj) such that α(x) ⊂ Λi and ω(x) ⊂ Λj. The system S has a cycle if
there exists a cycle with respect to ≺ (see [72], for more details).
A cornerstone on the structural stability conjecture was the remarkable proof for C1-
diffeomorphisms, achieved by Man˜e´, in [50]. In fact, in the early 1980’s, Man˜e´ started
to define the set F1 as the set of diffeomorphisms having a C1-neighborhood U such
that every diffeomorphism inside U has all periodic orbits of hyperbolic type. A system
in F1 is called a star system or a system satisfying the star property. It is known that
Ω-stable diffeomorphisms belong to F1 and that if f ∈ F1 then Ω(f) = Per(f) (see
[35, 52]). Thus, the structural stability conjecture is contained in the following.
Conjecture 1.2 The non-wandering set of a star system is hyperbolic.
The set F1 is related to the structural stability since the proof that a C1-structural
stable system satisfies the Axiom A property mainly uses the fact that the system is in
F1. We point out that classic results imply that being in F1 is a necessary condition to
satisfy the Axiom A and the strong transversality conditions (see [50] and the references
wherein).
In [51], Man˜e´ proved Conjecture 1.2 for diffeomorphisms defined on surfaces: any
surface diffeomorphism of F1 satisfies the Axiom A and the no-cycle conditions. Later,
in [43], Hayashi extended this result for higher dimensions. In 1988, Man˜e´ presented a
proof of Conjecture 1.1 for C1-diffeomorphisms (see [50]). We point out that, after the
proof of the C1-structural stability conjecture for diffeomorphisms, Hayashi proves this
conjecture for C1-flows, in [41, 42]. Later Gan gives a different proof of this conjecture
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for C1-flows (see [36]). Recently, Bessa and Rocha presented, in [20], a proof of the C1-
structural stability conjecture for conservative flows defined on a 3-dimensional manifold.
Nevertheless, the Cr-structural stability conjecture remains wide open for higher
topologies (r ≥ 2). This is explained, in particular, because many of the C1-perturbation
arguments, as the Closing Lemma, the Connecting Lemma and the Franks Lemma, are
either unknown or they are false in higher topologies (see further details in [40, 65, 68,
80]).
Even for the continuous-time case, the proof of Conjecture 1.1 is simplified if we
firstly prove Conjecture 1.2. In this context, the set analogous to F1 is traditionally
denoted by G1, in which the hyperbolicity of the flow equilibria is also imposed.
The first results on this thesis are about the proof of Conjecture 1.2 for conservative
star flows defined on high-dimensional manifolds and also for 4-dimensional Hamiltonian
systems. These results will be used later to prove Conjecture 1.1 for high-dimensional
conservative flows and for 4-dimensional Hamiltonian flows. In order to properly state
these results, let us introduce some definitions.
From now on, Md, sometimes called M , denotes a d-dimensional, (d ≥ 2), compact,
boundary-less, connected and smooth Riemannian manifold, endowed with a volume
form, which has associated a measure µ, called the Lebesgue measure. Also, denote
by dist the Riemannian distance and consider, for  > 0 and p ∈ M , the open balls
B(p) = {x ∈M : dist(x, p) < }.
Denote by Xr(M) the set of vector fields defined on M , endowed with the Cr
Whitney topology (r ≥ 1). If the divergence of a Cr-vector field X is zero then we call
X a Cr-divergence-free vector field. Let Xrµ(M) denote the set of divergence-free vector
fields defined on M , endowed with the induced Cr Whitney topology. A Cr-vector field
X : M → TM generates a flow X t : M → M , which is a smooth 1-parameter group
for t ∈ R, satisfying
d
dt
X t|t=s(p) = X(Xs(p)) and X0 = id.
If X is a divergence-free vector field then X t is called a conservative flow. The linear
part of the flow X t, called tangent flow, DX tp : TpM −→ TXt(p)M , for p ∈M , satisfies
4 Introduction
Xt(p)p
X(p)
Figure 1.1: Representation of a flow.
the linearized differential equation
d
dt
DX tp = (DXXt(p)) ◦DX tp,
where DXp : TpM −→ TpM . Let supp(X) = {x ∈M : X(x) 6= ~0} denote the support
of X. From now on, we are restricted to the C1-topology (r = 1).
A closed orbit γ of X is a non-constant integral curve γ : [a, b]→M of X such that
γ(a) = γ(b). We define b as the smallest number greater than a satisfying γ(a) = γ(b).
Observe that the period of γ is b− a. For simplicity, sometimes we call p ∈ γ a closed
orbit. So, the set of closed orbits associated to the vector field X is denoted by
Per(X) = {p ∈M : ∃ t > 0 , X t(p) = p}.
Given a closed orbit γ and any p ∈ γ, if pi > 0 is the least number such that Xpi(p) = p
then γ is a closed orbit with period pi.
Denote by Perpi(X) the set of closed orbits with period less or equal than pi of the
vector field X and by Perpi(X) the set of closed orbits with period greater than pi of
the vector field X. Obviously, Per(X) = Perpi(X) ∪ Perpi(X).
The set of singularities of the vector field X is denoted by
Sing(X) = {p ∈M : X(p) = ~0}.
Singularities and closed orbits of X are called critical points and are denoted by
Crit(X) = Sing(X) ∪ Per(X).
If p /∈ Sing(X) then p is called a regular point and if Sing(X) = ∅ then M is said
regular.
Before stating the definition of star vector fields for the continuous-time case, let us
explain what does mean a singularity and a closed orbit to be hyperbolic.
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Let γ be a closed orbit of X, take p ∈ γ and denote by Σ a (dim(M)−1)-transversal
section to X at p. Poincare´ defined a map f from Σ˜ ⊂ Σ to Σ, called the Poincare´
first return map of the trajectories on Σ, such that, for any point x ∈ Σ in a small
neighborhood of p, the ω-trajectory of x will intersect Σ again at some point y at some
time t close to the period of p.
p
Σ
Σ˜
x
f(x)
Figure 1.2: Representation of the Poincare´ first return map.
A closed orbit γ of X is hyperbolic if p ∈ γ is a hyperbolic fixed point of the Poincare´
first return map. A singularity q of a C1-vector field X is hyperbolic if the eigenvalues
of DXq are not purely imaginary. We say that any element of Crit(X) is hyperbolic, if
any singularity and any closed orbit of X is hyperbolic.
Definition 1.1 A C1-vector field X is a star vector field if there exists a C1-neighbor-
hood U of X in X1(M) such that, for any Y ∈ U , any element of the set Crit(Y ) is
hyperbolic. Moreover, a vector field X ∈ X1µ(M) is a divergence-free star vector field
if there exists a C1-neighborhood U of X in X1µ(M) such that, for any Y ∈ U , any
element of the set Crit(Y ) is hyperbolic. Note that if X ∈ X1µ(M) is a star vector field
then X is a divergence-free star vector field. The set of C1-star vector fields is denoted
by G1(M) and the set of C1-divergence-free star vector fields is denoted by G1µ(M).
Observe that, in the previous definition, the hyperbolicity imposed at the critical
points is not uniform. So, the hyperbolicity constants depend on the critical point.
By definition, G1(M) and G1µ(M) are C1-open subsets of X1(M) and X1µ(M), re-
spectively.
Given that Definition 1.1 concerns only to critical points and that the hyperbolicity
on critical points is merely orbit-wise, the star property looks, a priori, quite a weak
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X1µ(M)
G1µ(M)
X1(M)
G1(M)
Figure 1.3: Representation of the sets G1(M) and G1µ(M).
property. However, as stated in Theorem 1 ahead, for the divergence-free setting, it is
not.
Let us now state the usual definition of uniformly hyperbolic set.
Definition 1.2 Given X ∈ X1(M), an X t-invariant, compact and regular set Λ on M is
uniformly hyperbolic if there exist a DX t-invariant splitting TΛM = E
s
Λ⊕RX(Λ)⊕EuΛ
and constants c > 0 and 0 < κ < 1 such that, for any x ∈ Λ and any t > 0, we have:
∥∥DX tx|Esx∥∥ ≤ cκt and ∥∥∥DX−tXt(x)|EuXt(x)∥∥∥ ≤ cκt,
where RX(x) denotes the space spanned by X t(x).
Observe that the constants c and κ, in the previous definition, do not depend on x ∈ Λ.
The definition of Anosov vector field is related with the definition of uniformly hy-
perbolic set.
Definition 1.3 A C1-vector field X defined on M is called Anosov if the manifold M is
uniformly hyperbolic. Let A1(M) denote the set of Anosov C1−vector fields and denote
by A1µ(M) the set of Anosov C1-divergence-free vector fields defined on M .
The setsA1(M) andA1µ(M) are C1-open subsets of X1(M) and X1µ(M), respectively
(see [5]).
Remark 1 Note that, if X is an Anosov vector field then Sing(X) = ∅. In fact, if there
is q ∈ Sing(X) then q is hyperbolic, therefore isolated and satisfying TqM = Esq ⊕Euq .
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This means that q is surrounded by regular hyperbolic points p satisfying
TpM = E
s
p ⊕ RX(p)⊕ Eup .
But this is a contradiction, since the fibers of TxM depend continuously on x ∈M .
A star vector field may fail to have a hyperbolic non-wandering set, as the famous
Lorenz attractor shows (see [39]), since the hyperbolic saddle-type singularity is ac-
cumulated by hyperbolic closed orbits, which are contained in the non-wandering set.
This prevents the flow to be Axiom A. There are also examples of star vector fields
that fail to have the critical elements dense in the non-wandering set (see [31]) or,
even satisfying the Axiom A property, still may fail to satisfy the no-cycle condition
(see [49]). However, all these star vector fields counterexamples exhibit singularities.
Recently, Gan and Wen proved, in [37], that a star C1-vector field defined on a d-
dimensional manifold (d ≥ 3) with no singularities is Axiom A without cycles. Later,
based in lower-dimensional conservative-type seminal ideas of Man˜e´ and on the open-
ness of the set of Anosov divergence-free vector fields, Bessa and Rocha proved, in [20],
that G1µ(M3) = A1µ(M3). The proof of this result cannot be trivially adapted to higher
dimensions. We remark that, in dimension 3, divergence-free vector fields with a domi-
nated splitting are, in fact, Anosov. This happens because the normal bundle is splitted
in two 1-dimensional subbundles (see [20, Lemma 3.2]). However, this is not necessarily
true in higher dimensions.
The first theorem is the high-dimensional version of this later result and it is used to
derive the proof of Conjecture 1.2 in the C1-divergence-free vector fields context.
Theorem 1 ([34, Theorem 1]) If X ∈ G1µ(Md) then Sing(X) = ∅ and X ∈ A1µ(Md),
for d ≥ 4.
The main novelties in the proof of Theorem 1 are the use of a new strategy to prove
the absence of singularities and the adaption of an argument of Man˜e´ in [51] to show
hyperbolicity from a dominated splitting, which follows easily when we are in dimension
3.
So, from the 3-dimensional result due to Bessa and Rocha and from Theorem 1, we
have that G1µ(Md) = A1µ(Md), for d ≥ 3.
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The structural stability conjecture can also be stated in the Hamiltonian context. For
that, we need to use specific tools and several recent results on Hamiltonian dynamics.
It is worth pointing out that part of the difficulty of this problem consists in transposing
in a proper way concepts from the general vector field setting to the Hamiltonian one.
Let (M2d, ω) be a symplectic manifold, where M2d (d ≥ 2) is an even-dimensional,
compact, boundary-less, connected and smooth Riemannian manifold, endowed with a
symplectic form ω. Denote by Cs(M,R) the set of Cs-real-valued functions on M and
call H ∈ Cs(M,R) a Cs-Hamiltonian, for s ≥ 2. From now on, we set s = 2.
H(p)
R
p M
H
Figure 1.4: Representation of a Hamiltonian function H.
Given a Hamiltonian H, we can define the Hamiltonian vector field XH by
ω(XH(p), u) = dpH(u), ∀u ∈ TpM,
which generates the Hamiltonian flow X tH .
Remark 2 Observe that H is C2 if and only if XH is C1 and that, since H is continuous
and M is compact and boundary-less, Sing(XH) 6= ∅.
A scalar e ∈ H(M) ⊂ R is called an energy of H. An energy hypersurface EH,e is a
connected component of H−1({e}), called energy level set.
R
e
H
EH,e,4EH,e,2 EH,e,5EH,e,3EH,e,1
Figure 1.5: Representation of energy hypersurfaces.
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The energy level set H−1({e}) is said regular if any energy hypersurface of H−1({e})
is regular. In this case, we can also say that the energy e is regular. Observe that a regular
energy hypersurface is a X tH-invariant, compact and (2d− 1)-dimensional manifold.
Definition 1.4 Consider a Hamiltonian H ∈ C2(M,R), an energy e ∈ H(M) and a
regular energy hypersurface EH,e. The triplet (H, e, EH,e) is called Hamiltonian system
and the pair (H, e) is called Hamiltonian level.
A Hamiltonian level (H, e) is said regular if the energy level set H−1({e}) is regular.
If (H, e) is regular then H−1({e}) corresponds to the union of a finite number of closed
connected components, that is, H−1({e}) = unionsqIei=1EH,e,i, for Ie ∈ N.
EH,e,1
.
.
H−1({e})
.
.
EH,e,Ie
Figure 1.6: Representation of a regular energy level.
Fixing a small neighborhood W of a regular energy hypersurface EH,e, there exist a
small neighborhood U of the Hamiltonian H and  > 0 such that, for any H˜ ∈ U and
for any e˜ ∈ (e− , e+ ), we have H˜−1({e˜})∩W = EH˜,e˜. The energy hypersurface EH˜,e˜
is called analytic continuation of EH,e.
EH,e
W EH˜,e˜
Figure 1.7: Representation of a analytic continuation of EH,e.
Accordingly with the previous notions, we introduce the definition of Hamiltonian
star system.
Definition 1.5 A Hamiltonian system (H, e, EH,e) is called a Hamiltonian star system
if there exist a neighborhood U of H and  > 0 such that, for any H˜ ∈ U and any
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e˜ ∈ (e − , e + ), all the closed orbits of EH˜,e˜ are hyperbolic. We denote by E?H,e
the regular energy hypersurface with the previous property and by G2ω(M2d) the set of
triplets of all Hamiltonian star systems defined on a 2d-dimensional symplectic manifold,
for d ≥ 2.
Note that a Hamiltonian H can appear several times in the triplets in G2ω(M2d). This
is possible if H is followed by a different energy e or, even with the same energy, if it is
grouped with a different energy hypersurface.
The next definition states when a Hamiltonian system is Anosov.
Definition 1.6 A Hamiltonian system (H, e, EH,e) is Anosov if EH,e is uniformly hyper-
bolic for the Hamiltonian flow X tH associated to H. Let A2ω(M2d) denote the set of
triplets of Anosov Hamiltonian systems, defined on a 2d-dimensional symplectic mani-
fold, for d ≥ 2.
To prove Conjecture 1.1 in the Hamiltonian context, we need to prove that the set
of Anosov Hamiltonian systems is open and that its elements are structurally stable.
For such, let us state the definition of an open set of Hamiltonian systems and of a
structurally stable Hamiltonian system.
Definition 1.7 Let H be a set of Hamiltonian systems. The set H is open if, for any
Hamiltonian system (H, e, EH,e) ∈ H, there exist a small neighborhood U of H and
 > 0 such that, for any H˜ ∈ U and any e˜ ∈ (e − , e + ), the Hamiltonian system
(H˜, e˜, EH˜,e˜) belongs to H.
Note that the neighborhood of (H, e, EH,e) ∈ H is determined by U and .
The following result, refers to the openness of Anosov Hamiltonian systems defined
on a 2d-dimensional symplectic manifold (d ≥ 2).
Theorem 2 ([13, Theorem 3]) The set A2ω(M2d) is open, for d ≥ 2.
In the next definition, we define a structurally stable Hamiltonian system.
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Definition 1.8 Consider a Hamiltonian system (H, e, EH,e). If there exist a small C2-
neighborhood U of H and  > 0 such that, for any H˜ ∈ U and any e˜ ∈ (e−, e+) there
exists a homeomorphism between EH,e and EH˜,e˜, preserving orbits and their orientations,
we say that the Hamiltonian system (H, e, EH,e) is C2-structurally stable.
From this definition, we have the following result.
Theorem 3 ([13, Theorem 3]) The elements of A2ω(M2d) are C2-structurally stable,
for d ≥ 2.
Now, we are in conditions to state the version of Conjecture 1.2 for Hamiltonians.
Theorem 4 ([13, Theorem 1]) If (H, e, E?H,e) ∈ G2ω(M4) then (H, e, E?H,e) ∈ A2ω(M4).
The previous theorem states that a Hamiltonian star system, defined on a 4-dimen-
sional symplectic manifold, is, in fact, an Anosov Hamiltonian system. To prove this, we
follow the strategy described by Bessa and Rocha, in [20], for conservative flows. This
result is only obtained in dimension 4 because its proof makes use of some results that
are only available in low dimension.
From Theorem 1 and Theorem 4, we can derive some interesting results, as an answer
to the structural stability conjecture. Let us start with the definition of structurally stable
vector field.
Definition 1.9 A C1-vector field X is called C1-structurally stable if there exists a C1-
neighborhood U of X in X1(M) such that, for any Y ∈ U , there exists a homeomorphism
between X t and Y t, preserving orbits and their orientations. Denote by SS1(M) the set
of C1-structurally stable vector fields and by SS1µ(M) the set of C1-structurally stable
divergence-free vector fields.
It is also well-known that Anosov C1-vector fields are C1-structurally stable (see
[5]). Hence, Conjecture 1.1 states the equivalence between uniform hyperbolicity and
C1-structural stability.
In this thesis, we generalize the result [20, Theorem 1.3] to higher dimensions.
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Theorem 5 ([34, Theorem 2]) If X ∈ SS1µ(Md) then X ∈ A1µ(Md), for d ≥ 4.
The following result is a 4-dimensional proof of the structural stability conjecture for
Hamiltonians. It says that a C2-structurally stable Hamiltonian system, defined on a
4-dimensional symplectic manifold, is Anosov.
Theorem 6 ([13, Theorem 2]) If (H, e, EH,e) is a C2-structurally stable Hamiltonian
system then (H, e, EH,e) ∈ A2ω(M4).
Now, we want to state some other consequences of Theorem 1 and Theorem 4. For
such, we introduce some extra definitions.
Definition 1.10 Let V be an open subset of X1µ(M). We say that a C1-vector field X
is isolated in the boundary of the set V if X /∈ V and, given a small neighborhood U of
X, any vector field Y ∈ U\X belongs to V .
U
V
Y
X
X1µ(M)
Figure 1.8: Vector field X isolated in the boundary of a set V.
Accordingly with this definition, by Theorem 1, we obtain the following result.
Corollary 1 ([34, Corollary 1]) The boundary of the set A1µ(Md) has no isolated points,
for d ≥ 4.
We can also try to describe the boundary of a Hamiltonian system.
Definition 1.11 Let H be a set of Hamiltonian systems. We say that a Hamilto-
nian system (H, e, EH,e) is isolated in the boundary of H if (H, e, EH,e) /∈ H but,
given any small C2-neighborhood U of H and δ > 0, for any H˜ ∈ U\H and for any
e˜ ∈ (e− δ, e+ δ)\{e}, we have that the Hamiltonian system (H˜, e˜, EH˜,e˜) belongs to H.
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Now, following Theorem 4, we can derive an analogous result to Corollary 1, but for
4-dimensional symplectic manifolds.
Corollary 2 ([13, Corollary 1]) The boundary of the set A2ω(M4) has no isolated points.
Now, we want to state a corollary of Theorem 1, concerning on Kupka-Smale vector
fields.
Definition 1.12 A vector field X ∈ X1(M) is Kupka-Smale if all the elements of the set
Crit(X) are hyperbolic and their stable and unstable manifolds intersect transversely.
Denote by KS1(M) the set of C1-Kupka-Smale vector fields and by KS1µ(M) the set
of C1-Kupka-Smale divergence-free vector fields.
WuX(p)
W sX(p)
p
Figure 1.9: Representation of a critical point p of a Kupka-Smale vector field.
See Section 2.1.3, for more details on the invariant manifolds of a hyperbolic set.
In [73], Smale shows that the set KS1(M) is a C1-residual subset of X1(M). Later,
Robinson proved this property for divergence-free vector fields. So, the set KS1µ(M) is
a C1-residual subset of X1µ(M) (see [69]). From [20, Theorem 1.2] and Theorem 1, it
is straightforward to obtain the following result.
Corollary 3 If X ∈ int(KS1µ(Md)) then X ∈ A1µ(Md), for d ≥ 3.
We remark that int(S) stands for the C1-interior of the set S ⊂ X1µ(M). This means
that Theorem 1 gives an immediate proof, for divergence-free vector fields, of the result
shown by Toyoshiba, in [75].
In this section, we have emphasized the implication of Theorem 1 and Theorem 4
in the proof of the structural stability conjecture for high-dimensional divergence-free
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vector fields and for 4-dimensional Hamiltonian systems. It was also stated that these
theorems lead to some other results.
1.2 Shadowing and expansiveness
The theory of shadowing studies the closeness of pseudo-orbits and exact trajectories
of dynamical systems. A dynamical system has some shadowing property if any pseudo-
orbit with small error is, in some sense, close to some exact trajectory. The notions
of pseudo-orbit and being close can be formalized in several ways. Therefore, since
Anosov and Bowen various types of shadowing properties have been introduced in several
contexts.
We want to state the definition of shadowing for continuous-time systems. First, de-
fine Rep as the set of the increasing homeomorphisms α : R→ R, called reparametriza-
tions, satisfying α(0) = 0. Fixing  > 0, define the set
Rep() =
{
α ∈ Rep :
∣∣∣α(t)
t
− 1
∣∣∣ < , t ∈ R\{0}}.
When we choose a reparametrization α in the previous set, we want α(t) to be taken
arbitrarily close to the identity.
Definition 1.13 Fix T > 0 and δ > 0. A map ψ : R→M is a (δ, T )-pseudo-orbit of a
flow X t if dist(X t(ψ(τ)), ψ(τ + t)) < δ, for any τ ∈ R and any |t| ≤ T . A pseudo-orbit
ψ of a flow X t is said to be -shadowed by some orbit of X t if there is x ∈ M and a
reparametrization α ∈ Rep() such that dist(Xα(t)(x), ψ(t)) < , for every t ∈ R.
ψ(τ1)
XT (ψ(τ1))
ψ(τ1 + T )
X−T (ψ(τ1))
ψ(τ1 − T ) ψ(τ2 + T )
XT (ψ(τ2))
ψ(τ2)
X−T (ψ(τ2))
ψ(τ2 − T )
Figure 1.10: Representation of a pseudo-orbit.
Note that ψ is not assumed to be continuous.
Now, we are ready to properly state the definition of shadowing for C1-vector fields,
in which we need a reparameterization of shadowing orbits.
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Definition 1.14 A C1-vector field X satisfies the shadowing property if, for any  > 0
and any T > 0, there is δ > 0 such that any (δ, T )-pseudo-orbit ψ is -shadowed by
some orbit of X. Let S1(M) and S1µ(M) denote the sets of vector fields in X1(M) and
X1µ(M), respectively, satisfying the shadowing property.
Smale proved that a diffeomorphism in the C1-interior of the set of diffeomorphisms
with the shadowing property is C1-structurally stable (see [73]). More recently, Lee and
Sakai proved, in [47], that if X belongs to the interior of the set S1(M) and has no
singularities then X satisfies the Axiom A and the strong transversality conditions. For
divergence-free vector fields, we prove the following result.
Theorem 7 ([33, Theorem 1]) If X ∈ int(S1µ(Md)) then X ∈ A1µ(Md), for d ≥ 3.
The Lipschitz shadowing property is a stronger definition of shadowing.
Definition 1.15 A C1-vector field X satisfies the Lipschitz shadowing property if there
are positive constants ` and δ0 such that any (δ, T )-pseudo-orbit ψ, with T > 0 and
δ ≤ δ0, is `δ-shadowed by an orbit of X. Let LS1(M) and LS1µ(M) denote the sets
of vector fields in X1(M) and X1µ(M), respectively, satisfying the Lipschitz shadowing
property.
By definition, it is immediate that the set LS1(M) is a subset of S1(M) and that
the set LS1µ(M) is a subset of S1µ(M). Therefore, from Theorem 7, we have that the
C1-interior of the set LS1µ(M) is contained in the set A1µ(M).
In [74], Tikhomirov proved that a vector field in the C1-interior of the set of vector
fields with the Lipschitz shadowing property is structurally stable. Recently, Pilyugin and
Tikhomirov proved that a C1-diffeomorphism having the Lipschitz shadowing property
is structurally stable (see [64]).
The following definition is the notion of expansive vector field, introduced by Bowen
and Walters, in [28].
Definition 1.16 A C1-vector field X is expansive if, for any  > 0, there is δ > 0
such that if x, y ∈ M satisfy dist(X t(x), Xα(t)(y)) ≤ δ, for any t ∈ R and for some
continuous map α : R→ R with α(0) = 0, then y = Xs(x), where |s| ≤ . Denote by
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E1(M) ⊂ X1(M) the set of expansive vector fields and by E1µ(M) ⊂ X1µ(M) the set of
expansive divergence-free vector fields, both endowed with the C1 Whitney topology.
x
y = Xs(x)
Xt(x)
Xα(t)(y)
Figure 1.11: Representation of an expansive vector field’s orbit.
This definition asserts that any two points whose orbits remain indistinguishable, up
to any continuous time displacement, must be in the same orbit.
Observe that the reparametrization α, in Definition 1.16, is not assumed to be close
to identity and that the expansiveness property does not depend on the choice of the
metric on M .
In 1970’s, Man˜e´ proved that a diffeomorphism f in the C1-interior of the set of
expansive diffeomorphisms is Axiom A and satisfies the quasi-transversality condition
(see [53]). Later, Moriyasu, Sakai and Sun proved the same result for vector fields, in
[57]. Moreover, the authors proved that if X ∈ int(E1(M)) and has the shadowing
property then X is Anosov. Recently, Pilyugin and Tikhomirov proved that an expansive
diffeomorphism having the Lipschitz shadowing property is Anosov (see [64]). In the
next result, we prove that a divergence-free vector field in the C1-interior of the set of
expansive divergence-free vector fields is actually Anosov.
Theorem 8 ([33, Theorem 1]) If X ∈ int(E1µ(Md)) then X ∈ A1µ(Md), for d ≥ 3.
The expansiveness and the shadowing properties play an essential role in the inves-
tigation of the stability theory and the ergodic theory of Axiom A diffeomorphisms (see
[26]). It is well-known that Anosov systems are expansive and satisfy the shadowing and
the Lipschitz shadowing properties (see [5, 63]).
To conclude this section, we notice that, by Theorem 1, Theorem 7, Theorem 8 and
Corollary 3, we have the following result.
Corollary 1.1 For the conservative setting,
G1µ(M) = A1µ(M) = int(S1µ(M)) = int(KS1µ(M)) = int(LS1µ(M)) = int(E1µ(M)).
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1.3 General scenario for dynamics
At the second half of the 1960’s, it was already clear that the set of uniformly
hyperbolic systems is open but not dense. Thus, it triggered the beginning of the search
for an answer to the following question.
Question 1.1 Is it possible to look for a general scenario for dynamics?
This search draws the attention to homoclinic orbits, that is, orbits that in the past and
in the future converge to the same periodic orbit, which have been firstly considered by
Poincare´, almost a century before. The creation or destruction of such orbits is, roughly
speaking, what its meant by homoclinic bifurcations (see, for example, [62]). Based on
these and other subsequent developments, in [60], Palis formulated Conjecture 1.3, con-
cerning on hyperbolicity, homoclinic tangencies and heterodimensional cycles. Roughly
speaking, a homoclinic tangency is a non-transverse intersection between the stable and
unstable manifolds of a hyperbolic closed orbit of saddle-type. A heterodimensional
cycle is a cyclical intersection between the invariant manifolds of two distinct hyper-
bolic critical points of saddle-type with different dimension of the unstable bundles (see
Definition 2.6, in Section 2.1.3, for more details).
Conjecture 1.3 Diffeomorphisms with either a homoclinic tangency or a heterodimen-
sional cycle are Cr-dense in the complement of the Cr closure of hyperbolic diffeomor-
phisms (r ≥ 1).
In [67], Pujals and Sambarino proved this conjecture in the case of C1-diffeomorph-
isms defined on a compact surface. Recently, Bessa and Rocha proved this conjecture for
C1-volume-preserving diffeomorphisms in [16]. In fact, the authors show that a volume-
preserving diffeomorphism can be C1-approximated by an Anosov volume-preserving
diffeomorphism, or else by a volume-preserving diffeomorphism displaying a heterodi-
mensional cycle. The authors also proved a similar result for symplectomorphisms.
For the continuous-time case, Arroyo and Hertz proved, in [9], an analogous state-
ment of Conjecture 1.3 for C1-vector fields defined on a 3-dimensional, compact man-
ifold. In this context, besides homoclinic tangencies and heterodimensional cycles, the
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singular cycles are another homoclinic phenomenon that must be considered. The au-
thors show that a vector field X ∈ X1(M3) can be C1-approximated by an Anosov
vector field, or else by a vector field displaying a homoclinic tangency, or else by a vector
field displaying a singular cycle. For the divergence-free context, Bessa and Rocha show,
in [18], that any vector field X in X1µ(M
3) can be C1-approximated by a divergence-free
vector field which is Anosov, or else has a homoclinic tangency. In this paper, the authors
left open the following question, related with Conjecture 1.3.
Question 1.2 Can any vector field X in X1µ(M
d) be C1-approximated by a divergence-
free vector field exhibiting some form of hyperbolicity on Md (d ≥ 4), or by one exhibiting
homoclinic tangencies, or else by one having a heterodimensional cycle?
The following result is the answer to this question.
Theorem 9 ([34, Theorem 3]) If X ∈ X1µ(Md), for d ≥ 4, then X can be C1-
approximated by an Anosov divergence-free vector field, or else by a divergence-free
vector field exhibiting a heterodimensional cycle.
1.4 Topological transitivity
The topological transitivity is a global property of a dynamical system. As a moti-
vation for this notion, we may think of a real physical system, where a state is never
measured exactly. Thus, instead of points, we should study (small) open subsets of
the phase space and describe how they move in that space. If each one of these open
subsets meet each other by the action of the system after some time, then we say that
the system is topologically transitive. Equivalently, if we take a compact phase space,
we may say that the system has a dense orbit. However, if the open subsets remain
inseparable after some time, by the iteration of the system, then we say that the system
is topologically mixing. Obviously, a topologically mixing system is also a topologically
transitive system.
The concept of transitivity goes back to Birkhoff. According to [38], Birkhoff used it
in [21, 22]. Throughout in this thesis transitive will always mean topologically transitive.
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There exists a lot of transitive systems, as the irrational rotations of S1, the shift
maps and the basic sets. It is also well-known that C1+α-Anosov systems are ergodic
and so transitive (see [5]). Nevertheless, transitivity is not an open property.
Question 1.3 Can the transitivity property be generic?
Some authors have been working on this question. The first remarkable result on this
subject is due to Bonatti and Crovisier, in [24]. The authors show that, C1-generically,
a C1-conservative diffeomorphism is transitive. Later, jointly with Arnaud, the authors
extend this result for C1-symplectic diffeomorphisms defined on a symplectic manifold
(see [8]). Adapting the techniques used to prove these results to the continuous-time
case, Bessa proved an analogous result for C1-divergence-free vector fields. In fact,
by a result due to Abdenur, Avila and Bochi (see [1]), Bessa was able to show that,
C1-generically, a divergence-free vector field is topologically mixing (see [11]).
Our contribution to this issue is the statement and the proof of a result that is an
answer to Question 1.3 for Hamiltonian systems. Let us start with some definitions.
Definition 1.17 A compact energy hypersurface EH,e is topologically mixing if, for
any open and non-empty subsets of EH,e, say U and V , there is τ ∈ R such that
X tH(U) ∩ V 6= ∅, for any t ≥ τ . A regular Hamiltonian level (H, e) is topologically
mixing if each one of the energy hypersurfaces of H−1({e}) is topologically mixing.
Accordingly with this definition, we prove the following result.
Theorem 10 There exists a residual set R in C2(M,R) such that, for any H ∈ R,
there is an open and dense set S(H) in H(M) such that, for every e ∈ S(H), the
Hamiltonian level (H, e) is topologically mixing.
The main tool to prove the previous result is a version for Hamiltonians of the
Connecting Lemma for pseudo-orbits developed in [8] by Arnaud, Bonatti and Crovisier.
To state it, we need the notions of resonance relations and of pseudo-orbits, which we
postpone to Section 3.1.5 and Section 3.1.6.
20 Introduction
Lemma 1 (Connecting Lemma for pseudo-orbits of Hamiltonians) Let (M,ω)
denote a compact, symplectic 2d-manifold, for d ≥ 2. Take H ∈ C2(M,R) and a
regular energy e ∈ H(M), such that the eigenvalues of any closed orbit of H do not
satisfy non-trivial resonances. Then, for any C2-neighborhood U of H, for any energy
hypersurface EH,e ⊂ H−1({e}) and for any x, y ∈ EH,e connected by an -pseudo-orbit,
for  > 0, there exist H˜ ∈ U and t > 0 such that e = H˜(x) and X t
H˜
(x) = y on the
analytic continuation EH˜,e of EH,e.
x
y
Xt
H˜
(x)
EH,e
EH˜,e
Figure 1.12: Representation of the analytic continuation of EH,e.
To prove these results, we have to resume the arguments used by Arnaud, Bonatti,
Crovisier and Bessa in [8, 11, 24] and to adapt it to the Hamiltonian setting. The main
change in the proofs is the need to restrict attention to the energy hypersurface, when
analyzing the perturbations and their supports.
From Theorem 10, we can derive the following result concerning on the homoclinic
class of a hyperbolic closed orbit γ of H, which is the closure of the set of transver-
sal intersections between the stable and unstable manifolds of all points p in γ (see
Section 3.1.4, for more details).
Corollary 4 There is a residual setR in C2(M,R) such that, for any H ∈ R, there is an
open and dense set S(H) in H(M) such that if e ∈ S(H) then any energy hypersurface
of H−1({e}) is a homoclinic class.
If any energy hypersurface of H−1({e}) is a homoclinic class, we say that H−1({e})
is a homoclinic class.
We end this chapter with an overview of the remaining chapters of this thesis. This
thesis is organized in four additional chapters. In Chapter 2, we include the proofs of
the results on conservative dynamics and in Chapter 3 we concern about the proofs of
the results on Hamiltonian dynamics. In each chapter we also include extra definitions
and useful auxiliary results. In the last chapters, we synthesize the main results of this
thesis and we describe some ideas to improve and to develop this work.


CHAPTER
TWO
CONSERVATIVE DYNAMICS
This chapter begins with some extra definitions on conservative dynamics and it
includes the statement of some auxiliary results. After, Section 2.2 brings together
the complete proofs of the results on conservative dynamics, that is, of Theorem 1,
Theorem 5, Theorem 7, Theorem 8, Theorem 9 and Corollary 1.
2.1 Definitions and auxiliary results
In this section, we state the definition of Lyapunov exponents, of the Linear Poincare´
flow and of heterodimensional cycles. Afterwards, we state some perturbation results
that will be used to complete the proofs, in Section 2.2.
2.1.1 Lyapunov exponents and classification of closed orbits
This section is about Lyapunov exponents for the conservative continuous-time case
and their properties. Firstly, we remark that the Riemannian structure on M induces a
norm ‖.‖ on the fibers TpM , ∀ p ∈ M . From now on, we use the standard norm of a
bounded linear map L : TM → TM given by
‖L‖ = sup
‖u‖=1
‖L(u)‖ .
Given X ∈ X1µ(M), Oseledets’ theorem (see [59]) ensures that µ-almost every point
x ∈M admits a splitting of the tangent bundle,
TxM = E
1
x ⊕ · · · ⊕ Ek(x)x
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and also real numbers λ1(x) > · · · > λk(x)(x), for 1 ≤ k(x) ≤ d, called Lyapunov
exponents, such that DX tx(E
i
x) = E
i
Xt(x) and
λi(x) = lim
t→±∞
1
t
log ‖DX tx (vi)‖,
for any vi ∈ Eix \ {~0} and i ∈ {1, ..., k(x)}. This splitting is called Oseledets’ splitting.
The full µ-measure set of Oseledets’ points is denoted by O(X).
Remark 3 As a consequence of Oseledets’s theorem, we have that
k(x)∑
i=1
λi(x) · dim(Eix) = lim
t→±∞
1
t
log | detDX tx|.
However, since the vector field X is divergence-free, we deduce that | detDX t(x)| = 1,
for any t ∈ R and any x ∈M . Therefore, we conclude that
k(x)∑
i=1
λi(x) · dim(Eix) = 0, ∀ x ∈ O(X).
Note that if we do not take into account the multiplicities of the eigenvalues associated
to the eigenspaces E1x, · · ·, Ek(x)x , we have exactly d = dim(M) Lyapunov exponents,
λ1(x) ≥ · · · ≥ λd(x).
Let γ ⊂M be a closed orbit of period pi and fix p ∈ γ. The characteristic multipliers
of γ are the eigenvalues of DXpip , which are independent of p ∈ γ. If σ is a characteristic
multiplier of γ, then the associated Lyapunov exponent is λ = log(σ)/pi. A characteristic
multiplier σ is said simple if its multiplicity is equal to 1.
Definition 2.1 A closed orbit γ ⊂M is called
• hyperbolic, when all the characteristic multipliers have modulus different from 1;
• parabolic, when at least one of the characteristic multipliers is real and of modulus
1;
• completely elliptic, when all the characteristic multipliers are simple, non-real and
of modulus 1;
• elliptic, when γ has at least two simple, non-real and of modulus 1 characteristic
multipliers.
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Figure 2.1: Representation of the spectrum of a hyperbolic, a parabolic, a completely elliptic
and an elliptic closed orbit, respectivelly.
Notice that, given an elliptic or a completely elliptic closed orbit γ, if we do not
assume the characteristic multipliers of γ to be simple then, under small perturbations,
we are able to turn γ into a hyperbolic closed orbit. The same happens if we take a
parabolic orbit.
(1)
(1)
(1)
(1)
(2)
(2)
perturbation
Figure 2.2: Transformation of a completely elliptic closed orbit, with no simple characteristic
multipliers, into a hyperbolic closed orbit.
2.1.2 Linear Poincare´ flow and hyperbolicity
In this section, we define the linear Poincare´ flow and we state some results related
with this flow. Let us start with some definitions.
Given X in X1(M) and a regular point x in M , let Nx := X(x)
⊥ ⊂ TxM
denote the (dim(M) − 1)–dimensional normal bundle of X at x and define
Nx,r := Nx ∩ {u ∈ TxM : ‖u‖ < r}, for r > 0. Note that, in general, Nx is not
DX tx-invariant.
Definition 2.2 The flow P tX(x) := ΠXt(x) ◦DX tx is called linear Poincare´ flow, where
ΠXt(x) : TXt(x)M → NXt(x) is the canonical orthogonal projection.
Recently, Li, Gan and Wen generalized the notion of the linear Poincare´ flow, in order
to include singularities (see [48]).
Now, take in account the following result.
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NXt(p)
Xt(p)
Np
v
p
X(Xt(p))
DXtp(v)P tX(p)v
X(p)
Figure 2.3: Representation of the linear Poincare´ flow.
Lemma 2.1 ([56, Lemma 3.10]) Consider X ∈ X1(M) and Λ ⊂ M a compact, X t-
invariant, regular set and assume that EΛ = E
1
Λ ⊕ E2Λ. If there exists T > 0 such that∥∥DXTx |E1x∥∥ ≤ 1/2 and ∥∥∥DX−TXT (x)|E2XT (x)∥∥∥ ≤ 1/2, for every x ∈ Λ, then there are c > 0
and 0 < κ < 1 such that
∥∥DX tx|E1x∥∥ < cκt and ∥∥∥DX−tXt(x)|E2Xt(x)∥∥∥ < cκt, for every
x ∈ Λ and t > 0.
Taking into account the previous lemma, we state the following definition of uniformly
hyperbolic set by using the linear Poincare´ flow.
Definition 2.3 Fix X ∈ X1(M). An X t-invariant, compact and regular set Λ ⊂ M is
uniformly hyperbolic if NΛ admits a P
t
X-invariant splitting N
s
Λ ⊕NuΛ such that there is
` > 0 satisfying
‖P `X(x)|Nsx‖ ≤
1
2
and ‖P−`X (X`(x))|Nu
X`(x)
‖ ≤ 1
2
, for any x ∈ Λ.
Observe that the constant 1
2
can be replaced by any constant θ ∈ (0, 1). If θ is close to
1, we say that the hyperbolicity is weak.
Supported on an abstract invariant manifold theory result of Hirsch, Pugh and Shub
(see [44, Lemma 2.18]), in [32] Doering proves that the definition of uniformly hyperbolic
compact set by using the linear Poincare´ flow (Definition 2.3) is equivalent to the usual
definition of uniformly hyperbolic set of a flow (see Definition 1.2).
Lemma 2.2 ([32, Proposition 1.1]) Let Λ be a X t-invariant, regular and compact set.
Then Λ is uniformly hyperbolic for X t if and only if Λ is uniformly hyperbolic for P tX .
It is straightforward to see that the definition of Lyapunov exponent, stated in Sec-
tion 2.1.1, can also be adapted in order to use P tX instead of DX
t. Hence, µ-almost
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every point x ∈M admits the Oseledets splitting
Nx = N
1
x ⊕ · · · ⊕Nk(x)x ,
for any 1 ≤ k(x) ≤ dim(M)− 1, and the Lyapunov exponent
λi(x) = lim
t→±∞
1
t
log ‖P tX(x)vi‖,
for any vi ∈ N ix \ {~0} and i ∈ {1, ..., k(x)}.
A singularity p of a C1-vector field X is hyperbolic if the eigenvalues of DXp are
not purely imaginary. In the divergence-free context, a hyperbolic critical point p must
be of saddle-type. If p is a closed orbit then the dimension of the fibers N sp and N
u
p is
between 1 and dim(M)− 2.
Now, we state the definition of dominated splitting, which is weaker that the defini-
tion of uniform hyperbolicity. For this, we use the linear Poincare´ flow.
Definition 2.4 Let X ∈ X1(M) and let Λ ⊂M be a compact, X t-invariant and regular
set. Assume that there exists a P tX-invariant splitting N = N
1 ⊕ · · · ⊕Nk over Λ, for
1 ≤ k ≤ dim(M) − 1, such that all the subbundles have constant dimension. This
splitting is dominated if there exists ` > 0 such that, for any 0 ≤ i < j ≤ k,
‖P `X(x)|N ix‖ · ‖P−`X (X`(x))|Nj
X`(x)
‖ ≤ 1
2
, for any x ∈ Λ.
Note that a vector field with a dominated splitting structure is not necessarily uni-
formly hyperbolic.
Let us briefly state some useful properties of a dominated splitting over a set Λ (see
[25] for more details):
• Uniqueness: the dominated splitting is unique, if the dimension of the subbundles
is fixed.
• Continuity : any dominated splitting is continuous, that is, the subbundles N1x and
N2x depend continuously on the point x ∈ Λ.
• Transversality : the angles between N1 and N2 are bounded away from zero on Λ.
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• Extension to the closure: any `-dominated splitting over a set Λ can be extended
to an `-dominated splitting over the closure of Λ.
• Extension to a neighborhood : the dominated splitting can be extended to the
maximal flow-invariant set in a neighborhood of Λ.
• Persistence: any dominated splitting persists under C1-perturbations.
Remark 4 If we assume that there is not a dominated splitting on a flow-invariant,
compact and regular set, it is possible to make a small C1-perturbation on the vector
field in order to get a new one with Lyapunov exponents arbitrarily close to zero, as it is
shown by Bessa and Rocha in [17, Theorem 1].
The next result corresponds to a dichotomy for C1-divergence-free vector fields.
It requires the existence of a closed orbit with arbitrarily large period. The proof of
Theorem 2.1 for divergence-free vector fields follows the ideas stated in the proof of [19,
Proposition 2.4].
Theorem 2.1 Let X ∈ X1µ(M) and let U be a small C1-neighborhood of X. Then, for
any  > 0, there exist l > 0 and τ > 0 such that, for any Y ∈ U and any x ∈ Perτ (Y ),
• either P tY admits an l-dominated splitting over the Y t-orbit of x, or else
• for any neighborhood U of x, there exists an -C1-perturbation Y˜ of Y , coinciding
with Y outside U and along the orbit of x, such that P
pi(x)
Y˜
(x) has only eigenvalues
equal to 1 or −1, where pi(x) stands for the period of x.
The following result says that if the vector field has a linear hyperbolic singularity of
saddle-type then the linear Poincare´ flow cannot admit a dominated splitting over the
set of regular points of M Note that a singularity p is linear if there exist smooth local
coordinates around p such that X is linear and equal to DXp in these coordinates (see
[77, Definition 4.1]).
Proposition 2.1 [77, Proposition 4.1] If X ∈ X1(M) has a linear hyperbolic singularity
of saddle-type then P tX does not admit any dominated splitting over M\Sing(X).
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We remark that the proof of this proposition can be easily adapted to the conservative
case. Hence, Proposition 2.1 remains valid for C1-divergence-free vector fields.
We end this section with a lemma stating that a singularity can be turned into a
linear one, by performing a small perturbation of the vector field.
Lemma 2.3 [19, Lemma 3.3] Let p be a singularity of X ∈ X1µ(M). For any  > 0,
there exists Y ∈ X∞µ (M) such that Y is -C1-close to X and p is a linear hyperbolic
singularity of Y .
2.1.3 Heterodimensional cycles
This section contains the definition of heterodimensional cycle, as well as some useful
remarks.
Consider a C1-vector field X and p ∈ Crit(X). Denote by OX(p) the X t-orbit of
p. We remark that if p is a singularity of X then we set OX(p) = p.
Definition 2.5 Let X be a C1-vector field and choose p in M . If OX(p) is a hyperbolic
set, its stable and unstable manifolds are defined as follows:
W sX(OX(p)) = {q ∈M : lim
t→+∞
dist(X t(q),OX(p)) = 0} and
W uX(OX(p)) = {q ∈M : lim
t→+∞
dist(X−t(q),OX(p)) = 0}.
We observe that both W sX(OX(p)) and W uX(OX(p)) do not depend on q ∈ OX(p).
Therefore, we can write W sX(OX(p)) = W sX(q) and W uX(OX(p)) = W uX(q), for some
q ∈ OX(p). These manifolds are respectively tangent to the subspaces Esq ⊕RX(q) and
RX(q)⊕ Euq of TqM , for q ∈ OX(p). Observe that
dim(W sX(OX(p))) + dim(W uX(OX(p))) = dim(M) + i,
where i = 0 if p ∈ Sing(X) and i = 1 if p ∈ Per(X).
If p ∈ Crit(X) is a hyperbolic saddle its index is defined as the dimension of the
unstable bundle W uX(p) and it is denoted by ind(p).
Now, we state the notion of heterodimensional cycle for vector fields.
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Definition 2.6 Consider X ∈ X1(M) and let p, q be two distinct hyperbolic critical
points of saddle-type such that ind(p) < ind(q). A vector field X exhibits a heterodi-
mensional cycle associated to p and q if the invariant manifolds of p and q intersect
cyclically, that is W sX(p) >∩ W uX(q) 6= ∅ and W uX(p) ∩W sX(q) 6= ∅, where >∩ denotes
a transversal intersection. Let HC1(M) ⊂ X1(M) and HC1µ(M) ⊂ X1µ(M) denote the
sets whose elements exhibit heterodimensional cycles.
WuX(p)
W sX(p)
pq
W sX(q)
WuX(q)
Figure 2.4: Representation of a heterodimensional cycle.
We observe that, for reasons of simplicity, the previous figure represents, in fact, a
heterodimensional cycle for the discrete time case.
Remark 5 The condition ind(p) < ind(q), in Definition 2.6, ensures that the connec-
tion W sX(p) >∩ W uX(q) is C1-persistent and that the connection W uX(p) ∩W sX(q) does
not persist under C1-generic perturbations.
We observe that Definition 2.6 can be trivially extended to a finite number of hyper-
bolic saddles.
The next definition contains a classification of heterodimensional cycles.
Definition 2.7 A heterodimensional cycle is called
• periodic, if it is composed just by closed orbits;
• singular, if it is composed just by singularities;
• mixed, if it contains at least one singularity and one closed orbit.
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Let us now state some appointments.
Remark 6 We remark that
• if dim(M) < 3, M does not support heterodimensional cycles because, in this case,
we cannot find hyperbolic critical points of saddle-type with different indices;
• if dim(M) = 3, M does not support periodic heterodimensional cycles. In
this case, the stable and the unstable manifolds of any closed orbit are both
2-dimensional. However, it is possible to find singular and mixed heterodimen-
sional cycles, where a link connecting two closed orbits is not allowed. Mixed
heterodimensional cycles just appear in the case that the singularities have index
1 since, in this case, the index of any closed orbit is 2.
We end this section with the definition of far from heterodimensional cycles vector
fields.
Definition 2.8 A vector field X ∈ X1(M) is far from heterodimensional cycles if there
exists a C1-neighborhood U of X in X1(M) such that any Y ∈ U does not exhibit
heterodimensional cycles. If we assume X ∈ X1µ(M), the definition is analogous. Let
FC1(M) ⊂ X1(M) and FC1µ(M) ⊂ X1µ(M) denote the sets whose elements are far
from heterodimensional cycles.
2.1.4 C1-perturbation results
In this section, we state some useful perturbation lemmas for the conservative
continuous-time case, namely the Zuppa Theorem, the C1-Closing Lemma, the Pasting
Lemma and the Franks Lemma.
The first perturbation result is due to Zuppa (see [81]) and it allows us to C1-ap-
proximate any divergence-free vector field by a smooth one, keeping the divergence-free
property.
Theorem 2.2 The set of C∞-divergence-free vector fields is C1-dense in X1µ(M).
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The next result is a version of the C1-Closing Lemma for divergence-free vector fields,
firstly proved by Pugh and Robinson in [66]. More recently, this lemma was improved
by Arnaud, who stated a simpler proof (see [7]). The C1-Closing Lemma states that
the orbit of a recurrent point, that is, a point which belongs to its ω-limit set, can be
approximated by a long time closed orbit of a C1-perturbation of the original vector field.
Lemma 2.4 Consider X ∈ X1µ(M) and a X t-recurrent point x. Given  > 0, r > 0
and T > 0, there exist an -C1-neighborhood U ⊂ X1µ(M) of X, a closed orbit p of
Y ∈ U , with arbitrarily large period pi, a map g : [0, T ] → [0, pi], close to the identity,
and T˜ > T such that
• d(X t(x), Y g(t)(p)) < , for every 0 ≤ t ≤ T˜ ;
• Y = X on M\Br
(
X [0,T˜ ](x)
)
.
x x
perturbation
Figure 2.5: Perturbation given by the Closing Lemma.
A conservative version of Pugh and Robinson’s General Density Theorem is stated
in [66] and it is also proved by Arnaud in [7]. It asserts that, C1-generically, the critical
points of a vector field are dense in M .
Definition 2.9 Let PR1µ(M) denote the Pugh and Robinson residual set in X1µ(M).
The Pasting Lemma (see [6]) allows us to realize C1-local perturbations in the
divergence-free setting. Its precise statement is as follows and when we say that Y
is δ-C1-close to X, we mean that ‖X − Y ‖C1 < δ.
Theorem 2.3 Given  > 0, there exists δ > 0 such that if X ∈ X1µ(M), K ⊂ M is
a compact set and Y ∈ X∞µ (M) is δ-C1-close to X in a small neighborhood U ⊃ K,
then there exist Z ∈ X∞µ (M) and open sets V and W , such that K ⊂ V ⊂ U ⊂ W ,
satisfying the properties:
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• Z|V = Y ;
• Z|int(W c) = X;
• Z is -C1-close to X.
The last perturbation result is a version of Franks’ Lemma for divergence-free vector
fields (see [19]). Firstly, let us introduce the definition of flowbox and of one-parameter
linear family.
Definition 2.10 Take X ∈ X1(M), τ > 0 and a regular point p ∈ M such that
X t(p) 6= p, for any t ∈ [0, τ ], and define the arc X [0,τ ](p) = {X t(p), t ∈ [0, τ ]}. Fix
r > 0 and δ > 0. A flowbox is defined by
T := T (p, τ, r, δ) =
⋃
t∈(−δ,τ+δ)
X t(Br(p)),
where Br(p) is chosen in a transversal section of p.
The set T is an open neighborhood of X [0,τ ](p). If r > 0 and δ > 0, in the previous
definition, are small enough, this neighborhood is foliated by regular orbits of the flow.
Xτ+δ(p)
Xτ (p)
p
X−δ(p)
X−δ(Br(p))
Xτ+δ(Br(p))
Figure 2.6: Representation of a flowbox.
Now, let SL(d,R) denote the set of d × d matrices with determinant 1, with the
group operation of ordinary matrix multiplication, where d = dim(M). Assume that p is
as before and let V, V ′ ⊂ TpM be such that dim(V ) = j, 2 ≤ j ≤ d and TpM = V ⊕V ′.
Definition 2.11 A one-parameter linear family {At}t∈R associated to X [0,τ ](p) and V
is defined as follows:
• At : V ⊕ V ′ → V ⊕ V ′ is a linear map, for every t ∈ R, such that
At =
{
id , t ≤ 0
Aτ , t ≥ τ ;
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• At|V ∈ SL(j,R), for t ∈ [0, τ ];
• At|V ′ = id, for t ∈ [0, τ ], and At(V ) ⊂ V ;
• the family At is smooth on the parameter t.
Note that det(At) = 1, for any t ∈ R. Now, we state the Franks Lemma, which,
under some conditions, allows us to realize a perturbation of the linear Poincare´ flow of
a given vector field as the linear Poincare´ flow of a vector field which is C1-close to the
original one.
Theorem 2.4 ([19, Lemma 3.2]) Given  > 0 and a vector field X ∈ X4µ(M), there
exists ξ0 = ξ0(,X) such that, for any τ ∈ [1, 2], for any p ∈ Per2(X), for any sufficient
small flowbox T of X [0,τ ](p) and for any one-parameter linear family {At}t∈[0,τ ] such
that ‖A′tA−1t ‖ < ξ0, for all t ∈ [0, τ ], there exists Y ∈ X1µ(M) satisfying the following
properties:
• Y is -C1-close to X;
• Y t(p) = X t(p), for any t ∈ R;
• P τY (p) = P τX(p) ◦ Aτ ;
• Y |T c = X|T c .
p
T˜
Xτ (p)
p
T
Xτ (p)
Figure 2.7: Representation of the action of the flow P τY (p).
Note that the constants 1 and 2, in the previous theorem, can be replaced by others.
In fact, if the period pi of the closed orbit is less than 2, we just have to redefine the
length of the flowbox to be less that pi in order to have enough time to perform the
perturbation.
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To complete this section, we refer a result due to Bessa. It asserts that, C1-
generically, a vector field is topologically mixing, and so transitive.
Theorem 2.5 [11, Theorem 1.1] There exists a C1-residual subset R of X1µ(M) such
that if X ∈ R then X is a topologically mixing vector field.
2.2 Proof of the conservative results
This section contains the proofs of Theorem 1, Theorem 5, Corollary 1, Theorem 7,
Theorem 8 and Theorem 9.
2.2.1 Star property and uniform hyperbolicity
In this section we want to show that a C1-divergence-free star vector field is uniformly
hyperbolic.
Theorem 1 ([34, Theorem 1]) If X ∈ G1µ(Md) then Sing(X) = ∅ and X ∈ A1µ(Md),
for d ≥ 4.
The proof of this result is splitted in three main steps. First, we prove, in Lemma 2.5,
that a C1-divergence-free star vector field has no singularities. After that, in Lemma 2.6,
we prove that the linear Poincare´ flow admits a dominated splitting over the manifold.
The last step consists on to reach uniform hyperbolicity from this domination, as shown
in Lemma 2.8. For this, we prove an intermediate result (Lemma 2.7), which states
that a divergence-free star vector field has uniform hyperbolicity on the period of closed
orbits.
So, let us prove that a C1-divergence-free star vector field does not have singularities.
Lemma 2.5 If X ∈ G1µ(M) then Sing(X) = ∅.
Proof: Fix X ∈ G1µ(M) and a C1-neighborhood U of X in G1µ(M), small enough such
that Theorem 2.1 holds, that is, we have a dichotomy between a dominated splitting
over a closed orbit, with arbitrarily large period, and the existence of a parabolic closed
orbit for a vector field close to X.
Let PR1µ(M) be the Pugh and Robinson residual set, described in Definition 2.9.
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By contradiction, assume that there is p ∈ Sing(X). Observe that, as X ∈ G1µ(M),
p is a hyperbolic saddle and so it persists to C1-small perturbations of X. By Lemma 2.3,
there is a smooth Y ∈ U , C1-close to X, such that p is a linear hyperbolic singularity
of saddle-type of Y .
Now, choose a sequence of vector fields Yn ∈ U ∩ PR1µ(M), C1-converging to Y .
So, M = Per(Yn) ∪ Sing(Yn), for any n ∈ N. Fix n ∈ N. Since Yn ∈ G1µ(M), by the
dichotomy in Theorem 2.1, there are positive constants ` and τ such that P tYn admits an
`-dominated splitting over the closed orbits with period greater than τ . Since any closed
orbit of Yn is hyperbolic, note that Perτ (Yn) has a finite number of elements. Therefore,
by the property of extension to the closure of a dominated splitting, P tYn admits an `-
dominated splitting over the Y tn-invariant set M\Sing(Yn). Taking a subsequence, if
necessary, we can assume that the dimensions of the invariant bundles do not depend
on n. So, the Y t-invariant set
M\Sing(Y ) = lim sup
n
(
M\Sing(Yn)
)
=
⋂
N∈N
( ∞⋃
n≥N
M\Sing(Yn)
)
admits an `-dominated splitting for P tY .
However, since p is a linear hyperbolic singularity of saddle-type of Y , by Proposi-
tion 2.1, we conclude that P tY does not admit a dominated splitting over M\Sing(Y ).
This is a contradiction. So, X has no singularities. unionsqu
The next lemma states that the linear Poincare´ flow associated to a divergence-free
star vector field admits a dominated splitting over the manifold.
Lemma 2.6 If X ∈ G1µ(M) then P tX admits a dominated splitting N = N1 ⊕N2 over
M .
Proof: Consider X ∈ G1µ(M) and a C1-neighborhood U of X in G1µ(M), small
enough such that the dichotomy in Theorem 2.1 holds. Recall that, by the previous
lemma, Sing(X) = ∅. Thus, P tX is well defined on M and there exists V ⊂ U , a
C1-neighborhood of X in G1µ(M), whose elements do not have singularities.
By Theorem 2.1, since X ∈ G1µ(M), there are positive constants ` and τ such that
P tX admits an `-dominated splitting over the X
t-orbit of any p ∈ Perτ (X). Observe
that, since any x ∈ Per(X) is hyperbolic, we have the following P tX-invariant splitting
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Nx = N
s
x⊕Nux such that any subbundle has constant dimension. In fact, if the dimension
of the subbundles was not constant, as shown in Lemma 2.12 ahead, we would be able
to construct a heterodimensional cycle, which is not allowed for star vector fields (see
[37, Theorem 4.1]).
We claim that this splitting Nx = N
s
x ⊕ Nux is `-dominated, for any x ∈ Perτ (X).
If this claim is not true, there is q ∈ Perτ (X) such that the angle between N sq and
Nuq is arbitrarily close to 0 or such that q is weakly hyperbolic. In this situations, it
is straightforward to see that, applying Zuppa’s Theorem (Theorem 2.2) and Franks’
Lemma (Theorem 2.4), we can C1-perturb X in V in order to have Y such that q is a
parabolic closed orbit of Y . But this is a contradiction, since X ∈ G1µ(M). Therefore,
any p ∈ Perτ (X) admits the `-dominated splitting Np = N sp ⊕Nup .
Now, recall that a dominated splitting can be continuously extended to the closure
of a set. Thus, the `-dominated splitting over Perτ (X) can be extended to Perτ (X).
Observe that, given X ∈ G1µ(M), the set Perτ (X) has a finite number of elements.
Hence, Perτ (X) = Per(X). Finally, by [52, Lemma 3.1], since X ∈ G1µ(M) has no
singularities, we have that Per(X) = Ω(X) = M and so, there is a dominated splitting
N = N1 ⊕N2 over the manifold M . unionsqu
See Appendix, for a different proof on the existence of a dominated splitting over M
for a divergence-free star vector field.
Remark 7 Observe that the previous lemma remains valid if we assume that X is an
isolated point in the boundary of A1µ(M). In fact, to prove Lemma 2.6, we use the fact
that X ∈ G1µ(M) to ensure the existence of dominated splitting over a closed orbit x,
with arbitrarily large period pi, for a vector field Y , C1-close to X, given by Theorem 2.1.
Therefore, if we start the proof by assuming that X is an isolated point in the boundary
of A1µ(M), we must obtain the same conclusion, because any C1-perturbation Y˜ of Y
must be Anosov, and so it cannot display a parabolic closed orbit.
The following auxiliary result asserts that, for a divergence-free star vector field, any
closed orbit is uniformly hyperbolic in the period. This is a crucial step to derive, from
Lemma 2.6, uniform hyperbolicity on M .
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Lemma 2.7 Fix X ∈ G1µ(M). There exist a C1-neighborhood U of X in G1µ(M) and a
constant θ ∈ (0, 1) such that, for any Y ∈ U , if p ∈ Per(Y ) has period pi(p) and has
the hyperbolic splitting Np = N
s
p ⊕Nup then:
(a) ‖P pi(p)Y (p)|Nsp‖ < θpi(p) and
(b) ‖P−pi(p)Y (p)|Nup ‖ < θpi(p).
Proof: Fix X ∈ G1µ(M) and a C1-neighborhood U of X in G1µ(M). So, for every
Y ∈ U , any p ∈ Per(Y ), with period pi(p), is a hyperbolic saddle. This means that
Np = N
s
p ⊕Nup and that there is a constant θp ∈ (0, 1) such that ‖P pi(p)Y (p)|Nsp‖ < θpi(p)p
and ‖P−pi(p)Y (p)|Nup ‖ < θpi(p)p . However, we want to prove that, in fact, we can choose
θp not depending on p.
Let us prove (a). Suppose that, by contradiction, for any θ ∈ (0, 1) there exist
Y ∈ U , C1-arbitrarily close of X, and p ∈ Per(Y ), with period pi(p), hyperbolic by
hypothesis, such that
θpi(p) ≤ ‖P pi(p)Y (p)|Nsp‖.
In order to apply Theorem 2.4, we need Y to be a C4-vector field. Therefore,
applying Zuppa’s theorem (Theorem 2.2), we start by C1-approximate Y by a vector
field Y˜ ∈ U ∩ X4µ(M) such that γ˜ is a hyperbolic closed orbit of Y˜ and p˜ ∈ γ˜ is the
analytic continuation of p, so with period pi(p˜) arbitrarily close to pi(p), and
θpi(p˜) ≤ ‖P pi(p˜)
Y˜
(p˜)|Nsp˜‖. (2.1)
For simplicity, let us assume that the period pi(p˜) is an integer. By the inequality in
(2.1), we have that θ ≤ ‖P 1
Y˜
(q˜)|Nsq˜ ‖, for some q˜ ∈ OY˜ (p˜).
For t ∈ [0, pi(p˜)], let At be a one-parameter family of linear maps, such that ‖A′tA−1t ‖
is arbitrarily small, for any t ∈ [0, pi(p˜)], and assume that ‖P 1
Y˜
(q˜)|Nsq˜ ‖ = 1 − ρ, where,
by the relation (2.1), ρ is such that 0 < ρ < 1 − θ and θ is chosen arbitrarily close
to 1.
Now, define At = id, for t ≤ 0, and, for t ∈ [0, pi(p˜)], let At be a homothetic
transformation of ratio of order
1
1− ρ and with entry a1,n−1 = δα(t), where α(t) is a
smooth function such that α(t) = 1, for t ≥ 1, α(t) = 0, for t ≤ 0, 0 < α′(t) < 1, and
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δ > 0 is arbitrarily small. It is straightforward to see that ‖A′tA−1t ‖ < δ1−ρ and that this
norm can be taken arbitrarily small, by choosing δ > 0 small enough.
Fix  > 0 and divide pi(q˜) in pi(q˜)-one-time intervals. By Theorem 2.4, there are
vector fields Zi ∈ G1µ(M),

pi(q˜)
-C1-close to Y˜ , such that P 1Zi(q˜) = P
1
Y˜
(q˜) ◦ A1, for
i ∈ {1, ..., pi(q˜)}. So, by the Pasting Lemma (Theorem 2.3), there exists Z ∈ G1µ(M),
-C1-close to Y˜ , such that P
pi(q˜)
Z (q˜) has an eigenvalue equal to 1 or −1. This is a
contradiction because, since Z ∈ G1µ(M), q˜ has to be a hyperbolic closed orbit of
saddle-type.Then, (a) must hold. Item (b) is obtained using a similar argument. unionsqu
Before to conclude the proof of Theorem 1, we state a remark.
Remark 8 Fix a vector field X and a splitting N = N1⊕N2 over a compact manifold
M . If lim inf
t→+∞
‖P tX(x)|N1x‖ = 0 and lim inft→+∞ ‖P
−t
X (x)|N2x‖ = 0, for any x ∈M , then M is
hyperbolic (see [51] for more details).
Now, by Lemma 2.7, we handle with the last step of the proof of Theorem 1.
Lemma 2.8 If X ∈ G1µ(M) is such that P tX admits a dominated splitting over M then
M is uniformly hyperbolic.
Proof: To prove this lemma, we adapt to the conservative setting a technique due
to Man˜e´ (see [51]). Let X ∈ G1µ(M) be such that P tX admits the dominated splitting
N = N1⊕N2 over M . By Lemma 2.5, Sing(X) = ∅. We want to prove that P tX |N1 is
uniformly contracting on M and that P tX |N2 is uniformly expanding on M . Let us prove
the first condition. By Remark 8, it suffices to prove that
lim inf
t→+∞
‖P tX(x)|N1x‖ = 0, ∀ x ∈M.
By contradiction, suppose that there exists x ∈M satisfying
lim inf
t→+∞
‖P tX(x)|N1x‖ > 0.
Therefore, we can choose a subsequence {tn}n∈N such that lim
n→+∞
tn = +∞ and
lim
n→+∞
1
tn
log ‖P tnX (x)|N1x‖ ≥ 0. (2.2)
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Let C(M) denote the set of continuous functions on M and define
ϕ : C(M) → R by ϕ(p) = ∂h(log ‖P hX(p)|N1p‖)h=0. By the Riez Theorem, there
exists an X t-invariant Borel probability measure µ such that∫
M
ϕ dµ = lim
tn→+∞
1
tn
∫ tn
0
ϕ(Xs(x)) ds
= lim
tn→+∞
1
tn
∫ tn
0
∂h(log ‖P hX(Xs(x))|N1Xs(x)‖)h=0 ds
= lim
tn→+∞
1
tn
log ‖P tnX (x)|N1x‖ ≥ 0.
Also, by the Birkhoff Ergodic Theorem,∫
M
ϕ dµ =
∫
M
lim
t→+∞
1
t
∫ t
0
ϕ(Xs(x)) dsdµ(x) ≥ 0.
Now, let Σ(X) be the set of points x ∈ M such that, for any C1-neighborhood
U of X in X1µ(M) and any δ > 0, there exist Y ∈ U and a Y -closed orbit y ∈ M
of period pi such that X = Y except on the δ-neighborhood of the Y -orbit of y,
and that dist(Y t(y), X t(x)) < δ, for 0 ≤ t ≤ pi. A conservative version of the Ergodic
Closing Lemma, proved by Arnaud in [7], says that, given a X t-invariant Borel probability
measure µ, we have that µ(Σ(X)) = 1. So, there is x ∈ Σ(X) such that
lim
t→+∞
1
t
∫ t
0
ϕ(Xs(x)) ds = lim
t→+∞
1
t
log ‖P tX(x)|N1x‖ ≥ 0. (2.3)
Let log θ < δ < 0 be arbitrarily small, where θ ∈ (0, 1) is fixed and given by Lemma 2.7.
Thus, there is tδ such that, for any t ≥ tδ,
1
t
log ‖P tX(x)|N1x‖ ≥ δ.
Now, since x ∈ Σ(X), there exist Xn ∈ U , C1-converging to X, and pn ∈ Per(Xn) with
period pin. Notice that lim
n→+∞
pin = +∞, otherwise, by the relation in (2.3), we would
have x ∈ Per(X) with period pi such that P piX(x)|N1x expands, which is a contradiction
because X ∈ G1µ(M). Thus, assuming that pin > tδ, for every n, by continuity of the
dominated splitting, we have that, for n big enough,
‖P pinXn(pn)|N1pn‖ ≥ exp(δpin) > θpin .
But this contradicts (a) in Lemma 2.7, because Xn ∈ U . So, P tX |N1 is uniformly
contracting on M . Analogously, we prove that P tX |N2 is uniformly expanding on M ,
using (b) of Lemma 2.7. Hence, M is uniformly hyperbolic. unionsqu
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Combining the results in this section, we conclude that G1µ(M) = A1µ(M).
2.2.2 Proof of the structural stability conjecture
In this section, we prove the C1-structural stability conjecture for divergence-free
vector fields.
Theorem 5 ([34, Theorem 2]) If X ∈ SS1µ(Md) then X ∈ A1µ(Md), for d ≥ 4.
We start the proof of this result by showing that a C1-structurally stable divergence-
free vector field has no singularities.
Lemma 2.9 If X ∈ SS1µ(M) then Sing(X) = ∅.
Proof: Let X ∈ X1µ(M) be a C1-structurally stable vector field and let V be a small
enough C1-neighborhood of X in X1µ(M), such that any C
1-divergence-free vector field
in V is topologically conjugated to X and the dichotomy in Theorem 2.1 holds for any
X ∈ V .
By contradiction, assume that X has a singularity p. By Lemma 2.3, we can find
Y ∈ V such that p is a linear hyperbolic singularity of saddle-type for Y . Observe
that the first part of the dichotomy stated in Theorem 2.1 cannot hold. In fact, as
explained in Lemma 2.5, if there are positive constants τ and `, such that P tY admits
an `-dominated splitting over the Y t-orbit of any q ∈ Perτ (Y ), then we conclude that
M\Sing(Y ) is `-dominated. But this is not possible, by Proposition 2.1. Therefore,
the second part of the dichotomy of Theorem 2.1 should work. However, since Y is
topologically conjugated to X ∈ SS1µ(M), we cannot find Z ∈ V such that P piZ (x)
has only eigenvalues equal to 1 or −1, for x ∈ Per(Z) with arbitrarily large period pi,
because the existence of a parabolic closed orbit prevents the structural stability (see
[70]). So, a C1-structurally stable divergence-free vector field has no singularities. unionsqu
Now, we are in conditions to go on with the proof of Theorem 5.
Fix X ∈ SS1µ(M) and let V be a small enough C1-neighborhood of X in X1µ(M),
such that any C1-divergence-free vector field in V is topologically conjugated to X. By
contradiction, assume that X is not an Anosov divergence-free vector field. Therefore,
by Theorem 1, X /∈ G1µ(M), meaning that, for any neighborhood U of X there exists
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Y ∈ U such that Y has a non-hyperbolic critical point p. Choosing U = V , observe that,
by Lemma 2.9, the vector field Y has, in fact, a non-hyperbolic closed orbit p. So, there
exists a C1-vector field Y ∈ V , topologically conjugated to X, with a non-hyperbolic
closed orbit p with period pi. Hence P piY (p) has an eigenvalue with modulus 1. Now, by
Zuppa’s Theorem, there is a smooth Z ∈ V , C1-close to Y , such that P piZ (p) also has
an eigenvalue σ with modulus 1.
Remark 9 In fact, P piZ (p), in the proof, may not have an eigenvalue σ with modulus 1.
In this case, observe that there exists W ⊂ U and Z¯ ∈ W , chosen C1-arbitrarily close
to Z and having an eigenvalue with modulus arbitrarily close to 1. So, by the Franks
Lemma (Theorem 2.4), we can perform an -C1-perturbation Z˜ ∈ W of Z¯, with  > 0
arbitrarily small, such that P pi
Z˜
(p) has an eigenvalue σ¯ with |σ¯| = 1.
Accordingly with Moser’s Theorem (see [58]), there is a smooth conservative change
of coordinates ϕp : Up → TpM such that ϕp(p) = ~0, where Up is a small neighborhood
of the closed orbit p. Let fZ : ϕ
−1
p (Np) → Σ be the Poincare´ map associated to
Zt, where Σ denotes a Poincare´ section through p, and W a C1-neighborhood of fZ .
By the Franks Lemma (Theorem 2.4), taking T a small flowbox of Z [0,t0](p), with
0 < t0 < pi, we have that there are W ∈ V , fW ∈ W and  > 0 such that:
• W t(p) = Zt(p), for any t ∈ R;
• P t0W (p) = P t0Z (p);
• W |T c = Z|T c ;
• for 0 > 0 small,
fW (x) =
{
ϕ−1p ◦ P piZ (p) ◦ ϕp(x) , x ∈ B0(p) ∩ ϕ−1p (Np)
fZ(x) , x /∈ B40(p) ∩ ϕ−1p (Np).
Notice that P piW (p) still has an eigenvalue σ satisfying |σ| = 1. First, assume that σ = 1.
Let K := max
0≤i≤pi
‖P iZ(p)‖ and note that K ≥ 1. Now, define
Iv := {sv : 0 ≤ s ≤ 0/(2K)}
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and observe that ‖u‖ ≤ 0
2K
< 0, for any u ∈ Iv, and ‖P iZ(p)u‖ ≤ K0/(2K) < 0,
for any 0 ≤ i ≤ pi. Taking any x ∈ ϕ−1p (Iv), we have that x = ϕ−1p (u), for some u ∈ Iv.
Thus,
fW (x) = fW (ϕ
−1
p (u)) = ϕ
−1
p ◦ P piZ (p) ◦ ϕp(ϕ−1p (u))
= ϕ−1p ◦ P piZ (p)u = ϕ−1p (u) = x.
This means that any point in ϕ−1p (Iv) is a closed orbit of W with period less or equal
than pi. Recall that W ∈ V and so it is topologically conjugated to X. However, as
shown by Robinson in [69], the set of C1-Kupka-Smale divergence-free vector fields is
a C1-residual subset of X1µ(M). So, X must be topologically conjugated to a Kupka-
Smale approximation, which has only a finite number of closed orbits with period less or
equal than pi, which is a contradiction.
Now, assume that |σ| = 1 but σ 6= 1. However, we point out that, by the Franks
Lemma (Theorem 2.4), we can find W ∈ V such that P piW (p) is a rational rotation. Then,
there is T 6= 0 such that P T+piW (p) has 1 as an eigenvalue. So, we can go on with the
same argument. Hence, a C1-structurally stable divergence-free vector field is Anosov,
which concludes the proof of the structural stability conjecture for C1-divergence-free
vector fields. 
2.2.3 Boundary of A1µ(M)
In this section we prove that the boundary of the set of Anosov C1-divergence-free
vector fields has no isolated points.
Corollary 1 ([34, Corollary 1]) The boundary of the set A1µ(Md), for d ≥ 4, has no
isolated points.
Proof: By contradiction, assume that there exists an isolated vector field X on the
boundary of the set Aµ(Md), for d ≥ 4. In this case, we claim that Sing(X) = ∅. Let
us assume that this claim is not true. If p ∈ Sing(X) is hyperbolic, and so persistent
to small C1-perturbations of X, we can find a divergence-free vector field Y , arbitrarily
close to X, such that Sing(Y ) 6= ∅. But this is a contradiction because X is isolated
on the boundary of A1µ(M) and so Y has to be Anosov. If p is not hyperbolic, by
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Lemma 2.3, we can transform p in a hyperbolic singularity of a vector field Z, C1-close
to X. Thus, as before, we reach a contradiction. So, Sing(X) = ∅ and, by Remark 7,
P tX admits a dominated splitting over M . Therefore, we just have to follow the proof
of Theorem 1, stated in Section 2.2.1, in order to conclude that X ∈ A1µ(M), which is
a contradiction. So, the boundary of the set A1µ(M) cannot have isolated points. unionsqu
2.2.4 Shadowing and uniform hyperbolicity
In this section, we prove that any divergence-free vector field in the C1-interior of the
set of divergence-free vector fields with the shadowing property is uniformly hyperbolic.
Theorem 7 ([33, Theorem 1]) If X ∈ int(S1µ(Md)) then X ∈ A1µ(Md), for d ≥ 3.
Let us start with the proof of a preliminary result. First, we prove that any divergence-
free vector field in the C1-interior of the set of divergence-free vector fields with the
shadowing property has all the closed orbits hyperbolic (see Lemma 2.10). For this, we
adapt the strategy described in [47] by Lee and Sakai. After this, we prove that a vector
field with the described properties does not have singularities. Then, Theorem 7 follows
immediately from Theorem 1.
Lemma 2.10 If X ∈ int(S1µ(M)) then any closed orbit of X is hyperbolic.
Proof: Take X ∈ int(S1µ(M)) and a C1-neighborhood U of X in S1µ(M). Let p be a
point in a closed orbit γ of X with period pi and Up a small neighborhood of p on M .
By contradiction, assume that there is an eigenvalue σ0 of P
pi
X(p) satisfying |σ0| = 1.
Applying Zuppa’s Theorem (Theorem 2.2), there is a smooth vector field Y ∈ U such
that Y pi(p) = p. By Remark 9, recall that Y can be chosen such that P piY (p) has an
eigenvalue σ with |σ| = 1.
Accordingly with Moser’s Theorem (see [58]), there is a smooth conservative change
of coordinates ϕp : Up → TpM such that ϕp(p) = ~0. Recall that fY : ϕ−1p (Np) → Σ
denotes the Poincare´ map associated to Y t, where Σ is a Poincare´ section through p.
Let V be a C1-neighborhood of fY . By the Franks Lemma (Theorem 2.4), taking T a
small flowbox of Y [0,t0](p), with 0 < t0 < pi, there are Z ∈ U , fZ ∈ V and  > 0 such
that:
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• Zt(p) = Y t(p), for any t ∈ R;
• P t0Z (p) = P t0Y (p);
• Z|T c = Y |T c ;
•
fZ(x) =
{
ϕ−1p ◦ P piY (p) ◦ ϕp(x) , x ∈ B0(p) ∩ ϕ−1p (Np)
fY (x) , x /∈ B40(p) ∩ ϕ−1p (Np),
where 0 > 0 is small.
Notice that P piZ (p) still has an eigenvalue σ with modulus 1. Firstly, assume that σ = 1,
fix the associated non-zero eigenvector v such that ‖v‖ = 0/2 and define
Iv := {sv : 0 ≤ s ≤ 1}.
Since Z ∈ S1µ(M), for any  > 0, there is δ > 0 such that any (δ, T )-pseudo-orbit
is -shadowed by some orbit y of Zt, for T > 0. Fix 0 <  <
0
4
. The idea now is to
construct a (δ, T )-pseudo-orbit of Zt, adapting the strategy followed by Lee and Sakai
in [47, Proposition A]. Let us present the highlights of that proof.
Let x0 = p and t0 = 0. Since p is a parabolic closed orbit, we construct a finite
sequence {(xi, ti)}Ii=0, where I ∈ N, ti > 0 and xi ∈ ϕ−1p (Iv), for 1 ≤ i ≤ I, such that:
• xI = ϕ−1p (v);
• dist(Zt(fZ(xi)), Zt(xi+1)) < δ, for |t| ≤ T and 0 ≤ i ≤ I − 1;
• Zti(xi) = fZ(xi), for 1 ≤ i ≤ I.
So, taking Sn :=
∑n
i=0 ti, for 0 ≤ n ≤ I, the map ψ : R→M defined by
ψ(t) =

Zt(x0) , t < 0
Zt−Sn(xn+1) , Sn ≤ t < Sn+1, 0 ≤ n ≤ I − 2
Zt−SI−1(xI) , t ≥ SI−1,
is a (δ, T )-pseudo-orbit of Zt. So, since Z ∈ U , there is a reparametrization α ∈ Rep()
and a point y ∈ B(p) ∩ ϕ−1p (Np,) that -shadows ψ. So, dist(Zα(t)(y), ψ(t)) < , for
any t ∈ R. Note that, since σ = 1,
dist(x0, xI) = dist
(
p, ϕ−1p (v)
)
= dist
(
p, fZ(ϕ
−1
p (v))
)
= ‖v‖ = 0
2
> 2.
46 Conservative dynamics
However, since Z has the shadowing property,
dist(x0, xI) ≤ dist
(
x0, Z
α(SI−1)(y)
)
+ dist
(
Zα(SI−1)(y), ψ(SI−1)
)
< 2,
which is a contradiction.
Now, if |σ| = 1 but σ 6= 1, we point out that, by Theorem 2.4, we can find W ∈ U
such that P piW (p) is a rational rotation. Then, there is T 6= 0 such that P T+piW (p) has 1
as an eigenvalue. Therefore, reproducing the previous argument, we conclude that any
closed orbit of X ∈ int(S1µ(M)) is hyperbolic. unionsqu
Now, by Theorem 1, if we show that any divergence-free vector field in the C1-interior
of the set S1µ(M) has no singularities, we conclude the proof of Theorem 7. Let us prove
it.
Take X ∈ int(S1µ(M)) and let U be a C1-neighborhood of X in S1µ(M), small
enough such that the dichotomy of Theorem 2.1 holds.
By contradiction, assume that Sing(X) 6= ∅ and fix p ∈ Sing(X). By Lemma 2.3,
there is Y ∈ U such that p ∈ Sing(Y ) is linear hyperbolic, and so of saddle-type.
Hence, by Proposition 2.1, P tY does not admit any dominated splitting over M\Sing(Y ).
However, since any closed orbit of Y is hyperbolic (Lemma 2.10), it is straightforward
to see that, reproducing the techniques used in the proof of Lemma 2.5, P tY admits a
dominated splitting over M\Sing(Y ). Therefore, Sing(X) = ∅. 
2.2.5 Expansiveness and uniform hyperbolicity
In this section we show that a divergence-free vector field in the C1-interior of the
set of expansive divergence-free vector fields is uniformly hyperbolic.
Theorem 8 ([33, Theorem 1]) If X ∈ int(E1µ(Md)) then X ∈ A1µ(Md), for d ≥ 3.
The proof of Theorem 8 follows a similar strategy to that one described in the
previous section. Thus, let us start with the proof of the following result, based on the
ideas of Moriyasu, Sakai and Sun, in [57].
Lemma 2.11 If X ∈ int(E1µ(M)) then any closed orbit of X is hyperbolic.
Proof: Consider X ∈ int(E1µ(M)) and a C1-neighborhood U of X in E1µ(M). Let p be
a point in a closed orbit γ of X with period pi and Up a small neighborhood of p on M .
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By contradiction, assume that there is an eigenvalue σ0 of P
pi
X(p) such that |σ0| = 1.
Applying Zuppa’s Theorem (Theorem 2.2), there is Y ∈ U such that Y ∈ X∞µ (M),
Y pi(p) = p and P piY (p) has an eigenvalue σ such that |σ| = 1, as explained in Remark 9.
Let ϕ and fY be as in the proof of Lemma 2.10 and fix a C
1-neighborhood V of
fY . By the Franks Lemma (Theorem 2.4), taking T a small flowbox of Y [0,t0](p), with
0 < t0 < pi, there are Z ∈ U and fZ ∈ V such that:
• Zt(p) = Y t(p), for any t ∈ R;
• P t0Z (p) = P t0Y (p);
• Z|T c = Y |T c ;
•
fZ(x) =
{
ϕ−1p ◦ P piY (p) ◦ ϕp(x) , x ∈ B/4(p) ∩ ϕ−1p (Np)
fY (x) , x /∈ B(p) ∩ ϕ−1p (Np).
Observe that P piZ (p) still has an eigenvalue σ with modulus 1.
Since Z ∈ E1µ(M), for a sufficiently small  > 0, there is 0 < δ <  such that, if
x, y ∈M satisfy dist(Zt(x), Zα(t)(y)) ≤ δ, for any t ∈ R and for some continuous map
α : R → R with α(0) = 0, then y = Zs(x), where |s| ≤ . So, take 0 < δ′ < δ such
that if x, y ∈M satisfy dist(x, y) < δ′ then dist(Zt(x), Zt(y)) < δ, for 0 ≤ t ≤ pi.
As shown in the proof of Lemma 2.10, it is enough to assume that the eigenvalue σ
is equal to 1. Fix a non-zero eigenvector v associated to σ such that ‖v‖ < δ′. Now,
choose ϕ−1p (v) ∈ ϕ−1p (Np)\{p} and observe that
fZ(ϕ
−1
p (v)) = ϕ
−1
p ◦ P piY (p) ◦ ϕp(ϕ−1p (v)) = ϕ−1p ◦ P piY (p)(v) = ϕ−1p (v).
Thus, dist(p, ϕ−1p (v)) = dist(p, fZ(ϕ
−1
p (v))) = ‖v‖ < δ′ and, by the choice of δ′, we
have that dist(Zt(p), Zt(ϕ−1p (v))) < δ, for any 0 ≤ t ≤ pi. Then, there is a continuous
function α : R → R, with α(0) = 0, such that dist(Zt(p), Zα(t)(ϕ−1p (v))) < δ, for
every t ∈ R. Since Z ∈ E1µ(M), we have that ϕ−1p (v) = Zs(p), for |s| ≤ . This
is a contradiction, because ϕ−1p (v) ∈ ϕ−1p (Np)\{p}. Hence, any closed orbit of X in
int(E1µ(M)) is hyperbolic. unionsqu
Now, we remark that, in [28, Lemma 1], Bowen and Walters prove that if p ∈ M
is a singularity of an expansive vector field then there is  > 0 such that B(p) = {p}.
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Therefore, since M is a connected manifold, M must be regular. So, in particular, if
X ∈ int(E1µ(M)) then Sing(X) = ∅. Anyway, as explained before, we can also adapt
the proof of Lemma 2.5 in order to prove that M is regular. Hence, by Theorem 1,
int(E1µ(M)) ⊂ A1µ(M).
2.2.6 Heterodimensional cycles and uniform hyperbolicity
In this section, we show that divergence-free vector fields with a heterodimensional
cycle are C1-dense in the complement of the C1-closure of Anosov divergence-free vector
fields.
Theorem 9 ([34, Theorem 3]) If X ∈ X1µ(Md), for d ≥ 4, then X can be C1-
approximated by an Anosov divergence-free vector field, or else by a divergence-free
vector field exhibiting a heterodimensional cycle.
In order to prove this result, we start by showing two auxiliary results. The first one
states that, C1-generically, a far from heterodimensional cycles divergence-free vector
field has all the critical points hyperbolic and with constant index. This happens be-
cause, if we allow the existence of a C1-generic divergence-free vector field having two
critical points with different indices, we can perturb it in order to construct a heterodi-
mensional cycle. Recall that FC1µ(M) denotes the set of far from heterodimensional
cycles divergence-free vector fields and that KS1µ(M) is the Kupka-Smale residual set in
X1µ(M).
Lemma 2.12 There exists a residual set S ⊂ FC1µ(M) such that, for any X ∈ S, all
the critical points of X are hyperbolic and their index is constant.
Proof: Let S := FC1µ(M)∩KS1µ(M), which is a C1-residual subset of FC1µ(M). Ob-
serve that, by definition of S, any critical point of X ∈ S is hyperbolic. Consider
X ∈ S with two hyperbolic critical points ∆X and ΓX with different indices, say
ind(∆X) < ind(ΓX). Notice that ∆X and ΓX can be closed orbits or singularities.
Fix pX ∈ ∆X and qX ∈ ΓX . Let U be an arbitrarily small C1-neighborhood of X in
X1µ(M), such that the analytic continuation of pX and qX , say pY and qY , is well defined
for any Y ∈ U .
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By Theorem 2.5, there exists a topologically mixing Y ∈ U ∩ S. Hence, since M is
compact, Y has a dense orbit on M . So, fixing p ∈ W sY (pY ) and q ∈ W uY (qY ), Y has
an orbit which passes arbitrarily close to p and q. Therefore, applying the conservative
version of the Connecting Lemma for flows (see [79]), there exists Y¯ ∈ U ∩ S such
that W s
Y¯
(pY¯ ) and W
u
Y¯
(qY¯ ) intersect transversely. Repeating the previous argument, we
obtain Y˜ ∈ U ∩ S, C1-arbitrarily close to Y¯ , such that W u
Y˜
(pY˜ ) ∩W sY˜ (qY˜ ) 6= ∅, but
also W s
Y˜
(pY˜ ) ∩W uY˜ (qY˜ ) 6= ∅. This happens because the first connection is C1-robust
and so it persists to small C1-perturbations. Thus, Y˜ ∈ S exhibits a heterodimensional
cycle, which can be a periodic, a singular or a mixed heterodimensional cycle. But this
is a contradiction, because X ∈ FC1µ(M). Then, any critical element of X in S is
hyperbolic and has constant index. unionsqu
The next lemma allows us to prove that a far from Anosov C1-divergence-free vector
field can be C1-approximated by a divergence-free vector field exhibiting a heterodimen-
sional cycle.
Lemma 2.13 If X ∈ X1µ(M)\A1µ(M) then X can be C1-approximated by a divergen-
ce-free vector field with a heterodimensional cycle.
Proof: Assume that X ∈ X1µ(M)\A1µ(M). So, by Theorem 1, X belongs to
X1µ(M)\G1µ(M). So, for any Y ∈
(
X1µ(M)\G1µ(M)
) ∩ KS1µ(M) ∩ PR1µ(M), C1-ar-
bitrarily close to X, there exists a hyperbolic closed orbit pY of Y , with period piY and
index u. Let W be a small C1-neighborhood of Y such that the analytic continuation
of pY , say pZ , is well defined for any Z ∈ W .
As Y belongs to the open set X1µ(M)\G1µ(M), for any C1-neighborhood V of Y in
X1µ(M)\G1µ(M), there is a vector field Z ∈ W∩V , C1-arbitrarily close to Y , such that Z
has a hyperbolic closed orbit pZ , with period piZ close to piY and index u, corresponding
to the analytic continuation of pY . However, since Z ∈ V , it has a non-hyperbolic
critical point qZ , which can be a singularity or a closed orbit. Let us analyze both cases
separately.
If qZ is a non-hyperbolic singularity of Z, by a C
1-small perturbation of Z, it can
become in a hyperbolic singularity with index v 6= u. Observe that this perturbation can
produce different non-hyperbolic critical points but it does not matter, since we already
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have two hyperbolic critical points with different indices. So, as shown in Lemma 2.12,
we are able to construct a heterodimensional cycle.
Now, assume that qZ is a non-hyperbolic closed orbit of Z. In this case, we start by
applying Zuppa’s Theorem (Theorem 2.2) to increase the differentiability of the vector
field Z from C1 to C4, in order to apply Theorem 2.4, which ensures the existence of a
vector field W ∈ X4µ(M)∩W , C1-close to Y , such that pW and qW are now hyperbolic
closed orbits with different indices. Again, by Lemma 2.12, we can C1-approximate W
by a vector field exhibiting a heterodimensional cycle. unionsqu
By the previous two lemmas, the conclusion of the proof of Theorem 9 becomes
really simple. It is enough to show that X ∈ FC1µ(M) can be C1-approximated by
an Anosov divergence-free vector field. So, take X ∈ FC1µ(M). By Lemma 2.13,
FC1µ(M) ⊂ G1µ(M). Since FC1µ(M) is open in X1µ(M), X can be C1-approximated by
a divergence-free vector field Y ∈ FC1µ(M) ∩ G1µ(M). Finally, Theorem 1 ensures that
Y is Anosov, which concludes the proof. 


CHAPTER
THREE
HAMILTONIAN DYNAMICS
This chapter contains extra definitions and some auxiliary results on Hamiltonian dy-
namics. Afterwards, we prove Lemma 1, Theorem 2, Theorem 3, Theorem 4, Theorem 6,
Theorem 10, Corollary 2 and Corollary 4.
3.1 Definitions and auxiliary results
This section starts with the presentation of some more definitions on Hamiltonian
dynamics. After, we define the transversal Linear Poincare´ flow and we include some
notes on topological dimension. We also describe, for Hamiltonians, homoclinic classes,
resonance relations, pseudo-orbits, perturbation flowboxes, covering families and avoid-
able closed orbits. We end this section with the statement of some perturbation results,
that will be used in Section 3.3.
3.1.1 Some notes on Hamiltonian dynamics
Recall that (M,ω) denotes a symplectic manifold, where M is an even-dimensional
manifold endowed with a symplectic form ω. Recall that a symplectic form is a closed,
bilinear, skew-symmetric and non-degenerate 2-form on the tangent bundle TM . These
properties, on the symplectic form, play an important role in the characterization of the
Hamiltonian dynamics. The non-degeneracy of the form ω guarantees that a Hamiltonian
vector field is well-defined, while the skew-symmetry of ω leads to conservative properties
for the Hamiltonian vector field. Once more, since ω is non-degenerate, given H in
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C2(M,R) and p ∈M , we know that dpH = 0 is equivalent to XH(p) = 0, where dpH
stands for the gradient of H in p ∈M . Therefore, the extreme values of a Hamiltonian H
are exactly the singularities of the associated Hamiltonian vector field XH . Let Per(H)
denote the set of closed orbits of XH and Sing(H) denote the set of singularities of
XH .
We say that H˜ is  − C2-close to H, for  > 0 fixed, if ‖H − H˜‖C2 < , where
‖H − H˜‖C2 denotes the C2-distance between H and H˜.
Given a Hamiltonian level (H, e), let Ω(H|EH,e) be the set of non-wandering points
of H on the energy hypersurface EH,e, that is, the points x ∈ EH,e such that, for every
neighborhood U of x in EH,e, there is T > 0 such that XTH(U) ∩ U 6= ∅.
Fix a Hamiltonian level (H, e). As mentioned in Chapter 1, we want H−1({e}) to
decompose into a finite number of connected components, say H−1({e}) = unionsqIei=1EH,e,i,
for Ie ∈ N. Let us look at the following example.
Example 1: Write H : R2 → R such that
H(x, y) =
 x7 sin
(
1
x
)
, x 6= 0
0 , x = 0.
It is immediate to see that, for e = 0, H−1({e}) corresponds to an infinite number of
connected components. This construction can be made local. A direct consequence
of the Implicit Function Theorem ensures that the absence of singularities is enough to
ensure a finite decomposition of H−1({e}).
By Liouville’s Theorem, the symplectic manifold (M,ω) is also a volume manifold
(see, for example, [2]). This means that the volume form ω2 = ω∧ω induces a measure
µ on M , which is the Lebesgue measure associated to ω2. Notice that the measure µ on
M is preserved by the Hamiltonian flow. So, given a regular Hamiltonian level (H, e),
we induce a volume form ωEH,e on each energy hypersurface EH,e ⊂ H−1({e}):
ωEH,e : TpEH,e × TpEH,e × TpEH,e −→ R
(u, v, w) 7−→ ω2(dpH, u, v, w), ∀ p ∈ EH,e.
The volume form ωEH,e is X
t
H-invariant. Hence, it induces an invariant volume measure
µEH,e on EH,e that is finite, since any energy hypersurface is compact. Observe that,
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under these conditions, we have that µEH,e-a.e. x ∈ EH,e is recurrent, by the Poincare´
Recurrence Theorem.
Definition 3.1 We say that the measure µEH,e is ergodic if, for any X
t
H-invariant subset
S of EH,e, we have that µEH,e(S) = 0 or µEH,e(S) = 1.
Now we state the definition of transitive Hamiltonian level, which is weaker than the
definition of topologically mixing Hamiltonian level (Definition 1.17).
Definition 3.2 A Hamiltonian vector field XH , restricted to a energy hypersurface EH,e,
is transitive if, for any open and non-empty subsets U and V of EH,e, there is τ ∈ R such
that XτH(U)∩V 6= ∅. A regular Hamiltonian level (H, e) is transitive if the Hamiltonian
vector field XH restricted to any energy hypersurface of H
−1({e}) is transitive.
It is well-known that if a Hamiltonian system (H, e, EH,e) is such that µEH,e is ergodic
then XH is transitive on EH,e.
3.1.2 Transversal linear Poincare´ flow and hyperbolicity
This section starts with the definition of the transversal linear Poincare´ flow, which
is based on the definition of linear Poincare´ flow (Definition 2.2). After, we state some
results using this flow.
Consider a Hamiltonian vector field XH and a regular point x in M and let e = H(x).
Define Nx := Nx∩TxH−1({e}), where TxH−1({e}) = Ker dH(x) is the tangent space
to the energy level set. Thus, the (dim(M) − 2)-dimensional bundle Nx is P tXH (x)-
invariant
Definition 3.3 The transversal linear Poincare´ flow associated to H is given by
ΦtH(x) : Nx → NXtH(x)
v 7→ ΠXtH(x) ◦DXHtx(v),
where ΠXtH(x) : TXtH(x)M → NXtH(x) denotes the canonical orthogonal projection.
Observe that ΦtH(x) = P
t
H(x)|Nx .
The proof of the following result can be found, for example, in [2].
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Theorem 3.1 Given a regular point x ∈ EH,e, then ΦtH(x) is a linear symplectomor-
phism for the symplectic form ωEH,e , that is, ωEH,e(u, v) = ωEH,e(Φ
t
H(x) u,Φ
t
H(x) v), for
any u, v ∈ Nx.
We recall that the set of symplectomorphisms forms a group under composition, denoted
by Sp(M,ω), called symplectic group.
For any symplectomorphism, in particular for ΦtH(x), we have the following result.
Theorem 3.2 (Symplectic eigenvalue theorem, [2]) Let f ∈ Sp(M,ω), p ∈ M and σ
an eigenvalue of Dpf of multiplicity k. Then 1/σ, σ¯, 1/σ¯ are also eigenvalues of Dfp of
multiplicity k. Moreover, the multiplicity of the eigenvalues +1 and −1, if they occur,
is even.
σ
σ
1
σ
1
σ
Figure 3.1: Spectrum of a symplectomorphism.
The following result is an extension of Lemma 2.2 to the symplectic framework (see
[14, Lemma 2.3]).
Lemma 3.1 Take a Hamiltonian H ∈ C2(M,R) and let Λ be a X tH-invariant, regular
and compact subset of M . Then Λ is uniformly hyperbolic for X tH if and only if the
induced transversal linear Poincare´ flow ΦtH is uniformly hyperbolic on Λ.
So, as explained in Section 2.1.2, we can define a uniformly hyperbolic set as follows.
Definition 3.4 Let H ∈ C2(M,R). An X tH-invariant, compact and regular set Λ ⊂M
is uniformly hyperbolic if NΛ admits a ΦtH-invariant splitting N sΛ ⊕N uΛ such that there
is ` > 0 satisfying
‖Φ`H(x)|N sx‖ ≤
1
2
and ‖Φ−`H (X`(x))|Nu
X`(x)
‖ ≤ 1
2
, for any x ∈ Λ.
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Again, we remark that the constant 1
2
can be replaced by any constant θ ∈ (0, 1).
Now, we state the definition of dominated splitting, by using the transversal linear
Poincare´ flow.
Definition 3.5 Take H ∈ C2(M,R) and let Λ be a compact, X tH-invariant and regular
subset of M . Consider a ΦtH-invariant splitting N = N 1 ⊕ · · · ⊕ N k over Λ, for
1 ≤ k ≤ dim(M) − 2, such that all the subbundles have constant dimension. This
splitting is dominated if there exists ` > 0 such that, for any 0 ≤ i < j ≤ k,
‖Φ`H(x)|N ix‖ · ‖Φ−`H (X`(x))|N j
X`(x)
‖ ≤ 1
2
, ∀ x ∈ Λ.
In the remaining of this section, we expose some results concerning on dominated
splitting.
In the presence of a weakly hyperbolic closed orbit, the next two lemmas, due to
Bessa and Dias, give us conditions to create a nearby elliptic closed orbit via a small
perturbation.
Lemma 3.2 ([15, Proposition 3.2]) Let H ∈ Cs(M4,R), 2 ≤ s ≤ ∞, and  > 0.
There is θ > 0 such that for any closed hyperbolic orbit Γ with period τ > 1 and angle
between N uq and N sq smaller than θ, for q ∈ Γ, there is H˜ ∈ C∞(M4,R), -C2-close to
H, for which Γ is an elliptic closed orbit with period τ .
Lemma 3.3 ([15, Proposition 3.3]) Let H ∈ Cs(M4,R), 2 ≤ s ≤ ∞,  > 0 and
θ > 0. There exist positive constants ` and T , with (T >> `), such that, if a hyperbolic
closed orbit Γ with period τ > T has no `-dominated splitting and is such that the
angle between N+q and N−q is greater or equal than θ for all q ∈ Γ, then there exists
H˜ ∈ C∞(M4,R), -C2-closed to H, for which Γ is an elliptic closed orbit with period
τ .
Conversely, the absence of elliptic periodic orbits for all nearby perturbations implies
uniform bounds on the hyperbolic orbits with large enough period. This is an immediate
consequence of the two previous lemmas.
Lemma 3.4 Let H ∈ Cs(M4,R), for 2 ≤ s ≤ ∞, and  > 0. Set θ = θ(,H),
` = `(, θ) and T = T (`) given by Lemma 3.2 and Lemma 3.3. Assume that every
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Hamiltonian H˜, -C2-close to H, do not admit elliptic closed orbits. Then, for every
such H˜, any closed orbit with period larger that T is hyperbolic, `-dominated and with
angle between its stable and unstable directions bounded from bellow by θ.
Now, we present a result that we do not use directly. In fact, we appeal to tech-
niques involved in its proof. Roughly speaking, the authors show in the proof that, for
almost every point, either we have a dominated splitting, or else we can have Lyapunov
exponents arbitrarily close to zero.
Theorem 3.3 ([14, Theorem 2]) There exists a C2-dense subset D of C2(M4,R) such
that, if H ∈ D then there exists an invariant decomposition M = D ∪ Z, unless a zero
measure set, satisfying:
• D = ∪n∈ND`n , where D`n is a set with `n-dominated splitting for ΦtH ;
• X tH has zero Lyapunov exponents, for any point p ∈ Z.
3.1.3 Topological dimension
The definition of topological dimension of a topological space X, denoted by dim(X),
is not unique. However, on separable metrizable spaces all of them are equivalent. We
state a well-known recursive definition of topological dimension that is is due, indepen-
dently, to Menger and Urysohn (see [55, 76]) although its intuitive content goes back to
Poincare´. In this formulation, the dimension of a space is the least integer d for which
every point has arbitrarily small neighborhoods whose boundaries have dimension less
than d.
Definition 3.6 Let d ≥ 0. We say that X satisfies dim(X) ≤ d if there exists a basis
of X made up of open sets whose boundaries have dimension less or equal than d− 1.
Also, we say that X has dimension d if dim(X) ≤ d is true and dim(X) ≤ d − 1 is
false. Empty sets have dimension −1.
The following result relates the topological dimension with the Lebesgue measure.
Theorem 3.4 (Szpilrajn, [45]) Let X ⊂ Rd be a topological space. If X has zero
Lebesgue measure then dim(X) < d.
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3.1.4 Homoclinic classes
Given a hyperbolic closed orbit of saddle-type γ of a Hamiltonian H, with period pi,
and p ∈ γ. As in Definition 2.5, we define the stable and unstable manifolds of γ by
W s,uH (γ) =
⋃
0≤t≤pi
X tH(W
s,u
H (p)).
The homoclinic class of γ is defined by
Hγ,H = W sH(γ)>∩W uH(γ),
where S stands for the closure of the set S and >∩ denotes the transversal intersection
of manifolds.
It is well-known that a non-empty homoclinic class is invariant by the flow, has a dense
orbit, contains a dense set of closed orbits and is transitive. Moreover, the hyperbolic
closed orbits of some index are dense in the homoclinic class (see [4], for example).
3.1.5 Resonance relations
Consider H ∈ C2(M,R) and recall that dim(M) = 2d. Let {σ1, ..., σ2d} denote
the set of eigenvalues of DXH(p), if p ∈ Sing(H), or of DXpiH(q), if q ∈ Per(H) has
period pi. A resonance relation between {σ1, ..., σ2d} is an equality of the type
σi =
2d∏
j=1
σ
kj
j ,
for some i ∈ {1, ..., 2d} and some natural numbers k1, ..., k2d such that either ki 6= 1,
or else there exists j 6= i such that kj 6= 0.
Since ΦpiH(q) is a symplectomorphism, the following trivial resonance relations are
satisfied:
σi = σi
d∏
k=1
(σkσd+k)
αk ,
for naturals αk. A resonance relation different from these ones is called a non-trivial
resonance relation. Robinson proved in [69] that, C2-generically, there are not non-
trivial resonance relations.
Theorem 3.5 [69, Theorem 1] There is a residual R in C2(M,R) such that, for any
H ∈ R, any p ∈ Sing(H) and any q ∈ Per(H) with period pi, the eigenvalues of
DXH(p) and of DX
pi
H(q) do not satisfy non-trivial resonance relations.
60 Hamiltonian dynamics
We observe that, if we fix H in the previous residual set R, sometimes we say that
Sing(H) and Per(H) do not satisfy non-trivial resonances.
3.1.6 Pseudo-orbits
In this section we state the definition of pseudo-orbit for Hamiltonians, adapted from
the one introduced by Bowen, in [27].
Definition 3.7 Consider a Hamiltonian system (H, e, EH,e) and  > 0. A sequence
{xi}ni=0 on EH,e, with n ∈ N, is an -pseudo-orbit on EH,e if dist(X1H(xi), xi+1) < , for
any i ∈ {0, ..., n− 1}.
x
y
X1H(x)
x1
X1H(x1)
x2
X1H(x2)x3
X1H(x3)
X1H(x4)
x4
x5
X1H(x5)
EH,e
Figure 3.2: Representation of a pseudo-orbit on EH,e.
The length of the pseudo-orbit is equal to n.
Remark 10 For divergence-free vector fields, and so for Hamiltonian vector fields, we
have that Ω(H|EH,e) = EH,e. Therefore, any x, y ∈ EH,e are connected by an -pseudo-
orbit, for any  > 0.
3.1.7 Lift axiom
Fix a regular point p ∈ M and a small neighborhood Up of p. By the Darboux
Theorem (see, for example, [30, Theorem 1.18]), there is a smooth symplectic change of
coordinates ϕp : Up → TpM , such that ϕp(p) = ~0. Denote by Np,δ the ball centered in
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~0 at the normal fiber at p and with radius δ > 0. For a given δ > 0 depending on p, let
fH : ϕ
−1
p (Np,δ)→ ϕ−1XτH(p)(NXτH(p),1) be the canonical Poincare´ time-τ arrival map asso-
ciated to H, for τ > 0. Note that if p ∈ Per(H) has period pi then we can chose any
0 < τ < pi.
In [66], when proving the Closing Lemma for Hamiltonians, Pugh and Robinson show
that the lift axiom is satisfied for Hamiltonians and they obtain the closing from the
lifting. In rough terms, lifting is a way of pushing the orbits along a given direction by a
small Hamiltonian perturbation, C2-close to the identity. We never have to push in the
direction of increasing energies. The key point on using the C1 topology of XH is that:
”we can lift points p in prescribed directions v with results proportional to the support
radius” ([66, pp. 266]).
Lift Axiom for Hamiltonians. Consider a Hamiltonian H ∈ C2(M,R) and let
U be a C2-neighborhood of H. Then there are 0 <  ≤ 1 and a continuous function
δ : M\Sing(H) → (0, 1), both depending on H and on U , such that, for any p ∈ M
and v ∈ Np,δ(p) ∩ ϕp(H−1(H(p))), there exists H˜ ∈ U satisfying:
• f−1H ◦ fH˜(p) = ϕ−1p (v);
• supp(XH˜ − XH) is contained in the flowbox T =
⋃
t∈(0,T ) X
t
H(B‖v‖(p)), where
B‖v‖(p) is taken in a transversal section of p and T = T (y) is such that T (p) = 1
and X
T (y)
H (y) ∈ B‖v‖(XH(p)), for any y ∈ B‖v‖(p);
• if several such perturbations are made in disjoint flowboxes then their union-
perturbation is also realizable by a Hamiltonian.
3.1.8 Perturbation flowboxes
Consider the standard cube R2d, tilled by smaller cubes by homotheties and trans-
lations. Given a symplectic chart ϕ : U → R2d, for U ⊂ EH,e, the ϕ-pre-image of any
tilled cube in ϕ(U) is called tiled cube of the chart (U,ϕ) and it is denoted by C. Note
that C =
m⋃
k=1
Tk, with m ∈ N, where each Tk is called a tile of C.
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EH,e
ϕ
R2d
U
ϕ(U)
T1
T2
Tm
Figure 3.3: Representation of a tiled cube of the chart (U,ϕ).
Let us now state the definition of pseudo-orbit preserving the tiling.
Definition 3.8 Consider a Hamiltonian system (H, e, EH,e), a tiled cube of a chart
C =
m⋃
k=1
Tk and a constant T > 0. We say that the pseudo-orbit {xi}ni=0 on EH,e, with
n ∈ N, preserves the tiling in the injective flowbox
FH(C, T ) =
⋃
t∈[0,T ]
X tH(C)
if:
a) x0, xn /∈ FH(C, T );
b) for any i ∈ {1, ..., n− 1},
• if xi ∈ Tk then X−1H (xi+1) ∈ Tk, for some k ∈ {1, ...,m};
• if xi ∈ XjH(C) then xi+1 = X1H(xi), for some j ∈ {1, ..., T − 1}.
EH,e
x0
X1H (x0)
x1
xi
X1H (x1)
T1
xi+1
X1H (xi)X1H (T1)
xi+2
X2H (T1)
xi+T−1
XT−1
H
(T1)
xi+T
XTH (T1)
X1H (xi+T )
xi+T+1
X1H (xi+T+1)
xn
Figure 3.4: Representation of a pseudo-orbit preserving the tiling.
This definition asserts that the intersection of the pseudo-orbit {xi}ni=0 with the
flowbox FH(C, T ) is an union of segments {xj, ..., xj+T} such that xj ∈ C and
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xj+k = X
k
H(yj), for every k ∈ {1, ..., T}, where yj is a point in the same tile of
xj. Observe that if a pseudo-orbit preserves the tiling then we just have to take care
about the jumps of the pseudo-orbit outside
⋃
t∈[1,T−1]X
t
H(C).
As Pugh and Robinson explained in [66], local perturbations on H do not change
the energy hypersurfaces in the bottom and in the top of the flowboxes where the
perturbations take place. So, we are allowed to push along the energy levels. This
property motivates the following definition of perturbation flowbox.
Definition 3.9 Fix a Hamiltonian system (H, e, EH,e),  > 0 and an -C2-neighborhood
U of H. A tiled cube C is an -perturbation flowbox of length T for (H,U) if, for any
pseudo-orbit {xi}ni=0 on EH,e preserving the tiling in FH(C, T ), there is H˜ ∈ U , such
that H˜ = H outside FH(C, T − 1), and a pseudo-orbit {yj}mj=0 on EH˜,e, with m ∈ N,
such that:
• y0 = x0 and ym = xn;
• H˜(yj) = e, for any j ∈ {0, ...,m};
• the intersection of the pseudo-orbit {yj}mj=0 with FH(C, T ) is an union of segments
{yi, ..., yi+T} such that yi ∈ C and yi+k = XkH˜(yi), for every k ∈ {1, ..., T}. More-
over, the segments of {yj}mj=0 that do not intersect
⋃
t∈[1,T−1]
X tH(C) are segments
of the initial pseudo-orbit {xi}ni=0, where the starting point belongs to XTH(C) or
coincides with x0 and the ending point belongs to C or coincides with xn.
x0
T1
EH˜,e
XTH(T1)
T2
XTH(T2)
EH,e
perturbation
xn
Figure 3.5: Perturbation in a tiled cube.
We call support of a perturbation flowbox C, say supp(C), to the union
⋃
t∈[0,T ]
X tH(C¯).
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The Hayashi Connecting Lemma is a key ingredient to prove the Connecting Lemma
for pseudo-orbits of Hamiltonians (Lemma 1) and, as stated in [79], it can be adapted
for Hamiltonians. From Definiton 3.9, we can extract a slightly stronger statement of
the Connecting Lemma for Hamiltonians in [79, Theorem E], which can be seen as a
theorem of existence of perturbation flowboxes.
Theorem 3.6 Given a Hamiltonian system (H, e, EH,e) and  > 0, there exists T > 0
such that if any tiled cube C on EH,e is a flowbox of length T then C is an -perturbation
flowbox of length T .
From the previous definitions and theorem, the following proposition follows imme-
diately.
Proposition 3.1 Consider a Hamiltonian system (H, e, EH,e) and let U be a C2-neigh-
borhood of H. For any pseudo-orbit {xi}ni=0 on EH,e preserving the tiling in a flowbox,
there exist H˜ ∈ U and t > 0, such that H˜(x0) = e and X tH˜(x0) = xn on EH˜,e.
In fact, flowbox after flowbox, the Connecting Lemma for pseudo-orbits of Hamiltoni-
ans (Lemma 1) erases all the jumps of the pseudo-orbit. However, notice that the jumps
of a pseudo-orbit have no reason to respect the tiling of some perturbation flowbox. To
deal with this difficulty, we introduce the concept of covering families and of avoidable
closed orbits.
3.1.9 Covering families
Given a Hamiltonian system (H, e, EH,e), we want to cover the orbits on EH,e by
a family of perturbation flowboxes, with pairwise disjoint supports. Let U be a C2-
neighborhood of H and let C denote a family of perturbation flowboxes for (H,U), with
pairwise disjoint supports, and V denote a family of non-empty open subsets of EH,e
with pairwise disjoint supports.
Definition 3.10 The family C =
m⋃
k=1
Tk, for m ∈ N, is a covering family of EH,e if, for
any x ∈ EH,e, there exist t > 0 and 1 ≤ k ≤ m such that X tH(x) ∈ int(Tk).
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EH,e
T1x0
x1
T2
Xt1H (x1)
Xt0H (x0)
Xt3H (x3)
x3
Xt2H (x2)
x2
T3
Figure 3.6: Representation of a covering family of EH,e.
In general, if EH,e has closed orbits with small period then EH,e has not a covering
family. In fact, this kind of closed orbits is disjoint from the perturbation flowboxes.
This motivates the definition of covering families outside V = ∪rj=1Vj. The sets Vj
(1 ≤ j ≤ r) are, in fact, neighborhoods of these closed orbits with small period.
The following definition is an adaption of [8, Definition 3.2] for Hamiltonians.
Definition 3.11 Fix a Hamiltonian system (H, e, EH,e),  > 0 and an -C2-neighbor-
hood U of H. A perturbation flowbox C for (H,U) is a covering family of EH,e outside
V if there are
• t > 0 and  > 0;
• an open set Wj and a compact set Fj, such that Fj ⊂ Wj ⊂ Vj, for every
j ∈ {1, ..., r};
• a finite family of compacts D =
s⋃
i=1
Di on EH,e, such that every Di is contained
in the interior of a tile of C;
• two parts Da,j and Do,j of D such that the support of the tiles of C containing
this compacts is contained in Vj, for any j ∈ {1, ..., r},
such that
a) any segment of any -pseudo-orbit on EH,e with length greater or equal than t
meets a compact Fj or a compact of D;
b) any segment of any -pseudo-orbit on EH,e starting outside Vj and ending inside
Wj meets a compact of Da,j, for any j ∈ {1, ..., r};
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c) any segment of any -pseudo-orbit on EH,e starting inside Wj and ending outside
Vj meets a compact of Do,j, for any j ∈ {1, ..., r};
d) for any j ∈ {1, ..., r} and for any compact sets Da ⊂ Da,j and Do ⊂ Do,j, there
exists a pseudo-orbit with jumps inside the tiles of C, with starting point inside Da
and ending point inside Do.
Da
T1
W1
V1
F1
Do
T4
T2 T3
Da
W1
V1
T1
F1
Do
T4
T2
T3
Figure 3.7: Covering family of EH,e outside V.
Roughly speaking, C is a covering family of EH,e outside V if any pseudo-orbit returns
regularly to a compact D ⊂ int(Tk), for some 1 ≤ k ≤ m, during the time it passes out
of V . If the pseudo-orbit takes a long time to return to another compact set D˜ ⊂ D,
it approaches some compacts Fj ⊂ Vj. For this, the pseudo-orbit must go through an
entrance compact Da ⊂ D and then through an exit compact Do ⊂ D. Moreover, we
can even switch the segment of the pseudo-orbit between Da and Do by a pseudo-orbit
with jumps inside the tiles of C.
3.1.10 Avoidable closed orbits
Consider a Hamiltonian system (H, e, EH,e) and a closed orbit γ of H on EH,e. Let
U be a C2-neighborhood of H and fix T > 0 and p ∈ γ. The next definition is adapted
from [8, Definition 3.10] for Hamiltonians.
Definition 3.12 A closed orbit γ is avoidable for (U , T ) if, for any neighborhood V0
of γ and for any t > 0, there exist  > 0, open neighborhoods W and V of γ, such
that W ⊂ V ⊂ V0, and a perturbation flowbox C for (H,U) of length T with disjoint
supports, such that:
a) the support of C is contained in V ;
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b) there exist two families of compacts Da and Do contained in the interior of the
tiles of C such that
• any segment of any -pseudo-orbit on EH,e starting outside V and ending
inside W has a point in a compact of Da;
• any segment of any -pseudo-orbit on EH,e starting inside W and ending
outside V has a point in a compact of Do;
c) for any compacts Da ∈ Da and Do ∈ Do, there exist a pseudo-orbit on EH,e, with
jumps inside the tiles of C, starting in Da and ending in Do;
d) for any x in C, the time taking by XTH(x) to return to supp(C) is bigger than t.
Da
T1
V
V0
γ
W
Do
T5 T4
T3T2
V0
V
γ
W
Da
T1 Do
T5 T4
T3T2
Figure 3.8: Representation of an avoidable closed orbit γ.
Therefore, a closed orbit γ is avoidable for (U , T ), for fixed T > 0, if, for any t > 0,
there exists a family C of perturbation flowboxes for (H,U) of length T such that, given
a pseudo-orbit with starting and ending points far from γ, but passing very close of γ,
we can exchange the segments of the pseudo-orbit passing close of γ by segments of
another pseudo-orbit with jumps inside the tiles Tk (1 ≤ k ≤ m).
A closed orbit can be even characterized as uniformly avoidable.
Definition 3.13 Let (H, e, EH,e) be a Hamiltonian system and U a C2-neighborhood
of H. The closed orbits of H on EH,e are called uniformly avoidable if they are isolated
and there exists a constant T > 0 such that any closed orbit of H on EH,e is avoidable
for (U , T ).
This kind of orbits is used to derive perturbation flowboxes with disjoint supports,
in such a way that the pseudo-orbits stay away from closed orbits with small period.
68 Hamiltonian dynamics
We anticipate that, if EH,e has no orbits with small period and has all the closed orbits
uniformly avoidable then we will be able to build a covering family of perturbation
flowboxes for EH,e, as shown in Proposition 3.3, in Section 3.2.
3.1.11 C2-perturbation results
In this section, we state some perturbation lemmas for the Hamiltonian setting,
namely the Closing Lemma, the Pasting Lemma and the Franks Lemma.
The first perturbation result is a version of the Closing Lemma for Hamiltonians that
we obtain by combining Arnaud’s Closing Lemma (see [7]) with Pugh and Robinson’s
Closing Lemma for Hamiltonians (see [66]). It states that the orbit of a non-wandering
point can be approximated, for a very long time, by a closed orbit of a nearby Hamilto-
nian.
Lemma 3.5 Fix H1 ∈ C2(M,R). Let x ∈ M be a non-wandering point and , r and
τ positive constants. Then, there exist H2 ∈ C2(M,R), a closed orbit γ of H2 with
period pi, p ∈ γ and a map g : [0, τ ]→ [0, pi], close to the identity, such that:
• H2 is -C2-close to H1;
• dist
(
X tH1(x), X
g(t)
H2
(p)
)
< r, 0 ≤ t ≤ τ ;
• H2 = H1 on M\A where A =
⋃
0≤t≤τ
(
Br
(
X tH1(p)
))
.
The next lemma is a version of the C1-Pasting Lemma ([6], Theorem 3.1) for Hamil-
tonians. Actually, in the Hamiltonian setting, the proof of this result is much more
simple.
Lemma 3.6 (Pasting Lemma for Hamiltonians) Fix H1 ∈ Cr(M,R), 2 ≤ r ≤ ∞, and
let K be a compact subset of M and U a small neighborhood of K. Given  > 0, there
exists δ > 0 such that if H2 ∈ Cs(M,R), for 2 ≤ s ≤ ∞, is δ-Cmin{r,s}-close to H1 on
U then there exist H3 ∈ Cs(M,R) and a closed set V such that:
• K ⊂ V ⊂ U ;
• H3 = H2 on V ;
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• H3 = H1 on U c;
• H3 is -Cmin{r,s}-close to H1.
UVK
R
H3
H2
H1
Figure 3.9: Perturbation given by the Pasting Lemma for Hamiltonians.
Proof: Consider {U1, U2} an open cover of M , such that U1 := U and U2 does not
contain K. Then, there is a smooth partition of unity {α1, α2}, subordinate to {U1, U2},
such that αi : M → [0, 1] satisfies supp(αi) ⊆ Ui, for i = 1, 2, and α1(x) + α2(x) = 1,
for any x ∈M .
Letting V := U c2 and H3 := α1H2 + (1− α1)H1, we have that:
- K ⊂ V ⊂ U ;
- H3 = H2 on V , since α1(x) = 1 and α2(x) = 0, for any x ∈ V ;
- H3 = H1 on U c, since α1(x) = 0 and α2(x) = 1, for any x ∈ U c;
- ‖H3 −H1‖Cmin{r,s} ≤ max{α1(x)} ‖H2 −H1‖Cmin{r,s} = ‖H2 −H1‖Cmin{r,s} < δ,
since, by hypothesis, H2 and H1 are δ-C
min{r,s}-close. So, for δ > 0 sufficiently small,
we are done. unionsqu
This result allows us to realize C1-local perturbations in the Hamiltonian setting.
The last perturbation result, due to Vivier, is a version of Franks’ Lemma for Hamil-
tonians (see [78]). Roughly speaking, it says that a perturbation of the transversal linear
Poincare´ flow can be realized as a linear Poincare´ flow of a Hamiltonian.
Lemma 3.7 (Vivier, [78]) Take H1 ∈ C2(M,R),  > 0, τ > 0 and x ∈M . Then, there
exists δ > 0 such that for any flowbox F(x) of an injective arc of orbit X [0,t]H1 (x), with
t ≥ τ , and a transversal symplectic δ-perturbation F of ΦtH1(x), there is H2 ∈ C2(M,R)
satisfying:
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• H2 is -C2-close to H1;
• ΦtH2(x) = F ;
• H1 = H2 on X [0,t]H1 (x) ∪ (M\F(x)).
3.2 Proof of the Connecting Lemma for pseudo-orbits
This section contains the proof of the Connecting Lemma for pseudo-orbits of Hamil-
tonians.
Lemma 1 [Connecting Lemma for pseudo-orbits of Hamiltonians] Let (M,ω) denote a
compact, symplectic 2d-manifold, for d ≥ 2. Take H ∈ C2(M,R) and a regular energy
e ∈ H(M), such that the eigenvalues of any closed orbit of H do not satisfy non-
trivial resonances. Then, for any C2-neighborhood U of H, for any energy hypersurface
EH,e ⊂ H−1({e}) and for any x, y ∈ EH,e connected by an -pseudo-orbit, for  > 0,
there exist H˜ ∈ U and t > 0 such that e = H˜(x) and X t
H˜
(x) = y, on the analytic
continuation EH˜,e of EH,e.
x
y
x
y
X1H(x)
x1
X1H(x1)
x2
X1H(x2)x3
X1H(x3)
X1H(x4)
x4
x5
X1H(x5)
EH,e EH˜,e
perturbation
Figure 3.10: Perturbation given by the Connecting Lemma for pseudo-orbits.
As explained in [8, 24] and in [11], the proof of the Connecting Lemma for pseudo-
orbits is splitted in three main parts. The first step to prove Lemma 1 concerns on local
perturbations. These perturbations motivate the definition of perturbation flowboxes
whose support must be in the interior of small open sets, pairwise disjoint till a sufficiently
large number of iterates. Separately, we need to analyze the dynamics near closed
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orbits with small period because these orbits are not contained in any perturbation
flowbox. Finally, we must analyze the global dynamics, in order to cover any orbit with
perturbation flowboxes.
This strategy was firstly followed by Bonatti and Crovisier for diffeomorphisms (see
[24]). Later, jointly with Arnaud (see [8]), these authors proceeded with this methodol-
ogy to get the proof of the Connecting Lemma for pseudo-orbits of symplectomorphisms.
The main novelties in the symplectomorphisms context are the need for the perturba-
tions to be symplectic and also that the closed orbits can be stably elliptic. This means
that the symplectomorphisms case cannot be reduced to the one treated in [24], where
the closed orbits are assumed to be hyperbolic. That is why, in [8], the authors prove
this result for symplectomorphisms, by doing the necessary changes.
For the Hamiltonian case, recall that the transversal linear Poincare´ flow is, is fact, a
symplectomorphism and observe that we are assuming the absence of singularities on the
energy hypersurfaces. Keeping in mind the strategy described in [8], the novelties in the
proof of the Connecting Lemma for pseudo-orbits of Hamiltonian are the statement of
adequate definitions and, since the energy hypersurfaces are invariant by the Hamiltonian
flow, the need for the pseudo-orbit being completely contained in the same energy
hypersurface. Hence, we have to ensure the creation of symplectic perturbations without
leaving the initial energy hypersurface. Recall that the energy hypersurface is indexed to
the Hamiltonian. Thus, it may change when we perturb the Hamiltonian. That is why,
in the statement of Lemma 1, we want the energy of the points in the pseudo-orbit to be
kept constant, even if we C2-perturb the Hamiltonian. However, since we are allowed to
push along the energy levels (see [66, §9(a)]), the arguments stated in [8] can be adapted
to the Hamiltonian case. At the end, we have a version of the Connecting Lemma for
pseudo-orbits of Hamiltonians, where the condition on the persistence of the energy of
the pseudo-orbit is trivially satisfied. Let us briefly explain how to prove Lemma 1.
Arnaud, Bonatti and Crovisier proved, in [8, Proposition 4.2], that if the eigenvalues
of any closed orbit of a symplectomorphism do not satisfy non-trivial resonance relations,
then the closed orbits are uniformly avoidable. Therefore, since the transversal linear
Poincare´ flow is a symplectomorphism, the following proposition follows directly for
Hamiltonians.
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Proposition 3.2 Consider a Hamiltonian H ∈ C2(M,R). If, for any closed orbit p of
H with period pi, the eigenvalues of ΦpiH(p) do not satisfy non-trivial resonances then
the closed orbits of H are uniformly avoidable.
As explained before, to prove this proposition, the authors take into account that
the closed orbits can be hyperbolic (case analyzed in [24]) but also completely elliptic
or elliptic (see Definition 2.1 for more details).
Observe that, by the previous proposition, Theorem 3.5 implies that the closed orbits
of a C2-generic Hamiltonian are uniformly avoidable.
Now, by Proposition 3.2, to prove the Connecting Lemma for pseudo-orbits of Hamil-
tonians it is enough to show the following result.
Theorem 3.7 Consider a Hamiltonian system (H, e, EH,e) such that the closed orbits
of H on EH,e are uniformly avoidable. Then, for any C2-neighborhood U of H and for
any x, y ∈ EH,e, there is H˜ ∈ U and t > 0, such that H˜(x) = e and X tH˜(x) = y, on the
analytic continuation EH˜,e of EH,e.
It is obvious that Theorem 3.7 follows immediately if y ∈ OH(x). In fact, to prove
Lemma 1, it is enough to show Theorem 3.7 for some kind of points x, y ∈ EH,e.
Lemma 3.8 ([8, Lemma 3.12]) Consider a Hamiltonian system (H, e, EH,e) such that
the closed orbits on EH,e are isolated. Take any x, y ∈ EH,e such that y /∈ OH(x). Then,
there exist x˜ and y˜, arbitrarily close to x and y, such that either y˜ ∈ OH(x˜), or else x˜
and y˜ are not closed orbits.
Recall that a uniformly avoidable closed orbit is indeed isolated. So, by the previous
lemma, the proof of Lemma 1 is reduced to the proof of Theorem 3.7, when x, y are
not closed orbits. In fact, if y /∈ OH(x) and x or y are closed orbits, we just have to
apply Theorem 3.7 to x˜ and y˜, given by Lemma 3.8. Then, a Hamiltonian perturbation
of the identity sends x, y into x˜, y˜, and it allows us to conclude the result for any x and
y in EH,e.
Recall that H satisfies the lift axiom and that any two distinct points x, y ∈ EH,e
are connected by an -pseudo-orbit, for any  > 0. Therefore, by Lemma 3.8, we can
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reduce the proof of Theorem 3.7, and so of the Connecting Lemma for pseudo-orbits of
Hamiltonians, to the proof of Proposition 3.3 and Proposition 3.4 bellow.
Proposition 3.3 Take a Hamiltonian system (H, e, EH,e), such that H satisfies the lift
axiom and any closed orbit of H on EH,e is uniformly avoidable. Let U0 be a C2-
neighborhood of H and x, y ∈ EH,e be such that x, y /∈ Per(H) and y /∈ OH(x). Then
there exist a neighborhood U ⊂ U0 of H, a family of disjoint open sets V and a family of
perturbation flowboxes C for (H,U) with disjoint supports, both V and C not containing
x nor y, such that C is covering EH,e outside V .
In this case, we want to build a family of perturbation flowboxes in a neighborhood
of closed orbits. Let us sketch the proof of this proposition, adapting the ideas of the
proof in [8, Proposition 3.13].
We want to construct finitely many disjoint perturbation flowboxes, whose union
meets every orbit of EH,e, called topological tower of order T . Clearly, the existence
of closed orbits with small period, even in a finite number, goes against the existence
of a topological tower. However, if we construct a perturbation flowbox C, covering
EH,e outside a finite family of disjoint open sets V = ∪ji=1Vi, we can include any closed
orbit with small period in the interior of some Vi. In this case, we have a finite family
of disjoint perturbation flowboxes C far from closed orbits with small period. Now, it
remains to show how can we build these disjoint perturbation flowboxes with length T .
Remark 11 We state the definition of a flow, built under a ceiling function h. Consider
a measure space Σ, a map R : Σ → Σ, a measure µ˜ in Σ and an integrable function
h : Σ→ [c,+∞], with c > 0 and ∫
Σ
h(x)dµ˜(x) = 1. The flow
Ss : Σ× R −→ Σ× R
(x, r) 7→
(
Rk(x), r + s−
k−1∑
i=0
h(Ri(x))
)
,
where k ∈ Z is uniquely defined by
k−1∑
i=0
h(Ri(x)) ≤ r + s <
k∑
i=0
h(Ri(x)), is called a
special flow. In fact, the flow Ss moves the point (x, r) to (x, r + s) at velocity one,
until it hits the graph of h. After this, the point returns to Σ and continues its journey.
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The Ambrose-Kakutani’s Theorem states that a flow having the set of critical points
with zero Lebesgue measure is isomorphic to a special flow (see [3]).
Recall that any closed orbit of H on the regular energy hypersurface EH,e is uniformly
avoidable, and so isolated. Then, H has a finite number of closed orbits with small
period. Therefore, by Ambrose-Kakutani’s Theorem in [3], ϕtH is equivalent to a special
flow. Now, following [12, Section 3.6.1], with the obvious changes, we can build a
topological tower with very high towers in order to have enough time to perform a lot
of small non-overlapped perturbations.
The next proposition, jointly with Proposition 3.3, finishes the proof of Lemma 1.
Proposition 3.4 Consider a Hamiltonian system (H, e, EH,e) and a neighborhood U of
H. Let C denote a family of perturbation flowboxes for (H,U) covering EH,e outside a
family of open sets V . Take any x, y ∈ EH,e outside the support of C and outside of any
V ∈ V . Then there exist H˜ ∈ U and t > 0, such that H˜(x) = e and X t
H˜
(x) = y, on
the analytic continuation EH˜,e of EH,e.
By Proposition 3.1, if the hypothesis of the previous proposition ensure that a pseudo-
orbit connecting x and y preserves the tiling of C, then we are done. In fact, as explained
in Section 3.1.9, given that the perturbation flowbox C covers EH,e outside V , every orbit
on EH,e spends a uniformly bounded time to return to the interior of any tile of C. It
is straightforward to see that the same holds for any -pseudo-orbit, with small  > 0.
Moreover, if we choose  > 0 even smaller, we can modify the pseudo-orbit in such a
way that, whenever the pseudo-orbit returns to the interior of some tile, we add at this
time all the next jumps of the pseudo-orbit until the next return to a tile, defining, in this
way, a new jump. The final jump respects the tile and is small, because the number of
grouped jumps is uniformly bounded. In this way, we construct a pseudo-orbit preserving
the tiling of C.
3.3 Proof of the Hamiltonian results
This section includes the proof of Theorem 2, Theorem 3, Theorem 4, Theorem 6,
Corollary 2, Corollary 4 and Theorem 10.
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3.3.1 Openness and structural stability
Following classic arguments of hyperbolic dynamics, in this section, we prove the
openness and the structural stability of Anosov Hamiltonian systems defined on any even-
dimensional symplectic manifold (see, for example, [29, 46]). For this, the continuity of
hyperbolic sets plays an important role.
Let us start with the definition of α-cones. Consider a Hamiltonian H ∈ C2(M,R)
and let Λ be a regular, X tH-invariant and uniformly hyperbolic subset of M with decom-
position NΛ = N−Λ ⊕N+Λ . Since the subbundles N− and N+ are continuous, we extend
them to continuous subbundles N˜− and N˜+, defined on a regular neighborhood U of
Λ. Fix x ∈ U and v ∈ Nx and let v = v− + v+, with v− ∈ N−x and v+ ∈ N+x . For
α > 0, define the stable and unstable cones of size α by
K−α (x) =
{
v ∈ Nx :
∥∥v+∥∥ ≤ α ∥∥v−∥∥} ,
K+α (x) =
{
v ∈ Nx :
∥∥v−∥∥ ≤ α ∥∥v+∥∥} .
K+α (x)
K−α (x)
N+x
N−x
Figure 3.11: Representation of the stable and unstable cones.
Now, we prove the following standard proposition.
Proposition 3.5 Consider H ∈ C2(M,R) and Λ ⊂ M a compact, regular and X tH-
invariant set. Suppose that there are m ∈ N, α > 0 and continuous subspaces N˜−x and
N˜+x , for every x ∈ Λ, such that Nx = N˜−x ⊕ N˜+x , and that the α-cones K−α (x) and
K+α (x), determined by the subspaces, satisfy
• ΦtH(x)
(
K+α (x)
) ⊂ K+α (X tH(x)), for t ≥ 0;
• Φ−tH
(
X tH(x)
)(
K−α
(
X tH(x)
)) ⊂ K−α (x), for t ≥ 0;
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• ‖ΦmH(x)v‖ < ‖v‖, for any v ∈ K−α (x)\ {0};
• ∥∥Φ−mH (x)v∥∥ < ‖v‖, for any v ∈ K+α (x)\ {0}.
Then Λ is a uniformly hyperbolic set.
Proof: By compactness of Λ and of the unit tangent bundle of M , there is a constant
θ ∈ (0, 1) such that ‖ΦmH(x)v‖ ≤ θ ‖v‖, for any v ∈ K−α (x) and
∥∥Φ−mH (x)v∥∥ ≤ θ ‖v‖,
for any v ∈ K+α (x).
Now, for any x ∈ Λ, define
N−x :=
⋂
n∈N0
Φ−nH
(
XnH(x)
)
K−α
(
XnH(x)
)
and
N+x :=
⋂
n∈N0
ΦnH
(
X−nH (x)
)
K+α
(
X−nH (x)
)
.
Obviously, we have that Nx = N−x ⊕ N+x and that the fibers are ΦtH-invariant. Also,
observe that N−x ⊂ K−α (x) and N+x ⊂ K+α (x). So, ‖ΦmH(x)v‖ ≤ θ ‖v‖, for any v ∈ N−x
and
∥∥Φ−mH (x)v∥∥ ≤ θ ‖v‖, for any v ∈ N+x . Thus, by Definition 3.4, Λ is a uniformly
hyperbolic set. unionsqu
Now, we prove the openness of the set A2ω(M).
Theorem 2 ([13, Theorem 3]) The set A2ω(M2d) is open, for d ≥ 2.
Proof: The proof of the openness follows standard cone-fields arguments that can be
found, for instance, in the book of Brin and Stuck (see [29]).
Fix d ≥ 2. According to Definition 1.7, we want to prove that, given a Hamiltonian
system (H, e, EH,e) ∈ A2ω(M2d), there exist a C2-neighborhood U of H and  > 0 such
that, for any H˜ in U and any e˜ ∈ (e− , e+ ), the Hamiltonian system (H˜, e˜, EH˜,e˜) is
also Anosov.
Assume that (H, e, EH,e) ∈ A2ω(M2d). Since (H, e, EH,e) is Anosov, we have that
EH,e is uniformly hyperbolic and that NEH,e admits the ΦtH-invariant and hyperbolic
splitting
NEH,e = N−EH,e ⊕N+EH,e .
Since EH,e is regular, its analytic continuation EH˜,e˜ is well-defined over a small neighbor-
hood W of EH,e. Then, we continuously extend N− and N+ over EH,e to N˜− and N˜+
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overW . Choosing α > 0 andW small enough, for any EH˜,e˜ ∈ W , the stable and unsta-
ble α-cones, determined by N˜− and N˜+, satisfy the assumptions of Proposition 3.5 for
Φt
H˜
on EH˜,e˜. This means that EH˜,e˜ is uniformly hyperbolic. So, the Hamiltonian system
(H˜, e˜, EH˜,e˜) is Anosov, for any H˜ ∈ U and any e˜ ∈ (e− , e+ ). unionsqu
We end this section with the proof of the structural stability of Anosov Hamiltonian
systems.
Theorem 3 ([13, Theorem 3]) The elements of A2ω(M2d) are C2-structurally stable,
for d ≥ 2.
Proof: Fixing d ≥ 2 and (H, e, EH,e) ∈ A2ω(M2d), we have that EH,e is uniformly
hyperbolic and regular. So, the measure µEH,e is well-defined and is preserved by the
flow X tH |EH,e (see Section 3.1.1). Hence, by the Anosov Theorem (see [5]), µEH,e is
ergodic.
Now, taking an arbitrarily small neighborhoodW of EH,e, there exist a C2-neighbor-
hood U of H and  > 0 such that, for any H˜ ∈ U and any e˜ ∈ (e−, e+), the analytic
continuation EH˜,e˜ is well-defined. There is η > 0 such that, for any H˜ ∈ U , η-C2-close
to H, and any δ > 0, there is a compact, X t
H˜
-invariant and hyperbolic set Λ˜ and a
homeomorphism h : EH,e → Λ˜, with dist(id, h) + dist(id, h−1) < δ, that maps orbits
of X tH to orbits of X
t
H˜
, preserving their orientation (see, for example, [46, Theorem
18.2.3]).
Now, it is enough to prove that Λ˜ = EH˜,e˜. By compactness, EH,e has a dense
orbit and so, since h takes orbits into orbits, there is also a dense orbit in Λ˜. Hence,
densely, the H˜-image of the points in Λ˜ is constant. Now, extending to the closure,
we conclude that there exists e˜ ∈ (e − , e + ) such that Λ˜ ⊂ EH˜,e˜. By the openness
of Anosov Hamiltonian systems, we have that (H˜, e˜, EH˜,e˜) is still Anosov and so, by
Anosov’s theorem, µEH˜,e˜ is ergodic. Thus, once Λ˜ ⊂ EH˜,e˜ is compact and X tH˜-invariant,
we must have µEH˜,e˜(Λ˜) = 0, or else µEH˜,e˜(Λ˜) = µEH˜,e˜(EH˜,e˜). If µEH˜,e˜(Λ˜) = 0 then, by
Theorem 3.4, dim(Λ˜) < 2d − 1. However, this is not possible because, given that the
homeomorphism h preserves the topological dimension, dim(Λ˜) = dim(EH,e) = 2d− 1.
Therefore, µEH˜,e˜(Λ˜) = µEH˜,e˜(EH˜,e˜) and, by compactness, we have that Λ˜ = EH˜,e˜.
Hence, there is a homeomorphism from EH,e to EH˜,e˜, preserving orbits and their
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orientations. This means that (H, e, EH,e) ∈ A2ω(M2d) is C2-structurally stable, for any
d ≥ 2. unionsqu
Remark 12 Since the homeomorphism h can be chosen arbitrarily close to the identity,
we proved, in fact, that Anosov Hamiltonian systems are strongly C2-structurally stable.
3.3.2 Star property and uniform hyperbolicity
In this section, we show that a Hamiltonian star system, defined on a 4-dimensional
symplectic manifold, is an Anosov Hamiltonian system.
Theorem 4 ([13, Theorem 1]) If (H, e, E?H,e) ∈ G2ω(M4) then (H, e, E?H,e) ∈ A2ω(M4).
The proof of this result is splitted into two lemmas. The first lemma deals with con-
ditions that assure the existence of a dominated splitting on a given energy hypersurface
(see Lemma 3.9). After that, in Lemma 3.10, we show how to derive uniform hyper-
bolicity from the existence of a dominated splitting in the 4-dimensional Hamiltonian
setting.
We observe that, whenever dim(EH,e) = 3, EH,e is called an energy surface instead
of energy hypersurface.
Lemma 3.9 If (H, e, E?H,e) ∈ G2ω(M4) then ΦtH admits a dominated splitting over E?H,e.
Proof: Fix (H, e, E?H,e) ∈ G2ω(M4). Then there exist a C2-neighborhood U of H and
 > 0 such that, for any H˜ ∈ U and any e˜ ∈ (e − , e + ), the analytic continuation
EH˜,e˜ of EH,e also has all the closed orbits hyperbolic. Observe that, since E?H,e is regular,
the invariant volume measure µE?H,e is well-defined on E?H,e (see Section 3.1.1).
By contradiction, assume that ΦtH does not admit a dominated splitting over E?H,e.
Then there exist a µE?H,e-positive measure and X
t
H-invariant set B ⊂ E?H,e such that B
does not admit a dominated splitting for ΦtH . In this case we claim that
Claim 3.1 For any ` ∈ N, there exists a µE?H,e-positive measure and X tH-invariant subset
of B, say Γ`, such that Γ` does not admit an `-dominated splitting for Φ
t
H .
If this claim is not true, there exists ` ∈ N such that any Γ`, in the above conditions,
admits an `-dominated splitting for ΦtH . But, taking Γ` := B, we reach a contradiction,
since B does not admit a dominated splitting for ΦtH .
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By hypothesis, given  > 0, any Hamiltonian H˜ ∈ U , -C2-close to H, has no elliptic
closed orbits. Then, by Lemma 3.4, for every such a Hamiltonian H˜, there are constants
θ = θ(,H), ` = `(, θ) and T = T (`) such that any closed orbit with period larger than
T is `-dominated and the angle between its stable and unstable directions is bounded
from below by θ. Notice that these closed orbits are all hyperbolic.
Since E?H,e is a compact energy surface and µE?H,e is X tH-invariant, we can apply the
Poincare´ Recurrence Theorem on E?H,e. Let R be a measurable subset of Γ` with µE?H,e-
total measure in Γ`, given by the Poincare´ Recurrence Theorem with respect to XH |E?H,e .
Then, µE?H,e(R) = µE?H,e(Γ`).
We observe that the set of closed orbits with period less than k ∈ N is a set of
zero measure. Let Q denote the subset of points of Γ` having zero Lyapunov exponents
for XH on E?H,e. We want to choose a point x ∈ Q ∩ R. If µE?H,e(Q) > 0, we are
done. Now, let us consider the reverse case. Assume that µE?H,e-a.e. point x in Γ` has
a nonzero Lyapunov exponent for XH |E?H,e , that is, µE?H,e(Q) = 0. In this case, the idea
is to choose x ∈ R and use the techniques involved in the proof of Theorem 2, in [14],
in order to force the decay of the Lyapunov exponents. So, for ` sufficiently large and
η > 0 arbitrarily small, there exist T0 > 0 and H1 ∈ U , C2-close to H, such that x has
Lyapunov exponents less than η for XH1|E?H1,H1(x) , that is,
exp(−ηt) < ∥∥ΦtH1(x)∥∥ < exp(ηt), for any t > T0.
Now, fixing δ ∈ (0, log 2
2`
)
and η < δ, there is Tx ∈ R such that
exp(−δt) < ∥∥ΦtH1(x)∥∥ < exp(δt), for any t ≥ Tx.
Notice that we can assume Tx ≥ T . Given that x ∈ R, we can apply the Closing
Lemma for Hamiltonians (Lemma 3.5) and conclude that the X tH1-orbit of x can be
approximated, for a very long recurrent time T˜ > Tx, by a closed orbit of a C
1-close
flow X tH2 : given r, T˜ > 0, we can find H2 ∈ U , C2-close to H1, a closed orbit Γ of H2
with period pi as large as we want, Tˆ > T˜ and g :
[
0, T˜
]
→ [0, pi], close to the identity,
such that, for p ∈ Γ in E?H2,H2(p),
• dist
(
X tH1(x), X
g(t)
H2
(p)
)
< r, for 0 ≤ t ≤ Tˆ ;
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• H1 = H2 on M\
⋃
0≤t≤Tˆ
(
Br
(
X tH1(x)
))
.
Letting r be small enough, we also have that
exp(−δpi) < ∥∥ΦpiH2(p)∥∥ < exp(δpi), (3.1)
where pi > T . Since, by construction, H2 ∈ U and pi > T , by Lemma 3.4, we have that∥∥∥Φ`H2(q)|N−q ∥∥∥ ≤ 12 ∥∥∥Φ`H2(q)|N+q ∥∥∥ ,
for every q in the X tH2-orbit of p. Define pi = X
i`
H2
(p), for i = 0, ..., [pi/`], where
[t] := max {k ∈ Z : k ≤ t}. Since the subbundles N− and N+ are 1-dimensional, we
have that
∥∥∥ΦpiH2(p)|N−p ∥∥∥∥∥∥ΦpiH2(p)|N+p ∥∥∥ =
∥∥∥Φpi−`[pi/`]+`[pi/`]H2 (p)|N−p ∥∥∥∥∥∥Φpi−`[pi/`]+`[pi/`]H2 (p)|N+p ∥∥∥
=
∥∥∥Φpi−`[pi/`]H2 (p)|N−p ∥∥∥∥∥∥Φpi−`[pi/`]H2 (p)|N+p ∥∥∥ ·
[pi/`]∏
i=1
∥∥∥Φ`H2(pi)|N−pi∥∥∥∥∥∥Φ`H2(pi)|N+pi∥∥∥
≤ C(p,H2) ·
(
1
2
)[pi/`]
, (3.2)
where
C(p,H2) := sup
{
0 ≤ t ≤ ` :
∥∥∥ΦtH2(p)|N−p ∥∥∥ · ∥∥∥ΦtH2(p)|N+p ∥∥∥−1}
depends continuously on H2 in the C
2 topology. Then, there exists a uniform bound for
C(p, ·), for any Hamiltonian that is C2-close to H.
If, in Lemma 3.5, we let r be small enough, we can choose pi > T arbitrarily large.
So, inequality (3.2) ensures that
1
pi
log
∥∥∥ΦpiH2(p)|N−p ∥∥∥ ≤ 1pi logC(p,H2) + [pi/`]pi log 12 + 1pi log ∥∥∥ΦpiH2(p)|N+p ∥∥∥ .
Moreover, since
∥∥ΦpiH2(p)∥∥ = ∥∥ΦpiH2(p)|N+x ∥∥ and ΦpiH2 is conservative, the sum of the
Lyapunov exponents is equal to zero, that is,
1
pi
log
∥∥∥ΦpiH2(p)|N−p ∥∥∥ = − 1pi log ∥∥∥ΦpiH2(p)|N+p ∥∥∥ .
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Thus,
2
pi
log
∥∥ΦpiH2(p)∥∥ = 2pi log ∥∥∥ΦpiH2(p)|N+p ∥∥∥ ≥ − 1pi logC(p,H2)− [pi/`]pi log 12
≥ − 1
pi
logC(p,H2) +
1
`
log 2.
Notice that the constants involved in the inequality (3.2) do not depend on pi. Then,
we can choose the period of p large enough such that
1
pi
log
∥∥ΦpiH2(p)∥∥ ≥ 12` log 2 > δ.
This contradicts expression (3.1). Thus, ΦtH admits a dominated splitting over E?H,e. unionsqu
Remark 13 It follows from the previous proof that the conclusion of Lemma 3.9 also
holds if we assume that the energy surface EH,e is regular and far from elliptic orbits,
and the same holds for any analytic continuation of it, instead of belonging to G2µ(M4).
Lemma 3.10 Consider a Hamiltonian system (H, e, EH,e), where EH,e is a 3-dimensional
energy surface. If ΦtH admits a dominated splitting over EH,e then (H, e, EH,e) is an
Anosov Hamiltonian system.
Proof: Consider a Hamiltonian system (H, e, EH,e) such that ΦtH admits a dominated
splitting Nx = N−x ⊕N+x , for any x ∈ EH,e. By Definition 3.5, we have that there exist
` ∈ N and a constant θ ∈ (0, 1) such that
∆(x, `) := ‖Φ`H(x)|N−x ‖ ‖Φ−`H
(
X`H(x)
)|N+
X`
H
(x)
‖ ≤ θ, ∀ x ∈ EH,e.
Observe that, by the chain rule, we have ∆(x, i`) ≤ θi, for any i ∈ N. Furthermore,
every t > 0 can be written as t = i`+ r, where r ∈ [0, `). Since M is compact, we have
that ‖ΦrH‖ is bounded, say by L. So, defining C := θ−
r
`L2 and κ := θ
1
` , we want to
prove that C and κ are directly related with the constants associated to the hyperbolicity
of EH,e. In fact, for every x ∈ EH,e and t > 0, we have that
∆(x, t) = ‖Φi`+rH (x)|N−x ‖‖Φ−i`−rH
(
X i`+rH (x)
)|N+
Xi`+r
H
(x)
‖
= ‖Φi`H
(
XrH(x)
)|N−
Xr
H
(x)
‖‖ΦrH(x)|N−x ‖ ·
· ‖Φ−i`H
(
X i`H(x)
)|N+
Xi`
H
(x)
‖‖Φ−rH
(
X i`+rH (x)
)|N+
Xi`+r
H
(x)
‖
≤ L2 ∆(x, i`) ≤ L2 θi = L2 θ t−r` = θ−r` L2 θ t` = C κt.
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Denote by αt the angle associated to the fibers N−XtH(x) and N
+
XtH(x)
and notice that,
by domination, there exists β > 0 such that αt ≥ β, for any t. Since EH,e is regular and
compact, there is K > 1 such that, for every x ∈ EH,e, K−1 ≤ ‖XH(x)‖ ≤ K. Since
ΦtH is conservative and the subbundles N− and N+ are both 1-dimensional, we have
that
sin(α0) =
∥∥ΦtH(x)|N−x ∥∥∥∥ΦtH(x)|N+x ∥∥ sin(αt)‖XH(X tH(x))‖‖XH(x)‖ .
x
α0 11
‖XH (x)‖
‖XH (Xt(x))‖
αt
‖ΦtH (x)|N−x
‖
‖ΦtH (x)|N+x
‖
XtH (x)
Figure 3.12: Preservation of the volume of a box.
Given t > 0, as 0 < β ≤ αt < pi
2
, it follows that sin(αt) ≥ sin(β). So, taking a
positive C1 := sin(β)
−1 K2C, for any x ∈ EH,e and any t > 0, we have that
∥∥ΦtH(x)|N−x ∥∥2 = sin(α0)sin(αt) ‖XH(x)‖‖XH(X tH(x))‖ ∥∥Φ−tH (x)|N+x ∥∥∥∥ΦtH(x)|N−x ∥∥
≤ sin(β)−1 K2 ∆(x, t) ≤ sin(β)−1 K2 C κt
= C1 κ
t.
Analogously, for any x ∈ EH,e and for any t > 0, it follows that
∥∥Φ−tH (x)|N+x ∥∥2 = sin(αt)sin(α0) ‖XH(X
t
H(x))‖
‖XH(x)‖ ∆(x, t)
≤ sin(β)−1 K2 C κt
= C1 κ
t.
These two inequalities show that EH,e is uniformly hyperbolic for the transversal linear
Poincare´ flow. Then, by Lemma 3.1, EH,e is uniformly hyperbolic for X tH , meaning that
(H, e, EH,e) ∈ A2ω(M4). unionsqu
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Remark 14 Recall that, if the energy e is regular then H−1({e}) decomposes into a
finite number of regular energy hypersurfaces. If each one of these energy hypersurfaces
belongs to G2ω(M4) then, by Theorem 4, we can prove that the energy level set H−1({e})
is Anosov.
3.3.3 Structural stability conjecture
In this section, we prove that C2-structurally stable 4-dimensional Hamiltonian sys-
tems are Anosov.
Theorem 6 ([13, Theorem 2]) If (H, e, EH,e) is a structurally stable Hamiltonian
system then (H, e, EH,e) ∈ A2ω(M4).
Proof: Let (H, e, EH,e) be a C2-structurally stable Hamiltonian system. Then, there
exist a C2-neighborhood U of H and  > 0 such that, for any e˜ ∈ (e− , e+ ) and any
H˜ ∈ U , the analytic continuation EH˜,e˜ is well-defined and there exists a homeomorphism
h : EH,e → EH˜,e˜ preserving orbits and their orientation. In particular, since EH,e is
regular, EH˜,e˜ is also regular. By contradiction, suppose that (H, e, EH,e) is not an Anosov
Hamiltonian system. Therefore, by Lemma 3.10, EH,e does not admit a dominated
splitting. Hence, as explained in Remark 13, there exist H˜ ∈ U and ˜ ∈ (e − , e + )
such that the analytic continuation EH˜,e˜ of EH,e has an elliptic closed orbit. Moreover,
it follows from the proof of Lemma 3.9 that this orbit can be chosen with arbitrarily
large period. Now, applying Frank’s Lemma for Hamiltonians (see [78]) several times,
the idea is to concatenate small rotations, in order to get H¯ ∈ U and ¯ ∈ (e− , e+ )
such that the analytic continuation EH¯,e¯ of EH˜,e˜ exhibits a parabolic closed orbit. We
formalize now this argument.
Consider an elliptic closed orbit p of H˜, with arbitrarily large period p˜i ∈ N, and
θ ∈ [0, ˜pi/2] such that ρ = exp(θi) is a eigenvalue of Φp˜i
H˜
(p). Fix  > 0 and τ > 0 and
let δ > 0 be the constant given by Frank’s Lemma for Hamiltonians (Lemma 3.7). We
write the period p˜i as p˜i =
θ
α
, where 0 < α < δ.
Recall that the special linear group SL(2,R) is the group of all real 2×2 matrices with
determinant of modulus equal to 1 and notice that, once we are in the two-dimensional
case, the symplectic setting is nothing more than the conservative one. Therefore, let
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Rα be the rotation matrix of angle α, where α is chosen such that Rα is C
0-close
to the identity. We observe that Φp˜i
H˜
(p) can be seen as Rθ. So, by Frank’s Lemma
for Hamiltonians (Lemma 3.7), for i = 1, ..., p˜i, for any flowbox Vi of an injective arc
of orbit X
[i−1,i]
H˜
(p) and for a transversal symplectic δ-perturbation Fi of Φ
1
H˜
(X i−1
H˜
(p)),
there exists Hi ∈ C2(M,R) satisfying:
• Hi ∈ U is C2-close to H˜;
• Φ1Hi(X i−1H˜ (p)) = Fi;
• H˜ = Hi on X [0,1]H˜ (X iH˜(p)) ∪ (M\Vi).
Let
Fi := Φ
i
H˜
(p) ◦R−α ◦
[
Φi−1
H˜
(
p
)]−1
and note that Fi is a symplectomorphism, since det Fi = 1. We define H¯ = H˜, on
M \⋃p˜ii=1 Vi, and H¯ = Hi, on Vi, for i ∈ {1, ..., p˜i}. Now, observe that
Φp˜iH¯(p) = Fp˜i ◦ Fp˜i−1 ◦ · · · ◦ F2 ◦ F1 = Φp˜iH˜(p) ◦R−p˜iα
= Φp˜i
H˜
(p) ◦R−θ = id.
Thus, assuming that (H, e, EH,e) is a C2-structurally stable Hamiltonian system, but
not an Anosov Hamiltonian system, we constructed H¯ ∈ U with a parabolic closed orbit
p. But this is a contradiction, since the presence of a parabolic closed orbit prevents the
structural stability (see [70]). Then, a 4-dimensional C2-structurally stable Hamiltonian
system (H, e, EH,e) is Anosov. unionsqu
Remark 15 Notice that Robinson, whilst using different techniques, also proved that
the existence of an elliptic periodic point prevents the structural stability (see [70, The-
orem 6.4]).
3.3.4 Boundary of A2ω(M 4)
As a consequence of Theorem 4, we prove that the boundary of A2ω(M4) has no
isolated points, as stated in Corollary 2.
By contradiction, let (H, e, EH,e) be an isolated point on the boundary of A2ω(M4).
This means that EH,e is not uniformly hyperbolic, but any analytic continuation EH˜,e˜ is
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uniformly hyperbolic, for any H˜ arbitrarily close to H and for any e˜ in a small neighbor-
hood of e. In this case, we claim:
Claim 3.2 If (H, e, EH,e) is an isolated point on the boundary of A2ω(M4) then EH,e has
no singularities.
If this claim is not true, we can find a singularity q in the energy surface EH,e, which
can be hyperbolic, or not. If q is hyperbolic then, since (H, e, EH,e) is isolated on the
boundary of A2ω(M4), an adequate perturbation of (H, e, EH,e) will derive a Hamiltonian
system (H˜, e˜, EH˜,e˜) in A2ω(M4) with a singularity in EH˜,e˜, since hyperbolic singularities
persist to small perturbations. But this is a contradiction. Now, assuming that the
singularity q is not hyperbolic, by a small adequate perturbation of (H, e, EH,e), we can
make it hyperbolic, which, as before, is a contradiction. So, the claim is true.
Now, to conclude the proof of Corollary 2, we follow the ideas presented in the proof
of Theorem 4. Observe that, by Claim 3.2, the energy surface EH,e is regular. So, we start
by proving that ΦtH admits a dominated splitting over EH,e. Recall that, in Lemma 3.9,
the main step is achieved because, given that (H, e, EH,e) ∈ G2ω(M4), elliptic orbits are
not allowed in EH,e, and the same holds for the analytic continuations of EH,e. However,
even without this assumption, we can go on with an identical argument. In fact, since
(H, e, EH,e) is an isolated point on the boundary of A2ω(M4), any perturbed Hamiltonian
system (H˜, e˜, EH˜,e˜), arbitrarily close to (H, e, EH,e), will be in A2ω(M4), preventing the
existence of elliptic closed orbits on EH˜,e˜. Therefore, we also conclude that ΦtH admits
a dominated splitting over EH,e. Now, by Lemma 3.10, we have that the Hamiltonian
system (H, e, EH,e) is Anosov. But this is a contradiction, because we took (H, e, EH,e)
on the boundary of the open set A2ω(M4). So, the boundary of A2ω(M4) cannot have
isolated points. 
3.3.5 Auxiliary lemmas
In this section, we state the proof of some auxiliary results for Hamiltonian systems
defined on a 2d-dimensional symplectic manifold, for d ≥ 2. The first one (Lemma 3.11)
asserts that, C2-generically, the quotient between the period of two distinct closed orbits
of a Hamiltonian is irrational. After, in Lemma 3.12, we show that, given a C2-generic
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Hamiltonian H, there exists an open and dense set in H(M) such that every energy
taken in such a set is regular. Afterwards, we show that, given a C2-generic Hamiltonian
H, there exists an open and dense set in H(M) such that, for every energy e taken in
such a set, the Hamiltonian level (H, e) is transitive (Lemma 3.13).
Lemma 3.11 There is a residualR in C2(M,R) such that, for any H ∈ R, any distinct
p, q ∈ Per(H), with periods pip and piq, satisfy pip
piq
∈ R\Q.
Proof: Fix n ∈ N. By Theorem 3.5, the following set
An :=
{
H ∈ C2(M,R) : Sing(H) and Pern(H) do not satisfy non-trivial resonances
}
is open and dense in C2(M,R). Also, define the open set
Bn :=
{
H ∈ An : if p, q ∈ Pern(H) and p 6= q then pip
piq
/∈ {ri}ni=1
}
,
where {ri}∞i=1 denote the positive rational numbers, with a fixed order.
Now, this proof follows the ideas stated in the proof of [11, Lemma 2.2], but using
the version of the Pasting Lemma for Hamiltonians, proved in Lemma 2.3.
Fix  > 0 and H1 ∈ C2(M,R). By density of An, there is H2 ∈ An, -C2-close to
H1. Recall that, by Proposition 3.2, the closed orbits with period less or equal than n
of H2 are uniformly avoidable, and so isolated. So, Pern(H2) has a finite number of
elements, say {pi}mi=1, for fixed m ∈ N.
Given a positive sequence {si}mi=1, the vector field XHi = 1si+1XH2 is also a diver-
gence-free vector field, for any 1 ≤ i ≤ m. Observe that if we choose si arbitrarily close
to 0 then XHi is -C
2-close to XH2 .
For any 1 ≤ i ≤ m, consider tubular compact neighborhoods Ki of pi, sufficiently
small such that some open neighborhoods Wi of Ki are pairwise disjoint. The idea now
is to apply, recursively, the Pasting Lemma for Hamiltonians (Lemma 3.6), in order to
define H˜m ∈ C2(M,R) such that:
• H˜m is -C2-close to H2, as si converges to 0;
• piH˜m,pi = (1 + si)piH2,pi , for 1 ≤ i ≤ m.
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By a good small choice of the sequence {si}mi=1, we have that H˜m ∈ An and that
piH˜m,pi
piH˜m,pj
/∈ {ri}ni=1, for i 6= j. Thus, H˜m ∈ Bn.
Since Bn is open and dense in C2(M,R), for any n ∈ N, the desired residual subset
of C2(M,R) is given by R := ∩n∈NBn. unionsqu
Lemma 3.12 There is an open and dense set O in C2(M,R) such that, for any H ∈ O,
there is an open and dense set S(H) in H(M) such that, for any energy e ∈ S(H), the
Hamiltonian level (H, e) is regular.
Proof: First, let us observe that Morse functions are C2-open and dense in C2(M,R)
and that a Morse function, defined on a compact manifold, admits only finitely many
critical points (see, for instance, [54]). Let O be the open and dense set of Morse
functions in C2(M,R). So, any H ∈ O has a finite number of singularities and, therefore,
H(M) has a finite number of non-regular elements. Fix H ∈ R and define the C1-open
set,
S(H) := {e ∈ H(M) : XH(p) 6= 0, for any p ∈ H−1({e})}.
We just have to prove that S(H) is dense in H(M), that is, for any δ > 0 and any
e ∈ H(M), there is e˜ ∈ S(H) such that |e− e˜| < δ. So, fix δ > 0 and e ∈ H(M). Note
that if there exists p ∈ H−1({e}) such that X(p) = 0 then it is enough to δ-perturb e
to e˜, in order to have XH(p) 6= 0, for any p ∈ H−1({e˜}). Thus, e˜ ∈ S(H). unionsqu
Lemma 3.13 There is a residual set R in C2(M,R) such that, for any H ∈ R, there
is an open and dense set S(H) in H(M) such that, for every e ∈ S(H),
• H−1({e}) is regular;
• the closed orbits of H in H−1({e}) do not satisfy non-trivial resonances;
• the Hamiltonian level (H, e) is transitive.
Proof: Let R0 be the residual set given by Theorem 3.5 and consider O and S(H),
for H ∈ O, as in Lemma 3.12. Observe that, if e ∈ S(H) then H−1({e}) = unionsqIei=1EH,e,i.
In this case, let {Un}n be a countable basis of open sets on M . Fix 1 ≤ i ≤ Ie and
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define U in := Un ∩ EH,e,i, whenever non-empty. So, {U in}n is a countable basis of open
sets on EH,e,i. We say that H ∈ Pn,m,i,e if[∪t>0X tH(U in)] ∩ U im 6= ∅.
Now, we define the residual set
R := R0 ∩ O ∩
⋂
n,m
(Pn,m,i,e ∪ (Pn,m,i,e)c),
where, given a set S, S¯ stands for its closure and Sc for its complementary.
Fix H ∈ R, e ∈ S(H) and 1 ≤ i ≤ Ie. Thus, H−1({e}) is regular and any closed
orbit of H in EH,e,i do not satisfy non-trivial resonances. Moreover, for all integers n
and m, we have that H ∈ Pn,m,i,e or H ∈ (Pn,m,i,e)c. Observe that if H ∈ Pn,m,i,e, for
all integers n and m and any 1 ≤ i ≤ Ie, then (H, e) is transitive.
So, by contradiction, assume that there are some integers n and m and 1 ≤ i ≤ Ie
such that H ∈ Pn,m,i,e c. Choose x ∈ U in and y ∈ U im. By Remark 10, all points
x, y ∈ EH,e,i are connected by an -pseudo-orbit, for any  > 0. Moreover, since H ∈ R0,
we can apply the Connecting Lemma for pseudo-orbits of Hamiltonians (Lemma 1). So,
for any C2-neighborhood U of H, there exists H˜ ∈ U ∩ R0 ∩ O ∩ Pn,m,˜i,e c such that
e = H˜(x), where U i˜n and U
i˜
m are elements of the basis of the well-defined analytic
continuation EH˜,e,˜i of EH,e,i such that x ∈ U i˜n and y ∈ U i˜m, and there is T > 0 such that
XT
H˜
(x) = y on EH˜,e,˜i. Then H˜ ∈ Pm,n,˜i,e, which is a contradiction. Hence H ∈ Pn,m,i,e,
for all integers n and m and for any 1 ≤ i ≤ Ie. Therefore, (H, e) is transitive, for any
H ∈ R and any e ∈ S(H). unionsqu
3.3.6 Energy hypersurfaces as homoclinic classes
In this section, we want to prove the following corollary of Lemma 3.13.
Corollary 4 There is a residual set R in C2(M,R) such that, for any H ∈ R, there is an
open and dense set S(H) in H(M) such that if e ∈ S(H) then any energy hypersurface
of H−1({e}) is a homoclinic class.
Proof: Let R and S(H), for H ∈ R, be as in Lemma 3.13. Recall that if e ∈ S(H)
then H−1({e}) = unionsqIei=1EH,e,i and, fixing 1 ≤ i ≤ Ie, we can define a countable basis of
open sets {U in}n on the energy hypersurface EH,e,i.
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Let R˜ denote the C2-residual set in C2(M,R) such that, for any H ∈ R˜, Per(H)
are hyperbolic.
Fix H ∈ R∩ R˜ and take a C2-neighborhood U of H such that the analytic contin-
uation pH˜ of a hyperbolic closed orbit pH of H is well-defined, for any H˜ ∈ U . So, for
any integer n, define the open sets
Wn := {H˜ ∈ U : W s,uH˜ (pH˜) ∩ U in 6= ∅}.
We want to show that Wn is a dense subset of U , for any n ∈ N. First, observe that
RU := R∩ U is a dense subset of U such that, for any H˜ ∈ RU , there is an open and
dense set S(H˜) ⊂ H˜(M) such that any e ∈ S(H˜) is regular and (tildeH, e) is transitive.
So, fixing n ∈ N, for any H˜ ∈ RU and any neighborhood V of a hyperbolic closed orbit
pH˜ there exist j, k > 0 satisfying X
j
H˜
(V ) ∩ U i˜n 6= ∅ and X−kH˜ (V ) ∩ U i˜n 6= ∅, where
{U i˜n}n is a countable basis of open sets on EH˜,e,˜i. By Hayashi’s Connecting Lemma
of Hamiltonians (see [79]), there exists a Hamiltonian H¯, C2-close to H˜, such that
H¯ ∈ Wn. Hence, Wn is dense on U , for any n ∈ N. Therefore,
W :=
⋂
n∈N
Wn =
{
H˜ ∈ U : W s,u
H˜
(pH˜) = EH˜,e,˜i
}
is a residual subset of U .
Fix H˜ ∈ R∩W and e ∈ S(H˜). Let {U i˜n}n be a countable basis of open sets on the
energy hypersurface EH˜,e,˜i of H˜−1({e}). Fix n ∈ N and a hyperbolic closed orbit pH˜ of
H˜. Observe that any non-periodic x ∈ U i˜n is an accumulation point of W s,uH˜ (pH˜). By the
Connecting Lemma for Hamiltonians (see [79]), we construct homoclinic intersections
on U i˜n and, by a small C
2-perturbation, we turn it transversal. So, the set
Zn := {H˜ ∈ U : pH˜ has a homoclinic transversal intersection on U i˜n}
is open and dense on U , for any n ∈ N. Therefore, the set
Z :=
⋂
n∈N
Zn = {H˜ ∈ U : HpH˜ ,H˜ = EH˜,e,˜i}
is residual in U . Observe that this is valid for any small C2-neighborhood U of H in
R∩ R˜. So, the set
R1 := {H ∈ C2(M,R) ∩R : HpH ,H = EH,e,i}
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is residual in C2(M,R), for any 1 ≤ i ≤ Ie. Thus, there is a residual set R1 in
C2(M,R) such that, for any H ∈ R1, there is an open and dense set S(H) such that,
for e ∈ S(H), any energy hypersurface of H−1({e}) is a homoclinic class. unionsqu
3.3.7 Generic topological mixing
In this section, we conclude the proof of Theorem 10.
Theorem 10 There is a residual R in C2(M,R) such that, for any H ∈ R, there is
an open and dense set S(H) in H(M) such that, for every e ∈ S(H), the Hamiltonian
level (H, e) is topologically mixing.
Proof: Let R0 be the residual set given by Lemma 3.11, R1 be the residual set given
by Lemma 3.13 and R2 be the residual set given by Corollary 4. Define
R := R0 ∩R1 ∩R2.
Now, we follow the ideas on the proof of [1, Theorem B], making the necessary
adaptations to the Hamiltonian setting.
Fix H ∈ R. Since H ∈ R1, by Lemma 3.13, there is an open and dense set S(H)
such that, for any e ∈ S(H), the Hamiltonian level (H, e) is transitive. So, to conclude
the proof of Theorem 10, we just have to prove that, for any e ∈ S(H), the Hamiltonian
level (H, e) is topologically mixing.
Fix e ∈ S(H) and let EH,e,i be an energy hypersurface of H−1({e}), for 1 ≤ i ≤ Ie.
Let us prove that EH,e,i is topologically mixing, that is, for any open, nonempty subsets
U and V of EH,e,i, there is τ ∈ R such that X tH(U) ∩ V 6= ∅, for any t ≥ τ .
Given that H ∈ R2 and e ∈ S(H), by Corollary 4, EH,e,i is a homoclinic class. Since
hyperbolic closed orbits with the same index are dense in the homoclinic class, we can
find two different hyperbolic closed orbits γ1 and γ2 of H, with period pip and piq, where
p ∈ γ1 and q ∈ γ2, such that ind(γ1) = ind(γ2) and γ1 ∩ U 6= ∅ and γ2 ∩ V 6= ∅.
Moreover, since H ∈ R0, we have that pip
piq
∈ R\Q.
Fix x ∈ γ1 ∩ U , y ∈ γ2 ∩ V and z ∈ W u(x) ∩W s(y). Thus, there is τ1 > 0 such
that
• {X−(τ1+mpip)H (z)}m∈N ⊂ W u(x);
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• lim
m→+∞
X
−(τ1+mpip)
H (z) = x.
Then, there is t1 > 0 such that X
−(t1+mpip)
H (z) ∈ U and, therefore, z ∈ X t1+mpipH (U), for
every m ∈ N. Similarly, there is t2 > 0 and a small  > 0 such that X t2+npiq+sH (z) ∈ V ,
for every n ∈ N and |s| < .
Since
pip
piq
∈ R\Q, observe that the set {mpip +npiq + s : m,n ∈ Z, |s| < } contains
an interval of the form [T,+∞), for some T > 0. This follows from the transitivity of
the future orbits of irrational rotations of the circle. Hence, for any t ≥ t1 + t2 + T ,
there are m,n ∈ N and |s| <  such that t = t1 + t2 + mpip + npiq + s. Then,
X
t2+npiq+s
H (z) ∈ X tH(U)∩V , for any t ≥ t1 + t2 +T . So, EH,e,i is a topologically mixing
energy hypersurface, for any 1 ≤ i ≤ Ie. Therefore, the Hamiltonian level (H, e) is
topologically mixing. unionsqu



CONCLUSIONS AND FUTURE WORK
This thesis is a contribution to the conservative and Hamiltonian dynamical systems
theory.
The first results are on Hamiltonian dynamics and are published in the paper ”On
the stability of the set of hyperbolic closed orbits of a Hamiltonian”, co-authored with
Ma´rio Bessa and Jorge Rocha (see [13]). This work is related with a Man˜e´’s conjecture,
whereby any star system has its non-wandering set hyperbolic (see [50]). Several authors
have been proving results on this conjecture: Man˜e´, for diffeomorphisms (see [53]), Gan
and Wen, for vector fields (see [37]), and Bessa and Rocha, for divergence-free vector
fields defined on a 3-dimensional manifold (see [20]). In this paper, we study this
conjecture for Hamiltonian vector fields defined on a 4-dimensional symplectic manifold.
The biggest challenge was to correctly formulate and adapt the definitions to this new
context. We show that a Hamiltonian star system is Anosov and then that a C2-
structurally stable Hamiltonian system is Anosov. Moreover, we prove the openness
and the structural stability of Anosov Hamiltonian systems defined on a 2d-dimensional
manifold, for d ≥ 2.
The second problem is also related with the Man˜e´ conjecture, mentioned above,
but now for divergence-free vector fields defined on manifolds with dimension greater
than 3. This work, entitled ”Stability properties of divergence-free vector fields”, is a
generalization, for any dimension, of the results in [20] and is available as a preprint (see
[34]). We conclude that a divergence-free star vector field and that a structurally stable
divergence-free vector field are, in fact, Anosov divergence-free vector fields. Moreover,
we describe a general scenario for conservative dynamics in high dimensions. Now,
we know that any divergence-free vector field can always be C1-approximated by an
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Anosov divergence-free vector field, or else by a divergence-free vector field exhibiting a
heterodimensional cycle.
Some results concerning about shadowing, Lipschitz shadowing and expansiveness
properties have been emerging, following the results of Man˜e´ for diffeomorphism in [51].
We emphasize the works of Sakai, for diffeomorphism (see [73]), and of Moriyasu, Sakai
and Sun and of Lee and Sakai, for vector fields (see [57, 47]). We contribute to these
schemes by showing that a divergence-free vector field in the C1-interior of the set of
divergence-free vector fields satisfying the shadowing property is Anosov. The same
conclusion is derived if the divergence-free vector field is taken in the C1-interior of
the set of divergence-free vector fields satisfying the Lipschitz shadowing property or
in the C1-interior of the set of expansive divergence-free vector fields. These results
are contained in the paper, ”Shadowing, expansiveness and stability of divergence-free
vector fields”, available as a preprint (see [33]).
The last result is a generalization, to the Hamiltonian context, of a theorem due to
Bonatti and Crovisier, which states that, C1-generically, a conservative diffeomorphism
is transitive (see [24]). This result was also extended for C1-symplectic diffeomorphisms
defined on a symplectic manifold (see [8]) and for divergence-free vector fields (see
[11]). Our contribution is on to show that, for a C2-generic Hamiltonian H, there exists
an open and dense set S(H) in H(M) such that, for any e ∈ S(H), any connected
component of H−1({e}) is topologically mixing. An important step to obtain this result
is the formulation and proof of the connecting lemma for pseudo-orbits of Hamiltonians,
which we also state.
Beyond the results proved in this thesis, there are other problems to explore in the
future.
We expect that the results stated in the paper ”On the stability of the set of hy-
perbolic closed orbits of a Hamiltonian” can, perhaps, be improved, by generalizing the
results for Hamiltonians defined on 2d-dimensional symplectic manifold, for d > 2.
We also would like to show if a Hamiltonian in the C2-interior of the sets of Hamil-
tonians satisfying the shadowing property, or the Lipschitz shadowing property, or the
expansiveness property is an Anosov Hamiltonian system. Again, an important steep to
prove these results is the statement of proper definitions for the Hamiltonian context.
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There are also a lot of interesting dichotomic results that are not yet proven for Hamil-
tonian systems. We emphasize the Newhouse dichotomy (see [71]) and the Man˜e´-Bochi
dichotomy (see [23]). We remark that the generalization of the Newhouse dichotomy
for Hamiltonians requires the transitivity property to be generic, which is already proved
in this thesis.
To finish, a very attractive project is to prove the generic ergodicity among partial
hyperbolic Hamiltonians, by generalizing the results in [10].
These are just some projects that can contribute to the development of the Hamil-
tonian theory.
We hope you find these results interesting and we expect to keep going on con-
tributing to the development of the conservative and Hamiltonian dynamical systems
theory.



APPENDIX
In this additional chapter, we state a different proof of the Lemma 2.6, in Chap-
ter 2.2.1. This proof uses a generalization, for the high-dimensional context, of the
adopted techniques in the proof of Lemma 3.1 in [20]. However, by Lemma 2.5, we
already know that a vector field in G1µ(M) has not singularities.
Lemma 2.6 If X ∈ G1µ(M) then P tX admits a dominated splitting over M .
Proof: Consider X ∈ G1µ(M) and a C1-neighborhood U of X in G1µ(M), small enough
such that the dichotomy in Theorem 2.1 holds. By Lemma 2.5, we have that M is
regular. Thus, P tX is well defined on M and there exists V ⊂ U , a C1-neighborhood of
X in G1µ(M), whose elements do not have singularities. By contradiction, assume that
M does not admit a dominated splitting. In this case, we claim that
Claim 3.3 For any ` ∈ N, there exists a measurable, X t-invariant set Γ` ⊂ M such
that µ(Γ`) > 0 and Γ` does not have an `-dominated splitting for P
t
X .
In fact, if this claim is not true, there exists ` ∈ N such that M has an `-dominated
splitting for P tX , which contradicts our assumption.
The existence of these sets Γ` without an `-dominated splitting (` ∈ N), allows us to
use the techniques developed in the proof of [17, Theorem 1], where the authors show
that, for any  > 0, there exists a large enough ` ∈ N such that, for any arbitrarily small
η > 0 and for µ-almost every point x ∈ Γ`, we can find t0 > 0 and X1 ∈ U , -C1-close
to X, satisfying
exp(−ηt) < ‖P tX1(x)‖ < exp(ηt), ∀ t > t0.
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Now, let R ⊂ Γ` be the full µ-measure set of recurrent points with respect to X1,
given by the Poincare´ Recurrence Theorem, and let Zη ⊂ Γ` be the set of points with
Lyapunov exponent, associated to X1, less than η. Therefore, fixing δ ∈
(
0, log 2
(n−1)`
)
and
η < δ, given x ∈ Zη ∩R, there exists tx ∈ R such that
exp(−δt) < ‖P tX1(x)‖ < exp(δt), ∀ t > tx.
Now, once x ∈ Zη ∩ R, by the volume-preserving Closing Lemma (Theorem 2.4),
the X t1-orbit of x can be approximated by a closed orbit γ, with period pi, of a C
1-close
vector field X2 ∈ U . So, letting r > 0 be small enough in Theorem 2.4, τ > 0 as in
Theorem 2.1 and fixing p ∈ γ, we can choose pi > τ , arbitrarily large, such that
exp(−δpi) < ‖P piX2(p)‖ < exp(δpi). (3.3)
Recall that, since X2 ∈ U , the X2-closed orbit γ with period pi > τ is hyperbolic.
Hence, by Theorem 2.1, there is `0 > 0 such that P
t
X2
admits an `0-dominated splitting
Nq = N
1
q ⊕ · · · ⊕Nkq , for 2 ≤ k ≤ n− 1, such that
‖P `0X2(q)|N iq‖ · ‖P−`0X2 (q)|Njq ‖ ≤
1
2
,
for every 0 ≤ i < j ≤ k and for every q ∈ OX2(p).
Now, as p is a hyperbolic saddle with period pi for X2, we can assume that P
pi
X2
(p)
admits the following Lyapunov spectrum:
λ1(p) ≥ ... ≥ λr(p) > 0 > λr+1(p) ≥ ... ≥ λk(p).
So, let Nup := N
1
p ⊕ · · · ⊕N rp and N sp := N r+1p ⊕ · · · ⊕Nkp .
Let [a] denote the integer part of a and observe that
‖P piX2(p)|Nsp‖ · ‖P−piX2 (p)|Nup ‖
= ‖P pi−`0[pi/`0]+`0[pi/`0]X2 (p)|Nsp‖ · ‖P
−pi−`0[pi/`0]+`0[pi/`0]
X2
(p)|Nup ‖
≤ ‖P pi−`0[pi/`0]X2 (p)|Nsp‖ · ‖P
`0[pi/`0]
X2
(X
`0[pi/`0]
2 (p))|Ns
X
`0[pi/`0]
2 (p)
‖·
· ‖P−pi+`0[pi/`0]X2 (p)|Nup ‖ · ‖P
−`0[pi/`0]
X2
(X
−`0[pi/`0]
2 (p))|Nu
X
−`0[pi/`0]
2 (p)
‖
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≤ C(p,X2)
[pi/`0]∏
i=1
‖P `0X2(X`02 (p))|Ns
X
i`0
2 (p)
‖ · ‖P−`0X2 (X−`02 (p))|Nu
X
−i`0
2 (p)
‖
≤ C(p,X2)
(
1
2
)[pi/`0]
, (3.4)
where C(p,X2) = sup
0≤t≤`0
(
‖P tX2(p)|Nsp‖ · ‖P−tX2(p)|Nup ‖
)
. Since C(p,X2) depends con-
tinuously on X2, in the C
1-topology, there exists a uniform bound for C(p, ·), for every
vector field which is C1-close to X2.
As mentioned in Remark 3, we have that
k∑
i=1
λi(p) = 0. Then, recalling that
‖P piX2(p)‖ = ‖P piX2(p)|Nup ‖, we have that
1
pi
log ‖P piX2(p)|N1p‖ = λr+1(p) = −
k∑
i=1
i 6=r+1
λi(p)
≥ −(k − 1)λ1(p) = −(k − 1)
pi
log ‖P piX2(p)|Nup ‖
=
−(k − 1)
pi
log ‖P piX2(p)‖.
Therefore, given that ‖P piX2(p)|Nup ‖−1 ≤ ‖P−piX2 (p)|Nup ‖, from (3.4), we have that
‖P piX2(p)|Nsp‖‖P piX2(p)|Nup ‖−1 ≤ C(p,X2)
(
1
2
)[pi/`0]
⇔ log ‖P piX2(p)|Nsp‖ − log ‖P piX2(p)|Nup ‖ ≤ logC(p,X2)− [pi/`0] log 2
⇔ 1
pi
log ‖P piX2(p)‖ ≥ −
logC(p,X2)
pi
+
[pi/`0] log 2
pi
+
1
pi
log ‖P piX2(p)|Nsp‖
⇔ 1
pi
log ‖P piX2(p)‖ ≥ −
logC(p,X2)
pi
+
[pi/`0] log 2
pi
− (k − 1)
pi
log ‖P piX2(p)‖.
Now, taking pi arbitrarily large,
1
pi
log ‖P piX2(p)‖ ≥
log 2
k`0
≥ log 2
(n− 1)`0 > δ.
But this contradicts (3.3). Thus P tX admits a dominated splitting over M . unionsqu
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