The prediction of system load demands a day ahead or a week ahead is called Short Term Load Forecasting. Artificial Neural Network based STLF model has gained significance because of transparency in its modelling, simplicity of execution, and superiority of its performance. The neural model consists of weights whose optimal values are found out by means of different optimization techniques. In this paper, Artificial Neural Network trained by different methods like Back Propagation, Genetic Algorithm, Particle Swarm Optimization, Cuckoo Search model and Bat algorithm is utilized for load forecasting. A thorough analysis of the different techniques is carried out here in order to assess their extent and capability to yield result, by means of dissimilar models, in altered situations. The simulation results indicate that Bat Algorithm based Back Propagation model leads to least forecasting error in comparison to other techniques. However, Cuckoo Search method based Back Propagation model also gives less error relatively, which is very much permissible.
Artificial Neural Networks
ANN based techniques are projected as methods that doesn't demand explicit structures to speak about the sophisticated connections existing among the load demand data and the factors influencing it. Hence, they are a decent option to deal with the STLF issue. The current section will discuss the ANN model that is used for the STLF process.
ANN Model
ANNs consist of several extremely interrelated and basic essentials called as neurons. The ANN model is shown in Figure 1 . Its exact equation is given by where, "O j " = neuron output; "f j " = transfer function, which typically utilizes a sigmoid function and are differentiable and non-decreasing in nature; "w ji " is a weight that is changeable and signifies the joining strong point; "x i " is the input to the neurons. Feed Forward Neural Network (FFNN) is a type of ANN which usually comprises of three different layers. They are the input layer, hidden layer and the output layer. Signal, in this kind of network, propagates towards the forward direction in the following manner: first the signal travels from the input layer to the hidden layer and then from the hidden layer to the output layer. Errors are calculated in the respective nodes of output layer, by comparing the results obtained with the actual output. These calculated errors back propagate throughout the network and updates the real arithmetic weights. The choice of the input variables is based on the historical data available, such that they are consistent to the issues that affect the load. Here, output is the forecasted load which is the 24-hour load demand, for this situation. The successful execution of load forecasting is influenced by the choice of inputs, hidden nodes, scaling techniques, transfer function, and preparation. Hence, they must be selected sensibly.
Training
ANN undergoes training process in order to learn and map the input-output patterns. So, during the training process, the ANN's weights get updated until the mean square error (MSE) of the entire network falls below a certain threshold value, which is decided at the beginning of the whole procedure. Usually, the ANN model is trained by BP learning algorithm. For updating the weight matrices, while the learning process is going on, in a multivariable optimization problem which involves numerical processes due to its non-linearity, the following equation is used
where, "W t+1 " is the next set of weights, "w t " is the previous weight change, "η" is the rate of learning of the ANN model, "α" is the momentum factor, and "w" is the weight vector.
The methodology for load forecasting that utilizes an ANN model is illustrated in Figure 2 . Union issues might arise on the immediate utilization of system information, as the variables have altogether dissimilar reaches. Two scaling plans chalked out and utilized. Firstly, all the input data variables "X i " and output data variables "Y i " are scaled to reside within the [0, 1] region. The input and the output variables are scaled by the help of given expressions
where, "k" is the index of input and output vector/pattern. The biases as well as weights of each and every layer are assigned at the time when the neural system is designed. The associated system weights are updated till the best possible change, which connects the previous input and output cases, is found out. After simulation, the output of the neural network needs to be de-scaled in order to produce the required forecasted load output. As the properties of the load varies, error perception is critically aimed towards anticipating procedure. Hence, the Mean Absolute Percentage Error (MAPE) is calculated here as
where, "X t " is the real load and "X f " is the forecasted load.
Metaheuristic Methods and Their Improved Algorithms
The various metaheuristic based BP algorithms used in this paper for the training of ANN network is discussed below.
Genetic Algorithm Based Back Propagation
GA is a global search technique based on stochastic approach which imitates the nature's evolution process [18] . The entire procedure commences with initialization i.e., making arbitrary and reasonable guesses for the chromosomes. Based on the problem domain, the chromosomes are binary encoded, real encoded etc. The efficient exploitation of the solution space is ensured by two key controlling parameters which are the probability of crossover process and the probability of mutation process. This process yields new solution by continuously evolving and then the GA terminates when the stopping criteria is met. The various aspects of this method are:
Coding
The parameters that symbolizes a possible answer to the problem i.e., genes, are concatenated to form a chromosome. In most traditional GA codes, the chromosomes are encoded into binary alphabets. A real coding scheme is adopted in this paper instead of binary encoding. An early population consisting of "p" chromosomes is produced arbitrarily, where "p" is the size of the population. 
Weight Extraction
W k = − x kd+2 * 10 d−2 + x kd+3 * 10 d−3 + ... + x (k+1)d 10 d−2 , if 0 ≤ x kd+1 ≤ 5 (6) W k = x kd+2 * 10 d−2 + x kd+3 * 10 d−3 + ... + x (k+1)d 10 d−2 , if 5 ≤ x kd+1 ≤ 9(7)
Fitness Function
Fitness function is a measure of the quality of the solution and is problem dependent. In this paper, the fitness function is characterized as shown
where, "MAPE" is the Mean Absolute Percentage Error. Based on the above ideas, GA based BP model proposed in this paper follows the steps listed below:
Step-1: The length of the chromosome, the population size of the generation, and initial generation of parameter sets are initialized.
Step-2: Equation (8) is used to evaluate each individual's fitness value.
Step-3: By the crossover and mutation process new individuals are generated and then the new generation's fitness value is evaluated.
Step-4: Roulette wheel assortment scheme is used to combine the individuals, which helps in obtaining an individual having higher fitness value.
Step-5: Check if the condition for termination is achieved or not. If the condition is achieved, then go to Step-6; else repeat Step-3 and Step-4.
Step-6: From the above steps, we obtain the optimal individual. Hence the best initial guess for the weights of the ANN model are found out to perform the STLF using BP method.
Particle Swarm Optimization Based Back Propagation
The PSO technique was suggested by Eberhart and Kennedy in [19] . This method was evolved by carefully inspecting the social behaviour of flock of birds and school of fishes. Each individual's behaviour in a swarm is dependent on its self-velocity as well as its neighbour's velocity. As a result of this resultant velocity, the particle reaches an innovative position. For a D-dimensional problem, x i1 , L, x id , L, x iD , denotes each particle in a PSO model having "m" particles. These particles represent a possible solution to the problem. The upgradation of the velocity and position of each individual particle in a swarm is done with the help of these equations
where, "w" denotes the inertia weight factor; "c 1 " is the cognitive coefficient; "c 2 " is the social coefficient; "r 1j " and "r 2j " are two separate random quantities whose values lie between 0 and 1. "c 1 " and "c 2 " are the indicators of relative proportion of cognition and social interaction respectively. For the jth dimension vector
indicates to the position of the ith particle with the best fitness achieved so far i.e., "pbest" and vector P g = (P g1 , K, P gj , K, P gD ) denotes swarm's best position where the particle's data is closest to the target, denoted by "gbest".
The PSO based BP model which is proposed in this paper follows the following steps:
Step-1: The neuron network as well as the architecture of the proposed ANN-BP model is defined, and before proceeding to the next steps some values are assigned to the following variables: the weight matrix "w 0 ", and the range of "w 0 "; rate of learning "η"; inertia weight factor "w"; particle size; the local optimal position of the particle "pbest"; the global optimal position of the particle "gbest". The values of "c 1 ", "c 2 " as well as "i" is set as unity. The stopping criteria is also decided at the beginning.
Step-2: Define the fitness function according to the proposed method as
where, "MAPE" is mean absolute percentage error, which is an indicator of each particle's figure of merit in the swarm. If the current value of fitness is better in comparison to "pbest" then the current fitness value is assigned as the new "pbest" otherwise the previous value of "pbest" is retained.
Step-3: The extreme value of "pbest i " is selected as the present global best of the particle "gbest".
Step-4: Two arbitrary values are considered for "r 1 " and "r 2 " and Equations (9) and (10) are used to upgrade the velocity as well as position.
Step-5: Set the value of i as i+1.
Step-6: If the condition for maximum iteration is met or if the desired aim is achieved then the iteration is terminated and the particle whose location is denoted by the global position "gbest" is the optimal solution, otherwise go to Step-2.
Cuckoo Search Based Back Propagation
One of the most modern nature based metaheuristic procedure i.e., CS was developed in 2009 by X. S. Yang and S. Deb, CS algorithm is based on the parasitic behaviour of several species of cuckoo. In comparison to isotropic arbitrary walks, Lévy flights improves this process to a greater extent.
Lévy flight is generally characterized as an arbitrary walk where the step length has a probability distribution which is not exponentially bounded also called a heavy-tailed probability distribution. It has been suggested in many studies that the flight characteristic of insects and birds have the resemblance features of Lévy flight. A novel finding by Reynolds and Frye demonstrates that fruit flies or Drosophila melanogaster uses a sequence of straight flight paths interrupted by sudden right angular turns or bends thus leading to a Lévy flight kind of irregular-scale free search pattern, in order to explore its surrounding landscape.
For the sake of straightforwardness, the three immaculate principles which are utilized are given underneath.
1. Only one egg can be laid at a time by a cuckoo, and the egg is laid in an arbitrary selected nest. 2. The nests containing superior eggs advances to the superseding generation. 3. The probability that the egg placed by a cuckoo will be identified by the host bird is equal to "P a ". Depending upon its choice, the host bird may either discard the egg that was laid by the cuckoo or just leave the nest there unattended and shape a new nest for itself.
According to these rules, an estimate can be made that "P a " fraction of the "n" host nests are replaced by new nests. The main steps of the CS algorithm can be summarized by the pseudo code as follows:
An initial population of n host nests x i is produced While (k < maximum generation) or (stopping condition) A cuckoo is randomly selected A solution is produced using Lévy flights and then its superiority is found out
Fitness value obj i is found out A nest j amongst n nest is arbitrary selected If (obj i > obj j ) j is substituted by new solution A fraction P a of the original nests are abandoned by the host bird and new nests are built in its place The most appropriate solutions, or the nests with superior solutions is kept The current prominent nest or solution is determined by grading the obtained solutions End Here, "i", "j" and "k" are variables which are used as counters. While generating new solution "y(t+1)" for a cuckoo "i", a Lévy flight is accomplished
where, "α" represents the step size and its value depends on the problem. Generally, the step size is considered equal to L/10, where "L" is the characteristic scale of the problem. A random walk is expressed by the stochastic expression of Equation (12) . Usually, Markov chain process is used to define an arbitrary walk whose successive position is dependent on the current position, represented by the first term of this equation, while the second term represents the transition probability. An operator is used in the second term for performing entry wise multiplication, which is represented by "⊕". Random walk based on Lévy flight is a more efficient of exploring the search space because the step length is much longer. The step length in this scheme can be evaluated from the Lévy distribution as
Lévy walk yields several solutions around the best solution, which quickens the local search. However, far field randomization should be used to produce a considerable fraction of the new solutions and its location should be far from the present best solution. This in turn will protect the solution form getting trapped in a local optimum.
Bat Algorithm Based Back Propagation
BP is a new metaheuristic algorithm, used in optimization problems, that was modelled by Xin She Yang in 2010 [20] . The BA was inspired by the echolocation ability of the microbats, which use sound waves of varying frequencies, loudness and pulse rates. During flights, microbats depends on their sound echolocation skills to avoid different obstructions or to discover their preys. Echolocation is a process in which echoes are generated by ultrasonic sound waves. The rebounding echoes are processed by the brain and the auditory system of the bat, and are compared with the generated outgoing waves in order to produce concise images of its environment. Thus, due to these phenomena the bat is able to identify and classify its prey, even in pitch darkness. If the bat is closer to its prey then the rate of pulse is higher and the loudness level of the sound waves it creates is lower. In BA, a microbat is assumed to be a particle having its own distinctive rate of pulse and loudness level.
The rules that were applied to implement the BA algorithm are as listed below:
1. Bats generally use echolocation process in order to sense the distance between other objects and themselves. Moreover, they can discriminate between food or prey and other obstructions present. 2. The arbitrary position and velocity of bats during their flight are represented by "x i " and "v i " respectively. A bat is selected which emit sound waves having a fixed minimum frequency "f min ", varying wavelength "λ" and level of loudness "A 0 ". The rate of emission of these emitted waves "r" takes a value that resides within the [0, 1] range, depending on the proximity of their targets from themselves. 3. It is assumed that the level of loudness of the sound waves is decaying from a higher positive value "A 0 " to a fixed lower value "A min ".
BA yields probable solutions, in the case of single-objective optimization problems, as virtual microbats. The velocities "v i ", positions "x i " and frequencies "f i " of the microbats can be computed by the help of following equations
where, "β" takes an arbitrary value and is distributed uniformly between 0 and 1; "f max " and "f min " denotes the maximum and minimum frequencies respectively; the initial position vector "x 0 i " is a random vector uniformly distributed within (x i,min , x i,max ); the initial velocity vector "v 0 i " is a vector of all zeros; vector "x * " is the global best solution, got by linking all the objective functions at individual iterations. A new solution is generated for local search for each "bat" by random walk around the latest best solution.
where, "ε" takes an arbitrary value and is distributed uniformly between 0 and 1; "A k i " represents the average level of loudness of all the bats at time step "k".
The rate of pulse emission "r i " and the value of loudness level "A i " can be found out in each iteration by the following expressions
where, "α" and "γ" are two constants, which usually takes their values as 0 < α < 1 and γ > 0; "γ" is a constant that controls the algorithm's rate of convergence; initial loudness "A 0 i " is a number that is arbitrarily chosen between 1 and 2; "r 0 i " is the initial rate of emission of sound waves, which takes an arbitrary value between 0 and 1.
Random walk is a kind of modification process that prevents the solution from getting stuck in local minima. BA is quicker in comparison to other nature based optimization methods since inertia weight is not required to regulate the velocity of each virtual bat or particle. The bat's velocity is updated by the help of an inertia weight factor "w". This increases the precision of the planned BA. The efficient weight can be found out as given
where, "w=w constant " which is a constant value of inertia weight. The process of updating the bat's position and velocity being similar to the standard PSO, a lower value of inertia weights leads to a local optimum whereas a higher value leads to global optimum.
Load Characteristics and Input/Output Variables
Usually, the electrical load demand can be expressed as the sum of following 4 components, at all times
where, "T L" corresponds to the net load demand of the system; "T n " represents the usual portion of the power system load that is assumed to be occurring consistently throughout the year; "T w " relates to the climate related component of the load; "T s " is the exceptional-occasion related portion of the power system load demand, which is present due to occurrences of unusual or abnormal occasions; "T r " refers to an irregular portion of the load, which is similar to an unexplained noise factor. The factors that influences the future load demand must be considered as input variables to the load forecasting process. Load demand keeps changing from hour to hour. So, an indicator "H(i)", where i = 1 to 24, is considered. Furthermore, weather also plays a crucial role in load forecasting. Therefore, the past data i.e., the previous day's load demands and weather condition are taken as the input variables. We have expressed the weather condition of a day mathematically in the following manner: bright sunny day is assigned 0, an overcast or cloudy day is assigned 0.5, and a rainy day is assigned 1. Therefore, the input variable is a 27-dimentional vector which can store the hourly load demand data and also the weather condition. Moreover, since the target vector is the 24-load demands of the day for which the load forecasting is being done, a 24-dimensional vector is taken as the output variable.
Case Study
The hourly load demand data and the realistic weather data of the Xingtai Power Plant, situated in the Hebei territory of China, is considered in this paper to evaluate the effectiveness of the proposed methods of STLF.
Sample Dataset
The hourly load demands and the weather-related data over the period of 10th June to 30th June, 2006 constitutes the historical dataset. The dataset is separated into training dataset, authentication dataset and testing dataset as shown in Table 1 . The complete load demand data for the aforementioned duration of Xingtai Power Plant is listed in Table 2 . Before processing the input data i.e., during the pre-processing phase, the dataset is normalized to reside within the range [0,1]. With normalized information, ANN yields better execution results due to the fact that it becomes difficult to apprehend the complex relation existing between the input and the target, if the data ranges are improperly arranged. For observing the improved correctness in the load forecasting and to get the forecasted values in their desired form, the output values are again processed back according to the normalized values.
Simulation Results
The simulation was performed using the MATLAB 9 software package. Table 3 shows the values of the actual load demand, the forecasted load demand and the percentage of error between the actual and the predicted values. The errors related to different schemes are listed in Table 4 .
The forecasting of load was performed by the execution of conservative BP model, GA-BP model, PSO-BP model, CS-BP model and BA-BP model, and their forecasting accurateness were evaluated and compared. Resilient BP was utilized for the training of the neural network as it is a direct adaptive way that facilitates faster learning. The various parametric values selected for the different techniques are given in the appendix. A comparison of the actual demand values and the forecasted values, using the aforementioned techniques, is shown in Figure 3 . From Table 4 , it is evident that the BA-BP method leads to the least average of percentage error, which is 0.06, as compared to other schemes. However, CS-BP forecasting scheme also gives an average percentage error of 0.21, which is quite admissible. These two methods are more effective, economical, and hence can be utilized to enhance the accuracy of the load forecasting process, up to a great extent.
Conclusion
The key determination of this work is the exploration of different methods for STLF, which are computational-intellectual approaches in nature. The accuracy of the load forecasting procedure has a massive impact on the operation and the production cost of an electrical utility. Precise load demand forecasting is hence crucial, for which ANN is used here. The hybridized training methods such as CS-BP and BA-BP algorithms were found to be achieving better performance than the conventional BP method, the GA-BP method, or the PSO-BP method. GA-BP method has been found to be decent in terms of providing reasonably superior solutions in reasonably fewer number of iterations. New generation of the preceding population is produced in case of GA by the crossover and mutation process. This may lead to loss of good traits of a chromosome. However, the particle's position and velocity are updated in accordance to the desired criteria in case of PSO algorithm, which helps it in yielding better results than GA. CS algorithm, on the other hand, being quite immune to variation in parameters leads to more encouraging results than the conventional GA and PSO, and finds the global optima quite competently with higher rates of success. BA is faster than other optimization methods because in order to regulate the velocity of virtual bats, the inertia weight factor is not required, hence it helps to achieve the best result among other techniques. 
