Monte Carlo Tree Search (MCTS) is widely used for planning in domains where the potential actions can be represented as a tree of sequential decisions. To efficiently select an action, MCTS usually needs to perform many simulations to build a reliable tree representation of the decision space. As such, a bottleneck to MCTS arises when enough simulations cannot be performed between action selections. This is particularly highlighted in continuously running tasks, for which the time available to perform simulations between actions tends to be limited due to the environment's state constantly changing. In this paper, we present an approach that extends the time available for Monte Carlo simulations when allowed. Our approach is to effectively balance the prospect of selecting the right action with the time that can be spared to perform MCTS simulations before the next action selection. For that, we considered the simulation time as a decision variable to be selected alongside an action. We extended the Hierarchical Optimistic Optimization applied to Tree (HOOT) method to adapt our approach to environments with a continuous decision space. We evaluated our approach on tasks with a continuous decision space using OpenAI gym's Pendulum and Continuous Mountain Car environments and on those with discrete action space using the arcade learning environment (ALE) platform. The evaluation results show that, with variable simulation times, the proposed approach outperforms the conventional MCTS in the evaluated continuous decision space tasks and improves the performance of MCTS in most of the ALE tasks.
I. INTRODUCTION
Monte Carlo Tree Search (MCTS) [1] , [2] is a simulationbased planning method. It seeks through simulations the action that maximizes the expected outcome from an environment's current state. To find the action, MCTS builds a search tree that represents sequences of actions that can be taken from the current state and their expected outcome. MCTS is thus particularly suited to domains where the course of actions can be represented as trees of sequential decisions, such as turn-based games and sequential decision-making tasks. Since it was proposed in 2006, MCTS has proven very successful in complex domains, such as computer Go [3] , [4] , [5] . With the latest milestones of translating lessons learned from computer Go to master other board games such as Chess and Shogi [6] , MCTS has been solidified as an important planning method.
Application of MCTS to many real-world environments involves selecting sequential actions for a continuously running task. Continuously running tasks are tasks with environments that are constantly changing due to their inherent dynamics. They require time sensitive online decision-making. For these tasks, MCTS is faced with challenges that differ from the ones tackled in computer Go. A key challenge in MCTS is to depict an accurate enough representation of the action space. This is highlighted when the time available to build the search tree through simulations is limited. In continuously running tasks, frequent actions are required to control the constantly changing environment. As a result, the performance of MCTS is limited due to the short periods of time available between action selections.
In the literature, different approaches have been considered to work around this limitation [7] , [8] , [9] . Guo et al. [7] used MCTS planning agents, which are given enough time for simulations, to provide data for training a deep learning agent capable of real-time play. Pinto and Fern [8] considered offline learning of partial policies, which they used to reduce the action branching factor to expedite the tree search without significantly reducing the decision-making quality. Pepels et al. [9] considered using a search tree with variable depth and reusing the search tree for several moves with a decay factor. Their approach allowed them to play the game of Ms. Pac-Man in real-time. While the works in [7] , [8] made use of offline simulations and learned policies, Pepels et al. focused on improving the capabilities of existing MCTS agents. On the other hand, in many planning tasks, it happens that frequently changing the selected action does not always affect the resulting outcomes [10] . Although, in such cases, pruning out such unnecessary action changes can be leveraged to increase the available simulation time, the aforementioned approaches do not employ such a technique.
This paper presents an approach that takes advantage of the anytime characteristic of MCTS to introduce variable simulation periods (VSP-MCTS) for continuously running tasks. The proposed approach adds the simulation time as a decision variable alongside the action selection. The idea is to effectively balance the prospect of selecting an action with the time that can be spared for MCTS simulations before the next action selection. We expand the Hierarchical Optimistic Optimization applied to Tree (HOOT) method [11] to adapt our approach to fast-changing environments with a continu-ous decision space. The Hierarchical Optimistic Optimization (HOO) algorithm exploits a set of promising actions that forms a general topological representation of the decision space [12] .
The rest of the paper is organized as follows. First, the background to this work is reviewed. Then, the proposed variable search period MCTS is introduced. Then, the evaluation performance of the proposed approach are presented. Finally, some concluding remarks are made.
II. BACKGROUND

A. Monte Carlo Tree Search
The driving idea of MCTS is to determine the best action to take in the current state by representing the decision space with an incrementally growing search tree. The search tree is updated through random simulations with new simulated states (nodes) and actions (edges) iteratively added as action paths, which go from the current state to a terminal state. A node of the search tree maintains the expected value going forward from that node's state. The expected value is the average outcome of all simulations that went through the node.
MCTS simulations can be divided into multi-phase playouts, namely, selection, expansion, roll-out, and backpropagation phases. Each simulation starts from the root (current state). During the selection phase, simulations go through the search tree with actions taken based on a selection policy and information maintained in the node. When the selection process reaches a node to which an immediate child can be added, the tree is expanded by attaching a new leaf to that node. The addition of the new node constitutes the expansion phase. Then, a roll-out policy is applied from the new leaf state to a terminal state. The straight-forward random action selection roll-out policy is widely used. Finally, the outcome of the simulation is backpropagated to update the information maintained by the tree from the leaf node to the root.
A key issue during the selection phase of MCTS is to balance the exploitation of promising actions and the exploration of the decision space. The commonly used Upper Confidence Bounds applied to Trees (UCT) algorithm [2] offers a compromise to that. UCT is an extension of the Upper Confidence Bound (UCB) approach, which was developed for the multi-armed bandit problem [13] . With UCT, a node is selected to maximize the UCB1 value given as
whereX j is the node's value, the average of all outcomes of simulations that pass through that node, n is the number of times the parent node has been visited, and n j the number of times child j has been visited. C > 0 is a coefficient, which is usually tuned experimentally to control the explorationexploitation trade-off.
B. MCTS for continuous decision spaces
Default MCTS approaches, such as UCT, are adapted for finite-number sequential decision problems. However, as all actions from a given state are explored at least once, the lookahead of the search tree can become very shallow when the decision space is very large. This is the case for environments with a continuous decision space where the decision space is infinite. Progressive widening and the HOOT approaches have been proposed to deal with such environments.
1) Progressive widening: The solution concurrently introduced as progressive widening by Coulom [1] and progressive unpruning by Chaslot et al. [14] initially limits the maximum number of evaluated actions (edges) from a node. This limitation is relaxed as the number of visits to a node grows, and new actions are progressively added to the nodes widening the coverage of the decision space. The order of adding the actions could be determined randomly or by exploiting domain knowledge. The progressive widening strategies assure that the added actions are sufficiently estimated for UCT to direct the tree expansion toward the most promising actions.
2) Hierarchical optimistic optimization applied to tree: The HOOT strategy [11] integrates the HOO algorithm [12] into the tree search planning to overcome the limitation of UCT in a continuous decision space. The HOO algorithm exploits a set of actions that forms a general topological representation of the action space as a tree. When queried for an action, the HOO algorithm follows the path of maximal B-values, which are scores computed at the nodes. At a leaf node, an action is sampled within the range of the decision space that is represented by the leaf node. Two child nodes are then added to the node, each covering a part of the decision space represented by the parent node.
As defined by Bubeck et al. [12] , the B-value for a node i is computed from its reward estimationR i and its number of node visits n i , which are saved at the node, and a reward bias based on a node's position depth h i . Let U i be the upper bound on the estimate of the reward after n iterations. It is given by
for v 1 > 0 and 0 < ρ < 1.
The B-value of a node is defined as
with B i = U i = ∞ for nodes that have not yet been sampled. The HOOT approach is similar to UCT, except that HOOT places a continuous action bandit algorithm, HOO, at each node of the search tree. HOO is used to sample the decision space for action selection to overcome the discrete action limitation of UCT.
III. MCTS FOR CONTINUOUSLY RUNNING TASKS
MCTS applications are traditionally allocated fixed time for planning between action selections. However, in continuously running environments that are constantly changing, a trade-off between taking frequent action to keep-up with the environment and allowing enough time for planning arises. With MCTS, actions are selected according to search trees of the decision space that are built and updated through sampled simulations. Therefore, the effectiveness of the selected action depends on the accuracy of the search tree, which depends on the number of performed simulations, and thus on the time available for planning.
A. Proposed variable search approach
To improve the performance of MCTS for continuously running tasks, we consider the possibility to run MCTS simulations with variable search periods between action selections. In conventional MCTS, the simulation periods for an action selection are confined between consecutive steps. We advocate to increase the simulation periods between action selection by extending the period between action selection. Our insight is that depending on the environment's state, an action can be selected with regard to the simulation period that is allowed before an action update is necessary. In other words, actions can be selected while considering the period of time that could be used for simulations before the next action selection. We consider the possibility for MCTS to explore the trade-off between frequent action selections and the time that can be afforded for simulations.
The proposed approach introduces the time that can be afforded for simulations between action selections into the MCTS process. The affordable simulation time is considered as a decision variable. The agent decides the simulation time alongside the action to be applied after building a search tree of the action/simulation time decision space through MCTS simulations. The most promising action/simulation period pair is selected. The selected action is applied to the task for the duration of the selected simulation period while MCTS^ƚ simulations are performed to select the next action/simulation period. Figure 1 presents an illustration example of the proposed VSP-MCTS approach. In Figure 1 (a), suppose that selecting either action a 1 i or a 2 i results in the car going up or down, respectively. In that case, the time (τ i ) that can be afforded before selecting the next action depends on the selected action. If action a 1 i were to be selected, a new action has to be selected as the car reaches the top of the left hill for effective control. The proposed variable search period MCTS takes this into account to select action a i and the simulation time (τ i ) that will be used for simulations to select the next action (See Fig. 1 
With the simulation time included as a variable, the transition process changes from p(s |s, a) to p(s |s, a, τ ), where p is the probability of moving to state s from state s if action a is taken, and where τ is the period between selecting action a and the next action selection. Note that our approach is different from a Semi-Markov Decision process where τ are random variables rather than decision variables. Note also that, with the notation a = (a, τ ), where the pair action/simulation time forms a two-dimensional action space, we revert to the default p(s |s, a ).
B. Algorithm for variable search period MCTS
The algorithm for the proposed approach is summarily illustrated in Fig. 2 . The different phases of its implementation mostly mirror the conventional MCTS. The selection, simulation, and update phase of MCTS are mostly unchanged. The main updates are with the expansion process where the added continuous time space introduces new constraints to be tackled. The algorithm applies UCT with UCB1 as the selection policy to navigate the search tree. It uses progressive widening with pruning to restrict the search tree's lateral expansion. At a given time, a node is considered fully expanded if its number of children is equal to the maximum number of actions allowed with regards to the node's visits. When an expansion is required, a HOO algorithms is queried to sample an action/simulation time pair for the extension node.
Progressive widening allows MCTS to initially focus the simulations on a limited number of actions to avoid having
(a) Node p and its HOO tree.
ŽŶƚŝŶƵŽƵƐ ĂĐƚŝŽŶ ƐƉĂĐĞ ሺܽሻ shallow search trees. As the number of performed simulations increases, it then gradually allows more actions to be considered to cover the decision space more broadly. We use progressive widening to decide whether a node can be further expanded. As progressive widening limits the number of considered action/simulation time pairs considered from a node, the search tree is regularly pruned. The pruning of the search tree promotes the exploration of a vast number of action/simulation period pairs by discarding the least promising pairs in favor of trying new pairs for the search tree.
The HOOT approach adds a filter layer to the set of action/simulation periods that are evaluated during simulations. For tasks with a discrete action space, conventional HOO is used to sample the simulation periods to be paired with the actions. As for tasks with a continuous decision space, a two-dimensional HOO is introduced to sample pairs of action/simulation time. Through HOO sampling, the selection of the action/simulation period pairs to be added to the search tree are directed toward sections of the decision space where promising actions/simulation period pairs are most likely to be found. As a result, the efficiency of the actions/simulation period pairs considered in the search tree is improved, in particular when the number of simulations possible is limited.
An additional consideration for the VSP-MCTS algorithm is the accuracy of the expected task state after an extended simulation period. At t i , the root state for the MCTS simulations to select the next action/simulation period pair (a i+1 , τ i+1 ) is the expected state S i+1 of the task after the selected action a i is applied for the selected period τ i . S i+1 is given by p(S ti+τi |S ti , a i , τ i ). In continuously running tasks, when the simulation model does not match the task perfectly or when there are some stochastic elements to the task, an extended simulation period τ i increases the probability of divergence between the simulation model's predicted state and the task's actual state S i+1 . To mitigate this effect on the accuracy of the search tree, the expected state is updated by monitoring the task's state at each step. The expected state S i+1 is given by
is the number of step since the last action selection and S ti+k is the task state after action a i has been applied for k steps.
In our evaluation of Atari games, due to their pseudorandomness, the VSP-MCTS performed poorly when the expected state is not updated. On the other hand, the updates were not required for the deterministic continuous mountaincar and pendulum tasks.
C. 2-D HOOT for variable search period MCTS
We adapt the HOOT method to our approach to set variable search periods for MCTS. For tasks with a discrete action space, HOOT is applied as defined by Bubeck et al. [12] to sample over a continuous time space the simulation periods to be paired with the actions. However, for tasks with a continuous decision space, both actions and simulation periods are to be sampled. For that, the HOO algorithm is updated to work in a two-dimensional space (See Fig. 3) . Mainly, the HOO algorithm is structurally changed as the HOO tree can no longer be handled as a binary tree. Bifurcating both the decision space and the time space covered by a node leads to four regions being created, with each region represented by an additional child node.
In our implementation of the approach, each node of the MCTS contains a HOO tree from which the action/simulation time pairs (a, τ ) used as transition edges to its child nodes are sampled. When queried during an expansion of the search tree, the HOO algorithm follows the path of largest B-values to a leaf node where it samples a pair of action/simulation time from the node's covered range (a ∈ [a min , a max ], τ ∈ [τ min , τ max ]).
Each node that is added to the search tree saves a pointer to its parent node's HOO tree, parallel with initializing a new HOO tree. The pointers to the parent nodes' HOO trees are saved for updating the HOO tree's average values. In the original HOOT paper [11] , the action was taken by greedily following branches according to the mean rewards as opposed to the B-values. In this paper, we compute the Bvalue from the average values given by the MCTS. Since the MCTS values change as the simulations progress, the HOO values are updated to mirror them. Whenever the value of a tree search node is updated, the value of its corresponding HOO node is also updated. The value from the MCTS corresponds to the value of the action selected from that HOO node. However, the value of a HOO node reflects on all actions selected from nodes of its sub-tree. As such, the valuesR i of the HOO nodes are iteratively updated to reflect that. They are given bŷ
whereX i is the action value from the MCTS tree, and n i is the number of visits. The U and B values are computed as given by Equations (2) and (3). To avoid unnecessary repetitions of the iterative updates, their updates are performed only when an action selection is required.
IV. PERFORMANCE EVALUATION
We evaluated the performance of the proposed VSP-MCTS for tasks with a continuous decision space through OpenAI gym's Pendulum and Continuous Mountain Car environments [15] and for environments with a discrete action space through the arcade learning environment (ALE) platform [16] . The experiments were performed on servers consisting of Intel cores Xeon E5-2690v4, with 2.6 GHz clock speed. 1
A. Classical control with continuous decision space
We assess the performance of the proposed approach in terms of average accumulated rewards per episode. Our results are compared to the performance of conventional MCTS. For that, we considered two cases of conventional MCTS implementations where the simulation time is not a factor. In the first case only progressive widening (PW) is used, and in the second case progressive widening is paired with conventional HOOT (PW+HOOT).
Two OpenAI gym [15] environments, Pendulum and Continuous Mountain Car environments, are used for our simulation purpose. With the Pendulum environment, the goal is to keep a frictionless pendulum standing up. The pendulum starts in a random position, and continuous-value 1 Our code is available at https://github.com/sba086/vsp-mcts torques must be selected to swing it up so it stays upright. With the mountain car environment, a car is on a onedimensional track, positioned between two hills. The goal is to drive up the hill on the right; however, the car is underpowered. Therefore, to build up momentum and accelerate towards the target, the opposite hill must be climbed.
We set the number of simulations that can be performed per unit of time as a simulation parameter rather than the run time. Given a uniform processing speed, the number of performed simulations is proportional to the run time. Furthermore, the performance represented as a function of the number of simulations per time step is not affected by fluctuations of the processing speed due to events unrelated to the simulation (e.g. computer load).
The proposed VSP-MCTS approach outperforms conventional MCTS in both considered environments as illustrated in Figure 4. Figures 4(a) and 4(b) present the average accumulated rewards per episode for the different MCTS approaches with regard to the number of simulations per step. The number of simulation episodes is 5000 for the pendulum environment and 500 for the continuous mountain car environment. We observe, more clearly from Figure 4(a) , the effect of default HOOT on conventional MCTS. Adding to the progressive widening method the HOOT approach, which prioritizes the evaluation of the most promising actions, improves the performance of conventional MCTS. Our approach achieves further improvement with the updated HOOT method that is implemented to flexibly select simulation periods during action selection.
By including the simulation time as a variable alongside the action selection, VSP-MCTS selects the expected best action/simulation period pair after building a search tree of the action/simulation time decision space. The MCTS action selections are more effective as the number of simulations increases and the search tree becomes more accurate (see Figures 4(a) and 4(b) ). To increase the number of simulations that are performed before action selections, the VSP-MCTS explores extending the simulation period between selections. This allows VSP-MCTS to reach higher performance than the conventional MCTS given the same number of simulation per steps.
Our results illustrate that the selected simulation periods reflect the simulation environments' dynamics with regard to allowable simulation periods between action selections. The VSP-MCTS is more advantageous over conventional MCTS in the continuous mountain-car environment (Figure 4(b) ) than it is in the pendulum environment (Figure 4(a) ). Figure 4(c) shows that this result is due to intrinsic characteristics of the environments. Figure 4 (c) presents the distribution of the simulation periods selected by the VSP-MCTS approach. We observe that our approach was able to identify when applying action updates in short succession was preferable and when it was more advantageous to run extended simulations before updating the action. The Pendulum environment is a stability task where frequent updates are required to keep a steady control of the pole. That is not the case of the continuous mountain car environment, where the car is constantly moving from one side of the hill to the other until it reaches the goal. The two environments offer different types of challenge which are reflected in the distribution of the selected simulation periods. Short simulation periods are selected for the pendulum environment to ensure continuous control, while the selected simulation periods are quite distributed for the continuous mountain car. These results demonstrate the versatility of the proposed approach.
B. ALE for discrete action space evaluation
The performance of the proposed VSP-MCTS for tasks with a discrete action space is evaluated using the ALE environment with 54 Atari 2600 games. The results are presented in comparison with UCT and IW(1). The Iterated Width (IW) algorithm has been introduced as a classical planning algorithm that takes a planning problem as an input, and computes an action sequence that solves the problem as the output [17] . Lipovetzky, Ramirez, and Geffner [18] implemented its variant algorithms, IW(1) and 2BFS, for Atari games and they produced state of the art results.
To follow their experimental setup, we limit the maximum number of simulated frames per step to 150000. This corresponds to 500 MCTS simulations per step and a maximum search depth of 300 frames. The discount factor used is γ = 0.99. Due to the wide range of scores throughout the different games, the exploration constant C is selected among 0.1, 0.01 and 0.001 depending on the game. For the proposed approach, each presented result is the rounded average performance over at least 10 episodes run. Table I presents some preliminary results of the proposed VSP-MCTS in comparison with UCT in selected games. Both approaches were simulated under the same experimental settings, with the maximum search depth limited to 100 frames. In the case of UCT, the sub-tree from the selected child of the previously explored search tree is conserved and reused. These results indicate that our experimental settings lead to results that are similar to previously reported ones [16] . As such, for the whole set of games, we compare the scores obtained for the proposed approach with the ones for UCT and IW(1) as reported in Bellemare et al. [16] VSP-MCTS UCT Game Score Time (s) Score Time (s)  Asterix  81950  33 564000  30  Beamrider  4830  44  3945  35  Freeway  3  61  0  55  Seaquest  915  41  734  38  SpaceInvaders  2697  37  2475  33   TABLE I   SCORES COMPARISON WITH UCT IN SELECTED GAMES WITH THE   AVERAGE SIMULATION TIME PER STEP and Lipovetzky, Ramirez, and in Geffner [18] , respectively (see Table II ). IW(1) is selected out of the iterative width algorithms as it has overall the best reported performance among them. Table II presents the score of the proposed VSP-MCTS in comparison with UCT and IW (1) . We analyzed the results based on i) the normalized performance over all games and ii) the number of games our approach performs statistically better or worse compared to either of the reference approaches.
First we analysed the normalized scores using interalgorithm normalization (scores for each game are normalized with regards to the max of the three reported scores [16] ). The proposed VSP-MCTS outperforms UCT 0.78/0.95 to 0.58/0.61 in terms of mean/median over the aggregated scores and performs slightly better than IW(1) which scores 0.7/0.93. The Welch's t-test scores are 4.6 × 10 −5 and 0.21, with regards to UCT and IW(1), respectively.
Second, for each game, we performed a one-sample bootstrap hypothesis test to determine whether our approach's score was statistically different than the referenced ones with p < 0.05. The tests are performed using our simulation results for the proposed approach and the reported results for the reference approaches. The paired test results provide the number of games for which the VSP-MCTS approach performs statistically better or worse than its counterpart. VSP-MCTS outscored UCT by 26 to 10 and scored 24 to 22 compared to IW (1) .
Overall, VSP-MCTS performs better than both UCT and IW(1) on 24 of 54 games (5 for UCT, 21 for IW(1)). The improvements over UCT, have led the VSP-MCTS to outscore IW(1) in games for which UCT had lower scores than IW(1) (e.g. Bowling, Frostbite, VideoPinball). These results indicate that the extended simulation periods allowed by the proposed approach increases the actions selection efficiency of MCTS.
We note that repeating the same action during the extended simulation periods offers some advantage in games where the player benefits from repeating a particular action, e.g. accelerating in Enduro, or moving up in Freeway. However, VSP-MCTS still outperforms UCT in a wide range of games where there is no apparent advantage in repeating the same action (e.g. Bowling, Demon Attack, Fishing Derby, Private Eye, Space Invader), which advocate to the benefits of the proposed approach. On the other hand, there are ten games where VSP-MCTS has scored lower than UCT. In five of those ten games, namely Asterix, Gopher, MsPacman, RoadRunner and Seaquest, a sizable drop of score is noticed. These are games where a failure to select the right action in some states will lead to the loss of a life for the player. Since the losses of lives are not accounted for until the last one, the loss of which ends the game, repeating actions by the proposed VSP-MCTS sometimes leads to early game termination. Theoretically, the VSP-MCTS could select onestep simulation periods to at least match the score of UCT. However, with the simulation time added as a decision variable and progressive widening used to limit the number of considered action/simulation time pairs, there is a probability of missing out as the cost of exploring different simulation time for multiple actions. A similar effect is observed in games with score exploit [19] where IW(1) outscores the proposed approach in seven out of the eight games listed under score exploit.
V. RELATED WORK
MCTS has proven beneficial in a wide range of domains. An extensive survey of early applications of MCTS is given by Browne et al. [20] . Silver and Veness [21] introduced a Monte-Carlo algorithm for online planning in large partially observable Markov decision problems (POMDPs) and their method was extended to Bayes-Adaptive POMDPs by Katt et al. [22] . MCTS was also applied for stochastic environments [23] , [24] . Couetoux [23] advocated the use of double progressive widening for stochastic and continuous sequential decision making problems. Yee et al. [24] proposed a variant of MCTS based on Kernel Regression KR-UCT for continuous action spaces with execution uncertainty. They based their approach on the existence of similarities among actions that could generate a common outcome.
MCTS has been used for real-time game environments such as Ms. Pac-Man [9] , ALE [7] and the General Video Game AI (GVGAI) framework [25] . Pepels et al. [9] applied variable depth tree search and tree reuse with a decay factor to control the Pac-Man character with a MCTS agent. Guo et al. [7] implemented MCTS as an offline planner in their approach that combines MCTS with DQN for Atari games in ALE. Soemers et al. [26] investigated enhancements, such as tree reuse, breadth-first tree initialization, and noveltybased pruning for MCTS to improve its performance in GVGAI. The GVGAI framework and competition [25] , [27] offers a platform to compare AI agents in a wide range of real time-time video games. Their results showed that each improvement approach can increase the competitiveness of MCTS and more when combined.
In non-MCTS related work, Lakshminarayanan et al. [10] have considered Dynamic Frame skip Deep Q-Network (DFDQN) for the ALE environment. DFDQN treats the frame skip rate as a dynamic learnable parameter that defines the number of times a selected action is repeated based on the current state. The agent can select a pair of action/frame skip rate from a set of options that includes two predefined frame skip rate values for each action. In comparison, our approach proposes variable simulation time, during which a selected action is repeated, for MCTS. The simulation periods are not predefined but selected alongside the actions through MCTS simulations.
VI. CONCLUSIONS
This paper has proposed a variable search period MCTS approach that balances action selections with the simulation time that can be afforded for effective action selections in continuously running tasks. To mitigate the trade-off between action selection frequency and the time available for MCTS simulations, the proposed approach considers the simulation time available between action selections as a decision variable to be selected alongside the actions. To direct the MCTS towards the most promising area of the decision space, the implementation algorithm relies on progressive widening, pruning and HOOT. An updated HOOT is introduced for action/simulation time pairs sampling in tasks with a continuous decision space. The simulation results suggest that the proposed variable search period MCTS approach effectively selects actions/simulation time pairs with regard to the environment. The MCTS with variable simulation periods outperforms the conventional MCTS in simulated continuous action space environments and improve its result in most of the Atari games.
