Abstract-Opportunistic spectrum access is one of the emerging techniques for maximizing throughput in congested bands and is enabled by predicting idle slots in spectrum. We propose a kernel-based reinforcement learning approach coupled with a novel budget-constrained sparsification technique that efficiently captures the environment to find the best channel access actions. This approach allows learning and planning over the intrinsic state-action space and extends well to large state spaces. We apply our methods to evaluate coexistence of a reinforcement learningbased radio with a multi-channel adversarial radio and a single-channel carrier-sense multiple-access with collision avoidance (CSMA-CA) radio. Numerical experiments show the performance gains over carrier-sense systems.
• We provide a heuristic method for guided exploration of the state-action space that accelerates learning.
• We propose a new criterion based on memory and kernel principal angles for removal of a dictionary item that couples well with the kernel sparsification criterion.
• We apply our kernel-based RL techniques on a radio that coexists with an adversarial multi-channel radio and a singlechannel CSMA-CA radio and observe significant gains over carrier-sense systems.
II. RELATED WORK
Our approach to RL for OSA uses Q-learning with budget constrained function approximation and guided exploration for learning acceleration. The majority of existing approaches consider finite state and action spaces where the Q-function is stored in a table [19] , [22] , [23] , whereas we consider continuous state spaces that are handled using kernel based function approximation. RL with function approximation is considered in [24] , [25] . However, [25] adopts a different function approximation and state space definition. Also, the state transition function considered in [24] must be either known or estimated and does not depend on SU actions. In contrast, we consider state transition functions that react to SU actions, are unknown and need not be directly estimated. The guided exploration approach we propose for learning acceleration is related to [22] , but [22] use a stateless form of Q-learning and the heuristic function proposed for accelerated learning is less general than the one proposed in this work. The kernel sparsification method we employ for adding elements to the state-action dictionary was considered by [26] within the context of policy iteration based RL using batch processing. In contrast, we adopt an online approach and propose a principled method for removing elements from the state-action dictionary to control its size.
III. PROBLEM FORMULATION
The SU radio network seeks a channel access policy that maximizes its throughput while avoiding collisions with a PU network. A Markov decision process (MDP) (S, A, R, P) may be used to represent the dynamic communication environment of the PU network, where S is the state space, A is the action space, R is the reward function and P encodes the state-transition dynamics. A policy is a function π : S → A that maps states to actions. For simplicity, we consider a single SU receiver that may be used to model a single link with another SU radio, or a centralized controller that learns and distributes a channel access schedule to user pairs via a control channel, assuming all SU radios are experiencing similar path losses.
A. State Space/Observation Model
The SU receiver observes the state of the RF environment as a sequence of discrete time steps t = 0, 1, 2, · · · , where the observed state at time t is denoted st. To construct each state, we assume the received bandwidth is divided into K non-overlapping W Hz channels, and the considered temporal window is segmented into M non-overlapping time slots of duration Tslot. Furthermore there may be up to V auxiliary terms included in each state. The receiver senses the entire band and updates any auxiliary terms, yielding a state st ∈ S where S def = R+ KM +V . We assume the SU radios operate in half-duplex mode. During each time slot, all K channels are either partially or persistently sensed and the average observed power is computed for each channel. Partial slot sensing occurs for the channel-slots that the SU attempts to access, where only a fraction of the entire slot, Tpsense < Tslot, is sensed (see Fig. 1 ). Note that st is updated at JTslot spaced intervals, where J is the temporal dimension of the action space.
B. Action Space
The action space A is finite and can be pre-specified or learned in a nonparametric manner. In general, A ⊂ {0, 1}
KJ , and by interacting with the PU network for a short time, the actions may be chosen as the inverse of the detected PU communication patterns, for which |A| 2 KJ . For the single channel case, each time an action is to be selected, the SU either accesses the channel or remains idle for the following J consecutive time slots, yielding |A| = 2. A channel access at time t using transmit power Pstx is denoted at = Pstx1J , whereas remaining idle is denoted at = 0J . While richer action spaces are possible, they tend to incur longer training times.
C. Transition, Reward and Noise Models
The underlying system (i.e., described by the PU communication patterns) evolves from a state st to a state st+1 probabilistically when the SU radio takes an action at. This transition model does not need to be known or explicitly learned by the SU network radios.
The reward obtained when transitioning to state st+1 as a result of taking action at in state st is proportional to the number of bits received successfully and in practice can be measured by an acknowledgment. If the packet fails to be successfully received, a negative reward is incurred due to the resulting collision with the PU network.
We assume an additive white Gaussian noise (AWGN) channel model at the SU. Based on the noise level in the channel, we use a worst case 1 probability of detection Pd = 0.996 and false alarm Pf = 0.001.
D. Reinforcement Learning with Nonparametric Function Approximation
The objective is to find the policy π that maximizes the discounted cumulative reward E π ∞ t=0 γ t rt , γ ∈ [0, 1). The optimal policy 1 Note that P d and P f vary depending on whether a given slot is persistently or partially sensed.
is obtained as π
, and Q π (s, a) is the value of taking action a0 = a in state s0 = s and following policy π [18] .
In practice, S may contain a prohibitively large number of states. To handle this and help with generalization, we employ nonparametric function approximation. Using the kernel-based approach of [18] , [26] , we model the state-action value functions using the nonparametric linear approximation:
where k(·, ·) is a kernel function, αl is the weight associated with state action pair (sl,ãl) ∈ D, L = |D|, and D is a dictionary of state action pairs that must be learned. In the sequel,sl andãl are used to denote state action pairs contained in D, whereas st and at denote observed states. In this paper we use the exponential kernel, k((s, a), (s,ã)) = exp
. Kernel methods transform state-action pairs, (sl, al), into a high-dimensional feature space with feature vectors φ(sl, al). Inner products in the feature space may be computed with the kernel trick, k(x, x ) = φ(x), φ(x ) . See [26] Section III.A for more detailed information regarding the use of kernel methods.
IV. KERNEL Q-LEARNING WITH GUIDED EXPLORATION
The Q-learning algorithm [18] seeks to find the policy π(·) that maximizes the discounted cumulative reward. In the kernel setting, the algorithm estimates the optimal state-action value function Q * using a stochastic approximation:
T is the kernel vector for xt = (st, at).
Action selection is based on a modification of the -greedy policy that encourages exploration of actions that have remained unexplored:
where Qt(st, a) = α T t kt(st, a), and
The dictionary of state-action pairs learned up to time t is denoted as Dt. Here ct(sl,ãl) estimates the number of visits of state-action pair (sl,ãl) and is recursively computed as: when exploiting.
V. BUDGET-CONSTRAINED DIMENSIONALITY REDUCTION
The number of items in the nonparametric model (1) grows with time, increasing computational complexity and degrading generalization. It is critical to control the number of terms in D without losing important information. We propose an online sparsification technique based on a budget-constrained version of approximate linear dependence (ALD) analysis.
A. Adding a new dictionary item
ALD analysis [26] , [27] is a method for sequentially building a dictionary of representative feature vectors φ(xi) = φ(si,ãi). Let the dictionary after testing t − 1 samples be given by Dt−1 = {xj = (sj,ãj)}
2 > µ, where µ > 0 controls the approximation error.
Defining the kernel matrix as Kt−1 = {k(xi,xj)} [k(x1, xt) , . . . , k(xL t−1 , xt)]
T , we obtain δt = k(xt, xt) − kt−1(xt)
The ALD test may be recursively implemented by avoiding a direct inversion of the kernel matrix Kt−1. If a new state-action pair is added to the dictionary, the kernel matrix may be updated by adding a new row and column:
The matrix inverse is then recursively updated as:
B. Removing a dictionary item
Given a budget of B state-action pairs due to processing and storage constraints, when L = B + 1 one element must be removed from the dictionary. The first level of control is to remove any state-action pairs that have not been visited in a long time, i.e., if minl Nt(sl,ãl) ≤ for some 1, then ir = arg minl Nt(sl,ãl) is the item to be removed. If minl Nt(sl,ãl) > , then all state-action pairs are considered to have a high enough relative frequency and we choose to remove the feature vector that minimally distorts its local subspace.
Consider the removal of item i, φi = φ(si,ãi). First we find the k closest neighbors by partially sorting the vector k(si,ãi) (k-th row of K) in a descending order, which takes O(kL) time. This follows from the relation φ(xi)−φ(xl) 2 = 2(1−k(xi,xl)). Let us define the indices of these neighbors as Ji. Second we consider the subspace spanned by these vectors, SJ i = span {φ(xl)} l∈J i . Removing φi distorts this subspace and this distortion is measured using kernel principal angles [28] . Define the matrix Ai with columns {φl}l∈J i and Bi with columns {φl} l∈J i \{i} . The QR decompositions of the matrices Ai = QA i RA i , Bi = QB i RB i can be used to compute the cosine principal angles as singular values of the matrix Q
, and
using the efficient kernel Gram-Schmidt algorithm of [28] . Finally the subspace distortion measure due to removal of item i is
This final step takes O(k 3 ) time. The computational complexity for choosing the item to remove is O(L(kL + k 3 )). In general k L, so removal of a dictionary item takes O(L 2 ) which matches the time complexity of ALD. The item to be removed is then ir = arg minl dl.
When an item is removed, this corresponds to removing the corresponding column and row from the kernel matrix K. The inverse also needs to be updated. Assuming that the first row and column of K are removed making up the smaller matrix K• = K2:L,2:L of size B × B with inverse updated as: Removing an arbitrary row and column from K and similarly updating the inverse of K• is possible using the permutation technique of [29] .
VI. NUMERICAL EXPERIMENTS
A. Multi-channel Adversarial Data 1) Setup: To compare the performance of the proposed algorithms we simulate a scenario in which a pair of SU cognitive radios attempt to operate in the presence of K PU radio links. Each of the K PU links consists of a pair of transceivers communicating over a channel with line-of-sight (LOS) propagation loss. The SU radios choose the channels to access over the next two slots by predicting the PU occupancy.
The SU and PU radios are assumed to operate at a rate of R bits/sec 2 when no collisions occur. The values of each of the parameters chosen for the numerical experiments are summarized in Table I . The PU network is adversarial in the sense that it switches its pattern with probability equal to the access rate of the SU over the last packet. For time less than 1.5s, patterns 1 and 2 shown in Fig. 2 are switched, and for time greater than 1.5s patterns 2 and 3 are switched. 2) Reward Design: The reward encourages successful channel accesses and penalizes collisions with the PU, and is given by rt = +5R
where R is the max data rate of each link shown in Table I and τ is the occupancy threshold. Here successful channel accesses are weighted ×5 more than collisions.
3) Results: The SU throughput and collision rate as a function of time are shown in Fig. 3 , averaged over 30 trials. The RL techniques significantly outperform carrier-sense based methods in terms of throughput (approx 95% optimal throughput) and collision rate (below 5%). Furthermore, due to the abrupt change in PU network communication patterns at 1.5s, the RL techniques recover fast by forgetting irrelevant state-action pairs and learning new ones given a budget of B = 1000 state-action pairs. The guided exploration of AKQL achieves a higher throughput and lower collision rate than KQL consistently. B. Single-channel Passive Data 1) Setup: We simulate the performance of KQL when operating in the presence of a pair of PU radios that employ a CSMA-CA protocol, which is widely used in wireless local area networks (WLANs) [30] , and wireless personal area networks (WPANs) [31] .
We assume a free-space LOS propagation environment where the PUs are observed by the SU receiver at signal-to-noise ratios (SNRs) specified in Table II . To illustrate the benefit of using KQL in the presence of CSMA-CA networks, we compare its performance to that of a SU link employing a simple carrier sensing (CS) method known as p-persistent CSMA, without collision avoidance [32] .
2) Reward Design: The CSMA-CA protocol uses carrier sensing and an exponential backoff to adapt to co-channel traffic. Because of this, the PU network tends to yield use of the channel to interfering users. This passive behavior can lead the SU to learn a policy that dominates the channel and allows little or no PU accesses to occur. To prevent this, the reward is designed as a function of at, st+1, and the current number of consecutive channel access actions by the SU, denoted nt.
When the SU chooses to access the channel at time t, the reward function is rt = +(1 − ν)cf (nt; Np), if final J slots in st+1 are idle −2c, else where c > 0 and 0 < ν < 1 are positive constants, nt, Np ∈ N0, and f (nt; Np) = tanh (Np − nt), causing the reward to become negative when nt > Np. When the SU chooses to remaining idle at time t, the reward function is rt = +νc, if any of final J slots in state st+1 are busy +ζ, else where ζ > 0 is a small positive constant. We remark that ν is used to help determine the relative priority of SU vs PU network traffic, whereas ζ gives the SU network incentive to let the channel remain idle for short periods of time, which allows the CSMA-CA backoff time to elapse. Note that varying Np controls the value corresponding to different numbers of consecutive channel accesses by the SU 3 , and can thus be used to control a SU-PU performance tradeoff. In our comparison, a similar SU-PU performance tradeoff is achieved by varying the carrier sense parameter p ∈ [0, 1].
3) Results: The SU-PU data rate tradeoff is shown in Fig. 4 . As the SU data rate increases, the advantage of using KQL over a simple carrier sense approach becomes significant. For example, we see that for a desired SU data rate of 20Mbps, KQL enables a greater than 3x increase in PU data rate. As the PU data rate increases, 3 nt is reset to 0 whenever the SU selects the idle action. KQL and carrier sense perform similarly. Figure 5 illustrates the data and collision rates for a particular SU-PU set along the tradeoff. The collision rates of the SU and PU are computed as , respectively, where NSU and NP U are the number of packet transmission attempts by the PU and SU, and Ncol is the number of collisions. The advantage of using KQL in the SU radio when high SU data rates (e.g. > 30Mbps) are desired is apparent. 
VII. CONCLUSION
We used kernel-based reinforcement learning techniques for predicting and accessing idle spectrum. An acceleration heuristic and a novel budget-constrained dimensionality reduction method was proposed to control the model complexity. Numerical experiments show improvements in throughput and collision rate over carriersense systems for coexistence with passive and adversarial radio networks.
