Program authorship attribution has implications for the privacy of programmers who wish to contribute code anonymously. While previous work has shown that complete files that are individually authored can be attributed, these efforts have focused on ideal data sets such as the Google Code Jam data. We explore the problem of attribution "in the wild, " examining source code obtained from open source version control systems, and investigate if and how such contributions can be attributed to their authors, either individually or on a per-account basis. In this work we show that accounts belonging to open source contributors containing short, incomplete, and typically uncompilable fragments can be effectively attributed.
INTRODUCTION
The attribution of source code, be it in the form of entire singleauthored files or small fragments from collaborative files either individually or linked to an account, has numerous potential applications, from employer-mandated non-compete clauses to the (future) attribution of the authors of malicious code. While the problem of attributing source code samples written by a single author has been examined in some depth using Google Code Jam 1 datasets, extending these techniques to more complex problemssuch as deanonymizing the account of an open source contributor -is much harder, and has received less attention [2] .
Collaboratively written code (or any code which has passed through the hands of multiple programmers) introduces several novel complications to the problem of attribution not present in previous work focused on single files. Files may have a primary author who has contributed most of the code, with other authors making 1 Google Code Jam http://code.google.com/codejam Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). relatively inconsequential additions, or a block of code may be written by one author and later modified by another. Individual author contributions may be scattered across multiple files and consist of fragments as small as a single line of code. Using real world source code collected from the online collaborative platform GitHub 2 we show that these problems can be overcome, particularly when multiple modifications can be linked to a single unknown identity (for example, a single pseudonymous version control system account).
METHODOLOGY
We collected C++ repositories on GitHub, and then split collaborative files from those repositories into single authored pieces using git blame. We have a set of 106 programmers with 150 samples each. For each sample, we extract the AST and use that to extract a feature vector as in [3] . The AST is a tree representation of code with nodes representing syntactic constructs in the code, and we used the fuzzy parser joern to extract them, allowing us to extract ASTs even for incomplete and uncompilable code fragments [4] . We have a total of 369,097 non-constant features, of which an average of 365,690 are zero-valued for any given sample (so an average of 3,407 features are non-zero valued). These features include both raw and TFIDF values of AST node types, bigrams, node depths, and bigram depths as well as word unigrams, C++ keywords, API symbols, and maximum and average AST depth. TFIDF is a measure combining frequency with how many authors use the feature.
We then proceed to perform attribution of each sample using a random forest with 500 trees. Random forests are ensemble classifiers made of decision trees which vote to assign a class to an instance [1] . When we have linked samples, we then average the output probability distributions across the linked samples, and take as the predicted author for the whole set the one with the highest averaged probability. We also create a calibration curve for our classifier, binning the samples based on the highest classifier probability in increments of 10%, and report the accuracy for samples in each interval. We use this curve both when our samples are not linked and to address the open world problem. For our open world experiments, we have four rounds each with a set of 25 programmers as our suspect set S, and the remaining 81 programmers as the set of unknown authors U . We perform 10-fold cross-validation on S, adding all samples from U to the evaluation set of each fold. most samples fell into the lower confidence levels, we show that even mid-confidence attributions can be trusted to a high degree. Figure 2 shows the results for linked samples. We achieve 70% accuracy for single samples, 95% accuracy for pairs of samples, and 99% accuracy for sets of 15 samples. We note that in many cases, a single collaborative code file will contain at least two samples for most programmers, and 15 samples is not unreasonable for larger projects or for programmers who contribute to multiple projects. We note that while there are cases in which our method may mistake out of world samples as belonging to one of the suspects, this is rare. As we increase the threshold we start with a few large cuts to the percentage of out of world samples above the threshold, correctly identifying over 90% of such samples in only a few increments for even single sample attribution and continuing to identify about 97% and then over 99% as we continue to increment.
RESULTS

Figure 1: This calibration curve compares bin accuracy based on confidence level to random chance for single samples.
Our open world experiments use a weaker version of the classifier, with fewer trees of limited depth in the random forest, and with 97% of evaluation samples by programmers outside of the suspect set. We expect a stronger version of the classifier would reach the levels of success found in our experiments at lower thresholds. 
CONCLUSION
We show that it is possible to identify the author of even small, single code contributions and easy to attribute collections of such contributions, such as those belonging to an account. We further show that calibration curves can be used to perform attribution in open world cases and in cases with lower overall accuracy.
In light of our results, we recommend avoiding open source contributions if attribution posses a risk. If contributions must be made, single line patches are preferable to blocks of code. We caution that a single pseudonymous account is not sufficient as having more than a single line of contribution creates the possibility of linking samples to attribute the account, as even two linked samples can make attribution far easier.
