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Stein’s method is a method for proving distributional approximations along
with error bounds. Its power of handling dependence among random variables
has attracted many theoretical and applied researchers to work on it. Our goal
in this thesis is proving bounds for non-smooth function distances, for example,
Kolmogorov distance, between distributions of sums of dependent random variables
and Gaussian distributions. The following three topics in normal approximation
by Stein’s method are studied.
Multivariate normal approximation. Since Stein introduced his method, much
has been developed for normal approximation in one dimension for dependent ran-
dom variables for both smooth and non-smooth functions. On the other hand,
Summary ix
Stein’s method for multivariate normal approximation has only made its first ap-
pearance in Barbour (1990) and Go¨tze (1991), and relatively few results have been
obtained for non-smooth functions, typically for indicators of convex sets in finite
dimensional Euclidean spaces. In general, it is much harder to obtain optimal
bounds for non-smooth functions than for smooth functions. Under the setting
of Stein coupling introduced by Chen and Ro¨llin (2010), we obtain bounds on
non-smooth function distances between distributions of sums of dependent ran-
dom vectors and multivariate normal distributions using the recursive approach in
Chapter 2 and Chapter 3.
By extending the concentration inequality approach to the multivariate setting,
a multivariate normal approximation theorem on convex sets is proved for sums of
independent random vectors in Chapter 4. The resulting bound is better than the
one obtained by Go¨tze (1991). Moreover, our concentration inequality approach
provides a new way of dealing with dependent random vectors, for example, those
under local dependence, for which the induction approach or the method of Bentkus
(2003) is not likely to be applicable.
Combinatorial central limit theorem. Combinatorial central limit theorem has
a long history and is one of the most successful applications of Stein’s method.
A third-moment bound for a combinatorial central limit theorem was obtained
in Bolthausen (1984), who used Stein’s method and induction. The bound in
Bolthausen (1984) does not have an explicit constant and is only applicable in the
fixed-matrix case. In Chapter 5, we give a different proof of the combinatorial
central limit theorem using Stein’s method of exchangeable pairs and the use of a
concentration inequality. We assume the matrix to be random and our bound has
explicit constant.
Summary x
Discretized normal approximation. The total variation distance between the
distribution of a sum of integer valued random variables S and a Gaussian distri-
bution is always 1. However, a discretized normal distribution supported on the
integers is possible to approximate L (S) in the total variation distance. When S
is a sum of independent random integers, this heuristic was realized by using the
zero bias coupling in Chen and Leong (2010). However, useful zero-bias couplings
for general dependent random variables are difficult to construct. In Chapter 6,
we adopt a different approach to deriving bounds on total variation distances for
discretized normal approximation, both for sums of independent random integers
and for general dependent random integers under the setting of Stein coupling.
xi
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Probability approximation is a fruitful area of probability theory and we focus
on Stein’s method of probability approximation in this thesis. In this chapter, we
give a detailed review of Stein’s method. In particular, we focus on multivariate
normal approximation, combinatorial central limit theorem and discretized normal
approximation using Stein’s method.
When exact calculation of the probability distribution function of a random
variable W of interest is not possible, probability approximation aims to do the
next best job. That is, one uses another random variable Z whose distribution
function is known to approximate W . Examples of probability approximation
2include normal approximation and Poisson approximation. In their simplest forms,
normal approximation and Poisson approximation assert that the distribution of a
sum of independent small random variables is close to normal distribution, and the
distribution of a sum of independent rare events is close to Poisson distribution.
The major restriction of the above assertions is the independence assumption.
Besides going beyond independence, people are also interested in obtaining optimal
bounds on the distances between distribution functions, not only limit theorems.
A huge amount of literature is devoted to addressing the above two concerns. For
example, the martingale central limit theorem proves normal approximation for
sums of martingale deference sequences, and the Berry-Esseen theorem provides
third-moment bounds on the Kolmogorov distance for normal approximation for
sums of independent random variables. While pursuing these theoretical interests,
researchers have been applying the theory of probability approximation to other
areas of studies, for example, mathematical statistics and mathematical biology.
To prove rigorous results of probability approximation, a mathematical formu-
lation is needed to measure the closeness between the distributions of W and Z.
For a class of test functions H, let
dH(L (W ),L (Z)) = sup
h∈H
|Eh(W )−Eh(Z)|. (1.1)
We say L (W ) is close to L (Z) in distance dH if dH(L (W ),L (Z)) is small.
Typical choices of H are: smooth functions (smooth function distance), indicator
3functions of half lines (Kolmogorov distance), indicator functions of measurable
sets (total variation distance), etc.
Many techniques have been invented to prove probability approximation re-
sults. The moment convergence theorem, which is a major tool in random matrix
theory and free probability theory, proves probability approximation by showing
that all the moments of W converge to the corresponding moments of Z. The
second approach, which proves probability approximation by showing that the
characteristic function of W converges to that of Z, is called the characteristic
function approach. This approach can be easily applied when W is a sum of in-
dependent random variables. The third approach, which is known as Lindeberg’s
argument, proves normal approximation for W by successively replacing its ar-
guments by Gaussian variables with the same mean and variance. Despite the
achievements of these techniques, it is in general difficult to go beyond indepen-
dence and prove optimal convergence rates for non-smooth function distances. To
overcome these difficulties, Stein (1972) invented a new method, known as Stein’s
method, to prove probability approximation results along with convergence rates.
Stein’s method was first introduced in Stein (1972) to prove normal approximation.
Soon after that, Chen (1975a) introduced a version of Stein’s method for Poisson
approximation whose power was fully recognized after the work Arratia, Goldstein
and Gordon (1990) and Barbour, Holst and Janson (1992). Besides these two most
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common distributions, Stein’s method for binomial, geometric and compound Pois-
son distributions were also developed in Ehm (1991), Peko¨z (1996) and Barbour,
Chen and Loh (1992).
1.1 Stein’s method for normal approximation
Stein’s method consists of several steps. First find a characterizing operator L
for the target random variable Z such thatELf(Z) = 0 for all bounded functions f .
Then solve the equation Lf(x) = h(x)−Eh(Z), which is called the Stein equation
for Z, and study the properties of the solutions f in terms of the properties of
the test functions h. Next, find a characterizing operator L˜ = L + R˜ for W
such that EL˜f(W ) = 0, which is called the Stein identity for W . Finally, bound
EL˜f(W )−ELf(W ) = ER˜f(W ) by exploiting the probabilistic structure of W and
using the properties of f . In the case when Z is the standard Gaussian variable,
the characterizing operator L was found to be
Lf(x) = f ′(x)− xf(x)
by Stein (1972) and stated as the following Stein’s lemma.
Lemma 1.1. [Stein (1972)] If W has a standard normal distribution, then
Ef ′(W ) = E[Wf(W )] (1.2)
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for all absolutely continuous functions f : R→ R with E|f ′(Z)| finite. Conversely,
if (1.2) holds for all bounded, continuous and piecewise continuously differentiable
functions f with E|f ′(Z)| finite, then W has a standard normal distribution.
Given any test function h with E|h(Z)| finite, we have the following Stein
equation for normal distribution
f ′(w)− wf(w) = h(w)−Eh(Z). (1.3)











The properties of fh in terms of the properties of h were listed in Lemma 2.2 and
Lemma 2.3 in Chen and Shao (2005).
Lemma 1.2. Let z ∈ R and let fz be given by (1.4) with h(w) = I(w ≤ z). Then
wfz(w)is an increasing function of w. (1.5)
Moreover, for all real w, u and v,
|wfz(w)| ≤ 1, |wfz(w)− ufz(u)| ≤ 1 (1.6)
|f ′z(w)| ≤ 1, |f ′z(w)− f ′z(u)| ≤ 1 (1.7)
0 < fz(w) ≤ min(
√
2pi/4, 1/|z|) (1.8)
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and
|(w + u)fz(w + u)− (w + v)fz(w + v)| ≤ (|w|+
√
2pi/4)(|u|+ |v|). (1.9)




pi/2||h(·)−Eh(Z)|| and ||f ′h|| ≤ 2||h(·)−Eh(Z)||. (1.10)
If h is absolutely continuous, then
||fh|| ≤ 2||h′||, ||f ′h|| ≤
√
2/pi||h′|| and ||f ′′h || ≤ 2||h′||. (1.11)
The next step is to find the Stein identity for the random variable W of interest.
There are several general approaches proposed to accomplish this job. For exam-
ple, the exchangeable pair approach introduced in Stein (1986), size bias coupling
studied in Goldstein and Rinott (1996), zero bias coupling introduced in Goldstein
and Reinert (1997), a coupling suitable for functions of independent random vari-
ables introduced in Chatterjee (2008), etc. Recently, Chen and Ro¨llin (2010) found
an abstract way, referred to as Stein coupling in their paper, to unify most of the
approaches of establishing Stein identities.
Definition 1.1. [Chen and Ro¨llin (2010)] A triple of square integrable random
variables (W,W ′, G) is said to form a Stein coupling if
E[Gf(W ′)−Gf(W )] = EWf(W ) (1.12)
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for all f such that all the above expectations exist.
We indicate how the Definition 1.1 unifies local dependence, exchangeable pairs
and size bias couplings below.
Stein coupling for local dependence. Let W =
∑n
i=1 Xi be a sum of locally
dependent random variables, i.e., for each i, there exists Ai ⊂ {1, 2, . . . , n} such
that Xi is independent of {Xj : j /∈ Ai}. Assume EXi = 0 and let Yi =
∑
j∈Ai Xi
for all i. Under the above assumptions,
(W,W ′, G) = (W,W − YI ,−nXI) (1.13)
is a Stein coupling where I is uniformly distributed in {1, 2, . . . , n} and independent
of {X1, X2, . . . , Xn}.
Stein couplings for exchangeable pairs. Assume that (W,W ′) is an ex-
changeable pair of random variables, i.e, L (W,W ′) = L (W ′,W ), which satisfies,
for some constant λ > 0,
E
W (W −W ′) = λW. (1.14)
Then
(W,W ′, G) = (W,W ′,
1
2λ
(W ′ −W )) (1.15)
is a Stein coupling.
Stein coupling for size bias coupling. Let V be a non-negative random
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variable with EV = µ > 0. Let V s have the size-biased distribution of V , that is,
for all bounded f ,
EV f(V ) = µEf(V s). (1.16)
If V s is defined on the same probability space as V , then
(W,W ′, G) = (V − µ, V s − µ, µ) (1.17)
is a Stein coupling.
Chen and Ro¨llin (2010) proved normal approximation results for W when a
Stein coupling (W,W ′, G) can be found. For bounded random variables, the fol-
lowing corollary was proved.
Corollary 1.1. [Chen and Ro¨llin (2010)] Let (W,W ′, G) be a Stein coupling with
Var(W ) = 1. If G and D = W ′ −W are bounded by positive constants α and β,
respectively, then
dK(L (W ),N(0, 1)) ≤ 2
√
Var(EW (GD)) + 8αβ2 (1.18)
where dK denotes the Kolmogorov distance.
Under more detailed coupling, a simpler bound was proved in Corollary 2.7
in Chen and Ro¨llin (2010), which does not contain the first term of (1.18) and is
more explicit. However, it requires more structure of W . Theorem 2.8 in Chen and
Ro¨llin (2010) addresses the case when G and D are not necessarily bounded. Their
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bound involves essentially the fourth moments. We refer to Chen and Shao (2004)
for a third moment bound for normal approximation for sums of locally dependent
random variables. In Chapter 2 and Chapter 3, we consider Stein couplings in the
multivariate setting and prove multivariate normal approximation results.
1.2 Multivariate normal approximation
Since Stein introduced his method, much has been developed for normal ap-
proximation in one dimension for dependent random variables for both smooth and
non-smooth functions. On the other hand, Stein’s method for multivariate normal
approximation has only made its first appearance in Barbour (1990) and Go¨tze
(1991). Using the generator approach, they derived Stein’s equation for multivari-
ate normal distribution. Let Z denote the k-dimensional standard Gaussian vector
for a positive integer k. Let h : Rk → R be a test function. Then the following
second-order differential equation is called the Stein equation for k-dimensional
standard Gaussian distribution
4f(w)− w · ∇f(w) = h(w)−Eh(Z). (1.19)
where h : Rk → R are test functions such that Eh(Z) exists. Let fh be a solution
to equation (1.19) if there is a solution. When h is an indicator function of a convex
set in Rk, (1.19) may not have a solution. A routine technique to overcome this
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difficulty is to smooth h first to be h indexed by a parameter  > 0, then bound
dc(L (W ),L (Z)) by suph=IA:A∈A |E4fh(W )−EW ·∇fh(W )| plus an extra term
due to the change of test functions. Finally, choose an optimal  to obtain a bound
on dc(L (W ),L (Z)).
There have been two ways to smooth indicator functions of convex sets in Rk.
In Go¨tze (1991), h was defined as
h(w) = Eh(
√
1− 2w + Z) (1.20)
and it was shown that









However, as we can see from (1.20), the values of h(w) are changed for all w ∈
Rk, which prevents us from using the concentration inequality approach to be
introduced in Chapter 4. Moreover, the dependence on k in (1.21) may not be
optimal.
Although his paper was not about Stein’s method, Bentkus (2003) introduced
another way of smoothing indicator functions of convex sets in Rk. For each test
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where  > 0 and function ψ is defined as
ψ(x) =

1, x < 0




≤ x < 1
0, 1 ≤ x.
(1.23)
The next lemma was proved in Bentkus (2003).
Lemma 1.4. [Bentkus (2003)] The above defined function h satisfies:




, |∇h(w1)−∇h(w2)| ≤ 8|w1 − w2|
2
∀ w,w1, w2 ∈ Rk. (1.25)
From (1.24),
Eh(W )−Eh(Z) ≤ Eh(W )−Eh(Z)
= Eh(W )−Eh(Z) +Eh(Z)−Eh(Z)
≤ Eh(W )−Eh(Z) +P(Z ∈ A\A).
After proving the lower bound in the same way, we conclude that





max{P(Z ∈ A\A),P(Z ∈ A\A−)}.
(1.26)
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Inequality (1.26) is called a smoothing inequality, it bounds a non-smooth func-
tion distance by a smooth function distance plus an additional term involving the




max{P(Z ∈ A\A),P(Z ∈ A\A−)} ≤ 4k1/4 (1.27)
and the dependence on k is optimal. Therefore, we have the following smoothing
lemma.
Lemma 1.5. For any k-dimensional random vector W ,
dc(L (W ),L (Z)) ≤ sup
h=IA:A∈A
|Eh(W )−Eh(Z)|+ 4k 14  (1.28)
where Z is a standard k-dimensional Gaussian random vector, A is the set of all
the convex sets in Rk,  > 0 and h is defined as in (1.22).
To bound |Eh(W ) − Eh(Z)|, we consider the Stein equation (1.19) with h












1− sw +√sz)−Eh(Z)]φ(z)dzds (1.29)
where φ(z) is the density function of the k-dimensional standard normal distribu-
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for j, j′ ∈ {1, 2, . . . , k}.
The following lemma from Bentkus (2003) will be used.



















|x|3 ≤ 2|x|3. (1.32)
The advantage of Lemma 1.6 is that the bounds (1.31) and (1.32) do not depend

















≤ ck 32 |x|3,
an unnecessary dependence on k arises.
Using the same argument as in Bentkus (2003) when proving Lemma 1.6, we
obtain the following lemma.
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= − < u, z >< v, z >< w, z > φ(z)






= (|v|2 < u, z > +2 < u, v >< v, z > − < u, z >< v, z >2)φ(z).
(1.36)
From these two equalities, we only need to consider the projection of z in the three-
dimensional space spanned by vectors u, v, w. Therefore, the constants obtained
are dimension free. The rough upper bound in (1.34) is calculated as follows. Let












Stein equation for k-dimensional standard Gaussian distribution (1.19) was
used in Go¨tze (1991) along with the induction method to prove multivariate normal
approximation for sums of independent random vectors, with a Berry-Esseen bound
with explicit dependence on dimension. However, the constant was not calculated
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and the dependence on the dimension, namely k, was not optimal. In Chapter 4,
we extend the concentration inequality approach, which was developed by Chen
(1986, 1998) and Chen and Shao (2001, 2004), to the multivariate setting and
prove that for W being a sum of independent random vectors, standardized so
that EW = 0, EWW T = Ik×k,
P(W (i) ∈ A4γ+\A4γ) ≤ 4.1k1/2+ 39k1/2γ (1.37)
and
P(W ∈ A4γ+|Xi|\A4γ) ≤ 4.1k1/2E|Xi|+ 39k1/2γ (1.38)
where A is a convex set in Rk, A = {x ∈ Rk : d(x,A) ≤ } for  > 0, W (i) = W−Xi
and γ is the sum of absolute third moments. Using these concentration inequalities,
we prove a normal approximation theorem for W with an error bound of the order
k1/2γ. This dependence of k1/2 on the dimension is better than k5/2 and k3/2
obtained by Bhattacharya and Holmes (2010) and k as stated in Go¨tze (1991).
The paper by Bhattacharya and Holmes (2010) is an exposition of the proof of
Go¨tze (1991) but the authors remark that they are unable to obtain k as stated
by Go¨tze (1991). Although Bentkus (2003) obtained a bound depending on k1/4,
his result is for i.i.d. random vectors and his method is different from Stein’s
method. Our concentration inequality approach provides a new way of dealing
with dependent random vectors, for example, those under local dependence, for
which the induction approach or the method of Bentkus (2003) is not likely to be
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applicable.
To go beyond independence, Bolthausen and Go¨tze (1993) considered certain
multivariate sampling statistics. However, one of the their results is incorrect and
a counter-example was found in Chen and Shao (2007). Multivariate analogies
of local dependence, size bias couplings and exchangeable pairs were considered
in Rinott and Rotar (1996), Goldstein and Rinott (1996), Chatterjee and Meckes
(2008) and Reinert and Ro¨llin (2009). Although Stein’s method has been extended
to multivariate normal approximation, relatively few results have been obtained
for non-smooth functions, typically for indicators of convex sets in finite dimen-
sional Euclidean spaces. In general, it is much harder to obtain optimal bounds
for non-smooth functions than for smooth functions. In Chapter 2 and Chap-
ter 3, we work under the general setting of Stein coupling and prove bounds on
non-smooth function distances for multivariate normal approximations, with and
without boundedness conditions.
1.3 Combinatorial central limit theorem
Let X be an n by n random matrix with independent components {Xij : i, j ∈
{1, 2, . . . , n}}. Let EXij = cij,Var(Xij) = σ2ij. Suppose Σni=1cij = Σnj=1cij =








ij/(n − 1) = 1. Let pi be a uniform random
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permutation of {1, 2, . . . , n}, independent of {Xij : i, j ∈ {1, 2, . . . , n}}, and let
W = Σni=1Xipi(i). In Chapter 5, we prove the following third-moment bound for




|P (W ≤ z)− Φ(z)| ≤ 447γ (1.39)




The study of the limiting distribution of W was motivated by permutation tests
in nonparametric statistics. Wald and Wolfowitz (1944) proved the central limit
theorem for W in the special case that Xij = aibj where {ai, bj : i, j ∈ [n]} are real
numbers. Their result was generalized to real arrays, i.e. Xij = aij in Hoeffding
(1951). Third-moment bound for a combinatorial central limit theorem was ob-
tained by Bolthausen (1984), who used Stein’s method and induction. The bound
in Bolthausen (1984) does not have an explicit constant and is only applicable in
the case where σij = 0, i.e., the matrix X is not random. Under the same setting
as ours, Neammannee and Suntornchost (2006) stated a bound similar to (1.39).
They used the same Stein identity in Ho and Chen (1978), which dates back to
Chen (1975b), and the concentration inequality approach. However, there is an
error in the proof in Neammannee and Suntornchost (2006), that is, the first equal-
ity and the second inequality on page 576 are incorrect because of the dependence
among S(τ),∆S and M(t). Recently, Ghosh (2010) considered the combinatorial
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central limit theorem with involutions and proved a bound of correct order with
explicit constant. His approach was a zero-bias coupling from Goldstein (2005) and
induction. Again, the matrix was assumed to be fixed and the constant obtained
was as big as 61702446. In Chapter 5, we give a different proof of the combinatorial
central limit theorem. Our approach is by Stein’s method of exchangeable pairs
and a concentration inequality.
1.4 Discretized normal approximation
The total variation distance between a sum of integer valued random variables
S and a Gaussian random variable is always 1. However, a discretized Gaussian
random variable supported on the integers is possible to approximate S in the
total variation distance. When S is a sum of independent integer valued random
variables, this heuristic was realized by using zero bias coupling in Chen and Leong
(2010). The result is presented in Chen, Goldstein and Shao (2010). Define the dis-
cretized normal distribution Nd(µ, σ2) to be supported on Z and with probability
mass function at any integer z ∈ Z as
P(z − 1
2
≤ Zµ,σ2 < z + 1
2
) (1.40)
where Zµ,σ2 is a Gaussian variable with mean µ and variance σ
2.
Theorem 1.1. [Chen, Goldstein and Shao (2010)] Let X1, . . . , Xn be independent
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integer valued random variables with EXi = µi, Var(Xi) = σ
2
i , and finite third
absolute central moments
γi = E|Xi − µi|3/σ3.
Further, let S =
∑n
i=1 Xi, S







i and γ =∑n
i=1 γi. Then
dTV (L (S), N









(i)),L (S(i) + 1))









Useful zero-bias couplings for general dependent random variables are difficult
to construct. In Chapter 6, we adopt a different approach to deriving bounds on
the total variation distance to the discretized normal approximation for general
integer valued random variables under the setting of Stein coupling as follows.
Theorem 1.2. S is an integer valued random variable with mean µ and variance
σ2. Suppose we can construct a Stein coupling (S, S ′, G) such that
E{Gf(S ′)−Gf(S)} = E(S − µ)f(S) (1.42)
for all bounded f . Then, with D = S ′ − S,




















dTV (L (S|Θ = θ),L (S + 1|Θ = θ))
where Θ is any random vector such that B(G,D) ⊂ B(Θ).
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The above theorem is illustrated by proving discretized normal approximation





Coupling: The Bounded Case
For k ∈ Z+, let W be a k-dimensional random vector, Z be the k-dimensional
standard Gaussian vector. In this and the next two chapters, we are concerned
with bounding the non-smooth function distance between L (W ) and L (Z)
dc(L (W ),L (Z)) = sup
A∈A
|P(W ∈ A)−P(Z ∈ A)| (2.1)
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whereA denotes the set of all the convex sets in Rk. After introducing multivariate
Stein coupling in Section 1, we provide our main results in Section 2. These results
are applied to local dependence in Section 3. In section 4, base-(k + 1) expansion
of a random integer is studied as an example of exchangeable pairs.
2.1 Multivariate Stein coupling
Recall from Section 1.2 the Stein equation for k-dimensional standard Gaussian
distribution (1.19)






































To construct Stein identities for k-dimensional random vectors. We first introduce
the definition of multivariate Stein coupling, then apply it to special dependence
structures. Definition 2.1 is a natural generalization of Definition 1.1.
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Definition 2.1. A triple of square integrable k-dimensional random vectors (W,W ′, G)
is called a multivariate Stein coupling if
E(G · f(W ′)−G · f(W )) = EW · f(W ) (2.2)
for all f : Rk → Rk such that the above expectations exist.
Remark 2.1. If (W,W ′, G) is a k-dimensional Stein coupling, then so is (AW,AW ′, AG)
for any m× k matrix A for m ≥ 1.
Definition 2.1 can be applied to local dependence, multivariate exchangeable
pairs and multivariate size bias couplings.
Multivariate Stein coupling for local dependence. Let W =
∑n
i=1Xi
where {X1, X2, · · · , Xn} are k-dimensional locally dependent random vectors, i.e.,
for each i, there exists Ai ⊂ {1, 2, . . . , n} such that Xi is independent of {Xj : j /∈
Ai}. Assume EXi = 0 and let Yi =
∑
j∈Ai Xi for all i. Under the above setting,
(W,W ′, G) = (W,W − YI ,−nXI) (2.3)
is a Stein coupling where I is uniformly distributed in {1, 2, . . . , n} and independent
of {X1, X2, . . . , Xn}. In fact,
EG · f(W ′) = −
n∑
i=1
EXi · f(W − Yi) = 0 (2.4)
and on the other hand
−EG · f(W ) =
n∑
i=1
EXi · f(W ) = EW · f(W ), (2.5)
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hence (2.2) is satisfied.
Multivariate Stein couplings for multivariate exchangeable pairs. As-
sume that (W,W ′) is an exchangeable pair of k-dimensional random vectors which
satisfies, for some invertable k by k matrix Λ,
E
W (W −W ′) = ΛW +E(R|W ). (2.6)
From the exchangeability, we have
E(W −W ′) · (f(W ) + f(W ′)) = 0
for all f such that the expectation exist. Therefore, with
(W,W ′, G) = (W,W ′,
1
2
Λ−1(W ′ −W )), (2.7)
we have








Λ−1(W ′ −W ) · (f(W ′) + f(W )) +EΛ−1(W −W ′) · f(W )
= Ef(W ) · Λ−1EW (W −W ′)
= EW · f(W ) +Ef(W ) · (Λ−1R).
(2.8)
If E(R|W ) = 0, (2.7) forms a multivariate Stein coupling.
Multivariate Stein couplings for multivariate size bias couplings. Let
Y be a non-negative k-dimensional random vector with mean µ and covariance
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matrix Σ. For each i = {1, . . . , k}, let Y i be defined on the same probability space
as Y and have Y size-biased distribution in direction i, i.e.,
EYif(Y ) = Eµif(Y
i)
for all functions f such that the expectations exist. (Goldstein and Rinott (1996))
Let K be uniformly distributed over {1, 2, . . . , k} and let eK be the k-dimensional
unit vector in direction K. Then it was pointed out by Adrian Ro¨llin in a personal
communication that
(W,W ′, G) = (Σ−1/2(Y − µ),Σ−1/2(Y K − µ),Σ−1/2µKeK) (2.9)
satisfies (2.2).
2.2 Main results
In this section, we obtain bounds on dc(L (W ),L (Z)) assuming the existence
of a multivariate Stein coupling (W,W ′, G) and certain boundedness conditions.
Theorem 2.1. Let (W,W ′, G) be a k-dimensional Stein coupling. Let W ′′,W ′′′
be two k-dimensional random vectors defined on the same probability space as W .
Then, under the boundedness conditions that
|G| ≤ α, |D| ≤ β, |D′| ≤ β′, |D′′| ≤ β′′ (2.10)
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where
D = W ′ −W,D′ = W ′′ −W,D′′ = W ′′′ −W ′′, (2.11)
we have
dc(L (W ),L (Z))
≤ c
{












E|EW ′′′(δjj′ −GjDj′)D′j′′ −E(δjj′ −GjDj′)D′j′′ |
}
(2.12)
where Z is a standard k-dimensional Gaussian random vector and c is an absolute
constant.
Proof. Let h = IA where A ∈ A and let f be the solution to the Stein equation
(1.19) with h replaced by h defined in (1.22). Following the notations in the
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theorem,
E∆f(W )−EW · ∇f(W )



















E(δjj′ −GjDj′)(∂jj′f(W )− ∂jj′f(W ′′)).
(2.13)
Since (W,W ′, G) is a k-dimensional Stein coupling, the first term on the right-hand
side of the above equality equals 0. Therefore, we have the following Stein identity
for W.





















E(δjj′ −GjDj′)(∂jj′f(W )− ∂jj′f(W ′′)). (2.17)
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For R1, using the expression of ∂jj′f , (1.30), and the fact that
∫





































1− sW ′′ +√sz)∂jφ(z)dzds
=: R1,1 +R1,2.
Denote δ = dc(L (W ),L (Z)). Note that
E(h(
√
1− sW ′′ +√sz)− h(
√
1− sW ′′))2
≤ EI(d(√1− sW ′′, A\A) ≤ √s|z|)
≤ EI(d(√1− sW,A\A) ≤ √s|z|+√1− sβ′)
≤ 4k1/4( + 2β
′
√
1− s + 2
√
s
1− s |z|) + 2δ
where we used the boundedness condition that |D′| ≤ β′, the definition of δ
and the concentration inequality of the standard k-dimensional Gaussian distri-
bution (1.27). Using the Cauchy-Schwarz inequality, the property of h, (1.25),
√
































































k1/8(+ β′)1/2| log |+ k3/8 +
√
δ| log |}.
For R2, let U,U
′ be independent uniform random variables in [0, 1]. Using the
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1− sW +√sz +√1− sUU ′D)
× UGjDj′Dj′′∂jφ(z)dzds
= R2,1 +R2,2.
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1− sW ′′ +√sz +√1− sUU ′D −√1− sD′)
− h(
√














1− sW ′′ +√sz)

















































= R2,1,1 +R2,1,2 +R2,1,3 +R2,1,4 +R2,1,5.
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(δ + k1/4(β + β′ + )).
Using the fact that supj,j′,j′′
∫





E|EW ′′GjDj′Dj′′ −EGjDj′Dj′′ |.
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where we pretended that the third derivatives of h exist. This is not a problem
because we can first smooth h to have third derivatives then take the limit. Now
with the boundedness conditions and (1.34),
|R2,1,5| ≤ cαβ2.







































E|EW ′′GjDj′Dj′′ −EGjDj′Dj′′ |.
(2.19)

































1− sW ′′ +√sz −√1− sUD′)
× (δjj′ −GjDj′)D′j′′∂jφ(z)dzds
= R3,1 +R3,2.















1− sW ′′′ +√sz −√1− sUD′ −√1− sD′′)
− h(
√













1− sW ′′′ +√sz)













1− sW ′′′ +√sz)
− h(
√































= R3,1,1 +R3,1,2 +R3,1,3 +R3,1,4 +R3,1,5.
Using the fact that
k∑
j,j′=1
D′j′∂jjj′φ(z) = (− < D′, z > |z|2 + (k + 2) < D′, z >)φ(z),






+ k1/4)(αββ′ + β′), (2.20)











))(αββ′ + kβ′), (2.22)
|R3,1,4| ≤ c(δ

+ k1/4)(αββ′ + kβ′), (2.23)







+ k1/4)(αββ′ + β′). (2.25)
Therefore,











E|EW ′′′(δjj′ −GjDj′)D′j′′ −E(δjj′ −GjDj′)D′j′′|.
From the bounds on R1, R2 and R3 and the smoothing inequality (1.28), we obtain
the following recursive inequality for δ.
δ ≤ 4k1/4+ c{r0 + k3/2αβ2(δ

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where r0 = sup |E{G ·∇f(W ′)−G ·∇f(W )−W ·∇f(W )}|, which equals 0 under
Stein coupling. Let













E|EW ′′(δjj′ −GjDj′)D′j′′ −E(δjj′ −GjDj′)D′j′′|
with the same constant c as in (2.26). Without loss of generality, we can assume
 is smaller than some absolute constant, or else (2.12) is trivial. The theorem is
proved by solving the recursive inequality for δ and observing that
k = EW ·W = EG · (W ′ −W ) ≤ αβ, (2.27)
and that as long as  is smaller than a constant, (+β′)1/2| log | ≤ c and δ1/2| log | ≤
ck1/8 for an absolute constant c. 2
Theorem 2.1 is stated in a rather general form. One obvious choice of W ′′ and
W ′′′ is W ′′ = W ′′′ = W , in which case D′ = D′′ = 0, β′ = β′′ = 0 and the last term
of the bound in the inequality (2.12) equals 0. Therefore, we have the following
corollary.
Corollary 2.1. Let (W,W ′, G) be a k-dimensional Stein coupling and D = W ′ −
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W . Suppose that
|G| ≤ α, |D| ≤ β. (2.28)
We have













where Z is a standard k-dimensional Gaussian random vector.
Another choice of W ′′ and W ′′′ is to construct them in such a way that W ′′ is
independent of {G,D} and W ′′′ is independent of {G,D,D′}. This is useful when
W is a sum of locally dependent random vectors. With this construction, we have
the following corollary. Note that the condition EWW T = Ik×k is only a matter
of convenience rather than a real restriction in light of Remark 2.1.
Corollary 2.2. Let (W,W ′, G) be a k-dimensional Stein coupling. Let W ′′,W ′′′
be two k-dimensional random vectors defined on the same probability space as W .
Assume EWW T = Ik×k. Let
D = W ′ −W,D′ = W ′′ −W,D′′ = W ′′′ −W ′′. (2.30)
Assume that W ′′ is independent of {G,D} and W ′′′ is independent of {G,D,D′}.
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Then, under the boundedness conditions that
|G| ≤ α, |D| ≤ β, |D′| ≤ β′, |D′′| ≤ β′′, (2.31)
we have
dc(L (W ),L (Z)) ≤ ck1/4(αβ2 + αββ′ + β + β′′) (2.32)
where Z is a standard k-dimensional Gaussian random vector.
Proof. We follow the proof of Theorem 2.1. Since W ′′ is independent of G,D, and
EGjDj′ = δjj′ , which can be proved by choosing f(w) = wj′ej in (2.2) and using
the condition that EWjWj′ = δjj′ ,
R1 = 0.
Instead of (2.18), by the independence condition, (1.34) and |D′| ≤ β′,
|R2,1,1| ≤ cαβ2 1

(δ + k1/4(β + β′ + )). (2.33)







































+ k1/4)(αββ′ + kβ′), (2.35)






+ k1/4)(αββ′ + k1/2β′). (2.37)
Therefore,






From the above bounds on R1, R2 and R3,
δ ≤ 4k1/4+ c{αβ2(δ
















 = 2c(αβ2 + αββ′ + kβ′)
with the same constant c as in (2.38) and solving the resulting recursive equation
for δ,
δ ≤ c{k1/4(αβ2 + αββ′ + β + β′′) + k5/4β′}.
(2.32) is proved by observing (2.27). 2
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2.3 Bounded local dependence
For a positive integer k, let {X1, X2, . . . , Xn} be k-dimensional random vectors
with zero means. Define W =
∑n
i=1Xi and assume that EWW
T = Ik×k where
Ik×k is the k by k identity matrix. We adopt the notations for local dependence
from Chen and Shao (2004).
(LD1) For each i ∈ [n], there exists Ai ⊂ [n] such that Xi and {Xj : j /∈ Ai}
are independent.
(LD2) For each i ∈ [n], there exist Ai ⊂ Bi ⊂ [n] such that Xi is independent
of {Xj : j /∈ Ai} and {Xj : j ∈ Ai} is independent of {Xj : j /∈ Bi}.
(LD3) For each i ∈ [n], there exist Ai ⊂ Bi ⊂ Ci ⊂ [n] such that Xi is
independent of {Xj : j /∈ Ai}, {Xj : j ∈ Ai} is independent of {Xj : j /∈ Bi} and
{Xj : j ∈ Bi} is independent of {Xj : j /∈ Ci}.
Under (LD2), a multivariate normal approximation result was proved in Rinott
and Rotar (1996) as follows.
Theorem 2.2. [Rinott and Rotar (1996)] If W =
∑n
i=1Xi where {X1, . . . , Xn}
are k-dimensional random vectors with EXi = 0. Assume EWW
T = Ik×k. Under
2.3 Bounded local dependence 41
(LD2) and the boundedness conditions that for each i,
|Xi| ≤ β, |Ai| ≤ d1, |Bi| ≤ d2,
we have
dc(L (W ),L (Z)) ≤ ck{nd1d2β3(| log β|+ log n) + d2β} (2.39)
where ck is a constant depending on the dimension k.
The dependence of the bound above on the dimension k is not explicit. More-
over, if β ≤ ck/
√
n, the above bound is of order Ok(log n/
√
n), which may not be
optimal. In the following, we use Corollary 2.2 to obtain a bound on dc(L (W ),L (Z))
under a slightly stronger condition (LD3). Our bound has explicit dependence on
k and is typically of the “correct order” in terms of n.
Theorem 2.3. Let W =
∑n
i=1Xi be a sum of zero-mean random vectors. EWW
T =
Ik×k. Assume (LD3) and boundedness conditions that for each i ∈ [n],
|Xi| ≤ β, |Ai| ≤ d1, |Bi| ≤ d2, |Ci| ≤ d3.
We have
dc(L (W ),L (Z)) ≤ ck1/4(d1d2 + d1d3
k
)nβ3 (2.40)
where c is a universal constant.
Remark 2.2. Typically β ≤ ck/
√
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Remark 2.3. The dependence on the dimension k in the factor in front of (d1d2 +
d1d3/k)nβ
3 on the right-hand side of (2.40), namely k1/4, is the best known de-
pendence on the dimension even for multivariate normal approximation for sums
of i.i.d. random vectors (Bentkus (2003)), although because of the normalization
EWW T = Ik×k, β necessarily has a lower bound depending on k (c.f. (2.41)).
Proof. With I a uniform random index in [n] and independent of {X1, . . . , Xn},
(W,W ′, G) = (W,W − YI ,−nXI)
is a Stein coupling where Yi =
∑
j∈Ai Xj. Let D = −YI . Define










|W ′′ −W | ≤ d2β, |W ′′′ −W ′′| ≤ (d2 + d3)β.
Moreover, conditioning on I, W ′′ is independent of G,D and W ′′′ is independent
of G,D,D′. This conditional independence does not affect the bounds on R2 and







′′)− ∂jj′f(W ))EI(δjj′ −GjDj′)
]
.
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Therefore, |R1| has the same upper bound as |R3|. From (2.32),
dc(L (W ),L (Z)) ≤ c[k1/4(d1d2nβ3 + d3β) + k5/4d2β].
The bound (2.40) is proved by observing that from (2.27),
k ≤ d1nβ2. (2.41)
2
2.4 Base-(k + 1) expansion of a random integer
In this section, we first state a theorem for multivariate normal approximation
by multivariate exchangeable pairs, then apply it to the problem of base-(k + 1)
expansion of a random integer.
Suppose that (W,W ′) is an exchangeable pair of k-dimensional random vectors
and satisfies an approximate linearity condition
E(W ′ −W |W ) = −ΛW +E(R|W ) (2.42)
where Λ is an invertible k by k matrix and R is the remainder term. As in (2.7),
consider
(W,W ′, G) = (W,W ′,
1
2
Λ−1(W ′ −W )).
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From the calculation below (2.7), we have
E(G · ∇f(W ′)−G · ∇f(W ))−EW · ∇f(W ) = E∇f(W ) · (Λ−1R).
From the expression of f in (1.29) and the bound (1.31), E∇f(W ) · (Λ−1R) results
in an additional term r0 = E|Λ−1R| in the proof of Theorem 2.1 (c.f. (2.26)).
Therefore, we have by Corollary 2.1 the following theorem for multivariate normal
approximation by multivariate exchangeable pairs.
Theorem 2.4. Suppose (W,W ′) is an exchangeable pair of k-dimensional ran-
dom vectors which satisfies the approximate linearity condition (2.6). Let G =
1
2
Λ−1(W ′ −W ) and D = W ′ −W . Suppose that
|G| ≤ α, |D| ≤ β. (2.43)
We have
dc(L (W ),L (Z))
≤ c
{










where Z is a standard k-dimensional Gaussian random vector.
Normal approximation for the number of ones in the binary expansion of a
random integer has been studied in Diaconis (1977) and Chen, Fang and Shao
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(2011) where a Berry-Esseen bound and a moderate deviation result were obtained.
A generalization of this problem is base-(k+1) expansion of a random integer where
k ≥ 1 is a positive integer. Let m,n be integers such that (k+1)m−1 < n ≤ (k+1)m.











denote the number of j’s in the expansion (2.45). From the definition,
∑k
j=0 Sj =
m. To avoid degeneration, consider the k-dimensional vector
S = (S1, S2, . . . , Sk)
T .
If X is uniformly chosen form {0, 1, . . . , n}, S becomes a random vector whose
distribution should be close to a k-dimensional normal distribution with mean
mIk/(k + 1) where Ik is a k-dimensional vector with all entries 1 and covariance
matrix mΣ with Σjj = k/(k+ 1)
2 and Σjj′ = −1/(k+ 1)2 for j, j′ ∈ [k] and j 6= j′.
This fact is observed by letting n be (k + 1)m, in which case (S0, S1, . . . , Sk)
T
becomes a multinomial random vector. Therefore, we first transform S into W˜
where
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and then standardize it to be
W = Σ−1/2W˜ .
In the next theorem, we measure the non-smooth function distance betweenL (W )
and L (Z) where Z is a standard k-dimensional Gaussian random vector.
Theorem 2.5. With the notations as above, we have





where c is a universal constant.
Remark 2.4. In Loh (1992), a multinomial approximation for S was proved. His
result, together with the fact that a multinomial distribution can be approximated
by a multivariate normal distribution, yields a better bound on dc(L (W ),L (Z))
than the one in (2.46). However, to illustrate how Theorem 2.4 works, we give a
direct proof of multivariate normal approximation for W in the following.
We first introduce some quantities. Following the notations above, we define






































{−E(I(Xi = j,X −Xi(k + 1)m−i + k(k + 1)m−i ≥ n)|W )









E(I(Xi = j,X −Xi(k + 1)m−i + k(k + 1)m−i ≥ n)|W )




The next lemma provides some properties of the above Q’s.
Lemma 2.1. E|Q| = O(k/m), Var(Q) = O(k/m).
Proof. Since for each j ∈ {0, 1, . . . , k},
EI(Xi = j,X −Xi(k + 1)m−i + k(k + 1)m−i ≥ n)














≤ k + 1.
(2.52)
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Therefore, for each Q defined in (2.47), (2.48), (2.49), (2.50), E|Q| = O(k/m). On






E(I(Xi = j,X −Xi(k + 1)m−i + k(k + 1)m−i ≥ n)|W ))
≤ Var(I(XI = j,X −XI(k + 1)m−I + k(k + 1)m−I ≥ n))

















we have Var(Q) = O(k/m). 2
Next, we construct an exchangeable pair (W,W ′) and establish an approximate
linearity condition. Given X, we define X ′ as follows. Uniformly select an integer
I ∈ [m], independent of everything else. Let X ′i = Xi if i 6= I or i = I and X −
XI(k+1)
m−I +k(k+1)m−I ≥ n. If else, choose X ′i uniformly from {0, 1, . . . , k}\Xi






above constructed (X,X ′) is an exchangeable pair of random integers. Define
S ′, W˜ ′,W ′ as functions of X ′ in the same ways as S, W˜ ,W are defined. From
the exchangeability of X and X ′, (W,W ′) is an exchangeable pair. We prove the
following approximate linearity condition regarding to this exchangeable pair.
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Lemma 2.2. With Σ defined as at the beginning of this section and Q = (Q1, . . . , Qk)
T
where Qj is defined in (2.47) for j ∈ [k], we have
E(W ′ −W |W ) = −ΛW +R (2.54)
where Λ = k+1
km
Ik×k, R = Σ−1/2Q/
√
m.
Proof. From the construction of X ′, we have
E(S ′j − Sj|W )







′, X −XI(k + 1)m−I + k(k + 1)m−I < n)|W )

































E(W˜ ′ − W˜ |W˜ ) = 1√
m
E(S ′ − S|W˜ ) = −ΛW˜ + 1√
m
Q, (2.56)
which results in (2.54). 2
2.4 Base-(k + 1) expansion of a random integer 50
For the exchangeable pair (W,W ′) and the approximate linearity condition













Σ−1/2(S ′ − S) (2.58)
where the components of Σ−1/2 can be calculated as
(Σ−1/2)jj =
√

































































































)(S ′0 − S0)
}
. (2.60)
From (2.59) and (2.60), |G|, |D| are bounded by
|G| = O(1)
√





The next lemma shows that S was properly standardized.
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), E|W˜j|2 = O(k) (2.62)
Proof. From (2.56),







Taking expectations on both sides and using Lemma 2.1 yield the first result. Also










From the fact that EW˜j = O(
k√
m
), we have ESj =
m
k+1
+O(k). From (2.64) below









by Lemma 2.1. Therefore,





which proves the second part of the lemma. 2
We remark that the bound (2.63) may be improved by studying E(Qj|Wj) more
carefully.
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To calculateEW (GjDj′) andE




j′ − Sj′)) and EW ((S ′j − Sj)(S ′j′ − Sj′)(S ′j′′ − Sj′′)). Similarly as in (2.55),
E((S ′j − Sj)2|W )







′, X −XI(k + 1)m−I + k(k + 1)m−I < n)|W )

































For j 6= j′,
E((S ′j − Sj)(S ′j′ − Sj′)|W )






E(I(XI = j)|W )−Qjj′




Next we consider EW ((S ′j −Sj)(S ′j′ −Sj′)(S ′j′′ −Sj′′)). If j, j′, j′′ are three different
integers, (S ′j−Sj)(S ′j′−Sj′)(S ′j′′−Sj′′)=0. So we only need to examine the following
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two cases. If j = j′ = j′′,
E((S ′j − Sj)3|W )
= E((S ′j − Sj)|W )






from (2.55). If j = j′′ 6= j′,
E((S ′j − Sj)2(S ′j′ − Sj′)|W )




′)|W ) + 1
k
E(I(XI = j)|W )−Q′jj′























)(S ′0 − S0)(S ′j − Sj + S ′j′ − Sj′)].
(2.68)













































































































































































k)(W˜j + W˜j′′) +O(1)(W˜j + W˜0) +O(
1√
k






















)(W˜j′ + W˜j′ + W˜j′′)]
(2.73)
2.4 Base-(k + 1) expansion of a random integer 55
for j, j′, j′′ ∈ [k] and j 6= j′, j 6= j′′, j′ 6= j′′.








For 1 ≤ i ≤ m, 1 ≤ j ≤ k, let
aij := E(I(Xi = j,X−Xi(k+1)m−i+k(k+1)m−i ≥ n)|W ), ai := (ai1, . . . , aik)T .





















































E|EW (GjDj′Dj′′)−EGjDj′Dj′′ | = O(1/m3/4). (2.75)
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Coupling: The Unbounded Case
In this chapter, we consider multivariate normal approximation for W when
D = W ′−W and G are not necessarily bounded in the multivariate Stein coupling
(W,W ′, G) (see Definition 2.1). We adopt the technique used in Raic˘ (2003) and
Chen and Ro¨llin (2010) to obtain a recursive inequality for dc(L (W ),L (Z)) and
prove a general result in the first section. This result is then used to obtain an
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eighth moment bound for multivariate normal approximation for sums of locally
dependent random vectors in Section 2. In Section 3, we consider multivariate
normal approximation for the numbers of vertices with given degrees in the Erdo¨s-
Re´nyi random graphs.
3.1 Main result
We first define some quantities which appear in the bound.
r1 = E|G||D|2, (3.1)
r2 = (E|G||D|3)1/2, (3.2)



















∣∣(|D|2(G · z) + 2(G ·D)(D · z)
− (G · z)(D · z)2)∣∣I(0 ≤ T ≤ |D| ≤ 1)]φ(z)dzdT}1/5,
(3.6)







T × Var(EW ∣∣(|D|2(G · z) + 2(G ·D)(D · z)





















T × Var(EW |(G · z)D|I(0 ≤ T ≤ |D| ≤ 1))φ(z)dzdT}1/2. (3.9)
Bounding r1 to r9 involves essentially bounding moments of G,D, and bounding
variances of conditional expectations of certain functions of G,D given W .
Theorem 3.1. Let (W,W ′, G) be a k-dimensional Stein coupling, and let D =
W ′ −W . We have,
dc(L (W ),L (Z)) ≤ c
[
k1/4(r1 + r2 + r3) + k
3/8r4 + k
1/8r5





where Z is a k-dimensional standard Gaussian vector and c is a universal constant.
Proof. Denote δ = dc(L (W ),L (Z)). Let h = IA where A ∈ A and let f be
the solution to the Stein equation (1.19) with h replaced by h defined in (1.22).
Because (W,W ′, G) is a Stein coupling,





E(δjj′ −GjDj′)∂jj′f(W ) (3.12)





E[GjDj′(∂jj′f(W + UD)− ∂jj′f(W ))] (3.13)
where U is an independent uniform random variable in [0, 1]. Let U ′ be another
independent uniform random variable in [0, 1]. R1 can be bounded by
|R1| ≤ cr4(
√
δ| log |+ k1/8√| log |+ k3/8) (3.14)


































































1− sW +√sz +√1− sUU ′D)
− h(
√














1− sW +√sz +√1− sUU ′D)
− h(
√













































= R2,1,0 +R2,1,1 +R2,1,2 +R2,1,3 +R2,1,4.
(3.16)
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Similarly as in bounded case,
|R2,1,3| ≤ c1

(δ + k1/4)r1, (3.19)
|R2,1,4| ≤ cr1. (3.20)















1− sW +√sz +√1− sUU ′T ~D)
×GjDj′Dj′′U
2U ′Dj′′′
|D| I(0 ≤ T ≤ |D| ≤ 1)dT∂jj′j′′φ(z)dzds.
(3.21)



















































1− sW +√sz, A\A) ≤ √1− sT )
× ( EW | k∑
j,j′,j′′=1
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In the last inequality, we used the expression (1.36), the Cauchy-Schwarz inequality,
√






















1− sW +√sz +√1− sUT ~D)





















1− sW +√sz, A\A) ≤ √1− sT )



























From all the above bounds and the smoothing inequality (1.28), we have
























































The bound on δ is proved by letting
 = c
{
r1 + r2 + r3 + k
1/8r4 + k
−1/8r5
+ k−1/20r6 + k−1/24r7 + k−1/12r8 + k−1/16r9
}
for a suitable constant c, choosing θ1, . . . , θ4 so that the above recursive inequality
for δ can be solved and observing that as long as  is smaller than a constant,
1/2| log | ≤ c and δ1/2| log | ≤ ck1/8. 2
3.2 Local dependence 64
3.2 Local dependence
In this section, we apply Theorem 3.1 to bound dc(L (W ),L (Z)) where W
is a standardized sum of locally dependent k-dimensional random vectors, Z is a
k-dimensional standard Gaussian vector and dc is defined as in (2.1). Our bound
involves up to the eighth moments of the summands.
Theorem 3.2. Let W =
∑n
i=1Xi be a k-dimensional random vector with EXi = 0
for each i ∈ [k] and EWW T = Ik×k. Assume (LD2) with |N(Bi)| ≤ θ for each
i ∈ [n] where N(Bi) = {j ∈ [n] : Aj ∩Bi 6= ∅}. We have
















where c is a universal constant.
Remark 3.1. If Xi = O(ξi/
√
n), |Yi| = O(ηi/
√
n) where E|ξi|8,E|ηi|8 = O(1),
then the bound (3.24) is of order O(1/
√
n).
Remark 3.2. The bound (3.24) reduces to ck7/8d21θ
1/2nβ3 if in addition we assume
|Xi| ≤ β and |Ai| ≤ d1, by observing that |Yi| ≤ d1β and β ≤ d1nβ3/k (c.f. (2.41)).
Proof. Without loss of generality, assume the right-hand side of (3.24) is finite.
Using Theorem 3.1 and the multivariate Stein coupling for local dependence (2.3),
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we need to bound r1 to r9 with G = −nXI and D = −YI where I is a uniform
random integer in [n], independent of all else and Yi =
∑
j∈Ai Xj for all i ∈ [n].








































∣∣(|Yi|2(Xi · z) + 2(Xi · Yi)(Yi · z)
− (Xi · z)(Yi · z)2)







T × Var( n∑
i=1
E
W |(|Yi|2(Xi · z) + 2(Xi · Yi)(Yi · z)
























√√√√T × Var( n∑
i=1
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Next, we obtain bounds on r4 to r9 using the local dependence structure. Let

























































































|(|Yi|2(Xi · z) + 2(Xi · Yi)(Yi · z)











{|(|Yi|2(Xi · z) + 2(Xi · Yi)(Yi · z)− (Xi · z)(Yi · z)2)|I(0 ≤ T ≤ |Yi| ≤ 1),












(|Yi|2(Xi · z) + 2(Xi · Yi)(Yi · z)










E[(|Yi|4(Xi · z)2 + 4(Xi · Yi)2(Yi · z)2
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From Theorem 3.1, we obtain (3.24). 2
3.3 Number of vertices with a given degree se-
quence on an Erdo¨s-Re´nyi graph
Consider an Erdo¨s-Re´nyi random graph K with vertex set V = {1, 2, . . . , n}
and edge set E where each possible edge is present with probability ρ = θ/(n− 1)




I((v, w) ∈ E ) (3.25)
to be the degree of a vertex v. For a positive integer k, let {d1, . . . , dk} be a




Xvi where Xvi = I(d(v) = di) (3.26)
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the number of vertices with degree di for each i ∈ [k]. AssumeEY = µ, Cov(Y, Y ) =
Σ. Define
W = Σ−1/2(Y − µ). (3.27)
We are interested in bounding dc(L (W ),L (Z)) where Z is the standard k-dimensional
Gaussian vector.
For k = 1, asymptotic normality of W was proved in Barbour, Karonski and
Rucinski (1989) and a Berry-Esseen bound was obtained in Goldstein (2011) by
applying the size bias coupling and Bolthausen’s (1984) inductive method. For k >
1, multivariate normal approximation for W were proved in Goldstein and Rinott
(1996) using the multivariate size bias coupling. However, the bound obtained in
Goldstein and Rinott (1996) was for smooth function distances. In Theorem 3.3,
we obtain a bound on dc(L (W ),L (Z)) for k ≥ 1.
Theorem 3.3. With W defined above, we have
dc(L (W ),L (Z)) ≤ c/
√
n (3.28)
where c is a constant depending on θ, k and {d1, . . . , dk}.
Proof. The theorem is proved by applying Theorem 3.1 and the size bias coupling
introduced in Goldstein and Rinott (1996).
To apply Theorem 3.1, we first need to couple Y i with Y for each i ∈ [k], where
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Y i has Y -size biased distribution in direction i (refer to Chapter 2, Section 1).
This can be done as follows. For a given realization of the Erdo¨s-Re´nyi graph K
and i ∈ [k], uniformly select a vertex V ∈ V . If d(V ), the degree of V , equals di,
then define the i-biased graph K i = K . If d(V ) > di, then we uniformly delete
d(V ) − di edges from the d(V ) edges connecting to the vertex V to form a new
graph K i. If d(V ) < di, we uniformly add di − d(V ) edges from the n− 1− d(V )
potential edges connecting to the vertex V , thus forming a new graph K i. Let Y i
be defined according to the i-biased graph K i in the same way as Y is defined.
It was proved in Goldstein and Rinott (1996) that Y i has size bias distribution in
direction i of Y . Moreover, it was proved in Goldstein and Rinott (1996) that for
all i, j, j′ ∈ [k],
µi ≤ cn, ||Σ−1/2|| ≤ c/
√
n, |(Σ−1/2)jj′| ≤ c/
√
n,Var(E[Y ij − Yj|K ]) ≤ c/n. (3.29)
In here and what follows, c denotes constants depending on θ, k and {d1, . . . , dk}
and may differ in different expressions, and O(n) means of order n up to a constant
depending only on θ, k and {d1, . . . , dk}.
With K an independent uniform random variable in [k],
(W,W ′, G) = (W,WK , kΣ−
1
2µKeK)
is a k-dimensional Stein coupling (see (2.9)) where
W = Σ−
1
2 (Y − µ),WK = Σ− 12 (Y K − µ).
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Let D = WK −W . We bound r1 to r9 in Theorem 4.1 as follows. From the fact
that there are at most |d(V ) − di| + 1 vertices whose degrees are changed when
doing the size bias coupling in direction i, we have
|Y i − Y | ≤
√
2(|d(V )− di|+ 1).
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(Σ−1/2µiei)jEW (Σ−1/2(Y i − Y ))j′(Σ−1/2(Y i − Y ))j′′)
} 1
2


















where we used Lemma 3.1. Let
Qi
= (|Σ−1/2(Y i − Y )|2[(Σ−1/2µiei) · z]
+ 2[(Σ−1/2µiei) · (Σ−1/2(Y i − Y ))][(Σ−1/2(Y i − Y )) · z]
− [(Σ−1/2µiei) · z][(Σ−1/2(Y i − Y )) · z]2)
× I(0 ≤ T ≤ |Σ−1/2(Y i − Y )| ≤ 1).







Var(EW |(|D|2(G · z) + 2(G ·D)(D · z)






























































E(|Σ−1/2(Y i − Y )|4[(Σ−1/2µiei) · z]2
+ [(Σ−1/2µiei) · (Σ−1/2(Y i − Y ))]2[(Σ−1/2(Y i − Y )) · z]2
+ [(Σ−1/2µiei) · z]2[(Σ−1/2(Y i − Y )) · z]4)







Let K ′ be an independent Erdo¨s-Re´nyi graph having the same distribution as K ;
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(EK ,V=v1 |Qi| ×EK ,V=v2|Qi|
−EK ,V=v1|Qi| ×EK ′,V=v2 |Qi|)(I(Sv1,v2) + I(Scv1,v2))
]
φ(z)dzdT
where for v1, v2 ∈ V , v1 6= v2, Sv1,v2 denotes the event {(v1, v2) /∈ E ∩ E ′} ∩
{@ v3 such that (v1, v3) ∈ E & (v3, v2) ∈ E ∪ E ′} ∩ {@ v4, v5 such that(v1, v4) ∈
E & (v4, v5) ∈ E ∪ E ′ & (v5, v2) ∈ E ∪ E ′}. I(Scv1,v2) is bounded by




I((v1, v) ∈ E , (v, v2) ∈ E ) +
∑
v 6=v1,v2
















I((v1, u) ∈ E , (u, v) ∈ E ′, (v, v2) ∈ E ′).





(v1,v2)∈E ∣∣EK ,V=v1|Qi| ×EK ,V=v2 |Qi|
−EK ,V−v1 |Qi| ×EK ′,V=v2|Qi|∣∣φ(z)dzdT
≤ O(1/n3/2).














(EK ,V=v1|Qi| ×EK ,V=v2|Qi|

















(EK ,V=v1 |Qi| ×EK ,V=v2|Qi|




Conditioning on Sv1,v2 , we can couple N({v1}), N({v2}) with N ′({v1}), N ′({v2}),
and couple N(N({v1})), N(N({v2})) with N ′(N ′({v1})), N ′(N ′({v2})) to be the
same where N(v) and N ′(v) denote the neighborhood of v in K and K ′ for
v ⊂ V . We can also couple T ′v2 to be the same as Tv2 where TV (T ′V ) denote the set
of vertices such that the edges between V and the vertices in RV (R
′
V ) are changed
when doing the size bias coupling for K (K ′ respectively) at the beginning of this
proof. Under the above coupling,
E
A,d(v1)≥di,d(v2)≥di(EK ,V=v1 |Qi| ×EK ,V=v2|Qi|
−EK ,V−v1|Qi| ×EK ′,V=v2 |Qi|) = 0,














I(Sv1,v2 , d(v1) < di, d(v2) < di)




























K ,V=v1,Tv1=t|Qi| ×EK ,V=v2,Tv2=t′|Qi|






where B denotes the event {({v1}∪ t)∩ ({v2}∪ t′) = ∅, no edge connecting {v1}∪
t and {v2} ∪ t′ in neither K nor K ′}. After handling the cases dv1 < di, dv2 ≥ di














(EK ,V=v1|Qi| ×EK ,V=v2|Qi|








From the bounds on R1, R2, we have r6 ≤ C/
√
n. Similarly, we can prove that
r7, r8, r9 ≤ C/
√
n. The proof of Theorem 3.3 is finished by applying Theorem 4.1.
2
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It only remains to prove Lemma 3.1.
Lemma 3.1. For all i, j, j′ ∈ [k], we have
Var{E[(Y ij − Yj)(Y ij′ − Yj′)|K ]} = O(1/n).
Proof. For j = j′, as equation (27) in Goldstein and Rinott (1996),























|{v : d(v) 6= di}|δij + 1
n
|{v : d(v) = dj}|(1− δij).
(3.30)
Using the same argument below equation (27) in Goldstein and Rinott (1996),
Var(E[(Y ij − Yj)2|K ]) = O(1/n).
For j 6= j′,








(−1)a+bI(d(u) = dj + a, d(u′) = dj′ + b)








(−1)a+b+2I(d(u) = dj + a, d(u′) = dj′ + b)
× [P((u, v), (u′, v) both added) (= (di − d(v))(di − d(v)− 1)
(n− 1− d(v))(n− 2− d(v)))]























[I(i = j)− I(d(v) = dj)]







n− 1− d(v) [I(i = j)− I(d(v) = dj)]
















[I(i = j′)− I(d(v) = dj′)]







n− 1− d(v) [I(i = j
′)− I(d(v) = dj′)]




(−I(d(v) = dj′))δi,j +
∑
v:d(v)6=di
I(i = j′)(−I(i 6= j, d(v) = dj)). (3.31)
To understand these terms, if V = v and d(v) > di, one contribution to Y
i
j − Yj is
when for u connecting to v, d(u) = dj or dj+1 and the edge (u, v) is removed when
deleting d(v)− di edges. The first term accounts for the case when d(v) > di + 1,
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for distinct u, u′ connecting to v, both the edges (u, v), (u′, v) are removed after
uniformly removing d(v)− di edges connecting to v. The other terms accounts for
different situations. Note that there is a factor n on the left-hand side of equation
(3.31), so as long as we prove the variance of the right-hand side of the equation is
of order O(n), the lemma is proved. To do this, noticing that there are only finite
terms on the right-hand side of equation (3.31), we only need to prove that the
variance of each term is of order O(n).
We write the first term on the right-hand side of equation (3.31) as four terms
according to different values of a, b. Each of these terms can be written as (denote
P(d(v)) = P((u, v), (u′, v) both removed), we do not care about its value)
∑
|v,u,u′|=3
I((u, v) ∈ E , (u′, v) ∈ E , d(v) > di+1, d(u) = dj+a, d(u′) = dj′+b)P(d(v)).
(3.32)
Denote L the event that {(u, v) ∈ E , (u′, v) ∈ E , d(v) > di+1, d(u) = dj+a, d(u′) =
dj′ + b}, we can write (3.32) as
∑











Denote N = |v, u, u′, v˜, u˜, u˜′|, i.e. the number of distinct elements in the set
{v, u, u′, v˜, u˜, u˜′}. Since |v, u, u′| = 3 and |v˜, u˜, u˜′| = 3, N can only take values
in {3, 4, 5, 6}. Dividing the sum on the right-hand side of equation (3.33) into four
parts according to the value of N , we argue as follows.
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Case 1: N = 3, there are O(n3) terms, each term is bounded by P((u, v) ∈
E )P((u′, v) ∈ E ) = O(1/n2), so this part is of order O(n).
Case 2: N = 4, there are O(n4) terms, each term is bounded by P ((u, v) ∈
E )P ((u′, v) ∈ E )P (an edge distinct from (u, v), (u′, v)) = O(1/n3), so this part is
of order O(n).
Case 3: N = 5, there are O(n5) terms, each term is bounded by P((u, v) ∈
E )P((u′, v) ∈ E )P((u˜, v˜) ∈ E )P((u˜′, v˜) ∈ E ) = O(1/n4), so this part is of order
O(n).
Case 4: N = 6, there are O(n6) terms. A typical term
Cov(ILP((d(v))), IL˜P(d(v˜))) = E(ILP(d(v))IL˜P(d(v˜)))− β2 (3.34)
where
β = E(ILP(d(v))). (3.35)
Recall in this case v, u, u′, v˜, u˜, u˜′ are all distinct vertices. Let M be the event that
there is no edge connecting {v, u, u′} and {v˜, u˜, u˜′}. Note that P(M) = 1−O(1/n).
We have
E(ILP(d(v))IL˜P(d(v˜)))
= E(ILP(d(v))IL˜P(d(v˜))|M)P(M) +E(ILP(d(v))IL˜P(d(v˜))|M c)P (M c)
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where α = E(ILP(d(v))|M). In the last inequality of equation (3.36), we used the
conditional independence of ILP(d(v)) and IL˜P(d(v˜)) given M , P(M
c) = O(1/n)
and P((u, v) ∈ E )P((u′, v) ∈ E )P((u˜, v˜) ∈ E )P((u˜′, v˜) ∈ E ) = O(1/n4). There-
fore, we have
Cov(ILP((d(v))), IL˜P(d(v˜))) ≤ (α + β)(α− β) +O(1/n5)
≤ O(|α− β|/n2) +O(1/n5)
since P((u, v) ∈ E )P((u′, v) ∈ E ) = O(1/n2). If we can prove that |α − β| =
O(1/n3), we can bound the first term on the right-hand side of equation (3.31) by
O(n). In fact, letR = {(u, v) ∈ E , (u′, v) ∈ E }, S = I(d(u) = dj+a, d(u′) = dj′+b),
T = I(d(v) > di + 1)P(d(v)), we have








where we used the fact that R and M are independent and P(R) = O(1/n2). We
couple the random variables E[ST |MR] and E[ST |R] as follows. First generate
all the edges except those connecting {v, u, u′} and {v˜, u˜, u˜′}, then independently
generate these edges. The two random variables E[ST |MR] and E[ST |R] are
different only when there are edges connecting {v, u, u′} and {v˜, u˜, u˜′} which is of
order O(1/n), proving that |α− β| = O(1/n3).
As for the second term on the right-hand side of equation (3.31), we denote D
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the event {(u, v) /∈ E , (u′, v) /∈ E , d(v) < di − 1, d(u) = dj + a, d(u′) = dj′ + b}.
Note that (di−d(v))(di−d(v)−1)
(n−1−d(v))(n−2−d(v)) is of order O(1/n
















The above summation is divided into four parts according to the value of N . Since
the summand is at least of order O(1/n4), we only need to consider the case when













))− τ 2 (3.39)
where τ = E(IDO(1/n







)) ≤ (γ + τ)(γ − τ) +O( 1
n5
) (3.40)
where γ = E(IDO(1/n







)) ≤ O( 1
n2
)|γ − τ |+O( 1
n5
) (3.41)
Do the same coupling as for the first term, it follows that |γ − τ | = O(1/n3), this
proves that the variance of the second term is of order O(n).
The variances of the remaining terms on the right-hand side of equation (3.31)
can be proved to be of order O(n) by the same arguments applied to the first two







Since Stein introduced his method for normal approximation in 1972, much has
been developed for normal approximation in one dimension for dependent random
84
variables for both smooth and non-smooth functions. A typical non-smooth func-
tion is the indicator of a half line. Three approaches have been developed to deal
with non-smooth functions: the induction approach popularized by Bolthausen
(1984), the recursive approach of Raic˘ (2003) and the concentration inequality
approach developed by Chen (1998) and Chen and Shao (2001, 2004).
Since the recursive approach usually results in bounds involving higher mo-
ments than the third moment (see Theorem 3.2), in this chapter, we extend the
concentration inequality approach to the multivariate setting. We prove that for
W being a sum of k-dimensional independent random vectors, standardized so that
EW = 0, EWW T = Ik×k,
P(W (i) ∈ A4γ+\A4γ) ≤ 4.1k1/2+ 39k1/2γ (4.1)
and
P(W ∈ A4γ+|Xi|\A4γ) ≤ 4.1k1/2E|Xi|+ 39k1/2γ (4.2)
where A is a convex set in Rk, A = {x ∈ Rk : d(x,A) ≤ } for  > 0, W (i) = W−Xi
and γ is the sum of absolute third moments. Using these concentration inequalities,
we prove a normal approximation theorem for W with an error bound of the order
k1/2γ. This dependence of k1/2 on the dimension is better than k5/2 and k3/2
obtained by Bhattacharya and Holmes (2010) and k as stated in Go¨tze (1991). Our
concentration inequality approach provides a new way of dealing with dependent
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random vectors, for example, those under local dependence, for which the induction
approach is not likely to be applicable.
Comparing our result with those assuming finite third moments and using other
methods in the literature, only the result of Bentkus (2003) gives a bound depend-
ing on k1/4, which is better than k1/2. But his result is for i.i.d. random vectors.
Other results for i.i.d. random vectors, for example, by Nagaev (1976), Senatov
(1980) and Sazonov (1981) depend on dimension as k.
This chapter is organized as follows. In Section 1, we develop techniques for
the concentration inequality approach in the multivariate setting. In Section 2, we
use the concentration inequality approach to prove a multivariate normal approx-
imation theorem for sums of independent random vectors. In Section 3, we prove
the technical lemmas in Section 1.
4.1 Concentration inequalities
As a powerful tool of proving distributional approximations along with error
bounds, the theory of Stein’s method has been extensively developed in the litera-
ture for random variables with all kinds of dependence structures. While it works
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well for smooth function distances, it requires much more effort to obtain opti-
mal bounds for non-smooth function distances such as the Kolmogorov distance.
To overcome this difficulty, we consider the probability for some random variable
W taking values in a small interval [a, b]. A bound on P(W ∈ [a, b]) is called a
concentration inequality. Now if W is a k-dimensional random vector and Z a k-
dimensional standard Gaussian random vector, the non-smooth function distance
between L (W ) and L (Z) usually means supA∈A |P(W ∈ A) − P(Z ∈ A)| where
A denotes the set of all convex sets in Rk. A concentration inequality in this
setting is a bound on P(W ∈ A\A) where A = {x ∈ Rk : d(x,A) ≤ } where
d(x,A) = infy∈A |x− y|.
For a given convex set A ⊂ Rk,  > 0, we define f = f(A, ) = (f1, f2, . . . , fk)T :
Rk → Rk as follows. For x ∈ A¯ where A¯ is the closure of A, f(x) = 0. For
x ∈ A\A¯, find x0 the nearest point in A¯ from x, and define f(x) = x − x0.
For x ∈ Rk\A, find x0 the nearest point in A¯ from x, and x1 the intersection
of {x0 + t(x − x0) : t ∈ [0, 1]} and ∂A, the boundary of A, and define f(x) =
x1−x0 = f(x1). We have the following four lemmas regarding to the properties of
the above defined f .
Lemma 4.1. We have
|f | ≤ . (4.3)
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Lemma 4.2. For all ξ, η ∈ Rk,
ξ · (f(η + ξ)− f(η)) ≥ 0. (4.4)
Lemma 4.3. For every i ∈ [k] and any fixed x1, . . . , xi−1, xi+1, . . . , xn, fi is abso-
lutely continuous in xi and
∂ifi(x) ≥ 0 a.e.. (4.5)
For x ∈ (A)o\A¯, where Ao is the interior of A, we have a shaper lower bound
for ∂ifi(x). Let θ = (θ1, θ2, . . . , θk)
T be the angles between x− x0 and the axes.
Lemma 4.4. For all i ∈ [k], x ∈ (A)o\A¯,
∂ifi(x) ≥ cos2 θi a.e.. (4.6)
We defer the proofs of the lemmas to Section 3. To obtain a concentration
inequality for a random vector W of interest, we apply the above defined function
f in the Stein identity for W . We consider the following two cases: multivariate
normal distribution and sums of independent random vectors.
4.1.1 Multivariate normal distribution
Proposition 4.1. Let Z = (Z1, Z2, . . . , Zk)
T be a k-dimensional standard Gaus-
sian random vector. Then for any convex set A in Rk and 1, 2 ≥ 0,
P(Z ∈ A1\A−2) ≤ k1/2(1 + 2) (4.7)
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where A = {x ∈ Rk : d(x,A) ≤ } and A− = {x ∈ Rk : B(x, ) ⊂ A} where
B(x, ) is the k-dimensional ball centered in x with radius .
Proof. From the joint independence among {Z1, Z2, . . . , Zk} and the Stein identity





Using the function f = f(A, ) defined at the beginning of this section where















cos2 θjI(Z ∈ (A)o\A) = P(Z ∈ (A)o\A).
(4.9)
Therefore,
P(Z ∈ A\A) ≤ k1/2. (4.10)
The bound (4.7) can be deduced from the above inequality by the arguments in
Section 1.3 of Bhattacharya and Rao (1986) sketched as follows.
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Without loss of generality, assume Ao 6= ∅. First suppose A is bounded. Given
any δ > 0, we may choose x1, x2, . . . , xn ∈ ∂A such that ∂A ⊂ {x1, . . . , xn}δ. Let
P be the convex hull of {x1, . . . , xn}. By taking δ small enough, P o 6= ∅. For some
positive integer m, P can be expressed as
P = {x ∈ Rk : uj · x ≤ dj, 1 ≤ j ≤ m}
where uj’s are distinct unit vectors and dj’s are real numbers. For each real a,
define
Pa = {x ∈ Rk : uj · x ≤ dj + a, 1 ≤ j ≤ m}.
Then from the fact that P ⊂ A ⊂ P δ, we have
A1\A−2 ⊂ (P δ)1\P−2 ⊂ P1+δ\P−2 .
Therefore,






where λk−1 is the Lebesgue measure in Rk−1. We used Lemma 3.9 in Bhattacharya
and Rao (1986) in the last equality. From the arguments leading to (3.35) in
Bhattacharya and Rao (1986),




The above inequality and (4.10) result in∫
∂Pa
φdλk−1 ≤ k1/2.
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Therefore, from (4.11),
P(Z ∈ A1\A−2) ≤ k1/2(1 + 2 + δ).
The (4.7) is proved by letting δ → 0. If A is unbounded, consider Ar = A∩B(0, r)
and let r →∞.
2
Remark 4.1. It is known that P(Z ∈ A1\A−2) ≤ 4k1/4(1 + 2), which is of
optimal order in k (see Ball (1993) and Bentkus (2003)). It is not clear how we
can obtain k1/4 in the bound by our approach.
4.1.2 Sum of independent random vectors
Proposition 4.2. Let k-dimensional random vector W be







(Xi1, Xi2, . . . , Xik)
T
where {Xi : i ∈ [n]} are independent random vectors such that EXi = 0 and
EWW T = Ik×k. Then, for any convex set A in Rk,
P(W (i) ∈ A4γ+\A4γ) ≤ 4.1k1/2+ 39k1/2γ (4.12)
and
P(W ∈ A4γ+|Xi|\A4γ) ≤ 4.1k1/2E|Xi|+ 39k1/2γ (4.13)
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Proof. Without loss of generality, assume γ is finite. We use f = f(A,  + 8γ)
defined at the beginning of this section in the following Stein identity for W (i).




EXj · (f(W (i))− f(W (i) −Xj)) =: R0. (4.14)














(−Xj · hjj′)(f(W (i) −Xj) · hjj′ − f(W (i)) · hjj′)
}
× I(|Xj| ≤ 4γ)I(W (i) ∈ A+4γ\A4γ)
where we used the orthonormal basis {hj1, . . . , hjk} for each j 6= i defined as
follows. For each W (i) = w(i) ∈ A+4γ\A4γ and Xj = xj, define an orthonormal
basis {hj1, . . . , hjk} such that hj1 and w(i) − w(i)0 are parallel and hj2 and −xj −
(−xj · hj1)hj1 are parallel (0-vector is parallel to any vector). Recall that w(i)0 is
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(−Xj · hj1)(f(W (i) + (−Xj · hj1)hj1) · hj1 − f(W (i)) · hj1)
+ (−Xj · hj1)(f(W (i) −Xj) · hj1 − f(W (i) + (−Xj · hj1)hj1) · hj1)
+ (−Xj · hj2)(f(W (i) + (−X1 · hj1)hj1) · hj2 − f(W (i)) · hj2)
+ (−Xj · hj2)(f(W (i) −Xj) · hj2 − f(W (i) + (−Xj · hj1)hj1) · hj2)
}
× I(|Xj| ≤ 4γ)I(W (i) ∈ A+4γ\A4γ).
If w(i) ∈ A+4γ\A4γ, |xj| ≤ 4γ, then we have
f(w(i) + (−xj · hj1)hj1) · hj1 − f(w(i)) · hj1 = −xj · hj1, (4.15)
f(w(i) + (−xj · hj1)hj1) · hj2 − f(w(i)) · hj2 = 0 (4.16)
and
(−xj · hj2)(f(w(i) − xj) · hj2 − f(w(i) + (−xj · hj1)hj1) · hj2)
≥ (f(w(i) − xj) · hj1 − f(w(i) + (−xj · hj1)hj1) · hj1)2.
(4.17)
Equations (4.15) and (4.16) follow from f(w(i) + (−xj · hj1)hj1) = f(w(i)) + (−xj ·
hj1)hj1. For (4.17), consider the plane p parallel to hj1, hj2 and containing w
(i).
Let l be the line parallel to hj2 and containing w
(i)
0 . The line l divides p into two
parts p1, p2 where p1 is closed and p2 is open and contains w




(i)−xj]. Then (w(i)−xj)′, the projection of (w(i)−xj)0 on p,
must be inside the circle (or on the perimeter) and on p1 because of the convexity
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of A. Let (w(i) − xj)′′ be the projection of w(i) − xj on l, and let (w(i) − xj)′′′ be
the projection of (w(i) − xj)′ on l. Then, (4.17) follows from
|((w(i) − xj)′′ − w(i)0 )((w(i) − xj)′′′ − w(i)0 )| ≥ |(w(i) − xj)′ − (w(i) − xj)′′′|2,
which is a consequence of the fact that the angle between (W (i) −Xj)′′ − (W (i) −
Xj)
′and W (i)0 −(W (i)−Xj)′ is greater than or equal to pi/2. Using ab ≥ −a2−b2/4,
(−xj · hj1)(f(w(i) − xj) · hj1 − f(w(i) + (−xj · hj1)hj1) · hj1)
≥ −(−xj · hj1)
2
4
− (f(w(i) − xj) · hj1 − f(w(i) + (−xj · hj1)hj1) · hj1)2.
(4.18)






E(−Xj · hj1)2I(|Xj| ≤ 4γ)I(W (i) ∈ A+4γ\A4γ). (4.19)






E(Xj · ξ(W (i)))2I(|Xj| ≤ 4γ)I(W (i) ∈ A+4γ\A4γ)
=: R
where ξ(W (i)) = (W
(i)
0 −W (i))/|W (i)0 −W (i)| for W (i) ∈ A+4γ\A4γ and W (i)0 is the
nearest point in A¯ from W (i). We may define ξ(W (i)) to be e1, where {e1, . . . , ek}
are the original orthonormal basis when W (i) /∈ A+4γ\A4γ, since it does not affect
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P(W (i) ∈ A+4γ\A4γ)− 3
16
P(W (i) ∈ A+4γ\A4γ)
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For R2,1, using the inequality (4.20),
|R2,1| ≤ 3
4





















































From the bounds on |R1,1| and |R2,1|,









|Xj|4I(|Xj| ≤ 4γ) ≤ 3γ
2
.
A lower bound of R2,2 can be obtained as follows. Let W˜ (i) be an independent



















E|Xi|2P(W (i) ∈ A+4γ\A4γ)
− 3
4








E|Xjj′Xjj′′ |I(|Xj| > 4γ)
≥ −3
4
γ2/3P(W (i) ∈ A+4γ\A4γ)









EI(W˜ (i) ∈ A+4γ\A4γ)|Xjj′ξ(W˜ (i))j′||Xjj′′ξ(W˜ (i))j′′ |I(|Xj| > 4γ)
≥ −3
4
γ2/3P(W (i) ∈ A+4γ\A4γ)− 3
4







γ2/3P(W (i) ∈ A+4γ\A4γ)− 3
16
P(W (i) ∈ A+4γ\A4γ)




Xjj′Xjj′′ = −EXij′Xij′′ for j′ 6= j′′ and∑k




P(W (i) ∈ A+4γ\A4γ)− 3
16




γ2/3P(W (i) ∈ A+4γ\A4γ)− 3
16
P(W (i) ∈ A+4γ\A4γ).
(4.21)






γ2/3)P(W (i) ∈ A\A)




When γ > 1/39, (4.12) is true. When γ ≤ 1/39, (4.12) is obtained by solving
(4.22).
To prove (4.13), let fXi = f(A, |Xi| + 8γ) be defined at the beginning of this
section. Consider the following Stein identity,




EXj · (fXi(W )− fXi(W −Xj)). (4.23)






EXj · (fXi(W )− fXi(W −Xj))I(W ∈ A4γ+|Xi|\A4γ)I(|Xj| ≤ 4γ).
The bound (4.13) can be proved by applying the same argument leading to (4.12).
2
4.2 Multivariate normal approximation for inde-
pendent random vectors
In this section we prove multivariate normal approximation results for sums
of independent random vectors. Recall Stein’s equation for multivariate normal
distribution and the derivatives of its solution:
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for a smooth test function h. If h = IA for a convex set A in Rk, let h be defined
as in (1.22). For a convex set A and γ ≥ 0, defining g1, = h for h = IA4γ , we have
P(W ∈ A)−P(Z ∈ A) ≤ P(W ∈ A4γ)−P(Z ∈ A)
≤ Eg1,(W )−Eg1,(Z) +Eg1,(Z)−P(Z ∈ A)
≤ Eg1,(W )−Eg1,(Z) +P(Z ∈ A4γ+\A)
≤ Eg1,(W )−Eg1,(Z) + k1/2(4γ + )
where we used (4.7). If A−−4γ = ∅,
P(W ∈ A)−P(Z ∈ A) ≥ −P(Z ∈ A\A−−4γ) ≥ −k1/2(4γ + ).
If not, defining g2, = h for h = I(A−−4γ)4γ , we have
P(W ∈ A)−P(Z ∈ A) ≥ Eg2,(W )−Eg2,(Z) +Eg2,(Z)−P(Z ∈ A)
≥ Eg2,(W )−Eg2,(Z)−P(Z ∈ A\A−−4γ)
≥ Eg2,(W )−Eg2,(Z)− k1/2(4γ + ).
Therefore, we have the following smoothing lemma.
Lemma 4.5. For any k-dimensional random vector W ,
sup
A∈A
|P(W ∈ A)−P(Z ∈ A)| ≤ sup
h=IA4γ :A∈A
|Eh(W )−Eh(Z)|+ k1/2(+ 4γ)
where Z is a standard k-dimensional Gaussian random vector, A is the set of all
the convex sets in Rk,  > 0, γ ≥ 0 and h is defined as in (1.22).
Remark 4.2. Compared to Lemma 1.5, the dependence on dimension in this
lemma is not optimal. However, this bound is good enough for our purpose.
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Theorem 4.1. Let k-dimensional random vector W be







(Xi1, Xi2, . . . , Xik)
T




|P(W ∈ A)−P(Z ∈ A)| ≤ 115k1/2γ (4.26)
where A is the set of all convex sets in Rk, Z is a standard k-dimensional Gaussian





Proof. Without loss of generality, assume γ is finite. Let f be the solution to the
Stein equation (4.24) with test function h defined in (1.22) where h = IA4γ for
some A ∈ A . With W (i) = W −Xi, we have





















EXijXij′E[∂jj′f(W )− ∂jj′f(W (i))] (4.28)








(i) + UXi)− ∂jj′f(W (i))] (4.29)
where U is an independent uniform random variable in [0, 1]. From equation (4.25),













































1− sW (i) +√sz)]∂jφ(z)dzds
= R2,1 +R2,2.
Introducing another independent uniform random variable U ′ in [0, 1] and using
































































1− sW (1) +√1− sUU ′Xi +
√
sz) ·Xi)∂jφ(z)dzds.
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We first use the concentration inequality in Proposition 4.2 to bound R2,2. Define
any linear transform of a set to be the image of the linear transform of all the
























































where we used Lemma 1.6. Next, we make use of the concentration inequality in
Proposition 4.2 to bound R2,1 by a quantity involving γ,  and supA∈A |P(W ∈
A) − P(Z ∈ A)|. Write R2,1 = R′2,1 + R′′2,1 by separating the sum over i into two
parts according to γi ≤ 8γ3 or else. Write R′2,1 = R′2,1,1 + R′2,1,2 by subtracting
a term with W (i) replaced by an independent k-dimensional standard Gaussian

















1− sW (i) +√sz +√1− sUU ′Xi)
− h(
√
1− sZ +√sz +√1− sUU ′Xi)]∂jj′j′′φ(z)dzds


















1− sZ +√sz +√1− sUU ′Xi)∂jj′j′′φ(z)dzds.
By introducing an independent copy X˜i of Xi, W˜ = W
(i) + X˜i has the same






1− sW (i) +√sz +√1− sUU ′Xi)
− h(
√




I(W (i) ∈ 1√
1− s(A
4γ+ −√sz −√1− sUU ′Xi))
− I(Z ∈ 1√
1− s(A






W (i) + X˜i ∈
( 1√
1− s(A




4γ+ −√sz −√1− sUU ′Xi)
]
+ I(Z ∈ 1√
1− s(A
4γ+ −√sz −√1− sUU ′Xi)
\ 1√
1− s(A
4γ −√sz −√1− sUU ′Xi))
+ I(W˜ ∈ 1√
1− s(A
4γ+ −√sz −√1− sUU ′Xi))
− I(Z ∈ 1√
1− s(A
4γ+ −√sz −√1− sUU ′Xi))
}
.
Let δγ denote the supreme of supA∈A |P(W ∈ A) − P(Z ∈ A)| over all W such
that W can be expressed as sum of n independent mean 0 random vectors such
that Cov(W,W ) = Ik×k and the sum of absolute third moments of the summands
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is bounded by γ. Using the concentration inequalities in Proposition 4.1 and




1− sW (i) +√sz +√1− sUU ′Xi)
− h(
√
1− sZ +√sz +√1− sUU ′Xi)]
≤ 4.1k1/2E|X˜i|+ 39k1/2γ + k1/2 √
1− s + δγ.
(4.32)
After proving a lower bound in same way as proving the upper bound, we can use














For R′2,1,2, using the integration by parts formula and noticing that
√
1− sZ+√sZ˜













































We remark that in the above calculation we used the third derivatives of h which
does not exist. However, we can smooth h first then use limiting arguments to
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show that the final equality holds even if h does not have third derivatives. Now





















For each Xi such that γi > 8γ
3, define Ni to be the positive square root of the
inverse of the matrix Ik×k − Cov(Xi, Xi). Then we have the following bound on
the operator norm of Ni.
||Ni|| =
√






















is a sum of n independent random vectors (with one 0-vector) with





E|NiXi′ |3 ≤ γ − γi
(1− γ2/3i )3/2
≤ γ − γi
(1− γ2/3i )2
≤ γ − γi
1− 2γ2/3i
≤ γ
where we used the fact that γi > 8γ
3 in the last inequality. Therefore, NiW
(i) can
be regarded as a standardized sum of n independent random vectors with sum of
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≤ EU,U ′,Xi [I(NiW (i) ∈ Ni√
1− s(A
4γ+ −√sz −√1− sUU ′Xi))
− I(Z ∈ Ni√
1− s(A
4γ −√sz −√1− sUU ′Xi))]
≤ δγ + k1/2 √
1− s ||Ni||
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1− sUU ′Xi)∂jj′j′′φΣsi (z)dz
(4.37)

































We used the fact that ||N si || ≤ ( 11−γ2/3 )1/2, which can be proved as in (4.35), in the
above inequality. Therefore,















EX˜ijX˜ij′ [∂jj′f(W )− ∂jj′f(W (i))]
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Note that the constants are different from those of R2 because we use (1.34) instead
of (1.32) and an extra 2 comes from the fact that there is no U in R1. From the
bounds (4.41), (4.42), (4.40), (4.36), (4.39), (4.31) and the smoothing inequality





























+ k1/2(4γ + ).
Let  = 33γ, and without loss of generality let γ ≤ 1/115. The bound (4.26) is
proved by solving the above inequality.
2
4.3 Proofs of the lemmas
We prove Lemmas 4.1 to 4.4 in this section.
Proof of Lemma 4.1. The lemma is true by observing that for x ∈ Rk\A,
x0 must be the nearest point of x1 in A¯ where x0, x1 as defined above Lemma 4.1.
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Proof of Lemma 4.2. Because x0, the nearest point in A¯ from x, depends on
x, the validity of (4.4) is not obvious. Divide Rk into three regions, A¯, A\A¯ and
Rk\A. If η and η+ ξ are in different regions, divide the line segment [η, η+ ξ] into
parts so that each part lies within a region. By considering each part separately,
all cases can be reduced to the following three cases.
Case 1: η ∈ A¯, η + ξ ∈ A¯.
Case 2: η ∈ A\A¯, η + ξ ∈ A\A¯.
Case 3: η ∈ Rk\A, η + ξ ∈ Rk\A.
In case 1, since f(η) = f(η + ξ) = 0, (4.4) is satisfied.
From the facts that (4.4) is equivalent to
(−ξ) · (f(η + ξ + (−ξ))− f(η + ξ)) ≥ 0
and
ξ · (η − η0) > 0 implies (−ξ) · ((η + ξ)− (η + ξ)0) < 0, (4.43)
which can be proved using a similar argument as in the next paragraph, we only
need to consider the following situation in case 2.
Assume ξ · (η − η0) ≤ 0. Let p1 be the plane containing points η0, η, η + ξ.
Let the point (η + ξ)′ be on p1 such that (η + ξ)′ − (η + ξ) is parallel to η0 − η
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and (η + ξ)′ − η0 is parallel to ξ. Let p2 be the (k − 1)-dimensional hyperplane
orthogonal to ξ and containing (η + ξ)′. The hyperplane p2 divides Rk into two
parts s1, s2 where s1 is closed and contains η. If (η + ξ)0, the nearest point in A¯
from η+ ξ, is in s1, (4.4) is satisfied. If not, let (η+ ξ)
′ be the projection of (η+ ξ)0
on p1. Then the angle between η0 − (η + ξ)′ and η + ξ − (η + ξ)′ is less than pi/2.
This means that the angle between η0 − (η + ξ)0 and η + ξ − (η + ξ)0 is less than
pi/2, which contradicts with the fact that (η + ξ)0 is the nearest point in A¯ from
η + ξ.
The validity of (4.4) in case 3 can be proved similarly.
Proof of Lemma 4.3. We first prove fi is 1-Lipschitz in direction i. From
(4.43), we only need to prove
|fi(x+ hei)− fi(x)| ≤ h, h > 0 (4.44)
in the following two cases.
Case 1: x, x+ hei ∈ A\A¯ and ei · (x− x0) ≤ 0.
Case 2: x, x+ hei /∈ A and ei · (x− x0) ≤ 0.
For case 1, let p1 be the plane parallel to x − x0, ei and containing x. Let
(x + hei)
′ be on p1 such that (x + hei)′ − (x + hei) is parallel to x − x0 and
(x + hei)
′ − x0 is parallel to ei. Let p2 be the (k − 1)-dimensional hyperplane
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orthogonal to ei and containing (x + hei)
′, and let p3 be the (k − 1)-dimensional
hyperplane orthogonal to x−x0 and containing x0. Let (x+hei)′′ be the projection
of x+ hei on p3 and, let x
′ be the intersection of the line {x0 + t(x− x0) : t ∈ R}
with p2. Then, (x + hei)
′
0, the projection of (x + hei)0 on p1, must be within the
trapezoid {x0, x′, (x + hei)′, (x + hei)′′} (including the boundary), which implies
h ≥ fi(x+ hei)− fi(x) ≥ 0. Therefore, (4.44) is satisfied. Case 2 is similar.




(hei) · (f(x+ hei)− f(x))
h2







Proof of Lemma 4.4. If θi = 0, fi(x) = x− x0 = xi − x0i. Note that x0 does
not change by moving x a little in the direction of ei. So ∂ifi(x) = 1 = cos
2 θi.
If θi = pi/2, Lemma 4.4 follows from Lemma 4.3.
If 0 < θi < pi/2 and h > 0 small enough such that x + hei ∈ (A)o\A¯. Let p1
be the (k−1)-dimensional hyperplane orthogonal to x−x0 which contains x0. Let
(x + hei)
′ be the projection of x + hei on p1. Let p2 be the (k − 1)-dimensional
hyperplane orthogonal to x0− (x+hei)′ which contains (x+hei)′. The hyperplane
p1 divides Rk into two parts s1, s2 where s2 is open and contains x; the hyperplane
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p2 divides Rk into two parts s3, s4 where s3 is closed and contains x. By observing
(x+ hei − (x+ hei)′) · ei = fi(x) + cos2 θih
and (x+ hei)0 must be in s1 ∩ s3, we have,










≥ cos2 θi a.e.
So ∂ifi(x) ≥ cos2 θi a.e. . For the other possible choices of θi, the arguments are
similar. This completes the proof of Lemma 4.4.
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CHAPTER 5
Combinatorial CLT by the
Concentration Inequality
Approach
5.1 Statement of the main result
Consider a random matrix X˜ with independent components {X˜ij : i, j ∈ [n]}
where EX˜ij = c˜ij and Var(X˜ij) = σ˜
2
ij. Let pi be a uniform random permutation
of [n] and independent of {X˜ij : i, j ∈ [n]}. We are interested in proving the
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asymptotic normality of W˜ =
∑n
i=1 X˜ipi(i). To standardize W˜ , we consider another





i=1 c˜ij/n and c˜·· =
∑n
i,j=1 c˜ij/n





W ′ = W˜ − nc˜··. Since W ′ is only a translation of W˜ , we can work on X′ instead

























·· = 0, the variance of W
















E(X ′ipi(i) − c′i·)2 +
∑
i 6=j











































































DividingW ′ by its standard deviation, in the following we focus on the standardized
version of the original problem.
Let X be a random matrix with independent components {Xij : i, j ∈ [n]}
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where EXij = cij, VarXij = σ
2
ij. Assume
ci· = c·j = c·· = 0 (5.1)
where ci· =
∑n
j=1 cij/n, c·j =
∑n













c2ij = 1. (5.2)
Let pi be a uniform random permutation of [n], independent of {Xij : i, j ∈ [n]}
and W =
∑n
i=1Xipi(i). From (5.1) and (5.2), EW = 0, Var(W ) = 1. Our main
result is the following theorem.
Theorem 5.1. We have
sup
z∈R
|P (W ≤ z)− Φ(z)| ≤ 447γ (5.3)







In the next section, we prove a concentration inequality using exchangeable
pairs (Lemma 5.1) and apply it to certain combinatorial statistics. In Section 3,
we prove the main result (Theorem 5.1) by Stein’s method of exchangeable pairs
and the concentration inequality approach.
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5.2 Concentration inequalities via exchangeable
pairs
The next lemma provides a bound on P(S ∈ [a, b]) assuming the existence of
an exchangeable pair (S, S ′) and an approximate linearity condition.
Lemma 5.1. Suppose (S, S ′) is an exchangeable pair of square integrable random
variables and satisfies the following approximate linearity condition
E(S ′ − S|S) = −λS +R (5.5)
for a positive number λ and a random variable R. Then, for a < b,



















E|S ′ − S|3
λ
(5.7)
provided that ES2 −E|SR|/λ− 1/2 > 0.
Remark 5.1. If R = 0 in (5.5) and ES2 = 1, the bound on the right-hand side of
(5.6) becomes







(S ′ − S)2I(|S ′ − S| ≤ δ)∣∣S)).
5.2 Concentration inequalities via exchangeable pairs 117
Bounding the last term involves studying the conditional distribution of (S ′ − S)2
given S, which is common in the literature of Stein’s method of exchangeable pairs.
The advantage of our bound is that it truncates |S ′−S| at δ thus prevent us from
going to higher moments than necessary.
Proof. Assume δ < ∞ without loss of generality. From the exchangeability of S
and S ′,
E(S ′ − S)(f(S ′) + f(S)) = 0
for all f such that the above expectation exists. Therefore,
E(S ′ − S)(f(S ′)− f(S)) = 2E(S − S ′)f(S).
Using the approximate linearity condition (5.5) for the right-hand side of the above




E(S ′ − S)
∫ S′−S
0




Let f be such that f ′(w) = I(a − δ ≤ w ≤ b + δ) and f(a+b
2
) = 0. Therefore,
|f | ≤ b−a
2




f ′(w + t)dt ≥ 0,




E(S ′ − S)
∫ S′−S
0
f ′(S + t)dt
≥ 1
2λ
E(S ′ − S)
∫ S′−S
0
f ′(S + t)dtI(|S ′ − S| ≤ δ)I(S ∈ [a, b])
= EI(S ∈ [a, b]) 1
2λ
(S ′ − S)2I(|S ′ − S| ≤ δ)





(S ′ − S)2I(|S ′ − S| ≤ δ)∣∣S)−E 1
2λ
(S ′ − S)2I(|S ′ − S| ≤ δ)
]
+EI(S ∈ [a, b])E 1
2λ
(S ′ − S)2I(|S ′ − S| ≤ δ)
:= R1 +R2.








(S ′ − S)2I(|S ′ − S| ≤ δ)∣∣S)).
From (5.5),
E(S ′ − S)2 = 2ES(λS −R) = 2λES2 − 2ESR.
Therefore,
R2 = P (S ∈ [a, b])E 1
2λ
(S ′ − S)2 − P (S ∈ [a, b])E 1
2λ
(S ′ − S)2I(|S ′ − S| > δ)
≥ P (S ∈ [a, b])(ES2 − ESR
λ
)− P (S ∈ [a, b])1
δ
E|S ′ − S|3
2λ










where we used the definition of δ, (5.7), in the last equality. Using the fact that
|f | ≤ b−a
2
+ δ, we have
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The lemma is proved by using all the above bounds in (5.8). 2
Now we apply Lemma 5.1 to establish a concentration inequality for a sum S
which is defined as follows. Let X be the (n×n)-random matrix defined in Theorem
5.1 with n ≥ 6. Let I ,J ⊂ [n] with cardinalities |I | = |J | = m ∈ {2, 3, 4}.
We remove rows I and columns J from the original random matrix X. Since
the following argument does not depend on the choices of I and J given m, we
assume the rows and columns removed are the last m rows and m columns for the
ease of notation. Let τ be an independent uniform random permutation of [n−m].





Proposition 5.1. Let S be defined by (5.9) for some m ∈ {2, 3, 4}. Suppose
















(n− 5)2 > 0. (5.10)
Then for all a < b,
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To prove Proposition 5.1, we need the following lemma which estimates the
second moment of S.
Lemma 5.2. Let S be defined by (5.9) for some m ∈ {2, 3, 4} and n ≥ 6. Suppose






































































































5.2 Concentration inequalities via exchangeable pairs 121
Under the assumption (5.2), ES2 is close to 1 intuitively. We quantify it as follows.







































































E|Xij|3)2/3 ≤ 2n/c2/30 .
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Proof of Proposition 5.1. For any m ∈ {2, 3, 4}, we construct an exchangeable pair
(S, S ′) by uniformly selecting two different indices I, J ∈ [n − m] and letting
S ′ = S − XIτ(I) − XJτ(J) + XIτ(J) + XJτ(I). An approximate linearity condition
with an error term can be established as















































(S ′ − S)2I(|S ′ − S| ≤ δ)∣∣S)).






























































n− 4 . (5.18)
Next we bound δ of (5.17).















((|Xiτ(i)|3 + |Xjτ(j)|3 + |Xiτ(j)|3 + |Xjτ(i)|3)∣∣X)
≤ 64n
(n−m)(n−m− 1)γ
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where we used the fact that
|Xiτ(j) +Xjτ(i) −Xiτ(i) −Xjτ(j)|3













(S ′ − S)2I(|S ′ − S| ≤ δ)∣∣S)).
Denote












































:= R1 +R2 +R3.
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δE|Xiτ(i) +Xjτ(j) −Xiτ(j) −Xjτ(i)|3 ≤ 8nδ
(n− 4)2γ. (5.21)
From Cov(X, Y ) ≤ (Var(X)+Var(Y ))/2, (5.19) and the restriction that i 6= j, i′ 6=










where one factor of 64 comes from (5.19) by separating the four summands and
the other factor 4 comes from the constraint |i, j, i′, j′| = 3. Let αklij = (Xik +Xjl−
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Now we are ready to obtain a concentration inequality for S using Lemma 5.1.
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From (5.6), and applying the bounds (5.18), (5.14), (5.20), (5.24), we obtain



















































≤ c1(b− a) + c2γ.
2
5.3 Proof of the main result
We assume γ ≤ 1/447, i.e., c0 = 447 in Proposition 5.1. Otherwise the bound







E|Xij|3)2/3 = n4/3γ2/3. (5.25)
Therefore, we have n ≥ 199800 and (5.10) is satisfied. We prove Theorem 5.1
by applying the concentration inequality (5.11) in Stein’s method. We follow the
notation in Section 1 and construct an exchangeable pair (W,W ′) by uniformly
selecting two different indices I, J ∈ [n] (the ranges of I and J are different from
those in the proof of Proposition 5.1) and let W ′ = W −XIpi(I)−XJpi(J) +XIpi(J) +
XJpi(I). Following the argument as in (5.16), we have
E(W ′ −W |W ) = −λW +R (5.26)
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is obtained by the assumptions (5.1) and (5.2).
From the fact that (W,W ′) is an exchangeable pair and satisfies an approximate




E(W ′ −W )(f(W ′)− f(W )) + ERf(W )
λ
. (5.28)
Let f be the bounded solution to the Stein equation
f ′(w)− wf(w) = I(w ≤ z)− Φ(z). (5.29)





, |f ′(w)| ≤ 1 ∀ w ∈ R (5.30)
and
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From (5.29) and (5.28), what we need to bound is
P(W ≤ z)− Φ(z)
= Ef ′(W )−EWf(W )






E(W ′ −W )
∫ W ′−W
0
(f ′(W )− f ′(W + t))dt
− ERf(W )
λ
:= R1 +R2 −R3




To bound R1 and R2, we need the concentration inequality obtained in the last
section.
From (5.26), (5.27),
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E(W ′ −W )
∫ W ′−W
0











I(S ≤ z −Xipi(i) −Xjpi(j))






1≤k≤n:k 6=i,j Xkpi(k). Given pi(i), pi(j), S is independent of {Xipi(i), Xjpi(j), Xipi(j), Xjpi(i)}.
























E|Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j)|2
≤ 8c1γ + c2γ(1 + 1√
n
).
In the last inequality, we used (5.19) and
∑
1≤i 6=j≤n
E|Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j)|2 = n(n− 1)E(W ′ −W )2
≤ 4n(1 + 1√
n
)
where (5.33) is used in the last inequality. For R2,1, from the property (5.31) of f
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(Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j))22|Xipi(i) +Xjpi(j)|
+













where we used (5.14), (5.19) and
|Xipi(j) +Xjpi(i) −Xipi(i) −Xjpi(j)|2|Xipi(i) +Xjpi(j)|
≤ 16
3










|R2| ≤ (8c1 + c2(1 + 1√
n





















∣∣I = i, J = j, pi(i) = k, pi(j) = l).
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For each choice of i 6= j, k 6= l, let Xijkl be the same as X except that {Xik, Xil, Xjk, Xjl}






W ijkl is independent of {Xik, Xil, Xjk, Xjl} and L (W ijkl) = L (W ). (5.35)
Next, we define a new permutation piijkl such that it has the conditional distribution
of pi given {pi(i) = k, pi(j) = l}, and it is coupled with pi. This coupling has been
constructed by Goldstein (2005). The idea is if pi(i) = k, pi(j) = l, then let piijkl = pi.
If not, we let piijkl(i) = k, piijkl(pi
−1(k)) = pi(i), piijkl(j) = l, piijkl(pi−1(l)) = pi(j), and
let piijkl(·) = pi(·) for the remaining numbers. Formally, piijkl is defined as follows.
Let τij denote the transposition of i, j. Define
piijkl =

pi if l = pi(j), k = pi(i)
pi · τpi−1(k),i if l = pi(j), k 6= pi(i)
pi · τpi−1(l),j if l 6= pi(j), k = pi(i)






Let T denote the event {I = i, J = j, pi(i) = k, pi(j) = l}. Since Wijkl has the
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conditional distribution of W given pi(i) = k, pi(j) = l, we have
E
(













































where in the last equality we used the independence between T and X. Therefore,
R1

























Define indices sets I = {i, j, pi−1(k), pi−1(l)} and J = {k, l, pi(i), pi(j)}. Then
|I | = |J | ∈ {2, 3, 4}. Letting S = ∑i′ /∈I Xi′pi(i′), we can write
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Since S is a function only depending on the components of X outside the square
I ×J ,
Given the indices sets I ,J ,























E(1− Xil +Xjk −Xik −Xjl
2λ
)































× (f ′(S + ∑
i′∈I






≤ |R1,1|+ |R1,2|+ 1√
n
where R1,1 and R1,2 resulted from writing
f ′(S +X)− f ′(S + Y )
= (S +X)f(S +X)− (S + Y )f(S + Y ) + I(S +X ≤ z)− I(S + Y ≤ z)
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and separating the first two terms from the last two. From (5.31) with w = S,
u =
∑




i′pi(i′), and applying (5.36), (5.14) and (5.2),























































∣∣1− (Xil +Xjk −Xik −Xjl)2
2λ






















































5.3 Proof of the main result 137




|P (W ≤ z)− Φ(z)|
≤
(












where we used (5.25). Recall c0 = 447, n ≥ 199800, and note that c1, c2 decrease







6.1 Total variation approximation
The total variation distance between the distribution of an integer valued ran-
dom variable S and a normal distribution is always 1, which prevents us from
using normal distributions as limits when we are interested in small total variation
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distances. Several alternatives have been studied. For example, translated Pois-
son distribution (Barbour and Xia (1999), Ro¨llin (2005, 2007)), shifted binomial
distribution (Ro¨llin (2008)) and a new family of discrete distributions (Goldstein
and Xia (2006)). All the above results require independence or special dependence
structures of integer valued random variables of interest. Inspired by the idea of
continuity correction, Chen and Leong (2010) (see also Chen, Goldstein and Shao
(2010)) studied a more natural limiting distribution, discretized normal distribu-
tion Nd(µ, σ2), which was defined to be supported on the integer set Z and has
probability mass function at any integer z ∈ Z as
P(z − 1
2
≤ Zµ,σ2 < z + 1
2
). (6.1)
Using the zero-bias coupling approach in Stein’s method, Chen and Leong (2010)
proved bounds on total variation distances between the distributions of sums of
independent integer valued random variables and discretized normal distributions.
However, useful zero-bias couplings for general dependent random variables are
difficult to construct. In this Chapter, we adopt a different approach to deriving
bounds on the total variation distance to the discretized normal distribution for
general integer valued random variables. For a random variable S with non-zero
mean, the Stein coupling can be written as in the following definition.
Definition 6.1. For an integer valued random variable S with mean µ, we say a
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triple of random variables (S, S ′, G) is a Stein coupling if they satisfy
E{Gf(S ′)−Gf(S)} = E(S − µ)f(S) (6.2)
for all f such that the above expectations exist.
The above definition includes the following three special cases. We refer to
Chen and Ro¨llin (2010) for verifying (6.2) for these cases.
Local dependence. Let S =
∑n
i=1Xi where {X1, X2, . . . , Xn} are integer val-
ued random variables. Suppose EXi = µi,ES = µ, and for each i ∈ {1, 2, . . . , n},
there exists Ai ⊂ {1, 2, . . . , n} such that Xi is independent of {Xj : j /∈ Ai}. Then
(S, S ′, G) = (S, S −
∑
j∈AI
(Xj − µj),−n(XI − µI)) (6.3)
is a Stein coupling where I is an uniform random index from {1, 2, . . . , n} and is
independent of {X1, X2, . . . , Xn}.
Exchangeable pairs. For an integer valued random variable S with mean µ,
if we can construct an exchangeable pair (S, S ′) so that
E(S − S ′|S) = λ(S − µ) (6.4)
for a positive constant λ, then
(S, S ′, G) = (S, S ′,
1
2λ
(S ′ − S)) (6.5)
is a Stein coupling.
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Size-biasing. S is a non-negative integer valued random variable with mean
µ and Ss has S-size biased distribution, i.e.,
ESf(S) = Eµf(Ss) (6.6)
for all f such that the above expectations exist. If Ss is defined on the same
probability space as S, then
(S, S ′, G) = (S, Ss, µ) (6.7)
is a Stein coupling.
In the next section, the result in Chen and Leong (2010) is recovered by our
approach. In Section 3, we provide a bound on the total variation distance between
L (S) and Nd(µ, σ2) assuming the existence of a Stein coupling (S, S ′, G). This
general bound is shown to be powerful by working under different dependence
structures in Section 4.
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6.2 Discretized normal approximation for sums
of independent integer valued random vari-
ables
In this section, we recover the result of discretized normal approximation for
sums of independent integer valued random variables by Chen and Leong (2010)
without using zero-bias coupling.
Theorem 6.1. Let X1, . . . , Xn be independent integer valued random variables with
EXi = µi,Var(Xi) = σ
2
i and finite third absolute central moments γi = E|Xi −









i and γ =
∑n
i=1 γi. Then,
with S(i) = S −Xi, we have
dTV {L (S), Nd(µ, σ2)}












i),L (S(i) + 1)).
(6.8)
Proof. Because of the definition of Nd(µ, σ2), (6.1),
dTV (L (S), N
d(µ, σ2)) = sup
h∈H
|Eh(S)−Eh(Zµ,σ2)| (6.9)
where Zµ,σ2 is a Gaussian variable with mean µ and variance σ
2 and
H = {h : R→ {0, 1}, h(x) = h(z) when z − 1
2
≤ x < z + 1
2
for z ∈ Z}. (6.10)
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For each h ∈H , consider the following Stein equation,
σ2f ′(s)− (s− µ)f(s) = h(s)−Eh(Zµ,σ2). (6.11)













dTV (L (S), N
d(µ, σ2)) = sup
h∈H
|Eσ2f ′h(S)−E(S − µ)fh(S)|. (6.13)
From the independence assumption, we have the following Stein identity for S.


















(f ′h(S + t)− f ′h(S))dt
= R1 +R2.
(6.14)
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E(σ2i − (Xi − µi)2)[(S − µ)fh(S)− (S − µ− (Xi − µi))fh(S − (Xi − µi))
+ h(S)− h(S − (Xi − µi))]




















E(σ2i − (Xi − µi)2)(h(S)− h(S − (Xi − µi))).




pi/2γ, |R1,2| ≤ 2γ.









i),L (S(i) + 1)).
Therefore,












i),L (S(i) + 1)). (6.16)
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[(S − µ+ t)fh(S + t)− (S − µ)fh(S)
+ h(S + t)− h(S)]dt






































[h(S + t)− h(S)]dt.
Using similar arguments when bounding R1, R2 has the following upper bound.












i),L (S(i) + 1)). (6.17)
The bound (6.8) is proved by (6.16) and (6.17). 2
As remarked in Chen, Goldstein and Shao (2010), by Proposition 4.6 in Barbour










1− dTV (L (Xj),L (Xj + 1)), 1/2
})−1/2
,
which is of order 1/
√
n if dTV (L (Xj),L (Xj + 1)) ≤ α < 1 for i = 1, . . . , n.
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6.3 Discretized normal approximation under Stein
coupling
In this section, we prove a general bound on discretized normal approxima-
tion for dependent integer valued random variables under the framework of Stein
coupling.
Theorem 6.2. S is an integer valued random variable with mean µ and finite
variance σ2. Suppose we can construct a Stein coupling (S, S ′, G) so that (6.2) is
satisfied. Then, with D = S ′ − S,




















dTV (L (S|Θ = θ),L (S + 1|Θ = θ))
(6.18)
where Θ is any random vector such that B(G,D) ⊂ B(Θ).
Proof. From (6.13),
dTV (L (S), N
d(µ, σ2)) = sup
h∈H
|Eσ2f ′h(S)−E(S − µ)fh(S)|
where fh is the solution to the Stein equation (6.11) and H is defined in (6.10).
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Since (S, S ′, G) satisfies (6.2),
Eσ2f ′h(S)−E(S − µ)fh(S)
= Eσ2f ′h(S)−E{Gfh(S ′)−Gfh(S)}
= Eσ2f ′h(S)−EGDf ′h(S)−EG
∫ D
0











(f ′h(S + t)− f ′h(S))dt. (6.21)


















































dTV (L (S|Θ = θ),L (S + 1|Θ = θ))
(6.24)
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where we used the Cauchy-Schwarz inequality for the second term and the defini-
tion of Θ for the third term. The theorem is proved by using (6.13), (6.19) and
the bounds (6.22), (6.24). 2
The first three terms in the bound (6.18) are standard and commonly seen in
Stein’s method for normal approximation. If σ2 = O(n), G = O(n), D = O(1)
and Var(E(GD|S)) = O(n), then these three terms are all of order O(1/√n). Not
like in Theorem 6.1, these terms involve moments higher than the third moment.
This is understandable because third-moment bounds have only been obtained for
random variables with special dependence structures, e.g., local dependence (Chen
and Shao (2004)) and combinatorial central limit theorem (Chapter 5). In concrete
examples, e.g., those considered in Section 4, higher moments of G,D in the Stein
coupling naturally exist, in which case our bound is optimal.
It is the last term in the bound (6.18) that shows the specialty of bounding
the total variation distance. The necessity for such a term to appear in the bound
can be seen by considering the case when S takes values only on even numbers.
Intuitively, the bigger B(Θ) is, the larger supθ dTV (L (S|Θ = θ),L (S+ 1|Θ = θ))
becomes. On the other hand, it is easier to bound supθ dTV (L (S|Θ = θ),L (S +
1|Θ = θ)) given more information. Ro¨llin and Ross (2010) provides a general
method to bound dTV (L (V ),L (V +1)) for a given integer valued random variable
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V .
Lemma 6.1. [Ro¨llin and Ross (2010)] For a given integer valued random variable
V , if we can construct an exchangeable pair (V, V ′) so that P (V − V ′ = 1) 6= 0,
then
dTV (L (V ),L (V + 1))
≤
√
Var(E(I(V − V ′ = 1|V ))) +√Var(E(I(V − V ′ = −1|V )))
P (V − V ′ = 1) .
(6.25)
Proof. From the exchangeability of V and V ′,
Ef(V )I(V − V ′ = 1) = Ef(V ′)I(V ′ − V = 1) (6.26)
for all bounded functions f . Therefore,
Ef(V )(E(I(V − V ′ = 1|V ))−P(V − V ′ = 1)) +P(V − V ′ = 1)Ef(V )
= Ef(V + 1)(E(I(V ′ − V = 1|V ))−P(V ′ − V = 1)) +P(V ′ − V = 1)Ef(V + 1).
(6.27)
From P(V − V ′ = 1) = P(V ′ − V = 1) and the Cauthy-Schwartz inequality,
E(f(V )− f(V + 1))
≤ ||f ||(
√
Var(E(I(V − V ′ = 1|V ))) +√Var(E(I(V − V ′ = −1|V ))))
P (V − V ′ = 1) .
(6.28)
The lemma follows by using the definition of the total variation distance. 2
We first apply Lemma 6.1 to sums of independent integer valued random vari-
ables to recover Proposition 4.6 in Barbour and Xia (1999).
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Proposition 6.1. Let S =
∑n
i=1 Xi where {X1, X2, . . . , Xn} are independent in-
teger valued random variables. Then





(1− dTV (L (Xi),L (Xi + 1))). (6.29)
Proof. We construct an exchangeable pair (S, S ′) in the following way. Assume
that for each i ∈ {1, . . . , n}, j ∈ Z, P(Xi = j) = pij. Let






(1− dTV (L (Xi),L (Xi + 1))). (6.31)
Using Mineka coupling (see Lindvall (1992)), let (Xi, X
′
i) be coupled so that
P(Xi = j − 1, X ′i = j) = P(X ′i = j − 1, Xi = j) = αi,j−1, (6.32)
P(Xi = X
′
i = j) = pi,j − αi,j−1 − αi,j. (6.33)
Therefore, (Xi, X
′
i) is an exchangeable pair. Let I be a uniform random index in
{1, 2, . . . , n} and independent of {X1, . . . , Xn}, and let
S ′ = S −XI +X ′I . (6.34)
Then (S, S ′) is an exchangeable pair.
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Moreover,








































The proof is finished by invoking Lemma 6.1. 2
Besides independence, Lemma 6.1 can also be applied to dependent integer val-
ued random variables. There are several general methods to construct exchangeable
pairs in the literature of Stein’s method.
Functions of independent random variables. Let S = f(X1, . . . , Xn) be
an integer valued random variable where {X1, . . . , Xn} are independent random
variables. Then by letting I be a uniform random index from {1, . . . , n}, inde-
pendent of {X1, . . . , Xn}, and X ′I be an independent copy of XI , (S, S ′) is an
exchangeable pair where
S ′ = f(X1, . . . , X ′I , . . . , Xn). (6.38)
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Reversible Markov chains. Let {Mt : t = 1, 2, . . .} be a reversible Markov
chain starting from its stationary distribution. Then (Mt,Mt+1) is an exchangeable
pair.
Local dependence. [Reinert (1998)] Let S =
∑n
i=1 Xi be a sum of locally
dependent integer valued random variables, i.e., for each i ∈ {1, 2, . . . , n}, there
exists Ai ⊂ {1, 2, . . . , n} such that Xi is independent of {Xj : j /∈ Ai}. Let







where I is uniformly chosen from {1, 2, . . . , n} and independent of {X1, . . . , Xn},
X ′I is an independent copy of XI , and {X ′j : j ∈ AI , j 6= I} is independently
generated from L (Xj : j ∈ AI , j 6= I|X ′I , Xk : k /∈ AI).
6.4 Applications of the main theorem
In this section, we apply Theorem 6.2 to discretized normal approximation for
integer valued random variables with different dependence structures.
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6.4.1 Local dependence
We consider a sum of locally dependent integer valued random variables S =∑n
i=1Xi where EXi = µi for each i ∈ {1, 2, . . . , n}, µ =
∑n
i=1 µi and Var(S) = σ
2.
For each i ∈ {1, 2, . . . , n}, define neighborhoods Ai, Bi ⊂ {1, 2, . . . , n} so that Xi
is independent of {Xj : j /∈ Ai} and {Xj : j ∈ Ai} is independent of {Xj : j /∈ Bi}.
From (6.3),
(S, S ′, G) = (S, S −
∑
j∈AI
(Xj − µj),−n(XI − µI)) (6.40)
is a Stein coupling where I is a uniform random index from {1, 2, . . . , n} and
independent of {X1, X2, . . . , Xn}. Applying Theorem 6.2, we have the following
corollary.
Corollary 6.1. Under the above setting, assume that for every i ∈ {1, 2, . . . , n},





































dTV (L (S|Xj : j ∈ Ai),L (S + 1|Xj : j ∈ Ai)).
(6.41)
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Proof. Without loss of generality, assume the terms on the right-hand side of (6.41)
are finite. With G = −n(XI − µI), D = −
∑
j∈AI (Xj − µj) and Θ = {I,Xj :
j ∈ AI}, we calculate the terms in the bound (6.18). From the definition of the
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E|ξiηi|, E|GD2| = σ3
n∑
i=1






The proof is finished by applying the above bounds to (6.18). 2
Example: 2-runs. We provide a concrete example here. Let ζ1, ζ2, . . . , ζn
be independent and identically distributed Bernoulli variables with P(ζ1 = 1) =
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1 − P(ζ1 = 0) = p. Consider integer valued random variable S =
∑n
i=1 Xi where
Xi = ζiζi+1 and ζn+1 = ζ1. Then S can be regarded as a sum of locally dependent
integer valued random variables with θ = 7. The mean and variance of S can be
calculated as
µ = ES = np2, σ2 = Var(S) = n(p2 + 2p3 − 3p4). (6.43)
From (6.41), with c′p, c
′′
p constants depending on p,
dTV (L (S), N
d(µ, σ2)) ≤ c′p
1√
n
+ c′′pdTV (L (V ),L (V + 1)) (6.44)
where, with m = n− 4 and a, b ∈ {0, 1} given,
V = aζ1 +
m∑
j=2
ζj−1ζj + bζm. (6.45)
Regarding V = f(ζ1, . . . , ζm), we define V
′ = f(ζ1, . . . , ζ ′I , . . . , ζm) where I is uni-
form in {1, 2, . . . ,m}, independent of {ζ1, . . . , ζm} and ζ ′I is an independent copy
of ζI . Then (V, V
′) is an exchangeable pair. It is easy to verify that




Var(E(I(V − V ′ = 1)|V )) ≤ 1− p
n− 4
√
4 + 10(n− 6)p2(1− p) (6.47)
and
√
Var(E(I(V − V ′ = −1)|V )) ≤ 1− p
n− 4
√
4 + 10(n− 6)p2(1− p). (6.48)
From Lemma 6.1,
dTV (L (V ),L (V + 1)) ≤
√
4 + 10(n− 6)p2(1− p)
(n− 6)p2 . (6.49)
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Therefore,
dTV (L (S), N
d(µ, σ2)) ≤ cp/
√
n (6.50)
where cp is a constant depending on p. This problem was studied in Barbour and
Xia (1999) and Ro¨llin (2005) by using the translated Possion approximation. Bar-
bour and Xia (1999) assumed some extra conditions on p to obtain a bound on the
total variation distance between S and a translated Poisson distribution. Although
the result in Ro¨llin (2005) applies for all p, the approach used was different from
ours.
Remark 6.1. Corollary 6.1 may be used to prove discretized normal approxi-
mation results for word counts in DNA sequences assuming the base pairs are
independent.
6.4.2 Exchangeable pairs
Here we consider an exchangeable pair of integer valued random variables (S, S ′)
with ES = µ, Var(S) = σ2. Suppose we have the following approximate linearity
condition
E(S − S ′|S) = λ(S − µ) + σE(R|S). (6.51)
Then a simple modification of Theorem 6.2 yields the following corollary.
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Corollary 6.2. We have






















E|S ′ − S|6
2λσ3
+




dTV (L (S|Θ = θ),L (S + 1|Θ = θ))
(6.52)
where Θ is any random vector such that B(S ′ − S) ⊂ B(Θ).
Proof. Let G = 1
2λ
(S ′ − S) and D = S ′ − S. Note that because of the remainder
term in the approximate linearity condition (6.51),
E(S − µ)f(S) = E{Gf(S ′)−Gf(S)} − σ
λ
Ef(S)R.
Therefore, (6.19) has an extra term σEfh(S)R/λ, which is bounded by
√
pi/2E|R|/λ.
















Therefore, Corollary 6.2 follows from Theorem 6.2. 2
If the exchangeable pair (S, S ′) satisfies that |S−S ′| ≤ 1, we have the following
corollary.
Corollary 6.3. If (S, S ′) is an exchangeable pair of integer valued random variables
and linearlity condition (6.51) is satisfied. In addition, suppose |S−S ′| ≤ 1. Then
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we have




















Proof. Let G = 1
2λ










E(S ′ − S)
∫ S′−S
0



















E[(h(S ′)− h(S))I(S ′ − S = 1)− (h(S)− h(S ′))I(S − S ′ = 1)]
= 0.
(6.54)
We used the exchangeability of (S, S ′) in the last equality. From (6.54), the last
term in the first line of the inquality (6.24) equals 0. Therefore, the bound on
dTV (L (S), Nd(µ, σ2)) can be deduce similarly as for (6.52) except that we do not
have the last term of (6.52) in this situation. 2
Remark 6.2. Exchangeable pairs of integer valued random variables (S, S ′) such
that |S ′ − S| ≤ 1 is commonly seen in the literature. For example, binary expan-
sion of a random integer (Diaconis (1977)), anti-voter model (Rinott and Rotar
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(1997)). Corollary 6.3 shows that under this special assumption, bounding the
total variation distance requires no more effort than bounding the Kolmogorov
distance.
6.4.3 Size-biasing
Theorem 6.2 has the following corollary for size bias coupling.
Corollary 6.4. Let S be a non-negative integer valued random variable with mean
µ and finite variance σ2. Ss has the size biased distribution of S and is defined on
the same probability space as S. Then




















dTV (L (S|Θ = θ),L (S + 1|Θ = θ))
(6.55)
where Θ is any random vector such that B(Ss − S) ⊂ B(Θ).
Proof. The bound (6.55) follows by Theorem 6.2 and (6.7). 2
Example: lightbulb process. We consider the lightbulb process studied in
Goldstein and Zhang (2011), to which we refer for the history of this problem.
There are n lightbulbs. Initially these lightbulbs are all in the off status. On days
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r = 1, 2, . . . , n, we change the status of r bulbs from off to on, or from on to
off. These r bulbs are chosen uniformly from the n bulbs and independent of the
choices of the other days. Let X denote the number of bulbs on after n days. A
Berry-Esseen bound was proved in Goldstein and Zhang (2011) on the Kolmogorov
distance betweenL (X) andN(µ˜, σ˜2) whereEX = µ˜,Var(X) = σ˜2. Here we derive
a bound on the total variation distance between L (X) and Nd(µ˜, σ˜2).
For simplicity, assume n = 4l for some positive integer l. Then X must be
an even number and 0 ≤ X ≤ n. Define S = X/2. Then µ = ES = µ˜/2 and
σ2 = Var(S) = σ˜2/4. We have the following proposition.
Proposition 6.2. With S defined above,
dTV (L (S), N
d(µ, σ2)) ≤ c/√n (6.56)
where c is an absolute constant.
Remark 6.3. In Goldstein and Xia (2011), a clubbed binomial approximation
for X was proved. Their bound, together with a bound on the total variation dis-
tance between clubbed binomial distributions and discretized normal distributions,
results in (6.56). Here, we give a direct proof of (6.56) by applying Corollary 6.4.
Proof. Define Ss = Xs/2 where Xs has X-size biased distribution and is coupled
with X. Then (S, Ss, µ) is a Stein coupling. Xs can be constructed in the following
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way by Goldstein and Zhang (2011). Let X = {Xrk : r, k = 1, 2, . . . , n} be a
collection of switch variables with distribution







if e1, . . . , en ∈ {0, 1} and e1 + · · ·+ en = r
0 otherwise
(6.57)
and the collections {Xr1, . . . , Xrn} are independent for r = 1, . . . , n. Let Xi =∑n




i be given from X as follows. If Xi = 1, then X
i = X.
Otherwise, with J i uniformly chosen from {j : Xn/2,j = 1 − Xn/2,i}, independent
of {Xrk : r 6= n/2, k = 1, . . . , n}, let Xi = {X irk : r, k = 1, . . . , n} where
X irk =

Xrk r 6= n/2
Xn/2,k r = n/2, k /∈ {i, J i}
Xn/2,Ji r = n/2, k = i
Xn/2,i r = n/2, k = J
i
(6.58)





X ik = (
n∑
r=1
X irk) mod 2. (6.59)
Then, it was proved in Goldstein and Zhang (2011) that with I uniformly chosen
from {1, 2, . . . , n} and independent of all other variables, the mixture XI = Xs has
the X-size biased distribution. It was pointed out in Goldstein and Zhang (2011)
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that
Xs −X = 2I(XI = 0, XJI = 0). (6.60)
Therefore,
Ss − S = I(XI = 0, XJI = 0). (6.61)
From Lemma 3.3 in Goldstein and Zhang (2011) and the facts that µ = O(n), σ2 =
O(n), the first three terms in the bound (6.55) are of order O(1/
√
n). Therefore, we
only need to prove that supθ dTV (L (S|Θ = θ),L (S+1|Θ = θ)) = O(1/
√
n) where
Θ is any random vector such thatB(Xs−X) ⊂ B(Θ). If XI = 1, we define J I = I.
Then Xs − X is determined by Θ := {I, J I , Xrk : r ∈ {1, . . . , n}, k ∈ {I, J I}}.
Assume without loss of generality that J I 6= I and denote J I by J . Given any
realization of Θ, we define a new n by n − 2 random matrix Y = {Yrk : r =
1, . . . , n, k = 1, . . . , n− 2} where








if e1, . . . , en−2 ∈ {0, 1} and e1 + · · ·+ en−2 = r −XrI −XrJ
0 otherwise
(6.62)
and the collections {Yr1, . . . , Yr,n−2} are independent for r = 1, . . . , n. Let Yi =∑n
r=1 Yri mode 2 for each i ∈ {1, . . . , n− 2} and Y =
∑n−2
i=1 Yi. Then
dTV (L (S|Θ),L (S + 1|Θ)) = dTV (L (V ),L (V + 1)) (6.63)
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where V = Y/2. We bound dTV (L (V ),L (V + 1)) by applying Lemma 6.1. Note
that because XrI 6= XrJ , there are n2 − 1 ones in the n2 th row of Y. We uniformly
and independently choose one of these ones (in column I†) and exchange it with
a uniformly and independently chosen zero (in column J†) in the n
2
th row. By
doing this, we change the values of YI† and YJ† . Define Y
′ to be the sum of
Yi : i ∈ {1, . . . , n − 2} after the above exchange. Then (Y, Y ′) is an exchangeable
pair. Define V ′ = Y ′/2, then (V, V ′) is also an exchangeable pair and




I(Yi = 1, Yj = 1)I(I




I(Yi = 1, Yj = 1, Yn/2,i = 1, Yn/2,j = 0)I(I
† = i, J† = j).
(6.64)
Therefore,




I(Yi = 1, Yj = 1, Yn/2,i = 1, Yn/2,j = 0). (6.65)
Following essentially the same calculation in pages 11-12 in Goldstein and Zhang
(2011), we can prove that
Var(E(I(V − V ′ = 1)|V )) ≤ Var(E(I(V − V ′ = 1)|Y)) = O(1/n) (6.66)
and
P(V − V ′ = 1) = EI(V − V ′ = 1) = O(1). (6.67)
Similarly,
Var(E(I(V − V ′ = −1)|V )) ≤ Var(E(I(V − V ′ = −1)|Y)) = O(1/n). (6.68)
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Therefore, by Lemma 6.1,
dTV (L (V ),L (V + 1)) = O(1/
√
n). (6.69)
This completes the proof. 2
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