Using a model where soft nanocolloids such as spherical polymer brushes and star polymers are viewed as compressible liquid drops, we theoretically explore contact interactions between such particles. By numerically minimizing the phenomenological free energy consisting of bulk and surface terms, we find that at small deformations the drop-drop interaction is pairwise additive and described by a power law.
Introduction
The behavior of colloidal suspensions has long served as a key avenue to the understanding of condensed matter, elucidating many fundamental problems from irreversible aggregation 1 and phase transition kinetics 2 to Casimir forces 3 and jamming. 4 The part of this field concerned with the symmetry of colloidal crystals was initially focused on the face-and body-centered-cubic (FCC-BCC) dichotomy in micrometer-size particles 5 and then on non-close-packed lattices 6, 7 as well as quasicrystals 8, 9 typical for soft nanocolloids including block-copolymer [10] [11] [12] and surfactant micelles. 13, 14 Various theories were proposed to explain the stability of these structures, usually by employing microscopically-derived or postulated effective pair interactions. [15] [16] [17] [18] Alternatively, a heuristic model was also put forward, where the crystals are likened to a dry foam, that is to a space-filling assembly of completely faceted, polyhedral liquid drops. 19 The relevance of this approach, which is based on an effective free energy consisting of a bulk and an interfacial term proportional to the contact area of neighboring particles, is supported by experiments and by simulations of diametral compression of a spherical polymer brush. 20 In dense suspensions where they spontaneously arrange into either disordered structures or crystal lattices, soft polymeric nanoparticles deform because they are pressed against one another. The overall deformation of a nanoparticle, which includes both redistribution and compression of the polymer chains, is generally not a simple sum of individual contributions associated with each pair of neighbors. The liquid-drop model 20 captures the many-body effects involved in such a deformation without resorting to effective pair interactions, cluster or virial expansions, or some other commonly used approximation; in this respect, it is similar to the WidomRowlinson theory of the fluid state 21 or to the concept of the Voronoi liquid. 22 In the liquid-drop model, a polymeric nanocolloidal particle such as a spherical polymer brush or a dendrimer micelle is regarded as a compressible drop with a well-defined surface, and a crystalline or a disordered suspension of the nanoparticles is viewed as a concentrated emulsion of drops where the nearest neighbors are in contact such that a part of the surface of each drop is faceted. For diametrically compressed single spherical polymer brushes (SPBs) this model preforms very well 20 as reiterated by Fig. 1 showing the reduced central lateral extension z of an SPB confined to a slit formed by hard walls. At the qualitative level, the most striking feature of these results obtained in molecular-dynamics simulations 20 is the knee-like onset of the deformation. Such a response can be associated with a liquidlike nature of the SPB where any small deformation is communicated across the whole of the SPB via the hydrostatic pressure, and this is indeed reproduced by the fit based on the liquid-drop model; in an elastic sphere, on the other hand, small indentations lead to localized subsurface deformations 23 and thus to a much more gradual increase of the lateral extension on compression. Also in excellent agreement are the deformation energies. This holds for compressions down to 40% of SPB's resting diameter, that is well beyond the small-deformation regime.
Here we numerically explore the liquid-drop model in order to study the interactions between the drops at both small and large deformations and to compute their phase diagram. We show that the behavior of the drops in the partial-faceting regime is rather special: for a suitable choice of model parameters, this regime is characterized by a non-convex deformation free energy, and the differential tensions of the contact zones and the drop-solvent interface lead to several unique features that are neither present in the complete-faceting limit nor can be anticipated based on it. 19 Our central result is a very rich phase diagram, which is controlled by just two model parameters but still contains most of the experimentally observed lattices, and, interestingly, some isostructural and re-entrant transitions. We also provide a detailed theoretical interpretation of the small-deformation drop-drop interaction, which paves the way to numerical simulations of the liquid-drop model at densities just beyond the fluid-solid transition, and we show that the model can be considered as a micromechanical framework leading to shoulder-like repulsive pair interactions 24 known to lead to a range of interesting phenomena from clustering 16, 25 to formation of quasicrystals. 
Here w T is the isothermal compressibility at a reference volume V 0 where the pressure in a bulk liquid is zero, V is drop volume, g F is the tension of the drop-solvent interface whereas g C is the interfacial tension of the contact zones, and A C and A F are the corresponding surface areas; note that the interfacial energy is shared by two drops (Fig. 2a) . In a dense emulsion, neighboring drops are pressed against each other as illustrated in Fig. 2b and are thus either partially or completely faceted depending on packing fraction Z defined as the ratio of the physical volume of the drop V and its specific volume v = r
À1
, where r is the drop number density (Fig. 2c) . The deformation energy of a faceted drop is measured relative to the resting isolated-drop state, and it depends on drop compressibility encoded by the so-called reduced EgelstaffWidom length and on the propensity of drops to either aggregate or repel each other, which is in turn controlled by the relative magnitude of the drop-drop and drop-solvent interfacial tensions. The reduced Egelstaff-Widom length is an intrinsic property of the drop best appreciated by considering it in isolation. An isolated Fig. 1 Reduced central lateral extension z of a diametrically compressed spherical polymer brush with f = 60 arms containing N c = 30 and 50 monomers plotted against slit width L (black datapoints/curve). The datapoints are obtained using molecular-dynamics simulations and the curve is the liquid-drop-model fit for the reduced Egelstaff-Widom length C = 0.6 [C and the resting diameter of the drop R * are defined in eqn (2) and immediately below it, respectively]. Also shown are the deformation energies for these two cases together with the fits (red datapoints/curves). Inset illustrates the diametral-compression geometry, with arrows representing hydrostatic pressure, and contains the definition of z. drop is pressurized by the tension of the drop-solvent interface and thus its resting volume V * is smaller than the reference volume V 0 . To lowest order, the relative volume decrease is given by the product of the Laplace pressure of the reference drop of radius R 0 = (3V 0 /4p) 1/3 and w T :
This product referred to as the reduced Egelstaff-Widom length 20,28 is a dimensionless measure of drop compressibility:
For C -0 the drops are essentially incompressible whereas for C c 1 their resting, equilibrium volume V * is much smaller than V 0 . The resting volume V * is found by minimizing the energy of an isolated drop [and is determined by eqn (S11) in ESI †]; below we also use R * and s * , which stand for the resting radius and diameter, respectively. The shape of drops in emulsion does not depend only on C but also on number density, local packing geometry, and the ratio of the drop-drop and the drop-solvent interfacial tensions defined by
o is briefly referred to as the tension ratio. If the tension ratio is larger than 1, formation of drop-drop contact zones is unfavorable because it increases the overall surface energy; as a result, the drops repel each other when forced to touch. On the other hand, if o o 1 then the drop-drop interaction is attractive and leads to aggregation. To construct the phase diagram, we numerically evaluate the deformation free energies of drops arranged in nine trial lattices. The deformation free energy DF is defined as the difference between the free energy per drop in a given lattice and at a given density (or specific volume) and the free energy of an isolated drop in resting state, and we compute it using the Surface Evolver package 29 and the cell approximation first developed by Lennard-Jones and Devonshire as a model for the fluid state. 30 In this approximation, each drop is confined to a cage formed by its neighbors (Fig. 2b) and mimicked by the corresponding Wigner-Seitz polyhedron, and the drop-drop contact zones are assumed to be flat as illustrated by the faceted drops in Fig. 2c . The nine trial lattices considered here include (i) five cubic lattices-simple cubic (SC), FCC [indistinguishable from the hexagonal-close-packed lattice (HCP) within our model], BCC, diamond cubic (DC), and A15-as the usual candidates in case of particles devoid of a priori directional interactions, (ii) the body-centered-tetragonal (BCT) lattice as a generalization of the BCC lattice, and (iii) the s and simple hexagonal (SH) lattice. The last two trial lattices were chosen because they were experimentally observed 7 and the rationale behind their stability is unclear. The geometric parameters of all but the s lattice are listed in The minimal-energy shape of drops in each lattice is obtained numerically using the Surface Evolver package. 29 The estimated overall numerical inaccuracy of the deformation free energy generally does not exceed about 0.1% except at very small deformations. In singe-site-type lattices such as the SC, FCC, BCC, BCT, and DC lattice, there exists a single WignerSeitz cell, and the force balance for each drop is automatically guaranteed by the symmetry of the cell. The A15 and the s lattice have 2 and 5 inequivalent sites, respectively. Here force balance at each contact zone was ensured by slightly adjusting the positions of the planes that define the Wigner-Seitz cells such that the area of the contact zone viewed from either of the two drops was the same (ESI, † Section I), and the deformation energy per drop is computed as a suitably weighted average over the inequivalent sites.
Drop-drop interaction
As mentioned above, the phase diagram is obtained based on the deformation free energies of the trial lattices, and we compute these energies by compressing drops confined to the corresponding Wigner-Seitz cells from the point where the drops come in contact down to a small enough specific volume v. The deformation energies are also interesting per se because they allow us to distinguish between the pairwise-additive drop-drop interaction regime and the manifestly many-body regime, and we first address this issue. To this end, we plot DF for the trial lattices as a function of indentation h defined as half the difference between the resting diameter s * and dropdrop center-to-center distance (Fig. 2a) .
Pairwise-additive regime
In Fig. 3a we compare DF(h) per neighbor for moderately compressible C = 1 drops arranged in a columnar, DC, SC, and FCC lattice with z = 2, 4, 6, and 12 regularly distributed neighbors, respectively. 32 This figure shows results for two representative tension ratios o = 1 and 1.1. In both cases, DF per neighbor is the same in all four lattices as long as indentation h is small compared to the resting radius R * . This shows that for h/R * { 1, the interaction is indeed pairwise additive. The overlapping portions of curves in Fig. 3a extend up to h/R * E 0.10 and 0.05 at o = 1 and 1.1, respectively. The pairwise-additive deformation energy is described by a power law h p seen at all C and o (ESI, † Section II); at o = 1 the exponent p E 2.0 is a little smaller than in incompressible wet foam 33 but as o is increased it saturates at 1.14. On the other hand, at tension ratios smaller than 1 the drops are attractive on contact because the drop-drop interfacial tension is smaller than the drop-solvent tension as witnessed by Fig. 3b and Fig. S4 of ESI. † If the tension ratio is smaller than about 0.9, the attractive interaction is also characterized by a power law at small indentations, the exponent being about 0.89 (ESI, † Section II and Fig. S4 and S5 ). This behavior can be explained using analytical arguments pertaining to a single contact zone (ESI, † Section II). We consider the change in total free energy due to faceting, and we calculate the terms proportional to h and h 2 . The first effect of interest is related to the change of the surface free energy DF A Soft Matter Paper associated with the increase of the contact area and the decrease of non-contact area upon faceting. If we approximate the shape of a faceted drop by a truncated sphere and assume that its radius remains equal to the resting radius R * (Fig. 4a ), then we find that
This result contains the leading-order term in the deformation free energy 2p(o À 1)g F R * h, which agrees well with the numerical results in the small-indentation regime both in attractive and in repulsive drops with o o 1 and o 4 1, respectively ( Fig. 3b and Fig. S4 in ESI †). The second-order term is somewhat more involved and it depends on two additional effects rather than just on the surface free energy. In very compressible drops with C c 1 where the radius is not expected to change after two drops come in contact, indentation is also associated with an increase of the bulk energy because the drop volume is decreased and this is associated with mechanical work against pressure. The corresponding change of the bulk energy is DF bulk = 2pg F h 2 so that the total deformation free energy reads
which provides an even better explanation of the C = 10 numerical results in Fig. S4c in ESI, † than the linear term alone; this holds at all tension ratios o provided that the indentation is not too large compared to resting radius. In the opposite limit of incompressible drops, the constantvolume constraint implies that the radius of the drop must be increased upon indentation by DR * = h 2 /4R * ( Fig. 4b ; ESI, † Section II). The corresponding increase of the non-contact surface area overcompensates its decrease due to faceting so that the second-order surface term is 2p
, exactly the same as the combined surface and bulk second-order terms in very compressible drops. Thus we find that up to second order in h, eqn (4) applies in both C c 1 and C { 1 limit which is confirmed by the fits in Our analytical result for the drop-drop interaction energy [eqn (4) ] is also interesting because it does not involve any assumptions concerning the relative location of the different contact zones apart from that they should not overlap. As such, it is equally applicable to drops that form crystals as well as to drops in the less symmetric local configurations typical for fluids and glasses. This means that it can be used as input in, e.g., theoretical or simulation studies of disordered structures of liquid drops, allowing one to explore the finite-temperature phase diagram, the equilibrium dynamics, the rheology of a suspension of drops etc. at intermediate densities in greater detail.
Many-body regime
If the indentation h/R * is not small, one enters the regime where many-body interactions are manifest and DF is determined by the geometry of the whole cage around the drop, much like in incompressible bubbles in soft jammed materials. 34 The kinks in the FCC curves in Fig. 3a seen at h/R * E 0.135 show that DF is not necessarily a strictly convex function of indentation. This is more clearly visible in Fig. 3b where we plot the FCC deformation energy vs. specific volume for C = 0.1, 1, and 10 and various o. In moderately compressible drops with C = 1, a large enough tension ratio of o \ 1.1 gives rise to a hump in the energy whereas tension ratios o smaller than 1 make the energy decrease on compression, rendering particles attractive upon contact. As shown in Fig. 3b , the hump is absent at small enough C. The value of C below which DF is strictly convex cannot be read off Fig. 3b where a common scale is employed so as to emphasize the role of drop compressibility; this point is discussed in detail in Section III of ESI. † The non-convex and non-monotonic profiles of DF are also seen in other lattices as shown in Fig. S8b -e of ESI, † and they are particularly interesting because they provide a basis for a complex phase diagram, which may potentially include isostructural and re-entrant transitions. 35, 36 As elaborated in Section 4 of ESI, † non-convexity and non-monotonicity are directly associated with the partial-faceting regime where our model is reminiscent of wet foam (ESI, † Section IV), and they are absent in the complete-faceting regime covered in ref. 19 .
Phase diagram
We now compute the phase diagram in the (C,rs * 3 )-plane at T = 0 where the entropy due to lattice oscillations of drops vanishes. The restriction is not unrealistic for crystalline phases, because the entropic contribution arising from the kinetic degrees of freedom of the drops in such phases-which can be analytically calculated within the harmonic-solid approximation and is of the order of k B T-is typically considerably smaller than the potential (in our case, deformation) free energy. We examine the range of C at the crossover between hardly compressible and very soft drops, and we combine our results with those pertaining to fluid-solid transition in hard spheres. 37 The main features of the phase diagram at tension ratios o o 1 where the drops are attractive are aggregation at small densities, narrow coexistence regions, and only a handful of stable lattices (FCC, BCC, s, and A15; Fig. 5a and b) .
For o o 1, drops form aggregates as soon as they come in contact. The structure of the stable aggregate is either FCC or BCC, the latter minimizing the free energy at small o and large C. For example, at o = 0.7 our theory predicts that aggregates form BCC and FCC crystals for C \ 3 and C t 3, respectively, as witnessed by Fig. 5a ; at o = 0.65 the transition is at C E 1 (ESI, † Fig. S12 ). The density of the aggregates plotted using dashed line in Fig. 5a and b varies with o and C (ESI, † Section V). Once the system is compressed beyond this point, it undergoes a few solid-solid transitions. The exact phase sequence depends on o and C but it always ends with the A15 lattice as expected in the complete-faceting regime. 19 For o 4 1, the interparticle interaction is purely repulsive, which stabilizes the fluid phase at small densities ( Fig. 2c and d) . The phase diagram includes the FCC lattice immediately after the fluid phase and again invariably terminates with the A15 lattice at large densities. But unlike its o o 1 counterpart, the o 4 1 phase diagram is very elaborated. Apart from the low-density FCC and the high-density A15 lattice, the phase sequence includes the lowand intermediate-density A15, BCC, s, the high-density FCC, and SH phase with c/a between 1.4 and 1.7. The diagram is marked by re-entrant FCC and A15 phases as well as by isostructural A15-A15 transition at large C and by the SH phase, which consists of the oblate c/a o 1 region and a prolate c/a 4 1 region at o 4 1.5 (ESI, † Section VI).
Compared to the phase diagram of elastic spheres, 23 the o 4 1 part of Fig. 5 contains more elaborate phase sequences and phase coexistences are generally considerably broader.
These features may be used to qualitatively decide whether a given experimental soft-particle system is better described by the elasticsphere or the liquid-drop model. In this context, also telling may be the high-density behavior where the elastic-sphere model predicts either A15 or SH lattice with c/a E 1 depending on Poisson's ratio and on the underlying elastic theory whereas the liquid-drop model points solely to the A15 lattice.
At o \ 1.2, the phase diagram contains most lattices typically observed in soft nanocolloids, 7, 8 which is encouraging. Also reassuring is the busy intermediate-density part of the phase diagram at Cs that are not too large and at rs * 3 between about 1.5 and 3, which implies that the theoretically predicted lattices may be seen at moderate compressions not too far beyond the fluid-solid transition. The predictions summarized by the theoretical phase diagrams in Fig. 5 are a direct consequence of the characteristic dependence of the deformation free energy on the specific volume, which is in turn intimately related to the surface energy of the drops as we will now show. To this end, we first recall that the surface area of a body of volume V is given by A = wV 2/3 , where w is a dimensionless shape factor. Up to the density where they come in contact, the drops are spherical and w = 6 2/3 p 1/3 E 4.836. Beyond this point they are partially faceted and this leads to an increase of the shape factor which saturates at a value characteristic for a given lattice; in FCC and SC lattice, at w FCC E 5.345 (rhombic dodecahedron) and w SC = 6 (cube), respectively. The shape deformation upon compression thus modifies the A = wV 2/3 scaling law, and the onset of faceting can be depicted as a shift from the sphere branch with w E 4.836 to a complete-faceting branch (dashed curves in Fig. 6 ; shown here is the FCC branch with w E 5.354). Since the latter lies higher than the former, the shift partly compensates for the area decrease due to compression and the total area of the drop changes only little in the partial-faceting regime (Fig. 6 ). More importantly, the growth of the contact zones at the expense of the drop-solvent interface represented by this shift can be associated with a rather peculiar variation of total surface energy if the tensions of the drop-solvent interface and the drop-drop interface are not too similar, e.g., if the tension ratio is not too close to 1. In particular, if o 4 1 then the surface energy features a maximum; at o = 1.3, this maximum is rather prominent as shown by the upper red curve in Fig. 6 . The maximum then leads to a hump in the total deformation energy provided that the bulk term is not too large.
On the other hand, if o o 1 then formation of contact zones is energetically favorable as elaborated in Section 3 of ESI † and this drives attraction between the drops. As a result, the total surface energy decreases upon compression by more than in drops with tension ratio equal to 1. This leads to a nonmonotonic deformation free energy characterized by a minimum at a specific volume smaller than that at contact as witnessed by the o = 0.7 and 0.9 curves in Fig. 3b ; the depth and the location of the minimum naturally also depend on the bulk free energy of the drop. Thus we see that the non-convex and non-monotonic free-energy profiles rely both on the differential surface tension and a large enough compressibility; the mechanism at work is independent of the details of the bulk term, here described by the Murnaghan equation of state, and is thus generic.
Discussion
The phase diagram in Fig. 5 can be tested experimentally, most straightforwardly by compressing a solution of soft nanoparticles at fixed experimental parameters, say temperature and pH. The first aspect of the diagram that can be exploited to facilitate comparison with experiments is its weak dependence on C at small and intermediate densities. Our theoretical predictions for the drop-drop interaction at small deformations [eqn (S4) and its dimensionless variant eqn (S10) in ESI †] suggest that in the small-indentation regime where the deformation free energy is pairwise-additive, the reduced Egelstaff-Widom length C merely affects the magnitude of the interaction. As a result, the phase diagram should be independent of C in this regime; in other words, the phase boundaries in the (rs * 3 ,C) plane should be vertical. To a fairly good approximation, this is indeed the case for o 4 1 for reduced densities up to rs * 3 about 2. For example, at o = 1.3 the boundaries of both the low-density FCC and the low-density A15 phase are essentially the same irrespective of C. In attractive particles, i.e. for o o 1, the phase boundaries are also independent of C except at very small C: At o = 0.7, e.g., all five phase transition densities shown in Fig. 5a depend a little on C but only for C { 1. A direct consequence of the above behavior is that the experimentally observed transitions at small-to-intermediate densities can be used to estimate the tension ratio o as one of our model parameters. On the other hand, the phase sequence at large densities where pairwise-additivity no longer holds generally depends on the Egelstaff-Widom length C as witnessed by Fig. 5 . To relate the observed phase sequences to the microscopic features of the nanocolloids, it is important to understand how C is controlled by particle architecture, chain stiffness, solvent quality etc.; also of interest is the microscopic origin of the tension ratio o. Below we present scaling-theory estimates of the orders of magnitude of C and o, and we also discuss some other theoretical implications of the liquiddrop model.
Theoretical estimates of reduced Egelstaff-Widom length W and tension ratio x
The Egelstaff-Widom length defined by eqn (2) depends on the surface tension and compressibility of the nanoparticle. Within the context of the liquid-drop model, these quantities are viewed as effective material parameters: g F does not represent only the bare polymer-solvent interactions (which in good solvents correspond to negative real surface tension) but also chain connectivity, which is in turn neglected in the bulk term where the monomers are treated as a liquid. Both g F and w T are related to the osmotic equation of state P(c) which depends on the density of monomers within the nanocolloid f = N/V * , where N is the number of monomers and V * = 4pR * 3 /3 is the resting volume of the particle. In the resting state, the effective surface tension g F is proportional to P according to the Laplace law:
so that C = 2g F w T /R 0 can be written as l C Â 2g F w T /R * where l C = R * /R 0 o 1 is the ratio of the resting and the reference radii of the drop. 20 The value of the isothermal compressibility depends on particle volume; in the resting state, it is given by (V * /V 0 )w T = l C 3 w T which differs from the nominal w T only by a numerical factor l C . This relation allows us to estimate w T by
where we expressed the osmotic pressure P as a function of monomer density f which involves replacing q/qV * by À(N/V * 2 )q/qf.
Eqn (5) and (6) suggest that within the scope of scaling theory, the reduced Egelstaff-Widom length is given by
This relation can now be used to estimate the magnitude of C depending on the monomer density as well as to examine the effects of cross-linking and chain stiffness.
Let us first examine the effect of monomer density. In dilute polymer brushes where f is smaller than the overlap density, the osmotic pressure is described by the van't Hoff law 38 and proportional to the monomer density, P p f (Fig. 7a) , so that
independent of f. As the monomer density is increased (which can be done by increasing the grafting density) to the point where the brush can be regarded as a semi-dilute solution, the equation of state becomes a power law, P(f) p f m (Fig. 7a) . As a result,
The exponent m exceeds 1 (in particular, in Y solvents m = 3 whereas in good solvents m = 9/4) which implies that C should drop as the monomer concentration within the brush is increased beyond the overlap density, the decrease being smaller in good solvents as sketched in Fig. 7b . In both the dilute and the semidilute regimes, the EgelstaffWidom length C thus does not depend on the monomer concentration, hence the step-like profile depicted by Fig. 7b . However, as the monomer density is increased further and the behavior of the brush becomes crowding-dominated, the osmotic pressure is no longer described by a power law and so C is not a constant. The increasingly more steep P(f) characteristic of this regime (Fig. 7a and Fig. 1 in ref. 39) leads to a gradual decrease of C. This behavior can be illustrated using a model equation of state which diverges at a finite ''jamming limit'' f 0 ,
Àm , which gives Thus we see that by changing grafting density in SPBs or functionality in star polymers and by varying solvent quality, one should be able to synthesize particles with C between 0 and 1; in star polymers, on the other hand, C should never really approach 0 as long as the chains are long enough because such stars do not reach the crowding-dominated regime irrespective of functionality. The above range covers the busy small-C part of the phase diagrams in Fig. 5 , implying that the most interesting aspects of our theoretical predictions should be verifiable. We can apply the same line of thinking to brushes consisting of rigid rather than flexible polymers as well as to branched and cross-linked polymers. In the former, the crossover from the semidilute to crowding-dominated regime is cusp-like as shown in, e.g., Fig. 10 in ref. 40 and summarized by the dashed line in Fig. 7a . The corresponding reduced Egelstaff-Widom length C has a peak at the crossover and then decays with f much like in flexible chains. The exact shape of the peak and its height clearly depend on the cusp in the osmotic pressure, which may be either gentle or pronounced.
In branched and cross-linked polymers, osmotic pressure naturally also increases with monomer density like in linear chains. As a result, C should generally fall off with increasing f but because these polymers are not self-similar, this should happen in a gradual rather than in a step-like fashion like in linear chains. This behavior is also shown in Fig. 7b .
In experiments, the reduced Egelstaff-Widom length is not determined solely by chain grafting density or functionality and polymer architecture but also by solvent quality, which modifies the osmotic equation of state in the semidilute regime. In turn, solvent quality is controlled by temperature or pH. If they are held constant, then C is constant too and a compression run from small to large particle density would correspond to a horizontal trajectory across the theoretical phase diagram in Fig. 5 . However, in an experiment where temperature were varied, a heating run would be represented by a diagonal trajectory from the small-C, small-r region to the large-C, large-r region because a rise in temperature both improves solvent quality and increases the size of polymer nanoparticles dissolved in organic solvents, water being an exceptional solvent for which the quality worsens with increasing temperature (Fig. S20 in ESI †) .
Our next task is to estimate the physically relevant range of the tension ratio o. Here too we turn to scaling arguments so as to evaluate the dependence of the effective drop-solvent and drop-drop tensions g F and g C , respectively, and we focus on star polymers. The former was shown to scale as
where f is the functionality. The drop-drop tension can be obtained based on the star-star interaction which is characterized by a logarithmic divergence and an exponential tail at small and large center-to-center distances, respectively. 15 In order to estimate g C , we divide the interaction energy of two stars separated by 2R * by the area of the contact zone, which is of the order of the size of the outermost blob (ESI, † Section IX).
At large f, the interaction energy of touching stars reads
whereas the size of the contact zone is
Eqn (12) and (13) finally give
so that we are led to conclude that
in star polymers. This estimate is important because it shows that the tension ratio o is generally not very different from unity, which in turn implies that by a suitable choice of endgroups both the attractive o o 1 and the repulsive o 4 1 regimes are achievable. Such a conclusion is consistent with experiments reporting aggregation in end-functionalized star and brushes [41] [42] [43] as well as stable, non-aggregated dispersions of stars based on homopolymers, thereby proving that by a suitable modification of endgroups one may control o. In addition, eqn (15) shows that the range of model parameters scanned in this paper does include most of the experimentally relevant cases.
Liquid-drop model vs. shoulder interactions
Apart from relevance for experiments, our main predictions are also interesting from a broader statistical-mechanical perspective. In the 1970s, non-convex thermodynamic potentials were employed to interpret the melting curve and isostructural transitions in some rare earths, 44 where they were associated with shoulder-like pair interactions attributed to the promotion of valence electrons to vacant orbitals expected to take place upon compression. 24 The connection between shoulder-like interactions and isostructural transitions is illustrated in Fig. 8a . 36 Here we schematically plot the overlap energy of a crystal formed by particles with such a potential, for clarity also characterized by a large enough hard core so as to prevent overlap of next-nearest neighbors. This energy vanishes at large specific volumes where the system essentially behaves as a hard-core ensemble, with the particles avoiding each other. On the other hand, once the specific volume is small enough they must overlap but the penalty for doing so does not depend on specific volume because of the shape of the shoulder interaction. The corresponding step-like profile of the overlap energy is to be combined with the entropic term, which increases upon compression, and at low enough temperatures the total free energy features a hump. This hump may give rise to an isostructural transition in the lattice considered provided that no other lattice intervenes at specific volumes where the free energy is non-convex. This mechanism is very appealing, providing a simple and transparent interpretation for an uncommon phenomenon.
Since they were first introduced, square-shoulder and the antipodal but related square-well interactions were explored in many different contexts including clustering, 16, 25 liquid-liquid transitions, 45 glasses, 46 quasicrystals, 18, 47 water anomalies 48 (which were also rationalized using the linear-ramp interaction, 49 ) etc. In most of these cases, the explanation obtained based on these model potentials seems the most plausible one despite the admittedly idealized form of the potentials, which can be thought to mimic, e.g., the interaction of soft polymeric nanoparticles such as dendrimers. 50 Although shoulder-like interparticle interactions can also be induced in certain reduced-dimensionality systems by relying on an external field, 51, 52 it is fair to say that there do not exist many realistic systems that may be directly linked with these model pair potentials. Our findings demonstrate that non-convex thermodynamic potentials and thus some of the phenomenology associated with the shoulder-like potentials can be reproduced within the liquid-drop model for a suitable choice of parameters. This is illustrated by the FCC deformation free energies in Fig. 3b , some of which are non-convex, but even more clearly by the superposition of the C = 1, o = 1.3 energies for four distinct lattices plotted in Fig. 8b . These energies differ in several ways-the specific volume where the drops in a lattice first touch each other, the location of slope discontinuities separating regimes with different numbers of contacts with neighbors, etc.-and the differences are important or else the phase diagram would be more bland than it is. Yet the common features and the quantitative similarities of these curves are far more remarkable: the location of the hump does not vary very much and the hump itself is equally prominent in all four cases. This agreement suggests that these lattices can be mapped onto a shoulder-like potential, which may thus be viewed as an effective description of an actual physical system as simple as a compressible liquid drop, albeit in the regime where drop-drop forces are many-body. In other words, an emulsion of monodisperse liquid drops can be considered as an exact micromechanical model for some of the effects associated with shoulder-like potentials.
The analogy is not entirely complete because the version of the liquid-drop model presented here does not include the translational entropy of the drops. On the other hand, if the drops are to be regarded as models of spherical polymer brushes, the entropy due to the internal motion of the polymer chains is there as witnessed by the ideal-gas-type ln V term in the free energy [eqn (1)]. At large compressions, we may expect that this part of the entropy is dominant and so the liquid-drop model should be rather accurate whereas the intermediatecompression regime can be studied using simulations based on the analytical drop-drop interaction [eqn (4)].
Conclusions
Apart from elaborating its rich phase diagram, this work points to several aspects of the liquid-drop model to be explored in the future. The power-law small-indentation interaction can be used to numerically study the structure, dynamics, and rheology of disordered liquid-drop systems, which would provide a fresh insight into many experiments. 53 Especially intriguing is the almost linearramp repulsion, which is expected to give rise to an anomalously small shear modulus of the low-density FCC lattice. Lastly, by mapping the liquid-drop model onto effective pair potentials such as square-shoulder, square-well, and linear-ramp interaction one would make the theoretical predictions obtained based on these interactions much more realistic.
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