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Abstract
Quadratic discriminant analysis (QDA) is a simple method to classify a subject
into two populations, and was proven to perform as well as the Bayes rule when the
data dimension p is fixed. The main purpose of this paper is to examine the empirical
and theoretical behaviors of QDA where p grows proportionally to the sample sizes
without imposing any structural assumption on the parameters. The first finding in
this moderate dimension regime is that QDA can perform as poorly as random guessing
even when the two populations deviate significantly. This motivates a generalized
version of QDA that automatically adapts to dimensionality. Under a finite fourth
moment condition, we derive misclassification rates for both the generalized QDA and
the optimal one. A direct comparison reveals one “easy” case where the difference
between two rates converges to zero and one “hard” case where that converges to some
strictly positive constant. For the latter, a divide-and-conquer approach over dimension
(rather than sample) followed by a screening procedure is proposed to narrow the gap.
Various numerical studies are conducted to back up the proposed methodology.
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1 Introduction
Suppose we have two p-variate classes with mean vectors and covariance matrices (µ1,Σ1)
(class 1) and (µ2,Σ2) (class 2) respectively. The aim is to identify to which class a new obser-
vation z belongs, on the basis of two sets of training samples {x1, · · · ,xn1} and {y1, · · · ,yn2}.
This problem has been well studied in the fixed dimensional setting, see [1] for example. Some
recent high dimensional studies allow the data dimension p to be much larger than the sam-
ple sizes, but heavily rely on the sparsity or other structural assumptions on the population
parameters µi and Σi (i = 1, 2). For example, (µ2−µ1) is sparse or Σis satisfy special struc-
tures such that better estimators (e.g. thresholding, diagonalization) can be constructed –
many improvements have been made over the classical classification rules. One may refer
to [5, 13, 15, 17, 22, 25] among others for such improvements over the well-known Fisher’s
linear discriminant analysis (LDA) when Σ1 = Σ2; and see [7, 14, 20] and [26], to list but a
few for the modifications over the quadratic discriminant analysis (QDA) when Σ1 6= Σ2.
Despite these recent progress, there has been relatively fewer development for classifi-
cation in the moderate dimension regime, by which we mean that p/ni → ci ∈ (0, 1) and
there is no structural assumption on the parameters µi and Σi. One exception is moderate-
dimensional LDA by [24]. Clearly, their analyses do not apply to QDA that mainly relies on
a quadratic form. Another somehow related line is the study of logistic regression that can
be used as a classification rule; see [6, 23]. However, these works mostly focused on the infer-
ence results on the parameter itself, e.g., log-likelihood ratio test, rather than classification
performances. One can also refer to [8–12, 16, 18] and [19] for other moderate dimensional
results in the linear regression models.
It is well known that the state of the art quadratic discriminant rule classifies z to class
1 if and only if
d1(z) + log |Σ1| < d2(z) + log |Σ2|, (1.1)
where “|A|” denotes the determinant of the matrix A and
di(z) = (z− µi)TΣ−1i (z− µi), i = 1, 2. (1.2)
We call it “optimal QDA,” which serves as a performance benchmark in our paper. In
practice, the population parameters need to be estimated from training samples, leading to
what we call as “sample QDA” as follows. That is to say, the new observation z is classified
to class 1 if and only if
D1(z) + log |S1| < D2(z) + log |S2|, (1.3)
2
where
D1(z) = (z− x¯)TS−11 (z− x¯), D2(z) = (z− y¯)TS−12 (z− y¯),
S1 =
1
n1 − 1
n1∑
i=1
(xi − x¯)(xi − x¯)T , S2 = 1
n2 − 1
n2∑
i=1
(yi − y¯)(yi − y¯)T . (1.4)
We next conduct a simple experiment to empirically examine the classification perfor-
mances of sample QDA when p is moderately large compared with the sample size. Specifi-
cally, we generate n1 and n2 samples from two classes Np(0, Ip) and Np(0, 2Ip), respectively.
Set n1 = n2 = n with n varying from 100 to 1500. The misclassification rate is defined as
R =
1
2
[
P2|1 + P1|2
]
, Pi|j , P{classify z to class i |z ∈ class j}. (1.5)
Denote RS and RO as misclassification rates for sample QDA and optimal QDA∗, respec-
tively. From Figure 1 (based on 1000 replications), we observe that the sample QDA matches
well with the optimal one when p is very small compared with n (the left plot), but the gap
between them becomes notable when n is not significantly large compared with p (the middle
plot) and RS even converges to 0.5 (random guessing) when p is proportional to n (the right
plot). This is an indication of sample QDA’s failure in the moderate-dimensional setting.
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Figure 1: Misclassification rates for two classes Np(0, Ip) and Np(0, 2Ip) based on 1000 replications.
The rationale behind the above moderate-dimension phenomenon is simple: the sample
mean vectors and sample covariance matrices are no longer consistent in terms of the L2
norm and the spectral norm, respectively. In fact, a careful analysis of two terms Di(z)
and log |Si| reveals that an extra scaling factor to the former and an extra shift factor to
latter need to be introduced to adapt to dimensional effect; see Section 2.1. This leads to a
generalized QDA that is built on these two corrected terms; see Section 2.2.
∗Throughout this paper, superscripts “O”, “S” and “G” are adopted to denote the values corresponding
to the optimal QDA (1.1), the sample QDA (1.3) and our generalized QDA (2.8) introduced later.
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We employ various techniques in the random matrix theory to derive misclassification
rates of the generalized QDA, the optimal QDA and the sample QDA in Sections 3.1 and
3.2, without imposing any structural or parametric distribution assumption. This is radically
different from the QDA results in the literature that were developed based on normal dis-
tribution. In comparison, we only need a finite fourth moment condition on the data, which
we believe to be the weakest moment assumption. This can be achieved mainly because
we figure out the limiting point of an average squared diagonal entries of a general inverse
sample covariance matrix, as formulated in Proposition A.1. Such a result is new to our
knowledge. By comparing the misclassification rates between the generalized QDA and the
optimal one, we find two cases – the “easy” case where the rate difference converges to zero
and the “hard” case where the rate difference converges to some strictly positive constant.
Various simulation studies in Section 4.1 support our theoretical conclusions. To narrow
the gap in the “hard” case, two divide-and-conquer approaches are proposed in Section 4.2.
In contrast with the conventional partition over samples (which is shown not to work in
Supplement S1), our methods are conducted over the dimension followed by a screening
procedure. Both show significant improvement over the original generalized QDA. Unless
otherwise noted, all the main proofs are relegated to Appendix A. Extra theoretical and
numerical results are included in the supplementary material.
2 Methodology – Tame the Dimensionality Effect
In this section, we study the performances of Di(z) and log |Si| in (1.3) under moderate
dimension, see Section 2.1, which motivate a dimension adaptive version of QDA in Section
2.2. A set of mild conditions are needed throughout this paper.
Condition 2.1. [Population] The class 1 has the form xi = Σ
1
2
1 x
0
i +µ1, i = 1, · · · , n1, where
x0i = (Xi1, · · · , Xip)T has p i.i.d centered and standardized components with finite fourth
moments, i.e. m4 := E|Xij |4 <∞. The same form applies to class 2, i.e. yi = Σ
1
2
2 y
0
i + µ2.
Moreover, there exist c and C s.t. 0 < c ≤ λmin(Σi) ≤ λmax(Σi) ≤ C <∞, i = 1, 2.
Condition 2.2. [Dimensionality] p/n1 → c1 ∈ (0, 1) and p/n2 → c2 ∈ (0, 1).
Condition 2.3. [Covariance Matrix] The following limits exist
1
p
tr(Σ1Σ
−1
2 )→M1,
1
p
p∑
i=1
[(Σ
1
2
1Σ
−1
2 Σ
1
2
1 )ii]
2 →M2,
4
1p
tr(Σ2Σ
−1
1 )→M3,
1
p
p∑
i=1
[(Σ
1
2
2Σ
−1
1 Σ
1
2
2 )ii]
2 →M4,
1
p
tr(Σ1Σ
−1
2 )
2 → M5, 1
p
tr(Σ2Σ
−1
1 )
2 →M6.
Remark 2.1. A simple example to understand the limits in Condition 2.3: if Σ1 = κΣ2,
κ > 0, then M1 = κ, M3 =
1
κ
, M2 = M5 = κ
2 and M4 =M6 =
1
κ2
.
2.1 Dimension distortion of Di(z) and log |Si|
One observes that the mean values of d1(z) and d1(z) in (1.2) are equal when z is correctly
classified irrespective of data dimension, i.e., if z belongs to class 1, Ed1(z) = p and if z
belongs to class 2, Ed2(z) = p. However, such an equivalence does not hold for their sample
version Di(z) in (1.4) when p diverges proportionally to n.
To be more precise, we derive the following limiting distributions for Di(z), i = 1, 2. This
weak convergence result is also needed in deriving the misclassification rate in Section 3.
Theorem 2.1. Under Conditions 2.1 and 2.2, if z belongs to class 1, we have
1√
p
D1(z)−√ps0n D−→ N
(
0, (m4 − 3)s20 + 2s′0
)
. (2.1)
If z belongs to class 2, we have
1√
p
D2(z)−√pm0n D−→ N
(
0, (m4 − 3)m20 + 2m′0
)
. (2.2)
Here “
D−→” denotes convergence in distribution, and
s0n =
1
1− p/n1 , m0n =
1
1− p/n2 , s0 =
1
1− c1 , s
′
0 =
1
(1− c1)3 , m0 =
1
1− c2 , m
′
0 =
1
(1− c2)3 ,
(2.3)
where c1 and c2 are given in Condition 2.2.
Theorem 2.1 implies that under moderate dimension, D1(z) ≈ ps0n when z belongs to
class 1 and D2(z) ≈ pm0n when z belongs to class 2 (covering the fixed dimensional case, i.e.,
s0n = m0n = 1, as a special case). Hence, to counteract the effects of moderate dimension,
we need to rescale the quadratic terms in the sample QDA (1.3) as follows
1
s0n
D1(z) and
1
m0n
D2(z). (2.4)
A “re-centering” type of dimension correction will be applied to log |Si| in (1.3). Define
X0 = (x01, · · · ,x0n1), x¯0 =
1
n1
n1∑
i=1
x0i , X¯
0 = x¯0 · 1Tn1 , S01 =
1
n1 − 1(X
0− X¯0)(X0 − X¯0)T .
(2.5)
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Here 1n1 is a n1-variate vector with all entries being ones. Notations for class 2 can be
defined similarly. For example, S02 =
1
n2−1(Y
0 − Y¯0)(Y0 − Y¯0)T . Moreover, from [2] and
[21], we know that with probability 1,
1
p
log |S0i | − lin → 0, lin =
p/ni − 1
p/ni
log(1− p/ni)− 1 < 0.
Let S1 = Σ
1
2
1 S
0
1Σ
1
2
1 and S2 = Σ
1
2
2 S
0
2Σ
1
2
2 . The relation between Si and S
0
i thus implies that
1
p
log |Si| −
[
1
p
log |Σi|+ lin
]
→ 0, i = 1, 2. (2.6)
Note that (2.6) recovers the classical setting that p/ni → 0, i.e., l1n = l2n = 0. However,
when p/ni 9 0, we have to re-center log |Si| in (1.3) as follows:
log |S1| − pl1n and log |S2| − pl2n. (2.7)
In light of (2.4) with (2.7), we propose a generalized QDA that is adaptive to data dimension.
2.2 A generalized version of QDA
We define the generalized QDA rule: classify a new observation z to class 1 if and only if
1
s0n
D1(z) + log |S1| − pl1n < 1
m0n
D2(z) + log |S2| − pl2n, (2.8)
where recall that
s0n =
1
1− p/n1 , m0n =
1
1− p/n2 , l1n =
p/n1 − 1
p/n1
log(1−p/n1)−1, l2n = p/n2 − 1
p/n2
log(1−p/n2)−1.
(2.9)
Now we test the classification performances of (2.8) by re-visiting the example consid-
ered in Section 1 (more comprehensive numerical analysis will be conducted in Section 4.1).
Specifically, Figure 2 demonstrates that the generalized QDA maintains comparable misclas-
sification rates to the sample QDA (without dimension correction) in the low-dimensional
regime. While it significantly diminishes the misclassification rate comparing to the sample
QDA, and eventually converges to the optimal one in the moderate-dimensional case.
2.3 Another interpretation of generalized QDA
In this section, we offer a more intuitive way to justify generalized QDA, which leads to
more rigorous analysis on the misclassification rate in the next section.
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Figure 2: Misclassification rates for two classes Np(0, Ip) and Np(0, 2Ip) based on 1000 replications.
Our analysis starts from the optimal rule (1.1). In order to correctly classify the new
observation z to class 1, we need
T O2|1 , d1(z) + log |Σ1| − d2(z)− log |Σ2| < 0.
From the proof of Proposition 3.1 below, we know that
1√
p
[T O2|1 − EO2|1] D−→ N(0, σ2),
where EO2|1 is the expectation of T O2|1 when z belongs to class 1, and
EO2|1 = tr(Ip − Σ1Σ−12 ) + log |Σ1Σ−12 | − (µ1 − µ2)TΣ−12 (µ1 − µ2).
Note that one can write tr(Ip−Σ1Σ−12 ) + log |Σ1Σ−12 | =
∑p
i=1
(
1− λi+ log λi
)
, where λi > 0
are the eigenvalues of the matrix (Σ1Σ
−1
2 ). Define the function f(x) = 1−x+log x, x > 0. It
is easy to see that f(x) ≤ 0 and f(x) = 0 if and only if x = 1. Therefore, as long as Σ1 6= Σ2,
tr(Ip−Σ1Σ−12 )+log |Σ1Σ−12 | < 0. Together with the fact that −(µ1−µ2)TΣ−12 (µ1−µ2) ≤ 0,
we can see EO2|1 < 0, which prompts the correct identification T O2|1 < 0.
We next apply similar analysis to the sample QDA (1.3). From the proofs of Lemmas
3.1 and 3.2 below, the counterparts to T O2|1 and EO2|1 are
T S2|1 = D1(z) + log |S1| −D2(z)− log |S2| and
ES2|1 = s0ntrIp −m0ntr(Σ1Σ−12 ) + log |Σ1Σ−12 |+ pl1n − pl2n −m0n(µ1 − µ2)TΣ−12 (µ1 − µ2),
which reduces to EO2|1 < 0 when p is fixed, i.e., s0n = m0n = 1 and l1n = l2n = 0. However,
when p diverges, the sign of ES2|1 is no longer determined. For example, let µ1 = µ2, Σ1 = κΣ2,
0 < κ < 1 and n1 = n2, then ES2|1 = s0np− s0npκ+ p log κ.
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(i) If s0n >
− log k
1−k , then ES2|1 > 0.
(ii) If s0n =
− log k
1−k , then ES2|1 = 0.
(iii) †If 1 < s0n <
− log k
1−k , then ES2|1 < 0.
However, by adopting the generalized QDA in (2.8), we have (based on proofs of Lemmas
3.1 and 3.2, again)
EG2|1 = EO2|1 < 0,
which justifies the similar misclassification rates as the optimal QDA.
3 Misclassification Rate Results
In this section, we derive the asymptotic misclassification rates of the generalized QDA and
the optimal QDA. By comparing rate difference, we specify two cases – the “easy” case when
the difference converges to zero and the “hard” case when a non-degenerate difference exists.
3.1 Misclassification rate of the generalized QDA
The misclassification rate of the generalized QDA is written as
RG =
1
2
[
P
G
2|1 + P
G
1|2
]
,
where Lemmas 3.1 and 3.2 give the limits of PG2|1 and P
G
1|2, respectively.
Lemma 3.1. When z belongs to class 1, under Conditions 2.1-2.3, we have
P
G
2|1
i.p−→ 1− Φ
(
T
ψ
)
,
where
T = t2 + t3, t2 = − lim
p→∞
T2, t3 = − lim
p→∞
T3 (3.1)
and
T2 =
1√
p
tr(Ip − Σ1Σ−12 ) +
1√
p
log |Σ1Σ−12 | < 0, T3 = −
1√
p
(µ1 − µ2)TΣ−12 (µ1 − µ2) ≤ 0.
Here “
i.p−→” denotes convergence in probability. The parameter ψ > 0 is given by
ψ2 = (m4 − 3)(1− 2M1 +M2) + 2
(
1
1− c1 − 2M1 +M5 +
c2
1− c2M
2
1
)
,
where M1,M2,M5 are given in Condition 2.3.
†Note that − logκ > 1− κ when 0 < κ < 1.
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Similarly, Lemma 3.2 holds by swapping Σ1 with Σ2 and n1 with n2 in Lemma 3.1.
Lemma 3.2. When z belongs to class 2, under Conditions 2.1-2.3, we have
P
G
1|2
i.p−→ 1− Φ
(
T˜
ψ˜
)
,
where T˜ and ψ˜ are calculated by swapping Σ1 with Σ2, M1 with M3, M2 with M4, M5 with
M6 and c1 with c2 in the expressions of T and ψ in Lemma 3.1.
Combing the above two lemmas, we can directly conclude the asymptotic property of the
misclassification rate of (2.8) in Theorem 3.1.
Theorem 3.1. Under Conditions 2.1-2.3, the misclassification rate of our generalized QDA
RG =
1
2
[
P
G
2|1 + P
G
1|2
] i.p−→ 1− 1
2
[
Φ
(
T
ψ
)
+ Φ
(
T˜
ψ˜
)]
,
where (T, ψ) and (T˜ , ψ˜) are given in Lemma 3.1 and Lemma 3.2 respectively.
To better understand RG, we consider specific cases in Corollary 3.1 below. Let λi > 0
(i = 1, · · · , p) be the eigenvalues of the matrix (Σ1Σ−12 ), and thus λ−1i (i = 1, · · · , p) are the
eigenvalues of the matrix (Σ2Σ
−1
1 ). Denote
s = #{λi 6= 1, i = 1, · · · , p}, s(ǫ) = #{|λi − 1| > ǫ > 0, i = 1, · · · , p},
where ǫ > 0 is any positive constant. There exist an γ = γ(ǫ) > 0 such that
#{| 1
λi
− 1| > γ > 0, i = 1, · · · , p} = s(ǫ).
The parameters s and s(ǫ) describe the deviation between Σ1 and Σ2. For example, if
Σ1 = Σ2, then s = s(ǫ) = 0; and if Σ1 = κΣ2, κ > 0 is a constant, then s = s(ǫ) = p.
Corollary 3.1. Suppose Conditions 2.1-2.3 hold. Consider the following three terms:
ζ1 =
1√
p
‖µ1 − µ2‖2, ζ2 = s√
p
, ζ(ǫ) =
s(ǫ)√
p
. (3.2)
(i) When either ζ1 or ζ(ǫ) (given any ǫ > 0) diverges to infinity, we have
RG
i.p−→ 0.
(ii) When both ζ1 and ζ2 degenerate to zero, we have
RG
i.p−→ 1
2
, random guessing.
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(iii) If both ζ1 and ζ2 are bounded, and at least one of ζ1 and ζ(ǫ) does not degenerate to
zero, we have
RG
i.p−→ C˜ ∈ (0, 1
2
).
Remark 3.1. Corollary 3.1 implies that when the Euclidean norm of the mean difference
between the two classes is of a larger order than p1/4, regardless of the covariance matrices,
the misclassification rate converges to zero. On the other hand, if the difference between the
two covariance matrices is significant in the sense that ζ(ǫ) → ∞, then regardless of the
mean vectors, the misclassification rate also tends to zero. However, if the two classes are
too close to each other in the sense that both ζ1 and ζ2 degenerate to zero, the classification
rule behaves as random guessing, which is reasonable. In between these two extreme cases,
we show that RG tends to some constant between (0, 1/2), which is not surprising.
Remark 3.2. Based on the proof of Theorem 3.1, we also derive the asymptotic misclassi-
fication rate for the sample QDA (1.3) under moderate dimension. The detailed theoretical
results and some plots for easy comparison are deferred to Supplement S2. Note that ES2|1 in
Section 2.3 is related to the parameter TS in Proposition S2.1, specifically, ES2|1 = −
√
pTS.
3.2 Comparison with the optimal QDA
In this section, we compare the generalized QDA (2.8) with its oracle version (1.1) in terms
of misclassification rates. In particular, we find that their limits are the same in the first
two cases of Corollary 3.1, but different in the last case.
We first derive the misclassification rate for the optimal QDA.
Proposition 3.1. Under Conditions 2.1-2.3, the misclassification rate of the optimal QDA
(1.1)
RO =
1
2
[
P
O
2|1 + P
O
1|2
] i.p−→ 1− 1
2
[
Φ
(
T
ψ0
)
+ Φ
(
T˜
ψ˜0
)]
,
where T and T˜ are the same as the ones in Lemma 3.1 and Lemma 3.2 respectively. The
parameters ψ0 and ψ˜0 are nonnegative constants given by
ψ20 = (m4 − 3)(1− 2M1 +M2) + 2 (1− 2M1 +M5) ,
ψ˜20 = (m4 − 3)(1− 2M3 +M4) + 2 (1− 2M3 +M6) .
Proposition 3.1 implies the following analogue of Corollary 3.1.
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Corollary 3.2. Under the same conditions and cases as in Corollary 3.1, we have
(i) RO
i.p−→ 0. (ii) RO i.p−→ 1
2
, random guessing. (iii) RG
i.p−→ C ∈ (0, 1
2
).
Based on Theorem 3.1 and Proposition 3.1, we study the difference of misclassification
rates between our generalized QDA and the optimal one, denoted as
Diff , RG − RO.
We find that the difference converges to zero when the two underlying populations are either
close enough or deviate enough, or converges to some strictly positive constant. The former
is called as “easy case” (corresponding to (i)-(ii) in Corollary 3.1), while the latter as “hard
case” (corresponding to (iii) in Corollary 3.1).
Theorem 3.2. Suppose Conditions 2.1-2.3 hold, and ψ20 and ψ˜
2
0 in the limit of R
O are
nonzero.
(i) [“easy” case] If conditions in (i) or (ii) of Corollary 3.1 hold, we have
Diff
i.p−→ 0.
(ii) [“hard” case] If conditions in (iii) of Corollary 3.1 hold, we have
Diff
i.p−→ C˜ − C = 1
2
[
Φ
(
T
ψ0
)
− Φ
(
T
ψ
)
+Φ
(
T˜
ψ˜0
)
− Φ
(
T˜
ψ˜
)]
> 0,
where T, T˜ are defined in Lemmas 3.1 and 3.2, (ψ, ψ˜) and (ψ0, ψ˜0) are given in The-
orem 3.1 and Proposition 3.1, respectively.
Note that in the hard case of Theorem 3.2, the difference of the misclassification rates
Diff tends to a positive constant. This is due to the observation that
ψ2 − ψ20 = 2
(
c1
1− c1 +
c2
1− c2M
2
1
)
> 0, ψ˜2 − ψ˜20 = 2
(
c2
1− c2 +
c1
1− c1M
2
3
)
> 0 (3.3)
under moderate dimension. And the smaller c1 and c2 are, the smaller Diff is. We would like
to mention that in the low-dimensional setting, both c1 and c2 are zeros and thus ψ
2 = ψ20,
ψ˜2 = ψ˜20 , which implies that Diff also converges to zero in the hard case. Hence, this non-
vanishing gap represents one of “moderate dimension phenomena.” Please also see Figures
7, 8 for numerical evidence in the simulation section.
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4 Numerical studies
In Section 4.1, various simulations are conducted to compare the numerical performance of
the three QDA rules mentioned above, while Section 4.2 aims at reducing the gap between
our generalized QDA and the optimal one for the “hard” case.
4.1 Performance of the QDA rules
Throughout this section, standardized t(5) distribution is used to generate x0i (i = 1, · · · , n1)
and y0j (j = 1, · · · , n2). Note that its moments of order 5 or higher do not exist.
Denote a block-diagonal matrix composed by matrices A and B as blk(A,B). Let
Σ1 = Ip, the identity matrix. We adopt six choices for Σ2 to investigate these rules’ behavior
under different alternatives.
• Case 1: Σ2 = 2Ip; Case 2: Σ2 = 3Ip;
• Case 3: Σ2 = UΛ1UT ; Case 4: Σ2 = UΛ2UT ;
Here Λ1 and Λ2 are diagonal matrices with diagonal elements drawn uniformly from (1.5, 2.5)
and (2.5, 3.5), respectively. U is an orthogonal matrix. In the simulation, we generate it by
selecting the eigenvector matrix of 1
n1
ZZT , where the entries of Zp×n1 are i.i.d N(0, 1).
• Case 5: Σ2 = blk(4I3⌊√p⌋, Ip−3⌊√p⌋); Case 6: Σ2 = blk(5I3⌊√p⌋, Ip−3⌊√p⌋). Here
⌊a⌋ rounds a to the nearest integer less than or equal to a.
Cases 1 and 2 consider the scenario when the difference (Σ2 − Σ1) is sparse (each row only
has one nonzero element), while cases 3 and 4 consider the situation when the difference
(Σ2 − Σ1) is not sparse (each row has p nonzero elements). These four cases correspond to
the “easy” case in Theorem 3.2, where s = s(ǫ) = p and ζ1 = 0, ζ2 = ζ(ǫ) =
√
p. While cases
5 and 6 correspond to the “hard” case, where s = s(ǫ) = 3
√
p and ζ1 = 0, ζ2 = ζ(ǫ) = 3.
The difference between two classes increases from Case 1 (3, 5) to Case 2 (4, 6, resp.).
First let the mean vectors and sample sizes be equivalent. Based on 1000 replications,
the estimated misclassification rates for six cases are displayed in Figures 3-8, where the
sample size varies from 50 to 1000. The numerical performance from the six figures can be
summarized as follows:
(1) The larger the ratio p/n is, the worse the sample QDA performs. When the sample
QDA behaves as well as the optimal one (see p/n = 0.1), our generalized QDA also
maintains a similar nice property. When p/n equals to 0.5 or 0.8, our generalized QDA
significantly improves over the sample QDA which behaves like random guessing.
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(2) When the difference between Σ1 and Σ2 increases from Figure 3 (Figure 5 or Figure 7)
to Figure 4 (Figure 6 or Figure 8, resp.), both RO and RG decrease significantly in all
plots of p/n. This is nature since the two classes are more separated. However, when
the ratio is large (see p/n = 0.8), RS does not share this trend and may be even worse.
(3) In the “easy” cases (Figures 3-6), the distance between RG and RO approaches to
zero as n becomes larger. While in the “hard” cases (Figures 7 and 8), there exists a
non-vanishing gap. This is consistent with the Theorem 3.2.
We next consider unequal mean vectors and unequal sample sizes. We only show the
plots of one covariance matrix case for each of them and others behave similarly. In the
setting with unequal mean vectors for Case 1 in Figure 9, µ1 is still a zero vector while the
entries of µ2 = µ 6= 0 are drawn uniformly from (−0.6, 0.6). Comparing it with Figure 3, in
general we can observe that the misclassification rates in Figure 9 are slightly smaller than
the corresponding ones in Figure 3. One may numerically compare the values from Table 1,
which records the simulated values. This is reasonable because with unequal mean vectors,
the two classes are more separated from each other. In the setting with unequal sample sizes
for Case 2 in Figure 10, we choose n2 = 2n1. It behaves in a similar way to Figure 4.
Finally, although our theoretical results are based on the assumption that p tends to
infinity together with the sample sizes, one may be interested in the performance under the
fixed dimension. To this end, in Figure 11, the estimated misclassification rates when p is
fixed at 5, 15, 25 or 40 are plotted. When p = 5, the three curves are essentially coincident
with each other. As p increases, the generalized QDA shows remarkable improvement than
the sample one, especially when the sample sizes are not significantly larger than p.
4.2 Proposals for the “hard” case
In this section, we intend to narrow the gap in the “hard” case by adapting the divide-
and-conquer method. Conventionally, divide-and-conquer is done over samples, that is, for
each class, the samples are divided into non-overlapping subgroups and the final decision
is made by averaging or majority voting over these subgroups. As an initial attempt, this
conventional sample splitting trick is proven not to work in our case, either empirically or
theoretically. For the constraint of space, we defer them to Supplement S1 for details.
Unlike the conventional approach, we propose a new modification – divide-and-conquer
over dimension – in the following two ways:
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• Method 1: Subgroup screening over dimension
– Step 1: Divide the dimension p into H subgroups, each with p0 components, i.e.
H = ⌊ p
p0
⌋.
– Step 2: For each i = 1, · · · , H , consider the generalized QDA (2.8) with data
dimension in the i-th subgroup and denote its left side by T1i, right side by T2i.
Note that the values in (2.9) are calculated by replacing p with p0.
– Step 3: Locate the index I such that I = arg max
1≤i≤H
|T1i − T2i|.
– Step 4: Identify the class label of the new observation based on our generalized
QDA with dimension in the I-th group.
• Method 2: Component-wise screening over dimension
– Step 1: For each component j = 1, · · · , p, consider the generalized QDA (2.8)
with data entries in the jth component (e.g, x¯ is replaced by eTj x¯, where ej is
a p-variate unit vector with the jth entry being one) and denote its left side by
T1j , right side by T2j . In this case the values in (2.9) are calculated by replacing
p with 1.
– Step 2: Define the index set I ′ as
I ′ = {1 ≤ j ≤ p : |T1j − T2j | is among the first p0 largest of all}.
– Step 3: Identify the class label of the new observation based on our generalized
QDA with dimension in the index set I ′.
Figure 12 visualizes the performance after applying these two modification methods
(marked as “Subgroup”(Method 1) and “Component”(Method 2)) by re-visiting the hard
case 5 above. Both methods display a significant improvement over our original generalized
QDA rule and the gap with the optimal one becomes negligible for large sample sizes. More-
over, under this hard case 5, one may observe that Method 1 is slightly better than Method
2. This is reasonable since in case 5, the different entries between the two covariance matrices
are clustered together. Then it is more possible for the subgroup screening to select most
of the significant components. To remove the clustering property of case 5, we randomly
select 3⌊√p⌋ out of the p diagonal entries of Σ1 and assign the same value 4 – as in case 5
– to them. This alternative one is named as case 7 and Figure 13 plots the misclassification
rates. Similar to case 5, both the two modification methods improve the performance, but
different from case 5, the Method 2 now outperforms Method 1.
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Note that in the above two figures, we select p0 = 3⌊√p⌋. This order is due to the
condition of “hard” case (case (iii) in Corollary 3.1), which roughly implies a significant
O(
√
p) fraction out of the p components. As for the constant 3, it is related to the magnitude
of p. One may choose a constant value that makes both the subgroup size (p0) and the
number of subgroups (H) not be too small. Figure 14 presents the performance if we change
the coefficient from 3 to 5. It shows similar phenomenon as before.
Remark 4.1. (An intuitive interpretation for the positive result of divide-and-conquer): In
view of the hard case’s condition in Theorem 3.2 - roughly speaking - the difference between
the mean vectors or covariance matrices only appear in a small fraction of the p dimensions.
Considering the most significant fraction has two consequences: (i) discards much noisy
information; (ii) decreases the ratio from p/n to p0/n. As a result of these two effects, the
gap with the optimal one has been narrowed according to (3.3).
Table 1: Misclassification rates for Case 1 with equal or unequal mean vectors, n1 = n2 = n
n1 = n2 = n
p
n
µ1 = µ2 (Figure 3) µ1 6= µ2 (Figure 9)
0.1 50 100 200 400 600 800 1000 50 100 200 400 600 800 1000
RS 0.3750 0.2770 0.2420 0.1950 0.1480 0.1200 0.1000 0.3280 0.2930 0.1950 0.1230 0.0990 0.0760 0.0590
RG 0.3780 0.2850 0.2470 0.1850 0.1310 0.1200 0.0910 0.3240 0.2990 0.1950 0.1330 0.0800 0.0590 0.0450
RO 0.3430 0.2650 0.2170 0.1650 0.1010 0.0830 0.0740 0.2850 0.2700 0.1590 0.0920 0.0540 0.0460 0.0260
0.3 50 100 200 400 600 800 1000 50 100 200 400 600 800 1000
RS 0.3580 0.3440 0.2780 0.2380 0.2810 0.2460 0.2670 0.3310 0.2580 0.2020 0.1930 0.1680 0.1620 0.1500
RG 0.3130 0.2930 0.1880 0.1150 0.0860 0.0440 0.0260 0.2900 0.2060 0.1270 0.0690 0.0300 0.0250 0.0090
RO 0.2770 0.1900 0.1100 0.0440 0.0310 0.0080 0.0090 0.2100 0.1470 0.0530 0.0240 0.0130 0.0080 0.0030
0.5 50 100 200 400 600 800 1000 50 100 200 400 600 800 1000
RS 0.4030 0.4170 0.4010 0.4520 0.4630 0.4880 0.4880 0.3400 0.3090 0.3420 0.3770 0.3650 0.4150 0.4350
RG 0.3560 0.3190 0.1950 0.1150 0.0800 0.0430 0.0220 0.3180 0.1770 0.1320 0.0450 0.0430 0.0220 0.0090
RO 0.2140 0.1560 0.0530 0.0170 0.0090 0.0050 0.0050 0.1850 0.0890 0.0240 0.0060 0.0030 0.0060 0
0.8 50 100 200 400 600 800 1000 50 100 200 400 600 800 1000
RS 0.4880 0.4580 0.4960 0.4960 0.4970 0.4990 0.5010 0.4420 0.4330 0.4180 0.4500 0.4940 0.4970 0.5000
RG 0.4340 0.3360 0.2570 0.1890 0.1420 0.0990 0.0930 0.2710 0.2610 0.2230 0.1120 0.0910 0.0490 0.0300
RO 0.1560 0.0810 0.0360 0.0110 0.0080 0.0020 0.0010 0.0960 0.0420 0.0170 0 0.0020 0.0010 0.0010
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Figure 3: Misclassification rates for Case 1 with µ1 = µ2 = 0, n1 = n2 = n and 1000 replications.
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Figure 4: Misclassification rates for Case 2 with µ1 = µ2 = 0, n1 = n2 = n and 1000 replications.
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Figure 5: Misclassification rates for Case 3 with µ1 = µ2 = 0, n1 = n2 = n and 1000 replications.
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Figure 6: Misclassification rates for Case 4 with µ1 = µ2 = 0, n1 = n2 = n and 1000 replications.
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Figure 7: Misclassification rates for Case 5 (“hard” case) with µ1 = µ2 = 0, n1 = n2 = n and
1000 replications.
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Figure 8: Misclassification rates for Case 6 (“hard” case) with µ1 = µ2 = 0, n1 = n2 = n and
1000 replications.
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Figure 9: (Unequal means). Misclassification rates for Case 1 with µ1 = 0, µ2 = µ, n1 = n2 = n
and 1000 replications.
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Figure 10: (Unequal sizes). Misclassification rates for Case 2 with µ1 = µ2 = 0, n2 = 2n1 = 2n
and 1000 replications.
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Figure 11: (p is fixed). Misclassification rates for Case 4 with µ1 = µ2 = 0, n1 = n2 = n and
1000 replications.
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Figure 12: Misclassification rates for Case 5. Apply divide-and-conquer over dimension (“Sub-
group”(Method 1) and “Component”(Method 2)) with p0 = 3⌊√p⌋.
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Figure 13: Misclassification rates for Case 7. Apply divide-and-conquer over dimension (“Sub-
group”(Method 1) and “Component”(Method 2)) with p0 = 3⌊√p⌋.
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Figure 14: Misclassification rates for Case 5 (upper row) and Case 7 (lower row). Apply
divide-and-conquer over dimension (“Subgroup”(Method 1) and “Component”(Method 2)) with
p0 = 5⌊√p⌋.
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Appendix A Proof of the main results
A.1 Preliminary knowledge
We first introduce some basic definitions in the random matrix theory.
Definition A.1. For any n × n symmetric matrix A with real eigenvalues λn(A) ≤ ... ≤
λ2(A) ≤ λ1(A), the empirical spectral distribution (ESD) of A is defined by
FA(x) =
1
n
n∑
i=1
1{λi(A)≤x}.
The limit distribution of ESD is called the limiting spectral distribution (LSD).
Definition A.2. For any cumulative distribution function (c.d.f.) F , its Stieltjes transform
is defined by
sF (z) =
∫
1
x− zdF (x), ℑz 6= 0.
Then let’s look at a lemma that is used frequently in the proofs.
Lemma A.1 (Theorem 7.2 in [4]). Let {An = [aij(n)]}n be a sequence of n×n real symmetric
matrices, (xi)i∈N be a sequence of i.i.d. K-dimensional real random vectors. Write xi =
(x1i, · · · , xKi)T . Assume E(xi) = 0, E(x1xT1 ) = (γij), 1 ≤ i, j ≤ K, and E[|xj1|4] < ∞,
j = 1, · · · , K. Let X(l) = (xl1, · · · , xln)T , 1 ≤ l ≤ K. Assume the following limits exist
w = lim
n→∞
1
n
n∑
u=1
a2uu(n),
θ = lim
n→∞
1
n
trA2n.
Then, the M-dimensional random vectors
Zn = (Zn,l), Zn,l =
1√
n
[X(l)TAnX(l)− γlltrAn], 1 ≤ l ≤ K,
converge weakly to a zero-mean Gaussian vector with covariance matrix D = D1+D2 where
D1 = w(E[x
2
l1x
2
l′1]− γllγl′l′), 1 ≤ l, l′ ≤ K,
D2 = (θ − w)(γll′γl′l + γ2ll′), 1 ≤ l, l′ ≤ K.
As the last step before proceeding to the proofs of the results in the main paper, we
develop and prove a proposition, which is crucial to the main results.
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Proposition A.1. Let C = VTS−1V = (Cij)p×p, where V = (v1, · · · ,vp), S = 1n−1(X −
X¯)(X−X¯)T , the entries in the matrix X = (Xij)p×n are i.i.d with mean zero, variance 1 and
finite fourth moment and x¯ is the sample mean vector of the n columns of X, X¯ = x¯ · 1Tn1.
Assume that p/n→ c ∈ (0, 1), ‖vj‖ <∞, j = 1, · · · , p and
1
p
p∑
i=1
(vTi vi)
2 → M.
Then
1
p
p∑
i=1
C2ii i.p−→
1
(1− c)2 ·M.
Throughout the proof, ‖A‖ indicates the Euclidean norm if A is a vector, and denotes
the spectral norm if A is a matrix.
A.2 Proof of Proposition A.1
It is obvious that Cii = vTi S−1vi, i = 1, · · · , p. Define S = 1n−1XXT , Cii = vTi S−1vi and
Cii(z) = v
T
i D
−1(z)vi, where D(z) = S+ zI, z > 0, z = z(p) → 0 not too fast (slower than
p−l, l can be any positive value, say z = 1/ log p, z = 1/p, etc). The proof of Proposition
A.1 is separated into five steps.
• Step 1. Prove 1
p
p∑
i=1
C2ii − 1p
p∑
i=1
C2ii(z)
i.p−→ 0.
We can write
Cii − Cii(z) = vTi (S−1 −D−1(z))vi = −vTi D−1(z)(S−D(z))S−1vi = z · vTi D−1(z)S−1vi.
Then ∣∣∣∣∣1p
p∑
i=1
C2ii −
1
p
p∑
i=1
C2ii(z)
∣∣∣∣∣ =
∣∣∣∣∣1p
p∑
i=1
(Cii + Cii(z))(Cii − Cii(z))
∣∣∣∣∣
= z · 1
p
p∑
i=1
vTi (S
−1 +D−1(z))viv
T
i D
−1(z)S−1vi
≤ z · ‖S−1 +D−1(z)‖‖D−1(z)‖‖S−1‖ · 1
p
p∑
i=1
‖vi‖4.
The conclusion is thus achieved from the conditions that z → 0, ‖vi‖ <∞ and the observa-
tion that (see [3])
‖S−1‖ = Op(1), ‖D−1(z)‖ = Op(1). (A.1)
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Step 1 ensures that hereafter we can investigate 1
p
p∑
i=1
C2ii(z) instead of
1
p
p∑
i=1
C2ii.
Next we replace Cii(z) by its truncated and centralized version. Define Ŝ =
1
n−1X̂X̂
T
with X̂p×n having (i, j)th entry X̂ij = XijI{|Xij |<δp√p} and let S˜ =
1
n−1X˜X˜
T with X˜p×n
having (i, j)th entry X˜ij = (X̂ij − EX̂ij)/σn and σ2n = E|X̂ij − EX̂ij |2. Here δp → 0 so that
δ−4p
∫
{|X11|≥δp√p}
|X11|4 → 0.
One may refer to [2] for detailed illustrations of such truncation under the existence of fourth
moments. The notations D̂(z), D˜(z) (Ĉii(z), C˜ii(z)) indicate the analogues of D(z) (Cii(z))
with the matrix S replaced by Ŝ and S˜, respectively.
• Step 2. Prove 1
p
p∑
i=1
C2ii(z)− 1p
p∑
i=1
C˜2ii(z)
i.p−→ 0.
We first have
P
{
1
p
p∑
i=1
C2ii(z) 6=
1
p
p∑
i=1
Ĉ2ii(z)
}
≤ P{S 6= Ŝ}
≤ np · P(|X11| > δp√p) ≤ np
δ4pp
2
∫
|X11|>δp√p
|X11| = o(1). (A.2)
Then compare Ĉii(z) with C˜ii(z). As in Step 1, we can write
Ĉ2ii(z)− C˜2ii(z) = −vTi (D̂−1(z) + D˜−1(z))vivTi D˜−1(z)(Ŝ− S˜)D̂−1(z)vi
and similar to (A.1), both ‖D̂−1(z)‖ and ‖D˜−1(z)‖ are bounded with probability 1. For the
term (Ŝ− S˜), we have
‖Ŝ− S˜‖2 = 1
(n− 1)2‖X̂X̂
T − X˜X˜T‖2 ≤ 2
(n− 1)2‖(X̂− X˜)(X̂− X˜)
T‖2 + 4
(n− 1)2‖X˜(X̂− X˜)
T‖2
≤ 2
(n− 1)2
(
tr(X̂− X˜)(X̂− X˜)T
)2
+
4
(n− 1)2‖X˜‖
2tr(X̂− X˜)(X̂− X˜)T = op( 1
n
),
where the last step uses the result that 1
n−1tr(X̂ − X˜)(X̂ − X˜)T = op(n−1) by checking
derivations on page 560 in [2] and the observation that 1
n−1‖X˜‖2 are bounded with probability
1. Therefore,∣∣∣∣∣1p
p∑
i=1
Ĉ2ii(z)−
1
p
p∑
i=1
C˜2ii(z)
∣∣∣∣∣ ≤ ‖D̂−1(z)+D˜−1(z))‖‖D˜−1(z)‖‖Ŝ−S˜‖‖D̂−1(z)‖·1p
p∑
i=1
‖vi‖4 = op( 1√
n
).
Combing with (A.2), we get
1
p
p∑
i=1
C2ii(z)−
1
p
p∑
i=1
C˜2ii(z)
i.p−→ 0.
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Step 2 guarantees that we can assume the underlying variables are truncated at δp
√
p,
centralized and renormalized. With these assumptions on X, in the sequal, we still use X,
S, D(z) and Cii(z) to ease notations.
• Step 3. Prove 1
p
p∑
i=1
C2ii(z)− 1p
p∑
i=1
(ECii(z))
2 i.p−→ 0.
Denote X = (x1, · · · ,xn) and rj = 1√n−1xj , j = 1, · · · , n. Then S =
n∑
j=1
rjr
T
j . Define
Dj(z) = D(z)− rjrTj , βj(z) =
1
1 + rTj D
−1
j (z)rj
, Ej(·) = E(·|r1, · · · , rj), E0(·) = E(·).
We have 0 < βj(z) ≤ 1 and
D−1(z)−D−1j (z) = −βj(z)D−1j (z)rjrTj D−1j (z).
Note that
C2ii(z)− (ECii(z))2 = (Cii(z)− ECii(z))2 + 2ECii(z)(Cii(z)− ECii(z)). (A.3)
Since we already did truncation in Step 2, according to (1.9b) in [2], for any positive l,
whenever 0 < a < lim infn λ
T
minI(0,1)(c)(1−
√
c)2,
P(λSmin ≤ a) = o(p−l).
Therefore, we have
E‖D−m(z)‖ ≤ 1
am
P(λSmin > a) +
1
|z|mP(λ
S
min ≤ a) is bounded, m = 1, 2, · · · (A.4)
and |ECii(z)| ≤ ‖vi‖2
[
1
a
P(λSmin > a) +
1
|z|P(λ
S
min ≤ a)
]
is bounded. (A.5)
We then calculate
Cii(z)− ECii(z) = vTi D−1(z)vi − EvTi D−1(z)vi = trD−1(z)vivTi − EtrD−1(z)vivTi
=
n∑
j=1
[
trEj [D
−1(z)vivTi −D−1j (z)vivTi ]− trEj−1[D−1(z)vivTi −D−1j (z)vivTi ]
]
= −
n∑
j=1
(Ej − Ej−1)βj(z)rTj D−1j (z)vivTi D−1j (z)rj .
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Therefore,
E|Cii(z)− ECii(z)|2 = E
∣∣∣ n∑
j=1
(Ej − Ej−1)βj(z)rTj D−1j (z)vivTi D−1j (z)rj
∣∣∣2
=
n∑
j=1
E
∣∣∣(Ej − Ej−1)βj(z)rTj D−1j (z)vivTi D−1j (z)rj∣∣∣2
≤ 2
n∑
j=1
[
EEj |βj(z)rTj D−1j (z)vivTi D−1j (z)rj |2 + EEj−1|βj(z)rTj D−1j (z)vivTi D−1j (z)rj|2
]
≤ 4
n∑
j=1
E|rTj D−1j (z)vivTi D−1j (z)rj |2.
What’s more, by Lemma 2.2 in [2], we know that
E|rTj D−1j (z)vivTi D−1j (z)rj − tr
1
n− 1D
−1
j (z)viv
T
i D
−1
j (z)|2
= EEj−1|rTjD−1j (z)vivTi D−1j (z)rj − tr
1
n− 1D
−1
j (z)viv
T
i D
−1
j (z)|2
≤ K · 1
(n− 1)2Etr(D
−1
j (z)viv
T
i D
−1
j (z))
2 = K · 1
(n− 1)2E(v
T
i D
−2
j (z)viv
T
i D
−2
j (z)vi)
= O(
‖vi‖4
n2
), (A.6)
where K > 0 is a constant and the last step is due to (A.4). Above two inequalities together
show that
E|Cii(z)− ECii(z)|2 ≤ 8
n∑
j=1
[
E(tr
1
n− 1D
−1
j (z)viv
T
i D
−1
j (z))
2 +O(
‖vi‖4
n2
)
]
= 8
n∑
j=1
[ 1
(n− 1)2E(v
T
i D
−2
j (z)viv
T
i D
−2
j (z)vi) +O(
‖vi‖4
n2
)
]
= O(
‖vi‖4
n
). (A.7)
Combing (A.3), (A.5) and (A.7), we get that
E|C2ii(z)− (ECii(z))2| = O(
‖vi‖4√
n
)
and thus
1
p
p∑
i=1
C2ii(z)−
1
p
p∑
i=1
(ECii(z))
2 i.p−→ 0.
• Step 4. Limit of ECii(z), i = 1, · · · , p.
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Note that
D(z) = S+ zI =
n∑
j=1
rjr
T
j + zI =⇒ vTi vi =
n∑
j=1
vTi rjr
T
j D
−1(z)vi + zv
T
i D
−1(z)vTi
=⇒ vTi vi =
n∑
j=1
vTi rjr
T
j D
−1
j (z)vi
1 + rTj D
−1
j (z)rj
+ zvTi D
−1(z)vTi
=⇒ vTi vi =
n∑
j=1
E
vTi rjr
T
j D
−1
j (z)vi
1 + rTj D
−1
j (z)rj
+ zEvTi D
−1(z)vTi . (A.8)
We claim that for each j = 1, · · · , n,
E
vTi rjr
T
jD
−1
j (z)vi
1 + rTjD
−1
j (z)rj
=
1
n− 1 ·
EvTi D
−1
j (z)vi
1 + (n− 1)−1EtrD−1j (z)
+ o(
1
n
). (A.9)
If this is true, according to (A.8), one can see that
vTi vi =
n∑
j=1
1
n− 1 ·
EvTi D
−1
j (z)vi
1 + (n− 1)−1EtrD−1j (z)
+ zEvTi D
−1(z)vTi + o(1)
=
n
n− 1 ·
EvTi D
−1
1 (z)vi
1 + (n− 1)−1EtrD−11 (z)
+ zEvTi D
−1(z)vTi + o(1)
=⇒ EvTi D−11 (z)vi =
n− 1
n
(1 +
1
n− 1EtrD
−1
1 (z))(v
T
i vi − zEvTi D−1(z)vTi + o(1))
z→0−−−−→
p/n→c
(
1 + c · 1
1− c
)
vTi vi =
1
1− cv
T
i vi,
where the value in the penultimate step may refer to (3.3.5) in [3]. Note that the only
difference between D1(z) and D(z) is that the sample size is increased from (n − 1) to n,
which does not influence the value c. Therefore, we get
ECii(z) = Ev
T
i D
−1(z)vi → 1
1− cv
T
i vi, i = 1, · · · , p.
The thing left in this step is to verify the claim (A.9). To this end, we first calculate
E
∣∣∣∣∣vTi rjrTj D−1j (z)vi1 + rTj D−1j (z)rj − v
T
i rjr
T
j D
−1
j (z)vi
1 + (n− 1)−1trD−1j (z)
∣∣∣∣∣
= E
∣∣∣∣∣vTi rjrTj D−1j (z)vi · (rTj D−1j (z)rj − (n− 1)−1trD−1j (z))(1 + rTj D−1j (z)rj)(1 + (n− 1)−1trD−1j (z))
∣∣∣∣∣
≤
[
E|rTj D−1j (z)vivTi rj|2 · E|rTj D−1j (z)rj − (n− 1)−1trD−1j (z)|2
]1/2
.
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Refer to (A.6), one can see that
E|rTj D−1j (z)rj − tr
1
n− 1D
−1
j (z)|2 = EEj−1|rTjD−1j (z)rj − tr
1
n− 1D
−1
j (z)|2
≤ K · 1
(n− 1)2Etr(D
−2
j (z)) = O(
1
n
).
Similarly,
E|rTj D−1j (z)vivTi rj |2 ≤ 2
[
E| 1
n− 1v
T
i D
−1
j (z)vi|2 + E|rTjD−1j (z)vivTi rj −
1
n− 1v
T
i D
−1
j (z)vi|2
]
= O(
1
n2
).
Therefore,
E
∣∣∣∣∣vTi rjrTjD−1j (z)vi1 + rTjD−1j (z)rj − v
T
i rjr
T
j D
−1
j (z)vi
1 + (n− 1)−1trD−1j (z)
∣∣∣∣∣ = O( 1n
√
1
n
). (A.10)
It is easy to see that
E
vTi rjr
T
j D
−1
j (z)vi
1 + (n− 1)−1trD−1j (z)
= EEj−1
vTi rjr
T
jD
−1
j (z)vi
1 + (n− 1)−1trD−1j (z)
= E
(n− 1)−1vTi D−1j (z)vi
1 + (n− 1)−1trD−1j (z)
.
(A.11)
According to (A.4), we know that
E
∣∣∣∣∣ (n− 1)−1vTi D−1j (z)vi1 + (n− 1)−1trD−1j (z) − (n− 1)
−1vTi D
−1
j (z)vi
1 + (n− 1)−1EtrD−1j (z)
∣∣∣∣∣
≤
[
E| 1
n− 1v
T
i D
−1
j (z)vi|2 · E|
1
n− 1trD
−1
j (z)−
1
n− 1trED
−1
j (z)|2
]1/2
=
[
O(
1
n2
) · 1
(n− 1)2E|trD
−1
j (z)− trED−1j (z)|2
]1/2
= O(
1
n2
), (A.12)
where in the last step the conclusion E|trD−1j (z) − trED−1j (z)|2 = O(1) refers to the proof
of the convergence in distribution of the random part M1n(z) in [2]. Claim (A.9) is then a
direct conclusion from (A.10)-(A.12).
Above four steps conclude Proposition A.1 if S is replaced by S. To complete the proof,
we further need to verify that such replacement does not influence the result.
• Step 5. Prove 1
p
p∑
i=1
C2ii(z)− 1p
p∑
i=1
C2ii(z)
i.p−→ 0.
As in above steps, let Cii(z) = vTi D−1(z)vi, where D(z) = S + zI. Similar to Step 1 and
Step 2, we can also work on Cii(z) with truncated variables instead of Cii. The details are
omitted here. Note that D(z)−D(z) = S −S = − n
n−1 x¯x¯
T is of rank 1. So we can calculate
D−1(z)−D−1(z) =
n
n−1D
−1(z)x¯x¯TD−1(z)
1− n
n−1tr(D
−1(z)x¯x¯T )
=
n
n−1D
−1(z)x¯x¯TD−1(z)
1− n
n−1 x¯
TD−1(z)x¯
(A.13)
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and
Cii(z)− Cii(z) = vTi (D−1(z)−D−1(z))vi =
n
n−1 x¯
TD−1(z)vivTi D
−1(z)x¯
1− n
n−1 x¯
TD−1(z)x¯
. (A.14)
Then we have∣∣∣1
p
p∑
i=1
C2ii(z)−
1
p
p∑
i=1
C2ii(z)
∣∣∣ ≤ 1
p
p∑
i=1
|Cii(z) + Cii(z)||Cii(z)− Cii(z)|
≤ 1
p
p∑
i=1
‖vi‖2(‖D−1(z)‖ + ‖D−1(z)‖)
∣∣∣∣∣ 11− n
n−1x¯
TD−1(z)x¯
∣∣∣∣∣ · nn− 1 x¯TD−1(z)vivTi D−1(z)x¯
= (‖D−1(z)‖+ ‖D−1(z)‖)
∣∣∣∣∣ 11− n
n−1 x¯
TD−1(z)x¯
∣∣∣∣∣ nn− 1 · 1p
p∑
i=1
‖vi‖2x¯TD−1(z)vivTi D−1(z)x¯
(A.15)
By (A.13), we get
n
n− 1 x¯
T (D−1(z)−D−1(z))x¯ = (
n
n−1 x¯
TD−1(z)x¯)2
1− n
n−1 x¯
TD−1(z)x¯
=⇒ 1 + n
n− 1 x¯
TD−1(z)x¯ = 1
1− n
n−1 x¯
TD−1(z)x¯
.
Notice that with probability 1, ‖x¯‖2, ‖D−1(z)‖ and ‖D−1(z)‖ are bounded and thus [1 −
n
n−1 x¯
TD−1(z)x¯]−1 = Op(1). What’s more, ‖vi‖2 < ∞, then according to (A.15), to prove
this step’s conclusion, it suffices to show that for each i, Ex¯TD−1(z)vivTi D
−1(z)x¯ = o(1).
Let x¯j =
1
n
∑
i 6=j
xi and b1(z) = [1 + (1/(n− 1))EtrD−1(z)]−1. We write
Ex¯TD−1(z)viv
T
i D
−1(z)x¯
=
1
n
n∑
j=1
ExTj D
−1(z)vivTi D
−1(z)x¯βj(z)− 1
n2
n∑
j=1
ExTj D
−1(z)vivTi D
−1(z)xjxTj D
−1(z)x¯β2j (z)
= qn1 + qn2 + qn3 + qn4,
where
qn1 =
1
n
n∑
j=1
ExTj D
−1(z)vivTi D
−1(z)x¯βj(z), qn2 =
1
n2
n∑
j=1
ExTj D
−1(z)vivTi D
−1(z)xjβj(z),
qn3 = − 1
n2
n∑
j=1
ExTj D
−1(z)vivTi D
−1(z)xjxTj D
−1(z)x¯jβ2j (z),
qn4 = − 1
n3
n∑
j=1
ExTj D
−1(z)vivTi D
−1(z)xjxTj D
−1(z)xjβ2j (z).
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Similar to Section 2.4 of [21], we can get that qn1 = o(1), qn3 = o(1) and
qn2 = b1(z)E
[ 1
n
trD−1(z)vivTi D
−1(z)
]
+O(
1√
n
),
qn4 = −b21(z)E
[ 1
n
trD−1(z)
]
E
[ 1
n
trD−1(z)vivTi D
−1(z)
]
+O(
1√
n
).
Note that |b1(z)| ≤ 1, E
[
1
n
trD−1(z)vivTi D
−1(z)
]
= 1
n
EvTi D
−1(z)vi = O( 1n) and E
[
1
n
trD−1(z)
]
=
O(1). Then qn2 = o(1), qn4 = o(1) and thus
Ex¯TD−1(z)vivTi D
−1(z)x¯ = o(1).
Therefore, 1
p
p∑
i=1
C2ii(z) − 1p
p∑
i=1
C2ii(z)
i.p−→ 0. Combing the above five steps, we complete the
proof of Proposition A.1.
A.3 Proof of Theorem 2.1
For class 1, recall the notation in (2.5) and denote
A = (S01)
−1 =
[
1
n1 − 1(X
0 − X¯0)(X0 − X¯0)T
]−1
= (aij)p×p. (A.16)
Similarly, for class 2, let
B = (S02)
−1 =
[
1
n2 − 1(Y
0 − Y¯0)(Y0 − Y¯0)T
]−1
= (bij)p×p. (A.17)
Then
S−11 = Σ
− 1
2
1 AΣ
− 1
2
1 , S
−1
2 = Σ
− 1
2
2 BΣ
− 1
2
2 .
When z belongs to class 1, z = Σ
1
2
1 z
0 + µ1,
D1(z) = (z− x¯)TS−11 (z− x¯) = (z0 − x¯0)TΣ
1
2
1 S
−1
1 Σ
1
2
1 (z
0 − x¯0) = (z0 − x¯0)TA(z0 − x¯0)
, D11 − 2D12 +D13,
where
D11 = (z
0)TAz0, D12 = (x¯
0)TA(z0), D13 = (x¯
0)TAx¯0.
By Lemma A.1, when A is fixed,
1√
p
(D11 − trA) D−→ N(0, σ2), (A.18)
where σ2 = (m4 − 1)w + 2(θ − w) and
w = lim
p→∞
1
p
p∑
i=1
a2ii, θ = lim
p→∞
1
p
trA2. (A.19)
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ChoosingV = Ip, S = S01 in Proposition A.1 gives 1p
p∑
i=1
(vTi vi)
2 = 1 and therefore w = 1
(1−c1)2 .
Let s0 and m0 be the values of the Stieltjes transforms of S
0
1 and S
0
2 at the point zero,
respectively. And s′0 and m
′
0 are the corresponding first derivatives at the point zero. Since
the LSD of S01 and S
0
2 tend to the standard MP law ([21]) and the Stieltjes transform s(z)
of the standard MP law satisfies the equation
cizs
2(z)− (1− ci − z)s(z) + 1 = 0, i = 1, 2,
it holds then
s0 =
1
1− c1 , s
′
0 =
1
(1− c1)3 , m0 =
1
1− c2 , m
′
0 =
1
(1− c2)3 . (A.20)
Let s0n =
1
1−p/n1 and m0n =
1
1−p/n2 . The central limit theorem (CLT) of linear spectral
statistics (LSS) for sample covariance matrices ([2] and [21]) implies that
1√
p
trA−√ps0n = Op( 1√
p
),
1
p
trA2 = s′0 + op(1). (A.21)
Combing (A.18)-(A.21), we get that
1√
p
D11 −√ps0n D−→ N
(
0, (m4 − 3)s20 + 2s′0
)
. (A.22)
Next we look at the terms D12 and D13. For D12, given x¯
0 and A, we have
E(
1√
p
D12) = 0,
E(
1
p
D212) =
1
p
(x¯0)TA2x¯0 ≤ 1
p
λ1(A
2)(x¯0)T x¯0.
Let ǫ > 0 be a sufficiently small constant. With probability 1, λ1(A
2) ≤ (1−√c1− ǫ)−4 and
thus 1
p
λ1(A
2)(x¯0)T x¯0 ≤ 1
p
(1−√c1 − ǫ)−4(x¯0)T x¯0. Moreover, since E|(x¯0)T x¯0| = E(x¯0)T x¯0 =
p
n1
= c1, then (x¯
0)T x¯0 = Op(1) and
1
p
λ1(A
2)(x¯0)T x¯0 = Op(
1
p
). Therefore, we have
1√
p
D12 = Op(
1√
p
). (A.23)
For D13, note that
1√
p
D13 =
1√
p
(x¯0)TAx¯0 ≤ 1√
p
λ1(A)(x¯
0)T x¯0.
Since λ1(A) ≤ (1−√c1 − ǫ)−2 with probability 1 and (x¯0)T x¯0 = Op(1), then
1√
p
D13 = Op(
1√
p
). (A.24)
Combing (A.22), (A.23) and (A.24), we can conclude that
1√
p
D1(z)−√ps0n D−→ N
(
0, (m4 − 3)s20 + 2s′0
)
. (A.25)
The weak convergence (2.2) when z belongs to class 2 can be proved in a similar way.
31
A.4 Proof of Lemma 3.1
Denote Γ = Σ
− 1
2
2 Σ
1
2
1 = (γ1, · · · , γp). When z belongs to class 1, we rewrite the difference of
two rescaled quadratic terms as
1
s0n
D1(z)− 1
m0n
D2(z)
=
1
s0n
(z− x¯)TS−11 (z− x¯)−
1
m0n
(z− y¯)TS−12 (z− y¯)
=
1
s0n
(z0 − x¯0)TA(z0 − x¯0)−
1
m0n
[(Σ
1
2
1 z
0 − Σ
1
2
2 y¯
0) + (µ1 − µ2)]TΣ−
1
2
2 BΣ
− 1
2
2 [(Σ
1
2
1 z
0 − Σ
1
2
2 y¯
0) + (µ1 − µ2)]
=
[
(z0)T
( 1
s0n
A− 1
m0n
ΓTBΓ
)
z0
]
+
[
− 2
s0n
(x¯0)TAz0 +
1
s0n
(x¯0)TAx¯0 − 2
m0n
(y¯0)TBΓz0 +
1
m0n
(y¯0)TBy¯0
]
+
[
− 2
m0n
(Γz0 − y¯0)TBΣ−
1
2
2 (µ1 − µ2)
]
+
[
− 1
m0n
(µ1 − µ2)TΣ−
1
2
2 BΣ
− 1
2
2 (µ1 − µ2)
]
, Q1 +Q2 +Q3 +Q4.
For Q1, let C =
1
s0n
A− 1
m0n
ΓTBΓ = (cij)p×p. By Lemma A.1, when A and B are fixed,
1√
p
(Q1 − trC) D−→ N(0, ψ2), (A.26)
where ψ2 = (m4 − 1)ξ + 2(η − ξ) and
ξ = lim
p→∞
1
p
p∑
i=1
c2ii, η = lim
p→∞
1
p
trC2.
To find the value ξ, write
cii =
1
s0n
aii − 1
m0n
γTi Bγi, i = 1, · · · , p.
Choosing V = Ip, S = S01 in Proposition A.1 gives
1
p
p∑
i=1
(
1
s0n
aii)
2 i.p−→ 1, (A.27)
and selecting V = Γ, S = S02 tells that
1
p
p∑
i=1
(
1
m0n
γTi Bγi)
2 − 1
p
p∑
i=1
(γTi γi)
2 i.p−→ 0. (A.28)
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Then we claim that
1
p
p∑
i=1
c2ii −
1
p
p∑
i=1
(1− γTi γi)2 i.p−→ 0. (A.29)
To verify this claim, according to (A.27) and (A.28), we only need to check the cross term
1
p
p∑
i=1
[
(
1
s0n
aii)(
1
m0n
γTi Bγi)− 1 · γTi γi
]
i.p−→ 0.
This can be proved in a similar way as the steps in proving Proposition A.1. We thus
only summarize several key points here. Denote A(z) = (S01 + zI)
−1 = (aij(z))p×p and
B(z) = (S02 + zI)
−1 = (bij(z))p×p. Then it suffices to verify
1
p
p∑
i=1
[
(
1
s0n
aii(z))(
1
m0n
γTi B(z)γi)− E(
1
s0n
aii(z))E(
1
m0n
γTi B(z)γi)
]
i.p−→ 0. (A.30)
To this end, we calculate
E
∣∣∣∣( 1s0naii(z))( 1m0n γTi B(z)γi)− E( 1s0naii(z))E( 1m0n γTi B(z)γi)
∣∣∣∣
= E
∣∣∣∣[( 1s0naii(z))− E( 1s0naii(z))
]
(
1
m0n
γTi B(z)γi)
+E(
1
s0n
aii(z))
[
(
1
m0n
γTi B(z)γi)− E(
1
m0n
γTi B(z)γi)
]∣∣∣∣
≤ K ·
{
E
[
(
1
s0n
aii(z))− E( 1
s0n
aii(z))
]2
+ E
[
(
1
m0n
γTi B(z)γi)− E(
1
m0n
γTi B(z)γi)
]2}1/2
= o(1),
where K is some constant and the last step is concluded by the same method as in deriving
(A.7). Then claim (A.29) is done and together with Condition 2.3, we have
ξ = lim
p→∞
1
p
p∑
i=1
c2ii = lim
p→∞
1
p
p∑
i=1
(1− γTi γi)2 = lim
p→∞
[
1− 2
p
tr(Σ1Σ
−1
2 ) +
1
p
p∑
i=1
[(Σ
1
2
1Σ
−1
2 Σ
1
2
1 )ii]
2
]
= 1− 2M1 +M2. (A.31)
To calculate the value η, we write
1
p
trC2 =
1
p
tr
[ 1
s0n
A− 1
m0n
ΓTBΓ
]2
=
1
s20n
1
p
trA2 − 2
s0nm0n
1
p
tr(AΓTBΓ) +
1
m20n
1
p
tr(ΓTBΓ)2.
Recall that 1
p
trA2 → θ = s′0 from (A.21). Next consider the limit for 1ptr(AΓTBΓ). Denote
Λ = (ΓTBΓ)−1 = Γ−1S02(Γ
T )−1. Given B, we can view Λ as a population covariance matrix
and treat (Λ
1
2A−1Λ
1
2 ) as the corresponding sample covariance matrix, then the CLT of LSS
for sample covariance matrices in [21] implies that
1
p
tr(AΓTBΓ) =
1
p
tr(Λ
1
2A−1Λ
1
2 )−1 =
s0
p
tr(Λ−1) +Op(
1
p
) =
s0
p
tr(ΓTBΓ) +Op(
1
p
).
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Note that (ΓTBΓ)−1 can again be treated as a sample covariance matrix. Therefore,
s0
p
tr(ΓTBΓ) =
s0m0
p
tr(ΓTΓ) +Op(
1
p
) =
s0m0
p
tr(Σ1Σ
−1
2 ) +Op(
1
p
).
Finally for the term 1
p
tr(ΓTBΓ)2, we denote
sΓ(z) =
∫
1
λ− z dF
Λ(λ)
as the Stieltjes transform of the sample covariance matrix Λ = (ΓTBΓ)−1 = (Σ
− 1
2
1 Σ
1
2
2 )S
0
2(Σ
1
2
2Σ
− 1
2
1 ).
Then
1
p
tr(ΓTBΓ)2 = s′0(Γ) +Op(
1
p
),
where s′0(Γ) is the first derivative of sΓ(z) at the point zero. By [2] and [21], for each
z ∈ C+ ≡ {z ∈ C : ℑz > 0}, the Stieltjes transform s ≡ sΓ(z) is the unique solution to
s =
∫
1
λ(1− c2 − c2zs)− z dF
[Σ
−12
1 Σ2Σ
− 12
1 ](λ).
We thus can calculate that
sΓ(0) =
1
1− c2 ·
1
p
tr(Σ
− 1
2
1 Σ2Σ
− 1
2
1 )
−1 =
1
1− c2 ·
1
p
tr(Σ1Σ
−1
2 ),
s′0(Γ) =
1
(1− c2)2
[
1
p
tr(Σ
− 1
2
1 Σ2Σ
− 1
2
1 )
−2 + c2sΓ(0)
1
p
tr(Σ
− 1
2
1 Σ2Σ
− 1
2
1 )
−1
]
= m20
[
1
p
tr(Σ1Σ
−1
2 )
2 +
c2
1− c2
(1
p
tr(Σ1Σ
−1
2 )
)2]
.
Combining the above three parts, we have
η = lim
p→∞
1
p
trC2
= lim
p→∞
{
s′0
s20
− 2
p
tr(Σ1Σ
−1
2 ) +
[
1
p
tr(Σ1Σ
−1
2 )
2 +
c2
1− c2
(1
p
tr(Σ1Σ
−1
2 )
)2]}
=
1
1− c1 − 2M1 +M5 +
c2
1− c2M
2
1 . (A.32)
Therefore,
ψ2 = (m4 − 1)ξ + 2(η − ξ)
= (m4 − 3)(1− 2M1 +M2) + 2
(
1
1− c1 − 2M1 +M5 +
c2
1− c2M
2
1
)
. (A.33)
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We claim that ψ2 is a positive constant. To this end, one may check the following two
aspects. First, the definitions of ξ and η imply that η ≥ ξ ≥ 0, thus ψ2 ≥ 0. Secondly, the
parameter η has a positive lower bound:
η = lim
p→∞
[
s′0
s20
− 2
p
tr(Σ1Σ
−1
2 ) +
1
p
tr(Σ1Σ
−1
2 )
2 +
c2
1− c2
(1
p
tr(Σ1Σ
−1
2 )
)2]
=
1
1− c1 + limp→∞
[
−2
p
tr(Σ1Σ
−1
2 ) +
1
p
tr(Σ1Σ
−1
2 )
2 +
c2
1− c2
(1
p
tr(Σ1Σ
−1
2 )
)2]
=
c1
1− c1 + limp→∞
[
1
p
tr(Ip − Σ1Σ−12 )2 +
c2
1− c2
(1
p
tr(Σ1Σ
−1
2 )
)2]
>
c1
1− c1 . (A.34)
According to these two points, one can see that ψ2 > 0. Moreover, as in (A.21), we can find
that
1√
p
trC =
1
s0n
1√
p
trA− 1
m0n
1√
p
trΓTBΓ =
√
p− 1√
p
p∑
i=1
γTi γi +Op(
1√
p
)
=
√
p− 1√
p
trΓTΓ +Op(
1√
p
) =
1√
p
tr(Ip − Σ1Σ−12 ) +Op(
1√
p
). (A.35)
Combing (A.26), (A.33) and (A.35), we have
1√
p
Q1 − 1√
p
tr(Ip − Σ1Σ−12 ) D−→ N(0, ψ2), (A.36)
where ψ2 > 0 is given in (A.33).
For Q2, by applying similar methods in dealing with the terms D12 and D13 in (A.23)
and (A.24), the following result holds
1√
p
Q2 = Op(
1√
p
).
For Q3, we write
1√
p
Q3 = 2(− 1√
p
Q31 +
1√
p
Q32),
where
1√
p
Q31 =
1√
p
1
m0n
(Γz0)TBΣ
− 1
2
2 (µ1 − µ2),
1√
p
Q32 =
1√
p
1
m0n
(y¯0)TBΣ
− 1
2
2 (µ1 − µ2).
Given B, we have E( 1√
p
Q31) = 0 and
E(
1
p
Q231) =
1
pm20n
(µ1 − µ2)TΣ−
1
2
2 BΓΓ
TBΣ
− 1
2
2 (µ1 − µ2) ≤
‖µ1 − µ2‖2
pm20n
λ1(Σ
− 1
2
2 BΓΓ
TBΣ
− 1
2
2 ).
Thus 1√
p
Q31 = Op(
√
|T3|
p1/4
), where T3 is defined in (A.37) below. Moreover, note that∣∣∣∣ 1√pQ32
∣∣∣∣ ≤ 1√pm0n‖y¯0‖‖B‖‖Σ− 122 ‖‖µ1 − µ2‖
35
and
E|(y¯0)T y¯0| = E(y¯0)T y¯0 = p
n2
= c2.
We get that ‖y¯0‖ = Op(1) and 1√pQ32 = Op(
√
|T3|
p1/4
). Therefore
1√
p
Q3 = Op(
√
|T3|
p1/4
).
With the properties of Q1, Q2 and Q3, now we are able to analyze the misclassification
probability of classifying z to class 2. That is,
P
G
2|1 = P
{
1
s0n
D1(z) + log |S1| − pl1n > 1
m0n
D2(z) + log |S2| − pl2n
}
= P
{
1√
p
(
Q1 +Q2 +Q3 +Q4
)
+
1√
p
log |Σ1| − 1√
p
log |Σ2|
+
1√
p
(
log |S01 | − pl1n
)
− 1√
p
(
log |S02 | − pl2n
)
> 0
}
= P
{
T1 + T2 + T3 + T4 +
1√
p
Q2 +
1√
p
Q3 +
1√
p
(
log |S01 | − pl1n
)
− 1√
p
(
log |S02 | − pl2n
)
> 0
}
,
where
T1 =
1√
p
Q1 − 1√
p
tr(Ip − Σ1Σ−12 ), T2 =
1√
p
tr(Ip − Σ1Σ−12 ) +
1√
p
log |Σ1Σ−12 |,
T3 = − 1√
p
(µ1 − µ2)TΣ−12 (µ1 − µ2), T4 =
1√
p
Q4 − T3. (A.37)
According to (A.36), one can see that
T1
D−→ N(0, ψ2). (A.38)
Moreover,
|T4| ≺ 1
p
‖µ1 − µ2‖2, T4 = Op( |T3|√
p
). (A.39)
And according to the central limit distributions for log |S01 | and log |S02 | in [21],
1√
p
(
log |S0i | − plin
)
= Op(
1√
p
), i = 1, 2. (A.40)
The last point is on the terms T2 and T3. By the same argument for EO2|1 in Section 2.3,
we know that as long as Σ1 6= Σ2, T2 + T3 < 0. Based on the above observations, the
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misclassification probability PG2|1 can be calculated as
P
G
2|1 = P
{
T1 + T2 + T3 + T4 +
1√
p
Q2 +
1√
p
Q3 +
1√
p
(
log |S01 | − pl1n
)
− 1√
p
(
log |S02 | − pl2n
)
> 0
}
= P
{
T1 > −T2 − T3 +Op( |T3|√
p
) +Op(
√|T3|
p1/4
) +Op(
1√
p
)
}
= P
{
T1
ψ
>
1
ψ
[− T2 − T3 +Op( |T3|√
p
) +Op(
√|T3|
p1/4
) +Op(
1√
p
)
]} i.p−→ 1− Φ(T
ψ
)
,
where ψ is calculated in (A.33), T is defined in (3.1).
A.5 Proof of Corollary 3.1
In case (i), if ζ1 → ∞, one can easily see that −T3 → ∞ and −T˜3 → ∞. If ζ(ǫ) → ∞,
according to the derivation for EO2|1 in Section 2.3, we get that −T2 → ∞ and −T˜2 → ∞.
Therefore, both T → ∞ and T˜ → ∞ in case (i). Combining with Theorem 3.1, we have
RG
i.p−→ 0. This completes the proof of the first case. The other two cases can be verified
similarly.
A.6 Proof of Proposition 3.1
Proposition 3.1 can be proved in a similar way as Theorem 3.1. Below we only write down
the key steps in the proof.
P
O
2|1 = P {d1(z) + log |Σ1| > d2(z) + log |Σ2|}
= P
{
(z0)Tz0 + log |Σ1| > (z0)T (Σ
1
2
1Σ
−1
2 Σ
1
2
1 )z
0 + 2(µ1 − µ2)TΣ−12 Σ
1
2
1 z
0 +
(µ1 − µ2)TΣ−12 (µ1 − µ2) + log |Σ2|
}
= P
{
T 01 + T2 + T3 +
1√
p
Q03 > 0
}
,
where
T 01 =
1√
p
(z0)T (Ip − Σ
1
2
1Σ
−1
2 Σ
1
2
1 )z
0 − 1√
p
tr(Ip − Σ1Σ−12 ), Q03 = −2(µ1 − µ2)TΣ−12 Σ
1
2
1 z
0,
T2 =
1√
p
tr(Ip − Σ1Σ−12 ) +
1√
p
log |Σ1Σ−12 |, T3 = −
1√
p
(µ1 − µ2)TΣ−12 (µ1 − µ2).(A.41)
Note that T2 and T3 here are the same as in the proof of Lemma 3.1. By applying the same
arguments in dealing with 1√
p
Q3, one can see that
1√
p
Q03 = Op(
√
|T3|
p1/4
). Following the same
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steps in deriving T1, we can conclude that
T 01
D−→ N(0, ψ20), (A.42)
where ψ20 = (m4 − 1)ξ0 + 2(η0 − ξ0) and
ξ0 = lim
p→∞
1
p
p∑
i=1
(Ip − Σ
1
2
1Σ
−1
2 Σ
1
2
1 )
2
ii = 1− 2M1 +M2 = ξ,
η0 = lim
p→∞
1
p
tr(Ip − Σ
1
2
1Σ
−1
2 Σ
1
2
1 )
2 = 1− 2M1 +M5.
Therefore,
P
O
2|1 = P
{
T 01 + T2 + T3 +
1√
p
Q03 > 0
}
= P
{
T 01 > −T2 − T3 +Op(
√
|T3|
p1/4
)
}
= P
{
T 01
ψ0
>
1
ψ0
[− T2 − T3 +Op(√|T3|
p1/4
)
]} i.p−→ 1− Φ( T
ψ0
)
.
The conclusion that PO1|2
i.p−→ 1−Φ
(
T˜
ψ˜0
)
can be shown similarly. Therefore we complete the
proof of Proposition 3.1.
A.7 Proof of Corollary 3.2 and Theorem 3.2
Corollary 3.2 is a direct implication of Proposition 3.1 and Theorem 3.2 is easy to see from
Corollary 3.1 and Corollary 3.2. We take the case when ζ1 →∞ or ζ(ǫ)→∞ as an example.
Under this assumption, from the arguments in the proof of case (i) in Corollary 3.1, we have
{−T2 →∞ and −T˜2 →∞} or {−T3 →∞ and −T˜3 →∞}. Theorem 3.1 tells that RG i.p−→ 0
and Proposition 3.1 indicates that RO
i.p−→ 0. Therefore, Diff i.p−→ 0. The other cases can be
proved similarly and thus we omit them here.
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Supplementary Material to “Quadratic Discriminant
Analysis under Moderate Dimension”
S1 Modification for the “hard” case – Divide-and-conquer
over samples (negative result)
In this section, we investigate the conventional divide-and-conquer method over samples in
the “hard” case. For each class, the samples are divided into H non-overlapping groups,
each group‡ with m1 = ⌊n1H ⌋ and m2 = ⌊n2H ⌋ subsamples respectively. For k = 1, · · · , H ,
define
Dk =
[
1
s0(k)
(z− x¯(k))TS−11(k)(z− x¯(k)) + log |S1(k)| − pl1(k)
]
−
[
1
m0(k)
(z− y¯(k))TS−12(k)(z− y¯(k)) + log |S2(k)| − pl2(k)
]
, (S1.1)
where the terms with the subscript “(k)” indicate the corresponding values in the k-th
group. For example, {x1(k), · · · ,xm1(k)} are the m1 samples in the k-the group of class 1,
x¯(k) =
1
m1
∑m1
i=1 xi(k), S1(k) =
1
m1−1
∑m1
i=1(xi(k)− x¯(k))(xi(k)− x¯(k))T , s0(k) = 11−p/m1 , and m0(k),
l1(k), l2(k) are defined similarly by replacing n1 (n2) with m1 (m2). With the generalized
QDA statistics Dk from these subsamples, we consider two classification rules – weighted
voting and majority voting.
Weighted voting:
A weighted divide-and-conquer version of the generalized QDA rule (2.8) is defined as:
classify z to class 1 if and only if
D < 0, where D = 1
H
H∑
k=1
Dk. (S1.2)
Despite of its success in the literature, we claim that divide-and-conquer over samples
fails to boost our generalized QDA, both theoretically and empirically. Theoretically, its
misclassification rate RD is established in Theorem S1.1.
Theorem S1.1. Assume p/m1 → c1(H) = c1H ∈ (0, 1) and p/m2 → c2(H) = c2H ∈ (0, 1).
Under Conditions 2.1-2.3, the misclassification rate of the modified rule (S1.2)
RD =
1
2
[
P
D
2|1 + P
D
1|2
] i.p−→ 1− 1
2
[
Φ
(
T
ψD
)
+ Φ
(
T˜
ψ˜D
)]
,
‡We assume equal group size for simplicity, with a straightforward extension to unequal size.
1
where T and T˜ are the same as in Theorem 3.1. The parameters ψD and ψ˜D are positive
constants given by
ψ2D = ψ
2
0 +
2
H
[
c1(H)
1− c1(H) +
c2(H)
1− c2(H)M
2
1
]
,
ψ˜2D = ψ˜
2
0 +
2
H
[
c2(H)
1− c2(H) +
c1(H)
1− c1(H)M
2
3
]
.
Comparing the expressions of ψ20 , ψ
2 and ψ2D (similar phenomenon in ψ˜
2
0 , ψ˜
2 and ψ˜2D) we
can calculate that
ψ2D − ψ2 =
2
H
[
c1(H)
1− c1(H) +
c2(H)
1− c2(H)M
2
1
]
− 2
[
c1
1− c1 +
c2
1− c2M
2
1
]
= 2
[
c1
1− c1H −
c1
1− c1 +
( c2
1− c2H −
c2
1− c2
)
M21
]
≥ 0.
Therefore RD ≥ RG and “=” holds if and only if when H = 1, i.e. no divide. Empirically,
Figure S1 compares the performance after applying (S1.2) to the hard case 5 and it shows
that this approach works worse than the original generalized QDA. Moreover, this inferiority
becomes more obvious for larger H .
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Figure S1: Comparison of empirical misclassification rates RG, RD (Left: H = 5; Right: H = 10)
and RO under Case 5 (“hard” case). µ1 = µ2 = 0, n1 = n2 = n, p = 100 and 1000 replications.
Majority voting:
Another approach is via the well-known majority voting over the H groups, that is,
classify z to class 1 if and only if
# {1 ≤ k ≤ H : Dk < 0} > H/2. (S1.3)
Its empirical performance is recorded in Figure S2, which points to the same conclusion as
the weighted voting (S1.2).
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Figure S2: Comparison of empirical misclassification rates under Case 5. µ1 = µ2 = 0, n1 = n2 =
n, p = 100 and 1000 replications. “Majority” is the rule (S1.3) (Left: H = 5; Right: H = 10).
S1.1 Proof of Theorem S1.1
Recall the notation Γ = Σ
− 1
2
2 Σ
1
2
1 = (γ1, · · · , γp) and let
A(k) =
[
1
m1 − 1(X
0
(k) − X¯0(k))(X0(k) − X¯0(k))T
]−1
= (a
(k)
ij )p×p,
B(k) =
[
1
m2 − 1(Y
0
(k) − Y¯0(k))(Y0(k) − Y¯0(k))T
]−1
= (b
(k)
ij )p×p.
Then
S−11(k) = Σ
− 1
2
1 A(k)Σ
− 1
2
1 , S
−1
2(k) = Σ
− 1
2
2 B(k)Σ
− 1
2
2 .
In order to calculate the value PD2|1, we rewrite D as
D = 1
H
H∑
k=1
[
1
s0(k)
(z− x¯(k))TS−11(k)(z− x¯(k)) + log |S1(k)| − pl1(k)
]
− 1
H
H∑
k=1
[
1
m0(k)
(z− y¯(k))TS−12(k)(z− y¯(k)) + log |S2(k)| − pl2(k)
]
= QD1 +Q
D
2 +Q
D
3 +
√
p(T3 + T
D
4 ) + log |Σ1Σ−12 |+QD4 ,
3
where
QD1 = (z
0)T
1
H
H∑
k=1
(
1
s0(k)
A(k) −
1
m0(k)
ΓTB(k)Γ
)
z0,
QD2 =
1
H
H∑
k=1
[
− 2
s0(k)
(x¯0(k))
TA(k)z
0 +
1
s0(k)
(x¯0(k))
TA(k)x¯
0
(k) −
2
m0(k)
(y¯0(k))
TB(k)Γz
0 +
1
m0(k)
(y¯0(k))
TB(k)y¯
0
(k)
]
,
QD3 =
1
H
H∑
k=1
[
− 2
m0(k)
(Γz0 − y¯0(k))TB(k)Σ
− 1
2
2 (µ1 − µ2)
]
,
T3 = − 1√
p
(µ1 − µ2)TΣ−12 (µ1 − µ2), TD4 = −
1√
p
1
H
H∑
k=1
[
1
m0(k)
(µ1 − µ2)TΣ−
1
2
2 B(k)Σ
− 1
2
2 (µ1 − µ2)
]
− T3,
QD4 =
1
H
H∑
k=1
[
(log |S01(k)| − pl1(k))− (log |S02(k)| − pl2(k))
]
.
From the derivation of Q1 in Lemma 3.1, we know that
1√
p
QD1 −
1√
p
trCD
D−→ N(0, ψ2D),
where CD = 1H
H∑
k=1
(
1
s0(k)
A(k)− 1m0(k)ΓTB(k)Γ
)
= (cDij)p×p, ψ
2
D = (m4− 1)ξD+2(ηD − ξD) and
ξD = lim
p→∞
1
p
p∑
i=1
(cDii )
2, ηD = lim
p→∞
1
p
trC2D.
Moreover,
1√
p
trCD =
1√
p
1
H
H∑
k=1
(
1
s0(k)
trA(k) − 1
m0(k)
trΓTB(k)Γ
)
=
1
H
H∑
k=1
(√
p− 1√
p
p∑
i=1
γTi γi +Op(
1√
p
)
)
=
1√
p
tr(Ip − Σ1Σ−12 ) +Op(
1√
p
)
and
ξD = lim
p→∞
1
p
p∑
i=1
(cDii )
2 = lim
p→∞
1
p
p∑
i=1
(1−γTi γi)2 = lim
p→∞
[
1− 2
p
tr(Σ1Σ
−1
2 ) +
1
p
p∑
i=1
[(Σ
1
2
1Σ
−1
2 Σ
1
2
1 )ii]
2
]
= ξ0.
Next we look at the value ηD. To this end, we use the fact that s0(k) = s0(1), m0(k) =
m0(1), k = 1, · · · , H and denote 1ptrC2D = AD−2BD+ED, where AD = 1s2
0(1)
1
p
tr
[
1
H
H∑
k=1
A(k)
]2
,
BD =
1
s0(1)m0(1)
1
p
tr
[
1
H
H∑
k=1
A(k)
][
1
H
H∑
k=1
ΓTB(k)Γ
]
, ED =
1
m20(1)
1
p
tr
[
1
H
H∑
k=1
ΓTB(k)Γ
]2
.
4
We study the three terms one by one below. First write
AD =
1
s20(1)
1
pH2
[
H∑
k=1
trA2(k) +
H∑ H∑
k1 6=k2
trA(k1)A(k2)
]
.
By (A.21), it can be seen that 1
p
trA2(k) = s
′
0(k) +Op(
1
p
), where s′0(k) =
1
(1−c1(H))3 . Then
1
s20(1)
1
pH2
H∑
k=1
trA2(k) =
1
H
· 1
1− c1(H) +Op(
1
p
). (S1.4)
By similar methods in deriving 1
p
tr(AΓTBΓ) in the proof of Lemma 3.1, we can get that
1
p
trA(k1)A(k2) = s
2
0(1) +Op(
1
p
),
1
p
tr(A(k1)Γ
TB(k2)Γ) = s0(1)m0(1)
1
p
tr(Σ1Σ
−1
2 ) +Op(
1
p
).
Then
1
s20(1)
1
pH2
H∑ H∑
k1 6=k2
trA(k1)A(k2) =
H − 1
H
+Op(
1
p
),
1
s0(1)m0(1)
1
pH2
H∑
k1=1
H∑
k2=1
tr(A(k1)Γ
TB(k2)Γ) =
1
p
tr(Σ1Σ
−1
2 ) +Op(
1
p
). (S1.5)
Equalities (S1.4) and (S1.5) indicate that
AD =
1
H
1
1− c1(H)+
H − 1
H
+Op(
1
p
) =
1
H
· c1(H)
1− c1(H)+1+Op(
1
p
), BD =
1
p
tr(Σ1Σ
−1
2 )+Op(
1
p
).
Next look at the term ED. By the derivation of 1ptr(Γ
TBΓ)2 in the proof of Lemma 3.1,
we have 1
p
tr(ΓTB(k)Γ)
2 = m20(1)
[
1
p
tr(Σ1Σ
−1
2 )
2 +
c2(H)
1−c2(H)
(
1
p
tr(Σ1Σ
−1
2 )
)2]
+ Op(
1
p
). Moreover,
when k1 6= k2, 1ptr(ΓTB(k1)Γ)(ΓTB(k2)Γ) =
m2
0(1)
p
tr(Σ1Σ
−1
2 )
2 +Op(
1
p
). Therefore,
ED =
1
m20(1)
1
pH2
[
H∑
k=1
tr(ΓTB(k)Γ)
2 +
H∑ H∑
k1 6=k2
tr(ΓTB(k1)Γ)(Γ
TB(k2)Γ)
]
=
1
H
[
1
p
tr(Σ1Σ
−1
2 )
2 +
c2(H)
1− c2(H)
(1
p
tr(Σ1Σ
−1
2 )
)2]
+
H − 1
H
1
p
tr(Σ1Σ
−1
2 )
2 +Op(
1
p
)
=
1
H
c2(H)
1− c2(H)
(1
p
tr(Σ1Σ
−1
2 )
)2
+
1
p
tr(Σ1Σ
−1
2 )
2 +Op(
1
p
).
Combing the results for the three terms AD, BD and ED, we have
ηD = lim
p→∞
(AD − 2BD + ED)
= lim
p→∞
[
1− 2
p
tr(Σ1Σ
−1
2 ) +
1
p
tr(Σ1Σ
−1
2 )
2
]
+
1
H
lim
p→∞
[
c1(H)
1− c1(H) +
c2(H)
1− c2(H)
(1
p
tr(Σ1Σ
−1
2 )
)2]
= η0 +
1
H
[
c1(H)
1− c1(H) +
c2(H)
1− c2(H)M
2
1
]
.
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Therefore, ψ2D = (m4 − 1)ξD + 2(ηD − ξD) = ψ20 + 2H
[
c1(H)
1−c1(H) +
c2(H)
1−c2(H)M
2
1
]
and we get
P
D
2|1 = P{D > 0} i.p−→ 1− Φ
(
T
ψD
)
.
The probability PD1|2 can be derived in a similar way and the proof of Theorem S1.1 is done.
S2 Comparison with Sample QDA
As a byproduct of Theorem 3.1’s proof, we can also theoretically analyze the asymptotic
misclassification rate of the sample QDA under moderate dimension.
Proposition S2.1. Under Conditions 2.1-2.3, the misclassification rate of the sample QDA
(1.3)
RS =
1
2
[
P
S
2|1 + P
S
1|2
] i.p−→ 1− 1
2
[
Φ
(
TS
ψS
)
+ Φ
(
T˜S
ψ˜S
)]
,
where
TS = lim
p→∞
{
− 1√
p
[s0ntrIp−m0ntrΣ1Σ−12 ]−
1√
p
log |Σ1Σ−12 |+
√
p(l2n−l1n)+m0n√
p
(µ1−µ2)TΣ−12 (µ1−µ2)
}
,
T˜S = lim
p→∞
{
− 1√
p
[m0ntrIp−s0ntrΣ2Σ−11 ]−
1√
p
log |Σ2Σ−11 |+
√
p(l1n−l2n)+s0n√
p
(µ1−µ2)TΣ−11 (µ1−µ2)
}
.
The parameters ψS and ψ˜S are positive constants given by
ψ2S = (m4− 3)(s20− 2s0m0M1+m20M2) + 2
[
1
(1− c1)3 − 2s0m0M1 +m
2
0
(
M5 +
c2
1− c2M
2
1
)]
,
ψ˜2S = (m4 − 3)(m20 − 2s0m0M3 + s20M4) + 2
[
1
(1− c2)3 − 2s0m0M3 + s
2
0
(
M5 +
c1
1− c1M
2
3
)]
.
The limit of RS above involves too many uncertain parameters and we are unable to get
an analogue of Corollary 3.1 and Corollary 3.2 under the three cases. Instead, in Figure S3,
we plot the limit of RS under some specific settings – (µ1 = µ2 and Σ2 = κ∗Σ1) – satisfying
case (i). One may observe that different from the conclusion RG → 0 and RO → 0 in
Corollary 3.1 and Corollary 3.2, RS could be significantly larger than zero and even behaves
like random guessing for large ratio c.
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Figure S3: Plots of the limits of RS, RG and RO. p = 1000, µ1 = µ2, n1 = n2 and m4 = 3. Left:
Σ2 = 0.5 ∗ Σ1; Right: Σ2 = 3 ∗ Σ1.
S2.1 Proof of Proposition S2.1
Below we only give the derivation of PS2|1, the other one P
S
1|2 can be calculated in a similar
way. Write
P
S
2|1 = P {D1(z) + log |S1| > D2(z) + log |S2|}
= P
{
1√
p
(
QS1 +Q
S
2 +Q
S
3 +Q
S
4
)
+
1√
p
log |Σ1Σ−12 |+
√
p(l1n − l2n) + T S5 > 0
}
,
(S2.1)
where
QS1 = (z
0)T
(
A− ΓTBΓ)z0, QS2 = −2(x¯0)TAz0 + (x¯0)TAx¯0 − 2(y¯0)TBΓz0 + (y¯0)TBy¯0,
QS3 = −2(Γz0 − y¯0)TBΣ−
1
2
2 (µ1 − µ2), QS4 = −(µ1 − µ2)TΣ−
1
2
2 BΣ
− 1
2
2 (µ1 − µ2),
T S5 =
1√
p
(
log |S01 | − pl1n
)
− 1√
p
(
log |S02 | − pl2n
)
.
Let T S3 = −m0n√p (µ1−µ2)TΣ−12 (µ1−µ2) and T S4 = 1√pQS4 − T S3 . Applying similar arguments
as in Section A.4, we know that
1√
p
QS2 = Op(
1√
p
),
1√
p
QS3 = Op(
√
|T S3 |
p1/4
), T S5 = Op(
1√
p
), T S4 = Op(
|T S3 |√
p
). (S2.2)
Denote CS = A− ΓTBΓ = (cSij)p×p. Then
1√
p
(QS1 − trCS) D−→ N(0, ψ2S), (S2.3)
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where ψ2S = (m4−1)ξS+2(ηS−ξS), ξS = lim
p→∞
1
p
p∑
i=1
(cSii)
2 and ηS = lim
p→∞
1
p
trC2S. As in deriving
the terms in Section A.4, we can get that
1√
p
trCS =
1√
p
trA− 1√
p
trΓTBΓ =
√
ps0n − m0n√
p
p∑
i=1
γTi γi +Op(
1√
p
)
=
√
ps0n − m0n√
p
trΓTΓ +Op(
1√
p
) =
1√
p
[s0ntrIp −m0ntrΣ1Σ−12 ] +Op(
1√
p
),
ξS = lim
p→∞
1
p
p∑
i=1
(cSii)
2 = lim
p→∞
1
p
p∑
i=1
(s0n −m0nγTi γi)2 = s20 − 2s0m0M1 +m20M2,
and
ηS = lim
p→∞
1
p
tr(A− ΓTBΓ)2
= s′0 + lim
p→∞
[
−2s0nm0n
p
tr(Σ1Σ
−1
2 ) +m
2
0n
[1
p
tr(Σ1Σ
−1
2 )
2 +
c2n
1− c2n
(1
p
tr(Σ1Σ
−1
2 )
)2]]
= s′0 − 2s0m0M1 +m20
(
M5 +
c2
1− c2M
2
1
)
.
Moreover, ηS > s
′
0 − s20 = c1(1−c1)3 > 0. Therefore
ψ2S = (m4 − 3)(s20 − 2s0m0M1 +m20M2) + 2
[
s′0 − 2s0m0M1 +m20
(
M5 +
c2
1− c2M
2
1
)]
> 0.
Then the probability PS2|1 can be derived by (S2.1), (S2.2) and (S2.3): P
S
2|1
i.p−→ 1 − Φ
(
TS
ψS
)
,
where TS = lim
p→∞
{
− 1√
p
[s0ntrIp −m0ntrΣ1Σ−12 ]− 1√p log |Σ1Σ−12 |+
√
p(l2n − l1n) + m0n√p (µ1 −
µ2)
TΣ−12 (µ1 − µ2)
}
.
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