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Introduction

Motivation
Ordinary differential equations (ODEs) are widely used in modeling dynamic processes in many areas including physics, chemistry and biology. Numerical investigations often involve simulating with various parameter values and estimating the sensitivity of solutions to small changes in parameters. Scientists are now able to use more complex ODE models to study real life problems due to the increasing development and availability of computers with significant processing power.
A key task in systems biology is to learn about biological systems using mathematical models and this task is hampered by the fact that parameters of the models, such as rate constants, are not known or easily available. The same situation arises in chemical engineering, which is also in need of efficient methods for parameter estimation when trying to fit parameter-dependent models to noisy industry measurements.
The challenging problems related to parameter estimation in ODEs are numerous. One of the most important issues is the unpredictable and inevitable existence of noise in measurements. Some parameters are very sensitive to noise which can make their estimation difficult and sometimes even impossible. Another difficulty results from the nonlinearity of the most relevant ODE models, which complicates the adoption of most optimization techniques. All methods for parameter estimation involve an interplay between numerical trajectory simulation of ODEs and a global optimization technique. The simulation of an ODE for a particular choice of the parameters is usually done by a reliable ODE solver (whose accuracy is assumed) and the optimization technique employed assumes that the error associated with a particular simulation is small compared to the other sources of error that arise during the optimization.
The optimization techniques used can be classified as a mainly global or a primarily local procedure. Typical examples of methods based on global optimization are adaptive stochastic methods [1, 35] , genetic programming methods [31] , and evolutionary methods [30] . A detailed comparison of these global optimization methods is given in [23] . The main disadvantage of a stochastic optimization method is its prohibitive computational cost. On the other hand, methods based on local optimization such as Newton methods [8] , or sequential quadratic programming [37] can be more efficient than global optimization methods. At the same time, however, they suffer from two main obstacles: one is a possible discontinuity of derivatives of the associated functions that arise and another is that they converge to local optima.
There is a trade-off between computational efficiency and robustness when estimating parameters in ODEs. Good methods for parameter estimation should exhibit the following properties: 1) The computational cost needed for reliably estimating parameters should not be too large. This property makes the methods practical and easily adopted in real applications; 2) The methods must be stable and robust to noisy measurements. This is needed in real applications due to the fact that most measurements are inevitably susceptible to unpredictable noise.
Another class of differential equations that arise when modeling real systems are, delay differential equations (DDEs) . Parameter estimation for systems of DDEs is more challenging due to frequent discontinuities in the solution caused by the delay terms. Investigations related to parameter estimation for DDEs are rare. Baker and Paul [2] have argued that there is a need for a systematic method for these problems. Zivaripiran [38] develops a systematic collection of tools related to DDE simulations, sensitivity analysis and parameter estimation. However, the tools for parameter estimation that he developed cannot deal with a large number of parameters.
The goal of this paper is to develop a unified framework for parameter estimation for both ODEs and DDEs. We pursue both effectiveness and efficiency. Robustness with respect to noise and the ability to cope with large number of parameters are also objectives of the approaches we investigate.
Mathematical Setting for Parameter Estimation of ODEs
Suppose that a dynamical system is represented by a state variable y(t) ∈ R d for t ∈ [t 0 , t f ], which is the unique and differentiable solution of an initial value problem, y ′ = g(t, y(t), p), (1.1) y(t 0 ) = y 0 .
( 1.2)
The right-hand side of (1.1) depends on a constant vector of parameters p ∈ R np . Note that here we do not assume that g is continuously differentiable with respect to p. Then the complete set of parameters Θ of the model is defined by the vector Θ T = (p T , y T 0 ) having dimension s = n p + d.
LetȲ i , i = 1, . . . , n, denote a set of observed data vectors, with componentsȲ ij , j = 1, . . . , d, i.e.,Ȳ is a n × d matrix, where n represents the total amount of data. Let Y ij denotes the "true" solution of component j of the state at time t i of the solution of (1.1) with exact parametersΘ. We assume the dataȲ ij satisfy the following observation equationȲ
where σ j > 0 measures the variance of the noise associated with the j-the component and is related to the scale of the expected magnitude of the jth component, |y j (t)| . The ǫ ij s are independent and standard Gaussian distributed random variables. Observation points t i are ordered such that t 0 ≤ t 1 < . . . < t n−1 < t n . On the basis of knowing only the measurementsȲ ij , the task is to estimate the initial state y 0 and parameters p. The principle of maximum-likelihood yields an appropriate cost function which should be minimized with respect to the parameters Θ to yield an approximation,Θ to the true valueΘ. We define the cost function or objective function by
and we seek aΘ that satisfies:Θ = arg min
Note thatΘ need not be unique. A direct minimization of L with respect to Θ leads to the so-called initial value approach (see, for example, [25] ) . Instead of direct minimization, we will adopt an equivalent optimization formulation to (1.5) as follows: Let φ : R + → R be a strictly decreasing function and S(Θ) = φ(L(Θ)). Then an equivalent optimization problem (1.5) is,
Clearly from (1.4) , L(Θ) ≥ 0 and since φ(x) is strictly decreasing, L(Θ) is a minimum if and only if S(Θ) is a maximum. In this paper, we will focus on formulation (1.6) with φ(x) = exp(−x) and we will call the function S(Θ) the performance function.
A Review of Related Work
As we have shown, the parameter estimation problem can be interpreted as an optimization problem. Most methods for these optimization problems use a initial value approach which is summarized in Fig. (1.1 The key steps in the initial value approach is how to solve the model equations (1.1) in step 2 and how to improve the approximationΘ in step 4. Simulation of (1.1) is done by a reliable numerical method, such as a Runge-Kutta method, to approximate the solution given a trial set of parameter values.
There is an extensive literature on numerical methods for solving constrained optimization problems such as (1.6) (see Biegler and Grossman [3] for an excellent review) . The particular optimization methods used will determine the stopping criteria (step 3) and the updating rules for step 4. The optimization methods we consider can be categorized into two classes. The first class is composed of local optimization (LO) methods. This class of optimization methods usually require the evaluation of derivatives of the objective function. The assumption that the function g in (1.1) is continuously differentiable almost everywhere with respect to Θ is required. The gradient of the objective function (1.4) is computed using
The partial derivatives, appearing in the right side of (1.7) , Note that the gradient
∂S(Θ) ∂Θ
, required for the optimization formulation (1.6) , can easily be computed (when φ(x) = exp(−x)) by:
Edsberg et. al [8] developed a toolbox, called diffpar, which uses a Gauss-Newton type algorithm for directly minimizing the objective function (1.4) . Despite its simplicity, the Gauss-Newton method has slow convergence for a large residual initial guess, and, to obtain convergence it is essential to have a good initial guess. A trust region LevenbergMarquardt method to minimize the objective function (1.5) is used in [39, 6] where finite differences are used to approximate the required derivatives. This method suffers from the high cost of calculation of the derivatives and the fact that the method must be started from many initial guesses in order to achieve convergence and avoid local minima. The sequential quadratic programming (SQP) method is a modification of the GaussNewton method [5, 37] which has also been used for solving this minimization problem (1.5) and can take advantage of the least-squares structure of the objective function.
A few methods have attempted to solve parameter estimation and compute a numerical solution to (1.1) simultaneously. Tjoa et.al. [33] combine a numerical solution of the collocation equations with an optimization over parameters to obtain a single constrained optimization problem. Similar idea can be found in [4] where a multiple shooting method was proposed that partitions the fitting interval [t 0 , t n ] into many subintervals, each having its own initial values. The parameters are held constant for all subintervals. Horbelt et.al [15] showed the effectiveness of a multiple shooting method by applying it to identify physical properties of a CO 2 laser.
The other class of optimization methods is composed of global optimization (GO) methods. Global optimization methods can be roughly classified as deterministic [17, 14] or stochastic [1, 35] . One weakness of stochastic GO methods is the lack of strong theoretical guarantees of convergence to the global optima, since stochastic techniques for global optimization ultimately rely on probabilistic arguments. Deterministic GO methods are, on the other hand, generally able to achieve a level of assurance that the global optimum will be located. However, one should note that no algorithm can solve general GO problems with certainty in finite time [23] . In general, the computational effort most GO methods need to achieve convergence increases very rapidly with the problem size, in our case quantified by s, the dimension of Θ. In this paper, we will focus on the use of a stochastic GO optimization method applied to formulation (1.6) .
1. Choose a mechanism parameterized by v which can be used to generate candidate values Θ ∈ R s , and prescribe a value v 0 . For stochastic GO methods, often a modified version of the initial value approach (Fig. (1.1) ) is used (see Fig. (1.2) ) . To better illustrate this modified version, we will introduce some basic notation and results from probability theory which are needed for the motivation and description of a stochastic GO method. First, a multivariate Gaussian distribution can be used to describe a particular distribution of vectors in R s . The corresponding probability density is
where v is the set of 2s parameters used to specify the probability density and µ is the mean vector in which µ i represents the mean of the i-th component of X. Similarly, σ is the standard deviation vector where σ i represents the standard deviation of the i-th component of X. Here we assume all the components of data X are independent. We use this multivariate density distribution to generate a set of trial parameters required for Step 2 of Fig. (1.2) .
This multivariate Gaussian distribution is the most common example of the "mechanism" for Step 1 of Fig. (1.2) . The stochastic GO method we will consider, on each iteration, identifies a subset of the trials that are thought to be close to being optimal (called the "elites") , and then obtains an estimate of the mean and standard deviation vectors of the elites to be used to generate the trials on the next iteration. The hope is that the means of each component of the elite trials at each iteration will converge to the optimal parameterΘ of the optimization problem (1.6) .
Here we review some related examples of stochastic GO methods and the key strategies they adopt for step 4 of Fig. (1.2) . 1) The early stochastic GO methods were adaptive stochastic methods, originally developed for engineering in the 1960s [22] . 2) Clustering methods [34] are based on the concept of multistart methods, that is, local methods started from different initial points. Because clustering methods aim to identify the vicinity of local optima, they can be more efficient and robust than standard multistart methods by avoiding repeated determination of the same local solutions. However, they often fail when there are a large number of parameters. 3) Another popular class of stochastic methods are evolutionary computation (EC) methods, also known as biologically inspired methods. These methods generate better and better solutions by iteratively simulating biological evolution. Classic examples are Genetic Programming (GP) [13] , Evolutionary Programming (EP) [12] and Evolution Strategy (ES) [30] . 4) Other meta-heuristics stochastic GO methods have been also proposed like Taboo Search, Ant Colony Optimization, and particle swarm methods.
A Cross-Entropy method is a newly developed stochastic GO method. The CrossEntropy method was motivated by an adaptive algorithm for estimating probabilities of rare events in complex stochastic networks and it involves variance minimization. It was realized that a simple modification of this approach could be applied to solve difficult combinatorial optimization as well. This paper is an attempt (the first that we are aware of) that to investigate the use of a Cross-Entropy approach in the framework of parameter estimation in ODEs and DDEs. We modify the general approach to be efficient and effective for this class of problems. The approach can be broken down into two key strategies: 1. Generate a random set of trial parameters according to a specified distribution. 2. From the values of the performance function associated with each trial parameter, update the probability distribution used to generate the random trials based on the principle of "importance sampling".
Until now we have focused on presenting a review of parameter estimation techniques for systems of ODEs (1.1) . We will now present a brief review of parameter estimation techniques for DDEs. The main difficulty, (see Baker and Paul [2] ) , in extending an initial value approach to this class of problems, is that discontinuities arising from the initial point y 0 may propagate into the objective function through the solution values that contain delay terms. It is not surprising that the assumption of the smoothness of the objective function may not hold in this case.
There have been some investigations (see [16] , [19] ) which address this difficulty by introducing splines to define the initial values and delay parameters. By carefully matching the nodes of the splines to the locations of the discontinuities, they are able to improve the effectiveness of this approach. Recently, Zivaripiran [38] developed a set of tools for investigating DDEs including simulation, sensitivity analysis and parameter estimation. To avoid the potential non-smoothness difficulty, the points of discontinuity are automatically located. This is accomplished using a continuous extension of y(t, Θ) and its partial derivatives for evaluations of the objective function. However, this remedy procedure is only applicable in the event of a few parameters. When dealing with a large number of parameters, this procedure fails due to prohibitive computation burden of estimating the derivative information at all the potential discontinuities.
One advantage of cross-entropy methods is that they do not require any derivative information, so they can handle potential discontinuities that may arise in ODEs and DDEs. Based on the importance sampling strategy, cross-entropy methods update the parameterized probabilistic distribution function at each step by using only a subset of those generated approximations, the "elites", whose associated performance function values are near the best value observed so far.
In order to overcome the slow convergence rate and large computational cost, we modify an existing cross-entropy method by using a local evolution procedure. This process records the best samples so far and penalizes the "bad" samples based on the best one. The focus on the best samples can increase the convergence rate, while the evolution of bad ones is helpful to explore the whole parameter space and avoid the optimums already identified. In this way, the cross-entropy approach can be applied when there are a large number of parameters. A comparison with other cross-entropy strategies is presented in Chapter 4, from which we can see our modification can achieve both better accuracy and better efficiency.
We develop two versions of our algorithm. The first (the continuous version) assumes
The second version (the discrete version) assumes each Θ ∈ R s is approximated by its closest fixed point value. Since there are only a finite number of fixed point values in the range of [−M, M], our discrete version will generally require less time to convergence. We will refer to the continuous version as the continuous coding scheme and the discrete version as the discrete coding scheme.
An Outline of the Thesis
In Chapter 2, we first give an overview of the basic idea of a cross-entropy method, then we provide a brief introduction to the concept of importance sampling and the KullbackLeibler Distance, which play an important role in defining our cross-entropy methods. Then we give a detailed description on how cross-entropy can be used for parameter estimation. We review how cross-entropy is used in a combinatorial optimization setting, then modify the standard cross-entropy approach to gain robustness and improvement in efficiency when applied to our problems. The key idea is the local evolution procedure, which can make use of the best sample so far to speed the convergence, and which also takes advantage of "bad" samples to attempt to avoid local optimums. In the last section of chapter 2, we discuss in detail the two coding schemes: continuous cross-entropy and discrete cross-entropy. In Chapter 3, we provide details on the implementation of the proposed methods. In Chapter 4, we present numerical results on real-world problems involving both ODEs and DDEs, and compare our methods with other existing methods with respect to both efficiency and accuracy. Also, we present a short discussion of the effect of sampling size N and choices of objective function. In Chapter 5, we summarize the thesis and discuss future work.
Chapter 2
The Cross-Entropy Algorithm
Kullback-Leibler Distance
Let f and h be two probability distribution functions associated with a vector x, and h(x) is zero only when f (x) is zero. The Kullback-Leibler cross-entropy (CE) distance between f and h is defined as
where E f means the expectation under the probability density f . Note that
and D KL (f, h) = 0 if and only if f (x) = h(x).
The Cross-Entropy for Parameter Estimation
In this section, we discuss how to apply a cross-entropy method for parameter estimation problems. We assume that −M ≤ Θ i ≤ M, i = 1, . . . , s. We search for an optimal Θ in this hypercubic (denoted as ℑ) in R s for a known value M > 0. That is, we wish to find the maximum of S over ℑ, and the corresponding states at which this maximum is attained. Let us denote the maximum by γ * . Thus,
The goal is to estimate {Θ, γ * }. As mentioned before, a set of candidate Θ (denoted as X i , i = 1, . . . , N) is usually generated from a specific distribution, f (X, v). So instead of directly searching for {Θ, γ * }, we aim at estimating {v * , γ * }, where v * is associated with an "optimal" distribution that is centered at the optimal parameterΘ. An iterative algorithm is proposed to solve this estimation problem. The idea is to construct a sequence of v t and a sequence of levels γ t and iterate in both γ t and v t . We initialize by choosing a not very small ρ ∈ (0, 1), say ρ = 0.01 and by defining v 0 = u, for example, we can initialize the mean of the multivariate Gaussian as µ = {0, .., 0} and the standard deviation σ = {1, .., 1}. Next, we let γ 1 be such that, under the original density f (X; u), the probability P u I {S(X)≥γ 1 } is at least ρ. We then update v 1 based on the N trial parameters X i generated by f (X; v 0 ), and repeat the last two steps iteratively with the goal of estimating the pair {v * , γ * }. In other words, each iteration of the algorithm consists of two main phases. In the first phase, γ t is updated, in the second v t is updated. Specifically, starting with v 0 = u we obtain the subsequent γ t and v t as follows:
1. Adaptive Updating of γ t . For a fixed v t−1 , we first generate N random sample parameters X i , i = 1, . . . , N according to the density function f (X, v t−1 ), then with these trial parameters, we calculate the associated performance function S(X i ), i = 1, . . . , N using a reliable IVP solver. These N values are then sorted in an increasing order
We call X j ⌈(1−ρ)N⌉ , . . . , X j N the "elites", and the remaining N − ⌈(1 − ρ)N⌉ samples "bad samples". Let γ t be a (1 − ρ)-quantile of S(X) under v t−1 :
That is, γ t satisfies
where X follows the probability distribution f (·; v t−1 ) (we denote it as X ∼ f (·; v t−1 )) . 2. Adaptive Updating of v t . For fixed γ t and v t−1 , the updating of v t is a key step. The important assumption here is that the "elite" samples are close toΘ. So the following truncated normal distribution can be seen as a trustful one that can generate samples nearΘ:
The hope is if f (X, v t ) is close to this truncated distribution f * t−1 , we can get a set of better trial samples which are closer toΘ. It is well known that, KL distance (crossentropy) is a good measure of distance between distributions, hence, we try to solve the following minimization problem:
Using (2.1) and (2.7) , we can obtain an equivalent optimization problem to (2.8) :
where X ∼ f (·; v t−1 ). In typical applications, the functionĒ ( v) in (2.10) is convex and differentiable with respect to v [29] . Thus, v t may be readily obtained by solving the system of equations 1 N
where the gradient is with respect to v. The advantage of this approach is that the solution of (2.11) can often be calculated analytically, especially when the distributions of the random variables belong to a natural exponential family (NEF) [28] . Instead of updating the parameter vector v t−1 to v t directly via (2.11) , we use a smoothed updating procedure as has been suggested in [29] :
where w t is the vector derived via (2.11) . This smooth updating rule can prevent the algorithm from being trapped at local optimums. We found empirically that a value of α such that 0.6 ≤ α ≤ 0.9 gives the best results.
As to the stopping rule, we have two similar methods to decide when to terminate the iterations. First, we keep record of γ t and stop when γ t ∼ = γ t−1 ∼ = . . . ∼ = γ t−k for a certain number k. Note that γ t ∼ = γ t−1 means |γ t − γ t−1 | ≤ tol, where tol is a small positive number. The second way is to stop the iterations when v t ∼ = v t−1 ∼ = . . . ∼ = v t−k . In this investigation, we choose the first criterion, and set k = 5, tol = 10 −6 . We summarize the CE algorithm in Fig. (2.1 ) .
1. Define v 0 = u. Set t = 1, and pick ρ and α. 2. Generate a sample X 1 , . . . , X N from the density f (·; v t−1 ) and compute the sample (1 − ρ)-quantile γ t of the performance according to (2.4) . 3. Calculate v t using the same samples X 1 , . . . , X N by solving the system of equations (2.11) and using the smoothing update rule in (2.12) . 4. If, for some t ≥ 5, γ t ∼ = γ t−1 ∼ = . . . ∼ = γ t−5 , then stop; otherwise, set t = t + 1 and return to step 2. 
Modifications of the Cross-Entropy Algorithm
As with most heuristic global optimization methods, CE suffers from a large computational cost associated with each iteration. Generally speaking, to make CE useful, the sample size N usually lies in the interval 100 ≤ N ≤ 1000. This means that to solve the parameter estimation problem for an ODE, we have to run the ODE solver at least T N times, where T is the number of the iterations before convergence. For large systems which have a large number of unknown parameters, the time needed to use CE methods is prohibitive. Looking into the core idea of CE methods, we find that only partial information in the N samples is used. The key step of CE methods is to update the parameter vector v t via solving the following system:
We can see that only those "elites" samples which satisfy {S(X i ) ≥ γ} are used. The remaining samples (which are not good enough) are ignored. One straightforward idea to speed up the CE method is to make use of the ignored samples. We proposed a method to speed up convergence, called local evolution. The core idea behind our "speed-up" heuristic is to evolve the "bad" (abandoned) samples to good ones. Every iteration, we record the best-so-far sample, denoted X best . For any "bad" sample X bad , we shift it toward X best using the updated value:
where δ ∈ [0, 1] is a weight for the "bad" samples. In this paper, we fix δ = 0.2. After performing the procedure of local evolution, we can update the v t by solving the new system
where ζ is also a weight parameter. In this paper, we fix ζ = 0.5. The advantage of the use of local evolution is two-fold: 1) to aid convergence and reduce the sample size because we employ the information contained in both abandoned samples and "best-so-far" sample; 2) to avoid local optima since local evolution expands the exploration of the solution space and encourages the search to move to regions that contain additional local or global optima. An overview of the resulting modified CrossEntropy method is presented in Fig. (2. 2) .
1. Define v 0 = u. Set t = 1 and pick ρ and α. 2. Generate a sample X 1 , . . . , X N from the density f (·; v t−1 ) and compute the sample (1 − ρ)-quantile γ t of the performance according to (2.4) . 3. For those samples satisfying {S(X i ) ≤ γ t }, perform local evolution using (2.14) . 4. Calculate v t using the trial samples X 1 , . . . , X N and solving the system of equations in (2.15) . 5. If for some t ≥ 5, γ t ∼ = γ t−1 ∼ = . . . , ∼ = γ t−5 , then stop; otherwise, set t = t + 1 and return to step 2. 
Continuous Cross-Entropy Method
In this section, we discuss how to associate a continuous probability density to express the pdfs for each of the parameters. As pointed out above, to apply the CE method to such a problem, we have to specify the sampling distribution and the updating rules for its parameters. The choice of the sampling distribution is quite arbitrary. In this paper, we use the truncated Gaussian with independent components, as was done in [7, 20] . The s-dimensional normal distribution with independent components, mean vector µ = (µ 1 , . . . , µ s ) and variance vector σ 2 = (σ 2 1 , . . . , σ 2 s ) is denoted by N (µ, σ 2 ). Using this parameterized distribution, it can be shown that the updating rule that corresponds to (2.11) is:
We use the smooth updating rule (2.12) to "smooth" the mean:
To prevent the smoothed algorithm for the variance vectors from being trapped in local optima, Rubinstein and Kroese [28] proposed the use of dynamic smoothing where, at each iteration, the variance is updated using a smoothing parameter β t by
where β 0 and c are fixed numbers. In our experiments, we set β = 0.95 and c = 1. There are many possible stopping criteria; we use the stopping rule to stop when the best value over 5 iterations does not change significantly. We summarize the continuous cross-entropy (CCE) method in Fig. (2. 3) For the modified version, the main difference lies in the calculation of { µ t , σ 2 t }: First, we perform the local evolution procedure on those samples that satisfy {S(X i ≤ γ)}, and the updating rule is:
We summarize the modified continuous cross-entropy (MCCE) algorithm in Fig. (2.4) 1. Initialize {µ 0 , σ 2 0 }, β 0 = 0. Set t = 1 and pick ρ and α. 2. Generate a sample X 1 , . . . , X N from the density N (µ t−1 , σ 2 t−1 ) 3. Solve N ODE systems with the N generated samples, and calculate the objective functions in (1.6) . 4. Compute the sample (1 − ρ)-quantile γ t of the performance according to (2.4) . 5. Obtain { µ t , σ 2 t } using (2.16) , then update β t as in (2.18) . 6. Update µ t as in (2.17) and σ 2 t as in (2.18). 7. If for some t ≥ 5, γ t ∼ = γ t−1 ∼ = . . . , ∼ = γ t−5 , then stop; otherwise, set t = t + 1 and return to step 2. 2. Generate a sample X 1 , . . . , X N from the density N (µ t−1 , σ 2 t−1 ) 3. Solve N ODE systems with the N generated samples, and calculate the objective functions in (1.6) . 4. Compute the sample (1 − ρ)-quantile γ t of the performance according to (2.4) , and perform evolution on those samples {X i |S(X i ) ≤ γ t }. 5. Obtain { µ t , σ 2 t } using (2.19) , and update β t using (2.18) . 6. Update µ t as in (2.17) and σ 2 t as in (2.18). 7. If for some t ≥ 5, γ t ∼ = γ t−1 ∼ = . . . , ∼ = γ t−5 , then stop; otherwise, set t = t + 1 and return to step 2. 
Discrete Cross-Entropy Method
One drawback with the continuous cross-entropy method is the high computation cost due to the high dimensional search space. To reduce the search space of continuous cross-entropy methods, we try to search for the optimal parameters over a finite subset of ℑ. As above, we assume all the parameters needed to be estimated are bounded in a hypercubic ℑ in which |Θ| ∞ ≤ M. For any Θ ∈ ℑ, we can approximate each component Θ j , j = 1, . . . , s of Θ by its finite fixed point approximation. Specifically, we can approximate Θ j , j = 1, . . . , s bŷ represents the sign of Θ j , and both K and L are fixed integers. For our implementation, we set K = ⌈log 2 M⌉, and L = 6. With this representation system, we have a bounded relative error:
With this finite fixed point system, we can approximate any s-dimension Θ ∈ R s with a binary vectorΘ whose dimension is s × (K + L + 1):
whereΘ i is a finite fixed point binary approximation of i-th parameter value Θ i , i = 1, . . . , s.We call the variant of cross-entropy method using this finite number floating representation system a discrete cross-entropy (DCE) method. On each iteration of our DCE method, we need to generate N trial values,Θ, in this fixed point floating system. We denote these trial samples X 1 , . . . , X N , where each sample X i , i = 1, . . . , N is a binary s(K + L + 1)-dimensional vector. For each binary s(K + L + 1)-dimensional vector X, we denote the l-th component of the vector X as X (l) . Since X is a binary vector, we can set its density pdf to be a Bernoulli distribution parameterized by p ∈ R s(K+L+1) (Ber (p) ), that is,
and since each X (l) can only be 0 or 1,
Substituting (2.24) into (2.11) , we have 25) where X i(l) represents the l-th component of the vector X i . Thus, we have
We can now present our discrete Cross-Entropy (DCE) algorithm (Fig. (2.5) ) and corresponding Modified Discrete Cross-Entropy (MDCE) algorithm (Fig. (2.6) ) for parameter estimation of ODEs. , and compute the sample (1 − ρ)-quantile γ t of the performance according to (2.4) . 5. Update v t by (2.12) and (2.26) . 6. If, for some t ≥ 5, γ t ∼ = γ t−1 ∼ = . . . , ∼ = γ t−5 , then stop; otherwise, set t = t + 1 and return to step 2. , and compute the sample (1 − ρ)-quantile γ t of the performance according to (2.4) . 5. For those satisfying {S(X i ) ≤ γ t }, perform local evolution using (2.14) . 6. Update v t by (2.12) and (2.26) . 7. If, for some t ≥ 5, γ t ∼ = γ t−1 ∼ = . . . , ∼ = γ t−5 , then stop; otherwise, set t = t + 1 and return to step 2. 
Implementation Details
In this section, we discuss some implementation details of the proposed methods.
In many applications, we often encounter stiff ODEs. We use different solvers for stiff and non-stiff ODEs. For non-stiff ODEs, we apply a 4th order Runge-Kutta method with a variable time step for efficient computation (implemented in Matlab as ode45 ) ; For stiff ODEs, we use an implicit method (implemented in Matlab as ode15s) . For DDE parameter fitting, we used the second order method (dde23 in Matlab) . We set the precision of the ODE and DDE solvers to be 10 −6 . One challenge in parameter estimation problems is the possibility that, the IVPs may be stiff only for some of the trial parameter values. This means we have to design an adaptive mechanism to change the solver according to the parameters. We address this difficulty by setting non-stiff solver as the default and monitoring the computation time of every updating iteration. If the computation cost is too high, we switch to the stiff solver.
As discussed earlier, the proposed methods are insensitive to the parameter settings. We adopt a fixed setting of parameters in all experiments. For the DCE method, the parameters are N = 200, ρ = 0.05, α = 0.8; for the MDCE method, the parameters are: N = 30, ρ = 0.4, α = 0.8; for the CCE method, the parameters are N = 200, ρ = 0.05, α = 0.8, β = 0.95, q = 0.925; for the MCCE method, the parameters are N = 30, ρ = 0.4, α = 0.8, β = 0.95, q = 0.925. We will observe that, for the modified version of CE, we typically use about 85% less samples than for CE methods to obtain the same accuracy.
Chapter 4 Numerical Experiments
In this section, we report numerical results on four test problems. The first one is a classic problem often cited in the literature on parameter estimation [8, 32, 36] . The second and third ones are application problems. The fourth problem is a DDE problem.
To better evaluate the quality of the proposed method on parameter estimation problem, we use two measures of performance:
2 . This quantity measures the consistency between all the observation points and the estimated ones. 2) CP U T : Time required to converge, which reflects the convergence rate and the time complexity of the iterations.
Barnes' problem
First, we compare our modified cross-entropy methods to the standard cross-entropy methods on a classic test problem [8, 32, 36] . The problem consists of 2 ODE's with 3 parameters in the definition of g(·):
This is a small non-stiff problem but is interesting since there are several local minima of the objective function [8] . Some existing methods for parameter estimation, e.g. GaussNewton algorithm in [8] , Sequential Quadratic Programming in [37] suffer from an extreme sensitivity to the initial guess, that is, most starting values for the parameters will lead to local minimum for those methods. Our methods, however, are insensitive to the initial guess of parameters. For DCE and MDCE, we set the initial probability distribution to be 0.5 for all components of Θ; for CCE and MCCE, we set the initial guess of the distribution (v 0 = {µ 0 , σ 0 }) to be 10 for every values in µ 0 , and 1 for every value in σ 0 . First, we generate 100 data points on the interval [0, 10] with no noise. We conduct 3 different experiments: 1) Fix initial values a, b first, estimate parameters Θ = (k 1 , k 2 , k 3 ); 2) Fix the parameters (k 1 , k 2 , k 3 ) and estimate the initial values (a, b); 3) Keep Θ = (k 1 , k 2 , k 3 , a, b) unknown. We independently run each experiment 100 times and report the mean value and variance for each parameter value of convergence and the associated values of J and CP U T . Table 4 .3: Results on Barnes' Problem with all the parameters (k 1 , k 2 , k 3 , a, b) unknown. The results (see Table. (4.1) , Table. (4.2) , Table. (4.3) ) show that the proposed methods can estimate the parameters. Specifically, we can see that the modified version can obtain both high accuracy and efficiency. Also, the continuous version is more accurate but slower to converge than discrete version.
FitzHugh-Nagumo Problem
Our second problem is a real example arising in modeling the behavior of spike potentials in the giant axon of squid neurons. The FitzHugh-Nagumo equations were developed by FitzHugh [26] and Nagumo et al. [24] , as a simplification of a description of the behavior of spike potentials in the giant axon of squid neurons.
The system describes the reciprocal dependencies of the voltage V across an axon membrane and a recovery variable R representing outward currents. Although not intended to provide a close fit to neural spike potential data, solutions to the FitzHugh-Nagumo ODEs do exhibit qualitative features that are common to elements of biological neural networks [27] . We set the initial known conditions as (V (0), R(0)) = (−1, 1). The parameters are θ = {a, b, c}, to which we assign the values (0.25, 0.5, 3.5) respectively to define the reference solutions. As discussed in [11] , the existence of many local optimum makes the search for optimal parameters difficult. Algorithms such as simulated annealing, have been proposed to overcome this problem, although these are very computationally demanding. If we fix the value of c and vary the values of a and b, we can show the corresponding value of sum of squares of error (SSE = n i (Y ij (a, b, c = 3.5) − Y ij (a = 0.25, b = 0.5, c = 3.5))) in Fig. ( 4.1) . As we can see from Fig. ( 4.1) , the features of the surface of SSE include "ripples" due to changes in the shape and period of the limit cycle and breaks due to bifurcation, or sharp changes in behavior. Various scales of noise are added to the experiments. Measurements are generated by adding random noise N(0, σ 2 ) with standard deviations σ of 1.0,0.1,0.01. We generate 200 equally distributed observations in the time range [0, 20] . We also provide some comparisons with other existing state-of-the-art methods for parameter estimation: 1) diffpar (differential equations with unknown parameters) [8] , which uses a Gauss-Newton method to search for the optimal solution; 2) A multilevel Coordinate Search (MCS ) algorithm by Huyer and Neumaier [18] which is an intermediate approach between a purely heuristic method and one that allows an assessment of the quality of the minimum obtained. It has an initial global phase after which a local procedure, based on an SQP algorithm, is used; 3) The unconstrained Evolution Strategy (uES ) which is a (µ, λ)-ES evolutionary optimization algorithm developed by Schwefel [30] . We report the results in Table. ( 4.4) and Table ( 4.5) , in which, accuracy and efficiency are demonstrated, respectively. In this test, only one run was made fore each problem.
We can see that both MDCE and MCCE are effective and efficient. Also, the comparisons shows that diffpar requires less time, but is less accurate than the heuristic methods MCS and uES. However, our modified methods can achieve both accuracy and efficiency.
As is well-known, optimization methods may perform poorly when too few samples are provided. We generate less dense samples (50 observations) , and also add noise. Fig.  ( 4.2) shows the results of fitted trajectories with different scales of noise using MDCE (It is almost the same using MCCE so we omit it) . We can see that our methods can capture the underlying structure of the true trajectories, even when the observations are sparse and noisy. Table. ( 4.6) shows that the other methods perform considerably worse when there are only a few sample observations. However, our methods can still obtain reliable results in this case.
Calcium Ions Simulation Problem
Calcium ions are an important second messager substance in eucaryotic cells. It is known that, calcium ions plays a significant role in the cellular information processing system. It has been observed that the concentration of the cytoplasmatic calcium ions may exhibit oscillations. This has been modeled in [21] for a specific set of parameters and reported complex or chaotic behaviour. The main stages of the calcium signalling pathway are activation of the phospolipase C (PLC) enzyme by the activated G α unit of a G-Protein linked receptor.
For the following simulation study we used the most complex mathematical model presented in [21, 25] . This model consists of four state variables representing the concentrations of: 1) the active G α unit, G * α ; 2) the active PLC, P LC * ; 3) the free calcium in the cytoplasm, Ca cyt and 4) the calcium in the endoplasmatic reticulum, Ca er . The dynamics of the model is then given by the following system of differential equations: For this specific parametrization, the solution of (4.3) can exhibit a limit cycle. As initial values we use G * α (0) = 0.12, P LC * (0) = 0.31, Ca cyt (0) = 0.0058 and Ca er (0) = 4.3 to be fixed. We choose interval [0, 20] with the sampling interval set to △t = 0.1. This leads to 200 observation points. As in [25] , we chose some of the parameters to be estimated. We keep k 6 , k 10 , Km 3 fixed since their values are quite large compared to the others which makes them difficult to estimate. We estimate the remaining 14 unknown parameters.
We give results when there is no noise (see Fig. (4.3) ) . It is clear that, even with so many parameters unknown, our methods can still capture the underlying structure of the complex system. Also, we add different scales of noise. Similar to the section ( 4.2) , we set the variance of the noise σ = {1, 0.1, 0.01}. In Table ( 4.7) we also provide a comparison with the other three methods. We observe that our methods perform better even when the number of parameters is large. Other methods can easily break down when dealing with complex system due to the fact that they either need good approximation of derivative which is sometimes impossible in complex system, or they require a prohibitive amount of CPU time. 
Kermack-McKendrick Problem
In this section, we apply our methods to a delay differential equation (DDE) . Since our methods require no information about the partial derivatives of the differential equations, we only need to apply an existing reliable DDE solver. We use the solver dde23.
In the literature of parameter estimation in differential equations, there is little to address the problem for DDEs. Here we give a comparison with a recently developed method of parameter estimation of DDEs [38] . The method is deterministic and uses sequential quadratic programming complied with delayed sensitivity analysis of the DDEs (SQPDSA). We test our methods on a classic Kermack-McKendrick model of an infectious disease with periodic outbreak [10, 9] . The problem is
with constant history function
for t ≤ 0. We set the delay terms τ * = 1 and ρ * = 10, for t in [0, 55] and the history function a = 5, b = 0.1, c = 1 for t ≤ 0 to specify the exact reference solution. The unknown parameters are Θ = {τ, ρ, a, b, c}.
The exact solution of this problem is unknown. Fig. (4.4.a) shows the approximate solutions which is periodic. Fig. (4.4.b) shows the fitted curve output by the proposed methods with no noise added. Also, we add different scales of noise and give a comparison with SQPDSA [38] (see Table ( 4.8) ).
Discussions
In this section, we discuss the effect of the parameter tuning in the proposed methods, as well as the choice of objective function in (1.5) .
The effect of N
In this section, we investigate the effect of the number of trial samples N, which has a significant effect on the efficiency of the methods. We conduct an experiment with the Barne's problem. We keep other parameter fixed, and only vary the number of samples N. Then Θ = (k 1 , k 2 , k 3 , a, b) is estimated. We compare the four methods in Fig. (4.5) . We can see that, as N increases, the accuracy of parameter estimation is improved. This is expected for the initial cross-entropy methods (DCE,CCE) . However, our modified versions can obtain high accuracy, even when N is small. This property, on the other hand, can reduce the computational cost needed to achieve a desired accuracy.
The effect of ρ
We also test the effect of ρ (the parameter used to define the "elites") on both accuracy and efficiency. An similar experiment is conducted: we keep N = 40 fixed for MDCE and MCCE, N = 100 for DCE and CCE; and we vary ρ from 0.1 to 0.9. The results presented in Fig. (4.6) demonstrate the sensitivity of ρ. It is not surprising that DCE and CCE produce a better accuracy as ρ increases. This is because DCE and CCE rely on the "elite" samples to update the parameters. For MDCE and MCCE, the situation is different, as ρ increases, the accuracy improves for a while and after a certain point, the accuracy does not improve. This is easy to understand. When ρ is very small and increases, the local evolution procedure will put more weight on the "best" samples, and the "bad" samples will enlarge the search space. All of these will increase the accuracy. But MDCE and MCCE degenerate to DCE and CCE, respectively, when ρ is large enough. In addition, we also test the effect of ρ on the CPU time. We can see that ρ can boost the convergence rate of DCE and CCE. However, when ρ is large for MDCE and MCCE, the convergence rate is slow due to the fact that we have to explore more "bad" samples in order to achieve good accuracy.
The effect of choices of objective function
Most methods choose the objective function in (1.5) as the square difference of the observations and fitted data. The main reason is that this objective function is differentiable and easy to analyze. Since we don't need any derivative information, the square form is not necessary for the proposed methods. Now we exploit the effect of different choices for the cost function in (1.4) or (1.6) . The generic p-norm is defined as and the corresponding objective function should be:
We pick different p to see the effect of distance function. We can see that when p is small, we can achieve better accuracy. This is not difficult to understand that small p can enlarge the difference of small y i numerically.
The case of partial observation
We also investigate our methods when only partial observation is available. Parameter estimation in the case of partial observation is a challenging problem and few researchers have addressed this problem. Discussion on the identifiability of the parameters in the case of partial observation is beyond the scope of this paper. Here we report the performance on the Barnes' problem, which is known to be well-posed. Table ( 
Conclusion
In this paper, we present a novel method for parameter estimation problem of ODEs and DDEs. We apply the cross-entropy algorithms in the context of differential equations for the first time, to our best knowledge. To overcome the prohibitive computation of cross-entropy algorithms, we provide a modification combining a local search technique. The modified cross-entropy algorithm can speed up the convergence rate and improve the accuracy simultaneously. We also design two different coding schemes:1) Discrete coding, which is easy to implement, and also fast to converge; 2) Continuous coding, which is more robust and accurate, though it suffers from relatively slow convergence rate. Extensive numerical experiments on real-world problems illustrate the effectiveness of the proposed methods. Our methods are comparative to most existing state-of-the-art approaches on some benchmark problems for parameter estimation. The experiments show three main advantages of the proposed methods: 1) They are robust to noise of observation points; 2) They are not sensitive to the number of observation points, while most existing approaches are; 3) The proposed methods can be generalized to large number of parameters. We also briefly discuss the effectiveness of the proposed methods when partial observations are available. Future work will focus on the extension of the use of cross-entropy methods to stochastic differential equations with parameters.
