The double domination number of G, denoted by γ ×2 (G), is the cardinality of a smallest double dominating set of G. A graph G is said to be double domination edge critical if γ ×2 (G + e) < γ ×2 (G) for any edge e / ∈ E. A double domination edge critical graph G with
Recently, the matching and factor properties in critical graphs with respect to domination have received more attention (see, [1-5, 7, 10, 14-15, 21-24] ). A graph G is r-factor-critical if G − S has a perfect matching for each set S of r vertices in G. If r = 1, the graph is said to be factor-critical and if r = 2, the graph G is called bicritical. A double dominating set (DDS) of G is defined in [12] as a subset S of V (G) such that |N [v] ∩ S| ≥ 2 for every vertex v of G, where N [v] is the set of the vertex v and vertices adjacent to v in G. The double domination number γ ×2 (G) of G is the cardinality of a smallest double dominating set of G. A graph G is called double domination edge critical, or just γ ×2 (G)-critical, if γ ×2 (G + e) < γ ×2 (G) for each edge e ∈ E(G). If γ ×2 (G) = k, a γ ×2 (G)-critical graph is said to be k-γ ×2 (G)-critical. In [22, 23] the matching properties of double domination edge critical graphs were investigated, we proved that G has a perfect matching if G is a connected K 1,4 -free 4-γ ×2 (G)-critical graph of even order ≥ 6 with an exceptional family of graphs; G is bicritical if G is either a 2-connected claw-free 4-γ ×2 (G)-critical of even order with minimum degree at least 3 or a 3-connected K 1,4 -free 4-γ ×2 (G)-critical graph of even order with minimum degree at least 4. In this paper we show that G is 3-factor-critical if G is a 3-connected claw-free 4-γ ×2 (G)-critical graph of odd order with minimum degree at least 4 except a family of graphs.
For notation and graph theory terminology we in general follow [8] . Specifically, let G be a finite simple graph with vertex set V (G) and edge set E(G). represent the minimum degree of G. As usual, K m,n denotes a complete bipartite graph with classes of cardinality m and n; K n is the complete graph on n vertices, and C n is the cycle on n vertices. For S ⊆ V (G), the subgraph of G induced by S is denoted by G [S] . A graph G is said to be K 1,r -free if it contains no K 1,r as an induced subgraph. In particular, K 1,3 -free is also called claw-free. The complement of G, denoted by G, is the graph with vertex set V (G) such that two vertices are adjacent in G if and only if the vertices are not adjacent in G. The diameter of G is the greatest distance between two vertices of G, denoted by diam(G). A cutset of a connected G is a subset S of V (G) such that G − S is disconnected. For S ⊆ V (G), we shall denote by ω(G − S), the number of components of G − S and by o(G − S), the number of odd components of G − S. A subset S of V (G) is called an independent set of G if no two vertices of S are adjacent in G. The independence number of G, denoted by α(G), is the cardinality of a largest independent set of G. A set of pairwise independent edges in G is called a matching of G. A matching is perfect if it is incident with every vertex of G.
For a fixed positive integer k, a k-tuple dominating set of G is a subset S of V (G) such that
the minimum cardinality of a k-tuple dominating set of G. In particular, when k = 1, 2, 1-tuple domination and 2-tuple domination are the ordinary domination and double domination, respectively. The concept of k-tuple domination in graphs was introduced and studied in [12] .
For more results on the k-tuple domination, we refer to [6, 9, 11-13, 16-18, 19-21, 25 ].
Preliminaries
In this section we state some results that are useful in the proof of our main results. For an edge uv ∈ E(G), we shall denote by D uv a minimum double dominating set (MDDS) of G + uv throughout this paper.
By the definition of γ ×2 -criticality, the following observation follows immediately. Observation 1. If G is a γ ×2 -critical graph and uv ∈ E(G), then D uv contains at least one of u and v. Furthermore, if γ ×2 (G + uv) = γ ×2 (G) − 2, then D uv contains both u and v.
Lemma 2. ([21])
A graph G with diam(G) = 3 is 4-γ ×2 (G)-critical if and only if G is the sequential join K 1 + K s + K t + K 1 for positive integers s and t.
The sequential join, as defined by Akiyama and Harary, for three or more disjoint graphs
In [23] Wang and Shan proved the following two results. Furthermore, the following results are useful in the proof of our main result. The first result is proved by Wang and Kang in [22] and the second result is due to Favaron [10] . 
Main result
In this section we shall show that G is 3-factor-critical if G is a 3-connected claw-free 4-γ ×2 (G)-critical graph of odd order with minimum degree at least 4 except a family H of graphs.
For convenience, let us introduce more notation and terminology. If If G is not 3-factor-critical, then there exists a subset S ⊆ V (G) such that |S| = 3 and G − S contains exactly two odd components.
Proof. Since G is not 3-factor-critical, there exists a subset S ⊆ V (G) with |S| ≥ 3 such that o(G − S) > |S| − 3 by Theorem 2. But, by Theorem 1, G is factor-critical, and so
If |S| = 4, by Lemma 3, then G − S has no even components and ω(G − S) = 3. Let
. Now consider the graph G + ab. By Lemma 4, |D ab ∩ {a, b}| = 1 and |D ab | = 3. Without loss of generality, assume that a ∈ D ab .
In order to doubly dominate
− {b} is adjacent to both u 1 and u 2 . Moreover, b is adjacent to only one of u 1 and u 2 for otherwise {a, u 1 , u 2 } would be a
γ ×2 (G + ab)-set, a is adjacent to at least one of u 1 and u 2 . This implies that G contains a claw centered at u 1 or u 2 , a contradiction. Hence |D ab ∩ S| = 1. This implies that |D ab ∩ V (C 3 )| = 1 and V (C 2 ) = {b}. Without loss of generality, let u 1 ∈ D ab and c ∈ D ab where c ∈ V (C 3 ).
Moreover, since S is a minimum cutset of G, it follows that each vertex of S is adjacent to a vertex of each component of G − S. Recall that G is claw-free. Thus G − S has no even components, and so G − S contains exactly two odd components. ✷ Let G be defined as that in Lemma 7, S = {s 1 , s 2 , s 3 } and {C 1 , C 2 } be two odd components
We have the following lemma.
If G is not 3-factor-critical and diam(G) = 2, then the following statements are true:
There exists at least a pair of A i and A j such that A i ∩ A j = ∅, where 1 ≤ i = j ≤ 3; (4) There exists at least a pair of B i and B j such that B i ∩ B j = ∅, where 1 ≤ i = j ≤ 3.
Proof.
(1) The statement (1) directly follows, because G is claw-free and S is a minimum cutset of G.
(2) Suppose not, without loss of generality, let
. Clearly, the distance between u and v is more than 2, which contradicts our assumption that diam(G) = 2. So the statement (2) holds.
(3) Suppose to the contrary that A i ∩ A j = ∅ for 1 ≤ i = j ≤ 3. Choose a 1 ∈ A 1 and
s 1 ∈ D a 1 b 1 , so that a 1 can be doubly dominated. But this implies that A 2 and A 3 can not be
, then a 3 is adjacent to at least one of s 1 and s 2 to doubly dominate a 3 . This
So the statement (3) follows.
(4) We can show that the statement is also true by a similar argument that used in the proof of the statement (3). ✷
The family H of graphs is defined as follows: For odd integer r ≥ 3, let
and 
Proof. Let S, C 1 and C 2 be defined as before. Suppose not, without loss of generality, let Since
By Lemma 8 (4), we may assume that B 1 ∩ B 2 = ∅. Let x ∈ B 1 ∩ B 2 and consider the graph G + ax. 
contradiction. Hence |D ab 1 ∩S| = 1. Notice that xs 3 / ∈ E(G)
Thus each vertex of V (C 1 ) is adjacent to s 1 while each vertex of V (C 2 ) − {b 1 } is adjacent to both s 1 and b 2 . If
. This implies that {s 1 , s 3 , b 2 } is still a DDS of G, a contradiction again.
− {x} is adjacent to both s 1 and s 3 , i.e., (V (
follows that s 2 / ∈ D ax 1 and |D ax 1 ∩ {s 1 , s 3 } ∪ (V (C 2 ) − x 1 )| = 2. Then, since V (C 2 ) = B 1 and
] is complete, D ax 1 is a DDS of G, this is a contradiction. If D ax = {a, s 2 , s 3 }, then we can reach a contradiction by similar arguments. This implies that |D ax ∩ S| = 2 is impossible.
for otherwise D ax would be a DDS of G. But then a claw would occur at s 1 or s 2 in G, a contradiction. Hence, s 3 ∈ D ax . To doubly dominate V (C 2 ) − {x}, we have
Thus xx 3 ∈ E(G) and each vertex of V (C 1 ) is adjacent to s 3 while each vertex of V (C 2 ) − {x, x 3 } is adjacent to both x 3 and s 3 .
Now we consider G + ax 3 . By Lemma 5, |D ax 3 | = 3 and D ax 3 ∩ S = ∅.
Case 2.1. |D ax 3 ∩ {a, x 3 }| = 2.
In this subcase, we have |D ax 3 ∩ {s 1 , s 2 }| = 1. Without loss of generality, assume that s 2 ∈ D ax 3 . Then D ax 3 = {a, s 2 , x 3 } and each vertex of V (C 1 ) is adjacent to s 2 while each vertex of V (C 2 ) − {x 3 } is adjacent to both s 2 and x 3 . Furthermore, s 2 x 3 / ∈ E(G). Note that s 2 s 3 ∈ E(G), because D ax = {a, s 3 , x 3 } and D ax doubly dominates s 2 in G + ax. Choose y ∈ V (C 2 ) − {x, x 3 } and consider G + ay. Suppose |D ay ∩ {a, y}| = 1. Then a ∈ D ay because
, and so D ay ⊁ ×2 {x}. Hence |D ay ∩ S| = 1. By similar arguments above, we obtain D ay ∩ {s 2 , s 3 } = ∅.
To doubly dominate y, we have |D ay ∩ {x, x 3 }| = 1. If x ∈ D ay , then x 3 s 1 , s 1 s 3 ∈ E(G), which implies that S is a DDS of G, a contradiction. Hence x 3 ∈ D ay . To doubly dominate s 2 , we see that s 1 s 2 ∈ E(G) as
. This means that S is a DDS of G, a contradiction. Therefore, |D ay ∩ {a, y}| = 2.
Then D ay ∩ S = {s 1 } by Lemma 5. Thus each vertex of V (C 1 ) is adjacent to s 1 while each vertex of V (C 2 ) − {y} is adjacent to both y and
can obtain s 1 s 2 , s 1 s 3 / ∈ E(G) for otherwise S would be a DDS of G. By Lemma 8 (1), G is isomorphic to H r,3,3 , a contradiction. Hence |D ax 3 ∩ {a, x 3 }| = 2 is impossible.
In this subcase, clearly a ∈ D ax 3 and
Thus each vertex of V (C 2 ) − {x, x 3 } is adjacent to both s 1 and s 2 , and so
is adjacent to s 2 and (V (C 2 ) − {x, x 3 }) ⊆ B 2 ∩ B 3 . Since x 3 is adjacent to each vertex of
s 2 can be doubly dominated in G + ax. Choose y 1 ∈ V (C 2 ) − {x, x 3 } and consider G + ay 1 .
By an argument similar to that as in Case 2.1, one can arrive at a contradiction. Therefore,
Proof. By Lemma 1, diam(G) = 2 or 3. If diam(G) = 3, then, by Lemma 6, the assertion follows. We may now assume that diam(G) = 2.
Suppose to the contrary that G is not 3-factor-critical. Then there exists a subset S ⊆ V (G) such that |S| = 3 and G − S contains exactly two odd components by Lemma 7. Let S, C 1 and C 2 be defined as before. By Lemma 8 (3), without loss of generality, suppose that
Further, it follows from Lemma 9 that both
Thus there exist i and j such that B i ∩ B j = ∅ by Lemma 8 (4), where 1 ≤ i = j ≤ 3. We next consider the following two subcases.
Take a ∈ A 1 ∩ A 2 , b ∈ B 1 ∩ B 2 , and consider the graph G + ab. If |D ab ∩ {a, b}| = 2, then
This implies that D ab is a DDS of G, a contradiction. Hence |D ab ∩ {a, b}| = 1. By the symmetry of structure of G, without loss of generality, we may assume that a ∈ D ab and b / ∈ D ab .
Clearly, we have D ab ∩ S = {s 1 , s 3 } or {s 2 , s 3 }. Because the both cases of D ab ∩ S can be discussed similarly, thus we may assume that D ab ∩ S = {s 1 , s 3 }. Then each vertex of V (C 2 ) − {b} is adjacent to s 1 and s 3 . Hence (V (C 2 ) − {b}) ⊆ B 1 ∩ B 3 , and so V (C 2 ) = B 1 .
Take b 1 ∈ V (C 2 ) − {b} and consider the graph G + ab 1 . Clearly,
∈ E(G) and bs 3 / ∈ E(G), a contradiction. Therefore,
s 2 s 1 , s 2 s 3 ∈ E(G) to doubly dominate s 2 . This means that S is a DDS of G, a contradiction.
So D ab 1 ∩ S = {s 2 , s 3 }. To doubly dominate s 2 and s 1 , s 2 s 3 ∈ E(G) and s 1 is adjacent to at least one of s 2 and s 3 , respectively. This implies that S is a DDS of G, a contradiction. Hence
implies that D ab 1 is a DDS of G, a contradiction. Hence Case 1.1 can not occur.
This means that D ab is a DDS of G, a contradiction. So D ab ∩ S = {s 2 }. By a similar argument, one reaches the same contradiction. Therefore, Case 1.2 is impossible.
Suppose first that B 1 ∩ B 3 = ∅. Choose u ∈ A 1 ∩ A 2 and v ∈ B 1 ∩ B 3 . Now consider G + uv.
We distinguish the following two subcases. 
By a similar argument that used in the proof of Case 1, one reaches the same contradictions. So s 1 / ∈ D uv 1 and s 3 ∈ D uv 1 .
Then each vertex in (V (C
to doubly dominae s 1 in G + uv 1 . This means that S is a DDS of G, a contradiction. Hence
uv / ∈ E(G). Thus D uv 1 = {u, s 1 , s 3 } and each vertex of V (C 2 ) − {v, v 1 } is adjacent to both
Then each vertex of V (C 2 ) − {v, v 1 } is adjacent to s 1 , and so B 1 ∩ B 2 = ∅. By applying an argument similar to that presented in the proof of Case 1, we can always reach a contradiction.
Suppose D uv 1 = {v 1 , s 1 , s 3 }. Then each vertex of V (C 1 ) − {u} is adjacent to s 1 and s 3 , which
Using a similar argument as in the proof of Case 1, one reaches a contradiction. So s 1 is not adjacent to any vertex in V (C 2 ) − {v}. Similarly, s 3 is not adjacent to any vertex in V (C 2 ) − {v}. Thus G − {s 2 , v} is not connected, which contradicts the assumption that G is 3-connected. Hence |D uv 1 ∩ S| = 1. To doubly dominate V (C 1 ) − {u}, we {s 1 }.
Take v 2 ∈ V (C 2 ) − {v} and consider G + uv 2 . If |D uv 2 ∩ {u, v 2 }| = 2, then |D uv 2 ∩ S| = 1.
Note that uv, s 2 v / ∈ E(G). in G + uv 2 , we see that |D uv 2 ∩ (V (C 1 ) − {u})| = 1, say u * ∈ D uv 2 ∩ (V (C 1 ) − {u}). It is easy to see that s 2 / ∈ D uv 2 as s 2 v / ∈ E(G) and u * v / ∈ E(G). Since ∩ 3 i=1 B i = ∅, s 1 v 2 / ∈ E(G), and so s 1 / ∈ D uv 2 . Therefore, s 3 ∈ D uv 2 . Then s 1 u * ∈ E(G) and s 3 u * ∈ E(G). Thus A 1 ∩ A 3 = ∅.
Recall that v ∈ B 1 ∩ B 3 . By a similar argument that used in the proof of Case 1, we can get the same contradictions. Hence |D uv ∩ S| = 2 is impossible.
