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ABSTRACT 
ThematrixA,v=(a,,,,,,),. ,,,., ,.,,,wherea ,,,,,, =m-lifmlnanda ,,,., ,=-1 
if m I n, has the determinant NIX I B n ~ (, p( n)/n, p the Mobius function, and thus is 
closely connected with the Riemann hypothesis, which is true if and only if det A,- = 
0( N! N- i/a+ ‘) for every E > 0 (Theorem 1). det A,v is the product of the eigenvalues 
A,, (1 < n 4 N - 1) of A,%,; therefore it might be of interest to find properties of these 
eigenvahres. A theorem of Gerschgorin shows immediately IX,, ( < N - l/N for 1 Q n 
< N - 1 (Theorem 2), and a discussion of the characteristic polynomial xjv( X) of A,, 
gives n < X,, < n + 1 for all n with at most N - 2fi exceptions. In particular, all 
natural numbers n such that N/3 < n < N/2 turn out to be eigenvalues of A,, 
(Theorem 5). The power sums of the eigenvalues have the property 
c % >1”+2k+ ... +(N-l)k forall k>O, 
ldrI<N-1 ~2”+3~+...+N~ for kgN’/’ and k>cNlog’N 
(Theorem 9), so that gz+V, defined by C’~Z: Xk, = C,l;ink + gx, ,%, Nk, is-with regard 
to n < X,, < n + l-a measure for the uniformity of the distribution of the eigenvalues 
X,, in comparison with their indices n. A Tauberian theorem shows that the values 
gt, ,v almost approach 1 (Corokry of Theorem 8), but Iimk _ ,gl,iv = 0. If the 
Riemann hypothesis is true, Theorem 1 might suggest X, - n + i, but formula (2) in 
the Corollary of Theorem 11 hints at a slight average shift of the X,‘s to n + 1. This is 
exemplified by the largest eigenvahre A,,,, of A, (Theorem 11): A,,,,, = N - 
[7(N)/S,logN][1+00og22N/logN)],where~~==nk.zq(k)-2.3,andin~(N)= 
O(log, N) the multiplicative structure of N is recovered. 
0. INTRODUCTION 
There are many assertions which are equivalent to the Riemann hypothe- 
sis (e.g. [4, 14.321, [l, p. 3351). We will add here one more, concerning the 
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= 
1 -1 1 -1 1 -1 1 ... 
2 -1 -1 2 -1 -1 
3 -1 -1 -1 3 
4 -1 -1 -1 
5 -1 -1 
6 -1 
-1 7 
N-l 
where 
6 = 1 for mln, n, I n 
1 0 for mtn, 
and which states: 
THEOREM 1. Riemann’s hypothesis is true if and only if 
det A, = O(N!N-‘/2+‘), N+ 00, 
for every positive E. 
For on the one hand, a simple calculation shows 
P(n) 
detA,=N! c -, p the Mijbius function, (0.1) 
1<nan: n 
and on the other hand the Riemann hypothesis is equivalent to the estimate 
c p(n) = O(N1/‘+‘) 
l<n<N 
[4, Theorem 14.25(C)], i.e.-via partial summation-to 
PL(4 c-- = 0(N-1/2+E). 
I<n<N n 
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The aim of this paper is to investigate the eigenvalues A i, . . . , AN_ 1 of the 
matrix A,. 
In Section 1 we prove 
/h,,<N_; (l<n<N-l), (0.2) 
and further, if the eigenvalues are indexed appropriately, 
n,<h,<n+l (0.3) 
for 1 < n < N - 1 with at most 2fi exceptions. In particular all natural 
numbers n in the interval N/3 < n < N/2 turn out to be eigenvalues of A,. 
It remains an open question whether eigenvalues of order greater than 1 exist; 
in any case all eigenspaces are onedimensional. 
Section 2 deals with the power sums 
N-1 
c A”, =: f nk-&,\,Nk. 
n=l n=2 
(0.2) shows directly 
lim g -1, 
k-.m k2N- 
and we prove 
1 
g, ,,<l-- 
Nk 
for all natural numbers k , 
gk,Na” for k < N’12 and k > cN log2 N. 
Probably g k. ,,, >, 0 is true for all k, and hence 
N-l 
lk+2k+ *.. +(N-l)k,< c Ak,~2’+3~+ ... +Nk, 
II=1 
which agrees well with (0.3). In any case the gk, N can become smaller than 
any positive E. 
156 FRIEDRICH ROESLER 
Looking at Theorem 1, at the inequalities (0.3), and at 
N-l 
“Yl (n + ;) - c,N!N-1’2, 
one may expect “on average” 
An -n+; (l<n,<N-1). 
But in Section 3 we give a representation of the characteristic polynomial 
xN( x) of A, from which follows 
N-l 
n (N- A,) - (N- l)!N_l?(N), 
n=l 
T(N) = O(log,N), 
contrary to the estimate 
N - 1 
,lJl {N-(n+i)} -c2(N-l)!N_“2, 
which hints at a slight shift of the values A, to the right in comparison with 
n + f . This can be exemplified by the largest eigenvalue h,,, := 
max 1 ~ R d ,+ 1 IX n 1, i.e. the spectral radius of AN: 
A max=N- {,logN r(N) (1+0( Z)l, 
where 
Z, = j@k) = 2.294856..., 
and in 
r(N)= n n (l-p-‘)-‘=O(log,N) 
PSllN l<r<s 
the multiplicative structure of N is recovered. 
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NOTATION. 
c(s) is the Riemann zeta function, 
p(n) is the Mijbius function, 
p denotes primes, 
p’ II n means: p’ I n and pt+’ t n, 
[y] denotes the largest integer < y, 
]a,b]= {x; a<x<b}, 
N,= {0,1,2 )...) k-l}, 
Q,(M)= {E; EcM, lE(=r}, 
i 
1 for x> 0, 
sgnx= 0 for x =O, 
- 1 for x < 0, 
C,C1,C2’... are positive constants. 
Eigenvalues and characteristic polynomial: 
h l,. . . , X N_ 1 denotes the eigenvalues of the matrix A,, 
157 
XN(X) = det(xZN-, - AN), 
The 7- and u-coefficients: 
1 
-_ 
‘k,N - Nk-1 c il.*.ik-l (k>l), TO,N=O, 
l<i,< <i,,=N 
i, I ‘. I it 
1 
u -- 
k,N - Nk c il”‘ik-l (kal), -1, %,N_ 
2<i,< ... GitGN 
i,I ... Iit 
S k,N = Nk%,ta 
7(N)= lim rk,N, 
k-+02 
%o,N = lim bk,N 
k+m 
uk = lim uk N 
N-cc ’ 
i 
1 k 
= - 
k,=2 ’ I-M 1) ’ 
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The coefficients g: 
gk= lim gk N, 
N+m ’ 
g:,N =I - gk,N. 
Partitions: 
9= {P=(Pj)j>lEN;P; Cj t rpjj < co} is the set of all partitions of 
natural numbers > 0, 
p* = Cj > ‘pi j denotes the number which is partitioned by p, 
P = Ej > 1Pj is the number of summands of the partition p, 
w(p) =FIj 2 I(pj!) denotes the weight of p, 
9, = { p E 9; p* = r } is the set of all partitions of r, 
We need several representations and estimates for the T- and a-coeffi- 
cients. The proofs can be found in the Appendix. 
LEMMA 1. 
(1) rk, N is multiplicative in N for every k > 1. 
(2) ( Tk, N)k ~ o increases wndonically. 
s l_pl-k-r 
c3) ~k,~\=~k,~~-‘+~~k-~,~‘=,r-1, l_p-’ . 
(4) T(N)= n fi(l-p-‘)P1=O(log,N). 
P”llN r=l 
(5) rk, N = T(N) + 0 
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LEMMA 2. 
(1) (ok, N)k > 0 decreases monotonically. 
(2) (Jk,N=bk+O 
The O-constant is independent of k. 
see 
(3) a,=f+o 
N-l 
(4) %,N = --@iv). 
1 k 1 
ic ii 
log 2/3 N 
(5) ak,N=a,,,+O 1-z 
k+- N 
(6) uk, A’ 
159 
_ k2\ +o{qgy-;)k(l+s, 
+ ~(logN)(log~~,)~ 
1. DISTRIBUTION OF EIGENVALUES 
THEOREM 2. The eigenvalues X 1,. . . , X hT_ 1 of A, lie in the closed disk 
K N_l_l,N(l) of radius N- 1- l/N and centre 1. In particular 
,A,,.N-; (l<n<N-1). 
Proof. Conjugation with the matrix 
‘-1 1 
-1 0 1 
-1 0 1 
H= -1 0 . . 
1 
,-; 0 
160 
gives 
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1 1 1 1 1 1 ..* 1 \ 
rz 2 2 2 
r3 3 3 
4 
B, = H-‘A,H = 
T4 
rs 5 
% 6 
‘N-1 N-l, 
where r,, = N - m[ N/m] denotes the smallest nonnegative remainder of N 
module m. We conjugate once more, multiplying the first row of B, by 
N/( N - 1) and the first column by (N - 1)/N, and we find that all eigenval- 
ues of AN lie in the union of the N - 1 disks: 
Kp,(l) with 
pI=(N-2& 
1 
N-l 
<N- 1- N =: p;, 
K,,,(m) with 
Pn, = T”, ~+m([~]-li~N-m-~=:p~, 2<m<N-1. 
Now 
KpC,(m) C KN-l-l/N(l) C KN-~/N(O) (1 d m G N- 1) 
proves the theorem. W 
THEOREM 3. 
(1) X&X> = (X - N)xN-I(x)+ h,(x), 
(2) X~(X)=xlgm<~&(X)n 
nomial x,dx) Of ANY 
m < j4 N(~ - j) for the characteristic poly- 
where x0(r):= 0, x&x):= 1, and 
i 
(N=l), 
hN( x) := 
1 
l<k<N,kIN 
~hd~~k<~CNb-.jJ W-11, 
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(4) iN(X) = c c 
n kj+l 
for g?!(X) = 
i>O l-k,,, <k,.c <k,GN l<j<i x-kj 
Proof. We subtract the first column from all other columns of the matrix 
XI,_ 1 - A, and obtain 
‘X-l 2-x -x 2-x --x 2-r -_x . . . 
1 x-3 0 0 -3 0 0 
1 0 x-4 0 0 0 -4 
1 0 0 x-5 0 0 0 
1 0 0 0 x-6 0 0 
1 0 0 0 0 x-7 0 
1 0 0 0 0 0 X-8 
. 
\ 
I i X-N ! 
(14 
and 
where H, results from the matrix in (1.1) by deleting the first column and the 
last row. Now the expansion of det H, by its last column is 
det H, = ( - l)“(x +2&-,, - 2) r-I (x-j) 
3<j<N-1 
+ ,<,FN k,N(-l)N+kk(detHk)k<~<N(x-j). . . 
With - det H, := 1 =: det H, we obtain 
(-l)“detH,= c k(-l)“(detH,)k<~<N(x-j), 
l<k<N, klN J 
and hN( x) := ( - l)Ndet H, gives Equation (1). 
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Division of (1) by n,, iGN(x - j) gives 
kN(4 = iii-,(4 + IN, 
and summation over 1 , 2 , . . . , N leads to Equations (3) and (2). 
Now we prove for every r > 0 
r-1 
k,(x)= c c i kj+l I-I- 
i=O l=k,+l <k,i ik,&Nj”l x-kj 
ki,,lkil ... Ik, 
+ c 
l&k.+, < <k,<N 
Rk,+,(x) Ifi1 2 * 
i 
k ,+,I Ik, 
We proceed by induction: For r = 0 this is Equation (3), and 
r-1 
k&> = c 
i=O l=k,+, ,c. <kl<NJ$li% I 
k ,+1i ... Ik, 
+ 
l= k+, <“. <k,GNJol 22 J 
k r+,~ Ik, 
+ c 
1-c L I < <k,<N 
k ,+, I I k, 
i=o l=k,+, 
<~.<,,Ji*$I 
I 
k ,+,I ... Ik, 
+ c 
1 
‘--r+l l<k 
c kr+2hk,+2(X) 
l<k,+, < <k,<N 
k ,+,I ... Ik, 
_ ,:A; kr+ I 
k r+, 
r kj+l 
U-I- 
j=l x-kj' 
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for the definition of h,(x) shows for N > 2 
R,(x) = & c khk(4. 
l<k<N,klN 
This is (1.2) for r + 1 instead of r. The second sum in (1.2) disappears for 
large r, and so we arrive at Equation (4). n 
THEOREM 4. For 1 G n f N, 
( - 1lN T(n) ( - ly’“’ 
(N_n),xv(n)=(-l)“-ln!- nz ([N/n] - l)! X[N/n](1)’ 
where 
Proof. The assertion is clear for n = 1, and we assume 2 < n < N. The 
equation 
xNb)= c 
i>o l=k,+, 
k r+,~ ... ‘k, 
in Theorem 3(4) shows that at most those summands on the right in which 
one of the divisors k l,. . . , ki equals n contribute something to xh,( n). 
Therefore we obtain 
Ii kj+l 
xN(n) = C C c j=l 
r>l i>O l=k,+l-c ..- <k =n 
n < k,-, 
k ,+,I 
<r ikI<N Jel(nekj) 
‘k,l ... Ik, 
j#r 
X(n- 2)!(N- n)!( - l)NPn 
164 
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(-UN 
tN_ n),xN(n){( - ‘)“b - 2)!) -’ 
= c 1 
r>l n=k,-e ik,gN 
k,~ ... Ik, 
xc c 
i>O l=k,+,< ... ik,,, 
k ,+,I... ik,+,ln 
r-l k’ 
c I-p.+ 
l-k;; ;.;.T,kk;dN/n j=l lekj 
r i 
x c 
i 
i>l l=ki< <k,in j=l n-kj * 
k, I I k, I n 
Theorem 3(4) shows that the first factor in this product is 
C-1) [N/n1 - 1 
b’/dl) = ([N/~] _ I)! XWd1)2 
and it follows that 
( - l)[N/“l 
x ([N/~] _ I)! XWdl)y(n)~ 0.3) 
where 
i>l l=k,i <k,<nj=l n-kj’ 
ki I I k, I n 
RIEMANN’S HYPOTHESIS 165 
To prove y(n) = {(n - 1)/n } 7(n) we use the result 
XN(N) = (N,l)!T(N) 
from the Corollary of Theorem 11 in Section 3: (1.3) says for n = N 
XN(N) = (N- 2)!Xl(l)Y(N)P 
and hence the Corollary gives {(N - 1)/N } r(N) = y(N) because of 
Xi(l) = 1. W 
THEOREM 5. 
(1) All natural numbers n in the interval ] N/3, N/2] are eigenvalues of 
A 
“;2, Zf 1 < n < N - 1 and if n is not an element of the sequence 
(1 N/mlL G m G N5 then the interval [n, n + l[ contains an eigenvalue of A,. 
(3) There are eigenvalues of A, in at least N - Z[fi] different intervals 
[n,n+l[, l<n<N-1. 
Proof. From Theorem 4 follows 
SexTAn) = ( - l)“-‘sgnxT~,nl(l), (1.4) 
where x>(x) := ( - l)NxN(x). 
(1): If N/3 < n < N/2, then [N/2] = 2 and xs( 1) = 0. Thus the assertion 
derives immediately from (1.4). 
(2): We assume n not to be an element of ([N/m]), 4 n, Q N, i.e. [ N/‘( n f 
l)] = [N/n]. If then x*,(n) # 0, (1.4) for n and n + 1 shows 
O#sgnx*N(n)=( -1)“P1sgnxT2T/nl(l) 
= ( - I)“- lsgn X~N,(n+l),w 
= - sgnx*N(n +l); 
hence there must be a zero of x%(x) in In, n + l[. 
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(3): Let (TV count the different numbers in the sequence ([N/m]), ~ ,,, c N. 
In regard to (2) it is sufficient to prove 
Now, r occurs in ([N/m]), 4 m G ,,, if and only if the interval I, = ] N/( r + 
l), N/r] contains a natural number m. In U, Q ~ <fiZr lie all rn such that 
N/( [m] + 1) < m G N. Hence there remain only [ N/([fl] + l)] numbers 771 
which lie in intervals I, for T > [J?s], and thus 
(YN < [@I + 
N 
[ 1 [&VI+1 < z[JIlr]. 
2. POWER SUMS 
In Section 1 we have seen that almost all eigenvalues X r, . . . , h + 1 of AN 
satisfy the estimate R < A, < rr + 1. This suggests the comparison of the 
power sums of the eigenvalues and those of the numbers n. 
THEOREM 6. ForkaO, N>2, 
N-l h' 
1 A”,= 2 nk-gk,NNk, 
II=1 n=2 
where 
k-l 
gk,Nckak,N- c uk-t,Ngi,N’ 
i=l 
REMARK. Equation ( *) and Theorem 2 immediately imply 
kl~mgk,h, = 1. 
(*> 
More interesting however seems to be the course of values of the finite 
sequence (gk, ~10 G k G dlog2N~ 
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Proof. Every set E E $3 @I,), 1~ T < k, i.e. every subset of {0,1,2,. . . , 
k - l} containing r elements, can be uniquely divided into sequences of 
maximal length of successive numbers modulo k, 
E=iJI m,,m,+1,..., m,;+r,-1}, (2.1) 
o=l 
so that t is as small as possible, and 
Let pE denote this partition of T: 
This defines a mapping 
and for p E ~7~ 
QJP) := I{ E E Q,@‘,); (k+(E) = P 1 1 
is the number of sets E with image p. We need three propositions. 
PROPOSITION 1. For 1 G T < k we have 
i 
k (k-r-l)! 
%r,k(~)= 4~) (k-T-i+ 
if r+p<k, 
0 if r+p>k. 
Proof. We represent E E tJ3 ,(I%‘,) in the standardized form (2.1) and 
observe that then 
E+:= u {m,,m,+l,..., m,+r,} 
0=1 
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is also a disjoint union of t sequences of successive numbers modulo k, and 
k>lE+(= i (ro+l)=r+&. 
0=l 
Now we identify the sequences {m,, m, + 1,. . . , m, + ru} with the arcs 
of the unit circle S’. If p =(~~)~>i is in PV and a,., k(E) = p, then exactly p 
such arcs belong to p, via the standardized representation of E in (2.1), and 
these arcs are disjoint in pairs. We remove them from Si, so that we get p 
gaps, i.e. open arcs. The length of such an open arc will be measured by the 
number of k th roots of unity lying on it. 
If we foresee for a moment the lengths of these gaps, there are 
,(p- l)! 
W(P) 
(2.2) 
different possibilities to place the arcs, which are given by p, on S1. But in 
every case we can choose the fi gaps in y(L, fi) different ways, where 
L = k - r - 6 is the number of the kth roots of unity lying in these gaps and 
y( L, ,Ti) denotes the number of sequences (a j)l ~ j Q F in N, such that a, 
+ . . . + aii = L. These sequences determine the lengths of the gaps between 
the removed arcs. 
Induction on m shows 
(2.3) 
for 
is the number of sequences (a i) such that a i = n, and the number of 
sequences (uj)lgj4m+lwithsum n is 
because u nr + i can take the values 0 1 , >..*, n. 
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Finally (2.2) and (2.3) imply 
k (k-r-l)! 
= o(p> (k-r - ,iS)! ’ 
PROPOSITION 2. Fork>landN>2 wehave 
N-1 
c A;= f T#+(N-~)~ 
ll=l n=2 
Proof. The definition of A, shows 
N-l 
c Ai=trA$= c II (ij6i,Ii,+,-1)’ 
n=l 2~i,,...,ic_,$~j”odk 
Now we arrange the k-ple products according to the number r (0 < r < k) of 
their B-factors: 
k-l 
trAk = N c ( -l)k+ c ( -l)k-TAr 
2gi,,...,i,_,<N r=l 
+ c i,...ik_l 
2~4,~ s~~_~=G(N 
i, I I i,-, I i, 
k-l 
=(-l)k(N-l)k+ c (-l)k-rAl+ c nk (2.4) 
r=l 2<n<N 
and 
A,= c C I3 (Csi.,a Ii,,,,) 
2 d i,, , ik_, 4 N E E \II,(wlk) IJ~ E E 
170 FRIEDRICH ROESLER 
E E %,.,(lW,) with Qr,k(E) = p, i.e. of the form (2.1) with 
i r” = p*, t = p: 
0=1 
supplies to A, the contribution 
for TV,..., rt are the summands of the partition p = ( pj)i a 1 of r. In view of 
Proposition 1 we therefore obtain 
A,= c +,,,(P)@‘- l)k-p*-p I-I sip:,,, 
P E 9, i>l 
and this, combined with (2.4), proves Proposition 2. 
Now we consider the polynomials 
F, = F,(x,, . . . , xk- 1) 
=,E~(k,‘_“k-l-~*L (k-p*-!)!XP, 
W(P) (k-p*-P)! 
where XP is used as an abbreviation for nj > Ixpj. Clearly, F, = 1, and 
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PROPOSITION 3. Fk=kx,_,-C:r12~k~l~iF~-Fk_l fmk,,2. 
Proof. First we observe that all monomials XP which occur on the right 
of the equation have exponents p E 9(k). For xkpl is XP with p = (P~)~~ r = 
(‘j,k-1)j.l; therefore ,6 + p* = l+(k - 1) = k. And x~_~_~F~ consists of 
monomials of the form Xp = x~_~_~X’ such that r = (T~)~>, E 9(i), so we 
get p=(~~+tij,~_~_~)~>~ andhence 
p+p*=(?+l)+(r*+(k-l-i))=?+r*+k-i 
<i+k-i=k. 
Now we take p E B(k), 
P* = c Pj,,j,, l<j,< ... <j,,<k-1, p,,>l,..., pj,>l, 
II = 1 
and compare the coefficients of Xp on both sides of the equation in the 
proposition. We distinguish three cases: 
(1) P+p*=k p,_l=l, 
(2) P+p*=k P/+~#L 
(3) fi + p* < k. 
(1): pk_i = 1 implies ,6 = 1, p* = k - 1; thus Xp = xkpl. The coefficient of 
i in Fk is k, and xk_i does not appear either in C:Z$_ l_i F, or in Fkp 1. 
(2): pk_i#l implies P~_~=O; thus l< j,< ... < j,,<k-2. Xp does 
not appear in Fk_l because of ,ii + p* = k, but it appears t times in 
Cb,,2XiFk-l-i, via the factorizations 
i.e. for i = j, ,..., j,. So we find as coefficient of Xp on the right-hand side 
.-(-#-l-P’ 
--&-p*-0, 
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for 6 + p* = k shows 
k pj,(k-l-j,)=(k-l)p-p*=kp-k=k(k-p*-1), 
II=1 
and (2.5) is also the coefficient of Xp in Fk. 
(3): XP appears in Fk_l with the coefficient 
.k-1 (k-p*-2)! 
(-q-2-p - 
w(p) (k - 1 -p* - p)! ’ (2.6) 
As in case (2), Xp occurs in Cf~fx~F~_~_~ exactly t times, here with the 
coefficient 
,,( _ l)(k-l-i,.)-l-pfu, k-l-j, {(k-l-j,)-p&-l}! 
o(P~,,) ((k-l- j,)-pTo,- P(o) I! 
(k - p* - 2)! 
(k - p* - P)! 
=( _p* 
(k - p* - 2)! 
IY Pj(k-1-j”) 
w(p)@-p*-F)! “=, ” 
=( _p* 
(k - p* - 2)! 
w(p)(k -P* - P)! 
{(k-l)p-p*). 
This and (2.6) show that the coefficient of XP on the right of the equation in 
Proposition 3 is 
-(_l)k-P’ 
(k-p*--)! 1 
-{(k-l)p-p*+(k-l)(k-p*-P)} 
(k-p*--)! W(P) 
k 1 ,,(k-p*-2) 1 
=(-l) - - (k_p*_p)! w(p)k(k-p*-l)’ 
which is also the coefficient of Xp in Fk. 
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Now we can finish the proof of Theorem 6: From Proposition 2 and the 
definition of Fk it follows that 
N-l 
c A”,= f nk-(N-l)kFk 
S 
2’N 
S% 
n=l PI=2 
(N- 1)2’“” ,,:;)k 
N 
= c nk-gk,,Nk 
n=2 
with g,,, = 0 and 
k a 1. 
Therefore we have 
g,,, = F,=~-;=u~,~, 
and Proposition 3 shows for k >, 2 
gk ~ _ tN-‘jk k-2 S 
I- 
Nk 
k ‘k>N _ c 
(N- 1)” 
k-r’N Fi( ,\‘:;j2,...] 
i=l (N-l)k-i 
S k,N k-2 Sk_i N (N-l)’ -- 
=k Nk i=lhT’;-’ N’ c 
Fi( ,:1”,,2 >.*.I 
k-l 
= k%,iv - c ak&i,Ngi,N’ 
i=l 
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To investigate the coefficients gk, N we first simplify them: With 
g, := lim g ,v+m k.N 
and according to Lemma 2(2), we find, in analogy to the recursion formula of 
Theorem 6, 
k-l 
gk=k”k- C Ok-igi (k>Q), (2.7) 
i=l 
where a, = 1 and uk = (l/k)Ri=,{(s) for k 2 1. The first gk-values are 
g, = 0, g,=l, g,=$r’-1=0.6449..., 
g,=o.5099..., g,=O.4406... . 
For in comparison with N small exponents k the g,‘s will prove to be fairly 
good approximations of the g,,, ‘s, but for large k this property disappears 
slowly: The next theorem implies lim, _ o. g, = 0, whereas we have seen that 
lim k-cmgk,N=l. 
THEOREM 7. 
gk=&{l+o(l)) fir k-co. 
Proof. First we observe that for k >, 2 
k+l 1 
l+-&(k)<l+-- 
k-l 2k’ 
and this implies that 
bk)k>O is decreasing, 
and further, that for k > 1 
Lc L L 
---<a,<--. 
k 2k-2k k 
(2.8) 
(2.9) 
(2.10) 
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Taking differences, (2.7) shows 
gk+l= i C”k-i- ak+l~~)g~+{(k+l)ak+l-kuk~’ (2.11) 
i=l 
This and (2.9) give by induction 
gk ’ o (k&l), (2.12) 
for 
(k + l)a,+ I - ku, > 0. (2.13) 
Now we prove 
gk<g2=ir2-l-co.65 (k > 2). (2.14) 
This is clear for k = 3 and k = 4. For k > 4 we proceed by induction, using 
(2.11): 
g k+l G c”k-l - 'k )+g,(~-~,-,)+~J-,{~(k+1)-1} 
=c g, +{uk-p- 6r (’ z- l)C7_r 
+LU(k +1) -l>}, 
and from (2.8) and (2.10) it follows that the value in the curly braces is 
negative for k > 4. 
Now we introduce the power series 
G(x) := c gk+lXk, S(r) := c (JkXk. 
k>O k>O 
(2.7) shows 
G(r)S(x) = c k,o[kI: t”k+I,Ix*=s’(x). c g, (2.15) 
We set 
s(x)-‘=: c a$, 
i>O 
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and equate the coefficients in G(x) = S’(r)S(x)-‘, which gives 
gk+l= j$o(j +l)uj+lak-jy (2.16) 
and in view of the estimate of the uj’s in (2.10) 
. 
(2.17) 
For 0 < x < 1 the estimate (2.10) gives 
S’(x) = C jujxj-l ={, C xj-l+ o(i) 
j>l j>l 
and with (2.15) we obtain for x t 1 
c gk+lXk= 
k>O 
g=&(log-( &jj{1+0(1)}. 
Because the series on the left has nonnegative coefficients, the Tauberian 
theorem of Hardy, Littlewood, and Karamata [3, p. 1291 gives 
K 
c gk= 
k=l 
for K-co. 
Differentiation shows, in view of (2.15), 
(2.18) 
{s(x)-‘}‘= -s(X)-‘%= -S(x)-‘G(+ 
x 
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By equating coefficients, we obtain 
j-l 
joj= - C ag. 
r=;a r I-” 
and, with the Holder inequality, for j 2 1 
1 i-1 
( i( 
i 
a:<-- ccl; cg; 1’ .2 
3 r=O r=l 
Now we can prove 
oj = 0( j-r’“). 
From (2.12), (2.14) and (2.18) we obtain for j > j, 
i i &1+g, ( I j c g, <0.7- r=l r=2 logj’ 
Next we choose c > 1 so that 
C2 
a‘? < - 
I’ ’ 
3 
for l=G j,< j, 
and find with (2.20), for j > ja, 
177 
(2.19) 
(2.20) 
(2.21) 
(2.22) 
CX; < 0.7- 1 j&* 
jlogj r=O 
If now j > jo, and (2.22) is valid for ail indices smaller than j, the last formula 
implies-because (~a = 1, OLD = - l- 
Z( &+o.,j .g, 
provided j, >, e 14’3. 
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(2.21) simplifies (2.17) to 
gk+l={m i: “j+O(k-“2). (2.23) 
j=O 
This is now used in the summation of the equations in (2.19): 
i ia, = - i gi y a, 
i=l ‘i 1 i=l r=O 
= -k ,$ gi{gj+l-i+"((j+1-i)~"2)) 
mt 1 
= - f ,$ gigj+l_i + 0 t: ipli2 
mr 1 i’ 1 i=l 
for 0 G gi < 1. As a consequence we obtain 
-cm i icx, = i gigj+l_i + O(j”“). 
i=l i=l 
Summation of the equations in (2.23) gives 
k k 
c gj=r, c j&k-j + O(k1’2); 
j=l j=l 
hence 
k-l 
{,k c aj- i gj={,k&aj+O(k1/2). 
j=O j=l j=l 
In view of (2.23) and (2.24) this means 
k k-l 
kg, - C gj = - C gigk-i ’ 0(k”2)> 
j=l i=l 
(2.24) 
(2.25) 
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and the sum on the right is nonnegative. This and (2.18) imply 
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C 
gkG log(k+l) (k > 1). 
But then 
k-l k 
C gigk-i G C2 C 
I 
i=l i=2 {logi}{log(k+2-i)} =’ 
and, with (2.25), 
kg,= 5 gj+O 
j=l 
This and (2.18) prove the theorem. 
THEOREM 8. 
with an O-constant independent of k and N. 
COROLLARY. gk,N=(l/logk){l+o(l)} ifk+oo andN>ek. 
Proof of Theorem 8. The recursion formulas for gk,N in Theorem 6 and 
for g, in (2.7) show 
k-l 
gk,,-gk=k(~k,,-“k)- c (ak-i,Ngi,N-ak~igi) 
i=l 
= k(u,,, - uk) 
k-l 
- iFl {(ak_i,,-~k-i)gi+“k-i,N(gi,N-gi)}’ 
By (2.12) and (2.14) we have 0 < gk < 1 for all k > 0, and this, in connection 
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with Lemma 2(2), gives 
k-l 
gk,N-gk= - c ak-i,N(gi,N-gi)-to 
i=l 
and further, because 0 < uj, N < 1 [Lemma 2(l)] 
k-l 1% z/3 N 
Igk,N-gklG c Igi,N-gi~+ck~~ 
i-l 
thereby proving the theorem inductively. n 
The Corollary is an immediate consequence of Theorems 7 and 8. 
THEOREM 9. 
(1) g k N<l-l,‘NkfirN>l, k>O. 
(2) gk:N > 0 if N > No, k < cN ‘/210g l/s N log i 1/2N. 
(3) gk,N >OifN>N,, k~{l.15/~(N)}Nlog2N. 
REMARK. The theorem states that for N > N, the left inequality of 
lk+2k+ . . . +(N-l)k<A;+A;+ ... +A$_l<2k+3k+ ... +Nk 
is always true, whereas the right one remains unproved for exponents k in an 
interval depending on N. 
Figure 1 shows plots of gk, N a g ainst k for two values of N. I am indebted 
to H. Stuis for these graphs. 
Proof. The recursion formula in Theorem 6 shows that for k >, 0, simi- 
larly to (2.1 l), 
gk+l,N= 2 t”k-i,N- ‘k+l-i,N)gi,N+ Dk+l,NI 
i=l 
(2.26) 
where 
D k+l,N=(k+l)ak+l,N-kok,No (2.27) 
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'k,N 
1 - 
50 100 
)k 
0.271-- 
IPk,N 
1 __ 
100 
>k 
N = 23 
N = 24 
FIG. I 
g,,, = 0 and g,,, = 1 - l/N is clear. Now, if assertion (1) is valid for all 
exponents < k, then with (2.26) and because (uk N)k ~ 0 is decreasing [Lemma 
W)12 
=l-G&l- uk,N) +(k + lh+~,N - uk,d 
1 
d I- -(I- (Jk,N) 
Nk 
1 
<l-- 
Nk+l ’ 
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(2): We cannot prove g,,, > 0 from (2.26) in the same way as we have 
obtained g, > 0 [i.e. (2.12)] from (2.11). The reason is that contrary to the 
differences (k + l)o,+ r - ka, in (2.13) the differences D,, 1, N here are 
negative for certain indices. 
Lemma 2(6) shows 
Dk+‘,~~~::;l_~)k~uk+l,~ 
+ o{ qyl- ;ik(l+ $) + ;(logN)(log2N)), 
and 
Hence, for all N and k, 
2/3 N k 
D -0 
1% 
k+l,N - + #ogN)hN) \ N I 
By (2.12) all g, are positive; thus by Theorem 7 
Cl 
gk ’ log( k + 1) 
for k > 1 and cr > 0. 
Theorem 8 states 
gk,N=gk+’ 
i 
1% 2/3 N 
Nl-b@ 
i 
for k G log N, 
(2.28) 
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and hence 
G2 
gk,N>’ log(k+l) 
for N>,N,, k<logN, (2.29) 
if we choose cs > 0 small enough. 
In the case k > log N we proceed inductively in two steps: If log N < k < 
N1/3 and if gi,N > 0 for i < k, then g,,, = 1 - l/N, (2.26) (2.28), and 
Lemma 2 give 
gk+l,N 2 ;bk4,N - ‘k,N >+ Dk+l,N 
>5+0 1% 2’3 N k 
k2 N 
+ &logN)(lwzN) . I 
This certainly is positive for N >, N, as long as k < N ‘13. Finally, if N 1/3 < k 
G N/log N and N > N3, then-again under the assumption gi, N > 0 for i G k 
-(2.26), (2.29), Lemma 2, and (2.28) show 
gk+l,N a c bk-,,N- ak+lLi,N)gi,N+ Dk+l,N 
l<i<logN 
which is positive as long as 
k < c, N l/2 log ‘1’ N log, 1’2 N. 
To prove assertion (3) we use Theorem 11 of Section 3: In view of the fact 
that we have fairly well located in Theorem S(3) the eigenvalues hi,. . . , X ,,_ l 
of AN with at most 2[@] exceptions, equation ( * ) in Theorem 6 gives 
N N-l 
gk,,Nk= c nk- c Ak, 
n=2 n=l 
> Nk - 2fi]X,,Jk. 
184 
On the other hand Theorem ll(4) implies 
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for N > N, and k 2 {1.15/7(N)}N log2 N, because f{, < 1.15. w 
3. THE LARGEST EIGENVALUE 
THEOREM 10. 
(l) ~k~O("k,N-u& )={,logN+O(log;N). 
(2) Let g;, N = 1 - &, N’ Then 
=-&NlogN(l+O( g)] 
=O(NlogN). 
PTOOf. (1): 
c (ok,N-u,,,)= c ok,,+0 [Lemmata2(4), l(4)] 
k<K k<K 
= k$KUk+O(;10g2"N) [Lemma 2(2)] 
[Lemma 2(3)] 
=[,logK+O 
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[Lemma 2(5)] 
=O((log2N)(log~+;jj, 
c bk,N - %,N 
k>K’ 
,-o(kgK,(l-;jk(;+q) 
=o(~(l-~jK’+(log~~3N)(l- 
[Lemma 2(5)] 
1 I<’ 
-1 i N ’ 
Now we specify K = N/log N, K’ = N log N and add the equations. 
(2): The transcription of (2.26) for g&, instead of g,,, is 
g;+,,, = +, ((Jk4.N - uk+l-i,N)gT,N+(k+l)(uk,N-uk+l,N). C3.1) 
Then Theorems 6 and 9(l) show 
and we have IX,,/N 1 < 1 by Theorem 2. Hence the series in (2) is 
absolutely convergent, and (3.1) gives 
c &,l,N = 
k>O 
c ( 5 (“k-i,\-uk+ii,~)~~,\) 
k>O i=l 
+ ky + Wk,N - uk+l,N) 
= c t1 - um,N)g:N + c k(“k&,,N - uk,N); 
i>l k>l 
thus 
c * k>lgk.N = L c k(u,_l,N-uk,N). 
um,N k>l 
(3.2) 
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Further we have 
K-l 
= ks, bk,N - %,N 
[Lemma 2(5)] 
and hence 
c kbk-,,N - ‘k,N) = k~obk,~ - um,~). 
k>l 
This and (3.2) prove the first equation in (2) and, in connection with (1) and 
Lemma 2(4), also the second one. The third one then follows because 
7(N) > 1. H 
THEOREM 11. Let A,, = max,G,,GN_,JA.I denote the spectral radius 
of A,. 
(1) There is exactly one zero of xN( x) in the interval [N - 1, co[, and this 
is X,,,. 
(2) X,, is a simple zero of xN(x). 
(3) )hJ < x,, for all zeros x # A,,, of XN(X). 
(4) A,,, = N - i:EN{l+O( %)I. 
Proof. The radii of convergence of the series 
sNb) = c %,NXk~ 
k>O 
GN(X)= c gk+l,NXkp G&(x)= c &+l,NXk, 
k>O k>O 
DN(X)= c (“k-l,N-uk,N)Xk=l-(l-X)SN(X) 
k>l 
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are 
PS,(x) = 1, (3.3) 
PC,-(x) = 1, (3.4) 
N 
k(X) = x ’ 
PD,,cx,=l+ &. 
(3.5) 
(3.6) 
(3.3) is valid because according to Lemma 2(l), (u~,,,,)~~ a converges to 
(I cx) iv > 0. The remark following Theorem 6 says limk _ m g, h: = 1, which 
proves (3.4). From Equation ( *) in Theorem 6 we obtain ’ 
and in view of A,,, > N - 1 the Hadamard formula for the radius of 
convergence gives (3.5). 
Lemma 2(5) shows 
O<U k-1,N 
and hence in any case 
Further we have the identities 
GN(X)SN(X) = Sk(X), 
GW = j& -GN(X), 
G;(x) = D&(x) 
l- DN(x) ’ 
(3.7) 
(3.10) 
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(3.8) is a consequence of the recursion formula in Theorem 6, (3.9) comes 
from g:,h. = 1 - g,,,, and both together give 
1 %(x) GE+) = - - - = %(x) - (1- +ivb) 
Dksx) 
l-x s,(x) (1 -a&) = 1 -D&) ’ 
If x > 0 increases, so does D,(x); in particular 
D,(l) = 1 -a,,,. (3.11) 
Let x* denote that positive argument such that D,(x*) = 1. Then (3.10) 
shows 
x* = PC:,(x); 
hence in view of (3.5) 
N 
i 1 - =l. DN Lax (3.12) 
We integrate (3.10) from 0 to y, y < N/h,,,, and obtain 
k;l;g:,NYk= -h{l-D,(Y)). (3.13) 
The substitution y = 1 and (3.11) prove the first assertion of the Corollary. 
Theorem 6 says 
We take 1 y I> X ,,,=, add these equations for all k > 0, and divide by y: 
N-l 1 1 
c -= 
n=l y 
c &,Ng + NC’-’ 
-‘n k>O n=2 y-n 
(3.14) 
By integration we get 
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and finally 
y -+ cc says ca = 1, and with (3.13) we conclude 
(3.15) 
provided x > N - 1, which comes from (3.7). But Theorem 4 says 
lim x L Kp rx,,,( x) z 0, hence (3.15) shows 
lim D, N =co, 
xJA’-1 i i x 
which in connection with (3.7) proves (3.6). 
We substitute x = N in (3.15) and conclude with (3.11) and Lemma 2(4) 
(N-l)! 
xh’(N)=N(N-2)!{1-D<,,(l)} =N(N-~)!u,,~,= N r(N), 
which is the second assertion of the Corollary. 
(1): DN( x) increases for x > 0; hence (3.15) and (3.12) show that x N( r) 
has just one zero in ] N - 1, cc [, which is X ,,,ax. 
(2): Differentiation of (3.15) gives 
for D;(x) is positive if x > 0. Hence X,,, is a zero of XJX) of order 1. 
(3): (1) says that X,,, is the largest positive zero of X,,(X). Further we 
have X ,nax > N - 1, which implies that - X,,, cannot be a zero of X,,,(X) by 
Theorem 2. Assume finally that X = a + bi, b # 0, is a zero of modulus A,,,. 
Then D,(N/X) = 1 by (3.15), which is impossible, because we have 
DN( N/X,,,) = 1 and all coefficients of the series D,,,(x) are nonnegative. 
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(4): Dh(r) increases; hence the mean-value theorem shows for 1 + E = 
N/A ,,,a* 
fc I&(1+ E) - D,(l)} >, q,.(l). 
This implies 
and thus 
u I 
{Jog N +mgilog; N) 
[(3.11), (3.12), Theorem 10(l)] 
x 
On the other hand (3.14) with y = N is 
and with Theorem lO(2) we obtain 
The pairs a + bi of complex eigenvalues fulfill 
(3.16) 
1 1 N-a 
N-X+N-X -=2(N_a)2+b2’0y 
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for Ih 1 < N implies Ia I< N. Hence 
According to Theorem 5(2), each interval [n, n + 11, N/2 < 72 < N - 2, con- 
tains an eigenvalue of A,, and it follows that 
Now we can conclude 
and in view of Lemma l(4) the constant c disappears within the O-term on 
the left, so that we finally get 
N - Lax a {, log N 7( ) {1+0( %)I, 
which in connection with (3.16) proves the last assertion of the theorem. n 
APPENDIX 
Proof of Lemma 1. 
(I) is an immediate consequence of the definition of rk N, 
(2): rk+ 1, N 2 ‘k, N reads 
and this is valid because every chain i, I . . . I i,_ 1 on the right is part of a 
chainiil ... Iik_ilik=Nontheleft. 
192 
(3): 
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1 
-- 
rk,p' - s(k-1) c i, ‘. . ik_, 
P l<i,< .‘. <i,_,<p’ 
i,I ... lik_,lps 
+ C i,... i,_, 
l=i,die< ... <i,,-,<p’ I 
i, I I i,_ 1 I ps 
1 
= 
rk,p”m’ + s7kpl,p’. 
P 
The second equation then follows by induction on s. 
(4): The first equation follows directly from (3) if N = p” is a prime 
power, and then we use (1). The second equation is a consequence of 
c p Q ,1/P = mg, w 
(5): Equations (3) and (4) show for prime powers 
Further, 7(N) and Tk, ,,, are multiplicative in N and always > 1; hence in 
view of (2) and (4) we obtain for k >, 2 
O<r(N)- Q,N-(N) c {‘dPs)-7k,p’) 
ps II N 
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Proof of Lemma 2. (1): Clearly ul,,, = 1 - l/N < 1 = u~,~, and 
Nk+%J k+l,N = C i,--. i, 
<N 1 i, . . . ik_, = Nk+‘Uk,N. 
2gi,< ... <i,,<N 
i,l ... Ii, 
(2): We have u~,~ = 1 - l/N and u1 = 1, so we can assume k > 2. First 
we define, for real x > 1 and natural numbers k, 
1 
(&:= - Xk c il”‘ik-l 
l<i,C .‘. di,=Sx 
i,I ... Ii,, 
It is sufficient to prove 
For this implies 
1 
u,+‘=“k*,N--uk*-l,N- k -u +o N 
If k = 1, then a:,, = [xl/x = 1 + 0(1/r). If k = 2, (4.1) says 
1 x 
7 = [I 
21 7 
l<i, ‘1 
=:5(2)+o~‘og2’~(2x)i, 
which is valid by [5, p. 99, Satz 41. If k >, 3, we use the estimate 
c mknk-l L 
n,,n>l [ 1 mn = &(2)l(k + l)rk+’ 
(4.1) 
(4.2) 
+ o( Aog2’3( x + 1))) (4.3) 
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which will be shown for k > 2 and x > 0 and which implies: 
c n3 
k-3.. 
. n:-l 
i 
c 
dn3.. . nk-1) 
n,,...,n-,>l 11, / “2 2 1 n 1n2 1: 
= i{(2) . . . {(k)xk + O(Qk- ’ log2’3(2x)). 
It remains to prove (4.3): 
By [2, p. 1871 the inner sum is 
+k 
J 
x’nrlJ(u)u~-‘du + O(l), 
1 
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where $( y ) = y - [y] - i. We substitute and obtain the following four sums: 
=c c 
k+l 
l<n<x 
;{i(k+l)+O([q)k]} 
= &“(“)r(k + l)xk+’ + O(xk), 
=~k~<~<~~o(log2/3(x+1)) [5,p.88] 
. , 
=O(xklog2’3(X+1)), 
S,= C nkel 
I<n<x 
c kjlr’nr$(u)uk-ldu 
l<r<x/n 
=k c nkel *‘n~(u)uk-‘du 
l<fl<X 
J 0 
+k c nkpl 1 
l<fl<* 
yr~(U)&Qu + O(Xk) 
Z<r<x/n 1 
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and, because the first sum is O(log2/3(x + 1)) (again by [S, p. 881) and the 
second one is 0(X,, “GXl/n), S, is 
= kjJIlu”do)O(log2/“(x + 1)) 
+k 
=O(Xklogz’3(X+1)). 
S,= C nkpl c o(1) = O(P). 
l<n<x l<r<x/lI 
Taking all sums together, we obtain (4.3). 
(3): 
1, - ri l(s) = ir w( I-I SW - 1) 
s=2 s=2 s>k 
=O[~k(l+;)li 
= 0 exp c C 2- 
( i s>k sj -lj=# 
(4) follows from (1) and Lemma l(S), when we observe that 
(5): In connection with (l), (2), (4), and Lemma 1, Equation (4.4) implies 
uk,Npl - ;(‘t”) - ‘k,N) 
+ $t’(“) - ‘k4.N) (4.5) 
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which proves the first estimate in (5). Equation (4.5) in connection with (4) 
and Lemma 1 shows 
O<a,,,-a,,,< *(uk,N_l- %,N-1)
+ c IogA3N > 
N22k 
and hence successively 
dV;- I 
i i 
1 
uk,N - %,N L <clog,(3N) c nk-’ 3 + ; 
n=l 
(6): From (4.4) we obtain with Lemma l(5) 
uk,N - uk+l,N = bk,N-l- uk+l,NFl) 
Induction on N then gives 
uk,N k+l,ni + o 
i 
;(logN)(log,N) 
k+l,m - uk+l,N > 
;(logN)(log,N) 
i 
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Using 
rv ~ 1 
c 
,k-l= 
;p- qk+O((N+ k)(N- q-y [2, P. 1871, 
,,, = 1 
uk+l,,,, - uk+l,N- -0 by (2)1> 
and 
we finally conclude 
uk,N - ‘k+l,N = 
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