Abstract-This paper presents two novel low cost, double-and-triple-node-upset tolerant latch designs. First, a novel low cost and double-node-upset (DNU) completely tolerant (LCDNUT) latch design is proposed. The latch mainly comprises a storage module (SM) feeding back to a 3-input C-element. The SM mainly consists of eight input-split inverters. Since the inputs of the C-element cannot be simultaneously flipped, the latch tolerates any DNU in the SM. When a single node in the SM and the output node are affected, the latch can self-recover from the DNU. Second, to completely tolerate any triple-node-upset (TNU), by replacing the C-element in the LCDNUT latch with a two-level error-interceptive module constructed from triple C-elements, a novel low cost and TNU completely tolerant (LCTNUT) latch design is proposed. Simulation results demonstrate the robustness of the proposed latches. Furthermore, due to the use of a high-speed transmission path, the clock-gating technology and fewer transistors, the proposed LCTNUT latch reduces the delay-power-area product by approximately 99.39% and has a low sensitivity to the process-voltage-and-temperature variation effects, compared with currently the only TNU completely tolerant latch design.
INTRODUCTION
N the nano-scale CMOS technology, the electron devices in circuits and systems are becoming more sensitive to soft errors due to the aggressive scaling down of the feature sizes of transistors. Soft errors are typically caused by the striking of particles like neutrons, protons and heavy ions in space, alpha particles in packaging, and high-energy electrons [1, 2] . When an energetic particle hits the diffusion region of a reverse bias transistor of a storage module, the generated charge can be collected by the nearby junctions via drift and diffusion mechanisms, resulting in voltage transients referred as a single node upset (SNU). Besides, due to the aggressive decrease of node capacitances and node spacing, one particle striking may affect multiple nodes, resulting in a double-node upset (DNU) or even triple-node upset (TNU) through charge sharing [3] . Since any upset can cause date corruption, execution error, or even system crash in the worst case, there is a strong need to design upset tolerant or even self-recoverable storage modules for the purpose of constructing highly reliable large scale integration systems.
Radiation hardening by design (RHBD) is one of the most effective techniques to mitigate soft errors. In the last decade, researchers have mostly focused on the radiation hardening for memory cells [4, 5] , flip-flops [6, 7] and latches [1, [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] using RHBD techniques like multiplemodular redundancy, temporal redundancy, and so on. This paper mainly focuses on these latch designs. In these latch designs, some are only SNU-hardened [8] [9] [10] [11] [12] [13] [14] [15] and some are simultaneously hardened for both SNU and DNU [16] [17] [18] [19] [20] [21] . As far as we know, there is currently only one design that is simultaneously hardened for SNU, DNU and TNU [1] .
Among these SNU-hardened latch designs, some are only partially SNU-hardened since there is at least one node that can be flipped, which may cause invalid data retaining like those in [8] [9] . Some are completely SNUhardened but there is at least one node that cannot selfrecover from an SNU though such a latch can still output correct data like the High performance, Low cost and Robust (HLR) design in [11] and those in [10, [12] [13] [14] . Some are completely SNU self-recoverable, such as the designs referred as HLR-CG1/CG2 in [11] and the selfRecoverable, Frequency-aware and Cost-effective (RFC) design in [15] . Among these DNU-hardened latch designs, some are only partially DNU-hardened [16] and some are completely DNU-hardened [17] [18] [19] [20] [21] , in which the designs in [18] [19] [20] [21] are completely DNU self-recoverable. As for currently the only one design in [1] that completely tolerates any TNU, there are some problems, such as not being completely DNU self-recoverable and having high cost penalties.
In this paper, novel low cost, DNU and/or TNU completely tolerant latch designs are proposed. First, using eight input-split inverters, a storage module is constructed for keeping values. By feeding back three specific nodes in the storage module to a 3-input C-element, a novel Low Cost and DNU completely Tolerant (LCDNUT) latch is proposed. Since all the inputs of the C-element cannot be simultaneously flipped, the latch tolerates any DNU in the storage module. If one node in the storage module and the output node are affected, the latch can self-recover from the DNU. Second, a novel low cost and TNU completely tolerant latch design is proposed by replacing the C-element in the LCDNUT latch with a twolevel error-interceptive block constructed from three Celements. Due to the use of the high-speed transmission path, the clock-gating technology and fewer transistors, the costs of these latch designs are also low. Simulation results demonstrate the robustness, low cost and low sensitivity to the process-voltage-and-temperature variation effects for the proposed latch designs.
The rest of the paper is organized as follows: Section II reviews some typical SNU/DNU/TNU hardened latch designs. Section III describes the implementation, normal working principles and fault tolerance verifications for the proposed latch designs. Section IV presents the evaluation and comparison results for overheads. Section V concludes the paper.
TYPICAL LATCH DESIGNS
In many hardened latch designs, the C-element [22] is widely used. A C-element outputs an inverted value if its inputs are identical and retains its previous value if its inputs are different. Fig. 1 shows the 2-input and 3-input C-elements. It is also easy to create a 4-input one. The Celement is also controllable by the system clock signals. Fig. 1 shows the clock-gating based C-elements. This section reviews typical examples of SNU, DNU and/or TNU hardened latch designs as shown in Fig. 2 including the FEedback Redundant SNU-Tolerant (FERST) [10] , RFC [15] , the so-called HRPU [16] , Double-Node Charge Sharing (DNCS) [17] , Double-Node Upset Resilient (DNUR) [18] , Non-Temporally Hardened LaTCH (NTHLTCH) [19] and TNU Hardened Latch (TNUHL) [1] .
To completely tolerate any SNU, the FERST latch in [10] mainly uses two interlocked feedback loops as shown in the left part of Fig. 2-(a) . The C-element in the right part is used for a voter. In this figure, the switches are transmission gates (TGs). As for clock signal connection to a TG, we take the TG between the nodes D and I1 as an example. Since it is marked with the negative system clock (NCK), the gate terminal of the pMOS transistor is connected to NCK and the gate terminal of the nMOS transistor is connected to the system clock (CLK). This rule is applicable for all designs in this paper.
To completely self-recover from any SNU, as shown in Fig. 2-(b) , the RFC latch in [15] mainly employs three interlocked C-elements, making it SNU self-recoverable. However, the latch is not DNU-tolerant since if the outputs of any two C-elements are flipped, it will retain invalid data. The HRPU latch in [16] mainly consists of four interlocked C-elements, as shown in Fig. 2-(c) , enabling the latch to self-recover from any SNU. However, the latch cannot completely tolerate any DNU since it will retain invalid data if I1 and I2 are flipped.
To completely tolerate any DNU, as shown in Fig. 2 -(d), the DNCS latch in [17] mainly uses a large feedback loop in the left part connected to a 3-input C-element at the output stage; however, the latch is not completely DNU self-recoverable.
To completely self-recover from any DNU, as shown in Fig. 2 -(e), the DNUR latch in [18] uses three delta cells, each being an RFC cell as shown in Fig. 2-(b) . However, the latch cannot completely tolerate any TNU (e.g. a TNU at <I2, I3, I4>). Similarly, the NTHLTCH latch shown in Fig. 2-f ) cannot completely tolerate any TNU either.
To completely tolerate a TNU, as shown in Fig. 2 -(g), the TNUHL latch in [1] mainly employs eight multipleinput C-elements and five inverters to construct many interlocked feedback loops to robustly keep data. However, the latch contains many node pairs that cannot selfrecover from a DNU and its costs are high.
PROPOSED LATCH DESIGNS

Proposed DNU Completely Tolerant Latch Design
Fig . 3 shows the schematic of the proposed Low Cost and DNU-completely Tolerant (LCDNUT) latch design. It can be seen from Fig. 3 that the latch is mainly constructed from a storage module in the left part and a clock-gating (CG) based error-interceptive 4-input C-element in the right part. The storage module consists of four input-split inverters (IINV1, IINV2, IINV3, and IINV4), four CGbased input-split inverters (CG-IINV1, CG-IINV2, CG-IINV3, and CG-IINV4) and four TGs (TG1, TG2, TG3, and  TG4 ). In the proposed latch, I1 to I8 are internal nodes for retaining data. D, Q, CLK, and NCK are the input, the output, the system clock, and the negative system clock, respectively. When CLK=1 and NCK=0, the latch works in transparent mode and all the TGs are ON. Assumed that D=1, i.e. I1=I3=I5=I7=1. In this case, the nMOS transistors in IINV1, IINV2, IINV3, and IINV4 are ON, resulting in I2=I4=I6=I8=0. This way, the signals of all the internal nodes in the latch can be determined. Furthermore, the CG-based transistors in the CG-based input-split inverters are OFF to prevent the formation of feedback loops in transparent mode so as to reduce current competitions on the internal nodes I1, I3, I5, and I7 so as to save power dissipation. On the other hand, since TG5 is ON and the CG-based transistors in the C-element are OFF, Q can only be quickly determined through TG5 (Q=D=1) and hence D to Q transmission delay can be reduced to improve performance.
When CLK=0 and NCK=1, the latch switches to hold mode. All the TGs are OFF and hence the internal nodes I2, I4, I6, and I8 currently retain their previous values. Meanwhile, the CG-based transistors in the CG-based input-split inverters are ON and hence the signals of the nodes I1, I3, I5, and I7 can only be determined by the signals of the nodes I2, I4, I6, and I8 through the CG-based input-split inverters. Subsequently, the signals of the nodes I1, I3, I5, and I7 feed back to I2, I4, I6, and I8. This way, the feedback loops can be formed in the latch to robustly retain data. On the other hand, Q can only be determined by the internal nodes I4, I6, and I8 through the C-element. Therefore, the latch can retain and output the correct value in hold mode.
Next, the SNU/DNU/TNU tolerance principles for the latch are discussed. Note that, we just take the example of storing 1 of the latch for all fault-tolerance discussions throughout this paper and at that time Q=I1=I3=I5=I7=1 and I2=I4=I6=I8=0. In general, only the principles for hold mode are analyzed.
First, as for the storage module of the latch, the SNU/DNU/TNU tolerance principles are discussed. In the presence of an SNU, due to the symmetry of the storage module, we consider the case where I1 is affected by the SNU. Since I1 is temporarily flipped, the nMOS transistor in IINV4 will be temporarily OFF. However, I7 is not immediately affected and I8 retains its previous correct value (I8=0) since the transistors in IINV4 are OFF. On the other hand, I3 is not immediately affected, thus the nMOS transistor in IINV1 is still ON and I2 outputs 0 (strong 0). The temporarily flipping from 1 to 0 of I1 results in that the pMOS transistor in IINV1 is temporarily ON, thus I2 outputs 1 (weak 1). However, the strong 0 of I2 can neutralize the weak 1 of I2, thus I2 is still correct (I2=0) and the nMOS transistor in CG-IINV1 is still OFF. Meanwhile, as mentioned above, since I8=0, I1 outputs 1 (strong 1). The temporal flipping from 1 to 0 of I1 results in that I1 outputs 0 (weak 0). However, the strong 1 of I1 can neutralize the weak 0 of I1, thus I1 is still correct. It can be seen that all nodes still retain their correct values. It can be found through a simple investigation that the storage module is completely self-recoverable from any SNU no matter what value (1 or 0) is stored.
Next, the DNU tolerance principles for the storage module are discussed. Due to the symmetry of the storage module, we consider three possible cases where a pair of nodes is affected by a DNU in the following.
Case D1: Since any node pair is constructed from two of the nodes I2, I4, I6, and I8, it is obvious that there are a total of six node pairs. Note that the node pairs <I4, I8> vs. <I2, I6>, <I8, I2> vs. <I4, I6> and <I2, I4> vs. <I6, I8> are symmetrical as shown in Fig. 3 . Hence, it is only necessary to consider the node pairs <I8, I2>, <I4, I8>, and <I6, I8> for the DNU tolerance discussions. Besides, since the node pairs <I8, I2> and <I6, I8> are also symmetrical, it is only necessary to consider the node pairs <I4, I8> and <I4, I6> for the DNU tolerance discussions.
Before a DNU occurs at the node pair <I4, I8>, I4=I8=0 and the pMOS transistors in CG-IINV1 and CG-IINV3 are ON. Hence both I1 and I5 output their correct values. When a DNU occurs at <I4, I8>, i.e. I4 and I8 are temporarily flipped from 0 to 1, the pMOS transistors in CG-IINV1 and CG-IINV3 are temporarily OFF. Hence both I1 and I5 can retain their previous values (I1=I5=1). Before a DNU occurs at the node pair <I4, I8>, I2=I6=0 and the pMOS transistors in CG-IINV2 and CG-IINV4 are ON. Hence both I3 and I7 output 1 (strong 1). When a DNU occurs at <I4, I8>, i.e. I4 and I8 are temporarily flipped from 0 to 1, the nMOS transistors in CG-IINV2 and CG-IINV4 are temporarily ON. Hence both I3 and I7 output 0 (weak 0). However, as for I3 and I7, the strong 1 of them will neutralize the weak 0 of them. As a result, they will still keep the correct values. As mentioned above, I1 and I5 are also correct. Therefore, I4 and I8 can self-recover from the DNU through IINV2 and IINV4, respectively. Similarly, when a DNU occurs at the node pair <I4, I6>, it can be found that the node pair can also completely selfrecover from the DNU.
On the other hand, in the case of 0 being stored, it can be found through a simple investigation that the storage module is completely self-recoverable from the DNU at <I4, I8>. However, the storage module cannot self-recover from the DNU at <I4, I6> and it can be found that I4 and I7 enter into undetermined states and I5 and I6 are flipped. In the following, similar discussions are presented. Note that, this paper defines an undetermined state as a state that it is neither the supply voltage value nor the ground value, though it looks like the supply voltage value or ground value in the subsequent simulation diagrams.
Case D2: Any node pair is constructed from two of the nodes I1, I3, I5, and I7, and obviously there are a total of six node pairs. The indicative node pairs are <I3, I7> and <I3, I5> according to Case D1. Since the analysis flow is similar to that of Case D1, the detailed discussions are omitted here except conclusions. The node pair <I3, I7> is completely self-recoverable from the DNU no matter what value (1 or 0) is stored. The node pair <I3, I5> cannot self-recover from the DNU. This is because I3 and I6 enter into undetermined states and I4 and I5 are flipped in the case of 1 being stored; I2 and I5 enter into undetermined states and I3 and I4 are flipped in the case of 0 being stored.
Case D3: Any node pair is constructed from one of the nodes I2, I4, I6, I8, and one of the nodes I1, I3, I5, I7, it is obvious that there are a total of 16 node pairs. Since the nodes I2, I4, I6, and I8 are symmetrical, it is only necessary to consider the node pairs <I1, I8>, <I3, I8>, <I5, I8>, and <I7, I8> for the DNU toleration discussions. Besides, since the node pairs <I8, I1> vs. <I7, I8> and <I8, I3> vs. <I5, I8> are symmetrical, it is only necessary to consider the node pairs <I8, I1> and <I8, I3> for the DNU toleration discussions.
When a DNU occurs at <I8, I1>, i.e. I8 is flipped from 0 to 1 and I1 is flipped from 1 to 0, the nMOS transistor in CG-IINV4 and the pMOS transistor in IINV1 will be ON. Since I6 is not immediately affected (I6=0), the pMOS transistor in CG-IINV4 is ON. Hence, I7 enters to an undetermined state since all transistors are ON in CG-IINV4. At this time, all transistors in IINV3 are OFF and I6 retains its previous value. Meanwhile, the transistors in IINV4 are OFF and hence I8 cannot self-recover. On the other hand, since I3 is not immediately affected (I3=1), the nMOS transistor in IINV1 is ON. Since the flipping of I1 results in that the pMOS transistor in IINV1 is ON, I2 enters into an undetermined state since all transistors are ON in IINV1. At this time, all transistors in CG-IINV1 are OFF and I1 has to retain the flipped value (I1=0). Meanwhile, the transistors in CG-IINV2 are OFF, hence I3 retains its correct value. Obviously, I4 and I5 also keep their correct values. Therefore, the DNU at <I8, I1> results in that I2 and I7 enter into undetermined states and I8 and I1 are flipped. Similarly, when a DNU occurs at <I8, I3>, it can be found that the node pair can completely selfrecover from the DNU.
On the other hand, in the case of 0 being stored, it can be found through a simple investigation that the storage module is completely self-recoverable from the DNU at <I8, I1>. However, the storage module cannot self-recover from the DNU at <I8, I3> and accordingly, it can be found that only the nodes I3 and I8 enter into undetermined states and I1 and I2 are flipped.
As mentioned above, the storage module can completely self-recover, or partially self-recover, or cannot selfrecover from a DNU. Next, the TNU tolerance principles for the storage module are discussed. Due to the symmetry of the storage module, we consider three possible cases where a node-list is affected by a TNU in the following.
Case T1: The adjacent triple-node of the storage module is affected by a TNU (e.g. <I1, I2, I3> and <I2, I3, I4>). When <I1, I2, I3> flips, the inputs and output of IINV1 (its nMOS turns OFF) flip. At this time, since I5 is not affected, the transistors in IINV2 are ON. Hence, I4 enters into an undetermined state. Meanwhile, CG-IINV2 cannot output the correct value since all transistors in CG-IINV2 are OFF. Hence, I3 retains the invalid value 0 and I2 cannot self- recover to its correct value 0 through IINV1 by I3. Meanwhile, the invalid value 1 of I2 in IINV1 feeds back to I1 through CG-IINV1 (its pMOS is still ON due to the correct I8), thus I1 enters into an undetermined state since all the transistors in CG-IINV1 are ON. Hence, I8 retains its previous value since all transistors in IINV4 are OFF. Therefore, the TNU at <I1, I2, I3> only results in that I1 and I4 enter into undermined states and I2 and I3 are flipped. Similarly, when a TNU occurs at the node list <I2, I3, I4>, it can also be found that I1 and I4 enter into undermined states and I2 and I3 are flipped.
On the other hand, in the case of 0 being stored, it can be found through a simple investigation that the storage module also cannot self-recover from the TNU at <I1, I2, I3> or <I2, I3, I4>. As for the TNU at <I1, I2, I3>, it can be found that I3 and I8 enter into undetermined states and I1 and I2 are flipped. As for the TNU at <I2, I3, I4>, it can be found that I2 and I5 enter into undetermined states and I3 and I4 are flipped.
Case T2: The separated triple-node of the storage module is affected by a TNU (e.g. <I1, I3, I5>, <I1, I4, I6> and <I1, I5, I7>). When <I1, I3, I5> flips, since I7 is not immediately affected (I7=1) and I1 flips from 1 to 0, I8 retains its correct value (I8=0) since the transistors in IINV4 are OFF. Meanwhile, since I5 flips from 1 to 0 and I7=1, the transistors in IINV3 are ON and hence I6 enters into an undetermined state. At this time, I7 still retains its correct value since all transistors in CG-IINV4 are OFF. On the other hand, the flipping of I2 from 0 to 1 results in that the nMOS transistor in CG-IINV1 is ON (the pMOS transistor in CG-IINV1 is also ON due to the correct I8), thus I1 enters into an undetermined state and the pMOS transistor in IINV1 becomes OFF. Meanwhile, the flipping of I3 from 1 to 0 results in that the nMOS transistor in IINV1 becomes OFF and hence I2 retains the flipped value (I2=1) since all transistors in IINV1 are OFF. Since I2 is flipped from 0 to 1, I3 cannot self-recover from the flipped value 0 to 1 through CG-IINV2 by I2, i.e. I3 retains the invalid value (I3=0) and the pMOS transistor in IINV2 becomes ON. Furthermore, the flipping of I5 from 1 to 0 results in that the nMOS transistor in IINV2 becomes OFF, thus IINV2 outputs an invalid value, i.e. I4=1. Hence, the pMOS transistor in CG-IINV3 becomes OFF. As mentioned above, I6 has entered an undetermined state, thus I5 retains the flipped value since all transistors in CG-IINV3 are OFF. Therefore, the TNU at <I1, I3, I5> results in that I1 and I6 enter into undermined states and I2 to I5 are flipped. Similarly, when a TNU occurs at the node list <I1, I4, I6>, it can be found that the node list can completely self-recover from the TNU. When a TNU occurs at the node list <I1, I5, I7>, it can be found that I2 and I5 enter into undermined states and I1, and I6 to I8 are flipped.
On the other hand, in the case of 0 being stored, it can be found through a simple investigation that the storage module cannot self-recover from the TNU at <I1, I3, I5>, <I1, I4, I6> or <I1, I5, I7>. As for the TNU at <I1, I3, I5>, it can be found that I5 and I8 enter into undetermined states and I1 to I4 are flipped. As for the TNU at <I1, I4, I6>, it can be found that I1, I4 and I5 enter into undetermined states and I6 to I8 are flipped. As for the TNU at <I1, I5, I7>, it can be found that I1 and I4 enter into undetermined states and I5 to I8 are flipped.
Case T3: The adjacent double-node with a separated node of the storage module is affected by a TNU (e.g. <I1, I2, I4>, <I3, I4, I7> and <I5, I6, I8>). When <I1, I2, I4> flips, I6 is not affected (I6=0). The flipping of I4 from 0 to 1 results in that the pMOS transistor in CG-IINV3 becomes OFF. Thus I5 retains its correct value (I5=1) since all transistors in CG-IINV3 are OFF. As a result, I4 outputs 0 (strong 0) through IINV2 due to I5=1. The flipping of I4 from 0 to 1 results in that I4 tends to output 1 (weak 1). However, the strong 0 of I4 can neutralize the weak 1 of I4, thus I4 retains its correct value (I4=0) and the nMOS transistor in CG-IINV2 is OFF. The flipping of I2 from 0 to 1 results in that the pMOS transistor in CG-IINV2 is OFF. Hence, I3 retains its correct value (I3=1) since all transistors in CG-IINV2 are OFF. Meanwhile, I2 outputs 0 (strong 0) through IINV1 due to I3=1. The flipping of I2 from 0 to 1 results in that I2 tends to output 1 (weak 1). However, the strong 0 of I2 can neutralize the weak 1 of I2, thus I2 retains its correct value (I2=0) and the nMOS transistor in CG-IINV1 is OFF. Since I7 is not affected (I7=1), all transistors in IINV4 will be OFF if I1 is flipped. As a result, I8 always retains its correct value (I8=0) and the pMOS transistor in CG-IINV1 is ON. At this time, since I2=0 as mentioned above, I1 outputs 1 (strong 1) through CG-IINV1. The flipping of I1 from 1 to 0 results in that I1 tends to output 0 (weak 0). However, the strong 1 of I1 can neutralize the weak 0 of I1, thus I1 retains its correct value (I1=1). Therefore, as for the TNU at <I1, I2, I4>, all nodes can completely self-recover from the TNU. Similarly, when a TNU occurs at the node list <I3, I4, I7> or <I5, I6, I8>, it can be found that the node lists can also completely self-recover from the TNU.
On the other hand, in the case of 0 being stored, it can be found through a simple investigation that the storage module cannot self-recover from the TNU at <I1, I2, I4>, <I3, I4, I7> or <I5, I6, I8>. As for the TNU at <I1, I2, I4>, it can be found that I5 and I8 enter into undetermined states and I1 to I4 are flipped. As for the TNU at <I3, I4, I7>, it can be found that I2 and I7 enter into undetermined states and I3 to I6 are flipped. As for the TNU at <I5, I6, I8>, it can be found that I1 and I4 enter into undetermined states and I5 to I8 are flipped.
From the above discussions, three important conclusions can be drawn for the storage module of the latch as follows.
(a) The storage module is completely self-recoverable from any SNU no matter what value (1 or 0) is stored.
(b) The storage module can completely self-recover, or partially self-recover, or cannot self-recover from a DNU. However, as for any DNU, two (let alone three and four) of the internal nodes I1, I3, I5, and I7 cannot be simultaneously flipped to wrong values and the other two nodes are correct. This is also true for the internal nodes I2, I4, I6, and I8, no matter what value (1 or 0) is stored.
(c) The storage module can completely self-recover, or partially self-recover, or cannot self-recover from a TNU. However, as for any TNU (let alone DNU), three (let alone four) of the internal nodes I1, I3, I5, and I7 cannot be simultaneously flipped to wrong values. This is also true for the internal nodes I2, I4, I6 and I8, no matter what value (1 or 0) is stored.
Second, as for the LCDNUT latch, the SNU/DNU tolerance principles are discussed. Obviously, the latch is SNU completely self-recoverable since the storage module is SNU completely self-recoverable. On the other hand, if one node in the storage module and Q are affected by a DNU, the latch can completely self-recover from the DNU since the storage module can firstly self-recover and then Q can self-recover. Besides, if two nodes in the storage module are affected by a DNU, the latch can tolerate the DNU (Q is still correct) since all the inputs of the Celement (i.e. I4, I6, and I8) cannot be completely flipped as mentioned in (c) of the three important conclusions for the storage module. Therefore, the latch tolerates any DNU. Fig. 4 shows the simulation results for the key SNU and DNU injections of the LCDNUT latch design. It can be seen from Fig. 4 that the LCDNUT latch can completely tolerate any key SNU and DNU since Q always retains the correct value. According to Fig. 4 , Table I shows the statistic results for the key SNU and DNU injections of the LCDNUT latch design. In Table I , the results A and B denote "Completely self-recoverable" and "Completely tolerant", respectively. It can be seen from Table I that any key SNU can get an "A" demonstrating that the LCDNUT latch is completely self-recoverable from any SNU. However, as for the 12 states for DNUs, there are 5 states of "B", meaning that the LCDNUT latch design cannot completely self-recover from any DNU but the latch can completely tolerate any DNU. Therefore, the following conclusions can be drawn.
(1) The latch can completely self-recover from any SNU, demonstrating that the storage module is completely selfrecoverable from any SNU no matter what value (1 or 0) is stored. FIG. 4 (2) The cases D1, D2 and D3 are validated. The latch can completely tolerate any DNU though the storage module can completely self-recover, or partially selfrecover, or cannot self-recover from a DNU.
(3) As for any DNU, two (let alone three and four) of the internal nodes I1, I3, I5, and I7 cannot be simultaneously flipped to wrong values (the worse case is that one is flipped and another one enters into an undetermined state, e.g. the DNU at <I4, I6> in Fig. 4 results in that I6 is flipped but I4 enters into an undetermined state, and meanwhile, I5 is flipped but I7 enters into an undetermined state) and the other two nodes are correct. This is also true for the internal nodes I2, I4, I6, and I8, no matter what value (1 or 0) is stored.
As mentioned above for Case D2, the DNU at <I3, I5> results in that I4 can be flipped no matter what value (1 or 0) is stored and hence the C-element enters into a high impedance state. At this time, if Q is simultaneously flipped, Q cannot self-recover through the C-element. In other words, the LCDNUT latch cannot tolerate the TNU at <I3, I5, Q>. Therefore, the latch cannot completely tolerate any TNU since a counter-example, i.e. the TNU at <I3, I5, Q>, can be easily found. In order to achieve complete TNU tolerance, we propose a novel TNU completely tolerant latch design in the following.
Proposed TNU Completely Tolerant Latch Design
Fig . 5 shows the schematic of the proposed Low Cost and TNU-completely Tolerant (LCTNUT) latch design. The main idea is to intercept the errors accumulated in the storage module. It can be seen from Fig. 5 that the latch is mainly constructed by replacing the CG-based 3-input Celement in the LCDNUT latch with a CG-based 2-input Celement (i.e. CE3) whose inputs (i.e. I9 and I0) are respectively connected to the outputs of two 2-input C-elements (i.e. CE1 and CE2). Other details are the same to that of the LCDNUT latch design. Next, the SNU/DNU/TNU tolerance principles for the LCTNUT latch are discussed. In the presence of an SNU, if the storage module or Q is affected, as discussed for the LCDNUT latch, the latch can completely self-recover from the SNU. If I9 or I0 is affected, since the nodes in the storage module correctly retain values, I9 or I0 can also self-recover. Therefore, the LCTNUT latch is completely SNU self-recoverable. In the following, we consider the four possible cases where a pair of nodes is affected by a DNU.
Case D1: This is the same as the Case D1 discussed for the storage module. Furthermore, as for a DNU, since three (let alone four) of I1, I3, I5, and I7 cannot be simultaneously flipped as mentioned in (c) of the three important conclusions for the storage module, the worse scenario is that either I9 or I0 is flipped and the other one of them is correct. Hence, CE3 can retain its correct value on Q, i.e. the latch can completely tolerate this kind of DNUs.
Case D2: This is the same as the Case D2 discussed for the storage module. It is also the same as the above Case D1 discussed for the LCTNUT latch. Hence, the detailed analysis for this case is omitted and we only provide the conclusion that the latch can completely tolerate this kind of DNUs.
Case D3: This is the same as the Case D3 discussed for the storage module. It is also the same as the above Case D1 discussed for the LCTNUT latch. Hence, the detailed analysis for this case is omitted and we only provide the conclusion that the latch can completely tolerate this kind of DNUs.
Case D4: Either no or one node is affected in the storage module. If no node is affected in the storage module, the two nodes affected by a DNU should be two of I9, I0, and Q (e.g. <I9, I0>). Besides, if one node is affected in the storage module, another node should be one of I9, I0, and Q (e.g. <I1, Q>). Obviously, the storage module can always retain correct values in this case and hence all nodes in the latch can completely self-recover from the DNU through the storage module.
As discussed above, the LCDTNUT latch can tolerate any DNU since Q is always correct although some nodes cannot self-recover from a DNU. In the following, we consider the four possible cases where a node-list is affected by a TNU.
Case T1: This is the same as the Case T1 discussed for the storage module. Furthermore, as for a TNU, since three (let alone four) of I1, I3, I5, and I7 cannot be simultaneously flipped as mentioned in (c) of the three important conclusions for the storage module, the worse scenario is that one of I9 and I0 is flipped and another one of I9 and I0 is correct. Hence, CE3 can retain its correct value on Q, i.e. the latch can completely tolerate this kind of TNUs.
Case T2: This is the same as the Case T2 discussed for the storage module. It is also the same as the above Case T1 discussed for the LCTNUT latch. Hence, the detailed analysis for this case is omitted and we only provide the conclusion that the latch can completely tolerate this kind of TNUs.
Case T3: This is the same as the Case T3 discussed for the storage module. It is also the same as the above Case T1 discussed for the LCTNUT latch. Hence, the detailed analysis for this case is omitted and we only provide the conclusion that the latch can completely tolerate this kind of TNUs.
Case T4: Two nodes are affected in the storage module, and simultaneously, one node of I9, I0, and Q is affected (e.g. <I3, I5, I9> and <I3, I5, Q>). As for any DNU in the storage module, according to (b) of the three important conclusions for the storage module mentioned above, two of the internal nodes I1, I3, I5, and I7 cannot simultaneously flipped to wrong values and the other two nodes are correct, resulting that I9 and I0 can always retain correct values through CE1 and CE2, respectively. However, if the third node I9 or I0 is affected, Q can retain its correct value since I9 and I0 cannot simultaneously be flipped. If the third node Q is affected, Q can self-recover through CE3 by the correct I9 and I0. Therefore, the latch can completely tolerate this kind of TNUs. Case T5: Either no or one node is affected in the storage module. If no node is affected in the storage module, the triple nodes affected by a TNU should be <I9, I0, Q>. Besides, if one node is affected in the storage module, another two nodes should be two of I9, I0 and Q. Obviously, the storage module can always retain correct values in this case and hence all nodes in the latch can completely self-recover from the DNU through the storage module. Fig. 6 shows the simulation results for the key DNU injections of the LCTNUT latch design. According to Fig. 6 , Table II shows the statistic results for the key DNU injections of the LCTNUT latch design. It can be seen that Fig.  6 is almost the same as Fig. 4 , and so does that for Table II vs. Table I, demonstrating that the LCTNUT latch is partially DNU self-recoverable and completely DNU-tolerant. Fig. 7 shows the simulation results for the key TNU injections of the LCTNUT latch design. Note that, in all the above simulations, a controllable double exponential current source model was used to perform all the SNU/DNU/TNU injections [15, 18] . The time constant of the rise and fall of the current pulse was set to be 0.1ps and 3ps, respectively. The worst case deposited charge was chosen to be up to 45fC for a single node, which was large enough since the purpose was to validate the circuit operation under extreme SNU/DNU/TNU conditions that might disturb circuit nodes. According to Fig. 7 , Table III shows the statistic results for the key TNU injections of the LCTNUT latch design. In Table III , the results A and B have the same meanings as mentioned above. It can be seen from Table III that any key TNU can get either an "A" or "B" demonstrating that the LCTNUT latch is partially TNU self-recoverable and completely TNU-tolerant.
COMPARISONS
For fair comparisons, the proposed latch designs and typical SNU/DNU/TNU hardened latch designs, namely the FERST [10] , RFC [15] , HRPU [16] , DNCS [17] , DNUR [18] , NTHLTCH [19] and TNUHL [1] were designed in the same 22nm CMOS technology using the predictive technology model (PTM) in [23] . The supply voltage Vdd was set to 0.8V. The transistor sizes in these latch designs were set to be comparable, e.g. as for all TGs, the pMOS transistor had W/L = 100/22 nm while the nMOS transistor had W/L = 28/22 nm. Besides, the unhardened latch, i.e. the traditional static D latch as shown in Fig. 8 was also designed using the same conditions mentioned above for a comparison.
First, in order to make a qualitative comparison, the reliability comparisons among the SNU, DNU, and/or TNU hardened latch designs are shown in Table IV . It can be seen from Table IV that, the unhardened latch cannot completely tolerate any upset, thus it has a large sensitivity to soft errors. The FERST latch is a SNU-tolerant one, but it cannot completely self-recover from an SNU since there is at least a C-element whose output is feeding back to one of its inputs. Besides, the FERST latch cannot completely tolerate any DNU (let alone TNU) since the inputs of the C-element at the output stage can be completely flipped. As we can see, the latches like RFC and HRPU achieve the SNU resiliency. However, they cannot completely tolerate any DNU (let alone TNU) as mentioned in Section II (Typical Latch Designs). On the other hand, the latches, such as DNCS, DNUR, NTHLTCH, achieve DNU tolerance, but cannot completely tolerate any TNU. Fur- thermore, it can be seen from Table IV that there are the same types of latches compared with ours; however ours have lower costs. Second, in order to make a quantitative comparison, the overhead comparisons among the SNU, DNU, and/or TNU hardened latch designs are shown in Table V . Note that, the comparison data were extracted by conducting pertinent simulations using HSPICE tool with all the simulation conditions mentioned above. In Table V , "Delay" means D to Q transmission delay, i.e. the average of rise and fall delays of D to Q. "Power" means the average of dynamic and static power dissipation. "Area" means silicon area measured with Eq. (1). In Eq. (1), n1 denotes the number of nMOS, LnMOS(i) and WnMOS(i) denote the effective length and width of each nMOS, respectively. Similarly, n2 denotes the number of pMOS, LpMOS(i) and WpMOS(i) denote the effective length and width of each pMOS, respectively. "DPAP" means the delay-powerarea product calculated by multiplying the delay, power, and area to comprehensively evaluate overheads of latch designs.
It can be seen from Table V that the delay is comparable and small for the proposed latch designs, including our previously published designs, namely the RFC and DNUR, since a high speed transmission path from D to Q was used for these designs. As for power dissipation, due to the smaller silicon area, the first 4 latch designs including ours consume less power. However, the power dissipation of the FERST latch is higher since the feedback loop at Q in the latch is constructed even in transparent mode of operation. In order to achieve DNU/TNU tolerance, a larger silicon area needs to be used so as to ensure sufficient redundant nodes and feedback loops. In other words, the silicon area of the 5 to 8 latch designs is large. Hence, their power dissipation is also large. The power dissipation of the DNUR latch is smaller due to the use of clock-gating technology. Furthermore, since only a few input-split inverters were used to retain data, one or three C-elements were used to intercept the errors accumulated in the upstream storage module, the transistor count and the silicon area of our designs are small, resulting in less power dissipation. It can be seen that, among the DNU and/or TNU-tolerant latch designs as compared in Table  V , the DPAP of ours is small due to the mentioned small delay, power dissipation and silicon area for ours. Therefore, the cost of our proposed latch designs is low.
On the other hand, a quantitative conclusion can be drawn from Table V that, compared with the same type state-of-the-art TNU-tolerant TNUHL latch design, the proposed LCTNUT design reduces delay by approximately 94.38%, power dissipation by approximately 75.46%, silicon area by approximately 56.77%, and DPAP by approximately 99.39% on average. It can be seen from Fig. 1-(g) that, the TNUHL latch comprises 82 transistors, which is almost (82-48)/48×100％=70.83% more than our proposed LCTNUT latch that has only 48 transistors. Hence, the silicon area of the TNUHL latch is too large. As a result, the power dissipation of the TNUHL latch is too high. Besides, from D to Q, there are three C-elements and two inverters in the TNUHL latch, resulting in transmission delay that is too large. Hence, the DPAP of the TNUHL latch is also too large. In other words, although the TNUHL latch design of the same type can also be highly reliably operated, it brings about very large cost penalties on the delay, power, area, and DPAP.
Third, the process, voltage and temperature (PVT) variation effects on latches were still estimated, since latches are more sensitive to PVT variation effects especially in the nano-scale CMOS technology [24] . Using the PVT estimation methodologies in [24] , Fig. 9 shows the estimation results of the supply voltage and temperature variation effects on delay and power for latches. The normal supply voltage was set to 0.8V and the supply voltage variation was varied from 0.65V to 0.95V. The normal temperature was set to 25 ℃ and the temperature was varied from -25℃ to 125℃. In Fig. 9 -(a) and Fig. 9 -(b), the supply voltage variation effect on delay and power is shown, and in Fig. 9-(c) and Fig. 9-(d) , the temperature variation effect on delay and power is shown. It can be seen from Fig. 9 -(a) that the delay of the TNUHL latch has the largest variation and sensitivity to the supply voltage variation effect, since the latch employs multiple-level C-elements for the interception of TNUs. Meanwhile, the delay of the DNUR, RFC, LCDNUT and LCTNUT latches has a similar-and-verylow variation and sensitivity to the supply voltage variation effect, since these latches employ a high-speed transmission path from D to Q to improve performance as in [8, 13] . It can be seen from Fig. 9-(b) that the power of the DNCS latch has the largest variation and sensitivity to the supply voltage variation effect, since the latch employs a very-large feedback loop to retain data. The power of the TNUHL and DNUR latches still has a larger variation and sensitivity to the supply voltage variation effect, since the area of these latches is large. Meanwhile, the delay of the LCDNUT and LCTNUT latches has a similar-and-lower variation and sensitivity to the supply voltage variation effect, since these latches employ clockgating technology and fewer transistors. Similar to Fig. 9 -(a), it can be seen from Fig. 9 -(c) that the delay of the TNUHL latch has the largest variation and sensitivity to the temperature variation effect, and meanwhile, the delay of the DNUR, RFC, LCDNUT and LCTNUT latches has a similar-and-very-low variation and sensitivity to the temperature variation effect. Similar to Fig. 9-(b) , it can be seen from Fig. 9 -(d) that the power of the TNUHL latch has a larger variation and sensitivity to the temperature variation effect, and meanwhile, the power of the LCDNUT and LCTNUT latches has a similar-and-lower variation and sensitivity to the temperature variation effect. In summary, the proposed latches have a lower sensitivity on the variation effects of supply voltage and temperature.
On the other hand, to investigate the process variation effect on latches, Monte Carlo simulations were still performed using the PVT estimation methodologies in [24] . The threshold voltage and oxide thickness of transistors are generated randomly using the normal distribution with ±5% maximum deviations from the original [9] . Note that, the negative varied values (less than the original ones) on the normal distribution curves for the effective channel length of transistors are mapped to positive ones by coordinate transformation in the HSPICE netlist file, since these variations are almost impossible [24] . To get parameters of average deviation (dev) and standard deviation (σ) for latches, 500 times' Monte Carlo simulations were performed, and the calculation formulas for these parameters are given in the following. In Eq. (2)- (3), N, Xi and φ denote the number of sample values that is 500, the sample values and the standard value that is 1 due to the normalization, respectively. Accordingly, the normalized average deviation (dev) and standard deviation (σ) for power and delay of latches are calculated and shown in Table VI and Table VII. From  Table VI , three conclusions can be drawn. First, compared with the unhardened latch, all the hardened latches have a larger sensitivity to the process variation effect for power, which may due to the increased area for hardening. Second, the TNUHL latch has the largest sensitivity to the process variation effect for power since its area is the largest. Third, the LCDNUT and LCTNUT latches have a similar-and-lower sensitivity to the process variation effect for power, compared with the TNUHL latch. From Table VII , three conclusions can still be drawn. First, compared with the unhardened latch, the RFC, HRPU, DNUR, LCDNUT and LCTNUT latches have a lower sensitivity to the process variation effect for delay, which may due to the employment of the high-speed transmission path from D to Q. Second, the TNUHL latch has the largest sensitivity to the process variation effect for delay, which may due to the employment of the multiple-level C-elements for the interception of TNUs. Third, the LCDNUT and LCTNUT latches have a similar-and-lower sensitivity to the process variation effect for delay, compared with the TNUHL latch. In summary, the proposed latches have a lower sensitivity on the PVT variation effects, compared with the state-of-the-art TNUHL latch.
CONCLUSION
As technology scaling, the advanced CMOS integrated circuits are likely to experience the occurrence of a double-node-upset or triple-node upset. This paper has presented two DNU and/or TNU hardened latch designs. First, employing four input-split inverters and four clockgating based input-split inverters, a storage module with 8 storage nodes is constructed. Since any triple nodes that have the same logic values cannot be flipped simultaneously, a 3-input C-element is used to intercept the accumulated errors in the storage module to construct the LCDNUT latch to completely tolerate any DNU. Second, in order to completely tolerate any TNU, due to the special features of the storage module, a two-level errorinterceptive module using three C-elements is constructed and applied to the storage module to construct the LCTNUT latch. Furthermore, using the high-speed transmission paths, the clock-gating technology and fewer transistors, the costs of the latches are very low. Simulation results have validated the robustness and low costs of the proposed latches. Compared with the state-of-theart TNUHL latch, the sensitivity to the PVT variation effects for the proposed latches is still low.
