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We present a study of the global event shape variables thrust and heavy jet mass, of energy-energy correlations and 
of jet multiplicities based on 250 000 hadronic 2° decays. The data are compared to new QCD calculations including 
resummation of leading and next-to-leading logarithms to all orders. We determine the strong coupling constant 
qs (91.2GeV) =  0.125± 0.003 (exp) ±0,008 (theor). The first error is the experimental uncertainty. The second error 
is due to hadronization uncertainties and approximations in the calculations of the higher order corrections.
1. Introduction
The strong coupling constant has been determined 
to second order in as from hadronic decays of the Z° 
produced in e+ e_ collisions using measurements of jet 
multiplicities [1-5], energy-energy correlations [6-
1 Deceased,
2 Supported by the German Bundesministerium fur 
Forschung und Technologie.
8,4] and other event shape variables [3,8,4,5]. The 
dominant error is due to contributions beyond second 
order in the perturbative expansion, which are not 
included in the corresponding QCD calculations.
Recently new calculations of hadronic event shapes 
including the second order results and the resumma­
tion of leading and next-to-leading logarithms to all 
orders in QCD perturbation theory have been made 
[9-11]. Therefore the theoretical uncertainties due to 
uncalculated terms are expected to be reduced with
473
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respect to second order calculations. The new compu­
tations are available for the global event shape vari­
ables thrust [12] and heavy jet mass [13] and for 
energy-energy correlations [14] in the back-to-back 
region. Also the average jet multiplicity calculated in 
the new /cj_ jet clustering scheme [ 15 ] has been com­
puted [16] however certain terms have not yet been 
included in the resummation [17].
We report here on measurements of those four event 
shape variables at the Z° resonance using the L3 de­
tector at LEP. Comparing our data to the predictions 
of the new QCD calculations we derive values for the 
strong coupling constant a s at y/s = mz.
2. The L3 detector
The L3 detector covers 99% of 4n [18]. The de­
tector consists of a central tracking chamber, a high 
resolution electromagnetic calorimeter composed of 
bismuth germanium oxide crystals, a ring of scintilla­
tion counters, a uranium and brass hadron calorime­
ter with proportional wire chamber readout, and an 
accurate muon chamber system. These detectors are 
installed in a 12 m diameter magnet which provides 
a uniform field of 0.5 T along the beam direction.
For the present analysis, we use data collected in 
the following ranges of polar angle:
-  40° < 6 < 140° for the tracking chamber,
-  11° < 0 < 169° for the electromagnetic calorime­
ter,
-  5° < 6 < 175° for the hadron calorimeter,
-  36° < d < 144° for the muon chambers.
3. Selection of hadronic events
Events collected at a center of mass energy of >/s = 
91.2 GeV from the 1991 LEP running period, corre­
sponding to an integrated luminosity of about 8 pb~\ 
are used for this analysis.
The primary trigger for hadronic events requires a 
total energy of about 15 GeV in the calorimeters. This 
trigger is in logical OR with a trigger using the barrel 
scintillation counters and with a charged track trigger. 
The combined trigger efficiency for selected hadronic 
events exceeds 99.9%.
Events of type e+e~ —* hadrons are selected and 
analyzed by two independent methods: one is based 
on the energy measured in the electromagnetic and 
hadronic calorimeters, the other one uses charged 
tracks measured in the tracking chamber. The results 
presented in this paper are based on the calorimeter 
method, which is the more precise one. The track 
measurements are used to cross check the first method 
and to estimate the experimental errors.
For the calorimeter based selection, we require:
*” c^luster 12,
-  0.6 < E/y/S < 1.4,
-  | Eh | ¡E  < 0.4, E±/E < 0.4,
where E  is the total energy observed in the calorime­
ters, £|| is the energy imbalance along the beam di­
rection, E _l is the energy imbalance in the plane per­
pendicular to the beam direction, and A^ uster is the 
number of calorimetric clusters with energy greater 
than 100 MeV. We select 248 100 hadronic events.
The selection based on charged tracks is described 
in detail in ref. [19]. We require at least 5 tracks 
originating close to the interaction point, each with 
a transverse momentum of at least 100 MeV with 
respect to the beam axis. A cut on the polar angle 
of the thrust axis of | cos thrust l< 0*7 ensures that 
the selected events are well contained in the tracking 
chamber. With these criteria we find 169 700 hadronic 
Z° decays,
Monte Carlo studies show that the efficiencies of 
the two selections are 98.5% and 66.7% respectively. 
The low efficiency for the second method is due to the 
cos thrust cut* The main background sources are r + r “ 
and e+e~ + hadrons final states. Applying the same 
cuts to background Monte Carlo events, the contam­
inations in the selected e+e" —> hadrons samples are 
estimated to be less than 0.2% for the first selection, 
and to be less than 0.1% for the second selection.
Monte Carlo events were generated by the parton 
shower programs JETSET 7.3 [20] and HERWIG 5.3
[21] and passed through the L3 detector simulation
[22].
4. Definition of variables
It is important to consider all the observables for 
which the new QCD calculations are available. Since 
they are affected differently by higher order effects
Volume 284, number 3,4 PHYSICS LETTERS B 25 June 1992
and hadronization corrections, a comparison of the 
corresponding a s values allows an estimation of the 
size of theoretical uncertainties.
The global event shape variable thrust T [12] is 
defined as
T = max ]£ IPi ' wt|
where /7, is the momentum vector of the hadron /. 
The thrust axis m  is determined by maximizing the 
above expression. The thrust values can vary between 
0.5 and 1.
The heavy jet mass Mw is defined as [13]
Mh = max[Mj (jit ), M jin j) ] ,
where M\ i are the invariant masses in the two hemi- 
spheres defined by the thrust axis:
M } = P.
hemisphere /
where Pi is the four momentum of particle /. Here we 
use the normalized quantity
P  M f t / s  .
The energy-energy correlation (EEC) [14] can be 
defined as a histogram of all angles between any parti­
cles i j  in hadronic events weighted with the product 
of their energies, and averaged over N events:
EEC(*bin)
1
in - Xi j )  •
events i j
4m(/bm -Xij) 1 for angles Xu inside the bin around 
jj^ bin and 0 otherwise. Abjn denotes the bin width. For 
2-jet events most angles are close to 0° or 180°, while 
events with hard gluon radiation contribute to the cen- 
tral region. To determine as we use here the back-to- 
back region with x > 90°, for which the new calcu­
lations have been performed [11].
Jets are reconstructed using the new “k±n algorithm 
[15]. For each pair of particles i and j  the expression
yu = 2[m in(£?,.E?)/i](l -c o s0 y )
is evaluated. E, and E } are the energies and Ql} is the 
angle between particles i and j. The pair for which 
y,j is smallest is replaced by a pseudoparticle / with 
four-momentum
Pi =  Pi +  Pi*
This procedure is repeated until all ytJ exceed 
the jet resolution parameter y Cut- The remaining 
(pseudo)particles are called jets. Increasing ycul low­
ers the fraction of multijet events but increases the 
separation of the jets.
The difference between the k± and the JADE jet 
algorithms [23], which we used previously [1 ] lies in 
the definition of yij. While in the JADE scheme the 
scaled invariant mass squared is used, the quantity yu 
in the new algorithm corresponds to the scaled relative 
transverse momentum k± squared. Here we use the 
k± jet algorithm, since in this schcme (but not in the 
JADE scheme) the resummation of the leading and 
next-to-leading terms is possible [24,25,16].





as a function of ycm. Here N is the total number of 
events.
5. Measurement of event shape variables
The four distributions T , />, EEC and (/?jet) are 
measured separately from calorimetric clusters and 
charged tracks. In the first case energies and in the 
second case particle momenta are used. The particle 
masses are assumed to be zero. In the above defi­
nitions we replace the center of mass energy y/s by 
the measured sum of all energies or momenta, respec­
tively.
We measure the event shape distributions 7\ /?, EEC 
and the jet fractions f  — a/-jels/<Tt0t in the form of 
histograms. These distributions are corrected for de­
tector effects, acceptance and resolution, and initial 
and final state photon radiation. The average jet mul­
tiplicity (wjet) is then calculated from the jet fractions 
ft. We choose the histogram bin widths such that they 
are bigger than the experimental resolution by a factor 
of at least 1.5. The detector resolution effects for the
475
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Fig. 1. Measured thrust distribution in comparison with the 
QCD predictions. The theoretical curves are calculated for a 
scale p. = 91.2 GeV and the fitted as(mz) values as shown 
in the figure. The solid (dashed) line is obtained using 
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Fig. 2. Measured distribution of the variable scaled heavy jet 
mass squared p in comparison with the QCD predictions. 
The theoretical curves are calculated for a scale p. =  91.2 
GeV and the fitted as(mz) values as shown in the figure. 
The solid (dashed) line is obtained using JETSET (HER­




observables thrust and scaled heavy jet mass squared 
are corrected using the regularized unfolding program 
[25], as described in ref. [19]. The EEC distribution 
is corrected bin by bin [6]. The jet fractions are deter­
mined using a matrix unfolding procedure [ 1 ]. The 
resolution function is given implicitly by Monte Carlo 
events. They are generated by the programs JETSET 
7.3 and HERWIG 5.3 and include the full detector 
simulation. To correct for detector acceptance and in 
particular for the cut in cos0thmst> we apply a bin- 
by-bin correction. Similarly we correct for initial and 
final state radiation. The systematic errors on each 
unfolded data point are due to uncertainties in the 
detector simulation and biases from the Monte Carlo 
program used for the unfolding. Statistical uncertain­
ties are negligible. The sizes of the experimental errors 
are estimated by
-  varying the energy response of the calorimeters in 
the Monte Carlo simulation,
-  analyzing the difference in the unfolded distribu­
tions using the programs JETSET and HERWIG,
-  comparing the corrected distributions obtained 
from calorimetric clusters and charged tracks.
The experimental uncertainties are typically a few 
percent per histogram bin.
The corrected distributions of the observables T
and p are shown in figs. 1 and 2 and given in tabular 
form in ref. [19]. The EEC distribution is shown in 
fig. 3 (back-to-back region only) and given in table 1. 
It agrees within errors with our previous measurement 
[6], which covered only the central region between 
25.2° and 154.8°. The average jet multiplicities as 
function of ycm are listed in table 2 and are shown in 
fig. 4.
6. QCD predictions
The QCD predictions in fixed order perturbation 
theory can not take into account the effect of multiple 
gluon emission. In second order calculations two glu­
ons can be emitted at most. For variables like thrust, 
heavy jet mass etc. this leads to a singular behavior 
of the distributions in kinematic regions where multi­
gluon emission becomes dominant. This is a direct 
consequence of the collinear and infrared divergence 
of the gluon emission cross section. It is possible to 
isolate the singular terms in every order of perturba­
tion theory and to sum them up in the form of an ex­
ponential series. One thus obtains a meaningful result 
for all regions of phase space. In the calculations de­




Measured EEC distribution corrected for detector effects and photon radiation. The errors are the combined statistical and 
systematic uncertainties.
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X EEC (x) x E E C (/ )
0 .0 °-  3.6° 2.21 ±  0.10 176.4°-180.0° 0.80 ±  0.02
3 .6°- 9.0° 1.15 ±  0.06 171.0°-176.4° 1.27 ±  0.04
9.0°-14.4° 0.66  dh 0.02 165.6°-171.0° 0.90 ±  0.03
14.4°-19.8° 0.41 ±  0.01 160.2°-165.6° 0.60 ±  0,02
19.8°-25.2° 0.272 db 0.008 154.8°-160.2° 0.418 ±  0.013
25.2°-30.6° 0.201  ±  0.006
Ooo1oOn 0.307 ±  0.009
30.6°-36.0° 0.159 ±  0.005 144.0°-149.4° 0.237 ±  0.007
36.0°-41.4° 0.133 ±  0.005 138.6°-144.0° 0.190 ±  0.006
41.4° -46.8° 0.115 ±  0.004 133.2°-138.6° 0.157 ±  0.005
46.8°-52.2° 0.102 ±  0.003 127.8°-133.2° 0.134 ±  0.004
52.2°-57.6° 0.093 ±  0.003 122.4°-127.8° 0.117 ±  0.004
57.6°-63.0° 0.086 ±  0.003 117.0°~122.4° 0.104 ±  0.003
63.0°-68.4° 0.081 ±  0.002 111 .6 °-1 17,0° 0.095 ±  0.003
68.4°-73.8° 0.078 ±  0.002 106 .2°-111.6° 0.088 ±  0.003
73.8°-79.2° 0.076 ±  0.003 100.8°-106.2° 0.083 ±  0.003
79.2°-84.6° 0.075 ±  0.002 95.4°-100.8° 0.079 ±  0.003
84.6°~90.0° 0.075 ±  0.002 90.0°- 95.4° 0.076 ±  0.002
Table 2
Measured average jet multiplicities for the k±  algorithm. All 
numbers are corrected for detector effects and photon radia­
tion. The errors are the combined statistical and systematic 
uncertainties.
ycut («jet)
0.001 3.93 ±  0.07
0.002 3.20 ±  0.03
0.004 2.75 ±  0,018
0.006 2.581 ±  0.013
0.008 2.492 ±  0.010
0.010 2.428 ±  0.009
0.020 2.269 ±  0.006
0.040 2.153 ±  0.003
0.060 2.102 ±  0.003
0.090 2.071 ±  0.003
0.100 2.053 ±  0.003
0.120 2.038 ±  0.003
0.140 2.028 ±  0.002
0.160 2.021  db 0.002
0.180 2.016 ±  0.001
0.200 2.012  ±  0.001
0,220 2.0077 ±  0.0010
0.240 2.0052 ±  0.0010
0.260 2.0029 ±  0.0010
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Fig. 3. Measured energy-energy correlation function EEC 
in comparison with the QCD predictions. The theoreti­
cal curves are calculated for a scale =  91.2 GeV and 
the fitted ciS{mz)  values as shown in the figure. The solid 
(dashed) line is obtained using JETSET (HERWIG) for 
the hadronization correction.
second order terms [26,27] are included together with 
leading and next-to-leading corrections to all orders. 
These corrections are of the form a" lnm y with n > 1 
and m > n. Subleading terms of the form a" \nm y 
with m < n are not included beyond second order
•  Data
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Fig. 4. Measured distribution of the average jet multiplicity 
(nscl) as a function of yCut in comparison with the QCD 
predictions. The theoretical curves are calculated for a scale 
// =  91.2 GeV and the fitted a$(mz)  values as shown in the 
figure. The solid (dashed) line is obtained using JETSET 
(HERW IG) for the hadronization correction.
(n > 2). Here y stands for 1 -  T, p, (1 + cosx)/2 
and yQV\, respectively. In the 2-jct region y is small and 
the corrections large. An important improvement of 
the new QCD calculations with respect to the second 
order formulas is their ability to describe also the low 
y region. The authors of refs, [9-11,16] have pro­
vided us with computer programs which we used for 
the QCD calculations.
The calculations for the distributions of the four 
variables V (=  7\ /a _rcut) are given in the form of 
analytical functions
/ ^ ( F ;  5, ns (/<},//)•
The strong coupling constant a s is evaluated at the 
renormalization scale p. To translate the value os(/z) 
into rksOwz) we use the relation given in ref [28] for
5 quarks. The QCD calculations contain terms to all 
orders in r*s, and p = y/s is expected to be a good 
choice of the renormalization scale [9-11,16]. We 
estimate the uncertainty due to the approximations 
made in the calculations of the terms beyond second 
order by a variation of the scale between 0.5^/? and 
2a/?. This leads to an estimated uncertainty in a s of
about Aa ±0.005.
To study the effects of hadronization and decays 
we use the parton shower programs JETSET 7.3 and
HERWIG 5.4 with string and cluster fragmentation, 
respectively. The fragmentation parameters are de­
termined from a comparison of predicted and mea­
sured distributions for several event shape variables 
[ 19,29 ]. Both generators are found to give a good de­
scription of our measurements. We fold the pertur- 
bative calculations for T and p with the probability 
p nim'perl( V \  l r) to find a value V after fragmentation 
and decays for a parton level value Vf:
/ pert { K / ) . p n°"-P‘ r t ( i / ' i F ) d I / ' .
For the EEC distribution and the average jet multi­
plicity we apply a bin-by-bin hadronization correc­
tion. We compare the resulting differential cross sec­
tion f ( V )  to our measurements. The correction for 
hadronization and decays changes the perturbative 
prediction by less than 5% for the distributions thrust 
and scaled heavy jet mass squared, with the exception 
of the regions T > 0.93 and p < 0.07, where the ef­
fect reaches 15%. The EEC distribution is modified 
by 5%-15%. The quantity (/ijel) -  2 is modified by less 
than 5%.
We estimate the uncertainties in the probabilities
p non-pen  ^ yt ^ y  j a n c j t k c  corresponding error in a s by
-  a change of fragmentation parameters in the JET­
SET model within their errors [19],
-  a variation of the parton shower cutoff Qo between 
1 GeV and 2 GeV in the JETSET program and of the 
fragmentation parameters accordingly [19],
-  a comparison between the predictions of the two 
models JETSET and HERWIG,
The uncertainties estimated with the first two meth­
ods are found to be small (Aas = ±0.002) com­
pared to the differences between HERWIG and JET­
SET. Those correspond to differences in the measured 
strong coupling constants of up to 0.008.
The effect of quark masses, in particular for bb 
events, which is not included in the QCD calculations, 
is found to be negligible for the measurement of a s 
[301.
7. Results
In order to derive a 5(»iz), we fit the theoretical 
distribution ƒ  (V) to the measured event shape dis­
tributions for a fixed scale p = \/s. For the fit we use
4 7 8
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Table 3
Central values and errors of a s (w z)  derived from the event shape variables thrust, heavy jet mass, EEC and average jet 
multiplicity.
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the ranges as given in table 3. In case of the variables 
T and p they correspond to regions dominated by 2 
and 3-jet production (y < 0.3). The x range corre­
sponds to the region for which the new EEC calcula­
tions are available. Since the average jet multiplicities 
at neighboring ycm values are strongly correlated, we 
have included in the fit only the points at>w = 0.002, 
0.02 and 0.10. We later compare data and QCD calcu­
lations for values of ycul above 0.001, corresponding 
to a transverse momentum k ±  of about 3 GeV. For 
smaller values of the jet resolution parameter the ef­
fects of hadronization and decays become very large. 
The values of a$(mz) derived from the four event 
shape variables together with their systematic errors 
are shown in table 3. Figs. 1 to 4 show the QCD fits in 
comparison with the experimental data. Two curves 
are shown, corresponding to the hadronization cor­
rection using JETSET and HERWIG and the fitted 
a s values. In all cases a good fit is obtained.
The results in table 3 are the mean values of the 
two values obtained with JETSET and HERWIG 
fragmentation correction. The hadronization error is 
taken to be the quadratic average of half the difference 
of those two a s values and the uncertainties estimated 
by changing fragmentation parameters and the parton 
shower cutoff inside JETSET as described above. The 
experimental uncertainties in table 3 are determined 
by repeating the a s determination for different energy 
response factors and unfolding methods, and by using 
tracks instead of calorimetric clusters. The scale error 
is obtained by repeating the us fit for different values 
of the renormalization scale in the interval 0.5 y/s < 
ji < 2\/s. For all these scales a good fit is obtained 
except for the energy-energy correlations, which give 
a large x2 value for scales below sfs> To investigate 
the dependence of our results on the fit range we have 
omitted up to two bins at either end of the interval
and repeated the fit. In all cases the results differ from 
the a s values quoted in table 3 by at most 0.001.
The values for the strong coupling constant derived 
from thrust and heavy jet mass are consistent with 
those reported in refs. [9,5,31 ], The as value obtained 
from the average jet multiplicity agrees within errors 
with the strong coupling constant measured from the 
differential 2-jet rate [31].
The as values from the distributions thrust, heavy 
jet mass and energy-energy correlations are affected 
differently by higher order corrections and hadroniza­
tion effects. To obtain a combined value for the strong 
coupling constant we take the unweighted average of 
the first three a s values of table 3 and obtain a s = 
0.125 ± 0.003 (exp). Since in the calculation of the 
average jet multiplicity some terms are missing, we 
prefer not to include the last as value in table 3 in our 
combined result [17].
We estimate the total theoretical error, due to both 
the approximations in the higher order corrections 
and hadronization effects, independently
-  from the quadratically combined errors for 
hadronization and scale dependence in table 3, 
resulting in approximately Aa5 = ±0,006,
-  and from the spread of the three a s values from 
thrust, heavy jet mass and EEC, yielding ±0.008.
The two estimates agree well. We conservatively 
assign the larger one as the theoretical uncertainty in 
our tts determination.
The combined result is therefore
a s (mz) = 0.125 ± 0.003 (exp) ±  0.008 (theor).
This result agrees within errors with the values of 
the strong coupling constant which we measured pre­
479
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viously*1. The as value of 0.125 also agrees with our 
measurement of a s = 0.134 dr 0.030 from an analysis 
of the partial hadronic Z° width [32].
8. Summary and conclusions
We have determined the strong coupling constant 
with a precision of 7% from hadronic event shapes 
measured on the Z° resonance using new QCD calcu­
lations including exponentiation of leading and next- 
to-leading terms. We obtain
qs(91.2 GeV)
= 0.125 ± 0.003(exp) ±  0.008(theor).
The error is dominated by theoretical uncertain­
ties due to approximations in the perturbative calcu­
lations and hadronization effects. This error is esti­
mated from the spread of the as values obtained from 
the shape variables thrust, heavy jet mass and energy- 
energy correlations. Based on the results in table 3 we 
arrive at an estimate of the theoretical error which 
is larger than the estimate of about ±0.004 in refs. 
[5,31 ]. A better determination of the theoretical un­
certainties will become possible when the new calcu­
lation techniques have been applied to several more 
event shape variables.
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#! We found a s =  0.116 ±  0.011 from jet production 
[I ], 0 . 1 2 2 ± 0.011 from energy-energy correlations and
0.115 ±0.009 from the asymmetry of energy correlations
[6]. The average of these numbers is 0.118 ± 0.010.
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