The block bootstrap confidence interval based on dependent data can outperform the computationally more convenient normal approximation only with non-trivial Studentization which, in the case of complicated statistics, calls for highly specialist treatment. We propose two different approaches to improving the accuracy of the block bootstrap confidence interval under very general conditions. The first calibrates the coverage level by iterating the block bootstrap. The second calculates Studentizing factors directly from block bootstrap series and requires no non-trivial analytic treatment. Both approaches involve two nested levels of block bootstrap resampling and yield high-order accuracy with simple tuning of block lengths at the two resampling levels. A simulation study is reported to provide empirical support for our theory.
Introduction
The block bootstrap has been developed as a completely model-free procedure for handling inference problems concerning dependent data. A major criticism that impedes widespread acceptance of the procedure in applications is that it lacks second-order accuracy and that empirical selection of block length is critical yet difficult. Although intensive work has been done on the second issue, remedies thus far proposed for the first drawback are rather restrictive in the sense that they require either non-trivial, and sometimes algebraically formidable, Studentization or assumptions of more stringent model structures. Those well-established techniques, such as the iterative bootstrap and the bootstrap-t, designed for enhancing bootstrap accuracy for independent data appear to have lost their appeal in the context of dependent data, because the block bootstrap series typically exhibits undesirable artefacts as a consequence of pasting randomly selected data blocks together.
An important question is whether the block bootstrap can be made more accurate, by an order asymptotically as well as for finite samples, without analytically cumbersome Studentization nor having to confine applications to dependent data generated by specific processes.
We investigate formally the applications of two general resampling-based techniques, namely coverage calibration and bootstrap Studentization, to the block bootstrap confidence intervals based on dependent data. A novel double bootstrap procedure is proposed for either coverage calibration or bootstrap Studentization to improve coverage accuracy of the block bootstrap beyond the first order. The procedure enables both techniques to retain the simplicity and generality they have already enjoyed when applied to independent data. Hall (1985) and Künsch (1989) introduce the block bootstrap as a fully nonparametric extension of the bootstrap to handle dependent data. Its consistency for distributional estimation is verified by Künsch (1989) and Liu and Singh (1992) . Lahiri (1992) proves for m-dependent data that the block bootstrap distribution of an adjusted Studentized sample mean is accurate to second order. Davison and Hall (1993) achieve similar results by kernelbased Studentization. Hall, Horowitz and Jing (1995), Götze and Künsch (1996) and Zvingelis (2003) sharpen the results by giving explicit orders for the estimation error.
Variants of the block bootstrap include circular block resampling (Politis and Romano, 1992) , the stationary bootstrap (Politis and Romano, 1993) , the matched-block bootstrap (Carlstein, Do, Hall, Hesterberg and Künsch, 1998 ) and the tapered bootstrap (Paparoditis and Politis, 2001 ). Lahiri (1999) compares the first two with the block bootstrap and confirms superiority of the latter. Davison and Hall (1993) , Choi and Hall (2000) and Bühlmann (2002) remark on the distortion of dependence structures in block bootstrap series and, for that reason, express doubt over effectiveness of coverage calibration by bootstrap iterations.
The subsampling method, as studied by Politis and Romano (1994) , is more generally applicable than the block bootstrap, but has inferior asymptotic properties: see Hall and Jing (1996) and Bertail (1997) . Nonparametric methods more accurate than the block bootstrap have been found under more stringent assumptions on the data generating processes. Examples include the sieve bootstrap (Bühlmann, 1997; Choi and Hall, 2000) for linear processes, the Markov bootstrap (Rajarshi, 1990 ) and the local bootstrap (Paparoditis and Politis, 2002) for Markov processes.
We introduce in Section 2 a double bootstrap procedure for either coverage calibration or Studentization of the overlapping block bootstrap. Section 3 establishes asymptotic expansions for the coverage probabilities of both the iterated block bootstrap and Studentized block bootstrap confidence intervals under sufficiently general regularity conditions, derives the optimal second-level block length in relation to the first-level block length and proves asymptotic superiority of our procedures. Section 4 reports a simulation study which compares our methods with the conventional block bootstrap and two alternative bootstrap-t approaches. Section 5 concludes our findings. All technical proofs are given in Appendix 6.1.
Coverage calibration and Studentization

Block bootstrap confidence interval
Let X = (X 1 , . . . , X n ) be a series of d-variate observations from the sequence {X i : −∞ < i < ∞}, which is a realization of a strictly stationary, discrete-time, stochastic process with finite mean µ = E[X 1 ]. Denote bȳ
We briefly review the block bootstrap construction of a level α upper confidence bound for a scalar parameter of interest θ = H(µ), for some smooth
. This smooth function model setup encompasses a wide variety of estimators, or their high-order asymptotic approximations, providing a sufficiently general platform for investigating the block bootstrap confidence procedure.
For a block length ℓ (1 ≤ ℓ ≤ n), let n ′ = n − ℓ + 1 and define overlapping
defines a level α block bootstrap upper confidence bound for θ. Note that sampling of overlapping blocks incurs an edge effect which explains the use of H(E * X * ), rather than the more conventionalθ = H(X), for centering the bootstrap estimator in the definition of G * . Under regularity conditions to be detailed in Section 3, the choice ℓ ∝ n 1/3 yields the smallest coverage error, of order O(n −1/3 ), for I(α).
Second-level block bootstrap
For independent and identically distributed data, coverage calibration and Studentization provide two well-known techniques for improving coverage accuracy of bootstrap confidence intervals. We consider applications of the two techniques in the present context of dependent data. Both coverage calibration and the version of Studentization proposed herein call for a double bootstrap procedure as described below.
. . , b and j = 1, . . . , ℓ ′ , where
tive observations within X eliminates the possibility of drawing second-level blocks that run across joints of the first-level block bootstrap series, thereby avoiding the discontinuity problem which has aroused forejudged criticisms about the very usefulness of the double block bootstrap.
Denote by P * * and E * * respectively the probability measure and expectation operator induced by second-level block bootstrap sampling, conditional
The coverage calibration method adjusts the nominal level α toα, obtained as solution to the equation
The coverage-calibrated upper confidence bound is then I C (α) = I(α) =
2. StudentizationLetτ be the conditional standard deviation of (bℓ) 1/2 H(X * ) given X , and τ * be that of (ck)
The level α Studentized upper confidence bound is then given by
We show in Section 3 that under regularity conditions, I C (α) and I S (α) underlying the probability space induced by X 1 such that for i, j = 1, 2, . . . ,
r denotes the sigma-field generated by {D t : r ≤ t ≤ s}; We adopt the smooth function model as described by Götze and Künsch (1996) under the assumption (A5) H : R d → R is four times continuously differentiable with non-vanishing gradient at µ and fourth-order derivatives at x ∈ R d bounded in mag-
Next we introduce some notation. Write
, we can expand the variance-covariance matrix of
2,1 and χ r,s 2,2 not depending on n. In particular,
we have χ r,s
, which, under the above conditions, is positive and has order O(1). Let φ(·) and z ξ be the standard normal density function and ξth quantile respectively.
Our main theorem below derives expansions for the coverage probabilities of the various block bootstrap upper confidence bounds.
Theorem 1 Let {X i : −∞ < i < ∞} be a strictly stationary, discretetime, stochastic process with finite mean µ = E[X 1 ]. Let α ∈ (0, 1) be fixed.
Assume that conditions (A1)-(A5) hold. Then,
) and ℓ/n ǫ → ∞ for some ǫ ∈ (0, 1),
(ii) for k ≤ ℓ = O(n 1/3 ) and k/n ǫ → ∞ for some ǫ ∈ (0, 1), the confidence limits I C (α) and I S (α) differ by O p k −2 n −1/2 + ℓn −3/2 and have coverage probability
It is clear from Theorem 1 that I(α) has coverage error of order O(ℓ
which can be reduced by either coverage calibration or Studentization to Furthermore, expansions (1) and (2) enable us to derive the optimal choices of block lengths ℓ and k for achieving the best coverage error rates. We see from (1) 
Simulation study
We conducted a simulation study to investigate the empirical performance of I C (α) and I S (α) in comparison with I(α). Two other Studentized block bootstrap confidence bounds, based on constructions of Davison and Hall (1993) and Götze and Künsch (1996) and denoted by I DH (α) and I GK (α) respectively, were also included in the study for reference: see Appendix 6.2 for details of these two latter approaches. Time series data were generated 14 under the following three models:
(a) ARCH(1) process:
where the e i are independent N(0, 1) variables. The parameter θ was taken to be the mean, variance and lag 1 autocorrelation, and the nominal level α was set to be 0.05, 0.10, 0.90 and 0.95. For each method, the coverage probability of the level α upper confidence bound was approximated by averaging over 1000 independent time series of length n = 500 and 1000. Construction of each confidence bound was based on 1000 first-level block bootstrap series using block length ℓ = n 1/3 , in addition to which 1000 second-level series based on block length k = ℓ/2 were generated from each first-level series to construct I C (α) and I S (α). Specifically, we have (ℓ, k) = (8, 4) and (10, 5) for n = 500 and 1000 respectively. The constant c was set to be 0.5 in the calculation of the Studentizing factor for I GK (α): see Appendix 6.2.
The coverage results are given in Tables 1-3 of the approaches is analytically effortless, the only price to pay is the extra computational cost induced by the second level of block bootstrapping.
Although our focus is confined to the smooth function model setting, it is believed that similar results extend also to von Mises-type functionals as well as to estimating functions, after appropriate modifications of the proof of our main theorem. Extension to dependence structures outside the present framework, such as series exhibiting long-range dependence, is less trivial and worth investigating in future studies.
Appendix 6.1 Proof of Theorem 1
We first state a few lemmas concerning moments of centred sums of stationary observations and their bootstrap counterparts.
Define S * n ≡ (bℓ) 1/2 X * − E * X * and S * * n ≡ (ck) 1/2 X * * − E * * X * * . Define, for i = 0, ±1, . . . and r = 1, 2, . . ., Z i = X i −µ and V i,r = r
Lemma 1 Under the conditions of Theorem 1, we have, for r = 1, 2, 3, 4
and s 1 , s 2 , . . . , s r = 1, . . . , d, Var ..,j+jr are at least K log n units apart. We can therefore restrict, up to O(n −K ), the first sum to that over j = 1, . . . ,l, so that
Noting that
Using similar arguments, we see that 
Lemma 4 Under the conditions of Theorem 1, we have, for r, s, t, u = 1, . . . , d,
Proof of Lemma 4.
Note first that, by Lemma 1, P r , P r,s , P r,s,t and P r,s,t,u have order O p (ℓ 1/2 n −1/2 ) for r, s, t, u = 1, . . . , d. Lemma 2 then implies that
By Lemma 2 again, we have E S Similarly, the second and third results follow by noting Lemma 2 and that
and
A generic second-level block bootstrap series X * * can be identified as the ordered sequence of observations in (Y *
where the I j and J j are independent random numbers distributed uniformly over {1, 2, . . . , b} and {1, 2, . . . , ℓ ′ } respectively, both independently of (N 1 , . . . , N b ).
Thus we can write S * *
Lemma 5 Under the conditions of Theorem 1, we have, for r, s, t, u = 1, . . . , d,
Proof of Lemma 5.
It follows from Lemmas 2 and 3 that
The first result then follows by subtracting the expression for E * S * (r) n S * (s) n stated in Lemma 4. 
Similar arguments show that
which, on subtracting E * S * (r) n S * (s) n S * (t) n and E * S * (r) 
(n ′ ℓ)
Proof of Lemma 6.
We outline the proof of (6) and (7); that of (4) and (5) follows by similar, albeit simpler, arguments.
Consider first Π r,s t
j , where
Note that the variance of Π r,s t has leading term
using stationarity properties and the fact that if both i
by at least 3L n from 0 and q, then
for arbitrarily large K > 0 under the assumed mixing conditions. On the other hand, Π r,s t has mean
It follows that Π r,s t has expansion nℓ
which yields (6) on multiplying it by n −1/2 (n ′ ℓ) −1 .
, which has mean of order
and variance of order
Thus (7) follows by multiplying Π r,s t,u by (n ′ ℓ)
for −∞ < p, q, i, j < ∞. Arguments similar to those for proving Lemma 6 can be used to establish:
Lemma 7 Under the conditions of Theorem 1, we have, for r, s, t, u = 1, . . . , d,
We now proceed with the proof of Theorem 1.
H rs = H rs (μ), etc. Taylor expansion shows that Var(n 1/2θ ) has leading
n S * (s) n , which can, by Lemmas 2 and 4, be Taylor expanded to givê
Lahiri (2003, Section 6.4.3) provides an Edgeworth expansion for the distribution function G of n 1/2 (θ − θ):
where K 31 and K 32 are smooth functions, both of order O(1), of the moments (9) under the conditions of our Theorem 1:
whereK 31 andK 32 have the same expressions as K 31 and K 32 with the popu-
. With the aid of Lemma 4 and the expressions (8), (9) and (10), we can expand the difference between G * −1 and G −1 , so that, for ξ ∈ (0, 1),
where
2,2 . Noting that P r and P r,s are
expanding the characteristic function of T n about that of n 1/2 (θ − θ), we get,
H r H st χ r,s
Note that for s 1 , s 2 , s 3 = 1, . . . , d,
It follows by expansion of the exponential function, (6), (7) and (13) that
The last equality follows by the assumed mixing properties and noting that observations definingS 
, the same arguments show that
Substitution of (14) and (15) into (12) gives
It follows by inverse Fourier-transforming E e ιβTn that
It then follows by combining (11) and (17), setting x = y and noting that . Note that, for r = 1, . . . , d,
by Lemmas 1 and 3.
It follows by Lemma 5 and Taylor expansion that
using the fact thatμ = µ + O p (n −1/2 ). Denote by K * 31 and K * 32 the versions of K 31 and K 32 with the moments E S
replaced by E * * S * * (s 1 ) n · · · S * * (sr) n in their definitions. Thus, by analogy with (10), we have
The expansions (10), (18), (19) and the results in Lemma 5 enable us to expand G * * −1 (ξ) about G * −1 (ξ) and write
where ∆ *
H r H st χ r,s Taylor 
whereas Y * j = O p (1) by Lemmas 1 and 2. It follows that, conditional on X ,
) and third cumulants differing by −3b
. Such cumulant differences can be employed to establish an Edgeworth expansion for
n analogous to (10) , bearing in mind thatK 31 andK 32 stem from the first and third cumulants respectively:
Note by Lemmas 1, 2 and 3 that for r, s, t = 1, . . . , d,
Consider
Similar arguments show that
Combining (22)- (24), we have
Recall the expression forα = α + δ n + B n + O p (ℓn
for its coverage probability the same expression as given by (26) up to order
. This completes the proof of part (ii).
Other Studentizing approaches
Under the smooth function model setting, Davison and Hall (1993) and Götze and Künsch (1996) suggest Studentizing the block bootstrap based on closedform expressions. Their constructions are similar to that of our I S (α), except thatτ and τ * are replaced by closed-form expressions depending on partial derivatives {H r } of H. Specifically, Davison and Hall (1993) definê Table 1 : Mean example -coverage probabilities of nominal level α upper confidence bounds for mean, approximated from 1,000 independent series of length n. Table 2 : Variance example -coverage probabilities of nominal level α upper confidence bounds for variance, approximated from 1,000 independent series of length n. Table 3 : Autocorrelation example -coverage probabilities of nominal level α upper confidence bounds for lag 1 autocorrelation, approximated from 1,000 independent series of length n.
