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Chapter 1
Introduction
The ionosphere is of dispersive nature for electromagnetic waves as they are used for signal trans-
mission in Global Navigation Satellite Systems (GNSS). Since its impact on pseudorange or carrier
phase measurements obtained using GNSS is frequency-dependent, typically, a dual-frequency
combination is used to largely eliminate the ionosphere’s impact in geodetic applications. Still,
even when using dual-frequency observations, the so-called higher-order ionospheric terms can
not be eliminated. Besides, side effects introduced by the ionospheric signal content’s temporal
dynamics may occur depending on the implementation of the tracking processor.
For many Low Earth Orbit (LEO) satellite missions, a geodetic type dual-frequency GPS/GNSS
receiver is used to obtain highly accurate three-dimensional positions on the centimeter level. Such
accurate positions are primarily required for altimetry missions and also allow to derive GPS-only
gravity field solutions. In a near-earth environment with the presence of ionized plasma, such ac-
curacy can not be achieved using single-frequency GNSS observations. In turn, the dual-frequency
may also be used to mitigate and quantify the ionospheric code delay or phase advance. This in-
formation then can be converted into a slant measurement of the total electron content along the
line of sight between the LEO satellite receivers and the GPS satellite transmitters. A large fleet of
LEO satellites in operation nowadays allows for three-dimensional monitoring and quantifying the
plasma-density in the upper ionosphere and plasmasphere. This application is of particular interest
since the available observations apart from GPS/GNSS are sparse and of limited geographical cov-
erage, e.g., radar measurements and rocket sounding, or they can only reach up to the ionization
peak as is the case for ionosonde measurements.
In this work, first the theoretical background is addressed. This includes the ionosphere, the mea-
surement technique, important satellite missions and the background on orbit and gravity field
estimation. Three specific topics have been investigated. The first topic is about ionospheric ar-
tifacts and their mitigation for Swarm gravity field determination (Chap. 6). It will be briefly
introduced, how those artifacts can be observed by comparing the Swarm gravity fields to more
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accurate solutions obtained by other missions. This issue is approached by investigating the origin
of those artifacts. Appropriate criteria are developed based on derivatives of linear combinations
to identify suspicious phase observations and to derive appropriate empirical weights in order to
mitigate their impact on orbit and gravity field solutions. The obtained results are again evaluated
by comparing Swarm gravity fields to superior GRACE solutions. In addition, a criteria used for
weighting of GPS observations is further developed to identify ionospheric plasma depletions.
The second topic investigates the technical cause for tracking related errors for the Swarm GPS
receiver (Chap. 7). The aim is to better understand the cause of the phenomenon addressed in
Chap. 6. The methods are introduced, that are specifically used for the correction and inversion in
frequency space using the tracking loop specific transfer-function. They are refined by comparing
to phase residuals form the orbit processing. Eventually, as a result the impact on orbit and gravity
field estimation is studied.
The third topic is to estimate topside electron density from LEO GPS observations (Chap. 8).
The methods presented here contain the model design, as well as considerations on how to com-
pare slant TEC values to the model electron density. The results obtained from the estimation are
compared to independent measurements and models. Finally, it will be shown, how ionospheric
tomography benefits from a plasmasphere model and how the results from Chap. 6 can be utilized
to improve the tomography.
Consequently, the key questions for the presented investigations are:
• How can unreliable GPS phase observations be identified ahead of orbit processing and how
can their impact be mitigated?
• What causes the artifacts in the Swarm-GPS observations? Is this behaviour deterministic
and can it be corrected?
• Can LEO GPS TEC significantly help to better observe the topside ionosphere? Can LEO
satellites be used to generate three-dimensional extensions of global TEC maps?
Let us conclude with an outline of the subsequent chapters:
Chapter 2, The ionosphere and plasmasphere, is a short introduction to the basic properties and under-
lying physical processes in the upper atmosphere, causing the ionosphere and plasmasphere
formation. Some basic features like the Appleton anomaly, post-sunset plasma depletions in
the equatorial ionosphere, referred to as plasma bubbles, will be briefly explained because
they are known to affect GPS/GNSS measurements. A small overview of measurement
techniques to determine the state of the ionosphere together with their limitations is given to
point out where the largest benefit is expected when making use of space borne GPS/GNSS
receivers on-board LEO satellite missions.
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Chapter 3, GPS/GNSS ionosphere interactions, is pointing out the basic principles of GPS/GNSS po-
sitioning and the impact of ionized plasma on the code and phase observations. Also, the
composition of the ionospheric part in the observational equations is studied in detail to es-
timate its impact on common linear combinations. It is also addressed that the provided
observations in the observation files may be affected by the pre-processing performed ahead
of publication. Besides, this chapter includes a short outline on least-squares adjustment.
Chapter 4, Low Earth Orbiters using GPS/GNSS, introduces the different satellite missions used in
the subsequent chapters. Their mission concepts will be outlined together with their orbit
characteristics and their key instruments. Different measurement scenarios will be presented
as well.
Chapter 5, Precise orbit and gravity field determination using Low Earth Orbiters, outlines the meth-
ods used to obtain precise reduced-dynamic and kinematic orbits from zero-difference GPS
data. The GPS carrier phase residual screening will be discussed in more detail. Satellite
Laser Ranging (SLR) measurements will be used for the validation of the computed orbits.
Furthermore, this chapter recapitulates the Celestial Mechanics Approach (CMA) used to
determine gravity fields. Other measurement principles like the GOCE gradiometer or the
GRACE(-FO) K-band Ranging System (KBR) are briefly introduced since gravity field so-
lutions using these methods are used as a reference due to their superior quality compared
to GPS-only solutions.
Chapter 6, Identification and mitigation of problematic GPS observations, shows how presumably
erroneous GPS observations affect the orbit solutions and propagate into the gravity field
solutions for the GOCE and Swarm Mission. Criteria are developed to identify these GPS
observations based on the geometry-free linear combination of the original dual-frequency
carrier phase observations. Weights will be derived and introduced to mitigate their impact
on the orbit and gravity field solutions. In addition, an approach is derived to identify iono-
spheric plasma depletions in the GPS phase observables for the GOCE and Swarmmissions.
Chapter 7, GPS/GNSS tracking using phase lock loops, discusses the tracking GPS/GNSS phase ob-
servables using phase lock loops. This tracking scenario is implemented for the Swarm GPS
receivers and presumably also for several other GPS/GNSS receivers. For the Swarm mis-
sion, the implementation details are provided. It is demonstrated how the tracking responds
to ionospheric stimuli, and also a loop filter inversion is performed to recover an estimate of
the true phase observation. Eventually, the benefits of using corrected GPS data for obtain-
ing orbit and gravity field solutions are demonstrated.
Chapter 8, Measuring and modeling the ionosphere using LEO-GPS, points out how the GPS-TEC
measurements obtained by LEO satellitesmay be used to generate a three-dimensionalmodel
of the topside ionosphere and plasmasphere. Special emphasis is given to the absolute lev-
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eling of slant TEC measurements. The model developed in this chapter is making use of
several LEO constellations, among others Swarm, GRACE-FO, and the Sentinel fleet, to
obtain the altitude dependency. A simple tomographic approach for Swarm is exercised.
The ionosphere’s topside model may be used to remove the plasmaspheric contribution of
the observed slant TEC to improve the tomography.
Chapter 9, Summary, Conclusions, and Outlook, summarizes the essential results and conclusions of
this work.
Chapter 2
The ionosphere and plasmasphere
The essential sources of ionization and the plasma dynamics in the upper atmosphere are this chap-
ter’s topics. The primary source of information presented in this chapter is the book ”The Earth’s
Ionosphere”, Kelley [1989]. In the upper atmosphere, the molecules are ionized by solar radia-
tion, mainly in the extreme ultraviolet (EUV) and X-ray spectrum. The radiation density increases
with altitude because of less radiation being absorbed in higher altitudes. The atmospheric density
decreases with altitude and, in turn, limits the electron and ion density in higher altitudes. Conse-
quently, the electron density profile shows a peak at a height where the ionization maximizes. The
electron density equals approximately the ion density and will thus be used to describe the plasma
density. The chemical composition, however, is not homogeneous. These different compositions
cause different ionization and recombination rates with altitude. Depending on those properties,
the electron density profile may be separated into various layers concerning their day-night char-
acteristics in ionization/recombination rates, chemical composition, and altitude.
The Earth’s atmospheric layer that ranges from roughly 80 km up to 1000 km contains weakly
ionized plasma (∼ 0.1% ionization [Kelley, 1989]) and is called the ionosphere. Ranging up
from roughly 1000 km to a few Earth radii (2-5) and mostly also bound to magnetic field lines,
a weakly ionized, co-rotating plasma is present, called the plasmasphere. The height, at which
𝐻+ becomes the dominant ion species, is usually used to define the transition between the iono-
sphere and plasmasphere. For many applications, a fixed transition altitude is considered (e.g.,
1000 km Jakowski and Hoque [2018]). Several processes contribute to the state of the ionosphere
and plasmasphere. There is the generation of ions, primarily due to photo-dissociation, the re-
combination, neutral winds, and also up and down-welling, which may cause changes in the ion
composition and several other phenomena like plasma depletions or polar patches (e.g., Kelley
[1989], Rodríguez-Zuluaga et al. [2019], Spicher et al. [2015]) The ionization process is primarily
solar-driven. Transport processes are driven via neutral winds, which are caused by thermal ex-
pansion and are thus, to a large extent, also solar driven. In polar regions also ionization by particle
precipitation (e.g. polar patches) is present. The conductivity can change drastically between day
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and night side, depending on the ion composition and the recombination rates. In addition, insta-
bilities like for example equatorial plasma bubbles can occur (e.g. Whalen [2000], Stolle et al.
[2006b]). Also, external forcing from atmospheric waves caused by earthquakes or the plasma-
sphere’s compression may travel through the ionosphere and affect the electron density distribu-
tion [Chen et al., 2011, Tanimoto et al., 2015]. Such processes cause the ionosphere to have a high
variability concerning day and night, seasonal, daily, and down to time scales of seconds. In the
plasmasphere on top of the ionosphere, less variability is caused by ionization and recombination
than in the ionosphere. However, external forcing caused by the solar wind becomes a key driver
[Jakowski and Hoque, 2018]. This chapter will shortly describe the ionosphere and plasmasphere
and introduce the altitude profiles of electron density. Two of the most prominent phenomena
that can be well observed using GPS/GNSS will be explained in more detail: The ionization crest
near the geomagnetic equator, a day-side feature, visible as two prominent peaks, and plasma de-
pletions that are known to scatter electromagnetic waves [Kintner et al., 2007]. The first causes
large-scale spatial gradients in electron density, whereas the latter exists in both, the equatorial
and polar regions. The depletions typically extend from several hundreds of kilometers down to a
few kilometers [Xiong et al., 2016a]. Measurement techniques will be briefly discussed to outline
where ionospheric observations obtained by Low Earth Orbiting (LEO) satellites can contribute
most and point out limitations of specific measurement types.
2.1 Ionization and recombination
The two primary sources for ionization are photo-ionization and ionization due to high energetic
particles. Photo-ionization is present on the day-side, whereas the latter occurs at the polar regions
and near the South Atlantic Anomaly [Mironova et al., 2019, Zmuda, 1966]. Wavelengths carrying
sufficient energy to separate an electron from an atom or molecule are in the ultraviolet, X-ray, or
higher energetic spectrum. For several applications, the F10.7 index is used to predict ionization.
The index is the radiation density at a wavelength of 10.7 cm. The wavelength is too long to
perform ionization. However, it is a well-established proxy to predict solar activity and the impact
of radiation having shorter wavelengths on the Earth’s atmosphere.
2.2 Altitudinal development
The chemical composition of the ionosphere is mostly determined by the altitude and the respective
scale height. The scale height defines the height, where the gas density is reduced by a factor of
1/𝑒. The scale height may be expressed as a solution of the hydro-static differential equation
𝑑𝑃 = −𝜌𝑔𝑑𝑧, (2.1)
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Figure 2.1: Temperature and ionization profiles [Kelley, 1989]
Figure 2.2: Chemical composition with altitude [Kelley, 1989].
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where P is the pressure, 𝜌 the density, and 𝑔 the gravitational acceleration. The measure 𝑑𝑧 is the




where 𝑚𝐻 is the mass of a hydrogen atom, 𝜇 is the average mass of the particles in the gas, 𝑘𝐵
is the Boltzmann constant, and 𝑇 is the temperature in Kelvin. The solution to the differential
equation is thus given as
𝑃 = 𝑃0𝑒
− 𝜇𝑚𝐻𝑘𝐵𝑇 𝑧 = 𝑃0𝑒
−𝑧
𝐻 , (2.3)
with 𝑃0 being the pressure at altitude ℎ0 and the scale height 𝐻 =
𝑘𝐵𝑇
𝜇𝑚𝐻
. From that equation,
two conclusions may be drawn. First, the lighter the gas molecules’ mass, the larger the scale
height, and consequently, lighter molecules reach larger altitudes. Therefore hydrogen is dominat-
ing in high altitudes (see Fig. 2.2). Besides, also the temperature has an impact. The higher the
temperature, the larger the scale height and thus implying an expansion of the atmosphere.
2.2.1 Ion composition
The ion composition depends on the chemical composition that also defines the recombination
rates. Most of the ions are generated by photo-dissociation, which takes place on the day-side.
The ionization is counteracted by recombination. The recombination-rate depends on the chemical
composition. Molecular oxygen, e.g., recombines much faster than atomic oxygen. Since the
composition is altitude-dependent, this leads to layers of different characteristics. The highest
layer, called F-layer, is present during day and night with only small electron density changes.
Below the F-layer, the E-layer is located. In the E-layer, the ionization maximizes during the day
but because the dominant ion species are ions of molecular oxygen (𝑂+2 ) it recombines after sunset
almost immediately. Therefore the ionization in the E-layer shows a strong variability concerning
the day- and night-side. This can also be seen in Fig. 2.1. Below 100 km, the D-layer is located,
which is only existing on the day-side. Sometimes the F-layer is again separated into 𝐹1- and
𝐹2-layer, depending on the altitude regions.
2.2.2 Profiler functions
Two classical profiler functions are introduced: The formulation of the density profile as Chapman
layer and the Epstein layer function. For the sake of simplicity, the reduced height is used,
𝑧 = ℎ − ℎ𝑚
𝐻
, (2.4)
where ℎ is the altitude, ℎ𝑚 is the altitude of the layers maximum electron density and 𝐻 is the





where sec(𝜒) = 1/ cos(𝜒) is the secant function. 𝑁𝑚 is the maximum electron density at altitude
of the peak ℎ𝑚 and 𝜒 is the solar zenith angle. For 𝑘 = 1 the layer is called 𝛼-Champman layer, for
𝑘 = 0.5 the layer is called 𝛽-Chapman layer [Anderson et al., 1987, Olivares-Pulido et al., 2016].
The assumptions for the Chapman layer are only one type of gas, monochromatic light with parallel
beams and a constant scale height of the gas density. The Chapman profile is derived by comparing
the ionization rate to the gas density. The gas density drops with altitude. In contrast, the intensity
of radiation increases with altitude as less absorption takes place. Eventually, a layer having an
ionization peak at a specific altitude and an exponential decay in higher altitudes is formed.
A second commonly used function to describe the electron density profile is the semi-Epstein






This expression is widely used, e.g., in the NeQuick topsidemodeling [Radicella and Zhang, 1995].
2.3 Frequencies
Two frequencies describing the plasma are of particular interest for the propagation of electromag-
netic waves: First, the plasma frequency 𝑓𝑝, which directly depends on the electron-density 𝑁𝑒.
The plasma frequency is important for the higher-order ionospheric terms in signal propagation,
the altitude of reflection for ionosonde measurements, and calibrating Langmuir probes. The gyro-










𝐵 = 𝐴𝑔𝐵. (2.8)
Here 𝑒 is the electron charge, 𝑚𝑒 is the electron mass, 𝜇0 is the permeability of free space and
𝐵 the strength of the magnetic field. The value of the constants is 𝐴𝑝 = 80.62m3s−2 and 𝐴𝑔 =
2.8 ⋅ 1010sA/kg.
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Figure 2.3: Electron and ion drift depending on collision frequency and electric field [Kelley,
1989].
2.4 Electron and ion drift
The frequency of collisions with neutral molecules 𝑓𝑐 and the gyro-frequency 𝑓𝑔 are relevant to
explain the electron and ion drift. The ratio 𝜅 = 𝑓𝑔/𝑓𝑐 defines the direction of motion for ions and
electrons. In case the collision frequency tends to infinity, many collisions occur and the motion
for electrons and ions is defined by the electric field (see Fig. 2.3). In a collision-free plasma 𝜅
tends to infinity. If a particle with charge 𝑞 is moving the Lorentz force𝐹𝑙 = 𝑞 ⋅ (𝑣 ×𝐵) is forcing
the particle on a circular trajectory. Only a half-circle can be performed due to the electric field
present, and the motion is reinitialized. This results in half-cycles and consequently a drift in𝐸×𝐵
direction. In case the gyro frequency matches the collision frequency, the direction of movement
is at a 45∘ angle.
2.5 Appleton anomaly
The Appleton anomaly is easily seen in global TEC maps. An example is shown for the 1st of
March 2015 in Fig. 2.5. It is a characteristic feature resulting in a double peak on the day-side
to pre-midnight [Lühr et al., 2003]. It is a regular large-scale phenomenon. On the day-side, an
eastward electric field is present. The plasma is subject to a drift given in 𝐸 × 𝐵 direction. In
combination with the northward pointing magnetic field, this results in an upward plasma drift.
Subsequently, the plasma is carried to higher altitudes until an equilibrium of the uplifting force
and the gradient of the plasma density is reached (see. Fig. 2.4). From that on, the plasma sinks
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Figure 2.4: Plasma drift in 𝐸 × 𝐵 direction at the magnetic equator and gradient driven plasma
drift along the magnetic field lines [Kelley, 1989].
Figure 2.5: CODE global ionosphere map for the 1st of March 2015 8:00 UT. The Appleton
anomaly is visible as a the double peak near the geomagnetic equator.
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Figure 2.6: Vertical drift as observed by the Jicarmarca radio observatory (Peru) [Kelley, 1989].
again to lower altitudes along the magnetic field lines. The result is an accumulation of plasma at
approximately +/- 5 to 15 degrees in magnetic latitude, depending on solar and geomagnetic con-
ditions. Near the dusk terminator, a second effect amplifies the uplift. Given certain seasonal and
solar conditions, the plasma’s vertical drift velocity increases rapidly before sunset and is inverted
afterwards. This effect is called the pre-reversal enhancement. Observations of the vertical drift
taken by the Jicarmarca radio observatory in Peru are shown in Fig. 2.6. In this figure, the vertical
plasma drift is shown. The daytime upward drift corresponds to an eastward electric field, whereas
the downward nighttime drift corresponds to a westward field. Near the dusk terminator, a strong
amplification in the vertical drift is observed depending on the season and solar flux.
2.6 Ionospheric plasma depletions
Near the geomagnetic equator strong changes in the vertical drift of the plasma occur after sunset
(see Fig. 2.6). The pre-reversal enhancement after sunset triggers the growth rate of the Rayleigh-
Taylor instability in the lower F region [Whalen, 2000, Stolle et al., 2006b]. The instability can
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cause compact volumes of lower plasma density to rise from the E-F boundary into the F-layers.
The electron density is several orders lower inside the depletion. Because of conservation of plasma




) + ∇ [𝑁𝑒(𝑇𝑒 + 𝑇𝑖)] = 0, (2.9)
such a depletion leads also to fluctuations in the magnetic field [Park et al., 2013]. Here 𝐵 is the
magnetic field strength, 𝜇0 the magnetic permeability of the free space, 𝑁𝑒 is the electron density
and 𝑇𝑒, 𝑇𝑖 the electron and ion temperatures. This effect is then utilized to identify such depletions
in the magnetic field measurements [DISC, 2017a, Stolle et al., 2006b, Park et al., 2013]. The
detection is discussed in more detail in Sect. 6.4.3. Equatorial bubbles are well known to cause
fluctuations in GPS/GNSS, VHF, and several other frequency-dependent measurements [Aarons,
1977, Aarons et al., 1981]. Several studies were made to derive the climatology of those perturba-
tions on the GPS observations taken by LEO satellites (e.g., Xiong et al. [2016b]).
2.7 Measurement types
2.7.1 Radar
Radar measurements are the gold standard of ionospheric measurements. They can measure the
electron density without altitudinal limitation using reflection, and by using Doppler shift also the
winds can be measured. A few of the most famous incoherent scatter radars are Jicarmarca in Peru,
were the measurements for Fig. 2.6 were taken, Milestone Hill in Massachusetts, USA, and the
EISCAT Svalbard radar (ESR) as part of the European Incoherent Scatter Scientific Association
(EISCAT) in Svalbard, Norway. The total number of radar stations is very limited (ten radars
were used for the International Reference Ionosphere (IRI) model [Bilitza, 2018]), and also, the
observations are always taken from the identical latitude and longitude. A great effort is required
to build and run incoherent scatter radars. They provide an important opportunity to calibrate
measurements, e.g., electron density obtained via KBR by GRACE(-FO), calibrating Langmuir
probes on Satellites [Lomidze et al., 2018] and also for validating ionospheric models. On 10th of
August 2020, the famous Arecibo radar, build in 1969 in Puerto Rico, was severely damaged as one
of the wires carrying the instrument platform snapped. Several weeks later on 6th of November
2020, a second wire snapped. As stability could not be ensured, a repair became too risky, and
eventually, the radar was to be decommissioned [Witze, 2020]. On 2nd of December 2020, the
telescope finally collapsed.
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2.7.2 Ionosonde
Ionosondes are relatively simple sounders compared to incoherent scatter radars with variable fre-
quency. In case the frequency matches the plasma-frequency, the signal is reflected, and thus the
altitude of that specific electron density is obtained. This reflection, however, does not allow for
sounding above the maximum electron density peak. A great effort was made to establish a net-
work during the Geophysical year 1980. Several of those stations are still operational. They are an
essential source for investigating the bottom-side and low ionosphere. Ionosondes were also used
on-board satellite missions, e.g., ISIS-2 (International Satellites for Ionospheric Studies), and used
extensively to characterize the topside ionosphere for construction of the IRI model [Bilitza et al.,
2011].
2.7.3 Sounding rockets
Profiles of the electron density and chemical composition can also be obtained by sounding rockets.
Typically, sounding rockets are used for altitude regimes between 50 km and 250 km as those
altitude regimes are too high for balloons and too low for satellites [ISAS, 2020]. However, the
time of measurements is rather short, typically in the range of a few minutes. Sounding rockets
provide very localized measurements. Phenomena to be studied by sounding rockets are e.g., the
auroral electrojet, as its typical altitudes are in the range of 100 km to 150 km [Potter, 1970].
However, the proposed Daedalus satellite mission aims for altitudes down to only 120 km using
a highly elliptical orbit [Sarris et al., 2020]. A phase-0 study was recently concluded, but it did
not enter the phase-A study for the European Space Agency (ESA) Earth Explorer 10 mission
[Doornbos, 2021, ESA, 2021].
2.7.4 Satellites
Some satellites carry special equipment to measure electric fields, electron density, ion drift, and
other parameters. A few examples are dedicated magnetic field missions like Oerstedt, CHAMP,
Swarm, and the RPI (Rapid Plasmaspheric Imager) mission. A typical instrument type choice is
Langmuir probes, which can extract the electron density using an electric potential, magnetometers,
and thermal ion imagers. Most LEO satellites also carry a dual-frequency GPS/GNSS receiver for
orbit determination. GNSS data provided by these receivers may also be used to extract the integral
electron density. Those include dedicated gravity field missions like GOCE and GRACE and
altimetry missions, e.g., ESA’s Sentinel 3 satellites or the TOPEX/Poseidon and Jason missions.
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2.7.5 Ground-based GPS/GNSS
For geodetic applications, large GNSS receiver networks were implemented, and the data is pro-
vided nearly continuously and with only short delays. One of the more extensive global and well-
organized receiver networks is coordinated by the International GNSS Service (IGS, Johnston
et al. [2017]). The network consists of more than 400 stations to determine the orbits of the GNSS
satellites and derive various geodetic, geophysical, and atmospheric parameters, e.g., station coor-
dinates, Earth rotation parameters, and total zenith path delay. Numerous regional networks exist,
e.g. the European EUREF (Reference Frame Sub-commission for Europe [Bruyninx et al., 2009])
network containing around 200 stations or local networks like the AGNES (Automated GNSSNet-
work for Switzerland) network with 30 stations distributed in Switzerland. GNSS networks can
also be used to derive global or regional maps of integral electron density. A global estimation of
the vertical total electron content is the routinely processed CODE (Center for Orbit Determina-
tion in Europe) TEC map (see Fig. 2.5), where the underlying GNSS observations are taken from
the IGS network. Based on TEC maps, corrections can be applied to the GNSS observations to
improve the station coordinate estimation [Garcia-Fernàndez and Montenbruck, 2006].
2.8 Characterization of the topside ionosphere and plasmasphere
The models presented in this section are selected because of their application in GNSS positioning
or because they follow similar approaches as the model developed in Sect. 8.2 or the tomographic
approach used in Sect. 8.4. The complex physics-based Whole Atmosphere Community Cli-
mate Model with thermosphere and ionosphere extension (WACCM-X [Liu et al., 2018]) is not
considered as its maximum altitude is in the range of 500 km to 700 km. Furthermore, the tomo-
graphic approachMulti-Satellite ionosphere-plasmasphere Electron density reconstruction (MuSE
[Gerzen et al., 2017]) is discussed instead of the Multi Instrument Data Analysis System (MIDAS)
[Mitchell and Cannon, 2002] because in this work, a multiplicative approach is used. In contrast,
the MIDAS approach employs an inversion with truncated singular value decomposition.
2.8.1 IRI model
The IRI [Rawer et al., 1978, Bilitza, 2018] model is a joint project of the Committee for Space
Research (COSPAR) and the International Union of Radio Science (URSI). The current version
is the IRI-2016 [Bilitza et al., 2017]. The IRI model is mainly based on ionosonde observations
and includes radar observations, even if the number of available radar stations is limited. IRI
provides monthly mean ionosphere maps using the solar flux index F10.7 and the Kp-Index and
the R12 sunspot number as input parameters or other equivalent input parameters. The topside
estimation is currently based on the topside sounding missions ISIS-2 ionosonde measurements,
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and comparisons were carried out using TOPEX radar-derived TEC [Bilitza et al., 2011]. The
topside electron density is modeled using NeQuick [Bilitza et al., 2017]. As skeleton profiler the
Epstein layer is used, the scale height, however, is varied with altitude:
𝐻(ℎ) = 𝐻0 (1 +
𝑟𝑔(ℎ − ℎ𝑚𝐹2)
𝑟𝐻0 + 𝑔(ℎ − ℎ𝑚𝐹2)
) , (2.10)
where
• 𝐻0 is the reference scale height, and
• ℎ𝑚𝐹2 is the altitude of the peak density of the F2 layer.
For the parameters 𝑟 and 𝑔 values of 𝑟 = 100 and 𝑔 = 0.125 were found suitable in the studies of
Radicella and Leitinger [2001] and Coïsson et al. [2006]. Earlier IRI versions used an exponential
decay, as it is also stated in Coïsson et al. [2006] and Bilitza [2004].
2.8.2 NeQuick model
TheNeQuick or themore recent NeQuick-2model is an empiricalmodelmostly based on ionosonde
data. Three-layer functions with specific anchor points are used. The model parameters are given
in the critical frequencies 𝑓𝑜𝐸, 𝑓𝑜𝐹1, 𝑓𝑜𝐹2, and 𝑀(3000)𝐹2. External drivers are the monthly
mean sunspot number and the solar flux index F10.7. A modification of the NeQuick model, the
NeQuick-G, is used to correct the ionospheric path delay and phase advance. Coefficients are trans-
mitted together with the Galileo satellites’ navigation message [Montenbruck and González Ro-
dríguez, 2020], allowing to apply ionospheric corrections directly without external input. The
capability to correct for those effects is especially important for the users of single-frequency re-
ceivers since no ionosphere-free linear combination can be formed to mitigate the ionospheric error
in positioning. The NeQuick model is using the DGR profiler, which consists of a combination of
Epstein layers [Radicella and Zhang, 1995]
𝑁𝑒(ℎ) = 𝑁𝐹2(ℎ) + 𝑁𝐹1(ℎ) + 𝑁𝐸(ℎ)
= 4𝑁𝑚 ∗ 𝐹2
(1 + exp (ℎ−ℎ𝑚𝐹2𝐵2 ))
exp (ℎ − ℎ𝑚𝐹2
𝐵2
)
+ 4𝑁𝑚 ∗ 𝐹1
(1 + exp (ℎ−ℎ𝑚𝐹1𝐵1 ))
exp (ℎ − ℎ𝑚𝐹1
𝐵1
)
+ 4𝑁𝑚 ∗ 𝐸
(1 + exp (ℎ−ℎ𝑚𝐸𝐵𝐸 ))
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• 𝑁𝑚 ∗ 𝐹2, 𝑁𝑚 ∗ 𝐹1, and 𝑁𝑚 ∗ 𝐸 are variations of the 𝑁𝑚 of the given layer with respect
to contributions of other layers.
• 𝐵2, 𝐵1, and 𝐵𝐸 are empirically determined values for the scale height, whereas especially
the parameter 𝐵2 includes a diurnal and seasonal variation using a specific shape parameter.
• ℎ𝑚𝐹2, ℎ𝑚𝐹1 and ℎ𝑚𝐸 are the altitudes of the peaks of the corresponding layer.
More details on the definition of these parameters may be found in Radicella and Zhang [1995].
They rely on empirical approximations using ionogram inversion and are thus fitted to match
the topside ionospheres shape. A recent study performed by Montenbruck and González Ro-
dríguez [2020] on Swarm C when only using L1 C/A pseudo-range for positioning showed how
the NeQuick-G can be used for single-frequency receivers positioning in low Earth orbit to correct
for ionospheric effects. The results showed that under high solar flux conditions (e.g., in 2014),
the positioning error could be reduced from roughly 5 m down to 2 m. For low solar flux (e.g. in
2017), the positioning error could be reduced in the range of several centimeters. This study and
a correction model will be of major interest for the increasing number of cube-sat missions. Most
of their receivers are only capable of single frequency tracking and therefore need external input
to compensate for the first-order ionospheric phase advance. Another variation of the NeQuick
topside is also employed in the high latitude Empirical Canadian High Arctic Ionospheric Model
(E-CHAIM [Themens et al., 2017, 2018]) for the topside.
2.8.3 Neustrelitz Plasmasphere Model
The Neustrelitz Plasmasphere Model was developed by Jakowski and Hoque [2018]. Only one
external parameter, the F10.7 index, is used, 40 additional parameters were fitted using GPS TEC
observations obtained from the CHAMP mission during the years 2000-2005 (solar maximum
conditions). It uses the sum of two layer functions, which both describe an exponential decay,
whereas the decay in 𝑁𝑒𝑃𝐿 is dependent on the L-shell (Apex altitude of the magnetic field line
in Earth radii 𝑅𝐸) and in 𝑁𝑒𝑃ℎ on altitude








The electron density is then obtained using the relation 𝑁𝑒 = 𝑁𝑒𝑃ℎ + 𝑁𝑒𝑃𝐿. The key parameters
are
• 𝑁𝑒𝑃𝐿1, 𝑁𝑒𝑃ℎ0 as reference densities,
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• 𝐻𝑃𝐿, and 𝐻𝑃ℎ as scale heights.
𝑁𝑒𝑃𝐿1 is the electron density at 𝐿 = 1 and 𝑁𝑒𝑃ℎ0 the electron density at ℎ = 0. Their varia-
tion is modeled using dipole latitude, diurnal, semi-diurnal and ter-diurnal variations, annual and
semi-annual variations, the solar zenith angle and a fixed plasmapause location at 𝐿 = 5. The
validation was performed using electron density data obtained by IMAGE/RPI. This model is a
mean plasmasphere model and intended to be used as a background model for GPS positioning
and topside modeling.
2.8.4 TUM model approaches
The model developed by the Technical University of Munich (TUM) is an empirical model based
on ground-based vertical TEC [Erdogan et al., 2020, Goss et al., 2020]. For smoothing and in-
terpolation, a two-dimensional B-spline representation is used. This procedure allows to estimate
regional maps and global maps and make use of local densification. A second approach followed
by TUM is the three dimensional reconstruction [Gerzen andMinkwitz, 2016, Gerzen et al., 2017]).
In that approach, the NeQuick model serves as a background and is adjusted by proper scaling us-
ing vertical TEC observations from ground stations. Furthermore, LEO TEC obtained from POD
and occultation antennas are utilized in a Kalman-filter approach using a variation of the multi-
plicative algebraic reconstruction technique (MART). The Neustrelitz models for F2 peak height
and density [Hoque and Jakowski, 2011, 2012] are also employed as a background for adjusting
the IRI values [Gerzen et al., 2017].
2.8.5 CODE TEC maps
The TEC maps routinely generated by CODE model vertical TEC. Slant TEC derived from dual
frequency GNSS observations are converted to vertical TEC via the modified single layer map-
ping function (see Sect. 3.7.3). The vertical TEC map itself is modeled using spherical harmonic
expansion up to degree 15 in a sun-fixed frame and with magnetic dipole latitude. The model is
purely empirical, and the model parameters are estimated piecewise linear with a time resolution
of one hour. The timestamp ℎ0 means that slant TEC observations up to one hour before and after
ℎ0 were used to estimate estimate the model coefficients at ℎ0. The weighting function
𝑤(ℎ) = 𝑚𝑎𝑥(0, 1 − |ℎ − ℎ0|), (2.14)
where ℎ is the hour of the used measurement, is used to increase the impact of observations taken
close to the reference time. Sub-hourly resolution is realized by the piecewise linear model co-
efficients. The code biases of the receiving ground stations are estimated daily for the TEC map
estimation. For most applications they are later combined to monthly values [Schaer, 1999, Schaer
et al., 1996]. It was also shown that either the ambiguities or the DCB’s to obtain absolute slant
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TEC values have to be known or estimated. The CODE TEC maps’ main focus is to derive ap-
proximations for higher-order ionospheric corrections, which cannot be eliminated when using
the ionosphere-free linear combination. Several studies showed that the station coordinates might
change in the range of a few millimeters [Fritsche et al., 2005]. An example of a code TEC is
shown in Fig. 2.5.
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Chapter 3
Ionospheric effects on GNSS data
Even though it is not GPS specific, this chapter starts with a small introduction to least squares
adjustment, as this tool is required throughout this work and is already applied in TEC and multi-
path estimation introduced in this chapter.
After briefly introducing the GPS, GLONASS, and Galileo Global Navigation Satellite Systems
(GNSS), the observation equations and essential linear combinations are outlined. Eventually, the
computation of GNSS-derived TEC is discussed in this chapter. Even though other (G)NSS exist,
e.g., the local Japanese Quasi-Zenith Satellite System (QZSS) or the Chinese Beidou System, they
will be omitted as they are not tracked by the LEO satellites used in this work. Furthermore, the
signal content of the carrier phase observables and linear combinations are discussed and how they
can be used for specific applications, including, e.g., preprocessing. Eventually, the computation
of TEC and TEC-derived indices will be discussed, focusing on calibration-related uncertainties,
e.g., the uncertainty in the code leveling and the receiver bias estimation.
3.1 Least-squares adjustment
In order to adjust orbit or gravity field parameters, or ionospheric models, the technique of least
squares adjustment (LSA) is used (see e.g. Tapley et al. [2004b] and Jäggi [2006]). The mathe-
matical model is
𝐹(𝑥) = 𝑦 + 𝜖. (3.1)
Here 𝐹 is the observational model, 𝑥 contains the model parameters, 𝑦 the observations, and 𝜖 the
observational noise (Gaussian, zero mean). Model deficiencies can also be included in 𝜖 causing
non Gaussian residuals. The parameter vector 𝑥 is a solution, if 𝑥 solves
‖𝐹(𝑥) − 𝑦‖𝑃 → 𝑚𝑖𝑛. (3.2)
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Here ‖𝑣‖2𝑃 = 𝑣𝑇𝑃𝑣 is the 𝐿2 norm weighted with the matrix 𝑃. In case of a linear function𝐹(𝑥) =
𝐽𝑥, a solution is given by
𝑥 = (𝐹𝑇 ⋅ 𝐹)−1𝐹𝑇𝑦. (3.3)
If 𝐹 is non-linear, 𝐹 is linearized as 𝐹(𝑥) ≈ 𝐹(𝑥0) + 𝐽(𝑥 − 𝑥0), where the Jacobian matrix 𝐽





Now the linearized problem can be solved. Depending on the quality of the initial guess 𝑥0 this
can be iterated until convergence.
The observational error can be of different variance and also the observations can be correlated.
This is taken into account by
𝑃 = 𝑄−1𝑦𝑦 = 𝜎20𝐶−1𝑦𝑦 , (3.5)
Where 𝑃 is the weight matrix of observations,𝑄𝑦𝑦 is the cofactor matrix, 𝜎0 the a priori standard
deviation of unit weight, and 𝐶𝑦𝑦 the covariance matrix. In case all observations are considered
to be independent𝑃 becomes a diagonal matrix with the entries 𝜎20/𝜎2𝑥𝑖 , where 𝜎
2
𝑥𝑖 is the observa-
tion specific variance. Extensive use of observation specific weighting will be made in Chap. 6.
Eventually the normal equation system is set up, with
(𝐽𝑇𝑃𝐽)(𝑥 − 𝑥0) − 𝐽𝑇𝑃(𝐹(𝑥0) − 𝑦) = 𝑁𝑥 − 𝑏 = 0. (3.6)
Here𝑁 is the normal equation matrix and 𝑏 is the right-hand side of the normal equation system.
The a posteriori standard deviation can eventually be computed making use of the student T-





where 𝜖 are the post-fit residuals, 𝑛 is the number of observations and 𝑢 the number of model
parameters (unknowns). The covariance matrix𝐶𝑥𝑥 (and the cofactor matrix𝑄𝑥𝑥) of the adjusted
model parameters is eventually given as
𝐶𝑥𝑥 = 𝑚20𝑄𝑥𝑥 = 𝑚20𝑁−1. (3.8)
In case observations cause the matrix become singular or have small Eigen-values in the normal
equation system, it is useful to constrain those parameters. Two types of constraints are introduced
here: absolute and relative constraints. An absolute constraint can be realized by adding artificial
observations of the type such as:
𝑥𝑖 = 0, (3.9)
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together with the weight 𝜎20/𝜎2𝑖 , where 𝜎2𝑖 is the a priori variance of the 𝑖-th parameter. The same
way, one may introduce relative constraints, by adding equations like
𝑥𝑖 − 𝑥𝑗 = 0, (3.10)
also with appropriate weights. The constraints can be summarized by a constraining matrix Ω
together with the artificial observations 0. The least squares problem to be solved is now
‖𝐹(𝑥) − 𝑦 − 𝜖‖ + ‖Ω𝑥‖ → 𝑚𝑖𝑛. (3.11)
3.2 The Global Positioning System
The Global Positioning System is a global satellite-based navigation system developed during the
1970s by the US military and reached full operational capability, i.e., 24 active satellites for global
coverage, in mid-19951. Today typically, up to 32 satellites are active. The GPS satellites transmit
an encoded, right-hand polarized signal on two frequencies, namely the L1 (1575.42 MHz) and
L2 (1227.60 MHz) frequency (see, e.g., Kaplan and Hegarty [2017]). The information required
to identify the GPS satellite is included in the publicly available Coarse Acquisition-Code (C/A)
signal. The signal is modulated on the L1 frequency using bi phase-shift keying, the accuracy
for the code itself was worsened until mid-2000 by artificial noise2. Higher accuracy code, the
so-called P-code, is available on both the L1 and the L2 frequency. The P-code is encrypted and
not available for public use, but the encrypted Y-code can be tracked. Apart from the code mea-
surements also the carrier phase can be extracted. The carrier phase offers high accuracy in the
millimeter range. However, only a relative change of range is provided by the phase measure-
ments. Making use of dual-frequency can be used to largely remove the ionospheric contribution.
Therefore, dual-frequency measurements are preferred by the geodetic community aiming for the
highest possible accuracy. Due to the encrypted signal on the L2 frequency, code-less tracking
techniques have been developed and implemented. Standard techniques are to square the signal or
to make use of correlations (see, e.g., Woo [2000]). The modernized GPS satellites (block-typed
IIR-M, II-F, III-A, III-F) also provide a publicly available signal on the L2 frequency, denoted as
L2C 3. The newest operational generation (block-type IIF) also transmits its signals on a third L5
(1176.45 MHz) frequency.
The GPS satellites orbit the Earth in near-circular orbits at approximately 20,200 km altitude in six
different orbital planes separated by 60∘ each, the revolution time is 11:58 h, and the inclination
is 55∘. Therefore the coverage in the polar regions lacks high elevation data. The ground tracks
1https://www.navcen.uscg.gov/?pageName=global, accessed 8.12.2020
2https://www.gps.gov/systems/gps/modernization/sa/, accessed 29th of December 2020
3https://www.gps.gov/systems/gps/modernization/civilsignals/, accessed 8th of December 2020
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are repeating after two orbital revolutions, which corresponds to one sidereal day. For most space-
borne receivers, GPS is still the standard. Only very few satellite missions also support other
GNSS systems. One example is the satellites of the COSMIC-2 mission [Weiss et al., 2019]).
Their TriRO-GNSS also supports the Russian GLONASS and the European Galileo system for
radio occultation measurements [Esterhuizen et al., 2009]. Another example of multi GNSS capa-
ble receivers is the RUAG PODRIX on-board Sentinel-6, which tracks GPS and Galileo satellites
[ESA, 2020a].
3.3 GLONASS
The GLONASS (Globalnaja nawigazionnaja sputnikowaja sistema, Revnivykh et al. [2017]) sys-
tem is the Russian pendant to the US-American GPS system. The orbital altitude is approximately
19,100 km and the inclination almost 65∘, which allows a better coverage in high latitude regions
[Revnivykh et al., 2017]. The GLONASS satellites are distributed in 3 orbital planes, separated by
120∘ each. The satellites are almost equally distributed in each orbital plane. The ground tracks re-
peat after 17 revolutions. Given the revolution time of 11h 16 min, which corresponds to 8/17 of a
sidereal day, this results in approximately eight days. Also, a minimum of 24 satellites is necessary
for nominal operation. GLONASS also uses two main carrier frequencies. However, each satellite
transmits on an own channel. That means that the frequency is shifted by a fixed step depending
on the channel number. The frequencies for GLONASS are G1 = 1602 MHz + 𝑘 · 562,5 kHz and
G2 = 1246MHz + 𝑘 · 437,5 kHz, where 𝑘 is given by the channel number [Revnivykh et al., 2017].
The GLONASS system first reached full operational capability in 1993 and again in 2012.
3.4 Galileo
Galileo is a civilian European GNSS system developed by ESA and the European Commission, in
contrast to the GPS and GLONASS systems operated by the military [Falcone et al., 2017]. The
satellites are equally distributed in circular orbits in three orbital planes separated by 120∘ at an
orbital altitude of approximately 23,200 km. This results in a revolution period of 14 h 05 min and
repeating ground tracks after approximately ten days. The inclination is 55.6∘, which is slightly
higher than the inclination of the GPS satellites. Since 11th of February 2019, 22 satellites are in
service [GSC, 2019], the full constellation is expected in 2021. In total, a constellation of 30 satel-
lites is planned. Galileo broadcasts on three frequencies: E1(1575.420 MHz), E5(1191.795 MHz),
and E6(1278,75 MHz). The modulation used for the E1 signal is composite binary offset carrier,
and bi phase-shift keying is used for E5 and E6, similar to GPS [Falcone et al., 2017].
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3.5 Modeling the GPS/GNSS observables
The basic GNSS observables are code and phase measurements. The code measurements allow
to estimate the absolute distance between the transmitter and receiver, but they are still biased by
clock corrections. Moreover, the GPS signals are affected by tropospheric delays and ionospheric
code delay and phase advance. Those delays are ray path dependent and the tropospheric delay can
be ignored for receivers on board satellites, if no radio occultation is performed. The signal itself is
modulated on the carrier frequency using bi-phase shift keying (this is shifting the phase by 180∘ if
a bit shift occurs). Carrier phase observations are the integrated negative beat frequency between
the received carrier of the satellite signal and the receiver–generated reference frequency. Instead
of obtaining the absolute difference, only its relative phase at measurement epoch is known. The
absolute distance is only obtained when adding the integer number of cycles between receiver and
transmitter. This number is typically unknown and has to be estimated. The phase measurements
are also affected by clock corrections, tropospheric and ionospheric effects in a similar way as
the code measurements. However, there is one significant difference regarding the ionospheric
signal content. Free electrons cause a delay on the code measurements but an advance in phase
measurements. Only considering the first order ionospheric contribution, this leads to a change in
sign considering the ionospheric component in code compared to phase measurements. Also the
ionospheric component is frequency-dependent and to a first order approximation, the ionospheric
component of one frequency can be expressed by the ionospheric component of the other fre-
quency. More detail concerning ionospheric contribution will be given in Sect. 3.6. Considering
these signal contributions, the pseudorange for C/A code and P code measurements 𝜙𝐶𝐴, 𝜙𝑃1, 𝜙𝑃2
and phase measurements 𝜙𝐿1, 𝜙𝐿2 in meters can be expressed as (alternatively𝐶𝑖1𝑘, 𝑃 𝑖1𝑘, 𝑃 𝑖2𝑘, 𝐿𝑖1𝑘,
and 𝐿𝑖2𝑘 can be used to underline the involved transmitter 𝑖 and receiver 𝑘):
𝜙𝐶𝐴 = 𝐶𝑖1𝑘 = 𝜚𝑖𝑘 +
1
𝑓21
𝐼 𝑖𝑘 + 𝑇 𝑖𝑘 + 𝑐𝛿𝑘 − 𝑐𝛿𝑖 + 𝐵𝑘𝐶1 , (3.12)
𝜙𝑃1 = 𝑃 𝑖1𝑘 = 𝜚𝑖𝑘 +
1
𝑓21
𝐼 𝑖𝑘 + 𝑇 𝑖𝑘 + 𝑐𝛿𝑘 − 𝑐𝛿𝑖 + 𝐵𝑘𝑃1 , (3.13)
𝜙𝑃2 = 𝑃 𝑖2𝑘 = 𝜚𝑖𝑘 +
1
𝑓22
𝐼 𝑖𝑘 + 𝑇 𝑖𝑘 + 𝑐𝛿𝑘 − 𝑐𝛿𝑖 + 𝐵𝑘𝑃2 , (3.14)
𝜙𝐿1 = 𝐿𝑖1𝑘 = 𝜚𝑖𝑘 −
1
𝑓21
𝐼 𝑖𝑘 + 𝑇 𝑖𝑘 + 𝑐𝛿𝑘 − 𝑐𝛿𝑖 + 𝜆1𝑛𝑖1𝑘 + 𝐵𝑘𝐿1 , (3.15)
𝜙𝐿2 = 𝐿𝑖2𝑘 = 𝜚𝑖𝑘 −
1
𝑓22
𝐼 𝑖𝑘 + 𝑇 𝑖𝑘 + 𝑐𝛿𝑘 − 𝑐𝛿𝑖 + 𝜆2𝑛𝑖2𝑘 + 𝐵𝑘𝐿2 , (3.16)
where
• 𝜚𝑖𝑘 denotes the slant range at signal transmission time 𝑡𝑖 and signal reception time 𝑡𝑘 (both
in GPS-time),
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• 𝐼 𝑖𝑘 the ionospheric delay (essentially the 𝑞 component, see 3.23),
• 𝑇 𝑖𝑘 the tropospheric delay between receiver 𝑘 and transmitter 𝑖,
• 𝛿𝑘, 𝛿𝑖 are the clock offsets w.r.t. 𝑡𝑖 and 𝑡𝑘 of the receiver 𝑘 and transmitter 𝑖
• 𝐵 are the bias terms.
For the phase measurements the additional unknown integer phase ambiguity in cycles 𝑛𝑖1𝑘, 𝑛𝑖2𝑘,
multiplied with the corresponding wavelengths 𝜆1 = 𝑐/𝑓1, 𝜆2 = 𝑐/𝑓2 is required.
Given this formulation, one may easily form linear combinations, to retrieve different information
content. For positioning the so-called ionosphere-free linear combination can be used to eliminate




(𝑓21 𝜙𝐿1 − 𝑓22 𝜙𝐿2), (3.17)
where 𝑓1 and 𝑓2 are the carrier frequencies. If the ionospheric delay shall be extracted, the geometry-
free linear combination
𝐿𝑔𝑓 = 𝜙𝐿1 − 𝜙𝐿2 (3.18)
can be applied, because it eliminates the slant range, troposphere, and also clock corrections. Only
the ionospheric delay and the ambiguity terms remain.




(𝑓1𝜙𝐿1 − 𝑓2𝜙𝐿2). (3.19)
The wide-lane linear combination has a rather large wavelength of 86 cm instead of 19 cm (𝐿1)
or 25 cm (𝐿2) and is therefore well suited to detect cycle slips and perform wide-lane ambiguity
resolution. A side effect for a later combination of code and phase observations is that the wide-
lane linear combination can be used to flip the ionospheric component sign. This feature is used




(𝑓1𝜙𝐿1 − 𝑓2𝜙𝐿2) −
1
𝑓1 + 𝑓2
(𝑓1𝜙𝑃1 + 𝑓2𝜙𝑃2). (3.20)
The Melbourne-Wuebbena linear combination eliminates the slant range, tropospheric and iono-
spheric effects and clock corrections. In case good code observations (with a noise of less than
1 m) are available, the Melbourne-Wuebbena linear combination can be used to detect cycle-slips.
The low noise of the code observations is required as the wide-lane linear combination is used for
the phase measurements, and thus a cycle-slip of one cycle equals a jump of 86 cm.
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3.6 First and higher order ionospheric terms
Most of the above mentioned linear combinations make use of the first order approximation to
model the ionospheric signal content. But as a matter of fact the signal also contains higher order
ionospheric (HOI) terms. Following the work of Bassiri and Hajj [1992] (alternatively Bassiri and
Hajj [1993]) a phase measurement 𝜙𝑖 can be decomposed as:








with ̃𝜚 containing the slant range, tropospheric delay and clock corrections. For code observations
the following expression is obtained:








The first order term (𝑞/𝑓2𝑖 ) can be eliminated using the ionosphere-free linear combination. The
remaining terms are refereed to as higher order ionosphere (HOI) term. The terms can be computed
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• 𝑁𝑒 is the electron density,
• 𝜃𝐵 is the angle between the line of sight and the magnetic field vector,
• 𝐵 is the norm of the magnetic field vector,
• 𝑇 𝐸𝐶 denotes the Total electron content along the line of sight (in electrons per m2).
The definition of the gyro frequency 𝑓𝑔 and plasma-frequency 𝑓𝑝 can be found in Chap. 2. A short
simulation is performed to obtain a worst-case estimation of the impact on higher-order ionospheric
effects on the ionosphere-free and geometry-free linear combinations. A single Epstein layer (see
Eq. 2.6) is assumed, and numerical integration along the line of sight is performed to solve the
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integral terms. The parameters are chosen such that with zero-elevation, the maximum slant TEC
reaches up to 382 TECU (1016electrons/m2), which is even higher than the maximum observed
values of the Swarm mission during the solar maximum in 2014. The profile parameters are set to
ℎ𝑚𝑎𝑥 = 350 km, 𝑁𝑚𝑎𝑥 = 1012m−3 and a scale height𝐻 = 100 km. The altitude of the LEO satel-
lite was set to 450 km, similar to Swarm, and an equatorial position (0∘lat, 0∘lon) was set because
high electron densities usually occur near the geomagnetic equator. As a magnetic field model, the
IGRF-13 [Thébault et al., 2015] was used with the reference date 1st of January 2005. Even under
such extreme conditions, the impact on the geometry-free linear combination and the ionosphere-
free linear combination is in the range of a few millimeters only if the very low elevations are not
considered. The impact of the corrections for the GOCE orbit determination was negligible [Jäggi
et al., 2015]. However, for ground-based GNSS receivers, the estimated station coordinates can
change on mm level [Petrie et al., 2011, Garcia-Fernàndez and Montenbruck, 2006]. In the subse-
quent Chap. 7 it will be shown that tracking errors can significantly exceed the HOI contributions
under such conditions. The HOI terms are therefore neglected in the following chapters. The sim-
ulation results in the antenna frame are illustrated in Fig. 3.1. An azimuth of 0∘ equals geographic
north. The deviations increase with low elevations, and if the line of sight is almost parallel to the
geomagnetic field lines (see Eq. 3.24 and 3.25). The declination for the specific location is near
−7∘, which means, that the line of sight near 7∘ and 187∘ is almost parallel to the geomagnetic field
lines, thus maximizing the second term. In the case of TEC computations, a tracking error of 1 mm
in 𝐿1 or 𝐿2 corresponds to an error in slant TEC of approximately 0.01 TECU. For comparison:
the slant TEC derived from ground stations is as accurate as 0.3 TECU ([Dach et al., 2015] p.570
for ground-based stations). Therefore deviations below 30 mm in the geometry-free linear com-
bination can be ignored at this stage. In case accuracy of less than 0.03 TECU is required, HOI
corrections have to be taken into account. In such a case, also PCV maps for the geometry-free
linear combination need to be considered (see Sect. 8.3.8), as their impact can also be expected to
be in a similar range. Apart from the above-mentioned higher-order ionospheric terms also ray-
bending is present. A study on the ray bending effects was conducted by Hoque and Jakowski
[2008]. Ray-bending caused the signal path to deviate from the direct line of sight. The difference
between the geometric range and the length of the ray-path is called excess path length. Making
use of ray-tracing assuming a Chapman-Layer, the formula
𝑑(𝑓𝑖) =
7.5 ⋅ 10−5 ⋅ 𝑇 𝐸𝐶2 ⋅ 𝑒−2.13𝜖
𝑓4𝑖 ⋅ 𝐻𝐹2 ⋅ (ℎ𝑚𝐹2)1/8
(3.26)
was derived by Hoque and Jakowski [2008]. Here 𝑑(𝑓𝑖), 𝑖 = 1, 2 is the excess path length for
frequency 𝑖 in meters, TEC in TECU, the elevation 𝜖 in radians, the frequency 𝑓𝑖 in GHz and the
scale height and height of maximum ionization of the 𝐹2 layer (𝐻𝐹2 and ℎ𝑚𝐹2) in km. Assuming
a TEC of 100 TECU, a scale height of 70 km, a peak height of 350 km, and an elevation of 0∘ thus
maximizing the exponential function, the excess path length based on this formula is 0.84 mm for
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Figure 3.1: Sky plot of the sum of the higher order ionospheric corrections for the ionosphere-free
(left) and the geometry-free (right) linear combination. An azimuth of 0∘ equals geographic north.
L1 and 2.26 mm for L2. These deviations translate into a deviation of -1.38 mm for the ionosphere-
free linear combination and -1.43 mm for the geometry-free linear combination. This formula was
derived for ground stations. For LEO satellites, the effect can be expected to be smaller because
the vertical gradients in electron density are smaller and cause less refractivity.
3.7 Computation of slant- and vertical TEC
The geometry-free linear combination is used to derive slant TEC from GPS/GNSS observables.
As can be seen in Eq. 3.23, the first-order ionospheric contribution on the code delay or phase
advance is directly proportional to the TEC along the line of sight. The easiest way to obtain TEC
estimates would be to directly use the geometry-free linear combination of the (semi-) codeless
tracked code observables P1 and P2, or in RINEX 3 convention C1W, C2W, since no ambigu-
ity parameters need to be estimated. Direct code tracking (C1P,C2P) is only available for mil-
itary receivers. Consequently, the Y-code related observations C1W and C2W are used in this
work. Only the GPS satellite-specific P1-P2 code biases of the GPS satellites need to be corrected,
which are routinely processed and provided by CODE 4 every month [Schaer, 2012, 2011]. Only a
receiver-specific P1-P2 remains and needs to be estimated. The issues regarding the estimation of
the receiver-specific differential P1-P2 bias are discussed in more detail in the following sections.
Furthermore, multi-path or code range variation effects need to be corrected. However, code ob-
servations are typically much noisier than phasemeasurements (approx. 1m compared tomm level
for phase [Dach et al., 2015]). The low noise level motivates using the carrier phase observations,
4ftp://ftp.aiub.unibe.ch/CODE/
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which requires estimating the remaining ambiguity parameter. In the following subsections, a pro-
cedure is discussed to derive slant TEC for LEO satellites. First, an outlier and cycle slip detection
based on the Melbourne-Wuebbena linear combination is performed as described in Sect. 3.7.1.
Additionally, the code range variation maps are computed in an antenna fixed reference frame (see
Sect. 3.7.2), based on the method proposed by Montenbruck and Kroes [2003]. An additional
phase screening is performed using the ionosphere-free phase residuals from POD. Eventually,
GPS satellite code biases are applied, and the geometry-free linear combination based on carrier
phase observations is aligned to the code-based geometry-free linear combination in Sect. 3.7.4.
3.7.1 Melbourne-Wuebbena based screening
For TEC computation, both clean code and carrier phase observations on two frequencies are re-
quired. For the initial screening, the Melbourne-Wuebbena linear combination is selected because
it utilizes both observation types. In case all observations are clean and multi-path corrected, the
Melbourne-Wuebbena linear combination should be constant with a white noise dominated by the
code noise. Since the Melbourne Wuebbena linear combination wavelength is 86 cm due to the
wide-lane linear combination of the phase observations, cycle slips are easily detectable as a jump
if code observation noise is not too large. A high RMS in theMelbourne-Wuebbena might indicate
degraded observations in phase or code measurements. Especially for 1 Hz data collected by the
Swarm receiver, the subsequent observations are highly correlated, and cycle-slips tend to become
”cycle-drifts” and are smeared out over several seconds. Thus a filtering algorithm is employed
that uses a boxcar smoothing of the Melbourne-Wuebbena linear combination. This method is also
known as ”Forward-Backward Melbourne-Wuebbena” [Cai et al., 2013]. First, the data points are
averaged using symmetric 11 s boxcar smoothing. The standard deviation is also evaluated, and






After averaging, the difference between the smoothed value at epoch 𝑡 − 5 s and epoch 𝑡 + 5 s is
computed
Δ10𝐿𝑆𝑚𝑤(𝑡) = 𝐿𝑆𝑚𝑤(𝑡 − 5𝑠) − 𝐿𝑆𝑚𝑤(𝑡 + 5𝑠). (3.28)
If the absolute of the difference is close to 86 cm or even larger, a cycle slip near epoch t is assumed.
The epoch of the maximum difference between epoch 𝑡 − 5 s and epoch 𝑡 + 5 s is selected as
the epoch at which the cycle slip occurs. Window size and the time difference used to compare
the smoothed MW linear combination were selected based on a Swarm test case (see Fig. 3.2).
Especially the L2 response takes several seconds (see Chap. 7). The time difference, therefore,
has to be large enough to detect a step, but small enough not to smear out the steps. An example
showing the response to a cycle-slip in the Melbourne Wuebbena linear combination with 2-, 10-,
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Figure 3.2: Melbourne Wuebbena and differences of mean values over time windows of 2 s, 10 s,
and 20 s (bottom) for Swarm A GPS observations of PRN G01, on 1st of March 2015. The
Melbourne-Wuebbena linear combination was centered around 0.
and 20-second differences is shown in Fig. 3.2. Steps are supposed to generate a difference of
a multiple of 86 cm. The steps are not well visible in the two-second difference. The 20-second
difference is too large to identify the epochs of the steps properly. The 10-second difference can
identify the steps and is selected as the best trade-off.
This approach, however, requires the code observations to be original code observations and
not being affected by already performed preprocessing steps. In the Swarm case, the code obser-
vations were smoothed using the carrier phase observations [National Space Institute - Technical
University of Denmark, 2019, RUAG, 2008]. If not detected, cycle-slips can enter the code obser-
vations in the smoothing and might affect the performance of an MW-based cycle-slip detection.
An additional screening is performed at a later stage using auxiliary information from POD. Based
on the ionosphere-free phase residuals stemming from a reduced dynamic orbit determination, ob-
servations are rejected if a threshold of 2 cm is exceeded (this is more restrictive than the 4 cm
used in POD). Those thresholds were empirically derived by analyzing the ionosphere-free phase
residuals. If they exceed a few centimeters, this indicates a degradation of the observations, more
precisely an issue with L1 or L2, or a misfit of the orbit model, e.g.due to maneuvers, and therefore,
the observations should not be used.
3.7.2 Code range variation
Multi-path correction maps, expressed in an antenna fixed reference frame, are used to correct
near-field multi-path effects. They are assumed to be constant in time. If receiver settings are
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modified, this is not necessarily the case. For example, this effect could be observed on-board the
CHAMP mission and the GRACE satellites when the occultation antenna’s operational mode was
switched [Montenbruck and Kroes, 2003, Dahle et al., 2019]. Following the procedure outlined
in Montenbruck and Kroes [2003], the multi-path affecting the code observables may be directly
estimated by forming the linear combinations
𝑀𝐶𝐴 + 𝜖𝐶𝐴 ≈ 𝜙𝐶𝐴 −
2
𝑓21 − 𝑓22
(𝑓21 𝜙𝐿2 − 𝑓22 𝜙𝐿1) − 𝜙𝐿1 − 𝐵𝐶𝐴, (3.29)
𝑀𝑃1 + 𝜖𝑃1 ≈ 𝜙𝑃1 −
2
𝑓21 − 𝑓22
(𝑓21 𝜙𝐿2 − 𝑓22 𝜙𝐿1) − 𝜙𝐿1 − 𝐵𝑃1, (3.30)
𝑀𝑃2 + 𝜖𝑃2 ≈ 𝜙𝑃2 −
2
𝑓21 − 𝑓22
(𝑓21 𝜙𝐿2 − 𝑓22 𝜙𝐿1) − 𝜙𝐿2 − 𝐵𝑃2. (3.31)
Here𝑀∗ denotes themulti-path, and𝜙∗ the code or phase observation inmeters to better distinguish
between the observation type. Apart from the unknown bias terms 𝐵∗ and the noise terms 𝜖, one
may directly obtain a multi-path estimate for the code observations. The bias term 𝐵 is assumed to
be constant for each connected phase arc and 𝜖 to be white noise. The multi-path correction map is
then computed by binning the observations in an elevation/azimuth grid (1∘ × 1∘ resolution). The
bias terms are estimated such that the bin-wise standard deviation is minimized using least-squares
adjustment. A zero mean condition is applied to obtain a unique solution. In case disjunct districts
appear (i.e., no overlapping arcs), the zero mean condition is applied to each district. Bins without
any observation are constrained to zero. Themulti-pathmaps are estimated using a larger time-span
to increase robustness, e.g., twomonths in the following. Since themaps are assumed to be constant
as long as the receiver settings do not change, or no changes in the satellite’s geometry occur (for
example rotating solar panels), the obtained map can be used to remove systematic code errors,
which are applied in before code leveling in TEC processing. However, for CHAMP andGRACE(-
FO) multi-path maps need to be computed for both operational modes of the occultation antenna
[Montenbruck and Kroes, 2003]. An example of this phenomenon is shown in Fig. 3.3. The
Code Range Variation (CRV) maps were computed using the months October and November 2014
for GRACE-A and GRACE-B. Due to their similar geometry in the same operational state, both
satellites should have similar CRV’s. However, in the selected months, the occultation antenna
on-board GRACE-B was switched on, resulting in a large-scale wave pattern.
3.7.3 Mapping functions
A various set of mapping functions exists to approximate vertical TEC (𝑣𝑇 𝐸𝐶) from slant TEC
(𝑠𝑇 𝐸𝐶). Two examples will be given here. CODE’s mapping function for ground stations em-
ploys a single-layer assumption [Schaer, 1999, Dach et al., 2015]. For the Swarm operational TEC
processing at GFZ, the slab layer mapping function is used [DISC, 2017b]. In the routinely pro-
cessed CODE TECmaps, the single-layer model assumes that all electrons contributing to the TEC
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Figure 3.3: P1Code range variationmaps for GRACE-A andGRACE-B inAzimuth and Elevation.
The strong pattern in the GRACE B CRV map is related to the occultation antenna switched on.
observed are concentrated in a layer of infinitesimal thickness at a given altitude 𝐻 (𝐻 = 350 km
for CODE TEC maps). In case the slant TEC pierces the single layer orthogonal, the slant TEC
equals vertical TEC. Otherwise, the slant TEC has to be scaled to obtain vertical TEC. This depen-
dency may be formulated as
𝑣𝑇 𝐸𝐶 = cos(𝑧′) ⋅ 𝑠𝑇 𝐸𝐶. (3.32)
In that specific case the elevation 𝜖 dependent mapping function 𝑀(𝑧) = cos(𝑧′). The zenith
angle 𝑧′ at the ionospheric layer may be computed from the zenith angle, see Fig. 3.4, 𝑧 = 𝜋2 − 𝜖




where 𝑅 is the Earth’s radius. In TEC processing the Jet Propulsion Laboratory, Pasadena, (JPL)
motivated modified single layer mapping function [Coster et al., 1992, Mannucci et al., 1998] is




with an empirically determined value for 𝛼 = 0.9782.
A single-layer model can be considered sufficient for ground stations because of the relatively
large distance between the terrestrial receiver and the ionosphere. This assumption does not hold
for the Swarm mission as the Swarm satellites are orbiting the Earth within the ionosphere. There-
fore an alternative mapping function was developed by Foelsche and Kirchengast [2002], the so-
called slab layer is used. The layer thickness 𝐻𝑠ℎ𝑒𝑙𝑙 is assumed to be 400 km. With the radius of
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Figure 3.4: Determination of the ionospheric pierce point and zenith angles [Schaer, 1999].
the location of the satellite (𝑅𝑠𝑎𝑡), the mapping function is formulated as
𝑀(𝜖) = 𝐻𝑠ℎ𝑒𝑙𝑙
𝑅𝑠𝑎𝑡 + 𝐻𝑠ℎ𝑒𝑙𝑙





The elevation dependency is shown in Fig. 3.5. As the elevation reaches 90∘ both mapping func-
tions converge to 1 as slant TEC becomes vertical TEC. With lower elevations the single layer
mapping function exceeds those of the slab layer mapping function. Since the uncertainties due to
mapping increases with lower elevation, vertical TEC obtained by mapping is often rejected for
geophysical applications. For example in Garcia-Fernàndez and Montenbruck [2006] an elevation
mask of 40∘ is used.
3.7.4 Leveling and bias estimation
The geometry-free linear combination for the code measurements is compared to the phase mea-
surements’ geometry-free linear combination for code leveling. The ionosphere has the opposite
effect on code compared to phase, and therefore the sign has to be flipped. The DCB for the GPS
satellites needs to be applied to 𝑃𝑔𝑓. Afterwards, the arc-wise median offset between 𝐿𝑔𝑓 and
−𝑃𝑔𝑓 is computed. The advantage of median instead of mean is the increased robustness concern-
ing outliers. The relative slant TEC (𝑟𝑠𝑇 𝐸𝐶) is then obtained by multiplying the cycle-slip free
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Figure 3.5: Single layer, modified single layer, and slab layer mapping function.
calibrated geometry-free linear-combination 𝐿(𝑐𝑎𝑙)𝑔𝑓 with the constant derived from 3.23:







𝐿(𝑐𝑎𝑙)𝑔𝑓 is 𝐿𝑔𝑓 aligned to multi-path and GPS-DCB corrected code observations. Apart from an
absolute offset, the relative slant TEC already equals the slant TEC. Still, the noise in code or
phase might affect the median despite its robustness. The following scenario is considered to get a
grip on the expected accuracy. When considering white noise for code observations with a standard
deviation of 1 m and a typical arc length of 20 minutes for LEO GPS data, an accuracy of about
3 cm (∼ 0.3 TECU) can be obtained for the mean. The median can be considered at a similar level.
The absolute slant TEC is the leveled relative slant TEC corrected by the LEO satellite’s unknown
P1-P2 receiver bias.
Several options exist to get a rough estimate of the LEO receiver bias. Since negative TEC values
are physically impossible, one option is to level relative slant TEC such that the minimum value
is non-negative. Alternatively, one may use a model like IRI [Bilitza et al., 2011], or the topside
model NeQuick [Radicella and Zhang, 1995] to estimate the mean between relative slant TEC
and model slant TEC. However, in both cases, the absolute slant TEC obtained is biased towards
the assumptions. Also, the accuracy of the code-based leveling should be carefully taken into
account. Such leveling errors can be expected in the range from 1.4 TECU up to 5.3 TECU [Ciraolo
et al., 2007] depending on the ionosphere dynamics. Besides, the inter-day variability of the inter-
frequency bias can lead to uncertainties up to 8.8 TECU, as was shown by Ciraolo et al. [2007].
It is also possible to estimate the receivers P1-P2 bias 𝑏 by assuming that the mapping function
𝑀(𝜖) (see Sect. 3.7.3) provides a realistic scaling [Yue et al., 2011]. For simultaneously collected
relative slant TEC observations 𝑟𝑠𝑇 𝐸𝐶1 = 𝑠𝑇 𝐸𝐶 + 𝑏 and 𝑟𝑠𝑇 𝐸𝐶2 = 𝑠𝑇 𝐸𝐶2 + 𝑏 together with
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their elevations 𝜖1 and 𝜖2 thus the condition
𝑀(𝜖1) ⋅ (𝑟𝑠𝑇 𝐸𝐶1 + 𝑏) = 𝑀(𝜖2) ⋅ (𝑟𝑠𝑇 𝐸𝐶2 + 𝑏) (3.38)
can be set up. A threshold on the elevations should be applied to limit the uncertainties of the
mapping function. For automated processing also additional rules may be set up to ensure quiet
conditions. These include limiting the observations used for forming pairs to the night-side and
observations collected in middle latitudes as this area is known for the least irregular behavior.
With the formed pairs, the P1-P2 bias 𝑏 can be estimated using least-squares adjustment [DISC,
2017b].
In the following, a short study is performed to assess the expected errors of the bias estimation. An
absolute vertical TEC of 10 TECU is assumed. The pairs are generated by using randomly gener-
ated elevations between 70 and 90 degrees. A threshold of 70 degrees is selected to limit mapping
errors and differences in slant TEC caused by spatial gradients (not considered in this example).
The receiver’s differential code bias (DCB) is set to 3 TECU. The relative slant TEC is now ob-
tained by multiplication with 1/𝑀(𝜖) and subtracting the DCB. To account for errors regarding
the code leveling, white noise with a standard deviation of 1 TECU is added to the observed slant
TEC values. This assumption is somewhat optimistic as it represents a best-case scenario where
the leveling errors are uncorrelated. The number of formed pairs is set to 2000. For a receiver with
1 Hz sampling, as is the case for Swarm, up to 86400 epochs can be observed per day. The regional
and night time limitation can be expected to reduce the number of epochs to approximately 20%.
Furthermore, the elevation threshold drastically limits the number of observations that can be used
for forming pairs. E.g. for Swarm A, only 310 pairs could be formed given the above-mentioned
condition, i.e., 30∘ < |𝑙𝑎𝑡| < 70∘, local time between 18 LT and 06 LT and 70∘ elevation mask, for
the 16th of August 2019. If only a 0.1 Hz sampling is available, as is the case for most LEO satellite
missions, the amount of pairs decreases accordingly. Given this scenario, 1000 independent runs
are performed. The results are shown in Fig. 3.6. The estimations’ mean value is 2.75 TECU (200
pairs) and 3.05 TECU (2000 pairs) in this simulation. The standard deviation is 4.14 TECU for
200 pairs and 1.26 TECU in the case of 2000 pairs. However, this uncertainty can be considered
too large for high-flying LEO satellites like e.g., Sentinel-3, the satellite with the highest altitude
used in the reconstruction in Chap. 8. Especially if the number of pairs is rather small, as the max-
imum TEC at these altitudes is only in the range of a few TECU (see Chap. 8). This estimation is
based on a best-case scenario. In reality, a larger noise can be expected and instead of white noise
systematic biases depending on the line of sight are causing an even larger uncertainty. However,
an optimistic noise was selected to demonstrate, that even under an ideal situation the bias estima-
tion based on the mapping scenario can cause significant deviations. A similar approach to solve
not only for the receiver DCB, but also for the GPS DCB’s is applied in Liu et al. [2020], where
also vTEC obtained from mapping functions is applied to estimate the DCB’s by solving a linear
equation system. In case LEO satellites at different altitudes are used, two vTEC models, one for
each altitude, were estimated.
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Figure 3.6: Simulated DCB estimation for assumed 1 Hz sampling with 2000 pairs (orange) and
0.1 Hz sampling wit 200 pairs (blue) using 1000 simulated estimatios. The true bias is 3 TECU.
3.7.5 Error sources
An error source, which is not removed by forming linear combinations, is the phase center vari-
ation (PCV) of the geometry-free linear combination. If PCV maps for both phase observables
are available, such a correction can be directly performed. Typically, only a PCV map for the
ionosphere-free linear combination is estimated in flight when using the ionosphere-free linear
combination as observable for LEO POD. To obtain a PCV map for the geometry-free linear com-
bination, one could remove most of the signal patterns by estimating an ionosphere model and
analyzing the residuals. Such an approach will be applied and discussed in further detail in Chap.
8. The major uncertainty is the receiver’s P1-P2 bias estimation in combination with the code
leveling. An approach using both is, for example, applied in the operational Swarm TEC process-
ing [DISC, 2017b]. The receiver DCB estimation is performed using the approach including the
mapping function, see Sect. 3.7.4. Besides, the estimated TEC is checked for values smaller than
0 TECU. If such values are found and can not be considered outliers, the receiver DCB is adjusted,
and the estimated TEC is shifted such that the lowest non-outlier value equals 0. This approach,
however, is an underestimation, and especially when working with LEO satellites covering dif-
ferent altitudes, such a leveling can cause inconsistencies. The estimated DCB itself is assumed
to be constant during one day, which does not account for possible changes due to temperature
variations that may cause the DCB to vary [Yue et al., 2011]. An approach for a more flexible
arc-wise estimation will also be given in Chap. 8.
Depending on the receiver implementation, the phase observations may show artifacts that also ap-
pear in the obtained slant TEC caused by the tracking loop. This topic will be discussed in Chap.
7, but can only partially be corrected for the Swarm mission, as the required information for other
LEO missions is not publicly available.
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3.7.6 Rate Of TEC Index
The Rate Of TEC (𝑅𝑂𝑇) is obtained by forming the difference between the 𝑠𝑇 𝐸𝐶 values of
subsequent epochs:
𝑅𝑂𝑇 =
𝑠𝑇 𝐸𝐶𝑡𝑖 − 𝑠𝑇 𝐸𝐶𝑡𝑖−1
𝑡𝑖 − 𝑡𝑖−1
. (3.39)
𝑅𝑂𝑇 is independent of constant biases and phase ambiguities. Therefore, it is also possible to
compute 𝑅𝑂𝑇 without any leveling applied. The standard deviation over a certain time window
is then described as Rate Of TEC Index (𝑅𝑂𝑇 𝐼) [Pi et al., 1997]:
𝑅𝑂𝑇 𝐼 = √⟨𝑅𝑂𝑇 2⟩ − ⟨𝑅𝑂𝑇 ⟩2, (3.40)
where ⟨⋅⟩ denotes the mean over a specified time window. This Index can be used to identify fluc-
tuations in TEC as bubbles or other irregularities may induce them. The time window to choose
is dependent on the application. In the Swarm operational processing, the time window is set to
61 s [DISC, 2017b] which allows detecting medium-scale irregularities with a few hundred kilo-
meters. For irregularities having a smaller spatial scale, a smaller time window must be applied.
For example, for identification and down weighting of problematic GPS observations for GOCE
[Zehentner and Mayer-Gürr, 2015] a symmetrical window of 31 s is used. Since no external prod-
ucts are required, 𝑅𝑂𝑇 and 𝑅𝑂𝑇 𝐼 are highly suited to compare different preprocessing strategies.
For example, one may directly compare cycle-slip detection and correction. Another possibility is
to directly compare the correction multi-path effects when using code observations to compute the
ROTI index.
3.8 The International GNSS Service
The International GNSS Service, until 2005 named as International GPS Service (IGS), is a ser-
vice for providing and maintaining data products associated with the GNSS system [Beutler et al.,
1996, Dow et al., 2005]. The IGS was founded by the International Association of Geodesy (IAG).
The data products provided by the IGS include precise orbits and clock corrections for the GNSS
satellites, precise station coordinates and clock corrections for the permanent IGS stations, Earth
rotation parameters (ERP), such as polar motion and length of the day, tropospheric and atmo-
spheric corrections. The products may be distinguished by processing latency and accuracy. The
lowest latency solution, called ultra-rapid, is supposed to be available within a latency of 3-9 hours
[IGS, 2020b]. The more accurate rapid solution, also containing more stations, is provided within
17-41 hours, and the final solution containing all the available stations is provided within 12-18
days. The accuracy to be expected from the final solution is around 2.5 cm for the GNSS orbits
and 20 ps for the satellite and station clocks [IGS, 2020b]. Station coordinates are provided with
mm accuracy, 3 mm for the horizontal and 6 mm [IGS, 2020b] for the vertical component, usually
3.9 Bernese GNSS software 39
the component being the least well determined by the GNSS tracking technique. For the ERP’s,
the polar motion is supposed to be as accurate as 30 𝜇as, the rate 150 𝜇as/ day and the length of
day with an accuracy of 10 𝜇s [IGS, 2020b]. Tropospheric corrections are provided with a latency
of less than four weeks. The tropospheric zenith path delay can be assumed to be provided within
4 cm precision. TEC maps, usually available within 11 days, provide the gridded vertical TEC
with an accuracy of 2-8 TECU [IGS, 2020b].
Several institutes worldwide contribute as analysis centers to the IGS. These are currently the Natu-
ral Resources Canada (NRCan), Wuhan University (China), Geodetic Observatory Pecny (Czech),
the french CNES, the European Space Agency (ESA), subsection European Space Operations Cen-
tre in Germany (ESOC), the German Center for Geosciences (GFZ), American Jet Propulsion
Laboratory (JPL), Massachusetts Institue of Technology (MIT), National Geodetic Survey (NGS),
Scripps Institution of Oceanography, US Naval Observatory and the Center for Orbit Determina-
tion in Europe (CODE) located at AIUB [IGS, 2020a].
3.9 Bernese GNSS software
Initiated in 1980 by the former director of the Astronomical Institute of the University of Bern
(AIUB), Gerhard Beutler, the Bernese GNSS Software (BSW) is a widely used tool for several
high precision GNSS, and SLR-based analyses [Dach et al., 2015]. These are GNSS-based po-
sitioning, orbit determination of satellites using GNSS or SLR measurements, clock estimation,
and estimation and correction of ionospheric and tropospheric effects. The current version of the
Bernese GNSS Software, status March 2021, is version 5.2. For most of the applications in this
work, the development version 5.3 is utilized. For the application of gravity field determination, a
development version optimized for gravity field processing is used.
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Chapter 4
Low Earth Orbiters using GPS/GNSS
In this chapter, the LowEarth Orbiting (LEO) satellites used in the following chapters and the satel-
lites being highly suited to extend the presented work are introduced. The mission objectives of the
presented missions are pretty diverse. Their mission objectives are altimetry, the determination of
the Earth’s gravity and magnetic field, weather prediction, and measurements of ionosphere and
thermosphere. In most of the applications presented in this work, tracking data obtained from GPS
is the primary source of information. For DMSP and Swarm in situ plasma density measurements
are used in addition.
4.1 CHAMP
CHAMP (CHAllenging Minisatellite Payload [Reigber et al., 1999], see Fig. 4.1) was a satel-
lite mission by GFZ. The satellite was dedicated to magnetic field measurements and was, in the
same turn, also the first mission dedicated to gravity field retrieval using the on-board geodetic
type Blackjack GPS receiver, which was also used to perform radio occultation. The satellite was
launched on 15th of July 2000 into a near-polar orbit with 87.3∘ inclination and an initial altitude
of about 450 km. The satellite eventually re-entered on 19th of September 2010. The CHAMP
Figure 4.1: Artist’s impression of the CHAMP satellite [DLR, 2020a].
42 4. Low Earth Orbiters using GPS/GNSS
Figure 4.2: GOCE (left [ESA, 2020b]) and Swarm (right [ESA, 2020f]).
satellite was equipped with an occultation antenna to retrieve atmospheric profiles [Schmidt et al.,
2005]. Even though CHAMP observations are not used in this work, the approach used at AIUB
for GPS-only gravity field estimation was developed for CHAMP by Prange [2010] and is applied
to Swarm kinematic positions in the following chapters. The derived ionospheric bubble index
(IBI) was also developed based on CHAMP magnetic field measurements [DISC, 2017a].
The magnetometers for measuring the magnetic field’s direction and strength were mounted on
a boom to mitigate the impact of magnetic fields caused by the satellite body on the magnetic
field measurements. A similar design is also used for Swarm. Also, the GRACE satellites’ de-
sign is based on the CHAMP satellite body [DLR, 2020b], but without a boom, as magnetic field
measurements were not a mission objective.
4.2 GOCE
The Gravity field and steady-state Ocean Circulation Explorer (GOCE [Drinkwater et al., 2006])
is an ESA satellite mission, launched on 17th of March 2009 to a very low Earth orbit of only
283.5 km. After the commissioning phase, the altitude was lowered to 255 km [Jäggi et al., 2011a].
Such a low orbit made it necessary to compensate for the air drag and design the satellite in a
somewhat aerodynamic shape (see Fig. 4.2, left). The satellite was equippedwith an ion propulsion
system to compensate for air drag. The mission’s core instrument was a gradiometer consisting of
six accelerometers being symmetrically placed around the center of mass [Rummel, 2010]. The
distance between the accelerometer pairs was 0.5 m. Additional instruments were star cameras for
precise attitude knowledge and a Lagrange GPS receiver manufactured by Laben (Thales Alenia
Space) [García-Rodríguez, 2008]. The orbit was sun-synchronous but slightly drifting over 2 hours
in local time during the mission duration. In October 2013, the fuel was depleted, and on 11th of
November 2013, the satellite finally re-entered the atmosphere.
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Figure 4.3: GRACE (left [NASA, 2020]) and GRACE-FO (right [JPL, 2020]).
4.3 Swarm
The Swarm mission [Friis-Christensen et al., 2008] consists of three identical satellites and is pri-
marily a magnetic field mission. Like CHAMP, the magnetic field instruments are mounted on a
6 m boom To mitigate magnetic disturbances from the satellite body. The absolute scalar magne-
tometer sits at the boom’s end, and the vector field magnetometer is mounted in its middle. The
star trackers are mounted colocated with the vector field magnetometer. The electric field instru-
ment is mounted on the satellite’s ram side and consists of a thermal ion imager and two Langmuir
probes. Furthermore, the satellites are equipped with accelerometers manufactured by the Czech
Republic’s Aerospace Research and Test Establishment (VZLU). The GPS Receiver is provided
by Rüstung Unternehmen AG (RUAG)1. Two satellites (Swarm A and C) fly in close formation at
initial altitudes of 475 km and separation of 1.4∘ at the equator after the commissioning phase. The
third satellite (Swarm B) is orbiting the Earth at a higher altitude of about 525 km altitude (after
commissioning [van den IJssel et al., 2015]). The orbits are near-polar to obtain global coverage.
The Swarm mission is still operational at the time of writing. It is also serving long-wavelength
gravity field determination, in particular, to bridge the gap between the two dedicated gravity mis-
sions GRACE and GRACE Follow-On [Teixeira da Encarnação et al., 2016, Lück et al., 2018].
4.4 GRACE
The Gravity Recovery And Climate Experiment (GRACE) [Tapley et al., 2004a] is a twin-satellite
mission dedicated to the determination of the Earth’s time-variable gravity field. The two satel-
lites are following each other on the same trajectory with a separation of approximately 200 km.
They are linked via K-band microwave at frequencies of 24 GHz and 32 GHz, which is the main
observable for gravity field determination. The high frequencies have two benefits: First, they are
1These information are available at https://earth.esa.int/eogateway/missions/swarm?text=Swarm,
accessed 11th of May 2021.
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Figure 4.4: Sentinel-1 (left [ESA, 2020g]), Sentinel-2 (center [ESA, 2020h]), Sentinel-3 (right
[ESA, 2020i]).
not as much affected by higher-order ionosphere terms, and still, because of the dual-frequency,
the ionosphere-free linear combination can be used to compensate for ionospheric phase advance.
This allows measuring the change of the relative distance of the satellites with an accuracy of
1 𝜇m/s at 1 Hz [GFZ, 2020]. Additionally, the K-band can also be used to derive the slant electron
content between the satellites. Both satellites are equipped with an accelerometer to measure the
non-gravitational forces [GFZ, 2020]. Additional instruments are star trackers and a Blackjack
GPS receiver provided by JPL. Besides the POD antenna, the GPS receiver is also connected to
an occultation antenna. GRACE was launched in a near-polar orbit with an inclination of 89∘ on
17th of March 2002 with an initial altitude of 485 km. Due to battery aging, the GRACE-B ac-
celerometer could not be operated continuously starting in 2010 [Herman et al., 2012, Bandikova
et al., 2019]. Eventually, the mission ended in October 2017 after several extensions.
4.5 GRACE Follow-On
GRACE Follow-On (GRACE-FO) implements the same mission design as GRACE with a few
updates. Additionally to the K-band GRACE-FO is equipped with a laser ranging interferometer
(LRI), which can provide additional precission due to the low noise level of only 1 nm/
√
Hz
[Abich et al., 2019]. TheGNSS receiver TriRO-GNSS has Blackjack heritage and can also perform
radio occultation and track not only GPS but also Galileo and GLONASS simultaneously. The
occultation antenna was switched on on 5th of March 2020 [Landerer et al., 2020a]. The orbits
are near-polar and almost identical to those of GRACE. They have an inclination of 89∘ and an
altitude of 491.5 km [Landerer et al., 2020b].
4.6 Sentinel
The Sentinel satellites are part of the Copernicus Earth Observation program by the European
Union and ESA [Copernicus, 2020]. Only Sentinel 1 A/B, Sentinel 2 A/B, and Sentinel 3 A/B are
considered in this work. Sentinel 4, 5, 5P, and 6 will not be discussed. Sentinel 1 is equipped with
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Figure 4.5: DMSP-5P Satellite [NOAA, 2020].
a C-Band synthetic aperture radar [ESA, 2020c]. The first satellite (Sentinel 1A) was launched
on 3rd of April 2014, whereas the second satellite (Sentinel 1B) was launched on 25th of April
2016. The orbital altitude is around 702 km with an inclination of 98.2∘, which results in a sun-
synchronous orbit. The local time is fixed to 6 LT and 18 LT. Sentinel 2 was designed to recover
multi-spectral images for environmental analysis and emergency management [ESA, 2020d]. This
mission also consists of two satellites in low earth orbit. They are also located in local time fixed
orbits (6 LT and 18 LT) at 790 km with an inclination of 98.6∘. The first satellite was launched
on 23rd of June 2015 and the second on 7th of March 2017. Sentinel 3 is an altimetry mission
and focuses on ocean temperature and sea surface height [ESA, 2020e]. It is again a twin satellite
mission. The satellites are again local time fixed (10 LT and 22 LT) at an altitude of 810 km and
an inclination of 98.6∘. Sentinel 3A was launched on 16th of February 2016 and Sentinel 3B on
25th of April 2018. All Sentinel satellites are equipped with RUAG GPS receivers similar to the
one used on the Swarm mission. In addition, the Sentinel 3 receivers are capable of multi GNSS
tracking.
4.7 DMSP
DefenseMeteorological Satellite Program (DMSP) is a mission program by the USmilitary imple-
mented in 1962 [eoPortal, 2020]. The mission objective is to scan the ocean temperature, clouds,
wind, wildfires, and ice. For the ionospheric studies presented, the in situ electron density ob-
servations collected by the Langmuir probe are used. The DMSP satellites are located in sun-
synchronous orbits around 800 km altitude. New satellites are regularly launched to ensure con-
tinuous observations. The newest generation is the DMSP-5P satellite (see Fig. 4.5)
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Figure 4.6: COSMIC (left [NSPO, 2020]) and COSMIC-2 (right [UCAR, 2020]).
4.8 COSMIC
The Constellation Observing System forMeteorology, Ionosphere and Climate (COSMIC) [Cheng
et al., 2006], also known as FORMOSAT-3, is a constellation of six satellites that were launched
on 15th of April 2006. The orbits have an altitude of about 500 km with inclinations of 72∘, which
causes the satellites to drift in local time. One of the key features is the GPS occultation measure-
ments using two side-ward mounted antennas on the circular satellite body. This configuration
allows the retrieval of ionospheric profiles and also, to some extent, of tropospheric parameters.
Out of the initial 6 COSMIC satellites, only one is still operational (COSMIC/FORMOSAT-3 F).
4.9 COSMIC-2
COSMIC-2 [Cook et al., 2013] (also known as FORMOSAT-7) is the follow up mission of COS-
MIC (see Fig. 4.6). The inclination is only 24∘ with an altitude of 520-550 km, which provides
good coverage in the equatorial region concerning local time. COSMIC-2 is also collecting oc-
cultation profiles. The receiver is the same as on GRACE-FO, but in contrast to GRACE-FO, the
capability to track multi GNSS is already enabled, and apart from GPS, GLONASS is tracked by
the POD antennas [Weiss et al., 2019]. COSMIC-2 was intended to consist of two satellite constel-
lations, the one mentioned above and a second constellation at higher altitudes and inclination. If
the second constellation will be launched is not yet decided. A special configuration on-board the
COSMIC-2 satellites is the two GNSS antennas mounted on the satellite’s sides, similar to COS-
MIC. As the first antenna is on the ram side, it can track GNSS satellites rising over the horizon.
The tracking is then continued to larger elevations. At a certain point, the tracking is continued by
the second antenna, allowing to keep the tracking until the GNSS satellite sets on the horizon.
Chapter 5
Precise orbit and gravity field
determination using Low Earth Orbiters
Precise orbit determination (POD) is the process to determine a satellite’s trajectory with high ac-
curacy from satellite tracking data. The satellite motion itself can be described using the equations
of motions, including all accelerations acting on the satellite, most prominently the acceleration
caused by the Earth’s gravity field. In turn, given a precise orbit, the positions can be used to
estimate improvements of model parameters, such as gravity field coefficients.
Different types of tracking data (observations) are suited to perform POD. Those are satellite laser
ranging (SLR), Doppler Orbitography and Radiopositioning Integrated by Satellite (DORIS), or
most commonly used, GPS high-low satellite-to-satellite tracking (GPS hl-SST) using code and
phase observations. In the GRACE(-FO) case, K-band low-low satellite-to-satellite tracking (ll-
SST) observations may be used to determine ultra precisely the relative distance change of the
satellite pair. The K-band measurements are primarily used for gravity field estimation.
Especially for altimetry missions, e.g., Sentinel-3, an orbit accuracy of less than 2 cm radial RMS
is targeted, and less than 1 cm desired [Fernandez et al., 2016, Montenbruck et al., 2018]. Similar
requirements hold for satellite missions dedicated to the Earth’s gravity field and require a pre-
cisely known orbit to estimate the low degree gravity field coefficients, e.g. GOCE, where a 1-D
orbit accuracy of 2 cm was set as a mission requirement [Bock et al., 2014].
This chapter starts with an outline of different measurement techniques used for the LEO satellites
considered in this work. Afterwards, gravitational accelerations acting on the satellite’s center of
mass are described as defining the satellite’s motion to the largest extend. In this section also the
representation of a gravity field using spherical harmonics will be introduced. This is continued
by describing satellite motion using the Keplerian elements for the two-body problem. A set of
Keplerian elements can also be used to approximate an orbit at a given time. Those are then called
osculating elements and also serve as initial conditions for the equations of motion. The different
orbit types, and how the orbit estimation is performed using variational equations, is introduced in
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this chapter.
Precise orbit determination and gravity field estimation utilizes many models (e.g. for atmosphere,
gravity field, or solar radiation). Therefore the parameters and models for Swarm POD and grav-
ity field determination are listed in this chapter. In this work, orbit and gravity field solutions are
only computed for Swarm, and external products were used for GRACE gravity fields. Since fre-
quently used in this work, methods for gravity field comparison are briefly explained. It is outlined




The method of high-low satellite to satellite tracking (hl-SST) relying on GPS observations is used
in this work to estimate precise Swarm orbits and Earth gravity field models. In this approach, the
distance between GPS/GNSS and LEO satellite is used as a measure to estimate a trajectory. For
gravity field estimation, the LEO satellite acts as proof mass, whereas the GPS/GNSS is used for
precise point positioning (PPP [Zumberge et al., 1997]). The LEO satellite is sensitive to acceler-
ations induced by the gravity field, which results in perturbations of the trajectory. The capability
of performing space-borne geodesy using geodetic type GNSS receivers on-board LEO satellites
was, among others, demonstrated using observations taken by the Blackjack receiver on-board the
CHAMP satellite using a 30 s sampling [Prange, 2010]. Jäggi et al. [2011b] showed that increasing
the observational sampling from 30 s to 10 s could strengthen the gravity field estimation and does
not only increase the computational complexity. However, it was also shown that further increas-
ing 10 s sampling for GPS-only gravity field determination to a 1 s sampling does only increase
the computational effort. Hl-SST is mainly sensitive to the lower degree and order spherical har-
monics, i.e., up to degree and order 20 for monthly gravity field solutions following Teixeira da
Encarnação et al. [2016]. Themajor limitation is the observational noise of the kinematic positions,
which is at the level of centimeters.
5.1.2 Low-low-SST
The GRACE mission is a dedicated gravity mission. Apart from geodetic type GPS receivers, it is
also equipped with an ultra-precise K-band ranging instrument, capable of measuring changes in
the satellites’ relative distance with 𝜇m precision [Tapley et al., 2004a]. The satellites follow each
other on the same trajectory at a nominal separation of approximately 200 km. The ultra-precise
K-band measurements’ unprecedented precision allowed to obtain an accuracy of below 1 mm
geoid height for the derived EIGEN-GRACE02 gravity field at 1000km resolution. That is about
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one order of magnitude more accurate than the CHAMP derived GPS-only gravity fields [Reigber
et al., 2005]. On more minor scales and compared to altimeter sea level measured by Jason-1 an
accuracy of less than 1.8 cm for 750 km smoothing and 2.4 cm for 500 km smoothing was observed
by Chambers [2006] as an average of the solutions from the three analysis centers the University
of Texas at Austin, Center for Space Research (CSR), Center for Geoscience Potsdam, Germany
(GFZ), and the NASA Jet Propulsion Laboratory, California Institute of Technology (JPL). In
Lemoine et al. [2007] linear mass trends were derived for 3.5 years based on 10-day solutions to
estimate mass gain or loss. GRACE was higher than CHAMP for most of the mission duration,
making them in principle less susceptible to the gravity field’s higher-order terms. Nevertheless,
the ultra-precise K-band measurements in the along-track direction, combined with the accelerom-
eters, allowed an estimation of monthly gravity fields up to degree and order 60, 90, or even 120
for certain months with non-repeating ground tracks [Mayer-Gürr et al., 2018].
5.1.3 Satellite based gradiometry
The Gravity field and steady-state Ocean Circulation Explorer (GOCE [Drinkwater et al., 2006])
was the first Earth explorer core mission of ESA’s Living Planet Program. It was the first satellite
ever equippedwith a three-axis gradiometer for determining the static gravity fieldwith an unprece-
dented accuracy of 1 mGal and the geoid with an accuracy of 1 cm, both at a spatial resolution of
100 km [Rummel et al., 2002]. The gradiometer core instrument consists of three accelerometer
pairs with an arm length of 0.5m [Drinkwater et al., 2006]. The difference in acceleration between
six accelerometers is measured on-board, which is sensitive to gradients in the gravity field. The
gradiometer is especially sensitive to higher degrees. As those degrees experience a high attenua-
tion, a very low orbit of only 250 kmwas selected. Ion propulsion was implemented to compensate
for the air drag to operate the mission on such a low altitude and ensure a drag-free environment for
the gradiometer. It was possible to estimate gravity fields up to degree and order 300 [Förste et al.,
2019]. The small distance between the accelerometers, however, made the instrument insensitive
to large-scale variations. Those were supported by hl-SST or by using static gravity fields obtained
by GRACE to a specific degree and substituting the estimation using a combination on the normal
equation level [Förste et al., 2019].
5.1.4 SLR validation
The satellites’ position, or more precisely the range from a ground station, equipped with an as-
tronomical telescope to satellites can be measured using laser ranging if the satellites are equipped
with retro-reflectors. A short laser pulse is transmitted from a station towards the satellite. The
ground station again detects the reflected pulse. The time difference between the emission and
reception of the pulse is measured, which multiplied with the speed of light results in the round-
trip range. Multiple observations are screened, averaged, and stored as a normal point to reduce
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observational noise, false detections, and outliers. The minimum threshold of valid data points for
a normal point is three points for nighttime and six points for daytime observations. However, it
is typically highly exceeded for the top-performing stations using kilohertz lasers [Sinclair/RGO,
1997]. The observed range is then compared to the theoretical range of the satellite at the same
epoch. The theoretical position is given by a dynamic, reduced dynamic or kinematic orbit (see
Sect. 5.4). The orbits need to be evaluated at the same epoch. Thus interpolation may be required.
SLR observations depend on good atmospheric models to account for refraction. As SLR is rely-
ing on optical observations, it is also weather-dependent. The SLR network of the International
Laser Ranging Service (ILRS [Pearlman et al., 2002]) is very inhomogeneous. Several stations
exist in Europe, only very few near the equator and the southern hemisphere. However, the best
performing SLR station Yarragadee is located in the Australian outback. Consequently, it is only
little affected by cloud covering and collects more than twice as many observations as any other
SLR station [Sinclair/RGO, 1997].
For LEO satellites, consistency of 1-3 cm can be observed when comparing a reduced dynamic
orbit to SLR range measurements [Arnold et al., 2019]. Those measurements are used in this work
for external validation of the obtained orbit solutions.
5.2 Gravitational acceleration
The Earth’s gravity field is a potential field. This implies that the force vector 𝐹 acting on an
infinitesimal proof-mass can be described as a vector field, which can be expressed using the
gradient of a potential field 𝑉:
𝐹 = ∇𝑉 . (5.1)
In the most reduced case, with the mass of the satellite negligible compared to the Earth’s mass
and the Earth assumed to be a point mass, the gravitational accelerations acting on the satellite can
be described as
̈𝑟 = −𝐺𝑀 𝑟
‖𝑟‖3
, (5.2)
with r being the satellite’s position in the geocentric frame, 𝐺 is the gravitational constant, and
𝑀 the Earth’s mass. As is the case for LEO satellites in close vicinity to the Earth, the Earth can
not be considered a point mass. Also, third body perturbations and non-gravitational accelerations
need to be considered. The total acceleration acting on a proof mass at location 𝑟, here the satellite,
can be expressed as















) + 𝑎𝑛𝑔 (5.3)
in the quasi-inertial geocentric coordinate system. The first term of this equation describes essen-
tially the acceleration of the proof mass given by the mass distribution of the planet. As the planet
5.2 Gravitational acceleration 51
is not a point mass, the integral over the Earth’s volume (𝑉𝐸) may be seen as the contribution of
an infinite number of the infinitesimal point masses located at position 𝑟𝑝, with the mass being
the density 𝜌𝑃 multiplied by the volume element 𝑑𝑉𝐸. The second term denotes third body per-
turbations, as they act on the proof mass, but also the central body. As the external perturbations
(for example Moon, Jupiter, and Saturn) are rather small, and also their distance is relatively large,
they can be considered as point masses with mass 𝑚𝑗 at location 𝑟𝑗. This may also be seen later in
Eq. 5.5, where especially higher orders are highly affected by the dampening coefficient (𝑎𝐸𝑟 )
𝑛
,
and therefore can be neglected at large distances. Eventually, all other accelerations are condensed
into 𝑎𝑛𝑔. These are the accelerations, which are not contributing to the gravitational attraction and
are also commonly called non-gravitational accelerations or non-conservative accelerations, e.g.
solar radiation pressure, air-drag, earth albedo, etc.
To precisely measure the non-gravitational accelerations, dedicated gravity missions are equipped
with high-grade accelerometers. For the Swarm mission, the accelerometers did not perform as
expected. It was shown by Teixeira da Encarnação et al. [2020] that even for the best-performing
accelerometer on Swarm C artifacts and high noise on the accelerometer measurements limit the
gravimetric application. Consequently, non-gravitational accelerations have to be modeled or ab-
sorbed to the extent possible by empirical parameters.
As the source of the earth gravity field, the mass distribution (first Term in Eq. 5.3) can be con-






can be applied to link the volume integral to a surface integral. The vector𝑛𝑠 is the radially outward
pointing normal vector, and ⟨⋅, ⋅⟩ denotes the inner product. Using the Earth’s equatorial radius 𝑎𝐸
for the sphere’s dimension, the gravity field on the sphere’s surface may be developed into a series
of spherical harmonics (see, e.g. Heiskanen and Moritz [1967]). With 𝑟 as radius, 𝜆 as latitude,
and 𝜙 as longitude, the resulting potential field up to degree 𝑛𝑚𝑎𝑥 is then given as











𝑃 𝑚𝑛 (sin 𝜙)(𝐶𝑛𝑚 cos 𝑚𝜆 + 𝑆𝑛𝑚 sin 𝑚𝜆). (5.5)
Here





((𝑥2 − 1)𝑛) , (5.6)
𝑃 𝑚𝑛 (𝑥) = √
2(2𝑛 + 1)(𝑛 − 𝑚)!
(𝑛 + 𝑚)!
(1 − 𝑥2)𝑚2 𝑑
𝑚
𝑑𝑥𝑚
𝑃 0𝑛(𝑥), 𝑚 > 0 (5.7)
are the fully normalized associated Legendre functions.
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5.3 Modeling satellite motion for LEO satellites
A satellite orbit is the trajectory of a satellite. The trajectory is the result of the sum of all forces
acting on the satellite causing acceleration, which is dependent on the location of the satellite
(e.g., gravitational acceleration), velocity (e.g., air drag), or given time windows (e.g., propulsion).
Assuming the corresponding equation of motion fully describes the motion, only the six initial
conditions need to be determined for describing the orbit together with the full force model. The
equation of motion is a second-order differential equation [Beutler, 2005]. The resulting initial
value problem is given by
̈𝑟(𝑡) = 𝑓(𝑡, 𝑟, ̇𝑟, 𝑃 ) (5.8)
̇𝑟(𝑡0) = ̇𝑟0 (5.9)
𝑟(𝑡0) = 𝑟0, (5.10)
where 𝑟, ̇𝑟, and ̈𝑟(𝑡) ∈ ℝ3 are three dimensional vectors and 𝑓 is a function with values in ℝ3. The
multi dimensional variable 𝑃 denotes the a set of additional parameters, such as empirical acceler-
ations, scaling factors of force models, gravity field parameters, observation-specific parameters
like ambiguities and station coordinates, etc.. The initial conditions 𝑟0, ̇𝑟0 in Eq. 5.9 and 5.10 are
the position and velocity at epoch 𝑡0, respectively, that may be replaced by an equivalent set of
parameters like initial osculating Keplerian Elements. In case of a completely undisturbed orbit
with the planet and the satellite as a point mass and only gravitational accelerations considered, the
orbit is fully described by the six Keplerian Elements (see Fig. 5.1). The origin of the reference
coordinate system is the planet’s center of mass. The x-axis points to the direction of the vernal
equinox, which is the intersection of the ecliptic and the equatorial system (e.g. expressed in the
J2000 reference frame [Beutler, 2005]). The z-direction is defined northwards along the Earth’s
rotational axis, and the y-axis is completing the right-handed system. For elliptical orbits, the Kep-
lerian elements are then defined as
• 𝑎: is the semi-major axis, thus defining the maximum diameter of the elliptical orbit
• 𝑒: is the numerical eccentricity. It is defined as the distance from the center to the focal
point divided by the semi-major axis. An eccentricity of 0 leads to a circular orbit, whereas
a value close to 1 creates a highly elliptical orbit.
• 𝑖: is the inclination, which is the angle of intersection of the equatorial plane with the orbital
plane.
5.3 Modeling satellite motion for LEO satellites 53
Figure 5.1: Definition of the orbital elements 𝑎, 𝑒, 𝑖, Ω, 𝜔, 𝑢(𝑡0) and the state vector 𝑟(𝑡), ̇𝑟(𝑡)
[Prange, 2010].
• Ω: is the right-ascension of the ascending node. It is defined as the angle between the x-axis
and the ascending node.
• 𝜔: is the argument of perigee, defined as the angle between the ascending node and the
perigee Π being the point closest to the Earth.
• 𝑢0: is the argument of latitude, being defined as the angle between the ascending node and
the satellite’s location at time 𝑡0.
In some cases, a complete set of Keplerian elements contains the true anomaly instead of the argu-
ment of latitude. This is an equivalent description using the identity 𝑢0 = 𝜔 + 𝜈(𝑡0) where 𝜈(𝑡0)
is the true anomaly at time 𝑡0.
For the two-body problem, the Keplerian Elements are constant with time. The set of Keplerian
Elements obtained from position and velocity of a general trajectory by the two-body problem is
called osculating elements.
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5.4 Orbit representations
5.4.1 Dynamic orbits
A dynamic orbit is described by the equations of motion and the underlying force models like e.g.,
the Earth’s gravity field, third body perturbations, and non-gravitational forces, and other force
models. As a dynamic orbit is force-dependent, it refers to the center of mass. Only the six initial
conditions, position and velocity, six Keplerian Elements, or an equivalent set of initial conditions
need to be estimated. Eventually, the satellite trajectory may be obtained by numerical integration.
As a dynamic orbit is entirely dependent on the force models and the initial conditions, model
deficiencies cause deviations in the computed trajectory, which are increasing with the length of
the underlying orbital arc. One possible solution is to use short orbital arcs. For example the arc
length selected by ITSG for GPS gravity field estimation is 30 minutes for LEO satellites [Mayer-
Gürr et al., 2005]. Even though it limits the accumulation of orbital errors, this approach causes
discontinuities at the arc-boundaries.
5.4.2 Kinematic positions
Kinematic positions, also called kinematic orbits, are pretty much the opposite of a dynamic orbit.
For each observational epoch, they are a purely geometrical solution to solve for the reference
point position, usually the GNSS antenna’s phase center position. Knowing the satellite’s attitude,
e.g., from star camera measurements and the instrument offset to the center of mass, this position
can be translated to the satellite’s center of mass position. No force models are used to estimate
LEO satellites’ kinematic positions. However, for the GNSS satellites, force models are used to
compute the GNSS satellite’s position at transmission time. The estimated positions are also inde-
pendent of each other in the case of code observations. For phase observations, the positions are
not independent because they are linked by the carrier phase ambiguity parameters [Jäggi et al.,
2011c]. Thus the epoch-wise covariance has to be carefully considered if the kinematic positions
are used as pseudo-observations for gravity field processing [Lasser et al., 2020]. Velocity infor-
mation is not available in contrast to dynamic or reduced dynamic orbits, where the velocity is
given by the numerically integrated solution of the equation of motion. The kinematic position’s
quality heavily depends on the observational noise, the observational geometry, and the quality of
the GNSS positions and clock corrections [Jäggi et al., 2011c]. If the estimation is performed care-
fully (i.e., outliers and ambiguities correctly identified), the kinematic positions can be assumed
to scatter around the true trajectory. However, systematic deviations can be caused by the carrier
phase ambiguity. As the LEO satellite’s kinematic positions are not computed using a priori in-
formation like underlying force models, the kinematic positions are a natural choice for estimating
gravity fields.
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5.4.3 Reduced-dynamic orbits
The reduced dynamic orbit [Wu et al., 1991] can be considered a trade-off between dynamic or-
bits and kinematic positions [Jäggi, 2006]. It combines the robustness of the dynamic orbit with
the capability to follow variations that are not captured in the force models. Force models are
also used to estimate reduced dynamic orbits but instead of solely relying on the force models,
model deficiencies can be compensated by empirical parameters. This may be realized by allow-
ing changes in velocity or adding piece-wise constant accelerations as empirical parameters [Jäggi,
2006]. These are set up, spaced, and constrained concerning the perturbing forces and the physical
models’ reliability. Small spacing and weak constraints are usually considered if the satellite is
highly affected by air drag, or no sufficiently precise gravity field model is available.
For example for GOCE, a spacing of only six minutes was set for the reduced dynamic orbit de-
termination at AIUB [Bock et al., 2011]. As satellites in higher orbits are not as much affected
by the gravity field’s higher-order degrees and the perturbation due to air drag decreases, a larger
spacing can be considered. For cannonball satellites, e.g., Starlette at 812 km altitude tracked using
satellite laser ranging [eoPortal, 2021], the impact of non-gravitational forces on the motion of the
satellite is also minimized by the small area to mass ratio. As empirical parameters for a 7-day
solution, only 1/rev terms for along- and cross-track are estimated daily and used together with
pseudo stochastic pulses in the along-track direction set up for each revolution (104 min) [Jäggi
et al., 2013].
5.5 Orbit estimation
The motion of a satellite can be modeled using a set of differential equations, similar to 5.8. In
general an initial value problem for a differential equation ℝ≥0 × ℝ𝑛⋅𝑑+𝑚 → ℝ𝑑 of dimension 𝑑
order 𝑛 and 𝑚 dynamical parameters is given as
𝑟(𝑛) = 𝑓(𝑡, 𝑟, ̇𝑟, ̈𝑟, … ,𝑟(𝑛−1), ̃𝑝1, … , ̃𝑝𝑚) (5.11)
𝑟(𝑖)(𝑡0) = 𝑟
(𝑖)
0 , 𝑖 = 0, 1, … , 𝑛 − 1. (5.12)
here:
• 𝑟(𝑡), ℝ≥0 → ℝ𝑑 is the solution of the system,
• 𝑟(𝑖) = 𝑑
𝑖𝑟(𝑡)
𝑑𝑡𝑖 is the i-th time derivative,
• ̃𝑝𝑗 are the dynamical parameters,
• 𝑓 ∶ ℝ≥0 × ℝ𝑛⋅𝑑+𝑚 → ℝ𝑑 is the right hand side of the differential equation,
• 𝑟(𝑖)0 are the initial conditions at epoch 𝑡0.
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The function𝑓 can also be expressed by 𝑛⋅𝑑+𝑚 one dimensional parameters 𝑝𝑗, 𝑗 = 1, … 𝑛⋅𝑑+𝑚.
Eq. 5.11 is also called primary equation. For the sake of simplicity the first 𝑛 ⋅ 𝑑 parameters are
assigned to 𝑟 and its derivatives, and the last 𝑚 parameters to the dynamical parameters. For any

































where 𝑒𝑘 is the k-th unit vector. In the last term it is evident, that
𝜕𝑝𝑖
𝜕𝑝𝑗
= 1, if 𝑖 = 𝑗 and zero
otherwise. Summarizing the last term as 𝑓𝑝, using the identity 𝑧(𝑖) = 𝜕𝑟
(𝑖)
𝜕𝑝𝑗











As following from Eq. (5.14), with 𝑓𝑝 defined as
𝑓𝑝(𝑡) ∶= {




For both, the primary equation and the variational equations numerical integration is performed.
In the celestial mechanics approach implemented in the BSW, the collocation method is utilized
[Beutler, 2005]. For each sub-interval 𝐼𝑘 = [𝑡𝑘, 𝑡𝑘+1] the solution is expressed as a truncated










The coefficients 𝑟(𝑙)𝑘0, however, need to be computed by asking that the numerical solution assumes
the initial values and that the numerical solution solves the differential equation system at exactly
q+1−n different epochs within the integration interval [Beutler, 2005].
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With the primary equation and the variational equations as truncated Taylor series, the orbit im-
provement process can be initialized






(𝑡)(𝑝𝑖 − 𝑝0,𝑖), (5.19)
with 𝑟0 being the a priori solution, and 𝑝0,𝑖 the i-th a priori parameter. First, a priori values for the
orbital parameters have to be determined. E.g. this task can be performed by estimating kinematic
positions using code observations and fitting a dynamic orbit. The a priori orbit is then integrated,
and the residuals to the observations linked by the observation equations are computed. Eventually,
a normal equation system is set up using the variational equations and solved. The thus obtained
set of orbital parameters defines the new, improved orbit, which may be obtained by Eq. 5.15.
This process may be iterated.
5.6 Bernese Processing Engine for LEO POD
To estimate precise reduced dynamic orbits and kinematic positions for LEO satellites, a tailored
combination of processing programs and scripts called LEOPOD exists in the BSW (see Fig. 5.2
[Jäggi, 2006]). The POD, as set up in the BSW, starts with the collection of required data. External
products, this includes GNSS orbits and clock corrections (CODE final GNSS Orbit and 5s GPS
clock corrections [Dach et al., 2020, Bock et al., 2009]), an earth gravity field model, an ocean tide
model, and sensor offsets, are prepared. Satellite-specific data, such as the Receiver INdependent
EXchange format (RINEX [Gurtner and Estey, 2007]) observation file, the satellite’s attitude, and
the receiver antenna PCV map also need to be provided. If not yet existing, such a map can be
obtained by iteratively computing orbits and analyzing the residuals for elevation and azimuth of
the GNSS satellites in the LEO antenna frame [Montenbruck et al., 2008]. Even if phase data is
used for the orbit determination, the GPS/GNSS differential code biases (DCB) are introduced as
the first a priori orbit is generated using code observations.
First, the LEO satellite’s kinematic positions are computed using dual-frequency code observa-
tions in a least-squares adjustment (LSA). The ionosphere-free linear combination for the code
observations is used, corrected by the DCB’s provided by the IGS. These kinematic positions are
then used as observations to estimate the first a priori orbit, a rather stiff reduced dynamic orbit
characterized by only few empirical parameters. With that orbit as a reference, a first phase screen-
ing is performed to identify outliers and cycle slips and set up phase ambiguities. Eventually, the a
priori orbit is updated. For the update of the a priori orbit, the phase observations are used, usually
with a reduced sampling to reduce the computational effort. Empirical orbit parameters and also
stochastic pulses or piece-wise constant accelerations may be set up and constrained depending on
the satellite and the orbit perturbations. The process of screening the phase data and improving the
a priori orbit may be iterated with more stringent thresholds as the orbit’s quality can be assumed
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Figure 5.2: Scheme of the POD for LEO satellites at AIUB (following Jäggi [2006]).
to improve.
After the improvement of the a priori orbit is finished, a final phase screening and outlier detec-
tion are performed using the observation file’s full sampling. Observations having ionosphere-free
phase residuals of more than several centimeters (usually 4 cm) are rejected. The orbit used for
the final screening is then used as an a priori orbit for the final orbit adjustment. The same phase
observations are used for both the reduced dynamic orbit and the kinematic positions.
5.7 Gravity field estimation
In the CelestialMechanics Approach, an orbit improvement is performed. First, a reduced dynamic
orbit using an a priori gravity field and piece-wise constant acceleration is fitted to the kinematic
positions obtained from POD. Here the covariance information of the kinematic position is used
to properly weight the positions for the orbit adjustment. This reduced dynamic orbit is used to
screen the kinematic positions for outliers. Two iterations are performed in this work and kinematic
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positions are rejected if their residuals in radial, along-track, and cross-track directions exceed
predefined thresholds. The cleaned kinematic positions are used again for a reduced dynamic
orbit fit using a 24 h arc. The parameters to solve for are the orbital initial osculating elements,
the empirical orbit parameters, and most importantly, the gravity field coefficients from degree
2 up to the selected degree and order. The orbital parameters and the empirical parameters are
arc-wise pre-eliminated as their values are not of further interest. The daily, arc-specific normal
equations are set up and stacked over longer time periods. For time-variable gravity fields, normal
equations are usually stacked for one month to have sufficient geographical coverage. Several
years of normal equations are stacked for static gravity fields, allowing to solve for a much higher
spatial resolution of the Earth’s gravity field. Eventually, the normal equation system is inverted
and solved for the corrections to the a priori gravity field parameters.
5.8 Orbit differences and phase residuals
Especially in the case of GPS/GNSS observations used for adjusting an orbit, an internal measure
of the orbit quality is obtained by comparing two types of orbits, e.g., a reduced dynamic orbit to
kinematic positions. As the LEO kinematic positions are independent of the a priori force model,
systematic differences can indicate potential model deficiencies, tracking artifacts, or preprocess-
ing issues. A reduced dynamic orbit is expected to provide cm-accuracy and is much more robust
than the kinematic positions. In their difference, isolated kinematic positions outside the expected
noise level can be easily identified as outliers.
Particular emphasis will be put on the ionosphere-free phase residuals in the following chapters.
This is the typical linear combination chosen for POD based on dual-frequency receivers in low
Earth orbit, as it removes the first-order ionospheric signal. The phase advance can reach sev-
eral meters even for a LEO satellite in several hundred kilometers altitude on a single frequency.
Ionosphere-free phase residuals are the difference between the modeled range between receiver
and GPS satellite and the measured range based on the phase observations. A reduced dynamic
orbit can be used to provide the assumed best possible approximation of the true positions. How-
ever, the ionosphere-free phase residuals are affected by the estimated phase ambiguity and the
epoch-specific receiver clock estimate.
5.9 Models and Settings used for Swarm
The precise orbit and gravity field determination for the Swarm satellites plays a key role in this
work and will be frequently used in the subsequent chapters. Numerous models are used, and
several parameters need to be set. As those are applied throughout this work, an overview is given
at this point.
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5.9.1 Swarm Precise orbit determination
For the POD of the Swarm satellites, daily arcs of 24 h were considered. The baseline 0401 for
the Swarm RINEX and attitude files [National Space Institute - Technical University of Denmark,
2019] serving as input are used together with the final GPS orbits and clock solutions provided
by CODE [Dach et al., 2020]. For the gravity field potential, the combined GOCO05S solution
[Mayer-Gürr et al., 2015] is considered up to degree and order 120. For ocean tide loading, the
FES2004 model [Lyard et al., 2006], and atmospheric tidal loading the Ray-Ponte model [Ray
and Ponte, 2003] is used. The ocean tides are taken into account using the empirical ocean tide
model EOT11a [Savcenko et al., 2012]. The sub-daily pole model is the IERS2010XY model.
Nutation is modeled using the IAU2000R06 model [Petit and Luzum, 2010]. For the GNSS PCV
model, the IGb08 model is used until 28th of January 2017, and afterwards replaced by the IGS14
model to ensure compatibility to the IGS orbits (see IGSMail #6662, #6663 and #7399, https://
lists.igs.org/pipermail/igsmail). PCV maps for the LEO satellites derived using residual
stacking are also applied [Jäggi et al., 2009, 2016].
For the screening process, a reduced dynamic orbit is fitted using 96 pulses (i.e., instant changes
in velocity at 15 min. spacing) in radial, along, and cross-track direction, constrained using an
a priori sigma of 5 ⋅ 10−6 m/s using a 30s GPS data sampling. Eventually, the ionosphere-free
phase residuals are computed at the RINEX observation file sampling (i.e., 10s sampling until
15th of July 2014, since then 1 Hz, [van den IJssel et al., 2016]), and residuals exceeding 4 cm
are rejected. For the final reduced dynamic orbit, 240 piece-wise constant accelerations are set up
for each day, in radial, along, and cross-track directions, which equals a 6-minute spacing. The
piece-wise constant accelerations are constrained using the a priori sigma of 5 ⋅ 10−9 m/s2. The
final reduced dynamic orbit is used as an a priori orbit for the kinematic positions. The Swarm
orbits are also routinely computed at AIUB, IfG, and TUD in the framework of the Swarm Data,
Innovation and Science Cluster (DISC) activities to provide Swarm orbit and gravity field solutions
[Teixeira da Encarnação et al., 2020].
For the SLR validation, the SLRF2014 [Sinclair/RGO, 1997], consistent with the IGS14 model, is
used for the whole Swarm mission. Even though this is an inconsistency when using the IGb08,
the station coordinates are more accurate as post-seismic deformations can cause large deviations
[Arnold et al., 2018]. For higher-order, static gravity field coefficients, the static gravity field
EGM2008 is considered up to degree and order 200 [Pavlis et al., 2012]. Range corrections for the
retro-reflector on-board the satellite are also applied [Arnold et al., 2018].
5.9.2 Swarm Gravity field estimation
In the first step, the kinematic positions obtained from POD are screened. Kinematic positions that
are singular or do not have sufficient redundancy (i.e., less than 5 GPS satellites used for determi-
nation) are rejected. Furthermore, the kinematic positions are screened for gaps or already marked
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positions (e.g. because of large variances, too few observations, or previous screening runs). If
two marked or missing positions are less than 10 seconds apart, all observations in between are
marked. The file is further screened for implausible large covariances (>99999 m). The remaining
positions are used to fit a reduced dynamic orbit using stochastic pulses at 30 min spacing and
a constraint of 100 mm/s. The earth rotation parameters are taken from the code final product
[Dach et al., 2020] and the gravity field potential from the static GRACE03S [Jäggi et al., 2010]
gravity field. Ocean tides are included using the EOT11A [Savcenko et al., 2012] model, and for
atmosphere and ocean de-aliasing, the AODL1B RL06 provided by GFZ [Dobslaw et al., 2017] is
applied. The TIDE2000 model is used for the solid earth tides [Dehant et al., 1999].
The kinematic positions’ post-fit residuals to the fitted reduced dynamic orbit are analyzed. Kine-
matic positions are rejected if their radial, along-, and cross-track residuals exceed 15 cm, 10 cm,
and 8 cm in the first iteration and 8 cm, 5 cm, 4 cm in the second iteration. In addition, a thresh-
old on the three-dimensional difference of 20 cm for the first and 9 cm for the second iteration is
applied. These thresholds were derived empirically.
The screened orbits are further used for the gravity field improvement. The orbits are parameter-
ized using 15 min piece-wise constant accelerations constrained by a priori RMS of 10−8 mm/s2.
Eventually, the normal equations are set up and solved for the gravity field coefficients, using the
GRACE03S gravity field model again as a priori gravity field.
5.10 Gravity field comparison
For gravity field computations, usually, the fully normalized spherical harmonics (with coefficients
̄𝐶𝑚𝑛 and ̄𝑆𝑚𝑛) are used. Several metrics are commonly used to compare the different gravity field
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(Δ ̄𝐶2𝑛𝑚 + Δ ̄𝑆2𝑛𝑚), (5.22)
whereΔ ̄𝐶𝑛𝑚 = ̄𝐶𝑎,𝑛𝑚 − ̄𝐶𝑏,𝑛𝑚 andΔ ̄𝑆𝑛𝑚 = ̄𝑆𝑎,𝑛𝑚 − ̄𝑆𝑏,𝑛𝑚. Frequently used in this work is the
weighted RMS of geoid height differences. In order to compute the weighted RMS the geoid height
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differences are computed for a grid (here 0.5∘ × 0.5∘). Towards the poles the distance between the
grid points shrinks. To compensate for that effect the differences are weighted with cos(𝜆), where
𝜆 is the latitude. Other weighting functions can of course be applied depending on the objective.
The weighted RMS (wRMS, see e.g. Jean et al. [2018]) is then computed as






where 𝑛 is the number of grid points, 𝜆𝑖 the latitude of grid point 𝑖 and 𝛿𝑖 the difference of geoid
height of two gravity fields at grid point 𝑖.
In an analog way the weighted standard deviation is defined as





cos(𝜆𝑖)(𝛿𝑖 − 𝜇𝑊(𝛿𝑖))2, (5.24)
where 𝜇𝑊(𝛿𝑖) is the weighted mean, using again cos(𝜆𝑖) as weighting function. The spatial reso-
lution is either given by the resolutions of the sperical harmonics used or the filtering used. For the
wSTD spherical harmonics up to degree and order 20 are taken into account in this work. For the
wRMS differences up to degree and order 70 are taken into account, but a Gaussian smoothing with
400 km radius is applied, resulting in a spatial resolution of 603 km according to Vishwakarma
et al. [2018].
5.11 Comparing the SwarmandGRACEmonthly gravity fields
Monthly GRACE gravity fields derived using GPS and K-band are of a much higher quality than
the Swarm GPS-only gravity fields. A combination of both satellite missions became attractive
as the GRACE satellites could not continue collecting continuous data caused by the GRACE-B
satellite’s battery aging. Its accelerometer had to be switched off, and the K-band instrument had
to be set inactive to keep the satellite operational when entering the Earth’s shadow. Consequently,
gravity fields using K-Band could not be computed for some months, starting in 2011. The gaps
became more pronounced, and eventually, in October 2017 GRACE was decommissioned after
exceeding the planned mission duration of five years by a factor of two. The last month for which
a GRACE gravity field solution was computed by ITSG is May 2017, whereas a significant degra-
dation was already observed from Aug 2016 on [Mayer-Gürr et al., 2018]. GRACE-FO continued
the GRACE mission. However, the gap between those two missions is more than one year. The
first GRACE-FO gravity field could be computed for June 2018. Due to an instrument failure,
eventually recovered in October 2018, the GRACE-FO gravity fields for August and September
2018 are missing [JPL, 2018]. Those gaps of single months and more than one year between
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GRACE and GRACE-FO, motivated completing the timeline of the GRACE(-FO) monthly grav-
ity fields using Swarm GPS-only gravity fields, even though they had to rely on GPS-only.
Several studies were performed comparing the monthly gravity fields obtained from GRACE and
Swarm to investigate what accuracy is expected from Swarm GPS-only gravity field compared to
the GRACE(-FO) Solutions. Among those, the study of Meyer et al. [2019], in which the Swarm
time series was compared to GRACE time series. The GRACE solutions were limited to degree
and order 10 for the comparison. The capability of measuring the Greenland timeline using Swarm
could be demonstrated for the overlap months when even though the Swarm gravity field solutions
show a somewhat larger monthly variability and can not compete with GRACE’s spatial resolu-
tion. The comparison was carried out up to degree and order 6 to match the SLR-derived gravity
field’s resolution. Another study was performed by Lück et al. [2018]. In this study, the ocean
mass change was estimated and compared for the ITSG-GRACE solution and Swarm gravity fields
from different processing centers. Among those are the Institute for Geodesy, Hannover, Germany
(IfG), Institute for Geodesy and Geoinformation, Bonn, Germany (IGG), Astronomical Institute of
the Czech Academy of Science (ASU), and AIUB. The comparison was carried out up to degree
and order 12. Also, in this study, higher monthly variability in the Swarm gravity fields could be
observed. Nevertheless, the gravitational signal of the Ocean mass change could also be observed
using the Swarm timeline. The conclusion drawn is that SwarmGPS-only gravity can bridge larger
gaps in the GRACE timeline, but only to a limited spatial resolution.
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Chapter 6
Identification and mitigation of problematic
GPS observations
Under certain conditions, variations in slant TEC can cause issues for accurate tracking. Besides
the loss-of-lock of the signal to a certain GPS satellite [Xiong et al., 2016b], which causes gaps in
the GPS observations and, therefore, can weaken the POD, also systematic artifacts in the kine-
matic positioning can occur. The root-cause will be further examined in Chap. 7 for GPS data
of the Swarm mission. As those artifacts are deterministic, they cause systematic errors near the
geomagnetic equator in the GPS-only gravity fields, especially for GOCE and Swarm because of
their low altitude and, therefore, large variations in the ionospheric signal content [Zehentner and
Mayer-Gürr, 2015, Jäggi et al., 2016]. How pronounced these systematic errors become depends
on the receivers loop filter implementation. For the GRACE mission, having also low altitude,
missing GPS observations near the geomagnetic equator were observed [Arnold et al., 2016].
Different approaches were examined to investigate how to identify and mitigate those artifacts’
impact on the gravity field determination. Details on the models used and the preprocessing re-
garding the screening of the kinematic positions in the gravity field processing can be found in Sect.
5.9.2. In the case of Jäggi et al. [2015], differences of the geometry-free linear combination for
subsequent epochs were examined for the Swarm mission, and criteria were established to identify
observations that cause the artifact. In case their absolute difference exceeded 2 cm/s, the observa-
tion was removed from the receiver RINEX file used in the orbit processing. The second approach
used by Zehentner and Mayer-Gürr [2015] for the GOCE mission did not reject the observations.
Instead, the weight of the observations for the orbit determination was reduced. The ROTI using
a 61 s symmetrical window was used to determine the weight. The ROTI value was multiplied by
20 and then used as observation specific 𝜎 in the least-squares orbit adjustment. Using weighting,
no observational gaps were introduced compared to the ”hard” screening when using epoch differ-
ences in the Swarm case.
This chapter further examines how the affected phase observations may be identified using higher-
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Figure 6.1: Geoid height differences between the monthly Swarm GPS-only gravity field and the
JPL-GRACE-RL06 for March 2015.
order time derivatives of the geometry-free linear combination and also using the ROTI-based
weighting. Instead of a strict screening, it is investigated how empirical weighting based on the
time derivatives and the ROTI approach is suited to mitigate the ionospheric artifacts. The re-
sults of this study were published in Schreiter et al. [2019]. Special emphasis is given to March
2015 (one of the most heavily affected months) and June 2016 (less solar activity, tracking loop
updates already performed, similar local times as March 2015). After briefly introducing artifacts
and previous studies, the cause of the artifacts is traced down to orbit solutions and the GPS phase
observables. Criteria based on time derivatives of the geometry-free linear combination are devel-
oped and used to down weight and mitigate affected observations’ impact. Eventually, the success
will be assessed based on SLR residuals and gravity field comparisons. As a bonus, one criterion
used is further developed to identify equatorial plasma depletions.
6.1 Ionospheric artifacts in Swarmkinematic positions and grav-
ity fields
It was shown in earlier studies for GOCE [Jäggi et al., 2015] and Swarm [Jäggi et al., 2016, Dahle
et al., 2017] that the ionosphere causes the artifacts in the gravity field solutions in combination
with the narrow L2 bandwidth. Modifications on the L2 bandwidth helped to reduce the artifacts
(see Tab. 7.1 in Chap. 7). The region near the geomagnetic equator is well known for large values
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Figure 6.2: Radial differences between Swarm reduced dynamic orbits and kinematic positions for
Swarm A and Swarm C (top). The bottom plot shows the ambient plasma density as measured by
the Swarm Langmuir probes.
in vertical TEC and electron density. The ionization crests near the geomagnetic equator caused
by the Appleton anomaly (see Sect. 2.5) can be reliably identified in the in situ Swarm plasma
density measurements. The crests are usually located around ±10∘ of the geomagnetic equator.
This is also the region where the most significant systematic differences in the GPS-only monthly
gravity fields are observed (see Fig. 6.1). The differences between kinematic positions and a
reduced dynamic orbit are compared to the ambient plasma density measured by the Langmuir
probes to investigate the relation between the systematic differences and the Appleton anomaly.
As the reduced dynamic orbit offers more stiffness than kinematic positions, it is less susceptible
to ionospheric disturbances. The piece-wise constant accelerations are spaced at six-minute time
intervals. Thus variations in the orbit differences below six minutes can be attributed to the kine-
matic positions. For details on the orbit processing, see Sect. 5.9.1. The comparison of the orbit
differences to the plasma density is shown in Fig. 6.2. Especially around the sharp peak in plasma
density, spikes of a few centimeters are observed in the orbit differences. There is a notable delay
of several seconds between the orbit differences and the plasma density measurements. This offset
is caused by the ray geometry (most observations have an azimuth of 90 to 270 degrees in the an-
tenna frame, thus the links ”look” backward) and also by the loop filter characteristics (see Chap.
7). Investigating the ionosphere-free GPS phase residuals at the respective epochs (see Fig. 6.3,
top) the epoch wise variance over all GPS-satellites is becoming larger, indicating an inconsistency
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Figure 6.3: Ionosphere-free phase residuals of Swarm A reduced dynamic orbits (top) and first
(D1), second (D2) and third (D3) time derivatives of the geometry-free linear combination using
smoothing and a Savitzky-Golay filter for 1st of November 2014 (doy 305).
in the phase observables. The degradation occurs almost at the same epochs, where the measured
plasma density has its peaks (see Figs. 6.2 and 6.3, top curves). Because the GPS-receiver moves
with a large velocity in earth-centered quasi-inertial space (about 7.7 km/s), large gradients in the
plasma density are clearly reflected in the geometry-free linear combination. The variability of the
geometry-free linear combination of the simultaneously observed satellites is shown in Fig. 6.3,
second plot. It is highly dependent on the line of sight. Thus a suited criterion needs to be able to
identify the affected epochs for each LEO-GPS link independently and derive appropriate weights.
6.1.1 Radial variances
The weights will directly affect the covariance information of the derived kinematic positions. A
short analysis of the radial variances is performed to compare the different solutions for the kine-
matic position directly. It may be used as an indicator for the quality of kinematic positions. Based
on this, the kinematic positions may be weighted in the subsequent for gravity field determination
(see Sect. 5.9.2). As shown by Jäggi et al. [2011c], this basically represents the observation sce-
nario’s geometry. Suppose some kinematic positions have a high variance regarding their x, y,
and z component. In that case, their impact on the gravity field solutions is small because they get
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Figure 6.4: Mean radial variances (left) and mean spreading of phase residuals (right) in magnetic
coordinates for the analyzed test period.
properly down-weighted according to the covariance information. This information is essential to
mitigate the impact of problematic positions on the fitted orbit. Because it is shown in Sect. 6.1,
that the spikes are associated with a spreading of the phase residuals (i.e., their epoch wise standard
deviation increases), the radial variance obtained from the covariance information is compared to
the epoch-wise standard deviation of the phase residuals over all satellites used in the orbit deter-
mination (see Fig. 6.4). Large outliers are screened in the preprocessing. Magnetic latitude and
magnetic local time are used as a coordinate system because the artifacts are most prominently
visible around the magnetic equator in the evening hours. For the kinematic radial variances, the
formal error propagation in the radial direction
𝜎2𝑟 = (1/𝑟2) ⋅ (𝑥2 ⋅ 𝑘𝑥𝑥 + 𝑦2 ⋅ 𝑘𝑦𝑦 + 𝑧2 ⋅ 𝑘𝑧𝑧 + 2 ⋅ 𝑥 ⋅ 𝑦 ⋅ 𝑘𝑥𝑦 + 2 ⋅ 𝑥 ⋅ 𝑧 ⋅ 𝑘𝑥𝑧 + 2 ⋅ 𝑦 ⋅ 𝑧 ⋅ 𝑘𝑦𝑧), (6.1)
is used, where 𝑥, 𝑦 and 𝑧 are the coordinates in an earth fixed system and 𝑘𝑥𝑦 denotes the covari-
ance between 𝑥, 𝑦 and 𝑟 = √𝑥2 + 𝑦2 + 𝑧2 is the geocentric distance. This is used to represent the
quality of the 3D-positions in the radial direction. On the other hand, the standard deviation of the
phase residuals over all satellites at a specific epoch is used. These values were binned, and the
mean of each box was computed. For a better visibility, the logarithm was used for the kinematic
variances. The lowest values are observed in mid-latitude regions, whereas in the polar regions,
the radial variances and the standard deviations increase in both figures. Besides, both figures
show large values near sunset in the equatorial regions. There are notable differences, especially
around the magnetic poles, where large ionosphere-free phase residuals are more frequently ob-
served. Another difference can be seen around the geomagnetic equator. In this region, the high
standard deviation in phase residuals is also affecting earlier magnetic local times. The latitudinal
distribution shows deviations as well compared to the more significant variances being observed
in kinematic positioning. For both plots, the same months (analyzed test period: 2015: Jan., Mar.;
2016: Feb., Mar., Jun., Jul., Aug.) were used, and only kinematic positions with a minimum redun-
dancy of 5. No additional weighting or screening was performed apart from the outlier screening
in the orbit processing. As shown by Xiong et al. [2016b], the loss of locks of the Swarm GPS
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receivers is highly correlated to ionospheric plasma depletions. Loss of lock corresponds to the
worst-case scenario. Even without considering loss of lock events, it is shown in Fig. 6.4 that the
kinematic radial variances also generally increase in the potential bubble regions, i.e., after sunset
(18 − 22 mLT) and near the geomagnetic equator. In this work, the investigations are extended by
checking the radial variances of the unweighted and un-screened kinematic positions for Swarm
for a longer time span. As shown in the previous section, the phase residuals increase around the
peaks in plasma density, indicating a potential degradation of the phase observables or a weaker
geometry due to screened GPS-observations or possible loss of locks.
In Fig. 6.5 the radial variances are binned in 1∘ lon ×1∘ lat and averaged using unweighted kine-
matic positions from 11/2013 − 12/2017 of all three Swarm satellites. The observations required
are taken from the routinely processed unscreened Swarm kinematic positions provided on the
AIUB FTP server (see Sect. 5.9.1) where only positions with sufficient redundancy were used
(i.e., at least 5 GPS satellites). Figure 6.5 shows that parts of the geomagnetic equator are clearly
visible, showing the most considerable radial variances. This effect is mainly cause by equatorial
plasma depletions causing loss of lock, or large phase residuals leading to a rejection of the ob-
servation in the pre-processing. If one reproduces this plot in mLT and mlat( compare Fig. 6.4,
left), a very pronounced peak around 18 − 22 mLT becomes visible around 0∘ mlat. It should be
noted that the period used for Fig. 6.4 is defined by the analyzed test period, and by this, it is
shorter than in Fig. 6.5. Nevertheless, the observed patterns are almost identical to the results of
Xiong et al. [2016b], even if loss of locks or data gaps for all GPS-satellites are by construction
not included in the presented figures. These results again support the statement that the GPS data
quality suffers significantly from high activity in the magnetic-equatorial ionosphere at evening
hours and, of course, due to equatorial plasma bubbles (see Fig. 6.4, left). Some observations are
rejected in the orbit processing because they are considered outliers and show large phase residuals
of a few centimeters or due to gaps or small observation pieces. This screening is performed to
avoid those data problems propagating into the orbit solution. Even though this screening process
applies especially in the nighttime hours, it does not seem to detect the observations responsible
for the spikes in the kinematic positioning. Fewer observations partially cause the high variances
in the equatorial regions, as loss of lock caused by bubbles occurs, and also post-sunset local time
observations are more frequently screened near the equator (see Fig. 6.6, right). The mean number
of observations rejected in the preprocessing is shown in Fig. 6.6. As before, only valid kinematic
positions with enough redundancy were used. The mean difference between the number of ob-
servations in the RINEX file and the observations used for the final kinematic positioning, after
phase measurements with ionosphere-free phase residuals larger than 4 cm to a screening orbit
were removed, is shown in Fig. 6.6.
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Figure 6.5: Radial variances binned for a longer time span in geographic coordinates, Nov. 2013
- Dec. 2017.
Figure 6.6: Percentage of rejected GPS-observations rejected in the preprocessing for the analyzed
test period. Left: geographic coordinates, right: magnetic coordinates.
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6.1.2 Comparing to slant TEC
It is doubtful that the ambient plasma density itself actually causes the observational artifacts in the
GPS phase observables, as the in situ plasma density does enter the GPS observations. However,
the integrated electron density along the line of sight, also called slant TEC, enters. In the fol-
lowing, criteria are established for the occurrence of the degradation in the ionosphere-free phase
residuals. Numerical derivatives of the geometry-free linear combination are used because their
dynamics are directly proportional to the slant TEC. An important benefit in this approach: the
geometry-free linear combination can be directly computed from the GPS RINEX file. No exter-
nal information, e.g., an a priori orbit based on an underlying gravity field, is needed.
6.1.3 AIUB standard screening
As a reference, the AIUB standard screening is used as it is published in Jäggi et al. [2016]. It
successfully removes the artifacts, although the orbit quality was weakened, and the number of
ambiguities increased. Because it is a derivative-based approach, it can be used as a direct ref-
erence to our weighting solutions. In the AIUB standard screening, an approximation of the first
time derivative of the geometry-free linear combination is computed without any smoothing using





which is equivalent to the three-point differentiating scheme shown in Sect. 6.2.1, where a quadratic
polynomial is fitted to the observations at 𝑡𝑖−1, 𝑡𝑖 and 𝑡𝑖+1 and the first time derivative is computed.
Comparing this method to the differentiating scheme that is applied in the next section (compare
Fig. 6.7) differences are visible, but both derivatives show similar amplitude and shape. If the first
time derivative’s absolute value exceeded 2 cm/s, the observation was removed from the RINEX
observation files. This introduces data gaps which are mostly responsible for the increased num-
ber of ambiguity parameters due to a very conservative set up of new ambiguity parameters if data
gaps are longer than 61 s. This could be overcome by setting up the ambiguity parameters based
on the unscreend data. In cases in which too many observations had to be removed, the kinematic
positions could not be computed anymore.
6.2 Appropriate weighting of the GPS phase observations
This section describes the methods applied to identify and estimate appropriate weights to apply
in the orbit least squares adjustment. First, a method to reliably derive time derivatives from noisy
data is developed. Furthermore the ROTI is used for weight estimation.
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Table 6.1: Filter settings
Filter window width window type min. points additional
Gaussian 10.1 s symmetric 10 bandwidth 10 s
Savitzky-Golay 12.5 s symmetric 7 polynomial degree 1
6.2.1 Computation of derivatives for the geometry-free linear combination
Due to the noise of the geometry-free linear combination, the computation of meaningful deriva-
tives is not straightforward. A combination of a Gaussian filter and a Savitzky-Golay filter is
applied to obtain reliable derivatives. First, data is smoothed using the Gaussian filter, and then
the Savitzky-Golay filter is applied to obtain the next order derivative. This process is iterated
until the desired order of the derivative is obtained. This approach allows keeping the window size
and the degree for the Savitzky-Golay filter low. Alternatively the weights from the Gaussian fil-
ter may be Incorporated into the Savitzky-Golay filter. This reduces the higher-order derivatives’
sensitivity to noise, as the Savitzky-Golay filter uses a polynomial fit. A jump and outlier detection
with a threshold of 0.5 m/s, applied on the differences of subsequent epochs of the geometry-free
linear combination, is performed before applying the filters. If larger jumps occur, the arcs are split
to avoid any contamination of the derivatives. This action was also performed in case of gaps of
one or more epochs in the 1 Hz RINEX data. The filter parameters (see Tab. 6.1) were determined
empirically by using an artificial signal (Fig. 6.7) and original Swarm RINEX data. Especially
in the Gaussian filter case, it is essential to choose the parameters such that the window is almost
entirely populated (with the mentioned setting: max. one epoch missing) and symmetrically oc-
cupied. Otherwise, the smoothed points may be biased to the previous points’ mean and forcing
the derivatives to zero. If it is not possible to compute the derivative due to jumps, gaps, or not
enough data, the corresponding epochs are marked to set weights manually at a later stage (see
Sect. 6.2.2). In the orbit processing, these observations are supposed to be down-weighted.
In Fig. 6.3 a short time series of phase residuals and the corresponding derivatives during one
equatorial pass are shown. The second and third time derivative is more localized and pronounced
on the epochs where the spikes occur than the first time derivative. The higher derivatives show
comparatively larger amplitudes at the boundaries, which correspond to the polar regions, indicat-
ing that the derivatives’ quality might suffer from observation noise.
An artificial signal is generated to check the adopted differentiating schemes’ consistency and
to validate them, including random jumps, observation gaps, and random noise. The signal was
simulated by 𝑓(𝑡) = sin((100𝑡)2) where 𝑡 is measured in days. White noise with a standard de-
viation of 5 cm was selected. The number of jumps and the number of gaps was set to 40, and
the locations were determined randomly. A Gaussian random variable gives the jump sizes with a
standard deviation of 5 m, and a Poisson random variable determines the length of gaps in seconds
with the parameter 𝜆 = 100. The signal was chosen to be represented by a sinusoidal signal with
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Figure 6.7: Tests on synthetic data for the first (D1), second (D2), and third (D3) time derivative
of the geometry-free linear combination. Red points show the true analytic noise-free derivative,
green the computed derivatives from noisy data using the filter settings from Tab. 6.1 and blue
points the three-point derivative scheme. The noise in the second and third plots, visible as blue
points, exceeds the axis’s limit. The right side shows a zoom to compare the true derivative with
the Gauss-Savitzky-Golay filtered derivative.
frequencies changing as a function of time, allowing for evaluation of the differentiating scheme’s
performance with frequency. In Fig. 6.7 the following two cases are compared. First, the deriva-
tives are computed with an almost non smoothed differentiating scheme using no Gaussian filter
and only three points for the Savitzky-Golay filter. Second, the differentiating scheme with the
settings mentioned earlier is used. If the smoothing is too weak, as one can see in the three-point
case, the derivatives become noise-dominated. With the stronger smoothing, a dampening of the
higher frequencies is observed. The dampening is approximately 10%,15% and 25% for the first,
second, and third derivatives at 0.015 Hz). However, the derivatives obtained represent the signal
dynamics of the true derivative. The gaps in the derivatives are given by artificial gaps in the data
but were further enlarged due to the minimum number of points restriction (see Tab. 6.1).
6.2.2 Weights for the GPS phase observations
After numerically computing the time derivatives, empirical thresholds are applied. These thresh-
olds were set by checking the magnitude of the derivatives, evaluating the performance on the
gravity field retrieval, and the threshold used by Jäggi et al. [2016]. Appropriate thresholds were
found by empirical tests to be 2 cm/s for |𝑑𝐿𝑔𝑓𝑑𝑡 |, 0.025 cm/s
2 for |𝑑
2𝐿𝑔𝑓
𝑑𝑡2 | and 0.00075 cm/s
3 for




If the absolute value of the selected time derivative at a certain epoch exceeds the threshold, an
observation specific 𝜎2 of 21mm2 (standard 𝜎2 of1mm2 +20mm2) is assigned to the observation
instead of a standard, uniform 𝜎2 of 1 mm2 to the L1 (and L2) observations. This kind of extreme
down-weighting is used to reproduce a similar impact on the orbit as the standard screening. How-
ever, because the observations stay in the RINEX observation file and the resulting normal equation
system, no gaps are introduced, no additional ambiguities that would weaken the orbit solution. In
case an observation epoch was close to a gap or a jump, and no derivative could be computed, the
data point was down-weighted as well, assuming that the observation might be affected. The third
time derivative suffers most from enlarged gaps due to non-computable derivatives. The gravity
field recoveries based on correspondingly generated kinematic orbits turned out to be of inferior
quality. For that reason, only the first and second time derivatives are considered in the following
sections.
For the first time derivative, the threshold was set to 2 cm/s to obtain similar results as with the
AIUB standard screening to have a zero-test and gain additional insight into the difference between
rejecting and weighing observations.
6.2.3 Identification using the Rate of TEC index
The ROTI-based weighting was used by Zehentner and Mayer-Gürr [2015] for the GOCE orbit
processing. For GOCE, similar issues have been observed as for Swarm near the geomagnetic
equator [Jäggi et al., 2015]. In analogy to Sect. 6.2.2 observations were down-weighted with a
variance of 21 mm2 if the number of data points was below a threshold of 10 for a 10.1 s win-
dow, and thus no reliable ROTI can be computed. For the ROTI approach, two different scaling
functions are assessed. First, the scaling function that was applied by Zehentner and Mayer-Gürr
[2015] for GOCE, which reads 𝜎2 = 𝑚𝑎𝑥(1, 20 ⋅ 𝑅𝑂𝑇 𝐼) mm2. This approach, however, turned
out not to have a significant impact on the Swarm data, likely due to the number of channels or
different tacking loops. Therefore the scaling is modified for the weighting using an empirical
scaling factor to
𝜎2𝐴𝐼𝑈𝐵−𝑅𝑂𝑇 𝐼 = 𝑚𝑎𝑥(1, 60 ⋅ 𝑅𝑂𝑇 𝐼) mm2. (6.3)
Alternatively, N. Zehentner, 2017 (private communication) proposed for Swarm the following
scaling function:
𝜎2𝐺𝑅𝐴𝑍−𝑅𝑂𝑇 𝐼 = 𝑒20⋅𝑅𝑂𝑇 𝐼 mm2. (6.4)
In case the ROTI is small, both approaches should return a 𝜎2 close to 1 mm2. In case of high
fluctuations, where ROTI gets large, the second weights are much smaller. The first set of weights
will be referred to as AIUB-ROTI, the latter as Graz-ROTI. As shown in Fig. 6.8 the ROTI weights
are particularly pronounced in regions where the ionosphere-free phase residuals are large. ROTI
turned out to be most effective in the polar regions due to plasma density fluctuations.
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Figure 6.8: From top to bottom: Ionosphere-free phase residuals, AIUB-ROTI variance, Graz-
ROTI variance, and AIUB-ROTI combined with the second derivative. The time span from 1.8 h
UT to 2.0 h UT corresponds to an equatorial pass, and from 2.1 h UT to 2.4 h UT corresponds to a
polar pass. The ROTI variances are larger at the polar region. The second derivative with a fixed
sigma square exceeded the threshold (bottom) in near-equatorial regions. Only variance unequal
to 1mm2 were plotted.
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6.2.4 Geographical restriction of down-weighting
The motivation for weighting is to reduce the impact of the artifacts induced by the equatorial iono-
sphere on the gravity field models and consequently improve their quality. Some of the derivative-
based approaches led to a degradation of the gravity fields in polar regions, as shown in Sect. 6.3.
The derivative-based weighting is limited to equatorial regions with geographic latitude between
−50∘ N and 50∘ N to avoid this degradation. Due to the shape of the geomagnetic equator (which
is located between roughly ±13∘ latitude) and the equatorial ionization anomaly, which is located
between −20 mlat and 20 mlat [Whalen, 2000], this covers the entire equatorial ionosphere. For
the ROTI approaches, no such limitation was performed due to the positive effect in the polar
regions. The localized weighting will be referred to as equatorial (eq.).
6.2.5 Combination of methods
The ROTI approach performs better in the polar regions, as will be shown in Sect. 6.3. The
derivative-based approaches are, however, more powerful in removing the equatorial artifacts.
Conclusively it is natural to combine both methods. Because the scaling function in the case of
the AIUB-ROTI provides less extreme weights, it is selected for a combination with the weights
obtained from the second derivative. This is achieved by taking the maximum of the AIUB-ROTI
sigma square and the second derivative based sigma square in the equatorial regions (compare Fig.
6.8).
6.3 Gravity field recovery using weighted GPS data
In this section the orbit and gravity field solution obtained when using weighted GPS phase mea-
surements are analyzed. The impact of the weighting approach is assessed with respect other
gravity field solutions, SLR validation, consistency between reduced dynamic orbit and kinematic
positions, and covariance information.
6.3.1 GPS-only Gravity field recovery using weighted GPS data
The corresponding monthly JPL-GRACE-RL06 [Yuan, 2018] gravity field models are used as
a reference field to validate the computed gravity fields. Due to the ultra-precise K-band inter-
satellite measurements, the GRACE gravity fields are of very high quality and essentially free
from systematic ionospheric errors. GRACE GPS-only gravity fields are mostly free from sys-
tematic ionospheric errors, but many observations are missing around the geomagnetic equator
in the GRACE RINEX files, too (Jäggi et al. [2016], Fig. 12). In Fig. 6.10 (top left), the geoid
height differences between the JPL-GRACE-RL06 gravity field and a monthly Swarm GPS-only
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gravity field using the reference orbits with a uniform observation specific variance (unweighted)
is shown. The differences are computed by taking the gravity fields up to degree and order 70 into
account. The displayed month, March 2015, is heavily affected by the artifacts, as is shown later
in Fig. 6.9 and can also be seen later in Fig. 6.18. The stripes around the geomagnetic equator
are clearly visible with an amplitude of more than 4 cm in geoid height when adopting a Gaussian
filter radius of 400 km. These two bands have virtually disappeared in the gravity fields obtained
using the AIUB standard screening (top, right).
As a first step, the AIUB standard screening is compared to the weighting based on the first deriva-
tive (Fig. 6.10, second row, left). This zero test shows similar performance as the standard AIUB
screening, but it seems to add some additional small scale artifacts near Colombia and east of South
America. The different behavior may be explained by Fig. 6.15 where the numbers and locations
of the positions that were actually used for the gravity field recovery are compared. The standard
screening removes almost all positions in that specific area, in contrast to the weighting, where the
positions are preserved, but minor artifacts may appear instead.
The second derivative has a similar performance when compared to the AIUB standard screen-
ing. In particular, the artifact in the pacific region could be successfully removed. In contrast to
the standard screening, the noise seems to be slightly reduced. This can be concluded from Fig.
6.10 and Tab. 6.2 and Tab. 6.3 considering the geographically weighted RMS of geoid height
differences and the weighted standard deviation over the ocean. If the second derivative with no
geographical restrictions is used, more significant fluctuations around the polar regions appear.
For this reason, the second derivative-based weighting is limited to the equatorial regions.
The ROTI approaches are not very successful in removing the two bands around the geomagnetic
equator. In the polar regions, however, the ROTI based gravity fields show reduced noise (see Fig.
6.10). The noise reduction of the ROTI approaches is confirmed by the geoid RMS as well as by
the weighted standard deviation over the oceans in Tables 6.2 and 6.3. This is also supported by
the different degree amplitudes shown in Fig. 6.11. For degrees above 25 the difference between
both ROTI approaches are among the lowest. It implies that small-scale fluctuations are success-
fully reduced. A different result is obtained for spherical harmonic degree 15 to 25. In this spectral
band, the derivative-based screening and weighting approaches outperform the ROTI solutions.
The AIUB screening shows a slightly better performance than the weighting based on the second
time derivative in the low degrees (< 10). However, in most higher degrees, the new approach
shows a similar or even better performance. After smoothing, e.g., using a Gauss filter, errors from
higher degrees may become visible in the plotted geoid height differences.
Eventually, a combination of AIUB-ROTI and the second derivative limited to the equator is
considered using both approaches’ maximum sigma square. The differences in the gravity field,
see Fig. 6.10, still show some increased noise around the geomagnetic equator, but it is about the
same level as the gravity field obtained using the second derivative based weighting. Especially
in the region over Greenland, the gravity field benefits from the ROTI weighting. Looking again
6.3 Gravity field recovery using weighted GPS data 79
Table 6.2: Gravity field evaluation and SLR-Residuals statistics for Swarm A, March 2015.
Scenario # Kin. Pos. L1 RMS Geoid RMS wStd Ocean RD mean RD std KN mean KN std
[mm] [mm] (d/o 20) [mm] (SLR)[mm] (SLR)[mm] (SLR)[mm] (SLR)[mm]
Original 696060 2.78 28.6 24.9 4.6 27.3 2.4 31.1
Std. scr. 𝑑𝐿𝑔𝑓/𝑑𝑡 636633 2.75 18.9 21.6 3.7 26.9 0.7 31.4
Wgt. 𝑑𝐿𝑔𝑓/𝑑𝑡 689895 2.65 18.3 20.9 4.6 27.6 2.0 32.7
Wgt. 𝑑2𝐿𝑔𝑓/𝑑𝑡2, eq. 693648 2.64 17.4 20.5 4.6 27.3 1.9 32.5
Wgt. AIUB-ROTI 700503 2.18 18.9 22.0 4.9 26.5 1.0 28.8
Wgt. Graz-ROTI 700155 2.11 18.6 21.8 5.0 25.8 0.9 28.7
Wgt. AIUB-ROTI + 2nd der. 700569 2.14 16.7 20.9 5.0 26.0 0.6 29.3
Table 6.3: Gravity field evaluation and SLR-Residuals statistics for Swarm A, June 2016.
Scenario # Kin. Pos. L1 RMS Geoid RMS wStd Ocean RD mean RD std KN mean KN std
[mm] [mm] (d/o 20) [mm] (SLR)[mm] (SLR)[mm] (SLR)[mm] (SLR)[mm]
Original 783996 2.03 11.4 19.1 3.3 14.0 1.7 16.4
Std. scr. 𝑑𝐿𝑔𝑓/𝑑𝑡 783153 2.01 12.0 19.2 3.2 14.2 1.7 16.6
Wgt. 𝑑𝐿𝑔𝑓/𝑑𝑡 783822 1.95 11.3 19.1 3.2 14.1 1.6 16.5
Wgt. 𝑑2𝐿𝑔𝑓/𝑑𝑡2, eq. 783714 2.01 11.8 19.1 3.3 14.0 1.7 16.4
Wgt. AIUB-ROTI 784182 1.70 9.5 19.0 3.4 14.1 1.4 16.5
Wgt. Graz-ROTI 784209 1.64 9.8 19.1 3.4 14.2 1.4 16.4
Wgt. AIUB-ROTI + 2nd der. 784128 1.69 9.7 19.2 3.3 14.2 1.3 16.7
at the degree difference amplitudes (Fig. 6.11), the light blue line is among the lowest for almost
all degrees.
A longer time series ofmonthly Swarm gravity fields is computed and compared to themonthly JPL
GRACE-RL06 gravity field solutions to assess the effect of weighting. For January and February
2015, the JPL solution was replaced by the more robust CSR GRACE-RL06 gravity field solution
Bettadpur [2018]). As criteria, the wRMS of geoid height differences is used. The results are
shown in Fig. 6.9. Especially in early 2015, it may be recognized that the weighting approaches
achieve a wRMS at the level of 15 mm to 17 mm instead of roughly 20 mm to 30 mm for the un-
weighted solution. After May 2015, Swarm C’s original solution significantly improves compared
to the original solution for Swarm A. This date coincides with the updates performed on the tack-
ing loop bandwidth (see Tab. 7.1) and is also confirmed in Dahle et al. [2019]. From that point
on, significant differences between the weighted and the original solution can only be observed
for Swarm A, where the weighted solutions outperform the original solution. After eventually the
tracking loop (TL) bandwidth was updated for Swarm A in October 2015 (see Tab. 7.1), also for
Swarm A the differences between the original solution and the solution derived using weighting
virtually disappear.
6.3.2 Weighted observations
It is favorable to remove the equatorial artifact by down-weighting as few observations as possi-
ble. A clearly defined threshold is set in the derivative-based cases, which allows deciding if an
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Figure 6.9: Two years (2015/2016) of monthly Swarm gravity fields for Swarm A and Swarm C
compared to monthly JPL GRACE-RL06 solutions using the wRMS. With and without applying
weights. Because of ground track resonance in January and February 2015, the more robust CSR
GRACE-RL06 solution [Bettadpur, 2018] is used for these two months
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Figure 6.10: Geoid height differences betweenmonthly Swarm𝐴 gravity field to the corresponding
JPL-GRACE-RL06 solution forMarch 2015. Gravity field differenceswere computed up to degree
70.












































ROTI 1 + 2nd der., eq.
Figure 6.11: Difference (solid lines) and formal error (dashed lines) degree Amplitude for monthly
Swarm 𝐴 gravity field w.r.t. AIUB-GRACE03S, March 2015.
observation needs to be down-weighted or not.
However, the ROTI approach affects almost all epochs, even if most of the derived variances are
close to 1 mm2. To evaluate how many epochs are heavily down-weighted, we set thresholds to
the ROTI derived weights to identify which observations are assigned substantial variances. For
illustration purposes two different thresholds are selected for ROTI-based weights: 𝜎2 > 2mm2
and 𝜎2 > 5mm2.
In Fig. 6.12 the percentage of weighted observations is illustrated in geomagnetic coordinates.
Even though the first and second derivatives show similar performance, the weights based on the
first derivative seem to act more specifically on the ionization crests’ outer boundary than the sec-
ond time derivative’s weights. Therefore, using the second derivative is beneficial, assuming that
the spikes in the kinematic positions are aligned with the sharp peaks in plasma density and not
on the anomaly’s flanks, which can be seen in Fig. 6.2. The third time derivative maximizes the
number of observations that get down-weighted compared to the other approaches. Almost every
observation around the pole is affected if no limitation to the equatorial region is applied.
However, the ROTI weighting approach is much more sensitive to fluctuations in the geometry-
free linear combination as they occur on the poles or due to equatorial plasma bubbles. However,
it is not as successful in removing the equatorial artifact.
The ratio of weighted observations is shown in Fig. 6.12 for 𝜎2𝐴𝐼𝑈𝐵−𝑅𝑂𝑇 𝐼 > 2mm2 (middle
right) and 𝜎2𝐴𝐼𝑈𝐵−𝑅𝑂𝑇 𝐼 > 5mm2 (bottom). The amount of weighted observations in the polar
regions decreases significantly when the threshold is increased. It implies that for most observa-
tions, only small variances are applied. This explains why the dynamic ROTI weighting shows
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such a good performance around the poles. It can identify noisy observations and therefore reduce
high-frequency noise in the gravity field solutions. Therefore, the ROTI information is to be used
as a potential descriptor of the stochastic model of the GPS observations used for the positioning.
The schemes using weighting are among the lowest curves in the difference degree amplitude for
higher degrees (Fig. 6.11) Unfortunately, the systematically biased positions in the equatorial re-
gions can not reliably be identified by a high ROTI value. This is illustrated in Fig. 6.12 when
comparing the plots in the top row to the plot at the bottom.
Again a benefit from using the second derivative instead of the first derivative may be seen in
Fig. 6.12. The number of weighted/screened positions is similar for both cases, but the difference
and error degree amplitude are reduced, especially in higher degrees (see Fig. 6.11). Also, the
geoid-RMS is reduced by 0.9 mm compared to weighting using the first derivative and 1.5 mm
compared to the screening approach for March 2015, which is a heavily affected month, see Tab.
6.2 at a spatial resolution of approximately 600 km.
6.3.3 Orbit
In the orbit solution, the differences between kinematic and reduced dynamic positions are almost
unaffected by the weighting, except for very low frequencies that are caused by the empirical accel-
erations in the reduced dynamic orbit (see Fig. 6.13). The spikes are still present even though their
covariance information has changed, as will be shown in Sects. 6.3.4 and 6.3.5. Low-frequency
differences are introduced due to differently estimated empirical accelerations, which are caused
by down-weighting the problematic observations in the least-squares adjustment. It may be illus-
trated in particular by comparing the differences of the reduced dynamic orbits to the unweighted
reference, see Fig. 6.14 (left). The comparison reveals low-frequency differences of up to 1 cm
amplitude for the ROTI-based approaches. Analyzing the kinematic positions on the right-hand
side, one can see significant differences in polar and equatorial regions, both of up to 10 cm. Such
large differences are, however, only visible for very few epochs. In all four cases presented, the
differences are spatially very localized. Considering the Graz-ROTI weighting, one can see a jump
in the radial component and in the along-track component in the kinematic positions. These jumps
are an indicator that the variances introduced by the scaling function are too large. Such jumps
also occur at other epochs for the Graz-ROTI, but occasionally, they also occur in other weighting
strategies if large variances are applied.
The differences between the kinematic positions are minimal between the polar regions and the
equatorial anomaly in all other cases.
6.3.4 Covariances
The gravity field is determined by the used kinematic positions (pseudo-observations) but also af-
fected by the adopted weights of the kinematic positions derived from their covariance information
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Figure 6.12: Percentage of weighted raw GPS measurements for the analyzed test period binned
to the corresponding LEO position. Top: first derivative D1 𝐿𝐺𝐹 (left), second derivative D2
𝐿𝐺𝐹 (right), middle: third derivative D3 𝐿𝐺𝐹 (left), ROTI>2 mm2 (right), bottom: ROTI>5 mm2.
Bin-size 1∘ mlat ×0.2 h mLT.
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Figure 6.13: Kinematic minus reduced dynamic positions in radial, along- and cross-track direc-
tion. For both, kinematic and reduced dynamic positions, the same weighting was applied.
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Figure 6.14: Differences between the uniformly weighted positions of reduced dynamic (left) and
kinematic (right) orbits. All orbits were compared to the uniformly weighted case.
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[Lasser et al., 2020]. The variances of the kinematic positions in the radial direction are analyzed
as a function of their geographic and geomagnetic locations, respectively, to demonstrate how
different weighting schemes affect the kinematic position’s covariance matrix. The information
was binned (1∘ lat×1∘ lon for geographic coordinates and 1∘ mlat×0.2 h mLT) and the mean of
the radial variances was computed (see Sect. 6.1.1). For a better visibility, the logarithm of that
mean was taken. In Fig. 6.16 and 6.17 top left, it is shown that for the AIUB standard screening
the high radial variances form a single band along the geomagnetic equator caused by the gaps in
observation and the resulting large variances. One prominent ground track is visible in the radial
variances caused by the Swarm 𝐴 orbit estimation on the 20th of March 2015. On this day, the
L1 RMS of the kinematic orbit is 0.022108 m, which is approximately ten times the usual RMS.
The large RMS is due to many screened observations and, in turn, short observation pieces. For
comparison: using the second derivative weighting in addition to the AIUB-ROTI for the same
day, the L1 RMS is 0.001478 m. The other positions below and above the equator do not show
high covariances, but the number of positions is significantly decreased as Fig. 6.15 illustrates.
The screening acts primarily on the outer flanks of the equatorial ionization anomaly. Between
the two bands, the geometry of the observations is weakened, resulting in high variances. In the
two bands, too many observations are affected by the screening, resulting in a significant loss of
positions. For the combined weighting approach, two bands around the geomagnetic equator are
seen, compare with Figs. 6.16 and 6.17 bottom right. The positions between the two bands are
of significantly better quality than those obtained using AIUB standard screening. As mentioned
for the ROTI approaches, the highest variances result in areas with increased scintillation, such as
the poles and equatorial regions around 18-22 mLT, which are well-known for equatorial plasma
bubbles. This dependency may be well recognized when plotting the covariances in geomagnetic
coordinates (Fig. 6.17). Using the second derivative and the ROTI (bottom right) results in higher
covariances in the two bands around the geomagnetic equator, and higher covariances in earlier LT
may be recognized. It, therefore, illustrates the different sensitivity regions of the two approaches.
The weighting based on the second derivative affects primarily observations near the ionization
peaks ±10∘ around the geomagnetic equator explaining the two band in Fig. 6.16
6.3.5 SLR validation
For independent validation of the obtained orbits, measurements obtained from SLR are used as
explained in Sect 5.1.4. As high-quality SLR stations we select Graz (GRZL), Greenbelt (GODL),
Haleakala (HA4T), Hartebeesthoek (HARL), Herstmonceux (HERL),Matera (MATM),Mt Stromlo
(STL3), Potsdam (POT3), Wettzell (SOSW),Wettzell (WETL), Yarragadee (YARL) and Zimmer-
wald (ZIML), following the approach of Jäggi et al. [2016]. An outlier threshold of 20 cm and an
elevation-cutoff of 10∘ were applied. For March 2015, approximately 1400 normal points, and for
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Figure 6.15: Number of kinematic positions for the analyzed test period, un-screened (left) and
with AIUB standard screening (right). Binned in 1∘ × 1∘ grid.
Figure 6.16: Radial variances for the analyzed test period, global. Top: AIUB standard screening
(left), AIUB-ROTI (right), bottom: Graz-ROTI (left), second derivative (eq.)+AIUB-ROTI (right).
The clearly visible ground track (top, left) is due to a large RMS for Swarm𝐴, 29th of March 2015
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Figure 6.17: Radial variances in magnetic coordinates. Top: AIUB standard screening (left),
AIUB-ROTI (right), bottom: Graz-ROTI (left), second derivative (eq.)+AIUB-ROTI (right).
June 2016, 1300 normal points are available.
Additional quality criteria are the L1-phase RMS of the gravity field adjustment, the latitude
weighted RMS of the geoid height differences concerning a superior solution based on ultra-precise
GRACE K-band measurements, and the latitude weighted standard deviation over the ocean, see
previous Tabs. 6.2 and 6.3. The geoid RMS of the gravity field solutions using unscreened and
screened GPS observations is at the same level as the values published in Dahle et al. [2017]. In
the weighted scenarios for March 2015, the geoid RMS is reduced when using the second deriva-
tive for weighting or when combining the second derivative derived weights with the AIUB-ROTI
derived weights. For June 2016, the second derivative derived based weights lead to almost no
difference in geoid RMS. For this month, the smallest geoid RMS is obtained when using ROTI-
derived weights. For both months, the geoid RMS obtained when using the combination of the
AIUB-ROTI derived weights and the second derivative derived weights are among the lowest.
The ROTI approaches again tend to reduce the noise, which is confirmed in reducing the geoid
RMS, even if the geoid RMS for March 2015 is slightly increased compared to the second deriva-
tive. This might be due to the still existing artifacts around the geomagnetic equator. The fact that
this improves by combining the AIUB-ROTI with the second derivative supports this assumption.
The same effect is visible for the weighted standard deviation above the oceans.
Regarding SLR, the mean offsets and the standard deviations for the reduced dynamic orbits stay
similar. The mean and SLR standard deviations show a slight improvement if the ROTI approach
is used for the kinematic orbits.
In June 2016, the orbit and gravity fields’ quality improved, but the orbits in June 2016 are not
that much affected by the ionospheric activity. This improvement is due to the less critical local
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times and reduced solar activity (the 𝐹10.7 index is used as a proxy), which indicates less iono-
spheric activity (compare with Fig. 6.12 and Tab. 6.5). Nevertheless, even in that case, the ROTI
approaches seem to improve the mean of the SLR residuals for the kinematic positions.
6.3.6 Weighted observations and solar activity
As shown by Jäggi et al. [2016] the amount of screened or in the presented work down-weighted
observations depends on the ionospheric activity. The authors used TEC estimated to demonstrate
this. Here the number of weighted observations is compared to the 𝐹10.7 index and the 𝐾𝑝 index
as those indices are commonly used as a proxy for the solar activity driving ionospheric activity
and geomagnetic disturbances. As shown by Stolle et al. [2006b], the probability of an equato-
rial plasma bubble is positively correlated to the 𝐹10.7 index. Equatorial plasma bubbles usually
occur during high ionospheric activity. Previous studies connect bubbles to a strong prereversal
enhancement of the vertical plasma drift and an unstable E-F boundary which causes strong spatial
gradients in plasma density [Whalen, 2000, Kelley, 1989, Stolle et al., 2006b]. These gradients are
harmful to the quality of GPS data as shown in Fig. 6.4 (left), where the bubble region shows high
variances. In conclusion, a correlation between the 𝐹10.7 index and the number of observations
whose variance is changed by the weighting schemes is expected.
Secondly, the 𝐾𝑝 index represents the disturbances in the geomagnetic field. Because the mo-
tion of ionospheric plasma is connected to the magnetic field [Kelley, 1989], disturbances in the
magnetic field may result again in kinematic positioning errors. Conclusively, a high number of
affected observations under storm conditions is expected. These comparisons are illustrated in Fig.
6.18. All three data sets are limited to the equatorial regions (𝜙 < 50∘) to avoid contamination due
to the polar regions. The largest daily averaged 𝐾𝑝 index in our time series is 6 (observed on 17th
of March 2015, doy 76). On this day, there was a severe magnetic storm (class G4) with 𝐾𝑝 up
to 8−. Especially for the second and third time derivative-based weighting schemes, a clear in-
crease in the relative number of affected epochs can be observed. Most probably, this is related to
increased ionospheric fluctuations as they occur during storm conditions. In total, the percentage
of weighted observations shows a similar behavior as the 𝐹10.7 index. Some differences can be
explained by local time dependence. In total, as shown in Tab. 6.4, the correlation between the
percentage of weighted observations and the 𝐹10.7 index is quite strong (above 0.7) for Swarm A
and Swarm C but a lot weaker for Swarm B. The reason might be Swarm B’s higher altitude, which
leads to less free electrons and weaker gradients in the ray paths to the GPS-satellites. Besides,
Swarm B passes on different local times. For March 2015 the local times are comparable, resulting
in a very similar behavior (see fig. 6.18). Towards the last months (July and August 2016), Swarm
B’s local time is significantly different from the critical local times (18:00 mLT to 02:00 mLT),
but in the same months, Swarm A and Swarm C are inside the critical local times. Here, the 𝐹10.7
index peak around day 200 is reproduced in the percentage of weighted observations for Swarm A
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Figure 6.18: Percentage of screened position in comparison to the 𝐹10.7 and 𝐾𝑝 indices.
Table 6.4: Correlation coefficient between the relative number of weighted observations and the
𝐹10.7 index.
Method D1 (eq.) D2 (eq.) D3 (eq.)
Swarm 𝐴 0.7025 0.7313 0.7564
Swarm 𝐵 0.3005 0.46400 0.6766
Swarm 𝐶 0.7925 0.7914 0.8219
and Swarm C, but no such feature is visible for Swarm B.
6.4 ROTI modification for identifying equatorial plasma de-
pletion
The climatology of equatorial plasma depletions [Whalen, 2000, Kelley, 1989] is difficult to study
using ground-based data. Such data lacks an equally spaced global coverage leaving large obser-
vational gaps above the oceans. The high precision magnetic field missions CHAMP and Swarm
were a game-changer regarding global studies and in measuring and quantifying the magnetic field
variations [Park et al., 2009, Stolle et al., 2006b]. Variations in the magnetic field connected to
changes in plasma density were discussed by Lühr et al. [2003] and further studies regarding the
currents induced by Park et al. [2009] and Rodríguez-Zuluaga et al. [2019]. The direct identifi-
cation may only be performed if high precision magnetometers and plasma density measurements
are available. However, the global, seasonal, and temporal distribution concerning solar activity
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Table 6.5: Local time at middle of the month
Month Jan.’15 Mar.’15 Feb.’16 Mar.’16, Jun.’16 Jul.’16 Aug.’16
Swarm 𝐴, 𝐶 ∼ 1𝐿𝑇 , 13𝐿𝑇 ∼ 8𝐿𝑇 , 20𝐿𝑇 ∼ 2𝐿𝑇 , 14𝐿𝑇 ∼ 11𝐿𝑇 , 23𝐿𝑇 ∼ 3𝐿𝑇 , 15𝐿𝑇 ∼ 0𝐿𝑇 , 12𝐿𝑇 ∼ 9𝐿𝑇 , 21𝐿𝑇
Swarm 𝐵 ∼ 2.5𝐿𝑇 , 14.5𝐿𝑇 ∼ 9𝐿𝑇 , 21𝐿𝑇 ∼ 5𝐿𝑇 , 17𝐿𝑇 ∼ 2𝐿𝑇 , 14𝐿𝑇 ∼ 6𝐿𝑇 , 18𝐿𝑇 ∼ 3𝐿𝑇 , 15𝐿𝑇 ∼ 0𝐿𝑇 , 12𝐿𝑇
is highly discussed and studied [Stolle et al., 2006b, Xiong et al., 2012]. To further improve that
kind of knowledge, it is also beneficial to investigate how missions that are not dedicated to the
magnetic field might be used to increase the database. Also, employing additional instruments
could be used to increase the quality of detections.
The following investigations are based on Swarm and GOCE 1 Hz GPS data to derive a GPS-
based ionospheric bubble index. Swarm will serve as a test case to compare the derived index to
the official Level-2 IBI [DISC, 2017a] product. The derived approach will then be validated and
used for the GOCE Satellite. The GOCE orbit is local time fixed with a dusk-dawn orbit. This
local time may be of particular interest to the ionospheric community because plasma depletions
are assumed to develop near the E-F boundary near the dusk terminator. Therefore, observations
of the depletion from an altitude near that boundary and nearly fixed local time near 18:00 LT is a
valuable database.
6.4.1 qROTI/ROTI in equatorial regions
The ROTI approach is explained in Sect. 3.7.6 and is helpful to detect fluctuations in GPS TEC.
This approach was also used in the previously discussed weighting studies. As ROTI is defined
as the standard deviation of ROT over a certain time window, it is insensitive to a linear drift.
However, higher-order derivatives may affect the value of ROTI. The aim is to separate regular
variations from equatorial plasma depletions. They are known as small-scale fluctuations in plasma
density and thus small-scale fluctuations in sTEC. Still, small scale means that the bubbles are
several hundred kilometers in size. To reliably identify fluctuations, the ROTI approach needs
to be adjusted. That includes selecting an appropriate time window and detrending the epoch
differences so that no sensitivity to the ionization peaks is given as they are a regular phenomenon.
A second-order polynomial fit performs this for each 31 s time window. The ROTI is applied on
the polynomial post-fit residuals, using a 31 s symmetrical window similar to the weighting used
in Sect. 6.2.2. Thus insensitivity to regular shapes, which a second-order polynomial can locally
describe, is gained. In the following, this approach is referred to as quadratic ROTI or qROTI.
A comparison of ROTI, qROTI, and the plasma density is shown in Figs. 6.19 and 6.20.In Fig.
6.19 a quiet equatorial pass is shown. The plasma density measurements show no fluctuations. In
the plasma measurements, the equatorial ionization anomaly is well visible with two pronounced
peaks in plasma density. Apart from a small fluctuation in the middle of the ionization anomaly,
most likely caused by tracking issues as no screening of the GPS observations is performed, the
qROTI does not show significant responses, in contrast to the classical ROTI where the ionization
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Figure 6.19: Classical ROTI and qROTI under quiet conditions (top). In situ plasma density mea-
surements (bottom). The equatorial ionization anomaly is clearly visible, but no depletions. The
response of the classical ROTI approach may be seen near the ionization peaks.
anomaly is clearly visible in the ROTI. It can be concluded that the qROTI successfully reduces
the sensitivity to common phenomena like the ionization anomaly. In Fig. 6.20 an equatorial pass
is shown, which is affected by bubble activity. This bubble activity can clearly be identified in the
electron density measurements, where jumps and strong fluctuations are visible. In this example,
it may also be seen that both ROTI and qROTI respond to the fluctuations, even if, by design, the
qROTI value is in general lower. It can be concluded that the sensitivity to fluctuations is still
given.
6.4.2 Comparing qROTI to IBI
To derive a GPS-based bubble index (GBI), an empirical threshold of 0.1 TECU is set. Since 8
GPS satellites may be simultaneously observed for the Swarm satellites and 12 for GOCE, the







where 𝑛𝐺𝑃𝑆 is the number of GPS satellites tracked at the specific epoch, and 𝟙 is the indicator
function. In case the satellite directly passes the bubble, a scatter in all GPS phase observables is
most likely. In such a case, both IBI and GBI should equal 1. In case the pass is quiet, both values
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Figure 6.20: ROTI and qROTI response to a severe plasma depletion (top). In situ plasma density
measured by the Swarm Langmuir probes (bottom). The depletion is clearly visible in both ROTI
approaches.
should be zero. The IBI and the GBI derived for the same time window as in Fig. 6.20 is shown in
Fig. 6.21. Whereas the IBI takes only the values 0 (no bubble) and 1 (bubble), the GBI provides
the ratio of visible and affected satellites. The second peak’s fluctuations are not visible in the IBI
index, whereas they are visible in the GBI index. This can be explained by the thresholds used for
the magnetic field in the IBI detection. The magnetic response is less pronounced for low plasma
density than for larger values.
There is one systematic difference: The IBI is an in situ measurement, whereas the GBI is derived
from the integral electron density along the line of sight. In case a bubble is located somewhere
above the satellite, the IBI index does not reflect this, whereas the line of sight measurement can
identify the depletion. Vice versa, if the lock on the GPS signal is lost, as it can happen due to
bubble activity [Xiong et al., 2016b], no GBI can be reported. However, the in situ detection
relying on magnetic and plasma density measurements can still be performed.
6.4.3 Distribution in geomagnetic latitude and local time
Ionospheric plasma depletions have a very distinct pattern concerning the seasonal distribution
in geographical longitude and their distribution in magnetic latitude and magnetic local time. In
the winter months (Nov., Dec., Jan.), ionospheric plasma depletions are confined to regions near
Brazil and the Atlantic. In the summer months (Jun., Jul., Aug.), no bubbles are observed in this
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Figure 6.21: GBI compared to IBI for the same time window as shown in Fig. 6.20.
area, but in the African region. In the African region, bubbles are only rarely observed in the win-
ter months. Ionospheric plasma depletions occur post-sunset with a maximum intensity 1-2 hours
after sunset, but rarely detections are made post-midnight until sunrise. It is the subject of ongoing
studies to determine if these detections are bubbles or other fluctuations related to magnetic field
measurements. In comparing detections made by CHAMP and Swarm, a systematic difference
in the pattern was observed. For CHAMP, the detection of ionospheric plasma depletions is per-
formed solely on magnetic field measurements. The residual magnetic field with respect to a suited
magnetic field model is extracted, high pass filtered. If the residuals exceed 0.25 nT, the observa-
tion is flagged as a bubble. This procedure utilized the preservation of plasma-pressure, where a
decrease in plasma density has to be compensated by a change in the magnetic field, see Sect. 2.6,
Eq. 2.9. However, this method is susceptible to fluctuations in the magnetic field, which are not
related to plasma density changes. In contrast to CHAMP, Swarm can provide measurements of
the plasma density at a sufficient rate. This is used to optimize the detections by correlation of the
magnetic field variations to the measured plasma density. Detection in the magnetic field is only
confirmed if the correlation exceeds 0.7. This additional step allowed to lower the threshold to
0.15 nT, whereas the plasma density measurements could suppress false detection caused by mag-
netic fluctuations near sunset. The thus obtained flags are further limited to local times between
18:00 LT and 06:00 LT and latitudes between −60∘ N and +60∘ N for both CHAMP and Swarm.
An empirical threshold of 0.25 is selected for the ratio of affected GPS satellites to observed GPS
satellites for GBI to compare the GBI and IBI data-sets. This means that at least two GPS links
have to be affected for Swarm, as the SGPS receiver supports eight channels. The results of the
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Figure 6.22: Relative number of detections binned by 1∘ in latitude and 2∘ in longitude for the
IBI-index (left) and the derived GBI index (right), November 2014.
geographical and the local time distribution are shown in Figs. 6.22 and 6.23. The month used
is November 2014, because the solar activity was high for this month, and the local times of the
local time of Swarm orbits are near sunset. In the global distribution, the detections accumulate
near Brazil for the IBI as well as the GBI. The amplitude is higher for the IBI. In the GBI, no
local time-dependent masking is applied. Thus the number of used arcs is generally higher. In
magnetic coordinates, both indices do not detect bubbles near 06:00 mLT. After 18:00 mLT, both
derived indices show a similar pattern, a double peak centered around the geomagnetic equator.
The amplitude is larger for the GBI index. This is most likely caused by the different observational
scenarios: IBI uses in situ measurements, GBI uses integral measurements and therefore also re-
sponds to variations in sTEC along the line of sight. The threshold selected for GBI can of course
also alter the amplitude.
For CHAMP’s and Swarm’s methods to detect equatorial plasma depletion, high-quality magne-
tometers are needed to meet the 0.25 and 0.15 nT requirement and, if available, Langmuir probes
to be able to correlate magnetic field and plasma density and validate the detections. These re-
quirements are rather demanding and require specialized magnetic field missions. On the other
hand, dual-frequency GPS receivers are by default used on most satellite missions that require
rather precise orbits at the few cm level. The proposed method requires at least 1 Hz sampling.
Currently, such sampling is available for Swarm, GOCE, and Sentinel-3. However, Sentinel-3 is
not suited for detecting plasma depletions, as the altitude is near 800 km. GOCE is of particular
interest, as the altitude is only near 250 km altitude and therefore can detect bubbles in a much
earlier development stage. The detections also accumulate near Brazil (Fig. 6.24), and multiple
detections are seen in the northern band of the ionization anomaly. The GOCE receiver suffers
more fluctuations in the observed phase triggering the detection by causing a large qROTI.
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Figure 6.23: Relative number of detections binned by 1∘ in magnetic latitude and 12 min in mag-
netic local time for the IBI-index (left) and the derived GBI index (right), November 2014.
Figure 6.24: Relative number of GBI detections made by GOCE binned by 1∘ in latitude and 2∘
in longitude (left) and in magnetic coordinates binned in 1∘ in magnetic latitude and in 12 min in
magnetic local (right), November 2011.
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Chapter 7
GPS/GNSS tracking using Phase Lock
Loops
This chapter analyzes the tracking loop (TL) design of a digital phase lock loop. Special emphasis is
given to the loop filter implementation. It will be used to derive the amplitude and phase response of
the loop filter to different frequencies of the input signal. This response is causing the ionospheric
artifacts observed in the orbit and gravity field processing (see Chap. 6). Eventually, a loop-
specific transfer function is derived and inverted in order to reconstruct the input L2 phase. As the
bandwidth of the L1 tracking is significantlywider, tracking errors fromL1 can be neglected at 1Hz
sampling(see Sect. 7.2). The impact of correcting the L2 phase observable is investigated for orbit
and gravity field determination. The results were published in Schreiter et al. [2021]. After a short
introduction, the theory of digital phase lock loops is explained. The method describing the loop
filter using a transfer function is utilized to invert the loop filter in frequency space. The quality
of orbit and gravity field solutions using corrected observations is evaluated using ionosphere-free
phase residuals from the orbit fit, orbit validation using SLR measurements, and comparing to
superior GRACE gravity fields.
7.1 Digital Phase Lock Loops (DPLL) design
This work considers the design outlined in Thomas [1998]. A TL typically can be divided into
two parts: a counter-rotation processor (CP) and a tracking processor (TP), as illustrated in Fig.
7.1. The CP contains the number-controlled oscillator (NCO), creating a time digitized replica
of the model phase obtained from the tracking processor at a sampling rate, which is typically
much higher than the tracking processor’s update interval. This replica is then counter-rotated and
multiplied with the digitized incoming signal, such that only the difference remains. For these
differences, the complex sum is formed to average the differences, reduce the impact of noise,
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and downsample the signal to the TP update interval. The time interval where the counter-rotated
differences are summed up is also called the pre-detection interval andmatches the TP’s integration
time (apart from technical limitations such as dead-time when resetting the sum). The TP then
takes this sum, extracts the residual phase, and eventually applies the loop filter and estimates the
updated phase rate, which is then used to update the number-controlled oscillator. Also, the update
interval of the tracking processor is used to reinitialize the CP’s sum. The model phase from the
tracking processor is then transformed and stored as an observation.
In this chapter, the loop filter response to variation in the input phase is of special interest. In the
Swarm case, the Output data is available at 1 Hz sampling, whereas the TP operates at 10 Hz, the
CP even higher. Therefore it may be assumed to have a perfect CP, and the phase extractor is
assumed to be error-free, which holds in case the difference between the model phase and input
phase is sufficiently small. The loop filter itself can have a long-lasting impact on the difference
between the input and output phases, depending on the implementation. The Filter implementation
typically is a trade-off between accepted noise level and signal dynamics. Increasing the loop
noise bandwidth allows for a reduced observational noise due to the longer sum interval and the
stronger dampening of high frequencies by the loop filter. However, the loop filter may not be able
to capture the signal dynamics. This can later be seen in Fig. 7.4, where smaller values for 𝐵𝐿
reduce the loop’s capability to follow signal dynamics and lead to significant changes in amplitude.
It may also be seen that high-frequency noise is less suppressed if𝐵𝐿 is increased. The order of the
loop filter can also vary. Typically, first- or second-order loops are used in analog loops [Stephens
and Thomas, 1995]. In digital loops, there is no technical limit. The higher the loop order, the
more complex input signals may be, which can essentially be tracked error-free. A fist order loop
encounters errors in case of phase accelerations. A second-order loop can also cope with phase
accelerations but cannot account for jerk stress, which is also accounted for in a third-order loop
[Ward et al., 2006].
7.1.1 Discrete update loops
In the case of digital phase lock loops, discrete updates of the NCO are performed. These updates
are performed instantaneously in case of a loop without computation delay or after one update
interval. The updates typically are performed after one pre-detection interval when resetting the
sum, if possible between two samples [Thomas, 1998]. However, depending on the input sampling-
rate observations may be lost. In contrast, in analog loops, continuous updates can be performed,
for example, when using voltage-controlled oscillators [Stephens and Thomas, 1995].
7.1.2 Continuous update approximation
Onemay consider frequency-dependent responses in terms of phase shifts and amplitude variations
to study the loop behavior. For that purpose, it is beneficial to work in the frequency space domain
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Figure 7.1: Model of a DPLL including seperation in CP an TP, from Thomas [1998].
and using Fourier, Laplace, or z transforms [Stephens and Thomas, 1995]. Therefore, one may
examine the limit when 𝐵𝐿𝑇 → 0, where 𝐵𝐿 is the loop bandwidth in Hz and 𝑇 the integration
time in s. This procedure requires𝐵𝐿𝑇 to be sufficiently small. According to Stephens and Thomas
[1995], this value should not exceed 0.02. However, due to the large integration time of 100 ms
for the L2 tracking and the used noise Bandwidths of 0.25 Hz, 0.5 Hz, 0.75 Hz, and 1 Hz (see Tab.
7.2), this value is too large to use the CU approximation presented in Stephens and Thomas [1995]
for the Swarm L2 phase tracking.
7.1.3 L1 aided L2 tracking
Due to the publicly available C/A code on the L1 frequency, the L1 phase observable can typically
be obtained easier and much smaller loop bandwidths can be used. This allows the L1 phase
tracking to follow the signal dynamics even when encountering fast variations. When tracking the
L2 phase, one typically has no direct access to the code. One solution to allow robust L2 tracking
is aiding the L2 tracking using the L1 phase rate such that only the difference between L1 and L2
has to be tracked. Since there is no geometry information in this difference, this can be performed,
even if the receiver’s position is rapidly changing, as is the case for LEO satellites.
Apart from constant offsets, the 𝐿1 and 𝐿2 carrier range 𝜙1, 𝜙2 may be split into the sum of a
frequency-independent geometry term 𝑔(𝑡) and an frequency-dependent ionospheric term 𝐼(𝑡) for
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the carrier frequency 𝑓1. The impact on 𝜙2 may be expressed as (𝑓21 /𝑓22 )𝐼(𝑡) in a first order
approximation neglecting the higher order ionospheric terms
𝜙1(𝑡) = 𝑔(𝑡) − 𝐼(𝑡) (7.1)
𝜙2(𝑡) = 𝑔(𝑡) − (𝑓21 /𝑓22 )𝐼(𝑡). (7.2)
When using a representation in the time domain, the measured phase ̂𝜙(𝑡) can be connected to the
input phase using the convolution with the loop specific transfer function 𝐻(𝑡)
̂𝜙(𝑡) = 𝐻(𝑡) ∗ 𝜙(𝑡), (7.3)
or in frequency domain when applying the Fourier transform
Φ̂(𝑓) = 𝐻(𝑓) ⋅ Φ(𝑓). (7.4)
In case of𝐿1 carrier phase tracking the TL bandwidth is considered to be sufficiently high for both,
the geometric and the ionospheric variation. Therefore the approximation
̂𝜙1(𝑡) = 𝐻1(𝑡) ∗ 𝑔(𝑡) − 𝐻1(𝑡) ∗ 𝐼(𝑡) ≈ 𝑔(𝑡) − 𝐼(𝑡) = 𝜙1(𝑡) (7.5)
holds. For the much smaller 𝐿2 bandwidth this assumption does not hold. To be insensitive to
geometry related signal dynamics, the 𝐿2 PLL is therefore aided using the 𝐿1 carrier rate. The 𝐿2
carrier phase tracking may thus be described as
̂𝜙2(𝑡) = ̂𝜙1(𝑡) + 𝐻2(𝑡) ∗ (𝜙2(𝑡) − ̂𝜙1(𝑡)), (7.6)
which expands to
̂𝜙2(𝑡) = 𝑔(𝑡) − 𝐼(𝑡) + (1 − (𝑓21 /𝑓22 )) ⋅ 𝐻2(𝑡) ∗ 𝐼(𝑡). (7.7)
The 𝐿2 tracking error is therefore given as
̂𝜙2(𝑡) − 𝜙2(𝑡) = −
𝑓21 − 𝑓22
𝑓22
⋅ (𝐻2(𝑡) ∗ 𝐼(𝑡) − 𝐼(𝑡)). (7.8)
To recover the true 𝐿2 carrier phase measurement, the inverse transfer function 𝐻−12 (𝑡) is applied
to Eq. 7.6 and the phase difference replaced by the geometry-free combination 𝜙𝑔𝑓 = 𝜙2 − 𝜙1.
By inserting the obtained relation into the Eq. 7.8 the L2 input phase is obtained as
𝜙2(𝑡) = ̂𝜙2(𝑡) + [𝐻−12 (𝑡) ∗ ̂𝜙𝑔𝑓(𝑡) − ̂𝜙𝑔𝑓(𝑡)]. (7.9)
The inversion is best performed in the frequency domain, where the inverse transfer function is
given as 𝐻−12 (𝑓) = 1/𝐻2(𝑓).
It should be mentioned that the phase measurements as provided in the RINEX files are not the
direct output of the tracking process. They are formed using mathematical operations from the
NCO readout. This may be ignored due to linearity, and the transformations may be applied on
the carrier phase measurements as they are provided in the RINEX files.
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Table 7.1: PLL TL bandwidths of the Swarm satellites [ESA, 2015a,b, 2016, van den IJssel et al.,
2016].
Since Swarm-A Swarm-B Swarm-C
Launch 𝐵𝐿1 = 10 Hz, 𝐵𝐿1 = 10 Hz, 𝐵𝐿1 = 10 Hz,
𝐵𝐿2 = 0.25 Hz 𝐵𝐿2 = 0.25 Hz 𝐵𝐿2 = 0.25 Hz
6 May 2015 𝐵𝐿1 = 15 Hz,
𝐵𝐿2 = 0.50 Hz
8 Oct 2015 𝐵𝐿1 = 15 Hz,
𝐵𝐿2 = 0.50 Hz
10 Oct 2015 𝐵𝐿1 = 15 Hz,
𝐵𝐿2 = 0.50 Hz
23 June 2016 𝐵𝐿2 = 0.75 Hz
11 Aug 2016 𝐵𝐿2 = 0.75 Hz 𝐵𝐿2 = 1.00 Hz
7.2 Swarm loop filter characterization
Based on the information kindly provided by F. Zangerl from the Swarm receiver manufacturer
RUAG, the Swarm loop filter is of third order with super-critical dampening. The computation
delay is one update interval, and the (coherent) integration time is 100 ms. The Swarm tracking
loops were updated several times (see Tab. 7.1) to mitigate the ionospheric impact on the GPS
tracking. These measures had a significant positive impact on the orbit and gravity field solutions
generated using SwarmGPS data as shown by van den IJssel et al. [2016]. In that study, 1.3%more
observations could be retrieved, and also minor improvements of kinematic and reduced-dynamic
orbits concerning SLRmeasurements could be observed. Similar observationsweremade byDahle
et al. [2017], where the gravity field solutions obtained after the update outperformed the solutions
generated when applying data screening. The coefficients used for implementing the digital phase
lock loop used for the L1 and L2 tracking are given in Tab. 7.2. The values originate from the
paper by Stephens and Thomas [1995]. However, the value used for B=0.75 Hz is not given and
was interpolated using a polynomial and eventually also confirmed by F. Zangerl. Given the short
integration time and the narrow bandwidth of 10 Hz and 15 Hz for the L1 tracking, it can be
concluded that the 1 Hz data sampling, which is given in the RINEX file, is not sufficient to obtain
meaningful corrections for L1. A justification will be given when analyzing the transfer functions
amplitude and phase feedback (see Fig. 7.3). Therefore, corrections are only derived and applied
for L2.
The data processing of the Swarm loop filter is shown in Fig. 7.2, with the formulation given by
Stephens and Thomas [1995]. An ideal phase extractor is assumed. The so-called 𝑛-th residual
phase ̃𝜙𝑛 is given by
̃𝜙𝑛 = 𝜙𝑛 − ̂𝜙𝑛, (7.10)
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Figure 7.2: Simplified tracking processor with third-order loop filter, adopted from Fig. 3.1 in
Thomas [1998].
where 𝜙𝑛 is the input phase and ̂𝜙𝑛 is the model phase. In case of a rate-only feedback loop, the
𝑛 + 1-th model phase is given by





where 𝑇 is the integration time and the dot denotes the first time derivative. The phase rate estima-
tion
̇̂𝜙𝑛+1𝑇 can be obtained for a loop filter of third order with a computation delay of one update
interval as












The coefficients𝐾1, 𝐾2, and𝐾3 are characterizing the TL properties, like bandwidth, dampening,
and integration time. For the TLs implemented on Swarm, the coefficients and other parameters
are given in Tab. 7.2.
When deriving the empirical transfer function (see 7.2.2) and evaluating the phase and ampli-
tude response (see Fig. 7.3 for L1 and 7.4 for L2), an overestimation of the amplitude by a factor
of about 1.3 for 𝐵𝐿 = 0.25 Hz near a frequency of 0.05 Hz can be observed. With increasing 𝐵𝐿
the peak gets larger but is shifted to higher frequencies. Also, a relatively large phase shift occurs
with higher frequencies. Low frequencies below 0.01 Hz pass the loop filter virtually unaffected.
For the L1 loops, this effect is also pronounced. However, because of the large𝐵𝐿 values of 10Hz
and 15 Hz, its impact is observed in high frequencies. No large deviations can be observed for fre-
quencies below 1 Hz, which also holds for the phase shift (see Fig. 7.3). Given the 1 Hz sampling
of the RINEX files’ observations, the highest frequency that can be resolved is 0.5 Hz. Below that
frequency, it can be concluded that the L1 tracking is free from systematic tracking errors.
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Table 7.2: Third-order DPLL loop coefficients (𝐾1, 𝐾2, 𝐾3) for different design bandwidths 𝐵
based on Stephens and Thomas [1995]. The values apply for rate-only numerically controlled oscil-
lator (NCO) updates, super-critical damping, and a one-step computational delay. For comparison,
continuous-update loop coefficients 𝜔0, 𝑎, and 𝑏 as defined in Ward et al. [2006] are provided for
the respective update intervals 𝑇 (see Eq. 7.16)
.
𝐵𝐷𝑈 𝐾1 𝐾2 𝐾3 𝑇 𝜔0 𝑎 𝑏 𝐵𝐶𝑈
[Hz] [s] [Hz] [Hz]
15 0.2142 0.02208 8.655 ⋅ 10−4 0.01 9.5 2.43 2.25 8.5
10 0.1741 0.01313 3.585 ⋅ 10−4 0.01 7.1 2.60 2.45 6.5
1.00 0.1741 0.01313 3.585 ⋅ 10−4 0.1 0.71 2.60 2.45 0.65
0.75 0.14597 0.008619 1.8455 ⋅ 10−4 0.1 0.57 2.66 2.56 0.54
0.50 0.1095 0.004614 6.745 ⋅ 10−5 0.1 0.41 2.78 2.69 0.40
0.25 0.06253 0.001406 1.075 ⋅ 10−5 0.1 0.22 2.89 2.83 0.22
7.2.1 Simulation
Since the loop filter coefficients and implementation are known, one may directly investigate the
loop filter’s response to a given stimulus. A constant zero signal, with a cosine shaped pulse is
used to analyze the response
𝜙𝑖𝑛(𝑡) = {
−𝑐𝑜𝑠((𝑡 − 𝑎)/(𝑏 − 𝑎) ⋅ 2𝜋) + 1, 𝑎 < 𝑡 < 𝑏
0, else (7.13)
The signal is sampled at 100 ms. The sum given in Fig. 7.1 can be safely ignored since its only
purpose is to reduce noise. White noise with 𝜎 = 1 cm is added to the input signal to simulate
the impact of observational noise. Since the signal starts with a constant zero signal, the loop is
initialized by setting all the sum terms in Eq. 7.12 to zero. As the loop’s derivatives thus match the
signal derivatives, a transient-free initialization is realized. The pulse’s frequency is set to 0.1 Hz
because all loop filter settings show significant deviations at that frequency. Large deviations up
to 1 m from the input signal are observed in the loop output (see fig. 7.5). Directly evaluating
the differences shows deviations up to 1 m. The capability of the loop filter to follow the signal is
increased with a wider bandwidth. However, still notable differences occur over the range of 20
to 30 seconds after the pulse.
7.2.2 Transfer function approximation
In general, two options exist to invert the loop filter. The first option is to generate a dense (10 Hz)
signal using spline interpolation and apply least squares for inversion. However, since a loop filter
only affects future observations, the signal’s last observation can not be reconstructed. The initial
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Figure 7.3: Amplitude and phase response for the different L1 TL setting used by the Swarm
receivers.
conditions of the loop to estimate the phase rate are unknown. Consequently, the resulting equation
system has more unknowns than observations. A second option is to investigate the frequencies of
the output signal by applying the Fourier transform. Given the loop-specific transfer function, the
transformed signal can be multiplied with the inverse transfer function. Eventually, after applying
the inverse Fourier transform, an estimate of the original input signal is obtained as outlined in
Eq. 7.9. For the discrete update loop, a continuous update approximation can be derived for the
transfer function. In Stephens and Thomas [1995] such an approximation is given for small values
of 𝐵𝐿𝑇:
𝐻(𝑠) = 𝜅1𝑠
−1 + 𝜅2𝑠−2 + … + 𝜅𝑁𝑠−𝑁
1 + 𝜅1𝑠−1 + 𝜅2𝑠−2 + … + 𝜅𝑁𝑠−𝑁
, (7.14)
where 𝜅𝑖 = 𝐾𝑖/𝑇 𝑖 and 𝑠 = 2𝑖𝜋𝑓. This leads to the CU loop bandwidth
𝐵𝐶𝑈 =
𝜅21𝜅2 − 𝜅1𝜅3 + 𝜅22
4(𝜅1𝜅2 − 𝜅3)
. (7.15)
The classical formulation, as given in Ward et al. [2006], is
𝐵𝐶𝑈 =
𝜔0(𝑎𝑏2 + 𝑎2 − 𝑏)
4(𝑎𝑏 − 1)
, (7.16)
where 𝑎 and 𝑏 are filter constants that determine the damping and overshoot of the output signal
in response to a step change of the input signal. The coefficient 𝜔0 denotes the filter’s natural
frequency and defines the filter bandwidth for given values of 𝑎 and 𝑏.
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Figure 7.4: Amplitude and phase response for the different L2 TL setting used by the Swarm
receivers.

















Typical values are 𝑎 = 1.1 and 𝑏 = 2.4 [Ward et al., 2006], whereas values of 2.5-3 for a and b
(Tab. 7.2) apply for the Swarm TL in accordance with the choice of super-critical damping.
The long integration time of 100ms in the case of the SwarmL2TL violates the condition𝐵𝐿𝑇 <<
1 (Stephens and Thomas [1995] specifies a limit of 0.02) for this sort of CU approximation. An
empirical approximation of the transfer function with sufficiently high order is derived to obtain
a sufficiently precise CU approximation for the DU loop filter. Following the studies made by
Aguirre and Hurd [1984], a transfer function using a third-order numerator and a fifth-order de-
nominator can be used to describe a third-order DPLL with computation delay. To estimate the
coefficients of the transfer function an artificial signal at 10 Hz sampling is generated, which can
be processed by the loop implementation used in Sect. 7.2.1. The artificial signal is defined by a
Fourier series over a sufficiently large time interval 𝑇 to cover also the very low frequencies with
















Here 𝑎𝑖 and 𝑏𝑖 are determined randomly. The length of the time interval 𝑇 is set to 3000 s, which
is longer than all phase arcs observed by the Swarm mission, usually shorter than 30 min. Also,
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Figure 7.5: TL response and differences for different bandwidths to a synthetic cosine-shaped
pulse.
the signal is extrapolated to avoid uncertainties by initializing the loop. For a given input signal
𝜙(𝑡) the signal ̂𝜙(𝑡) at the output of the TL can be computed by means of the Fourier-transform ℱ
using the relation
̂𝜙(𝑡) = ℱ−1(𝐻(𝑠) ⋅ ℱ(𝜙(𝑡))). (7.21)






The following formulation for an empirical transfer function of order 4/6 as described in Aguirre
and Hurd [1984] is used:
𝐻𝑓𝑖𝑡(𝑠) =
𝑏2𝑠3 + 𝑏3𝑠2 + 𝑏4𝑠 + 𝑏5
𝑠5 + 𝑎1𝑠4 + 𝑎2𝑠3 + 𝑎3𝑠2 + 𝑎4𝑠 + 𝑎5
. (7.23)
The coefficients for the empirical transfer function were estimated using a least-squares fit to min-
imize the difference between the phase and amplitude response of the empirical transfer function
and the fitted transfer function. The empirical transfer function (𝐻𝑒𝑚𝑝), the CU approximation
(𝐻𝐶𝑈) and the fitted transfer function are shown in Fig. 7.6. It may be recognized that the CU
approximation leads to underestimating the amplitude response and the phase shift. When using
an approximation, no significant deviations between the empirical transfer function and the fitted
transfer function can be observed.
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Figure 7.6: Amplitude and phase response for the𝐵𝐿 = 0.25Hz for the empirical transfer function,
CU approximation and the fitted transfer function.
7.2.3 Loop filter inversion
Once the transfer function is known, one may directly invert the filter using
𝜙(𝑡) = ℱ−1( 1
𝐻(𝑠)
ℱ( ̂𝜙)(𝑠)). (7.24)
For synthetic data, an example is shown in Fig. 7.7. The data was reduced to 1 Hz sampling to
match the sampling of the SwarmRINEX files. It may be seen that even with the reduced sampling,
the original signal can be reconstructed within the cm range. Because the original signal and its
derivatives are 0 m at the edges, boundary effects do not need to be considered. This boundary
condition, however, is different when the procedure is applied to real data.
7.2.4 Correction of the L2 phase observable
For applying the inverse transfer function, the observations were separated into connected phase
arcs, with no gap (> 1.5 s) or jumps (> 1 m in 𝐿𝑔𝑓). The phase arcs were detrended (i.e. a linear
polynomial subtracted, such that ̃𝜙(𝑡0) = ̃𝜙(𝑡𝑛) = 0) The drawback of the option using the transfer
function is mainly related to boundary effects. The loop filter has a certain range (in theory infinity,
but due to dampening 30s can be considered as range as may be seen in Figs. 7.4 and 7.5). The
FFT assumes the signal to be periodic. Therefore observations from the end of the phase arc may
affect the reconstructed signal at the beginning of the arc and vice versa. A reliable correction for
the first 30 s can not be performed. However, the loop filter needs previous observations in order
to follow the signal. Jumps in phase or phase rate at the boundary can introduce large deviations at
the beginning of a phase arc (see Fig. 7.8). Tomitigate this effect, the signal should be extrapolated
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Figure 7.7: Inversion of the 𝐵𝐿 = 0.25 Hz loop filter using the inverse transfer function with 1 Hz
data sampling.
using an adequate function to ensure a smooth transition. Because the loop is of third-order, such
an extrapolation should be continuous and at least two times continuously differentiable. Several
options for extrapolation were examined after detrending and removing the offset of the first epoch.
Such modifications do not change the loop filter’s tracking error since a loop filter of order three
has no velocity-related tracking error [Ward et al., 2006]. The investigated options are:
1. no extrapolation
2. 300 seconds of zero values
3. point mirroring at the edges
4. 60 second linear polynomial, with 10 second blending
The derived corrections using the methods mentioned above are shown in Fig. 7.8 for a real Swarm
data arc. Between these four option deviations can be observed at the beginning of the arc. After
this first 30 seconds, all four options lead to essentially the same corrections for the L2 phase. Its
corrections are that large at the beginning that it takes up to 60 seconds for this option to agree with
the other options on mm level. Depending on the signal dynamics, the first option may introduce
discontinuities in the first time derivative, which cause unrealistic large corrections (blue curve).
This is due to the Fourier transform, which assumes a periodic signal and consequently the signal
dynamics at the end of the phase arc influence the corrections at the beginning of the arc. The
second option is separating the first and last observation by prolonging the signal with a constant
value. As in option 1, this approach can cause discontinuities in the first time derivative at the
edges which lead to relatively large corrections (orange curve). The third option doubles the signal
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length. The obtained signal is defined as
̃𝜙(𝑡𝑖) = {
̃𝜙(𝑡𝑖) , 𝑖 ≤ 𝑛
− ̃𝜙(𝑡𝑛−(𝑖−𝑛)) , 𝑖 > 𝑛
. (7.25)
It is preserving the odd derivatives while setting the even derivatives to zero. Therefore only
sinus terms propagate into the Fourier transform, whereas the cosine terms are 0. This procedure
allows an infinite continuously differentiable extrapolation. It should be noted that symmetric
data is generated, which may not be realistic. The last option, proposed by C. Siemes (personal
communication), fits a linear polynomial to the first and last 20 seconds of an arc and extrapolate
for 60 seconds at the ends. The signal is blended in using a linear weighting function for the first




𝜙𝑠(𝑡), 𝑡 < 𝑡𝑠
(10−(𝑡𝑠−𝑡))⋅𝜙𝑠(𝑡)+(𝑡𝑠−𝑡)⋅𝜙𝑡
10 , 𝑡𝑠 ≤ 𝑡 < 𝑡𝑠 + 10
𝜙(𝑡), 𝑡𝑠 + 10 ≤ 𝑡 ≤ 𝑡𝑒 − 10
(10−(𝑡−𝑡𝑒))⋅𝜙𝑒(𝑡)+(𝑡−𝑡𝑒)⋅𝜙(𝑡)
10 , 𝑡𝑒 − 10 > 𝑡 ≥ 𝑡𝑒
𝜙𝑒(𝑡), 𝑡 > 𝑡𝑒
. (7.26)
Here 𝑡𝑠 and 𝑡𝑒 are the times of the first and the last observation in the original arc and 𝜙𝑠 and
𝜙𝑒 are the are the fitted linear polynomial at start and end of the arc. This approach shows the
smallest corrections caused by edge effects and introduces only little a priori information (i.e. first
derivative preserved) and was therefore selected.
The inverse transfer function is applied for each phase arc, and the differences between the input
and output signal are computed to reconstruct the L2 phase measurements. Since the differences
are generated solely by the L2 phase observable, all so derived corrections are applied to L2 and
written into a corrected RINEX file. In case no correction was possible due to missing L2 or the
arc was shorter than 20s, the arc was completely removed from the RINEX file. The number of
short arcs is relatively small (for example, on the 1st of March 2015, in total 40 arcs were affected).
Besides, also rejecting each the first and last 30 s was tested. Due to the low redundancy in the
Swarm case, this resulted in a significant loss of positions (∼ 6%). Therefore this approach is not
examined in more detail.
7.3 Impact on orbit and gravity field determination
The POD is performed using the Swarm GPS RINEX files (baseline 0401) and attitude files (base-
line 0401) provided by ESA. Further details on the processing strategy used can be found in Sect.
5.9.1. A first estimate for the corrections needed is the ionosphere-free (IF) phase residuals to a
reduced dynamic (RD) orbit and the associated receiver clock solution. Since the RD orbit shows
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Figure 7.8: Impact of four different methods to treat the edges (Swarm A, 1st of March 2015) for
G01. Option 1: no extrapolation, Option 2: 300 seconds of zero values, Option 3: point mirroring
at the edges, Option 4: 60 second linear polynomial with 10 second blending.
more dynamical stiffness than a KN orbit, it better represents the satellite’s assumed ”true” posi-
tion. At the locations where artifacts occur, the IF phase residuals may become large [Schreiter
et al., 2019], but due to the estimation of epoch-wise receiver clock offsets, they have an approxi-
mately epoch-wise zero mean considering all simultaneously observed GPS satellites. Figure 7.9
(top) shows an example of IF phase residuals for the GPS satellite G01 and the associated TL cor-
rections derived previously. The corrections are scaled by approximately −1.546 for comparing
the corrections to the IF phase residuals. This factor is the 𝜙2 pre-factor in the IF linear combi-
nation. At the locations where the IF phase residuals are getting large, the corrections show very
similar behavior. However, earlier on that day (around second 12200), opposite corrections for
G01 are observed, which are caused by another GPS satellite (G23). G23 shows large phase resid-
uals, too, and consequently has large corrections. The phase residuals are linked by epoch-wise
clock corrections, resulting in a range error for observations of other GPS satellites. In order to
evaluate the impact on orbit fitting level, the post-fit RMS for RD and KN orbits (see Fig. 7.11,
RD left, KN right) and the number of observations used for the final orbit computation (see Fig.
7.10) are compared for three scenarios: The uncorrected reference solution, the correction, when
using the point mirroring, and the correction when using the extrapolation. By construction, the
latter two should result in very similar results. First, it can be noted that more observations could
be used for the POD for almost all days. For the first and worst month (March 2015/Swarm A),
the number of used observations increases by 6% to 7%. For the weaker ionospheric condition
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Figure 7.9: TL corrections scaled to IF linear combination and IF Phase residuals for G01 and G23
to a reduced dynamic orbit for Swarm A, 1st of November 2014.
in the later months and also after the TL updates corrections were applied. Still, a few hundred
more observations could be used when applying our corrections. The increased number of useable
observations is remarkable because the correction scenarios contain by construction fewer obser-
vations in the RINEX file due to the rejection of short arcs, where no reliable corrections could
be derived. For the post-fit RMS, both TL correction scenarios show an improvement from 3 mm
RMS down to 2 mm RMS (see Fig. 7.11) for the reduced dynamic orbit (March 2015). Even the
strongly disturbed days (17th to 19th of March 2015) show an improvement. However, the RMS
is still high above typical levels due to a geomagnetic storm taking place on 17th of March 2015
with Kp-indices up to 8−, [GFZ-Potsdam, 2019]. For August 2015, an RMS level of 1.4 mm can
be achieved instead of approximately 1.9 mm (Swarm A) or 1.6 mm (Swarm C). For November
2016 also an improvement of 0.2 mm can be observed. For the kinematic positions, an improve-
ment from 2.1 mm down to 1.6 mm can be observed for March 2015. Also, the RMS for August
2015 and November 2015 drops. Even if the impact is relatively small, there is not even a single
day where the corrected solution is worse than the original reference solution. In the corrected
cases in general, fewer ambiguities were set. The difference is up to 5% less for some days. The
differences are again more minor with updated settings and less ionospheric activity.
An external assessment of the orbit quality is performed using SLR validation (see Sect. 5.9.1) The
selection of the subset of available SLR stations includes the station numbers 7090, 7105, 7119,
7501, 7810, 7825, 7827, 7839, 7840, 7841, 7941 and 8834. Among those stations are Herstmon-
ceux, Graz, Greenbelt, Mount Stromlo, Yarragadee, and Zimmerwald known for particularly high
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Figure 7.10: Number of observation usable for reduced dynamic orbit fit.
quality and amount of SLR observations. An outlier threshold of 200 mm is used. A selection of
stations near the geomagnetic equator could not be performed due to the minimal number of active
SLR stations in equatorial regions. For the reduced dynamic orbits in March 2015, the results are
given in Tab. 7.3 and 7.4. For the reduced dynamic orbits, a systematic offset between the original
and the corrected solutions of 0.4 mm to 0.6 mm may be observed. The standard deviation shows
an improvement of 1 mm to 1.2 mm, and also, a small improvement can be seen in the RMS. For
the kinematic orbit, standard deviations and RMS also improve in the corrected scenarios. Here
the difference is much more significant, with approximately 1 mm in mean offset and 3.6 mm in
standard deviation and RMS. For August 2015 (see Tab. 7.6 and 7.5) and November 2016 (see
Tab. 7.8 and 7.7), almost no difference can be observed for the reduced dynamic orbits. Only
minor improvements in the range of 0.1 mm for the kinematic positions are visible, apart from
November 2016, where the standard deviation for Swarm A’s kinematic positions is improved by
0.6 mm. This test, however, is not of utmost significance because not sufficient SLR observations
from near-equatorial stations are available. Still, it could be shown that the orbits do not degrade
and also that the kinematic positions better agree with the SLR measurements.
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Figure 7.11: Posteriori RMS reduced dynamic orbit (left) and kinematic orbit (right) fit.
Table 7.3: SLR residual statistics for March 2015, Swarm reduced dynamic orbits.
March 2015 number of observations mean [mm] std [mm] RMS [mm]
Swarm A, Original 1433 4.93 26.09 26.54
Swarm A, L2-Cor. (mirror) 1433 4.55 24.91 25.32
Swarm A, L2-Cor. (extrapolation) 1433 4.34 25.05 25.41
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Figure 7.12: Number of ambiguities set up.
Table 7.4: SLR residual statistics for March 2015, Swarm kinematic orbits.
March 2015 number of observations mean [mm] std [mm] RMS [mm]
Swarm A, Original 1408 2.47 30.02 30.12
Swarm A, L2-Cor. (mirror) 1408 1.56 26.42 26.45
Swarm A, L2-Cor. (extrapolation) 1408 1.29 26.46 26.48
Table 7.5: SLR residual statistics for Aug. 2015, Swarm reduced dynamic orbits.
August 2015 number of observations mean [mm] std [mm] RMS [mm]
Swarm A, Original 1775 7.01 14.23 15.86
Swarm A, L2-Cor. (mirror) 1775 6.86 14.41 15.95
Swarm A, L2-Cor. (extrapolation) 1775 6.78 14.33 15.85
Swarm C, Original 2047 5.00 14.67 15.49
Swarm C, L2-Cor. (mirror) 2047 5.04 14.71 15.54
Swarm C, L2-Cor. (extrapolation) 2047 5.00 14.75 15.57
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Table 7.6: SLR residual statistics for Aug. 2015, Swarm kinematic orbits.
August 2015 number of observations mean [mm] std [mm] RMS [mm]
Swarm A, Original 1775 4.95 18.75 19.39
Swarm A, L2-Cor. (mirror) 1775 4.62 18.49 19.04
Swarm A, L2-Cor. (extrapolation) 1775 4.63 18.48 19.04
Swarm C, Original 2047 4.39 16.54 17.11
Swarm C, L2-Cor. (mirror) 2047 4.21 16.34 16.87
Swarm C, L2-Cor. (extrapolation) 2047 4.21 16.37 16.90
Table 7.7: SLR residual statistics for Nov. 2016, Swarm reduced dynamic orbits.
November 2016 number of observations mean [mm] std [mm] RMS [mm]
Swarm A, Original 1662 7.83 10.76 13.31
Swarm A, L2-Cor. (mirror) 1662 7.71 10.91 13.36
Swarm A, L2-Cor. (extrapolation) 1662 7.77 10.91 13.39
Swarm B, Original 4075 6.12 10.87 12.47
Swarm B, L2-Cor. (mirror) 4075 6.04 10.74 12.32
Swarm B, L2-Cor. (extrapolation) 4075 6.12 10.75 12.37
Swarm C, Original 1432 5.06 10.69 11.82
Swarm C, L2-Cor. (mirror) 1432 5.14 10.61 11.79
Swarm C, L2-Cor. (extrapolation) 1432 5.13 10.49 11.68
Table 7.8: SLR residual statistics for Nov. 2016, Swarm kinematic orbits.
November 2016 number of observations mean [mm] std [mm] RMS [mm]
Swarm A, Original 1660 4.68 22.21 22.69
Swarm A, L2-Cor. (mirror) 1660 3.22 20.59 20.84
Swarm A, L2-Cor. (extrapolation) 1660 3.28 20.59 20.84
Swarm B, Original 4075 7.16 13.78 15.53
Swarm B, L2-Cor. (mirror) 4075 6.99 13.63 15.32
Swarm B, L2-Cor. (extrapolation) 4075 7.01 13.64 15.34
Swarm C, Original 1432 1.33 15.21 15.26
Swarm C, L2-Cor. (mirror) 1432 1.30 15.10 15.15
Swarm C, L2-Cor. (extrapolation) 1432 1.33 15.13 15.19
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The gravity field solutions were computed based on the procedure outlined in Sect. 5.9.2. To
evaluate the gravity field solutions, we compare them to the monthly JPL-RL06 GRACE gravity
field solution [Yuan, 2018]. First, we perform a visual inspection of the resulting geoid height
differences, smoothed using a 400 kmGaussian filter, checking if the equatorial artifact is mitigated
and if other artifacts occur (see Fig. 7.13). We also compare to a solution obtained in a previous
study using weighting of observations ([Schreiter et al., 2019], Chap. 6). The correction scenario
is capable of reducing the equatorial artifact to a limited extent. Still, the equatorial artifact is least
visible in the weighting solution. However, the polar regions’ noise patterns are less pronounced
when correcting L2 measurements based on the inverse loop transfer function. Due to insignificant
differences and no pronounced artifact, the geoid height differences are not displayed for August
2015.
In the difference and error degree amplitudes (Fig. 7.14) the corrected observations lead to a
reduction of the difference w.r.t. the reference gravity fields and showminor error degree variances
(dashed line, Fig. 7.14). In the very low degrees, the weighting scenario is slightly better for
March 2015 than the L2 correction and the original scenario. In contrast, in the higher degrees, the
L2 correction scenario and the weighting solution become comparable. However, the difference
amplitudes are still significantly smaller using the weighting strategy for degrees 12 to 30. The
solution based on L2 phase corrections and the solution based on weighting the observations shows
improvement compared to the original solution (see Fig. 7.14). Formal errors are smaller at all
degrees when using the corrected L2 data compared to the original data due to a larger number of
accepted observations. For the actual errors, the benefit of the L2 correction can primarily be seen
in higher degrees (>10). However, this may be expected. The correctionmainly affects frequencies
near 1/30 Hz, which equals a few hundred kilometers in spatial resolution and is therefore invisible
in the low degrees, covering larger scales. For August 2015 for Swarm C (Fig. 7.14 (right)), after
the first TL update was performed, the L2 correction is also capable of reducing the error degree
variance. However, the differences between the original scenario and the original solution are
minor. For this month, also degradation in the low degrees is observed for the weighting scenario.
Comparing the weighted RMS of geoid height differences (wRMS) for March 2015, see Tab. 7.9,
again, the weighting solution shows the lowest value with 16.64 mm compared to the monthly
GRACE JPL-RL06 gravity field solution. The best fit concerning the kinematic positions and
the maximum number of kinematic positions used are obtained in the correction scenario. When
comparing the results for August 2015 (Tab. 7.10), one may see that the wRMS of 12.15 mm is
lower than the weighted solution’s value of 13.82mm, for SwarmA. A similar result is obtained for
Swarm C, where the weighted RMS is 14.33 mm for the weighted solution and 12.12 mm for the
correction scenario. However, the wRMS for the original solution is approximately 0.4 mm lower
than for the correction. In the wSTD over the oceans, the corrected scenario shows the smallest
value in all cases for August 2015. The number of positions used is similar in all cases, but the
best fit concerning the kinematic positions could be obtained using the correction.
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Figure 7.13: Geoid height differences for a Swarm A GPS-only gravity field solution compared
to the monthly GRACE JPL-RL06 solution. The original reference scenario is shown on the left,
based on L2 corrected RINEX files in the middle and the gravity field obtained using weighting
on the right.
Table 7.9: Gravity field comparison for March 2015
Scenario wRMS wSTD No. kin. RMS
(monthly)1 (monthly)1,2 pos. kin. pos.
mm mm mm
A Original 28.49 25.87 695673 2.61
A L2-correction 22.57 24.56 761586 2.27
A Weighting 16.64 20.66 706698 2.58
1 Compared to the monthly GRACE JPL-RL06 gravity field solution
2Resolved up to degree and order 20
3 Weighting using the second derivative combined with the Rate-of-TEC Index
It can be concluded that correcting the L2 phase observable using the loop filter’s inverse transfer
function is beneficial in orbit and gravity field processing. In general, more observations could
be used for orbit processing. The post-fit RMS is lower for all TL settings, and in terms of SLR
validation, the orbits were not degraded. In gravity field processing, mitigation of ionospheric
errors is observed, but the weighting approach was still more successful for a heavily affected
month. For a less affected month after the TL update, weighting leads to a degradation of the
gravity field. In contrast, no degradation is observed for the gravity field based on corrected L2
observations.
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Figure 7.14: Difference- (solid) and error degree (dashed) amplitude for a Swarm A GPS-only
gravity field solution for March 2015 (left) and a Swarm C GPS-only gravity field for August
2015 (right).
Table 7.10: Gravity field comparison for August 2015
Scenario wRMS wSTD No. kin. RMS
(monthly)1 (monthly)1,2 pos. kin. pos.
mm mm mm
A Original 13.08 18.58 796761 1.97
A L2-correction 12.15 18.46 801294 1.59
A Weighting 13.82 18.89 799398 2.05
C Original 11.76 18.21 801576 1.70
C L2-correction 12.14 18.05 802515 1.52
C Weighting 14.33 18.45 802695 1.78
1 Compared to the monthly GRACE JPL-RL06 gravity field solution
2Resolved up to degree and order 20
3 Weighting using the second derivative combined with the Rate-of-TEC Index
Chapter 8
Measuring and modelling the ionosphere
using LEO-GPS
This chapter will discuss howLEOGPS-TEC can be used to gain insight into the electron density of
the topside ionosphere and plasmasphere. A selection of current state-of-the-art and well-validated
models was shown in Sect. 2.8, how they are calibrated, and subsequently their limitations. Exist-
ing empirical models rely mostly on ground-based observations, except for the Neustrelitz Plasma-
sphere model [Jakowski and Hoque, 2018], a climatological model based on CHAMP topside GPS.
For the IRI model, also topside sounding was utilized using, e.g., the INTERCOSMOS 19 topside
sounder that was operating from 1979 to 1982 [Bilitza et al., 2006], and also the IMAGE satellite
carrying the radio plasma imager (RPI) instrument was operating from 2000 to 2005 [Reinisch
et al., 2007]. Topside radar TEC from the TOPEX mission (1992-2006) is compared to IRI [Bil-
itza et al., 2011, Jee et al., 2005]. An overview of topside sounding missions is given in Themens
et al. [2018]. More recent or more extended data sets of topside sounding do not exist.
Nowadays, many low Earth-orbiting satellites, among them Swarm, GRACE (-FO), and Sentinel,
can provide slant TEC observations employing dual-frequency GPS observations. Due to a large
number of observations, the different altitude regimes, and the fast orbital revolution time of about
90-100 min, they provide a sizeable continuous database to estimate the topside electron density
on relatively short time scales of a few hours. The approach presented considers the numerically
integrated electron content along the line of sight instead of mapped vertical TEC, as used, e.g.,
in the CODE TEC maps. A priori symmetries introduced by elevation-dependent mapping func-
tions can be avoided by using numerical integration, however, the computational effort increases
significantly. Tracing is essential for LEO satellite slant TEC when using low elevation data (see
Sect. 3.7.3). The integration is a major difference to the multi LEO model proposed by Ren
et al. [2020]. In his publication mapping functions (of similar design as the mapping function pro-
posed by Foelsche and Kirchengast [2002], see Eq. 3.35) were applied to estimate two TEC maps
of different altitude regimes based on vertical TEC. Their model is based on Swarm, GRACE,
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TerraSAR-X, and Kompsat-5 for the 500 km upward altitude regime, and COSMIC and MetOp
for the 800 km upward altitude regime. Also, the choice of the mapping parameters, such as layer
height and layer thickness, can be avoided as it would have to be performed for each altitude regime
and can only locally be validated as only radar observations can sound above peak altitude, but they
do not provide global coverage.
A second challenge is the accuracy of code leveled slant TEC, which is limited by the code noise.
Also not negligible is the uncertainty of the receiver’s P1-P2 bias, which is required to estimate the
absolute slant TEC. This error can be arbitrary depending on the leveling method used (see Sect.
3.7) and reach several TECU. As plasmaspheric TEC may only reach very few TECU, leveling
uncertainties exceeding these values are considered too large. Therefore, a leveling bias for each
phase arc is co-estimated with the model parameters in this work. Eventually, the obtained results
are evaluated and validated by comparing the estimated electron density to DMSP in situ measure-
ments. The model dynamics during the geomagnetic storm occurring on the 5th of August 2019
are included in the analysis. After introducing the model approach and the adjustment process, the
obtained electron density is validated using other models and measurement types. The stability of
the estimated P1-P2 receiver bias is assessed, and as another result, geometry-free PCV maps are
derived. As an application, the importance of plasmasphere estimation is shown for a tomographic
approach, and a link is drawn to the earlier discussed artifacts in the GPS phase observations (see
Chaps. 6 and 7).
8.1 Topside formulation
The model developed in this work makes use of a variation of a single Epstein layer (see Sect.
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, (8.1)
where








• 𝑁𝑚 is the peak electron density,
• ℎ𝑚 is the height of the peak electron density,
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• 𝐻0 is the reference scale height,
• ℎ𝑐𝑢𝑡 is the altitude, below which no significant electron density is to be assumed, and
• 𝐻𝑐𝑢𝑡 defines the cutoff rate at ℎ𝑐𝑢𝑡.
The purpose of the last term is to smoothly cut the electron density below a certain altitude,
where significant electron density is to be expected un-physical. Values of ℎ𝑐𝑢𝑡 = 90 km and
𝐻𝑐𝑢𝑡 = 5 km are selected, such that no significant electron density may be observed below 80 km
as a significant ionization below that altitude is considered to be unrealistic. For altitudes above
80 km, the cut-off function quickly converges to 1 and consequently the Epstein layer in the higher
altitudes is virtually unaffected by the cut-off function. A second modification to the Epstein layer
is the shape parameter 𝛼. This parameter can be used to slow down the decay with higher altitudes.
In the limit case, where 𝛼 is set to 2, no decay with higher altitudes takes place and the electron
density is basically 2 ⋅ 𝑁𝑚 for altitudes significant above ℎ𝑚. An 𝛼 larger than 2 would lead to
an exponential increase with altitude and a value smaller than 0 to an exponential decay with no
ionization peak. Therefore, 𝛼 is limited to values between 0 and 2. The impact of the parameters
on the profile is shown in Fig. 8.1.
Profilers using the Epstein layer formulation are already in use in several topside models like
the IRI-Plas and the NeQuick topside. Even though the ionosphere consists of several layers
(D/E/F1/F2-layer) this may be ignored for the topside. The measurements taken from the LEO
satellite missions cover altitudes above 450 km, which is above the F2 peak at approximately
350 km. An Epstein layer is selected instead of a Chapman layer, because it better represents the
topside decay. Contributions of lower layers can be assumed to be sufficiently small to be ne-
glected due to their exponential decay with altitude. In contrast to the Chapman layer function,
the Epstein layer does not take the solar zenith angle into account. Nevertheless, the variability is
given in our model approach when varying the parameters, namely the maximum electron density
𝑁𝑚, the peak altitude ℎ𝑚, scale height𝐻0, and the shape parameter 𝛼. Also, composition changes
are compensated for by varying the parameters.
A change in ion composition mostly affects the scale height of the electron density. The scale




where 𝑘𝐵 is the Boltzmann constant, 𝑇 is the temperature in Kelvin, 𝑚 is the mean molecule
mass (in kg), and 𝑔 is the gravitational acceleration. For our simplistic modeling, the unknown
temperature and composition are thus compensated by a variation in scale height combined with
the shape parameter 𝛼.
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Figure 8.1: Changes in the profile function when adjusting the parameters ℎ𝑚, 𝐻0, and 𝛼. 𝑁𝑚 is
fixed to 𝑒10/4 m−3, 𝐻0 = 50 km, 𝛼 = 1 and ℎ𝑚 = 350 km unless varied.
8.2 Model approach
The model provides an empirical three-dimensional electron density with a reasonably fast time
resolution of currently 3 h. The future aim is to match the 1 h time resolution of the CODE TEC
maps, such that the model may be seen as a three-dimensional counterpart to the CODE TEC
maps. In this work, the time resolution is set to 3 h to have about two full revolutions of each LEO
satellite used. The model is intended to be derived mostly, but not exclusively, from LEO GNSS
TEC. Further data-sources are ground-based TEC and, if available, Langmuir electron density
measurement data collected by the Swarm satellites. The observations used are shown in Tab 8.1.
Model-assisted arc-wise leveling of the LEO slant TEC observations can be seen as a key feature.
The absolute calibration of GNSS TEC remains one of the most challenging parts and will be
discussed in Sect. 8.2.1. Bias parameters are set up for each phase arc independently. A simple
empirical approach, similar to the CODE TEC maps, describes the electron density. Instead of
using a single or slab layer model, a vertical profiler similar to an Epstein layer is used. The layer
function requires modeling the peak electron density, the height of the peak electron density, and
the scale height. The profile’s shape can be adjusted using the parameter 𝛼 for accounting for the
plasmasphere transition.
The global variability employs a very similar approach as the CODE TEC maps. As a reference
coordinate system, magnetic local time and magnetic latitude (based on IGRF-13) are used (for
comparison, the CODE TEC maps use local time and dipole latitude [Schaer et al., 1996]). The
global representation of the parameters defining the layers’ properties is modeled using spherical
harmonics, which is also employed for CODE TEC maps.
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Table 8.1: Observation types used for fitting the topside ionosphere-plasmasphere model. The in
situ plasma density is taken from the Swarm Langmuir Probes. The Ne values obtained by the
Langmuir probes are corrected by the factors published in Lomidze et al. [2018].
Obs. type Mission/Source
relative sTEC Swarm A/B/C, GRACE-FO A/B, Sentinel 1A/1B/2A/2B/3A/3B
in situ Ne Swarm A/B/C
vertical TEC CODE TEC map (5∘ × 5∘ grid)
8.2.1 Consideration regarding slant TEC
The slant TEC was obtained by the procedure outlined in Sect. 3.7. Connected phase arcs are
identified and down-sampled to a 30 s sampling. When using the full available 0.1 Hz or even
1 Hz sampling for certain missions, the computational effort increases, but the effect on the model
results is limited because of the model’s limited spatial resolution (here spherical harmonics up
to degree and order 8). If the sampling rate is higher than 30 s the signal is further pre-processed
to get rid of higher frequencies in the signal. For that purpose, the Fast Fourier Transform (FFT)
is used and the coefficients for frequencies above 1/60 Hz are set to zero (Nyquist frequency for
30 s sampling). The filtered signal is then evaluated converted into a 30 s sampling. There are two
benefits of this procedure. First, as shown in Chap. 7 the observations can be highly correlated
in the range of several seconds, and second: outliers and observational noise is mitigated. The
observations are assumed to be uncorrelated and also free of high-frequency noise when using the
30 s filtered down-sampled signal.
Code leveling is considered to have too large uncertainties. Especially for the high-flying Sentinel
satellites, where the observed slant TEC values are in general small, the error from code-based
leveling can even easily exceed the maximum sTEC. A more accurate adjustment is required.
In the worst case, the leveled TEC’s absolute accuracy is expected to be in the range of several
TECU when using code leveling techniques, dominated by the leveling uncertainty given by the
code noise. That accuracy is far below GNSS TEC’s potential obtained by phase measurements,
which has a relative accuracy better than 0.01 TECU, assuming an L1 phase noise below 1 mm, a
reasonable value for Blackjack receivers (e.g., CHAMP [Montenbruck and Kroes, 2003]). It may
be expected that the further developed TriRO-GNSS receivers as they are flying on GRACE-FO
match this level as they have Blackjack heritage, and the Swarm SGPS receivers are expected to
provide similar accuracy. The remaining receiver-dependent P1-P2 (C1W-C2W) bias needs to be
estimated to obtain absolute slant TEC using code leveling (see Sect. 3.7). A common approach
is to shift the relative slant TEC, such that it fits assumptions like non-negativity, by setting the
lowest observed TEC value to 0. When working with LEO satellites at different altitudes, this
only holds if the electron density along the line of sight is exactly 0, which is unrealistic due to the
nature of the F2-layer and the plasmasphere. Combining different LEO satellites, relative offsets
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of the calibration between the LEO satellites, and of course, the absolute unknown offset have to
be considered. One bias parameter is set up for each connected phase arc to allow precise leveling.
These bias parameters are eventually solved in the model adjustment. As the biases are estimated
in a least-squares adjustment by comparing the model slant TEC to the observed slant TEC they
are not singular. However, they rely on the model approach. These parameters are an essential
outcome of the adjustment process, as they can be used to obtain calibrated LEO GNSS TEC.
8.2.2 Tracing and integration
Due to the ionosphere’s three-dimensional structure, the profile’s variation can only fully be seen
in the slant TEC instead of mapped vertical TEC. Two different layers can result in the same
vertical TEC but can differ in scale height and peak density. Besides, the classical elevation-
dependent mapping functions to obtain vertical TEC from slant TEC assume that the receiver
is located below the ionosphere and that the electron density does not have a more significant
spatial gradient in the antennas field of view. This assumption might be a valid assumption for
ground receivers. However, GNSS receivers on-board LEO satellites are directly located inside
the ionosphere and sensitive to spatial gradients in slant TEC, especially when using low elevation
data. This can partially be compensated using slab layer mapping functions (see Sect. 3.7.3), but
requires adjusting the layer thickness and peak height for each satellite mission or ground station.
Nevertheless, the peak height needs also to be adjusted, but ground stations are rather insensitive
to peak height variations.
Numerical line of sight integration is used to obtain model slant TEC values and compare them to
the measured slant TEC to avoid using vertical TEC. To solve the integral, numerical integration







𝑤𝑖 ⋅ 𝑁𝑒(𝑠𝑖) (8.5)
will be used. Here 𝑤𝑖 are the weights, and 𝑠𝑖 are the support points along the line of sight. Since
the model is restricted to large scales, changes in slant TEC caused by a different path by ray bend-
ing effects can be ignored. Gauss-Legendre quadrature with 8 support points is used to solve the
numerical integration. The integration is carried out for the ray path below 2000 km and above
2000 km separately, and eventually, both parts are added up. The reason for this approach will be
discussed in the following subsection 8.2.3. This order allows a perfect integration up to a polyno-
mial degree of 15 (Gauss-Legendre quadrature) for each interval, thus keeping the integration error
sufficiently low. Simple approaches, like the box-rule, should not be used because of systematic
differences when integrating a function as an exponential decay.
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8.2.3 Order of the numerical integration
The optimal order 𝑁 of the numerical integration is a trade-off. The most accurate integration is
obtained by pushing 𝑁 to infinity, neglecting numerical limitations. This, however, leads to an
immense computational effort. A simulation using an Epstein layer with a scale height of 120 km
and ℎ𝑚 = 350 km is performed to estimate the required degree for the quadrature rule. The
relatively large scale height was selected to account for larger plasmaspheric scale heights [Wu





is used, where 𝐼𝑎𝑛𝑎 is the analytical integral and 𝐼𝑛𝑢𝑚 the numerical approximation. At least 29
support points need to be set (see Fig. 8.2), to ensure an error below 0.1 % without splitting. This
situation can drastically be improved when separating the top and the bottom side at 2000 km
altitude. In that case, a low degree of 8 is sufficient for both parts, which in total means 16 func-
tion evaluations instead of 29 that would have been required to achieve similar accuracy without
splitting. The reason for that behavior is the fast decay which causes the polynomial fitted for
quadrature to oscillate. When assuming large slant TEC values in the range of 100 TECU, as
Swarm observed them, an integration error below 0.1 TECU can be realized. When considering
a LEO satellite at 450 km, i.e. above the peak, this can be even improved, and the error may be
pushed below 0.01 %. For a slant TEC of 100 TECU, this results in an integration error below
0.01 TECU, which is even below the TEC noise level derived from GPS phase observations.
8.2.4 Parameters
The parameters to be estimated may be divided into two categories: model coefficients and cali-
bration biases. The model coefficients are required to define the density profile, namely 𝑁𝑚, 𝐻0,
𝛼, and ℎ𝑚. As the model is supposed to provide a global representation, these parameters may
vary with location, which is accounted for using spherical harmonics for the global representation.
As TEC, or more specifically the electron density, is largely sun fixed and bound to the magnetic
field, magnetic latitude and magnetic local time are a suited reference frame. A similar approach
is utilized in the generation of the CODE TEC maps. In this reference frame, the key parameters
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Figure 8.2: Relative numerical integration error tested on Epstein layer function. Note that in case
of the separate integration the number of support points in each interval is the number of function
evaluation divided by 2.
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are expressed using the spherical harmonics







𝑐(𝑖𝑗)𝑁𝑚𝑓𝑖𝑗(𝑚𝑙𝑎𝑡, 𝑚𝐿𝑇 )) , (8.7)







𝑐(𝑖𝑗)𝐻0 𝑓𝑖𝑗(𝑚𝑙𝑎𝑡, 𝑚𝐿𝑇 )) , (8.8)







𝑐(𝑖𝑗)𝛼 𝑓𝑖𝑗(𝑚𝑙𝑎𝑡, 𝑚𝐿𝑇 )) , (8.9)







𝑐(𝑖𝑗)ℎ𝑚𝑓𝑖𝑗(𝑚𝑙𝑎𝑡, 𝑚𝐿𝑇 )) , (8.10)
where 𝑓𝑖𝑗 are the fully normalized spherical harmonic base functions and 𝑐
(𝑖𝑗)
∗ are the model coef-
ficients. In total 𝑛2𝑁𝑒 + 𝑛2𝐻0 + 𝑛
2
𝑠𝐻 + 𝑛2ℎ𝑚 model coefficients have to be estimated. In addition,
also the calibration biases need to be estimated. Their number equals the number of continuous
phase arcs, which is equivalent to the number of GPS phase ambiguities to be solved for. The ex-
ponential in𝑁𝑚 is selected for two reasons. First, the electron density is nonnegative, and second,
as 𝐻0, 𝛼, and ℎ𝑚 are in the exponential of the profiler, therefore, having the coefficients for 𝑁𝑚
in the exponential supports the least-squares adjustment. As the values for 𝛼 should be restricted
to values between 0 and 2 the function




is applied to 𝛼 as a bijective mapping from ℝ to (0, 2) and avoid values for 𝛼 that would cause
numerical issues. As the height of the maximum electron density can be assumed to be well above
100 km, the values of ℎ𝑚 are restricted to values above 100 km. This is done using a infinitely
differentiable soft-max function
𝑓ℎ𝑚(𝑥, 𝑥𝑚𝑖𝑛, 𝛽) = 𝛽 ⋅ log(exp(𝑥/𝛽) + 𝑒𝑥𝑝(𝑥𝑚𝑖𝑛/𝛽). (8.12)
The parameter 𝛽 is used as a shape parameter in the soft-maximum. Larger values lead to a
smoother transition, whereas small values lead to a sharp bend. This value for 𝛽 is to be selected
concerning the scale of 𝑥, in this case 𝛽 = 10. A similar method is used to limit 𝐻0 to values
larger than 10 km to avoid the singularity at 0, where also the density is not differentiable with
respect to the parameter 𝐻0.
8.2.5 Parameter estimation
The minimization problem for the parameter estimation setup can be decomposed into density
calculation and integration. The optimization goal is to find the model that best fits the observed
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relative slant TEC. The vector 𝑦 is containing the observed relative slant TEC values. For the
computation of the slant TEC, the electron density along the line of sight between the receiver
(LEO) and transmitter (GNSS satellite) needs to be evaluated at the sampling points defined by
the quadrature rule (see Sect. 8.2.2). The integers 𝑛, 𝑖, 𝑝, 𝑜 ∈ ℕ are defined as follows: 𝑛 is the
number of slant TEC observations, 𝑖 is the number of function evaluations used for the numerical
integration, 𝑝 is the number of model parameters, and 𝑜 is the number of offsets. One offset is
estimated for each connected phase arc. The numerical integration may be written as a matrix 𝐿
containing the integration weights of dimension 𝑛 × (𝑛 ⋅ 𝑖) + 𝑜 (the offsets are not needed for the
integration, but they need to be applied when computing the difference to slant TEC values). Then
the matrix 𝐷 evaluating the electron density at the sampling points is of dimension (𝑛 ⋅ 𝑖) + 𝑜 ×
𝑝 + 𝑜. The offsets are passed to 𝐿 through the additional dimensions of 𝐷. This sums up to the
minimization problem
‖𝐹 ⋅ 𝑥 − 𝑦‖ = ‖𝐿 ⋅ 𝐷 ⋅ 𝑥 − 𝑦‖ → 𝑚𝑖𝑛. (8.13)
The vector 𝑥 contains the model parameters and the phase offsets. A solution is then performed
using non-linear least squares. Here, the number of integration points drives the complexity of
the problem. Due to the non-linearity, the matrix 𝐷 has to be recomputed for each minimization
step. Therefore, it is crucial to minimize the number of integration points and, in turn, also reduce
the dimension of the matrix 𝐹. Even if the dimension of the matrix 𝐿 may be huge, this is not
much of an issue. The matrix does only have 𝑛 ⋅ 𝑖 + 𝑛 non-zero entries (the last 𝑛 originates
from the offsets) and is therefore sparse. Furthermore, the matrix is static and does not have to
be recomputed each step. The minimization algorithm used is an iterative least-squares, namely
the Levenberg-Marquardt algorithm [Levenberg, 1944, Marquardt, 1963]. The minimization is
initialized, with 𝑁𝑚,ℎ𝑚,𝐻0 and 𝛼 assumed to be globally constant.
8.2.6 Regularization
The proposed model includes three major challenges:
• The model is highly non-linear.
• Some model coefficients may only be estimated with large uncertainties or may even be
singular.
• Several local time and magnetic latitude areas are not well observed (see Fig. 8.3).
These points may affect the minimization and might as well lead to numerically singular matrices.
To overcome these issues, Tikhonov regularization is applied. Two regularization types are used.
The model is nested because of the spherical harmonics, meaning that higher resolution can be
obtained when increasing the number of spherical harmonics used. The penalization is quadratic,
meaning that a the factor penalizing degree 𝑖 is 𝑖2 to limit the high degrees’ power. As the model
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Figure 8.3: Positions of the sampled points in mlat/mLT for 2nd of July 2019 from 00:00 UT to
03:00 UT. The blue dots originate from the CODE TEC map, which is a rough constraint for the
large unobserved areas. Futhermore, the figure includes the satellites from Tab. 8.1. This includes
Sentinel 1 A/B, 2 A/B, 3 A/B as S1A, S1B, S2A, S2B, S3A, S3B, Swarm A/B/C as A, B, C, and
GRACE-FO as GC and GD.
slant TEC’s sensitivity concerning the model parameters is of a different order of magnitude, the
constraints must be scaled. The factors selected are 1/25, 1/50, 1, 1/100 for 𝑐𝑁𝑒, 𝑐𝐻0, 𝑐𝛼, and
𝑐ℎ𝑚 with respect to their typical values. A typical value for the maximum electron density can be
expected roughly around 𝑒28 ≈ 1.5 ⋅ 1012 in non-equatorial regions. Values for the scale height
can be expected around 50 km, a shape parameter near 1 for a purely Epstein layer representation,
and the height of the peak density between 80 km and 350 km. Therefore, the reference value for




𝑠𝐻 in the spherical
harmonic representation are not constrained and also the calibration biases remain unconstrained.
The coefficient 𝑐(00)ℎ𝑚 is weakly constraint to 180 km. This penalization is necessary because, under
certain conditions, ℎ𝑚 can be set to extremely small values during the first minimization steps.
Such unrealistic values can cause the normal equation matrix to become numerically singular be-
cause of numerical issues. The constraints are summarized in the constraining matrix Ω, whereas
‖𝜆Ω𝑥‖ is the penalization term. Its penalization parameter 𝜆 is determined empirically.
8.3 Results
This section evaluates the fit’s quality and validates the model results by comparing them to in-
dependent data obtained by the IRI model and DMSP-F18 in situ electron density measurements
[Rich, 1994]. Eventually, also a direct comparison to the CODE TEC map will be drawn. How-
ever, it should be mentioned that vertical TEC obtained using the CODE TEC maps evaluated as
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a 5∘ × 5∘ grid was utilized as a weak background to assist in the model’s parameter estimation
and obtain a grip on TEC below satellite altitude. In the presented work it is required to support
altitudes below approximately 450 km.
8.3.1 Quality of fit
As a first indication of the quality of fit, the post-fit RMS is evaluated. The results depending on
the regularization parameter 𝜆 are shown in Fig. 8.4. These results were also used to determine
a proper regularization parameter 𝜆. Solutions for two days, containing eight three-hour solutions
per day, were computed, resulting in 16 solutions. The black line indicates the mean residual
norm. As expected, a more stringent choice leads in general to larger post-fit RMS. However,
setting 𝜆 = 1.0, numerical instabilities and singularities occur. That causes the post-fit RMS to
increase above the levels of more stable regularized solutions.
Further internal validation is performed by comparing the time series of computed TEC values
directly to the observed slant TEC. In Fig. 8.5 a time series for Swarm A (the lowest satellite
used) and Sentinel 3A (the highest satellite used) is shown. It needs to be mentioned that the
estimated calibration biases are already applied to the observed TEC. Thus only the shape should
be considered. For Swarm, the model is capable of reproducing the observed slant TEC values
with TECU accuracy. A weaker performance is observed for Sentinel 3A, here also negative slant
TEC values are observed. Besides the TEC values for Sentinel 3A are much lower than those by
Swarm. The negative values caused by leveling inaccuracies caused by limitations of the profiler.
The profiler is not fully capable of reproducing the electron densities observed at low elevations by
Sentinel 3A. The bias is estimated such that the mean difference between themodeled and observed
slant TEC for the arc is zero. As the shape of the observed slant TEC is not fully reproducible by
the model, negative values can occur after leveling, especially with the in general low TEC values
observed by Sentinel 3. As the model resolution is limited to degree 8 in spherical harmonics,
which equals scale lengths of several hundred kilometers, it can not be assumed to reproduce
small-scale features like fluctuations caused by plasma depletions. Also, one should investigate
the magnitude of residuals depending on elevation to determine if an elevation-dependent bias
is present. The results are displayed in Fig. 8.6, no significant bias is observed. However, the
residuals increase with low elevation and especially at the edges of continuous phase arcs. This
may be expected since the GPS data quality is generally known to degrade with low elevation.
Also, remaining higher-order ionospheric effects primarily affect the observations selected at low
elevations due to the increased slant TEC, however, their impact is small (see Sect. 3.6).
8.3.2 Choice of regularization parameter
As the problem is ill-posed, i.e., some parameters may be singular or close to singular, regulariza-
tion is required. However, the regularization parameter needs to be adjusted. The L-curve criterion
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Figure 8.4: Norm of post-fit residuals compared to the norm of the scaled parameter vector. The
black line indicates the mean values. Solution for the 1st and 2nd of July 2019 considered.
Figure 8.5: Observed TEC versus model TEC for Swarm A and Sentinel 3A (2nd of July 2019,
doy 183).
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Figure 8.6: Differences between observed and model TEC versus elevation. 2nd of July 2019 from
00:00 UT to 03:00 UT.
Table 8.2: Correlation coefficient for different regularization parameters 𝜆 between the derived
model and DMSP observations for 2nd of July 2019.
𝜆 1 11 21 41 81 121 201 401
corr. coeff. 0.673 0.834 0.832 0.821 0.830 0.826 0.781 0.812
is used to compare the residual norm to the norm of the parameter vector multiplied with the pe-
nalization matrix Ω in log-scale (see Fig. 8.4). The optimum is assumed at the point where the
resulting curve shows an L-like bend. As is shown in Fig. 8.4 a choice of 1 for 𝜆 is too weak and
leads to singular or close to singular parameters causing the minimization to terminate before a
minimum is reached. Apart from that, no pronounced bend can be observed. The in situ plasma
density measurements obtained by the DMSP mission are used to determine a suitable regulariza-
tion parameter.
As the Langmuir probe calibration is unknown, the regularization parameter is considered to be
suited if the correlation between the in situ plasma density measurements and the model is max-
imized. The correlation coefficients for a full day are shown in Tab 8.2. The correlation is used
because scaling parameters may be off for Langmuir probes on-board satellites. In some cases,
corrections for the Langmuir probe were derived from model or ground comparisons. E.g. Swarm
A underestimates the electron density by almost 11 % [Lomidze et al., 2018]. No information
about such studies is available for DMSP. As the correlation is equally good for 𝜆 between 11 and
121 eventually the more restrictive value of 81 is selected not to risk instabilities. The spherical
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Figure 8.7: Electron density predicted by the IRI model (left) and by the LEO GPS reconstruction
at an altitude of 500 km. For 2nd of July 2019 valid from 03:00h to 06:00h.
harmonics were resolved up to degree and order 8.
8.3.3 Evaluation of electron density using IRI
As the IRI model is currently the well-established standard ionospheric model, a comparison of
the electron densities obtained by our empirical model and the electron density predicted by the
IRI model is performed. Indeed, differences are expected, but in general electron density measure-
ments with a similar amplitude should be reproduced. The electron densities obtained are shown
in Fig. 8.7. For both cases, the peak in electron density is around 14-15 LT. The peak in the de-
rived model is not as high as in the IRI model. Also, the gradients in electron density are smaller.
A minimum near 5 LT is observed in both cases, also the decay towards the polar regions. The
observed minimum around the south pole is much deeper in the derived model, which becomes
more evident when considering the relative difference (see Fig. 8.8). Also clearly visible are sev-
eral localized minima, e.g. during sunrise near the equator, which are evident in the IRI model,
but not in the derived model. As the IRI model relies mainly on ground-based observations such
as GPS-TEC, ionosondes (digisondes), and radar, it is biased towards the northern hemisphere
(digisonde station distribution shown in Bilitza et al. [2017]). Near the southern pole, only very
few stations contribute, which may explain the rather significant differences between IRI and the
presented model. However, as the presented model has substantial limitations concerning the LEO
satellite’s covered local times, as shown in Fig. 8.3, small-scale variations can not be resolved.
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Figure 8.8: Electron density difference in percent relative to IRI at an altitude of 500 km. For the
2nd of July 2019 valid from 03:00h to 06:00h.
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8.3.4 Evaluation of electron density using DMSP
The estimated electron density of the derived model is compared to plasma density observation
taken by the DMSP-F18 satellite to validate the altitude dependency estimated in the model. The
satellite is located at an orbital altitude of 857 kmnear-polar with 99∘ inclination and sun-synchronous
with local times near 6 LT and 18 LT. To assess the quality, again, the correlation is used. The
results for the 2nd of July 2019 are shown in Fig. 8.9. The prominent peaks visible are near 18 LT.
These peaks are co-located in all three cases. The model value is significantly above the IRI value,
which again is above the measurements of DMSP. This overshoot is most likely due to model
limitations caused by the single-layer assumption. Because the model is aided by the CODE-TEC
map, the missing E-Layer as has to be compensated by the scale height and shape parameter in the
single layer approach. Additionally, further adjusting the constraints might be required in order
to lower the output. The secondary double-peak features in between the more prominent peaks
are the equatorial passing near 6 LT. At the local maximum at 14:30 UT, it may be seen that the
model and also the DMSP measurements show significant electron densities, whereas no such in-
crease can be seen for the IRI model. This is also the spot where the deep minimum in Fig. 8.7
is present for the IRI model. In total, the correlation between DMSP and the proposed model is
83.5%. Still, the IRI shows a slightly better correlation with 86%. In total, one may conclude that
even if the model is rather simplistic, electron densities can be obtained, which are in proximity to
the densities obtained by DMSP.
8.3.5 Comparison to CODE TEC maps
The CODE TECmap is not an independent validation as a coarse grid of vertical TEC observations
was taken to substitute the pronounced observational gaps in the mlat/mLT frame. The TEC maps
(see Fig. 8.10) are very similar. Some negative values for the CODE TEC map are not anymore
present due to themodel design. Those negative values appear in areas, which are not well observed
by ground-based observations as those values are determined by extrapolation of the spherical
harmonics. Taking a TEC error map into account might help. The TEC map also has a similar
issue as the IRI model. The observations are taken from ground stations, which induces gaps over
the oceans. For example, a peak in the northern Atlantic can be observed. The TEC map was
introduced to the model with an unknown offset to be estimated. However, the amplitude of the
CODETECmap and themodel TECmap are almost identical. Additionally the weighting between
CODE TEC map and the satellite observations is to be adjusted. Currently this is performed by
the number of observations of each source. The number of observation taken from a CODE TEC
map is similar to the number of observations from one satellite in a three hour window.
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Figure 8.9: DMSP observations compared to IRI-2016 Electron density and the model predictions,
1nd of July 2019. The correlation between observations and IRI is 86 %, whereas to the proposed
model the correlation is 83.5 %.
Figure 8.10: TEC of the CODE TEC map (left) and the proposed model (right) for 2nd of July
2019, at 01:30 UT. Evaluated from 90 km to approximately GPS altitude (20000km). White areas
in the CODE TEC map are negative values.
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Figure 8.11: Estimated global TECmap for 4th (left), 5th (middle), and 6th (right) of August 2019,
at 12:00 UT.
Figure 8.12: Estimated electron density for 4th (left), 5th (middle), and 6th (right) of August 2019,
at 12:00 UT and 500 km altitude.
8.3.6 Storm response
On the 5th of August 2019, near 12 UT a minor geomagnetic storm took place. The largest Kp
values observed were 5+ compared to 2- on the previous day and 3 on a subsequent day. TEC
outbursts during geomagnetic storms were studied. It was shown that an increase in TEC could
be observed on a larger scale covering latitudes from -60 to 60 degrees, especially for weaker
geomagnetic storms [Blagoveshchensky et al., 2018]. The best correlation was observed in the
Eurasian sector. According to Prol et al. [2021] an increase in electron density is expected. In his
study he used a tomographic approach based on METOP GPS TEC. As the storm on the 5th of
August 2019 was rather weak, an increase of TEC and F2-layer electron density is expected. The
model result for TEC is shown in Fig. 8.11, and for the electron density in Fig. 8.12. Compared
to the day before and after, an apparent increase in TEC by roughly 10 TECU is visible. Also, the
peak in electron density at 500 km altitude becomes wider and increases. The amplitude of the
electron density increase in equatorial regions is observed to be around 50%. This increase is at
the same level as observed for equatorial regions in Prol et al. [2021]. The results are, therefore,
in accordance with previous studies by Blagoveshchensky et al. [2018] and Prol et al. [2021].
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Figure 8.13: Estimated Receiver biases for Sentinel 1A/1B/2A/2B/3A/3B, Swarm A/B/C and
GRACE C/D. Also the estimated offsets for the CODE TEC maps are shown. Time period used:
1st of July 2019, 00:00 UT to 03:00 UT.
8.3.7 P1-P2 receiver bias
One major effort during the development of the model was to improve the relative slant TEC
leveling. As long as one can assume the receiver’s P1-P2 bias to be constant, this accuracy is
determined by the code noise and the arc length. For Swarm, the achieved accuracy is in the range
of 1-2 TECU [DISC, 2017b]. For receivers with a reduced sampling of 10 s, an accuracy near
5 TECU is more realistic. However, this uncertainty is also the range of plasmaspheric TEC seen
by the Sentinel satellites (see Fig. 8.5). Therefore, code leveling alone must be assumed not to be
sufficiently precise. The estimated biases can be seen in Fig. 8.13. The biases stay relatively close
to a constant level. Surprisingly, the differences between, for example, Sentinel 1A and Sentinel
1B are pretty significant even though they have the same satellite design and equipment. Similarly
large differences are observed for Sentinel 2A and 2B and Sentinel 3A and 3B. As the B satellites
are in general newer than the A satellites, the hardware might slightly differ. Nevertheless, such
differences are even observed for the identical GRACE-FO satellites that have the same age. It
may be that the bias is very sensitive to even the smallest deviations during manufacturing (e.g.,
resistance, length of wires, tolerances of the processor, or others). The scatter of the bias for the
satellites is in the range of up to five TECU, close to the expected levels. As shown in Fig. 8.5, the
values for Sentinel 3A are only in the range from 0 to 5 TECU. This concludes that code leveling
is not suited for relatively high flying LEO satellites with orbital altitudes above 800 km and under
solar minimum conditions with limited sampling frequency.
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8.3.8 Geometry-free PCV maps
Empirical elevation and azimuth-dependent PCV maps for the antenna are estimated to account
for antenna-specific effects. In POD they are estimated and applied, e.g., for the ionosphere-free
linear combination. These maps can be derived by subtracting the signal dynamics using a suffi-
ciently precise orbit model, computing the theoretical observations, and evaluating the residuals
with respect to the observed values. In POD, the ionosphere-free phase residuals are analyzed
by binning them and computing the mean residual for each bin [Montenbruck et al., 2008]. This
residual stacking approach can also be applied to the geometry-free linear combination. In the
case of the geometry-free linear combination, the same procedure can be utilized. The post-fit
residuals of the model are used to derive the geometry-free PCV map. The map is computed us-
ing bin-wise average means, similar to the approach used to derive ionosphere-free PCV maps for
POD. To compensate for model deficiencies, a long period of two months, July and August 2019,
is considered. This long period is also important, as the observations were down-sampled to 30 s
sampling, and thus fewer residuals may be analyzed to derive the PCV map. The sampling could
be increased by evaluating the model also for the observations that were not used for the model
fit. However, as seen in Chap. 7, observations may be strongly correlated at higher sampling.
Even if this was derived for the Swarm GPS receivers, one might assume a similar behavior for
the Sentinel satellites’ receiver. Their receivers are also provided by RUAG and have a similar
design.
In case PCVmaps for the ionosphere-free linear and the geometry-free linear combination were
derived, they can be decomposed into single-frequency PCV maps for L1 and L2. Therefore, the










can be written. Via inversion of the matrix L1 and L2 PCV maps can be obtained. The decom-
position for Sentinel 1 A is shown in Fig. 8.14. The noise in the PCV map for the geometry-free
linear combination is primarily due to the limited 30 s sampling, which leads to only around 100
residuals in each 1∘ × 1∘ bin for two months. This is the sampling used for the model adjustment,
but it could be increased to the RINEX file sampling, i.e., to 0.1 Hz and 1 Hz. Another noticeable
feature is the gap near 225∘ azimuth. This is caused by the screening before TEC processing. In
this region strong multi-path effects are observed, which affects the Melbourne-Wuebbena linear
combination used for screening. In turn, the observations are rejected. It can also be observed that
PCV for L2 is more pronounced than the PCV for L1.
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Figure 8.14: Ionosphere-free (top, left), geometry-free (top, right), L1 (bottom, left) and L2 (bot-
tom, right) PCV maps. July and August 2019.
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8.3.9 Outlook
The model in its current state lacks a plasma-pause model. Recently, studies were conducted
[Heilig and Lühr, 2013, 2018, PRISM, 2020]) to derive the plasma-pause (PP) location and mid-
latitude ionospheric trough (MIT) from CHAMP and Swarm observations. The Swarm results
were validated to observations taken by the van Allen probes. However, Swarm can detect the
plasma-pause much more frequently than the van Allen probes, which were deactivated in 2019
[NASA, 2019]. The PRISM project outcomes can be utilized to investigate the PP and MIT detec-
tion from Swarm GPS TEC or constrain the model and limit the representation to inward the PP.
Outward in the polar regions, the regular layer assumption used for the model approach may be
violated. As the PP is highly dependent on the solar activity, a precise knowledge of its location
is required when including the location as an external product into the empirical model.
The global coverage in the magnetic coordinate system is currently one of the largest issues for a
good topside estimation. GPS TEC collected by COSMIC-2 or Spire will help to fill the obser-
vational gaps in magnetic latitude and magnetic local time and improve the reconstruction. Their
low inclination of 24∘ can provide the missing local times in the equatorial regions. Its orbit is not
local time fixed or only slowly progressing, as it is the case for the missions currently used.
8.4 Application: Tomography using Swarm
Another approach to gain insight into the ionospheric electron density distribution is ionospheric
tomography. In this approach, the electron density distribution is assumed to be constant over a
small time interval. The area of interest is discretized, typically a grid resulting in voxels, and the
numerous slant TEC measurements are used to adjust the electron density inside the voxels such
that the integrated electron density matches the slant TEC. Previous studies were performed using
CHAMP data [Schlüter et al., 2003, Stolle et al., 2006a] to investigate polar patches. In Minkwitz
et al. [2015] for example, slant TEC observations from ground stations were used in combination
with a NeQuick background model to improve the electron density estimation. A kriging approach
(Gaussian Regression) was applied to solve the ill-posed problem [Minkwitz et al., 2015]. A study
using the COSMOS beacon and the TomoScand receiver network was performed in Norberg et al.
[2016]. In that study, a Bayesian statistical inversion was used, as also an ill-posed inverse problem
had to be solved. Due to the receivers’ locations near the EISCAT incoherent scatter radar in
Svalbard, a direct validation was possible. It could be observed that the peak altitude could be
improved compared to the IRI prior model using tomography.
In this work, an approach similar to Schlüter et al. [2003] and Stolle et al. [2006a] is shown. In
contrast to CHAMP studies, a two-dimensional tomography is performed, focusing on equatorial
slices. Only altitudes above the satellite’s trajectory are considered. The upper altitude limit for the
reconstruction is set to 1000 km. The plasmaspheric electron content above 1000 km is removed
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Figure 8.15: Observational scenario for tomography using a vertical grid.
using a model derived from Sentinel slant TEC observations, using the same approach as in Sect.
8.2. As the tomography in this work uses a two-dimensional approach, mapping is also required
to map rays to the plane spanned by the radial and along-track direction. A single equatorial pass
of the Swarm satellite is considered. Each equatorial pass spans a time interval of approximately
25 minutes (limiting the observation taken to ±60∘ lat.). The observational scenario is illustrated
in Fig. 8.15.
The electron density in each box is to be estimated, such that the slant TEC values equal the
sum of the electron densities (𝑁𝑒(𝑖)) over all 𝑁 boxes of the product of the length 𝑙(𝑖) (weight) of
the ray inside the 𝑖-th box and the electron density. The basic approach is again to approximate
the integral by a finite sum




𝑙(𝑖)𝑁𝑒(𝑖) + 𝑏𝑎𝑟𝑐. (8.15)
From this equation, the designmatrix A is set up. The constant 𝑏𝑎𝑟𝑐 contains biases and ambiguities
terms that are assumed to be constant for each phase arc.
8.4.1 Ray geometry
The main reason why ionospheric tomography usually results in an ill-posed problem is that with
higher altitudes, the rays tend to be more concentrated due to the relatively slow-moving GPS
satellites. Even if the voxel’s size is increased with altitude (here exponentially), larger gaps oc-
cur, which will cause an unconstrained linear equation system to become singular. The situation is
shown in Fig. 8.16. Here, one complete equatorial pass and all available observations at 30 s sam-
pling are mapped to the two-dimensional vertical plane. Good coverage in low altitudes directly
above the Swarm A satellite is observed, but the rays leave out large areas with higher altitudes.
8.4.2 Removing the topside
As the tomography can not provide a reliable reconstruction for higher altitudes due to the poor
ray geometry, these high altitudes should be fixed or even removed. The Sentinel satellites are
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Figure 8.16: Real observational scenario with boxes increasing exponentially in height for Swarm
A, 2nd of November 2014. Equator crossing at 1:12 UT. The rays were mapped to the vertical
plane.
highly useful for that purpose, as their high altitude near 700 km to 800 km almost exclusively
contains the plasmasphere. Based on those data, a model similar to the one previously presented
in this chapter (see Sect. 8.2) is computed. The plasmaspheric profiler is simplified as exponential
decay, as no observations from lower altitudes enter. Only a reference electron density at 1000 km
is modeled together with a plasmaspheric scale height. The model is evaluated along the line of
sight from Swarm and integrated starting at 1000 km to estimate the plasmaspheric contribution to
the observed slant TEC. The plasmaspheric content is afterwards removed from Swarm slant TEC
observations. The thus reduced slant TEC is shown in Fig 8.17. As can be seen, the TEC values
with the plasmasphere removed (red) are significantly lower near the peak by several TECU than
the original slant TEC (blue). This peak is co-located with the geomagnetic equator, which is also
the area where the plasmaspheric TEC is highest. The ray geometry only allows good coverage
in lower altitude regimes. If the plasmaspheric TEC is not removed, the grid has to be extended
or neglecting the plasmaspheric contribution results in too large densities within the grid. The
extension would result in many not well-observed voxels, which cause peaks of electron density
near the nearly stationary GPS satellites’ locations to compensate for plasmaspheric TEC.
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Figure 8.17: GPS TEC observed by Swarm with and without plasmaspheric electron content. 10th
of May 2017, equatorial pass at 2:40 UT (9:05 LT)
8.4.3 Mapping and masking
As only the two-dimensional shape is considered for the tomography, mapping needs to be ap-
plied to observations not embedded in the reconstruction plane. A line of sight is not in the plane
defined by the flight path and in a vertically upward direction. First, all intersections of the three-
dimensional line of sight with the latitudes and altitudes defining the grid cells are computed. Then
the three-dimensional distance is computed and used as a multiplier. As low elevations with az-
imuths near 90∘ or 270∘ can be expected to suffer from mapping errors, only observations, where
sin(𝑎)2 + cos(𝑒)2 < 1.5, where 𝑎 is the azimuth angle, and 𝑒 is the elevation, are used. The re-
sulting mask is shown in Fig. 8.18. As shown in the previous chapters, the GPS data quality may
be affected by ionospheric gradients. Therefore, the weighting matrix 𝑃 derived in Chap. 6 using
the second time derivative and ROTI is introduced to mitigate ionospheric induced observational
errors.
8.4.4 Algorithm description and reconstruction
Starting from Eq. 8.15 a design matrix 𝐴 is derived, that contains the weights 𝑙𝑖 and also applies
the 𝑏𝑎𝑟𝑐 parameters to the slant TEC. The method used for the tomography is the multiplicative
algebraic reconstruction technique (MART [Gordon et al., 1970, Gerzen and Minkwitz, 2016]).
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Figure 8.18: Rejected observations(red) and accepted observations (blue) with respect to elevation
and azimuth.






The parameter 𝑢 is hereby given as
𝑢𝑖 = 𝑦𝑖/(𝐴 ⋅ 𝑥)𝑖. (8.17)
In this notation, the ⋅𝑖 denotes the i-th row. The iteration is then defined as






The parameter 𝜆 is an empirical parameter to adjust the step size and ensure convergence. Here, the
condition that all 𝑦𝑖 and𝐴 ⋅ 𝑥 have to be strictly positive is obvious. For the electron density, this
is reasonable as well as for the slant TEC. For the offsets, an appropriate leveling of the slant TEC
values can be performed to ensure that these are also positive. When considering constraints this
is not valid as the constraining matrix includes negative values. These constraints are for example
the electron density in the bottom boxes, that are constrained to Langmuir probe measurements. A
further constraint can be applied by constraining the electron density in one box to the neighboring
boxes. In that case the entries of the constraining matrixΩ read as
Ω𝑖𝑗 = {
𝑤𝑖𝑗, 𝑖 ≠ 𝑗
− ∑𝑛𝑘=1 𝑤𝑘𝑗, 𝑖 = 𝑗
, (8.19)
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where 𝑤𝑖𝑗 is the length of the common edge between box i and box j (0 if box i and box j are
not adjacent). Consequently, the matrix constrains the value inside one box to the weighted mean
of the neighbouring boxes. As this constraining matrix Ω contains the difference of observations,
the positive requirement for the entries is not fulfilled. However, one may use a workaround by
separating the constraining matrix Ω into two parts Ω = Ω+ + Ω−, where Ω+ contains all the
positive entries and Ω− the negative ones. When using Ω− ⋅ 𝑥 as temporary observations, the
resulting formula can be written as













as iteration step for MART including the constraints. The constraints matrix is used to derive a
prior in the least-squares approach with the bottom side electron density given by the Langmuir
probes. The model gives the topside electron density derived of Sentinel slant TEC observation
to initialize the tomography. Additional constraints are set such that the difference between two
adjacent boxes weighted by the length of the common edge is minimized. These formations and
constraints are used to estimate an a priori reconstruction using classical least-squares. With the
a priori solution, the MART algorithm is initialized. In case weighting is used, the observed slant
TEC values and the 𝐴 matrix are multiplied using the weighting matrix 𝑃. The result of this
reconstruction method can be seen in Figs. 8.19 and 8.20. In Fig. 8.20 (left) artifacts along the
line of sight become visible. They virtually disappear, when the weighting matrix is used (Fig.
8.20, right).
The application of ionospheric tomography sums up some key features of this work. It was shown
that the affected L2 phase observations, which were discussed in Chaps. 6 and 7, are also affecting
the tomographic approach. Identification and the weighting are performed with exactly the same
matrix derived in Sect. 6.2.2 for the gravity field processing and is also capable of removing the
artifacts in the tomography. Secondly, the inferior line of sight geometry points out the need for a
topside estimation by an accurate LEO GNSS-based model. How such a model can be designed is
shown in Sect.8.2. It is modified for the plasmaspheric estimation to be used in the tomography.
8.4 Application: Tomography using Swarm 149
Figure 8.19: Electron density of the reconstruction before MART is applied, based on Langmuir
probe measurements at the bottom-side of the reconstruction plane (10th of May 2017).
Figure 8.20: MART applied to unweighted (left) and weighted (right) Swarm GPS observations
using the prior given by the Langmuir probes (10th of May 2017).
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Chapter 9
Summary, Conclusions and Outlook
This work assesses the interactions between ionosphere and GPS with a focus on geophysical and
ionospheric applications. It consists of three main aspects associated with the three questions:
1. How can the quality of GNSS observations be assessed a priori using only the GNSS free
linear combination? (Chap. 6)
2. Given a tracking scenario and a loop filter implementation, how does the tracking respond
to ionospheric stimuli. Moreover, are those responses deterministic and can be removed?
(Chap. 7)
3. How can LEO-based GNSS TEC reliably be determined to estimate the electron density in
the topside ionosphere and plasmasphere? (Chap. 8)
The first question is addressed in Chap. 6. Systematic differences in the Swarm GPS-only gravity
fields could be associated with systematic, small-scale errors in the Swarm kinematic positions.
Those systematic errors are observed near the geomagnetic equator and caused by variations in
slant TEC. As the ionosphere-free linear combination is used for the orbit determination, only a
minor impact of the higher-order ionospheric terms should be included in the observations. How-
ever, the impact of HOI contributions was found to be insufficient to cause that sort of artifact.
Triggers in the geometry-free linear combination were identified using time derivatives and quan-
tifying the observation’s noise level using the ROTI index providing the standard deviation over a
predefined time window. Eventually, observation-specific weights were derived and included in
the orbit processing. The weights affect the covariance information for the kinematic positions, and
subsequently, the weight of the presumably affected positions is lowered in the gravity field solu-
tions. The difference between the obtained Swarm GPS-only gravity field and a superior GRACE
solution confirmed the findings, as the equatorial artifact is significantly mitigated. Besides, the
noise near the polar regions is less pronounced. The presented approach has been further adapted
152 9. Summary, Conclusions and Outlook
an refined at AIUB by T. Grombein Arnold et al. [2021] for GOCE orbit and gravity field deter-
mination.
The second question further addresses how the receiver’s observations are affected by the receiver
design (see Chap. 7). Franz Zangerl (private communication) kindly provided details on the loop
filter and the Swarm GPS receivers’ tracking procedure. These details allowed us to simulate the
tracking and to investigate the filter response. The geometry-free linear combination was found
to be an appropriate indicator in Chap. 6, this is supported by the fact that the L2 tracking is per-
formed not directly on the L2 phase itself but the L1-L2 phase difference. The narrow bandwidth
of the loop filter combined with the relatively long integration interval of 100 ms was found to
cause systematic tracking errors in the L2 phase when encountering fast variations of slant TEC.
Given the knowledge of the loop filter implementation, the response was further investigated in
the frequency domain, and the amplitude and phase response was derived.
Signals with a period of 10 s to 30 s were found to be most affected by the amplitude shift. Longer
periods pass the loop filter almost unaffected, whereas shorter periods experience a dampening.
From the frequency domain representation, the loop filter transfer function was estimated. The
classical continuous update formulation did not fit the actual loop transfer. Its integration time of
100 ms is too long. A suited higher-order transfer function was eventually derived and used to in-
vert the loop filter. The differences between the observed output and the estimated input coincide
with the phase residuals observed in the precise orbit determination. This points out the capability
of reducing tracking errors via inversion of the loop filter. Eventually, a gravity field determina-
tion pointed out that systematic errors were mitigated. However, the performance compared to the
previously derived weighting was limited. This can be attributed to the limited time resolution of
the Swarm RINEX files of 1 Hz. The loop filter itself uses a 10 Hz sampling. A full reconstruction
would therefore require 10 Hz data.
The ionospheric contribution to the GPS/GNSS phase observations is not only introducing track-
ing errors. It is also a valuable source of ionospheric measurements with an accuracy of down to
0.01 TECU (see Chap. 8). The theoretical accuracy of 0.01 TECU is usually not met, as leveling
errors in the sTEC estimation using code observations easily reach up to 5 TECU. The total electron
content observed by LEO satellited for the topside ionosphere can range from around 100 TECU
for low flying satellites near solar max (e.g. Swarm in 2014) down to only a few TECU in solar
min for higher flying satellites (e.g. Sentinel 3 in 2019). Code leveling uncertainties can therefore
be considered to be too large. It is also unknown how robust the receiver DCB estimate for an
LEO satellite is, as such biases are sensitive to temperature changes. In Chap. 8, a model-based
approach is developed to estimate those biases. The model is mostly based on sTEC observa-
tions from several LEO missions, such as Sentinel 1A/B, 2A/B, 3A/B, Swarm, and GRACE-FO.
It provides a three-dimensional reconstruction of the topside electron density using a variation of
a single Epstein layer and spherical harmonics for the global representation of the layer defining
parameters. This model is further used to calibrate the sTEC measurements by leveling each phase
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arc independently. This approach also provides a consistent leveling for different LEOs at dif-
ferent altitudes, and thus the absolute sTEC becomes directly comparable. The model uses small
time windows, thus providing short time snapshots, which is a significant difference from the com-
monly used models like IRI and NeQuick-2, which rely on long-term averages.
In this work, the interaction between GPS observations and the ionosphere was examined from
both sides: How they may be utilized to optimize LEO positioning and how constellations of LEO
satellites equipped with GPS receivers can be used to gain insight into the topside electron density.
The COSMIC-2 mission was launched in June 2019 with low inclination orbits around 500 km.
In this work, this data has not been included in the model estimation. As all satellites used for the
model estimation are near-polar, the 24∘ inclined orbits would undoubtedly help fill the observa-
tional gaps in the not well observed local times. Subsequently, the model is expected to become
more robust, and also, the sTEC leveling would be consistent with the other LEO missions used in
the estimation. For this purpose, the Fleet of Lemur cube-sats at 500 km altitude operated by the
private company Spire Global Inc. (https://spire.com/) can be included. Their CubeSats are
equipped with STRATOS dual-frequency GNSS receivers proving 1 Hz sampling and can track
GPS satellites down to −20∘ elevation. An agreement to provide the data for the scientific com-
munity was conducted with ESA 1.
Another natural continuation of this work estimates the loop filter responses for GOCE and Sen-
tinel 3 as they also provide 1 Hz sampling. The GPS receiver mounted on-board Sentinel 3 is also
provided by RUAG and of similar design and settings as the Swarm receivers. For the Lagrange
receiver on-board GOCE, this is more difficult. However, the ionosphere free phase residuals can
provide the necessary information to obtain a rough guess on the loop filters implementation, also
assuming an L1 aided L2 tracking. Especially for GOCE similar issues with the phase observables
were observed near the geomagnetic equator as for Swarm. GOCE kinematic position could also
benefit from a reconstruction of the original phase using loop filter inversion.
To sum up: The ionosphere is challenging the GPS/GNSS receivers on-board LEO satellites, but
at the same time, they also provide a unique insight into the not yet well observable topside iono-
sphere.
1https://earth.esa.int/eogateway/missions/spire, accessed 11th of May 2021.
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