INTRODUCTION
Capillary desaturation curves are a long-lived paradigm in enhanced oil recovery applications [1] . In typical secondary oil recovery operations (oil drainage by an aqueous solution), these curves basically describe the decrease in residual oil saturation when the system capillary number -dimensionless ratio of viscous to capillary forces -increases. Numerous experiments carried out in three dimensional (3D) rock cores sustain the existence of a unique desaturation curve for a given porous media geometry and wettability [1] . In integrated studies dedicated to chemical EOR, this curve is a key component for pilot simulations based on lab measurements. However, in most practical situations, due to intrinsic experimental limitations, the capillary desaturation curve used to scale-up lab core floods are based on a few data points only. Moreover, capillary desaturation theory is based on sound arguments [2] but the separated effects of oil/water InterFacial Tension (IFT), viscosity and fluid velocity on its shape were scarcely checked experimentally. In addition, most extensive core-floods experiments have been carried out in water-wet media but few information exists on capillary desaturation in oil-wet media. The latter however represents an important part of the proven world oil reserves.
In that context, from an upstream standpoint, twodimensional (2D) micromodels have been used for more than thirty years to gain a better understanding of pore scale mechanisms affecting oil-recovery during drainage by water [3, 4] . Various parameters such as wettability of the porous media, pore and junction shapes, relative viscosities of the invading and defending fluids were observed visually and interpreted theoretically [5] . Limiting cases of Invasion-Percolation with Trapping (IPT) at low capillary numbers, Diffusion Limited Aggregation (DLA) and anti-DLA behaviors at high capillary numbers were successfully probed using this approach [6] . IPT fractal exponents were uncovered for drainage of a wetting liquid by a nonwetting one. A scaling of front heterogeneity with the capillary number was extracted and explained by local viscous effects [7] [8] [9] . Considerable progress in microfabrication technologies combined with advanced computing methods have also opened the way to the design of quantitative and reproducible micromodels experiments [10] [11] [12] [13] .
In these approaches, two main types of micromodels were used: microfabricated ones and those based on 2D randomly dispersed beads. Here, we focus on the invasionpercolation regime in these two types of models. We use conditions representative of random oil-wet media in a radial flow scheme. We first present the design and characterization of two original micromodels. Global "petrophysics-like" measurements allow us to determine the basic average properties of our systems such as permeability and porosity. We then use local measurements to characterize capillary desaturation by a continuous variation of displacement front velocity on several orders of magnitude. Front width and fractal dimension are measured and analyzed. We compare phenomena taking place in microfabricated and bead-based geometries differing by the distribution and size of heterogeneities.
MICROMODELS DESIGN AND CHARACTERIZATION
The two micromodels are based on different fabrication methods. The first one, hereafter denoted as "beads model" is based on a monolayer of glass beads. The second one, hereafter denoted as "glass model", is microfabricated using wet-etching on glass wafers. Both micromodels present a radial flow scheme: fluids are injected from the center and flow toward open-ended outlets of the model [5] . This configuration provides several advantages. First, the fluids directly enter the porous media from a single source point, which prevents entry-effects artifacts. In addition, due to the 1/r variation of fluid velocity as a function of the radial coordinate r, a continuous range of capillary numbers can be explored in a single experiment at a given flow rate. The radial flow scheme is also the most representative of what happens in a real reservoir.
Micromodel Fabrication

Glass Beads Micromodel
Our method is an improvement of classical 2D beads micromodels fabrication [7, 14] allowing for a quick and flexible conception. In particular, it permits the preparation of 2D random micromodels at virtually any pore scale down to 1 μm. The fabrication is based on the adhesion of micrometer sized glass beads on transparent glass slides spin-coated with a thin layer of PolyDiMethylSiloxane (PDMS). Glass beads tend to adhere to the PDMS but not together. Thus, a random monolayer of glass beads can easily be prepared by sprinkling beads on the PDMS and removing the excess unstacked beads.
Industrial glass beads are sifted on three successive sieves with respectively 60, 53 and 40 μm grid size. In the experiments presented here, beads with sizes between 40 and 53 μm are selected. The average bead diameter, measured by image analysis on 400 specimens, is 45 μm with a 4 μm standard deviation. A 10:1 ratio PDMS / hardener mix (Sylgard 184, Dow Corning) is spin-coated 90 seconds at 3 000 rpm on two 76 × 52 mm, 5 mm thick glass slides (Ediver, France). The resulting layer thickness, measured using a mechanical profilometer (Dektak 6M, Veeko), is 20 ± 1 μm, which agrees qualitatively well with prediction of the lubrication theory for spin-coating. The plates are partly cured at 65
• C for ten minutes in order to obtain a reticulated but still sticky PDMS film. Glass beads are sprinkled on one of the glass plates, resulting in a random adhered beads monolayer. The two glass plates are introduced back at 65
• C for 24 hours. Free PDMS chains can diffuse on the surface of the glass beads, making the latter hydrophobic. Before starting an experiment, the beads monolayer is squeezed using the second glass plate with its PDMS-coated face toward the glass beads. This creates a hydrophobic random 2D micromodel (Fig. 1) . The system is squeezed between two thick glass plates using a custom screw press. Micromodel surface porosity (calculated by image analysis as the ratio of beads-occupied surface to the total micromodel surface) is φ b = 50%. The height h b = 30 μm of the micromodel is estimated by measuring an average front speed for a given flow rate (see Sect. 2.1). This height corresponds to glass beads being partially sticked in the soft PDMS layers, as sketched in Figure 1 . The permeability is calculated according to Darcy law by circulating isopropanol at constant flow rate and measuring the total pressure drop ΔP. In axisymmetric geometry the flow rate Q relates to the pressure drop ΔP as Q = 2πhkΔP/η ln (R i /R e ), where k is the permeability, h the thickness of network and R i and R e are the inner and outer radii, respectively (1) . We experimentally recover a linear dependency of the pressure as a function of the flow rate and find k ≈ 10 −12 m 2 .
Glass Micromodel
Glass micromodels are fabricated by standard photolithography on a mask aligner (MJB4, Suss Microtec), followed by wet-etching combined with fusion bonding. Random masks used for the photolithography are generated using a custom Matlab algorithm. We perform the inverse Fourrier transform of a diffraction pattern centered on k 0 that is defined by:
where α i j are complex numbers whose real and imaginary parts are set randomly according to a uniform distribution between -1 and 1, and where
This enables to choose the correlation length 2π/σ of the pattern resulting from the inverse Fourrier transform and its standard deviation. This pattern is thresholded to obtain a binary image, which is then skeletonized using a standard image processing algorithm. Finally, the skeleton is dilated to obtain the required channel width. This procedure is quick and easy and leads to random networks that exhibit a rather well defined correlation length. A 3 inches mask with average channel size of 10 μm is obtained by printing the network at 25 400 dpi resolution (Selba). The correlation length used is 0.39 mm.
A standard 7.62 cm diameter circular glass wafer (Borofloat 33, Schott) is protected by successive deposition Figure 2 Magnified image of the glass micromodel filled with dyed water.
of chromium and gold in a vacuum coater (Auto 500, BOC Edwards). Positive resist (Microposit S1818, Rohm and Haas) is spin-coated on the resulting wafer and exposed through the random mask. Etching is carried out by 20 minutes immersion in a 20 wt% aqueous HF solution, corresponding to a theoretical channels depth of 15 μm. The micromodel is closed by thermal bonding with a second glass wafer in a ceramic oven (Nabertherm). The resulting channels are made hydrophobic using a 1 wt% octadecyltrichlorosilane (90%, Sigma) solution in toluene (99%, VWR). Prior to treatment, the surface of the micromodel is activated for 90 seconds in an oxygen plasma cleaner (Harrick). The silane solution is injected in the micromodel at 1000 μL/h for 30 minutes. The micromodel is then rinsed with toluene for one hour and stored at 80
• C for one night. Hydrophobicity of octadecyltrichlorosilane treated glass is comparable to that of PDMS: dodecane is totally wetting on both surfaces in presence of water.
The obtained micromodel has a surface porosity φ v = 36% and a permeability k v = 2·10 −12 m 2 (measured as in Sect. 1.1.1). Channels width and depth (measured using a mechanical profilometer) are 115 μm and 12 μm respectively. HF glass etching being isotropic, the final width of etched channels should be around 40 μm but under-etching occurs. The measured height is correlated by measurement of the average front speed at a given flow rate (see Sect. 2.1) and is also consistent with the permeability and porosity. An illustration of the glass model is presented in Figure 2 .
Micromodels Characterization
Average measurements carried out on the whole micromodel are used to define basic properties of the 2D porous media such as height and permeability. An analysis of water invasion in oil saturated micromodels is then carried out using methods described in the following.
Materials and Methods
Dodecane (99%, viscosity η o = 1.34 mPa.s at 25
• C, VWR) is used as defending fluid in all experiments. The invading fluid is an aqueous solution supplemented with 4 g/L Unicert blue (Sensient) for visualization. Surfactants used in this study are a home-synthesized C18 alpha-olefin sulfonate (C18-AOS) and the ethoxylated alcohol Rhodasurf BC630 (Rhodia). Unicert blue, C18-AOS and BC630 at concentrations above Critical Micellar Concentration (CMC) respectively yield an interfacial tension (IFT) of 30, 0.5 and 5 mN/m with dodecane. All aqueous solutions are prepared using demineralized water and their viscosity η a is 1 mPa.s. Although unfavorable, the viscosity ratio between oil and water remains close to 1 and is not supposed to produce any viscous fingering in the IPT regime, we are studying here.
Prior to each measurement, the micromodel is saturated with dodecane at high flow rate (> 1 000 μL/h) to reach 100% oil-saturation. Drainage experiments are then carried out by injection of aqueous solutions at fixed flow rates. Between each experiment, the micromodel is rinsed with isopropanol and water.
All experiments are carried out at ambient temperature in an air-conditioned dark room. Homogeneous lighting is provided by a fluorescent backlight (StockerYale) placed underneath the porous micromodel. Fluid propagation is recorded using a Pike F505B digital camera (Allied Vision Technologies, 2 452 × 2 054 pixels). Depending on the desired resolution, the camera is focused using a 25 mm objective (Fujinar) or an Olympus SZX16 binocular. Fluid flow is controlled using an Harvard PHD4000 syringe pump equipped with a 1 mL syringe (Exmire).
Image Analysis
Image analysis is carried out using a custom Matlab routine. Briefly, as a basis for all following operations, the background is calculated on a reference image (empty micromodel) for a given experiment. This background is used to normalize all other experiment images, in order to correct illumination heterogeneities. Threshold is set manually and images are binarized. This allows for all subsequent analysis of a given sequence, i.e. saturation measurements and fractal dimension extraction. Analysis is done on the whole model area for circular glass models and on a 4 × 3.3 cm rectangle for beads models.
RESULTS
The capillary number is not uniform in radial geometry and can be defined at a distance r from the center as: where v(r) is the mean velocity at a distance r of the injection, η is the viscosity of the aqueous solution (invading fluid), γ the surface tension, Q the imposed flow rate, h the effective thickness of the channels and φ the porosity.
In the following, we first describe the observed phenomena at the global micromodel level, before taking advantage of the decrease of Ca during an experiment as discussed in Section 2.2. Figure 3 shows two image sequences obtained during the drainage in both micromodels. At low flow rates (for capillary numbers on the order of 10 −7 ), the invading fluids exhibit strong fingering. One or a few menisci advance at a time. Their progression is random-like and leads to the formation of a fractal pattern (Fig. 3a) . Typical width of the advancing front is on the order of the micromodel size for the lowest flow rates tested. At increasing flow rate, the front width decreases and the invading pattern tends to be circular, reaching the symmetry of the problem (Fig. 3b) . Concomitantly, the residual oil saturation and the size of the trapped clusters greatly decrease. The experiments conducted in glass micromodels (Fig. 3c-e) show qualitatively the same trends at a different scale. Indeed, the channels correlation lengths in the glass micromodel are about ten times higher than in the beads micromodels and can be visualized directly.
Global Analysis of the Invasion
These observations of capillary fingering at low flow rate evolving towards a stable viscous front at higher flow rates are consistent with the theoretical considerations of the invasion-percolation framework [6, 15, 16] and with previously reported micromodel experiments [7, 8] . These theories predict invasion patterns with a perimeter of fractal dimension d f = 4/3 [17] . We use the box counting method to determine the fractal dimensions of the patterns' perimeter observed in the beads micromodel prior to percolation (Fig. 4) . The algorithm consists in counting the number of boxes N of size w required to cover the invading front. Then, the data are fitted by a power law, such that N ∝ w −d f , for w ∈ [1, 16] pixels. The values of d f are plotted in Figure 4 as a function of the capillary number defined in Equation (1), with r the equivalent radius of the pattern, i.e. r = √ A w /π, where A w is the pattern area. As shown in Figure 4 , we find a fractal dimension of 1.33 that is in very good agreement with the theoretical value of 4/3. This is true in the whole range of Ca studied, which means that the basics of invasion-percolation mechanisms still hold when the front is stabilized by viscous forces. We did not perform the fractal dimension measurement in the glass micromodels experiments since the observation scale does not permit to remove the discretization of the pattern by the individual channels.
We now compute the global aqueous solution saturation S w as a function of time for various capillary numbers in both micromodels. First, knowing the surface porosity and the imposed flow rate Q, the height h of the channels is deduced by fitting the slope of S w with a linear relation at short times. We find h b = 30 μm for the bead model and h g = 12 μm for the glass model, in good agreement with microfabrication parameters. The obtained value is used to define a measurement volume V p = hA t , with A t the total area. In order to compare various capillary regimes, a characteristic time t c is defined as t c = V p /Q where Q is the applied flow rate and V p is the measurement volume. t c is the theoretical time for invasion of the whole observation zone by a stable radial flow in a Hele-Shaw cell configuration. Saturation S w as a function of the dimensionless time t/t c for various average capillary numbers in both micromodels is shown in Figure 5 . It is defined by S w = A w /A t for the bead micromodel and by S w = A w /φA t for the glass micromodel, where A w is the area occupied by the water phase (as determined by thresholding of the images) and A t the total area of the image. The difference between the two definitions is due to the channel "walls'' being not resolved in thresholded images of the bead micromodel, whereas they are in the glass micromodel.
Global analysis of fluid saturations allows a direct comparison of our 2D micromodels with more complex 3D porous media. As one would expect, the global water saturation increases as a function of time. Primary drainage corresponds to micromodel invasion by the aqueous solution. After short times t/t c < 0.1 used to define h, a Ca-dependent inflexion from the initial slope is observed between t/t c = 0.1 and t/t c = 1/φ. This deviation starts at earlier time for low flow rates and accounts for the low final water saturations reached at low capillary number. Secondary drainage (oil displacement after percolation) appears to be negligible in most of the experiments, thus confirming the capillary-dominated regime of invasion.
Although similar trends are observed in glass and beads models, a striking difference exists between final saturations in these systems for a given capillary number. In particular, a larger spread of endpoint saturations as a function of capillary number is observed in the glass model compared to the beads model. This can be attributed to geometrical differences. Large pore size heterogeneities (of the order of one bead size) exist in the beads model, whereas pore size is homogeneous (apart from microfabrication variability) in the glass model (only channels directions are random). Our results can be related to petrophysics experiments where porous media with a wide pore size distribution generally show smoother and less dramatic variations of water saturation as a function of the capillary number than uniform ones [1] .
Measurements presented here prove useful to characterize the average behavior of the micromodels. This global analysis is comparable to what can be achieved in macroscopic petrophysics experiments and shows similar trends. In addition, direct observation provides an illustration of underlying mechanisms and reflects the transition from capillary fingering towards a viscous front, accounted by the invasion-percolation theory with viscous forces. In the following section, we further exploit this visualization capability to derive a local analysis of fluids saturations and front propagation as a function of the capillary number. In particular, due to the radial flow scheme, local measurements Examples of local saturation determined by averages on annular regions located at a distance r from the center. For the 4 curves displayed, the flow rate is 100 μL/h in the glass micromodel. The arrow indicates increasing r, that are 1.17, 1.67, 2.16 and 2.75 cm. The best fits to the data defined in Equation (2) are shown together with the experimental data.
permit a continuous analysis of saturation and front properties as a function of the capillary number.
Local Analysis of the Invasion
Capillary Desaturation Curves
Each observation zone is cut into 50 rings of constant width. Water saturation is measured in each ring as a function of time. One experiment at a given flow rate sweeps capillary numbers on about one order of magnitude. The capillary number is defined here locally, r appearing in Equation (1) being now the radial position of the ring of interest. To get rid of end effects, only the 40 first rings starting from the injection are taken into account for measurements.
An example of this local saturation measurement is presented in Figure 6 for several radial positions. It equals zero for short times until the front reaches the given annular region and then increases quite sharply. It further reaches steady state values in a first approximation. However, depending on the experiments, a very slow increase is also observed (Fig. 6 ). This secondary drainage represents very low oil quantities and occurs on much longer time scale than during primary drainage. In the following, we restrict ourselves to the description of the invasion, leaving aside this second order phenomenon.
The saturation curves s(r, t) are systematically fitted using an empiric function encompassing all the data. It is given by:
for t > t 0 (r) and s(r, t) = 0 if t < t 0 (r). s 0 , t 0 , δ, Δs and τ are fitting parameters for each annular region r.
The second term was added in order to describe the slow evolution of the saturation at long times (secondary drainage), observed in some experiments. Therefore, in the fitting procedure, the parameter τ is forced to be greater than δ by a factor of 50. Δs is furthermore a small fraction of s 0 (on the order of 5 to 20%). It should thus be considered only as a fitting trick to remove any contribution of the experiment duration. The main contribution to the saturation is well captured by the first term of Equation (2) and we focus on it solely in the following. Figure 6 displays examples of the best fits obtained, together with the experimental data. The agreement is excellent, which is expected due to the high number of fitting parameters. Our aim is here to extract from the data the essential parameters that allow to describe the drainage as a function of the flow rate and the radial position.
The physical meaning of the first term appearing in Equation (2) is rather straightforward. s 0 represents the water saturation in a location once the front has passed this location. t 0 is the time at which the most advanced finger arrives at this location, and δ is the characteristic duration of the front passing this location. When the capillary fingering is pronounced at low Ca, this last parameter should be rather high and on the contrary short when the front is sharp at high Ca.
In Figure 7 , the endpoint saturations s 0 are plotted as a function of the capillary numbers for various experiments carried out at a given flow rate. Note that the capillary number is varied by three different means: the flow rate, the radial position of the annular region and the surface tension, in the case of glass beads experiments. The increase in water saturation with increasing capillary number appears on both curves. Only a trend can be extracted from beads model measurements, whereas data points from different experiments show a very good collapse in the glass model. Nevertheless, a continuous increase of aqueous solution saturation with increasing capillary number (varied by an increase in fluid velocity) is clearly demonstrated on several orders of magnitude. The important dispersion of data points in the bead micromodel can again be explained by geometrical arguments. Due to important heterogeneities, strongly capillary preferred flow paths exist in this model. It can be inferred that water patterns during drainage reproduce heterogeneities of the micromodel. Indeed, when comparing two different experiments carried out at low capillary number, the desaturation pattern has the same shape. The statistical sample size of one ring, on which measurement is carried out, is not sufficient to smooth ring-to-ring geometrical heterogeneity. On the other hand, in the regular glass micromodel, heterogeneities are minimized from ring to ring and are correctly averaged. Water saturation s 0 after the invasion as a function of the capillary number for both micromodels. A given symbol corresponds to a given drainage experiment. a) Beads micromodel. b) Glass micromodel. The full symbols on the top figure denotes the experiments carried using the surfactant solutions.
Overall the data reported in Figure 7 for the glass micromodel demonstrate quantitatively that the saturation just after the invasion is a unique function of Ca, whatever the way Ca varies. In particular, there is no direct influence of the central injection scheme since the effect of the radial distance to the saturation is completely accounted by using a local capillary number. It can thus be concluded that capillary desaturation curves are robust quantities, relevant even at the local scale.
Width of the Front
Estimating the width of the front directly from the image may lead to uncertainties and definition difficulties. We thus use the local time evolution of the saturation to determine a characteristic width. Using the results of the fitting procedure, we can indeed determine the front velocity v f , or, more precisely, the velocity of the most advanced finger by differentiating the parameter t 0 with respect to the radial distance r (see Eq. 2): v f = (∂ r t 0 ) −1 . The spatial width of the front is then defined by ξ = v f δ, since δ is the characteristic duration of the front passing in a given annular region. Figure 8 reports the such-determined value of ξ as a function of the capillary number, for both glass and bead micromodels. As in the previous section, the capillary number is locally defined. Similarly to the desaturation curves, the front width appears to be a unique function of the capillary number.
In agreement with the qualitative observations (Fig. 3) , the front width decreases when the capillary number increases. Though the data points are dispersed, the trend of the data can be described by a power-law, which leads to ν = 0.35 and 0.45 (±0.1) for the bead and glass micromodels, respectively. These values are in very good agreement with the 2D invasion-percolation theory with viscous forces, which predicts an exponent of 0.38 [15, 16] . They are also rather consistent with the value reported by Frette et al. [7] , who use a parallel flow geometry and measure directly the front width on the images. Note however that the exponent is much closer to the theoretical one that in the experiments reported by Frette et al.
It is interesting to note that the width of the front is always higher, at a given capillary number, in the glass micromodel. Among the differences between the two media, the correlation length is much higher for the glass micromodel since it is about 400 μm, whereas it is set by the bead diameter of 40 μm in the bead micromodel.
These observations are explained by a rough mean field model proposed by our group in a previous communication [8] . We consider that the front width ξ is defined as the distance at which the viscous pressure increment in a developping finger overcomes the capillary pressure difference. This reads:
where V is the mean velocity inside the finger, is the relative standard deviation of the capillary pressure, C the mean meniscus curvature, and α a numerical prefactor accounting for the geometry of the channel. α equals to 12 in the glass micromodel (infinite plates approximation) and should be on the order of 20 in the bead micromodel given the mean aspect ratio. The velocity V in the finger is related to the flow rate, or to the capillary number thanks to volume conservation, assuming that the mean distance separating two advancing fingers is on the order of ξ. This closure relation reads: ξ λ ηV/γ Ca (4) where λ is the correlation length, i.e. the characteristic distance between two pores. It equals 0.39 mm for the glass micromodel and is on the order of the bead diameter in the bead micromodel. Combining the two previous equations, we obtain the following prediction for the front width:
where we have introduced a geometrical constant Γ = Ch 2 /αλ, and where the prefactor 0.27 was estimated numerically in Reference [8] . Estimation of Γ for the glass and bead micromodels leads to 0.1 and 2×10 −2 , respectively. is not known a priori but should be on the order of unity (2) . Assuming ≈ 1, we obtain a reasonable agreement with the experimental data as shown by the two straight lines based in Equation (5) with the above detailed parameters and displayed in Figure 8 .
Although a numerical agreement is a nice output of this model, these results should be taken with care since we do not have a quantitative access to all the parameters. Let us also mention that it does not fully agree with the invasionpercolation prediction according to ξ ∼ Ca −0.38 . Nevertheless, this model captures the essential difference observed between the two micromodels: the correlation length of the porous media has a strong impact on the invasion front, with increasing correlation lengths leading to much more disperse fronts.
CONCLUSION
This study on oil drainage in two-dimensional hydrophobic porous media enables to draw two important conclusions relevant to oil recovery operations. On the one hand, capillary desaturation curves appear to be robust quantities, not only at the global Darcy scale but also on the local scale. On the other hand, local pore scale geometry of a given porous media has a tremendous influence both on desaturation curves and on capillary driven fingering fronts. This can have strong practical implications in industrial applications such as oil recovery in locally heterogeneous porous media. A focus of future work should be extrapolation of these model results to real porous media with more complex geometrical correlations of pore size and distributions. Indeed, using these models to extrapolate continous capillary desaturation curves from real porous media would represent a breakthrough by permitting quicker and more precise access to data needed for reservoir-scale simulations.
