This paper first proposes nonlinear spline adaptive filter based on the robust Geman-McClure estimator (SAF-RGM). The proposed algorithm is obtained by minimizing the cost function relied on the Geman-McClure estimator. Since the Geman-McClure estimator can remove outliers with large amplitude from dataset, the proposed algorithm can obtain the excellent performance in the impulsive noise. Moreover, the mean and mean square behaviors of the SAF-RGM algorithm are analyzed. Simulations are conducted to confirm that the proposed SAF-RGM algorithm achieves better performance than the existing spline nonlinear adaptive filtering algorithms. Besides, simulation results validate the theoretical conclusions. INDEX TERMS Spline adaptive filter, Geman-McClure estimator, impulsive noise, nonlinear filter. VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/
I. INTRODUCTION
The research community has made many efforts in modeling and identifying nonlinear systems. Although the linear system is gradually perfected in theory, the nonlinear system theory still has many problems. Truncated Volterra series [1] , which are a generalization of the Taylor series promotion based on the convolutive kernel functions, have been proposed to model the black-box nonlinear system [2] . However, Volterra series need a lot of free parameters to apply in the field of the slight nonlinear system. Other methods like functional link adaptive filters (FLAF) and kernel adaptive filters (KAF) are all based on a priori fixed nonlinear extension of the input data into a high dimensional space, and can be solved linearly when dealing with identification problems. These methods are simpler than the Volterra adaptive filters.
Recently, the Wiener spline filter (WSF) [3] , cascade spline filter (CSF) [4] , and Hammerstein spline filter (HSF) [5] , [6] were introduced to model nonlinear systems. This kind of structure improves the performance of the nonlinear system identification by using the adaptive look-up table (LUT) [4] , [5] , [7] - [13] . However, the performance of the aforementioned adaptive spline filters (SAF) will be severely degraded with the existence of impulsive noise which is common in The associate editor coordinating the review of this manuscript and approving it for publication was Qinghua Guo .
practical applications because they are obtained by minimizing the cost function based on l 2 norm [14] - [19] .
In order to deal with this issue, the sign adaptive algorithm, whose weight vector is updated by using the l 1 norm optimization criterion, was introduced. Then, a series of variants of the sign algorithm were proposed, such as the sign normalized least mean square algorithm based on Wiener spline adaptive filter (SAF-SNLMS) [20] , sign subband adaptive filter (SSAF) [21] , and so on. Furthermore, to speed the convergence of the aforementioned sign algorithms, the variable step-size SAF-SNLMS and the variable step size sign subband adaptive filter (VSS-SSAF) [22] were introduced. In order to further mitigate the interference of impulsive noises in the identification of Wiener-type nonlinear systems, an enhanced SAF algorithm, named SAF-ARC-MMSGD, was proposed in [23] . The Geman-McClure estimator can significantly compress the data with large amplitude [24] , [25] . As such, the Geman-McClure estimator was frequently used for designing robust adaptive algorithms and learning systems against impulsive noise [26] , [27] . For instance, Lu et al proposed an adaptive recursive Volterra algorithm based on the Geman-McClure estimator, which achieved improved performance in both Gaussian scenarios and non-Gaussian scenarios [27] .
Inspired by the merits of the Geman-McClure estimator, we proposed a novel spline adaptive filtering algorithm based on the robust Geman-McClure estimator. The proposed algorithm is called SAF-RGM algorithm which is deduced by minimizing the cost function based on Geman-McClure estimator. When high magnitude of the error occurs, the gradient value of the Geman-McClure function will become small. Therefore, the SAF-RGM will gain a more stable performance than the conventional nonlinear SAF algorithm under the impulsive noise environment. The main contributions of this paper are summarized as follows:
(i) The Geman-McClure estimator is first applied to the nonlinear spline filter for improved performance in the presence of impulsive noises.
(ii) The mean and mean square performance analyses of the SAF-RGM algorithm are performed.
(iii) Simulations are carried out to demonstrate the advantage of the SAF-RGM algorithm and to verify the correctness of the analysis.
II. BRIEF REVIEW OF SPLINE ADAPTIVE FILTER
Here, we review the spline adaptive filter based on reference [3] . From Fig. 1 , we apply the linear filter input signal x(n) to the adaptive LUT. Then, the average spline interpolation of some adaptive control points from the LUT is obtained. The relationship between the output signals y(n) and s(n), can be obtained from a function consisting of the two local parameters u n and i which depend on s(n), where
This work only considers simple case average space of knots and a third-order curve interpolation. Therefore, the relationship between the span index i and the local parameter u n can be calculated as [3] :
where x represents the average space between knots, · denotes the floor operator and the sum number of control points is represented as Q. To keep i non-negative, the second equation of (1) must have an offset value. Note that the index i depends on the time n, i.e. i n ; using the convention i n = i for simple symbol. In the sequel, the output nonlinearity can be evaluated by the following equation from the Fig. 2 and the reference [3] :
where C ∈ R 4×4 is a pre-computed third-order spline basis matrix, c k denotes the k-th row of the matrix C, the vector u n is defined as u n ∈ R 4×1 = [u 3 n u 2 n u 1 n 1] T , and q i,n denotes control points at moment n and is delimited as q i,n ∈ R 4×1 = [q i q i+1 q i+2 q i+3 ] T , where q k is the k-th entry in the LUT. Equations (1) and (2) express the two blocks as S 1 and S 2 (see Fig. 2 ), respectively.
The derivative of (2) is evaluated as
whereu n ∈ R 4×1 = [3u 2 n 2u n 1 0] T .
III. SAF-LMS
From the Fig. 1 , the estimation error e(n) can be expressed by
whered(n) denotes the desired signal. The following cost function consisting of the squared e(n) is used to derive the least mean square (SAF-LMS) algorithm J (w n , q i,n ) = e 2 (n).
Assuming that the linear subsystem is an adaptive FIR (Finite Impulsive Response) filter, we have ∂J (w n , q i,n ) ∂w n = −2e(n)
where s(n) = w T n x n , and w n is the weight vector of the adaptive FIR filter. Combining (1), (2) and (6) yields In a similar way, the derivative of the control point can be derived
Substituting (2) and (4) into (8), we have
Using (7) and (9) yields the next time update of the SAF-LMS algorithm [3] :
where µ w and µ q are the step sizes of the weights and control points, respectively.
IV. SAF-RGM ALGORITHM
Now, we proposed a novel spline adaptive filtering algorithm based on the Geman-McClure estimator which has been wildly applied to the machine learning and signal processing [26] , [27] . Motivated by the Geman-McClure estimator, the cost function of the SAF-RGM algorithm is given by
where (e(n)) is the Geman-McClure estimator and σ denotes the positive parameter which modulates the shape of the loss function. To derive the SAF-RGM algorithm, the expectation can be approximated by the instantaneous valuê
The weight update formula of the proposed algorithm can be derived by using the stochastic gradient approach
where f (e(n)) = e(n)σ 2
In order to intuitively display the proposed algorithm, Fig. 3 describes the curves of f (e(n)) with different σ . We can clearly see that the high amplitude e(n) leads to the small gradient value. Therefore, the proposed algorithm can achieve stable performance in the impulsive noise. In addition, we can find that the σ is the vital parameter, which decides the shape of f (e(n)). Considering positive e(n), a small σ obtains large f (e(n)) which may lead to faster convergence rate when e(n) is around the zero. However, the small σ corresponds a small extreme point, which may results in a higher MSE. Therefore, selecting a optimal σ plays a importing role in the performance of the SAF-RGM algorithm. Similarly, the update formula of the control points can be derived
The curve of f (e(n)) (σ = 0.2, 0.5, 1, 2 ).
V. MEAN ANALYSIS OF SAF-RGM
In this section, we mainly analyze the statistical mean behavior of the RMG-SAF algorithm.
A. MEAN ANALYSIS OF (13) Averaging two sides of (13) leads to
Referring to Fig. 2 , the output error of the adaptive structure is e(n) =d(n) − y(n) = ϕ 0 (r(n)) − ϕ(s(n)) + v(n) (17) Due to the noise signal v(n) being independent of x(n), combining (16) and (17) and using the Taylor formula yields
where the second equation is established because f (v(n)) is an odd function. The probability distribution of the process r(n) is a Gaussian distribution because x n is Gaussian signal and the mode w 0 is non-random. Furthermore, the Lyapunov version of the central limit theorem (see page 127 in [28] ) guarantees that the probability distribution of s(n) is close to the Gaussian distribution as long as the length of w n grows. Above assumptions and the extension of Bussgang theorem are used to evaluate the second term on the right side of (18), and it is stated as follows. Corollary 1 ( [12] ): Let = [θ 1 , . . . , θ n ] represents an n-dimensional Gaussian variate and G(z) is any analysis function defined in the subspace z = [θ 2 , . . . , θ n ]. Then the expectation of the multiply of θ 1 by G(z) can be represented as
where m θ 1 denotes the average value of θ 1 and K 1,i expresses the covariance between θ 1 and θ i . In the specific tri-variate case, note that x(n) is a zero mean random variable. Using Corollary 1 yields
where R x = E{x n x T n } represents the autocorrelation matrix of the input signal. Combining (18), (20) , and (21) yields
Ignoring the expected time dependency, (22) can be solved by the recursive iteration equation as follows
where w n−1 is the original condition of the linear filter.
In view of (23), we have asymptotic unbiasedness if and only if, the matrix [I − µ w aR x E{f (v(n))}] is stable. Thus, we require [I − µ w aR x E{f (v(n))}] to be stable, which is equivalent to |1 − µ w aλ(R x )E{f (v(n))}| < 1. Using some algebraic manipulation, we have
The steady-state solution of (23) is given by
Therefore, if the nonlinearity converges to the true value at the steady-state, ϕ(s(n)) → ϕ 0 (r(n)), then lim n→∞ E{w n } = w 0
Note that in the simple linear case, when ϕ 0 (r(n)) = r(n) and ϕ(s(n)) = s(n), as ϕ 0 (r(n)) = ϕ (s(n)) = 1 and ϕ (s(n)) = 0, the value of α in (25) is 1.
B. MEAN ANALYSIS OF (15) The mean analysis of (15) can be obtained in a similar way of the previous subsection. The output error of the adaptive structure is
where u r,n and u s,n are the local variables u n for evaluating r(n) and s(n), respectively. Applying the previous assumption and (27), the expectation of (15) can be calculated as
where U s = E{u s,n u T s,n } is a autocorrelation matrix and U sr = E{u s,n u T r,n } is a cross correlation matrix. The recursion equation (28) can be solved by
where q i,n−1 indicates the original condition of the spline control points. Similar to the linear case, the SAF-RGM algorithm is stable if and only if, the matrix [I − µ q C T U s CE{f (v(n))}] is stable. Thus, we have |1 − µ q λ(C T U s C)E{f (v(n))}| < 1. Using some algebraic manipulation yields
The steady-state solution of (29) is
If w n → w 0 in (26), we get s(n) → r(n), so that u s,n → u r,n , U sr → U s and then Q → I. Finally, we have
Therefore, the expectation of (12) converges to the theoretical spline parameters model. However, if the linear filter does not converge accurately (because α = 1 in (25)), then the spline control point can be estimated up to the matrix Q. Remark 1: According to equations (26) and (32), we can find that mean values of linear tap and nonlinear tap can both converge to the corresponding system values, which is similar to the SAF-LMS algorithm. According to Fig. 3 , we can find that when error e(n) is less than σ/ √ 3, the function f (e(n)) is similar to the linear function . When the error is more than σ/ √ 3, the value of function f (e(n)) become monotonically decreasing, which leads to the robustness against impulsive. Therefore, the mean performance of the SAF-RM is similar to that of SAF-LMS. From another view, according to (18) , the mean of function f (v(n)) is equal 0. Therefore, the analysis process of the SAF-RGM algorithm is same of that SAF-LMS, and we can draw the similar conclusion.
VI. MEAN SQUARE ANALYSIS OF SAF-RGM
We use the steady-state excess mean-square-error (EMSE) ζ to measure the performance of an adaptive filter, ζ is defined by the excess from the minimum value σ 2 v of the mean square error(MSE)
The model to be identicated is denoted by the subscript 0 in Fig 2. In the following, we are mainly interested in steadystate for EMSE assessment, so in order to derive the theoretical value of the steady state EMSE, i.e.
where ε(n) is the a priori error which is defined as
with ε w (n) and ε q (n) respectively representing a priori error when using the linear filter independently and applying the spline control points independently. First, we give the following assumptions: A1. The noise v(n) which is independent of x n , is smooth with variance σ 2 v and zero mean. A2. The a priori error ε(n) is independent of x n , s(n) and v(n).
A3. e(n) and ε(n) are all independent of ϕ i (u n ), ϕ 2 i (u n ), C T u n 2 and x n 2 . Then, the weight error vector and the control point error vector are defined as v (w) n = w 0 − w n and v (q) n = q i,0 − q i,n , respectively. According to the aforementioned formula (35) and (27), we can derive the expression of ε w (n) and ε q (n) as follows [12] ,
where c k denotes the k-th row of the C matrix. Using (1) and the approximation in (2) and a series of treatments, yields 
Then, evaluating the energies of both sides of (39), taking expectation of the resultant, taking into account (32) and (36), and using the fact that E ||v
Using the assumption A3, the LHS of equation (40) can be calculated as
Similarly, the RHS of equation (40) can be written as
Assuming ε q (n) ≈ 0 and using Fig.2 , we easily gain e(n) = ε w (n) + v(n).
Let us define the EMSE for linear filter as
Taking the Taylor expansion of f (e(n)) with respect to ε w (n) around v(n) yields 3 (45) and
Omitting the term o(ε 2 w (n)), using the assumptions A1 and A2, the second exception of the LHS of (41) is given by
Similarly, the first exception of the LHS of (42) can be approximated by
Plugging (47) 
Comparing (39) and (51), we can find that the different items in (39) and (51) are
x x n and C T u n . Therefore, replacing
x x n with C T u n , we can conduct a similar analysis of the aforemetioned subsection A and obtain the similar results. Finally, the EMSE of the spline control points is given by equation (52), as shown at the bottom the next page.
C. STEADY-STATE EMSE OF THE ENTIRE SAF
Combining (34) and (35), we get
where ζ wq represents the cross-EMSE. Because u r,n ≈ u s,n and q i,0 ≈ q i,n , using (36) and (37), we have ζ wq ≈ 0.
VII. SIMULATION
The performance of the proposed algorithm is evaluated in case of system identification as shown in Fig. 2 . All the following simulation results are obtained by averaging the results over 100 independent trials. We measure the performance of the algorithm by using the mean square error (MSE) defined as 10log 10 [e(n)] 2 . The input signal is either a Gaussian process or an AR(1) process which is expressed as x(n) = ωx(n − 1) + √ 1 − ω 2 a(n), where a(n) is a Gaussian white noise signal with zero mean.
(σ 2 +v 2 (n)) 6 (50) . The output of the unknown system is corrupted by the independent Gaussian white noise v(n) with a 30dB signal-to-noise ratio (SNR) which is defined by SNR = 10log 10 (σ 2 d /σ 2 v ), where σ 2 d represents the variance of noise-free outputd(n). The impulsive noise is generally considered to be a Bernoulli-Gaussian (BG) process or a α stable noise [29] , [30] . The BG process is defined by η(n) = b(n)g(n) where b(n) is a Bernoulli process whose probabilities are expressed as P[b(n) = 1] = p r and P[b(n) = 0] = 1−p r , and g(n) is a zero-mean white Gaussian process with variance σ 2 g = hσ 2 v . Note that p r stands for the probability of occurrence of impulsive noise sample. The characteristic function of α stable noise is φ = exp(−κ|t| α ), where α ∈ (0, 2] denotes the characteristic exponent (a small value leads to more outliers) and κ is the dispersion of the noise. The detailed parameter settings will be given in each figure's caption. 
A. VERIFICATION OF ANALYSIS RESULTS
In this subsection, we conduct the simulation to prove the mean analysis in section V. Fig. 4 shows the simulated mean behavior of the linear filter taps and the theoretical results. As can be seen, the theoretical results calculated by (26) match well with the simulation results. The simulated mean behavior of the spline filter taps and the theoretical results in (32) are depicted in Fig. 5 . It is seen in the figure that the theoretical and simulation results have a good match in the steady-state. To verify the mean square steady state analysis results, the theoretical EMSE in (53) is compared with the simulated one under different values of step sizes. Fig. 6 shows the curves of the theoretical and simulated steady-state EMSEs of SAF-RGM, where the noises are adopted as Gaussian and uniform processes. As can be seen from Fig. 6 , the simulated steady-state EMSEs strictly match with the theoretical ones. To further verify the correctness of the theory, we conduct the comparison of theoretical EMSE vs. simulated EMSE for different parameter x. Fig. 7 depicts the theoretical EMSE vs. simulated EMSE where the x is set to either 0.4 or 0.1. In the cases of x = 0.4 and 0.1, we use 11 and 41 spline control points. The spline control points are respectively obtained by downsamplig and upsampling. As can be seen from Fig. 7 , the accordance between the simulated and theoretical EMSE is verified.
B. PERFORMANCE RESULTS
The effect of σ on the performance of the SAF-GM algorithm under the impulsive noise is first tested. For the sake of fair comparison, the same step sizes are used. Fig. 8 depicts the MSE results of the SAF-RGM with different σ . As can been seen, when σ is less than 0.5, the SAF-RGM algorithm with different σ has the same convergence rate. However, the SAF-RGM algorithm with σ = 0.5 obtains the lowest MSE. When σ is greater than 0.5, the large σ greatly slows convergence rate even if it slightly lowers MSE. In a word, σ = 0.5 is the best choice in this simulation. Therefore, in the following simulations, all σ are set to 0.5.
In the impulsive noise-free background, Figs. 9 and 10 show the MSE learning curves of the SAF-LMS [3] , SAF-NLMS [20] , and the proposed SAF-RGM algorithm. For Fig. 9 , the input signal is the white Gaussian program. In Fig. 10 , the input signal is the colored signal. We can clearly see that the proposed SAF-RGM algorithm can achieve comparable performance to the other two methods.
Figs. 11 and 12 reveal the MSE learning curves of three algorithms under the BG impulsive noise environment, where the white Gaussian signal and colored signal are adopted as the input in Figs. 11 and 12 , respectively. It can be clearly seen that the proposed SAF-RGM algorithm can gain the faster convergence rate and the better tracking performance than the other algorithms. Figs. 13 and 14 illustrate the MSE learning curves of three algorithms in case of the α stable noise. The other test parameters are the same as those in Fig. 12. From Figs. 13  and 14 , we can get that the proposed SAF-RGM algorithm still outperforms the SAF-LMS and SAF-Sign algorithms. 
VIII. CONCLUSION
In this paper, we first propose a SAF-RGM algorithm which is robust against impulsive noise. The proposed algorithm adopts the cost function based on Geman-McClure. The gradient value becomes small when the error is a high magnitude signal, and hence the proposed algorithm has a good stable performance against the impulsive noise. In addition, we also perform the mean and mean square performance analysis of the SAF-RGM algorithm. Simulation further proves that the proposed algorithm performs better than the existing algorithms. The correctness of performance analysis is also verified by simulation.
