Abstract-In this paper, we propose a new frequency synchronization algorithm for orthogonal frequency division multiplexing (OFDM) systems requiring only one training symbol, based on a conventional method which requires two training symbols. While the timing synchronization is obtained by using the conventional method, the carrier frequency offset is efficiently estimated by the proposed method. It is shown that the proposed method not only reduces the number of the training symbols but also possesses better performance than the conventional method without increase in complexity.
I. INTRODUCTION
Orthogonal frequency division multiplexing (OFDM) is known to be effective in coping with such wireless channel impairments as multipath fading, cochannel interference, and impulsive noise [1] , [2] . Moreover, OFDM systems have become practical to implement using fast Fourier transform (FFT) techniques thanks to advances in digital signal processing. Recently, OFDM systems are being applied for fixed and mobile digital transmission such as digital audio and video broadcasting, asymmetric digital subscriber line (ADSL) modems, and wireless LAN. In OFDM systems, synchronization is clearly one of the most important steps that should be performed. It is required to set the FFT window within the OFDM symbol not to incur intersymbol interference (ISI). It is also important to synchronize the carrier frequency in the receiver since OFDM systems can only tolerate carrier frequency offset (CFO), which is a fraction of the subcarrier spacing [3] . Many recent studies on OFDM systems are devoted to the frequency synchronization of OFDM signals using blind [4] - [6] and data-aided [3] , [7] - [9] schemes. Data-aided schemes are more suitable for the applications requiring fast and reliable synchronization. A maximum likelihood estimator of the CFO was investigated in [3] , where the estimation is based on the observation of two consecutive and identical symbols. The estimation range is 6(1=2) the subcarrier spacing, which can be increased by shortening the training symbol duration at the cost of reduced estimation accuracy. A joint timing and frequency synchronization method is proposed in [8] , where two training OFDM symbols are used for both frame/symbol timing and frequency offset estimation. In this method, the frame/symbol timing is found with the first training symbol, which has a repetition within half a symbol period. The fractional small CFO is then corrected and a correlation with the second training symbol is performed to find the remaining large CFO. The method allows a large estimation range of the CFO up to the overall transmission spectrum with a relatively simple structure. A modified version of [8] is proposed in [9] , where one training symbol is used for the CFO estimation. The method in [9] can extend the estimation range of the CFO with one symbol compared to that in [8] when only one training symbol is used at the price of much increase in complexity. However, the estimation range is much smaller than that of the method in [8] utilizing two training symbols. Furthermore, a new symbol timing method or another training symbol is required to obtain the symbol timing when the CFO estimator of [9] is utilized. This paper proposes a new CFO estimation method which can be combined with the conventional timing synchronization algorithm used in [8] : the proposed method requires only one training symbol for both frame/symbol timing and frequency synchronization without performance degradation or increase in complexity. It is also worth noting that the estimation range of the CFO estimator is as wide as that in [8] .
II. SYSTEM MODEL
We consider an OFDM system implemented by the inverse fast Fourier transform (IFFT) and FFT, each of size N = 2 for modulation and demodulation. Only Nu subcarriers out of total N subcarriers are used to avoid aliasing effect at the edges of the transmission spectrum. The OFDM samples at the outputs of the IFFT are given by (3) where x(t) is the baseband OFDM signal and w(t) is a zero-mean complex additive white Gaussian noise (AWGN). The received signal is matched filtered and sampled at the OFDM sample rate 1=Ts. Assuming that the matched filter is flat within the transmitter bandwidth and the symbol timing is obtained within the guard interval region such that 0GTs + Tmax noTs 0, the samples belonging to the first effective OFDM symbol, after the timing synchronization is performed, can be written as for n = 0; 1; . . . ; N 0 1 (4) where o = 2f o n o T s ; n l = b0n o + l =T s c; and w n is the sampling output of the AWGN. While we assume that the symbol timing is obtained within the guard interval region to make analysis simpler in this section, we will also consider the case where the symbol timing is erroneously obtained outside the guard interval in Section V.
To clearly see the effect of the CFO on the FFT output, let us assume that the channel is time invariant during one OFDM symbol duration, 
It is worthy to note that the IFO alters the order of the FFT outputs while the FFO causes the interchannel interference (ICI) in the FFT outputs.
III. A CFO ESTIMATION ALGORITHM
In [8] , the frame/symbol timing is found by searching for a training OFDM symbol, which has two identical halves in the time domain and the FFO is also estimated with the metric for the timing synchronization. The training symbol has the property x n+N=2 = x n ; n = 0; 1; . . . ; N=2 01, which is achieved by transmitting the data symbols over the even subcarriers and zeros over the odd subcarriers. The data symbols on the even subcarriers are multiplied by p 2 in the training symbol to maintain constant OFDM symbol energy. Thus, if we ignore the additive noise, the corresponding two halves of a received OFDM symbol are identical except for a phase shift caused by the CFO, i.e., (7) using the fact that the main difference between the two halves of the first training symbol would be a phase difference of = o. Apparently, the IFO cannot be estimated using (7) .
We now propose a method to find the IFO using only the training symbol used for the timing and FFO estimation: the conventional method requires another training OFDM symbol to find the IFO. After the FFO of the training OFDM symbol is corrected by multiplying the OFDM samples by e j(2n =N ) , the FFT outputs of the training symbols assuming perfect correction can be written as 
which has the differential coding structure in the frequency domain. Let us assume that the symbol timing is perfectly found and the FFO is compensated without error. The quotient Y 2k =Y 2k+2 is then approximately equal to C k except that it would be shifted by 2 I in the frequency domain due to the uncompensated IFO. While the difference between the phases of Y 2k =Y 2k+2 and C k may exist due to the difference between H 2k and H 2k+2 , it can be ignored since fading components of adjacent subchannels are strongly correlated for OFDM systems with a large number of subcarriers. Therefore, an estimate of I isĝ = g which maximizes the metric
where K = f0; 1; . . . ; Nu=2 0 2g and the denominator is used to normalize the metric value. Note that the proposed method has a differential coding between two data symbols transmitted through two adjacent subcarriers in one OFDM symbol, while the conventional method has a differential coding between two data symbols transmitted through the same subcarrier in two adjacent OFDM symbols.
IV. PERFORMANCE OF THE CFO ESTIMATOR IN AWGN
Here, we consider the performance of the proposed CFO estimator when perfect timing recovery is assumed and QPSK symbols are used. The CFO is estimated in two steps, FFO and IFO estimations. First, the performance of the IFO estimator is investigated when the FFO is perfectly estimated, and then the performance when two estimators are used together will be considered.
A. Distribution of the IFO Metric
The mean and variance of the metric F (g) can be obtained using a method similar to that in [8] . the figure, we found that the mean and variance of Fout(g) does not change significantly for large N and N u .
B. Probability of Missing the Correct IFO
Here, we investigate the probability of missing the correct IFO when a threshold is set to satisfy the required false alarm probability. It is possible to express the problem of finding the correct IFO by a hypothesis testing problem of choosing between a null hypothesis H0 : g 6 = I and an alternative hypothesis H 1 : g = I . If the IFO metric is larger than a threshold T; H 1 is accepted; otherwise, H 1 is rejected. The missing probability of the proposed method is
where Q(x) = (1= p 2) 1 x e 0(y =2) dy. The probability of falsely finding the IFO, i.e., the false alarm probability, is Usually, the threshold is obtained by fixing P fa such that T P = 0(1=D)logP fa . Fig. 3 shows the probability of missing the correct IFO when N = 1024; N u = 864; G = 64, and I is obtained by setting the threshold to satisfy P fa = 10 03 . It is observed that the results from analysis are close to those from simulation. It implies that the assumptions we made for the pdfs of the IFO metric when g = I and g 6 = I are acceptable.
It is also observed that the proposed method has much smaller probability of missing the correct IFO than the conventional method. This is because the proposed method utilizes all the symbol energy of one training symbol while the conventional method cannot utilize all the symbol energy since two training symbols must have different structures.
C. The Performance of the Total RFO Estimator
The error variance of the RFO estimate o = 2 I + F when the FFO and IFO estimations are performed sequentially is shown in Fig.  4 as a function of the SNR when N = 1024; Nu = 864; G = 64, and I = 13:6. In the figure, I is estimated by searching forĝ that maximizes the IFO metric without setting the threshold. Since I is found correctly at reasonable values of the SNR in both the proposed and conventional methods, the error variance of the RFO results only from the FFO estimator and thus is the same for both methods. The error variance of the FFO estimator can be found at high SNR as [3] , [8] Ef
This satisfies the Crámer-Rao bound (CRB) as mentioned in [8] . We can see that the proposed method shows almost the same performance as the conventional method even though the former uses only one training OFDM symbol while the latter uses two. We would also like to mention that the proposed method has the same estimation range and complexity as the conventional one.
V. PERFORMANCE IN A MULTIPATH FADING CHANNEL
The performance of the CFO estimator is now investigated in a multipath fading channel by Monte Carlo simulation method. In the following results, we use the Jakes model [12] to simulate the fading channel and we fix N = 1024; N u = 864; G = 64; f c = 5 GHz, and T s = 0:2 s.
The channel model is a six-path time varying multpath fading channel model of which L p = 6 and l = 10T s in (2) and the autocorrelation of the path gains is
where l power of the lth path; J 0 (1) zeroth order Bessel function; f d maximum Doppler frequency related to the rate of the channel variation [12] . The exponential multipath intensity profile l = exp(0 l = ) is assumed, where = 30T s and is a constant which satisfies L 01 l=0 l = 1. Fig. 5 shows the probability of missing the correct IFO when f d = 0 Hz and 180 Hz. It is observed that the proposed IFO estimator has better performance than the conventional one in the multipath fading channel. It is also observed that the missing probability increases when the maximum Doppler frequency increases from 0 to 180 Hz. Fig. 6 shows the error variance of the RFO estimate when o = 13:6 and f d = 0 Hz and 180 Hz. At low SNR values, the mean of the RFO estimator deviates a lot from the RFO since the IFO estimator cannot find the IFO exactly. However, if the SNR is greater than 10 dB, the RFO estimator performs well. It is observed that the error variance of the RFO estimator gets larger as the time variation of the channel increases. Despite the proposed method uses only one training OFDM symbol while the conventional method uses two, the proposed RFO estimator shows slightly better performance than the conventional one in multipath fading channels. Thus we can reduce the overhead due to the training symbols with the proposed method.
Figs. 7 and 8 show the probability of missing the correct IFO and the error variance of the RFO estimate when some timing errors exist, respectively. In these figures, the maximum Doppler frequency is fixed to f d = 180 Hz. It is observed that the results with timing error exhibit similar performance tendency to that observed in the results obtained without timing error except that there is a slight increase in the probability of missing the correct IFO and the error variance of the RFO estimate.
VI. CONCLUSION
In this paper, we propose an efficient CFO estimator that uses only one training symbol. The proposed training symbol structure can be used not only for CFO estimation but also for frame/symbol timing synchronization. The performance of the proposed method is presented in terms of the missing probability and the error variance of the CFO estimator. The proposed method is shown to have better performance than the conventional method in AWGN and multipath fading channels without increasing complexity.
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I. INTRODUCTION
The use of an adaptive array antenna is one prominent technique in improving the performance of wireless communication systems based on the current advancing real-time signal-processing technology. Among the applications of the adaptive array antenna to code-division multiple-access (CDMA) systems, it is the 2-D RAKE receiver that exploits the space-and time-domain structure of the received multipath signal and is known as a very suitable structure for CDMA [1] , [2] .
A number of studies have analyzed the bit error rate (BER) performance of the 2-D RAKE receiver, which is always limited to the case of correlated Rayleigh fading [1] , [2] . In the case of the Nakagami-fading model, analyses are usually limited to maximal ratio combiner (MRC) with correlated branches in nonselective fading channel [3] , [4] . Among them, the literature presents a moment generating function (MGF)-based approach for MRC performance with anarbitrary number ofbranchesand any arbitrary branchcorrelation in a Nakagami-fading environment [4] . It corrects some approximate results and removes the limitation associated with the correlation model
