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We consider the problem of quantum-state tomography under the assumption that the state is
pure, and more generally that its rank is bounded by a given value r. In this scenario two no-
tions of informationally complete measurements emerge: rank-r complete measurements and rank-r
strictly-complete measurements. Whereas in the first notion, a rank-r state is uniquely identified
from within the set of rank-r states, in the second notion the same state is uniquely identified from
within the set of all physical states, of any rank. We argue, therefore, that strictly-complete mea-
surements are compatible with convex optimization, and we prove that they allow robust quantum
state estimation in the presence of experimental noise. We also show that rank-r strictly-complete
measurements are as efficient as rank-r complete measurements. We construct examples of strictly-
complete measurements and give a complete description of their structure in the context of matrix
completion. Moreover, we numerically show that a few random bases form such measurements. We
demonstrate the efficiency-robustness property for different strictly-complete measurements with
numerical experiments. We thus conclude that only strictly-complete measurements are useful for
practical tomography.
I. INTRODUCTION
Quantum-state tomography (QST) is a standard tool
used to characterize, validate, and verify the performance
of quantum information processors. Unfortunately, QST
is a demanding experimental task, partly because the
number of free parameters of an arbitrary quantum state
scale quadratically with the dimension of the system. To
overcome this difficulty, one can study QST protocols
which include prior information about the system and
effectively reduce the number of free parameters in the
model. In this work we study QST under the prior in-
formation that the state of the system is close to a pure
state, and more generally, that it is close to a bounded-
rank state (a density matrix with rank less than or equal
to a given value). Indeed, in most quantum information
processing applications the goal is not to manipulate ar-
bitrary states, but to create and coherently evolve pure
states. When the device is performing well, and there
are only small errors, the quantum state produced will
be close to a pure state, and the density matrix will have
a dominant eigenvalue. One can use other techniques,
e.g. randomized benchmarking [1–3], to gain confidence
that it is operating near this regime. This important
prior information can be applied to significantly reduce
the resources required for QST. We study different as-
pects of informational completeness that allow for effi-
cient estimation in this scenario, and robust estimation
in the face of noise or when the state is full rank, but still
close to a bounded-rank state.
Bounded-rank QST has been studied by a number of
previous workers [4–15], and has been shown to require
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less resources than general QST. One approach is based
on the compressed sensing methodology [6, 7], where cer-
tain sets of randomly chosen measurements guarantee a
robust estimation of low-rank states with high probabil-
ity. Other schemes [4, 5, 8–10, 13–15], not related to com-
pressed sensing, construct specific measurements that ac-
complish bounded-rank QST, and some of these proto-
cols have been implemented experimentally [10, 16]. In
addition, some general properties of such measurements
have been derived [11, 12, 14].
When considering bounded-rank QST a natural notion
of informational completeness emerges [8], referred to as
rank-r completeness. A measurement (a POVM) is rank-
r complete if the outcome probabilities uniquely distin-
guish a state with rank ≤ r from any other state with
rank ≤ r. A rigorous definition is given below. The set
of quantum states with rank ≤ r, however, is not convex,
and in general we cannot construct efficient estimators
based on rank-r complete measurements that will yield
a reliable state reconstruction in the presence of exper-
imental noise. This poses a concern for the practicality
of such measurements for QST.
The purpose of this contribution is two fold: (i) We
develop the significance of a different notion of infor-
mational completeness that we denote as rank-r strict-
completeness. We prove that strictly-complete measure-
ments allow for robust estimation of bounded-rank states
in the realistic case of noise and experimental imperfec-
tions by solving essentially any convex program. Be-
cause of this, strictly-complete measurements are crucial
for the implementation of bounded-rank QST. (ii) We
study two different types of strictly-complete measure-
ments and show that they require less resources than
general QST. The first is a special type of measurement
called “element-probing” POVM (EP-POVM). For ex-
ample, the measurements proposed in Refs. [4, 10] are
EP-POVMs. In this context, the problem of QST trans-
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FIG. 1. Various notions of completeness in bounded-
rank QST. The white dots represent Hermitian matrices,
positive or not, that are consistent with the (noiseless) mea-
surement record. (a) Rank-r completeness. The measure-
ment record, distinguishes the rank ≤ r state from any other
rank ≤ r PSD matrix. However, there generally will be in-
finitely many other states, with rank greater than r, that are
consistent with the measurement record. (b) Rank-r strict-
completeness. The measurement record distinguishes the
rank ≤ r state from any other PSD matrix. Thus it is unique
in the convex set of PSD matrices.
lates to the problem of density matrix completion, where
the goal is to recover the entire density matrix when only
a few of its elements are given. The formalism we develop
here entirely captures the underlying structure of all EP-
POVMs and solves the problem of bounded-rank density
matrix completion. The second type of strictly-complete
POVM we study is the set of Haar-random bases. Based
on numerical evidence we argue that measurement out-
comes of a few random bases form a strictly-complete
POVM and that the number of bases required to achieve
strict completeness scales weakly with the dimension and
rank.
The remainder of this article is organized as follows. In
Sec. II we establish the different definitions of informa-
tional completeness and in Sec. III we demonstrate the
power of strictly-complete POVMs for practical tomog-
raphy. We show how such POVMs allow us to employ
convex optimization tools in quantum state estimators,
and how the result is robust to experimental noise. In
Sec. IV we establish a complete theory of rank-r complete
and strictly-complete POVMs for the case of EP-POVMs
and explore numerically how measurements in random
orthogonal bases yield a strictly-complete POVM. We
also demonstrate the robustness of strictly-complete mea-
surements with numerical simulations of noisy measure-
ments in Sec. V. We summarize and conclude in Sec. VI.
II. INFORMATIONAL COMPLETENESS IN
BOUNDED-RANK QST
QST has two basic ingredients, states and measure-
ments, so it is important to define these precisely. A
quantum state in a d-dimensional Hilbert space, Hd, is a
density matrix, ρ, that is positive semidefinite (PSD) and
normalized to unit trace. A quantum measurement with
m possible outcomes (events) is defined by a positive-
operator valued measure (POVM) with m elements, E =
{Eµ : Eµ ≥ 0,
∑m
µ=1Eµ = 1}. A POVM then has an as-
sociated map ME [·] = [Tr(E1·), . . . ,Tr(Em·)]. This map
acts on a quantum state ρ to return a vector of proba-
bilities, p ≡ ME [ρ] = [Tr(E1ρ), . . . ,Tr(Emρ)], which we
refer to this as the “measurement vector.” A POVM is
fully informationally complete if the measurement vector,
p, distinguishes the state ρ from all other states. A fully
informationally complete POVM must have d2 linearly
independent elements.
We commonly think of POVMs as acting on quantum
states, but mathematically we can apply them, more
generally, on PSD matrices. In this work we discuss
POVMs acting on PSD matrices as it highlights the fact
that our definitions and results are independent of the
trace constraint of quantum states, and only depend on
the positivity property. To accomplish this we treat the
map, ME [·] defined by a POVM E , more generally as
a map between the space of PSD matrices and the real
vector space, Rm. Particularly, the action of this map
on X ≥ 0 is given as ME [X] = y where yµ ≥ 0 and∑m
µ=1 yµ = Tr(X). The second expression shows that
since, by definition, the POVM elements sum to the iden-
tity, the POVM always measures the trace of the ma-
trix. It is also useful to define the kernel of a POVM,
Ker(E) ≡ {X :ME [X] = 0}. Since the POVM elements
sum to the identity matrix, we immediately obtain that
every X ∈ Ker(E) is traceless, Tr(X) = 0.
In bounded-rank QST, rank-r completeness is a natu-
ral concept [8, 11, 12], which we define here in terms of
PSD matrices.
Definition 1: Let Sr = {X : X ≥ 0,RankX ≤ r} be
the set of d× d PSD matrices with rank ≤ r. A POVM
is said to be rank-r complete if
∀X1, X2 ∈ Sr, X1 6= X2,ME [X1] 6=ME [X2], (1)
except for possibly a set of rank-r states that are dense
on a set of measure zero, called the “failure set.”
In the context of QST, the measurement probabilities
of a rank-r complete POVM uniquely identify the rank
≤ r state from within the set of all PSD matrices with
rank ≤ r, Sr. Figure 1a illustrates the notion of rank-
r completeness. The measurement probabilities cannot
uniquely identify states in this way if they lie in the fail-
ure set, as was considered in [4, 10]. The chances of
randomly hitting a state in that set, however, is vanish-
ingly small. While in Refs. [8, 11, 12] the definition of
rank-r completeness does not include a failure set, here
we chose to include it following [4]. We comment on the
implications and structure of the failure set for practical
tomography in Sec. IV.
Using Ker(E) we arrive at an alternative, equivalent,
definition for rank-r complete: A POVM E is rank-r
complete if ∀X1, X2 ∈ Sr, with X1 6= X2, the differ-
ence ∆ = X1 − X2 is not in the kernel of E , i.e., ∃Eµ
such that Tr(Eµ∆) 6= 0. Carmeli et al. [11] showed that
a necessary and sufficient condition for a POVM to be
rank-r complete is that every nonzero ∆ ∈ Ker(E) has
3max(n−, n+) ≥ r + 1, where n+ and n− are the num-
ber of strictly positive and strictly negative eigenvalues
of a matrix, respectively. This condition was derived for
PSD matrices with rank ≤ r. If we exclude the posi-
tivity property, and only consider the rank property, we
obtain a sufficient condition: a POVM is rank-r complete
if every nonzero ∆ ∈ Ker(E) has Rank(∆) ≥ 2r+1. This
sufficient condition applies to all Hermitian matrices with
rank ≤ r, PSD or otherwise. Using the sufficient condi-
tion alone, it was shown [8] that the expectation values
of particular 4r(d− r) observables corresponds to rank-r
complete measurement, and moreover [14] that a mea-
surement of 4rdd−rd−1e random orthonormal bases is rank-r
complete.
The definition of rank-r complete POVMs guarantees
the uniqueness of the reconstructed state in the set Sr,
but it does not say anything about higher-rank states.
There may be other density matrices, with rank greater
than r that are consistent with the measurement proba-
bilities. Since Sr is a nonconvex set it may be difficult to
differentiate between the unique rank-r density matrix
and these higher-rank states, particularly in the pres-
ence of noise or other experimental imperfections. To
overcome this difficulty, we consider a “stricter” type of
POVM which excludes these higher-rank states. This
motivates the following definition [9, 11, 12]:
Definition 2: Let S = {X : X ≥ 0} be the set of d× d
PSD matrices. A POVM is said to be rank-r strictly-
complete if
∀X1 ∈ Sr, ∀X2 ∈ S, X1 6= X2,ME [X1] 6=ME [X2],
(2)
except for possibly a set of rank-r states that are dense
on a set of measure zero, called the “failure set.”
The implication for QST is that when the rank of the
state being measured is promised to be smaller than or
equal to r, the measurement probabilities of a rank-r
strictly-complete POVM distinguish this state from any
other PSD matrix, of any rank (except on the failure
set). Figure 1b illustrates the notion of rank-r strict-
completeness.
Carmeli et al. [11] showed that a POVM is rank-
r strictly-complete if, and only if, every nonzero X ∈
Ker(E) has min(n−, n+) ≥ r + 1. This condition relies
on the PSD property of the matrices. To date, there
are only a few known POVMs that are rank-r strictly-
complete [9, 15]. In Sec. IV, we present new strictly-
complete POVMs with O(rd) elements.
In contrast to the notion of rank-r completeness, which
can be defined generally for bounded-rank Hermitian ma-
trices, the definition of strict-completeness is nontrivial
only when applied to PSD matrices, and therefore, in par-
ticular to quantum states. To see this, let us apply the
definition of strict-completeness for bounded-rank Her-
mitian matrices, ignoring positivity. Let R be a Her-
mitian matrix with Rank(R) ≤ r. To be (nontrivially)
strictly-complete the POVM should be able to distin-
guishR from any Hermitian matrix, of any rank, with less
than d2 linearly independent POVM elements. (If the
POVM has d2 linearly independent POVM elements, it
is fully informationally complete and can distinguish any
Hermitian matrix from any other.) However, a POVM
with less than d2 linearly independent elements neces-
sarily has infinitely many Hermitian matrices, with rank
> r, which produce the same noiseless measurement vec-
tor as R. Therefore, without positivity, we cannot define
strict-completeness with less than d2 linearly indepen-
dent elements. On the other hand, if we impose positiv-
ity, as we will shortly see, there exists POVMs that are
rank-r strictly-complete and have fewer than d2 elements.
III. THE POWER OF STRICTLY-COMPLETE
MEASUREMENTS
The usefulness of strictly-complete measurements be-
come evident when we consider implementations in a re-
alistic experimental context. It is essential that the esti-
mation protocol be robust to noise and other imperfec-
tions. Thus, any realistic estimation procedure should
allow one to find the closest estimate (by some appro-
priate measure of distance) given a bound on the noise.
We can address this by convex optimization, whereby
the estimate is found by minimizing a convex function
over a convex set. Since rank-r strictly-complete POVMs
uniquely identify a rank-r quantum state from within the
convex set of PSD matrices, the data obtained from mea-
surements defined by these POVMs fits the convex op-
timization paradigm. On the other hand, rank-r com-
plete measurements uniquely identify the rank-r state
only from within the nonconvex set of rank-r PSD matri-
ces, and therefore are not compatible to use with convex
optimization.
This is formalized in the following corollary for the
noiseless measurement case:
Corollary 1 (uniqueness): Let ρ0 be a quantum state
with rank ≤ r, and let p =ME [ρ0] be the corresponding
measurement vector of a rank-r strictly-complete POVM
E . Then, the solution to
Xˆ = arg min
X
C(X) s.t.M[X] = p and X ≥ 0, (3)
or to
Xˆ = arg min
X
‖M[X]− p‖ s.t. X ≥ 0, (4)
where C(X) is a any convex function of X, and ‖ · ‖ is
any norm function, is unique: Xˆ = ρ0.
Proof: This is a direct corollary of the definition of strict-
completeness. Since, by definition, the probabilities of
rank-r strictly-complete POVM uniquely determine ρ0
from within the set of all PSD matrices, its reconstruc-
tion becomes a feasibility problem over the convex set
{M[X] = p, X ≥ 0},
find X s.t.M[X] = p and X ≥ 0. (5)
4The solution for this feasibility problem is ρ0 uniquely.
Therefore, any optimization program, and particularly
an efficient convex optimization program that looks for
the solution within the feasible set, is guaranteed to find
ρ0. 
Corollary 1 was proved in Ref. [17] for the particular
choice C(X) = Tr(X), and also in the context of com-
pressed sensing measurements in Ref. [12]. Note, while
one can also include a trace constraint Tr(X) = t, in this
noiseless case, Eqs. (3) and (4), this is redundant since
any POVM “measures” the trace of a matrix. Thus,
if we have prior information that Tr(X) = t, then the
feasible set in Eq. (5) is equal to the set {X |M[X] =
p, X ≥ 0, and Tr(X) = t}. In particular, in the con-
text of QST with idealized noiseless data, the constraint
Trρ = 1 would be redundant; the reconstructed state
would necessarily be properly normalized.
This corollary implies that strictly-complete POVMs
allow for the reconstruction of bounded-rank states via
convex optimization even though the set of bounded-
rank states is nonconvex. Moreover, all convex programs
over the feasible solution set, i.e., of the form of Eqs. (3)
and (4), are equivalent for this task. For example, this re-
sult applies to maximum-(log)likelihood estimation [18]
where C(ρ) = − log(∏µ Tr(Eµρ)pµ). Corollary 1 does
not apply for states in the POVM’s failure set, if such
set exists.
It is also essential that the estimation protocol be ro-
bust to noise and other imperfections. In any real exper-
iment the measurement vector necessarily contains noise
due to finite statistics and systematic errors. Moreover,
any real state assignment should have full rank, and the
assumption that the state has rank ≤ r is only an approx-
imation. Producing a robust estimate in this case with
rank-r complete measurements is generally a hard prob-
lem since the set of bounded-rank states in not convex.
Strict-completeness, however, together with the conver-
gence properties of convex programs, ensure a robust
state estimation in realistic experimental scenarios. This
is the main advantage of strictly-complete measurements
and is formalized in the following corollary.
Corollary 2 (robustness): Let σ be the state of the
system, and let f =ME [σ] + e be the (noisy) measure-
ment vector of a rank-r strictly-complete POVM E , such
that ‖e‖ ≤ . If ‖f −ME [ρ0]‖ ≤  for some quantum
state ρ0 with Rank(ρ0) ≤ r, then the solution to
Xˆ = arg min
X
C(X) s.t. ‖M[X]−f‖ ≤  and X ≥ 0, (6)
or to
Xˆ = arg min
X
‖M[X]− f‖ s.t. X ≥ 0, (7)
where C(X) is a any convex function of X, is robust:
‖Xˆ − ρ0‖ ≤ CE, and ‖Xˆ − σ‖ ≤ 2CE, where ‖ · ‖ is any
p-norm, and CE is a constant which depends only on the
POVM.
The proof, given in Appendix A, is derived from
Lemma V.5 of Ref. [17] where it was proved for the
particular choice C(X) = Tr(X). In Ref. [12] this
was also studied in the context of compressed sensing
measurements. This corollary assures that if the state of
the system is close to a bounded-rank density matrix and
is measured with strictly-complete measurements, then
it can be robustly estimated with any convex program,
constrained to the set of PSD matrices. In particular, it
implies that all convex estimators perform qualitatively
the same for low-rank state estimation. This may be
advantageous especially when considering estimation of
high-dimensional quantum states.
As in the noiseless case, the trace constraint is not
necessary for Corollary 2, and in fact leaving it out allows
us to make different choices for C(X), as was done in
Ref. [17]. However, for a noisy measurement vector, the
estimated matrix Xˆ is generally not normalized, TrXˆ 6=
1. The final estimation of the state is then given by
ρˆ = Xˆ/Tr(Xˆ). In principle, we can consider a different
version of Eqs. (6) and (7) where we include the trace
constraint, and this may have implications for the issue
of “bias” in the estimator. This will be studied in more
details elsewhere.
IV. BUILDING STRICTLY-COMPLETE
MEASUREMENTS
So far, we have shown that strictly-complete measure-
ments are advantageous because of their compatibility
with convex optimization (Corollary 1) and their robust-
ness to statistical noise and to state preparation errors
(Corollary 2). We have not, however, discussed how to
find such measurements or the resources required to im-
plement them. In this section we answer these questions
with two different approaches. First, we describe a gen-
eral framework that can be used to construct strictly-
complete EP-POVMs, and we explicitly construct two
examples of such POVMs in Appendix B. Second, we
numerically study the number of random bases that cor-
responds to strictly-complete POVMs for certain states
rank and dimension. In both cases we find that the num-
ber of POVM elements required is O(rd), implying that
strictly-complete measurements can be implemented ef-
ficiently.
A. Element-probing POVMs
EP-POVMs are special types of POVMs where the
measurement probabilities determine a subset of the to-
tal d2 matrix elements, referred to as the “measured el-
ements.” With EP-POVMs, the task of QST is to re-
construct the remaining (unmeasured) density matrix el-
ements from the measured elements, and thus, in this
case, QST is equivalent to the task of density matrix
5completion. Similar work was carried out in Ref. [19] to
study the problem of PSD matrix completion.
Examples of EP-POVMs were studied by Flammia et
al. [4], and more recently, by Goyeneche et al. [10], and
shown to be rank-1 complete. We briefly review them
here since we use them as canonical examples for the
framework we develop. Flammia et al. [4] introduced the
following POVM,
E0 = a|0〉〈0|,
En = b(1 + |0〉〈n|+ |n〉〈0|), n = 1, . . . , d− 1,
E˜n = b(1− i|0〉〈n|+ i|n〉〈0|), n = 1, . . . , d− 1,
E2d = 1−
[
E0 +
d−1∑
n=1
(En + E˜n)
]
, (8)
with a and b chosen such that E2d ≥ 0. They showed that
the measurement probabilities pµ = 〈ψ|Eµ|ψ〉 and p˜µ =
〈ψ|E˜µ|ψ〉 can be used to reconstruct any d-dimensional
pure state |ψ〉 = ∑d−1k=0 ck|k〉, as long as c0 6= 0. Un-
der the assumption, c0 > 0, we find that c0 =
√
p0/a.
The real and imaginary parts of cn, n = 1, . . . , d − 1,
are found through the relations <(cn) = 12c0 (
pn
b − 1) and
=(cn) = 12c0 (
p˜n
b −1), respectively. The POVM in Eq. (8)
is in fact an EP-POVM where the measured elements are
the first row and column of the density matrix. The prob-
ability p0 = Tr(E0ρ) can be used to algebraically recon-
struct the element ρ0,0 = 〈0|ρ|0〉, and the probabilities
pn = Tr(Enρ) and p˜n = Tr(E˜nρ) can be used to recon-
struct the elements ρn,0 = 〈n|ρ|0〉 and ρ0,n = 〈0|ρ|n〉, re-
spectively. Further details of this construction are given
in Appendix B 1.
A second EP-POVM that is rank-1 complete was stud-
ied by Goyeneche et al. [10]. In this scheme four specific
orthogonal bases are measured,
B1 =
{ |0〉 ± |1〉√
2
,
|2〉 ± |3〉√
2
, . . . ,
|d− 2〉 ± |d− 1〉√
2
}
,
B2 =
{ |1〉 ± |2〉√
2
,
|3〉 ± |4〉√
2
, . . . ,
|d− 1〉 ± |0〉√
2
}
,
B3 =
{ |0〉 ± i|1〉√
2
,
|2〉 ± i|3〉√
2
, . . . ,
|d− 2〉 ± i|d− 1〉√
2
}
,
B4 =
{ |1〉 ± i|2〉√
2
,
|3〉 ± i|4〉√
2
, . . . ,
|d− 1〉 ± i|0〉√
2
}
. (9)
Goyeneche et al. [10] outlined a procedure to reconstruct
the pure state amplitudes but we omit it here for brevity.
Similar to the POVM in Eq. (8), the procedure fails
when certain state-vector amplitudes vanish. More de-
tails are given in Appendix B. This POVM is an EP-
POVM as well. Here, the measured elements are the
elements on the first diagonals (the diagonals above and
below the principal diagonal) of the density matrix. De-
noting p±j =
1
2 (〈j| ± 〈j + 1|)ρ(|j〉 ± |j + 1〉), and p±ij =
1
2 (〈j|∓ i〈j+1|)ρ(|j〉± i|j+1〉), we obtain, ρj,j+1= 12 [(p+j −
p−j ) + i(p
+i
j − p−ij )] for j = 0, . . . , d − 1, and addition of
indices is taken modulo d. Goyeneche et al. [10] also
considered a protocol for measuring pure states by adap-
tively measuring five bases. In Appendix B 2 we consider
a related protocol with five-bases but without adapta-
tion.
By their design, these two POVMs are rank-1 complete
but are they rank-1 strictly-complete? Currently there is
no unified and simple description of the underlying struc-
ture of EP-POVMs that allow for pure-state, and more
generally bounded-rank state, identification. Moreover,
due to the positivity constraint, it is generally difficult
to determine if a EP-POVM is strictly-complete. We ad-
dress this issue by developing a framework that assess the
completeness of EP-POVMs and explicitly deals with the
positivity constraint .
Our technique to determine the informational com-
pleteness of an EP-POVM relies on properties of the
Schur complement and matrix inertia [20, 21]. Consider
a block-partitioned k × k Hermitian matrix M ,
M =
(
A B†
B C
)
, (10)
where A is a r×r Hermitian matrix, and the size of B†, B
and C is determined accordingly. The Schur complement
of M with respect to A, assuming A is nonsingular, is
defined by
M/A ≡ C −BA−1B†. (11)
The inertia of a Hermitian matrix is the ordered triple
of the number of negative, zero, and positive eigenvalues,
In(M) = (n−, n0, n+), respectively.
We will use the Haynsworth inertia additivity for-
mula, which relates the inertia of M to that of A and
of M/A [20],
In(M) = In(A) + In(M/A), (12)
A corollary of the inertia formula is the rank additivity
property,
Rank(M) = Rank(A) + Rank(M/A). (13)
With these relations we can determine the informational
completeness of any EP-POVM.
As an instructive example, we use these relations in
an alternative proof that the POVM in Eq. (8) is rank-1
complete without referring to the pure-state amplitudes.
The POVM in Eq. (8) is an EP-POVM, where the mea-
sured elements are ρ0,0, ρn,0 and ρ0,n for n = 1, . . . , d−1.
Supposing that ρ0,0 > 0 and labeling the unmeasured
(d − 1) × (d − 1) block of the density matrix by C, we
write
ρ =

ρ0,0 ρ0,1 · · · ρ0,d−1
ρ1,0
... C
ρd−1,0
 (14)
6Clearly, Eq. (14) has the same form as Eq. (10), such
that M = ρ, A = ρ0,0, B
† = (ρ0,1 · · · ρ0,d−1), and
B = (ρ0,1 · · · ρ0,d−1)†. Assume ρ is a pure state so
Rank(ρ) = 1. By applying Eq. (13) and noting that
Rank(A) = 1, we obtain Rank(ρ/A) = 0. This im-
plies that ρ/A = C − BA−1B† = 0, or equivalently,
that C = BA−1B† = ρ−10,0BB
†. Therefore, by measur-
ing every element of A, B (and thus of B†), the rank
additivity property allows us to algebraically reconstruct
C uniquely without measuring it directly. Thus, the en-
tire density matrix is determined by measuring its first
row and column. Since we used the assumption that
Rank(ρ)=1, the reconstructed state is unique to the set
S1, and the POVM is rank-1 complete.
This algebraic reconstruction of the rank-1 density ma-
trix works as long as ρ0,0 6= 0. When ρ0,0 = 0, the Schur
complement is not defined, and Eq. (13) does not apply.
This, however, only happens on a set of states of measure
zero (the failure set), i.e. the set of states where ρ0,0 = 0
exactly. It is exactly the same set found by Flammia et
al. [4].
The above technique can be used to determine if any
EP-POVM is rank-r complete for a state ρ ∈ Sr. In gen-
eral, the structure of the measured elements will not be
as convenient as the example considered above. Our ap-
proach is to study k × k principle submatrices of ρ such
that k > r. Since ρ is a rank-r matrix, it has at least one
nonsingular r × r principal submatrix [22]. Assume for
now that a given k×k principal submatrix, M , contains a
nonsingular r× r principle submatrix A. From Eq. (13),
since Rank(M) = Rank(A) = r, Rank(M/A) = 0, and
therefore, C = BA−1B†. This equation motivates our
choice of M . If the measured elements make up A and B
(and therefore B†) then we can solve for C and we have
fully characterized ρ on the subspace defined by M . We
refer to block-matrices in this form as a principal sub-
matrix in the canonical form. In practice, the measured
elements only need to be related to canonical form by
a unitary transformation. In Appendix B 2 we discuss
such an example where the transformation is done by in-
terchanging columns and corresponding rows. In general,
an EP-POVM may measure multiple subspaces, Mi, and
we can reconstruct ρ only when the corresponding Ai,
Bi, Ci cover all elements of ρ [23]. We label the set of
all principle submatrices that are used to construct ρ by
M = {Mi}. Since we can reconstruct a unique state
within the set of Sr this is then a general description of
a rank-r complete EP-POVM. The failure set, in which
the measurement fails to reconstruct ρ, corresponds to
the set of states that are singular on any of the Ai sub-
spaces.
The structure defined above also allows us to to
prove that under certain conditions, when we include
the positivity constraint, a given EP-POVMs is strictly-
informationally complete. As an example, consider the
rank-1 complete POVM in Eq. (8). Since ρ/A = 0, by
applying the inertia additivity formula to ρ we obtain
In(ρ) = In(A) + In(ρ/A) = In(A). (15)
This implies that A is a PSD matrix. For the POVM in
Eq. (8), A = ρ0,0, so this equation is a re-derivation of the
trivial condition ρ0,0 ≥ 0. Let us assume that the POVM
is not rank-1 strictly-complete. If so, there must exist a
PSD matrix, σ ≥ 0, with Rank(σ) > 1, that has the
same measurement vector and thus measured elements
as ρ, but different unmeasured elements. We define this
difference by V 6= 0, and write
σ =

ρ0,0 ρ0,1 · · · ρ0,d−1
ρ1,0
... C+V
ρd−1,0
 = ρ+
(
0 0
0 V
)
.
(16)
Since σ and ρ have the same measurement vector, for
all µ, Tr(Eµσ) = Tr(Eµρ). Summing over µ and using∑
µEµ = 1, we obtain that Tr(σ) = Tr(ρ), and there-
fore, if ρ is a quantum state σ must also be a quantum
state. This implies that V must be a traceless Hermitian
matrix, hence, n−(V ) ≥ 1. Using the inertia additivity
formula for σ gives,
In(σ) = In(A) + In(σ/A). (17)
By definition, the Schur complement is
σ/A = C + V −BA−1B† = ρ/A+ V = V. (18)
The inertia additivity formula for σ thus reads,
In(σ) = In(A) + In(V ). (19)
Since A = ρ0,0 > 0, n−(σ) = n−(V ) ≥ 1 so σ has at
least one negative eigenvalue, in contradiction to the as-
sumption that it is a PSD matrix. Therefore, σ  0 and
we conclude that the POVM in Eq. (8) is rank-1 strictly-
complete.
A given POVM that is rank-r complete is not nec-
essarily rank-r strictly-complete in the same way as the
POVM in Eq. (8). For example, the bases in Eq. (9), cor-
respond to a rank-1 complete POVM, but not to a rank-1
strictly-complete POVM. For these bases, we can apply
a similar analysis to show that there exists a quantum
state σ with Rank(σ) > 1 that matches the measured
elements of ρ.
Given this structure, we derive the necessary and suf-
ficient condition for a rank-r complete EP-POVMs to
be rank-r strictly-complete. Using the notation intro-
duced above, let us choose an arbitrary principal subma-
trix M ∈M that was used to construct ρ. Such a matrix
has the form of Eq. (10) where C = BA−1B†. Let σ be a
higher-rank matrix that has the same measured elements
as ρ, and let M˜ be the submatrix of σ which spans the
same subspace as M . Since σ has the same measured
elements as ρ, M˜ must have the form
M˜ =
(
A B†
B C˜
)
≡
(
A B†
B C + V
)
= M +
(
0 0
0 V
)
. (20)
7Then, from Eq. (12), In(M˜) = In(A) + In(M˜/A) =
In(A) + In(V ), since M˜/A = M/A + V = V . A ma-
trix is PSD if and only if all of its principal submatrices
are PSD [21]. Therefore, σ ≥ 0 if and only if M˜ ≥ 0,
and M˜ ≥ 0 if and only if n−(A) + n−(V ) = 0. Since
ρ ≥ 0, all of its principal submatrices are PSD, and
in particular A ≥ 0. Therefore, σ ≥ 0 if and only if
n−(V ) = 0. We can repeat this logic for all other sub-
matrices M ∈M. Hence, we conclude that the measure-
ment is rank-r strictly-complete if and only if there exists
at least one submatrix M ∈ M for which every V that
we may add (as in Eq. (20)) has at least one negative
eigenvalue.
A sufficient condition for an EP-POVM to be rank-r
strictly-complete is given in the following proposition.
Proposition 1. Assume that an EP-POVM is
rank-r complete. If its measurement outcomes deter-
mine the diagonal elements of the density matrix, then
it is a rank-r strictly-complete POVM.
Proof. Consider a Hermitian matrix σ that has
the same measurement probabilities as ρ, thus the
same measured elements. If we measure all diagonal
elements of ρ (and thus, of σ), then for any principal
submatrix M˜ of σ, cf. Eq. (20), the corresponding V
is traceless because all the diagonal elements of C are
measured. Since V is Hermitian and traceless it must
have at least one negative eigenvalue, therefore, σ is not
PSD matrix and the POVM is rank-r strictly-complete.
A useful corollary of this proposition is any EP-
POVM that is rank-r complete can be made rank-r
strictly-complete simply by adding POVM elements that
determine the diagonal elements of the density matrix.
The framework we developed here allows us to con-
struct rank-r strictly-complete POVMs. We present two
such POVMs in Appendix B and describe the algebraic
reconstruction of the rank-r state. The POVMs are gen-
eralization of the POVMs by Flammia et al. [4] and
Goyeneche et al. [10] from pure states to rank-r states,
such that the construction of the rank-(r − 1) strictly-
complete POVM is nested in the rank-r strictly-complete
POVM. The usefulness of such nested POVMs is dis-
cussed in Sec. V.
B. Measurement of random bases
We numerically study a straightforward protocol to
implement strictly-complete measurements by measur-
ing a collection of random bases. In particular, we
find that measuring only few random orthonormal bases
amounts to strict-completeness. Measurement of random
bases have been studied in the context of compressed
sensing (see, e.g., in Refs. [24, 25]). However, when
taking into account the positivity of density matrices,
we obtain strict-completeness with fewer measurements
than required for compressed sensing [12]. Therefore,
strict-completeness is not equivalent to compressed sens-
ing. While for quantum states, all compressed sensing
measurements are strictly-complete [12], not all strictly-
complete measurements satisfy the conditions required
for compressed sensing estimators.
We perform the numerical experiments to determine
rank-r strictly-complete measurement for r = 1, 2, 3. To
achieve this, we take the ideal case where the measure-
ment outcomes are known exactly and the rank of the
state is fixed. We consider two types of measurements
on a variety of different dimensions: (i) a set of Haar-
random orthonormal bases on unary qudit systems with
dimensions d = 11, 16, 21, 31, 41, and 51; and (ii) a set of
local Haar-random orthonormal bases on a tensor prod-
uct of n qubits with n = 3, 4, 5, and 6, corresponding
to d = 8, 16, 32, and 64, respectively. For each dimen-
sion, and for each rank, we generate 25d Haar-random
states. For each state we calculate the noiseless mea-
surement vector, p, with an increasing number of bases.
After each new basis measurement we use the constrained
least-square (LS) program, Eq. (4), where ‖ · ‖ is the `2-
norm, to produce an estimate of the state. We emphasize
that the constrained LS finds the quantum state that is
the most consistent with p with no restrictions on rank.
The procedure is repeated until all estimates match the
states used to generate the data (up to numerical error
of 10−5 in infidelity). This indicates the random bases
used correspond to a rank-r strictly-complete POVM.
Dimension
Unary Qubits
Rank 11 16 21 31 41 51 8 16 32 64
1 6 6
2 7 8 8 9 9 10
3 9 10 11 12 12 13 12 15
TABLE I. Number of random orthonormal bases cor-
responding to strict-completeness. Each cell lists the
minimal number of measured bases for which the infidelity
was below 10−5 for each of the tested states in the given di-
mensions and ranks. This indicates that a measurement of
only few random bases is strictly-complete POVM.
We present our findings in Table I. For each dimension,
we also tested fewer bases than listed in the table. These
bases return infidelity below 10−5 for most states but not
all. For example, in the unary system with d = 21, using
the measurement record from 5 bases we can reconstruct
all states with an infidelity below the threshold except
for one. The results indicate that measuring only few
random bases, with weak dependence on the dimension,
corresponds to a strictly-complete POVM for low-rank
quantum states. Moreover, the difference between, say
rank-1 and rank-2, amounts to measuring only a few more
bases. This is important, as discussed below, in realistic
scenarios when the state of the system is known to be
close to pure. Finally, when considering local measure-
ments on qubits, more bases are required to account for
8strict-completeness when compared to unary system; see
for example results for d = 16.
V. NUMERICAL EXPERIMENTS WITH
STRICTLY-COMPLETE POVMS
To demonstrate the robustness of the estimators, we
simulate a realistic scenario where the state of the system
is full rank but high purity and the experimental data
contains statistical noise. From Corollary 2 we expect to
obtain a robust estimation of the state by solving any
convex estimator of the form of Eqs. (6) and (7). We use
three example estimators (using the MATLAB package
CVX [26]):
(i) A constrained trace-minimization program,
Xˆ = arg min
X
Tr(X) s.t. ‖M[X]− f‖2 ≤  and X ≥ 0,
(21)
(ii) a constrained LS program,
Xˆ = arg min
X
‖M[X]− f‖2 s.t. X ≥ 0, (22)
(iii) maximum-likelihood when constraining the model to
be a quantum state,
ρˆ = arg min
ρ
−
∑
µ
fµ log(Tr(Eµρ)) (23)
s.t. ‖M[ρ]− f‖2 ≤ , ρ ≥ 0, and Tr(ρ) = 1,
where  is generated based on the variance of the multino-
mial distribution if the maximally mixed state was mea-
sured,  =
√
b(1− 1/d)/N , where b is the number of
bases and N is the number of samples per basis. In the
first two programs the trace constraint is not included
hence ρˆ = Xˆ/Tr(Xˆ).
We simulate two different types of systems. We con-
sider unary systems of qudits with dimensions d = 11, 21,
and 31, measured with a series of Haar-random bases.
Secondly, we consider a collection of n = 3, 4, and 5
qubits. In this case we simulate measurements both with
a series of Haar-random bases on each qubit and also with
the rank-r generalization of the measurement proposed
by Goyeneche et al. [10], defined in Appendix B 2. For
each system we generate 100 Haar-random pure-states
(target states), {|ψ〉}, and take the state of the system to
be σ = (1−q)|ψ〉〈ψ|+qτ , where q = 10−3, and τ is a ran-
dom full-rank state generated from the Hilbert-Schmidt
measure. The measurement vector, f , is simulated by
sampling m = 300d trials from the corresponding proba-
bility distribution. For each number of measured bases,
we estimate the state with the three different convex op-
timization programs listed above.
In Fig. 2 we plot the average infidelity (over all tested
states) between the target state, |ψ〉, and its estima-
tion, ρˆ, 1 − 〈ψ|ρˆ|ψ〉. As ensured by Corollary 2, the
three convex programs we used robustly estimate the
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FIG. 2. Simulation of QST under realistic conditions.
We assume that the state of the system is a full-rank state
close to a target pure state. We plot the median infidelity (on
a log-scale) between the target pure state and its estimation
as a function of measured bases for three different estima-
tors Eqs. (21)-(23). The error bars show the interquartile
range (middle 50%) of the infidelities found over 100 numeri-
cal experiments. Top row: We simulate Haar-random mea-
surement bases for the corresponding unary system. Mid-
dle row: The measurement bases are randomly generated
by composing tensor products of Haar-random local bases on
qubit subsystems. Bottom row: The measurement bases
are the rank-r Goyeneche bases, whose explicit construction
is given in Appendix B 2. Most of the information about the
state is obtained when the number of measured bases corre-
sponds to rank-1 strictly-complete. Following Corollary 2, we
obtain a robust estimation regardless of the particular pro-
gram used to estimate the state.
state with a number of bases that correspond to rank-
1 strictly-complete POVM, that is, six bases for in the
case of Haar-random basis measurements, and five bases
for the POVM constructed in Appendix B 2, based on
Ref. [10]. Furthermore, in accordance with our findings,
if one includes the measurement outcomes of only a few
more bases such that the overall POVM is rank-2 strictly-
complete, or higher, we improve the estimation accord-
ingly.
VI. SUMMARY AND CONCLUSIONS
We have studied QST under the assumption that the
state of the system is known to be close to a pure state,
or more generally, to a rank ≤ r state. Since the set
of rank ≤ r states is nonconvex, it is generally difficult
to robustly estimate the state of the system by measur-
ing rank-r complete POVMs. We showed, however, that
a robust estimation is guaranteed if the measurements
are rank-r strictly-complete. Such measurements effi-
ciently identify a low-rank state from within the set of
9all quantum states. The essential ingredient of strict-
completeness is the positivity constraint associated with
physical density matrices. Moreover, the estimation can
be done by solving any convex program over the feasible
set and the estimate returned is robust to errors.
Generally, it is difficult to assess if an arbitrary POVM
satisfies one of these completeness relations. In this
work we studied two different ways of designing strictly-
complete measurements. The first was in the context of
EP-POVMs, which allow for the algebraic reconstruc-
tion of a few density matrix elements. In this situa-
tion the problem of QST is reduced to density matrix
completion. We developed tools to determine if a given
EP-POVM is rank-r complete or rank-r strictly-complete
based on properties of the Schur complement and matrix
inertia. These tools provide a unified framework for all
EP-POVMs and we used them to construct two rank-r
strictly-complete measurements. We also showed that a
few random bases also form a strictly-complete measure-
ment, with the number of bases required scaling weakly
with the dimension.
With either of these approaches one can iteratively
probe highly-pure quantum states. A rank-1 strictly-
complete POVM could be used to produce an estimate of
the dominant eigenvalue, as was shown by Goyeneche et
al. [10]. One can then use our generalization for rank-r
strictly-complete POVMs to produce more accurate es-
timates, when needed. For example, a rank-2 strictly-
complete POVM, such as the ones introduced in Sec. IV,
would produce an estimate corresponding to the state’s
two largest eigenvalues. One could continue to produce
more accurate estimates but at some point the eigenval-
ues will be so small that other sources of noise will dom-
inate. In future work we plan to explore how one can
use such an iterative procedure to certify the number of
dominant eigenvalues in the state without performing full
quantum tomography.
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Appendix A: Proof of Corollary 2
The proof of Corollary 2 uses Lemma V.5 of [17],
restated as follows.
Lemma 3: Let E be a rank-r strictly-complete POVM,
and let f = ME [σ] + e be the measurement record
of some quantum state, σ. If ‖f − ME [ρ0]‖ ≤  for
some quantum state ρ0 with Rankρ0 ≤ r, then for every
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PSD matrix X such that ‖ME [X] − f‖ ≤ , we have
‖X − ρ0‖ ≤ CE, where CE depends only on the POVM.
The proof of this Lemma can be found in [17]. To
prove Corollary 2, we first show that ‖Xˆ − ρ0‖ ≤ CE.
The convex programs of Eqs. (6) and (7) in the main text
look for a solution that minimizes some convex function
on the set {‖ME [X] − f‖ ≤ ,X ≥ 0}. According to
the Lemma, any PSD matrix X within this set satisfies
‖X−ρ0‖ ≤ CE. Since the solution Xˆ is also in that set,
we obtain that ‖Xˆ − ρ0‖ ≤ CE.
Next, we show that ‖Xˆ−σ‖ ≤ 2CE. Since we assume
‖e‖ ≤ , σ is in the set {‖ME [X]− f‖ ≤ ,X ≥ 0}, and
according to the Lemma ‖σ − ρ0‖ ≤ CE. Therefore we
have
‖Xˆ − σ‖ = ‖Xˆ − ρ0 − σ + ρ0‖ ≤ ‖Xˆ − ρ0‖+ ‖σ − ρ0‖
≤ 2CE.

For convenience one parameter, , is used to quantify the
various bounds. However it is straightforward to general-
ize this result to the case where the bounds are quantified
by different values.
Appendix B: Construction of rank-r
strictly-complete POVMs
The framework we developed in Sec. IV A allows us to
construct rank-r strictly-complete POVMs. We present
here two such constructions.
1. Rank-r Flammia
A rank-r density matrix has (2d− r)r− 1 free param-
eters. The first rank-r strictly-complete POVM we form
has (2d− r)r+ 1 elements, and is a generalization of the
POVM in Eq. (8). The POVM elements are,
Ek = ak|k〉〈k|, k = 0, . . . , r − 1
Ek,n = bk(1 + |k〉〈n|+ |n〉〈k|), n = k + 1, . . . , d− 1,
E˜k,n = bk(1− i|k〉〈n|+ i|n〉〈k|), n = k + 1, . . . , d− 1,
E(2d−r)r+1 = 1−
r∑
k=0
[
Ek +
d−1∑
n=1
(Ek,n + E˜k,n)
]
, (B1)
with ak and bk chosen such that E(2d−r)r+1 ≥ 0. The
probability pk = Tr(Ekρ) can be used to calculate the
density matrix element ρk,k = 〈k|ρ|k〉, and the probabil-
ities pk,n = Tr(Ek,nρ) and p˜k,n = Tr(E˜k,nρ) can be used
to calculate the density matrix elements ρn,k = 〈n|ρ|k〉
and ρk,n = 〈k|ρ|n〉. Thus, this is an EP-POVM which
reconstruct the first r rows and first r columns of the
density matrix.
Given the measured elements, we can write the den-
sity matrix in block form corresponding to measured and
unmeasured elements,
ρ =
(
A B†
B C
)
, (B2)
where A is a r× r submatrix and A, B†, and B are com-
posed of measured elements. Suppose that A is nonsin-
gular. Given that Rank(ρ) = r, using the rank additivity
property of Schur complement and that Rank(A) = r, we
obtain ρ/A = C −BA−1B† = 0. Therefore, we conclude
that C = BA−1B†. Thus we can reconstruct the entire
rank-r density matrix.
Following the arguments for the POVM in Eq. (8), it
is straight forward to show that this POVM is in fact
rank-r strictly-complete. The failure set of this POVM
corresponds to states for which A is singular. The set is
dense on a set of states of measure zero.
The POVM of Eq. (B1) can alternatively be imple-
mented as a series of r−1 POVMs, where the kth POVM,
k = 0, . . . , r − 1, has 2(d− k) elements,
Ek = ak|k〉〈k|,
Ek,n = bk(1 + |k〉〈n|+ |n〉〈k|), n = k + 1, . . . , d− 1,
E˜k,n = bk(1− i|k〉〈n|+ i|n〉〈k|), n = k + 1, . . . , d− 1,
E2(d−k) = 1−
[
Ek +
d−1∑
n=1
(Ek,n + E˜k,n)
]
. (B3)
2. Rank-r Goyeneche
The second rank-r strictly-complete POVM we con-
struct corresponds to a measurement of 4r+ 1 orthonor-
mal bases, which is a generalization of the four basis
in Eq. (9). We consider the case that the dimension
of the system is a power of two. Since a measurement
of d + 1 mutually unbiased bases is fully information-
ally complete [27], this construction is relevant as long
as r < d/4. We first assess the case of r = 1, which is
the measurement proposed by Goyeneche et al. [10] but
without adaptation. In this case there are five bases, the
first is the computational basis, {|k〉}, k = 0, . . . , d − 1
and the other four are given in Eq. (9). Goyeneche et
al. [10] showed that the last four bases are rank-1 com-
plete. Here, we show these five bases are rank-1 strictly-
complete with the techniques introduced above.
We label the upper-right diagonals 0 to d−1, where the
0th diagonal is the principal diagonal and the (d − 1)st
diagonal is the upper right element. Each diagonal, ex-
cept the 0th, has a corresponding Hermitian conjugate
diagonal (its corresponding lower-left diagonal). Thus, if
we measure the elements on a diagonal, we also measure
the elements of its Hermitian conjugate. The computa-
tional basis corresponds to measuring the 0th diagonal.
In Sec. IV A we showed measuring the last four bases
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corresponds to measuring the elements on the first diag-
onals. To show that the measurement of these five bases
is rank-1 complete, we follow a similar strategy outlined
in Sec. IV A. First, choose the leading 3 × 3 principal
submatrix,
M0 =
ρ0,0 ρ0,1 ρ0,2ρ1,0 ρ1,1 ρ1,2
ρ2,0 ρ2,1 ρ2,2
 , (B4)
where, hereafter, the elements in bold font are the un-
measured elements. By applying a unitary transforma-
tion, which switches the first two rows and columns, we
can move M0 into the canonical form,
M0 → UM0U† =
ρ1,1 ρ1,0 ρ1,2ρ0,1 ρ0,0 ρ0,2
ρ2,1 ρ2,0 ρ2,2
 . (B5)
From Eq. (13) we can solve for the bottom 2 × 2 block
of UM0U
† if ρ1,1 6= 0. The set of states with ρ1,1 = 0
corresponds to the failure set. Note that the diagonal
elements of the bottom 2 × 2 block, ρ0,0 and ρ2,2, are
also measured. We repeat this procedure for the set of
principal 3× 3 submatrices, Mi ∈M, i = 0, . . . , d− 2,
Mi =
 ρi,i ρi,i+1 ρi,i+2ρi+1,i ρi+1,i+1 ρi+1,i+2
ρi+2,i ρi+2,i+1 ρi+2,i+2
 , (B6)
For each Mi, the upper-right and the lower-left corners
elements ρi,i+2 and ρi+2,i are unmeasured. Using the
same procedure as above we reconstruct these elements
for all values of i and thereby reconstruct the 2nd diag-
onals. We repeat the entire procedure again choosing a
similar set of 4×4 principal submatrices and reconstruct
the 3rd diagonals and so on for the rest of the diagonals
until all the unknown elements of the density matrix are
reconstructed. Since, we have reconstructed all diagonal
elements of the density matrix and used the assumption
that Rank(ρ) = 1 these five bases correspond to rank-1
complete POVM. The first basis measures the 0th di-
agonal so by Proposition 1 the measurement is rank-1
strictly-complete.
The failure set corresponding to M is when ρi,i = 0
for i = 1, . . . , d − 2. Additionally, the five bases provide
another set of submatrices M′ to reconstruct ρ. This
set of submatrices results from also measuring the el-
ements ρd−1,0 and ρ0,d−1, which were not used in the
construction of M. The failure set for M′ is the same
as the failure set of M but since M′ 6= M we gain ad-
ditional robustness. When we consider both sets of sub-
matrices the total failure set is ρi,i = 0 and ρj,j = 0 for
i = 1, . . . , d− 2 and i 6= j ± 1. This is the exact same set
found by Goyeneche et al. [10].
We generalize these ideas to measure a rank-r state by
designing 4r+ 1 orthonormal bases that correspond to a
rank-r strictly-complete POVM. The algorithm for con-
structing these bases, for dimensions that are powers of
two, is given in Algorithm 1. Technically, the algorithm
produces unique bases for r ≤ d/2 but, as mentioned
before, since d+ 1 mutually unbiased bases are informa-
tionally complete, for r ≥ d/4 one may prefer to measure
the latter. The corresponding measured elements are the
first r diagonals of the density matrix.
Given the first r diagonals of the density matrix, we
can reconstruct a state ρ ∈ Sr with a similar procedure
as the one outlined for the five bases. First, choose the
leading (r + 2) × (r + 2) principle submatrix, M0. The
unmeasured elements in this submatrix are ρ0,r+1 and
ρr+1,0. By applying a unitary transformation we can
bring M0 into canonical form, and by using the rank
condition from Eq. (13) we can solve for the unmeasured
elements. We can repeat the procedure with the set of
(r + 2) × (r + 2) principle submatrices Mi ∈ M for for
i = 0, . . . , d− r − 1 and
Mi =
 ρi,i · · · ρi,i+r+1... . . . ...
ρi+r+1,i · · · ρi+r+1,i+r+1
 . (B7)
From Mi we can reconstruct the elements ρi,i+r+1, which
form the (r + 1)st diagonal. We then repeat this proce-
dure choosing the set of (r + 3) × (r + 3) principle sub-
matrices to reconstruct the (r+ 2)nd diagonal and so on
until all diagonals have been reconstructed. This shows
the measurements are rank-r complete and by Proposi-
tion 1, since we also measure the computational bases,
the POVM is also rank-r strictly-complete.
The failure set corresponds to the set of states with
singular r × r principal submatrix
Ai =
ρi+1,i+1 · · · ρi,i+r... . . . ...
ρi+r,i · · · ρi+r,i+r
 , (B8)
for i = 1, . . . , d−r−1. This procedure also has robustness
to this set since, as in the case of r = 1, there is an
additional construction M′. The total failure set is then
when Ai is singular for i = 0, . . . , d − r − 1 and Aj is
singular for j 6= i± 1.
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Algorithm 1 Construction of 4r + 1 bases that compose a rank-r strictly-complete POVM
1. Construction of the first basis:
The choice of the first basis is arbitrary, we denote it by B0 = {|0〉, |1〉, . . . , |d− 1〉}. This basis defines the representation
of the density matrix. Measuring this basis corresponds to the measurement of the all the elements on the 0th diagonal
of ρ.
2. Construction of the other 4r orthonormal bases:
for k ∈ [1, r], do
Label the elements in the kth diagonal of the density matrix by ρm,n where m = 0, . . . , d− 1− k and n = m+ k.
For each element on the kth and (d− k)th diagonal, ρm,n, associate two, two-dimensional, orthonormal bases,
b
(m,n)
x =
{
|x±m,n〉 = 1√
2
(|m〉 ± |n〉)
}
,
b
(m,n)
y =
{
|y±m,n〉 = 1√
2
(|m〉 ± i|n〉)
}
, (B9)
for allowed values of m and n.
Arrange the matrix elements of the kth diagonal and (d− k)th diagonal into a vector with d elements
~v(k) = (ρ0,k, . . . , ρd−1−k,d−1︸ ︷︷ ︸
kth diagonal elements
, ρ0,d−i, . . . , ρk−1,d−1︸ ︷︷ ︸
(d− k)th diagonal elements
) ≡ (v1(k), . . . , vd(k)). (B10)
Find the largest integer Z such that k
2Z
is an integer.
Group the elements of ~v(k) into two vectors, each with d/2 elements, by selecting ` = 2Z elements out of ~v(k) in
an alternative fashion,
~v(1)(k) = (v1, . . . , v`, v2`+1, . . . , v3`, . . . , vd−2`+1, . . . , vd−`) = (ρ0,i, . . . , ρ`,i+`, . . .),
~v(2)(k) = (v`+1, . . . , v2`, v3`+1, . . . , v4`, . . . , vd−`+1, . . . , vd) = (ρ`+1,i+`+1, . . . , ρ2`,i+2`, . . .)
for j = 1, 2 do
Each element of ~v(j)(k) has two corresponding bases b
(m,n)
x and b
(m,n)
y from Eq. (B9).
Union all the two-dimensional orthonormal x-type bases into one basis
B
(k;j)
x =
⋃
ρm,n∈~v(j)(k)
b
(m,n)
x . (B11)
Union all the two-dimensional orthonormal y-type bases into one basis
B
(k;j)
y =
⋃
ρm,n∈~v(j)(k)
b
(m,n)
y . (B12)
The two bases B
(k;j)
x and B
(k;j)
y are orthonormal bases for the d-dimensional Hilbert space.
end for
By measuring B
(k;j)
x and B
(k;j)
y for j = 1, 2 (four bases in total), we measure all the elements on the kth and
(d− k)th off-diagonals of the density matrix.
end for
