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SUMMARY
Infinite horizon optimal control has been a leading methodology for both linear and
nonlinear systems. The Hamilton-Jacobi-Bellman (HJB) approach is a very effective ap-
proach for infinite horizon optimal control which involves solving the associated nonlinear
partial differential equation known as the HJB equation. Because of the importance and
high difficulty of solving the HJB equation, different techniques and approximations to
solve the HJB equation are proposed in the literature. In the case of linear systems, the
HJB equation becomes the known Reccati equation which provides the well known and
powerful Linear Quadratic Regulator (LQR).
Therefore, the focus of this research is to generalize the idea of the LQR and develop
a Nonlinear Quadratic cost Regulator (NLQR) based on the solution of the HJB equation
for the infinite horizon problem. We present a novel and an efficient technique based on
Taylor series expansion for the HJB equation around an equilibrium point. Utilizing a set
of minimal polynomial basis functions that includes all possible combinations of the states,
a nonlinear matrix equation similar to the Riccati equation is constructed from the HJB
equation. Solving this nonlinear matrix equation term by term renders the associated value
function (i.e, optimal cost-to-go) and the optimal controller with a prescribed truncation
order. The computational complexity of this approach is shown to have only a polynomial
growth rate with respect to the series order.
The developed HJB based equation can be solved independently of the current states
and hence the optimal nonlinear control can be obtained a-priori offline for smooth non-
linear control affine systems. A general recursive closed form procedure to find the coeffi-
cients of high order control laws is provided. Set of examples are presented with different




1.1 Background and Motivation
In our real-world, control systems are nonlinear. There are systems, however, that can
be approximately described by linear differential equations which then are called linear
systems. With the advancements in human’s knowledge and life, more complex systems
are faced and developed. The complexity of such dynamical systems and the advantages
of nonlinear controllers result in the need of nonlinear systems analysis and control. For
nonlinear systems, based on the problem and the design goals, diverse nonlinear control
techniques have been developed such as feedback linearization, gain scheduling, Lyapunov
approach techniques, sliding mode control, optimal control techniques, and many others
[1]. Conflicting performance objectives and constraints often call for optimizing the trade-
off between the conflicting goals.
Optimal control has been a leading methodology for both linear and nonlinear sys-
tems to address the optimization requirements quantitively and qualitatively. Optimization
problems and consequently optimal controllers can either be formulated with finite or in-
finite horizon. Short horizon optimal control problems are often solved numerically using
standard methods such as the shooting method or even constrained optimization. A very
popular method utilizing the short horizon optimal control is Model Predictive Control
(MPC) [2, 3, 4]. The MPC solves the optimization problem at each time sample for the
short control horizon ahead and continuously updates the solution. Although it is widely
used in applications, it is computationally expensive as it requires re-solving the optimiza-
tion problem at each sampling instant. An infinite horizon optimal controller, on the other
hand, only needs to be updated as a function the system’s state if a solution can be found
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a-priori. A very effective approach for infinite horizon optimal control, is the Hamilton-
Jacobi-Bellman (HJB) approach. This method requires solving the associated HJB equa-
tion.
1.2 Hamilton-Jacobi-Bellman Equation
A necessary condition for the existence of the optimal solution is the Hamilton-Jacobi
Equation (HJE) which is a nonlinear partial differential equation (PDE) resulting from cal-
culus of variations problems. With an optimality principle comparable to Pontryagin’s
Minimum/Maximum Principle (PMP), an alternative approach to the variational method,
named dynamic programming, was explored by Richard Bellman and coworkers in the
later 1950s. As a result, the Hamilton-Jacobi-Bellman (HJB) equation was developed. The
HJE equation can be derived from the HJB equation. The HJB equation is capable of
producing an optimal feedback control for general nonlinear systems as well as provid-
ing Lyapunov candidates. Therefore, the HJB equation plays a pivotal role in searching
for the optimal control. The HJB equation is a PDE, rather than an ordinary differential
equation (ODE). Thus, solving the HJB equation is not a painless task especially for non-
linear systems. Designing an infinite horizon optimal nonlinear control through the HJB
optimization problem is a classical, very challenging optimal control problem. For linear
systems with quadratic cost functionals, the HJB equation produces the well-known Riccati
equation which is then solved to obtain a symmetric positive definite solution that is used
in the linear optimal feedback law. The result is a powerful linear controller, known as the
Linear Quadratic cost Regulator (LQR). On the other hand, for nonlinear systems, the HJB
equation is a nonlinear PDE which is nearly unworkable analytically [5]. For such a crucial
problem in optimal control, tremendous work has been done on studying the geometry and
approximating the optimal solution of the HJB equation for nonlinear systems.
2
1.3 Literature Review
In recent decades, extensive investigations have been done in the area of nonlinear optimal
control. Thus, various methods have been proposed to obtain an approximate solution to
the HJB equation and/or approximation of the optimal control to obtain a feedback control
for general nonlinear systems [6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18, 19, 20, 21, 22].
A recent method developed by Sakamoto and van der Schaft [17], uses the stable man-
ifold theory to find an approximated stabilizing solution of the Lagrangian submanifold of
the Hamiltonian system which then the nonlinear control is derived from. When solved it-
eratively, the algorithm is capable of providing an analytical approximation to the gradient
of the solution of the HJB equation, which is the Lagrangian of the Hamiltonian system,
as well as a numerical approximation. Thus, since this method approximately finds the
stabilizing solution of the Lagrangian, it does not find the solution of the HJB directly. One
needs to integrate the approximated Lagrangian to get an approximate solution to the HJB
equation, i.e. the value function. Experiments and simulations based on the development of
this approach such as stabilization of the acrobat system [23], a magnetic levitation system
with constraints [19] and an inverted pendulum with input saturation [18] and others [24]
show the capability of this algorithm. However, this method contains a lot of estimations
and eliminations such as in estimating the radius of convergence of the sequence of a sys-
tem developed from the Hamiltonian system, which is not an easy task to do in practice and
one needs to find the appropriate iterations number. The radius of convergence must be suf-
ficiently small otherwise the sequence will not converge to the stable manifold solution but
rather diverge. Moreover, this method suffers from the need for high computational power
in order to get accurate solutions, which makes it not desirable for many systems. In addi-
tion, it suffers from curse of dimensionality. As a consequence, analytical approximation
is not always attainable.
Another approach is to successively approximate the solution of the HJB equation
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through iteratively solving a sequence of the Generalized HJB (GHJB) equations. GHJB
equations are linear PDEs that approach an approximate solution to the HJB equation start-
ing by a randomly selected feedback admissible control as in [14], [15], [16] and [22]. It
is proven that the successive approximation of the GHJB will eventually converge to an
approximate solution to the HJB equation [14]. The Galerkin successive approximation
method is popular in this approach. Although this method can be used for a wide class of
systems, different approximations can be computed and the quality of the solution depends
on the initialization of the control. Moreover, this can be a very expensive method as it
requires computations of many integrals.
Other methods try to solve the problem at each point in time. A famous algorithm gen-
erated from the HJB equation is known as the State-Dependent Riccati Equation (SDRE).
The idea is to factorize the system’s dynamics to make it look similar to the linear case but
with a state dependent matrix. This factorization is also called apparent linearization. By
doing so, a state-dependent Riccati equation is developed. A lot of work has been done on
the SDRE method as a generalization for the LQ method for nonlinear systems. Several
reported real-life applied projects and simulations proved the success of the SDRE method
as reported in a great survey on SDRE [25]. On the contrary, the SDRE has drawbacks in
its efficiency, stability and uniqueness of the generated solution.
The idea of using power series expansion has been investigated mostly in flight con-
trol systems papers. In a very early work, Al’brekht [6] developed and proved a sufficient
condition to a nonlinear optimal control for analytic systems and constructed a general
systematic procedure to obtain the controller as a power series of the states for a scalar
controller. Lukes [7] developed that for finite number of inputs and relaxed the analyticity
assumption to twice differentiable. In addition, proof of existence and uniqueness, in a
local sense, of the optimal control was provided. Nevertheless, no recursive closed form
procedure was provided to obtain the control law. Garrard [9] adopted similar idea and
expanded the value function as a power series of an artificial variable around the origin.
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The proposed method further developed in [10] and [12] by expanding the system’s dy-
namics as a power series too which is applicable to a wider class of systems. It was tested
and compared to the LQR method in automatic flight control systems and proved its su-
periority. Nishkawa et al. [8] developed a more efficient procedure to find the coefficients
by assuming that the artificial variable is sufficiently small to find a sub-optimal control
in a power series form of the artificial variable. Wernli and Cook in [11] used the idea
of apparent linearization to develop a sub-optimal control by finding a Taylor series to a
state-dependent Riccati equation. This is also considered an early attempt and a contribu-
tion in development of the SDRE method [25]. In [20], Xin and Balakrishnan proposed a
method similar to [11] but improved in an attempt to achieve larger area of convergence
of the power series of the artificial variable in the value function. In their approach, the
functional is modified by adding a matrix that depends on the nonlinearity of the system
to penalize the states. In that event, the matrix adds penalization to higher orders which is
designed to die out with time. However, because apparent linearization is not unique and
different linearizations result in different approximations, bad or nonconvergent solution is
not unexpected. It is suggested to have an apparent linearization that results in a full-rank
controllability matrix [25]. As a result, quality of sub-optimality depends on the choice of
the apparent linearization. Moreover, finding the optimal factor is very difficult and some
conditions need to be satisfied [20]. Following this further, due to its complexity, it may
not be applicable for systems with high dimensions or high nonlinearities in addition to the
required online computations. Nevertheless, most of these methods do not apply to systems
with different nonlinearities and some consider one or two orders of nonlinearity only and
ignore higher orders as well explained in [26].
1.4 Outlines
In this thesis, we develop a novel technique to produce a Taylor series expansion for the
HJB equation around an equilibrium point and solve it to provide the optimal controller
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as a nonlinear function of the state vector. Moreover, a recursive closed form procedure is
provided to obtain the control law as well as the value function. The convergence domain
of this controller and the value function coincides with that of the Taylor series of the exact
solution under the required conditions. As a consequence, many limitations of the previous
methods are overcome. This thesis is organized as follows. Chapter 2 contains optimal
control background and the problem statement as well as the basic theorems for the de-
velopment of the nonlinear optimal controller through the HJB equation. In chapter 3, we
utilize tensor algebra tools to efficiently represent the value function and the system non-
linearities as a multivariate Taylor series of the state variables leading to a nonlinear matrix
equivalent of the HJB equation. We subsequently present an algorithm to solve this matrix
equation recursively. The resulting solution is shown to generate the optimal controller as a
nonlinear function of the state vector up to a prescribed truncation order under the required
conditions. In chapter 4, we present five examples with different systems natures and non-
linearities including constrained actuators. Finally, in chapter 5, we give some insights and




INFINITE HORIZON OPTIMAL CONTROL FOR NONLINEAR SYSTEMS
2.1 Optimal Control Background
For the general time-invariant system
ẋ(t) = f(x(t), u(t))
where f : Rn → Rn, it is desired to find a control, u(t), that optimizes the performance
of the system quantitatively. For the sake of convenience, we drop the time argument, t, in
our development. Mathematically, it is required to find the control that minimizes the cost
functional




where x0 = x(0), Q(x)  0 and R(u)  0. A necessary condition to minimize the
functional is that the minimizer u must minimize the Hamiltonian,









)T . Thus, a necessary
condition to the optimal control problem is the Hamilton-Jacobi-Bellman (HJB) equation
resulted from the dynamic programming approach,
HJB := 0 = min
u
{H(x, V ∗x , u)} (2.2)
Remark. For general optimal control problems, the value function V ∗(x) may not be
smooth nor continuous. Nevertheless, under certain conditions, smooth or continuous value
7
function can be found.
In the next section, based on certain assumptions, existence, uniqueness and continuity
of the optimal control and the value function are provided.
2.2 Problem Statement and Formulation
Consider the nonlinear control affine system, a form which many systems can be put in,
ẋ = f(x) + g(x)u (2.3)
where x ∈ Rn, u ∈ Rm, f : Rn → Rn and g : Rn → Rn×m. Equation 2.3 can be written
as




where ui is a scalar and gi : Rn → Rn. We assume that there exists a neighborhood Ω of
the origin such that
A1 f(x) is at least C2(Ω) (i.e., twice continuously differentiable on Ω), f(0) = 0, and
(F1, G) is stabilizable where F1 = ∂f∂x(0) and G = g(0).
A2 The system is stabilizable [7] on Ω: There exists a continuous controller u(x), ∀x ∈ Ω,
for which the origin of the system ẋ = f(x) + g(x)u(x) is asymptotically stable. We
shall refer to such a u(x) as a stabilizing controller.
Our goal is to design a feedback nonlinear controller that minimizes the quadratic cost
functional






where x0 = x(0), Q  0 and R  0. It is worth mentioning that the control affine
requirement can be relaxed by adding new states as we show how through an example
later.
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2.2.1 Existence and Uniqueness of the Optimal Solution and Sufficiency of the HJB
Equation
The following theorem [7] guarantees the existence and uniqueness of an optimal control
solution.
Theorem 1. For the stabilizable system (2.3) satisfying A1 and A2 with cost functional
(2.5), there exists a unique C1(Ω), continuously differentiable, optimal feedback control
u∗(x) that minimizes the Hamiltonian given by
u∗(x) = −R−1g(x)TV ∗x (x) (2.6)
∀x ∈ Ω where V ∗(x) = minu∈L2(0,∞) V (x0, u) ∈ C2(Ω) and V ∗x = (∂V
∗
∂x
)T . Moreover, if
f ∈ Cω(Ω) (i.e., real analytic) so are u∗ and V ∗.
One may refer to [7] for the detailed proof. Since the existence of the optimal controller
is established, we need a sufficient condition to the optimal control problem. In order to
get to the sufficient condition, first we need the following theorem [5, 27].
Theorem 2. For the optimal control problem
ẋ = f(x) + g(x)u






under the proposed assumptions, Theorem 1, and the optimal control u∗(x) in (2.6), the
origin of the closed loop system f(x) + g(x)u∗(x) is asymptotically stable.
Proof. The HJB equation (2.2) with the optimal control u∗(x) can be rewritten as
1
2
(xTQx+ u∗T (x)Ru∗(x)) + V ∗x (x)
T (f(x) + g(x)u∗(x)) = 0
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Then, let the value function V ∗(x) > 0 ∀x 6= 0 ∈ C1(Ω) satisfies the HJB equation. Then,
−1
2
(xTQx+ u∗T (x)Ru∗(x)) = V ∗x (x)






< 0 ∀x 6= 0
Hence, Lyapunov conditions are satisfied and thus the HJB equation provides a Lyapunov
function to the closed loop system f(x)+g(x)u∗(x) so the origin of the closed loop system
is asymptotically stable. 
The reader may refer to [5, 13, 27] for more analysis upon Lyapunov and the HJB. Now,
we are in a position to establish following theorem [5, 27] which provides a necessary and
sufficient condition to the optimal control problem.
Theorem 3. Suppose there exists a stabilizing control u∗(x) that minimizes the Hamilto-
nian, and let the value function V ∗(x) ∈ C1(Ω) satisfies the well-known HJB equation for








xTQx = 0 (2.7)
with boundary condition V ∗(0) = 0, then u∗ and V ∗(x) are the optimal controller and the
optimal cost-to-go to the optimal control problem respectively.
Proof. Consider the control u∗ in (2.6) that minimizes the Hamiltonian and let the associ-
ated optimal trajectory to be x∗. Then, the HJB equation can be written as
V ∗Tx (f(x
∗) + g(x∗)u∗) +
1
2

























By Theorem 2, the closed loop system ẋ = f(x) + g(x)u∗(x) is asymptotically stable so







Let there exist an arbitrary control u that produces the trajectory x(t). Since u∗ in the HJB
equation minimizes V ∗Tx g(x)u+
1
2
uTRu with respect to u, we have
V ∗Tx (f(x) + g(x)u) +
1
2







Integrating both sides for the interval [0,∞] and using V ∗(x(∞)) = 0 shown earlier, we
get







⇒ V ∗(x(0)) ≤ V (x(0), u)
Hence, the control u∗ produces the optimal cost V ∗(x(0)) and no other controller provides
a lower cost. 
Therefore, the HJB equation is a necessary and a sufficient condition to the optimal
control problem (2.3), (2.5). Moreover, in view of Theorem 1 and Theorem 3, a unique
solution u∗ that minimizes (2.5) subject to (2.3) is attainable. It is also important to note
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that the value function V ∗ is real analytic (i.e., has a convergent Taylor series) if (2.3) is
real analytic.
In the next chapter, we will formulate an efficient method for computing the Taylor
series of V ∗ to within a prescribed order. Additionally, a closed form solution to find the
coefficients of an arbitrary order will be provided.
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CHAPTER 3
INFINITE HORIZON NONLINEAR QUADRATIC COST REGULATOR
3.1 Development of the Nonlinear Quadratic Cost Regulator

























where P̄k ∈ Rn×n
k is a matrix representation of a symmetric tensor of rank k, ⊗ is the
Kronecker product, and x⊗k = x ⊗ x . . . ⊗ x k times. We can view P̄k as matricization
of a tensor by unfolding it. The following Kronecker product properties and equations will
be used throughout the development [28]. For the matrices A, B, C and the scalars a,
a1, . . . an
1. A ⊗(B + C) = A⊗B + A⊗ C.
2. a⊗ A = aA = Aa = A⊗ a.
3. (A⊗B)T = AT ⊗BT .
4. (A⊗B)−1 = A−1 ⊗B−1, for non-singular A and B.










The result of the Kronecker product of the states vector creates repeated basis which results
in dependent vectors in the tensor P̄k. In spite of its high dimension, x⊗k ∈ nk has many






which has a polynomial growth rate (O(kn)) for a fixed n. As an example, consider a








tensor P̄2 can be viewed as P̄2 =























k and Pk = P̄kLk where Lk ∈ Rn×mk is a unique constant matrix mapping the
















Then, the Jacobian of the k–term, Vk(x) = 1k+1x
TPkx
k, generated by a symmetric tensor






The following proposition provides the necessary and sufficient condition on Pk in order
for (3.3) to be valid in general.
Proposition 4. The relationship given by (3.3) holds for an arbitrary Pk if and only if the
Jacobian of Pkxk is symmetric.
Proof. If (3.3) holds then the Jacobian of Pkxk, being the Hessian of Vk, must be symmet-


















x = (k + 1)Pkx
k










thus completing the proof. 
Assuming that Pk’s satisfy the symmetry requirement, the gradient of the value function
in (3.2) may be expressed as
V ∗x (x) = P1x+ P2x






which can be written compactly as
V ∗x (x) = P ξ(x) +O(x
k̄+1) (3.4)
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− 1, will be used throughout. The resulting optimal controller may be
obtained up to order k̄ by substituting (3.4) into (2.6):
u∗(x) = −R−1g(x)TP ξ(x) +O(xk̄+1) (3.5)
Meanwhile, the system’s vector field using the same basis functions may be expressed up
to order k̄ by
f(x) = [F1 . . . Fk̄][x
T . . . xk̄T ]T = Fξ(x) +O(xk̄+1) (3.6)
for some F ∈ Rn×N . Substituting for u∗ and f from the preceding equations into the HJB
equation (2.7) will result in
ξT (x)P TFξ(x)− 1
2




Since the linear state x is a part of the basis vector ξ(x), xTQx can be replaced with
ξ(x)T Q̄ξ(x) where Q̄ ∈ RN×N and is all zeros matrix except for the first n by n submatrix
being Q. Then,
ξT (x)P TFξ(x)− 1
2
ξT (x)P Tg(x)R−1g(x)TP ξ(x) +
1
2
ξ(x)T Q̄ξ(x) = O(xk̄+1)
⇒ ξ(x)T (2P TF − P Tg(x)R−1g(x)TP + Q̄)ξ(x) = O(xk̄+1) (3.7)
One can see that nonquadratic cost may also be applicable through this method. In addition,
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it is worth noting that if the matrix g(x) in (2.3) is a constant matrix then the HJB equation
(3.7) will be
ξ(x)T (2P TF − P TGR−1GTP + Q̄)ξ(x) = O(xk̄+1) (3.8)
Notice that (3.8) looks very similar to the Riccati equation except that the unknown matrix
P happens to be non-square. In fact, if our series truncation order is one (i.e., linear ba-
sis), this would lead to the well-known Algebraic Riccati Equation (ARE). We will explore
the solution of (3.7) in the next section but before that we want to propose the following
assumption which makes the computations easier. The positive-definite matrix R in (2.5)
is diagonal. This is a fair assumption since one can easily diagonlize the positive-definite
matrix and define a new control variable through a linear mapping. As an illustration, con-
sider the general positive-definite matrix R̄ that penalizes an input v. Then, the quadratic
cost functional is given by






The positive definite matrix R̄ can be decomposed to V RV T . Moreover, one can definitely
decompose R̄ such that R is an identity matrix, i.e. R̄ = V V T . However, we will consider
the general case as in many cases control designers choose R to be a diagonal matrix. Then
the functional will be





(xTQx+ vTV RV Tv)dt
Now define the vector u = V Tv. Hence, the functional becomes






where R is a diagonal matrix and of course in a such case one needs to make the necessary
changes in the system’s dynamics. Therefore, the ith optimal control input in the system
17
can be found by
ui
∗(x) = −r−1i gi(x)TP ξ(x) +O(xk̄+1)
Consequently, the HJB equation in (3.7) can be described as






T )P + Q̄)ξ(x) = O(xk̄+2) (3.9)
Moreover, each gi can be expanded up to order k̄ by
gi(x) = Gi0 + [Gi1 . . . Gik̄][x
T . . . xk̄T ]T = Gi0 +Giξ(x) +O(x
k̄+1) (3.10)
for some Gi ∈ Rn×N and a constant vector Gi0 ∈ Rn. Accordingly (3.9) becomes,








i0))P + Q̄)ξ(x) = O(x
k̄+2)
(3.11)



























TGTi )P + Q̄)ξ(x) = O(x
k̄+2)






i0)P can be compacted to be P
TGR−1GP . Hence,
the HJB equation can be further expressed as

































k))P + Q̄)ξ(x) = O(xk̄+2) (3.13)
Now, we are in a good shape to develop an efficient algorithm and a closed form solution
of a tensor Pk so then we can evaluate the value function up to a desired order of approxi-
mation.
3.2 Solving the HJB Equation
The HJB equation (3.7) is a nonlinear matrix equation in terms of the unknown matrix P .
It might be tempting to solve the equation by simply setting the inner matrix to zero while
ignoring ξ. Such a simplistic approach will fail as ξTMξ = 0 does not in general imply
that M = 0. Instead, the proposed algorithm solves this equation sequentially by setting
the coefficients of various powers of x to zero. Before discussing the algorithm details, we
need to find a way to enforce the symmetry condition given by Proposition 4 independently
of x.
Proposition 5. Matrix Pk ∈ Rn×mk satisfies the symmetry condition given by Proposition
4 if and only if Skvec(Pk) = 0 for a constant full rank Sk ∈ Rnmk−mk+1×mk .
Proof. Let ei, i = 1, . . . , n be the canonical basis (e.g., [1 0]T and [0 1]T for n = 2). Then










order k−1, can be represented asNixk−1, i = 1, . . . n, for a constant matrixNi ∈ Rmk×mk .
Thus (eTi PkNj − eTj PkNi)xk−1 = 0, ∀x ∈ Rn, implying that eTi PkNj − eTj PkNi = 0.
Vectorizing both sides, yields
(ei ⊗Nj − ej ⊗Ni)Tvec(Pk) = 0
Let Qk ∈ Rn×mk be an arbitrary matrix and consider fk(x) = xTQkxk. The Jacobian
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∂fk/∂x of fk is necessarily of the form Pkxk for a unique Pk (depending on Qk) satisfying
the symmetry condition. Furthermore, xT (Qk − Pk)xk = 0 implying that K(vec(Qk) −
vec(Pk)) = 0 where K is nmk ×mk+1 matrix of rank mk+1 such that xk ⊗ x = Kxk+1.
From the existence and uniqueness of Pk for an arbitrary Qk, it follows that the column
space ⋃
i,j>i
col(ei ⊗Nj − ej ⊗Ni) ∪ col(KT ) = Rnmk




col(ei ⊗Nj − ej ⊗Ni) and setting Sk = [w1, w2, . . . , wnmk−mk+1 ]T . 
We are now in a position to fully describe our algorithm for finding the components of
the value function V ∗ and the optimal controller u∗. This is accomplished by setting the
matrix coefficients of each term xk in the Taylor series expansion of the HJB equation (3.9)
to zero. The first term of the series renders P1 by solving a standard Riccati equation. The
subsequent Pk’s are computed recursively based on P1, Gik’s, Fk’s and the previous Pk’s.
3.3 NLQR Algorithm Details
Given f , g, Q̄, R, and k̄, implement the following steps to find Pk, k = 1, . . . , k̄, used to
compute V ∗(x) and u∗(x):
1. Compute the matrices components Fk of f(x) =
∑k̄
k=1 Fkx




k +O(xk̄+1) for k = 1, . . . , k̄, and i = 1, . . . ,m.
2. For the quadratic order of the value function, i.e. linear control case, in (3.7), which
corresponds to k = 1, solve the Riccati equation
F T1 P1 + P1F1 − P1GR−1GTP1 + Q̄n×n = 0
for P1. This equation is guaranteed to have a symmetric positive definite solution by As-
sumption A1.
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3. For higher orders, using (3.12), we take all possible combinations of terms with same
power. Thus, for the cubic order of the value function, which corresponds to k = 2, we
have
xT2P1F2x

















2T Q̄n2×nx = 0
Since Q̄ is all zeros matrix except for the first n by n elements, then Q̄n×n2 = 0 and
Q̄n2×n = 0. In addition, considering the fact that each term is a scalar, let us take the
transpose of some of the terms to get
xT [2P1F2 + 2F
T






TGTi1)P1x = 0 (3.14)
Now, we need to combine the two terms by modifying the second term to have x2
in its right. As an illustration, we will consider one of the gi’s, i.e. one input case
we consider xTGT1 P1x where we will use vectorization with Kronecker product to get
(xT ⊗ xT )vec(GT1 P1) = x⊗2Tvec(GT1 P1). Note that the Kronecker product will create
some repeated basis which we need to remove without affecting the solution. For example,




. The resultant Kronecker
will be xT ⊗ xT =
[












xT ⊗ xT = x2TK11
where K11 =

1 0 0 0
0 1 1 0
0 0 0 1
. Then, we get
x⊗2Tvec(GT1 P1) = x






Hence, equation (3.14) will be
xT [P1F2 + F
T










xT [P1F2 + (F
T









2 = 0 (3.15)





Now, again we use vectorization with Kronecker product in (3.15) to get








11) + FcP2]) = 0
Again, the Kronecker product will create some repeated basis. Now, for a second or-





























. A linear trans-
formation can be found through




1 0 0 0 0 0
0 1 1 0 0 0
0 0 0 1 1 0












11) + FcP2) = 0








11) + FcP2) = 0
Now, using Kronecker product identities we get









We also utilize the fact that enforcing the symmetry condition given by Proposition 3
leads to matrix S2 such that S2vec(P2) = 0, which we use to generate more equations
to solve for the unknown elements in P2. This is an illustrative example on how to find S2





























. Therefore, S2 can be chosen to be
S2 =
0 1 −0.5 0 0 0

















−1 −K21vec(P1F2 − P1∑mi=1(Gi0r−1i vecT (GT1 P1)KT2 ))
0

Finally, we reshape vec(P2) to get P2.
4. For the quartic order, which corresponds to k = 3, we have


















































We must mention that we will need to introduce more linear mapping matrices K as more
combinations of higher powers are involved to form the desired power. Going through the
same procedure in step 3 leads to
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where the linear maps K31 and K22 are from xT ⊗x3T = x4TK31 and x2T ⊗x2T = x4TK22






































Finally, reshape vec(P3) to get P3.
5. We continue with same procedure in step 3 and 4 up to the desired power. Before
giving the general formulation to get Pk let us define the following matrices that result from
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where p = k + 1− s, and Kij maps xi+j to xi ⊗ xj = Kijxi+j . For the special case where
27



































































Furthermore, for the special case when we have a multi-input system but with a constant
input matrix, i.e. g(x) = G, this form of systems dynamics is adopted in many papers [9,














The following Theorem wraps up the main contribution of the research.
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Theorem 6. The NLQR Algorithm described above exactly computes each matrix compo-
nent Pk ∈ Rn×mk , of the value function V ∗(x) in (3.2) in order to satisfy the HJB equation
(3.7) up to a prescribed order k̄. Each Pk is guaranteed to satisfy the symmetry condition
required to produce the optimal control function (3.5).
Proof. The main steps of the algorithm are self-explanatory and have been already justified.





in steps 3, 4 and 5 of the algorithm. By Proposition 5, Mk is square and each of its compo-
nentsKk1(I⊗Fc) and Sk are full rank. Furthermore,Mk depends only on k, F1, andG since
Fc = F
T
1 −P T1 GR−1GT with P1 satisfying the Riccati equation in step 1 of the Algorithm.
It remains to be shown thatMk is invertible. Suppose on the contrary thatMk is singular for
some k ≥ 2. Applying the algorithm to the linear system ẋ = F1x + Gu, by Assumption
A1, the value function V ∗(x) = xTP1x is uniquely defined. The singularity of Mk implies
that there exists a nonzero Pk satisfying Mkvec(Pk) = 0. Such a Pk also satisfies the equa-
tion solved in step 5 of the Algorithm since Fk = 0 for k ≥ 2 and Pi = 0, 2 ≤ i ≤ k − 1.
This is clearly a contradiction as it implies that V ∗(x) = xTP1x+ xTPkxk/(k + 1) is also
a value function for ẋ = F1x + Gu. Therefore, all Mk’s are nonsingular square matrices
justifying steps 3, 4 and 5 of the Algorithm. 
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CHAPTER 4
ALGORITHM IMPLEMENTATION EXAMPLES AND SIMULATION STUDIES
In this chapter, we implement the described algorithm on nonlinear systems with different
nonlinearites and dimensions and demonstrate how powerful the proposed NLQR is for
systems which can be put in the form of (2.3). To implement the algorithm, we have
developed a Matlab function that takes a symbolic system’s dynamics vector f(x), an input
matrix g(x), a penalizing positive-definite matrix Q, a diagonal input penalizing positive-
definite matrixR, a desired expansion order of the system’s dynamics and a desired order of
approximation to the control. The Matlab function produces the solution matrices, named
P ’s in the algorithm above, up to the prescribed order of approximation performing the
required computations efficiently. It is available upon request. It is worth mentioning that
the computational complexity of the algorithm for a fixed dimension n has a polynomial
growth rate O(k̄n) in the Taylor series order k̄. We have implemented this algorithm for k̄
up to 50 on a low power laptop without any issues. Five simulation studies and examples
with different systems natures and nonlinearities are presented.
The first example is an illustrative example where we show how the proposed algorithm
generates a finite Taylor expansion when given an analytic system. Moreover, we provide
different NLQR orders and value functions in addition to comparing the performance be-
tween the different controllers. Second example is an illustrative third order system with
a state dependent input matrix where we compare the performance of LQR and different
orders of the NLQR. Third example is a third order flight control system, which was used
by Garard and Jordan [10] to find the first terms only of the Taylor expansion of the optimal
control, where we show the capability of higher orders NLQR to render asymptotic stabil-
ity that reach the best solution found in [26] by Beeler and others using different nonlinear
feedback algorithms. Fourth example is the known fourth dimensional inverted pendulum
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problem where the goal is to swing and stabilize the pendulum to the upright position. In
this example, we show how the NLQR can handle actuators limitations without incorporat-
ing the saturation into the systems dynamics as a try to mimic real-life applications. Last
example is a third-order linear system with actuators constraints which is not in the form
of (2.3). In this example, we show how to deal with the case where the system is not con-
trol affine as well as incorporating actuators constraints into the dynamics of the system.
Moreover, we show how the NLQR algorithm is cabable of handling such nonlinearities,
i.e. input saturation.
4.1 A Second Order System Illustrative Example
This is an illustrative example of a second order system. In this example, using the pro-
posed NLQR algorithm, we show the approximated value function and the optimal control
with different powers. Moreover, we compare the performance of the LQR and different








ẋ1 = −3x1 + 2x1x22
ẋ2 = x
3
2 − x1 + u
(4.1)
To use our algorithm and the Matlab routine we developed, the matrices f(x), g(x), Q and




 , g(x) = G =
0
1
 , Q = 100I2×2, R = 1
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The desired system’s approximation is selected to be 3, which is the maximum degree in
the system’s dynamics. To apply the NLQR algorithm, we need first to expand the system’s
dynamics as in (3.6) to get F1, F2, F3, . . . , Fk̄. The built Matlab routine will take care of
this although for such a simple example one can expand the dynamics in the desired format










0 0 2 0
0 0 0 1

and the rest are zeros since the highest power in the system is three. Next, we will be com-
paring different orders of the NLQR so the desired order of approximation to the optimal
control will be varying. It is desired to obtain a stable closed loop system. The linear con-




1 P1 − P1GR−1GTP1 +Q = 0
Clearly, the system is differentiable and the linear system is stabilizable. Then, from the






and the corresponding 3D plot of the value function is shown in Figure 4.1. Now, using















Figure 4.1: Second order value function V = xTP1x
of the system dynamics. Notice that in this problem, the dynamics are of odd powers so
the even power solutions will be zeros. Then, the proposed algorithm produced the tensor
P3, which corresponds to the fourth order value function shown in Figure 4.2 and the third
order controller, to be
P3 =
 0.0024 −0.0945 2.5925 −0.0769
−0.0315 2.5925 −0.2308 1

2×4
This solution can be found easily using Garrad method in [9] but probably not higher
orders. Using an eight years old x64 based laptop with an Intel Core i5 CPU (2.67GHZ),
the developed Matlab routine for the NLQR was able to solve the HJB equation to degree
25 in 0.2656 seconds and degree 50 in 5.6875 seconds. The next nonzero tensors are
P5 =
−0.0006 0.0260 −0.4210 0.0235 0.2244 −0.0031

















Figure 4.2: Fourth order value function V = xTP1x+ xTP3x3
with its sixth order value function shown in Figure 4.3
P7 =
 0.0001 −0.0060 0.863 −0.0009 −0.1542 0.0095 0.0096 0.0001






0 0.0013 −0.0176 −0.0023 0.0692 −0.0063
−0.0261 0.0011 −0.0001 0
0.0001 −0.0044 −0.0010 0.0461 −0.0063 −0.0391
0.0027 −0.0003 0.0001 −0.0001

2×10
One can complete and obtain the solution up to the desired power. Moreover, using these
tensors, one can find the corresponding value function which serves as Lyapunov functions















Figure 4.3: Sixth order value function V = xTP1x+ xTP3x3 + xTP5x5
is an indication of a convergent solution. The last nonzero tensor was found to be the 25th
tensor and higher orders were absolute zeros. In fact, this should be expected since we have
an analytic system according to Theorem 1. Having the tensors, one can produce the value
function and the control law. The 9th order NLQR which one can truncate higher power
terms to get lower orders is given by








xT x2T x3T x4T . . . x9T
]T
.
Then, the explicit controller is
u = 0.7692x1 − 10x2 + 0.0315x31 − 2.5925x21x2 + 0.2308x1x22 − x32
−0.0052x51 + 0.2105x41x2 − 0.0235x31x22 − 0.4489x21x32 + 0.0156x1x42 − 0.0500x52
+0.0009x71 − 0.0288x61x2 − 0.000x51x22 + 0.1542x41x32 − 0.0158x31x42 − 0.0287x21x52
−0.0005x1x62 + 0.0001x91 + 0.0044x81x2 + 0.001x71x22 − 0.0461x61x32 + 0.0063x51x42
+0.0391x41x
5
2 − 0.0027x31x62 + 0.0003x21x72 + 0.0001x1x82 + 0.0001x92
Now, let us simulate the closed loop system and compare the performance of different or-
ders of control. Although nonlinear controllers are favorable, one could pick the linear
controller, LQR, since it is very easy to get for such a problem. However, the linear con-
troller is able to result in a stable closed loop system locally. To get a bigger region of
stability, nonlinear controllers are required. For this problem, using small initial conditions
may not result in a notable difference in the performance of the closed loop system using
different controllers. Let us have the initial condition x0 =
−1
3
. The closed loop system
response and the control action are shown in Figure 4.4, Figure 4.5 and Figure 4.6.
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Figure 4.4: Comparing the response of the first state under the control of the LQR and
different orders of NLQR with an initial condition of x01 = −1.



























Figure 4.5: Comparing the response of the second state under the control of the LQR and
different orders of NLQR with an initial condition of x02 = 3.
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Figure 4.6: Comparing the control action of the LQR and different orders of NLQR to
stabilize the system (4.1) with initial condition x10 = −1, x20 = 3.
Clearly, the nonlinear controllers have much better performance. We also can notice
that the change after the 5th NLQR, is not notable. We tested that for higher orders and
almost no change after the 7th NLQR. Moreover, it is worth mentioning that the nonlinear
controllers, in this example, consume higher control power in the beginning to stabilize the
system in a faster pace. Additionally, we must note that outside the region of convergence
of the Taylor series, higher order controllers are not guaranteed to provide better perfor-
mance. Thus, the control designer may choose lower order NLQR’s for this problem as
they provide greater performance with not very large actuation. However, this is not al-
ways the case and of course manipulating the penalization matrices is part of the design.
Moreover, for such a problem, input saturation may be imposed, up to a certain degree,
and the NLQR still capable of rendering asymptotic stability to the system as we will show




. For such an initial condition, and larger initial conditions, the linear control
is not capable of controlling the nonlinear system anymore. On the other hand, the NLQR
still works with a favorable performance.
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Figure 4.7: Comparing the response of the first state under the control of different orders
of NLQR with an initial condition of x01 = −1.
























Figure 4.8: Comparing the response of the second state under the control of different orders
of NLQR with an initial condition of x02 = 5.
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Figure 4.9: Comparing the control action of different orders of NLQR to stabilize the
system (4.1) with initial conditions x10 = −1, x20 = 5.
We can see as we mentioned before, there is no notable improvement in the performance
using higher order controllers which should be obvious due to the very small numbers in
the higher order tensors.
In the next section, we will consider a third order system with different type of nonlin-
earities and a state dependent input matrix g(x).
4.2 A Third Order System with a State Dependent Input Matrix Illustrative Exam-
ple

























Now let us use the NLQR algorithm to produce a high order nonlinear polynomial solution
to this problem. The matrices f(x), g(x), Q andR are given and we choose to approximate
the system’s dynamics up to the 9th order. Using the same laptop, the NLQR Matlab
function produced 15th order solution in 11.3125 seconds. Again, we will be comparing
different orders of NLQR so the desired order of approximation to the optimal control will










0.1438 0.6134 0.1663 0.6581 0.1929 0.0068
0.3067 1.3163 0.1929 −0.0191 −0.4909 −0.1568






−0.1132 −0.3191 0.0462 −0.0212 0.4807 0.0667 0.2781
0.4935 −0.0349 −0.1460
−0.1064 −0.0212 0.2403 0.8343 0.9871 −0.0349 0.9659
0.8847 −0.0175 −0.2477




Using these metricized tensors, one can produce the value functions as well as the con-
trollers. Obviously, using small initial conditions will not distinguish the controllers per-
formances as they all give almost the same performance of the LQR. Thus, let us have the
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. Figure 4.10, Figure 4.11, Figure 4.12 and Figure 4.13 show
how the nonlinear controllers outperform the LQR. Moreover, one can conclude that the
higher order controllers use higher control power at the beginning specifically. However,
we must note that for larger initial conditions, the LQR will not work as mentioned before
but NLQR’s work up to a certain radius which is determined by the region of convergence
of the Taylor series.




























Figure 4.10: Comparing the response of closed loop system under the control of LQR and
second order NLQR.
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Control Effort of LQR
u

















Control Effort of Second Order NLQR
u
Figure 4.11: Control actions of LQR and second order NLQR.




























Figure 4.12: Comparing the response of closed loop system under the control of fourth
order NLQR and eighth order NLQR.
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Control Effort of Fourth Order NLQR
u


















Control Effort of Eighth Order NLQR
u
Figure 4.13: Control actions of fourth order LQR and eighth order NLQR.
In the next sections, we will utilize the NLQR algorithm in real applications with ex-
amples taken from different control papers to compare the controllers performance.
4.3 A Third Order Flight Control System
This system is the one used by Garrard and Jordan in [10] to apply their HJB based control.
It is also used by Beeler et. al. [26] to compare different nonlinear feedback controllers.
The system is given by




−0.877x1 + x3 + 0.47x21 − 0.088x1x3
−0.019x22 + 3.846x31 − x21x3
x3










The first state, x1, is the angle of attack deviation (rad), x2 is the angle of the flight path
(rad), x3 is the derivative of x2, i.e. rate of change in the angle of the flight path (rad/sec)
and the input u is the deviation in the angle of the tail deflection (rad). The cost functional












It is desired to design a feedback control capable of regulating the angle of attack over the
entire range specially for high angles. In [10], Garrard and Jordan questioned the ability
to get higher orders of control than third order using their method. In [26], with an initial





, which corresponds to an angle of attack of 25o, Garrard
and Jordan controller is compared with other controllers including the SDRE control. It
is reported that the two-term Taylor expansion method, i.e. Garrard method [9], due to
its simplicity and effectiveness, was superior in systems with low nonlinearites because it
was not feasible to get higher order controllers. For this example, other methods outweigh
their Taylor expansion control, which they called HJB, and the SDRE. Using our proposed
NLQR, we are able to get much higher orders for the control, up to 30th power, easily and











0.0867 −0.0773 0.0016 0.0224 −0.0013 0
−0.0387 0.0449 −0.0013 −0.0221 −0.0001 −0.0001





0.7394 −0.6937 0.0321 0.2980 −0.0356 0.0012 −0.0810
0.0036 −0.0010 0
−0.2312 0.2980 −0.0178 −0.2431 0.0071 −0.0010 0.0868
0.0024 0.0005 −0.0000




A closed form solution of the control and the value function are attainable but we are
concerned here in comparing the performance of different nonlinear control orders. We
show here the 5th order controller which has 55 terms but most of them are zeros or very
small values which we removed without affecting the performance:
u = −0.053x1 + 0.5x2 + 0.512x3 + 0.384x31 − 0.523x21x2
+0.139x1x
2





2 − 0.077x21x2x3 − 0.087x1x32 + 2.427x51
−3.331x41x2 + 0.434x41x3 + 2.152x31x22 − 0.505x31x2x3
−0.878x21x32 + 0.253x21x22x3 + 0.1571x1x42 − 0.084x1x32x3
Figure 4.14 and Figure 4.15 show how the performance is improved as we use higher
powers. Note that the performance almost did not change after the 10th order NLQR. In
fact, the high order controllers approach the best performance obtained in [26] using the
interpolation of two-point boundary-value (TPBV) open-loop control method.
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Figure 4.14: Comparing the deviation in the angle of attack under the control of the LQR
and different orders of NLQR with an initial angle of 25o.































































Figure 4.15: Comparing the control action of the LQR and different orders of NLQR to
regulate the angle of attack.
Note that for this angle, 25o, low order controllers were not bad. Nevertheless, they
may not work for higher angles. The reader can refer to [10] for detailed discussion about
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to an angle of attack of 35o, the LQR results in an unstable closed-loop system. However,
after using higher order controllers, 7th and 9th power NLQRs, as shown in Figure 4.16
and Figure 4.17, we are able to regulate the angle of attack well. Obviously, we get higher
control actions , i.e. higher deviation in the deflection angle of the tail to lower the angle of
attack fast specially when using the 9th order NLQR which may not be desired.




































Deviation in the Angle of Attack under Different Controllers
7th order NLQR
9th order NLQR
Figure 4.16: Deviation in the angle of attack is well regulated under the control of 7th and
9th power NLQRs with an initial angle of 35o where using low orders and LQR blow up
the system.
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Control Effort of Different Controllers
7th order NLQR
9th order NLQR
Figure 4.17: Control actions of the of 7th and 9th power NLQRs to regulate the angle of
attack go to zero where LQR and low order control result in unstable closed loop system.
In next sections, we will see how the NLQR algorithm can be utilized in problems with
actuators constraints. Namely, in section 4.4, we deal with the well know inverted pen-
dulum problem with actuation constraints. However, the constraints will not be accounted
for during the development of the controller but we show how the NLQR is capable of
performing under limitations in actuation. In section 4.5, we will incorporate the input sat-
uration to the development of the controller. In other words, the saturation will be treated
as a nonlinearity in the system’s dynamics.
4.4 Swing Up and Stabilization of an Inverted Pendulum with Input Saturation
The inverted pendulum problem is probably the most well known benchmark in control
theory and robotics. It is the basic idea of many control and robotic applications such as
segways, humanoid robots, self-balancing robots, etc. Because of its inherently nonlinear
dynamics, this problem is used a lot in development and testing nonlinear control tech-
niques. A famous method to swing up and stabilize the pendulum at the up right position,
is to switch between control laws. As an example, feedback linearization is used to swing
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up the pendulum and then when it is close to the up right position, LQR is used. Tremen-
dous works and researches have been done on this problem. Another problem that makes it
more challenging, is the demanding of high control actuation which may not be available to
swing up the pendulum. Thus, including actuation constraints is important and desirable.
In this example, we test the proposed NLQR approach on applications with underactu-
ated systems with non-analytic nonlinearities, i.e. input saturation. This example is taken
from [18], where the stable manifold approach [17] is used to find an optimal swing up and
stabilization of the inverted pendulum. It is desired to design a single optimal feedback
control that is able to swing up and stabilize the pendulum under actuators constraints. The
constraints will not be incorporated into the system’s dynamic but to test the robustness
and ability of the nonlinear control to perform under the enforced constraints. It is worth
mentioning that for this problem, NLQR algorithm was able to swing up the pendulum
and balance but using very high actuation power. Thus, in this section, we show how the
NLQR algorithm is still able to perform under input constraints. The equations of motion
are derived first in terms of the force as the input and then based on the transmission of the
DC motor, the following equations of motion are developed.
mplcos(θ)θ̈ + (M +mp)ẍ = mplθ̇
2sin(θ) + C1ẋ+ C2u (4.3)
(mpl
2 + J)θ̈ +mplcos(θ)ẍ = mpglsin(θ) (4.4)
where the variables and parameters are defined in Table 4.1. Defining the states
[
x1 x2 x3 x4
]T
=[
θ θ̇ x ẋ
]T
, yields
ẋ = f(x) + g(x)sat(u)
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Table 4.1: Systems Variables and Parameters.
Variable or Parameter Description Value Unit
θ angle of pendulum - rad
θ̇ angular velocity of the pendulum - rad/s
x cart position - meters
ẋ cart velocity - m/s
u input voltage - volts
mp pendulum mass 0.06 kg
M cart mass 0.96 kg
l half of the pendulum length 0.095 m
J pendulum moment of inertia 1.81× 10−4 kg.m2
g gravitational acceleration 9.80 meters/s2
C1 actuator parameter -9.10 Newton·s /m

























The hyperbolic tangent function is used as the saturation function. Hence, the system
becomes
ẋ = f(x) + g(x)Atanh(u)
where A = |umax,min|. It is required to design a saturated feedback control based on the
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Defining the input v = Atanh(u) yields







For this problem, we will choose the 9th order NLQR which we were able to get its solution
in 13.75 seconds. The control input u will enter a saturation block to produce the control
input v. Let us assume that the maximum and the minimum input voltages are umax =
28, umin = −28. We pick the penalization matrices to be
Q =

1 0 0 0
0 10 0 0
0 0 4 0
0 0 0 40

, R = 50
Figure 4.18 shows that the 9th order NLQR is able to swing up and stabilize the pendulum
to the upright position. We can see from Figure 4.19 that the control action is a bang-bang
control where the maximum and minimum voltages are used to regulate the system’s states
fast.
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Figure 4.18: Regulation of the inverted pendulum under the control of the 9th order NLQR.



















































Figure 4.19: Control effort of the 9th order NLQR to swing up and balance the inverted
pendulum with saturation limits of ±28 volts.
Now, let us assume that slightly lower input voltages are available such as 26 volts and
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We can see that the 9th order NLQR is still capable of swinging up the pendulum. As the
simulation shows, it swings the pendulum back and forth before swinging the pendulum to
the up right angle.























Figure 4.20: The 9th order NLQR swings the pendulum back and forth and then swing it
up to the up right position.
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Figure 4.21: Control effort of the 9th order NLQR to swing up and balance the inverted
pendulum with saturation limits of ±26 volts.
4.5 A Multi-Input Constrained Third Order Linear System
This system is taken from Abu-Khalaf and Lewis [16], where they developed a nearly
optimal control based on a neural network approximation for the value function. It is
required to design a control that renders asymptotic stability to the linear system
ẋ =

2x1 + x2 + x3
x1 − x2 + u2
x3 + u1

with constrained inputs, −3 ≤ u1 ≤ 3 and −20 ≤ u2 ≤ 20. To saturate our control inputs,




2x1 + x2 + x3




To use our NLQR, we need to put our system in the form (2.3), i.e. we need to form our
system such that it has a constant control matrix. To do so, we introduce the states x4 = u1
and x5 = u2 which means ẋ4 = u̇1 = v1 and ẋ5 = u̇2 = v2. Then, our system becomes
ẋ =

2x1 + x2 + x3






















For this problem, we approximate our system’s dynamics and our controller with fifth order
polynomial, so our value function is of order six. Although the total number of terms for
this fifth order system is large, namely 251 terms, a lot of these terms are zeros or very
small numbers so removing them does not affect the quality of the control. We removed up
to 120 terms for each controller and the performance of the control was not affected that
much. Yet, the more terms we remove, the more the quality of the controller decreases.
Using the same initial conditions used in [16], we were able to achieve asymptotic stability
with a great performance shown in Figure 4.22 within the saturated control shown in Figure
4.23. This controller surely overcomes the LQR performance shown in Figure 4.24 under
the saturated control action shown in Figure 4.25. One may argue that adding the states
results in a smoother solution and hence a better performance. This is true. The LQR,
however, developed for the fifth order system is shown in Figure 4.26 and Figure 4.27
proves that although the performance is slightly smoother, clearly the LQR still encounters
saturation and the improvement of the closed loop response is not noteworthy. Moreover,
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the performance of the LQR depends on the initialization of the original inputs which are
the fourth and the fifth states. Starting with large initialization led to a very poor LQR
performance. On the other hand, performance of the NLQR did not change even when we
started with large initial conditions for the fourth and the fifth states. In fact, the NLQR
even gave better performance than the nearly optimal control in [16] when comparing the
two in this example.




















Figure 4.22: States of the system using 5th order NLQR with input constraints. Perfor-
mance of this NLQR outperforms the LQR and the nearly optimal control shown in [16].
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NLQR with Saturated Inputs
u1=x4
u2=x5
Figure 4.23: Constrained control action for the 5th order NLQR. Performance of this NLQR
outperforms the LQR and the nearly optimal control shown in [16].



















Figure 4.24: States of the system using LQR with input constraints.
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LQR with Saturated Inputs
u1
u2
Figure 4.25: Constrained control action for LQR. Performance of this LQR is poor com-
pared to the NLQR.



















Figure 4.26: States of the system using LQR with input constraints for the 5th order system.
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NLQR with Saturated Inputs
u1=x4
u2=x5
Figure 4.27: Constrained control action for LQR for the fifth order system. Performance of
this LQR is smoother than the LQR used for the original third order system. Yet, it is still




The development of the Nonlinear Quadratic cost Regulator (NLQR) through a novel and
efficient expansion algorithm of the HJB equation up to a prescribed order was presented.
A nonlinear matrix equation was constructed using a minimal polynomial basis function
that included all possible combinations of the states as a generalization of the linear case.
This equation can be solved independently of the current states and hence the NLQR can
be obtained a-priori without a need to be updated online. Moreover, solving the equation
through the proposed algorithm provides a Lyapunov function. Furthermore, a general
closed form solution of the coefficients matrix of the kth order of a value function was
provided. This work overcomes many of the limitations in the early attempts by Al’brekht
[6], Lukes [7], Nishkawa et al. [8], Gerrardd et al. [9, 10, 12] and Xin and Balakrishna
[20].
It was shown that the proposed methodology successfully achieves asymptotic stabil-
ity for nonlinear systems with different nonlinearities under the required conditions and
assumptions. Moreover, it was clearly demonstrated that NLQR’s developed from the pro-
posed algorithm outperforms the LQR and is as good as or better than other nonlinear
techniques proposed in the literature which some of the examples were taken from. Set of
examples with different systems natures and nonlinearities are presented where it is shown
how to handle systems not in the form of (2.3) and systems with actuators constraints.
Many other systems were used to test the algorithm. Using higher orders was shown to
give better performance inside the region of convergence. Moreover, in many cases, higher
orders expand the region of stability as shown in the examples. However, using higher
order does not always provide larger stability region nor secure better performance outside
the region of convergence of the series.
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Future works may include using more general basis functions than the polynomials
used in Taylor series in order to possibly expand the domain of convergence as well as
avoiding high control power usage. Another improvement could be extending the current
work to general nonlinear systems, i.e. not affine in control without adding more state
variables. In addition, improvements to well handle input constraints problems are also
possible. Furthermore, optimal estimation algorithm could be attainable following similar
method to the proposed algorithm.
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