Refinement for docking typically focuses on side-chain optimization, removal of atomic clashes, and optimization of electrostatic energy. 12-16 For example, RDOCK, 17 a refinement protocol for docking decoys generated by the docking program ZDOCK, 18 minimizes van der Waals, polar, and charged interactions in three separate stages. RosettaDock 19-21 is a program that performs proteinprotein docking with simultaneous optimization of rigid-body displacement and side-chain conformations by Monte Carlo simulations. 19 It contains an empirical energy function made of physical and knowledge-based energy terms and optimized for protein-protein binding and docking studies. 22,23 The method focuses on side-chain optimization in the second-stage all-atom refinement. 3D-DOCK 24 (formerly FT-DOCK that uses Fourier transform to speed up rigid body docking), uses MultiDock 25 (Multiple copy side-chain refinement of Protein-Protein interfaces) to refine structures through detailed empirical energetics and rotamer-based side-chain positions.
INTRODUCTION
One problem facing both protein-structure prediction and protein docking is how to reduce the root-mean-squared distance (rmsd) of near-native structure of a protein or protein-protein complex from the corresponding native (complex) structure. In fact, structural refinement is the major bottleneck for highresolution structure prediction 1,2 even though some progresses are made. [3] [4] [5] [6] [7] [8] [9] [10] [11] For complex-structure prediction by docking, refinement is necessary because docked decoys often contain severe atomic clashes to increase the chance of sampling near-native structures in the initial stage of global conformational search.
ABSTRACT How to refine a near-native structure to make it closer to its native conformation is an unsolved problem in protein-structure and protein-protein complex-structure prediction. In this article, we first test several scoring functions for selecting locally resampled near-native protein-protein docking conformations and then propose a computationally efficient protocol for structure refinement via local resampling and energy minimization. The proposed method employs a statistical energy function based on a Distance-scaled Ideal-gas REference state (DFIRE) as an initial filter and an empirical energy function EMPIRE (EMpirical Protein-InteRaction Energy) for optimization and re-ranking. Significant improvement of final top-1 ranked structures over initial near-native structures is observed in the ZDOCK 2.3 decoy set for Benchmark 1.0 (74% whose global rmsd reduced by 0.5 Å or more and only 7% increased by 0.5 Å or more). Less significant improvement is observed for Benchmark 2.0 (38% versus 33%). Possible reasons are discussed.
RosettaDock and refined ZDOCK docking decoys. These docking decoys are protein complex structures generated by the docking programs RosettaDock 19 and ZDOCK, 18 respectively.
Most studies in docking refinement limited to sidechain and energy minimization. Camacho and Vajda 28 developed a multistage refinement protocol by local resampling with a van der Waals constraint and staged energy minimization (the desolvation and electrostatic energy first and followed by van der Waals energy). They have addressed a question that often has been overlooked: Can resampling and refinement around a given near-native structure improve docking prediction?
In this article, we take several more recently developed energy functions to test their abilities for refining nearnative structures. In addition to EMPIRE, 27 Rosetta-Dock, 19 and RDOCK 17 described earlier, we further investigate ZRANK 29 and DFIRE. 30-32 ZRANK is an optimized empirical energy function for reranking initialstage docking predictions. 29,33 DFIRE is a statistical energy function based on a Distance-scaled, Finite-Idealgas REference state. 30 Originally developed for monomeric proteins, the physical reference state makes the DFIRE energy function directly applicable to proteinprotein binding and docking studies. 31 A method, which integrates ZDOCK for sampling and DFIRE for ranking docking decoys leads to reasonable prediction for four of the six targets (the highest fractions of native contacts in top 10 models for the four targets are 29, 54, 89, and 94%, respectively) in the community-wide experiment for assessing blind predictions of protein-protein interactions (CAPRI Rounds 4 and 5). 32 Combing ZDOCK for sampling and EMPIRE for ranking docking decoys leads to acceptable or medium accuracy in predicting two of the three targets (the highest fractions of native contacts in top 10 models for the two targets are 46% and 57%, respectively) in CAPRI rounds 10, 11, and 12 (http:// www.ebi.ac.uk/msd-srv/capri/).
Testing the aforementioned five energy functions indicates that DFIRE is among the best for locating near natives in unrefined structures while EMPIRE is among the best for locating near natives in refined structures. Thus, we propose a DEMPIRE procedure that employs the DFIRE energy function as the initial filter and EMPIRE for final optimization and rescoring. The proposed protocol is tested by using two separated benchmarks.
METHODS

Initial near-native decoys
As in, ref. 18 a near-native structure is a structure with an interface rmsd less than 2.5 Å . An interface rmsd between a docking decoy and a native complex structure is based on the C a atoms of interface residues [Interface residues are receptor (or ligand) residues with at least one atom within 10 Å of any atoms of ligand(or receptor)]. We randomly select one near-native decoy per protein-protein complex from the near-native decoys contained in ZDOCK 2.3 decoy set 18 (http://zlab.bu.edu/ zdock/decoys.shtml). A total of 43 near-native decoy structures are obtained because only 43 of 48 proteinprotein complexes in the decoy set contain near-native structures in top 2000 conformations.
Local resampling
We locally resample the conformational space around the near-native structures obtained above. First, the ligand, the smaller partner of the protein-protein complex, is rotated around a randomly selected axis through the geometry center of the ligand with a step size of a ¼
< 15 and 2158 < y, /, w < 158, where y, /, and w are three Euler's angles. The random rotation of the ligand is followed by its random translation with a step size of Dr ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi 
Refinement
The new decoys generated above are subjected to sidechain modeling of the interface residues and further energy minimization. The algorithm of the side-chain modeling and 50 STEP of CHARMM energy minimization 34 was the same as our previous study. 27 During side-chain modeling, all backbone structures in a protein-protein complex are fixed.
Scoring functions
Five energy functions are used to rank the 2000 decoys generated from one near-native structure, after side-chain modeling, and after energy minimization, respectively. They are RDOCK, ZRANK, RosettaDock, DFIRE, and EMPIRE, respectively. RDOCK 17 and ZRANK 29 were developed by Weng's group at Boston University. They were downloaded from http://zlab.bu.edu. RDOCK is a refinement program that refines ZDOCK predictions while ZRANK is a recently developed empirical energy function for reranking protein docking predictions. RosettaDock 19 is a part of the software code of Rosetta (version 2.1.1) developed by the David Baker's group (http://www.bakerlab.org/). DCOM-PLEX and EMPIRE are developed in our group. DCOM-PLEX is a program with a built-in DFIRE statistical potential energy function 30 for protein-protein binding. 31 EMPIRE is an empirical energy that is designed for selection of near-native conformations among structurally refined docking decoys. 27
Three stages and two rounds of resampling and refinement Side-Chain optimization and energy minimization of all 2000 decoys are time-consuming. For example, it takes 3-12 days to optimize all interface side chains in 2000 decoys on a single 2.2 GHz CPU (Dual Core AMD Opteron Processor 275) dependent on the size of an interface. By comparison, it takes less than 10 min for using DFIRE to evaluate the energy values of all these 2000 decoys. Moreover, DFIRE is found among the best for ranking unoptimized decoys and EMPIRE is among the best for ranking optimized one, we further propose a three-stage DEMPIRE refinement procedure: (1) the number of initial (unoptimized) 2000 decoys is reduced to top 15 by DFIRE, (2) the 15 decoys are side-chain optimized and ranked by EMPIRE, 27 and (3) the top 10 side-chain-optimized decoys are further energy minimized by CHARMM 34 (50 ABNR steps 27 ) and ranked by EMPIRE to produce the final prediction. 27 We further investigate the effect of a more-refined, second-round local resampling by limiting the maximum allowed angle change to 88 and maximum translational displacement to 1.2 Å . This is performed as follows: We resample the conformational space around the top-1 ranked structure from the first round to generated another 2000 decoys. These 2000 decoys are ranked by DFIRE to produce top 25 decoys. The 25 decoys are side-chain optimized and ranked by EMPIRE 27 and the top 10 side-chain-optimized decoys are further energy minimized by CHARMM 34 and ranked by EMPIRE.
Benchmark 2.0
To further test the proposed method, we also downloaded ZDOCK2. 
Assessment
The accuracy of decoy structures is assessed by interface and global root-mean-squared deviation (irmsd and grmsd, respectively). irmsd is obtained by superposition and RMSD calculation of the C a atoms of interface residues, which are receptor (or ligand) residues with at least one atom within 10 Å of any atoms of the ligand (or receptor). grmsd, on the other hand, is obtained by superposing all C a atoms of receptor atoms of the docking decoy onto those of the native complex and calculating the rmsd value between ligand atoms of the two complexes. The success rate for reducing rmsd values by 0.5 Å or more from the initial starting near-native structure. c The error rate for increasing rmsd values by 0.5 Å or more. d The RMSD between target and prediction ligand molecule(s) after the receptor molecules are fitted. e The initial 2000 decoys generated by random rotation and translation around a near-native structure. f After side-chain modeling of interface residues. g After further energy minimization with CHARMM for 50 ABNR steps. h RosettaDock is used with its default setting. i Three stages of energy minimization(removing clashes, optimizing polar interactions, and optimizing of charge interactions) are separately performed according to RDOCK protocol. RDOCK is only applied for energy minimized structures without side-chain modeling. j ZRANK, DFIRE, and EMPIRE energy functions are directly applied to the decoys.
Refining Near-Native Protein-Protein Docking The RMSD between all C a atoms of native and predicted ligand molecule(s) after the receptor molecules are superposed. c The initial near-native structure from the ZDOCK 2.3 decoy set (one per complex). d Top-1 ranked model after the first round of resampling and optimization. e Top-1 ranked model after the second round of resampling and optimization. f Random selections are applied in two rounds of resampling.The randomly selected decoy in the first round resampling is used as the initial structure for the second round resampling. g The average value of 43 complex structures. h The success rate for reducing rmsd values by 0.5 Å or more from the initial starting near-native structure. i The error rate for increasing rmsd values by 0.5 Å or more. complexes. A more detailed table can be found in the supplement material. In Table I , we also define a success rate, the fraction of refined complex structures whose irmsd or grmsd values are reduced by 0.5 Å or more in 43 protein complexes and an error rate, the fraction of refined complex structures whose irmsd or grmsd values are increased by 0.5 Å or more in 43 protein complexes. For locally resampled but unoptimized docking decoys, ZRANK, DFIRE, and EMPIRE yield average irmsd values that are lower than or equal to 1.61 Å , the average value for the initial 43 ''seed'' near-native structures for local sampling. DFIRE has the lowest average irmsd value of 1.49 Å , the highest success rate of 23.3%, and a moderate error rate of 11.6%. However, only EMPIRE yields lower interface (or global) rmsd values than 1.61 Å (or 4.88 Å ) for side-chain optimized decoys. It is also the only one who has a significantly higher success rate than the error rate (>10% higher). Meanwhile, not a single method improves the predicted models by selecting from further energy minimized decoys (based on either average irmsd values or success/error rates). It should be emphasized that this comparison serves only as an approximate guide because the procedures for side-chain optimization and energy minimization were optimized for EMPIRE and the difference between two methods is not always statistically significant (e.g. P-value above 0.1 for DFIRE vs.
RESULTS AND DISCUSSION
ZRANK in unoptimized decoys and EMPIRE versus
Rosetta in energy-minimized decoys for interface rmsd). Nevertheless, it suggests that DFIRE is among the most suitable for ranking unoptimized structures while EMPIRE is among the most suitable for ranking optimized structures (side-chain optimized, in particular).
The aforementioned result leads to the proposed threestage scoring and ranking (DFIRE for initial ranking and enrichment, EMPIRE for ranking side-chain optimized and energy minimized decoys). This three-stage refinement protocol is performed for two separate rounds and results are shown in Table II . The average interface rmsd value reduces from 1.61 to 1.36 Å in the first round and to 1.25 Å in the second round while the average global rmsd value reduces from 4.88 to 3.87 Å in the first round and 3.54 Å in the second round. The final mean irmsd (1.25 Å ) and grmsd (3.54 Å ) results are significantly lower than the corresponding values from random selections as a control (2.18 and 6.04 Å , respectively). The differences between the final and initial rmsd values and between the final and random-selection rmsd values according to paired T-test (GraphPad Software: http://www.graphpad. com/quickcalcs/ttest1.cfm) are all statistically significant with P-value < 0.0001. The most encouraging result is that only a few predicted complexes by the proposed protocol have an increase of rmsd (global or interface) for Two successful examples illustrate the structural change from the initial near-native structure (in green) to the local refinement after the first round (blue) and after the second round (orange). The native conformation is shown in red. (a) 1spb. (b) 1udi.
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Refining Near-Native Protein-Protein Docking more than 0.5 Å , whereas the majority (74% after the 2nd round) has a large reduction of global rmsd values (1.9 Å in average). Figure 1 illustrates two successful examples (1SPB and 1UDI). The native complex structure is colored in red. The improvement from the initial structure (in green) is clearly visible after locally refinements with DEMPIRE (the first round in blue and the second round in orange).
In both rounds of resampling, we selected top 10 sidechain-optimized decoys for energy minimization. The numbers of decoys selected for side-chain modeling (15 in the first round and 25 in the second round) were chosen by trial and error. In the first round resampling, when 10, 15, 20, 25, and 30 decoys were selected for side-chain modeling, the mean values of interface rmsd were 1.37, 1.36, 1.38, 1.43, and 1.41 Å , respectively, for the top ranked decoy of the 43 targets. In the second round resampling, when 10, 15, 20, 25, 30, 35, 40 , 100, and 200 decoys were selected for side-chain modeling, the mean values of the interface rmsd were 1.33, 1.32, 1.27, 1.25, 1.28, 1.28, 1.28, 1.31, and 1.31 Å , respectively. Here, the step size of the grid search was set to 5. We have also tried selecting 5 or 15 decoys for energy minimization, but the prediction accuracy was not improved even if we changed the number of decoys selected for side chain modeling. These parameters optimized with enzyme/inhibitor and other proteins group were also the most effective ones for the antigen/antibody group though the two groups of targets have a quite different interface properties. This reflects the transferability of the DFIRE 31 and EMPIRE 27 energy functions due to their inherent physical origins.
The two-round refinement protocol is further tested on 24 complexes in Benchmark 2.0. The results are shown in Table III . The improvement is not as significant as 43 complexes in Benchmark 1.0 (Table II) . The average irmsd and grmsd decrease by 0.14 and 0.33 Å , The RMSD between all C a atoms of native and predicted ligand molecule(s) after the receptor molecules are superposed. c The initial near-native structure from the ZDOCK 2.3 decoy set (one per complex). d Top-1 ranked model after the first round of resampling and optimization. e Top-1 ranked model after the second round of resampling and optimization. f Random selections are applied in two rounds of resampling. The randomly selected decoy in the first round resampling is used as the initial structure for the second round resampling. g The average value of 43 complex structures. h The success rate for reducing rmsd values by 0.5 Å or more from the initial starting near-native structure. i The error rate for increasing rmsd values by 0.5 Å or more.
respectively. There are only four complexes (17%) with greater than 0.5 Å improvement in interface rmsd values and nine (38%) with greater than 0.5 Å improvement in global rmsd values after the second round of sampling and refinement while the predicted models of two or 8% (eight, or 33%) complexes have increased interface (global) rmsd values for more than 0.5 Å . Moreover, the difference between the structural accuracy of the final result (after the second round) and that of the initial decoy is only marginal (P-value 5 0.1 for irmsd) or not statistical significant (P-value 5 0.3 for grmsd). Nevertheless, improvement over random prediction is significant (P-value < 0.0001 for irmsd and grmsd). The number of complexes with improved prediction accuracy is consistently larger than the number of complexes with worse prediction accuracy (in either irmsd or grmsd values).
To further understand the reason behind the difference between refinement result for protein complexes in Benchmark 1.0 and that in Benchmark 2.0, we compare irmsd values of the initial structures with those of final predicted structures in Figure 2 . There is an obvious difference between the initial near-native structures in Benchmark 1.0 and those in Benchmark 2.0. The former have significantly lower irmsd values in average than the latter. In fact, all initial near-native structures in Bench-mark 2.0 have an irmsd value greater than 1.27 Å . By comparison, there are 13 initial near-native structures in Benchmark 1.0 with irmsd < 1.27 Å . In addition, the average number of near-native structures predicted by ZDOCK 2.3 for Benchmark 2.0 (34 for 24 complexes) in top 2000 decoys is significantly smaller than that for Benchmark 1.0 (51 for 43 complexes). This suggests that Benchmark 2.0 is inherently much more difficult than Benchmark 1.0 for ZDOCK2.3 as well.
Interestingly, the sharp difference in the performance is also observed when a method called PINUP (Protein Interface residUe Prediction) is employed to predict binding regions for the protein complexes in the two benchmarks. 35 It was found that binding residues of protein complexes in Benchmark 2.0 is less conserved than those residues of protein complexes in Benchmark 1.0. 35 Thus, the observed difference may simply reflect the different interface properties between Benchmarks 1.0 and 2.0.
CONCLUDING REMARKS
In this article, we showed that there is a lack of a scoring function to locate a model from many sampled structures whose structure is more accurate than the starting near-native structure (Table I) . Thus, we propose to use the DFIRE energy to filter locally sampled but unoptimized structures. Only those filtered structures are subjected to side-chain optimization, energy minimization, and ranking by EMPIRE. We demonstrated that this protocol (DEMPIRE) is not only computational efficient but more importantly improve predicted models. Significant improvement (74% complex structures improved over 0.5 Å or more than starting near-native structures in global rmsd values) is observed for 43 targets in Benchmark 1.0 while less significant result (38% complex structures improved over 0.5 Å or more than starting near-native structures in global rmsd values) is obtained for 24 targets in Benchmark 2.0.
Figure 2
The interface rmsd values of the initial near-native structures versus those of the final predicted structures in Benchmarks 1.0 (open circles) and 2.0 (filled circles). Solid line separates the regions where refinement leads to improved structures (lower triangle) and where less-accurate structures are obtained (upper triangle). Dashed lines indicate the region where the absolute difference between the irmsd value of the initial near-native structure and that of the final structure is less than 0.5 Å .
