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Introduction
A key goal in empirical work is to estimate the structural, causal, or treatment e¤ect of some variable on an outcome of interest, such as the impact of a labor market policy on outcomes like earnings or employment. Since many variables measuring policies or interventions are not exogenous, researchers often employ observational methods to estimate their e¤ects. One important method is based on assuming that the variable of interest can be taken as exogenous after controlling for a su¢ ciently large set of other factors or covariates. A major problem that empirical researchers face when employing selection-on-observables methods to estimate structural e¤ects is the availability of many potential covariates. This problem has become even more pronounced in recent years because of the widespread availability of large (or high-dimensional) new data sets.
While it is often the case that economic theory (or intuition) will suggest a large set of variables that might be important, researchers prefer to also include additional "technical" controls constructed using indicator variables, interactions and other non-linear transformations of those variables. Therefore, many economic studies include very many covariates in order to control for as broad array of confounders as possible. For example, it is common practice in microeconometrics to include dummy variables for many potentially overlapping groups based on age, cohort, geographic location, etc. Even when some controls are dropped after valid covariate selection, as was recently developed by Belloni, Chernozhukov, and Hansen (2014b) , many controls usually may remain in the …nal model speci…cation.
We present valid inference methods that explicitly account for the presence of possibly many controls in linear regression models with unrestricted (conditional) heteroskedasticity. Speci…cally, we consider the setting where the object of interest is in a model of the form y i;n = 0 x i;n + 0 n w i;n + u i;n ; i = 1; : : : ; n;
where y i;n is a scalar outcome variable, x i;n is a regressor of small (i.e., …xed) dimension d, w i;n is a vector of covariates of possibly large (i.e., growing) dimension K n , and u i;n is an unobserved error term. Two important cases discussed in more detail below, are " ‡exible"parametric modeling of controls via basis expansions such as higher-order powers and interactions (i.e., a series-based formulation of the partially linear regression model), and models with many dummy variables such as …xed e¤ects and interactions thereof in panel data. In both cases conducting OLS-based inference on in (1) is straightforward when the error u i;n is homoskedastic and/or the dimension K n of the nuisance covariates is modeled as a vanishing fraction of the sample size. The latter modeling assumption, however, seems inappropriate in applications with many dummy variables model and does not deliver the best approximation when many covariates are included.
Motivated by the above observations, this paper studies the consequences of allowing the error u i;n in (1) to be (conditionally) heteroskedastic in a setting where the covariate w i;n is permitted to be high-dimensional in the sense that K n is allowed, but not required, to be a non-vanishing fraction of the sample size. Our main purpose is to investigate the possibility of constructing heteroskedasticity-consistent variance estimators for the OLS estimator of in (1) without (necessarily) assuming any special structure on the part of the covariate w i;n . We present two main results. First, we provide high-level su¢ cient conditions guaranteeing a valid Gaussian distributional approximation to the …nite sample distribution of the OLS estimator of , allowing for the dimension of the nuisance covariates to be proportional to the sample size (K n / n). Second, we characterize the large sample properties of a class of variance estimators and use this characterization to obtain both negative and positive results. The negative …nding is that the Eicker-White estimator is inconsistent in general, as are popular variants of this estimator. The positive result
gives conditions under which an alternative heteroskedasticity-robust variance estimator (described in more detail below) is consistent. The main condition needed for our constructive results is a highlevel assumption on the nuisance covariates requiring in particular that their number be strictly less than half of the sample size.
Our results contribute to the already sizeable literature on heteroskedasticity-robust variance estimators for linear regression models, a recent review of which is given by MacKinnon (2012).
Important papers whose results are related to ours include White (1980), MacKinnon and White (1985) , Wu (1986), Chesher and Jewitt (1987) , Shao and Wu (1987) , Chesher (1989) , Cribari-Neto, Ferrari, and Cordeiro (2000) , Bera, Suprayitno, and Premaratne (2002) , Stock and Watson (2008),
Cribari-Neto and da Gloria A. Lima (2011), and Müller (2013) . In particular, Bera, Suprayitno, and Premaratne (2002) analyze some …nite sample properties of a variance estimator similar to the one whose asymptotic properties are studied herein.
This paper also adds to the literature on high-dimensional linear regression where the number of regressors grow with the sample size; see, e.g., Huber (1973) , Koenker (1988) , Mammen (1993), El Karoui, Bean, Bickel, Lim, and Yu (2013) and references therein. In particular, Huber (1973) showed that …tted regression values are not asymptotically normal when the number of regressors grows as fast as sample size, while Mammen (1993) obtained asymptotic normality for arbitrary contrasts of OLS estimators in linear regression models where the dimension of the covariates is at most a vanishing fraction of the sample size. More recently, El Karoui, Bean, Bickel, Lim, and Yu (2013) showed that, if a Gaussian distributional assumption on regressors and homoskedasticity is assumed, then certain estimated coe¢ cients and contrasts in linear models are asymptotically normal when the number of regressors grow as fast as sample size, but do not discuss inference results
(even under homoskedasticity). Our result in Theorem 1 below shows that certain contrasts of OLS estimators in high-dimensional linear models are asymptotically normal under fairly general regularity conditions. Intuitively, we circumvent the problems associated with the lack of asymptotic Gaussianity by focusing exclusively on a small subset of regressors when the number of covariates gets large. We give inference results by constructing heteroskedasticity consistent standard errors without imposing any distributional assumption or other very speci…c restrictions on the regressors.
As discussed in more detailed below, our high-level conditions allow for K n / n and restrict the data generating process in fairly general and intuitive ways. In particular, our generic su¢cient condition on the nuisance covariates w i;n covers several special cases of interest for empirical work. For example, our results encompass (and weakens in some sense; see Remark 2 below) those reported in Stock and Watson (2008) , who investigated the one-way …xed e¤ects panel data regression model in detail and showed that the conventional Eicker-White heteroskedasticity-robust variance estimator is inconsistent in that model, being plagued by a non-negligible bias problem attributable to the presence of many covariates (i.e., the …xed e¤ects). The very special structure of the covariates in the one-way …xed e¤ects model estimator enabled Stock and Watson (2008) to give an explicit characterization of this bias and to demonstrate consistency of a bias-corrected version of the Eicker-White variance estimator. The generic variance estimator proposed herein essentially reduces to their bias corrected variance estimator in the special case of the one-way …xed e¤ects model, even though our results are derived from a di¤erent perspective.
The rest of this paper is organized as follows. Section 2 presents the variance estimators we study and gives a heuristic description of their main properties. 
Variance Estimators
For the purposes of discussing variance estimators associated with the OLS estimator^ n of in (1) it is convenient to write the estimator in "partialled out" form aŝ
where M ij;n = 1(i = j) w 0 i;n ( P n k=1 w k;n w 0 k;n ) 1 w j;n ; 1( ) denotes the indicator function, and the relevant inverses are assumed to exist. De…ning^ n = P n i=1v i;nv 0 i;n =n; the objective is to …nd an estimator^ n of the variance of P n i=1v i;n u i;n = p n such that
in which case asymptotically valid inference on can be conducted in the usual way by employing the distributional approximation^ n a N ( ;^ n =n):
De…ningû i;n = P n j=1 M ij;n (y j;n ^ 0 n x j;n ); standard choices of^ n in the …xed-K n case include the homoskedasticity-only estimator Perhaps not too surprisingly, we …nd that consistency of^ HO n under homoskedasticity holds quite generally even for models with many covariates. In contrast, construction of a heteroskedasticityrobust estimator of n is more challenging, as it turns out that consistency of^ EW n generally requires K n to be a vanishing fraction of n.
To …x ideas, suppose (y i;n ; x 0 i;n ; w 0 i;n ) are i.i.d. over i: It turns out that, under certain regularity conditions,^
whereas a requirement for (2) to hold is that the estimator^ n satis…eŝ
The di¤erence between the leading terms in the expansions is non-negligible in general unless K n =n ! 0: In recognition of this problem with^ EW n ; we study the more general class of estimators of the form^
where ij;n denotes element (i; j) of a symmetric matrix n = n (w 1;n ; : : : ; w n;n ): Estimators that can be written in this fashion include^ EW n (which corresponds to n = I n ) as well as variants of the so-called HCk estimators, k 2 f1; 2; 3; 4g; discussed by MacKinnon (2012), among others. 1 All of the HCk-type estimators (correspond to a diagonal choice of n and) share with^ EW n the shortcoming that they do not satisfy (3) when K n =n 9 0: On the other hand, it turns out that a certain non-diagonal choice of n makes it possible to satisfy (3) even if K n is a nonvanishing fraction of n. To be speci…c, it turns out that (under regularity conditions and) under mild conditions under the weights ij;n ;^ n ( n ) satis…eŝ
ik;n M 2 kj;nv i;nv 0 i;n E[u 2 j;n jx j;n ; w j;n ] + o p (1); 1 To be speci…c, a natural variant of HCk is obtained by choosing n to be diagonal with ii;n = i;nM i;n ii;n ; where ( i;n; i;n ) = (n=(n Kn); 0) for HC1; ( i;n; i;n ) = (1; 1) for HC2; ( i;n; i;n ) = (1; 2) for HC3; and ( i;n; i;n ) = (1; min(4; nMii;n=Kn)) for HC4: suggesting that (3) holds with^ n =^ n ( n ) provided n is chosen in such a way that n X k=1 ik;n M 2 kj;n = 1(i = j); 1 i; j n:
where, with M n denoting the matrix with element (i; j) given by M ij;n and denoting the 
The estimator^ HC n is well de…ned whenever M n M n is invertible, a simple su¢ cient condition for which is that M n < 1=2; where 2 M n = 1 min 1 i n M ii;n :
More importantly, a slight strengthening of the condition M n < 1=2 will be shown to be su¢ cient for (2) and (3) to hold with^ n =^ HC n .
Remark 1. The estimator^ HC n can be written as n 1 P n i=1v i;nv 0 i;nũ 2 i;n ; whereũ 2 i;n = P n j=1 HC ij;nû 2 j;n can be interpreted as a bias-corrected "estimator" of (the conditional expectation of) u 2 i;n :
Examples
The heuristics of the preceding section will be made precise in the next section. Before doing so, we present three leading examples, all of which are covered by the results developed in Section 4:
(i) linear regression models with increasing dimension, (ii) semiparametric partially linear models, and (iii) …xed e¤ects panel data regression models.
Let min ( ) denote the minimum eigenvalue of its argument and let k k denote the Euclidean norm.
Linear Regression Model with Increasing Dimension
The model of main interest is the linear regression model characterized by (1) and the following assumptions.
Assumption LR1 f(y i;n ; x 0 i;n ; w 0 i;n ) : 1 i ng are i.i.d. over i:
Assumption LR2 E[kx i;n k 2 ] = O(1); E[u i;n jx i;n ; w i;n ] = 0; and max 1 i n jv i;n j= p n = o p (1):
We shall consider this model in some detail because it is important in its own right and because the insights obtained for it can be used constructively in other cases, including the partially linear model (4) and the …xed e¤ects panel data regression model (5) presented below. Linear regression models with (possibly) increasing dimension have a long tradition in econometrics and statistics, and we consider them here as a theoretical device to obtain asymptotic approximations that better represent the …nite-sample behavior of the statistics of interest.
The main di¤erence between Assumptions LR1-LR3 and those familiar from the …xed-K n case is the presence of the condition max 1 i n jv i;n j= p n = o p (1) in Assumption LR2. At the present level of generality it seems di¢ cult to formulate primitive su¢ cient conditions for this condition that cover all cases of interest, but for completeness we mention that under mild moment conditions it su¢ ces to require that one of the following conditions hold (see the supplemental appendix for details):
Each of these conditions is interpretable. First, M n K n =n because P n i=1 M ii;n = n K n and a necessary condition for (i) is therefore that K n =n ! 0: Conversely, because M n K n n 1 min 1 i n M ii;n 1 max 1 i n M ii;n ;
the condition K n =n ! 0 is su¢ cient for (i) whenever the design is "approximately balanced" in the sense that (1 min 1 i n M ii;n )=(1 max 1 i n M ii;n ) = O p (1): In other words, (i) requires and e¤ectively covers the case where it is assumed that K n is a vanishing fraction of n: In contrast, conditions (ii) and (iii) can hold also when K n is a non-vanishing fraction of n; which is the case of primary interest in this paper.
Because (ii) is a requirement on the accuracy of the approximation
primitive conditions for it are available when the elements of w i;n are approximating functions, as in the partially linear model (4) discussed next. Indeed, in such cases one typically has LR n = O(K n ) for some > 0; so condition (ii) not only accommodates K n =n 9 0; but actually places no upper bound on the magnitude of K n in important special cases.
Finally, condition (iii), and its underlying higher-level condition described in the supplemental appendix, is useful to handle cases where w i;n can not be interpreted as approximating functions, but rather just many di¤erent covariates included in the linear model speci…cation. This condition is a "sparsity" condition on the matrix M n , which allows for K n =n 9 0. Although somewhat stronger than needed, the condition is easy to verify in certain cases, including the panel data model (5) discussed below.
Semiparametric Partially Linear Model
Another econometric model covered by our results is the partially linear model
where x i and z i are explanatory variables, " i is an error term, and the function g(z) is unknown.
Suppose fp k (z) : k = 1; 2; ; K n g are functions having the property that linear combinations can approximate square-integrable functions of z well, in which case g(z i ) 0 n p n (z i ) for some n ; where p n (z) = (p 1 (z); : : : ; p Kn (z)) 0 . De…ning y i;n = y i ; x i;n = x i ; w i;n = p n (z i ); and u i;n = " i + g(z i ) 0 n w i;n ; the model (4) is of the form (1), and^ n is the series estimator of previously studied by Donald and Newey (1994) and Cattaneo, Jansson, and Newey (2015) . In this case, our analysis of^ n will proceed under the following assumptions.
Because g(z i ) 6 = 0 n p n (z i ) in general, the partially linear model does not (necessarily) satisfy E[u i;n jx i;n ; w i;n ] = 0: To accommodate this failure a relaxation of Assumption LR2 is needed.
The approach taken here, made precise in Assumption PL2, is motivated by the fact that linear combinations of fp k (z)g are assumed to be able to approximate the functions g(z) and h(z) well, (2007), Cattaneo and Farrell (2013) , and Belloni, Chernozhukov, Chetverikov, and Kato (2015) .
Fixed E¤ects Panel Data Regression Model
Stock and Watson (2008) consider heteroskedasticity-robust inference for the panel data regression model
an error term, and the following assumptions are satis…ed.
De…ning n = N T; K n = N; n = ( 1 ; : : : ; N ) 0 ; and (y (i 1)T +t;n ; x 0 (i 1)T +t;n ; u (i 1)T +t;n ; w 0 (i 1)T +t;n ) = (Y it ; X 0 it ; U it ; e 0 i;N ); 1 i N; 1 t T;
where e i;N 2 R N is the i-th unit vector of dimension N; the model (5) is also of the form (1) and n is the …xed e¤ects estimator of : In general, this model does not satisfy Assumption LR1, but Assumption FE1 enables us to employ results for independent random variables when developing asymptotics. In other respects this model is in fact more tractable than the previous models due to the special nature of the covariates w i;n :
Remark 2. One implication of Assumptions FE1 and FE2 is that E[Y it jX i1 ; : : : ;
where i can depend on i and the conditioning variables (X i1 ; : : : ; X iT ) in an arbitrary way.
In the spirit of "…xed e¤ects"(as opposed to "correlated random e¤ects") Assumptions FE1-FE3 further allow V[Y it jX i1 ; : : : ; X iT ] to depend not only on (X i1 ; : : : ; X iT ); but also on i: In particular, unlike Stock and Watson (2008), we do not require (U i1 ; : : : ; U iT ; X 0 i1 : : : ; X 0 iT ) to be i.i.d. over i. In addition, we do not require any kind of stationarity on the part of (U it ; X 0 it ). The amount of variance heterogeneity permitted is quite large, as Assumption FE3 basically
it jX i1 ; : : : ; X iT ] to be bounded and bounded away from zero. (On the other hand, serial correlation is assumed away because Assumptions FE1
and FE2 imply that C[Y it ; Y is jX i1 ; : : : ; X iT ] = 0 for t 6 = s:)
Results
The three models presented in the previous section are non-nested, but may be treated in a uni…ed way by embedding them in a general framework. This general framework, which accommodates
our motivating examples as well as others, is presented next.
General Framework
Suppose f(y i;n ; x 0 i;n ; w 0 i;n ) : 1 i ng is generated by (1). Let X n = (x 1;n ; : : : ; x n;n ) and for a set W n of random variables satisfying E[w i;n jW n ] = w i;n ; de…ne the constants
where v i;n = x i;n ( P n j=1 E[x j;n w 0 j;n ])( P n j=1 E[w j;n w 0 j;n ]) 1 w i;n is the population counterpart of v i;n : Also, de…ne
where U i;n = y i;n E[y i;n jX n ; W n ]; V i;n = x i;n E[x i;n jW n ];~ n = P n i=1Ṽ i;nṼ 0 i;n =n; andṼ i;n = P n j=1 M ij;n V j;n :
In the supplemental appendix we show how the three examples …t in this general framework and verify that Assumptions LR1-LR3, PL1-PL3 and FE1-FE3, respectively, imply the following three assumptions.
Assumption 1 C[U i;n ; U j;n jX n ; W n ] = 0 for i 6 = j and max 1 i Nn #T i;n = O(1); where #T i;n is the cardinality of T i;n and where fT i;n : 1 i N n g is a partition of f1; : : : ; ng such that f(U t;n ; V t;n ) : t 2 T i;n g are independent over i conditional on W n :
Assumption 2 n = O(1); % n + n(% n n ) + n n % n = o(1); and max 1 i n jv i;n j= p n = o p (1):
Assumption 3 P[ min ( P n i=1 w i;n w 0 i;n ) > 0] ! 1; lim n!1 K n =n < 1; and C n = O p (1):
General Results
As a means to the end of establishing (2), we give an asymptotic normality result for^ n which may be of interest in its own right.
where n = P n i=1v i;nv 0 i;n E[U 2 i;n jX n ; W n ]=n:
In the literature on high-dimensional linear models, Mammen (1993) obtains a similar asymptotic normality result as in Theorem 1 but under the condition K 1+ n =n ! 0 for > 0 restricted by certain moment condition on the covariates. In contrast, our result only requires lim n!1 K n =n < 1 but imposes a di¤erent restriction on the high-dimensional covariates (e.g., condition (i), (ii) or (iii) discussed previously), and exploits the partially linear structure of the model (i.e., in Mammen (1993) notation, it considers the case c = ( 0 ; 0 0 ) 0 with denoting a d-dimensional vector of ones and 0 denoting a K n -dimensional vector of zeros). In addition, Theorem 1 is a substantial improvement over Cattaneo, Jansson, and Newey (2015, Theorem 1) because here it is not required that K n ! 1 nor n = o(1), thereby allowing for quite general form of nuisance covariate w i;n beyond speci…c approximating basis functions (and thus the corresponding smoothness assumptions).
Achieving (2), the counterpart of (6) in which the unknown matrix n is replaced by the estimator^ n ; requires additional assumptions. One possibility is to impose homoskedasticity.
Theorem 2 Suppose the assumptions of Theorem 1 hold. If E[U 2 i;n jX n ; W n ] = 2 n ; then (2) holds with^ n =^ HO n :
This result shows in quite some generality that homoskedastic inference in linear models remains valid even when K n is proportional to n; provided the variance estimator incorporates a degreesof-freedom correction, as^ HO n does. Establishing (2) is also possible when K n is assumed to be a vanishing fraction of n; as is of course the case in the usual …xed-K n linear regression model setup. The following theorem establishes consistency of the conventional standard error estimator^ EW n under the assumption M n ! p 0; and also derives an asymptotic representation for estimators of the form^ n ( n ) without imposing this assumption.
Theorem 3 Suppose the assumptions of Theorem 1 hold. (a) If M n ! p 0; then (2) holds with^ n =^ EW n : (b) If k n k 1 = max 1 i n P n j=1 j ij;n j = O p (1); then
ik;n M 2 kj;nv i;nv 0 i;n E[U 2 j;n jX n ; W n ] + o p (1):
The conclusion of part (a) typically fails when the condition K n =n ! 0 is dropped. For example, when specialized to n = I n part (b) implies that in the homoskedastic case (i.e., when the assumptions of Theorem 2 are satis…ed)
. Similar remarks apply to the variants of the HCk estimators mentioned above; see the supplemental appendix for details.
On the other hand, because P 1 k n HC ik;n M 2 kj;n = 1(i = j) by construction, part (b) implies that HC n is consistent provided k HC n k 1 = O p (1): A simple condition for this to occur can be stated in terms of M n : Indeed, if M n < 1=2; then HC n is diagonally dominant and it follows from Theorem 1 of Varah (1975) that
As a consequence, we obtain the following theorem, whose conditions can hold even if K n =n 9 0.
Theorem 4 Suppose the assumptions of Theorem 1 hold.
, then (2) holds with^ n =^ HC n :
Because M n K n =n; a necessary condition for Theorem 4 to be applicable is that lim n!1 K n =n < 1=2: When the design is balanced, that is, when M 11;n = : : : = M nn;n (as occurs in the panel data model (5)), the condition lim n!1 K n =n < 1=2 is also su¢ cient, but in general it seems di¢ cult to formulate primitive su¢ cient conditions for the assumption made about M n in Theorem 4.
In practice, the fact that M n is observed means that the condition M n < 1=2 is veri…able, and therefore unless M n is found to be "close" to 1=2 there is reason to expect^ HC n to perform well.
Examples

Linear Regression Model with Increasing Dimension
Specializing Theorems 2-4 to the linear regression model, we obtain the following result.
Theorem LR Suppose Assumptions LR1-LR3 hold.
(a) If E[u 2 i;n jx i;n ; z i;n ] = 2 n ; then (2) holds with^ n =^ HO n : (b) If M n ! p 0; then (2) holds with^ n =^ EW n : (c) If P[M n < 1=2] ! 1 and if 1=(1=2 M n ) = O p (1); then (2) holds with^ n =^ HC n :
This theorem gives a formal justi…cation for employing^ HC n as the variance estimator when forming con…dence intervals for in linear models with possibly many nuisance covariates and heteroskedasticity. The resulting con…dence intervals for will remain consistent even when K n is proportional to n, provided the technical conditions given in part (c) are satis…ed.
Remark 3. Our main results for linear models concern large-sample approximations for the …nitesample distribution of the usual t-statistics. An alternative, equally automatic approach is to employ the bootstrap and closely related resampling procedures (see, among others, Freedman (1981) , Mammen (1993), Gonçalvez and White (2005) , Kline and Santos (2012) ).
Assuming K n =n 9 0; Bickel and Freedman (1983) demonstrated an invalidity result for the bootstrap. We conjecture that similar results can be obtained for other resampling procedures.
Furthermore, we also conjecture that employing appropriate resampling methods on the "biascorrected"residualsũ 2 i;n (Remark 1) can lead to valid inference procedures. Investigating these conjectures, however, is beyond the scope of this paper.
Semiparametric Partially Linear Model
The results for the partially linear model (4) are in perfect analogy with those for the linear regression model. (1); then (2) holds with^ n =^ HC n :
A result similar to Theorem PL(a) was previously reported in Cattaneo, Jansson, and Newey (2015), but parts (b) and (c) of Theorem PL are new.
Fixed E¤ects Panel Data Regression Model
Finally, consider the panel data model (5). Because K n =n = 1=T is …xed this model does not admit an analog of Theorem 3. On the other hand, it does admit an analog of Theorems 2 and 4.
Theorem FE Suppose Assumptions FE1-FE3 hold. Then (2) holds with^ n =^ HC n : If also E[U 2 it jX i1 ; : : : ; X iT ] = 2 ; then (2) holds with^ n =^ HO n :
To see the connection between our results and those in Stock and Watson (2008), observe that
T =T ] for T 2 R T a T 1 vector of ones. We then obtain M ii;n = 1 1=T (for i = 1; : : : ; n) and therefore M n 1=3 because T 3: More importantly, perhaps, we obtain a closed-form expression for HC n given by
As a consequence, Remark 4. The result above not only highlights a tight connection between our general standard error estimator and the one in Stock and Watson (2008), but also indicates that our general formula^ HC n could be used to derive explicit, simple expressions in other contexts where multi-way …xed e¤ects or similar discrete regressors are included.
Simulations
We report the results from a small Monte Carlo experiment aimed to capture the extent to which our main theoretical …ndings are present in samples of moderate size. To facilitate comparability with other studies, we employ a data generating process (DGP) that is as similar as possible to those employed in the literature before. In particular, we consider the following model:
; 1) 0 , = 0 and = 0, and the constants { u and { v are chosen so that
In the absence of the additional covariates w i , this design coincides with the one in Stock and Watson (2008), and is very similar to the one considered in MacKinnon (2012).
The simulation study employs 5; 000 replications, sets the sample size to n = 1; 000, and considers models with K n =n 2 f0:1; 0:2; 0:3; 0:4g. The two main parameters varying in the Monte Carlo experiments are: the constant # and the distribution of the covariates w i . The …rst parameter controls the degree of heteroskedasticity: # = 0 corresponds to homoskedasticity, and # = 1 corresponds to moderate heteroskedasticity, as classi…ed by MacKinnon (2012) . For the distribution of the covariates we consider the following cases: independent standard N (0; 1) (Model 1), independent U( 1; 1) (Model 2), independent discrete covariates constructed as 1(N (0; 1) 2:33).
The results are given in Table 1 . Following MacKinnon (2012), these tables report empirical coverage rates for eight distinct nominal 95% con…dence intervals for , across the range of K n and values of #. Each con…dence interval considered employs a di¤erent standard error formula: HO 0 uses homoskedastic standard errors without degrees of freedom correction, HO 1 uses homoskedastic standard errors with degrees of freedom correction, HC 0 -HC 4 are described in footnote 1 (see also Section 4.5 in the supplemental appendix), and HC K uses^ HC n . The main …ndings from the small simulation study are in line with our theoretical results. We …nd that the con…dence interval estimators constructed our proposed standard errors formula^ HC n , denoted HC K , o¤er close-to-correct empirical coverage in all cases considered. The alternative heteroskedasticity consistent standard errors currently available in the literature lead to con…dence intervals that could deliver substantial under or over coverage depending on the design and degree of heteroskedasticity considered. We also found that inference based on HC 3 standard errors is conservative, a general asymptotic result that is formally established in the supplemental appendix.
Conclusion
We established asymptotic normality of the OLS estimator of a subset of coe¢ cients in highdimensional linear regression models with many nuisance covariates, and investigated the properties of several popular heteroskedasticity-robust standard error estimators in this high-dimensional context. We showed that none of the usual formulas deliver consistent standard errors when the number of covariates is not a vanishing proportion of the sample size. We also proposed a new standard error formula that is consistent under (conditional) heteroskedasticity and many covariates, which is fully automatic and does not assume special, restrictive structure on the regressors.
Our results concern high-dimensional models where the number of covariates is at most a non-vanishing fraction of the sample size. A quite recent related literature concerns ultra-highdimensional models where the number of covariates is much larger than the sample size, but some form of (approximate) sparsity is imposed in the model; see, e.g., Belloni, Chernozhukov, and Hansen (2014a,b) , Belloni, Chernozhukov, Hansen, and Fernandez-Val (2014) , Farrell (2015) , and references therein. In that setting, inference is conducted after covariate selection, where the resulting number of selected covariates is at most a vanishing fraction of the sample size (usually much smaller). Thus, it would be of interest to investigate whether the methods proposed herein can be applied also for inference post covariate selection in ultra-high-dimensional settings, which would allow for weaker forms of sparsity because more covariates could be selected for inference. 
Setup
The model is y i;n = 0 x i;n + 0 n w i;n + u i;n ; i = 1; : : : ; n;
where y i;n 2 R; x i;n 2 R d ; w i;n 2 R Kn ; and u i;n 2 R:
Let X n = (x 1;n ; : : : ; x n;n ) and for a set W n of random variables satisfying E[w i;n jW n ] = w i;n ;
de…ne the constants
where k k is the Euclidean norm and where v i;n = x i;n 0 n w i;n ;
is the population counterpart of v i;n = n X j=1 M ij;n x j;n = n X j=1 M ij;n v j;n ; M ij;n = 1(i = j) w 0 i;n ( n X k=1 w k;n w 0 k;n ) 1 w j;n :
Also, letting min ( ) denotes the smallest eigenvalue of its argument, de…ne C n = max 1 i n fE[U 4 i;n jX n ; W n ] + E[kV i;n k 4 jW n ] + 1=E[U 2 i;n jX n ; W n ]g + 1= min (E[~ n jW n ])g;
where U i;n = y i;n E[y i;n jX n ; W n ]; V i;n = x i;n E[x i;n jW n ]; and n = 1 n X 1 i nṼ i;nṼ 0 i;n ;Ṽ i;n = X 1 j n M ij;n V j;n :
We impose the following three assumptions.
Useful Lemmas
Our main results are based on several lemmas and are obtained by working with the representation p n(^ n ) =^ 1 n S n ;
where^ n = P 1 i nv i;nv 0 i;n =n and S n = P 1 i nv i;n u i;n = p n: Strictly speaking, the displayed representation is valid only when min ( P n i=1 w i;n w 0 i;n ) > 0 and min (^ n ) > 0: Both events occur with probability approaching one under our assumptions and our main results are valid no matter which de…nitions (of^ n and^ n ) are employed on the complement of the union of these events, but for speci…city we let M ij;n = ! n M ij;n ; where ! n = 1f min ( P n k=1 w k;n w 0 k;n ) > 0g; and, in a slight abuse of notation, we de…nê n = 1 n X 1 i nv i;nv 0 i;n ; S n = 1 p n X 1 i nv i;n u i;n ;v i;n = X 1 j n M ij;n x j;n ;
and^ n = 1f min (^ n ) > 0g^ 1 n ( 1 n X 1 i nv i;n y i;n ):
The …rst lemma can be used to bound^ 1 n :
Lemma SA-1 If Assumptions 1-3 hold, then^ 1 n = O p (1):
Let n = n (X n ; W n ) = V[S n jX n ; W n ]: The second lemma can be used to bound 1 n and to show asymptotic normality of S n :
Lemma SA-2 If Assumptions 1-3 hold, then 1 n = O p (1) and 1=2 n S n ! d N (0; I d ):
The third lemma can be used to approximate^ 2 n by means of~ 2 n ; wherê 2 n = 1 n d K n X 1 i nû 2 i;n ;~ 2 n = 1 n K n X 1 i nŨ 2 i;n ; withû i;n = P 1 j n M ij;n (y j;n ^ 0 n x j;n ) andŨ i;n = P 1 j n M ij;n U j;n :
Lemma SA-3 If Assumptions 1-3 hold, then^ 2 n = E[~ 2 n jX n ; W n ] + o p (1):
The fourth lemma can be used to approximate^ n ( n ) by means of~ n ( n ); wherê n ( n ) = 1 n X 1 i;j n ij;nviv 0 iû 2 j ;~ n ( n ) = 1 n X 1 i;j n ij;nvi;nv 0 i;nŨ 2 j;n :
Lemma SA-4 Suppose Assumptions 1-3 hold. If k n k 1 = max 1 i n P 1 j n j ij;n j = O p (1); then^ n ( n ) = E[~ n ( n )jX n ; W n ] + o p (1):
The …fth lemma can be combined with the third lemma to show consistency of^ HO n under homoskedasticity.
Lemma SA-5 Suppose Assumption 1 holds. If E[U 2 i;n jX n ; W n ] = 2 n ; then E[~ 2 n jX n ; W n ] = 2 n ! n and n = 2 n^ n :
The sixth lemma can be combined with the fourth lemma to show consistency of^ n ( n ): Part (1); then E[~ n ( n )jX n ; W n ] = n + o p (1) and
Finally, the seventh lemma can be used to formulate primitive su¢ cient conditions for the last part of Condition 2.
Lemma SA-7 Suppose Assumptions 1 and 3 hold and suppose that
for some 0: If either (i) > 0 and M n = o p (1); or (ii) n = o(1); or (iii) > 0 and max 1 i n P 1 j n 1(M ij;n 6 = 0) = o p (n =(2 +2) ); then max 1 i n jv i;n j= p n = o p (1):
Proofs of Lemmas
Throughout the proofs we simplify the notation by assuming without loss of generality that d = 1:
(In Lemma SA-2 the case where d > 1 can be handled by means of the Cramér-Wold device and simple bounding arguments.)
Proof of Lemma SA-1
It su¢ ces to show that~ n = E[~ n jW n ] + o p (1) and that^ n ~ n o p (1):
First,~ n = 1 n X 1 i Nn a ii;n + 2 n X 1 i;j Nn;i<j a ij;n ; a ij;n = X s2T i;n ;t2T j;n M st;n V s;n V t;n ;
where
where C T ;n = max 1 i Nn #(T i;n ) = O p (1); C V;n = 1 + max 1 i n E[kV i;n k 4 jW n ] = O p (1) and
As a consequence, 
Proof of Lemma SA-2
De…ningS n = S n E[S n jX n ; W n ] = P 1 i nv i;n U i;n = p n and employing the decomposition S n S n = 1 p n X 1 i nṼ i;n r i;n + 1 p n X 1 i nQ i;n r i;n + 1 p n X 1 i nv i;n (R i;n r i;n );
we begin by showing that S n =S n + o p (1):
First, de…ningr i;n = P 1 j n M ij;n r j;n and using E[r i;n V i;n jW n ] = 0 and where the penultimate equality uses where, conditional on (X n ; W n ); i;n are mean zero independent random variables with 1 n X 1 i Nn V[ i;n jX n ; W n ] = 1;
it follows from the Berry-Esseen inequality that sup z2R jP( 1=2 nS n zjX n ; W n ) (z)j min(
where ( ) is the standard normal cdf. It therefore su¢ ces to show that 1 n 3=2 X 1 i Nn E[j i;n j 3 jX n ; W n ] = o p (1):
where C U;n = 1 + max 1 i n E[U 4 i;n jX n ; W n ] = O p (1) and where the last equality uses the fact that
Proof of Lemma SA-3
It su¢ ces to show that~ 2 n = E[~ 2 n jX n ; W n ] + o p (1) = O p (1) and that P 1 i n (û i;n Ũ i;n ) 2 = o p (n):
First, 2 n = 1 n K n X 1 i Nn b ii;n + 2 n K n X 1 i;j Nn;i<j b ij;n ; b ij;n = X s2T i;n ;t2T j;n M st;n U s;n U t;n ;
where P 1 i;j Nn V[b ij;n jX n ; W n ] = O p (n) because V[b ij;n jX n ; W n ] (#T i;n )(#T j;n ) X s2T i;n ;t2T j;n M 2 st;n V[U s;n U t;n jX n ; W n ] C 2 T ;n C U;n X s2T i;n ;t2T j;n M 2 st;n C 2 T ;n C U;n n:
As a consequence,
implying in particular that~ 2 n = E[~ 2 n jX n ; W n ] + o p (1); where E[~ 2 n jX n ; W n ] = 1 n K n X 1 i n M ii;n E[U 2 i;n jX n ; W n ] C U;n = O p (1):
Next, by Lemmas SA-1 and SA-2 and their proofs,~ n (^ n ) 2 = o p (1): Also, using % n ! 0;
we have 1 n X 1 i nR
As a consequence, usingû i;n Ũ i;n =R i;n +Ṽ i;n (^ n );
Proof of Lemma SA-4
It su¢ ces to show that^ n ( n ) =~ n ( n ) + o p (1) and that~ n ( n ) = E[~ n ( n )jX n ; W n ] + o p (1):
First,~ n ( n ) = ( max 1 i n jv i;n j p n ) 2 k n k 1 ( 1 n X 1 i nṼ 2 i;n ) = o p (1):
Proof of Lemma SA-5
Because E[Ũ 2 j;n jX n ; W n ] = P 1 i n M 2 ij;n E[U 2 i;n jX n ; W n ];
E[~ 2 n jX n ; W n ] = 1 n K n X 1 i;j n M 2 ij;n E[U 2 i;n jX n ; W n ] = 1 n K n X 1 i n M ii;n E[U 2 i;n jX n ; W n ] = 1 n K n X 1 i n M ii;n E[U 2 i;n jX n ; W n ];
so if E[U 2 i;n jX n ; W n ] = 2 n ; then E[~ 2 n jX n ; W n ] = 2 n P 1 i n M ii;n n K n = 2 n ! n and n = 1 n X 1 i nv 2 i;n E[U 2 i;n jX n ; W n ] = 2 n^ n :
3.6 Proof of Lemma SA-6
De…ning d ij;n = P 1 k n ik;n M 2 jk;n 1(i = j); we have E[~ n ( n )jX n ; W n ] n = 1 n X 1 i;j n d ij;nv 2 i;n E[U 2 j;n jX n ; W n ];
so if max 1 i n P 1 j n jd ij;n j = o p (1); then jE[~ n ( n )jX n ; W n ] n j 1 n X 1 i;j n jd ij;n jv 2 i;n E[U 2 j;n jX n ; W n ] C U;n 1 n X 1 i;j n jd ij;n jv 2 i;n C U;n ( 1 n X 1 i nv 2 i;n )( max 1 i n X 1 j n jd ij;n j) = o p (1):
This establishes part (a).
Next, if min ( P n k=1 w k;n w 0 k;n ) > 0 and if ij;n = 1fi = jg i;n M i;n ii;n (with 0 i;n 4 and i;n 0), then X 1 j n jd ij;n j = j i;n M and by the Hölder inequality, text.
Lemma SA-8 Suppose Assumptions LR1 and LR3 hold and suppose that E[kx i;n k 2 ] = O(1); E[u i;n jx i;n ; w i;n ] = 0; and that E[kQ i;n k 4 ] = O(1): If either (i) M n = o p (1); or (ii) LR n = o(1); or (iii) max 1 i n P 1 j n 1(M ij;n 6 = 0) = o p (n 1=3 ); then max 1 i n jv i;n j= p n = o p (1):
Semiparametric Partially Linear Model
If Assumption PL1 holds, then Assumption 1 holds with W n = (z 1 ; : : : ; z n ); N n = n; T i;n = fig;
and max 1 i Nn #T i;n = 1: Moreover, in this case we have n = min ! n (1 K n =n)=C PL n ;
so 1= min (E[~ n jW n ]) = O p (1) because P[! n = 1] ! 1; lim n!1 K n =n < 1; and C PL n = O p (1):
Fixed E¤ects Panel Data Regression Model
If Assumption FE1 holds, then Assumption 1 holds with W n = (w 1;n ; : : : ; w n;n ); N n = N = n=T; T i;n = fT (i 1)+1; : : : ; T ig; and max 1 i Nn #T i;n = T: Moreover, n max 1 i N;1 t T E[kX it k 2 ];
so Assumption 2 holds (with % n = n = 0) when Assumptions FE1-FE3 hold, the condition max 1 i n jv i;n j= p n = o p (1) holding by Lemma SA-7 because P 1 j n 1(M ij;n 6 = 0) = T: Finally, Assumption 3 is implied by Assumptions FE1-FE3. In particular, i;n E[U 2 j;n jX n ; W n ] 0;
where n 1 P n i=1 P n j=1;j6 =i M 2 ii;n M 2 ij;nv i;nv 0 i;n E[U 2 j;n jX n ; W n ] 6 = o p (1) in general (unless K n =n ! 0). HC4: ( i;n ; i;n ) = (1; min(4; nM ii;n =K n )): If M 11;n = : : : = M nn;n = 2=3 (as occurs when T = 3 in the …xed e¤ects panel data model), then HC4 reduces to HC3; so this estimator is also inconsistent in general.
Properties of M n M n
Because M n is symmetric, so is M n M n and it follows from the Gerschgorin circle theorem (see, e.g., Barnes and Ho¤man (1981) for an interesting discussion) that min (M n M n ) min 1 i n fM 2
ii;n X 1 j n;j6 =i jM 2 ij;n jg = min 1 i n f2M 2
ii;n X 1 j n M 2 ij;n g;
where, using the fact that P 1 j n M 2 ij;n = M ii;n because M n is idempotent, min 1 i n f2M 2
ii;n X 1 j n M 2 ij;n g = min 1 i n f2M 2
ii;n M ii;n g = 2 min 1 i n fM ii;n (M ii;n 1=2)g:
Thus, min (M n M n ) > 0 (i.e., M n M n is positive de…nite) whenever M n < 1=2:
Under the same condition, M n M n is diagonally dominant and it follows from Theorem 1 of Varah (1975) that k(M n M n ) 1 k 1 1 1=2 M n :
