The phase diagram of the random field Ising model on the Bethe lattice with a symmetric dichotomous random field is closely investigated with respect to the transition between the ferromagnetic and paramagnetic regime. Refining arguments of Bleher, Ruiz and Zagrebnov [J. Stat. Phys. 93, 33 (1998)] an exact upper bound for the existence of a unique paramagnetic phase is found which considerably improves the earlier results. Several numerical estimates of transition lines between a ferromagnetic and a paramagnetic regime are presented. The obtained results do not coincide with a lower bound for the onset of ferromagnetism proposed by Bruinsma [Phys. Rev. B 30, 289 (1984)]. If the latter one proves correct this would hint to a region of coexistence of stable ferromagnetic phases and a stable paramagnetic phase.
I. INTRODUCTION
The random field Ising model (RFIM) has been studied extensively in theory [1] as well as in experiment [2] . The one-dimensional model [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16] can be reformulated as a random iterated function system (RIFS) for an effective field [5, 7, 8, 9] . The reformulation leads to an iteration of first order whereas standard transfer matrix methods lead to iterated function systems of second order. This considerable simplification allows deep insights into the effects of quenched random fields on local thermodynamic quantities.
Being one-dimensional the Ising chain has no phase transitions for finite temperature though. The RFIM on the Bethe lattice to the contrary exhibits for not too high temperature at least a phase transition from ferromagnetic behaviour for small random fields to paramagnetic behaviour for large fields [3, 4, 17] . The phase diagram is probably even much richer [18] . For T = 0 hysteresis effects have been found and investigated in detail [21] .
The Bethe lattice (Cayley tree) is uniquely characterized by the two properties that it is an infinite simple graph with constant vertex degree and that it contains no loops. It is of order or degree k if the vertex degree is k + 1. The Bethe lattice of degree k = 1 is the one dimensional lattice and the Bethe lattice of degree k = 2 the well known binary tree. Because the Bethe lattice contains no loops the RFIM on the Bethe lattice can be reformulated to a (generalized) RIFS [3, 4, 19] for the effective field like in the one-dimensional model [7, 9] . Therefore, the same powerful techniques as in the one-dimensional case can be applied to gain insight into the mechanisms driving the phase transition. Nevertheless the exact transition line in the (T, h) parameter plane is still not known. Recently, exact lower bounds for the existence of a stable ferromagnetic phase as well as exact upper bounds for the existence of a stable paramagnetic phase were proved [3] . We present an improved upper bound for the existence of a stable paramagnetic phase based on this approach. These bounds are still far from the region where the transition is expected though. Therefore, we also develop several criteria to detect the phase transition line numerically. It turns out that the obtained results while being consistent with each other disagree significantly with an early result by Bruinsma [4] who calculated a lower bound for the onset of ferromagnetic behaviour. As Bruinsma's argument rests on the differentiability of the density of the invariant measure of the RIFS which was only proven for small h and near T c there are two possible interpretations. Either Bruinsma's bound is not true outside the proven region of validity and the transition from ferromagnetic to paramagnetic behaviour takes place at the smaller random field values found in our numerical results or there is a region of coexistence of stable ferromagnetic phases with a stable paramagnetic phase implying a phase transition of first order in this region.
The paper is organized as follows. After introducing the model and our notations in Sec. II we present the improved exact upper bounds for the onset of paramagnetism in Sec. III. In section IV the expectation value of the local magnetization is calculated directly and we extract an estimate for the region of a stable ferromagnetic phase. Sec. V is dedicated to the study of the average contractivity of the RIFS of the effective field. This leads to an estimate for the appearance of a stable paramagnetic phase for increasing random field strength h. The third criterion is the independence of the effective field inside the Bethe lattice from boundary conditions. It also provides an estimate for the stability region of the paramagnetic phase and is closely investigated in section VI. The implications of our results in comparison to Bruinsma's approach are discussed in detail in Sec. VII and some conclusions are drawn in Sec. VIII. − . The roots of the two subtrees are denoted by y0 and z0 respectively. The thick line shows the unique path from a vertex y ∈ ∂V3 at the boundary to the central vertex y0 to illustrate the labeling along the path used in section III.
II. THE MODEL
The formulation of the RFIM on a Bethe lattice requires some notations for the underlying lattice. By V we denote the set of vertices of the Bethe lattice and d(y, z) is the natural metric on the lattice given by the length of the unique path connecting y and z. Furthermore, V R := {y ∈ V : d(y, y 0 ) ≤ R} denotes the ball of radius R around some arbitrarily chosen central vertex y 0 and ∂V R := {y ∈ V : d(y, y 0 ) = R} its boundary, the sphere of radius R. In the following it will be useful to decompose V into two subtrees V + and V − with roots y 0 and z 0 in the way illustrated in Fig. 1 .
Introducing the notation S(y) := {z ∈ ∂V R+1 : d(y, z) = 1} for the successors of y ∈ ∂V R the Hamiltonian of the RFIM on the Bethe lattice reads
where s y denotes the classical spin at vertex y taking values ±1, J is the coupling strength, h y is the random field at site y and x b y the field at the boundary encoding the chosen boundary conditions. We restrict ourselves to independent, identically distributed, symmetric dichotomous random fields, i. e., h y = ±h with probability The canonical partition function
where β = (k B T ) −1 is the inverse temperature can be reformulated by a method first introduced by Ruján [7] for the one dimensional RFIM resulting in
where the effective fields x (R) z are determined by the generalized RIFS
with boundary conditions x (R) y = x b y for y ∈ ∂V R . The functions A and B are given by
Note that the upper index (R) of the effective field refers to the radius of the sphere where the boundary conditions are fixed. The partition function in the form (3) is a partition function of one spin s y0 in two effective fields x (R) y0 and A(x (R) z0 ) which are both determined through the RIFS (4). The sum in (4) implies that although |A ′ | < 1 for non-zero T , the RIFS is not necessarily contractive in contrast to the one-dimensional case. A loss of contractivity indicates a phase transition as is explained in more detail below.
Being functions of the random fields h y the effective fields are random variables (RVs) on the random field probability space and the iteration (4) induces a Frobenius-Perron or Chapman-Kolmogorov equation for their probability measure
where * denotes the convolution product of measures, X is some measurable set, X − h y := {x − h y |x ∈ X} and A # is the induced mapping of A on measures, i. e., A # µ(X) := µ(A −1 (X)). The measures of the effective fields at the boundary are fixed by boundary conditions, e. g. as ν b for all y ∈ V the measures ν y are all identical and will be denoted by ν.
Before we can present our results on phase transitions in the RFIM on the Bethe lattice some more properties of the RIFS (4) and the function A are necessary. A(x) is a monotonic function in x. For a given random field configuration {h y } y∈V
we denote the composite function mapping the effective fields in ∂V + R+1 to the effective field at y 0 by f {σ}R .
Here, {σ} R is the tree of k R+1 − 1 symbols ± characterizing the configuration of the random field and k is the degree of the Bethe lattice. These composite functions are monotonic in the sense that if
In the same way they are monotonic with respect to the random field, f {σ}R ({x 
III. UPPER BOUNDS FOR THE EXISTENCE OF A UNIQUE PARAMAGNETIC PHASE
In this section we present an exact upper bound for the existence of a unique paramagnetic phase in terms of the random field strength h. This bound improves earlier results in [3] .
Throughout this section we will use effective fields g y := A(x y ) in close analogy to the notation in [3] . This has some advantages in the calculation which will become clear below. The iteration (4) for g y reads
and we denote the composite functions mapping the effective fields {g y } y∈∂V
to g y0 byf {σ}R . They have the same monotonicity properties as the composite functions f {σ}R .
In order to prove the existence of a unique paramagnetic phase it is sufficient to show that the RVs g y do not depend on the boundary conditions {g b y } in the limit R → ∞ for any choice of the boundary conditions. We use the notation g we use the shorthand notations g + and g − . Note that the dependence of the effective fields on the random field configurations is suppressed in this notation.
Inspired by the proof for the existence of a unique paramagnetic phase for the RFIM on the Bethe lattice of degree 2 for almost all random field configurations and 2 < h < 3 in [3] , we investigate the expectation value
The monotonicity of the composite functionsf {σ}R implies that if this expectation value is zero for the two extremal boundary conditions chosen above then it is zero for any two sets of boundary conditions. This then implies that the RV g y0 is independent of the boundary conditions for almost all random field configurations. The goal of this section is therefore to find a criterion for the random field strength h which implies that the expectation value (9) is zero. Because of the monotonicity of the composite functionsf {σ}R we have g + ≥ g − and thus |g
− . Therefore, we consider
where η is the product measure of the probability measures of the random fields h y = σ y h. In the second step the integration was split up into a sum of a finite number of integrals over sets of configurations with fixed symbols {σ} R in V R and arbitrary {σ} ∈ V \V R . Using the recursion relation (4) the integrand can be expressed as a function of the effective fields {g
. (11) In the second step the mean value theorem has been used forf {σ}R and
are appropriately chosen. The partial derivatives in (11) are given by
where ε z = A −1 (δ z ), z l (y) ∈ ∂V l are the vertices along the unique path from y to y 0 , cf. also Fig. 1 , and {σ} R−1−l (z l (y)) are the signs of the random field configuration on the subtree of depth R − 1 − l with root z l (y). The terms
z (ǫ) for these fields and x for z ∈ ∂V R . We then can estimate
In the last step we used that the maximum of A ′ in an interval [a, b] is at a if a ≥ 0, at b if b ≤ 0 and at zero in all other cases. As the effective fields can never be larger than x * + and never smaller than x * − we can for
. This allows to replace x + and x − in the argument of x (R) z l (y) in (13) and with
Inserting (14) into (12) then yields
which only depends on {σ} R = {σ} R and therefore is independent of the integration. Therefore,
The remaining integral for each y is
Here, the first step uses the independence of the RVs g y of the signs {σ z } z∈VR\{y} and |V R | denotes the number of vertices in V R , i. e.,
implying
for any σ ∈ {−, +}. Setting
we thus obtain
The finite sums commute and as A
is obtained with homogeneous boundary conditions the sums {σ}R are identical for all y ∈ ∂V R such that the sum over y can be replaced by a factor |∂V R | = k R yielding
where
Because of the translation invariance of the Bethe lattice the considerations are not restricted to y 0 such that the estimate can be applied recursively. This implies E 0 ≤ K r E r·R . If the factor K is less than 1 for any parameters (T , h) we immediately obtain E 0 = E {σ} (|g + − g − |) = 0 as E r·R is uniformly bounded by 2g * + for all r ∈ N and therefore K r E r·R → 0 for r → ∞. By translation symmetry this result holds for all g y with y ∈ V . As |g + − g − | ≥ 0 the vanishing expectation even implies |g + −g − | = 0 for almost all realizations {σ} of the random field.
The reason for using g y instead of x y is now easily explained. If we used the effective fields x y instead of g y the product over derivatives of A would be from l = 1 up to R. This gives a less precise estimate because x y with y ∈ ∂V R is less restricted than x y0 and therefore the bound for A ′ (x y ) with y ∈ ∂V R is greater than the one for A ′ (x y0 ). To apply the criterion obtained above we evaluated K on a computer. The calculation time is proportional to the number of random field configurations on V R and thus asymptotically grows for, e. g., k = 2 as 2 2 R . Therefore, the calculation was restricted to R ≤ 4 (for R = 5 each data point in an array of 20 × 40 points would take about 3 days on a Pentium II 350MHz). The solid line in Fig. 2 shows the upper bound for the existence of a unique paramagnetic phase obtained for R = 4.
To estimate the results for R > 4 we relied on statistical methods and randomly sampled field configurations instead of considering all possible configurations. When doing so it is saving time not to exploit the symmetry and use (21) instead of (23). The resulting bound for R = 11 and a sample of 10 4 random field configurations is the dashed line in Fig. 2 .
IV. DIRECT CALCULATION OF THE MAGNETIZATION
Even though the bounds presented in the preceding section considerably improve former analytical results
4 realizations of the random field at R = 11 using the complete sum (21) . Close to T = 0 the problem is numerically unstable; results are presented only for T ≥ 0.1. The large dot was obtained for R = 20 using (23) and 10 5 random field configurations. In the shaded region the result of [3] for the existence of a unique paramagnetic phase applies. The grey dashed lines are the ferromagnetic and the antiferromagnetic lines [4] , cf. also [3] , and the grey dash dotted line is Bruinsma's lower bound for the existence of a stable ferromagnetic phase [4] . (J = 1) they are still far away from the region where the phase transition from paramagnetic to ferromagnetic behaviour is suspected. In [4] Bruinsma claimed to have found a lower bound in h for the existence of a ferromagnetic phase which is in the relevant parameter region, cf. Fig. 2 . To check this bound and to get a good numerical approximation of the transition line we developed several numerical criteria for the existence of a ferromagnetic phase or the existence of a stable paramagnetic phase. The most obvious criterion for the existence of a ferromagnetic phase is a non-vanishing expectation value for the magnetization for small but non-zero boundary conditions. The expectation value for the local magnetization at the spin in the center is given by
s=±1 s exp βs x + βs A(y) s=±1 exp βs x + βs A(y)
where · denotes the thermodynamic average, E {σ} the expectation value with respect to all random field configurations and ν is the limit measure of the effective field for homogeneous boundary conditions x b y ≡ x b for all y ∈ V in the limit R → ∞. To approximate ν we generated a large number of random field configurations on a finite region V R and calculated the corresponding 
where the points x i and y j were chosen as the center of box i and j respectively. Assuming that the magnetization in the center varies monotonically with the radius R of the finite volume V R one would expect to observe a monotonically increasing magnetization in the ferromagnetic regime and a monotonically decreasing magnetization in the paramagnetic regime for increasing R. Therefore, the contours in Fig. 3 which divide the two regions in which the numerical estimate of the magnetization is increasing or decreasing with increasing R are good estimates for the transition line. As one can see the estimates only depend slightly on the boundary condition and disagree significantly with Bruinsma's bound.
In contrast to this qualitative behaviour the absolute value of the magnetization for a given system size depends essentially on the chosen boundary condition. Fig. 4 compares the numerical results for finite system size and zero random field to the analytical result in the thermodynamic limit given below.
For h = 0 the iteration (4) degenerates to x n = kg(x n+1 ) with the non-trivial fixed points (k = 2) which are real for T < T c = 2J/k B ln 3. Inserting dν(x) = δ(x − x * )dx into (24) we obtain the magnetization
The finite size result is good far from the critical point and less good close to it. This was to be expected because the finite size effects are most prominent near T c , as usual.
V. AVERAGE CONTRACTIVITY OF THE RIFS
For zero boundary conditions there is a paramagnetic state for any temperature T and random field strength h. The stability of this state is tied to the average contractivity of the RIFS (4). If it is globally contracting the paramagnetic state is stable and unique. If it is at least contracting on the average for some interval around zero, the paramagnetic phase is stable but the existence of other stable phases is not a priori excluded. The investigation of the contractivity of the RIFS was first proposed in [17] .
To estimate the average contractivity of the iteration (4) we generated a set Σ R of random field configurations {σ} R on a finite ball V R and calculated the image of a small initial interval
. Because of the monotonicity of f {σ}R the image of this interval at vertex y is
To estimate the average contractivity of the RIFS we compared the average length 1/k
|I y | at the vertices y ∈ ∂V R1 to the length |I y0 | at the central vertex y 0 . As the effective fields at all y ∈ ∂V R1 contribute to the effective field at y 0 by iteration (4) it is necessary to consider the average interval lengths at vertices in ∂V R1 and not individual values. To minimize the influence of the somewhat arbitrary choice of the initial interval the comparison was performed for R 1 ≪ R. There are two ways of performing the comparison. Either one first averages over the lengths |I y | at all y ∈ ∂V R1 then calculates the quotient of |I y0 | and this average length in ∂V R1 and average over the sample Σ R of random field configurations at the end,
Or one first averages |I y | over all y ∈ ∂V R1 and all random field configurations as well as |I y0 | over the same random field configurations and calculates the quotient at the end,
The two averaging procedures (28) and (29) yield identical results and thus obviously are equivalent.
To extract a criterion for the emergence of a stable paramagnetic phase the reasoning is the following. If the images of the initial interval contract on the average for a finite iteration of (4) they will do so for all further iterations as well and thus are likely to completely contract to length zero for infinite iteration. The complete contraction corresponds to a stable paramagnetic phase. Therefore, the contour in the (T, h) parameter plane at which the average quotient of band lengths switches from greater than 1 below to less than 1 above is an estimate for the emergence of a stable paramagnetic phase.
The resulting estimated transition line for the emergence of a stable paramagnetic phase is shown for R = 13,
.01] and 10 5 random field configurations as the solid line and for R = 11,
.01] and also 10 5 random field configurations as the dashed line in Fig. 5 . The agreement of both results is satisfactory but there is again a large deviation from Bruinsma's line which is shown for comparison.
VI. INDEPENDENCE OF THE EFFECTIVE FIELDS FROM BOUNDARY CONDITIONS
Another somewhat related criterion for the existence of a stable paramagnetic phase is the independence of the effective field from boundary conditions. As in Sec. III we use the effective fields g y are functions of the boundary conditions
where the functionf {σ}R−n−1(y) has k R−n arguments for y ∈ ∂V n and it is the identity if R = n. For simplicity and without loss of generality we restrict the following discussion to g y0 with respect to g b , the strength of the applied boundary condition
denotes the effective fields along the unique path from y to y 0 with homogeneous boundary conditions
As the boundary conditions are homogeneous this implies By determining the parameter region in which the right hand side of (33) vanishes for R → ∞ we therefore get an upper bound on the emergence of a stable paramagnetic phase.
As our calculations are limited to finite R, convergence to zero is assumed if the obtained values of (33) for R > 0 are smaller than 1 which is the value for R = 0.
For the Bethe lattice of degree k = 2, radius R = 4 and g b = 0.01 the right hand side of (33) was evaluated. The contour between values smaller than 1 above and greater than 1 below is shown as the solid line in Fig. 6 . For R > 4 a calculation of all random field realizations is very costly as the calculation time scales like 2 2 R −1 . Therefore, we again relied on randomly sampling random field configurations instead. In this case it is time saving not to exploit the symmetry of the system but to calculate the complete sum
where · ΣR−1 denotes the average over the sample Σ R−1 . The resulting contour for R = 11 with a sample of 10 4 random field configurations is the dashed line in Fig. 6 . The dotted line in Fig. 6 was obtained by analyzing whether the value is decreasing (above the line) or increasing (below the line) with increasing distance to the boundary. The values at y ∈ ∂V 2 were compared to the value at y 0 for R = 11 and 10 4 random field configurations to obtain this line.
If we consider the derivative of the effective field at y 0 in the case of boundary conditions g b ≡ 0 we have
for any y ∈ ∂V R because of the symmetry and the homogeneous boundary conditions. If this derivative does not tend to zero for some parameters (T, h) and R → ∞ there is no stable paramagnetic phase. By determination of the parameter region in which this is the case we get a lower bound on the emergence of a stable paramagnetic phase. The numerical results are the large dots in Fig. 6 .
VII. DISCUSSION
In order to interpret the discrepancies between Bruinsma's bound for the onset of ferromagnetism and our numerical results it is necessary to briefly review Bruinsma's argument [4] .
The probability measures ν y of the effective fields x y are fixed points of the Frobenius-Perron equation, Eq. (7). They can be approximated by finite iterations of some initial probability densities (boundary conditions) ν − for y ∈ ∂V R respectively. The investigation of the structure of the set of bands has proved to be a powerful tool in the treatment of the one-dimensional random field Ising model [8, 9, 10, 11, 12, 13, 14, 15, 16] . In contrast to the one-dimensional case the bands are highly degenerate here, i. e., different configurations of the random field result in the same band. This is due to the invariance of the model with respect to permutations of subtrees for homogeneous boundary conditions. The most degenerate bands correspond to the two chess-board configurations, cf. Fig. 7 , of the random field with +h or −h at y 0 respectively. There are 2 2 R−1 −1 equivalent random field configurations in the case of the Bethe lattice of degree k = 2 and radius R. As the total number of configurations is N = 2 b ∈ R and iterated with (7) . He only considered the lowest and highest weight terms corresponding to the least and the most degenerate bands. The highest weight term obeys a recursion relation. The fixed points of this recursion can be calculated. They correspond to the position of the highest weight term after infinite iteration of the Frobenius-Perron equation, Eq. (7). It is straightforward to determine for which temperatures T and random field strengths h these highest weight contributions are symmetric to the origin. Proving differentiability of the density ρ of the invariant measure ν in a neighbourhood of T = T c and h = 0, Bruinsma concluded that an asymmetric position of the highest weight terms corresponds to asymmetric maxima of ρ of non-zero weight and therefore to the existence of a ferromagnetic phase.
The symmetric position of the highest weight terms corresponds to complete contraction of the most degenerate bands such that the asymmetric boundary condition has no effect in the limit of infinite iteration. The asymmetric position on the other hand occurs if the most degenerate bands do not completely contract such that the asymmetry of the boundary condition remains visible throughout the infinite iteration. Seen in this light the argument above is the same as our criterion of average contractivity of the RIFS in Sec. V except that it considers the contractivity of one specific band instead of the average contractivity.
There are two problematic points in the reasoning above. Firstly, it is not clear whether the fact that the most degenerate bands have the greatest weight in finite iterations necessarily allows the conclusion that their position determines the location of local maxima provided the measure density is differentiable. For small h this actually seems not to be the case, cf. Fig. 8a . Unfortunately the maxima are at ±h and therefore close to zero for small h such that it is difficult to argue on the base of numerical data. The example in Fig. 8b however shows that the maxima are present for sufficiently large h. (7) to the equipartition ρ b = |I| −1 · 1I on the invariant interval I. There are no maxima at ±h in a) whereas the two maxima at ±h in b) are already so pronounced that differentiability of ρ is questionable. The random field strength in b) was chosen such that the point (T, h) is very close to Bruinsma's bound. (k = 2, β = J = 1)
Secondly, the differentiability of the resulting measure density has been proved only in a neighbourhood of T = T c and h = 0. The lower bound for the onset of ferromagnetism was given for all 0 ≤ T ≤ T c though.
For sufficiently large h or sufficiently small T , the measure density ρ is clearly not differentiable. It is unclear whether it is in the region of the lower bound, cf. Fig. 8b .
The disagreement of our numerical results with Bruinsma's lower bound therefore allows two interpretations. Either Bruinsma's bound is not true outside the proven region of validity because the most degenerate bands are not a sufficient indicator for the symmetry of ρ when the measure density is not differentiable. Or in the region between our upper bounds for the existence of a stable paramagnetic phase and Bruinsma's lower bound for the onset of ferromagnetism a stable paramagnetic phase coexists with the -also stable -ferromagnetic phases. This would imply the existence of a first order phase transition and hysteresis loops depending on the strength of the random field in contrast to the hysteresis at T = 0 [21] which depends on the homogeneous offset of the random field.
VIII. CONCLUSIONS
In this paper we improved exact upper bounds for the existence of a unique paramagnetic phase in Sec. III. This is a further step towards the exact determination of the phase diagram of the RFIM on the Bethe lattice. Furthermore, we presented numerical work leading to various estimates for the actual phase transition line.
The direct calculation of the expectation value of the local magnetization in Sec. IV provides an estimate for the extent of the ferromagnetic region. In the way it was exploited the estimate for the transition line is based rather on determining the instability of the paramagnetic phase.
The investigation of the average contractivity of the RIFS (4) at large iteration depths in Sec. V provided a reliable estimate for the stability region of the paramagnetic phase.
Finally, the numerical calculation of the derivative of the effective field with respect to the strength of the boundary condition in section VI provided a compatible result for the stability of the paramagnetic phase.
The disagreement with the earlier result of Bruinsma [4] motivates further investigations whether the bound for the onset of ferromagnetism given in [4] needs to be reconsidered or whether there really is a coexistence region for stable ferromagnetic and a stable paramagnetic phase.
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