A numerical framework based on network partition and operator splitting is developed to solve nonlinear differential equations of large-scale dynamic processes encountered in physics, chemistry and biology. Under the assumption that those dynamic processes can be characterized by sparse networks, we minimize the number of splitting for constructing subproblems by network partition.
I. INTRODUCTION
Solving nonlinear dynamic processes which are ubiquitous in a broad range of physical, biological, and social systems is numerically challenging when the scale and complexity become large. The high accuracy, efficiency and robustness of classic numerical methods exhibited in small-scale simple nonlinear processes are deteriorated when applied to large complex systems, of which chemical reaction is a canonical example where multiple reacting species are governed by complex kinematics with a large number of reactions. The vastly disparate timescale of reactions leads to high stiffness of the system [30] . For instance, a typical chemical reaction mechanism in combustion consists of various timescales spaning from e.g. 10 −4 s to 10 −12 s [15, 25] . This prohibits the use of explicit numerical methods such as Euler scheme and Rungu-Kutta schemes, as the timestep requred by stability condition is about 10 −12 which is several order smaller than the timescale of turbulent mixing [15] . Thus in the combustion community, implicit methods such as ref. [4] are commonly employed to handle the reaction terms with large timesteps due to the numerical roubstness. However those methods are only efficient for simple kinetic mechanisms as the operation complexity scales cubically with the the size of chemical kinetics [25] . For example, even for a combustion problem with simple methane chemistry (35 species and 217 reactions), more than 90% of the overall computational time is spent on chemistry calculations [33] . Thus numerical simulations of practical combustion problems with detailed chemical mechanism remain to be challenging due to the high stiffness and large number of species and reactions (in the order of O(10 3 )) [25] , espeically in three dimensions [10] . Using quasi-steady-state (QSS) approximation to handle fast reactions eliminate the stiffness of the system but this treatment the violates mass conservation properties and requires ad hoc determination of QSS species [25] .
Another example is the dynamic processes, say reaction-diffusion, on a complex network [1, 7, 27] which have been widely used to represent behaviours in diseases spreading [2] , protein-protein interaction [32] , and regulation of gene expression [18] . Unlike the nonlinear processes under the homogeneous assumption of the substrate, which can be easily solved in regular lattice, the high heterogeneity and large-scale of complex networks present challenges for numerical solving the underlying nonlinear dynamics [27] . In this case, the implicit numerical methods are difficult to be applied due to the heterogeneous structures and thus dynamic system. We expect the proposed method to be efficient, convergent, and numerical stable for solving complex nonlinear dynamics on a extremely large system. After dwelling on the method and its main features, a variety of numerical examples are tested to demonstrate the main features.
II. THE NETWORK PARTITION FOR A COMPLEX DYNAMIC SYSTEM
Given a large-scale complex system with time-dependent nonlinear dynamics, we first partition the network based on some chosen principals to achieve a small number of subprolems, each is a subset of decoupled processes that can be solved by classic analytical or numerical methods. This is carried out by three steps: (i) abstract the system with a network Γ which usually is sparse and (ii) translate Γ to a graph G by a specific mapping f : Γ → G and (iii) partition G and package the nodes to generate a subproblem. Use operator splitting methods, the subproblems are solved sequentially, that is, the solution of previous subproblem is the input of the next one. Here we use an illustrative example corresponding to a chemical reaction in Fig.1 to describe the details.
A. The network of a nonlinear complex process
As shown in Fig.1A , a chemical reaction system with 43 channels exhibits a network structure. In this network, each node (reaction) has multiple interactions with others by affecting the a number of reacting species. We can find a mapping f : Γ → G that convert the network to a graph G = (V, E), where V and E are the set of nodes (elements) and the set of edges (pairs), respectively. For instance, one can use the definition in Fig.1B where multiple interactions between the same pair of reactions, (x, y), collapse to one edge e(x, y),
i.e., the element a(x, y) of the adjacency matrix A(G) is 1 or 0, depending on whether the reactions x ad y evolve common species. The degree of each node x, d(x) = y∈V a(x, y), is highly heterogeneous and the distribution of edges shows sparsity, i.e., the number of edges n(E) is considerably smaller than of the complete graph.
Besides, the node in G can be a group of coupled elementary processes which is solvable in the sense that it has analytical solutions or is easy to be numerically solved. For example, multiple reactions in Fig.1 interacted by common product species have analytical solutions 4 and thus can be considered as a single node in G, leading to a mapping different f * . Or one define a group of reactions as a node if it is efficient to be solved by locally applying implicit time-integration methods. Then the network partition is performed to ensure there is no interaction between those small structures if they are grouped into the same subset.
B. Operator splitting and network partition methods
Large-scale systems are too difficult to solve directly, either due to high computational cost or numerical instabilities. Instead, we apply the operator splitting method which separates the original system into a number of small-scale subsystems, with each one being easy to be numerically solved, and thus offering convenience for solving large-scale nonlinear systems. For instance, the reaction system in Fig.1 can be solved by e.g. Lie splitting method,
i.e., the N elementary reactions are solved individually. In this way the results are positive and conservative without time-step constraints and omits costly matrix operations [29] .
When N is large, the large number of splitting generates significant splitting errors which prevent the use of large time-steps. Another issue is that the operator splitting method requires a sequential updating of all N subproblems. This causality leads to difficulty for parallization which is usually required for solving large-scale problems. To reduce the number of splitting and alleviate the causality of operator splitting methods, we propose a numerical framework that utilizes the sparsity of the network structure. Usually in most of large-scale systems the directly interacting elements are sparse and the elements that are not direct interacted can be solved simultaneously without numerical difficulty. This inspires us to split the original system into K (K < N ) subsystems where their elements have no direct interaction and solves the dynamics of all elements inside a certain subsystem simultaneously.
This leads to a network partition problem: given a graph G(V, E) after mapping from a physical system, say chemical reaction, one cluster its nodes by a partition S =
where k indexes the subsets and A k is the adjacency matrix of the k-th subset. This partition can be achieved by a graph coloring algorithm. When the network is mapped to a planar graph, one have K 4.
After partitioning the network, the elementary processes clustered into the same subset, say S k , generate a subproblem which can be solved in parallel, as the causality updating constraint is avoided in S k . Consider N k elementary irrelevant reactions belong to the subset S k . The N k processes are solved simultaneously and the updated involved species are chosen to be input of S k+1 . The entire reacting system is numerically solved by Lie splitting scheme,
, where X ∈ R M is the concentration vector and E k is the time-integration of the subset S k . Note that the network partition is a semiconstructive procedure and E can be prescribed, say the backward Euler scheme. In this paper, we use analytical solution according the type of every elementary reaction.
The splitting error arising from decoupling treatment of the original couple system can be further reduced by some existing strategies [35] . And the order of accuracy, limited to 1st order due to Lie splitting, can be increased by higher order operator splitting schemes [8, 36, 37] . Consider the widely used Strang splitting scheme [36] , we can arrange the decoupled subproblems symmetrically and solve them by
The adaptive time-stepping techniques can be applied to improve the accuracy based on local errors estimation. Here we use a similar way with ref. [23] to control the local errors. We reduce the time-step if the relative error between two solutions of different level are larger than a tolerance ε∆t k , where k is the order of splitting method and ε is a small constant. Consider the base time-step is ∆t and we perform n 0 s full numerical evaluations at the coarsest level. If the refinement level is , the time-step can be reduced to ∆t/(2 n 0 s ). And there exists a large number of partition strategies for large-scale system. Indeed, the optimal partition is the one that minimizes the splitting error, say
is the commutator and M is the operator for each subproblem. However this strategy requires applying optimization on-the-fly, which is costly for large N . Alternatively, we can find a partition that the most relevant nodes are clustered into the same subset. One can relate the network with a Markov chain and define a metric called "diffusion map" which measures the correlation of different nodes [20] . For a reacting system, a weight matrix that measures the pairwise interaction strength is defined as w(x, y) = z max(α(x)|ν(x, z) + µ(x, z)|, α(y)|ν(y, z) + µ(y, z)|), which assembles the connectivity measure in some reaction mechanism reduction methods [24] , where z labels all common species of reactions x and y, α is the reaction rate coefficient, ν(x, z) is the stoichiometric coefficient of reactant z in reaction
x, and µ(x, z) is the stoichiometric coefficient of product z in reaction x. Then the transition 6 matrix of the corresponding Markov chain is determined by p(x, y) = w(x, y)/ z∈G w(x, z).
And let λ l , ψ l and φ l be the eigenvalue, normalized right and left eigenvectors of P with
T is introduced in ref. [20] so that one can determine the connectivity of different nodes by measuring their
Then nodes are clustered into subsets depending on their diffusion distance to the geometric centroids of subsets
. This leads to a new partition
For our case, we follow the clustering algorithm in [20] to modify our initial partition,
which is generated by graph coloring algorithm. Then the partition becomes
which is solved by constrained k-means algorithm [39] with p indexing the iteration step.
Then the most relevant nodes are grouped into the same subset while maintaining the constraint A k = 0. Although this is not the optimal partition, it outperforms the initial partition generated by coloring algorithm in our test cases.
C. Main features
The current method has the following advantages when applied to large-scale complex systems:
1. This method is unconditionally stable, provided the time-integration E for each subproblem is stable. Thus the chosen time-step can be very large, which offers efficiency for computations of large-scale systems.
2. Negative concentration generation is avoided for systems with large stiffness.
3. The number of splitting, K, is small for large-scale complex systems due to the sparsity feature, indicating a reduced splitting error.
4. The method are well suited for parallel simulations as the elements of every subproblem have no direct correlation.
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We start with relatively small problems to analysis the convergence and demonstrate the robustness of the current method. Afterwards, we apply the method to solve large-scale systems to show its efficiency.
A. Chemical reactions
Given a well-stirred chemical system with M chemical species which interact through N reactions. If the stochastic effects in this system are neglected and the concentration vector
T is assumed to vary continuously in time, the time evolution of the system can be described by the reaction rate equation,
for 1 ≤ i ≤ M , where µ ji and ν ji are stoichiometric coefficients of reactant i and product i involved in the reaction j, respectively. C j (t) is the rate of reaction j and usually determined by the law of mass action, C j (t) = α j l X l (t) µ jl , where α j is the reaction rate coefficient and the index l labels all involved species in the reaction j. Usually the number of involved species and the reactions are enormous, which presents challenges when numerically solve the underlying kinematics. We will test our method through different types of chemical reactions, including the constant rate-coefficient reaction, temperature dependent reaction and stochastic reaction.
Constant rate-coefficient reaction
We consider the p53-SMAR1 regulatory biochemical network [26] whose mechanism, as detailed in Table II , involves 18 species (proteins and complexes) and 35 elementary reactions. The system is initialized with X = 0 and the constant reaction-rate coefficients are listed in Table II . Although this case is small, its reaction rates of elementary reaction cross a broad range of magnitudes, O(10
, indicating high stiffness of this system.
We use adaptive time-step mentioned above, where the largest time-step is ∆t and the the refinement level is = 3, i.e., the finest time-step is ∆t/8 if the local errors are larger than Table I , we show first-order convergence results by reducing the time-step ∆t from 8.0 to 1.0, for high concentration species, e.g. p53 p A, and low concentration species, e.g. SMAR1.
The ability to use large time-steps demonstrates the robustness of our method. As shown in Fig.2 , the time history of the species indicate that the positive X is preserved for a very large time-step. However, for the 2nd-order Runge-Kutta scheme, numerical instability is observed even we use a small time-step ∆t = 1. Negative concentration of species occur due to spurious solutions on the level of the truncation error, as shown in Fig.2D . We compare the result of our method with the original Lie splitting method. The results of the Lie splitting method show larger errors compared to those of the three solutions obtained by our method. This demonstrates that splitting errors are significantly reduced by applying the network partition, as one motivation of developing the present method. Then we test different partition strategies listed in Table IV and compare the results with the reference solution (∆t = 1). As shown in Fig.2 , the results of the optimized partition S (p) in Eq.2
show better agreement with the reference than those of graph coloring based partition S
in Eq.1. If we consider the mapping f * above, K is reduced to 9, see S (0), * in Table IV . And the numerical results are also improved due to a smaller number of splitting.
Temperature dependent reaction
This type of chemical reactions are widely encountered in computer simulations of combustion. The reaction rates are determined by the Arrhenius law, α
for forward reactions (odd value j) and α
, where
with p 0 = 1atm. R is the universal gas constant, T is the temperature of the system, and W i is the molecular weight of the species i, see Table XI . The specific internal enthalpy h i and entropy s i of the species i are calculated by the equation in Supporting Information.
We select the hydrogen-oxygen reaction with 9 species and 23 reversible reactions (forward and backward). The mechanism and the partition K = 34 are listed in Table V and Table   VI, 
Stochastic reaction
When the molecular populations are relatively small, the dynamic behaviour of the reacting system described by the deterministic differential equation (3) becomes inaccurate. In this case, the stochastic reaction kinetics should be considered [17] and X ∈ N M becomes the molecular number vector. Here we show how to extend our method to stochastic reaction simulation where analytical solutions are more difficult to find than in deterministic problems above. As mentioned above, our method can prescribe time-integration schemes for each subproblem. Then some existing accelerated approximated stochastic methods, such as the τ -leaping method [12] , can be employed to simulate a well-stirred system with low molecular number. After partition, the τ -leaping formula,
is applied for the subset S k , where τ is the leap time and X k is the molecular number vector of all species belongs to S k . The propensity function a l (X k (t)) [17] of the reaction l is determined by
where i is the index of all reactants for the reaction l. P l a l (X k (t)τ is a Posisson random variable with mean and variance being a l (X k (t)τ ).
For reactants with small molecular number, the unbounded P l of the τ -leaping method may lead to negative solutions [5, 38] which are easily avoided in our method by simply bounding the copy number of reactants as the reaction channels are uncorrelated for reactants in every subset. This treatment is simpler than existing strategies, e.g. the hybrid of τ -leaping method and Gillespie's stochastic simulation algorithm (SSA) [11] in ref. [5] , and does not affect the computational efficiency of the τ -leaping method.
We consider the LacZ/LacY reaction model [19] with 22 reactions, as shown in Table   VII Table VII are rescaled by V. First, we simulate this system until t = 300s by SSA.
Then using this result as the input, 10, 000 simulations are performed in the time interval
[300s, 330s] by our method and SSA. Mean and standard deviations of molecular numbers are computed. As shown in Fig.4 , the predicted trajectories of our results with τ = 0.00625s agree well with of the SSA results. And no negative molecular number is observed although the number of RbsLacY is very low ( 1) where original τ -leaping method easily produces negative solutions [38] .
Large-scale reactions
In this section we extend the application to large-scale reacting systems to test the efficiency of our method. The type of each elementary reaction is randomly selected from all types in the LacZ/LacY reaction model and initially we set X = 0. The reaction rate coefficient is given by U(10 −3 , 1) and the deterministic equation (3) are solved by our method with the law of mass action. We increase the size of the reaction system from N = 100 to N = 10 6 and set M = N , as shown in Fig.5A .
The errors measured at t = 100 show first-order convergence rate in Fig.5B if we use Lie scheme after partition. As expected, a 2nd-order convergence rate is observed if we use Strang scheme. Then we parallize the algorithm and compute the speedup which is the ratio of CPU time for the serial simulation and for the parallel simulations performed on a 12-core desktop. When N is small, the speedup is low as the computational cost of every subset is insufficient. It approaches the expected speedup value (12) when the scale is increasing, indicating the parallelization property of our method and thus substantially save the computational time for large-scale computations.
B. Reaction-diffusion on complex networks
Reaction-diffusion process is the underlying mechanism of many pattern formulations in biological systems. Its behaviour on cellular networks can be used to model early stage morphogenesis [31] . Recently, reaction-diffusion (RD) processes on random networks with size up to 10 3 nodes show significant difference from the class behaviour [27] . In this section we demonstrate our method can be used to efficiently solve RD processes on large-scale 12 networks.
Consider a RD system defined on a complex network with N * nodes and M different species. On each node, the local reactions change the concentrations of every species which are diffusively transported to connected nodes. The dynamic behaviour is described by
is the diffusion rate of the species i and L nm = A nm − d n δ nm is the network Laplacian matrix.
The Lie operator splitting method can be used for highly dissipative system in particle simulations of fluid mechanics whose diffusion term is handled by decoupling all fluxes for each particle and updating the solution in a pairwise manner [23] . Here we consider the flux addressed by our method, indicating that our method, like that in ref. [23] , can handle highly dissipative system efficiently. Then the Brusselator reaction model [16] ,
is added for every node. The corresponding steady state isX = {1, 2.9, 1} and will be desta- Table IV . The initial condition of X and diffusion rates are listed in Table . When the diffusion rate is low (0.1% of the rates in Table) , the distribution of p53 is highly heterogeneous (Fig.7A ) and will be homogenized by large diffusion rate (Fig.7B) . The convergence analysis is shown in Fig.7C which indicates our method is 1st-order accurate in this case and more accurate than Lie splitting method.
IV. CONCLUSION
We present a numerical method based on network partition and operator splitting to solve large-scale complex processes. It overcomes numerical difficulties of conventional methods for large-scale problems, including convergence issue, memory overload, conservation, robustness and efficiency. Our method tries to exploit the network structure of large-scale system and utilize the sparsity of it to partition the system into smaller subproblems which are easy for numerical computations. In this way, large computational costs due to stiffness, high dissipation, and large number of involved species for chemical-reaction and reactiondiffusion processes are significantly reduced. This method is easy to be parallelized and shows good convergence properties. A range of applications demonstrate the flexibility, modularity, robustness, and versatility of our methods, indicating that it is suitable for solving complex problems involving a large number of elementary processes.
MATERIALS AND METHODS
The source code of the numerical method in this paper has been uploaded to https://gitlab.com and the mechanism is detailed in Supporting Information. We provide the reaction mechanism for the cases used in the main text. First the p53-SMAR1 regulatory model that has 35 elementary reactions is listed in Table II . Its network is partitioned by S (0) , S (p) and S * ,(0) , as shown in Table IV . The hydrogen-oxygen reaction with 9 species and 23 reversible reactions is detailed in Table V Table   IX .
B. Numerical details
The thermochemical properties of the involved species can be obtained by empirical equations for fitting thermodynamic functions as
over a wide temperature range, where coefficients a 1 to a 7 and b 1,2 are tabulated in Table   XI . For each species, the first row applies for a temperature range from 1000K to 6000 K and second row is used for temperature below 1000K. The temperature T of the mixture is updated by iteratively solving the thermodynamics relation
considering the internal energy e is constant during the adiabatic process of ∆t. 
