Implementasi Model Ensemble Menggunakan Teknik Bagging dan Multinomial Naive Bayes untuk Deteksi Spoiler pada Review Film by Antoinne Mulyadi, Samuel
IMPLEMENTASI MODEL ENSEMBLE MENGGUNAKAN 
TEKNIK BAGGING DAN MULTINOMIAL NAÏVE BAYES 
UNTUK DETEKSI SPOILER PADA REVIEW FILM 
SKRIPSI 
diajukan sebagai salah satu syarat untuk memperoleh gelar 
Sarjana Komputer (S.Kom.) 
Samuel Antoinne Mulyadi 
00000025003 
PROGRAM STUDI INFORMATIKA 
FAKULTAS TEKNIK DAN INFORMATIKA 





IMPLEMENTASI MODEL ENSEMBLE MENGGUNAKAN TEKNIK 
BAGGING DAN MULTINOMIAL NAÏVE BAYES UNTUK DETEKSI 
SPOILER PADA REVIEW FILM 
oleh 
Nama : Samuel Antoinne Mulyadi 
NIM : 00000025003 
Program Studi : Informatika 
Fakultas : Teknik dan Informatika 
Tangerang, 25 Juni 2021 
Menyetujui, 
Ketua Sidang    Dosen Penguji 
    Adhi Kusnadi, S.T., M.Si.    Seng Hansun, S.Si., M.Cs. 
 Dosen Pembimbing I Dosen Pembimbing II 
Julio Christian Young, M. Kom Farica Perdana Putri, S.Kom., M.Sc 
Ketua Program Studi Informatika 
Marlinda Vasty Overbeek, S.Kom., M.Kom
iii 
 
PERNYATAAN TIDAK MELAKUKAN PLAGIAT 
Dengan ini saya: 
 Nama  : Samuel Antoinne Mulyadi 
 NIM  : 00000025003 
 Program Studi : Informatika 
 Fakultas : Teknik dan Informatika 
Menyatakan bahwa Skripsi yang berjudul “Implementasi Model Ensemble 
Menggunakan Teknik Bagging dan Multinomial Naïve Bayes Untuk Deteksi 
Spoiler Pada Review Film” ini adalah karya ilmiah saya sendiri, bukan plagiat dari 
karya ilmiah yang ditulis oleh orang lain atau lembaga lain, dan semua karya ilmiah 
orang lain atau lembaga lain yang dirujuk dalam Skripsi ini telah disebutkan sumber 
kutipannya serta dicantumkan di Daftar Pustaka. 
Jika di kemudian hari terbukti ditemukan kecurangan/ penyimpangan, baik dalam 
pelaksanaan Skripsi maupun dalam penulisan laporan Skripsi, saya bersedia 
menerima konsekuensi dinyatakan TIDAK LULUS untuk mata kuliah Skripsi yang 
telah saya tempuh. 
 





PERNYATAAN PERSETUJUAN PUBLIKASI KARYA ILMIAH UNTUK 
KEPENTINGAN AKADEMIS 
Sebagai sivitas akademik Universitas Multimedia Nusantara, saya yang bertanda 
tangan di bawah ini: 
Nama  : Samuel Antoinne Mulyadi 
NIM  : 00000025003 
Program Studi : Informatika 
Fakultas : Teknik dan Informatika 
Jenis Karya : Skripsi 
Demi pengembangan ilmu pengetahuan, menyetujui dan memberikan izin kepada 
Universitas Multimedia Nusantara hak Bebas Royalti Non-eksklusif (Non-
exclusive Royalty-Free Right) atas karya ilmiah saya yang berjudul: 
Implementasi Model Ensemble Menggunakan Teknik Bagging dan 
Multinomial Naïve Bayes Untuk Deteksi Spoiler Pada Review Film 
beserta perangkat yang diperlukan. 
Dengan Hak Bebas Royalti Non-eksklusif ini, pihak Universtias Multimedia 
Nusantara berhak menyimpan, mengalihmedia atau format-kan, mengelola dalam 
bentuk pangkalan data (database), merawat, dan mendistribusi dan menampilkan 
atau mempublikasikan karya ilmiah saya di internet atau media lain untuk 
kepentingan akademis,  tanpa perlu meminta izin dari saya maupun memberikan 
royalty kepada saya, selama tetap mencantumkan nama saya sebagai penulis karya 
ilmiah tersebut. 
Demikian pernyataan ini saya buat dengan sebenarnya untuk dipergunakan 
sebagaimana mestinya. 
 








Untuk semua orang yang terus berjuang dalam hidupnya demi meraih mimpinya 
 
It is the hard-working farmer  
who ought to have the first share of the crops. 





         Puji syukur kepada Tuhan Yang Maha Esa karena atas berkat dan rahmat-Nya, 
saya sebagai penulis dapat menyelesaikan skripsi dan laporan skripsi dengan judul 
“Implementasi Model Ensemble Menggunakan Teknik Bagging dan Multinomial 
Naïve Bayes Untuk Deteksi Spoiler Pada Review Film” dengan tepat waktu di 
tengah masa pandemic Covid-19 ini. 
 Proses penyelesaian laporan skripsi ini didukung oleh berbagai bantuan dari 
berbagai pihak. Saya sebagai penulis mengucapkan terima kasih kepada: 
1) Dr. Ninok Leksono, Rektor Universitas Multimedia Nusantara, yang 
memberikan kesempatan bagi penulis untuk dapat menjalankan studi di 
Universitas Multimedia Nusantara, 
2) Marlinda Vasty Overbeek, S.Kom., M.Kom., Ketua Program Studi 
Informatika Universitas Multimedia, yang membantu penulis dalam 
berkonsultasi dan melakukan validasi skripsi, 
3) Julio Christian Young, M. Kom. yang telah membimbing penulis dalam 
memberikan saran, penyusunan, dan tata cara penulisan skripsi yang baik 
dan benar, 
4) Ayah, ibu, serta keluarga besar yang telah memberikan dukungan baik 
material maupun spiritual selama proses penyusunan skripsi, 
5) Teman-teman dan kerabat dekat yaitu, Alexander Hengky, Antonius Wisnu, 
Michael Oktavian, Neven Yusuf, yang telah lama menjadi rekan sejak 
pertama kali masuk perkuliahan hingga saat ini berjuang menyelesaikan 
studi tingkat sarjana pertama, 
vii 
 
6) Komunitas lingkungan perumahan yang telah menghibur dan memberikan 
dukungan selama pengerjaan skripsi di rumah. 
7) Semua pihak dan teman lainnya yang tidak dapat saya sebutkan seluruhnya 
yang juga telah tulus dan ikhlas memberikan dukungan hingga akhir 
penyusunan skripsi. 
Semoga laporan skripsi ini dapat bermanfaat, baik sebagai sumber informasi 
maupun sumber inspirasi, bagi para pembaca. 
 
Tangerang, 27 Mei 2021 




IMPLEMENTASI MODEL ENSEMBLE MENGGUNAKAN 
TEKNIK BAGGING DAN MULTINOMIAL NAÏVE BAYES 
UNTUK DETEKSI SPOILER PADA REVIEW FILM 
 
ABSTRAK 
Review film merupakan salah satu wadah yang digunakan oleh masyarakat untuk 
menilai layaknya suatu film untuk ditonton. Tidak jarang di antara review tersebut 
mengandung spoiler yang dapat mempengaruhi kesan penonton terhadap film yang 
akan ditonton. Untuk itu, diperlukan suatu solusi untuk mengurangi jumlah spoiler 
yang beredar pada review film. Salah satu caranya yaitu dengan melakukan text 
classification atau klasifikasi teks pada review film yang beredar. Dengan text 
classification, kita dapat mengkategorikan review yang mengandung spoiler dan 
yang tidak mengandung spoiler. Ada berbagai macam algoritma yang dapat 
digunakan untuk membentuk model klasifikasi teks salah satunya adalah 
Multinomial Naïve Bayes. Multinomial Naïve Bayes dipilih karena mudah untuk 
diimplementasikan, baik, dan sudah pernah digunakan untuk permasalahan 
klasifikasi teks lainnya. Tidak hanya dengan Multinomial Naïve Bayes, teknik 
bagging juga dipilih sebagai salah satu algoritma yang akan digabungkan dengan 
Multinomial Naïve Bayes. Teknik bagging dipilih untuk menguji peningkatan 
performa yang dilakukan oleh teknik tersebut terhadap model Multinomial Naïve 
Bayes. Dengan menggunakan teknik bagging, didapatkan model dengan nilai 
evaluasi yang lebih baik jika dibandingkan dengan hanya menggunakan salah satu 
dari kedua algoritma. Dengan teknik bagging dihasilkan nilai evaluasi model 
terbaik sebesar 67%. Sedangkan model Multinomial Naïve Bayes mendapatkan 
nilai evaluasi model yang lebih rendah dengan nilai 66,7%. 
 




ENSEMBLE MODEL IMPLEMENTATION USING 
MULTINOMIAL NAÏVE BAYES AND BAGGING 
TECHNIQUE FOR SPOILER DETECTION  
IN MOVIE REVIEWS 
 
ABSTRACT 
Movie review is one of the selling points for a movie. Bad reviews can lead to a 
poor movie sale hence dropping movie’s profits. It is not uncommon fact that some 
of reviews contains some spoiler related with the movie that could affect audience’s 
impression related with the movie. For that problem, a solution is needed to prevent 
or reduce the impact of those spoilers. One thing that we can do to reduce the 
numbers of spoilers within the movie reviews is by doing a text classification. With 
text classification, we can differentiate and categorize which reviews containing 
spoilers and which are not. There are many different algorithms that we can use to 
make a text classification model and one of them is Multinomial Naïve Bayes. 
Multinomial Naïve Bayes was selected because it is an algorithm that is easy to 
implement and had been use for many text classifications cases. Furthermore, in 
this research we are going to use another algorithm which is called bagging 
technique that being said could improve classification model’s performance. 
Bagging technique was chosen to test how much improvement that the technique 
could make with Multinomial Naïve Bayes classification model. With the 
combination of both algorithms, a better classification model was made. 
Multinomial Naïve Bayes classification model with bagging technique successfully 
achieved a value of 67% evaluation score measured by f1-score algorithm while a 
value of 66,7% evaluation score was achieved by a model with Multinomial Naïve 
Bayes only. 
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