Abstract. This paper treats an abstract parametric family of symmetric linear estimators for the mean vector of a standard linear model. The estimator in this family that has smallest estimated quadratic risk is shown to attain, asymptotically, the smallest risk achievable over all candidate estimators in the family. The asymptotic analysis is carried out under a strong Gauss-Markov form of the linear model in which the dimension of the regression space tends to infinity. Leading examples to which the results apply include: (a) penalized least squares fits constrained by multiple, weighted, quadratic penalties; and (b) running, symmetrically weighted, means. In both instances, the weights define a parameter vector whose natural domain is a continuum.
Introduction
Consider the standard linear model in which the n × 1 observation vector y satisfies (1.1) y = η + e, η = Xβ.
Here the design matrix X is n × p and has rank p, the p × 1 vector β is unknown, and the components of the n × 1 vector e are independent, identically distributed with mean zero, unknown variance σ 2 , and finite fourth moment. For brevity, we will call this the strong Gauss-Markov model. The problem of estimating η well under this model has motivated major developments in statistical theory and practice.
For any matrix A, including the special case of a vector, let |A| denote the Euclidean (or Frobenius) norm: |A| 2 = tr(A A) = tr(AA ). Define the normalized quadratic loss of any estimatorη of η to be
The risk ofη is then
where the expectation is calculated under the strong Gauss-Markov model (1.1).
A linear estimator of η has the formη = Ay, where A is a n × n matrix that does not depend on y. It may be biased or unbiased for η. The least squares estimator,η LS = X(X X) −1 X y, is an unbiased linear estimator with risk R(η LS , η, σ 2 ) = σ 2 . According to the Gauss-Markov theorem,η LS has smallest risk among all linear unbiased estimators of η. However, Stein (1956) proved that the least squares estimator is inadmissible for η under quadratic loss whenever p ≥ 3 and the errors are independent, identically normally distributed. In statistical practice,η LS is often too variable an estimator unless the number p of regressors is small. These findings have led to consideration of biased linear estimators for η. The risk function of the linear estimatorη = Ay is (1.4) R(Ay, η, σ
This risk is a convex function of A. Its form suggests the possibility of reducing risk through trade-off, by choice of A, between the variance terms σ 2 tr(A A) and the bias term η (I n −
A) (I n − A)η.
We find the matrixÃ that minimizes the risk (1.4). Because Evidently U is n × p and U U = I p . It follows from (1.9) that η = Uξ with ξ = H 1/2 β.
Consequently, (1.10)Ã = USU ,S = (σ 2 + |ξ| 2 ) −1 ξξ .
Note thatS is p × p symmetric with all eigenvalues between 0 and 1. The oracle linear estimatorÃy minimizes risk among all linear estimators Ay. It is usually not realizable because we usually lack accurate knowledge of ηη and σ 2 . However, representation (1.10)
indicates that, among linear estimators of η, we may reasonably restrict attention to those having the form USU , where S is a p × p symmetric matrix with all eigenvalues between 0 and 1 and U is given by (1.9). The least squares estimatorη LS has this form with S = I p .
An extensive literature, reviewed in Buja, Hastie, and Tibshirani (1989) and in Kneip (1994) , has developed specific examples of symmetric linear estimators that can reduce risk by smoothing or shrinkage, with submodel fitting as a limiting case. In considering this work, it is important for understanding to distinguish between two problems: estimation of the discrete vector η versus estimation of a function that coincides with η at certain design points. The first problem, estimating discrete η, arises in analyzing discrete complete or incomplete multi-way layouts, including regression. Solutions to the discrete problem do not require existence or smoothness of an interpolating function that is to be estimated. This paper studies parametric families of symmetric linear estimators for discrete η in model (1.1). Examples motivate the following abstract description. Let N denote a closed subset of [0, 1] k , where k is fixed a priori. Let U be the matrix defined in (1.9) and let
{S(t):
t ∈ N} be a family of symmetric p × p matrices indexed by the vector parameter t.
The eigenvalues of each matrix in the family lie between 0 and 1. The estimators (1.11)η(t) = US(t)U y, t ∈ N constitute a parametric family of symmetric linear estimators of η. Representation (1.11) is not unique: replacing U with UO and S(t) with O S(t)O for any p × p orthogonal matrix O leaves the estimator unchanged.
REMARK. The asymptotic theory to be developed in this paper lets p, the dimension of the regression space, tend to infinity. The sample size n satisfies the condition n ≥ p. Almost every mathematical object considered in the paper depends on p and some depend also on n. For instance, a fuller notation would write S p (t), U p,n andη p,n (t) in (1.11). All estimated quantities marked by the caretˆdepend on p and n, as may their loss and risk. To avoid burdensome typography, we generally omit the subscripts p and n. EXAMPLE 1. Running weighted means. As an example of structure (1.11), consider a balanced one-way layout in which the factor influencing response is ordinal, with p equally spaced levels, and r observations are made at each factor level. If the vector y records replicated measurements in adjacent components, this one-way layout is a special case of (1.1) with n = rp, X = I p ⊗ u r , and u r an r × 1 vector whose components are each 1. Thus H = rI p and 
The function ρ is a matrix norm whose further properties are summarized in Proposition 1 of Section 4. Let {t i : 1 ≤ i ≤ k} be relative penalty weights such that 0 ≤ t i ≤ 1. Let c be a positive constant, possibly large. Let {Q i : 1 ≤ i ≤ k} be symmetric positive semi-definite matrices. The corresponding penalized least squares estimator of η is defined to beη P LS (t) = Xβ(t), where (1.14)β(t) = argmin
The penalized least squares construction generates a parametric family of symmetric linear estimators with N = [0, 1] k , U as in (1.9), and
Note that the matrix S(t) in (1.15) has all eigenvalues between 0 and 1 for every t ∈ N. For the theory to be developed, we will scale each penalty matrix Q i so that ρ(V i ) = 1. An instance of this structure arises for the one-way layout in which the responses y depend smoothly upon an ordinal factor whose levels are equally spaced. It is natural in this case to consider penalized least squares estimators (1.15) that are constructed from i-th difference operators {D i : 1 ≤ i ≤ k} as follows: each Q i is proportional to the symmetric matrix D i D i , scaled so that ρ(V i ) = 1. This class of penalized least squares estimators includes one-parameter smoothers described by Buja, Hastie, and Tibshirani (1989) and by Beran (2000 Beran ( , 2002 . With other definitions of the {Q i }, the class of candidate estimators (1.15) includes discrete analogs of spline estimators considered by Heckman and Ramsay (2000) that use a single quadratic penalty term based on a linear differential operator.
) is defined to be the constrained least squares estimator of η = Xβ that minimizes residual sum of squares subject to β Q i β = 0 for every i ∈ K j . These quadratic constraints are respectively equivalent to the linear constraints Q 1/2
is an orthogonal projection of y onto a subspace of the column space of X. It is is therefore a symmetric linear estimator of the form (1.11). The finite set N indexing competing submodel fits consists of the elements {t
Submodel fitη SM (t (j) ) is also the limit of the penalized least squares fitη P LS (t (j) ) when c tends to infinity. Thus, penalized least squares estimators with t ∈ [0, 1] and c not small essentially enlarge a certain class of submodel estimators of η.
The estimators {η(t): t ∈ N} defined in (1.11) constitute a class of candidate symmetric linear estimators for η. How are we to choose t to obtain an estimator with relatively low risk within the class of candidates? If we knew the risk function ofη(t), we would naturally use the oracle estimatorη(t), wheret minimizes the risk over all t ∈ N. Because the risk function is usually unknown, we pursue the following modified program:
• Construct an estimatorr(t) of the risk function ofη(t);
• Construct adaptive symmetric linear estimatorη(t) such thatt = argmin t∈Nr (t);
• Find theoretical conditions in the strong Gauss-Markov model under which the loss and estimated risk functions ofη(t) converge uniformly over t ∈ N to the true risk function as p tends to infinity;
• Hence deduce that the risk of adaptive estimatorη(t) converges to the risk of oracle estimatorη(t) as p tends to infinity. In other words, show that the asymptotic risk ofη(t) converges to the smallest risk achievable over the class of candidate estimators {η(t): t ∈ N}.
The estimated risk function used in this paper is equivalent to the Mallow's (1973) C p criterion. The main results provide a firm theoretical basis for the program outlined above.
Pertinent earlier work includes the following papers. For the special cases of nested model selection, ridge regression, and some other examples where k = 1, Li (1985 Li ( , 1987 established the convergence ofr(t) to the loss ofη(t). Kneip (1994) gave related results for the class of ordered linear smoothers. The latter class abstracts essential properties of Example 1 when k = 1 but does not cover Example 2 with k > 1. Beran and Dümbgen (1998) Beran (2000 Beran ( , 2002 ). Examples 1 and 2 provide instances of symmetric linear estimators for which both the eigenvectors and eigenvalues of S(t) depend on t and the number k of penalty terms may exceed 1. When N is not a finite set, asymptotic analysis of data-based choice of t ∈ N in such instances falls outside the scope of the earlier work just cited. The theorems established in this paper provide a new template for checking success of adaptation over parametric families of symmetric linear estimators. The theorems hold under the strong Gauss-Markov model, do not restrict the form of the spectral decomposition of S(t), and will be applied to the examples.
Adaptive Symmetric Linear Estimators.
This section carries out the program outlined in the Introduction. We assume throughout the strong Gauss-Markov linear model (1.1). It follows from (1.9) that η = Uξ with ξ = H 1/2 β. Hence ξ = U η. Let z = U y. Evidently z has mean vector ξ and covariance matrix
. From (2.1), the risk function of the candidate symmetric linear estimator is
Letσ 2 be an L 1 -consistent estimator of σ 2 . An asymptotically unbiased estimator of ξξ
The (not necessarily unique) adaptive symmetric linear estimator isη(t), where
REMARKS. Computation of the matrix U and so of z = U y is a issue because the matrix H may be ill-conditioned. Let X = W LV denote the reduced singular value decomposition
It follows from definition (1.9) that U = W V . Stable algorithms for the singular value decomposition thus enable stable computation of z.
When n > p, the least squares variance estimator is
It is L 1 -consistent in the sense of (2.7) below, under the strong Gauss-Markov model (1.1), if n − p tends to infinity as p tends to infinity. When n = p, the absence of replication requires that an L 1 -consistent estimator of σ 2 rely on trustworthy prior information about η. For instance, the first-difference variance estimator
satisfies (2.7) under the additional side condition that lim p→∞ p
Rice (1984)). Other consistent variance estimators for the case n = p, reviewed in Beran (2002) , stem from the pooling idea used in ANOVA.
The following Assumptions support the theorems of this paper: 
This theorem shows that the loss, risk, and estimated risk of candidate estimatorη(t) converge together asymptotically. The uniformity of this convergence over all t ∈ N makes estimated risk a trustworthy surrogate for its true loss or risk. In the proof, the assumed boundedness of ρ [S(t) 
By (2.9), the risk of the adaptive estimatorη(t) converges to the risk of the oracle estimatorη(t), which achieves minimum risk over the class of symmetric linear estimators {η(t): t ∈ N}. By (2.10), the plug-in estimatorr(t) of the risk ofη(t) converges to the actual risk or loss ofη(t). In this manner, we can gauge directly from the data how well we have controlled risk through adaptation.
EXAMPLE 1 (continued). Definition (1.11) of S(t) may be extended to all t ∈ [0, 1]
2 . 
Over the larger domain, |S(t)x|
2 ≤ [(t 1 + t 2 ) 2 + t 2 2 ]|x| 2 ,
which implies that ρ(S(t))

EXAMPLE 2 (continued). Let V (t) =
By (1.14), the positive semidefiniteness of each V i , and Proposition 1 of Section 4,
On the other hand, (2.13)
Hence, because Q i is scaled so that ρ(V i ) = 1,
The conditions for Theorems 1 and 2 are satisfied.
EXAMPLE 3 (continued). Here the cardinality of N is m and US(t)U is an orthogonal projection for every t ∈ N. Thus, (2.15) ρ[S(t)] = ρ[US(t)U ] = 1
and the finite cardinality subcase of Theorems 1 and 2 applies.
Numerical Case Study
Data from the Connecticut Tumor Registry, presented on pp. 199-201 of Andrews and Herzberg (1985) , reports the age-adjusted incidence of melanoma cases among males in the years 1936-1972. The 37 data-points are plotted in cell (1,1) of both Figures 1 and 2. There is a sharp upward trend in melanoma incidence that is roughly linear but exhibits substantial ripples. The purpose of the data analysis is to discern further underlying pattern. We apply to the data linear model (1.1), with p = n = 37 and matrix X = I 37 = U. The least squares estimateη LS of η coincides in this model with the data vector y, so sheds no further light. The first-difference variance estimate (2.6) isσ 2 F D = .117. This value is also the estimated risk of the least squares estimate of η. We compute the adaptive running weighted mean and the adaptive penalized least squares estimates of η.
Running weighted mean. The candidate running weighted mean estimators with span 3 areη RW M (t) = S(t)y, where S(t) is defined by (1.12) and the range of the vector t is N = {t ∈ [0, 1]
2 : t 1 + 2t 2 = 1, t 1 ≥ .5}. For these t, all eigenvalues of S(t) lie between 0 and 1. Cell (1,2) in Figure 1 plots the estimated risk ofη RW M (t) against t 1 when t ∈ N. The smallest estimated risk, .034, is attained at the boundary valuet = (.5, .25). The adaptive RWM estimateη RW M (t) is plotted in Cell (1,1) of Figure 1 , using linear interpolation only to improve visibility. (Annual mean melanoma incidence is intrinsically a discrete variable). The estimated risk of the adaptive RWM estimate is .034, about one-quarter the the estimated risk of the least squares estimate. Theorem 2 provides theoretical support for the credibility of estimated risk as an approximation to risk.
The symmetric matrix S(t) has spectral decomposition S(t) = O(t)Λ(t)O (t), where Λ(t) is the diagnonal matrix of eigenvalues arranged in nonincreasing order and O(t)
is the orthogonal matrix with eigenvectors as columns. Because U is the identity matrix, the adaptive RWM estimate may accordingly be written as
In this expression, the data vector y is first rotated by O (t) to obtain z(t), is then shrunk componentwise by the diagonal elements of Λ(t), and is finally rotated back to the original coordinate system by O(t) to obtain the adaptive RWM estimate.
Cell (2,1) of Figure 1 plots the components {|z i (t)| 1/2 : 1 ≤ i ≤ 37}. The square root reduces the dynamic range of the components and reveals more clearly their behavior near the value 0. The first few components are significantly larger in absolute value than the remaining components. It is this feature of the spectral basis O(t) generated by the adaptive RWM estimate that makes possible variance-bias trade-off through shrinkage. Cell (2,2) of Figure 1 plots the eigenvalues in Λ(t) that define the shrinkage performed by the adaptive RWM estimate. The adaptive PLS estimate has a spectral representation akin to (3.1). Cell (2,1) of Figure 2 plots the components {|z i (t)| 1/2 : 1 ≤ i ≤ 37}. The first few components are again significantly larger in absolute value than the remaining components. Cell (2,2) of Figure  2 plots the eigenvalues in Λ(t) that define the shrinkage performed by the adaptive PLS estimate.
Multiply penalized least squares. The candidate penalized least squares estimators arê η P LS (t) = S(t)y, where S(t) is
Discussion. The estimated risk of the adaptive PLS estimate is smaller than that of the adaptive RWM estimate and both are substantially smaller than the estimated risk of the least squares estimate. Comparing the plots in the lower row of Figure 1 with their counterparts in Figure 2 provides an intuitive explanation. In both the PLS and RWM cases, the components {|z i | 1/2 } decline sharply toward zero as i increases. However, the PLS eigenvalues shrink the smaller {z i } toward zero more aggressively. Thereby PLS achieves, on the present data, a greater reduction in estimated risk through trade-off of estimated variance with estimated bias.
Theorem 2 provides a theoretical scenario under which the ordering of estimated risks approximates, asymptotically, the ordering of the corresponding true risks. On those grounds, the adaptive PLS fit to the melanoma data, with estimated risk .028, is preferable to the adaptive RWM fit, with estimated risk .034. The local peaks in the PLS fit are are seen to follow observed peaks in the sunspot cycle. While the association with periods of increased solar emissions might also be detected from the adaptive RWM fit or even from the raw data, the adaptive PLS fit makes it easier to do so, especially in the variable first part of the data.
The statistical logic in this case study deserves comment. An adaptive procedure implicitly fits the probability model that motivates it. However, using the procedure on data is not the same as believing that the motivating model generated the data. Indeed, the melanoma incidence data is not certifiably random. In the absence of randomness, the first-difference variance estimate quantifies the level of detail in the data that is deemed to be noise (that is, not predictable). The adaptive PLS or RWM estimate then separates the trend in η from this possibly deterministic noise.
A probability model seeks to describe hypothetical data that is similar in selected relative frequencies to what was observed. Procedures that work well in the world of a realistic probability model may also prove satisfactory in the world of data and computational experiments. This is a matter open to empirical testing. Advances in statistical computing and in empirical process theory have reformulated statistics as an experimentally supported theory and practice of data analysis.
Proofs
We first record three results that will be used to prove Theorem 1. Let the {λ i (S)} denote the eigenvalues of the generic symmetric matrix S and let λ max (S) denote the largest of these eigenvalues. Recall definition (1.13) of a function ρ that maps matrices into real numbers.
PROPOSITION 1.
a) ρ is a matrix norm. b) If matrices A and B have compatible dimensions, ρ(AB) ≤ ρ(A)ρ(B).
c) If a is a row or column vector, ρ(a) = |a|.
d) If the vectors a, b and the matrix A have compatible dimensions, |a Ab| ≤ |a||b|ρ(A).
The definitions cited readily yield the properties listed in Proposition 1. 
Indeed, the conditions on the {W p } and W imply that the {W p } are uniformly integrable. Hence, so are the {V p }. The result follows (cf. Neveu (1965) , p. 52).
PROOF OF THEOREM 1. The strategy is to show that W (t) − r(t) converges in probability to zero for every t ∈ [0, 1], then use Proposition 2 to show that sup t∈ [0, 1] |W (t) − r(t)| converges in probability to zero, and finally invoke Proposition 3 to establish (2.8).
Repeatedly used are the constraint p −1 |η| 2 ≤ a and the following properties of T (t) = S 2 (t)
andT (t) = [I − S(t)]
2 , which follow from the Theorem assumptions and Proposition 1:
The bounds on derivatives pertain only to the case N = [0, 1] k and use the following identity:
(t) · S(t) + S(t) · ∇ i S(t).
We first prove the case W (t) =r(t) of (2.8). Defineȓ(t) by replacingσ 2 with σ 2 in the definition (2.3) ofr(t). Hereafter, we generally omit the argument t, writingT in place of T (t), for instance. Because of the inequality
and the L 1 consistency (2.7) ofσ 2 , we may replacer(t) withȓ(t) in the subsequent argument.
Pointwise consistency. Let
and note that tr(B) = tr(T ) and ρ(B) = ρ(T ). Recall the definitions at the start of Section 2 and the foregoing definition ofȓ(t). Then z = ξ + w, where w = U e, and
Evidently, E(η Be) = 0 = E[e Be − σ 2 tr(B)] and (4.8) 
In the situation when the cardinality of N is finite and does not depend on p, this result is immediate from the pointwise convergence (4.10).
). Using (4.7) and |η| = |ξ|, (4.17) 
This completes the proof of (2.8) when W (t) =r(t).
The argument for the case W (t) = L(η(t), η) of (2.8) is similar. The loss and risk ofη(t) are given in (2.1) and (2.2). Note that
where V (t) = T (t) − S(t). Because the right side of (4.22) has the same structure as the middle expression in (4.7), an argument parallel to the one that follows (4.7) completes the proof. Indeed, (4.4) and the theorem assumptions on S(t) imply that E|r(t) − r(t)| = 0.
Hence, (4.24) holds for Z =r(t) and Adaptive PLS Eigenvalues FIGURE 2. Adaptive penalized least squares fit to the melanoma incidence data. The two quadratic penalty terms are constructed from the first difference and second difference operators. The other plots exhibit inner workings of the fit.
