Abstract-This paper proposes an original interval-based method to compute an outer approximation of all invariant sets (such as limit cycles) of a continuous-time nonlinear dynamic system, which are included inside a prior set of the state space. Contrary to all other existing approaches, our method has the following properties: first, it is guaranteed (a solution cannot be lost); second, it is applicable to a large class of systems without any specific assumption such as the knowledge of a Lyapunov function or any partial linearity; and third, there is no need to integrate the system.
I. INTRODUCTION
The computation of invariant sets of dynamical systems has been the subject of extensive research over the past several decades [1] . It has many applications such as verifying the safety of unmanned flight [2] . Most methods that have been proposed for computing invariant sets assume that the system is linear, with the possibility of state jumps [3] - [5] or bounded disturbances [6] , [7] but this is not always realistic.
In this paper, we consider the problem of characterizing invariant sets in the case where the system is nonlinear and the time is continuous (see, e.g., [8] when the time is discrete). It is only assumed that the system is described by a state equation of the formẋ = f (x) where x is the state vector and f is continuous. Since we want the method to be general, we will not consider symbolic methods, such as in [9] and [10] , but numerical methods instead. Moreover, since we want the characterization to be guaranteed, we will consider a method based on interval analysis. This choice is motivated, in the context of the analysis of dynamical system stability, by the fact that interval analysis has already been successfully used by the mathematician W. Tucker to solve the 14th problem of Smale, which aims to prove that the Lorenz attractor is strange [11] . The approach used by Tucker has also been extended to other specific dynamical systems (see, e.g., [12] ), nevertheless a general method has not been proposed to deal with the general case. Most of the interval methods, which deal with the characterization of invariant sets [13] , use the concept of guaranteed integration [14] . From an initial box [x] (0), guaranteed integration [15] provides a set of techniques, based on interval arithmetic, to compute a box-valued function [x] (t) (or tube), which contains all the true values verifying the initial value problem. These techniques are based on an interval counterparts of Euler [16] , Runge-Kutta [17] , or Taylor [18] integration, and they validate their result using the Picard Theorem.
In the context of the analysis of nonlinear systems, guaranteed integration is mainly used for characterizing reachable sets [19] - [21] or for computing the viability kernel [22] . However, these methods cannot be considered as efficient to characterize invariant sets for the two following reasons: 1) the interval integration methods are too conservative and 2) a fusion of a collection of tubes (obtained after an interval integration), in order to extract an invariant set, is difficult to obtain.
Still with regard to stability analysis, there exists another class of methods that do not require any integration. These methods are based on Lyapunov theory and approximate the dynamic of the system by a function [23] , [24] that is supposed to decrease with time. From this function, they derive a set of inequalities defining a set that is invariant [25] , [26] with respect to the dynamic of the system [27] . The resolution can then be performed using interval analysis [8] , [28] or by other symbolic methods. The main drawback of the Lyapunov-based methods is that they require the knowledge of a Lyapunov function, which is the case only for a small class of systems.
In this paper, we propose an original and generic interval method to compute the largest invariant set Inv(X) of a subset X of the state space. Our method does not require any interval integration and does not assume the knowledge of a Lyapunov function. The method performs a discretization of the state space by a graph. Contrary to all other existing approach, it represents the invariant set Inv(X) as a set of trajectories that are inside X for all t. A projection of the infinite dimensional set of trajectories onto the state space is then performed to get Inv(X). Our method is based on constraint programming [29] and thus follows the following principle: Instead of focusing on the solution, we eliminate all parts of the research space that are inconsistent.
The paper is organized as follows. Section II proposes a formalization of the problem. Section III shows that our problem can be expressed as a constraint network and recalls the principle of the constraint propagation that will be used for the resolution. Section IV shows how trajectories can be enclosed by a set of path associated with both a paving and a collection of subpaths. The new concept of road, which corresponds to a set of subpath of R n , is introduced. The corresponding contractors able to eliminate unfeasible subpaths are introduced in Section V. Section VI presents the main algorithm and Section VII illustrates the principle of the method on a classical test case. Section VIII concludes the paper.
In this paper, we use the notations given by Table I .
II. FORMALIZATION OF THE PROBLEM
This section defines the notion of path and invariant set for a continuous-time system and formalizes the problem that we want to solve.
A trajectory is a smooth function x(·) from R to R n . The path associated with a trajectory x(·) is the set of: all x(t) ∈ R n and an orientation with respect to t [30] .
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The corresponding nonoriented path is a circle. The oriented path associated with x(·) is a circle with the direct trigonometric orientation (see Fig. 1 ).
Consider the state equation of the forṁ
where x ∈ R n . An oriented path is feasible if it is associated with a trajectory x(t), which is a solution of (2) . Note that such a path can be cyclic or can even be a single point. A path cannot make any loop (i.e., it cannot cross itself) or even cross another path [9] . The problem that we consider in this paper is the following.
Problem: Given a compact set X of R n , find the set Inv(X), which encloses all points x 0 that belong to a feasible path of (2) strictly included in X.
Link with invariant sets: A set A is positive invariant [1] if for any trajectory x(·) of (2), we have
and it is negative invariant if for any trajectory x(·) of (2), we have
The set A is invariant if it is both positive and negative invariant. The set of invariant sets is a sublattice of the set of all subsets of R n , denoted by P(R n ). This means that if A and B are invariant, then A ∩ B and A ∪ B are also invariant. As a consequence, for a given set X ∈ P(R n ), there exists a (unique) largest invariant set, which corresponds to Inv(X) included in X. The set Inv(X) corresponds to the union of all invariant subsets of X.
III. CONSTRAINT PROPAGATION
We say that a path is valid if it is included inside X. Otherwise it is dead. A state x that belongs to a valid (resp. dead) path is inside (resp. outside) Inv(X). Fig. 2 shows a valid path (red), which is here a limit cycle. Two dead paths (blue) have at least one point outside X. All paths are feasible since they are consistent with (2). The path (ii) is also a cycle. The path (iii) is closed to an unstable limit cycle.
Computing Inv(X) amounts to characterizing the set of all valid paths. The approach, we propose to follow, is to formulate the problem of characterizing Inv(X) as a constraint network and then to apply a contractor technique for the resolution. We now recall briefly the notion of a constraint network and contractors.
Constraint network: A constraint network [31] H is composed of a set of variables V = {x 1 , . . . , x n } , a set of constraints C = {c 1 , . . . , c m }, and a set of abstract domains [32] {X 1 , . . . , X n } containing the x i s. The values for variables x i can be symbols, real numbers [33] , vectors of R n , and sometimes trajectories (see [34] ). The constraints can be equations between the variables (such as x 3 = x 1 + e x 2 ) or differential equations (such asẋ 3 ·ẍ 1 + e x 2 = 0) and the domains can be intervals, boxes [35] , zonotopes [36] , or tubes [37] .
Constraint propagation: The goal of propagation techniques is to find the solution of a constraint network. The principle is to contract as much as possible the domains for the variables without loosing any solutions. The corresponding operator is called a contractor. For the resolution of a constraint network, we take all constraints and call the corresponding contractors until no more contraction can be observed. Therefore, constraint propagation is only able to find an outer approximation of the problem.
Invariant sets as a constraint network: For our problem, to apply a constraint approach, we need to define the constraint network H. The variables are the paths of R n , which are consistent withẋ(t) = f (x(t)). The unique constraint is the following: "the path should be included inside X." We have now defined the variables and the constraints. It remains to define the domains for the paths, which is the objective of the next section.
IV. SUBPATH AND ROADS
The approach we will follow in this paper to compute Inv(X) is to characterize all paths that are totally inside X from t = −∞ to t = ∞. We now define the notion of subpath that will be used for the decomposition of the path we want to approximate. A path of (2) can be covered by a union of nonoverlapping subpaths. More formally, a subpath of (2) can be defined as follows.
Subpath: Consider a trajectory x(·) of (2) and an interval [t a , t b ]. The corresponding part of the path is called a subpath − → P . If − → P is noncyclic, we can define the left endpoint left( − → P ) and the right endpoint right( − → P ) as the two points x(t a ) and x(t b ). The set of noncyclic subpaths is denoted by SP .
Paving: A paving Q is a union of non-overlapping (i.e., their interiors are disjoint) boxes covering X, which is assumed to be a compact set of R n . Decomposition: Given a paving Q. A path can be decomposed into subpaths − → P (k) ∈ SP (see Fig. 3 ) such that
where ∂ [x] corresponds to the boundary of the box [x] . Note that a box of Q may contain several subpaths. Fig. 3 shows a paving made with five boxes and a cyclic path, which can be composed into seven subpaths.
To approximate the solution paths using contractor-based techniques [33] , [38] , we need a paving that provides a decomposition into subpaths and a representation for the domains of the subpaths (i.e., a way to represent a set of subpath). A domain for a subpath is a set of subpaths that aims to be contracted by operators (the contractors). These operators are allowed to remove subpaths that are inconsistent with the state equation (2) . The domains that will be chosen for the subpaths are called roads and are presented for the first time in this section. Before introducing the concept of road, we first need to define pathboxes, which will later be interpreted as a specific road.
Pathbox:
, is a set of noncyclic subpaths defined as
As illustrated by Fig. 4 , a pathbox can be interpreted as an abstract domain [39] , classically used in static analysis [32] to validate computer programs. Such a domain can be contracted [40] with respect to existing constraints. Here, the constraint is that the subpath should be consistent with the state equation (2) . Next section theorems will provide the conditions that will allow us to build a contractor for the pathbox. 
{[a](i)}
An illustration of a road is given in Fig. 5 .
V. CONTRACTORS
This section introduces two contractors for the roads that will be called during the resolution. The dynamic contractor removes the subpaths that are not consistent with the state equation and the continuity contractor removes subpaths that cannot be enclosed inside the set X. We now give two new theorems that will be used by the dynamic contractor. 
Accurate inclusion functions can be easily computed using interval arithmetic for a huge class of functions f . 
Proof:
is consistent with (2), there exists one trajectory z(t) corresponding to − → P such that z(0) = a * and 
where
We can use this constraint to contract 
From this theorem, we immediately derive the following corollary.
Corollary 3:
The polygon 
Since z(0) = a and
). The same reasoning starting from b instead of a leads to
Dynamic contractor: To contract a road, it suffices to contract all pathboxes 
VI. METHOD
In this section, we propose a method able to enclose Inv(X). Recall that Inv(X) contains all paths corresponding to the trajectories that are totally included inside a compact set X of R n . The method we propose here follows the idea of Saint-Pierre algorithm [42] , i.e., it removes parts of the initial set X that cannot be inside Inv(X) with the objective to converge from outside toward Inv(X). The main difference is that the tools we use here (interval analysis and contractors) will allow us to be guaranteed with respect to the floating point operations, will not require any knowledge concerning Lipschitz constants, and will have no parameter to tune. As a consequence, our algorithm is directly implementable, i.e., we are able to provide a friendly solver, named CYCLE, which is able to compute Inv(X) for two-dimensional (2-D) problems. The only inputs for the user are the expression of the evolution function f and the initial set X. To our knowledge, no other equivalent solver exists.
The principle is to build a paving covering X, made with nonoverlapping boxes. Then, we contract each road of the paving using the continuity principle that is now explained.
Algorithm: We propose the following algorithm to compute an enclosure of Inv(X). 1) Set k = 0. Cover X with a paving Q. This paving can be for instance a single box. 
, contract the road with respect to its neighbors, using the continuity contractor. This procedure is a consequence of the continuity of a path. It takes into account the fact that for a given valid trajectory inside Q, if the path enters inside a box [x] of Q, it also leaves another box of Q and if the path leaves [x], it also enters inside another box of Q.
. More precisely, the dynamic contractor is used to eliminate subpaths that are not consistent with the state equation. 5) Bisect all boxes of Q associated with a nonempty road.
6) Increase k by one and go to Step3.
This algorithm only removes unfeasible subpaths. Thus, at each iteration, we can guarantee that the polygons (see Theorem 2) associated with each road computed by the algorithm encloses all corresponding feasible subpaths. The union of these polygons is thus an outer approximation of Inv(X) [43] . This can be formalized by the following theorem.
Theorem 4: At iteration k, the set
encloses the invariant set Inv(X). Moreover, the algorithm always converges when k → ∞. Proof: We will first prove that Q(k) encloses Inv(X). Consider one point z ∈Inv(X). There exists one trajectory inside X going through z or equivalently, z belongs to a feasible path − → P totally included in X. Assume that at iteration k, − → P ⊂Q(k). From Theorem 2, the dynamic contractor at Step 4 does not remove a single point of − → P . Since − → P is continuous, the continuity contractor at Step 3 does not remove any point of − → P . Moreover, the bisection procedure does not remove any point of the state space. As a consequence, we have − → P ⊂Q(k + 1). We conclude that for all k, z ∈ Q(k) and thus that Inv(X)⊂ Q(k).
The sequence of sets Q(k) is decreasing with respect to the inclusion, i.e., Q(k + 1) ⊂ Q(k). From the Tarski fixed-point theorem [44] , the sequence converges to the largest fixed point of our contraction procedure, i.e., the sequence Q(k) converges to a set made with roads, which cannot be contracted by any of our two contractors. Note that this fixed point may not correspond to Inv(X), but it always corresponds to a set that contains it.
VII. TEST CASE
Consider the system described by the Van der Pol equation (14) and the box X = [−4, 4] × [−4, 4] . Some trajectories that are totally inside X for all t ∈ R are represented by the continuous paths of Fig. 8 . The dotted trajectories cannot be considered as solutions, since they leave X when t moves toward −∞.
If we apply our method, and we stop the algorithm after k = 12 (less than 4 s on a single processor i5-2520M@2.50GHz), we get the outer approximation of Inv(X), as shown in Fig. 9 .
The first positive invariant set was found at Step 8 of the algorithm and is shown in Fig. 10 . This was done by checking that on the boundary ∂Q(k) of the set Q(k) (the convex hull of the union of all polygons given by Corollary 3, see the yellow area), the evolution cone (painted in gray) is pointing toward the inside of Q(k).
If we now take
, our algorithm provides the enclosure of Inv(X) depicted on Fig. 11 . It also corresponds to a guaranteed enclosure of the limit cycle of our system.
The solver CYCLE that generated the figures of this section and some illustrative videos can be found at http://www.ensta-bretagne.fr/ jaulin/cycle.html www.ensta-bretagne.fr/jaulin/cycle.html. 
VIII. CONCLUSION
In this paper, we have proposed a new approach to compute invariant sets of continuous-time dynamical systems. More precisely, our method provides a guaranteed outer approximation of the largest invariant set Inv(X) included in a given compact set X. The principle of our method is similar to the Saint-Pierre algorithm [42] since it removes part of X that is outside the solution set Inv(X). The main difference is that the tools we use here (interval analysis and contractors) allow us to be guaranteed with respect to the floating point operations, do not require any knowledge of any Lipschitz constants, and have no parameter to tune. As a consequence, we are able to provide an easy-to-use solver, named CYCLE, that is able to compute Inv(X) for 2-D problems. The only inputs for the user are the expression of the evolution function f and the initial set X. To our knowledge, no other equivalent solver exists. The principle of our method has been illustrated on the characterization of the invariant sets and the limit cycle of the Van der Pol system. When the invariant is stable, we have also shown that we were able to compute an approximation, which is positive invariant.
To solve the problem, we followed a constraint propagation approach. Therefore, instead of focusing on the solution as made by most existing approaches, our method focuses on inconsistent paths. Due to this, we do not need to use the Picard operator nor any interval counterpart of integration method [45] and we do not need to have the knowledge of a Lyapunov function of our system. For the implementation, we had to introduce the notions of pathbox and road as a new type of domains to enclose the valid paths, i.e., the paths that are entirely inside X and that are consistent with the state equation.
