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JACOBI-BERNOULLI COHOMOLOGY
AND DEFORMATIONS OF SCHEMES AND MAPS
ZIV RAN
ABSTRACT. We introduce a notion of Jacobi-Bernoulli cohomology associated to
a semi-simplicial Lie algebra (SELA). For an algebraic scheme X over C, we con-
struct a tangent SELA TX and show that the Jacobi-Bernoulli cohomology of TX
is related to infinitesimal deformations of X.
0. OVERVIEW
The ’usual’ deformation theory, e.g. of complex structures, in the manner of
Kodaira-Spencer-Grothendieck (cf. e.g. [5, 12] and references therein), is com-
monly couched in terms of a differential graded Lie algebra or dgla g. It can
be viewed, as in [10], as studying the canonically defined deformation ring R(g),
fashioned from the Jacobi cohomology, i.e. the cohomology of the Jacobi complex
associated to g. This setting is somewhat restrictive, e.g. it is not broad enough
to accomodate such naturally occurring deformation problems as embedded de-
formations of a submanifold X in a fixed ambient space Y . In [11] we introduced
the notion of Lie atom (essentially, Lie pair) and an associated Jacobi-Bernoulli
complex as an extension of that of dgla and its Jacobi complex, one that is broad
enough to handle embedded deformations and a number of other problems be-
sides.
A purpose of this paper is to establish the familiar notion of (dg) semi-simplicial
Lie algebra (SELA ) as an appropriately general and convenient setting for defor-
mation theory. As a first approximation, one can think of SELA as a structure
like that of the Cˇech complex of a sheaf of Lie algebras on a topological space X
with respect to some open covering of X. Not only is SELA a broad generaliza-
tion of Lie atom, it is broad enough, as we show, to encompass deformations of
(arbitrarily singular) algebraic schemes (over C).
To compute the deformation theory of a SELA g• we introduce a complex that
we call the Jacobi-Bernoulli complex of g•, though a more proper attribution
would be to Jacobi-Bernoulli-Baker-Campbell-Hausdorff. In a nutshell, the
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point of this complex is that it transforms a gluing condition from nonabelian
coycle condition to ordinary (additive) cocycle condition via the multilinearity of
the groups making up the complex. A typical gluing condition looks like
ΨαβΨβγΨγα = 1
with Ψαβ ∈ exp(gαβ), where gαβ may be thought of as the component of our SELA
g• having to do with gluing over Uα ∩ Uβ. This condition can be transformed as
follows. Write
Ψαβ = exp(ψαβ)
etc. Now the BCH formula gives a formal expression
exp(X) exp(Y ) exp(Z) =
∑
Wi,j,k(X, Y, Z)
whereWi,j,k(X, Y, Z) is a homogeneous ad-polynomial of tridegree i, j, k (‘BCH poly-
nomial’), which can be viewed as a linear map
wijk : Sym
i(gαβ)⊗ Sym
j(gβγ)⊗ Sym
k(gγα)→ gαβγ
Then the above gluing condition on the Ψ• becomes the additive condition that
wi,j,k(ψ
i
αβ ⊗ ψ
j
βγ ⊗ ψ
k
γα) = 0, ∀i, j, k.
Now our Jacobi-Bernoulli complex J(g•) for the SELA g• is essentially designed so
as to encompass the various BCH polynomials wijk. It is a comultiplicative com-
plex whose groups essentially constitute the symmetric algebra on g• and whose
maps are essentially derived from the wijk by the requirement of comultiplicativ-
ity. The dual of the cohomology of J(g•) yields the deformation ring associated to
the SELA g•.
As mentioned above, our other main result here is that the deformation theory
of an algebraic scheme over C can be expressed in terms of a SELA . Unsurpris-
ingly, this is done via an affine covering. Thus the first step is to associate a dgla
to a closed embedding
X → P
where P is an affine (or for that matter, projective) space. We call this the tangent
dgla to X and denote it TX(P ). In a nutshell, TX(P ) is defined as the mapping
cone of a map that we construct
TP ⊗AX → NX/P
where NX/P is the normal atom to X in P as in [11]. That is, TX(P ) is represented
by the mapping cone of a map of free modules representing TP ⊗ AX and NX/P .
We will show TX(P ) admits a dgla structure, a dgla action on AX, as well as
AX-module structure. Up to a certain type of ’weak equivalence’, the dgla TX(P )
depends only on the isomorphism class of X and not on the embedding in P .
The partial independence on the embedding is good enough to enable us to
associate a global SELA TX• for an arbitrary algebraic scheme X defined in terms
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of, but up to weak equivalence independent of, an affine covering Xα and embed-
dings of each Xα in an affine space Pα: e.g.
TX,α = TXα(Pα),
TX ,αβ = TXα∩Xβ(Pα × Pβ)
etc. Global deformations of X then amount to a collections of deformations of
each Xα, given via Kodaira-Spencer theory by a suitable element φα ∈ T 1X,α, plus a
collection of gluing data ψαβ ∈ T
0
X,αβ, and the necessary compatibilities are readily
expressed as a cocycle condition in the Jacobi-Bernoulli complex J(TX•).
Remark 0.1. At the time of writing (Sep ’07), this preprint is not yet in final
form; in particular, it has portions developed at different times which have yet
to be fully synchronized. Comments or questions from readers would be most
welcome.
1. SEMI-SIMPLICIAL LIE ALGEBRAS AND JACOBI-BERNOULLI COMPLEX
1.1. SELA. Our notion of SELA is essentially the dual of the portion of the usual
notion of simplicial Lie algebra involving only the face maps without degeneracy
maps. Let A be a totally ordered index-set. A simplex in A is a finite nonempty
subset S ⊂ A, while a biplex is a pair (S1 ⊂ S2) of simplices with |S1| + 1 = |S2|;
similarly for triplex (S1 ⊂ S2 ⊂ S3) etc. The sign ǫ(S1, S2) of a biplex (S1, S2) is
defined by the condition that
ǫ((0, ..., pˆ, ..., n), (0, ..., n)) = (−1)n−p.
By a semi simplicial Lie algebra (SELA) g• on A we shall mean the assignment
for each simplex S on A of a Lie algebra gS, and for each biplex (S1, S2) of a map
(’coface’ or ’restriction’)
rS1,S2 : gS1 → gS2
such that ǫ(S1, S2)r(S1, S2) is a Lie homomorphism and such that for each S1 ⊂ S3
with |S1|+ 2 = |S3|, we have
(1. 1.1)
∑
triplex
(S1⊂S2⊂S3)
r(S2,S3)r(S1,S2) = 0.
The identity (1. 1.1) implies that we may assemble the gS into a complex K
.(g•)
where
Ki(g•) =
⊕
|S|=i+1
gS
and differential constructed from the various r(S1,S2).
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Example 1.1. If g is a sheaf of Lie algebras on a topological space X, and (Uα) is
an open covering of X, there is a Cˇech SELA
g• : S 7→ g(
⋂
α∈S
Uα).
The standard complex K .(g•) is the Cˇech complex Cˇ(g, (Uα)); it plays a fundamen-
tal role in the study of g-deformations.
Example 1.2. If g → h is a Lie pair (more generally, a Lie atom, cf. [11]), we get a
SELA g. on the index-set (01) with g0 = g, g1 = 0, g01 = h.
hg• •0
The deformation-theoretic significance of g. is like that of the Lie atom (g, h), viz.
g-deformations together with an h-trivialization.
An obvious generalization would be to take a pair of maps g1 → h, g2 → h
(e.g. twice the same map), which corresponds to pairs (g1- deformation, g2-
deformation) such that the induced h-deformations are equivalent as such.
1.2. Bernoulli numbers and Baker-Campbell-Hausdorff. Let g be a nilpotent
Lie algebra. For an element X ∈ g we consider the formal exponential exp(X) as
an element of the formal enveloping algbera U(g). Then we can write
(1. 2.2) exp(X) exp(Y ) = exp(β(X, Y ))
where β is a certain bracket-polynomial in X, Y , known as the Baker-Campbell-
Hausdorff or BCH polynomial. We denote by βi,j, βi the portion of β in bidegree
i, j (resp. total degree i). Note that each βi,j(X, Y ) will be a linear combination of
(noncommutative) ad monomials with a total of i many X ’s and j many Y ’s. We
write such a monomial in the form
(1. 2.3) adS(X
iY j) = ad(T1) ◦ ... ◦ ad(Ti+j−1)(Ti+j)
where S ⊂ [1, i + j] is a subset of cardinality i and Tk = X (resp. Tk = Y ) iff k ∈ S
(resp. k 6∈ S). We denote by
(1. 2.4) adS(X1, ..., Xi, Y1, ..., Yj)
the analogous function, obtained by replacing the xth occurrence of X (resp.
yth occurrence of Y ) by an Xx (resp. Yy) and by ad
Sym
S (X1, ..., Xi, Y1, ..., Yj) the
corresponding symmetrized version, i.e.
(1. 2.5) ad
Sym
S (X1, ..., Xi, Y1, ..., Yj) =
∑
π∈Si
ρ∈Sj
1
i!j!
adS(Xπ(1), ..., Xπ(i), Yρ(1), ..., Yρ(j)).
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We will compute β, following [13], §2.15 (where Varadarajan attributes the ar-
gument to lectures of Bargmann that follow original papers by Baker and Haus-
dorff). Set
(1. 2.6) D(x) =
ex − 1
x
, C(x) = 1/D(x).
Thus, C(x) is the generating function for the Bernoulli numbers Bn, i.e.
C(x) = 1 +
∞∑
n=1
Bn
n!
xn =
∞∑
n=0
Cnx
n.
Now the reader can easily check that for any derivation ∂ we have
∂ exp(U) exp(−U) = D(ad(U))(∂U), exp(−U)∂ exp(U) = D(−ad(U))(∂U).
Now differentiate (1. 2.2) with respect to X and multiply both sides by
exp(−β(X, Y )). This yields (where ∂X is the unique derivation taking X to X and
Y to 0)
X = ∂X(exp(X)) exp(−X) =
= ∂X(exp(β(X, Y ))) exp(−β(X, Y )) = D(ad(β(X, Y )))(∂Xβ(X, Y )).
Thus
(1. 2.7) ∂Xβ(X, Y ) = C(ad(β(X, Y )))(X).
Similarly,
(1. 2.8) ∂Y β(X, Y ) = C(−ad(β(X, Y )))(Y ).
Starting from β0 = 0, the formulas (1. 2.7),(1. 2.8) clearly determine β. For
example, clearly β0,∗(X, Y ) = Y , therefore it follows that
(1. 2.9) β1,∗(X, Y ) = C(ad(Y ))(X) = X +
1
2
[X, Y ] +
1
12
ad(Y )2(X) + ...
We shall require the obvious extension of this set-up to the trivariate case.
Thus define a function β(X, Y, Z) (NB same letter as for the bivariate version) by
(1. 2.10) exp(X) exp(Y ) exp(Z) = exp(β(X, Y, Z))
and let βi,j,k denote its portion in tridegree (i, j, k). Note that
β(X, Y, Z) = β(β(X, Y ), Z).
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1.3. Jacobi-Bernoulli complex. Let g• be a SELA . For simplicity, we shall as-
sume g• is 2- dimensional, in the sense that gS = 0 for any simplex S of dimension
> 2; for our applications to deformation theory, this is not a significant restric-
tion. We will also assume that g• is strongly nilpotent in the sense that it is an
algebra over a commutative ring R such that g⊗NS = 0 for all simplices S and some
integer N independent of S, with all tensor products over R. This condition ob-
viously depends only on the S-module structure of g• and not on its Lie bracket.
We are going to define a filtered complex J = J♯m(g•). The groups J
j can be defined
succinctly as
J j = (Sym.(K .(g•)[1]))
j
where Sym. is understood in the signed or graded sense, alternating on odd
terms, and K .(g•)[1] is the standard complex on g• shifted left once (which is a
complex in degrees −1, 0, 1) . The increasing filtration F. is by ‘number of multi-
plicands’. More concretely,
(1. 3.11) J j,k =
⊕
−
∑
i
ℓi+
∑
i
ni=j
∑
i
ℓi+
∑
i
mi+
∑
i
ni=k
i⊗ ℓi∧
gαi ⊗
i⊗
Symmigαiβi ⊗
i⊗ ni∧
gαiβiγi
(1. 3.12) FmJ
j =
⊕
k≤m
J j,k,
(1. 3.13) J j = F∞J
j = FNJ
j.
To define the differential d on J ., we proceed in steps. Let α < β < γ be indices
and recall that we are identifying gγα with gαγ.
• The differential is defined so that the obvious inclusion
(1. 3.14) K .(g•)[1]) = F1J
. → J .
is a map of complexes.
• The component
Symigγα ⊗ Sym
jgαβ ⊗ Sym
g
βγ → gαβγ
is given by
(1. 3.15) X iY jZk 7→ βi,j,k(X, Y, Z).
• The component
gα ⊗ Sym
igαβ ⊗ Sym
ngβγ → Sym
i−t+1gαβ ⊗ Sym
ngβγ , 0 ≤ t ≤ i
is given by
(1. 3.16) X ⊗ Y i ⊗ Zn 7→ CtY
i−tad(Y )t(X)⊗ Zn
(where Ct is the normalized Bernoulli coefficient).
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• All componets are defined subject to the ’derivation rule’, which means
commutativity of the following diagram
∀i = i1 + i2, j = j1 + j2, i1, i2, j1, j2 > 0 :
(1. 3.17)
Ji → Jii ⊗ Ji2
∂i,j ↓ ↓ ∂i1,j1 ⊗ 1i2,j2 + 1i1,j1 ⊗ ∂i2,j2
Jj → Jj1 ⊗ Jj2
in which Ji =
⊕
j
J j,i denotes the group direct summand of J in multiplica-
tive degree i and ∂i,j denotes the component of ∂ going from Ji to Jj, and
1i,j is the identity if i = j and zero otherwise; and of course the horizontal
arrows are the appropriate components of the comultiplication map. E.g.
the component
gα ⊗ Sym
igβγ ⊗ Sym
kgβγ → gγα ⊗ Sym
igαβ ⊗ Sym
kgβγ
is extended in the obvious way from the given differential gα → gγα which
comes with the SELA data.
• Components not defined via the above rules are set equal to 0. In partic-
ular, the component
gα ⊗ gαβγ → gαβγ
is zero.
The following result summarizes the main properties of the Jacobi-Bernoulli
complex J associated to a SELA (not least, that it is a complex!). It is in part,
but not entirely, a direct extension of the analogous result for Lie atoms given in
[11].
Theorem 1.3. (i) (J ., F.) is a functor from the category of SELAs over S to that
of comultiplicative, cocummutative and coassociative filtered complexes over
S.
(ii) The filtration F. is compatible with the comultiplication and has associated
graded
Fi/Fi−1 =
i∧
K .(g•).
(iii) The quasi-isomorphism class of J(g•) depends only on the quasi-isomorphism
class of g• as SELA .
Proof. As in the proof of [11], Thm 1.2.1, the main issue is to prove J is a complex,
i.e. d2 = 0. And again as in [11], it suffices, in light of the derivation rule, to prove
the vanishing of the components of d2 that land in F1, i.e. that have just one
multiplicative factor. Among those, the proof that these components of d2 vanish
on terms of degree ≤ −2, i.e. involving
i∧
gα, i ≥ 2, is similar to the case of the
JB complex considered in [11]. The essential new case, not considered in [11], is
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the vanishing of the F1- components of d
2 on terms of degree −1, i.e. terms of the
from
X ⊗ Y i ⊗ Zn ∈ gα ⊗ Sym
igαβ ⊗ Sym
ngβγ .
For such a term, what needs to be shown is the vanishing of the component of
d2 of it in gαβγ. Thus, we need to prove that
(1. 3.18) d2(X ⊗ Y i ⊗ Zn)gαβγ = 0.
Now this component gets contributions via the various components of d(X⊗Y i⊗
Zn) and those contributions come in two kinds:
• Via gγα ⊗ Sym
igαβ ⊗ Sym
ngβγ, we get −β1,i,n(X, Y, Z). This comes from
β(β(X, Y ), Z), but is only affected by the terms in β(X, Y ) of degree ≤ 1
in X, i.e. by
U = Y + C(ad(Y ))(X) = Y +
∞∑
t=0
Ctad(Y )
t(X).
This contribution is obtained by taking −βi+1−t,n(U,Z) and replacing each
monomial
adS(U
i+1−tZn)
(cf. (1. 2.3-1. 2.5) ) by
(i+ 1− t)adSymS (Ct(ad(Y )
t(X))Y i−tZn)
where and finally summing as t ranges from 0 to i.
• Via Symi+1−tgαβ⊗Sym
ngβγ, for each 0 ≤ t ≤ i, we get a contribution equal to
the expression obtained by taking βi+1−t,n(W,Z), replacing each monomial
adS(W
i+1−tZn)
by
(i+ 1− t)adSymS (Ctad(Y )
t(X)Y i−tZn).
Thus, the sum total of all contributions to d2(X ⊗ Y i ⊗ Zn)gαβγ is zero. 
The local ring
(R(g•),mR(g•)) = (C⊕H
0(J(g•))
∗,H0(J(g•))
∗)
is called the deformation ring of g•. Its (more meaningful) m-adic completion is
denoted Rˆ(g•) and called the formal deformation ring of g•. The formal spectrum
Spf(Rˆ(g•) is called the formal deformation space of g• and denoted Deff(g•).
Corollary 1.4. Assume that K .(g•) is acyclic in nonpositive degrees. Then there is
a second-quadrant spectral sequence with E1 term
(1. 3.19) Ep,q1 = Sym
−q−2pH1(g•)⊗ Sym
q+pH2(g•)
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whose abutment has degree 0 part
⊕
Ep,−p∞ equalt to
(1. 3.20) Ep,−p∞ =
⊕
gr−pF. H
0(J(g•)).
Proof. Identical to that of [11], Cor. 1.2.2. 
Corollary 1.5. If g• is acyclic in nonpositive degrees and h
1(g•) and h
2(g•) are finite,
then we have a lower bound for the Krull dimension of its formal deformation ring:
dim Rˆ(g•) ≥ h
1(g•)− h
2(g•).
Proof. Cf. [11], Cor. 1.2.3. 
1.4. Special multiplicative cocycles. Let (S,mS) be a local artin C-algebra and
let g.• = g• be a dg-SELA (i.e. for each simplex T , gT is a dgla and the coface
maps are ±dg homomorphisms). A special class of (multiplicative) cocycles for
the Jacobi-Bernoulli complex
J .(g• ⊗mS) ⊂ J
.(g•)⊗mS
can be constructed as follows. Suppose
φ• ∈ K
0(g•)
1 ⊗mS =
⊕
ρ
g1ρ ⊗mS ,
ψ• ∈ K
1(g•)
0 ⊗mS =
⊕
ρσ
g0ρσ ⊗mS
are such that, ∀ρ, σ, τ ,
∂φρ = −
1
2
[φρ, φρ],(1. 4.21)
∂ψρσ = −C(ad(ψρσ))(φρ) + C(−ad(ψρσ))(φσ),(1. 4.22)
β(ψρσ, ψστ , ψτρ) = 0.(1. 4.23)
Then let
ǫ(φ•, ψ•) ∈ J
0(g•)⊗mS
be the element with components
ψρσ ∈ gρσ ⊗mS ,
φρ ∈ gρ ⊗mS,
and generally
(1. 4.24)
r∧
φρ ⊗
⊗
(ψρiσi)
ni ∈
r∧
(g1ρ ⊗mS)⊗
⊗
Symni(gρiσi ⊗mS), r, n ≥ 0.
We call ǫ(φ•, φ•) a special multiplicative cocycle with coefficients in S.
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Lemma 1.6. (i) Assuming (1. 4.21-1. 4.23), the cochain ǫ(φ•, ψ•) defined in (1.
4.24) is a 0-cocycle for J(g• ⊗mS) and the associated map
t[ǫ(φ•, ψ•)] ∈ Hom(R(g•), S)
is a local ring homomorphism.
(ii) Assume K .(g•) is acyclic in negative degrees. Then given an artin local
algebra S, there is a natural bijection between the set of cohomology classes
[ǫ(φ•, ψ•)] ∈ H
0(J .(g• ⊗mS))
of special multiplicative cocycles with coefficients in S and the set of local
ring homomorphisms R(g•)→ S.
Proof. (i) Because of the derivation property of the differentials in the complex J,
it will suffice to prove the vanishing of the portion of the differential ∂ǫ(φ•, ψ•) in
F1J (i.e. having a single tensor factor). That portion had just three components:
in K0(g•)⊗mS, K1(g•)1 and K2(g•)0, and the vanishing of these yields, respectively
eq. (1. 4.21-1. 4.23).
Now given that ǫ is a cocycle, the fact that t[ǫ] is multiplicative follows from
the fact, clear by construction, that ǫ = ǫ(φ•, ψ•) is compatible with the comul-
tiplication on J . = J .(g• ⊗ mS), in the sense that the image of ǫ in J . ⊗ J . is just
ǫ⊗ ǫ.
(ii) Note that because K .(g•) is acyclic in negative degrees, the natural map
H0(J .(g• ⊗mS))→ H
0(J .(g•))⊗mS
is injective, so any class γ ∈ H0(J .(g• ⊗mS)) is determined by the associated map
tγ : R(g•) → S . Hence, our assertion is a matter of showing that for any local
C-algebra homomorphism f : R(g•)→ S, the corresponding cohomology class
η ∈ H0(J .(g•))⊗mS can be represented in the form [ǫ(φ•, ψ•)], where
(φ•, ψ•) ∈ (K
0(g•)
1 ⊗K1(g•)
0)⊗mS
is just the component of (a representative of) η of multiplicative degree 1, i.e.
in F1(J), where J = J
.(g•) ⊗ mS. We may assume f : Rk(g•) → S where k is the
exponent of S and, by induction, that the result holds for S of exponent < k. Set
ǫ = ǫ(φ•, ψ•). By induction, ǫ is a cocycle modulo the socle I = annS(mS) of S and
η ≡ [ǫ] mod I. Moreover, because m2Rk(g•) and m
2
S are quotients, respectively, of
mRk−1(g•) and mS/I, the images of η and [ǫ] in (J/F1(J))⊗mS (whic are automatically
in (J/F1(J))⊗m2S also coincide. It follows that there is a cochain
(φ′•, ψ
′
•) ∈ (K
0(g•)
1 ⊗K1(g•)
0)⊗ I
such that
η = [ǫ+ (φ′•, ψ
′
•)].
10
However, since (φ′•, ψ
′
•) has coefficients in the socle while ǫ has coefficients in mS,
clearly
ǫ+ (φ′•, ψ
′
•) = ǫ(φ •+φ
′
•, ψ• + ψ
′
•).
This proves our assertion. 
Remark 1.7. After [11] was written and initially posted on the arXiv, I was in-
formed by Michel Duflo that the ’Hard Lemma’ (Proposition 0.2) of [11], which is
at the basis of the construction of the Jacobi-Bernoulli complex, had been proved
earlier, and used in a different Lie-theoretic context, in the Jussieu thesis of his
student Emanuela Petracci (see Bull. Sci. Math. 127 (2003)).
2. NORMAL ALGEBRA
Let X → P be a closed embedding of schemes. In this section we will construct,
in terms of resolutions, a differntial graded Lie algebra NX/P , called the normal
algebra, which controls motions and deformations of X in P . This will be an
essential ingredient in the construction of the abstract tangent Lie algebra of a
scheme (such as X). The algebra NX/P is a realization of the general normal atom
of a subscheme (cf. [11]), one which works best if P itself is an affine or projective
space. See [11] for more information on Lie atoms.
2.1. Resolutions. Thus letX be a closed subscheme of a quasi-projective scheme
P and let I = IX/P denote the ideal sheaf of X in P. Let
(2. 1.1) ...→ F−1 → F 0 → I
be a locally free resolution of I. As is well-known, F . is locally unique up to quasi-
isomorphism. In fact, when P is an open subset of a projective space (e.g. an
affine or projective space), we may assume
(2. 1.2) F i = NiOP (−mi) :=
Ni⊕
1
OP (−mi)
for some large integer mi. By Hilbert’s syzygy theorem the resolution F
. will be
finite, i.e. bounded. For i = 0, each summand O(−m0) corresponds to a generator
fα of I, α = 1, ..., N0. Similarly for i < 0 each summand O(−mi) corresponds to a
syzygy Giα, that is, a vector
(giαβ) ∈ Ni+1O(mi −mi+1)
such that
dF i+1(
∑
giαβG
i+1
β ) = 0.
By definition,
d(Giα) =
∑
β
giαβG
i+1
β .
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For notational consistency, we also set G0α = eα. Thus, for each i ≤ 0 the G
i
α form
a basis of F i. Next, set F 1 = OP and let F .+ be the complex in degrees ≤ 1 given by
...→ F 0
ǫ
→ F 1
(where ǫ : F 0 → F 1 is the composite F 0 → I → OP ); thus F .+ is quasi-isomorphic
to OX [−1].
Suppose now that P is open in a projective space. Note that the (symmetric)
multiplication map on OX gives rise to a map of complexes
(2. 1.3) µ :
2∧
F .+ → F
.
+[−1]
which turns F .[1] into a differential graded commutative OP algebra. µ is defined
by descending induction, starting with the obvious multiplication maps
F 1 × F 1 → F 1, F 0 × F 1 → F 0.
Set G. =
2∧
F .+ Assuming µ
. is defined as map of complexes down through degree
i, i ≤ 1, note that
diF .+[−1] ◦ µ
i ◦ di−1G = µ
i+1 ◦ diG ◦ d
i−1
G = 0
As Gi−1 is a free module and F .+ is exact, this implies that µ
i ◦di−1G factors through
a map
µi−1 : Gi−1 → F i−2
so we have µ. as map of complexes down through degree i− 1.
For example, for the map µ constructed in this way, µ(eα∧eβ) will be the Koszul
relation fαeβ − fβeα.
Note next that,
deg µ(AB) = deg(A) + deg(B)− 1 < min(deg(A), deg(B))
provided deg(A), deg(B) ≤ 0. Then considering the flexibility we have in defining
the various syzygy modules F i, as well as µ, by descending recursion, we may
assume that
(*) whenever A,B are in the standard basis that F . comes with, then so is µ(AB);
(i.e. if AB yields the trivial relation, we just introduce a basis element of the
appropriate degree corresponding to the trivial relation and assign µ(AB) to it).
2.2. Definition of normal atom. We will denote by gl.(I) the differential graded
Lie algebra Hom.(F ., F .), whose term in degree i is⊕
j
Hom(F j, F i+j),
whose differential is given by: for
(φ.) ∈ gli(I), φj ∈ Hom(F j, F i+j),
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set d(φ.) = (ψ.), where
(2. 2.4) ψj = d(φ)j = φj−1 ◦ dF j−1 + (−1)
i+1dF i+j ◦ φ
j
and whose bracket is the usual graded commutator, i.e. for (φ.), (ψ.) homoge-
neous,
[(φ.), (ψ.)] = (φ.) ◦ (ψ.)− (−1)deg(φ
.) deg(ψ.)(ψ.) ◦ (φ.).
Note that dφ itself is the graded commutator [(φ.), d]. There is an obvious action
map
(2. 2.5) gl.(I)× F . → F .
as well as a multiplication map induced by µ:
(2. 2.6) F . × gl.(I)→ gl.(I)[−1]
As we saw in [11], there is a Lie atom called the normal atom to X in P , denoted
N = NX/P = gl(I < OP ) = gl(OP > OX),
which can be defined as the mapping cone of the evident map
(2. 2.7) gl.(F .+, F
1
+)→ gl(F
1
+)
where gl.(F .+, F
1
+) is the subalgebra of gl
.(F .+) consisting of endomorphisms send-
ing the subcomplex F 1+ = OP to itself. Thus N is also equivalent to the mapping
cone
(2. 2.8) gl.(I)→ Hom.(F .,OP ),
in other words, to the sub-dgla of gl.(F .+) consisting of endomorphisms vanishing
on F 1+. Simply put, we have
(2. 2.9) N = Hom.(F ., F .+)
and it is just the sub-dgla of gl(F .+) consisting of endomorphisms that vanish on
the term (and subcomplex) F 1+. Thus N has a dgla structure compatible with
its Lie atom structure. Note that N acts naturally on F .+. Moreover this action
annihilates, hence preserves, the subcomplex F 1+ ⊂ F
.
+, hence induces an action
on the quotient F . = F .+/F
1
+. Thus we have (mutually compatible) action pairings
N × F .+ → F
.
+, N ⊗ F
. → F ..
Also, the multiplication map µ induces a multiplication
(2. 2.10) F .+ ×N → N
making N an OX−module.
In case P is an affine space, because as complex (or derived category object)
N can be identified with Hom.(F ., F .+) (i.e. RHom(I,OX)), it follows that the coho-
mology
(2. 2.11) H i(N ) = Exti(I,OX).
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Example 2.1. As a trivial example, consider the case where X is a (Cartier) divisor
in P , with (invertible) ideal O(−X). Then gl(I) = OP and N reduces to the complex
OP → OP (X), i.e. to OX(X)[−1].
2.3. Relative situation. Suppose
(2. 3.12) X → Y → Z
are closed embeddings. Then we can choose a resolution F . for IX/Z so that
F i = F i1 ⊕ F
i
2,
where F .1 is a resolution of IY/Z, and F
.
2 ⊗ OY ∼qis F
.
2 ⊗ F
.
1+ is a resolution of IX/Y .
Then we have an exact triangle
(2. 3.13) Hom.(F .2, F
.
+)→ Hom
.(F ., F .+)→ Hom(F
.
1, F
.
+)→
and note that via
F .2+ ⊗OY ∼qis F
.
1 ⊗ F
.
1+ ∼qis F
.
+,
the first term in 2. 3.13 is quasi-isomorphic to
Hom.Y (F
.
2 ⊗OY , F
.
2+ ⊗OY ) = NX/Y ,
while the third term is similarly quasi-isomorphic to
Hom.(F .1, F
.
1+)⊗OX .
In that sense then, we have a ’normal atom sequence’
(2. 3.14) NX/Y → NX/Z → NY/Z ⊗OX →
2.4. Jacobi complex. As discussed in [11], there is a Jacobi complex associated
to N , denoted J(N ), which, as sheaf, lives on P 〈∞〉, the space of finite subsets of
P in and takes the form
J(N ) : ...→ λ2N → N
where the term in degree −m, λmN , is the m-th external alternating power of N
and the differential is induced by the bracket pairing on N . In fact, since N is
exact off X, J(N ) is quasi-isomorphic to, and may be replaced by, its (topological)
restriction on X〈∞〉. The mth truncation
Jm(N ) : λ
mN → ...→ λ2N → N
lives on X〈m〉. The Jacobi complex J(N ) admits a comultiplicative structure
J(N )→ Sym2(J(N )),
which induces a C-algebra structure on C⊕H0(J(N ))∗ and on
Rm(N ) = C⊕H
0(Jm(N ))
∗.
Then
R̂(N ) = lim
←
Rm(N )
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coincides with the formal completion at [X ] of the local ring of Hilbert scheme of
subschemes of P .
As an alternative to working on spaces such as P 〈∞〉, one may replace N by
a representative complex of groups or C-vector spaces whose terms are acyclic,
and in this case J(N ) can be replaced by the standard Jacobi complex where λi
is just the ordinary exterior power over C. Such a representative can be taken to
be the sections of an injective or soft resolution. However in most applications
considered here, X is an affine scheme and it suffices to replace N simply by the
corresponding complex of global sections. We will refer to this as the non-sheafy
version of J(N ) in the affine case.
2.5. Regular embeddings. One point which has to be noted is that if X → P is a
regular embedding (of codimension > 1), our normal atom differs from the usual
normal sheaf
N = Hom(I,OX).
In fact, since N is RHom.(I,OX), it is given Hom
.(F .,OX), where F . is the Koszul
complex. Since the differentials of F . have coefficients in I, it follows that N is
the complex with trivial differentials and terms
N i =
i∧
OX
N, i = 1, ..., codim(X,P )
= 0 otherwise.
Why is it sufficient to work just with N? We may reason as follows. The bracket
of N , restricted on N (which itself is viewed as a complex, indeed a subcomplex
of N , via an injective resolution) has 2 components: one is a map
(2. 5.15) Sym2N → N [−1]
while the other is a (locally determined) map
Sym2(N)→ N 2 =
2∧
N
(note that
2∧
becomes Sym2 on N 1). We claim the second map vanishes. In-
deed, locally, a section of of
i∧
N lifts to a section of F−(i−1)ˇ, and this yields an
endomorphism of degree i of F .+ via interior multiplication. Moreover, (signed)
commutator of endomorphisms, which yields the bracket on N , corresponds to
wedge product. Thus for local sections a, b of N , the commutator is ab+ ba which
corresponds to a ∧ b+ b ∧ a = 0. This corresponds to the well-known fact that ’lo-
cal obstructions to deforming complete intersections vanish’. Therefore N with
induced bracket (2. 5.15) is a sub-Lie atom of N . This remark will be generalized
below via the notion of reduced normal atom.
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2.6. Weak equivalence. The following definition will be useful
Definition 2.2. A homomorphism
(2. 6.16) θ : g1 → g2
of Lie atoms or dg Lie algebras is said to be a direct weak equivalence or di-
weq if it induces an isomorphism on H i, ∀i ≤ 1, and an injection on H2. A general
weak equivalence or weq is a composition of direct weak equivalences and their
inverses. The relation of weak equivalence is the equivalence relation generated
by the existence of a direct weak equivalence.
The discussion of the preceding subsection proves
Lemma 2.3. If X → P is a regular embedding then the normal atom NX/P is
weakly equivalent to the shifted normal bundle NX/P [−1] with trivial bracket.
The following observation is easy to prove but will be quite useful in what
follows.
Lemma 2.4. A weak equivalence (2. 6.16) induces an isomorphism on deforma-
tion rings
Rm(g1) ≃ Rm(g2).
For the normal atom N of a regular embedding, clearly N [−1] → N is a weak
equivalence.
Remark 2.5. If X is smooth and P is an open subscheme of a projective space, it
is possible to identify the Lie atom N as constructed above with the ’differential’
normal atom Ndiff , defined by the complex
TP/X → TP ∼ N
diff [−1],
where TP/X is the algebra of vector fields on P tangent to X along X (see [11]).
Briefly, the methods of the next section show that we can define a diagram
(2. 6.17)
TP/X → TP
↓ ↓
gl(I) → Hom.(F .,OP )
by making vector fields act on the equations of X. This diagram induces a quasi-
isomorphism of Lie atoms
Ndiff [−1]→ N.
In this sense then, N is weakly equivalent to Ndiff [−1].
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2.7. Reduced normal atom. Consider now the case where P is an open sub-
scheme of an projective space, but X → P is arbitrary. Our purpose here is to
show that the normal atom N can be replaced by another, weakly equivalent
dgla Nred which is ’smaller’ and more convenient for many applications. Essen-
tially, Nred is obtained from N by removing the trivial Koszul syzygies, which play
no role in deformation and obstruction theory. This construction is motivated
by, and analogous to, the cotangent complex of a scheme, which goes back to
Grothendieck.
Consider a resolution F .
ǫ
→ I as above, where F 0 is a free module on a basis
(eα) that maps to a system of generators (fα) = (ǫ(eα)) of I. Let K0 ⊂ F 0 denote
the ’Koszul’ submodule, generated by all elements of the form
eαβ = fαeβ − fβeα.
Note that if the eα form a regular sequence, then K0 = ker(ǫ). Let
(2. 7.18) ...→ F−20 → F
−1
0 → K0
be a free resolution of K0, where F
−1
0 is a free module on generators sαβ that map
to eαβ. We may assume our resolution F
. of I is constructed in such a way that
for each i < 0, there is a splitting of F i into free modules F i = F i0 ⊕ F
i
1. Such
resolutions F . will be called standard. Thus any resolution is equivalent to a
standard one. Note that, for a standard resolution F ., the complex F<0, itself a
quotient of F . as well as F .+, fits in an exact sequence
(2. 7.19) 0→ F<00 → F
<0 → F<01 → 0.
If the eα form a regular sequence, then clearly F
<0
1 = 0.
Now the idea is that if we deform the subscheme X ⊂ P by deforming its reso-
lution, one might as well start with a standard resolution and deform the latter in
the more restricted universe of standard resolutions, rater than all resolutions.
This is accomplished by the dgla Nred that we now introduce.
Start with a standard resolution F . as above. Then define a map
(2. 7.20) π : Hom(F 0, F i+)→ Hom(F
−1
0 , F
i−1
+ ) ⊂ Hom(F
−1, F i−1+ ), ∀i ≤ 1
by the formula
(2. 7.21) π(e∗α ⊗ g) = (−1)
i
∑
β
s∗αβ ⊗ µ(eβ ⊗ g), ∀g ∈ F
i
where
µ : F 0 ⊗ F i+ → F
i−1
+
is the graded multiplication (induced by the multiplication on AX as in (2. 1.3)).
One can easily check that
sαβ = µ(eα ⊗ eβ).
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In particular, µ(F 0 ⊗ F 0) ⊂ F−10 . Now the commutative diagram (with left vertical
maps id⊗ d)
F 0 ⊗ F−1+
↓
F 0 ⊗ F 0+ → F
−1
↓ ↓
F 0 ⊗ F 0+ = F
0
shows that the composite
F 0 ⊗ F−1
id⊗d
→ F 0 ⊗ F 0
µ
→ F−10
factors through the kernel of F−10 → K0, hence we may assume that µ|F 0⊗F−1
factors through F−20 . Then again the commutative diagram
F 0 ⊗ F−2
↓
F 0 ⊗ F−1 → F−20
↓ ↓
F 0 ⊗ F 0 → F−10
shows may assume that µ|F 0⊗F−2 factors through F
−3
0 , etc. Thus, we may assume
(2. 7.22) µ(F 0 ⊗ F i) ⊂ F i−10 , ℓ∀i ≤ 0,
and consequently
(2. 7.23) π(Hom(F 0, F i+)) ⊂ Hom(F
−1
0 , F
i−1
0 )
We consider π as an endomorphism of N . Note that, trivially, π2 = 0.
Lemma 2.6. π is a Lie homomorphism.
Proof. It suffices to check this on Hom(F 0, F i+) and the only nontrivial case is i = 0,
in which case we must prove
π([e∗α1eγ1 , e
∗
α2
eγ2 ]) = [π(e
∗
α1
eγ1), π(e
∗
α2
eγ2)].
Suppose first that γ1 6= α2, γ2 6= α1, so the LHS is clearly zero. Then we compute
the RHS: ∑
β1,β2
[s∗α1β1sβ1γ1 , s
∗
α2β2sβ2γ2 ] = s
∗
α1α2sγ1γ2 − s
∗
α2α1sγ2γ1 = 0
If γ1 = α2, γ2 6= α1 then the RHS is ∑
β
s∗α1βsβγ2
which clearly equals the LHS. Other cases are similar. 
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Lemma 2.7. The map
i∗
F−10
◦ d : Hom(F 0, F i+)→ Hom(F
−1
0 , F
i)
coincides with
i∗
F−10
◦ (−d ◦ π + π ◦ d).
Proof. Pick φ = e∗α ⊗ g ∈ Hom(F
0, F i). Then we have
dφ = φ ◦ d− (−1)id ◦ φ = −s∗αβfβ ⊗ g − (−1)
ie∗α ⊗ dg.
Hence, the component of πdφ in Hom(F−1, F i) is
(πdφ)1,i+1 = s∗αβ ⊗ µ(eβ ⊗ dg).
On the other hand, since
π(φ) = (−1)is∗αβµ(eβ ⊗ g),
we have
dπ(φ)1,i = s∗αβ ⊗ (fβg + µ(eβ ⊗ dg))
Therefore,
dφ(sαβ) = −dπφ(sαβ) + πdφ(sαβ), ∀α, β
which proves our assertion. 
We exploit the lemma as follows. Set
d′ = d+ dπ − πd : N → N .
Then it is immediate that
(d′)2 = dπd− dπd = 0.
Therefore we may define a complex
N ′ = (N , d′).
By the very definition of d′, the map
id+ π : N ′ → N
is a map of complexes. The map is clearly an isomorphism, with inverse id − π.
Now define subgroups of N ′ as follows:
(2. 7.24) redN =
⊕
i>0,j
Hom(F−i1 , F
j
+)⊕
⊕
Hom(F 0, F j+),
(2. 7.25) N0 =
⊕
i>0,j
Hom(F−i0 , F
j
+).
Note that when the eα form a regular sequence,
redN = Hom.(F 0, F .+) ∼ Hom(F
0, AX)[−1].
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Now Lemma 2.7 means precisely that the obvious splitting of N as group yields
a splitting of the complex N ′:
(2. 7.26) N ′ = redN ⊕N0.
Now, it is easy to check that redN is in fact a sub-dgla of N ′. I claim next that
id+ π is a Lie homomorphism on redN , i.e. that
(2. 7.27) [φ1 + π(φ1), φ2 + π(φ2)] = [φ1, φ2] + π([φ1, φ2]).
Indeed it suffices to check this when φ1, φ2 are bihomogeneous, in which case,
by (2. 7.23), it holds for trivial reasons except when φ1, φ2 ∈ Hom(F 0, F 0). In this
case, (2. 7.27) follows from the fact that π is a Lie homomorphism (Lemma 2.6).
The same lemma also shows that d′ is a derivation, so that N ′ is a dgla.
Now, since
N0 ∼ Hom
.(F<00 , AX [−1]),
this complex is acyclic in degrees < 2. Therefore the inclusion Nred → N ′, hence
also the induced map redN → N , are weak equivalences.
Also, it is easy to check that the usual argument showing that the resolution
F . is uniquely determined up to homotopy also shows that redN is uniquely
determined up to dgla homotopy.
We summarize the foregoing discussion in the following statement.
Theorem 2.8. There exists a dgla redN = redNX/P , canonical up to dgla homotopy,
together with a weq
redN → NX/P ,
such that, whenever X → P is a regular embedding, we have
redN ∼ NX/P = Hom(IX , AX)[−1].
Note that if a subset of the generators fα of I form a regular sequence, they
contribute to Nred only via Hom(F 0, F .+) ∼ Hom(F
0, AX). Combining this with (2.
3.14) above, we conclude the following
Corollary 2.9. If X → Y → Z are closed embeddings with Y → Z regular, then
there is an exact sequence
0→ redNX/Y →
redNX/Z → NY/Z [−1]⊗ AX → 0.
Next, note that if f ∈ AP and f¯ ∈ AX is its image, then we have a closed
embedding of principal open affines
Xf¯ → Pf
and a resolution of X → P yields one of Xf¯ → Pf , therefore we have a dgla
quasi-isomorphism
( redNX/P )f¯ ∼
redNXf¯→Pf .
In particular, if Xf¯ → Pf is regular, then
redNX/P is acyclic in degree > 1 over Xf¯ .
So we conclude
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Corollary 2.10. For i > 1, H i( redN ) is supported on the set of points where X → P
is not a regular embedding.
Remark 2.11. To fix ideas, we have worked in this section in the setting of co-
herent sheaves. However when P is an affine or projective space, there is no
difficulty in shifting from the sheafy setting to the module (resp. graded mod-
ule) setting, using the standard exact functors Γ (in the affine case) or Γ∗ (in the
projective case).
3. AFFINE SCHEMES: TANGENT ATOM
Our purpose eventually is to define, for any algebraic scheme X, a Lie atom
TX called the tangent atom of X, that will play a role in deformation theory akin
to that of tangent algebra for a smooth scheme. We begin in this section with
the case where X is specified as embedded as closed subscheme in a fixed affine
space P = An. The complex TX = TX(P ) that we construct will depend on the
embedding X → P - as well as a number of other choices- but, as we shall see,
the weak equivalence class of TX(P ) will be independent of all the choices, and
will depend– functorially– only on the isomorphism class of X. Moreover, TX(P )
will in fact be (weakly equivalent to) a dgla, rather than a general Lie atom.
To fix ideas, we will be working in this section in the setting of (finitely gener-
ated) modules over the affine coordinate ring AP . There is no difficulty in carrying
the construction to the setting of coherent sheaves over P , but we will not need
this. In any event, the extension to the global (non-affine) setting is far from
straightforward and will be taken up in the next section.
3.1. Construction of differential graded group. In this subsection we will con-
struct the differential graded group underlying the tangent dgla TX . The proof
that this forms a complex, as well as the construction and properties of the Lie
bracket, will be deferred to the next subsection.
Now our construction of the tangent atom TX is motivated by the fact that for
X smooth, its tangent algebra is quasi-isomorphic to the complex (of Lie atoms)
(3. 1.1) IX ⊗ TP → TP → NX/P .
There is another Lie algebra denoted TX/P of ambient vector fields on P tangent
to X along X (or what is the same, derivations on AP taking the ideal IX to
itself), which itself is the mapping cone of TP → NX/P , so that TX is the mapping
cone of IX ⊗ TP → TX/P . The plan is to construct a complex like (3. 1.1) in the
general case, with IX replaced, naturally enough, by a free resolution of itself,
and NX/P replaced by (a convenient model of) the shifted normal atom NX/P [1],
or its reduced version redNX/P [1]. Indeed, everything but the second arrow has
already been constructed. Thus it remains to construct (something like) the
second arrow, though in the singular case one cannot expect this arrow to be
surjective.
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Thus, the tangent atom
T = TX = TX(P )
will be a complex T ., depending on the embedding X → P . Alongside T , we will
be constructing a complex T .X/P analogous to TX/P in the smooth case. To define
T , fix a (finite) free resolution F . in degrees ≤ 0 of the ideal I = IX/P (non-sheafy
version), as above, with F .+ the corresponding resolution in degrees ≤ 1 of AX,
with F 1+ = AP . Recall that the normal atom
N = NX/P = Hom
.(F ., F .+).
Thus
N i = Homi(F ., F .)⊕ Hom(F−i+1, AP ) = gl
i(I)⊕ Fˇ−i+1,
where, as before, we identify
(3. 1.2) gli(I) = gli(F .) =
⊕
j
Hom(F j , F i+j).
We view N as the sub-dgla of gl.(F .+) consisting of elements annihilating the sub-
complex F 1+ of F
.
+. Now the terms of T
. are defined as follows
T i = TP ⊗ F
i+1
+ ⊕N
i.
More explicitly,
T i = (TP ⊗ F
i+1
+ )⊕ gl
i(I), i ≤ 0,(3. 1.3)
= gli(I)⊕Hom(F−i+1, AP ), i ≥ 1.(3. 1.4)
So, schematically,
(3. 1.5) TX : ...→
gl−1(I) gl0(I) gl1(I)
⊕ → ⊕ → ⊕
(TP ⊗ F 0) TP Fˇ 0
→ ...
(with the middle term in degree 0). Thus as graded group, TX in the affine case
is just N ⊕ (TP ⊗ F .+). The analogous complex T
.
X/P is constructed similarly, with
TP ⊗ F .+ replaced by TP , i.e.
T iX/P = N
i, i 6= 0
N i ⊕ TP , i = 0.
.
Note that all T i are finitely generated locally free (even globally free, if P is affine
space) sheaves, and all but finitely many vanish. We will define the differentials
on T . in such a way that all components with source (resp. target) in N (resp.
TP ⊗ F .+) will coincide with the original ones from N (resp. TP ⊗ F
.
+), so that there
will be a exact sequences of complexes
0→ N → T → TP ⊗ F
.
+ → 0,
0→ N → TP/X → TP → 0.
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Thus what really needs to be defined is the ’mixing’ part, i.e. the differential
components going from TP ⊗ F .+ to N .
Now explicitly, the various components of the differentials di : T i → T i+1 are
defined as follows.
• For i = 0, the components of d0 are:
– the map gl0(I)→ gl1(I) is the differential of gl.(I);
– the map gl0(I)→ Hom(F 0, AP ) sends a graded map (φ.) to ǫ ◦ φ0;
– let (eα) be a basis for the free module F
0 and fα = ǫ(eα) the corre-
sponding generator of I, so that
ǫ =
∑
α
fαe
∗
α;
then the map
TP → Hom(F
0, AP )
sends a section (vector field) v to
(3. 1.6) d0(v) = (v(fa)) =
∑
α
v(fα)e
∗
α
– the map
u = (u.) : TP → gl
1(I) =
⊕
j
Hom(F j → F j+1)
has j-th component uj defined as follows. Let (Gj+1α ) be a basis of F
j+1
and (Gjβ) be a basis of F
j. Thus each Gjβ is a syzygy between the G
j+1
α
and may be written as a vector Gjβ = (g
j
βα) with each g
j
βα ∈ AP and∑
α
gjβαd
j+1(Gj+1α ) =
∑
α
gjβαg
j+1
αη G
j+2
η = 0, j + 1 < 0(3. 1.7)
∑
α
gβαǫ(eα) =
∑
α
gβαfα = 0, j + 1 = 0(3. 1.8)
In fact the second equation becomes a special case of the first, for
j + 1 = 0 if we take for (G1η) the standard basis (1) of AP = F
1
+. Note
that (3. 1.7) is equivalent to the scalar identity
(3. 1.9)
∑
α
gjβαg
j+1
αη = 0, ∀β, η.
Then set
uj(v) =
∑
α,β
v(gjβα)G
j∗
β G
j+1
α .
Thus, all in all, the differential
d : TP → N
1
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is defined by
(3. 1.10) d(v) =
∑
j≤0,α,β
v(gjβα)G
j∗
β G
j+1
α .
This may be explained by noting that v ∈ TP defines in an obvious
way a linear map IX → AX = AP/I/X. Then d(v) is just the exten-
sion of this to a map of resolutions F . → F .+. Another explanation is
this. Since F .+ is endowed with a specified basis, the derivation v of
AP extends to an additive termwise endomorphism (in fact, an AP -
derivation compatible with the derivation v of AP ) of F
.
+; then d(v) is
just the commutator of v with the differential d, i.e.
(3. 1.11) d(v) = [v, d]
(note that a priori [v, d] vanishes on F 1+ because d does, v kills 1, and
[v, d] is linear, as the commutator of a derivation and a linear map).
• for i < 0, the components of di are:
– the map gli(I)→ gli+1(I) is the gl.(I)-differential;
– the map F i+1+ ⊗ TP → F
i+2
+ ⊗ TP is dF .+ ⊗ idTP ;
– the map
u = (u.) : F i+1 ⊗ TP → gl
i+1(I) =
⊕
j
Hom(F j, F j+i+1)
is given by
(3. 1.12) uj(G⊗ v) =
∑
α,β
v(gjβα)G
j∗
β µ(G⊗G
j+1
α )
where
µ : F a+ ⊗ F
b
+ → F
a+b−1
+
is the pairing obtained as the extension of the multiplication map on
AX to its free AP -resolution (cf. (2. 1.3)).
Note that, compared to the definition of dv ∈ N 1 above, we can write
this component in the form µ(G.dv) where the µ multiplication refers
to the natural extension of µ
µ : F k ×N i → N i+k−1
Gkγ ×G
j∗
β ⊗G
j+i
α 7→ G
j∗
β ⊗ µ(G
k
γG
i+j
α ).
As in (3. 1.11), this definition may be explained by the remark that
G ⊗ v defines a derivation of degree i − 1 of F .+ as AP module, and
d(G⊗ v) is just the commutator:
(3. 1.13) d(G⊗ v) = [G⊗ v, d]
• For i > 0:
– The map gli(I)→ gli+1(I) is the gl.(I)-differential;
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– the map gli(I) → Hom(F−i, AP ) sends a graded map (φ
.) to ǫ ◦ φi where
φi : F−i → F 0 is the degree-i component of φ.
All other components are zero.
This completes the construction of the differential on TX ; we will shortly prove
that the square of this differential is zero, making TX a complex.
The differentials of the complex TX/P are defined compatibly with TX , so that
TX/P will be a subcomplex of TX. Thus (modulo verifying that TX , TX/P are complexes-
see below), there is a short exact sequence of complexes (exact triangle)
(3. 1.14) 0→ TP ⊗ F
. → TX/P → TX → 0
Example 3.1. Continuing with example 2.1, suppose X is a hypersurface with
equation f of degree d in P = Cn. As we have seen, NX/P can be identified
cohomologically with
AP (d)/fAP ≃ AX ,
or more precisely with the complex
AP
f
→ AP (d).
The tangent algebra TX is the complex
TP (−d)
(Lf ,−ef )
→ TP ⊕ AP
(ef ,Lf )
→ AP (d)
where Lf is left (post) multiplication by f and ef is evaluation on f . Thus the map
TP → AP (d) sends a vector field ∂/∂Xi to ∂f/∂Xi.
If f is nondegenerate, this map yields an injection
TP/fTP → NX/P = AP (d)/fAP .
Thus, in this case, TX can be identified cohomologically with a shift of the Milnor
algebra
A(f) = C[X1, ..., Xn]/(f, ∂f/∂X1, ..., ∂f/∂Xn)
(which is finite-dimensional iff X has isolated singularities).
3.2. Construction and basic properties of dgla. In this subsection we will con-
struct TX and TX/P as dgla’s and establish their basic properties and interrelation.
In what follows we shall be working in the derived category of coherent sheaves
on P , and in particular identify a sheaf of modules, e.g. AX , with a free resolution
of itself. Also, if no confusion is likely, we shall usually make no distinction
between a finitely generated module and the associated coherent sheaf, e.g. AX
and AX .
The main results of this subsection are summarized in the following.
Theorem 3.2. (i) T .X and T
.
X/P as defined above are complexes and admit
structures of dgla; as such, both act on AX ; TX is also an AX- module.
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(ii) TX/P is a subcomplex of TX and The natural map TX/P → TX is a dgla
homomorphism whose mapping cone is quasi-isomorphic as Lie atom to
I[1]⊗ TP = F
.[1]⊗ TP .
(iii) Endowing F . ⊗ TP ∼ I ⊗ TP with its natural Lie algebra structure as subal-
gebra of TP , there is a Lie homomorphism J : F
. ⊗ TP → TX/P which realizes
F . ⊗ TP as Lie ideal in TX/P , such that the quotient (= mapping cone of J ) is
TX [−1].
(iv) The weak equivalence class of T .X is independent of the embedding
X → P and is functorial in X, in the following sense. To a morphism of
affine schemes
f : X → Y
is associated a map of Lie atoms
df : TX → f
!TY
such that the pair
X 7→ weak equivalence class of TX
f 7→ df
is a functor from the category of affine schemes over C to that of weak
equivalence classes of dgla’s and dgla homomorphisms over C.
Proof. The proof is somewhat long, so we break it into steps.
3.2.1. T .X/P is a complex.
This means di+1 ◦di = 0. For all i 6= 0 this vanishing is obvious from the analogous
property for the normal atom N . = N .X/P . For i = 0, the vanishing of d
1 ◦ d0 on the
gl0 = N 0 summand of T 0X/P similarly follows from the corresponding fact for the
normal atom N ..
For the other summand TP of T 0X/P , consider a section v. Then d
1 ◦ d0(v) has
components in Hom(F i, F i+2+ ) for all i ≤ −1, and we claim all of them vanish.
We focus first on the case i = −1, i.e. we will show that the component of
d1 ◦ d0(v) in Hom(F−1, F 1+) = Hom(F
−1, AP ) vanishes, as the proof for the other
components is similar. The latter component is a sum of 2 terms, corresponding
to 2 components d00(v), d01(v) of d0(v). The first component d00(v) is the map
F 0 → AP ,
eα 7→ v(fα)
taking the basis element eα corresponding to the generator fα to v(fα). Then the
component of d1(d00(v)) in Hom(F−1, AP ) is the map
F−1 → AP
G−1β = (g
−1
βα) 7→
∑
α
g−1βαv(fβ)
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where G−1β = (g
−1
βα) is a basis element of F
−1 which, being a syzygy, satisfies
∑
β
g−1βαfβ = 0.
The other component d01(v) of d0(v) is the map
F−1 → F 0,
G−1β 7→
∑
α
v(g−1βα)eβ
and then the component of d1(d01(v)) in Hom(F−1, AP ) is the map
G−1β 7→
∑
α
v(g−1βα)fβ.
Thus in total, the component of d1d0(v) in Hom(F−1, F 0) is the map
G−1β 7→
∑
α
g−1βαv(fβ) +
∑
α
v(g−1βα)fβ
= v(
∑
α
g−1βαfβ) = 0.
The vanishing of the component of d1 ◦ d0(v) in Hom(F i, F i+2+ ) for each i < −1
follows similarly from the derivation property of v and the characteristic property
of syzygies (3. 1.9): thus, the component in question is just
∑
β,α,η
(giβαv(g
i+1
αη ) + v(g
i
βα)g
i+1
αη )G
i∗
β G
i+2
η
=
∑
β,α,η
v(giβαg
i+1
αη )G
i∗
β G
i+2
η = 0
This completes the verification that T .X/P is a complex.
A more abstract, less explicit proof that d2(v) = 0, based on (3. 1.11), can be
given as follows:
d2(v) = [[v, d], d] = [v, [d, d]]− [d, [v, d]]
the latter by the Jacobi identity. Now [d, d] = d2/2 = 0 and [d, [v, d]] = [[v, d], d]
because d and [v, d] both have degree 1. Therefore
[[v, d], d] = −[[v, d], d],
hence d2(v) = [[v, d], d] = 0. 
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3.2.2. TX is a complex.
Now given that that T .X/P is a complex, proving the same for T
.
X amounts to
showing that dk ◦ dk−1 vanishes on the summand F k ⊗ TP of T
k−1
X , for all k ≤ 0. To
bring out the idea, we will first work out the case k = 0 as other cases are only
notationally more complicated. Thus for a section s = eβ ⊗ v of F 0⊗TP , d−1(s) has
2 components: one in TP , viz.
fβv ∈ TP , and
−
⊕
i≤0,γ,α
gi∗γ v(g
i
αγ)µ(eβg
i+1
α ) ∈
⊕
Hom(F i, F i).
Now applying d0 to this, we get components in Hom(F i, F i+1+ ) for all
i ≤ 0, and we claim they are all zero There are 2 cases. First, i = 0. This
component gets just 2 contributions, one from TP , viz∑
γ
e∗γfβv(fγ),
and one from Hom(F 0, F 0) (via post-composing with dF .+), which is just
−
∑
γ
e∗γfβv(fγ),
so the total is zero.
Next, take i < 0. Then we get 3 contributions in Hom(F i, F i+1)): one from TP ,
which equals
I :
∑
γ,α
fβv(g
i
γα)G
i∗
γ G
i+1
α ,
one from Hom(F i, F i) (via post-composing with dF .), which equals
II : −
∑
γ,α
Gi∗γ v(g
i
γα)dF .(µ(eβG
i+1
α ))
= −
∑
γ,α
Gi∗γ v(g
i
γα)(fβG
i+1
α +
∑
δ
gi+1αδ µ(eβG
i+2
δ )) =: II1 + II2
plus a third one from Hom(F i+1, F i+1) (via pre-composing with dF .), which equals
III : −
∑
γ,α
Gi+1∗α v(g
i+1
αδ )µ(eβG
i+2
δ ) ◦ d
i
F .
= −
∑
γ,α,δ
Gi∗γ g
i
γαv(g
i+1
αδ )µ(eβG
i+2
δ )
Now clearly I + II1 = 0; and because of the derivation property of v and the
characteristic syzygy property (3. 1.9), we have II2 + III = 0 as well. Therefore
the total is zero.
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Now in the general case of k ≤ 0, we consider a section
s = Gkβ ⊗ v ∈ F
k ⊗ TP ,
and we need similarly to show the components of d2(s) in Hom(F i, F i+k+1+ ) vanish
for all i ≤ 0. Again there are 2 cases. For i = 0 there are the 2 contributions∑
γ
gkβαv(fγ)e
∗
γG
k+1
α
and
−
∑
γ
gkβαv(fγ)e
∗
γG
k+1
α
which cancel out. Then for i < 0 there are again 3 contributions. First via
F k+1 ⊗ TP :
I :
∑
γ,α,η
gkβηv(g
i
γα)G
i∗
γ µ(G
i+1
α G
k+1
η ),
second via Hom(F i, F i+k):
II : −
∑
γ,αη
Gi∗γ v(g
i
γα)dF .(µ(G
k
βg
i+1
α ))
= −
∑
γ,αη
Gi∗γ v(g
i
γα)(g
k
βηµ(G
k+1
η G
i+1
α ) +
∑
δ
gi+1αδ µ(G
k
βG
i+2
δ )) =: II1 + II2
and third via Hom(F i+1, F i+k+1+ ):
III : −
∑
γ,α
Gi+1∗α v(g
i+1
αδ )µ(G
k
βG
i+2
δ ) ◦ d
i
F .
= −
∑
γ,α,δ
Gi∗γ g
i
γαv(g
i+1
αδ )µ(G
k
βG
i+2
δ ).
Again the 3 cancel out. This completes the proof that TX is a complex. Again,
one can give a more abstract proof that d2(v ⊗G) = 0, based on (3. 1.13).
Note the fact that TX is a complex, modulo knowing the same for TX/P , could
equivalently be formulated as follows. Let
J : F . ⊗ TP → TX/P
be defined by
J0(eα ⊗ v) =(3. 2.15)
(fαv,
∑
i,βγ
v(gjβγ)G
j∗
β µ(eαG
j+1
γ )) ∈ TP ⊕N
0 = T 0X/P , i = 0
J i(Gi ⊗ v) =(3. 2.16) ∑
i,βγ
v(gjβγ)G
j∗
β µ(G
iGj+1γ )) ∈ N
i = T iX/P , i < 0.
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(cf. (3. 1.12)). Then J is a map of complexes, whose mapping cone is TX. This
what we have shown.
3.2.3. Actions.
Next, we will define an action of TX/P on I. This action amounts to a pairing in
the derived category
TX/P × F
. → F .,
that extends to a morphism
(3. 2.17) TX/P ⊗ F
. → F .
(compatible with the differentials) . The pairing is defined as follows: the compo-
nent
Hom(F i, F j+)⊗ F
i → F j
is the obvious map if j ≤ 0 and 0 if j = 1 (this is ’explained’ by the remark that
via the inclusion N . → gl(F .+), an element of N
. annihilates, hence preserves,
the subcomplex F 1+ ⊂ F
.
+, hence induces an endomorphism of F
. = F .+/F
1
+); the
component
TP ⊗ F
i → F i
is defined by the postulation that it annihilate the standard basis (Giβ) of F
i, thus
v ⊗
∑
β
aβG
i
β 7→
∑
β
v(aβ)G
i
β.
Now verifying that this yields a pairing of complexes amounts to commutativity,
for all j < 0, of the diagrams
Hom(F i, F j)⊗ F i → F j
↓ ↓
Hom(F i, F j+1)⊗ F i → F j+1
(which is obvious); and, for all i < 0, of
(3. 2.18)
TP ⊗ F i → F i
↓ ↓
(
⊕
j
Hom(F j, F j+1)⊗ F i)⊕ (TP ⊗ F i+1) → F i+1
To check commutativity of (3. 2.18), consider a section
s = v ⊗Giβ ∈ TP ⊗ F
i.
Then s clearly goes to zero in F i, hence in F i+1 going clockwise. In
⊕
j
Hom(F j , F j+1)⊗
F i, the image of s is
−
∑
j,γ,α
Gi∗γ v(g
j
αγ)G
j+1
γ ⊗G
i
β
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which maps to
−
∑
α
v(giαβ)G
i+1
α ∈ F
i+1
In TP ⊗ F
i+1, the image of s is v ⊗
∑
α
giαβG
i+1
α , which maps to
∑
α
v(giαβ)G
i+1
α ∈ F
i+1.
The latter two add up to zero in F i+1. Thus the image of s going counterclockwise
is zero as well. This shows the diagram commutes, hence we have a pairing of
complexes as claimed.
Note that a similar recipe also defines an action of TX/P on F
.
+ ∼ AX, as well as
on AP (the latter via the quotient TP of TX/P . Also, these actions are derivations
with respect to the AP -module structure on F
. and F .+:
(3. 2.19) 〈u, ab〉 = a〈u, b〉+ 〈u, a〉b, a ∈ AP , b ∈ F
., F .+.
Indeed because the action of any u ∈ N . is AP -linear and such u annihilates AP ,
it suffices to check this for u ∈ TP , b = Giα, in which case it is immediate from the
definition.
Note that it is not in general true that
(3. 2.20) 〈u, µ(ab)〉 ≡ µ(〈u, a〉b)± µ(a〈u, b〉) mod dF .
where dF . is the image of the map F .[−1] → F .+ induced by the differential d. For
example, (3. 2.20) may fail if u ∈ N 2. Nonetheless it is easy to see that (3. 2.20)
holds if u is of degree ≤ 1. In particular, the induced pairing
H0(TX/P )× AP → AX
is a derivation on AP , hence the pairing
H0(TX/P )× AX → AX
is a derivation on AX . Note that because F
.
+ has cohomology only in degree 1 and
(3. 2.19) holds for a, b ∈ F 1+, the diagram
(3. 2.21)
TX/P × F
.
+ × F
.
+
id×µ
→ TX/P × F
.
+
↓ ↓ 〈, 〉
TX/P × F
.
+
〈,〉
→ F .+
commutes on cohomology.
Next, we define in a similar fashion an action
(3. 2.22) TX/P × (I ⊗ TP )→ I ⊗ TP
via a pairing of complexes
(3. 2.23) TX/P × (F
. ⊗ TP )→ F
. ⊗ TP
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Again, the key point is to define
TP × (F
i ⊗ TP )→ F
i ⊗ TP
by
v ×
∑
aGiα ⊗ wα 7→
∑
α
(aGiα ⊗ [v, wα] + v(a)G
i
α ⊗ wα), a ∈ AP
(note that this is compatible with our earlier definition setting v(Giα) = 0). The
pairing
Hom(F i, F j)× F i ⊗ TP → F
j ⊗ TP
is the obvious one (acting on the F i factor only). The verification that this defines
a pairing of complexes is again essentially obvious on the N . subcomplex of TX/P ,
and it remains to check commutativity, for all i < 0, of
(3. 2.24)
TP × F i ⊗ TP → F i ⊗ TP
↓ ↓
(
⊕
j
Hom(F j, F j+1)⊗ F i ⊗ TP )⊕ (TP × F i+1 ⊗ TP ) → F i+1 ⊗ TP
Indeed going clockwise, an element
(3. 2.25) v ×Giα ⊗ w 7→
∑
β
giαβG
i+1
β [v, w].
As for the counterclockwise direction , first going downwards,
v ×Giα ⊗ w 7→ (−
∑
γβ
v(giγβ)G
i∗
γ ⊗G
i+1
β ×G
i
α ⊗ w, v ×
∑
β
giαβG
i+1
β ⊗ w)
Then going rightwards, the first component maps to
−
∑
β
v(giαβ)G
i+1
β ⊗ w
and the second to ∑
β
giαβG
i+1
β [v, w] +
∑
β
v(giαβ)G
i+1
β ⊗ w,
and the two add up to (3. 2.25).
3.2.4. TX/P is a dgla.
Next, we show that TX/P itself admits a bracket, making it a dgla. This bracket
is defined in the obvious way on element pairs within NX/P or TP . As for the cross
terms TP ×Hom(F j, F
i+j
+ ), note first that Hom(F
j, F i+j)) has a standard basis of the
form
(3. 2.26) h−j,i+jαβ = (G
j
α)
∗ ⊗Gi+jβ
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(i.e. the rank-1 homomorphism taking the basis element Gjα to G
i+j
β ); with the
convention that when i+ j = 1, (G1β) is the unique element 1 ∈ F
1
+. We define
[v, hijαβ] = 0, ∀v ∈ TP , ∀i, j, α, β
and extend by the derivation rule, i.e.
(3. 2.27) [v,
∑
αβ
cαβh
ij
αβ ] =
∑
αβ
v(cαβ)h
ij
αβ.
Now, the Jacobi identity for this bracket amounts to 2 identities:
(3. 2.28) [[v1, v2], h] = [v1, [v2, h]]− [v2, [v1, h]],
(3. 2.29) [v, [h1, h2]] = [[v, h1], h2]− [[v, h2], h1].
Indeed (3. 2.28) is obvious from the definition (both sides vanish on standard
basis elements hijαβ), while (3. 2.29) is obvious from the bilinearity of the bracket
on h1, h2 and the derivation property of the action of v on scalars (which again
just amounts to the fact that both sides vanish on the standard basis). Thus we
have a Lie bracket on TX/P .
To complete the proof that TX/P is a dgla, it remains to verify the compatibility
of the bracket with the differential d. Since this compatibility is already known
within N , we are reduced to showing
(3. 2.30) d[v, h]=[dv, h] + [v, dh], v ∈ TP , h = h
ij
αβ ,
(3. 2.31) d[v1, v2] = [dv1, v2] + [v1, dv2], v1, v2 ∈ TP
where the LHS of (3. 2.30) is of course 0 by definition. Now we calculate, for
h = h−j,i+jαβ :
[dv, h] = −
∑
γ
v(gi+jβγ )G
j∗
α ⊗G
i+j+1
γ − (−1)
i
∑
δ
v(gj−1δα )G
j−1∗
δ G
i+j
β ,
while
[v, dh] = [v,
∑
γ
gi+jβγ G
j∗
α ⊗G
i+j+1
γ + (−1)
i
∑
δ
gj−1δα G
j−1∗
δ G
i+j
β ]
=
∑
γ
v(gi+jβγ )G
j∗
α ⊗G
i+j+1
γ + (−1)
i
∑
δ
v(gj−1δα )G
j−1∗
δ G
i+j
β ,
which shows (3. 2.30). Then (3. 2.31) is equally easy:
[v1, dv2] = [v1,−
∑
αβ
v2(g
i
αβ)G
i∗
αG
i+1
β ] = −
∑
αβ
v1(v2(g
i
αβ))G
i∗
αG
i+1
β ,
[dv1, v2] = −[v2, dv1] = −[v2,−
∑
αβ
v1(g
i
αβ)G
i∗
αG
i+1
β ]
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=
∑
αβ
v2(v1(g
i
αβ))G
i∗
αG
i+1
β ,
and finally
d[v1, v2] = −
∑
αβ
[v1, v2](g
i
αβ)G
i∗
αG
i+1
β ,
which yields (3. 2.31). Thus we have shown that TP/X is a dgla. Note that by
construction, N is a dg Lie ideal in TX/P and we have a dgla exact sequence
0→ N → TP/X → TP → 0.
Next, we must check that the bracket just defined is compatible with the ac-
tions of TX/P on F
. and on F . ⊗ TP defined in the pervious paragraph, i.e. that
〈[u1, u2], a〉 = 〈u1, 〈u2, a〉〉 − (−1)
deg(u1) deg(u2)〈u2, 〈u1, a〉〉,(3. 2.32)
∀u1, u2 ∈ TX/P , a ∈ F
., F . ⊗ TP .
Now in the case of the action on F ., it is easy to see that we may assume first
that a = Giα, and second that u1, u2 are of the form v or h as above. Then in case
u1 or u2 = v, both sides of (3. 2.32) yield zero, while if both u1, u2 ∈ N ⊂ gl(F .+), (3.
2.32) holds by definition of the bracket on gl. The case a = Giα is similar.
Finally, we claim that the action of TX/P in F
.is compatible with the differential
dF ., in other words, that dTX/P maps under the action to commutator with dF ., i.e
〈dTX/P (u), a〉 = d〈u, a〉 − (−1)
deg u〈u, dF .(a)〉, u ∈ TX/P , a ∈ F
..
But this is immediate when u ∈ N , and when u ∈ TP it follows directly from (3.
1.11).
3.2.5. TX is a dgla.
Since we know TX is a complex and brackets between elements of TX/P and
F . ⊗ TP have been defined previously (cf. (3. 2.23)), defining a dgla structure
on TX now amounts to defining the bracket on terms of the form F
i ⊗ TP , and
verifying compatibility and Jacobi identity. To this end, define
[aαG
i
αv1, aβG
j
βv2] =(3. 2.33) ∑
γ
aαv1(aβ)µ(G
i
αG
j
β)v2 −
∑
δ
aβv2(aα)µ(G
i
αG
j
β)v1
+aαaβµ(G
i
αG
j
β)[v1, v2]
= µ(GiαG
j
β)[aαv1, aβv2]
To show TX is a dgla we first check compatibility of the bracket with the differ-
ential , i.e.
(3. 2.34) d[aαG
i
αv1, aβG
j
βv2] = [d(aαG
i
αv1), aβG
j
βv2] + (−1)
i[aαG
i
αv1, d(aβG
j
βv2)].
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It is easy to see that we may assume aα = aβ = 1. In this case the LHS of (3. 2.34)
is just
dµ(GiαG
j
β)[v1, v2] + µ(µ(G
i
αG
j
β)d[v1, v2]) =
µ(dGiαG
j
β)[v1, v2]− (−1)
iµ(GiαdG
j
β)[v1, v2] + µ(µ(G
i
αG
j
β)d[v1, v2])
On the other hand the first bracket of the RHS yields
[d(Giα)v1 + µ(G
i
αdv1), G
j
βv2] =∑
γ
v2(g
i
αγ)µ(G
i+1
γ G
j
β)v1 + µ(dG
i
αG
j
β)[v1, v2]+
∑
δ
v1(g
j
βδ)µ(G
i
αG
j+1
δ )v2 + µ(µ(G
i
αG
j
β)[dv1, v2])
while the second bracket yields
[Giαv1, d(G
j
β)v2 + µ(G
j
βdv2)] =
(−1)i+1
∑
δ
v1(g
j
βδ)µ(G
i
αG
j+1
δ )v2 + µ(G
i
αdG
j
β)[v1, v2]+
(−1)i+1
∑
γ
v2(g
i
αγ)µ(G
j
βG
i+1
γ )v1 + (−1)
iµ(µ(GiαG
j
β)[v1, dv2]))
Therefore (3. 2.34) holds.
It remains to verify the Jacobi identity, in the form
[[Giαv1, G
j
βv2], G
k
γv3] =(3. 2.35)
[Giαv1, [G
j
βv2, G
k
γv3]]− (−1)
(i+1)(j+1)[Gjβv2, [G
i
αv1, G
k
γv3]]
As remarked earlier, we may assume that µ(GiαG
j
β) is a standard basis element of
F i+j−1, of the form Gi+j−1δ for some δ, and similarly for other µ products. In this
case, (3. 2.35) follows directly from the definition (3. 2.33). This finally completes
the proof the TX is a dgla.
As for the extension of the action of TX/P on F .+ to an action of TX, this is defined
by setting
〈Giαv, aG
j
β〉 = v(a)µ(G
i
αG
j
β), i ≤ 0, j ≤ 1
(note that Giα ⊗ v has degree i− 1 in TX , so both sides have the same degree, viz.
i+ j − 1, as required). The same formula also defines an action
(3. 2.36) TX × F
.
+ → F
.
+.
It is easy to check that this is a pairing of complexes, and that it is compatible
with the bracket on TX, and that all elements of degree ≤ 1 in TX acts on F .+ as
derivations mod the image of F .. Therefore, we get a derivation action
(3. 2.37) H0(TX)× AX → AX
which by its very construction is compatible with that of TP on AP and TX/P on I.
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We claim next that TX is an AX-module, in the sense that there is (in the
derived category) a multiplication pairing
(3. 2.38) AX × TX → TX ,
, or to be precise, a map of complexes with appropriate ’action’ properties
(3. 2.39) F .+ × TX → TX [−1].
This is simply defined by postmultiplication:
〈Giα, G
j
β ⊗ v〉 = µ(G
i
αG
j
β)⊗ v,
〈Giα, G
j
β ⊗G
k∗
γ 〉 = µ(G
i
αG
j
β)⊗G
k∗
γ .
Note that the AX-module structure (3. 2.38) shows that the cohomology sheaves
of TX are AX-modules compatibly with their AP -module structure, hence clearly
AX-coherent. In particular TX is equivalent to its sheaf-theoretic restriction on
X. Since TX is a bounded complex with AX-coherent cohomology, it defines an
element of the bounded, coherent derived category Dbc(X).
We note that even though in the above construction we used the ’full dgla’
model for the normal atom NX/P , leading to a dgla model for TX , we could instead
have used the reduced model N red (see §2.7) for N , thus leading to a Lie atom
T redX weakly equivalent to TX .
3.2.6. Dependence on choices.
The above construction of the tangent atom TX of an affine scheme X depended,
in addition to a choice of affine embedding X → P , also on a choice of free res-
olution of I = IX/P . We claim next that, still fixing the embedding X → P , the
Lie atom TX is independent of the resolution up to Lie quasi-isomorphism, i.e. a
composition of Lie atom homomorphisms inducing an isomorphism on cohomol-
ogy and their inverses. This is just a trivial variation of the usual statement on
independence of resolution. The precise statement is as follows:
Lemma 3.3. . Let 1F .,2 F . be free resolutions of the ideal of the closed subscheme
X → P and 1TX ,2 TX the associated Lie atom. Then there exists a third such resolu-
tion 3F . with associated atom 3TX , together with direct Lie quasi-isomorphisms to
the associated Lie atom
(3. 2.40) 1TX →
3 TX ←
2 TX
Proof. As is well known, there exists a resolution 3F . of I together with maps
ip :3 F . →i F .,i q :i F . →3 F .
such that ipiq is the identity and iqip is homotopic to the identity for i = 1, 2. More-
over we may assume iq takes a standard generator Gjα to a standard generator.
Then we get maps
iN = Hom(iF .,i F .+)→
3 N , i = 1, 2,
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h 7→i q ◦ h ◦i p.
These are clearly Lie quasi-isomorphisms. By construction, these extend to maps
as in (3. 2.40). 
Next we take up the question of dependence of TX on the affine embedding
X → P . To make this dependence explicit, we will henceforth denote by TX(P )
an explicit representative of the Lie atom denoted formerly by TX , based on a
choice of resolution F ., and uniquely determined up to Lie quasi-isomorphism.
What we claim is that the weak equivalence class of TX(P ) is independent of the
embedding; more precisely, given two embeddings X → P,X → Q, there is a Lie
atom T and (direct) weak equivalences
(3. 2.41) TX(P )→ T , TX(Q)→ T
(we recall that a weak equivalence is not necessarily invertible even in the derived
category; a direct weak equivalence is one given by a morphism of complexes).
In fact, we claim that can take
(3. 2.42) T = TX(P ×Q)
where X → P ×Q embeds via the diagonal ∆X ⊂ X ×X. What we need to do then
is construct each of the weak equivalences (3. 2.41).
To this end set R = P×Q. Note that the embedding X → R lifts to P → R, which
is a cross section of projection R→ P . We first contrcut a Lie homomorphism
(3. 2.43) TX(P )→ TX(R).
This is done as follows. Let F .P be a free resolution of IX/P Then we can con-
struct a free resolution F .R of IX/R such that each F
i
R contains F
i
P ⊗AR as a direct
summand. In fact, since the embedding P → R is automatically regular, we may
assume that
F iR = F
i
P ⊗AR ⊕ F
i
Q
where F .Q is a Koszul resolution of IP/R. Set
S . = TX(P )⊗ AR
which has an obvious structure of Lie atom. Then as in the proof of Lemma 3.3
above, we get a Lie homomorphism
NX/P ⊗ AR = Hom
.
R(F
.
P ⊗ AR, F
.
P+ ⊗ AR)→ NX/R = Hom
.(F .R, F
.
R+)
which extends to a Lie homomorphism S → TX(R). Combined with the obvious
homomorphism TX(P )→ S, this gives the desired homomorphism (3. 2.43). Note
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that this homomorphism can be represented schematically as follows
(3. 2.44)
TP ⊗ F .P+ → NX/P
↓ ↓
TP ⊗ F .P+ ⊗ AR → NX/P ⊗AR
↓ ↓
TR ⊗ F
.
R+ → NX/R
Note that since F .P ⊗ AR is a resolution of IX×Q→P×Q, we can represent the above
diagram (3. 2.44) as follows
(3. 2.45)
TP ⊗ F .P+ → Hom
.(F .P , AX)
↓ ↓
TP ⊗ F .P+ ⊗ AR → Hom
.(F .P , AX×Q)
↓
↓ Hom.(F .P , AX×Q)⊗ AX
↓
TR ⊗ F .R+ → Hom
.(F .R, AX)
Now the composite of the left arrows is clearly an injection with cokernel TQ⊗AX ,
while the composite of the 2 upper right arrows is an isomorphism. On the other
hand as in §2.7 we have that Hom(F .Q, AX) = NP/R ⊗ AX is weakly equivalent to
the restricted reduced normal atom
N redQ/R ⊗AX = NP/R[−1]⊗ AX ≃ TQ[−1]⊗AX .
Similarly, we have an exact sequence
N redX/P → N
red
X/R → TQ[−1]⊗AX →
which means that, up to weak equivalence, the cokernel of the bottom right
arrow is TQ ⊗ AX . Therefore the map from the top row of (3. 2.45) is a weak
equivalence, as claimed.
3.2.7. Functoriality.
We claim next, still in the embedded case, that a morphism
(3. 2.46) f : X → Y
of affine schemes induces a map
(3. 2.47) df : TX → f
∗TY .
A precise formulation is as follows. First, note that given affine embeddings
X → P, Y → Q,
a morphism f as in (3. 2.46) extends to a morphism f : P → Q. Moreover since
TY (Q) is a complex of finite free AQ-modules, f ∗TY = f !TY refers unambiguously
to the termwise pullback, which is, in fact, a Lie atom (cf. [11]).
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Then the precise assertion is that there exists another weak-equivalence rep-
resentatives TX(P1)of TX(P ), an extension of f to a morphism f˜ : P1 → Q with a
map of Lie atoms
(3. 2.48) df : TX(P1)→ f˜
∗TY (Q)
(here we mean an ’actual’ map of complexes, without inverting any weak equiv-
alences). Moreover f˜ ∗TY (Q) admits a structure of a TX-module such that df is
TX-linear. Note that this would make the mapping cone of (3. 2.48) itself into a
Lie atom, which (compare [11]) may be denoted Nf/Y [−1]).
Now the construction of (3. 2.48) is the following. Identifying X with the graph
of f , we have a diagram
(3. 2.49)
X → P × Y → Y
ց ↓ ↓
P ×Q → Q
which induces a diagram
(3. 2.50)
TP×Q ⊗AX → NX/P×Q
↓ ↓
TQ ⊗AX → f
∗NY/Q
where the right vertical arrow comes from the fact that a resolution of Y → Q
pulls back to a resolution of P × Y → P × Q, hence can be assumed so be a
subcomplex, and termwise a direct summand, of a resolution of X → P×Q. Then
(3. 2.50) yields a map as in (3. 2.48) with P1 = P ×Q, and it is straightforward to
check that this map is indeed AX-linear.
Finally, we claim that the ’functoriality map’ df is indeed functorial, in the
sense that given morphisms of affine schemes
X
f
→ Y
g
→ Z
then commutes
(3. 2.51)
TX
df
−→ f ∗TY
ց d(g ◦ f) ↓ f ∗dg
f ∗g∗TZ .
This can be made precise (via explicit representatives), and proven very similarly
to the above. This finally completes the proof of Theorem 3.2. 
Corollary 3.4. If X is a smooth affine variety, then the weak equivalence class of
TX coincides with that of the usual tangent module TX = Der(AX).
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Proof. Any affine embedding X → P is regular, so we may use for the normal
atom NX/P the shifted normal module NX/P [−1]. In this case TX may be identified
with the kernel of the surjection
TP ⊗ AX → NX/P ,
which, as is well known, is just TX . 
3.3. Sheafification. Let TX(P ) ˜be the termwise sheafification of TX(P ), as com-
plex of sheaves of (free) OP -modules on P . Clearly, TX(P ) ˜ is acyclic off X, hence
is quasi-isomorphic to its (topological) restriction on X, i.e. the natural map
TX(P )
˜→ iX∗i
−1
X TX(P )
˜
is a quasi isomorphism. Hence, we may consider TX(P )
˜as a complex of sheaves
on X (though the sheaves are not OX-modules). We have
(3. 3.52) TX/P = Γ(P, TX(P )
˜) ∼ Γ(X, i−1X TX(P )
˜)
As a special case of functoriality, consider a function 0 6= f ∈ AP and the
associated principal affine open Xf
i
→֒ X, which fits in a diagram
Xf
i
→֒ X
↓ ↓
P × A1
πP→ P
Then it is easy to see that the functoriality map
TXf (P × A
1)→ i!TX(P )
is a quasi-isomorphism, as is the natural map
(3. 3.53) TXf (P × A
1)→ TX(P )f
where the latter refers to termwise localization.
3.4. Maps of affine schemes: tangent dgla. Let
f : X → Y
be a mapping of affine schemes. It is natural to consider tangent data to f , that
is, a compatible set of tangent data to X, Y and f . This can be done as follows.
Given affine embeddings X → P, Y → Q, f can be extended to a map P → Q.
Replacing X → P by the graph embedding X → P ×Q, we may assume P → Q is
a product projection. Then we have an injection IY,Q → IX,P which extends to the
free resolutions F .Y → F
.
X , and we may moreover assume that each F
i
Y ⊗AP → F
i
X
is a direct summand inclusion. We can identify the functor f ! on complexes with
f !· = · ⊗AY F
.
X+. Then the complex f
!(NY/Q) can be represented by
Hom .AQ(F
.
Y , F
.
+X) = Hom
.
AP
(F .Y ⊗AP , F
.
+X)
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and there are maps
(3. 4.54) NX/P → f
!(NY/Q)← NY/Q
The mapping cone of (3. 4.54) can be represented by the sub-dgla of NX/P ⊕NY/Q
consisting of pairs (a., b.) such that a. vanishes on the subcomplex F .Y ⊗AP ⊂ F
.
X.
We denote this mapping cone by Nf or, more properly, Nf,P,Q, and refer to it as
the normal dgla of f .
Next, proceeding as in the case of schemes, we can construct a suitable repre-
sentative of the mapping cone K of
TP ⊗ F
.
+X → TQ ⊗ F
.
+X ← TQ ⊗ F
.
+Y ,
together with a map of K to Nf , so that the mapping cone of K → Nf is a dgla,
called the tangent dgla to f and denoted Tf or more properly, Tf(P,Q). By con-
struction, Tf (P,Q) is the mapping cone of
(3. 4.55) TX(P )⊕ TY (Q)→ f
!TY (Q).
3.5. Reduced tangent algebra. As was the case for the normal algebra, the tan-
gent algebra TX(P ) admits a reduced, weakly equivalent version redTX(P ) which is
convenient for applications because it has a smaller H2 (in fact, the H2 will van-
ish when X is a locally complete intersection, which is not the case for TX itself).
This dgla is closely related to, essentially a dual version of, the Grothendieck-
Lichtenbaum-Schlessinger cotangent complex of X (cf. [6]).
Theorem 3.5. Given an affine embedding X → P , there is a dgla redT X(P ), to-
gether with a direct weak equivalence
redT X(P )→ TX(P ),
such that for all i > 1, H i( redT X(P )) is supported on the locus of non-lci points of
X. Moreover, the dgla quasi-isomorphism class of redT X(P ) depends only on the
isomorphism class of X as scheme over C.
Proof. Recall that the reduced normal algebra redN =red NX/P admits an injective
dgla map
λ : redN → N ′
id+π
−→ N
where redN → N is a direct sum inclusion (see (2. 7.26)). Let
ρ : N
id−π
→ N ′ → redN
be the obvious left inverse to λ (where N ′ → redN is the projection). Recall (see
(3. 2.15)) that TX(P ) could be defined as a mapping cone of
J : TP ⊗ F
.
+ → N .
Now by the definition of J, we have, for v ⊗G ∈ TP ⊗ F i+,
J(v ⊗G)(eα) = v(fα)G,
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J(v ⊗G)(sαβ) = v(fα)µ(eβ ⊗G).
Therefore the component of J(v⊗G) in Hom(F−10 , F
0) is equal to π of its component
in Hom(F 0, AP ), i.e.
J(v ⊗G)|F−10 = π(J(v ⊗G)|F 0).
Thus it follows that the image of J is contained in that of id+ π, hence J factors
through a map
redJ = ρ ◦ J : TP ⊗ F
.
+ →
redN ,
i.e. J = λ ◦ redJ. Set
(3. 5.56) redT X(P ) = mapping cone(
redJ).
Then the fact that redN → N is an injective Lie homomorphism and a weq and
that TX is a dgla implies that redT X(P ) is a dgla, weakley equivalent to TX .
Now to complete the proof, it remains to prove the lat statement, i.e. indepen-
dence of choices. To this end, we modify the argument of subsection 3.2.6 as
follows, using notation as there. Choosing standard resolutions of X → P,X → R,
we obtain such for X → R, whence compatible complexes F .1,P , F
.
1,R etc. and then
we have dgla homomorphisms
redNX/P →
redNX/P ⊗AR →
redNX/R.
Then we have a commutative diagram
(3. 5.57)
TP ⊗ F .P+ →
redNX/P
↓ ↓
TR ⊗ FR+ → redNX/R
where the left column (as mapping cone) is clearly naturally quasi-isomorphic
to TQ ⊗ AX [−1]. On the other hand the discussion in subsection 3.2.6, together
with Corollary 2.9 show that the same is true of the right column. Thus, the
horizontal maps together give a dgla quasi-isomorphism
redT X(P )→
redT X(R).
This yields our conclusion. 
Since TX is defined to be the weak equivalence class of TX(P ), we may take
redT X(P ) as a representative of TX; we call representatives obtained in this way
reduced.
3.6. Comparison. The complex TX is a bit complicated, therefore in applications
it is important to be able to compare it to something simpler, like a module or
the Ext-dual of a module. The following result, based on Ischebeck’s Theorem
(see [2] or [7], p. 104) is useful in this connection.
First a definition. For any algebraic scheme X, we denote by NCIX ⊂ X the
(closed) locus of point x ∈ X where X is not locally a complete intersection.
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Theorem 3.6. Let X → P be an affine scheme.Then
(i) there is a natural map
(3. 6.58) τX : Hom
.(ΩX , AX)→
redT X(P );
(ii) the induced map on cohomology
(3. 6.59) H i(τX) : Ext
i(ΩX , AX)→ H
i( redT X(P ))
is always bijective for i = 0 and injective for i = 1; moreover, H1(τX) is
bijective and H2(τX) is injective provided X is reduced (more generally, a
generic locally complete intersection with no embedded points);
(iii) τX induces an isomorphism on cohomology in degrees ≤ k provided, for all
x ∈ X, that
(3. 6.60) depthxAX − dimxNCIX ≥ k.
(iv) In particular, if X is Cohen-Macaulay and lci in codimension 1, then τX is a
cohomological isomorphism in degrees ≤ 2, i.e.
(3. 6.61) H i(τX) : Ext
i
X(ΩX , AX) ≃ H
i( redT X(P )), i ≤ 2.
Proof. Consider the following complex in degrees ≤ 1 :
G. : ...→ F−11 ⊗AX → F
0 ⊗ AX → ΩP ⊗ AX .
This is a complex of free AX-modules, whose cohomology in degree 1 is clearly
ΩX , whence a morphism
τˇX : G
. → ΩX .
Locally at any lci point x /∈ NCIX, the resolution F . is equivalent to a Koszul
resolution, and therefore the complex G. is exact at x in degrees < 1. Thus for
i < 1, H i(G) is supported on NCIX. Now the complex Hom
.
X(G
., AX) is quasi-
isomorphic to redT X(P )[1], therefore by dualizing τˇX we get τX . Moreover we have
a standard spectral sequence
Ep.q2 = Ext
p
X(H
q(G.), AX)⇒ H
p+q+1( redT X(P )).
From this spectral sequence the assertions of (ii) follow easily; for example the
kernel of H2(τX) comes from Ext
0(H−1(G), AX), hence vanishes provided the sup-
port of H−1(G), i.e. NCIX, is a proper subscheme and X has no embedded points.
Finally for part (iii) we use Ischebeck’s Theorem which says that the Extp van-
ishes provided q < 1 and
p < depthAX − dimNCIX .
Therefore τX is an isomorphism in the range as claimed. 
Note that the condition of part (iii) of the theorem applies whenever X is ei-
ther normal and Cohen-Macaulay, or a locally complete intersection curve. For
deformation theory, it is the cohomology in degrees ≤ 2 of TX that matters.
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3.7. Example: a limit curve. We consider an example extending ones which
occur in the local study of limits of covering maps of curves ([3], extending earlier
work by Beauville) and families of nodal plane curves (Severi varieties)[8]. Let
C ⊂ A2u,v be the curve with equation uv. It has components C1 = A
1
u, C2 = A
1
v. Its
tangent algebra is
(3. 7.62) TC : TA2 ⊗ F
.
C,A2,+ → NC = Hom(F
.
C,A2 , F
.
C,A2,+),
and may be written symbolically as
(3. 7.63) AC < ∂v, ∂u >
uv
→ AC ,
or more simply as
(3. 7.64) 2AC
(u,v)
−→ AC .
Note that a basis for NC is given by δC = [uv]
∗, i.e. the map that takes the value 1
on the resolution element [uv] corresponding to the ideal generator uv.
Now let X ⊂ An+2x,y,z =: Q, n ≥ 0 be the subscheme with equation xy, i.e. a copy of
C×An, with components X1 = An+1x,z , X2 = A
n+1
y,z . The tangent algebra TX is similarly
given symbolically by the complex
(3. 7.65) (n+ 2)AX
(x,y)
−→ AX ,
where the last summand is identified with NX/An+2 via δX = [xy]
∗. Then H1(TC) and
H1(TX) are both 1-dimensional and there is no higher cohomology, which means
that the universal deformation of C and X are respectively given by
(3. 7.66) uv − t, xy − s.
Now consider the map
(3. 7.67) f : C → X, (u, v) 7→ (um, vm, fu1 + f
v
1 , ...f
u
n + f
v
n)
where the fui , f
v
i are unramified and without constant term. For example,
• if n = 0, this is an m-fold branched cover on each component;
• if n = 1, we may assume fu1 = u, f
v
1 = v and then this map sends C1, C2 to
the curves in X1, X2 with respective equations x− zm, y − zm, while f(C) in
total has equation x+ y − zm.
Then the Lie atom f !TX measures deformations of (f,X) with C fixed, together
with a trivialization of the corresponding deformation of X. This atom can be
written symbolically as
(3. 7.68) (n+ 2)AC
(um,vm)
−→ AC
in which it is convenient to identify AC as F
.
C,An+4,+[1], where C → A
n+4
u,v,x,y,z =: P is
the graph embedding, with equations
(3. 7.69) uv, xy, x− um, y − vm, zi − f
u
i − f
v
i , i = 1, ..., n.
44
Thus we may rewrite (3. 7.68) symbolically as
(3. 7.70) n+ 2F .C,P → n + 2AP ⊕ F
.
C,P → AP
where the last summand is generated by δX . It is easy to check that
H0(f !TX) = {cx(u) ∂x+cy(v) ∂y +cz(u, v) ∂z :(3. 7.71)
cx, cy, cz ∈ AC , cx(0) = cy(0) = 0},
H1(f !TX) = (AC/(u
m, vm)).ǫX .(3. 7.72)
Moreover, the bracket (i.e. the obstruction) vanishes on H0(f !Tf ). Thus, Deff(f !TX)
is a smooth, albeit infinite-dimensional space; in fact, it is quite elementary
that Deff(f !TX) can be identified with the space of pairs (fu, fv) where fu, fv are
deformations, respectively, of the restrictions of f to the u and v- axes, considered
as maps to (x, z) (resp. (y, z))- space, that map the origin to the same point on
the z-hyperplane; and as such, this space is clearly smooth.
Now consider the Lie atom Tf , classifying general deformations of f . This can
be written in the form
AC < ∂v, ∂v > ⊕AX < ∂x, ∂y, ∂z > ⊕F
.
C,P < ∂x, ∂y, ∂z >(3. 7.73)
−→ ACδC ⊕ AXδX ⊕ AP < ∂x, ∂y, ∂z > ⊕F
.
C,P δX(3. 7.74)
((uv)m−1 ,id,(um,vm,0),ǫ)
−→ AP δX(3. 7.75)
where, wherever necessary, we replace AC by F
.
C,P+ and AX by F
.
X,Q+. Here each
complex term, such as F .C,P , should be viewed as extending leftward from the
indicated position. Note that the last map reflects the fact that the differential of
Tf maps δC = [uv]
∗ to
(3. 7.76) df(δC) = (uv)
m−1[xy]∗ = (uv)m−1δX
As for brackets, note that
(3. 7.77) [δC , [uv]δX] = (uv)
m−1δX ∈ AP δX = T
2
f ;
otherwise, the obvious generators of T 1f have zero bracket. In particular we may,
in computing the Jacobi-Bernoulli cohomology of Tf , replace T 2f by its quotient
by the remaining generators of F 0C besides uv (cf. (3. 7.69)), while eliminating the
corresponding summands form F 0C,P δX .
Now consider a prospective special multiplicative cocycle ǫ = ǫ(φ, ψ) for Tf , and
write φ, ψ in the form
φ = (aδC , bδX) ∈ T
1
C ⊕ T
1
X , ψ = (cx ∂x+cy ∂y, d[uv]δX) ∈ T
0
X ⊕ F
0
C,P ⊗ T
1
X ⊂ (f
!TX)
0,
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where a, b are constants, d =
∑
i,j<m
di,ju
ivj[uv], and by (3. 7.76) we may assume
dm−1,m−1 = 0. Now the Jacobi-Bernoulli cocycle condition on ǫ reads
(3. 7.78) i(φ) + d(ψ) +
∞∑
i=1
Biad(ψ)
i(φ) = 0
where the Bi are the Bernoulli numbers. Here all higher iterated adjoints (with
i > 1) vanish for reasons of degree. Thus (3. 7.78) yields
(3. 7.79) a(uv)m−1 + b+ cxu
m + cyv
m + duv +B1ad = 0
where, of course, B1 is the 1st Bernoulli number B1 = −1/2. Now, working modulo
(um, vm) we see firstly that di,j = 0 for i 6= j. Then, reading off coefficients of (uv)
i,
we see that
b = ad0/2(3. 7.80)
d0 = ad1/2(3. 7.81)
... di = adi+1/2, i ≤ m− 3,(3. 7.82)
dm−2 = −a(3. 7.83)
In particular,
(3. 7.84) b = −am/2m−1.
Now consider the natural forgetful map
Deff(f)→ Deff(C)× Deff(X)
which, in terms of coordinates, is just given by projection to the ab plane. Its
fibre is just Deff(f !TX) which, as we have seen above, is smooth. Therefore this
is is a smooth morphism onto the curve D with equation (3. 7.84), whose fibre
coincides with Deff(f !TX). This curve D in turn projects smoothly to the a-axis,
viz. Deff(C), but is ramified of degree m over the b axis, viz. Deff(X).
4. THE PROJECTIVE CASE
The purpose of this section is to adapt the construction of the tangent atom
for an affinely embedded scheme X → P , as given in the previous section, to the
case of a projectively embedded scheme X → P. Whereas in the affine case the
basic idea was to take for tangent atom TX(P ) the infinitesimal automorphisms
of a resolution of X, the idea here, not surprisingly, is to construct the tangent
atom T . = TX(P)) by looking instead at graded resolutions of the homogeneous
ideal and homogeneous coordinate ring of X.
Unlike in the affine case, it is important here to work with the sheafified version
T˜ . of the tangent atom, in addition to the graded module version T .. This has to
do with the fact that free graded modules are not acyclic. Indeed when it comes
to deformations, the non-acyclicity expresses itself in the difference between the
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appropriate cohomology of T ., which yields the projective deformations, while
the corresponding (hyper-)cohomology of T˜ . yields all (abstract) deformations. In
general, a scheme X with H2(OX) 6= 0 will admit nonprojective deformations, and
the associated classes in the appropriate (Jacobi) cohomology of T˜X , considered
as formal power series, will be necessarily non-convergent.
Although a tangent SELA T•X , yielding all deformations, will be constructed in
the next section in the generality of arbitrary algebraic schemes X, the sheafified
tangent atom T˜ .X provides an adequate, and considerably simpler, substitute for
T•X in case X is projective, as long as one restricts to infinitesimal deformations,
avoiding questions of convergence.
4.1. Differential operators on projective spaces. Fix a projective space P =
P(V ) and let S = SP = Sym
.(V ∗) be the corresponding homogeneous coordinate
ring. We will generally identify a coherent sheaf E on P with its ’de-sheafification’,
i.e. graded S-module
Γ∗(E) =
⊕
n∈Z
Γ(E(n)).
We will also identify a graded S-module M with a graded free resolution of M , as
well as the sheafification M˜ .
Let
(4. 1.1) TˆP = D
1(OP(1),OP(1))
be the Lie algebra of 1st order differential endomorphisms of OP(1) (which we
may identify with its module version, which is the shift S[1]). As is well known,
we have a natural Lie isomorphism
(4. 1.2) TˆP ≃ D
1(OP(m),OP(m))
for any m 6= 0, and a sheaf isomorphism
TˆP ≃ V ⊗OP(1).
The subsheaf
E = D0(OP(1),OP(1)) ≃ OP ⊂ TˆP
is a Lie ideal and the Euler sequence
(4. 1.3) 0→ E
e
→ TˆP → TP → 0
or in the module version
0→ S → V ⊗ S[1]→ Γ∗TˆP → 0
is a sequence of Lie algebras and homomorphisms, where E is an abelian ideal
and the action of TP on E = OP is the standard one. There is a natural action
pairing called the standard action
TˆP ×OP(m)→ OP(m).
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For m 6= 0 this is clear from the identification (4. 1.2), while for m = 0 it comes
via (4. 1.3) from the action of TP on OP. For m = 0, this action is a derivation in
the usual sense. For all m, it is a ’derivation relative to the action on OP’, in the
sense that
v(af) = av(f) + v(a)f, v ∈ TˆP, a ∈ OP, f ∈ OP(m).
From (4. 1.2) we deduce, via post-multiplication, isomorphisms
(4. 1.4) TˆP(k) ≃ D
1(OP(m),OP(m+ k)), ∀m, k.
This again defines the standard action
TˆP(k)×OP(m)→ OP(m+ k).
We note that over each standard affine P = DXi ⊂ P, the identification OP
Xi→
O(1)|P induces a Lie-theoretic splitting of (4. 1.3), i.e.
(4. 1.5) TˆP|P ≃ E ⊕ TP .
Moreover, the E summand (i.e. the Euler operator) acts trivially on O(m)|P for all
m.
4.2. Construction. Fix a closed subscheme X ⊂ P = P(V ), and consider a free
resolution of its ideal sheaf I = IX :
(4. 2.6) ...→ F i =
⊕
F iα → ...→ F
0 → I
where we may assume
F iα = OP(−miα), miα > 0, ∀i.
One way to obtain some (though not all) sheaf resolutions (4. 2.6) is to start
with a graded resolution F . of the graded ideal I . = I .X and sheafify. Resolutions
obtained in this manner are said to be full. A general sheaf resolution (4. 2.6) is
obtained by sheafifying a complex of free modules which, at each stage, is exact
in sufficiently high degrees, i.e. whose cohomology is supported on the irrelevant
prime of S.
As before, we augment F . to a resolution F .+ of OX by setting F
1
+ = OP. For each
α, β, we denote by
(4. 2.7) δiαβ ∈ Hom(F
i
α,F
i+1
β ) = OP(miα −mi+1,β)
the appropriate component of the differential of the resolution.
Then we may define the (sheafy) normal atom as
N˜ = N˜X/P = Hom
.(F .,F .+).
This is a sheaf of Lie atoms (in fact, dgla’s) on P. The restriction of N˜X/P on a
standard affine open P ⊂ P is just the sheafified version of the affine normal
atom N˜X∩P/P . On the other hand, applying Γ∗ we get the global graded version
over SP, denoted NX/P.
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Now the idea, as in the affine case, is to construct the sheafy tangent atom T˜ .
as the mapping cone of a suitable map
TP ⊗F
.
+ → N˜X/P
where TP itself is identified with a mapping cone as in the Euler sequence (4.
1.3). The global graded case is analogous.
Now the terms of T˜ . are defined as follows
T˜ i = (TˆP ⊗F
i+1
+ )⊕ (E ⊗ F
i+2
+ )⊕ gl
i(I), i ≤ 0,(4. 2.8)
= gli(I)⊕Hom(F−i+1,OP), i ≥ 1.(4. 2.9)
where, as before, we identify
(4. 2.10) gli(I) = gli(F .) =
⊕
j
Hom(F j,F i+j).
So, schematically,
(4. 2.11) TX : ...→
gl−1(I) gl0(I) gl1(I)
⊕ → ⊕ → ⊕
(TˆP ⊗ F0)⊕ E TˆP Fˇ0
→ ...
(with the middle term in degree 0). As in the affine case, T˜ . will be constructed
so as to admit N˜ as subcomplex and TP ⊗ F .+ as quotient complex, thus the only
components of the differential that require definition are those going from TP⊗F .+
to N˜ .
Those components are defined as follows.
• For i = 0, the map TˆP → N˜ 1 is
(4. 2.12) v 7→
⊕
j,α,β
v(δjαβ)
(cf. (4. 1.2) and (4. 2.7))
• For i < 0, the map TˆP ⊗ F i+1γ → N˜
i+1 is
(4. 2.13) v ⊗ a 7→
⊕
j,α,β
µ(a, v(δjαβ))
where µ (abusively) denotes the composite map
Fk ⊗ Hom(F r,F s)→ Hom(F r,Fk ⊗ F s)
µ
→ Hom(F r,Fk+s−1)
where the latter µ is the map induced by the multiplication on OX as in
§3.
• form i = −1, the map E → N˜ 0 is
(4. 2.14) 1 7→
⊕
j,α
mjαidFjα .
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• For i < −1, the map E ⊗F i+2 → N˜ i+1 is
(4. 2.15) 1⊗ a 7→
⊕
j,α
miαµ(a, idFjα).
All these formulas are dictated, on the one hand, by the natural action of TˆP on
the various F iαβ, and on the other hand, by the concept of defining the differential
going into
N˜ ⊂ Hom(F .+,F
.
+) via commutator with the differential of F
.
+, as in (3. 1.11) and
(3. 1.13). Also, via the splitting (4. 1.5), they are compatible with the definition
of the affine tangent atom TX∩P (P ) for each standard affine P = DXi ⊂ P.
Next we must show that T˜ is a complex, i.e. that d2 = 0. On all terms except
those involving E, the proof is similar to the affine case, based on the fact that TˆP
acts as derivations. Alternatively, one can argue based on (3. 1.11) and (3. 1.13).
On the terms involving E, i.e. E ⊗ F i, the required vanishing is an immediate
consequence of Euler’s identity, i.e. the fact that E acts as m.id on O(m).
Thus we have defined T˜ = T˜X(P) as a complex of sheaves (of graded free OP
modules) on P. We note that the restriction of T˜ on a standard affine open P =
DXi ⊂ P is quasi-isomorphic to the sheafy version of the tangent atom T˜X∩P (P ).
Note also that by construction, there is a subcomplex T˜X/P of T˜ (omitting all the
TP ⊗ F . terms), such that T˜ is the mapping cone of a map TP ⊗F . → T˜X/P .
Next, we define an action of T˜X/P on the complex F
.(m) ∼ I(m), ∀m, analogous
to the affine case. We let N˜ act in the obvious way, as in the affine case. We
let TˆP act in the standard way on each O(k) summand of F i(m) and similarly for
E (which acts on O(k) as multiplication by −k). We note that the restriction of
this action on a standard affine P ⊂ P is compatible with the action of TX/P on F
.
defined previously, via the splitting (4. 1.5) with E acting trivially on OP .
Next, the action of T˜X/P on F . extends to an action of T˜X/P on F .+(m), where N˜
acts trivially on F1+(m) = OP(m). Similarly, there is an action of T˜X/P on N˜ , where
N˜ acts on itself via bracket (adjoint action), and TˆP and E act on each line bundle
summand O(k) ⊂ N˜ in the standard way.
Next, the action of T˜X/P on F
.
+(m) extends to an action of T˜ on F
.
+(m) via the
standard recipe
(4. 2.16) 〈a⊗ v, b〉 = µ(a, 〈v, b〉), a ∈ F i, b ∈ F j+, v ∈ TˆP
where 〈v, b〉 refers to the pairing defined previously as part of the action of TX/P
Next, we define a bracket on T˜ and T˜X/P: this is defined as the usual bracket
(signed commutator) on N and the standard bracket on TP (which is compatible
with the bracket on TˆP). As for mixed terms, we define
[v, a] = 〈v, a〉, v ∈ TˆP, a ∈ N˜
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where again 〈v, a〉 refers to the pairing defined previously. This suffices to define
a bracket on T˜X/P. We extend this to a bracket on T˜ by setting
[a⊗ v, b] = 〈a⊗ v, b〉
cf. (4. 2.16) As before, the necessary axioms (e.g. Jacobi identity, action rule
etc.) can either be easily verified directly or deduced from the corresponding
properties on the affine pieces X ∩ P ⊂ P .
This completes the construction of the tangent dgla T˜X(P) for any projective
scheme X ⊂ P. As in the affine case, we can show that
(i) the dgla quasi-isomorphism class of T˜X(P) depends only on the sub-
scheme X ⊂ P and not on the resolution and other choices;
(ii) there is a reduced version T˜ redX (P), again independent of the resolution;
(iii) the weak equivalence classes of T˜X(P) and T˜ redX (P) are independent of the
embedding X → P and depend on the isomorphism class of X only.
Remark 4.1. IfX is as above (closed in P) and X ′ ⊂ X is any open subset, the
restriction T˜X(P)|X′ yields a dgla sheaf on X ′ that will be called it tangent dgla
and denoted T˜X′(P). This extends the notion of tangent dgal to the case of an
arbitrary quasi-projective scheme.
5. ALGEBRAIC SCHEMES: TANGENT SELA
The purpose of this section is to extend the notion of tangent object (dgla
or atom) of affine schemes and their maps to the case of general (algebraic)
schemes. This extension will take the form of a semi-simplicial Lie algebra or
SELA . The reason for this added level of complexity is that, given an affine cov-
ering (Xρ) of a scheme, each tangent dgla TXρ is in reality defined with respect to
some particular affine embedding Xρ → Pρ, and these embeddings are not mutu-
ally related. Consequently, the TXρ need not glue together to a dgla, because the
restrictions of TXρ and TXσ on Xρ ∩Xσ are only weakly equivalent (and indirectly
so at that), and this relation is too weak for ordinary gluing. Nonetheless the
relation of weak equivalence is strong enough to yield a SELA .
5.1. Construction. Here we construct the tangent SELA of a separated alge-
braic scheme X over C (the separatedness does not seem to be essential, but is
convenient). To fix ideas we focus on the non-sheafy version, though the (co-
herently) sheafified version can be constructed in the same way. Let (Xρ) be an
affine open covering of X indexed by a well-ordered set, and for each ρ let Pρ be
an affine space with a closed embedding
(5. 1.1) ιρ : Xρ ⊂ Pρ.
Set Bρ = APρ. We call the system (Xρ ⊂ Pρ) an affine embedding system for X.
Note that via
Xρ ∩Xσ = ∆X ∩Xρ ×Xσ ⊂ X ×X,
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Xρ ∩Xσ embeds as a closed subscheme of Xρ×Xσ, hence of Pρ×Pσ. Similarly, for
any multi-index ρ0 < ... < ρk, we define
(5. 1.2) X(ρ0,...,ρk) = Xρ0 ∩ ... ∩Xρk , P(ρ0,...,ρk) = Pρ0 × ...× Pρk
and the natural closed embedding
(5. 1.3) ι(ρ0,...,ρk) : X(ρ0,...,ρk) ⊂ P(ρ0,...,ρk),
and we denote the ideal of the latter by I(ρ0,...,ρk). We call the system
(5. 1.4) (X(ρ0,...,ρk) ⊂ P(ρ0,...,ρk), (ρ0 < ... < ρk), k ≥ 0)
the simplicial extension of the affine embedding system (Xρ ⊂ Pρ). Note that the
defining equations for the image of ι(ρ0,...,ρk) consist of defining equations for the
images of individual embeddings ιρi , together with equations for the small diago-
nal on Xk+1. The latter are of course generated by the pullbacks of the equations
of the small diagonal in Xk via the various coordinate projections Xk+1 → Xk.
Therefore, it is possible to choose mutually compatible free resolutions for all the
I(ρ0,...,ρk), and we denote these by F
.
(ρ0,...,ρk)
. In fact, we may assume that
(5. 1.5) F 1(ρ0,...,ρk) = B(ρ0,...,ρk) :=
k⊗
0
Bρi ,
(5. 1.6) F i(ρ0,...,ρk) =
k⊕
j=0
(F iρj ⊗ B(ρ0,...,ρk))⊕∆
i
(ρ0,...,ρk)
, i ≤ 0,
where ∆.(ρ0,...,ρk) is a lifting to B(ρ0,...,ρk) of a free resolution of the small diagonal
X(ρ0,...,ρk) ⊂
k∏
j=0
Xρj and moreover for any biplex
ρk = (ρ0, .., ρk) ⊂ ρ
k+1 = (ρ0, ..., ρk+1),
if we let
πρk+1,ρk : Pρk+1 → Pρk
denote the natural projection, then we have a direct summand inclusion
(5. 1.7) π∗ρk+1,ρkF
.
ρk := π
−1
ρk+1,ρk
F .ρk ⊗ Bρk+1 → F
.
ρk+1
Putting together these groups and maps, and twisting by the appropriate sign,
i.e. ǫ(ρk, ρk+1), we get an ’extrinsic Cˇech (double) complex’
(5. 1.8) XC(OX) :
⊕
ρ0
F .+ρ0 → ...→
⊕
ρk
F .+ρk → ...
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A similar construction can be applied to any coherent sheaf on X. Actually this
complex is quasi-isomorphic to the usual Cˇech complex of OX , but we can do
more with it. Note that the map (5. 1.7) gives rise to a direct summand inclusion
π∗ρk+1,ρk(gl
.(Iρk))→ gl
.(Iρk+1),
whence a dgla map
δρk,ρk+1 : NXρk/Pρk → NXρk+1/Pρk+1
Then we can similarly construct a ’normal SELA ’
NX•/P• : ...→
⊕
ρk
NX
ρk
/P
ρk
→ ...
Likewise, we have an ’ambient tangent complex’ TP• and TP• ⊗XC(OX) and a map
(5. 1.9) TP• ⊗ XC(OX)→ NX•/P•
Finally, we define the tangent SELA of X (with reference to the simplicial system
(X•, P•)) to be the mapping cone of this, and denote it by TX•(X•, P•) or simply
TX•. This is the SELA whose value on the simplex ρk is the dgla TX
ρk
(Pρk). By
Theorem 1.3, there is an associated Jacobi-Bernoulli complex J .(TX•), which we
denote by J .X and refer to as the Jacobi-Bernoulli complex of X. Up to filtered,
comultiplicative weak equivalence, it depends only on the isomorphism class of
X as scheme over C. Therefore the deformation ring of X
RX = C⊕H
0(J .X)
∗
is canonically defined. In the next section we relate RX to flat deformations of X
over artin rings. For any artin local C-algebra S, we set
J .X,S = J
.(TX• ⊗mS)
and note that via the natural map J .X,S → J
.
X ⊗mS, any class ǫ ∈ H
0(J .X,S) yields a
local homomorphism (’classifying map’)
tǫ : RX → S.
As in the affine case, this construction may be extended from the case of
schemes to that of maps. Thus let
f : X → Y
be a morphism of schemes. Then we can choose respective affine coverings
Xα → Pα, Yα → Qα such that f(Xα) ⊂ Yα.
Then for each simplex ρk, the restriction of f yields a morphism
fρk : Xρk → Yρk ,
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and for this we have an associated tangent dgla Tf
ρk
. Putting these together, we
get a tangent SELA (with respect to the given affine coverings)
Tf : ...→ Tf
ρk
→ ...
As before, Tf can be described as a mapping cone:
(5. 1.10) Tf = cone(TX• ⊕ TY • → f
!TY •).
Thus we have SELA morphisms
Tf → TY , Tf → TX , f
!TY [1]→ Tf .
Correspondingly, we have a Jacobi-Bernoulli complex J .f , a deformation ring Rf
together with maps RX → Rf , RY → Rf .
Remark 5.1. When X is smooth, its tangent SELA is equivalent to a dgla, e.g. the
Kodaira-Spencer algebra, a soft dgla resolution of the tangent sheaf.
Remark 5.2. When X is quasi-projective, i.e. a locally closed subscheme of a
projective space P with closure X¯, we have constructed in the previous section a
tangent dgla sheaf T˜X¯(P)
5.2. Basic properties. We summarize the basic properties of the tangent SELA
TX•(X•, P•) as follows.
Theorem 5.3. (i) TX•(X•, P•) is a SELA and XC(OX)-module and acts on XC(OX).
(ii) The weak equivalence class TX• of TX•(X•, P•) depends only on X and is
functorial.
(iii) If X is smooth, TX• is weakly equivalent to the (Cˇech complex of) the usual
tangent algebra TX .
Proof. (i) The fact that TX•(X•, P•) is a SELA is clear from the construction, and
the actions by and on XC(OX) are also clear component by component.
(ii) Any two affine embedding systems (X•, P•), (X•, Q•) are dominated by a third,
say (X•, R•), and we get maps
TX•(X•, P•)→ TX•(X•, R•)← TX•(X•, Q•).
These maps are termwise weak equivalence hance, by a standard spectral se-
quence argument, overall weak equivalences as well. This proves the indepen-
dence of TX•(X•, P•) on the affine embedding system used to define it. The func-
toriality is proved similarly.
(iii) This follows from Corollary 3.4 above, since in he smooth case we may
take for each TXρ the usual tangent algebra, and these glue together properly on
overlaps. 
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6. DEFORMATIONS OF SCHEMES
6.1. Classification. Deformations of an algebraic scheme X/C can be classified
in terms of the associated tangent SELA TX and its Jacobi-Bernoulli cohomology.
Consider first the case of an affine scheme X ⊂ P (notations as in §3). Let S be
a local artinian C-algebra. Then a flat deformation of X over S is determined by,
and determines, up to certain choices, an element
(6. 1.1) φ ∈ T 1X(P )⊗mS = Hom
1(F .X , F
.
+X)⊗mS
known as a Kodaira-Spencer cochain, which satisfies the integrability condition
(6. 1.2) ∂φ = −
1
2
[φ, φ].
The deformation corresponding to φ can be determined e.g. as the subscheme of
P × Spec(S) having (F .X ⊗ S, ∂ + φ) as resolution; we may denote this by X
φ.
Now globally, let X be an algebraic scheme over C and as in §5 choose an affine
embedding system
ιρ : Xρ → Pρ.
This gives rise as in §5 to a representative for the tangent SELA TX . Now sup-
pose given a deformation X of X over S as above. This restricts for each ρ to a
deformation Xρ of Xρ, whence a Kodaira-Spencer cochain
φρ ∈ T
1
Xρ(Pρ) ⊂ T
1
X(P•),
satisfying an integrability condition as in (6. 1.2), so that the restricted defor-
mation Xρ is S-isomorphic to X
φρ
ρ . Moreover, the fact that φρ and φσ restrict to
equivalent deformations of Xρσ ⊂ Pρσ yields an S- isomorphism
(6. 1.3) Xφρρ ∩Xσ ≃ X
φσ
σ ∩Xρ;
both of these are closed subschemes of Pρσ × Spec(S) and the isomorphism (6.
1.3) extends to an S- automorphism of Pρσ × Spec(S), necessarily of the form
exp(tρσ), tρσ ∈ TPρσ ⊗mS.
Then we get two resolutions of X
φρ
ρ ∩Xσ, the ’original’ one with differential ∂ + φρ,
and the one pulled back from Xφσσ ∩ Xρ, whose differential is ∂ + φσ. It is easy to
see and well known that the two resolutions differ by an isomorphism of the form
exp(uρσ) where uρσ ∈ gl
0(F .Xρ)⊗mS. Thus all in all there is a (uniquely determined)
element
ψρσ ∈ T
0
Xρσ ⊗mS = (TPρσ ⊕ gl
0(F .Xρσ))⊗mS
such that
exp(ψρσ)(∂ + φσ) exp(−ψρσ) = ∂ + φρ.
More explicitly, the latter equation reads
∂ exp(ψρσ) = −φρ exp(ψρσ) + exp(ψρσ)φσ.
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Multiplying by exp(−ψρσ), we get
D(−ad(ψρσ))(∂ψ) = − exp(−ψρσ)φρ exp(ψρσ) + φσ
where D(x) is as in (1. 2.6), with inverse C(x) the generating function for the
Bernoulli numbers. Multiplying the latter equation by C(−ad(ψρσ)) and using the
simple identity C(−x)e−x = C(x), we conclude
(6. 1.4) ∂ψρσ = −C(ad(ψρσ))φρ + C(−ad(ψρσ))φσ.
The latter equation (6. 1.4) is just the condition that the component in bidegree
(0, 1) of the coboundary ∂ǫ(φ•, ψ•) should vanish. Also, by construction, we clearly
have
(6. 1.5) exp(ψρσ) exp(ψστ ) = exp(ψρτ )
Thus, putting (6. 1.2, 6. 1.4, 6. 1.5) together and using the derivation property of
the differentials in the Jacobi-Bernoulli complex, ǫ(φ•, ψ•) is a special multiplica-
tive cocycle in the Jacobi-Bernoulli complex J(TX)⊗mS. Conversely, given a spe-
cial multiplicative cocycle ǫ(φ•, ψ•) with values in S, the φ• data yields a collection
of deformations of the affine pieces of X, while the ψ• glues these deformations
together. These processes are inverse to each other up to an automorphism, and
are precise mutual inverses when there are no automorphisms. Hence
Theorem 6.1. Let X be an algebraic scheme over C such that H0(TX) = 0. Then for
any local artin C-algebra S, there is a natural bijection between the set of equiva-
lence classes of flat deformations of X over S and the set of local homomorphisms
from RX to S.
6.2. Obstructions. Let S be a local artin algebra, I < S an ideal contained in
the socle annS(mS) and S¯ = S/I. Let ǫ¯ = ǫ(φ¯•, ψ¯•) be a special multiplicative cocycle
with coefficients in S¯. Let φ•, ψ• be arbitrary liftings of φ•, ψ• with coefficients in
S. Thus, ǫ = ǫ(φ•, ψ•) is not necessarily a cocycle. However, it is easy to check
that the coboundary ∂ǫ lies in
(F1JX)
1 ⊗ I = (K0(TX)
2 ⊕K1(TX)
1 ⊕K2(TX)
0)⊗ I
(this is because it dies modulo I) and moreover, that ∂ǫ is a cocycle for tot(K .(TX).)⊗
I (the latter because it is a cocycle for J .X,S). Thus, we obtain a cohomology class
(6. 2.6) ob(φ¯•, ψ¯•) ∈ H
2(TX)⊗ I = H
2(tot(K .(TX)
.)⊗ I.
This class is independent of choices and represents the obstruction to lifting ǫ¯ to
a special multiplicative cocycle with coefficients in S.
Example 6.2. Let X be a quadric cone in P = P3, with equation q = x1x2 − x23. Let
f : L → X be the inclusion of the line with equations x1 = x2 = x3. Then TX is as
in Example 3.1 and f !TX [−1] is the Lie atom (special case of SELA )
ILTX → TX
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This atom, being the mapping cone of Tf → TX⊕TY , classifies deformations of the
map f together with trivializations of the corresponding deformations of X and
Y . Also, as L is smooth we may identify TL with the utual tangent algebra TL,
and there is a natural map
TL → f
!TX
whose associated Lie atom, i.e. mapping cone, is NL/X, which classifies deforma-
tions of L in X. Then it is well known that
TP ⊗OL ≃ TL ⊕ 2OL(1), NL/P ≃ 2OL(1).
The map TP ⊗OL → OL(2) vanishes on TL and has cokernel a skyscaper C at the
vertex of the cone. The kernel of the induces map NL/P → OL(2) is generated ny
x0v, x1v where
v = ∂/∂x1 − ∂/∂x2 ∈ TP (−1) ⊂ T
0
X(−1).
Thus
H
0(NL/X) ≃ {a0x0v + a1x1v : a0.a1 ∈ C} ≃ C
2,H1(NL/X) = [x
2
0] ≃ C.
Set
g = x0(x2 − x1) ∈ IL(2) = ILT
1
X .
Then the fact that g = x0v(f) shows that the element ǫ = ǫ(x0v, g) is a special
multiplicative cocycle for f !TX with coefficients in C = C[t]/(t). The obstruction to
lifting ǫ over S = C[t]/(t2) is precisely
x0v(g) = −2x
2
0 6= 0.
Therefore ǫ does not lift. In fact, since the first obstruction map goes onto
H1(NL/X), there are no higher obstructions. Therefore in dual coordinates, the
formal deformation ring is
Rˆ = Rˆ(NL/X) ≃ C[[a
∗
0, a
∗
1]]/((a
∗
0)
2),
i.e. a double ’line’; the universal deformation over Rˆ is given by ǫ(a∗0g, a
∗
0x0v+a
∗
1x1v).
Since set-theoretically the locus of lines in X is a conic, this shows the conic
occurs with multiplicity 2.
A more involved calculation that we won’t do in detail actually yields the equa-
tions of this double conic in a standard A4 neighborhood on L in the Grassman-
nian of lines in P3, which is coordinatized via the vector fields
x0v, x1v, x0w, x1w,w := ∂/∂x1 − ∂/∂x3.
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6.3. Applications: relative obstructions, stable subschemes and surjections.
Let f : X → Y be an embedding of a closed subscheme. We consider the question
of ’relative obstructions’ i.e. obstructions to lifting a given deformation of Y to a
deformation of f . These are obstructions for the mapping cone of Tf → TY , which
is the same as that of TX → f !TY (cf. (5. 1.10)). Locally, if Y → P is an affine em-
bedding, such obstructions have values in Ext1(IX/Y ,OX), where IX/Y = IX/P/IY/P
is independent of P even as complex up to quasi-isomorphism (not just weak
equivalence). Hence, global obstructions also have values in Ext1(IX/Y ,OX). In
reasonably good cases though, the obstruction group can be narrowed consider-
ably. The following result sharpens Thm. 1.1 of [9]
Theorem 6.3. Let X ⊂ Y be a closed subscheme having no component contained
in the singular locus of Y . Then obstructions to deforming X → Y relative to de-
forming Y are in
(6. 3.7) Im(Ext1Y (IX/Y /I
2
X/Y ,OX)→ Ext
1
Y (IX/Y ,OX)).
Corollary 6.4. Assumptions as in Theorem 6.3, assume additionally that X → Y
is a regular embedding with normal bundle N and H1(X,N) = 0. Then X → Y
is ’relatively unobstructed’ or ’stable’ relative to Y , in the sense that it deforms
with every deformation of Y ; furthermore the Hilbert scheme of Y is smooth of
dimension h0(X,N) at the point corresponding to X.
This Corollary generalizes a result of Kodaira [4] in the smooth case.
To sketch the proof of Thorem 6.3, first working locally, let F .Y be a free reso-
lution of IY/P and extend it to a free resolution F
.
X of IX/P , such that, termwise,
F iX = F
i
Y ⊕ F
i
X/Y
where F iX/Y is a suitable free complement, F
.
Y → F
.
X is a map of complexes (though
not a direct summand inclusion), and F .X/Y ⊗ OY , which is a quotient complex
of F .X, is a free resolution of IX/Y . We may also assume that F
.
X/Y contains a
subcomplex F .X2 (with termwise direct summands) resolving I
2
X . A deformation of
Y yields a linear map
v : F 0Y → OX .
The obstruction to lifting this to a deformation of X is given by
v ◦ δ : F−1X/Y → OX
where δ : F−1X/Y → F
0
Y is the ’connecting map’ from the resolution. δ takes a
relation among generators of IX mod IY to the appropriate linear combination of
generators of IY . Now, and this is the point, our assumption about singularities
means that no generator of IY can be in I
2
X, or more precisely, that
I2X ∩ IY ⊂ IXIY .
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This implies that δ(F−1X2 ) ⊂ IXF
0
Y . Since v is OP -linear, it follows that the composi-
tion v◦δ is zero on F−1X2 and lives in the image as in (6. 3.7). This proves the result
in the affine case, and the extension to the global case is straightforward. .
If Y is a projective locally complete intersection, the reduced tangent algebra
redT Y has an important numerical property related to the dualizing sheaf of Y .
Namely, viewing redT Y as an element in the Grothendieck group K(Y ) of vector
bundles (or coherent sheaves), it has a well-defined determinant line bundle, and
we have
(6. 3.8) det( redT Y ) = ω
−1
Y = ω
−1
P det(NY/P )
where P is an ambient projective space. Indeed this follows immediately from the
construction of the dualizing sheaf and the discussion of Serre duality theory in
[1]. This, together with the fundamental dimension inequality, Corollary 1.5, can
be applied to study deformations of maps of curves to varieties:
Theorem 6.5. Let f : X → Y be a map of a smooth projective curve of genus g to
a projective locally complete intersection variety of dimension n such that f(X) is
not contained in the singular locus of Y . Then the space Deff(f) of deformations of
f fixing X, Y is of dimension at least χ = X.ω−1Y + n(1 − g); moreover, L if χ > 3, g =
0, > 1, g = 1, or > 0, g > 1, f admits deformations so that f(X) moves.
Proof. In our case f ! redT Y is a finite complex of vector bundles on X, acyclicl in
degrees 6= 0, 1. By Riemann-Roch, we have
(6. 3.9) χ(f ! redT Y ) = (h
0 − h1)(f ! redT Y ) = X.ω
−1
Y + n(1− g).
Therefore by Corollary 1.5, our conclusion follows. 
Next we consider an application to surjections is (compare [9], Thm 2.1):
Theorem 6.6. Let f : X → Y be a projective morphism with
f∗(OX) = OY , R
1f∗(OX) = 0.
Then f deforms with every deformation of X.
Proof. Here we use the fact that the mapping cone of Tf → TX is equivalent to
that of TY → f !TY . To prove the result it suffices to show the following
(*) the natural map TY → f
!TY induces a surjection on H
1 and an injection on H2.
Indeed the H1-surjectivity property implies that any first-order deformation of
X lifts to a deformation of f ; then the H2-injectivity property allows us to extend
this inductively, via obstruction theory (§3.2), to nth order deformations. To
prove (*), note that f !TY can be represented by the tensor product TY ⊗ XC(OX),
which is a double complex with terms T iY ⊗XC
j(OX). Then the spectral sequence
of a double complex (or an elementary substitute) yields our conclusion. 
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Morphisms f satisfying the hypotheses of the Theorem occur in diverse situ-
ations, e.g. regular fibre spaces and resolutions of rational singularities. The
Theorem says that those schemes which admit a structure such as f form an
open neighborhood of X in Moduli.
Theorem 6.7. Let f : X → Y be a proper surjective morphism e´tale in codimension
1 where X is normal. Then any deformation of f is determined by the associated
deformation of Y .
Proof. It will suffice to prove that the mapping cone TX → f !TY is exact in degrees
≤ 1. Working locally, we may view X as a subscheme of Y ×R, R an affine space,
and consider a free resolution J . of the ideal of X in Y × R. Let K be the kernel
of the natural map Hom(J0,OX) → Hom(J
−1,OX). Then K is a torsion-free OX
module and the natural map k : TR ⊗OX → K is an isomorphism in codimension
1 by our assumption that f is e´tale in codimension 1. As X is normal, this easily
implies k is an isomorphism, which proves our assertion. 
Corollary 6.8. A small resolution of a singularity Y is (infinitesimally) rigid relative
to Y ; hence the set of small resolutions of a given Y is at most countable.
Smallness is of course an essential hypothesis here. One wonders, however,
whether ’countable’ may be replaced by ’finite’ in the conclusion.
Under stronger hypotheses on the size of the exceptional locus, we can actually
identify the deformations of f and Y (compare [9], Thm. 3.5):
Theorem 6.9. Let f : X → Y be a proper surjective morphism e´tale in codimension
2 with X locally Cohen-Macaulay everywhere and lci in codimension 2. Then any
deformation of Y lifts to a deformation of f .
Proof. We work as in the proof of Theorem 3.6. As there, consider the complexes
KY : ...F
−1
1,Y ⊗OY → F
0
Y ⊗OY → ΩQ ⊗OY ,
KX : ...F
−1
1,Y ⊗OX → F
0
X ⊗OX → ΩP ⊗OX ,
as well as the complex on X:
f !KY : ...F
−1
1,Y ⊗OX → F
0
Y ⊗OX → ΩQ ⊗OX
As in the aforementioned proof, we have
Hom.(KY ,OY ) ≃ TY ,Hom
.(KX ,OX) ≃ TX ,Hom
.(f !KY ,OX) ≃ f
!TY .
Now let Kf be the mapping cone of the functorial map f
!KY → KX (cf. subsubsec-
tion 3.2.7; this cone is a complex in degrees ≤ 1, and its cohomology is supported
on the non-e´tale locus of f , which has codimension ≥ 3 in X. Thefore it follows
from Ischebeck’s theorem as in the proof of Theorem 3.6 that we have
Exti(Kf ,OX) = 0, i ≤ 2.
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From this is follows that the natural map
H i(TX)→ H
i(f !TY )
is bijective for i ≤ 1 and injective for i = 2; in other words,
(⋆) the map TX → f
!TY is a weak equivalence.
From this last statement the Theorem follows by a purely formal, standard
argument that runs as follows. Given an artinian local algebra S and a local
homomorphism
φY : R(TY )→ S,
we see by using (⋆) and artinian induction that the induced map f !φY : R(f
!TY )→
S lifts to a map φX : R(TX) → S, and this means precisely that φY lifts to a
deformation (φX , φY ) of f . 
Remark 6.10. The Theorem does not extend to morphisms with a codimension-2
exceptional locus; for example, it fails for a small resolution of a 3-fold ODP.
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