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Die vorliegende Arbeit befasst sich mit Simulationen im longitudinalen Phasenraum von
Linearbeschleunigern. Das Thema gliedert sich hierbei in zwei Abschnitte. Zum Einen
wird die Parameteroptimierung eines Linearbeschleunigers behandelt, wobei ein Opti-
mierungsproblem definiert wird und Lösungen für in Planung befindliche Beschleuniger-
strukturen dargestellt werden. Zum Anderen behandelt diese Arbeit eine Erweiterung
des physikalischen Modells für den longitudinalen Phasenraum, um Raumladungseffekte
für hochrelativistische Elektronenstrahlen in Linearbeschleunigern zu simulieren. Auf-
bauend auf diesem Modell können Mikromodulationen und deren Verstärkung simuliert
werden. Betrachtungen dieser Art sind von essentieller Bedeutung für den sogenannten
FEL (Free-Electron Laser) Prozess und erlauben Parameterstudien für den Aufbau und
Betrieb künftiger Beschleuniger.
Die hier betrachteten Linearbeschleuniger sind alle Lichtquellen, wobei die Beschleuniger
thematisiert werden und die Prozesse der Lichterzeugung ausschließlich der Vollständig-
keit halber im ersten Kapitel Erwähnung finden. Das zweite Kapitel widmet sich der
zugrunde liegenden Teilchendynamik und den einzelnen Bauteilen der Linearbeschleu-
niger und deren Beschreibung im longitudinalen Phasenraum. Gleichzeitig ist es eine
Übersicht über die Formulierungen im Programmpaket LiTrack, das Ausgangspunkt für
die vorliegende Arbeit ist [7]. Aufbauend hierauf wird im folgenden Kapitel das Optimie-
rungsproblem formuliert sowie dessen Lösungen diskutiert und numerische Ergebnisse
dargestellt. Im vierten Kapitel werden die unterschiedlichen Raumladungsmodelle aufge-
stellt und erläutert; hierzu ergänzend dient Anhang B als Zusammenfassung der Max-
wellschen Theorie. Mit den Raumladungsmodellen als Grundlage ist das fünfte Kapitel
der Berechnung der Mikromodulationverstärkung gewidmet und liefert entsprechende




Dieses einleitende Kapitel soll die Begriffswelt der Beschleunigertechnik einführen und
einen Abriss der Entwicklungen auf diesem Gebiet aufzeigen. Angefangen bei den ersten
Versuchen soll eine Brücke zu den modernen Forschungsprojekten auf den Gebieten der
Teilchen und Photonen geschlagen werden. Die Entwicklung der Lichtquellen und die
Nahziele der Forschung werden eingeführt und erläutert, wobei grundsätzliche Konzepte
der Freie-Elektronen Laser dargestellt werden.
1.1. Beschleuniger im Wandel der Zeit
Die Experimente von Lord Rutherford am Anfang des vergangenen Jahrhunderts
legten den Grundstein für die Untersuchung der Atomstruktur unter Verwendung von
Teilchen hoher Energie. Die erste Elementumwandlung gelang Rutherford 1919. Seine
weitere Arbeit mündete in der 1927 aufgestellten Forderung nach Teilchen hoher Energie
zur Untersuchung der Kernstruktur von Atomen.
Der erste auf zeitlich veränderlichen Feldern basierende Linearbeschleuniger wurde durch
Gustaf Ising vorgeschlagen [48]. Rolf Wideröe konnte den ersten Linearbeschleuni-
ger nach Isings Vorbild 1928 in Aachen am Lehrstuhl Walter Rogowskis in Betrieb
nehmen, vgl. [99]. Die hier durch Wideröes Arbeit geschlagene Brücke zwischen Elek-
trotechnik und Physik wurde zum Vorläufer aller heute verwendeten HF-Beschleuniger
und erreichte eine Energie von 50 keV mit einer Driftstrecke. Ausgehend von Wide-
röes Dissertation baute Ernest Lawrence das erste Zyklotron und konnte 1931 einen
Linac1 nach Wideröes Vorbild auf 1.26MeV unter Verwendung von 30 Driftstrecken
zu je 42 keV realisieren, dieser wurde 1934 auf eine Energie von 2.85MeV erhöht. John
Cockroft und Ernest Walton gelang 1932 erstmals eine künstliche Kernzertrümme-
rung am Cavendish Laboratory in Cambrige unter Verwendung eines Gleichspannungs-
beschleunigers.
Sowohl synchrone Beschleunigung als auch Fokussierung mit alternierenden Gradienten
erlaubte die Entwicklung von Teilchenbeschleunigern für höhere Energien ab ca. 1945.
Die neue Beschleunigergeneration hat die gleiche Bedeutung für die Elementarteilchen-
physik wie die früheren Beschleuniger für die Kernphysik. Luis Alvares schlug 1946
einen Protonenbeschleuniger basierend auf einer linearen Anordnung von Driftstrecken
innerhalb eines Resonators vor. Dieser 12m lange Linac wurde mit 200MHz betrieben
1Linear Accelerator - Linearbeschleuniger
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und beschleunigte Protonen von 4MeV auf 32MeV. Etwa zur gleichen Zeit (1955) wur-
de in Stanford eine Einzelresonator-Beschleunigerstruktur für relativistische Elektronen
vorgeschlagen, die auf einem Hohlleiter mit Irisblenden basierte. Die beiden letztgenann-
ten Projekte waren der Ursprung der modernen Protonen- und Elektronenbeschleuniger.
1966 wurde der 3 km lange Linearbeschleuniger am SLAC (Stanford Linear Accelerator
Center) in Betrieb genommen, der 20-22GeV erreichte. 1989 erfolgte ein Umbau zum
Elektronen-Positronen Collider, wobei jeweils 52GeV erreicht werden konnten.
Seit den 1990er Jahren herrscht in der Physik Einigkeit darüber, dass Positron - Elektron
Kollisionen bei Schwerpunktenergien von 500 GeV - 1000 GeV ein tieferes Verständnis der
Elementarteilchenphysik versprechen. Der einzige bisher realisierte Kollider ist der Stan-
ford Linear Collider (SLC) mit 91 GeV.
Die Kollisionen höchster Schwerpunktenergie wurden am CERN (Conseil Européen pour
la Researche Nucléaire) mit dem Large Elektron Positron Collider (LEP) erreicht. Der
LEP war ein Kreisbeschleuniger mit einem Durchmesser von 27 km und erreichte Ener-
gien im Bereich von 209 GeV. Der LEP wurde bis 2000 betrieben. Seit 2001 erfolgte
die Konstruktion des Large Hadron Colliders (LHC) im LEP-Tunnel. Der LHC soll für
Protonen - Protonen Kollisionen bei einer Energie von 14 TeV verwendet werden. Die
Ergebnisse des LHC stellen das Komplement der möglichen Ergebnisse eines Positron -
Elektron Linearkolliders dar. In Summe haben die Ergebnisse beider Beschleuniger das
Potential, eine neue Sichtweise der Teilchenphysik zu ermöglichen.
1992 wurde am Deutschen Elektronen-Synchrotron die TESLA-Collaboration (TeV Ener-
gy Superconducting Linear Accelerator) gegründet. Gleichzeitig starteten Arbeitsgrup-
pen am SLAC in den USA und am National Laboratory for High Energy Physics (KEK)
in Japan mit dem Entwurf eigener Linearkollider-Designs. Beide basieren jedoch im Ge-
gensatz zum TESLA auf Normaltemperatur-Beschleunigern.
1997 wurde ein Freie-Elektronen Laser (FEL) für Röntgenstrahlung als Teil des Line-
arkolliders auf TESLA Technologie basierend vorgeschlagen. Aufgrund des hohen Inter-
esses am Einsatz von FELs in Forschungsgebieten der Chemie, Biologie, Werkstoffkun-
de etc. werden weltweit weitere Projekte betrieben. Die Linear Coherent Light Source
(LCLS) am SLAC war der erste Vorschlag einer auf einem Linearbeschleuniger basieren-
den Röntgenlichtquelle und ging 2009 in Betrieb. Obwohl der TESLA Linearcollider
und der Röntgenlaser als gemeinsame Anlage geplant waren, gingen diese mit dem Ziel
der höheren Flexibilität in das europäische Röntgenlaserprojekt XFEL (X-Ray Free
Electron Laser) und den ILC (International Linear Collider) auf. Der ILC soll Elektronen-
Positronen Kollisionen mit Schwerpunktenergien von 0.5-1TeV ermöglichen und ist zu
diesem Zweck mit einer Länge von 31 km ausgelegt. Der XFEL soll Röntgenstrahlung
mit Wellenlängen bis unter 1Å ermöglichen. Beide Beschleuniger basieren auf der selben
supraleitenden Technologie.
Ende der 1990er Jahre wurde die TESLA-Test Facility (TTF) zur Erprobung von su-
praleitenden Beschleunigern aufgebaut. Darüber hinaus wurde das SASE-FEL Prinzip
für vakuum-ultraviolette Strahlung im Bereich von 80 nm bis 180 nm getestet. Mit dem
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Ziel der Erweiterung der Testumgebung wurde die ursprüngliche TTF durch eine neue
ersetzt, welche 2004 in Betrieb ging und Licht im Bereich von 6 nm bis 100 nm erzeug-
te. Die TTF ging in den F ree-electron -LASer in H amburg (FLASH) über und war
seit 2005 die weltweit erste und bis 2009 einzige Quelle dieser Art für weiche Rönt-
genstrahlung. Im Frühjahr 2010 wurde FLASH erweitert und erreichte eine Energie von
1.25GeV. Die Erweiterung durch ein HF-Modul bei 3.9GHz2 und Optimierung erlaubt
FEL Pulse von 4.1 nm und arbeitet somit im Wasserfenster [54]. Aktuell wird eine Er-
weiterung der FLASH Anlage durch FLASH II vorangetrieben. Die aktuelle Forschung
am FLASH widmet sich u.a. der Aufgabe, die Wellenlänge des FEL Pulses auf 2 nm zu
senken. FLASH dient weiterhin als Testanlage, insbesondere für das europäische Rönt-
genlaserprojekt. Die Bauarbeiten für den XFEL wurden 2009 begonnen und sollen bis
2014 andauern. [35,74]. Abbildung 1.1 veranschaulicht die Dimensionen des XFEL in m
und stellt gleichzeitig eine Gegenüberstellung zu den schematischen Darstellungen der
Anlage. Das Thema dieser Arbeit bezieht sich auf die Abschnitte zwischen Injektor und
Collimator.
2Die TESLA Arbeitsfrequenz ist 1.3GHz. Eine Verwendung von Modulen mit der Arbeitsfrequenz der
dritten Harmonischen erlaubt die Linearisierung des Phasenraumes und weitere Möglichkeiten der


































1.2. Entwicklung der Synchrotronstrahlungsquellen
Wilhelm Conrad Röntgen nahm im Jahre 1895 die erste Bremsstrahlungsquelle in
Betrieb, die später nach ihm benannte Röntgenröhre. In einem Beschleuniger konnte
Bremsstrahlung erstmalig an einem Synchrotron im Jahre 1947 beobachtet werden und
wurde entsprechend benannt. Die Leistungsfähigkeit der Lichtquellen, deren Maßstab die
Brillianz3 ist, steigerte sich seit dieser Zeit um mehrere Größenordnungen, vgl. 1.2.
Abbildung 1.2.: Durchschnittliche Strahlbrillianz [1]
Die Synchrotronlichtquellen werden in vier Generationen eingeteilt. Die erste Generation
der Lichtquellen zeichnete sich durch eine parasitäre Nutzung von Kollidern aus, wo-
bei die in den Ablenkmagneten erzeugte Synchrotronstrahlung genutzt wurde. Für die
Lichtquellen der zweiten Generation wurden die Beschleuniger mit dem Ziel der Lichter-




Abschnitt 1.3.2. Der Einsatz von Wigglern erlaubt eine Intensitätssteigerung des Lichtes
um mehrere Größenordnungen. Eine Lichtquelle der zweiten Generation ist u.a. DORIS
III4 am DESY. Diese Lichtquellen zeichnen sich durch einen relativ breiten Elektronen-
strahl aus, welcher einem breiten Lichtstrahl erzeugt. Die Strahlung eignet sich für die
Untersuchung von cm- und mm-Bereich [35].
Für kleinere Strukturen oder Experimente, die eines stark gebündelten Strahls bedür-
fen, sind Lichtquellen der zweiten Generation nicht ausreichend. Seit den 1990er Jahren
befinden sich speziell für diese Aufgabe konzipierte Speicherringe im Einsatz, die sich
durch einen kleinen Elektronenstrahlquerschnitt auszeichnen. Die Verwendung von Un-
dulatoren liefert eine um weitere Größenordnungen erhöhte Strahlbrillianz, vgl. Abb. 1.2
und Abschnitt 1.3.2. Seit 2009 befindet sich PETRA III5 als eine Lichtquelle der dritten
Generation am DESY in Betrieb. Diese Anlage erzeugt Strahlung mit kohärenten An-
teilen, so dass Experimente ermöglicht werden im Sub-Mikrometer-Bereich mit harter
Röntgenstrahlung möglich sind. Dies wäre mit Quellen der zweiten Generation nicht
möglich. PETRA III erlaubt Experimente im Sub-Mikrometer-Bereich mit harter Rönt-
genstrahlung.
Der weiteren Brillianzsteigerung in einem Kreisbeschleuniger sind physikalische Grenzen
gesetzt. Die Elektronen werden durch Magnetfelder auf Kreisbahnen gehalten und passie-
ren Wiggler sowie Undulatoren zur Lichterzeugung. Diese Einflüsse, sowie die Erzeugung
von Synchrotronstrahlung sind nicht rückwirkungsfrei, so dass die Teilchen aus der Bahn
gelenkt werden. Eine höhere Bündelung des Elektronenstrahls, als in den Anlagen der
dritten Generation ist somit nicht möglich. Dadurch ist die Brillianz des erzeugten Lich-
tes begrenzt. Die aktuelle Forschung befasst sich mit dem Aufbau von Freie-Elektronen-
Lasern, die auf Linearbeschleunigern basieren. Das europäische Röntgenlaserprojekt
XFEL stellt hierbei das größte aktuelle Vorhaben dar. Abbildung 1.3 veranschaulicht
das durch unterschiedliche Magnetanordnungen erzeugte Licht. Die Steigerung der Bün-
delung des Lichtes spiegelt sich in Abbildung 1.2 wieder. Die folgenden beiden Abschnitte
erläutern Wiggler, Undulatoren sowie die Besonderheit des FEL. Eine weiterführende und
ausführliche Betrachtung der Synchrotronstrahlung ist in [103] zu finden.
1.3. Grundlagen des Freie-Elektronen-Lasers
Der Freie-Elektronen-Laser (FEL) wurde erstmals 1971 durch John Madey beschrieben
[61]. In den 1970er Jahre konnte der erste FEL durch eine Arbeitsgruppe um Madey in
Stanford realisiert werden und wurde im Infrarotbereich bei einer Wellenlänge von 12µm
betrieben. Allerdings erlangte diese Technologie erst in den letzten Jahren an Wichtigkeit





Abbildung 1.3.: Erzeugung von Strahlung durch verschiedene Magnetanordnungen [1]
1.3.1. Lichterzeugung im konventionellen Laser
Die Lichterzeugung in einem konventionellen LASER7 basiert auf der stimulierten Emis-
sion. Abbildung 1.4(a) zeigt das Schema eines Drei-Niveau-LASERs bestehend aus einem
optischen Resonator, einer Energiepumpe und einem aktiven Medium. Um eine Absorp-
tion der Photonen zu vermeiden und eine Verstärkung der Strahlung zu erreichen, ist
es notwendig, dass stimulierte Emissionen häufiger vorkommen als Absorptionen. Um
diese Besetzungsinversion zu ermöglichen, wird ein höheres Energieniveau E3 eingeführt.
Die Elektronen des aktiven Mediums werden durch Pumpen vom Energieniveau E1 auf
das höhere Niveau E3 angehoben und fallen wieder auf das Energieniveau E2 zurück.
Der Übergang E3 → E2 ist wahrscheinlicher als E3 → E1 und somit schneller als der
Übergang E2 → E1, was eine stetige Erhöhung der Elektronen im Niveau E2 hervorruft.
Der optische Resonator ist mit einem Mode angeregt und alle Photonen befinden sich
im gleichen Quantenzustand, so dass die Wahrscheinlichkeit für die stimulierte Emission
E2 → E1 proportional zur Anzahl der Photonen ist. Die Lichtverstärkung entsteht durch
die Interaktion zwischen Photon und entsprechend angeregtem Elektron, welches beim
Niveauübergang ein exakt gleiches (kohärentes) Photon emittiert.




(a) Prinzip eines Lasers (b) Undulator Strahlung
Abbildung 1.4.: Gegenüberstellung eines konventionellen Lasers und der Undulatorstrah-
lung [73]
1.3.2. Lichterzeugung im Undulator
Undulatoren bestehen aus einer linearen Folge von Dipolmagneten, deren Nord-Süd Po-
larisation alterniert vlg. Abb. 1.4(b). Die aus dem Beschleuniger kommenden Elektronen
beschreiben eine sinusförmige Bahn, können jedoch nicht mehr klassisch beschrieben
werden. Für das Verständnis der Vorgänge im Undulator sind drei Konsequenzen der
Speziellen Relativitätstheorie [29] zu betrachten:
• relativistische Massenzunahme,
• Lorentzkontraktion,
• Blauverschiebung der emittierten Frequenz gegenüber dem Ruhesystem.
Bezogen auf das Inertialsystem des Elektronenpaketes ist der Undulator in der Länge
kontrahiert, was die Periodizität der Magnete verkürzt. Die Oszillation der Elektronen
erzeugt eine hochfrequente Strahlung. Die emittierte Strahlung erscheint aufgrund des
relativistischen Dopplereffektes im Laborsystem frequenzverschoben. Die Konsequenz
aus der Längenkontraktion und Dopplereffekt ist die Multiplikation beider Effekte. Das
Elektronenpaket beim FLASH verfügt über eine kinetische Energie von 1.25GeV was
einem Lorentzfaktor von γ ≈ 2500 entspricht. Hieraus folgt unter Berücksichtigung der
Lorentzkontraktion und des Dopplereffektes eine emittierte Wellenlänge, die um ca.

















Hierbei entsprechen λu der Undulatorperiode (vgl. Abb. 1.4(b)) und Bu der magneti-
schen Flussdichte im Undulator. Die Größen e und me sind die Elementarladung und die
Ruhemasse des Elektrons. Der Undulatorparameter definiert auch den Unterschied zwi-
schen einem Wiggler und einem Undulator. Für K  1 spricht man von einem Wiggler
und für K ≤ 1 von einem Undulator [70, 73]. Hierbei zeichnen sich die Wiggler gegen-
über den Undulatoren durch eine höhere Auslenkung des Elektronenpaketes aus. Die in
einem Magnetfeld durch relativistische Elektronen emittierte elektromagnetische Strah-
lung konzentriert sich in einer schmalen Keule mit dem Öffnungswinkel von 1/γ. Der




Das Licht eines Wigglers verfügt somit über ein quasi-kontinuierliches Spektrum und
ähnelt der Synchrotronstrahlung eines Ablenkmagnets. Die Strahlung eines Undulators
zeichnet sich durch ein nicht kontinuierliches Spektrum und annähernd monochromati-
sches Licht aus, vgl. Abbildung 1.3 und [73]. Wie aus Gleichung (1.1) zu ersehen ist, kann
die Frequenz des Lichtes in einem Undulator durch eine Änderung der kinetischen Energie
des Elektronenpaketes variiert werden. In einem Undulator oszillieren die einzelnen Elek-
tronen eines Paketes unabhängig voneinander. Bezogen auf ein Elektronenpaket mit Ne
Ladungsträgern ist die abgestrahlte Energie um ein Ne-faches höher als die Energie eines
einzelnen Elektrons, wobei alle Ladungsträger kohärent sein müssen. Eine weitere Stei-
gerung der emittierten Energie kann nur erreicht werden, indem alle Ladungsträger eines
Elektronenpaketes in einem Bereich konzentriert werden, der kleiner als die Wellenlän-
ge des emittierten Lichtes ist. Dadurch erscheinen alle Ladungsträger als Makropartikel.
Die betrachteten Elektronenpakete verfügen über eine Ladung von Q ≈ 1 nC, was einer
Anzahl von etwa Ne = 109 Elektronen pro Paket entspricht. Die Konzentration einer
solch hohen Anzahl von Ladungsträgern auf einen so geringen Bereich ist auf Grund der
Raumladungskräfte nicht realisierbar.
1.3.3. Lichterzeugung im Freie-Elektronen-Laser
Die Elektronen im Undulator sind ungebunden und bewegen sich im Vakuum allerdings
ist eine Analogie zum konventionellen Laser möglich. Hierbei ist zu berücksichtigen, dass
das Elektronenpaket sowohl die Rolle des aktiven Mediums als auch die der Energie-
pumpe übernimmt, wobei die Energiequelle der Pumpe durch die kinetische Energie des
relativistischen Elektronenpaketes ersetzt wird. Die laserinduzierte Modulation von hö-
herer zu niedrigerer kinetischer Energie ersetzt die stimulierte Emission. Hierbei kommen
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entweder optische Laser oder die spontanen selbst-erzeugten Felder der Elektronen zum
Tragen. Der Freie-Elektronen-Laser ist in [73] und [70] ausführlich beschrieben.
FELs niedriger Verstärkung
Niederverstärkende Freie-Elektronen-Laser bestehen aus einem Undulator und einem Zir-
kularbeschleuniger, wobei ein optischer Resonator die Besonderheit des Aufbaus darstellt,
vgl. Abb. 1.5(a). Die Elektronenpakete befinden sich auf einer Kreisbahn und passieren
den Undulator bei jedem Umlauf. Diese niedrigverstärkenden FELs erzeugen Licht im
infraroten und optischen Bereich. Die zunehmende nicht-Reflektivität der Spiegelmateria-
lien bei hohen Frequenzen bestimmt hierbei die physikalische Obergrenze der Frequenz.
Sowohl eine spontane Emission von Licht mit einer Eigenfrequenz des optischen Reso-
nators als auch eine Initiierung durch konventionelle Laser sind geeignet, um den Laser-
prozess zu beginnen. In Anlehnung an die Laserphysik spricht man dann von einem FEL
Oszillator oder FEL-Verstärker. Ein Energieaustausch zwischen den Ladungsträgern des
Elektronenpaketes und einer TEM Welle gleicher Propagationsrichtung ist nicht möglich,
so dass eine transversale Geschwindigkeitskomponente des Elektronenpaketes notwendig
ist. Diese Flugbahn wird im Undulator erzeugt. Die Geschwindigkeitskomponente vx
muss parallel zum elektrischen Feld Ex der TEM-Welle sein, damit ein Energietransfer
vom Ladungspaket zur Lichtwelle ermöglicht wird, vgl. Abb. 1.5(b).
(a) FEL niedriger Verstärkung (b) Energietransfer FEL
Abbildung 1.5.: Prinzip eines niederverstärkenden FELs [73]








Da die Geschwindigkeit der Elektronenpakete in z Richtung sowohl aufgrund der Masse
der Elektronen als auch wegen der sinusförmigen Trajektorie im Undulator geringer als
12
die Lichtgeschwindigkeit c sein muss, ist der konstante Energietransfer zwischen Elektro-
nen und Licht ein Problem. Gemäß Abbildung 1.5(b) ist ein konstanter Energietransfer
im Falle eines „Schlupfes“ der Lichtwelle um die halbe Undulatorwellenlänge möglich.
Dieses trifft lediglich für bestimmte Frequenzen zu. Gleichung 1.1 beschreibt die Wellen-
länge des Lichtes für den Freie-Elektronen-Laser.
Bei jedem Durchgang durch den Undulator wird Licht emittiert, so dass eine niedrige Ver-
stärkung des Lichtes vorliegt. Daher werden diese FELs als Low-Gain FEL8 bezeichnet,
obwohl Energien im Bereich von einigen Gigawatt erreicht werden können.
FELs hoher Verstärkung
Freie-Elektronen-Laser für VUV9- und Röntgenstrahlung verfügen über keine Spiegel
und somit über keinen optischen Resonator. Aus diesem Grund muss die Laserverstär-
kung und Sättigung in einer einzigen Undulatorpassage realisiert werden. Der Vorteil
hochverstärkender FELs gegenüber der gewöhnlichen Undulatorstrahlung ist der qua-
dratische Anstieg der Intensität mit der Anzahl der kohärent strahlenden Elektronen.
Hierfür ist es notwendig, dass die Elektronenpakete eine weitaus geringere longitudinale
Abmessung aufweisen als die Wellenlänge des Lichtes. Wenn es möglich wäre, alle Teil-
chen eines Elektronenpaktetes in ein Volumen, welches kleiner als die Wellenlänge des
Lichtes ist, zu komprimieren, erhielte man ein nahezu als Punktladung strahlendes Ma-
kropartikel. Aufgrund der hohen Raumladungskräfte ist es nicht möglich bei den vorlie-
genden Energien, alle Teilchen in einem Punkt zu vereinen, da in einem Elektronenpaket
einige 109 Elektronen enthalten sind. Eine Lösung dieses Problems ist das sogenannte
„Mikro-Bunching“. Geladene Ladungsträger passieren einen Undulator entlang einer si-
nusförmigen Trajektorie, wobei die Teilchen höherer Energie eine schmalere Bahn als
Teilchen geringerer Energie beschreiben. Das Besondere hierbei ist, dass der Energie-
austausch zwischen Licht und Elektron die Flugbahn ändert, wobei einige Elektronen
beschleunigt werden und andere zurückfallen. Die Elektronen sind aufgrund ihrer Masse
langsamer als das Licht und fallen somit entlang des Undulators zurück. Einige Elektro-
nen fallen um genau eine Wellenlänge λph pro Periode λu zurück, manche etwas mehr
und andere etwas weniger. Dieses ist das so genannte Mikrobunching. Abbildung 1.6
zeigt die numerische Simulation des Mikrobunchingprozesses. Die Teilchen sind in einer
(x, ζ)-Darstellung abgebildet, wobei x den horizontalen Abstand von der Undulatorachse
und ζ die interne longitudinale Strahlkoordinate beschreibt. (a) initiale Gleichverteilung
(b) Begin des Mikrobunching (c) voll entwickelte Mikrobunche mit der Wellenlänge λL.
Hierbei ist zu berücksichtigen, dass die Elektronen nach einer Periode um eine Wel-
lenlänge des Lichtes zurückgefallen sind. Der Prozess ist repetetiv und endet mit dem
Undulator, wo sich alle Elektronen in einem Bereich aufhalten, in dem kein Energieaus-





Abbildung 1.6.: Numerische Simulation des Mikrobunching [73]
der zugrundeliegenden Undulatorstrahlung. Die entstandenen Mikropakete geben nach
wie vor Strahlung im Undulator ab, wobei das resultierende Licht wegen der kohären-
ten Überlagerung um mehrere Größenordnungen intensiver ist. Der Betrieb eines FELs
bedarf eines initialen Lichtes, um dieses weiter zu verstärken. Für kurzwelliges Licht im
VUV- und Röntgenbereich stehen keine konventionellen Laser zur Verfügung. Die benö-
tigte Anfangsbedingung wird durch selbstverstärkende spontane Abstrahlung (SASE10)
aus dem Rauschen heraus hervorgerufen [70,73]. Diese Dichtemodulation in der Elektro-
nenverteilung baut sich exponentiell entlang des Undulators auf und erzeugt einen ent-
sprechend exponentiellen Anstieg der kohärenten Strahlung, (vgl. Abb. 1.7). Dargestellt
sind Messdaten (rot) des SASE FEL der TESLA Test Facility gegenüber der theoreti-
schen Vorhersage (blau) bei einer Elektronenenergie von 245MeV. Die Darstellung des
Mikrobunching ist schematisch. Eine Lasersättigung ist bei einer Position von 12m er-
reicht. Hier sind die Mikropakete voll ausgeprägt und ein weiterer Leistungsanstieg des
Laserprozesses kann ausgeschlossen werden.
1.4. Anforderungen an die Qualität des Elektronenstrahls
Der SASE Prozess stellt hohe Anforderungen an die Elektronenpakete für den Betrieb
eines Röntgen-FELs. Bei der Realisierung eines hochverstärkenden Freie-Elektronen-
Lasers ist die Gainlänge eine fundamentale Kenngröße des Systems. Das ist die Länge bei,
der die Leistung des Lasers um exp(1) ≈ 2.718 angestiegen ist. Im Falle des FLASH liegt
diese Länge bei 1m. Die Gainlänge hängt vom Spitzenstrom Ipk des Elektronenpaketes
ab, wobei mehrere 1000A notwendig sind. Sie steigt mit einer Erhöhung der Bunchener-
gie, wobei die FEL Wellenlänge entsprechend verringert wird. Bei FLASH beträgt die
Länge des Undulators 27m für harte Röntgenstrahlung im Wellenlängenbereich einiger
10self-amplified spontaneous emission
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Abbildung 1.7.: Exponentieller Anstieg der FEL Energie E als Funktion der Position im
Undulator [73]
Å übersteigt die nötige Undulatorlänge 100m. Eine weitere Anforderung ist ein mini-
maler Strahlquerschnitt, wobei die normierte Emittanz eine Kenngröße darstellt. Durch
die Beschleunigung in den Kavitäten sinkt die normierte Emittanz reziprok proportional
zur Strahlenergie, allerdings können Störeffekte wie Kielwellenfelder eine Erhöhung der
normierten Emittanz zur Folge haben. Die dritte Anforderung ist eine sehr geringe Breite
der Energieverteilung des Strahls, um einen Sättigungseffekt des Lasers zu erreichen.




Gemeinsam können diese Forderungen nach dem heutigen Wissensstand ausschließlich
durch einen Linearbeschleuniger erfüllt werden, wobei die notwendigen Spitzenströme
ausschließlich durch magnetische Bunch-Kompressoren realisierbar sind. Es scheint tech-
nisch nicht erfolgversprechend lösbar zu sein, einen solch ultrakurzen Strahl in einem
Speicherring aufrechtzuerhalten, ohne die Raumladungsverteilung zu zerstören. Damit
ist ein Konzept wie bei den nieder-verstärkenden FELs ausgeschlossen.
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Die hier vorliegende Arbeit befasst sich mit der Simulation und Optimierung des Elek-
tronenstrahls um diese drei besonderen Anforderungen im longitudinalen Phasenraum
schnell abschätzen zu können. Gleichzeitig wird die Möglichkeit geschaffen, Raumladungs-




Dieser Abschnitt ist dem verwendeten Standardkoordinatensystem gewidmet, vgl. hier-
zu [15]. Auf eine Ableitung aus der Hamilton-Mechanik soll hier verzichtet werden,
jedoch bieten [63,67] eine Übersicht.
Zur Beschreibung der idealen Teilchenbahn wird das Bezugssystem (x, y, z) verwendet.
Die ideale Teilchenbahn ist durch die wirkenden Lorentz-Kräfte bestimmt. Sie ent-
spricht der Bahn des zentralen Teilchens. In den hier betrachteten Fällen sind dies Ab-
lenkfelder von Dipolmagneten. Eine adäquate Beschreibung ist jedoch erst durch ein mit
dem Strahl mitbewegtes orthogonales Koordinatensystem möglich. Hierzu werden die
mitbewegten Koordinaten (x, y, s) eingeführt, wobei s entlang der Trajektorie ~r verläuft
(vgl. Abb. 2.1).
Abbildung 2.1.: Standardkoordinatensystem (x, y, s)
Die mit bewegten Koordinaten geben die Abweichungen von der Sollbahn an. Die Be-
wegung eines einzelnen Teilchens wird durch die Ortskoordinaten (x, y, s) und die zu-
gehörigen Impulskoordinaten (px, py, ps) beschrieben. Zusammenfassend bilden die Orts-
und Impulskoordinaten einen sechs-dimensionalen Hyperraum, der Phasenraum genannt


















für den longitudinalen Phasenraum als problemangepasste Koordinaten eingeführt. Die
Richtungsabweichungen erlauben eine Beurteilung der Strahlaufweitung. E0 ist die Ener-
gie des Referenzteilchens. Weiterhin folgt die longitudinale Ortsabweichung
z := −c(t− t0) (2.2)
aus der Zeitdifferenz von t und t0, zu denen das Referenzteilchen und das beschriebene
Teilchen die x, y Ebene an der Stelle s passieren. Die longitudinalen Koordinaten (δ, z)
sind auf das Laborsystem bezogen. Das (x, y, s) System ist zwar in Bewegung, jedoch ist
es für die Momentanaufnahme der (δ, z) Koordinaten ein gegenüber dem Laborsystem
ruhendes Inertialsystem, so dass keine Lorentz-Transformation in das bewegte System
durchgeführt wird [41].
Die longitudinale Bewegung ist von der transversalen unter bestimmten Bedingungen
entkoppelt. Dies erlaubt eine Aufteilung des sechs-dimensionalen Phasenraums in einen
zwei-dimensionalen longitudinalen Phasenraum und einen vier-dimensionalen transver-
salen Phasenraum. Die transversale Bewegung kann hierbei wiederum in zwei unabhän-
gige orthogonale Bewegungen zerlegt werden, was zu einem horizontalen und vertikalen
Phasenraum führt. Diese Zerlegung des sechs-dimensionalen Phasenraumes in drei zwei-
dimensionale Projektionen des Strahls erlaubt eine Visualisierung des Phasenraumes.
2.2. Kompression der Elektronenpakete
Auf Linearbeschleunigern basierende Freie-Elektronen-Laser (FEL) benötigen sehr kurze
Elektronenpakete mit einer hohen Ladungsdichte und einem Spitzenstrom von einigen
kA, vgl. [11,12]. Wegen der Raumladungskräfte ist es nicht möglich, solche Ladungsvertei-
lungen direkt zu erzeugen. Alternativ werden Ladungsverteilungen mit Stromspitzen im
Bereich von ca. 50 A erzeugt und auf genügend hohe Energien beschleunigt, bei denen die
mit 1/γ2 skalierende Abschwächung der Raumladungskräfte die selbigen vernachlässigbar
macht. Durch longitudinale Kompression der Ladungspakete werden die Spitzenströme
erhöht. Abbildung 2.2 zeigt ein zweistufiges Kompressionssystem1. Die Modellierung der
1engl. BC - Bunch Compression
engl. bunch - Bündel
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Kompression eines relativistischen Elektronenpaketes ist hierbei von zentraler Bedeu-
tung. Zunächst erfolgt eine Beschleunigung durch eine Strecke von HF-Resonatoren, das
in Abb. 2.2 gelb dargestellte L-Band Modul. Der weitere HF-Resonatorabschnitt wird
mit einer höheren harmonischen Frequenz betrieben und dient der Linearisierung des
longitudinalen Phasenraumes (orange).
Abbildung 2.2.: Zweistufiges BC-System
Der eigentliche Kompressor wird durch Dipolmagnete gebildet, welche den Elektronen-
strahl ablenken. Diese sind entsprechend gepolt und angeordnet. Nach der ersten Stufe
wird der Strahl weiter beschleunigt und erneut komprimiert. Diese Methode wird auch
„ballistic bunching“2 genannt [26]. Nachdem die Elektronenpakete auf ultrarelativistische
Energien beschleunigt wurden, liegen die Geschwindigkeiten der einzelnen Teilchen nahe
der Lichtgeschwindigkeit. Dadurch werden die Geschwindigkeitsunterschiede der Teil-
chen innerhalb der Elektronenpakete vernachlässigbar klein. Aus diesem Grund ist das
„velocity bunching“ nur im Bereich niedriger Energien (≈ 5 MeV) anwendbar, vgl. [8].
Weiterhin wird die Geschwindigkeit aller Elektronen mit der Lichtgeschwindigkeit c an-
genommen, so dass sich die Teilchen einzig in dispersiven Segmenten „überholen“ können.
2.2.1. Hochfrequenz-Beschleunigung
Die Energie eines Teilchens am Ort z in einer Resonatorstrecke wird beschrieben durch:
E(z) = E0 + e0Vacc cos (kz + ϕ) . (2.3)
Hierbei stellt e0 die Elementarladung des Elektrons, Vacc die HF-Spannung3 über der
Resonatorstrecke, k die Wellenzahl k = 2pi/λ des elektromagnetischen Feldes, ϕ dessen
Phase und z die longitudinale Position innerhalb des Teilchenstrahls. Die Größe E0 sym-
bolisiert hier die Energie, die der Strahl vor dem Eintritt in das HF-Feld aufweist. Die Be-
schleunigung ist bei ϕ = 0 maximal. Für eine Kompression des Strahls ist eine Korrelation
zwischen Teilchenenergie δ und Teilchenposition z innerhalb der Verteilung unerlässlich.
Diese wird durch eine Phasenvariation erreicht. Abbildung 2.3 zeigt die Transformation
2bunching - Phasenfokussierung
3auch engl. crest voltage crest - Scheitelpunkt, Gipfel
19
2. Bahndynamik
des Phasenraumes beim Passieren einer HF-Strecke von 100 MeV bei unterschiedlichen
Phasen. Bild 2.3(a) zeigt die Startverteilung. Abbildung 2.3(b) liegt eine Beschleunigung
bei ϕ = 0◦ zugrunde4, wobei hier der Kosinusverlauf des HF-Beschleunigungsfeldes sicht-
bar wird. Die Änderung der Phase ϕ erzeugt eine Korrelation 2.3(c) zwischen Energie
und longitudinaler Position.
(a) Startverteilung (b) Nach 100MeV bei ϕ =0◦ (c) Nach 100MeV bei ϕ =-10◦
Abbildung 2.3.: Transformation des Phasenraumes bei verschiedenen HF-Phasen
2.2.2. Dispersive Strahlführung
Die Grundlage der Strahlkompression bildet die energieabhängige Ablenkung von elek-
trisch geladenen Teilchen in den Magnetfeldern der Dipolmagnete. Die magnetischen
Schikanen und Bunch-Kompressoren bestehen aus entsprechend angeordneten Magnet-
feldern. Abbildung 2.4 zeigt eine symmetrische C-Schikane. Elektronen höherer Energie
Abbildung 2.4.: Strahlkompression in einer Schikane [26]
δ > 0 haben hierbei eine kürzere Bahnlänge (blau) als die niedrigerer Energie δ < 0 (rot).
Die Bahn des Referenzteilchens (grün) liegt dazwischen.
4In der Literatur oft aus dem englischen „on crest“
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Gleichung (2.4) beschreibt die Transformation erster Ordnung. Dieser Formalismus wird
auch in [41] diskutiert. Die Elemente der Vektoren beziehen sich auf die in Abschnitt 2.1
eingeführten Größen, während der Index i die Größen vor und der Index f die Größen
nach der Struktur angeben. Die Matrixparameter Rij stellen die Transformationsvariable
zwischen den jeweiligen Koordinaten des Phasenraumes dar. Für die Transformation der
longitudinalen Position z folgt demnach:
zf = R51xi +R52x
′
i + zi +R56δi.
Unter Vernachlässigung der betragsmässig kleinen Summanden R51xi und R52x′i folgt:
zf = R56δi + zi. (2.5)
Der Faktor R56 wird longitudinale Dispersion genannt5. In [26,88] erfolgt eine Beschrei-
bung verschiedener magnetischer Schikanen, sowie die Berechnung der einzelnen Para-
meter. Exemplarisch soll die Bestimmung des Parameters R56 für einen symmetrischen
Kompressor gemäß Abbildung 2.5 erfolgen. In der Anordnung gemäß Abb. 2.5 haben
Abbildung 2.5.: Die C-Schikane
alle Ablenkmagnete dieselbe Länge LB, ferner ist die Anordnung symmetrisch, so dass
5oft auch „momentum compaction“
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L12 = L34 gilt. Der Driftabschnitt L23 ist parallel zur Propagationsrichtung z. Die Weg-
länge der Trajektorie wird aus der Geometrie der Schikane bestimmt und kann unter Ver-
wendung trigonometrischer Funktionen beschrieben werden. Magnetische Felder zwingen
bewegte Ladungsträger auf Kreisbahnen mit dem Radius R und lenken diese während
der Passage durch den Ablenkmagneten um den Winkel α aus, wobei alle Größen als
Nominalgrößen des Referenzteilchens zu verstehen sind. Hieraus ergibt sich die Weglänge
im Ablenkmagneten zu:









Die parallele Driftstrecke L23 bleibt vom Ablenkwinkel unberührt und hat keinen Einfluss
auf die Weglänge der Teilchen (vgl. Abb. 2.4). Insgesamt ergibt sich die Wellenlänge aus:
l(α) = 4 · LB
sin(α)
+ L23 + 2 · L12
cos(α)
. (2.8)
Eine Entwicklung von Gleichung (2.8) liefert den durch die Schikane hervorgerufenen
Weglängenunterschied l(α):

















angenommen werden, wobei die quadratische Abhängigkeit in Gleichung (2.9) zu berück-






1− 2δ + 3δ2 − 4δ3 +O(δ4))α2 (2.11)
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Durch Vergleich der Koeffizienten in den Reihenentwicklungen (2.9) und (2.11) bestimmt








Unter Berücksichtigung von Dispersionstermen höherer Ordnung folgt:




i +O(δ4i ). (2.13)
Die Größen R56, T566 und U5666 stellen hierbei die Taylor-Koeffizienten der Reihen-
entwicklung für die Weglänge durch den Kompressor dar. Für den Fall des XFEL Kom-





U5666 ≈ 2R56. (2.15)
Die Transformationsvorschrift (2.13) stellt eine Rotation des Phasenraumes dar. Die
Startverteilung wird beschleunigt und durch das HF-Feld korreliert. Die magnetische
Schikane erzeugt eine Rotation des Phasenraumes, so dass sich die Länge des Ladungs-
paketes verkürzt und gleichzeitig seine unkorrelierte Energiebreite6 erhöht wird. Die Ro-
tation kann auch zu einer Vorzeichenumkehr des Korrelationskoeffizienten der Verteilung
führen. In diesem Fall spricht man von Überkompression. Abbildung 2.6 zeigt die Trans-
formation des longitudinalen Phasenraumes entlang einer Kompressionstufe. In Bild (a)
ist die in z und δ gleichverteilte Startverteilung abgebildet. Das Bild (b) zeigt das gleiche
Ladungspaket nach einer Beschleunigung um 200 MV bei einer Phase von ϕ = −10◦. Die
Kompression des Ladungspaketes bei R56 = −0.1 m ruft die in Bild 2.6(c) dargestellte
Rotation des Ladungspaketes hervor.
(a) Startverteilung (b) HF 1: 200MeV bei ϕ =-10◦ (c) BC I: R56 = −0.1m
Abbildung 2.6.: Transformation der longitudinalen Phasenraumes durch das BC-System
6engl. slice energy spread; uncorrelated energy spread
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Der R56 Parameter ist ein allgemein gebräuchlicher und üblicher Parameter in diesem
Themengebiet, so dass dieser in der hier vorliegenden Arbeit entsprechend verwendet
wird. Die in dieser Arbeit verwendeten Parameter orientieren sich an der jeweils betrach-
teten Anlage.
2.2.3. Lineare Näherung der Kompressionsstufe
Eine Entwicklung von Gleichung (2.3) in eine MacLaurin-Reihe liefert:
E(z) = E(0) + E′(0)z + E′′(0)z2 + E′′′(0)z3 +O(z4),
E(z) = E0 + e0Vacc
(










Die Energie des Strahls entspricht
E = E0 + e0Vacc cos(ϕ).




Diese Größe wird Chirp7 genannt. In dem Matrixformalismus des vorangegangenen Ab-
schnittes entspricht der Chirp R658.
Die Linearisierung von (2.13) erfolgt durch Reihenabbruch:
zf = R56δ + zi. (2.17)
Das hier eingeführte lineare Modell ist Grundlage für die Berechungen in Kap. 5.
2.2.4. Kompressionssystem mit höherer harmonischer HF
Die gegenwärtig für FELs verwendeten Linearbeschleuniger sind in Bezug auf die Kom-
pression mehrstufig ausgelegt. Darüber hinaus kommen HF-Resonatoren zum Einsatz,
deren Betriebsfrequenz eine n-te Harmonische der Grundfrequenz ist. Ziel ist die Li-
nearisierung der in Abb. 2.3(c) dargestellten Nichtlinearitäten, welche durch die HF-
Beschleunigung und die höheren Anteile der magnetischen Schikanen hervorgerufen wer-
den. Als Beispiele lassen sich hier sowohl der LCLS (Linac Coherent Light Source), als
auch der XFEL (X-Ray Free Electron Laser) Photoinjektor nennen, vgl. [66]. Beim XFEL
wird eine Grundfrequenz von 1.3 GHz und eine dritte Harmonische Sektion mit 3.9 GHz
7engl. chirp - zwitschern
8R65 bildet die Ortskoordinate auf die Energie ab, nicht zu verwechseln mit R56
24
verwendet9.
Abbildung 2.7 zeigt den Einfluss der dritten Harmonischen auf den Phasenraum. Bild
2.7(a) stellt den Phasenraum vor der Kompression in der Schikane dar. Der Phasenraum
in 2.7(b) zeigt die Kompression ohne Verwendung einer dritten Harmonischen. In Abb.
2.7(c) ist der Phasenraum unter Verwendung der dritten Harmonischen linearisiert. Die
Abbildungen 2.7(d) bis 2.7(f) zeigen die zugehörigen Stromkurven der jeweiligen Elek-
tronenpakete, wobei der Strom nicht durch eine Änderung von R56 angepasst worden ist.
(a) Nach HF 1 (b) Nach BC ohne 3. harm. HF (c) Nach BC mit 3. harm. HF
(d) Strom nach HF 1 (e) Strom ohne 3. harm. HF (f) Strom mit 3. harm. HF
Abbildung 2.7.: Einfluss der dritten Harmonischen auf den longitudinalen Phasenraum
Eine analytische Beschreibung wurde in [24, 25] vorgeschlagen. Die Linearisierung des
Phasenraumes bedarf eines Arbeitspunktes für das L-Band Modul und die höhere Har-
monische. Die beiden Resonatorstrecken werden über die Energie und deren Ableitungen
verkoppelt und in einem Gleichungssystem mit den Amplituden a1,n = e0V1,n zusam-
mengefasst:
1 0 1 0
0 −k 0 −nk
−k2 0 −(nk)2 0














Die Wellenzahl des HF-Feldes ist gegeben durch k und die Phase entsprechend durch ϕ1,n.
Das in (2.18) aufgestellte Gleichungssystem erlaubt die Einstellung eines Arbeitspunk-
9Im weiteren Verlauf der Arbeit wird von dritter oder höherer Harmonischer gesprochen.
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tes. Für das in (2.2) dargestellte System, einschließlich der ersten magnetischen Schikane.
Hierbei ist der große Vorteil, dass durch Variationen der rechten Seite der Gleichung die
gesamte Kompressorstufe eingestellt werden kann. Insbesondere aber können die Energie
E, der Chirp E′, die zweite und dritte Ableitung E′′ und E′′′ separat eingestellt werden.
Dieses ermöglicht, zunächst die Energie E und danach durch den Chirp E′ den Spit-
zenstrom festzulegen, ohne die Energie merklich zu ändern. Im weiteren Schritt erlaubt
E′′ die Änderung der longitudinalen Symmetrie des Ladungspaketes. Dadurch können
Symmetrien des Stromes unabhängig geändert werden können, was einer Kompensation
der Effekte zweiter Ordnung gleichkommt. Der Parameter E′′′ erlaubt die Einstellung
der Randbereiche der Verteilung. Allerdings hat er auf diese lediglich einen geringen Ein-
fluss und ist somit ein weitestgehend „freier“ Parameter. In [25] ist die Bestimmung eines
Arbeitspunktes und die praktische Verwendung des hier kurz aufgezeigten Vorgehens dar-
gelegt. Die hier aufgezeigte Beschreibung bildet die Grundlage zur Modellbeschreibung
für die numerische Optimierung des Kompressionssystems in Kap. 3.
2.2.5. Betatronschwingungen und Beta-Funktion
Die bisherige Formulierung beschreibt einzelne Komponenten des Beschleunigers. Hier-
durch lässt sich die gesamte Beschleunigerstruktur durch wiederholte Multiplikation der
Transportmatritzen R, beschreiben. Diese modellhaft vereinfachte Art der Beschreibung
eines Beschleunigers eignet sich insbesondere für rechnergestützte Simulationen. Weiteres
Verständnis liefert die geschlossene Lösung einer Bewegungsdifferentialgleichung [89,104]:
ξ(s)′′ − k(s)ξ(s) = 0. (2.19)
Diese Hillsche Differentialgleichung gilt für beide Transversalrichtungen. Somit reprä-
sentiert ξ sowohl die Raumrichtung x als auch y. Als allgemeiner Lösungsansatz hierfür





β(s) cos(Ψ(s) + φ) (2.20)
angegeben. Die Funktion ξ(s) entspricht einer transversalen Oszillation, deren Amplitude
und Phase vom Ort s abhängt. Der Amplitudenfaktor
√
 und die Phase φ stellen Inte-
grationskonstanten dar, welche aus den Anfangsbedingungen resultieren. Die Amplitu-











die Betatronfunktionen auf. Die Größe  ist die Strahlemittanz. Gemäß [104, S. 77 ff]
folgt:
γ(s)ξ2 + 2α(s)ξξ′ + β(s)ξ′2 = . (2.21)
Gleichung (2.21) beschreibt eine Ellipse im Phasenraum. Die ursprünglich als Integra-
Abbildung 2.8.: Phasenraumellipse
tionskonstante verwendete Größe  bekommt mit (2.21) und Abbildung 2.8 eine physi-
kalische Bedeutung. Diese entspricht, bis auf den Faktor pi, der Ellipsenfläche A = pi.
Analog kann diese Betrachtung für die longitudinale Komponente des Teilchenpaketes
erfolgen.
2.2.6. Statistische Beschreibung
In den bisherigen Abschnitten wurde der Strahl jeweils für ein Teilchen im sechs-di-
mensionalen Phasenraum beschrieben. Alternativ wird der gesamte Strahl als Dichte-
verteilung von Einzelstrahlen beschrieben. Es ist möglich, die Dichteverteilungen durch
Ellipsen zu umranden, so dass die Eigenschaften des Strahls hierdurch pauschal durch
Standardabweichungen repräsentiert werden. Der sechs-dimensionale Phasenraum wird
hierbei durch einen Phasenraumellipsoiden gleicher Dimension beschrieben. Des Weite-
ren bietet die statistische Betrachtung, die aus der Interpretation der Teilchenpakete als




Ein Teilchenpaket mit N Teilchen in einem zwei-dimensionalen Phasenraum wird durch











folgen die rms-Ausdehnungen11 σx′ , σy und σy′ analog. Dieses gilt ebenfalls für y und y′,
vgl. [15]. Die Beschreibung des longitudinalen Phasenraumes erfolgt unter Verwendung
der longitudinalen Position zi und der relativen Energie δi der Teilchen. Hieraus resultie-
ren die rms-Länge σz und rms-Energiebreite σδ entsprechend Gleichung (2.22). Für die






(zi − z¯)(δi − δ¯) (2.23)
bestimmt. Die Definition der longitudinalen rms-Emittanz erfolgt analog zu [15] mit
rms = 4
√
σzσδ − σz,δ. (2.24)
Der Faktor 4 ist optional und wird zu Normierungszwecken eingeführt. Die Emittanz






überführen. Diese ist ein Maß für die Strahlqualität. Je kleiner die Emittanz, desto besser
ist die Bündelung der Strahlen um das zentrale Teilchen. Die obige Emittanzformulierung
dient der Optimierung als Zielfunktion.
Diese Beschreibung ist für beliebige Verteilungen anwendbar, so dass auch Verteilungen,
deren Rand eine beliebige Abweichung von einer Ellipse aufweisen, beschrieben werden




11root mean square - Effektivwert
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3. Minimierung der longitudinalen
Emittanz
Der Entwurf von Linearbeschleunigern basiert hauptsächlich auf Manipulationen des lon-
gitudinalen Phasenraumes. In diesem Kapitel werden numerische Optimierungsverfahren
für die Bestimmung der Parameter eines Beschleunigers erarbeitet. Ziel ist es, die Parame-
terbestimmung eines Arbeitspunktes zu erleichtern und zu beschleunigen. Die hier einge-
führte Parameteroptimierung erlaubt eine Berücksichtigung der selbst erregten Felder des
Strahls, vgl. Anhang B.4. Die Darstellung folgt [56,57]. In [57] wird eine lokal konvergente
Parameteroptimierung vorgestellt. Aufbauend auf dieser Arbeit verallgemeinert [56] die
Parameteroptimierung zu einem global konvergentem Verfahren. Die Implementierung
der hier vorgestellten Formulierung erfolgt in Matlab, wobei das gesamte Tracking-
Programm in Matlab implementiert ist, so dass auf verfügbare Optimierungsroutinen
zurückgegriffen werden konnte [3]. Der erste Abschnitt dieses Kapitels ist der Formu-
lierung des Optimierungsproblems gewidmet, während der zweite die Lösung anhand
ausgewählter Beispiele zeigt. Ferner wird hier die Optimierung unter Berücksichtigung
selbst erregter Felder durchgeführt. Der Abschnitt 3.3 erläutert die global konvergente
Formulierung und leitet zum Hybridverfahren über.
3.1. Formulierung des Optimierungsproblems
Die longitudinale rms Emittanz (2.25) ist ein Gütekriterium des Strahls. Das Optimie-
rungsproblem wird als Minimierung der Emittanz aufgestellt:
min
x
(x) mit (x) = σz(x)σδ(x)
√
1− r2(x). (3.1)
Der Parameter x repräsentiert die Variable der Optimierung. Physikalisch entspricht
die Optimierungsvariable den HF-Parametern der Resonatorstrecken bzw. dem R56-
Parameter der dispersiven Sektionen. Die Größe σz(x) repräsentiert die rms-Länge und
σδ(x) die rms-Energiebreite des Strahls, während r(x) den Korrelationskoeffizienten bei-
der Verteilungen angibt. Im Falle eines Kompressionssystems mit einer höheren har-
monischen HF werden die Parameter nach 2.2.4 aufgestellt. Die Nebenbedingungen der
Optimierung bilden die Forderungen, die an die Strahlenergie und den Strom des Strahls
gesetzt werden. Hierbei wird sowohl der Spitzenstrom als auch die Symmetrie des Strom-
profils beurteilt. Die Strahlenergie resultiert aus dem Mittelwert der Energie E¯ aller n
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wobei En die Energie eines einzelnen Teilchens ist. Der Spitzenstrom entspricht dem





mit Ipk = max{I}. (3.3)
Hier beschreibt ∆z die Breite des Balkens,Nsim die Anzahl der simulierten Makropartikel,
Ne1 die Anzahl der Elektronen pro Makropartikel, Nz1 die Häufigkeit der Teilchen, e0 die
Elementarladung und c0 die Vakuumlichtgeschwindigkeit. Die Beurteilung der Symmetrie
des Strahls gegenüber der Ortskoordinate erfolgt durch das dritte statistische Moment




∑ (z − 〈z〉)3
σ3z
, (3.4)
wobei die eckigen Klammern 〈. . .〉 den Mittelwert der Variable angeben. Eine weitere
Nebenbedingung ist die Korrelationsrichtung der Verteilung. Das Vorzeichen des Korre-
lationskoeffizients r(x) erlaubt eine weitere Einschränkung und somit eine Detektion der
Überkompression des Beschleunigers. Die hier dargestellten Nebenbedingungen weisen
einen nichtlinearen Zusammenhang zu den Optimierungsparametern auf. Eine Beschrän-
kung des Parameterraumes wird mit dem Ziel der Beschränkung der Optimierungsvaria-
blen auf einen physikalisch sinnvollen Bereich vorgenommen.
Eine restringierte Optimierung entspricht der hier definierten Problemstellung. Die SQP-
Methode (Sequenziellen Quadratische Programmierung) erlaubt die numerische Minimie-
rung unter Berücksichtigung nichtlinearer Nebenbedingungen. Die Hesse-Matrix wird in
der hier verwendeten Implementierung numerisch bestimmt. Die Nebenbedingungen wer-
den wie folgt klassifiziert:
c(x) ≤ 0, (3.5)
ceq(x) = 0, (3.6)
bl ≤ x ≤ bu. (3.7)
Gleichung (3.5) beschreibt eine nichtlineare Nebenbedingung, wobei die Erfüllung der
Ungleichung gefordert ist. Die Gleichheit wird durch ceq verlangt. Beide Gleichungen
werden problemangepasst als vektorwertige Funktionen gemäß Tabelle 3.1 erzeugt. Eine
Einschränkung des Parameterraumes wird durch (3.7) erreicht. Die Abbildung der vor-
mals eingeführten Forderungen auf diese Nebenbedingungen führt auf die problemange-
passte Formulierung des restringierten Optimierungsproblems. Hierzu werden die Energie
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E(x), der Spitzenstrom Ipk(x), die Schiefe ssk(x), sowie der Korrelationskoeffizient r(x)
bei jeder Auswertung der Funktionen ceq und c(x) bestimmt. Die Zielwerte des Stromes
Ipk t und der Energie Et werden von den zugehörigen Auswertungsergebnissen subtra-
hiert, so dass die Abweichung die durch den Optimierungsalgorithmus zu bewertende
Größe ist. Die Subtraktion entfällt für die Schiefe, da bei Symmetrie ssk(x) = 0 gilt. Als
Optimierungsnebenbedingung wird die Korrelationsrichtung mit Hilfe der Ungleichung
c(x) ≤ 0 implementiert. Die Forderung der Ungleichheit erlaubt einen betragsmäßig
beliebigen Korrelationskoeffizienten, legt jedoch gleichzeitig eine bestimmte Korreltai-
onsrichtung vor. Die Variable s definiert das vorgegebene Vorzeichen und unterscheidet
somit zwischen positiver und negativer Korrelation. Bezogen auf das Modell wird hiermit
die Überkompression abgefragt, wobei diese negative Korrelationskoeffizienten zur Folge
hat. Die Abbildung der aufgestellten Forderungen in die Formulierung der Nebenbedin-
gungen (3.5) und (3.6) sind in Tabelle 3.1 dargestellt.
Tabelle 3.1.: Parameterüberblick
Funktion Ziel Beschreibung
I(x) = Ipk(x)− Ipk t Spitzenstrom - (Vorgabe im Design)
c(x)eq E(x) = E¯(x)− Et Energie - (Vorgabe im Design)
ssk(x) Schiefe
r(x) · s Korrelationskoeffizient · Vorzeichen
c(x) ssk(x)− ssk,max Begrenzung der Schiefe
−ssk(x) + ssk,max Begrenzung der Schiefe
Die neu eingeführte Größe ssk,max gibt eine maximal zulässige Schiefe und erlaubt eine
Deviation der Schiefe als Alternative zu (3.6). Ziel des SQP-Verfahrens ist die Minimie-
rung der Emittanz bei ceq(x) = 0.
3.2. Lokal konvergente Optimierung
Optimierung der ersten Kompressorstufe
Als einführendes Optimierungsbeispiel dient die erste Stufe des XFEL-Designs. Hierbei
handelt es sich um ein L-Band HF-System mit einer Arbeitsfrequenz fon 1.3 GHz und
ein HF-System mit deiner dritten Harmonischen-Sektion. Der schematische Aufbau ent-
spricht Abbildung 3.1.
Die Startverteilung wird als Gaußsche Verteilung angenommen. Zugrunde gelegt ist
hierbei eine rms-Länge von σz = 2 mm und eine rms-Energiebreite von 0.5%. Der Strahl
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Abbildung 3.1.: Beispiel 1: Erste Stufe XFEL
verfügt über die Gesamtladung von 1 nC. Gefordert wird eine positiv korrelierte Vertei-
lung mit einer symmetrischen lonigtudinalen Komponente. Der Spitzenstrom soll Ipk t =
1 kA und die Energie Et = 0.5 GeV entsprechen. Das so formulierte Optimierungspro-
blem weist vier Freiheitsgrade auf. Die Größen x1 bis x4 sind die Optimerungsvariablen,
diese entsprechen der Energie und den Ableitungen gemäß Gleichung (2.16).
Tabelle 3.2 stellt die Startwerte der Optimierung und die Optimierungsergebnisse ge-
genüber. Die Rechenzeit, sowie die Anzahl der Funktionsauswertungen Neval und der
Iterationen Niter des im Rahmen dieser Arbeit implementierten SQP-Verfahrens sind in
Tabelle 3.2 aufgeführt. Abbildung 3.2 zeigt den Phasenraum und Stromverlauf der in Ta-
Tabelle 3.2.: Ergebnisse und Startwerte Beispiel 1
V1 ϕ1 V3 ϕ3 t/s Neval Niter
Startwerte 0.2723 -7.389 0.0356 180.847 − − −
SQP 0.6108 -18.015 0.0853 176.154 9.06 57 10
belle 3.2 aufgeführten Startwerte. Aus den Abbildungen wird ersichtlich, dass sowohl die
Strahlenergie, der Spitzenstrom als auch die Korrelation und Strahlsymmetrie durch die
Optimierung angepasst werden müssen. Abbildung 3.3 zeigt den longitudinalen Phasen-
(a) Phasenraum nach BC I (b) Strom nach BC I
Abbildung 3.2.: Startverteilung für Beispiel 1
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raum sowie den Stromverlauf des Ladungspaketes. Die Verteilung ist positiv korreliert.
Der Stromverlauf ist bei seinem Maximum symmetrisch bezüglich z. Der vorgegebene
Spitzenstrom Ipk beträgt 1 kA und die vorgegebene mittlere Energie E¯ des gesamten
Ladungspaketes 0.5 GeV. Diese Ergebnisse der Parameteroptimierung erfüllen die Vor-
gaben.
(a) Phasenraum BC I (b) Strom BC I
Abbildung 3.3.: Ergebnisse für Beispiel 1
Optimierung eines zweistufigen Kompressionsystems
Das hier beschriebene Beispiel zeigt den XFEL und und dient zur Veranschaulichung für
ein mehrstufiges Kompressionssystem. Eine Beschreibung dieses Problems erfolgt in [57].
Abb. 3.4 zeigt ein Kompressionssystem, dessen erste Stufe aus einer L-Band HF-Struktur
Abbildung 3.4.: Beispiel 2: Zweistufiges Kompressionsystem
(1.3 GHz) und einer dritten Harmonischen-Sektion mit anschließender Kompressions-
Schikane besteht. Dieser Aufbau entspricht dem vorderen Teil des ersten Beispiels. Für
die erste Stufe gelten die Vorgaben aus Beispiel 1. Der ersten Kompressionsstufe folgt
eine weitere L-Band HF-Struktur mit nachfolgender Schikane. Der Kompressionsfaktor
der Anordnung beträgt C1 ≈ 20, so dass die resultierende Länge des Ladungspaketes
σz = 100µm entspricht. Diese geringe Länge erlaubt es, die HF-Struktur der zweiten
Stufe mit einer Phase von ϕ = 0◦ zu betreiben. Ausgehend von einer Energie von 0.5 GeV
muss das Ladungspaket eine Spannung von Vacc = 2 GV durchlaufen, um 2.5 GeV zu er-
reichen.
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Die Optimierungsvariablen sind in diesem Beispiel die HF-Parameter der ersten Stufe
(analog zu Beispiel 1) sowie der R56 Parameter der zweiten Schikane. Die Zielfunktion
ist die Emittanz nach der zweiten Stufe. Insgesamt können in Analogie zu Beispiel 1 acht
Nebenbedingungen aufgestellt werden. Hierbei ist jeweils die Energie, der Spitzenstrom,
die Symmetrie sowie das Vorzeichen des Korrelationskoeffizienten nach jeder Stufe zu
berücksichtigen. In Tabelle 3.3 werden alle vorgegebenen Parameter zusammengefasst.
Tabelle 3.3.: Nebenbedingungen zu Beispiel 2
E¯/GeV Ipk,t/ kA ssk r
BC I 0.5 1 0 +
BC II - 5 - +
Berücksichtigt man, dass nach der ersten Stufe ausschließlich der R56 Parameter variiert
wird, können die Nebenbedingungen der zweiten Stufe für den betrachteten Fall reduziert
werden. Die HF Parameter Vacc und ϕ der zweiten Stufe werden durch die Optimierung
nicht variiert. Somit ist die Nebenbedingung der Energie redundant, da diese in Be-
zug auf die Optimierung konstant ist. Weiterhin kann die Symmetrie nicht unabhängig
vom Spitzenstrom beeinflusst werden. Insgesamt ist es ausreichend, für die Erfüllung der
Bedingungen das Vorzeichen des Korrelationskoeffizienten und den Spitzenstrom vorzu-
geben. Die Startwerte des hier betrachteten Beispiels wurden in zwei Schritten ermittelt.
Zunächst erfolgt ein Optimierungslauf für die erste Stufe (analog zu Beispiel 1), wodurch
die zugehörigen vier HF-Parameter der ersten Stufe als Startwerte generiert werden. In
einem zweiten Schritt wird ein Startwert des R56 Parameters bestimmt. Die dann resul-
tierenden fünf Startwerte werden dann für die Lösung des Komplettproblems gemeinsam
verwendet.
Tabelle 3.4 gibt eine Übersicht der Startwerte und Ergebnisse der SQP-Optimierung.
Tabelle 3.4.: Ergebnisse und Startwerte Beispiel 2
V1 ϕ1 V3 ϕ3 R56
Startwerte 0.6026 -17.5 0.08495 175.47 -0.0175
SQP 0.6150 -19.0393 0.0861 174.04467 -0.0192503
Abbildung 3.5 zeigt die durch Optimierung gewonnen Phasenraumdarstellungen und
Ströme nach der jeweiligen Schikane.
Die Vorgaben nach Tab. 3.3 werden in jeder Kompressionsstufe erreicht.
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(a) Phasenraum nach BC I (b) Strom nach BC I
(c) Phasenraum nach BC II (d) Strom nach BC II
Abbildung 3.5.: Ergebnisse für Beispiel 2
Optimierung eines einstufigen Systems mit Wake-Feldern
In diesem Unterabschnitt wird die Bestimmung eines Arbeitspunktes unter Berücksich-
tigung der Selbstfelder betrachtet. Diese Aufgabe ist bei der manuellen Arbeitspunktsu-
che aufgrund der mit den Selbstfeldern einhergehenden Nichtlinearitäten eine schwierige
Herausforderung. Betrachtet werden die Wake-Felder der Kavitäten sowie die Raumla-
dungsimpedanzen. Letztere wirken in diesem Beispiel ausschließlich in den beiden Linacs.
Eine Einführung der Wakefelder ist im Anhang B.4 angegeben. Eine weiterführende Be-
schreibung der Wakefelder ist in [64, 95] gegeben. Die Wakefelder der hier verwendeten
Strukturen werden in [98] und [97] beschrieben. Die Raumladungsimpedanzen werden in
Abschnitt 4 eingeführt und näher betrachtet.
Abbildung 3.6 zeigt die untersuchte Kompressionsstufe. Als Betafunktion wird für beide
HF-Stufen ein gemittelter Wert von βtwiss = 30 angenommen. Die Länge des ersten Li-
nacs entspricht L = 100m und die des zweiten L = 20m.
Die Berechnung der Wake-Felder der Kavität beruht auf der Faltung der Raumladungs-
verteilungen mit tabellierten Wake-Potentialen. Bei der Berechnung wird jeweils ein Da-
tensatz für den TESLA L-Band Linac und ein weiterer für die Resonatorstrecke der drit-
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Abbildung 3.6.: Beispiel 1: Erste Stufe XFEL
ten Harmonischen verwendet. Tabelle 3.5 zeigt die Ergebnisse der Optimierung und die
jeweiligen Startwerte. Abbildung 3.7 zeigt die den longitudinalen Phasenraum sowie das
Tabelle 3.5.: Ergebnisse der Optimierung unter Berücksichtigung der Wakefelder
V1 ϕ1 V3 ϕ3 t/s Neval Niter
Startwerte 0.573344 -0.513369 0.0968472 216.748 - - -
SQP 0.568265 -1.05138 0.0913817 219.193 63.7 36 7
Stromprofil des Strahls für die Startwerte aus Tabelle 3.5. Die Startverteilung z und δ be-
ruht auf einem tabellierten Datensatz mit 200000 Makropartikeln und ist somit „externe“
Verteilung. Die Startwerte gemäß Tabelle 3.5 und Abbildung 3.7 sind das Ergebnis einer
(a) Stromprofil (b) Phasenraum
Abbildung 3.7.: Startwerte für die erste Stufe mit Wake-Feldern - Externe Verteilung
manuellen Suche unter Verwendung ersten beiden Gleichungen aus dem Gleichungssys-
tem (2.18). Das longitudinale Stahlprofil hat einen Einfluss auf das induzierte Wake-Feld
und somit auf die Nichtlinearitäten der Zielfunktion. Die Betrachtung tabellierter Ver-
teilungen erlaubt die Simulation und Optimierung beliebiger Startverteilungen, so dass
neben Normal- und Gleichverteilungen auch Verteilungen realer Elektronenkanonen be-
rücksichtigt werden können.
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(a) Stromprofil (b) Phasenraum
Abbildung 3.8.: Ergebnis der SQP Optimierung für die erste Stufe mit Wake-Feldern -
Externe Verteilung
3.3. Global konvergente Optimierung
Eines der bestehenden Probleme der lokalen Optimierung, die auf dem SQP-Verfahren
basiert, ist die Notwendigkeit der Startwertvorgabe. Die Verwendung von Startwerten
außerhalb des Konvergenzbereiches führt nicht zu einer Lösung der Problemstellung. An-
schaulich soll dieses Problem anhand der ersten Stufe des XFEL, gemäß Abbildung 3.9,
dargestellt werden. Die Nebenbedingungen sind eine Schiefe ssk = 0, ein Spitzenstrom
Abbildung 3.9.: Erste Stufe des XFEL
von Ipk = 1 kA, eine Energie von E = 0.5GeV und ein positiv korrelierter Phasen-
raum. Tabelle 3.6 stellt die Startwerte und die Ergebnisse der Optimierung gegenüber.
Abbildung 3.10 zeigt den Phasenraum und das Stromprofil nach dem Bunchkompressor.
Tabelle 3.6.: Ergebnisse Beispiel 1
V1 ϕ1 V3 ϕ3 t/s Neval Niter
Startwerte 0.7 9 180 0 − - -
SQP 0.6881 8.8799 88.5867 -145.2331 7.6 95 7
Die Nebenbedingungen werden von dem hier dargestellten Ergebnis nicht erfüllt, was auf
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die Wahl des Startwertes zurückzuführen ist. Die Optimierung unter Verwendung soge-
(a) Stromprofil (b) Phasenraum
Abbildung 3.10.: Ergebnis der SQP Optimierung mit ungeeigneten Startwerten
nannter Genetischer Algorithmen (GAs) bietet eine Lösung dieses Problems. Genetische
Algorithmen verwenden Populationen, d.h. eine vordefinierte Anzahl np von Startwerten.
Ausgehend von den Grenzen des Wertebereiches der Parameter (3.7) werden die Indivi-
duen der gesamten Population gleichverteilt. Diese Formulierung erfordert somit lediglich
die Bestimmung der oberen und unteren Schranke des Parameterbereiches. In [38] wird
eine ausführliche Beschreibung des Verfahrens vorgestellt, wobei sich die verwendeten
Begriffe an diesem Lehrbuch orientieren.
Globale Optimierung der ersten Stufe des XFEL
Betrachtet wird die erste Stufe des XFEL gemäß Abbildung 3.9. Dieses Beispiel stellt
unter Vernachlässigung der Selbstfelder die einfachste Variante der möglichen Optimie-
rungsprobleme dar und ist dadurch mit dem geringsten Rechenaufwand verbunden. Hier-
bei wird die in Abschnitt 3.1 eingeführte Formulierung verwendet und durch Genetische
Algorithmen gelöst. Zur Lösung wird eine Population mit 120 Individuen, davon 5 eli-
täre, verwendet. Die Kreuzungsrate beträgt 0.7 bei Verwendung einer Zwei-Punkt Re-
kombination (Crossover). Abbildung 3.11 zeigt das Stromprofil und den Phasenraum
der Lösung. Die Abbruchkriterien der maximalen Toleranz der Fitnessfunktion Tf und
der nichtlinearen Nebenbedingungen Tc sind in dem hier betrachteten Fall Tf = 0.1
und Tc = 0.01. Darüber hinaus wird der Algorithmus nach drei Generationen, die kei-
ne Änderung erbringen, abgebrochen. Dieses resultiert aus der vordefinierten Toleranz
Tf und der vorgegebenen Anzahl der Generationen die keine Änderung ergeben. Der im
Vergleich zum SQP-Verfahren verhältnismäßig hohe Zeitaufwand von 173.6 s kann für
andere Beispiele bzw. Startpopulationen noch größer ausfallen. Das liegt an der gerin-
gen Teilchenzahl von Nsim = 10000 und an der Vernachlässigung der Wake-Felder. Eine
Trackingauswertung des Beispiels beansprucht für Nsim = 10000 eine Zeit von 9.7ms,
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Abbildung 3.11.: Ergebnis der GA Optimierung für die erste Stufe
Tabelle 3.7.: Ergebnisse der globalen Optimierung mit nichtlinearer Nebenbedingung
V1 ϕ1 V3 ϕ3 t/s Neval Ngen
GA 0.60703 -18.102 0.08497 175.283 341.1 6720 7
und für Nsim = 100000 eine Zeit von 82.9ms. Das Tracking von Cavity-Wake Feldern
mit Nsim = 10000 beansprucht bereits einen Zeitaufwand von 1.06 s. Ausgehend von
der hohen Anzahl an Funktionsauswertungen und der mit der Teilchenzahl und weiteren
physikalischen Modellen steigenden Rechenzeit, folgt die Notwendigkeit, den Aufwand
der genetischen Algorithmen zu minimieren. Darüber hinaus erfüllt der Algorithmus die
Nebenbedingungen der Energie von E = 0.5 und des Stromes von Ipk = 1 kA nicht mit
einer ausreichenden Genauigkeit, vgl. hierzu Abbildung 3.11. Eine genauere Bestimmung
würde den Rechenaufwand weiter steigern.
Aus diesem Grund wurde im Rahmen dieser Arbeit ein Hybridverfahren entwickelt,
bei dem die Genetischen Algorithmen einen Startwert für das bereits verwendete SQP-
Verfahren generieren, ist das Ziel der weiteren Betrachtung. Die Grundidee dieses An-
satzes liegt darin, die GA-Minimierung mit einer vergleichsweise niedrigen Toleranz ab-
brechen zu lassen und mit diesem Ergebnis das SQP-Verfahren zu Starten. Hierbei soll
das globale Minimum durch den Genetischen Algorithmus eingegrenzt und durch das in
Folge angewandte SQP-Verfahren bestimmt werden.
Der Hybridansatz erlaubt eine weniger strenge Voreinstellung bezüglich der Abbruchto-
leranzen. Diese sind für jeden Einzelfall empirisch zu bestimmen. Tabelle 3.8 zeigt die
Lösungen der GAs und des SQP Verfahren. Die angegebene Zeit t bezieht sich jeweils
auf den Beginn der GA-Optimierung, so dass die bei SQP angegebene Zeit, die Gesamt-
rechenzeit des hybriden Verfahrens angibt. Die Größe Ngen/iter gibt im Falle des GA die
Anzahl der Generationen und für das SQP-Verfahren die Anzahl der Iterationen an. Bei
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Tabelle 3.8.: Ergebnisse der globalen Optimierung mit nichtlinearer Nebenbedingung
V1 ϕ1 V3 ϕ3 t/s Neval Ngen/iter
GA 0.6652 -20.50998 0.09200 174.615 160.4 2520 5
SQP 0.61139 -18.2871 0.08508 175.208 3.49 132 15
den in Tabelle 3.8 angegebenen Werten ist eine Verminderung des Gesamtrechenaufwan-
des zu beobachten. Durch die Wahl geeigneter Abbruchkriterien für den Genetischen
Algorithmus gelingt es, ohne das Optimum selbst zu finden, geeignete Startwerte für
das SQP-Verfahren zu ermitteln. Durch diesen Ansatz ist es möglich, die Vorteile bei-
der Algorithmen zu vereinigen. Abbildung 3.12 zeigt die Lösung der GA-Optimierung
als Zwischenergebnis und die Lösung des nachfolgenden SQP-Verfahrens als Ergebnis
des Hybridansatzes in Abbildung 3.13. Zu beachten ist hierbei, dass die Optimierung
(a) Stromprofil: Ergebnis GA (b) Phasenraum: Ergebnis GA
Abbildung 3.12.: Startwerte der Hybriden Optimierung aus GA
durch Genetische Algorithmen ein auf Zufallszahlen basierendes und somit nichtdeter-
ministisches Verfahren darstellt. Aus diesem Grund sind die GA-Ergebnisse bei kleinen
Abbruchtoleranzen, die vergleichsweise den Algorithmus vergleichsweise weit vom Opti-
mum abbrechen nicht eindeutig reproduzierbar und können variieren. Das Stromprofil
und der Phasenraum aus Abbildung 3.12 entsprechen dem gesuchten Optimum in sehr
grober Näherung. Hierbei ist die Korrelation, Strahlenergie und Stahlsymmetrie gege-
ben und werden durch das SQP-Verfahren zu den in Abb. 3.13 dargestellten Ergeb-
nissen hin optimiert. Die Ergebnisse aus Tabelle 3.8 und Abbildung 3.13 entsprechen
dem vollen Hybridverfahren aus dem restringierten Genetischen Algorithmus und SQP-
Optimierungsproblem. Die Lösung entspricht den Vorgaben.
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(a) Stromprofil: Ergebnis SQP (b) Phasenraum: Ergebnis SQP
Abbildung 3.13.: Ergebnis der Hybriden Optimierung: GA + SQP
Optimierung mit Straffunktionen
Die verhältnismäßig hohen Rechenzeiten der GA Optimierung erfordern eine weitere Be-
trachtung der verwendeten Formulierung. Betrachtet man die restringierte GA-Optimierung,
so wird ein Großteil der Funktionsauswertungen im Zusammenhang mit der Auswertung
der nichtlinearen Nebenbedingung aufgewandt. Mit der Eliminierung der Nebenbedin-
gung sind erhebliche Einsparungen der Rechenzeit möglich. Ausgehend von der Minimie-
rung der longitudinalen rms Emittanz (3.1) werden die nichtlinearen Nebenbedingungen
(3.6) als Strafterme zu der Zielfunktion addiert. Der Korrelationskoeffizient als nichtlinea-




ε(x) + νceq wenn c ≤ 0,











eine Formulierung ohne nichtlineare Nebenbedingungen, wobei der Parameter ν der Nor-
mierung des Straftermes dient und problemangepasst relativ frei wählbar ist. Die Be-
schränkung des Parameterraumes (3.7) wird hier weiterhin aufrechterhalten. Die Uns-
tetigkeiten in Gleichung (3.8) stellen für den Genetischen Algorithmus keine besonde-
re Herausforderung dar. Zusammenfassend werden Abweichungen der Ströme, Energien
und Symmetrie als Strafterme zum Zielfunktional addiert, während die Erfüllung eines
falschen Vorzeichens der Korrelation durch eine unendlich hohe Barriere verhindert wird.
Das Hybridverfahren als Kombination aus GA und SQP wird durch die Verwendung der
Straffunktion 3.8 für den GA und der vollständigen Formulierung gemäß Abschnitt 3.1
für das SQP-Verfahren realisiert. Gleichzeitig ermöglicht der Wechsel der Formulierung
die Lösung des vollständigen Problems und kombiniert die Vorteile des global konver-
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genten Verfahrens ohne Nebenbedingen mit der restringierten Formulierung und lokal
konvergenten Lösung des SQP-Verfahrens. Tabelle 3.9 fasst die Ergebnisse beider Opti-
mierungen zusammen. Abbildung 3.14 zeigt die Ströme und Phasenräume der jeweiligen
Tabelle 3.9.: Ergebnisse der globalen Optimierung mit nichtlinearer Nebenbedingung
V1 ϕ1 V3 ϕ3 t/s Neval Ngen/iter
GA-Penalty 0.61791 -18.7311 0.0851833 175.049 27.3 480 3
SQP 0.61139 -18.2871 0.0850751 175.208 3.43 15 132
Lösungen. Im Vergleich zur vollständigen Formulierung gemäß Tabelle 3.8 ist die Anzahl
(a) Stromprofil: Ergebnis GA (b) Phasenraum: Ergebnis GA
(c) Stromprofil: Ergebnis SQP (d) Phasenraum: Ergebnis SQP
Abbildung 3.14.: Ergebnis der Hybriden Optimierung: Penalty GA und SQP
der Funktionsauswertungen des GA Anteils der hybriden Formulierung geringer. Hier
wird eine Rechenzeitminimierung erreicht.
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Globale Optimierung eines zweistufigen Kompressionssystems
Das im vorangegangenen Abschnitt dargestellte Verfahren bestehend aus Genetischen Al-
gorithmen und SQP-Optimierung wurde in [56] zur Lösung eines mehrstufigen Beispiels
verwendet. Das System ist in Abbildung 3.15 dargestellt und besteht aus einem L-Band
Linac, einer dritten Harmonischen-Sektion und einer Magnetschikane pro Kompressions-
stufe. Das Gesamtsystem besteht aus vier Resonatorstrecken und wird somit durch vier
Amplituden und vier Phasen beschrieben, so dass insgesamt acht Freiheitsgrade Nach
Abbildung 3.15.: Zweistufiges Bunchkompressionssystem
der ersten Kompressionsstufe wird eine Energie Et,1 = 0.13 GeV und ein Spitzenstrom
Ipk,t,1 = 0.2 kA gefordert. Die zweite Stufe soll eine Energie Et,2 = 0.5 GeV und einen
Spitzenstrom von Ipk,t,2 = 1 kA erreichen. Beide Stufen sollen positiv korrelierte und
symmetrische Verteilungen aufweisen. Der Simulation liegen 100000 Makropartikel zu
Grunde.
Tabelle 3.10.: Ergebnisse der globalen Optimierung mit nichtlinearer Nebenbedingung
V1 ϕ1 V3 ϕ3 t/s Neval Ngen/iter
Stufe 1 0.171856 -26.1616 0.0285578 173.969 - - -
Stufe 2 0.433246 -9.68647 0.057122 177.535 121.5 405 10
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(a) Stromprofil BC I (b) Phasenraum BC I
(c) Stromprofil BC II (d) Phasenraum BC II
Abbildung 3.16.: Ergebnis der Hybriden Optimierung des zweistufigen
Kompressionhssystems
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4. Beschreibung von Raumladungseffekten
durch Koppelimpedanzen
Die Impedanz beschreibt den komplexen Quotienten U/I und wird als Verallgemeinerung
des Ohmschen Gesetzes
U = R · I → U = Z · I (4.1)
formuliert. Eine systematische Erweiterung des Impedanzbegriffes auf elektromagnetische
Felder erlaubt die Auffassung der Impedanz als charakteristische Größe der Felder und





ist charakteristisch für die betrachteten Moden. Die transversal-elektrischen (TE), trans-
versal- magnetischen (TM) und transversal-elektromagnetische (TEM) Moden verfügen
über unterschiedliche Impedanzen. Diese hängen von der Betriebsfrequenz, von der Form






ist ausschließlich eine Eigenschaft der Materialparameter des Mediums und entspricht
dem Wellenwiderstand von ebenen Wellen. Für TEM Wellen sind Ströme und Spannun-





eindeutig angegeben werden kann, vgl. [108].
4.1. Raumladungsimpedanz im freien Raum
Das Konzept der Koppelimpedanzen stellt ein Äquivalent zur charakteristischen Impe-
danz Zc dar. Die entlang einer Strahltrajektorie induzierte Spannung im Verhältnis zum






E(z) exp(jkz)d z. (4.5)
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Für einen Strahl gleichförmiger Geschwindigkeit v sind die magnetischen Felder orthogo-
nal zur Geschwindigkeitsrichtung und somit vernachlässigbar (vgl. Abschnitt B.3). Der
Vergleich der longitudinalen Impedanz Z‖ mit der longitudinalen Wakefunktion G‖ in













Erste Untersuchungen zur Koppelimpedanz wurden am CERN im Rahmen von Studien
zu Strahlinstabilitäten gemacht. Bewegte Raumladungen, wie z.B. ein Elektronenstrahl,
erzeugen elektromagnetische Felder. Abhängig von der Verkettung der elektromagneti-
schen Felder und ihrer Umgebung beeinflussen die erzeugten elektromagnetischen Fel-
der den Teilchenstrahl selbst und stören die Teilchendynamik, wodurch die sogenannten
Stahlinstabilitäten auftreten. Daher ist die Reduzierung von störenden Einflüssen durch
Koppelimpedanzen ein grundsätzliches Ziel des Entwurfs von Beschleunigern. In der die-
ser Arbeit zugrundeliegenden longitudinalen Dynamik treten Raumladungseffekte sowie
Ohmsche Verluste auf. Letztere werden im nächsten Abschnitt behandelt. Hierbei wird
zunächst von allgemeinen Leitfähigkeiten ausgegangen. Aufbauend auf dieser Formulie-
rung folgt eine Betrachtung für Kupfer in Kapitel 5.
Freiraumimpedanz eines Hohlstrahls
Betrachtet wird ein axialer Strahl, der mit einer z-gerichteten Stromdichte, der folgender
Gleichung genügt:












Der Strahlradius wird durch R repräsentiert, die Größe r entspricht der radialen Koor-
dinate und I dem Strom des Strahls. Durch Integration der Stromdichte in Zylinderko-
ordinaten (r, ϕ, z) folgt der Strom zu
I cos (ωt− kzz) = <
{x
~J(r, z, ω) · ~ezr dr dϕ
}
.
Dabei ist ω die Kreisfrequenz mit ω = kzv, wobei kz die Wellenzahl ist. Aus der Strom-
vorgabe ergeben sich die Feldanteile
~E(r, z, ω) = (Er(r)~er + Ez(r)~ez) exp(jωt− kzz) (4.7)
~H(r, z, ω) = Hφ(r) exp(jωt− kzz) (4.8)
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als Ansatz in Zylinderkoordinaten.
Ableitung aus den Feldgleichungen für den freien Raum
Die Wellengleichung wird aus dem Ampèreschen und Faradayschen Gesetz abgeleitet.















mit der Raumladungsdichte ρ und einer zur z-Achse parallelen konstanten longitudinalen
Geschwindigkeit v. Aus beiden Gleichungen folgt
~A = vεµϕ~ez = βc
−1ϕ~ez, (4.10)
mit β = vc−1. Unter der Annahme einer Oszillation der Raumladungsdichte folgt eine





























h(r) = 0 (4.12)
über. Der Lorentz-Faktor wird durch γ repräsentiert. Dieser ist eine Funktion der lon-
gitudinalen Position z innerhalb der Beschleunigerstruktur γ(z). Die Größe r entspricht
dem Radius der Transversalverteilung des Ladungspaketes und k der Wellenzahl der
Schwingung. Die allgemeine Lösung der modifizierten Besselschen Differentialgleichung
ist gegeben durch Superposition der modifizierten Besselfunktionen erster Art I0(ζr)
und zweiter Art K0(ζr) Art zu
h(r) = aI0(ζr) + bK0(ζr), (4.13)
mit ζr = kr/(βγ) [10].
Die Größen a und b stellen die noch zu bestimmenden Konstanten dar. Die elektrodyna-
mischen Potentiale (B.33) und (B.32) gehen unter Berücksichtigung von (4.10) für den
hier betrachteten Fall in
Er = − ∂
∂r
ϕ,
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über. Die Radialkomponente des elektrischen Feldes Er folgt hiermit zu






















mit dem zugehörigen azimuthalen magnetischen Feld:












als allgemeiner Lösungsansatz. Der Parameter Z0 entspricht der Feldimpedanz des freien
Raumes. Eine Unterteilung des Rechengebietes in ein Raumgebiet innerhalb und eines
außerhalb des Strahls erlaubt die Bestimmung der Konstanten a und b. Für die weitere
Rechnung werden die Konstanten für das Strahlinnere mit 1 und für den Außenraum mit
2 indiziert.
Das elektrische Potential ϕ(r, z) muss im Koordinatenursprung r = 0 endlich sein, so
dass der Term b1K0(ζr) verschwindet, was durch b1 = 0 erreicht wird. Im Außenraum
r ≥ R muss das elektrische Potential für r →∞ einen endlichen Wert annehmen, so dass
mit gleicher Argumentation wie zuvor a2 = 0 gefordert wird. Für die radialabhängigen
Anteile h(r) des elektrischen Potentials folgt:
h(r) =
{
a1I0(ζr), r ≤ R
b2K0(ζr), r ≥ R . (4.17)
An der Stelle r = R müssen die Tangentialkomponenten der elektrischen Feldstärke stetig
übergehen:
Ez(r
− → R) = Ez(r+ → R),
a1I0(ζR) = b2K0(ζR). (4.18)
Die Tangentialkomponente der magnetischen Feldstärke springt gerade um den Strahl-












(+b2K1(ζR) + a1I1(ζR)) (4.19)












Die longitudinale Raumladungsimpedanz im freien Raum










)){ a1I0(ζr), r ≤ R
b2K0(ζr), r ≥ R . (4.20)
Basierend auf dem Ohmschen Gesetz erfolgt die Definition der Raumladungsimpedanz
pro Länge Z ′LSC(k, z), aus dem induzierten elektrischen Feld und dem Strom des Strahls
im Frequenzbereich






















Der hat dabei den endlichen Radius r = R und eine infinitesimale Dicke. Für diesen Fall
wird die Impedanz an der Stelle der Raumladung bei r = R ausgewertet. Durch einfache
algebraische Umformungen folgt die Raumladungsimpedanz (4.21) zu









Die Funktion T (x) repräsentiert eine vom transversalen Strahlprofil abhängige Größe.
Diese Darstellung erlaubt es, die Impedanzfunktion als Produkt aus einem formunab-
hängigen Anteil und einem Anteil, der die transversale Form des Strahls wiedergibt,
anzugeben. Für den hier betrachteten Hohlstrahl mit der Impedanz (4.21) ist die Profil-
abhängigkeit:




Die Größe x beschreibt hierbei die transversale Strahlabmessung. In den folgenden bei-
den Abschnitten werden die Strahlprofile für die aus der Literatur bereits bekannten
Impedanzen gaußscher und gleichförmiger transversaler Verteilungen angegeben und
anschließend mit der Freiraumimpedanz des Hohlstrahls verglichen.
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Raumladungsimpedanz mit gleichförmiger Transversalverteilung
In [42,45,69] wird eine Raumladungsimpedanz für den Freiraum mit einer gleichverteilten
Transversalverteilung vorgestellt


























Das transversale Strahlprofil für gleichverteilte Transversalverteilungen T (x) = Tp für
einen Strahl mit dem Radius rp folgt zu:
r = rp, T (x) = Tp(x) =
4
x2
(1− xK1(x)) . (4.26)
Raumladungsimpedanz mit gaußscher Transversalverteilung
Eine Freiraumimpedanz für Strahlen mit einer gaußschen Transversalverteilung kann
[37] entnommen werden. Hierbei ist zu beachten, dass der Radius σr als rms-Strahlquer-
schnitt aufgefasst werden muss. Die Impedanz ergibt sich somit zu:















Hierbei entspricht E1 der Exponentialintegralfunktion. Eine Implementierung inMatlab
und die hieraus resultierende numerische Auswertung der Exponentialfunktion liefert für
Argumente x = kr/(γβ) > 26 Werte, die mit exp(272) =∞ fehlinterpretiert werden. Die
Exponentialintegralfunktion wird mit Argumenten x > 27 mit E1(282) = 0 identifiziert.
Das Produkt exp(282) · E1(282) =∞ · 0 wird somit als NaN identifiziert 1. Um ebenfalls
Produkte auszuschließen, die exp(x2) · E1(x2) = ∞ liefern, wird die Impedanzfunktion






d t = E1(x)
1Not a Number - keine numerisch darstellbare Zahl in Matlab 2009b
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und [4, 6.5.32]








+ · · ·
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,
z →∞ in | arg z| > 3pi
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Abbildung 4.1 zeigt eine Gegenüberstellung der Reihenentwicklung (4.28) und der Ori-
ginalfunktion (4.27). Es ist ausschließlich das Produkt der Exponentialintegralfunktion
Abbildung 4.1.: Gegenüberstellung der Reihenentwicklung und der Originalfunktion
E1(x
2) und der Exponentialfunktion exp(x2) ohne Vorfaktor verwendet. Der relative
Fehler ist in Abbildung 4.2 aufgetragen. Die Ergebnisse aus den Abbildungen 4.1 und
4.2 zeigen, dass die Reihenentwicklung für Werte x ≥ 25 ausreichend genau ist. Der
relative Fehler liegt in der Größenordnung 10−15, d.h. im Bereich der doppelten Zahlen-
darstellungsgenauigkeit. Die Reihenentwicklung aus Gleichung (4.28) wurde nach n = 10
Gliedern abgebrochen. Das transversale Strahlprofil eines Strahls mit einer gaußschen
Verteilung entspricht:
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Abbildung 4.2.: Relativer Fehler der Reihenentwicklung
Vergleich der transversalen Strahlprofile der Freiraumimpedanzen
Abschließend ist der Einfluss der transversalen Strahlform anhand der Strahlprofile (4.23),
(4.26) und (4.29) zu untersuchen. Der als Beispiel dienende Strahl hat eine Energie von
E = 500 MeV, der resultierende Lorentz-Faktor ergibt sich zu γ ≈ 978. Der Strahlra-
dius beträgt 100µm. Die Geschwindigkeit des Elektronenpaketes ist mit β ≈ 1 approxi-
miert. Abbildung 4.3 zeigt die Strahlprofilfunktionen. Die Darstellung der transversalen
Abbildung 4.3.: Transversale Strahlprofilfunktion
Strahlprofilfunktionen in Abhängigkeit von x = kr/γ erlaubt eine Abschätzung der von
transversalen Verteilungen unabhängigen Bereiche. Hieraus folgt, dass die Impedanz für
x 1 von der transversalen Strahlform unabhängig ist. Dieses wird ebenfalls durch den
Vergleich der Impedanzfunktionen für den Hohlstrahl (4.21), den gleichförmigen Strahl
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(4.25) und gaußschen Strahl (4.27) bestätigt. Abbildung 4.4 zeigt den Verlauf der Im-
pedanzen für den Frequenzbereich von 109 Hz bis 1017 Hz. Bis f ≈ 1015 Hz sind die
Impedanzen unabhängig von der transversalen Strahlform. Die Aufweitung der Impe-
danzfunktionen oberhalb von 1015 Hz ist auf den mit zunehmender Frequenz dominie-
renden Einfluss der transversalen Ladungsverteilung im Elektronenstrahl zurückzufüh-
ren. Die in Kapitel 5 betrachteten Verstärkungen von Mikromodulationen werden durch
den hier dargestellten Frequenzbereich vollständig abgebildet. Diese Frequenzen liegen
im Bereich der ultravioletten Strahlung und weichen Röntgenstrahlung. Abbildung 4.5
Abbildung 4.4.: Freiraum-Raumladungsimpedanzen verschiedener transversaler Profile
zeigt das Stromprofil und die resultierende induzierte Spannung eines Strahls mit einer
gaußschen longitudinalen Verteilung. Die Gesamtenergie des Ladungspaketes beträgt
0.5 GeV. Die Gesamtladung ist 1 nC und die rms-Strahllänge σz = 2 mm. Das entspricht
einem Strahlspitzenstrom von 60 A. Betrachtet wird eine 10 m lange Driftstrecke.
Der Ladungsschwerpunkt liegt bei z = 0, dem Maximum des Stromes. Die Teilchen des
Ladungspaketes werden aus dem Ladungsschwerpunkt verdrängt, so dass das Maximum
und Minimum der induzierten Spannung vor und hinter dem Ladungsschwerpunkt liegen
muss. Das erklärt den qualitativen Verlauf der Spannung in Abbildung 4.5. Abbildung
4.6 zeigt einen Vergleich der Freiraum-Raumladungsimpedanzen (4.21), (4.25) und (4.27)
anhand der induzierten Spannungen. Da die Freiraumimpedanzen rein imaginärwertige
Funktionen sind, kann der Energiebetrag des gesamten Ladungspaketes nicht geändert
werden. Daher ist eine Neuverteilung der Energie innerhalb des Phasenraumes durch die
Raumladungskräfte bedingt. Eine Umverteilung der Energie ist nur dann möglich, wenn
die induzierte Spannung mittelwertfrei ist, wie es die Spannungen aus Abbildung 4.6 zei-
gen. Der qualitative Verlauf der induzierten Spannungen ist eine Folge des gaußschen
Stromprofils und der annähernd linearen Impedanz im Frequenzbereich, vgl. Abb. 4.4,
was der Ableitung des Stromprofils gleichkommt.
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Abbildung 4.5.: Strahlstrom und die induzierte Spannung für die Länge von 1m
Abbildung 4.6.: Durch Freiraumimpedanzen induzierte Spannungen
4.2. Raumladungsimpedanz im Strahlrohr
Die Modellierung eines Strahlrohrs erlaubt eine Erweiterung des bestehenden physikali-
schen Modells für Raumladungsimpedanzen. Zum Einen wird das Strahlrohr als runder
Zylinder betrachtet, zum Anderen wird die endliche Leitfähigkeit des Strahlrohrs in Form
einer Impedanzformulierung für den Rand berücksichtigt. Durch Superposition von zwei
konzentrischen Hohlstrahlen wird die Raumladungsimpedanz für einen Hohlstrahl inner-
halb eines glatten zylindrischen Strahlrohrs modelliert. Hierbei ist r = rh der Strahlradius
und r = rp der Radius des Strahlrohrs. Metallisch leitfähige Oberflächen werden durch
eine Oberflächenimpedanz beschrieben. Die Stromdichte entspricht hierbei:











Die elektromagnetischen Felder sind:







· (Er (r, rh)~er + Ez (r, rh)~ez) , (4.31)
~H (~r, rh) = I exp (jω (t− z/βc)) ·Hφ (r, rh)~eφ, (4.32)
mit den Ansätzen der Freiraumlösung
Er (r) = − k
βγ
{
a1 · I1(ζr)− a2 ·K1(ζr) 0 ≤ r < rh,
b1 · I1(ζr)− b2 ·K1(ζr) rh < r < rp, (4.33)




a1 · I0(ζr) + a2 ·K0(ζr) 0 ≤ r < rh ,
b1 · I0(ζr) + b2 ·K0(ζr) rh ≤ r < rp , (4.34)
Hφ (r) = − k
γZ0
{
a1 · I1(ζr)− a2 ·K1(ζr) 0 ≤ r < rh ,
b1 · I1(ζr)− b2 ·K1(ζr) rh ≤ r < rp. (4.35)
Hierbei sind β =
√
1− γ−2 und ζ = ω/(cγβ) = kγβ . Ein endliches elektrisches Potential




h ) = Ez(r
+
h )
a1I0(ζrh) = b1I0(ζrh) + b2K0(ζrh). (4.36)
Für die magnetische Feldstärke folgt an der Grenzfläche r = rh
I
2pirh





(−a1I1(ζrh) + b1I1(ζrh)− b2K1(ζrh)) (4.37)
in Analogie zu (4.19). Die Randbedingung am Strahlrohr ist durch die Oberflächenim-






Weiterhin sei die Eindringtiefe δ viel kleiner als die Dicke der Strahlrohrwand. Die elek-
trische Leitfähigkeit des Strahlrohrs ist κ, wobei diese im Allgemeinen frequenzabhängig
sein kann. Auf der Strahlrohroberfläche r = rp wird ein Strombelag angenommen, der
eine tangentiale elektrische Feldkomponente hervorruft:
~Etan = −Zs · ~α mit ~α = ~n× ~H. (4.39)
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Da alle tangentialen elektrischen Felder am Strahlrohr verschwinden müssen, folgt aus
dieser Randbedingung bei r = rp aus den abgeleiteten elektromagnetischen Feldern (4.33-
4.35)



















Die aufgestellten Grenzbedingungen (4.36),(4.37),(4.40) stellen ein Gleichungssystem von













Die longitudinale Raumladungsimpedanz pro Länge Z ′LSC wird durch das longitudinale
elektrische Feld Ez(rh) an der Stelle rh definiert:








Durch Einsetzen von (4.41) in (4.42) folgt nach einigen algebraischen Umformungen die
Impedanz















mit κ = 58 · 106 S und τ = 2.5 · 10−14 s (4.44)
ist eine frequenzabhängige Leitfähigkeit für Kupfer gegeben [23,27]. Diese findet Anwen-
dung in der Oberflächenimpedanz Zs in (4.43).
Das ideal leitfähige Strahlrohr
Im Falle eines ideal leitfähigen Strahlrohres mit κ → ∞ wird die Oberflächenimpedanz
mit Zs = 0 substituiert, so dass die Tangentialkomponente des elektrischen Feldes an der
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Strahlrohroberfläche r = rp verschwindet. Hierbei folgt die Raumladungsimpedanz für
ein ideal leitfähiges Strahlrohr aus 4.43 zu:











Abbildung 4.7 zeigt einen Vergleich der Raumladungsimpedanzen pro Länge des freien
Raumes (4.21), des leitfähigen Strahlrohrs (4.43) und des ideal leitfähigen Strahlrohrs
(4.45). Dieser Auswertung liegt ein Strahl mit dem Radius von 1µm und einer Energie
von 130 MeV zugrunde. Der Strahlrohrradius rp beträgt 38 mm. Die Raumladungsimpe-
danzen des Strahlrohrs streben für hohe Frequenzen gegen die Freiraumlösung. Bei der
beschriebenen Anordnung tritt dieses bei etwa 1 THz auf.
Abbildung 4.7.: Gegenüberstellung Freiraum und Strahlrohr
Das unendlich ausgedehnte Strahlrohr
Betrachtet wird ein Strahlrohr mit einem Radius rp →∞. Die Grenzwertbildung für den





j/γI0(ζrp)− Zs/Z0βI1(ζrp) = 0. (4.46)
Hieraus folgt die longitudinale Raumladungsimpedanz
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welche der Freiraumlösung (4.21) entspricht. Abbildung 4.8 zeigt das Verhalten der Im-
pedanz innerhalb eines ideal leitfähigen Strahlrohrs bei Variation des Rohrradius rp. Bei
einem Strahlradius von rh = 1µm und einer Strahlenergie von 100 MeV wird der Rohrra-
dius rp zwischen 2 · rh und 2 · 108 · rh variiert. Mit zunehmendem Strahlrohrradius strebt
das Ergebnis gegen die Freiraumlösung.
Abbildung 4.8.: Gegenüberstellung Strahlrohrradien
Vergleich zu weiteren Impedanzen
Abbildung 4.92 ist [19,23] entnommen und zeigt die Impedanzen pro Länge an verschie-
denen Stellen des europäischen XFEL bei den Energien 130 MeV, 500 MeV, 2 GeV und
17.5 GeV. Die Impedanz des Hohlraumresonators erscheint auf allen vier Abbildungen
gleich, da sie annähernd unabhängig von der Energie ist. Im niederfrequenten Bereich
wird diese u.a. durch den Hohlraum selbst hervorgerufen, jedoch dominieren bei höhe-
ren Frequenzen die Raumladungseffekte. Ausgehend von einer Eingangsmodulation im
Wellenlängenbereich von λ = 0.1 mm bis λ = 1 mm ist der relevante Frequenzbereich
markiert (grün). Die Kompressionsstufen bei 500 MeV und 2 GeV mit den Kompressi-
onsfaktoren C1 = 20 und C2 = 5 sind durch eine entsprechende Verschiebung des Fre-
quenzfensters (durchgehende grüne vertikale Linie in Abb. 4.9) berücksichtigt. Hierbei
fällt auf, dass die Raumladungsimpedanz trotz ihrer γ−2 Proportionalität im relevan-
ten Frequenzbereich dominierend bleibt. Die Raumladungsimpedanz wird hier sowohl
2 SC - Space Charge - Raumladung
PEC - Perfect Electric Conductor - ideal leitfähiger Leiter
RW - Resistive Wall - resistive Bewandung
Cavity - Kavität, Hohlraumresonator
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Abbildung 4.9.: Impedanz pro Länge beim europäischen XFEL [19,23]
für den Fall des freien Raumes als auch für das verlustbehaftete (Kupfer) und ideal leit-
fähige Strahlrohr angegeben. Die Berechnung liefert für den hochenergetischen Fall bei
17.5 GeV eine Relevanz des verlustbehafteten (Kupfer) Strahlrohrs im betrachteten Fre-
quenzbereich. Die gewählten Strahlrohrradien für 130 MeV, 500 MeV, 2 GeV entsprechen
den Radien der TESLA-Resonatoren des XFEL-Designs von rp = 38 mm. Der Radius im
Strahlverteilungssystem beträgt rp = 20 mm und die Strahlenergie 17.5 GeV.
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5. Verstärkung von Mikromodulationen
In diesem Kapitel wird die Verstärkung der im Teilchenstrahl enthaltenen parasitären Mi-
kromodulationen der Raumladungsdichte, kurz Mikrobunchinstabilität, behandelt. Die
Raumladungsmodulationen entstehen während der Photoemission der Elektronen direkt
an der Kathode. Ursächlich ist hierbei das nichtglatte Intensitätsprofil des Lasers. Ins-
gesamt sind die Ursachen jedoch nicht vollständig bekannt. Das in Kapitel 4 eingeführte
longitudinale elektrische Feld ist, wie in Abschnitt 4.2 und [19] gezeigt, die Hauptursache
der Instabilität, vgl. [71]. Ein auf dieser Arbeit basierendes Modell für die Berechnung
der Verstärkung mehrstufiger Beschleunigerstrukturen dient der Untersuchung der Mi-
krobunchinstabilität. Zu diesem Zweck wird ein periodisches Modell zur Simulation des
longitudinalen Phasenraumes eingeführt.
5.1. Periodisches Modell
Ziel des periodischen Modells ist die Nachbildung der Raumladungsdichtemodulation.
Abbildung 5.1 zeigt das qualitative Stromprofil eines Strahls mit einer überlagerten Dich-
Abbildung 5.1.: Stromprofil eines modulierten Gaußschen Strahls
temodulation. Die Wellenlänge der Modulation (Mikropaket) ist kürzer als die Länge des
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Ladungspaketes (Makropaket). Dieses erlaubt eine Wellenlänge aus dem gesamten Pa-
ket herauszuschneiden und hieraus das Mikropaket als Ladungsverteilung zu modellieren.
Dabei können die benachbarten Mikropakete als annähernd gleich angesehen werden, vgl.
Vergrößerung in Abb. 5.1. Diese Annahme ermöglicht eine periodische Fortsetzung des
Abbildung 5.2.: Startverteilung periodisch in z und Gaußsch in δ-Richtung
Mikropaketes, so dass insgesamt ein in z-periodisch fortgesetzter Phasenraum entsteht.
Die δ-Verteilung ist normalverteilt. Abbildung 5.2 zeigt den Phasenraum des Mikropa-
ketes und das zugehörige Energie- und Stromprofil. Dargestellt ist eine Periode. Hierbei
ist zu beachten, dass dieses Phasenraumprofil ‚’ungechirpt’ ist. Dieser Verteilung werden
an der Stelle E = {0, 0} und z = {−λ/2, λ/2} zwei zusätzliche Partikel hinzugefügt.
Sie erlauben eine Transformation der Wellenlänge λ durch alle Kompressionstufen hin-
durch und sind für die Berücksichtigung der Kompression notwendig. Die Simulation
gemäß Kapitel 2 stellt bei der Transformation des Phasenraumes für HF-Strecken und
Driftstrecken kein Problem dar. Die mit der Kompression im Bunchkompressor zusam-
menhängende Rotation des Phasenraumes und somit auch des Mikropaketes bedarf einer
gesonderten Betrachtung für das periodische Modell. Durch die Rotation des Phasenrau-
mes im ersten dispersiven Abschnitt geht die z-Periodizität in eine (δ − z)-Periodizität
über. Jede weitere dispersive Stufe erzeugt eine neue Rotation, so dass der Phasenraum
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in jeder einzelnen Stufe zu manipulieren ist. Abbildung 5.3 zeigt das Schema nach dem
der longitudinale Phasenraum bei der Passage durch den dispersiven Abschnitt manipu-
liert wird. Die Wellenlänge ist durch die eingeführten Markerpartikel (schwarz) festgelegt.
Abbildung 5.3.: Periodische Darstellung des longitudinalen Phasenraumes
Als erster Schritt erfolgt die Transformation des Phasenraumes gemäß Gleichung (2.13).
Die hierdurch hervorgerufene Rotation des Phasenraumes lässt einzelne Partikel aus der
Periode rotieren (blau). Im Gegensatz hierzu bewegen sich äquivalente Partikel aus den
benachbarten Perioden in die betrachtete Periode hinein (grün). Unter Ausnutzung die-
ser Äquivalenz werden die „hinaus rotierten“ Teilchen (blau) jeweils um ∆z und ∆E
verschoben. Der innerhalb einer Periode befindliche Teil des Mikropaketes (rot) bedarf
keiner Manipulation. Dieses Vorgehen erlaubt es, die Berechnung auf eine Periode zu
reduzieren. Im Falle der Überkompression und der damit geänderten Korrelationsrich-
tung ist analog zu verfahren. Abbildung 5.4 zeigt den longitudinalen Phasenraum nach
Abbildung 5.4.: Periodische Darstellung des longitudinalen Phasenraumes
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der ersten Kompressionsstufe. Die linke Abbildung ist der Phasenraum ohne Manipula-
tion, während die rechte Abbildung den manipulierten Phasenraum darstellt. Abbildung
5.5 veranschaulicht den periodischen longitudinalen Phasenraum nach der ersten Kom-
pressionsstufe. Der dargestellte Strahl verfügt über eine Energie von 0.5 GeV und weist
Abbildung 5.5.: Modulation im longitudinalem Phasenraum
einen Spitzenstrom von ≈ 50 A auf. Abbildung 5.5 zeigt zum Einen den longitudina-
len Phasenraum und zum Anderen das Energie- und Stromprofil. Die Verstärkung der
Strommodulation begründet sich in der Kopplung der longitudinalen Raumladungsdich-
te zur Energie und umgekehrt. Abbildung 5.2 zeigt eine Periode der Startverteilung,
während Abbildung 5.5 den Phasenraum nach der ersten Kompressionsstufe darstellt.
Vermöge der Raumladungsimpedanzen ist die Strommodulation der Startverteilung auf
dem Strahlprofil aufgeprägt. Durch die Energieabhängigkeit der Weglänge innerhalb des
Kompressors wirkt die Energiemodulation auf den Stromverlauf zurück. Abbildung 5.6
zeigt den Mechanismus der Mikrobunchinstabilität, vgl. [26]. Der Mechanismus, welcher
die in Abbildung 5.5 dargestellte Energiemodulation induziert, wird im Zeitbereich durch
die longitudinalen Wakefelder W‖|(z) und im Frequenzbereich durch die longitudinalen
Raumladungsimpedanzen Z(k) hervorgerufen. Die Rückkopplung der Energiemodulati-
on auf die longitudinale Position z wird durch die longitudinale Dispersion verursacht,
welche durch den R56 Parameter repräsentiert wird. Das in Abbildung 5.5 dargestell-
te Ergebnis beinhaltet beide Mechanismen. Mehrstufige Kompressionssysteme können
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Verstärkungen über mehrere Größenordnungen bis hin zur Sättigung aufweisen. Eine
Möglichkeit, die Verstärkung zu steuern, wird in Abschnitt 5.4 vorgestellt.
Abbildung 5.6.: Mechanismus der Mikrobunchinsabilität [44]
5.2. Berechnung des Stromes und der induzierten Spannung
Ausgehend vom periodischen Modell wird der Strom in Fourierreihen entwickelt. Der
simulierte Strahl besteht aus N Teilchen. Die einzelnen Partikel werden als Dirac Dis-
tributionen aufgefasst und in Fourierreihen entwickelt. Die komplexwertigen Fouri-






f(z) exp(−jnkz)d t. (5.1)





δ(z − zm), (5.2)
mit Nsim als Anzahl der Makropartikel und zm als Position des jeweiligen longitudinalen




δ(z − zm) exp(−jnkzm) (5.3)
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wobei der Parameter Ne die Anzahl der Elektronen pro Makropartikel angibt. Die in-







wobei Z(nk) die Raumladungsimpedanz und Nharm die Anzahl der Reihenglieder ist. Ins-
besondere ist die Phasenverschiebung der Spannung U(z) um 90◦ gegenüber dem Strom
I(z) zu berücksichtigen. Die Verschiebung ist in der reinen Imaginärwertigkeit der Raum-
ladungsimpedanz begründet. Die Wellenlänge λ bestimmt sich aus dem Abstand der zu-
sätzlich eingefügten Markerpartikel. Die Schwäche dieser Berechnungsmethode des Stro-
mes liegt im Gibbsschen Phänomen an den unstetigen Rändern der Raumladungsvertei-
lung. Allerdings treten diese unter Verwendung des periodischen Strahlmodells nicht auf.
Abbildung 5.7 zeigt eine Gegenüberstellung der Reihenentwicklung des Stromes 5.7(b) zu
einer auf Histogrammen basierten Stromfunktion 5.7(a). Die induzierte Spannung U(z)
(a) Histogramm (b) Fourier-Reihe
Abbildung 5.7.: Gegenüberstellung der Stromfunktionen
wird durch Reihenentwicklung gemäß (5.5) gewonnen. Durch lineare Interpolation wird
die Energieänderung des einzelnen Parikels ermittelt und entsprechend zur Energie im
Phasenraum addiert.
5.3. Berechnung zur Verstärkung der Mikromodulationen
Zur Berechnung der Verstärkung von Mikromodulationen wird im ersten Schritt der
Strom der Startverteilung gemäß (5.4) bestimmt. Der erste Fourierkoeffizient c1,0 der
Startverteilung repräsentiert die Grundschwingung der Mikromodulation der Raumla-
dungsverteilung am Anfang der untersuchten Struktur. Der Index n = 0 steht hierbei
für die Startverteilung. Da lediglich die dispersiven Abschnitte eine Rückkopplung der
Energiemodulation auf die Raumladungskräfte ermöglichen, erfolgt die Berechnung der
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Verstärkung jeweils nach einem solchen Abschnitt. Hierbei wird der Strom und der Fou-
rierkoeffizient c1,p der Grundschwingung mit dem Index p ausgewertet, welcher mit
jeder weiteren dispersiven Sektion inkrementiert wird. Weiterhin ist es notwendig, die
kompressionsbedingte Steigerung des Stromes durch den Kompressionsfaktor Cp zu be-
rücksichtigen. Dieser wird aus dem Verhältnis der Wellenlänge λ0 am Anfang der Struktur









Die Frequenzabhängigkeit der Verstärkung G(k) wird durch die Wellenlänge λ0 der Start-
verteilung berücksichtigt. Bei der Berechnung des gesamten Verstärkungsspektrums wird
jede einzelne Frequenz gesondert berechnet, wodurch das Spektrum dargestellt wird.
Abbildung 5.8 zeigt den Aufbau des XFEL schematisch. Die erste Kompressionsstufe
Abbildung 5.8.: Schematische Darstellung des XFEL
setzt sich aus dem Injektor Linac, der zugehörigen 3. Harmonischen und dem ersten
Bunchkompressor (BC I) zusammen. Die zweite Kompressionsstufe wird aus dem Boos-
ter Linac und dem zweiten Bunchkompressor (BC II) gebildet. Tabelle 5.1 gibt eine
Übersicht der Phasen und Amplituden der HF-Abschnitte. Die Betafunktion β(z) wur-
de über den gesamten Beschleuniger gemittelt und zu β(z) = 18 m bestimmt. Die in
Abbildung 5.8 angegebenen Längen sind idealisierte Werte. Bei der Berechnung wur-
de eine unkorrelierte Energiebreite1 von 10 keV angenommen. Abbildung 5.9 zeigt die
Verstärkung G(λ) nach BC I und BC II. Die Verstärkung nach BC II fällt mit der
Gesamtverstärkung beider Kompressionsstufen zusammen. Das Energieprofil zeigt ent-
sprechend Abbildung 5.2 eine Gaußsche Verteilung. Die obere Grenze des betrachteten
1in der englischsprachigen Literatur oft auch:
uncorrelated energy spread, slice energy spread, local energy spread
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Tabelle 5.1.: HF Parameter XFEL
Injektor Linac Booster Linac
HF1 HF3
Vacc/GV 0.48856323 0.05080437 2.0
ϕ/deg -22.81842471 172.04948505 0.0
Abbildung 5.9.: Verstärkung nach der ersten und zweiten Kompressionsstufe
Wellenlängenbereichs von 2 mm begründet sich in der absoluten Länge des Ladungspa-
ketes. Die untere Grenze von 50µm resultiert aus dem numerischen Auflösungsvermögen
des verwendeten Algorithmus. Die unkorrelierte Energiebreite von 10 keV ruft eine starke
Dämpfung der Verstärkung hervor, welche im kurzwelligen Bereich Rauscheffekte in der
Simulation hervorruft. Dieses Schrotrauschen2 lässt sich durch eine Erhöhung der Teil-
chenzahl verringern, jedoch nicht gänzlich unterdrücken. Der Rauscheffekt ist auch bei
hoher Verstärkung vorhanden, jedoch geht es im Vergleich zum großen systematischen
Effekt unter.
5.4. Einfluss der unkorrelierten Energiebreite
In diesem Abschnitt soll der Einfluss der unkorrelierten Energiebreite auf das Verhalten
der Verstärkung untersucht werden. Als Beispiel dient die Anordnung des vorangegange-
nen Abschnittes. Die Parameter der hier betrachteten Anordnung können Abschnitt 5.3
2engl. auch shot noise
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entnommen werden. Die Verstärkungen der Mikromodulationen bei verschiedenen un-
korrelierten Energiebreiten werden in Abbildung 5.10(a) für die erste Kompressionsstufe
und in Abbildung 5.10(b) für die zweite Stufe gezeigt. Die untere Grenze der gewählten
(a) BC I
(b) BC I und BC II
Abbildung 5.10.: Verstärkungskurven in Abhängigkeit der unkorrelierten Energiebreite
Energiebreiten wird mit 1 eV dargestellt, was dem ungedämpften Fall entspricht. Der ma-
ximale Wert von 20 keV wurde empirisch bestimmt und entspricht der Größenordnung
zur Eliminierung der Instabilität, vgl. [71].
Die Photokathoden-Elektronenkanonen erzeugen Elektronenpakete mit kleinen Energie-
breiten im Bereich einiger keV. Wie die Abbildungen 5.10(a) und 5.10(b) veranschauli-
chen, entspricht dies einer Verstärkung von G(λ) ≈ 230 für die erste Kompressionsstufe
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und G(λ) ≈ 13000 für die zweite bei einer unkorrelierten Energiebreite von 1 keV. Diese
starke Anfälligkeit gegenüber der Mikrobunchinstabilität beeinträchtigt den SASE Pro-
zess. Hochfrequente Störeinflüsse der longitudinalen Raumladungsdichte entstehen aus
diversen Rauschquellen und der Welligkeit des Laserstrahls an der Kathode, was eine Un-
terdrückung der Störquellen schwierig gestaltet. Eine andere Möglichkeit, die Verstärkung
zu reduzieren, ist die Erhöhung der unkorrelierten Energiebreite auf ein Niveau, welches
die Instabilität unterdrückt, jedoch kompatibel zum SASE Prozess bleibt. Eine resonante
Überlagerung des Elektronenstrahls mit einem transversal polarisiertem Laser in einem
Undulator erzeugt eine hochfrequente Energiemodulation und „verschmiert“ diese in ei-
nem dispersiven Abschnitt, was zu einer erhöhten Energiebreite führt. Hieraus resultiert
eine genügend hohe Landaudämpfung3, welche die Verstärkung minimiert. Diese Auf-
gabe wird durch den in Abbildung 5.11 schematisch dargestellten ’Laser Heater’ erfüllt.
Die Verwendung des ’Laser Heaters’ für den LCLS ist in [42] beschrieben. In [5] wird
Abbildung 5.11.: Schematische Darstellung des Laser-Heaters
der Einsatz eines Laser Heaters für den XFEL diskutiert. Die in diesem Abschnitt dar-
gestellten Ergebnisse stimmen mit einem Referenzmodell nach [23] überein. Grundlage
dieses Referenzmodells ist einMathcad basierter Trackingcode. Abbildung 5.12 zeigt ei-
ne Gegenüberstellung der Ergebnisse beider Verfahren exemplarisch für die unkorrelierte
Energiebreite von 1 keV. Die Abweichung in den jeweiligen Nullstellen ist auf die unter-
schiedliche Wahl der Stützstellen zurückzuführen. Die Nullstellen ergeben sich aus dem
Nulldurchgang der Verstärkung und der Betragsbildung. Das abweichende Rauschverhal-
3Dämpfung longitudinaler Wellen im Plasma, wobei ein Überschuss an langsamen Teilchen dazu führt,
dass mehr Energie aus der Welle aufgenommen als durch schnelle Teilchen abgegeben wird, was zur
Dämpfung führt.
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ten begründet sich in den unterschiedlichen Trackingmethoden. Das Referenzmodell geht
von einer äquidistanten Teilchenverteilung mit Makropartikeln unterschiedlicher Ladung
aus, aus dem die Stromverläufe resultieren. Das in dieser Arbeit vorgestellte Modell ba-
siert auf einem Tracker, der Makropartikel gleicher Ladung verwendet. Die Stromverläufe
der Startverteilung werden durch eine entsprechende Anordnung der Makropartikel über
der longitudinalen Position z erzeugt.
Abbildung 5.12.: Vergleich der Verstärkungskurven für 1 keV
5.5. Numerische Ergebnisse
In diesem Abschnitt werden die Ergebnisse des hier eingeführten Algorithmus mit der In-
tegralgleichungsmethode nach [19] verglichen. Zu beachten ist, dass dieses Verfahren der
Verstärkungsberechnung nicht auf einem Teilchentracking beruht und somit über kein
Rauschverhalten verfügt. Als Simulationsbeispiel dient hier der XFEL in zwei Varianten.
Im Gegensatz zu dem vorangegangenen Abschnitt werden die Diagnostikabschnitte mit-
berücksichtigt. Die dritte Harmonische HF wie auch die Impedanzbeiträge der dispersiven
Abschnitte bleiben im Modell unberücksichtigt.
Simulation Injektor bis Kollimator
Abbildung 5.13 zeigt die schematische Darstellung des XFEL mit den dispersiven Ab-
schnitten. Hierzu zählen die beiden Bunchkompressoren und der Kollimator. Letzterer
besteht aus zwei Dipolmagneten. Die allgemein als Drift bezeichneten Abschnitte re-
präsentieren die Diagnostik. Abgesehen von den Raumladungskräften wirken hier keine
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Kräfte auf den Strahl. Die HF Abschnitte zeigen den L-Band Linac, der mit einer Be-
triebsfrequenz von 1.3GHz arbeitet. Die Energie des Strahls ist in Abbildung 5.13 dar-
gestellt. Die R56 Parameter der dispersiven Abschnitte sind [12] entnommen.
Abbildung 5.13.: Schematische Darstellung des XFEL - Injektorlinac bis Kollimator
Die zur Impedanzberechnung der einzelnen Abschnitte notwendigen Parameter, sowie die
HF-Parameter der einzelnen Beschleunigerstrukturen sind in Tabelle 5.2 zusammenge-
fasst. Hierbei ist Vacc die Beschleunigungsspannung, ϕ die Phase des elektromagnetischen
Feldes in Grad, L die Länge des Abschnittes und βtwiss die gemittelte Betafunktion. Die
in Abbildung 5.13 angegebenen Spitzenströme beziehen sich auf das Ende der jeweiligen
dispersiven Abschnitte. Die Driftsektionen sind mit Indizes von links beginnend numme-
riert.
Tabelle 5.2.: HF Parameter XFEL
Drift1 Injektor Linac Drift2 Booster Linac Drift3 Haupt-Linac
Vacc/GV - 0.409 - 1.5 - 15.5
ϕ/deg - -25.171 - 0.0 - 0.0
L/m 51.6 38.6 42.5 141.0 65.0 1200.0
βtwiss/m 37.4 22.4 17.3 34.5 17.8 27.4
Abbildung 5.14 zeigt die Kurven G(λ) für die einzelnen Abschnitte. Die dargestellten
Verstärkungskurven beziehen sich jeweils auf den Anfangsstrom von 50A, d.h. dass je-
weils die gesamte Verstärkung bis zur betrachteten Anordnung angegeben ist. Anschau-
lich betrachtet entsprechen die Nullstellen der Verstärkungskurven den Wellenlängen, bei
denen die raumladungsinduzierten Spannungen den Beschleunigungsspannungen im Be-
trag gleich sind. Dadurch steigt die Anzahl der Nullstellen mit den Kompressionsstufen.
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Diese Nullstellen resultieren aus der Gaußschen Form der unkorrelierten Energiebreite.
Hierbei ist zu beachten, dass andere Formen ein anderes Spektrum hervorrufen können,
wodurch weitere Nullstellen entstehen, vgl. [19].
Abbildung 5.14.: Verstärkung des XFEL für 1 keV - Injektorlinac bis Kollimator
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Simulation Dog-Leg bis Kollimator
Abbildung 5.15 zeigt den XFEL beginnend mit dem Diagnostikabschnitt im Injektor
bis zum Kollimator. Der erste dispersive Abschnitt wird wegen seiner Form ’Dog-Leg’
Abbildung 5.15.: Schematische Darstellung des XFEL - Dogleg bis Kollimator
genannt. Hier ist zu berücksichtigen, dass dieser einen geringen R56 Faktor aufweist,
vgl. [23]. Der hieraus resultierende Spitzenstrom ist neben den Spitzenströmen der an-
deren dispersiven Abschnitte sowie aller R56 Parameter in der schematischen Übersicht
enthalten. Alle HF-Abschnitte der betrachteten Struktur arbeiten auf einer Betriebsfre-
quenz von 1.3GHz. Die Strahlenergien sind ebenfalls Abbildung 5.15 zu entnehmen. Diese
beziehen sich jeweils auf das Ende der HF-Abschnitte. Die Amplituden Vacc und Phasen
ϕ der HF-Abschnitte sind in Tabelle 5.3 gelistet. Ebenfalls enthalten sind die Längen
L und die gemittelten Betafunktionen βtwiss der Driftabschnitte, welche die Diagnostik-
sektionen repräsentieren. Die dispersiven Abschnitte sind in Bezug auf ihren Beitrag zur
Raumladungsimpedanz nicht berücksichtigt.
Tabelle 5.3.: HF Parameter XFEL
Drift1 Drift2 Injektor Linac Drift3 Booster Linac Drift4 Haupt-Linac
Vacc/GV - - 0.373 - 1.615 - 15.5
ϕ/deg - - -7.267 - -21.716 - 0.0
L/m 20.0 50.0 40.0 40.0 140.0 65 1200.0
βtwiss/m 40.71 40.71 40.71 22.0 22.0 22.0 22.0
Abbildung 5.16 zeigt die Verstärkungskurven G(λ) bezogen auf den jeweiligen dispersi-
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ven Abschnitt. Diesem Ergebnis liegt eine unkorrelierte Energiebreite von 1 keV zugrunde.
Die Referenzergebnisse basieren auf der Integralgleichungsmethode.
Abbildung 5.16.: Verstärkung des XFEL für 1 keV - Dogleg bis Kollimator
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6. Zusammenfassung und Ausblick
Das im Rahmen dieser Arbeit entwickelte und untersuchte Programm stellt eine Methode
zur Simulation im longitudinalen Phasenraum für unterschiedliche Varianten von Linear-
beschleunigern dar. Ausgangspunkt der Arbeit war der am SLAC entwickelte Tracking-
Code LiTrack [7]. Ziel der Entwicklung war ein sogenanntes Start-to-End Programm,
welches eine schnelle Simulation der gesamten Beschleunigerstruktur erlaubt und somit
die Abschätzung des longitudinalen Strahlverhaltens zulässt. Der Einsatz als Werkzeug
im Rahmen von Messungen und sechsdimensionalen Simulationen wird angestrebt.
Die in Kapitel 2 beschriebene Formulierung entspricht der des LiTrack, wobei die Hoch-
frequenzbeschleunigung und dispersive Strahlführung übernommen werden konnten. Im
Zuge dieser Arbeit wurde das Programm von Grund auf neu aufgebaut und bezüglich
der Rechenzeit in den beiden o.g. Routinen optimiert, so dass eine schnellere Berech-
nung des Vorwärtsproblems im Rahmen der Emittanzminimierung möglich wurde. Eine
Berechnung der rms-Emittanz, sowie die Betrachtung der zugehörigen Größen der rms-
Energiebreite und rms-Bunchlänge sowie des Korrelationskoeffizienten beider Verteilun-
gen stellte die erste Erweiterung des Programmes dar.
Die Parameteroptimierung bedarf einer Zielfunktion und der Funktionen der Nebenbedin-
gungen. Zu diesem Zweck wurde die Implementierung der longitudinalen rms-Emittanz
notwendig, wobei die Nebenbedingungen durch Methoden der deskriptiven Statistik ge-
wonnen werden konnten. Insgesamt wurde mit der Formulierung eines Optimierungspro-
blems eine Möglichkeit geschaffen, die HF-Parameter des Linacs schnell zu finden und
somit eine präzise Einstellung für die gewünschten Vorgaben zu realisieren. Hierbei stellte
sich das SQP-Verfahren als eine robuste und schnelle Methode der Gewinnung der Para-
meter heraus [57]. Eine weiterführende Betrachtung des Optimierungsproblems erlaubt
eine Startwertbestimmung für das SQP-Verfahren unter Verwendung von Genetischen
Algorithmen. Ergänzend wurde eine Penalty-Formulierung mit dem Ziel der Rechenzeit-
minimierung gefunden [56].
Eine Untersuchung der im Linearbeschleuniger wirkenden Impedanzen wurde im Rahmen
dieser Arbeit bezüglich der Raumladungen durchgeführt [19]. Ein Vergleich der Raumla-
dungsimpedanzen des Freiraumes erlaubt die Beurteilung des Einflusses der transversalen
Strahlprofile. Betrachtet wurden Profile mit konstanten und gaußschen transversalen
Raumladungsverteilungen sowie ein Raumladungsprofil, welches der Dirac-Distribution
δ(r − r0) entspricht und somit einen Hohlstrahl mit dem Radius r0 und einer infinitesi-
maler Dicke darstellt. Diese Verteilung erlaubt die Betrachtung beliebiger Raumladungs-
profile, aber auch die Berücksichtigung eines Strahlrohres. Ein Einfluss des Strahlrohres
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wurde dabei mit Hinblick auf Leitfähigkeit und Strahlrohrradius untersucht. Zu diesem
Zweck wurden die benötigten Formulierungen der Raumladungsimpedanzen abgeleitet
und anhand des XFEL verglichen. Wie in Kapitel 4 dargestellt, genügt die Freirauman-
nahme bezüglich der Raumladungsimpedanz den meisten betrachteten Fällen.
Das vorliegende Verfahren erlaubt darüberhinaus in der Kombination mit der Parame-
teroptimierung und Raumladungssimulationen eine Untersuchung von Mikrobunchmo-
dulationen. Hierzu wurde es notwendig, eine Raumladungsverteilung zu generieren, die
eben diese Modulation abbildet. Insgesamt liegt mit dieser Arbeit ein Verfahren vor, wel-
ches die Berechnung der Verstärkung von Mikromodulationen im Raumladungspaket auf
Grundlage der Raumladungsimpedanzen ermöglicht. In Kapitel 5 wird der Einfluss der
unkorrelierten Energiebreite auf die Verstärkung der induzierten Raumladungsmodula-
tion dargestellt, was die Simulation des Einflusses eines Laser-Heaters auf die Raumla-
dungsmodulation erlaubt.
Insgesamt entstand im Rahmen dieser Arbeit ein Simulationsprogramm, welches eine au-
tomatische Parametereinstellung erlaubt, die auf Optimierungsalgorithmen basiert. Eine
der großen Herausforderungen beim Bau von Lichtquellen der neuesten Generation ist
die Beherrschung der Raumladungseffekte, wobei die Erweiterung des physikalischen Mo-
dells des Trackers eben diese erlaubt und eine Abschätzung für den Betrieb oder volle
6D-Simulationen ermöglicht.
Ausgehend von den Kapiteln 3 bis 5 eröffnen sich folgende Forschungsmöglichkeiten
1. Eine Parallelisierung des Trackers, insbesondere der Wake-Routinen würde eine
höhere Anzahl an Makropartikeln in der Simulation erlauben. Insbesondere die
Parallelisierung der bestehenden Wake-Routine hätte eine Reduzierung der Rechen-
zeit zur Folge. Die aktuellen Entwicklungen im Bereich der GPGPU-Berechnungen
(General-Purpose computing on Graphics Processing Units) wären eine Alternative
zur aktuell verwendeten Architektur. Dieser Paradigmenwechsel in der Simulati-
on des Vorwärtsproblems würde eine komplette Neuentwicklung des bestehenden
Trackers erfordern, jedoch gleichzeitig die Möglichkeit einer Leistungssteigerung
eröffnen.
2. Die dieser Arbeit zugrunde liegende Implementierung des Optimierungsproblems
greift auf durch Matlab 2009b bereitgestellte Algorithmen. Die Verwendung anderer
vor allem parallelisierter Verfahren eröffnet die Möglichkeit, die zu untersuchenden
Probleme mit einer höheren Teilchenzahl zu betrachten. Insbesondere könnte hier
eine Parallelisierung der Genetischen Algorithmen die aufgezeigte Penalty- Formu-
lierung durch die Lösung des exakten Problems ersetzen.
3. Der Berechnung der Verstärkungskurven liegt ein periodisches Modell zu Grunde.
Die Grundannahme hierbei ist die periodische Fortsetzung im Elektronenstrahl.
Eine Erweiterung auf unterschiedliche Chirps im Strahl würde es ermöglichen, real
gemessene oder simulierte Startverteilungen zu untersuchen, wobei insbesondere
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die lokale Untersuchung der Verstärkung im Strahl einen zusätzlichen Erkenntnis-
gewinn zur folge hätte.
4. Die Berücksichtigung neuer und möglicherweise leistungsfähigerer Optimierungs-
algorithmen bleibt zu prüfen. Zu nennen wären hier Strategien wie die Simulier-
te Abkühlung oder Algorithmen, die auf Sachwarmintelligenz basieren und zu den
Metaheuristiken für Verfahren der kombinatorischen Optimierung gehören, wie z.B.
Ameisenalgorithmen (Ant Colony Algorithm) oder Partikelschwarmalgorithmen.
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A. Grundlagen der nichtlinearen
restringierten Optimierung
In diesem Kapitel wird das Grundproblem der nichtlinearen Optimierung vorgestellt. Die
Notwendigen und hinreichenden Bedingungen für eine optimale Lösung werden angege-
ben. Darüber hinaus werden beide Lösungsverfahren vorgestellt und in ihren Grundzügen
erläutert. Im Rahmen dieser Arbeit wurden sowohl Genetische Algorithmen als auch der
SQP-Algorithmus1 verwendet.




c(x) ≤ 0, (A.2)
ceq(x) = 0, (A.3)
l ≤x ≤ u. (A.4)
Die Lagrange Funktion des Optimierungsproblem entspricht




wobei λ der Lagrange-Multiplikator ist. Die notwendige Bedingung für ein Extremum
der Funktion f(x) folgt aus dem Gradienten der Lagrange-Funktion:
∇xL(x, λ) := ∇xf(x) +
m∑
i=1
λi∇xgi(x) = 0. (A.6)
A.1. Sequentiell Quadratische Programmierung - SQP
Die Lösung beschränkter Optimierungsverfahren basiert auf einer Approximation des
nichtlinearen Optimierungsproblems durch ein quadratisches Optimierungsproblem und
liefert somit ein vereinfachtes Subproblem mit linearen Gleichungs- und Ungleichungsne-
1SQP-Sequential Quadratic Programming
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∇gi(xk)Td+ gi(xk) = 0 (A.8)
∇gi(xk)Td+ gi(xk) ≤ 0 (A.9)
Hierbei repräsentiert H die Hesse-Matrix und k-ten Iteration. Folgendes Ablaufschema
ergibt sich:
1. Wähle die Startpunkte.
2. Löse das quadratische Optimierungsproblem.
3. Prüfe auf das Abbruchkriterium, falls erfüllt beende das Programm, ansonsten gehe
zu 4.
4. Berechne die Schrittweite des Iterationsverfahrens.
5. Definiere die neue Iterierte.
6. Berechne Hk+1.
7. Inkrementiere k und gehe zu 2.
A.2. Genetische Algorithmen
Genetische Algorithmen basieren auf der biologischen Theorie der Evolution, wobei zu-
fällig Variationen hervorgerufene positive Eigenschaften durch natürliche Auslese ausge-
wählt werden. Basis hierfür ist die differentielle Reproduktion, die Individuen mit vor-
teilhaften Eigenschaften bessere Fortpflanzungs- und Vermehrungschancen einräumt. Die
Veränderung der Gene einer Population von Lebbewesen von Generation zu Generation
ist die Evolution, sie basiert auf
Selektion erlaubt eine Auslese von gut angepassten Individuen einer Population, wobei
die besten Individuen überleben2. Eine höhere Überlebenswahrscheinlichkeit er-
höht die Fortspflanzungswahrscheinlichkeit und sichert die verbreitung angepasster
Gene. Die sogenannte Fitness ist ein Maß der Angepasstheit.
Rekombination ist die Genkombination durch Austausch der Allelen3 zweier Chromo-
somen.
2survival of the fittest
3Eine mögliche Ausprägung eines Gens, welches sich an einem bestimmten Ort auf einem Chromosom
befindet wird durch ein Allel bezeichnet.
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Mutation ist die Veränderung von Allelen der Gene. Mutationen können sowohl positive
als auch negative Folgen bezüglich der Fittness aufweisen.
Das Zusammenspiel der o.g. Mechanismen über Generationen hinweg sorgt für die An-
passung der Population an die Lebensbedingungen. Die Maximierung der Überlebens-
wahrscheinlichkeit ist das von der Natur gelöste Optimierungsproblem.
Ausgehend vom Beispiel der Natur werden die Evolutionsstrategien zur Lösung von Op-
timierungsproblemen herangezogen, wobei eine anfänglicher Lösungsvorschlag genügend
lange variiert wird, bis eine ausreichende Lösung vorliegt. Genetische Algorithmen genü-
gen folgendem Ablaufschema:
1. Erzeuge zufällige Ergebnisvorschläge und generiere somit eine Startpopulation.
2. Werte die Fitnessfunktion aus und die Überlebenswahrscheinlichkeit aus. Die Fit-
nessfunktion entpricht der Zielfunktion des Optimierungsproblems.
3. Selektion - wähle die besten Chromosomen zur Bildung der nächsten Generation
aus
4. Wende die genetischen Operatoren Rekombination und Mutation an.
• Mutation - verändere zufällig ein oder mehrere Gene des Genoms.
• Rekombination - kreuze zwei zufällige Chromosomen an einer oder zwei zufäl-
ligen Position im Genom.
5. weiter zu 2. oder Abbruch wenn:
• Eine Vorbestimmte Anzahl von Generationen durchlaufen wurde.
• Keine Verbesserung zur vorherigen Generation auftritt.
• Die mittlere Verbesserung zu vorherigen Generationen eine Toleranz unter-
schreitet.
Abbildung A.1 veranschaulicht das Schema der Mutation A.1(a) und Rekombination
A.1(b). In Abbildung A.1(a) werden zwei beliebige Werte auf einen anderen zufallswert
durch eine Mutationsfunktion geändert. Die Rekombination in zwei Punkten nach Ab-
bildung A.1(b) erzeugt aus zwei Individuen durch neuanordnung der Zahlenwerte einen
neuen Lösungsvorschlag. Mutation und Rekombination stehen Konkurrenz zueinander,
so dass ein Anteil an der Gesamtpopulation mutiert und der Komplementanteil rekom-
biniert. Eine zu hohe Mutationsrate verdrängt Individuen die sich nahe dem Minimum
befinden und verhindert somit die Konvergenz des Verfahrens. Andererseits führt eine
Mutationsrate von 0 auf ein Genom der Gesamtpopulation, welches sich im Laufe von
Generationen nicht weiter ändern kann, so dass aus der Population ausgeschiedene Allele
nicht niemals wieder zurückkehren können.
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(a) Mutation zweier Chromosomen (b) Rekombination zweier Chromosomen
Abbildung A.1.: Gegenüberstellung der Rekombination und Mutation
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Die für diese Arbeit notwendigen physikalischen Grundlagen sollen in diesem Anhangka-
pitel zusammenfassend in einen Gesamtkontext gesetzt werden. Zunächst wird ein Über-
blick über die elektromagnetische Feldtheorie gegeben. Ausgehend von dieser Grundlage
werden elektromagnetische Wellen und die Ladungserhaltung abgeleitet. Diese werden
zur Formulierung und Lösung der Problemstellungen dieser Arbeit verwendet. Die Be-
trachtung ultrarelativistischer Teilchen mit einer Geschwindigkeit nahe der des Lichtes
v ≈ c macht es notwendig, die spezielle Relativitätstheorie heranzuziehen. Hierzu wird
eine Überleitung aus der klassichen Mechanik bis hin zur relativistischen Elektrodynamik
gegeben. Abschließend findet eine allgemeine Betrachtung der Selbstfelder von Ladungs-
paketen im Zeit- und Frequenzbereich statt. Das gesamte Kapitel folgt [53].
B.1. Die klassische Feldtheorie
Die klassische Feldtheorie beschreibt die elektromagnetischen Erscheinungen makrosko-
pisch. Diese wurden im Jahre 1864 durch James Clerk Maxwell in den nach ihm
benannten Gleichungen formal beschrieben [62]. Hierbei wurde der Feldbegriff nach Mi-
chael Faraday verwandt. Das Faradaysche Induktionsgesetz sowie das Durchflu-
tungsgesetz nach Hans Christian Ørsted und André-Marie Ampère bilden die
beiden Hauptaxiome der Elektrodynamik. Die Vervollständigung des Ampèreschen Ge-
setzes durch den Verschiebungsstrom und die damit verbundene Beseitigung bestehender
Widersprüche war die Leistung von Maxwell.
Die Beschreibung der Maxwellschen Gleichungen durch Differentialgleichungen er-
laubte die Vorhersage elektromagnetischer Wellen, die 1888 durch Heinrich Rudolf
Hertz nachgewiesen wurden. Dieses wissenschaftliche Paradigma ergänzt die korpusku-
lare Theorie des Lichts von Isaac Newton um den Wellencharakter des selbigen. In





Die Maxwellschen Gleichungen in der globalen und integralen Formulierung sind ge-
geben durch:






~H · d~r =
x
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~D · d ~A, (B.1)









~B · d ~A, (B.2)
Ψ(∂V ) = Q(V )
{
A=∂V




Φ(∂V ) = 0
{
A=∂V
~B · d ~A = 0, (B.4)
wobei die Dichten der globalen Variablen als Grenzwert des Verhältnisses zwischen glo-
baler Größe und ihrem Volumen aufgefasst werden können. Die globalen Größen werden
mittels Integration aus den zugehörigen Dichten ermittelt. Die Zuordnung der Feldgröße
zu ihrem integralen Pendant kann aus (B.1-B.4) ersehen werden. Ausgehend vom Sto-
kesschen und Gaußschen Integralsatz folgt die differentielle Form der Vektoranalysis:
rot ~E = −∂t ~B, (B.5)
rot ~H = ~J + ∂t ~D, (B.6)
div ~D = ρ, (B.7)
div ~B = 0. (B.8)
Materialgleichungen
Die Maxwellschen Gleichungen bilden ein Gleichungssystem aus zwei vektoriellen und




Φ(∂V ) = 0
lediglich eine Anfangsbedingung für das Gleichungsystem zum Zeitpunkt t = 0 darstellt,
reduziert sich die Anzahl der Gleichungen auf sieben. Es sind also neun weitere Glei-
chungen notwendig, um ein vollständig bestimmtes Gleichungssystem zu erhalten. Diese
neun Gleichungen bilden die Materialgesetze, welche die Fluss- und Stromdichten mit
den Feldstärken verknüpfen. Im Falle eines linearen, homogenen, isotropen, frequenz-
unabhängigen und ruhenden Mediums gilt:
~D = ε0εr ~E, (B.9)
~B = µ0µr ~H. (B.10)
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Der Zusammenhang zwischen der Leitungsstromdichte und der elektrischen Feldstärke
ist durch das Ohmsche Gesetz in seiner differentiellen Form gegeben:
~Jl = κ~E. (B.11)
Die elektrische Stromdichte setzt sich aus drei Komponenten zusammen:
~J = ~Jl + ~Jk + ~Je.
Die Konvektionsstromdichte ~Jk erlaubt die Berücksichtigung der Lorentz-Kraft auf die
Bewegung freier Ladungsträger, für welche ~Jk = ρ~v gilt. Die eingeprägte Stromdichte ~Je
bildet die Quelle des elektromagnetischen Feldes und ist eine im modellierten Bereich un-
abhängige Größe. Sie ist das inhomogene Glied der aufgestellten Differentialgleichungen,
während ~Jl die Leitungsstromdichte im leitfähigen Medium darstellt.
Die Materialgesetze lassen sich ebenfalls in globaler Form angeben:
Φ = LI, (B.12)




Eine Auswertung derMaxwellschen Gleichungen für Aufpunkte auf Grenzflächen führt






















Hierbei weist der Normaleneinheitsvektor ~n von Raumgebiet 1 in das Raumgebiet 2.
Gemäß (B.17) springt die Tangentialkomponente der mangetischen Feldstärke ~H an der
Grenzfläche um den Strombelag ~α. Analog springt die Normalenkomponente der elek-
trischen Verschiebungsflussdichte ~D um die Flächenladungsdichte σ (B.18). Die Normal-
komponente der magnetischen Flussdichte ~B sowie der elektrischen Feldstärke ~E gehen
stetig über. Für ideal leitende Grenzflächen, kurz PEC1, ist zu beachten, dass in einem
ideal leitenden Material keine Spannungen abfallen können. Aus dem Induktionsgesetz
1englisch: Perfect Electric Conductor
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folgt hiermit ~E = 0 für das gesamte PEC-Gebiet und alle Zeiten. Das Verschwinden des
elektrischen Feldes erfordert ein konstantes magnetisches Feld. Hier kann ~B = 0 als An-
fangsbedingung angenommen werden. Auf Grund der Konstanz des Feldes gilt diese für
alle Zeiten. Weiterhin wird angenommen, dass das Verschwinden der Feldgrößen ~B und
~E dazu führt, dass auch ~H und ~D verschwinden müssen und somit ein feldfreies PEC-
Gebiet verbleibt. Diese Annahmen führen auf die Grenzbedingungen für ideal leitende
Grenzflächen:
~n× ~E2 = 0, (B.19)
~n · ~B2 = 0, (B.20)
~n× ~H2 = ~α, (B.21)
~n · ~D2 = σ. (B.22)
Die an den Grenzflächen befindlichen Flächenladungen σ sowie Strombeläge ~α werden aus
den Tangentialkomponente der magnetischen Feldstärke ~H sowie der Normalkomponente
der elektrischen Flussdichte ~D gewonnen.
Folgerungen aus den Maxwellschen Gleichungen
Ladungserhaltung
Unter Anwendung des ersten Lemmas von Poincaré (div rot~g ≡ 0) auf (B.15) folgt:
div rot ~H = div~(J + ∂t ~D) = div ~J + ∂tρ = 0,
wobei die Felder und Ladungen als stetig differenzierbare Funktionen angenommen wer-
den. Durch Integration folgt die globale Form:




Die Kontinuitätsgleichung (B.23) beschreibt das Prinzip der Ladungserhaltung. Hieraus
folgt direkt, dass elektrische Ladung weder erzeugt noch zerstört werden kann und in
einem abgeschlossenen System stets konstant bleibt. Die Ladungen werden immer paar-
weise „erzeugt“ oder „vernichtet“. Somit bewahrt die Ladungserhaltung auch bei diesen
Prozessen ihre Gültigkeit.
Zeitharmonische elektromagnetische Felder
Wie bereits erläutert, stellte die Vorhersage der elektromagnetischen Wellen einen Durch-
bruch in der Physik dar. Mit der Fourier-Analyse können elektromagnetische Felder
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beliebiger zeitlicher Abhängigkeit durch eine Superposition elementarer Felder, welche in
der Zeit sinusförmig auf einer Frequenz variieren, dargestellt werden. Hierzu wird
~F (~r, t) = <
{











als komplexe Darstellung der entsprechenden Feldgrößen verwendet. ~F (~r, ω) stellt eine
vom Ort und der Kreisfrequenz abhängige Funktion dar und ~F
?
(~r, ω) die zugehörige
konjugiert komplexe Größe. Ausgehend vom Faradayschen Induktionsgesetz (B.5) und
unter der Annahme, dass keine freien Raumladungen oder eingeprägten Ströme existie-
ren, folgt die Helmholtz-Gleichung
∆ ~E + jµκω ~E + µεω2 ~E = ∆ ~E + k2 ~E = 0 (B.25)
mit



















als allgemein komplexwertigem Wellenzahlvektor ~k. Diese Gleichung kann o.B.d.A. für
alle Feldgrößen gezeigt werden. Anhand der Relaxationszeit τr = ε/κ lässt sich (B.25) in
∆ ~E + ω2µε~E = 0 für ωτr  1 und (B.27)
∆ ~E + jωµκ~E = 0 für ωτr  1 (B.28)
unterscheiden [60]. Hierbei beschreibt Gleichung (B.27) die ungedämpfte Wellenpropa-





Gleichung (B.28) beschreibt die Diffusion des elektromagnetischen Feldes. Hiervon aus-


















Die Größe δ beschreibt die Eindringtiefe des elektromagnetischen Feldes in leitfähiges
Material. Hierbei ist lediglich die positive Radix physikalisch relevant. Die Eindringtiefe
δ ist der Zahlenwert, bei dem das Feld auf exp(−1) ≈ 0.37 abgefallen ist. Für hohe
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Frequenzen tendiert δ gegen null, so dass der Strom lediglich auf der Oberfläche fließt











Elektrodynamische Potentiale und ihre Wellengleichungen
Die Integration der Maxwellschen Gleichungen gestaltet sich in Anbetracht, da die
beiden Unbekannten vektoriell sind und somit sechs skalaren Variablen entsprechen. Aus
diesem Grund wurden Methoden entwickelt, um die Menge der Unbekannten zu reduzie-
ren, was hier durch eine Reduktion auf einen Vektor und ein Skalar realisiert wird.
Nach dem zweiten Lemma von Poincaré kann jedes quellenfreie Vektorfeld durch ein
Vektorpotential und jedes wirbelfreie Vektorfeld durch ein Skalarpotential beschrieben
werden. Es folgt mit (B.8)
~B := rot ~A, (B.32)
wobei ~A das magnetische Vektorpotential darstellt. Die Gleichungen (B.32) und (B.5)
führen auf eine Potentialformulierung für das elektrische Feld:
rot
(
~E − ∂t ~A
)
= 0,
~E = −∂t ~A− gradϕ. (B.33)
Diese elektrodynamischen Potentiale werden in Kapitel 4 verwendet, um eine Wellenglei-
chung zu lösen. Hierzu wird angenommen, dass die Welle im Vakuum propagiert, so dass
ε = ε0 und µ = µ0 gilt. Durch Einsetzen von (B.32) und (B.33) in (B.6) folgt:










−∆ ~A+ µ0ε0∂2t ~A = µ0 ~J.
Da über die Quellen des Vektorpotentials frei verfügt werden kann, wird
div ~A+ µ0ε0∂tϕ := 0 (B.34)
verwendet. Hierbei handelt es sich um die sogenannte Lorenz-Eichung. Durch diese
Eichung kann das magnetische Vektorpotential ~A vom skalaren elektrischen Potential
entkoppelt werden. Die Wellengleichung des magnetischen Vektorpotentials ~A lautet:
∆ ~A− µ0ε0∂2t ~A = −µ0 ~J. (B.35)
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∆ϕ− ∂tdiv ~A = − ρ
ε0
,




Die Gleichungen (B.35) und (B.36) stellen ein Gleichungssystem von inhomogenen Wel-
lengleichungen auf, welches äquivalent zu den Maxwellschen Gleichungen ist. Da diese
Gleichungen der Berechnung von ~A und ϕ aus vorgegebenen Stromdichten ~J(~r, t) und
Raumladungsdichten ρ(~r, t) dienen, muss berücksichtigt werden, dass diese nicht völlig
willkürlich wählbar sind. Auch muss die Ladungserhaltung (B.23) erfüllt werden. Außer-
dem ist bei der Vorgabe von Ladungen und Strömen die Lorenz-Eichung zu berücksich-
tigen, so dass die Ladungsdichte ρ mit der Stromdichte ~J vereinbar sein muss.
B.2. Die Spezielle Relativitätstheorie
Die Lösung der Maxwellschen Gleichungen bzw. der daraus resultierenden Wellen-
gleichung erlaubt die Bestimmung der Propagationsgeschwindigkeit elektromagnetischer





Hieraus folgt unweigerlich die Frage, auf welches Bezugssystem sich diese Geschwindig-
keit bezieht. Die klassische (Newtonsche) Vorstellung der Physik lehrt, dass nur ein
Bezugssystem, nämlich das absolut ruhende, diese Geschwindigkeit misst. Betrachtet
man jedoch die einfachste Lösung von (B.27):
E = E0 cos (ωt− kxx) (B.38)
folgt die Galilei-Invarianz direkt. Die Nichtvereinbarkeit der Galilei-Transformation
mit den Maxwellschen Gleichungen wurde durch Lorentz mittels Einführung von
Zeitdilitation und Längenkontraktion und der daraus resultierenden Lorentz-Trans-
formation gelöst. Diese Theorie geht von einem absolut ruhenden Äther als Propagati-
onsmedium für elektromagnetische Wellen aus. DieGalilei-Transformation stellt hierbei
einen Grenzfall der Lorentz-Transformation dar. Die Relativität der Bewegung wurde
von Poincaré unabhängig zu Einstein gefordert. Anzumerken ist jedoch, dass sowohl
Lorentz, wie auch Poincaré die Effekte der Lorentz-Transformation als dynamische
Wechselwirkung mit einem absolut ruhenden Äther zurückführten und zwischen „wahrer“
sowie „scheinbarer“ Zeit oder Länge im ruhenden bzw. bewegten System unterschieden.
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Somit modifizierten sie zwar die Newtonsche Mechanik, veränderten diese jedoch nicht
grundsätzlich. Im Rahmen einer wissenschaftlichen Theorie wurden Raum und Zeit erst
durch Einstein neu bewertet [29]. Hierbei wird die Theorie des Äthers nicht zuletzt
wegen des Sparsamkeitsprinzips verworfen (vgl. [30]). Die Newtonsche Mechanik, wie
sie vor Einstein aufgefasst wurde, stellt dabei ihrerseits wieder den Grenzfall ihres rela-
tivistisch korrekten Pendants für kleine Geschwindigkeite (v  c) dar.
Axiome der Speziellen Relativitätstheorie
Einstein geht in seiner axiomatischen Herleitung der speziellen Relativitätstheorie von
zwei Postulaten aus:
Physikalische Gesetze: Alle inertialen Beobachter erklären die physikalischen Gesetze
widerspruchsfrei.
Konstanz der Lichtgeschwindigkeit: Die Phasengeschwindigkeit ebener elektroma-
gnetischer Wellen im Vakuum ist relativ zum Beobachter zu messen. Alle Beobach-
ter messen den gleichen Wert.
Aus dem ersten Postulat folgt die Forderung, alle die Geometrie beschreibenden Größen
(Vektoren oder Tensoren) einer Gleichung auf die selbe Art und Weise zu transformieren
(kovariant).
Die Lorentz-Transformation
Für zwei Inertialsysteme Σ und Σ′ im dreidimensionalen Raum, welche eine geradlinige
Relativgeschwindigkeit ~v zueinander aufweisen, soll die Transformation angegeben wer-
den , wobei ~v entlang der x-Achse von Σ verläuft. Die in beiden Systemen gemessenen







~v · ~v, (B.39)
γ :=
1√
1− β2 . (B.40)
Einstein folgerte aus seinen Postulaten den Zusammenhang beider Inertialsysteme:
x′ = γ (x− βct) , x = γ (x′ + βct′) , (B.41)
y′ = y, y = y′, (B.42)
z′ = z, z = z′, (B.43)
t′ = γ (t− βx/c) t = γ (t′ + βx′/c) . (B.44)
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Die Konsequenzen dieser Transformationsgleichungen lassen sich anhand einfacher Über-
legungen veranschaulichen. Es sei eine Uhr im System Σ′ an der Stelle x′ = x0. Eine
Zeitdauer ist bestimmt durch:
∆t′ = t′2 − t′1.
Wenn man diese Zeitdauer nun in das System Σ transformiert folgt:
t1 = γ (t
′
1 + βx0/c)









Hierbei handelt es sich um die Zeitdilitation (oder Zeitdehnung), bewegte Uhren gehen
langsamer.
Ein Maßstab werde bewegt, hierbei soll seine Länge bestimmt werden. Die Längen seien
bestimmt durch:
L′ = l′2 − l′1,
L = l2 − l1.
Hierbei ist darauf zu achten, dass l1/2, l′1/2 zu der Zeit t1/2, t
′
1/2 abgelesen werde. Weiterhin












l2 − l1 = γ(l′2 − l′1),
L = γL′,
L′ = Lγ−1.
Diese Längenkontraktion besagt, dass in Bewegungsrichtung geneigte Maßstäbe verkürzt
erscheinen. Diese Erscheinung ist die Lorentz-Kontraktion. Auf weitere Ableitungen
soll hier aus Platzgründen verzichtet werden. Wie aus den Transformationsgleichungen
leicht zu sehen ist, erfolgt keine Kontraktion von Maßstäben, die senkrecht zur Bewe-
gungsrichtung stehen.
Relativistische Kinematik
Die Transformationsgleichungen der Geschwindigkeiten können durch Differentiation der
Gleichungen (B.41-B.44) gewonnen werden. Die Größen ~v und β = v/c sollen hierbei
weiterhin die Geschwindigkeiten des Inertialsystems Σ′ relativ zu Σ und gemessen im
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Durch Differentiation der Transformationsgleichungen (B.41-B.44) folgt:



















1− vux/c2 , (B.46)
u′y = uyγ
−1 1
1− vux/c2 , (B.47)
u′z = uzγ
−1 1
1− vux/c2 . (B.48)
Gleichung (B.46) beschreibt die relativistisch korrekte Addition longitudinaler Geschwin-
digkeiten. Eine wichtige Konsequenz der relativistisch korrekten Geschwindigkeitsadditi-
on ist, dass die Lichtgeschwindigkeit c nicht überschritten werden kann.
Einstein gibt die Masse m eines Körpers mit
m = m0γ (B.49)
an, wobei m0 die Ruhemasse darstellt. Hieraus ergibt sich die Notwendigkeit, die Masse





Der Impuls ist hierbei:
~p = m~v =
m0~v√
1− β2 . (B.50)
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Betrachtet man eine konstante Kraft ~F , die auf ein Teilchen wirkt, so wird diese in
der Newtonschen Mechanik über alle Maße bis über die Lichtgeschwindigkeit hinaus
beschleunigt. Dies steht im Wiederspruch zum ersten Axiom der speziellen Relativi-
tätstheorie. Betrachtet man (B.50), so steigt im Falle ultrarelativistischer Teilchen der
Impuls, wobei die Erhöhung der Geschwindigkeit verschwindend gering ist. Dieser Effekt
soll in einem späteren Kapitel bei der Modellierung des Beschleunigers und der Betrach-
tung von Selbstkräften des Elektronenstrahls wieder aufgegriffen werden. Die Energie
eines Teilchens ergibt sich zu:
E = mc2 = γm0c
2. (B.51)
Die weiterführende Erläuterung und Ableitung folgt [33].
Transformation elektromagnetischer Feldgrößen
Die Transformation der elektromagnetischen Felder und Ladungen soll in aller Kürze
angegeben werden. Eine Darstellung der Lorentz-Invarianz samt Rechnung ist in [78]
gezeigt. Hieraus folgen dieMaxwellschen Gleichungen (B.5-B.8) bei der Transformation
in Σ′:
rot ′ ~E′ = − ∂
∂t′
~B′, (B.52)




div ′ ~D′ = ρ′, (B.54)
div ′ ~B′ = 0. (B.55)
Insbesondere ist zu beachten, dass sowohl die Feldgrößen wie auch die Operatoren in das
Inertialsystem Σ′ zu transformieren sind, womit die Gleichungen ihre Form beibehalten.
Aus der Transformation der Feldgrößen folgt unter Verwendung der Geschwindigkeits-
vektors ~v = v~ex:




~E + ~v × ~B
)
y
, E′z = γ
(













, B′z = γ
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Im weiteren Verlauf der Arbeit soll eine Notation verwendet werden, die zwischen longi-
tudinalen ‖ und transversalen ⊥ Komponente unterscheidet:




~E⊥ + ~v × ~B
)
, (B.56)











Die longitudinalen Komponenten bleiben unverändert. Die transversalen Komponenten
transformieren. Analog gilt die Transformation für




~H⊥ − ~v × ~D
)
,









Abschließend sei noch die Transformation der Raumladungsdichte ρ und der Stromdichte
~J angegeben:













Schließlich können die zur Berechung der elektromagnetischen Größen verwendeten Po-















Einsteins Artikel [29], der den Kern der speziellen Relativitätstheorie bildet, führte
auf eine korrekte Formulierung der Elektrodynamik. Darüber hinaus führte seine Ar-
beit auf eine Neuformulierung der Kinematik und Dynamik aller Körper. Die gezeigten
physikalischen Grundlagen bilden das Fundament der in dieser Arbeit aufgegriffenen
Methoden, insbesondere in Anbetracht ultrarelativistischer Elektronenverteilungen und
ihrer Selbstfelder. Die klassiche relativistische Elektrodynamik wird in [34,60,77,83] nä-
her erläutert. [87] bietet einen Überblick der Lorentz-Invarianten elektromagnetischen
Größen. Ferner gibt [30] eine Einführung in die spezielle Relativitätstheorie.
B.3. Geladenes Teilchen im elektromagnetischen Feld




~p mit ~p = m~v
unter Verwendung des Impulses. Zu beachten ist hier, dass die Masse wegen m = γm0
keine Konstante ist. Die Lorentz-Kraft hingegen
~F = q
(
~E + ~v × ~B
)
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~E + ~v × ~B
)
. (B.60)





so ändert ein geladenes Teilchen seine Energie E mit der Weglänge im elektromagneti-





~F d t. (B.62)








· ~v d t (B.63)
wird. Hieraus folgt ein Zusammenhang zwischen dem Zuwachs an kinetischer Energie ∆E
und einem elektrischen Feld ~E. Die auf ein geladenes Teilchen wirkende Kraft ~F ist dem
beschleunigenden elektrischen Feld ~E gleichgerichtet. Der zweite Summand von (B.63)
zeigt, dass ~v × ~B⊥~v auf einen veschwindenden Integranden (~v ×B) · ~v ≡ 0 führt, was
eine Änderung der kinetischen Energie E durch ein Magnetfeld ausschließt. Betrachtet
man nun longitudinale elektrische Felder ~E‖~v, so gilt für die longitudinal wirkende Kraft




















Für transversal wirkende Kräfte ~F⊥ = e
(
~E + ~v × ~B
)
⊥
bleibt die relativistische Masse











Unter Einbeziehung des dynamischen Grundgesetzes ~F = m~a, können die obigen Glei-
chungen wie folgt umgeschrieben werden:
~F⊥ = γm0~a⊥, (B.64)
~F‖ = γ3m0~a‖. (B.65)
Aus den hier gezeigten Gleichungen lässt sich einfach ersehen, dass die Trägheit schnell
bewegter Elektronen bei longitudinaler Beschleunigung höher ist als bei transversaler.
In diesem Zusammenhang sprach Einstein in seinem Aufsatz von longitudinaler und
transversaler Masse. Hierbei sei angemerkt, dass diese Begriffe heute keine Anwendung
mehr finden. Die Beschleunigung muss als gering angenommen werden, so dass keine Ab-
strahlungseffekte auftreten, welche sich auf die Energiebilanz und somit die relativistische
Masse des bewegten Teilchens auswirken würden.
B.4. Beschreibung kollektiver Effekte
Impedanzen erlauben die Untersuchung linearer Systeme. Wegen der Linearität derMax-
wellschen Gleichungen gilt dies auch für elektromagnetische Probleme. Hierbei wird im
Frequenzbereich das Verhalten eines Systems auf ein monofrequentes Signal untersucht.
Analog lässt sich ein System im Zeitbereich durch seine Impulsantwort auf eine Dirac-
Funktion beschreiben. Diese Impulsantwort ist durch die Wake-Funktion2 gegeben.
Wakefelder und Wakepotentiale
Betrachtet man das elektrische und magnetische Feld einer Punktladung, welche sich im
Freiraum mit annähernd Lichtgeschwindigkeit bewegt, so liegen diese für β ≈ 1 in einer









δ(z − ct)~eϕ, (B.67)
vgl. [49]. Folgt nun eine weitere Punktladung auf einer parallelen Bahn mit gleicher Ge-
schwindigkeit, so wirken auf diese keine durch die voranfliegende Ladung verursachten
Kräfte. Aus dem Kausalitätsprinzip kann abgeleitet werden, dass vor einer mit v ≈ c
bewegten Punktladung keine elektromagnetischen Felder wirken können.
Wird diese Ladungsanordnung auf der Achse eines runden PEC-Strahlrohrs mit β ≈ 1
bewegt, so haben die elektromagnetischen Felder die Form der Freiraumlösung. Glei-
che Argumentation gilt hier für die Kraftwirkung. Betrachtet man Zylinder beliebigen
2englisch: wake - Kielwasser
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Querschnitts, so entstehen hier ebenfalls keine Wakefelder, obwohl nicht konzentrische
Flugbahnen sowie beliebige Strahlrohrquerschnitte die Feldlösung gegenüber der Frei-
raumvariante ändern, vgl. [16]. Anschaulich erklären lässt sich dieses über die Energie-
flussdichte des Poynting-Satzes. Berücksichtigt man, dass das elektromagnetische Feld
der Punktladung den Grenzbedingungen zur PEC Oberfläche genügt und dass der Ener-
giefluss an jeder Stelle der Feldebene ~E× ~H parallel zur Achse des Zylinders gerichtet ist,
so können weder davor noch danach Felder existieren. Abschließend sind noch Ladungen
auf gleicher Position z zu berücksichtigen. Das elektrische und magnetische Feld (B.66
,B.67) der Punktladung q wirken mit der Kraft ~F auf die Punktladung q˜:





− µ0c2δ(z − ct)
)
= 0.
Im Falle des ultrarelativistischen Grenzfalls v → c weisen Ladungspakete3 keine Wech-
selwirkung der Teilchen eines Paketes untereinander auf. Dies kann für Elektronen ab
10 MeV angenommen werden.
Betrachtet man nun geometrische Störungen des Strahlrohrs wie etwa Resonatoren, so
entstehen elektromagnetische Streufelder (Wakefelder) als Wechselwirkung von Ladung
und Resonatorstruktur, womit die englische Bezeichnung offensichtlich wird. Entspre-
chend der Integrationsrichtung über die felderzeugenden Kräfte kann zwischen longitu-
dinalen und transversalen Wakefeldern unterschieden werden. Da die Wakefunktionen
durch Punktladungen (Dirac-Funktionen) hervorgerufen werden, entsprechen diese der
Greenschen Funktion. Aus diesem Grund werden die Wakefunktionen G(s) und die
Wakepotentiale für ganze Ladungsverteilungen W (s) genannt vgl. [108]. Die dieser Ar-
beit zugrunde liegende Problemstellung erfordert die Untersuchung der longitudinalen
Strahldynamik und deren Simulation. Aus diesem Grunde werden im Folgenden lediglich
die longitudinalen Wakefelder und Impedanzen betrachtet.
Longitudinale Wakefunktion
Die longitudinale Wakefunktion wird durch die Integration der auf eine Testladung
wirkenden longitudinalen elektromagnetischen Kräfte bestimmt. Da magnetische Felder
Kräfte hervorrufen, die senkrecht zur Flugbahn wirken, werden diese nicht berücksich-
tigt. Die felderzeugende Ladung q1 habe den transversalen Abstand r1 zur Trajektorie
und befindet sich auf der Position z = ct. Die Testladung q befinde sich in einem Ab-
stand s hinter der felderzeugenden Ladung (z = ct− s) mit dem radialen Abstand r2 zur
Symmetrieachse. Dann lässt sich das Wakepotential der Punktladung auffassen als:













Das negative Vorzeichen sorgt für eine positive Wakefunktion bei abbremsenden elektri-
schen Feldern. Jedes Wakefeld erzeugt eine Änderung des longitudinalen Impulses ∆pz
oder der Energie ∆E:
c∆pz(r2, r1, s) = ∆E(r2, r1, s) = −qq1G‖(r2, r1, s)
Longitudinales Wakepotential
Da (B.68) die Wakefunktion für einer Punktladung ist und somit alsGreensche Funktion
aufgefasst werden kann, ist der gesamte Enerigeverlust eines Ladungspaketes beliebiger
longitudinaler Verteilung durch Faltung der Wakefunktion mit der nomierten Linienla-
dungsdichte λ(z) zu bestimmen. Der Energieverlust einer Testladung e an der Position




λ(z)G‖(z − z˜)d z. (B.69)








λ(z)G‖(z − z˜)d zd z˜. (B.70)
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