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Abstract
Let G be a 2-connected bipartite balanced graph of order 2n and bipartition (X; Y ). Let S be
a subset of X of cardinality at least 3. We de-ne S to be cyclable in G if there exists a cycle
through all the vertices of S . Also, G is said S-pancyclable if for every integer l, 36l6|S|,
there exists a cycle in G that contains exactly l vertices of S. We prove that if the degree sum
in G of every pair of nonadjacent vertices (x; y), x ∈ S, y ∈ Y is at least n + 1, then S is
cyclable in G. Under the same assumption where n+1 is replaced by n+3, we also prove that
the graph G is S-pancyclable. c© 2001 Elsevier Science B.V. All rights reserved.
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1. Introduction
We consider -nite undirected (mostly balanced bipartite) graphs without loops or
multiple edges. Given a graph G, we denote by V (G), E(G), respectively, the sets of
vertices and edges of G. For A⊆V (G), G[A] is the subgraph of G induced by A; for
x ∈ V (G), NA(x) = {v ∈ A: vx ∈ E(G)} and dA(x) = |NA(x)|; for A= V (G), we often
write N (x) and d(x) if there is no ambiguity..
Let C= c1c2 : : : cpc1 be a cycle of G oriented according to the increasing subscripts.
For every vertex ci in C, we denote by c+i the successor ci+1 of ci in C and by c
−
i its
predecessor ci−1, where the indices are taken modulo p. Similarly, for a subset X of
V (C), X+ (respectively, X− ) is the set of the successors (respectively predecessors)
of the vertices of X in C. Given a and b two distinct vertices of C, we de-ne the
segments C[a; b] (C[a; b), C(a; b], respectively) to be the subpaths of C, following the
orientation of C, from a to b (from a to b−, from a+ to b, respectively). Also for a
path P or a cycle C, we often write P instead of V (P) and C instead of V (C). The
graph G is said hamiltonian if it contains a cycle through all the vertices of V (G) and
∗ Corresponding author.
E-mail address: evelyne.<andrin@lri.fr (E. Flandrin).
0012-365X/01/$ - see front matter c© 2001 Elsevier Science B.V. All rights reserved.
PII: S0012 -365X(00)00425 -8
4 M.E.K. Abderrezzak et al. / Discrete Mathematics 236 (2001) 3–11
pancyclic (respectively bipancyclic) if it contains cycles of every length (respectively
every even length) between 3 and |V (G)|.
Let S be a selected subset of V (G). A vertex v is called an S-vertex if v ∈ S. Several
authors have given results about cycles containing speci-c subsets of vertices, see for
example [12]. Following [4,5,8,9], the set S of vertices is called cyclable in G if all
vertices of S belong to a common cycle in G. The S-length of a cycle in G is de-ned
as the number of S-vertices that it contains and the graph G is said S-pancyclable
if it contains cycles of all S-lengths from 3 to |S|. We also speak of cyclability and
pancyclability of the vertex set S. Other notations can be found in [3].
Given a balanced bipartite graph and a selected subset of vertices belonging to a
same part of the bipartition, we are interested in properties that imply cyclability or
pancyclability for the selected vertices. The conditions we examine in this paper concern
the minimum degree sum of special pairs of nonadjacent vertices. Such conditions will
be said ‘Ore-type’ conditions because of their similarity with the initial Ore’s condition
(see [7]) that insures hamiltonicity.
In next section, we recall Ore-type conditions for cyclability and pancyclability in
general graphs and notice the strong analogy of those two properties with both hamil-
tonicity and pancyclicity (obtained as a corollary when selecting the whole vertex set
of the graph). We then give Ore-type conditions for hamiltonicity and bipancyclic-
ity in balanced bipartite graphs, that are closely related to those of general graphs in
that sense that lower bounds for degree sum are, up to a small additive constant, half
of the value obtained in the general case. At last we obtain, in Theorems 6 and 7,
new Ore-type conditions for cyclability and pancyclability in balanced bipartite graphs.
Those new results are quite coherent with the previous ones as for their analogy with
hamiltonicity and bipancyclicity conditions for balanced bipartite graphs and also since
the lower bounds for degree sum is about half of the value that insures cyclability and
pancyclability in general graphs.
Proofs are postponed in the last section.
2. Results
Let us -rst mention the following result that appeared in [9] but can also be obtained
as a corollary of a theorem of Ota in [8] (for a graph not necessarily 2-connected) or
a theorem of Favaron et al. in [4] (if the graph is 2-connected).
Theorem 1 (Shi [9]). Let G be a 2-connected graph of order n and S a subset of
V (G) with |S|¿3. If d(x) + d(y)¿n for every pair of nonadjacent vertices x and y
in S; then S is cyclable in G.
The condition of Theorem 1 is similar to the well-known Ore-condition correspond-
ing to S = V (G). The Ore-condition implies hamiltonicity (see [7]) but also implies
pancyclicity as proved by Bondy in [1].
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Theorem 2 (Bondy [1]). Let G be a graph of order n. If d(x) + d(y)¿n for every
pair of nonadjacent vertices x and y in G; then G is either pancyclic or the complete
bipartite graph Kn=2; n=2.
In a further paper, (see [2]), Bondy suggested that the Ore condition is not the only
one suKcient for a graph to be hamiltonian but also pancyclic and he made a very
general conjecture:
Conjecture (Bondy [2]). Almost any nontrivial condition on a graph which implies
that the graph is hamiltonian also implies that the graph is pancyclic. (There may be
a simply described family of exceptional graphs.)
Continuing the analogy between hamiltonicity and cyclability as well as between
pancyclicity and pancyclability, Favaron et al. [5] proved the following theorem with
the help of a method stated in Schmeichel and Hakimi in [10]. Clearly Theorem 2 is
a corollary of Theorem 3 in the case when S = V (G).
Theorem 3 (Favaron et al. [5]). Let G be a graph of order n and S a subset of
V (G). If d(x) + d(y)¿n for every pair of nonadjacent vertices x and y of S; then
either G is S-pancyclable or else n is even; S = V (G) and G = Kn=2; n=2; or G[S] =
K2;2 = C4:=x1x2x3x4x1 and the structure of G is as follows: V (G) is partitioned into
S ∪ V1 ∪ V2 ∪ V3 ∪ V4; for any i; 16i64; G[Vi] is any graph on |Vi| vertices with
|Vi|¿0; and each vertex xi is adjacent to all the vertices of Vi+1 and Vi where the
index i is taken modulo 4.
In this paper, we study cyclability and pancyclability conditions for bipartite bal-
anced graphs. We probably can obtain analogous results if the graphs are not balanced
but such graphs seem less interesting in that sense that they are neither hamiltonian
nor bipancyclic. Also, many questions still arise (mainly on the choice of S and the
condition upon S).
As to balanced bipartite graphs, let us cite the well-known theorem of Moon and
Moser [6] that corresponds to the ‘bipartite balanced version’ of the Ore’s condition.
Theorem 4 (Moon, Moser [6]). Let G be a bipartite balanced graph of order 2n with
bipartition (X; Y ). If d(x)+d(y)¿n+1 for every pair of nonadjacent vertices x ∈ X
and y ∈ Y; then G is hamiltonian.
Bondy’s conjecture holds in this special case as can be seen in the paper of Schme-
ichel and Mitchem [11], since the Ore-type condition for hamiltonicity also implies
bipancyclicity except for a special family of graphs. In fact, the required condition
can be lowered to the existence of an hamiltonian cycle with two consecutive vertices
having degree sum greater or equal (or strictly greater if we do not accept exceptions)
to n+ 1.
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Theorem 5 (Schmeichel, Mitchem [11]). Let G be a bipartite balanced graph of or-
der 2n with bipartition (X; Y ) that contains an hamiltonian cycle C = (1; 2; : : : ; 2n; 1).
If d(x) + d(y)¿n+ 1 for some pair (x; y) of consecutive vertices in C then G is
bipancyclic.
If d(x) + d(y) = n + 1 for some pair (x; y) of consecutive vertices in C then
either G is bipancyclic or — if G is missing a 2l-cycle — for each odd integer
k; 36k62n− 1; exactly one of the two pairs (2n; k) and (1; f2l(k)) is an edge of G;
where f2l(k)=2n−2l+k+1 if 36k62l−3 and f2l(k)=k−2l+3 if 2l−16k62n−1.
Now starts our contribution to the problems of cycles through special vertices in
bipartite balanced graphs. Let us choose a subset S in X such that every pair of S×Y
full-ls the same Ore-type condition as in Theorem 4. Then we get a very analogous
result for cyclability.
Theorem 6. Let G be a 2-connected bipartite balanced graph of order 2n with bipar-
tition (X; Y ). Let S be a subset of X. If every pair of nonadjacent vertices (x; y); x ∈
S; y ∈ Y satis@es d(x) + d(y)¿n+ 1 then S is cyclable in G.
The same condition where n + 1 is replaced by n + 3 also gives a pancyclability
result.
Theorem 7. Let G be a 2-connected bipartite balanced graph of order 2n with bipar-
tition (X; Y ). Let S be a subset of X with cardinality at least 3. If d(x)+d(y)¿n+3
for every pair of nonadjacent vertices (x; y); x ∈ S; y ∈ Y; then G is S-pancyclable.
Remarks. (1) It is probable that the value n+3 can be lowered to n+2 or n+1 with
some exceptions.
(2) We notice that if S = X , Theorem 6 has as a corollary Theorem 4, and
Theorem 7 a result slightly weaker than Theorem 5.
(3) We -rst tried some degree-sum conditions on S × S; S ⊂X , like d(x) + d(x′)¿
n+constant for every pair of vertices (x; x′); x ∈ S; x′ ∈ S, but it seems it will not work
even if the constant is big enough, as shown by the following graph Gk;p, k¿4; p¿2
and as large as wanted. Gk;p is a balanced bipartite graph on 2(2k+p) vertices labelled
X ={x1; x2; x3; : : : ; x2k+p} and Y ={y1; y2; y3; : : : ; y2k+p} with S={x4; x5; x6; : : : ; x2k+p}.
Adjacencies are as follows:
x1 is adjacent to {y1; y2; : : : ; yk};
x2 is adjacent to {yk+1; yk+2; : : : ; yk+p};
x3 is adjacent to {yk+p; yk+p+1; : : : ; y2k+p};
x4; x5; : : : ; x2k+p−1 are all adjacent to {y1; y2; : : : ; yk+p} and
x2k+p is adjacent to {yk+1; yk+2; : : : ; y2k+p}:
It is easy to check that Gk;p is 2-connected if p¿2 with any pair of vertices in
S× S having degree-sum at least 2k+2p= n+p. However, S is not cyclable in Gk;p.
In Fig. 1, we draw the graphs G4;5 as an example (for readibility, we do not represent
the bipartite complete subgraph inside the curved line).
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Fig. 1. The graph G4;5.
3. Proofs
Proof of Theorem 6. Let G=(V; E) be a bipartite balanced graph of order 2n and S any
subset of X that satis-es the hypothesis of Theorem 6. Clearly from 2-connectedness,
S is cyclable if |S| = 1 or 2. We proceed by induction, assuming that the property
holds until |S|=p. Suppose now that there exists some subset S of X with cardinality
p + 16n satisfying the condition of Theorem 6 that is not cyclable in G. Let x ∈ S.
From our induction hypothesis, there is a cycle C through all the vertices of S but x.
Among all such cycles, let C be a cycle whose distance from x is smallest possible
and denote by x1; x2; : : : ; xp the vertices of S on C, appearing in that order after an
arbitrary orientation of C. Put Si =C[xi; xi+1) modulo p, R=V (G) \V (C), c= |V (C)|
and r= |R|, c and r being even of sum 2n. Then Y ∩R = ∅ and two cases are possible.
Case 1: the vertex x has no neighbor in R
Let y be any vertex of Y ∩ R which from our above assumption is not adjacent to
x. We then have dR(x) = 0 and dR(y)6r=2− 1.
Case 1.1: y has no neighbor in those segments Si where x has some
In that case, dSi(x) + dSi(y)6|Si|=2 for any i; 16i6p, which yields dC(x) +
dC(y)6c=2 since |C|= |S1|+ |S2|+ · · ·+ |Sp|.
Case 1.2: There is a segment (among the Si’s) where both y and x have some
neighbor
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First notice that from our assumption of noncyclability of S, x has no more than
one neighbor in each segment Si. Suppose that x has one neighbor in Si1 ; Si2 ; : : : ; Sij ,
16i1¡i2¡ · · ·¡ij6p. Denote by ti1 ; ti2 ; : : : ; tij , 16i1¡i2¡ · · ·¡ij6p, the neigh-
bor of x in the corresponding segment.
Assume also, without loss of generality, that y has a neighbor ui1 in Si1 that will
be supposed -rst in C[xi1 ; ti1 ]; because of ti1 ∈Y , ui1 ∈N (y)⊆X , we get ui1 = ti1 , and
from the noncyclability of S, y has no neighbors in C[xi2 ; ti2 ]; : : : ; C[xij ; tij ], otherwise,
if for example ui2 ∈ N (y) ∩ C[xi2 ; ti2 ], the cycle
C[xi1 ; ui1 ]ui1yui2C
−[ui2 ; ti1 ]ti1xti2C[ti2 ; xi1 ]
would contain every vertex in S. In that case (or any symmetrical case where another
segment would play the role of Si1 ), clearly dSi1 (x)+dSi1 (y)6|Si1 |=2+1 and for any i =
i1, dSi(x)+dSi(y)6|Si|=2. (Namely, for any i ∈ {i2; : : : ; ij}, dSi(x)=1, dSi(y)6|Si|=2−1
and for every i = i1; : : : ; ij, dSi(x) = 0; dSi(y)6|Si|=2.) Summing now on the index i
for i from 1 to p, we get dC(x) + dC(y)6c=2 + 1.
Similarly, if we are not in the above case, y has a neighbor ui1 in C[ti1 ; xi1+1], and
then no neighbors in C[ti2 ; xi2+1]; : : : ; C[tij ; xij+1]. Summing dSi(x)+dS+i (y) over all the
indices i, we also get dC(x) + dC(y)6c=2 + 1.
In both Cases 1:1 and 1:2, we get d(x)+d(y)=dR(x)+dR(y)+dC(x)+dC(y)60+
r=2− 1 + c=2 + 1 = n, a contradiction.
Case 2: x has neighbors in R
Let P denote a shortest path from x to C and let u be its endvertex on C, i.e.
V (P)∩V (C)={u}. If the length of P is 1 the supposition of Case 2 yields a neighbor
t of x in R, and clearly, t ∈ V (P). If the length of P is at least 2 then from the
2-connectivity assumption, there is a neighbor t of x with t ∈ V (P) and t ∈ V (C)
because P is a shortest path from x to C. Therefore, one has always a neighbor t of
x in R with t ∈ V (P). Assume that Si = C[xi; xi+1) is the segment of C that contains
u and put z for the vertex of C ∩ S such that C[z; u) ∩ S = {z} (i.e. z = xi−1 if u= xi
and z = xi otherwise).
Case 2.1: z has a neighbor $ in R
Then $ ∈ V (P) because otherwise we would get a cycle C′ through all vertices of
S \{x} whose distance from x is less than the length of P, a contradiction to the choice
of C. From the noncyclability of S, x is nonadjacent to $ (this implies t = $) and z is
not adjacent to t. Our degree-sum assumption implies d(x)+d($)+d(z)+d(t)¿2(n+1).
Furthermore, neither x and z nor t and $ have a common neighbor in R (such a common
neighbor cannot belong to R \ V (P) because of the noncyclability of S, and it cannot
belong to V (P) ∩ R because of the choice of C) and so
dR(x) + dR($) + dR(z) + dR(t)6r: (1)
Always from the noncyclability of S, if x has a neighbor v in the segment Sj; j = i,
v− is nonadjacent to $; also the only possible neighbor of x in Si is u. Summing
dSh(x) + dSh($) for h from 1 to p we then get
dC(x) + dC($)6
c
2
+ 1: (2)
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Analogously, t has no neighbor in S+i and for each vertex w in S
+
j ; j = i, adjacent
to t, z is nonadjacent to the vertex w− in Sj. Summing dSh(z) + dS+h (t) for h from 1
to p we also have
dC(z) + dC(t)6
c
2
: (3)
Putting together (1)–(3), we -nally obtain
d(x) + d($) + d(z) + d(t)6r + c + 1 = 2n+ 1;
a contradiction.
Case 2.2: z has no neighbor in R
This implies that t is nonadjacent to z and so d(z) + d(t)¿n + 1. In that case,
inequality (3) also holds and since dR(z) = 0, we know that
dR(z) + dR(t)6
r
2
: (4)
Summing (3) and (4) we deduce
d(z) + d(t)6
c
2
+
r
2
= n;
also a contradiction.
Proof of Theorem 7. The proof is quite analogous to that of [5] but we give it for
the sake of completeness.
Choose a graph G that satis-es the assumptions of Theorem 7. We know from
Theorem 6 that G contains a cycle through all vertices of S. Choose such a cycle C
with as few vertices as possible and give C some arbitrary orientation. Put R=V (G)\
V (C). Let x1; x2; : : : ; xq be the vertices of V (C)∩ S, the order 1; 2; : : : ; q respecting the
orientation of C, and consider the subscripts modulo q. The segment C[xi; xi+1) is still
denoted by Si; 16i6q.
Assume now that G is not S-pancyclable, and more precisely that G misses a cycle
of S-length l for some l; 36l6q − 1, l being -xed until the end of the paper (note
that necessarily |S|¿4).
Lemma 1. There exist an orientation of C and an S-vertex xi such that dC(xi) +
dC(x−i )¿c=2 + 3.
Proof. For any i ∈ {1; 2; : : : ; q}, from our assumption above, xi (respectively xi+1)
is nonadjacent to x+i+l−1 (respectively x
+
i+l). From our Ore-type condition, we de-
duce d(xi) + d(x+i+l−1) + d(xi+1) + d(x
+
i+l)¿2(n + 3). Similarly, we have d(xi+l) +
d(x−i+1) + d(xi+l−1) + d(x
−
i )¿2(n + 3). Analogously, none of the pairs (xi; xi+l−1),
(xi+1; xi+l),(x−i ; x
+
i+l−1) and (x
−
i+1; x
+
i+l) has a common neighbor in R. We then get
dC(xi) + dC(x−i ) + dC(xi+1)
+dC(x−i+1) + dC(xi+l−1) + dC(x
+
i+l−1) + dC(xi+l) + dC(x
+
i+l)
¿4(n+ 3)− 4 r
2
= 2c + 12:
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Clearly, this inequality implies that at least one of the pairs (xi, x−i ),(xi+1, x
−
i+1),
(xi+l−1, x+i+l−1), and (xi+l, x
+
i+l) has degree-sum in C greater or equal to c=2 + 3. In
case, it would be one of the last two pairs, we change the orientation of C and also
the labelling of S, and then in any case we get the result stated in Lemma 1.
From Lemma 1, we know that there is an orientation of C and an S-vertex xi such
that dC(xi)+dC(x−i )¿c=2+3. Without loss of generality, we will assume that i=1, that
is dC(x1)+dC(x−1 )¿c=2+3. The main idea of the proof is to compute dC(x1)+dC(x
−
1 )
by summing dSi(x
−
1 ) + dS+i (x1) for i from 1 to q and then get a contradiction.
Claim 1. By the choice of C; x−1 has exactly one neighbor in Sq=C[xq; x1). Similarly;
x1 has exactly one neighbor in S+q = C(xq; x1] and also in S
+
1 . Therefore;
dSq(x
−
1 ) + dS+q (x1) + dS1 (x
−
1 ) + dS+1 (x1)6
|S1|
2
+ 3:
Claim 2. Let fl be the function de@ned for every integer k; 26k6q− 1 by fl(k)=
q+ k − l if 26k6l− 1 and fl(k) = k − l+ 1 if l6k6q− 1.
Then N (x−1 ) ∩ Si = ∅; 26i6q− 1; implies N (x1) ∩ S+fl(i) = ∅.
Proof. The argument is similar to that of Bondy [1], i.e. if Claim 2 was not true, then
G would contain a cycle of S-length l.
Note that 16fl(k)6q− 1 and that fl(k) is one to one with domain N∩ [2; q− 1]
and range N ∩ ([1; q− l] ∪ [q− l+ 2; q− 1]).
Lemma 2.
(1) dS1 (x
−
1 ) + dS+1 (x1) + dSq(x
−
1 ) + dS+q (x1)6
|S1|+|Sq|
2 + 2.
(2) For any i; 26i6q−1, dSi(x−1 )+dS+i (x1)6
{ |Si|
2 if dSi(x
−
1 ) or dS+i (x1) = 0;
|Si|
2 + 1 otherwise:
Proof. (1) results from Claim 1.
(2) is clearly true if dSi(x
−
1 ) or dS+i (x1) = 0. So assume 26i6q− 1 and dSi(x
−
1 ) =
ti = 0; if x−1 is adjacent to x ∈ Si, then, by the choice of C, x1 is not adjacent
to x+++ if x+++ ∈ S+i . Hence x1 has at least ti − 1 nonadjacent vertices in S+i and
dSi(x
−
1 ) + dS+i (x1)6ti + |S
+
i |=2− (ti − 1) = |Si|=2 + 1.
Let us come back to the proof of Theorem 7, with the same hypotheses and notations
as above.
Let
A1 = {i|N (x−1 ) ∩ Si = ∅; N (x1) ∩ S+i = ∅ and 26i6q− 1};
A2 = {i|N (x−1 ) ∩ Si = ∅; N (x1) ∩ S+i = ∅ and 26i6q− 1}
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and
A3 = {i|N (x−1 ) ∩ Si = ∅; N (x1) ∩ S+i = ∅ and 26i6q− 1}:
From Claim 2 we know that if i ∈ A1 ∪ A3, then fl(i) ∈ A2 ∪ A3. Thus, by the
injectivity of the function fl, |A1∪A3|6q−2−|A2∪A3|, i.e. |A3|6q−2−|A1∪A2∪A3|.
By Lemma 2 we have
q−1∑
i=2
(dSi(x
−
1 ) + dS+i (x1))6
∑
i∈A1∪A2
1
2
|Si|+
∑
i∈A3
( 12 |Si|+ 1) =
∑
i∈A1∪A2∪A3
1
2
|Si|+ |A3|
6
∑
i∈A1∪A2∪A3
1
2
|Si|+ (q− 2− |A1 ∪ A2 ∪ A3|)
6
1
2
q−1∑
i=2
|Si|:
The vertices x1 and x−1 satisfy the following inequalities:
c
2
+ 36dC(x−1 ) + dC(x1) = dS1 (x
−
1 ) + dS+1 (x1) + dSq(x
−
1 ) + dS+q (x1)
+
q−1∑
i=2
(dSi(x
−
1 ) + dS+i (x1))
6
|S1|+ |Sq|
2
+ 2 +
q−1∑
i=2
|Si|
2
=
c
2
+ 2:
This contradiction achieves the proof of Theorem 7.
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