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ENERGY ON SPHERES AND DISCRETENESS OF MINIMIZING
MEASURES
DMITRIY BILYK, ALEXEY GLAZYRIN, RYAN MATZKE, JOSIAH PARK, AND OLEKSANDR VLASIUK
1. Introduction
Energy minimization on the sphere arises naturally in numerous contexts in mathematical
physics, discrete and metric geometry, coding theory, signal processing, and other fields of
mathematics. Many problems can be reformulated in terms of minimization of the discrete
energy
(1.1) Ef (C) = 1|C|2
∑
x,y∈C
f(〈x, y〉)
over all N -point configurations C ⊂ Sd−1, or of the continuous energy integral
(1.2) If (µ) =
∫
Sd−1
∫
Sd−1
f(〈x, y〉)dµ(x)dµ(y)
over µ ∈ P(Sd−1), the set of all Borel probability measures. In this work, we mostly concentrate
on the energy integrals. We assume that the measurable function f : [−1, 1] → R is bounded
below, hence the integral (1.2) is well defined, although it may be infinite for some measures.
Loosely speaking, minimizing the discrete N -point energy may be interpreted as finding the
equilibrium position of N “particles” on the sphere, which interact according to the potential
f , which depends on the distance between x and y, while minimizing the energy integral corre-
sponds to finding the optimal distribution of unit charge on Sd−1 under the same interaction.
Minimization of energy integrals dictates the limiting behavior of the discrete problem as the
number of points N goes to infinity. Observe that the interaction depends only on the distance
between x and y, hence the energy (1.2) is invariant under orthogonal transformations.
The definitions of the discrete (1.1) and continuous (1.2) energies are compatible in the sense
that
(1.3) Ef (C) = If (µC), where µC = 1|C|
∑
x∈C
δx,
and we shall often abuse the terminology by saying that C (instead of µC) minimizes If .
In some models, energy minimization leads to a clustering effect, in the sense that the resulting
optimal measures tend to be discrete or at least supported on lower dimensional submanifolds.
This phenomenon has been repeatedly observed for energies on Rd with attractive-repulsive
potentials, which naturally appear in models in computational chemistry, mathematical biology,
and social sciences [BCL+, CFP, CMV, KKLS, KSU+, MEB+, VUK+, WS].
In many instances, it is observed that in the Euclidean setting the above energies are mini-
mized by measures supported on a sphere of some radius. Our results have some implications
in this direction, but we concentrate primarily on attractive-repulsive potentials on the sphere,
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i.e. functions f(〈x, y〉) which are increasing near 1, but decreasing near −1; in other words, two
particles x and y experience repulsion when x and y are close, but attract when they are far
apart. In some examples, potentials of the energy are also symmetric and orthogonalizing, i.e.
they satisfy f(t) = f(|t|), and min{f(t) : t ∈ [−1, 1]} = f(0), which results in two particles
achieving equilibrium when they are in an orthogonal position.
One of the most interesting energies of this type is the p-frame energy corresponding to
f(t) = |t|p, where p > 0,
(1.4) If (µ) =
∫
Sd−1
∫
Sd−1
|〈x, y〉|pdµ(x)dµ(y).
The behavior of minimizing measures of this energy exhibits peculiar phase transitions at even
integer values of p. Whenever p ∈ 2N, the p-frame energy is minimized by the normalized surface
measure σ [Si, EO], among other measures. However, for p 6∈ 2N, all the minimizers appear to
be discrete [BGM+].
For p = 2, this energy and its discrete counterpart, often referred to simply as the frame
potential, have been studied in [Si] and later again in [BeF]. In the latter paper, which coined
the name for this energy, it was proved that the minimizers of the discrete energies with N ≥ d
points are precisely unit norm tight frames. A tight frame is a set of vectors {ϕi}Ni=1 ⊂ Rd such
that a Parseval type identity,
N∑
i=1
|〈x, ϕi〉|2= A‖x‖2,
holds for all x ∈ Rd and for some constant A > 0. In other words, tight frames act as overcom-
plete orthonormal bases and thus play an important role in several areas of applied mathematics.
It is easy to see that tight frames, and more generally, isotropic measures on the sphere also
minimize the continuous frame energy over all probability measures.
In the case p = 4, the p-frame energy is closely connected to the maximal equiangular tight
frames, which in the complex case are known as symmetric informationally complete positive
operator-valued measures (SIC-POVMs). These are unit norm tight frames {ϕi}Ni=1 with the
property that |〈ϕi, ϕj〉|2= 1d+2 or 1d+1 for i 6= j, in the real and complex case respectively. In Cd,
Zauner’s conjecture [Z] states that SIC-POVMs exist in all dimensions d ≥ 2, which is supported
by extensive numerical evidence [SG, RBSC]. In the real case, the existence of analogous objects
is also mysterious: they may exist only in dimensions d = (2m−1)2−2 [LS], but do not exist for
d = 47 [Ma]. When these objects do exist, they minimize the 4-frame energy (with the complex
unit sphere replacing Sd−1 in the case of SIC-POVMs).
More generally, when p = 2k ∈ 2N, the function f(t) = |t|p= t2k is a polynomial, hence
any spherical 2k-design yields the same value of the p-frame energy as σ, and thus is also a
minimizer. More precisely, discrete equal-weight minimizers are exactly projective k-designs. A
spherical t-design is a set {xi}Ni=1 ⊂ Sd−1 such that
1
N
N∑
i=1
P (xi) =
∫
Sd−1
P (x)dσ(x)
for any polynomial P on Rd of degree up to t; see e.g. [DGS], while a projective k-design
is a configuration such that the above identity holds for all polynomials of degree up to 2k,
which contain only even-degree terms. To summarize, the p-frame energy has a multitude of
minimizers, both continuous and discrete, when p is an even integer.
When p 6∈ 2N, the situation is much less studied. In our recent paper [BGM+], we have shown
that, when certain highly symmetrical configurations exist, they minimize the p-frame energy
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on a range of values of p between two consecutive even integers. These configurations, known
as tight designs, are designs of high order with few distinct pairwise distances, or equivalently,
designs of smallest possible cardinality [DGS]. Theorem 1.1 in [BGM+] states that a tight
spherical (2k + 1)-design, whenever it exists, minimizes the p-frame energy for p ∈ [2k − 2, 2k],
and, moreover, every minimizer for p ∈ (2k − 2, 2k) has to be a tight design (in particular, it
has to be discrete). In addition, we have accumulated a great deal of numerical evidence that
suggests discreteness of minimizers, leading us to the following conjecture:
Conjecture 1.1. Let p > 0 and p 6∈ 2N. Then every minimizer of the p-frame energy (1.4) is a
finite discrete measure on Sd−1.
There are other conjectures in the literature also asserting the discreteness of measures min-
imizing certain energies on the sphere. We mention a couple of examples.
Let f(t) = arccos|t|, i.e. f(〈x, y〉) represents the non-obtuse angle between the lines generated
by the vectors x and y. A conjecture of Fejes To´th [FT] states that the N -point energy (1.1)
(the sum of acute angles) is maximized by the periodically repeated elements of the orthonormal
basis, and the continuous version of the conjecture speculates that If ismaximized by the discrete
measure uniformly distributed over the elements of the orthonormal basis (see [BM] for more
details and recent results).
Another similar conjecture stems from mathematical physics and relativistic quantum field
theory [FS, BFSM]. It concerns the causal variational principle, which, in the spherical case,
concerns minimizing the energy on S2 with the kernel
(1.5) f(〈x, y〉) = max{0, 2τ2(1 + 〈x, y〉)(2− τ2(1− 〈x, y〉))},
with a real parameter τ > 0. It is conjectured in [FS] that for any τ ≥ 1 there exists a discrete
minimizer, and for τ >
√
2 all minimizers are discrete. In [BGM+] it is demonstrated that for
two values of τ , minimizers are the cross-polytope and the icosahedron, respectively.
In the present paper we prove a series of results which establish discreteness of minimizers
or smallness of their support (or at least the existence of such minimizers) for various classes of
energies on Sd−1. In particular, in Theorem 3.3 we prove a quantitative version of the following
statement:
Theorem 1.2. Assume that f ∈ C[−1, 1] has only finitely many positive coefficients in its
orthogonal expansion with respect to Gegenbauer polynomials Cλn (with λ =
d−2
2 ). Then there
exists a discrete minimizer of the energy If on S
d−1.
The cardinality of the support of this discrete minimizer is bounded by the dimension of the
space of spherical harmonics, corresponding to the positive coefficients of f . The proof relies
on the analysis of the structure of extreme points of the set of moment-constrained measures.
Section 3 contains a self-contained exposition of these arguments.
While the discreteness of the minimizers claimed in Conjecture 1.1 remains out of reach, we
establish that the support of the measures minimizing the p−frame energy with p 6∈ 2N must
be small:
Theorem 1.3. Assume that p > 0 and p 6∈ 2N, and set f(t) = |t|p. Let µ ∈ P(Sd−1) be a
minimizer of the p-frame energy If (1.4). Then the support of µ has empty interior, i.e.
( suppµ)◦ = ∅.
Section 4 is devoted to the proof of this theorem. In order to compare this theorem to some known
results on Rd, we point out that discreteness of minimizers for attractive-repulsive potentials
on Rd has been proved in [CFP] under the assumption that f is mildly repulsive, i.e. that the
potential, as a function of r = |x − y|, behaves as −rα for small r, with α > 2. Since on the
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sphere |〈x, y〉|p≈ 1− p
2
r2, the p-frame potential corresponds to the endpoint case α = 2 and thus
is quite delicate: indeed, we know for some values of p there exist non-discrete minimizers. In the
recent paper [LM] it was shown that for some specific attractive-repulsive potentials with α ≥ 2,
the corresponding energies are uniquely minimized by discrete measures on regular simplices.
The complete understanding of the endpoint case α = 2 remains an interesting open problem.
In Section 5, we also prove that an analog of Theorem 1.3 holds for energies with kernels
f : [−1, 1] → R, which are real-analytic, but not positive definite on Sd−1 up to an additive
constant (see Definition 2.1 and Proposition 2.2). Theorem 5.1 states that for such kernels,
minimizing measures have support with empty interior. Moreover, on the circle S1, they are
discrete. This generates a certain dichotomy: for an analytic functions f , either the energy
If is minimized by the uniform surface measure σ, or all minimizers have support with empty
interior.
This result, as well as Theorem 1.2, obviously applies to polynomials. Thus, when a poly-
nomial f is not positive definite (up to an additive constant), the support of every minimizer
has empty interior, while for every polynomial f there exists a discrete minimizer of If (see
Corollary 6.1). For positive definite polynomials f , discrete minimizers are just weighted spher-
ical designs, but for arbitrary polynomials, existence of discrete minimizers is new. Section 6
presents a discussion of energies with polynomial kernels.
Finally, in Section 7 we present an interesting observation that for positive definite kernels f ,
any local minimizer of the energy If is necessarily a global minimizer. This applies, in particular,
to the p-frame energy with even integer values of p and to many other interesting energies.
2. Background
2.1. Spherical harmonics and Gegenbauer polynomials. For a parameter λ > 0, consider
the weight ν(t) = (1− t2)λ− 12 on the interval [−1, 1], where from now on λ = d−22 . The weight
ν(t) is related to integration on the sphere Sd−1 in the following way: for a unit vector p ∈ Sd−1,
(2.1)
∫
Sd−1
f(〈x, p〉)dσ(x) = If (σ) = ωd−2
ωd−1
∫ 1
−1
f(t)(1− t2) d−32 dt,
where, as before, σ is the normalized surface measure on the sphere Sd−1 and ωd−1 =
2pid/2
Γ(d/2) is
the (d− 1)-dimensional Hausdorff surface measure of Sd−1.
Gegenbauer polynomials Cλn , n ≥ 0, form a sequence of orthogonal polynomials with respect
to the weight ν(t) on the interval [−1, 1]. Every function f ∈ L1([−1, 1], ν(t)dt) has a Gegenbauer
(ultraspherical) expansion
(2.2) f(t) ∼
∞∑
n=0
f̂n
n+ λ
λ
Cλn(t).
For f ∈ L2([−1, 1], ν(t)dt) this expansion converges to f in the L2 sense. In the case of S1, when
λ = 0, the relevant polynomials are the Chebyshev polynomials of the first kind
(2.3) Tn(t) = cos (n arccos t) =
1
2
lim
λ→0
n+ λ
λ
Cλn(t),
and for S2, the polynomials are appropriately scaled Legendre polynomials [Sz].
Let Hdn denote the space of spherical harmonics of order n, the functions which are restrictions
to Sd−1 of homogeneous harmonic polynomials of degree n on Rd. These spaces are mutually
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orthogonal for different values of n and satisfy
L2(Sd−1, dσ) =
∞⊕
n=0
Hdn.
Let {Yn,j} be any orthonormal basis in Hdn. The Gegenbauer polynomials are related to the
spherical harmonics by the following addition formula
(2.4)
adn∑
j=1
Yn,j(x)Yn,j(y) =
n+ λ
λ
Cλn(〈x, y〉) for all x, y ∈ Sd−1,
where
adn = dim Hdn =
n+ λ
λ
Cλn(1) =
2n+ d− 2
n+ d− 2
(
n+ d− 2
d− 2
)
.
For more detailed information on spherical harmonics, Gegenbauer polynomials, and harmonic
analysis on the sphere, we refer the reader to [DX, Mu].
2.2. Positive definite functions on Sd−1. Positive definite functions play an important role
in energy minimization.
Definition 2.1. A function f ∈ C[−1, 1] is positive definite on subset K of sphere Sd−1, if for
every collection of points {xi}Ni=1 ⊂ K, the matrix [f(〈zi, zj〉)]Ni,j=1 is positive semidefinite, i.e.
for any sequence {ci}Ni=1 ⊂ C, f satisfies the inequality
N∑
i,j=1
cicjf(〈xi, xj〉) ≥ 0.
When K = Sd−1 is the entire sphere, positive definite functions admit several equivalent
characterizations, which connect this property to Gegenbauer polynomials and energy.
Proposition 2.2. Let f ∈ C[−1, 1]. The following statements are equivalent:
(i) The function f is positive definite on Sd−1.
(ii) For any signed Borel measure ν on Sd−1, If (ν) ≥ 0.
(iii) The coefficients in the ultraspherical expansion (2.2) of f with respect to Gegenbauer poly-
nomials Cλn are non-negative: f̂n ≥ 0 for all n ≥ 0.
(iv) The minimum of the energy If over Borel probability measures on S
d−1 is achieved by σ
and is non-negative, i.e.
min
µ∈P(Sd−1)
If (µ) = If (σ) ≥ 0.
Part (iii) of this proposition is a classical result due to Schoenberg [Sch]. Part (iv) states that
positive definite functions (up to additive constants) are precisely those potentials for which
energy minimization imposes uniform distribution.
Moreover, positive definiteness implies uniform convergence of the Gegenbauer expansion
(2.2); see e.g. [G].
Lemma 2.3. Assume that f ∈ C[−1, 1] is positive definite on Sd−1. Then the Gegenbauer
expansion (2.2) converges to f absolutely and uniformly on [−1, 1].
One of the simplest ways to prove this statement is using Mercer’s theorem from spectral
theory on the representation of symmetric positive definite functions [Me]. In turn, Lemma 2.3
together with the addition formula (2.4) easily imply part (iv) of Proposition 2.2.
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Positive definiteness also plays a role when the energy is not minimized by the uniform measure
σ. In this case, we have the following implication [Bj, FS].
Lemma 2.4. Let f ∈ C([−1, 1]). Assume that µ is a minimizer of If over P(Sd−1) and
If (µ) ≥ 0. Then the function f must be positive definite on supp(µ).
Observe that, together with part (iv) of Proposition 2.2, this immediately implies the following:
Corollary 2.5. Either σ is a minimizer of If (i.e. f is positive definite on S
d−1, up to an
additive constant), or every minimizer of If is supported on a proper subset of the sphere S
d−1.
Much of this paper is dedicated to obtaining various refinements of this principle for various
classes of kernels f . Lemma 2.4 also suggests an approach to proving that a certain set cannot
be contained in the support of a minimizer: one may attempt to prove that f is not positive
definite on that set. This idea, albeit not in a straightforward fashion, is exploited in the proof
of Theorem 1.3 in the next section; see the proof of Proposition 4.2.
2.3. Gegenbauer expansions and other minimizers. In some situations, Gegenbauer co-
efficients can give some information about the minimizers, even when σ does not minimize the
energy. Below we mention several relevant results of this type. While we do not use them in this
paper, we chose to include them because they are similar in spirit to the results of the paper:
they provide certain conditions, under which there exist discrete minimizers or all minimizers
are discrete. These results can be found in [BiD].
• If f̂n ≤ 0 for all n ≥ 1, then a Dirac delta mass µ = δz, for any z ∈ Sd−1, is a minimizer
of If . If f has a strict absolute minimum at t = 1 (in particular, if f̂n < 0 for all n ≥ 1),
then every minimizer is a Dirac mass. Observe that this case resonates with Theorem
3.3.
• If (−1)n+1f̂n ≥ 0 for all n ≥ 1, then the measure µ = 12(δz + δ−z) is a minimizer of If .
Moreover, all minimizers are of this form, if the strict inequality (−1)n+1f̂n > 0 holds.
• If f̂2n = 0 and f̂2n−1 ≥ 0 for all n ≥ 1, then every centrally symmetric measure minimizes
If . In particular, there exist discrete minimizers.
We note that for the Euclidean setting, and certain attractive-repulsive potentials, there are
classifications of potentials for which two-point measures appear as minimizers, see [KKLS].
3. Existence of discrete minimizers
3.1. Extreme points for sets of moment-constrained measures. In the present section
we exhibit a large class of potentials f for which there exist discrete minimizers of the energies
If . The methods that we employ are closely related to moment problems.
Let Ω be a compact metric space and let B+(Ω) denote the set of positive Borel measures on
Ω. Given continuous functions f0, ..., fn on Ω and non-negative constants ci, we consider the set
(3.1) K =
{
µ ∈ B+(Ω) :
∫
Ω
fidµ = ci, i = 0, 1, . . . , n
}
,
which consists of Borel measures whose moments with respect to fi ∈ C(Ω) are fixed. We always
set f0 ≡ 1 and c0 = 1, so that µ ∈ K guarantees that µ is a probability measure, i.e. µ(Ω) = 1.
It is easy to see that K is convex, bounded, and weak-∗ closed, and therefore is weak-∗
compact. By the Krein–Milman theorem, K is the weak-∗ closure of ext(K) — the set of extreme
points of K. The results presented below describe the structure of ext(K), in particular, the
discreteness of its elements. To make this section self-contained, we include their proofs.
We start with a theorem which gives a necessary condition for µ to be an extreme point of
K.
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Theorem 3.1 (Douglas, [D]). Assume that µ ∈ ext(K). Then
(3.2) L1(dµ) = span{f0 = 1, f1, . . . , fn}.
Proof. Assume that g ∈ L∞(dµ) satisfies∫
Ω
figdµ = 0, i = 0, 1, . . . , n.
Multiplying g by a constant, we may assume that ‖g‖L∞(dµ)< 1. Then the measures µ±, defined
by dµ± = (1± g)dµ, belong to K, since µ± ∈ B+(Ω) and∫
Ω
fidµ± =
∫
Ω
fi(1± g)dµ =
∫
Ω
fidµ = ci.
At the same time, µ = 12(µ− + µ+). Since µ ∈ extK, this implies that µ± = µ and hence g = 0
µ-a.e. Therefore, the functions fi span L
1(dµ). 
We now state and prove a result, which demonstrates the discreteness of the elements of
ext(K). This result has a number of precursors and extensions, see [Ri, Ro1, Ro2, Ros, W, Zu].
Theorem 3.2 (Karr, [K]). Let µ ∈ K. Then the following statements are equivalent:
(i) µ ∈ ext(K).
(ii) The cardinality of suppµ is at most n+ 1. Moreover, if we denote suppµ = {x1, . . . , xk},
then the vectors vj = (1, f1(xj), . . . , fn(xj)), j = 1, 2, . . . , k, are linearly independent.
Proof. (i)⇒(ii). Assume that there exist points {x1, . . . , xn+2} ⊂ suppµ. Then one can find
a vector y ∈ Rn+2, which is not in the span of the vectors (fi(x1), fi(x2), . . . , fi(xn+2)), i =
0, 1, . . . , n, since the latter subspace is at most n+1 dimensional. Appealing to Urysohn’s lemma,
one can construct a function g ∈ C(Ω) ⊂ L1(dµ) such that g(xi) = yi for i = 1, 2, . . . , n+2. But
then g 6∈ span{fi}, which contradicts Theorem 3.1, i.e. | suppµ| ≤ n+ 1.
Now that it is known that µ =
∑k
i=1 tiδxi with k ≤ n+1, ti > 0,
∑
ti = 1, consider the linear
system
(3.3)

1 . . . 1
f1(x1) . . . f1(xk)
...
. . .
...
fn(x1) . . . fn(xk)


α1
α2
...
αk
 =

1
c1
...
cn
 .
This system has a unique solution αi = ti, since if the solution is not unique, then there is a
whole affine subspace of solutions and one could perturb the values of ti in opposite directions,
i.e. find two solutions of the form {ti ± τi}, and construct two measures µ± =
∑k
i=1(ti ± τi)δxi
so that µ± ≥ 0 and
∫
fidµ± =
∫
fidµ, i.e. µ± ∈ K, and µ = 12(µ+ + µ−), which contradicts the
fact that µ ∈ ext(K). This proves the linear independence of the rows of the matrix above.
(ii)⇒(i). Assume that (ii) holds. Then the system (3.3) has a unique solution, i.e. µ is uniquely
determined by the the condition suppµ ⊂ {x1, . . . , xk}. If µ = 12(µ1 + µ2), then suppµ ⊂
suppµ1 ∪ suppµ2, and thus suppµj ⊂ {x1, . . . , xk} for j = 1, 2. Therefore µ1 = µ2 = µ, i.e.
µ ∈ ext(K). 
We remark that convex geometry plays heavily into similar characterizations of solutions to
infinite dimensional optimization problems in the recent papers [BCD+, CRPW, UFW].
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3.2. Applications of Karr’s theorem: existence of discrete minimizers. We now apply
the results on moment-constrained measures to prove that for a function f with only finitely
many positive terms in its Gegenbauer expansion, there exist discrete minimizers of If .
Let f̂n denote the coefficients in the Gegenbauer expansion (2.2) of the function f ∈ C[−1, 1].
Consider the sets N+(f) = {n ≥ 0 : f̂n > 0} and N−(f) = {n ≥ 0 : f̂n < 0}. We shall assume
that
(3.4) |N+(f)| <∞,
i.e. there are only finitely many terms of (2.2) with f̂n > 0. In this case, the function∑
n∈N+(f)
f̂n
n+ λ
λ
Cλn(t)− f(t)
is continuous and positive definite. According to Lemma 2.3, this implies that the Gegenbauer
expansion (2.2) of f converges uniformly and absolutely.
Recall that Hdn denotes the space of spherical harmonics of degree n on Sd−1. We are now
ready to state the main theorem of the section.
Theorem 3.3. Assume that the Gegenbauer expansion (2.2) of the function f ∈ C[−1, 1] satis-
fies
|N+(f)| = |{n ≥ 0 : f̂n > 0}| <∞,
i.e. the Gegenbauer expansion has only finitely many positive terms. Then there exists a discrete
measure µ∗ ∈ P(Sd−1) such that
(3.5) | suppµ∗| ≤
∑
n∈N+(f)∪{0}
dimHdn,
and µ∗ minimizes the energy If (µ) over P(Sd−1), i.e.
(3.6) If (µ
∗) = inf
µ∈P(Sd−1)
If (µ).
Proof. Let ν ∈ P(Sd−1) be any minimizer of If and set
M = inf
µ∈P(Sd−1)
If (µ) = If (ν).
We shall use the addition formula for spherical harmonics (2.4), as well as the absolute conver-
gence of (2.2), to re-write for any measure µ ∈ P(Sd−1), If (µ) as,
∞∑
n=0
f̂n
∫
Sd−1
∫
Sd−1
n+ λ
λ
Cλn(〈x, y〉)dµ(x)dµ(y) =
∞∑
n=0
f̂n
[ dimHdn∑
j=1
(∫
Sd−1
Yn,j(x)dµ(x)
)2]
=
∑
n∈N+(f)
f̂n
[
dimHdn∑
j=1
(∫
Sd−1
Yn,j(x)dµ(x)
)2]
−
∑
n∈N−(f)
(− f̂n)
[
dimHdn∑
j=1
(∫
Sd−1
Yn,j(x)dµ(x)
)2]
,
the last of which we define as the difference of functionals F(µ)−G(µ). It is easy to see that G is
convex with respect to µ since it is a positive linear combination of squares of linear functionals
of µ. Let us set
K =
{
µ ∈ B+(Sd−1) :
∫
Sd−1
Yn,jdµ(x) =
∫
Sd−1
Yn,jdν(x), n ∈ N+(f), j = 1, 2, . . . ,dimHdn
}
,
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so that ν ∈ K and F(µ) = F(ν) for µ ∈ K. Without loss of generality, we shall assume that
0 ∈ N+(f). This guarantees that µ ∈ K is a probability measure (similarly to setting c0 = 1
and f0 ≡ 1 earlier). Since N+(f) < ∞, the set K has finitely many moment constraints and
Theorem 3.2 is applicable. In fact, the number of constraints is exactly the right-hand side of
(3.5).
Given that G is convex in µ and K is a convex weak-∗ compact subset of B+(Sd−1), we
conclude that G(µ) achieves its maximum on K at a point of ext(K). Hence there exists a
measure µ∗ ∈ ext(K) such that G(µ∗) = sup
µ∈K
G(µ). We then find that
M = If (ν) = F(ν)− G(ν) = F(µ∗)− G(ν) ≥ F(µ∗)− G(µ∗) = If (µ∗) ≥M,
i.e. If (µ
∗) =M and µ∗ is also a minimizer of If .
Since µ∗ ∈ ext(K), we can apply Karr’s theorem (Theorem 3.2) to finish the proof of the
theorem. 
4. Empty interior of p-frame energy minimizers: the proof of Theorem 1.3
Conjecture 1.1, stating that the minimizers of the p-frame energy with p 6∈ 2N are necessarily
discrete, remains open, outside of some specific cases covered in our companion paper [BGM+].
In the present section, we prove a weaker statement, namely, that the support of every minimizer
of such energies has empty interior, i.e. Theorem 1.3.
A similar result has been proved in [FS] for the energy on S2 with the kernel given by (1.5).
While our approach is inspired by theirs and the main line of reasoning follows an analogous
path, specific constructions and arguments in the proofs of Propositions 4.2 and 4.3 below are
much more peculiar and significantly more involved in the case of the p-frame energy.
We shall need a standard fact from potential theory ([Bj, BHS, L]). For a measure µ ∈
P(Sd−1), let us define the potential Fµ of µ with respect to f as
(4.1) Fµ(x) :=
∫
Sd−1
f(〈x, y〉)dµ(y), x ∈ Sd−1.
Notice that this meaning of the term “potential” is consistent with our previous usage, since
the function f(〈x, y〉) is just the potential generated by a unit point charge at y, i.e. f(〈x, y〉) =
Fδy(x). It is a well-known phenomenon from electrostatics that the potential of the equilibrium
measure is constant on the support of the measure.
Lemma 4.1. If f ∈ C([−1, 1]) and µ is a minimizer of If , then the potential Fµ is constant on
the support of µ:
(4.2) Fµ|supp µ = inf
x∈Sd−1
Fµ(x) = If (µ).
In what follows, the value of p ∈ R+ \ 2N is fixed, f(t) = |t|p, and µ is assumed to be a
minimizer of If . The proof of Theorem 1.3 is based on two properties of interior points of
supp(µ).
Proposition 4.2. Let p ∈ R+ \ 2N, f(t) = |t|p, and µ be a minimizer of If . Then for z ∈
( suppµ)◦,
suppµ ∩ z⊥ = ∅.
Proposition 4.3. Let the same conditions as in Proposition 4.2 hold. Then for z ∈ ( suppµ)◦,
suppµ ∩ z⊥ 6= ∅.
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Since these two statements are clearly mutually exclusive whenever suppµ is non-empty, their
validity proves Theorem 1.3, i.e. that there are no interior points in the support of a minimizer.
The remainder of this section is dedicated to the proof of these propositions.
We now sketch the argument for the first proposition. In short, the idea of the proof is the
following. Assume that there exists a point y ∈ suppµ such that 〈y, z〉 = 0. We shall construct
a finite set of points X = {xi}Ni=1 ⊂ suppµ, such that the matrix [f(〈xi, xj〉)]i,j is not positive
semidefinite, thus violating Lemma 2.4. The set X will consist of the points z, y, and a number
(depending on p) of points, equidistantly spaced around z on the great circle connecting y and
z. We now make this precise.
The proof of Proposition 4.2. We prove that if z is an interior point of a minimizer’s support,
then the orthogonal hyperplane z⊥ does not intersect the support of µ.
Fix z in the interior of supp(µ) and let y ∈ Sd−1 be any point such that 〈y, z〉 = 0. Setting
k ∈ N so that 2k − 2 < p < 2k, we shall construct a set {x0, . . . , xN−1} of N = 2k + 2 points,
all of which lie on the great circle connecting z and y. The points x0, . . . , x2k are chosen in such
a way that the angle between xj and z is (j − k)ε for some small ε > 0. Thus xk = z, and the
points x0 and x2k make angles −kε and kε with z, respectively. Observe that when ε is small
enough, all of these points x0, . . . , x2k belong to supp(µ), since z is an interior point. Finally,
we set x2k+1 = y. Then the angle between x2k+1 = y and xj , j = 0, . . . , 2k, is
pi
2 − (j − k)ε. In
order to apply Lemma 2.4, we consider the matrix A = [f(〈xi, xj〉)]2k+1i,j=0.
We will show that the matrix A is not positive semidefinite. To this end, we first construct
an auxiliary vector v ∈ R2k+1 \ {0} such that for m ∈ {0, 1, ..., 2k − 1},
(4.3)
2k∑
j=0
jmvj = 0,
i.e. this vector must be in the (right) kernel of the Vandermonde matrix
1 1 1 1 · · · 1
0 1 2 3 · · · 2k
0 1 22 32 · · · (2k)2
...
...
...
...
. . .
...
0 1 22k−1 32k−1 · · · (2k)2k−1
 .
We can take the entries of v to be
(4.4) vj =
2k∏
i=0
i 6=j
1
j − i =
(−1)j
(2k − j)! j! .
Such a vector can be seen to be in the kernel of the matrix above by use of the formula for the
inverse of the square Vandermonde matrix (see Ex. 40 on page 38 of [Kn]).
Consider a vector u = [αv0, αv1, ..., αv2k , β]
T ∈ R2k+2, where α, β ∈ R. Then we have
(4.5) 〈Au, u〉 = α2
 2k∑
i,j=0
vivjf(〈xi, xj〉)
+ 2αβ
 2k∑
j=0
vjf(〈x2k+1, xj〉)
 + β2.
We shall show that the real numbers α and β can be chosen in such a way that the expression
above is negative, for ε sufficiently small.
Observe that for i, j = 0, . . . , 2k we have
f(〈xi, xj〉) = cosp ((i− j)ε).
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Since cosp(t) is even, smooth near zero, and cosp(0) = 1, we can use its Taylor expansion to
estimate the first term of (4.5) as follows
(4.6)
2k∑
i,j=0
vivjf(〈xi, xj〉) =
2k∑
i,j=0
vivj cos
p ((i− j)ε)
=
2k∑
i,j=0
vivj
(
1 +
2k−1∑
m=1
amε
2m(i− j)2m +O(ε4k)
)
=
 2k∑
j=0
vj
( 2k∑
i=0
vi
)
+
2k−1∑
m=1
amε
2m
 2k∑
i,j=0
vivj(i− j)2m
+O(ε4k)
=
2k−1∑
m=1
amε
2m
2k∑
i,j=0
vivj
2m∑
l=0
(
2m
l
)
ilj2m−l +O(ε4k)
=
2k−1∑
m=1
amε
2m
2m∑
l=0
(
2m
l
)( 2k∑
i=0
vii
l
) 2k∑
j=0
vjj
2m−l
+O(ε4k)
= O(ε4k),
where we have used the fact that for all values of l = 0, 1, . . . , 2m, either l ≤ 2k − 1 or
2m− l ≤ 2k − 1.
We now turn to the second term of (4.5). Observe that for j = 0, . . . , 2k we have
(4.7) f(〈x2k+1, xj〉) = f(〈y, xj〉) = cosp
(
pi
2
− (j − k)ε
)
= | sin ((j − k)ε)|p.
We then find that
(4.8)
2k∑
j=0
vjf(〈y, xj〉) =
2k∑
j=0
vj sin
p (|k − j|ε) =
2k∑
j=0
vj
(|k − j|ε+O(ε3))p
=
2k∑
j=0
vj (|k − j|ε)p
(
1 +O(ε2)
)p
= εp
2k∑
j=0
vj |k − j|p+O(εp+2).
We now analyze the coefficient of εp in the above expression using (4.4)
2k∑
j=0
vj |k − j|p =
2k∑
j=0
(−1)j |k − j|
p
(2k − j)! j! = 2
k−1∑
j=0
(−1)j (k − j)
p
(2k − j)! j! .
Since the above is a sum of k exponential functions of p, we know that
∑k−1
j=0(−1)j (k−j)
p
(2k−j)!j! has
at most k − 1 zeros, see e.g. Ex. 75 from [PS, pg. 46]. We will show that these zeros are
exhausted by the even integer values p = 2, 4, . . . , 2k − 2. Indeed, assume indirectly that
2
k−1∑
j=0
(−1)j (k − j)
p
(2k − j)! j! = b 6= 0
for some even integer 0 < p ≤ 2k − 2. Then according to (4.5), (4.6), and (4.8) we have
〈Au, u〉 = α2O(ε4k) + 2αβ (bεp +O(εp+2))+ β2.
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Since p < 2k, for ε sufficiently small, the discriminant of this quadratic form is positive, hence
we can choose α and β so that 〈Au, u〉 < 0. However, since f(t) = |t|p is a positive definite
function on Sd−1 for even integer p, this is a contradiction, as the matrix A must be positive
semidefinite for any collection {xi}. Therefore
2
k−1∑
j=0
(−1)j (k − j)
p
(2k − j)! j! = 0
for all p ∈ {2, 4, ..., 2k − 2}. Since there are at most k − 1 zeros of this function, we then know
that
bp := 2
k−1∑
j=0
(−1)j (k − j)
p
(2k − j)! j! 6= 0
for all other values of p. Let p ∈ (0, 2k) \ {2, 4, ..., 2k − 2}. Then
〈Au, u〉 = α2O(ε4k) + 2αβ (bpεp +O(εp+2))+ β2,
and by the previous argument, for ε sufficiently small, we could choose α and β so that 〈Au, u〉 <
0, i.e. A is not positive definite. Thus, according to Lemma 2.4, {x0, x1, ..., x2k, y} is not a
subset of suppµ. Since, by assumption, for small ε > 0 the points x0, x1, . . . , x2k all lie in a
neighborhood of z and hence in suppµ, this implies that y 6∈ suppµ and so suppµ∩ z⊥ = ∅. 
We would like to make the following remark. Observe that for p 6∈ 2N, the number of points
used to disprove positive definiteness of f(t) = |t|p in the argument above is of the order p.
A restriction of this type is actually necessary. Indeed, according to the result of Fitzgerald
and Horn [FH], for any positive definite matrix A = [aij ]
N
i,j=1 with non-negative entries aij ≥
0, its Hadamard powers A(α) = [aαij ]
N
i,j=1 are also positive definite when α ≥ N − 2. Let
G = [〈xi, xj〉]Ni,j=1 be the Gram matrix of the set X = {x1, . . . , xN} ⊂ Sd−1. Since the matrix
G(2) = [|〈xi, xj〉|2]Ni,j=1 is positive definite and has non-negative entries, we have that the matrix
G(p) = [|〈xi, xj〉|p]Ni,j=1 = (G(2))(p/2)
is positive definite whenever p/2 ≥ N − 2. Therefore, to obtain a non-positive definite matrix
G(p), we must take N ≥ 2 + p/2 points.
We now complete the proof of Theorem 1.3.
The proof of Proposition 4.3. Suppose a neighborhood of a point z ∈ Sd−1 is contained in the
support of µ. We shall demonstrate that suppµ must intersect the hyperplane z⊥.
Let us assume the contrary, i.e. suppµ ∩ z⊥ = ∅. We may move all the mass of µ to the
hemisphere centered at z by defining a new measure µz ∈ P(Sd−1):
µz(E) =

µ(−E ∪ E), if E ⊆ {x ∈ Sd−1 : 〈z, x〉 > 0},
µ(E), if E ⊆ z⊥,
0, if E ⊆ {x ∈ Sd−1 : 〈z, x〉 < 0}.
Since f(〈z, y〉) = f(〈z,−y〉) for all y ∈ Sd−1, this does not change the energy, i.e. If (µz) = If (µ),
so that µz is also a minimizer.
Since suppµ ∩ z⊥ = ∅, we also have that suppµz ∩ z⊥ = ∅, i.e. suppµz ⊂ {x ∈ Sd−1 : 〈z, x〉 >
0}. Compactness of the support of µz then implies that it is separated from z⊥, i.e. for some
δ > 0 we have 〈y, z〉 > δ for each y ∈ suppµz. Let us choose an open neighborhood Uz of z, small
enough so that Uz ⊂ suppµz and so that for each x ∈ Uz and each y ∈ suppµz, 〈y, x〉 > δ > 0.
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We can now write the potential (4.1) of µz at the point x ∈ Uz as
(4.9) Fµz (x) =
∫
Sd−1
|〈x, y〉|p dµz(y) =
∫
suppµz
〈x, y〉p dµz(y).
The discussion above implies that the last expression is well-defined for all p > 0. According to
Lemma 4.1, the potential Fµz(x) is constant on Uz ⊂ suppµz.
When p is an odd integer, the proof can be finished very quickly. Indeed, in this case the
expression
g(x) =
∫
suppµz
〈x, y〉p dµz(y)
is well defined for each x ∈ Sd−1 and yields an analytic function on the sphere (actually, a
polynomial). Hence, being constant on an open set, implies that it is is constant on all of Sd−1,
which is not possible since, obviously, g(−z) = −g(z) = −Fµz (z) = −If (µz) 6= 0. Compare this
argument to Theorem 5.1.
We now will present an approach which works for all p ∈ R+ \ 2N. Assume that there exists
a differential operator D acting on functions on the sphere with the following two properties:
(i) D locally annihilates constants, i.e. if u(x) is constant on some open set Ω, then Dxu = 0
on Ω;
(ii) Dx (〈x, y〉p) < 0 for all x ∈ Uz and y ∈ suppµz.
Existence of such an operator would finish the proof since we would then have for each x ∈ Uz
(4.10) 0 = DxFµz (x) =
∫
supp(µz)
Dx (〈x, y〉p) dµz(y) < 0,
which is a contradiction. Note that that switching to Dx (〈x, y〉p) > 0 in condition (ii) does not
affect the proof.
We now construct such an operator D. Let ∆ denote the Laplace–Beltrami operator on Sd−1.
Writing it in the standard spherical coordinates ϑ1, . . . , ϑd one obtains (see, e.g., equation (2.2.4)
in [KMR])
(4.11) ∆ =
d−1∑
j=1
1
qj(sin ϑj)d−1−j
∂
∂ϑj
(
(sinϑj)
d−1−j ∂
∂ϑj
)
,
where q1 = 1 and qj = (sinϑ1 . . . sinϑj−1)
2 for j > 1.
For a fixed y ∈ Sd−1, choose the coordinates so that cosϑ1 = 〈y, x〉. Then 〈y, x〉p = cosp ϑ1,
effectively leaving just one term in the formula above, and a direct computation shows that
(4.12) ∆x (〈x, y〉p) = p(p− 1)〈x, y〉p−2 − p(p+ d− 1)〈x, y〉p.
Observe that if p ∈ (0, 1], then the operator ∆x satisfies conditions (i) and (ii), hence completing
the proof for this range of p.
Now consider the operator D = ∆(∆+ p(p+ d− 1)). It is easy to see that
(4.13)
∆x (∆x + p(p+ d− 1)) (〈x, y〉p) = p(p− 1)∆x
(〈x, y〉p−2)
= p(p− 1)(p − 2)〈x, y〉p−4 · ((p− 3)− (p+ d− 3)〈x, y〉2).
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If p ∈ (2, 3], then p − 3 ≤ 0 and p + d − 3 > d − 1 ≥ 0, so the expression above is strictly
negative. Hence this operator satisfies conditions (i) and (ii) for 2 < p ≤ 3.
Moreover, if p ∈ (1, 2), the expression above is strictly positive. Indeed, the function gp(t) =
(p−3)− (p+d−3)t is monotone on [0, 1] with gp(0) = p−3 < 0 and gp(1) = −d < 0. Therefore,
condition (ii) holds with an opposite inequality sign, so the case 1 < p < 2 is also covered.
It is now clear how to iterate this process. Define now the operator D(0) = ∆, D(1) =
∆(∆ + p(p + d − 1)), and, more generally, for k ∈ N, define the differential operator of order
2k + 2
(4.14)
D(k) = ∆
∆+ (p+ d− 2k + 1) 2k−2∏
j=0
(p− j)
 · · ·(∆+p(p−1)(p−2)(p+d−3))(∆+p(p+d−1)).
Let p ∈ R+ \2N and choose k ∈ N0 so that 2k−1 < p ≤ 2k+1. An iterative computation shows
that
(4.15)
D(k)x (〈x, y〉p) =
2k+1∏
j=0
(p− j)
 〈x, y〉p−2k−2 −
 2k∏
j=0
(p− j)
 (p + d− 2k − 1) 〈x, y〉p−2k
=
 2k∏
j=0
(p − j)
 〈x, y〉p−2k−2 · ((p − 2k − 1)− (p+ d− 2k − 1) 〈x, y〉2) .
For p ∈ (2k, 2k + 1], the expression above is strictly negative, since p − 2k − 1 ≤ 0 and
p+ d− 2k − 1 > d− 1 ≥ 0.
At the same time, for p ∈ (2k−1, 2k), this expression is strictly positive, because∏2kj=0(p−j) <
0 and the monotone function gp(t) = (p−2k−1)−(p+d−2k−1)t takes values gp(0) = p−2k−1 < 0
and gp(1) = −d < 0. Thus, operator D(k) allows us to prove Propostion 4.3 for p in the range
(2k − 1, 2k) ∪ (2k, 2k + 1]. 
We suspect that an analog of Theorem 1.3 also holds for the Fejes To´th conjecture [FT]
mentioned in the introduction. Recall that this conjecture (its continuous version) deals with
the energy If with potential f(t) = arcsin|t| and speculates that the discrete measure uniformly
concentrated on the elements of an orthonormal basis minimizes If . If the conjecture is true,
not all the minimizers of this energy are discrete. For example, as observed in [BM], on S3,
normalized uniform 1-dimensional Hausdorff measure on two orthogonal copies of S1, i.e. on the
set
{(x1, x2, 0, 0) : x21 + x22 = 1} ∪ {(0, 0, x3, x4) : x23 + x24 = 1},
would also yield a minimizer. This effect is related to the fact that, while the kernel f(t) =
arcsin|t| is not positive definite on Sd−1 with d ≥ 3, it is indeed positive definite on S1, i.e. the
uniform measure is a minimizer on the circle. Thus, assuming the conjecture, this energy does
have non-discrete minimizers.
5. Minimizers of energies with analytic kernels
We can also prove a statement analogous to Theorem 1.3 for a wide class of energies – namely,
those with analytic potentials.
Theorem 5.1. Assume that f is a real-analytic function on [−1, 1], such that σ is not a min-
imizer of If , i.e. f is not (up to an additive constant) positive definite on S
d−1. Let µ be a
minimizer of If , then (supp(µ))
◦ = ∅. Moreover, when d = 2, then supp(µ) must be discrete
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Proof. Suppose, indirectly, that (supp(µ))◦ 6= ∅. By Lemma 4.1, we know that the potential
Fµ(x) =
∫
Sd−1
f(〈x, y〉)dµ(y)
is constant on supp(µ). Since f(〈x, y〉) is real-analytic on Sd−1 × Sd−1, Fµ(x) is real-analytic on
S
d−1. Since Fµ is real-analytic and constant on an open set in S
d−1, it is constant on all of Sd−1
[Q, Lemma 2.4]. In addition, Fσ(x) = If (σ) is constant on S
d−1 due to rotational invariance.
We then obtain
If (µ) =
∫
Sd−1
∫
Sd−1
f(〈x, y〉)dµ(y)dµ(x) =
∫
Sd−1
Fµ(x)dµ(x) =
∫
Sd−1
Fµ(x)dσ(x)
=
∫
Sd−1
∫
Sd−1
f(〈x, y〉)dµ(y)dσ(x) =
∫
Sd−1
∫
Sd−1
f(〈x, y〉)dσ(x)dµ(y)
=
∫
Sd−1
Fσ(x)dµ(y) = If (σ).
This is clearly a contradiction, as by the assumption, If is not minimized by σ. Our first claim
then follows.
For S1, we have that if Fµ is constant on a set {z1, z2, ...} ⊂ S1 with an accumulation point,
Fµ is constant on S
1. The proof of our second claim then follows as above. 
If Sd−1 is replaced with one of the projective spaces FPd−1 (F = R or C, for instance) a
similar result can be derived as above. In this case kernels f are also functions of the cosine
of the geodesic distance τ(x, y) = 2|〈x, y〉|2−1 under identification of points with unit vectors
x, y ∈ Fd; see [BGM+] for more details on energy integrals over these spaces.
In the spirit of Theorem 5.1, as well as Corollary 2.5, it may be tempting to conjecture that
if f (not necessarily analytic) is not positive definite on Sd−1 (up to constant), i.e If (µ) is not
minimized by σ, then the support of any minimizer of If must have empty interior. However,
this is not true, as the following simple example shows. Assume that f ∈ C[−1, 1] is constant
near t = 1 and strictly decreasing otherwise, i.e. it satisfies for some fixed γ ∈ (0, 1),
f(1) = f(τ) = min
t∈[−1,1]
f(t) for any τ ∈ [1− γ, 1],
and f(τ) > f(1) for all τ ∈ [−1, 1 − γ). It is then evident that for any z ∈ Sd−1
min
µ∈P(Sd−1)
If (µ) = If (δz) = f(1),
and If (σ) > If (δx), i.e. σ is not a minimizer of If . Let C(z, α) = {x ∈ Sd−1 : 〈x, z〉 > α}
denote the spherical cap of “height” α centered at z ∈ Sd−1. Let ν be the normalized uniform
measure on C(z, α), i.e.
dν(x) =
1C(z,α)(x)
σ(C(z, α))
dσ(x),
with α = 1− γ4 . Then for each x, y ∈ C(z, α), we have 〈x, y〉 > 1− γ, and hence
If (ν) = If (δz) = f(1),
i.e. ν is also a minimizer of If , but its support has non-empty interior.
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6. Applications of the results to energies with polynomial kernels
We observe that the results of Sections 3 and 5 apply if f is a polynomial. Indeed, Theorem
5.1 is applicable since polynomials are analytic, while the conditions of Theorem 3.3 hold because
the Gegenbauer expansion has only finitely many terms. We summarize these statements in the
following corollary.
Corollary 6.1. Assume that f is a polynomial whose Gegenbauer expansion is
(6.1) f(t) =
m∑
n=0
anC
λ
n(t).
(i) There exists a discrete minimizer µ ∈ P(Sd−1) with
| suppµ| ≤ 1 +
∑
{n: an>0, 1≤n≤m}
dimHdn.
(ii) If, moreover, σ is not a minimizer of If over P(Sd−1), i.e. there exists n ≥ 1 such that
an < 0, then the support of any minimizer of If has empty interior. For S
1 the support is
finite.
We observe that when an > 0 for n = 1, . . . ,m, i.e. f is positive definite on S
d−1 polynomial
(up to constant), the statement of Theorem 3.3 (and hence also part (i) of the above corollary)
is well known. In this case, the discrete minimizers µ =
∑
ωxiδxi are exactly weighted spherical
m-designs, i.e. for any polynomial P of degree at most m we have∑
i
ωxiP (xi) =
∫
Sd−1
P (x)dσ(x).
A certain well-known generalization of this fact can also be easily deduced from part (i) of
Corollary 6.1. Let M ⊂ N0 with 0 ∈ M . Call a set {xi}ki=1 ⊂ Sd−1 with positive weights ωxi a
weighted M-design if for every m ∈ M and for every spherical harmonic Y ∈ Hdm one has∑
i
ωxiY (xi) =
∫
Sd−1
Y (x)dσ(x).
When M = {0, 1, . . . ,m}, this definition coincides with the definition of an m-design. Such
objects arise naturally for some configurations. For example, the 600-cell, one of the six 4-
dimensional convex regular polytopes with vertices which form a 120-point subset of S3, yields
an exact cubature formula for spherical harmonics of degrees up to 19, excluding degree 12. In
other words, it is an M-design for M = {0, 1, . . . , 11} ∪ {13, . . . , 19}. By taking an > 0 only for
n ∈ M and applying part (i) of Corollary 6.1, one easily concludes existence of weighted M-
designs on the sphere Sd−1 of cardinality at most
∑
n∈M dimHdn. This statement is encompassed
by more general results [T, Ro2]
Theorem 3.3 and part (i) of Corollary 6.1 vastly generalize these well-known statements,
essentially showing that the addition of any number of negative definite terms does not destroy
the statement: discrete minimizers with the same cardinality still exist.
Concerning part (ii) of Corollary 6.1, it might be interesting to give some explicit examples of
polynomials f with at least one negative coefficient an < 0 for n ≥ 1, for which the minimizers
of If are not necessarily discrete. Finally, we mention that the case of energy optimization for
polynomial potentials in d = 2 is more approachable than in higher dimensions, due to the
classical solution of the trigonometric moment problem [ST, Theorem 1.4].
ENERGY ON SPHERES AND DISCRETENESS OF MINIMIZING MEASURES 17
7. Local minimizers of the p-frame energy with p ∈ 2N are global.
Finally, we make an observation that for energies with positive definite kernels, including
the p-frame energy with p ∈ 2N, every local minimizer is necessarily global. We consider local
minima in a rather general sense.
Definition 7.1. We say that a probability measure ξ ∈ P(Sd−1) is a local minimizer of If if for
each µ ∈ P(Sd−1) and for any τ > 0 small enough (depending on µ),
If (ξ) ≤ If ((1− τ)ξ + τµ).
Observe that this definition is satisfied if ξ is a local minimum with respect to many reasonable
metrics on P(Sd−1), i.e. if there exists ε > 0 such that If (ξ) ≤ If (µ) whenever d(ξ, µ) < ε,
where d(ξ, µ), represents, for example, the dp-Wasserstein distance, p <∞, or the total variation
distance between measures. The following proposition provides a relation between the local and
global minimizers.
Proposition 7.2. Let f ∈ C[−1, 1] and let ν ∈ P(Sd−1) be a global minimizer of If . Assume
also that ξ ∈ P(Sd−1) is a local minimizer of If and that supp ξ ⊂ supp ν. Then ξ is also a
global minimizer of If over P(Sd−1).
If the function f is positive definite (modulo a constant term) on the sphere Sd−1, then the
uniform measure σ minimizes If according to part (iv) of Proposition 2.2, hence one can take
ν = σ in the lemma above. Since σ is supported on the whole sphere, this immediately leads to
non-existence of local minimizers which are not global:
Corollary 7.3. Let f ∈ C[−1, 1] be positive definite on Sd−1 (up to an additive constant) and
let ξ be a local minimizer of If . Then ξ is necessarily a global minimizer of If , i.e.
If (ξ) = min
µ∈P(Sd−1)
If (µ).
Proof of Proposition 7.2. Let ν be a global minimizer, that is
If (ν) = inf
µ∈P(Sd−1)
If (µ) = α.
According to Lemma 4.1, the potential of ν satisfies
(7.1) Fν(x) =
∫
Sd−1
f(〈x, y〉)dν(y) = If (ν) = α for all x ∈ supp ν.
Suppose, by contradiction, that ξ satisfies α = If (ν) < If (ξ). Since ξ is a local minimizer,
setting µτ = τν + (1− τ)ξ, for sufficiently small 0 < τ < 1, we have
(7.2) If (µτ ) ≥ If (ξ).
Setting If (ξ) = β > α and using (7.1), a quick calculation shows that
If (ξ) ≤ If (µτ ) = τ2If (ν) + (1− τ)2If (ξ) + 2τ(1 − τ)
∫
Sd−1
Fν(x) dξ(x)
= τ2α+ (1− τ)2β + 2τ(1 − τ)α.
Thus, τ2α+ 2τ(1− τ)α+ (1− τ)2β ≥ β. However
τ2α+ 2τ(1− τ)α+ (1− τ)2β < β(τ2 + 2τ(1− τ) + (1− τ)2) = β,
which is a contradiction. 
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Corollary 7.3 obviously applies to the p-frame energies when p = 2k is an even integer. As
discussed in the introduction, σ minimizes If , since f(t) = t
2k is positive definite. Thus, all the
local minimizers of the 2k-frame energy are necessarily global. A somewhat similar effect for
p = 2 has been observed in [BeF] for discrete energies: it was proved that any finite configuration
locally minimizing the N -point frame energy is also a global minimizer, and therefore it is a tight
frame, whenever N ≥ d.
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