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Rezime
Cilj ove teze je da se ispitaju lanci u parcijalnim uredjenjima 〈P(X),⊂〉,
pri cˇemu je P(X) skup domena izomorfnih podstruktura relacijske strukture
X. Posˇto se svaki lanac u parcijalnom uredjenju mozˇe produzˇiti do maksi-
malnog lanca, dovoljno je ispitati maksimalne lance u P(X). Dokazano je da,
ako je X ultrahomogena relacijska struktura koja ima netrivijalne izomorfne
podstrukture, onda je svaki maksimalan lanac u 〈P(X) ∪ {∅} ,⊂〉 kompletno
linearno uredjenje koje se utapa u R i ima neizolovan minimum. Ako je X
relacijska struktura, dat je dovoljan uslov da za svako kompletno linearno
uredjenje L koje se utapa u R i ima neizolovan minimum, postoji mak-
simalan lanac u 〈P(X) ∪ {∅} ,⊂〉 izomorfan L. Dokazano je i da ako je
X neka od sledec´ih relacijskih struktura: Rado graf, Hensonov graf, ran-
dom poset, ultrahomogeni poset Bn ili ultrahomogeni poset Cn; onda je
L izomorfno maksimalnom lancu u 〈P(X) ∪ {∅} ,⊂〉 ako i samo ako je L
kompletno, utapa se u R i ima neizolovan minimum. Ako je X prebrojiv
antilanac ili disjunktna unija µ kompletnih grafova sa ν tacˇaka za µν = ω,
onda je L izomorfno maksimalnom lancu u 〈P(X) ∪ {∅} ,⊂〉 ako i samo ako
je bulovsko, utapa se u R i ima neizolovan minimum.
Abstract
The purpose of this thesis is to investigate chains in partial orders 〈P(X),⊂〉,
where P(X) is the set of domains of isomorphic substructures of a relational
structure X. Since each chain in a partial order can be extended to a maxi-
mal one, it is enough to describe maximal chains in P(X). It is proved that,
if X is an ultrahomogeneous relational structure with non-trivial isomorphic
substructures, then each maximal chain in 〈P(X) ∪ {∅} ,⊂〉 is a complete,
R-embeddable linear order with minimum non-isolated. If X is a relational
structure, a condition is given for X, which is sufficient for 〈P(X) ∪ {∅} ,⊂〉
to embed each complete, R-embeddable linear order with minimum non-
isolated as a maximal chain. It is also proved that if X is one of the follow-
ing relational structures: Rado graph, Henson graph, random poset, ultraho-
mogeneous poset Bn or ultrahomogeneous poset Cn; then L is isomorphic
to a maximal chain in 〈P(X) ∪ {∅} ,⊂〉 if and only if L is complete, R-
embeddable with minimum non-isolated. If X is a countable antichain or
disjoint union of µ complete graphs with ν points where µν = ω, then L
is isomorphic to a maximal chain in 〈P(X) ∪ {∅} ,⊂〉 if and only if L is
Boolean, R-embeddable with minimum non-isolated.

Uvod
Osnova za istrazˇivanje cˇiji rezultat je ova teza, bila je naredna teorema.
Teorema 1.33 ([16]) Neka je P(Q, <) = {A ⊂ Q : A ∼= 〈Q, <〉}. Tada su
za svako linearno uredjenje L sledec´i uslovi ekvivalentni:
(a) L je izomorfno maksimalnom lancu u posetu 〈P(Q, <) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika;
(c) L je izomorfno kompaktnom skupu K ⊂ R cˇiji je minimum neizolovan.
Dakle, elementaran problem na osnovnoj matematicˇkoj strukturi. Takve
strukture su po pravilu toliko izucˇavane da je uvek potrebno pronac´i neki
novi pristup, ili uocˇiti neke potpuno nove strukturne osobine objekata koji se
proucˇavaju. Mi smo u ovoj tezi zˇeleli da damo sˇto opsˇtiji okvir za izucˇavanje
fenomena primec´enog u teoremi 1.33.
U prvoj glavi dajemo pregled teorije linearnih uredjenja. Definisˇemo os-
novne pojmove i formulisˇemo tvrdjenja koja c´e nam koristiti. Uz poznata
tvrdjenja dajemo skicu dokaza, jer je sam dokaz ovih tvrdjenja vazˇniji za
nasˇ rad nego formulacija. Izmedju ostalog, skicirac´emo Cantorovu tehniku
back-and-forth da bismo stekli dobru intuiciju za rad sa ultrahomogenim
strukturama. Pored davanja okvira u kojima razmisˇljamo u tezi i navodjenja
osnovnih pojmova, u ovoj glavi dokazujemo par tvrdjenja koja c´e nam biti
neophodna za dokaz glavnih teorema. Pokazujemo i kako se koriste kon-
denzacije da bi se analizirala struktura linearnog uredjenja. Na kraju ove
glave dajemo motivaciju za nasˇe istrazˇivanje. Naime, teorema Kuratowskog
iz 1921. daje potpunu karakterizaciju maksimalnih lanaca u parcijalnom
uredjenju P (κ) za proizvoljan kardinal κ. Teorema 1.33, i rezultati dobijeni
u ovoj tezi opisuju maksimalne lance podskupova prebrojivog skupa, ali ne
bilo kojih podskupova, vec´ samo onih koji cˇuvaju unapred zadatu strukturu.
Metateorija u kojoj radimo je ZFC.
U drugoj glavi precizno definisˇemo i opisujemo osnovne osobine rela-
cijskih struktura. Predstavljamo uopsˇtenje racionalne linije - ultrahomogene
i univerzalne strukture. Pri tome izlazˇemo elemente Fraı¨sse´ove teorije, koja
pokazuje jednostavan nacˇin za pronalazˇenje ultrahomogenih univerzalnih
struktura ispitivanjem posebnih klasa konacˇnih struktura - Fraı¨sse´ovih klasa.
Na kraju opisujemo parcijalna uredjenja i grafove. I klasa svih konacˇnih
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strogih parcijalnih uredjenja i klasa svih konacˇnih grafova su Fraı¨sse´ove
klase, pa postoje prebrojivi univerzalni ultrahomogeni graf i strogo parci-
jalno uredjenje - Rado graf i random poset. Detaljno ispitujemo strukturu
njihovih izomorfnih kopija i pokazujemo slicˇnosti i razlike u odnosu na
racionalnu liniju. Predstavljamo i Hensonove grafove, koji su josˇ jedna klasa
ultrahomogenih grafova, univerzalna za Kn-slobodne prebrojive grafove.
Pokazujemo da se njihova struktura ipak bitno razlikuje od strukture raciona-
lne linije, Rado grafa i random poseta. U ovoj glavi, da bi cˇitalac laksˇe pratio
tekst, na primeru konstrukcije Rado grafa pokazujemo kako koristimo lemu
Rasiowa-Sikorski u dokazima glavnih teorema.
U trec´oj glavi pocˇinjemo dokaz glavnih teorema, i to tako sˇto izolujemo
neke osobine relacijskih struktura neophodne za pronalazˇenje maksimalnih
lanaca u 〈P(X) ∪ {∅} ,⊂〉 (gde je P(X) = {A ⊂ X : A ∼= X}), koji odgo-
varaju kompaktnim podskupovima realne prave. Dokazujemo da za sve ul-
trahomogene strukture za koje je P(X) 6= {X} vazˇi da je maksimalan lanac
u 〈P(X) ∪ {∅} ,⊂〉 izomorfan nekom kompaktnom podskupu realne prave
sa neizolovanim minimumom (teorema 3.4). Ukoliko nasˇa relacijska struk-
tura ispunjava josˇ neke dodatne uslove, pokazujemo da tada i za svaki kom-
paktan skup K ⊂ R kome je minimum neizolovan, mozˇemo konstruisati
maksimalan lanac u 〈P(X) ∪ {∅} ,⊂〉 izomorfan K (teoreme 3.9 i 3.11).
U cˇetvrtoj glavi dokazujemo glavnu teoremu za prebrojive ultrahomo-
gene grafove (teorema 4.2). Lachlan i Woodrow klasifikovali su sve prebro-
jive ultrahomogene grafove, to su Rado graf GRado, Hensonovi grafovi Hn
za n ≥ 3, disjunktne unije kompletnih grafovaGµν za µν = ω, kao i njihovi
komplementi.
Teorema 4.2 Neka je G prebrojiv ultrahomogeni graf. Tada vazˇi:
(I) Ako je G = GRado ili G = Hn za neko n ≥ 3, onda su za svako
linearno uredjenje L sledec´i uslovi ekvivalentni.
(a) L je izomorfno maksimalnom lancu u 〈P(G) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika;
(c) L je izomorfno kompaktnom skupu K ⊂ R cˇiji je minimum
neizolovan.
(II) Ako je G = Gµν , za µν = ω, onda su za svako linearno uredjenje
sledec´i uslovi ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(G) ∪ {∅} ,⊂〉;
(b) L se utapa u R, bulovsko je i minL nema sledbenika;
(c) L je izomorfno kompaktnom nigde gustom skupu K ⊂ R cˇiji je
minimum neizolovan.
U slucˇaju Rado grafa i Hensonovih grafova dajemo novu prezentaciju ovih
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struktura. Pogodno definisˇemo parcijalna uredjenja PRado i PHn , pa ko-
ristec´i Lemu Rasiowa-Sikorski, pronalazimo filtere u ovim parcijalnim ure-
djenjima, koji nam daju strukture 〈Q, <, ρRado〉 i 〈Q, <, ρHn〉, za koje je
〈Q, <〉 racionalna linija, 〈Q, ρRado〉 Rado graf, a 〈Q, ρHn〉 Hensonov graf
za neko n ≥ 3. Pored toga, ove strukture ispunjavaju kljucˇni uslov da su
(−∞, x) ∩ Q, x ∈ R izomorfne kopije Rado grafa i Hensonovih grafova,
dok (−∞, q] ∩ Q, q ∈ Q nisu izomorfne kopije Rado grafa i Hensonovih
grafova.
U petoj glavi dokazujemo glavnu teoremu za prebrojiva ultrahomogena
parcijalna uredjenja (teorema 5.2). Schmerl je klasifikovao sva prebrojiva
ultrahomogena stroga parcijalna uredjenja, to su random poset D, antilanac
od n disjunktnih kopijaQ za 1 ≤ n ≤ ω koji oznacˇavamo Bn, prebrojiv anti-
lanacAω iCn, unija prebrojivo mnogo antilanaca kardinalnosti n poredjanih
u prebrojivo gusto linearno uredjenje bez krajeva za 1 ≤ n ≤ ω.
Teorema 5.2 Neka je P prebrojivo ultrahomogeno strogo parcijalno uredje-
nje. Tada vazˇi:
(I) Ako je P = D ili je P = Bn za neko 1 ≤ n ≤ ω ili je P = Cn za
neko 1 ≤ n ≤ ω, onda su za svako linearno uredjenje L sledec´i uslovi
ekvivalentni.
(a) L je izomorfno maksimalnom lancu u 〈P(P) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika;
(c) L je izomorfno kompaktnom skupu K ⊂ R cˇiji je minimum
neizolovan.
(II) Ako je P = Aω, onda su za svako linearno uredjenje sledec´i uslovi
ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(P) ∪ {∅} ,⊂〉;
(b) L se utapa u R, bulovsko je i minL nema sledbenika;
(c) L je izomorfno kompaktnom nigde gustom skupu K ⊂ R cˇiji je
minimum neizolovan.
U dokazu teoreme 5.2, kao i u cˇetvrtoj glavi, konstruisali smo novu prezen-
taciju random poseta, koja ima iste osobine kao prezentacije Rado grafa i
Hensonovih grafova. Dakle, dobili smo prezentaciju 〈Q, <,〉, pri cˇemu je
< ekstenzija parcijalnog uredjenja , a istovremeno i uredjenje racionalne
linije, dok je 〈Q,〉 random poset.
Posebno bih se zahvalio svom mentoru, profesoru Milosˇu Kurilic´u, na
pomoc´i u izradi ove doktorske disertacije. Od profesora sam mogao da
naucˇim koliko je vazˇna posvec´enost radu i koji je pravi nacˇin da se pris-
tupi istrazˇivanju u matematici. Medjutim, istakao bih da su u izradi ove teze
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kljucˇne bile profesorove ideje, kako u uocˇavanju fenomena tako i u odabiru
tehnika za rad.
Profesorki Mili Mrsˇevic´ takodje dugujem veliku zahvalnost, jer me je
usmerila na pravi nacˇin onda kada je to bilo najpotrebnije. Zahvalio bih se
i cˇlanovima komisije, profesorima Stevanu Pilipovic´u, Milanu Grulovic´u,
Zˇarku Mijajlovic´u i Borisu Sˇobotu na pomoc´i u izradi ove teze. Naravno, za
sve gresˇke i nedostatke odgovoran sam samo ja. Od svih cˇlanova nasˇeg sem-
inara na Departmanu za matematiku i informatiku Prirodno-matematicˇkog
fakulteta u Novom Sadu naucˇio sam puno i svima se zahvaljujem. Zahvalio
bih se i svim kolegama sa Matematicˇkog instituta SANU, a posebno profe-
soru Predragu Tanovic´u, od koga sam dobio mnogo korisnih saveta. Profe-
sorima Aleksandru Jovanovic´u i Aleksandru Perovic´u zahvaljujem se jer su
me uveli u teoriju skupova i pokazali da je jedna od najlepsˇih matematicˇkih
disciplina.
Takodje, zahvalio bih se svojim roditeljima na podrsˇci tokom svih godina
mog sˇkolovanja. Bojani se zahvaljujem u ovom pasusu jer je deo porodice,
ali slobodno je mogla da se nadje u prethodnom paragrafu jer je pazˇljivo
procˇitala prvu verziju teksta i ispravila veliki broj pravopisnih i stilskih gre-
sˇaka. Na kraju, zahvaljujem se Mariji i Sofiji na strpljenju i motivaciji da
privedem tezu kraju.
Ovo istrazˇivanje je finansirao Matematicˇki institut SANU preko projekta
MPNTR ON174006.
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GLAVA PRVA
O linearnim uredjenjima
U ovoj glavi izlazˇemo osnovne pojmove teorije linearnih uredjenja, koji c´e
u tezi biti korisˇc´eni. Prvo, zbog kompletnosti teksta, navodimo osnovne
definicije teorije skupova.
Prazan skup oznacˇavamo sa ∅ i definisˇemo ga kao skup koji nema ele-
menata. Dalje, neuredjeni par je skup {x, y} cˇiji su jedini elementi x i y, a
uredjeni par 〈x, y〉 je skup {{x} , {x, y}}. Formula X ⊂ Y oznacˇava da je
skup X podskup skupa Y (tj. X ⊂ Y ⇔ ∀x ∈ X x ∈ Y ), a ( oznacˇava
pravi podskup (tj. X ( Y ⇔ X ⊂ Y ∧ X 6= Y ). Skup svih podskupova
skupa X oznacˇavamo sa P (X). Dekartov proizvod skupova X i Y jeste
skup X × Y = {〈x, y〉 : x ∈ X ∧ y ∈ Y }. Binarna relacija ρ na skupu X
jeste bilo koji podskup Dekartovog proizvoda X ×X . Za binarnu relaciju ρ
na skupu X kazˇemo da je refleksivna ako i samo ako ∀x ∈ X 〈x, x〉 ∈ ρ,
simetricˇna ako i samo ako ∀x, y ∈ X ( 〈x, y〉 ∈ ρ ⇒ 〈y, x〉 ∈ ρ), anti-
simetricˇna akko ∀x, y ∈ X ( 〈x, y〉 ∈ ρ ∧ 〈y, x〉 ∈ ρ⇒ x = y), tranzitivna
akko ∀x, y, z ∈X ( 〈x, y〉 ∈ ρ ∧ 〈y, z〉 ∈ ρ⇒ 〈x, z〉 ∈ ρ). Refleksivna,
simetricˇna i tranzitivna relacija naziva se relacija ekvivalencije. Ako je ρ
binarna relacija, onda je relacija ρ−1 = {〈a, b〉 : 〈b, a〉 ∈ ρ} inverzna relaciji
ρ. Uredjeni par 〈P,≤〉, pri cˇemu je P skup, a ≤ refleksivna, antisimetricˇna i
tranzitivna relacija naziva se parcijalno uredjenje. Preslikavanje f skupa X
u skup Y je podskup proizvodaX×Y takav da ∀x ∈ X ∃1y ∈ Y 〈x, y〉 ∈ f ;
pisˇemo f : X → Y . Za preslikavanje f skupa X u skup Y kazˇemo da je “1-
1” akko ∀x1, x2 ∈ X
(
f(x1) = f(x2)⇒x1 = x2
)
. Za preslikavanje f skupa
X u skup Y kazˇemo da je “na” ako i samo ako ∀y ∈ Y ∃x ∈ X f(x) = y,
a da je bijekcija ako je “1-1” i “na”. N, Z, Q i R su oznake za skupove
prirodnih, celih, racionalnih i realnih brojeva. Niz u skupu X jeste bilo koje
preslikavanje f : N → X , pri cˇemu f(i) pisˇemo skrac´eno sa fi za i ∈ N,
a niz oznacˇavamo i sa 〈fi : i ∈ N〉. Kazˇemo da je skup X beskonacˇan ako
postoji bijekcija f : X → Y ( X , a u suprotnom kazˇemo da je konacˇan.
Beskonacˇan skup X je prebrojiv ako postoji bijekcija g : N → X , a u
suprotnom kazˇemo da je neprebrojiv. Skupovi N, Z i Q su prebrojivi, dok
5
6 GLAVA I
je dobro poznato da je skup R neprebrojiv. Za skupove X i Y kazˇemo da
su iste kardinalnosti, u oznaci |X| = |Y |, akko postoji bijekcija iz X na
Y . Formula |X| ≤ |Y | oznacˇava da postoji “1-1” preslikavanje iz X u Y , a
formula |X| < |Y | da je |X| ≤ |Y | i |X| 6= |Y |.
Sada mozˇemo definisati linearno uredjenje:
Definicija 1.1 Linearno uredjenje je uredjeni par L = 〈L,<〉, pri cˇemu je
L skup, a < binarna relacija na skupu L takva da za svako x, y, z ∈ L vazˇi:
(i) ¬x < x; (irefleksivnost)
(ii) x < y ∧ y < z⇒ x < z; (tranzitivnost)
(iii) x = y ∨ x < y ∨ y < x. (trihotomija)
Ako je L = 〈L,<〉 linearno uredjenje, onda na skupu L definisˇemo
relaciju ≤ sa x ≤ y ⇔ x < y ∨ x = y, a inverzno uredjenje L∗ = 〈L,<∗〉
dato je sa <∗=<−1.
Definicija 1.2 Neka je L = 〈L,<〉 linearno uredjenje. Tada je X ⊂ L
pocˇetni segment linearnog uredjenja L ako iz x ∈ X i y < x sledi y ∈ X .
Kazˇemo da je Y ⊂ L zavrsˇni segment linearnog uredjenja L ako iz y ∈ Y i
y < x sledi x ∈ Y . Sa Init(L) oznacˇavamo skup svih pocˇetnih segmenata od
L, a istu oznaku koristimo i za linearno uredjenje 〈Init(L),(〉. Primetimo
da ∅, L ∈ Init(L).
Definicija 1.3 Neka je L = 〈L,<〉 linearno uredjenje. Za x ∈ L kazˇemo da
je:
• minimum uredjenja L akko ∀y ∈ L x ≤ y, to pisˇemo x = minL;
• maksimum uredjenja L akko ∀y ∈ L y ≤ x, to pisˇemo x = maxL;
• sledbenik elementa y ∈ L akko y < x i ¬∃z ∈ L y < z < x;
• prethodnik elementa y ∈ L akko x < y i ¬∃z ∈ L x < z < y.
Minimum i maksimum jednim imenom nazivaju se krajnje tacˇke linearnog
uredjenja. Intervale u L definisˇemo uobicˇajeno. Za x, y ∈ L i x ≤ y je
• (x, y)L = {z ∈ L : x < z < y};
• (x, y]L = {z ∈ L : x < z ≤ y};
• [x, y)L = {z ∈ L : x ≤ z < y};
• [x, y]L = {z ∈ L : x ≤ z ≤ y};
Ukoliko je interval naveden bez indeksa, recimo (x, y), to c´e uvek oznacˇavati
interval u R, tj. (x, y)R.
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Definicija 1.4 Ako je X = 〈X,<X〉 linearno uredjenje, onda kazˇemo da
je Y = 〈Y,<Y 〉 poduredjenje uredjenja X ako i samo ako je Y ⊂ X i
<Y =<X ∩(Y × Y ).
Na primer, uredjenje prirodnih brojeva N je poduredjenje uredjenja celih
brojeva Z, kao sˇto je Z poduredjenje od Q. Pri tome, {1, 2, 3} je pocˇetni
segment od N, dok su (−∞, 0) ∩Q, (−∞, 0] ∩Q i (−∞,√2) ∩Q pocˇetni
segmenti od Q. Linearno uredjenje N ima minimum, a nema maksimum,
dok Z i Q nemaju ni minimum ni maksimum.
Definicija 1.5 Linearno uredjen skup L = 〈L,<〉 je dobro uredjen ako i
samo ako svako neprazno poduredjenje X uredjenja L ima minimum.
Definicija 1.6 Skup X je tranzitivan ako i samo ako ∀x ∈ X (x ⊂ X).
Skup X je ordinal ako i samo ako je tranzitivan i dobro uredjen relacijom ∈.
Kazˇemo da je ordinal αmanji od ordinala β ako je α ∈ β i to pisˇemo α < β.
Ordinal α je kardinal ako i samo ako ∀β ∈ α |β| < |α|. Kardinalnost skupa
X , u oznaci |X|, je jedinstveni kardinal κ, takav da je κ = |κ| = |X|.
Ordinale c´emo oznacˇavati sa α, β, γ, . . . , a kardinale sa κ, λ, θ, . . . . Ako
je X skup a κ kardinal, oznacˇavamo:
• [X]κ = {Y ⊂ X : |Y | = κ};
• [X]<κ = {Y ⊂ X : |Y | < κ};
• [X]≤κ = {Y ⊂ X : |Y | ≤ κ}.
Kofinalnost beskonacˇnog kardinala κ, u oznaci cf(κ), definisˇemo kao
cf(κ) = min {λ : ∃X ⊂ κ (|X| = λ ∧⋃X = κ)} .
Kardinal je regularan ako i samo ako je cf(κ) = κ. Najmanji neprebrojiv
kardinal je regularan i oznacˇavamo ga sa ω1.
Definicija 1.7 Niz 〈xn : n ∈ N〉 u linearnom uredjenju L = 〈L,<〉 je kofi-
nalan ako i samo ako ∀x ∈ L ∃n ∈ N x ≤ xn, a koinicijalan ako i samo ako
∀x ∈ L ∃n ∈ N xn ≤ x. Kazˇemo da je L prebrojive kofinalnosti (ili kofinal-
nosti ω) ako i samo ako postoji niz u L koji je kofinalan, a da je prebrojive
koinicijalnosti ako i samo ako postoji niz u L koji je koinicijalan.
Definicija 1.8 Neka su X = 〈X,<X〉 i Y = 〈Y,<Y 〉 linearna uredjenja.
Preslikavanje f : X → Y je izomorfizam linearnog uredjenja X na linearno
uredjenje Y ako i samo ako je f bijekcija i za sve x1, x2 ∈ X vazˇi:
x1 <X x2 ⇔ f(x1) <Y f(x2). (1.1)
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Izomorfizam linearnog uredjenja X na samo sebe nazivamo automorfiz-
mom, a skup svih automorfizama obelezˇavamo sa Aut(X).
Za preslikavanje f : X → Y kazˇemo da je utapanje ako je f “1-1”
preslikavanje i zadovoljava uslov (1.1).
Ukoliko postoji izomorfizam linearnog uredjenjaX na linearno uredjenje
Y, kazˇemo da su X i Y izomorfna linearna uredjenja (ili da imaju isti tip
uredjenja) i to belezˇimo sa X ∼= Y.
Primetimo da su svaka dva konacˇna linearna uredjenja iste kardinal-
nosti izomorfna, ali da ne moraju svaka dva prebrojiva linearna uredjenja
biti izomorfna. Na primer, N i Z nisu izomorfni jer u N ne postoji element
manji od 1, dok u Z od svakog elementa postoji manji. Iz slicˇnog razloga
ni Z i Q nisu izomorfna linearna uredjenja: izmedju 1 i 2 ne postoji nijedan
element u Z, dok u Q izmedju svaka dva elementa postoji neki element.
Kada su u pitanju uredjajni tipovi Q i R, ne postoji bijekcija izmedju ta dva
skupa, pa samim tim ne mozˇe postojati ni izomorfizam linearnih uredjenja.
Medjutim, za razliku od prethodna dva slucˇaja, poslednje objasˇnjenje nije
izrazivo jezikom teorije linearnih uredjenja, a nas zanima koje su to uredja-
jne karakteristike koje razlikujuQ iR. U sledec´em delu detaljnije opisujemo
uredjenje racionalnih brojeva.
1.1 PREBROJIVO GUSTO LINEARNO UREDJENJE
Ako je L = 〈L,<〉 linearno uredjenje i X,Y ⊂ L, pisac´emo X < Y ako
∀x ∈ X ∀y ∈ Y x < y.
Definicija 1.9 Uredjeni par 〈A,B〉 je rez u linearnom uredjenju L = 〈L,<〉
ako i samo ako je A ∪ B = L, A ∩ B = ∅, A,B 6= ∅ i A < B. Rez 〈A,B〉
je praznina u L ako ne postoji ni maxA ni minB. Kazˇemo da je linearno
uredjenje L Dedekind-kompletno ako i samo ako ne postoje praznine u L.
Sada mozˇemo videti da je Dedekind-kompletnost karakteristika koja ra-
zlikuje Q i R. U uredjenju Q postoje praznine, to su svi rezovi odred-
jeni iracionalnim brojevima (jedan rez je par 〈A,B〉, pri cˇemu je ispunjeno
A = {q ∈ Q : q2 < 2} i B = {q ∈ Q : 2 < q2}) dok, po definiciji skupa
realnih brojeva, u R ne postoje praznine. Sˇto se ticˇe termina praznina, u ne-
dostatku uobicˇajenog termina mi smo ga preuzeli iz knjige Djura Kurepe iz
1951. godine [13]. On u svojoj knjizi koristi i termin provalija za isti pojam.
Definicija 1.10 Za linearno uredjenje kazˇemo da je kompletno ako i samo
ako je Dedekind-kompletno i ima maksimum i minimum.
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Na primer,R je Dedekind-kompletno, ali nije kompletno, a interval [0, 1]
je jedno kompletno linearno uredjenje, basˇ kao i
[−∞,∞] = {−∞} ∪ R ∪ {∞}.
Primetimo da su i ω i Z takodje Dedekind-kompletna linearna uredjenja koja
nisu kompletna. Dakle, medju elementarnim primerima prebrojivih linearnih
uredjenja Q se izdvaja postojanjem praznina. Medjutim, basˇ taj nedostatak
uredjenju racionalnih brojeva daje bogatu strukturu - najbogatiju medju pre-
brojivim linearnim uredjenjima. Da bismo detaljnije proucˇavali strukturu
uredjenja racionalnih brojeva, prvo dajemo definiciju gustog linearnog ure-
djenja.
Definicija 1.11 Kazˇemo da je linearno uredjenje L = 〈L,<〉 gusto ako i
samo ako za svake dve razlicˇite tacˇke x, y ∈ L takve da je x < y postoji
element z ∈ L takav da je x < z < y.
Dobro je poznato da je 〈Q, <〉 prebrojivo gusto linearno uredjenje bez
krajeva. S tim u vezi, dajemo sledec´u cˇuvenu Cantorovu teoremu i samo
skicu dokaza koji je bio inspiracija za tehniku back-and-forth. Detaljan
dokaz se mozˇe pronac´i u [24].
Teorema 1.12 (Cantor) Neka su X = 〈X,<X〉 i Y = 〈Y,<Y 〉 prebrojiva
gusta linearna uredjenja bez krajnjih tacˇaka. Tada je X ∼= Y.
Skica dokaza: Konstruisac´emo izomorfizam f izmedjuX iY tacˇku po tacˇku.
Prvi kljucˇni detalj jeste da su X i Y prebrojiva linearna uredjenja, te ih
mozˇemo numerisati: X = {x1, x2, x3, . . . } i Y = {y1, y2, y3, . . . }. Sada
definisˇemo konacˇan izomorfizam f1 na sledec´i nacˇin, f(x1) = y1, dakle
f1 : {x1} → {y1}. Da bismo definisali f2, uzmemo tacˇku sa najmanjim in-
deksom u Y koja nije u kodomenu f1, to je y2. Sada posmatramo u kakvom
je polozˇaju y2 u odnosu na y1 i nadjemo tacˇku xi2 sa najmanjim indeksom
u X koja je u istom polozˇaju u odnosu na x1. Definisˇemo f2 kao jednoele-
mentnu ekstenziju izomorfizma f1, koja slika xi2 u y2. Ovo je drugi kljucˇni
detalj, jer je tacˇku xi2 moguc´e pronac´i zato sˇto je X linearno uredjenje bez
krajnjih tacˇaka. Opet, f3 definisˇemo kao jednoelementnu ekstenziju izomor-
fizma f2 i to tako sˇto tacˇku sa najmanjim indeksom u X koja nije u domenu
f2, recimo xi3 , slika u tacˇku sa najmanjim indeksom u Y koja je u istom
polozˇaju u odnosu na y1 i y2, kao i xi3 u odnosu na xi2 i x1. Ovo je
moguc´e jer je Y gusto i bez krajnjih tacˇaka. Ukoliko ovako nastavimo za
svako n ∈ N, trazˇeni izomorfizam c´e biti f = ⋃n∈N fn. 2
Sledec´e dve teoreme koje se slicˇno dokazuju predstavljaju one opsˇte o-
sobine uredjenja Q, koje c´e imati strukture koje razmatramo u ovoj tezi.
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Teorema 1.13 Svako prebrojivo linearno uredjenje utapa se u Q.
Skica dokaza: Neka je X proizvoljno prebrojivo linearno uredjenje. Nu-
merisˇimo ga X = {x1, x2, . . . }. Tacˇku x1 preslikamo u proizvoljnu tacˇku
y1 iz Q, potom x2 preslikamo u tacˇku y2 iz Q koja je u istom polozˇaju u
odnosu na y1 kao i x2 u odnosu na x1. Dalje nastavljamo po ugledu da
dokaz teoreme 1.12. 2
Teorema 1.14 Neka su X,Y konacˇna izomorfna poduredjenja Q, i neka je
f izomorfizam koji to svedocˇi. Tada postoji F ∈ Aut(Q, <) takav da je
F X = f .
Skica dokaza: Neka jeX = {x1, x2, x3, . . . , xk} i Y = {y1, y2, y3, . . . , yk}.
Sada numerisˇemo Q na dva nacˇina, Q = {x1, . . . , xk, tk+1, tk+2, . . . }, ali
i Q = {y1, . . . , yk, sk+1, sk+2, . . . }, tako da su t-ovi i s-ovi izabrani pro-
izvoljno. Sada je f konacˇan pocˇetak u konstrukciji izomorfizma F a dalje
nastavljamo kao u dokazu teoreme 1.12. Primetimo da bi trazˇeni automor-
fizam bila i deo po deo linearna funkcija koja slika xi u yi za i ≤ k - ovo je
specificˇnost uredjenja Q. 2
Prebrojivo gusto linearno uredjenje bez krajeva ima josˇ jednu zanimljivu
osobinu koja je kljucˇna za nasˇe dokaze, a oslikava bogatstvo strukture raci-
onalne linije.
Lema 1.15 Neka je 1 ≤ α ≤ ω ordinal. Tada postoji familija skupova
{Jn : n ∈ α}, koja cˇini particiju Q, takvu da su svi cˇlanovi particije gusti u
Q, a da za svaki n ∈ α i za svaki element x ∈ Jn vazˇi x− 1, x+ 1 ∈ Jn.
Dokaz: Pre svega, dobro je poznato da postoji particija {J ′n : n ∈ ω} skupa
[0, 1)∩Q takva da je svaki element particije gust u [0, 1)∩Q (dokaz se mozˇe
pronac´i u [27], strana 216). Sada definisˇemo
Jn =
{
q +m : q ∈ J ′n ∧ m ∈ Z
}
.
Jasno da je {Jn : n ∈ ω} zˇeljena particija Q za α = ω. Ako je 1 ≤ α < ω,
onda je trazˇena particija
{
J0, J1, . . . ,
⋃
n∈ω\(α−1) Jn
}
.
Sledec´i pojam koji uvodimo je pojam rasejanog linearnog uredjenja (en-
gleski termin je scattered linear order). Posˇto u literaturi na srpskom jeziku
nema odgovarajuc´eg termina, mi smo se odlucˇili za naziv rasejano linearno
uredjenje u nadi da c´e najbolje oslikati prirodu pojma.
Definicija 1.16 Kazˇemo da je linearno uredjenje L rasejano ako i samo ako
se Q ne mozˇe utopiti u L.
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1.2 NEPREBROJIVA LINEARNA UREDJENJA
Osnovni primer neprebrojivog linearnog uredjenja je skup realnih brojeva R.
Podsetimo se da R definisˇemo kao skup svih netrivijalnih pocˇetnih segme-
nata skupa racionalnih brojeva Q koji nemaju maksimum (trivijalni pocˇetni
segmenti Q su ∅ i Q).
Definicija 1.17 Ako je X poduredjenje uredjenja R, kazˇemo da je X ogra-
nicˇeno odozdo ako postoji realan broj M takav da ∀x ∈ X M < x, a da
je ogranicˇeno odozgo ako postoji realan broj M takav da ∀x ∈ X x < M .
Dalje, kazˇemo da je y ∈ R:
• supremum X akko ∀x ∈ X x ≤ y i ∀n ∈ N ∃x ∈ (y − 1n , y] ∩X;
• infimum X akko ∀x ∈ X y ≤ x i ∀n ∈ N ∃x ∈ [y, y + 1n) ∩X .
Svako neprazno odozgo ogranicˇeno poduredjenje R ima supremum, a
svako neprazno odozdo ogranicˇeno poduredjenje R ima infimum.
Na skupu realnih brojeva podrazumevamo uobicˇajenu topologiju, a ako
je K ⊂ R, sa K ′ c´emo oznacˇavati skup svih tacˇaka nagomilavanja skupa K.
Definicija 1.18 Neka je L linearno uredjenje, skup D ⊂ L je gust u L ako
i samo ako za proizvoljne razlicˇite tacˇke x, y ∈ L takve da je x < y postoji
d ∈ D takav da je x < d < y. L je separabilno ako i samo ako postoji
prebrojiv skup gust u L.
Lema 1.19 ([24], str. 36.) Svako gusto poduredjenje R je separabilno.
Lema 1.20 Svako gusto i kompletno linearno uredjenje je neprebrojivo.
Dokaz: Neka je L gusto i kompletno linearno uredjenje. Posˇto je gusto,
L sadrzˇi kopiju Q. Posˇto je kompletno, sadrzˇi i kopiju kompletiranja Q, tj.
kopiju intervala [−∞,∞] koji je neprebrojiv. Dakle, i L je neprebrojivo.
Teorema 1.21 ([24], teorema 2.30.) Svako separabilno, Dedekind-komple-
tno linearno uredjenje bez krajnjih tacˇaka je izomorfno sa R.
Lema 1.22 Neka je R uredjenje skupa realnih brojeva. Tada:
(a) Svako poduredjenje R je prebrojive kofinalnosti i koinicijalnosti;
(b) uR ne postoji neprebrojiva familija po parovima disjunktnih otvorenih
intervala;
(c) svako gusto i kompletno linearno uredjenje koje se utapa u R izomor-
fno je intervalu [−∞,∞];
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Dokaz: (a) Neka jeX poduredjenjeR. Pokazac´emo da je prebrojive kofinal-
nosti; koinicijalnost se pokazuje analogno. Ako X nije ogranicˇeno odozgo,
kofinalan niz 〈an : n ∈ N〉 dat je izborom tacˇaka an ∈ (n,∞) ∩X . Dakle,
mozˇemo pretpostaviti da je X ogranicˇeno odozgo. Tada X ima supremum y,
a kofinalan niz 〈an : n ∈ N〉 dat je izborom tacˇaka an ∈ (y − 1n , y] ∩X .
(b) Neka je {Ui : i ∈ I} familija po parovima disjunktnih intervala u R.
Izaberimo iz svakog Ui po jedan racionalan broj qi. Tada je preslikavanje
f : I → Q dato sa f(i) = qi bijekcija iz I na f [I] ⊂ Q, pa posˇto je Q
prebrojivo i I je prebrojivo.
(c) Neka je L = 〈L,<〉 linearno uredjenje iz (c). Tada je uredjenje
L \ {minL,maxL} Dedekind kompletno i gusto linearno uredjenje koje se
utapa u R. Svako gusto linearno uredjenje koje se utapa u R je separabilno
(lema 1.19), pa iz teoreme 1.21 sledi da je L \ {minL,maxL} ∼= R. Sada
je jasno da je L ∼= [−∞,∞].
Glavni deo ovog odeljka je prezentacija odredjenih neprebrojivih lin-
earnih uredjenja. U literaturi postoje izvesna odstupanja u tome ko je prvi
dobio slicˇne rezultate. Naime, u [24] je teorema 1.24 pripisana Hausdorffu
[7], dok je u [12] ista teorema pripisana Scho¨nfliesu [26]. Na kraju ove
sekcije data je modifikacija navedene teoreme koja je vazˇna za dalja razma-
tranja. Da bismo razumeli tvrdjenje ove teoreme, potrebno je da znamo sˇta
predstavlja suma linearnih uredjenja.
Definicija 1.23 Neka je 〈I,<I〉 linearno uredjenje i neka je za svako i ∈ I
dato linearno uredjenje Xi = 〈Xi, <i〉. Neka su skupovi Xi po parovima
disjunktni. Definisˇemo sumu linearnih uredjenja, u oznaci
∑
i∈I Xi, kao
linearno uredjenje na skupu Y =
⋃
i∈I Xi, pri cˇemu je x <Y y akko je za
neko i ∈ I ispunjeno x, y ∈ Xi i x <i y ili je za neke razlicˇite i, j ∈ I
ispunjeno x ∈ Xi i y ∈ Xj i i <I j.
Teorema 1.24 (Scho¨nflies, Hausdorff) Svako linearno uredjenje L je ili ra-
sejano ili suma rasejanih linearnih uredjenja, pri cˇemu je indeksni skup
gusto linearno uredjenje.
Skica dokaza: Posmatrajmo sledec´u relaciju ekvivalencije na L: x je u
relaciji sa y ako i samo ako je [min {x, y} ,max {x, y}]L rasejano linearno
uredjenje. Ispostavlja se da su sabirci iz tvrdjenja teoreme basˇ klase ekviva-
lencije ove relacije. 2
Relacije ekvivalencije koje licˇe na relaciju iz dokaza prethodne teoreme
nazivaju se kondenzacije. Visˇe detalja se mozˇe nac´i u [24]. Napominjemo
da je klasifikaciju svih rasejanih linearnih uredjenja dao Hausdorff u [7].
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Hausdorffov vrlo znacˇajan rezultat se pokazuje iteriranom primenom kon-
denzacija na proizvoljno linearno uredjenje. U zavisnosti od duzˇine iteracija
koje je potrebno primeniti odredjen je rang linearnog uredjenja, koji ga sme-
sˇta na njegovo mesto u hijerarhiji rasejanih linearnih uredjenja.
Definicija 1.25 Linearno uredjenje L je bulovsko ako i samo ako je kom-
pletno i ima guste skokove (tj.
∀x, y ∈ L (x < y⇒∃s, t ∈ L (x ≤ s < t ≤ y ∧ ¬∃d ∈ L s < d < t)).
Lema 1.26 Ako je L najvisˇe prebrojivo kompletno linearno uredjenje, onda
je L bulovsko.
Dokaz: Neka su x, y ∈ L takvi da je x < y. Pretpostavimo da za sve
s, t ∈ [x, y]L koji zadovoljavaju s < t imamo (s, t)L 6= ∅. Tada bi [x, y]L
bilo gusto kompletno linearno uredjenje, sˇto je nemoguc´e jer je L prebrojivo
(lema 1.20). Dakle, L ima guste skokove.
Primer linearnog uredjenja koje nije bulovsko (nije ni Dedekind-kom-
pletno), ali ima guste skokove je
∑
q∈QXq, gde su Xq disjunktne kopije
uredjenja 〈{0, 1} , <〉 u kome je 0 < 1.
Sada dajemo najavljenu prezentaciju klase neprebrojivih linearnih ured-
jenja koju c´emo koristiti u daljem radu.
Teorema 1.27 ([18]) Neka je L neprebrojivo kompletno linearno uredjenje
u kom minimum nema sledbenika i koje se utapa u R. Tada je
L ∼= ∑x∈[−∞,∞] Lx,
pri cˇemu vazˇi:
(L1) Lx su najvisˇe prebrojiva kompletna linearna uredjenja;
(L2) skup M = {x ∈ [−∞,∞] : |Lx| > 1} je najvisˇe prebrojiv;
(L3) |L−∞| = 1 ili minL−∞ nema sledbenika u L−∞.
Dokaz: Definisˇimo relaciju kondenzacije ∼ na L datu na sledec´i nacˇin
x ∼ y ⇔ |[min{x, y},max{x, y}]| ≤ ℵ0
(drugim recˇima, x i y su u relaciji ako i samo ako izmedju njih postoji najvisˇe
prebrojivo mnogo elemenata). Jasno je da je ∼ relacija ekvivalencije i da
ako su X i Y razlicˇite klase ekvivalencije, x ∈ X , y ∈ Y i x < y, onda
je X < Y . Dakle, skup svih klasa ekvivalencije je linearno uredjen, pa ga
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mozˇemo indeksirati nekim linearnim uredjenjem I = 〈I,<〉. U tom slucˇaju
je L =
∑
i∈I Li, gde su Li klase ekvivalencije.
Dalje, posˇto je L Dedekind-kompletno, isto vazˇi i za I. Da bismo ovo
pokazali, posmatrajmo jedan rez 〈A,B〉 u I. Ukoliko bi on cˇinio prazninu
u I, onda bi rez
〈⋃
i∈A Li,
⋃
i∈B Li
〉
cˇinio prazninu u L, sˇto je nemoguc´e
jer je L kompletno. Osim toga, I ima maksimum, jer L ima maksimum, i
ima minimum, jer L ima minimum, odakle sledi da je kompletno linearno
uredjenje (L je kompletno ako je Dedekind-kompletno i ima maksimum i
minimum).
Posˇto se L utapa uR, jasno je da se i I utapa uR, ali i da se svi Li utapaju
u R. Posˇto se svi Li utapaju u R, iz leme 1.22(a) sledi da su im kofinalnosti i
koinicijalnosti prebrojive. Odatle sledi i da je I gusto linearno uredjenje. Da
bismo ovo videli, pretpostavimo da su x, y ∈ I takvi da ni za jedno t ∈ I
nije x < t < y. Posmatrajmo Lx i Ly. Posˇto je kofinalnost Lx prebrojiva,
nadjimo neopadajuc´i kofinalan niz 〈xi : i ∈ ω〉 ⊂ Lx, a posˇto je i koinici-
jalnost Ly prebrojiva, nadjimo nerastuc´i koinicijalan niz 〈yi : i ∈ ω〉 ⊂ Ly.
Tada iz cˇinjenice da je |[xm, xm+1]| ≤ ℵ0 i |[yn+1, yn]| ≤ ℵ0 za m ∈ ω i
n ∈ ω, sledi da izmedju x0 i y0 ima najvisˇe prebrojivo mnogo tacˇaka, pa bi
bilo x0 ∼ y0, sˇto je u kontradikciji sa Lx 6= Ly.
Dakle, pokazali smo da je I kompletno, gusto i da se utapa u R. Oda-
tle, na osnovu leme 1.22(c) sledi I ∼= [−∞,∞]. Odavde imamo i da su
svi Li kompletni (jasno je da su Dedekind-kompletni jer bi rez koji cˇini
prazninu u Li bio praznina i u L, a imaju maksimum i minimum zato sˇto
bi u suprotnom, na primer, rez
〈⋃
i≤i0 Li,
⋃
i>i0
Li
〉
bio praznina u L), pa
iz minLi ∼ maxLi, imamo i da su svi Li prebrojivi. Odatle sledi da je
Li bulovsko (lema 1.26), pa, posˇto se L utapa u R, iz leme 1.22(b) sledi
|M | ≤ ℵ0. Tvrdjenje (L3) sledi iz cˇinjenice da minimum L nema sled-
benika.
1.3 MAKSIMALNI LANCI KOPIJA Q
U ovoj sekciji predstavljamo poznate rezultate koji su motivisali celokupno
nasˇe istrazˇivanje. Prvo napomenimo da je Kazimierz Kuratowski prvi ispiti-
vao slicˇne fenomene. Konkretno, on se pitao koji su uredjajni tipovi lanaca
podskupova proizvoljnog skupa, tj. koji su uredjani tipovi lanaca u parcijal-
nom uredjenju 〈P (X),⊂〉. Posˇto znamo da je u svakom parcijalnom ure-
djenju svaki lanac sadrzˇan u maksimalnom lancu, potpun odgovor bi dao
opis maksimalnih lanaca podskupova skupa X . Sledi rezultat Kuratowskog
iz 1921. godine i njegovo uopsˇtenje koje je dao Day (Bulova algebra B je
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< κ-kompletna ako svaki X ⊂ B kardinalnosti manje od κ ima supremum
u B, linearno uredjenje L je < κ-kompletno ako i samo ako svaki Y ⊂ L
kardinalnosti manje od κ ima supremum u L).
Teorema 1.28 (Kuratowski [11]) Linearno uredjenje je izomorfno maksima-
lnom lancu u P (κ) za neki kardinal κ ako i samo ako je izomorfno linearnom
uredjenju Init(L) za neko linearno uredjenje L kardinalnosti κ.
Teorema 1.29 (Day [3]) Linearno uredjenje je izomorfno maksimalnom la-
ncu u < κ-kompletnoj atomicˇnoj Bulovoj algebri ako i samo ako je < κ-
kompletno, ima maksimum i minimum i ima guste skokove.
Napomena 1.30 Ogranicˇimo se za trenutak na prebrojiva linearna uredjenja
da bismo bolje rastumacˇili prethodni rezultat: ω je jedno prebrojivo linearno
uredjenje, Init(ω) ima uredjajni tip ω + 1, pa zakljucˇujemo da u P (ω) pos-
toji maksimalan lanac tipa ω + 1. Ukoliko zˇelimo primer neprebrojivog
lanca, uzmimo prebrojivo uredjenje Q. Svi njegovi pocˇetni segmenti su ob-
lika ∅,Q, (−∞, x)Q za x ∈ R i (−∞, q] za q ∈ Q. Dakle, u P (ω) postoji
lanac izomorfan saR, ali lanac {∅}∪{(−∞, x) : x ∈ R}∪{Q} ∼= [−∞,∞]
nije maksimalan lanac. Prema rezultatu Daya nije moguc´e konstruisati mak-
simalan lanac tipa [−∞,∞] u P (ω) jer on mora imati guste skokove.
Medju narednim rezultatima koji su se pojavili su radovi Monka [23],
Monka i McKenzija [22] i Koppelbergove [10]. Izdvajamo sledec´i rezultat
(intervalna algebra nad linearnim uredjenjem L koje ima minimum, IntalgL,
je Bulova algebra svih konacˇnih unija poluotvorenih intervala oblika [x, y),
za x, y ∈ L ∪ {∞} i x ≤ y, pri cˇemu je∞ element vec´i od svih iz L).
Teorema 1.31 ([10]) Linearno uredjenje je izomorfno maksimalnom lancu
u intervalnoj algebri Intalg[0, 1) ako i samo ako je izomorfno gustom σ-
kompaktnom podskupu intervala [0, 1] koji sadrzˇi 0 i 1.
Poslednji rezultat je posebno interesantan jer daje karakterizaciju maksi-
malnih lanaca u parcijalnom uredjenju korisˇc´enjem topolosˇkih osobina pod-
skupova realne prave. Prirodno je postaviti pitanje da li je moguc´e dobiti
slicˇan rezultat i za slucˇaj P (κ). Odmah se vidi da ako je κ > ω nec´e biti
moguc´e pronac´i topolosˇku karakterizaciju na realnoj pravoj, zato sˇto je R
kofinalnosti ω, a nije tesˇko konstruisati maksimalan lanac u P (ω1) kofinal-
nosti ω1. Jasno je da takvih lanaca nema u R. Dakle, pitanje je bilo da li
je moguc´e preformulisati rezultat Kuratowskog u prebrojivom slucˇaju tako
da dobijemo neku topolosˇku karakterizaciju maksimalnih lanaca u P (ω).
Potvrdan odgovor daje sledec´a teorema.
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Teorema 1.32 ([15]) Linearno uredjenje L je izomorfno maksimalnom lan-
cu u P (ω) ako i samo ako je izomorfno kompaktnom nigde gustom skupu
K ⊂ [0, 1] koji sadrzˇi 0 i 1.
Nakon ove reformulacije teoreme Kuratowskog bilo je prirodno postaviti
neka ogranicˇenja na podskupove ω i posmatrati takve lance. Naravno, naj-
prirodnije je zahtevati da svi imaju istu strukturu. U radu [15] Kurilic´ resˇava
ovaj problem kada na skupu ω posmatra prirodno linearno uredjenje 〈ω,<〉
i uopsˇtenje tog problema (pri tome napominjemo da i u tom slucˇaju mak-
simalni lanci moraju imati guste skokove kao u slucˇaju P (ω)), a za sada
se zadrzˇavamo na nama najznacˇajnijem rezultatu. Sˇta ako na prebrojivom
skupu zadamo strukturu prebrojivog gustog linearnog uredjenja bez krajeva
i posmatramo samo podskupove koji cˇuvaju tu strukturu? Konkretno, ako
posmatramo parcijalno uredjenje 〈P(Q),⊂〉 pri cˇemu je
P(Q) = {X ⊂ Q : 〈X,<Q〉 ∼= 〈Q, <Q〉}.
S tim u vezi, imamo sledec´u teoremu.
Teorema 1.33 (Kurilic´ [16]) Za svako linearno uredjenje L sledec´i uslovi
su ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(Q) ∪ {∅},⊂〉;
(b) L se utapa u R, kompletno je i minimum nema sledbenika;
(c) L je izomorfno kompaktnom K ⊂ [0, 1] tako da je 0 ∈ K ′ i 1 ∈ K.
Ovaj rezultat je znacˇajan iz visˇe razloga.
Prvo, prethodna teorema daje novi uvid u strukturu racionalne linije, a
samo po sebi je iznenadjujuc´e da ni slicˇan rezultat nije poznat za ovo toliko
izucˇavano linearno uredjenje. Da bi se videlo da ovo pitanje nije trivijalno,
primetimo da zapravo teorema 1.33 kazˇe da postoji maksimalan lanac kopija
Q koji je izomorfan, recimo, Cantorovom skupu bez nule ili intervalu (0, 1],
ali da isto tako postoje i prebrojivi maksimalni lanci, recimo, izomorfni ω∗.
Takodje, kopijeQ se mogu dobijati na najrazlicˇitije nacˇine. Postoje trivijalne
kao (−∞, 0)∩Q ili (0, 1)∩Q, ali i netrivijalne, moguc´e je da kopijaQ bude
nigde gusta u Q. Na primer, skup sredina izbacˇenih otvorenih intervala u
izgradnji Cantorovog skupa. Da bismo dali intuiciju za delove teze, dajemo
jednu familiju za koju je lako utvrditi da je familija kopija Q:
PQ =
{
Q \⋃m∈Z Fm : ∀m ∈ Z Fm ∈ [[m,m+ 1) ∩Q]<ω} .
Drugo, ovaj primer se susˇtinski razlikuje od lanaca u P (ω). Dok je tamo
svaki maksimalan lanac morao da ima guste skokove, ovde to nije slucˇaj.
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Pogledajmo samo lanac L = {∅} ∪ {(−∞, x)∩Q : x ∈ R} ∪ {Q} ∼= [0, 1].
Prirodan zadatak je utvrditi sˇta se desˇava sa ostalim strukturama, posebno
sa onim koje imaju neke zajednicˇke osobine sa Q. Na primer sa ultraho-
mogenim strukturama, koje c´e biti definisane u sledec´oj glavi. Sada c´emo
samo rec´i da su u poslednje vreme aktuelne zbog skoro otkrivenih lepih os-
obina njihovih grupa automorfizama.
Trec´e, parcijalno uredjenje 〈P(Q),⊂〉 zanimljivo je i za teoriju forsinga,
sˇto je pokazano u radu Kurilic´a i Todorcˇevic´a [20]. Naime, u radu [20], oni
su pokazali da je forsing sa podskupovima Q koji nisu rasejani ekvivalentan
iteraciji S ? pi pri cˇemu je S Sacksov forsing, a pi je σ-zatvoren u modelu
koji se dobije prvom iteracijom sa S. U velikom broju prirodnih modela,
recimo ako vazˇi CH ili PFA, pi je basˇ ekvivalentan algebri P (ω)/Fin u mod-
elu koji se dobije prvom iteracijom sa S. Posˇto je 〈P(Q),⊂〉 gusto u par-
cijalnom uredjenju nerasejanih podskupova Q, navedeno tvrdjenje zapravo
opisuje forsing sa 〈P(Q),⊂〉. Zanimljivo je pitanje i kako izgleda forsing
kopijama raznih drugih struktura.
U ovoj tezi, mi smo se koncentrisali na ispitivanje fenomena iz teoreme
1.33 za ultrahomogene strukture. Dobili smo neke opsˇte teoreme, koje daju
dovoljne uslove koje treba da zadovoljava struktura da bi imala iste maksi-
malne lance kopija kao i Q. Ovi rezultati su sistematizovani u trec´oj glavi.
U cˇetvrtoj i petoj glavi smo pronasˇli neke primere koji se ponasˇaju kao Q.
Generalno, sve ultrahomogene strukture licˇe jedna na drugu, ali su sve i
toliko razlicˇite da je malo teorema u literaturi koje ih tretiraju kao celinu.
Uglavnom se istrazˇivanje svodi na ispitivanje svake strukture ponaosob, s
tim sˇto za mali broj ultrahomogenih struktura znamo kako zapravo izgledaju.
To je poseban problem, a i dalje otvoren pravac istrazˇivanja.

GLAVA DRUGA
O relacijskim strukturama
U ovoj glavi dajemo pregled osnovnih pojmova vezanih za relacijske struk-
ture, koje c´emo koristiti u nastavku, kao i primere nekih relacijskih struktura.
Definicija 2.1 Relacijski jezik je indeksirana familija L = 〈Ri : i ∈ I〉 re-
lacijskih simbola. Smatramo da je svakom relacijskom simbolu pridruzˇen
prirodan broj ar(Ri) > 0. Uredjeni par X =
〈
X,
〈
RXi : i ∈ I
〉〉
je struk-
tura relacijskog jezika L = 〈Ri : i ∈ I〉 (ili struktura jezika L) ako i samo
ako je X skup, a RXi ⊂ Xar(Ri) za sve i ∈ I . Tada kazˇemo da je RXi in-
terpretacija relacijskog simbola Ri, a skup X je domen relacijske strukture
X. Pod kardinalnosˇc´u relacijske strukture X podrazumevamo kardinalnost
domena.
Definicija 2.2 Neka su X =
〈
X,
〈
RXi : i ∈ I
〉〉
i Y =
〈
Y,
〈
RYi , i ∈ I
〉〉
relacijske strukture istog jezika. Preslikavanje f : X → Y je utapanje
strukture X u strukturu Y ako i samo ako je “1-1” i ako je za sve i ∈ I i sve〈
x1, . . . , xar(Ri)
〉 ∈ Xar(Ri) ispunjeno〈
x1, . . . , xar(Ri)
〉 ∈ RXi ⇔ 〈x1, . . . , xar(Ri)〉 ∈ RYi .
Utapanje se naziva izomorfizam ako je “na”. Da su X i Y izomorfne
strukture oznacˇavamo sa X ∼= Y. Izomorfizam strukture X na samu sebe
naziva se automorfizam.
Skup svih utapanja X u Y oznacˇavamo sa Emb(X,Y), a skup svih auto-
morfizama strukture X sa Aut(X).
U nameri da navedenu karakterizaciju maksimalnih lanaca izomorfnih
kopija racionalne linije uopsˇtimo, u tezi c´emo za relacijsku strukturu X ispi-
tivati parcijalno uredjenje 〈P(X) ∪ {∅} ,⊂〉, pri cˇemu je
P(X) = {f [X] : f ∈ Emb(X,X)}.
Sˇto se ticˇe neophodnih pojmova, ostalo nam je josˇ da definisˇemo podstruk-
ture.
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Definicija 2.3 Neka su X =
〈
X,
〈
RXi : i ∈ I
〉〉
i Y =
〈
Y,
〈
RYi : i ∈ I
〉〉
relacijske strukture istog jezika. Kazˇemo da je X podstruktura strukture Y, i
to pisˇemo X ⊂ Y, ako je X ⊂ Y i ∀i ∈ I RXi = RYi ∩Xar(Ri).
Ubuduc´e, kada ne mozˇe doc´i do zabune, identifikujemo RX i R. Sada
vidimo i da je za X =
〈
X,
{
RXi : i ∈ I
}〉
:
P(X) =
{
A ⊂ X :
〈
A,
〈
RXi ∩Aar(Ri) : i ∈ I
〉〉 ∼= X} .
Sve strukture kojima se bavimo u ovoj tezi relacijske su strukture i date su
na prebrojivom skupu. Posebno su nam bile zanimljive strukture sa velikim
brojem automorfizama.
2.1 ULTRAHOMOGENE STRUKTURE
Da bismo objasnili pojam veliki broj automorfizama, osvrnimo se na trenutak
na linearna uredjenja. Jasno je da recimo 〈ω,<〉 ima samo jedan automor-
fizam (identicˇko preslikavanje), dok sa druge strane, 〈Z, <〉 i 〈Q, <〉 imaju
veliki broj automorfizama: ako izaberemo dve tacˇke x, y ∈ Z, postoji auto-
morfizam f ∈ Aut(Z) takav da je f(x) = y, to je f(z) = z + y − x, a to
preslikavanje svedocˇi da istu osobinu ima i Q. Medjutim, ukoliko pocˇnemo
automorfizam u visˇe od jedne tacˇke - recimo, dobijemo zadatak da pres-
likamo 1 u 2 i 2 u 4 i da dalje nastavimo tako da dobijemo automorfizam,
onda, ako se nalazimo u strukturi 〈Z, <〉, ovaj zadatak nije resˇiv, jer ne pos-
toji tacˇka koja je izmedju 1 i 2 koja bi morala da se slika u 3. Ovaj primer
pokazuje da je strukturaQ ipak bogatija automorfizmima, jer je nasˇ problem
lako resˇiv u Q (funkcijom f(t) = 2t).
Dakle, videli smo da Q, u odredjenom smislu, ima visˇe automorfizama
nego Z, a ispostavlja se i visˇe nego ostala prebrojiva linearna uredjenja
(videti teoremu 1.14). Ova osobina se naziva ultrahomogenost i precizno
je formulisana u sledec´oj definiciji.
Definicija 2.4 Za relacijsku strukturu X kazˇemo da je ultrahomogena ako i
samo ako se svaki izomorfizam f konacˇnih podstruktura od X mozˇe produ-
zˇiti do automorfizma strukture X. Izomorfizam konacˇnih podstruktura nazi-
vamo i konacˇan izomorfizam.
Osim ultrahomogenosti, linearno uredjenjeQ ima josˇ i dobru osobinu da
sadrzˇi sva prebrojiva linearna uredjenja (videti teoremu 1.13).
Definicija 2.5 Za relacijsku strukturu X kazˇemo da je univerzalna za neku
klasu struktura K istog jezika ako i samo ako se svaka struktura iz K mozˇe
utopiti u X.
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Francuski matematicˇar Roland Fraı¨sse´ je bio prvi koji je sistematicˇno
proucˇavao ultrahomogene univerzalne strukture. On je uspeo da izoluje nji-
hove osobine proucˇavajuc´i osobine klasa svih njihovih konacˇnih podstruk-
tura.
2.2 FRAI¨SSE´OVE KLASE
Definicija 2.6 Neka je X relacijska struktura u jeziku L. Tada je Age X
klasa svih konacˇnih relacijskih struktura koje se mogu utopiti u X.
Ako je X relacijska struktura, nije tesˇko videti da Age X ima sledec´a
svojstva:
(HP) Svojstvo nasledjivanja: ako je Y1 ∈ Age X i Y2 relacijska struktura
koja se mozˇe utopiti u Y1, onda je Y2 ∈ Age X.
(JEP) Svojstvo zajednicˇkog utapanja: ako su Y1,Y2 ∈ Age X, onda postoji
Y3 ∈ Age X takva da se i Y1 i Y2 utapaju u Y3.
Glavna zasluga Fraı¨sse´a je sˇto je primetio da ako je relacijska struktura X
ultrahomogena, onda Age X zadovoljava i dodatni uslov:
(AP) Svojstvo amalgamacije: ako su Y1,Y2,Y3 ∈ Age X i f : Y1 → Y2,
g : Y1 → Y3 utapanja, onda postoji struktura Y4 ∈ Age X i utapanja
r : Y2 → Y4 i s : Y3 → Y4 takva da je r ◦ f = s ◦ g.
Dalje, jasno je da, ako jeX prebrojiva relacijska struktura, onda Age X sadrzˇi
samo prebrojivo mnogo neizomorfnih relacijskih struktura.
Teorema 2.7 ([6]) Neka je L najvisˇe prebrojiv relacijski jezik, a K klasa
konacˇnih relacijskih struktura jezika L koja je neprazna, sadrzˇi najvisˇe pre-
brojivo neizomorfnih struktura i zadovoljava (HP), (JEP) i (AP). Tada pos-
toji jedinstvena, do na izomorfizam, prebrojiva ultrahomogena relacijska
struktura X jezika L takva da je Age X = K i da za svaku najvisˇe pre-
brojivu relacijsku strukturu Y jezika L, ako je Age Y ⊂ K, onda se Y utapa
u X.
U slucˇaju da neka klasa K konacˇnih struktura u istom jeziku ima os-
obine (HP), (JEP) i (AP) nazivamo je Fraı¨sse´ova klasa, a jedinstvena ultra-
homogena struktura X takva da je Age X = K naziva se Fraı¨sse´ov limit od
K. Najpoznatije Fraı¨sse´ove klase su (ukljucˇujemo i klase struktura koje nisu
relacijske zbog sveobuhvatnosti):
- klasa svih konacˇnih linearnih uredjenja;
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- klasa svih konacˇnih kompletnih grafova;
- klasa svih konacˇnih grafova;
- klasa svih konacˇnih Kn-slobodnih grafova;
- klasa svih konacˇnih parcijalnih uredjenja;
- klasa svih konacˇnih metricˇkih prostora sa racionalnim rastojanjima;
- klasa svih konacˇnih vektorskih prostora nad konacˇnim poljem F;
- klasa svih konacˇnih Bulovih algebri.
Sledec´a teorema daje zgodnu karakterizaciju ultrahomogenih relacijskih str-
uktura i dopunu prethodne teoreme koju c´emo koristiti.
Teorema 2.8 ([6, 9]) Neka je L najvisˇe prebrojiv relacijski jezik. Tada:
(a) Prebrojiva relacijska struktura X u jeziku L je ultrahomogena ako i
samo ako za svaki konacˇan izomorfizam ϕ od X i svaki element x iz
X \ dom(ϕ) postoji konacˇan izomorfizam ψ od X koji je ekstenzija ϕ
tako da x ∈ dom(ψ).([6] strana 389. ili [9] strana 326.)
(b) Ako su X i Y prebrojive ultrahomogene relacijske strukture jezika L i
Age X = Age Y, onda je X ∼= Y.([6] strana 333. ili [9] strana 326.).
2.3 PARCIJALNA UREDJENJA
U ovoj sekciji posmatramo stroga parcijalna uredjenja. Ona su u bliskoj vezi
sa parcijalnim uredjenjima. Naime, svakom parcijalnom uredjenju odgovara
jedno strogo parcijalno uredjenje, a sve informacije o parcijalnom uredjenju
mogu se dobiti iz odgovarajuc´eg strogog parcijalnog uredjenja i obratno.
Uvodimo ih zato sˇto je ultrahomogena parcijalna uredjenja jednostavnije
opisivati jezikom strogih parcijalnih uredjenja.
Definicija 2.9 Relacijska struktura P = 〈P,<〉 je strogo parcijalno uredje-
nje ako je < irefleksivna i tranzitivna relacija na skupu P . Tada binarnu
relaciju ≤ na P definisˇemo sa: x ≤ y ⇔ x < y ∨ x = y i 〈P,≤〉 je odgo-
varajuc´e parcijalno uredjenje. Oznaka || predstavlja relaciju neuporedivosti i
ima znacˇenje x||y ⇔ ¬(x ≤ y ∨ y ≤ x). Napominjemo da iz irefleksivnosti
i tranzitivnosti sledi asimetricˇnost.
Primetimo da je, prema definiciji 1.1, svako linearno uredjenje istovre-
meno i strogo parcijalno uredjenje. Osim uredjenja Q cˇije smo osnovne os-
obine vec´ naveli, postoji i poseban predstavnik klase svih prebrojivih strogih
parcijalnih uredjenja cˇije se osobine u velikoj meri poklapaju sa osobinama
racionalne linije.
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Lema 2.10 ([2]) Klasa svih konacˇnih strogih parcijalnih uredjenja ispun-
java uslove (HP), (JEP) i (AP), pa je Fraı¨sse´ova klasa. Dakle, postoji jedin-
stveno prebrojivo ultrahomogeno strogo parcijalno uredjenje koje je uni-
verzalno za sva konacˇna i prebrojiva stroga parcijalna uredjenja.
Definicija 2.11 Prebrojivo ultrahomogeno strogo parcijalno uredjenje uni-
verzalno za sva konacˇna i prebrojiva stroga parcijalna uredjenja naziva se
random poset.
Random poset oznacˇavamo sa D = 〈D,<〉 i to je standardna oznaka.
Mi zˇelimo da imamo karakterizaciju random poseta sa kojom mozˇemo laksˇe
da konstruisˇemo objekte u random posetu. Najzgodnije bi bilo kada bismo
imali definiciju po ugledu na racionalnu liniju. Podsetimo se da je Q jedin-
stveno prebrojivo gusto linearno uredjenje bez krajeva. To zapravo znacˇi da
svaki konacˇan podskup skupa Q mozˇe da se produzˇi u Q, u kom god smeru
zˇelimo - ili da nadjemo tacˇku izmedju date dve ili manju od svih ili vec´u
od svih. Sledec´om definicijom opisujemo saglasnost uslova za postojanje
jednoelementnih ekstenzija konacˇnih podskupova random poseta.
Definicija 2.12 Neka je P = 〈P,<〉 proizvoljno strogo parcijalno uredje-
nje. C(P) je skup trojki 〈L,G,U〉 konacˇnih disjunktnih podskupova skupa
P takvih da je ispunjeno:
(C1) ∀l ∈ L ∀g ∈ G l < g;
(C2) ∀u ∈ U ∀l ∈ L ¬u < l;
(C3) ∀u ∈ U ∀g ∈ G ¬g < u.
Definicija 2.13 Neka je P strogo parcijalno uredjenje i 〈L,G,U〉 ∈ C(P).
Sa P〈L,G,U〉 oznacˇavamo skup svih p ∈ P \ (L∪G∪U) koji zadovoljavaju:
(S1) ∀l ∈ L p > l;
(S2) ∀g ∈ G p < g;
(S3) ∀u ∈ U p||u.
Kazˇemo da je P〈L,G,U〉 orbita trojke 〈L,G,U〉.
Sada imamo glavnu lemu.
Lema 2.14 ([2]) Prebrojivo strogo parcijalno uredjenje P je izomorfno ran-
dom posetu ako i samo ako za sve 〈L,G,U〉 ∈ C(P) vazˇi P〈L,G,U〉 6= ∅.
Sledec´e tvrdjenje pokazuje da su orbite trojki 〈L,G,U〉 u random posetu
izomorfne kopije random poseta. Ta cˇinjenica omoguc´ava da se jednostavno
konstruisˇu izomorfne kopije random poseta u raznim odnosima.
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Lema 2.15 Vazˇi D〈L,G,U〉 ∈ P(D) za svako 〈L,G,U〉 ∈ C(D). Specijalno,
odatle sledi |D〈L,G,U〉| = ω, a onda i D \ F ∈ P(D) za svaki F ∈ [D]<ω.
Dokaz: Neka je 〈L,G,U〉 ∈ C(D). Tada su L,G i U dijsunktni podskupovi
od D, i vazˇi
∀l ∈ L ∀g ∈ G ∀u ∈ U (u 6< l < g 6< u), (2.1)
i D〈L,G,U〉 ∩ (L ∪G ∪ U) = ∅. Neka su sada 〈L1, G1, U1〉 ∈ C(D〈L,G,U〉).
Tada su L1, G1 i U1 disjunktni podskupovi od D〈L,G,U〉, pa imamo da je
〈L1, G1, U1〉 ∈ C(D) sˇto povlacˇi
∀l1 ∈ L1 ∀g1 ∈ G1 ∀u1 ∈ U1 (u1 6< l1 < g1 6< u1). (2.2)
Posˇto je L1 ∪G1 ∪ U1 ⊂ D〈L,G,U〉, iz (S1)-(S3) sledi
∀x ∈ L1∪G1∪U1 ∀l ∈ L ∀g ∈ G ∀u ∈ U (l < x < g∧x 6< u∧u 6< x).
(2.3)
Prvo c´emo pokazati da je 〈L ∪ L1, G ∪G1, U ∪ U1〉 ∈ C(D). (C1) Neka su
l′ ∈ L ∪ L1 i g′ ∈ G ∪G1. Tada l′ < g′ sledi iz: (2.1), ako l′ ∈ L i g′ ∈ G;
(2.2), ako l′ ∈ L1 i g′ ∈ G1; (2.3), ako l′ ∈ L i g′ = x ∈ G1 ili l′ = x ∈ L1
i g′ ∈ G. (C2) Neka l′ ∈ L ∪ L1 i u′ ∈ U ∪ U1. Tada u′ 6< l′ sledi iz:
(2.1), ako l′ ∈ L i u′ ∈ U ; (2.2), ako l′ ∈ L1 i u′ ∈ U1; (2.3), ako l′ ∈ L
i u′ = x ∈ U1 (jer l′ < u′) ili l′ = x ∈ L1 i u′ ∈ U . Na isti nacˇin bismo
pokazali (C3).
Dakle, postoji x ∈ D〈L∪L1,G∪G1,U∪U1〉, sˇto povlacˇi
x ∈ D〈L,G,U〉 ∩D〈L1,G1,U1〉 = (D〈L,G,U〉)〈L1,G1,U1〉.
Odavde na osnovu leme 2.14 sledi da je D〈L,G,U〉 ∈ P(D).
Drugi deo tvrdjenja, |D〈L,G,U〉| = ω, lako sledi iz vec´ pokazanog jer je
D prebrojiv. Sada, za svaki uslov 〈L,G,U〉 ∈ C(D \ F ), vazˇi
(D \ F )〈L,G,U〉 ∩D \ F 6= ∅
jer je F konacˇan a D〈L,G,U〉 prebrojiv.
Pored svih ovih slicˇnosti saQ, i Ramseyevske osobineD dosta podsec´aju
na osobine racionalne linije. Napomenimo da za svaku particiju Q na kona-
cˇno mnogo delova, bar jedan od elemenata particije sadrzˇi kopiju Q. Isti
slucˇaj je i ovde.
Lema 2.16 Ako je D = X ∪ Y i X ∩ Y = ∅, tada se D utapa u X ili Y.
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Dokaz: Iz prethodne teoreme je jasno da tvrdjenje sledi ukoliko je X ili Y
konacˇan. Zato pretpostavimo da su i X i Y prebrojivi. Dalje, pretpostavimo
da X ne sadrzˇi kopiju random poseta. Tada postoji neki
〈L,G,U〉 ∈ C(X) ⊂ C(D)
takav da je D〈L,G,U〉 ⊂ Y . Medjutim D〈L,G,U〉 ∈ P(D) pa se random poset
utapa u Y.
Pre nego sˇto predjemo na osobine parcijalnih uredjenja koje c´e nam biti
neophodne u daljem radu, napomenimo i da ne postoji jednostavna prezen-
tacija Random poseta. U doktorskoj disertaciji Jana Hubicˇke, pod men-
torstvom Jaroslava Nesˇetrila, dato je nekoliko interesantnih prezentacija ran-
dom poseta, ali ni jedna nije dovoljno jednostavna da bi sa njom moglo lako
da se radi.
Posˇto c´emo u nasˇim konstrukcijama ultrahomogenih struktura koristiti
razne filtere u specijalno izabranim parcijalnim uredjenjima, dajemo par
neophodnih pojmova.
Definicija 2.17 Neka je P parcijalno uredjenje. Skup G ⊂ P je filter ako i
samo ako je ispunjeno:
(F1) za sve p, q ∈ G postoji r ∈ G takav da je r ≤ p i r ≤ q;
(F2) ako je p ∈ G i p ≤ q onda je i q ∈ G.
Definicija 2.18 Skup D ⊂ P je gust u parcijalnom uredjenju P ako i samo
ako za svako p ∈ P postoji q ∈ D takav da je q ≤ p.
Sledec´a lema omoguc´ava sve nasˇe konstrukcije.
Lema 2.19 (Rasiowa-Sikorski) Neka suDn, n ∈ ω skupovi gusti u parcijal-
nom uredjenju P. Tada postoji filter G u P takav da je za sve n ∈ ω ispunjeno
G ∩ Dn 6= ∅.
Skica dokaza: Izaberimo proizvoljan p0 ∈ D0, i za svako n ∈ ω izaberimo
pn+1 ∈ Dn+1 takav da je pn+1 ≤ pn. Tada je lako pokazati da je
G = {p ∈ P : ∃n ∈ ω pn ≤ p}
jedan filter koji secˇe sve Dn. 2
Definicija 2.20 Skup X u parcijalnom uredjenju P je antilanac ako i samo
ako
∀x, y ∈ X (x 6= y⇒¬∃z ∈ P (z ≤ x ∧ z ≤ y)).
Antilanac X je maksimalan ako ne postoji antilanac Y takav da je X ( Y .
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2.4 GRAFOVI
U ovoj sekciji posmatramo grafove.
Definicija 2.21 Relacijska struktura G = 〈G,Γ〉 je graf ako i samo ako je
Γ simetricˇna i irefleksivna relacija na skupu G.
Graf se mozˇe definisati i kao par 〈G,Γ〉 gde je Γ ⊂ [G]2. U ovom slucˇaju
Γ nije relacija, ali joj se mozˇe pridruzˇiti refleksivna i simetricˇna relacija ρΓ
na G gde xρΓy ⇔ {x, y} ∈ Γ, za sve x, y ∈ G. Iz prakticˇnih razloga u tezi
koristimo navedenu ekvivalenetnu definiciju. Graf 〈G,Γ〉 je kompletan ako
je Γ = [G]2, a G je prazan ako je Γ = ∅. Ako je κ kardinal, onda kompletan
graf kardinalnosti κ oznacˇavamo sa Kκ.
Da pojednostavimo zapis u radu sa grafovima uvodimo sledec´u oznaku.
Ako je G = 〈G,Γ〉 graf i H i K njegovi konacˇni disjunktni podskupovi
definisˇemo
GH∪KH = {x ∈ G : ∀h ∈ H {x, h} ∈ Γ ∧ ∀k ∈ K {x, k} /∈ Γ}.
Osim toga, pod pojmom podgrafa podrazumevamo ono sˇto se cˇesto u
literaturi naziva indukovani podgraf. To je i jedini razlog zasˇto posebno
izdvajamo definiciju podgrafa, naime podgraf je prosto podstruktura grafa
kao relacijske strukture.
Definicija 2.22 Graf 〈H,∆〉 je podgraf grafa 〈G,Γ〉 ako je ispunjeno
H ⊂ G ∧ ∆ = Γ ∩ [H]2.
Kao sˇto smo vec´ rekli, posebno c´e nas zanimati grafovi koji imaju veliki
broj automorfizama. Erdo¨s i Re´nyi su u radu [5] ispitivali pojam simetricˇno-
sti grafa. Oni su u svom radu razmatrali konacˇne i beskonacˇne grafove.
Zadali su prirodnu meru na skupu svih grafova i ispostavilo se da su u toj
prirodno izabranoj meri skoro svi konacˇni grafovi asimetricˇni, dok su skoro
svi prebrojivi grafovi simetricˇni. Zapravo vazˇi i visˇe. Skoro svi prebrojivi
grafovi su u toj meri izomorfni jednom specijalnom grafu koji je nazvan
Rado graf (ovaj graf se josˇ naziva i random graf). Mi smo se odlucˇili da
u ovoj tezi koristimo naziv Rado da bismo izbegli potesˇkoc´e oko prevoda
(doslovni prevod bi bio slucˇajni graf ali je termin random graf odomac´en u
toj meri da bi bilo izuzetno neprirodno prevoditi ga), a i da bismo izbegli
bilo kakvu slicˇnost sa konacˇnim random grafovima kojima se u ovoj tezi ne
bavimo. Dobra referenca za Rado graf je rad Camerona [1].
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Lema 2.23 ([1]) Klasa svih konacˇnih grafova ima svojstva (HP), (JEP) i
(AP), pa je Fraı¨sse´ova klasa. Dakle, postoji jedinstven prebrojiv ultraho-
mogen graf koji je univerzalan za klasu svih konacˇnih i prebrojivih grafova.
Definicija 2.24 Prebrojiv ultrahomogen graf, univerzalan za sve konacˇne i
prebrojive grafove naziva se Rado graf, i obelezˇava se sa GRado.
Sledec´a lema daje operativnu definiciju Rado grafa.
Lema 2.25 ([1]) Prebrojiv graf G = 〈G,Γ〉 je izomorfan Rado grafu ako i
samo ako je za svaka dva disjunktna H,K ∈ [G]<ω ispunjeno GH∪KH 6= ∅.
Kao i za 〈Q, <〉, vazˇe sledec´e dve leme. Pri tome prvu treba shvatiti
na sledec´i nacˇin: ako uzmemo bilo koja dva racionalna broja p i q, onda
je (p, q)Q ∼= Q. Upravo je to osobina koju ima i Rado graf, naime ako
pogledamo lemu 2.25, ta karakterizacija Rado grafa neodoljivo podsec´a na
karakterizaciju Q kao prebrojivog gustog linearnog uredjenja bez krajeva.
Lema 2.26 Neka je GRado = 〈G,Γ〉 Rado graf. Ako su H,K ∈ [G]<ω
disjunktni, tada je GH∪KH ∈ P(GRado).
Dokaz: Izaberimo proizvoljne disjunktne H1,K1 ∈ [GH∪KH ]<ω. Primetimo
da je tada (
GH∪KH
)H1∪K1
H1
= GH∪H1∪K∪K1H∪H1 6= ∅,
pa prema lemi 2.25 sledi tvrdjenje teoreme.
Lema 2.27 Neka je G = 〈G,Γ〉 Rado graf. Ako je F konacˇan podskup
skupa G, onda je G \ F ∈ P(GRado).
Dokaz: Pretpostavimo da G \ F /∈ P(GRado), tj. da za neke disjunktne
H,K ∈ [G \ F ]<ω vazˇi (G \ F )H∪KH = ∅, tj. GH∪KH \ F = ∅. Iz leme 2.26
sledi da je skup GH∪KH beskonacˇan, pa ne mozˇe biti sadrzˇan u konacˇnom
skupu F .
Medjutim, kada su u pitanju Ramseyevska svojstva Rado grafa, postoji
razlika u odnosu na Q i D. Dok su Q i D nedeljive strukture (relacijska
struktura X je nedeljiva ako iz X = A ∪ B sledi da se X utapa u A ili B),
Rado graf je jako nedeljiva struktura (relacijska struktura X je jako nedeljiva
ako iz X = A ∪B sledi da je A ∈ P(X) ili B ∈ P(X)).
Lema 2.28 Neka je GRado = 〈G,Γ〉 Rado graf. Ako je G = G1 ∪ G2 par-
ticija G na dva disjunktna skupa, onda G1 ∈ P(GRado) ili G2 ∈ P(GRado).
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Dokaz: Pretpostavimo da ni G1 ni G2 nisu u P(GRado). U tom slucˇaju oba
moraju biti beskonacˇna, sˇto sledi iz leme 2.27. To znacˇi da postoje disjunktni
H1,K1 ∈ [G1]<ω i disjunktni H2,K2 ∈ [G2]<ω da je GH1∪K1H1 ∩ G1 = ∅ i
GH2∪K2H2 ∩G2 = ∅. Medjutim, iz leme 2.25 znamo da postoji neko
p ∈ GH1∪H2∪K1∪K2H1∪H2 ⊂ GH1∪K1H1 ∩GH2∪K2H2 .
Posˇto je G = G1 ∪G2, tacˇka p mora pripadati bar jednom od G1 ili G2, sˇto
daje kontradikciju.
Rado graf je kao Fraı¨sse´ov limit klase svih konacˇnih grafova univerzalan
za sve konacˇne i prebrojive grafove. To nije jedina klasa grafova koja ima
amalgamaciju. Fiksirajmo prirodan broj n ≥ 3. Za graf G kazˇemo da je
Kn-slobodan ako ne sadrzˇi kompletan graf Kn kao podgraf.
Lema 2.29 ([8]) Klasa svih konacˇnih Kn-slobodnih grafova ima svojstva
(HP), (JEP) i (AP), pa je Fraı¨sse´ova klasa. Dakle, postoji jedinstven prebro-
jiv ultrahomogen graf koji je univerzalan za klasu svih konacˇnih i prebrojivih
Kn-slobodnih grafova.
Graf iz prethodne leme se oznacˇava Hn, a klasa svih Hn, za n ≥ 3 se
naziva klasom Hensonovih grafova. Najbolja referenca je Hensonov rad [8].
Ovakva definicija Hensonovih grafova nije basˇ zgodna ukoliko zˇelimo da
konstruisˇemo neki objekat u Hn. Iz tog razloga bi bilo lepo da imamo neku
karakterizaciju po ugledu na lemu 2.25.
Definicija 2.30 ([8]) Neka je H = 〈H,∆〉 graf, a n ≥ 3 prirodan broj.
Cn(H) je skup parova 〈F, F1〉 koji zadovoljavaju sledec´e uslove:
(G1) F, F1 ∈ [H]<ω;
(G2) F1 ⊂ F ⊂ H;
(G3) Kn−1 se ne utapa u F1.
Lema 2.31 ([8]) Neka je n ≥ 3 prirodan broj. Prebrojiv graf H = 〈H,∆〉
je izomorfan Hn ako i samo ako za sve 〈F, F1〉 ∈ Cn(H) vazˇi HFF1 6= ∅.
Slicˇno kao i u slucˇaju Rado grafa vazˇe sledec´e dve leme, s tim sˇto ni
Hensonovi grafovi nisu jako nedeljive strukture kao Rado graf, vec´ samo
nedeljive, lema 2.33, kao iQ iD. Lema 2.33 je u slucˇaju Hensonovih grafova
netrivijalna cˇinjenica, dokazana u radu Sauera i El-Zahara.
Lema 2.32 ([8]) Neka je n ≥ 3 prirodan broj i Hn = 〈H,Γ〉 Hensonov
graf. Tada je
∣∣HFF1∣∣ = ω za sve 〈F, F1〉 ∈ Cn(Hn), kao i H \K ∈ P(Hn)
za svaki K ∈ [H]<ω.
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Lema 2.33 ([4]) Neka je n ≥ 3 prirodan broj i Hn = 〈H,Γ〉 Hensonov
graf. Tada ako je H = G1 ∪G2 particija H na dva disjunktna skupa, onda
se Hn utapa u G1 ili u G2.
Sledec´a lema pokazuje da iako su Rado graf i Hensonovi grafovi slicˇni,
u njihovoj strukturi postoji susˇtinska razlika.
Lema 2.34 ([8]) Neka je n ≥ 3 prirodan broj i neka je w proizvoljna tacˇka
u Hensonovom grafu Hn = 〈H,Γ〉. Tada H{w}{w} /∈ P(Hn).
Na kraju ove glave, da bismo pomogli cˇitaocu u prac´enju teksta, pokazu-
jemo kako se konstruisˇu ultrahomogene strukture uz pomoc´ leme 2.19. U
primeru 2.35 koristimo parcijalno uredjenje konacˇnih funkcija, dok u daljem
radu koristimo parcijalna uredjenja konacˇnih relacijskih struktura. Cˇitaocu
koji je upoznat sa tehnikom forsinga je svakako blizˇa notacija funkcijama,
pa smo je dali u prvom primeru, dok kasnije zbog skrac´enja zapisa dajemo
notaciju u kojoj su elementi parcijalnog uredjenja strukture.
Primer 2.35 Genericˇka konstrukcija Rado grafa. Posmatrajmo parcijalno
uredjenje P =
〈
Fn([ω]2, {0, 1}),⊃〉, pri cˇemu je Fn([ω]2, {0, 1}) skup svih
konacˇnih parcijalnih funkcija iz [ω]2 u {0, 1}. Pre svega, primetimo da su
skupovi
Dm,n =
{
p ∈ Fn([ω]2, {0, 1}) : {m,n} ∈ dom(p)}
gusti u parcijalnom uredjenju P za proizvoljan izbor prirodnih brojeva m,n.
Zaista ukoliko uzmemo bilo koju funkciju p ∈ Fn([ω]2, {0, 1}) \ Dm,n.
Tada je funkcija p′ = p ∪ {〈{m,n} , 0〉} u Fn([ω]2, {0, 1}) i imamo da je
{m,n} ∈ dom(p′). Vazˇi i sledec´e tvrdjenje.
Stav 2.36 Neka su K,L ∈ [ω]<ω disjunktni i mK,L = max(K ∪ L) + 1.
Tada je skup
DK,L = {p ∈ Fn([ω]2, {0, 1}) : ∃x > mK,L
∀k ∈ K 〈{k,m} , 1〉 ∈ p ∀l ∈ L 〈{l,m} , 0〉 ∈ p},
gust u P.
Dokaz: Uzmimo proizvoljnu funkciju p iz Fn([ω]2, {0, 1}) \ DK,L. Skup⋃
dom(p) je konacˇan jer je p konacˇna funkcija. Dakle, mozˇemo izabrati
prirodan broj m iz skupa (ω \mK,L)\
⋃
dom(p). Jasno je da je tada m 6= k
za sve k ∈ K i m 6= l za sve l ∈ L. Definisˇimo
p′ = p ∪
⋃
{〈{k,m} , 1〉 : k ∈ K} ∪
⋃
{〈{l,m} , 0〉 : l ∈ L} .
Jasno je da je p ∈ Fn([ω]2, {0, 1}) i da je p′ ≤ p.
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Na osnovu leme Rasiowa-Sikorski postoji filter G koji secˇe prebrojivu fami-
liju gustih skupova
{Dm,n : m,n ∈ ω} ∪
{DK,L : K,L ∈ [ω]<ω ∧ K ∩ L = ∅} .
Tada je f =
⋃
p∈G p funkcija koja slika skup neuredjenih parova prirodnih
brojeva u {0, 1} (posˇto je G filter, ne mozˇe biti nekompatibilnih parova u f ,
a posˇto G secˇe skupove Dm,n domen je ceo [ω]2), a par
〈
ω, f−1[{1}]〉 je
Rado graf (ako uzmemo disjunktne K,L ∈ [ω]<ω, postoje p ∈ G ∩ DK,L i
x ∈ ω \ (K ∪ L) takvi da ∀k ∈ K p({k, x}) = 1 i ∀l ∈ L p({l, x}) = 0, tj.
ωK∪LK 6= ∅, pa je ispunjen uslov leme 2.25).
GLAVA TREC´A
Konstrukcija maksimalnih lanaca
U ovoj glavi c´emo dati opsˇti okvir za ispitivanje maksimalnih lanaca u par-
cijalnim uredjenjima oblika 〈P(X) ∪ {∅} ,⊂〉, za neku prebrojivu ultraho-
mogenu relacijsku strukturu X. Prvo dajemo uslove koje takav lanac mora
da ispunjava. Nakon toga, pokazujemo da egzistencija pozitivne familije
P na X takve da je P ⊂ P(X), garantuje postojanje maksimalnog lanca
izomorfnog proizvoljno izabranom nigde gustom kompaktnom podskupu re-
alne prave u kome je minimum neizolovan. Na kraju ove glave dajemo do-
voljne uslove da bi postojao maksimalan lanacL u 〈P(X) ∪ {∅} ,⊂〉 izomor-
fan proizvoljnom kompaktnom podskupu realne prave u kome je minimum
neizolovan.
3.1 NEOPHODNI USLOVI
U ovoj sekciji opisujemo uslove koje moraju da ispunjavaju maksimalni
lanci u parcijalnim uredjenjima 〈P(X) ∪ {∅} ,⊂〉, za neku prebrojivu ultra-
homogenu relacijsku strukturu X.
Napomena 3.1 Ako je linearno uredjenje L izomorfno maksimalnom lancu
u 〈P(X),⊂〉 za prebrojivu strukturu X, onda L ne mozˇe sadrzˇati poduredje-
nje izomorfno nekom neprebrojivom kardinalu. Pretpostavimo suprotno, da
〈Xα : α ∈ κ〉 ⊂ P(X) i 〈〈Xα : α ∈ κ〉 ,(〉 ∼= 〈κ,∈〉, gde κ > ω. Tada bi
{Xα+1 \Xα : α ∈ κ}
bila familija κ-mnogo disjunktnih nepraznih podskupova X , sˇto bi znacˇilo
da je X neprebrojiva struktura.
Napomena 3.2 Primetimo takodje da ako relacijska struktura zadovoljava
uslov X ∼= X \ {p}, za proizvoljno izabranu tacˇku p ∈ X, onda u 〈P(X),⊂〉
postoji maksimalan lanac tipa ω∗. Ako je X = {x0, x1, x2, . . . }, zˇeljeni
lanac L konstruisˇe se na sledec´i nacˇin:
Xn = X \ {x0, . . . , xn−1} .
31
32 GLAVA III
Nije tesˇko videti da je L = 〈Xn : n ∈ ω〉 maksimalan lanac u 〈P(X),⊂〉.
Vratimo se sada za momenat na teoremu 1.33. Kada je u pitanju uslov
da mora biti kompletno linearno uredjenje tu je opsˇti slucˇaj malo drugacˇiji
od situacije koju smo imali sa Q. Naime, svaka izomorfna kopija racionalne
linije je istovremeno i elementarni podmodel gustog prebrojivog linearnog
uredjenja bez krajeva. Dakle, u tom slucˇaju lanci izomorfnih kopija su za-
pravo elementarni lanci, pa se uslov kompletnosti maksimalnog lanca svodio
na dobro poznatu cˇinjenicu da je unija elementarnog lanca elementarni lanac.
Da bi se pokazalo da je za neku ultrahomogenu strukturu maksimalan lanac
u 〈P(X) ∪ {∅} ,⊂〉 kompletno linearno uredjenje, bilo bi lepo pokazati da je
unija lanca izomorfnih kopija ultrahomogene strukture X izomorfna sa X.
Znacˇajno je posmatrati i trec´i uslov, da je minimum maksimalnog lanca
u 〈P(X) ∪ {∅} ,⊂〉 neizolovan. Jasno je da je ovo tacˇno uvek kada X ima
netrivijalnu izomorfnu kopiju, tj. postoji Y ∈ P(X) \ {X}, jer u tom slucˇaju
izomorfizam f : X → Y daje f [Y] ( Y, pa proizvoljno izabran Y ∈ P(X)
ne mozˇe biti sledbenik ∅ u P(X)∪{∅}. Postavlja se pitanje da li je moguc´e da
prebrojiva ultrahomogena relacijska struktura nema netrivijalnu izomorfnu
kopiju? Odgovor je da postoje i takve ultrahomogene strukture. Za takve
strukture trivijalno je okarakterisati maksimalne lance izomorfnih kopija, to
su jednoelementna linearna uredjenja. Dajemo primer relacijske strukture
takve da je P(X) = {X}.
Primer 3.3 ([6], strana 399.) Posmatrajmo na skupu celih brojeva Z relacije
τn definisane sa 〈x, y〉 ∈ τn ⇔ |x− y| = n. Prebrojiva relacijska struktura
X = 〈Z, {τn : n ∈ ω}〉 je primer strukture za koju su sva utapanja i : X→ X
automorfizmi. To su refleksije i(x) = −x, translacije iz(x) = x+z i njihove
kompozicije.
Za strukture sa osobinama iz primera 3.3 mozˇe se rec´i da nisu tipicˇne ul-
trahomogene strukture. Sledec´a teorema pokazuje da za prebrojivu ultraho-
mogenu relacijsku strukturuX koja ima netrivijalne kopije uslove iz teoreme
1.33 zadovoljavaju svi maksimalni lanci u 〈P(X) ∪ {∅} ,⊂〉.
Teorema 3.4 ([19]) Neka je X prebrojiva ultrahomogena relacijska struk-
tura u najvisˇe prebrojivom jeziku takva da je P(X) 6= {X}. Tada je svaki
maksimalan lanac L u parcijalnom uredjenju 〈P(X) ∪ {∅} ,⊂〉 kompletno
linearno uredjenje koje se utapa u R i minL(= ∅) nema sledbenika.
Dokaz: Prvo pokazujemo⋃A ∈ P(X), za svaki lanac A u 〈P(X),⊂〉. (3.1)
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Neka je ϕ konacˇan izomorfizam podstrukture
⋃A i x ∈ ⋃A \ dom(ϕ).
Posˇto je A lanac, postoji A ∈ A da je dom(ϕ) ∪ ran(ϕ) ∪ {x} ⊂ A. Posˇto
je A ∼= X, na osnovu teoreme 2.8(a) postoji element y ∈ A takav da je
ψ = ϕ ∪ {〈x, y〉} izomorfizam, pa je onda ψ i konacˇan izomorfizam ⋃A.
Dakle, na osnovu teoreme 2.8(a) struktura
⋃A je ultrahomogena. Posˇto je
X ∼= A ⊂ ⋃A ⊂ X , vazˇi Age X = Age A ⊂ Age ⋃A ⊂ Age X, sˇto na
osnovu teoreme 2.8(b) povlacˇi
⋃A ∼= X, tj. ⋃A ∈ P(X).
Numerisˇimo sadaX = {xn : n ∈ N}. Posmatrajmo funkciju f : L → R
definisanu sa f(A) =
∑
n∈N 2
−n · χA(xn) (pri cˇemu je χA : X → {0, 1}
karakteristicˇna funkcija skupa A ⊂ X). Posˇto je ∑n∈N 2−n = 1 imamo
f [L] ⊂ (0, 1]. Treba josˇ da pokazˇemo da je f utapanje. ZaA ( B ispunjeno
je f(B) = f(A) +
∑
n∈N 2
−n · χB\A(xn) > f(A). Obratno, ako je za
A,B ∈ L ispunjeno f(A) < f(B), treba pokazati da nije B ⊂ A. Ako
bismo imali B ⊂ A, onda bi bilo
f(A) =
∑
n∈N 2
−n · χA(xn)
=
∑
n∈N 2
−n · χB(xn) +
∑
n∈N 2
−n · χA\B(xn)
= f(B) +
∑
n∈N 2
−n · χA\B(xn)
≥ f(B),
sˇto je kontradikcija. Dakle, f je utapanje.
Jasno je da je minL = ∅ i maxL = X . Neka je sada 〈A,B〉 rez u L.
Ako jeA = {∅}, onda je maxA = ∅. Ako jeA 6= {∅}, onda iz (3.1) imamo⋃A ∈ P(X), a posˇto A ⊂ ⋃A ⊂ B, za sve A ∈ A i B ∈ B, maksimalnost
L povlacˇi ⋃A ∈ L. Dakle, ako je ⋃A ∈ A, onda je maxA = ⋃A. U
suprotnom je
⋃A ∈ B i minB = ⋃A. Dakle, 〈L,⊂〉 je kompletno.
Pretpostavimo sada da je A sledbenik od ∅ u L. Posˇto je P(X) 6= {X},
postoji B ∈ P(X) \ {X}, pa ako je f : X → A izomorfizam, onda je
f [B] ∈ P(X), f [B]  A i L ∪ {f [B]} je lanac u P(X) ∪ {∅}. Kontradikcija
sa maksimalnosˇc´u L.
3.2 POZITIVNE FAMILIJE
U ovoj sekciji za prebrojivu ultrahomogenu relacijsku strukturu X dajemo
dovoljne uslove da svako bulovsko linearno uredjenje koje se utapa u R sa
neizolovanim minimumom bude izomorfno nekom maksimalnom lancu u
〈P(X) ∪ {∅} ,⊂〉. Ispostavlja se da je jedan dovoljan uslov egzistencija poz-
itivne familije P ⊂ P(X).
Definicija 3.5 Familija P podskupova prebrojivog skupa A naziva se pozi-
tivna familija ako i samo ako ispunjava sledec´e uslove:
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(P1) ∅ /∈ P;
(P2) P 3 X ⊂ Y ⊂ A⇒ Y ∈ P;
(P3) X ∈ P ∧ F ∈ Fin⇒X \ F ∈ P;
(P4) ∃X ∈ P |A \X| = A.
Ukoliko jeP pozitivna familija na ω, zbog (P2) i (P3)P sadrzˇi Fre´chetov
filter, ali zbog (P4) Fre´chetov filter nije pozitivna familija. Posˇto je presek
Fre´chetovog filtera ∅, za svaku pozitivnu familiju P vazˇi ⋂P = ∅. Zbog
(P1) i (P3) P ⊂ [ω]ω i maksimalna pozitivna familija na ω je skup [ω]ω.
Primer 3.6 Identifikujmo ω i Q. Tada je jedna pozitivna familija na Q i
familija svih gustih podskupova od Q, koju oznacˇavamo sa Dense(Q). Svo-
jstva (P1) i (P2) ocˇigledno su ispunjena. Da bismo pokazali (P3), uzmimo
bilo koje dve tacˇke x, y ∈ X za neki X ∈ Dense(Q). Ako je F iz Fin(Q),
posˇto jeF konacˇan, postoji a = min(x, y)Q∩F . Pa posˇto jeX ∈ Dense(Q),
postoji t ∈ X da je x < t < a < y. Ovako izabrano t je i u X \ F ,
pa je X \ F ∈ Dense(Q). Za (P4) posmatrajmo skupove Q i Q + √2.
Njihova unija je prebrojivo gusto linearno uredjenje bez krajeva, pa postoji
izomorfizam f : Q → Q ∪ (Q +√2), i pri tome su f−1[Q] ∈ Dense(Q) i
f−1[Q+
√
2] ∈ Dense(Q) prebrojivi i disjunktni podskupovi Q.
Primer 3.7 Identifikujmo ponovo ω i Q. Prisetimo se pozitivne familije iz
prve glave
PQ =
{
Q \⋃m∈Z Fm : ∀m ∈ Z Fm ∈ [[m,m+ 1) ∩Q]<ω} .
Nije tesˇko videti da je PQ, pored toga sˇto je familija kopija Q, istovremeno
i pozitivna familija na Q. Ova familija c´e nam predstavljati sredstvo za kon-
strukciju pozitivnih familja u parcijalnim uredjenjima kopija raznih ultraho-
mogenih struktura.
Sledec´a teorema opisuje maksimalne lance u proizvoljnoj pozitivnoj fa-
miliji na ω.
Teorema 3.8 (Kurilic´, [15]) Neka je P ⊂ P (ω) pozitivna familija. Za svako
linearno uredjenje L sledec´i uslovi su ekvivalentni:
(a) L je izomorfno nekom maksimalnom lancu u 〈P ∪ {∅},⊂〉;
(b) L se utapa u R, bulovsko je i minL nema sledbenika;
(c) L je izomorfno kompaktnom nigde gustom K ⊂ R, da minK ∈ K ′.
Veza pozitivnih familija i lanaca izomorfnih kopija data je u sledec´oj,
najvazˇnijoj teoremi ovog odeljka.
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Teorema 3.9 ([19]) Neka je X prebrojiva relacijska struktura. Ako postoji
pozitivna familija P na X takva da je P ⊂ P(X), onda:
(a) za svako bulovsko linearno uredjenje L koje se utapa u R i u kome
minL nema sledbenika, postoji maksimalan lanac u 〈P(X) ∪ {∅} ,⊂〉
izomorfan L;
(b) za svako prebrojivo kompletno linearno uredjenje L u kome minL
nema sledbenika postoji maksimalan lanac u 〈P(X) ∪ {∅} ,⊂〉 izo-
morfan L.
Dokaz: (a) Na osnovu teoreme 3.8 postoji maksimalan lanac L u P ∪ {∅}
izomorfan L i koji zadovoljava
⋂
(L \ {∅}) = ∅. Pretpostavimo da skup
C ∈ P(X) ∪ {∅} svedocˇi da L nije maksimalan lanac u 〈P(X) ∪ {∅} ,⊂〉.
Posˇto je C 6= ∅ i ⋂P = ∅ (posˇto P sadrzˇi Fre´chetov filter), sledi da postoji
A ∈ L\{∅} takav da jeA ⊂ C, pa zbog (P2) iC ∈ P . Dakle, L∪{C} bi bio
lanac u P ∪ {∅} koji je ekstenzija L, sˇto je kontradikcija sa maksimalnosˇc´u
lanca L.
(b) Sledi iz (a) i leme 1.26.
Sledec´a lema je tehnicˇka, ali neophodna za konstrukcije maksimalnih
lanaca. Navodimo je u ovoj sekciji jer je povezana sa maksimalnim lancima
u P (ω), koji kao i maksimalni lanci u pozitivnim familijama moraju imati
guste skokove.
Lema 3.10 ([16]) Neka je C relacijska struktura, L najvisˇe prebrojivo kom-
pletno linearno uredjenje, A,B ∈ P(C), A ⊂ B, |B \A| = |L|−1 i neka je
josˇ [A,B]P(C) = [A,B]P (B). Tada postoji lanac L u [A,B]P(C) koji zadovo-
ljava A,B ∈ L ∼= L i za koji vazˇi⋃A,⋂B ∈ L i |⋂B\⋃A| ≤ 1 za svaki
rez 〈A,B〉 u L.
Dokaz: Ako je |B \ A| konacˇan, recimo B = A ∪ {a1, . . . an}, onda je
|L| = n+ 1 i L = {A,A ∪ {a1}, A ∪ {a1, a2}, . . . , B} je trazˇeni lanac.
Ako je |B \A| = ω, onda je L prebrojivo linearno uredjenje te se na os-
novu teoreme 1.13 utapa u R. Posˇto je L prebrojivo i kompletno, na osnovu
leme 1.26 L je bulovsko, pa na osnovu teoreme 1.32 postoji maksimalan
lanac L1 u P (B \ A) izomorfan sa L. Neka je L = {A ∪ C : C ∈ L1}.
Posˇto ∅, B \ A ∈ L1, imamo A,B ∈ L i da je f : L1 → L, dato sa
f(C) = A ∪ C, svedok da je 〈L1, 〉 ∼= 〈L, 〉 pa je L izomorfno L. Za
svaki rez 〈A,B〉 u L1 imamo
⋃A ⊂ ⋂B pa na osnovu maksimalnosti L1,⋃A,⋂B ∈ L1 imamo i |⋂B \⋃A| ≤ 1. Jasno je da je ovo tacˇno za svaki
rez u L.
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3.3 KONSTRUKCIJA MAKSIMALNIH LANACA
Prema teoremi 3.4, za ultrahomogenu strukturu X svaki maksimalan lanac
u P(X) ∪ {∅} je kompletan, utapa se u R i minL nema sledbenika. U ovoj
sekciji dajemo dovoljne uslove da za svako linearno uredjenje sa navedenim
osobinama postoji maksimalan lanac u P(X) ∪ {∅}
Teorema 3.11 ([17]) Neka je X prebrojiva relacijska struktura.
(A) Ako postoji particija {Jn : n ∈ ω} skupa racionalnih brojeva Q i
struktura sa domenom Q u istom jeziku kao X takva da je:
(i) J0 gust u 〈Q, <〉,
(ii) Jn, n ∈ N, jesu koinicijalni podskupovi od 〈Q, <〉,
(iii) za svako x ∈ R ∪ {∞} i svako A:
J0 ∩ (−∞, x) ⊂ A ⊂ Q ∩ (−∞, x)⇒A ∼= X,
(iv) za svako q ∈ J0 i svaki C:
J0 ∩ (−∞, q] ⊂ C ⊂ Q ∩ (−∞, q]⇒ C 6∼= X,
tada za svako neprebrojivo kompletno linearno uredjenje L koje se
utapa u R, u kome minL nema sledbenika i takvo da su svi pocˇetni
segmenti od L \ {minL} neprebrojivi, postoji maksimalan lanac u
〈P(X) ∪ {∅} ,⊂〉 izomorfan L.
(B) Ako vazˇi i dodatni uslov da:
(v) za svako prebrojivo kompletno linearno uredjenje L u kome mi-
nimum nema sledbenika postoji maksimalan lanac u parcijalnom
uredjenju 〈P(X) ∪ {∅} ,⊂〉 izomorfan L,
tada za svako kompletno linearno uredjenje L u kome minL nema
sledbenika i koje se utapa uR postoji maksimalan lanac u parcijalnom
uredjenju 〈P(X) ∪ {∅} ,⊂〉 izomorfan L.
Dokaz: U dokazu teoreme c´emo koristiti prezentaciju svih kompletnih lin-
earnih uredjenja koja se utapaju u R i u kojima minimum nema sledbenika,
koju smo pokazali u teoremi 1.27. Dakle, vazˇi L ∼= ∑x∈[−∞,∞] Lx, i:
(L1) Lx su najvisˇe prebrojiva kompletna linearna uredjenja;
(L2) skup M = {x ∈ [−∞,∞] : |Lx| > 1} je najvisˇe prebrojiv;
(L3) |L−∞| = 1 ili minL−∞ nema sledbenika u L−∞.
Sada dokazujemo teoremu, prvo deo (A).
(A) Svi su pocˇetni segmenti od L \ {minL} neprebrojivi. Tada je na osnovu
teoreme 1.27, |L−∞| = 1, tj. −∞ /∈M , i imamo dva podslucˇaja:
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Slucˇaj I:∞ ∈M . Iz (L2) sledi da postoji “1-1” preslikavanje ϕ : M → N.
Iz (L1), za y ∈ M imamo |Ly| ≤ ω, a iz (ii) sledi |Jϕ(y) ∩ (−∞, y)| = ω
pa mozˇemo izabrati Iy ∈ [Jϕ(y) ∩ (−∞, y)]|Ly |−1. Definisˇimo sada skupove
Ax, x ∈ [−∞,∞] i A+x , x ∈M , na sledec´i nacˇin:
Ax =
{ ∅, za x = −∞,(
J0 ∩ (−∞, x)
) ∪⋃ y∈M∩(−∞,x)Iy, za x ∈ (−∞,∞];
A+x = Ax ∪ Ix, za x ∈M.
Posˇto je J0 ⊂ A+∞ = J0 ∪
⋃
y∈M Iy ⊂ Q, iz (iii) sledi A∞ ∈ P(X) pa je
dovoljno da konstruisˇemo maksimalan lanac L u 〈P(A+∞) ∪ {∅},⊂〉, takav
da je L ∼= L.
Stav 3.12 Skupovi Ax, x ∈ [−∞,∞] i A+x , x ∈ M su podskupovi skupa
A+∞. Dalje, za sve x, x1, x2 ∈ [−∞,∞] vazˇi
(a) Ax ⊂ (−∞, x);
(b) A+x ⊂ (−∞, x), ako je x ∈M ;
(c) x1 < x2 ⇒ Ax1  Ax2 ;
(d) M 3 x1 < x2 ⇒ A+x1  Ax2 ;
(e) |A+x \Ax| = |Lx| − 1, ako je x ∈M ;
(f) Ax ∈ P(A+∞), za sve x ∈ (−∞,∞].
(g) A+x ∈ P(A+∞) i [Ax, A+x ]P(A+∞) = [Ax, A+x ]P (A+x ), za sve x ∈M .
Dokaz: Tvrdjenja (c) i (d) su tacˇna jer je J0 gust podskup u Q; (a), (b) i (e)
slede iz definicijaAx iA+x kao i izbora skupova Iy. Za x ∈ (−∞,∞] imamo
J0 ∩ (−∞, x) ⊂ Ax ⊂ Q ∩ (−∞, x) pa iz (iii), Ax ∼= X ∼= A+∞ te je i (f)
tacˇno. Ako je x ∈ M , onda je J0 ∩ (−∞, x) ⊂ Ax ⊂ A+x ⊂ Q ∩ (−∞, x)
pa iz (iii), Ax ⊂ A ⊂ A+x sˇto povlacˇi A ∼= X ∼= A+∞ te je i (g) tacˇno.
Sada, za x ∈ [−∞,∞] definisˇemo lance Lx u 〈P(A+∞) ∪ {∅},⊂〉 na
sledec´i nacˇin.
Za x 6∈M definisˇemo Lx = {Ax}. Primetimo da je L−∞ = {∅}.
Za x ∈ M , iz stava 3.12(g) i leme 3.10 sledi da postoje lanci skupova
Lx ⊂ [Ax, A+x ]P (A+x ) takvi da je 〈Lx, 〉 ∼= 〈Lx, <x〉 i da ispunjavaju uslove
Ax, A
+
x ∈ Lx ⊂ [Ax, A+x ]P(A+∞), (3.2)⋃A,⋂B ∈ Lx i |⋂B \⋃A| ≤ 1, za svaki rez 〈A,B〉 u Lx. (3.3)
Da bismo skratili notaciju, zaA,B ⊂ P(A+∞) pisˇemoA ≺ B ako i samo ako
je A  B, za sve A ∈ A i B ∈ B.
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Stav 3.13 Neka je L = ⋃x∈[−∞,∞] Lx. Tada vazˇi:
(a) Ako je −∞ ≤ x1 < x2 ≤ ∞, onda Lx1 ≺ Lx2 i⋃Lx1 ⊂ Ax2 ⊂ ⋃Lx2 .
(b) L je lanac u 〈P(A+∞) ∪ {∅},⊂〉 izomorfan sa L =
∑
x∈[−∞,∞] Lx.
(c) L je maksimalan lanac u 〈P(A+∞) ∪ {∅},⊂〉.
Dokaz: (a) Neka je A ∈ Lx1 i B ∈ Lx2 . Ako je x1 ∈ (−∞,∞] \ M ,
onda na osnovu (3.2) i stava 3.12(c) imamo A = Ax1  Ax2 ⊂ B. Ako je
x1 ∈M , onda na osnovu (3.2) i stava 3.12(d), A ⊂ A+x1  Ax2 ⊂ B. Posˇto
je Ax2 ∈ Lx2 , imamo i kompletan dokaz tvrdjenja (a).
(b) Iz dela pod (a) je 〈[−∞,∞], <〉 ∼= 〈{Lx : x ∈ [−∞,∞]},≺〉. Posˇto
je Lx ∼= Lx, za x ∈ [−∞,∞], imamo da je
〈L, 〉 ∼= ∑x∈[−∞,∞]〈Lx, 〉 ∼= ∑x∈[−∞,∞] Lx = L.
(c) Pretpostavimo da postoji skup C ∈ P(A+∞) ∪ {∅} koji svedocˇi da
L nije maksimalan lanac. Skup C odredjuje jedan rez u L na sledec´i nacˇin
L = A∪˙B,A ≺ B, gde jeA = {A ∈ L : A  C} iB = {B ∈ L : C  B}.
Da bismo videli da je 〈A,B〉 zaista rez, primetimo da je ∅ ∈ L−∞, a posˇto
je∞ ∈ M , na osnovu (3.2) zakljucˇujemo A+∞ ∈ L∞. Dakle, ∅, A+∞ ∈ L,
sˇto povlacˇi A,B 6= ∅ pa je 〈A,B〉 rez u 〈L, 〉. Iz (3.2) znamo i da je
{Ax : x ∈ (−∞,∞]} ⊂ L \ {∅}, pa na osnovu stava 3.12(a), vazˇi⋂
(L \ {∅}) ⊂ ⋂x∈(−∞,∞]Ax ⊂ ⋂x∈(−∞,∞](−∞, x) = ∅,
sˇto povlacˇi A 6= {∅}. Sada je jasno da je,⋃A ⊂ C ⊂ ⋂B. (3.4)
Slucˇaj 1: Postoji neki x0 ∈ (−∞,∞] takav da jeA∩Lx0 6= ∅ i B∩Lx0 6= ∅.
Tada je |Lx0 | > 1, pa je x0 ∈ M i 〈A ∩ Lx0 ,B ∩ Lx0〉 je rez u Lx0 koji
zadovoljava (3.3). Na osnovu (a) je
A = ⋃x<x0 Lx ∪ (A ∩ Lx0)
i odatle
⋃A = ⋃(A ∩ Lx0) ∈ L. Slicˇno, ⋂B = ⋂(B ∩ Lx0) ∈ L, pa
posˇto je |⋂B \ ⋃A| ≤ 1, iz (3.4) sledi da i skup C mora biti u L, sˇto je
kontradikcija sa izborom C.
Slucˇaj 2: ¬ Slucˇaj 1. Tada za svako x ∈ (−∞,∞] imamo ili Lx ⊂ A ili
Lx ⊂ B. Posˇto je ispunjeno L = A
.∪ B, A 6= {∅} i A,B 6= ∅, skupovi
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A′ = {x ∈ (−∞,∞] : Lx ⊂ A} i B′ = {x ∈ (−∞,∞] : Lx ⊂ B} su
neprazni i (−∞,∞] = A′ .∪ B′. Posˇto A ≺ B, za x1 ∈ A′ i x2 ∈ B′ imamo
Lx1 ≺ Lx2 pa iz (a), x1 < x2. Dakle 〈A′,B′〉 je jedan rez u (−∞,∞] pa
postoji x0 ∈ (−∞,∞] takvo da je x0 = maxA′ ili x0 = minB′.
Podslucˇaj 2.1: x0 = maxA′. Tada vazˇi da je x0 < ∞, jer je B 6= ∅ i
A = ⋃x≤x0 Lx, pa iz dela tvrdjenja pod (a) imamo⋃A = ⋃x≤x0 ⋃Lx = ⋃x<x0 ⋃Lx ∪⋃Lx0 = ⋃Lx0 ,
sˇto zajedno sa (3.2) daje
⋃A = { Ax0 ako x0 6∈M,
A+x0 ako x0 ∈M.
(3.5)
Posˇto B = ⋃x∈(x0,∞] Lx, imamo ⋂B = ⋂x∈(x0,∞]⋂Lx. Iz (3.2) sledi da
je
⋂Lx = Ax, pa imamo⋂B = (⋂ x∈(x0,∞](−∞, x) ∩ J0) ∪ (⋂ x∈(x0,∞]⋃ y∈M∩(−∞,x)Iy)
=
(
(−∞, x0] ∩ J0
) ∪⋃ y∈M∩(−∞,x0]Iy
= Ax0 ∪
({x0} ∩ J0) ∪⋃ y∈M∩{x0}Iy,
dakle vazˇi
⋂B =

Ax0 ako x0 /∈ J0 ∧ x0 /∈M,
Ax0 ∪ {x0} ako x0 ∈ J0 ∧ x0 /∈M,
A+x0 ako x0 /∈ J0 ∧ x0 ∈M,
A+x0 ∪ {x0} ako x0 ∈ J0 ∧ x0 ∈M.
(3.6)
Ako je x0 6∈ J0, onda iz (3.4), (3.5) i (3.6), imamo
⋃A = ⋂B = C ∈ L
sˇto je nemoguc´e zbog izbora skupa C.
Ako je x0 ∈ J0 i x0 6∈ M , onda je
⋃A = Ax0 i ⋂B = Ax0 ∪ {x0}.
Dakle, iz (3.4) i posˇto C 6∈ L, imamo da je C = ⋂B = Ax0 ∪ {x0}. Odatle
je J0 ∩ (−∞, x0] ⊂ C i na osnovu stava 3.12(a), sledi C ⊂ (−∞, x0].
Medjutim, iz (iv) imamo C 6∼= X(∼= A+∞) sˇto je nemoguc´e.
Ako je x0 ∈ J i x0 ∈ M , onda je
⋃A = A+x0 i ⋂B = A+x0 ∪ {x0}.
Opet, iz (3.4) i posˇto C 6∈ L, imamo da je C = ⋂B = A+x0 ∪ {x0}. Dakle,
J0 ∩ (−∞, x0] ⊂ C i na osnovu stava 3.12(b), C ⊂ (−∞, x0]. Opet, iz (iv)
imamo C 6∼= X(∼= A+∞) sˇto je nemoguc´e.
Podslucˇaj 2.2: x0 = minB′. Tada na osnovu (3.2), Ax0 ∈ Lx0 ⊂ B, sˇto
zajedno sa delom tvrdjenja pod (a) daje
⋂B = Ax0 . Posˇto je Ax ∈ Lx za
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x ∈ (−∞,∞], i A = ⋃x<x0 Lx, imamo⋃A = ⋃x<x0 ⋃Lx ⊃ ⋃x<x0 Ax
=
⋃
x<x0
(
(−∞, x) ∩ J0
) ∪⋃x<x0 ⋃y∈M∩(−∞,x) Iy
=
(
(−∞, x0) ∩ J0
) ∪⋃y∈M∩(−∞,x0) Iy
= Ax0 ,
pa je
Ax0 ⊂
⋃A ⊂ ⋂B = Ax0 ,
odakle sledi C = Ax0 ∈ L, sˇto je nemoguc´e zbog izbora skupa C.
Slucˇaj II:∞ 6∈M . Tada je L∞ = {maxL} i suma L+ 1 pripada slucˇaju I
(∞ ∈ M ). Dakle, postoji maksimalan lanac L u 〈P(X) ∪ {∅},⊂〉 i izomor-
fizam f : 〈L + 1, <〉 → 〈L,⊂〉. U tom slucˇaju je A = f(maxL) ∈ P(X) i
L′ = f [L] ∼= L. Iz maksimalnosti lanca L, sledi da je L′ maksimalan lanac
u 〈P(A) ∪ {∅},⊂〉 ∼= 〈P(X) ∪ {∅},⊂〉.
(B) Posˇto vazˇi (v), pretpostavic´emo da je L neprebrojivo linearno ured-
jenje. Ako su svi pocˇetni segmenti od L \ {minL} neprebrojivi, tvrdjenje
je dokazano u (A). U suprotnom, na osnovu prezentacije iz teoreme 1.27,
imamo da je
L =
∑
x∈[−∞,∞] Lx,
pri cˇemu (L1) i (L2) i dalje vazˇe, a umesto (L3) je ispunjen uslov
(L3′) L−∞ je prebrojivo kompletno linearno uredjenje u kome minL−∞
nema sledbenika.
Jasno je L = L−∞ + L+, gde je
L+ =
∑
x∈(−∞,∞] Lx =
∑
y∈(0,∞] Lln y
(ovde podrazumevamo ln∞ = ∞). Neka su L′y, y ∈ [−∞,∞], disjunktna
linearna uredjenja takva da L′y ∼= 1, za y ∈ [−∞, 0], i L′y ∼= Lln y, za
y ∈ (0,∞]. Tada je ∑
y∈[−∞,∞] L′y ∼= [−∞, 0] + L+,
i na osnovu (A) imamo maksimalan lanac L u P(X) ∪ {∅} i izomorfizam
f : 〈[−∞, 0] + L+, <〉 → 〈L,⊂〉. Jasno, za A0 = f(0) i L+ = f [L+]
imamo A0 ∈ L i L+ ∼= L+.
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Na osnovu pretpostavke teoreme i uslova (L3′), P(A0)∪{∅} sadrzˇi mak-
simalan lanac L−∞ ∼= L−∞. U tom slucˇaju imamo da je A0 ∈ L−∞ i
L−∞ ∪ L+ ∼= L−∞ + L+ = L.
Pretpostavimo da skup B iz P(X) ∪ {∅} svedocˇi da L−∞ ∪ L+ nije mak-
simalan lanac u P(X) ∪ {∅}. Tada je ili A0  B, sˇto je nemoguc´e jer je L
maksimalan u P(X) ∪ {∅}, ili B  A0, sˇto je nemoguc´e jer L−∞ je maksi-
malan u P(A0) ∪ {∅}.

GLAVA CˇETVRTA
Ultrahomogeni grafovi
Klasifikaciju prebrojivih ultrahomogenih grafova dali su Lachlan i Woodrow
u [21].
Teorema 4.1 (Lachlan i Woodrow) Prebrojiv graf G je ultrahomogen ako i
samo ako je izomorfan jednom od sledec´ih:
1. GRado, Rado grafu;
2. Hn, ultrahomogenom Kn-slobodnom grafu za n ≥ 3;
3. Gµν , uniji µ disjunktnih kopija Kν , za µν = ω;
4. komplementu nekog od grafova pod 1, 2 i 3.
U ovoj glavi ispitujemo uredjajne tipove maksimalnih lanaca izomorfnih
kopija ultrahomogenih grafova. Prvo primetimo da ako je ρ binarna relacija,
a X = 〈X, ρ〉 relacijska struktura, onda je Emb(X, ρ) = Emb(X, ρc)
(definisˇemo komplement relacije ρ sa ρc = (X × X) \ ρ). Odatle imamo
da je P(X, ρ) = P(X, ρc) pa je dovoljno okarakterisati maksimalne lance
izomorfnih kopija za klase grafova pod 1, 2. i 3. Glavni rezultat ove glave je
sledec´a teorema.
Teorema 4.2 Neka je G prebrojiv ultrahomogeni graf. Tada vazˇi:
(I) Ako je G = GRado ili G = Hn za neko n ≥ 3, onda su za svako
linearno uredjenje L sledec´i uslovi ekvivalentni.
(a) L je izomorfno maksimalnom lancu u 〈P(G) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika;
(c) L je izomorfno kompaktnom skupuK ⊂ R u kome minK ∈ K ′.
(II) Ako je G = Gµν , za µν = ω, onda su za svako linearno uredjenje
sledec´i uslovi ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(G) ∪ {∅} ,⊂〉;
(b) L se utapa u R, bulovsko je i minL nema sledbenika;
(c) L je izomorfno kompaktnom nigde gustom skupu K ⊂ R u kome
je minK ∈ K ′.
Primetimo da su ekvivalencije (b)⇔(c) za (I) i (II) date u teoremi 1.33 i
u teoremi 3.8. Dakle, dovoljno je pokazati samo ekvivalenciju (a)⇔(b).
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4.1 RADO GRAF
U ovoj sekciji dokazujemo teoremu 4.2 za Rado graf, GRado. Znacˇaj tog
rezultata je u tome sˇto daje novi uvid u strukturu Rado grafa. Pri resˇavanju
ovog problema potrebno je pronac´i zgodnu prezentaciju Rado grafa iz koje
bismo procˇitali sve osobine koje nas zanimaju. Medjutim, problem pronala-
zˇenja prezentacija ultrahomogenih relacijskih struktura koje su pogodne za
rad nije jednostavan. Istorijski prvu prezentaciju dao je Richard Rado: na
skupu prirodnih brojeva definisˇemo relaciju mρn ako i samo ako je m-ta
cifra u binarnom zapisu broja n jedinica ili je n-ta cifra u binarnom zapisu
broja m jedinica. Mozˇe se pokazati da je ovako zadata relacijska struk-
tura na skupu prirodnih brojeva Rado graf (sˇto mi ovde ne cˇinimo jer ovu
prezentaciju nec´emo koristiti).
U nastavku dajemo novu konstrukciju Rado grafa pogodnu za konstruk-
ciju maksimalnih lanaca njegovih kopija. Generalno, u strukturama kao
sˇto je Rado graf, strukturama u kojima “sve mozˇe da se desi”, relativno je
lako konstruisati zˇeljene objekte. Problem u radu sa ovim strukturama nas-
taje kada zˇelimo nesˇto zabranimo. U nasˇem slucˇaju, zˇelimo da zabranimo
skokove izmedju kopija u posetu 〈P(GRado) ∪ {∅} ,⊂〉. Da bismo dobili
prezentaciju u kojoj je to moguc´e, dajemo konstrukciju Rado grafa u kojoj
c´e domen relacijske strukture biti Q, a relacija ρ c´e biti tako definisana da
za svaki realan broj x, vazˇi (−∞, x) ∩ Q ∼= GRado, dok ni jedan zatvoreni
interval (−∞, q] ∩Q, q ∈ Q nec´e biti izomorfan sa GRado. Sada pocˇinjemo
dokaz glavne teoreme za Rado graf.
Definicija 4.3 (Poset aproksimacija Rado grafa) Neka je PRado skup grafo-
va p = 〈Gp, ρp〉 takvih da je Gp ∈ [Q]<ω i da za sve a, b ∈ Q vazˇi
(R1) {a, b} ∈ ρp ∧ {a+ 1, b} ∈ ρp ⇒ b > a+ 1,
a neka je relacija ≤ na PRado data sa
p ≤ q ⇔ Gp ⊃ Gq ∧ ρp ∩ [Gq]2 = ρq. (4.1)
Teorema 4.4 ([18]) Za svako linearno uredjenje L sledec´i uslovi su ekviva-
lentni:
(a) L je izomorfno maksimalnom lancu u 〈P(GRado) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika.
Dokaz: (a)⇒(b) sledi iz teoreme 3.4.
(b)⇒(a). Koristimo teoremu 3.11. Neka je {Jn : n ∈ ω} particija skupa
Q iz leme 1.15. Uslovi (i) i (ii) teoreme 3.11 su zadovoljeni. Dalje radimo
sa parcijalnim uredjenjem iz definicije 4.3.
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Stav 4.5 〈PRado,≤〉 je parcijalno uredjenje.
Dokaz: Jasno je da je relacija ≤ refleksivna i antisimetricˇna. Ako je ispu-
njeno p ≤ q ≤ r, onda je Gr ⊂ Gq ⊂ Gp i
ρr = ρq ∩ [Gr]2 = ρp ∩ [Gq]2 ∩ [Gr]2 = ρp ∩ [Gr]2,
pa je p ≤ r. Dakle, ≤ je tranzitivna relacija.
Stav 4.6 Za svaki q ∈ Q skup Dq = {p ∈ PRado : q ∈ Gp} gust je u
parcijalnom uredjenju 〈PRado,≤〉.
Dokaz: Ako je p = 〈Gp, ρp〉 ∈ PRado \ Dq, onda je q /∈ Gp, pa posˇto je za
sve x ∈ Gp ispunjeno {q, x} 6∈ ρp, imamo da je p1 = 〈Gp ∪ {q}, ρp〉 graf i
da zadovoljava (R1). Dakle, p1 ∈ Dq i p1 ≤ p.
Za H,K ∈ [Q]<ω oznacˇimo mH,K = max(H ∪K).
Stav 4.7 Za proizvoljne disjunktne H,K ∈ [Q]<ω i svaki m ∈ N, skup
DH,K,m =
{
p ∈ PRado : ∃q ∈ J0 ∩ (mH,K ,mH,K + 1m)
∀h ∈ H ({q, h} ∈ ρp) ∧ ∀k ∈ K ({q, k} 6∈ ρp )
)}
gust je u PRado.
Dokaz: Neka je p ∈ PRado. Izaberemo
q ∈ J0 ∩ (mH,K ,mH,K + 1m) \
⋃
a∈Gp{a, a− 1, a+ 1},
i definisˇemo (primetimo da q > mH,K pa q /∈ H ∪K)
p1 = 〈Gp ∪ {q}, ρp ∪ {{q, h} : h ∈ H}〉. (4.2)
Prvo, jasno je da je Gp1 ∈ [Q]<ω i da je p1 graf. Treba josˇ pokazati da je u
PRado. Da bismo pokazali (R1) pretpostavimo da je za neke a, b ∈ Q
{a, b} ∈ ρp1 ∧ {a+ 1, b} ∈ ρp1 ∧ b ≤ a+ 1. (4.3)
Tada, posˇto je p ∈ PRado, bar jedan od ova dva para ne pripada ρp pa imamo
q ∈ {a, a+ 1, b}. Dakle, moguc´a su tri slucˇaja.
q = a. Tada iz (4.3) imamo b 6= q, a iz (4.2), {q+1, b} ∈ ρp odakle sledi
q + 1 ∈ Gp, sˇto je nemoguc´e zbog izbora q (q je izabran da bude razlicˇit od
svih x− 1 za x ∈ Gp).
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q = a + 1. Tada iz (4.3) imamo b 6= q, a iz a 6= q, zbog (4.2) vazˇi
{a, b} ∈ ρp sˇto povlacˇi a ∈ Gp, medjutim to je nemoguc´e zbog izbora q.
q = b. Tada iz (4.3) i (4.2) imamo {a, q}, {a + 1, q} ∈ ρp1 \ ρp sˇto
povlacˇi a, a+ 1 ∈ H . Posˇto q > mH,K imamo q > a+ 1, tj. b > a+ 1 sˇto
je kontradikcija sa (4.3).
Dakle, p1 ∈ PRado, a posˇto je H ∪ K ⊂ Gp ⊂ Gp1 , i iz (4.2) imamo
{q, h} ∈ ρp1 , za sve h ∈ H , i {q, k} 6∈ ρp1 , za sve k ∈ K, sledi da je
p1 ∈ DH,K,m i p1 ≤ p.
Prema lemi 2.19 postoji filter G u posetu 〈PRado,≤〉 koji secˇe skupove
Dq, q ∈ Q, i skupove DH,K,m, za disjunktne H,K ∈ [Q]<ω i m ∈ N.
Stav 4.8 Za filter G vazˇi:
(a)
⋃
p∈G Gp = Q;
(b) Ako je ρ =
⋃
p∈G ρp, onda je 〈Q, ρ〉 graf;
(c) ρ ∩ [Gp]2 = ρp, za sve p ∈ G;
(d) Ako je A ⊂ Q, ρA = ρ ∩ [A]2, p ∈ G, i H ⊂ A ∩Gp, tada je
ρA ∩ [H]2 = ρp ∩ [H]2.
Dokaz: (a) Za q ∈ Q neka je p0 ∈ G ∩ Dq. Tada je q ∈ Gp0 ⊂
⋃
p∈G Gp pa
je Q =
⋃
p∈G Gp.
(b) Posˇto su elementi ρ samo elementi skupa [Q]2, par 〈Q, ρ〉 je graf.
(c) Inkluzija “⊃” je ocˇigledna. Ako je {a, b} ∈ ρ ∩ [Gp]2, onda postoji
element p1 ∈ G takav da je {a, b} ∈ ρp1 , a posˇto je G filter, postoji element
p2 ∈ G takav da je p2 ≤ p, p1. Na osnovu definicije≤ imamo ρp1 ⊂ ρp2 , sˇto
povlacˇi {a, b} ∈ ρp2 i {a, b} ∈ ρp2 ∩ [Gp]2 = ρp.
(d) Iz (c) sledi da je
ρA ∩ [H]2 = ρ ∩ [A]2 ∩ [H]2 = ρ ∩ [H]2
= ρ ∩ [Gp]2 ∩ [H]2 = ρp ∩ [H]2.
Sada pokazujemo da su uslovi (iii) i (iv) teoreme 3.11 zadovoljeni.
(iii) Neka je x ∈ R ∪ {∞} i
J0 ∩ (−∞, x) ⊂ A ⊂ Q ∩ (−∞, x).
Dalje pokazujemo da je 〈A, ρA〉 ∼= GRado. Neka su dati disjunktni skupovi
H,K ∈ [A]<ω. Posˇto jemH,K ∈ H∪K ⊂ A imamomH,K < x, pa postoji
m ∈ N koji zadovoljava mH,K + 1m < x. Na osnovu stava 4.7 postoji
p ∈ G ∩ DH,K,m, a na osnovu istog stava postoji
q ∈ J0 ∩ (mH,K ,mH,K + 1m) ⊂ J0 ∩ (−∞, x) ⊂ A
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takav da je {q, h} ∈ ρp ⊂ ρ, sˇto povlacˇi da je {q, h} ∈ ρA za sve h ∈ H , a
{q, k} 6∈ ρp i da {q, k} 6∈ ρA za sve k ∈ K. Dakle, q ∈ AH∪KH . Iz leme 2.25
sledi 〈A, ρA〉 ∼= GRado pa je uslov (iii) teoreme 3.11 ispunjen
(iv) Neka je q ∈ J0 i neka je C takav da
J0 ∩ (−∞, q] ⊂ C ⊂ Q ∩ (−∞, q].
Sada pokazujemo da 〈C, ρC〉 6∼= GRado. Posˇto je q ∈ J0, iz izbora J0 (lema
1.15) sledi q − 1 ∈ J0 i H = {q − 1, q} ⊂ C. Pretpostavimo da je b ∈ CHH .
Tada {q − 1, b}, {q, b} ∈ ρC i, posˇto je G filter, {q − 1, b}, {q, b} ∈ ρp, za
neko p ∈ G. Iz (R1) imamo b > q, sˇto je nemoguc´e jer je q = maxC. Dakle,
CHH = ∅ i iz leme 2.25 sledi 〈C, ρC〉 6∼= GRado pa je i uslov (iv) teoreme 3.11
ispunjen.
Stav 4.9 Familija skupova
P =
{
Q \⋃n∈Z Fn : ∀n ∈ Z Fn ∈ [[n, n+ 1) ∩Q]<ω}
je pozitivna familija na Q takva da je P ⊂ P(Q, ρ).
Dokaz: Svojstva (P1)-(P4) su ispunjena. Za A = Q \ ⋃n∈Z Fn ∈ P , iz-
aberimo proizvoljne disjunktne H,K ∈ [A]<ω. Tada postoji n0 ∈ Z da
mH,K ∈ [n0, n0 + 1) ∩Q. Posˇto |Fn0 | < ω i mH,K ∈ A ⊂ Q \ Fn0 postoji
m ∈ N tako da je (mH ,mH + 1m) ∩ Q ⊂ A. Na osnovu stava 4.7 postoji
p ∈ G ∩ DH,K,m, i postoji q ∈ J0 ∩ (mH,K ,mH,K + 1m) ⊂ A tako da je:
- za sve h ∈ H ispunjeno {q, h} ∈ ρp sˇto daje {q, h} ⊂ A ∩ Gp, a sa
stavom 4.8(d) povlacˇi {q, h} ∈ ρA;
- za sve k ∈ K ispunjeno {q, k} 6∈ ρp, odakle iz stava 4.8(c) sledi
{q, k} 6∈ ρ pa {q, k} 6∈ ρA.
Dakle q ∈ AH∪KH . Sada po lemi 2.25 imamo
〈A, ρA〉 ∼= GRado ∼= 〈Q, ρ〉,
pa A ∈ P(Q, ρ). Dakle, P ⊂ P(Q, ρ).
Implikacija (b)⇒ (a) teoreme 4.4 za prebrojivo L sledi iz stava 4.9 i teo-
reme 3.9(b). Dakle, uslov (v) teoreme 3.11 je zadovoljen pa iz (B) teoreme
3.11, sledi implikacija (b)⇒ (a) teoreme 4.4 za neprebrojivo L.
48 GLAVA IV
4.2 HENSONOVI GRAFOVI
U ovom odeljku za proizvoljno n ≥ 3 dokazujemo teoremu 4.2 za ultraho-
mogeni Kn-slobodni graf Hn. Potrebno je modifikovati poset aproksimacija
Rado grafa da bismo dobili prezentaciju Hensonovih grafova pogodnu za
primenu teoreme 3.11.
Definicija 4.10 (Poset aproksimacija Hensonovih grafova) Neka je n ≥ 3.
Oznacˇimo sa PHn skup svih Kn-slobodnih grafova p = 〈Gp, ρp〉 takvih da
je Gp ∈ [Q]<ω i da za sve a, b ∈ Q vazˇi
(H1) {a, b} ∈ ρp ∧ {a+ 1, b} ∈ ρp ⇒ b > a+ 1,
(H2) {a, a− 1} /∈ ρp,
a neka je relacija ≤ na PHn data sa
p ≤ q ⇔ Gp ⊃ Gq ∧ ρp ∩ [Gq]2 = ρq. (4.4)
Teorema 4.11 ([17]) Za svako n ≥ 3 i svako linearno uredjenje L sledec´i
uslovi su ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(Hn) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika.
Dokaz: (a)⇒(b) sledi iz teoreme 3.4.
(b)⇒(a). Koristimo teoremu 3.11. Neka je {Jn : n ∈ ω} particija skupa
Q iz leme 1.15. Uslovi (i) i (ii) teoreme 3.11 su zadovoljeni. Dalje radimo
sa parcijalnim uredjenjem iz definicije 4.10.
Stav 4.12 〈PHn ,≤〉 je parcijalno uredjenje.
Dokaz: Jasno je da je relacija ≤ refleksivna i antisimetricˇna. Ako je ispu-
njeno p ≤ q ≤ r, onda Gr ⊂ Gq ⊂ Gp i
ρr = ρq ∩ [Gr]2 = ρp ∩ [Gq]2 ∩ [Gr]2 = ρp ∩ [Gr]2,
pa je p ≤ r te je ≤ tranzitivna relacija.
Stav 4.13 Skupovi Dq = {p ∈ PHn : q ∈ Gp}, q ∈ Q, gusti su u 〈PHn ,≤〉.
Dokaz: Ako je p = 〈Gp, ρp〉 ∈ PHn \Dq, onda q /∈ Gp, a posˇto {q, x} 6∈ ρp,
za sve x ∈ Gp, imamo da je p1 = 〈Gp ∪ {q}, ρp〉 jedan Kn-slobodan graf i
da zadovoljava (H1) i (H2). Dakle, p1 ∈ Dq i p1 ≤ p.
Za F ∈ [Q]<ω oznacˇimo mF = maxF .
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Stav 4.14 Za proizvoljne skupove K ⊂ H ∈ [Q]<ω i svaki m ∈ N, skup
DHK,m =
{
p ∈ PHn : H ⊂ Gp
∧
(
〈H,K〉 ∈ Cn(p)⇒ ∃q ∈ J0 ∩ (mH ,mH + 1m)
∀k ∈ K ({q, k} ∈ ρp) ∧ ∀h ∈ H \K ({q, h} 6∈ ρp )
)}
gust je u PHn .
Dokaz: Neka je p0 ∈ PHn . Na osnovu stava 4.13 postoji p ∈ PHn takav da
je p ≤ p0 i H ⊂ Gp.
Ako 〈H,K〉 /∈ Cn(p) onda p ∈ DHK,m i dokaz je gotov.
Ako 〈H,K〉 ∈ Cn(p), izaberemo
q ∈ J0 ∩ (mH ,mH + 1m) \
⋃
a∈Gp{a, a− 1, a+ 1},
pa definisˇemo
p1 = 〈Gp ∪ {q}, ρp ∪ {{q, k} : k ∈ K}〉 (4.5)
i prvo pokazujemo da je p1 ∈ PHn . Jasno Gp1 ∈ [Q]<ω pa proveravamo da
li je p1 jedan Kn-slobodan graf. Pretpostavimo da postoji F ∈ [Gp1 ]n takav
da je [F ]2 ⊂ ρp1 . Posˇto je p jedan Kn-slobodan graf imamo q ∈ F i postoje
razlicˇiti f1, . . . , fn−1 ∈ Gp ∩ F takvi da je {q, fi} ∈ ρp1 , za i ≤ n − 1,
sˇto uz (4.5) povlacˇi {f1, . . . , fn−1} ⊂ K. Posˇto je [F ]2 ⊂ ρp1 , imamo
[{f1, . . . , fn−1}]2 ⊂ ρp. Medjutim, 〈H,K〉 ∈ Cn(p) povlacˇi da je K jedan
Kn−1-slobodan graf. Kontradikcija.
(H1) Pretpostavimo da je za neke a, b ∈ Q
{a, b} ∈ ρp1 ∧ {a+ 1, b} ∈ ρp1 ∧ b ≤ a+ 1. (4.6)
Tada, posˇto p ∈ PHn , bar jedan od ova dva para ne pripada ρp pa imamo
q ∈ {a, a+ 1, b}. Dakle, moguc´a su tri slucˇaja.
q = a. Tada iz (4.6) imamo b 6= q, a iz (4.5), {q + 1, b} ∈ ρp odakle
sledi q + 1 ∈ Gp, sˇto je nemoguc´e zbog izbora tacˇke q.
q = a + 1. Tada iz (4.6) imamo b 6= q, a iz a 6= q, zbog (4.5) vazˇi
{a, b} ∈ ρp sˇto povlacˇi a ∈ Gp, pa opet imamo kontradikciju sa izborom q.
q = b. Tada iz (4.6) i (4.5) imamo {a, q}, {a + 1, q} ∈ ρp1 \ ρp sˇto
povlacˇi a, a+1 ∈ K. Posˇto q > mH i K ⊂ H vazˇi q > a+1, tj. b > a+1,
sˇto je kontradikcija sa 4.6.
(H2) vazˇi jer je p ∈ PHn i q 6∈
⋃
a∈Gp{a, a− 1, a+ 1}.
Dakle, p1 ∈ PHn . Posˇto H ⊂ Gp ⊂ Gp1 , a iz (4.5) imamo {q, k} ∈ ρp1 ,
za sve k ∈ K, i {q, h} 6∈ ρp1 , za sve h ∈ H \K, sledi da je p1 ∈ DHK,m.
Posˇto Gp1 ⊃ Gp i ρp1 ∩ [Gp]2 = ρp, imamo p1 ≤ p ≤ p0.
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Prema lemi 2.19 postoji filter G u 〈PHn ,≤〉 koji secˇe skupoveDq, q ∈ Q,
i skupove DHK,m, za K ⊂ H ∈ [Q]<ω i m ∈ N.
Stav 4.15 Za filter G vazˇi:
(a)
⋃
p∈G Gp = Q;
(b) 〈Q, ρ〉 je graf, gde je ρ = ⋃p∈G ρp, takodje {a, a − 1} /∈ ρ, za sve
a ∈ Q;
(c) ρ ∩ [Gp]2 = ρp, za sve p ∈ G;
(d) Ako je A ⊂ Q, ρA = ρ ∩ [A]2, p ∈ G, i H ⊂ A ∩ Gp, tada je
ρA ∩ [H]2 = ρp ∩ [H]2. Ako je josˇ i 〈H,K〉 ∈ Cn(A, ρA), onda je
〈H,K〉 ∈ Cn(p),
(e) 〈Q, ρ〉 je Kn-slobodan graf.
Dokaz: (a) Za q ∈ Q neka je p0 ∈ G ∩ Dq. Tada q ∈ Gp0 ⊂
⋃
p∈G Gp.
(b) Na osnovu definicije PHn imamo {a, a − 1} /∈ ρp ⊂ [Q]2, za sve
p ∈ PHn .
(c) Inkluzija “⊃” je ocˇigledna. Ako je {a, b} ∈ ρ ∩ [Gp]2, onda postoji
p1 ∈ G takav da je {a, b} ∈ ρp1 , a posˇto je G filter, postoji p2 ∈ G tako
da je p2 ≤ p, p1. Na osnovu definicije ≤ imamo ρp1 ⊂ ρp2 , sˇto povlacˇi
{a, b} ∈ ρp2 i {a, b} ∈ ρp2 ∩ [Gp]2 = ρp.
(d) Iz (c) sledi
ρA ∩ [H]2 = ρ ∩ [A]2 ∩ [H]2
= ρ ∩ [H]2 = ρ ∩ [Gp]2 ∩ [H]2 = ρp ∩ [H]2.
Ako je 〈H,K〉 ∈ Cn(A, ρA), K je onda Kn−1-slobodan graf u 〈A, ρA〉,
a posˇto je ρA ∩ [K]2 = ρp ∩ [K]2, K je Kn−1-slobodan graf i u p. Dakle,
〈H,K〉 ∈ Cn(p).
(e) Pretpostavimo da je 〈A, ρA〉 kopijaKn i neka pq ∈ G∩Dq, za q ∈ A.
Posˇto je G filter, postoji p ∈ G takav da je p ≤ pq, za sve q ∈ A, pa iA ⊂ Gp,
sˇto zajedno sa (d) povlacˇi ρA = ρp ∩ [A]2. Medjutim, ovo je nemoguc´e jer
je p jedan Kn-slobodan graf.
Sada pokazujemo da su uslovi (iii) i (iv) teoreme 3.11 zadovoljeni.
(iii) Neka je x ∈ R ∪ {∞} i
J0 ∩ (−∞, x) ⊂ A ⊂ Q ∩ (−∞, x).
Pokazac´emo da je 〈A, ρA〉 ∼= Hn. Na osnovu stava 4.15(b) 〈A, ρA〉 je
Kn-slobodan graf. Neka je 〈H,K〉 ∈ Cn(A, ρA). Posˇto mH ∈ H ⊂ A
imamo mH < x, pa postoji m ∈ N koji zadovoljava mH + 1m < x. Neka
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je p ∈ G ∩ DHK,m. Tada K ⊂ H ⊂ Gp, i iz stava 4.15(d), sledi da je
〈H,K〉 ∈ Cn(p). Dakle, postoji
q ∈ J0 ∩ (mH ,mH + 1
m
) ⊂ J0 ∩ (−∞, x) ⊂ A
da {q, k} ∈ ρp ⊂ ρ, sˇto povlacˇi {q, k} ∈ ρA, za sve k ∈ K, i da {q, h} 6∈ ρp,
pa {q, h} 6∈ ρ, za sve h ∈ H . Dakle, q ∈ AHK . Prema lemi 2.31 imamo
〈A, ρA〉 ∼= Hn pa je uslov (iii) teoreme 3.11 ispunjen.
(iv) Neka je q ∈ J0 i
J0 ∩ (−∞, q] ⊂ C ⊂ Q ∩ (−∞, q].
Pokazac´emo da 〈C, ρC〉 6∼= Hn. Posˇto je q ∈ J0, iz izbora J0 sledi q−1 ∈ J0
i na osnovu pretpostavke, H = {q − 1, q} ⊂ C. Sada na osnovu stava
4.15(b) imamo {q − 1, q} 6∈ ρ sˇto povlacˇi da je H jedan Kn−1-slobodan
graf, pa je 〈H,H〉 ∈ Cn(C, ρC). Pretpostavimo da je b ∈ CHH . Tada je
{q − 1, b}, {q, b} ∈ ρ i, posˇto je G filter, {q − 1, b}, {q, b} ∈ ρp, za neko
p ∈ G. Sada iz (H1) imamo b > q, sˇto je nemoguc´e jer je q = maxC.
Dakle, CHH = ∅ i iz leme 2.31 sledi 〈C, ρC〉 6∼= Hn, pa je i uslov (iv) teoreme
3.11 ispunjen.
Stav 4.16 Familija
P =
{
Q \⋃n∈Z Fn : ∀n ∈ Z Fn ∈ [[n, n+ 1) ∩Q]<ω}
je pozitivna familija koja zadovoljava P ⊂ P(Q, ρ).
Dokaz: Lako je proveriti (P1)-(P4). Posˇto je Q \ {q} ∈ P za sve q ∈ Q,
imamo
⋂P = ∅. Neka jeA = Q\⋃n∈Z Fn ∈ P , 〈H,K〉 ∈ Cn(A, ρA) i n0
ceo broj takav da je mH = maxH ∈ [n0, n0 + 1)∩Q. Posˇto je |Fn0 | < ω i
mH ∈ A ⊂ Q \Fn0 postoji m ∈ N tako da (mH ,mH + 1m)∩Q ⊂ A. Neka
je p ∈ G∩DHK,m. TadaH ⊂ Gp, i na osnovu stava 4.15(d), 〈H,K〉 ∈ Cn(p).
Dakle, postoji q ∈ J0 ∩ (mH ,mH + 1m) ⊂ A da je
- za sve k ∈ K ispunjeno {q, k} ∈ ρp sˇto, kako je {q, k} ⊂ A ∩ Gp, sa
stavom 4.15(d) povlacˇi {q, k} ∈ ρA;
- za sve h ∈ H \ K ispunjeno {q, h} 6∈ ρp, sˇto sa stavom 4.15(c) daje
{q, h} 6∈ ρ, pa {q, h} 6∈ ρA.
Dakle q ∈ AHK . Sada premi lemi 2.31 imamo
〈A, ρA〉 ∼= Hn ∼= 〈Q, ρ〉,
pa A ∈ P(Q, ρ).
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Implikacija (b) ⇒ (a) teoreme 4.11 za prebrojivo L sledi iz stava 4.16
i teoreme 3.9(b). Dakle, uslov (v) teoreme 3.11 je zadovoljen pa iz (B)
teoreme 3.11 sledi implikacija (b)⇒ (a) teoreme 4.11 za neprebrojivoL.
4.3 DISJUNKTNE UNIJE KOMPLETNIH GRAFOVA
U ovoj sekciji dokazujemo teoremu 4.2 u slucˇaju kada je G ∼= Gµν , za
kardinale µ i ν za koje je µν = ω. Da bismo razumeli dokaz teoreme 4.20,
dajemo par pojmova i tvrdjenja iz [14].
Ako su Xi = 〈Xi, ρi〉, i ∈ I , relacijske strukture, ρi binarne relacije i
Xi ∩Xj = ∅ za razlicˇite i, j ∈ I , onda relacijsku strukturu⋃
i∈I Xi =
〈⋃
i∈I Xi,
⋃
i∈I ρi
〉
nazivamo disjunktna unija struktura Xi. Ako je 〈X, ρ〉 relacijska struk-
tura sa binarnom relacijom ρ, onda je tranzitivno zatvorenje ρrst relacije
ρrs = ∆X ∪ ρ ∪ ρ−1 (dato sa x ρrst y ako i samo ako postoje n ∈ N i z0 =
x, z1, . . . , zn = y tako da je zi ρrs zi+1 za sve i < n) minimalna relacija ek-
vivalencije na X koja sadrzˇi ρ. Klase ekvivalencije ove relacije nazivac´emo
komponente relacijske strukture 〈X, ρ〉, a klasu elementa x c´emo oznacˇavati
sa [x]. Struktura 〈X, ρ〉 je povezana ako relacija ρrst ima samo jednu klasu.
Primetimo da je u slucˇaju grafova, recimo grafa 〈G,Γ〉, komponenta ele-
menta x ∈ G skup svih elemenata y ∈ G takvih da je {x, y} ∈ Γ.
Teorema 4.17 ([14]) Neka je 〈X, ρ〉 = 〈⋃i∈I Xi,⋃i∈I ρi〉 disjunktna unija
relacijskih struktura, pri cˇemu su ρi binarne relacije za i ∈ I . Tada za sve
i ∈ I i sve x ∈ Xi imamo:
(a) [x] ⊂ Xi;
(b) [x] = Xi, ako je 〈Xi, ρi〉 povezana struktura.
Teorema 4.18 ([14]) Ako je 〈X, ρ〉 relacijska struktura i ρ binarna relacija,
onda je
〈⋃
x∈X [x],
⋃
x∈X ρ[x]
〉
jedinstvena prezentacija strukture 〈X, ρ〉 kao
disjunktne unije povezanih relacijskih struktura.
Teorema 4.19 ([14]) Neka je Xi = 〈Xi, ρi〉 familija disjunktnih povezanih
relacijskih struktura, pri cˇemu su ρi binarne relacije, aX njihova unija. Tada
je C ∈ P(X) ako i samo ako postoje f : I → J i utapanja gi : Xi → Xf(i),
i ∈ I , tako da je C = ⋃i∈I gi[Xi] i
∀ {i, j} ∈ [I]2 ∀x ∈ Xi ∀y ∈ Xj ¬gi(x) ρrs gj(y).
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Teorema 4.20 ([17]) Ako su µ i ν kardinali koji zadovoljavaju µν = ω,
onda su za svako linearno uredjenje L sledec´i uslovi ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(Gµν) ∪ {∅} ,⊂〉;
(b) L se utapa u R, bulovsko je i minL nema sledbenika.
Dokaz: Jasno je da s obzirom na vrednosti µ i ν imamo tri slucˇaja.
I.Gωn =
⋃
i∈ω Gi, gde je n ∈ N iGi = 〈Gi, [Gi]2〉, i ∈ ω, su disjunktne
kopije kompletnog grafa Kn. Tada je jasno da je
P(Gωn) = {
⋃
i∈AGi : A ∈ [ω]ω},
a odatle je
〈P(Gωn) ∪ {∅},⊂〉 ∼= 〈[ω]ω ∪ {∅},⊂〉.
Posˇto je [ω]ω pozitivna familija u P (ω) ekvivalencija (a)⇔(b) sledi iz
teoreme 3.8.
II. Gmω =
⋃
i<mGi, gde je m ∈ N i Gi = 〈Gi, [Gi]2〉, i < m, su
disjunktne kopije kompletnog grafa Kω. Tada, posˇto svaka kopija od Gmω
mora imati m komponenti kardinalnosti ω (teorema 4.19), imamo
P(Gmω) = {
⋃
i<mAi : ∀i < m Ai ∈ [Gi]ω}
i lako je videti da je P(Gmω) pozitivna familija u P (Gmω), pa ekvivalencija
(a)⇔(b) opet sledi iz teoreme 3.8.
III. Gωω =
⋃
i<ω Gi, gde su Gi = 〈Gi, [Gi]2〉, i < ω, disjunktne kopije
kompletnog grafa Kω.
(a) ⇒ (b). Ako je L maksimalan lanac u 〈P(Gωω) ∪ {∅},⊂〉, tada, na
osnovu teoreme 3.4, L se utapa u R, kompletno je i minL nema sledbenika.
Dakle, treba josˇ pokazati da L ima guste skokove. Posˇto svaka kopija Gωω
mora imati ω komponenti kardinalnosti ω (teorema 4.19), imamo
P(Gωω) = {
⋃
i∈S Ai : S ∈ [ω]ω ∧ ∀i ∈ S Ai ∈ [Gi]ω} (4.7)
Za A =
⋃
i∈S Ai ∈ P(Gωω) oznacˇimo S = supp A.
Neka su A,B ∈ L \ {∅}, gde je A  B.
Stav 4.21 Postoji C ∈ L da je A ⊂ C ⊂ B i da je C ∩ Gi  B ∩ Gi, za
neko i ∈ supp C.
Dokaz: Pretpostavimo da za sve C ∈ L ∩ [A,B] vazˇi C ∩ Gi = B ∩ Gi,
za sve i ∈ supp C. Tada, posˇto je A  B, imamo supp A  supp B i
biramo i ∈ suppB \ suppA. Za skupove L− = {C ∈ L : i 6∈ supp C}
i L+ = {C ∈ L : i ∈ supp C} vazˇi L = L− ∪ L+ i C1  C2, za sve
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C1 ∈ L− i C2 ∈ L+. Na osnovu teoreme 3.4 vazˇi C− =
⋃L− ∈ P(Gωω)
i posˇto je L− C L+, iz maksimalnosti L sledi C− ∈ L. Vazˇi i 6∈ supp C−,
sˇto povlacˇi C− = maxL−. Neka je C+ = C− ∪ (B ∩ Gi). Na osnovu
(4.7) imamo C+ ∈ P(Gωω). Za C ∈ L+ imamo i ∈ supp C, a na osnovu
pretpostavke, C∩Gi = B∩Gi, sˇto povlacˇiC+ ⊂ C. Sada iz maksimalnosti
L, C+ ∈ L, i josˇ C+ = minL+. Neka je a ∈ B ∩Gi. Tada je
C = C− ∪ (B ∩Gi \ {a}) ∈ P(Gωω)
i C−  C  C+, sˇto povlacˇi da L nije maksimalan lanac u P(Gωω). Kon-
tradikcija.
Neka suC0 ∈ L i i0 ∈ suppC0 objekti sa osobinama iz stava 4.21. Neka
je a ∈ (B \ C0) ∩Gi0 , L− = {C ∈ L : a 6∈ C} i L+ = {C ∈ L : a ∈ C}.
Tada imamo L = L− ∪ L+, C0 ∈ L− i C1  C2, za sve C1 ∈ L− i
C2 ∈ L+. Na osnovu teoreme 3.4 imamo C− =
⋃L− ∈ P(Gωω), a iz
maksimalnosti L, C− ∈ L. Posˇto a 6∈ C− vazˇi C− = maxL−, sˇto povlacˇi
C0 ⊂ C−, pa i0 ∈ supp C−. Dakle, iz (4.7) sledi
C+ = C− ∪ {a} ∈ P(Gωω).
Za C ∈ L+ imamo C+ ⊂ C, pa, zbog maksimalnosti L vazˇi C+ ∈ L, tj.
C+ = minL+. Jasno, par 〈C−, C+〉 je skok u L. Posˇto A ⊂ C0 i B ∈ L+
imamo A ⊂ C− ⊂ C+ ⊂ B. Dakle, L \ {∅} ima guste skokove, a posˇto
minL nema sledbenika, isto vazˇi i za L.
(b)⇒ (a). Jasno je da je
Pωω = {
⋃
i∈ω Ai : ∀i ∈ ω Ai ∈ [Gi]ω}
pozitivna familija sadrzˇana u P(Gωω). Sada tvrdjenje sledi iz teoreme 3.9(a).
GLAVA PETA
Ultrahomogena stroga parcijalna uredjenja
Schmerl je klasifikovao prebrojiva ultrahomogena stroga parcijalna ured-
jenja u [25]. Dajemo ih u sledec´oj teoremi i pridrzˇavamo se notacije iz liste
do kraja ove glave.
Teorema 5.1 (Schmerl) Prebrojivo strogo parcijalno uredjenje 〈P,<〉 je ul-
trahomogeno ako i samo ako je izomorfno jednom od sledec´ih:
1. Aω, prebrojiv antilanac (tj. prazna relacija na ω);
2. Bn = n×Q, 1 ≤ n ≤ ω i 〈k, q1〉 < 〈m, q2〉 ⇔ (k = m ∧ q1 < q2);
3. Cn = Q× n, 1 ≤ n ≤ ω i 〈q1, k〉 < 〈q2,m〉 ⇔ (q1 < q2);
4. D, random poset.
U ovoj glavi opisujemo maksimalne lance izomorfnih kopija ultraho-
mogenih strogih parcijalnih uredjenja. Sledec´a teorema daje potpunu klasi-
fikaciju ovih lanaca.
Teorema 5.2 ([19]) Neka je P prebrojivo ultrahomogeno strogo parcijalno
uredjenje. Tada vazˇi:
(I) Ako je P = D ili je P = Bn za neko 1 ≤ n ≤ ω, ili je P = Cn za
neko 1 ≤ n ≤ ω, onda su za svako linearno uredjenje L sledec´i uslovi
ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(P) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika;
(c) L je izomorfno kompaktnom skupuK ⊂ R u kome minK ∈ K ′.
(II) Ako je P = Aω, onda su za svako linearno uredjenje sledec´i uslovi
ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(P) ∪ {∅} ,⊂〉;
(b) L se utapa u R, bulovsko je i minL nema sledbenika;
(c) L je izomorfno kompaktnom nigde gustom skupu K ⊂ R u kome
je minK ∈ K ′.
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Primetimo da dokaz dela (II) teoreme 5.2 direktno sledi iz teoreme 3.8
jer 〈P(Aω),⊂〉 ∼= 〈[ω]ω,⊂〉, tako da ostaje da se dokazˇe deo (I) teoreme.
Pored toga, ekvivalencije (b)⇔(c) za (I) i (II) su vec´ pokazane u teoremi
1.33 i u teoremi 3.8. Dakle, ostalo je da se dokazˇe ekvivalencija (a)⇔(b) u
slucˇaju (I).
5.1 RANDOM POSET
U ovoj sekciji dokazujemo teoremu 5.2 za random poset. I u ovom dokazu
c´emo dati novu prezentaciju posmatrane strukture. Slicˇno kao i u slucˇaju
Rado grafa i Hensonovih grafova, na strukturi 〈Q, <Q〉 definisˇemo relaciju
takvu da je 〈Q,〉 random poset. Medjutim, u ovom slucˇaju, ne samo da c´e
otvoreni levi intervali biti kopije random poseta dok zatvoreni levi intervali
nec´e biti kopije random poseta, vec´ c´e se relacija  slagati sa relacijom <Q
na Q. Precizno, ovo znacˇi da je za sve x, y ∈ Q ispunjeno x y⇒ x <Q y.
Dajemo prezentaciju random poseta koja c´e omoguc´iti konstrukcije ma-
ksimalnih lanaca u P(D).
Definicija 5.3 (Poset aproksimacija random poseta) Oznacˇimo sa PD skup
svih parova p = 〈Pp,p〉 takvih da je:
(D1) Pp ∈ [Q]<ω,
(D2) Cp⊂ Pp × Pp je strogo parcijalno uredjenje na skupu Pp,
(D3) <Q je ekstenzija Cp, tj.
∀q1, q2 ∈ Pp (q1 Cp q2 ⇒ q1 <Q q2).
Neka je relacija ≤ na PD data sa:
p ≤ q ⇔ Pp ⊃ Pq ∧ Cp ∩(Pq × Pq) =Cq . (5.1)
Teorema 5.4 ([19]) Za svako linearno uredjenje L sledec´i uslovi su ekviva-
lentni:
(a) L je izomorfno maksimalnom lancu u 〈P(D) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika.
Dokaz: (a)⇒(b) sledi iz teoreme 3.4.
(b)⇒(a) U dokazu radimo sa parcijalnim uredjenjem iz definicije 5.3.
Stav 5.5 〈PD,≤〉 je parcijalno uredjenje.
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Dokaz: Refleksivnost relacije ≤ je ocˇigledna. Ako je p ≤ q ≤ p, onda je
Pp = Pq, pa i
p = p ∩ (Pp × Pp) = p ∩ (Pq × Pq) = q
pa je p = q i relacija ≤ je antisimetricˇna.
Ako je p ≤ q ≤ r, onda Pp ⊃ Pq ⊃ Pr, a odatle
p ∩ (Pr × Pr) = p ∩ (Pq × Pq) ∩ (Pr × Pr) = q ∩ (Pr × Pr) = r.
Sada je p ≤ r pa je ≤ i tranzitivna relacija.
Stav 5.6 Skupovi Dq = {p ∈ PD : q ∈ Pp}, q ∈ Q, su gusti u PD.
Dokaz: Ako je p ∈ PD \Dq, tj. q /∈ Pp, onda je p irefleksivna i tranzitivna
relacija na Pp, a i na skupu Pp ∪ {q}. Takodje, p ⊂<Q pa imamo da je
p1 = 〈Pp ∪ {q},p〉 ∈ PD. Dakle p1 ∈ Dq i p1 ≤ p.
Sada uzmimo particiju {Jn : n ∈ ω} skupa Q iz leme 1.15. Dalje, za
svaku trojku konacˇnih skupova 〈L,G,U〉 ∈ ([Q]<ω)3\{〈∅, ∅, ∅〉}, oznacˇimo
m〈L,G,U〉 = max〈Q,<Q〉(L ∪G ∪ U).
Stav 5.7 Za sve 〈L,G,U〉 ∈ ([Q]<ω)3 \ {〈∅, ∅, ∅〉} i sve m ∈ N, skup
D〈L,G,U〉,m je gust u PD, pri cˇemu je
D〈L,G,U〉,m={p ∈ PD : L ∪G ∪ U ⊂ Pp ∧ (〈L,G,U〉 6∈ C(p) ∨
(G 6= ∅ ∧ p〈L,G,U〉 ∩ J0 6= ∅) ∨
(G=∅ ∧ p〈L,G,U〉 ∩ (m〈L,G,U〉,m〈L,G,U〉 + 1m) ∩ J0 6=∅))}.
Dokaz: Neka je p′ ∈ PD \ D〈L,G,U〉,m. na osnovu stava 5.6 postoji p ∈ PD
takav da je p ≤ p′ i L ∪ G ∪ P ⊂ Pp. Ako je 〈L,G,U〉 6∈ C(p) onda
p ∈ D〈L,G,U〉,m i dokaz je gotov. Ako je
〈L,G,U〉 ∈ C(p), (5.2)
onda nastavljamo dokaz.
Slucˇaj 1: G 6= ∅. Definisˇimo max〈Q,<Q〉 ∅ = −∞. Iz (5.2) i (C1) za
p, ako je L 6= ∅, onda je max〈Q,<Q〉 L p min〈Q,<Q〉G, i iz (D3) sledi
max〈Q,<Q〉 L <Q min〈Q,<Q〉G. Sada, posˇto je J0 gust skup u 〈Q, <Q〉
mozˇemo izabrati
q ∈ (max〈Q,<Q〉 L,min〈Q,<Q〉G) ∩ J0 \ Pp (5.3)
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i definisati p1 = 〈Pp ∪ {q},p1〉 pri cˇemu je
p1 = p ∪ {〈x, q〉 : ∃l ∈ L x Ep l} ∪ {〈q, y〉 : ∃g ∈ G g Ep y}. (5.4)
Prvo pokazujemo da je p1 ∈ PD. Jasno je da p1 zadovoljava uslov (D1).
(D2) Posˇto je p irefleksivna relacija, i iz (5.3) sledi q 6∈ Pp, iz (5.4)
imamo da je relacija p1 irefleksivna.
Pretpostavimo da p1 nije asimetricˇna. Tada posˇto je p asimetricˇna,
postoji t ∈ Pp takav da je 〈t, q〉, 〈q, t〉 ∈ p1 , a iz (5.4), g Ep t Ep l, za
neko l ∈ L i g ∈ G, sˇto sa tranzitivnosˇc´u Ep povlacˇi g Ep l. Medjutim,
prema (5.2) i (C1) imamo l p g. Kontradikcija.
Neka je 〈a, b〉, 〈b, c〉 ∈ p1 . Sada, posˇto je relacija p1 irefleksivna i
asimetricˇna, imamo a 6= b 6= c 6= a. Ako je q 6∈ {a, b, c}, onda 〈a, c〉 ∈ p1
na osnovu tranzitivnosti p. Inacˇe imamo tri moguc´nosti:
a = q. Tada 〈b, c〉 ∈ p i postoji g ∈ G takvo da je g Ep b. Dakle gp c
sˇto uz (5.4), povlacˇi 〈q, c〉 ∈ p1 , tj. 〈a, c〉 ∈ p1 .
b = q. Tada postoje l ∈ L i g ∈ G tako da je a Ep l i g Ep c. Iz (C1)
sledi l p g i zbog tranzitivnosti p, ap c pa 〈a, c〉 ∈ p1 .
c = q. Tada je 〈a, b〉 ∈ p i postoji l ∈ L takvo da je b Ep l. Dakle,
ap l sˇto uz (5.4), povlacˇi 〈a, q〉 ∈ p1 , tj. 〈a, c〉 ∈ p1 .
(D3) Posˇto p ∈ PD, imamo p ⊂<Q. Ako je 〈x, q〉 ∈ p1 i l ∈ L,
gde x Ep l, onda posˇto p zadovoljava (D3), imamo x ≤Q l. Prema (5.3)
imamo l <Q q, pa x <Q q. Na slicˇan nacˇin pokazujemo da 〈q, y〉 ∈ p1
povlacˇi q <Q y.
Sada p1 ∈ PD, Pp1⊃Pp⊃L∪G∪U i iz (5.4) sledip1∩(Pp×Pp)=p,
sˇto povlacˇi da je p1 ≤ p (≤ p′). Dakle, p je poduredjenje od p1, pa prema
(5.2) imamo da je 〈L,G,U〉 ∈ C(p1). Posˇto G 6= ∅ i q ∈ J0, za dokaz da
p1 ∈ D〈L,G,U〉,m ostaje da se pokazˇe q ∈ (p1)〈L,G,U〉. Iz (5.4) je lp1 qp1g,
za sve l ∈ L i g ∈ G, pa su uslovi (S1) i (S2) ispunjeni. Za u ∈ U ,
〈u, q〉 ∈ p1 bi dalo l ∈ L takvo da u Ep l, i posˇto je U ∩ L = ∅ imali
bismo u p l, sˇto je nemoguc´e zbog (5.2) i (C2). Slicˇno, 〈q, u〉 ∈ p1 nije
moguc´e, pa je q ‖p1 u i (S3) je zadovoljeno.
Slucˇaj 2: G = ∅. Opet, posˇto je J0 gust u linearnom uredjenju 〈Q, <Q〉
mozˇemo izabrati
q ∈ (m〈L,G,U〉,m〈L,G,U〉 + 1m) ∩ J0 \ Pp (5.5)
i definisati p1 = 〈Pp ∪ {q},p1〉, gde je
p1 = p ∪ {〈x, q〉 : ∃l ∈ L x Ep l}. (5.6)
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Prvo pokazujemo da je p1 ∈ PD. Jasno je da p1 zadovoljava uslov (D1).
(D2) Iz (5.5) imamo q 6∈ Pp, pa je na osnovu (5.6), relacija p1 ireflek-
sivna.
Neka je 〈a, b〉, 〈b, c〉 ∈ p1 . Ako je q 6∈ {a, b, c}, onda 〈a, c〉 ∈ p1
zbog (5.6) i tranzitivnosti p. U suprotnom, iz (5.6) imamo a, b 6= q i odatle
c = q. Dakle, postoji l ∈ L takav da je b Ep l. Sada a, b 6= q, i iz (5.6) sledi
ap b, pa ap l, sˇto povlacˇi 〈a, q〉 ∈ p1 , tj. 〈a, c〉 ∈ p1 .
(D3) Posˇto p ∈ PD, imamo p ⊂<Q. Ako je 〈x, q〉 ∈ p1 i l ∈ L, gde
x Ep l, tada, kako p zadovoljava (D3), imamo x ≤Q l. Iz (5.5) imamo
l ≤Q m〈L,G,U〉 <Q q, pa x <Q q.
Sada znamo da je p1 ∈ PD. Kao i u slucˇaju 1, pokazac´emo da je ispun-
jeno L∪G∪U ⊂ Pp1 , p1 ≤ p (≤ p′) i 〈L,G,U〉 ∈ C(p1). Iz (5.5) i posˇto je
G = ∅, za dokaz da je p1 ∈ D〈L,G,U〉,m ostaje da se pokazˇe q ∈ (p1)〈L,G,U〉.
(S2) je trivijalno, a iz (5.6), za l ∈ L imamo 〈l, q〉 ∈ p1 pa vazˇi i (S1).
Pretpostavimo da ¬ q ‖p1 u, za neko u ∈ U . Tada na osnovu (5.5) i (5.6),
〈u, q〉 ∈ p1 pa postoji l ∈ L koje zadovoljava up l, sˇto je nemoguc´e zbog
(5.2) i (C2) za p. Dakle, i (S3) je tacˇno.
Na osnovu leme 2.19 postoji filter G u 〈PD,≤〉 koji secˇe sve skupoveDq,
q ∈ Q, i D〈L,G,U〉,m, 〈L,G,U〉 ∈ ([Q]<ω)3, m ∈ N.
Stav 5.8 Za filter G vazˇi:
(a)
⋃
p∈G Pp = Q;
(b) C=
⋃
p∈G Cp je strogo parcijalno uredjenje na Q;
(c)  ∩ (Pp × Pp) = p, za sve p ∈ G;
(d) <Q je ekstenzija C, tj. ∀q1, q2 ∈ Q (q1 C q2 ⇒ q1 <Q q2).
Dokaz: (a) Za q ∈ Q neka je p0 ∈ G ∩ Dq. Tada
q ∈ Pp0 ⊂
⋃
p∈G Pp.
(b) Relacija  je irefleksivna jer su sve relacije p irefleksivne.
Neka je 〈a, b〉, 〈b, c〉 ∈ , 〈a, b〉 ∈ p1 i 〈b, c〉 ∈ p2 , gde p1, p2 ∈ G.
Posˇto je G filter, postoji p ∈ G takav da je p ≤ p1, p2, sˇto sa (5.1) povlacˇi
p1 ,p2 ⊂ p. Sada je 〈a, b〉, 〈b, c〉 ∈ p, i na osnovu tranzitivnosti p
imamo 〈a, c〉 ∈ p ⊂ .
(c) Inkluzija “⊃” sledi iz (D2) i definicije. Ako je 〈a, b〉∈∩(Pp×Pp),
tada postoji p1 ∈ G takvo da je 〈a, b〉 ∈ p1 i posˇto je G filter, postoji p2 ∈ G
takvo da je p2 ≤ p, p1. Iz (5.1) imamo p1 ⊂ p2 , sˇto povlacˇi 〈a, b〉 ∈ p2
i iz (5.1) opet 〈a, b〉 ∈ p2 ∩ (Pp × Pp) = p.
(d) Ako je 〈q1, q2〉 ∈  i p ∈ G gde 〈q1, q2〉 ∈ p, onda prema (D3),
q1 <Q q2.
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Stav 5.9 (a) 〈A,C〉 je random poset, za sve x ∈ (−∞,∞] i svaki skup
A koji zadovoljava
(−∞, x) ∩ J0 ⊂ A ⊂ (−∞, x) ∩Q. (5.7)
(b) Ako je J0 ⊂ A ⊂ Q onda je 〈A,〉 (specijalno i 〈Q,C〉) je random
poset.
(c) Ako je C ⊂ Q i max〈Q,<Q〉C postoji, onda 〈C,〉 nije random poset.
Dokaz: (a) Na osnovu tvrdjenja 5.8(b), 〈A,C〉 je strogo parcijalno uredje-
nje. Neka je 〈L,G,U〉 ∈ C(A,). Tada je
L ∪G ∪ U ⊂ A ∧ L ∩G = G ∩ U = U ∩A = ∅, (5.8)
∀l ∈ L ∀g ∈ G ∀u ∈ U (〈l, g〉 ∈  ∧ 〈u, l〉 6∈  ∧ 〈g, u〉 6∈ ). (5.9)
Pokazac´emo da je 〈A,〉〈L,G,U〉 6= ∅. Za 〈L,G,U〉 6= 〈∅, ∅, ∅〉 imamo dva
slucˇaja.
Slucˇaj 1: G 6= ∅. Neka je p ∈ G ∩ D〈L,G,U〉,1. Tada
L ∪G ∪ U ⊂ Pp. (5.10)
Prvo pokazujemo da je 〈L,G,U〉 ∈ C(p). Neka je l ∈ L, g ∈ G i u ∈ U .
Iz (5.9), (5.10) i stava 5.8(c) sledi 〈l, g〉 ∈ p, pa je (C1) tacˇno. Posˇto je
p ⊂ , na osnovu (5.9) imamo 〈u, l〉 6∈ p i 〈g, u〉 6∈ p, pa su (C2) i (C3)
takodje tacˇni.
Posˇto je p ∈ D〈L,G,U〉,1 postoji q ∈ p〈L,G,U〉 ∩ J0. Dokazujemo da je
q ∈ 〈A,〉〈L,G,U〉. Za g ∈ G imamo q p g, i prema (D3), q <Q g. Na
osnovu (5.7) i (5.8) imamo g ∈ G ⊂ A ⊂ (−∞, x), pa q <Q g <R x.
Dakle q ∈ (−∞, x) ∩ J0 ⊂ A. Neka je l ∈ L, g ∈ G i u ∈ U . Posˇto je
q ∈ p〈L,G,U〉 imamo lp qp g i p ⊂  sˇto povlacˇi l q g. Dakle (S1) i
(S2) su tacˇni. Pretpostavimo da je ¬ q ‖〈A,〉 u. Posˇto q 6∈ U imamo q 6= u
i odatle, qu ili u q. Medjutim, iz u, q ∈ Pp, na osnovu stava 5.8(c) imali
bismo q p u ili u p q, sˇto je nemoguc´e jer q ∈ p〈L,G,U〉. Dakle, i (S3) je
tacˇno.
Slucˇaj 2: G = ∅. Prema (5.7) i (5.8) imamo L ∪ G ∪ U ⊂ (−∞, x), sˇto
povlacˇi m〈L,G,U〉 < x pa postoji m ∈ N takvo da je
m〈L,G,U〉 + 1m < x. (5.11)
Neka je p ∈ G ∩D〈L,G,U〉,m. Tada (5.10) ponovo vazˇi, pa na isti nacˇin kao u
slucˇaju 1 pokazujemo da 〈L,G,U〉 ∈ C(p). Sada, posˇto je p ∈ D〈L,G,U〉,m
postoji
q ∈ p〈L,G,U〉 ∩ (m〈L,G,U〉,m〈L,G,U〉 + 1m) ∩ J0
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i iz (5.11), imamo da je q ∈ J0 ∩ (−∞, x). Dakle, na osnovu (5.7), q ∈ A,
pa onda kao i u slucˇaju 1 pokazujemo da je q ∈ 〈A,〉〈L,G,U〉.
(b) Sledi iz (a) za x =∞.
(c) Pretpostavimo da je max〈Q,<Q〉C = q i da je 〈C,〉 random poset.
Tada C〈{q},∅,∅〉 6= ∅ i zbog (S1), postoji q1 ∈ C takvo da je q  q1, sˇto na
osnovu stava 5.8(d) povlacˇi q <Q q1. Kontradikcija sa maksimalnosˇc´u q u
poretku racionalne linije.
Za particijuQ izabranu na pocˇetku dokaza ocˇigledno su ispunjeni uslovi
(i) i (ii) teoreme 3.11. Uslov (iii) iste teoreme sledi iz stava 5.9(a), dok uslov
(iv) sledi iz stava 5.9(c).
Stav 5.10 Familija skupova
P =
{
Q \⋃n∈Z Fn : ∀n ∈ Z Fn ∈ [[n, n+ 1) ∩Q]<ω}
je pozitivna familija koja zadovoljava P ⊂ P(Q,).
Dokaz: Lako je proveriti (P1)-(P4). Neka jeA = Q\⋃n∈Z Fn ∈ P , neka je
〈L,G,U〉 ∈ C(A,A) i neka je n0 ∈ Z takav da maxL ∈ [n0, n0 +1)∩Q.
Posˇto je |Fn0 | < ω i mL ∈ A ⊂ Q \ Fn0 postoji m ∈ N takav da je
(mL,min{mL + 1m ,minG}) ∩Q ⊂ A.
Neka je p ∈ G ∩ D〈L,G,U〉,m. Tada L ∪ G ∪ U ⊂ Gp i jasno je da je
〈L,G,U〉 ∈ C(p). Dakle, postoji
q ∈ J0 ∩ (mL,min{minG,mH + 1m}) ⊂ A
takav da je q ∈ A〈L,G,U〉. Sada je prema lemi 2.14
〈A, ρA〉 ∼= D ∼= 〈Q,〉,
pa A ∈ P(Q,).
Implikacija (b) ⇒ (a) teoreme 5.4 za prebrojivo L sledi iz stava 5.10
i teoreme 3.9(b). Dakle, uslov (v) teoreme 3.11 je zadovoljen, pa iz (B)
teoreme 3.11 sledi implikacija (b)⇒ (a) teoreme 5.4 za neprebrojivo L.
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5.2 LANCI KOPIJA Bn
U ovoj sekciji dokazujemo teoremu 5.2 za P = Bn, 1 ≤ n ≤ ω. U ovom
dokazu smo se oslanjali na poznatu karakterizaciju maksimalnih lanaca u
P(Q, <) iz teoreme 1.33. Da bismo dokazali slucˇaj n < ω nije tesˇko
primetiti da ako uzmemo maksimalan lanac kopija Q na prvoj koordinati,
a na ostalim koordinatama sve vreme stoje pocˇetne komponente, tako dobi-
jeni lanac c´e biti maksimalan lanac u P(Bn), a trivijalno izomorfan maksi-
malnom lancu na prvoj koordinati. U slucˇaju n = ω je zgodno zalepiti sve
kopije racionalne linije koje cˇine Bω na Q, i to tako da na taj nacˇin dobijena
relacijska struktura 〈Q, <ω〉 zadovoljava uslove (i)-(v) teoreme 3.11, odakle
sledi tvrdjenje.
Teorema 5.11 ([19]) Neka je n ≥ 1 prirodan broj. Za svako linearno ure-
djenje L sledec´i uslovi su ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(Bn) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika.
Dokaz: (a)⇒(b) sledi iz teoreme 3.4.
(b)⇒(a) Podsetimo se da je uredjenje na
Bn =
⋃
i<nQi =
⋃
i<n{i} ×Q
dato sa
〈i1, q1〉 < 〈i2, q2〉 ⇔ i1 = i2 ∧ q1 <Q q2.
Jasno, fi : 〈Q, <Q〉 → 〈Qi, <〉 je izomorfizam, gde je fi(q) = 〈i, q〉, za sve
q ∈ Q, pa je
P(Qi) = {{i} × C : C ∈ P(Q)}.
Ako je f : Bn → Bn utapanje, onda je za sve i < n restrikcija f  Qi
izomorfizam, pa postoji ji < n da je f [Qi] ⊂ Qji i vazˇi f [Qi] ∈ P(Qji).
Jasno je da i1 6= i2 povlacˇi ji1 6= ji2 , pa odatle imamo
P(Bn) =
{⋃
i<n{i} × Ci : ∀i < n Ci ∈ P(Q)
}
. (5.12)
Sada na osnovu teoreme 1.33, postoji maksimalan lanacL u 〈P(Q)∪{∅},⊂〉
izomorfan sa L. Za A ∈ L \ {∅} neka je
A∗ = ({0} ×A) ∪⋃0<i<n{i} ×Q. (5.13)
Iz (5.12) imamo
L∗ = {A∗ : A ∈ L \ {∅}} ∪ {∅} ⊂ P(Bn) ∪ {∅},
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pa je 〈L∗,⊂〉 lanac u 〈P(Bn) ∪ {∅},⊂〉 izomorfan sa 〈L,⊂〉 pa i sa L.
Pretpostavimo da skup C =
⋃
i<n{i} × Ci ∈ P(Bn) svedocˇi da L∗ nije
maksimalan lanac. Prema (5.12) i (5.13), iz C ⊂ ⋂A∈L\{∅}A∗ bi sledilo
P(Q) 3 C0 ⊂
⋂
(L \ {∅}), sˇto je nemoguc´e (L je maksimalan lanac u
P(Q) ∪ {∅} i C0 \ F ∈ P(Q) za sve konacˇne F ⊂ C0). Dakle, postoji
A ∈ L \ {∅} takav da je A∗ ⊂ C, a prema (5.13),
C = {0} × C0 ∪
⋃
0<i<n{i} ×Q. (5.14)
Posˇto je L∗ ∪ {C} lanac, za sve A ∈ L \ {∅} imamo A∗ ( C ∨ C ( A∗
sˇto zajedno sa (5.13) i (5.14) daje A ( C0 ili C0 ( A. Kontradikcija sa
maksimalnosˇc´u L.
Teorema 5.12 ([19]) Za svako linearno uredjenje L sledec´i uslovi su ekvi-
valentni:
(a) L je izomorfno maksimalnom lancu u 〈P(Bω) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika.
Dokaz: (a)⇒(b) sledi iz teoreme 3.4.
(b)⇒(a) Prvo oznacˇimo x0 =∞ i izaberimo 〈xn : n ∈ N〉 opadajuc´i niz
u R \Q koji nije ogranicˇen odozdo. Tada je
Bω ∼= 〈Q, <ω〉 =
⋃
i∈ω〈(xi+1, xi) ∩Q, <i〉,
(u daljem tekstu identifikujemo Bω i 〈Q, <ω〉) pri cˇemu je
q1 <ω q2 ⇔ ∃i ∈ ω (q1, q2 ∈ (xi+1, xi) ∧ q1 <Q q2).
Tada za skupove Qi = (xi+1, xi) ∩ Q, i ∈ ω, vazˇi 〈Qi, <i〉 ∼= 〈Q, <Q〉, sˇto
povlacˇi P(Qi, <i) ∼= P(Q, <Q). Jasno je da vazˇi
P(Bω) = {
⋃
i∈S Ci : S ∈ [ω]ω ∧ ∀i ∈ S Ci ∈ P(Qi)}. (5.15)
Neka je L linearno uredjenje sa datim osobinama. Prvo, neka je |L| = ω.
Jasno je da je Dense(Qi), familija gustih podskupova Qi, podskup P(Qi) i
da je na osnovu (5.15) ispunjeno
P = {⋃i∈ω Ci : ∀i ∈ ω Ci ∈ Dense(Qi)} ⊂ P(Bω).
Nije tesˇko primetiti da je P pozitivna familija, pa na osnovu teoreme 3.9(b),
postoji maksimalan lanac 〈P(Bω)∪{∅},⊂〉 izomorfan L. Koristec´i teoremu
3.11 pokazac´emo da tvrdjenje vazˇi i za neprebrojivo L.
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Na osnovu prethodnog razmatranja, uslov (v) teoreme 3.11 je ispunjen.
Da bismo zavrsˇili dokaz, dovoljno je pokazati da postoji particija koja zado-
voljava i uslove (i)-(iv) teoreme 3.11. Neka je {Jn : n ∈ ω} particija Q iz
leme 1.15.
Uslovi (i) i (ii) su ispunjeni samim izborom particije. Da bismo pokazali
da je uslov (iii) ispunjen, uzmimo x ∈ R i skup A tako da je
J0 ∩ (−∞, x) ⊂ A ⊂ Q ∩ (−∞, x). (5.16)
Neka je i0 najmanji i ∈ ω tako da xi0 < x. Posˇto je J0 gust u Q, imamo
J0 ∩ (xi+1, xi) ∈ Dense(Qi) ⊂ P(Qi) za sve i > i0, a
J0 ∩ (xi0 , xi0−1) ∈ Dense(Qi0 ∩ (xi0 , xi0−1)) ⊂ P(Qi0).
Prema (5.16), imamo A ∩ (xi+1, xi) ∈ Dense(Qi) ⊂ P(Qi) za sve i > i0,
kao i A ∩ (xi0 , xi0−1) ∈ Dense(Qi0 ∩ (xi0 , xi0−1)) ⊂ P(Qi0), pa posˇto iz
(5.16) sledi A ∩ (xi, xi−1) = ∅ za i < i0, skup A ispunjava uslov (5.15) te
A ∈ P(Bω) i uslov (iii) teoreme 3.11 je ispunjen.
Sˇto se ticˇe uslova (iv), pretpostavimo da je za neko C i neko q ∈ J0 koji
zadovoljavaju
J0 ∩ (−∞, q] ⊂ C ⊂ Q ∩ (−∞, q]
ispunjeno C ∈ P(Bω). Tada je jasno da je q ∈ C i q = maxC, pa onda
postoji i0 ∈ ω takav da je q ∈ (xi0+1, xi0), a u tom slucˇaju je i q = maxQi0
pa Qi0 6∼= Q. Dakle, C /∈ P(Bω), kontradikcija. Posˇto su ispunjeni uslovi
(i)-(v) iz teoreme 3.11, sledi tvrdjenje teoreme 5.12.
5.3 LANCI KOPIJA Cn
U ovoj sekciji dokazujemo teoremu 5.2 za P = Cn i 1 ≤ n ≤ ω. Slucˇaj n <
ω se lako svodi na karakterizaciju maksimalnih lanaca u P(Q, <). Naime,
ako izbacimo bilo koju tacˇku uCn vidimo da onda moramo da izbacimo i ceo
antilanac u kom se nalazi da bismo dobili izomorfnu podstrukturu. U slucˇaju
n = ω moramo konstruisati maksimalne lance koji odgovaraju kompletnim
linearnim uredjenjima koja se utapaju uR i u kojima je minimum neizolovan,
dok je jednostavno pronac´i pozitivnu familiju.
Teorema 5.13 ([19]) Neka je n ≥ 1 prirodan broj. Za svako linearno ure-
djenje L sledec´i uslovi su ekvivalentni:
(a) L je izomorfno maksimalnom lancu u 〈P(Cn) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika.
ULTRAHOMOGENA STROGA PARCIJALNA UREDJENJA 65
Dokaz: (a)⇒(b) sledi iz teoreme 3.4.
(b)⇒(a) Podsetimo se da je uredjenje < na Cn = Q×n, dato na sledec´i
nacˇin
〈q1, i1〉 < 〈q2, i2〉 ⇔ q1 <Q q2.
Jasno je da je relacija neuporedivosti a‖b⇔ a ≮ b ∧ b ≮ a na Cn, relacija
ekvivalencije sa klasama {q} × n, q ∈ Q, kardinalnosti n i odgovarajuc´i
kolicˇnik, Cn/‖, je izomorfan sa 〈Q, <Q〉. Posˇto svaki element iz P(Cn) ima
iste klase sledi da je
P(Cn) = {A× n : A ∈ P(Q, <Q)}.
Lako je videti da je preslikavanje
f : P(Q, <Q) ∪ {∅} → P(Cn) ∪ {∅},
dato sa f(A) = A × n, izomorfizam uredjenja 〈P(Q, <Q) ∪ {∅},⊂〉 i
〈P(Cn) ∪ {∅},⊂〉. Dakle, tvrdjenje sledi iz teoreme 1.33.
Teorema 5.14 ([19]) Za svako linearno uredjenje L sledec´i uslovi su ekvi-
valentni:
(a) L je izomorfno maksimalnom lancu u 〈P(Cω) ∪ {∅} ,⊂〉;
(b) L se utapa u R, kompletno je i minL nema sledbenika.
Dokaz: (a)⇒(b) sledi iz teoreme 3.4.
(b)⇒(a) Podsetimo se da je strogo parcijalno uredjenje < na
Cω = Q× ω =
⋃
q∈Q{q} × ω =
⋃
q∈Q ωq
dato sa 〈q1, i1〉 < 〈q2, i2〉 ⇔ q1 <Q q2. Za skup X ⊂ Cω definisˇimo
supp X = {q ∈ Q : X ∩ ωq 6= ∅}. Sada su klase relacije neuporedivosti ωq
beskonacˇne, pa je opet odgovarajuc´i kolicˇnik, Cω/‖, izomorfan racionalnoj
liniji 〈Q, <Q〉. Posˇto isto vazˇi za kopije Cω nije tesˇko proveriti da je
P(Cω) = {
⋃
q∈A{q}×Cq : A ∈ P(Q, <Q) ∧ ∀q ∈ A Cq ∈ [ω]ω}. (5.17)
X ⊂ Cω ∧ postoji max supp X ⇒ X /∈ P(Cω). (5.18)
Iz (5.17) sledi da je
P = {⋃q∈Q{q} × Cq : ∀q ∈ Q Cq ∈ [ω]ω} ⊂ P(Cω),
a posˇto je P ujedno i pozitivna familija na ω, za prebrojivo L tvrdjenje sledi
iz teoreme 3.9(b).
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Neka je sada L neprebrojivo linearno uredjenje. Tada, na osnovu teo-
reme 1.27, mozˇemo zapisati L u obliku L =
∑
x∈[−∞,∞] Lx, pri cˇemu su
uslovi (L1-L3) teoreme 1.27 ispunjeni.
Slucˇaj I: −∞ 6∈ M 3 ∞. Neka je Q = ⋃y∈M Jy particija Q u |M | dis-
junktnih gustih skupova, a za y ∈ M izaberimo Iy ∈ [Jy ∩ (−∞, y)]|Ly |−1.
Dalje, oznacˇimo ω+ = ω\{0}, pa definisˇimoA−∞ = ∅, i za x ∈ (−∞,∞],
Ax = ((−∞, x)Q × ω+) ∪
⋃
y∈M∩(−∞,x) Iy × {0},
A+x = Ax ∪ (Ix × {0}), za x ∈M.
Iz (5.17)sledi da je A+∞ ∼= Cω, a mi c´emo konstruisati maksimalan lanac
L ∼= L u parcijalnom uredjenju 〈P(A+∞) ∪ {∅},⊂〉. Iz (5.17), sledi da je za
sve x ∈ (−∞,∞] i svaki skup A ⊂ Cω ispunjeno
(−∞, x)Q × ω+ ⊂ A ⊂ (−∞, x)Q × ω ⇒ A ∈ P(Cω). (5.19)
Stav 5.15 Skupovi Ax, x ∈ [−∞,∞] i A+x , x ∈ M su podskupovi od A+∞.
Dalje, za x, x1, x2 ∈ [−∞,∞] vazˇi:
(a) Ax ⊂ (−∞, x)Q × ω;
(b) A+x ⊂ (−∞, x)Q × ω, ako x ∈M ;
(c) x1 < x2 ⇒ Ax1  Ax2 ;
(d) M 3 x1 < x2 ⇒ A+x1  Ax2 ;
(e) |A+x \Ax| = |Lx| − 1, ako x ∈M ;
(f) Ax ∈ P(A+∞), za sve x ∈ (−∞,∞].
(g) A+x ∈ P(A+∞) i [Ax, A+x ]P(A+∞) = [Ax, A+x ]P (A+x ), za sve x ∈M .
Dokaz: Tvrdjenja (c) i (d) su tacˇna jer je Q gust u R; (a), (b) i (e) slede iz
definicija skupova Ax i A+x i izbora skupova Iy. Posˇto je
(−∞, x)Q × ω+ ⊂ Ax ⊂ A+x ⊂ (−∞, x)Q × ω,
tvrdjenja (f) i (g) slede iz (5.19).
Sada, za x ∈ [−∞,∞] izaberimo lance Lx ⊂ P(A+∞) ∪ {∅} na sledec´i
nacˇin.
Za x 6∈M definisˇemo Lx = {Ax}. Specijalno, L−∞ = {∅}.
Za x ∈ M , iz stava 5.15 i leme 3.10 postoji skup Lx ⊂ [Ax, A+x ]P (A+x )
takav da je 〈Lx, 〉 ∼= 〈Lx, <x〉 i
Ax, A
+
x ∈ Lx ⊂ [Ax, A+x ]P(A+∞), (5.20)⋃A,⋂B ∈ Lx i |⋂B \⋃A| ≤ 1, za svaki rez 〈A,B〉 u Lx. (5.21)
Za A,B ⊂ P(A+∞) pisˇemo A ≺ B ako i samo ako A  B, za sve A ∈ A i
B ∈ B.
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Stav 5.16 Neka je L = ⋃x∈[−∞,∞] Lx. Tada
(a) Ako −∞ ≤ x1 < x2 ≤ ∞, onda Lx1 ≺ Lx2 i⋃
Lx1 ⊂ Ax2 ⊂
⋃
Lx2 .
(b) L je lanac u 〈P(A+∞) ∪ {∅},⊂〉 izomorfan sa L =
∑
x∈[−∞,∞] Lx.
(c) L je maksimalan lanac u 〈P(A+∞) ∪ {∅},⊂〉.
Dokaz: Dokazi (a) i (b) su identicˇni dokazima (a) i (b) stava 3.13, ako za-
menimo (3.2) i stav 3.12 sa (5.20) i stavom 5.15.
(c) Pretpostavimo da je C ∈ P(A+∞)∪{∅} svedok da L nije maksimalan
lanac. Koristec´i (5.20) i stav 5.15, na slicˇan nacˇin kao u dokazu stava 3.13(c)
za A = {A ∈ L : A  C} i B = {B ∈ L : C  B} pokazujemo da je
〈A,B〉 rez u 〈L, 〉, A 6= {∅} i⋃A ⊂ C ⊂ ⋂B. (5.22)
Slucˇaj 1: A ∩ Lx0 6= ∅ i B ∩ Lx0 6= ∅, za neko x0 ∈ (−∞,∞]. Tada
dobijamo kontradikciju kao u dokazu stava 3.12.
Slucˇaj 2: ¬ Slucˇaj 1. Tada na isti nacˇin kao u dokazu stava 3.12 za skupove
A′ = {x ∈ (−∞,∞] : Lx ⊂ A} i B′ = {x ∈ (−∞,∞] : Lx ⊂ B}
pokazujemo da je 〈A′,B′〉 rez u (−∞,∞]. Dakle, postoji x0 ∈ (−∞,∞]
takvo da je x0 = maxA′ ili x0 = minB′.
Podslucˇaj 2.1: x0 = maxA′. Tada kao u dokazu stava 3.12 pokazujemo⋃A = { Ax0 ako x0 6∈M,
A+x0 ako x0 ∈M.
(5.23)
Posˇto B = ⋃x∈(x0,∞] Lx, imamo da je ⋂B = ⋂x∈(x0,∞]⋂Lx. Iz (5.20)⋂Lx = Ax, pa⋂B=(⋂ x∈(x0,∞](−∞, x)Q × ω+)∪(⋂ x∈(x0,∞]⋃ y∈M∩(−∞,x)Iy × {0})
=((−∞, x0]Q × ω+) ∪
⋃
y∈M∩(−∞,x0]Iy × {0}
=Ax0 ∪ (({x0} ∩Q)× ω+) ∪
⋃
y∈M∩{x0}Iy × {0},
odakle dobijamo
⋂B =

Ax0 ako x0 /∈ Q ∧ x0 /∈M,
Ax0 ∪ ({x0} × ω+) ako x0 ∈ Q ∧ x0 /∈M,
A+x0 ako x0 /∈ Q ∧ x0 ∈M,
A+x0 ∪ ({x0} × ω+) ako x0 ∈ Q ∧ x0 ∈M.
(5.24)
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Ako x0 6∈ Q, tada iz (5.22-5.24), imamo
⋃A = ⋂B = C ∈ L. Kontradik-
cija.
Ako x0 ∈ Q i x0 6∈ M , onda
⋃A = Ax0 i ⋂B = Ax0 ∪ ({x0} × ω+).
Sada iz (5.22) i posˇto C 6∈ L imamo C=Ax0 ∪S, gde ∅ 6= S ⊂ {x0}×ω+.
Na osnovu stava 5.15(a), x0 = max supp C pa iz (5.18), C 6∈ P(A+∞).
Kontradikcija.
Ako x0 ∈ Q i x0 ∈ M , onda
⋃A = A+x0 i ⋂B = A+x0 ∪ ({x0} × ω+).
Opet, iz (5.22) i posˇto jeC 6∈ L slediC = Ax0∪S, gde ∅ 6= S ⊂ {x0}×ω+.
Na osnovu stava 5.15(b), x0 = max supp C pa iz (5.18), C 6∈ P(A+∞).
Kontradikcija.
Podslucˇaj 2.2: x0 = minB′. Tada iz (5.20), Ax0 ∈ Lx0 ⊂ B sˇto zbog (a)
povlacˇi
⋂B = Ax0 . Posˇto Ax ∈ Lx, za sve x ∈ (−∞,∞] i A = ⋃x<x0 Lx
imamo⋃A ⊃ ⋃x<x0 Ax
=
⋃
x<x0
((−∞, x)Q × ω+) ∪
⋃
x<x0
⋃
y∈M∩(−∞,x) Iy × {0}
= ((−∞, x0)Q × ω+) ∪
⋃
y∈M∩(−∞,x0) Iy × {0}
= Ax0 ,
pa Ax0 ⊂
⋃A ⊂ ⋂B = Ax0 , odakle sledi C = Ax0 ∈ L. Kontradikcija.
Slucˇaj II: −∞ 6∈ M 63 ∞ ili −∞ ∈ M . Dokaz se izvodi na isti nacˇin kao
u slucˇaju II stava 3.12.
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