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ABSTRACT 
Writing is an important component in standardized tests that are utilized for 
admission decisions, class placement, and academic or professional development. 
Placement results of the EPT Writing Test at the undergraduate level are used to 
determine whether international students meet English requirements for writing skills 
(i.e., Pass); and to direct students to appropriate ESL writing classes (i.e., 101B or 101C). 
Practical constraints during evaluation processes in the English Writing Placement Test 
(the EPT Writing Test) at Iowa State University, such as rater disagreement, rater 
turnover, and heavy administrative workload, have demonstrated the necessity to develop 
valid scoring models for an automated writing evaluation tool. Statistical algorithms of 
the scoring engines were essential to predict human raters' quality judgments of EPT 
essays in the future. Furthermore, in measuring L2 writing performance, previous 
research has heavily focused on writer-oriented text features in students' writing 
performance, rather than reader-oriented linguistic features that were influential to human 
raters for making quality judgments. To address the practical concerns of the EPT 
Writing Test and the existing gap in the literature, the current project aimed at developing 
a predictive model that best defines human placement decisions in the EPT Writing Test. 
A two-phase multistage mixed-methods design was adopted in this study within a model-
specification phase and in interconnection with model-specification and model-
construction phases. 
In the model-specification phase, results of a Multifaceted-Rasch-Measurement 
(MFRM) analysis allowed for selection of five EPT expert raters that represented rating 
severity levels. Concurrent think-aloud protocols provided by the five participants while 
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evaluating EPT sample essays were analyzed qualitatively to identify text features to 
which raters attended. Based on the qualitative findings, 52 evaluative variables and 
metrics were generated. Among the 52 variables, 36 variables were chosen to be analyzed 
in the whole EPT essay corpus. After that, a corpus-based analysis of 297 EPT essays in 
terms of 37 text features was conducted to obtain quantitative data on the 36 variables in 
the model-construction phase. Principal Component Analysis (PCA) helped extract seven 
principal components (PCs). Results of MANOVA and one-way ANOVA tests revealed 
17 original variables and six PCs that significantly differentiated the three EPT placement 
levels (i.e., 101B, 101C, and Pass). A profile analysis suggested that the lowest level 
(101B) and the highest level (Pass) seemed to have distinct profiles in terms of text 
features. Test takers placed in 101C classes were likely to be characterized as an average 
group. Like 101B students, 101C students appeared to have some linguistic problems. 
However, students in 101C classes and those who passed the test similarly demonstrated 
an ability to develop an essay.  
In the model-construction phase, random forests (Breiman, 2001) were deployed 
as a data mining technique to define predictive models of human raters' placement 
decisions in different task types. Results of the random forests indicated that fragments, 
part-of-speech-related errors and PC2 (clear organization but limited paragraph 
development) were significant predictors of the 101B level, and PC6 (academic word 
use) of the Pass level. The generic classifier on the 17 original variables was seemingly 
the best model that could perfectly predict the training data set (0% error) and 
successfully forecast the test set (8% error). Differences in prediction performance 
between the generic and task specific models were negligible. Results of this project 
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provided little evidence of generalizability of the predictive models in classifying new 
EPT essays. However, within-class examinations showed that the best classifier could 
recognize the highest and lowest essays, but crossover cases existed at the adjacent 
levels. Implications of the project for placement assessment purposes, pedagogical 
practices in ESL writing courses and automated essay scoring (AES) development for the 
EPT Writing Test are brought into the discussion. 
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CHAPTER 1. INTRODUCTION 
1.1. Statement of the problem 
Written communication skills are a critical component of language ability for 
second language (L2) learners. For college students, their writing skill is one of the 
significant predictors of academic performance (Geiser & Studley, 2002). Writing is also 
an important component in standardized tests utilized for admission decisions, class 
placement, academic or professional development. The English Writing Placement Test 
for Non-Native Speakers of English (the EPT Writing Test) at Iowa State University 
(ISU) is mandatory to all admitted students whose first language is not English (EPT, 
2007). The EPT Writing Test is intended for two uses: (a) to determine whether non-
native English speaking (NNS) students have met the English requirement for writing 
skill (i.e., no further English as a Second Language instruction in writing is required); and 
(b) to direct students to English-as-a-Second-Language (ESL) courses that provide 
students with necessary academic writing skills. This study was motivated by three major 
concerns, including practical constraints of the EPT Writing Test, a pedagogical issue of 
ESL writing classes at Iowa State University, and limitations in previous research 
literature. 
 Practical constraints for the EPT Writing Test include rater disagreement, rater 
turnover and administrative workload. Rater disagreement is a matter of concern during 
evaluation processes of the EPT Writing Test. If the first two raters cannot reach a 
consensus on quality judgments of an essay, the involvement of a third rater to adjudicate 
disputes between two raters and make a final decision is a typical scoring procedure in 
writing assessment. Rater disagreement may result from the fact that raters generally find 
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it difficult to make their decisions when dealing with student essays at the borderline of 
placement levels (i.e., between 101B and 101C, and between 101C and Pass). Therefore, 
profiles of written discourse features that are able to significantly discriminate the 
proficiency levels (i.e., 101B, 101C and Pass) can be helpful in directing EPT Writing 
raters' decision making. Another issue relates to rater turnover during scoring procedures 
of the EPT Writing Test. Rater turnover can result from changes in assistantship 
assignments and student graduation of the EPT Writing raters that are graduate students 
of English Department at ISU. Although an orientation to the test, rater training and 
calibration sessions are offered to new raters, the engagement of novice raters is likely to 
introduce more variance in evaluating processes. I hope that a valid predictive model 
built on placement decisions of expert raters would promisingly outperform novice raters. 
The reason for better prediction of an automated scoring machine as compared to novice 
raters' ratings is that inexperienced raters might not have sufficient rating experience to 
develop intuition or they may not select reliable sets of text features as evaluative criteria 
in making their judgments. Furthermore, a predictive model can take a range of text 
features into account when forecasting essay quality, in contrast to novice raters who may 
consider a limited set of text features. When it comes to administrative workload, it may 
take much effort to evaluate a large number of student essays. As the test is administered 
at the beginning of each semester to all first-year international students at ISU, 
operational ratings are generally scheduled in a few days so that placement results are 
reported to student for their course enrolment before a semester starts. Hence, this need 
calls for predictive models that simulate human raters' placement results for the EPT 
3 
 
Writing Test. These models will provide sophisticated statistical algorithms to feature an 
automated scoring system in the most efficient way.  
A pedagogical issue of concern in ESL academic writing courses at Iowa State 
University is likely to relate to the inadequate consideration of L2 learners' needs. As 
ESL writing courses at ISU aim to address students' writing communication at sentence- 
and paragraph levels (ENGL 101B) or an essay level (ENGL 101C), instructors might pay 
equal attention to all aspects of witting skills that have been planned in a syllabus and a 
curriculum. The centrality of teaching materials or text books may lead to ignorance of 
students' significant challenges. Moreover, under pressure to cover course contents in a 
limited time frame, writing instructors might overlook major weaknesses that students at 
a proficiency level tend to have. Consequently, it is necessary for writing instructors to 
prioritize ESL learners' problematic areas. Results of predictive models in this project can 
be helpful in informing ESL writing teachers of language difficulties that L2 students 
often have, so that instructors can adapt their syllabi to language needs of ESL students.  
Limitations in previous studies that investigated L2 writing quality need to be 
addressed, including (a) a lack of reader-focused studies of predicting essay quality, and 
(b) little research on undesirable rater effects on judging essay quality in the EPT Writing 
Test. When it comes to predicting essay quality, it seems that reader-focused models of 
human raters' quality judgments during their essay evaluation processes are generally 
ignored. Much research has been conducted to investigate the relationships between 
multidimensional use of written discourse features and writing proficiency levels (e.g., 
Crossley, Allen, Kyle, & McNamara, 2014; Ferris, 1994; Guo, Crossley & McNaramara, 
2012; Jarvis, Grant, Bikowski & Ferris, 2003, etc.). However, previous research has 
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mainly focused on writer factors that pertain to students' language use in essays when 
predicting student writing proficiency (Crossley & McNamara, 2012). As far as rater 
effects on judging essay quality are concerned, rater severity in the EPT Writing Test has 
not been fully examined. Prior studies (Cumming, Kantor & Powers, 2001; Eckes, 2008; 
Fritz & Ruegg, 2013; Hall & Sheyholislami, 2013) have suggested the involvement of 
rater effects in essay quality judgment. Therefore, for the EPT Writing Test, it is 
necessary to build predictive models based on evaluative criteria that raters actually 
perceive during their evaluation processes in order to distinguish student ability levels. 
This concern is crucial especially when predictive models are intended for placement 
testing that has specific needs to place students into appropriate classes in a particular 
language program.  
This study attempted to address the practical constraints of the EPT Writing Test, 
a pedagogical concern of ESL writing courses, and the existing gaps in previous research 
by developing predictive models of human rater's placement decisions in the EPT 
Writing Test. Predictive modeling is generally referred to as machine learning, pattern 
recognition, predictive analysis, artificial intelligence and data mining (Kuhn & Johnson, 
2013). Predictive modeling is defined as "the process of developing a mathematical tool 
or model that generates an accurate prediction" (Kuhn et al., 2013, p. 2). Unlike 
explanatory modeling that accounts for causal inference, an ultimate goal of predictive 
modeling is to attempt to forecast new observations (Shmueli, 2010). Therefore, purposes 
of constructing predictive models for the EPT Writing Test were to explore underlying 
patterns in data, to identify predictive the relationships among data, and to predict 
unknowns or future cases (Kuhn et al., 2013; Hastie, Tibshirani, & Friedman, 2008).  
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1.2. Goals of the study 
 An overall goal of this study was to develop valid predictive models that define 
human placement decisions in the English Writing Placement Test at Iowa State 
University. This purpose could be specified by five objectives: (a) examine human raters' 
rating behavior, (b) identify text features that writing raters attend to while evaluating 
student essays, (c) select predictors of human-rater placement decisions to input 
predictive models, (d) construct predictive models using a data mining technique, and (e) 
validate selected models that best define human placement decisions. 
1.3. Significance of the study 
 The significance of this dissertation project lies in its promising usefulness to the 
field of language testing and various stakeholders of the English Writing Placement Test. 
This project contributes to language testing research by extending an attempt to describe 
the relationship between text features and L2 essay quality. Given the complexities of L2 
writing quality, one benefit of this dissertation project is the significant contribution it can 
make to approaching and defining L2 writing quality from a perspective of expert raters. 
With its special focus on the predictive associations between text features and human 
placement judgments, the study draws attention to the potential impact of written 
discourse features in predicting quality ratings of new essays which previous studies of 
L2 writing quality were not able to shed light on.  
Results of the study potentially benefit various stakeholders of the EPT Writing 
Test at Iowa State University and beyond, including writing raters, test coordinators and 
test developers, ESL writing instructors and software developers of an automated scoring 
tool. As for EPT Writing raters, it is hoped that a description of discourse features in 
6 
 
student essays that can effectively discriminate student ability levels may guide EPT 
Writing raters to make their placement decisions. Regarding test coordinators and test 
developers, profiles of influential text features to predict placement results can provide 
them with necessary resources to design materials for rater training and calibration 
sessions. Furthermore, results from predictive models will enable instructors to diagnose 
students weaknesses in writing skill (e.g., frequent grammatical errors, absence of thesis 
statements and/or topic sentences etc.) in order to design appropriate writing instruction 
for each class level. More importantly, statistical algorithms of resulting predictive 
models are promisingly useful for software developers to design an automated tool to 
evaluate students' essays in the EPT Writing Test automatically. Featuring predictive 
algorithms in a scoring engine could help to achieve a goal of outperforming novice 
raters. 
1.4. Outline of the dissertation 
This dissertation is divided into five chapters. This introductory chapter provides 
the rationale for the study and highlights the needs to develop predictive models for 
placement decisions of the EPT raters. This chapter also clarifies goals and significance 
of this study. In providing theoretical backgrounds and critical analysis of related 
literature, Chapter 2 highlights interconnections among written discourse features in 
student essays, human raters, and essay quality in the context of an English Writing 
Placement Test. In Chapter 2, research questions which address the gap in the literature 
body and guide the study are presented. Chapter 3 gives a detailed description of research 
methodology implemented in this study. Chapter 4 is the presentation of research results 
and their interpretation in the light of previous related studies. Finally, Chapter 5 
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concludes with a summary of key findings, discussion about implications, limitations as 
well as future research.  
8 
 
CHAPTER 2. INTERCONNECTIONS AMONG TEXT FEATURES, HUMAN 
RATERS, PROMPTS AND ESSAY QUALITY IN WRITING PLACEMENT 
TESTS 
Chapter 2 is intended to critically review interconnections among four factors, 
i.e., text features, rater, prompt and essay quality, in a context of Writing Placement 
Tests, as illustrated in Figure 2.1, all of which lay solid conceptual foundations for this 
study. In addressing the interconnections of the four factors, subsections of Chapter 2 
focus on various tasks, including: (a) defining, (b) describing, (c) judging and (d) 
affecting L2 essay quality when measuring L2 writing proficiency in placement tests. 
Chapter 2 also presents limitations in previous studies and a set of research questions to 
address the identified shortcomings in the existing literature. Finally, the chapter clarifies 
underlying presumptions and delimits a scope of this project.  
 
Figure 2.1 Interconnections among four factors, i.e., rater, text features, prompt and 
essay quality in a context of Writing Placement Test. 
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2.1. Defining essay quality when measuring L2 writing proficiency in placement 
tests 
In defining essay quality, this section first reviews previous literature pertaining to 
placement testing, and then distinguishes between L2 Writing proficiency and essay 
quality. Next, this section gives contextual information about an English Placement 
Writing Test at Iowa State University. Finally, the section highlights the significance of 
predicting L2 writing performance in a placement test. 
2.1.1. Placement testing: Writing placement tests 
Placement testing has been widely used in universities and institutions (Brown, 
1989; Douglas, 2003; Fulcher, 1997; Wesche, Paribakht, & Ready, 1993). A main 
purpose of placement tests is "to reduce to an absolute minimum the number of students 
who may face problems or even fail their academic degrees because of poor language 
ability or study skills” (Fulcher, 1997, p. 1). Therefore, English-as-a-second-language 
(ESL) placement tests are developed to identify whether international students have 
sufficient language skills or ability for their academic life at English-medium universities 
(Douglas, 2003; Fulcher, 1997). If students are required to take additional courses, an 
ESL placement test is also intended to place international students of various language 
backgrounds into an ESL program (Wesche et al., 1993).  
When it comes to test score interpretation and test use of placement tests, as 
Schmitz & delMas (1991) note, the scores in placement tests can be interpreted as 
precisely representing a student's standing in a target domain, and reflecting the student's 
mastery within the target domain that is necessary to successfully complete a college-
level course or curriculum. In English Writing tests for placement purposes, the "test 
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score" can be referred to as L2 essay quality and "student's standing in a target domain" 
as L2 writing proficiency. The following section clarifies distinctions between these two 
concepts.  
2.1.2. L2 writing proficiency versus L2 essay quality 
According to Messick’s (1994) competency-centered framework1, language 
proficiency is conceptually different from observed test performance. In writing 
assessment, L2 writing proficiency pertains to language proficiency while essay quality 
refers to observed test performance.  
The concept of language proficiency is defined as “the ability to use a complex of 
knowledge and processes to achieve particular goals” in its “contexts of language use” 
(Chapelle, Enright, & Jamieson, 2008, p. 2). Chapelle et al. (2008) note that language 
proficiency should not be limited as “knowledge of linguistic form or a skill” (p. 2). In 
the context of the English Placement Writing Test, for instance, L2 writing proficiency 
can be defined as writing ability that is necessary for international students’ success in 
ESL writing courses as well as ISUComm foundation courses in English Department at 
Iowa State University.  
Essay quality or writing quality is referred to as quality ratings that are made by 
expert raters. Writing raters are professional and trained readers to evaluate written 
essays according to a pre-designed rubric (Crossley, Varner, & McNamara, 2014). 
Quality judgments of raters during evaluation processes can be expressed as observed 
scores that are obtained from raters’ evaluating observations of performance, and reflect 
                                                 
1Competency-centered testing assumes score interpretation is made based on an underlying construct of 
language proficiency. The competency-centered testing is distinguished from task-centered testing. From 
the task-centered perspective, score interpretation is conceptualized as student performance on tasks that 
simulate the real-world tasks (Chapelle, Enright, & Jamieson, 2008; Messick, 1994).  
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target language abilities (Chapelle et al., 2008, p.15). An observed score is then 
extrapolated to a target score that reveals “the quality of performance in the real-world 
domain of interest” (Chapelle et al., 2008, p. 16). As Chapelle et al. (2008) explain, a 
proficiency or ability of a test taker is inferred from observed test performance. As for the 
EPT Writing Test, EPT raters quantify the observation of student writing performance by 
assigning a placement level according to descriptors of a rating rubric to make quality 
judgments during evaluation procedures. Hence, placement ratings are observed scores of 
EPT test takers and reflective of the target writing proficiency of the EPT Writing Test. 
For instance, a test taker who receives the highest rating (i.e., Pass) in the EPT Writing 
Test is likely to obtain high scores on other academic writing tasks in ESL writing 
courses as well as ISUComm foundation courses in English Department at Iowa State 
University. It should be noted that low-rated quality of an essay does not directly reflect 
low writing proficiency of a test taker. Placement ratings are then used to make claims 
about students’ writing proficiency in order for EPT Writing Test users to make 
placement decisions. 
In brief, L2 writing proficiency is conceptually different from L2 essay quality. 
Although it is desirable to validate writing raters’ placement decisions towards L2 writing 
proficiency, it seems essential to investigate evaluative criteria that help raters form their 
quality judgments on L2 essays in evaluation processes. On the theoretical basis of 
writing placement testing, the following section presents contextual information of the 
English Writing Placement Test at Iowa State University, which provides the research 
setting for this study.  
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2.1.3. Contextual information of the English Writing Placement Test 
The English Placement Test for Non-Native Speakers of English (the EPT) at 
Iowa State University (ISU) is mandatory to all admitted students whose first language is 
not English (EPT, 2007). The test is administered at the beginning of each semester. In 
the writing section, test takers are asked to write an essay to respond to a given prompt2 
for 30 minutes. 
The writing component of the EPT (the EPT Writing Test) is intended for two 
uses. The primary purpose is to determine whether non-native English speaking (NNS) 
students have met the English requirement of writing skills (i.e., no further English as a 
Second Language instruction of writing skills is required). The secondary purpose is to 
identify which additional English-as-a-Second-Language (ESL) writing courses are 
suitable to provide students with necessary academic writing skills.  
Therefore, writing placement results of the EPT Writing, as illustrated in Figure 
2.2, determine whether test takers pass the writing test, or they are required to enroll in 
one or more supplementary courses in English. Graduate students who pass the test meet 
the English requirement for the Graduate College and, hence, are not required to take 
additional English training. For undergraduate students, after passing the test they are 
able to take English 150, which is a compulsory course for both native and non-native 
undergraduate students. If test takers cannot pass the EPT Writing Test, writing results 
are employed to place them in appropriate ESL (English as a Second Language) Writing 
classes. As part of ESL curricular of English Department at ISU (Applied Linguistics 
Program, 2015), three courses address writing communication, including English 101B, 
                                                 
2
 As part of the English Placement Test development project, the EPT Writing Test has been revised since 
2015. In the revised EPT Writing Test, each test taker is required to compose two responses to two writing 
prompts. 
13 
 
English 101C, and English 101D. English 101B of Academic English 1 for graduates and 
undergraduates provides instruction in academic writing at sentence and paragraph levels, 
focusing on grammar, vocabulary, mechanics, style, and organizational patterns, as well 
as the key compositional processes of planning, drafting, and revising. English 101C of 
Academic English 2 is advised for undergraduates. A primary objective of English 101C 
is to teach critical thinking as a process of developing, organizing, and revising writing 
drafts. In English 101D of Academic English 2, graduate students are instructed to write 
academic papers and reports in their disciplines and use published sources. A scope of 
this study was limited to writing placement results for undergraduate students. Hence, 
three performance levels (i.e., 101B, 101C, and Pass) were considered in this study.  
 
Figure 2.2 Placement decision tree of the EPT Writing Test 
In order to establish consistency in evaluating student written work, a scoring 
rubric of the EPT Writing Test is used as a scoring guide to start an evaluation process 
(APPENDIX B). In order to shed light on evaluative criteria targeted in the EPT Writing 
Test, I conducted an analysis of the scoring rubric of the EPT Writing Test. Target 
categories of assessment criteria and a description of writing traits are summarized in 
Table 2.1. General descriptions (APPENDIX B, Table B.1) address potential needs of 
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undergraduate test takers who are placed in three placement levels (i.e., 101B, 101C and 
Pass) and clarify the degree of communication effectiveness in their writing samples. 
These general descriptions also suggest features of language deficiency in student essays, 
such as grammatical, mechanical, and stylistic errors, which can be tolerable. 
Furthermore, the EPT scoring rubric indicates the connection of the placement levels in 
the EPT Writing Test with language proficiency levels of Proficiency Guidelines for 
Writing in 2012, issued by American Council on The Teaching of Foreign Languages 
(ACTFL). Apart from General descriptions according to performance levels, there are 
five categories that address related writing traits, including Organization, Grammar and 
Vocabulary, Functional, Mechanics and Comprehensibility (APPENDIX B, Tables B.2-
6). The rating scale of these categories ranges from very limited use, limited use to 
good/effective use of target writing traits. Each category is elaborated with a group of 
specific assessment criteria (Table 2.1). In the Organization category, several features are 
taken into consideration, including the use of cohesive devices, flow of thoughts, 
relevance, and thesis statement and topic sentences. Grammar-and-Vocabulary-related 
criteria consist of use of time frames, grammatical control, syntactic structures, 
vocabulary use, and conjunction use. It should be noted that syntactic structures are 
divided into three sub-categories as complexity, variety, and completeness. Human raters 
are suggested to consider functional criteria in student essays for placement decisions, 
containing narration and description, provision of evidence and examples, comparison 
and contrast, summary, use of conditionals, and academic language use. Spelling and 
punctuation are two textual features that fall into the Mechanics category. The 
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Comprehensibility category is comprised of readers' effort to understand and idea 
development. 
Table 2.1 An analytical summary of assessment criteria in the scoring rubric of the EPT 
Writing 
Category Description  
General 
descriptions 
• Students' potential needs of ESL instruction 
• Communication effectiveness 
• Tolerable deficiency 
• Correspondence to ACTFL Proficiency Guidelines 2012 - 
Writing 
Organization • Use of cohesive devices 
• Flow of thoughts 
• Relevance 
• Thesis statement & topic sentences 
Grammar & 
Vocabulary 
• Use of time frames 
• Grammatical control 
• Syntactic structures 
• Vocabulary use 
• Conjunction use 
Functional • Narration & Description 
• Provision of Evidence & Examples 
• Comparison & contrast 
• Summary 
• Conditionals 
• Academic language use 
Mechanics • Spelling  
• Punctuation 
Comprehensibility • Readers' effort 
• Idea development 
 
However, several researchers have expressed doubts about assessment criteria in 
scoring rubrics. Cumming, Kantor and Powers (2001) criticize that the exact nature of 
writing constructs measured in writing tests remains unclear. They argue that holistic 
rating scales can combine many complex writing traits, or characteristics of writing 
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quality, which human raters can perceive. Furthermore, either simplicity of the holistic 
scoring method or complex rich description of scoring rubrics may make it hard for 
writing evaluators to interpret (Henning, 1991; Purves, 1992; Raimes, 1990). Expert 
raters are eligible readers to provide quality judgments that reflect underlying writing 
proficiency of L2 writers. Therefore, as compared to assessment criteria in the scoring 
rubric, operational criteria that human raters use to make their judgments and decisions 
seem more useful in constructing predictive models. Predictive models would meet 
different needs of various test stakeholders of placement tests, which are discussed in the 
following section. 
2.1.4. Needs for predicting writing performance in placement tests 
As placement testing is intended for specific purposes, English placement tests are 
designed in an attempt to generally predict student writing performance. Students who 
pass writing placement tests are often claimed to have "just-qualified" writing ability 
(Hambleton & Pitoniak, 2005, p. 435) for academic success, and achieve given levels of 
expertise or writing proficiency of the program (Ramineni, 2013; Schmitz & delMas, 
1991). In other words, placement results of English placement tests can provide useful 
information for students, and course/ program administrators and faculty. 
English placement results, as Ramineni (2013) notes, can be very useful for 
international students. Placement decisions in a writing test inform students how well 
they would perform their written ability and whether they may need additional support 
for their academic success in required college-level coursework. If students enroll in a 
more advanced class, students may face risks of stress increase, satisfaction reduction, 
and/or even class or program withdrawal. The danger of enrollment in too easy classes 
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may include dissatisfaction, boredom, unnecessary time and inefficient expenditures for 
student's education.  
As for instructors and program administrators, usefulness of writing placement 
tests includes misclassification avoidance, and student's weakness identification. A 
mismatch between student ability and course design may lead to higher withdrawal rates 
and/or college completion rates for the institution as a whole (Ramineni, 2013). 
Therefore, results of English placement tests can help instructors design effective 
teaching materials and strategy to reduce student dropout rates from language 
courses/programs (Lowis & Castley, 2008). Classes of mixed language abilities may 
become burdensome for instructors to conduct in-class activities, and/or encourage equal 
contribution of students. Furthermore, apart from identifying international students who 
need further ESL support, placement results can provide program administrators and 
faculty with clear understanding of student strengths and, especially, weaknesses that 
need to be addressed in ESL writing classes.  
In brief, this section has presented theoretical background of placement testing for 
writing assessment and a situational context of the English Writing Placement Test at 
Iowa State University. Two prominent uses of writing placements tests are (a) identifying 
students who need additional ESL help in terms of writing skills in English-medium 
universities, and (b) placing test takers into appropriate writing classes for additional 
writing intervention. The significance of predicting writing performance in placement 
tests appears to benefit students, instructors of ESL classes and program coordinators. 
Therefore, it is important to examine how essay quality has been described in previous 
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research. The following section discusses prior research that has been conducted to 
describe L2 essay quality. 
2.2. Describing L2 essay quality  
As discussed previously, it is necessary to predict student writing performance 
levels in English writing placement tests. Hence, this section focuses on prior research 
that has examined the relationships between written discourse features in student essays 
and L2 writing quality. Previous studies that have attempted to describe L2 essay quality 
can be divided into four types, traditional L2 written discourse analysis, error analysis, 
natural language-processing-based analysis and multidimensional analysis. Finally, this 
section critically examines methodological limitations of prior research. 
In traditional L2 written discourse analysis, many researchers have made 
extensive efforts to investigate the relationships between multidimensional uses of 
written discourse features and writing quality. Several studies (Connor, 1990; Engber, 
1995; Ferris, 1994; Frase, Faletti, Ginther & Grant, 1997; Jarvis, 2002; Jarvis, Grant, 
Bikowski & Ferris, 2003; Reid, 1990; Reppen, 1994) have revealed a range of linguistic 
features at surface and text-based levels. These features are found to be able to 
differentiate writing performance levels, as shown in Table 2.2, such as text length 
(Ferris, 1994; Frase et al., 1997; Grant & Ginther, 2000; Reid, 1990), word types, word 
length (Ferris, 1994; Frase et al., 1997; Grant & Ginther, 2000; Reid, 1990; Reppen, 
1994). The findings suggest that higher-rated essays demonstrate a variety of syntactic 
constructions and lexical features more frequently, including passives (Connor, 1990; 
Ferris, 1994; Grant & Ginther, 2000), synonymy/ antonymy (Ferris, 1994), 
normalizations (Connor, 1990; Grant & Ginther, 2000), subordination, unique word 
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choice (Grant & Ginther, 2000), and personal pronouns (Ferris, 1994). Lower-scored 
essays are found to contain more verbs in present tenses (Reppen, 1994). However, few 
studies have been conducted into semantic and functional features such as conceptual 
knowledge, causality, temporality, and given/new information (Engber, 1995) or 
rhetorical structure and pragmatic levels (Cumming, Kantor, Baba, Erdorsy, Eouanzoui & 
James, 2006).  
Table 2.2 Text features impacting writing performance levels in traditional L2 written 
discourse analysis 
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1. Text length          
2. Word types, word 
length 
  
   
  
  
3. Passives          
4. Synonymy/ antonymy          
5. Normalizations          
6. Subordination          
7. Unique word choice          
8. Personal pronouns          
9. Present verb tense          
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Another approach to essay quality judgments is error analysis. Error analysis, 
from a perspective of Second Language Acquisition (SLA), is an approach to examine 
how learners acquire a second language (L2) (Ellis, 2008). In conducting an error 
analysis, as Corder (1967) states, researchers can obtain evidence of how learners studied 
and discovered rules of a target language. Two significant contributions of error analysis, 
as Corder (1981) states, include (a) detecting learners’ difficulties to inform language 
teachers, and (b) suggesting pedagogical implications for teachers to cope with learners’ 
struggles. Error analysis has been recently employed in research studies that concern 
accuracy in L2 production (Ellis, 2008). Error analysis can play an important role in 
judging writing quality, especially in placement testing contexts. Writing errors that are 
salient in raters’ quality judgments can provide evidence of deficiency in writing 
performance and reveal critical errors that impede readers’ comprehension. Furthermore, 
error analysis can help predict possible difficulties that students have when composing 
their written essays. Hence, in writing placement tests, error analysis can be helpful in 
accounting for students’ needs of ESL writing instruction. 
Numerous studies have been conducted to investigate a variety of errors that 
frequently occur in student essays. I chose four recently published studies (Khanom, 
2014; Sawalmeh, 2013; Watcharapunyawong & Usaha, 2013; Zheng & Park, 2013) that 
examined written essays by L2 learners who had different L1 backgrounds (i.e., 
Bangladeshi, Arabic, Thai, Chinese and Korean). I also reviewed Lunsford’s (2013) list 
of the most common errors in college writing that was published in The Everyday Writer. 
Lunsford’s (2010) list of top writing problems was obtained from her research into 
student writing in the United States. The rationale for using Lunsford’s The Everyday 
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Writer (2010) as a reference to college writing conventions in my project was that the 
book is recommended as a handbook for ISUComm foundation courses3 at Iowa State 
University. Table 2.3 presents a range of the most common errors in student essays that 
were found in the selected publications. As shown in Table 2.3, a majority of errors 
detected in the prior studies relate to grammatical and lexical errors (from 1 to 21). Three 
error categories (i.e., spelling, capitalization, and punctuation) fall into mechanics. Only 
incomplete/missing documentation concerns appropriate citations of sources in student 
writing.  
Table 2.3 The most common errors in L2 written essays 
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1. Articles (*)      
2. Noun forms (singular/plural) (*)      
3. Prepositions      
4. Sentence fragments (*)      
5. Word choice (*)      
6. Pronoun/ Vague pronoun reference (*)      
7. Subject-verb agreement (*)      
8. Ill-formed verb (*)      
                                                 
3
 ISUComm foundation courses consist of ENGL 150 (Critical Thinking and Communication) and ENGL 
250 (Written, Oral, Visual and Electronic Composition). The two courses are mandatory as part of a 
composition program for first year undergraduate students at Iowa State University. For more information, 
see http://www.engl.iastate.edu/isucomm/foundation-2/  
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9. Verb tense (*)      
10. Syntax/ Sentence structure (*)      
11. Spellings       
12. Capitalization      
13. Run-on sentence (*)      
14. Transitions (*)      
15. Word order      
16. Morphology/ Word form(*)      
17. Infinitive/ Gerund      
18. Modal/Auxiliary      
19. Double negatives      
20. Parallel structure      
21. Comparison structure      
22. Question formation      
23. Reported speech       
24. Punctuation      
25. Incomplete/ missing documentation      
 
Table 2.3 (continued) 
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Limitations in the previous error-analysis studies need to be addressed. First, the 
top common errors found in student essays were writer-oriented, rather than reader-
oriented. I draw a distinction between writer-oriented linguistic errors from reader-
oriented linguistic errors. I divide linguistic errors in L2 essays in the relation with 
writing quality into two categories: writer-oriented and reader-oriented linguistic errors. 
Writer-oriented linguistic errors are referred to as errors that are present in a written 
essay composed by a student-writer. Occurrences of writer-oriented linguistic errors can 
be reflective of erroneous language use in student writing. However, not all linguistic 
errors in a student essay can be critical to a reader' comprehension of the essay, and, 
hence, be likely to salient to the rater as a reader during rating processes. As a result, 
reader-oriented linguistic errors can be defined as errors that can impact raters-readers' 
understanding and quality judgments of L2 essays. In other words, the prior studies were 
conducted to examine various errors or mistakes that students committed in their 
compositions. However, the impact of the errors on raters’ cognition in evaluation 
processes is still in question. As Ellis (2008) explains, judges seem to use different 
criteria in their ratings due to error gravity4(p. 57). For example, article-related errors 
were found to be common in error analysis studies (Khanom, 2014; Sawalmeh, 2013; 
Watcharapunyawong et al., 2013; Zheng et al., 2013). However, it was likely that article 
errors might not be important in raters’ judgments of essay quality. Second, findings of 
the prior error-analysis research appeared to be largely restricted to linguistic errors (i.e., 
grammatical and lexical errors), probably due to detectability, while writing raters could 
                                                 
4Error gravity conceptually consists of intelligibility, acceptability and irritation (Khalik, 1985). 
Intelligibility indicates the extent to which an error impedes the rater-reader’ comprehension. Acceptability 
relates to raters’ judgments of the extent to which the error is serious. Irritation pertains to negative 
emotion of raters responding to the error or error frequency. 
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focus on rhetorical or ideational aspects as well (Cumming, Kantor, & Powers, 2001, 
2002; Mei & Cheng, 2014; Milanovic, Saville, & Shen, 1996; Vaughan, 1991). 
Rhetorical or ideational errors such as underdeveloped ideas, irrelevance, communicative 
ineffectiveness, incoherence, etc. have not been addressed in the previous error analysis 
studies. 
More recently, Natural-Language-Processing (NLP)-based studies have 
efficiently described essay quality by providing a detailed profile of written discourse 
features at different levels of language, discourse, meaning and conceptual analysis. Coh-
Metrix, for example, is a computational tool that reports on various linguistic indices 
(McNamara, Graesser, McCarthy & Cai, 2014; McNamara, Crossley & McCarthy, 2010). 
Multiple NLP-based studies by Crossley, McNamara and their colleagues have found 30 
Coh-Metrix measures that are significantly indicative of L2 writing quality (Table 2.4). 
However, a limited range of features that were shared among the NLP-based studies, 
such as number of words per text, number of word types, lexical diversity, word 
familiarity, word imagability, word frequency, word frequency (content words), and noun 
hypernymy (Table 2.4). The studies have reported inconsistent findings of strong 
predictors of student essay quality, suggesting that the results were inclined to be highly 
data-centered. In other words, important text features to differentiate levels of essay 
quality tended to depend on data collected in specific research contexts. Furthermore, as 
each study sampled a set of corpus data in the "population" of L2 essays, typical text 
features as strong predictors of L2 writing quality should be expected across the previous 
studies. Therefore, the mixed results should not be taken to mean that these features are 
irrelevant to their determination of essay quality, but rather that these features cannot be 
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generalized to other settings. Unfortunately, the inconsistent results across the prior 
studies might demonstrate that the generalizability of the influential predictors to identify 
writing quality of new L2 essays is unknown. 
Table 2.4 Coh-Metrix indices found as significant predictors of L2 essay quality in the 
reviewed studies 
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1. Number of word types          
2. Lexical diversity          
3.Word imagability          
4.Word familiarity          
5.Word frequency          
6.Word frequency (content 
words) 
    
  
   
7.Noun hypernymy           
8. Number of words per text          
9. Number of sentences          
10.  Proportion of key words          
11. Word meaningfulness          
12. Aspect repetition          
13. Content word overlap          
14. Average syllable per word          
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15. Past participle verbs          
16. Verbs in 3rd person 
singular present form 
    
 
    
17. Perfect verb forms          
18. Semantic similarity (LSA 
sentence to sentence) 
    
 
    
19. LSA body to conclusion          
20. LSA given/new          
21. LSA essay to prompt          
22. Verbs in base form          
23. 2nd-person pronouns          
24. Conditional connectives          
25. Incidence of "and"          
26. Word frequency indices 
(CELEX) 
      
 
  
27. Narrativity score          
28. Negation           
29. Conclusion paragraph n-
grams 
     
 
   
30. Syntactic complexity          
Note: LSA = Latent Semantic Analysis 
Table 2.4 (continued) 
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Finally, multidimensional studies of L2 written essays have provided a 
complementary perspective to previous research that has solely concentrated on 
individual linguistic features. Investigating isolated text features in written essays can be 
insufficient because, as Jarvis, Grant, Bikowski, and Ferris (2003, p. 399) state, written 
text quality of L2 learners is likely to "depend less on the use of individual linguistic 
features than on how these features are used in tandem." By using a factor analysis, the 
multidimensional approach extracts linguistic dimensions, each of which represents a set 
of specific linguistic features that tend to be used together in texts (Biber & Gray, 2013). 
Multidimensional studies by Biber, Gray and their colleague (2013, 2014) investigate 
lexico-grammatical features in test takers' spoken and written responses in the Test of 
English as a Foreign Language test (the TOEFL test). The first dimension (Dimension 1) 
was found to be highly correlated with the TOEFL iBT score levels. As summarized in 
Table 2.5, co-occurring features at a positive end (i.e., features with positive loadings) of 
Dimension 1 consisted of nouns (common nouns, concrete nouns, and pre-modifying 
nouns), prepositional phrases, noun + of-phrase, adjectives, word length, passives. At a 
negative end (i.e., features with negative loadings) of Dimension 1, there were several 
linguistic features that occurred together, including verbs (present tense, mental verbs, 
and modal verbs), third-person pronouns, that-clauses (controlled by likelihood verbs and 
that-omission), and finite adverbial clauses. Dimension 1 was functionally interpreted as 
a dimension of "literate versus oral," suggesting that highest level (i.e., Level 4) tended to 
be the most literate while the low-quality responses were deemed the most oral.  
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Table 2.5 A summary of important linguistic features loadings on important factors 
(Biber & Gray, 2013; Biber, Gray & Staples, 2014) 
Dimensions Features with positive 
loadings 
Features with negative 
loadings 
Dimension 1: 
Literate vs. oral (*) 
• Nouns (common nouns, 
concrete nouns, 
premodifying nouns) 
• Prepositional phrases, 
noun + of-phrase 
• Adjectives 
• Word length 
• Passives 
• Verbs (present tense, 
mental verbs, modal verbs) 
• Pronouns: third person  
• That-clauses: controlled by 
likelihood verbs, that-
omission 
• Finite adverbial clauses 
Dimension 2: 
Information source: 
text vs. personal 
experience  
• Nouns (place nouns, 
premodifying nouns) 
• Pronouns: third person  
• That-clauses controlled by 
communication verbs 
• Communication verbs 
• Pronouns: first person, 
second person 
• Abstract nouns 
Dimension 3: 
Abstract opinion 
versus concrete 
description/summary 
• Word length 
• Nouns: normalizations, 
mental nouns, abstract 
nouns 
• Noun + to-complement 
clause 
• Mental verbs 
• Concrete nouns 
• Activity verbs 
Dimension 4: 
Personal narration 
• First-person pronouns 
• Past-tense verbs 
• Present-tense verbs 
Note: (*) Only Dimension 1 was found to be highly correlated with the TOEFL-iBT score 
levels. 
The reviewed multidimensional studies have provided valuable insight into 
linguistic variation of lexico-grammatical features by taking both L2 spoken and written 
responses into account. However, there is the lack of closer examination of co-occurring 
relations among only written discourse features across different writing proficiency 
levels. Furthermore, it should be noted that during evaluation processes, human raters 
possibly consider a wider range of features to make their quality judgments such as 
accuracy-related features and rhetorical discourse features (Cumming, Kantor & Powers, 
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2001, 2002; Lumley, 2002; Mei & Cheng, 2014; Milanovic, Saville, & Shen, 1996; 
Vaughan, 1991), apart from lexico-grammatical and syntactic features. As Biber 
emphasizes on the choice of linguistic features in response to a possible criticism of the 
multidimensional approach, linguistic features included in multidimensional research are 
"intended to be as comprehensive as possible" (Friginal, 2013, p. 146). Therefore, in 
investigating essay quality judged by human raters, it would be fruitful to cover as many 
linguistic features that human raters employ in their essay evaluation as possible.  
The four types of studies (i.e., traditional discourse analysis, error analysis, 
natural-language-processing-based analysis, and multidimensional analysis) have 
provided insight into essay quality from various perspectives. However, some 
methodological limitations that are shared in most accounts of prior studies need to be 
addressed. The first concern of automatic tagging and analysis, such as Coh-Metrix in 
NLP-based studies, is raised as a high chance of mistagging or misanalyzing in L2 
student essays (Ferris, 1994; Grant & Ginther, 2000). The issue does not necessarily 
result from reliability of automated machines. The reason is that written language 
production at different proficiency levels of L2 writers probably contains a wide range of 
grammatical mistakes, such as incomplete sentences, incorrect word forms, 
mispunctuations or misspellings. Therefore, inaccuracy in automated detection possibly 
distorts analytical results. Therefore, Ferris (1994) and Grant et al. (2000) suggest that 
additional hand-coding is desirable in order to achieve a complete profile of L2 writing 
proficiency differences. Secondly, unstable results of prior studies in investigating the 
relationships between text features and essay quality may suffer from methodological 
classification issues. Linear prediction in multiple linear regressions (Crossley & 
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McNamara, 2012; Crossley, Kyle, Allen, Guo, & McNamara, 2014; Ferris, 1994; Guo, 
Crossley, & McNamara, 2013; McNamara, Crossley, & Roscoe, 2013) assumes that a 
straight line would represent the relationships between written discourse features (i.e., 
exploratory variables or predictors) and writing proficiency levels (i.e., the response 
variable). The Linear Discriminant Analysis (LDA) classifier employed in Crossley, 
Salsbury, and McNamara (2011) attempted to find straight lines that best divide regions 
of classes among observations (James, Witten, Hastie, & Tibshirani, 2013). However, 
linear boundaries would not be often the case in reality. The reason is that unlike LDA, 
Quadratic Discriminant Analysis (QDA) can identify quadratic boundaries when means 
of predictors are distributed normally across samples, but variances within ability groups 
are unequal (James, Witten, Hastie, & Tibshirani, 2013; Kuhn & Johnson, 2013). Thirdly, 
the reviewed studies have mainly concentrated on the writer (Crossley & McNamara, 
2012). There is seemingly little reader-focused research into linguistic features which 
were attended to during human raters' decision making processes. The issue can become 
critical if models for generally predicting essay quality (e.g., native speakers of English 
or K-12 students) are applied in a writing placement test of an L2 language program. 
Therefore, this project attempted to investigate reader-oriented text features that are used 
as evaluative criteria in human raters' decision making processes, and then develop 
predictive models of writing ability levels of the ESL writing program at ISU in 
particular.  
In summary, this section has highlighted a link between text features and essay 
quality judgments. The section has presented four research types (i.e., traditional 
discourse analysis, error analysis, natural-language-processing-based analysis, and 
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multidimensional analysis) in the literature and summarized textual features that can 
significantly separate writing levels. As the previous studies seemed to exclude reader-
focused text features that raters operationally use in judging essay quality, it is important 
to examine previous research on human raters' evaluation processes in writing 
assessment. Prior investigation into how raters judge essay quality is discussed in the next 
part.  
2.3. Judging L2 essay quality  
Much research on essay quality tends to be conducted in ignorance of reader-
oriented text features to which human raters attend during evaluation processes. 
Therefore, it is important to examine how human raters use their operational criteria 
while evaluating student essays. This section reviews previous studies that have 
investigated raters' judgments of second language (L2) writing. Based on these studies, 
this section also summarizes factors that have been found to be important in writing 
assessment. Finally, this section critically evaluates generalizability of reviewed studies.  
Prior research has made great attempt to examine human raters’ judgments while 
rating L2 essays. A search of the literature revealed six studies (Cumming, Kantor & 
Powers, 2001, 2002; Lumley, 2002; Mei & Cheng, 2014; Milanovic, Saville, & Shen, 
1996; Vaughan, 1991) that investigated linguistic aspects in student essays that raters 
attend to during their evaluation processes. Table 2.6 provides following information for 
each study: (a) author; (b) testing context/ written essays, (c) raters and rating scale; (d) 
data source(s) and (e) key findings.  
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Table 2.6 A summary of previous studies of raters’ judgments when evaluating student essays (in a chronological order) 
Author 
(Year) 
Testing context/ 
Writing essay 
Raters Rating scale Data sources 
 
Key findings of important factors that 
raters attended to 
Vaughan 
(1991) 
University 
student essays by 
native and ESL 
learners 
9 experienced 
raters 
6-level 
holistic scale 
Think-aloud 
protocols 
The most frequent comments on: unclear 
or weak content, handwriting hard to read, 
tense/verb problem, punctuation/ 
capitalization error; good introduction, 
morphology/ word form error. 
Milanovic 
et al. 
(1996) 
The First 
Certificate in 
English (FCE)/ 
Cambridge 
English 
Proficiency Test 
(CPE) with ESL 
essays 
16 raters with 
different 
experiences: 
FCE, CPE, 
EFL, native 
speakers 
6-level 
holistic scale 
Retrospective 
written 
reports, 
introspective 
verbal reports, 
and group 
interviews 
11 important elements include: length, 
legibility/ handwriting, grammatical 
mistakes/ errors, structure (at sentence, 
paragraph levels) &, paragraph structure 
(sequencing & linking), narrative structure 
(idea developments), communicative 
effectiveness, tone (style, fluency/ 
naturalness of expression), vocabulary, 
spelling, content, task realization, 
punctuation. 
Cumming 
et al. 
(2001, 
2002) 
The Internet-
based Test of 
English as a 
Foreign Language 
(TOEFL iBT); 
EFL/ESL essays 
 
EFS/ ESL 
instructors/ 
assessors 
6 levels 
without 
descriptions 
Think-aloud 
protocols 
• A wide range of features, i.e., layout, 
total written production, vocabulary, 
punctuation, rhetorical organization, 
personal situation of writer, style, topic 
development, sentences, grammar, errors, 
and spelling (for details, see Cumming et 
al., 2001) 
• Descriptive framework of decision-
making behaviors while rating TOEFL 
essays (p. 77): Self-monitoring focus; 
rhetorical focus and language focus 
(Cumming et al., 2002) 
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Author 
(Year) 
Testing context/ 
Writing essay 
Raters Rating scale Data sources 
 
Key findings of important factors that 
raters attended to 
Lumley 
(2002) 
The Special Test 
of English 
Proficiency 
(Australia) 
4 trained & 
experienced 
native 
speakers of 
English 
6-level 
holistic scale  
Think-aloud 
protocol 
 
Comments from raters (from the highest 
to the lowest frequency): content/ 
relevance, overall category, vocabulary, 
clarity of meaning only, scoring category 
nomination, content/relevance plus clarity 
of meaning, and rater’s reading. 
Mei & 
Cheng 
(2014) 
The National 
Matriculation 
English Test 
(NMET) for 
university 
entrance in China; 
EFL student 
essays  
Both novice 
& 
experienced 
raters: 
162 
questionnaire 
respondents; 6 
interviewees 
 
5 level 
holistic scale 
1-5 scale 
questionnaire 
survey, think-
aloud 
protocols, and 
interviews 
• From surveyed data (the highest 4.8 -
the lowest 3.0): coherence, main ideas, 
writing purpose, grammar & vocabulary, 
idiomatic English, appropriacy, 
introduction & conclusion, details, 
handwriting, authorship, length, 
readership, and punctuation. 
• From think-aloud& interview data: 
Highest attention to: grammar, 
handwriting, and main ideas. 
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Table 2.6 (continued) 
34 
 
Several common trends emerge from Table 2.6. All of the reviewed studies used 
think-aloud protocols as a primary data collection method to elicit operational criteria 
from writing raters. Participants were experienced (Cumming et al., 2001, 2002; Lumley, 
2002; Vaughan, 1991) or had various rating experiences (Mei et al., 2014; Milanovic et 
al., 1996). Four out of six studies used a pre-designed holistic scoring rubric, except for 
the studies by Cumming et al. (2001, 2002), which employed a six-level scale without 
any descriptors. As presented in Table 2.7, findings of the reviewed studies suggested a 
range of important factors that human raters attended to while rating student essays.  
Table 2.7 A summary of important factors that raters attended to while evaluating student 
essays in previous research (The studies are shown in a chronological order.) 
Category Factor & Description V
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1. Organization • Narrative structure (idea 
developments) 
 
 
   
 • Rhetorical structure or essay 
layout  
  
 
  
 • Main ideas      
 • Task realization or completion: 
irrelevance/ relevance to writing 
prompts  
 
   
 
2. Grammar • Grammar mistakes; structure at 
sentence and paragraph levels; 
tense/ verb problems; error 
frequency, etc.  
   
 
 
3. Vocabulary • Morphology/ word form error       
 • Accurate and proper use of      
35 
 
Category Factor & Description V
a
u
gh
a
n
 
(19
91
) 
M
ila
n
o
v
ic
 
et
 
a
l. 
(19
96
) 
C
u
m
m
in
g 
et
 
a
l. 
(20
01
, 
20
02
) 
Lu
m
le
y 
(20
02
) 
M
ei
 
&
 
C
he
n
g 
(20
14
) 
vocabulary  
 • Vocabulary range, variety, 
idioms, missing words 
  
 
  
 • Vocabulary-related considerations       
4. Mechanics  • Punctuation/ Capitalization error      
 
5. Comprehensibility  • Unclear, weak, or ambiguous 
phrases; clarity of meaning  
 
 
  
 
 • Reasoning, logic, or topic 
development  
  
 
  
 • Communicative effectiveness       
 • Individuality qualities, liveliness      
6. Style, register, or 
genre 
• Exaggeration, cliché, formulaic, 
fluency, clarity etc. 
 
  
  
7. Personal situation 
of writer 
• Age, gender, ethnicity, mother 
tongue, location, beliefs, 
motivation, prior education or 
writing experience, potential 
readiness at university 
  
 
  
8. Written production  • Length of essay, length of 
paragraph and length of sentence 
 
  
  
9. Handwriting/ 
legibility 
 
   
 
 
 
As shown in Table 2.7, in order to make the previous studies’ results comparable 
to the categories in the EPT Writing rubric, I classified the important factors into five 
main categories: (1) organization, (2) grammar, (3) vocabulary; (4) mechanics, (5) 
Table 2.7 (continued) 
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comprehensibility. Findings of the reviewed studies indicated overlapped factors that 
raters reportedly focused on across the studies. The consistency of evaluative categories 
in the prior studies with the categories in the EPT Writing rubric suggested that 
organization, grammar, vocabulary, mechanics, and comprehensibility were five 
fundamental factors that determined student essay quality. However, it is worth noting 
that the last four classifications (6 to 9) that were found to be significant in the previous 
studies are not addressed in the EPT Writing rubric, including (6) style, register, or genre, 
(7) personal situation of writer, (8) written production, and (9) handwriting/ legibility. In 
the EPT Writing rubric, academic language use that can relate to Style, register or genre 
is classified under the Functional category. Handwriting was commonly found to be a 
salient factor that could affect raters’ judgments in the previous studies (Cumming et al., 
2001, 2002; Mei et al., 2014; Milanovic et al., 1996; Vaughan, 1991). However, 
handwriting is claimed to be independent of placement decisions in the EPT Writing 
Test.  
However, generalizability of the previous studies of judging L2 essays is a matter 
of concern because of (a) the lack of theoretical accounts of operational evaluative 
criteria, (b) random selection of rater informants, (c) inapplicable findings of writing 
proficiency tests in writing place tests, and (d) co-occurrences of text features that raters 
attend to in their actual rating behaviors. Regarding the lack of theoretical accounts of 
human raters' criteria, Cumming et al. (2001) acknowledge that text features to which 
raters reportedly attended from think-aloud data during evaluation processes are limited 
to ESL/EFL writing instructors. Consequently, these findings are not necessarily based 
on "theoretical conceptualization of what written English is or should be" (p. 25). 
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Random selection of human raters in a large-scale assessment as a small number of 
participants for a qualitative inquiry (Cumming et al., 2001, 2002; Lumley, 2002; Mei & 
Cheng, 2014; Milanovic et al., 1996) can be problematic. The reason is that qualitative 
results of the studies were likely to heavily rely on rating behaviors of the chosen 
participants, and, hence, limit generalization to a larger population of raters. Therefore, it 
would be fruitful if a preceding analysis of raters' rating behaviors relative to one other 
was conducted, allowing for a purposeful strategy of selecting participants for qualitative 
investigation. Moreover, writing proficiency tests and writing placement tests might share 
fundamental text features (e.g., features related to organization, vocabulary, grammar, 
mechanics, and development, etc.) in evaluating student essays. However, results 
pertaining to text features that human raters use for judging essay quality in writing 
proficiency tests (e.g., Cumming et al., 2001, 2002; Milanovic et al., 1996) cannot be 
applied to placement contexts. The reason is that a placement test has specific needs to 
place students into appropriate classes in a particular language program. Therefore, it is 
very likely that there are sets of target features that raters attend to during their evaluation 
processes correspond to objectives of writing instruction courses. In other words, apart 
from estimating students' possible writing proficiency level, raters might take potential 
benefits of writing classes for students into account. For example, in my personal rating 
experiences in the EPT Writing Test, a low-advanced essay had moderate control of 
vocabulary and syntactic structures. However, a paper that was organized poorly might 
be placed into an intermediate-level class (i.e., ENGL 101C) because ENGL101C classes 
might be helpful for students to improve their knowledge of how to structure an essay. 
More importantly, it is worth noting that even though writing raters focus on various 
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evaluative criteria, they finally reach a consensus in their quality judgments. As a result, 
it is important to investigate combinations of co-occurring features that would account for 
raters' placement decisions.  
This study aimed to address the practical constraints of the EPT Writing Test, the 
pedagogical concern of ESL writing courses and the existing gaps of the previous 
research into describing and judging L2 essay quality by investigating co-occurring 
patterns of reader-oriented text features in the EPT Writing Test. Nevertheless, another 
concern relates to prompt-related variation because prompts can affect quality judgments 
of written responses (Brown, Hilgers, & Marsella, 1991; Crossley, Varner, & McNamara, 
2013). The issue comes into play when test instruments are designed in different prompts 
in order to ensure test confidentiality. The next section continues discussing prompt-
related factors that might affect L2 essay quality. 
2.4. Affecting L2 essay quality 
Variation in essay quality judgments due to different prompts is a matter of 
concern when various versions of test prompts in terms of task types and topics are used 
for maintaining test confidentiality. It is important to investigate the impact of prompts on 
linguistic features in written responses to given prompts. In this section, I review 
previous studies of prompt-related effects on essay quality given different task types and 
topics. Next, I describe prior scoring models of human ratings that were developed to 
account for prompt-related variation.  
Numerous studies have revealed mixed results when examining patterns of 
linguistic features in L2 written essays to different task types, as shown in Table 2.8. In 
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examining two task types (i.e., Integrated tasks and Independent writing tasks5) in the 
Test of English as a Foreign Language internet-based Test (the TOEFL iBT test), 
Cumming, Kantor, Baba, Erdosy, Eouanzoui and James (2005) find different profiles of 
linguistic features in the two tasks, including lexical complexity (text length, word length, 
ratio of different words to total words written), syntactic complexity (number of words 
per T-unit, number clauses per T-unit), rhetoric (quality of propositions, claims, data, 
warrants, and oppositions in argument structure), and pragmatics (orientations to source 
evidence in respect to self or others and to phrasing the message as either declarations, 
paraphrases, or summaries). Cumming et al. (2006) find longer words on average in 
integrated tasks but insignificant differences in type-token ratio and clauses per T-unit 
between integrated and independent tasks. A study by Guo, Crossley, and McNamara 
(2013) reveals that the two task types in the TOEFL iBT use, at least partially, different 
linguistic criteria in evaluating student writing ability. While only number of words per 
text and past participle verbs are shared in both tasks, other variables (i.e., word 
familiarity-content words, verbs in third person singular present form, semantic similarity 
-LSA sentence to sentence, verbs in base form, word frequency-content words in 
Integrated tasks; average syllables per word, noun hypernymy values, conditional 
connectives in Independent tasks) are found only in either one of the task types. Biber 
and Gray (2013) provide a comprehensive discourse description of linguistic variation 
(vocabulary, collocational use, extended lexical bundles, lexico-grammatical features, 
and overall multidimensional patterns) in both Integrated and Independent task types. 
Furthermore, results of a multidimensional analysis (Biber, Gray, & Staples, 2015) 
                                                 
5
 In the TOEFL iBT Writing test, Integrated tasks require test takers to compose a response to a 
reading/listening passage. Independent tasks require test takers to argue for a position by drawing upon 
their personal experiences (see http://www.ets.org/toefl/ ibt/about/content/). 
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demonstrate different use of grammatical complexity features and structural types of 
dependent clauses in L2 essays in Integrated and Independent tasks. When examining 
writing tasks of the International English Language Testing System (the IELTS test), 
Banerjee, Franceschina and Smith (2007) find a larger number of content words in the 
explanation/description task but unclear differences in grammatical complexity (i.e., 
dependent clauses per clause). 
When it comes to prompt-related variation due to topics in Table 2.8, findings in a 
study by Hinkel (2009) indicate that writing topics significantly affect median frequency 
rates of modal verbs, and obligation and necessity modals in L2 essays. However, the 
topic effect seems not to influence possibility and ability modals. Hinkel (2009) suggests 
that L2 writer’s personal experiences and socio-cultural background (Chinese, Japanese 
and Korean writers) cause an increase in obligation and necessity modals. 
The prior studies have suggested the involvement of task types and prompt/ topic 
effects in linguistic variation of student essays. Therefore, as Crossley, Varner and 
McNamara (2013) explain, raters’ judgments are made not only from writer-based quality 
but also from prompt-based effects. In order to address the issue, there are two common 
approaches to model human ratings of written essays, including generic modeling and 
prompt-specific modeling, all of which are featured in e-rater (Attali, Bridgeman, & 
Trapani, 2010; Ramineni & Williamson, 2013). Generic modeling is conducted to build 
one single model that can accommodate a broad range of writing prompts. A generic 
model contains a set of features that are shared among the related prompts. An advantage 
of generic modeling lies in its efficiency. A generic model can predict written responses 
to a new prompt that is similar with training prompts without reconstructing the model.
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Table 2.8 A summary of differences in text features due to prompt-related effects (i.e., task type & topic) 
Variation 
source 
Testing context Author(s) (Year) Findings of different text features due to prompts 
Task type Test of English as a 
Foreign Language 
internet-Based Test 
(TOEFL iBT) 
Cumming, Kantor, Baba, Erdosy, 
Eouanzoui & James (2005) 
• lexical complexity (text length, word length, 
ratio of different words to total words written),  
• syntactic complexity (number of words per T-
unit, number clauses per T-unit),  
• rhetoric (quality of propositions, claims, data, 
warrants, and oppositions in argument structure),  
• pragmatics (declarations, paraphrases, or 
summaries) 
Cumming, Kantor, Baba, Erdosy, 
Eouanzoui & James (2006) 
longer words in average in integrated tasks 
Guo, Crossley, and McNamara, 
(2013) 
Only found in Integrated tasks:  
• word familiarity-content words,  
• verbs in 3rd person singular present form,  
• semantic similarity -LSA sentence to sentence,  
• verbs in base form,  
• word frequency-content words;  
Only found in Independent tasks: 
•  average syllables per word,  
• noun hypernymy values,  
• conditional connectives  
Biber & Gray (2013); Biber, Gray, 
& Staples, (2015) 
• grammatical complexity features 
• passive features in integrated tasks  
• structural types of dependent clauses 
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Variation 
source 
Testing context Author(s) (Year) Findings of different text features due to prompts 
Task type International 
English Language 
Testing System 
(IELTS) 
Banerjee, Franceschina & Smith 
(2007) 
• a larger number of content words in the 
explanation/ description task 
Topic Test of Written 
English (TWE) 
Hinkel (2009) • median frequency rates of modal verbs,  
• obligation and necessity modals 
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However, the generic model may not perform well when features that exclusively 
occur in specific prompts, such as content-related features, are not included in the model. 
Meanwhile, prompt-specific models are developed for each prompt. For example, if a 
pool has 50 writing prompts, there are 50 different models. Prompt-specific models are 
likely to have higher prediction performance than generic models because prompt-
specific models have topic-specific vocabulary features that reflect the prompt content 
(Ramineni et al., 2013). Nevertheless, Ramineni et al. (2013) note that prompt-specific 
models require a large training sample size (typically 500-2,000 essays for each prompt). 
A new prompt needs a dataset of essays and human ratings for construction. In 
comparing prediction performance of a generic model and prompt-specific prompts, 
Attali et al. (2010) find that differences between generic and prompt-specific scores are 
negligible, and both of the models perform reasonably well as compared to human 
ratings.  
This section has reviewed prior research that has been conducted to investigate 
the relationships of four factors (rater, text features, prompt and essay quality) in 
measuring L2 writing performance. However, the reviewed studies have been limited to 
identifying an extensive range of linguistic features that can impact quality judgments of 
student essays. The purpose of this project was to address the inadequacy in previous 
research by examining predictive patterns of linguistic variation in L2 written responses 
to different prompts, and applying the patterns to predicting human raters' quality 
judgements of future cases. The following section outlines research questions of this 
project. 
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2.5. Research questions 
The previous sections have drawn on past research to highlight interconnections 
among four factors (i.e., rater, text features, prompt and essay quality) in the context of 
writing placement assessment. The existing body of literature pertaining to L2 essay 
quality in writing tests has provided a solid foundation for my dissertation project. 
However, the most important issue that has left a critical gap in the literature on L2 
writing assessment seemingly pertains to the generalizability of findings for the future. In 
other words, the question of whether patterns of linguistic variation in L2 quality 
judgments can predict the quality of future student essays remains unanswered. 
Fortunately, the recent statistical and computational advancement has enabled 
scientists to learn from multidimensional data and predict future cases of student essays. 
Predictive modeling is generally referred to as machine learning, pattern recognition, 
predictive analysis, artificial intelligence and data mining (Kuhn & Johnson, 2013). 
Predictive modeling is defined as "the process of developing a mathematical tool or 
model that generates an accurate prediction" (Kuhn et al., 2013, p. 2). An ultimate goal of 
predictive modeling is to forecast new observations (Shmueli, 2010). Therefore, purposes 
of constructing a predictive model are to explore underlying patterns in data, to identify 
the predictive associations among data, and to predict future cases (Hastie, Tibshirani, & 
Friedman, 2008; Kuhn et al., 2013). Specifically, this project aimed to (a) examine 
human raters' rating behavior, (b) identify text features that writing raters attend to while 
evaluating student essays, (c) select appropriate predictors of human-rater placement 
decisions to input predictive models, (d) construct predictive models using a data mining 
technique, and (e) validate selected models that best define human placement decisions. 
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The practical concerns of the EPT Writing Test and shortcomings in previous 
research have motivated the present study to answer the following research questions.  
1.  How do EPT raters differ in their rating behavior? 
2.  What text features do raters attend to as producing concurrent verbal reports of 
their thinking while evaluating EPT essays?  
3.  In what ways do linguistic differences in written discourse produced by test takers 
correspond to placement levels (i.e., 101B, 101C, and Pass) in the EPT Writing 
Test? 
4.  What combinations of text features in test takers' written discourse define 
predictive models for human raters' placement decisions in different task types in 
the EPT Writing Test? 
5. Do the resulting combinations of text features in test takers' written discourse 
generalize to different task types in the EPT Writing Test? 
Research Question 1 about EPT raters' differences in rating behavior was posed to 
explore rater severity effects in the EPT Writing Test. The first research question 
addressed the link between raters and essay quality as raters can often play an important 
part in undesirable variation of observed assessment results (Bachman, 2000; Eckes, 
2009; McNamara, 1996). Research Question 1 also responded to a methodological 
limitation that I considered as random selection of participants in the previous studies of 
human raters' cognitive processes (Cumming, Kantor & Powers, 2001, 2002; Lumley, 
2002; Mei & Cheng, 2014; Milanovic, Saville, & Shen, 1996; Vaughan, 1991). The 
reason was that demographic information about potential participants, such as gender, 
rating experience, teaching experience, and L1 background, was insufficient for selective 
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recruitment of rater participants. Severity effects in rating behavior of writing raters 
should have been taken into consideration as well. As a result, answers to Research 
Question 1 provided diagnostic information about severity or leniency of each rater 
relative to one other, which served as a criterion for selecting participants for the next 
qualitative analysis. The choice of raters representing a wide range on a severity/leniency 
scale might allow for capturing rater variability in rating behavior as much as possible. 
Unlike random selection of participants, the purposeful selection based on severity effects 
of raters' rating behavior could help avoid a situation where either all strict or all lenient 
raters were unexpectedly selected.  
Research Question 2 focused on textual features that EPT raters considered when 
making placement decisions for international undergraduates in the EPT Writing Test. 
Research Question 2 could be helpful in responding to Biber and Gray's (2013) call for 
further research into reader-oriented linguistic features in written texts that are the most 
influential to human raters. A range of salient text features that were found in Research 
Question 2 enabled me to interpret and generate relevant variables and metrics to provide 
multivariate data for model construction. 
The last three research questions, Research Questions 3, 4 and 5, were posed to 
guide model construction for this project. Research Question 3 was raised to identify a 
profile of important text features that could significantly predict placement levels of the 
EPT Writing Test. Furthermore, these text features were intended to be selected as input 
measures for constructing predictive models. Answers to Research Question 4 described 
predictive models that could simulate human raters' placement decisions in the EPT 
Writing Test. As a prompt-related factor might affect predictive performance of resulting 
47 
 
 
models, it was important to construct predictive models for specific task types in the EPT 
Writing Test. In responding to Research Question 5, resulting models were validated in 
predicting human placement decisions of new essays in different task types of the EPT 
Writing Test.  
The five research questions were intended to address the critical gap in research 
regarding the interconnections of the four major factors (i.e., rater, text features, prompt, 
and essay quality). However, due to insufficient data in the combination of the four 
factors in the EPT Writing Test, it was important to clarify presumptions underlying this 
project. Acknowledging the presumptions resultant of a real-world issue in the EPT 
Writing Test, I identify the scope of this project in the following section. 
2.6. Presumptions and delimitations 
The overarching goal of this project was to develop predictive models that 
simulated human raters' essay quality judgments during operational evaluation 
procedures in the EPT Writing Test. To obtain this goal, the five research questions, as 
presented in the previous section, were posed in light of interconnections among four 
factors (i.e., rater, text features, prompt, and essay quality), as illustrated in Figure 2.3. 
However, missing data in the combination of the four factors in the EPT Writing Test 
prevented me from collecting relevant evidence to make complete interconnections 
among these four factors. Implicit unsupported links among the factors may raise 
concerns about the validity of predictive models to be constructed. Hence, this section is 
intended to clarify underlying presumptions of this project due to the absence of 
supporting evidence, and to limit the scope of this project.  
48 
 
 
 
Figure 2.3 An illustration of interconnections among four factors to be addressed in this 
project in the context of the EPT Writing Test. Due to missing data of the EPT Writing 
Test, minimal evidence could be collected to support the prompt-rater and prompt-text 
features links (shaded links). 
Predictive models developed in this project were based on three presumptions. 
The first presumption is that there was little effect of prompt on rater. It means that raters 
probably showed little variance in rating behaviors when evaluating written responses to 
different prompts. Because EPT raters did not engage in all evaluation sessions in the 
EPT Writing Test across academic years, and two task types (i.e., Argumentative Writing 
and Analytical Writing) were administered alternatively each year, it was impossible for 
me to examine how EPT raters behaved when evaluating responses to different prompts. 
Although there was minimal evidence of the prompt-rater association from human raters' 
quality ratings across various prompts in the EPT Writing Test, Lim's (2009) study of the 
Michigan English Language Assessment Battery (MELAB) test suggested no relationship 
between raters and prompts. The finding could possibly be generalized in the context of 
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the EPT Writing Test, because EPT raters could receive similar training during 
evaluation procedures and probably shared the same professional background.  
The second presumption relates to little effect of prompt on text features in 
student essays. In other words, written responses of EPT test takers derived from 
different prompts (i.e., either Argumentative or Analytical Writing) and various topics 
presumably contained a similar set of written discourse features, such as sentences, 
paragraphs, rhetorical features, and errors. Due to the lack of test takers' responses to 
different task types and topics, investigations into linguistic variations in student essays 
resulting from task types and topics were impracticable for me to conduct. Unlike the 
TOEFL test, in which test takers are required to respond to two prompts (i.e., Integrated 
and Independent tasks), EPT test takers were asked to respond to one prompt in the EPT 
Writing Test. Furthermore, topics were varied to protect confidentiality of the test. 
Hence, each test taker completed only one written essay per task type and topic.  
Moreover, the third presumption concerns the possibility of little involvement of 
other variance sources. The reason is that a myriad of factors apart from the four major 
factors might be expected to come into play. Some possible variance sources that might 
affect student writing performance included, for example, test administration and student-
related factors such as anxiety, personality, determination, interest, academic disciplines 
or first languages. In other words, these possible sources presumably made little impact 
on EPT raters' essay quality judgments. 
In brief, although it was desirable to collect necessary evidence to eliminate the 
presumptions, the unavailability of existing datasets in the EPT Writing Test hindered me 
from conducting relevant analyses to search for supporting evidence. Given the evidence 
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of possible effects represented in the prompt-rater and prompt-text features links and the 
involvement of test taker-related factors, follow-up analyses could be conducted to 
examine these factors systematically. However, these issues were beyond the scope of 
this study, and, hence, were not accounted for in this project. Results of this study were 
expected to contribute predictive models to describe underlying patterns of operational 
evaluative criteria that human raters employed during the EPT Writing rating processes. 
Resulting predictive models of human raters' placement decisions (to which the scope of 
this project was limited) might reflect the constraints inherent in real-world datasets of 
the EPT Writing Test.  
Consequently, it was a practical necessity to acknowledge the presumptions as a 
progressive step towards the overarching goal of this project. Being aware of the 
presumptions in terms of efficiency, stakeholders could apply the resulting models with 
caution. EPT test coordinators could use predictive algorithms, together with manual 
ratings from human raters, during evaluation processes. ESL writing instructors can 
employ profiles of linguistic features in different placement levels as supplementary 
sources of diagnostic information, triangulating these with results of surveys, 
questionnaires, or student interviews to prepare proper instructional materials for their 
classes.  
2.7. Chapter summary 
Chapter 2 highlighted interconnections among Text features in student essays, 
Rater, Prompt and Essay quality in the context of an English Writing Placement Test. It 
provided theoretical background and critical analysis of the related literature. Chapter 2 
was structured in four tasks of measuring L2 writing proficiency in English placement 
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tests, consisting of (a) defining, (b) describing, (c) judging, and (d) affecting essay quality 
of L2 learners.  
In defining essay quality to measure L2 writing proficiency in English Writing 
placement tests, L2 writing proficiency is conceptually different from L2 essay quality. In 
the context of the English Placement Writing Test, L2 writing proficiency is referred to 
as a writing ability that is necessary for L2 learners' success in ESL writing courses as 
well as ISUComm foundation courses at Iowa State University. Meanwhile, essay quality 
judgments by EPT Writing raters or placement ratings are observed scores and reflective 
of the target writing proficiency of the EPT Writing Test. Placement results in English 
placement tests are beneficial to international students, and course/ program 
administrators and faculty. 
In a concerted effort to describe L2 essay quality, four types of research studies in 
the literature (i.e., traditional written discourse analysis, error analysis, natural language-
processing-based analysis and multidimensional analysis) have been conducted. A critical 
limitation in the previous studies that have attempted to describe L2 essay quality lies in 
their heavy reliance on writer-focused features in test takers' written production. Thus, 
the question of which text features in student essays are influential to human raters' 
comprehension and their quality judgments has left a gap in the literature. 
In order to investigate how raters make their judgments on essay quality, much 
research (Cumming, Kantor & Powers, 2001, 2002; Lumley, 2002; Mei & Cheng, 2014; 
Milanovic, Saville, & Shen, 1996; Vaughan, 1991) has revealed a wide range of text 
features that raters attend to in terms of organization, grammar, vocabulary and 
mechanics. However, although raters may attend to various text features, they may reach 
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a consensus in their judgments. For this reason, a primary limitation in the prior studies 
relates to how raters employ combinations of text features in student essay to make up 
their mind.  
Prompt-related factors (i.e., task types and topics) are matters of concern that can 
affect human raters' quality judgments in writing tests although there have been mixed 
results in previous research (Biber & Gray, 2013; Biber, Gray, & Staples, 2015; 
Cumming et al., 2006; Guo, Crossley, & McNamara, 2013). In order to address the issue, 
two modeling approaches are suggested, including generic-modeling and prompt-specific 
model (Attali, Bridgeman, & Trapani, 2010; Ramineni & Williamson, 2013). Generic 
models are used for a large range of writing prompts. Meanwhile, prompt-specific models 
are intended for particular prompts. These two modeling approaches were adapted in this 
project to investigate possible involvement of prompt-related factors in the EPT Writing 
Test, which are discussed in Methodology (Chapter 3).  
Chapter 2 also introduced five research questions which addressed the gaps in the 
literature body and guided the study in the context of the EPT Writing Test. The five 
research questions are detailed as follows:  
1.  How do EPT raters differ in their rating behavior? 
2.  What text features do raters attend to as producing concurrent verbal reports 
of their thinking while evaluating EPT essays?  
3.  In what ways do linguistic differences in written discourse produced by test 
takers correspond to placement levels (i.e., 101B, 101C, and Pass) in the EPT 
Writing Test? 
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4.  What combinations of text features in test takers' written discourse define 
predictive models for human rater's placement decisions in different task types 
in the EPT Writing Test? 
5. Do the resulting combinations of text features in test takers' written discourse 
generalize to different task types in the EPT Writing Test? 
Finally, Chapter 2 explicated three underlying presumptions of this project due to 
inadequate data in the combination of the four factors  ̶ rater, text features, prompt, and 
essay quality ̶  in the EPT Writing Test. The three presumptions pertain to little effect of 
prompt on both rater and text features and little involvement of other variance sources. 
Given the presumptions, I identified the scope of the project that was limited to predictive 
models to define human raters' operational uses of evaluative criteria in the EPT Writing 
Test. In order to address the research questions, a mixed-methods research design was 
employed. The following chapter describes research methodology for this study in detail. 
54 
 
 
CHAPTER 3. METHODOLOGY  
Chapter 3 presents research methods that were utilized in this study and provides 
their underlying rationale. The chapter first maps out a research design for this project. It 
also provides an overview of the study to clarify the underlying logic of the design by 
demonstrating how intermediate findings allowed for applying methodology for a next 
stage. Then, the chapter describes EPT Writing raters who served as informants in the 
research, and instruments for data collection. Next, the chapter presents data collection 
procedures and multiple data sources that correspond to research inquiries in a mixed-
methods design of this project. After that, the chapter provides a description of data 
analysis that was conducted to address the research questions. Finally, a summary of the 
research methodology for this project is presented.  
3.1. Research design 
The overall goal of this study was to develop valid models of placement results 
based on operational evaluative criteria of expert raters in the EPT Writing Test. In order 
to address the overall goal of the project, this study adopted a two-phase multistage 
mixed-methods design (Creswell, 2012; Creswell & Plano Clark, 2011), as shown in 
Figure 3.1. The two phases include model specification (i.e., Phase 1) and model 
construction (i.e., Phase 2). Both quantitative and qualitative methods were employed 
within Phase 1 and in a connection between Phase 1 and Phase 2.  
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Figure 3.1 Visual diagram of a two-phase multistage mixed-methods research design in 
this study (adapted from Creswell & Plano Clark, 2011). Quantitative and qualitative data 
were collected in sequential stages. 
Within Phase 1 (i.e., model specification), an explanatory design for the 
participant selection model (Creswell et al., 2011) was implemented. The Explanatory 
Design, or the Explanatory Sequential Design, starts with a quantitative study that is 
followed by a qualitative investigation. Hence, in-depth qualitative findings help explain 
the initial quantitative results. In this design, as Creswell et al. (2011) note, a researcher 
puts more emphasis on the quantitative analysis than the qualitative analysis. The 
Explanatory Design has two variants, including the follow-up explanations model and the 
participant selection model. Unlike the follow-up explanations model, in which 
succeeding qualitative findings account for statistical results in the initial stage, the 
participant selection model is necessary for the researcher to determine and "purposefully 
select participants for a follow-up, in-depth, qualitative study" (Creswell et al., 2011, p. 
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74) from the initial quantitative conclusions. A noteworthy difference between the two 
variants is that the participant selection model puts an emphasis on the second, qualitative 
approach while the follow-up explanations model places primary emphasis on the first 
quantitative investigation (Creswell et al., 2011). In Phase 1 of this project, a quantitative 
method was used to examine rater severity effects. The quantitative analysis of ratings 
that human raters have assigned to EPT essays allowed for examining behavioral patterns 
of raters' severity/leniency relative to one other. A following qualitative inquiry in Phase 
1 that utilized a phenomenological approach was appropriate to provide an in-depth 
understanding of textual features to which EPT raters attended during evaluation 
processes. The purpose of phenomenological research is to describe "lived experiences 
of a concept or a phenomenon" (Creswell, 2007, p. 57). As Marshall and Rossman (2006) 
explain, a phenomenological investigation into participants' behaviors can allow a 
researcher to better understand complexities of lived experiences in common toward a 
particular phenomenon under examination. In this project, the phenomenon of interest 
was how EPT Writing raters experienced evaluation processes.  In other words, the 
qualitative approach provided a helpful means of exploring the focus of raters' attention 
to assessment criteria when they were making placement decisions. In describing 
assessment criteria that EPT raters employed in their rating procedures, I aimed to 
identify the commonality across respondents, instead of theorizing what was shared 
among the participants. In all, the mixed-methods research that served as a sampling 
approach in Phase 1 was conducted so that quantitative findings of rater severity helped 
select participants in the following qualitative phase. A criterion for participant selection 
in this project was that raters should represent all severity levels, because the inclusion of 
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merely either severe or lenient informants in the qualitative phase might bias the follow-
up model construction in Phase 2. 
The overall design including Phase 1 (i.e., model specification) and Phase 2 (i.e., 
model construction) required an exploratory sequential design (Creswell et al., 2011). 
The exploratory sequential design consisted of a qualitative phase (i.e., qualitative 
investigation into evaluative criteria that EPT raters use for their decision making) and a 
quantitative phase (i.e., model construction). Quantitative results took priority over 
qualitative findings. The qualitative findings, as Creswell et al. (2011) explain from the 
grounded theory perspective6, could be implemented to help inform the quantitative 
research. The reason for the choice of the exploratory sequential design is that variables 
are unknown or there is no available guiding theory (Creswell et al., 2011) to create a 
quantitative database for the next stage (Plano Clark, 2010). In this project, because 
textual features that raters attend to in a context of the EPT Writing Test are under-
discovered, my intent was to choose relevant text features as predictor variables informed 
by qualitative findings in order to a quantitative dataset for model construction in the 
subsequent phase. The next section clarifies the underlying logic of the multistage mixed-
methods research design by illustrating how intermediate findings7 in a previous stage 
enabled me to employ methodology to conduct a subsequent stage. 
                                                 
6
 In contrast to a phenomenological inquiry that highlights a comprehensive account of an actual experience 
for individuals, a grounded theory study is intended to "move beyond description" and to systematically 
generate a theory behind the events (Creswell, 2007, p. 63). 
7
 Full presentation and discussion of intermediate findings from Research Questions 1, 2, and 3 are 
included in Chapter 4 (Results and Discussion). Detailed descriptions of the methodology to be 
implemented are provided in Chapter 3. 
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3.2. Mixed-methods study overview 
The two phases of this study remained focused on developing predictive models 
based on operational evaluative criteria of human raters in the EPT Writing Test. In order 
to specify predictive models of human raters' placement decisions in the EPT Writing 
Test, the first phase of this project started with a quantitative analysis of 1,982 ratings of 
845 student essays assessed by 46 raters in addressing Research Question 1 ̶ How do EPT 
raters differ in their rating behavior? ̶  Quantitative results of Multifaceted Rasch 
Measurement analysis (Section 4.1. severity effects of EPT raters' rating behavior , p. 
171) revealed severity trends in rater scoring behaviors relative to one other, and allowed 
for selection of five out of the 46 raters as participants for a qualitative investigation to 
answer Research Question 2 ̶  What text features do raters attend to as producing 
concurrent verbal reports of their thinking while evaluating EPT essays? ̶ I then 
qualitatively analyzed transcripts of the think-aloud reports based on a coding scheme. 
Qualitative results revealed 39 aspects in student essays that EPT expert raters focused on 
while grading EPT essays (Section 4.2.1 Text feature detection, p. 179). This step in the 
analytical processes allowed me to generate 52 evaluative measures that were derived 
from raters' reports (Section 4.2.2. Quantitative variables and metrics generation, p. 192). 
Among the 52 evaluative measures created, 36 variables were selected to collect 
quantitative data for model construction in Phase 2. I excluded some variables out of the 
analysis because their low occurrences in a collected corpus and feasibility of this project. 
A summary of the 36 variables is provided as follows: 
Organization 
1. Linking adverbial counts 
2. Thesis statement length 
Grammar & Vocabulary- Vocabulary use 
19. Collocational misuse 
Grammar & Vocabulary- Conjunctions 
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3. Topic sentence counts 
4. Paragraph counts 
Grammar & Vocabulary- Use of time 
frames 
5. Present-tense verb counts 
6. Past-tense verb counts 
7. Ratio of present-tense verbs to past-
tense verbs 
Grammar & Vocabulary- Grammatical 
control 
8. Artile-related error counts 
9. Fragment sentence counts 
10. Ill-formed verb counts 
11. Noun-form-related error counts 
12. Part-of-speech-related error counts 
13. Run-on sentence counts 
14. Subject-verb disagreement 
instances 
15. Quantifier misuse counts 
Grammar & Vocabulary - Syntactic 
complexity & variety 
16. Simple sentence counts 
17. Compound-and/or-complex 
sentence counts 
18. Words per sentence 
20. Conjunction use 
Functional 
21. Academic word types 
22. Academic word tokens 
23. Type-token ratio of academic words 
Comprehensibility-Reader's effort 
24. Frequency of pronouns  
25. Frequency of demonstratives  
26. Frequency of semi-determiners  
Comprehensibility- Development 
27. Text length  
28. First paragraph 
29. Second paragraph length 
30. Third paragraph length 
31. Sentence counts 
32. Sentences per paragraph 
33. Type-token ratio of trigrams  
34. Type-token ratio of four-grams  
35. Introductory background length 
36. Last paragraph length 
Quantitative data on 36 variables in 297 EPT essays and their placement results in 
Phase 2 (model construction) allowed for addressing Research Question 3 about 
linguistic differences in student essays that correspond to placement levels (i.e., 101B, 
1010C, and Pass). Also, findings in model construction (Phase 2) described and validated 
combinations of text features that defined predictive models for human raters' placement 
decisions in the EPT Writing Test (Research Questions 4 and 5). 
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In brief, each phase offered information that was useful for a next phase in the 
exploratory process. A possible criticism of the exploratory sequential design for this 
project was that resulting models were constructed in an ad hoc fashion, rather than 
stemming from theoretical foundations in L2 writing. The current study would result in 
much more important findings that could have unanticipated. The reason was that several 
features possibly emerged in human raters' cognitive processes when raters made 
attempts to comprehend student essays in a real world context. Different trends may 
predict L2 essay quality from theoretical or hypothetical perspectives, but predicting L2 
essay quality from human raters' operational criteria was never considered before. 
Therefore, the two-phase multistage mixed-methods design made it possible to explore 
how EPT Writing expert raters utilized text features in student essays during their 
decision making processes. The rest of Chapter 3 details research methods that I used in 
this project. 
3.3. Participants 
This section describes participants that provided data for this project. There were 
two groups of participants (i.e., EPT raters and test takers) who engaged in this two-phase 
multistage project. In order to help me specify predictive models (Phase 1), the first 
group of participants consisted of 46 raters in Stage 1 (Quantitative analysis of rater 
severity effects) and a subset of the first group, five raters, in Stage 2 (Qualitative 
analysis of text features that raters attend to during evaluation processes). In the second 
phase (model construction), 297 test takers in the EPT Writing Test provided 297 written 
essays for quantitative analysis of essay quality. Characteristics of the participants in this 
project are described in this section. 
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In Stage 1 of the first phase (model specification), 46 raters from an existing 
dataset of the EPT Writing Test participated in evaluation processes in Fall 2012, Spring 
2013, Fall 2013, and Spring 2014. The 46 raters evaluated 845 undergraduate essays, 
providing 1,982 ratings for my quantitative analysis of rater severity effects. The 
participants were faculty members and doctoral and master students of Applied 
Linguistics and Technology at Iowa State University. All of the raters participated in 
training and calibration sessions to be eligible raters to engage in operational evaluating 
processes. In other words, the raters were very likely to share common understandings of 
the test construct and test purposes of the EPT Writing Test. It should be noted that 
several raters no longer engaged in evaluating processes of the EPT Writing Test or were 
inexperienced by the time the data was requested. However, their ratings that were 
recorded in the existing database were included for the rater severity analysis in order to 
create data connectivity in the dataset (Data connectivity in Multifaceted Rasch 
Measurement Analysis of rater severity is discussed in Section 3.7.1 on p. 76). In other 
words, their ratings were helpful in investigating rating behavior of raters that they paired 
with during evaluation processes. For example, Rater 23 evaluated only one 
undergraduate essay (Essay 414) and placed the student into 101C classes. His/her rating 
might be helpful in examining rating behavior of Rater 2, who agreed, and Rater 18, who 
disagreed and placed the student in a lower level (i.e., 101B). Therefore, the rating by 
Rater 23 might provide useful information to shed light on severity levels of Raters 2 and 
18, who were potential participants in this project. Among these 46 raters, 14 raters were 
potential participants in the second stage of Phase 1. There was diversity among the raters 
in terms of total number of ratings and semester number of participation (Table 3.1). The 
62 
 
 
diversity might suggest unequal involvement of the EPT Writing raters and their different 
experiences in rating undergraduate essays the EPT Writing Test.  
Table 3.1 Descriptive information about EPT Writing raters in the existing database of 
undergraduates in Fall 2012, Spring 2013, Fall 2013, and Spring 2014. The raters were 
diverse in terms of total number of ratings and semester number of participation.  
No Rater ID Number of ratings Semester number of 
participation (out of 4) 
1 1a 57 3 
2 2 a 55 3 
3 3 a 115 3 
4 4 59 1 
5 5 44 1 
6 6 17 1 
7 7 1 1 
8 8 39 1 
9 9 65 1 
10 10 51 4 
11 11 a 54 3 
12 12 69 2 
13 13 42 1 
14 15 1 1 
15 16 55 1 
16 17 a 52 1 
17 18 a 67 3 
18 19 16 3 
19 20 8 1 
20 21 a 40 3 
21 22 a 104 3 
22 23 1 1 
23 24 a 49 1 
24 26 32 3 
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No Rater ID Number of ratings Semester number of 
participation (out of 4) 
25 27 12 1 
26 29 35 1 
27 30 21 1 
28 31 1 1 
29 32 33 1 
30 33 a 62 4 
31 34 a 48 2 
32 35 a 45 4 
33 36 37 1 
34 37 13 1 
35 38 47 1 
36 39 35 2 
37 40 80 3 
38 41 11 2 
39 42 38 1 
40 43 49 2 
41 44 38 1 
42 45 a 119 4 
43 46 a 93 4 
44 47 24 1 
45 49 11 2 
46 50 37 2 
Note: a indicates the 14 raters that were potential participants by the time of this project 
was conducted.  
 
In order to address Research Question 2 about textual features that EPT raters 
attend to during their evaluation processes, five out of 46 EPT Writing raters that 
engaged in the EPT Writing evaluation processes in Fall 2012, Spring 2013, Fall 2013, 
and Spring 2014 were invited to participate. The five raters provided qualitative data for 
Table 3.1 (continued) 
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this study from August to October in 2014. The raters were between 29 and 39 years old. 
The participants were recruited because they had at least one year's rating experiences in 
the EPT Writing Test. On average, the participants of this study had approximately two 
years' rating experiences. These participants were deemed experienced, and, hence, 
qualified to serve as informants on important assessment criteria and textual features for 
their decision making to place students in ESL writing courses at ISU. As Kahneman 
(2011) explains, experts have an adequate opportunity to learn from experiences and 
develop intuitive skills to make their decisions. Novice raters who had less than one 
year's rating experiences were considered ineligible because their insufficient experience 
may introduce error into placement decisions.  
More importantly, the choice of the five raters to participate in the qualitative 
investigation for model specification (i.e., Research Question 2) was made based on the 
quantitative findings of rater severity effects in Research Question 1. Severity 
classifications of the EPT Writing raters were interpreted from logit values on a common 
scale of severity continuum. The logit values were obtained from a Multifaceted Rasch 
Measurement analysis of essay ratings assigned by 46 EPT Writing raters in three 
semesters (i.e., Fall 2012, Spring 2013, and Spring 2014). On this severity scale, as 
McNamara (1996) notes, negative logit values suggest rater's leniency while positive 
logit values indicate strictness in rating behavior. Raters have an average severity level 
with logit values at level zero. The findings of Research Question 1 suggested two groups 
of the EPT raters that had unvaried or varied severity levels in rating behavior across 
different semesters. It was necessary to consider rating history of the EPT Writing raters 
across the semesters because experienced professionals' intuition, as Kahneman (2011) 
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warns, can be either valid or false. In considering the rating history of the raters across 
the semesters, I hypothesized that raters that showed less variation in severity across 
semesters might attend to reliable sets of text features that might be able to predict their 
quality judgments. Therefore, I chose more raters in the unvaried-severity group (i.e., 
four raters) as compared to the varied group (i.e., one rater). Each of the four raters in the 
unvaried-severity group was chosen to represent each severity or leniency level, ranging 
from strict, average, and fairly lenient to lenient levels. Random selection of one rater 
from the varied-severity-level group across the semesters was hoped to capture as many 
text features as possible from experienced EPT raters in a whole variety of rating 
behavior. Table 3.2 provides demographic information of the participants, including 
gender, either native (NS) or non-native (NNS) of English as first language (L1), rating 
experiences in the EPT Writing, and teaching experiences in ESL writing classes. The 
average age of the group was 30 years. In order to protect the confidentiality of the raters, 
pseudonyms were generated to replace real names of the raters. 
Table 3.2 Demographic characteristics of the chosen rater participants (ordered by 
severity levels from strictness to leniency) 
Name 
(Rater ID) 
Gender English as 
L1 
EPT Rating 
experiences 
(year)  
Writing 
courses 
taught 
Interpreted 
severity 
classification 
Bailey (18) Female Non-native  3 101B, 101C Strict 
Corey (33) Female Non-native 2 101C Varied  
Frankie (2) Female Non-native 1.5 101C Lenient 
Sydney (3) Female Native 2 101C Average 
Taylor (22) Female Non-native 2 101D, 150 Fairly lenient 
 
Participants in the second phase of this project (model construction) consisted of 
297 test takers who composed 297 written essays in an existing database of the EPT 
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Writing Test. The test takers were international undergraduates that were admitted to 
Iowa State University. They took the EPT Writing Test in Fall 2012, Fall and Spring 
2013, Fall and Spring 2014. The test takers were from various disciplines in the 
university and aged over 18. As only written essays and placement results from an 
existing database were requested from the EPT coordinator for the purposes of this 
project, all identifiable characteristics (e.g., student names, student IDs, gender, academic 
backgrounds, first languages) were not collected.  
3.4. Instruments 
 This section describes various instruments that were employed for data collection. 
Essay prompts and EPT rating rubric were used to collect EPT essays Fall 2012, Spring 
2013, Fall 2013, Spring 2014 and Fall 2014. Raters' verbal reports were collected by 
means of instructions and training as well as sample essays. 
3.4.1. For collecting EPT essays, essay ratings and placement results 
3.4.1.1. Essay prompts 
Four writing prompts were administered in Fall 2012, Spring 2013, Fall 2013, 
Spring 2014 and Fall 2014 at Iowa State University to collect EPT essay corpus for this 
project. Table 3.3 summarizes task types and topics of the prompts as well as the number 
of essays that were collected. The prompts were designed by a test developer of the EPT 
Writing Test. In order to ensure test confidentiality, the test instruments had different 
topics across semesters (modern conveniences in Fall 2012, teaching a foreign language 
to a child at early ages in Spring 2013, printed books or e-Books in Fall 2013, differences 
in salary across various fields in Spring 2014 and Fall 2014). Details of the prompts are 
included in APPENDIX E.  
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The prompts were developed in two task types, including Argumentative Writing 
(also referred to as Persuasive Writing) and Analytical Writing. In argumentative/ 
persuasive writing tasks, EPT test takers are required to explain and support their stand 
on given issues. In doing so, a writer convinces readers of his/her point of view (Zemach 
& Stafford-Yilmaz, 2008). In the EPT prompts featuring Analytical Writing, test takers 
are expected to interpret underlying trends of a given figure and give possible reasons for 
the trends. Test takers are also asked to compare with their own related situations. Both 
argument and analytical writing allow EPT test takers to use examples from their own 
experiences or from readings. Table 3.3 summarizes test prompts in the EPT Writing data 
collected for this project in terms of the number of collected essays in academic 
semesters and their topics. 
Table 3.3 A summary of test prompts (task type and topic) in the EPT Writing Test used 
in this project 
Task type Number of essays to be 
collected in each semester 
Topic 
Argumentative task Fall 2012 (n = 140) Modern conveniences 
Spring 2013 (n = 27) Language teaching 
Fall 2013 (n = 55) Printed or e-books 
Analytical task Spring 2014 (n = 41) Salary differences 
Fall 2014 (n = 34) Salary differences 
 
 In an effort to make different prompts as nearly equivalent as possible, several 
strategies were used in the test construction process. The writing prompts administered 
across the semesters had the same instructions. The essay writing instructions state that 
students have 30 minutes to complete the writing task and they are not allowed to use 
dictionary while taking the test. Furthermore, the instructions note that student essays 
"are evaluated on development of ideas, organization, and language, including grammar 
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and expression", but the neatness of their essays is not evaluated. After the prompts were 
developed, they were reviewed and approved by the EPT test coordinator. Therefore, 
these efforts can supposedly reduce variation in student writing placement results due to 
prompt discrepancy across the semesters.  
3.4.1.2. EPT rating rubric 
In order to establish consistency in evaluating student written work, a rating 
rubric of the EPT Writing Test (APPENDIX B) was used as a scoring guide to start the 
evaluation process. As discussed in Chapter 2, Table 2.1 (p. 15) presents a summary of 
assessment criteria in the scoring rubric of the EPT Writing. In the scoring rubric of the 
EPT Writing Test, General descriptions address potential needs of undergraduate test 
takers who are placed in three placement levels (i.e., 101B, 101C and Pass) and clarify 
the degree of communication effectiveness in their writing samples. Apart from General 
descriptions across performance levels, there are five categories which address related 
writing traits, including Organization, Grammar and Vocabulary, Functional, Mechanics 
and Comprehensibility. Each category is elaborated with a group of specific assessment 
criteria (Table 2.1 on p. 15). In the Organization category, several features are taken into 
consideration, including the use of cohesive devices, flow of thoughts, relevance, and 
thesis statement and topic sentences. Grammar-and-Vocabulary-related criteria consist of 
use of time frames, grammatical control, syntactic structures, vocabulary use, and 
conjunction use. Human raters are instructed to consider functional criteria in student 
essays for placement decisions, containing narration and description, provision of 
evidence and examples, comparison and contrast, summary, use of conditionals, and 
academic language use. Spelling and punctuation are two textual features that fall into 
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Mechanics category. The Comprehensibility category is comprised of readers' effort to 
understand and idea development. 
3.4.2. For collecting raters' verbal reports 
3.4.2.1. Instructions for raters' think-aloud protocols 
As raters' think-aloud verbal reports were obtained during their evaluation of the 
writing samples, instructing and training raters to produce the think-aloud protocols were 
provided. Ericsson and Simon (1993) emphasize the necessity of training and warming 
up tasks in order to get familiarized with the think-aloud report task. Therefore, designed 
instructions for raters' think-aloud protocol task (APPENDIX D) consisted of three 
sections: task description, task procedure and practice. The Task Description section 
instructed participants to evaluate a set of 10 essays and provided details of target 
placement levels in the EPT Writing (i.e., non-Pass vs. Pass; and 101B vs. 101C). The 
Task Procedure section indicated purposes and provided participants with directions for 
each phase in evaluation processes, including while rating and decision making. Finally, 
the Practice section included a student essay to acquaint raters with verbalization of 
thoughts.  
3.4.2.2. Sample essays for raters' think-aloud task 
Thirty-four handwritten sample essays were randomly selected from EPT 
undergraduate essays for collecting raters' think-aloud protocols. There sample essays 
were divided into two sets. The first set (Set 1) consisted of four essays that were rated by 
multiple raters. Set 1 was intended to provide in-depth profiles of text features as raters 
might have various foci on written discourse features of the same stimuli to make 
decisions. The second set (Set 2) contained 30 sample essays (six essays per rater) that 
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were judged by single raters. The second set of sample essays was intended to elicit as an 
extensive range of text features in student essays. Each rater was given a set of ten EPT 
written essays, including four essays in Set 1 and six essays in Set 2. There was an 
unequal distribution of performance levels (i.e., 101B, 101C and Pass) of student essays 
in order to avoid rater's deducing placement results from a limited number of sample 
essays. As illustrated in Table 3.4, Rater 1, for example, received a set of three essays 
assigned as 101B, one essay as 101C, and two essays as Pass.  
Table 3.4 Unequal allotment of writing ability levels in Set 2 rated by single raters to 
avoid raters' deduction of placement results from a limited number of sample essays 
Rater Number of essays assigned as 101B 101C Pass 
1 3 1 2 
2 1 3 2 
3 2 3 1 
4 2 1 3 
5 2 2 2 
 
The purpose of using handwritten essays in this section, rather than computerized 
essays, was to make evaluation processes as authentic as possible, relative to operational 
rating sections of the EPT Writing Test. Although placement results are claimed to be 
independent of student handwriting, illegible handwriting might unexpectedly affect 
rater's comprehension and error detection. 
3.5. Data collection procedure 
The instruments that were presented in the previous section allowed for obtaining 
student essays and collect think-aloud protocols as qualitative data for this project. This 
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section describes procedural steps to collect data, including (a) EPT placement ratings of 
EPT raters for rater severity analysis; (b) raters' think-aloud protocols, and (c) corpus data 
and placement results for model construction. 
3.5.1. Collecting placement ratings for rater severity analysis (RQ1) 
Prior to data collection, an approval for the study was obtained from Iowa State 
University's Institutional Review Board (IRB ID 14-072 in APPENDIX A, approved on 
March 14, 2014,). During scoring sections of the EPT Writing Test, each essay was 
independently evaluated by two raters. If two raters reached a consensus on their 
placement decisions (i.e., 101B, 101C or Pass), an essay had only two ratings; otherwise, 
another rater or a third rater would get involved. As a result, each essay had at least two 
ratings by two raters.  
In order to address Research Question 1 about differences in rater's evaluating 
behavior, a Microsoft-Excel-based spreadsheet containing 1,982 placement ratings for 
845 international undergraduates in the EPT Writing Test in four semesters (i.e., Fall 
2012, Fall 2013, Spring 2013, and Spring 2014) was obtained from the EPT Writing Test. 
A total number of 1,982 ratings assigned by 46 raters in operational evaluation processes 
in Fall 2012, Fall 2013, Spring 2013, and Spring 2014 provided a dataset for a rater 
severity analysis. Due to a limited number of ratings that were collected in Fall 2013 (n = 
66 ratings of 27 examinees, evaluated by 6 raters), data in Fall 2013 were excluded in a 
Multifaceted Rasch Measurement analysis. All of the EPT Writing raters' names in the 
database were assigned with ID numbers. 
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3.5.2. Collecting rater's think-aloud protocols for qualitative analysis of rater 
judging behavior (RQ2) 
In order to recruit participants for this study, I sent an invitation to participate, 
instructions for a think-aloud task and a letter of informed consent via email to the chosen 
five raters of the EPT Writing Test. If I could meet potential participants in person as 
colleagues in the same department, I invited the participants through informal 
conversations. 
Each of the five raters participated in a think-aloud verbal report section with me 
in their offices or another setting of their choice (e.g., a private room at university). The 
participants were asked to perform a concurrent think-aloud task (Kuusela & Paul, 2000) 
while they rated EPT sample essays and made their placement decisions about essay 
quality levels (i.e., 101B, 101C or Pass). Unlike retrospective think-aloud protocols 
collected after the decision task, concurrent verbal reports are gathered as a decision task 
is taking place (Kuusela & Paul, 2000).  
Before the section was conducted, I provided each participant with instructions 
(APPENDIX D), a short demonstration and training practice to help the raters familiarize 
with a procedure for verbally reporting their evaluation process. After that, the raters 
reported their thinking process while evaluating a given set of ten essays. The raters 
could refer to a scoring rubric of the EPT Writing Test when necessary. Each of the 
essays was presented on the computer screen. In order to record raters' thinking and 
rating behaviors, Camtasia Studio (www.techsmith.com/camtasia/) was employed to 
capture screen, and audio data. Qualitative data during the raters' evaluation process 
informed me about a range of written discourse features that the raters attended to and, 
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hence, served as assessment criteria for their placement decisions in the EPT Writing 
Test. 
Although the research was recognized as a minimal risk project, respecting 
confidentiality among raters was a top priority. Therefore, in order to protect the 
participants' confidentiality and anonymity, pseudonyms were created and assigned to 
raters to de-identify their names. Furthermore, video recordings of the verbal reports were 
computerized and assigned with security codes. 
3.5.3. Collecting the EPT essay corpus and placement results (RQs 3, 4 and 5) 
A corpus for the study consisted of 297 full-length written responses and their 
placement results (i.e., 101B, 101C and Pass). The corpus data was requested from the 
EPT coordinator by the time this project was conducted. These EPT essays were written 
by 297 international undergraduates in the Writing component of the EPT Test in three 
semesters (i.e., Fall 2012, Spring 2013, and Spring 2014) at Iowa State University. 
Although it was desirable to collect more student essays, I hoped that 297 available 
essays in the existing data set of the EPT Writing Test were able to provide ample data 
for this project. Student names, university IDs and other identifiable characteristics were 
not collected. The essays that I collected were transcribed from handwritten essays. These 
computerized essays were stored in text files (.txt) and assigned with ID numbers.  
3.6. Data sources 
This study had a mixed-methods design comprising quantitative and quantitative 
analyses in Phase 1 (model specification), and a quantitative approach in Phase 2 (model 
construction) with multiple sources of data. Table 3.5 shows an overview of data types 
and research inquires that were used in the mixed-methods design of this study.  
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Table 3.5 An overview of data types and research inquiries in a mixed-methods design of this project 
Phase Data type & 
research 
inquiry 
Research question Description of data sources 
Phase 1:  
Model 
Specification 
Quantitative  (1). How do EPT raters differ in their rating 
behavior? 
• 1,982 placement ratingsa of 845 
students essays, rated by 46 EPT 
Writing raters in three semesters 
(i.e., Fall 2012, Spring 2013, and 
Spring 2014) 
Qualitative  (2). What text features do raters attend to as 
producing concurrent verbal reports of their thinking 
while evaluating EPT essays?  
• Approximately 60-page typed 
verbal protocols (total of 217 
minutes in length) from five EPT 
raters  
Phase 2: 
Model 
Construction 
Quantitative  (3). In what ways do linguistic differences in written 
discourse produced by test takers correspond to 
placement levels (i.e., 101B, 101C, and Pass) in the 
EPT Writing Test? 
(4). What combinations of text features in test takers' 
written discourse define predictive models for human 
rater's placement decisions in different task types in 
the EPT Writing Test?  
(5). Do the resulting combinations of text features in 
test takers' written discourse generalize to different 
task types in the EPT Writing Test? 
• Corpus data of 297 essays, 
including 140 student essays in 
Fall 2012, 27 in Spring 2013, 55 
in Fall 2013, 41 in Spring 2014; 
and 34 in Fall 2014. 
• Placement resultsb of the 297 
essays 
Notes.  
a Placement ratings are quality judgments that raters independently assigned to each essay.  
b Placement results are final placement decisions that were made to student essays based on placement ratings if at least two 
raters reached a consensus.  
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In the first stage of Phase 1 (model specification), 1,982 placement ratings of 845 
student essays evaluated by 46 raters in three semesters (i.e., Fall 2012, Spring 2013, and 
Spring 2014) were quantitative data for rater severity analyses. Quantitative results were 
helpful to guide me to select participants at different severity levels for the next 
qualitative investigation. When it comes to consistency between raters, because EPT 
Writing raters had unequal numbers of ratings in the dataset (Table 3.1, p. 62), it was 
impossible to conduct inferential statistics (e.g., Cohen's kappa or Kripendorff's alpha 
coefficients) to check inter-rater reliability for the whole dataset. However, the 
percentage of absolute agreement could be helpful to reveal the degree to which two or 
more raters assigned the same rating to an identical essay (Graham, Milanowski, & 
Miller, 2012). Absolute agreement8 for the dataset was found to be 65%, less than a lower 
limit of an acceptable level of 75%, (Hartmann, 1977, cited in Graham et al., 2012), but 
very high exact and adjacent agreement9, 98%, demonstrating low agreement among 
EPT Writing judges. 
Data for a qualitative investigation in the second stage of Stage 1 (model 
specification) consisted of think-aloud protocols collected from five EPT Writing raters 
when the raters evaluated a given set of ten sample essays. The total length of the five 
recordings were approximately 217 minutes. Average length of each recording was 54.2 
minutes (S.D. = 24.01). Transcripts of the think-aloud protocols were extensive, 
comprising 60 typed pages. Average length of transcripts was 12 pages per rater (S.D. = 
2.55), and ranged from one to two pages per essay. A qualitative analysis of rater verbal 
                                                 
8
 Absolute agreement is the number of times raters agree on a rating, divided by the total number of ratings 
(Graham, Milanowski, & Miller, 2012). 
9
 Exact and adjacent agreement is the percentage of times ratings fall within one performance level of one 
another (Graham et al, 2012, p. 7) 
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reports was then conducted in order to generate relevant variables that simulated human 
rater's operational criteria in essay evaluation of the EPT Writing Test.  
 In Phase 2, data for model construction included (a) a corpus of 297 essays, and 
(b) their placement results. The corpus essays consisted of 140 student essays in Fall 
2012, 27 in Spring 2013, 55 in Fall 2013, 41 in Spring 2014; and 34 in Fall 2014. 
Average length of the student essays was 273.46 words (S.D. = 74), making up 81,218 
words in total. It should be noted that the longest essay (maximum) had 495 words, and 
the shortest (minimum) 84 words, indicating a large variance in student essay length. The 
corpus data were then analyzed to provide quantitative data of input measures or 
predictors for model construction. Placement results of the 297 EPT essays were raters' 
final quality judgments (i.e., 101B, 101C or Pass), providing an outcome variable (i.e., 
target classifications to be predicted). The next section describes procedures for analyzing 
the collected data sources. 
3.7. Data analysis 
 In addressing the five research questions, a range of quantitative and qualitative 
analytical methods was conducted to gain meaningful insights from the dataset in this 
study. This section describes analytical approaches, including (a) Multifaceted Rasch 
Measurement analysis of rater severity, (b) qualitative analysis of EPT raters' think-aloud 
protocols, (c) corpus-based analysis of EPT essays, and (d) quantitative analysis for 
model construction. 
3.7.1. Multifaceted Rasch Measurement analysis of rater severity (RQ1) 
In order to address Research Question 1  ̶ How do EPT raters differ in their rating 
behavior ? ̶  Multifaceted Rasch Measurement (MFRM) with two facets (i.e., examinee 
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and rater) was appropriate to examine differences in severity effects of rater behavior 
(Bond & Fox, 2007; McNamara, 1996). Student essays in the EPT Writing Test that were 
rated on an ordinal scale (i.e., 101B, 101C and Pass) provided polytomous responses to 
estimate parameters of the two-faceted MFRM model.  
Several language testing studies (e.g., Bonk & Ockey, 2003; North & Jones, 
2009; O’Sullivan, 2008) have employed MFRM approaches in illuminating rater severity 
effects in assessment processes. The underlying conceptualization of MFRM is that raters 
are independent readers who subjectively apply their understanding in their ratings and 
are not considered as 'human clones' to automatically use scoring rubric (Bond & Fox, 
2007, p. 114). In other words, judges have different patterns, exhibiting either severity or 
leniency, in their judging behaviors. In MFRM, the probability of any rating for a test 
taker is a function of facets that may differentially influence performance judgement in a 
model (Bond & Fox, 2007; McNamara, 1996). Therefore, in a two-faceted MFRM model 
of examinee and rater, the probability of any quality judgement of an EPT essay is a 
function of examinee ability and rater severity in the EPT Writing Test.  
Regarding required assumptions for statistical inference, MFRM strictly assumes 
the following: (a) unidimensionality, (b) local independence, and (c) certainty of 
response. The unidimensionality assumption requires unidimensional models in which a 
single latent trait, construct, or dimension is measured (Eckes, 2009; Henning, 1992; 
McNamara, 1996; Ockey, 2012). As the EPT scoring rubric (APPENDIX C) was 
constructed on a holistic rating scale of three levels (i.e., 101B, 101C and Pass), sets of 
different evaluative criteria (i.e., Organization, Grammar and Vocabulary, Functional, 
Development, Mechanics, and Comprehensibility, as summarized in Table 2.1 on p. 15) 
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were collapsed into one category on the holistic scale. Therefore, each test taker received 
a single placement rating in the EPT Writing Test, reflecting a combined writing trait as a 
single latent trait. Furthermore, no available data on analytical scores made it impossible 
to examine whether EPT raters perceived the evaluative criteria as sub-constructs that 
unidimensionally contributed to writing construct. Writing construct, as McNamara 
(1996) defines it, is intended to be measured in a test. As a result, the dataset of holistic 
placement results in the EPT Writing Test supposedly satisfied the unidimensionality 
assumption for an MFRM analysis. Local independence in data is ensured when the value 
of any data point is neither affected by nor affects another data point (Linacre, 2009; 
Ockey, 2012; Wright, 1996). Because the Writing component of the EPT required test 
takers to compose one written response to a given prompt independently, there was 
complete independence among observed placement ratings of test takers in the dataset. 
When it comes to certainty of response, the assumption that test takers made an attempt 
to demonstrate their ability (Ockey, 2012; Osterlind, 2010) was allegedly not violated in 
the data of placement ratings in the EPT Writing Test. As final placement decisions were 
used to determine whether additional ESL writing courses were required or waived for 
international students, test takers were supposed to try their best to perform a writing 
task. 
An important factor of MFRM making it proper to be used in the analysis was the 
robust nature of Rasch models, especially in practical situations of the EPT Writing Test. 
A fully-crossed rating design in which all raters evaluated the same papers in order to 
check consistency in judging behavior is unnecessary to conduct MFRM analyses (Bond 
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& Fox, 2007). In the EPT Writing Test, each essay was independently evaluated by two 
raters, at least, for operational efficiency.  
However, an MFRM analysis requires adequate connectivity among data (Bond & 
Fox, 2007; Linacre, 1997; Lunz & Linacre, 1998; McNamara, 1996), which is a matter of 
concern in the existing dataset of the EPT Writing Test. Association in the dataset could 
be created with rotation roster in a grading schedule among raters. The data subsets of 
three semesters were totally separate, suggesting inadequate connectivity in the existing 
dataset of the EPT Writing Test across semesters because various groups of EPT Writing 
raters evaluated different student essays in each semester. Figure 3.2 illustrates datasets 
of two consecutive semesters as an example. In order to ensure test confidentiality, test 
prompts had different topics. Students who already took the EPT Writing Test were not 
required to resit the test. For example, Students 1, 2, 3, 4, and 5 only took the first test 
and Students 6, 7, 7, 9, 10, and 11 only took the second test. Due to test practicality and 
efficiency, each student essay was evaluated by two raters. In other words, a rating plan 
created a partially-crossed design in each dataset, as compared to a fully-crossed design 
in which all raters score every essay. Therefore, it could be problematic for each dataset 
in each semseter if there was no connection between Raters A, B and Raters C, D, E in 
the first semester with Prompt (i); and/or Raters H, I and Raters D, E, F, G in the second 
semester with Prompt (ii). When it comes to participation of EPT Writing raters, as 
demonstrated in Figure 3.2, Raters A, B, C only engaged in the first semester, and Raters 
F, G, H, I represented raters who only took part in the second semester. Raters A, B, C, F, 
G, H, and I that participated in one semester but not in another represented raterrater 
turnover due to student graduation or changes in assistantship assignments. Raters D and 
80 
 
 
E represented raters who participated in both semesters. A link between the two datasets 
made up from ratings assigned by Raters D and E was based on a questionable 
assumption that Raters D and E did not change rating behavior over time.  
 
Figure 3.2 An illustration of data connectivity in two consecutive semesters in the EPT 
Writing Test. Two prompts and student essays were different in two semesters. There is 
no connectivity between Raters A, B and Raters H, I. Different raters (A, B, C, F, G, H, 
and I) in both semesters represent rater turnover. Data connection based on Raters D and 
E would assume no changes in raters' scoring behavior. 
Although there was a lack of data connectivity in the existing database of the EPT 
Writing Test across the three semesters, three data subsets of three semesters were 
sufficiently connected within each semester. Therefore, I carried out a two-faceted 
MFRM analysis of the EPT raters for each semester to ensure connectivity in a data 
subset within each semester. Data of all 46 raters participating in the EPT Writing 
evaluation processes were included for analysis. To address Research Question 1 about 
raters' severity effects relative to one other in the three semesters, I computed average 
logit values of each rater. An average logit value of each rater might suggest his/her 
prominent rating behavior across semesters. 
In order to conduct MFRM analyses of raters' severity levels in each semester, 
FACETS (version 3.70.0; Linacre, 2012) was statistical software used to analyze the data. 
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Before being processed by FACETS, placement ratings in the dataset were converted into 
a three-level scale (101B, 101C, and Pass corresponding to 1, 2 and 3). APPENDIX F 
contains a sample of a data file that contained 1,982 ratings of 845 examinees evaluated 
by 46 raters. A piece of FACETS codes for the MFRM analysis of this project were 
adapted from a study by Bonk and Ockey (2003). 
3.7.2. Qualitative analysis of EPT raters' think-aloud protocols (RQ2) 
Typical analytic procedures for a qualitative analysis, according to Marshal and 
Rossman's (1999) description, consist of six stages: "organizing the data; generating 
categories, themes, and patterns; coding the data; testing the emergent understandings; 
searching for alternative explanations; and writing the report” (p. 152). In adapting 
Marshal et al.'s (1999) steps, I conducted qualitative analytical tasks for EPT Writing 
raters' think-aloud protocols (Figure 3.3), including (a) organizing data, (b) transcribing, 
(b) generating a coding scheme; (c) coding, (d) checking reliability of qualitative 
analysis; and (e) interpreting qualitative results. Tasks 2, 4, 5 were assessed by reliability 
checks. The five tasks in the qualitative analytical process are detailed in the following 
sections. 
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Figure 3.3 A qualitative analytical process to analyze human raters' think-aloud protocols 
in this study. Tasks 3 and 4 (Generating a coding scheme and Coding) were carried out 
repeatedly backward and forward by reviewing and modifying a coding scheme 
continuously. Task 4 completed with recoding the whole dataset based on a final coding 
scheme. Reliability checks were conducted after completion of Tasks 2, 4, and 5. 
3.7.2.1. Organizing data 
After collecting qualitative data, I first organized the data. Raw video recordings 
of verbal reports from Camtasia were converted into .wav files. To facilitate a 
transcribing task later, I divided raw video recordings into multiple recordings for essays 
that the raters reported on. Each file name contained a rater's pseudonym and essay 
number (e.g., Bailey01). I created five folders (one for each rater) containing a set of 
sample essays for data collection, raw recordings, processed recordings, and typed 
transcriptions. I also created a backup folder to store a collection of all data from all of 
the participants. 
3.7.2.2. Transcribing raters' think-aloud recordings 
In this study, I transcribed think-aloud verbal protocols of the five participants 
word by word. The recordings were transcribed according to a list of standard 
transcription conventions (APPENDIX G). Transana10 (version 3.0), a program 
developed by the Wisconsin Center for Education Research at the University Wisconsin-
                                                 
10
 http://www.transana.org/ 
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Madison, assisted me in the transcribing task. Each "library" in Transana was created for 
each rater. A library would contain a collection of "episodes," one of each stored one 
processed recording of think-aloud verbal protocol on an essay and its transcript. 
APPENDIX H provides a transcript sample of a selected think-aloud report. In order to 
check reliability of my transcritions, I randomly sent a rater participant a transcript of her 
recording. The participant affirmed that the transcript reflected her thinking during data 
collection. 
3.7.2.3.Generating a coding scheme 
Following the transcribing task, the third task (Generating a coding scheme) was 
important in the analytical process. In creating categories for analyzing raters' think-aloud 
protocols, I adapted systematic classifications of evaluative criteria in the EPT Writing 
rubric (Table 2.1 of an analytical summary of assessment criteria in the EPT Writing 
scoring rubric, p. 15). The purposes of the adaption were to align my qualitative 
interpretations and findings with evaluative criteria in the EPT Writing Test, and, hence, 
to maintain overall consistency in my project. The rating rubric was used as a scoring 
guide for EPT Writing raters to establish interrater reliability for the EPT Writing Test. It 
also set writing performance expectations that rendered my rater participants' essay 
quality judgments during data collection sessions in this project. In other words, the 
coding scheme predetermined from the EPT Writing scoring rubric would include 
anticipatory categories in my verbal data. Therefore, my interpretations of the raters' 
operational criteria could relate to evaluative criteria of the EPT Writing Test directly. 
Moreover, the available EPT Writing rubric provided a detailed description of target 
features that are relevant to language syllabi in English Department at Iowa State 
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University. These descriptors would be very crucial to assist me in generating evaluative 
variables and metrics later. As a result, creating a coding scheme for analyzing EPT 
Writing raters’ verbal reports based on classifications of evaluative criteria in the EPT 
Writing rubric was likely to be helpful for me to maintain consistency in my project.  
A preliminary coding scheme, as illustrated in Table 3.6, contained six main 
categories, five of which were adapted from the EPT Writing rubric (i.e., Organization, 
Grammar and Vocabulary, Functional, Mechanics, and Comprehensibility). First, there 
were four sub-categories that fell under Organization, consisting of use of cohesive 
devices, relevance to the prompt, thesis statement, and topic sentences. Second, the 
Grammar and Vocabulary category was divided into five sub-categories (i.e., use of time 
frames, grammatical control, syntactic structure, vocabulary use, and conjunction use). 
The Grammatical control sub-category entailed a range of errors relating to articles, 
fragments, ill-formed verbs, negatives, run-on sentences, singular/plural nouns, and 
subject-verb disagreement, etc. The Syntactic structure sub-category contained verb-
phrase and sentence complexity, and rhetorical question. The Vocabulary use sub-
category listed collocational misuse, incorrect word choice, and academic words. Third, 
the Functional category included narration-description, provision of evidence-example, 
comparison-contrast, summary, academic language use, and supporting ideas. The fourth 
category, Mechanics, contained two sub-categories (i.e., punctuation and spelling). The 
fifth Comprehensibility category was comprised of readers' effort and idea development. 
The last category (i.e., Handwriting) was added from participants' think-aloud data. 
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Table 3.6 A preliminary coding scheme and a final coding scheme. The final coding 
scheme consisted of 39 codes organized into six main categories.  
Preliminary coding scheme  Final coding scheme 
1. Organization 
• Use of cohesive devices 
• Relevance to the prompt 
• Thesis statement 
• Topic sentences  
 
1. Organization 
• (1) Use of cohesive devices 
• (2) Paragraph division 
• (3) Prompt relevance 
• (4) Thesis statement 
• (5) Topic sentences 
• (6) Three-paragraph structure 
2. Grammar & Vocabulary 
2.1. Use of time frames 
2.2. Grammatical control 
• Articles misuse* 
• Fragments * 
• Ill-formed verbs* 
• Negatives* 
• Run-on sentences* 
• Incorrect singular/plural nouns* 
• Subject-verb disagreement* 
• Wrong word forms* 
• Extra verbs* 
• Missing verbs* 
• Unclear pronoun or pronoun 
misuse*  
• Sentence structure* 
2.3. Syntactic structure 
• Verb phrase complexity* 
• Sentence complexity* 
• Rhetorical question* 
 
2.4. Vocabulary use 
• Collocational misuse* 
• Incorrect word choice* 
• Academic words* 
2.5. Conjunction use 
2. Grammar & Vocabulary 
2.1. (7) Use of time frames 
2.2. Grammatical control 
• (8) Article misuse 
• (9) Fragments 
• (10) Ill-formed verbs 
• (11) Incorrect noun forms 
• (12) Negatives 
• (13) Part-of-speech-related errors 
• (14) Run-on sentences 
• (15) Subject-verb disagreement 
 
 
 
 
 
2.3. Syntactic complexity and variety 
• (16) Verb phrase complexity 
• (17) Reduced relative clauses 
• (18) Rhetorical questions 
• (19) Sentence complexity 
2.4. Vocabulary use 
• (20) Collocational misuse 
 
 
 
2.5. (21) Conjunction use 
3. Functional 
• Narration & Description 
• Provision of evidence & examples 
 
3. Functional 
• (22) Narration & description 
• (23) Evidence provision 
• (24) Example provision 
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Preliminary coding scheme  Final coding scheme 
• Comparison & contrast 
• Summary 
• Conditionals 
• Academic language use 
• Supporting ideas* 
• (25) Comparison & contrast 
• (26) Summary 
• (27) Conditionals  
• (28) Academic word use  
• (29) Spoken language 
• (30) Overstatement 
• (31) Contractions 
4. Mechanics 
• Punctuation 
• Spelling 
4. Mechanics 
• (32) Capitalization  
• (33) Spelling 
5. Comprehensibility 
5.1. Reader's effort 
5.2. Idea development 
 
5. Comprehensibility 
5.1. Reader's effort 
• (34) Unclear references  
5.2. Development 
• (35) Idea development 
• (36) Idea repetition 
• (37) Essay completeness 
• (38) Introductory background 
provision 
6. Handwriting* 6. Handwriting 
• (39) Illegible handwriting 
Note: Asterisks (*) indicated (sub-)categories that were added to those in the EPT 
Writing scoring rubric. 
 
As qualitative analyses were conducted, think-aloud protocols of the five EPT 
rater participants were then analyzed through my interpretations and coding scheme 
development. Due to an exploratory nature of a qualitative investigation of human raters’ 
rating behavior in my dissertation project, I added necessary categories that my 
participants informed (e.g., illegible handwriting, errors relating to articles, sentences, 
verb forms, and word forms, etc.). I iteratively reviewed and modified the coding scheme 
while I proceeded with the coding-recoding procedure (as illustrated in Figure 3.3 of the 
qualitative analytical process carried out in this project). The next section describes the 
coding task in detail. 
Table 3.6 (continued) 
87 
 
 
3.7.2.4. Coding 
This section describes a coding task for the qualitative analysis. The description 
of the coding task covers (a) a computer program that was employed and qualitative 
analysis procedures, (b) development of the final coding scheme, (c) the unit of analysis, 
and (d) reliability assessment of qualitative codings. 
For a coding stage, NVivo, version 1011 (QSR International), a computer software 
package for qualitative analysis, was employed to organize nodes in hierarchies. A node 
in NVivo program is a collection of references about categories as well as sub-categories. 
I created node hierarchies, as illustrated in Figure 3.4, for a coding scheme as new 
categories emerged during the analytic process, corresponding categories of evaluative 
criteria in the EPT scoring rubric. I explored the data for emerging text features that my 
rater participants found to be salient. During the coding process, I recorded my own self-
reflections and interpretations in an analytic memo (APPENDIX I). The analytic memo 
was intended to document and reflect on coding processes and code choices (Saldaña, 
2009). The analytic memo was helpful for me to take detailed notes and keep track of my 
decisions in categorizing text features as the coding scheme evolved. To increase 
dependability in data coding, as Huberman and Miles (1994) suggest, code labels and 
node hierarchies were continuously reviewed, modified and verified as my qualitative 
analyses progressed. 
 
                                                 
11
 http://www.qsrinternational.com/products_nvivo.aspx 
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Figure 3.4 An illustration of node hierarchies of the final coding scheme in NVivo. The 
final coding scheme contained 40 nodes. 
The final coding scheme consisted of six main categories and 39 coding nodes. 
An additional Zero category was included because some texts in participants' verbal 
protocols that were not focused on in this project were not assigned with any codes (see 
APPENDIX J). Compared to the preliminary coding scheme (Table 3.6), the final version 
had several changes as I explored the qualitative data. Under the first category, 
Organization, two new sub-categories, i.e., Paragraph division and Three-paragraph 
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structure, were added. The Use of cohesive devices was specified at different discourse 
levels of an essay, i.e., Among paragraphs, Between body paragraphs and conclusion, 
and Within a paragraph. Second, in the Grammar and Vocabulary category, several code 
labels were renamed (e.g., Incorrect singular/plural nouns into Incorrect noun forms, 
Wrong word forms into Part-of-speech-related errors) in order to avoid misconceptions 
of target text features. For example, the code Incorrect singular/plural nouns might 
capture only errors relating singular/plural forms of a noun while a noun can also be 
classified into either a count noun or an uncount noun12. The Wrong word forms might be 
misunderstood as wrong forms of either a verb or a noun. Hence, Part-of-speech-related 
errors may clarify students' errors in different parts of speech of a word (e.g., noun, verb, 
adjective, and adverb). Under the Grammar and Vocabulary category, I dropped Extra 
verbs and Missing verbs because errors related to Extra verbs were overlapped with Ill-
formed verbs and Missing verbs were captured in fragments due to missing verbs. I 
abandoned Sentence structure because errors associated with specific types of incorrect 
sentence structures would be classified as fragments or run-on sentences. I also removed 
Incorrect word choice from the Vocabulary use sub-category because word choices 
pertained to lexical collocations that fell under Collocational misuse. I re-categorized 
Unclear pronoun or pronoun misuse under the Comprehensibility- Readers' effort since 
vagueness of pronouns or Unclear references possibly resulted in readers' 
incomprehensibility. The code Academic word use was reorganized under the Functional 
category as occurrences of academic words demonstrated Academic language use in 
student essays, rather than mere Vocabulary use. Third, under the Functional category, I 
                                                 
12
 Count nouns refer to separate individuals (e.g., books, tables, etc.) while uncount nouns relate to "masses 
or collections without separate parts", such as milk, ice, blood, etc. (Lunsford, 2010). 
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divided Provision of evidence and examples into two separate classifications, i.e., 
Evidence provision and Example provision because several raters commented on 
students' provision of either evidence or examples in their essays. Inappropriate 
Academic language use was specified by Spoken language, Overstatement, and 
Contractions. I removed the Supporting ideas category as my peer debriefer suggested 
because this category was addressed in Topic sentences, Evidence provision and Example 
provision. Fourth, under the Mechanics category, a remark by a rater on Capitalization 
was included in place of Punctuation. Finally, raters' comments on Development of an 
essay accounting for various aspects such as Idea repetition, Essay completeness, and 
Introductory background provision were added apart from Idea development. The final 
coding scheme with examples from this project was provided in Table 3.6. After the final 
version of the coding scheme was derived, I recoded all of the participants' verbal reports 
using the final coding scheme. 
The unit of analysis for analyzing raters' think-aloud protocols was a word in a 
verbal report that accounted for a text feature in EPT test takers' written discourse. As 
illustrated in Example 1, a quoted verbal report by a rater had 15 words in total. Because 
coding guidelines (APPENDIX J) instructed to start with a clause, suggesting a text 
feature that a rater concentrated on, a seven-word clause ("He's trying to explain the topic 
sentence") was identified as the rater's attention to Topic sentences. "[G]iving examples" 
were two words that indicated a rater's focus on Example provision aspect. The rest of the 
utterance ("before" and "and those things are consistent"), comprising six words, did not 
mention a text feature in the student essay explicitly, and, thus, would receive a zero 
code. 
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Example 1.  <Topic sentences>He's trying to explain the topic sentence 
before <Example provision>giving examples, and those things are 
consistent. 
In order to assess reliability of my qualitative codings, I conducted inter-coder 
agreement with involvement of another coder. The coder analyzed randomly selected 
think-aloud protocols of five essays. The coder earned a master's degree in Applied 
Linguistics in Australia. She had more than five years' experiences in teaching ESL/EFL 
writing courses and got quite familiar with writing errors in L2 student essays. I provided 
the coder with guidelines for coding raters' think-aloud protocols and a coded sample 
(APPENDIX J). I also supplied the coder with my final coding scheme and descriptions 
of potential text features that were found to be critical in Cumming et al.'s (2001) study.  
In calculating inter-coder agreement, I computed Cohen's Kappa13 (Cohen, 1960, 
1968; Fleiss, Cohen, & Everitt, 1969) and Krippendorff's alpha14 (Krippendorff, 2011) 
for 39 coding levels and the additional Zero category. The totals were the number of 
words in the selected protocols (n = 2,483). The exact/unweighted Kappa's coefficient 
was 0.82. The alpha-reliability statistics was 0.83, revealing a substantial agreement 
between the coder and me. Disagreement between the coder and me could occur when 
the raters named the same text features differently. In the following example, one coder 
identified a target text feature as Collocational misuse because the participant recognized 
an error in a student essay as a word choice. However, the erroneous instance (greatful*) 
in Example 2 could probably be categorized as part-of-speech-related errors. Another 
                                                 
13
 Cohen's Kappa formula is κ = 	 ; where 	
 is the percent agreement ; 	 is the expected percent 
chance agreement. 
14
 Krippendorff's alpha-reliability is defined by α = 1 − ; where 	is the observed disagreement of the 
two coders;  is the expected disagreement due to chance. 
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discrepancy in coding was found in different interpretations of text features that raters 
attended to. As illustrated in Example 3, an initial code for "more and more" was 
Collocational misuse due to the lack of "people" that should have followed. However, the 
missing "people" could indicate a fragment sentence due to a missing noun as a subject of 
the sentence. 
Example 2. WE CAN USE THIS CHANCE TO GAIN FRIENDS AND 
ALSO KNOW MORE GREATFUL BOOKS15. Another word 
choice error is "greatful book" probably means great books. 
(Sydney, Essay #2) 
Example 3. NOWADAYS, MORE AND MORE PREFER TO READ E-
BOOKS. It should be "more and more people". Isn't it? (Taylor, Essay 
#8) 
After the reliability check of the coding task completed, the other coder and I re-
examined all instances that we disagreed on and made final decisions. Following the 
coding stage, I executed the next task to interpret qualitative results and create evaluative 
variables and metrics. 
3.7.2.5. Interpreting qualitative results to generate variables and metrics 
In interpreting qualitative findings of text features that EPT raters attended to, I 
generated variables to capture features that I identified in EPT raters' verbal reports. 
Table 3.7 illustrates my interpretations of three examples of rater’s verbal reports in 
Cumming et al.’s (2002) study to create quantitative variables.  
                                                 
15
 Notes: According to transcription conventions for raters' verbal reports (APPENDIX G), capitalized 
letters were used for long stretches of text that were read directly from original essays. 
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Table 3.7 Examples of analyzing raters' think-aloud protocols and generating evaluative variables 
Example taken from Cumming et 
al. (2002) 
Classification based on 
the EPT Writing 
rubric 
Variable(s) to capture the 
feature(s) 
Underlying hypotheses 
Example 1. “What does it mean, 
‘GENERAL’? ‘THE PEOPLE 
WHO’ You mean people are easy to 
understand or these programs are 
easy to understand?” (Gary)  
 
Comprehensibility 
>>Reader’s effort 
>Unclear references 
• Number of pronouns (first-, 
second-, and third-personal, 
possessive, reflexive, 
indefinite, relative), and semi 
determiners (e.g., former, 
latter) 
• The more pronouns and semi-
determiners occurred in an 
essay, the more likely raters-
readers were to find them 
ambiguous. 
Example 2. (a) “So, the, the person 
is definitely having problems with 
the article, with prepositions, with 
uh, agreement in some cases, 
subject-verb agreement.” (Zoey); (b) 
“So the errors, uh, again tend to 
occur more in the areas of uh, 
prepositions, occasionally article 
usage uh, sometimes uh, overuse of 
adjectives like ‘good’ and ‘big.’” 
(Scott) 
Grammar & Vocabulary 
>> Grammatical control 
>Article misuse 
>Collocational misuse 
(prepositions) 
>Subject-verb 
disagreement 
>Adjective overuse 
• Number of wrong articles,  
• Number of incorrect use of 
prepositions,  
• Number of subject-verb 
disagreement 
• Number of adjective types 
• Number of adjective tokens 
• Type-token ratio of 
adjectives 
• The more incorrect uses of 
articles, prepositions, and 
subject-verb agreement 
occurred, the more serious 
problems the student writer had 
with these features.  
• The more adjective types and 
tokens were found, the more 
likely the student was to overuse 
adjectives. 
Example 3. (a) “This student’s 
vocabulary seems to be rather 
simple.” (Paul); (b) “Okay, the 
vocabulary is pretty good, words 
like ‘CREDIBLE,’ ‘TOTALITY,’ 
‘CONCRETE.’” (Jane) 
Functional  
>> Academic word use 
• Number of academic word 
types and tokens in the 
Academic Vocabulary List 
(AVL; Gardner & Davies, 
2000) 
• Ratio of types to tokens of 
academic words 
• The more academic word 
types and tokens occurred in an 
essay, the better vocabulary the 
writer had. 
• A higher ratio of academic 
word types to academic word 
tokens might indicate greater 
diversity of academic lexicons 
(i.e., lexical diversity) in a 
student essay. 
Note: (>>) and (>) indicate the second level and the sub-category of classifications, respectively.  
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Example 1 (“What does it mean, ‘GENERAL’? ‘THE PEOPLE WHO’ You mean 
people are easy to understand or these programs are easy to understand?”) can be 
interpreted that the rater was likely to attend to unclear references (Lunsford, 2010) 
under the category of Reader’s effort in Comprehensibility. Ambiguity results from a 
pronoun that fails to “refer clearly to the word(s) it replaces” (Lunsford, 2010, p. 6). In 
order to capture possible referential vagueness due to pronouns, I would count the 
number of pronouns that occur in student essays, including first-, second-, and third-
personal pronouns, possessive pronouns, reflexive pronouns (my, mine, his, them, etc.), 
indefinite pronouns (e.g., someone, no one, something, etc.), relative pronouns (e.g., 
which, that, who, whom, whose, etc.), demonstrative pronouns (this, that, these, those) 
and semi-determiners (e.g., former, latter). I hypothesized that the more pronouns and 
semi-determiners occurred in an essay, the more likely the raters-readers were to find 
them ambiguous. It is worth noting that one variable should be generated to capture one 
target feature to avoid zero or low frequency for each data point. For example, I would 
create one variable (i.e., number of pronouns) that represent the vague pronoun reference 
focus, rather than multiple variables of pronoun types because one essay might not 
contain all of pronoun types.  
Example 2 (“So, the, the person is definitely having problems with the article, 
with prepositions, with uh, agreement in some cases, subject-verb agreement;” “So the 
errors, uh, again tend to occur more in the areas of uh, prepositions, occasionally article 
usage uh, sometimes uh, overuse of adjectives like ‘good’ and ‘big.’” ) illustrates that the 
raters found grammatical mistakes salient in the essay sample. A range of text features 
can be identified in Example 2, such as article misuse, collocational misuse (incorrect use 
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of prepositions), subject-verb disagreement and adjective overuse under the category of 
Grammatical control in Grammar and Vocabulary. I would count instances of wrong 
articles, incorrect use of prepositions, subject-verb disagreement, types and tokens of 
adjectives, and a type-token ratio16 of adjectives in student essays. The underlying 
hypothesis was that if more adjective types and tokens were found, the student was more 
likely to overuse adjectives. A low type-token ratio of adjectives (i.e., types of adjectives 
are fewer than tokens of adjectives) probably indicated that a student repeatedly used a 
number of adjectives. If the numbers of types and tokens were equal and the ratio was 1, 
revealing the varied use of adjectives in the essay. A higher ratio of academic word types 
to academic word tokens might suggest greater diversity of academic lexicons (i.e., 
lexical diversity) in a student essay. 
Example 3 (“This student’s vocabulary seems to be rather simple;” “Okay, the 
vocabulary is pretty good, words like ‘CREDIBLE,’ ‘TOTALITY,’ ‘CONCRETE.’”) can be 
coded as Academic word use under the Functional category. In order to obtain the 
distribution of “good” words, I would compute the number of academic word types and 
tokens in the Academic Vocabulary List (AVL, Gradner & Davis, 2014) that occurred in 
EPT essays. The AVL list provides the most needed academic word families for tertiary 
students. The list would be helpful for me to analyze academic word use in student 
essays. 
                                                 
16
 The number of adjective types in an essay is the number of different adjectives. Adjective tokens are the 
total number of adjectives that occur in the essay. For example, if there are two adjectives (i.e., good and 
big) in an essay, the number of adjective types is 2. If good occurs twice, and big three times, the number of 
adjective tokens is 5. 
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3.7.2.6. Trustworthiness of qualitative analysis 
Trustworthiness in qualitative research enables researchers to claim that their 
work is plausible or credible (Glesne, 2011, p. 49). For the purpose of establishing 
trustworthiness of qualitative analysis in this study, I created an analytic memo while 
generating evaluative metrics. I also conducted member check, or member checking and 
peer debriefing as qualitative procedures that contribute to trustworthiness of qualitative 
research (Creswell, 1998).  
In my analytic memo (APPENDIX I), I reflected on my interpretations of 
qualitative findings from the participants' verbal protocols to generate evaluative 
variables and metrics as exploring the results of coded verbal protocol. I also considered 
the possible distribution of given variables in high- and low-level essays while I 
formulated underlying hypotheses of variables. The reflection would be helpful for me to 
assess potential usefulness of variables in constructing predictive models and to search 
for alternative variables.  
Member check, as Schwandt (2007) defines it, is a type of member or respondent 
validation. In this process, informants are requested to provide feedback on the 
researchers' findings and interpretations. Member checking is an important process 
because the findings need to be verified or assured to meet the criterion of confirmability 
(Denzin & Lincoln, 1994; Schwandt, 2007). By allowing the participants to review the 
material, member check ensures the credibility in qualitative findings (Denzin & Lincoln, 
1994). Member checking should be conducted when themes, patterns, and complete 
qualitative interpretations are offered to be reviewed (Carlson, 2010). In order to conduct 
the member check for this study, one participant was contacted via email and required to 
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review transcripts of her verbal reports and a drafted manuscript. Also, the participant 
was asked to provide feedback on the accuracy of the materials to make sure that his/her 
perspectives were described and interpreted correctly. The participant agreed with the 
categories in the coding scheme and believed that I precisely reflected her operational use 
of assessment criteria during evaluation processes. One suggestion the participant made 
was that the term for the criterion Raters' comprehensibility under the Comprehensibility 
category should be replaced with Readers' effort because it would be more accurate to be 
an evaluative criterion in making essay quality judgments during scoring sessions. 
In order to enhance trustworthiness of qualitative findings (Lincoln & Guba, 
1985) and minimize likelihood of error (Bogdan & Biklen, 2003), I conducted two 
rounds of peer debriefing in this study. Peer debriefing is a process in which a peer who 
has professional expertise in the field review coding and interpretations of the study to 
ensure the credibility and validity of a study (Lincoln & Guba, 1985). In the first 
debriefing round, a debriefer was a doctoral student in applied linguistics in the English 
Department at Iowa State University. The peer debriefer reviewed coded samples, 
categories and sub-categories of the coding scheme. She also commented on my 
interpretations by recalling any possible biases. For example, my peer debriefer 
commented on the Supporting ideas sub-category under the Functional category and 
suggested removing it because the Supporting ideas sub-category possibly overlapped 
other sub-categories such as Topic sentence, Evidence provision, and Example Provision. 
For example, main ideas in topic sentences could be used to explain a thesis statement. 
Moreover, students might use evidence and examples to support a topic sentence of a 
paragraph. In the second round, another debriefer that was an expert in Corpus 
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Linguistics in English Department at Iowa State University gave comments on my 
interpretations of qualitative findings to develop evaluative variables and metrics. In our 
discussions, I provided the debriefer with a three-page summary of tentative measures 
that I generated from my rater participants' verbal protocols. The debriefer suggested 
labeling variables that measure length of given discourse features, such as thesis 
statement length, introductory background length, paragraph length to differentiate them 
from the presence or absence of the features. The debriefer also provided feedback on 
transitions as a terminology to indicate connective devices because transition is one of 
the linking adverbial categories in Biber et al.'s (1999) framework17. The debriefer 
questioned if frequency counts of present-tense verbs and past-tense verbs would contain 
both correct and incorrect use of tenses in student essays. I clarified that the measures 
would capture all tense uses in student essays, regardless of whether the verbs were 
correct or not. Incorrect verb tenses would be detected in verb-form-related errors. 
Moreover, a relative use between present and past tenses reflected in a ratio of present-
tense verbs to past-tense verbs. The ratio might reveal how students controlled over time 
frames in their essays. For example, a high ratio indicating a large majority of present 
tense verbs as compared to few past tense verbs could suggest that the past tense 
occurrences were likely to be incorrect. 
After I completed the first phase (model specification) by obtaining text features 
that potentially defined human raters' evaluative criteria, I moved on to the second phase 
                                                 
17
 According to Biber, Johansson, Leech, Conrad, and Finegan (1999), several classifications of linking 
adverbs include enumeration and addition (firstly, secondly, additionally), summation (altogether, overall), 
apposition (namely, i.e.), result/inference (therefore, thus), contrast/concession (though, however), and 
transition (incidentally, now).  
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(model construction). In order to set up a quantitative dataset for Phase 2, I performed a 
corpus-based analysis of EPT essays, which is described in the next section. 
3.7.3. Corpus-based analysis of EPT written essays (RQs 3, 4 and 5) 
In order to obtain quantitative data for the model-construction phase, I conducted 
a corpus-based analysis of 297 EPT essays. This section describes targeted text features 
and an analytical procedure for the corpus-based analysis.  
3.7.3.1. Targeted text features 
In this section, I describe 37 targeted text features to be detected in my project. 
Table 3.8 summarizes 37 text features from 36 variables falling into four categories (i.e., 
Organization, Grammar & Vocabulary, Functional and Comprehensibility) that were 
addressed in this project. All of the predictors in this project were multivariate variables. 
In other words, values of each variable ranged from zero to infinity because the variables 
were obtained from occurrences of the targeted features in student essays. These targeted 
text features were chosen from 52 potential variables that I generated to construct 
predictive models of EPT essay quality (see Chapter 4 for detailed descriptions of results 
and discussion, p. 171). Some variables were not included in model construction for the 
following reasons. A few variables were prompt-specific (e.g., the number of content 
words types and tokens resembling the prompt), which were not targeted in this project. 
Moreover, several variables were found to have comparatively low frequency in my 
preliminary analysis of the EPT essay corpus, such as the number of verb phrases that 
have more than two elements, and rhetorical questions.  
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Table 3.8 Thirty-six multivariate variables to be collected from 37 target text features 
Variable name Measure Target text feature 
 1. Organization  
1. NumLink(*) Number of linking adverbials (1). Linking adverbial counts 
2. WctThesis Number of words in thesis statement  (2). Thesis statement length 
3. NumTopic Number of topic sentences (3). Topic sentence counts 
4. NumPara Number of paragraphs (4). Paragraph counts 
 2. Grammar & Vocabulary 
2.1. Use of time frames 
5. VbPresent(*) Number of verbs in present tenses (5). Verbs in present tenses  
6. VbPast(*) Number of verbs in past tenses (6). Verbs in past tenses 
7. RaPrePas Ratio of the number of verbs in present tenses to the 
number of verbs in past tenses 
(7). Ratio of present-tense verbs to past-
tense verbs 
2.2. Grammatical control 
8. WrongArticle(*) Number of incorrect use of articles (8). Article-related errors 
9. NumFragment(*) Number of fragments  (9). Fragments  
10. WrongFormVb(*) Number of ill-formed verbs (10). Verb-form-related errors 
11. WrongFormN(*) Number of noun-form-related errors  (11). Noun-form-related errors 
12. WrongPOS(*) Number of part-of-speech-related errors (12). Part-of-speech-related errors 
13. NumRunon(*) Number of run-on sentences  (13). Run-on sentences 
14. SVDisagree(*) Number of subject-verb disagreement instances (14). Subject-verb disagreement 
instances 
15. WrongQuan Number of quantifier misuse (15). Quantifier misuse 
2.3. Syntactic complexity  
16. SimpleSen(*) Number of simple sentences  (16). Simple sentences 
17. ComSen(*) Number of compound and/or complex sentences (17). Compound and/or complex 
sentences 
18. AveWdSen Average number of words in each sentence (18). Words per Sentence 
 2.4. Vocabulary use  
19. WrongCollo(*) Number of collocational misuse (19). Preposition-related errors 
(20). Lexical-collocation-related errors 
 
100
 
 
101 
 
 
 
Variable name Measure Target text feature 
 2.5. Conjunction use  
20. NumConj(*) Number of conjunctions (21). Conjunction counts 
 3. Functional   
21. AcaWdType(*) Number of academic word types (22). Academic word types  
22. AcaWdToken(*) Number of academic tokens  (23). Academic word tokens  
23. AcaWdTTR Ratio of types to tokens of academic words (24). Academic word type-token ratio 
4. Comprehensibility  
4.1. Reader's effort  
 
24. NumProN(*) Number of pronouns (25). Pronouns  
25. NumDemo(*) Number of demonstratives (26). Demonstratives 
26. NumSemi(*) Number of semi-determiners (27). Semi-determiners  
4.2. Development  
27. Wordct Number of words (whole essay) (28). Text length  
28. WctFirst Number of words in the first paragraph (29). First paragraph length 
29. WctSecond Number of words in the second paragraph (30). Second paragraph length 
30. WctThird Number of words in the third paragraph (31). Third paragraph length 
31. NumSen Number of sentences (32). Sentence counts 
32. AveSenPara Average number of sentences in each paragraph (33). Sentences per paragraph 
33. TriTTR Ratio of trigram types to tokens (34). Trigram type-token ratio 
34. FourTTR Ratio of four-gram types to tokens (35). Four-gram type-token ratio 
35. WctIntroB Number of words providing introductory background (36). Introductory background length 
36. WctLast Number of words in the last paragraph (37). Last paragraph length 
Note: (*) indicates that a variable was normed on a basis per 100 words. 
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102 
 
 
 
(1). Linking adverbial counts are the number of linking adverbials that occurred in 
a student essay. Linking adverbials (Biber et al., 1999; Liu, 2008) or conjunctive adverbs 
(Lunsford, 2010) are adverbs that suggest a logical or semantic relationship between parts 
of sentences. It is necessary to point out that during evaluation processes, my rater 
participants did pay wide attention to linking adverbials, which are words and phrases 
that expand the connection beyond the clause level (i.e., sentence and paragraph levels), 
such as on the one hand, and first of all (Sydney). Linking adverbials are classified into 
additive, adversative, causal and sequential subcategories (Celce-Murcia & Larsen-
Freeman, 1999; Liu, 2008). Some additive linking adverbials are additionally, above all, 
as a matter of fact, alternatively, what is more etc. Adversative adverbials express an 
opposite direction of ideas such as however, on the other hand, and despite this. Causal 
linking adverbials consist of as a result (of), therefore, thus, otherwise etc. Sequential 
linking adverbials like eventually, first/ firstly, finally, and then indicate sequential 
relationship of a series of events or things. A full list of linking adverbials to be obtained 
from test takers' written essays in this project is included in APPENDIX O. 
(2). Thesis statement length is the number of words in a thesis statement in an 
essay. A thesis statement of an argumentative essay is developed from a claim of the 
writer and should be included at least one compelling reason to support it (Lunsford, 
2010). The thesis statement is also referred to as a tentative working thesis because it can 
be revised during the writing process (Lunsford, 2010, p. 58). Lunsford's definition of a 
thesis statement is in line with thesis segments in Criterion. Thesis segments state "the 
writer's position statement and are related to the essay prompt" (Burstein, Marcu, & 
Knight, 2003, p. 33). The function of a thesis is to inform the audience what the writer 
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will discuss. Hence, the thesis statement focuses the writer's thinking and research, and 
helps the writer avoid straying from the topic. Lunsford (2010) notes that a thesis 
statement often locates near the beginning of an essay. Lunsford (2010) describes a thesis 
statement that has two components: a topic and a comment. The topic suggests the 
"subject matter of the writing" and the comment indicates "an important point about the 
topic" (p. 58). 
TOPIC  COMMENT 
The current health care crisis  arises from three major causes. 
(3). A topic sentence of a paragraph is the sentence that states a main idea of the 
paragraph (Lunsford, 2010). Other sentences of the paragraph develop the idea in that 
sentence. Similarly, a topic sentence is referred to as a main point or a main idea in 
Criterion. Like topic sentences, main idea segments convey "the author's main message 
in conjunction with the thesis" (Burstein, Marcu, & Knight, 2003, p. 33).  
(4). A paragraph is defined as a single sentence or several sentences as a unit to 
develop one main idea (Lunsford, 2010). An effective paragraph, according to Lunsford 
(2010), should contain one sentence presenting the main idea and other sentences are 
relevant to that idea. Because L2 students may fail to develop one paragraph with one 
main idea in their essays, I identified paragraph boundaries based on common signals of a 
new paragraph. Students may indent the first line more than other sentences of a 
paragraph. Students may also use a space to indicate that sentences are separated at 
paragraph boundaries. 
(5). Verbs in present tenses show that actions or states that are expressed at the 
present (Lunsford, 2010). Aspects of time expressed in present tenses are simple present, 
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present progressive, present perfect, and present perfect progressive, as illustrated in the 
following examples. 
I eat breakfast everyday at 8:00 a.m. (simple present) 
You are driving too fast. (progressive present) 
Uncontrolled logging has destroyed many forests. (present perfect) 
The two sides have been trying to settle the case out of court. (present perfect 
progressive) 
(6). Verbs in past tenses indicate actions took place in the past (Lunsford, 2010). 
Past tenses could be conveyed in simple past, past progressive, past perfect and past 
perfect progressive in the following examples.  
I went to school yesterday. (simple past) 
He was waiting for her for two hours. (past progressive) 
By the fourth century, Christianity had become the state religion. (past 
perfect) 
Carter had been planning a naval career until his father died. (past perfect 
progressive) 
(7). Ratio of present-tense verbs to past-tense verbs in an essay was identified by 
					
				
	 .  
(8). Article-related errors were detected in student essays when student writers 
violate rules of articles in English. There are three articles in English: a, an and the. 
Lunsford (2010) identifies the correct use of English articles as follows. A and an are 
indefinite articles with singular count nouns (e.g., car, table, egg). A is used before a 
consonant sound (e.g., a car, a table) and an before a vowel sound (e.g., an egg). The 
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indefinite a or an shows that they do not contain adequate identifiable information about 
the noun. Meanwhile, the is a definite article that is used for both count (e.g., car, table, 
egg) and noncount nouns (e.g., sugar, water). Article the signals that identity of its noun 
is "already known or is about to be made known to readers" (Lunsford, 2010, p. 506). 
The identifiable information may be provided from the noun phrase itself, from a text, 
from contextual information, from general knowledge, or from a superlative. A zero 
article occurs when no article (i.e., a, an, or the) or other determiner (e.g., some, this, 
those etc.) precedes a noun. The noun can be a plural count noun (e.g., cars, 
assignments), a noncount noun (e.g., information, salt), or a proper noun (e.g., New York, 
Ames). The zero article with plural count nouns and noncount nouns is used to make 
generalizations. The followings are examples of articles: 
I have a red car (indefinite article a).  
The car works great (definite article the).  
Cars bring conveniences (zero article). 
 (9). Fragments or sentence fragments are characterized as "groups of words that 
are punctuated as sentences but lack either a subject or a verb or form only a dependent 
clause" (Lunsford, 2010, p. 320). The following fragments are given as examples that 
commonly occur:  
Missing subject: They sold their house. And moved into an apartment. 
Missing verb: The town's growth is controlled by zoning laws. A strict set of 
regulations for builders and corporations. 
Missing main clause: When I decided to work part-time. I gave up a lot of my 
earning potential. 
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(10). Verb-form-related errors are made when a student gives incorrect forms of 
verbs. According to Lunsford (2010), verbs in English have five verb forms: bare form 
(e.g., talk, go, and be), past tense (e.g., talked, went, was/were), past participle (e.g., 
talked, gone, been), present participle (e.g., talking, going, being), and present tense (e.g., 
talks, goes, am/is/are). Possible verb-form-related errors that can occur in student essays 
are summarized as follows. 
Table 3.9 Possible verb-form-related errors in EPT essays 
Verb forms that are 
mistaken for 
Example 
Bare form • You can returned* it later.  
(Correct: You can return it later.)  
• Car exhaust can be polluted* the environment.  
(Correct: Car exhaust can pollute the environment.) 
Past tense • I eaten* some bananas yesterday.  
(Correct: I ate some bananas yesterday.) 
Past participle • Everything has go* very fast.  
(Correct: Everything has gone very fast.) 
• With just one simple phone call, you can get your dinner 
being* delivered to your house.  
(Correct: With just one simple phone call, you can get your 
dinner delivered to your house.) 
Present participle • It is just nice to get fast food rather than cook* in the 
kitchen. (Correct: It is just nice to get fast food rather than 
cooking in the kitchen.) 
Present tense • It's really help* her.  
(Correct: It really helps her.) 
Forms of be as either a 
main verb or an 
auxiliary 
• Everything be* automated?  
(Correct: Is everything automated?)  
• People are* prefer homemade food.  
(Correct: People prefer homemade food.) 
 
(11). Noun-form-related errors are errors that students made when they were 
confused at using plural forms of count nouns and noncount nouns. Lunsford (2010) 
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refers count nouns or countable nouns to separate individuals or things that can be 
counted, for example a book; three books (p. 502). Noncount nouns, also called mass 
nouns or uncountable nouns, associate to "masses or collections without separate parts," 
such as milk, ice, blood (Lunsford, 2010, p. 502). Lunsford (2010) highlights that count 
nouns and noncount nouns are different in their use of plural forms. Noncount nouns 
have only a singular form (e.g., milk, ice) but noncount nouns do not have plural forms. 
Meanwhile, count nouns conventionally have singular and plural forms (e.g., chair, 
chairs; tree, trees). Moreover count nouns require to use explicit plural forms when refer 
to more than one of an item. 
 (12). Part-of-speech-related errors are committed when students deal with a part 
of speech of a word. A part of speech or a word class (Biber et al., 1999, p. 54) is a 
grammatical category of English words. In academic writing, parts of speech include 
verbs, nouns, pronouns, adjectives, adverbs, prepositions, and conjunctions. Lunsford 
(2010, pp. 263-268) provides detailed definitions and various categories of verbs, nouns, 
adjectives, adverbs, and prepositions in basic grammar. For analytical purposes of this 
study, pronouns and conjunctions were categorized and described in separate sections. 
Possible errors under the part-of-speech-related category are presented in the following 
examples.  
People choice* their own happiness. (Correct: People choose their own 
happiness.) 
The crime rate has rising fastly*. (Correct: The crime rate has rising fast.) 
I'm very boring* with the game. (Correct: I'm very bored with the game.) 
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(13). Run-on sentences in this study are sentence errors which are referred to as 
comma splices and fused sentences (Lunsford, 2010, p. 315). A comma splice occurs 
when the comma joins two independent clauses. In fused sentences, independent clauses 
are not connected with punctuation(s) or connecting words. The following examples are 
run-on sentences: 
My mother spends long hours every spring tilling the soil and moving manure, 
this part of gardening is nauseating. (comma splice) 
I should pay my tuition I need a new car. (fused sentence, "but" should be 
used to connect the two clauses) 
(14). Subject-verb disagreement instances violate the rule of subject-verb 
agreement. Subject-verb agreement, as Lunsford (2010) defines it, is grammatical 
concord of verb tenses and their subjects in number (singular or plural), and in person 
(first, second, or third). Lunsford (2010, pp. 291-297) gives a range of examples for 
subject-verb agreement as follows: 
What you eat affects your health. (third-person singular subjects)  
A vase of flowers makes a room attractive. (subjects and verbs separated by 
other words) 
A backpack, a canteen and a rifle were issued to each recruit. (compound 
subject joined by and) 
Drinking and driving remains a major cause of highway accidents and 
fatalities. (compound subject joined by and and considered as a single unit 
or referred to the same person or thing) 
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Each boy and girl chooses on gift to take home. (compound subject joined by 
and and preceded by each or every) 
Either the witnesses or the defendant is lying. (the part closer or closest to the 
verb in subjects joined by or or nor) 
After deliberating, the jury reports its verdict. (collective-noun subjects 
referred to as a single unit) 
The jury still disagree on a number of counts. (collective-noun subjects 
referred to as individuals) 
Measles still strikes many Americans. (subjects that are plural in form but 
singular in meaning) 
"One Writer's Beginnings" describes Eudora Welty's childhood. (title) 
 (15). Quantifier misuse in student essays was detected when students incorrectly 
used a quantifier in order to "specify the number or amount of the entities" (Biber, 
Johansson, Leech, Conradm & Finegan, 1999, p. 70), such as little, a lot of, some, few, 
much etc. Potential errors related to quantifiers when quantifiers failed to agree with 
count/uncount nouns or singular/ plural nouns that followed, as illustrated in the 
following examples: 
Many* fast food is not healthy at all. 
This* modern appliances are quite labor-saving. 
 (16). A simple sentence contains one independent clause only, without any 
dependent clauses (Lunsford, 2010). Examples of simple sentences are given as follows:  
The trailer is surrounded by a wooden deck.  
Both my roommate and I left our keys in the room.  
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(17). A compound sentence is comprised of at least two independent clauses 
without any dependent clauses. The independent clauses are connected with a comma and 
a conjunction (e.g., and, but, or, nor, for, so, yet) or by a semicolon, as illustrated in the 
following sentence.  
independent clause  independent clause 
Occasionally, a car goes up the dirt trail,  and dust flies everywhere. 
 
A complex sentence contains one independent clause and at least one dependent 
clause (Lunsford, 2010), as in the following example.  
independent clause  dependent clause 
Many people believe   that anyone can earn a living. 
A compound-complex sentence has "two or more independent clauses and at least 
one dependent clause" (p. 278). The following sentence illustrates a compound-complex 
sentence. 
independent clause  dependent clause  independent clause 
I complimented Luis   when he finished the job,  and he seemed pleased. 
(18). Words per sentence refers to average sentence length or the average number 
of words in each sentence in a student essay. The following formula calculates words per 
sentences:  
 !		"	#"$%"$&" = '()*"	+	, !	-$	.$	"!!./'()*"	+	!"$%"$&"!	-$	.$	"!!./ 
(19-20). Preposition-related errors and lexical-collocation-related errors fall 
under the collocational misuse category. Collocational misuse in student essays were 
detected when students violate conventions of collocability in their writing. Collocations 
(Firth, 1957; Paltridge, 2012; Sinclair, 1991) are defined as words that frequently co-
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occur and collocational associations result in the meanings of a text (Paltridge, 2012). In 
order to have a well-defined profile of collocations, and, hence, capture as many 
collocational mistakes in student essays, I first discuss two common frameworks of 
categorizing collocations in the literature, i.e., Benson, Benson, and Ilson's (1986, 1997, 
2010) syntactic perspective and Howarth's (1998) phraseological perspective. After that, I 
describe a working definition of collocational misuse in this project.  
The two frameworks share similarities in defining free combinations (Benson et 
al., 1986, 1997, 2010; Howarth, 1998), also called open/ free collocations (Howarth, 
1998), which can be substituted freely. Benson et al. (1986, 1997, 2010) emphasize that 
components of free combinations are connected according to syntactic rules in English. 
Meanwhile, Howarth (1998) notes that free combinations are meant literally in the 
context. However, collocations in the two models are categorized in different manners. 
From a syntactic perspective, collocations are also referred to as recurrent combinations 
or fixed combinations (Benson et al., 2010, p. xix). Benson et al. (1986, 1997, 2010) 
divide collocations into two main classifications: grammatical and lexical collocations. 
Grammatical collocations are composed of a dominant word (e.g., a noun, an adjective, 
or a verb) and a preposition or grammatical structure (e.g., an infinitive or a clause). 
Examples of grammatical collocations are illustrated in Table 3.10. In contrast, lexical 
collocations conventionally do not contain prepositions, infinitives or clauses. Lexical 
collocations entail nouns, adjectives, verbs, and adverbs. Benson et al. (2010) provide 
several examples of lexical collocations, including to put up resistance (verb + noun), a 
formidable challenge (adjective + noun), a dog barks (noun + verb), a herd of cattle 
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(noun + noun), deeply absorbed (adverb + adjective), and to argue heatedly (verb + 
adverb). 
From a phraseological perspective, apart from free combinations, open or free 
collocations, there are three categories in Howarth's (1998) Continuum Model, including 
restricted collocations, figurative idioms, and pure idioms. Criteria in grading these 
categories consist of restricted collocability, semantic specialization, and idiomaticity. 
Examples of Howarth's (1998) collocational continuum expanding Benson et al.'s (1986, 
1997, 2010) syntactic functions of collocations are provided Table 3.11. Restricted 
collocations have one element that is used in a figurative sense and strictly collocates 
with another element. Howarth (1998) defines figurative idioms are used metaphorically 
and interpreted in a literal sense. At the higher end of the collocational continuum, pure 
idioms are the most "fixed" because pure idioms "have a unitary meaning" that the reader 
cannot construct the meanings of separate elements.  
Table 3.10 Examples of grammatical collocations (adapted from Benson et al., 2010, p. 
xiv) 
Dominant word Collocating with 
prepositions 
With grammatical constructions 
Noun • (by) accident • eagerness (to infinitive) 
Adjective • eager (for) • eager (to infinitive) 
Verb • to adhere (to) • to want (to infinitive) 
• to admit (that-clause) 
 
Table 3.11 Examples of Howarth's (1998) collocational continuum (p. 28) 
 Free 
combinations 
Restricted 
collocations 
Figurative 
idioms 
Pure 
idioms 
Lexical composites 
(verb + noun) 
blow a trumpet blow a fuse blow your own 
trumpet 
blow the 
gaff 
Grammatical 
composites 
(preposition + noun) 
under the table under attack under the 
microscope 
under the 
weather 
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In this project, I adapted both of the two dimensions, i.e., Howarth's (1998) 
collocational continuum and Benson et al.'s (1986, 1997, 2010) syntactic categories, in 
defining collocational conventions to detect students' errors. However, it should be noted 
that in order to avoid double detection of verb-form-related errors, incorrect use of 
collocating with grammatical structures were excluded from the collocational misuse 
category. For example, the incorrect verb forms read* and seeing* (correct forms, 
reading and to see) in the sentences (I enjoy read* novels and I want seeing* her often) 
was classified as verb-form-related errors, rather than collocational misuse. In other 
words, regarding the syntactic dimension of collocational errors, I detected preposition-
related errors and lexical-collocation-related errors in EPT essays. 
(21). Conjunctions are used to combine words or groups of words with each 
other and express the "logical-semantic relationship" between these words (Paltridge, 
2012, p. 123). In other words, conjunctions create semantic connection at or below the 
clause level (Liu, 2008). Conjunctions are divided into four categories: coordinating 
conjunctions or coordinators (Biber et al., 1999, p. 79), correlative conjunctions, 
subordinating conjunctions or subordinator (Biber et al. 1999, p. 85), and conjunctive 
adverbs. Coordinating conjunctions (e.g., and, for, or, yet, but, nor, so) connect 
equivalent linguistic features such as nouns, pronouns, verbs, adverbs, adjectives, 
phrases, clauses etc. Correlative conjunctions (e.g., both ... and, just as ... so, not only ... 
but also, either ... or, neither ... nor, whether ... or) are used to combine equal elements 
that come in pairs. Subordinating conjunctions (e.g., after, although, as, as if, because, 
before, even though, if, in order that, once, since, so that, than, though, unless, until, 
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when, where, whether, while) start a subordinate clause and indicate its relationships with 
a main clause.  
(22-23). Academic word types18 or academic word tokens19 relate to the number 
of academic word types or tokens from the Academic Vocabulary List (AVL; Gardner & 
Davies, 2014) in an essay. The AVL is a new list of words that frequently occur in a 120-
million-word academic subcorpus of the Corpus of Contemporary American English 
(COCA; Davies, 2012). As compared to Coxhead's (2000) Academic Word List, the AVL 
list is deemed as more updated, accurate and representative to meet academic needs 
(Gardner & Davies, 2014). For the purpose of collecting all academic words in student 
essays, this study employed the AVL word family list among three components of the 
AVL (i.e., a general core list, a word family list, and all words in COCA Academic 
materials). The academic word family list not only consists of top 3,000 academic core 
words (i.e., lemmas20) as in the general core list but also contains inflected forms (i.e., 
word forms) of the core words (Gardner et al., 2014). The list of all-words is not useful 
for this project because the list entails all words that occur most frequently in the COCA 
academic corpus, some of which are not academic words, such as the, new, people etc.)  
(24). Academic word type-token ratio in an essay is identified by a number of 
academic word types divided by the number of academic word tokens. 
(25). Pronouns serve as short forms of nouns, other pronouns, or other words 
functioning as a noun (Lunsford, 2010). A wide range of pronoun categories consists of 
                                                 
18
 Word types are generally referred to types of words regardless of how many occurrences of each word 
type. 
19
 Word tokens are associated with the number of word occurrences. For example, the sentence, (a boy hit a 
ball), has four types: a, boy, hit, ball but has five tokens: a, boy, hit, a, ball. 
20
 The lemma is defined as "the composite set of word-forms" (Sinclair, 1991, p. 173). For example, report 
is a lemma that has the word-forms such as report, reporting, reported and reports. 
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personal pronouns (I, me, you, he, she, him, it, we, us, they, them), possessive pronouns 
(my, mine, your, yours, his, its etc.), reflexive pronouns (myself, yourself, himself, 
themselves etc.), indefinite pronouns (all, another, everybody, anyone, anything, nothing, 
none, no one etc.), interrogative pronouns (which, what, who etc.), relative pronouns 
(that, who, which, whichever, whatever, etc.), and reciprocal pronouns (each other, one 
another). It should be noted that demonstrative pronouns (this, that, these, those) were 
excluded from this category. 
(26) Demonstratives include demonstrative determiners and demonstrative 
pronouns. Demonstrative determiners "establish the reference by proximity to the speaker 
and the addressee" (Biber et al., 1999, p. 70), such as this book, those books. 
Demonstrative pronouns relate to "entities which are proximate distant in the speech 
situation" (Biber et al., 1999, p. 70). For example, Look at this! Those are my books. 
(27) Semi-determiners are described as determiner-like words or related to as 
adjectives (Biber et al., 1999). Semi-determiners are used to "specify the reference of the 
noun" (p. 280) and can co-occur with a definite article (i.e., the) or an indefinite article 
(i.e., a or an), but not both. There are four pairs of semi-determiners that are frequently 
found, including: same and another/ other, former and latter, last and next, certain and 
such. The followings are examples of semi-determiners that are given in Biber et al.'s 
(1999) Longman Grammar Dictionary. 
The same person was there with exactly the same message. 
The company would still control the large parts of the cellular market in other 
US cities. 
[...] These latter theories offer themselves as interpretations. 
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Last year, 767 works were sold to 410 people in four days. 
I would very much like to discuss certain ideas with you. 
To some degree such differences of definition may be a function of the 
extension of the tongue (Biber et al., 1999, p. 258) 
Biber et al. (1999) also note that the semi-determiners can function as a pronoun 
in the following example (see Biber et al., 1999, pp. 280-282, for full descriptions and the 
distribution of semi-determiners). 
Igneous rocks are divided on the basis of origin into intrusives and extrusives. 
The former are usually coarse grained; the latter, fine grained or glassy. 
(28). Text length, or word counts, is the total number of words that a student 
produces in an essay. 
(29). First paragraph length, or word counts in the first paragraph, is the number 
of words that a student produces in the first paragraph of an essay. 
(30). Second paragraph length, or word counts in the second paragraph, is the 
number of words that a student produces in the second paragraph of an essay. 
(31). Third paragraph length, or word counts in the third paragraph, is the 
number of words that a student produces in the third paragraph of an essay. 
(32). A sentence in academic writing, as Lunsford (2010) defines it, is "a 
grammatically complete group of words that expresses a thought" (p. 262). The 
grammatical completeness means that the group of words should contain a subject and a 
predicate. The subject defines "what the sentence is about" and the predicate "says or 
asks something about the subject or tells the subject to do something" (p. 262). In the 
following example, I is a subject and have a dream is a predicate. 
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Example: I have a dream. 
(33). Sentences per paragraph is the average number of sentences in each 
paragraph in student essays. Sentences per paragraph also associates with paragraph 
length of an essay. The following formula calculates sentences per paragraph: 
#"$%"$&"!		"	0..1.	ℎ = '()*"	+	!"$%"$&"!	-$	.$	"!!./'()*"	+		..1.	ℎ!	-$	.$	"!!./ 
(34-35). Trigram or four-gram type-token ratio 
A trigram or a four-gram is an adjoining sequence of three or four words in a 
written text. Trigram and four-gram type-toke ratios can be helpful in examining 
redundancy or repetition in an essay (Burstein, Tetreault, Chodorow, Blanchard, & 
Andreyev, 2013). For example, if there are more than one trigram type (e.g., live in a, 
that modern conveniences, and make our life), the type-token ratio would be less than 1. 
A higher ratio can indicate that more trigrams are produced, suggesting greater diversity 
in an essay. Meanwhile, lower trigram type-token ratios may reveal little variety in 
student essays. 
Nowaday, we live in a(2) modern era and rapid modernization. We live in a(2) 
world that full of technology. Before I start with my point, I would like to confidently 
stand my agree with the statement that modern conveniences(1) such as fast food, 
automated teller machines, and labor saving appliance promise to make life easier. My 
point are based on personal view and  
[...]. As what I have mentioned earlier, we live in a(2) rapid modernization, so I 
am absolutely sure that fast food are good for us. I could see that most of fast food has 
full of nutrient or energy that are needed for our body. They have upgraded the quality of 
fast food to make our life easier (3). For example, my mother works as a chief clerk at a 
huge school is Kuala Lumpur. She is very busy and always comes home late. She just 
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make us fast foods for our dinner and it's really help her. This example shows that 
modern conveniences(1) is good and make our life easier (3).[...] (F12_U1_001) 
(36). Introductory background length is the number of words or segments that 
function as introductory background of an introductory paragraph. The introductory 
background often occurs at the beginning of the introduction. As Lunsford (2010) notes, 
the introductory background may start with a general statement. Subsequent sentence(s) 
help(s) to narrow down the statement to make the paragraph more specific. Based on the 
introductory background, the write can conclude the introductory paragraph with a thesis 
statement. Similarly, introductory background is associated with introductory material 
segments that are featured in Criterion's discourse analysis system. Introductory material 
is identified to "provide the context or set the stage" for an essay (Burstein et al., 2003). 
The following is an example of an introductory paragraph in an EPT essay that provides 
some background (printed in italics) by introducing contradictory opinions of the topic. A 
thesis statement is the final sentence that helps conclude the paragraph. 
Example:  
Nowadays, modern conveniences are very popular in peoples live all over the 
world. Some people think that this is very convenient for people. However, the 
other people argue that they have some negative influences on people's lives. 
In my opinion, these things are suitable for this developed society and people 
need them. (Essay ID: F12_U1_128) 
(37). Last paragraph length, or word counts in the last paragraph, is the number 
of words that a student produces in the last paragraph of an essay. 
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The 37 text features were targeted for a corpus-based analysis in order to create a 
quantitative data set for model construction. A procedure of the corpus-based analysis is 
described in the following section. 
3.7.3.2. Corpus-based analytical procedure 
In order to address Research Question 3 about linguistic differences in student 
essays corresponding to the EPT placement levels and Research Questions 4 and 5 about 
predictive models for human placement decisions in the EPT Writing Test, I conducted a 
corpus-based analysis in order to obtain occurrences of the targeted text features in 
student essays. In this section, I describe four major stages of the corpus-based analysis, 
as presented in Figure 3.5: (a) annotating and detecting text features, (b) checking 
reliability of manual and annotations and automated detection, (c) retrieving frequency 
counts, and (d) normalizing frequency counts.  
 
Figure 3.5 Four major stages in the corpus-based analysis 
 
The first stage of the corpus-based analysis related to an annotating-and-detecting 
task. Among the 37 text features, 19 text features required annotations for the whole 
corpus of 297 essays, as summarized in Table 3.12. The annotating-and-detecting stage 
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aimed to identify and tag 19 targeted text features in each essay according to a designed 
coding scheme. Other features, such as linking adverbials, academic word types and 
tokens, demonstratives, semi-determiners, text length, paragraph length, type-token 
ratios, etc., which could be retrieved or computed without quanlitative analysis, are 
described in the third stage (i.e., a retrieving stage). Secondly, the purpose of the 
checking stage was to assess reliability of manual tags and automatic detection of the 19 
text features. Thirdly, the retrieving stage was intended to obtain frequencies of all 37 
targeted text features in student essays. These frequencies were then recorded in an 
Excel-based spreadsheet (.csv file) to provide quantitative data for the following 
quantitative analysis. The last stage was the normalizing stage. The normalizing stage 
allowed for making quantitative data comparable among written texts. In the following 
sections, I describe these four stages of my corpus-based analysis, and discuss 
appropriate machines to be implemented in this project.  
3.7.3.2.1.  Annotating and detecting stage 
The corpus-based analyses started with annotating and detecting stage in order to 
identify the 19 out of 36 text features in student essays. This section details detecting 
methods and annotation strategies that were used in this project. 
At the annotating and detecting stage, I employed three detecting methods in this 
study: including (a) automated only, (b) hybrid, and (c) manual only methods (Table 
3.12). The automated only method involved detection of a computational tool that was 
able to detect my target text features with reportedly high reliability, and hence there was 
no need for my annotations. The hybrid method included both automated detection and 
my manual tagging. The purpose for the hybrid method was to increase efficiency of my 
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project. Due to high dimensions of my data set, the involvement of a human coder in 
order to check reliability of my annotations of the 19 text features in the whole corpus 
would be rather time-consuming. Another advantage of using automated tools as multiple 
"coders" was that I could check reliability of my annotations in all essays of the corpus in 
the next stage. More importantly, automated detection of analytical tools as a second 
coder could allow for increasing detection probability of targeted features in the whole 
corpus. The manual only method used annotations from me and another human coder. 
The second coder was an M.A. graduate in Applied Linguistics from Canberra 
University, Australia.  
As multiple coders involved in the hybrid and manual-only methods, syntax of an 
annotation had two parts, including a source of the tag and classification of the tag: 
[source]_[feature]. The source and the feature classification were separated by an 
underscore (_). For example, criterion_runon indicated a run-on sentence was detected by 
Criterion. If a feature was detected from one source, the first part of an annotation of the 
features listed programs and/or coder(s), which could indicate that either human or 
automated machines reached agreement. For example, few 
benefit<coder1criterion_wrongn> indicated that Coder 1 and Criterion reached 
agreement in identifying benefit* as a noun-form-related error.  
Annotations were placed strategically in written discourse of each essay. For 
discourse features (i.e., introductory background and thesis statement), [feature] and 
/[feature] were placed at the beginning and the end of a textual incidence, respectively, 
indicating its boundary. For sentence features (i.e., topic sentences, fragments, run-on 
sentences, simple sentences, compound-and/or-complex sentences), tags situated at the 
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beginning of the sentences. For other features' occurrences, tags were attached 
immediately after the instances. Detailed demonstrations of tags for text features are 
presented in Table 3.12. 
Regarding misspellings in student essays, misspelled words or errors detected due 
to misspellings were removed. I decided to ignore spelling mistakes in student essays 
because I assumed that a resulting predictive model would be featured in an automated 
scoring tool that was probably unable to distinguish various spelling mistakes or proper 
nouns, for example. The next section provides a detail account of each tagging method 
and how the methods were conducted on the targeted text features. 
As far as the automated only method is concerned, the Constituent Likelihood 
Automatic Word-tagging System (CLAWS) was implemented for targeting four text 
features: verbs in present tenses, verbs in past tenses, conjunctions and pronouns 
(Features 1, 2, 3, and 4 in Table 3.12). CLAWS is an online part-of-speech tagger of 
English (Garside & Smith, 1997; Leech, Garside, & Bryant, 1994) incorporated with 
CLAWS7 tagset. According to CLAWS manual (CLAWS, 2000), the automatic tagger 
reportedly had very high precision rates (96-97%) and recall rates (98-99%). A CLAWS 
tag and an original text are separated by an underscore (_), as illustrated in Table 3.12. 
Relevant CLAWS annotations of target features are provided in APPENDIX N.  
The hybrid annotation method consisted of automated detection and manual 
tagging. The automated detection was carried out by at least one of two web-based 
writing analysis tools: Criterion (Education Testing Service, ETS, 2015) and CyWrite 
(Iowa State University). In this project, Criterion was employed to identify boundaries of 
essay-based discourse elements, i.e., thesis statement, topic sentences, and introductory  
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Table 3.12 Tagging and detecting methods and an annotating scheme for 19 targeted text features in this study 
Methods of tagging 
and detecting 
Available software 
and target text 
features 
Codes Coding examples 
<[human and/or machine coder]_[feature]> 
Automated only Detected by CLAWS 
1. Verbs in present 
tenses  
Tags of present-
tense verbs in 
CLAWS 
(APPENDIX N) 
On_II the_AT other_JJ hand_NN1 ,_, cars_NN2 seems_VVZ 
to_II a_AT1 great_JJ creature_NN1 ._. [...] But_CCB 
it_PPH1 also_RR has_VHZ many_DA2 negative_JJ 
influence_NN1 to_II us_PPIO2 ._. Everyone_PN1 
knows_VVZ it_PPH1 's_VBZ bad_JJ for_IF 
environment_NN1 ._. (Essay ID F12_U1_085) 
2. Verbs in past 
tenses 
Tags of past-
tense verbs in 
CLAWS 
(APPENDIX N) 
But_CCB I_PPIS1 changed_VVD my_APPGE mind_NN1 
and_CC drived_VVD my_APPGE car_NN1 instead_RR ._.  
It_PPH1 took_VVD shorter_JJR time_NNT1 on_II the_AT 
way_NN1 ._. (Essay ID F12_U1_213) 
3. Conjunctions Tags of 
conjunction tags 
in CLAWS 
(APPENDIX N) 
After_CS a_AT1 day_NNT1 's_GE work_NN1 ,_, 
they_PPHS2 should_VM be_VBI very_RG tired_JJ ,_, if_CS 
the_AT want_NN1 ,_, they_PPHS2 can_VM take_VVI 
some_DD fast_JJ food_NN1 as_CSA dinner_NN1 ._.  
(Essay ID F12_U1_216) 
4. Pronouns Tags of 
pronouns in 
CLAWS 
(APPENDIX N) 
For_IF a_AT1 easy_JJ example_NN1 ,_, cellphone_VV0 ,_, 
one_MC1 of_IO the_AT most_DAT importants_NN2 
machines_NN2 in_II this_DD1 world_NN1 ,_, makes_VVZ 
us_PPIO2 easy_JJ to_TO connect_VVI with_IW 
others_NN2 ._. […] Also_RR ,_, it_PPH1 can_VM 
help_VVI me_PPIO1 to_TO have_VHI a_AT1 phone_NN1 
call_NN1 with_IW my_APPGE mother_NN1 ._. 
Who_PNQS lives_VVZ in_II China_NP1 ._.  
(Essay ID F12_U1_040) 
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Methods of tagging 
and detecting 
Available software 
and target text 
features 
Codes Coding examples 
<[human and/or machine coder]_[feature]> 
Hybrid (annotated 
by program(s) and 
me) 
Detected by Criterion and me 
 
5. Thesis statement 
length 
thesis[number-
of-words] 
/thesisa 
<criterion_thesis61>With the development of science and 
technology, many modern products try to change our lives. 
Some people think they make our lives more convenient and 
easier. Others disagree, they consider that they will create 
new problems. It comes to be a heated discussion. Everyone 
has their own view. <coder1_thesis13>From my point of 
view, these products can make our lives more 
easier.</coder1criterion_thesis> (Essay ID F12_U1_216) 
6. Topic sentences topic 
 
<coder1criterion_topic>First, my view is that they can 
save time, so we can make full use of our time. Our lives will 
be more colorful. [...] 
<coder1criterion_topic>Second, we can communicate 
others easily. Because of the mobile phone I can talk to my 
friends any time I want. [...] 
<coder1_topic> In addition, it may cause some problems. 
Car accidents increses[sic] every year. [...]  
(Essay ID F12_U1_216) 
7. Fragments frag 
 
[...] <coder1criterion_frag>If there is no airplane. [...] 
<criterion_frag>Not only me but the world benefits from it. 
[...] <coder1_frag>There if an old saying in my home 
country that time is money. <criterion_frag>If we can save 
time it means we save much money. (Essay ID F12_U1_054) 
8. Verb-form-
related errors 
wrongvb Fast food was designed to help to make our life easier. But 
some opponents saids<coder1_wrongvb> it is causing more 
problems and not helping our lives easier. (Essay ID 
F12_U1_130) 
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Methods of tagging 
and detecting 
Available software 
and target text 
features 
Codes Coding examples 
<[human and/or machine coder]_[feature]> 
9. Noun-form-
related errors 
wrongn My three reasons for agreeing with opponents are that it is 
more likely to have cancers, more family<coder1_wrongn> 
is depending on fast food, and people are tend to eat fast food 
while driving. [...] To be honest, there are no fast food that is 
healthy. Almost every fast foods<coder1criterion_wrongn> 
has meat on it. [...]  
(Essay ID F12_U1_130) 
10. Part-of-speech-
related errors 
pos People earn more money which means they buy some 
machines to help them feel relax<coder1criterion_pos> or 
comfortable; meanwhile, they have to spend more money on 
their jobs and they always eat fast food to save time. Not only 
adults, the fashion of fast food food also come in to the cycle 
of teenaged<coder1_pos>.  
(Essay ID F12_U1_150) 
11. Preposition-
related errors (part 
of collocational 
misuse)  
collo Gone all these days, when women went fitching for fruits ang 
vegetables in their backyards; wash clothes with hands; walk 
miles and miles from one place to another due to lack 
on<coder1criterion_collo> transport; etc. 
(Essay ID F12_U1_029) 
 
12. Introductory 
background length 
intro[number-
of-words] 
/intro 
<coder1_intro48><criterion_intro0>With the development 
of science and technology, many modern products try to 
change our lives. Some people think they make our lives more 
convenient and easier. Others disagree, they consider that 
they will create new problems. It comes to be a heated 
discussion. Everyone has their own view.</coder1_intro> 
From my point of view, these products can make our lives 
more easier. (Essay ID F12_U1_216) 
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Methods of tagging 
and detecting 
Available software 
and target text 
features 
Codes Coding examples 
<[human and/or machine coder]_[feature]> 
Detected by Criterion, CyWrite and me 
13. Article-related 
errors 
art [...] Besides, most fast food sold today come with 
<coder1criterion_art> amount of calories calculated and 
written on the package of certain fast food.  
(Essay ID F12_U1_030) 
 
14. Subject-verb 
disagreement 
instances 
disagree [...]My point are<coder1criterion_disagree> based on 
personal view and [...] As what I have mentioned earlier, we 
live in a rapid modernization, so I am absolutely sure that fast 
food are<criterion_disagree> good for us.  
(Essay ID F12_U1_001) 
 
15. Run-on 
sentences 
runon 
 
<coder1criterion_runon>China has a long time sentence, 
that "far away family not feel closed nerborhold, I think that's 
right bcause If you are study abord other countries, farther 
and mor the can't help you, just you can help yourself, but 
something you can't finish by yourself. <coder1_runon>So, 
nerborhod is your best friends, I remember I have got some 
trouble in Fall 2010, I with my friend go to play basketball.  
(Essay ID F12_U1_087) 
 
16. Quantifier 
misuse 
quan It helps these people save 
many<coder1criterioncywrite_quan> time to sleeping and 
take a rest. 
(Essay F12_U1_226) 
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Methods of tagging 
and detecting 
Available software 
and target text 
features 
Codes Coding examples 
<[human and/or machine coder]_[feature]> 
Manual only 
(annotated by me) 
17. Simple 
sentences 
sim 
 
<coder1coder2_sim>Nowaday[sic], we live in a modern era 
and rapid modernization. <coder2_sim>We live in a world 
that full of technology. 
(Essay ID F12_U1_001) 
18. Complex- 
compound 
sentences 
com <coder1coder2_com>Before I start with my point, I would 
like to confidently stand my agree with the statement that 
modern conveniences such as fast food, automated teller 
machines, and labor saving appliance promise to make life 
easier. 
(Essay ID F12_U1_001) 
19. Lexical-
collocation-related- 
errors (part of 
collocational 
misuse) 
collo In general, I support that we should continue develop modern 
convenience, because I believe one day, the development of 
tech can cover<coder1_collo> the disadvantages. 
(Essay ID F12_U1_274) 
Notes on tags and tag location: 
a  For discourse features (i.e., introductory background and thesis statement), [feature] and /[feature] were placed at the 
beginning and the end of a textual incidence, respectively, indicating its boundary.  
b  For sentence features (i.e., topic sentences, fragments, run-on sentences, simple sentences, compound-and/or-complex 
sentences), tags were placed at the beginning of the sentences. 
c  For other features' occurrences, tags were attached immediately after the instances. 
A combined tag, for example, <coder1criterioncywrite_quan> indicated that Coder 1, Criterion and Cywrite reached 
agreement in identifying a text feature in a student essay as an instance of quantifier misuse. 
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background and several text features, i.e., fragments, verb-form-related errors, noun-
form-related errors, part-of-speech-related errors, preposition-related errors, article-
related errors, run-on sentences, subject-verb disagreement, quantifier misuse. In 
Criterion, the introductory background was called introductory material, and topic 
sentences called main ideas. In order to detect the discourse analysis components, 
Criterion features a decision-based voting algorithm, probabilistic methods (Burstein, 
Chodorow, Leacock, 2004; Burstein, Marcu, & Knight, 2003). Criterion is claimed to be 
able to not only identify a sentence that serves as a thesis statement but also evaluate how 
good the thesis statement is (Burstein et al., 2004). As compared to human judgments, 
Criterion was found to perform very well in detecting main ideas in student essays. The 
precision21, recall22 and F-measure23 of Criterion reportedly relatively high agreement 
between the system and human readers, such as article use (Chodorow, Gamon, & 
Tetreault, 2010). Because outputs of Criterion were web-based reports, I invented an 
annotating scheme (Table 3.12) for recording features detected by Criterion as 
annotations in my tagged corpus. For example, Criterion detected a thesis statement in an 
essay, as shown in Figure 3.6. Boundaries of the thesis statement and its length (i.e., 20 
words) were recorded as <criterion_thesis20>As for me, I believe that these products and 
services are an epidemic to a bigger problem in the future.</thesis>.  
 
                                                 
21
 Precision for a diagnostic d (e.g., the labeling of a main point) is "the number of cases in which the 
system and the human reader agree on the label d, divided by the total number of cases that the system 
labels d" (Burstein et al., 2004, p. 32). As Burstein et al. (2004) explain, precision is equal to the number of 
the system's hits divided by the total of its hits and false positives,  
22
 Recall is "the number of cases in which the system and the human judge agree on the label d, divided by 
the total of number of cases that the human labels d" (Burstein et al., 2004, p. 32). Recall is equal to the 
number of the system's hits divided by the total of its hits and misses. 
23
 F-measure that reflects the harmonic mean of precision and recall is equal to 2 * (precision * recall)/ 
(precision + recall). 
  
Figure 3.6 An example of 
of the thesis statement and its length (
<criterion_thesis20>As for me, I believe that these products and services are an epidemic 
to a bigger problem in the future
Criterion can also be helpful in detecting several text features, such as fragments, 
verb-form-related errors, singular/plural
errors, preposition-related errors, article
disagreement instances (from Feature 8 to Feature 15 in 
occurrences of these text features detected by 
example, point are<criterion_disagree> as illustrated in 
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Criterion's report on a thesis statement in an essay. Boundaries 
i.e., 20 words) were
.</criterion_thesis>
-noun-related errors, part-of
-related errors, run-on sentences, subject
Table 3.12). I recorded 
Criterion as <criterion_[fe
Figure 3.7. 
 
 recorded as 
 
-speech-related 
-verb 
ature]>, for 
 
  
Figure 3.7 An example of 
recorded the mistake as 
Furthermore, CyWrite
article-related errors, run
Sarigaoglu & Chukharev
article-related errors, subject
each sentence, results of error detection were presented in terms of error types and their 
specific instances. 
As for the manual tagging of the hybrid method, I manually annotated 
introductory background, thesis statement, topic sentences,
to verb forms, noun forms
subject-verb disagreement instances (
<coder1_[feature]> in my tagged corpus.
With regards to
compound/complex sentences
297 essays) according to the coding sche
of text features (i.e., introductory background, thesis statement, simple sentences, 
complex/compound se
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Criterion's detection of a subject-verb disagreement instance. I 
point are<criterion_disagree> in my tagged corpus. 
 was implemented to automatically capture occurrences of 
-on sentences, subject-verb disagreement instances
-Hudilainen, 2016). Cywrite outputs listed all sentences in which 
-verb disagreement occurrences and run
 fragment
, parts of speech, prepositions, and articles, run
Table 3.12). My annotations were 
 
 the manual only method, I annotated simple sentences, 
, and lexical collocational errors in the whole corpus (
me as presented in Table 3
ntences, past tenses and present tenses of verbs) have not been 
 
 
 (Feng, 
-on sentences. Below 
s, and errors relating 
-on sentences, 
denoted as 
n = 
.12. Because a range 
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featured in the programs, manual tagging of another coder in 25% corpus data (n = 75 
essays) for reliability check was in need. Manual annotation played a very important role 
at this the tagging stage. Because unlike essays written by professional or fluent writers, 
student essays at different proficiency levels in the EPT Writing Test have errors and 
mistakes, heavy reliance on available automatic tagging is impossible to elicit the desired 
text features (Ferris, 1994). Therefore, manual tagging was conducted to determine 
frequency counts of the variables relating to language errors or mistakes (e.g., article 
misuse, fragments, run-on sentences, etc.), and decide on boundaries of discourse features 
(e.g., thesis statements, topic sentences, and introductory background).  
After the annotating and detecting stage was complete, if there was disagreement 
in manual and automated tagging, another coder and I examined all instances and make 
final decisions. If incorrect annotations were determined, the pointy brackets (< >) would 
be replaced with curly brackets ({ }) in the adjudicated corpus. 
3.7.3.2.2.  Checking reliability stage 
After completing the annotating and detecting stage, I conducted an inter-coder 
reliability check for 15 out of 1924 text features that were identified by Criterion, 
CyWrite, and me. Previous studies that aimed to evaluate accuracy performance of 
detecting engines featured in Criterion and CyWrite showed that precision and recall 
rates varied across error types (Feng, Sarigaoglu & Chukharev-Hudilainen, 2016; Ranalli, 
Link & Chukharev-Hudilainen, 2016). Therefore, checking reliability of accuracy of 
automated detection was necessary in this project. Reliability check was to determine a 
                                                 
24
 Four out of 19 text features that were automatically detected by CLAWS (i.e., verbs in present tenses, 
verbs in past tenses, conjunctions, and pronouns) were not assessed in reliability check. According to 
CLAWS manual (CLAWS, 2000), the automatic tagger reportedly had very high precision rates (96-97%) 
and recall rates (98-99%). 
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binomial likelihood that a given text feature was present (i.e., 1) or absent (i.e., 0) in a 
word or a sentence of student essays. The reliability check was conducted in two rounds, 
as shown in Figure 3.8. The first round was on a subset of 25 percent of the corpus (n = 
75 essays) and the second round on the whole data set (n = 297 essays).  
 
Figure 3.8 Two-round reliability check for the corpus-based analysis. A subset of 25% 
data in Round 1 and the whole dataset in Round 2 were examined. 
 
As far as units of analysis for the reliability assessment are concerned, ten text 
features (i.e., thesis statement length, verb-form-related errors, noun-form-related errors, 
part-of-speech-related errors, preposition-related errors, introductory background 
length, article-related errors, subject-verb disagreement, quantifier misuse, and lexical-
collocation-related errors) were examined at a word level. Total length of 75 essays in 
the subset was 21,168 words (N = 21,168). As for other five text features (i.e., topic 
sentences, fragments, run-on sentences, simple sentences and complex/compound 
sentences), I considered each sentence as the unit of analysis. The 75 essays had 1,226 
sentences (N = 1,226). 
In the first round of reliability check, an R package irr() by Gamer (2012) was 
deployed to calculate Cohen's Kappa for two raters and Fleiss' Kappa for m raters. 
Cohen's kappa (Cohen, 1960, 1968) for calculating interrater reliability between two 
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"coders" on each error type was computed. As presented in the fourth columns of Table 
3.13 and Table 3.14, results of Cohen's Kappa revealed almost perfect agreement 
between another human coder and me on simple sentences, and between Criterion and 
CyWrite on quantifier misuse (0.82, 0.83, respectively, p <.001) and substantial interrater 
agreement on thesis statement length, topic sentences, and compound-complex sentences 
(ranging from 0.67 to 0.75, p <.001). For the rest of all 18 coder pairs, results of Cohen's 
Kappa tended to indicate relatively low to moderate interrater reliability. To examine 
interrater reliability of the hybrid analysis by Criterion, CyWrite, and me on article-
related errors, subject-verb disagreement, quantifier misuse and run-on sentences, Fleiss' 
kappa coefficients are appropriate to assess interrater reliability of more than two raters 
(Fleiss, Cohen, & Everitt, 1969). Fleiss' kappa values for article-related errors, subject-
verb disagreement, quantifier misuse and run-on sentences (0.26, 0.47, 0.59 and 0.58, 
respectively) indicated fair to moderate agreement levels among the three coding sources.  
However, interpretations solely drawn from kappa estimates could be misleading. 
The kappa paradox, as Feinstein and Cicchetti (1990) define it, happens when the 
observed percent agreement is high but the kappa value is low. Indeed, the percent 
agreement estimates for all coder pairs on the target features (the third columns of Table 
3.13 and Table 3.14) were found to be very high (ranging from 88% to 100%), indicating 
(almost) perfect agreement of the coder pairs. Hence, in order to adjust the imbalances, 
the prevalence-adjusted bias-adjusted kappa (PABAK; Byrt, Bishop, & Carlin, 1993) 
was proposed. Figure 3.9 illustrates a contingency table of ratings by two coders in 
identifying the presence and absence of a text feature in student essays. The estimate a 
indicates that both coders recognized a given text feature occurred in each unit of analysis 
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(e.g., a word or a sentence). The values of b and c reveal differences in annotations of the 
two coders. N is the total number of units of analysis (e.g., the total of words or the total 
of sentences in student essays that are examined). Cunningham (2009) details relevant 
indices to describe the data for checking interrater reliability, including the prevalence 
index		34 = 	 (
3)	 ; the bias index *34 =
(7)
  ; proportion of positive 
agreement		 = 8
9
3, and proportion of negative agreement		: =
83

93. The 
PABAK, ;2 ∗ 
93 > − 1, is deemed helpful in summarizing interrater agreement. As 
shown in Table 3.13, Kappa estimates of error-related features and topic sentences in this 
project were a case in point. Very high prevalence of "absence" responses indicating 
error-free words or non-topic sentences in student essays (in the fifth column) resulted in 
low Cohen's kappa coefficients. Overall, the PABAK measures (the last column in Table 
3.13) revealed very high agreement between Criterion, a human coder and me in 
identifying error types and topic sentences in 75 essays. As for simple sentences and 
compound-complex sentences, the prevalence indices for "absence" of the features were 
not as high as other features; hence, both Cohen's kappas and the PABAK values were 
high, indicating high agreement between Criterion and me, and between the other coder 
and me. 
  Coder B  
  Presence Absence Totals 
Coder A Presence a b a + b Absence  c d c + d 
  a + c b + d N 
Figure 3.9 A contingency table of N annotations on a text feature by two coders  
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I also computed the PABAK statistics for each pair of the coding sources (i.e., 
Criterion, CyWrite and me) in terms of article-related errors, subject-verb disagreement, 
quantifier misuse and run-on sentences, as presented in Table 3.14. Low Cohen's kappa 
coefficients of the three variables (ranging from 0.08 to 0.52) seemed to be consistent 
with those of the other eight variables as previously shown in Table 3.13. Similarly, the 
results might be due to high prevalence of "absence" responses while very high PABAK 
estimates suggested almost perfect agreement (ranging from 0.91 to 1). Interestingly, in 
detecting quantifier misuse in student essays, Criterion and CyWrite highly agreed with 
each other as both Cohen's kappa and the PABAK statistics revealed very high agreement 
between the two automated tools (0.83 and 1, respectively). 
The second round of checking reliability of the corpus-based analysis was needed 
because results of the first round were unlikely to reveal failures of automated detection 
and my annotations due to the high prevalence of "absence" of target text features. 
Consequently, I conducted the second round of the reliability check for automated and 
manual detections as compared to adjudicated annotations. In order to adjudicate 
annotations from multiple sources (Criterion, CyWrite and me), the other coder and I 
reexamined all of disagreements in the annotated corpus (combining automated and 
manual annotations), and then made final decisions. I assessed detection performance of 
me, Criterion and CyWrite in the whole corpus (n = 297 essays) by examining precision, 
recall and F-measures. Precision of annotations was calculated as the number of given 
text features that were correctly identified, divided by the total number detected by the 
coder. For example, out of 580 fragments that I could find in the whole corpus, 556 
fragments were recognized correctly. The precision of my fragment-sentence detection 
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Table 3.13 Inter-rater reliability indices of 11 text features. High prevalence of "absence" responses probably resulted in low Cohen's 
kappa values. Alternatively, very high PABAK statistics suggested almost perfect agreement between coders.  
Unit of 
analysis 
Text feature Percent 
Agreement 
Kappa Prevalence 
index 
Bias 
index 
Positive 
agreement 
Negative 
agreement 
PABAK 
Word 
(N = 21168) 
A hybrid method - Detected by Criterion and me       
• Thesis statement length 93 0.73* -0.86 -0.006 0.65 0.97 0.87 
• Verb-form-related errors 99 0.33* -0.99 0.006 0.53 0.99 0.98 
• Noun-form-related errors 99 0.04* -0.99 0.007 0.33 0.99 0.98 
• Part-of-speech-related 
errors 
100 0.09* -0.99 0.003 0.04 0.99 0.99 
• Preposition-related errors 
(part of collocational misuse)  
100 0.19* -0.99 0.003 0.19 0.99 0.99 
• Introductory background 
length 
91 0.60* -0.75 -0.042 0.65 0.95 0.82 
A manual-only method - Detected by another human coder and me  
• Lexical-collocation-related 
errors (part of collocational 
misuse) 
99 0.15* -0.99 0.003 0.15 0.99 0.98 
Sentence 
(N = 1226) 
A hybrid method - Detected by Criterion and me 
• Topic sentences 93 0.67* -0.75 -0.030 0.71 0.96 0.86 
• Fragments 86 0.24* -0.80 0.139 0.28 0.92 0.71 
A manual only method - Detected by another human coder and me 
• Simple sentences 92 0.82* -0.26 -0.006 0.89 0.94 0.84 
• Compound-complex 
sentences 
88 0.75* -0.21 0.024 0.85 0.90 0.76 
Notes: * p <.001. Kappa = Cohen's Kappa; PABAK = the prevalence-adjusted bias-adjusted kappa.  
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Table 3.14 Inter-rater reliability indices of article-related errors, subject-verb disagreement, and quantifier misuse detected by 
Criterion, CyWrite and me. Low Cohen's kappa coefficients might be due to high prevalence of "absence" responses while very high 
PABAK estimates suggested almost perfect agreement. Interestingly, both Cohen's kappa and the PABAK values between Criterion 
and CyWrite were found to be very high on quantifier misuse. 
Text feature Coder pair Percent 
Agreement 
Kappa Prevalence 
index 
Bias 
index 
Positive 
agreement 
Negative 
agreement 
PABAK 
• Article-related 
errors  
(N = 21168) 
Criterion -me 98 0.29* -0.976 0.0009 0.30 0.99 0.97 
CyWrite-me  97 0.12* -0.968 -0.0070 0.13 0.99 0.94 
Criterion-CyWrite 98 0.39* -0.969 -0.0079 0.40 0.99 0.96 
• Subject-verb 
agreement  
(N = 21168) 
Criterion -me 100 0.52* -0.989 0.0032 0.52 1 0.99 
CyWrite-me  99 0.44* -0.988 0.0023 0.44 1 0.99 
Criterion-CyWrite 100 0.45* -0.991 -0.0009 0.45 1 0.99 
• Quantifier 
misuse  
(N = 21168) 
Criterion -me 100 0.46* -0.999 -0.0005 0.46 1 1 
CyWrite-me  100 0.37* -0.999 -0.0008 0.36 1 1 
Criterion-CyWrite 100 0.83* -0.998 -0.0003 0.84 1 1 
• Run-on sentences Criterion -me 95 0.13* -0.942 0.039 0.14 0.97 0.90 
(N = 1226) CyWrite-me  95 0.47* -0.910 0.007 0.49 0.98 0.91 
 Criterion-CyWrite 95 0.08* -0.949 -0.033 0.10 0.98 0.91 
Notes: * p <.001; Kappa = Cohen's Kappa; PABAK = prevalence-adjusted bias-adjusted kappa
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was computed as ??@?AB =0.96. Recall was computed as the number of given text features 
that a coder identified correctly divided by adjudicated annotations. For instance, as 
adjudicated annotations for fragments were 755 in the whole essay corpus, my recall rate 
on fragments could be calculated as ??@C?? = 0.74. The formula of F-measures was F = 
8∗H7∗I7
JJ
H79I7
JJ , indicating overall annotation performance of a coder.  
As can be seen in Table 3.15, my recall rates on the targeted text features were 
less than 1, suggesting that the use of the automated tools seemed to effectively increase 
detection probability of the text features in the whole student essay corpus. In general, 
Criterion seemed to have higher precision estimates (ranging from 0.81 to 0.98) but 
lower recall rates (0.10 to 0.82), as opposed to CyWrite (precision values from 0.63 to 
0.72, and recall values from 0.43 to 0.87). CyWrite was inclined to perform best in 
detecting quantifier misuse (precision = 0.72 and recall = 0.87) while Criterion showed 
its ability to detect discourse features, such as thesis statements and topic sentences 
(precision rates from 0.81 to 9.91, and recall rates from 0.62 to 0.82, respectively). Both 
Criterion and CyWrite were likely to demonstrate a limited performance of identifying 
run-on sentences in student essays with an average precision estimate (0.54) and low 
recall estimates (0.08 and 0.45, respectively).  
The final corpus that was ready for the next retrieving stage stored all adjudicated 
tags25. The next section provides a description of a retrieving stage to obtain quantitative 
data points for the next analytical procedure. 
. 
                                                 
25
 As described in the annotating-and-decteting stage, incorrect tags were denoted in curly brackets ({ }). 
Correct annotations were recorded in pointy brackets (< >). 
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Table 3.15 Detection performance of me, Criterion and CyWrite in the whole dataset (297 essays) as compared to adjudicated 
annotations 
Text feature 
My annotation performance Criterion's detection 
performance 
CyWrite's detection 
performance  
Precision Recall F-
measure 
Precision Recall F-
measure 
Precision Recall F-
measure 
Thesis statement length 0.95 0.96 0.95 0.81 0.62 0.70    
Verb-form-related errors 1.00 0.94 0.97 0.98 0.23 0.38    
Noun-form-related errors 1.00 0.94 0.97 0.98 0.13 0.23    
Part-of-speech-related errors 1.00 0.96 0.98 0.94 0.10 0.18    
Preposition-related errors (part 
of collocational misuse)  
0.98 0.78 0.87 0.81 0.35 0.49    
Introductory background 
length 
1.00 0.92 0.96 0.92 0.45 0.60    
Article-related errors 1.00 0.62 0.77 0.96 0.34 0.50 0.63 0.43 0.51 
Subject-verb disagreement 
instances 
1.00 0.85 0.92 0.98 0.39 0.56 0.78 0.43 0.55 
Quantifier misuse 1.00 0.40 0.58 0.96 0.55 0.70 0.72 0.87 0.79 
Topic sentences 0.99 0.82 0.90 0.91 0.82 0.86    
Fragments 0.96 0.74 0.83 0.88 0.10 0.18    
Run-on sentences 0.98 0.82 0.89 0.54 0.08 0.14 0.54 0.45 0.49 
Note: Indices suggesting high performance of an automated tool are printed in bold.
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3.7.3.2.3. Retrieving stage 
At the retrieving stage, I used two programs Microsoft Word® - MS Word and 
Antconc (Anthony, 2015) to obtain occurrences of the target features to create a database 
for this project. As illustrated in Figure 3.10, MS Word provides Readability Statistics 
that was employed to describe several features, such as sentence counts, paragraph 
counts, words per sentence, sentences per paragraph, and word counts/text length. MS 
Word also allowed me to obtain word counts in the first, second, third and last 
paragraphs. MS Word also assisted me in counting number of words within identified 
boundaries of discourse features such as thesis statement length and introductory 
background length. As illustrated in an example (<criterion_thesis20>As for me, I believe 
that these products and services are an epidemic to a bigger problem in the 
future.</criterion_thesis>), MS Word counted the number of words of a thesis statement 
(i.e., 20 words) within the boundary tags of a thesis statement. Because these features 
were detected automatically by MS Word and their analytical results were recorded 
directly in a data spreadsheet (APPENDIX M).  
The second program to facilitate the retrieving stage was Antconc, version 3.5.0 
(Anthony, 2015), which is a text analysis tool. Antconc with its Word List function 
(Figure 3.11) was very useful in detecting academic word types and academic word 
tokens from the Academic Vocabulary List (Gardner & Davies, 2014) in an essay. Case-
insensitive retrieval was made by treating words in upper and lower case equally. The 
Word List function of Antconc was also employed to obtain frequency counts of 
conjunctions, pronouns and verbs in present tenses and past tenses from lists of relevant  
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Figure 3.10 Readability Statistics in MS Word provides word counts, paragraph counts, 
sentence counts, sentences per paragraph, and words per sentence for each essay 
 
CLAWS tags (APPENDIX N). It should be noted that CLAWS only annotates 
coordinating conjunctions or coordinators (Biber et al., 1999, p. 79), correlative 
conjunctions, subordinating conjunctions or subordinator. Antconc assisted me to obtain 
linking adverbials from a list I compiled from previous research (Biber et al., 1999; Liu, 
2008) in APPENDIX O. A series of queries with the Concordance view function were 
made to retrieve occurrences of both automatically and manually tagged features in the 
annotated corpus of EPT essays, as illustrated in Table 3.16. A series of queries with the 
Concordance view function were generated to retrieve occurrences of both automatically 
and manually tagged features in the annotated corpus of EPT essays. 
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Figure 3.11 An illustration of the Antconc output for detecting academic word types and 
tokens in an essay with the Word List function 
In retrieving frequency counts of targeted text features, I visually diagnosed and 
excluded irrelevant instances. These irrelevant instances occurred due to automatic 
retrievals from a list of linking adverbials (APPENDIX O) by Antconc or automated tags 
of past tense verbs and conjunctions by CLAWS. Table 3.17 demonstrated instances were 
found to be irrelevant to targeted text features in the project. 
Following the retrieving stage, I began the next stage of normalizing for the 21 
out of the targeted 37 text features. The next section provides a description of the 
normalizing stage. 
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Table 3.16 An illustration of search queries in Antconc at the retrieving stage 
Illustrative search queries Description of results Examples of search queries 
<coder1_[feature]> all correct annotations of a feature by Coder 1 <coder1_wrongn>  
{coder1_[feature]} all incorrect annotations of a feature by Coder 1 {coder1_wrongn} 
<criterion_[feature]> all correct annotations of a feature by Criterion <criterion_wrongn> 
<coder1criterion_[feature]> all correct annotations that Coder 1 and Criterion agreed 
on 
<coder1criterion_wrongn> 
<coder1criterioncywrite_[feature]> all correct annotations of a feature that Coder 1, Criterion 
and Cywrite agreed on 
<coder1criterioncywrite_wrongn> 
<coder1coder2_[feature]> all correct annotations of a feature that Coder 1 and Coder 
2 agreed on 
<coder1coder2_collo> 
_[feature]> all correct annotations of a feature _wrongn>  
_[feature]} all incorrect annotations of a feature _wrongn} 
_[feature] all (both correct and incorrect) annotations of a feature _wrongn 
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Table 3.17 Examples of irrelevant instances during automated tagging by CLAWS and 
automatic retrieval by Antconc 
Targeted text 
features 
Examples of irrelevant instances Description 
Linking 
adverbials 
In the past, our factories cannot make 
so much fortune like today. (Essay 
F12_U1_048) 
"So" was an adverb of degree, 
rather than a linking 
adverbial. 
Past tense verbs On_II the_AT other_JJ hand_NN1 ,_, 
it_PPH1 could_VM deliver_VVI 
the_AT careness_NN1 from_II 
family_NN1 or_CC friends_NN2 
immediately_RR ,_, furthermore_RR 
,_, which_DDQ lay_VVD a_AT1 
solid_JJ foundation_NN1 for_IF 
a_AT1 good_JJ friendship_NN1 ._. 
(Essay F12_U1_135) 
The verb "lay" was a present 
tense in the sentence, instead 
of the past tense of "lie" 
Conjunctions Also_RR ,_, as_CSA 
technology_NN1 is_VBZ 
improving_VVG ,_, there_EX 
are_VBR fewer_DAR modern_JJ 
conveniences_NN2 that_CST 
create_VV0 problems_NN2 for_IF 
us_PPIO2 ._. (Essay F12_U1_172) 
"That" was a relative pronoun 
in this sentence, rather than a 
conjunction. 
 
3.7.3.2.4. Normalizing stage 
In a normalizing stage, normalized frequencies of quantitative variables were 
computed to provide multivariate data for the following quantitative analysis. In order to 
make text feature distribution comparable in student essays of different lengths, 
normalization is a method to convert raw frequencies of text features into "rates of 
occurrence" (Biber & Jones, 2009, p. 1299). A normalized or normed rate of occurrence 
for a text feature on a basis per 100 words is estimated as the raw counts of the given 
feature are divided by total words in each essay and multiplied by 100 (Biber et al., 
2009). For example, 41 present-tense verbs were found in a 333-word essay. The 
145 
 
 
 
normalized or normed frequency of present-tense verbs in that essay was computed as 
41/333 * 100 = 12.31. 
Among the targeted 37 text features, frequencies of 21 multivariate variables were 
normalized, consisting of linking adverbial counts, verbs in present tenses, verbs in past 
tenses, article-related errors, fragments, verb-form-related errors, noun-form-related 
errors, run-on sentences, part-of-speech errors, subject-verb disagreement instances, 
quantifier misuse, simple sentences, compound/complex sentences, collocational misuse 
(i.e., prepositions and lexical collocations), conjunction counts, academic word types, and 
academic tokens. However, it should be noted that raw counts were desirable for the 16 
variables measuring organization-related features (e.g., paragraph counts, thesis statement 
length, topic sentences) and an amount of language production, such as text length, first 
paragraph length, second paragraph length, third paragraph length, last paragraph length, 
introductory background length and sentence counts). Some derived variables (e.g., 
present-/past-tense verbs ratio, academic word type-token ratio, trigram type-token ratio, 
four-gram type-token ratio, words per sentence, and sentences per paragraph) were not 
normed either. At the end of the normalizing stage, all of frequency counts were recorded 
in an Excel spreadsheet to store a data matrix (APPENDIX M) for model construction.  
In summary, the four major stages of the corpus-based analysis, as summarized in 
Table 3.18, covered a range of analytical tasks (the second column). These tasks were 
performed by a computer program, another coder and me (the last column). The corpus-
based analysis was very important in collecting quantitative dataset for a model-
construction task in the next phase.  
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Table 3.18 A summary of four major stages of the corpus-based analysis 
Major stages of 
corpus-based 
analysis 
Task description Program/ 
Person 
performing 
1. Annotating 
and detecting 
text features 
• Detecting 4 features in 297 essays (100% data): 
present-tense verbs, past-tense verbs, conjunctions, 
and pronouns 
CLAWS 
 
• Detecting 12 text features in 297 essays (100% 
data): thesis statement, topic sentences, fragments, 
verb-form-related errors, noun-form-related errors, 
part-of-speech-related errors, preposition-related 
errors (part of collocational misuse), introductory 
background length, article-related errors, subject-
verb disagreement, run-on sentences, and quantifier 
misuse. 
Criterion 
 
 
• Detecting 4 text features in 297 essays (100% 
data): article-related errors, subject-verb 
disagreement, run-on sentences, and quantifier 
misuse. 
CyWrite 
 
• Annotating 3 text features in 75 essays (25% 
data): simple sentences, complex-compound 
sentences, and lexical-collocation-related errors 
(part of collocational misuse) 
another human 
coder 
 
• Annotating 15 text features in 297 essays 100% 
data: all target text features, except for four 
detected by CLAWS 
me 
2. Checking 
reliability of 
manual 
annotations and 
automated 
detection 
• Computing Cohen's Kappa for coder pairs and 
Fleiss' Kappa for three coders on text features in 75 
essays (25% data) 
irr(), an R 
package 
• Computing prevalence-adjusted bias-adjusted 
kappas, PABAK, for coder pairs in 75 essays (25% 
data) 
• Computing Precision, Recall, and F-measures of 
my annotations, automated detection by Criterion 
and CyWrite 
Microsoft Excel  
3. Retrieving 
frequency 
counts 
• Providing Readability Statistics of sentence 
counts, paragraph counts, words per sentence, 
sentences per paragraph, and word counts/text 
length in 297 essays (100% data) 
• Counting words in thesis statement and 
introductory background, the first, second, third 
Microsoft Word  
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Major stages of 
corpus-based 
analysis 
Task description Program/ 
Person 
performing 
and last paragraphs in 297 essays (100% data) 
 
• Retrieving academic word types and academic 
word tokens from the Academic Vocabulary List 
(Gardner & Davies, 2014) in 297 essays (100% 
data) 
• Obtaining frequency counts of conjunctions, 
pronouns, verbs in present tenses and past tenses 
from lists of relevant CLAWS tags in 297 essays 
(100% data) 
• Retrieving tags of manual annotations and 
automated detection in 297 essays (100% data) 
• Obtaining type-token ratio of trigrams and four 
grams in 297 essays (100% data) 
Antconc 
4. Normalizing 
frequency 
counts 
• Calculating normed/ normalized frequency of 20 
multivariate variables in 297 essays (100% data): 
linking adverbial counts, verbs in present tenses, 
verbs in past tenses, article-related errors, 
fragments, verb-form-related errors, noun-form-
related errors, run-on sentences, part-of-speech 
errors, subject-verb disagreement instances, 
quantifier misuse, simple sentences, 
compound/complex sentences, collocational misuse 
(i.e., prepositions and lexical collocations), 
conjunction counts, academic word types, academic 
word tokens, pronouns, demonstratives, semi-
determiners. 
Microsoft Excel 
Analytical results of the corpus-based analysis were recorded as data points in a 
data spreadsheet. APPENDIX M presents an illustration of the data spreadsheet. The next 
section continues describing quantitative analysis for the model-construction phase. 
3.7.4.  Quantitative analysis: Model construction (RQs 3, 4 & 5) 
3.7.4.1. Model construction procedure  
In order to provide methodological framework of predictive modeling, CRoss-
Industry Standard Process for Data Mining (CRISP-DM; Chapman, Clinton, Kerber, 
Khabazam, Reinartz, Shearer & Wirth, 2000; Shearer, 2000) is a widely-used procedural 
Table 3.18 (continued) 
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model for data mining methodology. As presented in Figure 3.12, the CRISP-DM 
reference model is divided into six main stages: Business understanding (identify project 
goals), Data understanding (collect and review data), Data preparation (pre-process 
data), Modeling (manipulate data and estimate model parameters), Evaluation (evaluate 
model), and Deployment (apply model to business). These stages can be repeatedly 
executed backward or forward, generating a closed loop of data mining processes.  
 
Figure 3.12 Phases of the CRoss-Industry Standard Process for Data Mining (CRISP-
DM) reference model (Chapman et al., 2000, p. 10). 
Therefore, in adapting the CRISP-DM (Chapman et al., 2000; Shearer, 2000), 
model development of this project was divided into two major phases: model 
specification and model construction. The model-specification phase corresponded to 
business understanding and data understanding. The model-construction procedure of this 
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project was divided into seven consecutive stages, including model pre-processing, model 
estimation, model modification, model selection and model validation. Model pre-
processing was conducted for data preparation. Model estimation and model modification 
reflected the backward and forward linkage between data preparation and modeling in the 
CRISP-DM. Model evaluation, model assessment, and model validation were intended to 
address the connection between evaluation and business understanding. The last stage of 
the CRISP-DM (Deployment) was not addressed in this project because resulting 
predictive models of this project were not put into practice in the EPT Writing Test. As 
illustrated in Figure 3.13, results of model pre-processing (Stage 2a) allowed me to 
answer Research Question 3 about correspondence of linguistic differences in EPT essays 
and their placement levels (i.e., 101B, 101C and Pass). The five medial stages (from 2b 
to 2f were conducted to answer Research Question 4 about combinations of text feature 
in predicting EPT essay quality. The final stage (Stage 2g) shed light on Research 
Question 5 about the resulting combination of text features in generalizing in different 
task types in the EPT Writing Test. Details for each stage in the model-construction 
phase are provided in the following section.  
In the model construction task, model pre-processing in Stage 2a allowed for data 
preparation, which is deemed able to "make or break a model's predictive ability" (Kuhn 
et al., 2013, p. 27). In this study, I performed a range of pre-processing tasks, including: 
(a) describing a dataset and visualizing data distribution, (b) scaling predictor variables, 
(c) checking required assumptions, and (d) reducing dimensions. 
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Figure 3.13 Seven stages of Phase 2 (model construction) corresponding to Research 
Questions 3, 4, and 5. Model modification and assessment stages (2d and 2e) were in 
need if unpredictable cases were detected and removed from the dataset. 
First, describing a dataset and visualizing data distribution can allow for 
summarizing basic features (e.g., number of cases, means, standard deviations) of the 
dataset in a sensible way, which may help detect possible outliers or missing data. 
Second, scaling predictor variables is a method to "[standardize] all [the variables] to 
have mean zero and standard deviation one" (Hastie et al., 2008, p. 400). As input 
measures on various scales may weight differently in modeling, and, hence, can strongly 
distort final results, it is important to treat input variables equally from the beginning 
(Hastie et al., 2008). Third, checking assumptions of normality and homogeneity on each 
variable and the whole dataset was necessary in order to perform inferential quantitative 
methods such as the Multivariate Analysis of Variance (MANOVA) test for this study. 
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Furthermore, checking different variances among the variables was also important to 
perform the Principal Component Analysis. Fourth, dimensionality reduction is essential 
in a data preprocessing phase. Bellman (1961) warns that analyses of a high-dimensional 
dataset can suffer from "curse of dimensionality" that occur when data becomes sparse 
with an increase in the number of dimensions. This can result in unexpected complexity 
and instability in predictive modeling. In order to solve the problem of high 
dimensionality, there are two common approaches of dimension reduction, including 
variable selection and principal component analysis (Hastie et al., 2008; James et al., 
2013), which were implemented in this project. Results of this stage allowed me to 
reduce dimensions26 to commence the following model estimation stage (Stage 2b). The 
first strategy is to construct predictive models on influential variables that significantly 
differentiate the three classification groups (i.e., 101B, 101C and Pass). The selection of 
influential variables for model construction can make it easy to interpret classification 
results. However, in the case of linear combinations of input variables, suggesting 
measuring the same construct, Principal Component Analysis (PCA) is an appropriate 
method of data reduction (James et al., 2013). In other words, PCA mathematically 
transforms a large set of observed values of possibly correlated variables into a smaller 
set of values of linearly uncorrelated variables, called principal components. PCA allows 
for reducing a large number of variables into a smaller set of variables containing most of 
the variability in the large set. 
After model pre-processing, I developed predictive models by running random 
forests as a modeling tool (details of the random-forest technique are provided in the 
                                                 
26
 Two common approaches of dimension reduction, i.e., variable selection and principal component 
analysis (Hastie et al., 2008; James et al., 2013), were implemented in this project 
152 
 
 
 
following section) on the prepared dataset in the model estimation stage. I examined 
importance measures of each variable and each principal component to investigate 
significant predictors of each placement level. In order to make resulting random forests 
interpretable, I deployed the inTrees package (Deng, 2015) to extract prediction rules. 
Then, in the model-evaluation stage, I assessed prediction accuracy of the developed 
models by examining their confusion matrices and overall accuracy rates. A confusion 
matrix which tabulates observed classes and predicted results for the data is a popular 
method for describing classification models performance (Kuhn et al., 2013, p. 254). The 
overall accuracy rate is the percentage of correct classifications in the total cases, 
suggesting agreement between the observed and the predicted (Kuhn et al., 2013, p. 254).  
Following the model-evaluation stage, the model modification and model 
assessment would be necessary if unpredictable cases were detected and removed from 
the dataset. Unpredictable cases are the cases in which all of the four predicted ratings 
agreed with each other but disagree with human ratings. The reason is that these 
unpredictable cases were very likely to be either different from common rating patterns 
among a majority of EPT raters or misjudged in operational rating processes, rather than 
being inaccurately predicted by the developed models. The refined dataset was employed 
to rebuild predictive models in the model-modification stage. In the model-assessment 
stage, I ranked performance quality of the modified models relative to one other. The 
model that had the lowest error rate was selected and validated in the next stage.  
In the final stage (model validation), I assessed the degree to which selected 
models could simulate human rater's placement decisions in the EPT Writing Test by 
examining generalization errors of the models. Generalization errors refer to prediction 
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error on new cases (Hastie et al., 2008, p. 222). The purpose of the model-validation 
stage was to use a resulting model to forecast placement ratings of new student essays. 
The five construction stages were conducted with different data subsets that are described 
in the following section. 
3.7.4.2. Data partitioning and sampling 
In preparation for model construction, there were two ways to divide a 
multivariate dataset of this project: by model construction stages and by prompts. In this 
section, I describe how the dataset was partitioned and the rationale behind it. 
The first way to subset the data was by model-construction stages. A dataset in 
data mining is partitioned into three subsets: a training set, a validation set, and a test set 
(Hastie et al., 2008, p.2). The training set is used to build a prediction model, allowing 
for predicting outcomes for new cases. Conventionally, the validation set is deployed to 
assess prediction accuracy for model evaluation. The test set is employed to judge the 
performance of the selected model on new observations with a generalization error rate 
(Hastie et al., 2008, p. 61). However, in this project, I switched the term validation set 
with test set in order to gain terminological familiarity in the field of language 
assessment. Therefore, the dataset of judged placement results and predictor measures of 
EPT Written essays were split into a training set, a test set, and a validation set for model-
construction stages, i.e., model estimation/modification, model evaluation/assessment and 
model validation, respectively.  
The second way to split the data set was by prompts to address possible prompt-
related factors that may affect predictive performance of the models. As reviewed in 
Chapter 2, prompt-related factors such as test tasks and topics are matters of concern in 
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constructing predictive models of human raters’ ratings. The problem would potentially 
degrade prediction performance of statistical models when forecasting written responses 
to new prompts, even though test prompts were purposefully designed to be parallel. The 
problem could result in a high generalization error rate in the model validation stage. In 
order to address the issue, three possible models, as summarized in Table 3.19, consisted 
of a generic model, a task-specific model, and a prompt-specific model.  
Table 3.19 Three possible types of predictive models by prompts. Prompt-specific 
modeling was unfeasible due to available data of the EPT Writing Test. 
Model type Underlying hypothesis 
Generic model There were neither topic nor task effects on placement 
results. 
Task-specific model  There were task type effects on placement results but topics 
had a negligible effect on placement results. 
(Prompt-specific model) There were both topic and task effects on placement results. 
 
An underlying hypothesis of a generic model was that there were neither task-
type- nor topic-related effects in EPT Writing results. In a task-specific model, I 
hypothesized that there were some task-type effects but there was no difference in 
various topics of EPT Writing prompts. The prompt-specific model could be constructed 
for a specific prompt. However, a limited number of existing essays for each prompt in 
the EPT Writing dataset (less than 200 essays for each prompt) prevented me from 
constructing prompt-specific models. Ramineni and Williamson (2013) suggest a 
required training sample of 500 up to 2,000 essays for each prompt-specific model. 
Furthermore, prompt-specific models might not be useful because prompts were 
generally retired after being administered. As a result, I constructed two types of 
predictive models for human raters' placement decisions in the EPT Writing Test, i.e., 
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generic and task-specific models. In the EPT Writing Test, two task types could be 
identified. Argumentative tasks27 were administered in Fall 2012, Spring 2013 and Fall 
2013. Analytical tasks28 were employed in Spring 2014 and Fall 2014.  
In summary, as shown in Table 3.20, the whole data set of this project was 
divided to perform model construction tasks (i.e., training, test and validation sets) and to 
target model types (i.e., generic and task-specific models). A training set was comprised 
of 90 per cent and a test set 10 per cent of student essays. The reason for the much larger 
training set as compared to the test set was that the training set for model estimation/ 
modification was split into subsets during a bootstrap aggregation or bagging29 
procedure of random forests. Therefore, if there had been less than 211 observations in 
generic models and 175 in task-specific models for Argumentative writing, the number of 
samples in the training sets would be insufficient for the bagging procedure. The 
inadequacy of samples might result in underdeveloped models and, hence, unstable 
predictive performance. It was worth noting that in order to avoid unequal numbers of 
placement levels in the training and test sets, for instance, all Passed essay in the test set, 
essays in each placement level were distributed proportionally (9:1) in both training and 
test sets (Table 3.21). 
 
                                                 
27
 Argumentative tasks require test takers to argue for a position by drawing on their personal experiences. 
28
 Analytical tasks ask test takers to use a chart to explain possible causes of a trend by using information 
from the chart or their personal experiences. 
29
 Bootstrap aggregation, or bagging, is a procedure to create many B training sets (i.e., bootstrap samples). 
A classification tree in a forest is built on each training set. The number of observations in a bootstrap 
sample is normally about two thirds of the observations. The rest one third of the observation are out-of-
bag (OOB) observations. 
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Table 3.20 Summary of data subsets for model construction stages (i.e., training, test & 
validation sets) and for model types by prompts (i.e., generic & task-specific) 
Target model Training set 
(90%) 
Test set 
(10%) 
Validation set 
(n = 61) 
Generic 
(n = 236)  
F12 & F13 (Argumentative task)  
S14 (Analytical task)  
nTRAINING = 211; nTEST = 25  S13 (Argumentative task)  
F14 (Analytical task)  
Task-specific 
(n = 195)  
F12 & F13 (Argumentative task)  
nTRAINING = 175; nTEST = 20 
Notes: F12 = Fall 2012; F13 = Fall 2013; S13 = Spring 2013; S14 = Spring 2014 
Table 3.21 Proportional representation of placement levels (i.e., 101B, 101C, and Pass) in 
data subsets for constructing generic and task-specific models 
   Number of essays assigned as 
Model type Subset n 101B 101C Pass 
Generic models Training set (90%)   211 67  86  58  
Test set (10%)   25 9  10  6  
Total  236 76  96  64  
Task-specific 
models 
(Argumentative 
writing) 
Training set (90%) 175 55  68  52  
Test set (10%)  20 6  7  7  
Total 195 61  75  59  
Another issue of partitioning data related to sampling observations in the data set.  
Different combinations of observations in the training and test subsets would probably 
result in various estimates of predictive models. Therefore, in order to obtain the best 
models with the lowest error rates, I created a loop to reiteratively develop 100 predictive 
models from 100 different combinations of observations. Although it was desirable to 
repeat the construction procedure as many as possible, 100 iterations were deemed 
sufficient for the scope of this project. Figure 3.14 illustrates random sampling of model 
construction in this project. The loop started with a set seed number (e.g., 1) to assign to 
training and test sets. Based on a chosen training set, a predictive model was estimated. 
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Next, the resulting model was employed to predict observations in the training and test 
sets. Then, confusion tables for the training and test sets were produced from the 
predicted results and error rates for both training and test sets were computed. After that, 
the loop was executed 100 times, yielding 100 training error rates and 100 test error rates. 
When the estimating and evaluating cycle on the training and test sets was complete, I 
chose the set seed (i.e., a combination of observations in a training set and a test set) that 
had the lowest test error rate to reproduce a predictive model. A piece of R codes for 
creating the loop is included in APPENDIX P. 
 
Figure 3.14 An illustration of a random-sampling loop for model construction  
In the following section, I detail a range of statistical methods to be utilized at the 
model construction phase. 
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3.7.4.3. Statistical methods  
In order to conduct quantitative analyses in Phase 2 (model construction) for this 
project, an open source statistical package R for Windows (Version 3.1.2, Ihaka & 
Gentleman, 1996), and necessary packages (e.g., randomForests, GGally, 
mvnormtest, HH, ggplot2, and lattice), all of which are available for free 
at http://cran.r-project.org/, were used for statistical analyses. The alpha level for 
achieving statistical significance was set at .05. 
At the model pre-processing stage, descriptive statistics of each variable was 
conducted to provide a statistical summary of group means and sample means and 
standard deviations (S.D.s) of the variable. Boxplots and whiskers were appropriate to 
visualize data distribution in each group. Scaling predictor variables was conducted by 
"standardizing all [the variables] to have mean zero and standard deviation one" (Hastie 
et al., 2008, p. 400). As input measures on various scales might weight differently in 
modeling, and, hence, could strongly influence the final results, it is important to treat 
input variables equally from the beginning (Hastie et al., 2008). Scaling predictor 
variables was performed by using the scale()function in R. 
In order to check a required assumption of normality, Shapiro-Wilk's tests 
(mvnormtest version 0.1-9, Jarek, 2012) were conducted on the whole dataset as well 
as on each variable. Bartlett's tests were calculated in order to check a homogeneity 
assumption that the variance within each group is equal. Multivariate Analysis of 
Variance (MANOVA) test, aov() function, was carried out on the whole dataset in 
order to examine whether there was any difference between any variables. After that, a 
one-way Analysis of Variance test (one-way ANOVA test) on each variable was intended 
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to investigate whether each predictor variable demonstrated significant differences 
between the three placement groups (i.e., 101B, 101C, and Pass). The number of 
observations in this project was probably large enough (n = 297) to robust the normality 
assumption of ANOVA tests. Regarding homogeneity assumption, one-way ANOVA 
tests were conducted on variables that satisfied the homogeneity assumption with the 
aov() function, and on variables that violated the assumption with the 
oneway.test() function. The Tukey's Honest Significant Difference tests, 
TukeyHSD(), were intended to shed light on group differences on particular variables.  
In order to perform Principal Component Analysis (Hastie et al., 2008; James et 
al., 2013), the prcomp()function in the R stat package was used in this study. From 
the PCA output, eigenvalue measures and PC scores were obtained. Eigenvalue measures 
the amount of variation in the total sample accounted for by each component. PC scores 
or component scores in PCA for a given case for each given component is the sum of the 
products of standardized value of the case on each variable and the corresponding PCA 
coefficient of the variable for the given component. As PCA is purely descriptive, there 
are no required assumptions for conducting PCA (Hastie et al., 2008; James et al., 2013). 
As a prelimnary analysis suggested that variances of the 36 variables were large, the 
Principal Component Analysis would be conducted on correlations among the variables. 
In the next section, I introduce classification trees and random forests as data mining 
approaches.  
3.7.4.4. Data mining approaches: From a tree to a forest 
In order to construct predictive models, a statistical classification technique, 
random forests, was chosen and described for the purpose of this project. The random 
  
forests algorithm is deemed to be able to handle complex and nonlinear relationships in 
data in a flexible manner
algorthim trains multiple classification trees, 
Trees and then describes
3.7.4.4.1. Classification Trees
Classification tree
prediction of outcome values is made from a set of input measures while 
learning describes relationships and
outcome measure (Hastie et al., 2008
sequential splits on data. The splitting processes are conducted on each predictor. 
split functions well to divide t
The process is iterated on each subset until a node contains only cases of one class. 
Figure 3.15 illustrates a classification tree of three 
Pass. Academic word use and text length are two variables to classify the placement 
groups, generating two splits on students' observed academic word use of 0.54 and text 
length of -0.25. 
Figure 3.15 An illustration of a simple classification tree of three 
101B, 101C and Pass). 
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 (Nisbet, Elder, & Miner, 2009). Because the random forests 
this section first introduce
 the Random Forest model. 
 
 technique is categorized as supervised learning
 patterns among input measures in the absence of 
, p. 29). Binary tree classifiers are generated by 
he data. Each split is called a node on the resulting tree. 
placement levels,
 
placement
Two splits are generated on students' observed 
of 0.54 and text length of -0.25. 
s Classification 
 where 
unsupervised 
The 
 i.e., 101B, 101C and 
 levels (i.e., 
academic word use 
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Various advantages of decision trees for classification can be identified, as James 
et al. (2013) note. Resulting trees are very easy to display graphically and interpretable to 
even non-experts of statistics. Classification trees are generally believed to closely reflect 
human decision-making processes. For a construction task, trees are effective in dealing 
with categorical predictors without using dummy variables. However, James et al. (2013) 
warn that predictive performance of classification trees may be limited as compared to 
some of other classification techniques because there are no required probabilistic 
assumptions underlying the tree algorithm. As compared to classification trees, random 
forests that comprise multiple classification trees are more powerful. I introduce 
algorithms of random forests in the next section.  
3.7.4.4.2. Random forests 
In building predictive models, the randomForest package (Version 4.6-10, 
Breiman, Cutler, Liaw & Wiener, 2015) was used to grow random forests for predicting 
placement results of the EPT Writing. A piece of R codes written for building random 
forests as predictive models in this project is provided in APPENDIX P. 
 It should be noted that a statistical limitation of the pilot study relates to the use 
of simple tree-based classification technique in model construction tasks. A simple tree is 
likely to be criticized, as James et al. (2013) note, for possibly representing a useless split 
that may precede a very good split that is able to maximize prediction accuracy of the 
model. James et al. (2013) criticize that predictive performance of Tree Classifications 
can result in high variance (p. 316). High variance occurs when predictive results of a 
tree-based classifier that is built on a training set are quite different from those on a test 
set. Therefore, in order to reduce the variance and increase the prediction accuracy, 
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random forests (Breiman, 2001) construct a number of decision trees on bootstrapped 
training samples (James et al., 2013).  
Bootstrap aggregation, or bagging, is a procedure to generate many B training 
sets (i.e., bootstrap samples) and build a classification tree on each training set. The 
number of observations in a bootstrap sample to grow a tree each time is normally about 
two thirds of the observations. The rest of the observations (one third of the observation) 
that are not used to grow the tree are considered as out-of-bag (OOB) observations.  
For each of the B separate training sets, a tree-based classifier is grown fully 
without being pruned back, given that each node is the best split among a random subset 
of predictors. This subset of predictors that a random forest considers is approximately 
equal to a square root of the total predictors (m ≈ ).This feature differentiates random 
forests with classification trees that create the best split among all predictor variables 
(i.e., m = p variables).  
Resulting B bagged trees are implemented to predict classes of OOB observations. 
These predictive results for each observation are then aggregated to determine a predicted 
class the observation based on a majority vote (James et al., 2013; Hastie, Tibshirani & 
Friedman, 2008). The majority vote of an observation is referred to as the "most 
commonly occurring class among B predictions" of that observation (James et al., 2013, 
p. 317). The predicted classes of out-of-bag observations by the B bagged trees during the 
training process are then used to compute an out-of-bag error for the resulting random 
forest. The training procedure is repeated until the desirable number of trees has been 
grown, which is specified by nTree as a stopping rule. The number of trees to grow 
should be large enough for the out-of-bag error to become stable. In this project, a 
p
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preliminary analysis suggested 1,000 trees would be sufficient for stable out-of-bag error 
of random forests. James et al. (2013) note that the random forests technique is very 
helpful when a large number of predictors are correlated. Furthermore, bagging has been 
found to improve prediction accuracy by aggregating hundreds or thousands of trees. 
Apart from improving prediction accuracy by growing multiple trees rather than a 
simple tree, the Random Forest approach provides outputs of variable importance. As 
James et al. (2013) explain, the classification random forest estimates variable 
importance by examining important score for each predictor variable. The more 
frequently a predictor variable is used for accurate predictions, the larger its important 
score is. Hence, a large value of important score suggests an important predictor variable. 
The most important variables can be selected to construct a simpler model with higher 
performance. 
In brief, as compared to classification trees, random forests provide more 
information, such as variable importance, an out-of-bag error, and promisingly improve 
prediction performance of my predictive model with non-linear boundaries. However, it 
should be noted that it is hard to interpret results of random forests as compared to a 
simple tree because predictive results of a random forest are based on a large number of 
trees (James et al., 2013). Furthermore, disadvantages of classification trees, such as 
limited predictive performance due to no required probabilistic assumptions (James et al., 
2013), are likely to carry over into random forests because random forests are tree-based 
classifiers. In order to address the issues, I employed Principal Component Analysis as an 
approach to reduce dimensionality by using principal component scores as predictor 
variables to build a random forest. Apart from out-of-bag (OOB) errors provided by 
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random-forest outputs, I evaluated predictive performance of resulting models by 
examining test error rates of test sets and generalization error rates of a validation set.  
3.8. Chapter summary 
This section provided a methodological overview of the project by outlining the 
mixed-methods research design and its underlying rationale as well as research methods 
employed in this project, as illustrated in Figure 3.16. The whole process could be 
divided into two phases, including Model specification and Model construction. Model 
specification (Phase 1) started with rater severity analysis of 1,982 EPT ratings of 845 
student essays assigned by 46 EPT raters. The Multifaceted-Rasch-Measurement-based 
results of rater's severity levels relative to one other helped me select five representative 
raters on the severity/leniency scale to participate in the next qualitative inquiry. The 
qualitative investigation aimed at eliciting textual features in student essays informed by 
the EPT Writing raters from think-aloud protocols. The qualitative results were intended 
to help me to identify variables and metrics to set up a quantitative dataset for Model 
construction (Phase 2). The 297-essay corpus provided placement levels as an outcome 
measure and the corpus was analyzed for frequency counts of the targeted 37 text features 
to provide 36 measures as input variables. The corpus-based analysis of the 297 essays 
was conducted in four stages (i.e., annotating and detecting, checking, retrieving, and 
normalizing). Table 3.22 provides an overview of 37 text features to be analyzed in the 
four stages.   
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Figure 3.16 Visual diagram of a two-phase multistage mixed-methods research design in this study (adapted from Creswell & 
Plano Clark, 2011). Quantitative and qualitative data were collected in sequential stages. 
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Table 3.22 An overview of 37 text features in the four stages of corpus-based analysis 
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1. Organization  
1. Linking 
adverbial counts 
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2. Thesis statement 
length 
 
 
 
 
 
 
   
 
  
 
3. Topic sentence 
counts 
 
 
 
 
  
 
  
 
  
 
4. Paragraph counts              
2. Grammar & Vocabulary 
2.1. Use of time frames 
5. Present tenses of 
verbs 
 
       
 
  
 
 
6. Past tenses of 
verbs 
 
       
 
  
 
 
7. Present-/Past-
tense verbs ratio 
            
 
2.2. Grammatical control 
8. Article-related 
errors 
 
   
  
 
  
 
 
 
 
9. Fragments              
10. Verb-form-
related errors 
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11. Noun-form-
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14. Subject-verb 
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15. Quantifier 
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 
 
 
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2.3. Syntactic complexity & variety 
16. Simple sentences              
17. Compound/comp
lex sentences 
   
  
 
 
   
  
 
18. Words per 
Sentence 
     
 
      
 
2.4. Vocabulary use 
19. Preposition-
related errors 
 
 
 
 
  
 
  
 
 
 
 
20. Lexical-
collocation errors 
   
  
 
 
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2.5. Conjunction use 
21. Conjunction 
counts 
 
       
 
  
 
 
3. Functional 
22. Academic word 
types  
        
 
  
 
 
23. Academic tokens               
24. Academic word 
type-token ratio 
            
 
4. Comprehensibility 
4.1. Reader's effort 
25. Pronouns              
26. Demonstratives              
27. Semi-
determiners 
        
 
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4.2. Development  
28. Text length               
29. First paragraph 
length 
     
 
      
 
30. Second 
paragraph length 
     
 
      
 
31. Third paragraph 
length 
     
 
      
 
32. Sentence counts              
Table 3.22 (continued) 
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33. Sentences per 
Paragraph 
     
 
      
 
34. Trigram type-
token ratio 
       
 
    
 
35. four-gram type-
token ratio 
       
 
    
 
36. Introductory 
background 
length 
 
 
 
 
 
 
   
 
  
 
37. Last paragraph 
length 
     
 
      
 
 
The quantitative analyses in Phase 2 consisted of seven stages (i.e., model pre-
processing, model estimation, model evaluation, model modification, model assessment, 
model selection, and model validation). The model modification and model assessment 
were needed if unpredictable cases were detected. To address prompt-related effects that 
may distort predictive performance of resulting models, this project aimed to construct 
generic and task-specific models that best defined human placement decisions in the EPT 
Writing Test. As two dimension reduction approaches were utilized in this project (i.e., 
selecting significant variables and principal components), there were totally four targeted 
predictive models of human rater's placement decisions in the EPT Writing to be 
constructed (Table 3.23). A data mining technique, random forests, was deployed to 
estimate predictive models of human raters' decisions in the EPT Writing Test.  
 
Table 3.22 (continued) 
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Table 3.23 Targeted models of human placement decisions in the EPT Writing by model 
types and data reduction methods 
Model  Model type Dimensionality reduction approach  
Model 1  Generic Selecting significant predictors  
Model 2  Generic Selecting Principal Components  
Model 3  Task-specific (Argumentative writing) Selecting significant predictors 
Model 4  Task-specific (Argumentative writing) Selecting Principal Components 
 
Overall, the use of the training, test, and validation sets at different stages of 
model construction was illustrated in Figure 3.17 and Figure 3.18. Training sets and test 
sets were employed for model estimation (Stage 2b) and model evaluation (Stage 2b). 
After models were estimated and evaluated, the training and tests were refined, if 
necessary, to modify and assess the models, as shown in Figure 3.18. A validation set 
contained future cases for model validation. Finally, predictive performances of resulting 
generic and task-specific models were compared. In the following section, Chapter 4 
presents obtained results and discuss the findings in line with previous research.
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Figure 3.17 The use of data subsets in model construction (adapted from Guterrez-Osuna 
[online]). In unpredictable cases of student essays, four predicted ratings from the four 
predictive models agree with each other but disagree with human ratings. 
 
Figure 3.18 The use of data subsets in model construction (adapted from Guterrez-Osuna 
[online]) 
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CHAPTER 4. RESULTS AND DISCUSSION 
The previous chapter has mapped out an overall research design and research 
methods implemented in this project. The purpose of this chapter is to report research 
results of the project and discuss the findings in relation to pertinent literature.  
The chapter is structured by the research questions to: (a) examine severity effects 
of the EPT raters' rating behavior (RQ1); (b) investigate text features that raters attend to 
during evaluation processes (RQ2); (c) explore linguistic differences in EPT essays 
corresponding to placement levels (RQ3); (d) define predictive models of human raters' 
placement decisions in different task types (RQ4); and (e) generalize predictive models of 
human raters' placement decisions in different task types. 
4.1. Examining severity effects of EPT raters' rating behavior (RQ1) 
In responding to Research Question 1  ̶ How do EPT raters differ in their rating 
behavior? ̶  a Multifaceted Rasch Measurement (MFRM) analysis with two facets (i.e., 
examinee and rater) was conducted to analyze 1,982 placement ratings of 845 student 
essays, rated by 46 EPT raters. The purpose of including ratings of all 46 raters was to 
ensure data connectivity for conducting the MFRM analysis. This section reports results 
of 14 out of 46 EPT raters who were eligible, and, thus, potential, participants in this 
project (See APPENDIX T for full MFRM results of 46 raters). Answers to Research 
Question 1 shed light on rater severity effects in the EPT Writing Test and allowed me to 
select raters that represented a wide range on the severity/ leniency scale to participate in 
the next stage of this project. This section reports results in terms of raw counts of 
placement ratings and MFRM measures. Also, the section discusses interpretations of 
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severity levels of potential participants, considering logit values, infit mean square 
values, and reliability estimates of MFRM analyses. 
Figure 4.1 visualizes the distribution of placement results that 14 raters assigned 
to student essays in all three semesters (i.e., Fall 2012, Spring 2013, and Spring 2014). 
Generally, as can be seen in the figure, the 101C level demonstrated the most responses 
in the three semesters. Findings suggested that the central category was more frequently 
used than the two extreme categories (i.e., 101B and Pass). All of the raters used all three 
placement levels. However, the raters tended to show different patterns in placement 
assignment for student essays into the levels 101B and Pass. As for Raters 1, 3, 11, 21 
and 22, the number of ratings classified into 101B and Pass were approximately equal. 
The second group of raters (Raters 18, 24, 34, 35 and 45) was more likely to make 101B 
placement decisions than Pass, probably revealing their severity of rating behavior. Rater 
35 seemed to place test takers in the 101B level more frequently than in the 101C or Pass 
level. In contrast, Raters 2, 17, 33, and 46 (in the third group) tended to pass student 
essays more than other groups of raters. The results based on the counts of placement 
ratings could suggest that, overall, the raters were different in terms of severity during the 
three semesters, but there was no strong evidence of severity effects in the rater behavior. 
The lack of strong supporting evidence may have been due to each rater evaluating a 
different number of written responses across the three semesters. The following 
Multifaceted Rasch Measurement analysis was conducted to estimate differences in the 
severity effects among the EPT Writing raters.  
  
Figure 4.1 Distribution of ratings of the 14 eligible raters 
2013 and Spring 2014
MFRM results of
raters are presented in 
indicates the probability of achieving a given rating with that rater (
Negative logit values suggest raters' 
strictness in rating behavior (McNamara, 
severity level. As compared to findings of the overall analysis, the 
somewhat consistent, but provide
Table 4.1 Results of M
EPT Writing raters that were potential participants of this project (ordered by semester 
mean)  
No Variability across 
semesters (severity 
level) 
1.  Consistent behavior
 (Generally lenient)
2.   
  
  
3.   
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in Fall 2012, Spring 
. The 101C level yielded the most responses in the 
semesters. 
 rater severity measures (i.e., logit values) 
Table 4.1 and illustrated in Figure 4.2. A logit value for each rater 
leniency while positive logit values indicate 
1996). Logits at a zero level imply an 
MFRM 
d a more detailed report.  
ultifaceted Rasch Measurement analysis of rating behavior for 
Rater 
ID 
Semester 
Mean  
Semestera Logit 
value 
 2 -1.82 S13 -1.19
   S14 -2.45
46 -1.79 F12 -1.48
  S13 -1.32
  S14 -2.58
17 -1.56 F12 -3.22
 
three 
 
for each of the 14 
McNamara, 1996). 
average 
results were 
14 
 
S.E.b InfitMSc 
 0.49 1.08 
 0.99 0.9 
 0.44 1.02 
 0.54 1.06 
 1.21 3.09 
 0.69 0.82 
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No Variability across 
semesters (severity 
level) 
Rater 
ID 
Semester 
Mean  
Semestera Logit 
value  
S.E.b InfitMSc 
    S13 -1.03 0.76 0.46 
    S14 -0.42 1.08 0.76 
4.   11 -1.1 S13 -1.55 0.65 2.13 
    S14 -0.64 0.93 1.24 
5.   22 -1.02 F12 -0.73 0.77 0.2 
    S13 0.04 0.36 1.09 
    S14 -2.36 0.74 1.7 
6.   3 0 F12 0.07 0.35 0.83 
    S13 -0.07 0.43 0.9 
7.   24 0.78 S13 0.12 0.59 0.78 
    S14 1.43 1.05 0.44 
8.  (Generally strict) 18 1.51 S13 2.66 0.48 0.95 
    S14 0.36 0.71 0.99 
9.  Varied behavior 33 -1.35 F12 0.42 0.73 1.28 
 (Generally lenient)   S13 -3.13 0.78 0.39 
    S14 -1.34 0.84 0.71 
10.   1 -0.28 S13 0.91 0.62 1.63 
    S14 -1.46 0.81 0.55 
11.   34 0.18 F12 0.44 0.58 1.09  
    S13 -0.08 0.86 0.8 
12.   45 0.59 F12 -0.83 0.38 0.87 
    S13 2.86 0.44 1.31 
    S14 -0.26 1 0.57 
13.   35 1.23 F12 -0.65 0.68 0.85  
    S13 -0.21 0.78 1.77 
    S14 4.56 1.16 1.28  
14.  (Generally strict) 21 1.68 F12 -0.44 0.52 0.82 
    S14 3.79 1.88 0.13 
Notes: a F12 = Fall 2012; S13 = Spring 2013; S14 = Spring 2014; b S.E. = Standard Error; 
c
 Infit MS = Infit mean square. Infit mean square values (ranging from 0.75 to 1.3), 
suggesting consistent rating behaviors of the judges, are printed in bold. 
Table 4.1 (continued) 
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Figure 4.2 Results of Multifaceted Rasch Measurement analysis of rating behaviors for 
the EPT Writing raters (ordered by Semester Mean). Except for Rater 3 who had an 
average severity level with logit values at level zero in semester mean, zero logit value 
for others raters showed that they did not engage in EPT Writing evaluation processes in 
certain semester(s). 
As can be seen in Table 4.1, the EPT Writing raters could be divided into two 
groups in terms of rating behavior: an unvaried-severity group and a varied group. The 
unvaried-severity group of the EPT raters, consisting of Raters 2, 46, 17, 11, 22, 3, 24, 
and 18, represented either negative or positive average logit values across the semesters. 
Results revealed that Raters 2, 11, 17 and 46 were generally lenient raters as they had 
relatively large negative logit values (ranging from -3.22 to -0.42) across the semesters. 
Rater 22 seemed to be fairly lenient with negative logit values (-0.73 and -2.36) in Fall 
2012 and Spring 2014, but his/her severity level was approximately at an average level 
(0.04) in Spring 2013. Rater 3 rated at an average severity level, with logit values at 
approximately level 0 (0.07 and -0.07) in Fall 2012 and Spring 2013, respectively. 
Meanwhile, Raters 18 and 24 could be considered as generally strict raters as their logit 
values were found to be greater than 1 in Spring 2013 and Spring 2014. 
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Unlike the unvaried group, the rater group that produced varied severity ranging 
from greater leniency to greater strictness across the semesters included Raters 33, 1, 34, 
45, 35 and 21. Average logits of Raters 33 and 1 were found to be less than 0 (-1.35 and -
0.28); hence, Raters 33 and 1 tended to be recognized as fairly lenient raters overall, 
although they seemed to be strict at first (0.42 and 0.91 logits) but more lenient (ranging 
from -3.13 to -1.34 logits) later. Rater 34 could be classified as a fairly strict rater 
because his/her severity measures were found to be negative (-0.08) in Spring 2013, but 
positive (0.44) in Fall 2013, revealing an increase in severity between the two semesters. 
These results could suggest that Rater 34 became less tolerant of student writing 
performance over time. Raters 35 and 21 were inclined to be strict overall, as their 
average logits were found to be from 1.23 to 1.68, greater than 1. A closer examination of 
data in each semester revealed that severity levels of Raters 35 and 21 increased as the 
raters gained more grading experiences in the EPT Writing Test. In all, the MFRM results 
suggested that rater leniency or severity was not stable over time. The findings of the 
current study were in line with Bonk and Ockey's (2003) findings that rater severity may 
change over time for individuals.  
When it comes to internal consistency in the rating behavior of the judges, all of 
the 14 raters were seemingly qualified raters, as their infit mean square values fell within 
an acceptable range between 0.75 and 1.30 (McNamara, 1996). It should be noted that 
infit mean square values of Raters 46, 11, 22, 1, 45, and 35 were very high (greater than 
1.3) in Spring 2013 and Spring 2014, showing some lack of consistency in raters' rating 
behavior in these semesters. However, Raters 11, 1, 45 and 35 demonstrated 
improvement (i.e., decrease in infit mean square) after their rating experience in the 
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following semester. The results in this study also supported Bonk and Ockey's (2003) 
finding that raters were likely to increase their internal consistency, or intra-rater 
reliability, as they gained more experience. Infit mean squares of Raters 17, 22, 24, 33, 
and 21 sometimes were less than 0.5, which may suggest that ratings of the raters 
provided overly predictable (i.e., overfit) data for the Rasch model. A possible reason for 
the low infit mean square values was that the raters were cautious in avoiding error and 
tended not to place students in the lowest and the highest levels (i.e., 101B and Pass 
levels).  
Reliability estimates for the MFRM analyses were found to be 0.85, 0.56, and 
0.77 in Fall 2012, Spring 2013, and Spring 2014, respectively, indicating the extent to 
which the estimated severity of raters were due to real differences. In other words, the 
high reliability of the MFRM analyses suggested that EPT raters differed in severity 
among themselves. However, it should be noted that the standard errors (S.E.) of 
measurement were found to be fairly high for ratings in Spring 2014 (ranging from 0.71 
to 1.88). High standard errors could indicate lower precision of the estimated difficulty 
levels of the raters, assuming all randomness in the data accorded with the Rasch model. 
The high S.E.'s might result from the low number of essays in the data set (n = 126) as 
compared to other semesters (n = 299 and 391 in Fall 2012 and Spring 2013, 
respectively), which suggested that the data in Spring 2014 did not fit the two-
multifaceted Rasch models. In other words, estimates of severity effects for the EPT 
raters in Spring 2014 might not be precise. The findings of rater severity lent credence 
and plausibility to participant selection for a qualitative investigation into rater's behavior 
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during decision making processes. The qualitative analysis was conducted in the next 
stage of the model-specification phase. 
In brief, the MFRM analysis shed light on severity effects of EPT raters in rating 
behavior. The logit values revealed their severity levels relative to one other. Reliability 
measures confirmed that discrepancies in severity among EPT raters were true 
differences. The analysis suggested that raters fell into two groups. One rater group 
produced unvaried severity levels in different semesters and another group was found to 
be varied in rating behavior. From the results, four raters in the unvaried-severity group 
and one rater in the varied-severity group were chosen. The unvaried group included 
Raters 2, 3, 18, and 22, representing lenient, average, strict, and fairly strict levels, 
respectively. Rater 33 in the varied group was fairly strict in his/her first semester, 
becoming lenient in the next two semesters. I chose more raters for inclusion in the 
unvaried-severity group as compared to the varied group because it was necessary to 
consider the rating history of the raters when choosing participants for my qualitative 
analysis. Experienced professionals' intuition, as Kahneman (2011) warns, can be either 
valid or false. Therefore, in considering the rating history of the raters across the 
semesters, I hypothesized that raters who showed less variation in severity in different 
semesters might attend to sets of text features, which could point to less variation in their 
quality judgments. Consequently, raters in both of the unvaried- and varied-severity 
group were expected to inform a wide range of text features that raters focused on during 
evaluation processes. The selected five raters were recruited to provide think-aloud 
protocols of their thinking while evaluating EPT essay samples. The next section reports 
text features that the five EPT writing raters concentrated on. 
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4.2.  Investigating text features that raters attend to during evaluation processes 
(RQ2) 
To answer Research Question 2  ̶ What text features do raters attend to as 
producing concurrent verbal reports of their thinking while evaluating EPT essays? ̶  a 
qualitative analysis of think-aloud protocols provided by the five EPT raters was 
conducted. Results of Research Question 2 informed a range of written discourse features 
that EPT raters found to be salient when they evaluated students' sample essays. Based on 
these findings, I interpreted and generated appropriate evaluative metrics and variables to 
specify predictive models of human raters' placement decisions. This section is divided 
into two parts, including (a) text feature detection and (b) quantitative variables and 
metrics generation, both of which are expounded below. 
4.2.1.  Text feature detection 
Adapting systematic classifications of evaluative criteria in the EPT Writing 
rubric, I qualitatively analyzed verbal reports of the five selected expert raters to 
investigate text features that they focused on. I identified six main categories of text 
features: Organization, Grammar and Vocabulary, Functional, Mechanics, 
Comprehensibility and Handwriting from the EPT raters' think-aloud reports. The 
Handwriting category was not included in the EPT writing rubric but it was created 
during my qualitative investigation. Table 4.2 presents an overview of the text features to 
which the EPT raters attended while rating student essays. The last column in Table 4.2 
shows the number of respondents that mentioned categories and text features. Figure 4.3 
illustrates the number of raters that concentrated on text features in the six categories.  
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Table 4.2 Typology of text features that EPT raters commented on during evaluation 
processes 
Category Examples of rater's comments n 
1. Organization 
• Use of cohesive 
devices 
(1). [Students] say the good things and the bad things 
but it doesn't flow very well despite they use linking 
adverbials. (Sydney) 
2 
• Paragraph division (2). I don't know why [an example] is in a different 
paragraph. It shouldn't. So organization. This is 
weakness. (Frankie) 
4 
• Prompt relevance (3). This student is in the borderline but one big 
minus is that the prompt is questioning whether we 
should use the ebooks or paper books in our college 
courses, but none of the reasons relate to courses so 
there is a little bit mismatch between the essay and 
the prompt. (Taylor) 
4 
• Thesis statement (4). From the introduction, I don't see the point of 
view of the writer. It is very general and I don't 
understand if this will be about highlighting the 
content or we will see. (Frankie) 
5 
• Topic sentences (5). There are a lot of examples there but I cannot 
find any topic sentence and he kept talking about his 
experience with that. (Corey) 
4 
• Three-paragraph 
structure 
(6). It has a good introduction to talk about different 
people's opinions, two body paragraphs to explain the 
advantage and disadvantages of e-books and 
traditional books, and also makes a conclusion. 
(Corey) 
1 
2. Grammar & Vocabulary 
2.1. Use of time frames (7). I GOT UP AT 6.30 AND HAVE SOME 
SUGAR. Past tense and present tense are used 
inappropriately. (Sydney) 
5 
2.2. Grammatical control 
• Article misuse (8). FOR COLLEGES I WOULD SUGGEST WE 
SHOULD JUST STICK WITH THE HARD COPIES 
OF BOOKS INSTEAD BECAUSE THERE IS 
POSSIBIL THAT A STUDENT CAN CHEAT ON 
TEST BY USING A ELECTRONIC DEVICE. 
Article errors. These are very basic grammar errors. 
1 
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Category Examples of rater's comments n 
(Frankie) 
• Fragments (9). FOR INSTANCE, A & T BOOK STORE, A 
FAMOUS BOOK STORE IN MY HOMETOWN, 
WHICH EMPLOY MORE THAN 1000 WORKERS. 
Many many sentence fragments. (Sydney) 
4 
• Ill-formed verbs (10). IT WILL HURTS OUR EYES IF WE READ 
THE E-BOOKS ALL THE TIME. Bad grammar. 
(Frankie) 
5 
• Incorrect noun forms (11). EVERY SIDES HAS HIS OWN OPINIONS. 
It should be "every side." (Taylor) 
4 
• Negatives (12). HOWEVER, READING A PRINTED BOOK 
ALSO CANNOT WASTE THE PAPER, so I guess 
the arguing is it may not waste the paper because it 
follows the sentence BOOKS ARE EXPENSIVE FOR 
PEOPLE KEEP THEM FOR LONG TIME SO IT 
CANNOT WASTE PAPER. I think it's the problem 
with the use of "cannot." (Sydney) 
1 
• Part-of-speech-related 
errors 
(13). FIRSTLY, IT BRINGS US EFFECT. 
Effectiveness? (Bailey) 
4 
• Run-on sentences (14). NOWADAYS, A LOT OF SMART-
MACHINES ARE INVITED BY BIG COMPANIES 
WHO ALWAYS HAVE A INVITING-GROUP. I 
THOUGH THE REASON WHY SO MANY 
COMPANIES ARE WORKING IN THIS AREA IS 
IT REALLY MEET OUR NEEDS. Run-on sentence 
again. 
3 
• Subject-verb 
disagreement 
(15). E-BOOKS IS VERY POPULAR NOW, 
which has subject-verb agreement problems. 
(Sydney) 
2 
2.3. Syntactic complexity and variety 
• Verb phrase 
complexity 
(16). Expressions are fairly good in terms of 
complex verb phrases like WE MAY HAVE TO 
SPEND. (Sydney) 
1 
• Reduced relative 
clauses 
(17). He's trying to use home high level grammatical 
structures, like reduced clauses which are pretty high. 
(Bailey) 
1 
Table 4.2 (continued) 
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Category Examples of rater's comments n 
• Rhetorical questions (18). Oh he's also trying to ask questions WOULD 
NOT THAT MAKE THINGS EVEN HARDER? 
1 
• Sentence complexity (19). So they're using longer sentences that have 
complex structures although they are not necessarily 
always successful in terms of clearly indicating 
meaning. (Sydney) 
5 
2.4. Vocabulary use   
• Collocational misuse (20). So there are some awkward collocational 
problems with THE FOLLOWING REASONS OF 
MY VIEWPOINT. (Sydney) 
5 
2.5. Conjunction use (21). The student seems to be arguing for fast food 
but no transition into the specific story which begins 
at the second paragraph. (Sydney) 
4 
3. Functional   
• Narration & 
description 
(22). There are a lot of narrative describing lots of 
details but also ineffective comparisons between the 
story they are telling and what the point of the essay 
is. (Sydney) 
2 
• Evidence provision (23). ACCORDING TO THE HARVARD 
UNIVERSITY STUDENTS, MORE THAN 80% 
STUDENTS ANSWERED THAT THEY PREFER 
THE E-BOOKS THAN PAPER FORMS OF BOOK. 
It's good that he quoted some survey's results. 
(Taylor) 
4 
• Example provision (24). AND THE CUSTOMERS DO DO NOT 
NEED TO WAIT FOR A LONG TIME TO GET 
THEIR CHANGES BACK. Ok, this is a good 
example to show how modern conveniences save 
time. (Frankie) 
5 
• Comparison & 
contrast 
(25). The student keeps the same pattern in 
organization comparing the two sides by giving 
examples from himself and in general. (Frankie) 
2 
• Summary (26). IN CONCLUSION, I WOULD CONCEDE 
THAT E-BOOKS ARE GOOD FOR SAVING 
PAPER. DESPITE THAT, I AM THE ONE OF 
PRINTED BOOKS FANS. OVERALL, I PREFER 
TO TAKE AND USE PAPER VERSION BOOKS 
IN VERY AREA. The ideas in the conclusion are 
1 
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Category Examples of rater's comments n 
summarized and concluded. (Frankie) 
• Conditionals  (27). WE MAY HAVE TO SPEND. He did not use 
narration in the past but conditional. (Sydney) 
1 
• Academic word use (28). There's no even a single word that sounds 
academic or anything like that, except for the first 
sentence "essential role, debatable." Beside these two 
words, I cannot pick up the third one that shows his 
language proficiency. (Bailey) 
4 
• Spoken language (29). I FORGOT HOW TO USE GENERAL MAP 
WHEN MY SMART PHONE DEAD OUT OF 
BATTERY. One it's awkward or not typical 
phraseology and, two that there are kind of academic 
style. This is more informal than I expect to see. 
2 
• Overstatement (30). He related to fast food, a little bit 
overstatement I CAN ENJOY THE FOOD AND GET 
THE MOST VALUEABLE WATER IN MY LIFE. I 
doubt he would have the thirst without ATM machine 
or fast food restaurant. (Sydney) 
1 
• Contractions (31). There are a lot of contractions that will be 
something we will encourage students to move away 
from in academic writing. (Sydney) 
1 
4. Mechanics   
• Capitalization (32). WE CAN MAKE ELECTRONIC VERSION 
DOCUMENT WITHOUT PAPERS. THEREFORE, 
WE CAN GET VARIOUS DOCUMENT AS WELL 
AS SAVE SOURCES. Is this one sentence or two 
sentences? It's not clear, because the first word is not 
capitalized "therefore." (Corey) 
1 
• Spelling (33). THOSE TONS OF PEOPLE ALMOST DO 
THE SAME THING DAY BY DAY AND TO 
BUSY. Oh "to busy to have time to watch TV." 
(Frankie) 
3 
5. Comprehensibility   
5.1. Reader's effort   
• Unclear references (34). SOME INDIVIDUALS STILL LIKE TO 
READ NORMAL BOOKS, WHILE MANY 
OTHERS PREFER TO READ E-BOOKS. IN MY 
MIND, I AM THE FAVOR OF THE FORMER ONE. 
The introduction introduces two alternative debates 
4 
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Category Examples of rater's comments n 
rather formulaic-based prompt but actually introduces 
the issue followed by thesis statement, although I 
would like to see that's stated more specifically instead 
of "the former" referential to what came before. 
(Sydney) 
5.2. Development   
• Idea development (35). Within the paragraphs, if you look at the 
paragraph, there's not much. He's listing the three 
reasons. There's not much explanation in between, or 
development. (Bailey) 
5 
• Idea repetition (36). There is a split paragraph and the topic 
sentences are repeating the prompt, like first one 
PRINTED BOOKS ARE STILL MANY PEOPLE'S 
LOVES. It's from the prompt and then the second 
sentence SOME PEOPLE WOULD CHOOSE E-
BOOKS. It's another sentence from the prompt. It's a 
horrible paraphrase from the prompt. It's nothing from 
his ideas. (Bailey) 
5 
• Essay completeness (37). SO, I SUPPORT PAPER. That's it? It seems 
that this student didn't complete the task which is a big 
disadvantage, a big minus. (Taylor) 
3 
• Introductory 
background provision 
(38). Interesting that they do actually have an 
introduction that goes beyond the simple statement of 
the thesis. (Sydney) 
4 
6. Handwriting   
• Illegible handwriting (39). The handwriting is actually impeding my 
comprehension as much as the grammar. (Sydney) 
5 
Notes: n is the number of respondents. Capitalized texts were read aloud directly from 
student essays in the EPT raters' think-aloud protocols. 
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Figure 4.3 Number of respondents attending to text features in each category 
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As can be seen in Table 4.2, under the Organization category, use of cohesive 
devices was employed to achieve cohesion in an essay. Cohesion is referred to as 
"grammatical and semantic relationships which tie a text together" (Paltridge, 2012, p. 
242). The unity of a text is essential as an essay is not a collection of disconnected 
sentences (Halliday & Hasan, 1976, 1985). Two of the five participants in this study were 
found to focus on students' use of cohesive devices when judging essay quality in the 
EPT Writing Test. As presented in Example 1 ("[Students] say the good things and the bad 
things but it doesn't flow very well despite they use linking adverbials"), Sydney seemed to 
perceive a disruption of idea flow via linking adverbials as linguistic cues to connect the 
ideas in a student essay. Apart from the use of cohesive devices, there were several text 
features in the Organization category that were paid attention to during the evaluation 
processes, including paragraph division, prompt relevance, thesis statement, topic 
sentences, and a typical three-paragraph structure. Four raters mentioned paragraph 
division in student essays. For example, Frankie recognized an example that the writer 
used to support his/her point but found the example to be placed in a different paragraph 
(Example 2). Regarding prompt relevance, four of the five raters reported a mismatch 
between the essays and the given prompts. For instance, Taylor probably noticed that the 
reasons for using e-books or paper books provided in an essay did not relate to college 
courses as required in the prompt (Example 3). Thesis statements were referred to by all 
of the five raters, suggesting the importance of a thesis statement as an indication of the 
writer's standpoint. As quoted in Example 4 ("From the introduction, I don't see the point 
of view of the writer. It is very general and I don't understand if this will be about 
highlighting the content or we will see"), Frankie disapprovingly remarked on a test 
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taker's failure to explicate his thesis statement in an essay. While a thesis statement could 
be important to an essay as a whole, topic sentences that four raters took notice of were 
seemingly essential at a paragraph level. In Example 5, Corey recognized the absence of 
topic sentences in many examples that the student gave when describing his/her personal 
experiences. Furthermore, only Corey mentioned a typical structure of three-paragraph 
essays when commenting: "[The essay] has a good introduction to talk about different 
people's opinions, two body paragraphs to explain the advantage and disadvantages of e-
books and traditional books, and also makes a conclusion." It was likely that Corey 
expected that an essay should be basically organized into at least three paragraphs (i.e., 
introductory, body and concluding paragraphs).  
The EPT raters identified a wide range of grammar-and-vocabulary-related text 
features. The entire group of the rater participants (n = 5) were aware of time frames in 
student essays. Sydney detected the inappropriate use of past and present tenses of "got 
up" and "have some sugar" in Example 7. However, only Frankie focused on article 
misuse in the student essays (Example 8). This finding might indicate that articles seemed 
to be the least important in a range of grammatical features. At a sentence level, 
occurrences of fragments caught the attention of the four EPT raters in their essay quality 
evaluation. As demonstrated in Example 9, Frankie was aware of a student's repeated 
failures to construct a sentence grammatically. However, fewer raters (three of the five 
raters) attended to run-on sentences (Example 14). Probably, it was more challenging for 
the raters to detect structural flaws in long sentences. At a word level, all of the raters (n 
= 5) were concerned about the appearance of ill-formed verbs, suggesting students' lack 
of knowledge of basic grammar. As presented in Example 10, Frankie gave a negative 
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comment on a student's finite verb after a modal verb (*will hurts) as "bad grammar." 
Like ill-formed verbs, incorrect noun forms were found to be noticeable to four out of the 
five rater participants. Example 11 showed Taylor's detection of a wrong noun form 
(*sides) that should have agreed with its preceding quantifier "every." Regarding 
negatives, only Sydney took notice of an incorrect instance of negatives that could be 
inferred from the context (Example 12). Errors in negatives were unlikely to be a serious 
mistake probably due to a lack of proofreading during the test. Another possibility was 
that raters tended to overlook mistakes in negatives, because the mistakes were less 
salient during the evaluation process. Furthermore, the think-aloud reports from the 
participants also revealed that four raters paid attention to parts of speech. As presented 
in Example 13, Bailey discovered an erroneous use of "effect" instead of "effectiveness" 
to be appropriate in the context. Considering errors related to subject-verb agreement, 
two raters concentrated on subject-verb disagreement instances (Example 15) when 
evaluating student essays. Subject-verb disagreement tended to be less evident when 
raters focused on the meaning of student essays. 
When it comes to the Syntactic complexity and variety category, interestingly, 
Sydney was the only rater who attended to syntactic complexity at a phrase level as she 
noted the complexity of verb phrases like "we may have to spend" (Example 16). 
Meanwhile, both Bailey and Taylor acknowledged students' attempts to use higher-level 
structures, such as relative clauses (Example 17), despite their unsuccessful efforts. One 
rater was found to appreciate students' use of rhetorical questions, such as "Would not 
that make things even harder?" (Example 18), as indicative of syntactic variety. 
Additionally, the think-aloud protocols revealed that all of the five raters were concerned 
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with syntactic complexity in their placement decisions. The raters were likely to consider 
simple sentences that contain one independent clause as an indication of a lower writing 
ability. For example, while evaluating a student essay, Taylor stated "this student 
expresses his ideas very well and I understand perfectly but it seems the sentences are 
pretty short." Taylor seemingly acknowledged the comprehensibility of the student 
writing, but devalued it in terms of sentence complexity. In another case, Sydney reported 
her first impression on the student's varied sentence structure and praised it for being "so 
very intelligible and complex sentence." However, complex sentences that consisted of 
more than one main clause unnecessarily indicated high ability levels. Sydney 
commented that "[students are] using longer sentences that have complex structures 
although they are not necessarily always successful in terms of clearly indicating 
meaning" (Example 19), suggesting that complex sentences were not always effective. 
With regards to vocabulary and conjunction use, all of the EPT raters mentioned 
collocational issues while evaluating test takers' written responses. Sydney pointed out an 
awkward collocation of the word reasons and the preposition *of, as shown in Example 
20. In assessing student writing performance, four raters also recognized the presence of 
conjunctions in student essays. For example, Sydney highlighted "the student seems to be 
arguing for fast food but there is no transition into the specific story which begins at the 
second paragraph" (Example 21).  
Regarding the Functional category, the EPT raters paid unequal attention to 
functional discourse. The most important functional feature that all of the five raters 
considered was example provision; the reason for this was probably that EPT writing 
prompts required test takers to give examples in order to support their opinions or 
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explanations. Secondary important functional features that a majority of the raters (four 
out of five) concentrated on were evidence provision and academic word use. As 
demonstrated in Example 23, Taylor gave credit for the test-taker's provision of relevant 
figures to strengthen his argument. In Example 28, Bailey openly complained about 
inadequate use of academic words in a student essay, stating that "[t]here's no even a 
single word that sounds academic or anything like that, except for the first sentence 
essential role, debatable. Beside these two words, I cannot pick up the third one that 
shows his language proficiency." The findings might suggest that evidence provision and 
academic word use were crucial functional features in academic writing. In contrast, the 
least noticeable functional features that only one rater considered included summary, 
conditionals, overstatement, and contractions, as illustrated in Examples 26, 27, 30, and 
31, respectively. Contractions, as Sydney suggested, should be discouraged in student 
academic writing. Hence, frequent occurrences of contractions in an essay might indicate 
that a student lacked knowledge about academic writing. Fewer raters (two out of five) 
concerned narration-description and comparison-contrast discourse, as well as spoken 
language in student essays (Examples 22, 25, 29, respectively). These results could 
indicate that students' deficiency in these functional features might be less salient, or 
probably tolerable, to the raters during their essay evaluation. 
Unlike other categories, features in the Mechanics category were the least 
noticeable to the EPT raters. Only Corey attended to "therefore" which was not 
capitalized when identifying sentence boundaries as presented in Example 32. Regarding 
spelling mistakes, the EPT raters were unlikely to pay close attention to misspellings in 
student essays. When performing think-aloud tasks, three raters repeated or made non-
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verbal expressions, such as pausing and giggling, as they tried to figure accurate spellings 
of the noted mistakes.  
As for the Comprehensibility category, unclear references were closely observed 
by the raters (n = 4). As Sydney commented on ambiguity in student writing as 
illustrated in Example 34, "[t]he introduction introduces two alternative debates rather 
formulaic-based prompt but actually introduces the issue, followed by thesis statement. 
However, I would like to see that's stated more specifically instead of the former 
referential to what came before." The statement revealed that unclear references might be 
strongly associated with readers' effort. Moreover, from the raters' think-aloud reports, 
development-related text features were found to contribute to the EPT raters' operational 
criteria used in assessing student writing ability. Regarding idea development, like other 
raters, Bailey expressed her discontent at student's under-developed body paragraphs, 
commenting that "[w]ithin the paragraphs, if you look at the paragraph, there's not much. 
He's listing the three reasons. There's not much explanation in between, or development" 
(Example 35). Bailey also added that idea repetition, for example prompt wordings, 
indicated test takers' inability to rephrase a prompt in their own language (Example 36). 
Furthermore, it is worth noting that in judging essay development, unlike the other four 
raters, Taylor gave little credit for incomplete essays. After reading a one-sentence 
conclusion ("So, I support paper"), Taylor complained that the failure to complete the 
task was "a big minus" (Example 36). Moreover, providing introductory background 
information was likely to give a positive initial impression to the four EPT judges at a 
set-up stage of an essay. For instance, Sydney found it interesting when students "[did] 
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actually have an introduction that goes beyond the simple statement of the thesis" 
(Example 38). 
Unexpectedly, all of the five raters reported that illegible handwriting might 
influence their reading efforts, error detection or the transparency of the sample essays 
(Example 39). The finding was in line with previous studies' (Mei & Cheng, 2014; 
Milanovic, Saville, & Shen, 1996; Vaughan, 1991). Consequently, although placement 
results were claimed to be independent of student handwriting, poor handwriting was 
likely to affect human raters' quality judgments.  
In brief, the collected verbal reports of the EPT Writing raters revealed a variety 
of text features that the raters noticed during their rating processes. These written 
discourse features enabled me to generate evaluative variables and metrics. The next 
section presents variables and metrics that were generated as well as their underlying 
hypotheses.  
4.2.2. Quantitative variables and metrics generation 
In order to build a predictive model of human reader ratings, a range of linguistic 
features that were extracted from the EPT raters' verbal reports during evaluation 
processes, as presented in the previous section, were interpreted to identify a wide range 
of quantitative measures. In general, in order to capture evaluative criteria that the raters 
focused on, I generated three groups of variables: (a) frequency counts; (b) written 
discourse length; and (c) evaluative metrics. This section introduces the three variable 
groups, details 52 evaluative measures, and clarifies underlying hypotheses of the 
measures (Table 4.3). 
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First, frequency count variables that were associated with occurrences of targeted 
text features in student essays would provide evidence of learners' ability to produce 
given linguistic features or inadequate knowledge about them. For example, the absence 
of topic sentences (n = 0) probably indicated that a writer failed to state a main idea of a 
paragraph. The appearance of a topic sentence in each paragraph possibly showed the 
writer's ability to convey main messages in the paragraph. However, erroneous instances 
involving articles in an essay, for example, would demonstrate that article use could be 
problematic for a student writer.  
Second, quantitative variables relating to written discourse length in EPT essays, 
such as introductory background length, thesis statement length, and last paragraph 
length, could reflect the amount of language production of given discourse features in 
student essays. Each word that fits into a discourse feature was defined as the unit of 
discourse length. In other words, the number of words in each discourse feature would 
exhibit the degree to which a target feature was developed in an essay. For example, the 
more words an introductory section contained, the more background information the 
introduction might provide. Thesis statement length is another example of quantitative 
variables relating to written discourse length. The absence of a thesis statement (n = 0) 
probably indicated that a writer failed to specify his/her position. The longer a thesis 
statement was, the more details the writer might provide in his/her thesis statement. 
Third, evaluative metrics, such as means or ratios, could account for two 
measurements. It should be noted that evaluative metrics may serve as an alternative 
measure that could represent more than one targeted feature. For example, the average 
words per sentence could be indicative of the average length of sentences, might could 
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reflect syntactic complexity with the use of long sentences in an essay. However, larger 
means of words per sentence might flag possible run-on sentences. A ratio of the number 
of verbs in present tenses to the number of verbs in past tenses, for instance, was likely to 
reveal how students controlled time frames in their essays. If a high ratio indicated a large 
majority of present tense verbs as compared to a few past tense verbs, those past tense 
uses were likely to be incorrect. Type-token-ratio (TTR) variables such as type-token 
ratios of academic words, trigrams, and four-grams could represent diversity in an essay. 
If the ratio approached to 1, the text features were diverse. In contrast, low ratios might 
suggest repetition in a student essay. 
In summary, extensive qualitative findings of evaluative text features that raters 
focused on allowed for evaluative variable generation. Three major types of variables 
(i.e., frequency counts, written discourse length, and evaluative metrics) were obtained in 
order to quantify EPT raters' operational criteria in evaluating student essays. It should be 
noted that illegible handwriting was excluded from variable generation, because the EPT 
Writing Test claimed that student handwriting was not assessed and placement decisions 
were not influenced by student handwriting. This section continues to detail 52 
quantitative measures of text features that EPT raters attended to (see summary in Table 
4.3). The second column shows the target category that the measures intended to address. 
The last column presents underlying hypotheses of the measures. 
From the 52 variables, 36 variables were chosen to be analyzed in the whole EPT 
corpus for several reasons. First, a preliminary analysis of text-feature distribution in the 
collected EPT corpus revealed low frequency counts of text features, like rhetorical 
questions, verb phrases that have more than two elements, negatives and contractions in 
195 
 
 
 
Table 4.3 Quantitative measures of textual features that EPT raters attended to during evaluation processes 
No Target category  Measure Underlying hypothesis of the measure 
 1. Organization    
1.  Use of cohesive devices  Linking adverbial counts* The frequent use of linking adverbials could more or less 
account for semantic relations in an essay. 
2.  Thesis statement  Thesis statement length* The absence of a thesis statement (n = 0) probably indicated a 
writer failed to specify their position. The longer a thesis 
statement was, the more specific it was. 
3.  Topic sentence  Topic sentence counts* The absence of topic sentences (n = 0) probably indicated a 
writer failed to state a main idea of a paragraph. The appearance 
of a topic sentence in each paragraph possibly conveyed main 
messages in the paragraph. 
4.  Prompt relevance Number of content word types 
resembling the prompt 
More content word types that resembled content words in the 
prompt perhaps showed that a writer addressed the prompt. 
5.  Prompt relevance Number of content word tokens 
resembling the prompt 
More content word tokens that resembled content words in the 
prompt perhaps showed that a writer addressed the prompt. 
6.  Paragraph division and 
three-paragraph structure 
Paragraph counts* An essay is conventionally organized in at least three paragraphs 
(i.e., introduction, body, and conclusion). An essay with less 
than three paragraphs might be poorly structured.  
 2. Grammar & Vocabulary   
 2.1. Use of time frames   
7.  Use of time frames Number of verbs in present 
tenses* 
Occurrences of present tenses might reveal students' uses of 
general facts, and habitual actions to develop their essays. 
8.  Use of time frames Number of verbs in past tenses* Occurrences of past tenses may indicate that students recounted 
events and personal experiences in the past to develop their 
essays.  
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No Target category  Measure Underlying hypothesis of the measure 
9.  Use of time frames Ratio of the number of verbs in 
present tenses to the number of 
verbs in past tenses* 
A ratio of present tenses to past tenses was likely to reveal how 
students controlled over time frames in their essays. If a high 
ratio indicated a large majority of present tense verbs as 
compared to a few past tense verbs, those past tense uses were 
likely to be incorrect.  
 2.2. Grammatical control   
10.  Article-related errors Number of incorrect uses of 
articles* 
The more often incorrect uses of articles occurred, the more 
serious problems a student writer had with articles.  
11.  Fragments Number of incomplete 
sentences/ fragments* 
Frequent occurrences of fragments would indicate that a student 
writer had problems with fragments. 
12.  Ill-formed verbs Number of ill-formed verbs* Occurrences of ill-formed verbs in an essay might show that a 
student writer had incomplete knowledge of verb forms. 
13.  Noun-form-related errors Number of wrong forms of 
count and uncount nouns 
(singular or plural)* 
Incorrect uses of noun forms in an essay might show that a 
student had difficulties with noun forms. 
14.  Negatives Number of negatives (e.g., not, 
no, nor and n't) 
If a student used more negatives in his/her essay, there was 
higher likelihood that the writer mistakenly used them as 
compared to affirmatives. 
15.  Part-of-speech (POS)-
related errors 
Number of part-of-speech-
related errors* 
POS-related errors could reveal a student's inadequate 
knowledge of parts of speech. 
16.  Run-on sentences Number of run-on sentences* Frequent appearance of run-on sentences could signify a student' 
inadequate knowledge of long-sentence structures. 
17.  Subject-verb 
disagreement  
Number of subject-verb 
disagreement instances* 
The more frequently subject-verb disagreement instances 
occurred, the more difficulties a student writer had with subject-
verb agreement. 
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No Target category  Measure Underlying hypothesis of the measure 
18.  Quantifier misuse Number of quantifier-related 
errors* 
The more often quantifiers a writer misused in an essay, the 
more serious problems the writer had with quantifiers. 
 2.3. Syntactic complexity and variety   
19.  Sentence complexity Number of simple sentence or 
only one main clause* 
The more repeatedly simple sentences occurred, the less 
complexity sentence structures in the essay. 
20.  Sentence complexity Number of compound-complex 
sentences* 
The more repeatedly compound and/or complex sentences 
occurred, the more complexity sentence structures in the essay. 
21.  Sentence complexity Average number of words in 
each sentence* 
An essay that had higher average numbers of words in each 
sentence tended to have longer sentences. The lower words per 
sentence might reflect short sentences in the essay.  
22.  Verb phrase complexity Number of verb phases that 
have more than two elements 
The more frequently verb phrases that had more than two 
elements appeared, the more complex verb phrases were. 
23.  Rhetorical question Number of rhetorical questions Occurrences of rhetorical questions in an essay could exhibit 
varied sentence types in the essay. 
24.  Reduced relative clauses Number of reduced relative 
clauses 
Occurrences of reduced relative clauses in an essay could 
demonstrate varied sentence types in the essay. 
 2.4. Vocabulary use   
25.  Collocational misuse 
(i.e., prepositional and 
lexical collocations) 
Number of preposition-related 
errors* 
The more regularly errors of prepositions and lexical 
collocations were found in an essay, the more serious problems a 
writer had with collocations.  
Number of lexical-collocation-
related errors* 
 2.5. Conjunction use   
26.  Conjunction use Number of conjunctions* Occurrences of conjunctions in an essay may demonstrate a 
writer's knowledge of conjunctions. 
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No Target category  Measure Underlying hypothesis of the measure 
 3. Functional    
27.  Narration & description Number of words in narrative 
and descriptive discourse  
The presence and frequency counts of narrative and descriptive 
discourse in a student essay revealed the student's use of 
narrative and descriptive discourse. 
28.  Evidence provision Number of words in discourse 
that provides evidence 
The presence and length of written discourse that provided 
evidence in an essay suggested the student's provision of 
evidence to make his/her writing convincing. 
29.  Example provision Number of words in discourse 
that provides example(s) 
The presence and length of discourse that provided example(s) 
demonstrated the student's provision of example(s) to illustrate 
their point(s) of view. 
30.  Comparison & contrast Frequency counts of discourse 
features that suggest 
comparison and contrast (e.g., 
similarly, in the same way, 
differently, however, but, etc.) 
More discourse features that suggested comparison and contrast 
in an essay exhibited the student's use of comparison and 
contrast discourse. 
31.  Summary Number of summary markers 
(e.g., overall, in brief, in 
conclusion, altogether, etc.) 
More summary markers in an essay exhibited the student's use of 
summary discourse. 
32.  Conditionals Number of conditional markers, 
e.g., if, unless, assuming (that), 
as long as, would, might, etc. 
Higher frequency of conditional markers in an essay perhaps 
revealed the student's use of conditional discourse. 
33.  Academic word use Number of academic word 
types* 
The more frequently academic word types occurred in an essay, 
the better vocabulary the writer had. 
34.  Academic word use Number of academic tokens*  The more frequently academic word tokens occurred in an essay, 
the better vocabulary the writer had. 
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No Target category  Measure Underlying hypothesis of the measure 
35.  Academic word use Ratio of types to tokens of 
academic words* 
A higher ratio of academic word types to academic word tokens 
might indicate greater diversity of academic lexicon (i.e., lexical 
diversity) in a student essay. 
36.  Spoken language Number of words that suggest 
spoken language (e.g., stuff, 
guy, anyway, no way)  
More spoken language used in an essay could reveal an informal 
writing style.  
37.  Contractions Frequency counts of 
contractions 
The more regularly contractions occurred in an essay, the more 
informal the essay would be. 
 4. Mechanics   
38.  Capitalization Number of capitalization errors Frequent capitalization errors would exhibit a student's problems 
with capitalization or a lack of editing work. 
39.  Spelling Number of spelling errors Spelling errors would demonstrate a student's problems with 
spelling or a lack of editing work. 
 5. Comprehensibility   
 5.1. Reader's effort   
40.  Unclear references Number of pronouns* The more often pronouns occurred in an essay, the more likely 
raters-readers were to find them ambiguous. 
41.  Unclear references Number of demonstratives (e.g., 
this, that, these, those)* 
The more often demonstratives occurred in an essay, the more 
likely raters-readers were to find them ambiguous. 
42.  Unclear references Number of semi-determiners 
(e.g., former, latter, such, etc.)* 
The more often semi-determiners occurred in an essay, the more 
likely raters-readers were to find them ambiguous. 
 5.2. Development   
43.  Idea development Number of words (whole 
essay)* 
 
The more words an essay contained, the more developed it was. 
199
 
 
Table 4.3 (continued) 
200 
 
 
 
No Target category  Measure Underlying hypothesis of the measure 
44.  Idea development Number of words in the first 
paragraph* 
The more words the first paragraph contained, the more 
developed it was.  
45.  Idea development Number of words in the second 
paragraph* 
The more words the second paragraph contained, the more 
developed the paragraph was. 
46.  Idea development Number of words in the third 
paragraph* 
The more words the third paragraph contained, the more 
developed the paragraph was. 
47.  Idea development Number of sentences* The more sentences an essay had, the more developed the essay 
was. If there were many short sentences in an essay, words per 
sentence would be low.  
48.  Idea development Average number of sentences 
per paragraph* 
As compared to other essays, if an essay had more sentences per 
paragraph, it was likely that the paragraphs were more 
developed. Another possibility was that sentences in the essay 
tended to be short. 
49.  Idea repetition Ratio of trigram types to 
tokens* 
If the ratio approached 1, trigrams were diverse, suggesting that 
there would be less repetition in a student essay.  
50.  Idea repetition Ratio of four-gram types to 
tokens* 
If the ratio approached 1, four-grams were diverse, suggesting 
that there would be less repetition in a student essay.  
51.  Introductory background 
provision 
Number of words to provide 
introductory background 
information* 
 
 
The more words an introductory section had, the more 
background information the introduction might provide. 
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No Target category  Measure Underlying hypothesis of the measure 
52.  Conclusion/ Incomplete 
essay 
Number of words in the last 
paragraph* 
The more words in the last paragraph, the more likely a student 
was to complete an essay. If there was no conclusion paragraph 
(i.e., the last paragraph was a body paragraph), the number of 
paragraphs in the essay would be fewer.  
Notes: 
* indicates that a measure of a text feature was targeted in this project. Detailed descriptions of linguistic features to be obtained in this 
project are discussed in Chapter 3 (Methodology), Section 3.7.3.1 (Targeted text features) on page 99. 
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EPT essays. These variables would not be helpful in accounting for linguistic variability 
in student essays. Second, prompt-related variables, such as types and tokens of content 
words resembling the prompt, were also excluded because prompt-specific models were 
not targeted in this project. Third, mechanics-related features, like capitalization and 
spelling, were also excluded from analysis in the current study. The exclusion of the 
mechanics-related features resulted from the fact that EPT rater participants of this 
project were not inclined to pay close attention to these features in EPT essays. Finally, 
due to the feasibility of this project, some functional discourse features, like narrative-
and-descriptive, evidence provision, example provision and conditional markers, were 
not captured. Other functional features such as comparison-and-contrast and summary 
were more or less retrieved in linking adverbial counts (e.g., similarly, however, and in 
summary). After I generated evaluative variables and metrics, I conducted a corpus-based 
analysis of 297 EPT essays to provide a quantitative dataset for investigating linguistic 
variation in student writing. An analysis of the linguistic differences in EPT essays 
corresponding to placement levels is reported in the next section.  
4.3. Exploring linguistic differences in EPT essays corresponding to placement levels 
(RQ3) 
To answer Research Question 3  ̶ In what ways do linguistic differences in written 
discourse produced by test takers correspond to placement levels (i.e., 101B, 101C, and 
Pass) in the EPT Writing Test? ̶  a range of statistical procedures were conducted on the 
multivariate dataset of 297 EPT essays to shed light on differences in written discourse 
feature profiles for the three placement levels. The report in this section is divided into 
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three parts: (a) descriptive analysis; (b) principal component analysis; and (c) profile 
analysis. 
4.3.1. Descriptive analysis 
Descriptive analysis was intended to describe the data distribution of 36 variables 
for the three placement groups (i.e., 101B, 101C and Pass). This section reports a 
summary of important distribution patterns that emerged in the data. A detailed 
descriptive analysis is provided in APPENDIX Q. Results of the descriptive analysis 
could suggest potential differences among the groups and possible unhelpful variables for 
distinguishing the three placement levels. 
As for the 101B group, students who were judged as producing low quality essays 
appeared to show larger variability than other groups. The highest means of the 101B 
group in variables relating to grammatical control could suggest that 101B students 
generally had difficulties with grammar. Students who produced the lowest-rated essays 
could have also found collocations problematic. Moreover, the largest standard deviations 
might reveal more variation in grammatical mistakes among 101B students.  
In contrast, lower medians and narrower distribution ranges in the Pass group 
might indicate that test takers who passed the test were unlikely to have difficulties in 
grammar. Additionally, students who passed the EPT Writing Test generally appeared to 
produce long sentences correctly with regard to syntactic complexity. Furthermore, 
students who met the English requirement for writing skills seemed to have no problems 
with collocations.  
Regarding students who were placed in 101C classes, the distribution of 
conjunctions in the three groups revealed that 101C students were unlikely to use as 
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many conjunctions to connect words or clauses as other groups. A prominent distribution 
pattern of academic-word-related variables suggested that 101C-rated essays not only 
showed slightly more academic words (academic word types and tokens) but also 
contained more varied academic words (academic word type-token ratio) than other 
essays. 
It should be noted that several variables might not be very helpful in 
differentiating the three placement levels, such as variables relating to the reader's effort, 
the length of introductory background and type-token ratios of n-grams. Although 
pronouns were likely to be used more frequently than demonstratives and semi-
determiners, semi-determiners, such as the first,and the latter, were used with equally 
diminished frequency in all three groups. Distribution patterns of pronouns, 
demonstratives and semi-determiners were similar for the three placement groups, 
possibly indicating that the variables relating to readers' effort may not be useful in 
differentiating the placement levels of the EPT Writing Test. Furthermore, introduction 
background discourse was infrequently provided in the essay corpus. Repetition in 
student essays (trigram and four-gram type-token ratios approaching 1) was unlikely to 
be detected in EPT essays. 
In brief, this section summarized the data by comparing the distribution of each 
variable in the three placement levels. The descriptive analysis could be helpful in 
detecting possible patterns emerging from the data of the comparative groups. Results of 
the descriptive analysis revealed considerable variation in distribution patterns of the 
three placement levels (i.e., 101B, 101C and Pass) on different categories and variables. 
However, several variables might not be useful as individual variables. Therefore, in 
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order to further explore hidden and meaningful relationships among the variables, 
Principal Component Analysis (PCA) was conducted to describe linear combinations of 
variables that accounted for maximum variance in the data. Results of the PCA are 
reported in the next section.  
4.3.2. Principal Component Analysis 
The previous section provided the descriptive analysis of 36 variables that 
quantified the targeted text features in student essays to address Research Question 3 
about linguistic differences in EPT essays across the three placement levels. Unlike the 
descriptive analysis that described each variable, the Principal Component Analysis 
(PCA) in this section aimed to describe linear combinations of variables that accounted 
for maximum variance in the data. The PCA was quite useful in reducing a high-
dimensional dataset to a smaller set of variables because all of the 36 variables were 
likely to correlate with each other. In deciding on the number of principal components 
(PCs) to be retained in the data analysis, I considered three sources of information, 
including (a) a screeplot; (b) proportion of total variation; and (c) interpretations of the 
PCs. 
A screeplot as shown in Figure 4.4 represents the fraction of total variance in the 
data explained by each PC. The screeplot arguably revealed two possible solutions such 
that the variance would be maximized. The first solution appeared to be the extraction of 
four or five PCs (i.e., the first breakpoint around four or five PCs). The second solution 
involved the extraction of seven PCs (i.e., the second breakpoint at seven). 
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Figure 4.4 A screeplot of variances explained by the first 10 principal components. Two 
breakpoints (the first at four or five, and the second at seven principal components) 
suggested two possible solutions. 
 
From Table 4.4's presentation of the proportion of total variance, four or five 
components could explain 34% to 39% of the variation. Seven PCs could account for up 
to 49% of the variation in the data. If only four or five components were retained, the 
accumulated percentage of explained variance (34% or 39%) would suggest a relatively 
low possible variance. Therefore, in order to capture as much variance in the data as 
possible (49%), seven components were selected for preservation, leaving approximately 
51% of the variance unexplained. 
Table 4.4 Proportion of total variance explained. The chosen seven principal components 
could explain 49% total variance. 
PC1 PC2 PC3 PC4 PC5 PC6 PC7 
Standard deviation 1.99 1.78 1.65 1.50 1.44 1.41 1.22 
Proportion of Variance 0.11 0.09 0.08 0.06 0.06 0.05 0.04 
Cumulative Proportion 0.11 0.20 0.27 0.34 0.39 0.45 0.49 
 
In interpreting the seven PCs, it was important to investigate component loadings 
as presented in Table 4.5. Component loadings were correlations between the variables 
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and the components, ranging from -1 to +1. The loadings showed the extent to which a 
variable contributed to the components. In order to make the PCs interpretable, I 
performed Varimax rotations on the seven PCs. The rotations were intended to minimize 
the number of variables contributing to a PC. The Varimax method helped prevent 
correlations among the PCs. Hence, the extracted PCs were orthogonal. A full original 
component matrix of variable loadings for the seven PCs is provided in APPENDIX R. 
Each of the extracted PC is discussed in further detail below. 
Table 4.5 Rotated component matrix of variable loadings for a seven-principal-
component solution 
Text features PC1 PC2 PC3 PC4 PC5 PC6 PC7 
1. Organization 
Linking adverbial counts 0.24 -0.11 -0.11 
Thesis statement length  -0.10 0.12 
Topic sentence counts -0.19 0.37 
Paragraph counts  -0.12 0.47 
2. Grammar & Vocabulary 
2.1. Use of time frames 
Verbs in present tenses  0.10 -0.49 0.24 
Verbs in past tenses  0.58 0.17 
Ratio of present-past verbs  -0.56 
2.2. Grammatical control 
Fragments  0.39 0.11 
Run-on sentences 0.13 0.50 
Verb-form-related errors  0.10 0.31 0.18 0.10 
Subject-verb disagreement 
instances  0.32 
Part-of-speech-related errors  0.10 0.32 -0.14 
Noun-form-related errors  0.40 -0.16 
Quantifier misuse  0.10 
Article-related errors  0.40 -0.15 
2.3. Syntactic complexity 
Simple sentences  -0.53 
Compound-complex 
sentences  -0.11 -0.10 -0.60 
Words per sentence    0.46 -0.13 -0.11 0.25 
2.4. Vocabulary use 
Collocational misuse  0.24 
2.5. Conjunction use 
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Text features PC1 PC2 PC3 PC4 PC5 PC6 PC7 
Conjunction counts  0.34 0.17 -0.13 
3. Functional 
Academic word types 0.14 -0.46 
Academic word tokens  -0.14 -0.53 
Academic word type-token 
ratio  0.44 
4. Comprehensibility 
4.1. Reader's effort 
Pronoun counts 0.39 
Demonstrative counts 0.17 
Semi-determiner counts  0.12 
4.2. Development 
Text length -0.46 -0.15 
First paragraph length -0.21 -0.44 0.12 
Second paragraph length -0.19 -0.13 -0.10 0.11 0.25 
Third paragraph length -0.19 0.25 0.15 
Sentence counts -0.34 -0.35 0.10 
Sentences per paragraph -0.21 -0.45 -0.25 
Trigram type-token ratio 0.33 -0.11 -0.16 -0.18 0.13 
Four-gram type-token ratio 0.19 0.16 
Introductory background 
length  -0.18 -0.13 -0.11 -0.20 
Last paragraph length -0.19 -0.29 
Note: Salient loading values (greater than |± 0.3|) are printed in bold. 
As far as the first PC is concerned, findings indicated that PC1 related to a 
contrast between variety-related variables and development-related variables, accounting 
for the greatest variance in the data (11%). Table 4.5 showed that PC1 was composed 
primarily of academic word type-token ratio (0.44), text length (0.46), sentence counts 
(0.34), and type-token ratio of trigrams (0.33). Interestingly, several variables that were 
less salient (i.e., loadings less than 0.3) at the two poles of the first PC belonged to the 
same text-feature categories as the salient variables. Specifically, Figure 4.5 showed that 
positive loadings in the first PC were derived variables from type-token ratios of 
academic words (0.44), trigrams (0.33), four-grams (0.19), all of which may point to 
variety of the given text features. In contrast, a range of development-related variables 
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produced negative loadings, for example, text length (0.46), sentence counts (0.34), 
sentence mean per paragraph (0.21), first paragraph length (0.21), third paragraph length 
(0.19), and introductory background length (0.18). In order to illustrate how the variables 
functioned in the first PC, two student essays that yielded the highest and lowest first 
component scores were selected (Table 4.6). The positive example (PC1MAX = 5.55) was 
characterized as a relatively short essay, but showed a diversity in language use. 
Conversely, the negative example (PC1MIN = - 5.88) was seemingly more developed, but 
words and phrases in the essay were rather limited and repeated (e.g., "will choose, will, 
the paper version, can save some"). Based on the PC loadings and the essay samples with 
extreme PC scores, PC1 could be interpreted as representing inadequate development, but 
varied language use in student essays. 
 
Figure 4.5 Loadings of variables in the first principal component generally suggested a 
contrast between development and variety in student essays. The strongest negatively 
loadings were sentences per paragraph and text length. The negative pole of PC1 also 
included a range of other development-related variables (e.g., first paragraph length, third 
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paragraph length, second paragraph length, and introductory background length). In 
contrast, positive loadings were type-token-ratio variables, indicating the variety of given 
text features, such as academic words, trigrams, and four grams.  
 Table 4.6 Examples of student essays with extreme PC1 scores. PC1 was likely to 
represent a contrast between development and variety in student essays. The positive 
example was characterized as a relatively short essay but demonstrated a diversity of 
word use. Conversely, the negative example was seemingly more developed, but 
academic word use was rather limited and repeated. 
Positive example of PC1 score (PC1MAX = 5.55) 
From this figure, it is conceivable that people who have engineering 
bachelor's degree are able to get the highest salary when they graduate from 
school, students majoring computer science get the second position on the average 
salaries, which is only $2500 lower than engineering. Those who studied 
humanities are paied the least salaries when they go to work. I believe the reason 
why we get this situation is because the human society is developing, it is not hard 
to find out that higher paid career areas are more relative to human's daily life. 
For example, engineering, which contains ciil engineering, agriculture 
engineering, chemical engineering etc., all of this are close to our life, we need to 
build bridges and railways to connect every corner of the world, and built houses 
for people to live, which is the duty of civil engineer 
To get more production of food, and harvest them with less time and less 
energy, we need argriculture engineer to create different machines to help with 
it.This situation is more clear in developing countries, for example, in China, just 
take my hometown in case, we have many buildings are being built and especially 
in the transportation areas, a lot of projects are come out, people who have talent 
in engineering is always in demond  
(Essay F14_U_0575, 101C) 
Negative example of PC1 score (PC1MIN = - 5.88) 
Nowadays, an army of people prefer to use e-Books, In their opinion, the 
e-Books are cheaper than the paper versions. There're still some people continue 
to use the traditional books which are made by paper. They think the paper 
versions are good for their eyes and the original always be the best. In my 
perspective, I would like to be used electronic copies (e-Books) in my college. I 
have three reasons. 
To begin with, e-Books got a very good price. Take me as an example, I'm 
an international student. To be honest, everytime when I go to bookstore and buy 
textbook. The price of the books will kill me. It's almost like $99.99 or $50.99. 
For the International student, they don't have lots of money. After they buy the 
paper books; I mean the text book made by paper. They will not have enough 
extra money to by the other books they like. For me, I like Hunger Games. If I 
buy the paper versions. It will cost a lot. How about I buy the electronic copies. 
It's like $10 or $20 online. So why don't I choose the cheap one, so that I can buy 
more books I want to read. I will choose the electronic copies because their cheap. 
Secondly, the e-Books are good for environment. There's a research I saw 
recently, in China. There're lots of tree cut down in order to made paper, almost 
211 
 
 
8%. For the e-Books, they can save in the computer of Ipad. It's green. E-books 
are made by program, but the paper versions are made by paper. The paper is 
made by wood which will not good for environment. According that, I will 
choose e-Books, because it's green, and I can save some wood by do this way. 
Third of all, use e-Books can save some space. People can save their e-
Books in their PC, loptop or Ipad. When they want to use it they can find them 
quickly. But as the paper books, people need to find a palce to save them. I have a 
friend who really love to read books. Every time I went to this house. his house 
covered by the books inside, even his carpet was made by several books. Why 
don't him choose the e-Books, it will save some space. As we know that some 
paper versions are too heavy to carry. If people carry several heavy books, I 
believe his backpack will not have enough room to carry more staff. So I will 
choose e-Books. The reason is they are easy to bring and they can save some 
store space. 
In conclusion, I decide to choose e-Books in my college life, because 
they're cheap, easy to bring. The most important one is they are green. As what I 
though, I would like to choose electronical version.(Essay F13_UG1_050; 101C) 
Note: Academic words from the Academic Vocabulary List (Gardner & Davies, 2014) 
are underlined. Words or phrases that were frequently repeated are printed in bold. 
 
PC2 included nine variables (Figure 4.6) and accounted for 9% of the total 
variance in the data. The strongest positively loading variables on the second PC were 
paragraph counts (0.42) and topic sentence counts (0.37), both of which were 
organization-related features. However, the strongest negatively loading variables on 
PC2 were two development-related variables, i.e., first paragraph length (0.44) and 
sentences per paragraph (0.45). Moreover, the negative end of PC2, as shown in Figure 
4.6, was also associated with other development-related variables, such as trigram type-
token ratio (0.33), introductory background length (0.13), and last paragraph length 
(0.19). Therefore, PC2 appeared to identify a distinction between organization and 
development in student essays. The interpretation of PC2 was supported by a close 
examination of essay samples that had the highest and lowest PC2 scores (Table 4.7). The 
positive example (PC2MAX = 3.9) exhibited a clear essay structure with an introduction, 
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body paragraphs and a conclusion. Alternatively, the negative example (PC2MIN = -14.1) 
contained only one paragraph although the passage appeared to be developed. 
 
Figure 4.6 Loadings of the second principal component revealed a contrast between 
organization and development. The strongest positively loading variables were 
organization-related variables, such as paragraph counts and topic sentence counts. The 
strongest negatively loading variables were two development-related variables (i.e., 
sentences per paragraph and first paragraph length). 
Table 4.7 Examples of student essays with extreme PC2 scores. PC2 seemed to identify a 
contrast between organization and development in student essays. The positive example 
exhibited a clear organization with the introduction, body paragraphs, and the conclusion, 
but limited paragraph development. Alternatively, the negative example contained only 
one paragraph that appeared to be developed.  
Positive example of PC2 score (PC2MAX = 3.9) 
As the age of computers becomes more prevalent in our society and world, 
the use of computers has increased ten-fold in the past few years. People find 
computers easier to use as it can be used for a variety of purposes such as 
calculation of data, storage of data and other miscellaneous activities.  
As the use of computers increases, the dependence of paper as a medium 
to record information and data has been decreasing. People of this generation are 
increasingly using computer to read documents and books. 
I prefer to read e-books or electronic copies rather than the paper version 
because I feel that the advantages of the electronic version outweigh the 
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advantages of the paper version. 
Firtly, the ease of obtaining electronic copies of documents is rapidly 
increasing. Electronic copies of files and documents can be sent to a large number 
of people in just a short while by using cloud services, file-sharing, emails, etc. 
On the other hand paper documents take longer to circulate among people. 
Secondly, electronic documents and files can be edited easily and saved 
immediately, which cannot be done so easily with paper documents. 
One of the main advantages for paper version of the documents is that 
paper documents can be used as original documents, that cannot be changed very 
easily. On the other hand original electronic documents are not so safe because 
they can be changed in any way. 
Hence, this shows that other than a few advantages of paper based 
documents, advantages of electronic documents are far more. (Essay 
F13_UG1_028, Pass) 
Negative example of PC2 score (PC2MIN = - 14.1) 
I think only someone who has experiened for some nerberhold. If youre in 
the country, you can feel some sad, because your just only one in somewhere, no 
family, no father and mothe to help you, you are not happy anymore, If you sad, I 
think I can help you, the solution is you nerbohoud. China has a long time 
sentence, that "far away family not feel closed nerborhold, I think that's right 
bcause If you are study abord other countries, farther and mor the can't help you, 
just you can help yourself, but something you can't finish by yourself. So, 
nerborhod is your best friends, I remember I have got some trouble in Fall 2010, I 
with my friend go to play basketball. we are so fappy, but when I jump up go to 
fifty get the ball, I break my right ankel. I was Feel so pain, I can't move anymore. 
I so sad, I can't help myself, but I need help, father and mother and family not 
here, who can help me! I think I will be dead, but think not happen, my nerber got 
my friend phone, he come to my place, they told me, relax, you can feel better. I 
can't remember after 12 hours happen. When I wake up. I sleep in the hosipital 
bed, I can't feill pain. I open my eye, my mother stand by me hed, I know I am 
safe. Now and I know I had take theathey, my right ankel connect. I think when I 
cand walk, I will must to be thanks my neibor, If not they are help, I think I will 
be dead, after, I have talk to my father and mother this happen, they are so happy, 
and told me, when I get better, I need take some food and gift to my neibor home 
to thanks then, and let me study they are experince to help more and more people. 
I remember thare, I will be to to that. I think I can. (Essay F12_01_087, 101B) 
 
The third PC was comprised of 13 variables as illustrated in Figure 4.7, 
accounting for 8% of the total variance. Substantial loadings on two poles of the third PC 
were seemingly sentence-related variables. Specifically, the high positive loadings were 
words per sentence (0.46) and conjunction counts (0.34). The negative pole consisted of 
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simple sentences (0.53) and sentence counts (0.35). It should be noted that although 
conjunction counts were classified under the Grammatical and Vocabulary category, 
occurrences of conjunctions could be associated with compound sentences. The reason 
for this is that conjunctions not only combine words and groups of words (Paltridge, 
2012), but also connect a main clause with a subordinate clause, called subordinating 
conjunctions (Biber et al., 1999; Liu, 2008). Therefore, the number of conjunctions could 
correlate with occurrences of compound sentences. Furthermore, as shown in Table 4.8, 
the essays that included the highest (PC3MAX = 5.42) and lowest scores (PC3MIN = - 5.47) 
of the third PC revealed the great differences in syntactic complexity. The positive 
example included fewer sentences (n = 6), but the sentences were likely to be longer and 
more complex. In contrast to the positive example, the negative example evidently 
included several sentences (n = 25), but the sentences tended to contain one independent 
clause (i.e., simple sentences). As a result, the findings of the variable loadings and the 
extreme examples suggested that PC3 appeared to be characterized as a measure of 
syntactic complexity in student essays.  
Fourteen variables (Figure 4.8) contributed to the fourth PC, explaining 6% of the 
total variance. PC4 was primarily positively loaded with grammatical errors relating to 
articles (0.40), noun forms (0.40), fragments (0.39), subject-verb disagreement (0.32), 
parts of speech (0.32), and verb forms (0.31). On the contrary, the negative pole consisted 
of variables with negligible loadings, such as second paragraph length (0.10), 
introductory background length (0.11), compound-complex sentences (0.11), words per 
sentence (0.13), text length (0.15), and trigram type-token ratio (0.18). As shown in Table 
4.9, the student writing the essay with the highest PC4 score (PC4MAX = 4.69) committed 
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Figure 4.7 Loadings of the third principal component indicated a measure of syntactic 
complexity. Substantial loadings on two poles of the third PC were words per sentence, 
conjunction counts, sentence counts, and simple sentences. 
Table 4.8 Examples of student essays with extreme PC3 scores. PC3 probably indicated a 
measure of syntactic complexity in student essays. The positive example tended to 
contain fewer sentences, but the sentences were likely to be longer and more complex. In 
contrast, the negative example evidently included several sentences but they were rather 
simple. 
Positive example of PC3 score (PC3MAX = 5.42) 
<1>From this figure, it is conceivable that people who have engineering 
bachelor's degree are able to get the highest salary when they graduate from 
school, students majoring computer science get the second position on the average 
salaries, which is only $2500 lower than engineering. <2>Those who studied 
humanities are paied the least salaries when they go to work. <3>I believe the 
reason why we get this situation is because the human society is developing, it is 
not hard to find out that higher paid career areas are more relative to human's 
daily life. <4>For example, engineering, which contains civil engineering, 
agriculture engineering, chemical engineering etc., all of this are close to our life, 
we need to build bridges and railways to connect every corner of the world, and 
built houses for people to live, which is the duty of civil engineer 
<5>To get more production of food, and harvest them with less time and 
less energy, we need argriculture engineer to create different machines to help 
with it. <6>This situation is more clear in developing countries, for example, in 
China, just take my hometown in case, we have many buildings are being built 
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and especially in the transportation areas, a lot of projects are come out, people 
who have talent in engineering is always in demond 
(Essay F14_U_0575, 101C) 
Negative example of PC3 score (PC3MIN = - 5.47) 
<1>The given data tabulates the enrollment for fall 2013 at ISU by gender 
as well as college. <2>In Fall 2013, 27,659 undergraduate students were enrolled 
out of which 12,001 were girls. <3>The percentage of undergraduate girls was 
hence 43.6%. <4>The enrollment for graduate program was less as compared to 
that undergraduate program. <5>Total 6710 students enrolled at graduate school. 
<6>Percentage of girls in this category was 43.6%, which was similar to the 
undergraduate percentage of girls. <7>Major percentage of girls were interested 
in studying Vet medicine and Human Science. <8>On the other hand, there was 
lack of response for engineering & business program. <9>At the same, men were 
not much interested in joining Human Sciences. <10>This clearly shows strong 
inclination of men towards engineering and business program. <11>The girls 
while preferred human sciences. 
<12>Such a large difference in percentage is not good for society. 
<13>For the welfare & progress of society, male & female students should 
contribute equally. <14>The factors might contribute toward such distribution of 
men & women might be the type of work involved. <15>Girls may not prefer 
working on machine or lifting heavy objects required in mechanical or Aerospace 
engineering. <16>On the other hand, men would be interested in doing work on 
machine. <17>This might be due to natural inclination of two different types of 
human being. <18>The real world consequences of this situation might lead 
extreme monopoly. <19>Fields such as engineering will become male 
predominant. <20>This will affect the diversity & may affect work environments 
in companies. <21>Woman working in such companies may feel insecure. 
<22>Hence, it is necessary to maintain diversity. 
<23>Over the ten years, with the exploration of new fields & awareness 
about that, there will be equal diversity in all the fields. <24>Men aware about 
human sciences may choose the field, while girls might choose engineering. 
<25>In order to this, it is important to make men & women aware different type 
of work involved in all the fields. 
(Essay Sp14_UG1_098, Pass) 
Note: <#> numbered sentences in the essays. Simple sentences that have one independent 
clause are underlined. 
 
a wide range of grammatical errors.Meanwhile, the student with the lowest PC4 score 
essay (PC4MIN = - 5.44) performed a better grammatical control. Therefore, PC4 basically 
yielded one pole (the positive one) that was very likely to reflect a measure of 
grammatical errors in student essays. 
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217 
 
 
 
Figure 4.8 Loadings of the fourth principal component suggested a measure of 
grammatical errors. The highest positive loadings were mostly grammatical errors 
pertaining to articles, noun forms, fragments, subject-verb disagreement, parts of speech, 
and verb forms.  
Table 4.9 Examples of student essays with extreme PC4 scores. PC4 appeared to reveal a 
measure of grammatical control. The positive example committed a larger number of 
grammatical mistakes when compared to the negative example. 
Positive example of PC4 score (PC4MAX = 4.69) 
Even though, nowadays the<art> computer is a pare of our live<wrongn>, 
it still give<disagree> us some bad influence<wrongn>, such as, radiocative, poor 
eye<collo> and make study<collo> can not focus on their studies. On the other 
hand, if we don't to<wrongvb> use <art> computer<wrongn> to study we would 
not have these problems influence<wrongvb> us. Therefore, I would like to be 
used<wrongvb> paper versions in my college course<wrongn>. <frag>There 
are<disagree> two point<wrongn> can support my idea. 
First, according to a survey now most of<collo> children have poor 
eye<collo> because they usually watch <art> computer<wrongn>. <frag>For 
example, my brother who like<disagree> play<wrongvb> <art> 
computer<wrongn><collo> and watch <art> electronic book<wrongn><collo> 
so he puts<collo> a lot of time on watch<wrongvb> <art> computer which 
lead<wrongvb> him can not focus on his study and make<wrongvb> him<pos> 
eye poor<collo>. Therefore, in my opinion paper versions can make us more 
healthy than to use <art> electronic version. 
The second important reason is using paper versions can improve my 
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study. <frag>For instance, when you reading<wrongvb> <art> book and see 
some beautiful word<wrongn> or pretty scentence<wrongn><collo> you want to 
remember it which can use<wrongvb> in your writing. If you use <art> electronic 
book<wrongn> you need use<wrongvb> <art> pencil to write down and you will 
easy<pos> lost<wrongvb> this paper or notebook. On the other hand, if you use 
<art> paper version you just need to highlight and <art> next time when you 
want to use it you can just to find<wrongvb> this book which not only can save 
time but also can improve writing skill<wrongn>. 
Even though, using <art> paper version will cut down <art> 
tree<wrongn>, I still think it is better than to use <art> electronic 
book<wrongn>. <frag>Because using <art> electronic book<wrongn> is also 
need<wrongvb> to use a lot of electronic energy which will desory our 
environment and also bad<pos> for our healthy<pos>. Thus, I would like to 
choose using <art> paper version in my college course<wrongn>. 
 (Essay F13_UG1_045, 101B) 
Negative example of PC4 score (PC4MIN = - 5.44) 
<frag>People live in modern cities apprieciate intellegent scientists and 
humble companies providing services. <frag>Modern conveniences in our lives 
everyday, a humbarger, a<art> french fries, a cleaning robot. People use and are 
served in happiness. However, in my view, most modern conveniences 
is<disagree> bad for human health and psychology. Let's see one of my normal 
day<wrongn>. 
In the morning, I got up and walked to school. But I changed my mind 
and drived<wrongvb> my car instead. It took shorter time on the way. I stopped 
by in-and-out to get my normal breakfast, <art> chese burger and a cup of coke. 
So I didn't have to spend time on cooking. I might have more time to sleep. I 
chewed a gum after I finished my breakfast and entered into the classroom. I was 
glad that I didn't need to brush my teeth. Am I happy and lucky? <frag>Yes. 
<frag>But think about them carefully. Tons of smokes created by cars are 
polluting our globe. Researches<wrongn> on the newspaper and TV always tell 
people fast food are <disagree>not good for health. Cleaners are busy with 
cleaning gums on the ground. 
In the afternoon, I watched a<art> movies with friends, It talked about the 
robots conquer the whole world and the humans are their prisoners. People 
thinks<disagree> these kind<wrongn> of movies are<disagree> fiction. They are 
not reliable. But it may become true. <frag>How the machines and robots 
powerful? No one can know the answer except<collo> their creator, human. We 
created robots but once we lose the<art> control, everything will bee changed. 
More than one movie, books and schoolars talked about this view. It's not the 
fact. But it can be. 
(Essay F12_U1_213, 101C) 
Note: <[feature]> are annotations of grammatical errors in student essays. 
The fifth PC was associated with six variables (i.e., verbs in past tenses, second 
paragraph length, fragments, compound-complex sentences, verbs in present tenses, and 
Table 4.9 (continued) 
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ratio of present-past verbs) and explained 6% of the total variance. The salient loadings at 
the positive and negative poles of PC5 were variables falling under the Use-of-time-frame 
category, such as verbs in past tenses (0.58), verbs in present tenses (-0.49), and ratio of 
verbs in present tenses to verbs in past tenses (-0.56). A close look at extreme essays in 
PC5 (Table 4.10) revealed that verbs in both present and past tenses occurred in the 
positive example (PC5MAX = 4.45). However, no instances of past-tense verbs were found 
in the negative example (PC5MIN = - 3.71). In other words, the two poles of PC5 basically 
drew a distinction between present tenses and past tenses. Therefore, PC5 could probably 
be labeled as use of varying time frames.  
 
Figure 4.9 Loadings of the fifth principal component revealed students' use of varying 
time frames in their essays. The two poles of PC5 essentially drew a separation between 
present tenses and past tenses. 
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Table 4.10 Examples of student essays with extreme PC5 scores. PC5 could reveal use of 
varying time frames in student essays. Verbs in both present and past tenses occurred in 
the positive example. However, only present-tense verbs were found in the negative 
example. 
Positive example of PC5 score (PC5MAX = 4.45) 
The given data tabulates the enrollment for fall 2013 at ISU by gender as 
well as college. In Fall 2013, 27,659 undergraduate students were enrolled out of 
which 12,001 were girls. The percentage of undergraduate girls was hence 43.6%. 
The enrollment for graduate program was less as compared to that undergraduate 
program. Total 6710 students enrolled at graduate school. Percentage of girls in 
this category was 43.6%, which was similar to the undergraduate percentage of 
girls. Major percentage of girls were interested in studying Vet medicine and 
Human Science. On the other hand, there was lack of response for engineering & 
business program. At the same, men were not much interested in joining Human 
Sciences. This clearly shows strong inclination of men towards engineering and 
business program. The girls while preferred human sciences. 
Such a large difference in percentage is not good for society. For the 
welfare & progress of society, male & female students should contribute equally. 
The factors might contribute toward such distribution of men & women might be 
the type of work involved. Girls may not prefer working on machine or lifting 
heavy objects required in mechanical or Aerospace engineering. On the other 
hand, men would be interested in doing work on machine. This might be due to 
natural inclination of two different types of human being. The real world 
consequences of this situation might lead extreme monopoly. Fields such as 
engineering will become male predominant. This will affect the diversity & may 
affect work environments in companies. Woman working in such companies may 
feel insecure. Hence, it is necessary to maintain diversity. 
Over the ten years, with the exploration of new fields & awareness about 
that, there will be equal diversity in all the fields. Men aware about human 
sciences may choose the field, while girls might choose engineering. In order to 
this, it is important to make men & women aware different type of work involved 
in all the fields. 
(Essay Sp14_UG1_098, Pass) 
Negative example of PC5 score (PC5MIN = - 3.71) 
There is an argument that whether it's good or not to teach a foreign 
language to a child in early ages. Some people suppose it's good, but others 
believe it would be bad for their future. From where I stand, I strongly agree with 
the former which is good to teach them in early ages.  
There are some reasons why I think so. First, early ages are the golden 
time for people to learn languages; second, there will be more free time to learn in 
that ages; The last but not least is that they can be happy to accept new things. 
Real example happens around me. There is a girl next my door when we 
are both 5. Her mother gives her many English books, reands. She listens English 
songs everyday when me just play soccer or some other stuff. Each time i go reiss 
her door, there will be a happy girl singing English songs with her mother. 
Table 4.10 (continued) 
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Sometimes, they just do some games such as mother says Chinese words with kid 
answer English words instead. I'm not sure how long have his situations been, but 
the result superises all of us. This girl get Champion in a English match and then 
get a choice to study aborad.  
Lobing at me, I'm the me that studies English at 10 which makes me tired 
of new things such as words, grammers . Even some of us like this but me still 
have no time to learn it, because me have to face the stress that graduate give to 
us.  
So, above all, I'd like to suggest all children study another language in 
their early ages, because we don't really have another golden ages like that. 
(Essay SU13_U_004, 101C) 
Note: Verbs in past tenses are underlined. 
The sixth PC was featured with 14 variables, as shown in Figure 4.10, and 
accounted for 5% of the variance. The positive end of PC5 was associated with pronoun 
counts as the only variable with a high loading (0.39). In contrast, the negative end of 
PC5 was seemingly dominant with significant loadings of academic word types (0.44) 
and academic word tokens (0.53). Table 4.11 presents two essays with the highest and 
lowest PC6 scores. The negative sample (PC6MIN = - 3.44) highlighted the frequent use of 
academic words. However, the limited use of academic words was found in the positive 
sample (PC6MAX = 4.43). The findings of the salient loadings and extreme samples of 
student essays demonstrated that PC5 generally represented limited academic-word use in 
student essays.  
Finally, the seventh PC comprised 13 variables (Figure 2.1), explaining 4% of the 
variance. Two variables primarily loaded on the seventh PC at the two ends related to 
long sentences (i.e., run-on sentences and compound-complex sentences, 0.50 and 0.60, 
respectively). Both sentence types contain more than one independent clause. However, 
compound-complex sentences are correct while run-on sentences are incorrect in terms of 
syntactic structures. As can be seen in Table 4.12, the negative sample (PC7MIN = - 3.67) 
was mainly made up of compound-complex sentences. Meanwhile, compound-complex  
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Figure 4.10 Loadings of the sixth principal component generally represented limited 
academic-word use in student essays. The negative end of PC5 was dominant with 
significant loadings of academic word types and academic word tokens. 
Table 4.11 Examples of student essays with extreme PC6 scores. The positive example 
seemingly had a limited use of academic words compared to the negative example. 
Positive example of PC6 score (PC6MAX = 4.43) 
As the graph was shown a salary and average salaries for graduate 
students in different kind of jobs. It shown us that varity of job make unequal 
salary. 
As we can see from the graph, The graduated students who was majoring 
in Engineering, Computer Science, and Business were getting a lot of paid for 
their job. 
In my country, The most job that have a highest salary will be doctor. So it 
makes every kid wanted to be a doctor. 
On my opinion, I was fair that the job that come from a person who study 
in a hard major get more paid than a person who study in a easy major. For 
example, Doctor gets more paid than nurse. 
All and all, varity of job have a varity of salary depends on how hard of 
the work that we did, The more time we spent and how risk that job is. (Essay 
Sp14_UG2_002, 101B) 
Negative example of PC6 score (PC6MIN = - 3.44) 
From the picture, all we can know is different majors have different 
salaries in the life. For these majors, the highest average salary is Enginnering 
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major and the lowest average salary is Humanities and Social. There are so many 
reasons cause this situation. First of all, withe the development of society, people 
need more technology and building to support their life. This si why the salary of 
Enginnering and computer science is so high. If we want to live in a better place 
and save place, we need enginner help us to build a save houses or building. If we 
want to change our life to very convenience, we need more computer scientists 
come up new technology. Business and Health major are in the middle position 
because business can the development of a country. Now, there is a large number 
of people are more care about their health than before. These two reasons cause 
Business and Health major are in the second place. Communication, Education, 
Humanities & Social, and Math science are low average salary major. The reasons 
cause them become low salary major are people don't need to learn how to talk 
people any more. There are so many social media allow people to talk to each 
other. And some people think math is useless in the life. We can't make a function 
when we go to buy something. 
In my country, the situation is same as the picture showed. I have two 
sister, one of them was graduate from Education major and the other one was 
graduated from Enginnering major but they have huge different salary per month. 
The reason cause this is the same reason as I mention above. (Essay 
Sp14_UG2_007, 101B) 
Note: Academic words from the Academic Vocabulary List (Gardner & Davies, 2014) 
are underlined. 
 
 
Figure 4.11 Loadings of the seventh principal component demonstrated that this PC could 
assist recognition of structural flaws in long sentences. Two variables relating to long 
sentences (i.e., run-on sentences and compound-complex sentences) were substantially 
loaded on PC7 at the two ends. 
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Table 4.12 Examples of student essays with extreme PC7 scores. PC7 could represent a 
contrast between run-on (incorrect) and compound and/or complex (correct) sentences. 
Several run-on sentences were detected in the positive example while all long sentences 
in the negative example were correct.  
Positive example of PC7 score (PC7MAX = 3.27) 
Since the world entered the 21th century, many kinds of modern 
conveniences appear in our life. People's lives actually have been changed a lot, 
we can have more time to do what we love. However, it's a situation that people 
become lazy and have unhealthy life style. 
It's seems that computers have been an important and necessary part of our 
life. We can surfer the Internet, communicate with our friends and parents easily. 
It also make us have more choice to have fun and play games. Besides, computers 
can help peopleto administrate all kinds of field we see, such agriculture, weather 
report and so on. One thing always has 2 dies. It brings us so many benefits and 
many bad effects. For example, nowadays, people prefer to chat with each other, 
almost none of them like to go outside to meet their friends. Although we can see 
each other on the screen, it seems that this kind of communications is a talking 
without emotion. I think people may feel better if they can chat with each other in 
a restaurant or otherplace, not internet. If the talkers are lovers or other situation 
which is very close, they must feel that meting will make them have a special 
feeling when they are talking. More and more time is spent on the internet. People 
will feel backache because of seating on the chair. Now, more and more have 
backache and the youngest may under is. This is a bad thing for the human 
beings. They should pay attention and solve it quickly. 
Washing machine is also a modern thing for us, but if people live without 
it, many youth may not able to wash their clothes easily and clean. I think it is bad 
for their process, they are required to have a skill that they can live alone with 
some necessary knowledge, such as how wash their clothes. 
Fast food has effeced the world for the recent 10 years, they want eat fast 
and easily. That's find. But they don't know how much they need to eat. You see. 
so many people are very fat and some of them shouldto go the hospical for further 
treatment. (Essay F12_U1_141, 101C) 
Negative example of PC7 score (PC7MIN = - 3.67) 
I would prefer to use hard copy book versions to read. The first reason I 
found this useful is that, the person could read properly and without much stress 
on eyes. The second reason is that it is much more comfortable to read hard 
copies rather than using e books to read. 
Additionally, a report by Statistics Canada in 2006 clearly shows that the 
use of paper has doubled in Canada despite the adoption of technology. So, even 
it technology has improved much, people prefer to read hard copies of paper. 
Furthermore, I believe that they should use hard copies for students, as this 
reduces the stress on the eyes of students. A hard copy is definitely better than e-
books in college courses as it is easy to use and reduces the stress. Hard copy 
books have detailed examples, colourful pictures to read, which makes reading 
and understanding much more easy. 
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On the other hand, ebook reading may damage our eyes if used 
continuously. E-books are not the option for hard copy books. E-books couldn't 
be read for large span of time, because, the rays emitted from computer makes our 
eyes dull after some time. E-books could provide us with lot of information, but, 
hard copy books are much more easier to read and understand. 
Furthermore, Hard copy books have detailed descriptions and lot of 
information. Hard copy books are always easier to use and are almost stress free.  
Finally, from all the reasons given above I conclude that I would prefer 
hard copy books instead of E-books in college courses. The Statistic analysis also 
shows that the use of paper has increased despite of adoption of technology. So, 
reading e-books is not the solution to reduce tree cutting. I prefer to read hard 
copy books as they are almost stressfree and much more easier to use as from a 
students point of view. It reduces stress which e-books create. Therefore I would 
prefer hard copy books instead of e-books (electronic version). (Essay 
F13_UG1_055, Pass) 
Notes: Compound and/or complex sentences are underlined. Run-on sentences are printed 
in italics. 
 
 
sentences as well as several instances of run-on sentences were found in the essay with 
the highest PC score (PC7MAX = 3.27). This finding probably suggested that PC7 could 
help recognize structural flaws in long sentences in L2 writing. 
In summary, the Principal Component Analysis in this section could help extract 
the seven principal components from the 36 original variables. Based on loadings of 36 
original variables on each PC, the seven PCs were interpreted as (1) inadequate 
development but varied language use; (2) clear organization but limited paragraph 
development; (3) syntactic complexity; (4) grammatical errors; (5) use of varying time 
frames; (6) limited academic-word use; and (7) structural flaws in long sentences. The 
interpretations of the extracted PCs were illustrated by extreme essay samples that had 
the highest and lowest PC scores of the given PCs. PC scores of the seven principal 
components were then computed for each essay. Forty-three variables (36 original 
variables and seven PCs) and three-level placement results of 297 observations provided 
a quantitative data set for a subsequent analysis. The analysis was intended to investigate 
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profiles of text features for each placement level in the EPT Writing Test. The next 
section presents results of the profile analysis. 
4.3.3.  Profile analysis 
In order to check required assumptions to allow for statistical inferences, results 
of Shapiro-Wilk's tests for the whole data set and each variable showed that the data set 
was not normally distributed (p < .05), except for six variables (i.e., verbs in present 
tenses, compound and/or complex sentences, conjunction counts, academic word tokens, 
academic word type-token ratio, and text length) and five PCs (i.e. PC1-inadequate 
development but varied language use; PC3-syntactic complexity; PC5-use of varying 
time frames; PC6-limited academic-word use and PC7-flaws in long sentences). 
However, the number of observations was probably large enough (n = 297) to provide a 
robust normality assumption. 
Bartlett's tests for a homogeneity assumption revealed that there was evidence to 
suggest that the variance in the corpus was equal for the three placement levels for 19 
variables and five PCs with p-values greater than 0.05 (i.e., linking adverbial counts, 
thesis statement length, topic sentence counts, paragraph counts, verbs in present tenses, 
verbs in past tenses, simple sentences, compound and/or complex sentences, conjunction 
counts, academic word types, academic word tokens, academic word type-token ratio, 
demonstrative counts, semi-determiner counts, text length, second paragraph length, third 
paragraph length, trigram type-token ratio, introductory background length, PC1-
inadequate development but varied language use, PC3-syntactic complexity, PC4-
Grammatical errors, PC5-use of varying time frames, and PC7-flaws in long sentences). 
However, as for the other 17 variables (i.e., ratio of present-past verbs, fragments, run-on 
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sentences, verb-form-related errors, subject-verb disagreement instances, part-of-speech-
related errors, noun-form-related errors, quantifier misuse, article-related errors, words 
per sentence, collocational misuse, pronoun counts, first paragraph length, sentence 
counts, sentences per paragraph, four-gram type-token ratio, and last paragraph length) 
and two PCs (i.e., PC2- clear organization but limited paragraph development, and PC6-
limited academic-word use), p values were found to be less than 0.05 (p <.05), providing 
evidence that variance in the corpus was different for the three placement levels. Full 
results of Shapiro-Wilk's tests for checking the normality assumption and Bartlett's tests 
for checking the homogeneity assumption on all of the 36 original variables and the seven 
derived PCs are provided in APPENDIX S. 
Results of the MANOVA tests on 36 original variables and seven principal 
components were found to be statistically significant, Wilks' λ= 0.52, F(72, 518) = 2.79, 
p <.001, and Wilks' λ= 0.66, F(14, 576) = 9.4, p < .001, respectively. The findings 
confirmed that there was one or more mean difference between placement levels (i.e., 
101B, 101C and Pass) for the original variables and the derived PCs. However, the 
results should be interpreted with caution because the required assumptions (i.e., 
normality and homogeneity) were more or less violated. Given the significance of the 
overall tests, univariate ANOVAs were conducted on 36 variables and seven PCs to test 
if there was one or more than one mean difference between the three placement levels in 
each variable. One-way ANOVAs assuming equal variances were performed on the 19 
variables and the five PCs that satisfied the homogeneity assumption. Meanwhile, one-
way ANOVAs assuming unequal variances were conducted on the 17 variables and the 
two PCs that failed to meet the homogeneity assumption. Results of the ANOVA tests, as 
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presented in Table 4.13, revealed the 17 variables and six PCs showed significant 
differences in the means of the three EPT placement levels (i.e., 101B, 101C and Pass). 
These significant predictors included topic sentence counts, F(2,294) = 7.70, p <.001; 
paragraph counts, F(2,294) = 0.59, p = .003; verbs in present tenses, F(2,294) = 7.03, p < 
.001; compound-complex sentences, F(2,294) = 3.04, p = 0.049; text length, F(2,294) = 
6.94, p < .001; third paragraph length, F(2,294) = 4.16, p = .017; last paragraph length, 
F(2,294) = 4.45, p = .012; PC1- inadequate development but varied language use, 
F(2,294) = 5.61, p = .004; PC3- syntactic complexity, F(2,294) = 4.01, p = .019; PC4- 
grammatical errors, F(2,294) = 3.10, p =.047; PC7- flaws in long sentences, F(2,294) = 
3.12 , p =.046; fragments, F(2,186) = 24.13, p < .001; run-on sentences, F(2,180.23) = 
6.31, p = .002; verb-form-related errors, F(2,171.44) = 14.83, p < .001; subject-verb 
disagreement instances, F(2,164.86) = 6.62, p = .002; part-of-speech-related errors, 
F(2,172.5) = 16.81, p < .001; noun-form-related errors, F(2,177.89) = 12.10, p < .001; 
article-related errors, F(2,184.1) = 23.53, p < .001; words per sentence, F(2, 192.51) = 
10.98, p = 0; collocational misuse, F(2,171.04) = 13.07, p < .001; sentences per 
paragraph, F(2,165.95) = 5.09, p =.007; PC2- clear organization but limited paragraph 
development, F(2,169.53) = 30.13, p < .001; and PC6- limited academic-word use, 
F(2,179.31) = 7.09, p < .001. Full reports on ANOVA tests of 36 variables and seven PCs 
are included in APPENDIX S. 
Table 4.13 ANOVA results of 17 original variables and six PCs that significantly 
differentiated the three EPT placement levels (101B, 101C, and Pass) 
Homogeneity 
assumption 
 Variable df dferor F ratio p-value 
Equal variance Topic sentence counts 2 294 7.70 p <.001 
Paragraph counts 2 294 0.59 p <.01 
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Homogeneity 
assumption 
 Variable df dferor F ratio p-value 
Verbs in present tenses 2 294 7.03 p <.01 
Compound-complex sentences 2 294 3.04 p <.05 
Text length 2 294 6.94 p <.01 
Third paragraph length 2 294 4.16 p <.05 
Last paragraph length 2 294 4.45 p <.05 
PC1- Inadequate development 
but varied language use 
2 294 5.61 p <.01 
PC3- Syntactic complexity 2 294 4.01 p <.05 
PC4- Grammatical errors 2 294 3.10 p <.05 
PC7- Flaws in long sentences 
 
2 294 3.12 p <.05 
Unequal 
variance 
Fragments 2 186 24.13 p < .001 
Run-on sentences 2 180.23 6.31 p <.01 
Verb-form-related errors 2 171.44 14.83 p < .001 
Subject-verb disagreement 
instances 
2 164.86 6.62 p <.01 
Part-of-speech-related errors 2 172.5 16.81 p < .001 
Noun-form-related errors 2 177.89 12.10 p < .001 
Article-related errors 2 184.1 23.53 p < .001 
Words per Sentence 2 192.51 10.98 p < .001 
Collocational misuse 2 171.04 13.07 p < .001 
Sentences per paragraph 2 165.95 5.09 p <.05 
PC2- Clear organization but 
limited paragraph development 
2 169.53 30.13 p < .001 
PC6- Limited academic-word 
use 
2 179.31 7.09 p <.05 
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In order to shed light on mean differences among the three placement levels 
(101B, 101C and Pass), Tukey's Honest Significant Difference tests (Tukey's HSD tests) 
were conducted on all possible pairwise comparisons (full results of they Tukey's HSD 
tests are included in APPENDIX S). From Figure 4.12, showing a gap between the 101B 
and 101C level, the 101B level was significantly lower than the 101C in terms of PC2- 
Clear of organization but limited paragraph development (M101B = -1.18, SD = 2.16; 
M101C = 0.22, SD = 1.36), words per sentence (M101B = -0.3, SD = 0.6; M101C = 0.1, SD = 
1.28), and paragraph counts (M101B = -0.3, SD = 1; M101C = 0.08, SD = 0.97). However, 
essays that were assigned as 101B included significantly more verbs in present tenses 
(M101B = 0.31, SD = 0.92; M101C = -0.05, SD = 1.07), noun-form-related errors (M101B = 
0.36, SD = 1.12; M101C = 0, SD = 0.95), fragments (M101B = 0.39, SD = 0.96; M101C = 
0.02, SD = 1.12), subject-verb disagreement instances (M101B = 0.36, SD = 1.25; M101C = -
0.08, SD = 0.82), collocational misuse (M101B = 0.42, SD = 1.21; M101C = -0.04, SD = 
0.86), sentences per paragraph (M101B = 0.36, SD = 1.35; M101C = -0.15, SD = 0.8), and 
part-of-speech-related errors (M101B = 0.53, SD = 1.26; M101C = -0.11, SD = 0.84). The 
results showed that 101C students were likely to be able to structure an essay although 
their paragraph development was somewhat limited. Furthermore, as compared to 101B 
students, 101C students were able to write long sentences. The results also revealed that 
test takers who were placed into 101B classes appeared to have critical problems with 
their use of time frames, and grammatical control, such as noun forms, fragments, 
subject-verb disagreement, and parts of speech. Additionaly, 101B students seemingly 
  
needed to improve their knowledg
in paragraphs. 
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SD = 0.92; MPASS = 0.33, SD = 0.97). On the other hand, 101C essays showed 
significantly higher means than Pass essays on collocational misuse (M101C = -0.04, SD = 
0.86; MPASS = -0.38, SD = 0.79), noun-form-related errors (M101C = 0, SD = 0.95; MPASS = 
-0.37, SD = 0.8), run-on sentences (M101C = 0.1, SD = 1.02; MPASS = -0.27, SD = 0.69), 
verb-form-related errors (M101C = 0.03, SD = 0.85; MPASS = -0.38, SD = 0.54), PC7- 
structural flaws in long sentences (M101C = 0.19, SD = 1.18; MPASS = -0.22, SD = 1.11), 
PC4- grammatical errors (M101C = 0.1, SD = 1.38; MPASS = -0.35, SD = 1.54), fragments 
(M101C = 0.02, SD = 1.12; MPASS = -0.43, SD = 0.6), PC6- limited academic-word use 
(M101C = 0.11, SD = 1.39; MPASS = -0.44, SD = 1.17), article-related errors (M101C = 0.09, 
SD = 1.02; MPASS = -0.51, SD = 0.72), and PC1- inadequate development but varied 
language use (M101C = 0.15, SD = 1.95; MPASS = -0.6, SD = 1.83). The findings 
ascertained that essays that were assigned the designation of Pass demonstrated students' 
ability to develop an essay with a clear organization. Moreover, students who passed the 
EPT Writing Test seemed to be able to write compound and/or complex sentences. Yet, 
101C students generally needed more training in grammatical control, such as noun 
forms, verb forms, articles or some grammatical errors. Some syntactical issues, such as 
fragments, run-on sentences, or long sentences, were found to be problematic for 101C 
students. The results also revealed that 101C students' use of collocations and academic 
vocabulary was not fully adequate to reach the Pass level. 
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= 0.15, SD = 0.72), third paragraph length (M101B = -0.22, SD = 1.03; MPASS = 0.22, SD = 
1.02), and last paragraph length (M101B = -0.09, SD = 0.95; MPASS = 0.28, SD = 1.2). In 
contrast to Pass essays, 101B essays significantly contained more run-on sentences 
(M101B = 0.1, SD = 1.17; MPASS = -0.27, SD = 0.69), PC4- grammatical errors (M101B = 
0.17, SD = 1.62; MPASS = -0.35, SD = 1.54), verbs in present tenses (M101B = 0.31, SD = 
1.92; MPASS = -0.24, SD = 0.89), subject-verb disagreement instances (M101B = 0.36, SD = 
1.25; MPASS = -0.25, SD = 0.87), sentences per paragraph (M101B = 0.36, SD = 1.35; MPASS 
= -0.13, SD = 0.76), verb-form-related errors (M101B = 0.31, SD = 1.38; MPASS = -0.38, SD 
= 0.54), PC6- limited academic-word use (M101B = 0.26, SD = 1.55; MPASS = -0.44, SD = 
1.17), noun-form-related errors (M101B = 0.36, SD = 1.12; MPASS = -0.37, SD = 0.8), 
collocational misuse (M101B = 0.42, SD = 1.21; MPASS = -0.38, SD = 0.79), fragments 
(M101B = 0.39, SD = 0.96; MPASS = -0.43, SD = 0.6), article-related errors (M101B = 0.36, 
SD = 1.02; MPASS = -0.51, SD = 0.72), part-of-speech-related errors (M101B = 0.53, SD = 
1.26; MPASS = -0.37, SD = 0.66), and PC1- inadequate development but varied language 
use (M101B = 0.35, SD = 2.1; MPASS = -0.6, SD = 1.83). From the obtained results, there 
seemed to be a huge gap between the 101B and Pass levels. Pass essays were likely to be 
more developed, syntactically complex, and clearly structured, although Pass essays 
might be limited in terms of paragraph development. In contrast, 101B students were 
inclined to make serious mistakes in grammatical errors particularly related to run-on 
sentences, fragments, subject-verb agreement, verb forms, noun forms, articles, and parts 
of speech. Moreover, ESL students in 101B classes were very likely to show a limited 
ability to develop an essay and to use collocations and academic words. 
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groups. The first group consisted of variables in which the Pass essays were likely to 
have the highest means while the 101B essays appeared to have the lowest means. The 
first variable group involved topic sentence counts, paragraph counts, words per sentence, 
text length, third paragraph length, last paragraph length, clear organization but limited 
paragraph development (PC2), and syntactic complexity (PC3). Findings revealed that 
test takers who passed the EPT Writing Test demonstrated their ability to produce an 
essay with a clear structure, topic sentences for body paragraphs, essay development 
(length of the whole text, third and last paragraph), and some syntactic complexity, 
although some paragraphs might be under-developed (PC2). The findings of this study 
partially supported previous research indicating that higher-rated essays showed a variety 
of syntactic constructions, such as subordination (Grant & Ginther, 2000). In contrast, 
from Figure 4.15, there was the second group of variables in which the 101B essays 
seemed to be significantly the highest while the Pass essays were the lowest. The second 
variable group consisted of verbs in presents, fragments, run-on sentences, verb-form-
related errors, subject-verb disagreement instances, part-of-speech-related errors, article-
related errors, collocational misuse, sentences per paragraph, inadequate development but 
varied language use (PC1), grammatical errors (PC4), and limited academic-word use 
(PC6). These results might indicate that unlike test takers placed in the 101B level, test 
takers who passed the EPT Writing Test neither committed a range of grammatical errors 
nor lacked knowledge of collocations and academic words. Also, compared to Pass 
essays, 101B essays were generally written in present tenses. This finding supports a 
study by Reppen (1994) that showed that lower-level essays contain more present-tense 
verbs. Furthermore, the highest mean on sentences in each paragraph of the 101B group 
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revealed that paragraphs in 101B essays tended to be developed through many short 
sentences.  
 
Figure 4.15 An overview of significant-text-feature profiles across the three placement 
levels. 101B essays (the lowest level) and Pass essays (the highest level) seemed to have 
distinct profiles of text features. Test takers placed in 101C classes tended to be 
characterized as a mid group that seemingly had some linguistic problems like the 101B 
group, and exhibited an ability to develop an essay like the Pass group.
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Figure 4.15 also reveals that essays classified as the 101C level seemed to be a 
mid level on topic sentence counts, paragraph counts, text length, third paragraph length, 
clear organization but limited paragraph development (PC2), verbs in present tense, 
fragments, verb-form-related errors, subject-verb disagreement instances, part-of-speech 
errors, noun-form-related errors, article-related errors, collocational misuse, and 
inadequate development but varied language use (PC1). The 101C essays bore much 
resemblance to the 101B essays in terms of low means in numbers of compound-complex 
sentences, last paragraph length, syntactic complexity (PC3), relatively high mean in 
terms of run-on sentences, and also showed limited academic word use (PC6). Essays 
that were rated as 101C and Pass could similarly produce an average number of words 
per sentence and an average number of sentences per paragraph. Interestingly, the 101C 
level differed from both of the 101B and Pass levels in having the highest mean in the 
amount of structural flaws in long sentences. The findings showed that 101C essays 
included some problems with grammatical issues and uses of collocations and academic 
words, although these problems were seemingly not as serious as those in 101B essays. 
Furthermore, 101C essays appeared to contain some development but the essay and 
paragraph development in 101C essays might not be as effective as that in Pass essays. It 
is worth noting that students who were placed in 101C classes tended to find it 
challenging to write long sentences as compared to both 101B and Pass student groups.  
In summary, results of the profile analysis were helpful in providing comparative 
information about writing ability of the three groups. The findings are able to reveal 
relative strengths and weaknesses of essays in each placement level. Quantitative results 
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revealing that combinations of linguistic features were indicative of placement levels in 
the EPT Writing Test are reported in the next section. 
4.4. Defining predictive models of human raters' placement decisions in different 
task types (RQ4) 
In answering Research Question 4  ̶ What combinations of text features in test 
takers' written discourse define predictive models for human raters' placement decisions 
in different task types in the EPT Writing Test? ̶  a data mining approach, random forests, 
was implemented. In order to address the possible involvement of task types in predicting 
quality judgments of human raters, generic and task-specific models were targeted. The 
generic models accommodated both Argumentative and Analytical Writing tasks in the 
EPT Writing Test. The task-specific models were aimed at the Argumentative Writing 
tasks only. The generic and specific models could make a further distinction in 
determination of placement levels due to two dimension-reduction approaches that were 
employed in this project, i.e., significant original variables and principal components 
(PCs). Hence, four models constructed in this project consisted of: 
• Model 1 - a generic model built on 17 significant variables 
• Model 2 - a generic model built on seven PCs 
• Model 3 - a task-specific model built on 17 significant variables 
• Model 4 - a task-specific model built on seven PCs. 
This section presents results of a model development procedure, including four 
stages (i.e., model estimation, model evaluation, model modification, and model 
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assessment). It should be noted that the last two stages, i.e., model modification and 
model assessment, were required if several unpredictable cases30 were found.  
4.4.1. Model estimation 
In estimating predictive models, four random forests were developed for the four 
target models by using EPT data in the training sets. This section reports two resulting 
sources that were gleaned from random forests models: variable importance and 
classification rules for each model. 
In constructing random forests, a primary source of information that the random 
forests provided was variable importance. A variable is deemed important if its exclusion 
for classifying the data causes a decrease in accuracy of a random forest (Liaw & Wiener, 
2002). Table 4.14 presents the mean decrease in accuracy of the 17 original variables that 
were used in constructing generic and task-specific models (Models 1 and 3). The results, 
as depicted in Figure 4.17 and Figure 4.19, revealed that fragments and part-of-speech-
related errors with the highest mean decrease in accuracy in both Model 1 (0.0195 and 
0.0145, respectively) and Model 3 (0.0236 and 0.0154, respectively) were important 
variables. Meanwhile, important measures of the other 15 variables were found to be very 
close together, ranging from almost 0 to 0.0128, suggesting that these variables were less 
important in classifying the EPT essay writing quality. Interestingly, importance 
measures of fragments and part-of-speech-related errors in models built on the 17 original 
variables (Models 1 and 3) were found to be the highest in the 101B level (0.0305 and 
0.037, 0.045 and 0.0376, respectively). The finding ascertained that fragments and part-
                                                 
30
 Unpredictable cases, as described in Chapter 3 (Methodology), would have the same predictions from 
initial models but their predicted results were inconsistent with human quality judgements. These cases 
were decided to remove from the data to modify the target models. 
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of-speech-related errors played an important role in classifying the 101B-level essays, 
regardless of the task types. In order to visualize the most important variables, a 
scatterplot in Figure 4.18 presents standardized frequency counts of fragments in relation 
to part-of-speech-related errors of the 297 EPT essays. As can be seen in the figure, 
several points representing 101B-level essays could be identified as the number of part-
of-speech-related errors and fragments occurred more frequently. The finding pertinent to 
fragments in this project supported previous error-analysis studies (Khanom, 2014; 
Sawalmeh, 2013; Watcharapunyawong & Usaha, 2013) indicating that sentence 
fragments were most frequently found in L2 essays. Therefore, results in this project 
could indicate that fragments and part-of-speech-related errors are fundamental to writing 
skill improvement for low-level students. 
Table 4.14 A matrix of variable importance (ordered by mean decrease in accuracy) in 
constructing generic and task-specific models on 17 original significant variables. 
Fragment and part-of-speech-related errors with the highest mean decrease in accuracy 
in both Models 1 and 3 were important variables. These two variables could perform best 
in classifying the 101B-level essays. 
Model type Variables 
Placement levels Mean 
Decrease 
in 
Accuracy 
101B 101C Pass 
Model 1 - 
Generic model 
Fragments 0.0305 0.0100 0.0218 0.0195 
Part-of-speech-related 
errors 
0.0370 -0.0001 0.0106 0.0145 
Words per Sentence 0.0121 0.0018 0.0122 0.0079 
Verb-form-related errors -0.0029 0.0022 0.0286 0.0078 
Collocational misuse 0.0055 0.0003 0.0144 0.0057 
Verbs in present tenses 0.0047 0.0045 0.0097 0.0056 
Text length -0.0015 0.0013 0.0211 0.0056 
Third paragraph length 0.0005 0.0063 0.0112 0.0055 
Last paragraph length 0.0017 0.0067 0.0003 0.0034 
Noun-form-related errors 0.0076 -0.0097 0.0163 0.0026 
Article-related errors 0.0013 -0.0057 0.0127 0.0014 
Run-on sentences -0.0035 -0.0025 0.0121 0.0011 
Compound-complex 0.0010 -0.0002 0.0023 0.0010 
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Model type Variables 
Placement levels Mean 
Decrease 
in 
Accuracy 
101B 101C Pass 
sentences 
Sentences per paragraph -0.0002 -0.0003 0.0033 0.0006 
Topic sentence counts 0.0007 -0.0022 0.0033 0.0001 
Paragraph counts -0.0006 0.0006 -0.0002 -0.0001 
Subject-verb 
disagreement 
0.0000 -0.0038 0.0022 -0.0010 
Model 3 - Task 
specific model 
Fragments 0.0450 0.0006 0.0318 0.0236 
Part-of-speech-related 
errors 
0.0376 0.0023 0.0091 0.0154 
Noun-form-related errors 0.0250 -0.0085 0.0299 0.0128 
Verb-form-related errors -0.0015 -0.0002 0.0375 0.0107 
Verbs in present tenses 0.0134 0.0040 0.0120 0.0092 
Words per Sentence 0.0115 0.0001 0.0109 0.0065 
Collocational misuse 0.0093 -0.0001 0.0127 0.0064 
Article-related errors 0.0081 -0.0057 0.0166 0.0050 
Text length 0.0006 0.0007 0.0118 0.0039 
Compound-complex 
sentences 
0.0019 0 0.0075 0.0029 
Last paragraph length -0.0027 0.0056 0.0038 0.0024 
Run-on sentences -0.0035 -0.0014 0.0114 0.0017 
Third paragraph length 0.0025 -0.0008 0.0043 0.0016 
Topic sentence counts 0.0009 0.0013 0.0023 0.0015 
Subject-verb 
disagreement 
0.0034 -0.0038 0.0067 0.0015 
Sentences per paragraph 0.0038 -0.0015 0.0024 0.0014 
Paragraph counts 0.0014 0.0006 -0.0009 0.0005 
Note: High values of important measures are printed in bold. 
Table 4.14 (continued) 
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Figure 4.16 Mean decrease in accuracy across 17 original variables in Model 1- Generic 
model. Fragments and part-of-speech-related errors with the highest mean decrease in 
accuracy were likely to be significant predictors. 
 
Figure 4.17 Mean decrease in accuracy across 17 original variables in Model 3- Task-
specific model. Like Model 1, fragments and part-of-speech-related errors with the 
highest mean decrease in accuracy in Model 3 were likely to be the strongest predictors. 
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Figure 4.18 A scatterplot of fragments in relation to part-of-speech-related errors of the 
297 EPT essays. Several points representing the 101B-level essays could be identified as 
more part-of-speech-related errors and fragments were detected. 
Regarding the generic and task-specific models that were developed on the seven 
principal components (Models 2 and 4), shows important measures of the principal 
components. The results, as illustrated in Figure 4.19 and Figure 4.20, Table 4.15 showed 
that PC2 (clear organization but limited paragraph development) and PC6 (limited 
academic-word use) were significant predictors, because these two PCs had the largest 
mean decrease in accuracy in both of the generic and task-specific models (0.0537 and 
0.0071, 0.0653 and 0.0183, respectively). Important measures of the other five principal 
components (PC1, PC3, PC4, PC5 and PC7) ranged from -0.0103 to 0.0159, suggesting 
that the five PCs appeared to equally contribute to placement prediction of the EPT 
essays.  
Closer scrutiny of the highest mean decrease in accuracy of PC2 and PC6 across 
the three placement levels (Table 4.15) showed that PC2 (clear organization but limited 
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paragraph development) was important in predicting the 101B level (0.113). However, 
PC6 (limited academic-word use) seemed to be effective in identifying the essays of 
students who passed the EPT Writing Test. These findings were consistent with those in 
the profile analysis, suggesting that students who were placed into 101B classes received 
significantly lower PC2 scores than the 101C the Pass groups. In other words, test takers 
who failed to structure their essays tended to be placed into the 101B classes. Test takers 
who passed the EPT Writing Test exhibited a considerably higher ability to use academic 
words as opposed to those who failed the test. As can be seen in Figure 4.21, which 
illustrates the second PC scores against the sixth PC scores of the 297 EPT essays, PC2 
scores of many 101B-level observations were found to be less than 0, indicating 101B 
students' inability to organize their essays. PC6 scores of Pass essays were likely to be 
distributed densely below 0, revealing that test takers who passed the EPT Writing Test 
did not have problems with limited academic-word use. The importance of PC6 scores 
relating to academic word use in classifying Pass essays could suggest that academic 
word use is critical for undergraduate students in order to meet requirements of English 
writing skills.  
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Table 4.15 A matrix of variable importance of generic and task-specific models on seven 
PCs. PC2 (clear organization but limited paragraph development) with the highest mean 
decrease in accuracy in both models 2 and 4 was found to be important in predicting the 
101B-level essays. The second important variable was PC6 (limited academic-word use), 
which could classify Pass essays fairly well. 
Model Variables Placement levels Mean 
Decrease 
in 
Accuracy 
101B 101C Pass 
Model 2 - 
Generic 
model 
PC2 - clear organization but 
limited paragraph development 
0.1130 0.0015 0.0668 0.0537 
PC6 - limited academic-word 
use 
0.0008 0.0015 0.0237 0.0071 
 PC1 - inadequate development 
but varied language use 
-0.0090 0.0002 0.0140 0.0007 
 PC4 - grammatical errors 0.0010 -0.0078 0.0101 0.0000 
 PC7 - structural flaws in long 
sentences 
-0.0013 0.0033 -0.0061 -0.0009 
 PC5 - use of varying time 
frames 
-0.0068 0.0001 -0.0096 -0.0049 
 PC3 - syntactic complexity -0.0076 -0.0078 -0.0010 -0.0059 
Model 4 -  
Task-
specific 
model 
PC2 - clear organization but 
limited paragraph development 
0.1553 0.0006 0.0600 0.0653 
PC6 - limited academic-word 
use 
0.0018 0.0154 0.0398 0.0183 
PC4 - grammatical errors 0.0159 -0.0137 -0.0003 -0.0005 
 PC3 - syntactic complexity 0.0042 -0.0103 0.0052 -0.0015 
 PC1 -inadequate development 
but varied language use 
-0.0045 0.0035 -0.0072 -0.0022 
 PC5 - use of varying time 
frames 
0.0050 -0.0047 -0.0095 -0.0033 
 PC7 - structural flaws in long 
sentences 
-0.0025 -0.0030 -0.0068 -0.0041 
Note: High values of important measures are printed in bold. 
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Figure 4.19 Mean decrease in accuracy across seven principal components in Model 2- 
Generic model. The second PC (clear organization but limited paragraph development) 
with the highest mean decrease in accuracy seemed to be the best indicator of essay 
quality. PC6 scores, which had the second highest mean decrease in accuracy, could be 
useful in predicting student writing quality. 
 
  
Figure 4.20 Mean decrease in accuracy across seven principal components in Model 4- 
Task-specific model. Like Model 2, Model 4 featured the second PC scores (clear 
organization but limited paragraph development) as the best indicator of essay quality. 
PC6 (limited academic-word use) with the second highest mean decrease in accuracy 
could be also useful in predicting student written essays. 
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Figure 4.21 A scatterplot of PC2 scores (clear organization but limited paragraph 
development) in relation to PC6 scores (limited academic word use) of the 297 EPT 
essays. PC2 scores of many 101B-level observations were found to be less than 0. PC6 
scores could be helpful in predicting Pass essays as PC6 scores of Pass essays were 
distributed densely below 0. 
The second source of information that could be extracted from the random forest 
models pertained to classification rules for the three placement levels in the EPT Writing 
Test. As prediction in random forests was based on a voting committee of 1,000 trees, it 
would be rather complicated to interpret a relatively large number of trees in each forest. 
In order to illuminate the complexity of resulting models, fundamental conditions of 
predictors were extracted by inTrees() (Deng, 2015). Table 4.16, Table 4.17, Table 
4.18 and Table 4.19 present classification rules that were perfectly accurate in forecasting 
the EPT placement levels. The last column shows the percentages of training 
observations that satisfied the conditions. For example, the first rule-based classification 
of Model 1, as shown in Table 4.16, implied that if fragments in an essay were greater 
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than -0.62, compound-complex sentences greater than -0.28, words per sentences greater 
or equal to -0.29, and occurrences of collocational misuse greater than 0.43, the essay 
would be classified as 101B. There were 8 per cent of the training data (n = 16 out of 
211) that satisfied this classification rule.  
Table 4.16 Classification rules with 100% accuracy in the Generic model built on 17 
original selected variables (Model 1) 
No Condition(s) Predicted 
level 
% data 
(N = 211)  
n 
1.  Fragments> -0.62  
and Compound-complex sentences > -0.28  
and Words per Sentence ≥ -0.29  
and Collocational misuse > 0.43 
101B 8% 16 
2.  Verbs in present tenses > -1.06  
and 1.16 < Part-of-speech-related errors ≤ 2.8  
and Article-related errors > -0.35 
101B 8% 16 
3.  Verb-form-related errors ≤ -0.13  
and Article-related errors > -1.1  
and Words per Sentence > 0.96  
and Collocational misuse ≤ 0.66 
101C 3% 7 
4.  Subject-verb disagreement > 0.07  
and Article-related errors ≤ -0.86  
and Text length > -1.12 
101C 4% 8 
5.  Fragments ≤ 0.01  
and Verb-form-related errors > 1.03 
101C 2% 4 
6.  Verb-form-related errors ≤ -0.41  
and Article-related errors ≤ 0.34  
and Compound-complex sentences > 0.79  
and Words per Sentence > -0.88 
Pass 8% 17 
7.  Verb-form-related errors ≤ -0.63 
and Article-related errors ≤ 0.7  
and Compound-complex sentences > 1.1 
Pass 5% 11 
8.  Part-of-speech-related errors ≤ -0.34  
and Words per Sentence > 0.33  
and Last paragraph length ≤ -0.29 
Pass 4% 9 
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No Condition(s) Predicted 
level 
% data 
(N = 211)  
n 
9.  Verb-form-related errors ≤ -0.22  
and Part-of-speech-related errors > -0.34  
and Noun-form-related errors > -0.05  
and Text length > 0.55  
and Third paragraph length ≤ 1.15 
Pass 2% 4 
10.  Article-related errors ≤ -1.36 Pass 3% 6 
 Total  47% 98 
 
Table 4.17 Classification rules with 100% accuracy in the Generic model built on seven 
principal components (Model 2) 
No Condition(s) Predicted 
level 
% data  
(N = 211)  
n 
1.  PC2 (Clear organization but limited paragraph 
development) > -1.56  
and -1.44 < PC3 (Syntactic complexity) ≤ -1.03  
and PC7 (Structural flaws in long sentences) ≤ 
1.09 
101B 3% 6 
2.  PC1 (Inadequate development but varied 
language use) ≤ -1.38  
and PC2 (Clear organization but limited paragraph 
development) ≤ -0.66  
and -0.1 < PC4 (Grammatical errors) ≤ 2.36  
101C 2% 4 
3.  -1.68 < PC2 (Clear organization but limited 
paragraph development) ≤ -1.37  
and PC6 (Limited academic word use) ≤ -0.39 
101C 2% 5 
4.  PC2 (Clear organization but limited paragraph 
development) ≤ -1.56  
and -0.67 < PC7 (Structural flaws in long 
sentences) ≤ -0.27 
101C 1% 3 
5.  -1.5 < PC1 (Inadequate development but 
varied language use) ≤ -1.36 
101C 3% 6 
6.  PC1 (Inadequate development but varied 
language use) > 2.12  
and -2.14 < PC2 (Clear organization but limited 
101C 2% 5 
Table 4.16 (continued) 
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No Condition(s) Predicted 
level 
% data  
(N = 211)  
n 
paragraph development) ≤ -1.18  
and PC6 (Limited academic word use) ≤ 2.19 
7.  PC1 (Inadequate development but varied 
language use) > -1.73  
and PC2 (Clear organization but limited paragraph 
development) > -0.55  
and 0.31 < PC3 (Syntactic complexity) ≤ 2.05  
and PC5 (Use of varying time frames) > -1.38  
and PC7 (Structural flaws in long sentences) ≤ -
0.94 
101C 2% 5 
8.  PC2 (Clear organization but limited paragraph 
development) ≤ -0.24  
and PC4 (Grammatical errors) ≤ -1.15  
and 0.16 < PC6 (Limited academic word use) ≤ 
1.71 
101C 2% 5 
 Total  19% 39 
 
Table 4.18 Classification rules with 100% accuracy in the Task-specific model built on 
17 original selected variables (Model 3) 
No Condition(s) Predicted level 
% data 
(N = 175) 
n 
1.  Verbs in present tenses > -0.77 
and Verb-form-related errors > -0.73  
and Part-of-speech-related errors > 0.82 
and Noun-form-related errors > -0.51 
101B 11% 19 
2.  Verbs in present tenses > -0.7  
and Fragments > 0.23  
and Collocational misuse > 0.44 
101B 11% 20 
3.  Run-on sentences > 0.13  
and -0.43 < Words per Sentence ≤ 0.07  
and Last paragraph length ≤ -0.26 
101B 3% 6 
4.  Fragments > 0.7  
and Subject-verb disagreement ≤ -0.21  
and Part-of-speech-related errors ≤ 0.96 
and Collocational misuse ≤ 0.25 
and Text length > -0.3 
101C 3% 5 
Table 4.17 (continued) 
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No Condition(s) Predicted level 
% data 
(N = 175) 
n 
5.  Fragments > 0.27  
and Noun-form-related errors ≤ -0.31  
and -0.74 < Collocational misuse ≤ 0.16  
101C 2% 3 
6.  Verbs in present tenses > 0.96  
and Compound-complex sentences ≤ 0.28 
and Collocational misuse ≤ 0.71 
101C 5% 9 
7.  Verbs in present tenses > 0.04  
and Fragments ≤ -0.28 
and Verb-form-related errors > -0.13 
and Part-of-speech-related errors ≤ 0.82 
101C 5% 9 
8.  Topic sentence counts > -0.75  
and Verbs in present tenses ≤ -0.17 
and Fragments ≤ 0.54 
and Subject-verb disagreement > 0.59  
and Text length > -1.54 
Pass 4% 7 
9.  Verbs in present tenses ≤ -0.81 
and Fragments > 0.32  
and Text length > 0.99 
Pass 1% 2 
10. Paragraph counts > -0.57 
and Fragments > 0.27 
and Verb-form-related errors ≤ -0.22 
and Compound-complex sentences > -0.56  
and Collocational misuse ≤ 0.72 
Pass 2% 4 
 Total  48% 84 
 
Table 4.19 Classification rules with 100% accuracy in the Task-specific model built on 
seven principal components (Model 4) 
No Condition(s) Predicted level 
% data 
(N = 175) 
n 
1.  PC2 (Clear organization but limited paragraph 
development) ≤ -1.12  
and PC4 (Grammatical errors) ≤ -1.33  
and PC5 (Use of varying time frames) ≤ -0.53 
101B 3% 6 
2.  -0.25 < PC2 (Clear organization but limited 101B 2% 4 
Table 4.18 (continued) 
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No Condition(s) Predicted level 
% data 
(N = 175) 
n 
paragraph development) ≤ -0.13  
3.  PC1 (Inadequate development but varied 
language use) ≤ -0.5  
and PC2 (Clear organization but limited paragraph 
development) ≤ -0.03  
and PC3 (Syntactic complexity) > -1.16  
and PC5 (Use of varying time frames) > -2.55  
and -1.94 < PC6 (Limited academic word use) ≤ -
0.84  
101B 4% 7 
4.  PC2 (Clear organization but limited paragraph 
development) >1.08  
and -0.88 < PC3 (Syntactic complexity) ≤ -0.17  
and PC4 (Grammatical errors) > 0.48 
101C 2% 3 
5.  PC1 (Inadequate development but varied 
language use)> -4.3  
and -2.14 < PC2 (Clear organization but limited 
paragraph development) ≤ -1.37  
and PC6 (Limited academic word use) ≤ -0.56 
101C 2% 3 
6.  PC6 (Limited academic word use) ≤ -2.85 101C 1% 2 
7.  -0.6 < PC2 (Clear organization but limited 
paragraph development) ≤ -0.54  
and PC6 (Limited academic word use) > -0.97 
Pass 2% 4 
 Total 17% 29 
 
Moreover, the total percentages of the training data that were perfectly predicted 
by the essential rules might shed light on the prediction effectiveness of these rules. The 
results revealed that Models 1 and 2 built on 17 original variables seemed to correctly 
predict more EPT written essays (47% or 48% training data) than Models 3 and 4 built on 
the seven principal component scores (17% or 19% training data). The findings might 
suggest that the original-variable-based rules seemed to be more efficient than PC-score-
Table 4.19 (continued) 
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based rules. In the following section, the prediction performance of the four models is 
evaluated. 
4.4.2. Model evaluation 
In order to evaluate the prediction performance of the resulting models, several 
aspects needed to be considered. Reports in this section entail out-of-bag (OOB) error 
rates, training and test set error rates, within-class error rates, and case-by-case 
classifications.  
An out-of-bag (OOB) error rate for each model was computed from 1,000 trees 
during the training process of a random forest. Each tree in a forest was trained on a 
different bootstrap sample that was comprised of about two thirds of the data in an 
original training set. The rest of the data (i.e., one third of the training data) was "out of 
bag" and used for testing classification performance of that tree in the forest. Figure 4.22 
visually illustrates the predictive performance of 1,000 trees in the four random forests 
with the out-of-bag errors that were computed as a whole and also for each placement 
level. As can be seen in the figure, at the beginning of the development procedure, the 
out-of-bag errors of the four models fluctuated widely. As from approximately the 100th 
tree, the errors converged to a limit, suggesting that predictive performance of random 
forests in the four models improved and became more stable as more trees were 
constructed in the forests. Table 4.20 provides out-of-bag (OOB) error rates of the four 
models. The results revealed that out-of-bag error rates of the four models ranged from 
47% to 55%, which might indicate moderate predictive performance of each tree in the 
random forests. The generic model that was built on significant variables (Model 1) had 
the lowest overall misclassification rates (47%) in out-of-bag observations with 1,000 
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replications (i.e., 1,000 trees). Both of the generic and task-specific models that were 
built on 17 original variables (Models1 and 3 with 47% and 48% out-of-bag error rates, 
respectively) were likely to perform slightly better than those constructed on PCs 
(Models 2 and 4 with 55% and 53%, respectively).  
 
Figure 4.22 Illustrations of out-of-bag (OOB) and classification error rates, computed 
from 1,000 trees in each model. Model 1 (Generic model built on 17 original variables) 
seemed to predict the 101C level most accurately while other three models were likely to 
predict the 101B level most successfully. 
A closer analysis of within-classification error rates for the four targeted models, 
as summarized in Table 4.21 and illustrated in Figure 4.22, showed a range from 37% to 
62% across the three placement levels (i.e., 101B, 101C, and Pass). The 101C level 
seemed to be most accurately predicted (the error rate of 37%) in Model 1(Generic model 
256 
 
 
built on 17 original variables). Meanwhile, the 101B level was generally predicted at the 
lowest error rates across the other three models, Models 2, 3, and 4 (ranging from 40% to 
52%), suggesting 101B essays tended to be correctly predicted as compared to the other 
levels (101C and Pass). In contrast, classification error rates for Pass essays were the 
highest (ranging from 52% to 62%), indicating the Pass group was probably the most 
difficult to predict. 
Table 4.20 Out-of-bag (OOB) error rates of the four models. Model 1 had the lowest 
overall misclassification rates, suggesting that Model 1 was likely to be the best model 
for the EPT data. 
Model Model description OOB error rates 
Model 1 Generic model built on 17 significant variables .47 
Model 2 Generic model built on 7 PCs .55 
Model 3 Task-specific model built on 17 significant variables .48 
Model 4 Task-specific model built on 7 PCs .53 
 
Table 4.21 Confusion matrices of bootstrap samples in four models. 101B was generally 
predicted at the lowest error rates across the four models. In contrast, classification errors 
for Pass essays were the highest, indicating that the Pass group was probably the most 
difficult to predict. 
Model Placement 
results 
Predicted 
101B 
Predicted 
101C 
Predicted 
Pass 
Classification 
error 
Model 1 
 
Assigned 101B  
(n = 67) 
32 29 6 0.52 
 Assigned 101C 
(n = 86) 
17 54 15 0.37 
 Assigned Pass 
(n = 58) 
6 26 26 0.55 
Model 2 Assigned 101B  
(n = 67) 
33 31 3 0.51 
 Assigned 101C 
(n = 86) 
26 40 20 0.53 
 Assigned Pass 
(n = 58) 
4 32 22 0.62 
Model 3 Assigned 101B  
(n = 55) 
31 19 5 0.44 
 Assigned 101C 
(n = 68) 
18 35 15 0.49 
257 
 
 
Model Placement 
results 
Predicted 
101B 
Predicted 
101C 
Predicted 
Pass 
Classification 
error 
 Assigned Pass 
(n = 52) 
4 23 25 0.52 
Model 4 Assigned 101B  
(n = 55) 
33 15 7 0.40 
 Assigned 101C 
(n = 68) 
19 29 20 0.57 
 Assigned Pass 
(n = 52) 
5 26 21 0.60 
Note: Model 1 = Generic model on 17 original significant variables; Model 2 = Generic 
model on 7 PCs; Model 3 = Task specific model on 17 original significant variables; 
Model 4 = Task-specific models on 7 PCs. 
 
It should be noted that in order to obtain the lowest error rates in the test sets, I 
repeatedly constructed each model 100 times. Table 4.22 presents overall error rates of 
training and test sets of the four models through 100 iterations. Placement prediction of 
the training data demonstrated a perfect fit in all four models with complete accuracy (0% 
error rates). Regarding the test sets, the generic model constructed on 17 original 
variables (Model 1) showed the lowest minimum error rate (8%), suggesting that it was 
the best model in predicting placement levels of the EPT Writing Test takers. However, 
as illustrated in Figure 4.23, means of test error rates over the course of 100 repetitions 
were much higher than the minimum test error rates (ranging from 40% to 51%), 
revealing that the means of test error rates through 100 iterations closely reflected out-of-
bag error rates of the models (ranging from 47% to 55%). 
 
 
Table 4.21 (continued) 
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Table 4.22 Overall error rates of training and test sets through 100 iterations. Back-
prediction of the training data demonstrated a perfect fit in all four models. Means of test 
error rates were likely to reflect out-of-bag error rates of the models. 
Models Training 
error rates 
Test error rates 
Minimum Mean S.D. 
Model 1 - Generic model on 17 
original variables 
0 0.08 0.40 0.09 
Model 2 - Generic model on 7 PCs 0 0.24 0.48 0.09 
Model 3 - Task-specific model on 17 
original variables 
0 0.20 0.43 0.09 
Model 4 - Task-specific model on 7 
PCs 
0 0.30 0.51 0.10 
 
 
Figure 4.23 Test set error rates (dark blue dots) and minimum error rates (light blue dots) 
of the four targeted models through 100 iterations were likely to reflect out-of-bag error 
rates. 
In order to investigate within-class prediction performance in the test sets for the 
four predictive models, I conducted a closer examination of predicted placement ratings 
as compared to assigned ratings by EPT human raters. As presented in Table 4.23, the 
generic model on 17 original variables (Model 1) yielded the lowest error rates overall for 
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the three placement levels (0%, 10%, and 17% error rates for the 101B, 101C, and Pass 
levels, respectively). Lower error rates for the generic models (Models 1 and 2) in 
predicting 101B essays (0% and 11% error rates, respectively) suggested their better 
performance on classifying the lowest placement level as opposed to the task specific 
models (Models 3 and 4 at 17% and 33% error rates, respectively). Interestingly, the task-
specific model on 17 original variables (Model 3) was seemingly effective in predicting 
the 101C level with a perfect accuracy (0% error rate). The highest error rates for the 
Pass level in Models 1, 2, and 3 (17%, 33%, and 43%, respectively) might indicate that 
Pass essays tended to be the most difficult to predict. However, the task-specific model 
on the seven principal components (Model 4) seemed to best predict students who passed 
the test at a 14% error rate. 
Table 4.23 A confusion matrix of test sets for the targeted four models. Model 1 showed 
the lowest error rates overall. Model 3 was seemingly effective in predicting the 101C 
level. Model 4 seemed to best predict students who passed the test.  
Model Placement 
results 
Predicted 
101B 
Predicted 
101C 
Predicted 
Pass 
Class. 
error 
Model 1  Assigned 101B 
(n = 9) 
9 0 0 0 
 Assigned 101C 
(n = 10) 
0 9 1 0.10 
 Assigned Pass 
(n = 6) 
1 0 5 0.17 
Model 2  Assigned 101B 
(n = 9)  
8 1 0 0.11 
 Assigned 101C 
(n = 10) 
2 7 1 0.30 
 Assigned Pass 
(n = 6) 
0 2 4 0.33 
Model 3  Assigned 101B 
(n = 6)  
5 1 0 0.17 
 Assigned 101C 
(n = 7) 
0 7 0 0 
 Assigned Pass 2 1 4 0.43 
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Model Placement 
results 
Predicted 
101B 
Predicted 
101C 
Predicted 
Pass 
Class. 
error 
(n = 7) 
Model 4  Assigned 101B 
(n = 6)  
4 2 0 0.33 
 Assigned 101C 
(n = 7) 
1 4 2 0.43 
 Assigned Pass 
(n = 7) 
1 0 6 0.14 
Note: The lowest class error rates are printed in bold. Model 1 = Generic model on 17 
original variables; Model 2 = Generic model on 7 PCs; Model 3 = Task-specific model 
on 17 original variables; Model 4: Task-specific model on 7 PCs. 
 
A case-by-case investigation into the EPT essays, as summarized in Table 4.24, 
revealed that there were 18 cases in the test sets in which the models inaccurately 
predicted the human ratings. The misclassification of the predictive models occurred at 
adjacent levels, i.e., between 101B and 101C (Essays 33, 50, 78, 99, 62, 196, and 212), 
and between 101C and Pass (Essays 1,146,164, 75, 92, and 145). The results suggested 
that these essays probably were crossover cases at the adjacent levels. The results also 
indicated that Essays 23, 49, 107, and 131 were controversial cases involving 
fundamental disagreement between human judgment and statistical prediction at the 
highest and lowest levels (i.e., Pass and 101B). Interestingly, there were not any 101B 
essays that were forecast to pass the EPT Writing Test. It should be noted that there was 
only one case (Essay 164) in which the predictive models (Models 1 and 4) agreed with 
each other (i.e., Pass level) but disagreed with human judgments (i.e., 101C level).  
In brief, the case-by-case examination revealed that all 18 essays in which the 
four models inaccurately predicted their group membership were written by different test 
takers. The findings could suggest that incorrect predictions for these students' essays 
  
Table 4.23 (continued) 
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Table 4.24 A case-by-case summary of incorrect prediction. Crossover cases were found 
at the adjacent levels (i.e., 101B and 101C, and 101C and Pass) while controversial cases 
were found between the highest and lowest levels (i.e., 101B and Pass).  
No Predicted by 
Model 
Essay ID Assigned 
placement 
Predicted 
placement 
1.  2 33 101B 101C 
2.  4 50 101B 101C 
3.  4 78 101B 101C 
4.  3 99 101B 101C 
5.  4 62 101C 101B 
6.  2 196 101C 101B 
7.  2 212 101C 101B 
8.  2 1 101C Pass 
9.  4 146 101C Pass 
10.  1 164 101C Pass 
11.  4 164 101C Pass 
12.  4 23 Pass 101B 
13.  1 49 Pass 101B 
14.  3 107 Pass 101B 
15.  3 131 Pass 101B 
16.  2 75 Pass 101C 
17.  2 92 Pass 101C 
18.  3 145 Pass 101C 
Note: Controversial cases in each of which the highest placement level was misclassified 
as the lowest are printed bold. 
 
might result from possible model limitations rather than the data itself. Consequently, I 
could not remove these observations. In other words, model modification and model 
assessment were no longer needed in the model construction procedure. Given prediction 
performance of the four models in comparison with human ratings, I chose two models, 
one generic model and one task-specific model. Model selection is discussed in the next 
section. 
4.4.3. Model selection 
In selecting models, it was important to consider a minimization of error rates and 
priority of placement levels for multiple purposes of the EPT Writing Test. Given 
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prediction performance of the four models in comparison with human ratings, the generic 
and task-specific models that were constructed on the 17 significant variables (Models 1 
and 3) were chosen. Both Models 1 and 3 showed lower out-of-bag error rates (47% and 
48%, respectively) as compared to Models 2 and 4 (55% and 53% out-of-bag error rates, 
respectively). Error rates of Models 1 and 3 in the test sets (8% and 20% minimum error 
rates; 40% and 43% average test error rates, respectively) affirmed their superior 
prediction performance over the models on principal component scores (24% and 30% 
minimum error rates; 48% and 51% average test error rates, respectively). 
More importantly, Models 1 and Model 3 maintained the higher accuracy in 
predictions of non-pass essays (i.e., 101B and 101C levels) in the bootstrap samples and 
the test sets. The underlying reason was that priority should be given to classifying lower-
rated essays in order to avoid overlooking students who could benefit most from the 
language program at ISU. Moreover, if students were misclassified as non-pass levels 
(i.e., either 101B or 101C), they would have a second chance to obtain ESL writing 
course waivers if they passed a diagnostic test that was administered on the first day of 
classes. However, it was important to further assess predictive quality of the selected 
models against independent data (future EPT written essays). The next section presents 
the results of model validation in predicting human placement decisions of new essays in 
different task types of the EPT Writing Test. 
4.5. Generalizing predictive models of human raters' placement decisions in 
different task types (RQ5) 
To address Research Question 5  ̶ Do the resulting combinations of text features in 
test takers' written discourse generalize to different task types in the EPT Writing Test? ̶ 
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predictive performance of the selected generic (Model 1) and task-specific (Model 3) 
models was assessed in actual EPT essays in a validation set. Application of the resulting 
random-forest-based classifiers of Models 1 and 3 on the validation set, as illustrated in 
Table 4.25, revealed that the generalization error rates were 57% and 59%, respectively. 
The generalization error rates of Models 1 and 3 were found to be higher than their out-
of-bag error rates (47% and 48%, respectively), training (0%), and test error rates (8% 
and 20%, respectively). This finding showed that there was little evidence of 
generalizability of the two chosen models on new essays of the EPT Writing Test. 
Table 4.25 Overall generalization error rates of generic (Model 1) and task-specific 
(Model 3) models in predicting a validation set. Differences in prediction performance of 
both models were negligible. 
Validation set Generic model Task-specific model 
Argumentative & Analytical 
essays (n = 61) 
0.57  
Argumentative essays (n = 27)  0.59 
 
A closer analysis of within-class prediction of the selected models, as summarized 
in Table 4.26, revealed higher class error rates of Models 1 and 3 in predicting group 
memberships of EPT test takers in the validation set (ranging from 50% to 78% error 
rates) than those in the training (0% error rates) and test sets (ranging from 0% to 43% 
error rates). The results could suggest little evidence of generalizability of Models 1 and 
3 in predicting placement levels of future essays. However, compared with the chosen 
task-specific model (Model 3), the generic model (Model 1) appeared to perform better, 
although the difference seemed to be negligible. It was noteworthy that no 101B-rated 
essays were predicted to be Pass, and vice versa. The result could indicate that the 
generic model (Model 1) neither mistakenly passed any 101B essays nor placed Pass 
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students into the lowest level classes. The finding might ascertain classification accuracy 
of the generic model on 17 significant variables (Model 1) in distinguishing human 
judgments of the lowest (i.e., 101B) from the highest level (i.e., Pass).  
Table 4.26 Confusion matrices of a validation set for Models 1 and 3. Model 1 was likely 
to perform better than Model 3. Model 1 could distinguish the highest and lowest levels. 
Model Placement 
results 
Predicted 
101B 
Predicted 
101C 
Predicted 
Pass 
Class. 
error 
Model 1 - Generic 
model for both tasks 
Assigned 101B  
(n = 9) 
2 7 0 0.78 
Assigned 101C 
(n= 34) 
12 17 5 0.50 
Assigned Pass  
(n = 18) 
0 11 7 0.61 
Model 3 - Task 
specific model for 
Argumentative task 
Assigned 101B  
(n = 0) 
- - - - 
Assigned 101C  
(n = 14) 
7 6 1 0.57 
Assigned Pass  
(n = 13) 
2 6 5 0.54 
 
Generalization of the selected models in classifying new EPT essays was 
somewhat limited overall, though; within-class examinations showed that the best 
classifier could recognize the highest and lowest essays, but crossover cases existed at the 
adjacent levels. A possible reason was that the 101C level was problematic to predict. It 
was very likely that test takers who were placed into 101C classes could be divided into 
subgroups (e.g., a low-101C and a high-101C group). The possibility could be supported 
by the results of the profile analysis of the three placement levels. A feature profile of 
low-101C essays might bear some resemblance with that of 101B-rated essays. 
Meanwhile, written responses by high-101C students and students who passed the test 
could be similar in text-feature profiles. Further investigation into grouping written 
essays that have similar text features might shed light on possible placement levels of the 
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EPT Writing Test. Another possibility was that EPT raters were inclined to cautiously 
assign student essays in the mid level (101C) in order to avoid making "extreme" 
judgments (i.e., 101B and Pass levels).  
4.6. Chapter summary 
Chapter 4 presented and discussed results of both quantitative and qualitative 
analyses for predictive modeling of human raters' placement decisions in the EPT 
Writing Test. In a model-specification phase (Phase 1), the Multifaceted Rasch 
Measurement (MFRM) analysis was conducted to address Research Question 1  ̶ How do 
EPT raters differ in their rating behavior? ̶ MFRM results revealed that rating behavior 
of EPT raters was inclined to change over time. However, several raters demonstrated 
that the overall tendency in rating behavior was relatively consistent. In addition, the 
MFRM results showed an increase in internal consistency of raters as they gained rating 
experience. Reliability estimates for the MFRM analysis provided evidence of real 
differences in severity among the EPT Writing raters. The findings allowed me to select 
five representative participants from each severity level (four raters whose severity 
ranged from lenient, average, strict, and fairly strict levels, and one rater whose severity 
changed from strictness to leniency). The selected raters served as informants in my 
qualitative analysis that was conducted to address Research Question 2. 
In direct response to Research Question 2  ̶ What text features do raters attend to 
as producing concurrent verbal reports of their thinking while evaluating EPT essays? ̶  a 
qualitative analysis of think-aloud protocols of the five raters was conducted. Qualitative 
findings suggested six major categories of text features that EPT raters noticed, 
comprising organization, grammar and vocabulary, functional, mechanics, 
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comprehensibility and handwriting. Results of the qualitative analysis revealed that text 
features in these six categories were likely to receive different attention from raters, 
although all of the five raters reached a consensus about the importance of thesis 
statements, collocational misuse, sentence complexity, ill-formed verbs, use of time 
frames, example provision, idea repetition and idea development. Unexpectedly, all of 
the five raters complained that illegible handwriting could hinder their comprehension of 
student essays. Interpretations of the think-aloud protocols of the five EPT raters allowed 
me to identify 52 evaluative variables, which could be divided into three types (i.e., 
frequency count variables, written discourse length, and evaluative metrics). At the end 
of the model-specification phase, 36 out of the 52 variables were chosen to set up a 
quantitative dataset for the next model-construction task.  
To answer Research Question 3  ̶ In what ways do linguistic differences in written 
discourse produced by test takers correspond to placement levels (i.e., 101B, 101C, and 
Pass) in the EPT Writing Test? ̶ a corpus-based analysis and a range of statistical 
procedures were carried out. Quantitative results indicated linguistic differences in the 
three placement levels of the EPT Writing Test. On the evidence of significant variables 
and principal component scores in differentiating the three placement levels, there 
seemed to be a distinction in text-feature profiles between the lowest (101B) and the 
highest group. Students who were placed in 101C classes were identified as a mid-level 
group. The quantitative analyses also provided evidence that a linguistic profile of 101C 
students was, to some extent, similar to both the low and high groups. Like 101B 
students, 101C students appeared to have problems with long sentences, grammatical 
issues and inadequate development. Furthermore, students at both 101B and 101C levels 
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tended to lack knowledge of collocations and academic words. However, students in the 
101C and Pass groups similarly demonstrated an ability to develop an essay. 
In order to address Research Question 4  ̶ What combinations of text features in 
test takers' written discourse define predictive models for human raters' placement 
decisions in different task types in the EPT Writing Test? ̶  random-forest results 
suggested that fragments, part-of-speech-related errors, and unclear organization (the 
second principal component) were important predictors in identifying 101B-level essays. 
Nevertheless, proper academic word use was indicative of high-rated essays. Overall, a 
generic model that was constructed on 17 original variables showed the highest predictive 
performance. A task-specific model on 17 variables might effectively predict 101C-level 
essays. Given the within-class performance of the models, forecasting high-rated essays 
by students who passed the test was the most challenging. Based on evaluation of overall 
performance for predictive models and the importance of correct classification for non-
pass essays (i.e., 101B and 101C), I selected the generic and task-specific models that 
were built on the 17 original variables. 
Research Question 5 investigated whether the resulting combinations of text 
features in test takers' written discourse generalized in different task types in the EPT 
Writing Test. Results provided little evidence of predictive generalizability of the models 
in forecasting future essays. However, the generic model demonstrated that it could 
substantially distinguish high-rated essays from low-rated essays. Essays on the 
borderline of adjacent placement levels might suggest that the mid level could be divided 
into high-mid and low-mid levels. Another possibility was that EPT raters tended to be 
careful when placing students at extreme levels during evaluation processes. 
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 The next chapter draws conclusions about predictive modeling in human 
placement decisions in the EPT Writing Test. It summarizes major findings of the study 
by the five research questions. It then describes implications for research and practice. 
Given limitations of this study to be considered, the chapter concludes with directions for 
future work.  
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CHAPTER 5. CONCLUSION 
The study has illustrated the utility of random forests to explore underlying 
patterns in text features and to project human placement decisions in new essays. Chapter 
5 concludes by summarizing major findings and discussing implications of the study. 
Finally, this chapter closes with limitations of the project and outlines directions for 
future research. 
5.1. Summary of major findings 
The overarching goal of this project was to construct valid predictive models that 
best define human placement judgments in the English Writing Placement Test at Iowa 
State University. In order to meet this goal, five objectives and their corresponding 
research questions were specified to direct the dissertation. This section summarizes 
major findings that addressed these research questions.  
In answering Research Question 1  ̶ How do EPT raters differ in their rating 
behavior? ̶ results of a Multifaceted Rasch Measurement (MFRM) analysis of 1,982 
ratings of 845 essays, evaluated by 46 raters, was conducted to examine rater severity 
effects in rating processes of the EPT Writing Test. In line with Bonk and Ockey's (2003) 
findings, MFRM results of this project indicated that raters' judging behavior was likely 
to vary over time while several raters showed relative consistency in rating behavioral 
tendencies. The results also provided evidence of increased internal consistency as raters 
gained rating experience. From the MFRM results, I chose five raters  ̶ four raters in the 
unvaried-rating-behavior group and one in the varied group ̶  as participants in the 
qualitative investigation to capture variability in human rating behavior. Each of the four 
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raters in the unvaried group represented each severity or leniency level. The results of the 
rater severity analysis allowed for participant selection in the next qualitative analysis.  
In order to address Research Question 2  ̶ What text features do raters attend to as 
producing concurrent verbal reports of their thinking while evaluating EPT essays? ̶ 
think-aloud protocols of the five EPT raters were analyzed qualitatively according to 
descriptors of the EPT Writing scoring rubric. The qualitative examination of textual 
features that EPT raters commented on during evaluation processes suggested the 
presence of six major categories, consisting of organization, grammar and vocabulary, 
functional, mechanics, comprehensibility, and handwriting. The finding that illegible 
handwriting might obscure the meaning of an essay to reader-raters supported results of 
previous studies (Mei & Cheng, 2014; Milanovic, Saville, & Shen, 1996; Vaughan, 
1991). As a consequence, poor handwriting could likely affect raters' quality judgments 
during evaluation processes.  
Based on interpretations of verbal reports provided by the selected five EPT 
raters, I generated 52 evaluative variables and metrics to quantify evaluative criteria that 
EPT expert raters employed in making their placement decisions. The quantitative 
variables could be divided into three types: frequency count variables, written discourse 
length, and evaluative metrics. Frequency count variables, such as topic sentence counts 
or article-related errors, aimed to collect evidence of learners' adequate or inadequate 
knowledge about given linguistic features. Variables associated with written discourse 
length, like thesis statement length, could demonstrate a student's ability to produce given 
discourse features. Evaluative metrics could represent more than one linguistic feature, 
such as average sentence length or a type-token ratio of academic words. Among these 52 
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variables, 36 variables were selected for collecting quantitative data from the whole 
corpus for the model-construction task. The selection of this decreased number of 
variables was due to the feasibility of the project and low frequency variables. 
In responding to Research Question 3  ̶ In what ways do linguistic differences in 
written discourse produced by test takers correspond to placement levels (i.e., 101B, 
101C, and Pass) in the EPT Writing Test? ̶  a descriptive analysis, principal component 
analysis, and profile analysis were conducted. The descriptive analysis revealed that data 
on 36 variables associated with the targeted text features were distributed differently 
across 101B, 101C and Pass groups. The Principal Component Analysis (PCA) was 
conducted to explore linear combinations of the 36 variables that accounted for maximum 
variance, suggesting a seven-principal-component solution. Loadings of the 36 original 
variables on each principal component (PC) helped interpret the seven PCs as (1) 
inadequate development but varied language use; (2) clear organization but limited 
paragraph development; (3) syntactic complexity; (4) grammatical errors; (5) use of 
varying time frames; (6) limited academic-word use; and (7) structural flaws in long 
sentences. The profile analysis of essays in the three placement levels indicated that the 
highest and lowest level essays contained distinct linguistic feature profiles. The finding 
ascertained that test takers who met English requirements exhibited their writing skills to 
produce an essay with a clear structure, topic sentences for body paragraphs, essay 
development (length of the whole text, third, and last paragraph), and some syntactic 
complexity. On the contrary, results of a profile analysis indicated that test takers placed 
in the 101B level committed a range of serious grammatical errors, lacked knowledge of 
collocations, as well as academic words, and demonstrated a limited ability to construct 
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long sentences. Further, unlike Pass essays, 101B essays were generally written in 
present tenses. Essays assigned in the 101C level seemed to be characterized as a mid 
level. 101C students found grammatical control, collocational and academic word use 
problematic. Students in 101C classes might be able to develop their essays, but they 
seemingly showed a limited ability to write long sentences. 
Research Question 4  ̶ What combinations of text features in test takers' written 
discourse define predictive models for human raters' placement decisions in different task 
types in the EPT Writing Test? ̶ was answered through the deployment of random forests 
as a data mining technique. Results of the random forests analysis revealed that rater 
judgments of the 101B level were highly predictable on the basis of cues such as 
fragments, part-of-speech-related errors, and a limited ability to structure an essay (the 
second principal component). Meanwhile, the capability of using academic words was 
predictive of high-rated essay quality. Given the prediction performance, a generic model 
built on 17 original significant variables seemed to be the most effective in predicting 
placement levels overall. A task-specific model constructed on 17 variables proved 
helpful in forecasting the 101C level. Results of model evaluation suggested it was the 
most difficult to classify students who met English requirements. Interestingly, predictive 
performance of the resulting predictive models was impressive as they did not mistakenly 
pass any low-rated essays. Considering high predictive performance of the predictive 
models as well as a priority for non-pass-level classification, the generic and task-specific 
models built on 17 original variables (Models 1 and 3) were chosen for adoption. 
Compared with the selected task-specific model (Model 3), the generic model (Model 1) 
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could more accurately predict writing quality of EPT student essays; however, the 
differences in prediction performance between Models 1 and 3 were negligible.  
Findings from model validation conducted to answer Research Question 5  ̶ Do 
the resulting combinations of text features in test takers' written discourse generalize to 
different task types in the EPT Writing Test? ̶  suggested somewhat limited 
generalizability of the selected models in predicting human raters' quality judgments of 
new student essays. However, the best model (a generic model built on 17 original 
variables) was found to be able to differentiate the highest-rated essays from the lowest. 
The finding of crossover cases at the adjacent levels (i.e., between 101B and 101C, and 
between 101C and Pass) in this project provided evidence of possible division of mid-
level essays into a high-mid group and a low-mid group. Furthermore, EPT raters could 
have been cautious in making "extreme" placement decisions during rating processes in 
the EPT Writing Test.  
5.2. Limitations and directions for future research 
Several factors that may constrain generalizability of the study for this project 
need to be addressed, including methodological issues, practical constraints inherent in 
real-world data, and rater disagreement during evaluation processes of the EPT Writing 
Test. Based on limitations of this study, several recommendations for future research are 
made. 
The first drawback relates to methodological issues. Although a range of 37 text 
features pertaining to organization, grammar and vocabulary, functional, 
comprehensibility, and development were identified, some holistic impressions of human 
raters about essay quality remained unclear. Several comments, such as weak idea 
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connection, confusing underlying logic, weak grammar, and serious mistakes, were 
reported during think-aloud protocol tasks. Therefore, a stimulated recall task 
immediately following the concurrent verbal report tasks would have allowed raters to 
elaborate textual features that influenced their decision-making. Stimulated recall is 
described as a method to "relive an original situation with vividness and accuracy" when 
presenting "a large number of the cues of stimuli" (Bloom, 1953, p. 161). EPT raters 
should have been shown recordings of their think-aloud protocols and interviewed about 
their thoughts immediately afterwards. Recollection of raters' thoughts during evaluation 
processes may have allowed for a more in-depth description of text features that could be 
indicators of essay quality. For instance, "weak idea connection" could have been 
identified as particular linguistic cues to create idea connection in student essays, apart 
from linking adverbials, which a rater commented on. 
Another limitation regards practical constraints inherent in real-world data in the 
EPT Writing Test. Given the limited sample size, the predictive performance of models 
could be unstable in forecasting new cases (Ramineni & Williamson, 2013). Future 
research should consider collecting a larger set of training data for model stability and 
model generalizability. Additionally, a further shortcoming concerns the imbalances in 
placement assignments (i.e., an output variable) of available data that might have resulted 
in biased classification accuracy. Particularly, 101C-rated essays seemed to outnumber 
101B- and Pass essays. As Chen, Liaw, and Breiman (2004) explain, bootstrap samples 
could "over-represent" the majority class, and, hence, might fail to predict the minority 
class. As a result, predicting essay quality of future essays could face an additional layer 
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of complexity due to imbalances in predicted classes. Future researchers need to take the 
imbalances in response variables into account when constructing predictive models. 
A possible limitation that may affect the predictive performance of the models 
pertains to rater disagreement during evaluation processes in the EPT Writing Test. 
Interrater reliability of EPT raters in a preliminary analysis was found to be 65% exact 
agreement and 98% exact and adjacent agreement from the dataset of placement ratings. 
Although the indices could suggest reasonably adequate interrater reliability for practical 
uses, rater disagreement in the training data could limit the ability of the resulting 
predictive models to replicate human ratings in the future. The predictive models of this 
project could be employed in an advisory capacity by suggesting human raters' ratings 
that are likely to provide for student essays. The machine-based prediction could help 
flag possible discrepancies among human ratings, but the limitation probably prevents it 
from replacing human judges. Furthermore, disagreement among raters in determining 
placement levels of EPT written essays remains unexplained, although results of the 
profile analysis suggested that EPT raters could perceive differences among the levels. 
As a result, it would be fruitful for future studies to inspect possible groups of EPT essays 
that contain certain linguistic features in similar ways by conducting cluster analysis. 
Cluster analysis of student essays could indicate how essays group together because of 
linguistic similarities, rather than pre-assigned placement levels. Not only could cluster 
analysis discover similarities within placement levels, but it might also offer suggestions 
for how such human placement decisions can be made. Despite these limitations, results 
of this project have implications for both research and practice, which is dicussed in the 
following section. 
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5.3. Implications 
Findings of this dissertation project have implications for both research on 
language testing and practice. Regarding implications for research, the study suggests a 
statistical framework for writing quality analysis. This project further illuminates 
practical implications for various stakeholders of the EPT Writing Test at Iowa State 
University and beyond. In this section, I discuss implications of this project as follows. 
This study can provide implications for research by expanding a statistical 
framework for essay quality analysis. Unlike the previous studies that have attempted to 
understand the complexities of L2 writing quality by merely examining the relationship 
between a text feature or a dimension of text features and rating levels, random forests 
can shed light on the impact of a text feature or a combination of text features in 
predicting rating levels by introducing importance measures. In other words, given the 
complexity of high-dimensional data, random forests are a machine learning approach 
that can account for the predictive associations between text features and writing quality. 
Hence, findings of this research call attention to the potential impact of text features on 
human quality judgments of student essays during operational evaluation processes. In 
addition, the current research points to the broader application of predictive analysis that 
could possibly augment understanding of L2 writing proficiency. The reason is that 
random-forest models of human raters' judgments can help illuminate non-intuitive 
combinations of text features in describing writing quality.  
This research carries practical implications for assessment purposes of the EPT 
Writing Test. Profiles of the 17 significant text features and six principal components, as 
well as important predictors of placement levels should be carefully considered and 
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addressed in rater training and calibration sessions for novice raters. As the significant 
textual features and the important predictors in forecasting student proficiency levels 
were discovered from underlying patterns of expert raters' decisions, this finding may 
provide helpful resources to improve interrater reliability of placement ratings in return. 
Moreover, placement results gleaned from the predictive models could predict human 
ratings in identifying lower proficiency and higher proficiency students.  
For pedagogical implications, interpretations of results from this project were 
meant to inform L2 writing instruction of learners' problematic areas that need to be 
addressed in writing classes. For instance, important predictors from random forests 
suggest that ESL writing teachers should focus on two basic error types (i.e., fragments 
and part-of-speech-related errors) and help students structure their essays at the lowest 
level (101B). Moreover, in order for L2 students to achieve academic writing skills, 
writing instructors are recommended to implement intervention strategies and design 
instructional materials for enriching students' academic vocabulary.  
The prominent implication of this project results is pertinent to the design of an 
automated essay scoring (AES) system and an automated writing evaluation (AWE) tool. 
Descriptions of significant textual features and linear combinations of text features may 
inform software developers with targeted features to develop detecting machines for 
automatically analyzing student essays. The random-forest algorithms and extracted 
prediction rules could be featured in scoring engines for automated evaluation. The 
resulting predictive models that were constructed from expert raters' evaluative criteria 
could reach agreement with expert raters about placement decisions, and, thus, 
promisingly outperform novice raters in predicting placement ratings of new cases. 
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However, at present, the implication may be limited to prediction of lower-level essays 
(i.e., 101B) due to lack of evidence for generalizing its predictive accuracy in higher-
rated essays. Therefore, in implementing the resulting predictive algorithms, EPT Writing 
test coordinators could corporate both machine and human scoring in evaluation 
procedures. Teachers in ESL writing classes could make use of text-feature profiles in 
triangulation of other information sources such as diagnostic tests, self-report surveys, 
questionnaires, interviews, discussion to collect evidence of student writing ability.  
Implications of this project can be extended beyond Iowa State University, which 
provided the research context for this study. Resulting predictive models of human 
placement decisions in this project can be applied to L2 writing placement assessment in 
U.S. colleges and institutions. The reason is that placement levels of the EPT Writing 
Test are defined as corresponding to proficiency levels in the American Council on the 
Teaching of Foreign Languages (ACTFL) Proficiency Guidelines for Writing31 (2012). 
The ACTFL Proficiency Guidelines have been widely employed in corporate, academic 
and government sectors (ACTFL, 2011). The ACTFL guidelines provide descriptions of 
writing skills that students are expected to master. The 101B, 101C, and Pass levels in the 
EPT Writing Test are aligned to intermediate high, advanced low, and advanced mid 
proficiency levels, respectively, in the ACTFL standards. Consequently, results of this 
project at Iowa State University could potentially be applicable to L2 writing assessment 
across the U.S.  
                                                 
31
 http://actflproficiencyguidelines2012.org/writing 
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5.4. Concluding remarks 
Previous research, such as traditional discourse analysis, error analysis, natural-
language-processing-based analysis and multidimensional analysis, has attempted to 
describe L2 essay quality. However, prior studies have heavily concentrated on writer 
factors that are pertinent to language use in students' written performances. To address 
the shortcoming in the existing literature, this project examines reader-oriented text 
features that are associated with evaluative criteria for writing raters to make essay 
quality judgments. This work contributes to broadening understanding of L2 writing 
quality by approaching L2 writing quality through the lens of expert raters during 
operational evaluation processes. This project might be criticized for being conducted in 
an ad hoc manner in which predictive models were specified by human raters' evaluative 
criteria, rather than being based on theoretical accounts of L2 writing. However, 
important findings pertaining to the relationship between text features and essay quality 
could be discovered in an unanticipated way. For example, writing raters are inclined to 
consider a combination of evaluative criteria in all categories (e.g., organization, 
grammar and vocabulary, functional, mechanics, and comprehensibility) in making their 
holistic judgments of essay quality, instead of solely considering a particular theoretical 
perspective. Therefore, the design of this study allows for flexibility which cannot be 
predefined. This dissertation project also makes a considerable contribution to our 
understanding of the predictive associations between text features and L2 essay quality in 
writing assessment. Despite few limitations inherent in the practical constraints of the 
EPT Writing Test, this dissertation has implications for both research and practice at 
Iowa State University, and other universities and institutions in the U.S.  
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APPENDIX B. MY ANALYSIS OF SCORING RUBRIC FOR THE EPT WRITING 
TEST 
This appendix provides my analysis of descriptions of three placement levels in 
scoring rubric of the EPT Writing Test. The purpose of the analysis was to identify target 
evaluative criteria in the test according to the three placement levels (i.e., Pass, 101C, 
and 101B). In order to conduct my analysis, I created common themes that emerged from 
descriptors in order to identify a category that descriptors of the three placement levels 
address. For example, the Pass level is described as "[n]o need for ESL instruction. 
Undergrads can go into first-year composition, i.e., ENGL 150/250." Students placed in 
101C classes "can benefit from one semester of ESL instruction." Meanwhile, 101B 
students "need more than one semester of ESL instruction. They will proceed to 101C 
after completing 101B." A common theme for those descriptors would address Students' 
potential needs of ESL instruction.  
Table B.1 General descriptions (the EPT Writing Test, 2012) 
Category Pass 101C 101B 
Students' 
potential needs 
of ESL 
instruction 
No need for ESL 
instruction. 
Undergrads can go 
into first-year 
composition (ENGL 
150/250) 
Students can benefit 
from one semester of 
ESL instruction. 
 
Students need more 
than one semester of 
ESL instruction. They 
will proceed to 101C 
after completing 
101B.  
Communication 
effectiveness 
[Undergrads] can 
compete adequately 
with native speakers. 
Graduates have 
adequate writing skill 
for graduate work in 
their field.  
Communication on 
formal topics is 
somewhat effective 
Communication on 
formal topics is 
limited. 
 
Tolerable 
deficiency  
A few grammatical, 
mechanical, and 
stylistic errors not 
hindering 
[Communication on 
formal topics] often 
involves redundancy 
or repetition. 
[none] 
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Category Pass 101C 101B 
comprehension. 
Correspondence 
to ACTFL 
Proficiency 
Guidelines 
2012 - Writing 
Roughly 
corresponding to 
Advanced Mid or 
higher  
Corresponding to 
Advanced Low  
Corresponding to 
Intermediate High  
 
 
Table B.2 Organization-related criteria of the EPT Writing (2012) 
Category Pass 101C  101B 
Use of 
cohesive 
devices 
Utilize a variety of 
cohesive devices 
Use a limited number 
of cohesive devices 
Very limited use of 
cohesive devices 
Flow of 
thoughts 
Effectively organize 
the flow of thoughts 
in several paragraphs 
Somewhat awkward 
or incoherent flow of 
thoughts 
Incoherent flow of 
thoughts 
 
Relevance  Stay on topic with 
little digression 
 
Sometimes fail to 
stay on topic, making 
some digression 
Unclear formation of 
paragraphs 
 
Thesis 
statement & 
topic sentences 
Effective use of thesis 
statement and topic 
sentences (Required 
of graduates only); 
undergraduates may 
lack a skill in thesis 
statement and topic 
sentences 
Little use of thesis 
statement and/or 
topic sentences 
Lack of thesis 
statement and/or 
topic sentences 
 
Idea 
development 
n.a. n.a. Lack of development 
of ideas 
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Table B.3 Grammar-and-Vocabulary-related criteria of the EPT Writing (2012) 
Category Sub category Pass 101C 101B 
Use of time 
frames 
 Adequate use of 
time frames with 
moderate control 
of aspect (e.g., 
perfect, 
progressive, 
habitual, 
momentary, etc.) 
Moderate use of 
time frames with 
fair control of 
aspect. 
 
Inadequate/inco
nsistent use of 
time frames with 
lack of control 
of aspect 
 
Grammatical 
control  
 Adequate 
control of 
grammar (with 
some minor 
grammatical 
errors/mistakes 
observed) 
 Many 
grammatical 
mistakes 
hindering 
readers’ 
comprehension 
Syntactic 
structures 
complexity A variety of 
complex 
syntactic 
structures 
Fair use of 
complex 
syntactic 
structures 
Mostly rely on 
simple sentence 
structures 
variety Moderate 
repetition of the 
same 
expressions or 
sentence 
structures 
 
completeness [Complete 
sentences] 
[Complete 
sentences] 
Incomplete 
sentences 
Vocabulary 
use 
 Adequate 
vocabulary use 
Fair use of 
vocabulary, 
sometimes 
making 
circumlocution 
Limited use of 
vocabulary 
(repetition of the 
same 
expressions or 
redundancy) 
Conjunction 
use 
   Connect 
sentences 
largely relying 
on coordinate 
conjunctions 
(e.g., and, but, 
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Category Sub category Pass 101C 101B 
or) and common 
subordinate 
conjunctions 
(e.g., because, if, 
when) 
 
Table B.4 Functional criteria of the EPT Writing (2012) 
Category Pass 101C 101B 
Narration & 
Description 
Narrate and describe 
with details 
 
Narrate with less 
sophisticated 
descriptions 
Narrate, describe, 
and/or argue with 
lack of details 
Provision of 
Evidence & 
Examples 
Argue with specific 
evidence and/or 
examples 
Argue with unclear 
examples or lack of 
examples/evidence 
Simple 
communication 
 
Comparison & 
contrast 
Make effective 
comparison and 
contrast 
 
Make comparison and 
contrast to some 
degrees – often with 
inconsistence in 
details or subtopics 
Ineffective 
comparison and 
contrast  
 
Summary Make a good 
summary of given 
facts or information 
(especially for grads) 
  
Conditionals  Adequate use of true 
and untrue 
conditionals 
although a few errors 
are still found  
Adequate use of true 
conditionals; mostly 
incorrect use of untrue 
conditionals 
Moderate use of true 
conditionals, often 
making mistakes with 
verb forms 
Academic 
language use 
Good use of formal 
language with a little 
evidence of spoken 
expressions (UG 
only?) 
Adequate use of 
formal language; 
often/sometimes 
relying on spoken 
expressions 
Inappropriate use of 
formal/informal 
expressions 
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Table B.5 Mechanics-related criteria of the EPT Writing (2012) 
Category Pass 101C 101B 
Spelling & 
punctuation 
A few mistakes in 
punctuation and 
spelling 
 
Moderate degree of 
mistakes in spelling 
and/or punctuation 
Frequent systematic 
errors or random 
mistakes in 
punctuation and/or 
spelling. 
 
 
Table B.6 Comprehensibility-related criteria of the EPT Writing (2012) 
Category Pass 101C 101B 
Readers' effort Readily understood 
by native speakers 
not accustomed to 
non-native speakers’ 
writing 
Little effort to make 
to understand 
Can be understood by 
native speakers not 
accustomed to non-
native speakers’ 
writing with some 
effort or patience 
Requires a lot of 
effort to understand 
 
Idea 
development 
Ideas fully developed 
with conspicuous 
clarity (albeit a few 
grammatical, 
mechanical, and 
stylistic mistakes) 
Underdeveloped ideas 
 
Lack of clarity of 
ideas 
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APPENDIX C. RATING RUBRIC OF THE ENGLISH WRITING PLACEMENT TEST  
(Draft: 8/4/2012) 
Levels General Descriptions Organization Grammar & Vocab Functional Mechanics Comprehensibility 
Pass No need for ESL instruction. 
A few grammatical, 
mechanical, and stylistic 
errors not hindering 
comprehension. Undergrads 
can go into first-year 
composition (ENGL 
150/250) and compete 
adequately with native 
speakers. Graduates have 
adequate writing skill for 
graduate work in their field. 
Roughly corresponding to 
Advanced Mid or higher in 
ACTFL Proficiency 
Guidelines 2012 - Writing  
• Utilize a variety of 
cohesive devices 
• Effectively organize 
the flow of thoughts 
in several paragraphs 
• Stay on topic with 
little digression 
• Effective use of 
thesis statement and 
topic sentences 
(Required of 
graduates only); 
undergraduates may 
lack a skill in thesis 
statement and topic 
sentences 
• Adequate use of time 
frames with moderate 
control of aspect (e.g., 
perfect, progressive, 
habitual, momentary, 
etc.) 
• Adequate control of 
grammar (with some 
minor grammatical 
errors/mistakes 
observed) 
• A variety of complex 
syntactic structures 
• Adequate vocabulary 
use  
• Narrate and describe with 
details 
• Argue with specific 
evidence and/or examples 
• Make effective comparison 
and contrast 
• Make a good summary of 
given facts or information 
(especially for grads) 
• Adequate use of true and 
untrue conditionals 
although a few errors are 
still found  
• Good use of formal 
language with a little 
evidence of spoken 
expressions (UG only?) 
• A few mistakes in 
punctuation and 
spelling 
 
• Readily understood by 
native speakers not 
accustomed to non-native 
speakers’ writing 
• Little efforts to make to 
understand  
• Ideas fully developed with 
conspicuous clarity (albeit 
a few grammatical, 
mechanical, and stylistic 
mistakes) 
101C(UG)/ 
101D(G) 
 
Students can benefit from 
one semester of ESL 
instruction. 
Communication on formal 
topics is somewhat effective 
but often involves 
redundancy or repetition.  
Corresponding to Advanced 
Low in ACTFL Proficiency 
Guidelines 2012 - Writing 
• Use a limited number 
of cohesive devices 
• Somewhat awkward 
or incoherent flow of 
thoughts 
• Sometimes fail to 
stay on topic, making 
some digression 
• Little use of thesis 
statement and/or 
topic sentences 
• Moderate use of time 
frames with fair control 
of aspect 
• Fair use of complex 
syntactic structures 
• Moderate repetition of 
the same expressions or 
sentence structures 
• Fair use of vocabulary, 
sometimes making 
circumlocution 
• Narrate with less 
sophisticated descriptions 
• Argue with unclear 
examples or lack of 
examples/ evidence 
• Make comparison and 
contrast to some degrees – 
often with inconsistence in 
details or subtopics 
• Adequate use of true 
conditionals; mostly 
incorrect use of untrue 
conditionals 
• Adequate use of formal 
language; often/sometimes 
relying on spoken 
expressions 
• Moderate degree 
of mistakes in 
spelling and/or 
punctuation 
• Can be understood by 
native speakers not 
accustomed to non-native 
speakers’ writing with 
some effort or patience 
• Underdeveloped ideas 
 
101B Students need more than one 
semester of ESL instruction. 
They will proceed to 101C 
after completing 101B.  
Communication on formal 
topics is limited. 
Corresponding to 
• Very limited use of 
cohesive devices 
• Lack of thesis 
statement and/or 
topic sentences 
• Incoherent flow of 
• Inadequate/inconsistent 
use of time frames with 
lack of control of aspect 
• Mostly rely on simple 
sentence structures 
• Connect sentences 
• Simple communication 
• Narrate, describe, and/or 
argue with lack of details 
• Ineffective comparison and 
contrast  
• Moderate use of true 
• Frequent 
systematic errors 
or random 
mistakes in 
punctuation and/or 
spelling.  
• Requires a lot of effort to 
understand 
• Lack of clarity of ideas 
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Intermediate High in 
ACTFL Proficiency 
Guidelines 2012 - Writing 
thoughts 
• Unclear formation of 
paragraphs 
• Lack of development 
of ideas 
largely relying on 
coordinate conjunctions 
(e.g., and, but, or) and 
common subordinate 
conjunctions (e.g., 
because, if, when) 
• Many grammatical 
mistakes hindering 
readers’ comprehension 
• Limited use of 
vocabulary (repetition 
of the same expressions 
or redundancy) 
• Incomplete sentences 
conditionals, often making 
mistakes with verb forms 
• Inappropriate use of 
formal/informal 
expressions 
 
ACTFL Proficiency Guidelines 2012 – Writing (http://actflproficiencyguidelines2012.org/writing)  
Advanced High  
Writers at the Advanced High sublevel are able to write about a variety of topics with significant precision and detail. They can handle informal and 
formal correspondence according to appropriate conventions. They can write summaries and reports of a factual nature. They can also write 
extensively about topics relating to particular interests and special areas of competence, although their writing tends to emphasize the concrete 
aspects of such topics. Advanced High writers can narrate and describe in the major time frames, with solid control of aspect. In addition, they are 
able to demonstrate the ability to handle writing tasks associated with the Superior level, such as developing arguments and constructing hypotheses, 
but are not able to do this all of the time; they cannot produce Superior-level writing consistently across a variety of topics treated abstractly or 
generally. They have good control of a range of grammatical structures and a fairly wide general vocabulary. When writing at the Advanced level, they 
often show remarkable ease of expression, but under the demands of Superior-level writing tasks, patterns of error appear. The linguistic limitations 
of Advanced High writing may occasionally distract the native reader from the message. 
 
Advanced Mid (Corresponding to Pass in EPT) 
Writers at the Advanced Mid sublevel are able to meet a range of work and/or academic writing needs. They demonstrate the ability to narrate and 
describe with detail in all major time frames with good control of aspect. They are able to write straightforward summaries on topics of general 
interest. Their writing exhibits a variety of cohesive devices in texts up to several paragraphs in length. There is good control of the most frequently 
used target-language syntactic structures and a range of general vocabulary. Most often, thoughts are expressed clearly and supported by some 
elaboration. This writing incorporates organizational features both of the target language and the writer’s first language and may at times resemble 
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oral discourse. Writing at the Advanced Mid sublevel is understood readily by natives not used to the writing of non-natives. When called on to 
perform functions or to treat issues at the Superior level, Advanced-Mid writers will manifest a decline in the quality and/or quantity of their writing. 
 
Advanced Low (Corresponding to 101C/D in EPT) 
Writers at the Advanced Low sublevel are able to meet basic work and/or academic writing needs. They demonstrate the ability to narrate and 
describe in major time frames with some control of aspect. They are able to compose simple summaries on familiar topics. Advanced Low writers are 
able to combine and link sentences into texts of paragraph length and structure. Their writing, while adequate to satisfy the criteria of the Advanced 
level, may not be substantive. Writers at the Advanced Low sublevel demonstrate the ability to incorporate a limited number of cohesive devices, and 
may resort to some redundancy and awkward repetition. They rely on patterns of oral discourse and the writing style of their first language. These 
writers demonstrate minimal control of common structures and vocabulary associated with the Advanced level. Their writing is understood by natives 
not accustomed to the writing of non-natives, although some additional effort may be required in the reading of the text. When attempting to 
perform functions at the Superior level, their writing will deteriorate significantly. 
 
Intermediate High (Corresponding to 101B in EPT) 
Writers at the Intermediate High sublevel are able to meet all practical writing needs of the Intermediate level. Additionally, they can write 
compositions and simple summaries related to work and/or school experiences. They can narrate and describe in different time frames when writing 
about everyday events and situations. These narrations and descriptions are often, but not always, of paragraph length, and they typically contain 
some evidence of breakdown in one or more features of the Advanced level. For example, these writers may be inconsistent in the use of appropriate 
major time markers, resulting in a loss of clarity. The vocabulary, grammar and style of Intermediate High writers essentially correspond to those of 
the spoken language. Intermediate High writing, even with numerous and perhaps significant errors, is generally comprehensible to natives not used 
to the writing of non-natives, but there are likely to be gaps in comprehension. 
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APPENDIX D. INSTRUCTIONS FOR RATERS' THINK-ALOUD PROTOCOL TASK  
 
Thank you very much for your participation in this study. These instructions are 
designed to help participants familiarize with the procedure for verbally reporting their 
writing evaluation process in the English Placement Test (the EPT). This task will help 
me elicit textual features that writing raters attend to and how these features contribute to 
their final decisions.  
 
1. Task description 
You will receive a set of 10 essays written by 10 international undergraduates. 
Please rate these 10 essays and decide whether these students will need further writing 
instructions (i.e., non-Pass) or not (i.e., Pass). In the case, their writing skill needs to be 
trained (non-Pass), please identify which ESL course is proper for them (i.e., 
ENGL101B, or ENGL101C). For each essay, you can spend as much time as you need to 
reach your final decision. I will give instructions for producing think-aloud protocols. 
 
2. Task procedure 
There are two phases in your evaluation process, including while rating and 
decision making.  
 
2.1. Phase 1: While rating 
Purpose: Data elicited in this phase will enable me to identify textual features that 
you notice while reading student essays.  
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As you are grading student essays, I would like you to talk aloud as much as you 
comfortably can, as if you are speaking to yourself alone. Please say aloud whatever goes 
through your minds, which can be (but not limited to): 
• any textual features you are looking at 
• any comments or judgments  
• any feelings you may have about the essay and/or each textual feature 
 
2.2. Phase 2: Making decision 
Purpose: Data collected in this phase will help me explore your placement 
decision making.  
As you are reaching your placement decisions, I would like you to think those 
thoughts out loud as they occur to you. Could you tell me how you made your placement 
decisions? Your considerations can come from (but not limited to): 
• internal source: please mention the text features in the essays that 
contribute to your decision making. 
• external source(s): you might want to refer to the EPT scoring rubric, or 
your previous teaching, rating or personal experiences. 
 
********************************************** 
Please be aware that:  
• your thoughts are NOT necessarily COMPLETE SENTENCES. 
• you are NOT expected to JUSTIFY your thoughts.  
• you can have a break when you feel uncomfortable. 
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I also include one sample essay for your practice before you are ready to start our 
main session. This practice session will not be recorded. Your main rating session will be 
audio and video taped. 
Should you need further information, please do not hesitate to ask me, either in 
person or via emails. I have appreciated your participation. 
 
3. Practice 
Please rate this essay while giving a verbal report. You can spend as much time as you 
need before you are ready to start recording your main evaluation procedure. 
 
Essay prompt:  
 NOTE: You do NOT need to address all the given questions. You may choose a few 
questions from the prompt and organize your thoughts around the topic and the 
selected questions. Your composition will be evaluated on development of ideas, 
organization, and language, including grammar and expression. 
It is believed that people benefit from reading in many ways. It appears, on the 
other hand, that not many people actually enjoy reading. What do you think often causes 
people to lose interest in reading? Do you believe it is necessary to force children and 
students to do a variety of reading even when they dislike it? Should adults be 
encouraged to read books as well? Why or why not? If you believe reading is important, 
what would you suggest that schools and communities do to promote reading among 
children and adults? Explain your opinions with detailed arguments and examples. 
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APPENDIX E. EPT WRITING PROMPTS AND ESSAY TOPICS FOR 
UNDERGRADUATE STUDENTS 
 
ESSAY WRITING INSTRUCTIONS 
You have 30 minutes to think about the assigned topic, organize your ideas, and 
write your composition. You may make notes on the first page that follows the prompt to 
guide your writing. 
You may NOT use a dictionary. 
You may use a pen or pencil. You may erase or mark out mistakes. Your papers 
will not be evaluated on neatness. 
Your composition will be evaluated on development of ideas, organization, and 
language, including grammar and expression. 
Undergraduate students should write an essay on Topic 1. 
 
ESSAY TOPIC FOR FALL 2012 
Modern conveniences such as fast food, automated teller machines, and labor-saving 
appliances promise to make life easier. Do these products and services actually make our 
lives more convenient or do they simply create new problems? Explain your position 
with reasons and examples from your own experiences, observations or reading. 
 
ESSAY TOPIC FOR SPRING 2013 
Some parents believe that it is good to teach a foreign language to a child in early ages, 
whereas others argue that it would rather prevent him/her from developing appropriate 
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language abilities. Which opinion do you agree with? Use specific reasons and details to 
support your answer. You may use your own or acquaintances’ experience of learning a 
foreign language as an example. 
 
ESSAY TOPIC FOR FALL 2013 
As computers became prevalent, people believed that the use of computers and so-called 
e-Books would save a lot of paper and, therefore, trees. However, a report by Statistics 
Canada in 2006 shows that the use of paper has doubled in Canada over the last 20 years 
despite the adoption of technology. In fact, some people still prefer to read printed (or 
"hard") copies of documents instead of their electronic version. Given that, which form of 
books or documents - paper versions or electronic copies - do you prefer to read? Which 
format would you like to be used in your college courses? Explain your preference 
specifically by discussing the advantages and/or disadvantages of the two formats. 
 
ESSAY TOPIC FOR SPRING &FALL 2014 
Using the information in the figure below to guide you, write a short essay that first states 
what you believe are the main reasons for the differences in salaries across these fields. 
Then, compare this information with the situation in your country. Use specific examples 
to support your opinions. You may use examples from readings, personal experiences, or 
the experience of others.  
  
  
 
 
 
 
Source: National Association of Co
 
 
Salary ranges and average salaries for students who graduate with a bachelor’s degree in 
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lleges and Employers (NACE, April 2013)
eight different fields. 
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APPENDIX F. A SAMPLE OF THE DATA FILE FOR MULTIFACETED-RASCH-
MEASUREMENT ANALYSIS OF RATER SEVERITY EFFECTS 
This appendix illustrates a data file for Multifaceted-Rasch-Measurement analysis 
of rater severity effects. The data file had three columns and 1,983 rows to provide a data 
matrix for the analysis in FACETS. The three columns contained three variables, i.e., 
Examinee, Rater ID and Placement level. For example, on the second row of the data 
matrix, Rater 5 assigned an essay written by Examinee 1 as Level 2 (i.e., 101C).  
Examinee Rater ID Placement level 
1 5 2 
1 45 2 
2 21 2 
2 32 2 
3 29 3 
3 36 2 
3 42 3 
... ... ... 
Note: Level 1= 101B, Level 2 = 101C, Level 3 = Pass 
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APPENDIX G. TRANSCRIPTION CONVENTIONS FOR RATERS' VERBAL 
REPORTS 
(Adapted from Barkaoui, 2008; Cumming et al., 2001, pp. 86-87) 
Symbols Description 
, A comma indicates a short pause or a phrasal boundary. 
. A full stop signals a sentence boundary or falling intonation (a pause 
with final intonation). 
? A question mark signifies questions or rising intonation 
( ) Round brackets indicate that the transcriber is uncertain if 
transcription is correct. 
E.g., It looks like the student's (trying to) state his opinions. 
-  A hyphen indicates an incomplete word (e.g., it see-). 
[ ]  Square brackets provide transcriber's comments or further descriptions 
of rater's behaviors. 
E.g., [unclear] or [2 unclear words] or [referring to the rubric] or 
[going back to the introduction]  
CAPITAL 
LETTERS 
CAPITAL LETTERS are used for long stretches of text read directly 
from the original essay. 
" " Quotation marks indicate texts taken directly from an original essay 
when a rater's giving a verbal report. 
E.g., He capitalizes the letter T in "They". It seems to start a new 
sentence here. 
{ } Curly brackets indicate texts that are read aloud from the prompt.  
< > Pointy brackets indicate the texts that are read aloud from the rating 
rubric. 
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Standard hesitant markers or exclamations  
Use this closed list: 
ok for OK, okay, okie, o.k. 
yes for yup, yeah, ya, ye, yeh 
no for nope 
mm  for uh, uhm, huh, hmm 
oh  for exclamations 
 
Notes: 
It doesn't matter if there are multiple paragraph breaks in think-aloud protocols. Perhaps, 
it's more reader-friendly for coders later on. 
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APPENDIX H. SELECTED THINK-ALOUD PROTOCOLS 
NOWADAYS, MORE AND MORE PREFER TO READ E-BOOKS. IT IS A 
GREAT WAY TO SAVE LOTS OF PAPER. HOWEVER, I SUPPOSE TO READ 
PRINTED COPIES OF DOCUMENTS INSTEAD OF ELECTRONIC VERSION [read 
the thesis statement first]. "Suppose" is used in a weird way but I think he has made a 
thesis statement pretty clear. IT CAN SAVE LOTS OF PAPER IF WE USE THE E-
BOOK [read the topic sentence of the first paragraph]. Alright, paper saving: reason 1. 
ADDITIONALLY, READING PRINTED BOOKS IS GOOD FOR OUR HEALTH 
[read the 2nd topic sentence] Alright, reason 2, "good for health" . FURTHERMORE, IT 
IS A GREAT WAY TO ENLARGE OUR INTERPERSONAL CIRCLE WHEN WE 
READ PRINTED BOOKS [read the third topic sentence] Ok, he has clear organization 
addressing thesis statement very well.  
[Go back to paragraph 1] IT CAN SAVE LOTS OF PAPER IF WE USE THE E-BOOK. 
HOWEVER, READING PRINTED BOOK ALSO CANNOT WASTE THE PAPER. 
BOOKS ARE ALWAYS EXPENSIVE, SO PEOPLE ALWAYS KEEP THEM FOR A 
LONG TIME, SO IT CANNOT WASTE PAPER. ALSO, BOOKS CAN USE LOTS OF 
TIMES. IF WE FINISH THIS BOOK, WE CAN EXCHANGE WITH OUR FRIENDS 
OR SEND IT TO THE LIBRARY, SO WE CAN GET ANOTHER BOOK TO READ. 
IT CAN SAVE PAPER AND MONEY, ALSO IS A GOOD WAY TO READ MORE 
BOOKS. Some sentence structure issues.  
[Go back to paragraph 2] ADDITIONALLY, READING PRINTED BOOKS IS 
GOOD FOR OUR HEALTH. EVERYBODY KNOWS THAT IT IS BAD FOR OUR 
EYES IF WE READ THE BOOK BY COMPUTER FOR A LONG TIME. IT WILL 
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HURTS OUR EYES IF WE READ THE E-BOOKS ALL THE TIME. ALSO, IT IS 
NOT BENEFIT FOR OUR BODY, BECAUSE IF WE EAD THE E-BOOK WE MUST 
SIT IN FRONT OF THE COMPUTER ALL THE TIME. OTHERWISE IF WE READ 
THE PRINTED BOOKS, WE CAN READ THE BOOKS ON THE DESK, BED OR 
BEHIND THE TREES. WE CAN READ PRINTED BOOK EVERYWHERE YOU 
WANT. WHEN WE READ THE PRINTED BOOKS, LOTS OF BEAUTIFUL 
SCENRY WILL FILL WITH OUR MINDS. WE CAN MANGE A COLORFUL 
WORLD WHEN WE READ PRINTED BOOKS. Although I haven't finished reading, I 
look at the topic sentence of each paragraph and I finish the first two paragraphs and I 
have an impression that I would place this paper in 101C. The reason I cannot give a Pass 
is I feel like the topic sentence is not that strong, although he has given the information 
but thesis statement and topic sentences are not as strong and also language is little too 
simple. But at least I can tell he has good thesis, and supporting the thesis and at least in 
the paragraph I carefully read and all examples. He has development of his ideas. He's 
trying to explain the topic sentence before giving examples, and those things are 
consistent. As usually you can see in student writing, there is a topic sentence, and 
examples and development are not consistent, but this one is pretty good, is pretty 
consistent, focusing and targeting on the same idea over and over, but I think there are 
some language issues, ESL's language issues, but not impeding my reading, but I will not 
pass because of that and also because of language sophistication, not that sophisticated. 
So I probably put him in 101C to get more training on development of paragraph and also 
language issue to make it more sophisticated. [Skip the conclusion]  
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APPENDIX I. AN ANALYTIC MEMO FOR QUALITATIVE ANALYSIS OF 
RATERS' THINK-ALOUD PROTOCOLS 
1. Reflection on naming code labels 
• Conjunction use  
As conjunctions are used to create semantic relationships between words, I tended 
to classify conjunction use under Use of connective devices. However, conjunction use 
was classified separately under Grammar and Vocabulary according to the EPT Writing 
scoring rubric. In order to maintain consistency of the project I should categorize 
conjunction use under Grammar and Vocabulary.  
 
• Use of connective devices 
(Jan 3, 2015) From the qualitative data, I found Idea connection appropriate terms 
because raters seemed to attend to connections in the essay that made sense to them. 
(Dec 12, 2015) I thought about using Cohesion as an alternative label of Use of 
connective devices. Paltridge (2012) defines it, cohesion refers to "grammatical and 
lexical relationships which tie a text together" (p. 242). However, cohesion may be a 
broader term, hence inappropriate, than Use of connective devices as a target construct in 
the EPT Writing Test.  
 
• Unclear references 
(Jan 5, 2015) "Unclear pronouns or pronoun misuse" appeared not a right label 
because some referential words, like semi-determiners (former, latter), or demonstratives 
need to be captured as well. 
 
• Part-of-speech-related errors 
(Jan 6, 2015) I should rename "word-form-related errors" into "part-of-speech-
related errors" because it may incorrectly be related to noun forms or verb forms. 
 
2. Reflection on re-categorizing codes 
• Missing verbs: 
(Jan 17, 2015) A missing verb instance was basically a type of fragments or 
incomplete sentences. I should have merged this category with "fragments." 
 
• Extra verbs: 
(Jan 18, 2015) An extra verb instance, such as I am go* to school was basically a 
type of ill-formed verbs. I should include extra verbs as part of "ill-formed related verbs".  
 
• Incorrect word choice: 
(Jan 17, 2015) Word choice should have been merged with collocational misuse, 
because collocational misuse would cover instances in which students made a wrong 
word choice in the context. 
 
• Academic word use: 
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"Academic word" was moved to Functional category because although errors 
seemed to relate to vocabulary but the words that frequently "function" in academic 
writing. 
 
3. Reflection on removing codes 
• Supporting ideas 
(Jan 7, 2015) The feature was too general/ not specific. Students may support a 
thesis statement with topic sentences. Or students may support a topic sentence with 
examples and evidence, causes, or facts, or supporting details. 
 
• Sentence structure 
(Jan 7, 2015) "Sentence structures" is a relatively broad term. I should specific 
what/which types of wrong structures, such as fragments, run-on sentences etc. 
 
4. Reflection on generating variables and evaluative metrics 
• Number of content words types or token resembling the prompt 
(Jan 20, 2015) I created the number of content words types and tokens resembling 
a prompt. The linguistic features were content words in student essays that were similar 
or inflected forms of content words in a given prompt. These two variables were intended 
to capture topic relevance. However, the variable seemed to be too prompt-specific. This 
variable may be helpful in detecting how students rely on prompt wordings. Students at a 
higher level may use a range of synonyms and/or antonyms that I could not capture. 
These variables may be problematic in featuring model construction at a validating stage. 
The reason was that EPT Writing prompts were unlikely to be tired after use.  
 
• Number of past-tense verbs 
This variable could capture the Narration and Description under the Functional 
category as a student could recount his/her story by using past tenses. However, it was 
not clear whether other variables that I was not aware of would come into play. 
Furthermore, it was likely that students might use past tenses incorrectly. Hence, the past-
tense verbs should be categorized under "Use of time frames".
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APPENDIX J. GUIDELINES FOR CODING RATERS' THINK-ALOUD PROTOCOLS 
AND A CODED SAMPLE 
DOs 
• Start coding with a clause that describes a text feature that participants attended to. 
E.g., Although I haven't finished reading, <Topic sentences>I look at the topic 
sentence of each paragraph and I finish the first two paragraphs and I have an 
impression that I would place this paper in 101C.  
E.g., <Idea development>He has development of his ideas.  
E.g., <Thesis statement>he has good thesis, and supporting the thesis  
• If participants only mentioned a text feature or a series of text features in their 
comments, code words or phrases that capture each text feature. 
E.g., <Topic sentences>He's trying to explain the topic sentence before 
<Example provision>giving examples, and those things are consistent.  
• Code irrelevant texts of verbal reports as "zero" in the coding scheme 
• Assign codes to all words in a transcript 
 
DON'Ts 
• Do not assign codes on read-aloud texts, unless the texts are useful in illustrating the 
features that raters focused on. 
E.g., <Collocational misuse>HOWEVER, I SUPPOSE TO READ PRINTED 
COPIES OF DOCUMENTS INSTEAD OF ELECTRONIC VERSION [read the 
thesis statement first]. "Suppose" is used in a weird way  
• Do not code holistic or unspecified remarks, e.g., some language issues, weak 
grammar, generally good, etc. 
• Do not code conjunctions (e.g., and, but, so, and although, etc.) or intrapersonal 
comments that do not necessarily describe or explain target features (e.g., I think, to 
some extent I feel, let me read more, etc.) 
The following is an illustration of text boundaries to assign codes in raters' verbal 
reports. Coding nodes assigned in NVivo are given in brackets < > at the beginning of 
each text. 
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NOWADAYS, MORE AND MORE PREFER TO READ E-BOOKS. IT IS A 
GREAT WAY TO SAVE LOTS OF PAPER. <Collocational misuse>HOWEVER, I 
SUPPOSE TO READ PRINTED COPIES OF DOCUMENTS INSTEAD OF 
ELECTRONIC VERSION [read the thesis statement first]. "Suppose" is used in a weird 
way but I think <Thesis statement>he has made a thesis statement pretty clear. <Topic 
sentences>IT CAN SAVE LOTS OF PAPER IF WE USE THE E-BOOK [read the topic 
sentence of the first paragraph]. Alright, paper saving: reason 1. ADDITIONALLY, 
READING PRINTED BOOKS IS GOOD FOR OUR HEALTH [read the 2nd topic 
sentence] Alright, reason 2, "good for health" . FURTHERMORE, IT IS A GREAT 
WAY TO ENLARGE OUR INTERPERSONAL CIRCLE WHEN WE READ PRINTED 
BOOKS [read the third topic sentence] Ok, he has clear organization addressing thesis 
statement very well.  
[Go back to paragraph 1] IT CAN SAVE LOTS OF PAPER IF WE USE THE E-
BOOK. HOWEVER, READING PRINTED BOOK ALSO CANNOT WASTE THE 
PAPER. BOOKS ARE ALWAYS EXPENSIVE, SO PEOPLE ALWAYS KEEP THEM 
FOR A LONG TIME, SO IT CANNOT WASTE PAPER. ALSO, BOOKS CAN USE 
LOTS OF TIMES. IF WE FINISH THIS BOOK, WE CAN EXCHANGE WITH OUR 
FRIENDS OR SEND IT TO THE LIBRARY, SO WE CAN GET ANOTHER BOOK 
TO READ. <Fragments>IT CAN SAVE PAPER AND MONEY, ALSO IS A GOOD 
WAY TO READ MORE BOOKS. Some sentence structure issues.  
[Go back to paragraph 2] ADDITIONALLY, READING PRINTED BOOKS IS 
GOOD FOR OUR HEALTH. EVERYBODY KNOWS THAT IT IS BAD FOR OUR 
EYES IF WE READ THE BOOK BY COMPUTER FOR A LONG TIME. IT WILL 
HURTS OUR EYES IF WE READ THE E-BOOKS ALL THE TIME. ALSO, IT IS 
NOT BENEFIT FOR OUR BODY, BECAUSE IF WE EAD THE E-BOOK WE MUST 
SIT IN FRONT OF THE COMPUTER ALL THE TIME. OTHERWISE IF WE READ 
THE PRINTED BOOKS, WE CAN READ THE BOOKS ON THE DESK, BED OR 
BEHIND THE TREES. WE CAN READ PRINTED BOOK EVERYWHERE YOU 
WANT. WHEN WE READ THE PRINTED BOOKS, LOTS OF BEAUTIFUL 
SCENRY WILL FILL WITH OUR MINDS. WE CAN MANGE A COLORFUL 
WORLD WHEN WE READ PRINTED BOOKS. Although I haven't finished reading, 
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<Topic sentences>I look at the topic sentence of each paragraph and I finish the first two 
paragraphs and I have an impression that I would place this paper in 101C. The reason I 
cannot give a Pass is I feel like <Topic sentences>the topic sentence is not that strong, 
although <Idea development>he has given the information but <Thesis 
statement>thesis statement and <Topic sentences>topic sentences are not as strong and 
also <Spoken language>language is little too simple. But at least I can tell <Thesis 
statement>he has good thesis, and supporting the thesis and at least in the paragraph I 
carefully read and <Example provision>all examples. <Idea development>He has 
development of his ideas. <Topic sentences>He's trying to explain the topic sentence 
before <Example provision>giving examples, and those things are consistent. As 
usually you can see in student writing, <Topic sentences>there is a topic sentence, and 
<Example provision>examples and <Idea development>development are not 
consistent, but this one is pretty good, is pretty consistent, focusing and targeting on the 
same idea over and over, but I think there are some language issues, ESL's language 
issues, but not impeding my reading, but I will not pass because of that and also because 
of language sophistication, not that sophisticated. So <Idea development>I probably put 
him in 101C to get more training on development of paragraph and also language issue to 
make it more sophisticated. [Skip the conclusion] 
 
Notes: The following table provides text features to which ESL/EFL instructors/assessors 
attended while rating TOEFL essays (Cumming et al., 2001, p. 26). These are also 
potential text features that the EPT Writing raters would find salient.
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Text features to which ESL/EFL instructors/assessors attended while rating TOEFL essays (Cumming et al., 2001, p. 26) 
Layout Rhetorical organization Style Topicdevelopment 
a. Handwriting a. Essay structure a. Clarity o. Exaggeration a. Argument 
b. Typing • Introduction b. Colloquialness p. Clichés • Logic 
c. Spacing • Title c. Communicativeness q. Repetition • Reasoning 
d. Lineation and paragraphing • Topic orientation d. Comprehensibility r. Register • Development  
e. Legibility • Thesis statement e. Formulaic s. Fluency • Example 
f. Editing or self-corrections • Sequencing f. Sophistication t. Literacy • Analogies or metaphors 
g. Upper/lower case scripts • Body g. Idiomaticity u. Creativity • Supporting evidence 
Total written production • Conclusion h. Literalness v. Ambiguity b. Task completion 
a. Length of essay b. Paragraphing i. Interestingness w. Awkwardness c. Topical focus 
b. Length of paragraph • Number of paragraphs j. Conciseness x. Presumptuousness d. Relevance 
c. Length of sentence • Development of paragraphs k. Specificity y. Triviality e. Coherence 
Vocabulary • Format of paragraphs l. Strangeness z. Moralistic f. Persuasiveness 
a. Choice • Topic sentence m. Convincing aa. Consistency g. Misunderstanding  
b. Range c. Cohesion n. Effectiveness  bb. Avoidance strategies  
c. Variety d. Narration Sentences Grammar 
d. Precision e. Dialogue a. Sentence structure a. Preposition l. Gerund 
e. Morphology f. First person b. Sentence complexity b. Pronoun m. Participle 
f. Idioms g. Second person c. Number of sentences c. Subject-verb agreement n. Verb 
g. Missing words h. Third person d. Itemized lists d. Tense o. Subject 
Punctuation i. Reader involvement e. Sentence variety e. Auxiliary p. Object 
a. Comma  
b. Period 
Personal situation of writer f. Completeness of 
sentences 
f. Article 
g. Number (singular/plural) 
q. Passive/ active voice 
r. Noun phrase 
c. Capitalization a. Age g. Run on h. Adverbial s. Conjunction 
d. Question mark b. Gender h. Questions i. Adjective t. Conditional 
e. Apostrophe c. Ethnicity Errors g. Relative clause u. Comparatives and 
superlatives f. Quotation marks d. Mother tongue a. Quantity k. Adjective clause 
g. Colon e. Location b. Gravity  
h. Semicolon f. Beliefs c. Frequency   
i. Hyphen g. Motivation d. Typographical errors   
 h. Prior education or writing 
experience 
Spelling   
 i. Potential or readiness for 
learning or university studies 
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APPENDIX K. SAMPLES OF CLAWS TAGS IN COLLECTED EPT ESSAY CORPUS 
Essay ID: F12_U1_001 
Nowaday_NN1 ,_, we_PPIS2 live_VV0 in_II a_AT1 modern_JJ era_NN1 and_CC 
rapid_JJ modernization_NN1 ._. We_PPIS2 live_VV0 in_II a_AT1 world_NN1 
that_CST full_JJ of_IO technology_NN1 ._. Before_CS I_PPIS1 start_VV0 with_IW 
my_APPGE point_NN1 ,_, I_PPIS1 would_VM like_VVI to_TO confidently_RR 
stand_VVI my_APPGE agree_VV0 with_IW the_AT statement_NN1 that_CST 
modern_JJ conveniences_NN2 such_II21 as_II22 fast_JJ food_NN1 ,_, automated_JJ 
teller_NN1 machines_NN2 ,_, and_CC labor_NN1 saving_NN1 appliance_NN1 
promise_NN1 to_TO make_VVI life_NN1 easier_RRR ._. My_APPGE point_NN1 
are_VBR based_VVN on_II personal_JJ view_NN1 and_CC  
let_VM21 's_VM22 move_VVI to_II the_AT first_MD point_NN1 which_DDQ is_VBZ 
from_II my_APPGE personal_JJ view_NN1 ._. I_PPIS1 am_VBM pretty_RG sure_JJ 
that_CST all_DB the_AT modern_JJ conveniences_NN2 like_II fast_JJ food_NN1 
really_RR help_VV0 us_PPIO2 ._. All_DB people_NN are_VBR getting_VVG 
pretty_RG busy_JJ with_IW their_APPGE routines_NN2 so_CS I_PPIS1 think_VV0 
it_PPH1 is_VBZ just_RR nice_JJ to_TO get_VVI fast_JJ food_NN1 rather_CS21 
than_CS22 cook_VVI in_II the_AT kitchen_NN1 ._. As_II what_DDQ I_PPIS1 
have_VH0 mentioned_VVN earlier_RRR ,_, we_PPIS2 live_VV0 in_II a_AT1 rapid_JJ 
modernization_NN1 ,_, so_CS I_PPIS1 am_VBM absolutely_RR sure_JJ that_CST 
fast_JJ food_NN1 are_VBR good_JJ for_IF us_PPIO2 ._. I_PPIS1 could_VM see_VVI 
that_CST most_DAT of_IO fast_JJ food_NN1 has_VHZ full_JJ of_IO nutrient_NN1 
or_CC energy_NN1 that_CST are_VBR needed_VVN for_IF our_APPGE body_NN1 ._.  
They_PPHS2 have_VH0 upgraded_VVN the_AT quality_NN1 of_IO fast_JJ food_NN1 
to_TO make_VVI our_APPGE life_NN1 easier_RRR ._. For_REX21 example_REX22 
,_, my_APPGE mother_NN1 works_VVZ as_II a_AT1 chief_JJ clerk_NN1 at_II a_AT1 
huge_JJ school_NN1 is_VBZ Kuala_mistagNP1 Lumpur_NP1 ._. She_PPHS1 is_VBZ 
very_RG busy_JJ and_CC always_RR comes_VVZ home_RL late_RR ._. She_PPHS1 
just_RR make_VV0 us_PPIO2 fast_JJ foods_NN2 for_IF our_APPGE dinner_NN1 
and_CC it_PPH1 's_VBZ really_RR help_VV0 her_PPHO1 ._. This_DD1 example_NN1 
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shows_VVZ that_CST modern_JJ conveniences_NN2 is_VBZ goo_JJ _mistagNN1 
and_CC make_VV0 our_APPGE life_NN1 easier_RRR ._.  
Now_RT ,_, we_PPIS2 move_VV0 to_II the_AT second_MD point_NN1 which_DDQ 
is_VBZ from_II the_AT economical_JJ view_NN1 ._. Let_VV0 me_PPIO1 explain_VVI 
my_APPGE point_NN1 to_TO make_VVI it_PPH1 easier_JJR to_TO understand_VVI 
._.  
I_PPIS1 can_VM see_VVI that_CST nowadays_RT ,_, many_DA2 thing_NN1 are_VBR 
getting_VVG expensive_JJ and_CC I_PPIS1 am_VBM sure_JJ that_CST not_XX 
all_DB people_NN could_VM afford_VVI expensive_JJ things_NN2 so_RG modern_JJ 
conveniences_NN2 could_VM help_VVI them_PPHO2 ._. For_REX21 example_REX22 
,_, in_II malaysia_NN1 ,_, fast_JJ foods_NN2 is_VBZ very_RG cheap_JJ and_CC 
all_DB people_NN could_VM afford_VVI it_PPH1 ._. Besides_II that_DD1 ,_, 
automated_JJ teller_NN1 machines_NN2 could_VM help_VVI people_NN and_CC 
makes_VVZ life_NN1 easier_RRR ._. It_PPH1 really_RR shows_VVZ that_CST 
modern_JJ conveniences_NN2 are_VBR good_JJ for_IF people_NN ._.  
In_II a_AT1 nutshell_NN1 ,_, I_PPIS1 would_VM like_VVI to_TO emphasize_VVI 
my_APPGE stand_NN1 that_CST modern_JJ conveniences_NN2 actually_RR 
make_VV0 our_APPGE life_NN1 more_RGR convenient_JJ ._. 
 
Essay ID: F12_U1_002 
In_II this_DD1 modern_JJ world_NN1 ,_, there_EX are_VBR various_JJ types_NN2 
of_IO products_NN2 and_CC services_NN2 created_VVN such_II21 as_II22 fast_JJ 
food_NN1 ,_, automated_JJ teller_NN1 machines_NN2 and_CC labor-saving_JJ 
appliances_NN2 to_TO make_VVI one_MC1 life_NN1 easier_RRR ._. 
Unfortunately_RR ,_, no_PN121 one_PN122 realise_VV0 that_CST these_DD2 
products_NN2 and_CC services_NN2 are_VBR actually_RR giving_VVG us_PPIO2 
problem_NN1 besides_II making_VVG our_APPGE life_NN1 easier_RRR ._. 
There_EX are_VBR fewer_DAR reason_NN1 why_RRQ I_PPIS1 cam_NN1 in_II 
my_APPGE position_NN1 right_RR now_RT ._.  
First_MD and_CC foremost_JJT ,_, it_PPH1 will_VM cause_VVI a_AT1 decrease_NN1 
number_NN1 of_IO jobs_NN2 for_IF the_AT human_JJ being_NN1 as_CSA 
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everything_PN1 is_VBZ conducted_VVN by_II machine_NN1 ._. For_REX21 
example_REX22 ,_, there_EX are_VBR a_AT1 lot_NN1 of_IO workers_NN2 in_II 
the_AT factory_NN1 before_II the_AT machines_NN2 were_VBDR invented_VVN 
but_CCB as_CSA the_AT machines_NN2 are_VBR created_VVN ,_, people_NN 
started_VVD to_TO lose_VVI their_APPGE job_NN1 ._. How_RRQ can_VM 
they_PPHS2 live_VVI without_IW any_DD salary_NN1 to_TO pay_VVI for_IF 
their_APPGE living_JJ expenses_NN2 ._.  
Besides_II that_DD1 ,_, as_CSA machines_NN2 are_VBR invented_VVN ,_, 
people_NN tend_VV0 to_TO get_VVI lazier_JJR ._. They_PPHS2 tend_VV0 to_TO 
buy_VVI fast_JJ food_NN1 instead_II21 of_II22 cooking_NN1 ._. This_DD1 is_VBZ 
not_XX good_JJ because_CS people_NN need_VV0 to_TO get_VVI active_JJ to_TO 
stay_VVI healthy_JJ or_CC else_RR other_JJ circumstances_NN2 will_VM occur_VVI 
._.  
Last_MD but_CCB not_XX least_RRT and_CC the_AT most_RGT strongest_JJT 
reason_NN1 why_RRQ I_PPIS1 oppose_VV0 all_DB these_DD2 modern_JJ 
conveniences_NN2 is_VBZ because_CS it_PPH1 is_VBZ not_XX good_JJ for_IF 
our_APPGE health_NN1 ._. As_CSA I_PPIS1 said_VVD before_RT ,_, people_NN 
tend_VV0 to_TO get_VVI lazier_JJR and_CC iwll_VVI go_VV0 with_IW fast_JJ 
food_NN1 instead_II21 of_II22 cooking_NN1 and_CC as_CS31 far_CS32 as_CS33 
we_PPIS2 concern_VV0 fast_JJ food_NN1 contains_VVZ of_IO a_AT1 lot_NN1 of_IO 
calories_NNU2 which_DDQ obviously_RR not_XX good_JJ for_IF our_APPGE 
health_NN1 ._. Based_VVN on_II research_NN1 ,_, as_CSA the_AT number_NN1 
of_IO fast_JJ food_NN1 increase_NN1 ,_, the_AT number_NN1 of_IO people_NN 
getting_VVG obesity_NN1 has_VHZ also_RR increases_VVZ ._. Obesity_NN1 is_VBZ 
obviously_RR not_XX good_JJ for_IF us_PPIO2 as_CSA it_PPH1 will_VM lead_VVI 
to_II many_DA2 ohter_NN1 diseases_NN2 as_II31 well_II32 as_II33 death_NN1 ._.  
In_II conclusion_NN1 ,_, there_EX are_VBR many_DA2 reasons_NN2 why_RRQ 
I_PPIS1 opposed_VVD all_DB these_DD2 modern_JJ conveniences_NN2 ._. Not_XX 
to_TO deny_VVI ,_, there_EX are_VBR few_DA2 benefit_VV0 from_II these_DD2 
product_NN1 and_CC services_NN2 but_CCB based_VVN on_II my_APPGE 
observation_NN1 ,_, I_PPIS1 found_VVD that_CST these_DD2 modern_JJ 
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conveniences_NN2 have_VH0 a_AT1 lot_NN1 of_IO con_NN1 's_VBZ instead_II21 
of_II22 pros_NN2 '_GE ._. 
 
Essay ID: F12_U1_003 
IN_II this_DD1 modern_JJ era_NN1 ,_, humans_NN2 are_VBR provided_VVN 
with_IW numerous_JJ of_IO products_NN2 and_CC services_NN2 in_II the_AT 
attempt_NN1 of_IO making_VVG their_APPGE life_NN1 a_RR21 lot_RR22 
more_DAR easier_RRR ._. With_IW just_RR on_II simple_JJ phone_NN1 call_NN1 ,_, 
you_PPY can_VM get_VVI your_APPGE dinner_NN1 being_VBG delivered_VVN 
to_II your_APPGE house_NN1 and_CC with_IW just_RR one_MC1 click_NN1 ,_, 
you_PPY are_VBR able_JK to_TO do_VDI your_APPGE grocery_NN1 shopping_VVG 
online_RR ._. But_CCB the_AT question_NN1 now_RT is_VBZ ,_, do_VD0 all_RR 
these_DD2 services_NN2 benefit_VV0 us_PPIO2 or_CC they_PPHS2 are_VBR 
actually_RR slowly_RR creating_VVG new_JJ problems_NN2 ?_? As_II21 for_II22 
me_PPIO1 ,_, I_PPIS1 believe_VV0 that_CST these_DD2 products_NN2 and_CC 
services_NN2 are_VBR an_AT1 epidemic_NN1 to_II a_AT1 bigger_JJR problem_NN1 
in_II the_AT future_NN1 ._.  
First_MD and_CC formats_NN2 ,_, it_PPH1 is_VBZ obvious_JJ that_CST these_DD2 
services_NN2 and_CC products_NN2 available_JJ are_VBR encouraging_VVG 
us_PPIO2 to_TO live_VVI in_II a_AT1 very_RG unhealthy_JJ lifestyle_NN1 ._. 
For_REX21 instance_REX22 ,_, when_CS someone_PN1 is_VBZ hungry_JJ and_CC 
wants_VVZ to_TO have_VHI a_AT1 late_JJ night_NNT1 snack_NN1 ,_, fast_JJ 
food_NN1 would_VM be_VBI one_MC1 of_IO their_APPGE main_JJ choice_NN1 
because_CS it_PPH1 is_VBZ cheap_JJ and_CC fast_RR even_RR thought_VVD 
we_PPIS2 are_VBR all_DB aware_JJ of_IO how_RGQ bad_JJ the_AT food_NN1 
is_VBZ for_IF our_APPGE body_NN1 ._.  
Furthermore_RR ,_, these_DD2 services_NN2 and_CC products_NN2 are_VBR 
making_VVG humans_NN2 being_VBG to_II dependent_JJ ._. For_REX21 
example_REX22 ,_, when_CS they_PPHS2 are_VBR used_VVN to_TO do_VDI 
their_APPGE laundry_NN1 using_VVG the_AT machine_NN1 ,_, they_PPHS2 
would_VM never_RR have_VHI the_AT knowledge_NN1 of_IO washing_VVG 
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it_PPH1 by_II hands_NN2 ,_, It_PPH1 might_VM seem_VVI like_II an_AT1 easy_JJ 
chores_NN2 ,_, but_CCB when_CS you_PPY are_VBR not_XX exposed_VVN to_II 
doing_VDG it_PPH1 ,_, you_PPY will_VM have_VHI trouble_NN1 doing_VDG 
it_PPH1 ,_, just_RR in_CS21 case_CS22 if_CS the_AT machine_NN1 is_VBZ 
broken_VVN down_RP ._.  
Moving_VVG on_RP ,_, products_NN2 such_II21 as_II22 the_AT labor_NN1 
saving_NN1 appliances_NN2 are_VBR actually_RR causing_VVG a_AT1 lot_NN1 
of_IO people_NN to_TO lose_VVI their_APPGE job_NN1 ._. This_DD1 is_VBZ 
due_II21 to_II22 the_AT fact_NN1 that_CST their_APPGE services_NN2 are_VBR 
no_RR21 longer_RR22 needed_VVN ._. This_DD1 situation_NN1 will_VM 
definitely_RR cause_VVI trouble_NN1 with_IW the_AT fact_NN1 that_CST the_AT 
cost_NN1 of_IO living_NN1 is_VBZ rising_VVG up_RP day_NNT1 by_II day_NNT1 
._.  
All_DB in_II all_DB ,_, i_ZZ1 believe_VV0 these_DD2 serves_NN2 and_CC 
products_NN2 gives_VVZ more_DAR disadvantages_NN2 than_CSN advantages_NN2 
._. But_CCB truth_NN1 is_VBZ ,_, at_II the_AT end_NN1 of_IO the_AT day_NNT1 ,_, 
it_PPH1 is_VBZ how_RRQ you_PPY use_VV0 them_PPHO2 that_CST matters_NN2 
._. I_MC1 tall_JJ depends_VVZ on_II one_MC1 himself_PPX1 ,_, knowing_VVG 
how_RRQ to_TO balance_VVI them_PPHO2 up_II un_FW his_APPGE life_NN1 ._. 
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APPENDIX L. SAMPLES OF COMBINED ANNOTATIONS OF HUMAN AND 
AUTOMATED DETECTION IN EPT ESSAY CORPUS 
Essay ID: F12_U1_001 
<coder1_intro18>{criterion_intro55}<coder1_sim>Nowaday, we live in a 
modern era and <cywrite_art>rapid modernization.<coder1_frag>We live in a world that 
full of technology.</coder1_intro> <coder1_thesis36><coder1_com>Before I start 
with<criterion_collo> my point, I would like to confidently stand my agree 
with<coder1_collo> the statement that modern conveniences such as fast food, automated 
teller machines ,and labor{criterion_art} saving appliance promise to make life 
easier.</coder1_thesis> {criterion_thesis8}<coder1_com>My point 
are<coder1criterioncywrite_disagree> based on <cywrite_art> personal view 
<coder1_wrongn> and {/criterion_thesis} 
<coder1criterion_topic>let's move to the first point which is from my personal 
view.</coder1_topic/></coder1criterion_topic/> <coder1_com>I am pretty sure that all 
the modern conveniences like fast food really help us. <coder1_com>All people are 
getting pretty busy with their routines so I think it is just nice to get fast food rather than 
cook<coder1_wrongvb> in the kitchen. <coder1_com>As what I have mentioned earlier, 
we live in a rapid modernization<coder1_collo>, so I am absolutely sure that fast food 
are<criterioncywrite_disagree> good for us. <coder1_com>I could see that most of fast 
food has full of nutrient<coder1_wrongn> or energy that are needed for our body. 
<coder1_sim>They have upgraded<coder1_collo> the quality of fast food to make our 
life easier. <coder1_frag>For example, my mother works as a chief clerk at a huge school 
is Kuala Lumpur. <coder1_sim>She is very busy and always comes home late. 
<coder1_com>She just make<coder1_disagree> us fast foods<coder1_wrongn> for our 
dinner and it's really help<coder1_wrongvb> her. <coder1_com>This example shows 
that modern conveniences is<coder1criterioncywrite_disagree> <cywrite_art> goo and 
make our life easier.  
<coder1criterion_topic><coder1_com>Now, we move to the second point which 
is from the economical view. <coder1_sim>Let me explain my point to make it easier to 
understand. <coder1_com>I can see that nowadays, many 
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thing<criterioncywrite_wrongn><cywrite_art> are<criterion_disagree> getting expensive 
and I am sure that not all people could afford expensive things so modern conveniences 
could help them. <coder1_com>For example, in {cywrite_art} malaysia, fast foods 
is<coder1criterioncywrite_disagree> very cheap and all people could afford it. 
<coder1_sim>Besides that, automated teller machines could help people and 
makes<coder1cywrite_disagree> life easier. <coder1_com>It really shows that modern 
conveniences are good for people.  
<coder1_com>In a nutshell, I would like to emphasize my stand that modern 
conveniences actually make our life more convenient. 
 
Essay ID: F12_U1_002 
<coder1_intro28>{criterion_intro47}<coder1_com>In this modern world, there 
are various types of products and services created such as fast food, automated teller 
machines and labor-saving appliances to make one life easier.</coder1_intro> 
<coder1_com><coder1_thesis31>Unfortunately, no one 
realise<coder1criterioncywrite_disagree> that these products and services are actually 
giving us problem<coder1_wrongn><criterioncywrite_art> besides making our life 
easier.{/criterion_intro} {criterion_thesis12}<coder1_com>There 
are<criterioncywrite_disagree> fewer reason<coder1_wrongn><cywrite_art> why I 
cam<coder1_wrongvb> in my position right now.</coder1criterion_thesis> 
<coder1criterion_topic><coder1_com>First and foremost, it will cause a 
decrease<pos> number of jobs for the<criterion_art> human being as everything is 
conducted by <cywrite_art> machine. <coder1_com>For example, there are a lot of 
workers in the<coder1_art> factory before the<coder1_art> machines were invented but 
as the<coder1_art> machines are created, people started to lose their 
job<coder1_wrongn>. How can they live without any salary<coder1_wrongn> to pay for 
their living expenses. 
<coder1criterion_topic><coder1_com>Besides that, as machines are invented, 
people tend to get <cywrite_art> lazier. <coder1_sim>They tend to buy fast food instead 
of cooking. <coder1_com>This is not good because people need to get active to stay 
healthy or else other circumstances will occur. 
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<coder1criterion_topic><coder1_frag>Last but not least and the most 
<cywrite_art> strongest reason<coder1_collo> why I oppose all these modern 
conveniences is because it is not good for our health. <coder1_com>As I said before, 
people tend to get {cywrite_art} lazier and iwll go with fast food instead of cooking and 
as far as we concern fast food contains of<coder1_collo> a lot of calories which 
obviously not good for our health. <coder1_com>Based on research<cywrite_wrongn>, 
as the number<cywrite_quan> of fast food increase<coder1_disagree>, the number of 
people getting obesity has<cywrite_disagree> also increases<coder1cywrite_disagree>. 
<coder1_com>Obesity is obviously not good for us as it will lead to many other diseases 
as well as death. 
<coder1_com>In conclusion, there are{criterion_disagree} many reasons why I 
opposed all these modern conveniences. <coder1_com>{cywrite_runon}Not to deny, 
there are <cywrite_art> few benefit<coder1criterioncywrite_wrongn> from these 
product<coder1criterioncywrite_wrongn> and services but based on my observation, I 
found that these modern conveniences have a lot of <cywrite_art> 
con's<cywrite_wrongn> instead of pros'. 
 
Essay ID: F12_U1_003 
<coder1criterion_intro73><coder1coder2_sim>IN this modern era, humans are 
provided with numerous of<coder1_collo> products and services in the<coder1_art> 
attempt of<coder1_collo> making their life a lot more easier. 
<coder1coder2_com>{cywrite_runon}With just on<coder1_collo> <cywrite_art> simple 
phone call, you can get your dinner being<coder1_wrongvb> delivered to your house and 
with just one click{cywrite_disagree}, you are able to do your grocery shopping online. 
<coder1coder2_com>But the question now is, do<coder1_wrongvb> all these services 
benefit us or they are actually slowly creating new problems?</coder1_intro> 
<coder1criterion_thesis20><coder1coder2_com>As for me, I believe that these products 
and services are an epidemic to<coder1criterion_collo> a bigger problem in the 
future.</coder1_thesis> 
<coder1criterion_topic><coder1coder2_com>First and 
formats<coder1coder2_collo>, it is obvious that these services and products 
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available<coder1_pos> are encouraging us to live in a very unhealthy lifestyle. 
<coder1coder2_com>For instance, when someone is hungry and wants to have a late 
night snack, fast food would be one of their main 
choice<coder1criterioncywrite_wrongn> because it is cheap and fast even 
thought<coder2_collo> we are all aware of how bad the food is for our body. 
<coder1criterion_topic><coder1coder2_sim>Furthermore, these services and 
products are making humans being<coder1_wrongvb> to dependent. 
{coder1_com}<criterioncywritecoder2_runon>For example, when they are used to 
do<coder1_wrongvb> their laundry using the machine, they would never have the 
knowledge<coder1_collo> of washing it by hands, It might seem like an<cywrite_art> 
easy chores<coder1criterion_wrongn>, but when you are not exposed<coder1_collo> to 
doing it, you will have trouble doing it, just in case if the machine is broken down. 
<coder1criterion_topic><coder1_frag>{coder2_sim}Moving on<coder1_collo>, 
products such as the<criterion_art> labor saving appliances are actually causing a lot of 
people to lose their job<coder1_wrongn>. <coder1coder2_com>This is due to the fact 
that their services are no longer needed. <coder1coder2_com>This situation will 
definitely cause trouble with the fact that the cost of living is rising up {cywrite_art} day 
by {cywrite_art} day.  
<coder1_com>{coder2_sim}All in all, i believe these serves<cywrite_disagree> 
and products gives<coder1cywrite_disagree> more disadvantages than advantages. 
<coder1coder2_com>But <criterion_art>truth is, at the end of the day, it is how you use 
them that matters. <coder1coder2_frag>It all depends on one himself, knowing how to 
balance them up<coder1coder2_collo> un his life. 
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APPENDIX M. DATA MATRIX FOR MODEL CONSTRUCTION 
A data file that contained a data matrix in this project had 298 rows and 40 columns. The top row of the data file 
displays labels of records' information, such as numbering (i.e., No), research IDs (i.e., ID), semester, and placement results 
(i.e., placement), as well as variable names. The rest 297 rows store records of 297 observations, one observation on each row. 
The 40 columns present information about numbering, research IDs and placement results and frequencies of 36 multivariate 
variables. As the data set has high dimensions, the following illustrates data of the first three EPT essays in the corpus. 
No ID Semester Placement NumLink WctThesis NumTopic NumPara VbPresent 
1 F12_U1_001 F12 101C 2.102102 36 2 6 12.31231 
2 F12_U1_002 F12 101C 4.248366 31 3 5 9.150327 
3 F12_U1_003 F12 Pass 2.160494 20 3 5 9.567901 
... ... ... ... ... ... ... ... ... 
(continued) 
VbPast RaPrePas NumFragment NumRunon WrongFormVb SVDisagree WrongPOS WrongFormN 
1.501502 8.2 0 0.3003 0.600601 2.102102 0 1.201201 
1.633987 5.6 0.326797 0 0.326797 1.960784 0.326797 2.941176 
0.925926 10.33333 0.617284 0.308642 1.234568 0.617284 0.308642 1.234568 
... ... ... ... ... ... ... ... 
(continued) 
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WrongQuan WrongArticle SimpleSen ComSen AveWdSen WrongCollo NumConj AcaWdType 
0 1.801802 1.801802 4.204204 16.65 1.201201 7.207207 9.009009 
0 3.921569 0.326797 4.248366 20.4 0.653595 8.169935 11.76471 
0 1.54321 0.617284 2.777778 23.14286 3.08642 7.716049 11.41975 
... ... ... ... ... ... ... ... 
(continued) 
AcaWdToken AcaWdTTR NumProN NumDemo NumSemi Wordct WctFirst WctSecond WctThird 
16.21622 0.555556 7.507508 0.900901 0.3003 333 63 162 89 
15.68627 0.75 4.575163 2.614379 0.980392 306 59 62 39 
13.2716 0.860465 6.481481 2.469136 0.308642 324 93 66 66 
... ... ... ... ... ... ... ... ... 
(continued) 
NumSen AveSenPara TriTTR FourTTR WctIntroB WctLast 
20 3.333333 0.936937 0.978916 18 19 
15 3 0.934426 0.973684 28 44 
14 2.8 0.987578 0.996885 73 46 
... ... ... ... ... ... 
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APPENDIX N. CLAWS TAGS TO BE USED IN THIS PROJECT 
This appendix provides a detail description of CLAWS tags (from the CLAWS7 tags, 
Garside & Smith, 1997) that were used to obtain target features in this project. 
Target 
features 
CLAWS Tag Description Example 
Pronouns PN1 Indefinite pronoun anyone, everything, 
nobody, one 
PNQO Objective wh-pronoun whom 
PNQS Subjective wh-pronoun who 
PNQV Wh-ever pronoun  whoever 
PNX1 Reflexive indefinite 
pronoun 
oneself 
PPGE Nominal possessive 
personal pronoun 
mine, yours 
PPH1 Third person singular 
neuter personal pronoun 
it 
PPHO1 Third personal singular 
objective personal 
pronoun 
him, her 
PPHO2 Third person plural 
objective personal 
pronoun 
them 
PPIO1 First person singular 
objective personal 
pronoun 
me 
PPIO2 First person plural 
objective personal 
pronoun 
us 
PPIS1 First person singular 
subjective personal 
pronoun 
I 
PPIS2 First person plural 
subjective personal 
pronoun 
we 
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Target 
features 
CLAWS Tag Description Example 
PPX1 Singular reflexive 
personal pronoun 
yourself, itself 
PPX2 Plural reflexive personal 
pronoun 
yourselves, themselves 
PPY Second person personal 
pronoun 
you 
Verbs in 
present 
tenses 
VBM Am  
VBR Are  
VBZ Is  
VD0 Do, base form (finite)  
VDZ Does  
VH0 Have, base form (finite)  
VHZ Has  
VV0 Base form of lexical verb  (e.g., give, work) 
VVZ -s form of lexical verb (e.g., gives, works) 
Can_VM   
Ca_VM n't_XX   
Must_VM   
Should_VM   
Would_VM like_VVI   
May_VM   
Might_VM   
Verbs in 
past tenses VBDR Were 
 
VBDZ Was  
Used_VMK Modal catenative (used to)  
VDD Did  
VHD Had (past tense)  
VHN Had (past participle)  
VVD Past tense of lexical verb  
 Could_VM   
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Target 
features 
CLAWS Tag Description Example 
Conjunctions CC coordinating 
conjunction (e.g, and, 
or) 
[M]ore and more people are focus on something which is 
more convince or easy to use. (F12_U1_006) 
CCB adversative 
coordinating 
conjunction (i.e., but) 
I think modern conveniences actually make our lives more 
convenient but they do create new problems. (F12_U1_034) 
CS subordinating 
conjunction  
(e.g., if, because, 
unless, so, for) 
Because the selling company will spend a lot of money on it 
so if you bought a wrong stuff, you also can returned it. 
(F12_U1_006) 
CSA as (as conjunction) First of all, as we focus on our own jobs or study, usually 
we don't have enough time to notice other thing, like eating, 
joking and some interests. (F12_U1_127) 
CSN than (as conjunction) Present day conveniences are more harmful and problematic 
than they are worth. (F12_U1_052) 
CST that (as conjunction) I am pretty sure that all the modern conveniences like fast 
food really help us. (F12_U1_001) 
CSW whether (as 
conjunction) 
The world has a big progress, nevertheless, people should 
think about[sic] whether the new action may cause new 
problems and what is the solution of them. (F12_U1_073) 
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APPENDIX O. A LIST OF LINKING ADVERBIALS TO BE ELICITED IN THIS 
PROJECT 
(Adopted from Biber, Johansson, Leech, Conrad, & Finegan, 1999; Liu, 2008) 
 
above all 
accordingly 
actually 
additionally 
admittedly 
after all 
afterwards 
again 
all in all 
all the same 
all things considered 
also 
alternatively 
anyhow 
anyway 
as * said 
as * say 
as * says 
as a consequence 
as a matter of fact 
as a result  
as well 
at any rate 
at the same time 
at the same time 
because of 
first of all  
firstly 
for another 
for another thing 
for example 
for instance 
for one thing 
fourth 
fourthly 
further 
furthermore 
hence 
however 
i.e. 
in a word 
in addition  
in any case 
in comparison 
in conclusion 
in consequence 
in contrast 
in fact 
in general  
in other words 
in particular 
in short 
namely 
naturally 
neither 
nevertheless 
next 
nonetheless 
nor 
not to mention 
of course 
of course 
on the contrary 
on the other hand 
otherwise 
rather 
second 
secondly 
similarly 
so 
still 
that is 
that is to say 
then 
then again 
therefore 
third 
thirdly 
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besides 
but also 
by comparison 
by contrast 
by the by 
by the same token 
by the way 
certainly  
consequently 
conversely 
correspondingly 
despite 
despite this 
e.g. 
eventually 
finally 
first 
first and foremost 
in spite of 
in such a case 
in such cases 
in sum  
in summary 
in that case 
in the first place 
in the mean time 
in the second place 
incidentally 
instead 
last 
last but not least 
last of all 
lastly 
likewise 
meanwhile 
moreover 
though 
thus 
to begin with 
to cap it all 
to conclude 
to crown it all 
to put it another way 
to put it bluntly 
to put it mildly 
to sum up 
to summarize 
too 
what I mean is 
what I'm saying is 
what is more 
what's more 
which is to say 
yet 
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APPENDIX P. EXAMPLES OF R CODES FOR MODEL CONSTRUCTION 
```{r} 
#Creating a random-sampling loop 
library(lattice) 
seed.num<-seq(1, 100, by = 1) 
tr.err.rate<-c() 
ts.err.rate<-c() 
for (k in seed.num){ 
 set.seed(k) 
  
#Subseting data for building rules (Model 1) 
 B.indx <- 
c(1:nrow(generic.scaled))[generic.scaled$Placement=="101B"] 
 C.indx <- 
c(1:nrow(generic.scaled))[generic.scaled$Placement=="101C"] 
 Pass.indx <- 
c(1:nrow(generic.scaled))[generic.scaled$Placement=="Pass"] 
 tr.indx <- sort(c(sample(B.indx, 67) , sample(C.indx, 86), 
sample (Pass.indx, 58))) 
 ts.indx <- c(1:nrow(generic.scaled))[-tr.indx] 
 corpus.tr <- generic.scaled[tr.indx,] 
 corpus.ts <- generic.scaled[ts.indx,] 
  
#Estimating the model, random forests 
library (randomForest) 
corpus.tr$Placement <- as.factor(corpus.tr$Placement) 
corpus.rf <- randomForest (corpus.tr$Placement~., data=corpus.tr, 
mtry = 5, importance=TRUE, ntree=1000) 
 #Producing misclassification tables for training and test sets 
 tr.err.table<-table (corpus.tr$Placement, predict(corpus.rf, 
corpus.tr,type="class")) 
 ts.err.table<-table (corpus.ts$Placement, predict(corpus.rf, 
corpus.ts,type="class")) 
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 #Calculating error rates  
tr.err.rate<-
c(tr.err.rate,(tr.err.table[2,1]+tr.err.table[3,1]+tr.err.tabl
e[1,2]+tr.err.table[3,2]+tr.err.table[1,3]+tr.err.table[2,3])
/211) 
tr.err.rate  
ts.err.rate<-
c(ts.err.rate,(ts.err.table[2,1]+ts.err.table[3,1]+ts.err.tabl
e[1,2]+ts.err.table[3,2]+ts.err.table[1,3]+ts.err.table[2,3])
/25) 
ts.err.rate  
} 
 
# Estimating predictive models with random forests  
library (randomForest) 
corpus$Placement<- factor(corpus$Placement) 
corpus.rf<- randomForest (Placement~., data= trainingset, mtry = 
5, importance=TRUE, ntree=1000) 
# Presenting importance measures 
 options(digits=2) 
 corpus.rf$importance 
# Predicting observations in a test set 
rf.test<- predict(corpus.rf, data=testset) 
# Predict new observations in a validation set 
rf.test<- predict(corpus.rf, data=newobs)  
varImpPlot(corpus.rf) 
 
``` 
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APPENDIX Q. FULL RESULTS OF DESCRIPTIVE ANALYSIS FOR 36 VARIABLES  
Results of descriptive analysis in this appendix present means and standard 
deviations of the three placement groups on 36 variables. Moreover, box-and-whisker 
plots were deployed to visualize the distribution of the data. The report is structured 
according to four categories of the variables (organization, grammar and vocabulary, 
functional, comprehensibility), and sub-categories (i.e., use of time frames, vocabulary 
use, conjunctions, grammatical controls, syntactic complexity and variety under the 
Grammar and Vocabulary category; and the reader's effort and development under the 
Comprehensibility category. 
Organization-related variables consisted of linking adverbial counts, thesis 
statement length, topic sentence counts and paragraph counts. Table P.1 presents similar 
means and standard deviations of the three placement groups on the organization-related 
variables. As can be seen in Figure P.1, medians of the Pass group seemed to be higher 
than other non-pass groups (i.e., 101B and 101C) in terms of thesis statement length and 
topic sentence counts. Meanwhile, medians of the 101B and 101C levels on linking 
adverbial counts and paragraph counts were approximately similar. However, the box 
plots of the 101B group revealed wider spreads as compared to the other groups (101C 
and Pass), suggesting larger variability within test takers at the 101B level. It should be 
noted that there were several outliers in all of the three groups on thesis statement length. 
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Table Q.1 Means (and Standard Deviations) of EPT placement levels by organization-
related variables. Means and SD's of the three placement groups were similar. 
Placement level Linking 
adverbials counts 
Thesis statement 
length 
Topic sentence 
counts 
Paragraph 
counts 
101B 2.7 19 1.99 3.8 
(n = 85) (1.3) (12) (1.13) (1.3) 
101C 2.7 18 2.32 4.3 
(n = 130) (1.0) (13) (1.04) (1.2) 
Pass 2.7 21 2.62 4.5 
(n = 82) (1.0) (14) (0.96) (1.3) 
 
 
Figure Q.1 Box-and-whisker plots of organization-related variables. The 101B group 
appeared to have larger variability than other groups. Medians of the Pass group seemed 
to be higher than other non-pass groups. 
 
Variables relating the use of time frames category comprised verbs in present 
tenses, verbs in past tenses and a ratio of present verbs to past verbs. Table Q.2 shows 
that the means of the three placement groups were approximately the same on all three 
variables. However, only standard deviations of the three groups on ratios of present-past 
verbs seemed to be unequal (7.5, 8.3, and 12.9 for the 101B, 101C, and Pass groups, 
respectively). It was noteworthy that means of the three groups on the number of present 
tense verbs (ranging from 9.9 to 11) were inclined to be much higher than those on past 
tense verbs (1.3). Moreover, the box plots of the three groups on verbs in past tense and 
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ratios of present-past verbs (Figure Q.2) showed the top whiskers were much longer than 
the bottom whiskers, suggesting that the distribution of verbs in past tenses and ratios of 
present-past verbs were skewed to the right. All of the three placement groups were likely 
to have the same patterns in terms of verbs in past tenses and ratios of present-past verbs. 
In general, there was not much difference in medians across the three groups in terms of 
use of time frames; the 101B group tended to have more present verb tenses, though. 
There were seemingly several outliers in the 101C and Pass groups. 
Table Q.2 Means (and Standard Deviations) of EPT placement levels by Use-of-time-
frame -related variables. 
Placement level Verbs in present 
tenses 
Verbs in present 
tenses 
Ratio of present-past 
verbs 
101B 11 1.3 11.1 
(n = 85) (1.8) (1.1) (7.5) 
101C 10.2 1.3 11 
(n = 130) (2.1) (1.2) (8.3) 
Pass 9.9 1.3 12.9 
(n = 82) (1.8) (1.3) (10.3) 
 
 
Figure Q.2 Box-and-whisker plots of Use-of-time-frame-related variables. Means of the 
three groups on the number of present tense verbs were inclined to be much higher than 
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those on past tense verbs. All of the three placement groups were likely to have the same 
patterns in terms of verbs in past tenses and ratios of present-past verbs. 
Under the Grammatical control category, there were eight variables including of 
article-related errors, fragments, verb-form-, noun-form-, and part-of-speech-related 
errors, run-on sentences, subject-verb disagreement and quantifier misuse. Table Q.3 
presents means and standard deviations of the grammatical-control-related variables. As 
shown in Figure Q.3, overall, the 101B student group tended to have the highest centers 
on grammatical-control-related variables with largest medians. The length of the boxes 
representing the number of errors committed by the 101B group tended to be larger than 
the higher-level groups, suggesting there was more variation in grammatical mistakes that 
101B students had. In contrast, lower medians and narrower distribution ranges of the 
Pass group might indicate that test takers who passed the test were unlikely to have 
difficulties in grammar. Some far-out values in the box plots could reveal some outliers 
that unusually had more grammatical errors than others in the same group. Among the 
grammatical problems, quantifiers were the least problematic to all of the three groups.
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Table Q.3 Means (and Standard Deviations) of EPT placement levels by Grammatical-control-related variables. The highest means of 
the 101B group could suggest 101B students generally had difficulties in grammar. The largest standard deviations might reveal more 
variation in grammatical mistakes among 101B students. 
Placement 
level 
Article 
misuse  
Fragments Ill-formed 
verbs 
Incorrect 
noun forms 
Wrong 
POS 
Run-on 
sentences 
S-V 
Disagreement 
Quantifier 
misuse 
101B 3.8 1.29 1.2 1.62 0.72 0.42 1.19 0.14 
(n = 85) (1.9) (0.81) (1.4) (1.2) (0.66) (0.57) (1.02) (0.34) 
101C 3.3 0.97 0.92 1.23 0.38 0.42 0.83 0.11 
(n = 130) (1.9) (0.95) (0.86) (1.02) (0.44) (0.5) (0.67) (0.24) 
Pass 2.1 0.59 0.5 0.84 0.25 0.24 0.69 0.07 
(n = 82) (1.4) (0.51) (0.55) (0.86) (0.35) (0.34) (0.71) (0.16) 
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Figure Q.3 Box-and-whisker plots of Grammatical-control-related variables. Overall, the 101B student group tended to have the 
highest centers on grammatical-control-related variables. In contrast, lower medians and narrower distribution ranges of the Pass 
group might indicate that test takers who passed the test were unlikely to have difficulties in grammar. 
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With regard to syntactic complexity, there were three variables, i.e., simple 
sentences, compound-complex sentences and average words per sentence. Table Q.4 
demonstrates approximately similar means of the three levels on the syntactic-
complexity-related variables. A box plot of the simple-sentence variable (Figure Q.4) 
showed that the medians were likely to be close to the average (ranging from 2.3 to 2.5) 
regardless of the EPT placement levels. Students who passed the EPT Writing Test 
generally appeared to produce long sentences correctly as box plots illustrating the 
distribution of compound-complex sentences and average words per sentence were 
positioned slightly above those of lower-rated essays. 
Table Q.4 Means (and Standard Deviations) of EPT placement levels by Syntactic-
complexity -related variables 
Placement 
level 
Simple sentences Compound - 
complex sentences 
Average words per 
sentence 
101B 2.5 2.28 15.6 
(n = 85) (1.4) (0.84) (3.4) 
101C 2.5 2.27 17.9 
(n = 130) (1.5) (0.95) (7.4) 
Pass 2.3 2.57 18.2 
(n = 82) (1.4) (0.96) (4.1) 
  
 
Figure Q.4 Box-and-whisker plots of Syntactic-complexity-related variables. 
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Table Q.5 and Figure Q.5 display frequency counts students' collocational misuse 
and conjunctions. The box plots of collocational misuse revealed that students who met 
the English requirement for writing skill seemed not to have any problems with 
collocations (both mean and median for the Pass group below 1). In contrast, students 
who had the lowest-rated essays might find collocations problematic. The same pattern in 
collocational misuse did not go for conjunction counts. Interestingly, the mean and 
median of the 101B group on conjunction uses were very close to those of the Pass 
group. It should be noted that the 101C group were centered lower than those of the 
highest group (Pass) and the lowest group (101B). The finding could indicate that 
students who were placed in 101C classes were unlikely to use as many conjunctions to 
connect words or clauses as other groups. 
Table Q.5 Means (and Standard Deviations) of EPT placement levels by Vocabulary-
related and Conjunction-related variables 
Placement level Collocational misuse Conjunctions  
101B 1.76 6.6 
(n = 85) (1.27) (1.5) 
101C 1.27 6.2 
(n = 130) (0.9) (1.6) 
Pass 0.92 6.5 
(n = 82) (0.83) (1.3) 
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Figure Q.5 Box-and-whisker plots of Vocabulary-related and Conjunction-related 
variables 
Under the Functional category, there were three variables, consisting of academic 
word types, academic word tokens and academic word type-token ratio. As shown in 
Table Q.6 and Figure Q.6, the prominent distribution pattern of these three variables was 
that 101C-rated essays not only had slightly more academic words (academic word types 
and tokens) but also more varied academic words (academic word type-token ratio) than 
other essays. The reason was that the mean and median of the 101 group were found to be 
the highest on all of the academic-word-related variables. Furthermore, Figure Q.6 
depicts the approximately equal length of the boxes, suggesting equal variances among 
the three placement levels. 
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Table Q.6 Means (and Standard Deviations) of EPT placement levels by Academic-word-
related variables  
Placement level Academic word 
types 
Academic word 
tokens 
Academic word 
type-token ratio 
101B 11.2 16.8 0.67 
(n = 85) (3.3) (4.3) (0.12) 
101C 12.2 18.1 0.68 
(n = 130) (3) (4) (0.11) 
Pass 11.7 18 0.66 
(n = 82) (3.2) (4.4) (0.11) 
 
 
Figure Q.6 Box-and-whisker plots of Academic-word-related variables under the 
Functional category.  
Variables that possibly contributed to the reader's effort consisted of pronoun 
counts, demonstrative counts and semi-determiner counts. As can be seen in Table Q.7 
and Figure Q.7, essays that were assigned as 101B level tended to used more pronouns 
and demonstratives as compared to higher-rated essays. Furthermore, the box plots 
shown in Figure Q.7 revealed that the distribution of pronouns in the three groups had a 
wider range (from 1 to 13) as opposed to demonstratives and semi-determiners (ranging 
from 0 to 4). The finding might suggest that pronouns were used more frequently than 
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demonstratives and semi-determiners. Semi-determiners such as the first, the latter, etc. 
were used equally low in all three groups. The equal box length in the figure could give 
an indication of equal variances in the three groups. Overall, distribution patterns of the 
three variables were similar for the three placement groups, possibly indicating that the 
variables relating to readers' effort may not be useful in differentiating the placement 
levels of the EPT Writing Test. 
Table Q.7 Means (and Standard Deviations) of EPT placement levels by Readers' effort-
related variables under the Comprehensibility category 
Placement level Pronoun counts Demonstrative 
counts 
Semi-determiner 
counts 
101B 5.7 1.67 0.91 
(n = 85) (2.9) (1.04) (0.69) 
101C 5.1 1.41 0.85 
(n = 130) (2.2) (0.99) (0.66) 
Pass 5.2 1.5 0.86 
(n = 82) (2.6) (0.88) (0.6) 
 
 
Figure Q.7 Box-and-whisker plots of Reader's-effort-related variables under the 
Comprehensibility category 
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There was a range of development-related variables under the Comprehensibility 
category, comprising text length, first paragraph length, second paragraph length, third 
paragraph length, sentence counts, sentences per paragraph, trigram type-token ratio, 
four-gram type-token ratio, introductory background length, and last paragraph length. 
Table Q.8 presents means and standard deviations of the EPT placement levels by 
development-related variables. As illustrated in Figure Q.8, overall, box plots for students 
who passed the test were placed in a higher position than those for students who would 
need further L2 writing instruction. Interestingly, a median of 101B-rated essays in terms 
of average number of sentences per paragraph was the highest. Essays that were assigned 
as the lowest level tended to have short sentences in each paragraph. Box plots in Figure 
Q.8 also revealed that the distribution of the three groups on introduction background 
length were skewed to the right while those on trigram- and four-gram type-token ratios 
were skewed to the left. The findings may suggest that introduction background discourse 
was infrequently provided in the essay corpus. However, repetition in student essays 
(trigram and four-gram type-token ratios approaching 1) was unlikely to be detected in 
EPT essays. It was noteworthy that greater length of the box plots revealed large 
dispersion among the sample groups on text length, third paragraph length, and 
introductory background length. 
  
350 
 
 
Table Q.8 Means (and Standard Deviations) of EPT placement levels by Development-
related variables under the Comprehensibility category 
Variables  101B  
(n = 85) 
101C  
(n = 130) 
Pass  
(n = 82) 
Text length 257 269 296 
 (80) (68) (72) 
First paragraph length 69 57 62 
 (56) (36) (32) 
Second paragraph length 84 86 86 
 (50) (44) (45) 
Third paragraph length 46 54 63 
 (40) (37) (40) 
Sentence counts 17.3 16.4 17 
 (6.9) (5.9) (5.1) 
Sentences per paragraph 4.9 4 4 
 (2.4) (1.4) (1.4) 
Trigram type-token ratio 0.975 0.975 0.97 
 (0.022) (0.022) (0.027) 
Four-gram type-token ratio 0.997 0.992 0.986 
 (0.044) (0.012) (0.033) 
Introductory background 
length 29 29 34 
 (24) (22) (26) 
Last paragraph length 37 37 48 
 (28) (25) (36) 
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Figure Q.8 Box-and-whisker plots of Development-related variables under the Comprehensibility category 
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APPENDIX R. FULL (UNROTATED) MATRIX OF VARIABLE LOADINGS FOR THE SEVEN-PRINCIPAL-COMPONENT 
SOLUTION 
Variable PC1 PC2 PC3 PC4 PC5 PC6 PC7 
Linking adverbial counts [NumLink] -0.067 0.172 -0.181 0.090 -0.110 0.052 -0.086 
Thesis statement length [WctThesis] -0.075 0.084 0.070 0.060 0.095 -0.021 -0.080 
Topic sentence counts [NumTopic] -0.274 0.202 -0.069 0.148 0.010 0.122 -0.158 
Paragraph counts [NumPara] -0.270 0.275 -0.042 0.213 -0.024 0.206 -0.032 
Verbs in present tenses [VbPresent] -0.007 -0.216 0.099 0.188 -0.464 -0.055 0.029 
Verbs in past tenses [VbPast] -0.050 -0.066 0.055 -0.263 0.395 0.342 -0.127 
Ratio of present-past verbs [RaPrePas] -0.019 0.024 0.060 0.252 -0.427 -0.254 0.097 
Fragments [NumFragment] 0.019 -0.266 -0.170 0.143 0.113 0.198 -0.028 
Run-on sentences [NumRunon] 0.012 -0.148 0.207 0.234 0.115 0.013 0.399 
Verb-form-related errors [WrongFormVb] -0.012 -0.320 0.053 0.231 0.048 0.076 -0.018 
Subject-verb disagreement instances [SVDisagree] 0.066 -0.161 -0.140 0.236 0.006 0.059 -0.050 
Part-of-speech-related errors [WrongPOS] 0.063 -0.238 -0.049 0.151 -0.004 0.052 -0.228 
Noun-form-related errors [WrongFormN] 0.073 -0.160 -0.266 0.236 0.132 0.029 -0.109 
Quantifier misuse [WrongQuan] 0.021 -0.019 0.063 0.033 0.018 -0.050 -0.077 
Article-related errors [WrongArticle] 0.152 -0.134 -0.308 0.214 0.069 0.107 -0.030 
Simple sentences [SimpleSen] -0.138 -0.035 -0.357 -0.252 -0.149 0.061 0.219 
Compound and/or complex sentences [ComSen] -0.041 0.086 0.048 -0.187 -0.304 -0.043 -0.503 
Words per Sentence [AveWdSen] 0.160 0.151 0.344 0.209 0.256 -0.165 0.055 
Collocational misuse [WrongCollo] 0.092 -0.206 -0.109 0.016 -0.020 0.137 -0.037 
Conjunction counts [NumConj] 0.039 -0.048 0.321 0.057 -0.002 -0.009 -0.232 
Academic word types [AcaWdType] 0.294 0.185 -0.278 -0.027 0.045 -0.209 0.020 
Academic word tokens [AcaWdToken] 0.111 0.156 -0.327 0.108 0.133 -0.366 -0.056 
Academic word type-token ratio [AcaWdTTR] 0.289 0.080 0.043 -0.217 -0.116 0.235 0.101 
Pronoun counts [NumProN] -0.123 -0.243 0.207 -0.076 -0.141 0.146 0.014 
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Variable PC1 PC2 PC3 PC4 PC5 PC6 PC7 
Demonstrative counts [NumDemo] 0.007 -0.035 0.092 0.010 0.113 -0.045 -0.161 
Semi-determiner counts [NumSemi] 0.056 0.068 -0.031 0.005 -0.046 -0.009 0.154 
Text length [Wordct] -0.403 0.004 0.074 0.028 0.173 -0.202 0.051 
First paragraph length [WctFirst] 0.046 -0.240 0.092 -0.087 0.134 -0.411 -0.010 
Second paragraph length [WctSecond] -0.213 -0.014 0.009 -0.046 0.165 -0.015 0.251 
Third paragraph length [WctThird] -0.304 0.119 0.014 0.141 -0.050 0.060 0.135 
Sentence counts [NumSen] -0.412 -0.134 -0.191 -0.138 -0.048 -0.072 0.054 
Sentences per paragraph [AveSenPara] -0.121 -0.408 -0.094 -0.272 -0.026 -0.243 0.050 
Trigram type-token ratio [TriTTR] 0.210 0.062 0.034 -0.238 -0.101 0.094 0.265 
Four-gram type-token ratio [FourTTR] 0.109 0.012 0.054 -0.039 -0.107 0.067 0.225 
Introductory background length [WctIntroB] -0.054 0.050 -0.055 -0.061 0.148 -0.263 0.045 
Last paragraph length [WctLast] -0.011 -0.069 0.074 -0.215 0.019 -0.143 -0.254 
Note: Salient loading values (greater than |± 0.2|) are printed in bold.  353
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APPENDIX S. RESULTS OF NORMALITY-AND-HOMOGENIETY ASSUMPTION 
TESTS, ONE-WAY (ANALYSIS OF VARIANCE) ANOVA TESTS, AND TUKEY'S 
HONEST SIGNIFICANT DIFFERENCE TESTS ON 36 VARIABLES 
Table S.1 Results of Shapiro-Wilk's tests to check a normalitiy assumption  
Normality 
asumption  
Variable name Shapiro-
Wilk W 
p-value 
Normal 
distribution 
Four-gram type-token ratio  0.31 <.001 
Quantifier misuse  0.48 <.001 
 Words per sentence  0.73 <.001 
 Verb-form-related errors  0.74 <.001 
 Run-on sentences  0.76 <.001 
 First paragraph length  0.77 <.001 
 Ratio of present-past verbs  0.79 <.001 
 Part-of-speech-related errors 0.81 <.001 
 Fragments  0.82 <.001 
 Sentences per paragraph  0.84 <.001 
 Subject-verb disagreement instances  0.86 <.001 
 Verbs in past tenses  0.87 <.001 
 Trigram type-token ratio  0.87 <.001 
 Last paragraph length  0.88 <.001 
 Noun-form-related errors  0.89 <.001 
 PC2 - clear organization but limited paragraph 
development 
0.89 <.001 
 Topic sentence counts  0.9 <.001 
 Collocational misuse  0.9 <.001 
 Semi-determiner counts  0.92 <.001 
 Thesis statement length  0.93 <.001 
 Paragraph counts  0.93 <.001 
 Introductory background length  0.93 <.001 
 Article-related errors  0.94 <.001 
 Third paragraph length  0.94 <.001 
 Pronoun counts  0.95 <.001 
 Demonstrative counts  0.95 <.001 
 Simple sentences  0.96 <.001 
 Sentence counts  0.96 <.001 
 Academic word types  0.97 <.001 
 Second paragraph length  0.97 <.001 
Non-normal  Linking adverbial counts  0.99 0.045 
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Normality 
asumption  
Variable name Shapiro-
Wilk W 
p-value 
distribution PC4 - Grammatical errors 0.99 0.048 
 Verbs in present tenses  0.99 0.35 
Non-normal  Compound-complex sentences  0.99 0.21 
distribution Conjunction counts  0.99 0.1 
 Academic word tokens  0.99 0.19 
 Academic word type-token ratio  0.99 0.64 
 Text length  0.99 0.08 
 PC1 - inadequate development but varied 
language use 
0.99 0.42 
 PC3 - syntactic complexity 0.99 0.15 
 PC5 - use of varying time frames 0.99 0.88 
 PC6 - limited academic-word use 0.99 0.15 
 PC7 - structural flaws in long sentences 0.99 0.15 
 
Table S.2 Results of Bartlett's tests to check a normalitiy assumption  
Homogeneity 
assumption 
Variable name Bartlett's  
K-squared  
(df = 2) 
p-value 
Equal 
variance 
Paragraph counts  0.08 0.95 
Simple sentences  0.24 0.88 
 Academic word type-token ratio  0.39 0.82 
 Academic word types  0.974 0.61 
 Academic word tokens  1.06 0.58 
 Third paragraph length  1.27 0.52 
 PC3 - syntactic complexity 1.41 0.49 
 Semi-determiner counts  1.59 0.45 
 PC1 - inadequate development but varied 
language use 
1.59 0.45 
 Compound-complex sentences  1.83 0.4 
 Second paragraph length  1.93 0.37 
 Topic sentence counts  2.05 0.35 
 Thesis statement length  2.09 0.35 
 Demonstrative counts  2.19 0.33 
 Introductory background length  2.32 0.31 
 Verbs in past tenses  2.49 0.28 
 Text length  2.62 0.26 
 PC4 - grammatical errors 2.85 0.23 
 Conjunction counts  2.97 0.22 
 PC5 - use of varying time frames 3.61 0.16 
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Homogeneity 
assumption 
Variable name Bartlett's  
K-squared  
(df = 2) 
p-value 
Equal  PC7 - structural flaws in long sentences 3.65 0.16 
variance Verbs in present tenses  3.92 0.14 
 Linking adverbial counts  5.19 0.07 
 Trigram type-token ratio  5.94 0.05 
Unequal 
variance 
PC6 - limited academic-word use 6.31 <.05 
Sentence counts  7.98 <.01 
 Noun-form-related errors  9.05 <.01 
 Ratio of present-past verbs  9.09 <.01 
 Pronoun counts  9.12 <.01 
 Article-related errors  12.01 <.01 
 Last paragraph length  12.104 <.01 
 Collocational misuse  18.57 <.001 
 Subject-verb disagreement instances  21.23 <.001 
 Run-on sentences  22.51 <.001 
 First paragraph length  32.34 <.001 
 Fragments  33.54 <.001 
 PC2 - clear organization but limited 
paragraph development 
36.35 <.001 
 Part-of-speech-related errors  36.68 <.001 
 Sentences per paragraph  40.5 <.001 
 Quantifier misuse  46.49 <.001 
 Words per sentence  64.78 <.001 
 Verb-form-related errors  69.92 <.001 
 Four-gram type-token ratio  161.33 <.001 
 
Table S.3 Results of ANOVA tests to detect mean differences among the three placement 
levels (101B, 101C, and Pass)  
Mean 
difference 
Variable name df dferror F 
ratio 
p value 
Significant Topic sentence counts 2 294 7.70 p < .001 
 Verbs in present tenses 2 294 7.03 p < .01 
 Text length  2 294 6.94 p < .01 
 Paragraph counts  2 294 0.59 p < .01 
 PC1 - inadequate development 
but varied language use 
2 294 5.61 p < .01 
 Third paragraph length  2 294 4.16 p < .05 
 PC3 - syntactic complexity 2 294 4.01 p < .05 
 PC7 - structural flaws in long 2 294 3.12 p < .05 
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Mean 
difference 
Variable name df dferror F 
ratio 
p value 
sentences 
 PC4 - grammatical errors 2 294 3.10 p < .05 
 Compound-complex sentences  2 294 3.04 p < .05 
 Noun-form-related errors  2 177.89 12.10 p < .001 
 Article-related errors  2 184.1 23.53 p < .001 
 Fragments  2 186 24.13 p < .001 
 Verb-form-related errors  2 171.44 14.83 p < .001 
 Part-of-speech-related errors  2 172.5 16.81 p < .001 
 Words per sentence  2 192.51 10.98 p < .001 
 Collocational misuse  2 171.04 13.07 p < .001 
 PC2 - clear organization but 
limited paragraph development 
2 169.53 30.13 p < .001 
 PC6 - limited academic-word use 2 179.31 7.09 p < .01 
 Subject-verb disagreement 
instances  
2 164.86 6.62 p < .01 
 Run-on sentences  2 180.23 6.31 p < .01 
 Sentences per paragraph  2 165.95 5.09 p < .01 
 Last paragraph length  2 294 4.45 p < .05 
Non- Academic word tokens  2 294 2.87 0.06 
significant Academic word types  2 294 2.41 0.09 
 Demonstrative counts  2 294 1.18 0.17 
 Conjunction counts  2 294 1.66 0.19 
 Trigram type-token ratio  2 294 1.45 0.24 
 Thesis statement length  2 294 1.41 0.25 
 Introductory background length  2 294 1.22 0.30 
 Academic word type-token ratio  2 294 1.00 0.37 
 PC5 - use of varying time frames 2 294 0.76 0.47 
 Simple sentences  2 264 0.42 0.66 
 Semi-determiner counts  2 294 0.24 0.79 
 Second paragraph length  2 264 0.09 0.91 
 Linking adverbial counts 2 264 0.03 0.98 
 Verbs in past tenses  2 264 0.02 0.98 
 Quantifier misuse  2 174.1 2.24 0.11 
 Four-gram type-token ratio  2 123.44 1.66 0.19 
 First paragraph length  2 170.17 1.64 0.20 
 Pronoun counts  2 164.68 1.39 0.25 
 Ratio of present-past verbs  2 173.79 1.07 0.34 
 Sentence counts  2 177.68 0.54 0.59 
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Table S.4 Results of Tukey's Honest Significant Difference (Tukey HSD) tests to 
examine between-group differences in mean among the three placement levels (101B, 
101C, and Pass) 
Variable Between 
groups 
Mean 
difference
Lower 
limit
Upper 
limit
Adjusted p-
value
Linking adverbial counts 101C-101B  -0.03 -0.36 0.30 0.97
Pass-101B  -0.03 -0.39 0.34 0.98
Pass-101C  0.00 -0.33 0.34 1.00
Thesis statement length 101C-101B  -0.05 -0.38 0.28 0.94
Pass-101B  0.18 -0.18 0.55 0.46
Pass-101C  0.23 -0.10 0.56 0.23
Topic sentence counts 101C-101B  0.31 -0.01 0.63 0.06
Pass-101B  0.59 0.24 0.95 0.00
Pass-101C  0.28 -0.05 0.60 0.11
Paragraph counts 101C-101B  0.38 0.06 0.70 0.02
Pass-101B  0.49 0.13 0.85 0.00
Pass-101C  0.11 -0.21 0.44 0.69
Present tense verbs 101C-101B  -0.36 -0.68 -0.04 p <.05
Pass-101B  -0.56 -0.91 -0.20 p <.001
Pass-101C  -0.19 -0.52 0.13 0.34
Past tense verbs 101C-101B  -0.02 -0.35 0.31 0.99
Pass-101B  -0.03 -0.39 0.34 0.98
Pass-101C  -0.01 -0.34 0.33 1.00
Present-Past tense ratio 101C-101B  -0.02 -0.35 0.31 0.99
Pass-101B  0.20 -0.16 0.56 0.40
Pass-101C  0.22 -0.11 0.55 0.26
Fragments 101C-101B  -0.37 -0.68 -0.06 p <.05
Pass-101B  -0.82 -1.17 -0.48 p <.001
Pass-101C  -0.45 -0.77 -0.14 0.00
Run-on sentences 101C-101B  0.00 -0.32 0.33 1.00
Pass-101B  -0.37 -0.73 -0.01 p <.05
Pass-101C  -0.38 -0.70 -0.05 p <.05
Verb-form-related errors 101C-101B  -0.28 -0.60 0.03 0.09
Pass-101B  -0.69 -1.04 -0.34 p <.001
Pass-101C  -0.41 -0.73 -0.09 p <.01
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Variable Between 
groups 
Mean 
difference
Lower 
limit
Upper 
limit
Adjusted p-
value
Subject-verb 
disagreement 
101C-101B  -0.43 -0.75 -0.11 p <.001
Pass-101B  -0.61 -0.96 -0.25 p <.001
Pass-101C  -0.17 -0.50 0.15 0.43
Part-of-speech-related 
errors 
101C-101B  
-0.64 -0.95 -0.33 p <.001
Pass-101B  -0.90 -1.24 -0.55 p <.001
Pass-101C  -0.26 -0.57 0.06 0.13
Noun-form-related 
errors 
101C-101B  -0.36 -0.68 -0.05 p <.05
Pass-101B  -0.72 -1.08 -0.37 p <.001
Pass-101C  -0.36 -0.68 -0.04 p <.05
Quantifier misuse 101C-101B  -0.09 -0.42 0.23 0.78
Pass-101B  -0.27 -0.64 0.09 0.18
Pass-101C  -0.18 -0.51 0.15 0.41
Article misuse 101C-101B  -0.27 -0.58 0.04 0.10
Pass-101B  -0.86 -1.21 -0.52 p <.001
Pass-101C  -0.59 -0.91 -0.28 p <.001
Simple sentences 101C-101B  -0.06 -0.39 0.27 0.91
Pass-101B  -0.14 -0.51 0.22 0.64
Pass-101C  -0.08 -0.42 0.25 0.82
Compound-complex 
sentences 
101C-101B  -0.01 -0.34 0.31 0.99
Pass-101B  0.31 -0.05 0.67 0.11
Pass-101C  0.32 -0.01 0.65 0.06
Words per sentence 101C-101B  0.39 0.07 0.72 p <.01
Pass-101B  0.45 0.09 0.81 p <.01
Pass-101C  0.06 -0.27 0.38 0.91
Collocational misuse 101C-101B  -0.46 -0.78 -0.15 p <.001
Pass-101B  -0.80 -1.15 -0.45 p <.001
Pass-101C  -0.34 -0.65 -0.02 p <.05
Conjunction counts 101C-101B  -0.24 -0.56 0.09 0.21
Pass-101B  -0.06 -0.42 0.31 0.93
Pass-101C  0.18 -0.15 0.51 0.41
Academic word types 101C-101B  0.30 -0.02 0.63 0.08
Pass-101B  0.15 -0.21 0.51 0.60
Pass-101C  -0.15 -0.48 0.18 0.52
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Variable Between 
groups 
Mean 
difference
Lower 
limit
Upper 
limit
Adjusted p-
value
Academic word tokens 101C-101B  0.32 -0.01 0.64 0.06
Pass-101B  0.28 -0.08 0.64 0.17
Pass-101C  -0.04 -0.37 0.29 0.96
Academic word type-
token ratio 
101C-101B  0.03 -0.30 0.36 0.98
Pass-101B  -0.16 -0.53 0.20 0.54
Pass-101C  -0.19 -0.52 0.14 0.36
Pronouns 101C-101B  -0.24 -0.57 0.08 0.19
Pass-101B  -0.19 -0.55 0.18 0.45
Pass-101C  0.06 -0.27 0.39 0.91
Demonstratives 101C-101B  -0.26 -0.59 0.06 0.14
Pass-101B  -0.17 -0.54 0.19 0.50
Pass-101C  0.09 -0.24 0.42 0.80
Semi-demonstratives 101C-101B  -0.09 -0.42 0.24 0.78
Pass-101B  -0.08 -0.44 0.29 0.87
Pass-101C  0.02 -0.32 0.35 0.99
Text length 101C-101B  0.16 -0.16 0.49 0.46
Pass-101B  0.55 0.19 0.91 p <.001
Pass-101C  0.38 0.06 0.71 p <.05
First paragraph length 101C-101B  -0.28 -0.61 0.05 0.11
Pass-101B  -0.16 -0.53 0.20 0.54
Pass-101C  0.12 -0.21 0.45 0.67
Second paragraph length 101C-101B  0.05 -0.28 0.38 0.94
Pass-101B  0.06 -0.30 0.43 0.91
Pass-101C  0.02 -0.32 0.35 0.99
Third paragraph length 101C-101B  0.22 -0.11 0.54 0.26
Pass-101B  0.44 0.08 0.80 p <.01
Pass-101C  0.22 -0.11 0.55 0.25
Sentence counts 101C-101B  -0.14 -0.47 0.19 0.56
Pass-101B  -0.04 -0.41 0.32 0.95
Pass-101C  0.10 -0.23 0.43 0.77
Sentences per paragraph 101C-101B  -0.50 -0.83 -0.18 p <.001
Pass-101B  -0.49 -0.84 -0.13 p <.001
Pass-101C  0.02 -0.31 0.34 0.99
361 
 
 
Variable Between 
groups 
Mean 
difference
Lower 
limit
Upper 
limit
Adjusted p-
value
Trigram type-token ratio  101C-101B  0.00 -0.33 0.33 1.00
Pass-101B  -0.22 -0.59 0.14 0.33
Pass-101C  -0.22 -0.55 0.11 0.26
Four-gram type-token 
ratio  
101C-101B  -0.16 -0.48 0.17 0.49
Pass-101B  -0.34 -0.70 0.02 0.07
Pass-101C  -0.18 -0.52 0.15 0.39
Four-gram type-token 
ratio  
101C-101B  0.00 -0.33 0.33 1.00
Pass-101B  0.20 -0.16 0.57 0.39
Pass-101C  0.20 -0.13 0.53 0.33
Last paragraph length  101C-101B  -0.03 -0.35 0.30 0.98
Pass-101B  0.37 0.01 0.73 p <.05
Pass-101C  0.39 0.06 0.72 p <.01
PC1 - inadequate 
development but varied 
language use 
101C-101B  -0.20 -0.84 0.45 0.75
Pass-101B  -0.95 -1.67 -0.24 p <.01
Pass-101C  -0.76 -1.41 -0.10 p <.05
PC2 - clear organization 
but limited paragraph 
development 
101C-101B  1.40 0.88 1.92 p <.001
Pass-101B  2.07 1.49 2.65 p <.001
Pass-101C  0.67 0.14 1.20 p <.01
PC3 - syntactic 
complexity 
101C-101B  0.17 -0.37 0.70 0.75
Pass-101B  0.68 0.08 1.28 p <.05
Pass-101C  0.52 -0.03 1.06 0.07
PC4 - Grammatical 
errors 
101C-101B  -0.07 -0.56 0.42 0.94
Pass-101B  -0.52 -1.06 0.02 0.06
Pass-101C  -0.45 -0.95 0.04 0.08
PC5 - use of varying 
time frames 
101C-101B  0.25 -0.23 0.72 0.44
Pass-101B  0.15 -0.37 0.67 0.78
Pass-101C  -0.10 -0.57 0.38 0.88
PC6 - limited academic-
word use 
101C-101B  -0.16 -0.61 0.30 0.69
Pass-101B  -0.71 -1.21 -0.20 p <.001
Pass-101C  -0.55 -1.01 -0.09 p <.01
PC7 - structural flaws in 
long sentences 
101C-101B  0.27 -0.13 0.67 0.26
Pass-101B  -0.14 -0.59 0.30 0.72
Pass-101C  -0.41 -0.82 -0.01 p <.05
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APPENDIX T. RESULTS OF A MULTIFACETED RASCH MEASUREMENT 
ANALYSIS OF RATING BEHAVIOR FOR EPT WRITING 46 RATERS 
No Rater ID Semester Logit values S.E. InfitMS 
1.  1 S14 -1.46 0.81 0.55 
 1 S13 0.91 0.62 1.63 
2.  2 S14 -2.45 0.99 0.9 
 2 S13 -1.19 0.49 1.08 
3.  3 S13 -0.07 0.43 0.9 
 3 F12 0.07 0.35 0.83 
4.  4 S13 -2.59 0.43 0.92 
5.  5 F12 2.45 0.41 1.3 
6.  6 S14 2.88 0.84 0.72 
7.  7 S13 1.92 5.15 0 
8.  8 S13 0.58 0.59 1.13 
9.  9 F12 1.3 0.4 1.35 
10.  10 F12 1.47 0.85 1.08 
 10 S13 2.04 0.88 0.93 
 10 S14 2.75 1.18 0.85 
11.  11 S13 -1.55 0.65 2.13 
 11 S14 -0.64 0.93 1.24 
12.  12 S13 -4.53 2.19 0.06 
 12 F12 -3.91 0.41 0.56 
13.  13 S13 -0.82 0.56 0.94 
14.  15 S13 -3.66 2.18 1 
15.  16 S13 0.31 0.43 0.64 
16.  17 F12 -3.22 0.69 0.82 
 17 S13 -1.03 0.76 0.46 
 17 S14 -0.42 1.08 0.76 
17.  18 S14 0.36 0.71 0.99 
 18 S13 2.66 0.48 0.95 
18.  19 S14 0.94 0.84 0.3 
19.  20 S14 -1.92 0.92 1 
20.  21 F12 -0.44 0.52 0.82 
 21 S14 3.79 1.88 0.13 
21.  22 S14 -2.36 0.74 1.7 
 22 F12 -0.73 0.77 0.2 
 22 S13 0.04 0.36 1.09 
22.  23 S13 0 0 1 
23.  24 S13 0.12 0.59 0.78 
 24 S14 1.43 1.05 0.44 
24.  26 S13 2.71 0.58 0.8 
25.  27 F12 0.24 1.1 0.1 
26.  29 F12 0.92 0.47 0.99 
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No Rater ID Semester Logit values S.E. InfitMS 
27.  30 S14 2.01 0.77 1.04 
28.  31 S14 0 0 1 
29.  32 F12 1.72 0.53 1.2 
30.  33 S13 -3.13 0.78 0.39 
 33 S14 -1.34 0.84 0.71 
 33 F12 0.42 0.73 1.28 
31.  34 S13 -0.08 0.86 0.8 
 34 F12 0.44 0.58 1.09 
32.  35 F12 -0.65 0.68 0.85 
 35 S13 -0.21 0.78 1.77 
 35 S14 4.56 1.16 1.28 
33.  36 F12 1.54 0.55 0.97 
34.  37 S13 -0.03 0.84 0.44 
35.  38 S13 -0.33 0.53 0.65 
36.  39 S13 2.03 0.58 0.75 
37.  40 S14 -2.54 0.9 0.39 
 40 F12 -0.79 0.72 0.82 
 40 S13 0.52 0.44 1.17 
38.  41 S14 -3 1.29 1.26 
39.  42 F12 0.66 0.48 0.77 
40.  43 S13 -2.21 0.58 0.72 
 43 S14 -0.03 1.07 0.91 
41.  44 S13 0.21 0.49 0.67 
42.  45 F12 -0.83 0.38 0.87 
 45 S14 -0.26 1 0.57 
 45 S13 2.86 0.44 1.31 
43.  46 S14 -2.58 1.21 3.09 
 46 F12 -1.48 0.44 1.02 
 46 S13 -1.32 0.54 1.06 
44.  47 S13 2.19 0.69 0.65 
45.  49 S14 0.26 1.13 1.67 
46.  50 F12 0.8 0.52 0.9 
Notes: F12 = Fall 2012; S13 = Spring 2013; S14 = Spring 2014; S.E. = Standard Error 
Results of 14 eligible raters in this project are printed in bold. 
