This paper describes exact evaluations of various finite integrals whose integrands involve products of Daubechies' compactly supported wavelets and their derivatives and/or integrals. These finite integrals play an essential role in the wavelet-Galerkin approximation of differential or integral equations on a bounded interval.
I. INTRODUCTION
In a recent paper, Daubechies 1 constructed a family of orthonormal bases of compactly supported wavelets for the space of square-integrable functions, L 2 (R). Due to the fact that they possess several useful properties, such as orthogonality, compact support, exact representation of polynomials to a certain degree, and ability to represent functions at different levels of resolution, Daubechies' wavelets have gained great interest in the numerical solutions of ordinary and partial differential equations. 2 -11 In each of these papers the wavelet discretization of differential equations is based on the Galerkin approach. As a result, the wavelet-Galerkin scheme involves the evaluation of connection coefficients 12 • 13 to approximate derivatives as well as non-linear terms. The connection coefficients are integrals with integrands being products of wavelet bases and their derivatives. Due to the derivatives of compactly supported wavelets being highly oscillatory, it is difficult and unstable to compute the connection coefficients by the numerical evaluation of integral. In order to overcome this problem, dedicated algorithms have been devised 12 -16 for the exact evaluation of connection coefficients.
We note that the connection coefficients and the associated computation algorithms developed in References 12-16 are essentially based on an unbounded domain. It is therefore not surprising that the above-mentioned applications of the wavelet-Galerkin method are limited to the cases where the problem domain is unbounded or the boundary condition is periodic. In order to apply the wavelet-Galerkin method to the solution of finite-domain problems, the authors 17 • 18 have derived algorithms for computing some finite integrals of products of wavelets and their derivatives or 1 integrals. As motivated by the successful construction of orthogonal interval wavelets, 19 • 20 we present in this paper algorithms for computing useful finite integrals of wavelets for the waveletGalerkin method on a bounded interval. More precisely, let Q>(x) denote the scaling function of Daubechies' wavelets, we consider the computation of the following functionals:
On(X) = 1x 1Y" · · ·1Yl Q>(yl )dyl · · · dYn-1 dyn n-tuple In the above equations, j,k E Z, m,n,x E z+ + {0}, and Z and z+ denote the sets of integers and positive integers, respectively.
Mf:'(x) = 1x ym</J(y-k)dy fZ(x) = 1x ¢<n>(y-k)</J(y)dy A;•n(x) = 1x ym</J(n)(y-k)</J(y)dy r;·n(x) = 1x ymOn(Y-k)¢(y)dy n'~/(x) = r ¢(y)¢(m)(y-j)¢(n)(y-k)dy
Before attempting to present the computational algorithms for the above integrals, we first give in the following section a brief description of the construction of Daubechies' class of orthonormal wavelets and the basic properties of these wavelets.
DAUBECHIES' ORTHONORMAL WAVELETS
The family of compactly supported orthonormal wavelets constructed by Daubechies 1 includes members from highly localized to highly smooth. Each wavelet member is governed by a set of L (an even integer) coefficients { Pk: k = 0, 1, ... , L -1} through the two-scale relation and the equation The coefficients Pk in the two-scale relation (8) are called the wavelet filter coefficients. Daubechies 1 established these wavelet filter coefficients to satisfy the following conditions:
where £5 0 ,m is the Kronecker delta function. Correspondingly, the constructed scaling function </>(x) and wavelet 1/J(x) have the following properties:
It is noted that the property (17) is equivalent to that the elements of the set {I ,x, ... ,xL/ 2 -1 } are linear combinations of </>(x-k), integer translates of </>(x). The exact expression for such linear combinations is given by Reference 12:
1=-oo i=l
1
In the above equation, M/' denotes the jth moment of </>(x ), which can be computed by the recursive relation:
with the initial condition M! = I.
Denote by L 2 (R) the space of square-integrable functions on the real line. Let ~ and W1 be the subspaces generated, respectively, as the L 2 -closure of the linear spans of (22) where EB denotes the orthogonal direct sum. For the Daubechies wavelets, we have the following orthogonal properties:
It is noted that there are no explicit expressions for calculating the values of the scaling function l/J(x) and the corresponding mother wavelet t/J(x) at an arbitrary point of x. However, the function values of l/J(x) and t/J(x) at the dyadic points kj2i for integers j and k can be recursively computed from the two-scale relations (8) and (9) provided that l/J(l),l/J(2), ... ,¢(L-2) have been obtained.
The algorithm for obtaining l/J(k) for k = 1, 2, ... , L -2 will be given in the next section.
COMPUTING THE DERIVATIVES AND INTEGRALS OF WAVELETS
In this section, we present computational algorithms for evaluating the derivatives and integrals of the scaling function ljJ(x ). Once the values of scaling function l/J(x) are obtained, the mother wavelet t/J(x) can be computed from the relation (9).
Evaluation of the nth derivative of l/J(x)
Denote by ¢<n>(x) the nth derivative of the scaling function l/J(x):
It follows from (18) that the derivatives ¢<n>(x), n = 0, l, ... ,L/2-l, exist. Hence, applying the two-scale relation (8) to the above equation, we have
This is the two-scale relation for ¢<n >(x ), which is analogous to the two-scale relation ( 8) for l/J(x). Obviously, this two-scale relation can be used to compute the values of ¢<n>(x) at all dyadic points x = k/21, j = 1,2, ... , provided that the values ¢<n>(k), k = 1,2, ... ,L-2, are given.
To obtain the values ¢<n>(x) at integer points, we substitute x = 1,2, ... ,L -2 into the two-scale relation (27) to give the homogeneous linear system of equations (28) where (29) 4 (the superscript T denotes transpose) and P is the (L-2) x (L-2) matrix (30) with j being the row index and k the column index. Equation (28) indicates that the unknown vector <I> is the eigenvector of the matrix P corresponding to the eigenvalue 2-n. The values of ¢<">(1 ), ¢<">(2), ... , ¢<">(£-2) can be determined uniquely by first finding the eigenvector of the matrix P which corresponds to the eigenvalue 2-n, and then normalizing with the condition 
Evaluation of multiple integrals of <f>(x)
Denote by 0 11 (x) the n-tuple integrals of <f>(x ), i.e.
The algorithm for computing 0 11 (x) at dyadic points k/21 has been derived by authors in a recent paper. 17 For completeness, we repeat the derivation here. Applying the two-scale relation (8) to (33 ), we have
This is the two-scale relation for 0 11 (x), which is analogous to the two-scale relation (8) for <f> (x) . Hence, the values of 0 11 (x) at dyadic points kj2i can be computed recursively for j = I, 2, ... Here, we first examine some properties of tMx) for x~L l. Let us recall the facts that ¢(x) vanishes for x~L 1, and that J:-1 rj>(x)dx = 1. Hence, for x~L-1, we can obtain from the last equation of ( 33) that
By induction, we can write lln{x) for x ~ L -1 as follows:
e,(x) ="I:
where Ot (L-1) = 1, but the values of 0,_ 1 (L-1) for j = 0, 1, ... , n 2 are still to be determined. For determining O,(L-I) for n 2, 3, ... , we go back to the two-scale relation (34) for On(X ).
Applying the relation ( 10), we then have the recursive formula
for computing O,(L-1) for n = 2, 3, ... , starting with O, (L-1) = 1. Having obtained On(x) for an integer x~L-1, the values of On(x) for x = 1,2, ... ,L-2 can be determined from the following linear system of equations: 
k=N.
By the Galerkin approach, the coefficients Yt are determined from the following equations:
for k = Na, Na + 1, ... , Nb. The construction of these equations involves the computation of finite integrals in (3 }- (7). As x-+oo, these integrals are called the connection coefficients of the wavelets. 13 In this section, algorithms will be derived for computing the connection coefficients of wavelets over a bounded interval.
Evaluation of Mf(x) =fox ym</J(y-k)dy
Let the integral of the product of ym and </J(y -k) be denoted by
Mf(x) =fox ym</J(y-k)dy
Performing integration by parts successively m times on the above integral, we have
Hence, the integral MJ:'.(x) can be computed exactly in terms of Om(x), which is the multiple integral of the scaling function ¢(x) defined in Section 3.1.
Evaluation of integrals ff(x) = J; ¢<n>(y-k)¢(y)dy
Denote the integral of the product of the scaling function ¢(x) and its nth-order derivative ¢<n>(x-k) by (52) The evaluation of ff(x) plays an important role in applying the wavelet-Galerkin method to solve differential equations. 18 Since there are no explicit expressions for representing the scaling function ¢(x) and its derivatives, the values of the integral r;(x) cannot be computed directly from (52). An algorithm has been developed by Beylkin 12 to compute fk'( oo ). The authors 17 developed an algorithm for computing the values of the integrals ff(x) at dyadic points kj21 for positive integers j and k. To make this paper self-contained, we derive the algorithm in this subsection.
As we begin, we note that ff(x) has the following properties:
The properties (53) and (54) come from the fact that the support of ¢(x) is in the interval [0, L -1 ], which does not overlap with that of ¢<n>(x-k) for lkl ~L-1. The last two properties are derived from (52) by performing integration by parts for n times. Now, applying the two-scale relation (27) and (8) to (52), we have
This relation allows one to compute the exact values of ff(x) at dyadic points x = kj21 provided that the values of ff(x) at x = 1,2, ... ,L-1 are given. To determine the values of ff(x) for integers k and x, we first compute the values of ff(L-1) for
we obtain from (53) and (57) that
For n > 0, the equations obtained by substituting k = 0, 1, ... , L -2 into (58) constitute the following homogeneous system for unknowns
It is noted that in the formulation of (59) the property (56) has been used. As indicated by (59), the vector r n ( L-1 ) is the eigenvector of the matrix D that corresponds to the unity eigenvalue. However, the homogeneous linear system of equations in (59) does not admit the vector f"(L-1) to be determined uniquely. The required additional constraint or normalization condition can be derived from (18) . The derivation of such a normalization condition is given below.
The nth-order derivative of ( 18) is
Multiplying both sides of this equation by ¢(x) and then taking integration from x = -oo to oo, we obtain
which is the desired normalization condition for the eigenvector of the matrix D associated with the unity eigenvalue.
Once the values of ff(L -1) are obtained, we can determine the values of ff(x) for x = 0, l, ... ,L-2 and lki~L-2. To this end, we note from (53}-{56) that there are only (L-2) 2 independent members in the set {ff(x):
Let the independent members be packed in the vector 
It is important to note that the eigenvalue set of the matrix Q includes 2-m,
Hence, the vector r 0 can be obtained by solving the linear system (68). For n > 0, however, the matrix (2 1 -ni-Q) is singular and the rank deficiency is n. To have a linear independent system of equations for the unknown vectors r n' n = 1' 2, ... ' we seek in the following for additional relations among the members of r n.
Multiplying both sides of ( 63) by cf>(y) and then taking integration from y =0 to y =x, we obtain 00 1x 1x where lh (x) is defined in Section 3.2. The above equation can be written in the form
Hence, the linear independent system of equations for rn can be finally obtained as follows: (i) Fori= l,2, ... ,n, replace the mth row (mE {1,2, ... ,£-2}) of the submatrix Q;,; in (69) by
and the mth row of Q;,j,j =I= i by a zero row vector,
(ii) Replace the mth element of the subvector of d that corresponds to the submatrix Q;,; by n! 9 1 (i).
Evaluation of integrals A~·n(x) = J; ymcf><n>(y-k)cf>(y)dy
In solving a differential equation with non-constant coefficients by the wavelet-Galerkin method, it is required to compute the following integral:
In this subsection, we devote an effort to the evaluation of this integral. (79) Since q,<n>(x) = 0 for x ~ L -1 or x ~ 0, it is easy to verify that the integral A;·n(x) has the following properties:
A;·n(x) = 0 for x~O or x~k or lki~L-1
Applying the two-scale relations (8) and (27) for tj>(x) and q,<n>(x), respectively, to the integral (79), we obtain the following two-scale relation for A;•n(x):
Since A~·"(x) = r;(x), the above relation allows one to recursively calculate A;·n(x) for m = 1, 2, .... However, for fixed integers m and n, the values of A;·"(x) at various integers k and x have to be determined simultaneously. The formulation of a linear system of equations for solving A:·"(x) at integer points of k and x is given below.
It follows from (81 (83 ), we have the following linear system of equations for the unknowns A;·n(L-1):
Here I is the (2£ -3) x (2£ -3) identity matrix, and
Since the matrix A has the eigenvalues 2 1 -i for i = 0, 1, ... , L -1, the matrix (2 By performing integration by parts on the last integral of (90) for n-j times, we have 2 independent unknowns to be determined simultaneously. These independent unknowns are packed into the vector 
+I: I: I: P;PJ I / A~k-=_!j~;(2x-j) i=O 
}=0 l=l
The matrix Q is defined by (69) and the index set vx,n(k,x) is given by
(98) (99) As mentioned before, the eigenvalue set of the matrix Q contains 2 -i, i = 0, 1, ... , L -2, with multiplicities L/2 -I((L-2)/2)-il. Hence, for n > m the matrix (2 1 +m-nl-Q) is singular and its rank deficiency is n-m. To have a linear system of independent equations for Am,n, we seek in the following for additional relations among the elements of A m,n.
Multiplying both sides of ( 63) by ym ¢(y) and then taking integration from y = 0 to y = x, we obtain (100)
For integer x = i, the above equation can be written as
The equations in (101) with i = 1,2, . .. ,n-m can be used together with (96) to construct a linear system of independent equations for the unknown vector Am,n. The procedure of constructing such a system has been described in Section 4.2.
At this point, we have derived algorithms for computing the values of A;·n(x) at integer points x. Once these values are obtained, the values of A;•n(x) at dyadic points x = k/2j can be recursively obtained from the two-scale relation (82).
Evaluation of integrals T;:''n(x) = J; ym6n(Y-k)¢(y)dy
In solving an integro-differential equation with non-constant coefficients by the wavelet-Galerkin method, it is required to compute the integral
it is easy to verify that the integral T ;;·n(x) has the following properties:
(103) i;:''n(x) = 0 for x~O or x~k or k~L-1
With the substitutions of the two-scale relations (34) and (8) for 6n(x) and ¢(x), respectively, into ( 102 ), we obtain
It is noted that fork~ 1-Land x~O. we have that
and the integral
On(x-k) is explicitly given by (42). As a result, the integral T;:''n(x) fork~ 1-L can be explicitly evaluated by
Having derived formulas for computing T;:''n(x) for x > L-I, we can solve the independent unknown i;:''n(x),x = 1,2, ... ,L-I, from (105). For fixed integers m and n, the independent unknowns of r;;·n(x) are packed in the vector
where ( 108) 13 The total number of elements of the vector ym,n is (3L-4 )(L-l )/2. It is noted that the required linear system of equations for solving this unknown vector is formed from ( l 05 ), and the system matrix is full rank. In constructing such a system of equations, the values of the integral 1;'-i,n(x) in (105) for i < m are known. Hence, the vectors rm,n can be computed recursively for m = 0, l, ... and n = l, 2, ... starting from 1°·
1 .
Evaluation of three-term connection coefficients
The integrals
for O~m~n~L/2-1 andj,k,m,n,x E Z, play an important role in solving non-linear differential equations with the wavelet-Galerkin method. 22 In Reference 13, n;kn ( oo) is called the three-term connection coefficient of wavelets. In order to extend the wavelet-Galerkin method to finite-domain problems, we devote an effort to compute the values of n~t(x) at dyadic points x = kj21.
As we begin, we note that 0 1~t (x) has the following properties:
The formal properties ( 110) and ( 111) Since n 1~, k"(x) = O~,k"(L-1) for x~L-I, the values of O~icn(L-1) for integers j,k,m,n can be first computed. For this purpose, we note from (110)-(112) that, for fixed integers m and n, there are 3L 2 -9L+1 unknown n;kn(L-1), where
The equations in ( 113) associated with these unknowns constitute a linear homogeneous system as follows: (114) where
, and the elements of matrix S involve the triple products of the form p;.p;bPic· It is found by computation that the matrix S has eigenvalues 2 1 -k, k = 0, 1, ... , L -2, and that the multiplicity of the eigenvalue 2 1 -k is k + I. Obviously, ( 114) indicates that the vector v is the eigenvector of the matrix S corresponding to the eigenvalue of 2(1-m-n>. However, since the rank lost of S at this eigenvalue is m + n + 1, it is not sufficient to determine the vector v uniquely from (ll4). To have a system of linearly independent equations for solving the unknown elements of the vector v, we need extra equations. As before, the required extra equations can be derived from the moment equation (63). By first multiplying both sides of (63) by cp<m>(y-j) and cp<n>(y-k), respectively, and then taking integration from y = 0 to y = x, we have
For fixed integers m and n, we can form an independent system of equations by deleting the equations of ( 114) of equations is by no means unique, and a rigorous validation of this rank remedy is difficult. In practice, however, the rank of the resultant system of equations can be checked by a numerical computation, and the obtained values of n;:;<L-l) can be verified by using equations in (117) and (118) 
NUMERICAL RESULTS
In this section we present computed values of functionals defined in ( 1 )- (7) for the Six-coefficient
Daubechies scaling function. For L = 6, the coefficients Pt. k = 0, l, ... , 5, are listed in Table I . Table II lists the values of the scaling function ¢(x ), the derivative of ¢(x ), ¢(! l(x ), and the integral of ¢(x), 0 1 (x), for x = 0, 0·5, 1·0, 1·5, ... , 5·0. Table III lists Tables II-VII , the 12 decimal digits of Daubechies' wavelet coefficients are used. We have verified the obtained values by using the moment equations that are not employed to remedy the rank deficiency, and the equation residues are all in the order of 10-9 • Moreover, the computed three-term connection coefficients nJ:!<S) agree with those listed in Reference 13.
AN APPLICATION EXAMPLE
The non-linear parabolic equation
is known as the Burgers equation, 23 which is one of the simplest partial differential equations describing both non-linear propagation and diffusive effects. It represents a first step in the hierarchy of approximations of the Navier-Stokes equation. Depending on the magnitude of the viscous term, 
MJ(x) MJ(x) MJ(x)
I 0·40662888E + 00 0·30755931 E + 00 0·24746348E+00 2 O·I0138604E+OI 0·10542175E+OI 0·11618193E+OI 3 0· 77363652E + 00 0·53674234E + 00 0· 52903635E-O I 4 0·8160348IE+00 0·66267182E + 00 0-42355381 E+OO 5 0·81740117E+00 0·66814467E+OO 0·44546004E + 00 Table IV . The values of f}(x) for L = 6
-0·77113404E+OO 0 0·74528563E+00 I 0· 74520548E + 00 0 0·74435080E-01 I -0·14539422E + 00 2 -0·14520548E + 00 I 0·56789284E+OO 2 0·15053970E-OI 3 0·14611872E-01 4 0·34246575E-03 Table V . The values of A!" 
-4 0·40660602E + 00 3 -4 0· 77363681 E + 00 4 I -0· 76349559E-0 I -3 0·40660225E + 00 -3 0· 77388859E + 00 2 0·58249586E-02 -2 0·40271563E+00 -2 0·76364511E+00 3 -0·14233365E-03 -1 0·44173660E + 00 -1 0·83517453E+00 5 -4 0·81740146E+00 0 0·1 0494506E + 00 0 0·40735866E + 00 -3 0·81749716E+ 00 2 -4 0·10146510E+Ol I -0·48100476E-01 -2 0·80964464E+00 -3 0·10080259E+01 2 -0·16157050E-02 -I 0·87377189E+00 -2 0·10401149E+01 4 -4 0·81603510E+00 0 0·46400092E + 00 -I 0·10491431E+Ol -3 0·81613080E+00 I -0·13185340E+00 0 0· 56252533E + 00 -2 0·80824884E+00 2 0·28977257E-01 I 0·17523787E-Ol -1 0·87069022E + 00 3 -0·11265687E-02 0 0·50032473E+00 4 -0·81106612E-05 22 • 24 Due to the lack of accurate finite-domain connect coefficients, the wavelet bases have not been used to solve finite-domain problems with non-periodic boundary conditions. In the following, we apply the proposed interval wavelet-Galerkin approximation scheme to find the solution of the finite-domain Burgers' equation.
Consider the Burgers' equation (121) with the following boundary conditions:
Let u(x,t) be approximated by the Jth-level wavelet series (124) where J > 0. Substituting (124) into (121) and then applying the Galerkin discretization scheme, we have
In the above differential equations, the coefficients a"' b,_u and c~.~ are given by
where rf(x) and omk,n(x) are defined by (4) and (5) 
As a result, there are 2J+l
.. ,2J-2, that are described by the differential equations in (125) with u.~_ 2 _L_ 2 .~(t) and uJ:P_,(t) being replaced by (129) and (130}, respectively. The initial conditions for the differential equations in ( 125) are derived from the initial condition u(x, 0) of the problem. Here, we consider the discontinuous initial condition 
For the case of the discQntinuous initial condition specified by (131), the initial conditions u.~.t(O) satisfy (133) From these equations and relations in (129) and (130), we can obtain the initial conditions u.
Similarly, for the case of the continuous initial condition given by (132), the initial conditions uu(O) satisfy
where a,.P 8n(x) and M;(x) are defined in (126), (2) and (3), respectively. Hence, the initial
.. , 2J -1, can be obtained from solving the linear equations of ( 134) with the additional relations of (129) and ( 130 ).
Having obtained the differential equations and initial conditions for UJ,k(t), we can utilize a numerical integration scheme to find the expansion coefficients UJ,k(t). In actual computation, we have invoked the subroutine DIVPAG in IMSL mathematical library2 5 to solve the initialvalue problems. In calling this subroutine, the tolerance parameter and the initial time step are respectively set to Before the shock wave touches the right boundary, its penetration is just like in an infinite domain. However, when the shock wave touches the right boundary, its action like the billow beats the reef and generates the spray. In this situation, we cannot find the steady-state solution since the problem becomes singular. It is noted that there is no exact solution for the finite-domain Burgers' equation. In order to verify the numerical solution, it is often compared it with that of the infinite domain. For the purpose of demonstrating that the solutions shown in Figures 1-4 are true approximate solutions of the finite-domain Burgers' equation, we compare in Table VIII the wavelet-series solutions u(x, 0 · 92) with the solution u p(x, 0 · 92) obtained by Galerkin approximation using a ninth-degree polynomial as a trial solution 23 and the solution u 00 (x, 0·92) of the infinite-domain Burgers' equation. Obviously, the local bases used in this paper can respond well to the sharp change of the shock wave. being the product of wavelet bases and their derivatives or integrals. We have described the algorithms for the exact evaluations of connection coefficients for Daubechies' compactly supported orthonormal wavelets on a bounded interval. These algorithms extend the application scope of the wavelet-Galerkin method to finite-domain problems. They also play an essential role in applying the newly developed interval wavelets -1·0  1·0000  1·0000  1·0000  1·0000  -0·9  0·8508  0·8122  0·9956  1·0000  -0·8  0·8809  0·8727  1·0456  1·0000  -0·7  0·8810  0·8727  1·0672  1·0000  -0·6  0·8811  0·8728  1·0402  1·0000  -0·5  0·8817  0·8737  0·9831  1·0000  -0·4  0·8860  0·8781  0·9303  1·0000  -0·3  0·8981  0·8913  0·9128  1·0000  -0·2  0·9204  0·9157  0·9444  1·0000  -0·1  0·9487  0·9465  J.0159  1·0000  0·0  0·9752  0·9742  1·0963  1·0000  0·1  0·9920  0·9914  1·1411  1·0000  0·2  0·9989  0·9983  1·1057  1·0000  0·3  0·9948  0·9980  0·9613  0·9998  0·4  0·9260  0·9610  0·7099  0·9764  0·5  0·1090  0·1156  0·3933  0·1861  0·6  -0·0270  0·0029  0·0905  0·0015  0·7  0·0063  0·0000  -0·1017  0·0000  0·8  0·0000  0·0000  -0·1154  0·0000  0·9  0·0000  0·0000  0·0091  0·0000  1·0  0·0000  0·0000  0·0000  0·0000 W-G: wavelet-Galerkin; PA: polynomial approximation; ES: exact solution
