ABSTRACT. This paper defines the notion of a best simultaneous Diophantine approximation to a vector a in R n with respect to a norm II . II on Rn. Suppose a is not rational and order the best approximations to a with respect to II . II by increasing denominators I = ql < q2 < '" . It is shown that these denominators grow at least at the rate of a geometric series, in the sense that 
1.
Introduction. The problem of simultaneous Diophantine approximation is that of approximating a vector of two or more real numbers by a vector of rational numbers having the same denominator. Two of the most fundamental questions in this subject concern how well such vectors can be approximated, and how often good approximations occur. It is well known that the analogous questions for the approximation of a single real number 0 can be answered in terms of the continued fraction expansion of O. Concerning simultaneous Diophantine approximation Davenport [7] remarks: "In any deeper investigation of the problem of simultaneous Diophantine approximation we are greatly handicapped by the absence of a full analogue of the continued fraction process. There are several analogues, but they all suffer from one of two defects: either they give much poorer approximations than we known to exist, or they involve a series of operations that can be carrjed out on given 0 1 " •• ,On but cannot be used to define 0 I" , • ,On' because we do not know the limitations to which any such sequence is subject." As a consequence much less is known than in the one-dimensional case. For example, it remains a notoriously difficult unsolved problem to determine the two-dimensional Diophantine approximation constant (see [1, 3, 4, 6] ).
This paper considers the notion of a best simultaneous approximation to a vector 0' in R n with respect to a norm II . II on Rn. To define this notion precisely, let 0' = (O'I""'O'n) and let II . II denote a norm on Rn. Given an integer denominator has also been considered, cf. [2, 8, 13] . Various notions of "best approximation" have previously appeared in the literature. Davenport and Schmidt [9, 10] introduced and successfully made use of an analogous notion of a best approximation to a single linear form. More recently Cusick [5] This paper is the first of a series of papers studying properties of best simultaneous approximations. In this paper we consider the problem of how often best approximations occur, as measured by the rate of growth of the best approximation denominators.
The rate of growth of best approximation denominators is well understood in the one-dimensional case. Given an irrational number (), let v k = (qk' Pk) denote the kth best approximation vector in the sup norm (the only norm that exists on RI). It is well known (Lang [17, p. 10] ) thatpdqk isjust the kth convergent of the ordinary continued fraction expansion of (). 
and the n-dimensional growth rate constant (1.10)
The main result of this paper is an improvement of the lower bound of Theorem 
There exist a E R2 for which (1.12) occurs. (See Lagarias [14, Table II ] for an analogous example of (1.12) in the case of Euclidean norm best approximations.) Theorem 1.2 may be compared to the one-dimensional situation, where for three consecutive best approximation denominators one has qk+2 = aqk+ I + qk for some positive integer a.
Brentjes [2, Example 4] and Lagarias [16] show that ( 1.14)
where II . II e is the Euclidean norm and.,., is the real root of .,.,3 = . , . , + 1. This fact, 2. Growth rates for best simultaneous approximations. We first make some preliminary remarks about norms and the uniqueness of best approximation vectors. A function II . II: R n ~ R n is a norm provided (i) IIxll ;;;. 0, and Ilxll = 0 ~ x = o.
(ii) Ilxl + x 211 .;;;; Ilxlll + IIx211.
The unit ball B = {x I II xii < I} of a norm is a centrally symmetric convex body.
Conversely, any such body B determines a unique norm on Rn for which it is the unit ball. The norms II . II and i\ II . II for any i\ > 0 determine the same set of BSAD's and BSA's. Therefore we may when necessary deal without loss of generality with scaled norms having the properties (2.1) (i) x E zn and x =1= 0 ~ Ilxll ;;;. 1, (ii) there is an x E zn with Ilxll = 1.
Both the Euclidean and sup norms are scaled norms. for all x ERn. Dirichlet's theorem on simultaneous approximation asserts that for the sup norm II . II s and any a E R n for any given integer K there is some q with 1 .;;;; q .;;;; K such that (2.4)
Choosing K = (eclt n in (2.4) and applying (2.3) shows there is some q < K with 8 q < e. This implies (ii). 0
In view of Lemma 2.1, whenever 8 q < 1 we may unambiguously use the notations (2.5)
for the approximation vector and approximation remainder vector, respectively.
The lower bound of Theorem 1.1 is a consequence of the following result, which gives "local" inequality satisfied by the best simultaneous approximation denominators. It is analogous to (1.6). The proof is that of a referee, and sharpens the author's original result, cf. (2.15) for all sufficiently large k, depending on a. If a has no rational coordinates, then (2.15) is true for all k ;;;. 1.
PROOF. Associate to each approximation remainder vector R( q) a vector of signs ± 1 via sgnR(q) = (sgn(qa l -PI),···,sgn(qa n -Pn)).
If some qa i -Pi = 0, its sign may be chosen arbitrarily.
There are 2 n possible distinct sign vectors, so by the pigeonhole principle there must be two denominators among the 2 n + 1 denominators qk' qk+I'··· ,qk+2" which have identical sign vectors. Call these qi' qj and order them so that qi > qj.
We suppose qi < qj+1 + qj so that
and derive a contradiction. We use the notation ri(q) = qa i -Pi for the ith component of the approximation remainder vector R( q). Since the signs of r k ( q;), As pictured in Figure 1, We proceed to sharpen some of (3.11)-(3.14) to strict inequalties. Three of the left-hand inequalities of (3.11)-(3.14) are strict, because such an inequality can be an equality only when /}i' /}i+ I are /}q., /}qk+ I and this can happen for at most one pair of adjacent quadrants. Suppose this occurs. We show the right-hand inequality of the equation corresponding to the opposite pair of quadrants must then be strict. The opposite pair of quadrants must have /}q '/}q ,so that the corresponding q in (3.6) 
