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Abstract—This paper presents a general framework that aims to
address the task of segmenting three-dimensional (3-D) scan data
representing the human form into subsets which correspond to
functional human body parts. Such a task is challenging due to the
articulated and deformable nature of the human body. A salient
feature of this framework is that it is able to cope with various
body postures and is in addition robust to noise, holes, irregular
sampling and rigid transformations. Although whole human body
scanners are now capable of routinely capturing the shape of the
whole body in machine readable format, they have not yet realized
their potential to provide automatic extraction of key body mea-
surements. Automated production of anthropometric databases is
a prerequisite to satisfying the needs of certain industrial sectors
(e.g., the clothing industry). This implies that in order to extract
specific measurements of interest, whole body 3-D scan data must
be segmented by machine into subsets corresponding to functional
human body parts. However, previously reported attempts at au-
tomating the segmentation process suffer from various limitations,
such as being restricted to a standard specific posture and being
vulnerable to scan data artifacts. Our human body segmentation
algorithm advances the state of the art to overcome the above lim-
itations and we present experimental results obtained using both
real and synthetic data that confirm the validity, effectiveness, and
robustness of our approach.
Index Terms—Human body shape analysis, Reeb graph, scat-
tered 3-D range data segmentation, 3-D surface topology, 3-D
whole-body scanners.
I. INTRODUCTION
THE PAST FEW years have witnessed the emergence ofthree-dimensional (3-D) imaging technology that enables
full scanning of the human body (HB) surface with reasonable
measurement accuracy as well as at an acceptable computa-
tional cost. This advance facilitates the exploitation of the HB
form in various areas such as anthropometrical research [1]–[3],
clothing design [4]–[6], and virtual human animation [7], [8].
Although the raw data generated by the HB scanner requires
substantial main memory and storage resources, it contains little
semantic information. To achieve effective and efficient use of
body scan data, it is often necessary to partition the whole scan
data set into subsets corresponding to the principal body parts.
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This segmentation provides the basis for a high-level represen-
tation of the scan data and is a prerequisite for further semantic
analysis. For example, in medical applications, the segmenta-
tion process provides an Atlas for extracting data belonging to
limbs that can then be used to support further analysis such as
fitting generic limb models. These models can then be used to
automate specific clinical protocols, such as spinal curvature as-
sessment. Applications dealing with the estimation of HB mo-
tion from range image sequences [9], can exploit scan data seg-
mentation when initializing the parameters of a HB tracking al-
gorithm. HB scan segmentation is also useful for online garment
shopping applications [5], [6] as it can contribute toward pro-
viding accurate body measurements and sizing.
Many attempts to devise a framework for the segmentation
of objects that are human-like in shape have been reported in
the literature [10]–[13]. Most of this previous work is based
on contour-based segmentation techniques whereby points
of discontinuity in the range data are first detected and then
dynamically grouped into contours using various techniques,
such as energy-minimization, when processing deformable
curves [14]. However, automatic segmentation of real HB data
is a more challenging problem, firstly because the body shape
is both articulated and deformable and secondly because the
scan data is by nature nonuniformly sampled and may exhibit
gaps and may be corrupted by noise. It was therefore necessary
to explore new techniques in order to formulate approaches
that would be better able to cope with these challenges. In his
pioneering work, Nurre [15] approximated the body structure
by a stick-template representing the head, the two arms, the two
legs and the torso. His goal was to segment the body into six
segments corresponding to these parts. This approach combines
a global shape description, namely moments analysis, and local
criteria of proximity which are derived from a priori knowledge
of the relative positions of the body parts in the standard posture
(standing body with arms held at the sides). The range data
is organized into slices of data points. The horizontal slices
are stacked vertically and the data points are assigned to the
different body parts according to the slice’s topology and its
position in the body. While this work achieved considerable
progress toward the automatic decomposition of HB scan
data, it has been criticized for imposing the requirement to
limit body poses to a strict standard posture and for its lack
of robustness against noise, gaps in the data, and variations in
shape and posture of the HB. There have been many subsequent
attempts to improve Nurre’s approach. For example, Decker
et al. [16] improved the localization of the key landmarks
of the HB by applying differential operations on slice shape
attributes. Although a degree of improvement resulted, this
1083-4419/$20.00 © 2005 IEEE
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approach could not remedy the limitations of Nurre’s approach.
Recently, Wang et al. [17] proposed a new approach based on
a Fuzzy logic framework, however, this again was restricted
to standing postures. Their segmentation technique involved
local curvature analysis of the slices and operates on mesh data
that has undergone several preprocessing stages. The overall
performance of this approach remains identical to that of Nurre.
From the above it is evident that the approaches developed so
far are restricted by their underlying assumptions, and none of
these has been able to overcome the standard posture restriction.
Furthermore, most of these approaches suffer from instability
when applied within real applications that must cope with noisy
and corrupted 3-D HB scan data. In addition, to date no evi-
dence citing the repeatability of these previous algorithms has
been reported in the literature. By definition, HB scan data seg-
mentation must be of practical utility, it must be robust to vari-
ation in the body surface shape stemming from biological fac-
tors such as age, genetics, etc. It must also cope with changes
of body posture as well as with the diversity of the scan data
sources. While ad hoc techniques might work for special cases,
they cannot address the above stringent requirements. In a re-
cent publication [18], the authors presented an approach that
successfully addressed some of the previously discussed issues.
However this approach can only deal with moderate variations
around the standard posture.
In this paper we propose a general topological analysis frame-
work that offers a systematic way to segment HB body data. The
salient feature of this framework is that it can cope with body
shape variations, posture changes, rigid transformations and di-
verse sources of scan data. Furthermore, our approach does not
require any pre-processing stages, operates on 3-D point-cloud
data, and does not rely on local feature analysis, which would
be vulnerable to deficiencies in the scan data.
The novel aspects of this paper are 1) the extension of the
Reeb graph concept to sets of scattered data points, which rep-
resents an extension to the work of Biasotti et al. [19] which
explores the use of Reeb graph applied to polygonal meshes;
2) a simple and efficient technique for computing the geodesic
distance map of HB shape (and generally of a three-dimensional
shape) with respect to a source point; 3) a robust technique, for
constructing the discrete Reeb graph (DRG), which can cope ef-
fectively with data deficiencies; and 4) a new functional surface
segmentation method based on the concept of the DRG applied
to the HB surface.
The remainder of this paper is organized as follows. Section II
describes the theoretical foundations of our approach, namely
Morse theory, the Reeb graph and geodesic distance. Section III
describes the implementation of the segmentation approach and
the mechanisms involved. Section IV validates our proposed
framework via experimental results. Finally, in Section V, we
provide a summary of the main findings of this paper and make
suggestions for future research.
II. MORSE THEORY AND THE REEB GRAPH
Morse theory can be thought of as generating the classical
theory of critical points (maxima, minima and saddle points)
of smooth functions on a smooth manifold. Specifically Morse
theory states that for a generic function defined on a closed com-
pact manifold, the nature of its critical points determines the
topology of the manifold. Morse functions are generic functions
whose critical points are nondegenerate (Hessian matrix of the
function at the critical point is nonsingular). For a Morse func-
tion, the critical points determine the homology groups of the
manifold, which in turn fully describe its topology. Moreover
the way the manifold is embedded can be coded using a Reeb
graph, as proposed by Reeb [20] to represent the evolution and
arrangement of level-set curves on a manifold. A Reeb graph
describes the configuration of and relationship between critical
points and provides a way to understand the intrinsic topolog-
ical structure of a shape. Morse theory and the Reeb graph have
been used in many applications such as shape matching [21],
shape coding [22]–[24], surface compression [25], volume vi-
sualization [26], terrain analysis [27] and 3-D skeletonization
[28], [29]. The last publication cited is particularly close to our
work. We will describe and compare in detail the related ap-
proaches in Section III-F.
A Reeb graph can be defined as follows.
Definition 1: Let be a real-valued function on a compact
manifold . The Reeb graph of is the quotient space of the
graph of in by the equivalence relation “ ” defined by
if and and
are in the same connected component of .
Roughly speaking, the two pairs and
are represented as the same element in the
Reeb graph if the values of are the same and if they belong
to the same connected component of the inverse image of
or . Actually one element in the Reeb graph of a
compact manifold represents all points having the same value
under a real function. The Reeb graph is a representation of
the evolution and arrangement of these groups of points, also
called level-sets. Fig. 1(a) illustrates an example of a Reeb
graph for a torus. The function is the “height” function which
here simply returns the value of the coordinate of a point .
In the corresponding Reeb graph, a point in a branch represents
isovalued and connected points on the manifold. From bottom
to top, the level-sets on the torus expand, split, merge and then
become smaller. The Reeb graph gives an intuitive description
of the evolution of level-sets, where diamond points denote the
level-sets passing through saddle points on the torus. By ap-
plying the Reeb graph to a HB, we get a tree-like representation
as illustrated in Fig. 1(b). Extremal points lie on the head top,
hand tips and the bottom of the feet. Saddle points are located
at the armpits and groin. Moreover, the branches in the Reeb
graph reflect the body parts of the human figure, i.e., arms,
legs, torso, and head. Therefore, if we succeed in retrieving
the level-sets in these branches, we can partition the input
point-cloud data into sub-sets approximately corresponding to
the body parts of the human shape.
A. The Morse Function
For standard postures such the one shown in Fig. 1(b), where
the human figure stands in the measuring platform with arms
held at the sides and legs separated, the simple height function
that returns the z coordinate of a point , is an op-
timal choice because the orientations of the body parts in such
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Fig. 1. (a) Reeb graph of a torus. (b) Reeb graph of a HB shape. (c) Discrete Reeb graph.
postures are orthogonal to the cross-sectional planes inferred by
the height function. For nonstandard postures where the human
figure is not constrained to be in a standing position, both the
arms and legs as well as the whole body can have arbitrary orien-
tations. The only constraint is that the body limbs must be sepa-
rated from each other everywhere except at their joints. For such
postures, the simple height function cannot guarantee a Reeb
graph faithful to the HB anatomy. This limitation emanates from
the fact that the height function is not invariant under rigid trans-
formation or under deformation inferred by whole body trans-
formation or body part movement. Therefore, to be capable of
handling nonstandard postures, it is imperative that the Morse
function be invariant under these transformations, i.e., a func-
tion that keeps the same value as long as the topology of the sur-
face is preserved. The curvature function could be a candidate
as it is invariant under rotation and only very slightly affected
by body movements. However, it is very sensitive to noise and
data deficiencies that would lead to highly unstable Reeb graph
structures. Therefore, it is not appropriate for our application
which must handle scattered noisy scan data that might be cor-
rupted by many deficiencies such as holes, gaps and nonuniform
sampling. To find a function that overcomes these problems, we
employed the geodesic distance [31] defined as the length of the
shortest path connecting two points. The geodesic distance is
invariant to the rotations and transformations produced by body
movements and is resistant to data corruption and perturbation.
Thus the geodesic distance metric underpins a stable Reeb graph
with respect to these aspects. The function defined as
(1)
where returns the geodesic distance from a point
to a source point , is a reasonable candidate for a Morse func-
tion. However the location of the source point might affect, to a
certain extent, the structure of the Reeb graph as will be shown
later.
Another candidate for a Morse function is the function de-
fined as
(2)
This function represents the sum of the geodesic distances be-
tween the point X and all the points on the body surface. In ad-
dition to being resistant to geometric transformations and de-
formations produced by body movements, this function is not
related to any source point and therefore guarantees a stable
Reeb graph. Intuitively, the function presents low values for
points located at the center of the body (torso area), for which
the distance to other points is relatively small, and high values
for points located at the body extremities. On the other hand,
this function is computationally expensive when compared to
as it will be described in Section III-A.
B. The DRG
Classical Morse theory is concerned with only nondegenerate
critical points of smooth functions (Morse functions) on smooth
manifolds. The notion of the Reeb graph in its standard form is
defined with respect to smooth and continuous surfaces. There
have been several successful attempts to extend the Reeb graph
to discrete surfaces e.g., [19], but the surface data is required
to be organized into polygonal meshes. In practice, our data
format does not comply with this requirement, as it consists
of an unorganized cloud of 3-D data points which have been
corrupted by noise, gaps and nonuniform sampling. We present
a Reeb-graph extraction technique that is compatible with this
type of data. For clarification of terminology, hereafter we refer
to Reeb graph extracted from such data as the DRG to distin-
guish it from the classical Reeb graph. The concept of the DRG
is described in the following definitions.:
Definition 2 (Connectivity of Point Sets): Two point sets
and are defined as
connected if and such that .
denotes the distance between points and and
is a given threshold. The above definition also holds for the
connectedness between two points for the particular case where
the sets P and Q contain a single point each.
Definition 3 (Connective Point Set): A point set is con-
nective if subset and and are connected.
Here denotes the complement of in C. Definition 3 defines
a “tight” point set in which all the points are connected.
Definition 4 (Level-Set Curve): A level-set curve is an iso-
valued connective point set, that is a group of points, that share
the same Morse function value, and which forms a connective
point set.
Dentition 5: A Discrete Reeb graph is a non-oriented two-
dimensional (2-D) graph, where a node represents a level-set
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curve and where an edge represents a connection (in the sense
of Definition 2) between two adjacent level-set curves.
Based on the above definitions, the construction of the DRG
involves the following tasks.
Step 1: Establishing Level-Sets: Level-sets are groups
of iso-valued data points defined as
, where is the Morse function
and is a set of discrete equidistant values.
Step 2: Establishing Level-Set Curves: Each level-set is de-
composed into a group of level-set curves, using the criteria out-
lined in Definition 3, and where the threshold is set to which
stands for the minimum distance between a pair of points.
Step 3: Building the Connectivity Between Nodes: Two
nodes in two adjacent level sets ( and ) are linked if their
corresponding level-set curves are connected, according to Def-
inition 2. However, the related threshold is set to , where
is a parameter used to tune the precision of the connection.
By following the above steps, we can construct progressively
a graph containing all the nodes and their associated links.
Fig. 1(c) depicts a DRG of the HB shape. This graph has the
appearance of a discrete version of the graph in Fig. 1(b), where
the continuous branches are replaced with successively linked
nodes. The DRG extends the concept of Reeb graph to discrete
surfaces, and thus permits topological analysis of scan data.
III. THE SEGMENTATION
The segmentation process involves three tasks, namely: 1)
computing the Morse function; 2) extracting the level-sets; 3)
decomposing these level-sets into connected level-set curves;
and 4) extracting the different branches. Task 3 in essence
comprises DRG construction. The implementation of these
tasks within the segmentation process and the complexity of
the overall algorithm depend on the adopted Morse function.
When the simple height function is used (i.e., when dealing
with standard postures), the four tasks are carried out within
a single stage in one pass algorithm. When the function is
used, tasks 1 and 2 are performed simultaneously. Alternatively,
when the function is employed the four tasks are executed
consecutively. The following sections will shed light on these
aspects.
A. Computation of the Morse Function and
Both Morse functions and involve the computation of
geodesic distances. In the literature, Dijkstra’s algorithm [30]
has been the most popular tool for computing geodesic distances
between a group of points and a source point. In addition, it pro-
vides the path from any point to the source point. However, this
algorithm implies a significant computational cost. Indeed, it re-
quires that the group of points be organized in a graph, where
a node is associated to each point and edge represents a con-
nection between pair of points, according to a proximity cri-
terion. The construction of such graph infers a computational
complexity that can go up , where is the number of
points. Dijkstra’s algorithm itself, in its optimal implementa-
tion, infers a complexity of , where is the
number of edges in the graph. For these reasons and because
finding the paths to a source point is not required in our applica-
tion, we preferred not to use this algorithm. Instead, we devel-
oped an efficient algorithm based on a wavefront propagation
technique. It is based on the following principle: Given a wave
centered on a manifold, then all the points on the wavefront have
the same geodesic distance to the wave center and thus form a
level-set. Our wavefront propagation algorithm operates on a
binary voxel grid since it is easy to define a neighborhood in
voxel space and to then traverse connected voxels. Due to these
well-behaved properties, wavefront-propagation on a voxel grid
can have a very simple mathematical form as follows:
where is the wavefront generated on the th iteration of the
algorithm; is the source voxel; . is the
complement set of . denotes the morphological dilation op-
erator and is a 3 3 3 structuring element composed of 27
1-valued voxels. The wavefront starting position is located at
the source voxel associated with the source point and the wave-
front then iteratively spreads on the voxelised surface from this
location. In each iteration, the wavefront is the level-set con-
taining voxels of the same geodesic distance to the source point.
The attractive aspect of this technique is that it simultaneously
extracts the level-sets while it computes the function. It is
easy to prove that the computational complexity in each itera-
tion is , where is the number of voxels in . There-
fore, the complexity of the whole algorithm is , where
is the number of all 1-valued voxels. This linear complexity al-
lows efficient calculation of geodesic distances and level-sets.
Therefore the computation of the function is carried out by
simply applying the above algorithm after selecting a source
point. Fig. 2(a) illustrates wavefront-propagation applied on a
simple ellipsoid surface. Row 1 in Fig. 2 depicts grey level map-
ping of the function, related to a posture instance, and cor-
responding to different locations of the source point, namely
the head (column f), the torso(columns g, h, i, and j), the knee
(column k), and the hand (column l). The grey level varies from
white (which corresponds to the minimum value, at the source
point) to the black (largest value). Row 2 depicts the corre-
sponding level-sets. We can observe that while the level-set ori-
entations follow the body limbs in all cases, they do present
some dissimilarities, particularly at the junction areas.
The computation of the function is more complex as it in-
volves for each data point the sum of geodesic distances from
that point to all the points in the body surface. The discrete ap-
proximation of in (2) is
(3)
Using (1), the above equation can be rewritten as
. This indicates that the computation of at
a given point requires computing the function for all the
1-valued voxels. Making thus the complexity of the whole
algorithm that calculates the function for all the points to be
.
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Fig. 2. (a): Wavefront propagation on a simple elliptic surface. (b), (c), (d) Level-sets of  function, related to an L-Shaped object, and corresponding to source
points located at the junction, the middle and the extremity of a branch respectively. (e) Level-sets of  function. Row 1: grey level mapping of the  function for
different source point locations (indicated by the arrows). Rows 2 and 3: corresponding level-sets’ patterns and DRGs, respectively. Row 4: grey level mappings
of the  function, the corresponding levels-sets’ patterns and DRGs related to two different postures.
B. Source Point Location and Its Effect on the Level-Sets and
the DRG
While the exhibits nice properties in terms of efficiency
and ease of implementation, an effective deployment of this
function for constructing the DRG, and for performing the sepa-
ration between branches, depends to some extent on the location
of the source point however. Ideally, the use of geodesic distance
would permits us to extract level-sets that maintain a consistent
orientation relative to the HB pose. Locally, this would result in
the recovery of “slices” parallel to the principal axes of human
limbs. Unfortunately, this desirable behavior is compromised at
areas comprising junctions (and also within the neighborhood
of the source point) and the patterns resulting from such cor-
ruption are dependent on the location of the source point it-
self. Fig. 2(b), (c), and (d) illustrates this effect on a simple
L-shaped object, showing the different level-sets that are pro-
duced by the function corresponding to three different source
points located at respectively: the junction area, the middle, and
the extremity of one branch. By observing their corresponding
patterns at junction areas clear dissimilarities become apparent.
The disparity between the level-set’s behaviors in the three cases
makes their decomposition into subsets, and the correspondence
of these subsets to the their associated branches, unlikely to re-
sult in an identical separation between these branches. For the
purpose of comparison, we show in Fig. 2(e) level-sets of the
function for the same object. We notice that the level-sets, seem-
ingly behave like those related to the junction-located source
point case. Indeed, both of them exhibit a degree of symmetry
at the junction area.
Regarding the reconstruction of the DRG, ideally, we would
like to have a DRG structure that is similar to the “standard” HB
DRG depicted in Fig. 1(c). This structure reflects the anatomy
of the HB shape, and thereby facilitates the identification of the
branches. However, the stability of this structure is guaranteed
only for source points selected at the central area of the body,
that is the torso-head area. Fig. 2 (row 3) illustrates this aspect.
It shows a group of DRGs obtained for different source point
locations. We can observe that for cases where the source point
is located within the torso-head area a DRG structure is gener-
ated which is close to the standard form displayed in Fig. 1(c).
On the other hand, in those cases where the source point is lo-
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Fig. 3. Histogram of the distances between the most closest pairs of scan data points. (a) Cyberware scanner. (b) Wick & Wilson scanner.
cated at the hand and the knee, the recovered DRG appears to
have become corrupted. These observations suggest that in order
to obtain a standard DRG the source point must be selected at
the neighborhood of the medial axis of the body (i.e., the torso
axis). While we do not have a theoretical basis for this hypoth-
esis, we believe that it is linked to the fact that the satisfaction of
that condition infers a symmetric distribution of the function
with respect to the medial axis of the body. As the grey level
mappings show, in Fig. 2(row1), cases exhibiting a symmetric
distribution of the function induce a standard form of DRG,
as opposed to cases where the symmetry of the function is
severely violated (row 1, columns k and l, for source points lo-
cated at the knee and the hand).
In contrast to the function, the function which by defi-
nition has no dependance on a source point, exhibits a centered
and a symmetric distribution (Fig. 2, row 4, a and d) from which
it is possible to infer a stable DRG as shown in (Fig. 2, row 4,
c and f). Therefore, when a function is employed, a suitable
source point can then be obtained via manual selection or auto-
matically using simple heuristic methods. One plausible method
is the following: 1) compute the function for an arbitrary
source point; 2) search for the point at which is closest to the
average value; and 3) repeat 1) and 2) until the location of the
source point converges. The point of convergence will be then
located nearby the geodesic center of mass, in the torso-head
area, and can therefore be selected as a suitable source point.
C. Threshold Setting
Setting the appropriate range of the threshold involved in
step 2 and step 3 of the DRG construction should be performed
with care since large values might introduce “short-circuit”
edges in the DRG while small values can render the graph
excessively sparse. In either case, the topological integrity
of the HB shape might not be preserved. In our application,
however, since the global geometry of the HB shape is known,
some constraints can be used in the second case to eliminate
false segments (some criteria related to this aspect are proposed
in Section III-D1). Therefore we have to care only about the
maximum value allowed for the threshold. For this purpose we
used a practical approach which consists of first estimating the
resolution of the scan data. This was conducted as follows.
We determined the set of closest pairs of data points (i.e.,
nearest neighbor tuples) over a large area of the scanned data.
Then we set the resolution to the weighted average deduced
from the related distance histogram (the term distance here
refers to the distance between the pairs of points). Fig. 3 shows
two distance histograms corresponding to two portions of scan
surface obtained from two HB scanners, namely a Cyberware
scanner and a Wicks & Wilson scanner (these scanners are
discussed in Section IV). The corresponding resolutions are
mm and mm, respectively. The expression of
the threshold can then be defined as , with the minimum
value of K being set to 2. This value would normally lead to the
most precise segmentation, however at the expense of increased
computational time. A larger value of K, might reduce the accu-
racy of the segmentation, though our experiments (Section IV)
showed that a reasonable topology-preserving segmentation
can be obtained with up to , as long as the the separation
between the body parts is larger than the threshold .
D. DRG Construction
The scan data is first organized into a voxel grid. The size of
voxel is where is the threshold outlined in Step
2. When the height function is adopted (i.e., when dealing with
standard postures), a group of iso-valued data points comprising
a “slice” of points is obtained by intersecting a plane of a certain
height with the body surface. When dealing with nonstandard
postures, the or is computed for each point in the voxel
grid. For the function, the level-sets are implicitly extracted
in this stage as described in Section III-A, whereas for the
function they are extracted subsequently. Each level-set of data
points is then decomposed into level-set curves and the DRG is
constructed according to Steps 2 and 3 described in Section II-B.
1) DRG Analysis and Branch Extraction: In this stage, the
DRG is analyzed to detect critical nodes and to extract the
branches corresponding to body parts. For the sake of clarity
we shall describe the methodology for the case of a standard
posture where the height function is employed. The general
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Fig. 4. (a) Three slices representing a portion of clean data. Each slice contains a single level-set curve (group of linked points), thus each slice is mapped into
a single node in the DRG (b). (c) Data corruption causes each slice to decompose into several level-set curves. This results in a disorganized graph (d). In this
example, the original nodes L ;L , and L have degenerated respectively into (l ; l ); (l ; l ) and (l ; l ; l ). (e): Three primary patterns in DRG.
principles of the methodology remain valid for the other Morse
functions and we shall point out any dissimilarities where these
arise.
While it appears to be straightforward to detect the critical
nodes in a DRG related to clean and well organized scan data
[such as that depicted in Fig. 1(c)], this task is not trivial for real
scan data. The data deficiencies (noise, holes and gaps) produce
topological disturbances that lead to “false” critical nodes. This
results in a corrupted tree structure as illustrated in Fig. 4. For
simplicity, the example shown in this figure covers only a por-
tion of three adjacent slices. In “clean” data, each slice consists
of an organized set of connected points 4(a). Thus, each slice
represents a single level-set curve. This will result in a DRG
composed of three nodes 4(b). For real data, a slice might be
composed of several level-set curves because of data corruption,
leading thus to several nodes per slice. The example in Fig. 4(c)
shows three level-set curves for slice 1 and two level-set curves
for each of slice 2 and slice 3. The three initial nodes
have degenerated into seven nodes . Setting the con-
nections amongst the nodes as the final step of the algorithm (as
described in step 3, Section II–B) leads to a disorganized graph
[4(d)] that results, at the scale of the whole scan, in the DRG
degenerating into a chaotic graph. The challenge therefore is
to be able to recover the topological structure of the measured
HB from such a corrupted graph. This problem is tackled as
follows: Firstly, the nodes in the DRG are arranged level-by-
level, and a link can only exist between two nodes in adjacent
levels. This property cannot be damaged by the decomposition
of nodes. Secondly, we have identified three primary topological
configurations that appear in the DRG and have termed these as
O-type, -type and Y-type patterns respectively [Fig. 4(e)]. For
example, the group of nodes , and
represent a Y-type, an O-type and a -type, respec-
tively. O-type patterns comprise two saddle nodes connected by
two branches and this pattern reflects data anomalies (wholes,
gaps) because the topology of the human form cannot produce
such a topological configuration. Indeed, this argument also ap-
plies to Y-type patterns since a standard posture cannot gen-
erate a Y-type configuration. Therefore, O-t and Y-type occur-
rences in the DRG originate only as a result of deficient data.
The -type and Y-type patterns are topologically identical how-
ever, since each comprises one saddle node and one leaf branch.
Therefore, in order to distinguish between them, we introduce
topographic information, namely, the direction of the height
function, to allow a down/up ( -type/Y-type) leaf branch cate-
gorization. Given the preceding, if O-types and Y-type patterns
occur in the DRG, we know that they are caused by data corrup-
tion. In order to distinguish genuine -type patterns from false
ones that have been produced by data deficiencies, we assume
that the size of a leaf branch associated to a true -type pattern
must not be smaller than the size of the smallest body part. This
assumption is reasonable since the scan data is unlikely to con-
tain gaps or holes at the scale of the body limbs, as such cases
can be easily prevented by some form of quality control during
the data acquisition phase.
Based on these considerations, the following criteria are
used to identify “true” -type patterns which comprises “true”
branches and saddle nodes: 1) a ‘true’ branch is downward and
must satisfy: where
denotes the maximum/minimum value of
a branch in the height direction, and is a threshold that
represents the minimum length allowed for a branch and 2) a
“true” saddle node has at least two branches.
The strategy followed to reject false critical nodes and iden-
tify ‘true’ branches for nonstandard postures remains the same
except that the categories of patterns in the DRG will be reduced
to only two types, namely the O-type (caused by data noise)
and either the -type or the Y-type, depending on which orien-
tation the level sets are constructed. We choose to construct the
level-sets in the orientation of the increasing geodesic distances,
thus allowing only O-type and -type patterns in the DRG.
Therefore, the branch orientation in criterion 1 is amended to
upward and the Morse function is set to the function or
function depending on which one is adopted. Criterion 2 re-
mains unchanged, however.
E. The Segmentation Algorithm
The very constrained configuration of the HB in standard-pos-
tures and the simplicity of the height function in terms of compu-
tation permit the simultaneously extraction of level-sets with the
construction and analysis of the DRG to extract the branches.
The segmentation algorithm, named here Algorithm 1 (shown
below), contains only a one-pass search from the bottom to the
top of the scan data. In this pass, the critical nodes representing
the bottom of the feet, groin, hand tips, armpits and head top are
detected, and the ‘true’ branches between these critical nodes
are extracted. The identification of branches corresponding to
the body parts then becomes very simple, whereby the branches
between the groin and bottom of the feet correspond to legs and
the branches between armpits and hand tips correspond to the
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arms. The reminder of the data corresponds to torso and head.
For nonstandard postures, the Morse function and the level-sets
are first computed (in one stage for the function and in two
stages for the function) and thereafter, Algorithm 1 is applied
(after setting the ‘true’ orientation of the branches to up) to ex-
tract the critical nodes and the true branches.
Algorithm 1: Notation
Slice: A level-set
Node: A level-set curve in a slice.
Class: A group of connected nodes.
Class(Node): The Class containing the Node.
Branch: A ‘true’ branch connected to a ‘true’ saddle node.
f : The Morse function (height function for standard postures) and S
function or  function for nonstandard postures
Code:
For each slice
Group data points into level-set curves
For each level-set curve
Assign a node to this level-set curve
If it is the 1-st slice
Class(node) := fthis nodeg
Else
Extract the group of nodes (l1; l2; . . . ; lm), connected
to node, from the previous slice
If m = 0
Class(node) := fthis nodeg
Else
From fClass(li); i = 1; 2; . . . ; mg select the
classes verifying:
fCj : jfmax(Cj)  fmin(Cj)j > hlim; j = 1; 2; . . . ; n; (n  m)g
If n  2
For each Cj
Branchk = Cj ; k := k + 1
End For
End If
Class(node) = fClass(node)g fClass(l1)g    fClass(lm)gg
End If
End If
End for
End for
F. Summary of the Approach and Comparison With 3-D
Skeletonization
The HB scan segmentation approach involves four tasks and
the implementation depends on the adopted Morse function.
Table I summarizes the different versions. Of the different tasks,
TABLE I
STAGES AND TASKS INVOLVED IN THE DIFFERENT VERSIONS OF THE
SEGMENTATION PROCESS. THE FIRST COLUMN INDICATES THE EMPLOYED
MORSE FUNCTION. THE SECOND COLUMN LISTS THE NUMBER OF INFERRED
STAGES. THE THIRD COLUMN INDICATES THE TASKS INVOLVED IN EACH STAGE
the computation of the Morse function is the most time con-
suming. The height function implies the simplest implementa-
tion, because it does not infer any computation. This permits
us to perform all of the tasks in a single stage. Conversely, the
function requires the sequential execution of the four tasks,
and represents the most costly implementation . The
computational time related to this function is of the order of
several hours on a Pentium IV, 1.7 Ghz computer. The
function, exhibits a reasonably tolerable computational cost.
It exhibits an overall complexity of O(N). Despite the fact that
the infers a stable DRG, we prefer the function, because
of the considerable disparity in terms of computational cost.
Furthermore, our experiments showed that the two versions are
similar in performance. The presented algorithm operates on
a voxel grid and the number of voxels containing data points
is small compared with the number of raw data points in the
scan. However, it is straightforward to recover segmented raw
HB scan data points from the segmented voxel data structure.
The approach of Verroust and Lazarus [29], mentioned
previouslyinthispaper, is theclosest tooursintermsoftheoretical
background.Althoughboth approaches involvesimilar concepts,
namely, geodesic distance and level-sets, there are several
fundamental differences, namely the objective of our task and
thecomplexityandrobustnessofourrespective implementations.
In the following section, we shall detail these aspects, while
emphasizing the characteristics of our approach.
Firstly, regarding the task undertaken, the two approaches
target different objectives, namely skeleton construction and
functional-based segmentation. Regarding implementation,
the skeletonization process in [29] involves five stages: 1)
establishing a neighborhood graph, where nodes represent
data points, and an edge between a pair of nodes represents a
connection between the corresponding pair of points, according
to the m-nearest points rule; 2) computing a geodesic graph
out of the neighborhood graph—this graph is actually a tree
composed of geodesic paths joining the data points to a source
point. The Dijkstra algorithm is used to compute the geodesic
paths as well as the geodesic distances between the data points
and the source point; 3) extracting level-sets of isovalued
points using the geodesic graph; 4) Partitioning each level-set
into subsets corresponding to the different branches of the
surface; and 5) computing the centroids of connected subsets
in each level-set and joining them, via the geodesic graph, to
construct the skeletal curves. The approach was implemented
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on powerful Indy machines. In this process the extraction of
the level-sets goes through the construction of a neighborhood
graph and the use of Dijkstra’s algorithm. This results in a high
computational complexity. Indeed, although the neighborhood
graph algorithm is optimized, its complexity is estimated to
be , where is the number of data points and is the
average of the number of points contained in the neighborhood
of each point. The value of is not small given the potentially
very large number of points in the raw scan data. Dijkstra’s
algorithm has a complexity of where is the
number of edges in the neighborhood graph. Proceeding as in
[29], to determine the level-sets in our application, will induce
an intolerable computational cost. Based on the preceding
implementation, we estimate that to process one HB containing
13 000 points would require approximately 20 h to execute on a
Pentium IV, 1.7-GHz computer. In the contrary, the version
of our approach where the extraction of the level-sets infers a
complexity of , N being the number of 1-valued voxels,
takes around 70 s to achieve the segmentation of the whole
scan. Yet the most important feature of our work with respect
to [29] is its robustness. Indeed, it is not clear how the approach
in [29] can cope with an irregular sampling distribution of
data points, data corruption and deficiencies. Since in order to
obtain a valid skeleton, faithful to the body anatomy, each ob-
tained subset (stage 4 of the skeletonization process, mentioned
above) must correspond to a branch and thereby: 1) contain a
single connected component and 2) form a closed curve. The
non satisfaction of condition 1, results in false branches in the
skeleton. The authors in [29] showed an instance of this case
related to a body scan, presenting false branches, at the level of
the feet, caused by the irregular distribution of the data points
and the presence of gaps. The violation of condition 2, causes
the centroid to be shifted (stage 5) from its actual location at
the branch axis implying thus a distorted curve. The resulting
skeleton will not then reflect correctly the actual body template.
Cases such as those depicted in Fig. 9(b) and (c) for instance,
cannot be accommodated by the approach in [29]. Actually, the
authors in [29] recognized that the validity of their approach
is conditional upon having data points that are regularly dis-
tributed on the object surface. Our approach, on the contrary,
copes rather effectively with different types of data corruption
due to the mechanisms implemented in the DRG analysis that
eliminate false branches while preserving correct connectivity.
Regarding segmentation accuracy, it appears that operating on
raw data points and the use of Dijkstra’s algorithm as in [29]
improves segmentation accuracy because this approach is able
to extend the computation of the to the interior of the edges
of the geodesic graph by interpolating the endpoint values
of the edge. This in turn permits a finer mapping of the
function. While this result appears to be attractive, as it allows
the possibility of further refining the level-sets and improving
the accuracy of the segmentation, it is also very likely that this
benefit will be cancelled by the corruption of the level-sets at
the junction areas of the body (see Section III-B). It must also
be noted that this limitation applies equally to our approach.
Nevertheless the established thresholds, namely , and
, involved respectively in setting connections between pair
of points and level-set curves, permit us to control to a limited
extent the accuracy of the segmentation in our approach.
IV. EXPERIMENTS
A series of experiments were conducted using real and syn-
thetic data to test the validity of our approach. The performance
and the robustness of the corresponding algorithms were as-
sessed with respect to: 1) variation of the HB shape; 2) varia-
tion of scan source; 3) severe corruption of the scan data; and 4)
variation of the HB posture.
Real-world HB scan data was collected from different
sources, namely the Cyberware website [32], the CAESAR
project website [3] and the HB scanner located within EdVEC,
Edinburgh Virtual Reality Centre [34]. The scans of the first
two sources were acquired by Cyberware whole body scanners
WB4 [32]. This scanner, uses laser-based technology in which
a laser beam is projected on the body. The beam profile is
captured by different cameras around the body and 3-D points
are then extracted from each camera view to be combined into
a single 3-D point cloud representing the body surface. The
acquisition time of this scanner is approximately 17 s. The set
of collected scans contains 25 scans of different individuals
including males and females (only 4 are shown in this paper).
Each scan contains of the order of 13 000 data points. The
third source is a Wicks & Wilson HB scanner [33], which is
based on a Moire fringing technology where fringe patterns,
projected onto the body surface, are captured by four cameras,
with a moving mirror system providing another four viewing
positions. The sets of 3-D points extracted from each camera
(triangulating with the fringe projector) are combined together
to form the whole scan. The scanning time of this device is
around 8 s, yet the person is required to stand very still during
the scanning. Furthermore, the space inside the scanner is
very limited and allows little freedom of body movement. For
these reasons, it was difficult to perform scans for nonstandard
postures. However, we did manage to obtain a few nonstandard
postures and collected a set of ten scans (seven are shown
in the paper) related to three different male individuals. The
number of points in each scan is approximately 11 000 points.
Synthetic HB scans were obtained using POSER software
[35]. The data sets were generated by randomly sampling the
surface of four different models (two men and two women, two
with clothes and two without). 16 simulated scans were then
extracted representing human figures in different non standard
postures. First, we conducted preliminary tests in order to: 1)
compare the performance of the algorithm versions related to
the and Morse functions and 2) assess the appropriateness
of the threshold selection with respect to (described
in Section III-C) and used to establish connections between
adjacent level-set curves. Fig. 5 shows trials made with two
postures, using the version (a) and the version (b) and we
can observe that the segmentation results are not significantly
different. Threshold setting was investigated out as
follows: We segmented a HB scan (in standard posture) several
times, each with a different threshold , with K varying
from 2 to 7. These tests were carried out with the algorithm
version that utilizes a height function. Fig. 6 (Rows and 1 and
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Fig. 5. Cyberware scan and a Wick & Wilson scan segmented using
respectively a  -based version (a) and a -based version (b) of the approach.
Fig. 6. Rows 1 and 2: A Wick & Wilson HB scan and Cyberware scan
segmented using a sequence of six thresholds ranging from d = 2 to d = 7,
where  is the scanner resolution estimated in Section III-C. Row 3: A Wick
& Wilson HB scan segmentation results corresponding to six thresholds
d;  = 1; . . . ; 6; d = 2.
2) shows that the overall segmentation appears to be similar
throughout the trial. However, by examining the zoomed areas
around the armpit we can observe a decrease in the segmen-
tation accuracy as the threshold becomes larger (a decrease
in segmentation accuracy is clearly visible for ). This
behavior is caused by “short-circuit” edges between nodes of
the arm and nodes of the torso. These short-cuts occur when the
distance separating the arm and the torso becomes relatively
small compared to the threshold . Threshold setting was
investigated as follows. We set the threshold to the best
precision and we segmented a nonstandard posture six
times, each with a different value of varying from 1 to 6.
The segmentation was carried out with the -based version of
the approach. The results are depicted in Fig. 6 (row 3). The
observation of the zoomed area around the right armpit, across
the different trials reveals a slight improvement in the accuracy,
as increases until it reaches . Beyond that value it
appears to stabilize.
Next, we applied the segmentation algorithm to a collection
of scans obtained from different sources, including real and syn-
thetic data. Because of space constraints we show principally the
results related to nonstandard postures. Exhaustive results cor-
responding to standard postures have been published in [18].
Fig. 7. Segmentation of HB scans acquired with the Cyberware scanner (1, 2,
3) and Wicks & Wilson scanner (4, 5, 6).
Fig. 7 depicts images of the scanned persons, in a standard pos-
ture taken during the scanning process and the corresponding
segmented scans. These scans were acquired with the Cybeware
scanner (1, 2, 3) and the Wicks & Wilson scanner (4, 5, 6). We
can observe that the scans are segmented with reasonable accu-
racy. The scan 3 in Fig. 7 corresponds to that of a fully dressed
person. The corresponding surface presents many irregularities
caused by wrinkles, in comparison to other scans which present
smooth surfaces. Despite the surface irregularity, the segmen-
tation result is reasonable and confirms that the algorithm can
cope with ill-conditioned (non smooth) surfaces.
For nonstandard postures, validation experiments were per-
formed using the second version of the algorithm, that involves
the Morse function . A first series of tests were performed
on HB scans, related to people in a seated posture, and col-
lected from the CAESAR website [3]. The Results are depicted
in Fig. 8(a). We can see that all the data sets are clearly seg-
mented into five subsets corresponding to the arms, legs and the
torso, despite the sitting posture of the subjects and the variety
of body shapes. A second series of tests was conducted over
several scans acquired from Wick & Wilson scanner [33], the
results are depicted in Fig. 8(b), which also shows images of
the scanned persons. The results reveal reasonable segmenta-
tions that produce correctly separated body parts.
Because of the current shortage of real scans of nonstandard
postures we had to resort to computer-simulated data sets in order
to examine additional postures. A first set of artificial postures
was obtainedas follows: We conformed a parameterizedHBtem-
plate to a Cyberware HB scan and then animated the conformed
model by varying the template parameters. Some instances from
this set are shown after segmentation in Fig. 8(c). The results il-
lustrate correct segmentation for all the samples. The second set
was obtained by generating 16 synthetic scan models in different
postures using Poser software [35]. These data were obtained by
randomly sampling the animated mesh models, thus generating
scattered data point sets of similar properties to real scan data.
The scans were extracted from four different models comprising
a man and a woman, in both dressed and undressed states. The
dressed models included the hair. Fig. 8(d) and (e) shows the 16
scans and the segmentation results. We can see that all the data
sets are clearly decomposed into the five principal parts for all
the different postures, illustrating the robustness of the algorithm
with respect to rigid transformation and deformation. Fig. 8(e)
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Fig. 8. (a) Segmented real scans corresponding to setting postures acquired withe the Cyberware scanner. (b) Segmented Wick & Wilson scans related to
nonstandard postures. (c) Segmentation results of an animated Cyberware scan. (d) and (e) Segmentation results of simulated scans corresponding respectively to
scans of naked and dressed characters.
in particular, illustrates the robustness of the algorithm to false
branches. Indeed, if we examine for instance, the head of the
dressed woman, we can observe wrinkles and waves character-
izing the hair surface. These features are likely to cause false
critical nodes that consequently generate false branches. How-
ever, our algorithm did not fail when applied to this data set. Also
we can observe that fingers are not segmented separately, even
though some of them appear to be partially detached from the
handandthereforedisposedtogenerate truebranches in theDRG.
This is explained by the fact that the first criterion established in
Section III-D1 states that a true branch must have a length above
a given threshold, which is set here to the size of smallest body
part, namely the arm. Therefore branches inferred by body parts
smaller than the arm, such as the fingers and the head will be
discarded by the algorithm.
A. Robustness With Respect to Data Deficiencies
It is also worth mentioning that these results were obtained
with poorly scanned data as illustrated in Fig. 9(a), which shows
a zoomed area around the groin. The nonregular sampling of
the data and the presence of gaps and holes are clearly visible.
To further test the robustness of the segmentation algorithm, we
corrupted the data by creating large holes in a group of scans rep-
resenting a variety of postures. The results presented in Fig. 9(b)
and (c) reveal a consistent segmentation over all of the corrupted
scans: all of these scans are properly decomposed into the five
body parts, despite the presence of large gaps. These results con-
firm that the algorithm is capable of discarding effectively the
O-type critical nodes described in Section III-D1. In another ex-
periment we corrupted the scan data by adding Gaussian noise
of different amplitudes to the data points. A representative set
of the associated segmented scans are depicted in Fig. 10. These
validation trials illustrate, therefore, the robustness of our ap-
proach against noise disturbance and severe data deficiencies.
V. CONCLUSIONS
This paper presents a topological framework for the segmen-
tation of HB scans. The framework extends the Reeb graph con-
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Fig. 9. (a) Zoomed image illustrating the distribution of the scan data. (b), (c)
Segmented HB scans corrupted by large holes.
Fig. 10. Segmented HB scans corrupted with a Gaussian noise of different
amplitudes.
cept to unorganized clouds of data points by defining connec-
tivity notions. Compared to work previously reported in th elit-
erature describing on HB segmentation, our framework is dif-
ferentiated by the following features: 1) it handles directly the
raw scan data without the need of any preprocessing or pre-for-
matting stages; 2) it involves only topology-based techniques;
3) it can cope with arbitrary postures; 4) it offers different con-
figurations in order to accommodate different categories of HB
posture; and 5) no post-processing stage is required. With re-
spect to other 3-D skeletonization frameworks, our approach is
distinguished by the following aspects: 1) intrinsic robustness,
that allows it to cope with data deficiencies and severe corrup-
tions; 2) an efficient implementation; and 3) it provides a so-
lution to the problem of locating the source point, by using a
source-point independent Morse function, although at the ex-
pense of additional computational cost.
The scan sets used in the experiments were collected from dif-
ferent sources and cover a rich variety of HB shapes and profiles
including some severely damaged scans. The results confirm the
robustness of the approach with respect to the diversity of scan
sources, diversity of the body shapes, rigid transformations, ir-
regular distribution, and corruption of the scan data.
From a quantitative point of view, the experiments confirm
the reliability and the repeatability of the two algorithms. In the
152 segmentation trials (58 are shown in this paper), the algo-
rithms always segment the scan into five connected and com-
pact parts that respect the topology of the HB. Cases of severe
under-segmentation, over-segmentation, or cases where a seg-
mented part contains disjoint subparts (e.g., from the arm and
the leg), never occurred.
While the results show overall reasonable segmentations, it
would appear to be difficult to achieve what would be considered
a “perfect” segmentation to a human observer because of the
ill conditioned behavior of the level-sets at the junctions areas.
In fact, we believe that to achieve human segmentation perfor-
mance would require techniques that go beyond our middle-
level processing approach. Nevertheless, the segmentation pro-
vided by our approach could be used as a starting point for finer
processing and analysis. One might also ask to what extent the
joint areas detected by our approach can be used to locate actual
useful body landmarks, which are used for instance in garment
sizing. While our approach is suitable for delimiting the locale
of such landmarks, detecting their precise location may be lit-
erally beyond the grasp of purely scan-based approaches, since
these landmarks often correspond to bony points below the skin,
which are usually detected and located by palpation. There is
some hope that a 2-D/3-D approach to landmark detection based
on combining both 2-D image features and 3-D surface features
used in conjunction with explicit statistical knowledge, as en-
capsulated in an active appearance model, may provide a route
to a more complete analysis of the human form. To this end,
we propose that the techniques presented here could provide a
useful means of constraining the search space by providing an
initial annotation of the body.
Being based on topological analysis, our framework is intrin-
sically not qualified to handle postures where limbs are joined
together, for example closed legs, or arms touching the torso.
Dealing with such cases requires that the contours of discon-
tinuities between joined parts of the body be detected and la-
beled, using local surface analysis and differential geometry
techniques or explicit model fitting. The work developed in [12],
for example, could perhaps afford an appropriate framework for
handling the above cases.
It is quite plausible that our framework can be extended to
deal with other variety of 3-D shapes. The approach should in-
tegrate mechanisms to accommodate with change of scale and
shape. Some directions that can be explored are: 1) using mul-
tiple source points for the Morse function , analyzing the re-
sulting DRGs, and establishing criteria to reject those degen-
erate graphs; and 2) a fast implementation of the function as
it infers a stable DRG; in addition it can be adapted for a multi-
scale segmentation approach, in the absence of any prior knowl-
edge about the object size.
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