Abstract Principal component analysis (PCA) combined with artificial neural networks was used to classify the spectra of 27 steel samples acquired using laser-induced breakdown spectroscopy. Three methods of spectral data selection, selecting all the peak lines of the spectra, selecting intensive spectral partitions and the whole spectra, were utilized to compare the influence of different inputs of PCA on the classification of steels. Three intensive partitions were selected based on experience and prior knowledge to compare the classification, as the partitions can obtain the best results compared to all peak lines and the whole spectra. We also used two test data sets, mean spectra after being averaged and raw spectra without any pretreatment, to verify the results of the classification. The results of this comprehensive comparison show that a back propagation network trained using the principal components of appropriate, carefully selected spectral partitions can obtain the best results. A perfect result with 100% classification accuracy can be achieved using the intensive spectral partitions ranging of 357-367 nm.
Introduction
A growing number of types of garbage and industrial waste need to be recycled with industrial development, including a large amount of scrap steels [1−3] . If these scrap steels are manually classified, the speed and precision of classification may not satisfy requirements and numerous human and financial resources will be wasted. In addition, it will be a significant danger to the safety of human life when the materials are toxic or radioactive. There is also a demand for qualitative analysis to guarantee an overall comprehension of the materials prior to quantitative analysis in iron and steel production. For example, a qualitative analysis was implemented to determine which kinds of elements specific materials contained and a quantitative analysis of the elements was performed accordingly [4] . Laser-induced breakdown spectroscopy (LIBS) is a type of atomic spectroscopy which has been widely researched and developed in recent decades. Compared to conventional spectral analysis technologies, LIBS has many advantages, e.g., it can achieve a fast and accurate result without sample preparation, and thus it is particularly suitable for recycling and classifying scrap steels in situ. Therefore, LIBS has been paid increasing attention by researchers as an innovative and promising method for the analysis of materials [5−8] . Principal component analysis (PCA) [9−14] and artificial neural networks (ANNs) [15−21] are common methods for the classification of materials by LIBS. Sirven et al. [16] employed PCA and an ANN to classify soil samples and the comparative results showed that a better result can be obtained using ANNs. A 100% classification accuracy could be achieved if the average threshold of the predicted offset value was set to 0.1. Ramil et al. [17] investigated the classification of archaeological ceramics using ANNs. Two ANN inputs, full spectra and characteristic lines of spectra, were compared. The results showed that an ANN with input of full spectra can obtain better results.
With the improvement of spectrometers, the original spectra obtained by LIBS are now commonly comprised of tens of thousands of spectral intensities, therefore reducing the dimensions of the spectra using PCA is extremely important before classification. Amato et al. [22] developed an automatic peak, element and sample identification method which represented each peak in a spectrum by a wavelength and associated the peak with its expected relative intensity and its corresponding element. This method was used to analyze bronze, aluminum, steel and precious alloys and the major components of the samples could be recognized quite well, but the result was not as good for the minor elements. Vítková et al. [18] analyzed and identified biological minerals with linear discriminant analysis combined with ANNs using LIBS. The principal components (PCs) of the PCA were used as the inputs of the discriminant analysis and ANN. Six of eight kinds of biominerals could be distinguished by the linear discriminant analysis and ANN was able to obtain an even better result by identifying seven kinds of minerals. Wang et al. [19] analyzed the PCs of the characteristic lines of 21 spectra for seven types of plastic samples and used these components to train an ANN. The results showed that the method using PCA combined with ANNs can achieve excellent classification with an accuracy of 97.5%.
Classification using ANNs by LIBS has been investigated by many researchers, but the selection of different spectral data as the inputs of the ANN is still seldom involved. Feng et al. [23, 24] measured the elemental concentration of coal using a novel partial least squares model based on a dominant factor and found that normalizing spectra with a segmental spectral area to reduce the heterogeneity of the samples can improve the measurement precision and accuracy more than normalizing with the whole spectral area. D'Andrea et al. [25] selected three features corresponding to three wavelengths from the spectra of bronze alloys using a modified procedure of the common variable selection method, forward feature selection. Then the selected features were inputted to train an ANN to quantify the concentrations of the bronze alloys and a satisfying result was obtained with these largely reduced data.
However, as far as we know, comparisons of the significant influence of different selections of spectral data on the classification results of ANNs, especially the influence of different spectral partitions on classification results, are seldom undertaken. These issues will be studied in this paper.
2 Experimental set-ups and samples
Experimental set-ups
A Nd:YAG laser (BigSky, America) was used in the experiment. The maximum energy and frequency were 200 mJ and 10 Hz, respectively, and the output wavelength was 1064 nm. The laser energy employed in this experiment was 55 mJ. The laser beam was focused on the sample by a convergent lens with a 75 mm focal length and the focus point of the laser beam was 1 mm under the sample surface, while the laser's frequency was set to only 1 Hz in order to reduce the fluctuation of the laser beam. The spectra excited by the plasma were collected by an Echelle spectrometer (LLA, Germany) with a gate delay of 3 µs and an integration time of 5 µs. The wavelength of the spectrometer ranged from 200 nm to 780 nm and the resolution was 0.02 nm (FWHM) approximately. Every spectrum contained 57144 intensities. The parameters of the laser and spectrometer were optimized based on previous studies in our laboratory [26−28] .
Samples
Twenty-seven steel samples of four classes were investigated in the experiment. The four classes were carbon steels, low alloy steels, high alloy steels and stainless steels, including 7, 9, 5 and 6 samples respectively. The classes and element concentrations of the steel samples are shown in Table 1 .
In order to eliminate the influence of the heterogeneous composition in the steel surface, six points of each sample were excited to obtain spectra. The first five excitations for every point of every sample were discarded in order to clean the sample surface, and then four excitations were recorded to obtain four spectra, and 24 spectra files were thus acquired for every sample; 648 spectra in total were collected for the 27 steel samples.
Methods and data processing 3.1 Method of classification
PCA and ANNs were combined to classify the steel samples. The dimension of the selected input data set was reduced using PCA to extract the PCs, and then the extracted PCs were used as the inputs of the ANNs. Back propagation (BP) networks are currently the most widely used, therefore a three-layer BP network was trained to classify the steels.
The number of neurons in the input layer of the BP network was determined by the number of inputted PCs. PCs that could explain 95% of the original spectral data were used as the input for the BP network. One neuron was used as the output of the BP network and the output value was employed to determine the classification of the steel samples. The number of neurons of the hidden layer in the BP network was decided based on the empirical formula √ n + m + a (where n, m are the number of neurons of the input and output layer, respectively, and a is a constant between 0 and 10, and here we set it to 3).
Criteria of evaluation
The acquired spectra of the ith sample belonged to a corresponding category i, which was called the target value T i . The integers 1 to 4 were defined as the target values corresponding to the four classes of steel samples. When a spectrum was inputted and processed by the BP network, an output value was correspondingly obtained and this output was defined as O i . Based on these considerations, the root mean square error (RMSE) was used to evaluate the classification results. The RMSE was calculated as
where O i and T i are, respectively, the output and the target value of the ith spectrum and m is the total number of spectra. Obviously, the output O i will not take the integers 1 to 4 as the target value exactly, and it may have an offset. So we can define a threshold O th to determine whether the spectrum corresponding to the output can be considered as belonging to the target class. For simplicity, the threshold for the offset is set to 0.2 [21] , that is to say, if a spectrum obtained an output value through the BP network and the output had an offset less than 0.2 from the target, the spectrum would be considered to be classified correctly by the model.
Based on this, in addition to the RMSE, we can obtain another accuracy criterion, the correct rate, to evaluate the classification result simultaneously. Obviously, an ideal model for classification will have a lower RMSE and a higher correct rate.
Data processing
Data processing was carried out in MATLAB. For the purpose of evaluating the discriminative ability of the BP network model, we removed four subsets of samples from all four classes of samples to test the BP network and used the remaining samples from the four classes to train and validate the BP network. Obviously, these four subsets of samples are completely unknown to the BP network and therefore these subsets can be used to test the analytical ability of the model objectively [25] .
We took out only 1, 2, 1 and 1 samples from the four classes, respectively, to obtain an optimal model by using as many samples as possible to train and validate the BP network. Based on the elemental concentration of samples shown in Table 1 , the samples taken out to be used as the unknown samples are the third sample (No. 3) of the first class, the fourth and seventh samples (No. 11 and No. 14) of the second class, the second sample (No. 18) of the third class and the fourth sample (No. 25) of the last class. So the number of samples unknown to the BP model was five in total and the remaining 22 samples were used to train and validate the model. In the following section, we call them the unknown subsets and the known subsets of samples, respectively.
Spectra from the first three sampling points of every sample of the known subsets were used to train the BP-ANN, therefore the training set was composed of 396 spectra. Spectra from the fourth sampling point of every sample were used to validate the BP-ANN and we called this data set the validation set, which was composed of 132 spectra. The training set was used to train a BP-ANN first when processing the spectra and then the validation data set was used to validate the network model. Next we used the accuracy of the BP-ANN in classifying the validation set as the criterion to select the best BP-ANN with the best classification result in several repetitions and we called this best BP-ANN the final model. In the following we test the ultimate performance of this model with a test data set.
With four spectra of every sampling point from the unknown subsets averaged to one spectrum, 24 spectra from every steel sample of the unknown subsets were averaged to six spectra. So we were able to obtain a data set comprised of 30 spectra and this data set was called the first test set. Another test set which was not averaged and was composed of spectra from five steel samples of the unknown subsets was also constructed to evaluate the classification. This new data set of 120 spectra was called the second test set.
Results and discussion

PCA of steels based on concentration
First a biplot figure of coefficients and the scores of the PCA based on elemental concentrations was plotted using MATLAB, as shown in Fig. 1 . This particular figure can be used to visualize each variable's contribution to the first two PCs and how each observation is represented in terms of these components.
As Fig. 1 shows, the nine variables (concentrations) listed in Table. 1 contributed variously to the first two PCs. Obviously, the concentrations of Fe, Cr and Ni dominated the classification of the 27 steels. In addition, the four categories of steels clustered clearly, so they could be used to validate the algorithms of classification. 
A comparison of three methods for spectral dimension reduction
Three methods of spectral data selection, selecting all the peak lines of the spectra, selecting intensive spectral partitions and selecting the whole spectra, were first compared in the classification of the steel samples. These three methods are used, respectively, 345 intensities, 1474 intensities of the spectrum ranging from 296.3 nm to 306.93 nm, and the entire 57144 intensities of the whole spectrum. The PCs which could interpret more than 95% of the original spectra were employed as the input of the BP network to train the network. The classification results using these three methods of spectral dimension reduction are shown in Fig. 2 and Table 2 . The classification results using BP network trained using the PCs of the whole spectra are not satisfactory. In this situation, full information, including not only the useful but also all of the useless data, is introduced into the PCA. The effective spectral information cannot be sufficiently extracted by the PCA, therefore the classification results are not ideal.
All the peak lines of the spectra were selected using the MATLAB function find peaks. By selecting all peak lines as the input of the PCA, the classification results are much better than when selecting the whole spectra. The peak lines are directly related to the elemental information, so most of the required information remains when selecting the peak lines; at the same time, less interference information is introduced into the PCA than when selecting the whole spectra.
For the method of selecting intensive spectral partitions, the spectral partition with a wavelength ranging from 296.3 nm to 306.9 nm was selected to perform the PCA for training a BP network. This obtained the best classification result, as shown in Fig. 2 .
Since the spectral intensities were strongly correlated and collinear, the selected intensive spectral partitions still contained enough effective information, including the characteristic lines. The spectral noise and interference signals declined compared to the whole spectra as most spectral data were discarded. Furthermore, some useful information that peak lines cannot fully cover remains when selecting spectral partitions. For example, some useful information may hide in the background spectra or to the side of overlapped lines. Therefore, by selecting the intensive spectral partitions appropriately, more useful information and less interference information are selected, and thus the best classification results can be obtained.
In addition, there is a slight difference in the classification results between the first test set and the second test set. Although the spectra of the first test set were more stable than those of the second test set as a result of accumulating and averaging several original spectra, the classification result is not greatly improved by the averaging process. This means that the ANN classification model is robust for the common spectral fluctuations caused by the fluctuation characteristics of plasmas.
A comparison of the three selected intensive spectral partitions
Since the intensive spectral partitions can obtain the best results compared to the whole spectra and all peak lines, and selecting partitions to classify the steels was a promising method, we selected three intensive partitions from the original spectra to classify the steels to compare different partitions. The three partitions ranged from (1) 296.3-306.9 nm (as mentioned above), (2) 318-328 nm and (3) 357-367 nm, all of which contained numerous characteristic lines of Fe, Cr and Ni which dominated the classification of the steels. Fig. 3 shows the characteristic lines of the dominating elements belonging to the three selected partitions. The classification results of the three selected intensive spectral partitions were compared with each other. The classification results of the steels based on the BP network trained using PCs of the three intensive spectral partitions are shown in Fig. 4 and Table 3 .
As we can see from Fig. 4 and Table 3 , a perfect result with a 100% correct rate was achieved using a properly selected intensive partition. However, a good result with a high correct rate and low RMSE cannot always be obtained using the intensive spectral partitions, even if the partition is carefully selected. The first partition selected can achieve a good result with a correct rate of more than 90% and the third one can obtain an even better result with a correct rate of 100%; however, the correct rate obtained by the second partition was less than 30% and the result was not as good as that obtained by the whole spectra which could achieve a correct rate of more than 70%. nd test sets with a spectral partition ranging from 318 nm to 328 nm; (e), (f) results for 1 st and 2 nd test sets with a spectral partition ranging from 357 nm to 367 nm In order to explain why the first and the third partitions are able to obtain good results, but the second partition is not, the spectra of the four categories of steels were analyzed. Three minor partial spectra from the three partitions (with wavelengths ranging of 296.3-306.9 nm, 318-328 nm and 357-367 nm) are shown in Fig. 5 . As can be seen, several outstanding spectral lines of Fe, Cr and Ni can be identified clearly for all three spectral partitions. In particular for the last partition, the spectral lines are isolated from other spectral lines and overlapped interference is almost not present. Based on the above PCA results for steels based on concentration, Fe, Cr and Ni played vital roles in distinguishing these samples. So an excellent result can be achieved using a partition containing spectral lines of the three elements, in particular some lines which do not interfere with other lines. The partition ranging of 296.3-306.9 nm can obtain a good result but it is worse than that obtained by the partition of 357-367 nm. The reason is that, although they all contained the vital characteristic lines, the line interferences in the former partition were slightly greater than that in the latter one. For the partition ranging of 318-328 nm, although this partition included intensive lines, the characteristic lines of Fe, Cr and Ni were not sufficient and we could not obtain enough information to guarantee a good classification result. This is why this partition obtained the worst result, which was even worse than the result obtained using the whole spectra. In all three panels, the four spectra from bottom to top are spectra from categories 1 to 4 with intensity offsets of 0, 400, 800 and 1200 counts from the base level respectively Although the partitions selected based on a priori knowledge can obtain better results than those using all peaks and the whole spectra in some cases, properly selecting an intensive spectral partition including vital and isolated characteristic lines from the whole spectra is challenging. Therefore, developing an automatic method to properly select intensive partitions from the whole spectra would be very valuable, and will be undertaken in future research.
In addition, as we can see in Fig. 4 , and in Fig. 2 , by selecting an optimized spectral partition, the averaged data set obtained almost the same accuracy as that obtained using the data set of original spectra, so spectral averaging was not a necessary process for the constructed classification model.
Conclusions
Twenty seven steels belonging to four classes were divided into two groups to train, validate and test an ANN model to classify steels. The whole spectra, all peak lines and selected intensive spectral partitions of spectra obtained using LIBS were employed to implement PCA to train and test BP networks. The results showed that the BP network trained with the PCs of selected intensive spectral partitions can obtain the most accurate result with a 100% rate of correct classification, but it was challenging to select the proper partitions from the whole spectra. The classification result using spectral partitions selected improperly was not as good as the result obtained using the whole spectra, as the correct rate using the whole spectra was 73.3% while that using improperly selected partitions was only less than 30%. Therefore, developing an automatic method to select the most suitable intensive partitions from the whole spectra is a very valuable aim which will be undertaken in future research.
In addition, the constructed PCA-ANN classification model was robust against the common spectral fluctuations caused by the fluctuation characteristics of plasmas, since the classification result could not be greatly improved by a spectral averaging process. Therefore, spectral averaging is not a necessary process in common situations.
