Under appropriate spectral assumptions, we prove two existence results for positive solutions of Lichnerowicz-type equations on complete manifolds. We also give a priori bounds and a comparison result that immediately yields uniqueness for certain classes of solutions. No curvature assumptions are involved in our analysis.
Introduction
In the analysis of Einstein field equations in general relativity the initial data set for the non-linear wave system plays an essential role. These initial data have to satisfy the Einstein constraint conditions that can be expressed in a geometric form as follows. Let (M,ĝ ) be a Riemannian manifold andK a symmetric -covariant tensor on M. Then, (M,ĝ ) is said to satisfy the Einstein constraint equations with non-gravitational energy densityρ and non-gravitational momentum densityĴ if |K| ĝ − (trĝK) = Sĝ −ρ , divĝK − ∇ trĝK =Ĵ .
( . )
Here Sĝ stands for the scalar curvature of the metricĝ . To look for solutions of ( . ) using the conformal method introduced by Lichnerowicz in [ ] means that we generate an initial data set (M,ĝ ,K,ρ ,Ĵ ) satisfying ( . ) by first choosing the following conformal data: (i) A Riemannian manifold (M, ⟨ ⋅ , ⋅ ⟩).
(ii) A symmetric -covariant tensor σ required to be traceless and transverse with respect to ⟨ ⋅ , ⋅ ⟩, that is, for which tr ⟨ ⋅ , ⋅ ⟩ σ = and div ⟨ ⋅ , ⋅ ⟩ σ = . (iii) A scalar function τ (that will play the role of a non normalized mean curvature). satisfies the Einstein constraints ( . ). For further informations on the physical content of system ( . ), we refer to the recent surveys [ , ] , and the references therein. The aim of this paper is to study the existence, a priori bounds and uniqueness of positive solutions of the Lichnerowicz-type equation
with, at least, continuous coe cients, a (x), b(x), c(x) , σ > , τ < , and with the sign restrictions
on a complete, non compact, connected manifold (M, ⟨ ⋅ , ⋅ ⟩). Equation ( This latter fact justifies the sign condition ( . ). In recent years this type of equations has been studied by many authors, see for instance [ , , , ] . In the present work we significantly generalize many of the results obtained in the aforementioned papers. We now introduce some notations and state our main existence results. Let a(x) ∈ C (M) and L = ∆ + a(x). If Ω is a non-empty open set, the first Dirichlet eigenvalue λ L (Ω) is variationally characterized by means of the formula
,
We recall that if Ω is bounded and ∂Ω is su ciently regular, then the infimum is attained by the unique normalized eigenfunction v on Ω satisfying
We then define the first eigenvalue of L on M as
where Ω runs over all bounded domains of M. Observe that, due to the monotonicity of λ L with respect to the domain, that is,
we have
where, from now on, B r denotes the geodesic ball in the complete manifold (M, ⟨ ⋅ , ⋅ ⟩) of radius r centered at a fixed origin o ∈ M. Note that in case Ω \ Ω has non-empty interior the inequality in ( . ) becomes strict.
We need to extend definition ( . ) to an arbitrary bounded subset B of M. We do this by setting
where the supremum is taken over all open bounded sets Ω with smooth boundary such that B ⊆ Ω . Observe that, by definition, if B = then λ L (B) = +∞.
We would like to remark that since the first Dirichlet eigenvalue for the Laplacian of a ball B r grows like r − as r → + , we have that λ L (B r ) ≥ provided r is su ciently small and one may think of λ L (B) > as a condition expressing the fact that B is small in a spectral sense. Of course, this condition also depends on the behaviour of a(x) therefore small in a spectral sense does not necessarily mean, for instance, small in a Lebesgue measure sense. This is clear if
The main results of the paper are the following two existence theorems for positive solutions of equation ( . ). ( . ) and suppose that b(x) is strictly positive outside some compact set. Let
and suppose
Then, ( . ) has a maximal positive solution u ∈ C (M).
In this case maximal means that if < w ∈ C (M) is a second solution of ( . ), then w ≤ u. In the same vein we have the following result, where the spectral condition ( . ) is substituted by a spectral smallness requirement on the zero set of the coe cient c(x) and a pointwise control on the coe cients. Recall that given the real function α(x), its positive and negative part are, respectively, defined by
Assume the validity of ( . ), and let
Suppose that there exist two bounded open sets
The proof of the theorems is the content of Section . These existence results should be compared with those obtained at the end of the very recent paper [ ].
The remaining two sections of the paper are devoted to uniqueness of solutions. In particular, the results of Section should be interpreted as Liouville-type theorems and compared with those obtained in [ , , ] . The main di erences with previous work in the literature is that our geometric requirement on the manifold consist only in a mild volume growth assumption for geodesic balls and in the fact that we allow non constant coe cients a(x), b(x), c(x) in equation ( . ) . In this last setting in general there are no trivial solutions at hand. Thus, to provide a complete analysis of the problem in this case, we need to find an a priori estimate and use it to detect a trivial solution of ( . ). In particular, Corollary . is our main Liouville-type theorem.
In Section we analyze another uniqueness result, this time under a spectral assumption on the manifold, in the spirit of the very recent papers [ , ] .
Proof of Theorems A and B
The main result of the paper is in fact the following proposition, whose proof will be the content of the section. At the end we will prove Theorems A and B as corollaries of the proposition. 
The proof of Proposition . is divided into several steps. Note that in what follows we keep the notations of the proposition.
where
Proof. Let D and D ὔ be bounded open domains such that
and λ L (D) > . Let u be a positive solution of
and note that α, δ < +∞ since Ω is bounded. Let U be a positive constant. Then,
on Ω \ D ὔ . We observe that the RHS of the above is non-positive for U su ciently large, say 
Since
For the RHS of the above to be non-positive on D ὔ it is su cient to have
To this end, we note that, since D ὔ is compact, u > on D ὔ , and τ < . Thus, ( . ) is satisfied for
su ciently large. We now consider Ω \ D, since supp ψ ⊂ D, it follows that u = Λ there. Thus, using
is satisfied if we choose ≥ . Indeed, in this case
It remains to analyze the situation on D \ D ὔ . First of all we note that, by standard elliptic regularity theory, u ∈ C (D). Thus, since supp ψ ⊂ D, it follows that u ∈ C (Ω). In particular, this implies that there exists a positive constant C such that
Now there exists constants ε and E such that
Since σ > and τ < , it follows that there exists a positive constant Γ depending only on D and D ὔ such that
u is the desired supersolution v + of ( . ) on Ω.
Definition . . We say that the property (Σ) holds on M (for equation ( . )) if there exists
When τ < , in order to avoid singularities, in the equation above it is assumed that supp c(x) ⊆ supp φ. In Proposition . below we shall give some su cient conditions for the validity of property (Σ). 
and consider the operator
, and it follows that there exists su ciently 
We fix > , su ciently small, such that
This shows that the operatorL
Let μ > and define v − = μψ on B R . Choosing
Hence, using ( . ) and ( . ), we deduce
Because of the validity of ( . ), Lemma . yields the existence of v + satisfying
Note that if < ≤ , v − still satisfies ( . ). Hence, up to choosing a suitable , we can assume that
Let
and fix α ∈ [α − , α + ]. Then, by the monotone iteration scheme, there exists a solution w of
with the additional property
Fix any n ∈ ℕ. Let ζ ∈ ℝ be such that
and define w + = ζw. Then, because of ( . ), the fact that Ω ⊂⊂ B R , and the signs of b(x) and c(x), w + satisfies
We can suppose that the R chosen above is such that R ≥ R o , where R o is that of the property (Σ) in Definition . . This choice implies that there exists a solution ψ of
If we define w − = βψ, where < β ≤ , then reasoning as above we can find β so small that
Using the monotone iteration scheme we easily arrange a solution w of ( . ) between w − and w + . We note that the positivity of w is obvious in the case supp c(x) = M, while in the general case it is a consequence of the strong maximum principle (see [ , ] ).
We note that the corresponding result for Yamabe-type equations, namely equations of the type ( . ) with c(x) ≡ , can be proved without the additional assumption of property (Σ). Indeed, in such case this is automatically satisfied by the global subsolution w − = . The next proposition provides some su cient conditions for the validity of property (Σ) on M.
Proposition . . Assume the validity of one of the following;
Proof. If (i) holds true, then there exists su ciently large R o > such that
Accordingly, there exists a corresponding positive eigenfunction ψ on B R+ε , say ε > and small, for which
We let
and define φ = μψ.
Note that from ( . ),
Now, because of ( . ),
on B R . Hence, the above inequality implies the validity of ( . ) with φ strictly positive on B R . If (ii) holds true, then by Lemma . , there exists R o > su ciently large such that C ⊂ B R o and for
Thus, defining φ = ψ , we have ∆φ = −φ ∆ψ + φ |∇ψ| ≥ −φ ∆ψ, which implies ( . ) always with φ > on B R . Case (iii) is obvious.
Remark . . It is obvious that the existence of a positive global subsolution
loc (M) of ( . ) implies the validity of the Σ-property. What is more interesting is that the validity of condition (ii) in Proposition . yields the existence of a global subsolution
In the sequel we shall need the following a priori estimate. Here B T (q) denotes the geodesic ball of radius T centered at q.
Proof. We let ρ(x) = dist(x, q) and, on the compact ball B T (q) we consider the continous function
where u(x) is any nonnegative C solution of ( . ). Note that F(x)| ∂B T (q) = , thus, unless u ≡ and in this case there is nothing to prove, F has a positive absolute maximum at some point x ∈ B T (q). In particular, u(x) > . Now, proceeding as in the proof of [ , Lemma . ] , we conclude that, at x,
for some constant A ≥ , independent of u. We now state an elementary lemma postponing its proof.
Since σ > and τ < , from the lemma we conclude that, at x,
Now the proof proceeds exactly as in [ , Lemma . ] by substituting the a + there with a + + c
Proof of Lemma . . If t μ ≤ α, then we are done, since μ > and β ≥ . In other case set s = t μ ,. Then, s > α and thus
Setting r = s − α ,we conclude that r μ+ν μ < β, and ( . ) follows.
The next simple comparison result reveals something quite useful.
Now, if we assume by contradiction that u > v somewhere in Ω, then there exists ε > such that
and ∂Ω ε ⊂ Ω. Thus, it follows from ( . ), that the following inequality holds true on Ω ε :
Moreover, ψ ≡ + ε on ∂Ω ε , and thus by the maximum principle, ψ ≤ + ε on Ω ε contradicting the definition of Ω ε .
Remark . . We note that the hypohteses on f i of Lemma . are satisfied, for instance,
is a non increasing function and that the lemma can also be stated for f = f : M × ℝ + → ℝ with u, v > . In particular, this is the case for the Lichnerowicz-type nonlinearities considered in this paper, namely
, c(x) non negative and σ > , τ < . Indeed, for any fixed x ∈ M, the function
is smooth on ℝ + and its derivative is given by
which is non positive by our assumptions on b(x), c(x), σ and τ.
A reasoning similar to that in the proof of Lemma . will be used at the end of the argument in the proof of the next lemma.
Lemma . . In the assumptions of Lemma . there exists a positive solution u of the problem
Proof. For n ∈ ℕ, let u n > on Ω be the solution of ( . ) obtained in Lemma . , so that
First of all we claim that
Indeed, u n = n < n + = u n+ on ∂Ω. We then apply Lemma . with the choice f = f = f and, recalling Remark . , we obtain the validity of ( . ). If we show the convergence of the monotone sequence u n to a function u, which is a solution of ( . ), then we are done. Indeed, u will certainly be positive. To this end, by standard regularity theory, it is enough to show that the sequence {u n } is uniformly bounded on any compact subset K of Ω. If K ⊂ Ω \ B , then we can find a finite covering of balls {B i } for K such that b(x) > on each B i . Applying Lemma . , we deduce the existence of a constant C > such that
for all x ∈ K and for all n ∈ ℕ.
It remains to find an upper bound on a neighborhood of B . Towards this end, for η > , we let
where η is small enough that N η ⊂ Ω. Furthermore, by the definition of λ L (B ) and the fact that λ L (B ) > , we can also assume to have chosen η so small that
Now ∂N η/ is closed and bounded (because B is so), hence compact by the completeness of M. This implies the existence of a constant C such that u n (x) ≤ C for all x ∈ ∂N η/ and for all n ∈ ℕ.
This follows from Lemma . by considering a finite covering of ∂N η/ with balls of radii less than η/ . Next we let φ be a positive eigenfunction corresponding to λ L (N η ). Then, since inf N η/ φ > , it follows that there exists a constant μ o > such that μφ(x) > C for all x ∈ ∂N η/ and for all μ ≥ μ o .
On N η/ we have
We now choose μ ≥ μ o su ciently large such that
which is possible since τ < and inf N η/ φ > . Then, for each ε > ,
We let ψ = u μφ on N η/ , where u is any of the functions of the sequence {u n }. The same computations as in the proof of Lemma . using ( . ) and ( . ) yields
Note that, according to our choice of μ,
We claim that ψ ≤ on ∂N η/ . By contradiction suppose the contrary. Then, for some ε > ,
Then, inserting this into ( . ), together with ( . ), we deduce
By the maximum principle it follows that ψ attains its maximum on ∂Ω ε , but there ψ(x) = + ε , contradicting the assumption Ω ε ̸ = . Thus, ψ ≤ on N η/ , that is, u ≤ μψ on N η/ . Hence, for all n ∈ ℕ,
This completes the proof of the lemma.
We are now ready to prove Proposition . . The proof, which is the same as the proof of [ , Theorem . ] , follows a standard argument and it is reported here for the sake of completeness.
Proof of Proposition . . First of all we note that, by part (iii) of Proposition . , the existence of the global positive subsolution u − implies that the Σ-property holds on M. We fix an exhausting sequence {D k } of open precompact sets with smooth boundaries such that
and for each k we denote by u ∞ k the solution of the problem
which exists by Lemma . . It follows from Lemma . that
Thus, {u ∞ k } converges monotonically to a function u which solves ( . ), and satisfies, because of ( . ), u ≥ u − > . Let now u > be a second solution of ( . ) on M. By Lemma . , u ≤ u ∞ k on D k for all k, and therefore u ≤ u. Thus, u is a maximal positive solution.
We can now prove Theorem A using an existence result for solutions of Yamabe-type equations contained in [ ].
Proof of Theorem A. By Proposition . it follows that to prove the theorem is su cient to show that assumption ( . ) implies the existence of a global subsolution u − of ( . ). To this end, we consider the following Yamabe-type equation:
with σ, a(x), and b(x) as in Theorem A. Then, by the sign assumptions ( . ) it follows that a global subsolution v of ( . ) is also a global subsolution of ( . ). Now we recall [ , Theorem . ] , which provides a positive solution v of ( . ) under assumptions ( . ) and ( . ).
We conclude the section with the proof of Theorem B. The technique is the same as that used in Theorem A: Provide a global subsolution and then apply Proposition . . In this case the subsolution is obtained by pasting a subsolution defined inside a compact set and another one defined in the complement of a compact set.
Proof of Theorem B. Reasoning as in Lemma . , assumption ( . ) implies the existence of a solution ψ ∈ C (Ω ) of the following problem:
thus u = ψ is a subsolution of ( . ) in Ω . In particular, since ∂Ω ⊂ Ω , if we set ν = min ∂Ω ψ, then we have that ν > . Now we note that ( . ) implies that there exists μ ∈ ℝ + such that
Let us define μ * = min{ , μ τ− , ν }. Then, on M \ Ω we have that
We claim that u − is the required global subsolution. To prove the claim, we start by noting that the fact that
For the same reason, it is clear that there exists ε > such that u − is a subsolution of ( . ) on (Ω ) ε ∪ (M \ Ω ) ε , where
for any set U ⊂ M (B ε (x) denotes the geodesic ball of radius ε centered in x). Thus, we are left to show that u − is a subsolution of ( . ) on Ω \ Ω , this is a rather standard fact but we sketch the proof here for the sake of completeness. First of all we set
Then, we note that for any test function φ ∈ W , (Ω \ Ω ), φ ≥ , we have that
It is clear that H( ⋅ , φ) : W , (Ω \ Ω ) → ℝ is a continous functional for any φ. We want to show that
Then, u ε is smooth with
Moreover, by the definition of u − , we have u ε
belongs to W , (Ω \ Ω ) and its gradient is given by
The following computation uses the properties of u ε , φ ε , and the fact that u and u are subsolutions:
From the continuity of H( ⋅ , φ), we conclude that
for any test function φ.
Uniqueness results and "a priori" estimates
The aim of this section is to prove uniqueness of positive solutions of equation ( . ) on M or outside a relatively compact open set Ω. To avoid technicalities we suppose u ∈ C (M) or u ∈ C (M \ Ω) but this assumption can be relaxed as it will become clear from the arguments we are going to present. Also the positivity of u can be relaxed as it will be remarked below. 
for some vector field
Definition . . We say that the q-Weak Maximum Principle holds on M for the operator L in ( . ) if for each u ∈ C (M) with u * = sup M u and for each ∈ ℝ with < u * , we have
The next result is contained in [ , Theorem . ] .
Theorem . . The q-WMP holds on M for the operator L if and only if the open q-WMP holds on M for L, that is, for each f ∈ C (ℝ), for each open set Ω ∈ M with ∂Ω ̸ = and for each v
we have that either sup
The following is a su cient condition for the validity of the q-WMP (see [ , Theorem . ] ). 
Then, the q-WMP holds on M for the operator ∆.
We observe that when q is constant or more generally bounded between two positive constants then the q-WMP is equivalent to stochastic completeness of the manifold (M, ⟨ ⋅ , ⋅ ⟩) this underlines the fact that the q-WMP does not require completeness of the metric and that Theorem . indeed gives a su cient condition.
The following result generalizes [ , Theorem . ] and [ , Theorem . ] . The proof follows the same ideas of the aforementioned results and it is tailored for the case of Lichnerowicz-type equations. Since the presence of the possibly negative exponent τ generates some subtleties, we prefer, for the ease of the reader, to give a detailed proof of the result.
Theorem . . Let a(x), b(x), c(x) ∈ C (M) and σ, τ ∈ ℝ be such that σ > and τ < . Let Ω be a relatively compact open set in M. Assume that
where a − denotes the negative part of a. Let u, v 
provided that the /b-WMP holds on M \ Ω for L.
Remark . . As it will be observed in the proof of the theorem, in case ≤ τ < assumption ( . ) (iv) can be dropped.
Proof. Without loss of generality we can suppose that M \ Ω is connected. From the positivity of v, ( . ), ( . ), and ( . ), there exist positive constants C , C such that
We set ζ = sup M\Ω ( u v ). From the assumptions on v, u, and ( . ) it follows that ζ satisfies
Note that if ζ ≤ , then u ≤ v on M \ Ω. Thus, assume by contradiction that ζ > , and define
Then, φ ≤ on M \ Ω. It is not hard to realize, using ( . ) and the definition of ζ , that
We now use ( . ) to compute
and, similarly, for τ ̸ = ,
In case τ = choose j(x) ≡ . Observe that h and j are continous on M \ Ω and h is non-negative. Using h and j, and observing that −a(x)φ ≥ a − (x)φ, from ( . ) we obtain
Since u is bounded above on M \ Ω, there exists a constant C > such that
Using the definitions of h and j, then from the mean value theorem for integrals we deduce
for some constant C > . Next we recall that b(x) > on M \ Ω and rewrite ( . ) in the form
Since φ ≤ , ( . ) and ( . ) imply
for some constant C > on Ω − . For further use, we observe here that when ≤ τ < , j + (x) ≡ , so that in this case assumption ( . ) (iv) is not needed to obtain the last inequality. Thus,
Recalling the elementary inequalities
a, b ∈ ℝ + , coming from the mean value theorem for integrals (see [ , Theorem ]), we conclude
Now we use the fact that τ < , v is bounded from below by a positive constant, ( . ) (i), (ii) and (iv), to get (again if ≤ τ < , then we do not need ( . ) (iv))
for some positive constants B, C. Finally, we choose < ε < su ciently small such that
Furthermore, note that
As a consequence sup ∂Ω −ε φ < while sup Ω −ε φ = . By Theorem . , ( . ) and the above fact, we obtain the required contradiction, proving that ζ ≤ .
As an immediate consequence of Theorem . , we obtain the following uniqueness result.
Corollary . . In the assumptions of Theorem . , the equation
with assigned boundary data on ∂Ω and satisfying
for some positive constants C , C , provided that the /b-WMP holds on M for the operator L.
We observe that the two main assumptions in Corollary 
Theorem . . Let (M, ⟨ ⋅ , ⋅ ⟩) be a complete Riemannian manifold and a(x), b(x) ∈ C (M). Moreover, assume that ‖a
outside a compact set K for some constants C > and μ < . Assume also ( . ) and
Let u ∈ C (M) be a non-negative solution of
where σ > and Ω = {x ∈ M : u(x) > } for some < u * ≤ +∞. Then, u * < +∞. Furthermore, having set
, and assume that ‖a + + c + ‖ ∞ < +∞ and b(x) > on M satisfying ( . ) for some μ < outside a compact set. Suppose the validity of ( . ) and
Let σ > , τ < , and let u ∈ C (M) be a positive solution of
for some < u * ≤ +∞. Then, u * < +∞ and indeed
where * = max{ , } and
Proof. First we show that u * < +∞. We can assume u * > . If < we let̃ be such that ≤̃ < u * and note that Ω̃ ⊂ Ω . It follows that ( . ) holds on Ω̃ . Thus, without loss of generality, we can assume ≥ . Since u τ ≤ u on Ω , from ( . ) we have
on Ω ; in other words
Applying Theorem . , we deduce u * < +∞. To prove ( . ) first let ≥ so that * = , Ω * = Ω , H * = H . Then, ( . ) follows directly from ( . ) of Theorem . . Suppose now < . Then, * = and Ω * = Ω ⊂ Ω .
If Ω = , then u * ≤ * . If Ω ̸ = , then ( . ) holds on Ω and applying again Theorem . we deduce the validity of ( . ). Now, as in case (ii) of Proposition . , we are going to exploit the symmetry of equation ( . ) to obtain a bilateral a priori estimate. This is the content of the next crucial theorem.
Moreover, assume that b(x) > and c(x) > on M, and that both satisfy ( . ) for some μ < . Suppose the validity of ( . ) and of the following:
Proof. Suppose Ω = {x ∈ M : u(x) > } ̸ = , then the validity of ( . ) implies
Thus, the estimate from above in ( . ) follows from Proposition . . For the case where Ω = , the same estimate is trivially true because of the definition ( . ) of H. For the estimate from below, we consider the
where we have setã
we can reason as above and deduce
and the lower bound in ( . ) follows immediately from the definition of v.
We note that the existence of solutions for equation ( . ) can be easily obtained under the hypoteses of Theorem . by direct application of the monotone iteration scheme of Amann (see, for instance, [ ] or [ ]). Indeed, in this case it is relatively easy to find an ordered pair of global sub and supersolutions. The key point is that their existence is a consequence of the a priori estimate. This is the content of the following lemma. Proof. First of all we note that since H ≥ and τ < , then it follows that H τ− ≤ . This implies that
Lemma . . Let (M, ⟨ ⋅ , ⋅ ⟩) be a complete Riemannian manifold. Let a(x), b(x), c(x), σ, τ, H, K,
where in the last passage we have used ( . ) and the fact that H ≥ H σ− , thus u + is a global supersolution. The proof of the fact that u − is a subsolution is analogous and u − ≤ u + follows from the definitions of H and K.
From this we immediately deduce the next existence result (see also [ ] for a similar result). Proof. Let {Ω k } k∈ℕ be a family of bounded open sets with smooth boundaries such that
For each k ∈ ℕ, consider the Dirichlet problem
where u + = H is the global supersolution of Lemma . . Since u + and u − of Lemma . are, respectively, a supersolution and a subsolution of ( . ) for any k ∈ ℕ, it follows from the monotone iteration scheme (see, for instance, [ , Theorem . ] ) that for any k there exists a solution
Thus, from the Schauder interior estimates and the compactness of the embedding C ,α (Ω k ) ⊂ C (Ω k ), it follows that the v k converge uniformly on compact sets to a solution u ∈ C (M) of ( . ). Moreover, u(x) ≥ u − > .
Putting together Theorem . , Corollary . with Ω = , Theorem . , and Theorem . , we have the following corollary.
Corollary . . In the assumptions of Theorem . with ≤ μ < , the equation
admits a unique positive solution u ∈ C (M).
The next corollary deals with the easier case where a(x), b(x) and c(x) are of the form ζ f(x), where ζ ∈ ℝ and 
outside a compact set for some μ < , and assume the validity of ( . ). Then, the unique positive solution of
is given by u ≡ λ, where λ ∈ ℝ + satisfies p(λ) = , with
We conclude the section with a second uniqueness result whose proof is based on that of [ , Theorem . ] , see also [ , Theorem . ] .
Let u, v ∈ C (M) be positive solutions of
Remark . . Note that condition ( . ) is implied by u − v ∈ L (M) or even by the weaker assumption
See, for instance, [ , Proposition . ] .
Proof. The proof follows, mutatis mutandis, that reported in [ , Theorem . ] 
up to equation ( . ) that now becomes
( . )
Because of ( . ) we deduce
so that u = Av for some constant A > . Substituting into ( . ) yields
Remark . . The exponent in ( . ) is sharp, see the discussion after [ , Theorem . ] .
A further comparison and uniqueness result
In this section, we prove a comparison result and a corresponding uniqueness result based on a spectral property of the operator L = ∆ + a(x). As we have seen, the assumption λ L (M) < facilitates the search of solutions of equation ( . ) . Somehow the opposite assumption seems to limit the existence of solutions. We recall that L has finite index if and only if there exists a positive solution u of the di erential inequality 
Clearly a good candidate for G is the (positive) Green kernel at o on a non-parabolic complete manifold, which, however, might not satisfy ( . ) (iii). Observe that, for instance by the work of Li and Yau [ ], (iii) is satisfied by the Green kernel if Ric ≥ . Other examples always concerning the Green kernel, are given by non-parabolic complete manifolds supporting a Sobolev inequality of the type
for some α ∈ ( , ) with S(α) > . For further examples see [ ] and the references therein. Note that, in these results, the authors also describe the behavior of G(x) at infinity from above and below. The behavior of |∇G(x)| from above can often be obtained by classical gradient estimates. This is helpful, for instance, in Theorem . below. However, since we only require superharmonicity of G, under a curvature assumption, we can use transplantation from a non-parabolic model. The argument is as follows. Assume (M, ⟨ ⋅ , ⋅ ⟩) is a m-dimensional manifold with a pole o and with radial sectional curvature (with respect to o) K rad satisfying
and suppose that g > on ℝ + . Note that this request is easily achieved by bounding appropriately F from above. See, for instance, [ ]. Then, by the Laplacian comparison theorem,
and weakly on M. Consider the C -model M g defined by g with the metric
on M \ {o} = ℝ + × S m− , where S m− is the unit sphere and dθ is its canonical metric. Then, M \ {o} is nonparabolic if and only if g m− ∈ L (+∞). Now we transplant the positive Green function on M \ {o} evaluated at (y, o) to M, that is, we let
In other words, we have to show that ( . ) is non-oscillatory and that ( . ) holds at least in a neighborhood of +∞. As for non oscillation, applying [ , Theorem . ] , we see that this is the case if
on [T, +∞) for some T > su ciently large. This is guaranteed by the definition of κ ( . ). To show the validity of ( . ), we use the following trick. Fix n ≥ and define ρ ∈ ℝ + via the prescription
We then define
If β is a solution of ( . ) on [T, +∞), having set R = ρ(T) > with ρ(t) the inverse function of t(ρ), we have that z satisfies
We can also fix the initial conditions
Hence, since κ ≥ on [R, +∞), a first integration of the solution z of the above Cauchy problem yields
and therefore ( . ) is satisfied.
Remark . . We have just proved that the equation
(say T ≥ e) is non-oscillatory. This is not a consequence of the usual Hille-Nehari criterion (see [ ]). Indeed, setting h(t) to denote the coe cient of the linear term in ( . ), the condition of the classical criterion to guarantee the non-oscillatory character of the equation is that h(t) ≥ for t ≫ and lim sup
However, in this case we have
so that ( . ) is not satisfied.
We shall now see how to get non-oscillation of ( . ) following the idea in the proof of the aforementioned [ , Theorem . ] . This will enable us to determine the asymptotic behavior of a solution β of ( . ) at +∞, and therefore of u defined in ( . ) and satisfying ( . ). This will be later used in Theorem . . To this end, we consider the function w(t) = t log t, Positive solutions of the above are immediately obtained. Indeed, for λ = we let β(t) = Ct for some constant C > while for λ ∈ (−∞, ) we let β(t) = Ce −λt , C > . Thus, the positive solution u(x) of Lu ≤ given in ( . ) satisfies
as x → ∞ for some constant C > . Thus, going back to Theorem . we obtain the following version. As a final remark we observe that finiteness of the index of L = ∆ + a(x) can be also deduced by the validity of a Sobolev-type inequality on M. Indeed, according to [ , Lemma . ] , the validity of ( . ) and the assumption
imply that L has finite index. 
