We have written Monte Carlo programs to simulate the formation of radiological images. Our code is used to propagate a simulated x-ray fluence through each component of an existing video-based portal imaging system. This simulated fluence consists of a 512ϫ512 pixel image containing both contrast-detail patterns as well as checker patterns to assess spatial resolution of the simulated portal imager. All of the components of the portal imaging system were modeled as a cascade of eight linear stages. Using this code, one can assess the visual impact of changing components in the imaging chain by changing the appropriate probability density function. Virtual experiments were performed to assess the visual impact of replacing the lens and TV camera by an amorphous silicon array, and the effect of scattered radiation on portal images.
I. INTRODUCTION
Medical x-ray imaging systems are designed to produce images with the highest quality possible for a specified dose. Imaging system performance is described quantitatively by the detective quantum efficiency ͑DQE͒, which, in turn, is obtained from the modulation transfer function ͑MTF͒ and the noise-power spectrum ͑NPS͒. The DQE can be reduced for several reasons, including the efficiency in capturing a sufficient fraction of incident x rays; the loss of secondary particles produced in the image-formation process; the addition of electronic noise; and decreases in spatial resolution. The experimental determination of the DQE can be an arduous task, especially for portal imaging systems. [1] [2] [3] [4] Furthermore, while the comparison of the DQE of different imaging systems gives exact and quantitative information of relative system performance, it is often difficult to get a sense of the visual impact of any changes in DQE.
Fortunately, the quantum accounting diagram ͑QAD͒ theory 5 has shown that the DQE of a linear imaging system can be modeled accurately by properly cascading the various gain and blur stages which make up a linear imaging system. 3, [6] [7] [8] Besides our own work, QAD formalism has been applied to analyze amorphous selenium arrays, 9 and Lachaine 10 integrated parallel-cascades 11 and optical photon transport calculations from Kausch et al. 12 to provide a more sophisticated model of the phosphor screen. This paper describes a computer program, based on previously published QAD models, 3, 6, 7 which simulates the passage of information-carrying quanta ͑i.e., x rays, light quanta, photoelectrons, etc.͒ through individual blur and gain stages, resulting in an accurate representation of the signal and noise encountered in a final image. Using our version of the image simulator, we performed ''virtual experiments'' to assess the visual impact of changes in the components of an existing portal imaging system, and scattered radiation.
II. MONTE CARLO SIMULATIONS
When information-carrying quanta incident on an imaging system are propagated through each system component, losses of quanta, blur, and addition of random signals result in loss of image quality which cannot be retrieved. The QAD theory considers that each imaging system component is a serial combination of any of three elementary processes: quantum gain, quantum scatter, and linear filter. Thus, linear imaging systems can be modeled as a cascade of elementary processes where the order of this cascade is of utmost importance. 5 These processes are extensively described in detail elsewhere. 13 Since the stages describing a linear imaging system are random processes, each stage is described by a probability distribution function ͑PDF͒, with associated mean and variance. Knowledge of the actual probability function ͑which can be measured, obtained from the specification sheets of a component, or extracted from the literature͒ for each stage allows the Monte Carlo simulation of passage of quanta from one stage to the next. Therefore, to model an entire imaging system, one needs to create routines to sample the probability distribution function describing each stage. Our image simulator is a succession of Monte Carlo routines, each modeling a random gain or random blur stage, similar in principle to that described by Van Metter et al. 14 The distribution of quanta ͑i.e., x rays, optical photons, photoelectrons, etc.͒ leaving each stage becomes the input to the following stage. Additional routines may be required to simulate other physical processes, such as Poisson noise and electronic additive noise.
III. MATERIALS AND METHODS
An image simulation was performed as follows. First, an initial image was created to represent x rays transmitted through a test object, and each pixel value represented an original number of simulated x rays. The simulated incident x-ray pattern chosen for this work was a 512ϫ512 pixel image containing both contrast-detail and checker board patterns ͑Fig. 1͒. The pixel size was set to 0.75 mm to reflect the clinical situation: the pixel size of the video-based system was 0.67 mm while that of a commercial flat-panel imager ͑aS500, Varian Medical Systems, Palo Alto, CA͒ is 0.78 mm. The contrast-detail pattern consisted of nine rows of squares of varying sizes ͑1 to 18 pixels wide; 0.75 to 13.5 mm͒, each row having different subject contrast, ranging from 5.1% to 50%. The checker board patterns were made of squares of varying sizes ͑1 to 15 pixels, representing spatial frequencies between 0.09 to 1.33 cycles/mm; one frequency per pattern͒, but subject contrast was maintained at 30%. The fundamental Poisson noise was introduced in the simulated incident x-ray pattern by replacing, for each pixel, the original number of x rays (X 0 ) by another obtained by sampling the Poisson distribution using X 0 for the mean of the distribution. In the image background, the average number of simulated x rays per pixel was set to 1000 to prevent prohibitive computation times; clinical portal images usually require about a million x rays per mm 2 . 15 This simulated x-ray fluence was then ready to use for the sequence of simulated gain and spread stages.
Each component of an imaging system was modeled as a sequence of gain or spread stages. For a gain stage, each quantum in each pixel was multiplied by a random factor, determined by sampling the PDF of this factor. This ensures that noise was properly propagated. For a binary selection process, a random number, ranging between 0 and 1, was generated for each quantum; the random number was then compared to the probability that the quantum was propagated to the next stage. For a spread stage, two random numbers were generated to scatter each incident quantum to a random location: one number sampled the point-spread function ͑PSF͒ of the blur to determine the radial distance and another sampled a uniform distribution ͑between 0 and 2͒ to determine the direction of the scatter.
The image simulator uses several routines described in the literature. 16 The random number generator used to generate pseudo-random numbers distributed uniformly between 0 and 1 is based on a laggued Fibonacci technique developed by Marsaglia. 17 Methods to sample standard ͑i.e., binomial, Poisson, Gaussian͒ and nonstandard ͑using the transformation method͒ PDFs were taken from Ref. 16 .
A. Virtual prototypes
Two portal imaging systems were modeled as a sequence of gain and blur stages. The first was a video-based system described in detail previously. 3 Briefly, this system involves a TV camera which collects the light emitted from a copper plate/phosphor screen detector through a 45°mirror ͑to avoid direct irradiation of the camera͒ and a large-aperture lens. The phosphor screen used in this prototype was 358 mg/cm 2 thick Gd 2 O 2 S:Tb. To model this system, the simulated x-ray pattern is propagated through the cascade of eight stages shown in Fig. 2͑a͒ . All of the parameters and PDFs relevant to model the video-based prototype were extracted from Ref. 3 . Additive electronic noise was modeled by filtering, in the Fourier domain, Gaussian white noise with the square root of the two-dimensional noise power spectrum for additive noise; 3 the result is transformed back to the real domain and added to the final image.
Since the DQE calculated using these parameters agrees with the experimental DQE of the portal imaging system, 3 we consider that the image simulator propagates accurately both signal and noise from each stage to the next. Therefore, the results of the image simulator represent the image quality obtained from the real prototype.
The QAD model used in this work differs from that shown in Ref. 3 . First, the two blur processes occurring in the copper plate/phosphor screen are merged in a single stage which follows the conversion of x rays to optical quanta. This simplification in the physics of light production has little impact on the DQE of the video-based prototype and on the simulated images. 6 This is because of the severe quantum sink caused by the poor lens collection efficiency. Another limitation of our model is the small number of simulated x rays used in our simulations. In reality, images obtained with 1000 x rays per pixels would generate signals negligible with respect to additive electronic noise, which is therefore scaled down in proportion of the signal-to-noise ratio observed in clinical images. Corresponding theoretical DQEs have been calculated using Eq. ͑8͒ from Ref. 3 .
The second system design used in our virtual experiments was based on an amorphous silicon array coupled to a copper plate/phosphor screen detector. The phosphor screen used with the amorphous silicon array is the Lanex Fast Back ͑Eastman Kodak, Rochester, NY͒. For our simulations, this system was modeled as the cascade of seven stages shown in Fig. 2͑b͒ . The simplification of the light production process in the screen described in the paragraph above is maintained. For amorphous silicon array systems, this simplification of the physics of light production in phosphor screens used with high energy x rays has a larger impact since the actual DQE is systematically underestimated for nonzero spatial frequencies. 6 This simplification, however, does not affect any of the conclusions obtained from any of the virtual experiments described below. The additive electronic noise produced in the amorphous silicon array 18 was omitted since it is negligible in the clinical environment. All of the parameters required to model an amorphous silicon array with a 0.75 mm pixel pitch were obtained from the literature. [19] [20] [21] Corresponding theoretical DQEs were calculated using Eq. ͑9͒ from Ref. 6 .
We have used our software to simulate an image representative of the video-based portal imaging system. The simulator allows the production of images representative of improved system components or the comparison of different prototypes. To illustrate this capability, we have performed two virtual experiments. Our first virtual experiment assesses the visual impact of increasing the amount of light collected by the lens by a factor of 1.5, 2, and 10. Other researchers have demonstrated larger improvements to the efficiency of the optical chain of their prototype systems. 22, 23 Such increases in the amount of light reaching the TV camera would alleviate the secondary quantum sink affecting video-based portal imagers 6 as well as increase the theoretical DQE of the video-based system by a factor as high as 9.6, depending on spatial frequency. Therefore, this experiment determines what increase in DQE is required to make noticeable visual impact. Simulations were also performed for a Lanex Fast Back screen coupled to a 1 mm copper plate.
In our second virtual experiment, we simulate a prototype portal imager where the mirror and TV camera are replaced with the amorphous silicon array described above. This would result in the removal of the secondary quantum sink encountered in the video-based system, and a considerable increase of the DQE of the portal imager. Simulations were performed for a 1 mm copper plate coupled with Lanex Fast Back screen and a 358 mg/cm 2 screen, which has been shown to be optimal in an earlier publication. 6 It should be noted that detector glare due to optical scattering within the phosphor screen 24 is implicitly accounted for by the point-spread function of the copper plate/phosphor screen detectors. Nevertheless, our simulations neglect glare originating from multiple reflections between the mirror and phosphor layer in the video-based system; 25 this glare, which can lead to significant contribution ͑up to 20% 26 ͒ to the final image, is not spatially invariant, and is beyond the scope of the present article.
B. Visual impact of scatter
We have also used the image simulator to assess the visual impact of imaging parameters not related to system design, but to the imaging environment. Specifically, we have examined how controlled amounts of scattered x rays degrade the images obtained with the video-based portal imaging system. While the x-ray detector of the video-based system responds better to scattered x rays than to primary x rays ͑because of the lower energy of scatter͒, the scatter fluence is generally smaller than the primary fluence in portal imaging. Previous studies have quantified the scatter fraction ͑SF͒ or the scatter-to-primary ratio (SPRϭSF/͓1ϪSF͔) for geometries and beams encountered in portal imaging. 27, 28 Also, these studies have analyzed the differential signal-to-noise ratio ͑DSNR͒ but the visual impact of these abstract quantities was not addressed.
The visual impact of scatter was simulated as follows. Using the appropriate gain factors for scattered x rays, ten uniform x-ray patterns were simulated, each with an average of 100 scattered x rays per pixel ͑the incident fluence is Poisson distributed͒. These patterns were then propagated through the stages of the video-based portal imaging system, using the gain factors appropriate for the scattered x rays. The resulting images were then summed, one at a time, to the image obtained with the primary spectrum. These summed images provided simulated SPRs ranging between 10% and 100%. In the clinical environment, the SPR is typically below 25%. 27 To properly model the visual impact of scatter, special attention must be given to the stages where x rays are converted to optical quanta. The random optical gain factor (g 3 ) was obtained by sampling the absorbed energy distribution ͑AED͒ obtained for a 358 mg/cm 2 screen. Briefly, the AED is a description of the number of x rays incident on a detector which deposit an energy between E and Eϩ⌬E as a function of energy. 6, 29 Thus, for a known number of incident x rays, the area under the AED gives the number of incident x rays which deposit energy in the phosphor layer of the detector and produce light. The probability that an incident x-ray interacts with the copper plate/phosphor screen detector and deposit energy in the phosphor layer (g 1 ) is thus obtained by dividing the area under the AED by the number of incident x rays. One can convert the AED into a PDF by normalizing the AED to unit area under the curve. This PDF can be sampled randomly to determine the random gain obtained when converting x-ray quanta into optical quanta, thus determining the amount of light produced per detected x-ray. The normalized AED can also yield the mean energy absorbed in the phosphor layer per photon history.
The gain factors required to model the response of a copper plate/phosphor screen detector to scattered x rays were obtained as follows. First a scatter spectrum was obtained from the literature 27 to represent a scattered fluence produced by a 6 MV, 30ϫ30 cm 2 , beam passing through a 17 cm thick slab of Lucite and a 30 cm air gap before reaching the copper plate/phosphor screen. This spectrum was used to calculate an AED which was used to calculate the scattered x-ray detection efficiency as well as the conversion gain factor as scattered x rays are converted to optical photons. We have assumed that the PSF of the x-ray detector due to scattered x rays is the same as for primary x rays. This introduces a slight overestimate of the scatter PSF, which should have a negligible effect on our computations since the full-width at half-maximum of the PSF is of the order of the pixel size. Only phantom scatter is considered in this study; room scatter and scatter originating from the linear accelerator were ignored. Furthermore, our simulation does not account for the radial fall-off of the scatter fluence nor for the Lubberts effect. Figure 3 depicts the simulated images ͓panels ͑a͒-͑d͔͒ obtained after passage through the stages representing each component of the portal imaging system. These images correspond to simulated fluences obtained after stages 4, 6, and 8 shown in Fig. 2͑a͒ . Panel ͑b͒ shows how the x-ray detector ͑i.e., the copper plate/phosphor screen͒ converts the incident x-ray fluence into light fluence. The 5% contrast line has disappeared, as well as all objects of size equal to the pixel size. Furthermore, mottle due to energy-absorption noise is readily apparent. 29 Panel ͑c͒ shows additional losses in contrast, due to the poor light-collection efficiency of the lens. In addition, the blur introduced by the lens reduces the amount of high-frequency noise but makes the smallest structures indiscernible: the eighth and ninth columns of the contrastdetail portion, as well as the 0.67 cycles/mm checker board, are no longer visible. Panel ͑d͒ represents the final image, where further degradation of contrast, and hence visibility of smaller structures, has occurred ͑i.e., none of the checker board patterns of the bottom row is visible, and both the seventh row and the seventh column in the contrast-pattern section are barely discernible͒. Panel ͑d͒ represents the image that would be obtained with the video-based portal imaging system. Figure 4 shows the images obtained from our first virtual experiment, where the amount of light collected by the lens is increased by a factor ranging between 1 and 10. The theoretical DQEs corresponding to these images are shown in Fig. 5 . 3 From Figs. 4 and 5, one can readily correlate visual impact with changes to the DQE. Improving the amount of light collected on the lens of the TV camera results in a visible increase in the final image contrast: the seventh column in the contrast-detail portion of the image is clearly visible, as well as the 0.44 cycles/mm checker board pattern. The secondary quantum sink of the portal imaging system is so severe that even small increases ͑50%͒ in the amount of light exiting the screen result in noticeable improvements in final image quality. Indeed, improvements in image quality have been demonstrated in recent prototypes where the efficiency of the optical chain is improved. 23, 30 Figure 6 shows how replacing the mirror, lens, and camera from the video-based prototype by an amorphous silicon array improves image quality. Panels ͑a͒ and ͑b͒ represent the final images for our simulated video-based system with Lanex Fast Back and 358 mg/cm 2 screens, respectively. Panels ͑c͒ and ͑d͒ represent the final images obtained with the simulated amorphous silicon array, using the same screens as in panels ͑a͒ and ͑b͒. Figure 7 shows the corresponding theoretical DQEs from our previous work, where the DQE increases by as much as 29 times at high spatial frequencies ͑this factor increases up to 96 if additive noise in the videobased system is considered͒. 3 By eliminating the secondary quantum sink, the amorphous silicon array maintains a sufficient number of quanta to adequately reproduce the infor- Fig. 4.   FIG. 6 . Comparison of images obtained with ͑a and b͒ the simulated videobased system and ͑c and d͒ a system based on an amorphous silicon array. Panels ͑a͒ and ͑c͒ were obtained by simulating a Lanex fast back screen while panels ͑b͒ and ͑d͒ used a simulated 358 mg/cm 2 screen. Panels ͑a͒ and ͑b͒ use the same number of gray levels, as do panels ͑c͒ and ͑d͒. Image quality obtained with the simulated amorphous silicon array is much improved with respect to those obtained with the video-based system. mation detected from the incident x-ray fluence. Therefore, the image SNR obtained with the simulated amorphous silicon array is much higher, and image resolution and contrast are vastly superior to that obtained with the video-based prototype. Fine details, such as the first four checker board patterns in the lowest row, part of the 5% contrast line, and part of the eighth column in the contrast-detail section are clearly visible with the amorphous silicon array. Comparison of panels ͑c͒ and ͑d͒ demonstrate that further improvements in image quality occur when the amorphous silicon array is coupled to a thicker screen, thus visually demonstrating the effect of the increased quantum efficiency of such screens.
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IV. RESULTS
A. Virtual prototypes
B. Effect of scatter on portal image quality
As described in Sec. III C, we used the image simulator to evaluate the impact of scattered radiation on the image quality obtained with the video-based portal imaging system. The first step in the experiment was to determine how scatter interacts with the copper plate/phosphor screen detector. This was done by computing the AED for the scatter spectrum exiting a 17 cm thick slab of Lucite irradiated with 6 MV x rays. This scatter spectrum was taken from the literature. 27 Figure 8 compares the AED obtained with the primary x-ray spectrum ͑dotted͒ with the AED calculated for the scatter spectrum ͑solid͒. Also, for equal primary and scatter fluences, the copper plate/phosphor screen over-responds to scattered photons as compared to water: 31 the probability that an incident x-ray deposits energy in the phosphor layer of the detector was 0.0357 and 0.067 for primary and scattered x rays, respectively. However, since the mean energy of scattered photons is lower, the mean energy deposited per incident scatter x-ray, obtained from the integration of the spectra shown in Fig. 8 , is lower than that for a primary x-ray ͑0.25 MeV versus 0.44 MeV, respectively͒. In other words, primary x rays were less likely to deposit energy in the phosphor screen, but when they do, they produce larger bursts of optical quanta, leading to a higher optical conversion gain and higher energy-absorption noise.
Resulting images are shown in Fig. 9 . Panel ͑a͒ is the same as Fig. 3͑d͒ , representing a scatter-to-primary ͑SPR͒ of 0%. Panels ͑b͒-͑d͒ represent SPRs of 10%, 20%, and 60%, respectively. All images are displayed with an equal number of gray levels. From Fig. 9 , it can be assessed that as the SPR increases, so does high-frequency noise in the final image; edges, small structures, and low-contrast structures become increasingly imperceptible as the SPR increases. Images show directly the visual impact of scattered x rays on a video-based prototype: with a SPR of 20%, the 0.33 cycle/mm checker board is no longer visible, and with a SPR Fig. 4 . Scatter introduces noise in the final portal image, but has little visual impact when the scatter-to-primary ratio ͑SPR͒ is less than 20%. All images are displayed using the same number of gray levels. Additive noise is excluded from these images.
of 60%, the 10% contrast line is completely obscured by noise. Nevertheless, the amount of noise added by scatter has little impact on the final portal image when the SPR is maintained below 20%. Fortunately, the SPR encountered in most clinical situations is approximately 15%.
27
V. DISCUSSION
This paper describes an image simulator that uses a succession of Monte Carlo routines to model the passage of information-carrying quanta from one image-forming stage to another. Since the image simulator was based on all of the random processes leading to the formation of an image, both signal and noise are propagated accurately through each of the components of a linear imaging system. The images obtained from the image simulator represent the image quality encountered in real prototypes, as long as the specifications of each component of the real prototype are respected. Thus, the image simulator determines the visual impact of proposed changes to the components of an existing imaging system without having to spend the time, money, and effort in modifying or building a prototype. Furthermore, visual impact is directly assessed without having to resort to the determination of MTFs, NPSs, and DQEs.
With the image simulator, we first observed the step-bystep formation of an image by an existing video-based portal imaging system. The images shown in Fig. 3 demonstrate how the low x-ray detection probability reduces contrast and how the severe secondary quantum sink affects the quality of the final image. Nevertheless, the comparison of panels ͑a͒ and ͑b͒ reveals that most of the information contained in panel ͑a͒ is reproduced in panel ͑b͒. Only structures of contrast less than or equal to 5% or of size comparable to the pixel size ͑0.75 mm͒ are lost, despite significant mottle due to energy absorption noise. Comparing images ͑b͒, ͑c͒, and ͑d͒ visually demonstrates the significant losses occurring in the optical chain.
The highest feasible improvement in the efficiency of the optical chain of the portal imaging system is the replacement of the mirror, lens, and TV camera by an amorphous silicon array. For the components simulated in this study, the fraction of light quanta collected to form an image increases from 0.000 96 to 0.62, 6 thereby eliminating the secondary quantum sink for most spatial frequencies of interest. Removing the secondary quantum sink means that there are more than enough quanta to maintain the information detected by the copper plate/phosphor screen. Figures 4 and 6 show that increases in the efficiency of the optical chain are worth pursuing. Since the commercial introduction of amorphous silicon arrays, most accelerator manufacturers have abandoned video-based technology. The noise and spatial resolution characteristics of these devices are satisfying, 4 even though improving the x-ray detection efficiency has been shown to be the most efficient way to improve image quality. 3 Accelerator manufacturers have adopted Lanex Fast Back phosphors coupled to 1 mm Cu plates to detect x rays. Such components were used because they are readily available. Nevertheless, panels ͑c͒ and ͑d͒ in Fig. 6 show clearly that increasing the x-ray detection probability increases the detectability of low-contrast structures since more of the information contained in the incident x-ray beam contributes to the final image. 6 The elimination of the difficulties encountered in the manufacturing of thick phosphors should be pursued to achieve better image quality.
Our image simulator experiments give us an immediate visual feedback of the effect of scatter on portal images. Figure 8 shows that the 358 mg/cm 2 copper plate/phosphor screen detects many more scatter x rays: the detection efficiency of the detector is 1.9 times higher for scatter than for primary x rays, despite the fact that the copper plate filters out some of the lower energy scatter. However, scattered x rays which interact with the detector deposit less energy, and therefore produce, on average, bursts of light which are 0.56 times as bright as those produced by primary x rays. Since these two effects approximately cancel each other, one would expect the ''noise'' introduced by scattered radiation to be equal to the noise in the final primary image when the SPR approaches 1. From Fig. 9 , our simulations show that, below a scatter-to-primary ratio of 20%, scatter has a negligible visual impact on the final portal image. Fortunately, the SPR is about 15%-20% in the clinical environment, 27 well below this 20% limit. Note that our simulations do not account for the radial dependence of scatter, which smoothly reduces as one approaches the edge of the field. 32 Nevertheless, since the visual impact of scatter is small in the clinical situation, we expect that the visual impact of the radial dependence of scatter to be small. While not visually distracting for clinical portal imaging, scattered radiation hinders portal dosimetry. 33 One may modify the x-ray detector to reduce or eliminate scatter for portal dosimetry purposes. Careful consideration of the visual impact of such modifications can then be performed using our image simulator.
Combined with an extensive number of publications on fully characterized imaging systems or components, our simulator can be used to save considerable time and effort in the process of designing imaging systems, including those used in diagnostic radiology. With appropriate Monte Carlo codes, 12 several physical aspects of the imaging environment can be modeled and incorporated in our simulator. Experiments that usually take months ͑if not years because of negative results͒, now can be accomplished virtually in a period of weeks, shortening development time by selecting components with desirable characteristics.
VI. CONCLUSIONS
We have written Monte Carlo code to evaluate the visual impact of changes in imaging system design and tested the code for a portal imaging system. Our code was used to propagate an x-ray fluence through each component of a video-based portal imaging system. This system was modeled as a cascade of eight stages. Virtual experiments were performed to assess the visual impact of minor and major modifications to the imaging system, and we found that the secondary quantum sinks were so severe that slight improvements in the efficiency of the optical chain of the system improves image quality significantly. We have also used the image simulator to examine the visual impact of the imaging environment. Specifically, virtual experiments were performed to assess the visual impact of controlled amounts of scattered radiation. We found that there was no improvement in reducing the scatter-to-primary ratio below 20%; the SPR encountered in the clinical environment is already below this limit.
Our model was able to identify components in the imaging chain that would demonstrate the largest visual improvement. Thus, one can assess the visual impact of changing components in any imaging chain, by changing appropriate PDFs, without the investment of time, effort and money involved in building a prototype.
