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ABSTRACT 
Riparian buffers have been introduced as a means of decreasing nitrate concentrations 
and other nutrients in surface and subsurface runoff from agricultural and human activities. 
In order to dete1mine the controlling factors for riparian buffers to remove nitrate from 
groundwater, the configuration of the groundwater flow system and the geological units that 
affect flow must be understood. The goal of this study was to use groundwater flow models 
calibrated with existing data to detetmine possible hydrogeologic controls on the 
effectiveness of different ripatian buffers within groundwater systems with different 
thickness and extents of alluvial and glacial units. 
A steady-state, finite-difference, groundwater flow model was constructed to simulate 
groundwater flow in cross section profile at the Risdal North site in the Bear Creek 
watershed. The profile was 01iented parallel to the direction of groundwater flow in the 
alluvium adjacent to the Bear Creek. The simulated profile was 155 m long and 1 row wide, 
and discretized into 62 columns and 14 layers (646 active cells). Four generalized model 
zones representing unoxidized (unweathered) till, oxidized (weathered) till, loam and sand 
were assigned hydraulic conductivity (K) values obtained from previous studies. Recharge 
rate was assumed to be 10 percent of mean annual precipitation of 82.9 cm (32.7 in) and 
applied on the top layer. The groundwater divide and the basal boundary were assumed to be 
no-flow boundaries. Bear Creek was represented by a general head-dependent boundary. 
The USGS finite-difference model, MODFLOW was used to simulate hydraulic head and the 
water table. Trial-and-error calibration was performed to obtain the preliminary parameters, 
and the final optimal parameters were obtained by UCODE and PEST simulations. 
Calibration results showed good match between observed heads and simulated heads with a 
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Mean Absolute Difference 0.065 m. Discharge to Bear Creek was 0.035 m3/day based on 1 
m buffer length and was similar to estimated in previous studies. The mass balance 
difference was 0.03 percent. 
The USGS particle-tracking code, MODPATH was used to track particles in the 
groundwater flow system. Forward and backward particle tracking were performed to 
identify flow paths of the model and determine residence times and the source of water 
contributing to Bear Creek. Six particles were tracked backward from the creek and the 
results showed that the average residence time was 94 days in the buffer. The source of 
groundwater contributing to Bear Creek ranged from distances of 8 to 137.5 m from the 
creek. 
Eleven generic models were constructed to assess the effects of geo logy on groundwater 
flow and residence times. The models used parameters of the calibrated model at the Risdal 
North site and hypothetical geologic conditions based partly on previous studies at the 
buffers. The geo logic conditions beneath the buffer included all loam, all ti ll , all sand, and 
geologic conditions similar to the Risdal South, Strum, RRS, LSW, TE, JRS, and LSE sites, 
and Risdal North site (inc luding a confining unit and a limestone aquifer). Results indicated 
that loam beneath a buffer had long residence time and supported the shallowest water table. 
Till beneath the buffer showed the shortest residence time. Sand or limestone beneath the 
buffer produced a deep water table. Based on these results, if long residence times and 
sha llow water table are favorable for denitrification, loam beneath the buffer might provide 
the best hydrogeologic setting for removal of nitrate from groundwater. 
INTRODUCTION 
Riparian Buffers 
In the Midwestern United States, fertilizers and pesticides are widely used for increasing 
the productivity of croplands; this results in agricultural chemicals entering the streams and 
polluting surface water and groundwater. Nonpoint-source (NPS) contaminants pose 
potentially serious environmental and public health hazards. Conventional, in-field 
management apparently is not enough to reduce NPS contaminants from surface water and 
groundwater (Dinnes et al., 2002). Consequently, public agencies have tried to improve 
traditional pollution-control efforts by utilizing landscape buffers as off-site sinks for 
contaminants (Schultz et al., 1995). Riparian bufTers have been promoted as a means of 
decreasing nitrate concentrations and other nutrients in surface and subsurface runoff from 
agricultural activities (Warwick et al., 1988; Cooper, 1990; Hanson et al., 1994; Schultz et al., 
1995; Hill, 1996; Gold et al., 1998; Simpkins et al., 2002; Lowrance et al., 2002; Lee et al., 
2003). Not only can riparian buffers remove NPS contaminants from surface water and 
groundwater, but they also can improve streambank stability, reduce downstream flooding, 
create wi ldlife habitat, and store carbon (Schultz et al., 2004). A multi-species riparian buffer 
(Figure 1) is an example of a three-zone system consisting of a managed woody zone of trees 
adjacent to the water body to stabilize the bank and provide a large carbon and nitrogen sink, 
a managed woody zone of shrubs to provide multiple stems and woody roots, and a zone of 
grasses with or without forbs to slow surface water entering the buffer and add carbon to 
improve soil structure (Schultz et al., 2004). 
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Purpose and Scope 
The effectiveness of a riparian buffer to remove nitrate from surface water and 
groundwater may depend on a variety of factors including surface topography, stratigraphy of 
geological units, geochemical environment, hydraulic properties of different units, the 
composition of the vegetation, and age of the buffer ecosystems. In order to determine the 
factors controlling the ability of riparian buffers to remove nitrate from groundwater, the 
configuration of the groundwater flow system and the geological units that affect flow must 
be understood. In this study, a groundwater flow model was constructed at the Risdal North 
site (Johnston, 1998) in the Bear Creek watershed. Flow was simulated in profile along a 
groundwater flow line. The model was calibrated with existing hydraulic head data to 
determine the optimal hydraulic parameters for this site. The groundwater flow paths and 
residence time in the buffer were determined by using particle-tracking analysis. Finally, a 
set of generic models was constructed to determine possible hydrogeologic controls that 
influence the effectiveness of different riparian buffers in removing nitrate from groundwater 
within groundwater systems with different thickness and extents of alluvial and glacial units. 
Previous Work 
Mechanisms of Nitrate Removal 
Three processes may be involved in the decrease of nitrate concentrations in 
groundwater within riparian buffer zones. These include uptake by vegetation root systems 
(Haycock et al., 1993; Addy et al., 1999; Tufekcioglu et al., 1999), dilution of groundwater 
with another source of water (Altman et al., 1995; Spear, 2003), and groundwater interaction 
with soil microbes (denitrification) (Groffman et al., 1991; Hill, 1996; Andress, 1999; 
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Wineland, 2002; Spear, 2003). 
Uptake ofN03-N by vegetation depends on the rooting depth of plants, the elevation of 
the water-table, and the length of the growing season (Haycock et al., 1993; Spear, 2003). 
Dilution can reduce N03-N concentrations in groundwater by the mixing of groundwater 
with another source of water contain ing a lower concentration ofN03-N, such as 
precipitation, upgradient stream/groundwater, and bank storage water (Spear, 2003). 
However, the process of denitrification has been widely identified to be one of the most 
important mechanisms of nitrate removal and improvement of water quality in riparian buffer 
zones (Hill, 1996; Andress, 1999; Mengis et al., 1999; Spruill , 2000; Wineland, 2002; Spear, 
2003). Assuming N03 is present, there are three basic requirements for denitrification: a 
microbial denitrifier population, low concentration of dissolved oxygen, and available 
organic carbon or a reduced inorganic species such as Fe2+, Mn2+, or s2• (Puckett, 2004). 
During this process, nitrate (N03) is reduced to nitric oxide (NO) and nitrous oxide (N20), 
which may be further reduced to molecular nitrogen (N2) (Groffman et a l., 1991; Hi ll, 1996). 
Effects of Hydrogeologic Factors on Nitrate Removal 
Buffer efficiency is enhanced under conditions of long residence time and geology that 
confines the flow of nitrate-rich groundwater to the shallow depth beneath the buffer, where 
ava ilable organic carbon is plentiful and dissolved oxygen concentrations are low (Andress, 
1999; Hill et al. , 2000; Macquarrie et al., 2001; Wineland, 2002; Simpkins et al., 2002; Spear, 
2003; Chen et al., 2004; Spruill, 2004; Hill et al., 2004; Kellogg et al., 2004). Moreover, 
bedrock geology may be a good predictor of stream nitrate concentrations (Williard et al. , 
2005). Hill (1996) studied the hydrogeologic settings of different sites that remove nitrate 
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effectively and found that these sites had a similar hydrogeologic setting - the riparian zones 
had an impermeable layer below permeable surface soils and sediments. The impermeable 
layer produced sha llow subsurface flow with long residence time and extensive contact with 
the vegetation roots in the buffer area. Gold et al. (200 I) found that glacial outwash and 
alluvial settings showed more potential to enhance groundwater denitrification capacity 
because of their greater hydraulic conductivity values compared to a glacial ti ll setting. A 
conceptual model based on the upland permeable sediment depth and the topographic slope 
was developed to describe the hydrology of riparian zones at the landscape scale (Vi don and 
Hill, 2004). Deep limestone or sand aquifers beneath the riparian buffers may cause 
groundwater to bypass buffer processes and flow directly to the stream (Wineland, 2002; 
Simpkins et al., 2002). In some hydrogeologic settings where tile drains and ditches drain 
fields or where groundwater flows beneath organic-rich, riparian sediments, groundwater 
flow paths may pass below reducing conditions in a riparian zone and discharge nitrate-rich 
groundwater to streams (Puckett, 2004). 
Site Description and Investigation 
In 1990, the Agroeology Issue Team of the Leopold Center for Sustainable Agriculture 
at Iowa State University implemented a Riparian Management System (RiMS) in the Bear 
Creek watershed in central Iowa. Research activity was initiated along a I km reach of the 
creek on the private farm of Ron and Sandy Risdal. Since then, more than 11 km of buffers 
have been planted on farms upstream and downstream from that site, and these buffers range 
from 4 years (constructed in 200 I) to 15 years (constructed in 1990) of age. The project's 
long-term goal is to develop locally-acceptable, economically viable watershed management 
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systems that increase the sustainability of agriculture in the Midwestern United States as well 
as improve surface water and groundwater quality and the integrity of the aquatic and 
terrestrial ecosystems (Schultz et al., 1995). 
Researchers from several departments at Iowa State University have studied the 
geology, hydrogeology, and ecology of the multi-species riparian buffers. Research on the 
geology and hydrogeology of the multi-species buffer in the Bear Creek watershed was 
conducted under buffers with three different geological and hydrogeologic conditions (Ryan, 
1993; Johnston, 1998; Simpkins et al., 2002; Wineland, 2002), fate and transport of nitrate in 
groundwater within three different types of riparian buffers (Andress, 1999; Wineland, 2002; 
Spear, 2003), innovative groundwater sampling to optimize placement of future buffers in the 
watershed (Wineland, 2002), and app lication of an ana lytic element model to understanding 
groundwater flow and nitrate flux in the watershed (Fowle, 2003). 
Hydrogeologic Setting 
The Bear Creek watershed is located in central Iowa (Figure 2). Bear Creek, a third-
order stream, is a tributary of the South Skunk River which eventually flows to the 
Mississippi River. The watershed is 7656 ha in size with more than 85 percent of the acres in 
a corn and soybean rotation. It lies within the Des Moines Lobe region (Figure 3) and along 
the Altamont moraine (Figure 2). Most of the watershed consisted of native prairie and 
wetlands before 1850. With the increase in agri cultural cultivation, the watershed underwent 
a conversion from native vegetation to row-crop system. As a result, surface water flow and 
hydrogeology in this watershed have been changed dramatically. 
The bedrock geology in this watershed consists of Mississippian limestone, sandstone, 
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and shale. Bedrock is overlain by Quaternary Alden and Morgan Member till of the Dows 
Formation. Till is the most dominant deposit of the Des Moines Lobe in north central Iowa. 
Within the Dows Formation till, usually there are two parts including oxidized (weathered) 
till and unoxidized (unweathered) till, with the hydraulic conductivity (K) of unoxidized till 
up to 2 orders less than that of oxidized till (Simpkins et al., 1993; Seo, 1996). The DeForest 
Formation is composed of the Gunder (loamy to coarse sand) and Roberts Creek (loam) 
Members (Simpkins et al., 2002). 
At the Risdal North site (Figure 4), DeForest Formation alluvium and Dows Formation 
silty sand and fine gravel (termed sand in the thesis) overlie Dows Formation till. Dows 
Formation till then overlies the Mississippian limestone, which underlies the entire site. The 
Dows Formation till and weathered Mississippian limestone act as a confining unit and create 
a local flow system that drives groundwater horizontally to the creek. Consequently, the 
Dows Formation sand and Gunder Member Formation sand comprise the water-table aquifer, 
and the Mississippian limestone is the confined aquifer at the Risdal North site (Johnston, 
1998) (Figure 5). 
Hydraulic Conductivity Values 
Hydraulic conductivity (K) values of alluvial sediments and sandstone and limestone 
aquifers in the watershed have been estimated in previous studies. Ryan (1993) estimated the 
K values for different units of the riparian buffer, and found the geometric mean values of 9.5 
x 10-7 mis for limestone, 4.0 x 10-6 mis for sandstone, 7.6 x 10-7 mis for till, and 2.9 x l 0-6 
mis for alluvium. Johnston (1998) estimated K values in the alluvium along Bear Creek to 
be 1.7 x 10·5 mis from slug tests. Wineland (2002) estimated K using a falling head test in 
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the multi-level piezometers and particle size analysis. His K results ranged from 1 x 10-5 to 1 
x 10-3 mis. Additionally, Fowle (2003) constructed a two-dimensional, analytic clement 
model to simulate groundwater flow in the Bear Creek. She used a K value for Bear Creek 
alluvium of 3.18 x 10-5 mis in the model (Table 1). 
Groundwater Discharge to Bear Creek 
Discharge to Bear Creek has also been estimated in previous studies. Caron (1994) 
estimated the discharge by using Darcy's Law, and found a range from 22.7 to 283.2 m3/day 
based on a 737 m buffer length (0.031 to 0.384 m3/day based on a 1 m buffer). Johnston 
(1998) estimated the discharge to be 4.54, 3.39, and 3.39 m3/day for the Risdal North, Risdal 
South, and Strum sites based on a 90 m buffer length, respectively (0.050, 0.038, 0.038 
m
3/day based on a 1 m buffer length, respectively). Fowle (2003) estimated groundwater 
discharge using the GFLOW model and found values of 47.0, 40.8, and 110.4 m3/day for the 
Risdal North, Risdal South, and Strum sites based on a 90 m buffer length, respectively 




Three different buffers were estab li shed within the Bear Creek watershed (Figure 4). A 
cool-season grass buffer was already present at the Risdal North site. Multi-species buffers 
were constructed in 1990 at the Risdal South site and in 1994 at the Strum site. In 1996, 
thirty-eight water-table monitoring wells were installed among the three sites by Johnston 
( 1998). These wel ls were constructed of 5.08 cm diameter, schedule 40, PVC pipe with 1.22 
m long screened intervals, 0.051 cm slot. The wells were finished within both the Roberts 
Creek Member and Gunder Member alluvium (Johnston, 1998). Furthermore, three stilling 
wells were installed at the sites to measure the creek stage. The stilling wells were 
constructed by carving a slot into the stream bank and inserting an L-shaped PVC pipe into 
the slot, with one end of the pipe open to the creek and the other end at the bank for 
measurement (Johnston, 1998). 
At the Risdal North site, there are three transects of nine wells approximately parallel to 
groundwater flow paths, which are the west transect R39 through R2 to R8, the center 
transect Rl through R7 to R12, and the east transect R9 through R41 to R40. A stilling well 
named as SWRN was installed at the Risdal North site to monitor the creek stage. The well 
numbering scheme and transect designations at the Risdal North site in the Bear Creek 
watershed are shown in Figure 6. 
Monthly measurements of water-level in wells were taken by using electric water- level 
tapes. The precision of the tape is ± 1 cm. Depth from the top of well to the water level was 
measured in the wells. Absolute elevations for these wells were obtained by using a survey-
grade Global Positioning System (GPS). Hydraulic head was determined by subtracting the 
9 
water-level depth from the top of the well. These wells were finished within the shallow 
unconfined aquifer at the Risdal North site. Because the vertical hydraulic heads of wells at 
depth were nearly equal, the hydraulic head from each well probably represented the water 
tab le in that location. Water-table maps show that groundwater flows from the adjacent crop 
field through the buffer and to Bear Creek (Figure 7). Water levels from each monitoring 
well from June 1996 to March 2005 are shown in Appendix A. 
Groundwater Modeling 
MODFLOW 
Numerical solutions are widely used in groundwater flow modeling. In general, finite-
difference and finite-element methods are the two most widely used methods to solve 
groundwater flow problems. The finite difference solution requires that the domain be 
discretized. The hydraulic head in each grid cell is then so lved by a matrix equation 
produced from a set of algebraic finite-difference equations. 
In 1988, the U.S. Geological Survey developed a three-dimensional, finite-difference 
groundwater flow model known as MODFLOW (McDonald and Harbaugh, 1988). There 
have been three versions of MOD FLOW: MODFLOW-88, MODFLOW-96, and 
MODFLOW-2000. The modular structure ofMODFLOW consists of a main program and a 
series of highly-independent modules, and these modules are grouped in packages. Some 
packages are used to deal with a specific feature of the flow system such as STR I 
(Streamtlow Routing Package) and TT X 1 (Transient Leakage), and other packages are used 
to solve the linear equations with a specific method such as the SIP (Strongly Implicit 
Procedure) and PCG2 (Preconditioned Conjugate Gradient) (Harbaugh et al., 1996; Batelaan 
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et al., 2004). MODFLOW can simulate steady and transient flow in irregularly shaped flow 
systems in which aquifer layers can be confined, unconfined, or a combination of confined 
and unconfined. Moreover, MODFLOW can simulate the flow from external stresses, such 
as recharge, evapotranspiration, flow to pumping wells, and flow through river beds 
(Harbaugh et al., 1996; Hunt et al., 2000). 
Profile Model 
Profile models are useful when vertical groundwater flow is important to the overall 
flow system. In general, we can simplify three-dimensional models to two-dimensional 
models along a profile. When a three-dimensional model is used to simulate a profile, the 
proti le model can be cut out of the three-dimensional grid in one of two ways. The model 
may have one layer which is used in layer orientation and turned sideways, or the model may 
contain one vertical sl ice and used in cross-sectional orientation (Figure 8). The thickness of 
the profile is set equal to one unit thick. 
Cross-sectional orientation profile models have been used to interpret groundwater flow 
systems, and to determine the effects of geologic condition on groundwater flow systems 
(Helmke et al., 1993; Squillace, 1996; McMahon et al., 2004). In this study, a profile model 
was used to simulate the groundwater flow system at the Risdal North site. The orientation 
of the profile model must be along a flow line; i.e., there is no component of now at an angle 
to the profile because the profi le model cannot simulate components of flow at an angle to 
the cross section (Anderson and Woessner, 1992). Therefore, selecting the monitoring wells 
falling along a flow line is important to constructing a profile model. 
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The groundwater flow system in this study was assumed to be steady-state. The 
governing equation for the profile simulation is 
where h is the hydraulic head (L); Kx and Ky are the horizontal hydraulic conductivity 
values (LIT); Kz is the vertical hydraulic conductivity value (LIT); and R is the recharge rate 
(LIT). The vertical s lice orientation was used to construct the profile model. It used a three-
dimensional grid where ti Y was equal to the thickness of the profile, which was defined as 5 
meters. Because flow lines are parallel to the X-axis in Y-space, the profile model is 
effectively a two-dimensional vertical slice. 
The central transect R I through R7 to R l2 at the Risda l North site represented the 
direction of groundwater flow, thus a line through monitoring wells Rl , R7 and Rl2 to Bear 
Creek was selected (Figure 7). Boundary conditions were needed for the model. In general, 
physical boundaries and regional divides, such as impermeable body of rock or a large body 
of surface water, are first considered. When these houndari es are not available, hydraulic 
boundaries, such as specified head boundaries, specified flux boundaries, or head-dependent 
now boundaries, are introduced to mimic the type of flow desired in a portion of the larger 
problem domain (Anderson and Woessner, 1992). Based on the results of Fowle's (2003) 
two-dimensional, regional groundwater flow model, a groundwater divide should exist 
between the Bear Creek and the Long D ick Creek. A local topograph ic divide at the Risdal 
North site was identified us ing a topographic map of the Roland area (Figure 9). This 
topographic divide was also assumed as a local groundwater flow divide and a no-flow 
boundary for unconfined aquifer. Consequently, a line of cross section parallel to the 
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direction of groundwater flow (Fowle, 2003) from the local groundwater divide to the 
riparian buffer area was chosen (Figure 9). The approximate geology based on geo logy from 
the south side of the creek (Simpkins et al. , 2002) along th is flow line is shown in Figure l 0. 
The unoxidized till and weathered Mississippian limestone are the confining unit. Because 
the boundary condition for the bedrock aquifer (limestone and sandstone) was unknown, the 
bedrock aquifer was not considered in this model and the confining uni t was defined as no-
tlow boundary. 
The cross section simulated in this model was 155 m long, and was discretized into 62 
columns and 14 layers (646 active cells) (Figure 11). The base elevation of the model was 
316 m above sea level, and the top e levation of the model was about 323 m to 3 19.5 m based 
on the topographic grad ient. Four generalized model zones representing oxidized till, 
unoxidized till, loam and sand were assigned Kx (horizontal K) values from previous studies. 
Values of Kz (verti cal K) were one order of magnitude less than values of Kx (Table 3). 
A unifonn recharge rate was assigned to the top grid cells in the model domain. These 
ce lls were the uppermost layer in columns 1-8, the second layer in columns 9-16, the third 
layer in columns 17-24, the fourth layer in columns 25-32, the fifth layer in co lumns 33-40, 
the sixth layer in columns 41-46, the seventh layer in columns 47-50, and the eighth layer in 
columns 51-61 (Figure 11 ). The stage of Bear Creek was simulated by using a general head-
dependent boundary in column 62 at the 12th, 13th, and the 14th layers. 
For initial simulations, the recharge over the model was assumed as I 0 percent of the 
mean annual precipitation in this region (http://mesonet.agron.iastate.edu/climodat/). During 
the modeling period from June 1996 to March 2005, the average month ly precipitation was 
7.0 cm (2.72 in) and then the average annual precipitation was 82.9 cm (32.7 in). Thus, the 
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initial recharge rate used in this model was 8.29 cm/yr (3.27 in/yr). Vlachos (2000) used 8.4 
cm/yr as recharge rate to simulate the groundwater flow in the Walnut Creek Watershed, 
central Iowa. Moreover, Fowle (2003) used 8.12 cm/yr as recharge rate to establish a 
regional groundwater flow in the Bear Creek watershed. These values were similar, which 
indicated that the recharge rate used in this study was reasonable. 
After the boundary conditions were defined and the initial hydraulic parameters were 
ass igned, the groundwater flow model was run under steady-state simulation. Calibration 
and parameter estimation were then required to determine the optimal set of parameters for 
this groundwater flow model. 
Model Calibration 
Calibration of a flow model is a process whereby the model shows that it is capable of 
producing field-measured heads and fluxes - the calibration targets. Calibration is 
accomplished by finding a set of parameters, boundary conditions, and sink/source that 
produce simulaled heads and fluxes lhal match field-measured values within a preeslablished 
range of error (Anderson and Woessner, 1992; Reilly et al., 2004). Usua lly there are three 
ways to express the average difference between the simulated and measured heads: the mean 
error (the mean difference between the simulated heads and measured heads), the mean 
absolute error or mean absolute difference (the mean of the absolute value of the difference 
between the simulated heads and measured heads), and the root mean squared error (the 
average of the squared difference between the simulated heads and measured heads) 
(Anderson and Woessner, 1992). Common methods of finding model parameters to achieve 
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calibration include manual trial-and-error adjustment of parameters and automated parameter 
estimation. 
In this study, trial-and-error calibration was used first to determine the preliminary set of 
parameters, minimizing the sum of squared difference between observed data and simulated 
data (Figure 11). Then, a parameter estimation code, UCODE, was used to determine an 
optimal set of parameters that fit observed data best (Poeter and Hill, 1998). Another 
parameter estimation program, PEST, was used to ensure the accuracy of UCO DE simulation 
results (Doherty, 2004). 
Because the model was performed as steady-state, the average observed hydraulic heads 
of monitoring wells were used instead of monthly observed hydraulic heads. The average 
observed hydraulic heads of wells Rl , R7, Rl2 and SWRN from June 1996 to March 2005 
were 318.29, 317.54, 3 17.39 and 317.20 m, respectively. Eleven calibration targets were 
placed in the model. T5 represented the monitoring well Rl, T6 to T8 represented the 
monitoring well R7, and T9 to Tl 1 represented the monitoring well RI2. In this study, 10 
parameters were required to be calibrated, including 8 hydraulic conductivity values (Kx and 
Kz of four model zones), recharge rate and general head-dependent boundary conductance 
value. For the inverse simulation, UCODE or PEST program cannot estimate more 
parameters than observations. Therefore, four additional calibration targets Tl to T4 were 
assumed. These calibration targets were placed at the top of the model near the groundwater 
divide. Since these assumed targets were in the oxidized till layer, the selection of the head 
values of these targets was based on the water levels in s imilar oxidized till layers elsewhere. 
The average depth of shallow wells during the simulated period was 2.3 m (7.5 ft), and the 
ground elevations for targets Tl to T4 were 323 m, so the hydraulic heads of these calibration 
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targets were assumed to be 320.7 m. 
The model was run under steady-state conditions with the ass igned initial K values and 
recharge rate. Model results showed the difference between the simulated heads and the 
observed heads at the calibration targets as indicated by the calibration curve. Trial-and-error 
calibration (changing the hydraulic conductivity values and recharge rate) was performed to 
minimize this difference. After a preliminary simulation by using trial-and-error calibration, 
UCODE was used to determine the optimal parameters for th is model. 
The computer program UCODE is an inverse method performed to estimate parameters 
by using nonlinear regression. The nonlinear regression problem is solved by minimizing a 
weighted least-squares objective function with respe<.:t tu the parameter values using a 
modified Gauss-Newton method; the resu lting values are thought to be optimal (Poeter and 
Hill, 1998). According to the flowchart (Figure 12), the simulated values calculated using 
each parameter iteration are called unperturbed simulated values because they are calculated 
using the starting or updated parameter estimates, and then the unperturbed simulated values 
are subtracted from the observations and are ca lled residuals. The residuals are weighted, 
squared, and summed to produce the weighted least-squares objective function (Poeter and 
Hill , 1998). 
Before Phase I was executed in UCODE, the minimum and maximum values of 
hydraulic conductivity for each model zone and recharge rate were specified. In addition, the 
weights were assigned to the cali bration targets which reflect measurement errors. The 
weights produce weighted residuals that have the same units so that they can be squared and 
summed. The weights also increase the influence of observations that are more accurate and 
decrease the influence of observations that are less accurate (Hill , 1998). Genera lly, more 
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accurate measurements are weighted more heavily than relatively inaccurate measurements 
(Hill , 1998). In th is study, the weights were assigned to be l I CY; for each calibration target, 
where CY; was the standard deviation of the ith measurement, and the standard deviation was 
1 m for each target. Furthermore, different standard deviation values 0.5 m and 0.25 m for 
all targets were used to identify if the calibration results would he changed ubstantially with 
different weights. A tolerance convergence criterion (TOL) was defined as 0.01. Phase 1 
was run to ensure correct program process ing, and any error in program input files would be 
detected and needed to be corrected before the next phase is executed. 
Then, Phase 22 was executed to determine the sensitivities, covariances and correlations 
for each parameter. The differences between perturbed simulated values and the unperturbed 
simulated values are used to calculate forward-difference sensitivities (Poeter and Hill, 1998). 
The purpose of sensi ti vity analysis is to quantify the uncertainty of the calibrated model 
introduced by the uncertainty of the estimated hydraul ic parameters, recharge, and boundary 
conditions (Anderson and Woessner, 1992). The sensitivities of the simulated va lues to the 
parameters are expressed as: 
ss .. = ( ay; Jb.ol12 
I) ab. J II 
J 
where, 
SSij is the scaled sensitivity; 
Yi' is the simulated va lue which corresponds tu the ith observation; 
bj is the jth estimated parameter; 




bis a vector containing the parameter values at which the sensitivities are evaluated; 
ii is the weight of the ith observation. (Hill, 1998). 
Additionally, in order to indicate the sensitivity for the estimation of each parameter, 
composite scaled sensitivities are calculated by using the scaled sensitivities fo r all 
observations. The composite scaled sensitivity for the jth parameter, cssj, is expressed as: 
where, 
ND 1s the number of observations being used in the regression and the quantity m 
parentheses equals the scaled sensitivities. (Hill, 1998). 
Afier compos ite scaled sensitivities were calculated and significant parameters were 
estimated through Phase 22, Phase 3 was executed to obtain the final optimal parameters. 
During Phase 3, UCO DE calculated the optimal parameters with the lowest sum of squared 
weighted residuals. The weighted least-squares objective function S(b) used in UCODE can 
be expressed as : 
NO 2 NPR 2 
s ( b) = L (1); [ Y; - y; ( b) J + L (1) p [pp - p; ( b) J 
i=I p =I 
where, 
b is a vector contain ing values of each of the NP parameters being estimated; 
N D is the number of observations; 
NPR is the number of prior information values; 
N P is the number of estimated parameters; 
Yi is the ith observation being matched by the regression; 
Yi'(b) is the simulated value which corresponds to the ith observation; 
Pp is the pth prior estimate included in the regression; 
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Pp'(b) is the pth simulated value; 
i is the weight for the ith observation; 
P is the weight for the pth prior estimate (Hill, 1998). 
After parameters were estimated by UCODE, PEST, the parameter estimation program, 
was run to determine another optimal set of parameters. PEST is also a nonlinear parameter 
estimation package that decreases the discrepancies between observations and simulated 
values to a minimum in weighted least squares (Doherty, 2004). Before PEST was executed, 
the minimum and maximum values of hydraulic conductivity for each model zone and 
recharge rate were specified. The objective function criterion was defined as 0.0 I. Unlike 
UCODE simulation, no parameters were removed in PEST calibration. PEST was executed 
to determine another optimal set of parameters and calculate the correlation coefficients 
among those parameters. Presumably, if the two parameter estimation programs produced 
the same calibration results, the parameters would be optimal parameters for this model. 
Otherwise, further research would need to be performed to determine which set was more 
reasonable for this model. 
Residuals and sensitivities are used to perform parameter-estimation iteration. The last 
step of parameter-estimation iteration is to compare two quantities, the changes in the 
parameter values and the change in the sum-of-squared-weighted residuals against 
convergence criteria (Poeter and Hi II , 1998). The parameter values are assumed to be the 
optimal parameter values until the changes are small enough and parameter estimation 
converges. These values have produced the best possible match between the simulated and 
observed data obtained from the weighted least-squares objective function (Poeter and Hill, 
1998). When the calibration process and sensitivity analysis are complete and the optimal 
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hydraulic parameters are determined, the calibrated model can be used to make predictions. 
Advective Transport and Particle Tracking 
After the MODFLOW simulations, particle tracking was performed by MODPATH. 
MODPATH is a three-dimensional code which uses the results from MODPLOW. Particle 
paths are computed in MODPATH by tracking particles from one grid to the next grid until 
the particle reaches a boundary or a sink/source (Anderson and Woessner, 1992). Tn addition 
to computing particle paths, MOD PATH also can compute the traveling time of particles 
moving through the system. 
Contaminants are transported in groundwater by advection, i.e. , the movement of a 
solute at the speed of the average linear velocity of groundwater (Anderson and Woessner, 
1992). The average linear velocity 
Kl V=--
n,, 
V =Average linear velocity (LIT) 
K = Hydraulic conductivity (LIT) 
I = Hydraulic gradient 
ne =Effecti ve porosity 
was used to determine the rate of particles traveling in groundwater using hydraulic gradient 
and hydraulic conductivity values. 
Effective porosity is less than the total porosity. In this study, effective porosity for 
unoxidized till was assumed to be 0.00061 based on fracture porosity from the Cubic Law 
and a tracer test using a Bemis till core from Walnut Creek (Helmke, 2003; Helmke et al., 
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2005). Effective porosity for oxidized till was assumed to be 0.005 based on fracture 
porosity from the Cubic Law and a tracer test using an Algona till core from Walnut Creek 
(Helmke, 2003; Helmke et al., 2005). Effective porosity for loam was assumed to be 0.05 
based on the breakthrough curve of field Tracer Test 2 at the Risdal North site using data 
from multilevel MS7 (Andress, 1999) and the model calibrated K value for the Risdal North 
site in this study. Effective porosity for loam was assumed as 0.11 based on the 
breakthrough curve of field Tracer Test 2 at the Risdal North site using data from multilevel 
MS7 (Andress, 1999) and the model calibrated K value for the Risdal North site. Effective 
porosity for limestone was assumed to be 0.1, and effective porosity for confining unit 
(unoxidized till and weathered Mississippian limestone) was assumed to be 0.0001. 
Residence times were calculated using the equation: 
where, Tis the residence time (T); Dis the particle traveling distance (L); V is the average 
linear velocity (LIT). Generally there are two kinds of tracking methods - forward particle 
tracking and backward particle tracking. Forward particle tracking is performed to trace the 
particles along path lines. Backward particle tracking is used to identify a capture zone for a 
well or a surface water body (Anderson and Woessner, 1992). Both tracking methods can 
calcu late residence times of pa1iicles by MODPA TH. 
Generic Modeling 
In order to determine the buffer effectiveness of the different groundwater systems to 
changes in the thickness and extent of alluvial units, a set of generic models was constructed. 
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Generic models are used to analyze flow in hypothetical hydrogeologic systems and are 
useful to formulate regulatory guidelines for a specific region and as screening too ls to 
identify regions suitable or unsuitable for some proposed action (Winter, 1976; Carse! et al., 
1988; Anderson et al., 2002). In this study, different hypothetical hydrogeologic systems 
beneath the buffer were simulated, including all loam, till, and sand, and geologic conditions 
similar to the Risdal South, Strum, RRS, LSW, TE, JRS, and LSE sites of Wineland (2002) 
(Figure 4). The geologic conditions at the Risdal South, Strum, RRS, and JRS sites were 
based on the boreholes in the middle of the buffer, and the geologic conditions at the LSW, 
TE, and LSE sites were based on the boreholes at the creek side of the buffer. Moreover, a 
generic model using the geologic condition at the Risdal North site including the confining 
unit (unoxidized till and weathered Mississippian limestone) and underlying limestone 
aquifer was constructed (Figure 14). 
The calibrated model at the Risdal North site was defined as Model 0. The generic 
models with all loam, till, and sand beneath the buffer were defined as Models 1, 2, and 3. 
The generic models with geologic conditions at the Risdal South, Strum, RRS, LSW, TE, 
JRS, and LSE sites were defined as Models 4, 5, 6, 7, 8, 9, and I 0. The generic model 
including the confin ing unit and limestone aquifer was defined as Model 11. Moreover, at 
the right side of model 11, a head-dependent boundary was assumed in the loam, sand, 
confin ing, and limestone units to produce groundwater flow simi lar to the actual flow 
system. Results of the generic models showed the configuration of flow paths and residence 
times for particles traveling in each flow system. The different residence times were used to 
suggest potential effects of different hydrogeologic systems on buffer effectiveness. 
Trial-and-Error Calibration 
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RESULTS AND DISCUSSION 
MODFLOW Simulations 
The groundwater flow model was run under steady-state conditions using the initial K 
values of the four different model zones and the recharge rate of 8.29 cm/yr. Because the 
sum of squared differences was very large between the observed heads and simulated heads 
by these initial parameters, calibration by trial-and-error was initiated. Based on the range of 
prior K values of different geologic units obtained from previous studies (Ryan, 1993; 
Johnston, 1998; Wine land, 2002; Fowle, 2003), many sets of hydraulic parameters were 
applied to this mode l to match the observed heads and simulated heads best. 
The parameters from trial-and-error calibration were different from the fi eld values, 
especially the K values of oxidized till and unoxid ized till (Table 3). Field K measurements 
generally showed that Kx of oxidized ti ll was about l 00 times of that of unoxidized till 
(Simpkins et al., 1993; Seo, 1996). However, the model results using field K va lues (F igure 
15) showed that the water table was higher than land surface and that an improbably large 
hydraulic gradient ex isted from the right section of oxid ized till into the loam. Values ofK 
used in the trial-and-error calibration acted to lower the water table and decrease steepness. 
The assumption of no-flow boundary at the groundwater divide may also affect the accuracy 
of the water table at the groundwater divide and thus further affect the who le groundwater 
tlow system. 
The trial-and-error calibration showed some differences between the simulated heads 
and the observed heads with a mass balance difference between the recharge and di scharge of 
0.03 percent (Table 4). Because the sum of squared differences for the calibration targets and 
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the mass balance difference were not large, further parameter optimization was perfonned 
using UCODE and PEST. 
Parameter Estimation and Optimization 
Using the parameters derived from trial-and-erTor calibration, Phase 1 of UCO DE was 
first executed to ensure correct program processing. Then, Phase 22 was executed to 
determine the sensitivities, covariances and correlations for each parameter. The composite 
scaled sensitivities for each parameter were calculated (Figure 16). Composite scaled 
sensitivities less than 0.0 I times the largest value show parameters with much less 
information, which indicates that these parameters are more difficult to estimate by 
regression and should be removed in further Phase simulation (Poeter and Hill, 1998). In this 
study, R, Kx of unoxidized till and loam, and Kz of unoxidized till and loam showed more 
influence on the model calibration. Correlation coefficients among all these parameters were 
also calculated at this phase (Table 5), which indicate whether the estimated parameter values 
are probably unique. For any set of paramt:lt::r values, absolute correlation coefficient values 
larger than 0.95 may indicate that two or more parameters cannot be estimated uniquely (Hill, 
1998). For the parameters in this study, all correlation coefficient values were significantly 
less than 0.95, which indicated that unique parameter values can be estimated. Therefore, 
composite scaled sensitivities were calculated and significant parameters were estimated 
through Phase 22. Phase 3 was executed to obtain the final optimal parameters. Because Kx 
of oxidized till and sand, K2 of oxidized till and sand, and the GHB conductance value were 
not important to the regression, these parameters were removed and not estimated in Phase 3. 
During Phase 3, UCODE calculated the optimal parameters with the lowest sum of 
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squared weighted residuals. The result of Phase 3 showed that the optimal parameters were 
found on iteration number zero, which indicated that the parameters from trial-and-error 
calibration were actually the optimal parameters. The correlation coefficients among these 
five parameters were also significantly less than 0.95 (Table 6); thus, these parameters can be 
regarded as uniquely estimated. Furthermore, the calibration results showed the same 
optimal set of parameters with different weights for calibration targets indicating that choice 
of weights did not influence the results significantly (Appendix B). 
The PEST program was executed after parameter estimation by UCODE program. The 
ten parameters were estimated and the calibration results also showed the same optimal 
parameters as those by UCODE program (Appendix C). Thus, these parameters were 
regarded as the fina l optimal parameters (Table 3). 
The groundwater flow model was then simulated with the updated model parameters. 
The model result showed the differences between simulated heads and observed heads (Table 
7; Figure 17). The mass balance error (difference between the recharge to this area and the 
discharge to Bear Creek) was 0.03 percent (Figure 18), which indicated the results of 
calibration are reasonable (Appendix D). Groundwater discharge to Bear Creek was 
calculated to be 0.035 m3/day based on a 1 m buffer length. This va lue was similar to 0.031 
to 0.384 m3/day by Caron ( 1994), and 0.050 m3/day by Johnston ( 1998). However, the 
discharge value (0.522 m3/day) from GFLOW model (Fowle, 2003) was almost an order of 
magnitude higher than the others. This may be due to a scale effect because GFLOW 
simulation was a regional sca le model. After the ca libration process was complete and the 
optimal parameter va lues were obtained, the results from MODFLOW simulation were used 
to produce equipotential lines (Figure 19). Equipotential lines were closest in the junction 
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area between unoxidized till and sand, indicating a steep hydraulic gradient. The water table 
lay mainly below the loam unit in the buffer, which was consistent with other research by 
Andress ( 1999). The hydraulic gradient in the buffer was 0.055. 
Particle Tracking 
Forward particle tracking was performed on particles placed at the water table to trace 
these particles along path lines. The results indicated that groundwater flows through the 
riparian buffer and towards Bear Creek (Figure 20). Flow lines in the oxidized ti ll were more 
horizontal than those in the unoxidized till because oxidized till had higher K values. Flow 
lines in the sand unit were almost horizontal. 
Backward particle tracking was performed to identify the groundwater flow system 
which contributed water to Bear Creek. Six hypothetical particles (A, B, C, 0, E, and F), two 
per grid cell, were placed at column 62 at the 12th, 13th, and 14th layers (Figure 11 ). The 
average residence times were 94 days in the buITer itself (Table 8) and 11 5 days through the 
entire flow system (Table 9). This residence time was s imilar to l 06 days estimated by 
Johnston ( 1998) at this s ite (Table l 0). The sources of water contributing to particle A, B, C, 
D, E, and F were about 8 m, 27.5 m, 52.5 m, 80 m, I 08 m, and 137.5 m from the creek 
(Figure 21). 
Generic Modeling 
Generic models were constructed to determine the effects of geologic conditions on 
groundwater flow and residence times. Parameters of the calibrated model and some 
geologic conditions similar to those in Johnston ( 1998) and Wineland (2002) were used. In 
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order to make the calibrated model run under these geologic conditions, some parameters can 
be changed slightly to produce reasonable model results. These parameters included R, K 
va lues of unoxid ized till and oxidized till units, the creek stage and the GHB conductance 
va lue. Boundary cond itions were different for these geologic conditions, so the creek stage 
and GHB conductance value were the first changing values. If there was no sand unit 
beneath the buffer, the creek stage and the GHB conductance value were both lower than 
those of the Risdal North site (Model 0). If there was a sand unit beneath the buffer, the 
creek stage and the GHB conductance value at the Risdal North site were used. Recharge 
rate ranged from 6.57 cm/yr to 9.13 cm/yr, which was 8 percent to 11 percent of mean annual 
precipitation used in the ca librated model. Because Kz was much less certain when 
compared to Kx of ti ll units, Kz was altered before Kx. However, Kz of till units were always 
smaller than the ir corresponding Kx. The generic models were run with the rev ised 
parameters for each model (Table 11 ). 
Generic modeling showed different configurations of flow paths and residence times 
(Figures 22 tu 32; Tables 8 and 9). When there was thick loam and no sand beneath the 
buITer, water tables were shallower in loam (See Models I, 7, and 8; Table 12). On the other 
hand, when there were thin loam and thick sand beneath the buffer, water tables fell into the 
sand unit and were deeper (See Models 3, 4, 5, 6, and 11 ; Table 12). Thus, the e levations of 
water table were dependent on the geologic units in the buffers. 
Groundwater res idence times in the buffer also di ffered between these generic mode ls. 
Models I, 3, 4, and 5 showed longer average residence times in the buffer than other models 
(Figure 33; Table 8). These results suggested that the presences of loam and sand increased 
res idence times. Models 2, 7, and 8 showed shorter average res idence times in the buffer 
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than other models (Figure 33; Table 8). These results suggested that the presence of till 
decreased residence times. It was also noted that the average residence times through the 
whole flow system had the same trend as those in the buffer (Figure 34; Table 9). 
The effectiveness of a buffer to remove nitrate may be favored by long groundwater 
residence time along flow paths and a shallow water table (Andress, 1999; Wineland, 2002). 
Model 1 showed a sha llow water table in the loam unit and longer residence time in the 
buffer, so loam beneath the buffer might produce the greatest ability to remove nitrate from 
groundwater. Model 2 showed the shortest residence time in the buffer, although it had high 
water table elevation in the till unit, so till beneath the buffer might have low ability to 
remove nitrate from groundwater. Models 3, 4, and 5 showed longer residence time in the 
buffer but deep water table in the sand unit, so nitrate removal in these geologic conditions 
may be difficult to predict. Geologic conditions of these models represented all sand beneath 
the buffer, and the geology at the Risdal South and Strum sites. In reality, nitrate 
concentrations decreases from the crop field to the creek at the Risda l South and Strum sites 
(Spear, 2003). Thus, some other factors may affect nitrate removal at the two sites besides 
long residence time and a deeper water table. Model 6 showed deep water table in the sand 
unit and medium residence time in the buffer, so the geologic condition at the RRS site may 
be not good hydrogeologic setting for the buffer to remove nitrate. Similarly, the geologic 
conditions at the LSW and TE sites may be also not good hydrogeologic settings because 
Models 7 and 8 showed high water table in the loam unit but shorter residence times in the 
buffer. Water tables appeared in the loam unit of Models 0, 9, I 0, and 11, and these models 
showed medium residence times in the buffer, which indicated that these geologic conditions 
may be helpful for the buffer to remove nitrate. Model 0 represented the calibrated model at 
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the Risdal North site, and previous research suggested there was a 68 percent reduction in 
nitrate from August 1996 to December 1998 (Spear, 2003). Thus, some other processes 
might be more effective at this site. 
Overall, based on that long residence time and shallow water table in the buffer are 
favorable to buffer function, loam beneath the buffer might be the best hydrogeologic setting 
for the buffer to remove nitrate because it showed long residence time in the buffer and the 
shallowest water table. Till beneath the buffer showed the shortest residence time, which was 
considered not good for buffer process. However, matrix diffusion may store NPS 
contaminants in the till matrix and thus these contaminants may not reach the creek (Helmke 
et al., 2005). Thus, till beneath the buffer might also prevent nitrate from reaching the creek 
because of shallow water table and matrix diffusion. Sand and/or limestone beneath the 
buffer showed deep water table, which might cause contaminants bypass the buffer process 
(Simpkins et al., 2002; Wineland, 2002). Consequently, thick loam and thin sand beneath the 
buffer would produce shallow water table and long residence time in the buffer, and thick 
sand beneath the buffer would produce deep water table. These results were similar to that 
estimated by Wineland (2002) (Figure 35). However, the conceptual model (Wineland, 2002) 
showed that till beneath the buffer produced long residence time, which was different from 
the results in this study. The main reason for the difference was that effective porosity values 
for till units were different in the two studies. 
29 
CONCLUSIONS 
A steady-state, finite-difference, groundwater flow model was constructed in profile at 
the Risdal North site in the Bear Creek watershed. The model was calibrated by 11 hydraulic 
head targets by trial-and-error, UCODE, and PEST simulations. Recharge rate calibrated in 
this model was 8.29 cm/yr (about I 0 percent of mean annual precipitation), which was 
similar to estimations by Vlachos (2000) and Fowle (2003). Calibration statistics showed 
good match between observed heads and simulated heads. Discharge to Bear Creek was 
0.035 m3/day based on a 1 m buffer length, which was similar to estimations by Caron (1994) 
and Johnston (1998). The mass balance difference between the recharge to this area and the 
discharge to Bear Creek is 0.03 percent, which indicated the results of calibration were 
reasonable. 
Backward particle tracking was performed to determine residence times in the buffer 
and through the enti re flow system, and to determine the source of water contributing to Bear 
Creek. The average residence time was 94 days in the buffer, which was similar to l 06 days 
estimated by Johnston ( 1998) at this site. The source of water contributing to Bear Creek 
ranged from distances of 8 to 137.5 m from the creek. 
The calibrated model was run under different hypothetical geologic conditions based on 
geology of previous studies (Johnston, 1998; Wineland, 2002). Long residence time and 
geology that confined the groundwater flow to shallow depth beneath the buffer appeared to 
favor denitrification (Andress, 1999; Wineland, 2002). Thus, based on these two criteria, 
loam beneath the buffer might be the best hydrogeologic setting for the buffer to remove 
nitrate because it showed long residence time in the buffer and the shallowest water table. 
Till beneath the buffer might also prevent nitrate from reaching the creek because of shallow 
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water table and matrix diffusion, although it showed the shortest residence time. Sand 
beneath the buffer might not be good to buffer effectiveness because it showed deep water 
table, which might make NPS contaminants bypass the buffer process. At the Risdal North, 
Risdal South, and Strum sites, residence times in the buffer were long but water tables were 
deep and into the sand units. However, seasonal recharge may raise the water table into the 
loam units. Previous studies suggested that nitrate concentrations decreased through the 
buffer at the three sites (Spear, 2003), so other factors might contribute to nitrate removal at 
these sites besides long res idence time and a deep water table. Residence time was 
dependent on the Kand effective porosity va lues of the units in the buffer, the water table 
gradient, and the width of the buffer. Thus, effective porosity value was very imp01tant in 
calculating residence times. 
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SUGGESTIONS FOR FUTURE WORK 
In order to make this groundwater flow model at the Risdal North si te represent the 
actual geologic conditions more accurately, more information may be included. First, water 
levels in the oxidized till unit at the groundwater divide should be known. Second, the model 
cali bration could be improved if there arc more monitoring wells between the groundwater 
divide and the riparian buffer. Third, the simulation may be improved if the limestone 
aquifer could be included in this model. Although the Dows Formation till and weathered 
Mississippian limestone act as the confining unit between the overlying and underlying units, 
the underlying limestone aquifer still connects with the overlying units (unoxidized till and 
sand). If there are several monitoring well s in limestone aquifer at the divide and along the 
now line, then the boundary conditions in the limestone aquifer at the divide and creek may 
be defined. The differences of calibrated and field-measured hydraulic parameters of the 
alluvial units may be improved by the approach. Moreover, uptake by vegetation 's root 
systems could be included in the model, perhaps as pumping wells (Quinn et al., 2001 ). To 
achieve this, the plant uptake rate and the elevation of water table should be studied. Finally, 
solute transport modeling could be included to s imulate nitrate transport beneath the riparian 
buffer and to simulate the denitrification process. 
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Table I. Hydraulic conductivity values for alluvium sediments, till, sandstone, limestone in 
the Bear Creek Watershed from previous studies. 
K (mis) 
Alluvium Till Limestone Sandstone 
Ryan (1993) 2.9 x 10"6 7.6 x 10·7 9.5 x 10·7 4.o x 1 o·6 
Johnston (1998) 1.7 x 10·5 NIA NIA NIA 
Wineland (2002) 1 x 10·5 to 
I x 10·3 
NIA NIA NIA 
Fowle (2003) 3.18 x 10·5 NIA NIA NIA 
40 
Table 2. Discharge to Bear Creek based on a I m buffer length from previous studies. 
Discharee (m3/day) per 1 meter leneth 
Risdal North site Risdal South site Strum site 
Caron (1994) 0.03 I to 0.384 0.031 to 0.384 N/A 
Johnston (1998) 0.050 0.038 0.038 
Fowle (2003) 0.522 0.453 1.227 
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Table 3. Parameter values tracked through the ca libration process (I = unoxidized till; 2 = 
ox idized till; 3 = loam; 4 = sand; R: recharge rate; H: creek stage; C: general-head dependent 
boundary conductance). 
Parameter Initial value Trial-and-error UCO DE PEST 
calibration simulation simulation 
Kxl (m/s) 2.0x 10"8 6.83 x I 0·7 6.83 x 10·1 6.83 x I 0·7 
Kx2 (m/s) 2.0 x 1 o·6 1.10 x 10·5 1.10 x 10·5 1.10 x 10·5 
Kx3 (mis) I.Ox 10·6 1.84 x 10"6 1.84 x I o·6 1.84 x 10·6 
Kx4 (mis) 1.0 x 10-4 1.45 x 10·5 1.45 x 10·5 1.45 x 10·5 
Kzt (mis) 2.0 x I 0·9 8.10 x 10·8 8. 10 x 10"8 8.10 x 10"8 
Kz2 (m/s) 2.0 x 10·1 3.47 x I 0·7 3.47 x 10·1 3.47 x l0"7 
Kz3 (m/s) 1.ox10·7 9.26 x 1 o·8 9.26 x 10"8 9.26 x 10·8 
Kz4 (mis) 1.0 x 10·5 1.45 x 10·5 1.45 x 10·5 1.45 x 10·5 
R (cm/yr) 8.29 8.29 8.29 8.29 
H(m) 317.2 3 17.2 317.2 317.2 
C (m2/s) 1.81 x l0"4 l.8lxl0·4 1.81 x 10·4 1.81 x 10·4 
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Table 4. Preliminary MODFLOW residuals and statistics after trial-and-error calibration. 
Calibration Targets Observed Head (m) Simulated Head (m) Difference (m) 
Tl 320.70 320.71 -0.0 1 
T2 320.70 320.70 0 
T3 320.70 320.71 -0.01 
T4 320.70 320.71 -0.01 
TS 3 18.29 3 17.97 0.32 
T6 317.54 3 I 7.50 0.04 
T7 317.54 317.50 0.04 
TS 317.54 317.50 0.04 
T9 317.39 317.31 0.08 
TlO 317.39 317 .31 0.08 
Tll 317.39 317.31 0.08 
Number of Observations 1 I 
Maximum Difference (m) 0.32 
Minimum Difference (m) 0 
Mean Difference (m) 0.06 
Mean Absolute Difference (m) 0.065 
Root Mean Squared Difference 0.13 
Table 5. Parameter correlation coefficient matrix from Phase 22 simulation of UCODE. 
Kxl Kx2 Kx3 Kx4 Kzl Kz2 Kz3 
Kxl 1.0000 -0. 1943 0.1052 -0.3971 -0.14 11 -0.1272 -0.1317 
Kx2 -0.1943 1.0000 -0.5875 -0.0826 -0.2960 0.0958 -0.1528 
Kx3 0.1052 -0.5875 1.0000 0.5657 -0.0872 0.0893 0.494 1 
Kx4 -0.3971 -0.0826 0.5657 1.0000 0.41 85 0.1007 0.3167 
Kzl -0.1411 -0.2960 -0.0872 0.4 185 1.0000 0.0914 -0.2766 
Kz2 -0.1272 0.0958 0.0893 0.1007 0.0914 1.0000 0.0453 
Kz3 -0.1317 -0.1528 0.4941 0.3167 -0.2766 0.0453 1.0000 
Kz4 0.1283 0.1530 -0.48 19 -0.2551 0.2489 -0.0922 0.28 19 
R 0.2118 0.2888 0.2546 0.6138 0.1507 -0.0706 0.0773 

























Table 6. Parameter correlation coefficient matrix from Phase 3 simulation of UCO DE. 
Kxl Kx3 Kzl Kz3 R 
Kxl 1.0000 -0.3094 -0.2184 -0.7060 0. 1990 
Kx3 -0.3094 1.0000 0.1778 0.3765 0.8289 
Kzl -0.2184 0.1 778 1.0000 -0.4870 0.3368 
Kz3 -0.7060 0.3765 -0.4870 1.0000 -0.1 704 
R 0. 1990 0.8289 0.3368 -0.1 704 l.0000 
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Table 7. Preliminary MODFLOW residuals and statistics after UCODE and PEST 
simulations. 
Calibration Targets Observed Head (m) Simulated Head (m) Difference (m) 
Tl 320.70 320.71 -0.01 
T2 320.70 320.70 0 
T3 320.70 320.71 -0.01 
T4 320.70 320.7 1 -0.01 
TS 318.29 3 17.97 0.32 
T6 317 .54 317.50 0.04 
T7 317.54 317.50 0.04 
TS 317.54 317.50 0.04 
T9 317.39 317.31 0.08 
TlO 3 17.39 317.3 l 0.08 
Tll 317.39 317 .3 l 0.08 
Number of Observations 11 
Maximum Difference (m) 0.32 
Minimum Difference (m) 0 
Mean Difference (m) 0.06 
Mean Absolute Difference (m) 0.065 
Root Mean Squared Difference 0.13 
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Table 8. Residence t imes in the buffer using backward particle tracking from the calibrated 
model and the generic models (days). 
Particle A B c D E F Average 
ModelO 30 102 104 106 109 112 94 
Model 1 NIA NIA 80 120 120 118 110 
Model2 NIA NIA 1 2 2 2 2 
Model3 50 180 188 190 190 190 165 
Model4 40 145 155 155 155 155 134 
Models 40 155 160 165 168 168 143 
Model6 20 95 102 104 100 100 87 
Model7 NIA NIA 80 70 1 1 38 
Model8 NIA NIA 20 70 27 30 37 
Model9 5 30 94 95 11 0 110 74 
ModellO 40 100 100 110 110 110 95 
Model 11 40 110 130 130 135 137 11 4 
47 
Table 9. Residence times in the entire flow system using backward particle tracking of the 
calibrated model and the generic models (days). 
Particle A B c u E F Average 
Model 0 30 102 109 120 140 190 115 
Model 1 NIA NIA 80 132 148 200 140 
Model 2 NIA NIA I 10 32 85 32 
Model 3 50 188 200 216 240 295 198 
Model 4 40 145 160 170 190 240 158 
Models 40 155 166 180 202 250 166 
Model 6 20 98 112 134 158 170 115 
Model 7 NIA NIA 80 82 30 65 64 
Model8 NIA NIA 20 78 45 90 58 
Model9 5 30 94 105 132 175 90 
Model 10 40 100 118 140 164 175 123 
Model 11 40 110 132 140 156 176 126 
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Table 10. Hydraulic parameters used to determine the residence times in the buffer at the 
Risdal North site from this study and Johnston (1998). 
K value Effective Width of Hydraulic Residence 
of sand porosity the buffer gradient time 
(mis) of sand (m) in the buffer (days) 
This Study 1.45 x 
10-s 
0.1 1 27.5 0.055 94 
Johnston 1.5 x l O- 0.1 27 0.009 to 0.036 106 
(1998) 5 
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Table 11. Parameters used in the generic models. 
Parameter Model 0 Model 1 Model2 Model3 Model4 Model 5 
Kxl (m/s) 6.83 x I 0·7 6.83 x 10·7 1.39 x I o-6 6.83 x I 0·7 6.83 x I 0·7 6.83 x I 0·7 
Kx2 (m/s) 1.10 x I 0·5 I. I 0 x l 0·5 I. I 0 x I 0·5 I. I 0 x I 0·5 I. I 0 x I 0·5 I. I 0 x I 0·5 
Kx3 (m/s) 1.84 x I 0-6 1.84 x I 0-6 1.84 x l 0-6 1.84 x I 0-6 1.84 x I 0-6 1.84 x I 0-6 
Kx4 (m/s) t .45 x 10·5 1.45 x lo·' 1.45 x 10·5 J.45 X I 0·5 1.45 x I 0-5 1.45 x 10·5 
Kzl (mis) 8.10 x I o·8 3.47 x 10·7 1.74 x 10·7 3.41 x 1 o·8 8.10 x 10·8 8. 1 o x 1 o-s 
Kz2 (m/s) 3.47 x 10·7 1.04 x I 0-6 3.47 x 10·7 5.79 x I o·8 3.47 x I 0·7 3.47 x 10·1 
Kz3 (mis) 9.26 x 1 o-s 9.26 x 10"8 9.26 x 10·8 9.26 x I o·8 9.26 x I o·8 9.26 x 10·3 
Kz4 (m/s) 1.45 x I 0·5 1.45 x 10·5 1.45 x 10·5 1.45 x 10·5 1.45 x 10·5 1.45 x 10·5 
R (cm/yr) 8.29 6.57 7.3 6.94 7.3 8.29 
H (m) 31 7.2 3 16.6 3 16.6 3 17.45 317.2 3 I 7.2 
C (m2/s) 1.81 x I 0·4 2.17 x I 0-5 1.45 x I 0·5 1.81 x 10·4 1.81 x 10-4 1.81 x 10-4 
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Table 11. (conti nued) 
Parameter Model6 Model7 Model 8 Model9 Model IO 
Kxl (m/s) 6.83 x I 0-7 2 .3 l x I o-6 2.3 1 x 10-6 6.83 x 10-1 6.83 x 10-7 
Kx2 (mis) 1.10 x I 0-5 1.10 x 10-5 I. I 0 x 10-5 1. 10 x 10-5 I. I 0 x 10-5 
Kx3 (mis) 1.84 x I o-6 1.84 x 10-6 1.84 x 10-6 1.84 x 10-6 1.84 x 10-6 
Kx4 (mis) 1.45 x 10-5 1.45 x 10-5 1.45 x 10-5 1.45 x 10-S I .45 x 10-5 
Kzl (m/s) 8.1 0 x I o-8 2 .3 1 x i o-8 3.47 x I o-8 8.10 x 10-8 8.68 x 1 o-8 
Kz2 (mis) 3.47 x 10-7 9.26 x 10-8 8. 10 x 10-8 3.47 x 10-1 3.47 x 10-7 
Kz3 (mis) 9.26 x I o-8 9.26 x 10-8 9.26 x 10-8 9.26 x I o-8 9.26 x 10-8 
Kz4 (mis) 1.45 x 10-5 1.45 x 10-5 1.45 x 10-5 l.45 x I 0-5 l.45 x I 0-5 
R (cm/yr) 7.85 6.57 7.67 9. 13 8.29 
H(m) 3 17.2 3 16.6 316.5 3 17 .2 317.2 
C (m2/s) 1.81 x 10-4 1.45 x 10-5 1.45 x 10-5 1.81 x 10-4 1.81 x 10-4 
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Table 11. (continued) (5 = confining unit; 6 = limestone) 
Parameter Model 11 
Kxl (mis) 6.83 x 10-1 
Kx2 (mis) 1.10 x 10-5 
Kx3 (mis) 1.84 x I o-6 
Kx4 (m/s) 1.45 x 10-5 
KxS (mis) 1.0 x 10·8 
Kx6 (mis) 3.0 X 10-G 
Kzl (m/s) 8.10 x 10-8 
Kz2 (m/s) 3.47 x 10-1 
Kz3 (mis) 9.26 x 10-8 
Kz4 (m/s) 1.45 x 10·5 
KzS (mis) 1.0 X 10-IO 
Kz6 (mis) 5.79 x 10·1 
R (cm/yr) 8.29 
H(m) 317.2 
C (m2/s) 1.81 x 10-4 
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Table 12. Water table elevations in the buffer and in the loam unit of the calibrated model 
and the generic models. 
Model Number Elevation of water table Elevation of water table 
in the buffer (m) in the loam unit (m) 
0 3l8.7to317.2 3 18.7 to 318.0 
1 3 I 9. l to 3 16. 9 319. I to 316. 9 
2 3 19 .4 to 3 17 .0 NIA 
3 318.2 to 317.4 NIA 
4 318.0to317.2 NIA 
5 318.0 to 317.2 NIA 
6 318.3 to 317.2 NIA 
7 319 .1 to 3 17 .2 319 .1 to 317 .6 
8 3 19.3 to 317.2 3 l 9 .3 to 3 18. I 
9 3 I 8. 7 to 3 1 7. 2 318.7to318.2 
10 318.4to317.2 318.4 to 318.0 
11 318.2 to 317 .2 318.2 to 318.0 
NI A = water table below loam unit 
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Figure 7. Water-table map in meters above mean sea level at the Risdal North site using data of March 2002. 

























Figure 8. Methods of simulating groundwater flow in profile from a three-dimensional model grid (Anderson and Woessner, 1992). 
°' 0 
Figure 9. Topographic map of the Bear Creek Watershed (* represents the Risdal North site). The town of Roland is about 
5 km south and Story City is about 15 km west of the site. 
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Start parameter estimat ion iterations, iteration#=] 
Create input files for the applicaJ on model(s) us ing current parameter 
values 
l 
Execute application model(s) 
l 
Extract values from ap11licat ion output files and use extracted values 
to calculate simulated equjvalents of the observatons 
1 
Start sensitivity loop, parameter#=! 
! 
Perturb th is parameter and recreate the input fiJes for the 
application model(s) 
l 
Execute application model(s) 
! 
Extract values from application output files and use extracted. vahies 
to calculate forward-difference sensitivities for this parameter 
l 
Unperturb tl1is parameter 
! NO Last parameter? 
! 
Update parameter values using modified Gauss-Newton method 
NO l Converged or maximum number of iterations? 
l 
Calculate sensi tivities by central differences 
Calculate and print statistics 
! 
Stop 
Figure 13. Flowchart for estimating parameters with UCODE (Poeter and Hill, 1998). 
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Figure 14. Geologic conditions beneath the buffer simulated in the calibrated model (0) Risdal 
North site and in the generic models: (1) all loam unit; (2) all till unit ; (3) all sand unit; (4) 

















Figure 15. Water table and equipotential lines produced by MOD FLOW using field-measured K values. The water table is higher 
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Figure 16. Composite scaled sensitivities for parameters used in Phase 22 of UCODE (1 = 
unoxidized till; 2= oxidized till; 3 =loam; 4 =sand; R: recharge rate; GHB: general head-
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Figure 17. Caibration plot after UCODE and PEST simulations. Although there are 11 targets, 
only 4 targets are shown. Tl to T4, T6 to T8, T9 to T 11 have the same observed head and 
simulated head. Thus, this curve only shows 4 points. 
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Mass Balance Summary 
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Figure 18. Mass balance summary of the model. Numbers on the Y axis show inflow and 
outflow of this model. Positive numbers show inflow and negative numbers show outflow. 
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Figure 23. Groundwater flow paths and residence times to creelk (days) by backward particle tracking of generic model 2. 
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Figure 25. Groundwater flow paths and residence times to creek (days) by backward particle tracking of generic model 4. 
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Figure 29. Groundwater flow paths and residence times to creek (days) by backward particle tracking of generic model 8. 
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Figure 30. Groundwater flow paths and residence times to creek (days) by backward partic1e tracking of generic model 9. 
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Figure 33. Residence times in the buffer using backward partic1e tracking of the 





-Cl) 140 > cu 
"O 





c: 80 Q) 
"O 





Model Model Model Model Model Model Model Model Model Model Model Model 
0 1 2 3 4 5 6 7 8 9 10 11 
Model Number 
Figure 34. Residence times in the entire flow system using backward particle 
tracking of the calibrated model and the generic models. 
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Figure 35. Conceptual geologic conditions for buffer effectiveness (Wineland, 2002). 
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APPENDIX A 
Monthly Water Levels (.June 1996 to March 2005) 
Table Al. Hydraulic head data of the monitoring wells at the Risdal North site in the Bear Creek Watershed. Data in meters ( ... 
indicates not determined). 
Well # 06/18/96 06/20/96 06/21/96 06122196 06123196 06124196 06/2S/96 06126196 06127196 07103196 07/10/96 
R1 319.29 319.03 319.34 319.1S 319.26 319.10 318.89 318.79 318.72 318.47 318.30 
R2 318.72 318.36 318.84 318.S3 318.60 318.48 318.33 318.23 318.16 317.89 317.67 










318.13 317.89 318.19 318.01 318.02 317.96 317.87 317.80 
319.10 318.74 319.18 318.87 319.08 318.81 318.64 318.SS 
318.91 318.48 318.90 318.66 318.69 318.S9 318.43 318.33 
318.47 318.10 318.47 318.27 318.26 318.20 318.07 317.98 
318.08 317.89 318.12 317.99 317.99 317.96 317.87 317.81 
318.9S 318.S1 319.04 318.6S 318.73 318.S7 318.43 318.3S 
318.63 318.20 318.6S 318.38 318.39 318.29 318.16 318.07 
318.4S 318.04 318.36 318.22 318.21 318.14 318.01 317.92 




























Well# 07/19/96 07/30/96 08/0S/96 08/14/96 08/29/96 09/18/96 10/02/96 10/16/96 10/30/96 11 /23/96 12/16/96 
R1 318.39 318.33 318.33 318.22 318.09 317.91 318.07 317.96 318.24 318.75 318.67 
R2 317.87 317.9S 317.80 317.76 317.S8 317.27 317.48 317.32 317.SS 318.12 318.17 










317.SS 317.57 317.51 317.44 317.35 317.16 317.31 317.22 
318.16 318.12 318.12 318.02 317.86 317.69 317.86 317.73 
317.94 317.9S 317.83 317.82 317.62 317.38 317.63 317.47 
317.S9 317.61 31 7.50 317.49 317.36 317.16 317.33 317.21 
317.S2 317.SS 317.47 317.42 317.32 317.14 317.28 317.19 
317.88 317.81 317.78 317.70 317.S6 317.40 317.60 317.49 
317.62 317.S9 317.S2 317.47 317.3S 317.17 317.31 317.22 
317.S2 317.SO 317.43 317.40 317.29 317.15 317.28 317.20 


































































































318.37 318.33 318.23 318.15 318.61 318.95 
317.91 317.83 317.75 317.67 318.15 318.44 
317.83 317.75 317.68 317.61 318.06 318.31 
317.60 317.51 317.48 317.45 317.76 317.92 
318.17 318.12 318.04 317.97 318.43 318.72 
318.02 317.96 317.90 317.83 318.27 318.56 
317.70 317.63 317.58 317.53 317.93 318.16 
317.58 317.51 317.48 317.44 317.78 317.93 
317.96 317.93 317.85 317.78 318.27 318.52 
317.72 317.67 317.63 317.58 318.03 318.26 
317.62 317.56 317.53 317.48 317.87 318.07 
317.52 317.45 317.44 317.41 317.70 317.84 





Well# 07/03/97 07107197 07/14/97 07/31 /97 08/05/97 08/18/97 08/22/97 09/17/97 09/20/97 10/04/97 10/31 /97 
R1 318.67 318.70 318.42 318.17 318.09 317.98 317.96 31 7.81 317.81 317.87 318.42 
R2 318.16 318.20 317.94 317.74 317.61 317.39 317.35 317.16 317.15 317.14 317.58 
R3 318.06 318.10 317.84 317.67 317.55 317.37 317.33 317.16 317.14 317.13 317.53 
R4 317.74 317.75 317.56 317.42 317.34 317.23 317.20 317.09 317.08 317.06 317.33 
RS 318.47 318.48 318.23 317.98 317.90 317.78 317.75 317.67 317.63 317.63 318.31 
R6 318.29 318.00 318.05 317.83 317.75 317.60 317.56 317.35 317.33 317.34 318.12 
R7 317.92 317.91 
RS 317.76 317.77 
R9 318.28 318.25 
R10 318.02 317.99 
R11 317.84 317.78 





317.69 317.50 317.42 
317.57 317.41 317.34 
318.01 317.75 317.69 
317.76 317.52 317.43 
317.60 317.41 317.34 
317.47 317.32 317.26 
318.39 318.15 318.06 
317.38 317.24 317.19 




























































Well# 11/12/97 11/21 /97 12/09/97 12/19/97 01 /06/98 01 /16/98 01/28/98 02/17/98 02/19/98 02/21 /98 04/01 /98 
R1 318.2S 318.23 318.30 318.22 318.40 318.21 318.10 318.35 318.53 318.58 319.24 
R2 317.S6 317.S4 317.68 317.42 317.90 317.69 31 7.SS 318.04 318.20 318.22 318.68 
R3 317.S1 317.48 31 7.62 317.S8 317.82 317.62 317.S1 318.01 318.1S 318.1S 318.S3 
R4 317.31 317.30 317.38 317.36 317.SO 317.37 31 7.31 317.75 317.78 317.76 31 7.99 










317.92 317.92 31 7.9S 
317.40 318.16 317.48 
317.31 317.30 317.39 
317.79 317.77 317.88 
317.40 317.41 317.S1 
317.31 317.31 317.39 
317.24 317.24 317.27 
318.19 318.16 318.2S 
317.20 317.20 317.24 
R41 317.32 317.32 317.41 
317.16 SWAN 317.1S 317.13 
317.88 318.13 317.89 
317.45 317.69 317.49 
317.36 317.51 317.38 
317.80 318.00 317.82 
317.48 317.70 317.S2 
317.37 317.5S 317.40 
317.28 317.41 317.29 
318.17 318.34 318.17 
317.24 317.32 317.24 
317.39 317.S6 317.42 


































Well # 04/1 3/98 04/18/98 05/02/98 OS/09/98 05/13/98 OS/20/98 OS/28/98 06/01 /98 06/08/98 06/1 0/98 
R1 318.70 318.62 318.47 318.38 318.32 318.2S 318.26 318.2S 318.18 318.32 
R2 318.14 31 7.78 317.97 317.88 317.83 317.76 317.81 317.80 317.74 317.95 
R3 318.02 317.97 317.87 317.79 317.74 317.68 317.74 317.73 317.66 317.89 
R4 317.66 31 7.32 317.S6 317.SO 317.47 31 7.44 317.48 317.48 317.44 317.64 
RS 318.44 318.37 318.23 318.16 318.10 ... 318.0S 318.04 317.98 318.12 














































































































































31S.S1 31S.75 31S.49 31S.02 31S.10 
31S.32 31S.3S 31S.09 317.93 
31S.20 31S.30 31S.01 317.S4 
317.S6 317.9S 317.71 317.5S 
31S.62 31S.5S 31S.26 31S.16 317.91 
318.4S 31S.49 31S.1S 31S.03 317.79 
31S.11 31S.19 317.96 317.71 317.4S 
317.S9 317.9S 317.73 317.59 317.39 
31S.47 317.S4 31S.14 317.97 317.71 
31S.24 317.97 317.95 317.7S 317.50 
R11 31S.05 31S.10 317.7S 317.62 317.39 
R12 317.66 317.94 317.63 31 7.49 317.31 
R39 31S.7S 31S.74 31S.49 31S.32 31S.OS 
R40 317.73 317.SS 317.53 317.40 317.23 
R41 31S.03 31S.11 317.76 317.60 317.3S 
SWAN 317.56 317.6S 31 7.43 317.33 317.1S 
31 S.04 31 S.OO 31 S.04 
317.54 317.47 317.65 
317.51 317.45 317.63 
317.37 317.29 317.41 
317.S3 317.SO 317.S7 
317.6S 317.63 317.74 
317.40 317.32 317.42 
317.36 317.2S 317.39 
317.60 317.55 317.64 
317.3S 317.31 
317.33 317.26 317.33 
317.29 317.22 317.2S 
317.99 317.95 317.9S 
317.24 317.17 317.21 
317.33 317.26 317.33 



















































Well # 11 /23/9S 01 /11 /99 02/0S/99 02/26/99 03/12/99 03/29/99 05/09/99 06/16/99 06/2S/99 07 /14/99 OS/02/99 
R1 31S.23 31S.OO 31S.26 31S.35 31S.24 31S.17 31S.56 31S.67 31S.67 31S.26 31S.03 
R2 317.75 317.5S 317.93 317.91 317.S2 317.79 317.99 31S.15 31S.14 317.7S 317.4S 
R3 317.72 317.56 317.S7 317.S6 
R4 317.5S 317.4S 317.73 317.67 
R5 31S.04 317.S1 31S.29 31S.14 
R6 317.90 317.69 31S.21 31 S.01 
R7 317.63 317.50 317.92 317.74 
RS 317.57 317.47 317..71 317.64 
R9 317.S6 317.66 31S.07 317.97 
R10 317.65 317.53 317.95 317.77 
R11 317.5S 317.4S 317.9S 317.69 
R12 317.52 317.43 317.70 317.59 
R39 31S.1S 317.95 31S.16 31S.31 
R40 317.50 317.43 317.6S 317.56 
R41 317.59 317.49 317.S5 317.69 

























































31S.02 317.70 317.46 
317.73 317.48 317.30 
31S.45 31S.07 317.S3 
31S.29 317.95 317.6S 
317.90 317.60 317.35 
317.73 317.47 317.2S 
31 S.23 317.87 317.5S 
318.02 317.66 317.34 
317.83 317.52 317.27 
317.62 317.40 317.22 
318.65 318.24 31S.OO 
317.53 317.32 317.16 
317.78 317.49 317.27 
317.40 317.25 317.12 
\C; 
N 
Well # 09/04/99 1 0/02/99 10/28/99 11 /18/99 12/28/99 02/05/00 02/26/00 03/12/00 04/13/00 
R1 317.63 317.50 dry dry dry dry 317.85 317.80 317.64 
R2 317.10 316.97 316.98 317.00 317.04 317.04 317.39 317.26 317.17 





317.06 316.99 317.04 317.03 317.03 317.07 317.36 317.20 317.14 












317.95 317.64 317.44 
317.24 31 7.03 317.02 317.05 31 7.53 317.38 317.27 
317.06 316.98 317.02 317.02 317.30 317.19 317.14 
R8 317.07 316.98 317.03 
R9 317.13 316.99 dry 
R10 317.08 316.99 317.05 
R11 317.07 317.00 317.05 
R12 317.06 317.00 317.05 
R39 317.72 dry dry 
R40 317.05 317.02 317.07 
R41 317.08 317.01 317.06 








































Well# 07/13/00 08/10/00 09/09/00 10/08/00 11/17/00 01 /03/01 02/07/01 03/03/01 
R1 318.01 317.80 dry dry 317.54 dry dry 317.51 
R2 317.38 317.19 317.10 316.98 317.08 317.07 31 7.10 317.18 
R3 317.39 31 7.19 317.10 316.98 317.09 317.08 31 7.1 1 317.18 
R4 317.27 317.12 317.04 316.99 317.09 317.06 31 7.09 317.14 
RS 317.38 317.39 317.30 316.97 317.28 
R6 317.38 317.25 317.14 317.46 317.14 317.17 317.18 317.29 
R7 317.24 317.11 317.03 316.97 317.08 317.06 317.09 317.15 
R8 317.26 317.13 317.05 316.98 317.08 ... 317.09 
R9 317.45 317.32 317.17 317.03 317.13 317.19 317.21 317.49 
R10 317.29 317.15 317.06 316.98 317.09 317.06 317.10 317.16 
R11 317.25 317.13 317.04 316.98 316.93 317.06 317.09 317.15 
R12 317.23 317.11 317.03 316.98 317.08 317.06 317.09 317.13 
R39 dry 317.77 dry dry 317.73 
R40 317.21 317.09 317.03 316.99 317.09 317.06 317.09 317.12 
R41 317.28 317.15 317.06 316.99 316.80 317.07 317.10 

































































































Well# 06/21/01 07/18/01 08/14/01 09/04/01 10/01/01 11 /13/01 01/11/02 02/15/02 03/28/02 05/17/02 06/12/02 
R1 318.54 318.12 317.88 317.63 318.19 318.19 318.10 318.08 318.20 318.53 31S.6S 
R2 317.SS 317.31 317.12 317.05 317.41 317.42 317.45 317.56 317.66 31S.02 31S.30 
R3 317.7S 317.30 317.12 317.05 317.41 317.40 317.42 317.53 317.62 317.94 31S.23 
R4 317.49 317.19 317.05 317.02 317.32 317.2S 317.29 317.36 317.41 317.64 317.S6 







31S.09 317.61 317.30 317.17 317.70 317.79 317.6S 317.77 
317.66 317.23 317.08 317.04 317.34 317.34 317.35 317.42 
317.51 317.04 317.07 317.03 317.32 317.2S 317.29 317.37 
318.09 317.57 317.27 317.13 317.64 317.71 317.60 317.57 
317.75 317.27 317.12 317.07 317.34 317.34 317.33 317.43 
317.SS 317.21 317.09 317.06 317.31 317.2S 317.2S 317.36 
R12 317.44 317.17 317.06 317.05 317.2S 317.24 317.25 317.31 
R39 31S.51 317.99 317.85 dry 31S.15 31S.13 318.02 317.98 
R40 317.37 317.16 317.07 317.06 317.28 317.21 317.21 317.25 
R41 317.57 317.24 317.13 317.09 317.33 317.29 317.29 317.36 


































Well# 07/09/02 08/07/02 09122102 10/20/02 11/22/02 12/23/02 01/29/03 02/25/03 03/18/03 04/25/03 05/15/03 
R1 317.81 317.84 317.58 317.66 317.96 317.99 317.90 317.60 317.86 31S.26 319.06 
R2 317.73 317.25 317.06 317.12 317.20 317.19 317.19 317.28 
R3 317.69 317.25 317.06 317.12 317.21 317.19 317.20 317.27 
R4 317.43 317.16 317.02 317.10 317.16 317.13 316.S7 317.17 
RS 317.93 317.5S 317.42 317.32 317.44 317.5S 317.57 317.72 
R6 317.S1 317.41 317.1S 317.24 317.35 317.37 317.37 317.54 
R7 317.50 317.17 317.02 318.16 317.16 317.14 317.1S 317.24 
RS 317.43 317.17 317.03 317.10 317.16 317.13 317.17 317.21 
R9 317.71 317.34 317.15 317.42 316.S7 317.43 317.40 317.43 
R10 317.51 317.16 317.03 317.10 317.16 317.13 317.1S 317.23 
R11 317.41 317.13 317.02 317.09 317.16 317.11 317.17 317.20 
R12 317.33 317.12 317.02 317.08 317.13 317.11 317.4S 317.1S 
R39 31S.10 317.46 317.71 317.71 317.71 317.S2 317.7S 317.75 
R40 317.26 317.07 317.01 317.09 317.13 317.09 317.1S 317.14 
R41 317.41 317.16 317.03 317.10 317.16 317.13 317.20 317.21 
























































06109103 07 /24/03 08/13/03 09/27 /03 10/17 /03 11 /19/03 12/20/03 01 /23/04 
318.69 318.33 317.97 
317.BS 317.46 317.40 
317.77 317.69 317.39 
317.S4 316.83 317.30 
318.43 318.1S 317.74 
318.17 317.97 317.S7 





























RB 317.S6 317.4S 317.31 317.0S 317.03 317.24 317.14 317.21 
R9 318.20 317.92 317.46 317.00 316.98 317.14 317.20 317.74 
R10 317.77 317.63 317.33 317.24 317.0S 317.22 317.13 317.23 
R11 317.62 317.49 317.29 317.06 317.0S 317.23 317.11 317.18 
R12 317.S1 317.37 317.28 317.06 317.06 317.2S 317.11 317.16 
R39 318.64 318.28 317.91 dry dry dry dry 318.19 
R40 317.48 317.31 317.2S 317.07 317.08 317.27 317.10 317.11 
R41 317.63 317.49 317.31 317.07 317.06 317.24 317.13 317.20 












OS/29/04 06/17 /04 07122104 08/18/04 09/19/04 10/23/04 11 /24/04 12/14/04 
319.S6 318.89 318.29 318.03 317.90 317.81 318.03 318.10 
318.88 318.27 317.77 317.41 317.24 317.13 317.40 317.40 
318.7S 318.17 317.68 317.39 317.2S 317.13 317.40 317.40 
318.20 317.81 317.44 317.26 317.16 317.08 317.36 317.27 
319.44 318.68 318.09 317.77 317.62 317.13 317.78 317.84 
319.04 318.4S 317.89 317.S9 317.41 317.28 317.S2 317.63 
318.64 318.04 317.SB 317.30 316.4S 317.09 317.3S 317.31 
318.23 317.79 317.4S 317.26 317.16 317.10 317.26 317.27 
319.08 318.48 316.6S 317.S2 317.38 317.3S 317.60 317.61 
318.8S 318.18 317.61 317.18 317.10 317.36 

















R12 318.12 317.73 317.32 
R39 319.23 318.87 318.23 
R40 318.09 317.64 317.27 
R41 318.60 317.97 317.47 
















































































































UCODE Output Files 
97 
Weight=l (standard deviation= 1 m) 
******************** * ********* ** *** ** * * * * ** ********************** 
UCODE VERSION 1.08 (NOV 1998) 
Documented in: USGS WRI98-4080 
by Eileen P . Poeter and Mary C. Hill 
UPDATES can be obtained from http : //water . usgs . gov/ 
OR from http : //www.mines . edu/igwmc/freeware/ucode 
** * *** * ** ** ***** *** ** *** * ** * **** **** *** * **** ******* *** * ** ** **** * * 
ECHO OF INPUT 
DOS or MS-Windows PLATFORM 
PHASE SELECTED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2 2 
REGRESSION CONTROLS : 
SENSITIVITY DIFFERENCING (l=FORWARD, 2= CENTRAL) .. ... . .. .. . ... . 2 
PARAMETER ESTIMATION CONVERGES WHEN EITHER OF THE 
FOLLOWING IS SATISTFIED: 
1) MAXIMUM FRACTIONAL PARAMETER CHANGE IS LESS THAN .... .. .. .. 0 . 010000 
2) SUM-OF-SQUARED WEIGHTED RESIDUALS DIFFERS OVER 
THREE ITERATIONS BY LESS THAN A FACTOR OF: ...... . ... . . 0.000000 
OPTIONAL QUASI-NEWTON UPDATING (0= NO l=YES) .............. . .. .. 0 
MAXIMUM NUMBER OF PARAMETER ITERATIONS BEFORE TERMINATION . . . . . . 25 
MAXIMUM ALLOWABLE FRACTIONAL PARAMETER CHANGE .. . .......... .. ... 2.000000 
NAME OF INVERSION ALGORITHM IS mrdrive 
NUMBER OF APPLICATION CODES TO RUN IS . . . . . . . . . . . . . . . . . . . . . . . . . . 1 
CODE NAME ucodegv . bat 
PRINTING CONTROLS : 
SENSITIVITY SCALING (O=NO-SCALING l=DIMENSIONLESS 2=1% 3= 1&2) . 1 
l N'l'EHMElHA'l'E ~RlN'I'ING ( O=NONE, l = PRI NT ) . . . . . . . . . . . . . . . . . . . . . . . 0 
PRODUCE GRAPHING AND POSTPROCESSING FILES (O=NO, l =YES) . .. .. .. . 1 
# OF RESIDUAL SETS FOR EVALUATION OF APPARENT NON-RANDOMNESS . . . 0 
OBSERVATION INFORMATION: 
NUMBER OF OBSERVATIONS 11 
OBS# OBSERVATION ID VALUE STAT STAT SQRT PLOT 
TYPE WEIGHT SYMBOL 
1 ol 318 . 29 1 STD 1 11 
2 o2 317 . 54 1 STD 1 12 
3 o3 317 . 54 1 STD 1 13 
4 o4 317.54 1 STD 1 14 
5 oS 317.39 1 STD 1 14 
6 06 317 . 39 1 STD 1 13 
7 o7 317.39 1 STD 1 12 
8 08 320 . 7 1 STD 1 7 
9 o9 320 . 7 1 STD 1 7 
10 olO 320 . 7 1 STD 1 6 
11 oll 320 . 7 1 STD 1 6 
98 
PARAMETER INFORMATION : 
INITIAL INFORMATION FOR 10 PARAMETERS 
PARAMETER INITIAL REASONABLE REASONABLE PERTURBATION LOG ESTIMATE 
NAME VALUE MINIMUM MAXIMUM FRACTI ONAL TRANS FLAG 
AMOUNT FLAG 
-------------------------------------------------------------------------------
Kxl 0 .059 0.01 10 0.01 YES 
Kx2 0.95 0.01 10 0.01 YES 
Kx3 0.1594 0.01 10 0 . 0 1 YES 
Kx4 1 . 253 0.1 10 0.01 YES 
Kzl 0.007 0.001 1 0 . 0 1 YES 
Kz2 0.03 0.001 1 0 . 01 YES 
Kz3 0 .008 0.001 1 0 . 01 YES 
Kz4 1 . 253 0 . 01 10 0 . 01 YES 
Rl 0.000227 0.0001 0.0003 0.01 YES 
GHO 15 . 6625 0 . 1 100 0 . 01 YES 
Analyzing Parameter IDs in fi le: {kx . tpl} 
{105} l i nes out of {105} include Paramet er IDs for substitution 
the las t line with a substitution is {105} 
Parameter ID : { !Kxl1,, 1,, 1 ! } occurs: {608} times in the templ ate file 
Parameter ID: { !Kx2,,,,,,, 1 } occurs: {266} times in t h e template file 
Parameter ID : { !Kx31, •1,, 1 ! } occurs : {33} times in the template file 
Parameter ID: { !Kx4,, ,, , , , 1 } occurs: {38} times in the template file 
Analyzing Par ameter IDs in file: {kz . tpl} 
{105} l ines out o f {105} include Parameter IDs for substitution 
the last line with a substituti on is {105} 
Parameter ID: {!Kzl, ,, , ,, , !} occurs : {608} times in the templ ate fi l e 
Parameter ID : {!Kz2,,,, ,, , !} occurs : {266} times i n the templ ate fi l e 
Par ameter ID : {!Kz3, 11, .1, !} occurs : {33} times in the template file 
Parameter ID : {!Kz4, ,, , , 1, !} occurs : {38} times in the template f ile 
Analyzing Parameter IDs in file: {ghb . tpl} 
{3} lines out of {5} include Parameter IDs for substitution 
the last l ine with a substitut i on is {5} 
Parameter ID : {!GHO,,,,, ! } occurs: {3} times in the templ ate file 
Analyz i ng Parameter IDs in file: {recharge.tpl} 
{7} lines ou t of {10} include Parameter IDs for substitution 
the last l ine with a s ubstitution is {10} 
Parameter I D: {!Rl,, 1,, 1,, !} occurs: {63} t imes in t he templ a te file 
************ **************************************** 
EXECUTING MRDRIVE VERSION 1 .08 (NOV 1998) 




















WEIGHT** . 5 RESIDUAL 
1 o l 318.290 317 . 967 0.3232 1. 0 0 0 . 3232 
99 
2 o2 317 . 540 3 17.499 
3 o3 317 . 54 0 317.499 
4 o4 317.540 317.499 
5 o5 317 . 390 317.313 
6 06 317.390 317 . 31 3 
7 o7 3 17 .390 317.313 
8 08 320.700 320 . 705 
9 o9 320.700 320 . 70 4 
10 o lO 320.700 320 . 707 
11 oll 320.700 320.706 
STATISTICS FOR THESE RESIDUALS 
MAXIMUM WEIGHTED RESIDUAL 
MINIMUM WEIGHTED RESIDUAL 
AVERAGE WEIGHTED RESIDUAL 
#RES IDUALS >= 0. 7 
# RESIDUALS < 0. 4 
NUMBER OF RUNS 2 IN 
: 0.323E+OO OBS# 
: - 0.702E-02 OBS# 
: 0.596E-01 
11 OBSERVATIONS 
4 . 0985E-02 
4 . 1138E-02 
4 .1229E- 02 
7.6996E-02 
7 . 6874E - 02 
7.6660E-02 
- 4.6387E-0 3 
- 3.8452E-0 3 




SUM OF SQUARED WEIGHTED RESIDUALS 0 .12734 
STATISTICS FOR ALL RES IDUALS 
AVERAGE WEI GHTED RESIDUAL 0 . 596E-0 1 
# RES I DUALS >= 0. 
# RES !DUALS < 0 . 
NUMBER OF RUNS 
7 
4 
2 IN 11 OBSERVAT IONS 
I NTERPRETTING THE CALCULATED RUNS STATI STIC VALUE OF 
NOTE: THE FOLLOWING APPLIES ONLY I F 
# RESIDUALS >= 0. IS > 10 AND 
# RESIDUALS < 0. IS > 10 
THE NEGATIVE VALUE MAY INDICATE TOO FEW RUNS: 
1. 00 4.0985E-02 
1. 00 4 . 1138E-02 
1. 00 4.1229E-02 
1. 00 7. 6996E- 02 
1. 00 7 .6874E-02 
1. 00 7.6660E-02 
1. 00 -4 .6387E-03 
1. 00 - 3.8452E- 03 
1. 00 -7. 0 190E- 03 
1. 00 - 6 . 2256E- 03 
-2 .49 
IF THE VALUE IS < -1.28 , THERE I S < 10% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1. 645 , THERE IS < 5% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1. 96 , THERE IS < 2.5% CHANCE THE VALUES ARE RANDOM 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER_VALUE * (wt* * . 5)) 
PARAMETER #: 1 2 3 4 5 6 
PARAMETER ID: Kxl Kx2 Kx3 Kx4 Kzl Kz2 
OBS# OBS ID 
1 ol l . 73E- 02 l . 02E-03 8.97E- 02 -3. 96 E-02 - l.74E-01 5.35E-03 
2 o2 -8 . 64E-03 2 . 0 3E-03 6.72E-02 - 3.37E-02 -7 . 57E-02 2 .68E- 02 
3 o3 -8 . 64E- 03 2 . 0 3E-03 6.72E-02 -3 .37E-02 -7 . 57E-02 3.2 1E- 02 
4 o4 -l . 30E-02 2 . 0 3E-03 6.72E-02 - 3 . 4 1 E-02 - 7.57E-02 2.68E-0 2 
5 o5 4 . 32E-03 7.83E-04 2.52E-02 -l. l 7E-02 -7 . 57E-03 l.61E-02 
6 06 4 . 32E- 03 7 . 83E- 04 2.52E- 02 - l . 17E- 02 - l.5 1E- 02 l.61E- 02 
7 o7 8.64E-03 8.61E-04 2.80E-02 -l . 20E-02 -l .5 1E-02 l .07E- 02 
8 08 l . 12E+OO 4 . 71E-02 l .63E-01 -1. 24E-02 l. 20E+OO 5 . 35E-02 
9 o9 1 . 12E+OO 4 . 71E - 02 1.63E- 01 - 1 . 24E- 02 l.20E+OO 5.35E- 02 
10 o lO l . 12E+OO 4 .71E- 02 l.63E- 0 1 -1 . 24E-02 l.2 1E+OO 5.89E- 02 
11 oll 1 .12E+OO 4 . 71E-02 1.63E-0 1 - 1. 24E-02 l . 20E+OO 5 . 89E- 02 
COMPOSITE SCALED SENSITIVITIES 
((SUM OF THE SQUARED VALUES)/ND)** . 5 
PARAMETER #: 1 2 3 4 5 6 
PARAMETER I D: Kxl Kx2 Kx3 Kx4 Kzl Kz2 
0 . 677 2 . 844E-02 0.108 2 . 342E-02 0 . 730 3.787E- 02 
100 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER_VALUE * (wt**. 5)) 
PARAMETER # : 
PARAMETER ID : 


















-2 .58E- 01 - 6 . 88E-04 -3 . 55E+OO O. OOE+OO 
-2 . 28E-01 - 1 . 0 3E-03 - 2 . 87E+OO O. OOE+OO 
-2 . 21E- 01 - 1 . 0 3E-0 3 -2 . 87E+OO -4 . 20E-03 
-2 . 28E-01 -6 .88E-04 -2 . 85E+OO -4 . 20E-03 
-7.17R-0?. - l .44R-04 - l.14E+0 0 -8. 40E-03 
-7 .37E-0 2 - 3.44E-04 - l.15E+OO -8 .40E-03 
-8 .lOE- 02 - 3.44E- 04 - l. 15E+OO -8 .40E-03 
7.88E-01 -l .03E- 03 -1.02E+O l 1 . 26E-02 
7.88E-01 -1 . 03E-03 -1. 02E+Ol 1 . 26E-02 
7.81E- 01 - 1 .03E-03 -1 . 02E+Ol 8.40E-03 
7.88E-01 -l .03E- 03 -l . 02E+O l 1 . 26E-02 
COMPOSITE SCALED SENSITI VITIES 
((SUM OF THE SQUARED VALUES)/ND)**.5 
PARAMETER # : 










SUMMARY OF SCALED COMPOSITE SENSITIVITIES FOR ALL PARAMETERS 
COMPOSITE SCALED SENSI TIVI TIES 
((SUM OF THE SQUARED VALUES)/ND) **. 5 
PARAMETER #: 1 2 3 4 
PARAMETER ID : Kxl Kx2 Kx3 Kx4 Kzl 
5 
0 . 677 2 .844E-02 0.108 2 . 342E-02 0.730 
PARAMETER #: 7 
PARAMETER ID: KzJ 
0 .496 


















3 . 787 E-02 
6 
............................................................................... 
1 159.8 -14.27 - 141. 2 19 . 94 -50 . 52 172 . 9 
-l . 0133E+02 -2 . 6138E+Ol 1 . 0538E+Ol -l . 3196E+Ol 
2 -14 . 27 30 . 84 -4 0 . 67 0 . 7300 -28.37 -129 . 2 
-3.3887E+Ol 6.2712E+Ol 3.5944E+OO 1.2768E+02 
3 -141. 2 - 40 . 67 2298. -521.8 -54 . 58 1771 . 
-l.3769E+02 -l.3394E+03 5.9834E+Ol -l . 1478E+03 
4 19.94 0.7300 - 521.8 320.4 80.08 -522 . 8 
2.73 4 1E+02 -5.2104E+02 2.5803E+Ol 4.5084E+02 
5 -50.52 -28 . 37 -54 . 58 80 . 08 393 . 3 -876 . 3 
-1.4342E+02 1.4278E+02 9.4926E+OO l. 7579 E+0 2 
6 172. 9 -1 29 . 2 1771. -522.8 -876.3 1 . 1544E+04 
- 4. 2107E+Ol -2 . 0710E+04 - 1. 9571E+Ol -6 . 6741E+03 
101 
7 -101.3 - 33 . 89 - 137 . 7 273 . 4 -143 . 4 -42 . 11 
7 . 4934E+02 7 . 5992E+02 l . 6287E+Ol 4 . 0247E+02 
8 -26 . 14 62 . 71 - 133 9 . - 521. 0 1 42 . 8 -2 . 0710E+04 
7 . 5992E+02 8 . 2783E+04 5 . 2089E+Ol 1 . 0132E+04 
9 10 . 54 3 . 59 4 59 . 83 25 . 80 9 .493 -19 . 57 
l . 6287E+Ol 5 . 2089E+Ol l . 5583E+Ol 3 . 5837E+Ol 
10 -13 . 20 127 . 7 -114 8 . 450 . 8 175 . 8 -6674 . 
4. 02 47E+02 1 . 0132E+0 4 3.58 37E+Ol 9 . 4211E+03 
PARAMETER SUMMARY 
PARAMETER VALUES I N "REGRESSION" SPACE -- - LOG TRANSFORMED AS APPLICABLE 
PARAMETER # : 1 2 3 4 5 
PARAMETER ID : Kxl Kx 2 Kx 3 Kx4 Kzl 
* = LOG TRNS : * * * * * 
UPPER 95% C . I. 6 . 85E+Ol 3. 06E+Ol 2 . 64E+02 9 . 89E+Ol 1 . 07E+02 
FINAL VALUES -l . 23E+OO - 2 . 23 E- 02 - 7 . 98E- 01 9 . 80E-02 -2 . 15E+OO 
LOWER 95% c . I. -7 . lOE+Ol -3. 07E+Ol -2.65E+02 -9 . 87E+Ol -1 . 12E+02 
STD. DBV . 5 .49E+OO 2 . 41E+OO 2 . 08E+Ol 7.77£+00 8.61E+OO 
COEF . OF VAR . 
* if value=O 4. 47E+OO l . 08E+02 2 . 61E+Ol 7.94E+Ol 4 . 00E+OO 
PARAMETER VALUES IN "REGRESSION" SPACE --- LOG TRANSFORMED AS APPLICABLE 
PARAMETER #: 6 7 8 9 10 
PARAMETER I D: Kz2 Kz3 Kz4 Rl GHO 
* = LOG TRNS : * * * * * 
UPPER 95% c . I. 5 .91E+02 1. 49E+02 1. 59E+03 l . 81E+Ol 5 . 37E+02 
F INAL VALUES -1 . 52 E+ OO - 2 .lOE+O O 9. 80E-02 -3 . 64E+OO l . 19E+OO 
LOWER 95% c. I. -5 . 94E+02 -l . 53E+02 - l . 59E+03 -2 . 54E+Ol -5 . 34E+02 
STD. DEV. 4. 67E+Ol 1 . 1 9E+Ol l. 25E+02 1. 71E+OO 4 .22E+Ol 
COEF. OF VAR. 
. if value=O 3 . 06E+Ol 5 . 67E+OO l . 28E+03 4. 70E-01 3 . 53E+Ol 
PHYSICAL PARAMETER VALUES --- EXPlO OF LOG TRANSFORMED PARAMETERS 
PARAMETER #: 1 2 3 4 5 
102 
PARAMETER ID: Kxl Kx2 Kx3 Kx4 Kzl 
.. = LOG TRNS: .. .. 
UPPER 95% C.I. ********** 4 . 17E+30 ********** ** * ******* ********** 
FINAL VALUES 5 . 90E-02 9 . 50E-01 l.59E-01 1. 25E+OO 7 . 00E-03 
LOWER 9 5%C . I. O. OOE+OO 2 . 17E-31 O.OOE+OO 0 . 00E+O O O.O OE+O O 
REASONABLE 
UPPER LIMIT 1. OOE+Ol l . OOE+Ol l.OOE+Ol 1. OOE+Ol l . OOE+OO 
REASONABLE 
LOWER LIMIT l . OOE-02 1 . 00E-02 l . OOE-02 l . OOE- 01 l . OOE-03 
ESTIMATE ABOVE (1) 
BELOW(-l)LIMITS 0 0 0 0 0 
ENTIRE CONF . INT. 
ABOVE(l)BELOW(-1) 0 0 0 0 0 
PHYSICAL PARAMETER VALUES --- EXPl O OF LOG TRANSFORMED PARAMETERS 
PARAMETER tt: 0 7 8 9 10 
PARAMETER I D: Kz2 Kz3 Kz4 Rl GHO 
* = LOG TRNS: * * * * * 
UPPER 95% C.I. ********** ********** ********** 1. 38E+l8 ********** 
FINAL VALUES 3 . 00E-02 
LOWER 95% C . I. O.O OE+OO 
REASONABLE 
UPPER LIMIT l.OOE+OO 
REASONABLE 
LOWER LIMIT l.OOE-03 
ESTIMATE ABOVE (1) 
BELOW(-l)LIMITS 0 

















l . OOE+Ol 





2 . 27E-0 4 l . 57E+Ol 
3.74E- 26 O.OOE+OO 
3 . 00E-04 l.OOE+02 




......... ...... ................ ... . ...... ......... ............... ......... ... 
1 1. 000 -0 . 2033 - 0 . 2330 8 . 8135E-02 -0 . 2015 0.1273 
- 2 . 9283E-01 -7 .1863E-03 2. l ll 7E-01 -l . 0755E-02 
2 - 0 . 2033 1. 000 -0 .1528 7 . 343 9E- 0 3 - 0 . 2576 -0.2166 
-2 . 2293E-01 3 . 9251E-02 1 .63 98E-01 2.3690E-01 
3 -o . ?.:no -0 .1528 1. 000 -0 .6080 - 5.7409E-02 0.3439 
-l . 0492E-01 -9 . 7102E-02 3.1617E-01 - 2 .4667E-0 1 
4 8 .8135E-02 7 . 3439E-03 -0 .6080 1. 000 0.2256 -0. 2718 
5 . 5796E-01 -l . 0117E-01 3.6515E- 01 2 . 5948E-0 1 
5 -0 . 2015 -0 . 2576 -5 . 7409E-02 0.2256 1. 000 -0.4113 
-2 . 6417E-01 2 . 5022E-02 1. 2125E-01 9 . 1320E- 02 
6 0 . 1273 -0 . 2166 0 . 3439 -0 . 2718 - 0 . 4113 1 . 000 
- 1. 4317E-02 -6 . 6994E 01 4 . 6143E- 02 - 6 . 3999E-01 
7 -0 . 2928 -0 . 2229 -0 . 1049 0 . 5580 - 0 . 2642 -1.4317E-02 
l . OOOOE+OO 9 . 6485E- 02 1 . 5073E-01 l . 51 4 8E-01 
103 
8 -7 . 1863E-03 3. 9251E-02 - 9 . 7102E-02 -0 . 1012 2.5022E- 02 - 0.6699 
9 . 6485E-02 l . OOOOE+OO 4.5862E-02 3 . 6281E-01 
9 0. 211 2 0 . 1640 0 . 3162 0 . 3652 0.1213 - 4 . 6143E-02 
l.5073E-0 1 4 . 5862E-02 l . OOOOE+OO 9 . 3531E-02 
10 - l . 0755E-02 0 . 2369 -0 .24 67 0.2595 9. 1320E-02 - 0 . 6400 
l . 5148E-01 3.6281E-01 9 .353 1E-02 
THE CORRELATION OF THE FOLLOWING PARAMETER 
PARAMETER II ID .. 
" 
ID 
THE CORRELATION OF THE FOLLOWING PARAMETER 
PARAMETER II ID II ID 
THE CORRELATION OF THE FOLLOWING PARAMETER 
PARAMETER # ID # ID 
LEAST-SQUARES OBJ FUNC (DEF . VAR . ONLY)- = 
LEAST- SQUARES OBJ FUNC (W/PARAMETERS)- - = 
CALCULATED ERROR VARIANCE---- ----------
STANDARD ERROR OF THE REGRESSION------ -
CORRELATION COEFFICIENT--------- ---- ---
W/PARAMETERS - ------------------- - -
ITERATIONS--- ----------------- - --------
MAX LI KE OBJ FUNC 
AIC STATISTIC-- - -
BIC STATISTIC----




PAIRS >= . 95 
CORRELATION 
PAIRS IS BETWEEN . 90 
CORRELATION 




0 . 12734 




ORDERED DEPENDENT-VARIABLE WEIGHTED RESIDUALS 
NUMBER OF RESIDUALS INCLUDED : 11 
AND .95 
AND . 90 
-0.702E-02 - 0 . 623E- 02 - 0.464E- 02 -0.385E- 02 0 .4 10E 01 
0 . 323 
0 . 411E-01 
0 .412E-01 0.767E-01 0 . 769E-01 0.770E-01 
CURRELATION BETWEEN ORDERED WEIGHTED RESIDUALS 
AND NORMAL ORDER STATISTICS = 
(CALCULATED USING EQ . 38 OF HILL,1992 OR EQ . 23 OF HILL,1998) 
COMMENTS ON THE INTERPRETATION OF THE CORRELATION BETWEEN 
WEIGHTED RESIDUALS AND NORMAL ORDER STATISTICS : 
Genera lly, IF the reported CORRELATION is LESS than the critical value, 
at the selected significance level (usually 5 or 10%), t he hypothesis 
that the weighted residuals are INDEPENDENT AND NORMALLY DISTRIBUTED 
would be REJECTED. HOWEVER, in this case, conditions are outside of 
the range of published critical values as discussed below. 
0 . 648 
The sum of the number of observations and prior information items is 11 
which i s less than 35, the minimum value for which c rit ical values are 
published. Therefore, the critical values for the 5 and 1 0% significance 
levels are less than 0 . 943 and 0 . 952, respectively. 
CORRELATIONS GREATER than t hese critical values indicate that, probably, the 
weighted residuals ARE INDEPENDENT AND NORMALLY DISTRIBUTED. 
Correlati ons LESS than these critical values MAY BE ACCEPTABLE, and 
rejection of the hypothesis is not necessarily warranted. 
The Kolmogorov- Smirnov test can be used to further evalua te the residuals . 
104 
END OF PHASE 22, 
CHECK THAT EXECUTION WAS SUCCESSFUL, 
IF SO NOTE : 
THESE STATISTICS ARE PRINTED FOR THE INITIAL PARAMETER VALUES . 
AFTER REVIEWING THESE VALUES, CONSIDER POSSIBLE RE-PARAMETERIZATI ON . 
** * ***** *********** **** **** * *** *** **** * ******* ******* ************ 
UCODE VERSION 1 . 0 8 (NOV 199 8) 
Documented in : USGS WRI98 - 4080 
by Eileen P. Poeter a nd Mary C. Hill 
UPDATES can be obtained from http : //water . usgs.gov/ 
OR from ht tp : //www .mines.edu/igwrnc/freeware/ucode 
*WWWWW************ ** * * *** * ** * *** * *** * ******************* * * *** ~ *** 
ECHO OF INPUT 
DOS or MS- Windows PLATFORM 
PHASE SELECTED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . • . . . . . . . 1 
REGRESSION CONTROLS : 
SENSITIVITY DIFFERENCING {l=FORWARD, 2= CENTRAL) ............... 2 
PARAMETER ESTIMATION CONVERGES WHEN EITHER OF THE 
FOLLOWING IS SATISTFIED: 
1) MAXIMUM FRACTIONAL PARAMETER CHANGE IS LESS THAN .......... 0 . 010000 
2) SUM-OF-SQUARED WEIGHTED RESIDUALS DIFFERS OVER 
THREE ITERATIONS BY LESS THAN A FACTOR OF: ............ 0 . 000000 
OPTIONAL QUASI - NEWTON UPDATING (0 = NO l =YES) ................... 0 
MAXIMUM NUMBER OF PARAMETER I TERATIONS BEFORE TERMINATION .. . ... 25 
MAXIMUM ALLOWABLE FRACTIONAL PARAMETER CHANGE .................. 2 .000000 
NAME OF INVERSION ALGORITHM IS mrdr ive 
NUMBER OF APPLICATION CODES TO RUN IS . . . . . . . . . . . . . . . . . . . . . . . . . . 1 
CODE NAME ucodegv.bat 
PRINTING CONTROLS: 
SENSITIVITY SCALING (O=NO- SCALING l=DIMENSIONLESS 2=1% 3= 1&2) . 1 
INTERMEDIATE PRINTING (O=NONE, 1= PRINT) ....................... 0 
PRODUCE GRAPHING AND POSTPROCESSING FILES (O=NO, l=YES) ........ 1 
# OF RESIDUAL SETS FOR EVALUATION OF APPARENT NON-RANDOMNESS . . . 0 
OBSERVATION INFORMATION: 
NUMBER OF OBSERVATIONS 11 






1 ol 318 . 29 1 STD 1 1 1 
105 
2 o2 317 . 54 1 STD 1 12 
3 o3 317 . 54 1 STD 1 13 
4 o4 317.54 1 STD 1 14 
5 o5 317 . 39 1 STD 1 14 
6 06 317. 39 1 STD 1 13 
7 o7 317 . 39 1 STD 1 12 
8 08 320.7 1 STD 1 7 
9 o9 320 . 7 1 STD 1 7 
10 olO 320.7 1 STD 1 6 
11 oll 320.7 1 STD 1 6 
PARAMETER INFORMATION : 
INITI AL INFORMATION FOR 10 PARAMETERS 
(ONLY ESTIMATE THE FIRST 5 PARAMETERS IN THE LIST) 
PARAMETER I NITIAL REASONABLE REASONABLE PERTURBATION LOG ESTIMATE 
NAME VALUE MINIMUM MAXIMUM FRACTIONAL TRANS FLAG 
AMOUNT FLAG 
-------- ------------------------------------------------ ---- ---- --- ---- --------
Kxl 0 . 059 0.01 10 0.01 YES 
Kx3 0.1594 0.01 10 0 . 01 YES 
Kzl 0.007 0.001 1 0.01 YES 
Kz3 0 . 008 0 .00 1 1 0.01 YES 
Rl 0 . 000227 0 . 0001 0 . 0003 0.01 YES 
Kx2 0 . 95 0.01 10 0 . 01 YES 
Kx4 1. 253 0 . 1 10 0.01 YES 
Kz2 0.03 0.001 1 0 . 01 YES 
Kz4 1 . 253 0.01 10 0 . 0 1 YES 
GHO 15 . 6625 0 . 1 100 0. 0 1 YES 
Analyzing Paramet er IDs in file : {kx.tpl } 
{105} l ines out of {10 5} i n clude Parameter I Ds for substitution 
the last l ine wi t h a substitution is {105 } 
Parameter ID: { !Kxl ,,,,, ,, 1 } occurs : {608} times in the template file 
Parameter ID: { !Kx2 , ,,,,,, 1 } occurs: {266} times in the template f i le 
Parameter ID: {!Kx3 ,, , , ,,, !} occurs : {33 } times i n t h e template file 
Parameter ID: {!Kx4, ,, , , , , !} occurs : {38 } times i n t h e templ ate fil e 
Analyzing Par ameter IDs in f ile: {kz . tpl} 
{105} lin es out of {105} inc l ude Paramet e r IDs for s ubstitution 
the l ast line with a substitution is {105} 
Parameter ID : {!Kzl, ,, , , , , !} occurs : {608} times in t he template f i le 
ParameLer ID : { !Kz2,,,,,,, ! } occurs : {266} L .i.mel; .i.n the t!:!mplote file 
Parameter ID: {!Kz3 , ,,,,,, !} occurs : {33} t i mes in the templ ate fi l e 
Parameter ID: { !Kz4 , ,,,,,, !} occurs : {38 } t imes i n the templ ate file 
Analyzing Parameter IDs in fi l e : {ghb . tpl} 
{3} lines out o f {5} include Parameter IDs for substitution 
t h e last line with a substitu tion is {5} 
Parameter ID: { 1 GHO, , ,, , !} occurs : {3} times in the template file 
Analyzing Parameter IDs in file: {recharge . tpl} 
{7 } l ines out of {1 0} include Parame t er IDs for s ubst i tution 
the last line with a s ubstitu tion is {10} 












******* * * * *** * * *** * **** *** ** ****** * ** * * ** **** ***** * * 
EXECUTING MR.DRIVE VE.RSION 1 . 08 (NOV 1998) 
** ****** * * ****** ********* * * * *** * * ******* ** ** **** * * ** 
OBSERVATIONS 
OBSERVATION MEASURED SIMULATED WEIGHTED 
OBS# NAME VALUE VALUE RESIDUAL WEIGHT**. 5 RESIDUAL 
1 ol 318.290 317 . 967 0 . 3232 l. 00 0.3232 
2 o2 317 . 540 317 . 499 4 . 0985E-02 1. 00 4.0985E-02 
3 o3 317.540 317 . 499 4 . 1138E-02 l. 00 4 . 1138E-02 
4 04 317 . 540 317 . 499 4 . 1229E-02 l. 00 4 . 1229E- 02 
5 oS 317 . 390 317 . 313 7. 69 96E-02 1. 00 7 . 6996E-0 2 
6 06 317 . 390 317.313 7 . 6874E-02 1. 00 7 . 687 4E- 02 
7 o7 317 . 390 317.313 7 . 6660E-02 1. 00 7 . 6660E-02 
8 08 320 . 700 320. ·10~ -4 . 6387E-03 l. 00 -4.6387E- 03 
9 o9 320 . 700 320 . 704 - 3 . 8452E-03 1. 00 -3.8452E-03 
10 olO 320.700 320 . 707 -7 . 0190E-03 1. 00 -7 . 0190E-03 
11 oll 320 . 700 320.706 - 6 . 2256E-03 1. 00 -6 . 2256E- 03 
SUM OF SQUARED RESIDUALS FOR INITI AL PARAMETERS 
SUM OF SQUARED WEI GHTED RESIDUALS 0 . 12734 
********* ** * * **** * * **** * * ** ******* * **** * * ****** ****** * ** * ************ * * * * ****** 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER_VALUE* (wt ** .5)) 
PARAMETER # : 
PARAMETER ID : 
















- 8 . 64E-03 
- 1. 30E-02 
4. 32E-03 
4. 32E-03 




1 . 12E+OO 
2 3 4 5 
Kx3 I<zl Kz3 Rl 
8 . 97E-02 -l . 74E-01 -2 . 58E-01 - 3 . SSE+OO 
6 . 72E-02 - 7.57E- 02 - 2 . 28E-01 -2 . 87E+OO 
6.72E- 02 -7 . 57E-02 -2 . 21E-01 - 2 . 87E+OO 
6 . 72E- 02 -7.57E-02 -2 . 28E-01 -2 . 85E+OO 
2 . 52E-02 -7.57E- 03 - 7 . 37E-02 - 1.14E+OO 
2 . 52E-02 -l.SlE-02 - 7 . 37E-02 -1 . 15E+OO 
2 . 80E-02 -l . SlE-02 -8 . lOE-02 - 1. lSE+OO 
l .63E-01 l . 20E+OO 7 . 88E-01 -1 . 02E+Ol 
l . 63 E-01 l . 20E+OO 7 . 88E-01 - 1 . 02E+Ol 
l . 63E-01 l . 21E+OO 7 . SlE-01 - 1 . 02E+Ol 
1 . 63E-01 1.20E+OO 7 . 88E-01 -1 . 02E+Ol 
COMPOSITE SCALED SENSITIVITIES 
( (SUM OF THE SQUARED VALUES)/ND) ** . 5 
PARAMETER# : 1 2 3 4 5 
PARAMETER ID : Kxl 
0 . 677 
Kx3 
0 . 108 
Kzl 




6 . 44 
ITERATION NO . = 1 
PROCEDURE : VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER --------------
MAX. FRACTIONAL PAR . CHANGE- - -- ---
MAX. FRAC . CHANGE OCCURRED FOR PAR.# 
O. lOOOO E- 02 
2 . 00 00 
3 , Kzl 
UPDATED J:::!)'l'lMATES OF REGRESSION PARAMETERS : 
Kxl Kx3 Kzl Kz3 
4 . 69720E-02 5 . 17419E-02 2 . lOOOOE-02 4.23654E-03 
Rl 
2 . 21888E-04 
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SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERAT I ON NO. 1 
SUM OF SQUARED WEIGHTED RES I DUALS 0 . 15557 
*** *********** ****************** ******* * ***** ******** **** **** **** ** * * ** **** **** 
ITERATION NO . = 2 
VALUES FROM LEAST- SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER -------------- O. l OOOOE- 02 
MAX . FRACTI ONAL PAR . CHANGE------- 2.00 00 
MAX . FRAC . CHANGE OCCURRED FOR PAR.# 3, Kzl 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 
4. 17275E- 02 
Kx3 
3 .54927E- 02 
Kzl 
6 . 30000E- 02 
Kz3 
7 . 58 711E-03 
Rl 
2 . 1167 4E- 04 
SUM OF SQUARED RES I DUALS FOR PARAMETERS AS UPDATED I N ITERATION NO . 2 
SUM OF SQUARED WEIGHTED RESI DUALS 0 . 14725 
********************* ***** ******** ******** **** ******** ******* **** **** * ** ** ***** 
ITERATION NO . = 3 
VALUES FROM LEAST- SQUARES REGRESSION PROCEDURE 
MARQUARDT PARAMETER -------------- 0 . 0000 0 
MAX . FRACTIONAL PAR. CHANGE------- 2.0000 
MAX . FRAC. CHANGE OCCURRED FOR PAR.# 4, Kz3 
UPDATED ESTIMATES OF REGRESS I ON PARAMETERS : 
Kxl 
2. 79156E- 02 
Kx3 




2 . 27613E-02 
Rl 
l . 88363E-04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATI ON NO . 3 
SUM OF SQUARED WEIGHTED RESIDUALS 0. 15978 
*** * *********** ******* *************************************** **** ******* ******* 
ITERATI ON NO. = 4 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER -------------- O.lOOOOE - 02 
MAX . FRACTIONAL PAR. CHANGE------- 2.0000 
MAX . FRAC . CHANGE OCCURRED FOR PAR.# 2, Kx3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 
2 . 78554E-02 
Kx3 
2 . 69867E- 02 
Kzl 





SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N ITERATION NO . 4 
SUM OF SQUARED WEI GHTED RES I DUALS 0 .15861 
** **** * ***** ************************************************************** * ** ** 
ITERATI ON NO . = 5 
PROCEDURE : VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER --- - ----------
MAX . FRACTI ONAL PAR. CHANGE-------








8 . 09601E-02 
Kz l 
2 . 71551E-02 
Kz3 
5.847 30E- 02 
Rl 
l . 80811E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN I TERATION NO. 5 
SUM OF SQUARED WEIGHTED RESIDUALS 0. 17988 
***** *** **** ******* * ** ********************************************************* 
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ITERATION NO. = 6 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER ---- - --------- O. lOOOOE- 02 
MAX. FRACTI ONAL PAR . CHANGE--- - - -- - . 9522 2E-01 
MAX . FRAC . CHANGE OCCURRED FOR PAR . # 2, Kx3 






2 . 70102E- 02 
Kz3 Rl 
6 . 3941 9E- 02 l . 8071 5E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN I TERATION NO. 6 
SUM OF SQUARED WEIGHTED RESIDUALS 0 .17960 
************************************************* * * * ** ** * ** ** *** **** * ** ******** 
ITERATION NO. = 7 
VALUES FROM LEAST- SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER -------------- 0.00000 
MAX . FRACTIONAL PAR . CHANGE------- 0 .15206E-03 
MAX . FRAC. CHANGE OCCURRED FOR PAR.# 2, Kx3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 








l . 80715E-04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N I TERATION NO. 7 
SUM OF SQUARED WEIGHTED RESIDUALS l.79600e- 001 
SUM OF SQUARED WEIGHTED RESIDUALS (WI TH PRIOR) l .79600e- 001 
**************************************** *** ** ** **** ** *** * ** * ** **** ************* 
* 
* NOTE THAT A LOWER SUM-OF- SQUARED RESIDUALS OCCURRED EARLIER I N THE REGRESS I ON 
* THE OPTIMAL PARAMETER VALUES WERE FOUND ON ITERATION # 0 
* THOSE VALUES ARE : 
* 
* Kxl 
* 5 . 900000e- 002 
* Kx3 
* l.594000e- 001 
* Kzl 
* 7 . 000000e- 003 
* Kz 3 
* 8 . 000000e- 003 
* Rl 
* 2 . 270000e-004 
* Kx2 
* 9 .500000e- 001 
* Kx 4 




* l . 253000e+OOO 
* GHQ 
* l .5662 50e+001 
* 
*** ** **** **** * * * **** ** * ** ************************* *** **** * ** **** ** ** *********** 
PARAMETER ESTIMATION CONVERGED BY SATISFYING PARAMETER TOLERANCE CRITERIA 
** * ** ** ** ** ** **** * ** *** * ** **** * ** ** ** ** ** *** **** *** ************************** 
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PARAMETER ESTIMATION CONVERGED 
THE FOLLOWING RESIDUALS AND STATISTICS 
ARE CALCULATED AT THE FINAL PARAMETER VALUES USING CENTRAL DIFFERENCES 
********************** ***************************************************** ** 
OBSERVATIONS 
OBSERVATION MEASURED SIMULATED 
OBS# NAME VALUE VALUE RESIDUAL WEIGHT **.5 
1 ol 318 . 290 317 . 967 
2 o2 317 . 540 317. 499 
3 o3 317 . 540 317.499 
4 o4 317 . 540 317. 499 
5 o5 3 1 7 . 390 317 . 313 
6 06 317 . 390 :.n·1 . 313 
7 o7 317 . 390 317.313 
8 08 320 . 700 320 . 705 
9 o9 320 . 700 320.704 
10 olO 320 . 700 320.707 
11 oll 320. 700 320.706 
STATISTICS FOR THESE RESIDUALS 
MAXIMUM WEIGHTED RESIDUAL : 0 . 323E+OO OBS# 
MINIMUM WEIGHTED RESIDUAL : -0 . 702E-02 OBS# 
AVERAGE WEIGHTED RESIDUAL : 0 .596E- 01 
II RESIDUALS >= 0. 7 
# RESIDUALS < 0 . 4 
NUMDER OF RUN!l 2 IN 11 OBSERVATIONS 
0 . 3232 
4 . 0985E-02 
4. 1138E-02 
4.1229E-02 
7 . 6996E-02 
'/ . 68'/4E-02 
7 . 6660E-02 
-4 . 6387E-03 
-3 . 8452E-03 




SUM OF SQUARED WEIGHTED RESIDUALS 0 . 12734 
SUM OF SQUARED WEIGHTED RESIDUALS (WITH PRIOR) 0 . 12734 
STATISTICS FOR ALL RESIDUALS 
AVERAGE WEIGHTED RESIDUAL 
# RESIDUALS >= 0 . 7 
# RESIDUALS < 0. 4 
NUMBER OF RUNS 2 IN 
0 . 59 6E- 01 
11 OBSERVATIONS 
INTERPRETTING THE CALCULATED RUNS STATISTIC VALUE OF 
NOTE: THE FOLLOWING APPLIES ONLY IF 
II RESIDUALS >= 0 . IS > 10 AND 
# RESIDUALS < 0 . IS > 10 















0 . 3232 
4 . 0985E - 02 
4 . 1138E-02 








IF THE VALUE IS < -1.28 , THERE IS < 10% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1.645, THERE IS < 5% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1.96 , THERE IS < 2.5% CHANCE THE VALUES ARE RANDOM 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER_VALUE*{wt**.5)) 
PARAMETER# : 1 2 3 4 5 
PARAMETER ID: Kxl Kx 3 Kzl Kz3 Rl 
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OBS# OBS ID 
1 ol 1. 73E-02 8 . 97E- 02 - 1. 74E-01 -2 . 58E-Ol -3 . 55E+OO 
2 o2 -8 . 64E-03 6 . 72E- 02 - 7 . 57E-02 -2.28E-01 -2 . 87E+OO 
3 o3 -8 . 64E- 03 6 . 72E-02 -7.57E-02 -2.21E-01 -2.87E+OO 
4 o4 -l . 30E-02 6. 72E- 02 - 7 . 57E- 02 -2.28E-Ol -2.85E+OO 
5 o5 4 . 32E-03 2.52E- 02 - 7 . 57E-03 -7.37E-02 -l . 14E+OO 
6 06 4 . 32E- 03 2 . 52E-02 -l.51E-02 -7.37E-02 -l.15E+OO 
7 o7 8.64E-03 2 . 80E- 02 - 1. 51E-02 -8.lOE-02 -l . 15E+OO 
8 08 l . 12E+OO l . 63 E-01 l . 20E+OO 7.88E-01 -l . 02E+Ol 
9 o9 l .12E+OO l . 63E-01 1. 20E+OO 7.88E-Ol -l . 02E+Ol 
10 olO l .12E+OO l . 63E-01 l.21E+OO 7.81E-01 -l . 02E+Ol 
11 oll l. 12E+OO 1. 63 E- 01 l. 20E+OO 7.88E-01 -l . 02E+Ol 
COMPOSITE SCALED SENSITI VITIES 
(( SUM OF THE SQUARED VALUES) / ND) ** .5 
PARAMETER # : 1 2 3 4 5 
PARAMETER ID: Kxl Kx3 Kzl Kz3 Rl 
0 . 677 0 . 108 0.730 0 .496 6 .44 
---------- ------
COVARIANCE MAT . 
----------------
1 2 3 4 5 
. . .. . ....... . . .. . ... . .......... . ... ..................... . . ... . ... 
1 24.12 -22 . 63 -6 . 139 -26 . 88 1. 395 
2 -22 . 63 221. 8 15.15 43 . 46 17.62 
3 -6 .139 15.15 32.77 -21.61 2 . 751 
4 -26 .88 43 . 46 - 21. 61 60 . 08 -1 . 885 
5 1. 395 17.62 2.751 - 1. 885 2 . 037 
PARAMETER SUMMARY 
PARAMETER VALUES I N "REGRESS I ON" SPACE --- LOG TRANSFORMED AS APPLICABLE 
PARAMETER # : 1 2 3 4 5 
PARAMETER ID: Kxl Kx 3 Kz l Kz3 Rl 
* = LOG TRNS: * * * * * 
UPPER 95% c . I. 3 . 99E+OO l . 50E+Ol 3.93E+OO 6.14E+OO -2 .13E+OO 
FINAL VALUES -1.23E+OO - 7 . 98E- 01 - 2 . 15E+OO -2.lOE+OO -3.64E+OO 
LOWER 95% c. I. -6.45E+OO - 1 . 66E+Ol - 8 . 24E+OO -1. 03E+Ol -5.16E+OO 
STD. DEV. 2 .13E+OO 6 . 47E+OO 2.49E+OO 3 . 37E+OO 6 . 20E-01 
COEF . OF VAR. 
* if value=O l . 74E+OO 8 . llE+OO l.15E+OO l.61E+OO l . 70E- 01 
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PHYSICAL PARAMETER VALUES --- EXPlO OF LOG TRANSFORMED PARAMETERS 
PARAMETER # : 1 2 3 4 5 
PARAMETER ID : Kxl Kx3 Kzl Kz3 Rl 
* = LOG TRNS : * * * * * 
UPPER 95% c . I. 9.78E+03 1. 07E+l5 8 . 48E+03 l.38E+06 7.46E-03 
FINAL VALUES 5 . 90E-02 1. 59E-01 7.00E-03 8.00E-03 2 . 27E- 04 
LOWER 95%C . I. 3 . 56E- 07 2 . 37E-17 5 . 78E-09 4.63E-ll 6.91E-06 
REASONABLE 
UPPER LIMIT l . OO E+Ol l . OOE+Ol l . OOE+OO l . OOE+OO 3 . 00E-04 
REASONABLE 
LOWER LIMIT l . OOE-02 l . OOE- 02 l.OOE-03 l.OOE-03 l.OOE-04 
ESTIMATE ABOVE (1) 
BELOW(-l)LIMITS 0 0 0 0 0 
ENTIRE CONF . INT . 




1 2 3 4 5 
1 1 . 000 -0 . 3094 - 0 . 2184 - 0 . 7060 0.1990 
2 -0 . 3094 1.000 0 .1778 0.3765 0 . 8289 
3 -0 . 2184 0 . 1778 1.000 -0.4870 0 . 3368 
4 -0 . 7060 0 . 3765 - 0 .4870 1 . 000 -0 . 1704 
5 0 . 1990 0 .8289 0 .3368 -0.1704 1. 000 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS >= . 95 
PARAMETER # ID # ID CORRELATION 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS IS BETWEEN .90 AND . 95 
PARAMETER # ID # ID CORRELATION 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS IS BETWEEN .85 
PARAMETER # ID # ID CORRELATION 
LEAST-SQUARES OBJ FUNC (DEP . VAR . ONLY) -
LEAST-SQUARES OBJ FUNC (W/PARAMETERS) --
CALCULATED ERROR VARIANCE--------------
0 . 12734 
0.12734 
0 . 21223E-01 
STANDARD ERROR OF THE REGRESSION------- - 0.14~G8 
CORRELATION COEFFICIENT---------------- 0.99864 
W/PARAMETERS----- -- --------------- 0.99864 
ITERATIONS------------------------- ----
MAX LIKE OBJ FUNC 
AIC STATISTIC----
BIC STATISTIC----
20 . 344 
30 . 344 
32 . 333 
ORDERED DEPENDENT-VARIABLE WEIGHTED RESIDUALS 
NUMBER OF RESIDUALS INCLUDED: 11 
7 
-0 . 702E-02 -0 . 623E-02 - 0 . 464E-02 - 0 . 385E-02 
0.412E-01 0.767E- 0 1 0 . 7 69E- 01 0 . 770E-01 
0. 410E-01 
0 . 323 
AND . 90 
0 . 411E- 01 
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CORRELATION BETWEEN ORDERED WEIGHTED RESIDUALS 
AND NORMAL ORDER STATISTICS 
(CALCULATED USING EQ.38 OF HILL,1992 OR EQ . 23 OF HILL,1998) 
0.648 
COMMENTS ON THE INTERPRETATI ON OF THE CORRELATION BETWEEN 
WEIGHTED RESIDUALS AND NORMAL ORDER STATISTICS : 
Generally, IF the reported CORRELATI ON is LESS than the critical value, 
at the selected significance level (usually 5 or 10%), the hypothesis 
that the we ighted residuals are INDEPENDENT AND NORMALLY DISTRIBUTED 
would be REJECTED. HOWEVER, in this case , condi t ions are outside of 
the range of published critical values as discussed below . 
The sum of the number o f observations and prior information items is 11 
which is l ess than 35 , t he minimum value for which critical values are 
published . Therefore , the critical values for the 5 and 10% significance 
levels are less than 0 . 943 and 0.952, respectively . 
CORRELATIONS GREATER than these critical values indicate that, probably, the 
weighted residuals ARE INDEPENDENT AND NORMALLY DISTRIBUTED . 
Correlations LESS than these critical values MAY BE ACCEPTABLE, and 
reject ion of the hypothesis is not necessarily warranted. 
The Kolmogorov-Smirnov test can be used to further evaluate the residuals . 
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
PARAMETER VALUES AND STATISTICS FOR ALL ITERATIONS 
PARAMETER NAMES 
Kxl Kx3 Kzl Kz3 
Rl 
INITIAL PARAMETER VALUES 
0.590E-01 0.159 0.700E-02 0.800E-02 
0.227 E-03 
LEAST SQUARES 
OBJ OBJ FNC 
FUNC W/PRIOR MAX-CHG PARAM MARQRDT 
. 13 . 13 2 . 0 Kzl 0 . 00 
iteration fl 1 
0 .470E-01 0 . 517E-01 0 . 210E-01 0 .424E-02 
0 . 222E-0 3 
.16 .16 2 . 0 Kzl 0.00 
iteration fl 2 
0.417E-01 0.355E-01 0 . 630E-01 0 . 759E-02 
0 . 212E- 03 
. 15 . 15 2 . 0 Kz3 0.00 
iteration # 3 
0.279 E-01 0 . 900E-02 0.324 E-0 1 0 . 228E-01 
0 . 188E-03 
. 16 .16 2 . 0 Kx3 0 . 00 
iteration lf 4 
0.279E-Ol 0 . 270E-Ol 0 . 326E-01 0 . 228E-01 
0 . 189E-03 
. 16 .16 2 . 0 Kx3 0 . 00 
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iteration # 5 
0 . 2G9E-01 O. OlOE-01 0 . 272 E- 01 0.SSSE 01 
0 . 181E-03 
.18 . 18 - . 95E- 01 Kx3 0 . 00 
iteration # 6 
0 . 269E-01 0 . 733E-01 0 . 270 E-0 1 0 . 639E-01 
0. 181E-03 
. 18 .18 0.lSE- 03 Kx3 0 . 00 
iteration # 7 
0 . 269E-01 0.733 E- 01 0 . 270E-01 0.639E-01 
0 . 181E-03 
0 . 13 0 . 13 
**************************** ** *** ****** ********************************** *** * 
PARAMETER ESTIMATION CONVERGED 
*************** ** ******** **************** ******* *********** *** ********* ****** 
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Weight=2 (standard deviation= 0 . 5 ml 
****•*********************** **** **** * ***************** * ** * ****** * 
UCODE VERSION 1 . 08 (NOV 1998) 
Documented in : USGS WRI98-4080 
by Eileen P . Poeter and Mary C . Hill 
UPDATES can be obtained from http : //water . usgs.gov/ 
OR from http : //www . mines . edu/igwmc/freeware/ucode 
**************************** * *** ** ******************************* 
ECHO OF INPUT 
DOS or MS-Windows PLATFORM 
PHASE SELECTED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 
REGRESSION CONTROLS : 
SENSITIVITY DIFFERENCING (!=FORWARD, 2= CENTRAL) . ........ . .... . 2 
PARAMETER ESTIMATION CONVERGES WHEN EITHER OF THE 
FOLLOWING IS SATISTFIED : 
1) MAXIMUM FRACTIONAL PARAMETER CHANGE I S LESS THAN ....... . .. 0 . 010000 
2) SUM-OF-SQUARED WEIGHTED RESIDUALS DIFFERS OVER 
THREE ITERATIONS BY LESS THAN A FACTOR OF : .......... . . 0 . 000000 
OPTIONAL QUASI-NEWTON UPDATING (0= NO l=YES} .... . ... . .. .. .. . . . . 0 
MAXIMUM NUMBER OF PARAMETER ITERATIONS BEFORE TERMINATION . . . . . . 25 
MAXIMUM ALLOWABLE FRACTIONAL PARAMETER CHANGE .... . ... . ......... 2 . 000000 
NAME OF INVERSION ALGORITHM IS mrdrive 
NUMDER OF APPLICATION CODES TO RUN IS ..... . ..... .. .. .. .. . ... .. . 1 
CODE NAME ucodegv . bat 
PRINT I NG CONTROLS : 
SENSI TIVITY SCALING (O=NO- SCALING ! =DIMENSI ONLESS 2=1% 3= 1&2 } . 1 
INTERMEDIATE PRINTING (O =NONE, 1= PRINT} . . ... . .. .. .. ........... 0 
PRODUCE GRAPHI NG AND POSTPROCESSING FILES (O =NO, l =YES} .. .. .. .. 1 
# OF RESIDUAL SETS FOR EVALUATION OF APPARENT NON-RANDOMNESS . . . 0 
OBSERVATION I NFORMATION : 
NUMBER OF OBSERVATIONS 11 
OBS# OBSERVATION ID VALUE STAT STAT SQRT PLOT 
TYPE WEIGHT SYMBOL 
1 ol 318 . 29 0 . 5 STD 2 11 
2 o2 317 . 54 0.5 STD 2 12 
3 o3 317 . 54 0.5 STD 2 13 
4 o 4 317 . 54 0.5 STD 2 14 
5 o5 317 . 39 0.5 STD 2 14 
6 06 317 . 39 0.5 STD 2 13 
7 o7 317 . 39 0.5 STD 2 12 
8 08 320 . 7 0.5 STD 2 7 
9 o9 320 . 7 0 . 5 STD 2 7 
10 o l O 320 . 7 0 . 5 STD 2 6 
11 o l l 32 0 . 7 0 . 5 STD 2 6 
11 5 
PARAMETER I NFORMATION : 
I NITI AL INFORMATION FOR 10 PARAMETERS 
(ONLY ESTI MATE THE FIRST 5 PARAMETERS I N THE LIST) 
PARAMETER INITIAL REASONABLE REASONABLE PERTURBATION LOG ESTIMATE 
NAME VALUE MINIMUM MAXIMUM FRACTIONAL TRANS FLAG 
AMOUNT FLAG 
-------- --------------- --- --- ----------------------- ---------------------------
Kxl 0 . 059 0.01 10 0.01 YES 
Kx3 0.1594 0.01 10 0 . 01 YES 
Kzl 0 . 007 0.001 1 0.01 YES 
Kz3 0 . 008 0.001 1 0.01 YES 
Rl 0 .000227 0.0001 0 . 0003 0 . 0 1 YES 
Kx2 0.95 0 . 01 10 0 . 01 YES 
Kx4 l. 253 0.1 10 0.01 YES 
Kz2 0 . 03 0.001 1 0 . 01 YES 
Kz4 1.253 0 . 01 1 0 0 . 01 YES 
GHO 15 . 6625 0 . 1 100 0 . 01 YES 
Analyzing Paramet e r IDs in file: {kx . tpl} 
{105} lines out of {1 05 } include Paramet er IDs for substitu t i on 
t he l a s t l i ne with a substitution is {105} 
Parameter I D: {!Kxl,,, ,, , , !} occurs: {608} times in the template file 
Parameter ID : {!Kx2,,, ,, , , 1} occurs: {266} t imes i n t h e templ ate file 
Parameter ID : {!Kx3,,,,,,, !} occurs: {33} times in the template file 
Paramet e r ID : {!Kx4,,,,,,, ! } occurs: {38} times in the template file 
Analyzing Parameter IDs in f i le : {kz.tpl} 
{105} lines out of {105} include Parameter IDs for substitution 
the las t l i ne with a substitution is {105} 
Parameter ID: {!Kzl,,,,,,, ! } occurs: {608} times in t he template file 
Parameter ID: { !Kz2,,,,,,, ! } occurs: {266} times in t he template file 
Parameter ID: { !Kz3, ,, ,,,, ! } occurs: {33} times in the template file 
Parameter ID: { !Kz4,,, ,, , , ! } occurs: {38} times in the template file 
Analyzing Parameter IDs in file : {ghb . tpl } 
{3} l i nes out o f {5} include Parameter IDs for substituti on 
t h e last line with a substitu tion i s {5} 
Parameter I D: { !GHO , ,,,, !} occurs: {3} times in the template file 
Analyzing Parameter IDs in file: {recharge . tpl} 
{7} lines out of {10} include Parameter IDs for substitution 
t h e last line with a substitu t i on i s {1 0} 
Parameter ID: { !Rl,,, ,, , , , !} occurs : {63 } times in t h e templ ate file 
****************************** ** ****** ************** 
EXECUTING MRDRIVE VERSION 1.08 (NOV 1998) 













OBSERVATION MEASURED SIMULATED WEIGHTED 
OBS# NAME VALUE VALUE RESIDUAL WEIGHT** . 5 RESIDUAL 
1 ol 318.290 317 . 967 0 . 3232 2.00 0 . 6463 
2 o2 3 1 7 . 540 3 17 .502 3.8422E- 02 2 . 00 7 . 6843E-02 
3 o3 31 7 . 540 317.499 4 . 1138E- 02 2 . 00 8 . 2275E-02 
4 o4 31 7 .540 317 . 499 4 . 1229E-02 2.00 8.2458E- 02 
5 o5 317 . 390 317.313 7 . 6996E- 02 2 . 00 0.1540 
6 06 317 . 390 317 . 313 7 . 6874E-02 2 . 00 0.1537 
7 o7 317.390 31 7 . 31 3 7 . 6660E-02 2 . 00 0. 1 533 
8 08 320.700 320.705 -4.6387E- 03 2.00 -9 . ?.773E-03 
9 o9 320.700 320 . 704 -3.9063E-03 2.00 - 7 . 8125E-03 
10 olO 320.700 320 . 707 - 7.0190E- 03 2.00 -l . 4038E- 02 
11 oll 320.700 320 . 7 06 -6.2256E- 03 2.00 -l . 2451E- 02 
SUM OF SQUARED RESIDUALS FOR INI TIAL PARAMETERS 
SUM OF SQUARED WEIGHTED RESIDUALS 0 . 50854 
******* * ** ****************** * ** ********* ************ **** * ** ** ** *** ************** 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY ( PARAMETER_VALUE*(wt**. 5)) 
PARAMETER #: 
PARAMETER ID : 










10 o l O 






-2 . 59E-02 
8 . 64E-03 
8 . 64E- 03 
l . 73E- 02 
2 .25 E+OO 
2 . 2 5 E+OO 
2 . 25E+OO 
2 . 25E+OO 
2 3 4 5 
Kx3 Kz l Kz3 Rl 
l . 79E- 01 - 3 . 48E- 0 1 - 5. 1 6E- 01 -7 . 09E+OO 
l . 34E- 0 1 -l . 51E-01 - 4 . 57E-01 -5.79E+OO 
l .34E- 01 - l . 51 E- 01 - 4 . 42E- 01 - 5 . 74E+OO 
l.34E-01 -l .51E-01 -4.57E - 0 1 -5.71E+OO 
5.04E-02 - l . 5 1E- 02 - l.47E-01 - 2.28E+OO 
5.04E-02 - 3 . 03E- 02 - l . 47E-01 -2.30E+OO 
5 . 60E- 02 - 3.03E- 02 - l . 62E-01 -2.30E+OO 
3 . 25E- Ol 2.41E+OO l . 58E+O O -2.04E+Ol 
3 . 25E- Ol 
3.25E-01 




l . 58E+OO - 2 . 04E+Ol 
l.56E+OO - 2.04E+O l 
l . 58E+OO -2 . 04E+Ol 
COMPOSI TE SCALED SENSITIVITI ES 
((SUM OF THE SQUARED VALUES)/ND)** . 5 
PARAMETER # : 1 
PARAMETER ID : Kxl 
1. 35 
I TERATION NO . = 1 
2 
Kx3 




VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
4 
Kz3 
0 . 993 
MARQUARDT PARAMETER -------------- O.lOOOOE - 02 
MAX. FRACTIONAL PAR . CHANGE------- 2. 0000 
MAX. FRAC . CHANGE OCCURRED FOR PAR . # 3, Kz l 




12 . 9 
Kxl 
4 . 68439E-02 
Kx 3 
5 .01350E- 02 
Kzl 
2 . lOOOOE-02 
Kz3 
4.22892E-03 2 . 21127E-04 
SUM OF SQUARED RES I DUALS FOR PARAMETERS AS UPDATED IN ITERATION NO . 1 
SUM OF SQUARED WEIGHTED RESIDUALS 0.63398 
* ** * ****************** ********** *********************** **** **** * ** **** * *** * * * * * 
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ITERATION NO. = 2 
PROCEDURE 
0.00000 
1 . 7861 
VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER ---- ----------
MAX. FRACTIONAL PAR. CHANGE-------
MAX . FRAC. CHANGE OCCURRED FOR PAR.# 3, Kz l 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 




5 . 85083E-02 
Kz3 
2 . 71954E- 05 
Rl 
l.33514E-04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO. 2 
SUM OF SQUARED WEIGHTED RESIDUALS 336 . 69 
*** ******* ** ****************** ************** ******* ** ** ** ** * ** ***************** 
ITERATION NO. = 3 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER ----------- --- O. lOOOOE-02 
MAX . FRACTIONAL PAR. CHANGE------ - 2 . 0000 
MAX. FRAC . CHANGE OCCURRED FOR PAR . # 4, KZ3 








8 .15862E- 05 
Rl 
l.33533E-04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO. 3 
SUM OF SQUARED WEIGHTED RESIDUALS 295 . 00 
*** ** ********************** * ******** ******** **** *********** **** ******** **** * ** * 
ITERATION NO . = 4 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER -------------- 0.lOOOOE-02 
MAX . FRACTIONAL PAR. CHANGE------- 2 . 0000 
MAX . FRAC . CHANGE OCCURRED FOR PAR.# 2, Kx3 




l . 93826E-05 
Kzl 
4 . 82147E - 02 
Kz3 
8 . 25239E- 05 
Rl 
l.32433E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N ITERATION NO. 4 
SUM OF SQUARED WEIGHTED RESIDUALS 204.60 
******** *********************************************************************** 
ITERATION NO. = 5 
PROCEDURE : VALUES FROM LEAST- SQUARES REGRESSION 
MARQUARDT PARAMETER -------- ------
MAX. FRACTIONAL PAR . CHANGE-------
MAX. FRAC. CHANGE OCCURRED FOR PAR . # 
O.lOOOOE-02 
0 . 37485 
1, Kxl 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 
5 . 22602E-03 
Kx3 






l.38527E - 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N ITERATION NO. 5 
SUM OF SQUARED WEIGHTED RES I DUALS 15 1 . 42 
****** * ** ********************************************************************** 
ITERATION NO . = 6 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER -------------- O.lOOOOE- 02 
MAX . FRACTIONAL PAR. CHANGE------- 2.0000 
MAX. FRAC. CHANGE OCCURRED FOR PAR.# l, Kxl 
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UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl Kx3 Kz l Kz3 
l.56781E-02 l .03341E-05 3 . 544 15E - 02 7 . 27481E- 05 
Rl 
l.44552E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATI ON NO. 6 
SUM OF SQUARED WEIGHTED RESIDUALS 1492 . 6 
************ *********** ************** * **** ** **** **** **** * ** ******************** 
ITERATION NO . = 7 
VALUES FROM LEAST-SQUARES REGRESS I ON PROCEDURE : 
MARQUARDT PARAMETER -------------- 0 . lOOOOE- 02 
MAX. FRACTIONAL PAR. CHANGE------- 0 . 64110 
MAX . FRAC . CHANGE OCCURRED FOR PAR . # 2, Kx3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 








1. 384 15E - 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N ITERATION NO . 7 
SUM OF SQUARED WEIGHTED RESIDUALS 146 . 80 
*** ************* **************** *** ** ************************** * ** * * *********** 
I TERATION NO . = 8 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER -------------- 0.lOOOOE- 02 
MAX. FRACTIONAL PAR. CHANGE------- - . 65978 
MAX. FRAC . CHANGE OCCURRED FOR PAR.# 3, Kzl 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 
l . 02596E-02 
Kx3 
1. 18132E- 05 
Kzl 




1. 37601E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO. 8 
SUM OF SQUARED WEIGHTED RESIDUALS 986 . 48 
******** *************** ************************* * * * ** ** * ******* * ****** * ******* * 
I TERATION NO . = 9 
VALUES FROM LEAST-SQUARES REGRESS I ON PROCEDURE 
MARQUARDT PARAMETER -------------- 0.00000 
MAX. FRACTIONAL PAR . CHANGE- ------ -.70131 
MAX. FRAC . CHANGE OCCURRED FOR PAR. # 2, Kx3 








l.3 1919E-0 4 
Rl 
l. 63394E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO . 9 
SUM OF SQUARED WEIGHTED RESIDUALS 19 .459 
*** * * * * ************* ************************* * ******** ** * ****************** * *** 
ITERATION NO. = 1 0 
VALUES FROM LEAST- SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER -------------- 0.lOOOOE-02 
MAX . FRACTIONAL PAR. CHANGE------ - 2 . 0000 
MAX . FRAC. CHANGE OCCURRED FOR PAR . # 5, Rl 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl Kx3 Kzl KzJ 
l . 20210E- 02 l .32434E-16 2 . 39948E-02 1 . 314 19E - 04 
Rl 
4.90 182 E- 04 
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SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN I TERATION NO . 10 
SUM OF SQUARED WEIGHTED RESIDUALS 1 065.7 
** ***************************************************************************** 
ITERATI ON NO. = 11 
VALUES FROM LEAST- SQUARES REGRESSI ON PROCEDURE : 
MARQUARDT PARAMETER -------- - -----
MAX . FRACTIONAL PAR . CHANGE-------
MAX . FRAC . CHANGE OCCURRED FOR PAR.# 
O. l OOOO E-02 
-.90605 
3, Kz l 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 
3 . 73626E- 03 
Kx3 




l. 53362E - 04 
Rl 
5 . 412 1 3E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N ITERATION NO . 11 
SUM OF SQUARED WEIGHTED RESIDUALS 44.422 
******** **** ******* **** * ** ** ** ** * *** ** **************** ******* **** ** ** ***** * **** 
I TERATION NO. = 12 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER -------------- 1 . 3117 
MAX. FRACTIONAL PAR . CHANGE------- -. 13299E- 05 
MAX . FRAC . CHANGE OCCURRED FOR PAR . # 2, Kx3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 
3 .7 3626E- 03 
Kx3 
l .1941 9E-16 
Kz l 
2 . 25423E-03 
Kz3 Rl 
l . 53362E- 04 5. 4 1 213E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO. 12 
SUM OF SQUARED WEI GHTED RESIDUALS 4.442 18e+001 
SUM OF SQUARED WEIGHTED RESIDUALS (WI TH PRIOR) 4 . 44218e+001 
***** **** ********************************** ****** ** *** ** **** * *** * ** **** **** **** 
* 
* NOTE THAT A LOWER SUM- OF-SQUARED RESIDUALS OCCURRED EARLI ER IN THE REGRESS I ON 
* THE OPTIMAL PARAMETER VALUES WERE FOUND ON ITERATION # 0 
* THOSE VALUES ARE : 
* 
* Kxl 
* 5 . 900000e - 002 
* Kx3 
* l . 594000e - 00 1 
* Kz l 
* 7 . ooooooe - 003 
* Kz3 
* 8 . 000000e - 003 
* Rl 
* 2 . 270000e-004 
* Kx2 
* 9 .500000e - 001 
* Kx4 
* l . 2 53000e+OOO 
* Kz2 




* l. 566250e+001 
* 
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* **** * ** * **************************** * *** *** **** **** * ************************ * * 
PARAMETER ESTIMATION CONVERGED BY SATISFYING PARAMETER TOLERANCE CRITERIA 
** ** **** **** ******* **** **** ********************** *** ******* * * * * * ************* 
PARAMETER ESTIMATION CONVERGED 
THE FOLLOWING RESIDUALS AND STATISTICS 
ARE CALCULATED AT THE FINAL PARAMETER VALUES USING CENTRAL DIFFERENCES 
** * *** ** **** ** ** * ** ** ** ******* **** ************ * ** ******* * ** * ** *************** 
OBSERVATIONS 
OBSERVATION MEASURED SIMULATED 
OBS# NAME VALUE VALUE RES I DUAL WEIGHT**.5 
1 o l 3 18 . 290 3 17.967 
2 o2 317 . 540 317.502 
3 o3 3 1 7 . 540 3 17 . 499 
4 o4 317.5-10 317 . -199 
5 o5 317 . 390 317.31 3 
6 06 3 1 7 . 390 3 17.313 
7 o7 317 . 390 317.313 
8 08 320 . 700 320.705 
9 o9 320 . 700 320 . 704 
10 o l O 320 . 700 320.707 
11 oll 320 . 700 320.706 
STATI STICS FOR THESE RESIDUALS 
MAXIMUM WEIGHTED RESIDUAL 
MINIMUM WEIGHTED RESIDUAL 
AVERAGE WEIGHTED RESIDUAL 
: 0 . 646E+OO OBS# 
:-0. 1 40E-01 OBS# 
: 0 . 119E+OO 
# RESI DUALS >= 0 . 7 
# RESIDUALS < 0 . 4 
0.3232 
3 . 8422E-02 
4.1138E- 02 
4 .1229E-02 
7 . 6996E-02 
7.6874E- 02 
7 . 6660E-02 
-4 . 6387E-0 3 
-3.9063E-03 
- 7.0190E-03 
- 6 . 2256E-03 
1 o l 
1 0 o l O 
NUMBER OF RUNS 2 IN 11 OBSERVATIONS 
SUM OF SQUARED WEIGHTED RESIDUALS 0.50854 
SUM OF SQUARED WEIGHTED RESIDUALS (WI TH PRIOR) 0 . 50854 
STATISTICS FOR ALL RESI DUALS 
AVERAGE WEIGHTED RESIDUAL 0 . 119E+OO 
#RES I DUALS>= 0 . 7 
# RESIDUALS < 0. 4 
NUMBER OF RUNS 2 IN 11 Ol:lUEIWATIONS 
INTERPRETTING THE CALCULATED RUNS STATISTIC VALUE OF 
NOTE: THE FOLLOWING APPL I ES ONLY I F 
# RESI DUALS >= 0. IS > 1 0 AND 
# RESI DUALS < 0 . IS > 10 
THE NEGATIVE VALUE MAY INDICATE TOO FEW RUNS: 
2.00 
2 . 00 
2.00 
2 . 00 
2 . 00 
2.00 
2 . 00 
2 . 00 
2 . 00 
2 . 00 






8 . 2275E-02 
8.2458E 02 
0.1540 
0 . 1537 
0. 1533 
-9.2773E- 03 
- 7.8125E- 03 
- 1. 4038E- 02 
- l .245 1E- 02 
IF THE VALUE IS< - 1.28 , THERE IS < 10% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS< - 1.645, THERE IS< 5% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE I S < -1 . 96 , THERE IS< 2 . 5% CHANCE THE VALUES ARE RANDOM 
DIMENSI ONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER_VALTJF.*(wt* * .5)) 
PARAMETER #: 1 2 3 4 5 
12 1 
PARAMETER ID : Kx l Kx3 Kzl Kz3 Rl 
OBS# OBS ID 
1 ol 3 .4 5E- 02 l . 79E-01 - 3 . 48E- 01 -5 . 16E-01 -7 . 09E+OO 
2 02 -1 . 7 3E- 02 1 .34E-01 -1 . SlE-01 - 4 . 57E-01 -5 . 79E+OO 
3 o3 -l . 73 E- 02 1 . 34E- 01 -l . SlE-01 - 4. 42E-01 -5 . 74E+OO 
4 o 4 -2 . 59E- 02 1. 34E-01 -1. SlE- 01 -4. 57E-01 -5 . 71E+OO 
5 oS 8 .64E-03 5. 04E- 02 - 1. SlE-02 -1. 47E-01 -2 . 28E+OO 
6 06 8 . 64E- 0 3 5 . 04E-02 - 3 . 0 3E-02 - 1. 47E-01 -2 . 30E+OO 
7 o7 1. 73E-02 5 . 60E- 02 - 3 . 0 3E-02 - l. 62E-01 -2 . 30 E+OO 
8 08 2 .2 5E+O O 3 . 25E-01 2 .41E+ OO l. 58E+OO - 2. 04E+Ol 
9 o9 2 .25E+O O 3.25E- 0 1 2 . 41E+O O l. 58E+OO -2 . 04E+Ol 
10 olO 2 . 25E+OO 3 . 25E-O l 2 .42E+OO l . 56E+OO -2 . 04E+Ol 
11 o ll 2 . 2 5E+OO 3 .25E- 0 1 2.41 E+O O l . 58 E+OO -2 . 04E+O l 
COMPOSITE SCALED SENSITIVITI ES 
((SUM OF THE SQUARED VALUES} / ND } ** . 5 
PARAMETER # : 1 2 3 4 5 
PARAMETER ID : Kxl Kx3 Kz l Kz3 Rl 




1 2 3 4 5 
. ......................... . .. . . . . . . ... ... ... .. . .................. . 
1 2 4. 08 - 22 . bb -b . lOb -2b . ~3'/ l..H:lb 
2 -22 . 66 220 . 7 15 . 45 42 . 94 17 . 52 
3 - 6 . 106 1 5 . 45 32 . 83 -21 . 69 2 . 787 
4 -26 . 87 42 . 94 - 21. 69 60 . 09 -1. 935 
5 1. 386 17 .52 2 . 7 87 - 1. 9 35 2 . 027 
PARAMETER SUMMARY 
PARAMETER VALUES IN "REGRESSION" SPACE -- - LOG TRANSFORMED AS APPLICABLE 
PARAMETER #: 1 2 3 4 5 
PARAMETER ID : Kxl Kx3 Kz l Kz3 Rl 
* = LOG TRNS : * * * * * 
UPPER 95% C . I. 3 . 99E+OO 1 . 50E+Ol 3 . 93E+OO 6 . 14E+OO - 2 . 13E+OO 
FINA.L VALUES -l . 23E+OO - 7 . 98E- 01 - 2 . 15E+OO -2 . lOE+OO - 3 . 64E+OO 
LOWER 95% C . I. -6 .44E+OO - l . 66E+Ol - 8 . 24E+OO -l . 03E+Ol -5 . 16E+OO 
STD . DEV . 2 . 13E+OO 6 .45E+OO 2 .49E+OO 3 . 37E+OO 6 . 18E-01 
COEF . OF VAR . 
* if value=O l . 73 E+ OO 8 . 0 9E+OO l . 15E+OO l. 61E+OO l . 70E- 01 
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PHYSICAL PARAMETER VALUES --- EXPlO OF LOG TRANSFORMED PARAMETERS 
PARAMETER# : 1 2 3 4 5 
PARAMETER ID: Kxl Kx3 Kzl Kz3 Rl 
* = LOG TRNS: * * * * * 
UPPER 95%C . I. 9 . 67E+03 9.79E+l4 8.60E+03 l.38E+06 
FINAL VALUES 5 . 90E-02 1 . 59E- 0 1 7.00E-03 8.00E-03 
LOWER 95%C . I. 3 . 60E- 07 2.59E-17 5.70E-09 4.63E 11 
REASONABLE 
UPPER LIMIT 1 . 0 0E+O l 1 . 00E+O l 1. 00E+OO 1.00E+OO 
REASONABLE 
LOWER LIMIT l.OOE-02 l.OOE-02 l. OOE-03 1. 00E-03 
ES'I'IMA'l'E Al::!OVE ( 1) 
BELOW( - l)LIMITS 0 0 0 0 
ENTIRE CONF . INT. 
ABOVE(l)BELOW(-1) 0 0 0 0 
----------------
CORRELATION MAT . 
----------------
1 2 3 4 5 
1 1. 000 -0 . 3109 - 0 .2171 -0.7064 0 . 1983 
2 -0 . 3109 1 . 000 0 . 1815 0 . 3729 0 . 8283 
3 -0 . 2171 0 . 1815 1. 000 -0.4884 0 . 3416 
4 -0.7064 0 . 3729 -0 .4884 1. 000 -0 . 1753 
5 0 .1983 0 . 8283 0 .3416 -0 .1753 1. 000 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS >= .95 
PARAMETER # ID # ID CORRELATION 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS IS BETWEEN . 90 
PARAMETER # ID # ID 
THE CORRELATION OF THE FOLLOWING PARAMETER 
PARAMETER # ID # ID 
LEAST-SQUARES OBJ FUNC (DEP . VAR . ONLY)-
LEAST-SQUARES OBJ FUNC (W/PARAMETERS) --
CALCULATED ERROR VARIANCE------- -------




MAX LIKE OBJ FUNC 
AIC STATISTIC----
BIC STATISTIC----




PAIRS IS BETWEEN .85 
CORRELATION 
0 . 50854 
0 . 50854 
0 . 84756E-01 
0. 29113 
0 . 99864 
0 . 99864 
12 
ORDERED DEPENDENT-VARIABLE WEIGHTED RESIDUALS 
NUMBER OF RESIDUALS INCLUDED: 11 





1. 00E- 04 
0 
0 
AND . 95 
AND . 90 
0 . 823E-Ol 
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0 . 82 5E- 0 1 0. 153 0 . 154 0 . 154 0 .646 
CORRELATION BETWEEN ORDERED WEIGHTED RESIDUALS 
AND NORMAL ORDER STATI STICS 
(CALCULATED USING EQ.3 8 OF HILL,1992 OR EQ . 23 OF HILL ,1998) 
0 . 648 
COMMENTS ON THE INTERPRETATION OF THE CORRELATION BETWEEN 
WEIGHTED RESIDUALS AND NORMAL ORDER STATISTICS : 
Generally, IF the reported CORRELATION is LESS t han the c ritical value, 
at the selected s ignificance level (usually 5 or 1 0%), t he hypothesis 
that t he weighted residuals are INDEPENDENT AND NORMALLY DISTRIBUTED 
would b e REJECTED. HOWEVER, i n t h is case, condit ions are outside of 
the range of published critical values as discussed below . 
The sum of t he number of observations and prior information items is 11 
which is less than 35, the min imum value for which criti cal valu es are 
published . Therefore, the critical va lues for the 5 and 10% significance 
levels are less t han 0.943 and 0.952 , respec tive ly . 
CORRELATIONS GREATER t han these crit i cal values indicate t hat, probably, the 
weighted residuals ARE INDEPENDENT AND NORMALLY DISTRIBUTED. 
Correlations LESS than these criti cal values MAY BE ACCEPTABLE, and 
rejection of the hypothesis is not necessarily warranted. 
The Kol mogorov-Smirnov test can be used to further evaluate the residuals . 
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 
PARAMETER VALUES AND STATISTICS FOR ALL ITERATIONS 
PARAMETER NAMES 
Kxl Kx 3 Kz l Kz3 
Rl 
I NITIAL PARAMETER VALUES 
0 . 590E-Ol 0.159 0.700E- 02 0.800E-02 
0.227E-03 
LEAST SQUARES 
OBJ OBJ FNC 
FUNC W/PRIOR MAX- CHG PARAM MARQRDT 
. 51 . 51 2. 0 Kz l 0.00 
iteration # 1 
0 .468E-0 1 0 . 501E-01 0 .2 10E-01 0 .423E-02 
0 .221E-0 3 
.63 . 63 l. 8 Kz l 0 .00 
ite rat ion # 2 
0 .169E- 02 0 . 65 1E-05 0 . 585E-0 1 0 . 272E-04 
0 . 134E- 03 
. 34E+0 3 . 34E+03 2 . 0 Kz3 0 . 00 
iteration # 3 
0 . 174E-0 2 0.646E-05 0 . 571E-01 0 . 8 1 6E- 04 
0 . 134E- 03 
. 29E+03 . 29E+03 2 . 0 Kx3 0.00 
itera t i on # 4 
0.380E- 02 0.194E- 04 0 . 482E- 01 0.825E-04 
0 .132E-03 
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. 2 0E+0 3 . 20E+03 0 . 37 Kxl 0 . 00 
iter ation ft 5 
0 . 523E-02 0 .190E- 04 0 . 479E- 01 0 . 798E-0 4 
0 . 139E-03 
. 15E+03 . 1 5E+03 2 . 0 Kx l 0 . 00 
itera t i on II 6 
0 . 1 57E-01 0 . 103E- 04 0. 35 4E- 01 0. 72 7E-04 
0 . 1 45E- 03 
. 1 5E+04 . 1 5E+0 4 0 . 64 Kx3 0. 00 
itera t i on jj 7 
0 . 102E-01 0 . 170E-04 0 . 540E- 01 O. llOE-03 
0 . 1 3BE-03 
. 15E+03 . 15E+03 - . 66 Kzl 0 . 00 
ite r ation II 8 
0 . 103E-01 0 . 118E- 04 0. 184E-01 0. l llE-03 
0 . 1 38E- 03 
. 99 E+03 . 99E+0 3 - . 70 Kx3 0 . 0 0 
iterat i on # 9 
0 . 120E-01 0 .353E-05 0 . 177E- 01 0 . 132E-03 
0 . 163E- 03 
19 . 19 . 2 . 0 Rl 0 . 00 
i terat ion # 10 
0 .120E-01 0 .132E- 1 5 0 . 2 40E- 01 0 . 1 31E-03 
0 . 490E- 03 
. 11E+04 . 11E+04 - . 91 Kz l 0 . 00 
iter at ion # 11 
0 . 37 4E-02 0 . 119E-15 0 . 225E- 02 0 . 153E-03 
0 . 54 1E 03 
44 . 44 . - . 13E- 05 Kx3 1. 3 1 
iteration # 12 
0 .374E-02 0 . 119E-15 0 . 225E- 02 0 . 153E-03 
0 . 541E-03 
0 . 51 0. 51 
PARAMETER ESTIMATION CONVERGED 
****** ** ***** * * ***** ********* ** ***** ** ** ** ***** ************ *** ***** ********* * 
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Weight=4 (standard deviation= 0 . 25 m) 
**************t*************************** ** ********w************ 
UCODE VERSION 1 . 08 (NOV 1998) 
Documented in : USGS WRI98 - 4080 
by Eileen P . Poeter and Mary C. Hill 
UPDATES can be obtained from http : //water . usgs . gov/ 
OR from http : //wv..rw .mines. edu/ i gwmc/freeware/ucode 
**** ************************** ***** *** *************************** 
ECHO OF INPUT 
DOS or MS-Windows PLATFORM 
PHASE SELECTED . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3 
REGRESSION CONTROLS : 
SENSITIVITY DIFFERENCING (!=FORWARD, 2= CENTRAL) ............... 2 
PARAMETER ESTIMATION CONVERGES WHEN EITHER OF THE 
FOLLOWING IS SATISTFIED : 
1) MAXIMUM FRACTIONAL PARAMETER CHANGE I S LESS THAN 0 . 010000 
2) SUM-OF'-SQUARF.D WEIGHTED RESIDUALS DIFFERS OVER 
THREE ITERATIONS BY LESS THAN A FACTOR OF: . ........... 0 . 000000 
OPTIONAL QUASI-NEWTON UPDATING (0= NO l=YES) .......... .. ....... 0 
MAXIMUM NUMBER OF PARAMETER ITERATIONS BEFORE TERMINATION ...... 25 
MAXIMUM ALLOWABLE FRACTIONAL PARAMETER CHANGE .. ... ......... ... . 2 . 000000 
NAME OF INVERSION ALGORITHM IS mrdrive 
NUMBER OF APPLICATION CODES TO RUN IS ...... .................... 1 
CODE NAME ucodegv . bat 
PRINTING CONTROLS : 
SENSITIVITY SCALING (O=NO-SCALING ! =DIMENSIONLESS 2=1% 3= 1&2) . 1 
I NTERMEDIATE PRINTING (O=NONE , 1= PRINT) ......... ... . .......... 0 
PRODUCE GRAPHING AND POSTPROCESSING FILES (O=NO , l=YES) .. ...... 1 
# OF RESIDUAL SETS FOR EVALUATION OF APPARENT NON-RANDOMNESS . . . 0 
OBSERVATION INFORMATION : 
NUMBER OF OBSERVATIONS 11 
OBS# OBSERVATION ID VALUE STAT STAT SQRT PLOT 
TYPE WEIGHT SYMBOL 
1 ol 318 . 29 0 . 25 STD 4 11 
2 o2 317.54 0 . 25 STD 4 12 
3 o3 317 . 54 0.25 STD 4 13 
4 o4 317 . 54 0 . 25 STD 4 14 
5 o5 317.39 0 . 25 STD 4 1 4 
6 06 317.39 0.25 STD 4 13 
7 o7 317 . 39 0.25 STD 4 12 
8 08 32 0 . 7 0 . 25 STD 4 7 
9 o9 320.7 0.25 STD 4 7 
10 olO 320.7 0.25 STD 4 6 
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11 oll 320 . 7 0.25 STD 4 6 
PARAMETER INFORMATION: 
INITIAL INFORMATION FOR 10 PARAMETERS 
(ONLY ESTI MATE THE FIRST 5 PARAMETERS IN THE LIST) 
PARAMETER INITIAL REASONABLE REASONABLE PERTURBATION LOG ESTIMATE 
NAME VALUE MINIMUM MAXIMUM FRACTIONAL TRANS FLAG 
AMOUNT FLAG 
--------- --------------------------- ------------ -------------------------------
Kxl 0.059 0.01 10 0.01 YES 
Kx3 0.1594 0 . 01 10 0.01 YES 
Kzl 0 . 007 0 . 001 1 0 . 01 YES 
Kz3 0 . 008 0 . 001 1 0 . 0 1 YES 
Rl 0 . 000227 0.0001 0 . 0003 0.01 YES 
Kx2 0 . 95 0 .0 1 1 0 0 . 01 YES 
Kx4 1. 2 53 0.1 10 0.01 YES 
Kz2 0.03 0 .00 1 1 0 . 01 YES 
Kz4 1. 253 0.01 10 0 .01 YES 
GHQ 15 . 6625 0 .1 100 0 . 0 1 YES 
Analyzing Parameter IDs in file : (kx .tpl} 
(1 05} l ines out of (105} i nc l ude Parameter IDs for substitution 
Lhe l ast l ine with a substitution is {105} 
Parameter ID: (!Kxl,, ,, , ,, ! } occurs : (608} times in the template fi l e 
Parameter ID: (!Kx2,,,,,,, 1 } occurs : (266} t i mes in t h e template fi le 
Parameter ID : (!Kx3,,,, ,, , !} occurs : (33} t imes in the templ ate file 
Parameter ID: (!Kx4,,,, ,, , !} occurs : (38} times in the template fi l e 
Analyzing Parameter IDs in file : (kz . tpl} 
(105} l i nes out of {105} include Parameter IDs for substituti on 
the l ast line with a substitut i on i s (105} 
Parameter ID : { !Kzl,,,,,,, 1 } occurs: (608} times in the template file 
Parameter ID : ( !Kz2, ,,,,,, !} occurs: (266} times in t he templ ate file 
Parameter I D: ( 1Kz3,,,,,,, ! } occurs: (33} t i mes in the templa te file 
Parameter I D: ( 1Kz4,,,,,,, !} occurs: (38} times in t he template file 
Analyzing Parameter IDs in fi l e : (ghb.tpl} 
(3} l i nes out of (5} include Par ameter IDs for substitution 
the las t line with a substitution is {5} 
Parameter ID: (!GHO,,,,, !} occurs: {3} times in the template file 
Analyzing Parameter IDs in f i le: {recharge .tpl } 
(7} l ines out of ( 1 0} include Parameter I Ds for substitution 
the l ast l ine with a substitu tion is (10} 
Parameter I D: ( 1Rl, ,, , , , , , !} occur s : {63} times in t h e template file 
******** ** *********** *** **************************** 
EXECU'l' lNG MHLJ!UVE VERSION 1 . 08 (NOV 1998) 













OBSERVATION MEASURED SIMULATED WEIGHTED 
OBS# NAME VALUE VALUE RESIDUAL WEIGHT**. 5 RESIDUAL 
1 ol 318 . 290 317 . 967 0 . 3232 4.00 1. 293 
2 o2 317 . 540 317 . 502 3 . 8422E-02 4.00 0 . 1537 
3 o3 317 . 540 317 .496 4.3732E-02 4.00 0 . 1749 
4 o4 317 . 540 317.499 4.1229E-02 4.00 0 .1649 
5 o5 317 . 390 3 17 .313 7 . 6996E-02 4.00 0 . 3080 
6 06 317 . 390 3 17 .313 7 . 6874E-02 4.00 0 . 3075 
7 o7 3 1 7 . 390 317.313 7 . 6660E-02 4 . 00 0 . 3066 
8 08 320 . 7 00 320.705 -4.6387E-03 4.00 - l . 8555E- 02 
9 o9 320.700 320.704 -3 . 9063E-03 4.00 -l .5625E-02 
10 olO 320 . 700 320.707 - 7.0190E-03 4 . 00 -2.8076E-02 
11 oll 320.700 320.706 - 6 . 2256E-03 4 . 00 -2 . 4902E-02 
SUM OF SQUARED RESIDUALS FOR INITIAL PARAMETERS 
SUM OF SQUARED WEIGHTED RESIDUALS 2.0377 
************************************************************** ********** * ******* 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER_VALUE*(wt**. 5)) 
PARAMETER # : 1 2 
PARAMETER ID: Kxl Kx3 
OBS# OBS ID 
1 ol 6 . 91E-02 3 . 59E- 01 
2 o2 -3 . 45E-02 2 . 69E- 0 1 
3 o3 -3 .45E-02 2 . 69E-01 
4 04 -5 . 18E-02 2 . 69E- 0 1 
5 o5 1 . 73 E- 02 1. OlE-01 
6 06 l . 73E-02 l . OlE-01 
7 o7 3 .45E- 02 l . 12E-01 
8 08 4.49E+OO 6 .50E-01 
9 o9 4.49E+OO 6 .50E-01 
10 olU 4. 4':!E+UO 6 . SOE-0 1 
11 oll 4 . 49E+OO 6 . 50E-01 
COMPOSITE SCALED SENSIT IVITIES 
((SUM OF THE SQUARED VALUES)/ND) **. 5 
PARAMETER# : 1 
PARAMETER ID : Kxl 
2 . 71 




VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER --------------
MAX. FRACTIONAL PAR . CHANGE------ -
3 
Kzl 
- 6 . 97E-01 
- 3.03E-Ol 
-3. 03E- 01 
- 3.03E-01 
-3 .03E-02 
-6 . 06E- 02 
-6 .06E-02 
4.8 2E+OO 





2 . 92 
PROCEDURE 
0 . 00000 
2 . 0000 
4 
Kz3 
-l . 03E+OO 
-9 . 14E-Ol 
-8.84E-01 
-9 . 14E-01 
-2 . 95E-01 
-2 . 95E-01 








MAX. FRAC . CHANGE OCCURRED FOR PAR . # 3, Kzl 





-l . 14E+Ol 
-l . 14E+Ol 
-4.56E+OO 
-4 . 61E+OO 
- 4.61E+OO 
- 4.08E+O l 
- 4. 08E+Ol 








2 . 19140E-03 
Kzl 
2 . lOOOOE- 02 
Kz3 
l . 23747E-03 
Rl 
l . 81297E-04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO . 1 
SUM OF SQUARED WEIGHTED RESIDUALS 10 . 713 
*** *** ** ********* ***** **** *** ** **** *********************************** ***** **** 
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ITERATI ON NO. = 2 
PROCEDURE : VALUES FROM LEAST- SQUARES REGRESSION 
MARQUARDT PARAMETER ---------- - - --
MAX. FRACTIONAL PAR. CHANGE----- --
MAX. FRAC . CHANGE OCCURRED FOR PAR . # 
O. lOOOOE- 02 
2 . 0000 
3, Kzl 






6 . 30000E- 02 
Kz3 
1 .05452E- 03 
Rl 
1 . 68658E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATI ON NO . 2 
SUM OF SQUARED WEIGHTED RESIDUALS 11.510 
**************** * * ** **** * ** ********************************** * ** ** ******* ** ** ** 
ITERATION NO . = 3 
VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER --------------
MAX. FRACTI ONAL PAR. CHANGE-- - ----
PROCEDURE : 




UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 








5 . 06218E-05 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N ITERATION NO . 3 
SUM OF SQUARED WEIGHTED RESIDUALS 68 . 136 
********************** ****** **** * ****** * * * * ** ** **** ** ** ** ********************** 
ITERATION NO . = 4 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE 
Ml\RQUl\RDT Pl\RAMETER -------------- = 0.00000 
MAX. FRACTIONAL PAR. CHANGE--- - -- - 2 . 0000 
MAX . FRAC . CHANGE OCCURRED FOR PAR.# 1, Kxl 











SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO. 4 
SUM OF SQUARED WEIGHTED RESIDUALS 76.4 16 
**** **** * *** * ** **************************************************************** 
ITERATION NO. = 5 
VALUES FROM LEAST-SQUARES REGRESS I ON PROCEDURE : 
MARQUARDT PARAMETER -- - -- - ---- -- - - O. lOOOOE-02 
MAX . FRACTIONAL PAR. CHANGE-- - - - -- 0.88920E- 01 
MAX . FRAC . CHANGE OCCURRED FOR PAR . # 2, Kx3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl Kx3 Kzl Kz3 Rl 
0 . 15163 5.05643E- 03 2 . 77897E-03 3 . 73282E- 05 5 . 00169E - 05 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO . 5 
SUM OF SQUARED WEIGHTED RES I DUALS 75 . 616 
* * * ******* ** ** * ** ** ************************************************************ 
ITERATION NO . = 6 
VALUES FROM LEAST- SQUARES REGRESSION PROCEDURE 
MARQUARDT PARAMETER --- - - -- ------- 0.00000 
MAX . FRACTIONAL PAR. CHANGE------- 2.0000 
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MAX. FRAC . CHANGE OCCURRED FOR PAR . # 2, Kx3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 









SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N I TERATION NO . 6 
SUM OF SQUARED WEIGHTED RESIDUALS 76 . 653 
************** ********** *********************************** *** **** * ** ***** ***** 
ITERATION NO . = 7 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE 
MARQUARDT PARAMETER -------------- 0. 00 00 0 
MAX. FRACTIONAL PAR. CHANGE------- 2 . 0000 
MAX. FRAC . CHANGE OCCURRED FOR PAR . # 1, Kxl 
UPDATED EST IMATES OF REGRESSION PARAMETERS : 
Kxl 
0 . 97871 
Kx 3 




5.9 5629 E- 05 
Rl 
9 . 2 4604E-0 5 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO . 7 
SUM OF SQUARED WEIGHTED RESIDUALS 75. 120 
** ********************** *** * ** ** ****** * ** *** ************************* ********** 
I TERATION NO. = 8 
PROCEDURE : VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER --------------
MAX . FRACTIONAL PAR. CHANGE-------




UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 






l. 27915E- 05 l.27452E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO . 8 
SUM OF SQUARED WEIGHTED RESIDUALS 7 3 . 568 
***** **************** ****** **** **** *************** ***** ************************ 
ITERATI ON NO . = 9 
VALUES FROM LEAST- SQUARES REGRESSION 
MARQUARDT PARAMETER --------------
MAX . FRACTIONAL PAR . CHANGE-------
PROCEDURE : 
MAX. FRAC . CHANGE OCCURRED FOR PAR.# 
O. lO OO OE- 02 
2 . 0000 
4, Kz3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 
0.76 22 3 
Kx3 
l.95406 E-0 2 
Kz l 
2 . 42803E-03 
Kz3 
3 . 83745E- 05 
Rl 
l.25713E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N ITERATION NO. 9 
SUM OF SQUARED WEIGHTED RESIDUALS 74 . 395 
** * * ** **** **** * ** ** ******************** ********************************** ** *** * 
ITERATION NO. = 10 
VALUES FROM LEAST- SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER --------- - -- -- 0. l OOOOE- 02 
MAX . FRACTIONAL PAR. CHANGE------- 1 .17 19 
MAX . FRAC . CHANGE OCCURRED FOR PAR.# 3 , Kzl 




?. . 7 sirnqF.- O?. 
Kz l Kz3 Rl 
S . 2BlSE-01 2 . 7J7qqE-O S 1 . J0762E-04 
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SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N ITERATION NO. 10 
SUM OF SQUARED WEIGHTED RESIDUALS 73 . 427 
* ** * * ************ * ********** ** ** ************************ * * * **** **** * ** **** *** * * 
I TERATION NO. = 11 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE 
MARQUARDT PARAMETER -------- ------ 0.00000 
MAX . FRACTIONAL PAR. CHANGE------- 2.0000 
MAX . FRAC . CHANGE OCCURRED FOR PAR.# 5, Rl 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 




5 . 27331E- 03 
Kz3 
1 . 52725E-05 
Rl 
3.32286E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO. 11 
SUM OF SQUARED WEIGHTED RESIDUALS 64.901 
*** * **** ******* **** ************************************* *********************** 
ITERATION NO. = 1 2 
PROCEDURE : VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER ----- ---------
MAX. FRACTIONAL PAR . CHANGE-------




UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl Kx3 




3 . 3710 l.48068E-05 3.14124E-04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N I TERATION NO. 12 
SUM OF SQUARED WEIGHTED RESIDUALS 72.050 
*************** * * ** **** ******* ** ** **** **** **** *********** *********** ******** * ** 
I TERATION NO. = 13 
PROCEDURE : VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER --------------
MAX. FRACTIONAL PAR . CHANGE-------




UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 
3 . 5021 
Kx3 
3 . 64 874 E-0 2 
Kzl 




3 . 14874E-0 4 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO. 13 
SUM OF SQUARED WEIGHTED RESIDUALS 71.931 
******************************************************************************* 
ITERATION NO. = 14 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE 
MARQUARDT PARAMETER -------------- 0.00000 
MAX . FRACTIONAL PAR . CHANGE-- - ---- 2 . 0000 
MAX . FRAC . CHANGE OCCURRED FOR PAR . # 3, Kzl 






l . 44328E- 02 
Kz3 Rl 
l.59707E- 05 3 .1453 1E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN I TERATION NO . 14 
SUM OF SQUARED WEIGHTED RESIDUALS 224 . 81 
*** * ** *** * ** ** ** **** ****************************** ******** ******** * ** * * *** ** ** * 
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ITERATION NO. = 15 
PROCEDURE : VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER ------------- -
MAX. FRACTIONAL PAR . CHANGE------ -
MAX. FRAC . CHANGE OCCURRED FOR PAR.# 
O.lOOOOE-02 
1.1508 
2 , Kx3 











SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO . 15 
SUM OF SQUARED WEIGHTED RESIDUALS 80 .237 
ITERATION NO . = 16 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER -------------- O.lOOOOE-02 
MAX. FRACTIONAL PAR. CHANGE------ - -.11145 
MAX . FRAC . CHANGE OCCURRED FOR PAR.# 2, Kx3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl Kx3 Kzl Kz3 
3.6225 6.97314E-02 1 . 53298E- 02 2.01159E-05 
Rl 
3 . 22418E-04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO. 16 
SUM OF SQUARED WEIGHTED RESIDUALS 67 . 759 
********************** ********************************************************* 
ITERATION NO. = 17 
VALUES FROM LEAST-SQUARES REGRESSION 
MARQUARDT PARAMETER --------------
MAX . FRACTIONAL PAR. CHANGE-------
PROCEDURE : 
MAX. FRAC. CHANGE OCCURRED FOR PAR.# 
O. lOOOOE-02 
- . 24071 
5, Rl 











SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N ITERATION NO. 17 
SUM OF SQUARED WEIGHTED RESIDUALS 71. 949 
**************************** *** ** * ********************************************* 
ITERATION NO . = 18 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE 
MARQUARDT PARAMETER -------------- 0.00000 
MAX . FRACTIONAL l'AH. CHANUE------- :.! • 0000 
MAX. FRAC. CHANGE OCCURRED FOR PAR.# 2, Kx3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl Kx3 Kzl Kz3 Rl 
1. 5233 0 . 207 42 3.24837E- 04 3.22877E-06 6.82514E-04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED IN ITERATION NO. 18 
SUM OF SQUARED WEIGHTED RESIDUALS 518.66 
********** ** *********************************************** ******************** 
ITERATION NO. = 19 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER------------ -- O.lOOOOE-02 
MAX . FRACTIONAL PAR. CHANGE------- -.26895 
MAX. FRAC. CHANGE OCCURRED FOR PAR.# 2, Kx3 
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0 . 151 64 
Kzl 
3 .2 4672E- 04 
Kz3 
2 . 44 746E-06 
Rl 
6.81 616E- 04 
SUM OF SQUARED RES I DUALS FOR PARAMETERS AS UPDATED I N ITERATI ON NO. 19 
SUM OF SQUARED WEIGHTED RES I DUALS 514.19 
*** *** ** ************ ***** ******** * *************************** ****** **** ******** 
I TERATION NO . = 20 
VALUES FROM LEAST-SQUARES REGRESSION PROCEDURE : 
MARQUARDT PARAMETER ------------ - - O.lOOOOE-02 
MAX. FRACT IONAL PAR. CHANGE------- 1. 0225 
MAX . FRAC . CHANGE OCCURRED FOR PAR . # l, Kxl 






2 .51867E-0 4 
Kz 3 
1 .93554E-0 9 
Rl 
4 . 88380 E- 04 
SUM OF SQUARED RESIDUALS FOR PARAMETERS AS UPDATED I N I TERATION NO. 20 
SUM OF SQUARED WEIGHTED RES I DUALS 1 77.69 
********* **** ******************* ******************************* ********** ** **** 
ITERATION NO. = 21 
VALUES FROM LEAST- SQUARES REGRESSI ON PROCEDURE : 
MARQUARDT PARAMETER - ---- - - ------- - 1 .3 117 
MAX. FRACTIONAL PAR . CHANGE------- - . 1 1239E- 05 
MAX. FRAC . CHANGE OCCURRED FOR PAR . # 2 , Kx3 
UPDATED ESTIMATES OF REGRESSION PARAMETERS : 
Kxl 
3 . 0952 
Kx3 
l .140 63E-2 4 
Kzl 
2. 5 1 867E-04 
Kz 3 
l . 93554E-09 
Rl 
4.88380E- 04 
SUM OF SQUARED RES I DUALS FOR PARAMETERS AS UPDATED IN ITERATI ON NO. 2 1 
SUM OF SQUARED WEIGHTED RESIDUALS l . 77687e+002 
SUM OF SQUARED WEIGHTED RES I DUALS (WITH PRIOR) l .77687e+002 
*** * *** ********************************************************************* *** 
* 
* NOTE THAT A LOWER SUM- OF- SQUARED RESIDUALS OCCURRED EARLIER I N THE REGRESSION 
* THE OPT IMAL PARAMETER VALUES WERE FOUND ON I TERATI ON # 0 
* THOSE VALUES ARE : 
* 
* Kxl 
* 5 .900 000e-002 
* Kx3 
• l.594000e- 001 
* Kzl 
* 7 .000000e- 00 3 
* Kz3 
* 8 .00 0 00 0e - 00 3 
* Rl 
* 2.27 0 00 0e - 00 4 
* Kx2 
* 9 . 500000e- 00 1 
* Kx4 
* 1. 253000e +OOO 
* Kz 2 
* 3.000000e- 002 
* Kz4 
* l. 253 00 0e+OOO 
* GHO 
* l . 566250e+001 
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***** * ******* ************ ****** ** ** * ** ********************* *** **** * ** * ** ******* 
PARAMETER ESTIMATION CONVERGED BY SATISFYING PARAMETER TOLERANCE CRITERIA 
**** * ** ************* ** ******* ************************** * **** **** * ** * ** ******* 
PARAMETER ESTIMATION CONVERGED 
THE FOLLOWING RESIDUALS AND STATISTICS 
ARE CALCULATED AT THE FINAL PARAMETER VALUES USING CENTRAL DI FFERENCES 
** ************ *** * ** ************************ *** * * *** *** * ** **** *************** 
OBSERVATIONS 
OBSERVATION MEASURED SIMULATED 
OBS# NAME VALUE VALUE RESIDUAL WEIGHT** . 5 
1 ol 318 . 290 317.967 
2 o2 317.540 317.502 
3 o3 3 17.540 317.496 
4 o4 317 . 540 3 17 .499 
5 o5 31 7 . 390 317.313 
6 06 317.390 317.3 1 3 
7 o7 317 . 390 317.3 1 3 
8 08 320.700 320 . 705 
9 o9 320 . 700 320 . 704 
1 0 olO 320.700 320 . 707 
11 oll 320.700 320 . 706 
RESIDUALS STATISTICS FOR THESE 
MAXIMUM WEI GHTED RESIDUAL 
MINIMUM WEIGHTED RESIDUAL 
: 0 .129E+Ol OBS# 
: - 0 . 281E- 01 OBS# 
AVERAGE WEIGHTED RESIDUAL : 0.238E+OO 
# RESIDUALS >= 0 . 7 
# RESI DUALS < 0 . 4 
NUMBER OF RUNS 2 IN 11 OBSERVATIONS 
SUM OF SQUARED WEIGHTED RESIDUALS 
0.3232 
3 . 8422E- 02 
4 . 3732E-02 
4.1229E-02 
7 . 6996E-02 
7 . 6874E - 02 
7.6660E - 02 
- 4 . 6387E-03 
- 3.9063E- 03 
-7.0190E-03 
- 6.22 56E- 03 
1 ol 
10 olO 
2 . 0377 
SUM OF SQUARED WEIGHTED RESIDUALS (WITH PRIOR) 2.0377 
STATISTICS FOR ALL RESIDUALS 
AVERAGE WEIGHTED RESIDUAL 
#RESIDUALS >= O. 7 
# RESIDUALS < 0. 4 
NIDIBER OF RUNS 2 IN 
0.238E+OO 
11 OBSERVATIONS 
INTERPRETTING THE CALCULATED RUNS STATISTIC VALUE OF 
NOTE: THE FOLLOWING APPLIES ONLY IF 
# RES IDUALS>= 0 . IS> 10 AND 
# RESIDUALS< 0 . IS > 10 
THE NEGATIVE VALUE MAY INDICATE TOO FEW RUNS: 
4 . 00 
4 . 00 
4 . 00 
4 . 00 
4 . 00 
4 . 00 
4 . 00 
4 . 00 
4 . 00 
4.00 
4 . 00 
-2.49 
WEIGHTED 










-2 . 8076E-02 
- 2 . 4902E-02 
I F THE VALUE IS < - 1 . 28 , THERE IS < 10% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1.645, THERE I S < 5% CHANCE THE VALUES ARE RANDOM, 
IF THE VALUE IS < -1 . 96 , THERE I S < 2 . 5% CHANCE THE VALUES ARE RANDOM 
134 
DIMENSIONLESS SCALED SENSITIVITIES (SCALED BY (PARAMETER_VALUE* (wt**. 5)) 
PARAMETER II : 
PARAMETER ID: 















-3 . 45E-02 
-3 .45E-02 
-5 . 18E-02 
1. 73E-02 








3 . 59E- 01 -6.97E-01 
2 . 69E-01 -3 .03E-01 
2 . 69E- 01 -3. 03E-01 
2 . 69E-01 -3 .03E-01 
l . Ol E- 01 - 3 . 03E-02 
l . OlE- 01 - 6.06E-02 
4 5 
Kz3 Rl 
-l . 03E+OO -l .42E+Ol 
-9 .14E-01 -l .16E+O l 
-8.84E-01 -l .14E+Ol 
-9. 14E-01 -l .14E+Ol 
-2 . 95E-01 -4 . 56E+OO 
-2 . 95E-01 - 4 . 61E+OO 
l .12E- 01 
6 . 50 E- 01 
6 . 50E- 01 
6 . 50E-0 1 
6.50E-01 
- 6 . 06E- 02 -3 . 24E-01 - 4.61E+OO 
4.82E+OO 3 . 15E+OO - 4.08E+O l 
4.82E+O O 3.15E+OO - 4.08E+O l 
4 . 85E+OO 3 . 12E+OO -4 .08E+Ol 
4.82E+OO 3 . 15E+OO -4.0SE+Ol 
COMPOSITE SCALED SENSITIVITIES 
((SUM OF THE SQUARED VALUES )/ND)** . 5 
PARAMETER II : 1 2 3 4 5 
PARAMETER ID : Kxl Kx3 
0 .43 4 
Kzl 
2 . 92 
Kz3 Rl 
2. 71 1. 99 25 . 8 
COVARIANCE MAT. 
1 2 3 4 5 
....................... . .. . .. ... . .. .. .. .. .. ... . .................. 
1 3583 . -7289 . -627 . 0 - 4813 . -131. 6 
2 -7289 . 2 .8003E+0 4 3813 . 918 4 . 1654. 
3 -627 . 0 3813. 666.6 660 . 5 294 .9 
4 -4813 . 9184 . 660.5 6556 . 108.4 
5 -131. 6 1654. 294.9 108 . 4 151. 0 
PARAMETER SUMMARY 
PARAMETER VALUES IN "REGRESSION" SPACE --- LOG TRANSFORMED AS APPLICABLE 
PARAMETER II: 1 2 3 4 5 
PARAMETER ID: Kxl Kx3 Kzl Kz3 Rl 
* = LOG TRNS : * * * * * 
UPPER 95% C. I. 6 . 24E+O l 1. 77E+02 2 . 53E+Ol 8. 40E+Ol 9.41E+OO 
FINAL VALUES -l . 23E+OO -7 .98E-01 -2 . 15E+OO -2.lOE+OO -3 . 64E+OO 
LOWER 95% c . I. - 6 .48E+O l - 1. 79E+02 - 2.96E+Ol -8.81E+Ol -l . 67E+Ol 
STD. DEV . 2 . 60E+Ol 7 .27E+O l l. 12E+Ol 3 . 52E+Ol 5.34E+OO 
COEF. OF VAR. 
* if value=O 2 . llE+Ol 9 . llE+Ol 
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5 . 20E+OO 1. 68E+Ol l.46E+OO 
PHYSICAL PARAMETER VALUES --- EXPlO OF LOG TRANSFORMED PARAMETERS 
PARAMETER #: 1 2 3 1 5 
PARAMETER ID: Kxl Kx3 Kzl Kz3 Rl 
* = LOG TRNS: * * * * * 
UPPER 95% c . I. ********** ********** l. 92E+25 ********** 2.59E+09 
FINAL VALUES 5 . 90E-02 l .59E-01 7.00E-03 8.00E-03 2.27E-04 
LOWER 95%C .I. O. OOE+OO O. OOE+OO 2.55E-30 O.OOE+OO 1. 99E-17 
REASONABLE 
UPPER LIMIT 1. OOE+Ol 1. OOE+Ol l.OOE+OO 1.00E+OO 3.00E- 04 
REASONABLE 
LOWER LIMIT l.OOE-02 l.OOE-02 l.OOE-03 1.00E-03 l.OOE-04 
ESTIMATE ABOVE (1) 
BELOW ( -1) LIMITS 0 0 0 0 0 
ENTIRE CONF . INT. 
ABOVE(l)BELOW(-1) 0 0 0 0 0 
CORRELATION MAT. 
1 2 3 4 5 
1 1. 000 -0 . 7277 -0.40 57 -0.9931 -0 . 1790 
2 -0 . 7277 1. 000 0 . 8826 0.6778 0.8043 
3 -0 .4057 0 .8826 1. 000 0.3159 0.9295 
4 -0 . 9931 0 . 6778 0 .3 159 1. 000 0.1090 
5 -0 .1790 0 . 8043 0.9295 0 .1090 1.000 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS >= .95 
PARAMETER # ID # ID CORRELATION 
1 Kxl 4 Kz3 -0.99 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS IS BETWEEN .90 AND .95 
PARAMETER # ID # ID CORRELATION 
3 Kzl 5 Rl 0.93 
THE CORRELATION OF THE FOLLOWING PARAMETER PAIRS IS BETWEEN .85 AND . 90 
PARAMETER # ID " 
" 
ID CORRELATION 
2 Kx3 3 Kzl 0 .88 
CORRELATIONS GREATER THAN 0 . 95 COULD INDICATE THAT THERE IS NOT ENOUGH 
INFORMATION IN THE OBSERVATIONS AND PRIOR USED IN THE REGRESSION TO ESTIMATE 
PARAMETER VALUES INDIVIDUALLY . 
TO CHECK THIS, START THE REGRESSION FROM SETS OF INITIAL PARAMETER VALUES 
THAT DIFFER BY MORE THAT TWO STANDARD DEVIhTIONS FROM THE ESTIM ATED 
VALUES. IF THE RESULTING ESTIMATES ARE WELL WITHIN ONE STANDARD DEVIATION 
OF THE PREVIOUSLY ESTIMATED VALUE, THE ESTIMATES ARE PROBABLY 
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DETERMINED INDEPENDENTLY WITH THE OBSERVATIONS AND PRIOR USED IN 
THE REGRESSION. OTHERWISE, YOU MAY ONLY BE ESTIMATING THE RATIO 
OR SUM OF THE HIGHLY CORRELATED PARAMETERS. 
FOR UCODE, THE I NITIAL PARAMETER VALUES ARE IN THE PREPARE FILE . 
LEAST- SQUARES OBJ FUNC (DEP.VAR. ONLY)-
LEAST-SQUARES OBJ FUNC (W/PARAMETERS) --
CALCULATED ERROR VARIANCE------- -------








1 . 7558 
3 . 7453 
2.037 7 
2 . 0377 
0.33961 
0.58276 
0 . 99864 
0 . 99864 
2 1 
ORDERED DEPENDENT-VARIABLE WEIGHTED RESIDUALS 
NUMBER OF RESIDUALS INCLUDED: 11 
- 0 . 281E-01 - 0 . 249E-01 - 0 . 186E- 01 -0.156E-01 
0 . 308 
0. 154 
1 . 29 
0 .165 
0.175 0 .307 0 .3 07 
CORRELATION BETWEEN ORDERED WEIGHTED RES I DUALS 
AND NORMAL ORDER STATISTICS 
(CALCULATED USING EQ . 38 OF HILL,1992 OR EQ .2 3 OF HILL , 1998) 
COMMENTS ON THE INTERPRETATION OF THE CORRELATI ON BETWEEN 
WEIGHTED RESIDUALS AND NORMAL ORDER STATISTICS: 
Generally, IF the reported CORRELATION is LESS than the critical value, 
at t he selected s ignificance level (usually 5 or 10%) , the hypothesis 
that t h e weighted residuals are INDEPENDENT AND NORMALLY DI STRI BUTED 
would b e REJECTED. HOWEVER, in thi s case, conditions are ou ts i de of 
the range of p ubl i shed critical values as discussed below. 
0.650 
The sum of the number o f obser vat ions a nd prior information items i s 11 
which is less than 35, the minimum value for wh ich critical values are 
publ ished. Therefore, the criti cal values for the 5 and 10% signi ficance 
levels are less t han 0 . 943 and 0 . 952, r espectively. 
CORRELATIONS GREATER than these cri tical values indicate t hat , probably, the 
weighted residuals ARE INDEPENDENT AND NORMALLY DISTRIBUTED. 
Correlat i ons LESS than these c rit ical values MAY BE ACCEPTABLE, and 
rejection of the hypothesis is not necessarily warranted. 
The Kolmogorov-Smirnov test can be used to furth e r evaluate t he residuals . 
>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>> 





INITIAL PARAMETER VALUES 
Kz3 
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0 . 590E-01 0 .159 0 . 700E-02 0 .800E-0 2 
0 . 227E-03 
LEAST SQUARES 
OBJ OBJ FNC 
FUNC W/PRIOR MAX-CHG PARAM MARQRDT 
2 . 0 2 . 0 2 . 0 Kzl 0 . 00 
iteration # 1 
0 . 848E- 0 1 0.219E-02 0 . 2 1 0E-01 0 . 124E-02 
0 .181E- 03 
11. 11. 2. 0 Kz l 0 .00 
iterat i on # 2 
0 . 726E- 01 0 . 136E-02 0 .630E- 01 0 .105E-02 
0 . 169E-03 
12 . 12 . 0.76 Kx3 0. 00 
iteration # 3 
0 . 553E-01 0 . 239E- 02 0.458E-01 0 .354E- 03 
0.506E-04 
68 . 68. 2 . 0 Kxl 0 . 00 
iteration # 4 
0 . 166 0.464E- 02 0 . 282E-02 0 . 377 E-04 
0 . 498E-04 
7 6. 76. 0 .89E-01 Kx3 0 . 00 
iteration # 5 
0 . 152 0.506E- 02 0 . 2 78E- 02 0 . 37 3E-04 
0 .500E- 04 
76. 76 . 2 . 0 Kx3 0 . 00 
ite ration # 6 
0 .326 0 . 152E- 0 1 0 . 358E-02 0 . 596E- 04 
0 .541E-04 
77 . 77 . 2 . 0 Kxl 0 . 00 
itera t i on " rr 7 
0.979 0.152E- 01 0 .348E-02 0.596E-04 
0.925E-04 
75 . 75. - .79 Kz3 0 . 00 
iteration # 8 
0 . 762 0. 195E-01 0.243E- 02 0 . 128E- 04 
0.127 E- 03 
74 . 74 . 2 . 0 Kz3 0.00 
iterat ion # 9 
0 . 762 0 . 195E-01 0 . 243E- 02 0 . 384E-04 
0 .126E- 03 
74. 74 . 1. 2 Kz l 0 . 00 
iteration # 1 0 
1. 19 0 . 276E- 01 0 . 527E-02 0 .272E-04 
0 . ll lE-03 
73 . 73 . 2 . 0 Rl 0 .00 
iteration # 11 
3 . 43 0 .422E-01 0.527E-02 0.153E-04 
0.332E-03 
65 . 65 . - .10 Kx3 0 .00 
iterati on # 12 
3 . 37 0 . 378E- 01 0. 472 E- 02 0. 148E-04 
0.314E- 03 
72 . 72. 0 . 7 9E-01 Kz3 0 .00 
iteration # 13 
3.50 0.365E-01 0 . 481E-0 2 0.160E-04 
0 . 315E- 03 
72 . 72. 2 . 0 Kzl 0 . 00 
iterat ion # 14 
3 . 50 0 . 365E-01 0 .144E- 01 0 . 160E- 04 
0 . 315E-03 
138 
. 22E+03 . 22E+03 l. 2 Kx3 0.00 
iteration # 15 
3 . 59 0 . 785E- 01 0 . 148E- 0 1 0 . 193E- 04 
0 . 323E- 03 
80 . 80. - .11 Kx3 0 . 00 
iteration # 16 
3.62 0 . 697E-01 0.153E-01 0 . 201E - 04 
0 .322E-03 
68 . 68 . -. 24 Rl 0 . 00 
iteration # 17 
3 . 59 0.691E- 01 0.160E- 01 0.202E-04 
0 . 245 E-03 
72 . 72. 2.0 Kx3 0 . 00 
iterat ion # 1 8 
l. 52 0 .2 07 0 . 325E- 03 0 . 323E-0 5 
0 . 683E- 03 
. 52E+0 3 . 52E+03 -.27 Kx3 0.00 
ite r a t ion # 1 9 
l. 53 0 .152 0 .325E-03 0 . 245E- 05 
0 . 682E-03 
.51E+03 .51E+03 l. 0 Kxl 0 . 00 
iteration # 20 
3 . 10 0 . 114E-23 0.252E- 03 0 . 194E- 08 
0 .488E-03 
. 18E+03 . 18E+03 - . llE- 05 Kx3 1 . 31 
iteration # 21 
3 . 10 0 .114E- 23 0 . 252E- 03 0 . 194E-08 
0 . 488E- 03 
2 2 
************** ********** * ** ** *** * ** ** ** **** ** **** ******* ********************* 
PARAMETER ESTIMATION CONVERGED 
***************** * ** **** ******* **** *************** **** **** * ** ** ** **** * ** ** *** 
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Appendix C 
PEST Output Files 
PEST RUN RECORD: CASE RISDALMODEL 
PEST run mode: -
Parameter estimat i on mode 
Case dimensions:-
Number of parameters 
Number of adjustable parameters 
Number of paramet er groups 
Number of observa t i ons 
Number of prior estima:es 
Model command line(s} :-
pes tgv . bat 
Jacobian command line : -
na 




GHB . TPL 
RECHARGE . TPL 










(Parameter values written using single precision protocol .) 
(Decimal point always includ ed .) 
I nstruction files : 
TARGPEST . INS 






Derivatives calculation : -
Pa ram Increment I ncre."llent Increment Forward or Multiplier Method 
group type low bound centra l (cen tral) (central) 
kx r elative 1. OOOOE-02 none switch 2.000 parabolic 
k z relative l. OO OOE-02 none switch 2.000 parabol ic 
re ch relative l. OOOOE-02 non e switch 2.000 p arabol ic 
cond relative l. OOOOE-02 none swi t c h 2 . 000 p a rabolic 
Parameter def i nitions:-
Name Tran s - Change Initial Lower Upper 
f ormation limit value b ound b ound 
kxl l og factor 5 . 900 000E-02 l. OOOOOOE-02 10.0000 
kx2 l og f actor 0 . 950000 l. OOOOOOE-02 10.0000 
kx3 log factor 0 . 159400 1. 000000E- 02 10 . 0000 
kx4 log factor 1. 25300 0 . 100000 10.0000 
kzl log factor 7 . 000000E-03 l.OOOOOOE-03 10.0000 
kz2 log factor 3 . 000000E-02 1 . 000000E-03 10 . 0000 ""' 
kz3 log factor 8 . 000000E-03 l. OOOOOOE-03 10.0000 
kz 4 log f actor 1. 25300 1.000000E- 02 10 . 00 00 
rl log f actor 2. 2 70000E-04 l.O OOO OOE- 04 3. 0 000 00E-04 
ghO log f actor 15. 6625 0 . 100000 100.000 
Name Group Sca:e Offset Model command number 
kxl kx 1 . 00000 0 . 00000 1 
kx2 kx 1 . 00000 0 . 00000 1 
kx3 kx 1. 00000 0 . 00000 1 
kx4 k x 1 . 000 00 0 . 00 000 1 
k zl k z 1 . 00 0 00 0.00000 1 
k z2 k z 1 . 00000 0 . 00000 1 
kz3 k z 1 . 00000 0.00000 1 
kz4 kz 1 . 00000 0 . 00000 1 
rl rech 1 . 00000 0 . 00000 1 
ghO cond 1 . 00000 0 . 00000 1 
Prior i nformat ion: -
No prior i n formation s upplied 
Obser vations:-
Observation name Observation Weigh t Group 
ol 318.290 1 . 000 headl 
o2 317.540 1 . 000 headl 
o3 317.540 1 . 000 hea dl 
o4 317.540 1. 000 headl 
o5 317.390 1 . 000 headl 
06 317.390 1. 000 headl 
o7 317.390 1 . 000 headl 
08 320 . 700 1. 000 h ea d l 
o 9 320 . 700 1. 000 headl 
o l O 320.700 1 .000 h eadl 
o ll 320.700 1 . 000 hea dl 
Control settings:-
I n i t i a l l ambda 
Lambda adj ustment factor 
Sufficient new/old phi ratio p e r optimisation iteration 
Limiti ng relative phi reduction between lambdas 
Maximum trial lambdas per iterati on 
Maxi mum factor parameter c hange (fa c tor- limited changes) 
Max imum relative parameter change (rela t i ve-limited changes) 
Fraction of initial parameter value s u s e d in computing 
change limit for near-zero parameters 
Allow bending o f parameter upgrade vector 
Allow parameters to stick to their bounds 
Relative phi reduction below which t o b egin use of 
cen tral derivat i ves 
Rela tive phi reduction indicating conv ergence 
Number of phi values required with in t h is range 
Maxi mum number of consecutive failures to l ower phi 
Minimal relative parameter change indicating conver gence 
Number of consecutive iterations with mi n i ma l param change 
Maximum number of optimisati on ite r ati ons 
Attempt automatic user interven tion 
OPTIMISATI ON RECORD 
10.000 
2 . 0000 



















Sum o f squared weighted residuals (ie phi) 
Current parameter values 










0 . 1594 00 





2 . 270000E-04 
15.6625 
OPTIMISATION ITERATION NO. 
Model calls so far 
Start ing phi for this iteration : 
Lambda = 10 .000 - ----> 
1 
1 
0 . 12733 
0.12733 
Phi = 0.87096 ( 6 . 84 0 times starting phi) 
Lambda = 5.0000 -----> 
Phi = 0 . 72842 ( 5.721 times starting phi) 
Lambda = 2 . 5000 -----> 
Phi = 0.50501 ( 3.966 times starting phi) 
Lambda = 1. 2500 -----> 
Phi = 0 . 22838 ( 1. 79 4 times starting phi} 
Lambda = 0 .62500 -----> 
Phi = 0 . 63062 ( 4.953 times starting phi) 
No more lambdas : phi rising 
Lo~est phi this iteration: J . 22838 
Relative phi reduction between optimisation iterations less t han 0.1000 
Switch to central derivatives calculation 
(restart from best parameters so far - these achieved at iteration 0) 
Current parameter v alues 
kxl 5.900000E- 02 
-~ (.;.) 
kx2 0.950000 
kx3 0 .159400 
kx4 1. 25300 
kzl 7 .000000E-03 
kz2 3 . 000000E-02 
kz3 8.000000E-03 
kz4 1. 25300 
rl 2.270000E-04 
ghO 15 .6625 
OPTIMISATION ITERATION NO. : 2 
Model calls so far : 16 
Starting phi for this iteration: 0.12733 
Lambda = 10.000 
-----> 
Phi = 0.34662 ( 2 .722 times starting phi) 
Lambda = 5 .0000 -----> 
Phi = 0.455 49 ( 3.577 times starting phi) 
Lambda = 20 . 000 
-----> 
Phi = 0.65160 ( 5 .117 times starting phi) 
No more lambdas: phi rising 
Lowest phi this iteration: 0.34662 
Current parameter values 



















Maximum factor change : 7.579 
6.579 Maximum relative change : 
OPTIMISATION ITERATION NO. 
Model calls so far 




Previous pararr.eter values 
kxl 5.900000E-02 


















Starting phi for this iteration: 0.34662 
parameter "kxl" frozen: gradient and update vectors out o f bounds 
-----> Lambda = 10 . 000 
Phi = 0.44429 1 .282 times starting phi) 
Lambda = 5.0000 -----> 
Phi = 0 . 32673 { 0.94 3 o f start ing phi) 
parameter "rl" frozen: - update vector out of bounds 
Lambda = 2.5000 -----> 
Phi = 0.19582 ( 0 .565 of starting phi) 
Lambda = 1. 2500 -----> 
Phi = 0.34620 ( 0.999 of start i ng phi) 
Lambda = 5 .0000 -----> 
Phi = 0.16333 ( 0.471 of starting phi) 
Lambda = :o .ooo -----> 
Phi = 0 . 15198 ( 0 . 438 of starting phi) 
Lambda = 20 .000 -----> 
Phi = 0 . 14519 ( 0.419 of starting phi) 
Lambda = 40.000 ---- - > 
Phi = 0 . 16380 ( 0. 473 o f starting phi) 
No more lambdas: phi rising 
Lowest phi this iteration : 0 .14519 
Current parameter values 







1 . 39 42 2 
4. 88 4514E- 02 
5.820350E- 02 
kz3 3 . 666743E-03 
kz4 1.56244 
rl 3 .000000E-04 
ghO 12 .3053 
Maxi mum factor c hange: 1. 205 
Maximum relative change: 0.2051 


























Optimisation complet e: 3 optimisation iterations have elapsed since lowest 
phi was achieved. 
Total model calls: 67 
The model has been run one final time using best parameters. 
Thus all model input files contain best parameter values, and model 























2 . 270000E-04 
15.6625 
OPTIMISATION RESULTS 
95% percent con fidence limits 
lower limit upper limit 
5 . 900000-302 5.90000C+298 
9 . 500000-301 9.500000+299 
1 . 594000- 301 1 . 594000+299 
1.253000-300 1. 000000+300 
7.000000-303 7.000000+297 
3.000000- 302 3 . 000000+298 
8.000000-303 8 . 000000+297 
1 .253000-300 1.000000+300 
2.037992 - 196 2.528420+188 
1 . 566250-299 1.000000+300 
Note : confidence limits provide only an indication of parameter uncertainty. 
They rely on a linearity assumption which may not extend as far in 
parameter space as the confidence limits themselves - see PEST manual. 
See file RISDALMODEL.SEN for parameter sensitivities. 
Observations -----> 
Observation Measured Calculat ed Residual Weight Group 
value value 
ol 318 .290 317 . 967 0 . 323142 1.000 headl 
o2 317 .540 317 . 499 4.100700E-02 1.000 headl 
o3 317.540 317 . 499 4. 116000E-02 1. 000 headl 
o 4 317.54 0 317.499 4 . 125100E-02 1. 000 headl 
o5 317.390 317 . 313 7.698100E-02 1.000 headl 
06 317.390 317.313 7.685900E- 02 1.000 headl 
o7 317.390 317.313 7 . 664600E- 02 1. 000 headl 
oB 320.700 320 . 705 -4 . 590000E-03 1. 000 headl 
.i::. 
°' 
o9 320.700 320.704 -3.796000E-03 1.000 headl 
olO 320.700 320.707 -6 .970000E-0 3 1.000 headl 
oll 320.700 320.706 -6.177000E- 03 1. 000 h eadl 
See file RISDALMODEL.RES :or more details of residuals in graph-ready format. 
See file RISDALMODEL.SEO :or composite observation sensitivities. 
Objective function -----> 
Sum of squared weighted residuals (ie phi) 
Correlation Coefficient -----> 
Correlat ion coefficient 
Analysis of residuals -----> 
All residuals:-
Number of residuals with non-zero weight 
Mean value of non-zero weighted residuals 
Maximum weighted residual [observation "ol") 
Minimum weighted residual [observation "olO"J 
Standard variance of weighted residuals 









Note: t h e above variance was obtain ed by dividing the objective 
function by the number of system degrees of freedom (ie. number of 
observations with non- zero weight plus number of prior information 
articles with non-zero weight minus the number of adjustable parameters.) 
If the degrees o f freedom is negative the divisor becomes 
the number of observations with non-zer o weight plus the number of 
prior information items with non-zero weight. 
Parameter covariance matrix -----> 
kxl kx2 kx3 kx4 kzl 
rl ghO 
kxl 6471. 569.3 -37 88 . - 1648. - 6437. 
1067. 3817. 
kx2 569.3 1914. 253.2 348 . 2 -844 . 0 
kz2 kz3 
152 .4 -5054. 
772 .4 -2628. 
kz<. 
995.2 
2 41 .9 
~ 
-...J 
327.5 2137 . 
kx3 -3788. 253 . 2 1. 2568E+04 648.5 4297 . 2135 . 822.5 - 4 916. 
- 954.7 - 1932. 
kx4 -164 8. 348.2 648.5 603.6 1754. 212 .2 613.9 70 . 22 
-177 .l -619.1 
kzl -6 437. -844.0 4297. 1754. 8492 . 283 . 9 3652 . -837.5 
-1029. -4676. 
k z2 152. 4 772 .4 2135. 212.2 28 3 . 9 2506 . -1482 . -1273 . 
105.8 32.65 
kz3 -5054 . -2628. 822.5 613.9 3652 . -1482 . 8022 . -680 . 9 
- 1118 . - 4662. 
kz4 995 .2 241. 9 - 4916. 70.22 -837 . 5 - 1273 . - 680 . 9 4376. 
420 .8 - 87 . 85 
rl 1067 . 327.5 -954. 7 -177 . 1 -1029. 105 . 8 -1118. 420.8 
228.5 793 . 2 
.;. 
00 
ghO 3817 . 2137. -1932. - 619 . 1 -4 67 6 . 32.65 - 4662. -87 .85 
793.2 5336. 
Parameter correlation coefficient matrix -----> 
kxl kx2 kx3 kx4 :<:zl kz2 kz3 kz4 
rl ghO 
kxl 1. 000 0 . 1618 - 0.4201 -0 . 8338 - 0.8683 3.7842E- 02 -0.7015 0.1870 
0.8780 0 . 6496 
kx2 0.1618 1. 000 5.1618E-02 0 .3239 -0 . 2093 0.3527 -0 .6705 8 . 3596E- 02 
0.4952 0.6687 
kx3 -0.4201 5 . 1618E-02 1. 000 0 . 2354 0.4159 0.3804 8 . 1914E- 02 -0 . 6629 
-0.5634 - 0 . 2360 
kx4 -0. 8338 0 . 3239 0 . 2354 1 . 000 0.7748 0.1725 0.2790 4.3202E-02 
- 0. 4768 - 0.3450 
kzl - 0. 8683 - 0 . 2093 0 .4159 0.7748 1. 000 6.1546E- 02 0.4424 - 0.1374 
- 0. 7388 - 0 .6946 
kz 2 3 . 7842E- 02 0.3527 0 .3804 0 .17 25 6. 1546E- 02 1.000 -0 . 3306 -0 . 3843 
0.1398 8. 9277E-03 
kz 3 - 0 . 7015 - 0 . 6705 8 .1914E-02 0 .2790 0.4 424 -0 . 3306 1.000 -0 .1149 
- 0.8258 - 0.7126 
kz4 0.1870 8.3596E-02 - 0.6629 4.3202E-02 - 0.:.374 -0 .3843 -0.1149 1. 000 
0 .4208 - 1. 8179E-02 
rl 0.8780 0 .4952 -0 .563 4 -0 .4768 -0 . 7388 0 . 1398 -0 . 8258 0 .4208 
1. 000 0 . 718 4 
ghO 0 . 6496 0.6687 - 0. 236 0 - 0.3450 - 0 . 6946 8. 9277E- 0 3 -0.7126 - l . 81 79E-02 
0 . 7184 1. 000 
Normalized eigenvectors of parameter covarian ce matrix -----> 
~ 
\0 
Vector_l Vector_2 Vector_3 Vector_4 Vector _5 Vector_6 Vector_7 Vector_8 
Vector_9 Vector_lO 
kxl 0 . 222 4 0.3762 0. 52 72 -0. 1 201 0.2 155 4.0003E-02 -0. 4396 0.2123 
0 .1356 0 .4604 
kx2 0 . 257 4 0 . 5296 7 . 1003E-02 0 .4719 -0 .3758 -l . 2255E-02 0.3512 -0.34 16 
0 . 1850 9.9987E-02 
kx3 - 3.4464E-02 2.4764E-02 6.4941E-02 -0 . 1147 - 0 .1522 0.4681 -0.1074 0.1541 
0 . 7025 - 0.4579 
kx4 - 0 . 1722 - 0.4542 0 . 8007 0 .1146 -0 . 1466 -7 .2484E-02 0.1642 -0 . 2157 
-2.0890E-02 -9. 5309E-02 
kzl 0.1056 0.3146 0 . 1182 -0 . 2583 0 .4822 - 0.1127 - 5.7591E- 02 -0 . 5484 
-9.4458E-02 - 0.5010 
kz2 3.6762E-02 -2 .0183E- 02 - 7.2929E- 02 -0 .3606 -0 .4942 -0 .6652 - 0. 3059 -0. 1352 
0.2521 - 2 . 6673E-02 
kz3 7. 4 521E-02 0 . 3468 0 . 2257 
-0.4296 -0.38 40 
kz4 2 . 9535E-02 - 8 . 9065E-03 -2 . 9242E-02 
-0.3606 0.1639 
rl -0.9135 0 . 3891 2.3171E-02 
1. 4 826E- 02 9.0131E-02 
ghO - 1. 0124E-03 -4 .1347E-03 8 . 1327E-03 
0. 2572 0.3538 
Eigenvalues -- -- -> 
l . 8430E-03 1.9155E-02 0 . 8550 
l . 3365E+04 2. 541 2E+04 
-0 . 2475 -0.2920 -4 .8704E- 02 
- 0 . 3485 -0 .4352 0.5615 
l.129 7E-02 -2 .2220E-02 -2 .3342E-02 
- 0 . 597 5 0.1253 2 . 098 3E- 02 
164 . 7 1470 . 2048 . 
0.2468 
-0.2292 
-4 . 1960E-02 
0 .6579 
2713. 
0 . 5305 
-0.4033 
- 4.8233E-02 






MODFLOW Output Files 
1 U.S. GEOLOGICAL SURVEY MODULAR FINITE- DIFFEF.ENCE GROUND-WATER MODEL 
OMODFLOW Data Set Created by Groundwater Vistas 
15 LAYERS 1 ROWS 63 COLUMNS 
1 STRESS PERIOJ(S) IN SIMULATION 
MODEL TIME UNIT IS DAYS 
OI/O UNITS: 
ELEMENT OF !UNIT : 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 
I/0 UNIT : 11 0 0 0 0 0 17 18 19 0 0 22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
OBASl -- BASIC MODEL PACKAGE, VERSION 1, 9/1/87 INPUT READ FROM UNIT 1 
ARRAYS RHS AND BUFF WILL SHARE MEMORY. 
START HEAD WILL BE SAVED 
9511 ELEMENTS IN X ARRAY ARE USED BY BAS 
9511 ELEMENTS OF X ARRAY USED OUT OF 11492 
0BCF3 -- BLOCK-CENTERED FLOW PACKAGE, VERSION 3, ?/9 / 92 INPUT READ FROM UNIT 11 
Using spatially variable anisotropy of Greg Ruskauff 
STEADY-STATE SIMULATION 
CELL- BY- CELL FLOWS WILL BE RECORD3D ON UNIT 50 
HEAD AT CELLS THAT CONVERT TO DRY= -0 .10000E+31 
WETTING CAPABILITY IS NOT ACTIVE 
LAYER AQUIFER TYPE INTER3LOCK T 
----------- --------------------------
1 1 0-HARMONIC 
2 3 0-HARMONIC 
3 3 0-HARMONIC 
4 3 0-HARMONIC 
5 3 0- HARMONIC 
6 3 0- HARMONIC 
7 3 0-HARMONIC 
8 3 0- HARMONIC 
9 3 0-HARMONIC 
10 3 0- HARMONIC 
11 3 0-HAR.'10NIC 
12 3 0- HAR'10NIC 
13 3 0- HAR.'10NIC 
14 3 0- HAR.'10NIC 
15 3 0-HAR.'10NIC 
3717 ELEMENTS IN X ARRAY ARE USED BY BCF 
13228 ELEMENTS OF X ARRAY USED OUT OF 17492 
ORCEl -- RECHARGE PACKAGE, VERSION l, 9/1 / 87 INPUT READ FROM UNIT 18 
OPTION 3 -- RECHARGE TO HIGHEST A2TIVE NODE IN EACH VERTICAL COLUMN 
CELL - BY-CELL FLOW TERMS WILL BE RECORDED ON UNIT 51 
63 ELEMENTS OF X ARRAY USED FOR RECHARGE 
13291 ELEMENTS OF X ARRAY USED OUT OF 17492 
OGHBl -- GHB PACKAGE, VERSION 1, 9/1/87 INPUT READ FROM UNIT 17 
Vl 
N 
MAXIMUM OF 3 HEAD-DEPENDENT BOUNDARY NODES 
CELL-BY- CELL FLOW WILL BE RECORDED ON UNIT 50 
15 ELEMENTS IN X ARRAY ARE USED FOR HEAD-DEPENDENT EOUNDARIES 
13306 ELEMENTS OF X ARRAY USED OUT OF 17492 
OSIPl -- STRONGLY IMPLICIT PROCEDURE SOLUTION PACKAGE, VERSION 1, 9/1/87 INPUT READ FROM UNIT 1 9 
MAXIMUM OF 100 ITERATIONS ALLOWED FOR CLOSURE 
5 ITERATION PARAMETERS 
41 85 ELEMENTS IN X ARRAY ARE USED BY SIP 
17491 ELEMEN~S OF X ARRAY USED OUT OF 17492 
lMODFLOW Data Set Created by Groundwater Vistas 
0 
BOUNDARY ARRAY FOR LAYER 1 WILL BE READ ON UNIT 1 USING FORMAT : (25I3) 
0 
BOUNDARY ARRAY FOR LAYER 2 WILL BE READ ON UNIT 1 USING FORMAT: (25I3) 
0 
BOUNDARY ARRAY FOR LAYER 3 WILL BE READ ON UNIT 1 USING FORMAT: (25I3) 
0 
BOUNDARY ARRAY FOR LAYER 4 WILL BE READ ON UNIT 1 USING FORMAT: (25I3) 
0 
BOUNDARY ARRAY FOR LAYER 5 WILL BE READ ON UNIT 1 USING FORMAT: (25I3) 
0 
BOUNDARY ARRAY FOR LAYER 6 WILL BE READ ON UNIT 1 USING FORMAT: (25I3) 
0 
BOUNDARY ARRAY FOR LAYER 7 WILL BE READ ON UNIT 1 JSING FORMAT: (2513) 
0 
BOUNDARY ARRAY FOR LAYER 8 WILL BE READ ON UNIT 1 USING FORMAT: (25I3) 
0 




BOUNDARY ARRAY FOR LAYER 10 WI LL BE READ ON UNIT 1 USING FORMAT : (25!3) 
0 
BOUNDARY ARRAY FOR LAYER 11 W:LL BE READ ON UNI T 1 USING FORMAT : (25 I 3) 
0 
BOUN:JARY ARRAY FOR LAYER 1 2 WILL BE READ ON UNIT 1 USING FORMAT: (2 5I3) 
0 
BOUNDARY ARRAY FOR LAYER 1 3 WILL BE READ ON UNIT 1 USING FORMAT: (25I3) 
0 
BOUNDARY ARRAY FOR LAYER 14 WILL BE READ CN UNIT 1 USING FORMAT : (25!3) 
------------------------------------------------------------------------
0 BOUNDARY ARRAY = 0 FOR LAYER 15 Vl ~ 
OAQUIFER HEAD WILL BE SET TO 0.99900E+03 AT ALL NO-FLOW NODES (IBOUND=O). 
0 INITIAL HEAD = 323.0000 FOR LAYER 1 
0 INITIAL HEAD = 323.0000 FOR LAYER 2 
0 INITIAL HEAD = 323 . 0000 FOR LAYER 3 
0 INITIAL HEAD = 323.0000 FOR LAYER 4 
0 I NITIAL HEAD = 323 . 0 000 FOR LAYER 5 
0 I NITIAL HEAD = 323.0000 FOR LAYER 6 
0 INITIAL HEAD = 323 . 0000 FOR LAYER 7 
0 INITIAL HEAD = 323.0000 FOR LAYER 8 
0 INITIAL HEAD = 322 . 0000 FOR LAYER 9 
0 INITIAL HEAD = 322 .0000 FOR LAYER 10 
0 INITIAL HEAD = 322 . 0000 FOR LAYER 11 
0 INITIAL HEAD = 322.0000 FOR LAYER 12 
0 INITIAL HEAD = 322 . 0000 FOR LAYER 13 
0 INITIAL HEAD = 322 . 0000 FOR LAYER 14 
0 INITIAL HEAD = 322 . 0000 FOR LAYER 15 
OHEAD PRINT FORMAT IS FORMAT NUMBER 0 DRAWDOWN PRINT FORMAT IS FORMAT NUMBER 0 
OHEADS WILL BE SAVED ON UNIT 30 DRAWDOWNS WILL BE SAVED ON UNIT 31 
OOUTPUT CONTROL IS SPECIFIED EVERY TIME STEP 
0 COLUMN TO ROW ANISOTROPY = 1 . 000000 


























COLUMN TO ROW ANISOTROPY = 1.000000 
COLUMN TO ROW ANISOTROPY = 1.000000 
COLUMN TO ROW ANISOTROPY = 1.000000 
COLUMN TO ROW ANISOTROPY = 1.000000 
COLUMN TO ROW ANISOTROPY = 1.000000 
COLUMN TO ROW ANISOTROPY = 1.000000 
COLUMN TO ROW ANISOTROPY = 1.000000 
COLUMN TO ROW ANISOTROPY = 1 .000000 
COLUMN TO ROW ANISOTROPY = 1. 000000 
COLUMN TO ROW ANISOTROPY = 1 . 000000 
COLUMN TO ROW ANISOTROPY = 1.000000 
COLUMN TO ROW ANISOTROPY = 1.000000 
COLUMN TO ROW ANISOTROPY = 1.000000 
DELR = 2.500000 
DELC = 5.000000 
HYD. COND . ALONG ROWS FOR LAYER 1 WILL BE READ ON UNIT 73 USING FORMAT: (1De12.4) 
BOTTOM = 322 .5000 FOR LAYER 1 
VERT HYD COND /THICKNESS FOR LAYER 1 WILL BE READ ON UNIT 70 USING FORMAT: (1De12 .4 ) 
HYD. COND. ALONG ROWS FOR LAYER 2 WILL BE READ ON UNIT 73 USING FORMAT: (10e12.4) 
BOTTOl1 = 322 .0000 FOR LAYER 2 
VERT HYD COND i THICKNESS FOR LAYER 2 WILL BE READ ON UNIT 70 USING FORMAT: (10el2.4) 
TOP = 322.5000 FOR LAYER 2 
HYD . COND. ALONG ROWS FOR LAYER 3 WILL BE READ ON UNIT 73 JSING FORMAT: (10e1 2 .4 ) 
BOTTOM = 321. 5000 FOR LAYER 3 





















TOP = 322 . 0000 FOR LAYER 3 
HYD. COND. ALONG ROWS FOR LAYER 4 WILL BE READ ON UNIT 73 USING FORMAT: (10el2.4) 
BOTTOM = 321 . 0000 FOR LAYER 4 
VERT HYD COND / THICKNESS FOR LAYER 4 WILL BE READ ON UNIT 70 USING FORMAT: (10e12.4) 
TOP = 321 . 5000 FOR LAYER 4 
HYD . COND. ALONG ROWS FOR LAYER 5 WILL BE READ ON UNIT 73 USING FORMAT: ( 10el2.4 ) 
BOTTOM = 32 0.5000 FOR LAYER 5 
VERT HYD COND /THICKNESS FOR LAYER 5 WILL BE READ ON UNIT 70 USING FORMAT: (10e 12 .4) 
TOP = 321. 0000 FOR LAYER 5 
HYD. COND . ALONG ROWS FOR LAYER 6 WILL BE READ ON UNIT 73 USING FORMAT: (l)e12.4) 
BOTTOM = 320 . 0000 FOR LAYER 6 
VERT HYD COND / THICKNESS FOR LAYER 6 WILL BE READ ON UNIT 70 "JSING FORMAT: (10e12.4) 
TOP = 320 .5000 FOR LAYER 6 
HYD. COND. ALONG ROWS FOR LAYER 7 WILL BE READ ON UNIT 73 USING FORMAT: (10e12.4) 
BOTTOM = 319 . 5000 FOR LAYER 7 
VERT HYD COND /THICKNESS FOR LAYER 7 WILL BE READ ON UNI T 70 USING FORMAT : (10el2.4) 




















HYD. COND . ALONG ROWS FOR LAYER 8 WILL BE READ ON UNIT 73 USING FORMAT: (10el2.4) 
BOTTOM = 319.0000 FOR LAYER 8 
VERT HYD COND /THICKNESS FOR LAYER 8 WILL BE READ ON UNIT 70 USING FORMAT : ( 10el2.4) 
TOP = 319 . 5000 FOR LAYER 8 
HYD. COND . PLONG ROWS FOR LAYER 9 WILL BE READ ON UNIT 73 USING FORMAT : (10e 12 .4 ) 
BOTTOM 318.5000 FOR LAYER 9 
VERT HYD COND /THICKNESS FOR LAYER 9 WILL BE READ ON UNIT 70 USING FORMAT: (10e12.4) 
TOP = 319 .0000 FOR LAYER 9 
HYD. COND . ALONG ROWS FOR LAYER 1 0 WILL BE READ ON UNIT 73 USING FORMAT : (1Jel2 .4) 
BOTTOM = 318.0000 FOR LAYER 10 
VERT HYD COND /THICKNESS FOR LAYER 10 WILL BE READ ON UNIT 70 USING FORMAT: (10e12 .4 ) 
TOP = 318.5000 FOR LAYER 10 
HYD. COND. ALONG ROWS FOR LAYER 11 WILL BE READ ON UNIT 73 USING FORMAT: (10el2.4) 
BOTTOM = 317 . 5000 FOR LAYER 11 
VERT HYD COND i THICKNESS FOR LAYER 11 WILL BE READ ON UNIT 70 :JSING FORMAT: (10e12 .4 ) 
TOP = 318 . 0000 FOR LAYER 11 
HYD. COND. ALONG ROWS FOR LAYER 12 WILL BE READ ON UNIT 73 USING FORMAT : (10e12.4) 




















VERT HYD COND /THICKNESS FOR LAYER 12 WILL BE READ ON UNIT 70 USING ?ORMAT : (10el2.4) 
TOP = 317.5000 FOR LAYER 12 
HYD. COND. ALONG ROWS FOR LAYER 13 WILL BE READ ON UNIT 73 USING FORMAT: (10el2 . 4) 
BOTTOM = 316 . 5000 FOR LAYER 13 
VERT HYD COND /THICKNESS FOR LAYER 13 WILL BE READ ON UNIT 70 US I NG FORMAT : ( 10el2.4) 
TOP = 317.0000 FOR LAYER 13 
HYD. COND. ALONG ROWS FOR LAYER 14 WILL BE READ ON UNIT 73 USING FORMAT: (10el2.4) 
BOTTOM = 316.0000 FOR LAYER 14 
VERT HYD COND / THICKNESS FOR LAYER 1 4 WILL BE READ ON UNIT 70 USING FORMAT: (10el2.4) 
TOP = 316 . 5000 FOR LAYER 14 
HYD. COND . ALONG ROWS FOR LAYER 15 WILL BE READ ON UNIT 73 USING FORMAT : ( 10el2.4) 
BOTTOM 
TOP 
315 . 0000 
316.0000 
FOR LAYER 15 
FOR LAYER 15 
SOLUTION BY THE STRONGLY IMPLICIT PROCEDURE 
MAXIMUM ITERATIONS ALLOWED FOR CLOSURE 
ACCELERATION PARAMETER 
HEAD CHANGE CRITERION FOR CLOSURE 
SIP HEAD CHANGE PRINTOUT INTERVAL 
100 
1 . 0000 
0.lOOOOE-02 
5 
CALCULATE ITERATION PARAMETERS FROM MODEL CALCULATED WSEED 
STRESS PERIOD NO. 1, LENGTH = 10.00000 
-Vl 
00 
NUMBER OF TIME STEPS 1 
MULTIPLIER FOR DELT l. 200 
INITIAL TIME STEP SIZE 10.00000 
0 
0 
~ECHARGE = 0 . 227 0000E- 03 
3 HEAD-DEPENDENT BOUNDARY NODES 
0 LAYER ROW COL ELEVATION CONDUCTANCE 
13 1 63 317.2 15.66 
:4 1 63 317.2 15 . 66 
:. 2 1 63 317.2 15 . 66 
OAVERAGE SEED= 0 .00045567 
MINIMUM SEED= 0 . 00000446 
0 





O.O OOOOOOE+OO 0 . 8538960E+OO 0 .9786536E+OO 0.9968812E+OO 0 . 999544 3E+OO 
OCELL CONVERSIONS FOR ITERATION= 5 LAYER= 8 TIME STEP= 1 STRESS PERIOD= 
DRY( 1, 59) DRY( 1, 60) DRY( l, 61) DRY( 1, 62) 
OCELL CONVERSIONS FOR ITERATION= 5 LAYER= 9 TIME STEP= 1 STRESS PERIOD= 
DRY( 1, 61) DRY( l, 62) 
OCELL CONVERSIONS FOR ITERATION= 6 LAYER= 1 TIME STEP= 1 STRESS PERIOD= 
DRY( 1, 2) DRY( 1, 3) DRY( 1, 4) DRY( 1 , 5) DRY( l, 
1, S) DRY( 1, 9) 
OCELL CONVERSIONS FOR ITERATION= 6 LAYER= 2 TIME STEP= 1 STRESS PERIOD= 
DRY( 1, 6) DRY( 1 , 7) DRY( 1, 8) DRY( 1 , 9) DRY( 1 , 
1, 1 2 ) DRY( 1, 13) 
DRY( 1, 14) DRY( 1, 15 ) DRY( 1, 16) DRY( 1, 17) 
OCELL CONVERSIONS FOR ITERATION= 6 LAYER= 8 TIME STEP= 1 STRESS PERIOD= 
DRY( 1, 54) DRY( l, 55) DRY( 1 , 56) DRY( 1, 57) DRY( l, 
OCELL CONVERSIONS FOR ITERATION= 6 LAYER= 9 TIME STEP= 1 STRESS PERIOD= 
DRY( 1, 55) DRY( 1, 56) DRY( 1, 57) DRY( 1, SB) DRY( l , 
OCELL CONVERSIONS FOR ITERATION= 6 LAYER= 10 TIME STEP= 1 STRESS PERIOD= 
DRYC 1, 57) DRY( l, 58) DRY( l, 59) DRY( 1, 60) DRY( l, 
OCELL CONVERSIONS ?OR ITERATION= 7 LAYER= 11 TIME STEP= 1 STRESS PERIOD= 
DRY C l, 62) 
OCELL CONVERSIONS ?OR I TERATION= 8 LAYER= 2 TIME STEP= 1 STRESS PERIOD= 
DRY ( 1, 2) DRY( 1, 3 ) DRY( 1, 4) DRY( l , 5) 
OCELL CONVERSIONS FOR ITERATION= 10 LAYER= 10 TIME STEP= 1 STRESS PERIOD= 
DRY ( 1, 56) 




6) DRY( 1, 
1 (ROW.COL) 




59) DRY( 1, 
1 (R:>W,COL) 
61) DRY( l, 
1 (R:>W,COL) 
1 (ROW,COL) 








DRY( l, 61) 
OCELL CONVERSIONS 
DRY { 1, 5 4 ) 
OCELL CONVERSIONS 
DRY { 1, 55) 
OCELL CONVERSIONS 
DRY { 1. 9) 
1. 15) DRY( 
DRY ( 1. 17) 
1. 23) DRY( 
DRY ( 1. 25) 
OCELL CONVERSIONS 
DRY ( 1 , 53) 
OCELL CONVERSIONS 
DRY( 1, 2) 
1, 8) 
OCELL CONVERSIONS 
DRY( 1 , 31 ) 
OCELL CONVERSIONS 
DRY( 1. 60) 
OCELL CONVERSIONS 
DRY( l , 30) 
OCELL CONVERSIONS 
DRY( l, 22) 
1. 28) DRY( 
OCELL CONVERSIONS 
DRY( 1, 39) 
OCELL CONVERSIONS 
DRY( 1, 47) 
OCELL CONVERSIONS 
DRY( 1, 5 4 ) 
OCELL CONVERSIONS 
DRY( 1, 19) 
OCELL CONVERSIONS 
DRY( 1, 38) 
OCELL CONVERSIONS 
DRY( l, 46) 
OCELL CONVERSIONS 
DRY( 1, 51) 
OCELL CONVERSIONS 
DRY( 1, 53 ) 
OCELL CONVERSIONS 
DRY( 1, 18 ) 
OCELL CONVERSIONS 
FOR ITERATION= 
FOR I TERATION= 
FOR ITERATION= 
DRY { 1, 10) 
1, 16) 
DRY { 1, 18) 
1, 2 4 ) 
FOR :TERATION= 
FOR :TERATION= 
DRY( 1, 3) 
FOR ITERATION= 
DRY{ 1 , 32) 
FOR ITERATION= 
FOR I TERATION= 
FOR I TERATION= 
DRY( 1, 23) 
1, 29) 
FOR I TERATION= 









FOR I TERATION= 
FOR ITERATION= 
12 LAYER= 9 TIME STEP= 
14 LAYER= 10 TIME STEP= 
16 LAYER= 
DRY ( 1 , 
3 TIME STEP= 
11) DRY ( 
DRY( 1 , 19) DRY( 
17 LAYER= 8 TIME STEP= 
20 LAYER= 
DRY( l, 
3 TIME STEP= 
4) DRY( 
21 LAYER= 4 TIME STEP= 
DRY( l, 33) 
21 LAYER= 1 1 TIME STEP= 
24 LAYER= 4 TIME STEP= 
26 LAYER= 
DRY( 1 , 
26 LAYER= 
DRY( l , 
26 LAYER= 
4 TIME STEP= 
24) DRY ( 
5 TIME STEP= 
41) 
6 TIME STEP= 




4 TIME STEP= 
21) 
5 TIME STEP= 
30 LAYER= 6 TIME STEP= 
30 LAYER= 7 TIME STEP= 
30 LAYER= 9 TIME STEP= 
32 LAYER= 4 TIME STEP= 



























12) DRY ( l, 
20) DRY( 1, 
STRESS PERIOD= 
STRESS PERIOD= 








































































DRY ( l, 37) 
OCELL CONVERSIONS 
DRY ( l, 17) 
OCELL CONVERSIONS 
DRY( l, 45 ) 
OCELL CONVERSIONS 
DRY( 1, 50) 
OCELL CONVERSIONS 
DRY( 1, 2) 
1, 8 ) DRY( 
DRY( l, 10) 
1, 16) 
OCELL CONVERSIONS 
DRY( l, 33) 
OCELL CONVERSIONS 
DRY( 1 , 44) 
OCELL CONVERSIONS 
DRY ( l, 53) 
OCELL CONVERSIONS 
DRY( l, 59) 
OCELL CONVERSIONS 
DRY ( l, 52) 
OCELL CONVERSIONS 
DRY ( l, 43) 
OCELL CONVERSIONS 
DRY( 1, 49) 
OCELL CONVERSIONS 
DRY( 1, 32) 
OCELL CONVERSIONS 
DRY ( l, 30) 
OCELL CONVERSIONS 
DRY( 1, 42) 
OCELL CONVERSIONS 
DRY( l, 58) 
OCELL CONVERSIONS 
DRY( l, 29) 
OCELL CONVERSIONS 
DRY( l, 28) 
OCELL CONVERSIONS 
DRY( l, 48) 
OCELL CONVERSIONS 
DRY ( l, 26) 
OCELL CONVERSIONS 





DRY ( 1, 3) 
l, 9) 
DRY( 1, 11) 
FOR ITERATION= 













FOR I TERATION= 
?OR ITERATION= 
FOR ITERATION= 
DRY( 1 , 27) 
FOR ITERATION= 
34 LAYER= 4 TIME STEP= 
34 LAYER= 6 TI ME STEP= 
35 LAYER= 7 TIME STEP= 
36 LAYER= 
DRY( 1, 
4 TIME STEP= 
4) DRY( 




5 TIME STEP= 
35) DRY( 
6 TIME STEP= 
36 LAYER= 10 TIME STEP= 
36 LAYER= 11 TIME STEP= 
37 LAYER= 8 TIME STEP= 
40 LAYER= 6 TIME STEP= 
40 LAYER= 7 TIME STEP= 
41 LAYER= 5 TIME STEP= 
46 LAYER= 5 TIME STEP= 
46 LAYER= 6 TIME STEP= 
46 LAYER= 1 1 TIME STEP= 
50 LAYER= 5 TIME STEP= 
54 LAYER= 5 TIME STEP= 
54 LAYER= 7 TIME STEP= 
56 LAYER= 5 TIME STEP= 




























5 ) DRY( 1 , 



































































OCELL CONVERSIONS FOR ITERATION= 66 LAYER= 5 TIME STEP= 1 STRESS PERIOD= 1 (ROW,COL) 
DRY( l, 25) 
OCELL CONVERSIONS FOR ITERATION= 66 LAYER= 6 TIME STEP= 1 STRESS PERIOD= 1 (ROW , COL) 
DRY( l, 40) 
OCELL CONVERSIONS FOR I TERATION= 66 LAYER= 11 TIME STEP= 1 STRESS PERIOD= 1 (ROW , COL) 
DRY( 1, 57) 
0 
84 I TERATIONS FOR TIME STEP 1 IN STRESS PERIOD 1 
OMAXIMUM HEAD CHANGE FOR EACH ITERATION: 
0 HEAD 2HANGE LAYER,ROW,COL HEAD CHANGE LAYER,ROW,COL HEAD CHANGE LAYER,ROW,COL HEAD CHANGE LAYER,ROW , COL HEAD 
CHANGE LAYER,ROW,COL 
- 4.480 ( 1 4, l, 63) -1. 534 ( 14, l, 62) -1. 192 ( 1 0 , l, 61) - 2 . 038 ( 9, l, 57) -2 . 1 03 
9, 1, 51) - 0.4801 ( 8, 1, 52) -0.1345 ( 9, 1, 53) - 0.8530E- 01 ( 10 , l, 50) -0 .1494 ( 7, 1, 
48) - 0 . 1765 ( 14, l, 2) - 0 . 5025E-01 ( 10, l, 55) -0.2115E - 01 ( 5, l, 27) -0.4432E-01 ( 7, 1, 48) -
0.4473E-01 ( 13, l , 29) - 0 . 2149 ( 14, l, 24) - 0.41 32E-01 ( 9, l, 53) -0.1525E- 01 ( 9, 1, 53) -0. 2333E-01 
( 4, 1 , 27) - 0.8218E-01 ( 14 , 1, 32) -0.1807 ( 14, 1, 2) - 0.3068E- 0 1 ( 5, l, 34) - 0.2641 E- 01 ( 5, 1, 
35) - 0 . 4321E-0 1 ( 8, 1, 36) - 0.6037E-01 ( 1 2 , 1, 36) - 0 . 1512 ( 14, l, 27) -0 . 3086E-01 ( 10, 1, 53) -
0.2383E-01 ( 7, l, 51) - 0 . 4754E-01 ( 7, 1, 51) - 0.6815E-01 ( 6 , l, 4 6) -0.2803E- 0 1 ( 1 4, 1, 2) - 0 . 2436E-01 
( 8, 1, 52) - 0.9768E- 02 ( 9, l, 47) - 0.2618E-01 ( 8, 1, 52) -0 .2851E- Dl ( 7, 1, 50) - 0.1176 ( 11 , l, 
1 5) -0 . 3793E-01 ( 9, 1, 52) -0 .1913E-0 1 ( 10, l , 52) -0.8249E-02 ( 5, 1, 1 8) - 0 . 2468E-01 ( 5, l, 2) -
0.7443E- 0 1 ( 14, l, 2) - 0 . 8644E- 02 ( 8 , l, 51) - 0 . 6514E- 02 ( 6, 1, 34) - 0 . 1253E-01 ( 5, 1, 31) -0 .1640E- 01 
( 12, l, 38) -0.5292E- 0 1 ( 6, l, 32) 
-0.1586E-01 ( 8, 1, 51) - 0 . 1182E- 01 ( 8, l , 51) -0 . 82 4 6E-02 ( 7, 1, 48) -D . 2202E-01 ( 9, l , 41) -0.2220E-
01 ( 14, l, 2) -0.1330E-01 { 8, l, 51) -0 . 9280E-02 ( 9, l, 51) - 0.2667E- 01 ( 9, 1, 51) - 0.9329E-02 ( 12, 
l, 35) - 0.5227E-01 ( 9, l , 52) 0 . 2455E-01 ( 10, 1 , 51) 0.2093E - 01 ( 9, l , 5 1 ) 0.8801E-02 ( 11, l, 50) 
0.2941E- 01 ( 9, 1, 52) - 0.8889E- 02 ( 14, l, 2) - 0 .1298E-01 ( 8, l, 51) - 0 . 1756E-01 ( 9, l , 51) -0 . 3085E- 0 1 
( 9, l, 5 1 ) - 0 . 8407E- 02 ( 9, 1, 51) - 0 . 3641E- 01 ( 9, l, 52) 0.31 26E- 0 1 ( 8, 1 , 5 1 ) 0.2=70E-01 ( 9, l, 
52) 0 . 7710E-02 ( 9 , l , 52) 0.239 5 E- 0 1 ( 10, l, 52) -0.8881E-02 ( 10, 1, 51) - 0.1427E- 0 1 ( 9, l, 52) -
0.3679E-02 ( 9, 1, 52) - 0 . 8392E- 02 ( 9 , l, 52) -0.2461 E-02 ( 7, l, 47) -0. 6077E-02 ( 12, l , 40) 0.4364E- 02 
( 9, l, 52) 0 . 4294E- 02 ( 9, l, 5 2) - 0 . 2084E- 02 ( 10, 1, 51) -0 . 3330E- D2 ( 9 , 1, 51) - 0. 17C3E- 02 ( 1 0, l, 
5 1 ) 0.1708E- 02 ( 8, 1, 5 1 ) 0.1696E- 02 ( 8, l , 5 1 ) 0.22 1 2E- 02 ( 9, l , 5 1 ) 0.6362E-0 3 ( 9, l , 51) 
0 
OHEAD/ DRAWDOWN PRINTOUT FLAG = 1 TOTAL BUDGET PR:NTOUT FLAG = 1 CELL- BY- CELL FLOW TERM FLAG = 1 
OOUTPUT FLAGS FOR ALL LAYERS P.RE THE SAME : 
HEAD DRAWDOWN HEAD DRP.~IDOWN 
PRINTOUT PRINTOUT SAVE SAVE 
--------------------------- ----- --
1 1 1 1 
CONSTANT HEAD" BUDGET VALUES WILL BE SAVED ON UNIT 50 AT END OF TIME STEP 1, STRESS PERIOD 1 
"FLOW RI GHT FACE " BUDGET VALUES WILL BE SAVED ON UlJIT 50 AT END OF TIME STEP 1 , STRESS PERIOD 1 
"FLOW LOWER FACE " BUDGET VALUES WILL BE SAVED ON UlJIT 50 AT END OF TIME STEP l, STRESS PERIOD 1 
RECHARGE" BUDGET VALUES WILL BE SAVED ON UlJIT 51 AT END OF T IME STEP l, STRESS PERIOD 1 
...... 
°' N 
" HEAD DEP BOUNDS" BUDGET VALUES WILL BE SAVED ON UNIT 50 AT END OF TIME STEP l, STRESS PERIOD 1 
1 HEAD IN LAYER 1 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
----------- ------------------------ ------- -----------------------------
1 2 3 4 5 6 7 8 9 
10 11 12 13 1 4 15 16 17 1 8 19 
20 21 22 23 2 4 2 5 26 27 28 2 9 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 4 6 47 4 8 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
. ... . .... 
0 1 999.0 - 1 . 0000E+30 -1 .0000E+30 - 1. 0000E+30 -1 .0000E+30 - 1 .0000E+30 -l . OOOOE+30 -l.OOOOE+30 - l. OOOOE+30 
999 . 0 999.0 999.0 999 . 0 999.0 999 . 0 999 . 0 999 . 0 999 . 0 
999 . 0 999.0 999 . 0 999 . 0 99 9.0 999 . 0 999 . 0 999 . 0 999 . 0 
9 99 . 0 999.0 99 9. 0 999 . 0 999 . 0 999 . 0 999 . 0 999 .0 999 . 0 
9 99 . 0 999 . 0 9 99. 0 999 . 0 99 9 .0 999.0 9 99.0 999 .0 999 . 0 
999 . 0 999.0 999 . 0 999 . 0 999.0 999.0 999.0 999 . 0 999.0 
999.0 999.0 999 . 0 999.0 
1 HEAD IN LAYER 2 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
-----------------------------------------------------------------------
1 2 3 4 5 6 7 8 
10 11 1 2 13 14 15 16 17 18 
20 21 22 23 2 4 25 26 27 28 
30 31 32 33 34 35 36 37 38 
4 0 41 42 4 3 44 45 4 6 47 4 8 
50 51 52 53 54 55 56 57 58 
6 0 61 62 63 
0 1 999.0 -1 . 0000E+30 -l.OOOOE+30 -: . OOOOE+30 -l.OOOOE+30 -1 . 0000E+30 -1.0000E+30 - 1.0000E+30 
l.OOOOE+3 0 -1 . 0000E+30 -1.0000E+30 - 1.0000E+30 -1 . 0000E+30 -1 . 0000E+30 -l.OOOOE+30 -l . OOOOE+30 
999.0 999.0 999 . 0 999 . 0 999.0 999.0 999 . 0 999 . 0 999 . 0 
999 . 0 999.0 993 . 0 999 . 0 999 . 0 999.0 999 . 0 999 . 0 999.0 
999.0 999.0 999 . 0 999 . 0 999 . 0 999.0 999.0 999 . 0 999.0 
999 . 0 999 . 0 99 9 . 0 999 .0 999. 0 999 . 0 999.0 999 .0 999 . 0 
999 . 0 999 .0 999 . 0 999. 0 999 . 0 
1 HEAD IN LAYER 3 AT END OF TIME STEP 1 I N STRESS PERIOD 1 
999 . 0 
999. 0 
999 .0 
999 . 0 








999 . 0 
999 . 0 
999 . 0 
999 . 0 
999 .0 
°' I..' 
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
4 0 41 42 43 44 45 4 6 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 














-l . OOOOE+30 -1.0000E+30 -l.OOOOE+30 -l.OOOOE+30 -l.OOOOE+30 -l.OOOOE+30 -l.OODOE+30 -l.OOOOE+30 -
-1.0000E+30 -l .OOOOE+30 -l . OOOOE+30 -l.OOOOE+30 -1. 0000E+30 -1 .0000E+30 999.0 999 . 0 
999.0 999.0 999.0 999.0 999.0 999.0 999.0 999.0 999.C 
999.0 999.0 999 . 0 999.0 999.0 999.0 999.0 999.0 999 . C 
999.0 999.0 999 . 0 999.0 999.0 999.0 999.0 999 . 0 999 . C 
999.0 999.0 999.0 999.0 999.0 
HEAD IN LAYER 4 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
1 2 3 4 5 6 7 8 9 
11 12 13 14 15 16 17 18 19 
21 22 23 24 25 26 27 28 29 
31 32 33 34 35 36 37 38 39 
41 42 43 44 45 46 47 48 49 
51 52 53 54 55 56 57 58 59 
61 62 63 










- 1 . 0000E+30 -l.OOOOE+30 -1.000DE+30 -1 . 0000E+30 - 1 . 0000E+30 - l.OOOOE+30 -1. 0000E+30 -1 . 0000E+30 -
- 1.COOOE+3 0 -1.0000E+30 -1. 0000E+30 -l .OOOOE+30 - 1.0000E+30 -l .OOOOE+30 -l.OOOOE+30 -1 .0000E+30 -
-1.COOOE+30 -l .OOOOE+30 -1.0000E+30 -1 .0000E+30 - 1 . 0000E+30 999.0 999.0 999 . 0 
999.0 999.0 999.0 999.0 999 . C 999.0 999 . 0 999.0 999.0 
999.0 999.0 999.0 999.0 999.C 999.0 999 . 0 999.0 999.0 






















































































320.6 320 . 6 320.5 320.5 320.5 -1 . 0000E+30 -1.0000E+30 -1.0000E+30 - l.OOOOE+30 -l .OOOOE+30 -
1.0000E+30 -l.OOOOE+30 -l.OOOOE+30 -l .OOOOE+30 - 1 .0000E+30 -1.0000E+30 -1.0000E+30 - 1 .0000E+30 - 1 . 0000E+30 -
l.OOOOE+30 - 1.0000E+30 -1. 0000E+30 999.0 999.0 999.0 999.0 999.0 999.0 
999.0 999.0 999.0 999.0 999.0 999 . 0 999 . 0 999 . 0 999.0 999 . 0 
999.0 999.0 999 . 0 999.0 999.0 999 . 0 
1 HEAD IN LAYER 6 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
------ - -------------------------- - - ------- - - ------------ ----- - - --- - ----
1 2 3 4 5 6 7 8 s 
10 11 12 13 14 15 16 17 18 lS 
20 21 22 23 24 25 26 27 28 2S 
30 3 1 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
... . ..... 
0 1 999.0 320.7 320 . 7 320.7 320.7 320.7 320.7 320.7 320./ 
320 . 7 320.7 320.7 320.7 320.6 320.6 320.6 320.6 320 . 6 320.6 
320.6 320.6 320.5 320 . 5 320.5 320.5 320.5 320.4 320.4 320.4 
320.4 320 . 3 320.3 320.3 320.2 320.2 320 . 2 320.1 320 . 1 320 . 0 
l .OOOOE+30 -1.0000E+30 -1 .0000E+30 -l . OOOOE+30 -l .OOOOE+30 - l.OOOOE+30 -l .OOOOE+30 - l.OOOOE+30 999.0 
999.0 999 . 0 999.0 999.0 999.0 999.0 999.0 999.0 999 . 0 999 . 0 
999.0 999.0 999 . 0 999.0 999.0 
1 HEAD IN LAYER 7 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
-----------------------------------------------------------------------
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
°' VI 
......... 
0 1 999 . 0 320.7 320 . 7 320.7 320 . 7 320.7 320 . 7 
320 . 7 32 0.7 320.7 32 0 . 7 320 . 6 320.6 320.6 320.6 
320.6 320 . 5 320.5 320.5 320.5 320.5 320. 5 320. 4 
320.4 320 .3 32C.3 320 .3 320 . 2 320 .2 320.2 320.1 
320.0 319.9 319 .9 319.8 3 19.8 319. 7 319 . 6 319.5 
1.0000E+30 - 1.000CE+30 999.0 999. 0 999 .0 999.0 999 . 0 
999.0 999.0 999.0 999.0 999.0 
1 HEAD IN :.AYER 8 AT END OF TIME STEP 1 IN STRESS PERIOD 
--------------------------------- --------------------------------------
1 2 3 4 5 6 7 
10 11 12 13 14 1 5 16 17 
20 21 22 23 24 25 26 27 
30 31 32 33 34 35 36 37 
40 41 42 43 44 45 46 47 
50 51 52 53 54 55 56 57 
60 61 62 63 
1 
320.7 




320 . 6 
320.4 
320 . 0 
-1.0000E+30 - 1.0000E+30 -













................ - ... . ·• ............ - ......... - - ....... - .. . ......... . - ... .... - ............ . . ......... ........ - . .. ·• .... 
......... 
0 1 999.0 320.7 320 . 7 320. 7 320 . 7 320.7 320 . 7 320.7 320.7 
320.7 320.7 320 . 7 320.7 320.6 320.6 320.6 320 .6 320 . 6 320.6 
320.6 320 . 5 320.5 320 . 5 320.5 320 . 5 320.4 320 .4 320.4 320.4 
320.3 320 . 3 320 . 3 320 .3 320.2 320 .2 320 . 2 320.1 320.1 320.0 
32 0 .0 319 .9 319 . 9 319 .8 319.7 319.7 319.6 319.5 319.4 319.3 
319.2 319 .1 - l.OOOOE+30 -l.OOOOE+30 -1 .0000E+30 -l. OOOOE+30 - 1 . 0000E+30 - l . OOOOE+30 - 1.0000E+30 -l .OOOOE+30 -
l . OOOOE+30 -1 . 0000E+30 - 1.0000E+30 999 . 0 
1 HEAD IN LAYER 9 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
-----------------------------------------------------------------------
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 46 47 48 49 
50 51 52 53 5 4 55 56 57 58 59 
60 61 62 63 
°' 
°' 
0 1 999.0 32 0 .7 320.7 320.7 320 . 7 320.7 320 . 7 320.7 320.7 
320.7 320.7 320.7 320.6 320.6 320.6 320.6 320.6 320.6 320 . 6 
320.6 320.S 320.S 320.S 320 . S 320 . 5 320 . 4 320 . 4 320.4 320 .4 
320.3 320.3 320 . 3 320.3 320.2 320 . 2 320 . 1 320 .1 320 . l 320 . 0 
320.0 319.9 319.9 319 . 8 319.7 319. 7 3 19 . 6 319.5 319.4 319 . 3 
319.1 318.9 318 . 6 -l .O OOOE+ 30 - l . OOOOE+30 - l.OO OOE+30 - l.OOO OE+30 - l. OO OOE+3 0 -l. OOOOE+30 - 1. 0000E+30 -
l . OOOOE+30 -l . OOOOE+30 - l.OOOOE+30 999.0 
1 HEAD IN LAYER 10 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
-----------------------------------------------------------------------
1 2 3 4 s 6 7 8 9 
10 11 12 13 14 lS 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 4S 46 47 48 49 
so Sl S2 53 S4 55 56 S7 S8 S9 
60 61 62 63 
... .. .... 
0 1 999.0 320.7 320.7 320 . 7 320.7 320.7 320.7 320.7 320. 7 
320. 7 320 .7 320 . 7 320 .6 320.6 320.6 320.6 320.6 320.6 320.6 
320 .6 320.5 320 . 5 320 .5 320.5 320.S 320.4 320.4 320. 4 320.4 °' -..J 
320.3 320.3 320.3 320.3 320.2 320.2 320.1 320.1 32 0 .1 320.0 
320.0 319.9 319 . 9 319.8 319.7 319.6 319.6 3 19.4 319.3 319 . 2 
319.0 318.7 318.1 -l .OOOOE+30 -1.0000E+30 -l . OOOOE+30 -1 . 0000E+30 -1.0000E+30 - 1 . 0000E+30 -1.0000E+30 -
1 . 0000E+30 -l . OOOOE+30 -l.OOOOE+30 999.0 
1 HEAD IN LAYER 11 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
------------------- --------------------------------------- -------------
1 2 3 4 s 6 7 8 9 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 2S 26 27 28 29 
30 31 32 33 34 3S 36 37 38 39 
40 41 42 43 44 45 46 47 48 49 
so Sl S2 S3 S4 55 56 57 S8 S9 
60 61 62 63 
... .. .. . . 
0 1 999 . 0 320 . 7 320.7 32 0. 7 320 . 7 320.7 320 . 7 320.7 320 . 7 
320 . 7 320 . 7 320 . 7 320.6 320. 6 320 . 6 320 . 6 32 0.6 320 . 6 32 0. 6 
320.6 320 . S 320.S 320 . S 320.S 320 . 5 320 . 4 320 .4 320 .4 320 . 4 
320.3 320.3 320.3 320 . 2 320 . 2 320.2 320.l 320.l 320.l 320 . 0 
320.0 319.9 319.8 319 .8 319.7 319 .6 319.5 319.4 319.3 319 . l 
318.8 318.5 318.0 317. 9 317 . 7 317 .6 317.5 -: . OOOOE+30 -l .OOOOE+3 0 -l.OOOOE+30 -
l.OOOOE+30 -l . OOOOE+30 -l .OOOJE+30 999.0 
1 HEAD I N LAYER 1 2 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
---- --- ------------------------------------------------------
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 1 5 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 4 6 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
........... ..... .. . . .... .............. . . . ............... . ................ .. . . . .. . .. .......... ... . ............... ...... 
. . . . . . . . . 
0 1 999.0 320.7 320.7 320 . 7 320.7 320 . 7 320 . 7 320.7 320 . 7 
320 . 7 320.7 320.7 320 .6 320.6 320.6 320 . 6 320.6 320.6 320.6 
320.6 320.5 320.5 320 . 5 320 . 5 320.5 320 .4 320.4 320.4 320.4 
320.3 320.3 320.3 320.2 320.2 320 .2 320.l 320 .1 320.1 320.0 
320.0 319 .9 319.8 319.8 319.7 319.6 319.5 319.4 319 . 2 319.0 
318.8 318 .4 318. 0 317 . 9 317.7 317 .6 317.5 317.5 317.5 317.4 
317.4 317.3 317 . 3 317. 2 °' 00 
1 HEAD I N LAYER 13 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
----------------------------------- ------------------------- -----------
1 2 3 4 5 6 7 8 9 
10 11 12 13 1 4 1 5 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 4 6 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
..... . ........... ...... ............ - .. - . - . . - ................ .. ......................... . . . .................... ..... . 
. . . . . . . . . 
0 1 999.0 320.7 320 . 7 320.7 320.7 320.7 320 .7 320 . 7 320.7 
320. 7 320.7 320.7 320 . 6 320.6 320.6 320.6 320 .6 32J.6 320 . 6 
320.6 320 .5 320.5 320 .5 320.5 320 .5 3 20 .4 320.4 32J.4 320 .4 
320.3 320.3 320.3 320.2 320.2 320.2 320.1 320 .1 32:J . O 320.0 
319.9 319.9 319. 8 319. 8 319. 7 319.6 319.5 319.4 319.2 319.0 
318 . 7 318. 4 318.1 317. 9 317.7 317 . 6 317.5 317 . 5 3 17 . 5 317.4 
317.4 317.3 317.3 317 . 2 
1 HEAD IN LAYER 1 4 AT END OF TI ME STEP 1 IN STRESS PERIOD 1 
-------- ----------------------------------------------------- --- -------
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 3 5 36 37 38 39 
40 41 42 43 44 4 5 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
..... . . .......... .... ............... ...... . . .................... .. .......... . .... ~ ..... .......... ........... .... .... 
. . . . . . . . . 
0 1 999 . 0 320.7 320.7 320 . 7 320 . 7 320. 7 320 . 7 32 0 . 7 320 . 7 
320 . 7 320 . 7 320.7 320.6 320.6 320 .6 320.6 320.6 320.6 320.6 
320.6 320.5 320.5 320.5 320.5 320 . 5 320.4 320 . 4 320.4 320 .4 
320.3 320. 3 320.3 320.2 320 . 2 320.2 320.1 320 .1 320.0 320 . 0 
319.9 319.9 319.8 319 . 8 319. 7 319 .6 3 19.5 319 . 3 319.2 319.0 
3 18.7 318. 4 318.1 317 . 9 317 . 7 317.6 317. 5 3 17 . 5 317.5 317 .4 
317.4 317.3 317.3 317.2 
1 HEAD : N LAYER 15 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
-----------------------------------------------------------------------
-
2 3 4 5 6 7 8 9 °' 
'° 1 0 1:. 12 13 14 15 16 17 18 19 
20 2:. 22 23 24 25 26 27 28 29 
30 3:. 32 33 34 35 36 37 38 39 
4 0 41 42 43 44 45 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 6 1 62 63 
.... ..... 
0 1 999 .0 999.0 999.0 999.0 999.0 999.0 999 . 0 999.0 999.0 
999. 0 999 . 0 999.0 999 . 0 999. 0 999.0 999.0 999 . 0 999 . 0 999 . 0 
999.0 999 . 0 999 . 0 999 .0 999.0 999.0 999 . 0 999 . 0 999.0 999.0 
999.0 999.0 999.0 999 .0 999.0 999 . 0 999.0 999 . 0 999.0 999.0 
999.0 999 . 0 999.0 999 . 0 999 . 0 999 . 0 999 . 0 999 . 0 999.0 999 . 0 
999.0 999 . 0 999.0 999 . 0 999.0 999 . 0 999.0 999 . 0 999 . 0 999 . 0 
999.0 999 . 0 999.0 999.0 
OHEAD WILL BE SAVED ON UNIT 30 AT END OF TIME STEP l , STR~SS PERIOD 1 
1 DRAWDOWN IN LA YER 1 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
---- ----------- --------------------------------------------------------
1 2 3 4 5 6 7 8 s 
10 11 12 13 14 15 16 17 18 15 
20 21 22 23 2 4 2 5 26 27 28 25 
30 31 32 33 34 35 36 37 38 35 
40 41 42 43 44 45 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
...... .. . 
0 1 999.0 -l . OOOOE+30 -l .OOOOE+30 -l.OOOOE+30 -l.OOOOE+30 -l.OOOOE+30 -l . OOOOE+30 -l.OOOOE+30 -l . OOOOE+30 
999.0 999.0 999.0 999.0 999.0 999.0 999.0 999 . 0 999.0 
999.0 999.0 999 . 0 999.0 999.0 999.0 999.0 999 . 0 999 . 0 
999.0 999.0 999.0 999 . 0 999.0 999.0 999.0 999.0 999.0 
999 . 0 999.0 999.0 999 . 0 999.0 999.0 999.0 999.0 999 . 0 
999.0 999.0 999.0 999.0 999.0 999.0 999.0 999.0 999.0 
999 . 0 999.0 999. 0 999 .0 
1 DRAWDOWN IN LAYER 2 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
---------------- -------------------------------------------------------
1 2 3 4 5 6 7 8 
10 11 12 13 14 15 16 17 18 
20 21 22 23 24 25 26 27 28 
30 31 32 33 34 35 36 37 38 
40 41 42 43 44 45 46 47 48 
50 51 52 53 54 55 56 57 58 
60 61 62 63 











-1.0000E+30 -1 . 0000E+30 - 1.0000E+30 -1 .0000E+;o - 1.0000E+30 -l .OOOOE+30 -1. 0000E+30 
999.0 999.0 999.0 999. 0 999 . 0 999.0 999 .0 999.0 
999.0 999.0 999.0 999 . 0 999 . 0 999.0 999.0 999 . 0 
999.0 999 . 0 999 . 0 999.0 999 . 0 999.0 999 . 0 999.0 
999.0 999 . 0 999.0 999 . 0 999 . 0 999.0 999 . 0 999.0 






































999 . 0 










999 . 0 
999.0 
999 . 0 













































- l . OOOOE+30 -l . OOOOE+30 - l. OOOOE+30 -l.OOOOE+30 -1 .0000E+30 - l.OOOO E+30 - 1 . 0000E+30 -l.OOOOE+30 -
-l.OOOOE+30 -l.OOOOE+30 -1 .0000E+30 -l.OOOOE+30 -l . OOOOE+30 -l.OOOOE+30 999.0 999 . 0 
999.0 999.0 999.0 999 . 0 999 . 0 999.0 999.0 999.0 999 . 0 
999.0 999.0 999 . 0 999.0 999.0 999.0 999.0 999.0 999.0 
999.0 999.0 999.0 999.0 999.0 999.0 999.0 999.0 999 . 0 
999 . 0 999.0 999.0 999.0 999.0 
DRAWDOWN IN LAYER 4 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
1 2 3 4 5 6 7 8 9 
11 12 13 14 15 16 17 18 19 
21 22 23 24 25 26 27 28 29 
31 32 33 34 35 36 37 38 39 
41 42 43 44 45 46 47 48 49 
51 52 53 54 55 56 57 58 59 
61 62 63 
0 1 999.0 -1. 0000E+30 - 1.0000E+30 -1.0000E+30 -l.OOOOE+30 -1.0000E+30 -l.OOOOE+30 -l.OOOOE+30 -l . OOOOE+30 -
l. OOOOE+30 
l . OOOOE+30 
l. OOOOE+30 
999.0 









-1 . 00 00E+30 - 1.0000E+30 - 1 . 0000E+30 - 1.0000E+30 - 1 . 0000E+30 - l.OOOOE+ 30 - 1.0000E+30 -1.0000E+30 -
-l . OOOOE+30 -1.0000E+30 -1 . 0000E+30 - 1.0000E+30 -1.0000E+30 - l.OOOOE+30 -1.0000E+30 - 1.0000E+30 -
-1. 00 00£ +3 0 - 1 . 0000E+30 - 1 . 00 00E+30 -l . OOOOE+30 -1. 0 00 0E+30 999 .0 999 .0 999 . 0 
999 . 0 999.0 999.0 999.0 999 .0 999.0 999.0 999.0 999 . 0 
999.0 999.0 999 . 0 999.0 999 .0 999 . 0 999 . 0 999.0 999. 0 
999 . 0 999.0 999 . 0 999.0 999.0 999.0 
DRAWDOWN IN LAYER 5 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
1 2 3 4 5 6 7 8 9 
11 12 13 14 15 16 17 18 19 
21 22 23 24 25 26 27 28 29 
31 32 33 34 35 36 37 38 39 
41 42 43 44 45 46 47 48 49 
51 52 53 54 55 56 57 58 59 














- 1 . 0000E+30 - l . OOOOE+30 l . OOOOE+30 
1. OOOOE+30 
999.0 




-l . OOOOE+3 0 
999 . 0 999.0 
999.0 999 . 0 
2.292 2 . 29 4 2.298 2.302 2 . 306 2.3 12 
2 .352 2 .362 2.374 2 .386 2.399 2 .41 3 
2 .496 - l.OOOOE+30 - 1 .0000E+30 -l .O OO OE+30 -1.0000E+30 - 1. 0000 E+3 0 -
-1.0000E+30 -l .O OOOE+30 -1. 0000E+30 - 1.0000E+30 -1. 0000E+30 - 1.0000E+30 -
999.0 999 .0 999. 0 999.0 999.0 999 . 0 
999.0 999.0 999.0 999.0 999 . 0 999.0 
999.0 999 . 0 
1 DRAWDOWN IN LAYER 6 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 4 3 44 45 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
..... . ... 
0 1 999.0 2.293 2 .294 2.296 2.298 2.301 2.305 2.310 2.315 
2 . 322 2.329 2 . 337 2.346 2.355 2.366 2.378 2 . 390 2.403 2.417 
2 . 432 2.449 2.466 2. 484 2 . 503 2.524 2 . 546 2.569 2 . 593 2.618 
2 . 645 2.674 2 . 703 2.735 2.767 2.802 2.839 2.877 2 . 918 2 . 961 
l. OOOOE+30 -l. OOOOE+30 - l.OOOOE+30 -1. 0000E+30 -l.OOOOE+30 - l . OOOOE+30 - l.OOOOE+30 -1. 0000E+30 999.0 
999.0 999.0 999. 0 999 .0 999.0 999.0 999.0 999 .0 999.0 999 .0 
999.0 999.0 999.0 999 .0 999. 0 
1 DRAWDOWN IN LAYER 7 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15 16 17 18 B 
20 21 22 23 24 25 26 27 28 23 
30 31 32 33 34 35 36 37 38 33 
40 41 42 43 44 45 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 6: 62 63 
......i 
IV 
0 1 999.0 2.296 2.296 2.298 2 . 300 2.303 2.307 2.312 2 .318 
2 . 324 2.331 2.339 2.348 2.358 2.369 2 . 380 2.393 2. 406 2 .420 
2.435 2. 4 52 2 .469 2. 48 7 2.507 2.528 2.550 2.573 2.597 2.623 
2.650 2 .678 2.708 2.740 2.773 2 .808 2.845 2.885 2.926 2.970 
3.018 3 . 068 3.122 3.179 3.240 3.306 3.376 3. 459 -l .OOOOE+30 -l.OOOOE+30 -
l.OOOOE+30 -1. OOOOE+30 999.0 999. 0 999.0 999.0 999.0 999 .0 999.0 
999.0 999 . 0 999. 0 999.0 999 . 0 
1 DRAWDOWN IN LAYER 8 AT E.'"1) OF TIME STEP 1 IN STRESS PERIOD 1 
-----------------------------------------------------------------------
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
......... 
0 1 999 . 0 2.297 2 . 298 2.299 2.3 02 2.305 2.309 2 . 314 2 . 319 
2.326 2 . 333 2.341 2.350 2.360 2 .370 2.382 2.394 2 .408 2.422 
-..J 
2 .437 2 .454 2 .471 2. 489 2.509 2 .530 2.552 2 . 575 2.599 2 . 625 (.;.) 
2.652 2 .681 2. 711 2 .743 2. 77 6 2 .812 2 . 849 2.889 2 . 931 2 . 976 
3.024 3 . 075 3 . 130 3.188 3.251 ::. . 320 3.394 3.476 3.569 3 .670 
3.782 3.885 -1.0000E+30 -1 .0000E+30 - 1 . 0000E+30 - l.OOOOE+30 -1 . 0000E+30 -1 . 0000E+30 -1.0000E+30 - 1.0000E+30 -
1 .0000E+30 -1.0000E+30 - 1.0000E+30 999.0 
1 DRAWDOWN IN :.AYER 9 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
---------------- ------------------- ----------------------- -------------
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 1 5 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 46 47 48 49 
so 51 52 53 54 55 56 57 58 59 
60 61 62 63 
......... 
0 1 999.0 1. 298 1 . 299 1. 300 1. 303 1. 306 1.310 1. 3 1 5 1. 3 20 
1. 327 1.334 1.342 1. 351 1. 361 1. 371 1. 383 1. 395 1. 409 1. 423 
1. 439 1. 455 1. 472 1. 4 91 1. 510 1. 531 1. 553 1. 577 1 .501 1. E27 
1. 654 1. 683 1. 713 1.745 1. 779 1. 815 1. 853 1 . 893 1. 935 1. 981 
2 . 029 2 .081 2.137 2 .198 2.264 2 . 336 2 .417 2.507 2.612 2.735 
2.887 3 .133 3. 448 -l.OOOOE+30 - l.OOOOE+30 -l. OOOOE+30 - l.OOOOE+30 -l .OOOOE+30 -l.OOO OE+30 -l. OODOE+30 -
l.OOOOE+30 - l.OOOOE+30 -l . OOOOE+30 999.0 
1 DRAWDOWN IN LAYER 10 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
---------------- -------------------------------------------------------
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 3 1 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
.. ... .... 
0 1 999 . 0 1. 299 1. 300 1. 302 1 . 304 1. 30 7 1. 311 1. 316 1. 322 
1. 328 1. 335 1. 343 1. 352 1. 362 1. 373 1. 384 1.397 1. 410 1. 425 
1.440 1. 457 1. 474 1. 493 1. 512 1 . 533 1 .556 1. 579 1. 604 1. 629 
1. 657 1.686 1. 716 1. 74 8 1. 783 :.. 819 1. 857 1.897 1. 941 1. 987 
2.037 2 . 090 2 .148 2.212 2. 282 2.360 2 .450 2.553 2.677 2 . 832 
3.038 3 . 344 3 . 924 -l .OOOOE+30 -l.OOOOE+30 - l.OOOOE+30 -l.OOOOE+30 -l . OOOOE+3 0 -l . OOOOE+30 -l . OOOOE+30 -
l.OOOCE+30 -l.OOOOE+30 -l. OOOOE+30 999 . 0 -i 
""" 1 DRAWDOWN IN LAYER 11 AT 8ND OF TIME STEP 1 IN STRESS PERIOD 1 
--------------- ---------------------------------------- ---------- ------
1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 46 47 48 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
• • • o • o o o o o o • • o o o o o o o 0 o 0 o • • • • • • • • o • o • • 0 • o • • • a • • o • • • o o o o o • • o • • o • • • o o • • • o • • • • o o o o o o o o o o o o o o o o o o o o o o o o o • o • • o o o o o o o o o o o o o 
...... . . . 
0 1 999 . 0 1. 300 1. 301 1. 303 1. 305 l. 308 1. 312 l. 317 1. ~23 
1. 329 1. 336 1. 345 1.354 1. 363 l. 374 1. 386 1. 398 1.412 l. 426 
1. 442 1.458 1.475 1. 494 1.514 l. 535 1 . 557 1. 581 1 . 605 l. 631 
1. 659 1. 688 1. 719 l. 751 1.785 1. 822 1 . 860 1. 901 1. 94 5 1 . 992 
2.043 2 . 098 2 .158 2.22 4 2.297 2.381 2.478 2.592 2.732 2.910 
3 . 155 3 .547 4 . 033 4.139 4. 316 4 .402 4.458 - l.OOOOE+30 - l.OOOOE+30 - l .O OOOE+3 0 -
l .OOOOE+30 -l .OOOOE+30 -l .OOOOE+30 999 .0 
1 DRAWDOWN IN LAYER 12 AT END OF TIME STEP 1 I N STRESS PERIOD 1 
1 2 3 4 5 6 7 8 9 
10 11 12 13 1 4 15 16 17 18 19 
20 2 1 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 43 44 45 4 6 47 4 8 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
..... . ........... ................ .... ............... ......... ........ . ..... . ...... ... ..... . . . ............................ 
. .. . . . . . . . 
0 1 999.0 1. 301 1. 302 1. 303 1. 30E 1. 309 1. 313 1. 318 1. 324 
1. 330 1. 337 1. 345 1. 354 1. 364 1. 375 1. 387 1. 399 1. 413 1.427 
1. 44 3 1. 459 1 .477 1. 495 1.515 1. 53E 1. 559 1. 582 1.607 1 .633 
1. 661 1. 690 1 . 720 1. 753 1 . 787 1. 824 1.863 1.904 1. 949 1. 996 
2.047 2.103 2 .165 2.233 2 . 309 2 . 397 2 . 500 2.622 2.77 4 2 .967 
3.222 3.569 3.96 6 4.149 4.3 18 4.402 4.458 4.501 4. 5 44 4.589 
4.637 4.687 4 . 7 40 4.797 
1 DRAWDOWN IN LAYER 13 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
-----------------------------------------------------------------------
-
1 2 3 4 5 
-...J 
6 7 8 9 Vl 
10 11 12 13 14 15 16 17 18 19 
20 21 22 23 24 25 26 27 28 29 
30 31 32 33 34 35 36 37 38 39 
40 41 42 4 3 44 4 5 46 47 4 8 49 
50 51 52 53 54 55 56 57 58 59 
60 61 62 63 
..... .... 
0 1 999.0 1. 302 1. 302 1. 304 1. 306 1. 310 1. 314 1. 318 1.324 
1. 331 1. 338 1. 346 1. 355 1. 365 1. 376 1. 387 1. 400 1. 413 1. 428 
1. 443 1. 460 1. 477 1.496 1. 516 1. 537 1. 559 1.583 1.608 1. 634 
1.662 1. 691 1 . 722 1. 754 1. 789 1. 826 1.865 1. 906 1. 951 1.999 
2.051 2.107 2.170 2 . 239 2.318 2 . 408 2.515 2.6 43 2.802 3.002 
3.258 3.574 3 . 903 4.122 4 . 307 4.404 4.459 4 . 501 4.544 4.589 
4.637 4.687 4.740 4.796 
1 DRAWDOWN IN LAYER 1 4 AT END OF TIME STEP 1 IN STRESS PERIOD 1 
-----------------------------------------------------------------------
1 2 3 4 5 6 7 8 9 











. . ... . ... 
0 1 999.0 
1. 331 1. 338 
1 .444 1. 46 0 


























2 . 242 
4.106 



















2 .4 14 
4 . 403 





















1 IN STRESS PERIOD 
-----------------------------------------------------------------------
1 2 3 4 5 6 7 
10 11 12 13 14 15 16 17 
20 21 22 23 24 25 26 27 
30 31 32 33 34 35 36 37 
40 41 42 43 44 45 46 47 
50 5 1 52 53 54 55 56 57 
60 61 62 63 
..... .. .. 
0 1 999 . 0 999.0 999.0 999.0 999.0 999.0 999.0 
999. 0 999.0 999.0 999.0 999 . 0 999 . 0 9 99 . 0 999.0 
999.0 999.0 999.0 999.0 999.0 999.0 999. 0 999.0 
999. 0 999.0 999 . 0 999.0 999 . 0 999 . 0 9 99. 0 999.0 
999.0 999 . 0 999 . 0 999.0 999.0 999.0 999 . 0 999.0 
999. 0 999.0 999 . 0 999.0 999 . 0 999.0 999.0 999.0 
999.0 999.0 999 . 0 999.0 
ODRAWDOWN WILL BE SAVED ON UNIT 31 AT END OF TIME STEP l, STRESS PERIOD 1 
0 










2 . 816 








999 . 0 
999.0 
999 . 0 
999.0 























1 IN STRESS PERIOD 
0 
L* *3/T 














STORAGE = 0 . 0000 
CONSTANT HEAD = 0 . 0000 
RECHARGE = 1.7592 
HEAD DEP BOUNDS = 0 .0000 
TOTAL IN = 1.7592 
OUT: 
----
STORAGE = 0.0000 
CONSTANT HEAD = 0.0000 
RECHARGE = 0.0000 
HEAD DEP BOUNDS = 1. 7587 
TOTAL OUT = 1. 7587 
IN - OUT = 0.55814E-03 
PERCENT DISCREPANCY = 0.03 
TIME SUMt1ARY AT END OF TIME STEP 
SECONDS 
TIME STEP LENGTH 
STRESS PERIOD TIME 















1 0 . 0000 
10.0000 
1 0 . 0000 
IN: 
---
STORAGE = 0 . 0000 
CONSTANT HEAD = 0.0000 
RECHARGE = 0.17592 
HEAD DEP BOUNDS = 0 . 0000 
TOTAL IN = 0.17592 
OUT: 
----
STORAGE = 0.0000 
CONSTANT HEAD = 0.0000 
RECHARGE = 0.0000 
HEAD DEP BOUNDS = 0. 17587 
TOTAL OUT = 0.17587 
IN - OUT = 0.55805E-04 
PERCENT DISCREPANCY = 
YEARS 
0. 273785E- 0 1 
0.273785E- 01 
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