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We establish the robustness of linear cocycles with an exponential dichotomy, under suf-
ﬁciently small Lipschitz perturbations, in the sense that the existence of an exponential
dichotomy for a given cocycle persists under these perturbations. We consider cocycles
in Banach spaces, as well as the general case of nonuniform exponential dichotomies, and
also the general case of an exponential behavior ecρ(n) , given by an arbitrary sequence
ρ(n) including the usual exponential behavior ρ(n) = n as a very special case. Moreover,
we show that the projections of the exponential dichotomies obtained from the perturba-
tion vary continuously with the parameter, and in fact that they are locally Lipschitz on
ﬁnite-dimensional parameters.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Our main objective is to establish the robustness of nonuniform exponential dichotomies deﬁned by linear cocycles in Ba-
nach spaces. This means that the nonuniform exponential behavior of the dichotomies persists under suﬃciently small linear
perturbations. More precisely, we consider perturbations that are Lipschitz in some parameter (in some Banach space Y ),
and under an appropriate optimal exponential decay, depending only on the nonuniformity of the dichotomy, we show that
the nonuniform exponential behavior persists. We also show that the associated projections vary continuously with the pa-
rameter, and in fact that they are locally Lipschitz on the parameter when Y is ﬁnite-dimensional. Some of our arguments
are inspired in work in [4] in the case of continuous time, although the required changes are substantial.
The notion of exponential dichotomy, introduced by Perron in [15], plays a central role in a large part of the theory of
dynamical systems, and the study of robustness has a long history. In particular, the problem was discussed by Massera
and Schäffer [10] (building on earlier work of Perron [15]; see also [11]), Coppel [7], and in the case of Banach spaces by
Dalec’kiı˘ and Kreı˘n [8], with different approaches and successive generalizations. For more recent works we refer to [6,12,13,
16–19] and the references therein. We note that all these works consider only the case of uniform exponential dichotomies.
See [4] for recent work concerning the robustness in the nonuniform setting, although for continuous time and without
considering a parameter dependence. We note that the classical notion of (uniform) exponential dichotomy is very stringent
for the dynamics, and it is of interest to look for more general types of hyperbolic behavior. In particular, a linear dynamics
with all Lyapunov exponents nonzero admits a nonuniform exponential dichotomy. We emphasize that in comparison with
the notion of (uniform) exponential dichotomy, the notion of nonuniform exponential dichotomy is much weaker. We refer
to [1,3] for related discussions on the ubiquity of the nonuniform exponential behavior.
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highlight the main characteristics and main novelties of our work.
We start with a dynamics with discrete time deﬁned by the recurrence vm+1 = Amvm , where (Am)m∈Z is a sequence of
invertible linear operators in a Banach space X . Assuming that the cocycle deﬁned by this sequence admits a nonuniform
exponential dichotomy, which corresponds to take ρ(n) = n in (3) below, we want to study two main problems:
1. the so-called robustness problem, asking whether for a suﬃciently small linear perturbation Bm(λ) of Am the nonuni-
form exponential behavior persists;
2. whether the Lipschitz dependence on λ carries over to the hyperbolic structure of the perturbed system, for example
in terms of stable and unstable subspaces.
Brieﬂy, and on purpose avoiding more technical details at this point, our results essentially say that if∥∥Bm(λ)∥∥ δe−2εm, ∥∥Bm(λ) − Bm(μ)∥∥ δe−2εm‖λ − μ‖ (1)
with δ suﬃciently small, where ε is the parameter describing the nonuniformity in the notion of dichotomy (see (3) below),
then the recurrence
vm+1 =
[
Am + Bm(λ)
]
vm,
or more precisely the cocycle deﬁned by the sequence (Am + Bm(λ))m∈Z , also admits a nonuniform exponential dichotomy.
Moreover, the stable and unstable subspaces are continuous in λ and they are locally Lipschitz in λ when X is ﬁnite-
dimensional. This follows from showing that the projections associated to the perturbed system have the same regularity
properties on the parameter.
We emphasize that we study not only the robustness problem but also the Lipschitz dependence of the resulting di-
chotomies on the parameter of the perturbation. To the best of our knowledge, our work is the ﬁrst considering this
dependence in the case of discrete time. Our results are optimal in the sense that (in the case of ﬁnite-dimensional spaces)
we obtain the same (Lipschitz) regularity for the perturbed dichotomies as that of the perturbations λ → Bm(λ). Certainly, it
may be possible to obtain a higher regularity of the perturbed dichotomies although assuming a corresponding higher reg-
ularity for the perturbations. Incidentally, the techniques dealing with smooth perturbations are often quite different from
those dealing with Lipschitz perturbations (which do not use only, for example, the ﬁber contraction principle or Henry’s
lemma to ﬁnd contractions in bounded subsets of Ck+α using only the supremum norm).
We also want to compare our results to former related work in the case of continuous time for smooth perturbations.
Namely, for linear equations
v ′ = [A(t) + B(t, λ)]v
there are several works concerning the smooth dependence of the stable and unstable subspaces on the parameter. Johnson
and Sell [9] considered exponential dichotomies in R (in a ﬁnite-dimensional space), and showed that for Ck perturbations
(including k = ∞ and k = ω), if the perturbation and its derivatives in λ are bounded and equicontinuous (in the param-
eter), then the projections are of class Ck in λ. Their proof essentially consists of constructing bases for the ranges and
null spaces varying smoothly with λ, and thus it is unclear whether the argument can be generalized to Banach spaces.
Palmer [14] considered the same problem for exponential dichotomies in R+ , and showed that by ﬁxing the null space
the corresponding projections are of class C1+Lip provided that the perturbation has this regularity. The proof is based on
the variation of parameters formula and its formal differentiation. Yi [20] considered exponential dichotomies in R and
showed that the projections are of class C1 in λ provided that the perturbation has this regularity. Proceeding by induction,
both papers allow a higher regularity Ck+Lip or Ck of the projections. More recently, in the case of discrete time, assuming
correspondingly that
sup
m∈Z, λ∈Y
∥∥Bm(λ)∥∥ and sup
m∈Z, λ∈Y
∥∥B ′m(λ)∥∥ (2)
are suﬃciently small, we established in [5] the optimal C1 dependence of the stable and unstable subspaces on the pa-
rameter, obtaining in a single step the smoothness of the stable and unstable subspaces (instead of using one step for the
Lipschitz property and another one for the C1 regularity). We emphasize that all these works consider only the case of
uniform exponential behavior.
In this paper we also consider cocycles that may exhibit stable and unstable behaviors with asymptotic rates of the form
ecρ(n) for an arbitrary sequence ρ(n). We note that in the particular case of uniform behavior, the study of these rates can
be traced back to work of Naulin and Pinto, with the study of the notion of (h,k)-dichotomy as well as of its persistence
under suﬃciently small perturbations [12]. Our notion includes the usual exponential behavior ρ(n) = n as a very special
case. The main motivation for this generalization are those situations when all Lyapunov exponents are inﬁnite (either +∞
or −∞), and thus to which one is not able, at least without modiﬁcations, to apply the existing stability theory. This gives
rise to the notion of ρ-nonuniform exponential dichotomy (see Section 2 for the deﬁnition), which turns out to be rather
common. In particular, we showed in [2] that for ρ in a large class of functions, many linear cocycles have a ρ-nonuniform
exponential dichotomy.
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for parameterized perturbations, for which we only know our work [5] considering C1 perturbations, we establish the locally
Lipschitz regularity of the projections of the perturbed dichotomy in ﬁnite-dimensional spaces. As we already mentioned
above, this regularity cannot be obtained as a consequence of the (optimal) C1 regularity. At the same time, the arguably
natural condition (2), mimicking corresponding conditions in the case of continuous time, is weakened simply by replacing
the C1 regularity by the Lipschitz regularity. As it is well known, when one uses contraction arguments in a Banach space
we may be able to obtain directly the regularity of the ﬁxed point on a parameter provided that we show a priori that the
contraction map has the same regularity on the parameter. Unfortunately this last step often requires harder arguments or
even requires higher regularity of the data thus possibly leading to nonoptimal results. So sometimes it is more convenient
to show directly that the ﬁxed point has the required regularity on the parameter. This is precisely our approach. Namely,
the ﬁrst conditions in (1) and (2) are used to obtain the ﬁxed point (they ensure that the contraction map takes the ambient
space into itself), and the second conditions in (1) and (2) are used to establish the desired regularity of the ﬁxed point. Up
to the best possible multiplicative constants, these conditions are optimal in the sense that the regularity that we obtain
for the projections is precisely that given by the second conditions. Finally, the nonuniformity of the dichotomies (which
is often attained; see the detailed discussions in [1,3]) must be compensated in some manner so that the variation of
parameters formula and the corresponding formula in the case of discrete time still take the space into itself. This is the
reason for the exponential decay in (1) that of course is not present in the case of uniform behavior (which corresponds to
take ε = 0).
2. Basic notions
Let B(X) be the set of bounded linear operators in the Banach space X . Given a sequence (An)n∈Z ⊂B(X) of invertible
operators, we deﬁne
A(m,n) =
⎧⎪⎨
⎪⎩
Am−1 · · · An ifm > n,
Id ifm = n,
A−1m · · · A−1n−1 ifm < n.
Consider the sets
Z
+
p = {l ∈ Z: l p} and Z−p = {l ∈ Z: l p}
for each p ∈ Z. We assume that J ⊂ Z is either Z+p , Z−p or Z, for some integer p ∈ Z. Given an increasing function ρ : Z → Z
with ρ(0) = 0, we say that (An)n∈ J admits a ρ-nonuniform exponential dichotomy if there exist projections Pn for each n ∈ J
such that
PmA(m,n) =A(m,n)Pn, m,n ∈ J ,
and there exist constants a, ε > 0 and D  1 such that
∥∥A(m,n)Pn∥∥ De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|, m n,∥∥A(m,n)Qn∥∥ De−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|, m n, (3)
where Qm = Id− Pm is the complementary projection. Since Qn = Id− Pn and D  1, it follows from (3) that
‖Pn‖ Deε|ρ(n−1)| and ‖Qn‖ 2Deε|ρ(n−1)| (4)
for every n ∈ J .
Let also Y be a Banach space (the parameter space), and let (Bn)n∈ J be a sequence of continuous functions Y 
 λ →
Bn(λ). We write
Aλ(m,n) =
⎧⎨
⎩
(Am−1 + Bm−1(λ)) · · · (An + Bn(λ)) ifm > n,
Id ifm = n,
(Am + Bm(λ))−1 · · · (An−1 + Bn−1(λ))−1 ifm < n,
assuming that the inverses exist. We note that if C, D ∈B(X) are invertible operators with ‖(D − C)C−1‖ < 1, then
D−1 = (D − C + C)−1
= C−1(Id+ (D − C)C−1)−1
= C−1
∞∑
(−1)k[(D − C)C−1]k,
k=0
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D−1 − C−1 =
∞∑
k=1
(−1)k[(D − C)C−1]k.
In particular,
∥∥D−1 − C−1∥∥ ‖(D − C)C−1‖
1− ‖(D − C)C−1‖ .
Therefore, if Y 
 λ → C(λ) ∈B(X) is a continuous function with C(λ) invertible for each λ, then
∥∥C(λ)−1 − C(μ)−1∥∥ ‖C(λ)−1‖ · ‖C(λ) − C(μ)‖
1− ‖C(λ)−1‖ · ‖C(λ) − C(μ)‖ , (5)
and letting μ → λ we conclude that λ → C(λ)−1 is also continuous. In particular, since the functions Bn(λ) are continuous,
for each m,n ∈ J the functions λ → Aλ(m,n) is also continuous.
Moreover, when Y is ﬁnite-dimensional and Y 
 λ → C(λ) is locally Lipschitz (that is, when each λ0 ∈ Y has an open
neighborhood U such that U 
 λ → C(λ) is Lipschitz), it follows readily from (5) and the fact that λ → C(λ)−1 is locally
bounded (because it is continuous) that the map Y 
 λ → C(λ)−1 is also locally Lipschitz.
3. Partial robustness inZ+p
We consider in this section the case of nonuniform exponential dichotomies in Z+p . Given c > 0, set
Γc =
∞∑
l=n
e−c(ρ(l)−ρ(n)).
Since ρ is increasing and takes only integer values, we have that
ρ(l) − ρ(n) l − n for l n, (6)
and hence,
Γc =
∞∑
l=n
e−c(ρ(l)−ρ(n)) 
∞∑
l=n
e−c(l−n) = 1
1− e−c < ∞.
The following is our main result for exponential dichotomies in Z+p . Set
K = D
(
1
1− e−ε +
1
1− e−2a
)
and D˜ = D
1− δK . (7)
Theorem 1. Let p ∈ Z−0 and J = Z+p . If (Am)m∈ J admits a ρ-nonuniform exponential dichotomy with ε < a, and (Bm)m∈ J satisﬁes∥∥Bm(λ)∥∥ δe−2ε|ρ(m)|, ∥∥Bm(λ) − Bm(μ)∥∥ δe−2ε|ρ(m)|‖λ − μ‖ (8)
for every m ∈ J and λ,μ ∈ Y , then provided that δ is suﬃciently small, there exist projections P+m,λ for m ∈ J and λ ∈ Y , with each
map λ → P+m,λ continuous, such that for each λ ∈ Y :
1. P+m,λAλ(m,n) =Aλ(m,n)P+n,λ
for every m,n ∈ J ;
2.
∥∥Aλ(m,n)| Im P+n,λ∥∥ D˜e−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)| (9)
for m n, and∥∥Aλ(m,n)| Im Q +n,λ∥∥ D˜e−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|
for 0m n, where Q +n,λ = Id− P+n,λ .
If in addition Y is ﬁnite-dimensional, then λ → P+ is locally Lipschitz for each m ∈ J .m,λ
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C= {U = (U (m,n))mn ⊂B(X): ‖U‖ < D˜},
with the norm
‖U‖ = sup{∥∥U (m,n)∥∥ea(ρ(m)−ρ(n−1))−ε|ρ(n−1)|:m n},
and we set
Cml(λ) =A(m, l + 1)Pl+1Bl(λ)
and
Dml(λ) =A(m, l + 1)Ql+1Bl(λ).
Lemma 1. For each λ ∈ Y the equation
Zm+1 =
(
Am + Bm(λ)
)
Zm, m n (10)
has a unique solution Uλ ∈ C satisfying the identities
Uλ(m,n) =A(m,n)Pn +
m−1∑
l=n
Cml(λ)Uλ(l,n) −
∞∑
l=m
Dml(λ)Uλ(l,n). (11)
Moreover, the map λ → Uλ is Lipschitz.
Proof of the lemma. It follows from (11) that
Uλ(m + 1,n) − AmUλ(m,n) = Cm+1,m(λ)Uλ(m,n) + Dm+1,m(λ)Uλ(m,n)
= Bm(λ)Uλ(m,n),
and hence Uλ solves Eq. (10). We consider the operator Lλ deﬁned by
(LλU )(m,n) =A(m,n)Pn +
m−1∑
l=n
Cml(λ)U (l,n) −
∞∑
l=m
Dml(λ)U (l,n).
For each U ∈ C we have
∥∥(LλU )(m,n)∥∥

∥∥A(m,n)Pn∥∥+
m−1∑
l=n
∥∥A(m, l + 1)Pl+1∥∥ · ∥∥Bl(λ)∥∥ · ∥∥U (l,n)∥∥
+
∞∑
l=m
∥∥A(m, l + 1)Ql+1∥∥ · ∥∥Bl(λ)∥∥ · ∥∥U (l,n)∥∥
 De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|
+ Dδe−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖U‖
m−1∑
l=n
e−ε|ρ(l)|
+ Dδe−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖U‖
∞∑
l=m
e−2a(ρ(l)−ρ(m))−ε|ρ(l)|
 De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|
+ Dδ
1− e−ε e
−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖U‖
+ Dδ
1− e−2a e
−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖U‖
= De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)| + δKe−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖U‖. (12)
By (6) and since |ρ(l)| |l| for each l ∈ Z, this implies that
‖LλU‖ D + δK‖U‖ < D + δK D˜ = D˜.
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δ > 0 such that
‖LλU − LμU‖ < η‖U‖
whenever ‖λ − μ‖ < δ. We have
(LλU )(m,n) − (LμU )(m,n) =
m−1∑
l=n
[
Cml(λ) − Cml(μ)
]
U (l,n)
−
∞∑
l=m
[
Dml(λ) − Dml(μ)
]
U (l,n).
Therefore, proceeding in a similar manner to that in (12), we obtain∥∥(LλU )(m,n) − (LμU )(m,n)∥∥

m−1∑
l=n
∥∥A(m, l + 1)Pl+1∥∥ · ∥∥Bl(λ) − Bl(μ)∥∥ · ∥∥U (l,n)∥∥
+
∞∑
l=m
∥∥A(m, l + 1)Ql+1∥∥ · ∥∥Bl(λ) − Bl(μ)∥∥ · ∥∥U (l,n)∥∥
 Dδ
1− e−ε e
−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖U‖ · ‖λ − μ‖
+ Dδ
1− e−2a e
−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖U‖ · ‖λ − μ‖,
and
‖LλU − LμU‖ δK‖U‖ · ‖λ − μ‖. (13)
In particular, this establishes the continuity of λ → Lλ . Moreover, given U1,U2 ∈ C and proceeding in a similar manner to
that in (12) we obtain
‖LλU1 − LλU2‖ δK‖U1 − U2‖. (14)
Hence, provided that δ is suﬃciently small the operator Lλ is a contraction, and it has a unique ﬁxed point Uλ ∈ C. Since
δK is independent of λ, the operator Lλ is a uniform contraction in λ. Hence, for each λ ∈ Y there exists a unique function
Uλ ∈ C varying continuously with λ such that LλUλ = Uλ . To show that λ → Uλ is Lipschitz we note that
Uλ − Uμ = LλUλ − LλUμ + LλUμ − LμUμ,
and hence, by (13) and (14),
‖Uλ − Uμ‖ δK‖Uλ − Uμ‖ + δK D˜‖λ − μ‖.
Therefore,
‖Uλ − Uμ‖ δK D˜
1− δK ‖λ − μ‖.
This completes the proof of the lemma. 
Lemma 2. For each λ ∈ Y and m k n we have
Uλ(m,k)Uλ(k,n) = Uλ(m,n).
Proof of the lemma. It follows from (11) that
Uλ(m,k)Uλ(k,n) =A(m,n)Pn +
k−1∑
l=n
Cml(λ)Uλ(l,n)
+
m−1∑
l=k
Cml(λ)Uλ(l,k)Uλ(k,n)
−
∞∑
Dml(λ)Uλ(l,k)Uλ(k,n).
l=m
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Zm,λ =
m−1∑
l=k
Cml(λ)Zl,λ −
∞∑
l=m
Dml(λ)Zl,λ. (15)
Given k n and λ ∈ Y , we consider the operator Rλ deﬁned by
(RλW )m =
m−1∑
l=k
Cml(λ)Wl −
∞∑
l=m
Dml(λ)Wl
in the Banach space
E= {W = (Wm)mk ⊂B(X): ‖W ‖ < ∞},
with the norm ‖W ‖ = sup{‖Wm‖: m k}. We have
∥∥(RλW )m∥∥ D
m−1∑
l=k
e−a(ρ(m)−ρ(l))+ε|ρ(l)|
∥∥Bl(λ)∥∥ · ‖Wl‖
+ D
∞∑
l=m
e−a(ρ(l)−ρ(m))+ε|ρ(l)|
∥∥Bl(λ)∥∥ · ‖Wl‖ δK‖W ‖.
Hence, Rλ(E) ⊂ E. We show in a similar manner that
‖RλW1 − RλW2‖ δK‖W1 − W2‖.
Thus, the operator Rλ is a contraction in E and there exists a unique Wλ ∈ E such that RλWλ = Wλ . This identity is
equivalent to (15), and thus Zλ := (Zl,λ)lk = Wλ . Since 0 ∈ E also satisﬁes (15) we conclude that
Zm,λ = Uλ(m,k)Uλ(k,n) − Uλ(m,n) = 0
for every m k n. 
Now we set
P+m,λ =Aλ(m,0)Uλ(0,0)Aλ(0,m) and Q +m,λ = Id− P+m,λ
for each m ∈ Z+p . It follows from the remarks in Section 2 and Lemma 1 (for the continuity of λ → Uλ) that each map
λ → P+m,λ is continuous. Moreover, again by the remarks in Section 2, when Y is ﬁnite-dimensional, it follows from (8) and
Lemma 1 that λ → P+m,λ is locally Lipschitz (since it is a composition of locally Lipschitz maps in the ﬁnite-dimensional
space Y ).
Lemma 3. For each λ ∈ Y , the operator P+m,λ is a projection, and
P+m,λAλ(m,n) =Aλ(m,n)P+n,λ, m,n ∈ Z+p .
Proof of the lemma. Given λ ∈ Y , by Lemma 2 we have Uλ(0,0) = Uλ(0,0)2. Hence,
P+m,λP
+
m,λ =Aλ(m,0)Uλ(0,0)Uλ(0,0)Aλ(0,m) = P+m,λ,
and P+m,λ is a projection. Moreover, for each m,n ∈ Z+p we have
P+m,λAλ(m,n) =Aλ(m,0)Uλ(0,0)Aλ(0,n)
=Aλ(m,0)Aλ(n,0)Uλ(0,0)Aλ(0,n)
=Aλ(m,n)P+n,λ.
This completes the proof of the lemma. 
Lemma 4. For each λ ∈ Y and m n we have
P+mAλ(m,n) =A(m,n)Pn P+n +
m−1∑
l=n
Cml(λ)P
+
l Aλ(l,n)
−
∞∑
l=m
Dml(λ)P
+
l Aλ(l,n).
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zm+1 =
(
Am + Bm(λ)
)
zm, m 0 (16)
with initial condition z0 = Uλ(0,0)ξ . Therefore, Uλ(n,0) =Aλ(n,0)Uλ(0,0). By Lemma 3 we obtain
P+m,λAλ(m,n) =Aλ(m,n)P+n,λ
=Aλ(m,n)Aλ(n,0)Uλ(0,0)Aλ(0,n)
=Aλ(m,0)Uλ(0,0)Aλ(0,n) = Uλ(m,0)Aλ(0,n).
Again by Lemma 1, for each ξ ∈ X the sequence
ym = P+m,λAλ(m,n)ξ = Uλ(m,0)Aλ(0,n)ξ (17)
is a solution of Eq. (16), with yn = P+n,λξ . Furthermore, by the deﬁnition of the space C this sequence is bounded.
For each m n we have
ym =A(m,n)yn +
m−1∑
l=n
A(m, l + 1)Bl(λ)yl,
and hence,
Pm ym =A(m,n)Pn yn +
m−1∑
l=n
Cml(λ)yl, (18)
and
Qmym =A(m,n)Qn yn +
m−1∑
l=n
Dml(λ)yl. (19)
Rewriting (19) in the form
Qn yn =A(n,m)Qmym −
m−1∑
l=n
Dnl(λ)yl,
and letting m → ∞, since a > ε and (ym)mn is bounded we obtain
Qn yn = −
∞∑
l=n
Dnl(λ)yl (20)
(in particular the series converges). Adding (18) and (20) we conclude that
ym =A(m,n)Pn yn +
m−1∑
l=n
Cml(λ)yl −
∞∑
l=m
Dml(λ)yl.
This yields the desired identity. 
Lemma 5. For each λ ∈ Y and nm 0 we have
Q +m,λAλ(m,n) =A(m,n)QnQ +n,λ
+
m−1∑
l=0
Cml(λ)Q
+
l,λAλ(l,n) −
n−1∑
l=m
Dml(λ)Q
+
l,λAλ(l,n).
Proof of the lemma. We have
Aλ(m,0) =A(m,0) +
m−1∑
l=0
A(m, l + 1)Bl(λ)Aλ(l,0),
and the sequence (ym)0mn deﬁned by ym =Aλ(m,0)Q +0,λ satisﬁes
ym =A(m,0)Q +0,λ +
m−1∑
A(m, l + 1)Bl(λ)yl. (21)
l=0
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P+0,λ = Uλ(0,0) = P0 −
∞∑
l=0
D0l(λ)Uλ(l,0)
= P0 −
∞∑
l=0
Q 0A(0, l + 1)Bl(λ)Uλ(l,0). (22)
It follows from (22) that
P0P
+
0,λ = P0. (23)
Therefore,
Q 0Q
+
0,λ = (Id− P0)
(
Id− P+0,λ
)= Id− P+0,λ = Q +0,λ. (24)
By (21) we obtain
yn =A(n,0)Q +0,λ +
n−1∑
l=0
A(n, l + 1)Bl(λ)yl
=A(n,0)Q 0Q +0,λ +
n−1∑
l=0
A(n, l + 1)Bl(λ)yl.
Multiplying on the left by A(m,n)Qn and using (24) we obtain
A(m,n)Qn yn =A(m,0)Q 0Q +0,λ +
n−1∑
l=0
A(m, l + 1)Ql+1Bl(λ)yl
=A(m,0)Q +0,λ +
n−1∑
l=0
Dml(λ)yl.
Combined with (21) this yields
ym =A(m,n)Qn yn −
n−1∑
l=0
Dml(λ)yl +
m−1∑
l=0
(
Cml(λ) + Dml(λ)
)
yl
=A(m,n)Qn yn +
m−1∑
l=0
Cml(λ)yl −
n−1∑
l=m
Dml(λ)yl.
This yields the desired result. 
Lemma 6. Let (xm)mn ⊂ [0,+∞) be a sequence such that
α := sup{xlea(ρ(l)−ρ(n−1)): l n}< ∞, (25)
and
xm  De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|γ + δD
m−1∑
l=n
e−a(ρ(m)−ρ(l))−ε|ρ(l)|xl
+ δD
∞∑
l=m
e−a(ρ(l)−ρ(m))−ε|ρ(l)|xl (26)
for m n. Then
xm  D˜γ e−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)| for m n.
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xm  De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|γ
+ δD
m−1∑
l=n
e−a(ρ(m)−ρ(l))−ε|ρ(l)|e−a(ρ(l)−ρ(n−1))α
+ δD
∞∑
l=m
e−a(ρ(l)−ρ(m))−ε|ρ(l)|e−a(ρ(l)−ρ(n−1))α
 De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|γ
+ δDe−a(ρ(m)−ρ(n−1))α
m−1∑
l=n
e−ε|ρ(l)|
+ δDe−a(ρ(m)−ρ(n−1))α
∞∑
l=m
e−2a(ρ(l)−ρ(m))−ε|ρ(l)|
 De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|γ + δD
1− e−ε e
−a(ρ(m)−ρ(n−1))α
+ δD
1− e−2a e
−a(ρ(m)−ρ(n−1))α
 De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|γ
+ δDe−a(ρ(m)−ρ(n−1))α
(
1
1− e−ε +
1
1− e−2a
)
.
Hence, using (7) we obtain
xme
a(ρ(m)−ρ(n−1))  Deε|ρ(n−1)|γ + δKα.
Taking the supremum over m n yields
α  Deε|ρ(n−1)|γ + δKα,
that is,
α  De
ε|ρ(n−1)|γ
1− δK ,
taking δ < 1/K . Hence, for each m n we have
xm 
Dγ
1− δK e
−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|.
This concludes the proof of the lemma. 
Lemma 7. Let (ym)0mn ⊂ [0,+∞) be a ﬁnite sequence such that
ym  De−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|γ + δD
n−1∑
l=m
e−a(ρ(l)−ρ(m))yl
+ δD
m−1∑
l=0
e−a(ρ(m)−ρ(l))yl (27)
for nm 0. Then
ym  D˜γ e−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)| for nm 0.
Proof of the lemma. The argument is analogous to the one in the proof of Lemma 6. Set
β = max{ylea(ρ(n−1)−ρ(l)): 0 l n}.
Using (7) we obtain
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+ δD
n−1∑
l=m
e−a(ρ(l)−ρ(m))−ε|ρ(l)|e−a(ρ(n−1)−ρ(l))β
+ δD
m−1∑
l=0
e−a(ρ(m)−ρ(l))−ε|ρ(l)|e−a(ρ(n−1)−ρ(l))β
 De−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|γ
+ δDe−a(ρ(n−1)−ρ(m))β
n−1∑
l=m
e−ε|ρ(l)|
+ δDe−a(ρ(n−1)−ρ(m))β
m−1∑
l=0
e−2a(ρ(m)−ρ(l))−ε|ρ(l)|
 De−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|γ + δKe−a(ρ(n−1)−ρ(m))β.
Hence
yme
a(ρ(n−1)−ρ(m))  Deε|ρ(n−1)|γ + δKβ
and taking the supremum over 0m n yields
β  Deε|ρ(n−1)|γ + δKβ.
That is,
β  De
ε|ρ(n−1)|γ
1− δK ,
taking δ < 1/K . Hence, for each m n we have
ym 
Dγ
1− δK e
−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|.
This concludes the proof of the lemma. 
We proceed with the proof of the theorem. Take ξ ∈ X , and set
xm =
∥∥P+m,λAλ(m,n)ξ∥∥ form n,
and γ = xn = ‖P+n,λξ‖. By Lemma 4 and (3), the sequence xm satisﬁes (26). It follows by Lemma 1 and (17) that xm satis-
ﬁes (25). By Lemmas 3 and 6, we obtain∥∥Aλ(m,n)P+n,λξ∥∥= xm  D˜∥∥P+n,λξ∥∥e−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|
for m n. This establishes inequality (9).
Now we set
ym =
∥∥Q +m,λAλ(m,n)ξ∥∥ for 0m n,
and γ = yn = ‖Q +n,λξ‖. It follows from Lemma 5 and (3) that the sequence ym satisﬁes (27). By Lemma 3, we have
Q +m,λAλ(m,n) =Aλ(m,n)Q +n,λ,
and by Lemma 7 we obtain∥∥Aλ(m,n)Q +n,λξ∥∥= ym  D˜∥∥Q +n,λξ∥∥e−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|
for 0m n. This completes the proof of the theorem. 
4. Partial robustness inZ−q
The following is a version of Theorem 1 for sequences in Z−q .
Theorem 2. Let q ∈ Z+0 and J = Z−q . If (Am)m∈ J admits a ρ-nonuniform exponential dichotomy with ε < a, and (Bm)m∈ J satisﬁes (8)
for every m ∈ J and λ,μ ∈ Y , then provided that δ is suﬃciently small there exist projections Q −m,λ for m ∈ J and λ ∈ Y , with each
map λ → Q − continuous, such that for each λ ∈ Y :m,λ
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for every m,n ∈ J ;
2.
∥∥Aλ(m,n)| Im Q −n,λ∥∥ D˜e−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)| (28)
for m n, and∥∥Aλ(m,n)| Im P−n,λ∥∥ D˜e−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)| (29)
for nm 0, where P−n,λ = Id− Q −n,λ , for some constant D˜ > 0.
If in addition Y is ﬁnite-dimensional, then λ → Q −m,λ is locally Lipschitz for each m ∈ J .
Proof. The arguments are analogous to those in the proof of Theorem 1, and thus we only describe the differences. Consider
the Banach space
D= {V = (V (m,n))mn ∈B(X): ‖V ‖ < D˜},
with the norm
‖V ‖ = sup{∥∥V (m,n)∥∥ea(ρ(n−1)−ρ(m))−ε|ρ(n−1)|:m n}.
Lemma 8. For each λ ∈ Y Eq. (10) has a unique solution Vλ ∈D satisfying the identities
Vλ(m,n) =A(m,n)Qn −
n−1∑
l=m
Dml(λ)Vλ(l,n) +
m−1∑
l=−∞
Cml(λ)Vλ(l,n). (30)
Moreover, the map λ → Vλ is Lipschitz.
Proof of the lemma. One can easily verify that Vλ solves Eq. (10). Proceeding in a similar manner to that in the proof of
Lemma 1 we show that the operator Mλ deﬁned in D by
(MλV )(m,n) =A(m,n)Qn −
n−1∑
l=m
Dml(λ)V (l,n) +
m−1∑
l=−∞
Cml(λ)V (l,n)
satisﬁes Mλ(D) ⊂D, as well as the inequalities
‖MλV − MμV ‖ δK‖V ‖ · ‖λ − μ‖, (31)
and
‖MλV1 − MλV2‖ δK‖V1 − V2‖ (32)
for each λ,μ ∈ Y and V , V1, V2 ∈D. Provided that δ is suﬃciently small, since δK is independent of λ, the operator Mλ
is a uniform contraction in λ. Hence, for each λ ∈ Y there exists a unique function Vλ ∈ D varying continuously with λ
such that MλVλ = Vλ . Using (31) and (32) we show in a similar manner to that in the proof of Lemma 1 that λ → Vλ is
Lipschitz. 
Lemma 9. For each λ ∈ Y and m k n we have
Vλ(m,k)Vλ(k,n) = Vλ(m,n).
Proof of the lemma. By (30), setting
Zl,λ = Vλ(l,k)Vλ(k,n) − Vλ(l,n)
we obtain
Zm,λ =
m−1∑
l=−∞
Cml(λ)Zl,λ −
k−1∑
l=m
Dml(λ)Zl,λ. (33)
Given k n and λ ∈ Y , we consider the operator Tλ deﬁned by
(TλW )m =
m−1∑
Cml(λ)Wl,λ −
k−1∑
Dml(λ)Wl,λ
l=−∞ l=m
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F = {W = (Wm)mk ⊂B(X): ‖W ‖ < ∞},
with the norm ‖W ‖ = sup{‖Wm‖: m  k}. One can show that Tλ(F) ⊂ F, and that the operator Tλ is a contraction for δ
suﬃciently small. Therefore, there exists a unique Wλ ∈ F such that TλWλ = Wλ . This identity is equivalent to (33), and
thus Zλ := (Zl,λ)lk = Wλ . Moreover, since 0 ∈ F also satisﬁes (33) we conclude that Zm,λ = 0 for every m. 
Now we set
Q −m,λ =Aλ(m,0)Vλ(0,0)Aλ(0,m) and P−m,λ = Id− Q −m,λ.
Proceeding as in the proofs of Lemmas 3, 4 and 5 we obtain the following three statements.
Lemma 10. For each λ ∈ Y , the operator Q −m,λ is a projection, and
Q −m,λAλ(m,n) =Aλ(m,n)Q −n,λ, m,n ∈ Z−q .
Lemma 11. For each λ ∈ Y and m n we have
Q −m,λAλ(m,n) =A(m,n)QnQ −n,λ
−
n−1∑
l=m
Dml(λ)Q
−
l,λAλ(l,n) +
m−1∑
l=−∞
Cml(λ)Q
−
l,λAλ(l,n).
Lemma 12. For each λ ∈ Y and nm 0 we have
P−m,λAλ(m,n) =A(m,n)Pn P−n,λ
+
m−1∑
l=n
Cml(λ)P
−
l,λAλ(l,n) −
−1∑
l=m
Dml(λ)P
−
l,λAλ(l,n).
Moreover, repeating arguments in the proofs of Lemmas 6 and 7 we obtain the following two auxiliary results.
Lemma 13. Let (xm)mn ⊂ [0,+∞) be a bounded sequence such that
sup
{
xme
a(ρ(n−1)−ρ(m)):m n}< ∞ (34)
and
xm  De−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|γ + δD
n−1∑
l=m
e−a(ρ(l)−ρ(m))xl
+ δD
m−1∑
l=−∞
e−a(ρ(m)−ρ(l))xl (35)
for m n. Then
xm  D˜γ e−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)| for m n.
Lemma 14. Let (ym)nm0 ⊂ [0,+∞) be a ﬁnite sequence such that
ym  De−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|γ + δD
m−1∑
l=n
e−a(ρ(m)−ρ(l))yl
+ δD
−1∑
l=m
e−a(ρ(l)−ρ(m))yl (36)
for nm 0. Then
ym  D˜γ e−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)| for nm 0.
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xm =
∥∥Q −m,λAλ(m,n)ξ∥∥ form n,
and γ = xn = ‖Q −n,λξ‖. By Lemma 11 and (3), the sequence xm satisﬁes (35). It follows from Lemma 8 that (34) holds.
Therefore, by Lemmas 10 and 13 we obtain
∥∥Aλ(m,n)Q −n,λξ∥∥= xm  D˜∥∥Q −n,λξ∥∥e−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|
 D˜
∥∥Q −n,λξ∥∥e−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|
for m n. This establishes inequality (28).
Now we set
ym =
∥∥P−m,λA(m,n)ξ∥∥ for nm 0,
and γ = yn = ‖P−n,λξ‖. It follows from Lemma 12 and the identity
P−m,λAλ(m,n) =Aλ(m,n)P−n,λ
that the sequence ym satisﬁes (36). By Lemma 14 we obtain∥∥Aλ(m,n)P−n,λξ∥∥= ym  D˜∥∥P−n,λξ∥∥e−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|
for nm 0. This establishes inequality (29), and the proof of the theorem is complete. 
5. Robustness inZ
We establish in this section the robustness of nonuniform exponential dichotomies in Z.
Theorem 3. If (Am)m∈Z admits a ρ-nonuniform exponential dichotomy with ε < a, and (Bm)m∈Z satisﬁes (8) for every m ∈ Z and
λ,μ ∈ Y , then provided that δ is suﬃciently small, the sequence (Am + Bm(λ))m∈Z admits a ρ-nonuniform exponential dichotomy
for each λ ∈ Y , with D replaced by 6DD˜ and ε replaced by 2ε, and with associated projections Pm,λ varying continuously with λ. If in
addition Y is ﬁnite-dimensional, then each map λ → Pm,λ is locally Lipschitz.
Proof. Repeating arguments in the proofs of Theorems 1 and 2 with the sequences (Am)m∈ J and (Bm(λ))m∈ J replaced
respectively by (Am)m∈Z and (Bm(λ))m∈Z , we conclude that the operators
P+n,λ =Aλ(n,0)Uλ(0,0)Aλ(0,n) and Q −n,λ =Aλ(n,0)Vλ(0,0)Aλ(0,n)
are projections such that
P+m,λAλ(m,n) =Aλ(m,n)P+n,λ, Q −m,λAλ(m,n) =Aλ(m,n)Q −n,λ
for every m,n ∈ Z. Moreover,∥∥Aλ(m,n)| Im P+n,λ∥∥ D˜e−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)| form n, (37)
and ∥∥Aλ(m,n)| Im Q −n,λ∥∥ D˜e−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)| form n. (38)
Indeed, by a simple inspection, the statements in Lemmas 6 and 13 hold respectively for sequences of real numbers
(xm)mn ⊂ [0,+∞) and (xm)mn ⊂ [0,+∞) for any integer n ∈ Z. Moreover, we have the identities
P0P
+
0,λ = P0, P+0,λP0 = P+0,λ, (39)
and
Q 0Q
−
0,λ = Q 0, Q −0,λQ 0 = Q −0,λ. (40)
The ﬁrst is obtained in (23), while the third follows readily from (30) setting m = n = 0 and multiplying by Q 0 on the left.
For the remaining identities we note that U˜λ ∈ C given by U˜λ(m,n) = Uλ(m,n)Pn is also a solution of Eq. (11), and that
V˜λ ∈D given by V˜λ(m,n) = Vλ(m,n)Qn is also a solution of Eq. (30). By the uniqueness in Lemmas 1 and 8 we conclude
that
Uλ(m,n)Pn = Uλ(m,n) and Vλ(m,n)Qn = Vλ(m,n).
Setting m = n = 0 we obtain the last identities in (39) and (40).
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Proof of the lemma. It follows from (40) that P0P
−
0,λ = P−0,λ , and using (39) we obtain
P+0,λ + Q −0,λ − Id = P+0,λ − P−0,λ
= P+0,λ − P0P+0,λ + P0 − P0P−0,λ = Q 0P+0,λ + P0Q −0,λ.
By Lemma 1 we have
Q 0P
+
0,λ = Q 0Uλ(0,0) = −
∞∑
l=0
D0l(λ)Uλ(l,0)
= −
∞∑
l=0
A(0, l + 1)Ql+1Bl(λ)Uλ(l,0),
and by Lemma 8,
P0Q
−
0,λ = P0Vλ(0,0) =
−1∑
l=−∞
C0l(λ)V (l,0)
=
−1∑
l=−∞
A(0, l + 1)Pl+1Bl(λ)Vλ(l,0).
Moreover, by (3) and (11) we obtain
∥∥Uλ(m,0)∥∥ ∥∥A(m,0)P0∥∥+
m−1∑
l=0
∥∥A(m, l + 1)Pl+1∥∥ · ∥∥Bl(λ)∥∥ · ∥∥Uλ(l,0)∥∥
+
∞∑
l=m
∥∥A(m, l + 1)Ql+1∥∥ · ∥∥Bl(λ)∥∥ · ∥∥Uλ(l,0)∥∥
 Deaρ(−1)+ε|ρ(−1)|e−aρ(m)
+
m−1∑
l=0
De−a(ρ(m)−ρ(l))+ε|ρ(l)|δe−2ε|ρ(l)|
∥∥Uλ(l,0)∥∥
+
∞∑
l=m
De−a(ρ(l)−ρ(m))+ε|ρ(l)|δe−2ε|ρ(l)|
∥∥Uλ(l,0)∥∥
 Deaρ(−1)+ε|ρ(−1)|e−aρ(m) + δD
m−1∑
l=0
e−a(ρ(m)−ρ(l))
∥∥Uλ(l,0)∥∥
+ δD
∞∑
l=m
e−a(ρ(l)−ρ(m))
∥∥Uλ(l,0)∥∥.
Setting xm = ‖Uλ(m,0)‖, n = 0, and γ = 1, it follows from Lemma 6 that∥∥Uλ(m,0)∥∥ D˜e−a(ρ(m)−ρ(−1))+ε|ρ(−1)|, m 0. (41)
Similarly, by (3) and (30) we obtain
∥∥Vλ(m,0)∥∥ ∥∥A(m,0)Q 0∥∥+
−1∑
l=m
∥∥A(m, l + 1)Ql+1∥∥ · ∥∥Bl(λ)∥∥ · ∥∥Vλ(l,0)∥∥
+
m−1∑
l=−∞
∥∥A(m, l + 1)Pl+1∥∥ · ∥∥Bl(λ)∥∥ · ∥∥Vλ(l,0)∥∥
 De−aρ(−1)+ε|ρ(−1)|eaρ(m)
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−1∑
l=m
De−a(ρ(l)−ρ(m))+ε|ρ(l)|δe−2ε|ρ(l)|
∥∥Vλ(l,0)∥∥
+
m−1∑
l=−∞
De−a(ρ(m)−ρ(l))+ε|ρ(l)|δe−2ε|ρ(l)|
∥∥Vλ(l,0)∥∥
 De−aρ(−1)+ε|ρ(−1)|eaρ(m) + δD
−1∑
l=m
e−a(ρ(l)−ρ(m))
∥∥Vλ(l,0)∥∥
+ δD
m−1∑
l=−∞
e−a(ρ(m)−ρ(l))
∥∥Vλ(l,0)∥∥.
Setting xm = ‖Vλ(m,0)‖, n = 0, and γ = 1, it follows from Lemma 13 that∥∥Vλ(m,0)∥∥ D˜e−a(ρ(−1)−ρ(m))+ε|ρ(−1)|, m 0. (42)
Using (41) and (42) we obtain
∥∥P+0,λ + Q −0,λ − Id∥∥ ∥∥Q 0P+0,λ∥∥+ ∥∥P0Q −0,λ∥∥

∞∑
l=0
∥∥A(0, l + 1)Ql+1∥∥ · ∥∥Bl(λ)∥∥ · ∥∥Uλ(l,0)∥∥
+
−1∑
l=−∞
∥∥A(0, l + 1)Pl+1∥∥ · ∥∥Bl(λ)∥∥ · ∥∥Vλ(l,0)∥∥

∞∑
l=0
De−aρ(l)+ε|ρ(l)|δe−2ε|ρ(l)| D˜e−a(ρ(l)−ρ(−1))+ε|ρ(−1)|
+
−1∑
l=−∞
Deaρ(l)+ε|ρ(l)|δe−2ε|ρ(l)| D˜e−a(ρ(−1)−ρ(l))+ε|ρ(−1)|
 δDD˜eaρ(−1)+ε|ρ(−1)|
∞∑
l=0
e−2aρ(l)
+ δDD˜e−aρ(−1)+ε|ρ(−1)|
−1∑
l=−∞
e2aρ(l)
 δDD˜eε|ρ(−1)|
(
eaρ(−1)
1− e−2a +
e−aρ(−1)
e2a − 1
)
.
Hence, taking δ suﬃciently small, we can make ‖P+0,λ + Q −0,λ − Id‖ as small as desired, and thus also make Tλ = P+0,λ + Q −0,λ
invertible. 
For each m ∈ Z, set
Pm,λ =Aλ(m,0)TλP0T−1λ Aλ(0,m).
By the remarks in Section 2, since the maps
λ → P+0,λ and λ → Q −0,λ
are continuous, the maps λ → Tλ and λ → T−1λ are also continuous. Hence, the same happens with λ → Pm,λ for each
m ∈ Z. When Y is ﬁnite-dimensional, by Theorems 1 and 2 the map λ → Tλ is locally Lipschitz, and thus the same happens
with λ → T−1λ , in view of the remarks in Section 2. Thus, in this case λ → Pm,λ is locally Lipschitz for each m ∈ Z.
We have
P2m,λ =Aλ(m,0)TλP20T−1λ Aλ(0,m) = Pm,λ,
and Pm,λ is a projection for each m. Moreover,
Aλ(m,n)Pn,λ =Aλ(m,0)TλP0T−1Aλ(0,n) = Pm,λAλ(m,n).λ
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TλP0 = P+0,λP0 + Q −0,λP0 = P+0,λ + Q −0,λ(Id− Q 0) = P+0,λ,
and
TλQ 0 = P+0,λQ 0 + Q −0,λQ 0 = P+0,λ(Id− P0) + Q −0,λ = Q −0,λ.
Therefore, setting
Tm,λ =Aλ(m,0)TλAλ(0,m) =Aλ(m,0)
(
P+0,λ + Q −0,λ
)
Aλ(0,m)
=Aλ(m,0)Uλ(0,0)Aλ(0,m) +Aλ(m,0)Vλ(0,0)Aλ(0,m)
= P+m,λ + Q −m,λ,
we obtain
Pm,λTm,λ =Aλ(m,0)TλP0T−1λ Aλ(0,m)Aλ(m,0)TλAλ(0,m)
=Aλ(m,0)TλP0Aλ(0,m)
=Aλ(m,0)P+0,λAλ(0,m) = P+m,λ.
We show in a similar way that Qm,λTm,λ = Q −m,λ , where Qm,λ = Id − Pm,λ . Since Tm,λ is invertible (it is a product of
invertible operators), we conclude that
Im Pm,λ = Im P+m,λ and Im Qm,λ = Im Q −m,λ.
By (37), for m n we have
∥∥Aλ(m,n)Pn,λ∥∥ ∥∥Aλ(m,n)| Im Pn,λ∥∥ · ‖Pn,λ‖
= ∥∥Aλ(m,n)| Im P+n,λ∥∥ · ‖Pn,λ‖
 D˜e−a(ρ(m)−ρ(n−1))+ε|ρ(n−1)|‖Pn,λ‖. (43)
Similarly, by (38), for m n we have
∥∥Aλ(m,n)Qn,λ∥∥ ∥∥Aλ(m,n)| Im Qn,λ∥∥ · ‖Qn,λ‖
= ∥∥Aλ(m,n)| Im Q −n,λ∥∥ · ‖Qn,λ‖
 D˜e−a(ρ(n−1)−ρ(m))+ε|ρ(n−1)|‖Qn,λ‖. (44)
Lemma 16. Provided that δ is suﬃciently small, for each m ∈ Z we have
‖Pm,λ‖ 6Deε|ρ(m−1)| and ‖Qm,λ‖ 6Deε|ρ(m−1)|.
Proof of the lemma. By (43), for each ξ ∈ X the sequence (ym)mn given by ym =Aλ(m,n)Pn,λξ , m n is bounded. Since
it is a solution of Eq. (16) and it is bounded, repeating the arguments in the proof of Lemma 4 we ﬁnd that
Pm,λAλ(m,n) =A(m,n)Pn Pn,λ +
m−1∑
l=n
A(m, l + 1)Pl+1Bl(λ)Aλ(l,n)Pn,λ
−
∞∑
l=m
A(m, l + 1)Ql+1Bl(λ)Aλ(l,n)Pn,λ
for m n. Setting m = n, we obtain
QmPm,λ = −
∞∑
l=m
A(m, l + 1)Ql+1Bl(λ)Aλ(l,m)Pm,λ.
By (43), since ε < a we obtain
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∞∑
l=m
∥∥A(m, l + 1)Ql+1∥∥
× ∥∥Bl(λ)∥∥D˜e−a(ρ(l)−ρ(m−1))+ε|ρ(m−1)|‖Pm,λ‖
 DD˜δ
∞∑
l=m
e−a(ρ(l)−ρ(m))−ε|ρ(l)|e−a(ρ(l)−ρ(m−1))+ε|ρ(m−1)|‖Pm,λ‖
 DD˜δe−a+ε
∞∑
l=m
e−(2a−ε)(l−m)‖Pm,λ‖
 DD˜δe
−a+ε
1− e−(2a−ε) ‖Pm,λ‖.
Similarly, by (44), for each ξ ∈ X the sequence (ym)mn given by ym =Aλ(m,n)Qn,λξ , m  n is bounded. Repeating argu-
ments in the proof of Lemma 11, we ﬁnd that
Qm,λAλ(m,n) =A(m,n)QnQn,λ −
n−1∑
l=m
A(m, l + 1)Ql+1Bl(λ)Aλ(l,n)Qn,λ
+
m−1∑
l=−∞
A(m, l + 1)Pl+1Bl(λ)Aλ(l,n)Qn,λ
for m n. Setting m = n we obtain
PmQm,λ =
m−1∑
l=−∞
A(m, l + 1)Pl+1Bl(λ)Aλ(l,m)Qm,λ.
Therefore,
‖PmQm,λ‖
m−1∑
l=−∞
∥∥A(m, l + 1)Pl+1∥∥ · ∥∥Bl(λ)∥∥D˜e−a(ρ(m−1)−ρ(l))+ε|ρ(m−1)|‖Qm,λ‖
 DD˜δ
m−1∑
l=−∞
e−a(ρ(m)−ρ(l))−ε|ρ(l)|e−a(ρ(m−1)−ρ(l))+ε|ρ(m−1)|‖Qm,λ‖
 DD˜δe−a
m−1∑
l=−∞
e−(2a−ε)(m−l)‖Qm,λ‖
 DD˜δe
−a
1− e−(2a−ε) ‖Qm,λ‖.
Now we observe that
Pm,λ − Pm = Pm,λ − PmPm,λ − Pm + PmPm,λ
= QmPm,λ − PmQm,λ.
Therefore,
‖Pm,λ − Pm‖ ‖QmPm,λ‖ + ‖PmQm,λ‖
 DD˜δe
−a+ε
1− e−(2a−ε) ‖Pm,λ‖ +
DD˜δe−a
1− e−(2a−ε) ‖Qm,λ‖
 1
4
(‖Pm,λ‖ + ‖Qm,λ‖),
provided that δ is suﬃciently small. Hence, it follows from (4) that
‖Pm,λ‖ ‖Pm,λ − Pm‖ + ‖Pm‖
 1
(‖Pm,λ‖ + ‖Qm,λ‖)+ Deε|ρ(n−1)|,
4
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‖Qm,λ‖ ‖Pm,λ − Pm‖ + ‖Qm‖
 1
4
(‖Pm,λ‖ + ‖Qm,λ‖)+ 2Deε|ρ(n−1)|.
This implies that
‖Pm,λ‖ + ‖Qm,λ‖ 1
2
(‖Pm,λ‖ + ‖Qm,λ‖)+ 3Deε|ρ(n−1)|,
and thus, ‖Pm,λ‖ + ‖Qm,λ‖ 6Deε|ρ(n−1)| . 
The statement in the theorem follows now readily from (43), (44), and Lemma 16. 
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