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Mahasiswa di setiap perguruan tinggi dituntut untuk memperoleh pengetahuan dan keterampilan yang memenuhi 
syarat dengan prestasi akademik. Hasil dari pembelajaran mahasiswa didapat dari ujian teori dan praktek, setiap 
mahasiswa wajib menuntaskan nilai sesuai kriteria kelulusan minimum dari masing-masing dosen pengajar, jika 
dibawah batas minimum maka mahasiswa mengikuti her. Her adalah salah satu cara untuk menuntaskan kriteria 
kelulusan minimum. Mahasiswa yang mengikuti her setiap semesternya hampir mencapai angka yang relatif tinggi 
dari jumlah seluruh mahasiswa. Untuk mengurangi jumlah mahasiswa yang mengikuti her maka dibutuhkan 
sebuah metode yang dapat mengurangi hal tersebut, dengan metode Support Vector Machine (SVM) dan Decision 
Tree (DT). SVM dan DT adalah salah satu metode klasifikasi supervised learning. Oleh karena itu, dalam 
penelitian ini menggunakan SVM dan DT. SVM dapat menghilangkan hambatan pada data, memprediksi, 
mengklasifikasikan dengan sampling kecil dan dapat meningkatkan akurasi dan mengurangi kesalahan. Klasifikasi 
data siswa yang melakukan her/peningkatan dengan mengimprovisasi model kernel untuk visualisasi termasuk 
bar, histogram, dan sebaran begitu juga Decision Tree mempunyai kelebihan tersendiri. Dari hasil penelitian ini 
telah didapatkan akruasi dan presisi model DT lebih besar dibandingkan dengan SVM, akan tetapi untuk recall 
DT lebih kecil dibandingkan SVM. 
 
Kata kunci: Data Mahasiswa, Her, SVM, Decision Tree 
 





Students in each tertiary institution are required to obtain knowledge and skills that meet the requirements with 
academic achievement. The results of student learning are obtained from the theory and practice exams, each 
student is required to complete grades according to the minimum graduation criteria of each teaching lecturer, if 
below the minimum limit then students take remedial. Remedial is one way to complete the minimum passing 
criteria. Students who take remedial every semester almost reach a relatively high number of the total number of 
students. To reduce the number of students who take remedial, a method that can reduce this is needed, with the 
Support Vector Machine (SVM) and Decision Tree (DT) methods. SVM and DT are one of the supervised learning 
classification methods. Therefore, in this study using SVM and DT. SVM can eliminate barriers to data, predict, 
classify with small sampling and can improve accuracy and reduce errors. Data classification of students who do 
remedial/improvements by improving the kernel model for visualization including bars, histograms, and 
distributions as well as the Decision Tree has its own advantages. From the results of this study it has been 
obtained that the accuracy and precision of DT models is greater than that of SVM, but for recall DT is smaller 
than SVM. 
 
Keywords: Student Data, Remedial, SVM, Decision Tree 
 
  
1. PENDAHULUAN  
Ujian merupakan agenda rutinitas setiap 
semester yang harus dilakukan mahasiswa untuk 
menunjang dan juga menuntaskan program studinya 
di sebuah perguruan tinggi (Mukhlis & Koentjoro, 
2015) Salah satu faktor yang dapat mempengaruhi 
mahasiswa mendapatkan nilai kecil pada mata kuliah 
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yang diambil karena mahasiswa tersebut menjalani 
kuliah dan bekerja, sehingga mengakibatkan harus 
mengikuti remedial. Remedial bertujuan untuk 
mengevaluasi setiap mahasiswa yang nilai UAS dan 
UTS nya kurang dari ketentuan kriteria minimum 
dalam kurikulum yang berlaku pada perguruan tinggi. 
Setiap semesternya tidak sedikit mahasiswa yang 
mengikuti her atau remedial, sistem remedial yang 
diikuti dengan mengulang kembali mata kuliah 
tersebut atau memperbaiki nilai dari mata kuliah 
tersebut. 
Perguruan tinggi harus mempunyai target dalam 
mengurangi mahasiswa yang mengikuti her. Untuk 
mencapai target tersebut perguruan tinggi dapat 
mencari sebuah keputusan agar mahasiswa tidak 
mengalami kegagalan dalam pelajaran dengan 
kumpulan data besar yang dapat menghabiskan waktu 
dan akurasi yang dihasilkan kurang akurat (Rao, 
Mangathayaru, & Rao, 2017). Dengan data yang 
besar dan pemilihan variabel yang sedikit itu dapat 
membuang banyak informasi yang tersedia, maka 
dibutuhkan Support Vector Machine (SVM) yang 
dapat sepenuhnya mengekstraksi sebuah informasi 
yang berguna terhadap indikator yang diberikan, 
meminimalkan kesalahan model dan memaksimalkan 
akurasi model.  
SVM memiliki keunggulan komputasi dalam 
menangani klasifikasi multiclass (Sahu, Pujari, 
Kagita, Kumar, & Padmanabhan, 2015), dengan 
berdasarkan teori pembelajaran statistik dengan 
sampling kecil, dan dimensi tinggi (Li & Zhang, 
2009). SVM dapat memodelkan masalah dunia nyata 
yang kompleks seperti klasifikasi teks dan gambar, 
pengenalan tulisan tangan, dan bioinformatika serta 
analisis biosequence. Pendekatan ini membantu 
menghilangkan hambatan pada data (Krishnan & K, 
2018). Algoritma yang sangat kuat terutama 
digunakan untuk analisis regresi, prediksi dan 
klasifikasi margin berbasis kernel (Lee & Yoon, 
2017). Kinerja SVM dengan mengandalkan 
parameter regularisasi dan kernel yang digunakan 
dalam mesin vector dukungan untuk memetakan data 
pembelajaran (non linier) ke dalam ruang fitur 
dimensi yang lebih tinggi di mana daya komputasi 
mesin pembelajaran linier meningkat. SVM juga 
dapat digunakan dalam meningkatkan akurasi 
sehingga mencapai yang tertinggi (Riyanto, Hamid, 
& Ridwansyah, 2019). SVM juga dapat 
meningkatkan hasil diagnosis dan mengurangi 
kesalahan (Zou, Zheng, Xu, & Chen, 2010). 
Decision Tree adalah pendekatan yang paling 
kuat dalam penemuan pengetahuan dan data mining. 
Decision Tree termasuk teknologi penelitian besar 
dan kompleks data untuk menemukan pola yang 
bermanfaat. Gagasan ini sangat penting karena 
memungkinkan pemodelan dan ekstraksi 
pengetahuan dari sebagian besar data yang tersedia. 
Semua ahli teori dan spesialis terus mencari teknik 
untuk membuat proses lebih efisien, hemat biaya dan 
akurat. Decision Tree adalah alat yang sangat efektif 
di banyak bidang seperti data mining dan teks, 
ekstraksi informasi, machine learning dan 
pengenalan pola (Sharma, Bhargava, & Mathuria, 
2013). Algoritma decision tree termasuk klasifikasi 
yang sederhana namun efektif. Decision tree 
mempunyai kelebihan yaitu memberikan rules yang 
dapat dipahami oleh manusia. Decision tree memiliki 
beberapa kekurangan salah satunya membutuhkan 
waktu untuk menyortir semua atribut numerik untuk 
menentukan keputusan yang hasilnya harus simpul, 
ini menjadi salah satu yang memperlambat dan 
memakan ukuran memori terutama dataset yang diuji 
berjumlah jutaan (Ben-Haim & Tom-Tov, 2010). 
Karakteristik dari dataset yang akan diuji dalam 
penelitian ini, mempunyai 2 class numerik kategori 
“her dan tidak her” sangat relevan dengan model 
SVM dan decision tree. Dengan penelitian ini SVM 
dan decision tree dapat membantu sebuah perguruan 
tinggi untuk mengurangi jumlah her guna 
meningkatkan mutu mahasiswa. 
2. METODE PENELITIAN 
2.1 Suport Vector Machine 
Support Vector Machine (SVM) adalah metode 
pembelajaran mesin baru berdasarkan teori 
pembelajaran statistik dan itu diklasifikasikan 
sebagai salah satu pendekatan komputasi yang 
dikembangkan oleh Vapnik (Mat Deris, Mohd Zain, 
& Sallehuddin, 2011)Awalnya, SVM dikembangkan 
untuk menyelesaikan masalah klasifikasi dua kelas 
tetapi kemudian dirumuskan dan diperluas untuk 
menyelesaikan klasifikasi multi-kelas (Tomar & 
Agarwal, 2015). 
SVM memperkenalkan dua parameter biaya C + 
dan C− untuk menyatakan setiap biaya false negative 
dan false positive, dan mempertimbangkan formulasi 
primal berikut: (Gu, Sheng, Tay, Romano, & Li, 
2017). 
 
min(𝑤, 𝑏, 𝑠) =
1
2
 (𝑤, 𝑤) + 𝐶







    (1) 
SVM didasarkan pada teori dimensi VC dan 
prinsip minimum risiko struktur teori statistik, yang 
memetakan vector input ke dalam ruang fitur dimensi 
tinggi dengan transformasi non linier dan 
menggunakan fungsi kernel teori yang relevan untuk 
menggantikan operasi produk titik dalam ruang 
dimensi tinggi ketika fungsi keputusan optimal 
diselesaikan dalam ruang dimensi tinggi. 
Memecahkan masalah perhitungan regresi non linier 
di ruang sampel.  Ide dasar regresi SVM adalah untuk 
melatih sampel yang diberikan (Y. Feng et al., 2019). 
SVM juga bekerja secara efektif untuk kategorisasi 
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sampel data yang tidak diklasifikasikan linier dengan 
memanfaatkan teori fungsi kernel (Tomar & 
Agarwal, 2015). 
 
{(Xi, Yi)|𝑥 Ꞓ 𝑅𝑛 , 𝑦 Ꞓ 𝑅, 𝑖 = 1,2, … , 𝑚}         (2) 
 
di mana Xj adalah vector input; yi adalah vector 
keluaran. 
Model prediksi adalah: 
𝑓 (𝑥) = 𝑤𝑇∅ (𝑥) + 𝑏                                         (3) 
 
2.2 Kernel 
Fungsi kernel pada dasarnya digunakan untuk 
mengganti produk dalam operasi antara dua titik 
sampel dalam dimensi tinggi ruang (X. Feng, Ling, 
Zheng, Chen, & Xu, 2019). SVM bekerja dengan 
menyematkan data ke fitur dimensi tinggi ruang dan 
kernel dalam SVM memainkan peran utama dalam 
formulasi model. Inti trik dalam SVM memastikan 
bahwa kita tidak perlu menghitung fungsi embedding 
secara eksplisit selama kita dapat membangun 
matriks kernel yang tepat (Jiang, Ching, Yiu, & Qiu, 
2018). Cara memilih fungsi kernel tergantung pada 
distribusi sampel data dan hubungan antara data 
sampel dan variabel yang diprediksi (X. Feng et al., 
2019). Karena ruang fitur berbeda distribusi data 
yang berbeda, kinerja SVM tergantung sebagian 
besar pada pilihan fungsi kernel. Fungsi kernel bisa 
dibagi menjadi tipe lokal dan global, fungsi kernel 
lokal memiliki kemampuan belajar yang baik tetapi 
kemampuan generalisasi yang lemah, sementara 
fungsi kernel global memiliki kemampuan 
generalisasi yang baik tetapi kemampuan belajarnya 
lemah (X. Feng et al., 2019). 
 
2.3 Decision Tree 
Decision Tree dapat dibangun relatif cepat 
dibandingkan dengan metode klasifikasi lainnya. 
Trees dapat dengan mudah dikonversi menjadi 
pernyataan SQL yang dapat digunakan untuk 
mengakses database secara efisien. Pengklasifikasi 
Decision Tree memperoleh akurasi yang serupa dan 
terkadang lebih baik jika dibandingkan dengan 
metode klasifikasi lainnya (Priyam, Gupta, Rathee, & 
Srivastava, 2013).  
 
2.4 Model Yang Diusulkan 
Sebelum melakukan klasifikasi data kami 
melakukan proses pembersihan data seperti data 
kosong, data tidak lengkap yang dapat menurunkun 
hasil penelitian. Dengan algoritma yang kami usulkan 




Gambar 1.  Model Penelitian yang diusulkan 
 
Metode yang diusulkan oleh penulis metode 
supervised learning algoritma SVM dengan 
improvisasi kernel yang terlihat dalam gambar diatas 
dengan catatan data sudah tidak ada yang kosong atau 
bias, data yang sudah lengkap siap diuji 
menggunakan metode SVM dengan menyeleksi 
atribut dan pemilihan label terlebih dahulu. Setelah 
seleksi data akan diuji validasi dengan 10-cross-
validation dengan menggunakan data training 
maupun data testing yang akan dilakukan dengan 
model SVM. Jika model diuji sudah baik maka 
penelitian selesai, jika masih belum memenuhi 
kriteria akan dilakukan peseleksian kembali terhadap 
data. 
3. PENELITIAN TERKAIT 
Peneletian tentang her pernah dilakukan oleh 
(Vasani & Gawali, 2013) yang dikumpulkan dari 
siswa lembaga politeknik, penelitian ini 
menggunakan model J48 dan NB dengan hasil j48 
ROC 0.957, NB dengan ROC 0.975 menghapus 
beberapa atribut untuk meningkatkan akurasi. Alat 
tools yang dipakai oleh penulis adalah WEKA. 
Peneliti lain telah melakukan prediksi 
mahasiswa yang mengikuti her dikarenakan 
mahasiswa yang tidak dapat memahami materi 
perkuliahan dan kurangnya dasar pengetahuan 
mereka adalah faktor yang  paling signifikan dalam 
melemahkan efektifitas belajar mereka,  dengan 
permasalahan bagaimana menemukan beberapa 
faktor yang terkait sehingga menemukan hasil untuk 
mencari tahu solusi dari permasalahan tersebut 
(Zhang, 2008) 
Banyak penelitian telah dilakukan untuk 
mengambil struktur dari data yang diperhitungkan 
dalam pendekatan SVM. Sebagai contoh, kernel 
grafik dan urutan telah diusulkan untuk 
mengklasifikasikan data terstruktur yang sesuai 
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seperti bahan kimia senyawa atau sekuens DNA 
(Cuingnet, Glaunés, Chupin, Benali, & Colliot, 
2013). 
Penelitian lain tentang SVM dengan menyajikan 
kerangka kerja untuk memperkenalkan prior spasial 
dan anatomi dalam SVM untuk analisis citra otak 
berdasarkan operator regularisasi. Gagasan 
kedekatan berdasarkan pengetahuan anatomi 
sebelumnya antara titik-titik gambar didefinisikan 
oleh grafik (Cuingnet et al., 2013).  
Penelitian lain dengan menggunakan algoritma 
SVM membuat indikator dasar untuk peramalan 
jangka pendek yang sangat penting untuk microgrid 
grup ladang minyak lepas pantai. Hasilnya 
menunjukkan bahwa algoritma DA-SVM memiliki 
langkah yang lebih mudah, kemampuan pencarian 
global yang lebih baik, akurasi prediksi yang lebih 
tinggi, dan kecepatan komputasi yang lebih baik (Y. 
Feng, Zhang, Yang, Li, & Zhang, 2019). 
4. HASIL DAN PEMBAHASAN  
Pengujian data her ini menggunakan dataset 
sebanyak 2264 yang didapatkan dari salah satu 
perguruan tinggi terkemuka yang ada di Indonesia. 
Data didapat dari hasil preprocessing, atribut JK 
(Jenis Kelamin) dengan value laki-laki menjadi 0, 
value perempuan menjadi 1, atribut 
KLH_SMBL_KRJ (Kuliah Sambil Kerja) dengan 
value tidak kerja menjadi 0, value kerja menjadi 1, 
value wirausaha menjadi 2, atribut jarak dengan value 
jauh menjadi 0, value dekat menjadi satu dan atribut 
her dengan value mahasiswa pernah her menjadi 1, 
value mahasiswa tidak penah her menjadi 0. Data set 
yang akan diuji sebagai berikut. 
 









11170040 21 0 1 0 1 
11170052 27 1 1 0 1 
11170053 21 1 1 0 1 
11170058 21 1 1 0 1 
11170059 28 1 1 0 1 
11170074 21 1 1 0 1 
11170092 24 1 1 0 1 
64191582 18 1 2 0 0 
64191597 17 1 2 1 0 
64191604 21 1 2 0 0 
64191606 19 1 2 1 0 
64191635 21 1 2 0 0 
64191653 19 0 2 0 0 
64191659 24 0 2 0 0 
 
Dalam penelitian pengklasifikasi data her 
menggunakan algoritma Support Vector Machine 
(SVM), dalam penelitian ini menggunakan 
improvisasi model kernel untuk visualisasi 
diantaranya bars, histogram dan scatter. 
 
 
A. Hasil pengujian algoritma 
Hasil pengujian algoritma Suport Vector 
Machine (SVM) terhadap dataset her dengan 
menggunakan model kernel dihasilkan sebagai 
berikut: 
 
Tabel 2. Pengujian SVM 
Akurasi 76.80 % 
Precission 76.83 % 
Recall 99.94 % 
AUC 0.584 
 
Dari tabel diatas pengujian SVM diatas dapat 
dijelaskan bahwa dijelaskan pengujian data her 
dengan model SVM memiliki akurasi 76.80 %, 
precission 76,83 % dan AUC 0.584 % 
 
Tabel 3. Confusion matrix 
 true 1 true 0 Calss 
precision 
Pred. 1 0 1 0.00% 
Pred. 2 524 1738 76.83%s 
Class recall 0.00% 99.94%  
 
Dari tabel diatas confusion matrix SVM data her 
yang diprediksi positif dan ternyata positif ada 0, 
yang diprediksi positif dan ternyata bukan positif ada 
1, yang diprediksi negatif ternyata bukan negatif ada 




Gambar 2. Scatter SVM Data Her 
 
Dari gambar 2 terlihat korelasi antara atribut 
yang satu dengan lainnya dan menunjukan keeratan 
antara atribut sehingga dapat menunjukan korelasi 
koefisiannya. 
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Gambar 3. Histogram SVM Data Her 
 
 Dari gambar 3. dapat menunjukan bahwa antara 
frequency dan value antara mahasiswa yang 




Gambar 4. Bars SVM Data Her 
 
Dari gambar 4. menujukan mahasiswa yang 
mengikuti her lebih dari seperempat dari data yang 
diuji yang ditunjukan oleh warna merah. 
 
Hasil pengujian algoritma Decision Tree 
terhadap dataset her dihasilkan sebagai berikut. 
 




AUC 0.748  
 
Dari tabel diatas pengujian Decision Tree diatas 
dapat dijelaskan bahwa dijelaskan pengujian data her 
dengan model Decision Tree memiliki akurasi 
76.84%, precission 77.06%  recall 99.48% dan AUC 
0.748. 
Tabel 5. Confusion matrix 
 true 1 true 0 Calss precision 
Pred. 1 9 9 50.00% 
Pred. 2 515 1730 77.06% 
Class recall 0.00% 99.94%  
 
Dari hasil uji coba dengan model decision tree 
maka didapatkan rule algoritma data mahasiswa her 
seperti gambar 5. 
 
Gambar 5. Pola Decision Tree 
 
Dari hasil uji coba sehingga didapatkan akurasi 
terbesar dengan menggunakan Decision Tree untuk 
mengetahui potensi mahasiswa yang mengikuti her 
dengan atribut usia, jenis kelamin, kuliah sambil 
bekerja, jarak tempuh untuk ditanggulangi 
kedepannya. 
5. KESIMPULAN  
Dari hasil penelitian menggunakan model 
algoritma SVM supervised learning dan Decision 
Tree terhadap dataset yang di uji dengan data her 
Februari 2019 dan 6 feature dari hasil algoritma SVM 
mendapatkan Akurasi sebesar 76.80 %, Precission 
76.83 %, Recall 99.94 % dan AUC 0.584. dan  
Decision Tree mendapakatkan akurasi sebesar 
76.84%, Precission 77.06%, Recall 99.48% dan AUC 
0.748. Hasil dari penelitian ini divisualisasikan ke 
model kernel yaitu Scatter, histogram dan bars untuk 
pengujian SVM.  
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Dari semua atribut yang diuji terbukti dapat 
menyebabkan mahasiswa mendapatkan nilai yang 
kurang dan mengakibatkan mahasiswa mengikuti her 
terhadap beberapa mata kuliah. Oleh karena itu 
perguruan tinggi dapat mengantisipasi terhadap 
beberapa atribut yang menyebabkan permasalahan 
tersebut dengan metode yang sudah di uji coba SVM 
dan Decision Tree. 
Berdasarkan hasil tersebut bisa diambil 
kesimpulan hasil yang akurasi terbesar yaitu 
Decission Tree sebesar 76.84% dan AUC sebesar 
0.748. Tolak ukur dari feature-feature yang ada pada 
dataset her Februari 2019 bahwa mahasiswa yang her 
berdasarkan feature tersebut, kedepannya untuk bisa 
dijadikan evaluasi oleh perguruan tinggi tersebut dan 
dapat mengurangi mahasiswa yang mengikuti her.  
Disarankan kedepannya dilakukan uji coba 
dengan menambahkan feature dataset her atau 
penambahan optimasi untuk memaksimalkan 
confusion matrix pada model  
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