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Abstract 
In response to the high demand of the operation reliability by implementing real-time 
monitoring and system health management, the three-year PhD project focuses on 
developing robust fault diagnosis and fault tolerant control strategies for complex systems 
with high-nonlinearities, stochastic Brownian perturbations, and partially decoupled 
unknown inputs, which are then applied to wind turbine energy systems.  
Integration of serval advanced approaches, including the augmented system method, 
unknown input observer design, Takagi-Sugeno fuzzy logic, linear matrix inequality 
optimization, and signal compensation techniques enable us to achieve robust estimations 
of both the system states and the faults concerned simultaneously, while 
removing/reducing the adverse influences from faults to the system dynamics. Prior to the 
existing work, the considered unknown inputs can be partially decoupled rather than 
completely decoupled, which can meet a wider practical requirement. Moreover, the 
systems under investigation can be linear, Lipschitz nonlinear, quadratic inner-bounded 
nonlinear, high-nonlinear characterized by a Takagi-Sugeno fuzzy model, and stochastic 
with Brownian perturbations, which can cover a wide range of real industrial plants.  
Specifically, the augmented system method is used to construct an augmented plant 
with the concerned faults and system states being the augmented states. Unknown input 
observer technique is thus utilized to estimate the augmented states and decouple unknown 
inputs that can be decoupled. Linear matrix inequality approach is further addressed to 
ensure the stability of the estimation error dynamics and attenuate the influences from the 
unknown inputs that cannot be decoupled. As a result, the robust estimates of the faults 
concerned and system states can be obtained simultaneously. Based on the fault estimates, 
a signal compensation scheme is developed to remove/offset the effects of the faults to the 
system dynamics and outputs, leading to a stable dynamic satisfying the expected 
performance.  
A case study on a 4.8 MW wind turbine benchmark system is proposed to illustrate and 
demonstrate the proposed integrated fault tolerant control techniques. Takagi-Sugeno 
modelling of a wind turbine system is presented as a by-product.   
To summarize, the proposed integrated fault estimation and fault tolerant control 
strategy can handle a system with highly nonlinear dynamics in a strong disturbance/noise 
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environment (e.g., partially-decoupled process disturbances and stochastic parameter 
perturbations), which is validated by a real-time wind turbine system. As a result, the 
presented methods/algorithms have enriched fault diagnosis and tolerant control theory 
with high-novelty and great potentials for practical applications.  
Keywords: Fault estimation; unknown input observer; signal compensation; wind 
turbines; nonlinear systems; partially decoupled unknown inputs; stochastic Brownian 
motion. 
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Chapter 1 
Introduction  
1.1 Research motivations  
Along with the development of advanced technologies to increase production, the 
complexity and the expense of industrial systems are growing correspondingly. The 
components of control systems are prone to malfunction, which could bring unanticipated 
economic cost due to the unscheduled shutdown and repairing/maintenance. Therefore, it 
is of particular interest to design advanced fault diagnosis and fault tolerant control 
programs to automatically monitor the behavior of industrial systems and prevent 
extensive damage caused by unexpected faults.  
A fault in dynamical systems is unpermitted deviation of the system structure or the 
system parameters from the nominal situation. The objectives of fault diagnosis include 
fault detection to detect the occurrence of faults, fault isolation to locate the faulty 
components, and fault identification to recognize the specific features such as types, 
magnitudes and patterns of the faults at an early stage. Fault tolerant control (FTC) aims 
to preserve the functionalities of a faulty system with acceptable performance. With the 
aid of an advanced fault diagnosis block providing the online information of faulty 
features, FTC can real-time reconfigure controller laws such that the influences from the 
unforeseen faults to the system dynamics are eliminated/relieved, and the system stability 
is guaranteed. 
Fault estimation can achieve multi-task of fault diagnosis, provide rich knowledge 
about faults, and generate auxiliary full state estimation as a by-product. In consequence, 
it is motivated to develop integrated fault estimation and fault tolerant control techniques 
for industrial dynamics to make the system resilient to unexpected faults. It is paramount 
for fault estimators to possess a good capability to attenuate the effects from various 
disturbance sources.  Unknown input observer (UIO) is well recognized owing to its ability 
to decouple the influences from the unknown inputs, resulting from the modeling errors, 
parameter perturbations, and exogenous disturbances. As a result, UIO-based fault 
reconstruction is able to provide the rich information of the concerned faults (e.g., types, 
sizes and shapes) under noisy environments. It is noticed that not all process disturbances 
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can be decoupled by the UIO techniques in some engineering systems. Therefore, 
additional techniques such as robust optimal techniques are also required such that the 
disturbances that cannot be decoupled can be further attenuated.  
Because of wide existence of random factors in real plants, stochastic systems subject 
to Brownian motion can describe real plants more practically. Nevertheless, this class of 
systems is formulated in It?̂?-type stochastic differential equations rather than conventional 
differential equations, hence make many effective techniques for deterministic dynamics 
invalid in stochastic plants.  Moreover, many practical systems are nonlinear. However, 
there is few powerful and systematic tool to handle nonlinearities of systems so far, 
especially for those with high-nonlinearities. Therefore, advanced fault estimation and 
fault tolerant control strategies are challenging but in stringent requirement for nonlinear 
industrial systems subject to stochastic perturbations. 
Nowadays, wind energy conversion industry has drawn tremendous attention 
worldwide along with increasing concerns of clean sources of electricity. Wind turbine 
systems are complex and remotely installed structures. Working under harsh environment 
and operating load conditions, wind turbine components are inevitably subject to a variety 
of possible faults. As is known, it is of high cost to maintain wind turbines, especially for 
those built offshore. It was reported that the operation and maintenance costs for onshore 
and offshore wind turbines made up 10%–15% and 20%–35%, respectively, of the total 
life costs of wind conversion systems. Therefore, implementing real-time fault estimation 
techniques, which allows early diagnosis of the unexpected behaviors of turbine dynamics, 
and appropriate fault tolerant control, which compensates occurred faults, can improve 
reliability of wind turbine, reduce maintenance cost and extract maximum amount of 
energy from the wind. 
Based on the aforementioned facts, the PhD project focuses on developing novel 
unknown input observer-based fault estimation and fault tolerant control strategies for 
systems subject to partially decoupled unknown inputs, faults, nonlinear properties and 
stochastic perturbations, which can be applied to wind turbines to prevent high cost of 
maintenance caused by faults, and increase system reliability and safety.  
1.2 Summary of contributions of the thesis 
 A novel unknown input observer-based fault estimation technique 
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      The constraints of traditional unknown input observer techniques are relaxed from 
completely decoupled to partially decoupled, which can meet practical requirements 
better. Integration of augmented system approach and unknown input observer techniques 
provides simultaneous estimations of system states and concerned faults, and decouple a 
part of unknown inputs. Linear matrix inequality (LMI) algorithms are associated to 
eliminate the rest of unknown inputs that cannot be decoupled by the UIO. The novel UIO-
based fault estimation techniques are developed for linear systems, Lipschitz nonlinear 
systems, and Takagi-Sugeno (T-S) fuzzy nonlinear systems.   
 Signal compensation for tolerant control design 
Based on robust fault estimation mentioned above, signal compensation technique is 
developed to remove adverse effects caused by actuator faults and sensor faults. One 
advantage is that the signal compensation technique is based on a pre-designed controller, 
hence will not change the original controller and healthy system trajectories of the plant, 
and can work effectively under both healthy and faulty situations. 
 Takagi-Sugeno fuzzy modelling of nonlinear system 
Takagi-Sugeno fuzzy logic is adopted to model high-nonlinear systems by convex 
combination of a set of linear systems valid around corresponding operating points. The 
modelling errors are regarded as a part of unknown inputs, and can be attenuated or 
decoupled by the developed UIO-based fault estimation. The modelling process is 
demonstrated via case study on wind turbines. 
 Lyapunov-based criteria of stochastically input-to-state stability and finite-time 
stochastically input-to-state stability 
In order to achieve better robustness against unknown inputs for fault estimation of 
stochastic system, stochastically input-to-state stability and finite-time stochastically 
input-to-state stability are investigated. Stochastically input-to-state stability takes the 
influences of disturbances on stability into account, and reflects that bounded disturbances 
result in bounded stochastic system states. It is stronger than traditional asymptotic 
stability in probability, hence reflects better estimation performance. Finite-time 
stochastically input-to-state stability further requires that the stochastic convergence time 
is finite. The thesis provided criteria based on Lyapunov theory, which is simple and 
straightforward for the observer design. 
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 Observer-based fault tolerant control for stochastic systems 
Based on the developed criterion of stochastically input-to-state stability, UIO-based fault 
estimation and fault tolerant control methods are designed for stochastic linear time 
invariant system, stochastic Lipschitz nonlinear system and stochastic quadratic inner- 
bounded nonlinear system, respectively.  Siding mode unknown input observer-based fault 
estimation and fault tolerant control is developed for stochastic Takagi-Sugeno fuzzy 
nonlinear system. Because of the influences of Brownian motions, the separate design 
process of observer-based control cannot work for stochastic systems. The original plant 
after signal compensation and estimation error dynamic make up an overall closed-loop 
system. The observer gains and controller gains are designed to meet stability and 
robustness requirement of the closed-system, such that both estimation and fault tolerant 
control can achieve expected performance.   
 Application of the integrated fault tolerant control techniques to wind turbines 
A case study on benchmark wind turbine model is investigated to illustrate the successful 
application of the proposed methods. The nonlinear benchmark wind turbine is firstly 
modeled by a T-S fuzzy system. Based on the built T-S fuzzy model, the developed fuzzy 
unknown input observer-based fault tolerant control method is then applied to compensate 
generator torque actuator faults, and rotor rotational speed sensor faults. Furthermore, the 
integrated fault tolerant control designed for stochastic system is applied to stochastic drive 
train system in presence of Brownian motion. The simulation results can well demonstrate 
that the T-S fuzzy modelling algorithms and the integrated fault tolerant control techniques 
are effective. 
1.3 Organisation of the thesis 
This thesis is divided into eight chapters. Following introduction in Chapter 1, Chapter 
2 reviews recent fault diagnosis and fault tolerant control techniques, their application to 
wind turbines, and the current challenges to be solved. Robust fault estimation approaches 
for linear system and Lipschitz nonlinear system in presence of faults and partially 
decoupled unknown inputs are addressed in Chapter 3. Chapter 4 introduces robust fault 
estimator-based fault tolerant control techniques for Takagi-Sugeno fuzzy dynamic plant, 
which can well describe general nonlinear engineering systems. Chapter 5 focuses on 
robust fault estimation for nonlinear stochastic system with Brownian motion. Specially, 
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stochastically input-to-state stability and finite-time stochastically input-to state stability 
along with their Lyapunov function-based criteria are proposed and proved firstly. Then 
based on the criteria, robust unknown input observer-based fault estimation techniques are 
designed for stochastic quadratic inner-bounded nonlinear system and stochastic Takagi-
Sugeno fuzzy nonlinear model. In Chapter 6, integrated fault tolerant control methods of 
stochastic dynamics are introduced in terms of linear, Lipschitz nonlinear, quadratic inner-
bounded nonlinear and Takagi-Sugeno fuzzy nonlinear plants. A case study on wind 
turbine is presented in Chapter 7, which can validate the effectiveness of the proposed 
techniques. The PhD thesis ends with conclusions and future work in Chapter 8.  
1.4 List of publications 
1.4.1 Journal articles 
1. X. Liu, Z. Gao and Z. Q. Chen, “Takagi-Sugeno fuzzy model based fault estimation 
and signal compensation with application to wind Turbines,” IEEE Trans. Ind. 
Electron., vol. 64, no. 7, pp. 5678-5689, Jul. 2017. 
2. X. Liu and Z. Gao, “Robust finite-time fault estimate on for stochastic nonlinear 
systems with Brownian motions,” Journal of the Franklin Institute, vol. 354, no. 6, 
pp. 2500-2523, Apr. 2016 
3. Z. Gao, X. Liu and Z. Q. Chen, “Unknown input observer-based robust fault 
estimation for systems corrupted by partially decoupled disturbances,” IEEE Trans. 
Ind. Electron., vol. 63, no. 4, pp. 2537-2547, Apr. 2016. 
1.4.2 Conference articles 
1. X. Liu, Z. Gao, A. Zhang and Y. Li, “Robust Fault Tolerant Control for Drive Train 
in Wind Turbine Systems with Stochastic Perturbations,” in Proc. IEEE Conf. Ind. 
Inf., Emden, Germany, Jul. 2017. 
2. X. Liu, Z. Gao and A. Zhang, “Robust fault estimation and fault tolerant control for 
Lipschitz nonlinear Brownian systems,” in Proc. IEEE Chinese Control and Decision 
Conference, Chongqing, China, May 2017  
3. X. Liu, Z. Gao, R. Binns, and H. Shao, “Robust fault estimation for stochastic Takagi-
Sugeno fuzzy systems,” in Proc. IEEE Conf. Ind. Electron. Society, pp. 453-458, 
Florence, Italy, Oct. 2016. 
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4. X. Liu, Z. Gao and S. Odofin, “Robust fault estimation for stochastic nonlinear 
systems with Brownian perturbations,” in Proc. IEEE Conf. Ind. Engineering and 
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2015, 
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Engineering and Applications, pp. 468-473, Hefei, China, Jun. 2016. 
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Chapter 2  
Literature Review 
During the past decades, substantial feasible researches have been conducted in the 
area of fault diagnosis and fault tolerant control. This chapter aims to review different 
types of fault diagnosis and fault tolerant control approaches and their application on wind 
turbines. Section 2.1 introduces various fault diagnosis and fault tolerant control 
strategies and the current problems to be solved. The construction of wind turbines and 
possible faults are presented in section 2.2. Section 2.3 is to review the fault diagnosis 
and fault tolerant control techniques that have been applied to wind turbines, followed by 
section 2.4 to conclude this chapter. 
2.1 Review of fault diagnosis and fault tolerant control techniques  
The approaches of fault diagnosis can be classified into various categories from 
different perspectives. According to the recent two part survey papers [1, 2], fault 
diagnosis approaches can be categorized into model-based methods, signal-based 
methods, knowledge-based methods, and hybrid/active methods. 
2.1.1 Model-based approaches  
Model-based fault diagnosis is suitable for non-stationary operation for engineering 
plants and can provide systematic design solutions. This method requires a well-developed 
model of engineering systems established by using either physical principles or systems 
identification techniques. A model-based fault diagnosis process is usually composed of 
two parts: residual generation and residual evaluation. The real operation data, reflecting 
anomaly features, are compared with those of a designed model, describing a healthy 
working condition, to generate residual signals, which increase with the level of faults. A 
threshold is then set to determine whether the faults should make alarms. The schematic 
diagram of model-based fault diagnosis is illustrated in Fig. 2.1.1. Well-known model-
based fault diagnosis techniques include observer/filter-based techniques (e.g. 
proportional integral (PI) observer [3], sliding mode observer [4, 5], descriptor observer 
[6] and Kalman filter [7]), parity space approaches [8, 9], and parameter estimation 
approaches [10]. Specifically, observer-based techniques have better sensitivity to faults 
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and robustness against disturbances compared with parity space approach. Moreover, they 
are less dependent on accuracy of measured parameters along with an explicit mapping to 
the physical coefficients than parameter estimation approaches.  As a result, observer-
based fault diagnosis becomes popular and leads to fruitful results.  
 
Fig. 2.1.1. Schematic diagram of model-based fault diagnosis 
As is known that a real dynamic is unavoidably influenced by unknown inputs, such as 
perturbations, uncertainties, and modelling errors, which are acceptable in the system and 
should not be regarded as faults. Therefore, the robustness of an observer does always 
shave a vital status to make the diagnosis accurate against false alarms from unknown 
inputs. In order to attenuate the influences from the disturbances/uncertainties, one 
solution is to carry out various optimization calculations to make the residual sensitive to 
faults, but robust against the disturbances/uncertainties (e.g. [11-14]). Alternatively, 
decomposition techniques such as unknown input observers (UIO) [15], can be utilized to 
decouple the process disturbances so that the effects of the disturbances on the residual are 
removed. The UIO methods were employed either for robust state estimation [16, 17] or 
robust fault diagnosis [15, 18-24]. Specifically, an UIO-based fault detection filter was 
proposed for linear time-invariant systems in [15]. UIO techniques were developed in [18-
21] for robust fault detection and isolations for a class of nonlinear systems.  
 Signal compensation is a powerful fault tolerant control technique, which is capable to 
work along with a pre-existing controller designed for healthy working condition of the 
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system, and eliminate the influences from the occurred faults. Before implementing signal 
compensation, the size and shape of the faults should be available. Advanced observer 
methods, such as adaptive observer [25], sliding mode observer [26], and augmented 
system observer (including descriptor observer) [27-31] are capable to achieve fault 
estimation/reconstruction which can provide rich knowledge about faults (shapes, sizes, 
types, etc.) for implementation of signal compensation. Among those, augmented system 
approach takes advantage to generate auxiliary full state estimation as a by-product at the 
mean time of fault estimation. By using estimated faults, the effects from the faulty signals 
to the system dynamics can be then compensated to realize a fault tolerant operation no 
matter faults occur or not [29-31].   
As a result, it is a common trend to join augmented observer approach and unknown 
input observer to provide simultaneous estimation of the concerned faults and system state 
under noisy environments. UIO based fault/disturbance estimation and reconstruction 
were addressed in [22-24].  It is noticed that all the unknown input observers and UIO-
based fault diagnosis methods mentioned above are based on the assumption that the 
process disturbances can be decoupled completely. Unfortunately, this assumption cannot 
always be met in many engineering systems. As a result, there is a motivation to develop 
UIO techniques to handle the systems in the presence of more general form of 
disturbances. So far, few results have been reported on unknown input  observer design 
for systems subject to partially decoupled process disturbances [32, 33]. Specifically, in 
[32], partial disturbance decoupled UIO was addressed for state estimation in linear time-
invariant systems by attenuating un-decoupled process disturbances using linear matrix 
inequality (LMI) techniques. In [33], for linear systems subject to both process and sensor 
disturbances that cannot be decoupled completely, UIO methods were developed for state 
estimates by using linear transformation and descript system methods. It is noted that the 
partial decoupled unknown input observers in [32, 33] were proposed for state estimates 
only, which were not employed for fault diagnosis. Therefore, it is motivated to pay efforts 
to investigate UIO-based fault estimation and fault tolerant control issues for systems 
subject to partially decoupled disturbances/uncertainties.   
Many industrial processes are of high-nonlinear, which cannot be expressed by 
linearized models or Lipschitz models. Therefore, the linearized or Lipschitz model based 
fault diagnosis methods fail to handle high-nonlinear systems. Therefore, robust fault 
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diagnosis for general nonlinear systems is a challenging problem and worthy of further 
research. Takagi-Sugeno (T-S) fuzzy model was initialized in [34], which has been widely 
used to approximate a variety of high-nonlinear engineering systems through weighted 
aggression of a set of linear models valid around selected operating points, such that the 
complexity of nonlinear problems can be reduced to linear range. As a result, a variety of 
T-S fuzzy model based fault diagnosis approaches were developed during the last decades, 
e.g., see [35-38]. Moreover, T-S fuzzy model based UIOs were investigated in [39-42]. To 
the best of our knowledge, no effort has been paid on T-S fuzzy UIO-based fault estimation 
and signal compensation for high-nonlinear systems subject to partially decoupled 
unknown disturbances.   
Stochastic dynamics widely exist in many industrial processes such as nuclear systems, 
chemical processes, biological systems, thermal systems, wind energy conversion systems, 
and so forth. Therefore, research on fault diagnosis and tolerant control for industrial 
processes with stochastic natures is well motivated, and some interesting results were 
reported for systems with various stochastic descriptions such white noises [43, 44], 
Markovian jump distributions [45, 46], non-Gaussian disturbances [47] and Brownian 
parameter perturbations [35, 36].  It is worthy to point out that stochastic systems 
formulated by It?̂?-type stochastic differential equations have attracted much attention 
recently [48, 49] due to their flexibility to describe a wide range of stochastic processes. 
Nevertheless, due to the influences of Brownian motions, techniques suitable for 
deterministic systems become invalid for stochastic systems.  Because of the complexity 
of stochastic properties, fault estimation and fault tolerant control become challenging, 
hence limited work has been reported so far. Specifically, [35] presented a fault tolerant 
control scheme based on state estimation to handle sensor faults for stochastic T-S fuzzy 
dynamics, and actuator faults have also been considered in [36]; [49] investigated stability 
of stochastic systems and proposed a sequential design technique to solve observer and 
controller gains in case of Brownian motions. However, robustness of fault estimation and 
fault tolerant control against partially decoupled unknown inputs has not been considered 
in the above mentioned work, hence still an open problem. 
2.1.2 Signal-based approaches 
Signal-based fault diagnosis is dependent on appropriate sensors installed in plant 
components, rather than explicit input-output models. A diagnostic decision can be made 
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by comparing the measured signals such as vibrations, sounds and electrical signals, which 
reflect faulty features, with prior knowledge of symptom of healthy systems via symptom 
analysis. Schematic diagram is demonstrated in Fig. 2.1.2 to show its methodology. In 
general, signal-based fault diagnosis can be classified into time-domain (broadband-based) 
approach, frequency-domain (spectral line analysis) approach, and time-frequency 
approach. 
 
Fig. 2.1.2. Schematic diagram of signal-based fault diagnosis 
Time-domain signal-based fault diagnosis utilizes time-domain parameters reflecting 
component failures such as root mean square [50], slop [51] and kurtosis [52] 
straightforwardly to monitor the dynamics. Widely used time-domain signal-based 
diagnostic methods includes scale-invariant feature transform [53] and fast dynamic time 
warping [52].   
Frequency-domain signal-based fault diagnosis employs a variety of spectrum analysis 
tools, such as discrete Fourier transformation (DFT) which can be computed by fast 
Fourier transformation (FFT) [54] to convert a time-domain waveform into its frequency-
domain equivalence for monitoring the systems. 
In order to improve the processing ability for signals, time-frequency analysis 
approaches by combining both time-domain waveform and corresponding frequency 
spectrum become a hot issue. Among them, short-time Fourier transform (STFT) [55], 
wavelet transform (WT) [56], Hilbert–Huang transform (HHT) [57], and Wigner–Ville 
distribution (WVD) [58] are the most commonly used approaches. Integration of different 
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signal–based diagnosis approaches to achieve better diagnostic performance is also a trend 
recently.  
2.1.3 Data-driven approaches 
In contrast to model-based and signal-based diagnosis requiring either mathematical 
models or extracted signal patterns, a data-driven approach relies on a large volume of 
historic data available to train universal approximations in order to recognize faulty 
patterns. The schematic diagram of data-driven fault diagnosis is shown in Fig. 2.1.3. Data-
driven fault diagnosis methods can be qualitative (e.g. Expert-system-based method [59]) 
and quantitative. Quantitative data-driven methods can be either statistical-analysis-based 
or non-statistical-analysis-based.   
 
Fig. 2.1.3. Schematic diagram of data-driven fault diagnosis 
Principle component analysis (PCA), independent component analysis (ICA), partial 
least squares, subspace aided approach (SAP), fisher discriminant analysis (FDA), and 
support vector machine (SVM) are commonly used statistical data-driven fault diagnosis 
techniques. An introduction of these methods and comparison of their advantages have 
been shown in [60]. The basic idea of PCA, ICA, SAP and FDA is to utilize various 
dimensionality reduction techniques to preserve the significant trends of original data set 
and have produced promising results in fault extraction. The SVM is a nonparametric 
statistical method to capture the faulty response using its excellence ability in classification 
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process. Associated with appropriate nonlinear kernels tested on the dataset, statistical-
analysis-based methods can achieve more accurate and reliable identifications.   
In addition to the above statistical data-driven diagnostic techniques, non-statistical 
approaches such as neural network (NN) [61] and fuzzy logic (FL) [62] are widely utilized 
to do fault diagnosis. Recent development has shown an interest on adaptive Neuro-Fuzzy 
Inference System (ANFIS) to combine these two methods, such that better diagnosis 
performance can be achieved (e.g. [63]).  
2.1.4 Hybrid approaches 
Model-based fault diagnosis has capability to detect unknown types of faults and 
requires small amount of online data. However, precise physical models are required. 
Signal-based approaches and data-driven approaches are independent of explicit 
mathematical models. Nevertheless, without considering system inputs, the performance 
of signal-based fault diagnosis can be degraded by extra disturbances. Data-driven 
approaches require a vast value of reliable historic data and can be time consuming. In 
consequence, hybrid approaches by adopting more than one of the methods are exploited 
in practice to enhance diagnosis performance, and lead to fruitful results (e. g. [64-67]).  
2.2 Construction of wind turbine and typical faults. 
A wind turbine is a complex electromechanical system that converts wind energy to 
electrical power. Most wind turbines are three–blade unites composed of a number of 
components and subsystems including blades, rotor, gearbox, generator, yaw, tower etc. 
and a typical structure is shown in Fig. 2.2.1. The wind flow in the nature drives the blades 
and rotor to rotate, converting wind power into mechanical energy transmitted via the 
main shaft supported through the gearbox to the generator, resulting in electrical output. 
Pitch angle varies to adjust to the change of wind speed, while yaw system aims to align 
turbine with the direction of the wind detected by anemometer. The controller is to 
guarantee stable electricity and the housing (or “nacelle”) covering most of these 
components is mounted at the top of a tower. 
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Fig. 2.2.1 wind turbine systems 
In practice, wind turbine components might fail due to either momentary events or 
aging degradation, and consequently lead to system interruptions as well as a huge 
amount of economic losses. Abnormal behaviours of wind turbines can be classified into 
faults and failures. Faults in wind turbines are short-term, temporary events caused by 
factors such as wind speed fluctuation, thermal issue, grid disturbances, temporary wrong 
sensor readings, etc. Fig. 2.2.2 shows a breakdown of faults in wind turbines, and the 
causes of typical faults are listed in Table 2.2.1. If an occurred fault is not detected and 
reacted in time, it may cause consequent failures, which require repairing or replacing of 
the degraded components and induce additional costs and loss of energy production.  
 
Fig. 2.2.2 Breakdown of faults in wind turbines [68] 
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Table 2.2.1. Typical faults in wind turbines [69,70] 
Fault types Causes 
Rotor and blade faults Rotor imbalance, blade and hub corrosion, 
crack, reduced stiffness, increased surface 
roughness, and deformation of blades, errors 
of pitch angle, etc. 
Gearbox faults Shaft imbalance, shaft misalignment, shaft 
damage, bearing damage, gear damage, 
leaking oil, high oil temperature, and poor 
lubrication, etc. 
Generator faults  Generator excessive vibrations, generator 
overheating, bearing overheating, abnormal 
noises and insulation damage, etc. 
Bearing faults  Overheating and premature wear caused by 
unpredictable stress, etc. 
Main shaft faults Corrosion, crack, misalignment, and coupling 
failure, etc. 
Hydraulic faults Oil leakage and sliding valve blockage, etc. 
Mechanical braking faults  Wind speed exceeding the limit, hydraulic 
failures, etc. 
Tower faults Poor quality control during the manufacturing 
process, improper installation, loading, harsh 
environment fire, etc. 
Electrical faults Broken buried metal lines, corrosion or crack 
of traces, board delamination, component 
misalignment, electrical leaks, cold-solder 
joints, etc. 
Sensor faults Malfunction or physical failure of a sensor, 
the data processing hardware, the 
communication link, or malfunction of the 
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data processing or communication software, 
etc. 
2.3 Fault diagnosis and fault tolerant control techniques for wind turbine systems  
During the past decades, substantial feasible researches have been conducted in the 
area of fault diagnosis and fault tolerant control for wind energy systems which have been 
reviewed in several literature surveys [69-80]. In this chapter, fault diagnosis and fault 
tolerant control strategies are reviewed from the perspective of information redundancy 
classified in section 2.1. 
2.3.1 Model-based approaches for wind turbines 
As mentioned in section 2.1, model-based methods depend on a well-designed physical 
model. A benchmark model of a generic three-blade horizontal wind turbine with a full 
converter coupling and a rated power of 4.8 MW was originally introduced in [81], and 
the model has been described in more details along with proposed fault diagnosis schemes 
in [82]. Subsequently, based on wind turbine modelling software FAST, a model of 5 MW 
electrical output has been built in [83].  In addition to these popular models, there have 
been other wind turbine models built via physical principles [84], various systems 
identification approaches [85], or simulation tools [86, 87]. 
These models provide grounds to implement developed model-based fault diagnosis 
methods on wind turbines to validate the developed methodologies, and fruitful 
achievements of fault detection, isolation and accommodation of wind turbines have been 
recorded.  Advanced observer/filter techniques, such as sliding mode observer [88], 
Kalman filter [85], unknown input observer [89] and PI observer [90] have been 
successfully applied to monitor wind turbine components. Due to complexity of wind 
turbines, although some components are linear, the overall wind turbines are nonlinear; 
hence bring challenges to observer/filter design. Cascaded Kalman filter [91] and cascaded 
unscented Kalman filter [92] have been developed in order to handle nonlinearities. A 
nonlinear parameter estimation technique was designed for wind turbine generator by 
monitoring temperature trend in [93]. T-S fuzzy model-based fault diagnosis methods have 
been developed in [37] and [94] for nonlinear wind turbines. 
The controller pre-designed in the wind turbine model has already been known to work 
well in fault-free case. Therefore, it is reasonable to require the controller retain in the 
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designed fault tolerant control schemes. Signal compensation can work along with a pre-
designed controller, hence can meet the practical requirement of fault tolerant control for 
wind turbines. As mentioned in section 2.1, signal compensation is based on well-designed 
fault estimation approaches. Augmented approach associated with high-gain observer [95] 
and proportional, integral and derivative observer [96] have been successfully applied to 
converter and pitch system in benchmark wind turbines for fault estimation-based signal 
compensation purpose.  For the overall nonlinear wind turbines, nonlinear geometric 
approach [97], linear parameter varying techniques [98, 99], and T-S fuzzy modelling 
strategies [90, 100,101] have been adopted to handle nonlinearities in the process of 
estimation-based signal compensation.   Specifically, T-S fuzzy modelling logics can 
enhance flexibility when designing observer-based fault estimation. Because based on 
well–developed T-S fuzzy model, various sophistically designed observer-based fault 
estimation techniques for linear system can be employed to nonlinear wind turbines.   
Working under harsh environment and operation load, the unknown input disturbances 
are unavoidable. Therefore, the robustness of fault estimation against unknown inputs is 
of critical importance for wind turbines. It is worthy to notice that T-S fuzzy model cannot 
be exactly the same with original nonlinear wind turbines. The modelling errors can also 
be recognized as part of unknown inputs. Optimization algorithm has been adopted in 
[102] to achieve robustness of fault estimation against disturbances.  Integration of 
augmented approach and unknown input observer for robust fault estimation of whole 
benchmark wind turbine system with completely decoupled unknown inputs has been 
addressed in [24]. However, the unknown inputs in wind turbines cannot always be 
completely decoupled by the UIO. Hence, it is motivated join optimization methods and 
unknown input observer approaches to handle partially decoupled unknown inputs for 
robust fault estimation of high-nonlinear systems like wind turbines. 
Since wind turbines are more or less in presence of random factors caused by stochastic 
noises in either wind speed or measurements, the dynamics are usually not deterministic. 
Kalmen filter techniques and parameter estimation methods can solve fault diagnosis of a 
class of stochastic systems subject to white noises. Nevertheless, stochastic systems 
subject to Brownian motions can describe real wind turbines more practically, but design 
of fault estimation and fault tolerant control for this class of systems becomes more 
challenging. To the best of our knowledge, no effort has been paid on fault estimation-
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based fault tolerant control for stochastic wind turbines with Brownian motions, hence this 
topic is worthy of investigation. 
2.3.2 Signal-based approaches for wind turbines 
Signal-based fault diagnosis have also been widely used for monitoring wind turbines. 
For instance, HHT has been utilized in [103] to detect gear-pitting faults. Empirical 
wavelet transform has been adopted in [104] for generator bearing diagnosis.  A two-stage 
diagnosis framework for wind turbine gearbox was presented in [105], where FFT was 
employed to convert raw time domain vibration signals to frequency spectrum, and the 
kurtosis values were used to calculate severity factors and levels by comparing with 
desired frequencies of fault-free conditions. Gear tooth damages were detected in a [106] 
by checking gear vibration spectra consisting of tooth meshing frequencies, their 
harmonics and the sidebands. 
2.3.3 Data-driven approaches for wind turbines 
Data-driven approaches including PCA [107], ICA [108], SAP [109], FDA [110], and 
SVM [111, 112] have also been successfully applied to monitor wind turbines. Least 
squares SVM was used in [111] to train the function of the weather and the turbine 
response variables, and distinguish faulty conditions from normal conditions. A 
comparative study has been investigated in [112] to show the advantages of a kernel-based 
SVM implemented in wind turbines over traditional methods without kernels. [113] 
compared different neural networks methods, while further development leads to a fault 
diagnosis scheme by using multiple extreme learning machines layers for feature learning 
and fault classification in [114]. Implementation of Adaptive Neuro-Fuzzy Inference 
System for fault diagnosis of wind turbines can be found in [63]. Additionally, jointly data-
driven algorithms (PCA, k-nearest neighbor algorithms, and evolutionary strategy) have 
been adopted in [115] to monitor operation of a wind farm. 
2.3.4 Hybrid approaches for wind turbines 
To overcome difficulties in model-based fault diagnosis due to the wind turbine 
complexity and strong non-stationary characters, clustering and classification has been 
combined with benchmark model to learn drift-like faulty features of pitch systems in 
[116]. Fuzzy/Bayesian networks have been introduced in [117, 118] to detect and isolate 
faults based on benchmark model. Kalman-like observers and SVM have been 
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implemented together in [119] to achieve robust fault detection and isolation. Model-based 
and signal-based techniques have been applied in [120] to monitor three-phase hydraulic 
pump motor of the brake system.  In [121], parity space is identified directly from data, 
and observer-based approach was used to generate residuals. [122] identified sparse 
features by learning algorithms to identify gearbox faults. Singular value decomposition 
has been used to select appropriate transform scale of Morlet wavelet in [123] to 
diagnosing impulsive faults in rolling bearing of wind turbine gearbox. A hybrid diagnosis 
approach was addressed on diagonal spectrum and clustering binary tree SVM in [124].  
2.4 Summary  
Signal-based monitoring methods require the installation of a large number of sensors, 
which increase the operation difficulty and costs.  Another drawback is that they do not 
consider the dynamic interrelationship between the different measured signals of the 
system. In addition, for detecting abrupt changes, signal analysis methods are not as fast 
as model-based approaches. Data-driven monitoring methods rely on large volume of 
reliable data, which can be difficult to obtain. Moreover, this class of methods require long 
time for the training or learning process. These two methods are suitable to use when the 
physical models cannot be achieved. Therefore, as long as the input-output model can be 
constructed, model-based fault diagnosis and fault tolerant control methods become more 
effective, systemic, and efficient for real plants.  
In many industrial systems such as wind turbine systems, robotic systems, and 
aerospace systems, the explicit physical models can be obtained. Therefore, model-based 
fault diagnosis and fault tolerant control techniques have wide application in industrial 
area. One challenge of this type of techniques is that when the system complexity increases 
due to nonlinearities, diversity of unknown input disturbances, and stochastic 
perturbations, the design of observer becomes more difficult. 
According to the aforementioned concerns, this PhD project aims to design robust fault 
estimation and fault tolerant control strategies for systems in presence of partially 
decoupled unknown inputs, faults, nonlinearities and stochastic Brownian perturbations. 
Then the developed methods can be applied to wind turbines to enhance the system 
reliability and reduce maintenance cost. 
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Chapter 3  
Robust fault estimation for linear system and 
Lipschitz nonlinear system 
In this chapter, robust fault estimation strategies are addressed for linear system and 
Lipschitz nonlinear system to simultaneously estimate the system states and the 
concerned faults, while eliminate the influences of caused process and sensor 
disturbances. Specifically, the augmented system is constructed by forming an augmented 
state vector composed of original system states and concerned faults. A novel unknown 
input observer is next designed for the augmented system by decoupling partial 
disturbances and attenuating the other disturbances through optimization algorithms, 
leading to a simultaneous estimate of the original system states and concerned faults. In 
order to meet the practical engineering situations, the process disturbances in this study 
are assumed not to be decoupled completely. In section 3.1 of the chapter, the existence 
condition of such an unknown input observer is proposed to facilitate the fault estimation 
for linear systems subjected to process disturbances. In section 3.2, robust fault estimation 
techniques are addressed for Lipschitz nonlinear systems subjected to both process and 
sensor disturbances. The proposed techniques are demonstrated by the simulation studies 
of a three-shaft gas turbine engine and a single link flexible joint robot in section 3.3.  
3.1 Fault estimation for linear system 
3.1.1 System description and augmented system 
Consider the dynamic systems described in the form of: 
          {
?̇?(𝑡) = 𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝐵𝑑𝑑(𝑡) + 𝐵𝑓𝑓(𝑡)
𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡) + 𝐷𝑓𝑓(𝑡)
                           (3-1) 
where 𝑥(𝑡) ∈ ℛ𝑛 represents unmeasurable state vector with initial value of  𝑥(0) ∈ ℛ𝑛; 
𝑢(𝑡) ∈ ℛ𝑚 and 𝑦(𝑡) ∈ ℛ𝑝 stand for control input vector and measurement output vector, 
respectively; 𝑑(𝑡) ∈ ℛ𝑙𝑑  is a bounded unknown input vector caused by either 
disturbances or modelling errors, 𝑓 ∈ ℛ𝑙𝑓 is the fault vector involving actuator faults and 
sensor faults,  𝐴, 𝐵, 𝐶, 𝐷, 𝐵𝑑, 𝐵𝑓 and 𝐷𝑓 are known constant coefficient matrices with 
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appropriate dimensions. For the simplicity of presentation, the symbol 𝑡 will be omitted 
in the rest of this chapter. 
Incipient faults are slowly developing faults, whereas an abrupt fault will approach a 
step signal. In this study, the faults concerned are assumed either to be incipient faults or 
abrupt faults, which are two typical faults in industrial processes. These two types of 
faults do not vary too fast, therefore, the second-order derivative of 𝑓 should be zero 
piecewise. In other words, 𝑓̈ = 0. For faults whose second order derivatives are not zero 
but bounded, the bounded signals could be regarded as a part of unknown inputs. In 
addition, 𝐵𝑑 = [𝐵𝑑1  𝐵𝑑2],  𝑑 =  [𝑑1  𝑑2]
𝑇 , 𝑑1 ∈ ℛ
𝑙𝑑1  and 𝑑2 ∈ ℛ
𝑙𝑑2 , where  𝑑1  rather 
than 𝑑2 is assumed to be decoupled, and 𝐵𝑑1 is of full column rank. 
Define an augmented state vector as  
?̅? = [𝑥𝑇 ?̇?𝑇 𝑓𝑇]𝑇 ∈ ℛ?̅?                                          (3-2) 
where ?̅? = 𝑛 + 2𝑙𝑓.  
As a result, we can construct an equivalent augmented system as follows: 
{
?̇̅? = ?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑
𝑦 = 𝐶̅?̅? + 𝐷𝑢
                                              (3-3) 
where 
?̅? = [
𝐴 0 𝐵𝑓
0 0 0
0 𝐼𝑙𝑓 0
] ∈ ℛ?̅?×?̅?, ?̅? = [
𝐵
0
0
] ∈ ℛ?̅?×𝑚,  
?̅?𝑑 = [
𝐵𝑑
0
0
] ∈ ℛ ?̅?×𝑙𝑑, and 𝐶̅ = [𝐶 0 𝐷𝑓] ∈ ℛ𝑝×?̅?. 
Clearly, ?̅? contains the original state vector 𝑥, the concerned fault vector 𝑓,  and its 
first order derivative ?̇? . As a result, these three components can be estimated 
simultaneously by designing an observer for the augmented system (3-3).  
3.1.2 Novel unknown input observer (UIO)  
Consider the following unknown input observer (UIO): 
{
𝑧̅̇ = 𝑅𝑧̅ + 𝑇?̅?𝑢 + (𝐾1 + 𝐾2)(𝑦 − 𝐷𝑢)
?̂̅? = 𝑧̅ + 𝐻(𝑦 − 𝐷𝑢)
                                (3-4) 
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in which 𝑧̅ ∈ ℛ?̅? is the state vector of dynamic system (3-4) and ?̂̅? ∈ ℛ?̅? represents the 
estimation of ?̅? ∈ ℛ?̅? , while 𝑅 ∈ ℛ?̅?×?̅? ,𝐾1 ∈ ℛ
?̅?×𝑝 , 𝐾2 ∈ ℛ
?̅?×𝑝 , 𝑇 ∈ ℛ?̅?×𝑚  and 𝐻 ∈
ℛ ?̅?×𝑝 are the gain matrices to be designed. 
Letting estimation error ?̅? = ?̅? − ?̂̅?, and using the output equation in (3-4), one has 
                                                        ?̅? = ?̅? − ?̂̅? 
= ?̅? − 𝑧̅ − 𝐻𝐶̅?̅? 
= (𝐼?̅? − 𝐻𝐶̅)?̅? − 𝑧̅                                              (3-5) 
Using (3-3) to (3-5), the derivative of ?̅? can be thus calculated as 
?̇̅? = (𝐼?̅? − 𝐻𝐶̅)?̇̅? − 𝑧̅̇ 
   = (𝐼?̅? − 𝐻𝐶̅)(?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑) − 𝑅𝑧̅ − 𝑇?̅?𝑢 − 𝐾1𝐶̅?̅? − 𝐾2(𝑦 − 𝐷𝑢)          
   = (?̅? − 𝐻𝐶̅?̅? − 𝐾1𝐶̅)?̅? + (?̅? − 𝐻𝐶̅?̅? − 𝐾1𝐶̅ − 𝑅)𝑧 ̅
       +[(?̅? − 𝐻𝐶̅?̅? − 𝐾1𝐶̅)𝐻 − 𝐾2](𝑦 − 𝐷𝑢) + [(𝐼?̅? − 𝐻𝐶̅)?̅? − 𝑇?̅?]𝑢 
+(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑1𝑑1 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2                                                     (3-6)                                                                      
where    [?̅?𝑑1   ?̅?𝑑2] = ?̅?𝑑.       
If one can make the following relationships hold, 
(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑1 = 0                                                 (3-7) 
𝑅 = ?̅? − 𝐻𝐶̅?̅? − 𝐾1𝐶̅                                               (3-8) 
𝑇 = 𝐼?̅? − 𝐻𝐶̅                                                      (3-9) 
𝐾2 = 𝑅𝐻                                                   (3-10) 
the state estimation error dynamics (3-6) reduces to  
?̇̅? = 𝑅?̅? + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2                                       (3-11) 
From (3-11), one can see 𝑑1 has been decoupled under the conditions (3-7) to (3-10), 
but 𝑑2 still exists. Therefore, the observer design is transformed to seek the solution to (3-
7), and design an algorithm to make the observer system matrix 𝑅 stable, and minimize 
the influence from the unknown input 𝑑2.  
It is ready to develop the existence condition of the UIO with original system matrices, 
and the following lemma is useful for the proof of Theorem 3.1.1  
Lemma 3.1.1 [11, 15].  
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The sufficient and necessary conditions for the existence of the UIO (3-4) for the system 
(3-3) are: 
(i)  rank(𝐶̅?̅?𝑑1) = rank(?̅?𝑑1); 
(ii) (𝐶̅, ?̅?1) is a detectable pair, where ?̅?1 = (𝐼𝑛 − 𝐻𝐶̅)?̅?. 
Remark 3.1.1 [15] 
(a) Condition (i) in Lemma 3.1.1 can ensure equation (3-7) is solvable, and a special 
solution is: 
 𝐻∗ = ?̅?𝑑1[(𝐶̅?̅?𝑑1)
𝑇(𝐶̅?̅?𝑑1)]
−1(𝐶̅?̅?𝑑1)
𝑇                             (3-12) 
The design of observer gain 𝐻 will be used to design other observer gains. In some 
cases, a general solution 𝐻 = ?̅?𝑀(𝐶̅?̅?𝑀)
+ + 𝑁(𝐼 − (𝐶̅?̅?𝑀)(𝐶̅?̅?𝑀)
+), where (𝐶̅?̅?𝑀)
+ =
[(𝐶̅?̅?𝑀)
𝑇(𝐶̅?̅?𝑀)]
−1(𝐶̅?̅?𝑀)
𝑇 and 𝑁 is a compatible matrix of proper dimension, can be 
considered to make the design of remaining observer gains more flexible. 
 (b) Condition (ii) in Lemma 3.1.1 is standard for assigning the unstable poles of 𝑅 
arbitrarily. Moreover, the condition (ii) is equivalent to the condition that the 
transmission zeros from the unknown inputs to the measurements must be stable, i.e., 
[
𝑠𝐼?̅? − ?̅? ?̅?𝑑1
𝐶̅ 0
]                                                 (3-13) 
is of full column rank for all 𝑠 with Re(𝑠) ≥ 0. 
Theorem 3.1.1  
The sufficient and necessary conditions for the existence of the UIO (3-4) for the system 
(3-3) are 
(i) rank(𝐶𝐵𝑑1) = rank(𝐵𝑑1); 
(ii) [
𝐴 𝐵𝑓 𝐵𝑑1
𝐶 𝐷𝑓 0
] is of full column rank; 
(iii)  rank [
𝑠𝐼𝑛 − 𝐴 𝐵𝑑1
𝐶 0
] = 𝑛 + 𝑙𝑑1  for all 𝑠 with Re(𝑠) ≥ 0, but 𝑠 ≠ 0. 
Proof  
It is noted that 
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𝐶̅?̅?𝑑1 = [𝐶 0 𝐷𝑓] [
𝐵𝑑1
0
0
] = 𝐶𝐵𝑑1, 
and 
rank(?̅?𝑑1) = rank(𝐵𝑑1). 
Therefore one can know that condition (i) in Lemma 3.1.1, that is  rank(𝐶̅?̅?𝑑1) =
rank(?̅?𝑑1), is equivalent to the condition (i) in Theorem 3.1.1, that is, rank(𝐶𝐵𝑑1) =
rank(𝐵𝑑1).  
It is noticed that  
rank [
𝑠𝐼?̅? − ?̅? ?̅?𝑑1
𝐶̅ 0
] = rank
[
 
 
 
 
𝑠𝐼𝑛 − 𝐴 0
0 𝑠𝐼𝑙𝑓
−𝐵𝑓 𝐵𝑑1
0  0
      0      −𝐼𝑙𝑓
      𝐶       0
𝑠𝐼𝑙𝑓   0
𝐷𝑓   0 ]
 
 
 
 
 
= {
rank [
𝐴 𝐵𝑓 𝐵𝑑1
𝐶 𝐷𝑓 0
] + 𝑙𝑓 , 𝑠 = 0
rank [
𝑠𝐼𝑛 − 𝐴 𝐵𝑑1
𝐶 0
] + 2𝑙𝑓 , 𝑠 ≠ 0
               (3-14) 
Therefore, (3-14) implies that the conditions (ii) and (iii) in Theorem 3.1.1 are equivalent 
to (3-13) being full of column rank for all 𝑠 with Re(𝑠) ≥ 0, which is also equivalent to 
(ii) in Lemma 3.1.1.  
This completes the proof.  
The next challenge for designing robust observer (3-4) is to make the matrix 𝑅 stable 
and reduce the influence from the un-decoupled disturbance 𝑑2. 𝐻 can be obtained from 
(3-12). The following theorem is provided to solve observer gain 𝐾1. 
Theorem 3.1.2 
For system (3-3), there exists a robust UIO in the form of (3-4) such that ‖?̅?‖𝑇𝑓 ≤
𝑟‖𝑑2‖𝑇𝑓, if there exists a positive definite matrix 𝑃 and matrix 𝑄, such that 
[
𝐼?̅? + ?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶 𝑃(𝐼?̅? −𝐻𝐶̅)?̅?𝑑2
∗ −𝑟2𝐼𝑙𝑑2
] < 0            (3-15) 
where ?̅?1 = (𝐼𝑛 − 𝐻𝐶̅)?̅?, and 𝑄 = 𝑃𝐾1. Then we can obtain 𝐾1 = 𝑃
−1𝑄 
Proof  
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Take the following Lyapunov function candidate for error dynamic system (3-11): 
𝑉(?̅?) = ?̅?𝑇𝑃?̅?                                                   (3-16) 
Using (3-11) and (3-16), one has  
?̇?(?̅?) = ?̅?𝑇𝑃?̇̅? + ?̇̅?𝑇𝑃?̅? 
    = ?̅?𝑇(?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶̅)?̅? + 2?̅?𝑇𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2            (3-17)                                                         
Form (3-15), one can see 
𝐼?̅? + ?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶̅ < 0, 
indicating ?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶̅ < 0. 
Apparently, when 𝑑2 = 0, one can get ?̇?(?̅?) < 0, implying  the error dynamics in (3-
11) is asymptotically stable. 
Let 
 Γ = ∫ (?̅?𝑇?̅? − 𝑟2𝑑2
𝑇𝑑2)𝑑𝑡
𝑇𝑓
0
                                       (3-18) 
By using (3-17) and (3-18), one can have: 
                              Γ = ∫ (?̅?𝑇?̅? − 𝑟2𝑑2
𝑇𝑑2 + ?̇?(?̅?))𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
𝑓
0
 
                                 = ∫ [?̅?𝑇(𝐼?̅? + ?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶̅)?̅?
𝑇𝑓
0
 
+2?̅?𝑇𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2 − 𝛾
2𝑑2
𝑇𝑑2]𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
 
= ∫ [?̅?𝑇 𝑑2
𝑇]Π [
?̅?
𝑑2
] 𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
𝑇𝑓
0
                                    (3-19) 
where  
Π = [
𝐼?̅? + ?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶̅ 𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2
∗ −𝑟2𝐼𝑙𝑑2
]. 
Under zero initial condition ?̅?(0) = 0, 
∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
= ?̅?𝑇(𝑇𝑓)𝑃?̅?(𝑇𝑓) − ?̅?
𝑇(0)𝑃?̅?(0) 
                     = 𝑉(?̅?(𝑇𝑓) ) > 0                                                   (3-20)                                           
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Since Π < 0 in terms of (3-15), and from (3-19) and (3-20), one can have Γ < 0, which 
indicates ‖?̅?‖𝑇𝑓 ≤ 𝑟‖𝑑2‖𝑇𝑓.  
The proof is completed. 
3.1.3  Design procedure of the UIO for fault estimation 
Based on Theorems 3.1.1 and Theorems 3.1.2, we can summarize the design procedure 
of the UIO as follows. 
Procedure 3.1.1 The design of robust UIO for fault estimation 
i) Construct the augmented system in the form of (3-3). 
ii) Select the matrix 𝐻∗ in the form of (3-12). 
iii) Solve the LMI (3-15) to obtain the matrices 𝑃 and 𝑄, and calculate the gain 𝐾1 =
𝑃−1𝑄. 
iv) Calculate the other gain matrices 𝑅, 𝑇 and 𝐾2 following the formulae (3-8)-(3-10), 
respectively.  
v) Implement the robust UIO (3-4), and get the augmented estimate ?̂̅?, leading to the 
simultaneous state and fault estimates as follows: 
?̂? = [𝐼𝑛 0𝑛×2𝑙𝑓]?̂̅?                                              (3-21) 
𝑓 = [0𝑛×(𝑛+𝑙𝑓) 𝐼𝑙𝑓]?̂̅?                                           (3-22) 
3.2  UIO-based fault estimation for Lipschitz nonlinear system 
It is well-known that nonlinear properties widely exist in many practical dynamics, 
which motivates us to extend the approach proposed in Section 3.1 to nonlinear system. 
Many nonlinearities of engineering systems satisfy Lipschitz condition, hence make 
Lipschitz nonlinear system popular for study of fault diagnosis. In this section, robust UIO-
based fault estimation approach is to be developed for Lipschitz nonlinear system. In 
subsection 3.2.1, we consider the system is in presence of process disturbances, while in 
subsection 3.2.2, sensor noises are also taken into account. 
3.2.1 Nonlinear system subjected to process disturbances  
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In this subsection, novel UIO-based fault estimation approaches are to be proposed for 
Lipschitz nonlinear system subjected to process disturbances. The Lipschitz nonlinear 
system under consideration is represented as follows: 
{
?̇? = 𝐴𝑥 + 𝐵𝑢 + 𝐵𝑑𝑑 + 𝐵𝑓𝑓 + 𝛷(𝑡, 𝑥, 𝑢)
𝑦 = 𝐶𝑥 + 𝐷𝑢 + 𝐷𝑓𝑓
                      (3-23) 
where 𝛷(𝑡, 𝑥, 𝑢) ∈ ℛ𝑛  is a real nonlinear vector function with Lipschitz constant 𝜃 , 
namely, 
‖𝛷(𝑡, 𝑥, 𝑢) − 𝛷(𝑡, ?̂?, 𝑢)‖ ≤ 𝜃‖𝑥 − ?̂?‖, 
∀(𝑡, 𝑥, 𝑢), (𝑡, ?̂?, 𝑢) ∈ ℛ × ℛ𝑛 × ℛ𝑚,                                  (3-24) 
and the other symbols are the same as defined as (3-1). Lipschitz nonlinear systems, 
locally Lipschitz nonlinear systems at least, can be found in many practical systems. All 
the results derived for a globally Lipschitz system can be applied to a locally Lipschitz 
system directly.  
Defining an augmented state vector in the form of (3-2), one can obtain an equivalent 
augmented system as follow: 
{
?̇̅? = ?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑 + ?̅?(𝑡, 𝑥, 𝑢)
𝑦 = 𝐶̅?̅? + 𝐷𝑢
                                 (3-25) 
where ?̅?(𝑡, 𝑥, 𝑢) = [𝛷𝑇(𝑡, 𝑥, 𝑢) 0 0]𝑇 ∈ ℛ?̅?, and the other symbols are defined as the 
same as those in (3-3). 
An nonlinear UIO is in the form of  
{
𝑧̅̇ = 𝑅𝑧̅ + 𝑇?̅?𝑢 + (𝐾1 + 𝐾2)(𝑦 − 𝐷𝑢) + 𝑇?̅?(𝑡, ?̂?, 𝑢)
?̂̅? = 𝑧̅ + 𝐻(𝑦 − 𝐷𝑢)
                  (3-26) 
where the gains 𝐻, 𝑅, 𝑇, and 𝐾2 satisfy (3-7) to (3-10).  
The estimation error is defined in (3-5). In terms of (3-5), (3-25) and (3-26), the 
estimation error dynamics is represented as : 
?̇̅? = (?̅? − 𝐻𝐶̅?̅? − 𝐾1𝐶̅)𝑒 + (?̅? − 𝐻𝐶̅?̅? − 𝐾1𝐶̅ − 𝑅)𝑧 ̅
       +[(?̅? − 𝐻𝐶̅?̅? − 𝐾1𝐶̅)𝐻 − 𝐾2](𝑦 − 𝐷𝑢) + [(𝐼?̅? − 𝐻𝐶̅)?̅? − 𝑇?̅?]𝑢 
      +(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑1𝑑1 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2  + (𝐼?̅? −𝐻𝐶̅)?̃?                         (3-27)                                                               
in which ?̃? = ?̅?(𝑡, 𝑥, 𝑢) − ?̅?(𝑡, ?̂?, 𝑢). Substitution (3-7) to (3-10) into (3-27) yields  
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?̇̅? = 𝑅?̅? + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2 + (𝐼?̅? − 𝐻𝐶̅)?̃?                           (3-28) 
It is time to design the observer 𝐾1 to ensure the estimation error dynamics above to be 
asymptotically stable and satisfy robust performance index. The following two lemmas 
are useful to derive Theorem 3.2.1. 
Lemma 3.2.1 [125].  
For any matrices 𝑋 ∈ ℛ𝑠×𝑡, 𝑌 ∈ ℛ𝑡×𝑠 , a time-varying matrix 𝐹(𝑡) ∈ ℛ𝑡×𝑡  with 
‖𝐹(𝑡)‖ ≤ 1 and any scalar 𝜀 > 0, we have: 
𝑋𝐹(𝑡)𝑌 + 𝑌𝑇𝐹𝑇(𝑡)𝑋𝑇 ≤ 𝜀−1𝑋𝑋𝑇 + 𝜀𝑌𝑇𝑌. 
Lemma 3.2.2 (Schur complement) [126].  
Let 𝑆 = [
𝑆11 𝑆12
∗ 𝑆22
] to be a symmetric matrix, then the LMI 𝑆 < 0 is equivalent to 
𝑆22 < 0 and 𝑆11 − 𝑆12𝑆22
−1𝑆12
𝑇 < 0. 
Theorem 3.2.1  
For system (3-25), there exists a robust observer in the form of (3-26), such that 
‖?̅?‖𝑇𝑓 ≤ 𝑟‖𝑑2‖𝑇𝑓,if there exists a positive definite matrix 𝑃 and matrix 𝑄, such that 
[
Λ 𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2 𝑃(𝐼?̅? − 𝐻𝐶̅)
∗ −𝑟2𝐼𝑙𝑑2 0
∗ ∗ −𝜀𝐼?̅?
] < 0                              (3-29) 
where Λ = (𝜀𝜃2 + 1)𝐼?̅? + ?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇Q𝑇 − Q𝐶̅, ?̅?1 = (𝐼?̅? − 𝐻𝐶̅)?̅?, 𝑄 = 𝑃𝐾1, 𝜀 is 
a given positive number, 𝑟 is a performance index, standing for the magnitude of error 
compared with disturbances. Then we can obtain 𝐾1 = 𝑃
−1𝑄. 
Proof  
Choosing the Lyapunov function in the form of (3-16), and using (3-28), and notice 
that 𝑅 = ?̅?1 − 𝐾1𝐶,̅ one has 
?̇?(?̅?) = ?̅?𝑇(?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶̅)?̅? + 2?̅?𝑇𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2 
            +?̅?𝑇𝑃(𝐼?̅? − 𝐻𝐶̅)?̃?   + ?̃?
𝑇(𝐼 − 𝐻𝐶̅)𝑇𝑃?̅?                                       (3-30) 
Applying Lemma 3.2.1 to the last two terms in (3-30) and using (3-24), one has  
?̇?(?̅?) ≤ ?̅?𝑇(?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 −𝑄𝐶̅ + 𝜀𝜃2𝐼?̅? + 𝜀
−1𝑃(𝐼?̅? − 𝐻𝐶̅)(𝐼?̅? − 𝐻𝐶̅)
𝑇𝑃)?̅? 
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             +2?̅?𝑇𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2                                                                              (3-31) 
In terms of Lemma 3.2.2, one can see (3-29) implies that 
Λ + 𝜀−1𝑃(𝐼?̅? − 𝐻𝐶̅)(𝐼?̅? − 𝐻𝐶̅)
𝑇𝑃 < 0,                             (3-32) 
which leads to 
?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶̅ + 𝜀𝜃2𝐼?̅? + 𝜀
−1𝑃(𝐼?̅? − 𝐻𝐶̅)(𝐼?̅? − 𝐻𝐶̅)
𝑇𝑃 < 0   (3-33)                       
When 𝑑2 = 0, from (3-31) and (3-33) one can have ?̇?(?̅?) < 0, indicating the error 
dynamics is asymptotically stable. 
Letting 
Γ𝑎 = ∫ (?̅?
𝑇?̅? − 𝑟2𝑑2
𝑇𝑑2 + ?̇?(?̅?)) 𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
𝑇𝑓
0
                    (3-34) 
and using (3-31), one has 
Γ𝑎 ≤ ∫ [?̅?
𝑇(𝐼?̅? + ?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶̅
𝑇𝑓
0
+ 𝜀𝜃2𝐼?̅?  
                             +𝜀−1𝑃(𝐼?̅? − 𝐻𝐶̅)(𝐼?̅? − 𝐻𝐶̅)
𝑇𝑃)𝑒 + 2?̅?𝑇𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2 
                                      −𝑟2𝑑2
𝑇𝑑2]𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
   
      = ∫ [?̅?𝑇 𝑑2
𝑇]𝛺 [
?̅?
𝑑2
] 𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
𝑇𝑓
0
                                      (3-35) 
where  
Ω = [
Λ + 𝜀−1𝑃(𝐼?̅? − 𝐻𝐶̅)(𝐼?̅? − 𝐻𝐶̅)
𝑇𝑃 𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2
∗ −𝑟2𝐼𝑙𝑑2
]              (3-36) 
In terms of Lemma 3.2.2, the inequality (3-29) implies Ω < 0. It is also noted that 
∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
= 𝑉 (?̅?(𝑡𝑓)) > 0 under zero initial condition. As a result, from (3-35) one has 
Γ𝑎 < 0 , implying  
‖?̅?‖𝑇𝑓 ≤ 𝑟‖𝑑2‖𝑇𝑓                                              (3-37) 
This completes the proof. 
3.2.2 Nonlinear system with process and sensor disturbances  
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In this subchapter, a more general case is taken into consideration, that is, Lipschitz 
nonlinear system corrupted by both process and sensor disturbances, which is described 
by  
{
?̇? = 𝐴𝑥 + 𝐵𝑢 + 𝐵𝑓𝑓 + 𝐵𝑑𝑑 + 𝛷(𝑡, 𝑥, 𝑢)
𝑦 = 𝐶𝑥 + 𝐷𝑢 + 𝐷𝑑𝑑𝑠 +𝐷𝑓𝑓
                            (3-38) 
where 𝐷𝑑 is constant known matrix, standing for coefficient matrix of the measurement 
noise 𝑑𝑠 ∈ ℛ
𝑠, and the other symbols are the same as defined before.   
Defining an augmented state vector in the form of (3-2), an equivalent augmented 
system is given as 
{
?̇̅? = ?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑 + ?̅?(𝑡, 𝑥, 𝑢)
𝑦 = 𝐶̅?̅? + 𝐷𝑢 + 𝐷𝑑𝑑𝑠
                                 (3-39) 
where the symbols are the same as defined in (3-25) except for 𝐷𝑑  and 𝑑𝑠. 
The nonlinear UIO is taken the same form as (3-26). From (3-26) and (3-39), one can 
see the estimation error as  
                                                        ?̅? = ?̅? − ?̂̅? 
                   = ?̅? − 𝑧̅ − 𝐻(𝑦 − 𝐷𝑢) 
= (𝐼?̅? − 𝐻𝐶̅)?̅? − 𝑧̅ − 𝐻𝐷𝑑𝑑𝑠                        (3-40)              
Furthermore, in terms of (3-26), (3-39) and (3-40), one can obtain the estimation error 
dynamic equation as follows: 
?̇̅? = 𝑅?̅? + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2 + (𝐼?̅? − 𝐻𝐶̅)?̃? − 𝐾1𝐷𝑑𝑑𝑠 − 𝐻𝐷𝑑𝑑?̇?          (3-41)                                         
where ?̃? = ?̅?(𝑡, 𝑥, 𝑢) − ?̅?(𝑡, ?̂?, 𝑢). 
To design the parameters of observer (3-26), the following theorem is addressed. 
Theorem 3.3.1 
For system (3-39), there exists a robust observer in the form of (3-26) such that 
‖?̅?‖𝑇𝑓 ≤ 𝑟‖?̅?‖𝑇𝑓,if there exists a positive definite matrix 𝑃 and matrix 𝑄, such that 
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[
 
 
 
 
 
Λ 𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2 𝑃(𝐼?̅? −𝐻𝐶̅) −𝑄𝐷𝑑 −𝑃𝐻𝐷𝑑
∗ −𝑟2𝐼𝑙𝑑2 0 0 0
∗ ∗ −𝜀𝐼?̅? 0 0
∗ ∗ ∗ −𝑟2𝐼𝑠 0
∗ ∗ ∗ ∗ −𝑟2𝐼𝑠 ]
 
 
 
 
 
< 0                (3-42) 
where  Λ = (𝜀𝜃2 + 1)𝐼?̅? + ?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇Q𝑇 − Q𝐶̅ ,  ?̅?1 = (𝐼?̅? − 𝐻𝐶̅)?̅? , 𝑄 = 𝑃𝐾1 , 
?̅? = [𝑑2
𝑇 𝑑𝑠
𝑇 ?̇?𝑠
𝑇]
𝑇
, 𝜀 is a given positive number, 𝑟 is a performance index, standing 
for the magnitude of error compared with disturbances. 
Proof 
Taking the Lyapunov function in the form of (3-16), using (3-41) and the proof manner 
of (3-30) and (3-31), one has 
?̇?(?̅?) ≤ ?̅?𝑇(?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑄𝑇 − 𝑄𝐶̅ + 𝜀𝜃2𝐼?̅? + 𝜀
−1𝑃(𝐼?̅? − 𝐻𝐶̅)(𝐼?̅? − 𝐻𝐶̅)
𝑇𝑃) ?̅? 
             +2?̅?𝑇𝑃(𝐼 − 𝐻𝐶̅)?̅?𝑑2𝑑2 − 2?̅?
𝑇𝑃𝐾1𝐷𝑑𝑑𝑠 − 2?̅?
𝑇𝑃𝐻𝐷𝑑𝑑?̇?                          (3-43) 
For  𝑑2 = 0, and 𝑑𝑠 = 0, one can see the error estimation system (3-41) is asymptotically 
stable, similar to the proof in Theorem 3.3.1. 
Letting 
Γ𝑏 = ∫ (?̅?
𝑇?̅? − 𝑟2?̅?𝑇?̅? + ?̇?(?̅?))𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
𝑇𝑓
0
                    (3-44) 
and using (3-43), we can have 
 Γ𝑏 = ∫ [?̅?𝑇 𝑑2
𝑇 𝑑𝑠
𝑇 ?̇?𝑠
𝑇]Ψ [
?̅?
𝑑2
𝑑𝑠
𝑑?̇?
] 𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
𝑇𝑓
0
                 (3-45) 
where 
 Ψ =
[
 
 
 
 
Σ 𝑃(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2 −𝑄𝐷𝑑 −𝑃𝐻𝐷𝑑
∗ −𝑟2𝐼𝑙𝑑2 0 0
∗ ∗ −𝑟2𝐼𝑠 0
∗ ∗ ∗ −𝑟2𝐼𝑠 ]
 
 
 
 
                      (3-46) 
  Σ = Λ + 𝜀−1𝑃(𝐼?̅? − 𝐻𝐶̅)(𝐼?̅? − 𝐻𝐶̅)
𝑇𝑃                          (3-47) 
and Λ is defined in (3-42). 
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In terms of Lemma 3.3.2, the inequality (3-42) implies Ψ < 0. It is also noted that 
∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
= 𝑉 (?̅?(𝑡𝑓)) > 0 under zero initial condition. Therefore from (3-45) one has 
Γ𝑏 < 0, indicating ‖?̅?‖𝑇𝑓 ≤ 𝑟‖?̅?‖𝑇𝑓.    
This completes the proof.       
    In the LMIs (3-15), (3-29), and (3-42), 𝐻  can be obtained from (3-12). 𝑟  is given 
performance index, and 𝜀 is a given positive number. Therefore, these three variables are 
fixed before handing them in LMIs.  The positive definite matrix 𝑃 and matrix 𝑄  are 
decision variables. Observer gain 𝐾1 can be then obtained by 𝐾1 = 𝑃
−1𝑄. 
 3.2.3 Design procedure of the Nonlinear UIO for fault estimation 
On the basis of Theorems 3.2.1 and Theorems 3.2.2,  we can summarize the design 
procedure of the robust nonlinear UIO estimator as follows. 
Procedure 3.2.1 The design of nonlinear UIO for fault estimation 
i) Construct the augmented system in the form of (3-25) or (3-39), respectively for 
systems subjected to either process disturbances or both disturbances in the process 
and measurement. 
ii) Select the matrix 𝐻∗ in the form of (3-12). 
iii) Solve the LMI (3-29) or (3-42) to obtain the matrices 𝑃 and 𝑄, and calculate the gain 
𝐾1 = 𝑃
−1𝑄. 
iv) Calculate the other gain matrices 𝑅, 𝑇 and 𝐾2  following the formulae (3-8)-(3-10), 
respectively.  
v) Implement the robust UIO (3-26), and get the augmented estimate ?̂̅?, leading to the 
simultaneous state and fault estimates in the forms of (3-21) and (3-22), respectively. 
3.3 Illustration examples 
In this section, the proposed techniques are to be applied to two engineering-oriented 
systems: three-shaft gas turbine engine and single link flexible joint robot, to validate the 
effectiveness. 
3.3.1 Three-shaft gas turbine engine 
A three-shaft gas turbine engine can be characterized by a 14-order linearized model: 
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 {
?̇? = 𝐴𝑥 + 𝐵𝑢 + 𝐵𝑎𝑓𝑎 + 𝐵𝑑𝑑
𝑦 = 𝐶𝑥 + 𝐷𝑢 + 𝐷𝑎𝑓𝑎 + 𝐷𝑠𝑓𝑠
                                     (3-48) 
where the state vector, input vector and output vector are defined respectively as 
                         𝑥 = [𝑁𝐿 , 𝑁𝐼 , 𝑁𝐻 , 𝑃2𝐿𝑀 , 𝑃2𝐼 , 𝑃2 , 𝑇3 , 𝑃4𝐻 , 𝑃4𝐼 , 𝑃4𝑀 , 𝑊𝐻 , 𝑊𝐶 , 𝑃5 , 𝑇6]
𝑇, 
                      𝑢 = [𝑊𝐹𝐸 ,𝑊𝐹𝑅 , 𝐴𝐽]
𝑇, 
                       𝑦 = [𝑊1,𝑊2, 𝑃6, 𝑇2𝐿𝑀, 𝑇2𝐼 , 𝑇𝐻]
𝑇, 
The meanings of the symbols above can be found in Table 3.3.1. The coefficient 
matrices 𝐴, 𝐵, 𝐶, and 𝐷 are provided by [30, 127].  
In this simulation study, three actuator faults and two sensor faults are to be considered. 
Therefore, 𝐵𝑎 = 𝐵, 𝐷𝑠 = [
1 0 0 0 0 0
0 1 0 0 0 0
]
𝑇
. 
Denote 𝑓 = [𝑓𝑎
𝑇 𝑓𝑠
𝑇]𝑇 , we can have 𝐵𝑓 = [𝐵𝑎 0]  and 𝐷𝑓 = [𝐷𝑎 𝐷𝑠] , 
correspondingly.  
Table 3.3.1 Parameter symbols of gas turbine engine  
 
The unknown input disturbance vector is 𝑑 = [𝑑1
𝑇 𝑑2
𝑇 𝑑3
𝑇]𝑇 ,  where 𝑑1 =
5 sin (10𝑡) , 𝑑2  is random number between −0.5 to 0.5, and  𝑑3 = 0.5 sin (50𝑡). The 
control input vector is 𝑢 = [2 2 2]𝑇.  
The three actuator faults are: 
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𝑓𝑎1 = {
0,
𝑡 − 10,
20 − 𝑡,
0,
𝑡 < 10
10 ≤ 𝑡 < 15
15 ≤ 𝑡 < 20
𝑡 ≥ 20
                                       (3-49) 
𝑓𝑎2 =
{
 
 
 
 
0,
25 − 𝑡,
−5,
𝑡 − 40,
0,
𝑡 < 25
25 ≤ 𝑡 < 30
30 ≤ 𝑡 < 35
35 ≤ 𝑡 < 40
𝑡 ≥ 40
                                      (3-50) 
𝑓𝑎3 = {
0, 𝑡 < 2
0.2t − 0.4, 2 ≤ 𝑡 < 6
0.1 sin(2𝑡) + 0.8, 𝑡 ≥ 6
                            (3-51) 
and the two sensor faults concerned are: 
𝑓𝑠1 = {
0, 𝑡 < 65
1, 𝑡 ≥ 65
                                                      (3-52) 
𝑓𝑠2 = {
0, 𝑡 < 40
0.1 sin(0.5t) + 0.2sin (t +
𝜋
2
), 40 ≤ 𝑡 < 65
0, 𝑡 ≥ 65
            (3-53) 
By using the design procedure 3.1.1, we can obtain the robust UIO in the form of (3-4) 
(the obtained observer gains are omitted here due to the limit of space). The unknown input 
𝑑1  is decoupled whereas the influences of 𝑑2  and 𝑑3  are attenuated via the designed 
observer gains. Due to the limit of space, we only give the curves of the three dominant 
states (i.e., states corresponding to the three dominant poles) and their estimates, shown 
by Fig.3.3.1-Fig. 3.3.3, showing excellent estimation performance. The estimates of the 
three actuator faults and two sensor faults are depicted by Fig.3.3.4-Fig.3.3.8, respectively. 
It can be seen that the proposed UIO-based fault estimation techniques can successfully 
estimate abrupt faults, incipient faults and even sinusoidal faults.  
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Fig. 3.3.1. 𝑥12 (the 12
th state) and its estimation 
 
Fig. 3.3.2. 𝑥13 (the 13
th state) and its estimation 
 
Fig. 3.3.3. 𝑥14 (the 14
th state) and its estimation 
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Fig. 3.3.4. 𝑓𝑎1 (engine fuel actuator fault) and its estimation 
 
Fig. 3.3.5. 𝑓2 (reheat fuel actuator fault) and its estimation 
 
Fig.3.3.6. 𝑓𝑎3 (nozel area actuator fault) and its estimation 
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Fig.3.3.7. 𝑓𝑠1 (fan mass flow sensor fault) and its estimation 
 
Fig.3.3.8. 𝑓𝑠2 (HP compressor mass flow sensor fault) and its estimation 
3.3.2 Single-link flexible joint robot 
The single-link manipulator with revolute joints actuated by a DC motor can be 
described by a Lipschtiz nonlinear system [128, 129]: 
{
 
 
 
 
?̇?𝑚 = 𝜔𝑚
?̇?𝑚 =
𝑘
𝐽𝑚
(𝜃𝑙 − 𝜃𝑚) −
𝐺
𝐽𝑚
𝜔𝑚 +
𝑘𝜏
𝐽𝑚
𝑢
𝜃?̇? = 𝜔𝑙
?̇?𝑙 = −
𝑘
𝐽𝑙
(𝜃𝑙 − 𝜃𝑚) −
𝑚𝑔ℎ
𝐽𝑙
sin (𝜃𝑙)
                           (3-54) 
where 𝐽𝑚 represents the inertia of the DC motor, 𝐽𝑙  is the inertia of the link, 𝜃𝑚 and 𝜃𝑙 
denote the angles of the rotations of the motor and link, respectively, 𝜔𝑚 and 𝜔𝑙 are the 
angular velocities of the motor and link, respectively, 𝑘 is torsional spring constant, 𝑘𝜏 is 
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the amplifier gain, 𝐺is the viscous friction, 𝑚 is the pointer mass, 𝑔 is the gravity constant, 
and ℎ is the distance from the rotor to the gravity center of the link, and 𝑢 is the control 
input (DC voltage) to produce the motor torque. Let 𝑥 = [𝜃𝑚   𝜔𝑚   𝜃𝑙   0.1𝜔𝑙], the system 
can be written in the form of (3-38), where  
𝐴 = [
0 1 0 0
−48.6 −1.25 48.6 0
0 0 0 10
1.95 0 −1.95 0
], 𝐵 = [
0
21.6
0
0
],   
 𝐶 = [
1 0 0 0
0 1 0 0
], 𝛷(𝑥) = [
0
0
0
−0.333sin (𝑥3)
]. 
The fault and disturbance distribution matrices are respectively 𝐵𝑓𝑎 = 𝐵, and  
𝐵𝑑 = [
−0.2 0.01 −0.02
−0.1 0.02 −0.04
0.1 −0.02 0.04
0.2 0.02 −0.04
], 𝐷𝑑 = [
0.1
−0.02
]. 
The actuator fault is: 
𝑓𝑎 = {
1 + 0.1sin (4𝑡) 𝑡 ≥ 4
0.5(𝑡 − 2) 2 ≤ 𝑡 < 4
0 𝑡 < 2
, 
The unknown input disturbances are as follows: 𝑑1 = 5sin(10𝑡),  corrupted by a uniform-
random-number signal, 𝑑2 = 2sin(10𝑡), 𝑑3 = sin(20𝑡) and 𝑑𝑠 = 0.1 sin(10𝑡).  The 
control input is added as 𝑢 = 2sin (2𝜋𝑡) and the initial state value is given as 𝑥(0) =
[0.01 −5 0.01 5  ]𝑇. 
Choose 𝑟 = 0.58, 𝜀 = 50, and using the procedure 3.2.1, we can obtain the observer 
gains as follows: 
𝐻 =
[
 
 
 
 
 
0.8000 0.4000
0.4000 0.2000
−0.4000 −0.2000
−0.8000 −0.4000
0 0
0 0 ]
 
 
 
 
 
, 
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𝑇 =
[
 
 
 
 
 
0.2000 −0.4000 0 0 0 0
−0.4000 0.8000 0 0 0 0
0.4000 0.2000 1 0 0 0
0.8000 0.4000 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1]
 
 
 
 
 
, 
𝐾 = 𝐾1 + 𝐾2 =
[
 
 
 
 
 
−2851.2 5761.3
396.33 −910.70
3172.4 −6393.8
−1638.4 3224.6
−6308.5 12617
−14930 29859 ]
 
 
 
 
 
, 
𝑅 =
[
 
 
 
 
 
−1595.9 −7993.9 −19.440 0 0 −8.6400
210.82 1232.3 38.880 0 0 17.280
1781.0 8875.5 9.7200 10 0 4.3200
−924.22 −4496.9 17.490 0 0 8.6400
−3540.0 −17541 0 0 0 0
−8378.3 −41513 0 0 1 0 ]
 
 
 
 
 
 
In this example, we choose 𝑟 = 0.58, 𝜀 = 50, such that the unknown inputs can be 
mitigated, meanwhile, there are applicable solutions of LMI. 
By choosing the above parameters, 𝑑1 is decoupled and the influences of 𝑑2, 𝑑3 and 
𝑑𝑠 are minimized. The curves displayed in Figs. 3.3.9-3.3.11 exhibit the estimation 
performance for angular velocities of the motor and link, and actuator fault respectively.  
 
Fig. 3.3.9: 𝑥2 (motor angular velocity) and its estimation 
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Fig. 3.3.10.  𝑥4 (10% link angular velocity) and its estimation 
 
Fig. 3.3.11.  𝑓𝑎 (DC input voltage actuator fault) and its estimation 
3.4 Summary  
In this chapter, a novel UIO-based simultaneous state and fault estimation techniques 
have been proposed which can be utilized to handle systems subjected to partially 
decoupled process disturbances and even sensor disturbances. The design procedures of 
the estimators for both linear and nonlinear systems are presented. The robustness is 
ensured by decoupling partial process disturbances with the UIO approach, and attenuating 
un-decoupled process disturbances and sensor disturbances with LMI optimization 
technique. The simultaneous estimation is realized with the integration of the system 
augmentation and the estimator design for the augmented system. The proposed 
techniques have been illustrated by using two engineering-oriented examples: three-shaft 
gas turbine engine and single link robot. The proposed techniques have great potentials to 
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apply to various engineering systems.  It is encouraged to extend the proposed techniques 
to more complex systems such as time-delay nonlinear systems, distributed control 
systems and fault tolerant control design.   
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Chapter 4.  
Integrated fault tolerant control for Takagi-
Sugeno system 
Based on well-developed fault estimation, signal compensation can be implemented to 
achieve integrated fault tolerant control.   In Chapter 3, robust UIO based fault estimation 
approaches have been proposed for linear system and Lipschitz nonlinear system with 
partially decoupled unknown inputs. Many industrial processes are of high-nonlinear, 
which cannot be expressed by linearized models or Lipschitz models. Therefore, the 
linearized or Lipschitz model based fault diagnosis methods will become invalid to handle 
high-nonlinear systems. Due to lack of powerful and systematic tools to handle general 
nonlinearities directly, robust fault estimation for general nonlinear systems is a 
challenging problem and worthy of further research. Takagi-Sugeno (T-S) fuzzy model 
[34] has been widely used to approximate a variety of high-nonlinear engineering systems 
by using a convex combination of a set of local linearized systems. This idea can reduce 
complication of nonlinear problems. As a result, a variety of T-S fuzzy model based fault 
diagnosis approaches were developed during the last decades, e.g., see [35-38]. Moreover, 
T-S fuzzy model based UIOs were investigated in [39-42]. To the best of our knowledge, 
no effort has been paid on T-S fuzzy UIO-based fault estimation and signal compensation 
for high-nonlinear systems subject to partially decoupled unknown disturbances. In this 
chapter, a robust fault estimation and fault tolerant control approach is proposed for 
Takagi-Sugeno fuzzy systems, by integrating augmented system method, unknown input 
fuzzy observer design, linear matrix inequality optimization, and signal compensation 
techniques. In section 4.1, fuzzy augmented system method is used to construct an 
augmented plant with the concerned faults and system states being the augmented states. 
Unknown input fuzzy observer technique is thus utilized to estimate the augmented states 
and decouple unknown inputs that can be decoupled. Linear matrix inequality approach is 
further addressed to ensure the global stability of the estimation error dynamics and 
attenuate the influences from the unknown inputs that cannot be decoupled. As a result, 
the robust estimates of the faults concerned and system states can be obtained 
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simultaneously. Based on the fault estimates, signal compensation scheme is developed in 
section 4.2 to remove the effects of the faults to the system dynamics and outputs, leading 
to a stable dynamic satisfying the expected performance. Finally, section 4.3 concludes 
this chapter. 
4.1 Robust fault estimation of T-S fuzzy System 
This section presents the approach for robust state/fault estimation for T-S fuzzy system 
subjected to partially decoupled unknown inputs. Consider the following nonlinear system 
characterized by T-S fuzzy model: 
IF 𝜇1 is 𝑀1𝑖 and …𝜇𝑞 is 𝑀𝑞𝑖, THEN  
{
?̇?(𝑡) = 𝐴𝑖𝑥(𝑡) + 𝐵𝑖𝑢(𝑡) + 𝐵𝑑𝑖𝑑(𝑡) + 𝐵𝑓𝑖𝑓(𝑡)
𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑓𝑓(𝑡) + 𝐷𝑑𝑑𝑤(𝑡)
                         (4-1) 
where 𝑥(𝑡) ∈ ℛ𝑛  represents the state vector; 𝑢(𝑡) ∈ ℛ𝑚  stands for the control input 
vector and 𝑦(𝑡) ∈ ℛ𝑝 is the measurement output vector; 𝑑(𝑡) ∈ ℛ𝑙𝑑  , 𝑑𝑤(𝑡) ∈ ℛ
𝑙𝑑𝑤  are 
the bounded unknown disturbance vectors from plant and sensors, respectively; 𝑓(𝑡) ∈
ℛ𝑙𝑓 means the fault vector including actuator faults and sensor faults.  𝑖 = 1, 2, … 𝑟, and 𝑟 
is the total number of local models, depending on the precision requirement for modelling, 
the complexity of the nonlinear system and the choice of structure of weighting functions. 
𝑀𝑗𝑖 are fuzzy sets and 𝜇 denotes the decision vector containing all individual elements 𝜇𝑗, 
𝑗 = 1, 2, … 𝑞  which are known premise variables that may be the functions of the 
measurable state variables, external inputs,  and/or time. 𝐴𝑖, 𝐵𝑖, 𝐵𝑑𝑖, 𝐵𝑓𝑖, 𝐶, 𝐷𝑑, 𝐷𝑓 can be 
obtained by using the direct linearization of a nonlinear system or alternatively by using 
an identification procedure.  For the simplification of description, in the rest of the chapter, 
the time symbol 𝑡 is omitted. 
From (4-1), the final fuzzy system is inferred as follows: 
{
?̇? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐴𝑖𝑥 + 𝐵𝑖𝑢 + 𝐵𝑑𝑖𝑑 + 𝐵𝑓𝑖𝑓)
𝑦 = 𝐶𝑥 + 𝐷𝑓𝑓 + 𝐷𝑑𝑑𝑤
                  (4-2)                               
where ℎ𝑖(𝜇) are weighting functions, quantifying the membership of the current operation 
point of the system at a zone of operation, which are selected following the convex sum 
properties: ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 = 1 and 0 ≤ ℎ𝑖(𝜇) ≤ 1. 
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The faults concerned are either abrupt or incipient, which have the same assumption 
with those in Chapter 3. Moreover, denote 𝐵𝑑𝑖 = [𝐵𝑑𝑖1  𝐵𝑑𝑖2] and 𝑑 =  [𝑑1  𝑑2]
𝑇 . We 
assume that 𝑑1 ∈ ℛ
𝑙𝑑1  rather than 𝑑2 ∈ ℛ
𝑙𝑑2  can be decoupled. In addition, we also 
assume both the 𝑓 and 𝑓̇ are bounded.  
In order to estimate faults and system states at the same time, an augmented system can 
be constructed as: 
{
?̇̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (?̅?𝑖?̅? + ?̅?𝑖𝑢 + ?̅?𝑑𝑖𝑑)
𝑦 = 𝐶̅?̅? + 𝐷𝑑𝑑𝑤
                                          (4-3)       
where 
?̅? = 𝑛 + 2𝑙𝑓, 
 ?̅? = [𝑥𝑇 𝑓̇𝑇 𝑓𝑇]𝑇 ∈ ℛ?̅? 
?̅?𝑖 = [
𝐴𝑖 0𝑛×𝑙𝑓 𝐵𝑓𝑖
0𝑙𝑓×𝑛 0𝑙𝑓×𝑙𝑓 0𝑙𝑓×𝑙𝑓
0𝑙𝑓×𝑛 𝐼𝑙𝑓 0𝑙𝑓×𝑙𝑓
] ∈ ℛ?̅?×?̅? 
?̅?𝑖 = [𝐵𝑖
𝑇 0𝑚×𝑙𝑓 0𝑚×𝑙𝑓]
𝑇
∈ ℛ?̅?×𝑚 
?̅?𝑑𝑖 = [𝐵𝑑𝑖
𝑇 0𝑙𝑑×𝑙𝑓 0𝑙𝑑×𝑙𝑓]
𝑇
∈ ℛ ?̅?×𝑙𝑑 
𝐶̅ = [𝐶 0𝑝×𝑙𝑓 𝐷𝑓] ∈ ℛ
𝑝×?̅? 
An unknown input observer in the following form can be designed for (4-3):  
{
𝑧̅̇ = ∑ ℎ𝑖(𝜇)[𝑅𝑖𝑧̅ + 𝑇?̅?𝑖𝑢 + (𝐾𝑖1 + 𝐾𝑖2)𝑦]
𝑟
𝑖=1
?̂̅? = 𝑧̅ + 𝐻𝑦
                        (4-4) 
Let the estimation error to be ?̅? = ?̅? − ?̂̅?, leading to its derivative calculated as follows: 
?̇̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 {(?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐾𝑖1𝐶̅)𝑒 + (?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐾𝑖1𝐶̅ − 𝑅𝑖)𝑧̅        
       +[(?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐾𝑖1𝐶̅)𝐻 − 𝐾𝑖2]𝑦 + [(𝐼?̅? − 𝐻𝐶̅) − 𝑇]?̅?𝑖𝑢 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑖1𝑑1 
     +(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑖2𝑑2 − 𝐾𝑖1𝑑𝑠 − 𝐻𝐷𝑑?̇?𝑠}                                                           (4-5) 
If the observer gains satisfy the following conditions: 
(𝐼?̅? −𝐻𝐶̅)?̅?𝑑𝑖1 = 0                                    (4-6) 
𝑅𝑖 = ?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐾𝑖1𝐶̅                                          (4-7) 
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 𝑇 = 𝐼?̅? − 𝐻𝐶̅                                                    (4-8) 
 𝐾𝑖2 = 𝑅𝑖𝐻                                                      (4-9) 
the state estimation error can be reduced to 
?̇̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [𝑅𝑖?̅? + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑖2𝑑2 − 𝐾𝑖1𝑑𝑤 − 𝐻𝐷𝑑?̇?𝑤]            (4-10) 
In order to meet the conditions (4-6)-(4-9), we have the following assumptions: 
  Assumption 4.1.1 
rank(𝐶̅(?̅?𝑑11  ?̅?𝑑21⋯  ?̅?𝑑𝑟1)) = rank((?̅?𝑑11  ?̅?𝑑21⋯  ?̅?𝑑𝑟1)); 
Assumption 4.1.2 
For ∀ 𝑖,  [
𝐴𝑖 𝐵𝑓𝑖 𝐵𝑑𝑖1
𝐶 𝐷𝑓𝑖 0
] is of full column rank; 
Assumption 4.1.3 
For ∀ 𝑖,  rank [
𝑠𝐼𝑛 − 𝐴𝑖 𝐵𝑑𝑖1
𝐶 0
] = 𝑛 + 𝑙𝑑1. 
According to Chapter 3, the above assumptions are to ensure that for each local model, 
equation (4-6) can be solved, and the model is observable.  
 Equation (4-6) implies that 
𝐻𝐶̅(?̅?𝑑11  ?̅?𝑑21⋯  ?̅?𝑑𝑟1) = (?̅?𝑑11  ?̅?𝑑21⋯  ?̅?𝑑𝑟1)                      (4-11)                                        
For (?̅?𝑑11  ?̅?𝑑21⋯  ?̅?𝑑𝑟1) , there exists a non-singular matrix 𝑀  such that 
(?̅?𝑑11  ?̅?𝑑21⋯  ?̅?𝑑𝑟1)𝑀 = (?̅?𝑀  0), where ?̅?𝑀 is of full column rank. Assumption 4.1.1 
indicates rank((𝐶̅?̅?𝑀  0)) = rank((?̅?𝑀  0)), which implies that 𝐶̅?̅?𝑀  is of full column 
rank, hence (𝐶̅?̅?𝑀)
+ exists. By right multiplying 𝑀 on the both sides of (4-11), we have 
𝐻𝐶̅?̅?𝑀 = ?̅?𝑀.  Therefore, by choosing different compatible matrix 𝑁 of proper dimension, 
all possible solutions of 𝐻 can be obtained as follows: 
𝐻 = ?̅?𝑀(𝐶̅?̅?𝑀)
+ + 𝑁(𝐼 − (𝐶̅?̅?𝑀)(?̅??̅?𝑀)
+)                           (4-12) 
where (𝐶̅?̅?𝑀)
+ = [(𝐶̅?̅?𝑀)
𝑇(?̅??̅?𝑀)]
−1(𝐶̅?̅?𝑀)
𝑇. Here, a general solution is used to make 
the design of fuzzy observer gains more flexible. 
By deriving 𝐻 from (4-12) to satisfy condition (4-6), a part of unknown inputs 𝑑1 are 
decoupled, however, un-decoupled unknown inputs 𝑑2 and 𝑑𝑤 still exist in error dynamic 
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and influence the performance of the estimator. To achieve robustness to 𝑑2 and 𝑑𝑤, the 
following Theorem 4.1 is addressed to attenuate their influences on estimation error. 
Theorem 4.1  
For system (4-3), there exists a robust UIO in the form of (4-4), such that ‖?̅?‖𝑇𝑓 ≤
𝛾‖?̅?‖
𝑇𝑓
, if ∀ 𝑖, there exist a positive definite matrix 𝑃, matrices 𝑌𝑖, and 𝑍 such that 
[
 
 
 
 
Λ𝑖 (𝑃𝐹 − 𝑍𝐺𝐶̅)?̅?𝑑𝑖2 −𝑌𝑖 −(𝑃?̅?𝑀𝑄 − 𝑍𝐺)𝐷𝑑
∗ −𝛾2𝐼𝑙𝑑2 0 0
∗ ∗ −𝛾2𝐼𝑙𝑑𝑤 0
∗ ∗ ∗ −𝛾2𝐼𝑙𝑑𝑤 ]
 
 
 
 
< 0               (4-13) 
where Λ𝑖 = 𝐼?̅?+?̅?𝑖
 𝑇𝐹𝑇𝑃 − ?̅?𝑖
 𝑇𝐶̅𝑇𝐺𝑇𝑍𝑇 + 𝑃𝐹?̅?𝑖 − 𝑍𝐺𝐶?̅?𝑖 − 𝐶̅
𝑇𝑌𝑖
𝑇 −  𝑌𝑖𝐶̅ ,  𝑌𝑖 =
𝑃𝐾𝑖1 , 𝑍 = 𝑃𝑁 , 𝐹 = 𝐼?̅? − ?̅?𝑀(𝐶̅?̅?𝑀)
+𝐶̅ , 𝐺 = 𝐼 − (𝐶̅?̅?𝑀)(𝐶̅?̅?𝑀)
+ ,  𝑄 = (𝐶̅?̅?𝑀)
+ , 𝑖 =
1,2, … 𝑟 , ?̅? = [𝑑2
𝑇 𝑑𝑤
𝑇 ?̇?𝑤
𝑇 ]
𝑇
, and γ  is a performance index, standing for the 
magnitude of the error compared with unknown inputs. Therefore, we have 𝑁 = 𝑃−1𝑍 
and 𝐾𝑖1 = 𝑃
−1𝑌𝑖, 𝑖 = 1,2, … 𝑟. 
Proof 
Choose a Lyapunov function 𝑉(?̅?) = ?̅?𝑇𝑃?̅?, and it is easy to verity that 𝑉(?̅?) > 0 for 
any nonzero ?̅?.  With the aid of (4-10), the derivative of 𝑉(?̅?) can be derived as: 
?̇?(?̅?) = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 {[𝑅𝑖?̅? + 𝑇?̅?𝑑𝑖2𝑑2 − 𝐾𝑖1𝑑𝑤 − 𝐻𝐷𝑑?̇?𝑤]
𝑇
𝑃?̅?  
            +?̅?𝑇𝑃[𝑅𝑖?̅? + 𝑇?̅?𝑑𝑖2𝑑2 − 𝐾𝑖1𝑑𝑤 − 𝐻𝐷𝑑?̇?𝑤]}  
         = ∑ ℎ𝑖(𝜇)[
𝑟
𝑖=1 ?̅?
𝑇(𝑅𝑖
𝑇𝑃 + 𝑃𝑅𝑖)?̅? + 2?̅?
𝑇𝑃𝑇?̅?𝑑𝑖2𝑑2 − 2?̅?
𝑇𝑃𝐾𝑖1𝑑𝑤 
          −2?̅?𝑇𝑃𝐻𝐷𝑑?̇?𝑤   
         = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [?̅?
𝑇(?̅?𝑖
 𝑇𝑇𝑇𝑃 − 𝐶̅𝑇𝐾𝑖1
𝑇𝑃 + 𝑃𝑇?̅?𝑖 − 𝑃𝐾𝑖1𝐶̅)?̅? + 2?̅?
𝑇𝑃𝑇?̅?𝑑𝑖2𝑑2 
            −2?̅?𝑇𝑃𝐾𝑖1𝑑𝑤 − 2?̅?
𝑇𝑃𝐻𝐷𝑑?̇?𝑤] 
        = ∑ ℎ𝑖(𝜇)[
𝑟
𝑖=1 ?̅?
𝑇(?̅?𝑖
 𝑇𝐹𝑇𝑃 − ?̅?𝑖
 𝑇𝐶̅𝑇𝐺𝑇𝑍𝑇 + 𝑃𝐹?̅?𝑖 − 𝑍𝐺𝐶̅?̅?𝑖 − 𝐶̅
𝑇𝑌𝑖
𝑇 −  𝑌𝑖𝐶̅)?̅?  
         +2?̅?𝑇(𝑃𝐹 − 𝑍𝐺𝐶̅)?̅?𝑑𝑖2𝑑2 − 2?̅?
𝑇𝑃𝐾𝑖1𝑑𝑤 − 2?̅?
𝑇𝑃𝐻𝐷𝑑?̇?𝑤]                       (4-14)      
where 𝑌𝑖 = 𝑃𝐾𝑖1,𝑍 = 𝑃𝑁, 𝐹 = 𝐼?̅? − ?̅?𝑀(𝐶̅?̅?𝑀)
+?̅?, 𝐺 = 𝐼 − (𝐶̅?̅?𝑀)(?̅??̅?𝑀)
+. 
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It can be seen from the condition that  Λ𝑖 < 0, which implies ?̅?𝑖
 𝑇𝐹𝑇𝑃 − ?̅?𝑖
 𝑇𝐶̅𝑇𝐺𝑇𝑍𝑇 +
𝑃𝐹?̅?𝑖 − 𝑍𝐺𝐶?̅?𝑖 − 𝐶̅
𝑇𝑌𝑖
𝑇 −  𝑌𝑖𝐶̅ < 0.  Apparently, when  𝑑2 = 0 and 𝑑𝑤 = 0, ?̇?(?̅?) < 0. 
Based on Lyaponov stability theory, the error dynamic system (4-10) is stable. 
Now let us verify the robustness of the estimator. Let Γ = ∫ (?̅?𝑇?̅? − 𝛾2?̅?𝑇?̅?)𝑑𝑡
𝑇𝑓
0
, and 
by adding and subtracting ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
 into Γ, we can have: 
 Γ = ∫ (?̅?𝑇?̅? − 𝛾2?̅?𝑇?̅? + ?̇?(?̅?))𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
𝑇𝑓
0
 
    = ∫ ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [
𝑇𝑓
0
?̅?𝑇(?̅?𝑖
 𝑇𝐹𝑇𝑃 − ?̅?𝑖
 𝑇𝐶̅𝑇𝐺𝑇𝑍𝑇 + 𝑃𝐹?̅?𝑖 − 𝑍𝐺𝐶?̅?𝑖 − 𝐶̅
𝑇𝑌𝑖
𝑇 −  𝑌𝑖𝐶̅)?̅?  
      +2?̅?𝑇(𝑃𝐹 − 𝑍𝐺𝐶̅)?̅?𝑑𝑖2𝑑2 − 2?̅?
𝑇𝑃𝐾𝑖1𝑑𝑤 − 2?̅?
𝑇𝑃(?̅?𝑀𝑄 + 𝑁𝐺)𝐷𝑑?̇?𝑤 
     −𝛾2?̅?𝑇?̅?]𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
 
  = ∫ [?̅?𝑇 ?̅?𝑇][∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 𝛷𝑖] [
?̅?
?̅?
] 𝑑𝑡 − ∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
𝑇𝑓
0
                                     (4-15)                                                                                                                               
where  
Φ𝑖 =
[
 
 
 
 
Λ𝑖 (𝑃𝐹 − 𝑍𝐺𝐶̅)?̅?𝑑𝑖2 −𝑌𝑖 −(𝑃?̅?𝑀𝑄 − 𝑍𝐺)𝐷𝑑
∗ −𝛾2𝐼𝑙𝑑2 0 0
∗ ∗ −𝛾2𝐼𝑙𝑑𝑤 0
∗ ∗ ∗ −𝛾2𝐼𝑙𝑑𝑤 ]
 
 
 
 
               (4-16) 
Λ𝑖 = 𝐼?̅?+?̅?𝑖
 𝑇𝐹𝑇𝑃 − ?̅?𝑖
 𝑇𝐶̅𝑇𝐺𝑇𝑍𝑇 + 𝑃𝐹?̅?𝑖 − 𝑍𝐺𝐶?̅?𝑖−𝑌𝑖𝐶̅ − 𝐶̅
𝑇𝑌𝑖
𝑇, and 𝑄 = (𝐶̅?̅?𝑀)
+.  
Under zero initial condition ?̅?(0) = 0, therefore, 
∫ ?̇?(?̅?)𝑑𝑡
𝑇𝑓
0
= 𝑉(?̅?) ≥ 0                                   (4-17) 
Since  Φ𝑖 < 0 in terms of (4-13), then ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 Φ𝑖 < 0. From (4-15) and (4-17), one 
has Γ < 0, which indicates ‖?̅?‖𝑇𝑓 ≤ 𝛾‖?̅?‖𝑇𝑓 . As a result, for any given performance 
index γ, the estimation error can be reduced to be less than certain value by choosing 
observer gains according to LMIs (4-13). 
Remark 4.1 
In the aforementioned fault estimation approach design, we consider system for all 
local models with 𝐶1 = 𝐶2 = ⋯ = 𝐶𝑟 , 𝐷𝑓1 = 𝐷𝑓2 = ⋯ = 𝐷𝑓𝑟  and 𝐷𝑑1 = 𝐷𝑑2 = ⋯ =
𝐷𝑑𝑟. This kind of models are widely used to represent real industrial systems, such as 
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wind turbines, robotic systems, and electrical models. For more general situations, when 
𝐶𝑖, 𝐷𝑓𝑖 and 𝐷𝑑𝑖, 𝑖 = 1,2,⋯ 𝑟, are not equal among different local models,   the system can 
be represented as follows 
{
?̇? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐴𝑖𝑥 + 𝐵𝑖𝑢 + 𝐵𝑑𝑖𝑑 + 𝐵𝑓𝑖𝑓)
𝑦 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐶𝑖𝑥 + 𝐷𝑓𝑖𝑓 + 𝐷𝑑𝑖𝑑𝑤)
                        (4-18) 
To make the problem easier to tackle, the following augmented system can be 
constructed 
{
?̇̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (?̅?𝑖?̅? + ?̅?𝑖𝑢 + ?̅?𝑑𝑖𝑑)
𝑦 = 𝐶̅?̅? + 𝑑𝑠
                           (4-19) 
where 𝐶̅  is chosen from any  𝐶?̅? , 𝐶?̅? = [𝐶𝑖 0𝑝×𝑙𝑓 𝐷𝑓𝑖] ∈ ℛ
𝑝×?̅?, and 𝑑𝑠 =
∑ ℎ𝑖(𝜇)[(𝐶?̅? − 𝐶̅)?̅? + 𝐷𝑑𝑖𝑑𝑤
𝑟
𝑖=1 ]. As a matter of fact, a pre-designed controller (see (4-20) 
in Section 4.2) can make the system dynamics stable, therefore, the influences from the 
system states due to different system output matrices can be regarded as the disturbances. 
In this case, 𝑑𝑤 in Theorem 1 should be replaced by 𝑑s, and 𝐷𝑑 should be replaced by 𝐼𝑝. 
In the stability analysis, when 𝑑𝑠 = 0, it means 𝑑𝑤 = 0, and 𝐶1̅ = 𝐶2̅ = ⋯ = 𝐶?̅?.  When 
𝑑𝑠 ≠ 0, it implies 𝑑𝑤 ≠ 0 and/or 𝐶?̅?, 𝑖 = 1,2,⋯ 𝑟, are not equal. As a result, the methods 
used in Theorem 4.1 can be directly applied to prove the robust stability of the estimation 
error dynamics.    
Now the design procedure of the T-S fuzzy model based fault estimation for general 
nonlinear systems can be summarized as follows: 
Procedure 4.1 Robust state/faults estimation 
i) Construct the augmented system in the form of (4-3) for the T-S fuzzy model (4-2). 
ii) For system with fuzzy output, rewrite the augmented system in the form of (4-19). 
iii) Solve the LMIs (4-13) to obtain the matrices 𝑃, 𝑌𝑖 and 𝑍, and calculate the gain 𝐾𝑖1 =
𝑃−1𝑌𝑖 and 𝑁 = 𝑃
−1𝑍. 
iv) Use 𝑁 to solve 𝐻 from Equation (4-12). 
v) Calculate the other gain matrices 𝑅𝑖, 𝑇 and 𝐾𝑖2 following the formulae (4-6) to (4-9), 
respectively.  
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vi) Obtain the augmented estimate ?̂̅?  by implementing UIO (4-4), leading to the 
simultaneous estimates of state and fault as ?̂? = [𝐼𝑛 0𝑛×2𝑙𝑓]?̂̅?  and 𝑓 =
[0𝑙𝑓×(𝑛+𝑙𝑓) 𝐼𝑙𝑓]?̂̅?. 
4.2 Tolerant design with signal compensation 
In the last section, a robust fault estimation technique was proposed. In this section, 
we will apply the obtained estimates to compensate faulty signals. Assume there is a pre-
existing nonlinear dynamic output feedback controller characterized by T-S fuzzy model, 
designed for normal operating conditions (i. e., fault free scenario), in the following 
format: 
{
?̇?𝑐 = ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 (𝐴𝑐𝑙𝑥𝑐 + 𝐵𝑐𝑙𝑦)
𝑢 = ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 𝐶𝑐𝑙𝑥𝑐
                               (4-20)  
where 𝑥𝑐 ∈ ℛ
𝑛𝑐  is the state of dynamic controller (4-20),  𝑙 = 1, 2,⋯ 𝑟𝑐 ,  ℎ𝑐𝑙(𝜇𝑐) are 
membership functions satisfying ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 = 1  and 0 ≤ ℎ𝑐𝑙(𝜇𝑐) ≤ 1 , 𝐴𝑐𝑙 , 𝐵𝑐𝑙  and 
𝐶𝑐𝑙  are control gains of appropriate dimensions which are pre-designed in absence of 
faults, whose designs are beyond the concern in this study.                           
On the basis of the estimation of augmented state ?̂̅?, the fault term can be reconstructed 
as 
𝑓 = [0𝑙𝑓×?̅? 0𝑙𝑓×𝑙𝑓 𝐼𝑙𝑓]?̂̅?                                        (4-21) 
The measurement output can thus be compensated as follows: 
𝑦𝑐 = 𝑦 −∑ℎ𝑖(𝜇)
𝑟
𝑖=1
𝐷𝑓𝑖𝐽?̂̅? 
           = 𝐶𝑥 + ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 𝐷𝑓𝑖𝐽?̅? + 𝑑𝑐 
= 𝐶𝑥 + ?̅?1 + 𝑑𝑐                                                     (4-22) 
where 𝐽 = [0𝑙𝑓×?̅? 0𝑙𝑓×𝑙𝑓 𝐼𝑙𝑓] , 𝐶 = 𝐶̅[𝐼𝑛 0𝑛×𝑙𝑓 0𝑛×𝑙𝑓]
𝑇
, 𝑑𝑐 = ∑ ℎ𝑖(𝜇)[(𝐶𝑖 −
𝑟
𝑖=1
𝐶)𝑥 + 𝐷𝑑𝑖𝑑𝑤], ?̅?1 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 𝐷𝑓𝑖𝐽?̅?. 
Suppose  
rank[𝐵ℎ 𝐵𝑓ℎ] = rank 𝐵ℎ                                    (4-23) 
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where 𝐵ℎ = ∑ ℎ𝑖(𝜇)𝐵𝑖
𝑟
𝑖=1 , 𝐵𝑓ℎ = ∑ ℎ𝑖(𝜇)𝐵𝑓𝑖
𝑟
𝑖=1 . The compensated signal for the 
actuator is designed as 𝑢𝑓 = 𝐾𝑓𝑓, where 
𝐾𝑓 = 𝐵ℎ
+𝐵𝑓ℎ                                                   (4-24) 
Therefore, it is clear that  
∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐵𝑓𝑖 − 𝐵𝑖𝐾𝑓) = 𝐵𝑓ℎ − 𝐵ℎ𝐵ℎ
+𝐵𝑓ℎ = 0.                     (4-25) 
Subtracting 𝑢𝑓  from the actuator input, and using the compensated measurement 
output 𝑦𝑐  to replace the actual measurement 𝑦, the controller can be compensated as 
follows: 
{
?̇?𝑐 = ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 (𝐴𝑐𝑙𝑥𝑐 + 𝐵𝑐𝑙𝑦𝑐)
𝑢 = ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 (𝐶𝑐𝑙𝑥𝑐 −𝐾𝑓𝐽?̂̅?)
                               (4-26)                                             
Substituting (4-26) into (4-2), the following closed-loop system can be formulated as: 
{
?̇̃? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 (?̃?𝑖𝑙?̃? + ?̃?𝑑𝑖𝑙?̃? + 𝐵𝑒𝑖𝑙?̃?)
𝑦𝑐 = ?̃??̃? + 𝐽𝑒?̃? + 𝐽𝑐?̃?
                  (4-27) 
where ?̃? = [𝑥𝑇 𝑥𝑐
𝑇]𝑇 , ?̃? = [?̅?1
𝑇 ?̅?2
𝑇]𝑇 , ?̅?2 = 𝐾𝑓𝐽?̅? ,  ?̃?𝑖𝑙 = [
𝐴𝑖 𝐵𝑖𝐶𝑐𝑙
𝐵𝑐𝑙𝐶 𝐴𝑐𝑙
] , ?̃?𝑑𝑖𝑙 =
[
𝐵𝑑𝑖 0
0 𝐵𝑐𝑙
], ?̃? = [𝐶 0𝑝×𝑛𝑐] ?̃? = [𝑑
𝑇 𝑑𝑐
𝑇]𝑇 , 𝐵𝑒𝑖𝑙 = [
0 𝐵𝑖
𝐵𝑐𝑙 0
], 𝐽𝑒 = [𝐼𝑝 0𝑝×𝑚], and 
𝐽𝑐 = [0𝑝×𝑙𝑑 𝐼𝑝]. 
Now it is ready to discuss the stability and robustness of the dynamic system (4-27). 
Theorem 4.2 
If there is a pre-existing controller in the form of (4-20) to ensure plant (4-2) to be 
stable and satisfy the following robust performance index 
‖𝑦‖𝑇𝑓
2 ≤ 𝛾𝑝
2‖?̃?‖
𝑇𝑓
2
                                              (4-28) 
in fault free case, where 𝛾𝑝 is a positive scalar, then based on the robust fault estimation 
scheme designed following Theorem 4.1, the controller (4-26) can drive the trajectories 
of compensated system (4-27) to be stable and satisfy the following robust performance 
index: 
‖𝑦𝑐‖𝑇𝑓
2 ≤ 𝛾0
2‖?̃?‖
𝑇𝑓
2
+ 𝛾0𝑒
2 ‖?̃?‖𝑇𝑓
2                                    (4-29) 
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where 𝛾0
2 > 𝛾𝑝
2 + 𝛼2 + 𝛼0(𝛼3 + 𝛼4)  , 𝛾0𝑒
2 > 𝛼1 + 𝛼2 + 𝛼3 + 𝛼4 ,  𝛼1 = ‖𝐽𝑒
𝑇𝐽𝑒‖ , 𝛼2 =
‖𝐽𝑒
𝑇𝐽𝑐‖, 𝛼3 = ‖?̃?
𝑇𝐽𝑒‖, and𝛼4 is a positive scalar such that   
∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 ‖?̃?𝐵𝑒𝑖𝑙‖ ≤ 𝛼4. 
Proof 
(i) Proof of the closed-loop stability by assuming 𝑑 = 0 and 𝑑𝑐 = 0. 
Choose Lyapunov function as 
?̃? = 𝑉𝑐 + 𝜉𝑉 = ?̃?
𝑇?̃??̃? + 𝜉?̅?𝑇𝑃?̅?                                  (4-30) 
where 𝜉  is a positive scalar, ?̃?  and 𝑃  are positive-definite  matrices with appropriate 
dimensions. From Theorem 4.1, there exists a positive scalar φ0 such that  
?̇? ≤ −𝜑0‖?̅?‖
2                                                (4-31) 
It can be derived that  
‖?̃?‖2 = ‖?̅?1‖
2 + ‖?̅?2‖
2 ≤ 𝜑𝑒‖?̅?‖
2                               (4-32) 
where 𝜑𝑒 is a positive scalar such that 𝜑𝑒 ≥ (∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ‖𝐷𝑓𝑖𝐽‖)
2 + ‖𝐾𝑓𝐽‖
2
. Therefore,  
?̇? ≤ −𝜑0‖?̅?‖
2 ≤ −
𝜑0
𝜑𝑒
‖?̃?‖2                                     (4-33) 
Using (4-27), (4-30) and (4-33), one can yield 
?̇̃? ≤ ∑ℎ𝑖(𝜇)
𝑟
𝑖=1
∑ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1
[?̃?𝑇(?̃?𝑖𝑙
𝑇 ?̃? + ?̃??̃?𝑖𝑙)?̃? + 2?̃?
𝑇?̃?𝐵𝑒𝑖𝑙?̃?] − 𝜉
𝜑0
𝜑𝑒
‖?̃?‖2 
 (4-34)                                                                    
Since system (4-2) is stable under controller (4-20) in fault free case, there is a positive 
scalar 𝜑𝑐 such that ∀ 𝑖, 𝑙, there is a positive scalar 𝜑𝑐 such that  
∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 ?̃?
𝑇(?̃?𝑖𝑙
𝑇 ?̃? + ?̃??̃?𝑖𝑙)?̃? ≤ −𝜑𝑐‖?̃?‖
2               (4-35)               
As a result, we have  
?̇̃? ≤ ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 (2?̃?
𝑇?̃?𝐵𝑒𝑖𝑙?̃?) −𝜑𝑐‖?̃?‖
2 − 𝜉
𝜑0
𝜑𝑒
‖?̃?‖2 
≤ −𝜑𝑐‖?̃?‖
2 + 𝜉𝑓‖?̃?‖‖?̃?‖ − 𝜉
𝜑0
𝜑𝑒
‖?̃?‖2                                             (4-36)                    
where  𝜉𝑓 ≥ 2∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 ‖?̃?𝐵𝑒𝑖𝑙‖. Selecting  
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𝜉 ≥
𝜉𝑓
2𝜑𝑒
𝜑0𝜑𝑐
                                                      (4-37) 
it follows that    
?̇̃? ≤ −
𝜑𝑐
2
‖?̃?‖2 −
𝜉𝜑0
2𝜑𝑒
‖?̃?‖2                                      (4-38) 
which indicates the compensated system (4-27) is stable. 
(ii) Proof of the robust performance when 𝑑 ≠ 0 and 𝑑𝑐 ≠ 0.  
From (4-27) and (4-30), one has 
?̇?𝑐 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 [?̃?
𝑇(?̃?𝑖𝑙
𝑇 ?̃? + ?̃??̃?𝑖𝑙)?̃? +2?̃?
𝑇?̃??̃?𝑑𝑖𝑙?̃? + 2?̃?
𝑇?̃?𝐵𝑒𝑖𝑙?̃?] 
    = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 [?̃?
𝑇(?̃?𝑖𝑙
𝑇 ?̃? + ?̃??̃?𝑖𝑙)?̃? + 2?̃?
𝑇?̃??̃?𝑑𝑖𝑙?̃? + 2?̃?
𝑇?̃?𝐵𝑒𝑖𝑙?̃?]  
          +𝑦𝑐
𝑇𝑦𝑐 − 𝛾0
2?̃?𝑇?̃? − 𝛾0𝑒
2 ?̃?𝑇?̃? − 𝑦𝑐
𝑇𝑦𝑐 + 𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃? 
    = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 [?̃?
𝑇(?̃?𝑖𝑙
𝑇 ?̃? + ?̃??̃?𝑖𝑙)?̃? + 2?̃?
𝑇?̃??̃?𝑑𝑖𝑙?̃? + 2?̃?
𝑇?̃?𝐵𝑒𝑖𝑙?̃?]  
         +𝑦𝑇𝑦 + ?̃?𝑇𝐽𝑒
𝑇𝐽𝑒?̃? + 2?̃?
𝑇𝐽𝑒
𝑇𝐽𝑐?̃? + 2?̃?
𝑇?̃?𝑇𝐽𝑒?̃? − 𝛾0
2?̃?𝑇?̃? − 𝛾0𝑒
2 ?̃?𝑇?̃? − 𝑦𝑐
𝑇𝑦𝑐 
           +𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃? 
    ≤ ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 [?̃?
𝑇(?̃?𝑖𝑙
𝑇 ?̃? + ?̃??̃?𝑖𝑙)?̃? + 2?̃?
𝑇?̃??̃?𝑑𝑖𝑙?̃?] + ‖𝑦‖
2 
        +‖𝐽𝑒
𝑇𝐽𝑒‖‖?̃?‖
2  + 2‖𝐽𝑒
𝑇𝐽𝑐‖‖?̃?‖‖?̃?‖  
        +2∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 (‖?̃?
𝑇𝐽𝑒‖ + ‖?̃?𝐵𝑒𝑖𝑙‖)‖?̃?‖‖?̃?‖       
   −𝛾0
2?̃?𝑇?̃? − 𝛾0𝑒
2 ?̃?𝑇?̃?  − 𝑦𝑐
𝑇𝑦𝑐 + 𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃?                                         (4-39) 
Since (4-28) holds by pre-designed controller in fault-free case, we have  
∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 [?̃?
𝑇(?̃?𝑖𝑙
𝑇 ?̃? + ?̃??̃?𝑖𝑙)?̃? +2?̃?
𝑇?̃??̃?𝑑𝑖𝑙?̃?] + ‖𝑦‖
2 ≤ 𝛾𝑝
2‖?̃?‖
2
 
(4-40)                    
Substituting (4-40) into (4-39), one can have 
?̇?𝑐 ≤ 𝛾𝑝
2‖?̃?‖
2
+ ‖𝐽𝑒
𝑇𝐽𝑒‖‖?̃?‖
2 + 2‖𝐽𝑒
𝑇𝐽𝑐‖‖?̃?‖‖?̃?‖ 
                +2∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 (‖?̃?
𝑇𝐽𝑒‖ + ‖?̃?𝐵𝑒𝑖𝑙‖)‖?̃?‖‖?̃?‖ 
               −𝛾0
2?̃?𝑇?̃? − 𝛾0𝑒
2 ?̃?𝑇?̃? − 𝑦𝑐
𝑇𝑦𝑐 + 𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃? 
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           ≤ 𝛾𝑝
2‖?̃?‖
2
+ ‖𝐽𝑒
𝑇𝐽𝑒‖‖?̃?‖
2 + ‖𝐽𝑒
𝑇𝐽𝑐‖ (‖?̃?‖
2 + ‖?̃?‖
2
) 
              +∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 (‖?̃?
𝑇𝐽𝑒‖ + ‖?̃?𝐵𝑒𝑖𝑙‖) (‖?̃?‖
2 + ‖?̃?‖2) 
              −𝛾0
2?̃?𝑇?̃? − 𝛾0𝑒
2 ?̃?𝑇?̃? − 𝑦𝑐
𝑇𝑦𝑐 + 𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃? 
           ≤ [(𝛾𝑝
2 + ‖𝐽𝑒
𝑇𝐽𝑐‖)‖?̃?‖
2
 +(‖𝐽𝑒
𝑇𝐽𝑒‖ + ‖𝐽𝑒
𝑇𝐽𝑐‖ + ‖?̃?
𝑇𝐽𝑒‖ 
               +∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 ‖?̃?𝐵𝑒𝑖𝑙‖)‖?̃?‖
2  
               +(‖?̃?𝑇𝐽𝑒‖ + ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 ‖?̃?𝐵𝑒𝑖𝑙‖)‖?̃?‖
2 
                −𝛾0
2?̃?𝑇?̃? − 𝛾0𝑒
2 ?̃?𝑇?̃? − 𝑦𝑐
𝑇𝑦𝑐 + 𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃? 
                ≤ (𝛾𝑝
2 + 𝛼2 − 𝛾0
2)‖?̃?‖
2
+ (𝛼1 + 𝛼2 + 𝛼3 + 𝛼4 − 𝛾0𝑒
2 )‖?̃?‖2 
    +(𝛼3 + 𝛼4)‖?̃?‖
2 − 𝑦𝑐
𝑇𝑦𝑐 + 𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃?                                      (4-41)                                                                                                        
where 𝛼1 = ‖𝐽𝑒
𝑇𝐽𝑒‖, 𝛼2 = ‖𝐽𝑒
𝑇𝐽𝑐‖, 𝛼3 = ‖?̃?
𝑇𝐽𝑒‖, and 𝛼4  is a positive scalar such that  
∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∑ ℎ𝑐𝑙(𝜇𝑐)
𝑟𝑐
𝑙=1 ‖?̃?𝐵𝑒𝑖𝑙‖ ≤ 𝛼4. 
From (4-28), we know ‖𝑦‖2 ≤ 𝛾𝑝‖?̃?‖
2
, which means 
?̃?𝑇?̃?𝑇?̃??̃? + ?̃?𝑇𝐽𝑐
𝑇𝐽𝑐?̃? + 2?̃?
𝑇?̃?𝑇𝐽𝑐?̃? ≤ 𝛾𝑝‖?̃?‖
2
                         (4-42) 
From (4-42), we can have  
𝜆𝑚𝑖𝑛(?̃?
𝑇?̃?)‖?̃?‖2 + 𝜆𝑚𝑖𝑛(𝐽𝑐
𝑇𝐽𝑐)‖?̃?‖
2
− 2‖?̃?𝑇𝐽𝑐‖‖?̃?‖‖?̃?‖ 
≤ ?̃?𝑇?̃?𝑇?̃??̃? + ?̃?𝑇𝐽𝑐
𝑇𝐽𝑐?̃? + 2?̃?
𝑇?̃?𝑇𝐽𝑐?̃? ≤ 𝛾𝑝‖?̃?‖
2
       (4-43) 
Notice that  𝐽𝑐 = [0𝑝×𝑙𝑑 𝐼𝑝], which means 𝜆𝑚𝑖𝑛(𝐽𝑐
𝑇𝐽𝑐) = 0. This implies there exists a 
positive scalar 𝛼0, such that ‖?̃?‖
2 ≤ 𝛼0 ‖?̃?‖
2
 by simple calculation. Therefore, (4-41) 
indicates 
?̇?𝑐 ≤ [𝛾𝑝
2 + 𝛼2+𝛼0(𝛼3 + 𝛼4) − 𝛾0
2]‖?̃?‖
2
+ (𝛼1 + 𝛼2 + 𝛼3 + 𝛼4 − 𝛾0𝑒
2 )‖?̃?‖2 
      −𝑦𝑐
𝑇𝑦𝑐 + 𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃?                                                                   (4-44)                                                       
From (4-44), we have 
0 ≤ 𝑉𝑐 ≤ ∫ {[𝛾𝑝
2 + 𝛼2+𝛼0(𝛼3 + 𝛼4) − 𝛾0
2]‖?̃?‖
2
𝑇𝑓
0
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                                           +(𝛼1 + 𝛼2 + 𝛼3 + 𝛼4 − 𝛾0𝑒
2 )‖?̃?‖2 − 𝑦𝑐
𝑇𝑦𝑐 
       +𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃?}𝑑𝑡                                               (4-45) 
If we make 𝛾0
2 ≥ 𝛾𝑝
2 + 𝛼2 + 𝛼0(𝛼3 + 𝛼4) and 𝛾0𝑒
2 ≥ 𝛼1 + 𝛼2 + 𝛼3 + 𝛼4, (4-45) can 
be reduced to 
0 ≤ 𝑉𝑐 ≤ ∫ (
𝑇𝑓
0
− 𝑦𝑐
𝑇𝑦𝑐 + 𝛾0
2?̃?𝑇?̃? + 𝛾0𝑒
2 ?̃?𝑇?̃?)𝑑𝑡                      (4-46) 
which means 
∫ 𝑦𝑐
𝑇𝑦𝑐 𝑑𝑡
𝑇𝑓
0
≤ ∫ 𝛾0
2?̃?𝑇?̃? 𝑑𝑡
𝑇𝑓
0
+ ∫ 𝛾0𝑒
2 ?̃?𝑇?̃?𝑑𝑡
𝑇𝑓
0
                      (4-47) 
Therefore, we can derive‖𝑦𝑐‖𝑇𝑓
2 ≤ 𝛾0
2‖?̃?‖
𝑇𝑓
2
+ 𝛾0𝑒
2 ‖?̃?‖𝑇𝑓
2 , which completes the proof. 
Now the procedure of signal compensation can be summarized as follows: 
Procedure 4.2 Tolerant control with signal compensation 
i) Obtain the estimates of the augmented state vector ?̂̅?  from the robust estimation 
algorithm described in Procedure 4.1. 
ii) Implement the sensor compensation in terms of (4-22). 
iii) Based on a pre-existing controller (4-20), implement a compensation controller in the 
form (4-26) to plant (4-2). 
Remark 4.2 
Based on robust fault estimation scheme designed in Chapter 3, signal compensation 
can also be implemented on linear system and Lipschitz nonlinear system through similar 
method with T-S fuzzy systems. To avoid repetitive statement, we do not give much detail 
about this part. 
The experimental work to demonstrate the above techniques is based on a case study 
on wind turbine benchmark model, which can be found in Chapter 7. 
4.3 Summary 
In this study, integrated robust fault estimation and signal compensation techniques 
for tolerant control have been addressed for T-S fuzzy systems corrupted by simultaneous 
actuator faults, sensor faults, and partially decoupled unknown uncertainties, which 
would find applications in wide industrial systems. Augmented system approach, jointly 
with T-S fuzzy UIOs and robust optimization technique provides robust estimates of the 
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considered faults and the system states, which are then utilized for signal compensation 
to remove the influences from the faults to the system dynamics and outputs. A 
remarkable advantage of the proposed fault tolerant control approach is that the pre-
existing controller can work well by integrating the proposed signal compensation 
technique under both faulty and fault-free scenarios.  
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Chapter 5.  
Fault estimation for stochastic system 
Owing to the widespread presence of random factors in the operation of systems, 
stochastic systems formulated in It?̂?-type stochastic differential equations have played 
crucial roles in modelling practical systems. However, the existence of stochastic 
perturbations make fault estimation for this class of systems difficult, thus few related 
work has been recorded. Robust UIO-based fault estimation for stochastic systems with 
partially decoupled unknown inputs and Brownian motions becomes more challenging 
hence remains to be an open problem.  
Stability plays the most fundamental role in systems control and estimation theory. 
Global asymptotically stability in probability can be used to analyze the convergence 
system in absence of disturbances considering that a small enough perturbation should not 
destroy the stability properties. However, for robust fault estimation, understanding how 
large can the perturbations change the phase portrait is beneficial to enhance estimation 
performances. Input-to-state stability was firstly introduced in [130] to capture the idea of 
bounded input bounded state behavior together with the decay of states under small inputs, 
and a series of results centralizing on the theory of input-to-state stability-Lyapunov 
functions were reported in the literature [131-135]. The input-to-state stability paradigm 
was generalized to finite-time stochastic input-to-state stability in [136, 137], and a couple 
of interesting results were reported in [138-142], which will facilitate to address a variety 
of control and estimation problems for stochastic systems. 
In this chapter, the criteria of stochastic input-to-state stability and finite-time stochastic 
input-to-state stability are addressed with the aid of Lyapunov theory. Based on the 
criteria, robust fault estimation techniques are developed for stochastic systems in presence 
of faults, partially decoupled unknown inputs and Brownian motions. Section 5.1 is 
dedicated to the problem statement and needed preliminaries. Sufficient conditions of both 
stochastic input-to-state-stability and finite-time stochastic input-to-state-stability are 
presented in Section 5.2. Section 5.3 and 5.4 state the methodologies to design UIO-based 
fault estimator for stochastic quadratic inner-bounded nonlinear systems and stochastic T-
S fuzzy nonlinear systems, respectively, applying the results in Section 5.2 to analyze the 
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stability of error dynamic. Both the synthesis of the stability and robustness will be on the 
basis of LMI algorithms. Section 5.5 provides simulation examples to show the estimation 
performance, followed by Section 5.6 to conclude the whole contents of this chapter.  
5.1 Preliminaries and problem formulation 
Consider a stochastic nonlinear system in the form of:  
𝑑𝑥(𝑡) = 𝑙(𝑡, 𝑥(𝑡), 𝑣(𝑡))𝑑𝑡 + ℎ(𝑡, 𝑥(𝑡), 𝑣(𝑡))𝑑𝑤(𝑡),  𝑡 ≥ 𝑡0            (5-1-1) 
where 𝑥(𝑡) ∈ ℛ𝑛 is system state;  𝑣(𝑡) is input, where 𝔼[𝑣(𝑡)]  ∈ 𝐿∞
𝑚 ; 𝑤(𝑡) represents 
Brownian motions defined on the probability space (Ω, ℱ, {ℱ𝑡}𝑡≥𝑡0 , 𝒫);  𝑙(𝑡, 𝑥(𝑡), 𝑣(𝑡)) 
and ℎ(𝑡, 𝑥(𝑡), 𝑣(𝑡))  stand for system dynamic function and stochastic perturbation 
distribution function, respectively. For system (5-1-1), the following lemmas and 
definitions are introduced:  
Lemma 5.1.1 [143].  
Assume that 𝑙(𝑡, 𝑥(𝑡), 𝑣(𝑡)) and ℎ(𝑡, 𝑥(𝑡), 𝑣(𝑡)) are all continuous in 𝑥(𝑡). Further, 
for each 𝑁 =  1, 2, . . ., and each 0 ≤  𝑇 <  ∞, if the following conditions hold: 
(i) ‖𝑙(𝑡, 𝑥, 𝑣)‖ ≤  𝑐(𝑡)(1 + ‖𝑥‖)                                                                        (5-1-2)                                                                                       
(ii) ‖ℎ(𝑡, 𝑥, 𝑣)‖2  ≤  𝑐(𝑡)(1 + ‖𝑥‖2)                                                                 (5-1-3)                                                                                                                     
(iii) 2⟨𝑥1 – 𝑥2, 𝑙(𝑡, 𝑥1, 𝑣)–  𝑙 (𝑡, 𝑥2, 𝑣)⟩ + ‖ℎ(𝑡, 𝑥1, 𝑣) − ℎ(𝑡, 𝑥2, 𝑣)‖
2 
≤ 𝑐𝑇
𝑁 (𝑡)𝜌𝑇
𝑁 (‖𝑥1 − 𝑥2‖
2)                    (5-1-4)                      
as ‖𝑥𝑖‖  ≤  𝑁, 𝑖 =  1, 2, 𝑡 ∈  [0, 𝑇 ],  where  𝑐(𝑡)  and  𝑐𝑇
𝑁(𝑡) are nonnegative functions 
such that ∫ 𝑐(𝑡)
𝑇
0
𝑑𝑡 < ∞ and ∫ 𝑐𝑇
𝑁(𝑡)
𝑇
0
𝑑𝑡 < ∞; 𝜌𝑇
𝑁 (𝑠)  ≥  0, as 𝑠 ≥  0, is non-random, 
strictly increasing, continuous and concave such that∫ 𝑑𝑠/𝜌𝑇
𝑁(𝑠)
𝑇
0
= ∞. Then for any 
given 𝑥0 ∈ ℛ
𝑛 , Equation (5-1-1) has a path-wise unique strong solution.  
It should be mentioned that the existence of a unique solution for a stochastic nonlinear 
system is the precondition of discussing the stochastic input-to-state stability and finite-
time stochastic input-to-state stability. 
Definition 5.1.1 [144] 
A function 𝛾: ℛ+ ⟶ℛ+ is said to be a generalized 𝒦-function if it is continuous with 
𝛾(0) = 0, and satisfies: 
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{
𝛾(𝜎1) > 𝛾(𝜎2),   𝑖𝑓 𝛾(𝜎1) ≠ 0
𝛾(𝜎1) = 𝛾(𝜎2) = 0, 𝑖𝑓 𝛾(𝜎1) = 0
, ∀𝜎1 > 𝜎2 ≥ 0                   (5-1-5) 
𝒦∞ is the subset of 𝒦-functions that are unbounded. Note that if 𝛾 is of class generalized 
𝒦∞, then its inverse function 𝛾
−1 is well defined and again of class generalized 𝒦∞. 
Definition 5.1.2 [144] 
A function 𝛽: ℛ+ × ℛ+ ⟶ℛ+  is said to be a generalized 𝒦ℒ-function if for each 
fixed 𝑡 ≥ 0, the function 𝛽(𝑠, 𝑡) is a generalized 𝒦-function, and for each fixed 𝑠 ≥ 0, it 
decreases to zero as 𝑡 ⟶ 𝑇 for some constant 𝑇 > 0. 
Definition 5.1.3 [137] 
System (5-1-1) is said to be stochastic input-to-state stable, if ∀𝜀 > 0, there exist 
functions 𝛽 ∈ 𝒦ℒ and 𝛾 ∈ 𝒦∞, such that for any initial condition 𝑥(𝑡0) = 𝑥0, one has  
𝒫{‖𝑥(𝑡)‖ ≤ 𝛽(‖𝑥0‖, 𝑡 − 𝑡0) + 𝛾(|𝑣|)} ≥ 1 − 𝜀, ∀𝑡 ≥ 𝑡0, ∀𝑥0 ∈ ℛ
𝑛 
 (5-1-6) 
Remark 5.1.1 
Since 𝛾(0) = 0, it can be found that, in zero input situation,  stochastic input-to-state 
stability can necessarily lead to globally asymptotically stability in probability stated in 
[145]. But in general, globally asymptotically stability in probability does not imply 
stochastic input-to-state stability. 
For system (5-1-1), given any function 𝑉(𝑡, 𝑥) ∈ 𝒞2×1{ℛ𝑛 × [𝑡0, ∞] → ℛ
+} , the 
infinitesimal generator ℒ𝑉(𝑡, 𝑥) is defined as:  
ℒ𝑉(𝑡, 𝑥) =
𝜕𝑉(𝑡,𝑥)
𝜕𝑡
+ [
𝜕𝑉(𝑡,𝑥)
𝜕𝑥
]
𝑇
𝑙 +
1
2
𝑡𝑟𝑎𝑐𝑒 {ℎ𝑇
𝜕2𝑉(𝑡,𝑥)
𝜕𝑥2
ℎ}                (5-1-7) 
where 𝑡𝑟𝑎𝑐𝑒 {ℎ𝑇
𝜕2𝑉(𝑡,𝑥)
𝜕𝑥2
ℎ} is called as the Hessian term of ℒ. 
Lemma 5.1.2 [138] 
For any continuous convex function 𝑞(∙) ∈ 𝒦, there exists a generalized class 𝒦ℒ 
function 𝛽 satisfying  
𝔼(𝑌(𝑡)) ≤ 𝛽(𝔼(𝑌0), 𝑡 − 𝑡0), 𝑡 ≥ 𝑡0                              (5-1-8) 
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if for process 𝑌(𝑡)  with 𝔼(𝑌(𝑡))  being (locally) absolutely continuous and 0 ≤
𝔼(𝑌(𝑡)) < ∞ and for any 𝑡 ≥ 𝑡0 
𝔼[ℒ𝑌(𝑡)] ≤ −𝔼[𝑞(𝑌(𝑡))]                                       (5-1-9)                                         
Especially, when 𝑡 = 𝑡0, 𝔼(𝑌0) =  𝛽(𝔼(𝑌0),0). 
Lemma 5.1.3 [140] 
Assume that 𝜙(∙): ℛ → ℛ and 𝜒(∙,∙): ℛ𝑛 → ℛ are two smooth functions and 𝑥 is the 
solution of system (5-1-1). Then the following equality holds: 
ℒ(𝜙 ∘ 𝜒(𝑡, 𝑥)) =
𝑑𝜙
𝑑𝜒
ℒ(𝜒(𝑡, 𝑥)) +
1
2
𝑑2𝜙
𝑑𝜒2
𝑡𝑟𝑎𝑐𝑒 {(
𝜕𝜒
𝜕𝑥
ℎ)
𝑇
(
𝜕𝜒
𝜕𝑥
ℎ)} 
      (5-1-10) 
Definition 5.1.4 [145] 
System (5-1-1) is said to be finite-time stochastic input-to-state stable, if ∀𝜀 > 0, there 
exists function 𝛾 ∈ 𝒦∞, such that  
𝒫{‖𝑥(𝑡)‖ ≤ 𝛾(|𝑣|)} ≥ 1 − 𝜀, ∀𝑡 ≥ 𝑡0, ∀𝑥0 ∈ ℛ
𝑛              (5-1-11) 
Remark 5.1.2 
The difference between stochastic input-to-state stability and finite-time stochastic 
input-to-state stability is the finite-time convergence of 𝛽. Finite-time stochastic input-
to-state stability says,  
𝛽(‖𝑥0‖, 𝑡 − 𝑡0) = 0, 𝑡 ≥ 𝑡0 + 𝑇0(𝑡0, 𝑥0, 𝑣)                     (5-1-12) 
Lemma 5.1.4 (Jensen’s inequality) [146] 
If 𝑋 to be a random variable and let 𝜑 to be a convex function, then  
𝔼[𝜑(𝑋)] ≥ 𝜑(𝔼(𝑋))                                      (5-1-13) 
Lemma 5.1.5 (Chebychev’s inequality)[146] 
Let 𝑋 to be a random variable and let 𝜑 to be a nonnegative function. Then, for any 
positive real number 𝑎,  
𝒫{𝜑(𝑋) ≥ 𝑎} ≤
𝔼[𝜑(𝑋)]
𝑎
                                   (5-1-14) 
Lemma 5.1.6 (It?̂? formula) [146] 
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Given It?̂? process in the form of (5-1-1), then function 𝜇(𝑡, 𝑥) is again an It?̂? process 
with differential given by  
𝑑(𝜇(𝑡, 𝑥)) =  ℒ(𝜇(𝑡, 𝑥))𝑑𝑡 + 
𝜕𝜇
𝜕𝑥
ℎ𝑑𝑤                        (5-1-15) 
The above preliminaries are the same with most previous literatures. Note that the class 
of conventional 𝒦∞  functions mentioned in some papers is certainly the class of 
generalized 𝒦∞ functions. Stochastic input-to-state stability reflects the fact that bounded 
initial condition and bounded input result in bounded state in probability, and the 
trajectories will decay under small inputs. Further, finite-time stochastic input-to-state 
stability says that the bounded state will converge to a function of input alone after the 
finite stochastic settling time. 
5.2 Lyapunov function-based properties of finite-time stochastic input-to-state-
stability 
In this section, based on the above definitions and lemmas, we shall derive some 
sufficient conditions for checking the stochastic input-to-state stability and finite-time 
stochastic input-to-state stability properties, associated with Lyapunov theory.  
Definition 5.2.1 
A function 𝑉 is called a stochastic input-to-state stability-Lyapunov function if there 
exist 𝒦∞ functions 𝜓1, 𝜓2, 𝜓3, 𝜓4 such that for all 𝑥 ∈ ℛ
𝑛, 𝑣 ∈ 𝐿∞
𝑚  and 𝑡 ≥ 𝑡0, 
(i) 𝜓1(‖𝑥‖) ≤ 𝑉(𝑡, 𝑥) ≤ 𝜓2(‖𝑥‖)                                                                      (5-2-1)                                                                                           
(ii)  ℒ𝑉(𝑡, 𝑥) ≤  −𝜓3(‖𝑥‖) + 𝜓4(|𝑣|)                                                                (5-2-2)                                                                                       
Theorem 5.2.1  
System (5-1-1) is stochastic input-to-state stable if there is a stochastic input-to-state 
stability-Lyapunov function 𝑉. 
Proof 
 Let 𝜏0 ∈ [𝑡0, ∞) denote a time at which the system trajectory 𝑥 enters the set 
ℬ = {𝑥 ∈ ℛ𝑛: 𝜓3(‖𝑥‖) ≤ ?̃?4(|𝑣|)}                             (5-2-3) 
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where ?̃?4  is a generalized 𝒦  function and ?̃?4 =
(1+𝜎0)
1−𝜆
𝜓4 ,  𝜎0 > 0, 0 < 𝜆 < 1 . In the 
following analysis, we consider two cases: 𝑥0 ∈ ℬ
𝑐 and 𝑥0 ∈ ℬ, respectively, where ℬ
𝑐 
denotes the complementary set of  ℬ. 
Case 1. 𝑥0 ∈ ℬ
𝑐 
In this case, for any 𝑡 ∈ [𝑡0, 𝜏0), 
𝜓3(‖𝑥‖) >
(1+𝜎0)
1−𝜆
𝜓4(|𝑣|)                                    (5-2-4) 
Then 
−𝜓3(‖𝑥‖) < −𝜆𝜓3(‖𝑥‖) − (1 + 𝜎0)𝜓4(|𝑣|)                     (5-2-5) 
According to (5-2-2), we can derive 
ℒ𝑉(𝑡, 𝑥) <  −𝜆𝜓3(‖𝑥‖) − (1 + 𝜎0)𝜓4(|𝑣|) + 𝜓4(|𝑣|)             (5-2-6) 
thus  
ℒ𝑉(𝑡, 𝑥) <  −𝜆𝜓3(‖𝑥‖) − 𝜎0𝜓4(|𝑣|)                             (5-2-7) 
Because 𝜓4 is of 𝒦∞, then  
ℒ𝑉(𝑡, 𝑥) <  −𝜆𝜓3(‖𝑥‖) < −𝜆𝜓3 ∘ 𝜓2
−1(𝑉(𝑡, 𝑥))                 (5-2-8) 
From Lemma 5.1.2 and Lemma 5.1.4, there exists a generalized 𝒦ℒ  function 𝛽 
satisfying the following condition: 
𝔼(𝑉(𝑡, 𝑥)) ≤ 𝛽 (𝑉0, 𝑡 − 𝑡0) , 
 𝑡 ∈ [𝑡0,𝜏0), 𝑥0 ∈ ℬ
𝑐                                         (5-2-9)  
For any 𝜀 ∈ (0,1), take ?̅? =
?̃?
𝜀
 ∈ 𝒦ℒ. Applying Lemma 5.1.5, we have  
𝒫{𝑉(𝑡, 𝑥) ≥ ?̅?(𝑉0, 𝑡 − 𝑡0)} ≤
𝔼(𝑉(𝑡, 𝑥))
?̅?
≤
𝛽
?̅?
= 𝜀 
 𝑡 ∈ [𝑡0,𝜏0), 𝑥0 ∈ ℬ
𝑐                                      (5-2-10) 
which leads to  
𝒫{𝑉(𝑡, 𝑥) ≤ ?̅?(𝑉0, 𝑡 − 𝑡0)} > 1 − 𝜀, 𝑡 ∈ [𝑡0,𝜏0), 𝑥0 ∈ ℬ
𝑐            (5-2-11) 
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To be mentioned that 𝜀 can be made arbitrarily small by an appropriate choice of  ?̅?. 
Hence for all 𝜀 > 0, there exists 𝛽 = 𝜓1
−1 ∘ ?̅? ∘ 𝜓2, such that      
𝒫{|𝑥| ≤ 𝛽(‖𝑥0‖, 𝑡 − 𝑡0)} ≥ 1 − 𝜀, 𝑡 ∈ [𝑡0,𝜏0), 𝑥0 ∈ ℬ
𝑐            (5-2-12) 
Now let us consider the interval 𝑡 ∈ [𝜏0, ∞), where 𝜓3(‖𝑥‖) ≤ ?̃?4(|𝑣|). Based on 
Lemma 5.1.5, it follows that  
𝒫{𝜓3(‖𝑥‖) ≥ ?̅?4(|𝑣|)} ≤
?̃?4(|𝑣|)
?̅?4(|𝑣|)
= 𝜀0, 𝑡 ∈ [𝜏0, ∞), 𝑥0 ∈ ℬ
𝑐        (5-2-13) 
where ?̅?4 is a 𝒦 function. By choosing ?̅?4 we can make 𝜀0 < 𝜀. Since 𝜓3
−1 is of class 
𝒦∞, we can yield  
𝒫{‖𝑥‖ ≤ 𝜓3
−1 ∘ ?̅?4(|𝑣|) } ≥ 1 − 𝜀0, 𝑡 ∈ [𝜏0, ∞), 𝑥0 ∈ ℬ
𝑐         (5-2-14) 
Define 𝛾 = 𝜓3
−1 ∘ ?̅?4 leading to 
𝒫{‖𝑥‖ ≤  𝛾(|𝑣|)} ≥ 1 − 𝜀0, 𝑡 ∈ [𝜏0, ∞), 𝑥0 ∈ ℬ
𝑐              (5-2-15) 
Combined with (5-2-12),  
𝒫{‖𝑥‖ ≤ 𝛽(|𝑥0|, 𝑡 − 𝑡0) +  𝛾(|𝑣|)  } ≥ max{1 − 𝜀, 1 − 𝜀0} = 1 − 𝜀0, 
 𝑡 ∈ [𝑡0, ∞), 𝑥0 ∈ ℬ
𝑐                                         (5-2-16)   
Case 2. 𝑥0 ∈ ℬ 
In this case, 𝜏0 = 𝑡0 . Then 𝒫{𝑡 ∈ [𝜏0, ∞) } =  𝒫{𝑡 ∈ [𝑡0, ∞)} = 1 . Following the 
proof of Case 1, we know that (5-2-15) still holds, and then 
𝒫{‖𝑥‖ ≤ 𝛽(‖𝑥0‖, 𝑡 − 𝑡0) +  𝛾(|𝑣|)} ≥ 𝒫{‖𝑥‖ ≤  𝛾(|𝑣|) } ≥ 1 − 𝜀0, 
 𝑡 ∈ [𝑡0, ∞), 𝑥0 ∈ ℬ                                       (5-2-17) 
To sum up, by (5-2-16) and (5-2-17) we have 
𝒫{‖𝑥‖ ≤ 𝛽(‖𝑥0‖, 𝑡 − 𝑡0) + 𝛾(|𝑣|)} ≥ 1 − 𝜀0 
 𝑡 ∈ [𝑡0, ∞], 𝑥0 ∈ ℛ
𝑛                                      (5-2-18) 
which yields system (5-1-1) is stochastic input-to-state stable. 
Now, on the basis of Theorem 5.2.1, let us turn our attention to the finite convergence 
and give sufficient conditions of finite-time stochastic input-to-state stability for system 
(5-1-1). This can be accomplished by making the stochastic settling time finite. 
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Theorem 5.2.2  
System (5-1-1) is finite-time stochastic input-to-state stable if there is a stochastic 
input-to-state stability-Lyapunov function 𝑉, and 𝒦∞ functions 𝜓1, 𝜓2, 𝜓3, 𝜓4 such that 
for all 𝑥 ∈ ℛ𝑛, 𝑣 ∈ 𝐿∞
𝑚  and 𝑡 ≥ 𝑡0, 
(i) 𝜓1(‖𝑥‖) ≤ 𝑉(𝑡, 𝑥) ≤ 𝜓2(‖𝑥‖)                                                                 (5-2-19a)                                                                                           
(ii)  ℒ𝑉(𝑡, 𝑥) ≤  −𝜓3(‖𝑥‖) + 𝜓4(|𝑣|)                                                          (5-2-19b)                                                                                           
(iii)∫
1
𝜓3(𝑠)
𝜖
0
𝑑𝑠 < +∞,∀𝜖 ∈ [0,+∞)                                                              (5-2-19c)  
Proof 
Condition (5-2-19) implies that there exists a function 𝜂(𝑉) = ∫
1
𝜓3(𝑠)
𝑉
0
𝑑𝑠, 𝑉 ∈ [0,∞). 
Applying Lemma 5.1.4 along with system (5-1-1), we have 
𝑑𝜂(𝑉(𝑡, 𝑥)) =  ℒ𝜂(𝑉(𝑡, 𝑥))𝑑𝑡 +
𝑑𝜂
𝑑𝑉
 
𝜕𝑉
𝜕𝑥
ℎ𝑑𝑤                      (5-2-20) 
then for all 𝑡 ≥ 𝑡0 
𝜂(𝑉(𝑡, 𝑥))= 𝜂(𝑉(𝑡0, 𝑥0)) + ∫ ℒ𝜂(𝑉(𝑠, 𝑥(𝑠)))𝑑𝑠 + ∫
𝑑𝜂
𝑑𝑉
𝑡
𝑡0
𝑡
𝑡0
𝜕𝑉
𝜕𝑥
ℎ𝑑𝑤       (5-2-21) 
Let 𝑡𝑘 = inf {𝑠 ≥ 𝑡0: 𝛽(‖𝑥0‖, 𝑠 − 𝑡0) < 1/𝑘, 𝑘 ∈{1, 2, 3, ⋯}} to be an increasing stop 
time sequence. If 𝑡 is replaced by 𝑡𝑘  in the above, the stochastic integral in (5-2-21) 
defines a martingale [143], which means when we take expectation, the second integral 
should be zero, i.e. 
𝔼(𝜂(𝑉(𝑡𝑘, 𝑥(𝑡𝑘))))= 𝔼(𝜂(𝑉(𝑡0, 𝑥0))) + 𝔼(∫ ℒ𝜂(𝑉(𝑠, 𝑥(𝑠)))𝑑𝑠
𝑡𝑘
𝑡0
)     (5-2-22) 
When 𝑡 ≤ 𝑡𝑘, according to Lemma 5.1.3, 
ℒ(𝜂(𝑉(𝑡, 𝑥))) =
𝑑𝜂
𝑑𝑉
ℒ(𝑉(𝑡, 𝑥)) −
𝑑𝜓3
𝑑𝑉
1
2𝜓3
2 𝑡𝑟𝑎𝑐𝑒 {(
𝜕𝑉
𝜕𝑥
ℎ)
𝑇
(
𝜕𝑉
𝜕𝑥
ℎ)}      (5-2-23) 
Since 
𝑑𝜂
𝑑𝑉
=
1
𝜓3
 and  
𝑑𝜓3
𝑑𝑉
> 0, which means 
𝑑𝜓3
𝑑𝑉
1
2𝜓3
2 𝑡𝑟𝑎𝑐𝑒 {(
𝜕𝑉
𝜕𝑥
ℎ)
𝑇
(
𝜕𝑉
𝜕𝑥
ℎ)} > 0, we 
can easily find 
𝔼 [ℒ (𝜂(𝑉(𝑡, 𝑥)))] < 𝔼 [
1
𝜓3
ℒ(𝑉(𝑡, 𝑥))] ≤  −1                    (5-2-24) 
then we have 
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𝔼(𝜂(𝑉(𝑡𝑘, 𝑥(𝑡𝑘)))) − 𝔼(𝜂(𝑉(𝑡0, 𝑥0))) = 𝔼(∫ ℒ𝜂 (𝑉(𝑠, 𝑥(𝑠))) 𝑑𝑠
𝑡𝑘
𝑡0
)) 
< 𝐸(∫ (−1)𝑑𝑠
𝑡𝑘
𝑡0
) = 𝑡0 − 𝑡𝑘     (5-2-25)      
Considering 𝔼(𝜂(𝑉(𝑡𝑘, 𝑥(𝑡𝑘)))) ≥ 0, we get 
𝑡𝑘 ≤ 𝑡0 + 𝔼(𝜂(𝑉(𝑡0, 𝑥0)))                                   (5-2-26) 
Let 𝑘 → ∞, we have 𝑡𝑘 → 𝑇0(𝑡0, 𝑥0, 𝑣).Thus 
𝑇0(𝑡0, 𝑥0, 𝑣) ≤ 𝑡0 + 𝔼(𝜂(𝑉(𝑡0, 𝑥0))) < ∞                      (5-2-27) 
which implies the system is stochastic settling time is finite. Combined with Theorem 
5.2.1, system (5-1-1) is finite-time stochastic input-to-state stable. 
5.3 Robust fault estimation for quadratic inner-bounded nonlinear system  
In last section, sufficient conditions for stochastically input-to-state stability and finite-
time stochastically input-to-state stability are provided and proved. Based on the 
developed criteria, UIO-based fault estimation technique is to be designed for quadratic 
inner-bounded nonlinear stochastic system. 
Consider the following stochastic nonlinear system in the form of differential equation: 
{
𝑑𝑥(𝑡) = (𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝐵𝑑𝑑(𝑡) + 𝐵𝑓𝑓(𝑡) + 𝑔(𝑥(𝑡))) 𝑑𝑡 +𝑊𝑥(𝑡)𝑑𝑤(𝑡)
𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑢(𝑡) + 𝐷𝑓𝑓(𝑡) + 𝐺𝑤(𝑡)
 
 (5-3-1)                                                         
where 𝑥(𝑡) ∈ ℛ𝑛 represents the state vector; 𝑢(𝑡) ∈ ℛ𝑚 stands for control input vector 
and 𝑦(𝑡) ∈ ℛ𝑝  is measurement output vector; 𝑑(𝑡) ∈ 𝐿∞
𝑙𝑑  is unknown input vector; 
𝑓(𝑡) ∈ ℛ𝑙𝑓 represents the means of the faults (e.g., actuator faults and/or sensor faults); 
𝑔(𝑥(𝑡)): ℛ𝑛 ⟶ℛ𝑛  is a continuous function satisfying 𝑔(0) = 0; 𝑤(𝑡) is a standard 
one-dimensional Brownian motions with 𝔼[𝑤(𝑡)] = 0 and 𝔼[𝑤2(𝑡)] = 𝑡; 𝐴, 𝐵, 𝐶 , 𝐷 , 
𝐵𝑑, 𝐵𝑓, 𝐷𝑓 , 𝑊 and 𝐺 are known coefficient matrices with appropriate dimensions. We 
assume that in system (5-3-1), 𝔼[‖𝑥(𝑡)‖] < ∞. In this section, the main goal is to design 
a robust unknown input observer for system (5-3-1) to estimate system states and the 
means of considered faults simultaneously. In the rest of the section, the symbol 𝑡 in 
vectors will be omitted for the simplicity of presentation. 
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The means of the faults concerned are assumed either to be incipient or abrupt, which 
generally exist in industrial processes. Therefore, the second-order derivatives of their 
means should be zero piecewise. For faults whose second order derivatives of the means 
are not zero but bounded signals, the bounded signals could be regarded as a part of 
unknown inputs 𝑑 . Moreover, 𝐵𝑑 = [𝐵𝑑1  𝐵𝑑2] ,  𝑑 =  [𝑑1  𝑑2]
𝑇 , 𝑑1 ∈ ℛ
𝑙𝑑1  and 𝑑2 ∈
ℛ𝑙𝑑2. We assume that 𝑑1 rather than 𝑑2 can be decoupled, which means 𝐵𝑑1 is of full 
column rank whereas 𝐵𝑑 is not.  
Assumption 5.3.1  
For all 𝑥 ∈ ℛ𝑛, 𝑔(𝑥) satisfies the following conditions:  
(i) ‖𝑔(𝑥)‖ < 𝑐(1 + ‖𝑥‖)                                                                                       (5-3-2)                                                                                                                                         
(ii) ‖𝑔(𝑥1) − 𝑔(𝑥2)‖
2 ≤ 𝜌1 ‖𝑥1 − 𝑥2‖
2 + 𝜌2〈𝑥1 − 𝑥2, 𝑔(𝑥1) − 𝑔(𝑥2)〉            (5-3-3)                                                          
where 𝜌1, 𝜌2 ∈ ℛ, 𝑐 > 0. 
Remark 5.3.1 
In Assumption 5.3.1, condition (ii) implies 𝑔(𝑥)  is quadratic inner-bounded [147]. 
Unlike the well-known Lipschtiz condition, the constants 𝜌1, 𝜌2 can be positive, negative 
or zero. In addition, if  𝑔(𝑥)  is Lipschitz, then it is also quadratic inner-bounded with 
𝜌1 > 0 and 𝜌2 = 0. Thus, quadratic inner-bounded condition provides a less conservative 
condition than Lipschitz one. According to Lemma 5.1.1, Assumption 5.3.1 can ensure that 
for any 𝑥0 ∈ ℛ
𝑛, system (5-3-1) has a path-wise strong solution. 
In order to estimate the trends of system states and faults simultaneously, an 
augmented plant of system (5-3-1) can be constructed as follows: 
{
𝑑?̅? = [?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑 + ?̅?(𝑥)]𝑑𝑡 + ?̅??̅?𝑑𝑤
𝑦 = 𝐶̅?̅? + 𝐷𝑢 + 𝐺𝑤
                    (5-3-4) 
where 
?̅? = 𝑛 + 2𝑙𝑓, 
?̅? = [𝑥𝑇 𝑑𝑓 𝑑𝑡⁄
𝑇
𝑓𝑇]
𝑇
∈ ℛ?̅?, 
?̅? = [
𝐴 0 𝐵𝑓
0 0 0
0 𝐼𝑙𝑓 0
] ∈ ℛ?̅?×?̅? 
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?̅? = [𝐵𝑇 0 0]𝑇 ∈ ℛ?̅?×𝑚, 
?̅?𝑑 = [𝐵𝑑
𝑇 0 0]𝑇 ∈ ℛ ?̅?×𝑙𝑑, 
?̅?(𝑥) = [𝑔(𝑥)𝑇 0 0]𝑇 ∈ ℛ?̅?, 
?̅?=[
𝑊 0 0
0 0 0
0 0 0
] ∈ ℛ?̅?×?̅? , 
and 
𝐶̅ = [𝐶 0 𝐷𝑓] ∈ ℛ𝑝×?̅? 
Consider the following unknown input observer in the form of 
{
𝑑𝑧̅ = [𝑅𝑧̅ + 𝑇?̅?𝑢 + (𝐾1 + 𝐾2)(𝑦 − 𝐷𝑢) + 𝑇?̅?(?̂?)]𝑑𝑡
?̂̅? = 𝑧̅ + 𝐻(𝑦 − 𝐷𝑢)
            (5-3-5) 
where  𝑧̅ ∈ ℛ?̅? is the state of observer, ?̂̅? ∈ ℛ?̅? is the estimation of ?̅? which is composed 
of the system states and the concerned fault trends. In this way, the unmeasurable states 
and fault trends can be estimated provided that the estimated state vector  ?̂̅?  is available. 
The observer parameters of  R, 𝑇, 𝐾1, 𝐾2, 𝐻 need to be designed.  
Let 
?̅? = ?̅? − ?̂̅? = (𝐼?̅? −𝐻𝐶̅)?̅? − 𝑧̅ − 𝐻𝐺𝑤                        (5-3-6) 
?̃?(𝑥) = ?̅?(𝑥) − ?̅?(?̂?)                                         (5-3-7) 
Subtracting (5-3-5) from (5-3-4), the state estimation error system can be characterized 
as: 
     𝑑?̅? = (𝐼?̅? − 𝐻𝐶̅) 𝑑?̅? − 𝑑𝑧̅ − 𝐻𝐺𝑑𝑤 
          = {(𝐼?̅? − 𝐻𝐶̅) [?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑 + ?̅?(𝑥)] − 𝑅𝑧̅ − 𝑇?̅?𝑢 − (𝐾1 + 𝐾2)(𝑦 − 𝐷𝑢) 
               −𝑇?̅?(?̂?)}𝑑𝑡 + (𝐼?̅? − 𝐻𝐶̅)?̅??̅?𝑑𝑤 − 𝐻𝐺𝑑𝑤                                                                      
          = {(𝐼?̅? − 𝐻𝐶̅)?̅??̅? − 𝐾1𝐶̅?̅? − 𝐾1𝐺𝑤 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑢 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑑 
              +(𝐼?̅? − 𝐻𝐶̅)?̅?(𝑥) − 𝑅𝑧̅ − 𝑇?̅?𝑢 − 𝐾2(𝑦 − 𝐷𝑢) − 𝑇?̅?(?̂?)}𝑑𝑡 
              +(𝐼?̅? − 𝐻𝐶̅)?̅??̅?𝑑𝑤 − 𝐻𝐺𝑑𝑤 
          = {[(𝐼?̅? − 𝐻𝐶̅)?̅? − 𝐾1𝐶̅]?̅? − 𝑅?̂̅? + [(𝐼?̅? − 𝐻𝐶̅) − 𝑇]?̅?𝑢 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑1𝑑1 
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                      +(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2 + [(𝐼?̅? − 𝐻𝐶̅)?̅?(𝑥) − 𝑇?̅?(?̂?)] 
                      +(𝐻𝑅 − 𝐾2)(𝑦 − 𝐷𝑢) − 𝐾1𝐺𝑤}𝑑𝑡 + (𝐼?̅? − 𝐻𝐶̅)?̅??̅?𝑑𝑤 − 𝐻𝐺𝑑𝑤 
           = [𝑅?̅? + 𝑇?̅?𝑑2𝑑2 + 𝑇?̃?(𝑥) − 𝐾1𝐺𝑤]𝑑𝑡 + ?̃??̃?𝑑𝑤                                    (5-3-
8)                                                                
where ?̃? = [𝑇?̅? −𝐻𝐺], ?̃? = [?̅?𝑇 1]𝑇 ∈ ℛ?̅?+1, if the following conditions should be 
held: 
(𝐼?̅? −𝐻𝐶̅)?̅?𝑑1 = 0                                            (5-3-9) 
𝑅 = ?̅? − 𝐻𝐶̅?̅? − 𝐾1𝐶̅                               (5-3-10) 
   𝑇 = 𝐼?̅? − 𝐻𝐶̅                                               (5-3-11) 
𝐾2 = 𝑅𝐻                                              (5-3-12) 
For error dynamic (5-3-8), our main problem is to design 𝐻, 𝑅, 𝑇, 𝐾1, 𝐾2 such that ?̅? 
is bounded in presence of bounded unknown inputs, and converge in finite time, which 
can be expressed by finite-time stochastic input-to-state stability of system (5-3-8). To 
meet this objective, the following assumptions are given: 
Assumption 5.3.2 
rank(𝐶𝐵𝑑1) = rank(𝐵𝑑1); 
Assumption 5.3.3 
[
𝐴 𝐵𝑓 𝐵𝑑1
𝐶 𝐷𝑓 0
] is of full column rank; 
Assumption 5.3.4 
rank [
𝑠𝐼𝑛 − 𝐴 𝐵𝑑1
𝐶 0
] = 𝑛 + 𝑙𝑑1. 
Remark 5.3.3 
According to Chapter 3, Assumption 5.3.2 is to guarantee that Equation (5-3-9) can be 
solved, and a special solution is 
 𝐻∗ = ?̅?𝑑1[(𝐶̅?̅?𝑑1)
𝑇(𝐶̅?̅?𝑑1)]
−1(𝐶̅?̅?𝑑1)
𝑇                         (5-3-13) 
while Assumptions 5.3.3 and 5.3.4 are to ensure (𝐶̅, ?̅?1) to be an observable pair, where 
?̅?1 = ?̅? − 𝐻𝐶̅?̅?. Based on these assumptions, we can decouple 𝑑1  by solving 𝐻 from 
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condition (5-3-9), and assign the poles of 𝑅 arbitrarily. The next step is to ensure the error 
dynamic is stochastic input-to-state stable with respect to 𝑑2  and Brownian motions, 
which means ?̅? will be bounded if un-decoupled unknown inputs are bounded. For this 
purpose, we shall introduce the following Theorem 5.3.1.  
Theorem 5.3.1 
For system (5-3-1), there exists a robust observer in the form of (5-3-5) yields 
estimation error dynamic system (5-3-8) that is stochastic input-to-state stable and 
satisfies 𝔼(‖?̅?‖𝑇𝑓) ≤ 𝔼(?̅?|𝑣|𝑇𝑓), if there exist positive definite matrices 𝑃and 𝑄, matrix 
𝑌 and positive real number 𝜏, such that 
[
 
 
 
 
 
Λ 𝑃𝑇 + 𝜏𝜌2𝐼2?̅? 𝑃𝑇?̅?𝑑2 −𝑌𝐺 0
∗ −2𝜏𝐼2?̅? 0 0 0
∗ ∗ −?̅?1
2𝐼𝑙𝑑2 0 0
∗ ∗ ∗ −?̅?1
2 0
∗ ∗ ∗ ∗ ?̃?𝑇𝑃?̃? − ?̅?1
2𝐼?̅?+1]
 
 
 
 
 
< 0        (5-3-14)   
where Λ = ?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑌𝑇 − 𝑌𝐶̅ + 2𝜏𝜌1𝐼?̅? + 𝑄, ?̅?1 = 𝑇?̅?, 𝑌 = 𝑃𝐾1, 𝜌1 and 𝜌2 are 
given real numbers, ?̅? and ?̅?1 are positive scalars, ?̅?1 = 𝜆𝑚𝑖𝑛(𝑄)?̅?. 
Proof 
 Choose Lyapunov function 𝑉(?̅?) = ?̅?𝑇𝑃?̅?. It is not hard to obtain that: 
𝜆𝑚𝑖𝑛(𝑃)‖?̅?‖
2 ≤ 𝑉(?̅?) ≤ 𝜆𝑚𝑎𝑥(𝑃)‖?̅?‖
2                     (5-3-15) 
which implies we can define 𝜓1 = 𝜆𝑚𝑖𝑛(𝑃)‖?̅?‖
2, 𝜓2=𝜆𝑚𝑎𝑥(𝑃)‖?̅?‖
2 in Theorem 5.2.1. 
Then, according to (5-1-8),  ℒ𝑉(?̅?) can be calculated as: 
ℒ𝑉(?̅?) = [
𝜕𝑉(?̅?)
𝜕?̅?
]
𝑇
[𝑅?̅? + 𝑇?̅?𝑑2𝑑2 + 𝑇?̃?(𝑥) − 𝐾1𝐺𝑤] +
1
2
𝑡𝑟𝑎𝑐𝑒 {?̃?𝑇?̃?𝑇
𝜕2𝑉(?̅?)
𝜕𝑥2
?̃??̃?}  
           = ?̅?𝑇(𝑅𝑇𝑃 + 𝑃𝑅)?̅? + 2?̅?𝑇𝑃𝑇?̅?𝑑2𝑑2 + 2?̅?
𝑇𝑃𝑇?̃? − 2?̅?𝑇𝑌𝐺𝑤 + ?̃?𝑇?̃?𝑇𝑃?̃??̃?     
 (5-3-16)                                                                                                                                                                                                                                                    
Assumption 5.3.1 implies that for any positive scalar 𝜏, we have 
2𝜏(𝜌1?̅?
𝑇?̅? + 𝜌2?̅?
𝑇?̃? − ?̃?𝑇?̃?) ≥ 0                               (5-3-17) 
Adding (5-3-17) to the right side of (5-3-16) , and then adding and subtracting ?̅?𝑇𝑄?̅?, 
we can derive:  
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ℒ𝑉(?̅?) ≤ ?̅?𝑇(?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑌𝑇 − 𝑌𝐶̅ + 2𝜏𝜌1𝐼?̅? + 𝑄)?̅? − ?̅?
𝑇𝑄?̅? − 2𝜏?̃?𝑇?̃? 
                    +2?̅?𝑇(𝑃𝑇 + 𝜏𝜌2𝐼2?̅?)?̃?  +2?̅?
𝑇𝑃𝑇?̅?𝑑2𝑑2 − 2?̅?
𝑇𝑌𝐺𝑤 + ?̃?𝑇?̃?𝑇𝑃?̃??̃? 
                    −?̅?1
2𝑣𝑇𝑣 + ?̅?1
2𝑣𝑇𝑣    
        = [?̅?𝑇 ?̃?𝑇 𝑣𝑇] Ψ [
?̅?
?̃?
𝑣
] − ?̅?𝑇𝑄?̅? + ?̅?1
2𝑣𝑇𝑣                                       (5-3-18)                                                                           
where 
Ψ =
[
 
 
 
 
 
Λ 𝑃𝑇 + 𝜏𝜌2𝐼2?̅? 𝑃𝑇?̅?𝑑2 −𝑌𝐺 0
∗ −2𝜏𝐼2?̅? 0 0 0
∗ ∗ −?̅?1
2𝐼𝑙𝑑2 0 0
∗ ∗ ∗ −?̅?1
2 0
∗ ∗ ∗ ∗ ?̃?𝑇𝑃?̃? − ?̅?1
2𝐼?̅?+1]
 
 
 
 
 
 
𝑣 = [𝑑2
𝑇 𝑤𝑇 ?̃?𝑇]𝑇 , and  Λ = (?̅?1
 𝑇𝑃 + 𝑃?̅?1 − 𝐶̅
𝑇𝑌𝑇 − 𝑌𝐶̅ + 2𝜏𝜌1𝐼?̅? + 𝑄). LMI (5-3-
14) implies that Ψ < 0, indicating 
ℒ𝑉(?̅?) ≤ −?̅?𝑇𝑄?̅? + ?̅?1
2𝑣𝑇𝑣                                  (5-3-19) 
Since 𝑄 is positive, it is easy to find a scale ?̅? > 0 such that 
ℒ𝑉(?̅?) ≤ −?̅? ‖?̅?‖2 + ?̅?1
2‖𝑣‖2 
≤ −?̅? ‖?̅?‖2 + ?̅?1
2|𝑣|2                                 (5-3-20) 
 According to Theorem 5.2.1, dynamic system (5-3-8) is stochastic input-to-state 
stable with 𝜓3(?̅?) = ?̅?‖?̅?‖
2 and 𝜓4(|𝑣|) = ?̅?1
2|𝑣|2. 
Now we move on to attenuate the influences of 𝑣 on estimation error. Define the 
following performance index of the error dynamic 
𝛤 = 𝔼 (∫ (?̅?𝑇𝑄?̅? − ?̅?1
2𝑣𝑇𝑣)𝑑𝑡
𝑇𝑓
0
)                           (5-3-21) 
Then adding and subtracting 𝔼(∫ ℒ𝑉(?̅?)𝑑𝑡)
𝑇𝑓
0
, yields: 
𝛤 = 𝔼(∫ (?̅?𝑇𝑄?̅? − ?̅?1
2𝑣𝑇𝑣 + ℒ𝑉(?̅?))𝑑𝑡
𝑇𝑓
0
) − 𝔼(∫ ℒ𝑉(?̅?)𝑑𝑡
𝑇𝑓
0
) 
                ≤ 𝔼(∫ [?̅?𝑇 ?̃?𝑇 𝑣𝑇] 
𝑇𝑓
0
Ψ[
?̅?
?̃?
𝑣
])𝑑𝑡)  − 𝔼(∫ ℒ𝑉(?̅?)𝑑𝑡)
𝑇𝑓
0
               (5-3-22)                          
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Under zero initial condition ?̅?(0) = 0, 
𝔼(∫ ℒ𝑉(?̅?)𝑑𝑡
𝑇𝑓
0
) = 𝔼(?̅?𝑇(𝑇𝑓)𝑃?̅?(𝑇𝑓)) − 𝔼(?̅?𝑇(0)𝑃?̅?(0)) 
= 𝔼(𝑉(?̅?)) > 0                                                 (5-3-23) 
thus  Ψ < 0 indicates 𝛤 < 0, leading to 
𝔼(∫ ?̅?𝑇𝑄?̅?𝑑𝑡) ≤ 𝔼(∫ ?̅?1
2𝑣𝑇𝑣𝑑𝑡)
𝑇𝑓
0
𝑇𝑓
0
                         (5-3-24) 
which means 
√𝜆𝑚𝑖𝑛(𝑄)𝔼(‖?̅?‖𝑇𝑓) ≤ 𝔼(?̅?1‖𝑣‖𝑇𝑓)                         (5-3-25) 
Then we have  
𝔼(‖?̅?‖𝑇𝑓) ≤ 𝔼(?̅?|𝑣|𝑇𝑓)                                     (5-3-26) 
where ?̅? =
?̅?1
𝜆𝑚𝑖𝑛(𝑄)
. 
Theorem 5.3.1 can be applied to prove the asymptotic stability of the estimation error 
as well, by letting the disturbances be zero. Such a result holds because the stochastic 
input-to-state stability implies global asymptotic stability in probability which is a special 
case that the input is zero [130]. In other words, a stochastic input-to-state stable state 
estimator behaves like an asymptotically stable observer in the absence of system and 
measurement noises. 
Now we are in the position to study the finite-time stochastic input-to-state stability of 
(5-3-8), which implies the stochastic setting time is finite. 
Theorem 5.3.2 
For system (5-3-1), there exists a robust observer in the form of (5-3-5) yields 
estimation error dynamic system (5-3-8) that is finite-time stochastic input-to-state stable 
and satisfies 𝔼(‖?̅?‖𝑇𝑓) ≤ 𝔼(?̅?‖𝑣‖𝑇𝑓), if there exist positive definite matrices 𝑃 and 𝑄, 
positive real number 𝜏, and matrix 𝑌, such that LMI (5-3-14) holds. 
Proof 
∀ 𝜀𝑒, we can find  positive scalar 𝑘0 = 𝜀𝑒 ?̅?1
2𝑣𝑇𝑣 . When ‖?̅?‖ ≤ 𝑘0, Based on Lemma 
5.1.5 
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𝒫{‖?̅?‖ ≥ ?̅?1
2𝑣𝑇𝑣} ≤
𝔼(‖?̅?‖)
?̅?1
2𝑣𝑇𝑣
≤
𝑘0
?̅?1
2𝑣𝑇𝑣
= 𝜀𝑒                         (5-3-27) 
which means 
𝒫{‖?̅?‖ ≤ ?̅?1
2𝑣𝑇𝑣} ≥ 1 − 𝜀𝑒                             (5-3-28) 
According to (5-1-11), (5-3-8) is finite-time stochastic input-to-state stable. In the 
following proof, we consider the case ‖?̅?‖ > 𝑘0 . From Theorem 5.3.1, it has been 
obtained that ℒ𝑉(?̅?) ≤ −?̅?𝑇𝑄?̅? + ?̅?1
2𝑣𝑇𝑣. Thus for 0 < 𝜃 <
1
2
, we can derive 
                        ℒ𝑉(?̅?) ≤ −
𝜆𝑚𝑖𝑛(𝑄)
𝜆𝑚𝑎𝑥(𝑃)
?̅?𝑇𝑃?̅? + ?̅?1
2𝑣𝑇𝑣 
= −
𝜆𝑚𝑖𝑛(𝑄)
𝜆𝑚𝑎𝑥(𝑃)
(?̅?𝑇𝑃?̅?)𝜃(?̅?𝑇𝑃?̅?)1−𝜃 + ?̅?1
2𝑣𝑇𝑣 
    ≤ −
𝜆𝑚𝑖𝑛(𝑄)𝜆𝑚𝑖𝑛
1−𝜃(𝑃)
𝜆𝑚𝑎𝑥(𝑃)
(?̅?𝑇𝑃?̅?)𝜃(‖?̅?‖)2(1−𝜃) + ?̅?1
2𝑣𝑇𝑣             (5-3-29) 
Then we have  
ℒ𝑉(?̅?) = −
𝜆𝑚𝑖𝑛(𝑄)𝜆𝑚𝑖𝑛
1−𝜃(𝑃)
𝜆𝑚𝑎𝑥(𝑃)
[(?̅?𝑇𝑃?̅?)𝜃(‖?̅?‖)2(1−𝜃)] + ?̅?1
2𝑣𝑇𝑣 
           ≤ −
𝜆𝑚𝑖𝑛(𝑄)𝜆𝑚𝑖𝑛
1−𝜃(𝑃)
𝜆𝑚𝑎𝑥(𝑃)
(?̅?𝑇𝑃?̅?)𝜃(‖?̅?‖)2(1−𝜃) + ?̅?1
2𝑣𝑇𝑣 
   (5-3-30) 
0 < 𝜃 <
1
2
 implies 1 < 2(1 − 𝜃) < 2. Thus (‖?̅?‖)2(1−𝜃) is convex, according to lemma 
5.1.4, 
(‖?̅?‖)2(1−𝜃) ≥ 𝑘0
2(1−𝜃)
                                  (5-3-31) 
Then 
ℒ𝑉(?̅?) ≤ −
𝜆𝑚𝑖𝑛(𝑄)𝜆𝑚𝑖𝑛
1−𝜃(𝑃)
𝜆𝑚𝑎𝑥(𝑃)
𝑘0
2(1−𝜃)(?̅?𝑇𝑃?̅?)𝜃 + ?̅?1
2𝑣𝑇𝑣           (5-3-32) 
Define ?̅?0 =
𝜆𝑚𝑖𝑛(𝑄)𝜆𝑚𝑖𝑛
1−𝜃(𝑃)
𝜆𝑚𝑎𝑥(𝑃)
𝑘0
2(1−𝜃)
, it is not hard to find ?̅?0 > 0. Then we have: 
ℒ?̅?(?̅?) ≤ −?̅?0𝑉
𝜃(?̅?) + ?̅?1|𝑣|
2                       (5-3-33)   
If we define 𝜓3 = ?̅?0[𝑉(?̅?)]
𝜃, it can be verified that 
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∫
1
𝜓3(𝑉)
𝜖
0
𝑑𝑉 = ∫
1
?̅?0𝑉𝜃
𝜖
0
𝑑𝑉 =
𝜖1−𝜃
?̅?0(1−𝜃)
< +∞                       (5-3-34) 
According to Theorem 5.2.2, error dynamic (5-3-8) is finite-time stochastic input-to-
state stable by setting  𝜓3 = ?̅?0[𝑉(?̅?)]
𝜃 and 𝜓4(|𝑣|) = ?̅?1|𝑣|
2.   
Theorem 5.3.1 and 5.3.2 provide sufficient conditions for the existence of a robust UIO 
for system (5-3-1) in terms of a given estimation performance index. The observer gains 
can be decided by solving LMI (5-3-14) to make the estimation error decrease to a 
bounded value depending on unknown inputs and only. In addition, the performance 
index can make the bound as small as possible to achieve robustness. LMI (5-3-14) can 
guarantee both stochastic input-to-state stability and finite-time stochastic input-to-state 
stability of the error dynamics. Different claims are made here to show how it satisfies 
the corresponding conditions.  
Based on the above results, we can summarize the procedure to design the UIO for 
system (5-3-1) as follows. 
Procedure 5.3.1 Finite-time UIO-based fault estimation for stochastic quadratic inner-
bounded nonlinear system 
i) Construct an augmented system in the form of (5-3-4). 
ii) Solve 𝐻 from Equation (5-3-9). 
iii) Solve the LMI (5-3-14) to obtain the matrices 𝑃 and 𝑌, and calculate the gain 𝐾1 =
𝑃−1𝑌. 
iv) Calculate the other gain matrices 𝑅, 𝑇 and 𝐾2 following the formulae (5-3-10) to (5-
3-12), respectively.  
v) Obtain the augmented estimate ?̂̅?  by implementing UIO (5-3-5), leading to the 
simultaneous estimates of state and fault as ?̂? = [𝐼𝑛 0𝑛×2𝑙𝑓]?̂̅?  and 𝑓 =
[0𝑛×(𝑛+𝑙𝑓) 𝐼𝑙𝑓]?̂̅?, respectively.         
5.4 Robust fault estimation of Takagi-Sugeno stochastic system 
In this section, robust UIO-based fault estimation is to be developed for T-S fuzzy 
systems subject to faults, partially decoupled unknown inputs, and stochastic Brownian 
motions, which can be implemented on a variety of real nonlinear plants. 
Consider stochastic T-S fuzzy models suffering from faults and unknown inputs in the 
form of It?̂?-type differential equations as follows: 
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IF 𝜇1 is 𝑀1𝑖 and …𝜇𝑞 is 𝑀𝑞𝑖, THEN  
{
𝑑𝑥(𝑡) = [𝐴𝑖𝑥(𝑡) + 𝐵𝑖𝑢(𝑡) + 𝐵𝑑𝑖𝑑(𝑡) + 𝐵𝑓𝑖𝑓(𝑡)]𝑑𝑡 +𝑊𝑖𝑥(𝑡)𝑑𝑤(𝑡)
𝑦(𝑡) = 𝐶𝑖𝑥(𝑡) + 𝐷𝑓𝑖𝑓(𝑡) + 𝐷𝑑𝑖𝑑𝑤(𝑡)
 
(5-4-1) 
where 𝑥(𝑡) ∈ ℛ𝑛 represents state vector with initial value of  𝑥0 ∈ ℛ
𝑛 at initial time 𝑡0; 
We assume that there exists a pre-designed controller such that 𝔼[‖𝑥(𝑡)‖] < ∞; the 𝑤(𝑡) 
is a standard one-dimensional Brownian motion on the complete probability space 
(Ω, ℱ, {ℱ𝑡}𝑡≥𝑡0𝒫) , with  Ω  being a sample space, ℱ  being a 𝜎 -field,  {ℱ𝑡}𝑡≥𝑡0  being a 
filtration and 𝒫 being a probability measure. 𝑤(𝑡) satisfies 𝔼[𝑤(𝑡)] = 0 and 𝔼[𝑤2(𝑡)] =
𝑡 .  𝑢(𝑡) ∈ ℛ𝑚  stands for control input vector and 𝑦(𝑡) ∈ ℛ𝑝  is measurement output 
vector; 𝑑(𝑡) ∈ ℛ𝑙𝑑𝑢 , 𝑑𝑤(𝑡) ∈ ℛ
𝑙𝑑𝑤 are bounded unknown input vectors from plant and 
sensors, respectively; 𝑓(𝑡) ∈ ℛ𝑙𝑓  includes the means of faults from both actuators and 
sensors with the same assumption of those in section 5.3.  𝑖 = 1, 2, … 𝑟, and 𝑟 is the total 
number of local models, 𝑀𝑗𝑖 are fuzzy sets and decision vector 𝜇 involves all individual 
premise variables 𝜇𝑗 , 𝑗 = 1, 2, … 𝑞. 𝐴𝑖 , 𝐵𝑖 , 𝐵𝑑𝑖 , 𝐵𝑓𝑖 , 𝐶𝑖 , 𝐷𝑑𝑖 , 𝐷𝑓𝑖  and 𝑊𝑖can be obtained 
by linearization or identification of nonlinear systems. In the rest of this section, the 
symbol 𝑡  in vectors will be omitted for the simplicity of presentation. By using the 
standard fuzzy blending method, the global model of system (5-4-1) can be inferred as: 
{
𝑑𝑥 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [(𝐴𝑖𝑥 + 𝐵𝑖𝑢 + 𝐵𝑑𝑖𝑑 + 𝐵𝑓𝑖𝑓)𝑑𝑡 +𝑊𝑖𝑥𝑑𝑤]
𝑦 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐶𝑖𝑥 + 𝐷𝑓𝑖𝑓 + 𝐷𝑑𝑖𝑑𝑤)
        (5-4-2) 
where ℎ𝑖(𝜇) are weighting functions, following the convex sum properties: ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 =
1 and 0 ≤ ℎ𝑖(𝜇) ≤ 1.                                    
As aforementioned that unknown inputs usually consist of parameter perturbations, 
exogenous disturbances, measurement errors, and other uncertainties. A T-S fuzzy 
representation is an approximate of the real model, hence the modelling errors can also be 
regarded as a part of unknown inputs 𝑑 and 𝑑𝑤. In this way, plant (5-4-2) can describe a 
wide range of nonlinear engineering systems in presence of faults and extra disturbances. 
In order to estimate the means of faults and system states at the same time, an auxiliary 
system is constructed as follows, by considering the faults as augmented system states: 
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{
𝑑?̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [(?̅?𝑖?̅? + ?̅?𝑖𝑢 + ?̅?𝑑𝑖𝑑)𝑑𝑡 + ?̅?𝑖?̅?𝑑𝑤]
𝑦 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐶?̅??̅? + 𝐷𝑑𝑖𝑑𝑤)
                (5-4-3)                                         
where 
?̅? = 𝑛 + 2𝑙𝑓, 
?̅? = [𝑥𝑇 ?̇?𝑇 𝑓𝑇]𝑇 ∈ ℛ?̅? 
?̅?𝑖 = [
𝐴𝑖 0 𝐵𝑓𝑖
0 0 0
0 𝐼𝑙𝑓 0
] ∈ ℛ?̅?×?̅?, 
?̅?𝑖 = [𝐵𝑖
𝑇 0 0]𝑇 ∈ ℛ?̅?×𝑚 
?̅?𝑑𝑖 = [𝐵𝑑𝑖
𝑇 0 0]𝑇 ∈ ℛ ?̅?×𝑙𝑑 
𝐶?̅? = [𝐶𝑖 0 𝐷𝑓𝑖] ∈ ℛ
𝑝×?̅? 
?̅?𝑖 = [
𝑊𝑖 0 0
0 0 0
0 0 0
] ∈ ℛ?̅?×?̅? 
To reduce the level of complication for observer design, we can choose any 𝐶̅  from 𝐶?̅? 
as the output coefficient, and the differences between other local outputs with the selected 
one are regarded as measurement perturbations. In this way, systems (5-4-3) is equivalent 
to the following expression: 
{
𝑑?̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [(?̅?𝑖𝑥 + ?̅?𝑖𝑢 + ?̅?𝑑𝑖𝑑)𝑑𝑡 + ?̅?𝑖?̅?𝑑𝑤]
𝑦 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [𝐶̅𝑥 + (𝐶?̅? − 𝐶̅)𝑥 + 𝐷𝑑𝑖𝑑𝑤]
                (5-4-4)                                                                                
By letting 𝑑𝑠 = ∑ ℎ𝑖(𝜇)[(𝐶?̅? − 𝐶̅)?̅? + 𝐷𝑑𝑖𝑑𝑤
𝑟
𝑖=1 ], system (5-4-4) can be simplified as: 
{
𝑑?̅? = ∑ ℎ𝑖(𝜇)[
𝑟
𝑖=1 (?̅?𝑖?̅? + ?̅?𝑖𝑢 + ?̅?𝑑𝑖𝑑)𝑑𝑡 + ?̅?𝑖?̅?𝑑𝑤]
𝑦 = 𝐶̅?̅? + 𝑑𝑠
                (5-4-5)    
In system (5-4-5), the component of state vector ?̅? involves both original state 𝑥 and 
fault 𝑓. By designing unknown input observer in the following form  
{
𝑧̅̇ = ∑ ℎ𝑖(𝜇)[𝑅𝑖𝑧̅ + 𝑇?̅?𝑖𝑢 + (𝐾𝑖1 + 𝐾𝑖2)𝑦]
𝑟
𝑖=1
?̂̅? = 𝑧̅ + 𝐻𝑦
                     (5-4-6)  
where 𝑧̅  stands for its state vector and ?̂̅? is the estimation of  ?̅?, simultaneous estimation 
of  𝑥  and  𝑓 can be achieved.   Matrices 𝑅𝑖, 𝑇, 𝐾𝑖1 and  𝐾𝑖2,  𝑖 = 1, 2, … 𝑟, are observer 
gains to be designed such that  ?̂̅?  is close enough to ?̅?. Obviously, the global unknown 
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input observer is also a fuzzy aggression of a set of local observers with the same weights 
of (5-4-2).  
Defining estimation error to be ?̅? = ?̅? − ?̂̅?, and subtracting (5-4-6) from (5-4-5) leads 
to the following error dynamic: 
𝑑?̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 {{(?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 −𝐾𝑖1𝐶̅)𝑒 + (?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐾𝑖1𝐶̅ − 𝑅𝑖)𝑧 ̅ 
         +[(?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐾𝑖1𝐶̅)𝐻 − 𝐾𝑖2]𝑦 +[(𝐼?̅? − 𝐻𝐶̅) − 𝑇]?̅?𝑖𝑢 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑖1𝑑1 
         +(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑖2𝑑2 − 𝐾𝑖1𝑑𝑠 − 𝐻?̇?𝑠}𝑑𝑡 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑖?̅?𝑑𝑤}                    (5-4-7)                                                                                                                        
If for all  𝑖 = 1, 2, … 𝑟  the observer gains satisfy the following conditions:     
(𝐼?̅? −𝐻𝐶̅)?̅?𝑑𝑖1 = 0                                            (5-4-8)                                                                          
𝑅𝑖 = ?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐾𝑖1𝐶̅                                        (5-4-9)                                                                     
𝑇 = 𝐼?̅? − 𝐻𝐶̅                                               (5-4-10) 
𝐾𝑖2 = 𝑅𝑖𝐻                                                 (5-4-11) 
the state estimation error can be reduced to 
𝑑?̅? =∑ℎ𝑖(𝜇)
𝑟
𝑖=1
{[𝑅𝑖?̅? + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑖2𝑑2 − 𝐾𝑖1𝑑𝑠 
−𝐻?̇?𝑠]𝑑𝑡 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑖?̅?𝑑𝑤}                                   (5-4-12) 
In order to meet the conditions (5-4-8) to (5-4-11), we have the following assumptions:
  
 (1)rank(𝐶̅(?̅?𝑑11  ?̅?𝑑21⋯  ?̅?𝑑𝑟1)) =  rank((?̅?𝑑11  ?̅?𝑑21⋯  ?̅?𝑑𝑟1)); 
 (2) For ∀ 𝑖,  [
𝐴𝑖 𝐵𝑓𝑖 𝐵𝑑𝑖1
𝐶 𝐷𝑓𝑖 0
] is of full column rank; 
 (3) For ∀ 𝑖,  rank [
𝑠𝐼𝑛 − 𝐴𝑖 𝐵𝑑𝑖1
𝐶 0
] = 𝑛 + 𝑙𝑑𝑖1. 
According to Chapter 3, the above assumptions are to ensure that for each local model, 
equation (5-4-8) can be solved, and one solution of 𝐻 can be obtained as  
 𝐻∗ = ?̅?𝑀[(𝐶̅?̅?𝑀)
𝑇(𝐶̅?̅?𝑀)]
−1(𝐶̅?̅?𝑀)
𝑇                            (5-4-13) 
where 𝐵𝑀is of full column rank, obtained by a non-singular matrix 𝑀 such that 
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(?̅?𝑑11  ?̅?𝑑21⋯  ?̅?𝑑𝑟1)𝑀 = (?̅?𝑀  0)                               (5-4-14)   
Moreover, the model is observable. A special solution of (5-4-8), shown as (5-4-13) is 
used here, as it can already make the design of other observer gains flexible in this chapter. 
In terms of more flexible requirements, a general solution can be used as 𝐻 =
?̅?𝑀(𝐶̅?̅?𝑀)
+ + 𝑁(𝐼 − (𝐶̅?̅?𝑀)(𝐶̅?̅?𝑀)
+) , where (𝐶̅?̅?𝑀)
+ = [(𝐶̅?̅?𝑀)
𝑇(𝐶̅?̅?𝑀)]
−1(𝐶̅?̅?𝑀)
𝑇 , 
and 𝑁 is a compatible matrix of proper dimension.                            
Under these necessary assumptions, 𝑑1 has been decoupled by settling 𝐻, however, 
𝑑2, 𝑑𝑠 and the Brownian motion still affect the error dynamic. As a good observer should 
lead to the convergence of error ?̅? , the design of robust fault estimation scheme is 
converted into attenuating the influences of un-decoupled unknown inputs and the 
Brownian motion. 
For bounded unknown inputs, our target is to design observer gains such that 
estimation error can be mapped around equilibrium around a certain distance, which is a 
function of the unknown inputs.  
Theorem 5.4.1 
 For system (5-4-2), there exists a fuzzy unknown input observer in the form of (5-4-
6), resulting in a stochastic input-to-state stable error dynamic (5-4-12) which satisfies 
𝔼(‖?̅?‖𝑇𝑓) ≤ 𝔼(?̅?‖𝑣‖𝑇𝑓), if ∀ 𝑖, there exist positive definite matrices 𝑃and ?̅?, matrices 𝑌𝑖, 
such that 
[
 
 
 
 
 
Λ𝑖 (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑖2 −𝑌𝑖 −𝑃𝐻 0
∗ −?̅?2𝐼𝑙𝑑2 0 0 0
∗ ∗ −?̅?2𝐼𝑠 0 0
∗ ∗ ∗ −?̅?2𝐼𝑠 0
∗ ∗ ∗ ∗ Π𝑖]
 
 
 
 
 
< 0               (5-4-15)        
where Λ𝑖 = 𝐼?̅?+?̅?𝑖1
 𝑇𝑃 + 𝑃?̅?𝑖1 − 𝐶̅
𝑇𝑌𝑖
𝑇 −  𝑌𝑖𝐶̅ + ?̅? ,  𝑌𝑖 = 𝑃𝐾𝑖1  ?̅?𝑖1 = (𝐼?̅? − 𝐻𝐶̅)?̅?𝑖 , Π𝑖 =
?̅?𝑖
𝑇𝑇𝑇𝑃𝑇?̅?𝑖 − 𝛾
2𝐼?̅?  𝑖 = 1,2, … 𝑟, 𝑣 = [𝑑2 𝑑𝑠 ?̇?𝑠 ?̅?], and ?̅? is a performance index 
indicating the level of noise attenuation. 
Proof 
 Based on the Theorem 5.2.1, the proof involves establishing a dissipation inequality 
via a suitable storage function. Here, we choose the function as 𝑉(?̅?) = ?̅?𝑇𝑃?̅?, and it is not 
hard to obtain that: 
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𝜆𝑚𝑖𝑛(𝑃)‖?̅?‖
2 ≤ 𝑉(?̅?) ≤ 𝜆𝑚𝑎𝑥(𝑃)‖?̅?‖
2                          (5-4-16) 
which means it meets (5-2-1). Taking the infinitesimal operator along the state trajectories 
of dynamic (5-4-12), by using the It?̂? formula,  ℒ𝑉(?̅?) can be calculated as: 
ℒ𝑉(?̅?) = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [?̅?
𝑇𝑃(𝑅𝑖?̅? + 𝑇?̅?𝑑𝑖2𝑑2 − 𝐾𝑖1𝑑𝑠 − 𝐻?̇?𝑠)  
               +(𝑅𝑖?̅? + 𝑇?̅?𝑑𝑖2𝑑2 −𝐾𝑖1𝑑𝑠 − 𝐻?̇?𝑠)
𝑇𝑃?̅? +?̅?𝑇?̅?𝑖
𝑇𝑇𝑇𝑃𝑇?̅?𝑖?̅?]   
            = ∑ ℎ𝑖(𝜇)[
𝑟
𝑖=1 ?̅?
𝑇(?̅?𝑖1
 𝑇𝑃 + 𝑃?̅?𝑖1 − 𝐶̅
𝑇𝑌𝑖
𝑇 −  𝑌𝑖𝐶̅)?̅? + 2?̅?
𝑇𝑃𝑇?̅?𝑑𝑖2𝑑2 
             −2?̅?𝑇𝑃𝐾𝑖1𝑑𝑠 − 2?̅?
𝑇𝑃𝐻𝑑?̇? + ?̅?
𝑇?̅?𝑖
𝑇𝑇𝑇𝑃𝑇?̅?𝑖?̅?]                                  (5-4-17)                                                          
Adding and subtracting ?̅?𝑇?̅??̅? − ?̅?2𝑣𝑇𝑣  yields:   
ℒ𝑉(?̅?) = [?̅?𝑇 𝑣𝑇](∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 Ψ𝑖) [
?̅?
𝑣
] − ?̅?𝑇?̅??̅? + ?̅?2𝑣𝑇𝑣           (5-4-18) 
where 
Ψ𝑖 =
[
 
 
 
 
 
Θ𝑖 (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑖2 −𝑌𝑖 −𝑃𝐻 0
∗ −?̅?2𝐼𝑙𝑑2 0 0 0
∗ ∗ −?̅?2𝐼𝑠 0 0
∗ ∗ ∗ −?̅?2𝐼𝑠 0
∗ ∗ ∗ ∗ Π𝑖]
 
 
 
 
 
                  (5-4-19) 
and  Θ𝑖 = ?̅?𝑖1
 𝑇𝑃 + 𝑃?̅?𝑖1 − 𝐶̅
𝑇𝑌𝑖
𝑇 −  𝑌𝑖𝐶̅ + ?̅?. LMIs (5-4-15) implies that Ψ𝑖 < 0, which 
means    
ℒ𝑉(?̅?) ≤ −?̅?𝑇?̅??̅? + ?̅?2𝑣𝑇𝑣                                   (5-4-20)    
Since ?̅? is positive, a positive scale ?̅? can be found such that  
ℒ𝑉(?̅?) ≤ −?̅? ?̅?𝑇?̅? + ?̅?2𝑣𝑇𝑣                                   (5-4-21)                                                            
Therefore, 𝑉(?̅?)  is a stochastic input-to-state stability-Lyapunov function with 
𝜓3(?̅?) = ?̅?‖?̅?‖
2 and 𝜓4(|𝑣|) = ?̅?
2|𝑣|2. According to the Theorem 5.2.1, dynamic (5-4-
12) is stochastically input-to-state stable. 
We are now in a position to attenuate the influences of 𝑣 on estimation error. Choose 
?̅? as a performance index, and then we define:  
𝛤 = 𝔼 (∫ (?̅?𝑇?̅? − ?̅?2𝑣𝑇𝑣)𝑑𝑡
𝑇𝑓
0
)                            (5-4-22)                                                          
It follows that:  
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                𝛤 = 𝔼{∫ [?̅?𝑇?̅? − ?̅?2𝑣𝑇𝑣 + ℒ𝑉(?̅?)]𝑑𝑡
𝑇𝑓
0
} − 𝔼[∫ ℒ𝑉(?̅?)𝑑𝑡
𝑇𝑓
0
]               
                    = 𝔼∫ ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [
𝑇𝑓
0
?̅?𝑇(𝐼?̅? + ?̅?𝑖1
 𝑇𝑃 + 𝑃?̅?𝑖1 − 𝐶̅
𝑇𝑌𝑖
𝑇 −  𝑌𝑖𝐶̅   
                        +?̅?)?̅?−?̅?𝑇?̅??̅? + 2?̅?𝑇𝑃𝑇?̅?𝑑𝑖2𝑑2 − 2?̅?
𝑇𝑃𝐾𝑖1𝑑𝑠 
                        −2?̅?𝑇𝑃𝐻?̇?𝑠 + ?̅?
𝑇?̅?𝑖
𝑇𝑇𝑇𝑃𝑇?̅?𝑖?̅?] 𝑑𝑡 − 𝔼∫ ℒ𝑉(?̅?)𝑑𝑡
𝑇𝑓
0
          
 ≤ 𝔼{∫ [?̅?𝑇 𝑣𝑇](∑ ℎ𝑖(𝜇)
𝑟
𝑖=1
𝑇𝑓
0
Ω𝑖) [
?̅?
𝑣
])𝑑𝑡}  − 𝔼[∫ ℒ𝑉(?̅?)𝑑𝑡
𝑇𝑓
0
]    (5-4-23)  
where 
Ω𝑖 =
[
 
 
 
 
 
Λ𝑖 (𝐼?̅? −𝐻𝐶̅)?̅?𝑑𝑖2 −𝑌𝑖 −𝑃𝐻 0
∗ −?̅?2𝐼𝑙𝑑2 0 0 0
∗ ∗ −?̅?2𝐼𝑠 0 0
∗ ∗ ∗ −?̅?2𝐼𝑠 0
∗ ∗ ∗ ∗ Π𝑖]
 
 
 
 
 
 
in which Λ𝑖 = 𝐼?̅?+?̅?𝑖1
 𝑇𝑃 + 𝑃?̅?𝑖1 − 𝐶̅
𝑇𝑌𝑖
𝑇 −  𝑌𝑖𝐶̅ + ?̅?. 
Under zero initial condition ?̅?(0) = 0, 
𝔼(∫ ℒ𝑉(?̅?)𝑑𝑡
𝑇𝑓
0
) = 𝑉(?̅?) > 0                                 (5-4-24) 
thus  Ω𝑖 < 0 leads to 𝛤 < 0, i.e. LMIs (5-4-15) is sufficient to make (5-4-12) satisfy 
𝔼(‖?̅?‖𝑇𝑓) ≤ 𝔼(?̅?‖𝑣‖𝑇𝑓)                                    (5-4-25)                                                      
As a result, for given performance index ?̅? , LMIs (5-4-15) can make sure the 
estimation error to convergence to equilibrium within a certain distance, and the error to 
be reduced to certain value.  
It is obvious that conditions in the above theorem can also lead to a proof of global 
asymptotic stability in probability by choosing ?̅? specially to be null matrix.  
5.5 Illustration examples 
Example 5.5.1 
Consider a single-link robot with flexible joints actuated by a DC motor. The plant can 
be modelled as the following stochastic nonlinear system [128, 129]: 
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{
 
 
 
 
𝑑𝜃𝑚 = 𝜔𝑚𝑑𝑡 + (0.1𝜔𝑚 − 0.2𝜃𝑙)𝑑𝑤
𝑑𝜔𝑚 = [
𝑘0
𝐽𝑚
(𝜃𝑙 − 𝜃𝑚) −
𝑍
𝐽𝑚
𝜔𝑚 +
𝑘𝜏
𝐽𝑚
𝑢] 𝑑𝑡 + (−0.1𝜔𝑚 + 0.1𝜔𝑙)𝑑𝑤
𝑑𝜃𝑙 = 𝜔𝑙𝑑𝑡 + 0.1𝜃𝑙𝑑𝑤
𝑑𝜔𝑙 = [−
𝑘0
𝐽𝑙
(𝜃𝑙 − 𝜃𝑚) −
𝑚𝑔ℎ
𝐽𝑙
sin(𝜃𝑙)] + (−0.3𝜔𝑚 + 0.1𝜔𝑙)𝑑𝑤
   (5-5-1)                          
where  𝜃𝑚 and 𝜃𝑙 denote the angles of the rotations of the motor and link, respectively, 
𝜔𝑚 and 𝜔𝑙 are the angular velocities of the motor and link, respectively, 𝐽𝑚 represents the 
inertia of the DC motor (actuator), 𝐽𝑙  is the inertia of the link, 𝑘0 is torsional spring 
constant, 𝑘𝜏 is the amplifier gain, 𝑍 is the viscous friction, 𝑚 is the pointer mass, 𝑔 is the 
gravity constant, and ℎ is the length of the link, and 𝑢 is the control input (DC voltage).  
Let 𝑥 = [𝜃𝑚   𝜔𝑚   𝜃𝑙   0.1𝜔𝑙], the system can be written in the form of (5-3-1), where  
𝐴 = [
0 1 0 0
−48.6 −1.25 48.6 0
0 0 0 10
1.95 0 −1.95 0
], 𝐵 = [
0
21.6
0
0
], 𝐶 = [
1 0 0 0
0 1 0 0
], 
𝑔(𝑥) = [
0
0
0
−0.333sin (𝑥3)
], 𝑊 = [
0.1 0 −0.2 0
0 −0.1 0 0.1
0 0 0.1 0
0 −0.3 0 0.1
], 𝐷 = [
0
0
], 
The fault and disturbance distribution matrices are respectively 𝐵𝑓 = 𝐵𝑓𝑎 = 𝐵, 𝐷𝑓 =
[
0
0
], 𝐺 = [
0.1   
0   
0
0.2
] and  
𝐵𝑑 = [
−0.2 0.01 −0.02
−0.1 0.02 −0.04
0.1 −0.02 0.04
0.2 0.02 −0.04
] 
The actuator fault is: 
𝑓𝑎 =
{
 
 
 
 
0 𝑡 ≥ 80𝑠
−0.05(𝑡 − 80) 60𝑠 ≤ 𝑡 < 80𝑠
1 40𝑠 ≤ 𝑡 < 60𝑠
0.05(𝑡 − 20) 20𝑠 ≤ 𝑡 < 40𝑠
0 0𝑠 ≤ 𝑡 < 20𝑠
                        (5-5-2) 
and the unknown input disturbances are random numbers from [−1,1]  measurement 
noises are random numbers from [−0.1,0.1]. The initial state value is given as 𝑥0 =
[0.1 −1 0.1 0.2  ]𝑇 corrupted by random noises. A controller 𝑢 = 𝐹𝑦 , where 𝐹 =
[−0.5 −1], can be pre-designed to make the system stable.  
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‖𝑔(𝑥)‖ ≤ 0.333 ≤ 0.333(1 + ‖𝑥‖) 
So let 𝑐 = 0.333, 𝜌1 = 0.11 and 𝜌2 = 0, we can easily find 𝑔(𝑥) satisfy the (5-3-2) 
and (5-3-3) in Assumption 5.3.1. By choosing ?̅? = 3 , we can obtain 𝜏 = 20  and the 
observer gains as follows: 
𝐻 =
[
 
 
 
 
 
0.8000 0.4000
0.4000 0.2000
−0.4000 −0.2000
−0.8000 −0.4000
0 0
0 0 ]
 
 
 
 
 
,  
𝑇 =
[
 
 
 
 
 
0.2000 −0.4000 0 0 0 0
−0.4000 0.8000 0 0 0 0
0.4000 0.2000 1 0 0 0
0.8000 0.4000 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1]
 
 
 
 
 
, 
𝐾 = 𝐾1 + 𝐾2 =
[
 
 
 
 
 
60.79 −62.57
−119.0 199.9
96.77 −242.6
−193.3 334.5
−248.1 496.2
−484.2 968.4 ]
 
 
 
 
 
, 
𝑅 =
[
 
 
 
 
 
12.86 90.38 −19.44 0 0 −8.640
−31.00 −176.8 38.88 0 0 17.28
−24.05 283.9 9.720 10 0 4.320
−0.9442 −422.6 17.49 0 0 8.640
21.49 −609.4 0 0 0 0
42.05 −1190 0 0 1 0 ]
 
 
 
 
 
 
By choosing the above parameters, 𝑑1  is decoupled and the influences of 𝑑2 and 
Brownian motion are attenuated. Using the Euler–Maruyama method [148] to simulate 
the standard Brownian motions, one can obtain the simulated curves of the stochastic state 
responses (40 state trajectories). The curves displayed in Figs. 5.5.1-5.5.5 exhibit the 
estimation performances for the trends of full system states, and actuator fault 
respectively.  
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Fig. 5.5.1. State 𝑥1 and its estimation 
 
Fig. 5.5.2. State 𝑥2 and its estimation 
 
Fig. 5.5.3. State 𝑥3 and its estimation 
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Fig. 5.5.4. State 𝑥4 and its estimation 
 
Fig. 5.5.5.  𝑓𝑎 and its estimation 
Applying the suggested fault-reconstruction approach, the means of actuator fault and 
full system states can be estimated simultaneously and the trajectories of estimation error 
can be mapped quite closed to equilibrium in finite time. Since the concerned unknown 
inputs are not constrained to be completely decoupled as most previous results, and the 
un-decoupled part of unknown inputs can be attenuated successfully by the solving LMI 
conditions, the presented methods have wider application on practical dynamic. 
Example 5.3.2  
We can find the nonlinear component of Example 5.3.1 satisfies Lipschitz constrict 
which is a special situation of quadratic inner boundedness. In this example, we consider 
a more general condition. The plant is in the form of (5-3-1) with the following parameters: 
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𝐴 = [
−1 −8 1
2 −1 2
0 0 −2
], 𝐵 = [
1
0
0
], 𝐶 = [
1 0 0
0 1 0
0 0 1
], 𝑔(𝑥) = [
−𝑥1(𝑥1
2 + 𝑥2
2 + 𝑥3
2)
−𝑥2(𝑥1
2 + 𝑥2
2 + 𝑥3
2)
−𝑥3(𝑥1
2 + 𝑥2
2 + 𝑥3
2)
], 
𝑊 = [
0.3 0 −0.2
0 0.1 0.4
0.5 0 0.1
], 𝐵𝑓𝑎 = 𝐵, 𝐷𝑓𝑠 = [
1
0
0
], 𝐵𝑑 = [
−0.3 −0.1 −0.05
0.1 −0.2 0.1
−0.2 −0.4 0.2
], 
𝐷 = [
0
0
0
], 𝐺 = [
0.1 0 0
0 0 0
0 0 0
] 
In this case, 𝐵𝑓 = [𝐵𝑓𝑎  0], 𝐷𝑓 = [0  𝐷𝑓𝑠]. The actuator fault is defined as: 
𝑓𝑎 = {
0 𝑡 ≥ 70𝑠
−0.02(𝑡 − 70) 40𝑠 ≤ 𝑡 < 70𝑠
0.02(𝑡 − 10) 10𝑠 ≤ 𝑡 < 40𝑠
0 0𝑠 ≤ 𝑡 < 10𝑠
                                (5-5-3) 
and the sensor fault is 50% deviation of the real output, while the control input 𝑢 = 1 and 
the unknown input disturbances and measurement noises are random numbers from 
[−0.01,0.01]  The initial state value is given as 𝑥0 = [0.1 −0.05 0  ]
𝑇 corrupted by 
random noises. Considering the set ?̃? = {𝑥 ∈ 𝑅3: ‖𝑥‖) ≤ 𝜗} ,  we have ‖𝑔(𝑥)‖  =
‖𝑥‖3 < 𝜗2(1 + ‖𝑥‖). It is not hard to find that 𝑔(𝑥) is not Lipschitz convergence. Let is 
verify the quadratic inner boundedness according to [147]. After some algebraic 
manipulations, we can obtain 
 ‖|𝑔(𝑥1) − 𝑔(𝑥2)|‖
2 = (‖𝑥1‖
2 − ‖𝑥2‖
2)2(‖𝑥1‖
2 + ‖𝑥2‖
2) + ‖𝑥1 − 𝑥2‖
2‖𝑥1‖
2‖𝑥2‖
2 
𝜌1 ‖𝑥1 − 𝑥2‖
2 + 𝜌2〈𝑥1 − 𝑥2, 𝑔(𝑥1) − 𝑔(𝑥2)〉
= ‖𝑥1 − 𝑥2‖
2 [𝜌1 −
𝜌2
2
(‖𝑥1‖
2 + ‖𝑥2‖
2)] −
𝜌2
2
(‖𝑥1‖
2 − ‖𝑥2‖
2)2 
In order to make (5-3-3) hold, we have to find 𝜌1 and 𝜌2 such that  
‖𝑥1‖
2 + ‖𝑥2‖
2 ≤ −
𝜌2
2
, ‖𝑥1‖
2 ∙ ‖𝑥2‖
2 ≤ 𝜌1 −
𝜌2
2
[‖𝑥1‖
2 + ‖𝑥2‖
2]2 ≤ 𝜌1 +
𝜌2
2
4
 
hold in set ?̃?. It suffices to have 𝜌2 ≤ −4𝜗
2and 𝜌1 ≥ 𝜗
4 −
𝜌2
2
4
. For given set ?̃? with 𝜗 =
1.4, which is large enough in terms of the considered system, we can find  𝜌1 = −7 and 
𝜌2 = −8.4  to make 𝑔(𝑥)  satisfy the quadratic inner-bounded condition. Then by 
choosing  ?̅? = 9, we can obtain 𝜏 = 82.12 and the observer gains as follows: 
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𝐻 =
[
 
 
 
 
 
 
0.6429 −0.2143 0.4286
−0.2143 0.0714 −0.1429
0.4286 −0.1429 0.2857
0 0 0
0 0 0
0 0 0
0 0 0 ]
 
 
 
 
 
 
, 
𝑇 =
[
 
 
 
 
 
 
0.3571 0.2143 −0.4286 0 0 0 −0.6429
0.2143 0.9286 0.1429 0 0 0 0.2143
−0.4286 0.1429 0.7143 0 0 0 −0.4286
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1 ]
 
 
 
 
 
 
, 
𝐾 = 𝐾1 + 𝐾2 =
[
 
 
 
 
 
 
−19.35 −230.8 147.7
−122.2 1131 754.2
−167.5 870.0 684.1
0.3586 5.770 2.347
20.67 −106.8 −84.39
2.493 32.88 12.70
79.06 −393.1 −315.1]
 
 
 
 
 
 
, 
𝑅 =
[
 
 
 
 
 
 
−0.7785 −227.1 −159.5 0 −0.6429 0.3571 −0.8500
6.350 1094 −830.7 0 0.2143 0.2143 4.707
7.401 −813.1 −792.8 0 −0.4286 −0.4286 6.687
0.0428 −5.904 −2.080 0 0 0 0.0428
−0.9818 100.2 97.52 0 0 0 −0.9818
−0.0644 −33.69 −11.08 1 0 0 −0.0644
−3.555 367.9 365.5 0 1 0 −3.555 ]
 
 
 
 
 
 
 
By choosing the above parameters, and using the Euler–Maruyama method to simulate 
the standard Brownian motions with 50 state trajectories, we can obtain Figs. 5.5.6-5.5.10 
to exhibit the estimation performances for the trends of full system states, actuator fault 
and sensor fault, respectively. Like Example 5.5.1, 𝑑1 is decoupled while the influences 
of 𝑑2 and Brownian motions are attenuated. Normally, large gains should be avoided in 
the design of controllers. In this Chapter, 𝐾 is designed as an observer gain. Therefore, it 
should be fine to have large elements in 𝐾. 
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Fig. 5.5.6. State 𝑥1 and its estimation 
 
Fig. 5.5.7. State 𝑥2 and its estimation 
 
Fig. 5.5.8. State 𝑥3 and its estimation 
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Fig. 5.5.9. 𝑓𝑎 and its estimation 
 
Fig. 5.5.10. 𝑓𝑠 and its estimation 
 From the above figures, we can find the proposed scheme work excellent on quadratic 
inner-bounded nonlinear systems, which are more general than Lipschitz and one-side 
Lipschitz nonlinear systems considered in majority of existing literatures about nonlinear 
systems. Both actuator fault and sensor fault can be estimated simultaneously with system 
states robustly. The influences from unknown inputs and Brownian motions have been 
attenuated significantly and the convergence time of estimation error is finite. 
Example 5.5.3 
In this example, robust fault estimation of stochastic T-S fuzzy systems will be 
demonstrated through a numerical example.  The system can be described in the form of 
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plant (5-4-2) with 18 IF-THEN rules. The coefficients are presented in Appendix 1. The 
actuator fault taken into account occurs in the first input with the following value: 
𝑓𝑎 =
{
 
 
 
 
0 0𝑠 ≤ 𝑡 < 1500𝑠
−0.2(𝑡 − 1500) 1500𝑠 ≤ 𝑡 < 2000𝑠
−100 + sin (0.1𝑡) 2000𝑠 ≤ 𝑡 < 2500𝑠
0.2(𝑡 − 2500) − 100 2500𝑠 ≤ 𝑡 < 3000𝑠
0 𝑡 ≥ 3000𝑠
                   (5-5-4)                             
And the sensor fault is assumed to be 20% decrease of the first output. The estimation 
results of full system states and concerned faults are shown in Figs. 5.5.11-5.5.18.  
 
Fig. 5.5.11 state 𝑥1 and its estimation 
 
Fig. 5.5.12 state 𝑥2 and its estimation 
88 
 
 
Fig. 5.5.13 state 𝑥3 and its estimation 
 
Fig.5.5.14 state 𝑥4 and its estimation 
 
Fig.5.5.15 state 𝑥5 and its estimation 
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Fig. 5.5.16 state 𝑥6 and its estimation 
 
Fig. 5.5.17. 𝑓𝑎 and its estimation 
  
Fig.5.5.18. 𝑓𝑠 and its estimation 
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As shown in the above figures, the estimation of both system states and considered 
faults are excellent. For given performance index, the estimation errors can converge to 
equilibrium of a certain distance determined by the index, and the un-decoupled unknown 
inputs are attenuated by LMIs successfully. 
5.6 Summary 
This chapter dealt with the problem of robust fault estimation for stochastic nonlinear 
systems subject to unknown inputs, faults and Brownian motion. Firstly, sufficient 
conditions of the stochastic input-to-state stable and finite-time stochastic input-to-state 
stable for stochastic nonlinear systems have been addressed with rigorous and completed 
proofs. Then UIO-based fault estimation technique has been proposed for the considered 
systems to estimate the means of considered faults and system states. By solving LMIs, 
the observer gains can be obtained sequentially to guarantee the convergence of estimation 
error. Significantly, the proposed methodology has been applied to simulations to illustrate 
the estimation performance.  
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Chapter 6  
Integrated fault tolerant control of stochastic 
system 
This chapter presents an integrated fault tolerant control technique for stochastic 
systems subjected to Brownian parameter perturbations. For fault estimation of stochastic 
systems, because of the existence of Brownian motion, the trajectory of estimation error 
is influenced by not only observer gains, but also the convergence of original system state. 
In Chapter 5, robust fault estimation for stochastic systems have been introduced based 
on assumption that a pre-designed controller can guarantee the stability of original plant. 
In this chapter, we will relax this assumption, and observer-based control is considered 
to meet the stability requirement of the plant after implementing the integrated fault 
tolerant control.  
 Firstly, UIO-based fault estimation approach is utilized to achieve a robust 
simultaneous estimate of the system states and the means of faults concerned. Estimation 
of system state is then used to do observer-based control. In the meanwhile, a robust fault 
tolerant control strategy is developed by using actuator and sensor signal compensation 
techniques based on estimation of faults. Fig. 6 can demonstrate the structure of the 
observer-based fault estimation and fault tolerant control. It is worthy to point out that the 
well-known separation theory for observer-based control in deterministic systems 
becomes invalid in stochastic Brownian systems. Therefore, the observer gains and 
control gains are determined to guarantee the stability and robustness of the overall 
closed-loop systems consisting original plant after fault tolerant control and the 
estimation error dynamic.  
Stochastic linear time-invariant system (section 6.1), stochastic system with Lipschitz 
nonlinear constraint (section 6.2),  stochastic system with quadratic inner-bounded 
nonlinear constraint (section 6.3), and stochastic T-S fuzzy nonlinear approximation 
(section 6.4) are respectively investigated, and the corresponding fault-tolerant control 
algorithms are addressed with illustration examples. The chapter ends with a conclusion 
in section 6.5. 
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Fig. 6 The structure of observer-based fault tolerant control 
6.1 Integrated fault tolerant control of linear stochastic system 
Consider the following stochastic linear system in the form of It?̂?-type stochastic 
differential equation: 
{
𝑑𝑥(𝑡) = [𝐴𝑥(𝑡) + 𝐵𝑢(𝑡) + 𝐵𝑑𝑑(𝑡) + 𝐵𝑓𝑓(𝑡)] 𝑑𝑡 +𝑊𝑥(𝑡)𝑑𝑤(𝑡)
𝑦(𝑡) = 𝐶𝑥(𝑡) + 𝐷𝑓𝑓(𝑡)
 
(6-1-1) 
where 𝑥(𝑡) ∈ ℛ𝑛  represents the state vector; 𝑢(𝑡) ∈ ℛ𝑚  stands for the control input 
vector and 𝑦(𝑡) ∈ ℛ𝑝  is the measurement output vector; 𝑑(𝑡) ∈ 𝐿∞
𝑙𝑑  is unknown 
disturbance vectors; 𝑓(𝑡) ∈ ℛ𝑙𝑓 represents the means of the faults (e.g., actuator faults 
and/or sensor faults); 𝑤(𝑡)  is a standard one-dimensional Brownian motion with 
𝔼[𝑤(𝑡)] = 0  and 𝔼[𝑤2(𝑡)] = 𝑡 ; 𝐴 , 𝐵 , 𝐶 , 𝐵𝑑 , 𝐵𝑓 , 𝐷𝑓  and 𝑊  are known coefficient 
matrices with appropriate dimensions. For the simplification of description, in the rest of 
paper, the time symbol 𝑡 is omitted. 
Similar with Chapter 5, the means of the faults concerned are assumed to be either 
incipient or abrupt. Moreover, we still denote 𝐵𝑑 = [𝐵𝑑1  𝐵𝑑2] and 𝑑 =  [𝑑1  𝑑2]
𝑇. We 
assume that 𝑑1 ∈ ℛ
𝑙𝑑1 rather than 𝑑2 ∈ ℛ
𝑙𝑑2 can be decoupled. 
The aim of this section is to design a robust fault estimation based tolerant controller 
for system (6-1-1).  The main objectives include: (i) Estimate full system states and the 
means of concerned faults simultaneously, and eliminate the influences of the unknown 
inputs. (ii) Design an observe-based fault tolerant control strategy to guarantee the 
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stochastically input-to-state stability of the closed-loop system, and eliminate the adverse 
effects from the faults to the system dynamics with the aid of signal compensations.  
6.1.1 Joint observer for robust fault estimation 
This section is to introduce the integration of the augmented system approach and the 
UIO technique. The former can establish an auxiliary system vector composed of the 
original system states and the means of the concerned faults, while the latter is to decouple 
the unknown inputs that can be decoupled. 
For system (6-1-1), the following augmented system can be constructed by describing 
the means of faults as auxiliary states  
{
𝑑?̅? = (?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑)𝑑𝑡 + ?̅?𝑥𝑑𝑤
𝑦 = 𝐶̅?̅?
                            (6-1-2)       
where  
?̅? = 𝑛 + 2𝑙𝑓, 
?̅? = [𝑥𝑇 𝑓̇𝑇 𝑓𝑇]𝑇 ∈ ℛ?̅?, 
?̅? = [
𝐴 0𝑛×𝑙𝑓 𝐵𝑓
0𝑙𝑓×𝑛 0𝑙𝑓×𝑙𝑓 0𝑙𝑓×𝑙𝑓
0𝑙𝑓×𝑛 𝐼𝑙𝑓 0𝑙𝑓×𝑙𝑓
] ∈ ℛ?̅?×?̅?, 
?̅? = [𝐵𝑇 0𝑚×𝑙𝑓 0𝑚×𝑙𝑓]
𝑇
∈ ℛ?̅?×𝑚, 
?̅?𝑑 = [𝐵𝑑
𝑇 0𝑙𝑑×𝑙𝑓 0𝑙𝑑×𝑙𝑓]
𝑇
∈ ℛ ?̅?×𝑙𝑑, 
?̅? = [𝑊𝑇 0𝑛×𝑙𝑓 0𝑛×𝑙𝑓]
𝑇
∈ ℛ?̅?×𝑛, 
𝐶̅ = [𝐶 0𝑝×𝑙𝑓 𝐷𝑓] ∈ ℛ
𝑝×?̅? 
For the augmented system (6-1-2), we design the following unknown input observer: 
{
𝑑𝑧̅ = [𝑅𝑧̅ + 𝑇?̅?𝑢 + (𝐿1 + 𝐿2)𝑦]𝑑𝑡
?̂̅? = 𝑧̅ + 𝐻𝑦
                                  (6-1-3) 
where 𝑧̅ is the state vector of (6-1-3),  ?̂̅? is the estimation of ?̅? , and 𝑅, 𝑇, 𝐿1, 𝐿2 and 𝐻 are 
all observer gains with appropriate dimensions to be designed.   
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Let ?̅? = ?̅? − ?̂̅? which represents the estimation error. In terms of (6-1-2) and (6-1-3), 
we have: 
      𝑑?̅? = (𝐼?̅? − 𝐻𝐶̅) 𝑑?̅? − 𝑑𝑧̅ 
            = {(𝐼?̅? − 𝐻𝐶̅) (?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑) − 𝑅𝑧̅ − 𝑇?̅?𝑢 − (𝐿1 + 𝐿2)𝑦}𝑑𝑡 
                  +(𝐼?̅? − 𝐻𝐶̅)?̅?𝑥𝑑𝑤           
= {(𝐼?̅? −𝐻𝐶̅)?̅??̅? − 𝐿1𝐶̅?̅? + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑢 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑑 − 𝑅𝑧̅ − 𝑇?̅?𝑢 
                 −𝐿2𝑦}𝑑𝑡 + (𝐼?̅? −𝐻𝐶̅)?̅?𝑥𝑑𝑤 
            = {[(𝐼?̅? − 𝐻𝐶̅)?̅? − 𝐿1𝐶̅]?̅? − 𝑅?̂̅? + [(𝐼?̅? − 𝐻𝐶̅) − 𝑇]?̅?𝑢 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑1𝑑1 
+(𝐼?̅? − 𝐻𝐶̅)?̅?𝑑2𝑑2 + (𝑅𝐻 − 𝐿2)𝑦}𝑑𝑡 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑥𝑑𝑤                    (6-1-4)                                                                                                                                                                                                                                                                       
If the observer gains satisfy the following conditions: 
(𝐼?̅? −𝐻𝐶̅)?̅?𝑑1 = 0                                            (6-1-5) 
𝑅 = ?̅? − 𝐻𝐶̅?̅? − 𝐿1𝐶̅                                          (6-1-6) 
 𝑇 = 𝐼?̅? − 𝐻𝐶̅                                                 (6-1-7) 
 𝐿2 = 𝑅𝐻                                                    (6-1-8) 
the state estimation error can be simplified as 
𝑑?̅? = (𝑅?̅? + 𝑇?̅?𝑑2𝑑2)𝑑𝑡 + 𝑇?̅?𝑥𝑑𝑤                              (6-1-9) 
In order to make (6-1-5) to ( 6-1-8) solvable, we have the following assumptions: 
Assumption 6.1.1 
rank(𝐶𝐵𝑑1) = rank(𝐵𝑑1). 
Assumption 6.1.2 
[
𝐴 𝐵𝑓 𝐵𝑑1
𝐶 𝐷𝑓 0
] is of full column rank. 
Assumption 6.1.3 
rank [
𝑠𝐼𝑛 − 𝐴 𝐵𝑑1
𝐶 0
] = 𝑛 + 𝑙𝑑1. 
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In terms of Chapter 3, the above assumptions are to ensure that (6-1-5) can be solved, 
and the augmented system model is observable. Moreover, and a special solution of (6-
1-5) is 
 𝐻∗ = ?̅?𝑑1[(𝐶̅?̅?𝑑1)
𝑇(𝐶̅?̅?𝑑1)]
−1(𝐶̅?̅?𝑑1)
𝑇                          (6-1-10) 
By deriving 𝐻 from (6-1-10) to satisfy condition (6-1-5), 𝑑1 can decoupled. However, 
the unknown inputs 𝑑2 are not decoupled which still exist in the error dynamics.  It is 
evident that additional optimization approach should be employed to determine other 
observer gains so that the influence of 𝑑2 can be attenuated. Furthermore, it is noticed 
that the stochastic perturbation term 𝑇?̅?𝑥𝑑𝑤 exists in the error dynamic equation (6-1-
9), therefore, the performance of the estimator depends not only on appropriate observer 
gains, but also on controlled states. As a result, before we choose the observer gains, a 
proper controller should be taken into account. 
A special solution of (6-1-5), shown as (6-1-10) is used here, as it can already make the 
design of other observer gains flexible in this chapter. In terms of more flexible 
requirements, a general solution can be used as 𝐻 = ?̅?𝑀(?̅??̅?𝑀)
+ + 𝑁(𝐼 −
(𝐶̅?̅?𝑀)(𝐶̅?̅?𝑀)
+), where (𝐶̅?̅?𝑀)
+ = [(𝐶̅?̅?𝑀)
𝑇(𝐶̅?̅?𝑀)]
−1(𝐶̅?̅?𝑀)
𝑇 , and 𝑁  is a compatible 
matrix of proper dimension.                            
6.1.2 Robust estimation-based fault tolerant control 
As stated in the aforementioned part, the estimation error dynamics rely on the design 
of observer gains and the controlled states. Therefore, observer-based controller should 
be designed as a whole. Now let us move on to deal with the observer-based fault tolerant 
control method.  
Consider the following control law 
𝑢 = ?̅??̂̅?  = [𝐾 0 𝐾𝑓] [
?̂?
𝑓̇̂
𝑓
] = 𝐾?̂? + 𝐾𝑓𝑓                        (6-1-11)   
where  𝐾 and  𝐾𝑓 are control gains to be determined, ?̂?, 𝑓̇̂  and  𝑓 represent the estimates 
of 𝑥, ?̇? and 𝑓 respectively. Moreover, 𝐾 should be selected to guarantee the convergence 
of the closed-loop system, while 𝐾𝑓 is designed to compensate the influences of the faults.  
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Based on the estimation of  ?̂̅?, the estimates of the original system states and the mean 
of fault vector can be reconstructed as 
?̂? = [𝐼𝑛 0𝑛×𝑙𝑓 0𝑛×𝑙𝑓]?̂̅?                                    (6-1-12) 
and 
𝑓 = [0𝑙𝑓×?̅? 0𝑙𝑓×𝑙𝑓 𝐼𝑙𝑓]?̂̅?                                    (6-1-13) 
Suppose  
rank[𝐵 𝐵𝑓] = rank 𝐵                                       (6-1-14) 
and let 
𝐾𝑓 = −𝐵
+𝐵𝑓                                               (6-1-15) 
Therefore, it is clear that  
𝐵𝑓𝑓 + 𝐵𝐾𝑓𝑓 = 𝐵𝑓𝑓 − 𝐵𝐵
+𝐵𝑓𝑓 = 𝐵𝑓𝐽2?̅?                        (6-1-16) 
where 𝐽2 = [0𝑙𝑓×𝑛 0𝑙𝑓×𝑙𝑓 𝐼𝑙𝑓]. This implies that the effects from the actuator faults to 
the system dynamics are eliminated. 
Using −𝐷𝑓𝑓 to compensate the measurement output, we have 
𝑦𝑐 = 𝑦 − 𝐷𝑓𝐽2?̂̅? = 𝐶𝑥 + 𝐷𝑓𝑓 − 𝐷𝑓𝑓 = 𝐶𝑥 + 𝐷𝑓𝐽2?̅?                (6-1-17)  
As a result, the influences from the sensor faults to the system outputs are removed.  
Substituting (6-1-11) into system (6-1-1) and using the compensated measurement 
output 𝑦𝑐 to replace the actual measurement 𝑦, the following closed-loop system can be 
established            
{
𝑑𝑥 = [(𝐴 + 𝐵𝐾)𝑥 − 𝐵𝑒?̅? + 𝐵𝑑𝑑]𝑑𝑡 +𝑊𝑥𝑑𝑤
𝑑?̅? = (𝑅?̅? + 𝑇?̅?𝑑2𝑑2)𝑑𝑡 + 𝑇?̅?𝑥𝑑𝑤
𝑦𝑐 = 𝐶𝑥 + 𝐷𝑒?̅?
                   (6-1-18) 
where 𝐵𝑒 = 𝐵𝐾𝐽0 − 𝐵𝑓𝐽2, 𝐽0 = [𝐼𝑛 0𝑛×𝑙𝑓 0𝑛×𝑙𝑓], 𝐷𝑒 = 𝐷𝑓𝐽2. 
It is obvious that by using signal compensation approach, actuator and sensor faults 
have been removed successfully from the closed-loop system except for estimation errors. 
The next step is to design the observer and controller gains to make system (6-1-18) 
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stochastically input-to-state stable, attenuate the influences of the unknown inputs on the 
closed-loop system, and satisfy the robust performance index: 
𝔼(‖𝑦𝑐‖𝑇𝑓
2 ) < 𝛾1
2𝔼(‖𝑑1‖𝑇𝑓
2 ) + 𝛾2
2𝔼(‖𝑑2‖𝑇𝑓
2 )                     (6-1-19)   
It should be mentioned that, although 𝑑1 can be decoupled in observer-based fault 
estimator. However, it still exists in the original plant. Hence, 𝑑1 should be considered in 
the robustness analysis of the overall closed-loop system. 
It is noticed that both the system dynamics and error dynamics are subject to state 
stochastic fluctuation, which makes it challenging to design observer and controller gains 
simultaneously. In order to simplify the challenging matrix problem, we firstly design 
control gain 𝐾 such that 𝐴 + 𝐵𝐾 is a Hurwitz matrix, then choose a proper observer gain 
𝐿1 to guarantee the stochastically input-to-state stability of closed-loop plant (6-1-18) 
with robust performance index (6-1-19).  Furthermore, in the case of observer-based fault 
tolerant control, the design of observer gain 𝐿1  should make the estimation error 
dynamics reaches the steady states faster than those of the control system dynamics. 
Therefore, before we determine the observer gain 𝐿1, the following lemma is introduced: 
Lemma 6.1.1 ([149]) 
Consider the vertical strip defined by 𝒟(𝑎) = {𝑥 + 𝑗𝑦 ∈ 𝒞: 𝑥 < −𝑎, 𝑎 > 0}, a matrix 
𝐴 has all its eigenvalues in  𝒟(𝑎) if and only if there exists a positive definite matrix 𝑋, 
such that  
𝐴𝑇𝑋 + 𝑋𝐴 + 2𝑎𝑋 < 0                                       (6-1-20) 
Therefore, based on a designed 𝐾, the following theorem is proposed to design 𝐿1. 
Theorem 6.1.1 
For system (6-1-1), there exists an unknown input observer in the form of (6-1-3), and 
the tolerant control laws in the form of (6-1-11) and (6-1-17), so that the closed-loop 
system (6-1-18) is  stochastically input-to-state stable satisfying the robust performance 
index (6-1-19), if there exist positive definite matrices 𝑃, ?̅?, 𝑄, and ?̅?, matrix 𝑌 , such 
that  
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[
 
 
 
 
Ω11 −𝑃𝐵𝑒 + 𝐶
𝑇𝐷𝑒 𝑃𝐵𝑑1 𝑃𝐵𝑑2
∗ Ω22 0 ?̅?𝑇?̅?𝑑2
∗ ∗ −𝛾1
2𝐼𝑙𝑑1 0
∗ ∗ ∗ −𝛾2
2𝐼𝑙𝑑2]
 
 
 
 
< 0                      (6-1-21) 
and 
?̅?𝑇?̅? + ?̅?𝑇𝑇𝑇?̅? − 𝑌𝐶̅ − 𝐶̅𝑇𝑌𝑇 + 2𝑎?̅? < 0                         (6-1-22)   
where 
Ω11 = 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)
𝑇𝑃 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅? + 𝑄 + 𝐶𝑇𝐶, 
Ω22 = ?̅?𝑇?̅? + ?̅?
𝑇𝑇𝑇?̅? − 𝑌𝐶̅ − 𝐶̅𝑇𝑌𝑇 + ?̅? + 𝐷𝑒
𝑇𝐷𝑒, 
𝑌 = ?̅?𝐿1,  
𝑎 = 𝛽𝜃𝑙 , 𝜃𝑙 = −min𝑅𝑒[𝜆𝑖 (𝐴 + 𝐵𝐾)] > 0, 𝑖 = {1, 2,⋯ 𝑛} and 𝛽 > 1. 
We can thus calculate  𝐿1 = ?̅?
−1𝑌. 
Proof 
According to Theorem 5.3.1, to prove the stability, we should establish a Lyapunov 
function satisfying (5-2-1) and (5-2-2). Without loss of generality, we choose the 
candidate as  𝑉 = 𝑉1 + 𝑉2, where 𝑉1 = 𝑥
𝑇𝑃𝑥 and 𝑉2 = ?̅?
𝑇𝑃?̅?. We can notice  
𝑉 = ?̃?𝑇?̃??̃?                                                  (6-1-23) 
where ?̃? = [𝑥𝑇 ?̅?𝑇]𝑇, ?̃? = [
𝑃 0
0 ?̅?
].  In the choice of 𝑉, a special form of  ?̃? is selected 
as ?̃? = [
𝑃 0
0 ?̅?
] to reduce design complexity.  Then we can find 
𝜆𝑚𝑖𝑛(?̃?)‖?̃?‖
2 ≤ 𝑉 ≤ 𝜆𝑚𝑎𝑥(?̃?)‖?̃?‖
2                        (6-1-24)                                          
which implies 𝑉  satisfy (5-2-1) with 𝜓1 = 𝜆𝑚𝑖𝑛(?̃?)‖?̃?‖
2 , 𝜓2 = 𝜆𝑚𝑎𝑥(?̃?)‖?̃?‖
2  in 
Definition 5.2.1. Taking infinitesimal generator (5-1-7) along the state trajectories of (6-
1-18), by using It?̂? formula, it follows that: 
ℒ𝑉1 = 𝑥
𝑇[𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)𝑇𝑃]𝑥 − 2𝑥𝑇𝑃𝐵𝑒?̅? + 2𝑥
𝑇𝑃𝐵𝑑𝑑 + 𝑥
𝑇𝑊𝑇𝑃𝑊𝑥  
(6-1-25)          
and 
99 
 
ℒ𝑉2 = ?̅?
𝑇(?̅?𝑅 + 𝑅𝑇?̅?)?̅? + 2?̅?𝑇?̅?𝑇?̅?𝑑2𝑑2 + 𝑥
𝑇?̅?𝑇𝑇𝑇?̅?𝑇?̅?𝑥          (6-1-26) 
Therefore, we have  
ℒ𝑉 = ℒ𝑉1 + ℒ𝑉2      
            = {𝑥𝑇[𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)𝑇𝑃 +𝑊𝑇𝑃𝑊+?̅?𝑇𝑇𝑇?̅?𝑇?̅?]𝑥 − 2𝑥𝑇𝑃𝐵𝑒?̅? 
+2𝑥𝑇𝑃𝐵𝑑𝑑 + ?̅?
𝑇(?̅?𝑅 + 𝑅𝑇?̅?)?̅? + 2?̅?𝑇?̅?𝑇?̅?𝑑2𝑑2                                 (6-1-27) 
Adding and subtracting 𝑥𝑇𝑄𝑥 + ?̅?𝑇?̅??̅? − 𝛾1
2𝑑1
𝑇𝑑1 − 𝛾2
2𝑑2
𝑇𝑑2 to ℒ𝑉, we can obtain                                              
ℒ𝑉 = [𝑥𝑇 ?̅?𝑇 𝑑1
𝑇 𝑑2
𝑇] Ψ [
𝑥
?̅?
𝑑1
𝑑2
] − 𝑥𝑇𝑄𝑥 − ?̅?𝑇?̅??̅? + 𝛾1
2𝑑1
𝑇𝑑1 + 𝛾2
2𝑑2
𝑇𝑑2 
 (6-1-28)                
where 
Ψ =
[
 
 
 
 
Ψ11 −𝑃𝐵𝑒 𝑃𝐵𝑑1 𝑃𝐵𝑑2
∗ Ψ22 0 ?̅?𝑇?̅?𝑑2
∗ ∗ −𝛾1
2𝐼𝑙𝑑1 0
∗ ∗ ∗ −𝛾2
2𝐼𝑙𝑑2]
 
 
 
 
                         (6-1-29) 
Ψ11 = 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)
𝑇𝑃 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑆?̅? + 𝑄, 
Ψ22 = ?̅?𝑇?̅? + ?̅?
𝑇𝑇𝑇?̅? − ?̅?𝐿1𝐶̅ − 𝐶̅
𝑇𝐿1
𝑇?̅?𝑇 + ?̅?. 
From the LMI (6-1-27), one has  
Ψ < 0                                                   (6-1-30) 
which indicates 
           ℒ𝑉 ≤ −𝑥𝑇𝑄𝑥 − ?̅?𝑇?̅??̅? + 𝛾1
2𝑑1
𝑇𝑑1 + 𝛾2
2𝑑2
𝑇𝑑2 
 = −[𝑥𝑇 ?̅?𝑇] [
𝑄 0
0 ?̅?
] [
𝑥
?̅?
] + 𝛾1
2𝑑1
𝑇𝑑1 + 𝛾2
2𝑑2
𝑇𝑑2                           (6-1-31) 
Since 𝑄 and ?̅? are both positive definite, we have  
?̃? = [
𝑄 0
0 ?̅?
] > 0                                          (6-1-32) 
indicating we can find  a scalar ?̅? > 0 such that  
ℒ𝑉 ≤ −?̅? ‖?̃?‖2 + 𝛾1
2|𝑑1|
2 + 𝛾2
2|𝑑2|
2                       (6-1-33) 
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As a result, we can conclude the closed-loop system (6-1-18)is stochastically input-to-
state sable with 
 𝜓3(?̃?) = ?̅?‖?̃?‖
2                                            (6-1-34) 
and  
𝜓4(|𝑑|) = 𝛾1
2|𝑑1|
2 + 𝛾2
2|𝑑2|
2                               (6-1-35) 
Now we move on to discuss the robustness of the observer-based fault tolerant control. 
Consider the following performance index: 
                  𝛤 = 𝔼{∫ [𝑦𝑐
𝑇(𝜏)𝑦𝑐(𝜏)
𝑇𝑓
0
− 𝛾1
2𝑑1
𝑇(𝜏)𝑑1(𝜏) − 𝛾2
2𝑑2
𝑇(𝜏)𝑑2(𝜏)]𝑑𝜏}  
= 𝔼{∫ [𝑥𝑇(𝜏)𝐶𝑇𝐶𝑥(𝜏) + ?̅?𝑇(𝜏)𝐷𝑒
𝑇𝐷𝑒?̅?(𝜏) + 2𝑥
𝑇(𝜏)𝐶𝑇𝐷𝑒?̅?(𝜏)
𝑇𝑓
0
  
 −𝛾1
2𝑑1
𝑇(𝜏)𝑑1(𝜏) − 𝛾2
2𝑑2
𝑇(𝜏)𝑑2(𝜏)]𝑑𝜏}                                        (6-1-36) 
It is obvious that condition (6-1-19) is equivalent to the condition 𝛤 < 0.Then, adding 
and subtracting  𝔼(∫ ℒ𝑉
𝑡
0
𝑑𝜏) to 𝛤, and using 𝑌 = ?̅?𝐿1, one has: 
𝛤 = 𝔼{∫ [𝑥𝑇 ?̅?𝑇 𝑑1
𝑇 𝑑2
𝑇]
𝑇𝑓
0
Ω [
𝑥
?̅?
𝑑1
𝑑2
] − 𝑥𝑇(𝜏)𝑄𝑥(𝜏) − ?̅?𝑇(𝜏)?̅??̅?(𝜏)]𝑑𝜏} 
−𝔼(∫ ℒ𝑉
𝑇𝑓
0
𝑑𝜏)                                                                                    (6-1-37)  
Where 
Ω =
[
 
 
 
 
Ω11 −𝑃𝐵𝑒 + 𝐶
𝑇𝐷𝑒 𝑃𝐵𝑑1 𝑃𝐵𝑑2
∗ Ω22 0 ?̅?𝑇?̅?𝑑2
∗ ∗ −𝛾1
2𝐼𝑙𝑑1 0
∗ ∗ ∗ −𝛾2
2𝐼𝑙𝑑2]
 
 
 
 
                       (6-1-38) 
Ω11 = 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)
𝑇𝑃 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅? + 𝑄 + 𝐶𝑇𝐶, 
Ω22 = ?̅?𝑇?̅? + ?̅?
𝑇𝑇𝑇?̅? − 𝑌𝐶̅ − 𝐶̅𝑇𝑌𝑇 + ?̅? + 𝐷𝑒
𝑇𝐷𝑒. 
 It is not hard to find 
𝔼(∫ ℒ𝑉
𝑇𝑓
0
𝑑𝜏)  = 𝔼(𝑉) > 0                                   (6-1-39) 
One can have  Ω < 0 from the LMI (6-1-21), thus one can Γ < 0, which indicates the 
(6-1-19) can be satisfied. 
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From Lemma 6.1.1, the LMI (6-1-22) implies 
𝑅𝑒[𝜆𝑖(𝑅)] < −𝑎,    𝑖 = {1, 2,⋯ ?̅?}                              (6-1-40) 
Noticing that 𝑎 = 𝛽𝜃𝑙 , where 𝜃𝑙 = −min𝑅𝑒[𝜆𝑖 (𝐴 + 𝐵𝐾)] > 0  and 𝛽 > 1, one can 
know the response of the estimation error dynamics is faster than the system dynamics. 
This completes the proof.  
Remark 6.1.1 
As aforementioned, control gain 𝐾  should be designed to make 𝐴 + 𝐵𝐾  Hurwitz, 
which means the eigenvalues of the matrix 𝐴 + 𝐵𝐾 are located on the left half complex 
plane. For some practical applications, it can be required that the eigenvalues of the matrix 
𝐴 + 𝐵𝐾  are settled in a specific region 𝒟(𝑐, 𝜇, 𝛿) = {𝑥 + 𝑗𝑦 ∈ 𝒞: 𝑥 < −𝑐, |𝑥 + 𝑗𝑦| <
𝜇, tan(𝛿)𝑥 < −|𝑦| }, where 𝑐, 𝜇 and 𝛿are positive scalars, which is to ensure a minimum 
decay rate 𝑐, a minimum damping ratio 𝜍 = cos (𝛿), and a maximum un-damped natural 
frequency 𝜔𝑑 = 𝜇sin (𝛿). According to [149], we can derive that if there exists a positive 
definite matrix 𝑋 and matrix 𝑍 such that 
𝐴𝑋 + 𝐵𝑍 + 𝑋𝐴𝑇 + 𝑋𝑍𝑇 + 2𝑐𝑋 < 0                             (6-1-41) 
[
−𝜇𝑋 𝐴𝑋 + 𝐵𝑍
∗ −𝜇𝑋
] < 0                                        (6-1-42) 
[
Δ11 Δ12
Δ21 Δ22
] < 0                                            (6-1-43)  
where 𝑍 = 𝐾𝑋 , Δ11 = sin (𝛿)(𝐴𝑋 + 𝐵𝑍 + 𝑋𝐴
𝑇 + 𝑍𝑇𝐵𝑇) , Δ12 = cos (𝛿)(𝐴𝑋 + 𝐵𝑍 −
𝑋𝐴𝑇 − 𝑍𝑇𝐵𝑇) , Δ21 = cos (𝛿)(𝑋𝐴
𝑇 + 𝑍𝑇𝐵𝑇 − 𝐴𝑋 − 𝐵𝑍) , and Δ22 = sin (𝛿)(𝐴𝑋 +
𝐵𝑍 + 𝑋𝐴𝑇 + 𝑍𝑇𝐵𝑇), then  𝜆𝑖(𝐴 + 𝐵𝐾) ∈ 𝒟(𝑐, 𝜇, 𝛿), ∀𝑖 = {1, 2,⋯𝑛}. After obtaining 𝑋 
and 𝑍, the control gain 𝐾 can be calculated as 𝐾 = 𝑍𝑋−1 to constrain the poles of 𝐴 +
𝐵𝐾 to lie in a prescribed stable region 𝒟(𝑐, 𝜇, 𝛿). This design bounds the maximum 
overshoot, the frequency of oscillatory modes, the delay time, rise time, and the settling 
time. 
Now, it is time to conclude the design procedure of the robust fault estimation and 
fault tolerant control strategies. 
Procedure 6.1.1 (Fault tolerant control algorithm by integrating state/fault estimation 
and signal compensation for stochastic linear systems) 
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i) Construct the augmented system in the form of (6-1-2) for system (6-1-1). 
ii) Select the matrix 𝐻∗ in the form of (6-1-10), and 𝑇 can be calculated in terms of 𝑇 =
𝐼?̅? − 𝐻𝐶̅. 
iii) Design control gain 𝐾  to make 𝐴 + 𝐵𝐾  Hurwitz. For a certain desired region 
𝒟(𝑐, 𝜇, 𝛿), solve LMIs (6-1-41)-(6-1-43) to determine the control gain 𝐾 such that all 
poles of  𝐴 + 𝐵𝐾 are settled in  𝒟(𝑐, 𝜇, 𝛿). Denote 𝜃𝑙 = −min𝑅𝑒[𝜆𝑖 (𝐴 + 𝐵𝐾)], and 
𝑎 = 𝛽𝜃𝑙 . 𝛽 can be chosen between 2 and 5 such that the response of the estimation 
error is reasonably faster than that of the system dynamics.  
iv) Solve the LMIs (6-1-21) and (6-1-22) to obtain  𝑃  , 𝑄 , ?̅? , ?̅?   and matrix 𝑌 . The 
observer gain is thus calculated as 𝐿1 = ?̅?
−1𝑌. 
v) Calculate the other observer gains 𝑅 and  𝐿2 following the formulas (6-1-6) and (6-1-
8), respectively.  
vi) Implement the robust unknown input observer (6-1-3) to produce the augmented 
estimate ?̂̅?, leading to the simultaneous estimates of the system states and faults ?̂? and 
𝑓 in the forms of (6-1-12) and (6-1-13), respectively.  
vii) Implement the tolerant control law 𝑢 = ?̅??̂̅?  and 𝑦𝑐 = 𝑦 − 𝐷𝑓𝑓 , where ?̅? =
[𝐾 0 𝐾𝑓] and 𝐾𝑓 = −𝐵
+𝐵𝑓.  
6.2 Integrated fault tolerant control of Lipschitz nonlinear stochastic system 
In the last section, a robust fault tolerant control technique has been developed for 
stochastic linear systems. It is well-known nonlinear properties widely exist in many 
practical dynamics, therefore this motivates us to extend the approach proposed in Section 
6.1 to nonlinear systems. In this section, robust fault estimation-based fault tolerant 
control approach is proposed for Lipschitz nonlinear systems subject to unexpected faults, 
unknown inputs and stochastic parameter perturbations. The considered stochastic 
nonlinear systems can be represented by the following It?̂?-type differential equations: 
{
𝑑𝑥 = [𝐴𝑥 + 𝐵𝑢 + 𝐵𝑑𝑑 + 𝐵𝑓𝑓 + 𝜙(𝑡, 𝑥, 𝑢)]𝑑𝑡 +𝑊𝑥𝑑𝑤
𝑦 = 𝐶𝑥 + 𝐷𝑓𝑓
             (6-2-1)        
where 𝜙(𝑡, 𝑥, 𝑢) ∈ ℛ𝑛  is a real nonlinear vector function with Lipschitz constant 𝜃 , 
namely, 
‖𝜙(𝑡, 𝑥, 𝑢) − 𝜙(𝑡, ?̂?, 𝑢)‖ ≤ 𝜃‖𝑥 − ?̂?‖, 
 ∀(𝑡, 𝑥, 𝑢), (𝑡, ?̂?, 𝑢)  ∈ ℛ × ℛ𝑛 × ℛ𝑚                               (6-2-2) 
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and the other symbols are the same as defined as system (6-1-1).  
In order to estimate the means of faults and system states at the same time, an auxiliary 
system is constructed as follows, by considering the faults as augmented system states: 
{
𝑑?̅? = [?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑 + ?̅?(𝑡, 𝑥, 𝑢)]𝑑𝑡 + ?̅?𝑥𝑑𝑤
𝑦 = 𝐶̅?̅?
                  (6-2-3)                                          
where 
?̅?(𝑡, 𝑥, 𝑢) = [?̅?𝑇(𝑡, 𝑥, 𝑢) 01×𝑙𝑓 01×𝑙𝑓]
𝑇
∈ ℛ?̅?                    (6-2-4) 
and the other symbols are defined the same as those in system (6-1-2). In the rest of this 
paper, the symbols are of the same meanings with those defined in section 6.1 if not stated 
specifically. 
For system (6-2-3), the following unknown input observer is constructed: 
{
𝑑𝑧̅ = [𝑅𝑧̅ + 𝑇?̅?𝑢 + (𝐿1 + 𝐿2)𝑦 + 𝑇?̅?(𝑡, ?̂?, 𝑢)]𝑑𝑡
?̂̅? = 𝑧̅ + 𝐻𝑦
                (6-2-5)         
Defining the estimation error to be ?̅? = ?̅? − ?̂̅?, ?̃? = ?̅?(𝑡, 𝑥, 𝑢) − ?̅?(𝑡, ?̂?, 𝑢). Then the 
following error dynamics can be obtained if (6-1-5) to (6-1-8) are satisfied 
𝑑?̅? = (𝑅?̅? + 𝑇?̅?𝑑2𝑑2 + 𝑇?̃?)𝑑𝑡 + 𝑇?̅?𝑥𝑑𝑤                          (6-2-6)                                                         
Under the designed observer-based fault tolerant controller (6-1-11) and (6-1-17), the 
overall closed-loop system can be obtained as follows: 
{
𝑑𝑥 = [(𝐴 + 𝐵𝐾)𝑥 − 𝐵𝑒?̅? + 𝐵𝑑𝑑 + 𝜙(𝑡, 𝑥, 𝑢)]𝑑𝑡 +𝑊𝑥𝑑𝑤
𝑑?̅? = (𝑅?̅? + 𝑇?̅?𝑑2𝑑2 + 𝑇?̃?)𝑑𝑡 + 𝑇?̅?𝑥𝑑𝑤
𝑦𝑐 = 𝐶𝑥 + 𝐷𝑒?̅?
            (6-2-7) 
It is obvious that both actuator and sensor faults can be well compensated as long as 
the estimation is good enough. Based on Section 6.1, the control gain 𝐾 can be selected 
to make 𝐴 + 𝐵𝐾  Hurwitz. To meet some instantaneous response requirements, the 
eigenvalue of 𝐴 + 𝐵𝐾 can be located within certain region by solving LMIs (6-1-41) to 
(6-1-43). Therefore, based on the designed 𝐾, we aim to determine proper observer gains 
such that: (i) the overall closed-loop system (6-2-7) is stochastically input-to-state stable; 
(ii) condition (6-1-19) is satisfied, which means the controlled output is robust against 
unknown perturbations.  
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It can be noticed that the existence of nonlinear item 𝜙(𝑡, 𝑥, 𝑢) and ?̃? in plant (6-2-7) 
make the linear method to design observer gain not applicable. In consequence, when we 
design observer gain 𝐿1 , additional technique should be employed to deal with the 
nonlinearities.  
Lemma 6.2.1 ([125]) 
For any matrices 𝑀 ∈ ℛ𝑠×𝑡, 𝑁 ∈ ℛ𝑡×𝑠 , a time-varying matrix 𝐹(𝑡) ∈ ℛ𝑡×𝑡  with 
‖𝐹(𝑡)‖ ≤ 1 and any scalar 𝜀 > 0, we have: 
𝑀𝐹(𝑡)𝑁 + 𝑁𝑇𝐹𝑇(𝑡)𝑀𝑇 ≤ 𝜀−1𝑀𝑀𝑇 + 𝜀𝑁𝑇𝑁                      (6-2-8) 
Lemma 6.2.2 (Schur complement, [126]) 
Let 𝑆 = [
𝑆11 𝑆12
∗ 𝑆22
] be a symmetric matrix. 𝑆 < 0 is equivalent to 𝑆22 < 0 and 𝑆11 −
𝑆12𝑆22
−1𝑆12
𝑇 < 0. 
Theorem 6.2.1 
For system (6-2-1), there exists an unknown input observer in the form of (6-2-5), and 
the tolerant control laws in the form of (6-1-11) and (6-1-17), so that the closed-loop 
system (6-2-7) is  stochastically input-to-state stable satisfying the robust performance 
index (6-1-19), if there exist positive definite matrices 𝑃, ?̅?, 𝑄, and ?̅?, matrix 𝑌 , such 
that  
[
 
 
 
 
 
 
Ξ11 −𝑃𝐵𝑒 + 𝐶
𝑇𝐷𝑒 𝑃𝐵𝑑1 𝑃𝐵𝑑2 𝑃 0
∗ Ξ22 0 ?̅?𝑇?̅?𝑑2 0 ?̅?𝑇
∗ ∗ −𝛾1
2𝐼𝑙𝑑1 0 0 0
∗ ∗ ∗ −𝛾2
2𝐼𝑙𝑑2 0 0
∗ ∗ ∗ ∗ −𝜀1𝐼𝑛 0
∗ ∗ ∗ ∗ ∗ −𝜀2𝐼?̅?]
 
 
 
 
 
 
< 0       (6-2-9) 
 
and 
?̅?𝑇?̅? + ?̅?𝑇𝑇𝑇?̅? − 𝑌𝐶̅ − 𝐶̅𝑇𝑌𝑇 + 2𝑎?̅? < 0                              (6-2-10) 
where  
 Ξ11 = 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)
𝑇𝑃 + 𝜀1𝜃
2 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅? + 𝐶𝑇𝐶, 
Ξ22 = ?̅?𝑇?̅? + ?̅?
𝑇𝑇?̅? − 𝑌𝐶̅ − 𝐶̅𝑇𝑌𝑇 + 𝐷𝑒
𝑇𝐷𝑒 + 𝜀2𝜃
2𝐼?̅? + ?̅?, 
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𝑌 = ?̅?𝐿1,  
𝜀1 and 𝜀2 are given positive scalars,  
𝑎 = 𝛽𝜃𝑙 , 𝜃𝑙 = −min𝑅𝑒[𝜆𝑖 (𝐴 + 𝐵𝐾)] > 0, 𝑖 = {1, 2,⋯ 𝑛} and 𝛽 > 1. 
One can thus calculate  𝐿1 = ?̅?
−1𝑌. 
Proof 
Choosing the Lyapunov function in the form of (6-1-23), and similar to the proof of 
Theorem 6.1.1, we can know it satisfies condition (5-2-1) in Definition 5.2.1. Taking 
infinitesimal generator along the state trajectories of (6-2-7), by using It?̂?  formula, it 
follows that: 
     ℒ𝑉 = ℒ𝑉1 + ℒ𝑉2 
                 = 𝑥𝑇[𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)𝑇𝑃]𝑥 − 2𝑥𝑇𝑃𝐵𝑒?̅? + 2𝑥
𝑇𝑃𝐵𝑑𝑑 
                      +2𝑥𝑇𝑃𝜙(𝑡, 𝑥, 𝑢) + 𝑥𝑇𝑊𝑇𝑃𝑊𝑥 + ?̅?𝑇(?̅?𝑅 + 𝑅𝑇?̅?)?̅? 
       +2?̅?𝑇?̅?𝑇?̅?𝑑2𝑑2 + 2?̅?
𝑇?̅?𝑇?̃? + 𝑥𝑇?̅?𝑇𝑇𝑇?̅?𝑇?̅?𝑥                          (6-2-11)                                                               
According to Lemma 6.2.1, we have 
ℒ𝑉 ≤ 𝑥𝑇[𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)𝑇𝑃 + 𝜀1𝜃
2𝐼𝑛 +𝜀1
−1𝑃𝑃]𝑥 − 2𝑥𝑇𝑃𝐵𝑒?̅? 
                   +𝑥𝑇𝑊𝑇𝑃𝑊𝑥 + 2𝑥𝑇𝑃𝐵𝑑𝑑 + ?̅?
𝑇(?̅?𝑅 + 𝑅𝑇?̅? + 𝜀2𝜃
2𝐼?̅? + 𝜀2
−1?̅?𝑇𝑇𝑇?̅?)?̅? 
                   +2?̅?𝑇?̅?𝑇?̅?𝑑2𝑑2 + 𝑥
𝑇?̅?𝑇𝑇𝑇?̅?𝑇?̅?𝑥}   
              = 𝔼{𝑥𝑇[𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)𝑇𝑃 + 𝜀1𝜃
2𝐼𝑛 + 𝜀1
−1𝑃𝑃 +𝑄 
                  +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅?]𝑥 − 2𝑥𝑇𝑃𝐵𝑒?̅? 
                  +?̅?𝑇(?̅?𝑅 + 𝑅𝑇?̅? + 𝜀2𝜃
2𝐼?̅? + 𝜀2
−1?̅?𝑇𝑇𝑇?̅? + ?̅?)?̅? 
                  +2𝑥𝑇𝑃𝐵𝑑𝑑 + 2?̅?
𝑇?̅?𝑇?̅?𝑑2𝑑2 − 𝑥
𝑇𝑄𝑥 − ?̅?𝑇?̅??̅? 
            = [𝑥𝑇 ?̅?𝑇 𝑑1
𝑇 𝑑2
𝑇]Π [
𝑥
?̅?
𝑑1
𝑑2
] − 𝑥𝑇𝑄𝑥 − ?̅?𝑇?̅??̅? +𝛾1
2𝑑1
𝑇𝑑1 + 𝛾2
2𝑑2
𝑇𝑑2      
          (6-2-12)    
where 
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Π =
[
 
 
 
 
Π11 −𝑃𝐵𝑒 𝑃𝐵𝑑1 𝑃𝐵𝑑2
∗ Π22 0 ?̅?𝑇?̅?𝑑2
∗ ∗ −𝛾1
2𝐼𝑙𝑑1 0
∗ ∗ ∗ −𝛾2
2𝐼𝑙𝑑2]
 
 
 
 
 
 Π11 = 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)
𝑇𝑃 + 𝜀1𝜃
2𝐼𝑛 + 𝜀1
−1𝑃𝑃 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅? + 𝑄 , 
Π22 = ?̅?𝑇?̅? + ?̅?
𝑇𝑇?̅? − ?̅?𝐿1𝐶̅ − 𝐶̅
𝑇𝐿1
𝑇?̅? + 𝜀2𝜃
2𝐼?̅? + 𝜀2
−1?̅?𝑇𝑇𝑇?̅? + ?̅?, 𝜀1 and 𝜀2 are given 
positive scalars. 
From LMI (6-2-9), we can see Π < 0, indicating  
ℒ𝑉 ≤ −𝑥𝑇𝑄𝑥 − ?̅?𝑇?̅??̅? + 𝛾1
2𝑑1
𝑇𝑑1 + 𝛾2
2𝑑2
𝑇𝑑2 
 = −?̃?𝑇?̃??̃? + 𝛾1
2𝑑1
𝑇𝑑1 + 𝛾2
2𝑑2
𝑇𝑑2                                    (6-2-13) 
A positive scalar ?̅? can be found such that  
ℒ𝑉 ≤ −?̅?‖?̃?‖2 + 𝛾1
2|𝑑1|
2 + 𝛾2
2|𝑑2|
2                          (6-2-14) 
According to Theorem 5.3.1, system (6-2-7) is is stochastically input-to-state stable 
with 𝜓3(?̃?) = ?̅?‖?̃?‖
2 and 𝜓4(|𝑑|) = 𝛾1
2|𝑑1|
2 + 𝛾2
2|𝑑2|
2. 
In terms of the robustness of tolerant control, we can calculate that 
𝛤 = 𝔼{∫ [𝑦𝑐
𝑇(𝜏)𝑦𝑐(𝜏)
𝑇𝑓
0
− 𝛾1
2𝑑1
𝑇(𝜏)𝑑1(𝜏) − 𝛾2
2𝑑2
𝑇(𝜏)𝑑2(𝜏)]𝑑𝜏} 
≤ 𝔼{∫ [𝑥𝑇 ?̅?𝑇 𝑑1
𝑇 𝑑2
𝑇]
𝑇𝑓
0
Λ [
𝑥
?̅?
𝑑1
𝑑2
] 𝑑𝜏}  − 𝔼(∫ ℒ𝑉
𝑇𝑓
0
𝑑𝜏)                  (6-2-15) 
where 
Λ =
[
 
 
 
 
Λ11 −𝑃𝐵𝑒 + 𝐶
𝑇𝐷𝑒 𝑃𝐵𝑑1 𝑃𝐵𝑑2
∗ Λ22 0 ?̅?𝑇?̅?𝑑2
∗ ∗ −𝛾1
2𝐼𝑙𝑑1 0
∗ ∗ ∗ −𝛾2
2𝐼𝑙𝑑2]
 
 
 
 
 
Λ11 = 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)
𝑇𝑃 + 𝜀1𝜃
2𝐼𝑛 + 𝜀1
−1𝑃𝑃 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅? + 𝐶𝑇𝐶, 
Λ22 = ?̅?𝑇?̅? + ?̅?
𝑇𝑇?̅? − ?̅?𝐿1𝐶̅ − 𝐶̅
𝑇𝐿1
𝑇?̅? + 𝐷𝑒
𝑇𝐷𝑒 + 𝜀2𝜃
2𝐼?̅? + 𝜀2
−1?̅?𝑇𝑇𝑇?̅?. 
Since 𝔼(∫ ℒ𝑉
𝑇𝑓
0
𝑑𝜏) > 0,  if Λ < 0 , we can get Γ < 0 , leading to 𝔼(‖𝑦𝑐‖𝑇𝑓
2 ) <
𝛾1
2𝔼(‖𝑑1‖𝑇𝑓
2 ) + 𝛾2
2𝔼(‖𝑑2‖𝑇𝑓
2 ).  Nevertheless, it is noted that Λ < 0  is not linear and 
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difficult to be solved. According to Lemma 6.2.2, and using  𝑌 = ?̅?𝐿1 ,  Λ < 0  is 
equivalent with LMI (6-2-9). As a results, LMI (6-2-9) can guarantee the stochastically 
input-to-state stability of system (6-2-7) and robust fault tolerant control requirement (6-
1-19). 
Similar to Theorem 6.1.1, condition (6-2-10) is to guarantee that the convergence 
speed of estimation error dynamics is faster than that of the control system dynamics. 
This completes the proof.  
Now, we can conclude the design procedure of the robust fault estimation and fault 
tolerant control strategies for stochastic Lipschitz nonlinear systems. 
Procedure 6.2.1 (Fault tolerant control algorithm by integrating state/fault estimation 
and signal compensation for stochastic Lipschitz nonlinear systems) 
i) Construct the augmented system in the form of (6-2-3) for system (6-2-1). 
ii) Select observer gains 𝐻 and 𝑇 following step ii) in Procedure 6.1.1. 
iii) Design control gain 𝐾 in the same way with step iii) in Procedure 6.1.1. 
iv) Solve the LMIs (6-2-9) and (6-2-10) to obtain  𝑃, 𝑄, ?̅?, ?̅?  and matrix 𝑌. The observer 
gain is thus calculated as 𝐿1 = ?̅?
−1𝑌. 
v) Calculate the other observer gains 𝑅 and  𝐿2 following the formulas (6-2-6) and (6-2-
8), respectively.  
vi) Implement the robust unknown input observer (6-2-5) to produce the augmented 
estimate ?̂̅?, leading to the simultaneous estimates of the system states and faults ?̂? and 
𝑓 in the forms of (6-1-12) and (6-1-13), respectively.  
vii) Implement the tolerant control law 𝑢 = ?̅??̂̅?  and 𝑦𝑐 = 𝑦 − 𝐷𝑓𝑓 , where ?̅? =
[𝐾 0 𝐾𝑓] and 𝐾𝑓 = −𝐵
+𝐵𝑓. 
Example 6.2.1  
Considered the three-tank system modelled in [150] affected by the Brownian motion 
and nonlinear perturbation term:  
{
 
 
 
 𝑑ℎ1 = [−
1
𝑆𝑎
𝑎𝑧1𝑆𝑛√2𝑔(ℎ1
∗ − ℎ3
∗) +
1
𝑆𝑎
𝑞1] 𝑑𝑡 + 0.03ℎ1𝑑𝑤
𝑑ℎ2 = [
1
𝑆𝑎
𝑎𝑧3𝑆𝑛√2𝑔(ℎ3
∗ − ℎ2
∗) −
1
𝑆𝑎
𝑎𝑧2𝑆𝑛√2𝑔ℎ2
∗ +
1
𝑆𝑎
𝑞2] 𝑑𝑡 + 0.01ℎ2𝑑𝑤
𝑑ℎ3 = [
1
𝑆𝑎
𝑎𝑧1𝑆𝑛√2𝑔(ℎ1
∗ − ℎ3
∗) −
1
𝑆𝑎
𝑎𝑧3𝑆𝑛√2𝑔(ℎ3
∗ − ℎ2
∗)+
1
𝑆𝑎
𝑞3 + 0.05sin (ℎ3)] 𝑑𝑡 + 0.05ℎ3𝑑𝑤
    
(6-2-16)                               
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where ∀𝑖 = 1, 2, 3, ℎ𝑖 represent the liquid level (in 𝑚) of the three tanks; 𝑞𝑖 are supplying 
flow rates (in 𝑚3/𝑠) of the three pumps; 𝑎𝑧𝑖 are outflow coefficients taking values of 
0.48, 0.5 and 0.58, respectively; 𝑆𝑎 = 0.0154𝑚
2  and 𝑆𝑛 = 5 × 10
−5𝑚2  are the cross 
sections; [ℎ1
∗ ℎ2
∗ ℎ3
∗]𝑇 = [0.4890 0.2332 0.3611]𝑇is an equilibrium point under a 
nominal control law which is not in our concern.  
When the system is subjected to faults and unknown inputs, it can be represented by 
plant (6-2-1), where 𝑥 = [ℎ1 ℎ2 ℎ3]
𝑇 with initial value 𝑥0 =
[0.4890 0.2332 0.3611  ]𝑇 corrupted by random noises; 𝑢 = [𝑞1 𝑞2 𝑞3]𝑇  with 
reference input of [38 × 10−6 24 × 10−6 0]𝑇 ; 𝑑 = [𝑑1 𝑑2 𝑑3]
𝑇 , 𝑑1 , 𝑑2  and 𝑑3 
are random signals with range from −10−6 to 10−6; 𝑓 = [𝑓𝑎1 𝑓𝑎2]
𝑇, and actuator faults 
𝑓𝑎1 and 𝑓𝑎2are 50% loss of actuation effectiveness for pump 1 (from 25sec. to 50 sec.) 
and pump 2 (from 60sec. to 100sec.), respectively; 𝜙(𝑥) = [0 0 0.05 sin(𝑥3)]
𝑇, and 
the coefficients are as follows:  
𝐴 = [
−0.0096 0 0.0096
0 0.0042 0.0117
0.0096 0.0117 −0.0020
] , 𝐵 = [
64.935 0 0
0 64.935 0
0 0 64.935
], 
𝐶 = [
1 0 0
0 1 0
0 0 1
],  𝑊 = [
0.03 0 0
0 0.01 0
0 0 0.05
], 𝐵𝑓 = [
64.935 0
0 64.935
0 0
], 
𝐵𝑑 = [
0.3 −0.1 0.05
−0.1 −0.2 0.1
−0.2 −0.04 0.02
] and 𝐷𝑓 = [
0 0
0 0
0 0
]. 
It is obvious that 
|𝜙(𝑥)| ≤ 0.05|𝑥 − ?̂?|                                 (6-2-17) 
So 𝜙(𝑥)  satisfy Lipschitz condtion with 𝜃 = 0.05 . Select 𝒟(𝑐, 𝜇, 𝛿) =
𝒟(0.25, 2, 60)as the region of poles for the plant after implementing control input. 
Solving LMIs (6-1-41) to (6-1-43), we can obtain observer gain 
𝐾 = [
−0.0156 0 −0.0001
0 −0.0158 −0.0002
−0.0001 −0.0002  −0.0157
] 
and min𝑅𝑒[𝜆𝑖 (𝐴 + 𝐵𝐾)] = −1.0235. Let 𝛽 = 2.5, then 𝑎 = 2.5587.  Selecting 𝛾1 =
1and 𝛾2 = 0.5 , and substituting 𝜃 , 𝐾  and 𝑎  to the LMIs (6-2-9) and (6-2-10), the 
observer gain 𝐿1 can be calculated as 
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𝐿1 =
[
 
 
 
 
 
 
38.0427 97.8116 −3.9286
106.443 347.199 8.4629
1.4897  25.4615 13.7447
67.869 31.2794 −86.7459
43.5794 193.563 28.1524
19.2956 11.5666 −23.3783
16.9729 70.1258 8.4585 ]
 
 
 
 
 
 
 
Then 𝑅  and  𝐿2  can be obtained following the formulas (6-1-6) and (6-1-8), 
respectively.  
Using the Euler–Maruyama method to simulate the standard Brownian motion, one 
can obtain the simulated curves of the stochastic state responses (here we give 15 state 
trajectories). We employ the controller 𝑢 = ?̅?0?̂̅? + 𝐾𝑝(𝐶𝑥
∗ − 𝑦𝑐), where 𝐾𝑝 is selected 
as [
0.0158  0 0
0 0.0158 0
0 0 0.0158
] to drive the trajectory of the state to the equilibrium point 
𝑥∗,    ?̅?0 = [𝐾0 0 𝐾𝑓], and 𝐾0 = 𝐾 + 𝐾𝑝𝐶. The curves displayed in Figures 6.2.1 and 
6.2.2 exhibit the estimation performance for full system states and the means of actuator 
faults after implementing the designed estimator-based fault tolerant control method, 
respectively. Figures 6.2.3 and 6.2.4 show the system outputs with signal compensation 
and without signal compensation.  
From the Figures 6.2.1 and 6.2.2, we can see that both system states and the two 
actuator faults can be estimated robustly, and the influences of unknown inputs have been 
attenuated successfully. By comparison of Figures 6.2.3 and 6.2.4, we can find the 
actuator faults will make deviation of the liquid levels, however, based on accurate 
estimates of faults, the deviation can be compensated by the proposed fault tolerant 
control strategy. The differences of tank 1 and tank 2 are more distinguished than tank 3 
because the loss of actuation effectiveness occurs in tank 1 and tank 2, hence influences 
more on the liquid levels of tank 1 and 2 than that of tank 3. 
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Figure 6.2.1. System states and means of their estimates: three-tank system. 
 
Figure 6.2.2. Actuator faults and estimates of their means: three-tank system. 
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Figure 6.2.3. System outputs with signal compensation: three-tank system. 
 
Figure 6.2.4. System outputs without signal compensation: three-tank system. 
6.3 Integrated fault tolerant control of quadratic inner-bounded nonlinear 
stochastic system 
In Section 6.2, we consider robust fault tolerant control for Lipschitz stochastic 
nonlinear systems. In some real plants, the nonlinear items cannot satisfy Lipschitz 
condition. Recently, one-side Lipschitz systems which are more general than Lipschitz 
ones have drawn our attention. In this section, we consider robust fault tolerant control 
for quadratic inner-bounded stochastic nonlinear systems, which describe a more general 
case than the two above mentioned classes of models. The systems under consideration 
can be represented in the following form: 
{
𝑑𝑥 = [𝐴𝑥 + 𝐵𝑢 + 𝐵𝑑𝑑 + 𝐵𝑓𝑓 + 𝑔(𝑡, 𝑥, 𝑢)] 𝑑𝑡 +𝑊𝑥𝑑𝑤
𝑦 = 𝐶𝑥 + 𝐷𝑓𝑓
             (6-3-1)      
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where 𝑔(𝑡, 𝑥, 𝑢) ∈ ℛ𝑛 is a nonlinear function satisfies 𝑔(𝑡, 0, 𝑢) = 0, and the following 
conditions:  
(i) ‖𝑔(𝑡, 𝑥, 𝑢)‖ < 𝑐[1 + ‖𝑥‖]                                                                        (6-3-2)                                                                                                                                                  
(ii) ‖𝑔(𝑡1, 𝑥1, 𝑢1) − 𝑔(𝑡2, 𝑥2, 𝑢2)‖
2 
≤ 𝜌1‖𝑥1 − 𝑥2‖
2 + 𝜌2〈𝑥1 − 𝑥2, 𝑔(𝑡1, 𝑥1, 𝑢1) − 𝑔(𝑡2, 𝑥2, 𝑢2)〉      (6-3-3)                                                         
where 𝜌1, 𝜌2 ∈ ℛ, 𝑐 > 0. 
Remark 6.3.1 
The above assumptions for 𝑔(𝑡, 𝑥, 𝑢) implies that ∀𝑥0 ∈ ℛ
𝑛 , system (6-3-1) has a 
path-wise strong solution, and 𝑔(𝑡, 𝑥, 𝑢)  is quadratic inner-bounded. The constants 𝜌1, 𝜌2 
can be positive, negative or zero. When 𝜌1 > 0  and 𝜌2 = 0 , condition (6-3-3) is 
equivalent to the Lipschitz condition, which means Lipschitz nonlinear system is a specific 
scenario of quadratic inner-bounded nonlinear system. 
For plant (6-3-1), we can construct the following augmented system by representing 
the means of faults as a part of states: 
{
𝑑?̅? = [?̅??̅? + ?̅?𝑢 + ?̅?𝑑𝑑 + ?̅?(𝑡, 𝑥, 𝑢)]𝑑𝑡 + ?̅?𝑥𝑑𝑤
𝑦 = 𝐶̅?̅?
                   (6-3-4)       
where ?̅?(𝑡, 𝑥, 𝑢) = [𝑔(𝑡, 𝑥, 𝑢)𝑇 01×𝑙𝑓 01×𝑙𝑓]
𝑇
∈ ℛ?̅?and other symbols are the same as 
the above sections. 
An unknown input observer in the following form can be designed for (6-3-4):  
{
𝑑𝑧̅ = [𝑅𝑧̅ + 𝑇?̅?𝑢 + (𝐿1 + 𝐿2)𝑦 + 𝑇?̅?(𝑡, ?̂?, 𝑢)]𝑑𝑡
?̂̅? = 𝑧̅ + 𝐻𝑦
                    (6-3-5) 
Let the estimation error be ?̅? = ?̅? − ?̂̅?, and ?̃? = (𝑡, 𝑥, 𝑢) − ?̅?(𝑡, ?̂?, 𝑢),  we can derive 
the following error dynamic if conditions (6-1-5) to (6-1-8) hold:    
𝑑?̅? = [𝑅?̅? + 𝑇?̅?𝑑2𝑑2 + 𝑇?̃?]𝑑𝑡 + 𝑇?̅?𝑥𝑑𝑤                           (6-3-6) 
Substituting (6-1-11) into system (6-3-1) and using the compensated measurement 
output 𝑦𝑐 to replace the actual measurement 𝑦, the following closed-loop system can be 
established                     
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{
𝑑𝑥 = [(𝐴 + 𝐵𝐾)𝑥 − 𝐵𝑒?̅? + 𝐵𝑑𝑑 + 𝑔(𝑡, 𝑥, 𝑢)]𝑑𝑡 +𝑊𝑥𝑑𝑤
𝑑?̅? = [𝑅?̅? + 𝑇?̅?𝑑2𝑑2 + 𝑇?̃?]𝑑𝑡 + 𝑇?̅?𝑥𝑑𝑤
𝑦𝑐 = 𝐶𝑥 + 𝐷𝑒?̅?
           (6-3-7) 
Since  Lipschitz condition (6-2-2) fail to capture the nonlinear features of  𝑔(𝑡, 𝑥, 𝑢), 
LMIs (6-2-9) and (6-2-10) are invalid for the robust fault tolerant control design. Hence, 
the design of observer-based fault tolerant control become more challenging and require 
alternative techniques. For closed-loop system (6-3-7), we firstly design 𝐾  as in the 
aforementioned ways in section 6.1 and 6.2. Then, we can employ the following theorem 
to achieve the stochastic stability and the robustness requirement.   
Theorem 6.3.1 
For system (6-3-1), there exists an unknown input observer in the form of (6-3-5), and 
the tolerant control laws in the form of (6-1-11) and (6-1-17), so that the closed-loop 
system (6-3-7) is  stochastically input-to-state stable and satisfy the robust performance 
index (6-1-19), if there exist positive definite matrices 𝑃, ?̅?, 𝑄, and ?̅?, matrix 𝑌 , positive 
scalars 𝜏1 and 𝜏2, such that 
[
 
 
 
 
 
 
Θ11 −𝑃𝐵𝑒 + 𝐶
𝑇𝐷𝑒 𝑃 + 𝜏1𝜌2𝐼𝑛 0 𝑃𝐵𝑑1 𝑃𝐵𝑑2
∗ Θ22 0 ?̅?𝑇 + 𝜏2𝜌2𝐽0
𝑇𝐽0 0 ?̅?𝑇?̅?𝑑2
∗ ∗ −2𝜏1𝐼𝑛 0 0 0
∗ ∗ ∗ −2𝜏2𝐼?̅? 0 0
∗ ∗ ∗ ∗ −𝛾1
2𝐼𝑙𝑑1 0
∗ ∗ ∗ ∗ ∗ −𝛾2
2𝐼𝑙𝑑2]
 
 
 
 
 
 
< 0 
(6-3-8) 
and  
?̅?𝑇?̅? + ?̅?𝑇𝑇𝑇?̅? − 𝑌𝐶̅ − 𝐶̅𝑇𝑌𝑇 + 2𝑎?̅? < 0                          (6-3-9)                     
where 
Θ11 = 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)
𝑇𝑃 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅? + 2𝜏1𝜌1𝐼𝑛 + 𝑄 + 𝐶
𝑇𝐶, 
Θ22 = ?̅?𝑇?̅? + ?̅?
𝑇𝑇𝑇?̅? − 𝑌𝐶̅ − 𝐶̅𝑇𝑌𝑇 + 2𝜏2𝜌1𝐽0
𝑇𝐽0 + ?̅? + 𝐷𝑒
𝑇𝐷𝑒,  
𝑌 = ?̅?𝐿1; 
𝑎 = 𝛽𝜃𝑙 , 𝜃𝑙 = −min𝑅𝑒[𝜆𝑖 (𝐴 + 𝐵𝐾)] > 0, 𝑖 = {1, 2,⋯ 𝑛} and 𝛽 > 1. 
One can thus calculate  𝐿1 = ?̅?
−1𝑌. 
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Proof 
Choosing the Lyapunov function in the form of (6-1-23), and with the same proof 
manner of Theorem 6.1.1, we can know it satisfies condition (5-2-1) in Definition 5.2.1. 
Taking the infinitesimal generator along the state trajectories of (6-3-7), by using It?̂? 
formula, it follows that: 
ℒ𝑉 = 𝑥𝑇[𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)𝑇𝑃 +𝑊𝑇𝑃𝑊+?̅?𝑇𝑇𝑇?̅?𝑇?̅?]𝑥 − 2𝑥𝑇𝑃𝐵𝑒?̅? 
                +2𝑥𝑇𝑃𝐵𝑑𝑑 + 2𝑥
𝑇𝑃𝑔(𝑡, 𝑥, 𝑢) + ?̅?𝑇(?̅?𝑅 + 𝑅𝑇?̅?)?̅? + 2?̅?𝑇?̅?𝑇?̅?𝑑2𝑑2  
     +2?̅?𝑇?̅?𝑇?̃?                                                                                         (6-3-10)                                            
Condition (6-3-3) implies that 
𝜌1𝑥
𝑇𝑥 + 𝜌2𝑥
𝑇𝑔(𝑡, 𝑥, 𝑢) − 𝑔𝑇(𝑡, 𝑥, 𝑢)𝑔(𝑡, 𝑥, 𝑢) ≥ 0              (6-3-11)                
We also have                                                 
    ?̃?𝑇?̃? = ‖?̅?(𝑡, 𝑥, 𝑢) − ?̅?(𝑡, ?̂?, 𝑢)‖2 
                 = ‖[
𝑔(𝑡, 𝑥, 𝑢) − 𝑔(𝑡, ?̂?, 𝑢)
0𝑙𝑓×1
0𝑙𝑓×1
]‖
2
 
                 = ‖𝑔(𝑡, 𝑥, 𝑢) − 𝑔(𝑡, ?̂?, 𝑢)‖2 
≤ 𝜌1‖𝑥 − ?̂?‖
2 + 𝜌2〈𝑥 − ?̂?, 𝑔(𝑡, 𝑥, 𝑢) − 𝑔(𝑡, ?̂?, 𝑢)〉                       (6-3-12)  
Since 
‖𝑥 − ?̂?‖2 = ‖𝐽0?̅?‖
2 = ?̅?𝑇𝐽0
𝑇𝐽0?̅?                                  (6-3-13) 
and 
〈𝑥 − ?̂?, 𝑔(𝑡, 𝑥, 𝑢) − 𝑔(𝑡, ?̂?, 𝑢)〉 = ?̅?𝑇𝐽0
𝑇𝐽0?̃?                         (6-3-14) 
we can obtain  
?̃?𝑇?̃? ≤ 𝜌1?̅?
𝑇𝐽0
𝑇𝐽0?̅? + 𝜌2?̅?
𝑇𝐽0
𝑇𝐽0?̃?                                 (6-3-15) 
Hence, based on (6-3-11) and (6-3-15), for any positive scalars 𝜏1, 𝜏2, we have 
2𝜏1(𝜌1𝑥
𝑇𝑥 + 𝜌2𝑥
𝑇𝑔(𝑡, 𝑥, 𝑢) − 𝑔𝑇(𝑡, 𝑥, 𝑢)𝑔(𝑡, 𝑥, 𝑢)) ≥ 0          (6-3-16)       
and 
2𝜏2(𝜌1?̅?
𝑇𝐽0
𝑇𝐽0?̅? + 𝜌2?̅?
𝑇𝐽0
𝑇𝐽0?̃? − ?̃?
𝑇?̃?) ≥ 0                         (6-3-17) 
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Adding (6-3-16) and (6-3-17) to the right side of (6-3-10), we can derive:  
ℒ𝑉 ≤ 𝑥𝑇[𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)𝑇𝑃 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅? + 2𝜏1𝜌1𝐼𝑛 +𝑄]𝑥 
                 −2𝑥𝑇𝑃𝐵𝑒?̅? +2𝑥
𝑇𝑃𝐵𝑑𝑑 + 2𝑥
𝑇(𝑃 + 𝜏1𝜌2𝐼𝑛)𝑔(𝑡, 𝑥, 𝑢) 
                +?̅?𝑇(?̅?𝑅 + 𝑅𝑇?̅? + 2𝜏2𝜌1𝐽0
𝑇𝐽0 + ?̅?)?̅? + 2?̅?
𝑇?̅?𝑇?̅?𝑑2𝑑2 
                +2?̅?𝑇(?̅?𝑇 + 𝜏2𝜌2𝐽0
𝑇𝐽0)?̃? − 2𝜏1𝑔
𝑇𝑔 − 2𝜏2?̃?
𝑇?̃? −𝑥𝑇𝑄𝑥 − ?̅?𝑇?̅??̅? 
    = [𝑥𝑇 ?̅?𝑇 𝑔𝑇 ?̃?𝑇 𝑑1
𝑇 𝑑2
𝑇] Φ
[
 
 
 
 
 
𝑥
?̅?
𝑔
?̃?
𝑑1
𝑑2]
 
 
 
 
 
− 𝑥𝑇𝑄𝑥 − ?̅?𝑇?̅??̅? + 𝛾1
2𝑑1
𝑇𝑑1 + 𝛾2
2𝑑2
𝑇𝑑2                       
       (6-3-18) 
where 
 Φ =
[
 
 
 
 
 
 
 Φ11 −𝑃𝐵𝑒 𝑃 + 𝜏1𝜌2𝐼𝑛 0 𝑃𝐵𝑑1 𝑃𝐵𝑑2
∗  Φ22 0 ?̅?𝑇 + 𝜏2𝜌2𝐽0
𝑇𝐽0 0 ?̅?𝑇?̅?𝑑2
∗ ∗ −2𝜏1𝐼𝑛 0 0 0
∗ ∗ ∗ −2𝜏2𝐼?̅? 0 0
∗ ∗ ∗ ∗ −𝛾1
2𝐼𝑙𝑑1 0
∗ ∗ ∗ ∗ ∗ −𝛾2
2𝐼𝑙𝑑2]
 
 
 
 
 
 
 
 Φ11 = 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)
𝑇𝑃 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅? + 2𝜏1𝜌1𝐼𝑛 + 𝑄 
 Φ22 = ?̅?𝑇?̅? + ?̅?
𝑇𝑇𝑇?̅? − ?̅?𝐿1𝐶̅ − 𝐶̅
𝑇𝐿1
𝑇?̅?𝑇 + 2𝜏2𝜌1𝐽0
𝑇𝐽0 + ?̅?. 
From the LMI (6-3-8), one has  
 Φ < 0                                              (6-3-19) 
which indicates we can find a positive scalar ?̅? such that 
ℒ𝑉 ≤ −𝑥𝑇𝑄𝑥 − ?̅?𝑇?̅??̅? + 𝛾1
2𝑑1
𝑇𝑑1 + 𝛾2
2𝑑2
𝑇𝑑2 
≤ −?̅? ‖?̃?‖2 + 𝛾1
2|𝑑1|
2 + 𝛾2
2|𝑑2|
2                                 (6-3-20) 
As a result, we can conclude the closed-loop system (6-3-7) is stochastically input-to-
state sable with 𝜓3(?̃?) = ?̅?‖?̃?‖
2 and 𝜓4(|𝑑|) = 𝛾1
2|𝑑1|
2 + 𝛾2
2|𝑑2|
2. 
Now it is ready to discuss the robustness of the observer-based fault tolerant control: 
𝛤 = 𝔼{∫ [𝑦𝑐
𝑇(𝜏)𝑦𝑐(𝜏)
𝑇𝑓
0
− 𝛾1
2𝑑1
𝑇(𝜏)𝑑1(𝜏) − 𝛾2
2𝑑2
𝑇(𝜏)𝑑2(𝜏)]𝑑𝜏}                                
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   ≤ 𝔼{∫ [𝑥𝑇 ?̅?𝑇 𝑔𝑇 ?̃?𝑇 𝑑1
𝑇 𝑑2
𝑇]
𝑇𝑓
0
Θ
[
 
 
 
 
 
𝑥
?̅?
𝑔
?̃?
𝑑1
𝑑2]
 
 
 
 
 
− 𝑥𝑇(𝜏)𝑄𝑥(𝜏) − ?̅?𝑇(𝜏)?̅??̅?(𝜏)}𝑑𝜏} 
−𝔼(∫ ℒ𝑉
𝑇𝑓
0
𝑑𝜏)                                                                                           (6-3-21) 
where 
Θ =
[
 
 
 
 
 
 
Θ11 −𝑃𝐵𝑒 + 𝐶
𝑇𝐷𝑒 𝑃 + 𝜏1𝜌2𝐼𝑛 0 𝑃𝐵𝑑1 𝑃𝐵𝑑2
∗ Θ22 0 ?̅?𝑇 + 𝜏2𝜌2𝐽0
𝑇𝐽0 0 ?̅?𝑇?̅?𝑑2
∗ ∗ −2𝜏1𝐼𝑛 0 0 0
∗ ∗ ∗ −2𝜏2𝐼?̅? 0 0
∗ ∗ ∗ ∗ −𝛾1
2𝐼𝑙𝑑1 0
∗ ∗ ∗ ∗ ∗ −𝛾2
2𝐼𝑙𝑑2]
 
 
 
 
 
 
, 
Θ11 = 𝑃(𝐴 + 𝐵𝐾) + (𝐴 + 𝐵𝐾)
𝑇𝑃 +𝑊𝑇𝑃𝑊 + ?̅?𝑇𝑇𝑇?̅?𝑇?̅? + 2𝜏1𝜌1𝐼𝑛 + 𝑄 + 𝐶
𝑇𝐶, 
Θ22 = ?̅?𝑇?̅? + ?̅?
𝑇𝑇𝑇?̅? − 𝑌𝐶̅ − 𝐶̅𝑇𝑌𝑇 + 2𝜏2𝜌1𝐽0
𝑇𝐽0 + ?̅? + 𝐷𝑒
𝑇𝐷𝑒, 
 𝑌 = ?̅?𝐿1. 
 We know  Θ < 0 from the LMI (6-3-8) and 𝔼(∫ ℒ𝑉
𝑇𝑓
0
𝑑𝜏)  > 0, thus we have Γ < 0, 
which indicates the performance (6-1-19) can be satisfied. Similar to Theorems 6.1.1 and 
6.2.1, the LMI (6-3-9) implies the response of the estimation error dynamics is faster than 
that of the system dynamics.  
The proof is completed. 
Remark 6.3.2 
Since Lipschitz nonlinear condition is a specific scenario of the quadratic inner-
bounded one, LMIs (6-3-8) and (6-3-9) are still suitable for application in stochastic 
Lipschitz nonlinear system (6-2-1), by letting  𝜌1 = 𝜃
2 and 𝜌2 = 0. In other words, LMIs 
(6-3-8) and (6-3-9) are alternative rules of (6-2-9) and (6-2-10) for robust tolerant control 
of plant (6-2-1). 
Now, the design procedure of the robust fault estimation and fault tolerant control 
strategies for stochastic quadratic inner-bounded nonlinear systems can be summarized 
as follows: 
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Procedure 6.3.1 (Fault tolerant control algorithm by integrating state/fault estimation 
and signal compensation for stochastic quadratic inner-bounded nonlinear systems) 
i) Construct the augmented system in the form of (6-3-4) for system (6-3-1). 
ii) Select observer gains 𝐻 and 𝑇 following step ii) in Procedure 6.1.1. 
iii) Design control gain 𝐾 in the same way with step iii) in Procedure 6.1.1. 
iv) Solve the LMIs (6-3-8) and (6-3-9) to obtain  𝑃, 𝑄, ?̅?, ?̅?  and matrix 𝑌. The observer 
gain is thus calculated as 𝐿1 = ?̅?
−1𝑌. 
v) Calculate the other observer gains 𝑅 and  𝐿2 following the formulas (6-1-6) and (6-1-
8), respectively.  
vi) Implement the robust unknown input observer (6-3-5) to produce the augmented 
estimate ?̂̅?, leading to the simultaneous estimates of the system states and faults ?̂? and 
𝑓 in the forms of (6-1-12) and (6-1-13), respectively.  
vii) Implement the tolerant control law 𝑢 = ?̅??̂̅?  and 𝑦𝑐 = 𝑦 − 𝐷𝑓𝑓 , where ?̅? =
[𝐾 0 𝐾𝑓] and 𝐾𝑓 = −𝐵
+𝐵𝑓.  
Example 6.3.1 (A quadratic inner-bounded nonlinear system) 
In this example, we apply the robust observer-based controller to nonlinear system. 
The considered plant is in the form of (6-3-1) with the following parameters: 
𝐴 = [
1 3 1
2 0 3
0 2 5
], 𝐵 = [
1
0
0
], 𝐶 = [
1 0 0
0 1 0
0 0 1
], 
𝑊 = [
0.03 0 −0.02
0 0.01 0.04
0.05 0 0.01
], 𝐵𝑑 = [
0.3 0.1 −0.02
−0.1 −0.2 0.04
−0.15 −0.4 0.08
], 
𝑔(𝑥) = [
−0.1𝑥1(𝑥1
2 + 𝑥2
2 + 𝑥3
2)
−0.1𝑥2(𝑥1
2 + 𝑥2
2 + 𝑥3
2)
−0.1𝑥3(𝑥1
2 + 𝑥2
2 + 𝑥3
2)
],  𝐵𝑓𝑎 = 𝐵, 𝐷𝑓𝑠 = [
1
0
0
]. 
In this case, 𝐵𝑓 = [𝐵𝑓𝑎  03×1], 𝐷𝑓 = [03×1  𝐷𝑓𝑠]. The reference input is given as 0.5. 
The actuator fault and the sensor fault are 50% loss of the actuation effectiveness from 
25 sec. to 50 sec., and 30% loss of the sensor efficiency from 70 sec. to 100 sec., 
respectively, and the unknown input disturbances are random signals ranging from −0.01 
to 0.01.  The initial state value is given as 𝑥0 = [−0.1 −0.05 −0.2  ]
𝑇 corrupted by 
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random noises. Considering the set ?̃? = {𝑥 ∈ 𝑅3: ‖𝑥‖ ≤ 𝜗} ,  we have ‖𝑔(𝑥)‖ <
0.1𝜗2[1 + ‖𝑥‖]. After some algebraic manipulations, we can obtain 
‖𝑔(𝑥1) − 𝑔(𝑥2)‖
2 = 0.01[(‖𝑥1‖
2 − ‖𝑥2‖
2)2(‖𝑥1‖
2 + ‖𝑥2‖
2) 
   +‖𝑥1 − 𝑥2‖
2‖𝑥1‖
2‖𝑥2‖
2]                            (6-3-22) 
𝜌1 ‖𝑥1 − 𝑥2‖
2 + 𝜌2〈𝑥1 − 𝑥2, 𝑔(𝑥1) − 𝑔(𝑥2)〉
= ‖𝑥1 − 𝑥2‖
2 [𝜌1 −
0.1𝜌2
2
(‖𝑥1‖
2 + ‖𝑥2‖
2)]  
−
0.1𝜌2
2
(‖𝑥1‖
2 − ‖𝑥2‖
2)2                                      (6-3-23) 
In order to make (6-3-3) hold, we have to find 𝜌1 and 𝜌2 such that  
‖𝑥1‖
2 + ‖𝑥2‖
2 ≤ −5𝜌2                                    (6-3-24) 
‖𝑥1‖
2‖𝑥2‖
2 ≤ 100𝜌1 + 25𝜌2
2                              (6-3-25) 
hold in set ?̃?. It suffices to have 𝜌2 ≤ −0.4𝜗
2and 𝜌1 ≥ 0.01𝜗
4 − 0.25𝜌2
2. For given set 
?̃? with 𝜗 = 1.04, which is large enough in terms of the considered system, we can find  
𝜌1 = −0.0373  and 𝜌2 = −0.44  to make 𝑔(𝑥)  satisfy the quadratic inner-bounded 
condition. Select 𝒟(𝑐, 𝜇, 𝛿) = 𝒟(0.2, 2.8, 55) as the region of poles for the original plant 
after implementing control input. Solving LMIs (6-1-41) to (6-1-43), we can obtain 
observer gain 𝐾 = [−4.7532 −6.9039 −10.8230] , and min𝑅𝑒[𝜆𝑖 (𝐴 + 𝐵𝐾)] =
−2.1324 . Let 𝛽 = 2 , then 𝑎 = 4.2648 .  Selecting 𝛾1 = 10  and 𝛾2 = 20 , and 
substituting 𝜌1, 𝜌2, 𝐾 and 𝑎 to LMIs (6-3-8) and (6-3-9), 𝐿1 can be calculated as 
𝐿1 = 10
3 ×
[
 
 
 
 
 
 
0.1800  2.0167  0.4592
0.0182 0.2160 0.0548
−0.0061 0.0346 0.0632
−0.1015 3.3422 2.7269
 −0.4043 −4.8093 −1.1991
−0.2256 −1.2118  0.3026
−0.1653 −1.9653 −0.4700]
 
 
 
 
 
 
 
Then 𝑅 and  𝐿2 can be obtained following the formulas (6-1-6) and (6-1-8), respectively. 
The choice of 𝛾1 and 𝛾2 has to make the LMI solvable. The choice 𝛾1 = 10 and 𝛾2 = 20 
is the best choice to make LMI solvable and unknown inputs mitigated at mean time. 
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By choosing the above parameters, and using the Euler–Maruyama method to simulate 
the standard Brownian motions with 10 state trajectories, we can obtain Figures 6.3.1 and 
6.3.2 to exhibit the estimation performance for the means of full system states, actuator 
fault and sensor fault, respectively. Figures 6.3.3 and 6.3.4 show the system output with 
and without signal compensation.   
 
Figure 6.3.1. System states and the means of their estimates: a quadratic inner-bounded 
nonlinear system. 
 
Figure 6.3.2. Faults and the estimates of their means: a quadratic inner-bounded 
nonlinear system. 
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Figure 6.3.3. System outputs without tolerant control: a quadratic inner-bounded 
nonlinear system. 
 
Figure 6.3.4. System outputs with tolerant control: a quadratic inner-bounded 
nonlinear system. 
From Figures 6.3.1 and 6.3.2, the system states and the means of the concerned faults 
are estimated satisfactorily. Figure 6.3.3 shows the system dynamics are corrupted by the 
faults, while Figure 6.3.4 indicates the system performance are recovered after the fault-
tolerant control.   
6.4  Integrated fault tolerant control of T-S fuzzy nonlinear stochastic system 
6.4.1 Joint observer techniques for robust fault estimation 
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Consider stochastic T-S fuzzy models suffering from faults and unknown inputs in the 
form of It?̂?-type differential equations as follows: 
IF 𝜇1 is 𝑀1𝑖 and …𝜇𝑞 is 𝑀𝑞𝑖, THEN  
{
𝑑𝑥(𝑡) = [𝐴𝑖𝑥 + 𝐵𝑖𝑢 + 𝐵𝑑𝑖𝑑 + 𝐵𝑓𝑖𝑓]𝑑𝑡 +𝑊𝑖𝑥𝑑𝑤
𝑦(𝑡) = 𝐶𝑥 + 𝐷𝑓𝑓
                 ( 6-4-1) 
By using the standard fuzzy blending method, the global model of system (6-4-1) can 
be inferred as: 
{
𝑑𝑥 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [(𝐴𝑖𝑥 + 𝐵𝑖𝑢 + 𝐵𝑑𝑖𝑑 + 𝐵𝑓𝑖𝑓)𝑑𝑡 +𝑊𝑖𝑥𝑑𝑤]
𝑦 = 𝐶𝑥 + 𝐷𝑓𝑓
         (6-4-2) 
where ℎ𝑖(𝜇)  are membership functions, following the convex sum properties: 
∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 = 1 and 0 ≤ ℎ𝑖(𝜇) ≤ 1.    
Lemma 6.4.1 [48] 
If there exist a function 𝑉, and positive constants 𝑐1, 𝑐2 and 𝑐3, such that  
𝑐1‖𝑥‖
2 ≤ 𝑉 ≤ 𝑐2‖𝑥‖
2                                   (6-4-3) 
and                                                                                              
ℒ𝑉(𝑡, 𝑥) ≤  −𝑐3‖𝑥‖
2                                     (6-4-4) 
then the solution of stochastic system (6-4-2) is stochastically exponentially stable in 
mean square. 
Remark 6.4.1  
In Section 6.1-6.3 stochastically input-to-state stability is considered for the observer-
based fault tolerant control. In this section, stochastically exponentially stability in mean 
square, which is another popular concern for stochastic systems, is under investigation. 
In other words, the designed scheme is flexible with different stability requirements. 
 In order to estimate the means of faults and system states at the same time, an auxiliary 
system is constructed as follows, by considering the faults as augmented system states: 
{
𝑑?̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [(?̅?𝑖?̅? + ?̅?𝑖𝑢 + ?̅?𝑑𝑖𝑑 + 𝐽1𝑓̈)𝑑𝑡 + ?̅?𝑖𝑥𝑑𝑤]
𝑦 = 𝐶̅?̅?
           (6-4-5)                                          
where 
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?̅? = 𝑛 + 2𝑙𝑓, 
?̅? = [𝑥𝑇 ?̇?𝑇 𝑓𝑇]𝑇 ∈ ℛ?̅? 
?̅?𝑖 = [
𝐴𝑖 0𝑛×𝑙𝑓 𝐵𝑓𝑖
0𝑙𝑓×𝑛 0𝑙𝑓×𝑙𝑓 0𝑙𝑓×𝑙𝑓
0𝑙𝑓×𝑛 𝐼𝑙𝑓 0𝑙𝑓×𝑙𝑓
] ∈ ℛ?̅?×?̅?, 
?̅?𝑖 = [𝐵𝑖
𝑇 0𝑚×𝑙𝑓 0𝑚×𝑙𝑓]
𝑇
∈ ℛ?̅?×𝑚, 
?̅?𝑑𝑖 = [𝐵𝑑𝑖
𝑇 0𝑙𝑑×𝑙𝑓 0𝑙𝑑×𝑙𝑓]
𝑇
∈ ℛ ?̅?×𝑙𝑑 , 
𝐶̅ = [𝐶 0𝑝×𝑙𝑓 𝐷𝑓] ∈ ℛ
𝑝×?̅?, 
?̅?𝑖 = [𝑊𝑖
𝑇 0𝑛×𝑙𝑓 0𝑛×𝑙𝑓]
𝑇
∈ ℛ?̅?×𝑛, 
𝐽1 = [0𝑙𝑓×𝑛 𝐼𝑙𝑓×𝑙𝑓 0𝑙𝑓×𝑙𝑓]
𝑇
∈ ℛ ?̅?×𝑙𝑓 
In system (6-4-5), the components of state vector ?̅? include original state 𝑥, the means 
of concerned faults, denoted by 𝑓, and the first-order differentials of the means of the 
faults, that is ?̇?. In this section, we assume that 𝑓̈ is not zero but bounded and satisfies: 
‖𝑓̈‖ ≤ 𝛿                                                    (6-4-6) 
where  𝛿 is a positive scalar. In addition, we suppose that  𝑑 can be decoupled, whereas 
𝑓̈ cannot.  
For system (6-4-5), the following fuzzy unknown input observer consisting sliding 
mode terms is constructed: 
{
𝑑𝑧̅ = ∑ ℎ𝑖(𝜇)[𝑅𝑖𝑧̅ + 𝑇?̅?𝑖𝑢 + (𝐿𝑖1 + 𝐿𝑖2)𝑦 + 𝐿𝑠𝑖𝑢𝑠]𝑑𝑡
𝑟
𝑖=1
?̂̅? = 𝑧̅ + 𝐻𝑦
             (6-4-7)  
where 𝑧̅  is a state vector of the observer (6-4-7), ?̂̅?  is the estimation of  ?̅? , 𝑢𝑠   is a 
discontinuous control input to compensate the influences of 𝑓̈. The matrices 𝐻, 𝑅𝑖, 𝑇, 𝐿𝑖1, 
𝐿𝑖2 and 𝐿𝑠𝑖, where  𝑖 = 1, 2, … 𝑟, are observer gains to be designed such that  ?̂̅?  is close 
enough to ?̅?.  
Remark 6.4.2 
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Using nonlinear discontinuous term 𝑢𝑠 , the designed sliding mode unknown input 
observer constraints the trajectory of the estimation error to remain on a specific surface 
such that error is insensitive to the disturbances.  
Defining estimation error as ?̅? = ?̅? − ?̂̅?, and subtracting (6-4-7) from (6-4-5) leads to 
the following error dynamic: 
𝑑?̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 {{(?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐿𝑖1𝐶̅)𝑒 + (?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐿𝑖1𝐶̅ − 𝑅𝑖)𝑧 ̅ 
         +[(?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐿𝑖1𝐶̅)𝐻 − 𝐿𝑖2]𝑦 +[(𝐼?̅? − 𝐻𝐶̅) − 𝑇]?̅?𝑖𝑢 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑑𝑖𝑑 
      +(𝐼?̅? − 𝐻𝐶̅)𝐽1𝑓̈ − 𝐿𝑠𝑖𝑢𝑠}𝑑𝑡 + (𝐼?̅? − 𝐻𝐶̅)?̅?𝑖𝑥𝑑𝑤}                                     (6-4-8)                                                                                                                                                                      
If the observer gains satisfy the following conditions:     
(𝐼?̅? −𝐻𝐶̅)?̅?𝑑𝑖 = 0                                             (6-4-9)  
𝑅𝑖 = ?̅?𝑖 − 𝐻𝐶̅?̅?𝑖 − 𝐿𝑖1𝐶̅                                       (6-4-10)      
𝑇 = 𝐼?̅? − 𝐻𝐶̅                                               (6-4-11) 
𝐿𝑖2 = 𝑅𝑖𝐻                                                   (6-4-12) 
the state estimation error can be reduced to 
𝑑?̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [(𝑅𝑖?̅? + 𝑇𝐽1𝑓̈ − 𝐿𝑠𝑖𝑢𝑠)𝑑𝑡 + 𝑇?̅?𝑖𝑥𝑑𝑤]             (6-4-13) 
In order to meet the conditions (6-4-9) to (6-4-12), we have the following assumptions 
in terms of the references: 
(1) rank(𝐶̅(?̅?𝑑1  ?̅?𝑑2⋯  ?̅?𝑑𝑟)) = rank((?̅?𝑑1  ?̅?𝑑2⋯  ?̅?𝑑𝑟)) ; 
(2) For ∀ 𝑖,  [
𝐴𝑖 𝐵𝑓𝑖 𝐵𝑑𝑖
𝐶 𝐷𝑓 0
] is of full column rank; 
(3) For ∀ 𝑖,  rank [
𝑠𝐼𝑛 − 𝐴𝑖 𝐵𝑑𝑖
𝐶 0
] = 𝑛 + 𝑙𝑑. 
The above assumptions are to ensure that for each local model, equation (6-4-9) can 
be solved, and one solution of 𝐻 can be obtained as  
 𝐻∗ = ?̅?𝑈[(?̅??̅?𝑈)
𝑇(𝐶̅?̅?𝑈)]
−1(𝐶̅?̅?𝑈)
𝑇                             (6-4-14) 
where 𝐵𝑈 is of full column rank, obtained by a non-singular matrix 𝑈 such that 
(?̅?𝑑1  ?̅?𝑑2⋯  ?̅?𝑑𝑟)𝑈 = (?̅?𝑈  0)                                 (6-4-15)   
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Moreover, the model is observable.                           
Under these necessary assumptions, 𝑑 has been decoupled by selecting suitable 𝐻. 
however, ?̈?  still affect the error dynamic. As a good observer should lead to the 
convergence of error ?̅?, the design of robust fault estimation scheme is converted into 
attenuating the influences of 𝑓̈ . Now let us discuss how to design the sliding mode 
controller  𝑢𝑠 to eliminate its influence. Define a sliding mode surface 
𝑠 = 𝐽1
𝑇𝑇𝑇?̅??̅? = 0                                            (6-4-16) 
where ?̅? is a positive matrix satisfying 
 𝐽1
𝑇𝑇𝑇?̅? = 𝑁𝐶̅                                               (6-4-17) 
while 𝑁 is a parameter matrix to be designed. The sliding surface is defined according to 
the desired dynamical specifications of the closed-loop error dynamic. Here, the 
estimation error can be driven around zero on surface (6-4-16). To make sliding mode 
achieve and maintain on the surface, the discontinuous input law is introduced as follows  
 𝑢𝑠 = (𝛿 + 𝜀)𝑠𝑔𝑛(𝑠)                                      (6-4-18) 
where 𝜀 is a parameter to be designed later.  
Remark 6.4.3 
Since ?̅? is unknown, 𝑠 is not available from (6-4-16). Constraint (6-4-17) is introduced 
such that s = 𝑁𝐶̅?̅? = 𝑁𝐶̅?̅? − 𝑁𝐶̅?̂̅? = 𝑁𝑦 − 𝑁𝐶̅?̂̅? , where 𝑦  and 𝐶̅?̂̅?  are available in 
practice.  
It is noted that the estimation error dynamics are also subject to stochastic parameter 
perturbations. Therefore, it is infeasible to design the observer gain independent of the 
control gains. The integrated design of the observer gain and control gain will be 
addressed in the next section. 
6.4.2 Design of observer-based control law 
Now we consider the design of the control law for system (6-4-2), to compensate the 
effects of the faults, make the trajectories of state stable, and eliminate the influences of 
unknown inputs.  
Firstly, we introduce the following feedback gain ?̅?𝑖 = [𝐾𝑖 0 𝐾𝑓] and construct 𝑢 
in the following fuzzy form: 
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                                       𝑢 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ?̅?𝑖 ?̂̅? 
 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 [𝐾𝑖 0 𝐾𝑓] [
?̂?
𝑓̇̂
𝑓
]  
 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐾𝑖?̂? + 𝐾𝑓𝑓)                                      (6-4-19) 
where 
 𝐾𝑓 = −𝐵ℎ
+𝐵𝑓ℎ                                           (6-4-20) 
with 𝐵ℎ = ∑ ℎ𝑖(𝜇)𝐵𝑖
𝑟
𝑖=1 , 𝐵𝑓ℎ = ∑ ℎ𝑖(𝜇)𝐵𝑓𝑖
𝑟
𝑖=1 , and supposing  rank[𝐵ℎ 𝐵𝑓ℎ] =
rank 𝐵ℎ. 
Then it is clear that  
∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐵𝑓𝑖 + 𝐵𝑖𝐾𝑓) = 𝐵𝑓ℎ − 𝐵ℎ𝐵ℎ
+𝐵𝑓ℎ = 0                  (6-4-21)                          
In order to eliminate the effects caused by sensor faults, the following sensor 
compensation output are employed: 
𝑦𝑐 = 𝑦 − 𝐷𝑓𝐽2?̂̅? = 𝐶𝑥 + 𝐷𝑓𝑓 − 𝐷𝑓𝑓 = 𝐶𝑥 + 𝐷𝑓𝐽2?̅?                (6-4-22) 
where 𝐽2 = [0𝑙𝑓×𝑛 0𝑙𝑓×𝑙𝑓 𝐼𝑙𝑓], and 𝑦𝑐 is called reliable output.  
Substituting (6-4-19) into systems (6-4-2) and using the reliable output 𝑦𝑐 to replace 
the actual measurement y, the following closed-loop system can be formulated 
{
𝑑𝑥 =∑ℎ𝑖(𝜇)
𝑟
𝑖=1
∑ℎ𝑗(𝜇)
𝑟
𝑖=1
[((𝐴𝑖 + 𝐵𝑖𝐾𝑗)𝑥 − 𝐵𝑒𝑖𝑗?̅? + 𝐵𝑑𝑖𝑑)𝑑𝑡 +𝑊𝑖𝑥𝑑𝑤]
𝑦𝑐 = 𝐶𝑥 + 𝐷𝑒?̅?
 
 (6-4-23) 
where 𝐵𝑒𝑖𝑗 = 𝐵𝑖𝐾𝑗𝐽0 − 𝐵𝑓𝑖𝐽2 , 𝐽0 = [𝐼𝑛 0𝑛×𝑙𝑓 0𝑛×𝑙𝑓] and  𝐷𝑒 = 𝐷𝑓𝐽2 . It can be seen 
that the fault estimation performance will have an impact on the fault tolerant control 
performance.   
Under the designed observer-based fault tolerant controller, the overall closed-loop 
system can be obtained as follows: 
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{
 
 
 
 
 
 𝑑𝑥 =∑ℎ𝑖(𝜇)
𝑟
𝑖=1
∑ℎ𝑗(𝜇)
𝑟
𝑖=1
{[(𝐴𝑖 + 𝐵𝑖𝐾𝑗)𝑥 − 𝐵𝑒𝑖𝑗?̅? + 𝐵𝑑𝑖𝑑]𝑑𝑡 +𝑊𝑖𝑥𝑑𝑤}
           
𝑑?̅? = ∑ℎ𝑖(𝜇)
𝑟
𝑖=1
[(𝑅𝑖?̅? − 𝐿𝑠𝑖𝑢𝑠 + 𝑇𝐽1?̈?)𝑑𝑡 + 𝑇?̅?𝑖𝑥𝑑𝑤]
           
𝑦𝑐 = 𝐶𝑥 + 𝐷𝑒?̅?
 
(6-4-24) 
The next step is to choose appropriate observer and controller gains to make the closed-
loop system stable, and satisfy the following performance: 
𝔼(‖𝑦𝑐‖𝑇𝑓
2 ) < 𝛾2𝔼(‖𝑑‖𝑇𝑓
2 )                                   (6-4-25) 
where 𝛾 > 0 is the 𝐻∞ performance index. 
For ∀ 𝑖, the coefficient of sliding mode controller is chosen to be 𝐿𝑠𝑖 = 𝑇𝐽1, then we 
have the following theorem. 
Theorem 6.4.1 
For system (6-4-2), there exists a tolerant observer-based controller in the form of (6-
4-7), (6-4-19) and (6-4-22), making closed-loop system (6-4-24) be stochastic 
exponentially stable in mean square and satisfy𝔼(‖𝑦𝑐‖𝑇𝑓
2 ) < 𝛾2𝔼(‖𝑑‖𝑇𝑓
2 ), if ∀ 𝑖, 𝑗, there 
exist positive definite matrices 𝑃and ?̅?, matrices 𝐾𝑗, and 𝐿𝑖1 such that  
[
Ω𝑖𝑗11 𝑃𝐵𝑑𝑖 −𝑃𝐵𝑒𝑖𝑗 + 𝐶
𝑇𝐷𝑒
∗ −𝛾2𝐼𝑙𝑑 0
∗ ∗ Ω𝑖𝑗33
] < 0                         (6-4-26) 
And 
𝐽1
𝑇𝑇𝑇?̅? = 𝑁𝐶̅                                               (6-4-27) 
where  Ω𝑖𝑗11 = 𝑃(𝐴𝑖 + 𝐵𝑖𝐾𝑗) + (𝐴𝑖 + 𝐵𝑖𝐾𝑗)
𝑇
𝑃 +𝑊𝑖
𝑇𝑃𝑊𝑖 + ?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 + 𝐶
𝑇𝐶 , 
Ω𝑖𝑗33 = ?̅?𝑇?̅?𝑖  + ?̅?𝑖
𝑇𝑇𝑇?̅? − ?̅?𝐿𝑖1𝐶̅ − 𝐶̅
𝑇𝐿𝑖1
𝑇 ?̅? + 𝐷𝑒
𝑇𝐷𝑒, and  𝑖, 𝑗 = 1,2, … 𝑟.  
Proof 
Based on Lemma 6.4.1, the proof involves establishing a dissipation inequality via a 
suitable storage function. Here, we choose the function as  𝑉 = 𝑉1 + 𝑉2 , where 𝑉1 =
𝑥𝑇𝑃𝑥 and 𝑉2 = ?̅?
𝑇𝑃?̅?. We can notice  
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𝑉 = ?̃?𝑇?̃??̃?                                                 (6-4-28) 
where ?̃? = [𝑥𝑇 ?̅?𝑇]𝑇, ?̃? = [
𝑃 0
0 ?̅?
]. It is not hard to find that 
𝜆𝑚𝑖𝑛(?̃?)‖?̃?‖
2 ≤ 𝑉 ≤ 𝜆𝑚𝑎𝑥(?̃?)‖?̃?‖
2                        (6-4-29) 
which implies 𝑉 satisfy (6-4-3) in Lemma 6.4.1. Taking infinitesimal generator along the 
state trajectories of (6-4-24), by using It?̂? formula, it follows that: 
ℒ𝑉1 = ∑ ℎ𝑖(𝜇)∑ ℎ𝑗(𝜇)
𝑟
𝑗=1
𝑟
𝑖=1 {𝑥
𝑇[𝑃(𝐴𝑖 + 𝐵𝑖𝐾𝑗) +(𝐴𝑖 + 𝐵𝑖𝐾𝑗)
𝑇
𝑃]𝑥 − 2𝑥𝑇𝑃𝐵𝑒𝑖𝑗?̅? 
         +2𝑥𝑇𝑃𝐵𝑑𝑖𝑑 + 𝑥
𝑇𝑊𝑖
𝑇𝑃𝑊𝑖𝑥}                                                                     (6-4-30) 
and     
ℒ𝑉2 =∑ℎ𝑖(𝜇)
𝑟
𝑖=1
{[?̅?𝑇(?̅?𝑅𝑖 + 𝑅𝑖
𝑇?̅?)?̅? − 2?̅?𝑇?̅?𝐿𝑠𝑖𝑢𝑠 + 2?̅?
𝑇?̅?𝑇𝐽1𝑓̈] 
               +𝑥𝑇?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖𝑥}                                                                  (6-4-31) 
Then we have  
   ℒ𝑉 = ℒ𝑉1 + ℒ𝑉2 
         = ∑ ℎ𝑖(𝜇)∑ ℎ𝑗(𝜇)
𝑟
𝑗=1
𝑟
𝑖=1 {𝑥
𝑇[𝑃(𝐴𝑖 + 𝐵𝑖𝐾𝑗) +(𝐴𝑖 + 𝐵𝑖𝐾𝑗)
𝑇
𝑃]𝑥 − 2𝑥𝑇𝑃𝐵𝑒𝑖𝑗?̅? 
             +2𝑥𝑇𝑃𝐵𝑑𝑖𝑑 + 𝑥
𝑇𝑊𝑖
𝑇𝑃𝑊𝑖𝑥 + ?̅?
𝑇(?̅?𝑅𝑖 + 𝑅𝑖
𝑇?̅?)?̅? − 2?̅?𝑇?̅?𝐿𝑖𝑢𝑠 
    +2?̅?𝑇?̅?𝑇𝐽1?̈? + 𝑥
𝑇?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖𝑥}                                                          (6-4-32)                                                                   
For all ∈ ℛ𝑙𝑓 ,  it can be noticed  that  𝑠𝑇𝑠𝑔𝑛(𝑠) = ∑ |𝑠𝑖|
𝑙𝑓
𝑖=1  and ‖𝑠‖ ≤ ∑ |𝑠𝑖|
𝑙𝑓
𝑖=1 . Since 
we choose 𝐿𝑠𝑖 = 𝑇𝐽1, we can obtain 
∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (−2?̅?
𝑇?̅?𝐿𝑠𝑖𝑢𝑠 + 2?̅?
𝑇?̅?𝑇𝐽1𝑓̈) = −2?̅?
𝑇?̅?𝑇𝐽1(𝛿 + 𝜀)𝑠𝑔𝑛(𝑠) + 2?̅?
𝑇?̅?𝑇𝐽1𝑓̈  
                                                                = 2𝑠𝑇?̈? − 2𝑠𝑇(𝛿 + 𝜀)𝑠𝑔𝑛(𝑠)                                          
                                                                ≤ 2‖𝑠‖‖?̈?‖ − 2(𝛿 + 𝜀)‖𝑠‖    
   ≤ −2𝜀‖𝑠‖                                         (6-4-33)                                                                   
Hence it is shown that when 𝑑 = 0 
ℒ𝑉 ≤ ∑ ℎ𝑖(𝜇)∑ ℎ𝑗(𝜇)
𝑟
𝑗=1
𝑟
𝑖=1 {𝑥
𝑇[𝑃(𝐴𝑖 + 𝐵𝑖𝐾𝑗) + (𝐴𝑖 + 𝐵𝑖𝐾𝑗)
𝑇
𝑃]𝑥  
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          −2𝑥𝑇𝑃𝐵𝑒𝑖𝑗?̅? + 𝑥
𝑇𝑊𝑖
𝑇𝑃𝑊𝑖𝑥 + ?̅?
𝑇(?̅?𝑅𝑖 + 𝑅𝑖
𝑇?̅?)?̅? + 𝑥𝑇?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖𝑥 − 2𝜀‖𝑠‖} 
≤ ∑ ℎ𝑖(𝜇)∑ ℎ𝑗(𝜇)
𝑟
𝑗=1
𝑟
𝑖=1 [𝑥𝑇 ?̅?𝑇]Π𝑖𝑗 [
𝑥
?̅?
]} − 2𝜀‖𝑠‖                                   (6-4-34) 
where Π𝑖𝑗 = [
Π𝑖𝑗11 −𝑃𝐵𝑒𝑖𝑗
∗ Π𝑖𝑗22
] , Π𝑖𝑗11 = 𝑃(𝐴𝑖 + 𝐵𝑖𝐾𝑗) + (𝐴𝑖 + 𝐵𝑖𝐾𝑗)
𝑇
𝑃 +𝑊𝑖
𝑇𝑃𝑊𝑖 +
?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 and Π𝑖𝑗22 = ?̅?𝑇?̅?𝑖 + ?̅?𝑖
𝑇𝑇𝑇?̅? − ?̅?𝐿𝑖1𝐶̅ − 𝐶̅
𝑇𝐿𝑖1
𝑇 ?̅?. From LMIs (6-4-26), we 
can see Π𝑖𝑗 < 0, indicating a positive scalar 𝑐3 can be found such that 
 ℒ𝑉 < −𝑐3‖?̃?‖
2                                      (6-4-35) 
According to Lemma 6.4.1, system (6-4-24) is stochastically exponentially stable in 
mean square.  
When 𝑑 ≠ 0, let us move on to discuss the robustness of the system against unknown 
inputs.  Consider the following performance index: 
𝛤 = 𝔼{∫ [𝑦𝑐
𝑇(𝜏)𝑦𝑐(𝜏)
𝑇𝑓
0
− 𝛾2𝑑𝑇(𝜏)𝑑(𝜏)]𝑑𝜏}                       (6-4-36) 
Then adding and subtracting 𝔼(∫ ℒ𝑉
𝑡
0
𝑑𝜏) to (6-4-36)yields: 
Γ ≤ 𝔼{∫ ∑ℎ𝑖(𝜇)
𝑟
𝑖=1
𝑇𝑓
0
∑ℎ𝑗(𝜇)
𝑟
𝑗=1
[𝑥𝑇 𝑑𝑇 ?̅?𝑇]Ω𝑖𝑗 [
𝑥
𝑑
?̅?
] 𝑑𝜏} − 𝔼(∫ ℒ𝑉
𝑇𝑓
0
𝑑𝜏) 
                                                                    (6-4-37) 
where Ω𝑖𝑗 = [
Ω𝑖𝑗11 𝑃𝐵𝑑𝑖 −𝑃𝐵𝑒𝑖𝑗 + 𝐶
𝑇𝐷𝑒
∗ −𝛾2𝐼𝑙𝑑 0
∗ ∗ Ω𝑖𝑗33
] ,  Ω𝑖𝑗11 = 𝑃(𝐴𝑖 + 𝐵𝑖𝐾𝑗) + (𝐴𝑖 +
𝐵𝑖𝐾𝑗)
𝑇
𝑃 +𝑊𝑖
𝑇𝑃𝑊𝑖 + ?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 + 𝐶
𝑇𝐶 , Ω𝑖𝑗33 = ?̅?𝑇?̅?𝑖  + ?̅?𝑖
𝑇𝑇𝑇?̅? − ?̅?𝐿𝑖1𝐶̅ −
𝐶̅𝑇𝐿𝑖1
𝑇 ?̅? + 𝐷𝑒
𝑇𝐷𝑒. 
It is not hard to find 𝔼(∫ ℒ𝑉
𝑇𝑓
0
𝑑𝜏)  = 𝔼(𝑉) > 0. Thus if  Ω𝑖𝑗 < 0, we get Γ < 0, 
leading to 𝔼(‖𝑦𝑐‖𝑇𝑓
2 ) < 𝛾2𝔼(‖𝑑‖𝑇𝑓
2 ).  
As a results, LMIs (6-4-26) can guarantee the stochastically exponentially stability in 
mean square of system (6-4-24)and satisfy performance  𝔼(‖𝑦𝑐‖𝑇𝑓
2 ) < 𝛾2𝔼(‖𝑑‖𝑇𝑓
2 ). This 
completes the proof.  
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It is noticed that both the system dynamics and error dynamics are subject to state 
Brownian fluctuation, which makes it challenging to design observer and controller gains 
simultaneously. In order to simplify the challenging matrix problem, the following 
theorem is proposed. 
Theorem 6.4.2 
The closed-loop system (6-4-24) is stochastic stable in mean square and satisfy 
𝔼(‖𝑦𝑐‖𝑇𝑓
2 ) < 𝛾2𝔼(‖𝑑‖𝑇𝑓
2 ), if  ∀ 𝑖, 𝑗 
1. There are positive matrix 𝑃, matrices 𝐾𝑗 , and positive scalars 𝜎  and 𝛾1 , where 
𝛾1 < 𝛾 such that  
[
Λ𝑖𝑗 𝑃𝐵𝑑𝑖
∗ −𝛾2𝐼𝑙𝑑
] < [
−𝜎𝑃𝑃 0
∗ −𝛾1
2𝐼𝑙𝑑
]                          (6-4-38) 
where  Λ𝑖𝑗 = 𝑃(𝐴𝑖 + 𝐵𝑖𝐾𝑗) + (𝐴𝑖 + 𝐵𝑖𝐾𝑗)
𝑇
𝑃 +𝑊𝑖
𝑇𝑃𝑊𝑖 + 𝐶
𝑇𝐶, 𝑖, 𝑗 = 1,2, … 𝑟. 
2. There are positive matrix ?̅?, matrices 𝐿𝑖1, 𝑁 such that  
[
−𝜎𝑃𝑃 + ?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 0 −𝑃𝐵𝑒𝑖𝑗 + 𝐶
𝑇𝐷𝑒
∗ −𝛾1
2𝐼𝑙𝑑 0
∗ ∗ Ω𝑖𝑗33
] < 0              (6-4-39) 
and 
𝐽1
𝑇𝑇𝑇?̅? = 𝑁𝐶̅                                               (6-4-40) 
where 𝑃 and 𝐾𝑗 are obtained from solving (6-4-38), 𝑖, 𝑗 = 1,2, … 𝑟. 
Proof 
According to inequality (6-4-38), ∀𝑖, 𝑗 ,  [
−𝜎𝑃𝑃 0
∗ −𝛾1
2𝐼𝑙𝑑
] + Θ < 0  implies that 
[
Λ𝑖𝑗 𝑃𝐵𝑑𝑖
∗ −𝛾2𝐼𝑙𝑑
] + Θ < 0, where Θ is a semi-positive symmetric matrix. Therefore,  
Ω𝑖𝑗 = [
Λ𝑖𝑗 𝑃𝐵𝑑𝑖 0
∗ −𝛾2𝐼𝑙𝑑 0
∗ ∗ 0
] + [
?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 0 −𝑃𝐵𝑒𝑖𝑗 + 𝐶
𝑇𝐷𝑒
∗ 0 0
∗ ∗ Ω𝑖𝑗33
] 
                        ≤ [
−𝜎𝑃𝑃 0 0
∗ −𝛾1
2𝐼𝑙𝑑 0
∗ ∗ 0
] + [
?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 0 −𝑃𝐵𝑒𝑖𝑗 + 𝐶
𝑇𝐷𝑒
∗ 0 0
∗ ∗ Ω𝑖𝑗33
]        
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= [
−𝜎𝑃𝑃 + ?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 0 −𝑃𝐵𝑒𝑖𝑗 + 𝐶
𝑇𝐷𝑒
∗ −𝛾1
2𝐼𝑙𝑑 0
∗ ∗ Ω𝑖𝑗33
]             (6-4-41) 
So (6-4-38) and (6-4-39) indicate Ω𝑖𝑗 < 0, which meet LMIs (6-4-26). This completes 
the poof.  
In this way, a sequential design approach can be obtained to reduce the complication 
for solving observer and controller gains by Theorem 6.4.2. Nevertheless, it can be 
noticed that LMIs (6-4-38) and (6-4-39)are nonlinear. In order to transform it into linear 
range, the following theorem is proposed. 
Theorem 6.4.3 
The closed loop system (6-4-24) are stochastically stable in mean square and satisfy 
𝔼(‖𝑦𝑐‖𝑇𝑓
2 ) < 𝛾2𝔼(‖𝑑‖𝑇𝑓
2 ), if ∀ 𝑖, 𝑗 
1. There are positive matrix 𝑃, matrices 𝐾𝑗 , and positive scalars 𝜎  and 𝛾1 , where 
𝛾1 < 𝛾 such that  
[
 
 
 
Ψ𝑖𝑗 𝑋𝑊𝑖
𝑇 𝑋𝐶𝑇 𝑃𝐵𝑑𝑖
∗ −𝑋 0 0
∗ ∗ −𝐼𝑛 0
∗ ∗ ∗ (𝛾1
2 − 𝛾2)𝐼𝑙𝑑]
 
 
 
< 0                       (6-4-42) 
where 𝑋 = 𝑃−1 , Ψ𝑖𝑗 = 𝐴𝑖𝑋 + 𝑋𝐴𝑖 + 𝐵𝑖𝑌𝑗 + 𝑌𝑖
𝑇𝐵𝑖
𝑇 + 𝜎𝐼𝑛 , 𝑌𝑗 = 𝐾𝑗𝑋 .Then the control 
gains can be selected as 𝐾𝑗 = 𝑌𝑗𝑋
−1. 
2. There are positive matrix ?̅?, matrices 𝑄𝑖, 𝑁 such that 
[
−𝜎𝑃𝑃 + ?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 0 −𝑃𝐵𝑒𝑖𝑗 + 𝐶
𝑇𝐷𝑒
∗ −𝛾1
2𝐼𝑙𝑑 0
∗ ∗ Φ𝑖𝑗33
] < 0                (6-4-43) 
and 
𝐽1
𝑇𝑇𝑇?̅? = 𝑁𝐶̅                                              (6-4-44) 
where Φ𝑖𝑗33 = ?̅?𝑇?̅?𝑖  + ?̅?𝑖
𝑇𝑇𝑇?̅? − 𝑄𝑖𝐶̅ − 𝐶̅
𝑇𝑄𝑖
𝑇 + 𝐷𝑒
𝑇𝐷𝑒 . And the observer gains 𝐿𝑖1 =
?̅?−1𝑄𝑖. 
Proof 
Inequality (6-4-38) can be rewritten as: 
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[
Λ𝑖𝑗 + 𝜎𝑃𝑃 𝑃𝐵𝑑𝑖
∗ (𝛾1
2 − 𝛾2)𝐼𝑙𝑑
] < 0                                (6-4-45) 
Multiplying  [
𝑃−𝑇 0
0 𝐼𝑙𝑑
] on the left side and [
𝑃−1 0
0 𝐼𝑙𝑑
] on the right side of (6-4-45) 
we can have 
[
Ψ𝑖𝑗 + 𝑋𝑊𝑖
𝑇𝑋−1𝑊𝑖𝑋 + 𝑋𝐶
𝑇𝐶𝑋 𝑃𝐵𝑑𝑖
∗ (𝛾1
2 − 𝛾2)𝐼𝑙𝑑
] < 0               (6-4-46) 
where 𝑋 = 𝑃−1 ,  Ψ𝑖𝑗 = 𝐴𝑖𝑋 + 𝑋𝐴𝑖 + 𝐵𝑖𝑌𝑗 + 𝑌𝑖
𝑇𝐵𝑖
𝑇 + 𝜎𝐼𝑛 , 𝑌𝑗 = 𝐾𝑗𝑋 . Based on Schur 
complement, (6-4-46) is equivalent to 
[
 
 
 
Ψ𝑖𝑗 𝑋𝑊𝑖
𝑇 𝑋𝐶𝑇 𝑃𝐵𝑑𝑖
∗ −𝑋 0 0
∗ ∗ −𝐼𝑛 0
∗ ∗ ∗ (𝛾1
2 − 𝛾2)𝐼𝑙𝑑]
 
 
 
< 0                          (6-4-47) 
By using 𝑄𝑖 = ?̅?𝐿𝑖1, (6-4-39) can be rewritten as 
[
−𝜎𝑃𝑃 + ?̅?𝑖
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 0 −𝑃𝐵𝑒𝑖𝑗 + 𝐶
𝑇𝐷𝑒
∗ −𝛾1
2𝐼𝑙𝑑 0
∗ ∗ Φ𝑖𝑗33
] < 0                (6-4-48) 
This completes the proof.  
Until now, sufficient conditions have been proposed for stochastically exponentially 
stability in mean square of system (6-4-24). However, (6-4-44) in Theorem 6.4.3 is a 
matrix equality which is difficulty to be solved by available software toolbox directly. In 
order to simplify this problem, equation (6-4-44) can be rewritten as 
𝐽1
𝑇𝑇𝑇?̅? − 𝑁𝐶̅ = 0                                           (6-4-49) 
which can also be represented by  
𝑡𝑟𝑎𝑐𝑒{(𝐽1
𝑇𝑇𝑇?̅? − 𝑁𝐶̅)𝑇( 𝐽1
𝑇𝑇𝑇?̅? − 𝑁𝐶̅)} = 0                      (6-4-50) 
Then we introduce the following condition: 
( 𝐽1
𝑇𝑇𝑇?̅? − 𝑁𝐶̅)𝑇(𝐽1
𝑇𝑇𝑇?̅? − 𝑁𝐶̅) < 𝜃𝐼                            (6-4-51) 
where 𝜃 is a positive scalar. According to Schur complement, (6-4-51) is equivalent with: 
[
−𝜃𝐼 ( 𝐽1
𝑇𝑇𝑇?̅? − 𝑁𝐶̅)𝑇 
(𝐽1
𝑇𝑇𝑇?̅? − 𝑁𝐶̅) −𝐼
] < 0                     (6-4-52) 
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As a result, condition (6-4-42), (6-4-43) and (6-4-44) can be converted into searching 
a global solution of the following problem: 
min 𝜃, subject to (6-4-42), (6-4-43), and (6-4-52)                (6-4-53) 
which can be solved by employing Solvers 𝑚𝑖𝑛𝑐𝑥 in LMI toolbox of Matlab. 
6.4.3 Reachability of the sliding mode surface 
The above sections present the approaches to design robust estimator-based fault 
tolerant control scheme. Now let us look at the reachability of the sliding mode surface. 
It is known from [143] that the solution of ?̅? is given by 
?̅? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 {∫ [𝑅𝑖?̅?(𝜏)
𝑡
0
− 𝐿𝑠𝑖𝑢𝑠(𝜏) + 𝑇𝐽1𝑓̈(𝜏)]𝑑𝜏 + ∫ 𝑇?̅?𝑖𝑥(𝜏)𝑑𝑤(𝜏)
𝑡
0
} 
                                          (6-4-54)  
Substituting it into (6-4-16), we have 
𝑠 =∑ℎ𝑖(𝜇)
𝑟
𝑖=1
{∫ 𝐽1
𝑇𝑇𝑇?̅?[𝑅𝑖?̅?(𝜏)
𝑡
0
− 𝐿𝑠𝑖𝑢𝑠(𝜏) + 𝑇𝐽1𝑓̈(𝜏)𝑑𝜏] + ∫ 𝐽1
𝑇𝑇𝑇?̅?𝑇?̅?𝑖𝑥(𝜏)𝑑𝑤(𝜏)
𝑡
0
} 
    (6-4-55)                                     
If the following condition holds: 
𝐽1
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 = 0                                             (6-4-56) 
we can yield  
𝑠 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ∫ 𝐽1
𝑇𝑇𝑇?̅?[𝑅𝑖?̅?(𝜏)
𝑡
0
− 𝐿𝑠𝑖𝑢𝑠(𝜏) +𝑇𝐽1𝑓̈(𝜏)]𝑑𝜏           (6-4-57)                                                    
which implies  
?̇? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 𝐽1
𝑇𝑇𝑇?̅?(𝑅𝑖?̅? − 𝐿𝑠𝑖𝑢𝑠 + 𝑇𝐽1𝑓̈)                     (6-4-58) 
Remark 6.4.4  
From condition (6-4-56), the stochastic influences have been removed from the sliding 
mode surface, which means 𝑠(𝑡) = 0 is not stochastic.  
In order to satisfy equation (6-4-55), which is equivalent to 
𝑡𝑟𝑎𝑐𝑒{(𝐽1
𝑇𝑇𝑇?̅?𝑇?̅?𝑖)
𝑇(𝐽1
𝑇𝑇𝑇?̅?𝑇?̅?𝑖)} = 0                         (6-4-59) 
By employing the same parameter 𝜃 in Theorem 6.4.1, we have 
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(𝐽1
𝑇𝑇𝑇?̅?𝑇?̅?𝑖)
𝑇(𝐽1
𝑇𝑇𝑇?̅?𝑇?̅?𝑖) < 𝜃𝐼                               (6-4-60) 
Applying Schur complement, (6-4-60) can be rewritten as: 
[
−𝜃𝐼 (𝐽1
𝑇𝑇𝑇?̅?𝑇?̅?𝑖)
𝑇
𝐽1
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 −𝐼
] < 0                              (6-4-61) 
Then equality (6-4-56) can also be converted into a minimization problem as 
min 𝜃, subject to (6-4-61)                                  (6-4-62) 
Remark 6.4.5  
It is shown that both specified sliding surface and desired sliding mode control law 
can be constructed via convex optimization problem, which can be handled by LMI 
toolbox of Matlab. 
Finally, we can generate the following theorem to design observer and controller gains. 
Theorem 6.4.4 
For system (6-4-2), there exists a tolerant observer-based controller in the form of (6-
4-7), (6-4-19) and (6-4-22), ensuring that  
1. The closed-loop system (6-4-24) is stochastically exponentially stable in mean square ; 
2. The error trajectories ?̅? can be globally driven onto the sliding surface 𝑠(𝑡) = 0 in 
probability. 
3. The compensated output satisfies 𝔼(‖𝑦𝑐‖𝑇𝑓
2 ) < 𝛾2𝔼(‖𝑑‖𝑇𝑓
2 ); 
      if ∀ 𝑖, 𝑗, we can find a global solution of the following optimization problem: 
min 𝜃, subject to (6-4-42), (6-4-43), (6-4-52) and (6-4-61)           (6-4-63) 
Proof 
According to Theorem 6.4.3, conditions 1 and 3 can be guaranteed by optimization 
problem (6-4-63). Now let us prove condition 2. Consider the following Lyapunov 
candidate for sliding mode surface 𝑠(𝑡) = 0: 
𝑉3 =
1
2
𝑠𝑇(𝐽1
𝑇𝑇𝑇?̅?𝑇𝐽1)
−1𝑠                                     (6-4-64)                                                       
Its derivative can be obtained as: 
?̇?3 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 𝑠
𝑇(𝐽1
𝑇𝑇𝑇?̅?𝑇𝐽1)
−1𝐽1
𝑇𝑇𝑇?̅?(𝑅𝑖?̅? − 𝐿𝑠𝑖𝑢𝑠 + 𝑇𝐽1𝑓̈)        (6-4-65)                                                                                                                 
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It can be calculated that                                                                                  
∑ℎ𝑖(𝜇)
𝑟
𝑖=1
𝑠𝑇(𝐽1
𝑇𝑇𝑇?̅?𝑇𝐽1)
−1𝐽1
𝑇𝑇𝑇?̅?(−𝐿𝑠𝑖𝑢𝑠 + 𝑇𝐽1?̈?) 
                    = 𝑠𝑇(𝐽1
𝑇𝑇𝑇?̅?𝑇𝐽1)
−1𝐽1
𝑇𝑇𝑇?̅?𝑇𝐽1[−(𝛿 + 𝜀)𝑠𝑔𝑛(𝑠) + 𝑓̈] 
                                         = 𝑠𝑇[−(𝛿 + 𝜀)𝑠𝑔𝑛(𝑠) + 𝑓̈] 
                                         ≤ −(𝛿 + 𝜀)‖𝑠‖ + ‖𝑠‖‖?̈?‖ 
≤ −𝜀‖𝑠‖                                                                       (6-4-66) 
Then we have  
?̇?3 ≤∑ℎ𝑖(𝜇)
𝑟
𝑖=1
[𝑠𝑇(𝐽1
𝑇𝑇𝑇?̅?𝑇𝐽1)
−1(𝐽1
𝑇𝑇𝑇?̅?𝑅𝑖?̅?)] − 𝜀‖𝑠‖ 
     ≤ ∑ ℎ𝑖(𝜇)‖𝑠‖
𝑟
𝑖=1 [‖𝑍𝑖‖𝔼(‖?̅?‖) − 𝜀]                                      (6-4-67)                                                                            
where 𝑍𝑖 = (𝐽1
𝑇𝑇𝑇?̅?𝑇𝐽1)
−1(𝐽1
𝑇𝑇𝑇?̅?𝑅𝑖) .                                                                                
Define the following variables: 
𝜌(ℎ𝑖(𝜇)) = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 ‖𝑍𝑖‖                                   (6-4-68)  
It is easy to find the upper bounds  𝜌0 to make 𝜌(ℎ𝑖(𝜇)) < 𝜌0. Hence 
?̇?3 < 𝜌0‖𝑠‖𝔼(‖?̅?‖) − 𝜀‖𝑠‖ 
= −‖𝑠‖[𝜀 − 𝜌0𝔼(‖?̅?‖)]                                   (6-4-69) 
We define the following domain: 
Ω(𝜌0) = {𝔼(‖?̅?‖) <
𝜀
𝜌0
}                                      (6-4-70) 
then   
?̇?3 < 0                                                    (6-4-71) 
Since the error and original systems are stable, the trajectory of ?̅? enter in  Ω(𝜌0) 
remains there, which means condition 2 is satisfied by optimization problem (6-4-71). 
On the basis of the above theorems, the design procedures of integrated observer-based 
fault estimation and the corresponding fault tolerant control can be summarized as follows: 
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Procedure 6.4.1 fault estimator-based fault tolerant control of Takagi-Sugeno fuzzy 
systems 
i) Construct the augmented system in the form of (6-4-5) for stochastic T-S fuzzy 
systems in presence of faults and unknown inputs 
ii) Select matrix 𝐻∗ in the form of (6-4-14), and 𝑇 can be yielded as 𝑇 = 𝐼?̅? −𝐻𝐶̅ 
iii) Solve LMIs (6-4-42) to obtain matrices 𝑋 and 𝑌𝑗, and calculate 𝑃 = 𝑋
−1, 𝐾𝑗 = 𝑌𝑗𝑋
−1 
iv) Select the sliding mode control gains as 𝐿𝑠𝑖 = 𝑇𝐽1 
v) Solve optimization problem  
min 𝜃, subject to (6-4-43), (6-4-52) and (6-4-61) 
      by submitting 𝑃 and 𝐾𝑗 to obtain matrices ?̅? , 𝑄𝑖, 𝑁, and the observer gains can be 
derived as 𝐿𝑖1 = ?̅?
−1𝑄𝑖 
vi)   Calculate the other observer gains  𝑅𝑖 and  𝐿𝑖2 following the formulas (6-4-10) and 
(6-4-12), respectively.  
vii)    Implement the robust sliding mode unknown input observer (6-4-7) with the sliding 
term  𝑢𝑠 = (𝛿 + 𝜀)𝑠𝑔𝑛(𝑠) , where  𝑠 = 𝑁𝑦 − 𝑁𝐶̅?̂̅? , and obtain the augmented 
estimate ?̂̅?, leading to simultaneous estimates of system states and faults ?̂? and 𝑓. 
viii) Implement control law 𝑢 = ∑ ℎ𝑗(𝜇)
𝑟
𝑗=1 ?̅?𝑗 ?̂̅? and sensor compensation output 𝑦𝑐 =
𝑦 − 𝐷𝑓𝑓, where ?̅?𝑗 = [𝐾𝑗 0 𝐾𝑓] and 𝐾𝑓 = −𝐵ℎ
+𝐵𝑓ℎ. 
Example 6.4.1  
In this section, the obtained results are validated by the following nonlinear system 
represented by T-S fuzzy models, where the system coefficients are given as follows: 
𝐴1 = [
−5 −1.5 0
2 −1 −3
0 3 −3
] , 𝐴2 = [
−5 1.5 0
2 −1 3
0 −3 −3
], 
𝐵1 = [
1
0.5
0
], 𝐵2 = [
0.4
1
0
], 
𝑊1 = [
0.01 0 −0.004
0 −0.001 0
0 0 0.0001
], 
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𝑊2 = [
0.001 0 0.002
0 0.001 0
0 0 0.0002
], 𝐶 = [
1 0 0
0 1 0
0 0 1
] 
with initial condition to be 𝑥0 = [0.001   − 0.003    0.002]
𝑇 . And the membership 
functions are ℎ1 =
𝑚1
𝑚1+𝑚2
, ℎ2 =
𝑚2
𝑚1+𝑚2
 , where  𝑚1 =
1
2
(1 +
𝑥1
3
) and 𝑚2 =
1
2
(1 −
𝑥1
3
).  
The actuator fault taken into account is of the following value: 
𝑓𝑎 =
{
 
 
 
 
0 0𝑠 ≤ 𝑡 < 8𝑠
−0.5𝑡 + 4 8𝑠 ≤ 𝑡 < 10𝑠
0.25 sin(8𝑡) − 0.5 10𝑠 ≤ 𝑡 < 12𝑠
0.5𝑡 − 7 12𝑠 ≤ 𝑡 < 14𝑠
0 𝑡 ≥ 14𝑠
                        (6-4-72) 
with 𝐵𝑓𝑎1 = 𝐵1, 𝐵𝑓𝑎2 = 𝐵2. Concerned sensor fault 𝑓𝑠 is 50% deviation of the first output, 
and 𝐷𝑓𝑠 = [1 0 0]
𝑇 . By representing 𝑓 = [𝑓𝑎
𝑇 𝑓𝑠
𝑇]𝑇 , we have 𝐵𝑓1 = [𝐵𝑓𝑎1 0] , 
𝐵𝑓2 = [𝐵𝑓𝑎2 0] and 𝐷𝑓 = [0 𝐷𝑓𝑠]. Unknown input signal is supposed to be random 
noises from −0.1 and 0.1, with 𝐵𝑑1 = 𝐵𝑑2 = [0.1 0.2 −0.1]
𝑇. The reference input is 
given as 𝑢𝑟 = 2. Observer gain 𝐻 can be solved by (6-4-14). Choosing 𝛾 = 2,  𝛾1 = 0.1, 
𝜎 = 0.1, and solving LMI problem (6-4-63), the controller and observer gains can be 
calculated as follows: 
𝐾1 = 𝐾2 = [1.3890 −7.1197 −3.1549] 
𝐿11 = 10
4 ×
[
 
 
 
 
 
 
0.10472 0.7072 0.1337
−0.1789 0.6036 0.2109
−0.4836 0.4102 0.1937
−971.53 3292.3 1573.5
33614 73369 128343
−480.52 2284.8 797.62
3.8710 −3.6337 −1.4867]
 
 
 
 
 
 
 
𝐿21 = 10
4 ×
[
 
 
 
 
 
 
0.1213 1.2778 0.2340
−0.1634 1.1410 0.3051
−0.4727 0.7872 0.2599
−850.26 7474.7 23.8.2
33591 72580 128205
−419.95 4373.4 1164.6
3.7763 −6.9014 −2.0603]
 
 
 
 
 
 
 
And we can obtain 𝜃 = 10−9 , which means conditions 𝐽1
𝑇𝑇𝑇?̅? = 𝑁𝐶̅  and 
𝐽1
𝑇𝑇𝑇?̅?𝑇?̅?𝑖 = 0 hold. Other observer gains 𝐾𝑓1, 𝐾𝑓2, ?̅?1, ?̅?2, 𝑇, 𝐿12, 𝐿22, 𝑅1 and 𝑅2 can 
be calculated according to (6-4-10) to (6-4-12) and (6-4-20) as follows: 
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𝐾𝑓1 = 𝐾𝑓2 = [−1 0], 
?̅?1 = ?̅?2 = [1.3890 −7.1197 −3.1549 0 0 −1 0] 
𝑇 =
[
 
 
 
 
 
 
1 0 0 0 0 0 0
0 1 0 0 0 0 0
−0.1 0.2 1.15 0 0 0 −0.1
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 0 ]
 
 
 
 
 
 
, 
𝐿12 = 10
4 ×
[
 
 
 
 
 
 
−0.0134 0.0267 0.0201
0.0211 0.0421 0.0316
−0.0194 0.0388 0.0291
−157.35 314.70 236.02
−12834 25669 19251
−79.762 159.52 119.64
0.1487 −0.2974 −0.2230]
 
 
 
 
 
 
, 
𝐿22 = 10
4 ×
[
 
 
 
 
 
 
−0.0234 0.0468 0.0351
−0.0305 0.0610 0.0457
−0.0260 0.0520 0.0390
−230.82 461.63 346.22
−12820 25641 19231
−116.46 232.91 174.68
0.2060 −0.4121 −0.3091]
 
 
 
 
 
 
, 
𝑅1 = 10
4 × 
[
 
 
 
 
 
 
−0.1052 −0.7074 0.0134 0 0 10−4 −0.1047
0.1791 −0.6037 −0.2106 0 0 5 × 10−5 0.1789
0.4837 −0.4099 −0.1940 0 −10−5 0 0.4836
971.53 −3292.3 −1573.5 0 0 0 971.53
−33614 −73369 −128343 0 0 0 −33614
480.52 −2284.8 −797.62 10−4 0 0 480.52
−3.871 3.633 1.486 0 10−4 0 −3.871 ]
 
 
 
 
 
 
 
𝑅2 = 10
4 × 
[
 
 
 
 
 
 
−0.1218 −1.2776 −0.2340 0 0 4 × 10−5 −0.1213
0.1636 −1.1411 −0.3048 0 0 10−4 0.1634
0.4728 −0.7876 −0.2601 0 −10−5 1.6 × 10−5 0.4727
850.26 −7474.7 −2308.2 0 0 0 850.26
−33591 −72580 −128205 0 0 0 −33591
419.95 −4373.4 −1164.6 10−4 0 0 419.95
−3.776 6.901 2.0603 0 10−4 0 −3.776 ]
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The sliding mode controller gain can be obtained as 𝐿𝑠𝑖 = 𝑇𝐽1. Select 𝜌0 = 0.00001, 
and  𝜀 = 0.00001 , and using the Euler–Maruyama method to simulate the standard 
Brownian motions (with 5 Brownian paths), one can obtain the simultaneous estimation 
results of full system states and the means of concerned faults as shown in Figs. 6.4.1-
6.4.5. Fig. 6.4.6 compares the output with and without signal compensations. 
 
Fig. 6.4.1. 𝑥1 and the mean of its estimation 
 
Fig. 6.4.2. 𝑥2 and the mean of its estimation 
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Fig. 6.4.3. 𝑥3 and the mean of its estimation 
 
Fig. 6.4.4. 𝑓𝑎 and its estimation 
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Fig. 6.4.5. 𝑓𝑠 and its estimation 
 
Fig. 6.4.6(a) outputs response without signal compensation 
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Fig. 6.4.6(b) outputs response with signal compensation 
 
Fig. 6.4.6(c) output response with signal compensation in fault-free case 
From Figs 6.4.1-6.4.5, the estimation performance of both the system states and 
considered faults are satisfactory. Fig. 6.4.6a shows the system outputs are distorted by the 
faults. Fig. 6.4.6b and Fig. 6.4.6c are consistent, which means the system can work well 
no matter the faults happen or not. 
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6.5 Summary  
In this chapter, an integrated robust fault estimation and tolerant control technique has 
been developed for stochastic systems subjected to Brownian parameter perturbations, 
partially decoupled unknown inputs, and unexpected faults. Specifically, augmented 
system approach and UIO are integrated to achieve the robust state/fault estimation. The 
design of the tolerant controller can make the overall closed-loop system stochastically 
input-to-state stable, the influences of the unknown inputs are either decoupled by the UIO, 
or attenuated by the LMI, and the adverse effects from the faults to the system and output 
dynamics are eliminated by using signal compensations. Simulation studies have well 
demonstrated the effectiveness of the proposed fault estimation and tolerant control 
techniques.  The proposed approach would have great potentials in applications to complex 
industrial processes with high nonlinearities and stochastic parameter perturbations.  
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Chapter 7 
Case study on benchmark wind turbine 
In this chapter, the developed robust fault estimation and fault tolerant control 
techniques are applied to wind turbines for enhancing system reliability and safety even 
the turbines are working under faulty scenario. Specifically, section 7.1 introduces the 
construction of a benchmark wind turbine. Since the overall system is highly nonlinear, 
section 7.2 illustrates the T-S fuzzy process of the nonlinear wind turbine. Based on the 
built T-S fuzzy model, section 7.3 applies the developed UIO-based fault estimation and 
fault tolerant control strategies to estimate all system states, actuator fault and sensor faults 
simultaneously, and compensate occurred faults, making the original wind turbine system 
have reliable outputs in both fault-free and faulty scenarios. In section 7.4, the robust fault 
estimator-based fault tolerant control approach is to be applied to stochastic drive train 
system in presence of Brownian perturbations, followed by section 7.5 to summarize this 
chapter. 
7.1 System overview of benchmark wind turbine 
A wind turbine converts wind energy to electrical energy. A benchmark model was 
designed in [81], based on a generic three blade horizontal wind turbine driven by variable 
speed, shown in Fig. 7.1.1, with a full converter coupling and a rated power of 4.8 MW.  
 
Fig. 7.1.1 Wind speed sequence used in benchmark model 
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The overall benchmark model is obtained by interconnecting the models of individual 
subsystems, including blade and pitch systems, drive train, generator and convertor, and 
controller, as shown in Fig. 7.1.2. 
 
Fig. 7.1.2. Block diagram of wind turbine benchmark model [81] 
7.1.1. Blade and pitch system 
The blades connected to the rotor shaft are facing the wind direction. The wind energy 
is transformed to mechanical energy through the rotation of blades by the wind. Through 
pitching the blades or by controlling the rotation speed, we can control the aerodynamic 
torque modelled as  
𝜏𝑟(𝑡) =
1
2
𝜌𝜋𝑅3𝐶𝑞(𝜆(𝑡), 𝛽(𝑡))𝑣𝑤
2                                   (7-1-1) 
where 𝜌 is the air density, 𝑅 is the radius of the rotor, 𝐶𝑞 is the torque coefficient which is 
a function of the pitch angle 𝛽 and tip-speed-ratio 𝜆 given by: 
𝜆(𝑡) =
𝑅𝜔𝑟(𝑡)
𝑣𝑤(𝑡)
                                                 (7-1-2) 
where 𝜔𝑟 is the turbine rotor angular speed. If the rotor speed is kept constant, then any 
change in the wind speed will change the tip-speed ratio, leading to the change of 𝐶𝑞, as 
illustrated in Fig. 7.1.3, as well as the generated power out of the wind turbine. If, however, 
the rotor speed is adjusted according to the wind speed variation, then the tip-speed ratio 
can be maintained as an optimal point, which will yield maximum power output from the 
system. 
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Fig. 7.1.3. Torque coefficient 𝐶𝑞 as a function of the tip speed ratio 𝜆 and pitch angle 𝛽 
The pitch systems considered in this model is three hydraulic pitch systems. The closed 
loop dynamic of each pitch system is described by a second-order system: 
𝛽(𝑠)
𝛽𝑟(𝑠)
=
𝜔𝑛
2
𝑠2+2𝜉𝜔𝑛𝑠+𝜔𝑛
2                                              (7-1-3) 
where 𝛽𝑟 is the pitch reference provided by the controller. 
7.1.2. Drive train model 
The drive train is responsible to increase the rotational speed from the rotor to generator. 
The model includes low and high speed shafts linked together by a gearbox modeled as a 
gear ratio, and the state space model is given by: 
[
𝜔?̇?(𝑡)
𝜔?̇?(𝑡)
?̇?𝛥(𝑡)
] = 𝐴𝐷𝑇 ⌈
𝜔𝑟(𝑡)
𝜔𝑔(𝑡)
𝜃𝛥(𝑡)
⌉ + 𝐵𝐷𝑇 [
𝜏𝑟(𝑡)
𝜏𝑔(𝑡)
]                            (7-1-4) 
where 𝜏𝑔 is the generator torque, 𝜔𝑔  is the generator rotating speed and 𝜃𝛥  is the 
torsion angle of drive train. The state space matrices are: 
𝐴𝐷𝑇 =
[
 
 
 
 
 
 
 −
𝐵𝑑𝑡 + 𝐵𝑟
𝐽𝑟
𝐵𝑑𝑡
𝑁𝑔𝐽𝑟
−
𝐾𝑑𝑡
𝐽𝑟
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔𝐽𝑔
−
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔2
− 𝐵𝑔
𝐽𝑔
𝜂𝑑𝑡𝐾𝑑𝑡
𝑁𝑔𝐽𝑔
1 −
1
𝑁𝑔
0
]
 
 
 
 
 
 
 
, 
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𝐵𝐷𝑇 =
[
 
 
 
 
1
𝐽𝑟
0
0 −
1
𝐽𝑔
0 0 ]
 
 
 
 
, 
where 𝐽𝑟 and 𝐽𝑔 are the rotor and generator moment of inertia, 𝐵𝑟 and 𝐵𝑔 are the rotor and 
generator external damping, 𝐵𝐷𝑇  is the torsion damping coefficient, 𝑁𝑔  and 𝜂𝑑𝑡  are the 
gear ratio and efficiency of drive train, and 𝐾𝑑𝑡 is the torsion stiffness.  
7.1.3. Generator and converter model 
A generator fully coupled to a converter is used to convert mechanical energy to 
electricity. On a system level of wind turbine, the generator and converter dynamics can 
be modelled by a first-order transfer function: 
𝜏𝑔(𝑠)
𝜏𝑔,𝑟(𝑠)
=
𝛼𝑔𝑐
𝑠+𝛼𝑔𝑐
                                                  (7-1-5) 
where 𝛼𝑔𝑐 is the generator and converter model parameter. The convertor can be used to 
set the generator torque, which consequently can be used to control the rotational speed of 
generator and rotor can be controlled. 
The power produced by the generator is given by: 
𝑃𝑔 = 𝜂𝑔𝜔𝑔(𝑡)𝜏𝑔(𝑡)                                            (7-1-6) 
where 𝜂𝑔is the efficiency of the generator.  
7.1.4. Controller 
The controller is designed to make the system track a given power reference. A simple 
control scheme such as PID controller is often used in wind turbine systems.  
More details and numerical values of the parameters mentioned above can be found in 
[81]. For the simplification of description, in the rest of this chapter, we omit 𝑡 in vector. 
By integrating the subsystems together, the global wind turbine model can be 
described in the state-space form: 
{
?̇? = 𝐴(𝑥)𝑥 + 𝐵𝑢
𝑦 = 𝐶𝑥
                                             (7-1-7) 
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where 𝑥 = [𝑤𝑟 𝑤𝑔 𝜃Δ ?̇? 𝛽 𝜏𝑔 ]
𝑇
is the state vector, 𝑢 = [𝜏𝑔,𝑟 𝛽𝑟]𝑇  is the 
control input vector obtained from the predesigned controller,  
𝐴(𝑥) =
[
 
 
 
 
 
 
 
 
 
 
 𝐴11
𝐵𝑑𝑡
𝑁𝑔𝐽𝑟
−
𝐾𝑑𝑡
𝐽𝑟
0 0 0
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔𝐽𝑔
−
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔2
− 𝐵𝑔
𝐽𝑔
𝜂𝑑𝑡𝐾𝑑𝑡
𝑁𝑔𝐽𝑔
0 0 −
1
𝐽𝑔
1 −
1
𝑁𝑔
0 0 0 0
0 0 0 −2𝜍𝜔𝑛 −𝜔𝑛
2 0
0 0 0 1 0 0
0 0 0 0 0 −𝛼𝑔𝑐]
 
 
 
 
 
 
 
 
 
 
 
 
𝐵 = [
0 0 0 0 0 𝛼𝑔𝑐
0 0 0 𝜔𝑛 0 0
]
𝑇
, 𝐶 = [
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
], 
where 𝐴11 = −
𝐵𝑑𝑡+𝐵𝑟
𝐽𝑟
+
1
2𝐽𝑟𝜆2
𝜌𝜋𝑅5𝐶𝑞(𝜆, 𝛽)𝑤𝑟 . It is noticed that only 𝐴11 depends on 𝑥. 
The physical meanings of the wind turbine parameters are shown in Table 7.1.1.  
Table 7.1.1. Parameter symbols of benchmark wind turbines 
𝑤𝑟 Rotor angular speed 𝛽𝑟 Pitch reference 
𝜃Δ Torsion angle 𝑁𝑔 Gear ratio 
𝑤𝑔 Generator rotating speed 𝐽𝑟 Rotor moment of inertia 
𝛽 Pitch angle 𝐾𝑑𝑡 Torsion stiffness 
𝛼𝑔𝑐 Generator and converter parameter 𝐽𝑔 Generator moment of inertia 
𝐵𝑔 Generator external damping 𝜂𝑑𝑡 Efficiency of drive train 
𝜔𝑛 Natural frequency 𝜏𝑔 Generator torque 
𝜆 Tip-speed-ratio 𝑅 Rotor radius 
𝜍 Damping ration 𝐶𝑞 Torque coefficient 
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𝜏𝑔,𝑟 Generator torque reference 𝐵𝑑𝑡 Torsion damping coefficient 
𝐵𝑟 Rotor external damping 𝜌 Air density 
 
7.2 Takagi-Sugeno modelling of benchmark wind turbine 
Although some subsystems are modelled as linear systems, the global model is highly 
nonlinear due to the wind turbine aerodynamic, which brings difficulties to the observer 
design. Thus it is motivated to rebuild the nonlinear wind turbine systems by T-S fuzzy 
models to reduce the complexity. In existing work about T-S fuzzy modelling of 
benchmark model, the details of local models and corresponding membership functions 
were not provided. Therefore, a new T-S fuzzy model is developed in this project. 
In order to handle the nonlinearities in system (7-1-7), three parameters 𝑤𝑟, 𝛽 and 𝜆 
are selected as the premise variables for building the fuzzy wind turbine model. A set of 
local operation mode [𝑊𝑙 𝑁𝜏 𝑉𝑘]𝑇 are chosen, where 𝑙 = 1,2, 𝜏 = 1,2,3,4, 𝑘 = 1,2, 3 
and 𝑊1 = 0.0591 , 𝑊2 = 2.5 , 𝑁1 = −2 , 𝑁2 = 5 , 𝑁3 = 35 , 𝑁4 = 70 , 𝑉1 = 1 , 𝑉2 = 7 , 
𝑉3 = 13. Therefore, the nonlinear model (7-1-7) can be approximated by a set of  IF-
THEN rules as follows: 
IF 𝑤𝑟 is 𝑊𝑙, 𝛽 is 𝑁𝜏 and 𝜆 is 𝑉𝑘, THEN  
{
?̇? = 𝐴𝑙𝜏𝑘𝑥 + 𝐵𝑙𝜏𝑘𝑢
𝑦 = 𝐶𝑙𝜏𝑘𝑥
                                            (7-2-1) 
where 𝐴𝑙𝜏𝑘  is  𝐴(𝑥)  by replacing 𝐴11 by 𝐴𝑙𝜏𝑘11 = −
𝐵𝑑𝑡+𝐵𝑟
𝐽𝑟
+
1
2𝐽𝑟𝜆2
𝜌𝜋𝑅5𝐶𝑞(𝑀3𝑙𝜏𝑘,𝑀2𝑙𝜏𝑘)𝑀1𝑙𝜏𝑘, 𝐵𝑙𝜏𝑘 = 𝐵,𝐶𝑙𝜏𝑘 = 𝐶.  
Now let us consider to define proper membership functions to make the T-S fuzzy 
model approximate the original plant accurately, which can be accessed by defining the 
sub-membership functions for the three decision parameters separately, and the global 
membership functions can be yielded by multiplying them together. Specifically, 𝑎1(𝑤𝑟) 
and 𝑎2(𝑤𝑟) are two membership functions representing the possibility of in the range of 
two local models 𝑊1 and 𝑊2. They can be defined as  𝑎1(𝑤𝑟) =
−𝑤𝑟+𝑊2
𝑊2−𝑊1
, and 𝑎2(𝑤𝑟) =
−𝑊1+𝑤𝑟
𝑊2−𝑊1
. We can easily verify that 𝑎1(𝑤𝑟), 𝑎2(𝑤𝑟) ∈ [0,1], and 𝑎1(𝑤𝑟) + 𝑎2(𝑤𝑟) = 1. As 
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a result, 𝑎1(𝑤𝑟) and 𝑎2(𝑤𝑟) can be the sub-membership functions of any given 𝑤𝑟  in 
terms of 𝑊1 and 𝑊2.  
Since four values of 𝛽 are chosen to build T-S fuzzy model, we have 𝑏1(𝛽), 𝑏2(𝛽), 
𝑏3(𝛽) and 𝑏4(𝛽) as the membership functions representing the possibility in the range of 
four local models 𝑁1, 𝑁2, 𝑁3 and 𝑁4, which are defined as follows 
           𝑏1(𝛽)  =
−𝛽+𝑁2
2(𝑁2−𝑁1)
∙ 𝑠𝑔𝑛(−𝛽 + 𝑁2) +
−𝛽+𝑁2
2(𝑁2−𝑁1)
, 
𝑏2(𝛽)  =
−𝑁1 + 𝛽
2(𝑁2 − 𝑁1)
∙ 𝑠𝑔𝑛(−𝛽 + 𝑁2) +
−𝑁1 + 𝛽
2(𝑁2 − 𝑁1)
+
−𝛽 +𝑁3
2(𝑁3 − 𝑁2)
 
                        ∙ 𝑠𝑔𝑛(−𝑁2 + 𝛽) ∙  𝑠𝑔𝑛(−𝛽 + 𝑁3) +
−𝛽+𝑁3
2(𝑁3−𝑁2)
, 
           𝑏3(𝛽)  =
−𝑁2+𝛽
2(𝑁3−𝑁2)
∙ 𝑠𝑔𝑛(−𝛽 + 𝑁3) ∙ 𝑠𝑔𝑛(−𝑁2 + 𝛽) 
+
−𝑁2+𝛽
2(𝑁3−𝑁2)
+
−𝛽+𝑁4
2(𝑁4−𝑁3)
∙ 𝑠𝑔𝑛(−𝑁3 + 𝛽) +
−𝛽+𝑁4
2(𝑁4−𝑁3)
, 
          𝑏4(𝛽) =
−𝑁3+𝛽
2(𝑁4−𝑁3)
∙ 𝑠𝑔𝑛(−𝑁3 + 𝛽) +
−𝑁3+𝑏3
2(𝑁4−𝑁3)
. 
where 
𝑠𝑔𝑛(𝜎) = {
−1 𝜎 < 0
0 𝜎 = 0
1 𝜎 > 0
                                          (7-2-2) 
It is easy to verity that 𝑏1(𝛽), 𝑏2(𝛽), 𝑏3(𝛽) and 𝑏4(𝛽) match convex sum properties. 
Similarly, we can have the membership functions of 𝑉1, 𝑉2 and 𝑉3 in the following 
form: 
                   𝑐1(𝜆) =
−𝜆+𝑉2
2(𝑉2−𝑉1)
∙ 𝑠𝑔𝑛(−𝜆 + 𝑉2) +
−𝜆+𝑉2
2(𝑉2−𝑉1)
, 
𝑐2(𝜆) =
−𝑉1 + 𝜆
2(𝑉2 − 𝑉1)
∙ 𝑠𝑔𝑛(−𝜆 + 𝑉2) +
−𝑉1 + 𝜆
2(𝑉2 − 𝑉1)
+
−𝜆 + 𝑉3
2(𝑉3 − 𝑉2)
 
                            ∙ 𝑠𝑔𝑛(−𝑉2 + 𝜆) +
−𝜆+𝑉3
2(𝑉3−𝑉2)
, 
              𝑐3(𝜆) =
−𝑉2+𝜆
2(𝑉3−𝑉2)
∙ 𝑠𝑔𝑛(−𝑉2 + 𝜆) +
−𝑉2+𝜆
2(𝑉3−𝑉2)
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Finally, we can define ℎ𝑙𝜏𝑘(𝜇) = 𝑎𝑙 ∙ 𝑏𝜏 ∙ 𝑐𝑘  , where 𝜇 = [𝑤𝑟 𝛽 𝜆]
𝑇 , as global 
membership functions of the T-S fuzzy models and it is easy to verify that ℎ𝑙𝜏𝑘(𝜇) also 
satisfy the convex sum conditions 0 ≤ ℎ𝑙𝜏𝑘(𝜇) ≤ 1 and ∑ ∑ ∑ ℎ𝑙𝜏𝑘(𝜇)
3
𝑘=1
4
𝜏=1
2
𝑙=1 = 1.  
The final T-S fuzzy model can be inferred as: 
{
?̇? = ∑ ∑ ∑ ℎ𝑙𝜏𝑘(𝜇)
3
𝑘=1
4
𝜏=1
2
𝑙=1 (𝐴𝑙𝜏𝑘𝑥 + 𝐵𝑙𝜏𝑘𝑢)
𝑦 = ∑ ∑ ∑ ℎ𝑙𝜏𝑘(𝜇)
3
𝑘=1
4
𝜏=1
2
𝑙=1 𝐶𝑙𝜏𝑘𝑥
                     (7-2-3) 
In order to evaluate the modelling performance, we can compare the outputs of T-S 
fuzzy model with the original plant outputs. The Simulink block diagrams and fuzzy 
system coefficients are presented in Appendix 2 and Appendix 3, respectively. Figs. 
7.2.1-7.2.4 show the consistency between original outputs and T-S fuzzy outputs in the 
fault-free case. We can see the T-S fuzzy model built by the presented approach can track 
all the four original system outputs well, in spite of some modelling errors. It should be 
noted that practically, system (7-2-3) cannot be exactly the same as the actual plant (7-1-
7) due to modelling error. Let 𝜀1  and 𝜀2  be the errors of state and output equations, 
respectively. The system (7-1-7) is thus described by the T-S fuzzy model with 
uncertainties: 
{
?̇? = ∑ ∑ ∑ ℎ𝑙𝜏𝑘(𝜇)
3
𝑘=1
4
𝜏=1
2
𝑙=1 (𝐴𝑙𝜏𝑘𝑥 + 𝐵𝑙𝜏𝑘𝑢+𝐸1𝜀1)
𝑦 = ∑ ∑ ∑ ℎ𝑙𝜏𝑘(𝜇)
3
𝑘=1
4
𝜏=1
2
𝑙=1 (𝐶𝑙𝜏𝑘𝑥 + 𝐸2𝜀2)
                   (7-2-4) 
where 𝐸1 and 𝐸2 are constant matrices composed of 0 and 1, with 0 denoting no error 
whereas  1 denoting an error on a variable. It is noticed that in the benchmark model, the 
nonlinear parts only exist in the first state 𝑤𝑟  thus the modelling errors influence 𝑤𝑟 
directly. In other words, for this model, the error only exists in the first state 𝑤𝑟, thus 
𝐸1 = [1 0 0 0 0 0]
𝑇, and  𝐸2 = 0. 
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Fig. 7.2.1.  T-S fuzzy modelling performance of 𝑦1 
 
Fig. 7.2.2.  T-S fuzzy modelling performance of 𝑦2 
 
Fig. 7.2.3.  T-S fuzzy modelling performance of 𝑦3 
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Fig. 7.2.4.  T-S fuzzy modelling performance of 𝑦4 
Remark 7.2.1 
In the wind turbine model, we use multi subscripts “𝑙𝜏𝑘” to denote parameters of local 
model. By using single “𝑖” to cover all different combinations of the subscripts, the fuzzy 
system with extra perturbations can be rewritten in the following form: 
{
?̇? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐴𝑖𝑥 + 𝐵𝑖𝑢 + 𝐵𝑢𝑖𝑑𝑢+𝐸1𝜀1)
𝑦 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐶𝑖𝑥 + 𝐷𝑢𝑖𝑑𝑠𝑢 + 𝐸2𝜀2)
                       (7-2-5)  
where 𝑟 = 24,      𝑑𝑢 ∈ ℛ
𝑙𝑑𝑢    and     𝑑𝑠𝑢 ∈ ℛ
𝑙𝑑𝑠𝑢  are extra perturbations of the plant and 
measurement, respectively, 𝐵𝑢𝑖  and 𝐷𝑢𝑖 are the coefficients with appropriate dimensions.  
As the T-S fuzzy representation is an approximate of the real model, the modelling 
error can be regarded as a part of unknown inputs. In other words, by defining 𝑑 =
[𝜀1
𝑇 𝑑𝑢
𝑇]𝑇 , 𝑑𝑤 = [𝜀2
𝑇 𝑑𝑠𝑢
𝑇 ]𝑇 , 𝐵𝑑𝑖 = [𝐸1 𝐵𝑢𝑖] and 𝐷𝑑𝑖 = [𝐸2 𝐷𝑢𝑖] , the original 
nonlinear systems can be represented by plant  
{
?̇? = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐴𝑖𝑥 + 𝐵𝑖𝑢 + 𝐵𝑑𝑖𝑑)
𝑦 = ∑ ℎ𝑖(𝜇)
𝑟
𝑖=1 (𝐶𝑖𝑥 + 𝐷𝑑𝑖𝑑𝑤)
                              (7-2-6)  
Until now, the procedures to build the T-S fuzzy models for nonlinear systems can be 
summarized as follows: 
Procedure 7.2.1 T-S fuzzy modelling 
i) Find variables {𝜇𝑗 , 𝑗 = 1,2, . . , 𝑞} that play dominant roles on nonlinear behaviors of 
the systems as premise decision variables.  
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ii) Choose a set of valid operating points 𝑀𝑗𝑖, 𝑖 = 1,2, . . , 𝑟, 𝑗 = 1,2, . . , 𝑞  depending on 
the decision vector 𝜇 = {𝜇𝑗, 𝑗 = 1,2, . . , 𝑞} ,  which are representatives to reflect the 
several working conditions of the system. 
iii) Determine the membership functions ℎ𝑖(𝜇) , 𝑖 = 1,2, . . , 𝑟  of any given working 
condition to represent its weight in each space divided by the chosen premise variables. 
iv) The local linear models are built by substituting the parameters that valid around each 
operating points. 
v) Obtain the global  model (7-2-5) by combining local models weighted by the 
corresponding membership functions, and find where the modeling errors exist, such 
that 𝐸1 and 𝐸2 and can be determined. 
vi) Obtain 𝐵𝑑𝑖 = [𝐸1 𝐵𝑢𝑖]and 𝐷𝑑𝑖 = [𝐸2 𝐷𝑢𝑖]  as the coefficients of the unknown 
inputs, including external disturbances and modelling errors. Hence 𝐵𝑑𝑖1, 𝐵𝑑𝑖2 and 
?̅?𝑀 can be obtained readily, and the system can be represented as plant (7-2-6). 
It should be pointed out that in addition to wind turbines, the Procedure 7.2.1 is suitable 
for a variety of practical nonlinear industrial systems. 
7.3 Fault estimation and signal compensation of wind turbine 
Faulty components in wind turbine can cause high loses in energy production and 
possible damage to the wind turbines. Thus, the purpose of this section is to apply the 
advanced fault estimation and signal compensation techniques developed in Chapter 4 to 
benchmark wind turbines with faults.  
The actuator of the power converter for controlling the generator torque could be faulty 
due to either faults in the converter electronics or an off-set on the converter torque. In 
this case study, the fault is considered to be 50% loss of actuation effectiveness from 
1000s to 2000s.  In this case, the coefficient of actuator fault is 𝐵𝑓𝑎 =
[0 0 0 0 0 𝛼𝑔𝑐 ]𝑇. For an actual wind turbine, the sensors can be faulty resulting 
from electrical or mechanical failures. Here, the sensor fault is assumed to be 50% 
deviation of the real output of sensor 1. Thus, the coefficient of the sensor fault should be 
𝐷𝑓𝑠 = [1 0 0 0]
𝑇. Consequently, the fault vector considered is 𝑓 = [𝑓𝑎 𝑓𝑠]
𝑇 with 
𝐵𝑓 = [𝐵𝑓𝑎 0] and 𝐷𝑓 = [0 𝐷𝑓𝑠]. Then the nonlinear benchmark wind turbine subject 
to these two faults can be described by T-S fuzzy system (4-2). So the developed UIO-
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based fault estimation and signal compensation techniques developed for (4-2) can be 
implemented on the wind turbine.  
It should be notice that the fuzzy observer-based estimation and fault tolerant control is 
implemented to the original nonlinear benchmark wind turbine rather than the developed 
fuzzy model. This meets practical requirement. Moreover, the modelling errors can be 
decoupled by the developed observer.  
7.3.1. Fault estimation/reconstruction 
The unknown inputs and the corresponding coefficients are given as: 𝑑𝑢1 =
0.01sin (𝑡) , 𝑑𝑢2 = 0.03sin (2𝑡) , 𝑑𝑠𝑢1 = rand(−0.02,0.02) , 𝑑𝑠𝑢2 = rand(−0.2,0.2) , 
𝑑𝑠𝑢3 = 0.01sin (t) ,  𝑑𝑠𝑢4 = 0.2sin (5t) , 𝐵𝑢𝑖 = [
0.2 0.25 0 0 −0.3 0.4
0.4 0.5 0 0 −0.6 0.8
]
𝑇
, 
𝐷𝑢𝑖 = 𝐼. Choosing 𝛾 = 1.25, we can obtain the observer gains by solving LMIs (4-13) so 
that the modelling error 𝜀1 is decoupled and the influences of 𝑑𝑢 and 𝑑𝑤 are attenuated.  
Block diagram of simulation can be found in Appendix 4. The curves displayed in Figs. 
7.3.1-7.3.8 exhibit the estimation performance for all system states, actuator fault and 
sensor fault, respectively. From these figures, one can see the estimation performance is 
excellent. The T-S fuzzy modelling error and external disturbances have been attenuated 
effectively. Hence the proposed fault estimation approach can successfully estimate the 
faults and system states robustly. 
 
Fig. 7.3.1.  𝑤𝑟 and its estimation 
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Fig. 7.3.2.  𝑤𝑔 and its estimation 
 
Fig. 7.3.3.  𝜃Δ and its estimation 
 
Fig. 7.3.4. ?̇? and its estimation 
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Fig. 7.3.5. 𝛽 and its estimation 
 
Fig. 7.3.6.  𝜏𝑔 and its estimation 
 
Fig. 7.3.7.  𝑓𝑎 and its estimation 
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Fig. 7.3.8.  𝑓𝑠 and its estimation 
7.3.2. Fault tolerance by signal compensation 
Based on the robust fault estimations, signal compensation techniques are applied to 
remove effects caused by faults. Block diagram of simulation is shown in Appendix 5. 
Figs. 7.3.9-7.3.13 show the simulated results, which compare the outputs with and 
without signal compensation. One can see that the compensated outputs for the wind 
turbines under faulty conditions can track the system output without faults. As a result, 
the tolerance of the wind turbine systems is realized. 
 
Fig. 7.3.9. 𝑦1 with and without compensation 
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Fig. 7.3.10. 𝑦2 with and without compensation 
 
Fig. 7.3.11. 𝑦3 with and without compensation 
 
Fig. 7.3.12. 𝑦4 with and without compensation 
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7.4 Robust fault estimation and fault tolerant control for drive train system subject 
to stochastic perturbations 
The drive train is responsible for increasing the rotational speed from the rotor to 
generator. The model includes low and high speed shafts linked together by a gearbox 
modelled as a gear ratio. When the system is affected stochastic parameter perturbations, 
the state space model is given by:                
{
 
 
 
 
 
 
 
 
 
 𝑑𝜔𝑟 = (−
𝐵𝑑𝑡 + 𝐵𝑟
𝐽𝑟
𝜔𝑟 +
𝐵𝑑𝑡
𝑁𝑔𝐽𝑟
𝜔𝑔 −
𝐾𝑑𝑡
𝐽𝑟
𝜃𝛥 +
1
𝐽𝑟
𝜏𝑟)𝑑𝑡 + 0.02𝜔𝑟𝑑𝑤
                    
𝑑𝜔𝑔 = (
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔𝐽𝑔
𝜔𝑟 +
−
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔2
− 𝐵𝑔
𝐽𝑔
𝜔𝑔 +
𝜂𝑑𝑡𝐾𝑑𝑡
𝑁𝑔𝐽𝑔
𝜃𝛥  −
1
𝐽𝑔
𝜏𝑔)𝑑𝑡 + 0.05𝜔𝑔𝑑𝑤
                 
𝑑𝜃𝛥 = (𝜔𝑟 −
1
𝑁𝑔
𝜔𝑔)𝑑𝑡 + 0.01𝜃𝛥𝑑𝑤
𝑦1 = 𝜔𝑟
𝑦2 = 𝜔𝑔
 
(7-4-1) 
When the plant (7-4-1) is subject to faults and unknown input disturbances, it can be 
represented by system (6-1-1) with  𝑥 = [𝜔𝑟 𝜔𝑔 𝜃𝛥]𝑇 corrupted by random noises; 
𝑢 = [𝜏𝑟 𝜏𝑔]𝑇 , where 𝜏𝑟 and 𝜏𝑔 take references from pitch system and generator system 
of the benchmark wind turbine, respectively. We consider 𝑑 = [𝑑1 𝑑2 𝑑3]
𝑇, and 𝑑1, 
𝑑2 and 𝑑3 are random signals with range from −10
−2 to 10−2; actuator fault 𝑓𝑎 is  50% 
loss of actuation effectiveness for 𝜏𝑔  from 2000 seconds to 3500 seconds and the 
coefficients are as follows: 
𝐴 =
[
 
 
 
 
 −
𝐵𝑑𝑡+𝐵𝑟
𝐽𝑟
𝐵𝑑𝑡
𝑁𝑔𝐽𝑟
−
𝐾𝑑𝑡
𝐽𝑟
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔𝐽𝑔
−
𝜂𝑑𝑡𝐵𝑑𝑡
𝑁𝑔
2 −𝐵𝑔
𝐽𝑔
𝜂𝑑𝑡𝐾𝑑𝑡
𝑁𝑔𝐽𝑔
1 −
1
𝑁𝑔
0
]
 
 
 
 
 
, 𝐵 =
[
 
 
 
1
𝐽𝑟
0
0 −
1
𝐽𝑔
0 0 ]
 
 
 
, 
𝐶 = [
1 0 0
0 1 0
] , 𝑊 = [
0.02 0 0
0 0.05 0
0 0 0.01
], 
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𝐵𝑓 = [
0
−
1
𝐽𝑔
0
], 𝐵𝑑 = [
−0.6 0.04 −0.08
0.2 −0.02 0.04
−0.3 −0.01 0.02
] and 𝐷𝑓 = [
0
0
0
]. 
Since the drive train system is already a stable dynamic with desired response, we let 
control gain 𝐾 to be zero.  Selecting 𝛾1 = 10 and 𝛾2 = 5, and solving LMIs (6-1-21) and 
(6-1-22), the observer gain 𝐿1 can be calculated as 
𝐿1 =
[
 
 
 
 
539.86 −2271.4
−1618.7 6827.8
229.79 −1047.9
−14181 24558
11792 25226 ]
 
 
 
 
 
Therefore 𝑅  and  𝐿2  can be obtained following the formulas (6-1-6) and (6-1-8), 
respectively.  
Using the Euler–Maruyama method to simulate the standard Brownian motion, one 
can obtain the simulated curves of the stochastic state responses (here we give 5 state 
trajectories). Figures 7.4.1-7.4.4 exhibit the estimation performance for full system states 
and the means of actuator fault, respectively. Figures 7.4.5 and 7.4.6 compare the system 
outputs with and without tolerant control, and healthy outputs in fault-free cases. 
 
Figure 7.4.1. Rotor angular speed and the mean of its estimate (rad/s): wind turbine. 
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Figure 7.4.2. Generator rotating speed and the mean of its estimate (rad/s): wind 
turbine. 
 
Figure 7.4.3. Torsion angle and the mean of its estimate (rad): wind turbine. 
 
Figure 7.4.4. Generator torque fault and the estimate of its mean(Nm): wind turbine. 
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Figure 7.4.5. Comparisons of the first output (rad/s): fault-free output 𝑦1, output 
𝑦1subjected to faults without tolerant control, and output subjected to faults after tolerant 
control denoted by 𝑦𝑐1: wind turbine. 
 
Figure 7.4.6. Comparisons of the second output (rad/s): fault-free output 𝑦2, output 
𝑦2subjected to faults without tolerant control, and output subjected to faults after tolerant 
control denoted by 𝑦𝑐2: wind turbine. 
From the Figures 7.4.1-7.4.4, we can see that both the system states and actuator fault 
are estimated satisfactorily, and the influences of the unknown inputs are 
decoupled/attenuated successfully. Moreover, we can find in Figures 7.4.5 and 7.4.6 that 
the actuator fault will make the deviation of the outputs. However, after tolerant control, 
the deviation is eliminated/offset successfully, as one can see the compensated outputs 
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are consistent with the fault-free outputs. As a result, the proposed fault estimation-based 
fault tolerant control techniques are effective.  
At present, limited work has been recorded in terms of the overall nonlinear wind 
turbine. Compared with existing work, the presented techniques can achieve robustness 
against more general types of unknown inputs. In addition, fault tolerant control can be 
achieved without replacing pre-designed controller. Furthermore, no existing effort has 
been made on robust fault estimation and fault tolerant control of stochastic wind turbine 
drive trains. 
7.5 Summary 
This chapter is a case study about robust fault estimation and fault tolerant control for 
wind turbines. The benchmark wind turbine with 4.8 MW electrical power output has 
been under study. Takagi-Sugeno modelling algorithms have been employed to handle 
the high-nonlinear natures of the wind turbine, then the designed UIO-based fault 
estimation and signal compensation approach has been applied to the whole benchmark 
wind turbine characterized by T-S fuzzy model. To be mentioned that the modelling 
errors have been considered as a part of unknown inputs.  
Moreover, for stochastic wind turbine drive train in presence of Brownian 
perturbations, the integrated fault tolerant control technique designed for stochastic 
systems has been applied to remove actuation loss of effectiveness fault. All the 
implementation results have well validated the fault estimation and fault tolerant control 
performance of the developed methods.  
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Chapter 8 
Conclusions 
8.1 Thesis summary 
This thesis focuses on developing robust fault estimation and fault tolerant control 
strategies, which can be applied to wind turbines and other industrial systems. Augmented 
system approach, unknown input observer method, and optimization technique have been 
integrated to achieve robust estimates of the system states and the faults concerned. Based 
on the estimates, robust fault tolerant control strategies have been developed by using 
actuator and sensor signal compensation techniques. The major contributions can be 
summarized as follows:    
 Fault/state estimation with robustness against partially decoupled unknown inputs  
In contrast to existing results, partially decoupled rather than completely decoupled 
unknown inputs have been investigated in this thesis. Through augmented approach, 
simultaneous estimation of system states and concerned faults can be obtained. 
Unknown input observer technique jointly with optimization method have been 
utilized to eliminate the influences of unknown inputs on the estimation. Specifically, 
UIO was capable to decouple a part of unknown inputs. Since the unknown inputs 
were partially decoupled, those cannot be decoupled by the UIO still influenced the 
estimation. LMI was then combined to attenuate their influences such that expected 
robustness performance can be achieved. Moreover, the existence condition of such 
an unknown input observer has been proposed. The novel UIO-based fault estimation 
has been developed for linear systems, Lipschitz nonlinear systems (Chapter 3) and 
Takagi-Sugeno fuzzy nonlinear systems (Chapter 4). 
 Fault estimation-based signal compensation for fault tolerant control 
After implementing the novel UIO-based fault estimation, signal compensation 
method combined with a pre-designed controller has been developed, such that the 
occurred faults can be removed from the system. It is worthy to notice that the pre-
designed controller can guarantee the function of plant under fault-free scenario, and 
signal compensation approach can remove adverse effects of faults without changing 
165 
 
the pre-designed controller. Therefore, the integrated fault tolerant control scheme 
can work reliably under both faulty and fault-free scenarios. This part of work has 
been presented in Chapter 4.  
 Stochastically input-to-state stability based fault estimation and fault tolerant control 
for stochastic systems with Brownian motions 
Lyapunov-based criteria of stochastically input-to-state stability and finite-time 
stochastically input-to-state stability have been proposed with rigorous and completed 
proof. On this basis, UIO-based fault estimation techniques have been proposed for 
stochastic nonlinear systems. This part of work has been shown in Chapter 5. It is 
worthy to be mentioned that the estimation error was also influenced by stochastic 
perturbations, and the magnitude of stochastic perturbations was determined by 
system states due to the existence of Brownian motions. Hence, in the design of fault 
tolerant control, observer-based controller has been adopted to drive the overall 
closed-loop dynamic systems (consisting both original system after signal 
compensation and the estimation error system) to be stable with satisfied robustness 
performance. The systems under investigation can be linear, Lipschitz nonlinear, 
quadratic inner-bounded nonlinear, and T-S fuzzy nonlinear. This part of work can be 
found in Chapter 6. 
 Application of designed integrated fault tolerant control to benchmark wind turbine 
Two scenarios have been provided in the case study of 4.8 MW benchmark wind 
turbine, i.e. deterministic nonlinear benchmark wind turbine and stochastic linear 
drive train in benchmark wind turbine. In both two cases, we consider the systems 
were subject to partially decoupled unknown inputs. In the first scenario, the nonlinear 
benchmark wind turbine has been modeled by a T-S fuzzy system with 24 fuzzy rules. 
The fuzzy modelling results have been compared with original plant to validate the 
effectiveness. Then the modelling errors have been recognized as a part of unknown 
inputs to be decoupled or attenuated by the novel UIO.  To be pointed out that the 
procedure of T-S fuzzy model for general nonlinear systems has been proposed, which 
can also be applied to other nonlinear engineering systems. Based on well-developed 
T-S fuzzy model, the designed fault estimation and fault tolerant have been 
implemented to the original nonlinear wind turbine with generator toque actuator fault 
and rotor angle speed sensor fault. In the second scenario, drive train system in 
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presence of stochastic Brownian motions has been investigated. Integrated fault 
tolerant control designed for stochastic systems has been implemented to remove 
generator toque actuator fault. The experimental results for both two scenarios have 
well validated the performance of integrated fault tolerant control.  This case study 
has been demonstrated in Chapter 7. 
To summarize, the novel UIO-based fault estimation designed in our work can achieve 
robustness against more general unknown inputs compared with previous results, i.e. 
either completely decoupled or partially decoupled.  In addition, the designed fault 
estimation and fault tolerant control techniques are applicable for various types of 
engineering systems, including linear systems, Lipschitz nonlinear systems, quadratic 
inner-bounded nonlinear systems, and Takagi-Sugeno fuzzy nonlinear systems. 
Furthermore, the above mentioned systems can be either deterministic or stochastic with 
Brownian motions. Therefore, the proposed methodologies have wide application in 
practical dynamics.  
8.2 Further research 
Based on the PhD work mentioned above, it is motivated to keep on doing the research 
about the following problems. 
 Application of integrated fault tolerant control  for stochastic nonlinear benchmark 
wind turbine 
In the case study, fault estimation and fault tolerant control methods have been applied 
to deterministic nonlinear wind turbine modelled through T-S fuzzy logic and 
stochastic linear drive train system. On the other hand, integrated fault tolerant control 
techniques for stochastic T-S fuzzy systems have been designed in Chapter 6, which 
are potential to be applied to stochastic nonlinear wind turbines. Before 
implementation of fault tolerant control, stochastic modelling of the benchmark wind 
turbine, which is still an open problem, should be considered as a part of future work.  
Moreover, how to make linear matrix inequality less conservative and more solvable 
for designing observer gains and control gains is another interest for investigation. 
 Finite-time robust fault estimation and fault tolerant control design for stochastic 
nonlinear systems 
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Convergence time is an important concern for observer-based control. Hence, it is of 
interest to investigate finite-time robust fault estimation and fault tolerant control 
design for stochastic nonlinear systems. The objective is to make the overall closed-
loop system convergent in finite time through proper observer and controller design. 
To the best of our knowledge, no effort has been made on this topic, but worthy of 
future research.  
 Estimation and control for pitch angle delay of wind turbine 
Delays caused by hydraulic pressure driven units in wind turbines can lead to 
degradation of the whole wind turbine system. Estimation of the delays and 
compensation of their adverse influences is also a research interest in the future work. 
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Appendix 1 
System coefficients of Example 5.5.3 
𝐴1 =
[
 
 
 
 
 
0.0152 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
 
𝐴2 =
[
 
 
 
 
 
0.0017 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
 
𝐴3 =
[
 
 
 
 
 
−2.115 × 10−5 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
 
𝐴4 =
[
 
 
 
 
 
0.0187 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴5 =
[
 
 
 
 
 
0.0013 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴6 =
[
 
 
 
 
 
1.311 × 10−4 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
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𝐴7 =
[
 
 
 
 
 
0.0292 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴8 =
[
 
 
 
 
 
−0.0035 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴9 =
[
 
 
 
 
 
−0.0036 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴10 =
[
 
 
 
 
 
0.6432 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴11 =
[
 
 
 
 
 
0.0717 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴12 =
[
 
 
 
 
 
−3.07 × 10−4 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴13 =
[
 
 
 
 
 
0.7916 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
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𝐴14 =
[
 
 
 
 
 
0.0555 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴15 =
[
 
 
 
 
 
0.0061 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴16 =
[
 
 
 
 
 
1.2369 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴17 =
[
 
 
 
 
 
−0.1484 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴18 =
[
 
 
 
 
 
−0.1525 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐵𝑖 =
[
 
 
 
 
 
0 0
0 0
0 0
0 123.4321
0 0
50 0 ]
 
 
 
 
 
, 𝑖 = 1,2, … 18 
𝐶𝑖 = [
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
] , 𝑖 = 1,2, … 18 
𝐷𝑖 = [
0 0
0 0
0 0
0 0
] , 𝑖 = 1,2, … 18 
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𝐵𝑑𝑖 =
[
 
 
 
 
 
0 0.2 0.4
0 0.25 0.5
0 0 0
0 0 0
1 −0.3 −0.6
0 0.4 0.8 ]
 
 
 
 
 
, 𝑖 = 1,2, … 18  
𝐷𝑑𝑖 = [
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
] , 𝑖 = 1,2, … 18 
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Appendix 2 
Simulink blocks of T-S fuzzy modelling 
 
Simulink blocks of benchmark wind turbine and T-S fuzzy modelling 
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Simulink blocks of T-S fuzzy modelling 
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Appendix 3 
System coefficients of benchmark wind 
turbine characterized by T-S fuzzy model 
𝐴111 =
[
 
 
 
 
 
0.0152 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
 
𝐴112 =
[
 
 
 
 
 
0.0017 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
 
𝐴113
=
[
 
 
 
 
 
−2.115 × 10−5 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
 
𝐴121 =
[
 
 
 
 
 
0.0222 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴122
=
[
 
 
 
 
 
−2.768 × 10−4 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
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𝐴123
=
[
 
 
 
 
 
−9.4166 × 10−4 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴131 =
[
 
 
 
 
 
0.0327 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴132 =
[
 
 
 
 
 
−0.0045 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴133 =
[
 
 
 
 
 
−0.0048 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴141 =
[
 
 
 
 
 
−0.0234 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴142 =
[
 
 
 
 
 
−0.0118 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴143 =
[
 
 
 
 
 
−0.0114 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
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𝐴211 =
[
 
 
 
 
 
0.7204 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴212 =
[
 
 
 
 
 
0.0803 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴213
=
[
 
 
 
 
 
−3.4213 × 10−4 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴221 =
[
 
 
 
 
 
1.0529 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴222 =
[
 
 
 
 
 
−0.0125 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴223 =
[
 
 
 
 
 
−0.0440 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴231 =
[
 
 
 
 
 
1.5516 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
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𝐴232 =
[
 
 
 
 
 
−0.2104 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴233 =
[
 
 
 
 
 
−0.2289 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴241 =
[
 
 
 
 
 
−1.1083 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴242 =
[
 
 
 
 
 
−0.5598 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐴243 =
[
 
 
 
 
 
−0.5404 1.484 × 10−7 −49.0909 0 0 0
0.0203 −0.1171 7.0688 × 104 0 0 −0.0026
1 −0.0105 0 0 0 0
0 0 0 −13.332 −123.4321 0
0 0 0 1 0 0
0 0 0 0 0 −50 ]
 
 
 
 
 
 
𝐵𝑙𝜏𝑘 =
[
 
 
 
 
 
0 0
0 0
0 0
0 123.4321
0 0
50 0 ]
 
 
 
 
 
, 𝑙 = 1,2, 𝜏 = 1,2,3,4, 𝑘 = 1,2, 3 
𝐶𝑙𝜏𝑘 = [
1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
] , 𝑙 = 1,2, 𝜏 = 1,2,3,4, 𝑘 = 1,2, 3 
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Appendix 4 
Simulink blocks of fault estimation of 
benchmark wind turbine 
  
Simulink blocks of benchmark wind turbine with faults 
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Simulink blocks of fault estimation 
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Simulink blocks of unknown input observer (24 individual observers are combined 
by fuzzy logic, only 7 have been shown due to the limited space.) 
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Appendix 5 
Simulink blocks of signal compensation of 
benchmark wind turbine 
 
Simulink blocks of signal compensation 
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