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The minimum semidefinite rank (msr) of a graph is the minimum
rank among positive semidefinite matrices with the given graph.
The OS-number is a useful lower bound for msr, which arises by
considering ordered vertex sets with some connectivity properties.
In this paper,wedevelop twonew interpretations of theOS-number.
We first show that OS-number is also equal to the maximum num-
ber of vertices which can be orthogonally removed from a graph
under certain nondegeneracy conditions. Our second interpretation
of the OS-number is as the maximum possible rank of chordal
supergraphs who exhibit a notion of connectivity we call isolation-
preserving. These interpretations not only give insight into the OS-
number, but also allow us to prove some new results. For example
we show that msr(G) = |G| − 2 if and only if OS(G) = |G| − 2.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
The entries of an n-by-n Hermitian matrix A = [aij] over the complex numbersC naturally deter-
mine a simple graph G(A) with vertex set V = {v1, . . . , vn} and single edge set E = {{vi, vj} : aij =
0, i > j}. Calculating possible multiplicities of eigenvalues [14] and finding the minimum rank [8] for
Hermitian matrices based upon properties of their related graph have been of much recent interest.
Given a multigraph G = (V, E) on n vertices V = {1, 2, . . . , n} that has no loops, but may have
multiple edges, denote byP(G) the set of all n-by-n positive semidefinite (psd)matrices A = [aij] such
that
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• aij = 0 if i and j are joined by exactly one edge and• aij = 0 if i = j and i and j are not adjacent.
Define theminimum semidefinite rank (msr) of G as
msr(G) = min{rank A : A ∈ P(G)}.
This problem has been previously studied both for multigraphs [3,7,10,18] and when the graph G is
required to be simple [6,12].
Closely related is theminimum rank problem, which seeks to determine the smallest possible rank
among all symmetric matrices with a given graph: for a field F let S(F, G) = {A ∈ Mn(F) : G(A) =
G, A = AT } and
mr(G,F) = min{rank(A) : A ∈ S(F, G)}.
For more information on this topic, see the survey paper by Fallat and Hogben [8].
Oneof themoreuseful lower bounds for theminimumsemidefinite rank (msr) of a graphdeveloped
so far is the Ordered Subgraph number (OS-number), denoted by OS(G). It has been established that
the OS-number equals msr for all simple chordal graphs and all simple graphs on fewer than eight
vertices [7,10]. It hadbeen conjectured that thiswould alsohold for all simple graphs [10], but aMöbius
ladder graph on eight vertices has provided a counterexample [16]. Nevertheless, the OS-number
remains a useful lower bound for msr, and two important questions arise: under what conditions
does the OS-number fail to give msr and how can we improve our lower bound in those situations?
Since the OS-number was originally developed for studying the msr of chordal graphs [10], we asked
whether we could somehow relate a given graph to a chordal graph in a meaningful way, perhaps by
adding chords to the cycles present. In answering this question, we encountered problems related to
another technique, orthogonally removing a vertex [6], and found a surprising characterization of the
OS-number in terms of this technique (the reduction number). Finally, this characterization also gives
a partial answer to our original question about relating arbitrary graphs to chordal graphs.
The OS-number is closely related to an upper bound for the maximum real symmetric nullity of a
graph called the zero forcing number which is denoted by Z(G) [9]. The maximum nullity is naturally
defined asM(G) = |G|−mr(G) and clearly an upper bound onM(G) implies a lower bound onmr(G).
A natural question to ask is how the lower bound coming from the OS-number and the zero forcing
number compare. It was recently shown that
|G| − Z(G)  OS(G)
by interpreting the zero forcing number as an OS-like parameter [16], and conversely a zero forcing
interpretation of the OS-number exists [1]. Because of these connections, it is our hope that the new
interpretations of the OS-number presented here can lead to similar insights with respect to the zero
forcing number.
The outline of this paper is as follows: Section 2 is devoted to preliminaries including the re-
introduction of orthogonal removal, in Section 3 we recall the definition of OS-number and give a
condition so that a set of vertices can be reordered to yield an OS-set. In Section 4, we introduce a
new characterization of the OS-number based on orthogonal removal. In Sections 5–7, we introduce
another characterization of the OS-number based on chordal supergraphs. Finally, Section 8 is devoted
to applications of the reduction number.
2. Preliminaries
A graph G consists of a set of vertices V and a set of edges E, where the elements of E are unordered
pairs of vertices. The order ofG, denoted |G|, is the cardinality ofV . A graph is simple if it has nomultiple
edges or loops. Inwhat follows,we consider both simple and non-simple graphs, butwill only consider
graphs that have no loops (multigraphs). Although some of our results concern connected graphs, we
will not in general assume that all graphs are connected.
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Let G[R] denote the subgraph of a graph G with vertex set R and edge set consisting of those edges
of Gwhere both vertices are elements of R. A subgraphH of G is an induced subgraph of G if there exists
a vertex set R ⊆ V(G) such that H = G[R]. A graph F is a supergraph of G if G is a subgraph of F .
Many of the arguments in the paper involve keeping careful track of walks, trails, and paths in
families of graphs. Following Bondy and Murty’s text [5] we define a walk in a graph G as a finite
non-null sequenceW = v0e1v1e2v2 . . . ekvk whose terms are alternately vertices and edges, such that
for 1  i  k, the ends of ei are vi−1 and vi. If the edges e1, e2, . . . , ek of a walk W are distinct, W is
called a trail. If in addition, the vertices v0, v1, . . . , vk are distinct,W is called a path. At times we will
suppress either the edges or vertices in a walk and write it as a list of vertices or edges.
The neighborhood of a vertex v of a graph G, denoted N(v), is the set of vertices of G adjacent to
v. The closed neighborhood of a vertex v, N[v] is {v} ∪ N(v). We also define the one-neighborhood of
a vertex v, denoted N1(v), to be the set of vertices of G adjacent to v by exactly one edge, and set
N1[v] = {v} ∪ N1(v). In a simple graph, N1(v) = N(v) for every vertex v. Recall that a clique is a
maximal induced complete subgraph, and that a vertex v is simplicial if N[v] is a clique. Finally, we say
that a vertex v is singly-isolated if N1(v) is empty [15].
2.1. Vector representations
Given a set of n nonzero column vectors inCm, X = {x1, . . . , xn}, let X be the matrix [x1 . . . xn].
Then X∗X is a psd matrix called the Gram matrix of X with regard to the Euclidean inner product. Its
associated simple graphG has n vertices v1, . . . , vn corresponding to the vectors x1, . . . , xn, and edges
corresponding to the nonzero inner products among those vectors. By rank X , wemean the dimension
of the span of the vectors in X , which is equal to rank X∗X [11].
We say X = {x1, . . . , xn} ⊂ Cm is an (orthogonal) vector representation [17] ofGwhenX∗X ∈ P(G).
Since any psd matrix A may be factored as Y∗Y for some Y ∈ Mn(C) with rank A = rank Y , each psd
matrix is the Grammatrix of a suitable set of vectors. Therefore, the smallestm for which there exists
a vector representation of G inCm is equal to msr(G) (so that finding a psd matrix with a given graph
and finding a vector representation of the graph are equivalent problems).
For a multigraph G, we say that a set of simple subgraphs G1, . . . , Gn cover G if each vertex of G is
a vertex of at least one Gi, and for every pair of vertices v and w of G that are adjacent by exactly one
edge in G, there is at least one Gi in which v and w are adjacent by exactly one edge. In this situation,
it is well-known that msr(G)  ∑ni=1 msr(Gi).
2.2. Orthogonal removal
Given a vector representation V of a graph G, for a fixed vertex v, we may “orthogonally remove”
the vector v by orthogonally projecting each vector of V onto the complement of the span of v. That is,
replace each vj in V with
vj − 〈v, vj〉〈v, v〉 v
to get a vector representation V  v (with rank decreased by one) of a graph G′ with order decreased
by one. The graph G′ may be obtained from G by altering edges of the subgraph of G induced by N(v)
in the following manner: for u,w ∈ N(v), if v is adjacent to u and w by a single edge, and u is not
adjacent tow in G, then u is adjacent tow by a single edge in G′. In any other case, u andw are adjacent
by multiple edges.
To reflect this situation,wedefinea relatedmultigraphG  v such that if V is a vector representation
of G, V  v is a vector representation of G  v, and msr(G) = rank V = rank(V  v) + 1 
msr(G  v) + 1.
Definition 2.1. In the induced subgraphG−v ofG, add P edges between each pair u,w ∈ N(v), where
P is the product of the number of edges between u and v and the number of edges between w and v,
to obtain the supergraph G  v of G − v.
528 L.H. Mitchell et al. / Linear Algebra and its Applications 436 (2012) 525–536
Fig. 1. Graphs to accompany Example 3.2.
Observation 2.2 [7]. For any multigraph G with a non-singly-isolated vertex v, msr(G  v) 
msr(G) − 1.
Note that if v is singly-isolated, then it can be represented by a zero vector in any vector represen-
tation, so that orthogonal removal is not possible for singly-isolated vertices.
Previously [6], orthogonal removal was defined slightly differently. Instead of adding P edges as in
Definition 2.1, S − 1 edges are added where S is the sum of the number of edges between u and v
and the number of edges between w and v. Let G ∗ v be the multigraph resulting from this original
definition of orthogonal removal. Then it is easy to see that both definitions are equivalent in the sense
that
(1) vertices x and y are adjacent in G  v if and only if they are adjacent in G ∗ v, and
(2) there aremultiple edges between x and y inGv if and only if there aremultiple edges between
x and y in G ∗ v.
ThereforeP(Gv) = P(G∗ v) andwe retain the properties and prior results concerning orthogonal
removal. For example, msr(G) − msr(G  v) may be arbitrarily large [7], when a vertex v has degree
two in a multigraph G then msr(G) − msr(G  v) = 1 [2,12,18], and if v is a simplicial vertex of a
multigraph H that is not singly-isolated, then msr(H) = msr(H  v) + 1 [7].
Using Definition 2.1, however, we are able to introduce combinatorial relations between G and
graphs Gi formed by sequentially orthogonally removing some number of vertices from G, as we will
see in what follows.
3. OS-sets
Definition 3.1 [10]. Let G be a simple graph and let S = (v1, . . . , vm) be a list of vertices of G. Denote
by Gk the subgraph induced by {v1, v2, . . . , vk} for each k, 1  k  m. Let Hk be the connected
component of Gk containing vk . If for each k, there exists wk ∈ V(G) such that wk = vl for l  k,
(wk, vk) ∈ E(G), and (wk, vl) /∈ E(G) for all vl ∈ V(Hk) with l = k, then S is called a vertex set
of ordered subgraphs (or OS-vertex set). The OS-number of a graph G, denoted OS(G), is the maximum
cardinality among all OS-vertex sets of G.
An alternate definition for anOS-set could be given as follows: a list S = (v1, v2, . . . , vm)of vertices
of G is said to be an OS-set if for each k there exists awk ∈ N(vk)\{v1, . . . , vk} such that the only path
from vk to wk in the induced subgraph G[{wk, v1, . . . , vk}] is the edge vkwk .
Example 3.2. Shown in Fig. 1 is an example of the construction of anOS-set,with each vi andwi shown,
and dashed lines indicating non-adjacency showing that each wi satisfies the definition. Inspection
will show the constructed OS-set is maximal.
Theorem 3.3 [10]. For a simple graph G, OS(G)  msr(G).
The following proof is modified from the original to highlight the connection between OS-sets and
orthogonal removal.
Proof. Let (v1, . . . , vm) be an OS-set of G with OS-neighbors (w1, . . . ,wm). Further let V ⊂ Cd be a
vector representation of Gwith {v1, . . . , vm} and {w1, . . . , wm} being the vectors in V corresponding
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to the vertices of our OS-set and OS-neighbors, respectively. We claim that dim Span{v1, . . . , vk} = k
and proceed by induction on k. When k = 1, 〈v1, w1〉 = 0, so v1 = 0. When k > 0, let Hk denote
the connected component of vk in G[{v1, . . . , vk}], then it is enough to show that vk /∈ U = Span{vi :
vi ∈ Hk, vi = vk}. Let P : Cd → U be the orthogonal projection of Cd onto U. Then by the definition
of the OS-set, P wk = 0 and
0 = 〈vk, wk〉 = 〈Pvk, P wk〉 + 〈(I − P)vk, (I − P)wk〉 = 0 + 〈(I − P)vk, wk〉.
Hence (I − P)vk = 0 implying that vk /∈ U which completes the proof. 
OS-sets are highly dependent on the order in which the vertices are selected – that is, a set of
vertices may be an OS-set with some order but may fail to be an OS-set if any part of the order is
changed. In some cases, we will not want to worry about the particular ordering, so we offer the
following definition: a set S = {v1, . . . , vm} ⊂ V(G) is said to allow an OS-set of G if there is some
ordering (vα1 , . . . , vαm) such that (vαi)
m
i=1 is an OS-set. Note that if S allows an OS-set of G and R ⊂ S
then R also allows an OS-set of G.
Proposition 3.4. Let G be a simple graph and let S ⊂ V(G). If there exists an ordering of S = {v1, . . . , vm}
such that for each k there is a wk ∈ V(G)\{v1, . . . , vk} such that there is exactly one path from vk to wk
in G[wk, v1, . . . , vk], then S allows an OS-set of G.
Proof. Define Sk = {v1, . . . , vk} ⊆ S.We claim that Sk allows anOS-set for each k, andwill proceed by
induction on k. The condition on S forces v1 andw1 to be adjacent, so that S1 is an OS-set. Now assume
that Sk−1 allows an OS-set and consider Sk . Let P = vkvα1 . . . vαtwk be the unique path from vk to wk
in G[{wk} ∪ Sk]. Define T = Sk−1\{vαi}ti=1. Since T ⊆ Sk−1, T allows an OS-set from the induction
hypothesis, so we can order the vertices of T as T = (vβ1 , . . . , vβm) so that (vβi)mi=1 is an OS-set of
G. Finally, we claim that (vβ1 , . . . , vβm , vk, vα1 , . . . , vαt ) is an OS-set (using the next element in the
path P given above for the OS-neighbors of vertices in P) which will finish the proof since these are
exactly the vertices of Sk . Suppose not. Since T is an OS-set, the problemmust occur with some vertex
in P. More specifically, some vertex a of P must fail to be a proper OS-neighbor for the vertex b before
it, meaning that there is a vertex c ordered before b in Sk that is adjacent to both a and b and adjacent
to b in G[vβ1 , . . . , b]. But then there is another path from wk to vk by way of c, a contradiction. 
4. Reduction number
In this section, we introduce our first new characterization of OS-number. The idea is to consider a
graph G and select a vertex v1 which is non-singly isolated. Then
msr(G)  msr(G  v1) + 1  1.
If in addition, G  v1 has a non-singly isolated vertex v2 then
msr(G)  msr(G  v1) + 1  msr((G  v1)  v2) + 2  2.
And further if (G  v1)  v2 has a non-singly isolated vertex v3 we can orthogonally remove v3
and obtain the lower bound msr(G)  3. This procedure can be repeated until no more non-singly
isolated vertices remain yielding a lower bound msr(G)  r where r is the number of vertices that
are orthogonally removed.
In some cases this procedure yields a lower bound actually equal to msr(G). Take for example the
case of a tree T , where msr(T) = |T| − 1 [13,18] and a lower bound of |T| − 1 can be realized by
orthogonally removing pendant vertices sequentially. However, only certain “reduction orders” will
yield a good lower bound. Take for instance T = K1,l , the star with l pendant vertices. If we first
orthogonally remove the star center we obtain Kl and the lower bound
l = msr(K1,l)  msr(Kl) + 1 = 2.
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Then if l is large, we have a poor lower bound.
Motivated by this discussion we present the following new graph parameter.
Definition 4.1. Define the reduction number of a graph G as:
R(G) = max{R(G  v) + 1 : N1(v) = },
where we assume the maximum over an empty set is zero.
Modeled after the discussion above, R(G) counts the maximum number of non-singly isolated
vertices that can be orthogonally removed from a graph G sequentially. Using Observation 2.2, we
have
Theorem 4.2. For a multigraph G, R(G)  msr(G).
Often in the arguments that follow, we will want to know the order of the vertices which are
sequentially removed. A list of vertices (v1, . . . , vd) is called a reduction order when vk is not singly
isolated in (. . . ((G v1) v2) . . . ) vk−1 for each kwith 1  k  d. By definition R(G)  d implies
the existence of a reduction order of length d and the longest reduction order has length R(G).
In many examples the inequality msr(G)  R(G) is actually an equality.
Example 4.3. If T is a tree, then R(T) = |T| − 1 = msr(T), since repeated orthogonal removal of
pendant vertices (in any order) gives the reduction order. In a simple chordal graph G, the perfect
elimination ordering is also a reduction order, so that R(G) = cc(G) = msr(G). If Cn is the n-cycle
thenmsr(Cn) = n−2. Further, for any vertex v ∈ V(Cn) the graph Cnv is isomorphic to Cn−1. Hence
R(Cn) = n − 2 = msr(Cn).
Apart from the examples above, there is no reason to believe that R(G)will be a good lower bound
for msr(G). In fact, as R(G  v)  msr(G  v) we have the following:
R(G) = max{R(G  v) + 1 : N1(v) = }  max{msr(G  v) + 1 : N1(v) = }
implying that
msr(G) − R(G)  min{msr(G) − (msr(G  v) + 1) : N1(v) = }.
As the difference msr(G) − (msr(G  v) + 1) can be arbitrarily large (again recall the example of
G = K1,l and v the star center), one may suspect that the lower bound supplied by R(G) will be quite
weak. Somewhat surprisingly, the main result of this section shows that R(G) is just as good as the
best known lower bound for msr, the OS-number.
Theorem 4.4. Let G be a simple graph. Then OS(G) = R(G). Moreover, any reduction order allows an
OS-set and any OS-set is a reduction order.
The key idea for the proof of Theorem 4.4 is to relate orthogonal removal to paths in G and then
use Proposition 3.4. For these results let v1, . . . , vm be a reduction order of a simple graph G. Define
G0 = G and recursively define Gk = Gk−1  vk . Finally, let Sk = {v1, . . . , vk}.
The next result shows that the path structure of G is in some sense preserved as we orthogonally
remove vertices.
Proposition 4.5. Let G be a simple graph. For {v1, . . . , vk} ⊂ T ⊂ V(G) and x, y ∈ V(G), let Pl,x,y be
the set of all paths in Gl[{x, y} ∪ T] between x and y. Then, assuming x, y /∈ {v1, . . . , vk},
(1) |P0,x,y|  |P1,x,y|  · · ·  |Pk,x,y| and
(2) |P0,x,y| = 0 if and only if |Pl,x,y| = 0 for all 0 < l  k.
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Proof. We will show that |Pl,x,y|  |Pl+1,x,y| and if |Pl,x,y| = 0 then |Pl+1,x,y| = 0. To show that|Pl,x,y|  |Pl+1,x,y|, we will define an injective map π : Pl,x,y → Pl+1,x,y where 0  l < k. Let
N(vl+1) = {w1, . . . ,wm} and let ni be the number of edges between wi and vl+1 in Gl . Label these
edges ei,1, . . . , ei,ni . Now in Gl+1, wi and wj are adjacent by ninj additional edges which we label
{ei,j,α,β}ni,njα,β=1,1. Now for p = e1 . . . eν a path in Pl,x,y define, π(p) using the following recursive
definition: if e1 does not have vl+1 as an endpoint, let π(p) = e1π(e2 . . . eν). Otherwise, let e1 = ei,α
and e2 = ej,β for some distinct i, j and we define π(p) = ei,j,α,βπ(e3 . . . eν). This recursive definition
defines π(p) in Pl+1,x,y and by construction π is injective.
To show the second assertion we observe that any path in Gl+1[{x, y} ∪ T] can be lifted to a trail in
Gl[{x, y} ∪ T] by replacing edges labelled ei,j,α,β by the edges ei,αej,β . After reducing our constructed
trail to a path, we then see that |Pl+1,x,y| = 0 implies that |Pl,x,y| = 0. 
Letting T = Sk yields two useful facts.
Corollary 4.6. Let x, y ∈ G with x = y and x, y /∈ Sk. Then
(1) If there are N distinct paths between x and y in G[{x, y} ∪ Sk] then x and y are adjacent by at least
N edges in Gk and
(2) x and y are not in the same connected component of G[{x, y} ∪ Sk] if and only if x and y are not
adjacent in Gk.
Proof. Notice that Gk[{x, y} ∪ Sk] = Gk[{x, y}] so the only paths between x and y in Gk[{x, y} ∪ Sk]
are the edges between x and y. 
Combining the two statements in Corollary 4.6 provides the following.
Corollary 4.7. Let x, y ∈ G with x = y and x, y /∈ Sk. If x and y are adjacent by exactly one edge in Gk
then there is a unique path from x to y in G[{x, y} ∪ Sk].
We have now collected sufficient tools to prove Theorem 4.4, but first a simple observation which
says that edge removal or addition commutes with orthogonal removal if the edge in question is not
adjacent to the vertex being removed.
Observation 4.8. Let v, x, and y be distinct vertices of G and e = {x, y}. Then
(G ± e)  v = (G  v) ± e.
Proof of Theorem 4.4. To see that OS(G)  R(G): let (vi)mi=1 be an OS-set of G. Define G0 = G,
Gk = Gk−1vk , andSk = {v1, . . . , vk}. AsS is anOS-set theonlypath fromvk towk inG[{vk,wk}∪Sk−1]
is the edge e from vk to wk . Let H0 = G − e and Hi = Hi−1  vi. Then by Corollary 4.6, wk
and vk are not adjacent in Hk−1, but Hk−1 + e = Gk−1 so the vertices vk and wk are adjacent
by a single edge in Gk−1. Thus vk is not singly isolated in Gk−1 for all k with 1  k  m and
R(G)  m.
To see that OS(G)  R(G): let (vi)mi=1 be reduction order of G and let G0 = G and Gk = Gk−1  vk .
We claim that S = {vi}mi=1 allows an OS-set. Letwk ∈ G such that vk andwk are adjacent by exactly one
edge in Gk−1 then by Corollary 4.7 there is a unique path connecting vk and wk in G[{vk,wk} ∪ Sk−1]
so by Proposition 3.4, S allows an OS-set. Thus OS(G)  m. 
5. Chordal supergraphs
As mentioned in Section 1, much of the motivation for the preceding section came from trying to
better understand and perhaps utilize results involving OS-sets and chordal graphs. We will succeed
to some extent with Corollary 7.5. We begin in this section with results about chordal supergraphs.
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Recall that a graph is chordal if it does not contain an induced subgraph that is a cycle on four
or more vertices. Every chordal graph has a simplicial vertex [4], the removal of a simplicial vertex
from a chordal graph leaves a chordal subgraph, and so every chordal graph has a perfect elimination
ordering [19]. Themsr of a chordalmultigraphG is equal to its edge clique cover number, theminimum
number of cliques required to cover the edges of G [7].
Definition 5.1. A graph F is a chording of a graph G if F is a chordal supergraph of G on the same set
of vertices.
The results in the next proposition follow directly from the definitions.
Proposition 5.2. If G is a connected graph and v is any vertex of G, G v is connected. If F is a supergraph
of G that shares a vertex v with G, then F  v is a supergraph of G  v. If F is a chording of G, and v is a
simplicial vertex of F, then F  v is a chording of the graph G  v.
Unfortunately, it is not true in general that the msr of a chordal supergraph gives a lower bound for
msr (see Example 5.6). However, one way to choose chordal supergraphs whose msrs do give lower
bounds is the following.
Definition 5.3. If F is a chording of a graph G, we will say it is isolation-preserving if there exists a
perfect elimination order of F that contains a subsequence that is both a maximal reduction order of
F and a subsequence of a reduction order of G.
Remark 5.4. Given an arbitrary chordal supergraph F of G, it is possible that a vertex vk in a reduction
order (v1, . . . , vn) of F is singly-isolated in (. . . ((G  v1)  v2) . . . )  vk−1 but not in (. . . ((F 
v1)  v2) . . . )  vk−1. The condition of Definition 5.3 prevents this situation from arising, hence the
term “isolation-preserving”.
Remark 5.5. Since a graph in which all pairs of vertices are adjacent by multiple edges is chordal and
reduced, every multigraph admits an isolation-preserving chording (the required subsequences are
empty).
Example 5.6. In Fig. 2, F is not an isolation-preserving chording of G, since any reduction ordering
of F must necessarily have three vertices, while those of G have two. In the sense of Remark 5.4, let
v be either degree two vertex of F . Then one of the neighbors of v is singly-isolated in G  v but
not in F  v.
Lemma 5.7. Let v be a non-singly-isolated vertex of a multigraph G and let
N = ⋃
u∈N(v)
(N1(u) ∩ N[v]).
If G[N] is a clique, thenmsr(G) = msr(G  v) + 1.
Proof. By definition, the subgraph G[N] contains all pairs of vertices in G[N[v]] that are adjacent by
a single edge, so we may use a rank-one vector representation of N as in the proof of Lemma 3.4 of
Booth et al. [7]. 
Fig. 2. Graphs to accompany Example 5.6.
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Proposition 5.8. If F is an isolation-preserving chording of a graph G, thenmsr(F)  msr(G).
Proof. Consider the perfect elimination ordering E of F required by Definition 5.3. There exists a
(possibly empty) subset E′ of E which is a reduction order of F . By Lemma 5.7, orthogonally removing
the vertices of E′ in F decreases msr by one, so that msr(F) = |E′|, while orthogonally removing the
vertices of E′ in G decreases msr by at least one, so that msr(G)  |E′|. 
Definition 5.9. Let chord(G) be the maximummsr of isolation-preserving chordings of G, or equiva-
lently, the maximum edge clique cover number of such chordings of G.
Corollary 5.10. For any graph G, chord(G)  msr(G).
6. Chordings and the reduction number
The purpose of this section is to relate R(G) and chord(G).
Lemma 6.1. Let G be a graph. If N1(v) =  then R(G − v) = R(G).
Proof. Singly-isolated vertices cannot be part of a reduction order. 
Proposition 6.2. If F is a chordal graph then R(F) = msr(F).
Proof. Wewill showthatmsr(F)R(F). Induct onR(F) and |F|. IfR(F)=0or |F| =1 thenR(F)=0=msr
(F). Assume R(F)>0 and |F|>1, then as F is chordal there is a simplicial vertex v in F .
Case 1: N1(v) = , then by induction
msr(F) = msr(F  v) + 1  R(F  v) + 1  R(F)
as F  v is a chordal graph.
Case 2: N1(v) = , then
msr(F) = msr(F − v)  R(F − v) = R(F)
as F − v is a chordal graph. 
Proposition 6.3. For any graph G, chord(G)  R(G).
Proof. If F is an isolation-preserving chording of Gwith msr(F) = chord(G), then by the definition of
isolation-preserving and Proposition 6.2, we have chord(G) = msr(F) = R(F)  R(G). 
Corollary 6.4. For any graphG, chord(G)  R(G)  msr(G). In particular, if G is simple then chord(G) 
OS(G) = R(G)  msr(G).
7. Chordings and OS-sets
Originally, it was hoped that all OS-sets might arise from a chording by taking one edge from each
clique. However, Example 7.1 shows that not all chordings give rise to an OS-set in this way.
Example 7.1. Consider the isolation-preserving chording shown in Fig. 3, where the added edges are
shown as dashed line, which contains cliques with no edge belonging to the original graph.
The reduction number provides a way to extend the definition of OS-set to multigraphs, since we
have seen that R(G) and OS(G) are equal for simple graphs. However, we can also use it to show
that the natural extension of the original OS-set definition works well for multigraphs.
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Fig. 3. Graph to accompany Example 7.1.
Definition 7.2. Let G be a connected graph and let S = (v1, . . . , vm) be a list of distinct vertices of G.
Denote byGk the subgraph induced by {v1, v2, . . . , vk} for each k, 1  k  m. LetHk be the connected
component of Gk such that vk ∈ V(Hk). If for each k, there exists wk ∈ V(G) such that wk = vl for
l  k, wk is adjacent to vk by exactly one edge, and (wk, vl) /∈ E(G) for all vl ∈ V(Hk) with l = k,
then S is called a vertex set of ordered subgraphs (or OS-vertex set). The OS-number of a multigraph G,
denoted OS(G), is the maximum cardinality among all OS-vertex sets of G.
Remark 7.3. Definition 7.2 coincides with Definition 3.1 for simple graphs. Moreover Theorem 4.4
holds using Definition 7.2.
Using Definition 7.2, we have the following.
Theorem7.4. LetG beamultigraph. Then there exists an isolation-preserving chording F ofGwithOS(F) =
OS(G).
Proof. Induct on OS(G). If OS(G) = 0, then any vertices of G that are adjacent must be adjacent by
multiple edges, and wemay take F to be the superposition of a multi-clique on the vertices of G. Now,
suppose the result holds for any graph with OS-number less than k, and let G be a multigraph with
OS(G) = k. By [16, Proposition 2.18], there exists an OS-set S of G such that G[S] is connected. Let vk
be the last vertex of S with neighbor wk , and consider the graph G  wk . For wk to have been a valid
neighbor, since G[S] is connected, it cannot have been adjacent to any other vertex in S. Thus S\{vk}
is still a valid OS-set for G  wk . By the induction hypothesis, we may find an isolation-preserving
chording F ′ of G  wk with OS(F ′) = OS(G  wk) = OS(G) − 1. Let F be the chordal graph obtained
by adding wk and its incident edges in G to F
′, along with multiple edges between any neighbors of
wk in G that are not adjacent in G (we thus turn NF [wk] into a clique). By Proposition 5.2, F wk is an
isolation preserving chording of G  wk . Since we are only adding edges between neighbors of wk , S
is still a valid OS-set for F , and F cannot have a larger OS-set or G would as well. Since wk is simplicial
in F and N1(wk) = , adding wk to a perfect elimination order of F ′ gives a perfect elimination order
of F , so that F is an isolation-preserving chording of G. 
As a consequence of Theorem7.4, we have that OS(G)  chord(G) for anymultigraph, so that using
Remark 7.3, Theorem 4.4, and Proposition 6.3 we see that all three graph invariants are in fact equal.
Corollary 7.5. For any multigraph G, OS(G) = chord(G) = R(G).
8. An application of the reduction number
After showing the equivalence of the reduction number, the OS-number, and the chording number
in the previous sections we will refer to all three simply by R(G).
Although there exists graphs such that R(G) = OS(G) < msr(G) [16], in many cases, we are able
to show that equality holds.
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Theorem 8.1. Let G be a graph, then:
(1) R(G) = |G| − 1 if and only ifmsr(G) = |G| − 1,
(2) R(G) = |G| − 2 if and only ifmsr(G) = |G| − 2,
(3) if R(G) = |G| − 3 thenmsr(G) = |G| − 3,
(4) ifmsr(G) = 3, then R(G) = 3,
(5) R(G) = 2 if and only ifmsr(G) = 2, and
(6) R(G) = 1 if and only ifmsr(G) = 1.
Most of these assertions followdirectly from the classification of graphswith small or largemsr(G).
The characterization of OS(G) as R(G), however, almost directly implies Assertion 2.
Proof. Assertion 3 will follow from Assertions 1 and 2 and Assertion 4 will follow from Assertions 5
and 6.
Assertion 1 can be proven as follows: if R(G) = |G| − 1 then |G| − 1  msr(G), but as msr(G) is
bounded above by |G| − 1 we actually have equality. And if msr(G) = |G| − 1 then G must be a tree
implying that R(G) = |G| − 1.
Assertion 2 can be proved using the reduction number as follows: if R(G) = |G|−2 thenmsr(G) ∈
{|G| − 2, |G| − 1}, but if msr(G) = |G| − 1 then R(G) = |G| − 1 so we have proven necessity. If
msr(G) = |G|−2 then Gmust have a vertex v of degree one or two [18]. If v is singly isolated in G then
msr(G− v) = msr(G) = |G− v|−1 so G− v is a tree and R(G) = R(G− v) = |G − v|−1 = |G|−2.
Otherwise, msr(G  v) + 1 = msr(G) [12,18], so msr(G  v) = |G| − 3 = |G  v| − 2. Then by
induction R(G  v) = msr(G  v) and so
R(G)  R(G  v) + 1 = msr(G  v) + 1 = msr(G).
Assertion 5 was previously established by the authors [16, Example 2.5] using forbidden subgraphs in
the manner of Barrett et al. [3].
Assertion 6 can be proven as follows: msr(G) = 1 if and only if G contains at least one non-singly
isolated vertex and there exists s, t such that s+ t = |G| andP(sK1unionsqKt) ⊂ P(G). But this is equivalent
with R(G) = 1. 
Remark 8.2. There exists a graph G such that |G| = 8, msr(G) = |G| − 3 and R(G) = |G| − 4 [16].
Thus the converse of Assertion 3 in Theorem 8.1 is false. It is not known if the converse of Assertion 4
is true.
Corollary 8.3. If G is a simple graph and |G|  6 then OS(G) = msr(G).
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