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 はしがき
 二つの総合報告が発表されて，Craig・坂元の定理の発展の歴史について述べている．先ず，
Drisco11and Gundberg（1986）は次のような書出しで始まる．
 “Craig’s theorem on the independence of quadratic forms in norma1variates i§traced
from its first form，for iid standard norma玉variates，to the form for variates fo11owing an
arbitrary nonsingu1ar joint norma1distribution．This artic1e gives the main thmst of the
deve1opment and makes recommendations on coverage of the theorem in courses and
textbooks．The history of Craig’s theorem is not a happy one．The authors ofthe ear1ier
artic1es in the1iterature tended to make errors of a1inear a1gebraic nature．Authors of
more recent1y pub1ished textbooks have given incorrect or mis1eading1y incomp1ete cover－
age of Craig’s theorem and its proof．”
 Craig（1943）とは全く独立に坂元（1944），Sakamoto（1949）が全く同じ定理を予想してい
たので“Craig・坂元の定理”と本稿では呼んでおくことにする．Drisco11and Gundberg
（1986）は。entra1caseの初期の証明についてはMatusita（1949）とOgasawara and
Takahashi（1951）に全く言及していないのはfairてたい．non－centra1caseは。entra1case
にreduceされるが，それについてLaha（1956）の議論は不完全なので，Drisco11はDrisco11’s
SupP1ement（Drisco11and Gundberg（1986），Subsection3．2）を加えた．
 次の論文はReid and Driscon（1988）で，そのSection2，P．140に日く
 “We have since discovered that Laha’s proof and Drisco11’s supp1ement to it were both
given by Ogawa（1950）．Ogawa’s artic1e deserves to be better known than as it is，since
he was apparent1y the丘rst to give a correct and comp1ete proof of the non－centra1case of
Craig’s theorem．”
Reid and Drisco11は関数論的考察をさけた“An Accessib1e Proof”を与えている．これは美
事である．
 1992年6月にMathaiandProvost（1992）のQm3m杉。Fo舳∫クmRmゴ。m物プ肋Zeとい
う本が出版されたが，驚くべきことには，この本でもnOn－Centra1CaSeがCentraI CaSeに
reduceされる証明がたい．著者達はこの点について重大な誤解をしているのではないかと疑わ
れる．Driscon and Gmdbergが1986年に心配した状態は1992年に到るも直っていたかった
訳である．
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 Craig・坂元の定理というのは実際統計で用いられるのは，充分条件として用いられる場合
が多く，必要条件が証明されたとて，統計学の大勢には別に影響はたいが，初等統計学におけ
る美しい定理の一ったので，その論理的完結が望ましい．この定理の証明に係わった一人とし
て，その間の歴史を正しく  日本側から見て一記録しておきたい．色々な人達のやった
ことを次のようにシェーマにしてみた．
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  1ト2ξ川1∫一2η別
   1ト2ξλ一2η31
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 1．Craig・坂元の定理
 1944年の9月，統計数理研究所の講究録に坂元平八が“二つの統計量の独立性”（坂元
（1944））という論文を書いた．
 〆＝（κ。…κ。）を標準正規母集団からの無作為標本として，二つの実対称行λ，Bで二次形
式統計量
               θ1；X’ノ止X，     θ2＝κ’j3X
を作るとき，その統計的独立性は積率母関数m．9．f．を用いると
       1∫一2ξλ一2η31’’’2＝1∫一2ξλ1－1∫2・1∫一2η別一1／2， ∀ξ，η
だから，これからCochran（1934）の独立性条件
       1∫一2ξλ一2η31＝1∫一2ξλi・1∫一2η31，   ∀ξ，η         （C）
が出る．ところで直交条件
                  λ3＝0                （O）
があれば（C）は出る．
                   （O）＝⇒（C）
であるが逆に（C）＝⇒（O）は証明出来ないが成立つだろうと予想した．小川（1946）はこれを
線形代数を用いて証明しようと試みたが正しくたかった．その内にE．W．Deming，H．
Hoteningの好意によってCraig（1943）及びHote11ing（1944）の論文を入手することが出来
た．しかしこれ等は二つとも正しい証明ではなかった．
 苦々の出発点は（C）＝⇒（O）より少しきつい
                  （C＊＊）＝＝⇒（O）
であった．
 2．少し改良された（C＊＊）＝⇒（O）のNabeyaの証明
 Drisco11and Gmdberg（1986）に次のようだ文句がある．
 “In1949，Ogawa gave1inear a1gebraic proof of the M（0，1）and M（0，γ）cases of Craig’s
theorem．Ogawa’s proof of the M（O，γ）case was1ess direct than it cou1d have been，but
it a1so answered re1ated questions about chi－squared distributions．”
 N（O，γ）の場合のOgawaの証明は廻りくどくて，もっと直接的なものがほしいというので
ある．
 勿論苦々は（C）＝⇒（O）を証明すれば良いのだが，少し窮屈た（C＊＊）⇒（O）を証明しよ
うという訳である．
                       1                   2ξ＝2η；一
                       κ
とおくと，（C榊）は
 （2．1）      κη・1κ∫一A一別＝1〃一川・1κ∫一別
とたって，λ十Bの0てたい固有値の集合は，λのOでたい固有値の集合とBのOでたい固有
50 統計数理第41巻第1号ユ993
値の集合の和集合である．
 実数体8土のm次元ベクトル空間yとする．λ，3，cをyの上の一次変換と考える．λの
nOn・zero eigenva1uesα、，．．．，α、，それに対応するeigenvectors α。，．．．，αグー一〇rthonorma1
system；Bのnon－zero eigenva1uesβ、，．．．，β、，それに対応するeigenvectorsの。rthonorma1
systemをb。，．．．，b。；Cのnon－zero eigenva1uesをγ、，．．．，γ。；対応するeigenvectorsの。rth－
onorma1SyStemをC。，．．．，C土とする．
 （2．2）                ｛γ。，．．．，γ。｝＝｛α1，．．．，α、｝∪｛β、，．．．，β、｝
だから
 （2．3）            才＝プ十8．
λ，8，Cはsymmetricだから
 （2．4）        y＝幻十4， 幻；列
 （2．5）        2＝2。斗4， 4＝砧
 （2．6）        夕＝夕。斗4， 4＝列
但しここで幻はλのrange，列は幻の。rthocomp1iment，列はλのeigenva1ue0の
eigenspaceである．3，0についても同様の記号を用いる．
          dimyλ＝プ， dim均＝∫， dim2c＝7＋s
で，C＝λ十3であったから
        dimyc≦dim幻∪B＝dim孔十dim2B－dim（幻∩2B）．
よって
 （2．7）           dim（2λ∩yB）＝O，   i．e．yλ∩28＝O．
λ3＝0ということは
               λ助＝O，  ∀匹∈y
ということで，助∈y。であり，a｛ゴ＝α二b5として
 （2．8）      刈。＝んα、α、十…十a、ゴα、α、， ノ＝1，．．．，∫
であるから
                   a11 … a18
 （2．9）            D＝       ＝0
                  aτ1 … arS
ということである．λ3＝0と3λ＝0はequiva1entであるから
 （2．10）    αFんb1＋…十ゐ、b、十1｛， 乞＝1，．．．，・， f｛∈砧
とおくと，
              8         帆。＝δ〃一Σa肋仰々，   δ〃Kronecker de1ta
              尾＝ユ
だから｛f。，．．．，1、｝のGramian行列は
 （2．11）            卜D〃
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となって，その行列式はHadamard不等式によって
（・．1・）    llリ・・1く真（・一印2）
である．1∫一D∬1＝！ならば
                s                Σ鵬＝O，  ク＝1，．．．，プ
                5＝1
即ち
 （2．13）                    D＝0．
Cの2。の基底1c｝に関する表現を
         ノ110   α、．0   β。．0              ，  ム＝ ・ ，  λ。＝  ・          0λ。   0’α。   0’β。
とする．即ちCを0peratorと考えて
                             λ1 0 （2．14）       Cll11…c、。、ll l11…cブ十、ll・
                             0 λ。
但し
               Clll。…1、。、ll＝llClユ…Cl、。、ll．
y。の基底｛αb｝を用いたときのC＝λ十Bの行列表現を沢。とすれば
                λαFαゼ～，  λb5＝Σα以ル
                           ｛’1（2．15）
                   8                ■8α。＝Σβ5ゐ5b5，    一8bゴ＝βゴb5
                   5＝1
だから
                              λ、 λ、D （2．16）     Clα。…α、b1…b，l1＝llα。…α、b、…b，ll
                             λ。D’ λ。
即ち
                 λ1λ。D λ10 ∫D （2．17）      凡＝     ＝    ・                λ2D’λ2 0λ2 D’∫
 今二つの基底｛αb｝，｛1｝の間の変換行列をQとする．
                 Q。、Q。。 （2．18）      Q＝   ， llαbil＝11111Q                 Q。。Q。。
とすれば
                          λ。 0 （2．19）         Q’1・R。・Q＝                          0 λ。
であるから，両辺の行列式をとると
                     ∫ D （2．20）                     二1．                     D’ ∫
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従って1∫一D∬1＝1が出て，（O）λ3＝0が結論される．
 Zie1inski（1985）は｛c｝のGramianと｛αb｝のGramianが一致すると言っているが，それ
は正しくたい．たぜなら｛αb｝のGramianは
             α’               llαb11＝Q’（lll’ll・l1111）Q＝Q’Q
             b’
であって，これが∫にたるのはQが直交行列のときに限る．
 若し条件を少し緩めて（C＊）⇒（O）を証明しようというたらば
                 λ10  λ1λ1D （2．21）        ρ   ρ．’＝                 0λ2  λ2D’λ2
と共に
                 λ10  λ1λ1－0 （2．22）        Q    －Q－1＝                 0一λ2  一λ2D’一λ2
が成立つから
                 λ10  λ1λ、D （2．23）        Q   Q一’＝                 0 0     0  0
                 0 0     0  0 （2，24）        Q   Q－1＝                 0λ2  λ2D’λ2
が出る．これから
              ρ11λ1＝λ1Q11，  ρ21＝0
              Q22λ2＝ノ12Q22，  Q12＝0
       λ。 0が出て，Qは     と。Ommutativeたることが削り，（2．24）からD＝0が結論される．       0 λ。
 さて（2．2）から
 （2．25）               t「（ξノ1＋ηj3）m＝ξmt「（ノ1）m＋ηmt「（3）m
                    r          8                 ＝ξ椛Σα㌘十ηmΣβダ，  m＝1，2，．．
                    ｛±1      ゴ＝ユ
である．m：4としてξ＝η＝1，ξ＝一η＝1の場合を考えると
 （2．26）         tr（λ232）＝tr（λ3・3λ）＝0．
よってλ3：0を得る．
 3．（C）＝⇒（O）のMat11sita，Lancasterの証明とOgasawara amd Takahashiの証明
 Matusita（1949）が取扱ったのは（C）⇒（O）の場合で，今簡単の為に2ξ，2ηをそれぞれ
ξ，ηとカ・くと
 （3．1）     1トξλ一ηB1＝1トξ川・1トη川， ∀ξ，η
から（O）λ3＝0を言おうとする．λのnOn－zerOeigenva1uesをα、，．．．，α、として，直交行列
Pでλを対角化して
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α1
（3．2）   λ＊＝P’λP± αr            珊、冴。   B＊＝P’BP＝’         鴉、鴉。
とすれば，（3．1）は
            ∫一ξ二4。一η8手、  一ηBf2     r （3．3）            ＝1］1（1一ξαゴ）・1トηB1              一η鴉、 ∫一η鴉。 ξ一・
とたる．両辺のξの最高次の項を比較して
 （3．4）         1∫一η脇1＝1∫一η31．
よって，3のnOn－ZerO eigenVa1ueSと鴉。のnOn－Zero eigenVa1ueSは一致するから
               tr鴉多：trB2
               ＿Bf1B歪。  ＿ 00 （3．5）       8書＝    ，  鴉。＝                  3芽。0   03多2
               3＊＝冴十鴉。
とおくと，（3．5）から
 （3．6）            tr3f∫3f＋tr3f’3芸2＋tr3多63ぞ＝0
 （3．7）            tr亙倣＝O
 （3．8）                     B芋＝0．
よって
             λ＊3＊＝P’λBP＝0，  i，e．λB＝0
が出る．
 Lancaster（1954）は条件（C）の自然対数をとって，cumu1antsで
 （3．9）     κm（ξθ、）十κm（ηθ。）・・κm（ξθ。十ηθ。）， ∀ξ，η， m＝1，2，．．．
と書換えたが，これは前章の（2．25）と同じである．LancasterはAitken（1950）の証明を直し
たと言っているが，彼の証明は前述したMatusita（ユ949）の証明そのものである．不思議なこ
とには，LancasterはOgawa（1949）にはreferしているが，λmm．∫m∫友∫肋挑左Mα肋．の同じ
issueでOgawaの直前に出ているMatusita（1949）にはreferしていたい．これはunfairと言
わねばならぬ．ちたみにAitken（1950）の（C）→（O）の証明は混乱を極めたものである．
Hogg and Craig（1978）の教科書などによって，Lancasterが最初に正しい証明を与えたとい
う通説が定着することに抗議する．
 序に記しておくが，Johnson andKotz（1970）はCraigの定理について述べているが，日本
人の貢献を全く無視しているので，1980年頃その旨を述べて日本人の論文にfairにreferして
改訂してほしいと要求したが，未だ実現していたい．
 Ogasawara and Takahashi（1951）は
54      統計数理 第41巻 第1号
1091∫一ξλ1＝Σ1o9（1一ξαゴ）
       ｛＝1
1993
                  一一三里台、㌘一一三里。r（λ吻），
                    m11mZ｛＝1     腕＝1m¢
なることと，
                     K＝∫一ξλ
とすれば形式的に
               K－1＝∫十ξλ十ξ2λ2＋ξ3ノエ3＋…
とたることを用いる．（C）の条件（3．1）は
 （3．10）      1卜η3K■’1＝1∫一η別， ∀ξ，η．
両辺の対数をとって
              oo   m                oo   m （3．11）      Σ五二tr（BK一・）m＝Σ2二tr（3m），  ∀ξ，η．
             m＝lm     m＝1m
両辺のξ2η2の係数を比較して
 （3．12）       tr（32λ2）十tr（Bλ2B）十tr（Bλ）2＝0．
ここで
             tr（Bλ2B）＝tr（B2λ2）＝tr（（Bλ）’Bλ）；≧O．
よって
 （3．13）        tr（λ8＋8λ）2＋2tr（λ232）＝0
からλ3＝0が出る．この方法はMathai and Provost（1992）にも踏襲されているが，（3，1）
の両辺の対数をとって
（3．。。）   三t・（ξλ十η3）m一量⊥｛ξ・。r（λ・）。η・t、（州
             m＝1  m   m；1m
として，ξ2η2の係数を比較すれば（3．13）を得ることを注意しておく．
 Kawada（1950）はx～N（O，1）のとき
                θ1＝κ’λX，     θ2＝X’j3κ
が互に独立ということより蓬かに弱い条件
 （3，15）         ハ5＝cov（θ壬，θ差）＝0，   2くク十ブく4         （K）
から（O）を証明した．即ち
 （3．16）    （K）＝⇒（O）＝⇒θ1，θ。は互に独立＝⇒凡＝0，グ十プ》2＝⇒（K）
である．
                   F、、＝2tr（λB）＝O
     F、。＝8tr（λB2）十4tr（λ3）・tr3＝O， F。、＝8tr（λ2B）十4tr（λB）trλ＝O
     F。。＝32tr（λ2B2）十16tr（λ3λB）十16tr（λ32）trλ十16tr（λ28）trB
        ＋8tr（λB）・trλ・trB＋8tr2（λ3）＝0
なら結局
 （3．17）
λB＝工とおくと
（3．18）
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2tr（λ232）十tr（λBλ3）＝0．
・・〃・t・工…肌一q（ll・舳月一暮1（ム・・÷／・1）2・子／叫一・・
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よって
            ん＝0， ・ ∀グ，ノ  i．e．工＝λ万＝0
が結論される．上に見たように．
 （3．19）          （K）と（O）とは代数的にequiva1ent．
よって，2，3章で論じた5条件
          （C），（C＊），（C＊＊），（O），（K）は代数的にequiva1ent
といラことにたる．
 4．N㎝一C㎝tml Case N（μ，∫）のとき（NC）＝⇒（O）＝⇒（NC）の証明
 エ～M（μ，∫）の場合のθ・＝〆λX，θ・＝パ放，（λ，Bは対称行列）の独立性条件は
     1ト2ξ川・1ト2ηBl （41）                   ＝exp［μ’｛（∫一2ξλ）一1＋（∫一2ηB）一1
      1∫一2ξλ一2ηBl
                     一（∫一2ξλ一2ηB）一1一∫｝μ］，  ∀ξ，η  （NC）
とたる．これがすべてのξ，ηについて成立つ為には両辺が定数でなければたらないことが関数
論的た考察で削るので，ξ＝η＝Oとして右辺は1にたるので
        1∫一2ξλ一2ηB1＝1∫一2ξλ1・け一2ηB1，   ∀ξ，η         （C）
が導かれ，これから
                   λB＝0                （O）
が出る．
 Carpenter（1950），Ogasawara and Takahashi（ユ951）もnon－centra1caseを扱っているが，
この論点を捉えていたかった．Laha（1956）はこの論点をLemmaの形で指摘したが証明は与
えたかった．JohnsonandKotz（1970）やSearle（1971）の証明は完全な誤りである（Drisco11
and Gundberg（！986）参照）．
 MathaiandProvost（1992）ではChapter5．Chi－squarednessandIndependence，Section
5．1のP．190で全く証明なしにLahaのLemmaをかかげている．
 “In the proofs of various theorems to fo11ow，we need a property which wi11 be stated as
a1emma，see a1so Laha（1956）and Drisco11and Gundberg（1986）．
 LEMMA5．1．1．工e広
           φ、（広。，左2）／φ2（6、，C2）＝exP｛φ。（左、，C2）／φ4（左、，左2）｝
カプα”mα㍑、m6才。〃ゐmeφ｛，タ＝1，2，3，4αm mαZ力。砂mom乞αゐげちαma才。． 〃mφ、／φ。
αmaφ3／φ4ακe COm∫勉mな．”
さてそれで，このLemmaを本質的に必要とするp．209は次のようになっている．、
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 “CRAIG’s THE0REM（1943）． 工e左X～jVク（μ，Σ），Σ＞O，λ＝〃αma3＝3’． 丁肋m X’λX，
X’BXαm初5ψem6em妙aゐ切ろm広ea倣λΣB＝007em伽αZem砂3Σλ＝0，〃加m O
CZem0去e∫ 左ゐe mmn 7mα左7乞κ
 Craig’s theorem can be stated without any1oss of genera1ity as fo11ows：Let X～ル（0，
∫），λ＝λ’and3＝B’thenX’λXandX’BXareindependent1ydistributediffλ3＝0or
equiva1ent1y3λ＝0．”
 Craig（ユ943），坂元（ユ944）が予想したのは後段の。entra1caseであって，著者の謂うnon－
centra1caseはOgawa（1950）が初めて証明したものである（Reid andDrisco11（1988）参照）．
著者達はDrisco11and Gundberg（1986）にreferしているが，その内容をよく読んでいないよ
うで，その怠慢は責められねばならない．
 Reid and Drisco11（1988）はOgawa（1950）を発掘してくれたが，non－centra工の独立性条
件をC㎜u1antSを用いて表わし，関数論的考察を避けて，対称行列のスペクトノレ分解を用いて
              ｛γ、… γ、十、｝＝｛α、… α、｝∪｛β。…β、｝
を導き，それからλク＝0を出しているところは美事である（ReidandDrisco11（！988），
Section3．1）、
 最後にDriscon and Gundberg（1986）のP．66左段下から3行目からSubsection2．ユの終り
迄の所論はOgawa（1949）のPP．95－96に関係するので，筆者の立場から説明する．
 ‘‘Hote11ing’s proof contains not a fa1sity，but a subt1e gap．’’
で始まる．
 Hote11ingの証明というのはOgawa（1949）の記号を用いると，適当た直交変換Pでλを対
角化して
                D O         F G            PλP’＝         PBP’＝                0 0’       σ 0
                ノ＝（名1…2m）＝（κ1…κn）P’
               θi＝”㌧4κ＝α12ぞ十… 十αr2弄
               θ2＝X’Bκ＝Z’PBP’Z＝θ≦十θ≦’
               θ；＝メM1z，     θ6’＝z’M2z
                F G       0 0
             M。＝    ，  M。＝                G’0       0 亙
θ1とθ。：θ1＋θ≦’は互に独立の仮定．θ。とθ≦’とは明らかに互に独立だから，θ1とθrθ≦’＝θ≦
は互に独立であるとして，Hote11ingは条件
      1－2ξαr2ηん一2ηん一…一2ηん    一2ηg、、… 一2ηg1。
一2η！、、 1－2ξα、一2η！rr    －2ηg一τ、     一2ηgr8
一2η911              －2η91τ 1    0
一2η981  …           一2η98r
    τ   ＝π（1－2ξα｛）・1∫一2η仏1，
    ｛＝1
0    1
∀ξ，η
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から
                   1上2ηM11＝1，
よってM、のeigenva1ueはすべてO．従ってtr〃〃1＝O，i．eM。＝0，よって
              PλP’・PBP’＝0，   λB＝0
としている．
 正規分布の二次形式統計量θ、＝パλκ，θ。＝〆扮の場合には独立性と係数行列の直交性λ3
＝0はequivaIentたのだから，Hote11ingは嘘は言ってはいないのだが，そのequiva1enceを
証明しようとしているときにかかる論法をとると，あたかも次の命題が正しいものとしている
ようである．
 “三つの確率変数X，γ，Zがあって，Xとγは互に独立，又XとZも互に独立なら，X
とγ一Zは互に独立である．”
 この命題には反例がある（Ko1mogoroff（1933），Section5．Unabh乞ngigkeit，PP．8－11の特
にP．10の脚註3のBemsteinの例参照）．
 Hote11ingの証明でθ、とθ；が互に独立などと言わずにθ。とθ。の独立性条件を書下して進
めばMatusitaの証明であった．
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A History of the Deve1opment of Craig－Sakamoto’s Theorem
            Viewed from Japanese Standpoint
                     Junjiro Ogawa
（Professor Emeritus of Statistics of the University of Ca1ga町，Canada）
   A fair description of the deve1opment of Craig－Sakamoto’s theorem is presented
giving due credits to Japanese authors who have been neg1ected by Westem authors of
papers and textbooks．
   The author wants to put the record of the history in the right perspective and expe1the
sti11persistent misconceptions around the Craig－Sakamoto theorem．
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