In models for panel data, strict exogeneity assumptions generate many more moment conditions than are used by standard estimators. An efficient estimator based on a much smaller set of moment conditions can often be obtained by the generalized instrumental variables (GIV) principle. However, for certain classes of models the GIV estimator is not consistent. Such models include Hausman and Taylor-type models with unrestricted autocorrelation, and models with time-varying individual effects. We propose a modified GIV estimator and show how it leads to efficient estimation of these models.
INTRODUCTION
Use of the generalized method of moments (GMM) has been increasingly popular in the panel data literature. Exogeneity assumptions usually imply a large number of moment conditions in panel data models. Imposing a subset of such moment conditions in GMM, researchers can easily obtain a consistent estimator. GMM also provides simple guidance for efficient estimation: Since imposing more moment conditions never decreases asymptotic efficiency, an efficient estimator can be obtained by utilizing all of the moment conditions implied by a model. Based on this idea, Schmidt (1995, 1997) and Crépon, Karamarz and Trognon (1995) examine the moment conditions implied by dynamic panel data models, and show how these moment conditions can be efficiently implemented in GMM.
In terms of asymptotic efficiency, it would always be desirable to use as many moment conditions as possible. However, GMM using a large number of moment conditions may be infeasible or impractical in many cases. In panel data models with strictly exogenous timevarying regressors, the number of moment conditions rapidly increases with the number of timeseries observations. For example, a model with five strictly exogenous regressors and 10 time periods generates 500 moment conditions. It is practically impossible to impose all of these conditions in GMM. There are also statistical reasons why it may not be desirable to use too many moment conditions. As recent studies (e.g., Tauchen, 1986; Andersen and Sørensen, 1996) have shown, finite-sample biases in GMM estimates tend to increase with the number of moment conditions used.
1 These practical and statistical problems in efficient GMM estimation of panel data models naturally raise an interesting question: Under what conditions can we use a smaller 1 Andersen and Sørensen (1996) argue that GMM estimators using too few moment conditions are as bad as estimators using too many conditions. They show that there is a tradeoff between informational gain and finite-sample bias caused by using more instruments. set of moment conditions without incurring any loss of asymptotic efficiency? In other words, under what conditions are some moment conditions redundant in the sense that utilizing them does not improve efficiency? The main motivation of this paper is to provide a partial answer to this question.
There have been some previous efforts to identify redundant moment conditions for panel data models. Im, Ahn, Schmidt and Wooldridge (1996, hereafter IASW) consider conventional models, such as fixed effects (FE), random effects (RE) and Hausman and Taylor-type models (see Hausman and Taylor, 1981, hereafter HT; Amemiya and MaCurdy, 1986, hereafter AM; and Breusch, Mizon and Schmidt, 1989, hereafter BMS) . These models assume that all regressors are strictly exogenous. This strict exogeneity assumption generates a large set of moment conditions. GMM utilizing all of these moment conditions leads to an efficient estimator.
IASW show that when the errors are conditionally homoskedastic, a large number of moment conditions generated by the strict exogeneity assumption are redundant even in cases in which the errors are serially correlated.
In this paper, we reexamine and generalize the redundancy results of IASW. We consider a general error-components model which subsumes conventional models with timeinvariant effects, as well as the model with time-varying effects considered by Cornwell, Schmidt and Sickles (1990) . For this general model, we can define a generalized instrumental variables (GIV) estimator which uses the same instruments as HT, AM or BMS. An advantage of using this GIV estimator is that it utilizes only a small subset of the moment conditions implied by HT, AM or BMS assumptions regarding the regressors. Unfortunately, however, the GIV estimator is inconsistent in some cases. In response to this problem, we propose a modified GIV (MGIV) estimator which uses the same instruments as the GIV estimator does. When the errors in the model are conditionally homoskedastic, the MGIV estimator is shown to be as asymptotically efficient as GMM using a much larger set of moment conditions. This result is obtained by showing that the MGIV estimator is numerically identical to a three stage least squares (3SLS) estimator using all of the instrumental variables implied by the HT, AM or BMS assumptions.
Although some of our results overlap with those of IASW, this paper takes a more systematic approach which is able to handle more complicated models. IASW focus on identifying redundant moment conditions in 3SLS and/or GIV for the FE, RE and
Hausman-Taylor models. It is not obvious how their redundancy results could be generalized to other models. In contrast, our MGIV approach permits a unified treatment of a wider variety of models in which a GIV estimator is inconsistent. This paper is organized as follows. Section 2 introduces the model and defines the MGIV estimator. We also examine general conditions under which moment conditions become redundant in instrumental variables (IV) estimation. Section 3 examines properties of the MGIV estimator. We also derive sufficient conditions under which the 3SLS estimator using a large set of instruments becomes equivalent to the MGIV or GIV estimators exploiting a much smaller set of instruments. Section 4 applies MGIV to conventional panel data models with time-invariant effects, while section 5 considers MGIV estimation of the model with time-varying effects.
Section 6 conducts some limited Monte Carlo experiments in order to investigate the finitesample properties of the MGIV estimator. Some concluding remarks follow in section 7.
SETUP

The Model and Instrumental Variables Estimation
The model of our interest in this paper is given by Cornwell, Schmidt and Sickles (1990) . Model (2.1) would be also useful for the analysis of capital asset pricing models, for which A and α i can represent a T×1 vector of market returns and a beta coefficient for asset i, respectively.
We can think of many other possible macroeconomic applications of model (2.1). For example, consider Keane (1993) For this moment, we do not make any specific exogeneity assumption regarding regressors H i . We here simply assume that there exist instruments which satisfy the following property: contains only the regressors uncorrelated with α i .
Assumption 1 implies many moment conditions. We can express them as follows. Let
A o denote a T×(T-p) matrix of full column rank which is orthogonal to A: A o ′A = 0. Then, Under Assumption 1, the parameter vector δ can be consistently estimated by 3SLS using a subset of the instruments W A,i . We denote the 3SLS estimator using W i ⊂ W A,i by where Σ = E(u i u i ′) and Ω = I N ⊗Σ. In practice, Σ should be replaced by a consistent estimate.
(2.4)
For notational convenience, however, we treat Σ as known throughout this paper. A consistent estimate of Σ can be obtained by N -1 Σ i û i û i ′, where the û i are 2SLS residuals. The 3SLS estimator is the GMM estimator using the weighting matrix equal to (W′ΩW) -1 . Thus, the 3SLS estimator using W A,i as instruments should be the optimal GMM estimator based on Assumption 1, if the following additional assumption holds:
We will refer to Assumption 2 as the assumption of no conditional heteroskedasticity. This is a slight misuse of terminology, since Assumption 2 is weaker than the assumption that Σ i W i ′û i û i ′W i is strictly more efficient than the 3SLS estimator using the same instruments.
As an alternative to the 3SLS estimator defined in (2.4), we may use the generalized instrumental variables (GIV) estimator (White, 1984) , which is obtained by premultiplying (2.1)
by Σ -1/2 to prewhiten the u i , and then applying the instruments Σ -1/2 W i :
In some cases, the GIV estimator could be more efficient than the 3SLS estimator using the (2.5) same instruments. For example, Chamberlain (1987) 
estimator plays an important role in the following sections.
Redundancy in Instrumental Variables
In this subsection, we consider general conditions under which some instruments become redundant in 3SLS. Since the GIV and MGIV estimators can be viewed as 3SLS estimators, the conditions introduced in this section equally apply to them. In what follows, we often use the usual projection notation. For any matrix B of full column rank, we define the projection matrix P(B) = B(B′B) -1 B; and we let Q(B) = I -P(B) denote the projection onto the space orthogonal to B.
The following is Theorem 2.4 of IASW: concerns are numerical properties of IV estimators, (2.11) plays has no role in this paper.
However, the condition could be important if one's concern is to determine which instruments may be asymptotically redundant in 3SLS. Condition (2.11) may also provide a plausible empirical strategy for choosing instruments. For example, one may regress Ω -1/2 H i on all available instruments, and then use in 3SLS only the instruments that enter "significantly" (in some sense) into this auxiliary regression. Whether such a strategy can generate 3SLS
estimators having better finite sample properties than those using all of the instruments is a question beyond the scope of this paper. But, future research in this line seems to be worth pursuing.
Another redundancy condition which we use in later sections is as follows. Proof: See the Appendix.
Under (2.12), the 3SLS estimator using the instruments W i is a convex combination of two 3SLS estimators, δ 3SLS (W ci ) and δ 3SLS (W di ), when they exist:
. An implication of Lemma 2 is that when δ 3SLS (W i ) (2.14)
takes the convex combination form (2.14), any instrument set that is redundant for δ 3SLS (W ci ) or 
PROPERTIES OF MGIV
In this section, we study properties of the MGIV estimator. In section 3.1, we examine the relation between MGIV and GIV. Section 3.2 derives sufficient conditions under which a large number of instruments W A,i become redundant.
MGIV and GIV
In fact, the MGIV estimator (2.9) is a GIV estimator applied to a linear transformation of the model (2.1). To show this, we need some preliminary algebraic results:
Proofs: See the Appendix.
These lemmas imply that the MGIV estimator can be written as 
Then, it is not difficult to show that this 3SLS estimator is numerically equivalent to the 3SLS estimator given in (3.1).
In some cases, MGIV using
is equivalent to GIV applied to the original model (2.1) with the same instruments. A sufficient condition for this equivalence is
Condition (2.7) trivially holds if Σ is proportional to I T , which is too restrictive unless α i = 0 in model (2.1). Alternatively, we may consider cases in which Unfortunately, condition (2.7) is violated if the random noise components ε it are serially correlated. In the next section, we show that condition (3.3) could hold for unrestricted Σ if the regressors have some special properties.
Redundancy Results
In this section, we show that the 3SLS estimator applied to model (2.1) with instruments W A,i (2.3) is equivalent to a MGIV estimator using many fewer instruments. To be specific, we make the following assumption:
Assumption 3 is a sufficient condition for our redundancy result stated below. For a better understanding of this assumption, consider the usual RE model, for which we can set A = e T and A o = L T , where L T is a T×(T-1) differencing matrix:
Suppose that E[h is ′(u it -u i,t-1 )] = 0, for any s ≥ 1 and t > 1. Then, we are able to include v(H i )′ in 
The following result plays an important role for our redundancy result.
Proof: See the Appendix. Based on this observation, we can obtain our major redundancy result: When some restrictions are imposed on the regressors, the MGIV estimator becomes equivalent to the GIV estimator using the same instruments. As we discussed in the previous subsection, condition (3.4) is sufficient for this equality. We can in turn show that (3.4) is guaranteed if the regressors H i have the following property:
This assumption is a generalization of the stationarity condition of Breusch, Mizon and Schmidt (1989) . To see why, consider panel data models with time-invariant effects; i. 
APPLICATION TO MODELS WITH TIME-INVARIANT EFFECTS
In this section, we consider a model with time-invariant individual effects:
(4.1)
T×g matrix of time-invariant regressors, and β and γ are k×1 and g×1 vectors of unknown parameters, respectively. We assume that α i and ε i are uncorrelated. The following assumption is also maintained throughout this section.
FE Assumption:
The regressors, x it and z i , are strongly exogenous with respect to the ε it ; i.e., E(x it ′ε is ) = 0 and E(z i ′ε is ) = 0 for any t and s.
The appropriate choice of estimation methods for the model (4.1) crucially depends on the assumptions about correlations between regressors and the effects α i . Section 4.1 deals with IV estimation of FE models in which all of the regressors are allowed to be correlated with the individual effect, and section 4.2 considers RE models in which all of the regressors are assumed to be uncorrelated with the individual effect. Section 4.3 considers Hausman and Taylor-type models in which some, but not necessarily all, regressors are uncorrelated with the individual effect.
Fixed Effects Models
In this subsection, we study the 3SLS estimator using the orthogonality conditions implied by the FE Assumption. Since the regressors are allowed to be correlated with the effect is a strict exogeneity assumption after removing α i from the error u i . GMM based on (4.2) can identify β only, not γ; thus, for this subsection, our discussion will be restricted to the estimation of β.
The legitimate instruments under the FE Assumption are given by
The total number of instruments included in (4.3) equals (T-1)(Tk+g). Observe that Λ is a scalar matrix. In fact,β KGLS coincides withβ MGIV (Q T X i ). Stated formally:
Theorem 3: β KGLS = β MGIV (Q T X i ).
Proof: See the Appendix.
This result might not be too surprising, but it does imply an efficiency result. A troublesome aspect of the MGIV (and KGLS) estimator is that in practice it requires estimation of Λ = E(ε i ε i ′), which is not identified if the model (4.1) includes time-invariant regressors or individual effects. In response to this problem, Kiefer (1980) proposed an alternative GLS estimator based on the demeaned data, using (Q T ΣQ T ) -, a g-inverse of the error covariance matrix on the demeaned data. This estimator, which we name feasible KGLS (FKGLS), is of the form:
This estimator is feasible because Q T ΣQ T can be consistently estimated, for example, by (4.6)
whereβ is any consistent estimator of β.
There are many equivalent representations of FKGLS estimator. Observe that Q T (Q T ΣQ T ) -Q T is invariant for any choice of g-inverse, since Rank(Q T ΣQ T ) = Rank(Q T ) (see Rao and Mitra, 1971, Lemma 2.2.6(g) Lemma 3 also implies that all of these alternative GLS estimators are equivalent to the KGLS estimator. Therefore, we have
The equivalence among these estimators, exceptβ KGLS , has been shown by IASW (Theorem 4.3).
(4.7)
It follows immediately from this result that, whenever the 3SLS estimator using instruments W FE,i is the efficient GMM estimator (i.e., if Assumptions 1 and 2 hold for W FE,i ), so are any of the GLS estimators.
The result (4.7) also implies that under the FE Assumption, the feasible GLS estimators applied to the demeaned or differenced data are asymptotically equivalent to the GLS estimator obtained with Λ (β KGLS ). This essentially means that demeaning the data does not cause any information (efficiency) loss in GLS, whether Λ = E(ε i ε i ′) is known or not.
Before we leave this subsection, it might be worth noting that (4.4) and (4.7) hold under assumptions weaker than the FE Assumption. Suppose that the differenced regressors x it -x i,t-1 are strictly exogenous to the differenced errors u it -u i,t-1 ; this is a weaker assumption than strict exogeneity in levels. For this case, the valid instruments are W 
Random Effects Models
This subsection studies 3SLS estimation of the model (4.1) under the usual RE assumption:
RE Assumption: In addition to the FE Assumption, the regressors x it and z i are uncorrelated with the individual effect α i ; that is, E(x it ′α i ) = 0 and E(z i ′α i ) = 0 for any t.
Under this assumption, we have the orthogonality conditions Since these orthogonality conditions are based on the errors in levels, we can identify both β and (4.8)
γ. As before, we let δ = (β′,γ′)′ and let δ 3SLS (W i ) be the 3SLS estimator with instruments W i . can show that δ 3SLS (W A,i ) = δ MGIV (Q T X i ,e T ⊗s i ). However, the equivalence of this MGIV estimator and the GLS estimator δ GIV (H i ) crucially depends on the structure of Σ. Note that Assumption 4 does not hold for W A,i , so Theorem 2 does not apply here; that is, MGIV using the instruments [Q T X i ,e T ⊗s i ] may not be the same as GIV using the same instruments.
Accordingly, the GLS estimator δ GIV (H i ) could be different from the MGIV estimator.
Nonetheless, these two estimators are equivalent if Σ is of the usual RE form, Σ = σ 2 α e T e T ′ + σ 2 ε I T . This is so because this form for Σ guarantees (2.7). This example demonstrates that the efficiency or consistency of the GLS estimator may depend not only on the assumptions about correlations between regressors and the effect, but also on the structure of the covariance matrix of u i .
Hausman and Taylor-type Models
Hausman and Taylor Following HT, we decompose x it and z i into where x 1it and x 2it are 1×k 1 and 1×k 2 , respectively, and z 1i and z 2i are 1×g 1 and 1×g 2 . With this (4.11) notation, define:
HT, AM and BMS impose the following assumptions, respectively, on the model (4.1):
(4.12)
HT Assumption: In addition to the FE Assumption, the effect α i is uncorrelated with s HT,i .
AM Assumption:
In addition to the FE Assumption, the effect α i is uncorrelated with s AM,i .
BMS Assumption:
In addition to the FE Assumption, the effect α i is uncorrelated with s BMS,i .
These assumptions are sequentially stronger. The HT Assumption is weaker than the AM assumption, since it only requires the individual means of x 1it to be uncorrelated with the effect, rather than requiring x 1it to be uncorrelated with α i for each t. The BMS Assumption is based on the stationarity condition that E(x 2it ′α i ) is the same for any t, which means that, even though the unobserved effect might be correlated with x 2it , this covariance does not change over time.
HT, AM and BMS consider GIV estimation of the model (4.1) under the RE error assumption, while AM also consider the case with unrestricted Σ, as we discuss below Under the RE covariance restriction, the HT, AM and BMS estimators are essentially GIV (4.13) estimators using instruments [Q T X i ,G h,i ], where h denotes "HT", "AM" or "BMS".
An alternative estimator is the 3SLS estimator exploiting all of the orthogonality conditions implied by the HT, AM or BMS assumptions. Under each assumption, the valid set of instruments is given where G i equals G HT,i , G AM,i or G BMS,i . The 3SLS estimator using the instruments (4.14) has been (4.14)
considered by Arellano and Bover (1995) . In particular, they provide a redundancy result: When Σ = σ 2 α e T e T ′+σ 2 ε I T , the 3SLS estimator is equivalent to a GIV estimator using instruments [Q T X i ,G h,i ]. Extending this result to cases with unrestricted Σ, IASW (Theorem 4.8) show that the 3SLS estimator is numerically identical to the GIV estimator using instruments
, which is our MGIV estimator. While they obtain this result by brute-force algebra, we can provide a more concise proof: Observe that the instruments (4.14) satisfy Assumptions 1 and 3. Thus, Theorem 1 implies that the 3SLS estimator using the instruments (4.14) must be equal to the MGIV estimator using the instruments [Q T X i ,G are inconsistent unless Σ is of RE form, while the MGIV estimator using the same instruments is consistent. IASW also show that the MGIV estimator using [Q T X i ,G AM,i ] is another representation of an efficient GIV estimator proposed by AM for cases in which the AM assumption holds and Σ is unrestricted. Thus, our MGIV estimator could be viewed as a generalization of AM.
APPLICATION TO MODELS WITH TIME-VARYING EFFECTS
In this section, we consider a model with time-varying individual effects:
′ is a T×g matrix of regressors in the space of A (e.g., P(A)F i = F i ).
(5.1)
Here, A is T×p and α i is p×1. The matrix A can be included in F i . Also, if A contains e T , F i will include all time-invariant regressors. Cornwell, Schmidt and Sickles (1990, CSS hereafter) used the same model to estimate firms' time-varying technical inefficiencies. Their study allows the matrix A to vary over i, but we here assume that it is the same for all i. This restriction is purely for notational convenience. All the results obtained below can be generalized to cases with different A for different i at the cost of using more notation.
Consistent with CSS, we make the following assumption: We may consider an MGIV estimator which is comparable to the BMS estimator.
Suppose that in addition to the CSS assumption, the following condition holds: X 2i ]. This condition would be reasonable when A is a matrix of polynomial 
MONTE CARLO EXPERIMENTS
In this section we report the results of some limited Monte Carlo experiments in which we compare the finite sample properties of our MGIV estimator and the GMM estimator using a much larger number of moment conditions and an unrestricted optimal weighting matrix. The foundation for our Monte Carlo experiments is equation (4.1) with two time-varying regressors, x 1it and x 2it , and two time-invariant regressors, z 1i and z 2i . For T = 5, we set β 1 = β 2 = γ 1 = γ 2 = 1. We choose N = 100 and 300, and specify i.i.d. effects over i: α i ∼ N(0,1). In order to allow autocorrelation and/or heteroskedasticity in ε i , we specify where b = 0 or 1, the v it are i.i.d. random draws from N(0,2),
, and se(x 1it ) is the (6.1) sample standard error of the x 1it . Two regressors, x 1it and z 1i , are uncorrelated with α i . We specify z 1i = 1 for all t and x 1it = 0.7x 1i,t-1 + f i + η 1it , where x 1i,1 , f i and η 1it are each uniformly distributed on the interval [-2,2]. The other two regressors, x 2it and z 2i , are correlated with α i .
We specify x 2it = 0.7x 2i,t-1 + α i + η 2it and z 2i = f i + α i + ξ i . Again, x 2i,1 , η 2it and ξ i are uniformly distributed on [-2,2] . For each value of ρ, N and b, the empirical distributions of the estimates are obtained from 1,000 replications.
We consider three estimators; the MGIV estimator using instruments [Q T X i ,G AM,i ] (see (4.13)); the GMM estimator using all of the moment conditions implied by E(W FE,i ′u i ) = 0 and E(G AM,i ′u i ) = 0 (see (4.14)); and the GMM estimator using a subset of the moment conditions, namely E(X i ′Q T u i ) =0 and E(G AM,i ′u i ) = 0. We will refer to the GMM estimator using all of the moment conditions as GMM1, and to the GMM estimator using a subset of the moment conditions as GMM2. Note that GMM2 is based on the same set of instruments as the MGIV estimator, but it does not impose the same moment conditions. In cases in which the errors ε it are cross-sectionally homoskedastic (b = 0), the MGIV estimator is asymptotically identical to GMM1, and both of these estimators are strictly more efficient than GMM2. In contrast, when the errors are cross-sectionally heteroskedastic (b = 1), GMM1 strictly dominates both MGIV and GMM2 in terms of asymptotic efficiency, and it is not possible to rank the asymptotic efficiency of MGIV and GMM2. Our motivation for including GMM2 is to examine the effect of using different number of moment conditions on the finite sample properties of the GMM estimator.
It should be noted that GMM1 and GMM2 use an unrestricted weighting matrix, while MGIV uses a classical (3SLS) weighting matrix that reflects the assumption of no conditional heteroskedasticity. In fact, this difference in weighting matrices is the essential difference between GMM1 and MGIV, because the 3SLS estimator using the full set of moment conditions used by GMM1 is numerically identical to MGIV, by our redundancy results above. In other words, under the assumption of no conditional heteroskedasticity, GMM1 uses moment conditions that are redundant, but it is the use of an unrestricted weighting matrix that allows these redundant moment conditions to affect the estimates. Table 1 reports the results from simulations with cross-sectionally homoskedastic errors (i.e., b= 0). For each estimator, we report the mean and standard error of estimates obtained from 1,000 replications, and the mean over the 1,000 replications of the estimated asymptotic standard errors from each replication. 3 No estimator exhibits large biases. The GMM1 estimator tends to be more biased than the others, but by only a negligible amount. The standard errors reported in Table 1 indicate that the MGIV estimator has a smaller variance than the two GMM estimators, although the difference between MGIV and GMM2 is in most cases marginal. The variance of the MGIV estimator is considerably smaller than that of GMM1, especially when N is small and/or the errors are highly correlated. These are cases in which the optimal weighting matrix for GMM1 is likely to be poorly estimated. An interesting observation from Table 1 is that GMM2 has a smaller variance than GMM1 for small N, but this ranking becomes reversed as N gets larger. This finding is similar to that of Andersen and Sørensen (1996) , who find that the optimal number of moment conditions to be imposed in GMM increases with sample size. 
We do the same thing for GMM2, but with a smaller instrument set. this case, their mean (0.039) is only 78 percent of the true standard error for the estimates of β 1 (0.050). These results indicates that when N is small, t-statistics based on the GMM1 estimates and asymptotic standard errors could result in seriously biased inferences regarding the significance of regressors. The asymptotic standard errors of GMM2 also tend to be downward biased, especially when N = 100, but their biases are much smaller than those of the GMM1 estimator.
Assumption 2 (no conditional heteroskedasticity) plays a key role in the efficiency of the MGIV estimator. Under this assumption, MGIV is asymptotically efficient as GMM1, but uses a much smaller number of instruments. Thus, it is not too surprising to see that MGIV has better finite sample properties than GMM1. To see how violation of Assumption 2 may affect the finite sample properties of MGIV, we conduct additional experiments under which the errors are heteroskedastic (b = 1). In this case GMM1 strictly dominates MGIV in terms of asymptotic efficiency. These results are reported in Table 2 . All estimators again exhibits only small biases. In terms of finite-sample efficiency (standard error), there is no clear winner, especially when N = 100. For N = 300, GMM1 often has smaller variance than MGIV or GMM2, but the efficiency advantage of GMM1 is only marginal. The asymptotic standard errors of GMM1 continue to underestimate the true standard errors, especially when N is small. Not surprisingly, the MGIV estimator has the same problem when the asymptotic standard errors are computed ignoring heteroskedasticity. For N = 100 and ρ = 0.9, the asymptotic standard errors for the MGIV estimates of β 1 are seriously downward biased. In response to this problem, Table 2 also reports heteroskedasticity-robust standard errors for the MGIV estimator.
4 These adjusted asymptotic standard errors approximate the true standard errors fairly well even when N is small. Table 1 , the biases in the asymptotic standard errors of the GMM2 estimator are much smaller than those of the GMM1 estimator and in general are comparable to those of the MGIV estimator.
The main results from our Monte Carlo experiments can be summarized as follows.
First, the MGIV estimator dominates the full GMM estimator (GMM1) which exploits all of the moment conditions, if the errors are conditionally homoskedastic. The usual Wald tests based on the full GMM estimator could be substantially biased if N is small. Even when the errors are heteroskedastic and N is relatively large, use of the full GMM estimation instead of MGIV is unlikely to result in any substantial efficiency gain. Second, heteroskedasticity-adjusted standard errors for MGIV appear to be quite reliable, and should probably be used routinely. When the errors are heteroskedastic, the asymptotic standard errors of MGIV computed under the homoskedasticity assumption may result in serious biases. Third, the GMM estimator (GMM2) using the same instruments as the MGIV estimator often performs better than the full GMM estimator in finite samples. The finite-sample performance of this alternative GMM estimator is only slightly dominated by the MGIV estimator.
CONCLUSIONS
[H′W(W′ΩW)
where
, Ω = I N ⊗Σ, and the û i are MGIV residuals.
We have shown that, in the context of panel data models with strictly exogenous regressors and intertemporally correlated errors, the 3SLS estimator using a large number of instruments is algebraically identical to a modified GIV estimator using fewer instruments. We also have considered general conditions which are sufficient for this redundancy result. While some of our redundancy results have been given previously by IASW, we provide a more systematic method by which redundant instruments can be found. Further, our results can be generalized to models with time-varying individual effects or aggregated macroeconomic variables.
When the errors are conditionally homoskedastic, our MGIV estimator is asymptotically equivalent to the GMM estimator which exploits all of the moment conditions implied by the strict exogeneity of the regressors. Although the MGIV estimator is less efficient than the full GMM estimator when the errors are conditionally heteroskedastic, our limited Monte Carlo results suggest that, in finite samples, the MGIV estimator with heteroskedasticity-adjusted asymptotic standard errors performs better than the full GMM estimator even when the errors are heteroskedastic. We found that the standard errors of the full GMM estimator could be substantially biased downward when the data contain a small number of cross-sectional units.
Our simulation results also indicate that the GMM estimator using the same instruments as the MGIV estimator has good finite-sample properties, and in general performs better than the full GMM estimator.
The strict exogeneity assumption on the regressors plays an important role in our result.
An natural extension of this paper is to consider redundancy conditions for models with weakly exogenous regressors. For such models, Keane and Runkle (1992) have proposed a GIV-type estimator. Extending this study, Schmidt, Ahn and Wyhowski (1992) proposed a more efficient 3SLS estimator, which utilizes all of the moment conditions implied by weak exogeneity of the regressors. It would be interesting to see how our MGIV estimator may apply to the case of weak exogeneity. 
APPENDIX
Proof of Lemma
Then, we can establish the equality: 
P Σ W 2i = Σ -1 A(A′Σ -1 A) -1 A′Σ -1 A(I p ⊗w o 2i )B = Σ -1 A(I p ⊗w o 2i )B = Σ -1 W 2i .
Since A o and Q Σ span the same space which is orthogonal to the column space of A, and since Rank(A o ) = Rank(Q Σ ), there must exist a (T-p)×T matrix F such that
Using (A1)-(A2), we can show
where q equals the number of columns of w o i . Thus, without loss of generality we can assume that for some conformable matrix S O ,
Using the results, we can show 
Proof of Theorem 3:
For A = e T ,
where the first and third equalities come from Lemma 3; and the second equality from the fact that L T ′ΣL T = L T ′(σ 2 α e T e T ′ + Λ)L T = L T ′ΛL T . We also have Q Σ X i = Q Σ (T -1 e T e T ′ + Q T )X i = Q Σ Q T X i .
The results (A7) and (A8) imply β KGLS = β 3SLS (Q Λ X i ) = β 3SLS (Q Σ X i ) = β 3SLS (Q Σ Q T X i ) = β MGIV (Q T X i ) .
Proof of Theorem 4:
It is sufficient to show that δ CSS is the 3SLS estimator using the 
