Abstract. An integral representation for the genus series for maps on oriented surfaces is derived from the combinatorial axiomatisation of 2-cell embeddings in orientable surfaces. It is used to derive an explicit expression for the genus series for dipoles. The approach can be extended to vertex-regular maps in general and, in this way, may shed light on the genus series for quadrangulations. The integral representation is used in conjunction with an approach through the group algebra, C<Sn , of the symmetric group [11] to obtain a factorisation of certain Gaussian integrals.
A map is a 2-cell embedding of a connected unlabelled graph &, with loops and multiple edges allowed, in a closed surface 1, without boundary, which is assumed throughout to be oriented. The deletion of 9 separates 1 into regions homeomorphic to open discs, called the faces of the map, and the number of edges bordering a face is called its degree. A map is rooted by distinguishing a mutually incident vertex, edge and face. The genus series for a class of maps is the formal generating series for the number of inequivalent maps with respect to genus, and the numbers of vertices, edges and faces. It is assumed hereinafter that maps are rooted.
The general approach adopted here combines ideas of Jackson and Visentin [11] with those of 't Hooft [8] and Bessis, Itzykson and Zuber [3] who, in the above terminology, derived the genus series for diagrams akin to a class of maps by techniques from conformai field theory. Although [8] and [3] are important papers, they have remained largely inaccessible to combinatorialists because of their uncertainty about the automorphisms of these diagrams as combinatorial structures.
In this paper, an explicit construction is given for an integral representation for the genus series for general maps directly from the combinatorial axiomatisation for embeddings on oriented surfaces. Moreover, we also develop methods which are extensible to vertex-regular maps (vertices have the same degree) and thence, by restriction, to quadrangulations (maps whose faces are bounded by four edges). This is done by examining dipoles (maps with two vertices) in detail. Although the argument is an algebraic one, based on the ring of formal power series, to assert that particular series belong to the ring, it is necessary to appeal to the existence of JK e at dt for positive real a. Thus, for example, r e-t2+(x]t+x2t2+xit}+-) ¿t iîM , x2, .
.
.][[t]], ¡Re~' dt
where xx, x2, ... are commutative indeterminates. For technical reasons, it is also necessary to appeal to the existence of Haar measure for the unitary group.
The starting point of this investigation is a result, stated below as Theorem 1.1, giving an explicit power series representation for the genus series. From the point of view of the present discussion, it is important to note that it is proved directly from the combinatorial axiomatisation for embeddings, and the group algebra of the symmetric group. The details of proof are given in [11] , to which the reader is referred, and no further appeal to the axiomatisation is necessary here. The following notation is needed for stating the theorem. If d = (9X, 62, ...), with 8X > ■■■ > 6k > ôk+x = • ■ • = 0, then 8 is a partition of n = 8X H-\-6k , and we write 8 \-n. The weight of 8 is |0| = zz, and the length of 8 is 1(8) = k. Let m¡(6) be the number of occurrences of j in 8. We write 6 = [lm^$)2m^e'> ■■■], suppressing terms for which mj(6) = 0, and let m(6) -(mx(8), m2 (8) The coefficient ring for M, as a formal power series in z, is a polynomial ring because there is only a finite number of maps with a given number of edges.
An integral representation for Aa is constructed in §2 from a discontinuous integral representation for Sp t q, and an integral representation for the genus &uf(x,y, z)= 1 +2u2z-f(xu l,yu {,\zu).
series is then derived from this. Discontinuous integral representations of combinatorial functions arise elsewhere (see, for example, [12] for a representation of <). Two examples of the use of this representation are given in §3. In the first, a relationship is obtained between the genus series for smooth maps (no monovalent vertices) and all maps, simply by transforming the integral. A similar result holds for homeomorphically irreducible maps (no bivalent vertices). In the second example, concerning monopoles (maps with one vertex), the integration has to be carried out explicitly. The main part of this section deals with an approach to vertex-regular maps, which is developed by studying dipoles in detail. Section 4 contains two results which may be regarded as applications of the theory of maps. By considering the centre of the group algebra of the symmetric group, it is possible to express certain of the integrals appearing here as character sums. We also obtain a factorisation of integrals of this type, into a product of similar integrals, by considering the following result connecting quadrangulations and maps. Let M4(u, x, y, z) denote the genus series for quadrangulations, and let M(u, x, y, z) denote M(u, x, y, z) at xx = x2 = ■■■ = x. Then [11] (2) M4(u2, x, y, z) = ^{M(4u2, x + u, x, z2y) + M(4u2, x -u, x, z2y)} .
This may be of significance in the context of matrix models in statistical mechanics and in the context of the rj34-and Penner models [9] . A direct proof of the factorisation may explain whether (2) can be adjusted to hold for maps on nonorientable surfaces. It should be noted that, in these models, monovalent and bivalent vertices are suppressed and that, in effect, the maps (which are therefore smooth and homeomorphically irreducible) are counted with respect to their genus and number of faces. Under these conditions, this number is of course finite, and we denote the series by M,x 2Ju, x, y, z). It is M4(u, 1, y, 1) and Mjj-^r(u, 1, y, 1) which are closely related to the perturbation series for the <t34-and Penner models [9] , whose examination in the double scaling limit is currently of interest.
AN INTEGRAL REPRESENTATION FOR THE GENUS SERIES
We begin by deriving an expression for Aa(N) in terms of the function y/ defined by 
Since (XjXk)i,A = djxôjk , an integral representation for the connector function can be constructed systematically by generalising an integral representation of this functional from a set of singly indexed indeterminates to a set of doubly indexed indeterminates. Because of the importance of fixed point free involutions in the analysis of maps, attention is confined here to the case K = 2, although an analogous result holds for K > 2. Let 1 < z,, ... , z'2" < A, be integers, and let zp¡q for 1 < p, q < N be indeterminates with zPyq = zq¡p. Clearly, Y\2^x z¡jtipU) = t2 where t is a monomial in the set of indeterminates and p £ ^"i, so we may write rij=i z,1/2, = t. A canonical construction for ? as a product of zp<q over zz pairs (p, q) can be given. However, it is more convenient to work with the product over 1, ... , 2zz, having recognised that the square root is simply a syntactic device.
The following is a summation theorem for the linear functional ( h.d-It is an alternative formulation of Wick's lemma [3] , but is in a form which is extensible to conjugacy classes other than W[Knx , as shown in §5. 
from Definition 2.2, so (4) also holds in this case, and therefore in general. Now let gr(x) = £*li arkxk . Then, from (4),
which gives the result. D An integral representation for the connector function can be constructed systematically by generalising an integral representation of the linear functional (Definition 2.2) from a set of singly indexed indeterminates to a set of doubly indexed indeterminates. We begin by deriving an integral representation for The multiplicative property of ( )2,d is seen to be a consequence of the multiplicativity of the kernel of the integral. To construct an integral representation of y/, it is necessary to replace x,, ... , xN by a doubly indexed set of indeterminates axx, aX2, ... , aNN. Clearly (apqars)2tÏN -oPtrôq,s, where Lv is the N xN identity matrix, but this is not the desired evaluation of y/. In the next result, an explicit construction is given for deriving the correct one. We determine fp>Q and a matrix A, explicitly, such that (1) (£.,(A)/,.,(A))2,A=VA.r.
since the latter is equal to y/((p, q), (r, s)). Let mjk = £jk(<*jk + ajk^kj) -y},fc(A) where (apqars)2,n = dpqöpröqs, for some ajk £ C to be determined.
Now
(mpqmrs)2iD = ÇPqÇrs((l + Oipqars)dpgxâprôqs + (ars + apq)d~xôpsôqr).
Thus (8) 1 + apqars = 0 for all p, q, r, s, This completes the determination of f¡k and A so that (7) where g(M) = g (A) and % is the vector space of N x N Hermitian complex matrices, which has dimension A2 over R. Thus {ajk : 1 < j, k < N} is a maximal coordinatising set for 2^ so, from Lemma 2.4,
where, here and throughout, (g(M))2>A is denoted by (g (M) ), or by (g(M))<% when explicit reference to the size of the matrices is necessary. We may therefore think of dM as Lebesgue measure. In particular, from (5), Jacobi's theorem can be proved in a power series ring (see, for example, [5] ).
The expression for M(u2, x, N, z) can be reduced by diagonalisation from an integral over R^ to an integral over R^. To simplify integrations, the variables are changed so that the measure is e~x dx, rather than e~x ¡2 dx which arises combinatorially. The constant factor on the right-hand side of (14) is the volume of the unitary group, and the existence of Haar measure for the unitary group has been assumed. By a theorem of Frobenius, the only finite dimensional real division algebras are R, C, H, and there are generalisations of (14) for R and H. For R, the result is due to Dyson [4] .
Smooth maps, monopoles and dipoles
A relationship between the genus of maps and smooth maps can be obtained from the integral representation, simply by transforming the integral, with no explicit integration. Since the genus is recoverable from the Euler-Poincaré theorem, let u = 1. ) as the generating series for planted plane trees, and it is then a straightforward matter to give Theorem 3.1 a combinatorial proof. This proof amounts to the assertion that the set of all maps with more than one face can be constructed uniquely from a unique smooth map by attaching a plane planted tree at each corner of the map, where a corner is a mutually incident pair of edges, vertex and face. The resulting map may either inherit the rooting of the smooth map or be rooted at a vertex of a tree. This is achieved by means of the factor vz~ldz/dv , in which vdz/dv is the generating series for doubly rooted plane planted trees. This construction has been observed earlier by Bender and Canfield [2] .
A similar result may be obtained, of course, relating M(u, x, y, z) to the genus arises for homeomorphically irreducible maps. Clearly, M and Mjr-^r are obtainable, one from the other, by these constructions.
The next result, which concerns monopoles, is required in the determination of the genus series for dipoles. In this case, the integration must be carried out explicitly. The following results are needed for this purpose. Monopoles have been studied by Harer and Zagier [7] and by Jackson [10] , using entirely different methods.
Hermite polynomials are othogonal with respect to the measure e~x dx, so we give next properties to be used in completing the integration. Their standardisation is [xn]H"(x) = 2" , and they satisfy the orthogonality relation The use of ( 17) and the orthogonality of the Hermite polynomials is a familiar one in the context of the multivariate normal distribution [14] . The remainder of this section is concerned with dipoles. In principle, the approach adopted here can be extended to vertex-regular maps in general. Two mappings, n and w , as required. The first [5] determines the linear coefficient in formal power series. The result follows by linearity. G
The second mapping is needed in the construction of the diagonal of a twovariable symmetric function, which is uniquely expressible in terms of two algebraically independent symmetric invariants, namely y + z and yz. 
wf(yz,y + z) = wf(t,y + z).
That is, w f is the {y, z)-diagonal of /, and w is a partial homomorphism. The next theorem is the main result of this section, and it gives an explicit expression for the genus series for dipoles. The expression given in Theorem 3.5 conceals the parity of the genus series for dipoles. A parity respecting form can be derived by changing basis to {(zz -z')2i-i : i > 0} consisting of odd series. The proof is given elsewhere [1] , but the result for zz odd is included below for completeness.
The basis is well adapted to hypergeometric series, and can be used to facilitate the coefficient extraction.
Other consequences of the integral representation
The two results of this section can be regarded as consequences of arguments based on maps. A further example is given in [6] .
The first result concerns character sums. Let xl denote the value of the character of the irreducible representation of ©" indexed by 6 on any element of the conjugacy class, W¿, indexed by <j> > an<3 let fe denote the degree of the representation. For p. \-n , let sß denote the Schur symmetric function indexed by p. Let He(x) = Yli<i<i(e)(x-i+l){e,), where (x)("> = x(x+\) • • ■ (x+n-l). It would be helpful to have a more direct proof of Theorem 4.3 to see whether such a factorisation also holds for real Hermitian matrices.
Extension of the linear functional
An argument analogous to the one given in the proof of Lemma 2.3 gives a summation theorem for the general form of the linear functional, and thence an expression for products with the conjugacy class '¿¡¡k»] . Let ix, ... , ixn < A be positive integers and let x = (x,, ... , x#). Then To complete the argument it is of course necessary to supply an integral representation, with multiplicative kernel, for this connector function. We do not pursue this direction of enquiry further here.
