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Abstract
We study the three-dimensional stochastic Navier–Stokes equations with additive white noise, in
the context of spatially homogeneous solutions in R3, i.e. solutions with a law invariant under space
translations. We prove the existence of such a solution, with the additional property of being suitable in
the sense of Caffarelli, Kohn and Nirenberg: it satisfies a localized version of the energy inequality.
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0. Introduction
We consider the three-dimensional stochastic Navier–Stokes equations in the whole space,
with an additive random forcing of white noise type:∂tu −∆u +∇ · (u ⊗ u)+∇ p = ∂tW∇ · u = 0u|t=0 = u0. (1)
This equation which models the evolution of a fluid flow (with velocity u(t, x) ∈ R3 and pressure
p(t, x) ∈ R) has been widely studied in various contexts, both deterministic (i.e. W = 0; see [26,
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23], and references therein) and stochastic, in order to get a better understanding of the physical
phenomenon of turbulence in fluids. In the usual L2 setting, this is a classical problem, and the
construction of solutions of (1) has been carried out by several authors (see [7,30,29,3,8,15]; for
an introduction see [17]). Some qualitative properties linked to ergodicity were also studied (e.g.
[16]), and there has been very recent progress (existence of Markov solutions; see [12,11,20,21]).
Yet, the theory of 3D Navier–Stokes equations remains fundamentally incomplete: uniqueness
of solutions is a famous open problem.
From the physical point of view, the white noise ∂tW in (1) may be interpreted in different
ways. It may be seen as a model for the seemingly random oscillations of a turbulent flow (see [2]
for a simple model in this direction; cf. [4]). It may also represent, in another approach, an
exterior force (or some microscopic perturbations) with very irregular variations to which the
fluid is subjected, and which can induce a chaotic behavior of the fluid. Hence the stochastic
Navier–Stokes equations are expected to be a promising tool for getting some insight into the
mechanisms of turbulence.
Our aim here is to construct a solution with an invariant law with respect to space translations,
and to quantify the local variations of energy in the fluid as time goes on, as we shall
explain below. But let us first recall some facts about spatially homogeneous Wiener processes,
Navier–Stokes equations and turbulence, and give some motivation for this work.
The problem that we are interested in arises from the mathematical theory of statistical
hydrodynamics. Since turbulence is an unpredictable phenomenon, it is natural to use a
probabilistic approach in conjunction with the Navier–Stokes equations from fluid dynamics.
The first case that was studied is the following: the evolution equation itself is deterministic
(W = 0) but the initial state of the system is a random variable. The law of the solution u is then
called a statistical solution; this is a basic tool in the study of turbulence (see [18] for more).
Of particular physical interest is the case of spatially homogeneous turbulence: in many
situations, experiments show that statistical properties of a turbulent flow are the same at
every point of the fluid (except near the boundaries of course). In mathematical terms, this
means that the laws of the processes that we consider (velocity, . . . ) should be invariant under
space translations (in the x variable). Such processes will be called spatially homogeneous,
or for short, homogeneous. Here, we shall impose that the initial datum of our Eq. (1) be
spatially homogeneous, and require that the solution process u be homogeneous also. Spatially
homogeneous statistical solutions of (deterministic) Navier–Stokes equations were constructed
by Vishik and Fursikov [28,29] and by Foias and Temam ([22]; see also [18]).
Since our equation includes a stochastic forcing term ∂tW , we shall also consider spatially
homogeneous Wiener processes W (with values in some weighted Hilbert spaces; see
Section 1.1). The notion of the spatially homogeneous Wiener process was first introduced in
another context by Dawson and Salehi [14] as a model of a random environment for studying
population dynamics (using a stochastic heat equation driven by this type of noise). Later, the
study of stochastic parabolic PDE’s with a homogeneous Wiener process was developed by
Peszat and Zabczyk [24], Brzez´niak and Peszat [5]; see also [6]. In the case of 3D Navier–Stokes
equations driven by a homogeneousWiener process, the construction of solutions was carried out
by Vishik and Fursikov [29]. Later, Capin´ski and Peszat [10] considered the case of multiplicative
homogeneous white noise; however their proof seems insufficient (they cannot obtain a bound
for E[‖u‖p
L∞L2(r)]), so the question of the existence of solutions of stochastic Navier–Stokes
equations with multiplicative homogeneous white noise remains open to our knowledge. Let us
also note that many authors work on periodic stochastic Navier–Stokes equations, usually using
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a Wiener process of the form
∑
k σkβk(t)e
ik·x (with σk ≥ 0 and the βk independent standard
complex Brownian motions), which happens to be spatially homogeneous. However periodic
homogeneous Wiener processes live in L2([0, 2pi ]3) (or in H s for some s), while in the non-
periodic case we never have W ∈ L2(R3); we only have W (t) ∈ L2loc(R3) for instance, and thus
the latter is technically more delicate and new tools are required.
Here we will give a new construction of a spatially homogeneous solution of (1), paying
special attention to the pressure. This will provide a more precise result of existence (including
bounds on ∇ p) and will enable us to obtain the local energy inequality (the previous construction
given by Vishik and Fursikov gives no information about ∇ p; hence it is not suitable for doing
this). Let us now discuss briefly this local energy inequality, its relevance in our problem and the
links with regularity theory for 3D Navier–Stokes equations.
Spatial homogeneity implies that the processes that we consider (velocity, . . . ) have infinite
energy: ‖u(t)‖L2(R3) = +∞ almost surely. This has two negative consequences: firstly, we
cannot work in the usual space L2, and we will have to use larger spaces which are not
so convenient for dealing with Navier–Stokes equations, and secondly the usual basic energy
inequality cannot be avoided (at least not directly). However, the velocity is locally square
integrable, and we can consider a localized version of this inequality, called the local energy
inequality, which reads in the deterministic case (W = 0): for all non-negative ρ ∈ D(R∗+×R3),∫
R3
ρ(t, x)|u(t, x)|2dx + 2
∫ t
0
∫
R3
ρ(s, x)|∇ ⊗ u(s, x)|2dxds
≤
∫ t
0
∫
R3
[
|u|2(∂tρ +∆ρ)+ (|u|2 + 2p)u · ∇ρ
]
dxds. (2)
Solutions that satisfy (2) are called suitable. This notion was introduced in order to study the
regularity of solutions of the Navier–Stokes equations. Indeed, let u be a suitable solution
(defined in an open set of R∗+ × R3), and S(u) the set of its singular points, that is the set of
all points (t, x) such that u is unbounded in any neighbourhood of (t, x). Then it was proved
by Caffarelli, Kohn and Nirenberg [9] that the one-dimensional Hausdorff measure (in space
and time) of S(u) is zero: H1(S(u)) = 0. This is at present the best regularity result known for
(locally) L2 solutions of 3D Navier–Stokes equations.
In the stochastic setting, the local energy inequality can be obtained formally by application
of the Itoˆ formula to Eq. (1):∫
ρ(t)|u(t)|2dx + 2
∫ t
0
∫
ρ|∇ ⊗ u|2dxds
≤
∫ t
0
∫ [
|u|2(∂tρ +∆ρ)+ (|u|2 + 2p)u · ∇ρ
]
dxds
+ 2
∫ t
0
〈ρu, dW (s)〉 +
∫ t
0
Tr(Mρ(s)Qr )ds. (3)
For the definition of the last term (the quadratic variation term, from the Itoˆ formula), see
Section 4.5. We will also introduce below another possible formulation of the local energy
inequality. The result of Caffarelli, Kohn and Nirenberg was extended to the stochastic case by
Flandoli and Romito in [19]: under the assumption that the noise is sufficiently regular in space,
a weak solution u satisfying almost surely the local energy inequality (3) enjoys the preceding
partial regularity property: H1(S(u)) = 0 a.s. The problem of existence of a suitable solution
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of (1) was considered by Romito [25] for the case of a bounded domain. Here, we deal with the
homogeneous case in the whole space, with a different method.
In [1], we have shown that the deterministic Navier–Stokes equations possess statistical
solutions that are both suitable and spatially homogeneous. In the present paper, our purpose
is to extend this construction to the stochastic Navier–Stokes equations: our main theorem
(Theorem 4.1) asserts that the system (1) has a spatially homogeneous weak solution which
satisfies almost surely the local energy inequality (3). As a consequence, if we assume moreover
that the noise takes values in H1/2+εloc for some ε > 0, then the partial regularity result can be
applied, and we haveH1(S(u)) = 0 almost surely.
Let us now explain our strategy of proof. Following [19], we write u = v + z, where z solves
the stochastic heat equation
∂t z −∆z = ∂tW
with z|t=0 = 0, and v solves a modified Navier–Stokes equation
∂tv −∆v +∇ · [(v + z)⊗ (v + z)] + ∇ p = 0
with ∇ · v = 0 and v|t=0 = u|t=0. We assume that W is divergence-free, and hence ∇ · z = 0;
therefore these equations are equivalent to (1). The first equation is easy to solve; its solution z
is given by a stochastic convolution, and this is a well known object. We will principally focus
on the second equation. Its main feature is the fact that the very irregular term ∂tW no longer
appears in this equation; it is now hidden in the term containing z. This method permits us to
separate two difficulties of different nature: the presence of the very irregular noise, which is
now isolated in the equation on z, and the nonlinearity and pressure gradient coming from the
Navier–Stokes system, in the other equation. At this point, one sees that the first equation will
require a probabilistic treatment, while the second one will be dealt with mostly as a deterministic
equation (with a random coefficient z).
The local energy inequality may be formulated using v as follows: for all ρ ∈ D(R∗+ × R3)
such that ρ ≥ 0,∫
|v(t)|2ρ(t)dx + 2
∫ t
0
∫
ρ|∇ ⊗ v|2dxds
≤
∫ t
0
∫ (
|v|2(∂t +∆)ρ +
[
|v|2(v + z)+ 2pv
]
· ∇ρ − 2 [(v + z) · ∇] z · ρv
)
dxds.
(4)
As in [1], we will prove our results by means of approximation by regularized periodic
equations, in order to solve the equation on v. Periodization allows us to apply the classical
energy methods, which is not possible for (1) in our situation. Thanks to the regularization, the
approximate system has a unique (strong) solution, which is homogeneous and suitable. Then
we let the period tend to +∞ to recover a solution of the original Eq. (1), by means of weak
compactness of the sequence of laws. To get the required tightness of the laws, the key point is to
establish convenient estimates on the processes z and v. This is the central step of our work, and
we want to emphasize the fact that our main estimates ((11) and (12)) are obtained in expectation;
no such estimate is expected to hold pathwise, for the following reason: the translation invariance
of the laws of v and z plays an essential role at the root of the proof of these estimates. That’s why
the use of a probabilistic approach to address our problem was decisive. Finally, we show that
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the solution that we have obtained is suitable: the approximate solutions satisfy an approximate
local energy inequality, in which we can pass to the limit to get (4).
The paper is organized as follows. The first section is devoted to preliminary results: we start
with homogeneous measures, homogeneous brownian motion and the periodic approximations;
then we describe the functional spaces needed in the sequel, and we mention some results about
the stochastic heat equation in these spaces. In the second section, we introduce the periodic
approximation of (1), we show the existence and uniqueness of its solution and we establish
several a priori estimates. Then we pass to the limit in Section 3. This yields a homogeneous
weak solution of (1). The proof that this solution is suitable is contained in Section 4.
1. Preliminaries
Let us introduce some notation. We will make constant use of the following functional spaces:
L2(r) =
{
u ∈ L2loc(R3) |
∫ |u(x)|2
(1+ |x |2)r dx = ‖u‖
2
L2(r) <∞
}
,
and H1(r) = {u ∈ L2(r) | ∇u ∈ L2(r)} normed by ‖u‖2
H1(r)
= ‖u‖2
L2(r)
+ ‖∇u‖2
L2(r)
, with
r > 3/2 (so that they contain the constant functions). The space of C∞ functions compactly
supported in an open set U will be denoted by D(U ). The space of locally L2, 2l-periodic
functions will be denoted by L2per([−l, l]3) or for short L2per. When E is any space of functions
depending on x , we will often denote the space L p([0, T ], E) by L pE . In the notation, we do
not distinguish between spaces of scalar functions and spaces of vector fields. The index σ will
denote spaces of divergence-free vector fields: Eσ = { f ∈ E | ∇ · f = 0}. The scalar product
in L2 will be denoted by 〈·, ·〉, while 〈·, ·〉L2(r) will refer to the scalar product in L2(r). The open
ball of center 0 and radius R inR3 will be denoted by BR . We recall that the Leray projection P is
the orthogonal projection onto divergence-free vector fields: P f = f −∇∆−1∇ · f . The values
of the constants denoted by C , C ′, Ck , etcwhich will appear in our calculations may change from
line to line.
We will construct our solutions on a time interval (0, T ), where T is arbitrarily large (we
could choose T = ∞ but, for technical simplicity, we assume T <∞).
1.1. Homogeneous measures and Brownian motion
1.1.1. Definitions and basic properties
We first recall a few results concerning spatially homogeneous measures. For any h ∈ R3,
let τh be the translation operator (τh f )(x) = f (x + h) ( f ∈ L1loc(R3)). A Borel (probability)
measure µ on L2loc(R
3) is said to be spatially homogeneous if it is invariant under the translations
τh : µ ◦ τ−1h = µ for all h. The following result is the basic property of homogeneous
measures.
Proposition 1.1 ([27,22]). Let µ be a homogeneous measure on L2loc(R
3), and G a mapping
from L2loc(R
3) to L1loc(R
3), which commutes with the translations τh . Assume that the functionals
u 7→
∫
Q
G(u)(x)dx and u 7→
∫
Q
|G(u)(x)|dx
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areµ-integrable for any Q = [a1, b1]×· · ·×[a3, b3]. Then there exists a constant G¯ such that for
all w ∈ L1(R3), the functional ∫ |G(u)(x)||w(x)|dx is finite µ-almost everywhere, µ-integrable
and ∫ ∫
R3
G(u)(x) w(x)dxdµ(u) = G¯
∫
R3
w(x)dx .
This number G¯ is usually denoted by
∫
G(u)(x)dµ(u), the variable x being irrelevant.
In the sequel, we will always work with measures which satisfy
e(µ) =
∫ ∫
[0,1]3
|u(x)|2dxdµ(u) <∞;
this can be rewritten as e(µ) = ∫ |u(x)|2dµ(u) < ∞. The number e(µ) is called the mean
energy density of µ. An easy corollary of Proposition 1.1 is that µ(L2) = µ({0}) (see [27]). This
is why we cannot work with the usual energy space L2. However, µ is carried by L2(r) for any
r > 32 :
∫ ‖u‖2
L2(r)
dµ(u) = ∫ dx
(1+|x |2)r e(µ) < ∞. For this reason, we will constantly work with
this family of weighted Hilbert spaces.
Let Q denote the correlation operator of µ (it is also its covariance if we assume that∫
u(x)dµ = 0): for f, g ∈ D(R3), 〈Q f, g〉 = ∫ 〈u, f 〉〈u, g〉dµ(u). This operator extends
naturally as a continuous mapping L2(−r)→ L2(r) for any r > 32 . Let
K (z) =
∫
u(x)⊗ u(x + z)dµ(u)
be the correlation function of µ. Then Q is the convolution operator with kernel K :
〈K ∗ f, g〉 =
∫∫
K (z) · ( f (x)⊗ g(x + z))dxdz
=
∫∫ [∫
(u(x)⊗ u(x + z)) · ( f (x)⊗ g(x + z))dx
]
dµ(u)dz
=
∫ [∫∫
u(x) · f (x) u(y) · g(y)dxdy
]
dµ(u) = 〈Q f, g〉.
We notice that K (−z)=t K (z) and that Tr K (0) = e(µ). The function K is continuous and
bounded on R3. The previous calculation shows that K is positive definite (take f = g); hence
its Fourier transform K̂ is a matrix-valued bounded measure on R3, such that for any Borel set
ω, K̂ (ω) is a 3× 3 non-negative hermitian matrix (see [29]). We have Tr ∫ dK̂ = (2pi)3e(µ); we
recall that
〈Q f, g〉 = 1
(2pi)3
∫
f̂ (ξ)⊗ ĝ(ξ) · dK̂ (ξ).
We will also use the following definition of the covariance, suited to the space L2(r): we
set 〈Qr f, g〉L2(r) =
∫ 〈u, f 〉L2(r)〈u, g〉L2(r)dµ(u), for f, g ∈ L2(r). We just have Qr f =
Q((1+ |x |2)−r f ). The operator Qr is nuclear on L2(r), and its trace can be computed in terms
of e(µ).
Lemma 1.2. We have Tr Qr = e(µ)
∫ dx
(1+|x |2)r .
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Proof. Let (en) be an orthonormal basis in L2(r). We have
Tr Qr =
∑
n
〈Qren, en〉L2(r)
=
∑∫ ∣∣∣∣〈u, en(1+ |x |2)r
〉∣∣∣∣2 dµ(u)
=
∑
(2pi)−3
∫
dK̂ (ξ) · φn(ξ)⊗ φn(ξ)
where φn is the Fourier transform of (1+ |x |2)−ren . We have
φn(ξ) =
〈
ene−iξ x
(1+ |x |2)r/2 ,
1
(1+ |x |2)r/2
〉
;
now for all ξ , the sequence ene
−iξ x
(1+|x |2)r/2 is an orthonormal basis in L
2(r). Let (ε1, ε2, ε3) denote
the canonical basis of R3; we have
φn(ξ)⊗ φ¯n(ξ) =
(〈
ene−iξ x
(1+ |x |2)r/2 ,
εk
(1+ |x |2)r/2
〉 〈
ene−iξ x
(1+ |x |2)r/2 ,
εm
(1+ |x |2)r/2
〉)
1≤k,m≤3
.
Therefore,∑
n
φn(ξ)⊗ φ¯n(ξ) =
(〈
εk
(1+ |x |2)r/2 ,
εm
(1+ |x |2)r/2
〉)
k,m
=
∫
dx
(1+ |x |2)r Id3
and, hence,
Tr Qr = (2pi)−3
∫
dx
(1+ |x |2)r
∫
Tr dK̂ =
∫
dx
(1+ |x |2)r Tr K (0). 
We now define and study homogeneous Wiener processes (that we shall also call
homogeneous brownian motions). Let (Ω ,F,Π , (Ft )t≥0) be a filtered probability space, and
r > 32 . We recall that a brownian motion W on (Ω ,F,Π , (Ft )) with nuclear covariance Qr is a
continuous adapted stochastic process (Wt )t≥0 with values in the Hilbert space L2(r), such that
W0 = 0 a.s. and for all 0 ≤ s ≤ t , Wt −Ws is gaussian with zero mean and covariance (t − s)Qr
and is independent of Fs . Hence it has independent and stationary increments. We say that W is
spatially homogeneous if for all h ∈ R3, the translated process τhW has the same law as W . The
law of a brownian motionW is completely defined by the law of the random variableW1, that we
shall denote by ν. It is a gaussian probability measure on L2(r) with zero mean and covariance
Qr . Hence W is homogeneous if and only if ν is, and all that we said above about homogeneous
measures can be applied. In the sequel, Q, Qr and K will denote the covariance operators and
covariance function of the brownian motion W . We also assume that W has finite mean energy
density: e(W ) = e(ν) = E[|W1(x)|2] <∞. We notice that the characteristic functional of W is
given, for φ ∈ D(]0,∞[×R3), by the formula
Ŵ (φ) = E[ei
∫∞
0 〈Wt ,φ(t)〉dt ] = e− 12
∫∫
(t∧s)〈Qφ(t),φ(s)〉dsdt . (5)
A homogeneous brownian motion W in L2(r) (with e(W ) <∞) is in fact a brownian motion
in
⋂
r ′>3/2 L
2(r ′) (and hence the previous definition is independent of the choice of r > 32 ). For
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ν is a homogeneous measure with e(ν) <∞; then it is carried by⋂r ′>3/2 L2(r ′), and it is easily
seen that it is also gaussian on each L2(r ′).
We will consider divergence-free brownian motions: for all t ≥ 0, ∇ · Wt = 0 almost surely.
In other words, W takes values in the subspace L2(r)σ of L2(r). Then for all φ,ψ ∈ D(R3), we
have E[〈Wt , ψ〉〈Wt ,∇φ〉] = 0, that is to say
∫
ψ̂⊗ξ ¯̂φ ·dK̂ (ξ) = 0. Hence we have dK̂ (ξ)ξ = 0.
Conversely, if dK̂ (ξ)ξ = 0, then for all φ ∈ D(R3) we have E[|〈Wt ,∇φ〉|2] = 0, so ∇ ·Wt = 0
a.s. By symmetry, this is equivalent to tξ dK̂ (ξ) = 0.
We will also consider homogeneous periodic brownian motions, that is to say brownian
motions with values in L2per([−l, l]3), spatially homogeneous. In this case, we define the
covariance Ql using the L2per scalar product: 〈Ql f, g〉per = E[〈W1, f 〉per〈W1, g〉per]; this is a
trace-class operator in L2per([−l, l]3), and we have a result analogous to Lemma 1.2: Tr Ql =
(2l)3e(W ).
1.1.2. Periodic approximations
Vishik and Komech [28, appendix II] have shown that a homogeneous measure can be
approximated by periodic homogeneous measures.
Proposition 1.3. Let µ0 be a spatially homogeneous probability measure on L2loc(R
3)σ , such
that e(µ0) < ∞. There exists a sequence of spatially homogeneous probability measures µl0,
concentrated on L2per([−l, l]3)σ , with finite mean energy density: e(µl0) ≤ e(µ0), which converge
to µ0 in the following weak sense: for all n ∈ N∗, all bounded continuous functions f on Rn and
all ϕ1, . . . , ϕn ∈ D(R3), we have∫
f (〈u, ϕ1〉, . . . , 〈u, ϕn〉)dµl0(u) −−−−→l→+∞
∫
f (〈u, ϕ1〉, . . . , 〈u, ϕn〉)dµ0(u).
We will also need periodic approximations of the brownian motion. This problem in fact
reduces to that of approximating the gaussian measure ν. However the previous result is not
suitable here, because it does not provide gaussian measures. Fortunately, the gaussian case is
easier to handle, and we give a direct proof of the following proposition.
Proposition 1.4. Let W be a spatially homogeneous brownian motion in L2(r)σ . There exists
a sequence of spatially homogeneous brownian motions W l with values in L2per([−l, l]3)σ , such
that e(W l) ≤ e(W ), which converges towards W in the following sense: for all φ ∈ D(R∗+×R3),
Ŵ l(φ)→ Ŵ (φ).
Proof. We work with the Fourier transform K̂ of the correlation function K . Given that the
Fourier transform of an element of L2per([−l, l]3) is a sum of Dirac masses on the lattice pil Z3,
we consider the following approximation of K̂ :∑
k∈ pil Z3
(∫
ck,l
dK̂
)
δk
where ck,l is a partition of R3 into cubes of center k and size pil , such that c−k,l = −ck,l . For
instance, write
R3 =
(
. . .
∐ [
−5pi
2l
,−3pi
2l
[∐ [
−3pi
2l
,− pi
2l
[∐ [
− pi
2l
,
pi
2l
] ∐ ] pi
2l
,
3pi
2l
]∐
. . .
)3
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and develop this product to obtain R3 = ∐k ck,l . This measure does not satisfy the divergence-
free requirement, so we set
K̂ l =
∑
k∈ pil Z3
P̂(k)
(∫
ck,l
dK̂
)
P̂(k)∗ δk
(̂P(k) denotes the Fourier multiplier associated with the Leray projection P). Then K̂ l is a
measure on R3, with values in the set of non-negative hermitian matrices. It satisfies dK̂ l(−ξ) =
d ¯̂K l(ξ), dK̂ l(ξ)ξ = 0, and has finite total mass:
Tr
∫
R3
dK̂ l =
∑
k
Tr P̂(k)
(∫
ck,l
dK̂
)
P̂(k)∗ ≤
∑
k
Tr
∫
ck,l
dK̂ = Tr
∫
R3
dK̂ .
Then it is easily seen that the operator Ql : f 7→ K l ∗ f is a non-negative autoadjoint trace-class
operator on L2per([−l, l]3). Hence there exists a real gaussian probability measure νl carried by
L2per([−l, l]3) with zero mean and covariance Ql . This measure is spatially homogeneous and
satisfies e(νl) ≤ e(ν). Then we take for W l any brownian motion with covariance Ql . It remains
to show the convergence of the characteristic functionals. We first prove that for all φ ∈ D(R3),
we have ν̂l(φ)→ ν̂(φ), that is to say∫∫
K l(x − y)φ(x) · φ¯(y)dxdy →
∫∫
K (x − y)φ(x) · φ¯(y)dxdy,
or equivalently,∫
dK̂ l(ξ)ψ(ξ) · ψ¯(ξ)→
∫
dK̂ (ξ)ψ(ξ) · ψ¯(ξ)
for all ψ ∈ D(R3). Notice that dK̂ (ξ) = P̂(ξ)∗dK̂ (ξ )̂P(ξ), and∫
dK̂ l(ξ)ψ · ψ¯ =
∑
k
∫
ck,l
dK̂ (ξ )̂P(k)ψ(k) · P̂(k)∗ψ¯(k).
Thus we want to show that∑
k∈ pil Z3
∫
ck,l
dK̂ (ξ) · (̂P(k)ψ(k)⊗ P̂(k)∗ψ¯(k)− P̂(ξ)ψ(ξ)⊗ P̂(ξ)∗ψ¯(ξ))→ 0. (6)
We cut each integral into two pieces and bound them using the easy inequality | ∫ dK̂ f · g| ≤∫ | f ||g|Tr dK̂ :∣∣∣∣∣
∫
ck,l
dK̂ (ξ) · (̂P(k)ψ(k)− P̂(ξ)ψ(ξ))⊗ P̂(k)∗ψ¯(k)∣∣∣∣∣
≤
∫
ck,l
Tr dK̂ (ξ)|̂P(k)ψ(k)− P̂(ξ)ψ(ξ)| |̂P(k)∗ψ¯(k)|
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and ∣∣∣∣∣
∫
ck,l
dK̂ (ξ) · P̂(ξ)ψ(ξ)⊗ (̂P(k)∗ψ¯(k)− P̂(ξ)∗ψ¯(ξ))∣∣∣∣∣
≤
∫
ck,l
Tr dK̂ (ξ)|̂P(ξ)ψ(ξ)| |̂P(k)∗ψ¯(k)− P̂(ξ)∗ψ¯(ξ)|.
Choose ε > 0. For any δ > 0, the function ξ 7→ P̂(ξ)ψ(ξ) is uniformly continuous on
the domain |ξ | > δ/2; hence if l is great enough, we have, for all |k| ≥ δ and ξ ∈ ck,l ,
|̂P(k)ψ(k) − P̂(ξ)ψ(ξ)| ≤ ε. Let S1 be the expression appearing in Eq. (6) when we restrict
the sum over k to |k| ≥ δ. We then have |S1| ≤ 2ε‖ψ‖∞
∫
R3 Tr dK̂ if l is large. Let S2 be
the remaining part of the sum. For the cell c0,l , the expression under the integral vanishes when
ξ = 0; thus we can write |S2| ≤ 2‖ψ‖2∞
∫
0<|ξ |<2δ Tr dK̂ (ξ). This can be made less than ε
provided δ is chosen small enough, and we obtain the required convergence (Eq. (6)). Now we
can conclude that for φ ∈ D(R∗+ × R3), we have Ŵ l(φ) → Ŵ (φ), using Eq. (5) and the
dominated convergence theorem. 
1.2. Functional spaces
In this part, r is an arbitrary real number. Our aim is to define a family of weighted Sobolev
spaces H s(r) (s ∈ R), analogous to the familiar spaces H s(R3), and to give their main properties.
We recall that we have defined
L2(r) =
{
f ∈ L2loc(R3) |
∫ | f (x)|2
(1+ |x |2)r dx <∞
}
.
We first define for k ∈ N, H k(r) = { f ∈ L2(r) | ∀|α| ≤ k, ∂α f ∈ L2(r)}. Recalling that
L2(r)′ = L2(−r), we set for k ∈ Z∗−, H k(r) = H−k(−r)′. Then given s ∈ R \ Z, we define
H s(r) by complex interpolation: H s(r) = [L2(r), H k(r)]θ for k ∈ Z and θ ∈]0, 1[ such that
s = kθ .
An immediate interpolation argument shows that H s(r) = { f ∈ H sloc | (1 + |x |2)−r/2 f ∈
H s(R3)} (with equivalent norms). As a consequence, we see that our definition of H s(r) does
not depend on the choice of k and θ . Then it is easily seen that for all f ∈ H s(r), one has
∇ f ∈ H s−1(r).
For all f ∈ L2(r), the equation −∆u + u = f possesses one and only one solution
u ∈ H2(r), and there exists C (independent of f ) such that ‖u‖H2(r) ≤ C‖ f ‖L2(r). To see
this, we notice that the Fourier transform is an isomorphism from L2(r) onto H−r (R3ξ ), and
from H2(r) onto { f ∈ H−r | ξ f (ξ), ξ ⊗ ξ f (ξ) ∈ H−r }; hence our equation is equivalent to
(1+ |ξ |2)̂u = f̂ , and the result is a consequence of the fact that the functions 1
1+|ξ |2 ,
ξ
1+|ξ |2 and
ξ⊗ξ
1+|ξ |2 are multipliers of H
−r . So we can write H2(r) = (I −∆)−1L2(r), and by duality we also
have H−2(r) = (I −∆)L2(r). Similarly, we have H2k(r) = (I −∆)−kL2(r).
Lemma 1.5. For all r, s, σ ∈ R and η ∈ ]0, 1[, we have
[(I −∆)−s/2L2(r), (I −∆)−σ/2L2(r)]η = (I −∆)−(ησ+(1−η)s)/2L2(r).
We sketch briefly the proof of this lemma. Switching to Fourier variables, we have to show that
[Es, Eσ ]η = Eησ+(1−η)s , where E = H−r (R3ξ ) is the image of L2(r) and Eγ = (1+|ξ |2)−γ /2E
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the image of (I −∆)−γ /2L2(r) under the Fourier transform. We may assume that s < σ , so that
Eσ ⊂ Es . Now the inclusion [Es, Eσ ]η ⊃ Eησ+(1−η)s is easy to prove. For the reverse inclusion,
let f be an element of the interpolated space, and F(z) a bounded and holomorphic function on
the strip {0 ≤ Re z ≤ 1} such that
N (F) = max(sup
y
‖F(iy)‖Es , sup
y
‖F(1+ iy)‖Eσ ) ≤ 2‖ f ‖[Es ,Eσ ]η .
Let G(z) = e(z−η)2(1 + |ξ |2)(σ−s)z/2F(z). Let ψ ∈ D(R3) be such that ψ(ξ) = 1 if |ξ | ≤ 1,
and let Gn(z) = ψ(ξ/n)G(z). The function e(z−η)2(1+|ξ |2)(σ−s)z/2ψ(ξ/n) is holomorphic and
bounded with respect to z, with values in C pb (R
3
ξ ) (where p is any integer greater than |r |); hence
Gn is holomorphic and bounded with values in Es . Applying Hadamard’s three-lines theorem,
one obtains
‖Gn(η)‖Es ≤ max(sup
y
‖Gn(iy)‖Es , sup
y
‖Gn(1+ iy)‖Es ) ≤ CN (F),
and the result follows by letting n tend to +∞. 
Lemma 1.6. We have, for all s ∈ R, H s(r) = (I −∆)−s/2L2(r) (with equivalent norms).
This is true when s is an even integer as shown previously, and hence also when s is a real
number, by interpolation. As a corollary, we have H s(r) = (I −∆)−(s−σ)/2Hσ (r) for all s, σ .
Proposition 1.7. Let σ > s and r1 < r0. The injection Hσ (r1) ⊂ H s(r0) is compact.
Proof. We may assume that σ > s ≥ 0; the general case follows. Let ψ ∈ D(R3) be such that
ψ(x) = 1 if |x | < 1, ψ(x) = 0 if |x | ≥ 2. and ψR(x) = ψ(x/R). Then we have
‖ f (1− ψR)‖H s (r0) ≤ CR‖ f ‖H s (r1) with CR −−−→R→∞ 0.
Indeed, if s ∈ N, we can write∑
|α|≤s
∫ |∂α[ f (x)(1− ψR(x))]|2
(1+ |x |2)r0 dx ≤ C
∑
|α|≤s
∫
|x |>R
|∂α f (x)|2
(1+ |x |2)r0 dx
≤ C(1+ R2)r1−r0
∑
|α|≤s
∫ |∂α f (x)|2
(1+ |x |2)r1 dx,
and by interpolation this remains true for any s ≥ 0. Now let fn be a sequence in the unit ball of
Hσ (r1). We may assume that fn converges weakly to a limit f in Hσ (r1). Let ε > 0 and R be
such that CR < ε. The sequence fnψR is bounded in Hσ0 (B2R), which is compactly embedded
in H s0 (B2R); hence ‖( fn − f )ψR‖H s0 (B2R) → 0. This implies that ‖( fn − f )ψR‖H s (r0) → 0. For
n large enough, we obtain
‖ fn − f ‖H s (r0) ≤ ‖( fn − f )ψR‖H s (r0) + CR‖ fn − f ‖H s (r1) ≤ ε + 2ε.
Thus fn converges strongly towards f in H s(r0). 
1.3. Stochastic heat equation
Let (Ω ,F,Π , (Ft )t≥0) be a probability space with a normal filtration, and r > 32 . Let W be
a brownian motion on this space, with values in L2(r). Our brownian motion will always enjoy
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the following properties, but we do not need them in this section: W is spatially homogeneous,
almost surely divergence-free and it has finite mean energy density e(W ). We denote by Qr the
covariance operator of W , as usual. We consider the heat equation in R3:{
∂t z −∆z = ∂tW
z(t = 0) = 0. (7)
This equation is well known. It has a unique solution given by any continuous version of the
stochastic convolution
z(t) =
∫ t
0
e(t−s)∆ dW (s).
This quantity is well defined thanks to the lemma:
Lemma 1.8. We have ‖et∆ f ‖L2(r) ≤ C(1 + t |r |/2)‖ f ‖L2(r). More generally, given any multi-
index α, ‖∂αet∆ f ‖L2(r) ≤ Cα 1+t
|r |/2
t |α|/2 ‖ f ‖L2(r).
The lemma is easily proved using the expression for the heat kernel.
The various well known properties of the process z in the L2 case (see [13]) easily extend to
the context of the spaces L2(r), so we just state the following results without proof.
Proposition 1.9. Let s ∈ [0, 1[. The process z is continuous with values in H s(r), and we have
for all p ≥ 1 and T > 0,
E[sup
t≤T
‖z(t)‖pH s (r)] < C(T, p, s, r,Tr Qr ).
Proposition 1.10. We have, for all p ≥ 1 and T > 0,
sup
t≤T
E[‖z(t)‖p
H1(r)
] < C(T, p, r,Tr Qr ).
Proposition 1.11. For all γ < 12 , we have z ∈ Cγ ([0, T ], L2(r)) a.s. and for all p ≥ 1,
E[‖z‖p
Cγ ([0,T ],L2(r))] < C(T, γ, p, r,Tr Qr ).
We end this section with the remark that we have analogous results in the periodic case: if W
is a brownian motion in L2per([−l, l]3), we have the same estimates in H sper, with Qr replaced by
Ql .
2. Regularized periodic system
We consider the following regularized periodic Navier–Stokes system, for l ∈ N∗:
∂tu −∆u + P∇ · [(u ∗ ωl)⊗ u] = ∂tW l
∇ · u = 0 (t > 0, x ∈ R3)
u(t = 0) = u0 ∈ L2per([−l, l]3).
(8)
Here ωl is a mollifier: we take a non-negative ω1 ∈ D(R3)with support in the ball B1 and integral
equal to 1, and set ωl(x) = l3ω1(lx). Given a normal probability space (Ω ,F,Π , (Ft )t≥0), a
L2per([−l, l]3)σ -valued Brownian motion W l on this space and a F0-measurable random variable
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u0 : Ω → L2per([−l, l]3)σ , we will build a solution u of the system (8). Notice that in this
setting, u0 and W l are independent. By a solution, we mean a L2per([−l, l]3)σ -valued process on
[0, T ] × Ω , continuous and adapted, such that ∇ ⊗ u ∈ L2([0, T ], L2per) almost surely, which
satisfy for all φ ∈ H2per([−l, l]3) the following equality almost surely: ∀t ≤ T ,
〈u(t), φ〉per = 〈u0, φ〉per +
∫ t
0
(〈u(s),∆φ〉per + 〈(u(s) ∗ ωl)⊗ u(s),∇ ⊗ Pφ〉per) ds
+〈W l(t), φ〉per.
This is equivalent to the requirement that the following relation hold in H−1per :
u(t) = u0 +
∫ t
0
(∆u(s)− P∇ · ((u ∗ ωl)⊗ u)(s)) ds +W l(t).
To study this approximate equation, we will either work directly with the system (8) or use
the equivalent equations on z and v, where u = v + z, z solves the stochastic heat equation{
∂tv −∆v = ∂tW l
z(t = 0) = 0, (9)
and v solves the modified Navier–Stokes equations:
∂tv −∆v + P∇ · [((v + z) ∗ ωl)⊗ (v + z)] = 0
∇ · v = 0 (t > 0, x ∈ R3)
v(t = 0) = u0 ∈ L2per([−l, l]3).
(10)
2.1. Existence and uniqueness of the approximate solution
We first show the existence of a solution for the system (10). We fix a function z in
L∞([0, T ], L2per([−l, l]3)) ∩ L2([0, T ], H1) and an initial velocity field u0 ∈ L2per([−l, l]3) (u0
and z are divergence-free). We can easily build a local-in-time mild solution v, i.e. a solution of
the integral equation (deduced from (10) using the Duhamel formula):
v(t) = et∆u0 −
∫ t
0
e(t−s)∆P∇ · [((v + z) ∗ ωl)⊗ (v + z)]ds
in the space E = L∞([0, t0], L2per), with small enough t0. We apply the well known fixed-point
lemma:
Lemma 2.1. In a Banach space E, let Φ be a mapping defined by Φ(x) = x0+Λ(x)+ B(x, x),
where x0 ∈ E, Λ is linear with ‖Λx‖ ≤ λ‖x‖, and B is bilinear, with ‖B(x, y)‖ ≤ η‖x‖‖y‖.
Assuming that λ < 1 and ‖x0‖ < (1−λ)24η , the mapping Φ possesses a unique fixed point in the
ball {x ∈ E | ‖x‖ < 1−λ2η }.
Here, we have for the bilinear part (denoting by ‖et∆P∇ · ‖1 the L1 norm of the kernel of the
operator et∆P∇·, which is O(t−1/2); see [23])∫ t
0
‖e(t−s)∆P∇ · [(v ∗ ωl)⊗ v]‖2ds ≤ Cl
∫ t
0
‖e(t−s)∆P∇ · ‖1‖v‖22ds
≤ Cl
√
t‖v‖2L∞([0,t],L2),
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that is to say η = Cl√t0. For the linear part, we have similarly∫ t
0
‖e(t−s)∆P∇ · [(v ∗ ωl)⊗ z + (z ∗ ωl)⊗ v]‖2ds ≤ Cl
√
t‖z‖L∞L2‖v‖L∞([0,t],L2),
and hence λ = Cl√t0‖z‖L∞L2 . Moreover, x0 = et∆u0 −
∫ t
0 e
(t−s)∆P∇ · [(z ∗ ωl) ⊗ z]ds, and
hence we have ‖x0‖E ≤ ‖u0‖L2per + Cl
√
t0‖z‖2L∞L2per . Therefore, the lemma furnishes a solution
v on an interval of time [0, t0] for small enough t0.
This solution lies in H1: proceeding as usual, one can show by direct estimations that
z ∈ C0(]0, t0[, H1/2per ) and then that z ∈ C0(]0, t0[, H1per) (see [23] for instance).
Now, v can be extended on an arbitrarily large interval of time, for it satisfies an energy
estimate: multiply Eq. (10) by v, integrate with respect to x , use the fact that
∫
v · ∇ · ( f ⊗ v) =∫
f · ∇ |v|22 = 0 if ∇ · f = 0, to get
d
dt
∫
[−l,l]3
|v|2
2
+
∫
Tl
|∇ ⊗ v|2 = −
∫
[−l,l]3
v · ∇ · [((v + z) ∗ ωl)⊗ (v + z)]
= −
∫
[−l,l]3
(v ⊗ ((v + z) ∗ ωl)) · ∇ ⊗ z
≤ Cl‖v‖2‖v + z‖2‖∇ ⊗ z‖2
≤ Cl(‖v‖22(‖∇ ⊗ z‖2 + 1)+ ‖z‖22‖∇ ⊗ z‖22).
Let α(t) = Cl(1+ ‖z(t)‖2) and β(t) = Cl‖z(t)‖22‖∇ ⊗ z(t)‖22; the Gronwall lemma yields
‖v(t)‖22 ≤ ‖u0‖22e
∫ t
0 α +
∫ t
0
β(s)e
∫ t
s αds.
Therefore, an explosion in L2 cannot happen in finite time; this implies that our mild solution v
is global: we have t0 = T .
We now show that v is unique and depends continuously on the data u0 and z. Let u′0 and z′
be another set of data, and v′ any solution corresponding to u′0 and v′. We set w = v − v′ and
ζ = z − z′. We have
∂tw −∆w = −P∇ · [((w + ζ ) ∗ ωl)⊗ (v + z)+ ((v′ + z′) ∗ ωl)⊗ (w + ζ )].
We estimate the L2 norm of w as follows, proceeding as in the previous estimation:
d
dt
‖w‖22
2
+ ‖∇ ⊗ w‖22 ≤ Cl‖w‖2
(‖w + ζ‖2‖∇ ⊗ (v + z)‖2 + ‖v′ + z′‖2‖∇ ⊗ ζ‖2)
≤ Cl‖w‖22‖∇ ⊗ (v + z)‖2
+Cl‖w‖2
(‖ζ‖2‖∇ ⊗ (v + z)‖2 + ‖v′ + z′‖2‖∇ ⊗ ζ‖2)
≤ Cl‖w‖22
(
1+ ‖∇ ⊗ (v + z)‖2 + ‖∇ ⊗ (v + z)‖22 + ‖v′ + z′‖22
)
+Cl(‖ζ‖22 + ‖∇ ⊗ ζ‖22).
This yields
‖w(t)‖22 ≤ ‖u0 − u′0‖22e
∫ t
0 α +
∫ t
0
β(s)e
∫ t
s αds
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where α = Cl(1 + ‖∇ ⊗ (v + z)‖2 + ‖∇ ⊗ (v + z)‖22 + ‖v′ + z′‖22) and β = Cl(‖z − z′‖22 +
‖∇ ⊗ (z − z′)‖22). Hence we obtain uniqueness: if we take u0 = u′0 and z = z′, we get v = v′.
We also obtain continuous dependence upon u0 and z, for if we let u′0 tend to u0 in L2 and z′ to
z in L2H1, we get v′ → v in L∞L2, and also in L2H1 (notice that v′ remains bounded thanks
to the energy estimate). We have thus shown the following:
Proposition 2.2. Given u0 ∈ L2per([−l, l]3)σ and z ∈ C0([0, T ], L2per)σ ∩L2([0, T ], H1per), there
exists a unique solution v of (10) in C0([0, T ], L2per) ∩ L2([0, T ], H1per), and the mapping S:
L2per([−l, l]3)σ ×
(
C0([0, T ], L2per)σ ∩ L2([0, T ], H1per)
)
→ C0([0, T ], L2per) ∩ L2([0, T ], H1per)
defined by S(u0, z) = v, is continuous.
Now we turn back to the stochastic point of view: u0 is a random variable, and z is the solution
of the stochastic heat equation (9). We set v = S(u0, z). The process v is clearly continuous in
L2per, and adapted (v|[0,t] depends only on u0 and z|[0,t]). Finally, we set u = v + z: it is the
only solution of the approximate system (8). Let Pl denote the law of the triplet (v, z,W l). It is
a probability measure on the space
L2([0, T ], L2per([−l, l]3)σ )× C0([0, T ], L2per([−l, l]3)σ )× C0([0, T ], L2per([−l, l]3)σ ).
It is easily seen that the measure Pl is spatially homogeneous: it suffices to check that the law
of (u0,W l) is spatially homogeneous, for v and z are functions of u0 and W l (and our Eqs. (9)
and (10) are invariant under space translation); u0 andW l are independent, and are both spatially
homogeneous; hence we are done.
2.2. Uniform estimates
We will establish several estimates independent of l for u and v, which will be helpful in the
next section for passing to the limit l →∞.
2.2.1. Energy estimate
The process u satisfies du(t) = (∆u − P∇ · ((u ∗ ωl) ⊗ u))dt + dW l(t). Thanks to the
regularization, we can calculate easily with this equation, and obtain the usual energy estimate:
Proposition 2.3. We have for all t ≤ T ,
E[‖u(t)‖2L2per + 2‖∇ ⊗ u‖
2
L2([0,t],L2per)] ≤ E[‖u0‖
2
L2per
] + t Tr Ql .
(Ql denotes the covariance of W l in L2per([−l, l]3).)
The proof is classical; we shall omit it.
By space homogeneity (Proposition 1.1), this estimate can be rewritten as
E
[
|u(t, x)|2 + 2
∫ t
0
|∇ ⊗ u(s, x)|2ds
]
=
∫
|u0(x)|2dµl0 + t e(W l),
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which is equivalent to (using the test function w(x) = (1+ |x |2)−r , r > 32 )
E[‖u(t)‖2L2(r) + 2‖∇ ⊗ u‖2L2L2(r)] = Cre(µl0)+ Cr t e(W l)
with Cr =
∫
(1+ |x |2)−rdx . As a consequence, we have
E[‖v(t)‖2L2(r) + 2‖∇ ⊗ v‖2L2L2(r)] ≤ C(T, r, e(µl0), e(W l)). (11)
Hence we can control the L2H1(r) norm of v.
2.2.2. Estimation of ‖v‖L∞L2(3+α)
Our main estimate is the following:
Proposition 2.4. For all l and α > 0, we have
E[‖v‖L∞([0,T ],L2(3+α))] ≤ C(T, α, e(µl0), e(W l)). (12)
The constant C is independent of l.
Proof. We follow the ideas of [1] where we established a similar estimate for non-stochastic
Navier–Stokes equations. We rewrite Eq. (10) with the Leray projection replaced by a pressure
gradient ∇ p:
∂tv −∆v +∇ · [((v + z) ∗ ωl)⊗ (v + z)] + ∇ p = 0.
We split ∇ p into two terms that will be dealt with separately in the sequel. Let ϕ ∈ D(R3)
be a non-negative function, supported in the ball B2, such that ϕ(x) = 1 on B1. Let ψk(x) =
ϕ(2−k−1x)−ϕ(2−kx) (so that 1 = ϕ(x)+∑k≥0 ψk(x)) and χk(x) = ϕ(2−k−3x)−ϕ(2−k+2x).
Notice that ψk and χk are supported in an annulus of radii of order 2k . We have formally
∇ p = ∇RiR j ((vi + zi )∗ωl (v j + z j )) (we use the summation convention for repeated indices),
whereRi denotes the i th Riesz transform,Ri f = ∂xi√−∆ f . We define
pl1 = ϕ(x/8)RiR j (ϕ(ui ∗ ωl)u j )+
+∞∑
k=0
χk(x)RiR j (ψk(ui ∗ ωl)u j ) (13)
and
∇ pl2 = ∇[(1− ϕ(x/8))RiR j (ϕ(ui ∗ ωl)u j )]
+
+∞∑
k=0
∇[(1− χk)RiR j (ψk(ui ∗ ωl)u j )], (14)
(recall that u = v+z; the exponent l refers to the presence of the convolution with ωl ). As shown
in [1], we have for all r > 32 ,∫ |pl1|3/2
(1+ |x |2)r dx ≤ C
∫ |v + z|3
(1+ |x |2)r dx (15)
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and
‖∇ pl2‖∞ ≤ C‖v + z‖2L2(2); (16)
the constants C do not depend on l. We also have ∇ p = ∇ pl1 +∇ pl2 of course.
We multiply the equation on v by φv, with φ(x) = (1 + |x |2)−3−α , integrate with respect to
x and integrate by parts to get
1
2
d
dt
∫
φ|v|2 +
∫
φ|∇ ⊗ v|2 − 1
2
∫
(∆φ)|v|2 +
∫
φv · ∇ · [((v + z) ∗ ωl)⊗ (v + z)]
+
∫
φv · ∇ p = 0.
We deal with the last term thanks to the estimates on pl1 and p
l
2:∣∣∣∣∫ φv · ∇ p∣∣∣∣ = ∣∣∣∣∫ φv · ∇ pl2 − ∫ pl1v · ∇φ∣∣∣∣
≤ ‖∇ pl2‖∞
∫ |v|
(1+ |x |2)3+α dx + C
∫ |pl1||v|
(1+ |x |2) 72+α
dx
≤ C‖v + z‖2L2(2)
(∫
dx
(1+ |x |2)3+α
∫ |v|2
(1+ |x |2)3+α dx
) 1
2
+C
(∫ |pl1|3/2
(1+ |x |2) 72+α
dx
) 2
3
(∫ |v|3
(1+ |x |2) 72+α
dx
) 1
3
≤ C‖v + z‖2L2(2)‖v‖L2(3+α) + C
∫ |v|3 + |z|3
(1+ |x |2) 72+α
dx .
The integral containing |v|3 can be bounded as follows:
∫ |v|3
(1+ |x |2) 72+α
dx ≤
(∫ |v|2
(1+ |x |2)3+α
)1/2 (∫ |v|4
(1+ |x |2)4+α
)1/2
≤ C‖v‖L2(3+α)
∥∥∥∥ v(1+ |x |2)1+α/4
∥∥∥∥2
4
≤ C‖v‖L2(3+α)
∥∥∥∥ v(1+ |x |2)1+α/4
∥∥∥∥2
H1
≤ C‖v‖L2(3+α)‖v‖2H1(2+ α2 ).
The integral containing |z|3 is easy to bound, thanks to the Sobolev injection H 12 ⊂ L3:
∫ |z|3
(1+ |x |2) 72+α
dx ≤ C
∥∥∥∥∥ z(1+ |x |2) 76+ α3
∥∥∥∥∥
3
H
1
2
≤ C‖z‖3
H
1
2 ( 7+2α3 )
≤ C‖z‖3
H
1
2 (2)
.
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Hence we obtain the following bound for the term with the pressure:∣∣∣∣∫ φv · ∇ p∣∣∣∣ ≤ C(‖v + z‖2L2(2) + ‖v‖2H1(2+ α2 ))‖v‖L2(3+α) + C‖z‖3H 12 (2).
We now deal with the trilinear term, that we split into three pieces:∫
φv · ∇ · [((v + z) ∗ ωl)⊗ (v + z)] =
∫
φv · ∇ · [((v + z) ∗ ωl)⊗ v]
+
∫
φv · ∇ · ((v ∗ ωl)⊗ z)
+
∫
φv · ∇ · ((z ∗ ωl)⊗ z).
The first piece is controlled as in [1]: since v · ∇ · ( f ⊗ v) = f · ∇ |v|22 when ∇ · f = 0, we can
cast the derivative on the weight function:∫
φv · ∇ · [((v + z) ∗ ωl)⊗ v] = −12
∫
|v|2(v + z) ∗ ωl · ∇φ
and write, thanks to the Ho¨lder and Sobolev inequalities,∣∣∣∣∫ |v|2(v + z) ∗ ωl · ∇φ∣∣∣∣ ≤ ∫ |v|2|(v + z) ∗ ωl |(1+ |x |2)7/2+α dx
≤
(∫ |v|2
(1+ |x |2)3+α
)1/2 (∫ |v|2|(v + z) ∗ ωl |2
(1+ |x |2)4+α
)1/2
≤ C‖v‖L2(3+α)
∥∥∥∥ v(1+ |x |2)1+α/4
∥∥∥∥
4
∥∥∥∥ (v + z) ∗ ωl(1+ |x |2)1+α/4
∥∥∥∥
4
≤ C‖v‖L2(3+α)
∥∥∥∥ v(1+ |x |2)1+α/4
∥∥∥∥
H1
∥∥∥∥ (v + z) ∗ ωl(1+ |x |2)1+α/4
∥∥∥∥
H1
≤ C‖v‖L2(3+α)
(
‖v‖2H1(2+ α2 ) + ‖z‖
2
H1(2+ α2 )
)
.
The most difficult term is∫
φv · ∇ · ((v ∗ ωl)⊗ z) = −
∫
(∇φ ⊗ v) · ((v ∗ ωl)⊗ z)−
∫
φ∇ ⊗ v · ((v ∗ ωl)⊗ z).
We write for the first integral of the r.h.s.∣∣∣∣∫ (∇φ ⊗ v) · ((v ∗ ωl)⊗ z)∣∣∣∣ ≤ ∫ |v||v ∗ ωl ||z|(1+ |x |2)3+α dx .
The difficulty is contained in the second integral, where we cannot cast the derivative on the
weight function; however, we can exploit the higher regularity of z. Using the inequalities
‖ f ‖4 ≤ C‖ f ‖1/42 ‖∇ f ‖3/42 and ‖ f ‖4 ≤ ‖ f ‖H3/4 , we can control both integrals:
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∫
(|v| + |∇ ⊗ v|)|v ∗ ωl ||z|
(1+ |x |2)3+α ≤ C
(∫ |v|2 + |∇ ⊗ v|2
(1+ |x |2) 3+α2
) 1
2
(∫ |v ∗ ωl |2|z|2
(1+ |x |2) 9+3α2
) 1
2
≤ C‖v‖H1( 3+α2 )
∥∥∥∥∥ v ∗ ωl(1+ |x |2) 3+α2
∥∥∥∥∥
4
∥∥∥∥∥ z(1+ |x |2) 3+α4
∥∥∥∥∥
4
≤ C‖v‖H1( 3+α2 )
∥∥∥∥∥ v ∗ ωl(1+ |x |2) 3+α2
∥∥∥∥∥
1
4
2
∥∥∥∥∥∇ ⊗ v ∗ ωl(1+ |x |2) 3+α2
∥∥∥∥∥
3
4
2
×
∥∥∥∥∥ z(1+ |x |2) 3+α4
∥∥∥∥∥
H
3
4
≤ C‖v‖
7
4
H1( 3+α2 )
‖v‖
1
4
L2(3+α)‖z‖H 34 ( 3+α2 )
≤ C‖v‖2
H1( 3+α2 )
+ C‖v‖2L2(3+α)‖z‖8H 34 ( 3+α2 )
.
The constant C is independent of l (the convolution with ωl satisfies ‖ f ∗ωl‖L2(r) ≤ Cr‖ f ‖L2(r)
with Cr independent of l). Here, we needed to have a weight (1 + |x |2)−3−α: unlike in [1], the
weight (1 + |x |2)−2−α would not have been sufficient (this term in fact does not exist in the
deterministic setting).
It remains to control the integral
∫
φv · ∇ · ((z ∗ ωl)⊗ z), which can be integrated by parts:∣∣∣∣∫ φv · ∇ · ((z ∗ ωl)⊗ z)∣∣∣∣ = ∣∣∣∣∫ (∇φ ⊗ v + φ∇ ⊗ v) · ((z ∗ ωl)⊗ z)∣∣∣∣
≤
∫
(|v| + |∇ ⊗ v|)|z ∗ ωl ||z|
(1+ |x |2)3 dx
≤ C
(∫ |v|2 + |∇ ⊗ v|2
(1+ |x |2)2
) 1
2
(∫ |z ∗ ωl |2|z|2
(1+ |x |2)4
) 1
2
≤ C‖v‖H1(2)
∥∥∥∥ z1+ |x |2
∥∥∥∥2
4
≤ C‖v‖2H1(2) + C‖z‖4H 34 (2).
Finally, we obtain (assuming α ≤ 1 for simplicity)∣∣∣∣∫ φv · ∇ · [((v + z) ∗ ωl)⊗ (v + z)]∣∣∣∣ ≤ C‖v‖L2(3+α) (‖v‖2H1(2) + ‖z‖2H1(2))
+C‖v‖2L2(3+α)‖z‖8H 34 ( 3+α2 )
+ C‖v‖2
H1( 3+α2 )
+C‖z‖4
H
3
4 (2)
.
Putting all these estimations together, we get
d
dt
‖v‖2L2(3+α) ≤ C‖v‖L2(3+α)
(
‖v‖2H1(2) + ‖z‖2H1(2)
)
+ C‖v‖2L2(3+α)‖z‖8H 34 ( 3+α2 )
+C‖v‖2
H1( 3+α2 )
+ C‖z‖4
H
3
4 (2)
+ C‖z‖3
H
1
2 (2)
.
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Let y(t) = max(1, ‖v‖L2(3+α)). We have
dy
dt
= 1‖v‖L2(3+α)>1
d
dt
‖v‖L2(3+α) =
1‖v‖L2(3+α)>1
2max(1, ‖v‖L2(3+α))
d
dt
‖v‖2L2(3+α),
and hence
dy
dt
≤ C‖v‖2H1(2) + C‖z‖2H1(2) + C‖v‖L2(3+α)‖z‖8H 34 ( 3+α2 )
+ C‖v‖2
H1( 3+α2 )
+C‖z‖4
H
3
4 (2)
+ C‖z‖3
H
1
2 (2)
≤ C‖v‖2
H1( 3+α2 )
+ C‖z‖2H1(2) + C‖z‖3H 12 (2) + C‖z‖
4
H
3
4 (2)
+ C‖z‖16
H
3
4 ( 3+α2 )
.
We integrate with respect to t , and obtain (the r.h.s. is non-decreasing)
sup
t≤T
y(t) ≤ y(0)+ C‖v‖2
L2H1( 3+α2 )
+C
∫ T
0
(
‖z‖2H1(2) + ‖z‖16H 34 ( 3+α2 )
+ ‖z‖4
H
3
4 (2)
+ ‖z‖3
H
1
2 (2)
)
ds.
We now take the expectation:
E[‖v‖L∞([0,T ],L2(3+α))] ≤ E[y(0)] + CE[‖v‖2L2H1( 3+α2 )]
+CE
∫ T
0
(
‖z‖2H1(2) + ‖z‖16H 34 ( 3+α2 )
+ ‖z‖4
H
3
4 (2)
+ ‖z‖3
H
1
2 (2)
)
ds.
We have y(0) = max(1, ‖u(0)‖L2(3+α)), and thus E[y(0)] ≤ 1 + Ce(µl0). The estimates on z
mentioned in the previous section and the bound (11) on v allow us to conclude. 
2.2.3. Estimate of ∂tv
We also need a rough estimate for the time derivative ∂tv.
Proposition 2.5. Let z ∈ L∞L2(r) ∩ L2H1(r) and let v ∈ L∞L2(3 + α) ∩ L2H1(r) be a
solution of (10), with r + 13α ≤ 53 . We have
‖∂tv‖L4/3H−1(4) ≤ C‖v‖L2H1(r) + C‖v + z‖3/2L2H1(r)‖v + z‖
1/2
L∞L2(3+α).
Let s > 5/2. We also have, for all 0 ≤ a < b ≤ T ,
‖∂tv‖L1(]a,b[,H−s (2r)) ≤ C(b − a + ‖v‖2L2(]a,b[,L2(r)) + ‖z‖2L2(]a,b[,L2(r))).
The constants C in these two inequalities are independent of l.
Proof. We bound the various terms of the equation ∂tv = ∆v−∇·[((v+z)∗ωl)⊗(v+z)]−∇ p.
The laplacian is easy: ‖∆v‖L4/3H−1(4) ≤ C‖v‖L2H1(r). For the bilinear term,
‖∇ · [((v + z) ∗ ωl)⊗ (v + z)]‖H−1(4) ≤ ‖(1+ |x |2)−2((v + z) ∗ ωl)⊗ (v + z)‖2
≤ C‖(1+ |x |2)−2|v + z|2‖2,
A. Basson / Stochastic Processes and their Applications 118 (2008) 417–451 437
and then, using the Cauchy–Schwarz inequality,∫ |v + z|4
(1+ |x |2)4 dx ≤
(∫ |v + z|6
(1+ |x |2)3r dx
) 1
2
(∫ |v + z|2
(1+ |x |2)8−3r dx
) 1
2
≤ C‖v + z‖3H1(r)‖v + z‖L2(8−3r).
But 8− 3r ≥ 3+ α; thus we get
‖∇ · [((v + z) ∗ ωl)⊗ (v + z)]‖H−1(4) ≤ C‖v + z‖
3
2
H1(r)
‖v + z‖
1
2
L2(3+α)
and then
‖∇ · [((v + z) ∗ ωl)⊗ (v + z)]‖L4/3H−1(4) ≤ C‖v + z‖
3
2
L2H1(r)
‖v + z‖
1
2
L∞L2(3+α).
We split the pressure into ∇ p = ∇ pl1 +∇ pl2. The term ∇ pl1 is controlled similarly:∫ |pl1|2
(1+ |x |2)4 dx ≤ C
∫
|ϕ
( x
8
)
RiR j (ϕ((v + z)i ∗ ωl)(v + z) j )|2dx
+
∑
k
C
28n
∫
|χkRiR j (ψk((v + z)i ∗ ωl)(v + z) j )|2dx
≤ C
∫
|ϕ((v + z)i ∗ ωl)(v + z) j |2dx
+
∑
k
C
28n
∫
|ψk((v + z)i ∗ ωl)(v + z) j |2dx
≤ C‖(1+ |x |2)−2((v + z) ∗ ωl)⊗ (v + z)‖22.
Then we finish as previously. For ∇ pl2, we just notice that L∞ ⊂ L2(4) ⊂ H−1(4), and thus we
have
‖∇ pl2‖H−1(4) ≤ C‖∇ pl2‖∞ ≤ C‖v + z‖2L2(2) ≤ C‖v + z‖3/2L2(r)‖v + z‖
1/2
L2(8−3r);
recalling that 8− 3r ≥ 3+ α, we obtain
‖∇ pl2‖L4/3H−1(4) ≤ C‖v + z‖3/2L2L2(r)‖v + z‖
1/2
L∞L2(3+α).
This proves the required estimate for ‖∂tv‖L4/3H−1(4). The proof of the second estimate is similar,
using only the norm ‖v + z‖L2L2(r) to bound the various terms, so we skip it. 
Taking the expectation, we obtain:
Proposition 2.6. There exists C <∞ such that for all l, a and b we have
E
[
‖∂tv‖
1
2
L
4
3 (]0,T [,H−1(4))
]
≤ C, (17)
E[‖∂tv‖L1(]a,b[,H−s (2r))] ≤ C(b − a). (18)
3. Passing to the limit
In this section, we show that the sequence of laws Pl is weakly compact on an appropriate
space, and we show that any weak limit P of the Pl ’s is the law of a process (v, z,W ) such that
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u = v+z andW provide a spatially homogeneous weak solution of the stochastic Navier–Stokes
equations (we will give below a precise definition of homogeneous weak solutions).
3.1. Weak compactness
We fix two numbers r0 and r1 such that 32 < r1 < r0 < 2 (so that the injection
H1(r1) ⊂ L2(r0) is compact). We will use the following spaces:
Ev = L2([0, T ], L2(r0)σ ) ∩ C0([0, T ], H−1(4)σ ),
E z = C0([0, T ], L2(r0)σ )
Ew = C0([0, T ], H−1(r0)σ ),
in which we will obtain compactness properties for v, z and W respectively. Let us also denote
as W 1,
4
3 H−1(4) the space { f ∈ L 43 H−1(4) | ∂t f ∈ L 43 H−1(4)}.
Lemma 3.1. The following three injections are compact (0 < γ < 1):
L2H1(r1)σ ∩W 1, 43 H−1(4) ⊂ Ev
L2H1(r1)σ ∩ Cγ L2(r0) ⊂ E z
Cγ L2(r1)σ ⊂ Ew.
Proof. We start with the second one. Let fn be a bounded sequence in L2H1(r1) ∩ Cγ L2(r0);
let e j be an orthonormal basis in L2(r0) and f
j
n (t) = 〈 fn(t), e j 〉L2(r0). For each j , the
sequence f jn is equicontinuous and bounded. Hence we can find a subsequence fn′ such that
f jn′ → f j uniformly, for all j . Applying Fatou’s lemma, we have ‖ f (t)‖2L2(r0) =
∑
j | f j (t)|2 ≤
lim inf ‖ fn′‖2L∞L2(r0), as well as ‖ f (t)− f (s)‖L2(r0) ≤ lim inf ‖ fn′(t)− fn′(s)‖L2(r0) ≤ |t − s|
γ
lim inf ‖ fn′‖Cγ L2(r0); therefore f ∈ Cγ L2(r0). Let H denote the Hilbert space of sequences ( f j )
such that
∑
j | f j |2/j2 < ∞. We have ‖ fn′(t) − f (t)‖2H =
∑
j | f jn′(t) − f j (t)|2/j2 → 0 for
all t , and ‖ fn′(t)‖H ≤ ‖ fn′(t)‖L2(r0) ≤ M ; hence
∫ T
0 ‖ fn′(t) − f (t)‖2Hdt → 0, that is to say
fn′ → f in L2H . In addition, fn′ remains bounded in L2H1(r1), and thus (up to a subsequence)
fn′ converges weakly in L2H1(r1). The limit is necessarily equal to f ; hence f ∈ L2H1(r1).
We have H1(r1) ⊂ L2(r0) ⊂ H , the first of these injections being compact. Therefore given
ε > 0, there exists Cε > 0 such that for all g, ‖g‖L2(r0) ≤ ε‖g‖H1(r1) + Cε‖g‖H . Consequently,
‖ fn′− f ‖L2L2(r0) ≤ ε‖ fn′− f ‖L2H1(r1)+Cε‖ fn′− f ‖L2H . We deduce that fn′ → f in L2L2(r0).
In particular (up to a subsequence again) we have fn′(t)→ f (t) in L2(r0) for almost every t . Let
ε > 0; we can find t1, . . . , tN ∈ [0, T ] such that ∀t ∈ [0, T ], ∃ti , |t− ti | < ε and fn′(ti )→ f (ti )
for all i . Let t ∈ [0, T ] and i be such that |t − ti | < ε; we have ‖ fn′(t) − f (t)‖L2(r0) ≤
2C |t − ti |γ + ‖ fn′(ti ) − f (ti )‖L2(r0), and hence ‖ fn′ − f ‖C0L2(r0) ≤ 2Cεγ + ε provided n′ is
large enough. This proves the convergence fn′ → f in C0L2(r0).
For the injection relative to Ev , the compactness in L2L2(r0) is classical, and the compactness
in C0H−1(4) is similar to the previous one, and so is the last injection to prove. 
Proposition 3.2. The sequence of probability measures Pl is weakly compact on the space
E = Ev × E z × Ew.
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Proof. Let γ ∈ ]0, 12 [. There exists C > 0, independent of l, such that∫ (
‖v‖L2H1(r1) + ‖v‖W 1, 43 H−1(4) + ‖z‖L2H1(r1) + ‖z‖Cγ L2(r0) + ‖W‖Cγ L2(r1)
) 1
2
dPl(v, z,W )
≤ C.
This follows from the estimates on v established in the preceding section and the estimates on z
recalled in the first section; for W the Cγ continuity is a classical property of Brownian motion
(see [13]). Of course we also use the fact that e(µl0) ≤ e(µ0) and e(W l) ≤ e(W ). In other words,
we have
∫ ‖(v, z,W )‖1/2E1 dPl(v, z,W ) ≤ C , where E1 denotes the product of the three spaces
L2H1(r1)σ ∩W 1, 43 H−1(4), L2H1(r1)σ ∩ Cγ L2(r0) and Cγ L2(r1).
We deduce the weak compactness from Prokhorov’s lemma. Let ε > 0 be given. Let DR
denote the ball of radius R in the space E1 and D¯R its closure in E , which is compact. We have
Pl(E \ D¯R) ≤ R−1/2
∫ ‖(v, z,W )‖1/2E1 dPl ≤ CR−1/2 uniformly in l. Hence for R great enough,
we have a compact set in E such that Pl(E \ D¯R) ≤ ε for all l, and this implies weak compactness.

We extract from Pl a subsequence which converges weakly on E to a probability measure
P . In the sequel, we still write Pl for this convergent subsequence. The measure P is spatially
homogeneous: for h ∈ R3, we have Pl ◦ τh = Pl , and hence P ◦ τh = P (by weak limit,
since τh acts continuously on E). We endow the space E with the Borel σ -algebra F and the
canonical filtration Ft generated by the canonical process. We easily see that under P , W is a
Wiener process with covariance Q, adapted to the filtrationFt . We just calculate its characteristic
functional: for φ ∈ D(]0, T [×R3), we have∫
exp(i〈W, φ〉)dP = lim
l→∞
∫
exp(i〈W, φ〉)dPl
by weak convergence, and we know from Proposition 1.4 that the r.h.s. is equal to
exp
(
−1
2
∫∫
(t ∧ s)〈Qφ(t), φ(s)〉dsdt
)
.
3.2. Definition of spatially homogeneous weak solutions
We give a definition of a weak solution fitted to the constraint of space homogeneity.
Definition 3.3. Let µ0 be a spatially homogeneous probability measure on L2(r0)σ with finite
mean energy density e(µ0), and a spatially homogeneous Wiener measure PW on L2(r0)σ . A
spatially homogeneous weak solution of stochastic Navier–Stokes equation (1) on ]0, T [×R3 is
a filtered probability space equipped with a Wiener process W having the given law PW and a
continuous and adapted H−1(4)σ -valued process u, spatially homogeneous, such that:
1. u ∈ L2H1(r1) ∩⋂α>0 L∞L2(3+ α) almost surely,
2. u(0) has the law µ0,
3. for all φ ∈ D(R3) with ∇ · φ = 0, we have almost surely: ∀t ≤ T ,
〈u(t), φ〉 = 〈u(0), φ〉 +
∫ t
0
(〈u(s),∆φ〉 + 〈u(s)⊗ u(s),∇ ⊗ φ〉) ds + 〈W (t), φ〉.
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Note that this definition is independent of the choice of r0 and r1 > 32 (by space homogeneity).
We can also replace the space H−1(4) by any H−s(ρ) (with s > 0 and ρ > 3), as an easy
interpolation argument shows.
Before checking that the process u = v + z is a weak solution of Navier–Stokes equations,
we first show that z solves the stochastic heat equation: let φ ∈ H2(−r0) and t ≤ T . Let
F(t, z,W ) = 〈z(t), φ〉 − ∫ t0 〈z(s),∆φ〉ds − 〈W (t), φ〉. We fix t . The mapping (z,W ) 7→
F(t, z,W ) is continuous on E ; hence∫
min(1, |F(t, z,W )|)dP(v, z,W ) = lim
l→∞
∫
min(1, |F(t, z,W )|)dPl(v, z,W ).
But the r.h.s. vanishes, for we have F(t, z,W ) = 0 Pl -almost surely (this is a direct consequence
of the definition of Pl ). Thus we deduce that for all t , we have F(t, z,W ) = 0 P-almost
surely. The processes z and W are continuous and adapted; hence we have ∂t z − ∆z = ∂tW .
Similarly, we can show that
∫
min(1, ‖z(0)‖L2(r0))dP = 0, i.e. z(0) = 0 P-almost surely. As a
consequence, we have of course z(t) = ∫ t0 e(t−s)∆dWs , and the estimates for the stochastic heat
equation mentioned in Section 1 apply to this process z.
Let us now show that we have P-a.s., ∂tv −∆v +∇ · ((v + z)⊗ (v + z))+∇ p1 +∇ p2 = 0
in the sense of distributions. Here, and in the sequel, p1 and p2 are defined by
p1 = ϕ(x/8)RiR j (ϕuiu j )+
+∞∑
k=0
χk(x)RiR j (ψkuiu j )
and
∇ p2 = ∇[(1− ϕ(x/8))RiR j (ϕuiu j )] +
+∞∑
k=0
∇[(1− χk)RiR j (ψkuiu j )]
with u = v + z. This is meaningful, for v + z ∈ L2L2(r0). The estimates (15) and (16) are still
valid for p1 and ∇ p2 (see [1]). It is sufficient to show that for all φ ∈ D(]0, T [×R3), we have
P-a.s.
Lφ(v, z) = −〈v, ∂tφ〉 − 〈v,∆φ〉 − 〈(v + z)⊗ (v + z),∇ ⊗ φ〉
− 〈p1,∇ · φ〉 + 〈∇ p2, φ〉 = 0
(where the bracket 〈·, ·〉 stands for a space and time integration ∫∫ . . . dxdt). The mapping Lφ is
continuous with respect to v and z on E ; thus we have, as previously∫
min(1, |Lφ(v, z)|)dP(v, z,W ) = lim
l→∞
∫
min(1, |Lφ(v, z)|)dPl(v, z,W ).
The measure Pl is concentrated on solutions of the system (10); hence we have Pl -a.s.
Llφ(v, z) = −〈v, ∂tφ〉 − 〈v,∆φ〉 − 〈((v + z) ∗ ωl)⊗ (v + z),∇ ⊗ φ〉
− 〈pl1,∇ · φ〉 + 〈∇ pl2, φ〉 = 0.
Consequently,
∫
min(1, |Lφ(v, z)|)dPl(v, z,W ) =
∫
min(1, |Lφ(v, z)−Llφ(v, z)|)dPl(v, z,W ).
We now bound |Lφ − Llφ |; we will not give the full details of the following calculations, since
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they are identical to those in [1]. We have
|〈((v + z)− (v + z) ∗ ωl)⊗ (v + z),∇ ⊗ φ〉|
≤ C‖(v + z)− (v + z) ∗ ωl‖L2L2(r0)‖v + z‖L2L2(r0)
≤ C
l
‖v + z‖L2H1(r0)‖v + z‖L2L2(r0).
Similarly,
〈p1 − pl1,∇ · φ〉
=
〈
ϕ(x/8)RiR j (ϕ(ui − ui ∗ ωl)u j )+
k0∑
k=0
χk(x)RiR j (ψk(ui − ui ∗ ωl)u j ),∇ · φ
〉
=
〈
(uiui ∗ ωl)u j , ϕRiR j (ϕ(x/8)∇ · φ)+
∑
k≤k0
ψkRiR j (χk∇ · φ)
〉
,
provided k0 is large enough (so that the support of φ does not intersect the support of the χk’s
with k > k0); hence
|〈p1 − pl1,∇ · φ〉| ≤
C
l
‖v + z‖L2H1(r0)‖v + z‖L2L2(r0).
We also have
|〈∇ p2 −∇ pl2, φ〉| ≤ C‖∇ p2 −∇ pl2‖L1L∞
≤ C
∫ |u ⊗ u − (u ∗ ωl)⊗ u|
(1+ |x |2)2 dx
≤ C‖u − u ∗ ωl‖L2L2(2)‖u‖L2L2(2)
≤ C
l
‖v + z‖L2H1(r0)‖v + z‖L2L2(r0).
We obtain |Lφ(v, z)− Llφ(v, z)| ≤ Cl ‖v + z‖2L2H1(r0); thus∫
min(1, |Lφ(v, z)|)dPl ≤ Cl
∫
‖v + z‖2L2H1(r0) ≤
C
l
with C depending on φ but not on l. Letting l tend to ∞, we can conclude that∫
min(1, |Lφ(v, z)|)dP = 0, i.e. Lφ(v, z) = 0 P-a.s. Consequently, v solves the modified
Navier–Stokes equations, and u = v + z solves the stochastic Navier–Stokes equations almost
surely.
Now we pass to the limit in the a priori estimates: there exists C > 0 such that∫
‖v‖2L2H1(r1) + ‖v‖L∞L2(3+α) + ‖∂tv‖
1/2
L4/3H−1(4)dP ≤ C.
To see this, we just notice that the Pl ’s satisfy the same inequality, and that the mapping
(v, z) 7→ ‖v‖2
L2H1(r1)
+ ‖v‖L∞L2(3+α) + ‖∂tv‖1/2L4/3H−1(4) is lower semi-continuous on E (with
values in [0,+∞]). Using a truncation, we conclude easily.
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Finally, we have to check that u(0) has the right law. Let φ ∈ D(R3). We have for the
approximate solutions∫
ei〈u(0),φ〉dPl =
∫
ei〈u0,φ〉dµl0.
We let l tend to∞. Using the weak convergence Pl → P and Proposition 1.3, we obtain∫
ei〈u(0),φ〉dP =
∫
ei〈u0,φ〉dµ0.
Hence the law of u(0) is µ0.
We have shown the following result:
Proposition 3.4. On the filtered probability space (E,F, P,Ft ), the process u is a spatially
homogeneous weak solution of the stochastic Navier–Stokes equations (in the sense of
Definition 3.3), with initial law µ0 and white noise ∂tW.
4. Local energy inequality
Let us state our main result.
Theorem 4.1. The spatially homogeneous weak solution u = v + z of the stochastic
Navier–Stokes equations constructed in the previous section satisfies almost surely the local
energy inequality: for all ρ ∈ D(]0, T [×R3) such that ρ ≥ 0,
2
∫∫
ρ|∇ ⊗ v|2dxdt ≤
∫∫ (
|v|2(∂t +∆)ρ +
[
|v|2(v + z)+ 2p1v
]
· ∇ρ
− 2ρv · ∇ p2 − 2 [(v + z) · ∇] z · ρv
)
dxdt. (19)
This section is devoted to the proof of this theorem, which consists in passing to the limit
in the approximate local energy inequality satisfied by the approximate solutions of Section 2
(Pl -almost surely):
2
∫∫
ρ|∇ ⊗ v|2dxdt ≤
∫∫ (
|v|2(∂t +∆)ρ +
[
|v|2(v + z) ∗ ωl + 2pl1v
]
· ∇ρ
− 2ρv · ∇ pl2 − 2 [((v + z) ∗ ωl) · ∇] z · ρv
)
dxdt. (20)
To do so, we will use a formulation of this inequality involving an integral with respect to P ,
in order to use weak convergence Pl → P . We proceed in five steps. We first need to improve
the weak convergence Pl → P , to deal with cubic terms in (19). Then we prove a continuity
property of the expression (19) with respect to v and z. In the third step, we bound the errors due
to the approximation by the regularized system (8). Next, we can pass to the limit. In these four
steps, the test function ρ remains fixed. In the last stage, we will let ρ vary. We have already used
this method for proving a local energy inequality in the article [1], to which we will sometimes
refer.
4.1. A refined result of convergence
Lemma 4.2. Let σ ∈]0, 1[, p ∈ [2, 2
σ
[, σ ′ < 1 and R > 0; BR = {|x | < R} ⊂ R3. Let
Evσ,p,R = Ev ∩ L p([0, T ], Hσ (BR)) and E zσ ′,R = E z ∩ C0([0, T ], Hσ
′
(BR)).
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The measures Pl and P are concentrated on Evσ,p,R × E zσ ′,R × Ew and Pl converges weakly
towards P on this space.
Proof. We proceed as for the weak convergence on E . Hence we only need to exhibit suitable
compact injections and estimates. The following injections are compact:
L pH
2
p (BR) ∩W 1, 43 H−1(4) ⊂ L pHσ (BR),
for 2p > σ , and
Cγ Hσ
′′
(BR) ⊂ C0Hσ ′(BR)
provided γ > 0 and σ ′ < σ ′′ < 1. As regards estimations, we have
‖v‖L pH2/p(BR) ≤ ‖v‖2/pL2H1(BR)‖v‖
1−2/p
L∞L2(BR)
≤ C‖v‖L2H1(r1) + C‖v‖L∞L2(3+α)
and hence∫
‖v‖L pH2/p(BR)dPl ≤ C
with C independent of l. For z, we can write
‖z(t)− z(s)‖Hσ ′′ ≤ ‖z(t)− z(s)‖θL2‖z(t)− z(s)‖1−θHσ ′′/(1−θ)
≤ 2|t − s|γ ‖z‖θCγ /θ L2‖z‖1−θC0Hσ ′′/(1−θ)
and thus
‖z‖Cγ Hσ ′′ (BR) ≤ C‖z‖Cγ /θ L2(r) + ‖z‖C0Hσ ′′/(1−θ)(r).
We fix θ such that σ ′′/(1 − θ) < 1, then γ such that γ /θ < 1/2, and we have∫ ‖z‖Cγ Hσ ′′ (BR)dPl ≤ C . Applying Prokhorov’s lemma, we see that the sequence Pl is weakly
compact on Evσ,p,R × E zσ ′,R × Ew. Hence Pl converges weakly towards P on this space. 
We notice that we also have the weak convergence Pl → P on (Evσ1,p1,R1 ∩ Evσ2,p2,R2) ×
(E z
σ ′1,R1
∩ E z
σ ′2,R2
) × Ew, for all admissible values of σ1, p1, σ ′1, R1 and σ2, p2, σ ′2, R2. In the
sequel, we will use the space E ′ = (Ev1
2 ,3,R
∩ Ev5
6 ,2,R
)× E z5
6 ,R
× Ew, for some large R.
4.2. Continuity properties
In what follows, 〈·, ·〉 denotes the space and time integration ∫∫ . . . dxdt . Let δk(t) be a one-
dimensional standard mollifier.
Proposition 4.3. The mapping
(v, z) 7→ 2〈|∇ ⊗ v|2, ρ〉 − 〈|v|2, (∂t +∆)ρ〉 − 〈|v|2(v + z),∇ρ〉 + 2〈((v + z) · ∇)z, ρv〉
− 2〈p1v,∇ρ〉 + 2〈(δk ∗ v) · ∇ p2, ρ〉
is lower semi-continuous on E ′ (for large R).
The proof is similar to what is done in [1], except for the term 〈((v+ z) · ∇)z, ρv〉 which does
not exist in the deterministic case (i.e. when z = 0). Let ψ ∈ D(R3) be such that ψ = 1 in a
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neighborhood of the support of ρ. We assume that R is large enough so that ψ is supported in
the ball BR . Then we have
|〈((v + z) · ∇)z, ρv〉| = |〈∇ · (ψ(v + z)⊗ ψz), ρv〉|
=
∣∣∣∣〈(−∆) 112 ∇(−∆)1/2 · (ψ(v + z)⊗ ψz), (−∆) 512 (ρv)〉
∣∣∣∣
≤
∫ T
0
∥∥∥∥ ∇(−∆)1/2 · (ψ(v + z)⊗ ψz)
∥∥∥∥
H1/6
‖ρv‖H5/6dt
≤
∫ T
0
‖ψ(v + z)⊗ ψz‖H1/6‖ρv‖H5/6dt
≤ C
∫ T
0
∫
‖ψ(v + z)‖H5/6‖ψz‖H5/6 ‖ ‖ρv‖H5/6dt
≤ C‖v + z‖L2H5/6(BR)‖z‖C0H5/6(BR)‖v‖L2H5/6(BR).
We have used the continuity of the Riesz transform ∇
(−∆)1/2 on H
1/6(R3) and the product rule
H5/6.H5/6 ⊂ H1/6. This proves the continuity of the expression 〈((v + z) · ∇)z, ρv〉 on
Ev5
6 ,2,R
× E z5
6 ,R
, and a fortiori on E ′. 
4.3. Control of errors
We bound the errors due to convolution with ωl and δk . In this part, the functions v and z are
not assumed to solve any equation.
We will use again a test function ψ ∈ D(R3) such that ψ = 1 on the support of ρ. Let U be
an open set such that supp(ρ) ⊂ U ⊂ {ψ = 1}, and U ′ an open set containing supp(ψ).
Lemma 4.4. For all α > 0, we have
|〈|v|2((v + z)− (v + z) ∗ ωl),∇ρ〉| ≤ C√
l
‖v‖L∞L2(3+α)‖v‖L2H1(r1)‖v + z‖L2H1(r1)
and
|〈(p1 − pl1)v,∇ρ〉| ≤
C√
l
‖v‖L∞L2(3+α)‖v‖L2H1(r1)‖v + z‖L2H1(r1).
(C is independent of l.)
Proof. See [1]. 
Lemma 4.5. We have, for all 0 < α < 12 ,
|〈v · (∇ p2 −∇ pl2), ρ〉| ≤
C
l
‖v‖L∞L2(3+α)‖v + z‖L2H1(2)‖v + z‖L2L2(2).
(C is independent of l.)
Proof. We have, for any t ,
‖ρv · (∇ p2 −∇ pl2)‖L1(R3) ≤ C‖v‖L1(U )‖∇ p2 −∇ pl2‖L∞ .
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But
‖∇ p2 −∇ pl2‖L∞ ≤
∫ |(v + z)− (v + z) ∗ ωl ||v + z|
(1+ |x |2)2 dx
≤ ‖(v + z)− (v + z) ∗ ωl‖L2(2)‖v + z‖L2(2),
and ‖(v + z)− (v + z) ∗ ωl‖L2(2) ≤ Cl ‖∇ ⊗ (v + z)‖L2(2); hence
|〈v · (∇ p2 −∇ pl2), ρ〉| ≤
C
l
‖v‖L∞L2(U )‖v + z‖L2H1(2)‖v + z‖L2L2(2). 
Lemma 4.6. Assume that r + α3 ≤ 53 . We have
|〈(v − δk ∗ v) · ∇ p2, ρ〉|
≤ C
kε
(
‖∂tv‖3L4/3H−1(4) + ‖v‖3L2H1(r) + ‖v‖3L∞L2(3+α) + ‖z‖3C0L2(r)
)
.
(C depends on ρ, α and r, but not on k.)
Proof. Let 0 < a < b < T such that ρ is supported in [a, b] × R3. We write
|〈(v − δk ∗ v) · ∇ p2, ρ〉| ≤ C‖v − δk ∗ v‖L4([a,b],L2(U ))‖∇ p2‖L4/3L∞ .
Let v˜ = ψv. We have
‖v(t)− δk ∗ v(t)‖L2(U ) ≤ ‖v˜(t)− δk ∗ v˜(t)‖L2(R3)
≤ ‖v˜(t)− δk ∗ v˜(t)‖εH−1‖v˜(t)− δk ∗ v˜(t)‖1−εHσ
provided 0 < ε ≤ ε0, with 0 = −ε0 + σ(1 − ε0), that is to say ε0 = σ1+σ . We assume ε < 14 ,
and we apply the Ho¨lder inequality:∫ b
a
‖v − δk ∗ v‖4L2(U ) dt ≤
(∫ b
a
‖v˜ − δk ∗ v˜‖H−1dt
)4ε (∫ b
a
‖v˜ − δk ∗ v˜‖
4(1−ε)
1−4ε
Hσ dt
)1−4ε
‖v − δk ∗ v‖L4([a,b],L2(U )) ≤ ‖v˜ − δk ∗ v˜‖εL1([a,b],H−1)‖v˜ − δk ∗ v˜‖1−εL p([a,b],Hσ ),
where p = 4(1−ε)1−4ε . We have ‖v˜− δk ∗ v˜‖L1([a,b],H−1) ≤ 1k ‖∂t v˜‖L1([0,T ],H−1). We assume p ≤ 2σ ,
so that ‖v˜ − δk ∗ v˜‖L pHσ ≤ C‖v‖
L
2
σ Hσ (U ′)
. For instance, we may choose σ = 14 , ε = 17
and p = 8. We also have ‖∇ p2‖∞ ≤ C‖v + z‖2L2(2) ≤ ‖v + z‖
3/2
L2(r)
‖v + z‖1/2
L2(3+α) since
r + α3 ≤ 53 . Therefore, ‖∇ p2‖L4/3L∞ ≤ C‖v + z‖3/2L2L2(r)‖v + z‖
1/2
L∞L2(3+α). This leads to the
following inequalities:
|〈(v − δk ∗ v) · ∇ p2, ρ〉| ≤
(
C
kε
‖∂tv‖εL1H−1(4)‖v‖(1−ε)σL2H1(r)‖v‖
(1−ε)(1−σ)
L∞L2(3+α)
)
×
(
‖v + z‖3/2
L2L2(r)
‖v + z‖1/2
L∞L2(3+α)
)
≤ C
kε
(
‖∂tv‖3L1H−1(4) + ‖v‖3L2H1(r) + ‖v‖3L∞L2(3+α)
+‖v + z‖3L2L2(r) + ‖v + z‖3L∞L2(3+α)
)
for the sum of the exponents, ε + (1− ε)σ + (1− ε)(1− σ)+ 32 + 12 , is equal to 3. 
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Lemma 4.7. We have
|〈[((v + z)− (v + z) ∗ ωl) · ∇]z, ρv〉|
≤ C
l1/4
‖v + z‖L2H1(r1)‖z‖L8H1(r1)‖v‖3/4L2H1(r1)‖v‖
1/4
L∞L2(3+α).
Proof. We can write
|〈[((v + z)− (v + z) ∗ ωl) · ∇]z, ρv〉|
≤ ‖(v + z)− (v + z) ∗ ωl‖L2L4(U )‖∇ ⊗ z‖L8L2(U )‖v‖L 83 L4(U )
≤ ‖ψ(v + z)− ψ(v + z) ∗ ωl‖
L2H
3
4 (R3)
‖z‖L8H1(r1)‖v‖3/4L2H1(U )‖v‖
1/4
L∞L2(U ).
Using the Fourier transform, one can show that for all g ∈ H1(R3), ‖g − g ∗ ωl‖H3/4 ≤
C
l1/4
‖g‖H1(R3). Hence we obtain
|〈[((v + z)− (v + z) ∗ ωl) · ∇]z, ρv〉|
≤ C
l1/4
‖ψ(v + z)‖L2H1(R3)‖z‖L8H1(r1)‖v‖3/4L2H1(U )‖v‖
1/4
L∞L2(U ),
and the result follows. 
4.4. Passing to the limit
This step is similar to one in [1], but we repeat it briefly for the convenience of the reader. We
need some notation:
E(v, z) = 2〈|∇ ⊗ v|2, ρ〉 − 〈|v|2, (∂t +∆)ρ〉 − 〈|v|2(v + z)+ 2p1v,∇ρ〉
+ 2〈((v + z) · ∇)z, ρv〉 + 2〈v · ∇ p2, ρ〉,
Ek(v, z) = 2〈|∇ ⊗ v|2, ρ〉 − 〈|v|2, (∂t +∆)ρ〉 − 〈|v|2(v + z)+ 2p1v,∇ρ〉
+ 2〈((v + z) · ∇)z, ρv〉 + 2〈(δk ∗ v) · ∇ p2, ρ〉.
Let θ(s) = min(1, s) if s ≥ 0, θ(s) = 0 if s ≤ 0.
The solution of the regularized periodic system (8) satisfies the approximate local energy
inequality (20). Hence we have Pl -almost surely
Ek(v, z) ≤ −〈|v|2((v + z)− (v + z) ∗ ωl),∇ρ〉
− 2〈(p1 − pl1)v,∇ρ〉 + 2〈v · ∇(p2 − pl2), ρ〉
− 2〈(v − δk ∗ v) · ∇ p2, ρ〉 + 2〈[((v + z)− (v + z) ∗ ωl) · ∇]z, ρv〉.
We truncate this inequality using the function θ :
θ(Ek(v, z)) ≤ θ(〈|v|2((v + z)− (v + z) ∗ ωl),∇ρ〉)+ θ(2〈(p1 − pl1)v,∇ρ〉)
+ θ(2〈v · ∇(p2 − pl2), ρ〉)+ θ(2〈(v − δk ∗ v) · ∇ p2, ρ〉)
+ θ(2〈[((v + z)− (v + z) ∗ ωl) · ∇]z, ρv〉).
We can bound this five terms using the lemmas of the previous step, and the inequality θ(s) ≤
min(|s|1/3, |s|1/6). We obtain
θ(Ek(v, z)) ≤ C
l1/12
(‖v‖L∞L2(3+α) + ‖v‖L2H1(r1) + ‖z‖L8H1(r1))
+ C
kε/6
(
‖∂tv‖1/2L4/3H−1(4) + ‖v‖
1/2
L2H1(r)
+ ‖v‖1/2
L∞L2(3+α) + ‖z‖
1/2
C0L2(r)
)
.
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This inequality is satisfied Pl -almost surely; hence it can be integrated with respect to Pl , and
thanks to the uniform estimates (11), (12) and (17) on the solutions of (8), we get∫
θ(Ek(v, z))dPl ≤ C
l1/12
+ C
kε/6
.
The mapping (v, z) 7→ Ek(v, z) is lower semi-continuous on E ′, as we have shown in the second
step. Hence we can pass to the limit:∫
θ(Ek(v, z))dP ≤ C
kε/6
.
We have
E(v, z)− Ek(v, z) = 2〈(v − δk ∗ v) · ∇ p2, ρ〉,
and hence this inequality and the Lemma 4.6 lead to∫
θ(E(v, z))dP ≤
∫
θ(Ek(v, z))dP + C
kε/6
≤ 2C
kε/6
.
Letting k tend to∞, we obtain E(v, z) = 0 P-almost surely.
Up to this point, we have proved that the weak solution u = v + z of the stochastic
Navier–Stokes equations satisfies P-a.s. the local energy inequality with the fixed non-negative
test function ρ. The last step of the proof is to show that this is true simultaneously for all non-
negative ρ. This can be done by a simple density argument as in [1], and the proof of Theorem 4.1
is complete.
4.5. Local energy inequality on u
In this part, we establish another formulation of the local energy inequality (19), written
directly with the function u, instead of using the auxiliary functions v and z. This version of
the inequality is obtained formally using the Itoˆ formula to evaluate d
∫
ρ(t, x)|u(t, x)|2dx . Let
Mρ(s) ∈ L(L2(r)) be the operator defined by Mρ(s) f = ρ(s, x)(1 + |x |2)r f . The local energy
inequality reads∫
ρ(t)|u(t)|2dx + 2
∫ t
0
∫
ρ|∇ ⊗ u|2dxds ≤
∫ t
0
∫
|u|2(∂t +∆)ρ
+
∫ t
0
∫
(|u|2 + 2p1)u · ∇ρ − 2
∫ t
0
∫
ρu · ∇ p2
+ 2
∫ t
0
〈ρu, dW (s)〉 +
∫ t
0
Tr(Mρ(s)Qr )ds.
The trace is calculated in L2(r); however the number Tr(Mρ(s)Qr ) is independent of r .
We cannot apply the Itoˆ formula rigorously to the Navier–Stokes equation; therefore we will
derive this inequality from (19). First, we evaluate
∫
ρ(t)|v(t)|2dx . Let t ∈ ]0, T [ and let ζn(s)
be a sequence of smooth functions such that 0 ≤ ζn ≤ 1, ζn(s) = 1 if s ≤ t , ζn(s) = 0
if s ≥ t + 1n , and such that −ζ ′n converges weakly to the Dirac mass at time t , δt . We write
the local energy inequality (19) with the test function ρζn , and we let n tend to infinity. We
obtain
448 A. Basson / Stochastic Processes and their Applications 118 (2008) 417–451
2
∫ t
0
∫
ρ|∇ ⊗ v|2 ≤
∫ t
0
∫
|v|2(∂t +∆)ρ −
∫
|v(t)|2ρ(t)dx
+
∫ t
0
∫
(|v|2(v + z)+ 2p1v) · ∇ρ
− 2
∫ t
0
∫
((v + z) · ∇)z · ρv − 2
∫ t
0
∫
ρv · ∇ p2, (21)
provided t is a Lebesgue point of the function t 7→ ∫ |v(t)|2ρ(t)dx , and hence for almost every
t . But the l.h.s. is continuous with respect to t , and the r.h.s. is upper semi-continuous; thus the
inequality is true for every t . Now, we have to evaluate
∫
ρ(t)|z(t)|2dx and ∫ ρ(t)v(t) · z(t)dx .
Lemma 4.8. We have P-a.s., for all t ≥ 0,∫
ρ(t)|z(t)|2dx + 2
∫ t
0
∫
ρ|∇ ⊗ z|2dxds =
∫ t
0
∫
|z|2(∂t +∆)ρ + 2
∫ t
0
〈ρz, dW (s)〉
+
∫ t
0
Tr(Mρ(s)Qr )ds.
Proof. We apply the Itoˆ formula to the stochastic heat equation satisfied by z (to be entirely
rigorous, we need to regularize this equation, but we will omit the details, which are
straightforward). Let F(t, f ) = ∫ ρ(t, x)| f (x)|2dx . The functional F is C2 on [0,∞[×L2(r);
we have ∂t F(t, f ) =
∫
∂tρ(t, x)| f |2dx , D f F(t, f )h = 2
∫
ρ(t) f ·hdx , and D2f F(t, f )(h, k) =
2
∫
ρh · k = 〈2ρ(1+ |x |2)rh, k〉L2(r) = 2〈Mρ(t)h, k〉L2(r). Then we can write
F(t, z(t)) =
∫ t
0
∫
(∂tρ |z|2 + 2ρz ·∆z)ds + 2
∫ t
0
〈ρz, dW 〉 +
∫ t
0
Tr(Mρ(s)Qr )ds,
and the result follows. 
Lemma 4.9. We have P-a.s., for all t ∈ [0, T ],∫
ρ(t)v(t) · z(t)dx =
∫ t
0
∫ (
− 2ρ ∇ ⊗ v · ∇ ⊗ z + (v · z)(∂t +∆)ρ
− ρ((v + z) · ∇)v · z + 1
2
|z|2(v + z) · ∇ρ + p1z · ∇ρ − ρz · ∇ p2
)
+
∫ t
0
〈ρv, dW 〉.
Proof. We proceed as in the previous lemma, with the C2 functional G(t, f, g) =∫
ρ(t, x) f (x) · g(x)dx . We compute the derivatives of G: ∂tG(t, f, g) =
∫
∂tρ f · g;
DG(t, f, g)(h1, h2) =
∫
ρ(h1 ·g+ f ·h2), D2G(t, f, g)(h1, h2).(k1, k2) =
∫
ρ(h1 ·k2+k1 ·h2);
hence, using the L2(r) bracket 〈·, ·〉L2(r), D2G(t, f, g) can be identified with the operator[
(h1, h2) 7→ ((1+ |x |2)rρh2, (1+ |x |2)rρh1)
] ∈ L(L2(r)), represented by the operator matrix
D2G(t, f, g) =
(
0 Mρ(t)
Mρ(t) 0
)
.
We regularize z in space: zn = z∗φn , where φn is a mollifier in the space variables, and v in space
and time: vn(t) =
∫ t
t−1/n(v(s)∗φn)δn(t−s)ds, with a time mollifier δn supported in [0, 1n ] (we set
v(s) = 0 if s < 0); so the process vn is still adapted, and we have vn, ∂tvn ∈ C0L2(r). We apply
the Itoˆ formula to calculate dG(t, zn(t), vn(t)). We have d(zn, vn) = (∆zn, ∂tvn)dt + (dWn, 0),
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with Wn = W ∗ φn . The covariance of the martingale part (dWn, 0) is a block-diagonal operator
diag(Qr,n, 0), so that we have
Tr(D2G(t, zn, vn) diag(Qr,n, 0)) = 0
as expected. Therefore we have
G(t, zn(t), vn(t)) =
∫ t
0
∫
(∂tρ vn · zn + ρvn ·∆zn + ρ∂tvn · zn)dxds +
∫ t
0
〈ρvn, dWn〉.
Now we let n tend to +∞. For almost every t , G(t, zn(t), vn(t)) converges to G(t, v(t), z(t))
(for vn → v in C0H−1(4), and zn → z in L2H1(r)). We also have, for all t > 0,∫ t
0
∫
(∂tρ vn · zn + ρvn ·∆zn + ρ∂tvn · zn)→
∫ t
0
∫
(∂tρ v · z + ρv ·∆z + ρ∂tv · z)
since v ∈ L2H1(r), ∂tv ∈ L4/3H−1(4), and z ∈ L4H1(r). Moreover, we can write, denoting by
Rn the convolution with φn ,
E
∣∣∣∣∫ t
0
〈ρvn, dWn〉 −
∫ t
0
〈ρv, dW 〉
∣∣∣∣2 ≤ CE ∫ t
0
‖R∗n((1+ |x |2)rρvn)
− (1+ |x |2)rρv‖2L2(r)ds
→ 0
by dominated convergence. Thus we can pass to the limit, and this yields almost surely, for
almost every t ,
G(t, z(t), v(t)) =
∫ t
0
∫
(∂tρ v · z + ρv ·∆z + ρ∂tv · z)+
∫ t
0
〈ρv, dW 〉.
We rewrite this expression using the equation satisfied by v and integration by parts. The terms
with a laplacian are∫∫
ρ(∆v · z + v ·∆z) = −
∫∫
2(ρ ∇ ⊗ v · ∇ ⊗ z)+ ∂iρ
(
∂iv j z j + v j∂i z j
)
= −
∫∫
2(ρ ∇ ⊗ v · ∇ ⊗ z)+∇ρ · ∇(v · z)
= −
∫∫
2(ρ ∇ ⊗ v · ∇ ⊗ z)−∆ρ (v · z).
Next, we have the term
∫∫
ρ∇ · [(v + z)⊗ (v + z)] · z that we split into two pieces:∫∫
ρ∇ · [(v + z)⊗ v] · z =
∫∫
ρ((v + z) · ∇)v · z
(this is correct since ∇ · [(v+ z)⊗ v] ∈ L4/3H−1 and z ∈ L4H1 in the l.h.s., and v+ z ∈ L2L6,
∇ ⊗ v ∈ L2L2, z ∈ C0L3 in the r.h.s.) The second piece enjoys the antisymmetry property:∫∫
ρ∇ · [(v + z)⊗ z] · z = 1
2
∫∫
ρ(v + z) · ∇|z|2
= −1
2
∫∫
|z|2(v + z) · ∇ρ.
Again, this is correct since we have enough regularity on v and z to define all these expressions.
Now we add these various expressions, and we obtain the required formula. 
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It just remains to add inequality (21) and the equalities established in the two lemmas, to
obtain the following:
Theorem 4.10. The spatially homogeneous weak solution (u,W ) of stochastic Navier–Stokes
equations constructed in Section 3 satisfies almost surely, for all t ∈ [0, T ] and all non-negative
ρ ∈ D(R∗+ × R3),∫
ρ(t)|u(t)|2dx + 2
∫ t
0
∫
ρ|∇ ⊗ u|2dxds
≤
∫ t
0
∫
|u|2(∂t +∆)ρ +
∫ t
0
∫
(|u|2 + 2p1)u · ∇ρ
− 2
∫ t
0
∫
ρu · ∇ p2 + 2
∫ t
0
〈ρu, dW (s)〉 +
∫ t
0
Tr(Mρ(s)Qr )ds.
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