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The expenditure of funds on this research grant was 
initiated in the Spring quarter of 1981- Since that period, 
the research effort has been focused in four areas: the 
study of new objective measures for speech quality testing 
using the existing data base; the study of iterative 
algorithms for quantizer design; the study of the use of 
analytic signals for LPC analysis; and the development of a 
micro-coded array processor for implementing objective 
quality measures. 
Progress in the four areas mentioned above has not been 
uniform In particular- most of the progress has ocurred in 
the first and fourth area while work in the second and third 
areas is just now beginning. 
In the area of new objective speech quality measures, 
the emphasis in this period has been on the examination of 
new parametric variations of simple speech quality measures 
as indicated by previous research In the past- some fifteen 
hundred measures had been studied. Since the beginning of 
this research an additional 450 measures have been studied. 
Also during this period, this work has resulted in three 
invited conference papers and one journal paper currently 
under review. 
z 
In the area of hardware aides for objective measure 
computation, a two board micro-coded arithmetic processor 
with programmable control stare has been designed and is 
currently being implemented. At this stage in the 
development. the printed circuit layouts have been completed. 
both boards have been constructed, and the system is being 
systematic retested. This hardware should be available for 
use in the speech quality measure research by the first of 
the year. 
Currently. there are three doctoral students associated 
with this research All three students are in the first six 
months of their doctoral programs. and only one of them is 
currently being supported on this grant It is expected that 
at least one of the other two will be supported after their 
current fellowships expire 
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RESEARCH PROGRESS 
This report addresses the research progress since April 1, 1982. In that 
period, research has been focused in five areas: the study of new objective 
measures for speech quality resting; the design of optimal quantization for 
ADPCM coders subject to complex objective quality measures; the design of 
vector quantization systems fcr LPC speech coding subject to complex objective 
measures; an initial study ce': "knowledge based" speech coding; and improve 
analysis/reconstruction techniques for medium rate speech coding. 
Progress in all of the areas described above has not been uniform. In 
particular, considerable progress has been made in the first, second, and 
fifth areas, while the third and forth areas are just now beginning. 
In the area of new objective speech quality measures (the thesis area of 
Schuyler Quackenbush), the emphasis this year has been on the organization of 
the large speech data base and the development of statistical tools for use 
with the data base. Major progress has been made in characterizing the noise 
in objective estimates of subjective quality. Next year's efforts will center 
on designing new measures. This work has resulted in three conference 
publications. 
In the area of optimal quantizer design for ADPCM coders, a fairly 
extensive study has been performed on the use of time-classified objective 
measures for ADPCM coders. This work has resulted in improved quality at 16 
kbps. One conference publication has resulted from this work. 
In the area of vector quantizer design (the thesis of Joel Crosmer), 
initial vector quantizers have been realized for LPC parameters using simple 
objective measures. This work is currently being extended to complex 
objective measures. 
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INTERM REPORT 
Improved Objective Speech Quality Measures for Low Bit Rate Speech Coding 
Thomas P. Barnwell, III 
School of Electrical Engineering 
Georgia Institute of Technology 
Atlanta, Georgia .30332 
This is an interm report: covering the second year of a three year 
research grant in the area of using new objective speech quality measures to 
improve very low bit rate speech coding systems. This research really has two 
distinct parts which are covered by the thesis research of two students: Sky 
Quackenbush and Joel Crosmer. The first area involves designing new objective 
speech quality measures to better predict the results of subjective quality 
tests. The second area involves the use of complex objective speech quality 
measures to design better vector quantizers for LPC based speech coders. Both 
of the graduate students mentioned above have completed both their preliminary 
Ph.D. examination and Ph.D. qualifying examination, and both are now heavily 
involved in their thesis research. 
At the current time, the emphasis in the objective speech quality area is 
on three approaches: (1) the design of objective quality measures to better 
predict parametic subjective quality results; (2) the design objective pre-
classification functions to improve the performance of objective quality 
measures; and (3) the use of psycho-acoustic models for the auditory systems 
to improve the performance of objective quality measures. In the first 
approach, multi-dimensional scaling techniques have been heavily utilized to 
identify the sources of variance in the prediction of both isometric and 
parametric subjective quality measures. This has led to an improved 
understanding of the nature of human quality estimation, and seems to offer 
great promise of obtaining better objective quality measures by first predict-
ing the parametric speech quality results. 
In the second approach, the intent is to take advantage of the 
observation that many objective speech quality measures are capable of 
predicting the quality of similar systems (eq. LPC vocoders or ADPCM's), but 
these same measures break down when they are used across a large number of 
dissimilar systems. The goal in this area is to design objective 
preclassifiers which label a system objectively as to type, and then applies 
an objective measure which is tuned to that type. 
In the final area we are using distance functions directly based on 
psycho-acoustic models for the ear. The preliminary results in this area seem 
to indicate that these models work well on the simple class of distortions on 
which the psycho-acoustic measures are based but they seem to break down for 
more complex distortions. 
The emphasis in the second major area is on the use of phonetically 
invariant transforms to reduce the size of vector quantizers for LPC coders. 
At this point, a new approach to pitch detections has been developed and 
demonstrated and a large support data base is being built. 
Over this report period, this research has resulted in five 
publications. These are included in the apppendix. 
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Variable Rate Speech Compression by Encoding 
Subsets of the PARCOR Coefficients 
PANAGIOTIS E. PAPAMICHALIS, MEMBER, IEEE, AND THOMAS P. BARNWELL, III, MEMBER, IEEE 
Abstract —In LPC analysis, the speech signal is divided into triunes each 
of which is represented by a vector of estimated vocal tract parameters, 
assumed to be constant throughout the frame. For many sounds, these 
parameters do not change significantly from one frame to the next, and 
some of them can often be adequately represented by previously trans-
mitted values. In the LPC coding systems described in this paper, a 
number of alternative representations are considered for each frame. 
These representations (vectors) are combinations of PARCOR coef-
ficients from the current frame and from previous frames. :Several con-
secutive frames are analyzed at once, and all the possible sequences of 
PARCOR coefficient vectors are examined. The sequence which mini-
mizes a preselected cost function is chosen for transmissics, resulting 
in a reduced overall data rate. The examination of all the decision se-
quences is equivalent to a decision tree search, which is most efficiently 
accomplished through dynamic programming. Using these techniques, 
LPC encoded speech at 1200 bits/s is demonstrated to be of quality 
comparable to a constant rate I.PC vocoder at 2400 bits/s. 
INTRODUCTION 
TN MANY digital voice communications and voice response 
'applications, it is desirable to compress the data rate as much 
as possible while still retaining a reasonable level of speech 
quality. Vocoders achieve this compression by encoding the 
parameters of a model for the upper vocal tract. These param- 
eters are then used to resynthesize the speech signal. 
In recent years, one of the most widely used tecIliniques in 
speech analysis-synthesis has been linear predictive coding 
Manuscript received March 6, 1981; revised March 15,1982. 
P. E. Papamichalis is with the Central Research Laboratories, Texas 
Instruments, Inc., Dallas, TX 75266. 
T. P. Barnwell, III is with the School of Electrical Engineering, Georgia 
Institute of Technology, Atlanta, GA 30332.  
(LPC) [1] , [2] . Applications of LPC include pitch Incited 
vocoders [1], [2], voice excited vocoders [3] , adaptive pre-
dictive coders (APC's) [4] , and adaptive transform coders 
(ATC's) [5] . In each of these applications, a basic require-
ment is the efficient coding of the LPC vocal tract parameters. . 
In linear predictive coding, the speech signal is modeled as 
the output of an all-pole filter representing the vocal tract [6], 
[7]. This filter has a transfer function of the form 
G 





1 - z a (k) z -k  
k el 
where G is the gain and p is the order of the vocal tract filter. 
MI LPC synthesis models consist of two components: 1k vocal 
tract filter and the excitation function. For a pitch excited 
vocoder, the excitation function is generated from 1k pitch 
period and the gain, while for voice excited vocoders,APC's, 
and ATC's the excitation is an appropriately coded sad pro-
cessed residual signal. The emphasis in this research son the 
coding of the vocal tract parameters and not on the coding of 
the excitation function. Although the experimental work de-
scribed here is based on an LPC pitch excited vocoder, the 
coding techniques developed could also be used wills other 
classes of LPC based speech coding systems. Since tidy the 
vocal tract parameters are of interest, the speech compression 
effort reported deals only with the various parameter sekwhich 
could be used to describe the inverse filter A(z). Of course, 
one such set of parameters is the feedback coefficients a (i). 
Another set of LPC parameters which is equivalent ta a(i) is 
0096-3518/83/0600-0706$01.00 © 1983 IEEE 
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Fig. 1. Successive frames of a speech signal. 
the set of partial correlation (PARCOR) coefficients k(i) [2] , 
[7] where the two sets are related by the recursion 
a''(n)= -k(n) 	n = 1,- • -,p 
	
(2a) 
a"(i) =a11-1 (0+ k(n) an-1  - 0 
	
I E. 1, • - n - 1. 
(2b) 
For simplicity, when n = p we drop the superscript and we refer 
to the feedback coefficients as a(1). 
The PARCOR coefficients have often been preferred for the 
encoding and transmission of speech for four specific reasons. 
First, the stability of the receiver filter is guaranteed so long 
as I k(i) I < 1 for all 1. Second, the spectrum of resynthesized 
speech is relatively insensitive to quantization errors for the 
PARCOR parameters [6] , [7]. Third, it is possible to imple-
ment the vocal tract filter in a lattice form [8] where the k(i) 
are used directly without converting them to a(i). Finally, the 
PARCOR coefficients are equivalent to the reflection coeffi-
cients in a lossless acoustic tube model for the vocal tract [7]. 
In this area function model, the PARCOR coefficients are re-
lated to the area functions A(i) in the lossless vocal tract model 
by 
A(i) . 1 - k(i) 
A(i - 1) 1 + k(i) 
which jives them an approximate physical significance. For 
these reasons, the PARCOR coefficients were chosen as the 
basis vocal tract parameters in this research. 
In order to apply LPC analysis, the speech signal is first seg-
mented into frames with period 16 ms, as shown in Fig. 1. 
(The window length is 32 ms.) Each of these frames is then 
described by the corresponding vector of PARCOR coeffi-
cients, k(i). For a speech signal with a sampling rate of 8 
kHz, the order of the filter which has typically been used is 
p = 10 since this is the order for which the model for voiced 
speech best matches the resonant behavior of the vocal tract 
of an adult male. A tenth-order model is used throughout 
this research. 
The continuous speech production process results in a mix 
of sounds some of which vary slowly, such as vowels, and others 
which vary quickly, such as stop consonants. Since the frame 
period is chosen short enough to give a reasonable time resolu-
tion for the quickly varying sounds, the slowly varying sounds 
are often several frames long. These frames are very similar to 
each other, and the parameter vectors describing them show 
very small variations. This fact was used in an early study by 
Magill [9] who suggested an algorithm to compress the data 
rate. Magill's algorithm transmitted a new set of parameters 
only after the vocal tract filter was detected to have changed 
significantly. This change was expressed as dissimilarity be-
tween two frames and it was measured by a distance metric 
which is equivalent to Itakura's log-likelihood ratio [19). 
Makhoul et al. [10] and Viswanathan et al. [11] extended 
and refined this approach further. They interpolated the param-
eters between the transmitted end frames; they introduced 
two thresholds for the distortion measure so that interpola-
tion between largely different data frames is avoided; and they 
used other distortion measures besides the log-likelihood ratio. 
The present research starts from the same basic idea as the 
previous techniques, i.e., from the redundancy which exists be-
tween successive frames. This redundancy is reflected in the 
nature of the parameter vectors which may not be transmitted 
for every frame. Here, however, the binary decision scheme of 
the previous techniques (transmit the whole parameter vector 
or nothing) is extended to include transmission of parameter 
subvectors. A parameter subvector of dimension N is defined 
to be a vector consisting of the first N elements of the original 
parameter vector. Since N can take the values between 0 and 
1 0 , there are 11 subvectors (including an empty one) to choose 
among for transmission. In the present scheme, the decision 
about which subvector to transmit is deferred until M con-
secutive frames have been input. Then, all possible sequences 
of M subvectors (one for each frame) are considered, and the 
sequence which minimizes a preselected cost function is trans-
mitted. The cost function, as will be described, balances a trade-
off between high speech quality (large N's) and low bit rate 
(small N's). 
THE DYNAMIC VOCAL TRACT MODEL 
Sensitivity analysis has shown [12] that for speech signals, 
the perceptually important power spectrum is very sensitive to 
small deviations of the PARCOR coefficients when these coef-
ficients have nominal values close to +1 or -1. This observa-
tion led to nonlinear quantization of the PARCOR coefficients, 
or equivalently, linear quantization of PARCOR coefficients 
transformations, such as log area ratios [12] and inverse sine 
[13] , which demonstrate a flat sensitivity curve. Additionally, 
the fact that the leading coefficients k(1), k(2), • • • have a 
greater probability of assuming values close tot 1 (e.g., see the 
histograms in [13] ), suggests that the leading coefficients may 
have to be updated more often than the trailing coefficients. 
This last suggestion is very essential in the development of 
the algorithms discussed in the present paper, and Fig. 2 shows 
the result of an experiment supporting that suggestion. For this 
experiment, the speech signal is divided into a sequence of 
frames Fl, F2, F3, • • • with window length 20 ms and frame 
period 15 ms. Each frame is represented by a vector of PAR-
COR coefficients. The frames are then considered in pairs (F1, 
F2), (F2, F3), etc., where the first frame in the pair is viewed 
as an "old" frame from which the second (or "new") frame is 
derived by updating some elements of the PARCOR coefficients 
vector. Consequently, there are several possible representations 
for the new frame, derived from the old by updating the leading 
n or the trailing 10-n PARCOR coefficients, where n = 0,1, • - 
(3) 
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Fig. 2. Distortion as a function of the number of updated coefficients. 
N(I,j) 	[Ici (I) 	(10)r 
[id (I) 	MO -1 (6) . JO -1 (101 T 
[kJ (1).0 (2),,ki -1 (3) 	"1 (101 T 
[kJ -i (1) ...k1-1 (10)r 
tzar j-I 	 Prams j 
Fig. 3. A node with four branches in a decision tree (m = 5, n 2). 
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10. Updating a coefficient means replacing its value in the old 
frame by the value of the corresponding coefficient in the new 
frame. Fig. 2 plots the average distortion of each representation 
of the new frame with respect to the exact representation (i.e., 
the one obtained by updating all 10 coefficients). The distance 
measure used is the mean square log area ratio distance, to be 
described later. The important result is that the two curves 
intersect near the left side of the graph, showing that on the 
average, updating only the leading three PARCOR coefficients 
degrades the frame as much as updating the trailing seven coef-
ficients. Motivated from the above observations, the following 
postulate is used as the basis of the algorithms to be presented. 
The leading PARCOR coefficients are perceptually more 
important than the trailing ones, and they must be updated 
with a higher priority. If a coefficient k(i) is updated, a way 
to guarantee that priority is to also update all the preceding 
coefficients k(j),1 = 1, • • i - 1. 
Based on this postulate, the following transmission scheme is 
formulated : For the ith frame, represented by the parameter 
vector [k(1, i) • • • k(10, 0], transmit either nothing or one of 
the following ten subvectors: [k(1 ,i) • • • k (10, 0] , [k(:I , 1) • • • 
k(9, 0], • • • , [k(1, i), k(2, i)] , [k(1,1)]. This implies that 
there are 11 alternatives to choose among. However, because 
of computer implementation constraints, a restriction had to 
be imposed in the present work on the number of choices, and  
instead of 11 (p + 1 for a pth order model) only 4 cholla were 
allowed: transmit 1k (1 , I) • • • k (10 , i)] , [k (1 , 0 • • • Oki)] , 
[k(1, 0 • • • k(n, 01, or nothing, where 10<m<n GL Since 
this constraint is only implementational, the algorithm can 
easily be extended to the most general case. The parameters 
which are not transmitted are replaced at the receiver by the 
corresponding values used in the frame I - 1. For ins:mace, if 
we transmit [k(1, i) • • • k(5, 0] for the ith frame, sad the 
I - 1 frame is represented at the receiver by [k(1, S-11) • • • 
k(10, I - 1)], the final representation of the Ith frameatthe re-
ceiver will be [k(1, 0 • • • k(5, k(6,1- 1) • • • k(10,t- 1)1. 
The above four allowable choices (decision paths) are depicted 
as the four branches B(i), 1, • • 4, of Fig. 3, whereat = 5, 
and n = 2. Each node symbolizes a representation of dm core 
responding frame at the receiver: The node N(/ - 1) represents 
the j - 1 frame, while the nodes N(1, j) - N(4, jr) are passible 
representations of the frame/. 
In the evolution of the algorithm, no decision is i 	im- 
mediately as to which branch will be followed, but tidier the 
next frame j + 1 is considered, and four decision branches are 
extended from each of the nodes N(1,1)- N(4, A bother 
words, there are four allowable subvectors to choose among 
for transmission for frame / + 1. But then, depending =which 
node N(i, = 1 , • • , 4, is taken as the final representation 
of the ith frame, there are 4 X 4 = 16 possible final reprmenta- 









Fig. 5. Trellis structure for the dynamic programming. 
Fig. 4. Simple tree structure. 
!ions of frame / + 1. An important point here is that some of 
:hese representations may not be distinct. This procedure is 
-epeated for subsequent frames and, eventually, a decision 
ree like the one in Fig. 4 is formed. 
In order to choose which of the paths in this tree will be fol-. 
owed, a cost function is used to assign a cost to each of the 
lodes in Fig. 4. The cost is cumulative and hence characterizes 
he entire path leading to a particular node. The cost function, 
vhich will be described in detail later, is an increasing function 
)f the frame distortion, and also an increasing function of the 
lumber of bits transmitted. Hence, this cost function trades 
1ff the requirement for a bit rate compression against the re-
Luirement for good speech quality. 
Clearly, the final transmission decision cannot be deferred 
definitely because of buffering and delay problems. There-
are, after several frames have been considered, the node which 
as the smallest cumulative cost in the final stage is identified. 
'his node determines the optimum sequence of PARCOR me& 
icient subvectors to be transmitted, and it becomes the origin 
H the next decision tree. 
An important point to note here is that this simple tree for-
iulation requires a great deal of storage for a computer iniple-
ientation, even when only a modest number of consecutive 
-ames is considered in each tree. However, this storage re-
uirement can be greatly reduced if we observe that some of 
ie nodes at each stage are not distinct. For instance, in Fig. 4 
ie nodes N(1), N(5), N(9), and N(13) were all reached by 
)flowing branch B(1), which means "transmit all ten of the 
ew PARCOR coefficients." Hence, all four of these nodes 
present the same set of coefficients and they can be merged 
to a single node. It is easy to verify that some other nodes 
r that stage are also not distinct, and this situation is repeated 
every stage beyond the second. If those nondistinct nodes are 
erged at every stage, the tree of Fig. 4 collapses to the trellis 
Fig. 5. Continuous and broken lines ending at the same 
)de indicate alternative paths to reach that node. Among 
ese paths, the one which minimizes the cost function is re-
ined. It is easy to recognize this as a dynamic programming 
lution. The numbers 10, m, n, and 0 above the nodes are  
the dimensionality of the PARCOR coefficient subvector which 
would be transmitted for the corresponding frame if a certain 
node happened to be in the final optimum path. 
THE COST FUNCTION 
Since it is desirable to have a balance between good speech 
quality and low bit rate, the cost function consists of two 
components: one penalizing for high distortion and the other 
penalizing for high bit rate. The most straightforward of the 
two components is the one penalizing for high bit rate. 
Let b(n), n = 1, • - , 4, be the number of bits required to 
transmit 10, m, n, or 0 PARCOR coefficients, plus pitch and 
gain for a pitch excited LPC vocoder. In other words, b(n) is 
the number of bits transmitted if the branch B(n) (Fig. 3) was 
followed. Then the penalty for high bit rate is chosen to be 
f (n) = b(n), 	n = 1, • • -,4. 	 (4) 
The second component, penalizing for distortion, is more dif-
ficult to choose. A good distortion measure for this purpose 
should be compactly computable and should correlate well 
with subjective listener preference tests. Since no such simple 
measure has thus far been identified [17] , three different dis-
tance measures were tested based on preliminary experimental 
results and on the research of Barnwell and Voiers [17] . If 
the rth node of the jth stage (corresponding to the frame j) 
is reached from the mth node of the / - 1 stage (correspond-
ing to frame I - 1), the distortion d(m, r, 1) is given by the 
following. 
1) Mean-square log spectral distance (MSLS) 
de 1/2 
d(m,r,j)= {.1 (20 log 'Hi (e ie VIP .(e 16 )1)2 2ir J  
(5) 
where H(z) is given by (1). The superscript r indicates param-
eters of the rth node of the jth stage, while the superscript / cor-
responds  to the exact parameter vector of the jth frame. In 
other words, we measure the distance between the original pa-
rameter vector of the present frame, and a vector derived from 
the parameter vectors of the present and past frames. 
C 1 + k/(i) 1 - kr OA l - Isi (i) 1 + k r (01 71 117  
(6) 
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2) Mean-square log area ratio distance (MSLA) 
1 10 
d(m,r,j)=[-i-6 s 110 logio 
with 7 = 2. 
3) Mean-square inverse sine distance (MSIS) 
d(m,r,j)=b 1-6 	I sin' (ki 	- sin" (lc"(I)) 17] 
1/7 
(7) 
with y = 2. [In the initial phase of the experimentation, the 
measures 2 and 3 were also tried with y = 1 (mean absolute 
distances).] 
Moreover, since it was felt that the distortion in low energy 
portions of the speech is not perceptually so important as in 
the high energy portions, the distortion d(m , r , j) was weighted 
by a function g(Ej) of the energy Ej for the jth frame. Two 
possible forms were considered for g(E/): 
1) WI) = 1 	 (8) 
2) g(Ej) = max [0, 
max [25, logio 
	
vy)]] • 
In this regard, it has been shown [17] that the spectral distance 
measure of (5) performs well when compared with other forms 
of frequency invariant and time invariant spectral distance 
measures. Further, both parametric distance measure!' have 
been shown [17] to perform comparably (and sometimes better 
than) the more complex spectral distance measures. Also, the 
energy weighting technique has been shown to be effective 
when an amplitude flattening nonlinearity such as that of (9) 
is applied [17] . Using these measures, and following a branch 
B(n), n 1, • • • , 4, from the mth node of stage (f - Oth the 
rth node of frame j, contributes an amount 
C(m,r,n,j)= f (n)+ a is d(m,r,j) g(E)!) 	 (10) 
to the cost function, where a is a weighting factor which deter-
mines the relative importance of the distortion measure and 
the bit rate. However, as it was previously noted, the contri-
butions to the cost function F( r , j) are cumulative as the tree 
is spanned, and hence the final form of the cost function is 
F(r,j)=F(m,j-1)+C(m,r,n,j). 	 (11) 
As can be seen in Fig. 5, a node can be reached from several 
nodes of the previous stage. In this context, m is determined 
as follows. Let 12 be the set of nodes of stage/ - 1 from which 
the rth node of stage j can be reached. Then, the node 17t of 
stage,/ - 1 in (11) is chosen so that 
F(m , j - 1) = min [F(I, j - 1)] . 	 (12) 
tell 
The control parameter a in (10) quantifies the relative impor-
tance placed on the distortion and on the bit rate, and it in-
iirectly determines the final bit rate. A value of a approaching 
tero results in the minimum ppssible data rate (only pitch and 
pin are transmitted for each game), while a large a causes all 
he parameters to be transmitted for every frame and, thus, 
he maximum bit rate (as specified by the quantization levels) 
results. If the target final bit rate is R, the following iterative 
algorithm Is used to approach R. 
For a specific speech material (e.g., one sentence), let a(1) 
be the value of a for the previous iteration which led to an 
average bit rate R(1); also, let a(2) be the present value of a 
resulting in an average bit rate R (2). Then the value of a for 
the next iteration is determined by 
[a(1) - a]l[a(2) - a] = [R(1) - R] 1[R (2)- R] 
a = aR (2)- R] a(1) - [R(1)- R] a(2)) 
/[R(2) - ROA . 	 (13) 
Using this iterative procedure it is possible to obtain a sentence 
representation at a desired bit rate. 
EXPERIMENTAL RESULTS 
The algorithms described above were implemented as a com-
puter simulation on a Data General Eclipse S230 minicomputer. 
The speech material, which consisted of only connected speech 
with no silence intervals, was sampled at 8 kHz, and preem-
phasized with a filter whose transfer function is given by 
P(z) =1 - 0.8 *z" . 	 (14) 
A tenth-order LPC analysis was applied using an analysis win-
dow 32 ms long with a frame period of 16 ms. The PARCOR 
coefficients were computed using Burg's method [20] and each 
coefficient was quantized immediately after its computation 
by linearly quantizing its inverse sine transform [13] . Several 
sets of quantization levels were used, and each of these was de-
rived from those suggested in [13] . If all the PARCOR coef-
ficients are transmitted for every frame, the maximum possible 
bit rate for a particular set of quantization levels would result. 
Hence, this maximum bit rate is used to label the different 
sets of quantizer levels and to denote the corresponding finess 
of the underlying quantization. The bit rate is computed as-
suming 3 bits for DPCM quantized gain and 5 bits for pitch. 
For each of the systems tested, sentences spoken by five 
different talkers were processed and the quality of the re-
synthesized speech was judged subjectively. As a first step, a 
large number of systems were implemented incorporating 
several different parameter values and distortion measures. 
Then, a series of informal listening tests were performed. Based 
on these initial tests, a final set of systems was chosen for a 
more detailed study, and the speech resulting from these 
systems was subjected to formal listening tests. 
There were three important observations which were made 
during the informal listening tests. First, it was found that 
two reasonable values for the numbers of coefficients to be 
transmitted when branches B(2) and B(3) in Fig. 3 are fol-
lowed, are m = 8 and n = 4, respectively. Second, even though 
the maximum depth achieved by the dynamic programming 
formulation was 16 stages, there was no significant perceptual 
improvement for trees deeper than 6 stages. Nevertheless, all 
further experimentation was carried out with a full 16 stages. 
It was generally observed that the mean absolute distance 
measures for both the inverse sine distance measures and the 
log area distance measures had the same performance as the 
corresponding mean-square distance measures. 
The formal subjective evaluation test which was performed 
10 logi o (Ej) 
(9) 
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Fig. 6. Formal subjective tests results. 
is a version of the paired acceptability rating method (PARM) 
test [18] which has been previously developed for speech 
quality testing. In the PARM test, subjects are asked to rank 
the quality of systems in pairs on a scale of 1 to 100. In this 
study, 29 listeners participated in the test. The systems being 
tested were ranked according to the average user preference, 
and the studentized range statistic was used to test the signifi-
cance of the preference difference [14] . 
Table 1 gives a list of the systems tested and Fig. 6 depicts 
their ordering based on the results of the subjective quality 
tests. System 1 is a fixed rate LPC vocoder operating at 2400 
bits/s, and is included for comparison purposes. Systems 2-4 
are all dynamic programming realizations based on an under-
lying maximum bit rate representation of 4.1 kbits/s and all 
utilize the MSLA distance measure. The bit rates of these 
three systems have been set on 1.2, 1.6, and 1.8 kbits/s, re-
spectively, by iteratively finding the appropriate values of a. 
Systems 6-8 are identical to systems 2-4 except they are based 
on an underlying rate of 2.9 kbits/s. System 5 is also a vari- 
able rate system based on an underlying rate of 4.1 kbits/s, 
but it uses a simple tree search to a depth of 5 stages. Sys-
tems 11 and 12 are included in order to test the effects of 
different distortion measures, and utilize the MSLS and MSIS 
distance measures, respectively. System 10 is included to 
illustrate the effect of energy weighting, and it is the only 
system which does not use a unity energy term in (10). Sys-
tem 9 is a realization of Magill's method, and is included for 
comparison purposes. This system uses Itakura's distance mea-
sure and repeats the last transmitted frame if the distortion is 
below a threshold. 
The main result of this study was that pitch excited vocoders 
using the dynamic programming approach and operating at 
1200 bits/s were judged to be as good as fixed rate LPC sys-
tems operating at 2400 bits/s. In particular, system 6 was 
judged to be of the same quality as system 1, while several 
other systems operating at rates 1.8 and 1.5 kbits/s (systems 
3, 4, 7, and 8) were judged to be of better quality than the 
fixed rate system. From these results, the potential of the 
presented techniques for more efficient LPC parameter coding 
is evident. 
Further examination of Fig. 6 yields several other interesting 
results. First, systems 2, 3, and 4 which used a finer under-
lying quantization did not perform as well as systems 6, 7, and 
8. This can be attributed to the fact that coarser quantiza-
tion takes up a larger portion of the data compression burden, 
and allows the algorithm more flexibility in choosing the num-
ber of PARCOR coefficients to be transmitted. Second, sys-
tems 2 and 12, which applied the MSLA and MSIS distances, 
respectively, showed about the same performance, while sys-
tem 11, which used the MSLS distance, surprisingly ranked 
significantly below them. This means that the parametric 
mean square log area distance performed better than the corn-
putationally intense mean-square log spectral distance. The 
reason for this performance is not clear and further research is 
necessary to understand better the differences between the 
several distortion measures. Third, inclusion of energy weight-
ing in the cost function (system 10) resulted in speech non-
significantly inferior to system 2. Both of these last two results 
are in general agreement with the results of Barnwell and Voiers 
[17] on objective quality measures. Finally, all the systems 
performed significantly better than Magill's scheme (system 9). 
Two final points should be made concerning the techniques 
for LPC coding addressed by this study. First, all of these tech-
niques involved complicated and computationally intensive 
coding algorithms which combine with relatively simple syn-
thesis systems. Hence, these techniques are especially well 
suited to voice response applications. Second, if these tech-
niques were to be used in a real-time environment, they would 
gain further advantage from the natural pauses in speech, and 
the actual observed average data rates would be considerably 
less than the rates reported here. 
DISCUSSION 
This experimental study addressed three specific questions. 
The first question regards the potential of variable rate coding 
procedures for reducing the data rate in LPC speech coding 
systems. The second question regards the development of a 
specific set of techniques for implementing speech analysis 
System 4 Algorithm 	Dist. Energy 
measure Weighting 
1 	 LPC 	-- 
2 Dvn. Prog. MSLA 
2 	Dyn. Proq. MSLA 
4 Dyn. Proq. PULA 
S 	Simple Tree MSLA 
4 Dyn. Pros. MSLA 
7 	Dyn. Prog. MSLA 
4 Dyn. Prom. MSLA 
9 	Magill 	Itakura 
10 Dyn. Frog. MSLA 
11 	 Dyn. Proq. MSLS 












1 3 1 
[4] 
[51 
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and synthesis systems. Finally, the third question regards the 
utility of directly applying speech distortion measures, as an 
integral part of the coding procedure. 
In trying to reduce the data rate in a fixed rate LPC speech 
coding system which encodes each vocal tract parameter sepa-
rately, such as the 2400 bit/s pitch excited vocoders used in 
this study, the researcher has two options. On the one hand, 
he may try to reduce the number of bits used in each frame 
by vector quantization techniques which encode multiple vocal 
tract parameters simultaneously. The main problem with this 
approach is the huge amount of data necessary to design a 
vector quantizer which could be expected to perform well 
across a large population of talkers and speaking conditions. 
On the other hand, he may try to reduce the data rate by 
taking advantage of the sluggishness of the vocal tract articu-
lators. In order to do this, the model which is used must be 
at least approximately related to the mechanical behavior of 
the vocal tract. This is exactly the case for the PARCOR 
coefficients which can be considered as reflection coefficients 
in a lossless vocal tract model. Since the vocal tract is not 
really lossless, the gains obtainable are bound to be statistical 
in nature. 
In quantifying the improvement available from the variable 
rate technique tested here, it is important that the underlying 
fixed rate system be a special (maximum rate) case for the 
variable realization. Likewise, it is important that the frame 
rate be high enough to allow the system to track the rapid 
parameter variations in nonvocalic sounds. For this reason, 
the underlying frame period was chosen to be 16 ms. The 
particular algorithm used here has been tested previously for 
quality, and has been found to be comparable to other 2400 
bit/s systems [17] , so little generality is lost from this choice. 
Viewed in this way, the fundamental result of this study was 
to reduce the vocal tract data rate from 1800 bits/s to 600 bits/s, 
i.e., by a factor of three, without reducing the quality. It is 
not clear how much additional gain might be made of another 
variable rate approach, but it is clear that data rates of this 
magnitude are attainable. At 1200 bits/s, half of the bits are 
being used to code the excitation parameters (pitch and gain), 
and a clear area of future research is to reduce this data rate. 
With regard to implementing the specific algorithm developed 
sere in communication systems, several points are clear. First, 
of course, in addition to the computational delays, this algo-
ithm also includes the dynamic programming delay (90-
140 ms) and the receiver buffer delays. A major point here is 
.hat in a real communications environment, the pauses would 
•esult in much lower average bit rates than the one presented 
sere. 
A more attractive application for this type of algorithm 
would be the coding of fixed vocabularies for voice response 
,ystems [21] . In such systems, the processing can be done 
)ff-line on a general purpose computer, and the decodes can 
le a rather low power processor. 
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AN ALGORITHM FCR DESIGNING OPTIMUM QUANTIZE RS SUBJECT TO A MULTICLASS DISTORTION CRITERION** 
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Atlanta, GA 30332 
ABSTRACT 
This paper describes an extension of the 
Lloyd-Max optimum quantizer design algorithm to a 
multi-class mean-square-error optimally criterion. 
As part of this study, a comparison of uniform 
versus non-uniform gathering of bins in histograms 
used to approximate probability density studies is 
presented. In the associated experimental study, 
the new quantizer design procedure is applied to a 
forward adaptive ADPCM coder, and the resulting 
convergence, speed of computation, and final error 
statistics are examined. Listening tests indicate 
that the multi-class design procedure produces a 
clearly perceivable, though modest, improvement in 
the speech quality. 
INITtOWCTICti 
This paper presents sane results from an 
ongoing study of the use of complex objective 
speech quality measures 11 -3] in iterative design 
procedures for speech coders. In particular, this 
effort addresses the use of several variations of 
the Lloyd-Max 14-6] iterative quantizer design 
algorithm in designing quantizers for forward 
adaptive ADPCM's 17] using objective distortion 
measures which differentiate between 'granular . 
 and "slope-overload" distortions. This work had 
three primary goals. The first was to study the 
impact of using different types of probability 
density function estimation procedures on the 
computational intensity, speed of convergence, and 
final distortion statistics of the Lloyd-Max 
algorithm. The second was to assess the impact of 
the use of the more complex objective distortion 
measures on the convergence and distortion 
statistics of the iterative design algorithms. 
The final goal was to assess the speech quality 
improvements attained from using optimal quantiz-
ers based on the new distortion measures. 
THE ADPCM CODER 
A block diagram for the ADPCM coder used in 
this study is shown in Fig. 1. This coder uses a 
one-tap fixed predictor and a feed Toward energy 
estimation procedure where the energy data is 
updated every 128 samples and is included in the 
sample data stream. An important feature of this 
system is that the energy estimates used for 
controlling the dynamic range of the adaptive 
quantizer are computed from the input speech 
samples, and are hence not a function of the  
details of the quantizer used. This ADPCM coder 
structure was used for all of the experimental 
results described in this paper. 
IRE ITERATIVE QUANTIZER DESIGN ALGORITHM 
In the basic form of the Lloyd-Max algorithm 
used in this effort, the mean-square-error to be 
minimized is defined as 
N-1 
E 	1 	x(n) - ii(n)3 2 
	
• • (1) 
nsm0 
where N is the number of points in the sampled 
speech, x(n) is the original difference signal 
from the ADPCM coder, and 2(n) is the quantized 
difference signal. If the probability density 
function (pdf) for the signal is known, then the 
error is minimized if 
11(k) x p(x) dx 
1(k-1) 
1 (k) P (x) dx 
1 (k-1) 
1(k) 	C q(k) + q (k+1)3/ 2 
where 1(k) are the quantizer limits, q(k) are the 
quantizer values, and p(x) is the pdf of the ADPCM 
difference signal. In the most basic form of the 
algorithm, the constraints of equations 2 and 3 
are applied iteratively tram an initial quantizer 
specification until convergence is achieved. 
14,6] 
APPROXIMATION OF ME PDF 
If the pdf is approximated by a histogram in 
which there is a separate bin assigned to every 
possible value of the difference signal, then two 
specific problems arise. First, the large number 
of possible values for the difference signal gives 
rise to a correspondingly large number of 
histogram bins, which requires excessive storage 
and causes the algorithm to run slowly. Second, 
the histogram tends to be sparcely populated for 
large signal excursions, particularly for short 
data records, which can cause the algorithm to 
settle on a non-global minima 183. 






In previous work, this problem was addressed 
by gathering histogram bins uniformly into a 
smaller number of wider bins. 191 In this way, 
the size of the overall histogram was reduced and 
the histogram was also made smoother. This 
approach leads to faster convergence of the 
iterative design procedure and a reduction in the 
probability of finding a non-global minimum, but 
it also reduces the quality of the final quantizer 
design in the sense that as the number of 
histogram bins is reduced, the corresponding 
achievable mean-square-error increases. 
In this study, a new technique was 
investigated in which the number of histogram bins 
is reduced while maintaining as much of the 
information content of the original histogram as 
possible. The technique is essentially a 
non-uniform gathering procedure in which more 
histogram bins are assigned to represent areas of 
dense population. In this procedure, no histogram 
bin is allowed to have a zero count, and a 
trapezoidal approximation is used for the integral 
of equation (2). A comparison of the two 
histogram estimation procedures is shown in 
Fig. 2. 
Sane results from the gathering experiments 
are shown in Table 1 and Fig. 3. A comparison of 
the results fran the gathering techniques shows 
that if the total number of points used to 
approximate the pdf is sufficiently large, a set 
of nearly identical quantizer output values 
results. Note that in each case the mean-square-
error was computed using the original histogram 
rather than the gathered version. In the case of 
the non-uniform gathering, the number of gathered 
bins is specified indirectly as a function of the 
eaminum bin count in the original histogram. This 
number must be determined for each type of signal 
to be analyzed, such as direct speech, or the 
error signal from an ADPCM system. However, awe 
the number has been determined for a particular 
type of waveform, the resulting gathered 
histograms are fairly independent of the utterance 
or the speaker. 
In addition, Table 1 shows that for the 
uniform gathering, the mean-square-error is nearly 
constant for 64 or more histogram bins (for an 
eight level quantizer). As might be expected the 
error rises significantly for numbers of bins less 
than 64. As the number of bins gets smaller, the 
iteration process becomes dominated by the 
contents of the outermost bins. The uniformly 
gathered histogram uses a rectangular approxima-
tion to the integrals, which tends to make the 
outer levels move towards the extreme allowed 
values. On the other hand, with the non-uniform 
gathering and a trapezoidal approximation, the 
output levels tend to be placed near the center of 
the outer histogram bins. 
One observation in either case is that the 
mean-square-error is nearly independent of the 
inner levels of the quantizer, while the outer 
levels, which are statistically less significant, 
cause the largest change. In addition, for  
corresponding numbers of histogram bins, the 
gathered histograms proved to be less sensitive to 
starting conditions. 
THE EXPANDED ALGORITHM 
One of the major goals of this effort was to 
extend the Lloyd-Max algorithm to more complex 
objecitve distortion measures. To this end, a 
type of 'time-classified' mean-square-error was 
studied. In this distortion measure, each sample 
of the ADPCM difference signal is assigned to one 
of several classes by an objective classification 
procedure. Then the final error is formed as a 
weighted sum of the mean-square-errors for each 
class. 
There are two consistent ways in which to 
extend the single-class objective measures to 
multiple classes. In the first, the error to 
minimized is defined as 








where R is the number of classes, N(r) is the 
number of points in class r, and x(n,r) and g(n,r) 
are the n-th sample of the unquantized and 
quantized ADPCM difference respectively for the 
r-th class. In the second, the error is defined 
as 
R 	Nfr)-1 
w(r) 	Cx(n,r)-ii(n,r)) 2 
r=1 	n=0 
E 	 (5) 
1 w(r) N(r) 
r=1 
These two definitions can be shown to be 
equivalent if the weight set, w(r), is modified to 
include the probability of occurence of a 
particular class. 
The solution to minimizing the error measure 
over a set of output values and decision limits 
can be obtained by redefining the error in terms 
of probability density functions. In particular, 
from equation (4) 
 







where L is the number of quantizer levels, and 
either definition of E can be used by 
appropriately defining w(r). Minimizing, this 
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1 w(r)J 	p(x,r) dx 
r1.1 	1 (k-1) 
and 
1(k) - rci(k) + q(k+l)]/ 2 	(8) 
These equations can be solved iteratively in the 
same way as those fran the basic formulation 
descirbed above. 
As for the one class case, the r-class 
formulation requires an estimate of the probabili-
ty density functions for x(n r). An alternate 
formulation can be obtained by observing that 
equation (8) implies that if the quantizer values, 
q(k), are known, then each sample x, is simply 
assigned the nearest quantizer value. Bence, for 
a data set x(n,r) a new set of quantizer values 
can be computed fran the previous set as 
R 
1 w(r) 	x(n,r,k) 
Nir) -1 
q(k) = r,-1 	n=0  
w(r) N(k,r) 
where x(n,r,k) is the n-th sample in class r which 
was nearest to q(k) for the previous iteration of 
the quantizer design. In this case, as before, 
either definition of E (equations (4) or (5)) can 
be used by appropriately modifying the definition 
of w(r). This method is refered to as the 'direct 
method', and is exactly equivalent to utilizing a 
fully implemented ungathered histogram to approxi-
mate the pdf on every iteration. 
THE OBJECTIVE DISICECION MEASURE 
These algorithms were tested using the 
difference signal from from the ADPCm coder and a 
two-class objective measure designed to dif-
ferentiate between areas of slope-overload noise 
and areas of granular noise in the ?DPO( 
operation. The classification procedure compared 
an exponentially weighted energy estimate for each 
sample 
e(n) 	c e(n) + (1-c) lx(n) I (10) 
where c is a design parameter, to a threshold in 
order to classify each time sample. 
THEEXPERIMENTAL STUN 
In the experimental study. six sentences from 
different talkers were processed under a variety 
of different conditions. The parameters studied 
included: the error definition (E); the form of 
the iterative quantizer design algorithm (direct, 
uniformly gathered, and non-uniformly gathered); 
the class weighting function ((1,0), (0.8,0.2), 
(0.6,0.4), (0.4, 0.6), (0.2,0.8), and (0,1)); and 
the number of quantizer bits (1, 2, 3, and 4). 
For each test, the algorithm convergence data and 
the final distortion statistics were observed, and 
a series of careful, but informal, listening tests 
was performed in order to assess the relative 
quality of the coded speech. A summary of the 
final distortion statistics for the various 
systems is given in Table 2. 
Of all the methods tested, the direct method 
is both the most computationally intensive since 
all of the input data set is used directly on 
every iteration, and should be capable of 
designing the best quantizers since it never 
discards any signal information. In the 
experimental study, the direct method did, indeed, 
consistently design the best quantizers, although 
for many cases, its performance was only 
marginally better than the other methods. For the 
data record sizes used in this study (> 24 000 
samples) no false minimums were observed. A 
surprising result was that the direct method 
consistently converged quite quickly, often 
settling after only 8-10 iterations.. 
Both of the gathered histogram methods 
performed almost as well as the direct method for 
64 or more histogram bins, and all executed much 
faster. For histograms of less than 64 bins, the 
performance of both methods dropped off, 
noticably, with comparable error statistics for 
both techniques. The non-uniform gathering 
technique was slightly less sensitive to starting 
conditions. 
The quantizer optimization algorithms did not 
perform uniformlly (Table 2) for all values of 
weighting functions, with better performance 
observed consistently for granular noise. The 
weight variations resulted in a clearly perceiv-
albe quality difference, where the better quality 
speech was obtained when the granular noise was 
weighted more heavily. 
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of Bins Errcc 
Number Measured 
of Bins Error 
4096 0.10878 387 0.10906 
1024 0.10878 264 0.10907 
128 0.10839 120 0.10875 
64 0.10862 70 0.12056 
32 0.11049 35 0.11304 
16 0.16034 19 0.16567 
8 0.19570 8 0.42815 
TABLE 1. A Comparison of Mean-Square-Error for 
Uniformly and Non-uniformly Gathered Histogram 
Bins. 
ITERATION NU 'ER 
Fig. 3 Mean-Square-Error vs. Iteration Number 
for Uniformly Gathered and Non-laliforaly 
Gathered Histograms. The Base-Line on 
Direct Method 
this Plot is the Mean-Square-Error for the 
Error measure (E) with 
grobability of Class Occurance  
Number 	Weight of Granular Noise Class 
Fig. 1 Block Diagram of the Feedfoward ADPCM 
Coder Used for All the Quantizer Design 
Experimental Studies 
Uniformly Gathered Histograms 
.0.75 •....• • J I t 	. 	j 4 1 , 




Non-uniformly Gathered Histograms 
-0.3 
I 	1 t I  
0.9 	1.0 
INPUT VALLE 
Fig. 2 A Comparison of a Uniformly Gathered and a 
Non-Uniformly Gathered Histogram 
Error measure (E) without 
Prohnbi 1 i ty of el assAlrrairanCe  
Number 	Weight of Granunlar Noise Class 
Of Rita 0.2. 0.2 	0.4 	0.6 	D.8 1.0 
1 2.448 1.675 1.185 0.880 0.672 0.523 1 2.448 2.298 2.019 1.635 1.150 0.523 
2 0.796 0.530 0.396 0.309 0.243 0.186 2 0.796 0.725 0.629 0.519 0.386 0.1859 
3 0.2579 0.1686 0.1236 0.0970 0.0788 0.0584 3 0.2519 0.2298 0.2031 0.1649 0.1206 0.0584 
4 0.0704 0.0446 0.0339 0.0282 0.0228 0.0180 4 0.0704 0.0633 0.0511 0.0440 0.0333 0.0180 
TABLE 2. Mean -Square -Drror as a Function of the 
Number of Bits per Output Value and Class Weight-
ing Function for Both Types of Error Definition. 
AN APPROACH TO FORMULATING OBJECTIVE SPEECH QUALITY MEASURES 
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Abstract  
This paper gives an overview of the issues 
involved in, and • practical approach to, the 
design of objective speech quality measures. 
Three areas are specifically addressed. First, 
the characteristics of objective speech quality 
measures revelant to human hearing, speech per-
ception and potential applications are 
discussed. Second, a method for evaluating ob-
jective measures is described. In this method, 
the objective measure is correlated with subjec-
tive quality estimates over a broad range of 
distorted speech samples with the resulting cor-
relation coefficient used to rate the objective 
measure. Some specific results are presented, in 
this regard. Third, some problems with current 
objective measures are discussed. 
Introduction  
Because of the flexibility of digital 
systems there is an increasing use of digital 
transmission in voice communications networks. 
There is also an increased use of digital speech 
coding in digital stored voice response 
systems. In both of these applications, the 
setting of the speech coder parameters in order 
to optimize performance is a critical problem. 
Performance in such systems is ultimately measur-
ed by the user in terms of subjective speech 
quality. Unfortunately, subjective quality 
assessments are extremely time consuming and 
therefore rarely feasible in a coder design pro-
cess which involves many iterations on the coder 
parameters. Likewise, because of the complex 
nature of human speech perception, conventional 
signal quality measures such as 
signal-to-noise-ratio or harmonic distortion , 
which can be easily measured, do not accurately 
predict the quality of digital voice systems. 
Therefore there is clearly a need for accurate 
objectively computable speech quality measures. 
A method for constructing such measures is the 
subject of this paper. 
Characteristics of Objective Quality Measures 
Unquestionably an objectively computable 
measure which could accurately predict speech 
quality would be very useful. Such an objective  
measure would be extremely fast when compared to 
the time needed to administer a subjective 
test. Likewise, it would be consistent from test 
to test and its results would be repeatable over-
time. During the speech coder design process, 
many coder systems could be tested quickly using 
an objective speech quality measure resulting in 
reliable coder design and quality-complexity 
tradeoffs. the time and money involved in, 
setting up and administering subjective quality 
tests would make such a design approach 
unfeasible if subjective tests were to be used. 
For an objective speech quality measure to 
perform well it must in some sense imitate the 
characteristics of the ear. The ear is known to 
be • frequency variant sensing device, so some 
mechanism for weighting a measure's response over 
frequency is appropriate. 
In addition to the characteristics of the 
ear, the speech perception process should also be 
considered in designing an objective speech qua-
lity measure. A listener uses his extensive 
knowledge of the sounds and structure of 
language, knowledge of subject matter and even 
the talker in the perception of speech. A funda-
mental mechanism in speech perception is the 
listener's ability to limit the choices for in-
terpretation of a speech segment when considering 
based on context. In fact, a listener will often 
be able to understand a phrase even though 
portions of the speech are badly distorted. On 
the other hand small distortions appropriately 
placed relative to important syntactic or 
semantic speech cues can render • phrase unin-
telligible. Clearly the mechanisms of speech 
perception are important in the assessment of 
speech quality but unfortunately the speech per-
ception process is currently not well enough 
understood to be incorporated directly into an 
objective quality measure. This puts an upper 
limit on the expected performance of the 
measures. 
Testing Objective Speech Quality Measures  
A method foc testing objective speech 
qulaity measures has been developed at Georgia 
Tech over the past several years 11, 2, 3, 43. 
Central to this method are three data bases. The 
first consists of 48 sentences of orginal speech, 
36 from male speakers and 12 from a female 
speaker. This speech is stored digitally with 12 
bit precision and with a sample rate of 8 KHz 
which is approximately toll quality speech. The 
second data base consists of 264 distorted 
versions of the original sentences. These were 
created by passing the original speech through 9 
digital speech coders or contaminating the origi-
nal speech with one of 35 controlled 
distortions. Six versions of each coder or con-
trolled distortion were used to yield the total 
of 264. The third data base is the key to the 
testing method, as it provides a means of check-
ing the accuracy of the objective quality 
measures. It consists of subjective quality 
estimates for each of the 264 distortions for 
each of the four speakers. Tb measure subjective 
quality the DAM test was used (5). These three 
data bases were created only once and do not have 
to be altered in testing any number of objective 
quality measures. 
In the first part of the testing procedure 
the objective quality measure compares the origi-
nal speech with the distorted speech, as shown in 
Fig. 1, to produce a measure of quality. The 
objective fidelity measure shown in Fig. 1 can be 
any function which meaningfully compares the two 
speech waveforms in either the time domain or the 
frequency domain. Since speech is approxiamtely 
a short time stationary signal, short time analy-
sis is usually applied. Both speech signals are 
divided into sequential, nonoverlapping frames of 
10 to 30 millisecond duration and the objective 
fidelity measure operates on the two signals one 
frame at a time. Obviously, proper time align-
ment of the two signals must be maintained and 
any time lag introduced in producing the distort-
ed speech, (from coder operation, for example) 
must be removed. The objective fidelity measure 
for each frame is then summed up for all frames 
in a given sentence to produce an objective 
quality measure for that sentence. 
In the second part of the testing procedure 
the objective quality measures from the distorted 
data base are correlated with the corresponding 
entries in the subjective quality data base. The 
resulting estimated correlation coefficient is 
used as a figure-of-merit enabling the comparison 
of one objective measure to another. A block 
diagram for the entire testing mechanism is shown 
in Fig. 2. This two step testing procedure 
(first applying the objective measure to the 
original and distorted speech data bases and then 
correlating the results with the subjective data 
base) is typically used iteratively with para-
meterized objective quality measures, where the 
test is repeated for incremental variations of 
the objective measure parameters. In this way 
the best objective measure can be found in a 
systematic fashion. 
The estimated correlation coefficient, 
p. which is used as a figure of merit can be 
computed from 
E[S(d)-([0(d)-0(d)) 
- a  p = 
	








where d is the distortion index, S(d) and 0$) 
are the subjective and objective quality measures 
for that distortion and S(d) and 0Tar are the 
average subjective and objective quality over ell 
distortions. A linear minimum variance estimate 
of subjective quality based on the objective 
measure is given by 
A. 
pa 
s S(d) 	S(d) + -a-- (0(d) - IliT) 	 (3) 
Co  
where as and a are the estimated standard devia- 
tion of the subjective and objective measures, se 
given in the denominator of (1). 
Obviously, functions more complex thus 
simple first order linear models could be used in 
estimating subjective quality based on objective 
measure results. Polynomial regression models sr 
some combination of polynomial and multiple 
linear regression modeling involving several 
objective measures could also be used . 
Likewise, more general nonlinear estimators coulA 
also be used. In such cases, correlation is dome 
between the subjective data base and tie 
estimated subjective quality, calculated free 
A 
A 	8(SS)-E(S)8(S)  
P 2 2 	1/2 	2 2 	1/2 )--E (s)) 	[8(S )-11 (8)1 
where 8(•) is the expected value operator and S 
and S are subjective and estimated subjective 
quality, respectively. 
Specific Objective Measures  
The general form of an objective measure 
involves a normalized weighted sum of the frame 
by frame objective fidelity measure, F•), as 
given by 
4 X 
I 	I W(n,$) F 
1= rrol 0(d) ■ 
s4 	
(4) 
I I W(n,$) 
s-1 nul 
Here 0(d) is the objective measure for a gives 
distortion d, while s and n are the speaker ami 
frame indictee, respectively. M(n,$) are weights 
which, for the Georgia Tech study [1), were frame 
energy raised to the power a, where a is a para-
meter of the measure. Measures of this form are 
time invariant since the same fidelity measure is 
used for all frames and all speakers. 
Alternatively the speech could be objective-
ly preclassified by some temporal or spectral 
(13 
(3) 
A third type of objective measure is the 
frequency variant type which attempts to model 
the frequency variant characteristics of the ear 
[21. The speech frame is divided into 8 conti-
guous frequency bands and a seperate objective 
measure is computed for each bands 
4 N 
L 	L W(n,s,b) b [.] 
0(b,d) 	
sml 	
(5) 4 4 
I 	E W(n,s,b) 
nostl 
qualities so that, for example, each frame is 
determined to contain primarily silence, frica-
tive, vocalic or nasal speech (31. A different 
objective fidelity measure can then be applied to 
each class of speech frames so that F(•1 of 
expression (4) is now a composite measure repre-
senting the objective classifier and the objec-
tive fidelity measures for each class. This is a 
time variant objective quality measure. 
where b is the frequency band index. 1.6 1•1, the 
objective fidelity measure operating on band b, 
need not be identical for every band. Regression 
analysis is used to combine 0(b,d) in a weighted 
sum to estimate S(d) as given by 
. 	B . 




where 0 are the estimated regression coeffi-
cients. i In this way frequency weights are 
adjusted to give maximum correlation between the 
estimated and actual subjective quality. 
As an example of a specific objective 
measure, consider the frequency variant short 
time signal to noise ratio, defined as 
4 N-1 
E 	I 1((n,s,b) )a201log iorSG(n,s,b) 
0(b,d)-s-1  1M0 	. N(N,s,b) 
4 N-1 
I (E(n,s,b)) cs 
sal n-0 
Here E(n,s,b) is the total energy, SG(n,s,bli is 
the signal energy and N(n,s,b) is the noise 
energy, all in band b and in frame n, and a and 
6 are the parameters for study. each 
combination of values for a and 6 effectively 
produces a different objective measure. A total 
of six frequency bands were used in this measure, 
as defined in Table 1. Signal-to-noise measure-
ments are only appropriate for distortions which 
can approximately be modeled as additive noise. 
Therefore if the frequency variant short time 
signal to noise ratio is limited to additive 
noise distortions the correlation scores of Fig. 
3 result. The power of the testing procedure can 
be seen from this graph: if the parameters of 
the measure are each varied over a sufficient 
range the correlation coefficient can be used to 
identify the combination that is best able to 
predict subjective quality. The maximum corre- 
lation of 0.94 for this measure is outstanding 
among the thousands of measures tested at Georgia 
Tech [11. This is partly because the measure was 
restricted to a subset of the entire distortion 
set. Table 2 shows the correlation results of 
several of the best measures when the entire 
distortion set is considered. With correlations 
of typically 0.6 these measures are at best fair 
estimators of subjective speech quality and are 
more typical of the current state of objective 
speech quality measures. 
New Measures 
The research done at Georgia Tech 
investigated approximately 1,000 objective 
measures for speech quality. When correlated 
across the entire set of distortions none of 
these estimated subjective quality exceptionally 
well. On the other hand almost all were able to 
estimate subjective quality well over a small 
subset of the distortion set. This suggests that 
a trade-off could be made between correlation 
with subjective quality and the range of distor-
tions appropriate to a measure. A goal could be 
to search for measures which cover the broadest 
possible range of distortions while still main-
taining a given level of correlation. This may 
produce a good measure for a specific appli-
cation, in that it covers only a few distortion 
types, but it does not produce a general purpose 
measure which could be expected to perform well 
with completely new speech coding systems. A 
more promising approach is to create a composite 
measure which is a function of several objective 
quality measures, for example a weighted sum. If 
the several objective measures fundamentally 
measure different aspects of speech quality then 
the composite measure should provide improved 
performance relative to the individual 
measures. Composite measures could be construct-
ed using stepwise multiple linear regression 
techniques. 
An important issue in the testing of objec-
tive measures is the large amount of computation 
required to generate the objective speech quality 
estimates and the correlation coefficient esti-
mates. Building improved composite measures by 
selecting from a pool of some 1,000 existing 
measures is also a large computational problem. 
It is simply not feasible to test every 
imaginable measure for all combinations of its 
parameters. Bence tests must be carefully plann-
ed to yield insight into the fundamental nature 
of the objective quality measures. This insight 
in addition to the testing procedure described 
can lead to better objective speech quality mea-
sures. 
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Figure 1. System for computing objective speech 
quality measures. 
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Figure 3. Plot showing performance of the frequency 
variant short time SNR as a function of its parameters. 
alpha and gamma. Each line represents a different 
value of alpha as indicated to the right of the line. 
FIGURE OF MERIT 
Figure 2. Block diagram of system for comparing 
the effectiveness of objective quality measures. 







Table 1. Frequency bands used for the frequency 
variant objective measures. 
DISTANCE DRAMS KNEAD REGRESSION 
1. log spoctral disuses .60 	7.6 
2.11 4 spectral distance .56 6.0 
3. FARGO& d 	• .47 1.7 
4. leg area ratio Atomics .62 7.7 
5. energy ratio distance .60 7.0 
Table 2. Summary statistics for several of the 
best objective speech quality measures. a is 
the estimated correlation coefficient and et_ 
is the estimated standard deviation of error 
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ABSTRACT 
This paper presents the results of a statis-
tical correlation study between a data base of sub-
jective speech quality measures and a data base of 
objective speech quality measures. Both data bases 
are derived from approximately 18 hours of coded 
and distorted speech. The subjective test used 
was the Diagnostic Acceptability Measure (DAM), a 
parametric speech quality test developed at the 
Dynastat Corporation. The objective measures in-
cluded approximately 1500 parametric variations of 
many commonly suggested objective measures. This 
paper summarizes the performance of the objective 
measures in predicting the subjective results. 
INTRODUCTION 
For many years, the effectiveness of most of 
the commonly used objective measures for speech 
quality has been a subject for speculation. Of 
course, it is well known that the complexities of 
the speech production and perception process make 
it unlikely that any simple, compactly computable 
objective measure of speech quality could be ef-
fective in predicting user acceptance over a wide 
class of distortions. Nonetheless, many objective 
measures have been proposed and used in the design 
and evaluation of speech communication systems. 
It was the purpose of this study to design and 
implement a procedure for comparing a large number 
of objective measures for speech quality in a cost 
effective way. The comparison procedure which was 
used is illustrated in Figure 1. First, an undis-
torted data base of 12 sentences for each of 4 sub-
jects was digitized by low pass filtering to 3.2 
kHz and sampling to 12 bits resolution at 8 kHz. 
This undistorted data base of sampled speech was 
then used to create a distorted data base of ap-
proximately 18 hours duration by applying 264 "dis-
tortions" to the 48 basic sentences. 
From the distorted data base, two "quality" 
data bases were created. The first, the subjective 
data base, was formed by applying the Diagnostic 
Acceptability Measure (DAM) subjective quality test 
This work was supported by the Defense Communica-
tions Agency under contract DCA100-78-C-0003.  
to the distorted data base. The DAM test is a 
parametric speech quality test in which subjects, 
evaluate specific system and background qualities 
as well as overall system acceptability [1]. For 
each distortion and for each speaker, the subjec-
tive data base contains 19 parametric and isometric 
quality measures. 
The objective data base was formed by applying 
the objective measures of interest to the sentences 
in the distorted data base. In all, approximately 
1500 different objective quality measures were 
studied. 
The objective data base and the subjective 
data base were then used as inputs to a statisti-
cal correlation analysis, resulting in a figure-of-
merit for each objective measure studied. The 
figures-of-merit used were the estimated correla-
tion coefficient between the objective and subjec-
tive quality measures and the estimated standard 
deviation of error for the case where the objec-
tive measure is used to predict the subjective mea-
sure. The prediction of the subjective results 
was accomplished by using linear regression, 3rd 
order nonlinear regression, and 6th order nonlinear 
regression on the objective data base. 
This approach to testing objective quality 
measures has several advantages. First, the most 
expensive part of the testing procedure, namely the 
creation of the subjective data base, is only per-
formed once regardless of the number of objective 
measures to be tested. Second, objective measures 
. which do not apply to all the distortions in the 
distorted data base may be easily tested across an 
appropriate subset of distortions. Third, the sub-
jective data base may be easily extended to new 
classes of distortions should that become desir-
able. Fourth, parametric optimization may be per-
formed on objective measures across the subjective 
data base. And finally, some specific diagnostic 
information may be obtained by performing the cor-
relation analysis based on the parametric subjec-
tive results. 
DISTORTED DATA BASE 
The 264 distortions used to create the dis-
torted data base are summarized in Table 1. There 
are three classes of distortions used: coding 
distortions; wide band controlled distortions; and 
frequency variant controlled distortions. The 
706 
CH 1559-4/80/0000-0706$00.75 C) 1980 IEEE 
coding distortions were accomplished by the appli-
cation of digital coding algorithms to the undis-
torted data base, and include waveform coders, vo-
coders, and transform coders. The wide band con-
trolled distortions include many types of degrada-
tions which can be found in digital coding systems 
including additive noise, filtering, etc. The fre-
quency variant controlled distortions are of three 
types: additive colored noise, in which bandlimit-
ed colored noise is added to the original speech 
signal to approximate the distortions from wave-
form coders in a frequency variant way; banded  pole, 
distortion, in which the poles in an all pole model 
of the vocal tract are moved within frequency bands 
so as to approximate vocoder distortions in a fre-
quency variant way; and banded frequency distor-
tion, in which noise is added in bands to a DFT 
transform representation of the speech in order to 
approximate transform coder distortion in a fre-
quency variant way. 
All of the distortions were implemented using 
a minicomputer based digital signal processing lab-
oratory. This allowed for exact time synchro-
nization of the distorted speech signals with the 
undistorted speech as well as nonlinear phase cor-
rections where necessary. 
SUBJECTIVE DATA BASE 
The subjective quality test used in this study 
was the Diagnostic Acceptability Measure (DAM) test 
developed at the Dynastat Corporation CA. In this 
test, subjects are asked to rate 17 "system" and 
"background" qualities of the distorted speech on 
a scale of 0-100. These measures are combined to 
create the 10 perceptual qualities treated by the 
DAM. These qualities include 3 isometric qualities 
(I-intelligibility; P-pleasantness; A-acceptabili-
ty), 5 system qualities (SF-fluttering; SH-thin; 
SD-rasping; SI-interrupted; SN-nasal), and 4 back-
ground qualities (BN-hissing; BB-buzzing; BF-
churping; BR-rumbling). In addition, three com-
posite qualities (TSQ-total system quality; Tim-
total  background quality; CA-composite acceptabi-
lity) are also computed. Of these measures, com-
posite acceptability (CA) is the isometric measure 
designed to best predict the user acceptance of a 
system. It should be noted that the DAM is a sub-
jective preference test, and that the intelligi-
bility (I) result is not a direct measure of the 
speech intelligibility. 
OBJECTIVE MEASURES 
This study included 4 classes of objective 
quality measures: spectral distance measures, 
where the distortions were measured in the fre-
quency domain; parametric distance measures, where 
a distance was measured between parameters ex-
tracted from the distorted and undistorted speech; 
noise measures, in which a noise signal was com-
puted and used; and composite measures, which were 
linear combinations of the other measures. Two of 
the classes, the spectral distance measures and 
the noise measurements, were implemented in both 
frequency invariant and frequency variant forms. 
Both linear and nonlinear regression analyses were 
used in predicting the subjective results from the  
objective results. Multiple linear regression ana-
lysis was used for the frequency variant and com-
posite measures. A summary of the objective mea-
sures is given in Table 2. 
For all the objective quality measures, the 
speech was first divided into frames of from 10-30 
msec in length, and an objective quality measure 
was computed for each frame. If 0(n) is the ob-
jective measure for the nth frame, then the over-
all objective measure for one distortion was com-
puted by 
I W(n)0(n) 
a . u  
W(n) 
where W(n) is a weighting function. The weighting 
functions used were W(n) = 1 and W(n) = [E(n)f r , 
were E(n) is the energy in the nth frame of the 
original speech signal and y is a parameter for 
study. 
A total of 576 parametrically different forms 
of frequency invariant spectral distance measures 
were studied. For all cases, a spectral envelop 
for a frame of distorted speech was estimated using 
a 10th order LFC analysis. If V'(n,m) and V(n,m) 
are the mth frequency sample of nth frame for the 
distorted and undistorted speech signal respec-
tively, then all the spectral distance measures 
can be said to be computed from 
1 
	  1 
[ 
/ IF(n,m)l a lF(V(nim), V I (n.m))1 P 
 0(n) - 	111 	
P 
where F(V,V') is the distanceNnction, end n and p 
are parameters for study. The two functions 
F(V,V') reported here are the difference in the 
log spectrums, i.e. 
F(V,V') = 20 log iVir 
and 	F(V,V') - IV - V'I 6 
where 6 is a parameter for study. 
A total of 576 forms of frequency variant 
spectral distance measures were also tested. For 
each of these cases, the spectral distances were 
measured in six separate frequency bands, and the 
overall objective measure was formed as a weighted 
sum of the separate measures using multiple linear 
regression. The parameters for the frequency var-
iant measures are the same as for the frequency 
invariant measures. 
The study also included 408 forms of seven 
parametric distance measures. For all the parame-
tric distance measures, the objective measure for 
• 
I IV(n,m)l a 
m 
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frame was computed from 
1 
X 
0(n) - 	/ I6(k) 	6 1 (k)I P 
k■1 
where E l (k) and 6(k) are the kth extracted para-
meter from the distorted and undistorted speech 
respectively, K is the number of parameters, and p 
is a parameter for study. All of the parametric 
distance measures studied were extracted from LPG 
analysis and included area ratios, log area ratios, 
feedback coefficients, log feedback coefficients, 
PARCOR coefficients, log PARCOR coefficients, and 
the residual energy distance used by Itakuna 
and others. 
All the noise measurements studied were some 
form of signal-to-noise ratio. Two basic analysis 
techniques were used: the traditional or unframed 
analysis; and the framed or "short time" analysis 
In addition, frequency variant versions were 
included which, as in the case of spectral distance 
measures, combined the analyses from six separate 
frequency bands using multiple linear regression. 
The correlation analyses for the noise measurement 
were performed across the largest subset of the 
distorted data base for which the concept is mean-
ingful. There were a total of 76 noise measures 
studied. 
The composite measures studied were all chosen 
to be linear combinations of up to six of the other 
objective quality measures. These measures were 
intended both to be measures of mutual information 
between the different objective measures and to in-
vestigate the potential for such composite mea-
sures. Two forms of composite measures were stud-
ied: unclassified; and classified. In the un-
classified form, the same measure was applied to 
all the distortions in the distorted data base. In 
the classified form, the distortion was first 
classified as either a waveform coder or not a 
waveform coder, and then a separate composite mea-
sure was applied for each class. In all, about 22 
composite measures were studied. 
RESULTS AND DISCUSSION 
Table 3 gives a summary of the performance of 
the best measures found for each of the classes of 
measures studied. In the total study, the analy-
ses were done across 10 subsets of the distorted 
data base and across all the parametric and isome-
tric subjective quality results. The results pre-
sented here are only for the composite acceptabi-
lity (CA) subjective measure across a distorted 
data base subset which included all the coding 
distortions and all the wide band controlled diLs-
tortions. The narrow band controlled distortions, 
which were intended as a training set for the fre-
quency variant objective measures, were excluded 
from this analysis so as to create a more realistic 
coding ensemble. 
As can be seen, the optimum behavior of the 
18 log spectral distance measure and the 1.1 spectral 
distance measure are very similar. It should be  
noted that the similarity only occurs for 6 ■ .2 
and 6 ■ .3. Over the ranges of interest, the log 
nonlinearity and the 1.1 6 nonlinearity are very 
similar functions, so these results are not unex-
pected. It is also noteworthy that remarkable 
improvements in both these measures occur when non-
linear regression is used. However, these improve-
ments must be regarded with caution, since undoubtedly 
some noise tracking is occuring. 
The linear spectral distance measure performs 
very badly when compared to the other two spectral 
distance measures. 
The use of the frequency variant form of the 
spectral distance measure results in an overall 
improvement of -.11 in the correlation and an over-
all reduction of about 1.6 points in the standard 
deviation of error. Note that, once again, the log 
nonlinearity and the 1.1 6 nonlinearity give similar 
results. Also note, however, that the use of fre-
quency weighting greatly improves the performance 
of the linear spectral distance measure. 
The only parameter measures which performed 
well enough to be of interest are the log area 
ratio measure and the energy ratio measure. How-
ever, it should be noted that both these measures 
perform better than the spectral distance measures. 
This is a very important result from both an ana-
lysis and coding point of view. 
As can be seen, the traditional SNR performs 
very poorly. However, the framed SNR performs 
much better. Probably the most remarkable result 
of this entire study is the performance of the 
frequency variant framed SNR, which gives an esti-
mated correlation coefficient of .93 with an esti-
mate standard deviation error of only 3.5. This 
is clearly a very good objective quality measure 
for waveform coders. Recall, however, that these 
results are only valid over the systems for which 
the "signal plus noise" model is reasonable. 
For the composite measures, the classified 
measures perform noticably better than the un-
classified measures. This improvement is almost 
solely due to the effect of the frequency variant 
framed SNR, which could be included in the class-
ified measure but could not be included in the 
unclassified measure. 
The number of analysis frames used for all 
the objective measures studied here was 200. For 
this number of frames, the reliability of most of 
the measures was ?, .98. This is better reliabil-
ity than the subjective measure, which have an 
overall reliability -.9. 
This study is by no means the final word on 
objective quality measures. What is represents 
is a starting point which allows the systematic 
comparison of many potentially useful objective 
measures across a reasonable data base of dis-
torted and coded speech. It is expected that 
better composite measures can be designed by a 
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ABSTRACT 
This paper explores the utility of designing 
pointwise 	nonlinear 	transforms for 	simple 
objective speech quality measures using 
polynomial regression analysis. A method for the 
design and evaluation of these nonlinearities is 
presented and the performance of the resulting 
measures is discussed. The results of this study 
indicate that polynomial regression can produce 
objective measures which are comparable with 
those obtained using frequency variant or time 
classified design methodologies. 
INTRODUCTION 
This paper presents some results from an 
ongoing study of objectively computable measures 
for speech quality testing and their use in the 
design of speech coding systems. The fundamental 
goal of this research is to develop new objective 
measures which correlate well with subjective 
quality results over a wide range of distortion 
and coding conditions. These measures, in turn, 
will be used in conjunction with iterative speech 
coder design techniques. 
A "simple" objective quality measure is any 
objectively computable fidelity measure for 
speech which does not use semantic, syntactic, or 
talker related information explicitly in its 
realization. In general, simple measures have 
the advantage that they are relatively simple to 
realize and correspondingly simple to use in 
speech coder design procedures. Clearly, they 
also have the disadvantage that their projected 
performance is intrinsically limited, because 
they make almost no use of the language related 
information which is known to be important in 
human speech perception. 
If the fundamental goal is to improve the 
performance of simple objective measures, a num-
ber of techniques can be employed. These include 
the frequency variant application of the measure 
[1], [2], the time variant application of the 
measure [3], the combination of disimilar mea-
sures [1],[4], the preclassification of the dis-
torting system before the application of the 
measure [1],[4], and the application of a point-
wise nonlinear transform to the measure [1]. 
This paper deals explicitly with the design and  
evaluation of pointwise nonlinearities for im-
proving the performance of simple objective mea-
sures. 
THE PROCEDURE FOR TESTING OBJECTIVE MEASURES 
This research makes use of the objective 
measure testing procedures previously developed 
at Georgia Tech [1]. In these procedures, three 
data bases are required. The first is 48 origi-
nal sentences, 12 from each of four subjects. 
The second is a distortion data base consisting 
of 264 specific distortions applied to the 12 
sentences from each of the 4 talkers giving a 
total of 1056 talker-distortion combinations. 
The 264 specific distortions can be broken down 
into 20 classes of either "controlled" or "coder-
induced" distortions such as ADPCM, LPC, highpass 
filter, clipping distortion, etc. 1.1.1. The third 
is a data base consisting of subjective quality 
estimates for each of the 1056 - talker-distortion 
combinations where the subjective quality measure 
used was the DAM test [5]. Throughout this paper 
the DAM subjective quality estimate of interest 
is the "composite acceptability," or CA, which is 
a general measure of overall quality. These data 
bases were generated as part of an ongoing 
objective speech quality research program at 
Georgia Tech [1], [2], [3], [4]. 
In the testing process, two figures-of-merit 
are used to compare canidate objective quality 
measures. The first is the estimated correlation 
coefficient, obtained when the objective mea-
sure is used to predict subjective quality over 
the set of 1056 distorted speech samples. The 
second is the estimated standard deviation of 
prediction error, . e . Table 1 shows the values 
of •. and.., for several of the best objective 
measures from a previous study using linear re-
gression analysis Llj. 
DESIGNING THE IMPROVED MEASURES 
The general problem is to design a nonlinear 
transform of the form 
Y f(x) 
where x is the basic objective measure and y is a 
new measure with improved correlation proper- 
ties. In this study, x could represent several 
classes of objective measures including spectral 
distance measures, log spectral distance mea-
sures, PARCUR distance measures, log area ratio 
distance measures, and residual energy ratio 
measures. All of these classes of measures in a 
number of parametrically different forms have 
been previously studied, and their general per-
formance capabilities have been assessed [1]. 
In this research, the nonlinear transforma-
tion, f(x), was estimated using the polynomial 
regression model
k 
Y' 	 + e 
nm.0 
where 	is the nth regression coefficient to be 
estimated, y is the predicted subjective result, 
and e is the error. 
Inherent in this model are two assumptions 
about the error. The first is that the error 
variance is constant. This assumption is valid 
when analyzing the whole distortion data base but 
if the data base is partitioned by distortion 
class, several classes exhibit unequal error 
variances for the objective measures 
considered. In this case, either weighted least 
squares in a single model or several different 
models must be used to maintain equality of 
variance within models. The second assumption is 
that prediction error is uncorrelated over the 
various distortions in the distortion data 
base. Careful randomization of the distorted 
data base prior to applying the DAM subjective 
quality test makes this assumption valid. Addi-
tionally, since the DAM test scores are averages 
of several individual quality estimates, the 
error term is approximately normally distributed 
and parametric statistical tests can be used to 
investigate the regression model. 
In building models using polynomial regres-
sion the figure-of-merit for the model is ., the 
estimated correlation between actual and predict-
ed subjective quality. To verify that the model 
is valid and hence that is meaningful one must 
also inspect residual plots, or plots of predic-
tion error versus the objective measure, to 
insure that the error variance is in fact con-
stant over the range of the objective measure. 
Residual plots and plots of predicted versus 
objective quality also help in identifying un-
usual or "outlier" data samples. If a point is 
at the extreme of the objective measure axis, it 
has a large influence on the slope of a fitted 
regression line since it is far from the centroid 
of the data points. If it is an unusual or in-
consistent subjective value, the point will cause 
the regression line to have an improper slope 
relative to the rest of the data points. This 
situation is not clearly indicated by . and 
hence data plots should be inspected to see if 
only a few points are dominating the regression 
parameters. 
If the error is normally and independently 
distributed, one can test whether the regression 
model explains a significant amount of the var-
iance of the subjective quality using an F-
test. The test statistic used is 
MSR 14 (yi - 3)24  Fo ET N 
Jai (Yi Y02/N-k-1 
where MSR is regression mean square, MS is resi- 
dual or error mean square, yi is the P." subjec-
tive quality value, yi is the estimate of yi 
provided by the regression model, y is the aver-
age of all yi, k is the order of the regression 
and N is the number of data samples. If F o is 
greater than Fk N-k-1+where (1- ) is the 
significanCe level of the test, then one can 
reject the null hypothesis that . 4 al .9 a ... 
- a 0. The F-test can also be useeto test 
fork goodness of fit in building a polynomial 
regression model. Here we wish to know if the r 
highest order regression terms make a significant 
contribution to the model. In orther words the 
null hypothesis for the test is that ." r4 ,4 
k 	= 	= 	= O. 	The F -statistic iS 
C04;ted as before 2xcept that in the numerator 
only regression coefficients to k_r are used 
to determine y 4 since we assDme that the null 
hypothesis is true. A significant F-statistic 
indicates that the null hypothesis should be 
rejected and that a model of order greater than 
(k-r) should be considered. The polynomial 
modeling done in this study used the computer 
program BMDP5R, part of the Biomedical Computer 
Program Series developed at the Health Sciences 
Computing Facility at UCLA. 
Table 2 shows the results of applying poly-
nomial regression to the objective quality 
measures listed in Table 1. Note that the corre-
lation coefficient increases only marginally 
after the order of the regression reaches three, 
suggesting that the true model order is approxi-
mately three. But for several of the objective 
measures, the goodness of fit tests as listed in 
Table 3 indicate that mooels of sixth order or 
higher explain significant amounts of the subjec-
tive variance. Observation of scatter plots of 
objective versus subjective data indicates a 
resolution to this apparent conflict. Often the 
data set contains a widely removed point, or 
outliner. Higher regression orders attempt to 
fit the model to this point which reduces the 
mean square error enough to produce significant 
F-statistics in goodness of fit tests. So in the 
case that outliers are present but should 
actually be discarded, goodness of fit tests 
point to artificially high order models. 
Another factor which tends to artificially 
increase model order can be understood by analyz-
ing distortions by sub-classes. As one might 
suspect, if the types of distortions used to 
build the regression model are restricted to a 
small sub-class of all possible distortion types, 
the fit of the model improves. This is because 
the simple objective measures produce consistent 
quality measures when results are compared within 
a single distortion type. But each distortion 
type, in general, appears to have a "bias' assoc-
iated with the objective measure result which 
makes the measure less consistent when results 
are compared across several distortion types. 
This, of course, is simply a result of the 
expected poor performance of simple objective 
measures across different distortion types. This 
point is illustrated in Figure 1(a) in which each 
of the four solid lines is the estimated subjec-
tive quality versus objective score for a single 
distortion type. The bias associated with each 
distortion causes the curves to shift in the 
horizontal direction so that the regression 
curves are not, as would be ideal, colinear. For 
each distortion type, the density of points along 
its regression line is indicated by the 
historgrams in Figure 1(b). Since these 
densities are not constant across the span of the 
horizontal axis, a high-order polynomial model 
fit to all four distortion types at once, as 
shown by the dotted curve in Figure 1(a), 
approximates the model of one distortion type and 
then another. So even though individual distor-
tions can be adequately fitted with first order 
models, the bias between distortion types 
requires that, as a group, the distortions be fit 
with a higher order model. The conclusion one 
can draw here is that the simple objective mea-
sures have, in general, a different bias for each 
distortion type. Hence polynomial regression 
cannot closely model each individual distortion 
type and will not provide great improvements in 
overall prediction of subjective quality. 
If we restrict attention to model orders of 
one to three, polynomial regression analysis 
yields an improvement in correlation between 
objective and subjective quality of approximately 
0.08 for the measures studied. While the result-
ing correlation scores of at best 0.68 are not 
outstanding, the technique of applying pointwise 
nonlinearities to simple measures using polyno-
mial regression yields improvements which are 
comparable to the improvements obtained using 
frequency-variant or time-classified versions of 
the same simple objective measures [1], [2], [3]. 
A major point here is that improvements 
could be made in accurately predicting subjective 
quality if one could estimate the bias in simple 
objective measures for each distortion type. If 
there was an objective measure to estimate this 
bias, it plus the simple measure could form an 
impressive composite measure. Alternatively, if 
one could objectively classify distorted speech 
by distortion type, one could first classify the 
speech and then use a separate regression model 
for each class, where each model adjusts for the 
bias of its distortion class. Similarly, if one 
has prior knowledge of how the speech sample is 
distorted, a third alternative is to design mea-
sures which are valid for only the class of 
distortions which are of interest. 
If distortions could be consistently identi-
fied which, when modeled alone, have similar 
model parameters then these distortions could be 
lumped together to be modeled as one class and 
similarly other distortions lumped together to be 
modeled as a different class. The advantage of 
this method is that the model's estimated error 
variance is greatly reduced and its estimated 
correlation to subjective quality estimates is 
increased. The disadvantage is that the ob-
jective quality measure obtained is applicable to 
only a few distortion types and that these dis-
tortion types must span the class of interest if 
the measure is to be useful. 
Table 4 gives an example of the improvements 
that are possible using linear regression in 
modeling different distortion types separately. 
In the first case, each of four waveform coder 
distortiont are modeled separately yielding  
.91 and a 3.69, remarkable improvements. The 
estimatedeStandara deviation of error has droppea 
to half of its typical 7.7 value listed in Table 
2 indicating that model differences between indi-
vidual distortion types account for half of the 
error in the objective measure models of Table 
2. In the second case, all distortion types are 
modeled 'sing the same slope with each having a 
different intercept. This yields nearly the 
same . and e as the first model which supports 
the hypothesis that objective measure bias is the 
major difference between models fitted to indivi-
dual distortions. 
CONCLUSIONS 
The primary result of this paper is that 
pointwise nonlinearities applied to simple objec-
tive measures produce subjective quality esti-
mates which are comparable to the estimates 
obtained using frequency-variant or time-
classified objective measures. In using polyno-
mial regression to estimate pointwise nonlinear-
ities, a pragmatic conclusion is that regression 
order need be at most three. Model orders great-
er than three yield negligible improvements in 
the correlation between actual and predicted sub-
jective quality. 
A means to achieve improved performance of 
objective measures is through some form of clas-
sificatioo of the speech sample by distortion 
class. Though how to do the classification is 
not clear, the motivation to do so is that within 
a distortion class, simple objective measures 
yield extremely good estimates of subjective 
quality. Between distortion classes, simple 
objective measures appear to have a "bias° which 
limits their performance. Clearly, composite 
objective measures which incorporate simple ob-
jective measures and some means for objective 
classification would realize the potential of the 
simple measures and yield improved subjective 
quality estimates. 
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DISTANCE MEASURE 	 LINEAR REGRESSION 
1. log sp 	1 distance 	 .60 	7.8 
2. l'I 4 spectral distance 	 .58 	8.0 
3. PARCOR distance 	 .47 	6.7 
4. log area ratio distance 	 .62 	7.7 
5. energy ratio distance 	 .60 	7.9 
TABLE 1. Linear regression summary statistics for several 
simple objective speech quality measures 113. 
DISTANCE ORDER OF POLYNOMIAL ANALYSIS 
NEAURE 1 2 3 5 
log spec. 0 • 	.60 .66 .68 .68 .68 .68 
distance el; • 7.72 7.29 7.14 7.14 7.12 7.12 
1'1 4 spec. ! • 	.59 .64 .65 .66 .66 .66 
distance % • 7.83 7.42 7.33 7.32 7.30 7.29 
PARCOR • 	.43 .59 .63 .64 .65 .65 
distance % • 8.58 7.76 7.50 7.48 7.39 7.38 
log area ! • 	.62 .64 .66 .66 .66 .67 
ratio dist. % • 7.58 7.43 7.29 7.26 7.26 7.24 
energy ratio 0 • 	. 61 .62 .62 .62 .62 .62 
distance % • 7.65 7.60 7.60 7.59 7.59 7.59 
TAILS 2. Polynomial regression summary statistics for the 
objective measures listed in table 1. 
0 6 115.77 0.00 
1 5 68.46 0.00 
2 4 25.92 0.00 
3 3 11.57 0.00 
4 2 13.97 0.00 
5 1 3.24 0.07 
TABLE 3. Goodness of fit test for PARCOR distance measure. 
Full polynomial model is of order 6. In this test the highest 
r regression coefficients are assumed to be equal to sere and 
a lover order model is fit to the data. A significant result 
(probability in tail loss than o) indi 	 that a higher 
order model should be used. 
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FIGURE 1. Effect of the bias of simple objective measures 
on polynomial regression model. Objective measure mead is 
log area distance measure. The distortion types are all 
coder distortions. 
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Summary  
Very Low Bit Rate Speech Coding 
Using the Line Spectrum Pair 
Transformation of the LPC Coefficients 
Joel R. Crosmer 
Directed by Dr. Thomas P. Barnwell DI 
School of Electrical Engineering 
Georgia Institute of Technology 
Atlanta, Georgia 
30332 
The goal of this investigation was the development of improved techniques for coding 
the LPC coefficients, with improvment sought in terms of better perceived speech quality 
and lower bit rates. This goal was achieved through a study of the Line Spectrum Pair 
(LSP) representation of the LPC coefficients. In the LSP transformation, the poles of a 
synthesis filter are represented as a set of angles or frequencies. The LSP frequencies 
have some properties which are desirable in a speech coding system, including a simple 
check for filter stability, a natural bounded range, and a natural ordering. 
The first portion of the investigation was a study of the computational aspects of 
obtainging the LSP coefficients. An efficient algorithm for computing the LSP frequencies 
was developed using previous results which exploit the symmetry of the LSP polynomials, as 
well as some new results regarding the maximum level of precision necessary for 
maintaining good perceived quality in synthetic speech produced from the LSP frequencies. 
The relationship between the LSP frequencies and the poles of an LPC synthesis filter 
was also investigated. The result is a new model of speech perception based on the 
formant information which is available almost directly from the LSP frequencies. The 
model is most accurate for formant locations, which are most important for speech 
perception, while the model is far less accurate for formant bandwidths, which have much 
less impact on perceived speech quality. 
The new perceptual model is incorporated in the design of new coding techniques for 
the LSP frequencies. With these techniques, the perceived quality of the synthetic speech 
is maintained at a higher level than with comparable coders, but the bit rate is lower. 
The bit rate reduction is achieved by using very few bits to code formant bandwidth 
information, while the more perceptually important formant location information is coded 
more precisely. The bit rate of the fixed frame rate LSP coders is 25 to 35 percent less 
than similar PARCOR coders, but the quality of the synthetic speech is rated higher in the 
Diagnostic Acceptability Measure (DAM). 
The fixed frame rate LSP coder design was extended to operate at lower it rates 
through the technique of dividing the speech signal into segments composed of one or more 
frames of vocal tract information. This "variable frame rate" design works particularly 
well because of the excellent interpolation properties of the LSP frequencies. The bit 
rate for vocal tract information can be reduced to the range of 400 to 600 bits per second 
with these coders. These bit rates are comparable to those for vector quantization 
coders, but the perceived speech quality is far better, and the LSP coders are not speaker 
dependent. The computational complexity of the lower bit rate LSP coders is only slightly 
greater than that of the fixed frame rate LSP coders. According to DAM, the variable 
frame rate LSP coders produce speech equal in perceived speech qualiiy to a fixed frame 
rate LSP coder at twice the bit rate and a PARCOR coder at five times the bit rate. 
Abstract 
Objective Measures of Speech Quality 
Schuyler R. Quackenbush 
231 pages 
Directed by Dr. Thomas P. Barnwell In 
School of Electrical Engineering 
Georgia Institute of Technology 
Atlanta, Georgia 
30332 
This thesis investigates objective measures of speech quality, or measure which can 
be computed from properties of an original and a distorted speech waveform. Two sets of 
objective measures are investigated. The first set is designed to estimate the specific 
types of perceived distortions specified by the 'parametric' subjective quality scales of 
the Diagnostic Acceptability Measure (DAM), a subjective speech quality test. The narrow 
scope of these parametric scales promotes a close coupling between physical quantities and 
their associated perceptual qualities, resulting in quite accurate measures. The second 
set of objective measures estimate the composite acceptability scale of the DAM, a scale 
measuring overall speech acceptability. The first set of measures are used as a 
foundation for designing the second set of measures. 
The speech quality data base used in this research is quite extensive. 	It consists 
of a total of 1056 examples of distorted speech produced by various speech coder and other 
speech distorting systems and their associated subjective quality ratings as produced by 
the Diagnostic Acceptability Measure. 
The thesis research can be divided into three parts. 	In the first part, the 
relationship between the scales of the Diagnostic Acceptability Measure and several of 
the best available objective speech quality measures produce poor estimates of composite 
acceptability because they incorporate little of the information provided by the 
parametric subjective measures. 	Multiple linear regression is used to find a linear 
relationship between the parametric subjective quality scales and the composite 
acceptability scale. The resulting regression model produces very good estimates of 
composite acceptability using only a subset of the parametric qualities. Because of this 
relationship, objective measures of parametric quality can be used as the basis for a 
measure of composite acceptability. 
In the second part, a set of objective measures is designed which provide 
dramatically improved estimates of the parametric qualities of the Diagnostic 
Acceptability Measure. Performance is measured in terms of the correlation between actual 
and estimated subjective quality. Multidimensional scaling graphically shows the 
remarkable ability of these measures to estimate the parametric subjective qualities. 
And finally, in the third part, the parametric objective measures are combined into a 
single composite measure for estimating subjective composite acceptability. Several 
measures are presented, with correlations to composite acceptability ranging from 0.81 to 
0.85. 
Summary  
Exact Reconstruction Analysis/Synthesis Systems and 
Their Application to Frequency Domain Coding 
Mark J. T. Smith 
Directed by Dr. Thomas P. Barnwell III 
School of Electrical Engineering 
Georgia Insitute of Technology 
Atlanta, Georgia 
30332 
The decomposition of signals into their frequency components is a fundamental concept 
in signal processing. In the context of frequency domain speech coding, systems that 
partition the input into minimally sampled frequency bands and then reconstruct the signal 
based on the spectral components are called analysis/synthesis systems. Although the term 
analysis/synthesis has been used to refer to different types of approaches in the past, 
its meaning here is restricted to this class of systems. Such structures have been 
explored in numerous applications for many years now. Analysis/synthesis is of particular 
interest in the area of frequency domain speech coding because properties of aural 
perception may be exploited to achieve higher quality gain. The main objective in this 
area is to lower the bit rate while maintaining the perceptual quality of the coding 
system. Thus, the representation of each channel with the minimum number of samples is 
essential in meeting this goal. Such maximally decimated systems are not strictly limited 
to coding applications. In other processing areas, frequency bands are maximally 
decimated to make the amount of arithmetic processing tractable. The primary application 
assumed in this thesis, however, is to subband coding and transform coding. 
Frequency domain coders, as they are called, are seen to contain two distinct 
sections: an analysis/synthesis system and a coding section. Clearly, the performance of 
speech coders can be no better than the quality of the analysis/synthesis system contained 
within. Hence, much attention has been given to the quality issues as they relate to 
these systems. There are several causes of internal degradation, each with varying 
degrees of impact on the system performance. Inter-band aliasing resulting from 
decimation has, perhaps, the greatest effect on perceptual quality. In addition, short-
time frequency distortion and short-time phase distortion may also be introduced as a 
result of the filtering operations. These undesirable quantities may not be present in 
oversampled systems but have always been present in minimally sampled systems. Thus high 
performance is achieved by minimi7ing the perceptual degradation caused by these 
quantities. 
One important factor in minimi7ing perceptual degradation is having sharp analysis 
filters in frequency partitioning. Given this constraint, the problem is to find the 
synthesis filter that can reconstruct in a manner that reduces the presences of these 
detrimental quantities. The popular methods rely on quadrature mirror filter (QMFs) where 
aliasing is explicitly removed in reconstruction. Numerous approaches have been proposed 
previously but so far all have contributed some degree of distortion. For example, AMFs, 
RQMFs and Allpass QMF methods are all alias-free approaches but result in different types 
of distortion. In the past, QMF methods where shown to exhibit either phase distortion, 
frequency distortion or a mixture of the two [17]. This distortion could be minimized by 
QMF optimization procedures but some degree of distortion always remained. Actually, 
exact reconstruction with FIR AMFs is not possible and a proof of this is given in the 
thesis. However, another class of filters exist called conjugate quadrature filters 
(CQFs) that are capable of alias-free synthesis without any form of spectral distortion. 
Indeed a major portion of this thesis is devoted to examining this new class of systems. 
In fact, a number of new exact reconstruction methods are presented: CQFs; LPERs; IRR 
Exact Reconstruction; Two-band Invertible Polyphase; and Multi-band Invertible Polyphase 
schemes. In each case, the exact reconstruction theory is developed and filter design 
algorithms are presented as well. 
As the theory of exact reconstruction evolved, it became clear that all of these 
approaches were related. Previously, time-frequency representations based on the short-
time Fourier transform [21], [92] served almost exclusively as the theoretical basis for 
analysis/synthesis. These representations are inherently limited in that they all model 
systems as being a composite of shifted baseband filters. Consequently they do not reveal 
the exact reconstruction solutions nor do they highlight the relationships among the 
myriad of analysis/synthesis techniques. In this thesis a unifying framework is 
established whereby both exact and inexact solutions may be viewed. Moreover the 
important system issues such as aliasing, frequency distortion, phase distortion, filter 
quality and system complexity may be independently addressed. With this framework, it is 
now possible to specifically address the issues that affect the performance of frequency 
domain coders. 
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Improved Objective Speech Quality Measures for Low Bit Rate Speech Compression 
Thomas P. Barnwell III 
School of Electrical Engineering 
Georgia Institute of Technology 
Atlanta, GA 30332 
1. Introduction 
The purpose of this document is to summarize the major results of a three 
year research program at the Digital Signal Processing Laboratory of the School 
of Electrical Engineering at the Georgia Institute of Technology. This program 
has resulted in three Ph.D. theses and eleven papers thus far, with at least two 
more papers and a book in preparation. A complete list of the publications is 
given in Section b of this report. 
The basic goal of this research project was to find new objective measures 
for speech quality testing, and to use these new measures to develop improved 
speech coding techniques, particularly at low bit rates. The project was quite 
successful in both of these areas. In the area of speech quality testing, the 
project demonstrated, really for the first time, that it is possible to 
implement objective measures for speech quality testing which operate with good 
resolution across a very wide ensemble of distortions. 	In the area of low bit 
rate speech coding, 	the project demonstrated several new speech coding 
techniques which operated at lower bit rates, higher quality, and less 
computational resources than competing systems. Finally, in the area of time 
frequency representations, the project produced a new, general theory for 
maximally decimated analysis/reconstruction systems based on filter banks. This 
theory both brought many previously developed techniques together in the same 
theoretical framework, and also allowed for the synthesis of many new, 
previously unknown systems as well. By far the most important single result of 
this research was the invention of the conjugate quadrature filter, a two-band 
filter similar to the quadrature mirror filter, which can form the basis of 
maximally decimated analysis/reconstruction systems which, in the absence of 
distortion, exactly reconstruct the input signal. Such systems are not only 
important for speech coding, but for many other signal processing applications 
as well. 
The purpose of this document is to outline the major 	research 
accomplishments of this research project. 	The results will be presented in 
three separate sections: one for objective measures for speech quality;one for 
low bit rate speech coders based on line spectrum pairs; and one for 
analysis/reconstruction systems based on maximally decimated filter banks 
These were the thesis areas for Dr. S. R. Quackenbush, Dr. J. Crosmer, and Dr. 
M. J. T. Smith, respectively. 
2. Objective Measures for Speech Quality Testing  
This chapter outlines the research performed in the area of objective 
measures for speech quality measures. The basic goal of this research was to 
invent new objective measures for speech quality which could operate across a 
wide class of distortion systems, and which could still accurately predict the 
acceptability of the distorted speech by human listeners. This research was 
aimed at high quality systems, that is to say systems which produced highly 
intelligible speech in the absence of noise. These are the class of systems 
which are not well resolved by speech intelligibility tests such as the 
diagnostic rhyme test (DRT) or the modified rhyme test (MRT). 
2.1 Background 
Research on the design of objective measures for speech quality testing did 
not originate at the start of this research project, but had been in progress at 
Georgia Tech for several years. 	The first research in this area was performed 
for the Defense Communications Agency (DCA) [1], with later work performed for 
the same sponsor in the early 1980's [2]. 	The research goals for the DCA 
projects were very different than for the NSF sponsored research. 	In 
particular, the DCA projects sought to quantify the performance of many widely 
used objective measures in the first study, and to design compactly computable 
objective measures for validating the performance systems in the field in the 
second study. From the viewpoint of the NSF sponsored effort, the primary 
function of the DCA research projects was to provide the massive data bases of 
distorted speech and subjective responses which made the NSF research possible. 
The basic goal this research was to design new objective measures which 
were able to accurately predict the results of subjective quality tests across a 
very large ensemble of coded and distorted speech. As previously noted, the 
speech of interest was that generated by systems whose perceived quality was 
'moderate' to 'excellent'. Hence, all of these results are primarily applicable 
to high quality speech coding systems. 
The basic approach in this research was to generate a very large data base 
of coded and otherwise distorted speech signals, and then to subject these 
speech segments to subjective evaluation. All of the speech distortions were 
generated using general purpose computers, so that the signals could be 
carefully controlled and could be stored digitally. The subject quality test 
used was the Diagnostic Acceptability Measure [3], or DAM. The DAM evaluations 
were all performed by the Dynastat Corporations under the direction of William 
Yoiers [1-2]. 
A summary of the data available from a single DAM evaluation is shown in 
Figure 1. The DAM is basically a 'mean opinion score' (MOS) subjective quality 
test in which listeners rate individual speech segments on a 100 point quality 
scale. The DAM has three features which differentiate it from most other MOS 
MNEMONIC 	DESCRIPTORS 	 EXEMPLARS 
PARAMETRIC SCALES: 
SIGNAL QUALITY 
SF 	fluttering, bubbling 	AM speech 
SH distant, thin 	 highpassed speech 
SD 	rasping, crackling 	peak clipped speech 
SL muffled, smothered lowpassed speech 
SI 	irregular, interrupted 	interrupted speech 
SN nasal, whining 	 bandpassed speech 
BACKGROUND QUALITY 
BN 	hissing, rushing 	 Gaussian noise 
BB buzzing, humming 60 Hz hum 
BF 	chirping, bubbling 
BR rumbling, thumping 	low freq. noise 
ISOMETRIC SCALES: 
TOTAL QUALITY 
TSQ 	total signal quality 




CA composite acceptability 
Figure 1. Diagnostic Acceptability Measure Signal Quality Scales 
tests. 	First, the DAM is administered to trained listening crews, and the 
analysis incorporates information about the historical preferences of each 
listener. 	Second, the DAM allows listeners to differentiate between 'system' 
and 'background' distortion. 	These two features serve to dramatically improve 
the resolving power of the DAM. 	Finally, the DAM allows listeners to rate 
speech signals on parametric as well as isometric scales. The parametric scales 
serve to give each distortion a unique subjective signature as well as an 
overall acceptability rating. 
The method used for the design and testing of the new objective measures is 
illustrated in Figure 2. The method is based on three data base. The first 
data base, the 'undistorted data base', is composed of a set of undistorted 
sampled sentences. This speech, which is bandlimited to 3.2 KHz and sampled at 
8000 samples per second, consisted of 12 sentences for each of four talkers. 
The 48 phonemically balanced sentences had a total duration of four minutes. 
The second data base, the 'distorted data base', was generated by applying 
a set of coding and other controlled distortions to the sentences in the 
undistorted data base. A summary of the distortions is given in Table 1. At 
the beginning of this research, there were 1056 talker/distortion combinations 
in the distorted data base, totaling 12648 sentences and 17.6 hours of distorted 
speech. During the later part of this research, the data base was augmented 
with 256 new talker/distortion combinations, giving a new total of 15720 
sentences and 21.8 hours of speech. The research reported here was based 
primarily on the original distorted data base, although verification of the 
results was also performed on the extended data base. 
The third data base, the 'subjective data base', was formed by applying the 
DAM test to all of the systems in the distorted data base. The subjective data 
base consists of over 200,000 individual listener responses and contains both 
isometric and parametric subjective estimates. 
Coding Distortions 
	
Number of Cases 	Added During Second Study 
ADPCM 	 6 	 No 
APCM 6 No 
CVSD 	 6 	 No 
ADM 6 No 
APC 	 6 	 No 
LPC Vocder 	 6 No 
VEV 	 12 	 No 
ATC-1 6 No 
ATC-2 	 6 	 Yes 
SBC 6 Yes 
ADPCM+Noise Feedback 	 6 	 Yes 
MP-LPC 	 6 Yes 
Channel Vocoder 	 6 	 Yes 
Controlled Distortions 
Additive Noise 	 6 	 No 
Low Pass Filter 6 No 
High Pass Filter 	 6 	 No 
Band Pass Filter 6 No 
Interruption 	 12 	 No 
Clipping 	 6 No 
Center Clipping 	 6 	 No 
Quantization 6 No 
Echo 	 6 	 No 
Frequency Variant  
Controlled Distortion 
Additive Color Noise 	 36 	 No 
Banded Pole Distortion-1 	76 No 
Banded Frequency Distortion 	36 	 No 
Banded Pole Distortion-2 	24 Yes 





















Figure 2. 	Block Diagram of System for Design of Objective Speech Quality 
Measures 
The data bases are used to test the performance of a particular objective 
measure as shown in Figure 2. First, the objective measure is applied to all of 
the distortions in the distorted data base, using the undistorted data base as 
reference. Then correlation analysis is performed between the objective measure 
results and the contents of the subjective data base to generate a figure-of-
merit. The figure-of-merit most often used in this research is the estimated 
correlation coefficient between the subjective quality measure and the objective 
quality measure. 
At the beginning of this research, a very large number of objective 
measures had been studied using the method above. Stated simply, the overall 
results from the previous research were that first, no commonly used objective 
measure performed well over the wide class of distortions in the distorted data 
base, and second, no simple variation of any of these measures showed much 
promise of improving this on this result. 
The basic problem that caused the poor performance of most simple objective 
measures is that most objective speech quality measures studied in the past have 
attempted to measure overall acceptability or naturalness. 	It is intrinsically 
difficult 	to design such measures because many perceptually dissimilar 
distortions may be judged to have equal acceptability. An alternate approach is 
to design objective measures which estimate the perceptually specific 
(parametric) subjective qualities of the Diagnostic Acceptability Measure. The 
narrower scope of these subjective qualities promotes a closer coupling between 
physical quantities and perceptual qualities in a given quality category, 
resulting in a more accurate objective measures. 
2.2 Parametric Objective Measures  
The purpose of any speech communications system is to permit users to 
communicate easily and effectively via speech. Users can be expected to judge a 
speech communications system relative to their experiences in face to face 
conversation, and for each individual there will be a level of degradation for 
which a speech communication system will no longer be acceptable. The Diagnostic 
Acceptability Measure's composite acceptability measure quantifies exactly this 
kind of subjective quality assessment, and provides valuable information for 
assessing quality and complexity tradeoffs in speech communication systems [1], 
[3]. Unfortunately, since many perceptually dissimilar systems may be judged to 
be equally acceptable, 'acceptability' does not give any clue as to the 
appropriate functional form for a corresponding objective measure. 
There is, however, more than one quality assessment in the Diagnostic 
Acceptability Measure, and most of these are considerably more specific in scope 
then the composite acceptability scale (see Figure 1). Whereas the 'isometric', 
or overall quality scales such as composite acceptability do not suggest a 
corresponding objective measure, many of the 'parametric', or perceptually 
specific, quality scales do. This research centered on objective measures which 
are designed to track these perceptually specific subjective qualities. The 
goal in this research was to use these measures to form new, composite, measures 
which produce more accurate estimates of the overall speech system 
acceptability. 
2.2.1 Regression Analysis  
Regression analysis was done on the DAM quality scores to determine to what 
extent subjective composite acceptability could be estimated from subsets of the 
parametric subjective qualities. In particular, an all possible subsets  
regression analysis was performed on the parametric subjective qualities from 
the DAM. The results of this analysis are shown in Table 2. For each subset of 
size n, the table lists the corresponding multiple R squared, multiple R and 
also indicates the parametric qualities included in that subset. The regression 
analysis was done over the DAM scores of all speech samples in the distorted 
data base. 
Parametric Quality 	 Number in Subset  
1 2 3 4 5 6 7 8 9 10 
1 	SD, rasping, crackling 
2 SL, muffled, smothered 
4 	BN, hissing, rushing 
6 SI, irregular, interrupted 
5 	BF, chirping, bubbling 
7 SH, distant, thin 
3 	SF, fluttering, bubbling 
8 BB, buzzing, humming 
9 	BR, rumbing, thumping 
SN, nasal, whining  
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in Subset Multiple 
R2 	R 
1 0.427 0.653 
2 0.659 0.812 . 
3 0.747 0.864 
4 0.816 0.903 
5 0.866 0.931 
6 0.885 0.941 
7 0.901 0.949 
8 0.905 0.951 
9 0.906 0.952 
10 0.906 0.952 
Table 2. Results of All Possible Subsets Regression 
Two conclusions can be drawn from the results of the regression analysis. 
First, that parametric subjective qualities can be used to construct a model 
which provides excellent estimates of subjective composite acceptability over 
this speech quality data base. And, second, that a subset of these parametric 
qualities can be used to construct a model which provides estimates of composite 
acceptability which are nearly as good as estimates made by the full model. If 
only four parametric subjective qualities are included in the regression model, 
the resulting estimates of composite acceptability have a correlation with the 
actual subjective assessments of composite acceptability of 0.90. If seven 
parametric subjective qualities are included in the regression model, 
correlation increases to 0.95, with negligible increase in correlation achieved 
by adding additional parametric qualities to the model. Given these con-
elusions, it is then highly desirable to construct objective measures which 
provide good estimates of the parametric subjective qualities. 
2.2.2 Multidimensional Scaling Analysis  
Previous speech quality research using this data base has produced 
objective measures which provide only fair estimates of subjective composite 
acceptability [1], [2]. The poor performance of these objective measures is in 
part due to the diversity of the speech distortions in the speech quality data 
base. However, these objective measures also directly estimated subjective 
composite acceptability and, in so doing, generally failed to adequately model 
the impact of the underlying perceptual qualities that determine overall accept-
ability. 
Multidimensional scaling, using the KYST program, [4], [5] graphically 
illustrates this point in Figure 3(a). Figure 3(b) lists the key for identifying 
the quality measures in this plot. For this scaling, the similarity between 
measures is equal to the magnitude of the correlation coefficient between the 
two measures as computed over all speech distortions in the data base. A 
-1.0330 	-.5000 	.0000 	.5000 	1 . OCCO 1 . 5000 -2.0003 	-1.5030 
Figure 3. Multidimensional Scaling of the Subjective Qualities in the 
Diagnostic Acceptability Measure and Some of the Best Objective 
Speech Quality Measures. 






















































descending monotonic regression was done on the similarities, so that a 
similarity (i.e. correlation) nearly equal to 1.0 mapped into a distance nearly 
equal to zero. Symbols A through S are the subjective measures of the DAM, while 
symbols T through 9 are representative objective measures from previous research 
at Georgia Tech. As can be seen from the figure, all of the objective measures 
lie in one quadrant of the plot, and the measures are not even moderately 
correlated with more than one or two of the parametric subjective qualities. 
2.2.3 Parametric Objective Quality Measures  
The approach used in designing an objective measure for estimating 
parametric subjective quality was to first examine the scores of the subjective 
quality to be estimated. Distortions which register a quality score widely 
deviating from the average are exemplary of that quality, and hence provide 
insight into the physical or objective nature of that subjective quality. 
For each of the parametric subjective measures which were found to be 
important in the above analysis, a specific parametric objective measure was 
designed. This design process was relatively complex, and involved a variety of 
statistical tools. A good description of the design process can be found in the 
Ph.D. thesis of S. R. Quackenbush [6]. The particular measures designed along 
with their performance figures are summarized in Table 3. 
2.2.4 Results  
Figure 4 summarizes the results of the parametric objective measure study. 
It is a multidimensional scaling of the DAM subjective quality measures and the 
previously described parametric objective measures. Part (b) is a key to the 
parametric measures. As the plot shows, the parametric measures are more widely 
dispersed in the perceptual space than in the scaling of Figure 1. Although O sL 
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Figure 4. 	Multidimensional Scaling of Subjective and Objective Quality 
Measures. 
Table 4 summarizes the performance of the composite objective measure 
designed by combining the individual objective measures from Table 3 into a 
single measure using regression analysis. The performance of this measure 
represents an major improvement in the ability to predict human quality 
responses across a wide and diverse ensemble of speech distortions. Notice that 
although the performance of many of the parametric objective measures was only 
moderate, nonetheless the performance of the composite measure was very good. 
Also note that the performance of this new objective measure is similar to the 
performance of a single subjective listener. 
3. Low Bit Rate Speech Coding Based on Line Spectrum Pairs 
The second major part of this research was in the area of very low bit rate 
speech coding. The technique developed is based on 'Line Spectrum Pairs', which 
are a specific parameterization of the linear predictive coding (LPC) parameter 
set. 	The result of this research was a new approach to low rate coding which 
was capable of generating intelligible speech at very low bit rates, that is 
down to about 350 bits per second, using a relatively simple system. 
3.1 Background  
The line spectrum pair (LSP) coefficients [7] possess several desirable and 
useful quantization properties for vocoder applications. First, the LSP 
coefficients can be uniquely and simply ordered with respect to one another. 
Second, the coefficients facilitate a simple check for synthesis filter 
stability. And third, each individual coefficient is confined to a small range 
for actual speech data. These properties are proved in [8]. 
The LSP coefficients are obtained from the LPC prediction coefficients by 
combining the forward and backward predictor polynomials as follows: 
P(z) = A(z) + B(z) 
Q(z) = A(z) - B(z), 




   
All data 0.8201 
All data, outliers removed 0.8461 
One speaker 0.8661 
One speaker, outliers removed 0.8778 
Table 4. Summary of Performance of Composite Objective Measures 
B(z) = zMA(z-1 ). 
The resulting polynomials, P(z) and Q(z), are symmetric and antisymmetric, 
respectively, with a root of P at z = +1, and a root of Q at z = -1. The 
remainder of the roots of P and Q all lie on the unit circle. Since the roots 
occur in conjugate pairs, the original polynomial can be represented by M real 
numbers. The angles of the roots, Ix.
1
, i=1,2,...,M1, are called the line 
spectrum pairs. 
The LSP transformation is equivalent to replacing the matched impedence of 
the glottal source in the acoustic tube model with either a closed or open tube 
section. This effectively makes the model lossless, causing all the poles of 
filter transfer function appear on the unit circle. Hence, the polynomial P(z) 







 ) corresponds approximately to 
the open glottis yielding the even index coefficients. 
If the original polynomial, A(z), is stable, the roots of P and Q will be 
interleaved around the unit circle. The stability of the synthesis filter is 
assured if each pair of coefficients is separated by a finite amount: 
x. 	- xi _, > 0. 
1-1 
A difference of zero indicates that a root of A(z) lies on the unit circle. 
3.2 A New Interpretation of the LSP Coefficients  
In the past, distortion in the spectrum of the speech synthesis filter 
caused by quantization of the LPC coefficients has been measured by spectral 
distance measures such the Itakura-Saito likelihood ratio, or a log spectral 
distance. These measures were chosen not so much for their relationship to 
perceived distortion, which is approximate at best, but rather for their 
analytic properties. However, recent studies of objective measures for speech 
quality have shown these measures to be only fair at predicting subjective 
quality results [1]. 
A subjectively meaningful measure could be one which specifies distortion 
in terms of speech formant bandwidths and center frequencies. For example, 
Klatt has shown that relatively large changes in formant bandwidths have little 
perceptual impact, whereas shifts in formant center frequencies are more 
important [9]. In other studies, objective measures based on these principals 
have been shown to be effective in predicting subjective quality results [2]. 
It is also known that changes in the spectral tilt have relatively little impact 
on speech quality. However, most LPC quantization schemes do not take advantage 
of this knowledge. Atal and Honor's original quantization scheme [10] of coding 
the angles and radii of the pole locations of A(z), did so, but the method has 
the disadvantage that a set of complex roots must be computed. 
The LSP coefficients, on the other hand, offer the possibility of more 
directly representing perceptually important information and, consequently, 
coding this information more precisely. In particular, there are significant 
clues to the locations and bandwidths of the speech formants in the relationship 
between the closed and the open glottis coefficients, which correspond to the 
roots of P and Q, respectively. In particular, the LSP coefficients derived 
from the closed glottis model correspond approximately to the locations of 
formant center frequencies, when a formant is present. Hence, they will be 
called the position coefficients. Now recall that for a stable vocal tract 
filter, the closed and open glottis coefficients must be interleaved on the unit 
circle and, further, if two successive LSP coefficients are equal, then the 
vocal tract filter has a pole on the unit circle. It follows both experimentally 
and analytically that the closer two LSP coefficients are together, the narrower 
the bandwidth of the corresponding pole of the vocal tract filter. Hence, 
formants are typically marked by two LSP coefficients which are close together, 
while overall spectral shapping poles (those which contribute primarily to the 
spectral tilt) are marked by LSP coefficients which are farther apart. Because 
of their role in marking the presence of absence of a formant by their nearness 
to a position coefficient, the open glottis coefficients will be called the 
difference coefficients. With this interpretation, it is possible to code the 
ISP coefficients to better minimize the perceived distortion. 
In terms of the ISP coefficients, the position coefficients are simply the 
odd index ISP coefficients, fp 
= x2i-1, 	
i = 1,2,...,M/2f. On the other hand, 
the difference coefficients are computed: 








 is positive if x
2i 
is closer to x
2i-1' 
otherwise it is 
negative. 	With this definition, a formant is assumed to exist if the magnitude 
of id i is less than some threshold, 
dmax. 
 If the magnitude is large, i.e., the 
ISP coefficients are separated by a large amount, the coefficients contribute 
primarily to the spectral tilt. In general, the bandwidth of a speech formant 
is simply and monotonically related to 'd i '. This fact can be demonstrated in a 
statistical sense by comparing the coefficients, ild 1
if with widths of 
corresponding spectral peaks. 
3.3 Application to Fixed Rate Coders  
A new coding technique has been designed, based on division of the region 
between two position coefficients into several zones (See Figure 5). Three 
different cases occur in coding the difference coefficients: 





case 3: Id.' < d 	, 1 	min 
In case 1 there is most likely not a formant so we may set the quantized 
value midway between the corresponding position coefficients, d = (p i + p i+1 )/2. 
Case 2 indicates the presence of a normal formant, so 1d-11  is quantized 
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Figure 5. Zone Model for Coding the Difference Coefficients. 	The outer 
solid lines are the position coefficients. When x2i is below 
the midpoint between the position coefficients, the difference 
coefficient is positive. When it is above the midpoint it is 
negative. A difference coefficient between the maxinxim and 
minimum thresholds, 
max 
 and d . , indicates that a formant is 
most likely present, as in the Wit portion of the figure. The 
line labeled d represente the quantized valud of d i w hen a 
"one-level" quanYizer is used. 
is also used for the sign of d i . 	Valuesofn.in the range of three to seven 
give excellent synthetic speech quality, but good quality is possible even with 
n i = 1. 	In case 3, the LPC analysis has most likely over-estimated the Q of a 
particular pole. 	Since this may cause an unpleasant chirp in the synthetic 
speech, the value of
1
is set to 
dmin' 
and quantized as in case 2. 
Because it is difficult to formulate an objective speech quality measure 
which is well correlated to formant distortion, the parameters for this coder 
design were selected of the basis of subjective listening tests. In particular, 
max was chosen by decreasing its value until the distortion became audible, 
i.e., the speech began to sound muffled as more formants were removed. In a 
similarmanner,diniri was found by increasing its value until distortion caused 
by sudden changes in formant bandwidths was heard. Values of n i were tested for 
impact on overall speech quality, with smaller values used for higher frequency 
coefficients. 
A special case in coding the difference coefficients occurs when n i =1, for 
i=1,2,...14/2. In this case, a value, d 0 , is used whenever case 2 occurs. A 
suitable value was determined by listening to speech which was synthesized for 
various values of d0 . When d
0 
 was too small, the speech was harsh with some 
chirping, while values too large caused all formants to have a wide bandwidth, 
making the speech sound muffled. 
The position coefficients are coded as the difference between the current 
value of a coefficient, p i.n , and the quantized value from the previous frame, 
p.1,n-1 The difference is quantized non-uniformly with small values coded more . 
precisely than large ones, producing smoother sounding synthetic speech. On the 
other hand, large jumps from frame to frame are quantized more coarsely, since . 
such errors are much less perceptible. 
3.4 Variable Rate Coders  
The above fixed rate coder design technique can also be applied to variable 
rate coder design taking advantage of the interpolation properties of the LSP 
coefficients. A speech signal is segmented in such a way that the frame update 
rate is high when speech events are occurring rapidly, and lower when the 
spectrum is changing slowly. The LSP coefficients are transmitted at varying 
intervals, with linear interpolation used to compute the coefficients for 
intermediate frames. 
The first step of the segmentation algorithm is to determine the onset and 
offset of speech. This is done by thresholding the LPC residual energy, 
producing fairly long segments. These long segments are subdivided on the basis 
of the curvature of the position coefficients. The length, L, of a segment, 
starting at frame n, is increased until an error measure exceeds a predetermined 
threshold. The function is chosen so that errors in the quantized position 
coefficients are weighted more heavily when the magnitude of the corresponding 
difference coefficient is small, i.e., errors are more serious when there is a 
formant present. 
When a segment has been determined, the position coefficients are quantized 
in the same manner as the fixed rate coder, with extra bits sent to indicate the 
location of the next frame to send. A set of difference coefficients can be sent 
for each frame increment, or one set may be sent for the entire segment. In the 
latter case the values are determined by averaging the difference coefficients 
over the segment, and coding the average in the same manner as in the fixed rate 
scheme. 
3.5 Experimental Technique  
The results of this study have been based primarily on formal listening 
tests, namely the DAM test discussed in section 2 of this report. The coders 
were tested on tenth order LPC coefficients, from speech which was sampled at 8 
kHz, and preemphasized before analysis. The basic update rate was 66 frames per 
second. The analysis was done using the autocorrelation method with a Hamming 
window. 
The systems tested were all pitch excited, with the pitch signals being 
corrected by hand before synthesis. The pitch and gain parameters were used 
without quantization, therefore the bit rates quoted are for vocal tract 
information only. 
Speech synthesized from fixed rate ISP coders was compared to that from 
both inverse sine PARCOR quantizers and that using unquantized coefficients. 
The variable rate ISP coders were compared to vector quantization coders (1024 
word codebooks with speakers inside and outside the training set), as well as 
fixed rate ISP coders using the above fixed rate quantization technique. 
3.6 Results and Conclusions  
A summary of the various coders tested along with bit allocation is given 
in Table 5. 	Fixed rate coders operating at 1800 bps (vocal tract information 
only) 	produced speech which is nearly indistinguishable from that from 
unquantized coefficients. 	When the difference coefficients were coded with one 
level (1200 to 1400 bps), the speech was still of good quality with only a 
slight 'fuzziness' introduced. In general, the distortion caused by the ISP 
coders was less audible than for inverse sine quantization coders operating at 
higher bit rates, even though Itakura-Saito distortion was worse. 
The variable rate coders also produce speech which is pleasant and natural 
sounding at bit rates of 600 to 800 bps (vocal tract information). In 
particular, the warble produced by slight frame to frame spectral mismatch in 
vector quantizers was entirely absent. 
A major result of this study can be seen by comparing the subjective 
results in Table 5 with the Itakura measure. 	For the ISP based coders, the 












2640 47.6 	(2.1) 0.075 
2046 49.2 	(1.9) 0.137 
1144 47.6 	(1.7) 0.218 
440 42.8 	(2.0) 0.383 
530 47.2 	(1.8) 0.425 
530 45.8 	(1.7) 0.588 
423 43.0 	(1.7) 0.539 
374 45.2 	(2.1) 0.562 
820 45.8 	(1.5) 0.494 
1 unquantized LPC (32 bit floating 
point coefficients) 66 frames/sec 
Higher Bit Rate Coders 
2 inverse sine PARLOR quantizer 
40 bits/frame 66 frames/sec 
3 fixed frame rate LSP 
31 bits/frame 66 frames/sec 
4 fixed frame rate LSP 
26 bits/frame 44 frames/sec 
Low Bit Rate Coders 
5 fixed frame rate vector quantizer 
10 bits/frame 44 frames/sec 
6 variable frame rate LSP (algo 2) 
28 bits/segment 18.9 seg/sec (ave) 
7 variable frame rate LSP (algo 1) 
28 bits/segment 18.9 seg/sec (ave) 
8 variable frame rate LSP (algo 2) 
29 bits/segment 14.6 seg/sec (ave) 
9 variable frame rate LSP (algo 1) 
29 bits/segments 12.9 seg/sec (ave) 
10 variable frame rate LSP (algo 2) 
no averaging of difference coeff 
(otherwise same as coder 8) 
Note: 	The number in parentheses is the standard error of the composite 
acceptability measure. 
Table 5. Summary of Results from DAM Subjective Quality Test 
illustrates the inadequacy of the Itakura measure as an indicator of perceived 
speech quality. 
4. Time-Frequency Analysis/Reconstruction Systems for Speech Coding  
The final area of interest in this research was the area of time- frequency 
representations for signals, along with the systems required to perform the 
signal reconstructions. The major contribution of this research was the 
development of a general theory of time-frequency analysis/reconstruction 
systems based on maximally decimated filter banks [11-:13]. This theory both 
explains many existing techniques, and also allows for the simple invention and 
development of new techniques as well. Paramount among these new techniques are 
procedures for the systems which can exactly reconstruct the original signal in 
the absence of distortion from a maximally decimated filter bank representation. 
In recent years, there has been considerable interest in the time-frequency 
representation of signals. Analysis/synthesis systems for realizing such 
representations have been used and proposed in many applications areas, most 
notably for the subband coding and adaptive transform coding of speech. In 
speech coding systems, the signal is partitioned into a number of minimally 
sampled frequency bands, coded for transmission, decoded after reception and 
recombined. The performance of subband coders relies heavily on the ability of 
the analysis system to isolate contiguous frequency bands of speech and thereby 
take advantage of known properties of aural perception. Typically 
analysis/synthesis systems introduce aliasing, short-time frequency distortion 
and short-time phase distortion into the reconstructed signal. A variety of 
approaches have been introduced in the past that allow some or all of these 
sources of degradation to be removed. 	Other work in this area has emphasized 
the computational aspects of the problem. 	This section presents a unifying 
framework which allows these many diverse approaches to be compared and 
contrasted in terms of the fundamental design issues. 	In particular, this 
framework 	allows the critical issues of aliasing, 	spectral distortion, 
efficiency, stability, etc. that are important in the practical system to be 
specifically addressed. This, in turn, leads to a new understanding of the 
relationship between many published approaches. But more important, it leads to 
the definition of many new realizations as well, particularly in the area of 
exactly-reconstructing analysis/synthesis systems based on maximally decimated 
filter banks. 
4.1 Background  
A number of approaches to the time-frequency representation problem have 
been proposed. Portnoff [14] introduced a time-frequency representation based 
on the short-time Fourier transform (STFT) that has, to some extent, served as a 
theoretical aid in viewing these systems. Marshall [15] examined a filter bank 
model 	that attempted to minimize the effects of 	inter-band 	aliasing. 
Unfortunately, these formulations fail to accurately represent many 
analysis/synthesis systems of practical interest in frequency domain coding. 
This is largely due to the inherent limitation of the STFT on which all of 
theses theories are based. The STFT is a single sideband model which represents 
all of its channels in terms of a single shifted baseband filter. For the most 
part, this has not proven to be a valid model for most practical systems which 
generally tend to use double sideband representations [16]. Moreover, the most 
popular technique, QMF tree structures, cannot be modeled by a single frequency 
shifted baseband filter. 
In the discussion that follows, a general filter bank representation is 
assumed. This forms the basis for the analysis/synthesis model. The general 
system is then expressed as a matrix equation of analysis/synthesis filters and 
aliasing components. 	It is shown that inter-band aliasing and spectral 
distortion are separable and consequently may be treated independently. 	It is 
further shown that frequency distortion, phase distortion, efficiency and 
stability may all be specifically addressed in this formulation. 	In fact, all 
of the systems of the past with their various types of distortion as well as the 
exact reconstruction systems [11] are easily viewed through this formalism. In 
addition a number of new systems may also be treated in the context of this 
unifying theory. 
4.2 The AC-Matrix Formulation 
The general analysis/synthesis system for frequency domain coding as 
shown in Figure 6 consists of two banks of contiguous filters, decimators and 
interpolators. The analysis filters Hk(z) partition the speech into frequency 
channels. Aliasing and spectral distortion, resulting from the decimation and 
filtering respectively are often present in the output unless the synthesis 
filters G
k
(z) are chosen carefully. Thus the goal here is to examine how to 
choose the synthesis filters in order to remove or at least minimize aliasing 
and spectral distortion that degrades system performance. 	This is accomplished 
by expressing the analysis/synthesis system equation in matrix algebra. 	For 
the general analysis/synthesis system shown in Figure 7, the output, 	X(w), may 
be expressed as 
N-1 N-1 








54w) = xT M g 	 ( 5) 
x
T 
= [X(w), X(w+2'/N), 	X(w+2'(N-1)/N)] 	 (6) 
(3) 
is the input vector, 
H0(z) 
H 1 ( z ) 
X ( z ) 
H HN-1 ( Z )  -4 N:1 —0 1:N —0 GN-1 (z) 
—0 N:1 	F4 	-H 	1:N -4 G 0 ( z ) 
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Figure 6. Analysis/Synthesis System 
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is the aliasing component matrix and 
g
T 
= [Go (o), G i (w), Gs-1 (w)] 
is the vector of synthesis filters. Given the set of analysis filters, the issue 
at hand is determining the synthesis filters g that will result in a system that 
meets the requirements for quality performance. Since aliasing is perhaps the 
single most degrading quantity in a frequency domain coder, it is desirable to 
explicitly remove it from the output. In meeting this goal, recognize that all 
the rows of Mwith the exception of the first correspond to the aliasing terms 
while the first row represents the system response. Thus the system may be 
expressed in a condensed form by 
M g = b 	 (9) 
where the distortion vector is given by 
b
T 
= [C(o), 0, 0, ..., 0]. 	 (1 0) 
Now notice that b is chosen to remove all the aliasing by explicitly setting the 
N-1 aliasing equations to zero. 	The quantity C(w) is the system transfer 
function and is generally made to approximate the ideal system delay. 	Thus the 
synthesis filters in vector g are obtained by solving the simple AC-matrix 
equation 
g = M 1 b. 	 (11) 
Notice that a unique solution is virtually guaranteed for any set of analysis 
filter banks 	Furthermore, since the N-1 aliasing components of b are zero, the 




system response C(w) divided by the det[M]. 	It is important to note that 
mathematical solutions may not always be realizable due to the possibility of 
unstable synthesis filters. This facet of the system may be handled separately 
by controlling the properties of the analysis filters or by adjusting C(w), the 
system response. 
4.2.1 Stability 
To examine the AC-matrix solution in a complete way, consider the most 




Hk(z) - D (z) (12) 
where Hk(z) contains not only zeros but poles as well. The resulting synthesis 
filter vector g is in the form of the adjoint matrix of M over the det[M]. Both 
the Adj[M] and the det[M] contain poles and zeros and, in fact, some pole/zero 
cancellation occurs between the two. One way to see this is to recognize that 
every cofactor in the Adj[M] for a given M will have a denominator composed of 
the product of some (but not all) of the terms of D k (ze j2'm/N ). 	In general, 
these denominators will not be identical. 	The cancellation occurs because the 
denominator of the det[M] (which divides all synthesis filters) is a product of 
all of the terms of D
k
(zej"IN) where k and m are integers bounded by zero and 
N-1. 	After this cancellation, the resulting synthesis filters are all seen to 
have the same denominator. 	In other words, aliasing is explicitly removed by 
the numerators of the synthesis filters (i.e. FIR filters) while the poles which 
are common to all filters in g control the spectral distortion. 
4.2.2 Post Filter Interpretation 
Aliasing and spectral distortion exist as separable quantities in the AC- 
matrix theory. As shown in the last section, aliasing may be explicitly removed 
with FIR filters. Consequently, the post filter interpretation shown in Figure 
7 is important because it allows synthesis filter stability and short-time 
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Figure 7. Analysis/Synthesis System with Post Filter 
spectral distortion to be addressed independently. 	By assuming that the 
transfer function has the form 
C(z) = A(z)B(z) 	 (16) 
where A(z) is the arbitrary post filter and B(z) is the common synthesis filter 
denominator, the synthesis filter poles are explicitly canceled. This is 
tantamount to discarding all the synthesis poles given in the AC- matrix 
solution. The effect of this is to introduce spectral distortion. However, this 
distortion may be reduced and/or altered by specifying an appropriate post 
filter A(z). 	Hence the reconstruction section is guaranteed to have a finite 
impulse response as long as A(z) is FIR. 	Moreover any stable A(z) guarantees 
realizable reconstruction. 
This post filter interpretation, shown in Figure 7, introduces a large 
degree of versatility to the AC-matrix formulation. 	Specifically, synthesis 
filter 	stability, 	short-time phase distortion and short-time 	frequency 
distortion are essentially decoupled from one another. Since aliasing is 
canceled before hand, A(z) may be specified to modify the system distortion in 
an infinite number of ways. The post filter A(z) now plays an important role in 
determining the character of the system response and is illustrated in the 
examples in the next section. 
At this point, it is easy to see how the quantities that are crucial to 
the system performance, (filter quality, aliasing, frequency distortion, phase 
distortion and complexity), may be independently addressed. First consider the 
issue of filter quality. It is well known that analysis filters that have sharp 
cutoffs and good attenuation show improved performance. Therefore, the analysis 
filters may be specified to be of high quality with minimal order. 
Second, consider the issue of aliasing. This is perhaps, the single most 
objectionable system by-product. It is, therefore, desirable to remove this 
quantity in reconstruction. As stated before, the first element of the 
distortion vector b is the system frequency response while the remaining N-1 
elements are the N-1 aliasing components. Thus the removal of aliasing is 
guaranteed by requiring the lower N-1 elements of b to be zero. 
Third, consider the issue of spectral distortion. 	Greater tolerance is 
generally given to phase distortion over frequency distortion but existing 
levels of both quantities should be small. 	Spectral distortion is directly 
addressed through the post filter A(z). 	In examining distortion, it is helpful 
to classify these systems into four categories: allpass systems; linear phase 
systems; mixed distortion systems; and exact reconstruction systems. Allpass 
systems have an ideal magnitude response (i.e. unity) but contain phase 
distortion. The requirement for an allpass response is that every zero in the 
transfer function, C(z), must have a reciprocally located pole. This condition 
may be easily satisfied by recalling that B(z) in eq. (16) is predetermined by 
the analysis filters. B(z) may then be written as the product of a minimum phase 
filter Mn(z) and a maximum phase filter Mx(z) as shown. 
B(z) = Mn(z)Mx(z) 	 (17) 
Thus the allpass reconstruction condition can be met simply by selecting the 
post filter 
1 
A(z) - 	1 
Mk(z )Mh(z) 
In this way the poles and zeros of the system that remain, lie in reciprocal 
locations in the z-plane. 
Linear phase systems contain frequency distortion but no phase 
distortion. Systems of this type have the property that their transfer function 
is FIR and each of the zeros not on the unit circle occur in reciprocal pairs. 
Thus by specifying the post filter as 
A(z) 





linear phase reconstruction is guaranteed. 	Clearly allpass and linear phase 
reconstruction can be achieved trivially in this way. 
Mixed distortion is the broadest of the categories. 	Here, for example, 
the post filter might be optimized to reduce an error function that represents 
some ratio of phase and frequency distortion. Within this category are an 
infinity of new solutions with varying degrees of distortion mixture. 
Exact reconstruction is the last of the categories. This implies zero 
spectral distortion and is not always achievable with realizable filters. 
Therefore, modifications must be made to the analysis filters, (the only 
remaining free parameter), in an effort to find a mathematical solution that is 
also stable [2]. More often than not, stable exact reconstuction solutions will 
not exist and inexact solutions will have to suffice. 
Finally, consider the issue of system complexity. 	Techniques for 
efficient implementation have been studied in the context of translation 
multiplexing [17]. 	These techniques may be applied to this formulation by 
examining the constraints they impose on the AC-matrix. 	Most efficient methods 
require high coefficient redundancy in the analysis filters. If this complexity 
constraint is imposed on the AC-matrix (for example requiring that the AC-matrix 
be Toeplitz), the analysis section is guaranteed to be efficient. This often 
leads to efficient analysis/synthesis systems. Thus filter quality, aliasing, 
frequency distortion, phase distortion and efficiency are seen to be essentially 
isolated through this theoretical framework. Moreover, a host of new systems not 
previously explored can be seen easily by varying the post filters and analysis 
filters in different ways. 
4.3 Examples  
A large variety of different solutions may be seen through the AC-matrix 
formulation. 	Consider the traditional two-band structure used for QMF schemes 
(i.e., N=2 in Figure 1). The AC-matrix for arbitrary analysis filters H 0 (z) and 
H






b = [C(z) 0] 	 (21) 
where B(z) is the synthesis filter denominator polynomial and A(z) is the post 
filter. Many familiar solutions are seen easily by simply solving the AC-matrix 
equation. A summary of a number of these analysis/synthesis systems is given in 
Table 6. 
Consider now the multi-band structure shown in Figure 6. 	Efficient 
analysis structures of this type are based on polyphase filters and have been 
extensively studied in the context of translation multiplexing [17]. The 
concern here is to find the synthesis polyphase filters that reconstruct the 
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b = [ B(z)A(z) 0 0 0 ]T 
Exact reconstruction solutions can be obtained from the AC-matrix equation and 





where Pk(z) and Q
k
(z) are the k th analysis and synthesis polyphase filters 
(20) 
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respectively. 	Moreover, these analysis/synthesis filters may be designed such 
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that the synthesis polyphase filters Qk (z) are all stable. 	In addition to the 
exact reconstruction solution, linear phase and allpass solutions exist and can 
be seen by applying the appropriate post filters (eq. 19 and 20). 	Although 
these solutions work well in analysis/synthesis systems, in frequency domain 
coding they perform poorly. 	This is due to the way in which aliasing is 
canceled in reconstruction. 	Figure 4 shows an eight-band analysis filter with 
corresponding synthesis filter. Notice that spikes are present in the synthesis 
filters. These spikes have the effect of emphasizing the coding noise generated 
by the quantizers and degrade system performance. 
4.4 Summary 
The advantages of a unified analysis/synthesis theory are evident in a 
number of ways. Most important is that by capturing all the important issues in 
a compact and flexible form, the complex iterrelationships between dissimilar 
systems can be more easily understood. In addition the inter-relationships 
among the myriad of analysis/synthesis systems that are illuminated show the 
compromises available in terms of filter quality, aliasing, distortion and 
complexity. Examples of some old as well as new systems were presented here. 
In fact an infinity of different solutions exist and can be seen by varying the 
analysis and post filters. With this understanding, the job of addressing 
specific system issues should be an easier one and the development of 
appropriate design techniques should be a simpler problem in constrained 
minimization. 
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