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บทคัดย่อ
ปัญหาหนึ่งท่ีมาพร้อมกับการใช้ส่ือสังคมออนไลน์ในประเทศไทยคือ การโพสต์ข้อความล่อลวง หมิ่นประมาท 
หรอืเผยแพร่ข้อมลูข่าวสารทีเ่ป็นเทจ็ ผูเ้ขยีนข้อความอาจใช้ชือ่ปลอมหรอืแอบอ้างเป็นคนอืน่ แต่รปูแบบลลีาการเขยีน
บางอย่างที่เป็นรสนิยมส่วนตัวหรือเกิดจากความเคยชิน เช่น การใช้ค�าเรียกตัวเอง ค�าลงท้ายประโยค เครื่องหมาย 
วรรคตอน ยงัปรากฏร่องรอยอยูแ่ละสามารถตรวจจบัได้ งานวจิยันีจ้งึคัดเลอืกคุณลกัษณะในการเขยีนข้อความออนไลน์
ภาษาไทยจ�านวน 53 คณุลกัษณะและใช้คณุลกัษณะเหล่านีใ้นการระบตุวัผูเ้ขยีนข้อความนรินาม โดยวธิกีารท่ีเลอืกใช้คอื
การจ�าแนกด้วยซพัพอร์ตเวกเตอร์แมชชนีและต้นไม้ตดัสนิใจ เมือ่ทดสอบกับข้อความขนาดส้ัน (ความยาวเฉลีย่ 144 ค�า) 
ซพัพอร์ตเวกเตอร์แมชชนีให้อตัราความถกูต้องเฉลีย่ 79% ต้นไม้ตดัสินใจให้อตัราความถกูต้องเฉลีย่ 75% เมือ่ทดสอบ
กับข้อความขนาดยาวขึ้น (ความยาวเฉลี่ย 312 ค�า) ทั้งสองวิธีให้อัตราความถูกต้องเฉลี่ย 88% และ 82% ตามล�าดับ 
ค�าส�าคัญ: ข้อความออนไลน์ การระบุตัวผู้เขียน การจ�าแนก ซัพพอร์ตเวกเตอร์แมชชีน ต้นไม้ตัดสินใจ
การอ้างอิงบทความ: รังสิพรรณ มฤคทัต, “การระบุตัวผู ้เขียนข้อความออนไลน์ภาษาไทยด้วยซัพพอร์ตเวกเตอร์แมชชีน 
และต้นไม้ตัดสินใจ,” วารสารวิชาการพระจอมเกล้าพระนครเหนือ, ปีที่ 25, ฉบับที่ 1, หน้า 103-111,  ม.ค. - เม.ย. 2558. 
http://dx.doi.org/10.14416/j.kmutnb.2014.12.006
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Abstract
One problem that comes with the use of online social media in Thailand is the posting of deceptive, 
abusive, or hoax messages. The authors of such messages may use fake accounts or impersonate innocent 
persons. But some of their writing styles, influenced by individual preferences or habits, such as the use of 
first-person pronouns, sentence-ending words, or punctuations can still be traced and detected. In this research, 
fifty-three writing attributes of Thai online messages were selected and used to identify the authors of anonymous 
messages. The identification methods were based on classification by support vector machine and decision tree. 
When testing with short messages (average length of 144 words), support vector machine yielded an average 
accuracy of 79% whereas decision tree yielded an average accuracy of 75%. When testing with long messages 
(average length of 312 words), both methods yielded average accuracies of 88% and 82%, respectively.
Keywords: Online Messages, Author Identification, Classification, Support Vector Machine, Decision Tree
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1. บทน�า
จากรายงานของส�านักงานสถิติแห่งชาติ [1] พบว่า 
ผูใ้ช้อนิเทอร์เนต็ในประเทศไทยมจี�านวนมากถงึ 18 ล้านคน 
หรือคิดเป็นร้อยละ 29 ของประชากรทั้งหมด โดยการใช้
สื่อสังคมออนไลน์เช่น เฟซบุ๊ก ทวิตเตอร์ และเว็บบอร์ด 
เป็นกิจกรรมหลักอย่างหนึ่งของผู้ใช้อินเทอร์เน็ตกว่า 
10 ล้านคน ปัญหาท่ีมาพร้อมกับการใช้ส่ือเหล่านี้คือ 
การโพสต์ข้อความล่อลวง หมิ่นประมาท หรือข้อมูลเท็จ 
ซึ่งสามารถแพร่กระจายไปอย่างรวดเร็ว โดยผู ้เขียน
ข้อความอาจใช้ชื่อปลอมหรือแอบอ้างเป็นบุคคลอื่น 
การระบตุวัผูเ้ขยีนข้อความ นอกจากจะดจูาก IP Address แล้ว 
รปูแบบลลีาเฉพาะตวัในการเขยีนข้อความก็เป็นส่ิงท่ีบ่งชี ้










• การใช้ Emoticon หน้าตรงเช่น ^_^ ซึ่งได้รับ
อิทธิพลจาก Kaomoji และเป็นที่นิยมในแถบเอเชีย [8]







ข้อความ เช่น การใช้ค�าและสัญลักษณ์ต่างๆ ความยาว
เฉลีย่ของประโยคและย่อหน้า ความหลากหลายในการใช้ค�า 
เป็นต้น จากนั้นจึงน�าต้นแบบซึ่งอาจอยู่ในรูปกฎ ต้นไม้
ตัดสินใจ หรือฟังก์ชันคณิตศาสตร์ ไปจ�าแนกข้อความ 
นรินามว่าตรงกับคลาสหรอืผูเ้ขยีนคนใด วธิจี�าแนกท่ีได้รบั 
ความนิยมมีหลายวิธี เช่น ซัพพอร์ตเวกเตอร์แมชชีน 
(Support Vector Machine หรอื SVM) โครงข่ายประสาท
เทียม (Neural Network) เพื่อนบ้านใกล้ที่สุด (K-nearest 
Neighbor หรือ KNN) และต้นไม้ตัดสินใจ (Decision 
Tree) เป็นต้น 
สมมติว่าข้อมูลฝึกได้มาจากผู้เขียน 2 คน ข้อมูล
แต่ละเรคคอร์ดเปรียบได้กับจุดในปริภูมิหลายมิติ โดยท่ี
แต่ละมิติแทนคุณลักษณะ SVM อาศัยฟังก์ชันเคอร์เนล 
(Kernel Function) ในการแปลงข้อมูลให้อยู่ในปริภูมิท่ี
เหมาะสม จากนั้นจึงปรับพารามิเตอร์จนได้ระนาบเกิน 
(Hyperplane) ที่ดีที่สุดในการแยกสมาชิกทั้ง 2 คลาส 
ออกจากกัน ระนาบท่ีดีที่สุดนี้ควรเป็นระนาบเชิงเส้นท่ี
ท�าให้เกิดระยะขอบกว้างท่ีสุดดังรูปที่ 1 วิธีฝึก SVM ที่
นยิมใช้คอื Sequential Minimal Optimization (SMO) [9]
ส�าหรับต้นไม้ตัดสินใจ วิธีการสร้างต้นไม้ท่ีนิยมใช้
คือ C4.5 [10] ซึ่งพิจารณาคุณลักษณะทีละคุณลักษณะ 
เลือกคุณลักษณะที่จ�าแนกข้อมูลได้ดีที่สุดเป็นโหนด
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มากเกินไป (เกิด Overfitting) จากรปูท่ี 2 เรคคอร์ดทีม่ค่ีา 
P1 <= 0.020333, T5 > 0.024961, และ C6 > 0.05414 
จะถูกจ�าแนกเป็น Author 5 
งานวิจัยนี้จึงได้ศึกษาและน�าคุณลักษณะท่ี de Vel 
et al. [6] และ Cheng et al. [7] ใช้ในการวเิคราะห์ข้อความ
ภาษาอังกฤษ มาดัดแปลงให้เหมาะสมกับการวิเคราะห์
ข้อความออนไลน์ภาษาไทย และเปรียบเทียบผลการระบุ





ส่วนใหญ่รายงานว่า SVM ให้อัตราความถูกต้องสูงกว่า 











ภาษาไทยอาศัยโค้ดจากโปรแกรม LexTo (GNU LGPL 
2.1) [11] ซึ่งตัดค�าแบบอ้างอิงพจนานุกรม คุณลักษณะ
ท่ีสกัดได้มีท้ังส้ิน 53 คุณลักษณะ ดังสรุปในตารางท่ี 1 
ประกอบด้วย คุณลักษณะเกี่ยวกับอักขระเดี่ยว (C1-C9) 
คุณลักษณะเกี่ยวกับค�า (W1-W10) คุณลักษณะเกี่ยวกับ
เครื่องหมายวรรคตอน (P1-P10) คุณลักษณะเกี่ยวกับ 
เครือ่งหมายแสดงอารมณ์ (E1-E10) คณุลกัษณะเกีย่วกับ 
โครงสร้างข้อความ (S1-S5) และคุณลักษณะเกี่ยวกับ
เนื้อความ (T1-T9) โดยคุณลักษณะเก่ียวกับอักขระไทย 










C7 จ�านวนแท็บ (Tab Space)
C8 จ�านวนตัวจบบรรทัด (Line Break)
C9 จ�านวนอักขระพิเศษเช่น ! " # $ %
W1 จ�านวนค�าทั้งหมด
W2 ค่าเฉลี่ยจ�านวนอักขระใน 1 ค�า
W3 จ�านวนค�าที่ไม่ซ�้ากัน (Unique Word)
W4 จ�านวนค�าที่มีอักขระมากกว่า 8 ตัว 
W5 จ�านวนค�าที่มีอักขระน้อยกว่า 3 ตัว 
W6 ค่า Yule’s Characteristic K 
W7 ค่า Simpson’s Diversity Index
W8 ค่า Sichel’s S
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ตารางที ่1 คณุลกัษณะทีส่กัดจากข้อความออนไลน์ (ต่อ)
คุณลักษณะ ค�าอธิบาย
E1 จ�านวน ... (ติดกัน 3 ตัวขึ้นไป)
E2 จ�านวน  ???  (ติดกัน 3 ตัวขึ้นไป)
E3 จ�านวน  !!!  (ติดกัน 3 ตัวขึ้นไป)
E4 จ�านวน ๆๆๆ  (ติดกัน 3 ตัวขึ้นไป)
E5 จ�านวน  555  (ติดกัน 3 ตัวขึ้นไป)
E6 จ�านวนค�าที่อักขระสุดท้ายติดกัน 3 ตัวขึ้นไป 
เช่น มากกก
E7 จ�านวน Emoticon หน้าเอียงมีจมูก เช่น :-)
E8 จ�านวน Emoticon หน้าเอียงไม่มีจมูก เช่น :)
E9 จ�านวน Emoticon หน้าตรงมีแก้ม เช่น (T_T)






















โดย N เป็นจ�านวนค�าทั้งหมด V เป็นจ�านวนค�าที่
ไม่ซ�้ากัน (Unique Word) Vi เป็นจ�านวนค�าที่ไม่ซ�้ากัน
ซึ่งปรากฏในข้อความ i ครั้ง ถ้าข้อความชิ้นหนึ่งมีความ




งานวิจัยนี้เลือกข้อความที่โพสต์โดยผู้ใช้ 4 คนใน 
เว็บบอร์ด pantip.com โดยเลือกมาคนละ 50 ข้อความ 
และใช้ข้อความที่โพสต์โดยผู้ดูแลแฟนเพจอีก 2 แฟนเพจ 
คนละ 50 ข้อความเช่นเดียวกัน
Author 1 เป็นหญิง โพสต์ข้อความเก่ียวกับนกัแสดง
และความงามใน pantip.com 
Author 2 เป็นหญิง โพสต์ข้อความเก่ียวกับนกัแสดง
ใน pantip.com 
Author 3 เป็นหญิง โพสต์ข้อความเก่ียวกับนกัแสดง
และชีวิตครอบครัวใน pantip.com 
Author 4 เป็นชาย โพสต์ข้อความเก่ียวกับการเมอืง
ใน pantip.com 
Author 5 เป็นชาย โพสต์ข้อความล้อเลียนเสียดสี
สังคมและการเมืองในแฟนเพจ 





บคุคลอืน่ ช่วงเวลาทีโ่พสต์ข้อความตัง้แต่ พ.ศ. 2551-2557 
ผูว้จิยัก�าหนดนามสมมตเิช่น Author 1 แทนชือ่ลอ็กอนิ ไม่มี
การเก็บ IP Address ชื่อแฟนเพจ และข้อมูลส่วนตัวใดๆ 
ของผู้เขียนข้อความ
ข้อความท่ีรวบรวมจากผู้เขียนแต่ละคน แบ่งออก
เป็นข้อความส้ันและข้อความยาวอย่างละ 25 ข้อความ 
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ความยาวเฉลี่ยของข้อความแสดงในตารางท่ี 2 จากการ
ส�ารวจเบื้องต้นพบว่า ถ้าข้อความสั้นเกินไป (สั้นกว่า 150 
ค�าโดยประมาณ) คุณลักษณะส่วนใหญ่จะมีค่าเป็นศูนย์ 
ท�าให้วิเคราะห์รูปแบบลีลาการเขียนไม่ได้มากนัก แต่ถ้า
ยาวเกินไป (ยาวกว่า 300 ค�าโดยประมาณ) ในเนือ้หามกัม ี
การคัดลอกค�าพดูของบคุคลอืน่มาด้วย รปูแบบลลีาการเขยีน 





Author 1 165 369
Author 2 131 293
Author 3 142 291
Author 4 146 299
Author 5 151 319
Author 6 133 303
เฉลี่ย 144 312
เมื่อสกัดคุณลักษณะจากข้อความแต่ละชุด จนได้
เซตข้อมูลท่ีประกอบด้วย 150 เรคคอร์ด การทดสอบ 
การระบุตัวผู้เขียนด้วยเซตข้อมูลหนึ่งๆ จะท�าซ�้า 10 รอบ 
ในแต่ละรอบ สุ่มข้อมูล 20 เรคคอร์ดจากผู้เขียนแต่ละคน 
เป็นข้อมลูฝึก (รวมข้อมลูฝึกทัง้สิน้ 120 เรคคอร์ด) ส่วนท่ีเหลอื 
เป็นข้อมูลทดสอบ
3.2 เครื่องมือวิจัย
งานวิจัยนี้ใช้โมดูล SMO และ J48 ของโปรแกรม 
Weka [12] ในการจ�าแนกด้วย SVM และต้นไม้ตัดสินใจ
แบบ C4.5 ตามล�าดับ โดยก�าหนดพารามิเตอร์ดังนี้
1. SMO:  Normalize  ข้อมลู  (Filter  Type  =  Normalize 
Training Data) และใช้เคอร์เนล Polynomial ก�าลังสอง 
ซึ่งเป็นเคอร์เนลพื้นฐานส�าหรับการจ�าแนก 
2. J48: เนื่องจากข้อมูลฝึกมีจ�านวนน้อย จึงแตก
โหนดแบบ Binary Split ปรับขนาดของโหนดใบด้วย
ฟังก์ชนั Laplace และเลม็กิง่แบบ Subtree Raising แต่ไม่ใช้ 
Reduced Error Pruning (ไม่มีการกันข้อมูลฝึกส่วนหนึ่ง 
ไว้ส�าหรับการเล็มกิ่ง)
เมือ่ใช้ตวัจ�าแนกแต่ละตวัจ�าแนกข้อมลูทดสอบ จะวดั 
อัตราความถูกต้องโดยรวม และค�านวณค่า F-Measure 
ในการระบุตัวผู้เขียนแต่ละคน (ผู้เขียน X) ดังนี้
 อัตราความถูกต้อง =  จ�านวนเรคคอร์ดที่จ�าแนกถูก
จ�านวนเรคคอร์ดทั้งหมด
 (6)




ข้อความท่ี  X  เขยีนและตวัจ�าแนกระบวุ่าเป็นของ  X  ได้ถกูต้อง 
ส่วนอตัราเทีย่งหรอื Precision(X) เป็นสดัส่วนของข้อความ 
ที่ตัวจ�าแนกระบุว่า X เขียนและ X เป็นผู้เขียนจริงๆ
4. ผลการทดลอง
4.1 อัตราความถูกต้องโดยรวม
รูปที่ 3 และ 4 แสดงกราฟเปรียบเทียบอัตรา 
ความถูกต้องในการระบุตัวผู้เขียนด้วย SVM และต้นไม้





H0 : อัตราความถูกต้องเฉลี่ยของ SVM และต้นไม้
ตัดสินใจไม่แตกต่างกัน
H1 : อตัราความถกูต้องเฉลีย่ของทัง้สองวธิแีตกต่างกัน
โดยก�าหนด α = 0.05 และใช้สถิติ Paired Samples 
T-test พบว่าในกรณข้ีอความสัน้ อตัราความถกูต้องเฉลีย่
ของทั้งสองวิธีไม่แตกต่างกันที่นัยส�าคัญ 0.05 (t = 1.857, 
df = 9, p-value = 0.096) แต่ในกรณีของข้อความยาว 
อัตราความถูกต้องเฉลี่ยของท้ังสองวิธีแตกต่างกันอย่าง
มีนัยส�าคัญ (t = 3.139, df = 9, p-value = 0.012)
4.1.2 จากการใช้ตัวจ�าแนกแต่ละตัว
H0 : อัตราความถูกต ้องเฉลี่ยเมื่อทดสอบกับ
ข้อความสั้นและข้อความยาวไม่แตกต่างกัน
H1 : อัตราความถูกต ้องเฉลี่ยเมื่อทดสอบกับ
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ข้อความสั้นและข้อความยาวแตกต่างกัน
โดย α = 0.05 และใช้สถิติ Independent Samples 
T-test พบว่าอัตราความถูกต้องเฉลี่ยเมื่อทดสอบกับ
ข้อความส้ันและข้อความยาวแตกต่างกนัอย่างมนียัส�าคญั 
ไม่ว่าจะใช้ตัวจ�าแนกใด (ส�าหรับ SVM ได้ค่า t = -3.819, 
df = 18, p-value = 0.005 ส�าหรับต้นไม้ตัดสินใจ ได้ค่า 
t = -2.596, df = 18, p-value = 0.018)
4.2 ผลการระบุตัวผู้เขียนแต่ละคน
สมมติฐานส�าหรับผู้เขียน X และเซตข้อมูล Y 
H0 : F-Measure เฉลีย่ของ SVM และต้นไม้ตดัสินใจ 
ไม่แตกต่างกัน
H1 : F-Measure เฉลี่ยของทั้งสองวิธีแตกต่างกัน
โดย α = 0.05 และใช้สถิติ Paired Samples T-test 
ในการทดสอบสมมติฐานแต่ละชุด 
รูปที่ 5 และรูปที่ 6 แสดงกราฟเปรียบเทียบค่า 
F-Measure เฉลี่ยในการระบุตัวผู้เขียนแต่ละคน จากผล
การทดสอบสมมตฐิานพบว่า ในกรณข้ีอความสัน้ การระบุ






รูปที่ 5 กราฟเปรียบเทียบค่า F-Measure เฉลี่ยในการ
ระบุตัวผู้เขียนข้อความสั้นแต่ละคน
รูปที่ 6 กราฟเปรียบเทียบค่า F-Measure เฉลี่ยในการ
ระบุตัวผู้เขียนข้อความยาวแต่ละคน
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ต้นไม้ตัดสินใจ อย่างมีนัยส�าคัญ 
ส่วนในกรณีข้อความยาว การระบุตัวผู้เขียนคนที่ 3 






เฉพาะตัวเช่น ผู้เขียนคนท่ี 1 และ 5 มีการใช้ค�าอุทาน 
ค�าสบถ Emoticon และสัญลักษณ์พิเศษต่างๆ แตกต่าง
จากคนอืน่ชดัเจน การระบตุวัสามารถท�าได้ง่ายไม่ว่าจะใช้ 
SVM หรือต้นไม้ตัดสินใจ
2. ถ้าผู ้เขียนมีรูปแบบการเขียนไม่แตกต่างจาก 
คนอืน่มากนกั เช่น ผูเ้ขยีนคนท่ี 2, 3, และ 4 การระบตุวัด้วย 
SVM ให้ผลลัพธ์ดีกว่าต้นไม้ตัดสินใจ 
3. เมื่อข้อความตัวอย่างมีขนาดสั้น คุณลักษณะที่
สกัดได้จ�านวนหนึ่งมีค่าเป็น 0 จึงไม่มีผลต่อการจ�าแนก 





ในงานวจิยันี ้พบว่า SVM สามารถระบตุวัผูเ้ขยีนได้
ดีกว่าต้นไม้ตัดสินใจ โดยเฉพาะเมื่อผู้เขียนมีรูปแบบลีลา
การเขยีนคล้ายคลงึกนั (จ�าแนกข้อมลูได้ยาก) ผลลพัธ์ท่ีได้
สอดคล้องกับงานวจิยัอืน่เช่น [3]-[7] ซึง่แสดงในตารางท่ี 3 
โดยงานวิจัย [4]-[6] จ�าแนกผู้เขียนเพียงไม่กี่คน ส่วน [7] 
จ�าแนกเพียงเพศของผู้เขียนเท่านั้น แต่มีข้อสังเกตคือ 
Sun et al. [3] สามารถจ�าแนกผู้เขียน 20 คน ด้วยอัตรา 
ความถกูต้องเฉลีย่สงูถงึ 92.96% งานวจิยัดังกล่าววเิคราะห์
ชดุอกัขระทีอ่ยูต่ดิกนั 1-5 ตวั (Character n-gram, 1 ≤ n ≤ 5) 
สกัดคุณลักษณะได ้มากกว ่าหนึ่งหมื่นคุณลักษณะ 
จึงวิเคราะห์ข้อมูลได้ละเอียดกว่างานวิจัยนี้มาก
นอกจากนี ้Luyckx [13] ยงัทดสอบการหาตวัผูเ้ขยีน 
จากเซตของผู้เขียนขนาดต่างๆ พบว่าเมื่อเซตมีขนาด 

















ผู้เขียน 3 คน 
ผู้เขียน 3 คน
[5] F-Measure เฉลีย่ 77.28% (SVM) ผู้เขียน 7 คน










ผู้เขียน 2 คน 




ความเป็นมติรกับผูใ้ช้งาน (User Friendliness) เจ้าหน้าที่
สืบสวนสามารถท�าความเข้าใจและอธิบายถึงท่ีมาของ 
การระบุตัวผู้เขียนได้ง่าย แต่การระบุตัวผู้เขียนด้วยวิธีนี ้
ยังให้อัตราความถูกต้องและ F-Measure ต�่ากว่า SVM 
ดังนั้น การน�าต้นไม้ตัดสินใจไปใช้จริง ควรมีปัจจัยอื่น 
เป็นตัวช่วย เช่น ข้อความตัวอย่างต้องยาวพอสมควร 
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