Abstract-We introduce a new event-based visual descriptor, termed as distribution aware retinal transform (DART), for pattern recognition using silicon retina cameras. The DART descriptor captures the information of the spatio-temporal distribution of events, and forms a rich structural representation. Consequently, the event context encoded by DART greatly simplifies the feature correspondence problem, which is highly relevant to many event-based vision problems. The proposed descriptor is robust to scale and rotation variations without the need for spectral analysis. To demonstrate the effectiveness of the DART descriptors, they are employed as local features in the bag-of-features classification framework. The proposed framework is tested on the N-MNIST, MNIST-DVS, CIFAR10-DVS, NCaltech-101 datasets, as well as a new object dataset, N-SOD (Neuromorphic-Single Object Dataset), collected to test unconstrained viewpoint recognition. We report a competitive classification accuracy of 97.95% on the N-MNIST and the best classification accuracy compared to existing works on the MNIST-DVS (99%), CIFAR10-DVS (65.9%) and NCaltech-101 (70.3%). Using the in-house N-SOD, we demonstrate real-time classification performance on an Intel Compute Stick directly interfaced to an event camera flying on-board a quadcopter. In addition, taking advantage of the high-temporal resolution of event cameras, the classification system is extended to tackle object tracking. Finally, we demonstrate efficient feature matching for event-based cameras using kd-trees.
INTRODUCTION
O BJECT classification and tracking are important problems in machine vision with applications ranging from surveillance, human computer interaction, to medical imaging. These two interrelated problems receive a lot of attention from the research community. In particular, object classification can be treated as a sub-problem within object tracking, when discriminative models are used to track objects over time. Given the initial state (e.g., position and extent) of a target object in the first frame, the goal of tracking is to estimate the states of the target in the subsequent frames. Although object tracking has been studied for several decades, it remains a challenging real-time problem. Numerous factors affect the performance of a tracking algorithm, including view-point variation, occlusion, as well as background clutter.
In general, tracking algorithms can be divided into two categories based on their representation scheme: generative [1] , [2] and discriminative models [3] , [4] , [5] . Generative algorithms typically learn an appearance model and use it to search for image regions with minimal reconstruction errors to obtain tracking results. To deal with appearance variation, adaptive models such as the Jepson et al. [6] and incremental visual tracking method [7] have been proposed. Adam et al. [8] utilize several fragments to design an appearance model to handle pose change and partial occlusion. Nevertheless, these generative models do not take surrounding visual context into account and discard useful information that can be exploited to better separate target object from the background.
• B. Ramesh On the other hand, discriminative models pose object tracking as a detection problem in which a classifier is trained to separate the target object from its surrounding background within a local region [3] . Moreover, visual descriptor based discriminative tracking algorithms have obtained superior performance to generative models. Similarly, appearance based discriminative approaches have taken the forefront of object categorization research [9] . Nevertheless, shape or structure-based object categorization in natural images has been of increasing interest lately [10] , [11] , [12] , with the help of advances in contour detection [13] and salient object detection models [14] . However, real-time processing with conventional frame-based video cameras that acquire largely redundant data at high sampling rates remains difficult without dedicated hardware. For instance, Ren et al. [15] , a stateof-the-art object detection method on PASCAL VOC 2007, 2010 and MS COCO datasets, runs at 5 fps on an NVIDIA Tesla K40 GPU.
Silicon retinas or event cameras, such as the Asynchronous Time-based Image Sensor (ATIS) [16] , are fundamentally different from traditional cameras that output a sequence of frames at fixed intervals. The term 'event' refers to a spike output that is characterized by a spatial location (x, y), timestamp (t) and polarity of the brightness change (p). Thus, the output of an event camera is a stream of asynchronous spikes that are triggered by brightness changes sensed by individual pixels. Naturally, events are most likely to occur at the edges that delineate the structures in the scene, and to recognize individual objects amidst noisy events is a challenging problem.
Object recognition has been a central task to the machine vision community since the early days of using computers to identify hand-written characters [17] . Hence, object recognition research in its budding years was primarily concerned with 3D shape representation (e.g. [18] ). Subsequent two decades of research in object recognition moved away from 3D geometry to appearancebased recognition systems, which opened up new horizons in recognizing natural images [9] . This time-tested technique of using visual descriptors to recognize objects is a natural choice [9] , given an efficient and effective descriptor can be designed for asynchronous spike-based silicon retina. Taking inspiration from the above-mentioned works in the computer vision community, we present an event-based structural descriptor that is modeled based on the distribution of cones in the primate fovea [19] .
By simulating the non-uniform distribution of cones in the primate fovea, log-polar grids arguably offer a way of encoding similar to that of the human vision system. Due to this nonequidistant polar sampling, scale and rotation invariance can be enforced by computing the 2-D Fourier transform modulus of the log-polar transform [20] . However, event cameras do not output frames for direct application of log-polar transform. In order to obtain a descriptor robust to scale, rotation, and view-point variations, we propose spatio-temporal log-polar histograms (Fig.  1) .
To the best of our knowledge, this paper represents a significant step forward in computing a structural descriptor for eventbased data. Similar to [21] , each event now is a quintuple (spacetime coordinates, polarity and descriptor) that can be used to recognize a set of events using discriminative approaches. In other words, local feature based approaches developed in computer vision can be adapted to bring accuracy to neuromorphic vision, albeit keeping in mind the necessity to avoid computationally heavy tools that go against the idea of low-latency neuromorphic vision sensors. The contributions of this paper are as follows:
• We propose a log-polar based feature descriptor for event cameras that is robust to scale, rotation and view-point variations.
• We report the best classification compared to existing works on the MNIST-DVS (99%), CIFAR10-DVS (65.43%) and NCaltech-101 (70.33%) datasets.
• We demonstrate real-time unconstrained view-point object classification for silicon retinas, using N-SOD, a new neuromorphic-single object dataset having three object categories.
• We present a generic object tracking algorithm as an extension of the classification system • We demonstrate feature matching for event cameras, with potential applications to many vision problems.
RELATED WORK
A closely related work to DART is the computer vision descriptor known as shape context [22] , which creates log-polar histograms on binary images. Invariance to translation is intrinsic to logpolar grids since all measurements are taken with respect to a single point or an event, whereas to achieve scale invariance in shape context, all radial distances between the point pairs in the shape have to be normalized by the mean distance. In contrast, DART considers a fixed log-polar grid to obtain the descriptors and therefore it is computationally easy to achieve with a look-up table. Moreover, instead of using a fixed grid for computing the context as proposed, shape context uses a relative frame, based on treating the tangent vector at each point as the positive x-axis to achieve rotation invariance. Therefore, the DART descriptors are designed to be equivariant to scale and rotation as opposed to an invariant representation like shape context.
In the neuromorphic community, the use of descriptors for object recognition is gaining momentum. Examples are timesurfaces [21] , a time oriented approach to extract spatio-temporal features that are still dependent on the direction and speed of motion of the objects; ripple pond networks [23] that perform a transformation converting two dimensional images to one dimensional temporal patterns. The major drawback of these works is either the dependence of feature extraction on motion in the case of time-surfaces, or the need for precise centering of a salient object in the case of the ripple pond network. In this work, we avoid both these issues by centering the log-polar grid on an incoming event and letting the number of events be the deciding factor for feature extraction instead of choosing a time interval or a decay rate.
Recent works on object tracking using event-based data are part-based [24] or kernel-based [25] methods that track incoming blobs of events based on local shape properties. Taking a further step, the aim of this paper is to track specific patterns/objects as a whole. To this end, the tracking problem is posed as a local search classification problem, similar to the popular KCF tracker [26] for frame-based cameras. In addition, an object detector is designed to deal with the case of re-tracking a lost or occluded object. Therefore, similar to seminal work on tracking, learning and detection for frame-based cameras [27] , the proposed object tracking is a complete framework that can deal with general scenarios using discriminative approaches. Fig. 1 shows the process of computing the proposed DART descriptor for an incoming spike. The space-time coordinates of each event are marked as a 'star' and the log-polar grid is centered at the latest event. The past events are binned into the respective spatial location of the grid and a histogram is created to form a descriptor after ℓ 1 -normalization 1 . Note that there is no need to store previous events, as a matrix that has the same size as the camera's resolution is used to keep count of the events at each pixel location. To account for motion, the count matrix should be updated on an event-by-event and thus the descriptors capture precise space-time information.
DART DESCRIPTOR
An incoming event e i is characterized by a spatial location x, y, time stamp t, and polarity of brightness change, p. To extract the DART features efficiently, a first-in, first-out (FIFO) queue structure is used to contain the event locations as they arrive while the count matrix is updated at the locations. Once the container is full, the queue is popped and the latest incoming event is pushed. We denote the count matrix as C ∈ R MxN , in which each entry is updated as follows.
queue.push(x, y) C(x, y) = C(x, y) + 1 queue.pop(x old ,y old ) C(x old , y old ) = C(x old , y old ) − 1
(1) A coarse histogram of the relative coordinates of the past events in the count matrix is used for computing the spike context. Let the k th bin of the log-polar grid be represented as bin(k), which represents the spatial region relative to the event location (x 0 , y 0 ), and (x ′ , y ′ ) denote a past event. Then, the k th feature of the latest spike, SC i (k), is given by counting (represented by #) the number of past events in bin(k). Mathematically,
where ψ k is an indicator function for the k th bin of the DART grid.
The upper limit for N is a quantity dependent on motion and is difficult to choose. Thus, selecting a lower limit is easier and we set it empirically by considering the number of rings and wedges of the log-polar grid. A typical choice for a 10 by 12 log-polar grid having 120 bins can be some fraction of the total number of bins (assuming bins are equally distributed), i.e., N = 120×(α×120), where α ranges from 0.1 to 0.4. From our experiments, it was clear that varying this number has little effect on the quality of descriptors. A very high number like N = 10, 000 still gave good classification results. For choosing the log-polar lattice, refer to [20] for more details.
DART DRIVEN CLASSIFICATION
Temporal difference events from the neuromorphic vision sensors are classified using the bag-of-words framework [28] consisting of four main stages: keypoint detection, feature extraction, vector quantization, and classification. In this work, all events are treated as keypoints and no explicit detection is required. Feature extraction is the process of computing the spatio-temporal descriptors with a log-polar grid with fixed scale and orientation. For the training set, the extracted descriptors are collectively used for Kmeans to obtain a codebook. The quantization step is the histogram representation of each sample, using the codebook generated in the previous step. Then, the histograms of the training data are used to train a non-linear SVM classifier. During testing, the codebook construction step is bypassed, and a test sample is simply represented using the codebook and classified using SVM. The flowchart of the classification system is shown in Fig. 2 .
Codebook Generation
The descriptors obtained from the training data are collectively used to obtain a codebook, using Approximate Nearest Neighbor (ANN) K-means algorithm [29] , which is a standard Lloyd's formulation with an approximated nearest neighbors search routine. Given n feature descriptors, {x 1 , c 1 , . . . , c k ∈ R d and assignments q 1 , . . . , q n ∈ {1, 2, . . . , K} of the points to the centers such that the sum of distances E is minimized,
where p = 2 (l 2 norm), and in this case the optimal centers are the means of the input vectors assigned to them. For the initialization of the cluster centers at the first iteration, we use the seeding method proposed by [30] , which improves upon random selection. The first center c 1 is selected at random and the distance from this center to all points x i − c 1 2 2 is computed. Then the second center c 2 is selected at random from the data points with probability proportional to the distance. The procedure is repeated to obtain the other centers by using the minimum distance to the already chosen centers.
As the DART descriptors are normalized, the K-means objective function is the average reconstruction error when the cluster members are approximated with the cluster centers. Thus, Kmeans is used not only to group the descriptors into clusters, but also to 'represent' the cluster members as codewords. The codebook is simply the cluster centroids or codewords obtained using K-means.
For the ANN matching, a kd-tree algorithm is used to quickly find the closest cluster center to each point at each iteration. An optimized kd-tree [31] partitions the data recursively along the dimension of maximum variance. Thus, given a set of feature descriptors, x 1 , x 2 , · · · , x n ∈ R d , the algorithm recursively partitions the d-dimensional Euclidean space into hyper-rectangles. This enables fast cluster assignment and grouping among the data points in the feature space. Due to the use of ANN, a data point may receive an assignment that is worse than the current one, which is avoided by checking that the new assignment is an improvement. Otherwise, the assignment at the previous iteration is kept. Naturally, a new kd-tree is computed at each iteration to reduce the likelihood of sub-optimal cluster assignments.
Vector Quantization and Classification
A sample is quantized into K histogram bins c 1 , . . . , c k ∈ R d , i.e., the local features extracted are individually matched to the nearest codeword using Euclidean distance and the frequency of each word creates the K-dimensional histogram representation. Hence, those clusters with a low entropy would play a crucial role in obtaining a discriminative representation after vector quantization. Additionally, some clusters with moderately high entropy would still be useful if the categories share similar features. Therefore, many works [32] , [33] , [34] , [35] improve upon the vector quantization of features to the codewords with advanced encodings that retain more information about the original image features.
Advanced encoding has been traditionally carried out in two different ways: (1) by expressing features as combinations of visual words (e.g., soft quantization [34] , locality-constrained linear coding [35] ), or (2) by recording the difference between the features and the visual words (e.g., Fisher vector encoding [36] ). By making a careful comparison of these methods [37] , it has been shown that encoding the relative displacement between a descriptor and a codeword, as with the Fisher encoding, successfully retains extra information lost in the quantization process. However, Fisher vector encoding is computationally expensive, as reported in [37] (about 9 seconds per image using a combined C++/MATLAB implementation on a 3.07GHz Intel CPU). Thus, we consider the use of vector of locally-aggregated descriptors (VLAD) encoding [33] , which is similar to Fisher vectors, but without the computationally burdensome second-order statistics.
VLAD encodes a set of local feature descriptors,
, using a codebook built using a clustering method, such as Gaussian Mixture Models (GMM) or K-means clustering. Let q ik be the strength of the association of the feature vector x i to a codeword c k , such that q ik ≥ 0 and
The advantage of VLAD encoding is that the association can be a hard assignment obtained by vector quantization with K-means, thereby offering an alternative to vector quantization without increasing the computational cost significantly.
By considering the difference vector between the assigned codeword and the feature x i , VLAD encodes the residual v k for each codeword, as follows:
The residuals of all codewords are stacked together to form the final VLAD representation. Despite the high-dimensional representation, VLAD encodings can potentially be faster, as they have to compute distances within a much smaller vocabulary, typically in the order of hundreds. In contrast, when using the original vector quantization representation, a codebook size in the order of thousands is required [37] . Similar to the ANN K-means algorithm, randomized kd-trees are utilized for vector quantization to improve the effectiveness of the representation in the high-dimensional feature space. Each kdtree is constructed independently and instead of always splitting on the maximally variant dimension, a random candidate is chosen among the top five most variant dimensions at each level. When querying for the best codeword match, a best-bin-first search is performed across all the trees in parallel.
Nevertheless, the bag-of-words histogram representation discards the spatial relationship between the local features. Therefore, spatial pyramid matching [38] was proposed to encode coarse, mid-level spatial relationships between the local features. Nevertheless, since the object representation is a simple vector x, we directly adopt an SVM for classification, which minimizes the loss function of the form:
where l i ( w, x ) = max{0, 1 − y i w, Ψ(x) } is the hinge loss for the i-th data point; parameter λ controls the relative weight of the regularization term. The bias is incorporated by extending each data point x with a feature of constant value b, such that,
Additionally, we use a χ 2 kernel, as the bag-of-words representation is also in the format of a histogram.
Let x, y ∈ R + and a homogeneous kernel be represented by k(x, y) ∈ R. The χ 2 kernel is then given by
For vectors x, y ∈ R d + , the homogeneous kernel is defined by an additive combination of the scalar kernels,
To efficiently implement the χ 2 kernel, a homogeneous kernel map [39] is used as a linear approximation. The homogeneous kernel map of order m is a vector function Ψ(x) ∈ R 2m+1 such that the following approximation holds:
Given the feature map for the scalar case, the corresponding feature map Ψ(x) for the vectorial case is obtained by stacking
. Note that the stacked feature Ψ(x) has dimension (d (2m + 1)).
OBJECT TRACKING AND DETECTION
An object tracking system consists of two modules: a tracker and a detector. A tracker is a local search for the object while the detector is a global search without spatial constraints. Usually, the tracker gives fast, smooth trajectories of the object, but cannot recover from failure (object lost or occluded) on its own. In which case, an object detector is used to re-initialize the tracker. In the next subsections, we present details about the tracker, followed by the detection method.
Object Tracking
In computer vision, object tracking is usually accomplished using a filter-based approach and a simple recognition system is highly unlikely to have a good tracking performance (unless a high very frame rate camera is used). On the other hand, taking advantage of the very high temporal resolution of the event camera, it is possible to easily extend a recognition system to perform object tracking, as outlined in Fig. 3 . Instead of classifying several object classes against each other, tracking from a classification point-of-view pits the user defined object against every event outside the region-of-interest (ROI), thereby creating a binary classification problem. The task is to ascertain the position of the object, which is contained within the Fig. 3 . Flowchart of the tracking system extended from recognition.
ROI and in turn update the ROI position as long as the object remains in the field-of-view.
To initialize the tracker, the user defines a short time-period and a spatial boundary for the object. Using the DART descriptors within the ROI and outside the ROI, a codebook is generated as explained in Section 4. However, when the ROI descriptors are quantized using the codebook, we end up with a single histogram representation and this is insufficient for training an SVM. Similarly, there is only one data-point after the non-ROI descriptors are quantized. To overcome this problem, we propose the use of statistical bootstrap [40] .
Applying bootstrap resampling to the tracking problem, a small number of ROI descriptors are drawn with replacement and quantized to form an SVM data-point. This process is repeated until sufficient number of data-points are generated. In a similar fashion, the non-ROI descriptors are bootstrapped to train an SVM.
After the tracker is initialized, each incoming event within the ROI is used for feature extraction and if enough descriptors are accumulated, then the descriptors are quantized using the codebook dictionary and classified using the SVM. The wait time is set in terms of the number of events, as a small percentage of the ROI training descriptors. If the classifier ascertains the object, then the bounding box is updated using the max and min coordinates of the ROI descriptors and after padding in both x, y. This simple strategy works with less clutter around the object with a non-maximal suppression step that greedily chooses a smaller bounding box with the same classification performance to avoid excessive padding over time. The object is expected to be tracked as long as it remains in the field-of-view of the camera, as outlined in Fig. 3 . The tougher problem of re-detecting the object when it comes back into the field-of-view of the camera is described in the next subsection. 
Object Detection
The proposed object detector is a global search for the object, but requires no explicit training like the standard object detectors in computer vision [41] . Instead, the cluster assignments of the ROI descriptors during the codebook building phase of the tracker is utilized to create a confidence map for the object. In particular, let P = {p 1 , p 2 } represent the probability distribution of the training descriptors belonging to the two categories (ROI and non-ROI), given by,
where N 1 is the number of data points belonging to the ROI and N 2 is the number of data points belonging to the background, and N = N 1 + N 2 , is the total number of training descriptors. After partitioning the N data points into K clusters, p ij is the ratio of number of samples of class j in cluster i (n ij ) to the total number of samples in cluster i (n i ),
A cluster is recognized as an ROI cluster when p 1j is greater than 0.95. In other words, the data points in the cluster are dominated by the ROI descriptors and thus when a new event is quantized to be closest to one of the ROI clusters, a confidence map is updated at the location of the incoming event.
Once the confidence map is dense enough, it is thresholded to find the largest bounding box and thus the detector can reinitialize the tracker. However, unseen objects during the training or similar looking objects in the field-of-view can also fall under the ROI clusters. Thus, the confidence of the tracker is checked before proceeding to track the object. In case the tracker fails to have a high confidence, then the detection step is continued. Fig.  4 shows the flowchart of the object detection system.
EXPERIMENTAL SETUP

Object Classification Datasets
We tested the proposed object classification framework on five neuromorphic vision datasets. 
N-MNIST
We first tested the proposed classification system on the N-MNIST database introduced by Orchard et al. [42] , which consists of 60, 000 training samples and 10, 000 testing samples from 10 categories. The object classes are digits 0-9 and the dataset is based on converting the original MNIST dataset using a pan-tilt camera unit and an image projector. The dataset recordings are stabilized before classification.
MNIST-DVS
Next, we tested our framework on the MNIST-DVS [43] using the protocol followed by previous works [44] , [45] . The MNIST-DVS dataset contains three scales of the digits each having 10, 000 samples. We follow previous works by using scale 4 of the dataset, and performing training with 90% of the samples chosen randomly and testing with the remaining 1, 000 samples. This experiment is repeated 10 times and the average accuracy is reported.
N-Caltech101
We also tested the classification system on the more challenging object dataset, the N-Caltech101 database [42] , which is a spiking version of the original frame-based Caltech-101 dataset. The NCaltech101 object dataset consists of 101 object categories 2 with varied number of recordings in each category (ranging from 31 to 800 samples). We follow the standard experimental protocol for this dataset [12] , [38] , which is to train on 30 images and test with a maximum of 50 images per category.
CIFAR10-DVS
We report the classification results on the recently introduced neuromorphic vision dataset, CIFAR10-DVS, which contains a total of 10,000 event-stream recordings in 10 classes (airplane, automobile, bird, cat, deer, dog, frog, horse, ship, truck) with 1000 recordings per class. The testing protocol for this dataset is the same as MNIST-DVS. Note that CIFAR10-DVS dataset recordings were not stabilized before classification.
N-SOD
N-SOD is a new dataset collected for the purpose of testing object recognition under different view-points, and is also used for developing a real-time object recognition system. The dataset 2. The "Faces" class has been removed from the N-Caltech101 to avoid confusion with the "Faces easy" class, leaving 100 object classes plus a background class.
contains three object categories with samples of varying length in time (ranging from 5 s to 20 s). The three objects to be recognized are a thumper 6-wheel robot (Dagu Wild Thumper 6WD AllTerrain Chassis with a RoboClaw controller), an unmanned aerial vehicle, a box (assumed to be an obstacle with some printed signs) along with a background class.
Datasets for tracking and matching
For testing the tracking system, the shapes data in the DAVIS event-camera dataset [46] was used to track object shapes. For each object shape, the training ROI was manually specified during the first 300ms of the recording and the testing was done up to 20s of the recording.
In addition to the above tests on pre-recorded datasets, we demonstrate a real-time object classification system, trained on N-SOD, in-house event camera dataset, that can be deployed for identifying three different objects (a quadcopter, an obstacle pattern and a thumper vehicle) plus background without any object. The classification system bins the incoming events from an event camera into one of the four categories. This shows the usefulness of the proposed classification framework for realistic, unconstrained object recognition scenarios. Finally, we show the robustness of the DART descriptors to match feature points across different view-points of the same scene, similar to the result of SIFT matching [47] .
RESULTS
Object Classification
For the DART descriptor, a 7 by 12 log-polar grid [11] with a minimum radius of 2 pixels [22] and a maximum radius set to 10 pixels was used. A 1 × 1, 2 × 2, and a 3 × 3 spatial pyramid representation is used to pool the descriptors before classification using the SVM. Normalization is done at each level of SPM, before doing a final normalization for the entire representation. For instance, the four bag-of-words histograms from the 2 × 2 grid are normalized separately and concatenated together with the normalized representation from the other levels. All the descriptors in each recording of the dataset are used for classification, but we also report temporal classification performance for the N-MNIST dataset. In other words, each 300 ms N-MNIST recordings is classified every 10 ms and a majority voting result is reported. In this work, we used a codebook size of 3, 000 for all the reported results. Unless stated otherwise, we use the simple vector Comparison with previous works on the N-MNIST dataset (%).
Method
Accuracy SKIM [48] 92.87 Deep SNN [49] 98.66 CNN [50] 98 quantization instead of the slightly more computationally intensive VLAD for feature encoding. Table 1 shows the accuracy of the proposed method on the N-MNIST object classification challenge compared to recent works using deep spiking neural networks and convolutional neural networks. The confusion matrix of our system is shown in Fig. 6 , in which each cell shows the number and percentage of correct classifications by the trained SVM. For example, 967 digit-0 samples were correctly classified, and this corresponds to 9.7% of all 10000 test samples. Each N-MNIST sample is about 300 ms and the result reported is at the end of each recording. Using the DART descriptors in a bag-of-words framework, as described in Section 4, we can obtain a competitive result compared to deep neural network schemes. Fig. 8 shows the effect of varying the codebook size on classification accuracy for different SPM grid parameters. As expected, higher codebook sizes lead to better classification accuracy [51] and the standard three level SPM grid representation performs better than the two level representation. In future works, we will consider having a cross-validation set (as a subset of the training samples) and use it for fine-tuning of the framework parameters.
N-MNIST
In addition to the results obtained using the entire recording of each N-MNIST sample, the temporal sequence can be classified at regular intervals by updating the pooled bag-of-words representation for a fixed length of time and performing classification with the intermediate histogram. Fig. 7 shows the result of classifying at regular intervals of each N-MNIST sample of the test set. It is evident that as more information flows into the bag-of-words representation, the accuracy increases and when it reaches around 150 ms, the accuracy reaches very close to the best result of using all the 300 ms of information in each sample. Table 2 shows the performance of DART in comparison to stateof-the-art methods on the MNIST-DVS dataset. On the challenging MNIST-DVS, whose recordings have noise, blur and other factors caused by a fixed AER DVS used to capture the moving digit images, the superiority of the descriptor is clear compared to existing formulations. The confusion matrix of the best result (97.9%) is shown in Fig. 9 . Note that the same set of parameters used in reporting the results on N-MNIST was also applied to the MNIST-DVS dataset. 
MNIST-DVS
TABLE 2 Comparison with previous works on the MNIST-DVS dataset (%).
Method Accuracy Peng's [44] 76.49 ± 11.77 Zhao's [52] 75.52 ± 11.17 Random Forest [45] 88.39 ± 
CIFAR10-DVS
CIFAR10-DVS is a very new dataset and the results reported for the Bag of Events-Random Forest Classifier is 29.67 ± 1.34%. In comparison, the proposed method obtains 65.43 ± 0.35 on the ten classes of the CIFAR10-DVS dataset. Note that the same set of parameters used in reporting the results on the previous datasets was also applied. Fig. 10 shows the confusion matrix for the best result of the ten trials used in the experimental protocol.
N-Caltech101
As can be seen from the samples of the N-Caltech101 dataset in Fig. 5 , it is to date the most challenging the neuromorphic vision dataset and the best result reported so far is 8.30% [42] using the Synaptic Kernel Inverse Method (SKIM) approach [48] . In contrast, the proposed method in this paper using DART achieves a weighted accuracy of 65.6%, which is calculated by averaging the individual class accuracies. The corresponding accuracy is slightly higher at 66.42%. The above results highlight the ability of the DART descriptor to capture precise spatio-temporal information. As the confusion matrix containing 101 object categories is impractical to list, we report some of the best and worst performing categories by our classification system. There were 18 categories that had more than 90% of the test images classified correctly, namely Faces easy (47/50) , and wild cat (1/4). With the exception of the background class and anchor, it is interesting to note that non-rigid objects like animals are difficult to classify, since the intra-class pose and appearance variations are expected to be very high.
While the Neuromorphic-Caltech101 dataset is an exact spiking version replica of the original frame-based Caltech101 dataset, it additionally comes along with annotations for the objects for each recording. Contrary to the role of context/background to object recognition using standard cameras [53] , the event stream does not carry any color information, which is one of the primary visual cues for separating foreground from background [54] , [55] . This implies background information may hinder accurate eventbased object recognition, especially in the face of clutter. We verified this by making use of object outlines provided in the NCaltech101 dataset. Note that since the background class does not have a dominant object, object outlines for the background class are not provided in the dataset. Thus, the total number of classes after excluded the background class from the classification setup will be 100 while making use of the object outlines.
The classification accuracy using the annotations is significantly higher at 70.33%. Interestingly, the object classes with the worse performance were quite different to the earlier setup without the annotations. Ant, beaver, cannon, cougar body, crab, crocodile, emu, llama, mayfly, octopus, platypus, scorpion, starfish, water lily and wrench were the categories with more than 60% of their test images classified wrongly. The categories with more than 90% of the test images classified correctly remained largely unaffected with a couple of additions. Additionally, VLAD scores a slightly lower accuracy of 69.70% compared to the vector quantization result at 70.33%. This trend of advanced encodings having slightly lower performance compared to vector quantization has been observed previously for the frame-based Caltech101 [37] .
Since the NCaltech-101 dataset is closer to real-world recordings compared to the other datasets used in this work, we test the performance of the feature parameters before presenting the results on the in-house dataset, which tests the unconstrained viewpoint object recognition. One of the most important parameters of the DART descriptor is the maximum radius of the log-polar grid, which determines the contextual information captured by the descriptor. Fig. 11 shows the effect of varying the maximum radius of the log-polar grid on the testing classification accuracy. This is a contrasting result, compared to the log-polar grid performance on binary images where performance increases with increase in the radius of the grid [22] . However, the trend is similar to the logpolar grid performance on gray-scale images [12] , [56] . Thus, we set the maximum radius of the DART grid to be 10 pixels, for the real-time experiments reported below.
N-SOD
We extended the object classification system to tackle an artificial demo scenario, where the recognition system will be demonstrated within an indoor city-like setup. Firstly, recordings of individual objects are collected to form a training database and then for subsequent training of the SVM classifier using the DART approach. Subsequently, an event camera on-board a hovering UAV in the indoor setting is expected to identify the objects in its field-ofview. Note that object detection is not considered at this stage, wherein finding the exact location of the object in the field-ofview is not required.
For the purpose of real-time implementation, the DART descriptor was implemented in C++ and when combined with a ROS interface in Ubuntu, live data from the DAVIS camera can be processed in real-time. An offline testing was conducted to verify the possibility of accurately recognizing a smaller subset of objects.
For the offline testing of the demo scenario,we divide the dataset randomly into training and testing, say 10 temporal sequence samples per class for training and the remaining for testing. Using the training descriptors, a codebook is generated. Since the temporal sequences are of different length, for a fixed number of events, say every 10 5 events, a bag-of-words representation is extracted and an SVM is trained. Similarly for testing, for every 10 5 events, the bag-of-words representation is classified using the SVM.
With a training size of 10 samples per class, and testing size of 15 samples (5 per class), an accuracy of 96.84% was obtained. This confirms the capability of the proposed DART descriptor to handle unconstrained object scenarios.
A live demo can be viewed at https://youtu.be/8SeoJurs-tk.
Object Tracking Results
As mentioned in Section 6, the shapes data in the DAVIS eventcamera dataset [46] were used to test the tracking system. For each object, the training ROI was manually specified during the first 300ms of the recording and the testing was done up to 20s of the recording. A small codebook size of 200 was used to model the ROI and the background without spatial pyramid matching. This is done for simplicity and to achieve a faster classification result. The SVM training is performed with a bootstrapping that outputs equal number of samples as the initial number of descriptors. For example, if there are 840 ROI descriptors at the user initialization state, 840 samples having 420 descriptors in each sample are obtained after bootstrapping. Each incoming event within the ROI is used for feature extraction and if enough descriptors are accumulated, then the descriptors are quantized using a dictionary and classified using an SVM. The wait time is set in terms of the number of events instead of time, as a small percentage of the ROI training descriptors. If the classifier ascertains the object, then the bounding box is updated using the max and min coordinates of the ROI descriptors and after padding a pixel in both x, y. This is followed by a greedy non-maximal suppression step that removes the padding if there are no pixel activations in the padded area, thereby not letting the bounding box grow in size indefinitely.
For the simple case of the tracking system without a detector, as long as the classification is deemed to be the ROI, no further check is performed to ascertain the strength of classification. However, when there is a detector, a running average of the SVM scores is obtained and each instance of classification is required to be greater than the mean score. In case there are consecutive tracker failures, the detector is invoked, as outlined in Fig. 4 . Fig. 12 shows a sample object tracking result. In the case of noisy events surrounding the ROI or amidst clutter, the current tracking system is bound to exhibit failure, as nonmaximal suppression would not help in limiting the bounding box size. A sliding window approach is better suited for a complicated scene and this will be undertaken as a future work. A video demo of the tracking system can be found at https://youtu.be/6gAMFKbVwAI and the tracking with detection can be found at https://youtu.be/FV5-krwA3zI.
Feature Matching
Feature matching is a fundamental aspect of many problems in computer vision, including object or scene recognition, stereo correspondence, and motion tracking. Recognizing previously seen scenes is an important addition to extent the ability to obtain visual odometry from pure event streams [57] . In other words, when the feature descriptors are distinctive, a set of new features can be correctly matched with high probability against a large database of previously seen features, providing a basis for a fullscale SLAM system with loop closure.
Traditionally, feature matching in computer vision is performed between two sets of descriptors extracted from two different frames. For silicon retinas, feature matching is still done between two sets of descriptors, but obtained from different spatio-time slices. First, compute an exhaustive pairwise distance between feature vectors in set 1 and set 2, dist(x i ; y 1 , y 2 , · · · , y j ) = {||x i − y j || 2 2 ; j = 1, 2, · · · , N } (12) For large feature sets, it is imperative to use an efficient approximate nearest neighbor search. Like [47] , we use a distance ratio threshold, in the range (0, 1], for rejecting ambiguous matches. If the ratio of the distances to the first nearest neighbour and second nearest is less than 0.6, a feature descriptor is said to have a good match with the nearest neighbour in the second set.
dist(x i ; y nearest1 ) dist(x i ; y nearest2 ) = γ, γ < 0.6, accept match γ > 0.6, reject match (13) For the DART features extracted from two sets of TD events, close matches are found and only a small fraction are incorrect (Fig. 13 ).
CONCLUSION
We have developed a novel descriptor, termed as Distribution Aware Retinal Transform (DART), for event cameras. The DART descriptor captures precise spatio-temporal structural information using a log-polar grid and thus being robust to scale and rotation variations. The DART descriptors were encoded in a bagof-words framework for classification on several neuromorphic vision datasets with better results compared to existing works.
In addition, we also tested the recognition framework using an inhouse dataset and reported near-perfect classification performance. By making use of the in-house dataset, we demonstrated realtime performance on-board a UAV running an Intel Compute Stick which uses an Intel Core m5-6Y57 vPro processor. Finally, we showed the ability of the descriptors to match events across different time-periods, which is the basic solution required for many visual tasks such as visual odometry and stereo.
