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1CHAPTER 1. Introduction
Control theory concerns the use of feedback to modify the dynamical behavior of a system in
some favorable way. The use of feedback in design of mechanical devices dates back at least to
270 BC when Ktesibios designed a regulator for a water clock, (or clepsydra in Greek). Before
this time, the standard water clock was essentially a bucket shaped vessel with a little hole
through the bottom of the bucket to let water drip out at a nearly constant rate (See Figure
1.1). The water level indicates the elapsed time, and hours were marked on the side of the
bucket. However, the hydrostatic pressure of water at the hole depends upon the water level
in the vessel. This leads inaccuracies in measuring time. The improved design of Ktesibios
Figure 1.1 An ancient Egyptian water clock. This figure is taken from
http://www.eternalegypt.org
.
consisted of two tanks. The first tank was designed to leak water at a constant rate into the
second tank, which was cylindrically shaped. Thus time elapsed linearly with respect to the
water level in the second tank. By a feedback controller, he managed to regulate the flow of the
water out of the first tank at a constant level. To achieve this, a float G in the first tank opens
or closes a valve in order to attain an approximately constant water level in the first tank (See
Figure 1.2 ). This is a switching type feedback controller with feedback function f represented
2as
f(h) =
 open valve, h < h0close valve, h ≥ h0.
Figure 1.2 Water clock of Ktesibios. In his design, there are mainly two tanks: BDKE and
KMOL. The tank BDKE has a float G to keep the water level constant in the tank
BDKE so that flow rate out of the tank is constant. The water level in the tank
KMOL rises linearly with respect to the water level in the tank KMOL. The time
of the day is measured by a pointer placed at Q pointing a scale TUVS mounted
to the tank KLOM at R. When the tank KLOM is full, the tank is drained and
the process starts over.
This mechanism then led to the idea of flush toilets of the modern time (See Figure 1.3 ).
When the water level falls after the flush, the float goes down with the water, causing a valve
to open, allowing water flow into the tank. When the water level gets to the right level, the
float closes the valve.
The next breakthrough in feedback control is the Watt’s flyball governor for the steam
engine. This allowed for steam input to the cylinders to be adjusted continuously, depending
on the rotation rate of the flyball. The governor used a combination of centrifugal force and
gravity acting on a pair of balls spinning on each side of a vertical rotating shaft (See Figure
1.5). As opposed to the switch type controllers, the Watt’s flyball controller was a continuous
state feedback controller. By this we mean, the feedback function depends continuously upon
3Figure 1.3 Flush toilet mechanism. This figure is taken from http://http://www.lvvwd.com
the speed of the engine.
The first mathematical study of feedback in a mechanical system was due to Airy in 1840
[32]. In 1840, Airy discovered feedback instability in his design of a controller for a telescope.
He found that the feedback introduced wild oscillations. He attempted a mathematical analysis
using a system of ordinary differential equations to model the control system, but however, was
unsuccessful at discovering the precise cause of instability.
J.C. Maxwell provided a mathematical stability analysis of Watt’s flyball governor in 1868
[40]. He explained the instability issue, first discovered by Airy, by linearizing the governing
differential equation to obtain the characteristic equation which provides a stability criteria by
its roots. If the real parts of the eigenvalues are positive then the system is unstable. Then
E.J. Routh provided a numerical technique in 1877 to determine a stability criteria for the
systems. The Russian mathematician Vishnegradsky, independently from Maxwell and Routh,
analyzed the stability of regulators by using differential equations. In the same time, Hurwitz,
4Figure 1.4 The original sketches of a steam engine of James Watt with centrifugal flyball
governor. This figure is taken from http://special.lib.gla.ac.uk/exhibns
.
independently, provided a stability criterion to determine whether the zeros of a polynomial
are all in the left half plane. Today, the “Routh-Hurwitz stability criteria” is still widely used
in basic control designs.
Through the 1900’s, numerous mathematical tools were developed to aid in the design
of a feedback control system. However, most of these methods applied to a simple “single-
input single-output” systems. It was not until the 1960’s that multi-input multi-output control
systems were studied systematically. In particular, Richard Kalman described a linear control
system as a system of linear ordinary differential equations together with a linear function of
the state x which describes the “observed” quantity y :
x˙ = Ax+Bu, t > 0
y = Cx+Du (1.1)
where A,B,C,D are n× n, n×m, l × n, l ×m matrices respectively, x ∈ Rn is state variable,
and u ∈ Rm is the control. In this setting y ∈ Rn represents the variables that are available for
use as a feedback. In the standard linear feedback design, one commonly considers feedback of
the form u = f(y), where f(y) is a linear function of y.
5Figure 1.5 Watt’s flyball governor. As the speed of the engine increases, the shaft rotates
faster causing flyballs to fly outward due to centrifugal force. This causes the
sliding hinge to slide down along the shaft, which through a mechanical linkage,
partially closes the valve.
A distributed linear control system is one which has the same basic linear structure of (1.1),
but instead, with a state equation governed by a partial differential equation. An example would
be temperature control of a metal bar by measuring and controlling only at one end; e.g.,
∂ϕ
∂t
=
∂2ϕ
∂x2
, 0 < x < 1, t > 0
ϕ(0, t) = 0, ϕ(1, t) = u(t)
y = ϕ(1, t). (1.2)
Pioneers in distributed control theory include Lions [37], Russell [51], Fattorini [9] and Littman.
Especially, the paper of Lion’s [37] gives a very good description of controllability and feedback
stabilization results for the basic PDEs of mathematical physics.
Through about 1990 much of the basic control theory for simple beam, plate and membrane
models was established by numerous researchers: Komornik, Lagnese, Zuazua, Lasiecka, Trig-
giani, Rao, Guo, etc. Since then, a considerable effort has been directed towards application of
control methodologies to more complex coupled systems.
For example, many results were proved in the 90’s concerning control of thermoelastic
structures ([7], [17], [35], [53]). Thermoelastic structures consist of an elastic system coupled
to a heat equation. Other coupled systems have received much interest in recent years include
6Figure 1.6 A single layer plate with a thickness h in an equilibrium position
structural acoustic problems [36], and fluid-elastic problems [18].
Vibration control of composite elastic structures has also attracted great attention in the
last three decades. An important class of composite structures are sandwich beams and plates.
Figure 1.7 A three-layer layer sandwich plate in an equilibrium position
A classical sandwich beam or plate is a three-layer elastic structure consisting of a compliant
core layer bonded to relatively stiff outer face layers (See Figure 1.7). Sandwich beam and plate
structures are widely used in a variety of applications such as spacecraft, aircraft, train and
car structures, wind turbine blades, boat/ship superstructures. Mathematical models for these
structures include the Rao-Nakra and the Mead-Marcus models [15],[16]. In most sandwich
beam and plate models, shear is considered to be unimportant in the stiff layers, and hence
stiff layers are modeled as a Kirchhoff plate (or Euler-Bernoulli beam). On the other hand,
since the core layer is much more compliant than the outer layers shear must be included in the
core layer to accurately model the types of cross sectional displacements that actually occur.
One can also consider multi-layer versions of the models which consist of an arbitrary number
of alternating stiff and compliant layers. (See Section A.3 for more on modeling of sandwich
beam and plate structures.)
The focus of this dissertation is to study control theoretic properties of multi-layer Rao-
7Nakra and Mead-Marcus beams. We use velocity feedback controllers to produce the exponen-
tial stability in the closed-loop system.
1.1 Organization and brief summary
We present a brief description of the contents of each chapter.
Chapter 2 Preliminaries We review the basic concepts of finite and infinite dimensional
control theory and stabilization. The duality relationship between controllability and observ-
ability in terms of Sobolev spaces is covered.
Chapter 3 Exact Controllability of a Rayleigh Beam We consider the exact controllabil-
ity problem for a Rayleigh beam through a single boundary controller for four different sets
of boundary conditions; clamped or hinged boundary conditions at either end. New results
corresponding to the case of clamped-hinged (or hinged-clamped) boundary conditions are in-
troduced. These sets of boundary conditions have not been studied in the literature. Controls
are applied to either the moment or the rotation angle at the right end of the beam. We use
nonharmonic Fourier series to obtain the observability inequality. In each case, exact control-
lability is obtained on the space of optimal regularity for L2(0, T ) controls for T > 2l
√
α
A .
Chapter 4 Exact boundary controllability results for a multi-layer Rao-Nakra sandwich
beam We consider the problem of exact controllability of a multilayer Rao-Nakra sandwich
beam which is a coupled system of PDEs. We first decouple the system to a system of simpler
PDEs. We provide the interior regularity, the hidden regularity and the observability inequality
for each single PDEs. Since it is shown that the undamped coupled system is a compact per-
turbation of the decoupled system the coupled system retrieves all control theoretic properties
of the decoupled system. Exact controllability is shown for each set of boundary conditions;
clamped or hinged boundary conditions at either end.
Chapter 5 Boundary feedback stabilization of a multi-layer Rao-Nakra sandwich beam We
consider the problem of boundary feedback stabilization of a multilayer Rao-Nakra sandwich
beam. We first decouple the system to show that the eigenfunctions of the decoupled system
form a Riesz basis. This allows us to determine the dynamical behavior of the decoupled system
by looking at its eigenvalues. It is shown that the decoupled system is exponentially stable.
8Since the coupling terms are compact, the exponential stability follows from the strong stability
result of the coupled system.
Chapter 6 Exact boundary controllability of an abstract Mead-Marcus sandwich beam model
We used the energy multipliers technique and Hilbert Uniqueness Method together with the
theory of Riesz sequences. The significance of this approach is to obtain a sharper observability
inequality which comes as a result of the use of energy multipliers technique. The approach used
in the paper can also be applied to other boundary conditions, i.e., hinged, clamped-hinged,
hinged-clamped or free boundary conditions.
Appendix A Beam and plate models A variational approach is used to provide some
background and derivation of beam and plate models.
Note: At the time of the submission of this dissertation four of the chapters were in various
stages of publication:
Chapter 3 is essentially a reprint, with minor modifications, of the paper “Exact control-
lability of a Rayleigh beam with a single boundary control” by A. O. Ozer and S.W. Hansen,
which has been submitted for publication in the journal of Mathematics of Control, Signals
and Systems.
Chapter 4 is essentially a reprint, with minor modifications, of the paper “Exact boundary
controllability results for a multi-layer Rao-Nakra sandwich beam” by A. O. Ozer and S.W.
Hansen, which is now in preparation for publication.
Chapter 5 is essentially a reprint, with minor modifications, of the paper “Boundary feed-
back stabilization of a multi-layer Rao-Nakra sandwich beam” by A. O. Ozer and S.W. Hansen,
which is now in preparation for publication.
Chapter 6 is essentially a reprint from the paper “Exact boundary controllability of an
abstract Mead-Marcus sandwich beam model” by S.W. Hansen and A. O. Ozer, 49th Conference
on Decision and Control Proceedings : p. 2578-2583, 2010.
9CHAPTER 2. Preliminaries
2.1 Semigroup theory
Let H be a Hilbert space with the inner product < ·, · >H and the corresponding norm
‖ · ‖H. Let L(H) denotes the space of bounded linear operators from H to itself.
Definition 2.1.1 A family T = (Tt)t≥0 of operators in L(H) is a strongly continuous or
C0−semigroup on H if
1. T(0) = I (Identity element),
2. Tt+τ = TtTτ (semigroup property),
3. lim
t→0+
Ttx = x for all x ∈ H (strong continuity).
Let A ∈ L(H). Define
Tt = etA =
∞∑
n=0
(tA)n
n!
. (2.1)
This series converges in H for all t ≥ 0 and Tt is uniformly continuous since
‖etA‖ ≤ et‖A‖, ∀t ≥ 0.
Definition 2.1.2 The linear operator A : D(A)→ H, defined by
D(A) =
{
x ∈ H : lim
t→0+
Ttx− x
t
exists
}
, (2.2)
Ax = lim
t→0+
Ttx− x
t
, ∀x ∈ D(A),
is called the infinitesimal generator of the semigroup T.
10
For example, A in the previous example is the infinitesimal generator of the semigroup
Tt = eAt.
Definition 2.1.3 The unbounded operator A : D(A)→ H is dissipative if
〈Ax, x〉H ≤ 0, ∀x ∈ D(A).
The dissipative operator A is called m-dissipative if R(I − A) = H, i.e., for all z ∈ H there
exists a unique x ∈ D(A) such that x−Ax = z holds.
Proposition 2.1.1 A : D(A)→ H is a dissipative operator if and only if
|x− µAx| ≥ |x|, ∀(x, µ) ∈ D(A)× (0,∞).
Moreover, suppose that A is closed. Then R(I − A) is a closed subspace of H.
Definition 2.1.4 Let A : D(A)→ H be a densely defined operator. The domain of the adjoint
operator A∗ is defined by
D(A∗) = {x ∈ H : ∃M <∞ s.t. | 〈x,Az〉 | ≤M |z| ∀z ∈ D(A)}
and A∗ is defined by the duality by
〈A∗x, z〉 = 〈x,Az〉 , ∀z ∈ D(A).
Proposition 2.1.2 Let A : D(A) → H be a dissipative operator. Then A is m-dissipative if
A∗ : D(A∗)→ H is dissipative and A is closed.
Definition 2.1.5 A C0−semigroup on H is a contraction semigroup if ‖eAt‖ ≤ 1 for t ≥ 0.
Theorem 2.1.1 (Lumer-Philips) Let A : D(A) → H be a linear and closed operator with
dense D(A). If A is dissipative and there is a λ > 0 such that the range R(λI − A) = H,
then A is the infinitesimal generator of a unique semigroup of contractions in H. Moreover,
λI − A : D(A)→ H is invertible for any λ > 0.
Corollary 2.1.1 Let A : D(A)→ H be a linear and closed operator with dense D(A). If both
A and A∗ are dissipative, then A is an infinitesimal generator of semigroup of contractions in
H.
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2.2 Linear Cauchy problems
The following results from semigroup theory are for the well-posedness of initial value
problems for linear partial differential equations. First, we recall a very fundamental theorem
from [47], concerning existence, uniqueness and the time differentiability of the solutions of the
Cauchy problem
ϕ˙ = Aϕ, ϕ(0) = ϕ0 (2.3)
for all ϕ0 ∈ D(A) ⊂ H.
Theorem 2.2.1 Let A be a densely defined linear operator with a nonempty resolvent set ρ(A).
The Cauchy problem (2.3) has a unique solution ϕ(t) ∈ C1([0,∞];H), for every initial value
ϕ0 ∈ D(A) if and only if A is the infinitesimal generator of a C0−semigroup {eAt}t≥0 on H.
Next, we recall the well-posedness theorem for the nonhomogeneous Cauchy problems:
Proposition 2.2.1 Let A be an infinitesimal generator of a C0−semigroup {eAt}t≥0 on H.
Consider
ϕ˙ = Aϕ+ F , ϕ(0) = ϕ0. (2.4)
i) Let F : [0,∞) → H be differentiable. Let ϕ0 ∈ D(A) and define the function ϕ : [0,∞) →
D(A) by
ϕ(t) = eAtϕ0 +
∫ t
0
e(t−s)AF (s)ds, t ≥ 0. (2.5)
Then ϕ(t) in (2.5) is called the unique strong solution of the initial value problem (2.4)
ϕ ∈ C([0,∞);D(A)) ∩ C1([0,∞);H).
ii) If ϕ0 ∈ H and F ∈ L1([0,∞);H), then ϕ(t) given by (2.5) is called a mild solution of (2.4)
and ϕ ∈ C1([0,∞);H).
iii) Let A˜ : H → D(A∗)∗ be the extension of A and the corresponding semigroup {eA˜t}t≥0
is the continuous extension of the semigroup {eAt}t≥0. Then if ϕ0 ∈ D(A∗)∗ and F ∈
L1([0,∞);D(A∗)∗), then ϕ(t) in (2.5) is called a weak solution of (2.4) and
ϕ ∈ C([0,∞);H) ∩ C1([0,∞);D(A∗)∗).
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2.2.1 Wave equation
Consider the nonhomogenous wave equation with Dirichlet boundary conditions:
w¨ − w′′ = f in (0, l)× [0,∞)
w(0, t) = w(l, t) = 0 on [0,∞)
w(0) = w0, w˙(0) = w1 in (0, l).
(2.6)
The natural energy of the solution w(t) is
E(t) = ‖w(t)‖2H10 (0,l) + ‖w˙(t)‖
2
L2(0,l).
Define H = H10 (0, l)× L2(0, l) with the energy inner product〈 u1
v1
 ,
 u2
v2
〉
H
=
∫ l
0
u′1u¯
′
2 + v1v¯2dx.
Let ϕ = (w, w˙)T and ϕ(0) = ϕ0 = (w
0, w1)T. Then (2.6) can be put in the form of (2.4) as the
following
ϕ˙ = Aϕ+ F =
 0 I
D2x 0
ϕ+
 0
f

where the domain of A is
D(A) = {ϕ ∈ H : Aϕ ∈ H} = (H2(0, l) ∩H10 (0, l))×H10 (0, l).
By an easy calculation, for (u1, v1)
T ∈ D(A) and (u2, v2)T ∈ H we can show thatA is dissipative
on H :〈
A
 u1
v1
 ,
 u2
v2
〉
H
=
〈 0 I
D2x 0

 u1
v1
 ,
 u2
v2
〉
H
=
〈 v1
u′′1
 ,
 u2
v2
〉
H
=
∫ l
0
v′1u¯
′
2 + u
′′
1v2dx =
∫
−v1u′′2 − u′1v′2dx
=
〈 u1
v1
 ,−A
 u2
v2
〉
H
. (2.7)
where we used the corresponding boundary conditions. The calculation of (2.7) implies that
A∗ = −A and therefore energy E(t) of the solution w(t) along its trajectory is conserved, i.e.,
E(t) = ‖w0‖2H10 (0,l) + ‖w
1‖2L2(0,l) = E(0).
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A is a closed operator and both A and A∗ are dissipative on H since
〈
A
 u
v
 ,
 u
v
〉
H
=
〈
A∗
 u
v
 ,
 u
v
〉
H
= 0.
Hence by the corollary of Lumer-Phillips theorem A is an infinitesimal generator of semigroup
of contractions in H. Here are various regularity results:
i) If ϕ0 ∈ D(A) and f ∈ C(0, T ;H10 (0, l)), then the Cauchy problem (2.6) has a unique strong
solution satisfying
w ∈ C([0,∞);H2(0, l) ∩H10 (0, l)) ∩ C1([0,∞);H10 (0, l)) ∩ C2([0,∞);L2(0, l)).
ii) If ϕ0 ∈ H and f ∈ C(0, T ;L2(0, l)), then the Cauchy problem (2.6) has a unique mild
solution satisfying
w ∈ C([0,∞);H10 (0, l)) ∩ C1([0,∞);L2(0, l)) ∩ C2([0,∞);H−1(0, l)),
and if f ∈ L1([0,∞);L2(0, l)), then for every T > 0 there exists a constant c = c(T ) > 0
such that ∫ T
0
|w(l, t)|2dt ≤ c
∫ T
0
∫ l
0
|f(t, x)|2dxdt (2.8)
where the inequality (2.8) is called the direct inequality.
iii) If ϕ0 ∈ L2(0, l) × H−1(0, l), and f ∈ C1(0, T ; (H2(0, l) ∩ H10 (0, l))∗), where (H2(0, l) ∩
H10 (0, l))
∗ is the dual of H2(0, l) ∩ H10 (0, l) pivoted with respect to L2(0, l), then the
Cauchy problem (2.6) has a unique weak solution satisfying
w ∈ C([0,∞);L2(0, l)) ∩ C1([0,∞);H−1(0, l)).
Next, we mention control problems in finite and infinite dimensions.
2.3 Finite dimensional control problem
Controllability of a system is to effect the trajectories of the system by the help of a suitable
controller. Roughly speaking, a system is exactly controllable if you can steer the system from
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its initial position to a final destination in finite time through a controller. In finite dimensional
control theory, a control system can be written as
ϕ′ = Aϕ+ Bu, ϕ(0) = ϕ0, 0 < t < T (2.9)
where ϕ(t) ∈ Rn represents the state variables to be controlled, ϕ0 ∈ Rn, A ∈ L(Rn,Rn) and
B : Rm → Rn and u : [0, T ] → Rm is the control. We consider that m ≤ n since our goal is
to control the system with the minimum number m of controllers. The solution of the system
(2.9) is given by the variation of constants formula :
ϕ(t) = eAtϕ0 +
∫ t
0
eA(t−s)Bu(s)ds, ∀t ∈ [0, T ]. (2.10)
Here is the mathematical definition of exact controllability:
Definition 2.3.1 The system (2.9) is exactly controllable in time T on H if for any given
ϕ0, ϕT ∈ Rn there exists a control u ∈ L2(0, T ;Rm) such that the solution of (2.9) satisfies
ϕ(T ) = ϕT .
The exact controllability is equivalent to saying that Rn is the set of all reachable states
which is defined by
R(T, ϕ0) = {ϕ(T ) ∈ Rn : ϕ solves (2.9), u ∈ (L2(0, T ))m}.
Notice that steering an initial state ϕ0 to ϕT is the same with steering ϕ0 to 0. This comes
from the fact that the system (2.9) is linear and the control problem is easily converted into
the one where ϕT = 0 : First we solve “control-free” backward problem
y′ = Ay, y(T ) = ϕT , 0 < t < T, (2.11)
and we define ψ = ϕ− y which satisfy
ψ′ = Aψ + Bu, ψ(0) = ϕ0 − y(0), 0 < t < T. (2.12)
Note that ϕ(T ) = ϕT implies that ψ(T ) = 0. Hence, driving the solution ϕ from ϕ0 to ϕT is
the same with driving the solution ψ from ψ(0) = ϕ0 − y(0) to 0. This brings the definition of
null controllability:
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Definition 2.3.2 The system (2.9) is null controllable in time T on H if for any given ϕ0 ∈ Rn
there exists a control u ∈ L2(0, T ;Rm) such that the solution of (2.9) satisfies ϕ(T ) = 0.
The definition and previous remark immediately imply that if 0 is in the reachable set, then
the system (2.9) is exactly controllable. In finite dimensional control theory, the null control-
lability concept is equivalent to the exact controllability concept. However, these concepts are
different in infinite dimensional control theory, i.e., the heat equation is null controllable but
not exactly controllable.
Exact controllability is also related to the observability of the dual backward problem which
is given by
z′ = −A∗z, z(T ) = zT , 0 < t < T. (2.13)
where zT ∈ Rn is arbitrary.
Definition 2.3.3 Let zT ∈ Rn. The system (2.13) is exactly observable in time T > 0 if there
exists a constant C > 0 such that ∫ T
0
|B∗z|2dt ≥ C|zT |2. (2.14)
Proposition 2.3.1 The system (2.9) is exactly controllable in time T > 0 if and only if the
system (2.13) is exactly observable in time T.
Proof: (⇐) Let the system (2.13) be exactly observable. Now consider the time derivative
of the inner product of solutions of (2.9) and (2.13)
d
dt
〈ϕ, z〉 = 〈ϕ˙, z〉+ 〈ϕ, z˙〉
= 〈Aϕ+ Bu, z〉+ 〈ϕ,−A∗z〉
= 〈ϕ,A∗z〉+ 〈u,B∗z〉 − 〈ϕ,A∗z〉
= 〈u,B∗z〉 . (2.15)
Integrating both sides of (2.15) from 0 to T yields
〈ϕ(T ), z(T )〉 − 〈ϕ(0), z(0)〉 =
∫ T
0
〈u,B∗z〉 dt. (2.16)
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Therefore, steering the solution of (2.9) from ϕ(0) = ϕ0 to ϕ(T ) = ϕT = 0 requires
〈ϕ(0), z(0)〉+
∫ T
0
〈u,B∗z〉 dt = 0. (2.17)
Now consider the functional J : Rn → R defined by
J(zT ) =
1
2
∫ T
0
|B∗z|2dt+ 〈ϕ0, z(0)〉 . (2.18)
Clearly, J is a continuous functional and by using the observability inequality (6.4.3) J is
coercive, J(zT )→∞ as z →∞, since
J(zT ) ≥ c
2
|zT |2 − 〈ϕ(0), z(0)〉 .
Therefore J achieves its minimum in Rn (the minimizer may not be unique!). Let zˆT be a mini-
mizer of J and let z be the solution of (2.13). Then the variational method ddεJ(zˆT + εzT )
∣∣
ε=0
=
0 for all zT ∈ Rn yields ∫ T
0
〈B∗zˆ,B∗z〉+ 〈ϕ0, z(0)〉 = 0, ∀zT ∈ Rn.
By using (2.17), we conclude that (2.9) is controllable and the control u = B∗zˆ steers the
system (2.9) from ϕ0 to zero.
(⇒) Now assume that (2.13) is not exactly observable. Then fix nonzero initial data zT ∈ Rn
such that B∗z ≡ 0 for all t ∈ (0, T ). Now choose ϕ0 ∈ Rn such that
〈ϕ0, z(0)〉 6= 0. (2.19)
Now, for a given initial data ϕ0 ∈ Rn, we use (2.16) such that
〈ϕ(T ), z(T )〉 = 〈ϕ(0), z(0)〉 6= 0. (2.20)
Therefore we can not have ϕ(T ) = 0.
Proving (6.4.3) may be difficult in practice. Instead, Kalman’s rank condition is a very easy
algebraic tool to determine the exact observability and controllability ( Refer to [5]).
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2.4 Embedding H1 ↪→ H ↪→ H−1
Let H−1 be the dual space of H1 pivoted with respect to H. Let A be a positive and
self-adjoint operator in H1 defined by
〈AU, V 〉H1,H−1 = 〈U, V 〉H1
for all U, V ∈ H1. By the Riesz-Freche´t theorem A is an isometric isomorphism between H1
and H−1. Note that H1 ↪→ H ↪→ H−1 and the relation
〈AU, V 〉H = 〈U, V 〉H1 (2.21)
holds for all U, V ∈ H1 and Au ∈ H. We also assume that A−1 is compact. Then there exists
a sequence of orthogonal eigenvectors {ek,l} ∈ H1, k ≥ 1, 1 ≤ l ≤ mk corresponding to the
eigenvalues λk and
Aek,l = λkek,l, k ≥ 1, 1 ≤ l ≤ mk,
|λk| → ∞, 1 ≤ l ≤ mk as k →∞, ek,l ⊥ em,n if k 6= m.
By (2.21), we have
〈Aek,l, ek,l〉H = 〈λkek,l, ek,l〉H = λk‖ek,l‖2H = ‖ek,l‖2H1 .
Every U ∈ H1 has a unique orthogonal expansion
∑
k≥1,1≤l≤mk ck,lek,l and it follows from (2.21)
that we have
‖U‖2H1 =
∑
k≥1,1≤l≤mk
‖ck,lek,l‖2H1 =
∑
k≥1,1≤l≤mk
λkc
2
k,l‖ek,l‖2H. (2.22)
The inner product on H−1 is defined by 〈U, V 〉H−1 =
〈
A−1U,A−1V
〉
H . Note that the
eigenfunctions {ek,l} for k ≥ 1, 1 ≤ l ≤ mk preserves their orthogonality in H and H−1. There-
fore, every U ∈ H(H−1) has a unique orthogonal expansion of the form
∑
k≥1,1≤l≤mk ck,lek,l
converging in H(H−1), and we have
‖U‖2H =
∑
k≥1,1≤l≤mk
c2k,l‖ek,l‖2H,
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and respectively
‖U‖2H−1 =
∑
k≥1,1≤l≤mk
c2k,l‖ek,l‖2H−1 =
∑
k≥1,1≤l≤mk
c2k,l‖A−1ek,l‖2H1
=
∑
k≥1,1≤l≤mk
λ−2k c
2
k,l‖ek,l‖2H1 =
∑
k≥1,1≤l≤mk
λ−1k c
2
k,l‖ek,l‖2H. (2.23)
2.5 Infinite dimensional control problem
Many boundary control problems for single-layer or multi-layer beams can be written as
ϕ˙ = Aϕ+ Bu, ϕ(0) = ϕ0, 0 < t < T (2.24)
where ϕ(t) represents the state variables, A is the infinitesimal generator of a C0−semigroup
etA on a Hilbert space H with dense domain D(A) = H1 ⊂ H and B : U → H−1 where U is
the Hilbert space for the controls and H−1 is dual to H1 relative to the inner product on H.
Definition 2.5.1 The problem (2.24) is exactly controllable in time T on H if for any given
ϕ0 and ϕT ∈ H there exists a control u ∈ U such that the solution of (2.24) satisfies ϕ(T ) = ϕT .
If the semigroup etA is a group, then controllability from any initial state to a final state is
equivalent to the controllability from any initial state to 0. Therefore we consider ϕT = 0.
The system (2.24) is well-posed onH if the mild solution given by the variation of parameters
formula defines a solution in C([0, T ],H) which depends continuously depends upon initial
data in H and the control in L2([0, T ],U). Generally the boundary control operator B is
unbounded as an operator into H and hence well-posedness of the solutions is not guaranteed.
Let ΦT : L
2(0, T ;U) → H−1 be the input-solution operator defined as
ΦT (u) =
∫ T
0
eA(T−t)Bu(t)dt.
Well-posedness of the system is equivalent to the boundedness of ΦT as an operator into H.
Exact controllability in time T is equivalent to showing that ΦT maps onto H. These problems
are equivalent to proving the following for Φ∗T (z) = B∗e−A
∗(T−t)(z) : there exists c > 0 such
that
1
c
‖z‖ ≤ ‖Φ∗T (z)‖ ≤ c‖z‖. (2.25)
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The first inequality in (2.25) is called observability inequality, and the second inequality is
equivalent to the well-posedness of (2.24). The term y = Φ∗T (z) can be expressed as y = B∗z
where z is a solution of the dual problem:
z˙ = −A∗z, z(T ) = zT , 0 < t < T. (2.26)
For convenience, let S be a set, and f, g be nonnegative functions on S. We will write f  g
if there exists C > 0 such that
1
C
f(λ) ≤ g(λ) ≤ Cf(λ), ∀λ ∈ S.
2.5.1 Wave equation
Consider the wave equation
w¨ − w′′ = 0 in (0, l)× [0,∞)
w(0, t) = 0, w(l, t) = u(t) on [0,∞)
w(0) = w0, w˙(0) = w1 in (0, l).
(2.27)
where Dirichlet boundary control u(t) acts at the right end. The definition of the weak solution
and the well-posedness of the control problem comes from the method of transposition [37]:
Proposition 2.5.1 Let T > 0, and u(t) ∈ L2(0, T ). For any (w0, w1) ∈ H−1 = L2(0, l) ×
H−1(0, l), there exists a unique solution w to (2.27) with w ∈ C([0, T ];H−1) and
‖ΦT (u)‖2H−1 = ‖(w, w˙)‖2H−1 ≤ C
{
‖w0‖2L2(0,l) + ‖w1‖2H−1(0,l) + ‖u(t)‖2L2(0,T )
}
.
Proving exact controllability of (2.27) is equivalent to showing that the dual (adjoint) backward
problem is exactly observable. For the wave equation, Φ∗T = y = z
′(1, t) and H = H10 (0, l) ×
L2(0, l) where z is the solution of the wave equation with the homogenous Dirichlet boundary
conditions : 
z¨ − z′′ = 0 in (0, l)× [0,∞)
z(0, t) = z(l, t) = 0 on [0,∞)
z(T ) = z0T , z˙(T ) = z
1
T in (0, l)
y = z′(l, t).
(2.28)
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We know by Example 2.2.1 (with f = 0) the mild solution z of (2.28) is well-defined. It also
satisfies the following hidden regularity result and the observability equality in the theorem
below ([27], [29]):
Theorem 2.5.1 If T > 2l, then there exists constants c1, c2 > 0 such that the solutions of the
system (2.28) satisfy the following observability and hidden regularity estimates
c1
(
‖z0T ‖2H10 (0,l) + ‖z
1
T ‖2L2(0,l)
)
≤
∫ T
0
|z′(l, t)|2dt ≤ c2
(
‖z0T ‖2H10 (0,l) + ‖z
1
T ‖2L2(0,l)
)
. (2.29)
Remark (i) In the above, the first inequality is the observability inequality, whereas the
second inequality is the hidden regularity. Usually the Trace Theorem does NOT supply the
required regularity for both inequalities (2.29). (ii) There are many different methods to obtain
the observability estimate (2.29) such as the multiplier method [37], [27], Ingham’s method [29],
microlocal analysis [4] or Carleman estimates [11]. However, we describe only Ingham’s method
in the next section in proving (2.29). The reader should also refer to [36] for the construction of
the abstract problem (2.24) and the calculation of the Φ∗T . (iii) The dual system is a homogenous
partial differential equation and B∗ : H1 → U is a trace operator for the boundary observation
problems. Obtention of the estimates in (2.25) relies upon optimal regularity results for the
system (2.26).
Since the wave equation is time reversible exact controllability is equivalent to the exact
controllability to the origin. Theorem (2.5.1) implies:
Theorem 2.5.2 Let T > 2l. For any (w0, w1) ∈ L2(0, l)×H−1(0, l) there exists u(t) ∈ L2(0, T )
such that (w(T ), w˙(T )) = (0, 0).
2.6 Ingham’s method to prove the observability inequality (2.25)
As discussed above, exact controllability is reduced to proving the observability inequality
(2.25). Ingham’s method is essentially the generalization of the Parseval’s inequality; the sum
of the squares of the Fourier coefficients of a function is equal to the integral of the square of
the function. Especially in one dimensional problems, it is very convenient to use Ingham’s
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method and nonharmonic Fourier series to obtain sharp observability inequalities. Here are the
main theorems due to Ingham [29] used through the thesis:
Theorem 2.6.1 Let {λk}k∈K be a family of real numbers, satisfying the uniform gap condition
γ := inf
k 6=n
|λk − λn| > 0.
If T > 2piγ , then ∫ T
0
|x(t)|2dt 
∑
k∈K
x2k
where x(t) =
∑
k∈K
xke
iλkt.
This theorem is useful for the cases in which the eigenvalues and eigenfunctions can be
calculated explicitly. However, in many cases it is not possible to have the exact expressions
of both eigenvalues and eigenfunctions. Instead, we only have asymptotic expressions of them.
In this case, one needs have a different form of the theorem above which does not provide a
uniform gap but an asymptotic gap. The following theorem is due to Haraux and Ingham [30]:
Theorem 2.6.2 Let {λk} be a family of real numbers, satisfying the uniform gap condition
and set
γ′ := sup
A⊂K
inf
k,l∈K\A
k 6=l
|λk − λn|
where A runs over the finite subsets of K. If T > 2piγ′ , then∫ T
0
|x(t)|2dt 
∑
k∈K
x2k
where x(t) =
∑
k∈K
xke
iλkt.
For the wave equation (2.28) with Dirichlet boundary conditions, the eigenvalues are λk =
kpi
l , k = 0, 1, 2, . . . and therefore the uniform gap is equal to the asymptotic gap, γ = γ
′ = pil .
However, there are examples for which γ 6= γ′. For the Euler-Bernoulli (Petrosky) beam with
hinged boundary conditions,
w¨ − w′′′′ = 0, in (0, 1)× [0,∞)
w(0, t) = w(1, t) = w′′(0, t) = w′′(1, t) = 0 on [0,∞)
w(0) = w0, w˙(0) = w1, in (0, 1).
(2.30)
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the eigenvalues are λk = k
2, k = 1, 2, . . . In this case, γ < ∞ but γ′ = ∞. Now consider the
wave equation
Example: Consider the wave equation (2.28). By setting U = (z, z˙)T and UT = (z
0
T , z
1
T )
T,
we rewrite the problem (2.28) as
U˙ = AU =
 0 I
D2x 0
U, U(T ) = UT , 0 < t < T. (2.31)
where A : D(A) = H1 ⊂ H → H and H1 = (H2(0, 1)∩H10 (0, l))×L2(0, l). Set also Z∗ = Z\{0},
and define the energy of the solution U by
E(t) =
1
2
(
‖z′‖2L2(0,l)2 + ‖z˙‖2L2(0,l)
)
.
The eigenfunctions of A are given by
Ek =
1√
l
 l sin kpixlikpi
sin kpixl
 , k ∈ Z∗
with ‖Ek‖H10 (0,l)×L2(0,l) = 1. Note that {Ek}k∈Z∗ is an orthonormal basis in H10 (0, l)× L2(0, l).
Therefore, if (z0T , z
1
T )
T =
∑
k∈Z∗ ckEk, we have
‖(z0T , z1T )‖2H10 (0,l)×L2(0,l) =
∥∥∥∥∥∑
k∈Z∗
ckEk
∥∥∥∥∥
2
H10 (0,l)×L2(0,l)
=
∑
k∈Z∗
c2k.
On the other hand, the solution of (2.28) is given by z =
∑
k∈Z∗ ckEke
ikpix
l and hence∫ T
0
|z′(l, t)|2dt =
∫ T
0
∣∣∣∣∣∑
k∈Z∗
1√
l
ck cos kpie
ikpit
∣∣∣∣∣
2
dt

∑
k∈Z∗
c2k = ‖(z0T , z1T )‖2H10 (0,l)
for all T > 2piγ = 2l where we used Theorem 2.6.2 with λk =
kpi
l , k ∈ Z∗ and the uniform gap
γ = pil . T > 2l is optimal since the wave propagates with finite speed. This proves Theorem
2.5.1.
2.7 Stabilization
In this section, we recall preliminaries of some key results from the stabilization theory of
infinite dimensional systems. For details see any text book on this subject such as [38], [44].
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Consider
x˙ = Ax, x(0) = x0 (2.32)
where A is an n× n matrix and x(t) ∈ Rn.
In finite dimensional systems theory, the dynamic behavior of the system can be deduced
from the eigenvalue analysis of A. If the eigenvalues of A all lie in the left half plane, the
system is asymptotically stable which is equivalent to the exponential stability of the solution
x. Therefore, there exists positive constants M and α such that
‖eAt‖n ≤Me−αt
where ‖ · ‖n denotes the norm in Rn.
Now we consider stability in a Hilbert space context.
ϕ˙ = Aϕ, ϕ(0) = ϕ0 (2.33)
where A : D(A) ⊂ H → H is the infinitesimal generator of a C0−semigroup {eAt}t≥0 on a
Hilbert space H.
Definition 2.7.1 (i) {eAt}t≥0 is weakly stable if for every ϕ0 ∈ H and for all ψ ∈ H,
〈
eAtϕ0, ψ
〉
H → 0, t→∞.
(ii) {eAt}t≥0 is strongly stable if for every ϕ0 ∈ H
‖eAtϕ0‖H → 0, t→∞.
(iii) {eAt}t≥0 is exponentially stable if there exists constants M ≥ 1, α > 0 such that
‖eAt‖H ≤Me−αt.
For the purpose of our research, we will only focus on the exponentially stability of the
systems.
There are mainly three methods to determine the exponential stability of the infinite dimen-
sional systems: time domain analysis, frequency domain analysis and spectral analysis together
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with the method of Riesz basis. In addition to these methods, there is also energy multipliers
method which is a combination of Lyapunov method and the time domain analysis. The time
domain analysis is based on the knowledge of the solution of (2.33). If for some p ≥ 1,∫ ∞
0
‖eAtϕ‖pdt <∞, ∀ϕ ∈ H
then {eAt}t≥0 is exponentially stable. But we may not have the right information about the
semigroups. Instead, we may have an estimate for the resolvent operator (λI − A)−1 :
sup
λ∈Π+
‖(λI − A)−1‖ <∞
where Π+ is the right half plane of C. The frequency domain analysis given above basically
implies that the part of the spectrum on the imaginary axis belongs to the resolvent set. In [1]
this method is used successfully to show the exponential stability of the three layer Rao-Nakra
sandwich beam.
At this point, we recall the concept of Riesz basis which plays an important role in the
spectral analysis of infinite dimensional Hilbert space H. Here are some definitions and key
theorems :
Definition 2.7.2 A sequence {en}∞n=1 is a basis in a Hilbert space H if for any g ∈ H there
exists a unique sequence {an}∞n=1 such that g =
∞∑
n=0
anen in H.
Definition 2.7.3 A sequence {en}∞n=1 in H is a Riesz basis in H if there is an orthonormal
basis {e˜n}∞n=1 in H and a bounded linear operator T such that T e˜n = en for all n ∈ Z+.
Definition 2.7.4 A sequence {en}∞n=1 in H is ω−linearly independent in H when
∞∑
n=0
anen = 0,
if and only if an = 0 for all n = 0, 1, . . .
Definition 2.7.5 The sequences {en}∞n=1 and {fn}∞n=1 in H are said to be biorthogonal if
〈fk, gj〉H =
 1, if k = j0, if k 6= j.
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Definition 2.7.6 Two sequences {en}∞n=1 and {fn}∞n=1 are called quadratically close in H if
∞∑
n=0
‖en − fn‖2H <∞.
Theorem 2.7.1 (Bari’s theorem) Let {en}∞n=1 be a Riesz basis in H and let {fn}∞n=1 in H
be a ω−linearly independent and quadratically close to {en}∞n=1 in H. Then, {fn}∞n=1 is a Riesz
basis in H.
Definition 2.7.7 Let A be an infinitesimal operator of a C0-semigroup on a Hilbert space H.
The growth order ω(A) of a semigroup eAt is defined by
ω(A) = inf {ω ∈ R : ∃M(ω) ≥ 1 s.t. ‖eAt‖ ≤M(ω)eωt ∀t ≥ 0}
= inf
t>0
log ‖eAt‖
t
= lim
t→∞
log‖eAt‖
t
,
and the spectral bound by
s(A) =
 sup{Reλ | λ ∈ σ(A)}, if σ(A) 6= ∅−∞, if σ(A) = ∅
Clearly, −∞ ≤ s(A) ≤ ω(A) <∞. If H is finite dimensional, then s(A) = ω(A). In the infinite
dimensional case, this equality does not hold in general.
The spectral analysis method is to check whether the semigroup {eAt}t≥0 satisfies the
spectrum-determined growth condition. That is, the growth rate ω(A) is equal to the spectral
bound S(A) < 0. This condition may not hold when the spectral mapping relation
eσ(At) = σ(eAt)\{0}
does not hold. At this point, Riesz basis property comes into the play to show that spectrum
determined growth condition holds. That is, we show that the eigenvectors of the system (2.33)
forms a Riesz basis in the Hilbert space H. If the operator A is skew-adjoint, then the energy
of the solution of (2.33) is conserved. In particular, the eigenfunctions form a Riesz basis.
However, when A is dissipative, (so that the energy is not conserved), the eigenfunctions need
not form a Riesz basis. The following theorem ensures the exponential stability:
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Theorem 2.7.2 Let A be an infinitesimal operator of a C0-semigroup on a Hilbert space H
and
ϕ′ = Aϕ, ϕ(0) = ϕ0.
Suppose that there exists a sequence of eigenvalues {λk}k∈Z with Reλk ≤ −α for all k, and
a sequence of generalized eigenfunctions of A which forms a Riesz basis in H. Then if there
are no eigenvalues on the imaginary axis, ∀ϕ0 ∈ H there exists a constant M > 0 such that
‖ϕ‖ ≤Me−αt.
In applications, we mostly fall into this case. This method has been successfully used for
the closed-loop system with velocity feedback controllers for beam and plate equations.
However, obtaining the dynamic behavior of the system through the eigenvalue analysis is
very challenging due to the fact that an asymptotic analysis and approximation techniques are
required to determine the spectrum. Usually high frequency modes are known asymptotically
whereas the distribution of low frequency modes are not known at all. This problem is resolved
by using the classical Bari’s theorem by showing that the eigenfunctions of the system (2.33)
are asymptotically close to another Riesz basis in H. Then the exponential stability of {eAt}t≥0
directly follows.
2.8 Feedback stabilization
By using any of the methods above, one can determine the stability of a given system.
However, many systems in applications are not stable. Therefore, changing the dynamics of
a given system to achieve the stability is a very important issue in control theory. Stabilizing
systems which are not originally stable requires one to design a controller (or a feedback law)
so that the closed-loop system becomes stable. At this point it is worth mentioning that the
relationship between stabilizibility and controllability was very well established by Russell.
Russell’s principle states that if the system is stabilizable in both forward and backward time
directions, then it is controllable. We can see the controllability concept to be a weaker concept
than stabilizability. Stabilizing systems could be achieved in different ways.
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2.8.1 Wave equation
Consider the following two different wave equations representing the vibrations of a string
with length l :
ϕ¨ = ϕ′′ + u1, (x, t) ∈ (0, l)× R+
ϕ(x, 0) = ϕ0(x), x ∈ (0, l) (2.34)
and
ϕ˙ = ϕ′′, (x, t) ∈ (0, l)× R+
ϕ(0, t) = 0, ϕ(l, t) = u2(t), t ∈ R+
ϕ(x, 0) = ϕ0(x), x ∈ (0, l) (2.35)
where u1 and u2 are interior and boundary controllers respectively. Physically, the control u1
represents an external force acting on the string, and the control u2 represents a control force
acting at the right end of the beam. The control problem for each case is to design a feedback
control so that the closed-loop systems (2.34) and (2.35) are exponentially stable.
Define the energy of the solutions of (2.34) and (2.35) by
E(t) =
1
2
∫ l
0
|u′|2 + |u˙|2dx.
and choose feedback functions as the following
u1(x, t) = −k1∂ϕ
∂t
(x, t), u2 = −k2∂ϕ
∂t
(l, t) (2.36)
where k1 and k2 denote positive feedback gains. For the system (2.34), the choice u1 physically
denotes the damping force, and for the system (2.35) the choice u2 physically denotes the
velocity at the right end of the string. The energy of the solutions of (2.34) and (2.35) satisfies
dE
dt
= −k
∫ l
0
∣∣∣∣∂ϕ∂t (x, t)
∣∣∣∣2 dt,
and
dE
dt
= −k
∣∣∣∣∂ϕ∂t (l, t)
∣∣∣∣2
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respectively. That is, the energy of the solutions is decreasing in each case. By these particular
choices of the feedbacks, it is shown in [38] that there exists M,α > 0 for each case such that the
energy of the solutions of (2.34) and (2.35) satisfies E(t) ≤ME(0)e−αt for all t ≥ 0. Therefore,
the closed-loop systems (2.34) and (2.35) are exponentially stable.
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CHAPTER 3. Exact controllability of a Rayleigh beam
3.1 Introduction
The Rayleigh beam equation (3.1) is a one-dimensional linear model for the transverse
vibrations of a moderately thick beam in which the moment of inertia of the cross-sections
are considered significant. The Rayleigh beam and its two-dimensional analog, the Kirchhoff
plate, are not only of fundamental importance in describing the dynamical behavior of elastic
structures, but also arise as components in a wide variety of coupled systems, e.g., thermoelastic
systems (e.g., [7], [17], [35], [53]), fluid elastic systems [18], composite beam and plate structures
(e.g., [15], [19], [22]). Consequently, the boundary controllability of the Rayleigh beam and
Kirchhoff plate has been a topic of intense research; [3], [28], [31], [33], [34], [59].
In Lagnese and Lions [31], exact controllability of Kirchhoff plate was investigated for
three different boundary conditions; clamped, hinged and free. Exact boundary controllability
was obtained in a sufficiently large control time with a single boundary control (active on a
sufficiently large portion of the boundary) in the case of clamped boundary conditions, and
with two or more controls in the case of hinged or free boundary conditions. Komornik [28]
considered the same control problems and was able to improve the control time to the optimal
control time. Lasiecka and Triggiani [33] proved exact boundary controllability of the Kirchhoff
plate in the case of hinged boundary conditions with a single boundary control provided that a
uniqueness assumption for the homogenous problem with overdetermined boundary conditions
holds. The same authors in [34] provided a precise characterization of the optimal controllability
space for the Kirchhoff system associated with a single control applied in the case of clamped
boundary conditions. All of these results remain valid for the analogous boundary control
problems for the Rayleigh beam.
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For many sets of boundary conditions it is unknown, even for the Rayleigh beam, whether a
single boundary control active on one portion of the boundary is sufficient for exact controllabil-
ity. This problem reduces in most cases to a study of unique continuation of the zero solution
for the homogeneous Kirchhoff beam or plate with overdetermined boundary conditions. A
number of results in this direction are described in [8].
In this chapter, we prove the exact boundary controllability for the Rayleigh beam for
four different sets of boundary conditions with a single control active at the right end of the
beam. We consider the four combinations involving clamped or hinged boundary conditions
at either end with a single control applied to either the moment or the rotation angle at the
right end of the beam. In each case, exact controllability is obtained on the space of optimal
regularity for L2(0, T ) controls for T > 2l
√
α
A . We also obtain corresponding uniqueness and
exact observability results for the dual observed system. The precise controllability result for
three of the four cases under consideration are described in Theorem 3.1.1. The fourth case is
described in Theorem 3.4.1.
Throughout this chapter, we use dots to denote differentiation with respect to time, and
primes to denote differentiation with respect to space. Consider
ϕ¨− αϕ¨′′ +Aϕ′′′′ = 0, (x, t) ∈ (0, l)× R (3.1)
with one of the following sets of boundary conditions

ϕ(0, t) = ϕ′′(0, t) = ϕ(l, t) = 0, ϕ′′(l, t) = M(t)
ϕ(0, t) = ϕ′(0, t) = ϕ(l, t) = 0, ϕ′(l, t) = M(t)
ϕ(0, t) = ϕ′(0, t) = ϕ(l, t) = 0, ϕ′′(l, t) = M(t)
(3.2a)
(3.2b)
(3.2c)
and initial conditions
ϕ(x, 0) = ϕ0, ϕ˙(x, 0) = ϕ1. (3.3)
The boundary conditions in (3.2) will be referred as “hinged”, “clamped”, “clamped-hinged”,
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respectively. Let
C =

(
H2(0, l) ∩H10 (0, l)
)×H10 (0, l) (hinged)
H10 (0, l)× L˜2(0, l) (clamped)
H2#(0, l)×H10 (0, l) (clamped-hinged).
(3.4a)
(3.4b)
(3.4c)
Here L˜2(0, l) is the quotient space L2(0, l)/H˜, defined in Lemma 3.3.1, and
H2# = {u ∈ H2(0, l) ∩H10 (0, l) : u′(0) = 0}.
Proposition 3.1.1 Let T > 0, and M(t) ∈ L2(0, T ). For any (ϕ0, ϕ1) ∈ C, there exists a
unique solution ϕ (in the sense of transposition) to (3.1), (3.2) and (3.3) with ϕ ∈ C([0, T ]; C)
and
‖(ϕ, ϕ˙)‖C ≤ C
{‖(ϕ0, ϕ1)‖C + ‖M(t)‖L2(0,T )} .
Since the Rayleigh beam is time reversible exact controllability is equivalent to the exact
controllability to the origin. Our main exact controllability result is the following:
Theorem 3.1.1 Let T > 2l
√
α
A . For any (ϕ0, ϕ1) ∈ C there exists M(t) ∈ L2(0, T ) such that
(ϕ(T ), ϕ˙(T )) = (0, 0).
Now consider
w¨ − αw¨′′ +Aw′′′′ = 0 (3.5)
with one of the following sets of boundary conditions

w(0, t) = w′′(0, t) = w(l, t) = w′′(l, t) = 0 (hinged)
w(0, t) = w′(0, t) = w(l, t) = w′(l, t) = 0 (clamped)
w(0, t) = w′(0, t) = w(l, t) = w′′(l, t) = 0 (clamped-hinged)
(3.6a)
(3.6b)
(3.6c)
and initial conditions
w(x, 0) = w0, w˙(x, 0) = w1. (3.7)
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Let S be a set, and f, g be nonnegative functions on S. We will write f  g if there exists
C > 0 such that
1
C
f(λ) ≤ g(λ) ≤ Cf(λ), ∀λ ∈ S.
The results in Theorem 3.1.1 follow from the following observability and hidden regularity
results:
Theorem 3.1.2 Let T > 2l
√
α
A . Then solutions of the problem (3.5)- (3.7) satisfy the following
observability and hidden regularity estimates for hinged (3.6a), clamped (3.6b) and clamped-
hinged (3.6c) respectively:
∫ T
0
|w′′′(l, t)|2dt  ‖w′′′0 ‖2L2(0,l) + ‖w1‖2H2(0,l)∩H10 (0,l)∫ T
0
|w′′(l, t)|2dt  ‖w0‖2H20 (0,l) + ‖w1‖
2
H10 (0,l)∫ T
0
|w′(l, t)|2dt  ‖w0‖2H1(0,l) + ‖w1‖2L2(0,l)/H,
(3.8a)
(3.8b)
(3.8c)
where L2(0, l)/H is defined in Lemma 3.2.1 and Lemma 3.2.2.
All of our controllability results follow by duality from the continuous observability results
described in Theorem 3.1.2. We apply a strengthened version of Ingham’s Theorem (see The-
orem 3.2.2) from [29] to prove Theorem 3.1.2. This requires a minimum gap condition for the
eigenvalues which follows from the asymptotic eigenvalue estimates in Proposition 3.2.2 and
the simplicity of eigenvalues proved in Theorem 3.2.1.
In the case of clamped boundary conditions, we recover an explicit one-dimensional version
of results obtained in [34], where, in particular, it was shown that the velocity component of
the solution to the Kirchhoff plate satisfies w˙(x, T ) ∈ L2(Ω)/N where N is the null space of the
operator I − α∆ as a mapping from L2(Ω) to H−2(Ω). Analogously, the controllability space
for the Rayleigh beam described in (3.4b) involves a quotient in the velocity component. Our
proof of the observability estimate (3.8b) however is based on Ingham’s inequality rather than
multiplier methods [31],[28] . One advantage of this approach is that the optimal control time
is easily obtained.
In the case of hinged boundary conditions we obtain a better result than is known for
the Kirchhoff plate. More precisely, by direct application of Ingham’s theorem we obtain the
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observability estimate (3.8a). This is the easiest case of the four cases under consideration
since the eigenfunctions are explicitly known. On the other hand, in the case of the Kirchhoff
plate with hinged boundary conditions, it is unknown whether a single control on a portion
of the boundary is sufficient to obtain the exact controllability. The best known result in this
direction is in ([33]), where it is shown that exact controllability holds with a single control
(applied to the moment on a portion Γ0 of the boundary) if one assumes that the homogeneous
problem with overdetermined boundary conditions
w¨ − α∆w¨ +A∆2w = 0, in Ω× R
w = ∆w = 0, on Γ× R
∂w
∂n = 0, on Γ0 × R
for T sufficiently large has only zero solution.
Perhaps, the most interesting contributions of this study are the controllability and observ-
ability results for the clamped-hinged (3.2c) and hinged-clamped (3.53) cases, which apparently
have not been considered in the literature. In the case of clamped-hinged boundary conditions
(3.6c), the quotient space L2(0, l)/H arises in the velocity component of the observability space;
see (3.8c). This observability space is obtained as a natural extension of the finite energy space
defined by continuous extension of the associated semigroup; see (3.37),(3.40), and Lemma
3.2.1.
In the case of hinged-clamped boundary conditions (3.53), we obtain similar results to the
clamped case (3.4b). In particular, the velocity component of the control space is L2(0, l)/G
(see Theorem 3.4.1).
This chapter is organized as follows. In Section 3.2 we prove regularity and trace estimates
for the homogeneous system. In Section 3.3 we define weak solutions of the control problem
and prove the controllability results in Theorem 3.1.1. In Section 3.4 we describe observability
and controllability results for the hinged-clamped case.
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3.2 Well-posedness of the homogenous systems
3.2.1 Semigroup formulation
The natural energy associated with (3.1) is
E0(t) = 1
2
∫ l
0
|w˙|2 + α|w˙′|2 +A|w′′|2dx, t ∈ R.
Corresponding to clamped (3.6b) or clamped-hinged (3.6c) boundary conditions define the
Hilbert space
H0 =
H
2
0 (0, l)×H10 (0, l) (clamped)
H2#(0, l)×H10 (0, l) (clamped-hinged).
(3.9a)
(3.9b)
with E0 inner product
〈 u1
v1
 ,
 u2
v2
〉
H0
=
∫ l
0 Au
′′
1u
′′
2 + v1v2 + αv
′
1v
′
2dx.
Let E1 be the higher order energy defined by
E1(t) = 1
2
∫ l
0
(|w˙′|2 + α|w˙′′|2 +A|w′′′|2) dx, t ∈ R.
Define
H3∗ (0, l) :=
{
u ∈ (H3(0, l) ∩H10 (0, l)) : u′′(0) = u′′(l) = 0} .
In the hinged case (3.6a), define
H1 = H3∗ (0, l)×
(
H2(0, l) ∩H10 (0, l)
)
, (3.10)
with the inner product
〈 u1
v1
 ,
 u2
v2
〉
H1
=
∫ l
0
Au′′′1 u
′′′
2 + v
′
1v
′
2 + αv
′′
1v
′′
2dx. (3.11)
Now define W := (w, w˙)T , W0 = (w0, w1)
T . Then
W˙ = AW :=
 0 I
−AL−1D4x 0
W, W (0) = W0, (3.12)
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where L = (I − αD2x) : H10 (0, l)→ H−1(0, l). It follows from the Lax-Milgram theorem that it
is an isomorphism. L remains isomorphism from H2(0, l) ∩H10 (0, l) to L2(0, l). The domain of
A corresponding to each set of boundary conditions is given as the following
Dom(A) =

(
H4(0, l) ∩H3∗ (0, l)
)×H3∗ (0, l) (hinged)(
H3(0, l) ∩H20 (0, l)
)×H20 (0, l)) (clamped)
H3#(0, l)×H2#(0, l) (clamped-hinged)
(3.13a)
(3.13b)
(3.13c)
where H3# = {u ∈ H3(0, l) ∩ H10 (0, l) : u′(0) = u′′(l) = 0}. It is easily verified that A
is skew-adjoint on the domains (3.13b) or (3.13c). We verify that A is skew-adjoint on the
hinged domain (3.13a) relative to the inner product defined by (3.11). Let (u1, v1)
T ∈ D(A),
(u2, v2)
T ∈ H1 ∩ (C∞(0, l)× C∞(0, l)) := F . We calculate〈
A
 u1
v1
 ,
 u2
v2
〉
H1
=
〈 v1
−AL−1u′′′′1
 ,
 u2
v2
〉
H1
=
∫ l
0
Av1
′′′u′′′2 −A(L−1u′′′′1 )′v′2 −Aα
(
L−1u′′′′1
)′′
v′′2dx
=
∫ l
0
−ALL−1u′′′′2 v1′′ +ALL−1u′′′′1 v′′2dx
=
∫ l
0
−A(I − αD2x)L−1u′′′′2 v1′′ +Au′′′′1 v′′2dx
=
∫ l
0
−AL−1u′′′′2 v1′′ +Aα
(
L−1u′′′′2
)′′
v1
′′ −Au′′′1 v′′′2 dx
= −
∫ l
0
−A(L−1u′′′′2 )′v1′ −Aα
(
L−1u′′′′2
)′
v1
′ +Au′′′1 v
′′′
2 dx
=
〈 u1
v1
 ,−A
 u2
v2
〉
H1
.
Hence, A∗ agrees with −A on F . It follows that its closure has the same domain as D(A).
Proposition 3.2.1 The operator A in (3.12), defined on any of the domains in (3.13), is the
generator of a unitary semigroup eAt on the respective Hilbert spaces (3.10), (3.9a) or (3.9b).
Consequently,
(i) Given any (w0, w1)
T ∈ H3∗ (0, l)×
(
H2(0, l) ∩H10 (0, l)
)
the solution of (3.5),(3.6a), (3.7) sat-
isfies (w, w˙) ∈ C[R;H3∗ (0, l)×
(
H2(0, l) ∩H10 (0, l)
)
]. Moreover, the energy E1 is conserved
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along solution trajectories.
(ii) Given any (w0, w1)
T ∈ H20 (0, l) × H10 (0, l) the solution of (3.5),(3.6b), (3.7) satisfies
(w, w˙) ∈ C[R;H20 (0, l) × H10 (0, l)]. Moreover, the energy E0 is conserved along solution
trajectories.
(iii) Given any (w0, w1)
T ∈ H2#(0, l) × H10 (0, l) the solution of (3.5),(3.6c), (3.7) satisfies
(w, w˙) ∈ C[R;H2#(0, l) × H10 (0, l)]. Moreover, the energy E0 is conserved along solution
trajectories.
3.2.2 Eigenfunction expansion
Let Z∗ = Z\{0}. Let H denote the appropriate Hilbert space H0 defined by (3.9a), (3.9b)
or H1 defined by (3.10). Since each A is anti-hermitian there exists an orthonormal basis
{Ek}k∈Z∗ corresponding to the eigenvalues {isk}k∈Z∗ where 0 ≤ s1 ≤ s2 ≤ s3 . . . ≤ sk → ∞
and sk = −s−k for k < 0. Since A is invertible and Dom(A) is compact in H , we have
lim
k→∞
sk =∞.
Furthermore, for k ∈ Z∗, Ek = (ek, iskek)T ∈ Dom(A), where ek are nontrivial, appropri-
ately normalized solutions to
− s2kϕ+ αs2kϕ′′ +Aϕ′′′′ = 0, (ϕ, iskϕ) ∈ Dom(A). (3.14)
Proposition 3.2.2 Let (w0, w1)
T be given in one of the Hilbert spaces (3.10), (3.9a) or (3.9b).
Then the solution of (3.5)-(3.7) is given by
w(x, t) =
∑
k∈Z∗
cke
isktek(x); {ck}k∈Z∗ ∈ l2 (3.15)
and
‖(w(·, t), w˙(·, t))‖2H =
∑
k∈Z∗
c2k, ∀ t ∈ R.
In the hinged case (3.6a),
ek = σk sin
√
γkx, sk :=
√
A
αγk√
γk +
1
α
, (3.16)
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in the clamped case (3.6b) and clamped-hinged case(3.6c),∥∥∥∥∥∥ek −
√
γkσk
sinh
√
1
α l
cos
√
γkx
∥∥∥∥∥∥
C2[0,l]
= O(
1
k
), sk :=
√
A
α
√
γk +O(
1
k
) (3.17)
where σk =
√
2/l√
Aγ3k+s
2
k(γk+αγ
2
k)
and
γk =

(kpi)2
l2
, hinged and clamped
(k−1/2)2pi2
l2
, clamped-hinged.
Remark 3.2.1 σk  1k3 . To see this: l5/2
pi3
√
1 + 2Aα
 1
k3
≤ 1√
γ3k + s
2
k(γk + γ
2
k)
≤ 2l
5/2
pi3
1
k3
.
Proof of Prop. 3.2.2: We consider three cases separately.
Hinged Case: In the hinged case eigenpairs {(ek, iskek)T }k∈Z∗ can be computed explicitly
leading to (3.16).
Clamped Case: The general solution of (3.14) is
ϕ(x) = C1 sin
√
θx+ C2 cos
√
θx+ C3 sinh
√
ξx+ C4 cosh
√
ξx (3.18)
where
θ(s) =
αs2 + αs2
√
1 + 4A
α2s2
2A
, ξ(s) =
αs2
√
1 + 4A
α2s2
− αs2
2A
.
Using the first three boundary conditions ϕ(0) = ϕ(l) = ϕ′(0) = 0 gives
ϕ(x) =
(
cosh
√
ξl − cos
√
θl
)(√
ξ sin
√
θx−
√
θ sinh
√
ξx
)
+
(√
ξ sin
√
θl −
√
θ sinh
√
ξl
)(
cos
√
θx− cosh
√
ξx
)
=
√
θ sinh
√
ξ(l − x) +
√
ξ sin
√
θ(l − x) +
√
ξ cosh
√
ξl sin
√
θx
−
√
ξ sin
√
θl cosh
√
ξx−
√
θ sinh
√
ξl cos
√
θx
+
√
θ cos
√
θl sinh
√
ξx. (3.19)
By using the last boundary condition ϕ′(l) = 0 we obtain the characteristic equation that
s satisfies:
− 2
√
θξ + 2
√
θξ cosh
√
ξl cos
√
θl + (θ − ξ) sin
√
θl sinh
√
ξl = 0. (3.20)
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We find that
θ =
αs2 + αs2
√
1 + 4A
α2s2
2A
=
αs2
A
+
1
α
+O(
1
s2
), as s→∞ (3.21)
and since θξ = s
2
A we also obtain
ξ =
αs2
√
1 + 4A
α2s2
− αs2
2A
=
1
α
+O(
1
s2
) as s→∞. (3.22)
Combining (3.20)-(3.22) leads to (sinh
√
ξl)(sin
√
θl) = O(1s ). Again using (3.22) we find
that
sin
√
θl = O(
1
s
). (3.23)
Consequently, applying Rouche´’s Theorem to the functions sin
√
θl and O(1s ), we obtain
an asymptotic expression for the eigenvalues {sk} in (3.15):
sk =
√
A
α
kpi
l
+O(
1
k
). (3.24)
Therefore letting θ = θ(sk) and ξk = ξ(sk), (3.21) and (3.22) reduce to
θk =
(
kpi
l
)2
+
1
α
+O(
1
k2
), ξk =
1
α
+O(
1
k2
) (3.25)
and therefore
ϕk(x) =
√
θk sinh
√
ξk(l − x) +
√
ξk sin
√
θk(l − x)
+
√
ξk cosh
√
ξkl sin
√
θkx−
√
ξk sin
√
θkl cosh
√
ξkx
−
√
θk sinh
√
ξkl cos
√
θkx+
√
θk cos
√
θkl sinh
√
ξkx.
Calculation of ‖(ϕk, iskϕk)‖H0 shows that the second to the last term√
θk sinh
√
ξkl cos
√
θkx
is the dominant term. Therefore, after appropriate normalization,
ek =
1
sinh
√
ξkl
√
θk√
Aθ3k + s
2
k(θk + αθ
2
k)
cos
√
θkx+O(
1
k
)
where O( 1k ) is uniform in C
2[0, l], and ‖(ek, iskek)‖H0 → 1 as |k| → ∞. Thus (3.17)
follows by using (3.21), (3.22) and (3.25).
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Clamped-hinged case: The general solution of (3.14) with ϕ(0) = ϕ′(0) = ϕ(l) = 0 is still
the same with (3.19). Using ϕ′′(l) = 0 gives the following characteristic equation
ϕ′′(l) = −θ
√
ξ cosh
√
ξl sin
√
θl +−ξ
√
ξ sin
√
θl cosh
√
ξl
+ θ
√
θ sinh
√
ξl cos
√
θl + ξ
√
θ sinh
√
ξl cos
√
θl
= (θ + ξ)
(√
θ sinh
√
ξl cos
√
θl −
√
ξ cosh
√
ξl sin
√
θl
)
= 0
and since θ + ξ = αs2
√
1 + 4A
α2s2
> 0 it follows that
√
θ sinh
√
ξl cos
√
θl −
√
ξ cosh
√
ξl sin
√
θl = 0. (3.26)
As in the clamped case, by (3.21),(3.22) and (3.26), we obtain
cos
√
θl = O(
1
s
). (3.27)
After applying Rouche´’s Theorem to the functions cos
√
θl and O(1s ), the asymptotic
expression for the eigenvalues {sk} in (3.15) is given by
sk =
√
A
α
(k − 1/2)pi
l
+O(
1
k
), (3.28)
therefore letting θ = θ(sk) and ξk = ξ(sk), (3.21) and (3.22) reduce to
θk =
(
(k − 1/2)pi
l
)2
+
1
α
+O(
1
k2
), ξk =
1
α
+O(
1
k2
). (3.29)
Therefore
ϕk(x) = (
√
ξk sin
√
θkl −
√
θk sinh
√
ξkl)(cos
√
θkx− cosh
√
ξkx)
− (cos
√
θkl − cosh
√
ξkl)(
√
ξk sin
√
θkx−
√
θk sinh
√
ξkx.
Calculation of ‖(ϕk, iskϕk)T ‖H0 shows that
√
θk sinh
√
ξkl cos
√
θkx is the dominant term.
Therefore, after appropriate normalization,
ek =
1
sinh
√
ξkl
√
θk√
Aθ3k + s
2
k(θk + αθ
2
k)
cos
√
θkx+O(
1
k
) (3.30)
where O( 1k ) is uniform in C
2[0, l], and ‖(ek, iskek)‖H0 → 1 as |k| → ∞.
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Theorem 3.2.1 The eigenvalues {±isk} of the eigenvalue problem (3.14) corresponding to
each of the sets of boundary conditions (3.6a), (3.6b) and (3.6c) are distinct. Furthermore,
(i) |ϕ′′′(l)| 6= 0 for hinged case
(ii) |ϕ′′(l)| 6= 0, for clamped case
(iii) |ϕ′(l)| 6= 0, for clamped-hinged case.
Proof : The proof for the hinged case (3.6a) follows from the explicit expressions for ek and sk
in (3.16). To prove (ii) first assume that ϕ′′(l) = 0. Therefore
ϕ′′(l) = −θ
√
ξ cosh
√
ξl sin
√
θl +−ξ
√
ξ sin
√
θl cosh
√
ξl
+ θ
√
θ sinh
√
ξl cos
√
θl + ξ
√
θ sinh
√
ξl cos
√
θl
= (θ + ξ)
(√
θ sinh
√
ξl cos
√
θl −
√
ξ cosh
√
ξl sin
√
θl
)
= 0
and since θ + ξ = αs2
√
1 + 4A
α2s2
> 0 it follows that
√
θ sinh
√
ξl cos
√
θl =
√
ξ cosh
√
ξl sin
√
θl. (3.31)
Now first multiply the Eq. (3.31) by
√
θ sin
√
θl cosh
√
ξl and
√
ξ cos
√
θl sinh
√
ξl respectively
to get
θ sinh
√
ξl cosh
√
ξl sin
√
θl cos
√
θl =
√
ξθ cosh2
√
ξl sin2
√
θl (3.32)
ξ sinh
√
ξl cosh
√
ξl sin
√
θl cos
√
θl =
√
ξθ sinh2
√
ξl cos2
√
θl. (3.33)
By subtracting the above equations we get
(θ − ξ) sinh
√
ξl cosh
√
ξl sin
√
θl cos
√
θl (3.34)
=
√
ξθ
(
cosh2
√
ξl sin2
√
θl − sinh2
√
ξl cos2
√
θl
)
.
Now multiply Eq. (3.20) by cosh
√
ξl cos
√
θl and then use Eq. (3.34) to get
−2
√
θξ cosh
√
ξl cos
√
θl + 2
√
θξ cosh2
√
ξl cos2
√
θl (3.35)
+
√
ξθ
(
cosh2
√
ξl sin2
√
θl − sinh2
√
ξl cos2
√
θl
)
= 0.
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After we simplify it we get √
θξ(cosh
√
ξl − cos
√
θl)2 = 0
and since
√
θξ = s√
A
> 0, we finally have
cosh
√
ξl = cos
√
θl
which is not possible since ξ, θ are positive. This proves part (ii) of Theorem 3.2.1.
The proof of (iii) is exactly the same as the proof of (ii) since the assumption that ϕ(l) = 0
leads to exactly the same overdetermined system. Therefore, we reach the same contradiction.
It remains to show that the eigenvalues are distinct in the second and the third cases.
Consider the clamped case. If the eigenvalues are not distinct, then let ϕ1 and ϕ2 be linearly
independent solutions of the eigenvalue problem Aϕi = λϕi, i = 1, 2 with ϕ′′1(l) = A 6=
0, ϕ′′2(l) = B 6= 0. Then ϕ = Bϕ1 − Aϕ2 is an eigenvector corresponding to the eigenvalue λ
with ϕ′′(l) = 0. This contradicts with the fact ϕ1 and ϕ2 are linearly independent. A similar
argument applies to the clamped-hinged case.
3.2.3 Observability estimates
To prove observability estimates for all of the three cases, it will be convenient to use the
following strengthened version of Ingham’s theorem that can be found in [29]:
Theorem 3.2.2 Let {sk}k∈Z∗ be a family of real numbers, satisfying the uniform gap condition
γ := inf
k 6=m
|sk − sm| > 0,
and set γ′ := sup
M⊂Z∗
inf
k,m∈Z∗\M
k 6=m
|sk − sm|, where M runs over the finite subset of Z∗. If T > 2piγ′ ,
then ∫ T
0
|w(t)|2dt 
∑
k∈Z∗
|ck|2
for all functions given by the sum w(t) =
∑
k∈Z∗
cke
iskt :
∑
k∈Z∗
|ck|2 <∞.
We now prove Theorem 3.1.2 considering each case (3.6a), (3.6b) and (3.6c) seperately.
Proof of Theorem 3.1.2:
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(i) Hinged Case: Let
gk = sk − sk−1 =
√
A
α
pi
l
 k√
1 + 1
αk2pi2
l2
− k − 1√
1 + 1
α(k−1)2pi2
l2
 , k ∈ N, k ≥ 2.
The function f(x) = x√
1+ l
2
αpi2x2
is easily found to be convex for x > x0 sufficiently large. It
follows that {gk} is monotonically decreasing to
√
A
α
pi
l for k sufficiently large. Therefore,
γ′ :=
√
A
α
pi
l
sup
M⊂Z∗
inf
k,m∈Z∗\M
k 6=m
∣∣∣∣∣∣∣∣
k√
1 + 1
αk2pi2
l2
− m√
1 + 1
αm2pi2
l2
∣∣∣∣∣∣∣∣ =
√
A
α
pi
l
.
Consequently, by Theorem 3.2.2 for T > 2l
√
α
A we have∫ T
0
|w′′′(t, l)|2dt =
∫ T
0
∣∣∣∣∣∣
∑
k∈Z∗
(−1)kσkγ3/2k ckeiskt
∣∣∣∣∣∣
2
dt 
∑
k∈Z∗
|ck|2.
Hence (3.8a) follows from Proposition 3.2.2.
(ii) Clamped Case By (3.17), we obtain γ′ :=
√
A
α
pi
l . Therefore, by Theorem 3.2.2 for
T > 2l
√
α
A we have∫ T
0
|w′′(t, l)|2dt =
∫ T
0
∣∣∣∣∣∣
∑
k∈Z∗
cke
′′
k(l)e
iskt
∣∣∣∣∣∣
2
dt 
∑
k∈Z∗
|cke′′k(l)|2.
We show the above is equivalent to
∑
k∈Z∗
|ck|2. By (3.17), |e′′k(l)| = µ + O( 1k ) where µ =
1√
Al sinh
√
1
α
l
. Furthermore, by Theorem 3.2.1 we now have e′′k(l) 6= 0 for all k ∈ Z∗. Thus
there exists m,M > 0 such that m < |e′′k(l)| < M. It follows that
∫ T
0 |w′′(t, l)|2dt 
∑
k∈Z∗
|ck|2,
which proves (3.8b).
(iii) Clamped-hinged Case Let A be defined by (3.12), (3.13c). Then by Proposition
3.2.1, {eAt} is a unitary semigroup on H0 = H2#(0, l) ×H10 (0, l). Since Dom(A) = H3#(0, l) ×
H2#(0, l) is an invariant subspace of the semigroup, {eAt} remains a semigroup on X1 = Dom(A).
Furthermore, the semigroup can easily be shown to be unitary with respect to the inner product
〈u, v〉X1 = 〈Au,Av〉H0 .
Let X−1 denote the dual space of X1 with respect to H0. The semigroup {eAt} defined on H0
has a continuous extension to X−1 which is also unitary (See [57]). The generator of this semi-
group is A˜, where A˜ : H0 → X−1 is the extension ofA defined by
〈
A˜x, v
〉
:= 〈x,A∗v〉H0 , ∀v ∈
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X1, x ∈ H0. The inner product on X−1 is defined by 〈u, v〉−1 =
〈
A˜−1u, A˜−1v
〉
H0
. In particular,
each u =
∑
k∈Z∗
ckEk ∈ X−1 satisfies
‖u‖2X−1 =
〈∑
k∈Z∗
ck
isk
Ek,
∑
k∈Z∗
ck
isk
Ek
〉
H0
=
∑
k∈Z∗
∣∣∣∣cksk
∣∣∣∣2 <∞. (3.36)
Therefore one way to characterize X−1 is
X−1 = {
∑
k∈Z∗
ckEk :
∑
k∈Z∗
∣∣∣∣cksk
∣∣∣∣2 <∞}. (3.37)
Denote X−1 = U ×V. Since A : H2#(0, l)×H10 (0, l)→ U×V is an isomorphism, we immediately
see from (3.12) that U = H10 (0, l). Furthermore, since X−1 is dual to X1 relative to the pivot
space H0 = H2#(0, l) × H10 (0, l), we see that V is the dual space to H2#(0, l) relative to the
pivot space H10 (0, l) with the inner product defined by 〈u, v〉α =
∫ l
0 uv + αu
′v′dx.. Therefore if
ψ ∈ H2#(0, l), ϕ ∈ H10 (0, l)
〈ϕ,ψ〉α =
∫ l
0
ϕψ + αϕ′ψ′dx =
∫ l
0
ϕ
(
ψ − αψ′′) dx = ∫ l
0
ϕLψdx. (3.38)
Here, the operator L : H2(0, l) ∩ H10 (0, l) → L2(0, l) is applied on the subspace H2#(0, l) of
H2(0, l) ∩H10 (0, l). Hence there is a restriction on its range in L2(0, l).
Lemma 3.2.1 Let
H = span{sinh x− l√
α
} ⊂ L2(0, l), (3.39)
and L be the operator I − αD2x on the domain H2(0, l) ∩H10 (0, l). Then the restriction of L to
H2#(0, l) is an isomorphism from H
2
#(0, l) to H
⊥ in L2(0, l).
Proof: Let L# denote the restriction of L to H
2
#(0, l). An easy computation gives :
L∗#y = y − αy′′ ; y(l) = 0.
HenceN (L∗#) = H. It follows that Range(L#) = H⊥ in L2(0, l). Recall that L is an isomorphism
from H2(0, l)∩H10 (0, l) to L2(0, l). Hence L# is one-to-one and bounded. Since L has a bounded
inverse on L2(0, l), L# has a bounded inverse on Range(L#). Since Range(L) = H
⊥ by the
closed graph theorem Range(L) = H⊥.
Later, we will need to refer to the following related result:
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Lemma 3.2.2 H⊥ = (L2(0, l)/H)′, where the duality is with respect to the L2(0, l) inner prod-
uct.
Proof: By the Projection Theorem, any element f of L2(0, l) has the orthogonal decomposition:
f = f⊥ + fH,
where f⊥ ∈ H⊥ in L2(0, l) and fH ∈ H. Consequently, for any element [f ] in L2(0, l)/H, there
is a unique f⊥ ∈ H⊥, which is the common orthogonal projection of L2(0, l) elements in the
equivalence class [f ]. The inner product on L2(0, l)/H is defined by
〈[f ], [g]〉L2(0,l)/H = 〈f⊥, g⊥〉L2(0,l) .
Thus, the mapping [f ]→ f⊥ defines a natural isometry of L2(0, l)/H and H⊥. Let f0 ∈ L2(0, l)
denote any representative of f in L2(0, l)/H. Then
〈[f ], [g]〉L2(0,l)/H = 〈f0⊥ , g⊥〉L2(0,l) = 〈f0, g⊥〉L2(0,l) .
Hence H⊥ defines a natural representation of the dual space to L2(0, l)/H relative to the L2(0, l)
inner product.
Returning to (3.38), since H10 (0, l) is dense in L
2(0, l), each f ∈ L2(0, l) defines an element
of V. However, elements of L2(0, l) which differ by an element of H define the same func-
tional. Consequently, V can be identified with the quotient space L2(0, l)/H; see Remark 3.2.2.
Therefore
X−1 = H10 (0, l)×
(
L2(0, l)/H
)
. (3.40)
We now complete the proof of Theorem 3.1.2. First note that since the semigroup etA˜ is
unitary on X−1, the problem (3.5), (3.6c), (3.7) is well-posed on X−1 and the norm in X−1 is
conserved along the solution trajectories. Next we apply Theorem 3.2.2. By (3.17), we obtain
γ′ :=
√
A
α
pi
l and therefore, for T > 2l
√
α
A we have
∫ T
0
|w′(t, l)|2dt =
∫ T
0
∣∣∣∣∣∣
∑
k∈Z∗
cke
′
k(l)e
iskt
∣∣∣∣∣∣
2
dt 
∑
k∈Z∗
∣∣∣∣cke′k(l)sk
∣∣∣∣2 .
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Since by Theorem 3.2.1 e′k(l) 6= 0, the same type of argument applied in the clamped case
applies. Therefore we have ∫ T
0
|w′(t, l)|2dt 
∑
k∈Z∗
∣∣∣∣cksk
∣∣∣∣2 .
Hence by (3.36) ∫ T
0
|w′(t, l)|2dt  ‖(w0, w1)‖2X−1 = ‖w0‖2H1 + ‖w1‖2L2(0,l)/H.
Since the semigroup is well posed on X−1, (3.8c) follows. This completes the proof of Theorem
3.1.2.
Remark 3.2.2 There is no conflict between the definition as an element of X−1 in (3.37) and
the definition as an element of H10 (0, l) × L2(0, l)/H. Indeed, we show that for any h ∈ H,
‖(0, h)T ‖X−1 = 0, using (3.37):
First note that {iskEk}k∈Z∗ forms an orthonormal basis for X−1. Then
(0, h)T =
∑
k∈Z∗
ck(iskEk).
where
ck =
〈
(0, h)T , iskEk
〉
X−1 =
〈A−1(0, h)T , Ek〉H0
=
〈
(0, h)T ,A−1Ek
〉
X−1,X1 =
〈
(0, h)T ,
Ek
isk
〉
X−1,X1
= 〈h, ek〉α =
∫ l
0
hek + αh
′e′kdx =
∫ l
0
hLekdx = 0.
Hence, elements which differ by an element of H have the same Fourier series (3.37). Con-
versely, any element (x, y) ∈ H10 (0, l)× L2(0, l) defined by the series in (3.37) uniquely defines
the element (x, [y]), in H10 (0, l)×
(
L2(0, l)/H
)
, where [y] is the element of L2(0, l)/H that con-
sists of all functions in L2(0, l) of the form y + βh for some β ∈ C.
3.3 Exact controllability results
3.3.1 Hinged case
We first define the transpositional solution of (3.1), (3.2a) and (3.3). We multiply (3.5)
by ϕ′′, where ϕ is the solution of nonhomogenous equation (3.1), (3.2a) and (3.3), and then
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integrate by parts using the boundary conditions (3.2a) and (3.6a). We obtain:
0 =
∫ T
0
∫ l
0
(
w¨ − αw¨′′ +Aw′′′′)ϕ′′dxdt
=
∫ T
0
∫ l
0
(
Lϕ¨+Aϕ′′′′
)
w′′dxdt+
[∫ l
0
Lw˙ϕ′′ − Lwϕ˙′′dx
]T
0
+A
[∫ T
0
w′′′ϕ′′ − w′′ϕ′′′ + ϕ¨′w − ϕ¨w′dt
]l
0
=
[∫ l
0
w˙′′Lϕ− w′′Lϕ˙dx
]T
0
+A
∫ T
0
w′′′(l, t)M(t)dt. (3.41)
Let (w0, w1) ∈ H3∗ (0, l) ×
(
H2(0, l) ∩H10 (0, l)
)
and let S = H10 (0, l) × L2(0, l). Now define LT
to be the linear functional defined on H3∗ (0, l)×
(
H2(0, l) ∩H10 (0, l)
)
by
LT (w0, w1) =
∫ l
0
w′′1(x)Lϕ0(x)− w′′0(x)Lϕ1(x)dx−A
∫ T
0
w′′′(l, t)M(t)dt
=
〈
(−Lϕ1, Lϕ0) ,
(
w′′0 , w
′′
1
)〉
S′,S −A
∫ T
0
w′′′(l, t)M(t)dt. (3.42)
Then (3.41) becomes
LT (w0, w1) =
〈
(−Lϕ˙(·, T ), Lϕ(·, T )) , (w′′(·, T ), w˙′′(·, T ))〉S′,S . (3.43)
This identity defines a weak solution of (3.1), (3.2a) and (3.3); more precisely:
Definition 3.3.1 We say that (ϕ, ϕ˙) is a solution of (3.1), (3.2a) and (3.3) if (ϕ, ϕ˙) ∈
C([0, T ], C) and (3.43) is satisfied for all T ∈ R and for all
(w0, w1)
T ∈ H3∗ (0, l)×
(
H2(0, l) ∩H10 (0, l)
)
.
First note that by Theorem 3.1.2, w′′′(l, ·) ∈ L2(0, T ) and by Proposition 3.2.1 for all
(w0, w1)
T ∈ H3∗ (0, l) ×
(
H2(0, l) ∩H10 (0, l)
)
and for all T > 0, (w′′(·, T ), w˙′′(·, T ))T ∈ S.
Therefore, it follows from (3.42) that for every T ∈ R the linear form LT is continuous on
H3∗ (0, l)×
(
H2(0, l) ∩H10 (0, l)
)
. Therefore the duality pairing
〈
(−Lϕ˙(x, T ), Lϕ(x, T )) , (w′′(x, T ), w˙′′(x, T ))〉S′,S
defines the pair (−Lϕ˙(x, T ), Lϕ(x, T )) ∈ S ′ uniquely. But since L : H2(0, l)∩H10 (0, l)→ L2(0, l)
and L : H10 (0, l) → H−1(0, l) are isomorphisms it follows that (ϕ(·, t), ϕ˙(·, t)) ∈ C for all
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t ∈ R. One can prove that in fact (ϕ(·, t), ϕ˙(·, t)) ∈ C(R, C) through a standard argument; see
Komornik [29].This proves Proposition 3.1.1 for the case of hinged boundary conditions.
To apply HUM we seek the controls of the form M(t) = w′′′(l, t). Now consider the backward
problem 
z¨ − αz¨′′ +Az′′′′ = 0
z(0, t) = z′′(0, t) = z(l, t) = 0, z′′(l, t) = w′′′(l, t)
z(x, T ) = z˙(x, T ) = 0.
(3.44)
By the argument above, we know that (3.44) has a unique solution satisfying
(−Lz˙(·, 0), Lz(·, 0)) ∈ S ′.
Hence the map
Λ : S → S ′, Λ(w′′0 , w′′1) = (−Lz˙(0), Lz(0))
is continuous from S into S ′. Furthermore, if (w0, w1) such that (z(·, 0), z˙(·, 0)) = (z0, z1), then
the control M(t) = w′′′(l, t) drives the system (3.1) to rest in time T. Therefore, the Theorem
3.1.1 is proved if the surjectivity of the map Λ is shown.
We know that Λ is a bounded linear map. Applying Lax-Milgram theorem, it is enough to
show that there exists a constant c2 > 0 such that
〈
Λ(w′′0 , w
′′
1), (w
′′
0 , w
′′
1)
〉
S′,S ≥ c2‖(w′′0 , w′′1)‖2S
for every (w0, w1) ∈ H3∗ (0, l)×
(
H2(0, l) ∩H10 (0, l)
)
. Now let
(w0, w1) ∈ H3∗ (0, l)×
(
H2(0, l) ∩H10 (0, l)
)
.
For the choice of M(t) = w′′′(l, t) in (3.42) we have
〈
(−Lz˙(·, 0), Lz(·, 0)) , (w′′0 , w′′1)〉S′,S = A∫ T
0
|w′′′(l, t)|2dt.
We know by (3.8a) that for T > 2l
√
α
A〈
(−Lz˙(·, 0), Lz(·, 0)) , (w′′0(x), w′′1(x))〉S′,S ≥ c2E1(0) ≥ c2‖ (w′′0(x), w′′1(x)) ‖2S
with the same constant c2. This completes the proof of Theorem 3.1.1 for the case of hinged
boundary conditions.
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3.3.2 Clamped case
We first define the transpositional solution of (3.1), (3.2b) and (3.3). We multiply (3.5)
by ϕ, where ϕ is the solution of nonhomogenous equation (3.1), (3.2b) and (3.3), and then
integrate by parts using boundary conditions (3.2b) and (3.6b). Similar to the calculation of
(3.41), we obtain the following
0 =
∫ T
0
∫ l
0
(
w¨ − αw¨′′ +Aw′′′′)ϕdxdt
=
[∫ l
0
w˙Lϕ− wLϕ˙dx
]T
0
−A
∫ T
0
w′′(l, t)M(t)dt. (3.45)
Let (w0, w1)
T ∈ H20 (0, l) × H10 (0, l) and let S = H20 (0, l) × H10 (0, l). Now define LT to be the
linear functional defined on H20 (0, l)×H10 (0, l) by
LT (w0, w1) = 〈(−Lϕ1, Lϕ0) , (w0, w1)〉S′,S +A
∫ T
0
w′′(l, t)M(t)dt.
Then (3.46) becomes
LT (w0, w1) = 〈(−Lϕ˙(·, T ), Lϕ(·, T )) , (w(·, T ), w˙(·, T ))〉S′,S . (3.46)
Definition 3.3.2 We say that (ϕ, ϕ˙) is a solution of (3.1), (3.2b) and (3.3) if (ϕ, ϕ˙) ∈
C([0, T ], C) and (3.46) is satisfied for all T ∈ R and for all
(w0, w1)
T ∈ H3∗ (0, l)×
(
H2(0, l) ∩H10 (0, l)
)
.
Note that by Theorem 3.1.2, w′′(l, ·) ∈ L2(0, T ) and by Proposition 3.2.1 for all (w0, w1)T ∈
H20 (0, l) ×H10 (0, l) and for all T > 0, (w(·, T ), w˙(·, T ))T ∈ S. Therefore, it follows from (3.46)
that for every T ∈ R the linear form LT is continuous on H20 (0, l)×H10 (0, l).
Therefore, the duality pairing
〈(−Lϕ˙(x, T ), Lϕ(x, T )) , (w(x, T ), w˙(x, T ))〉S′,S
defines the pair (−Lϕ˙(x, T ), Lϕ(x, T )) ∈ S ′ = H−2(0, l) × H−1(0, l) uniquely. But since L :
H10 (0, l) → H−1(0, l) is an isomorphism it follows that ϕ(·, t) ∈ H10 (0, l) for all t ∈ R. For the
well-posedness of the following term
〈Lϕ˙(x, T ), w(x, T )〉L2(0,l)
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we need two technical lemmas. The following lemmas can be proved the same way Lemma
3.2.1 and Lemma 3.2.2 were:
Lemma 3.3.1 Let H˜ = span
{
e
− 1√
α
x
, e
1√
α
x
}
. The operator L = I − αD2x is an isomorphism
from H20 (0, l) to H˜
⊥ = {ξ ∈ L2(0, l) : ∫ l0 ξhdx = 0 ∀h ∈ H˜}.
Lemma 3.3.2 (L2(0, l)/H˜)′ = H˜⊥, where the duality is with respect to the L2(0, l) inner prod-
uct.
Returning to the form 〈Lϕ˙(x, T ), w(x, T )〉L2(0,l) , since ∀y, z ∈ H20 (0, l),
〈Ly, z〉L2(0,l) = 〈y, Lz〉L2(0,l) ,
by density of H20 (0, l) in L
2(0, l) we have
〈Ly, z〉H−2(0,l),H20 (0,l) = 〈y, Lz〉L2(0,l) , ∀y ∈ L
2(0, l), z ∈ H20 (0, l).
Consequently, for all ϕ˙(·, T ) ∈ L2(0, l), w(·, T ) ∈ H20 (0, l),
〈Lϕ(·, T ), w(·, T )〉H−2(0,l),H20 (0,l) = 〈ϕ˙(·, T ), L(w(·, T ))〉L2(0,l) .
By Lemma 3.3.1, if 〈Lϕ˙(x, T ), w(x, T )〉 is known for all w(·, T ) ∈ H20 (0, l), then 〈ϕ˙(·, T ), θ〉 is
known for all θ ∈ H˜⊥. Consequently, ϕ˙(·, T ) is uniquely determined as an element of the dual of
H˜⊥, relative to the L2(0, l) inner product by Lemma 3.3.2. Therefore (ϕ(·, T ), ϕ˙(·, T )) ∈ C(R, C)
and this proves the Proposition 3.1.1 for the clamped case.
To apply HUM we seek the controls of the form M(t) = w′′(l, t). Now consider the backward
problem 
z¨ − αz¨′′ +Az′′′′ = 0
z(0, t) = z′(0, t) = z(l, t) = 0, z′(l, t) = w′′(l, t)
z(x, T ) = z˙(x, T ) = 0.
(3.47)
By the argument above, we know that (3.47) has a unique solution satisfying
(−Lz˙(·, 0), Lz(·, 0)) ∈ S ′.
Hence the map
Λ : S → S ′, Λ(w0, w1) = (−Lz˙(0), Lz(0))
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is continuous from S into S ′. Furthermore, if (w0, w1) such that (z(·, 0), z˙(·, 0)) = (z0, z1), then
the control M(t) = w′′(l, t) drives the system (3.1) to rest in time T. Therefore, the Theorem
3.1.1 is proved if the surjectivity of the map Λ is shown.
We know that Λ is a bounded linear map. Applying Lax-Milgram theorem, it is enough to
show that there exists a constant c3 > 0 such that
〈Λ(w0, w1), (w0, w1)〉S′,S ≥ c3‖(w0, w1)‖2S
for every (w0, w1) ∈ H20 (0, l) ×H10 (0, l). Now let (w0, w1) ∈ H20 (0, l) ×H10 (0, l). For the choice
of M(t) = w′′(l, t) in (3.46) we have
〈(−Lz˙(·, 0), Lz(·, 0)) , (w0, w1)〉S′,S = A
∫ T
0
|w′′(l, t)|2dt.
We know by (3.8b) that for T > 2l
√
α
A
〈(−Lz˙(·, 0), Lz(·, 0)) , (w0(x), w1(x))〉S′,S ≥ c3E0(0) ≥ c3‖ (w0(x), w1(x)) ‖2S
with the same constant c3.
3.3.3 Clamped-hinged case
We first define the transpositional solution of (3.1), (3.2c) and (3.3). We multiply (3.5)
by ϕ, where ϕ is the solution of nonhomogenous equation (3.1), (3.2c) and (3.3), and then
integrate by parts using the boundary conditions (3.2c) and (3.6c). Similar to the calculation
of (3.41) we obtain the following
0 =
∫ T
0
∫ l
0
(
w¨ − αw¨′′ +Aw′′′′)ϕdxdt
=
[∫ l
0
w˙Lϕ− wLϕ˙dx
]T
0
+A
∫ T
0
w′(l, t)M(t)dt. (3.48)
Let (w0, w1)
T ∈ H10 (0, l) ×
(
L2(0, l)/H
)
where the space H is defined in (3.39) and let S =
H10 (0, l)×
(
L2(0, l)/H
)
. Now define LT be the linear functional defined on H10 (0, l)×
(
L2(0, l)/H
)
by
LT (w0, w1) = 〈(−Lϕ1, Lϕ0) , (w0, w1)〉S′,S −A
∫ T
0
w′(l, t)M(t)dt. (3.49)
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Then (3.49) becomes
LT (w0, w1) = 〈(−Lϕ˙(·, T ), Lϕ(·, T )) , (w(·, T ), w˙(·, T ))〉S′,S . (3.50)
Definition 3.3.3 We say that (ϕ, ϕ˙) is a solution of (3.1), (3.2c) and (3.3) if (ϕ, ϕ˙) ∈
C([0, T ], C) and (3.50) is satisfied for all T ∈ R and for all (w0, w1)T ∈ H10 (0, l)×
(
L2(0, l)/H
)
.
Note that by Theorem 3.1.2, w′(l, ·) ∈ L2(0, T ) and for all (w0, w1)T ∈ H10 (0, l)×
(
L2(0, l)/H
)
and for all T > 0, (w(·, T ), w˙(·, T ))T ∈ S; see [57]. Therefore, it follows from (3.49) that for
every T ∈ R the linear form LT is continuous on H10 (0, l)×
(
L2(0, l)/H
)
. Therefore the duality
pairing
〈(−Lϕ˙(x, T ), Lϕ(x, T )) , (w(x, T ), w˙(x, T ))〉S′,S
defines the pair (−Lϕ˙(x, T ), Lϕ(x, T )) ∈ S ′ = H−1(0, l) × (L2(0, l)/H)′ uniquely. But since
L : H10 (0, l)→ H−1(0, l) is an isomorphism it follows that ϕ˙(·, t) is uniquely defined in H10 (0, l)
for all t ∈ R. To see in what sense ϕ is defined, we investigate the well-posedness of the following
term
〈Lϕ(x, T ), w˙(x, T )〉L2(0,l) . (3.51)
By Lemma 3.2.1, when (3.51) is defined for all w˙ ∈ L2(0, l)/H, the term Lϕ(x, T ) is uniquely
defined in H⊥. Consequently, by Lemma 3.2.2, ϕ is uniquely determined as an element of
H2#(0, l). Consequently, Proposition 3.1.1 holds for the case of clamped-hinged boundary con-
ditions.
To apply HUM we seek the controls of the form M(t) = w′(l, t). Now consider the backward
problem 
z¨ − αz¨′′ +Az′′′′ = 0
z(0, t) = z′(0, t) = z(l, t) = 0, z′′(l, t) = w′(l, t)
z(x, T ) = z˙(x, T ) = 0.
(3.52)
By the argument above, we know that (3.52) has a unique solution satisfying
(−Lz˙(·, 0), Lz(·, 0)) ∈ S ′.
52
Hence the map
Λ : S → S ′, Λ(w0, w1) = (−Lz˙(0), Lz(0))
is continuous from S into S ′. Furthermore, if (w0, w1) such that (z(·, 0), z˙(·, 0)) = (z0, z1), then
the control M(t) = w′(l, t) drives the system (3.1) to rest in time T. Therefore, the Theorem
3.1.1 is proved if the surjectivity of the map Λ is shown.
We know that Λ is a bounded linear map. Applying Lax-Milgram theorem, it is enough to
show that there exists a constant c4 > 0 such that
〈Λ(w0, w1), (w0, w1)〉S′,S ≥ c4‖(w0, w1)‖2S
for every (w0, w1) ∈ H10 (0, l) × L2(0, l)/H. Now let (w0, w1) ∈ H10 (0, l) × L2(0, l)/H. For the
choice of M(t) = w′(l, t) in (3.49) we have
〈(−Lz˙(·, 0), Lz(·, 0)) , (w0, w1)〉S′,S = A
∫ T
0
|w′(l, t)|2dt.
We know by (3.8c) that for T > 2l
√
α
A
〈(−Lz˙(·, 0), Lz(·, 0)) , (w0(x), w1(x))〉S′,S ≥ c4E0(0) ≥ c4‖ (w0(x), w1(x)) ‖2S
with the same constant c4.
3.4 Hinged-clamped boundary conditions
For the completeness of our discussion we also consider (3.1) and (3.3) with the hinged-
clamped boundary conditions
ϕ(0, t) = ϕ′′(0, t) = ϕ(l, t) = 0, ϕ′(l, t) = M(t). (3.53)
Let C = H10 (0, l)×
(
L2(0, l)/G
)
where
G =
{
ϕ ∈ L2(0, l) : ϕ(0) = 0, Lϕ = 0 in H−2(0, l)} = span{sinh√ 1
α
x
}
.
Theorem 3.4.1 (i) Let T > 0, and M(t) ∈ L2(0, T ). For any (ϕ0, ϕ1) ∈ C, there exists a
unique solution ϕ to (3.1), (3.53) and (3.3) with ϕ ∈ C([0, T ]; C) and
‖(ϕ, ϕ˙)‖C ≤ C
{‖(ϕ0, ϕ1)‖C + ‖M‖L2(0,T )} . (3.54)
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(ii) Let T > 2l
√
α
A . Then solutions of the problem (3.5), (3.7) with homogenous hinged-clamped
boundary conditions
w(0, t) = w′′(0, t) = w(l, t) = 0, w′(l, t) = 0 (3.55)
satisfy the following observability and hidden regularity estimates for∫ T
0
|w′′(l, t)|2dt  ‖(w0, w1)‖2E0 . (3.56)
(iii) Let T > 2l
√
α
A . For any (ϕ0, ϕ1) ∈ C there exists M(t) ∈ L2(0, T ) such that (ϕ(T ), ϕ˙(T )) =
(0, 0).
Proof of Theorem 3.4.1: The proof of (i) is similar to the proofs of the other cases. We indi-
cate the main steps in the proof of (ii). First note that the eigenfunctions for the homogenous
problem with the boundary conditions in (3.55) are the same as the eigenfunctions in (3.30)
modulo the change of variables x → x − l. Hence, the eigenfunctions Ek = (ek, skek)T for the
homogenous problem satisfy∥∥∥∥∥∥ek −
√
γkσk
sinh
√
1
α l
sin
√
γkx
∥∥∥∥∥∥
C2[0,l]
= O(
1
k
), sk :=
√
A
α
√
γk +O(
1
k
) (3.57)
where σk =
√
2/l√
Aγ3k+s
2
k(γk+αγ
2
k)
and γk =
(k−1/2)2pi2
l2
. For proving |w′′(l)| 6= 0, we use the result (i)
obtained in Theorem 3.2.1 for the hinged case, e.g., the following overdetermined system w¨ − αw¨
′′ +Aw′′′′ = 0
w(0, t) = w′′(0, t) = w(l, t) = 0 = w′′(l, t) = w′′′(l, t) = 0
has a trivial solution w ≡ 0. By using the transformation z = w′′, we obtain that z¨ − αz¨
′′ +Az′′′′ = 0
z(0, t) = z′′(0, t) = z(l, t) = 0 = z′(l, t) = z′′(l, t) = 0.
has a trivial solution z = 0. This proves that eigenvalues are all simple for the boundary
conditions (3.55). The estimate (3.56) now follows from (3.57) using Ingham’s theorem.
The exact controllability in (iii) follows by duality from the observability result in (ii). The
details are very similar to the proof of controllability in clamped case. (See Section 4.3.2.)
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CHAPTER 4. Exact boundary controllability results for a multi-layer
Rao-Nakra sandwich beam
4.1 Introduction
The previous chapter investigates the exact controllability of a Rayleigh beam with different
sets of clamped and hinged boundary conditions. We next look at the problem of exact bound-
ary controllability of multilayer Rao-Nakra sandwich beam with the same sets of boundary
conditions considered in the previous chapter. Recall that a multilayer Rao-Nakra sandwich
beam is a PDE system which is a Rayleigh beam equation coupled with a number of wave
equations. Therefore, results obtained in the previous chapter are essential in proving our
main exact controllability results.
Exact controllability of sandwich beam and plate models has been extensively studied in
the last decades ([19], [20], [48], [21], [54]], [22], [23]). In [48], exact controllability of three-layer
Rao-Nakra sandwich beam was shown by using the classical multipliers method for a very large
control time and with size restrictions on the coupling parameters which are due to shear forces
and the shear (viscous) damping. In [19], moment method is used to prove exact boundary
controllability of three-layer Rao-Nakra beam hinged at both ends. Exact controllability was
shown up to a finite dimensional subspace which consists of low frequency eigenvectors of the
system. The optimal control time was obtained with the distinct wave speeds assumption and
with the size restrictions on the coupling parameters. Later, this result is generalized for the
identical wave speeds in [21].
There are also results concerning compactly perturbed systems [29]. It was proved that
the observability result is achieved under the assumption that generalized eigenvectors form a
Riesz basis in an appropriate Hilbert space. Later, it was shown in [29], with details given in
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[43], that general observability result is achieved for a weakly coupled system with a genericity
condition on the coupling parameters. As an application of this result, it was shown that for
a weakly coupled Petrovsky-wave system, exceptional parameters form a set of measure zero
in R4. Obtention of this result relies on the assumption that eigenvalues of the system are all
simple. This is one of the key results obtained in the recent years to get sharper observability
results by using the tools of nanharmonic Fourier series for compactly perturbed systems.
In this chapter, we use the approach described in Komornik [30] to obtain the exact control-
lability of a multilayer Rao-Nakra sandwich beam. This method is essentially a combination of
multipliers techniques and the use of a theorem due to Haraux which is a generalized version
of Ingham’s theorem (See Section 2.6).
Our multipliers method seems to be new in that we obtain useful information by apply-
ing multipliers to the complex-valued solutions. The main advantage of our approach is to
get sharper observability results and to give precise descriptions of the controls. The ma-
jority of the proofs are given only for hinged-Neumann boundary conditions. For the cases
of clamped-Dirichlet and mixed-mixed boundary conditions, it is important to note that the
duality argument needs a more delicate analysis.
Consider
mw¨ − αw¨′′ +Aw′′′′ −NThE
(
GEψE + G˜Eψ˙E
)′
= 0 on Ω× R+
hOpOy¨O − hOEOy′′O + BT
(
GEψE + G˜Eψ˙E
)
= 0 on Ω× R+
(ByO = hEψE − hENw′)
(4.1)
with either hinged-Neumann (h-N), or clamped-Dirichlet (c-D), or mixed-mixed (m-m) bound-
ary conditions respectively w(0, t) = w
′′(0, t) = w(l, t) = 0, w′′(l, t) = M(t) on R+
y′O(0, t) = 0, y
′
O(l, t) = gO(t) on R+,
 (h-N) (4.2) w(0, t) = w
′(0, t) = w(l, t) = 0, w′(l, t) = M(t) on R+
yO(0, t) = 0, yO(l, t) = gO(t) on R+,
 (c-D) (4.3) w(0, t) = w
′(0, t) = w(l, t) = 0, w′′(l, t) = M(t) on R+
yO(0, t) = 0, y
′
O(l, t) = gO(t) on R+.
 (m-m). (4.4)
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The initial conditions for (4.1) are
w(x, 0) = w0(x) , w˙(x, 0) = w1(x), yO(x, 0) = y
0
O, y˙O(x, 0) = y
1
O on Ω. (4.5)
For more details about the physical quantities refer to Chapter 1. Through the controls M(t)
and gO(t) at the right end of the beam, we control the moment and longitudinal force of the
stiff layers in (4.2) and (4.4), and the shear angle and the longitudinal displacements of the
stiff layers in (4.3).
Let
C =

(H2(Ω) ∩H10 (Ω))× (H˜1(Ω))(m+1) ×H10 (Ω)× (L2(Ω))(m+1) (h-N)
H10 (Ω)× (L2(Ω))(m+1) × L˜2(Ω)× (H−1(Ω))(m+1) (c-D)
H2#(Ω)× (H1† (Ω))(m+1) ×H10 (Ω)× (L2(Ω))(m+1) (m-m).
(4.6a)
(4.6b)
(4.6c)
where H˜1(Ω) and L˜2(Ω) are the quotient spaces defined by H˜1(Ω) = H1(Ω)/R, and L˜2(Ω) =
L2(Ω)/M respectively and
M = span{e−
1√
α/m
x
, e
1√
α/m
x}
H2#(Ω) =
{
u ∈ H2(Ω) ∩H10 (Ω) : u′(0) = 0
}
H1† (Ω) =
{
u ∈ H1(Ω) : u(0) = 0} .
Proposition 4.1.1 Let T > 0, and (M(t),gO(t)) ∈ (L2(Ω))(m+2). For any (w0, y0O, w1, y1O)T ∈
C, there exists a unique solution (w, yO, w˙, y˙O)T to (4.1)-(4.5) with (w, yO, w˙, y˙O)T ∈ C([0, T ]; C)
and
‖(w, yO, w˙, y˙O)T‖C ≤ C
{
‖(w0, y0O, w1, y1O)T‖C + ‖(M,gO)‖(L2(Ω))(m+2))
}
. (4.7)
Our main exact controllability theorem is the following:
Theorem 4.1.1 Let T > τ := 2l
[
min
i=1,3,...,2m+1
(√
A
α ,
√
ρi
Ei
)]−1
. For sufficiently small ‖G˜E‖
and for any (w0, w1, y0O, y
1
O)
T ∈ C there exists (M(t),gO(t)) ∈ (L2(Ω))(m+2) such that
(w(T ), w˙(T ), yO(T ), y˙(T ))
T = 0 ∈ C.
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Consider 
mz¨ − αz¨′′ +Az′′′′ −NThE
(
GEφE + G˜Eφ˙E
)′
= 0 on Ω× R+
hOpOv¨O − hOEOv′′O + BT
(
GEφE + G˜Eφ˙E
)
= 0 on Ω× R+
(BvO = hEφE − hENz′)
(4.8)
with either hinged-Neumann (h-N), or clamped-Dirichlet (c-D), or mixed-mixed (m-m) bound-
ary conditions respectively
z(0, t) = z′′(0, t) = z(l, t) = z′′(l, t) = 0, v′O(0, t) = v
′
O(l, t) = 0 (h-N) (4.9)
z(0, t) = z′(0, t) = z(l, t) = 0 = z′(l, t) = 0, vO(0, t) = vO(l, t) = 0 (c-D) (4.10)
z(0, t) = z′(0, t) = z(l, t) = z′′(l, t) = 0, vO(0, t) = v′O(l, t) = 0. (m-m) (4.11)
The initial conditions for (4.8) are
z(x, 0) = z0(x) , z˙(x, 0) = z1(x), vO(x, 0) = v
0
O, v˙O(x, 0) = v
1
O. (4.12)
The results in Theorem 4.1.1 are based upon the following observability and hidden regularity
results:
Theorem 4.1.2 Let T > τ. Then for sufficiently small ‖G˜E‖ solutions of the problem (4.8)-
(4.12) satisfy the following observability and hidden regularity estimates:
∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt  ‖(z0, v0O, z1, v1O)T‖2H (h-N)∫ T
0
|z′′(l, t)|2 + |v′O(l, t)|2dt  ‖(z0, v0O, z1, v1O)T‖2H (c-D)∫ T
0
|z′(l, t)|2 + |vO(l, t)|2dt  ‖(z0, v0O, z1, v1O)T‖2H−1 (m-m)
(4.13a)
(4.13b)
(4.13c)
where H and H−1 are defined in (4.131), (4.41) respectively.
In Section 4.2 we give a semigroup formulation of (4.1). We prove that the semigroup
is a C0−semigroup on the appropriate Hilbert space. In Section 4.3, we give a semigroup
formulation of undamped decoupled system (take G˜E = 0 in 4.1). We prove interior regularity,
trace regularity, and observability inequalities. It is shown that the undamped system is a
compact perturbation of undamped decoupled system. We then prove the exact observability
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result of undamped system based on a complex multipliers method. In Section 4.4 we define
weak solutions of the control problem and prove our main controllability results in Theorem
4.1.1.
4.2 Semigroup formulation
Let
U =: (u,u)T = (z, vO)
T, V := (v,v)T = (z˙, v˙O)
T, and Y := (U, V )T.
Let Lϕ = mϕ−αϕ′′. From the Lax-Milgram theorem L : H10 (Ω)→ H−1(Ω) is an isomorphism
which remains isomorphic from H2(Ω) ∩H10 (Ω) to L2(Ω). Then (4.8)-(4.12) can be written as
dY
dt
= AY :=
 0 I
A1 A2

 U
V
 ,
Y (0) = (U(0), V (0))T = (z0, v0O, z
1, v1O)
T (4.14)
where
A1U :=
 L−1 (−Au′′′′ +NThEGE(h−1E Bu′ +Nu′′))
h−1O p
−1
O
(
hOEOu
′′ −BTGE(h−1E Bu +Nu′)
)
 , (4.15)
A2V :=
 L−1
(
NThEG˜E(h
−1
E Bv
′ +Nv′′)
)
h−1O p
−1
O
(
−BTG˜E(h−1E Bv +Nv′)
)
 . (4.16)
Let 〈u, v〉Ω =
∫
Ω u · vdx where u and v may be scalar or vector valued. Define the bilinear
forms a and c by
c(z, vO; ẑ, v̂O) = m 〈z, zˆ〉Ω + α
〈
z′, zˆ′
〉
Ω
+ 〈hOpOvO, vˆO〉Ω
a(z, vO; ẑ, v̂O) = A
〈
z′′, zˆ′′
〉
Ω
+
〈
hOEOv
′
O, vˆ
′
O
〉
Ω
+
〈
GEhEφE , φˆE
〉
Ω
.
The natural and “higher order” energies of the beam are given by
E(t) =

1
2
(
a(z′, v′O) + c(z˙
′, v˙′O)
)
(h-N)
1
2
(a(z, v0) + c(z˙, v˙O)) (c,D), (m-m),
(4.17a)
(4.17b)
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where a(·), c(·) are the quadratic forms that agree with a(·, ·), c(·, ·) on the diagonal. Define the
energy inner products corresponding to each set of boundary conditions by
〈
Y, Ŷ
〉
H
=
a(U
′; Û ′) + c(V ′; V̂ ′). (h-N)
a(U ; Û) + c(V ; V̂ ) (c-D), (m-m).
(4.18a)
(4.18b)
Corresponding to each case, define the Hilbert spaces
H =

H3∗ (Ω)×
(
H2⊥(Ω)
)(m+1) × (H2(Ω) ∩H10 (Ω))× (H1⊥(Ω))(m+1) (h-N)
H20 (Ω)×
(
H10 (Ω)
)(m+1) ×H10 (Ω)× (L2(Ω))(m+1) (c-D)
H2#(Ω)×
(
H1† (Ω)
)(m+1) × (H10 (Ω))× (L2(Ω))(m+1) (m-m)
(4.19a)
(4.19b)
(4.19c)
where
H3∗ (Ω) = {u ∈ H3(Ω) ∩H10 (Ω) : u′′(0) = u′′(l) = 0},
H3#(Ω) = {u ∈ H3(Ω) ∩H10 (Ω) : u′(0) = u′′(l) = 0},
H2⊥(Ω) := {u ∈ H2(Ω) :
∫
Ω
udx = 0, u′(0) = u′(l) = 0}
H1⊥(Ω) := {u ∈ H1(Ω) :
∫
Ω
udx = 0}.
Define D(A) by
D(A) =

(
H4(Ω) ∩H3∗ (Ω)
)× (H3(Ω) ∩H2⊥(Ω))(m+1) ×H3∗ (Ω)× (H2⊥(Ω))(m+1) (h-N)(
H3(Ω) ∩H20 (Ω)
)× (H2(Ω) ∩H10 (Ω))(m+1) ×H20 (Ω)× (H10 (Ω))(m+1) (c-D)
H3#(Ω)×
(
H2† (Ω)
)(m+1) ×H2#(Ω)× (H1§ (Ω))(m+1) (m-m).
where
H2† (Ω) := {u ∈ H2(Ω) ∩H1† (Ω) : u′(l) = 0}.
Lemma 4.2.1 The operator A : D(A) ⊂ H → H is densely defined.
Proof: The density is obvious. However, in the case of hinged boundary conditions let us
verify that A maps D(A) to H. Let (U, V )T ∈ D(A). That is,
(u,u, v,v)T ∈ (H4(Ω) ∩H3∗ (Ω))× (H3(Ω) ∩H2⊥(Ω))(m+1) ×H3∗ (Ω)× (H2⊥(Ω))(m+1).
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From (4.14) AY =
 V
0
 +
 0
A1U +A2V
 . Since v ∈ H3∗ (Ω) and v ∈ (H2⊥(Ω))(m+1), V
0
 ∈ H. Explicitly, A1U +A2V is
 L−1
(
−Au′′′′ +NThE
[
GE(h
−1
E Bu
′ +Nu′′) + G˜E(h−1E Bv
′ +Nv′′)
])
h−1O p
−1
O
(
hOEOu
′′ −BT
[
GE(h
−1
E Bu +Nu
′)− G˜E(h−1E Bv +Nv′)
])
 . (4.21)
The first entry of (4.21) is in
(
H2(Ω) ∩H10 (Ω)
)
since L−1 maps L2(Ω) to
(
H2(Ω) ∩H10 (Ω)
)
.
Lastly, the second entry of (4.21) is in (H1⊥(Ω))
(m+1) since
∫ l
0 u
′dx =
∫ l
0 u
′′dx = 0, by using the
appropriate boundary conditions, and since∫ 1
0
h−1O p
−1
O B
TGEh
−1
E Bu dx =
∫ 1
0
h−1O p
−1
O B
TG˜Eh
−1
E Bv dx = 0
which follows from
∫ l
0 udx =
∫ l
0 vdx = 0.
Lemma 4.2.2 The infinitesimal generator A for each set of boundary conditions satisfies[
A(G˜E)
]∗
= −A(−G˜E)), on D(A) = D(A∗)
where A(G˜E)) denotes the dependence of A on the parameter G˜E .
Lemma 4.2.3 The infinitesimal generator A for each set of boundary conditions is dissipative,
and moreover it satisfies Re 〈AY, Y 〉H ≤ 0.
Proof: It is easy to see that A is dissipative on H for each set of boundary conditions. We
show only for the case of (h-N) boundary conditions:
〈AY, Y 〉H =
{−A 〈u′′′, v′′′〉
Ω
+A
〈
v′′′, u′′′
〉
Ω
}
+
{− 〈hOEOu′′,v′′〉Ω + 〈hOEOv′′,u′′〉Ω}
+
{− 〈GE (Bu′ + hENu′′) ,h−1E (Bv′ + h−1E Nv′′)〉Ω
+
〈
GE(Bv
′ + hENv′′),h−1E (Bu
′ + hENu′′)
〉
Ω
}
−
〈
G˜E
(
Bv′ + hENv′′
)
,h−1E
(
Bv′ + hENv′′
)〉
Ω
(4.22)
and therefore
Re 〈AY, Y 〉H = −
〈
G˜E
(
Bv′ + hENv′′
)
,h−1E
(
Bv′ + hENv′′
)〉
Ω
≤ 0. (4.23)
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Lemma 4.2.4 I −A : D(A)→ H is surjective.
Proof: We prove the lemma for only (h-N) boundary conditions since the proofs for (c-D)
and (m-m) boundary conditions mimic the proof of the (h-N) case. Let C denote a generic
constant in the following calculations, and define |u|s = ‖u‖Hs(Ω), |u|s = ‖u‖(Hs(Ω))(m+1) . Let
Y1 = (u1,u1, v1,v1)
T. For given Y2 = (u2,u2, v2,v2)
T ∈ H we want to prove the solvability of
the system (I −A)Y1 = Y2 in D(A) :
Au′′′′1 −NThE
(
GE(h
−1
E Bu1
′ +Nu′′1) + G˜E(h
−1
E Bv1
′ +Nv′′1)
)
= Lv2 − Lv1
−hOEOu′′1 + BT
(
GE(h
−1
E Bu1 +Nu
′
1) + G˜E(h
−1
E Bv1 +Nv
′
1)
)
= pOhO (v2 − v1)
u1 − v1 = u2
u1 − v1 = u2. (4.24)
Differentiating the second equation in (4.24) yields
Au′′′′1 −NThE
(
GE(h
−1
E Bu1
′ +Nu′′1) + G˜E(h
−1
E Bv1
′ +Nv′′1)
)
= Lv2 − Lv1
−hOEOu′′′1 + BT
(
GE(h
−1
E Bu
′
1 +Nu
′′
1) + G˜E(h
−1
E Bv
′
1 +Nv
′′
1)
)
= pOhO
(
v′2 − v′1
)
u1 − v1 = u2
u1 − v1 = u2. (4.25)
We eliminate the functions v1,v1 from the last two equations in (4.25). Then, we multiply
the first equation u′′′′1 and the second by u1′′′, and integrate by parts on Ω, using boundary
conditions for D(A), and then we eventually use Holder’s inequality to obtain the following
estimate:
|u1|4 ≤ C (|u1|2 + |u1|1 + |u2|2 + |v2|2 + |u2|1)
|u1|3 ≤ C (|u1|2 + |u1|1 + |u2|2 + |u2|2 + |v2|1)
|v1|3 ≤ C (|u1|3 + |u2|3)
|v1|2 ≤ C (|u1|2 + |u2|2) . (4.26)
The next step is to absorb the lower order terms in (4.26) to get
|u1|4 + |u1|3 + |v1|3 + |v1|2 ≤ C (|u2|3 + |u2|2 + |v2|2 + |v2|1) . (4.27)
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where C is a generic constant along the proof. We apply a standard compactness-uniqueness
argument: now suppose contrarily that the inequality (4.27) does not hold. Then there exists
a sequence Y2n := {(u2n,u2n, v2n,v2n)T}∞n=1 such that
‖Y2n‖H→ 0 (4.28)
and
|u1n|4 + |u1n|3 + |v1n|3 + |v1n|2 = 1. (4.29)
From (4.29) we can extract a subsequence, still denoted Y1n := {[u1n,u1n, v1n,v1n]T}∞n=1 such
that Y1n converges to Y1 := (u1,u1, v1,v1) weakly in
H4(Ω)× (H3(Ω))(m+1) ×H3(Ω)× (H2(Ω))(m+1) :=W.
If we consider the solution of (4.24) with Y1n = Y1n(Y2n), then it follows from (4.26) that
|u1n − u1m|4 ≤ C (|u1n − u1m|2 + |u1n − u1m|1 + |u2n − u2m|2 + |v2n − v2m|2 + |u2n − u2m|1)
|u1n − u1m|3 ≤ C (|u1n − u1m|2 + |u1n − u1m|1 + |u2n − u2m|2 + |u2n − u2m|2 + |v2n − v2m|1)
|v1n − v1m|3 ≤ C (|u1n − u1m|3 + |u2n − u2m|3)
|v1n − v1m|2 ≤ C (|u1n − u1m|2 + |u2n − u2m|2) .
Thus, by the Sobolev’s compact embedding theorem we get
|u1n − u1m|4, |u1n − u1m|3, |v1n − v1m|3, |v1n − v1m|2 → 0,
as n,m→∞. This implies that Y1n actually converges to Y1 strongly inW. On the other hand,
the system (4.24) with Y2 = (0,0, 0,0)
T, see (4.28), has only a trivial solution since the system
(4.14) is dissipative by (4.23). This contradicts with (4.29) and therefore (4.27) holds. Hence
Y1 ∈ D(A) and the claim of the theorem is proved.
Theorem 4.2.1 A : D(A) → H is the infinitesimal generator of a C0 semigroup of contrac-
tions. Moreover, the spectrum of A only consists of isolated eigenvalues {γn}∞n=1, and |γ±n | → ∞
as n→∞.
Proof: The proof of the first part follows from the Lumer-Philip’s theorem [47] by using
Lemma 4.2.1, 4.2.3 and 4.2.4. Since A−1 exists on H the proof the second part follows from
the compactness of A−1 on H by Sobolev’s embedding theorem.
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4.2.1 Setting of spaces - Undamped case
In this and the next sections we assume that G˜E = 0. Let U = (u,u)
T, V = (v,v)T.
Consider
X1 =

H3∗ (Ω)× (H2⊥(Ω))(m+1) (h-N)
H20 (Ω× (H10 (Ω))(m+1) (c-D)
H3#(Ω)× (H2† (Ω))(m+1) (m-m).
(4.30a)
(4.30b)
(4.30c)
with the inner product
〈U, V 〉X1 =
a(U
′;V ′) (h-N)
a(U ;V ) (c-D),(m-m).
(4.31a)
(4.31b)
and let X−1 be the dual space of X1 with respect to pivot space
X =

(
H2(Ω) ∩H10 (Ω)
)× (H1⊥(Ω))(m+1) (h-N)
H10 (Ω)× (L2(Ω))(m+1) (c-D)
H2#0(Ω)× (H1† (Ω))(m+1) (m-m).
(4.32a)
(4.32b)
(4.32c)
which are equipped with the inner products defined by
〈U, V 〉X = c(U ′;V ′) = m
〈
u′, v′
〉
Ω
+ α
〈
u′′, v′′
〉
Ω
+
〈
hOpOu
′,v′
〉
Ω
= − 〈Lu, v′′〉
Ω
+
〈
hOpOu
′,v′
〉
Ω
(4.33)
for the (h-N) boundary conditions and
〈U, V 〉X = c(U ;V ) = m 〈u, u〉Ω + α
〈
u′, v′
〉
Ω
+ 〈hOpOu,v〉Ω
= 〈Lu, v〉Ω + 〈hOpOu,v〉Ω (4.34)
for the (c-D) and (m-m) boundary conditions. In the above, (4.33) and (4.34) follow from
corresponding boundary conditions.
Let A be a positive, self-adjoint operator in X1 produced with the bilinear form a(·, ·) given
by
〈AU, V 〉X−1,X 1 = a(U ′;V ′) = A
〈
u′′′, v′′′
〉
Ω
+
〈
hOEOu
′′,v′′
〉
Ω
+
〈
GEhEφ
′
E , ψ
′
E
〉
Ω
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for the (h-N) boundary conditions and
〈AU, V 〉X−1,X 1 = a(U ;V ) = A
〈
u′′, v′′
〉
Ω
+
〈
hOEOu
′,v′
〉
Ω
+ 〈GEhEφE , ψE〉Ω
for the (c-D) and (m-m) boundary conditions and for all U, V ∈ X 1. By the Lax-Milgram
theorem, A is an isometric isomorphism between X1 and X−1. Note that X1 ↪→ X ↪→ X−1 and
the following relation holds for all boundary conditions but we do the calculations for only the
(h-N) case:
〈AU, V 〉X =
〈 L−1 (Au′′′′ −NThEGEφ′E)
h−1O p
−1
O
(−hOEOu′′ + BTGEφE)
 , V〉
X
=
〈−Au′′′′ +NThEGEφ′E , v′′〉Ω + 〈−hOEOu′′′ + BTGEφ′E ,v′〉Ω
= A
〈
u′′′, v′′′
〉
Ω
+
〈
hOEOu
′′,v′′
〉
Ω
+
〈
GEφ
′
E ,hENv
′′ + Bv′
〉
Ω
= A
〈
u′′′, v′′′
〉
Ω
+
〈
hOEOu
′′,v′′
〉
Ω
+
〈
hEGEφ
′
E , ψ
′
E
〉
Ω
= 〈U, V 〉X1 (4.35)
for all U, V ∈ X1 and AU ∈ X . Since A is a positive and self-adjoint operator there exists
a sequence of orthogonal eigenvectors {Ek,l} ∈ H1, k ≥ 1, 1 ≤ l ≤ mk corresponding to the
eigenvalues λk and
AEk,l = λkEk,l, 1 ≤ l ≤ mk
λk > 0, λk →∞, 1 ≤ l ≤ mk as k →∞, Ek,l ⊥ Em,n if k 6= m.
By (4.35), we have
〈AEk,l, Ek,l〉X = 〈λkEk,l, Ek,l〉X = λk‖Ek,l‖2X = ‖Ek,l‖2X1 .
Every U ∈ X1 has a unique orthogonal expansion
∑
k≥1,1≤l≤mk ck,lEk,l and it follows from
(4.35) that we have
‖U‖2X1 =
∑
k≥1,1≤l≤mk
‖ck,lEk,l‖2X1 =
∑
k≥1,1≤l≤mk
λkc
2
k,l‖Ek,l‖2X . (4.36)
The inner product on X−1 is defined by 〈U, V 〉X−1 =
〈
A−1U,A−1V
〉
X1 . Note that the
eigenfunctions {Ek,l}, k ≥ 1, 1 ≤ l ≤ mk preserves their orthogonality in X and X−1. Therefore,
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every U ∈ X (or X−1) has a unique orthogonal expansion of the form
∑
k≥1,1≤l≤mk ck,lEk,l
converging in X (or, respectively,X−1), and we have
‖U‖2X =
∑
k≥1,1≤l≤mk
c2k,l‖Ek,l‖2X ,
and respectively
‖U‖2X−1 =
∑
k≥1,1≤l≤mk
c2k,l‖Ek,l‖2X−1 =
∑
k≥1,1≤l≤mk
c2k,l‖A−1Ek,l‖2X1
=
∑
k≥1,1≤l≤mk
λ−2k c
2
k,l‖Ek,l‖2X1 =
∑
k≥1,1≤l≤mk
λ−1k c
2
k,l‖Ek,l‖2X . (4.37)
By using the definition of X−1 above, we can give a concrete description of X−1 as the following:
X−1 =

H10 (Ω)× (L2(Ω))(m+1) (h-N)
L2(Ω)× (H−1(Ω))(m+1) (c-D)
H10 (Ω)× (L2(Ω))(m+1) (m-m).
(4.38a)
(4.38b)
(4.38c)
For the case of (m-m) boundary conditions we go one step further where we need the following
lemmas. For the proof of the following lemmas refer to [45].
Lemma 4.2.5 Let
H = span{sinh x− l√
α/m
} ⊂ L2(Ω). (4.39)
Let L be the operator mI − αD2x on the domain H2(Ω) ∩H10 (Ω). Then the restriction of L to
H2#(Ω) is an isomorphism from H
2
#(Ω) to H
⊥ in L2(Ω).
Lemma 4.2.6 H⊥ = (L2(Ω)/H)′, where the duality is with respect to the L2(Ω) inner product.
Let X−2 be the dual space of X with respect to pivot space X−1. We define the inner product
on X−2 by
〈U,U〉X−2 := ‖U‖2X−2 =
〈
A−2U,A−2U
〉
X (4.40)
=
∑
k≥1,1≤l≤mk
λ−2k c
2
k,l‖Ek,l‖2X
=
∑
k≥1,1≤l≤mk
λ−1k c
2
k,l‖Ek,l‖2X−1
= ‖A−1U‖2X−1
= ‖U‖2((L2(Ω)/H)×(H−1(Ω))(m+1))
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where we used Lemma 4.2.5. Therefore X−2 = (L2(Ω)/H) × (H−1(Ω))(m+1). Here the space
X−2 can also be seen as the completion of X−1 with respect to norm ‖U‖−2 = ‖A−1U‖−1 for
all U ∈ X−1. Notice that orthogonality in X−2 is still preserved and the inclusion · · · ⊂ X−2 ⊂
X−1 ⊂ X ⊂ X1 ⊂ · · · can be iterated as many as we can.
4.2.2 Extension of the semigroup {eAt} to the dual space of X1 × X with respect
to the pivot space X × X−1 for the (m-m) boundary conditions case:
Let A be defined by (4.14), (4.19c). {eAt} is a contraction semigroup on X × X−1 by
Theorem 4.2.1. Since D(A) = X1×X is an invariant subspace of H, {eAt} remains a semigroup
on D(A).
Let H−1 denote the dual space of X1 × X with respect to H = X × X−1. The semigroup
{eAt} defined on H has a continuous extension to H−1 which is also a contraction semigroup.
The generator of the semigroup is A˜ : H → H−1 is the extension of A and it is defined by〈
A˜Y,Z
〉
:= 〈Y,A∗Z〉H , ∀ Z ∈ X1 ×X , Y ∈ H. (4.41)
Note that D(A∗) = D(A) by Lemma 4.2.2. The inner product on H−1 is defined by
〈Y,Z〉H−1 =
〈
A˜−1Y, A˜−1Z
〉
X1×X
. (4.42)
Now we have the following proposition which is partially proved in [46] (See Chapter 1):
Proposition 4.2.1 The operator A˜ in (4.41), defined on the domain H, is the generator of a
contraction semigroup {eAt} on
H−1 = H10 (Ω)× (L2(Ω))(m+1) × (L2(Ω)/H)× ((H1† (Ω))′)(m+1).
Consequently, given (u,u, v,v) ∈ H−1 the solution of (4.8), (4.11), (4.12) satisfies (u,u, v,v) ∈
C(0, T ;H−1) where (H1† (Ω))′ is interpreted as the dual H1†(Ω) pivoted with respect to L2(Ω).
The energy of the system is given by
E−1(t) = 1
2
‖U‖2H−1 =
1
2
(
‖u‖2H10 (Ω) + ‖u‖
2
(L2(Ω))(m+1)
+ ‖v‖2L2(Ω)/H + ‖v‖2(H−1(Ω))(m+1)
)
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4.3 Observability of damped multi-layer Rao-Nakra beam
4.3.1 Preliminary results for the decoupled multi-layer Rao-Nakra beam with no
damping
Consider (4.8) without the coupling terms, i.e., GE = G˜E = 0. Then, we have mz¨ − αz¨
′′ +Az′′′′ = 0 on Ω× R+
v¨O − p−1O EOv′′O = 0 on Ω× R+.
(4.43)
with either hinged-Neumann (h-N), or clamped-Dirichlet (c-D), or mixed-mixed (m-m) bound-
ary conditions respectively
z(0, t) = z′′(0, t) = z(l, t) = z′′(l, t) = 0, v′O(0, t) = v
′
O(l, t) = 0 (h-N) (4.44)
z(0, t) = z′(0, t) = z(l, t) = 0 = z′(l, t) = 0, vO(0, t) = vO(l, t) = 0 (c-D) (4.45)
z(0, t) = z′(0, t) = z(l, t) = z′′(l, t) = 0, vO(0, t) = v′O(l, t) = 0. (m-m) (4.46)
The initial conditions for (4.43) are
z(x, 0) = z0(x) , z˙(x, 0) = z1(x), vO(x, 0) = v
0
O, v˙O(x, 0) = v
1
O. (4.47)
Let
U =: (u,u) = (z, vO)
T, V := (v,v)T = (z˙, v˙O)
T, and Y := (U, V )T.
Then the semigroup corresponding to (4.43) is given by
dY
dt
= AdY :=
 0 I
Ad 0

 U
V
 ,
Y (0) = (U(0), V (0))T = (z0, v0O, z
1, v1O)
T (4.48)
where AdU :=
 −AL−1u′′′′
p−1O EOu
′′
 . Define the quadratic forms ad and cd by
cd(z, vO) = m 〈z, z〉Ω + α
〈
z′, z′
〉
Ω
+ 〈hOpOvO, vO〉Ω
ad(z, vO) = A
〈
z′′, z′′
〉
Ω
+
〈
hOEOv
′
O, v
′
O
〉
Ω
.
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The natural and “higher order” energies of the decoupled system are given by
Ed(t) =

1
2
(
ad(z
′, v′O) + cd(z˙
′, v˙′O)
)
(h-N)
1
2
(ad(z˙, v˙O) + cd(z, vO)) . (c-D), (m-m).
(4.49a)
(4.49b)
The energy inner products corresponding to each set of boundary conditions are defined by
〈
Y, Ŷ
〉
H
=
ad(U
′; Û ′) + cd(V ′; V̂ ′). (h-N)
ad(U ; Û) + cd(V ; V̂ ) (c-D), (m-m).
(4.50a)
(4.50b)
In the above Ad is densely defined by Ad : D(Ad) ⊂ H → H and note that D(Ad) = D(A).
Remark 4.3.1 It is easy to verify that E(t)  Ed(t), ∀t > 0. Since
∣∣〈GEhEφ′E , φ′E〉Ω∣∣ = ∣∣〈GEh−1E (Bv′O + hENz′′) , (Bv′O + hENz′′〉Ω∣∣
≤ C
(
‖v′′O‖2(L2(Ω))(m+1) + ‖z′′′‖2H3(Ω)
)
≤ CEd
for the hinged-Neumann (h-N) boundary conditions and
|〈GEhEφE , φE〉Ω| =
∣∣〈GEh−1E (BvO + hENz′) , (BvO + hENz′〉Ω∣∣
≤ C
(
‖v′O‖2(L2(Ω))(m+1) + ‖z′′‖2H3(Ω)
)
≤ CEd
for the clamped-Dirichlet (c-D) and mixed-mixed (m-m) boundary conditions. In the above C
denotes a generic constant. Therefore,
Ed ≤ E ≤ CEd. (4.51)
The following key results for the interior regularity, hidden regularity, and observability of
decoupled system; a Rayleigh beam equation and (m + 1) wave equations, are given without
proofs. These results can be found in [36], [46] and they can be also proven by the classical
multipliers method:
Theorem 4.3.1 (a) Consider mz¨ − αz¨
′′ +Az′′′′ + f(x, t) = 0 in Ω× R+,
v¨O − p−1O EOv′′O + fO(x, t) = 0 on Ω× R+
(4.52)
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with the boundary conditions z(0, t) = z
′′(0, t) = z(l, t) = z′′(l, t) = 0 on R+
v′O(0, t) = v
′
O(l, t) = 0 on R+
 (h-N) z(0, t) = z
′(0, t) = z(l, t) = z′(l, t) = 0 on R+
vO(0, t) = vO(l, t) = 0 on R+
 (c-D) z(0, t) = z
′(0, t) = z(l, t) = z′′(l, t) = 0 on R+
vO(0, t) = v
′
O(l, t) = 0 on R+,
 (m-m)
and the initial conditions
z(x, 0) = z˙(x, 0) = 0, vO(x, 0) = v˙O(x, 0) = 0 on Ω. (4.53)
Assume 
f ∈ L1(0, T ;L2(Ω)), fO ∈ L1(0, T ; (H1(Ω))(m+1)) (h-N)
f ∈ L1(0, T ;H−1(Ω)), fO ∈ L1(0, T ; (L2(Ω))(m+1)) (c-D)
f ∈ L1(0, T ; (H2#(Ω))′), fO ∈ L1(0, T ; ((H1† (Ω))′)(m+1)) (m-m).
Then (z, z˙, vO, v˙O) ∈ C ([0, T ];H) and the solution of (4.52) satisfy for every T > 0 the
direct inequality∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt ≤ c1‖f, f ′O‖2L1(0,T ;L2(Ω)×(L2(Ω))(m+1)) (4.55)∫ T
0
|z′′(l, t)|2 + |v′O(l, t)|2dt ≤ c1‖f, fO‖2L1(0,T ;H−1(Ω)×(L2(Ω))(m+1)) (4.56)∫ T
0
|z′(l, t)|2 + |vO(l, t)|2dt ≤ c1‖f, fO‖2L1(0,T ;(H2#(Ω))′×((H1† (Ω))′)(m+1)). (4.57)
for (h-N), (c-D), and (m-m) respectively. In the above c1 = c1(T ) is a generic constant.
(b)  mz¨ − αz¨
′′ +Az′′′′ = 0 in Ω× R+,
v¨O − p−1O EOv′′O = 0 on Ω× R+
(4.58)
with the same boundary conditions (4.55), (4.56) and (4.57) and the initial conditions
z(x, 0) = z0(x), z˙(x, 0) = z1(x), vO(x, 0) = v
0
O, v˙O(x, 0) = v
1
O on Ω. (4.59)
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Assume (z0, z1, v
0
O, v
1
O) ∈ H. Then (z, z˙, vO, v˙O) ∈ C ([0, T ];H) and the solution of (4.58)
satisfy for every T > τ the following observability and hidden regularity results hold∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt  Ed(0) (h-N) (4.60)∫ T
0
|z′′(l, t)|2 + |v′O(l, t)|2dt  Ed(0) (c-D) (4.61)∫ T
0
|z′(l, t)|2 + |vO(l, t)|2dt  Ed(0) (m-m) (4.62)
4.3.2 Observability of undamped multi-layer Rao-Nakra beam
Consider (4.8) without the damping terms, i.e., G˜E = 0. Then we have

mz¨ − αz¨′′ +Az′′′′ −NThEGEφ′E = 0 on Ω× R+
v¨O − p−1O EOv′′O + p−1O h−1O BTGEφE = 0 on Ω× R+
(BvO = hEφE − hENz′)
(4.63)
with the boundary conditions
z(0, t) = z′′(0, t) = z(l, t) = z′′(l, t) = 0, v′O(0, t) = v
′
O(l, t) = 0 (h-N) (4.64)
z(0, t) = z′(0, t) = z(l, t) = z′(l, t) = 0, vO(0, t) = vO(l, t) = 0 (c-D) (4.65)
z(0, t) = z′(0, t) = z(l, t) = z′′(l, t) = 0, vO(0, t) = v′O(l, t) = 0 (m-m), (4.66)
and the initial conditions
z(x, 0) = z0(x), z˙(x, 0) = z1(x), vO(x, 0) = v
0
O, v˙O(x, 0) = v
1
O (4.67)
where (z0, v0O, z
1, v1O) ∈ H. Define the energy of the undamped system (4.63) the same as in
(4.17). The infinitesimal generator of the semigroup corresponding to the system (4.63) is the
same as of the one of A in (4.14) with A2 = 0. In the case of no damping the infinitesimal
generator A corresponding to (4.63)-(4.67) is skew-adjoint. Therefore, the energy E of the
undamped system is conserved. We have the following proposition:
Proposition 4.3.1 The operator A in (4.14), defined on (4.20), is the generator of strongly
continuous and unitary semigroup eAt on H. Therefore, given any (z0, v0O, z1, v1O)T ∈ H the
solution of (4.63) and (4.67) with any of the boundary conditions in (4.64)-(4.66) satisfies
(w, w˙) ∈ C[R;H].
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4.3.3 Uniqueness of solutions of the overdetermined system by the multipliers
technique
Consider (4.63) with with either boundary conditions (4.64)-(4.66). The eigenvalue problem
corresponding to (4.63) is given as the following
A
 U
V
 = λ
 U
V
⇒ V = λU and A1U = λV (4.68)
or  L−1 (−Au′′′′ +NThEGE)
h−1O p
−1
O
(
hOEOu
′′ −BTGEφE
)
 = λ2
 u
u
 . (4.69)
Now (4.69) can be explicitly written as
−Au′′′′ +NThEGEφ′E = λ2Lu (4.70)
hOEOu
′′ −BTGEφE = λ2pOhOu. (4.71)
Lemma 4.3.1 The eigenvalue problem (4.70)-(4.71) together with the following overdeter-
mined boundary conditions
u(0, t) = u′′(0, t) = u(l, t) = u′′′(l, t) = u′′(l, t) = 0 (4.72)
u′(0, t) = u′′(l, t) = u′(l, t) = 0 (4.73)
has only trivial solution.
Proof: It is enough to show that (4.70)-(4.71) has only trivial solution with the following
overdetermined boundary conditions:
u(0, t) = u′′(0, t) = u(l, t) = u′(l, t) = u′′(l, t) = 0
u′(0, t) = u(l, t) = u′(l, t) = 0 (4.74)
since (u,u)T = (z′′, z′′) solves the same differential equation (4.70)-(4.71) with the boundary
conditions (4.72)-(4.73).
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Now multiply (4.70) by xu¯′ and multiply (dot product) (4.71) by xu¯′ and integrate by parts
on (Ω) :
0 =
∫
Ω
λ2uxu¯′ − αλ2u′′xu¯′ +Au′′′′xu¯′ −NThEGEφ′Exu¯′dx
=
∫
Ω
−λ2|u|2 − xλ2u¯u′ + αλ2|u′|2 + αxλ2u′u¯′′ + 3A|u′′|2 −Axu¯′′′′xu′
+NThEGEφE
(
u¯′ + xu¯′′
)
dx (4.75)
and
0 =
∫
Ω
λ2hOpOu · xu¯′ − hOEOu′′ · xu¯′ + BTGEφE · xu¯′dx
=
∫
Ω
−λ2hOpO
(
u + xu′
) · u¯ + hOEOu′ · (u¯′ + xu¯′′)+ BTGEφE · xu¯′dx. (4.76)
Adding (4.75) and (4.76) gives∫
Ω
−λ2|u|2 − xλ2u¯u′ + αλ2|u′|2 + αxλ2u′u¯′′ + 3A|u′′|2 −Axu¯′′′′xu′
+
∫
Ω
−λ2hOpO
(
u + xu′
) · u¯ + hOEOu′ · (u¯′ + xu¯′′) dx
+
∫
Ω
GEφE ·
[
x
(
hENu¯
′′ + Bu¯′
)
+ hENu¯
′] dx = 0
and by using the definition of φE we get∫
Ω
−λ2|u|2 − xλ2u¯u′ + αλ2|u′|2 + αxλ2u′u¯′′ + 3A|u′′|2 −Axu¯′′′′xu′
+
∫
Ω
−λ2hOpO
(
u + xu′
) · u¯ + hOEOu′ · (u¯′ + xu¯′′) dx
+
∫
Ω
GEφE ·
[
xhEφ¯
′
E + hENu¯
′] dx = 0
and lastly after integrating the last term by parts we reach∫
Ω
−λ2|u|2 − xλ2u¯u′ + αλ2|u′|2 + αxλ2u′u¯′′ + 3A|u′′|2 −Axu¯′′′′xu′
+
∫
Ω
−λ2hOpO
(
u + xu′
) · u¯ + hOEOu′ · (u¯′ + xu¯′′) dx
−
∫
Ω
GEφE ·
[
hEφ¯E − hENu¯′
]− ∫
Ω
GEφ
′
E · xhEφ¯Edx (4.77)
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Now multiply (4.70) by −3u¯ and multiply (dot product) (4.71) by −2u¯ and integrate by
parts on (Ω) :
0 = −3
∫
Ω
λ2uu¯− αλ2u′′u¯+Au′′′′u¯−NThEGEφ′E u¯dx
= −3
∫
Ω
λ2|u|2 + αλ2|u′|2 +A|u′′|2 + GEφE · hENu¯′dx (4.78)
and
0 = −2
∫
Ω
λ2hOpOu · u¯− hOEOu′′ · u¯ + BTGEφE · u¯dx
= −2
∫
Ω
λ2hOpOu · u¯ + hOEOu′ · u¯′ + GEφE ·Bu¯dx (4.79)
Adding (4.78) and (4.79) gives
−3
∫
Ω
λ2|u|2 + αλ2|u′|2 +A|u′′|2 − 2
∫
Ω
λ2hOpOu · u¯ + hOEOu′ · u¯′
−2
∫
Ω
GEφE ·
(
hENu¯
′ + Bu¯
)
dx−
∫
Ω
GEφE · hENu¯′dx = 0
and by using the definition of φE again we get
−3
∫
Ω
λ2|u|2 + αλ2|u′|2 +A|u′′|2 − 2
∫
Ω
λ2hOpOu · u¯ + hOEOu′ · u¯′
−2
∫
Ω
GEφE · hEφ¯Edx−
∫
Ω
GEφE · hENu¯′dx = 0. (4.80)
Adding (4.77) and (4.80) gives∫
Ω
−4λ2|u|2 − 2αλ2|u′|2 − 3λ2hOpOu · u¯− hOEOu′ · u¯′dx
+
∫
Ω
−xλ2u¯u′ + αxλ2u′u¯′′ −Axu¯′′′′xu′ − λ2hOpOu′ · xu¯ + hOEOu′ · xu¯′′
+
∫
Ω
−3GEφE · hEφ¯E −GEφ′E · xhEφ¯Edx. (4.81)
Now we look at the solution (u¯, u¯) of the eigenvalue problem (4.70)-(4.71) corresponding to
the eigenvalue λ¯ :
λ¯2u¯− αλ¯2u¯′′ +Au¯′′′′ −NThEGEφ¯′E = 0
λ¯2hOpOu¯− hOEOu¯′′ + BTGEφ¯E = 0.
(4.82a)
(4.82b)
74
Now multiply (4.82a) by xu′ and multiply (dot product) (4.82b) by xu′, and integrate by parts
on (Ω) we get
0 =
∫
Ω
λ¯2u¯xu′ − αλ¯2u¯′′xu′ +Au¯′′′′xu′ −NThEGEφ¯′Exu′dx
=
∫
Ω
λ¯2u¯xu′ − αλ¯2u¯′′xu′ +Au¯′′′′xu′ +NThEGEφ¯E
(
u′ + xu′′
)
dx (4.83)
and
0 =
∫
Ω
λ¯2hOpOu¯ · xu′ − hOEOu¯′′ · xu′ + BTGEφ¯E · xu′dx. (4.84)
Adding (4.83) and (4.84) gives
0 =
∫
Ω
λ¯2u¯xu′ − αλ¯2u¯′′xu′ +Au¯′′′′xu′ + λ¯2hOpOu¯ · xu′ − hOEOu¯′′ · xu′
+
∫
Ω
GEφ¯E(xhEφ
′
E + hENu
′)dx. (4.85)
Now multiply (4.82a) by 2u and multiply (dot product) (4.82b) by 3u and integrate by parts
on (Ω) :
0 = 2
∫
Ω
λ¯2u¯u− αλ¯2u¯′′u+Au¯′′′′u−NThEGEφ¯′Eudx
= 2
∫
Ω
λ¯2|u|2 + αλ¯2|u′|2 +A|u′′|2 + GEφ¯E · hENu′dx (4.86)
and
0 = 3
∫
Ω
λ¯2hOpOu¯ · u− hOEOu¯′′ · u + BTGEφ¯E · udx
= 3
∫
Ω
λ¯2hOpOu¯ · u + hOEOu¯′ · u′ + GEφ¯E ·Budx. (4.87)
Adding (4.86) and (4.87) gives
0 = 2
∫
Ω
λ¯2|u|2 + αλ¯2|u′|2 +A|u′′|2dx+ 3
∫
Ω
λ¯2hOpOu¯ · u + hOEOu¯′ · u′dx
+ 3
∫
Ω
GEφ¯E · hEφEdx−
∫
Ω
GEφ¯E · hENu′dx. (4.88)
Adding (4.85) and (4.88) results
0 =
∫
Ω
λ¯2u¯xu′ − αλ¯2u¯′′xu′ +Au¯′′′′xu′ + λ¯2hOpOu¯ · xu′ − hOEOu¯′′ · xu′
+
∫
Ω
2λ¯2|u|2 + 2αλ¯2|u′|2 + 2A|u′′|2 + 3λ¯2hOpOu¯ · u + 3hOEOu¯′ · u′dx
+
∫
Ω
3GEφ¯E · hEφEdx+ GEφ¯E · (xhEφ′E)dx. (4.89)
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Eventually we add (4.81) and (4.89) gives∫
Ω
−2(2λ2 − λ¯2)|u|2 − 2α(λ2 − λ¯2)|u′|2 + 2A|u′′|2 − 3(λ2 − λ¯2)hOpOu¯ · u + 2hOEOu′ · u¯′dx
+
∫
Ω
x(−λ2 + λ¯2)u¯u′ + αx(λ2 − λ¯2)u′u¯′′ + (−λ2 + λ¯2)hOpOu′ · xu¯
+
∫
Ω
(GEφ¯E) · (xhEφ′E)− (GEφE) · (xhEφ¯′E)dx = 0. (4.90)
Note that energy of the undamped system is conserved. Therefore, all eigenvalues are on the
imaginary axis. Now let λ = ∓is, s ∈ R+. Then λ2 and λ¯2 have the same sign. Then (4.90)
reduces to ∫
Ω
2s2|u|2 + 2A|u′′|2 + 2hOEOu′ · u¯′dx
+
∫
Ω
(GEφ¯E) · (xhEφ′E)− (GEφE) · (xhEφ¯′E)dx = 0. (4.91)
Note that the last two terms are conjugates of each other. Therefore the second integral term
is pure imaginary. Hence we have u′′ = 0 and u′ = 0. Using boundary conditions (4.74) and
(4.74) we get u = 0,u = 0. In (c-D) and (m-m) cases (4.91) yields u = 0 and u = 0 directly.
Corollary 4.3.1 The eigenvalue problem (4.70)-(4.71) with (4.64), (4.65), and (4.66) together
with the extra boundary conditions respectively
z′′′(l, t) = 0, v′′O(l, t) = 0 (h-N) (4.92)
z′′(l, t) = 0, v′O(l, t) = 0 (c-D) (4.93)
z′(l, t) = 0, vO(l, t) = 0 (m-m), (4.94)
has only a trivial solution.
Theorem 4.3.2 Let Y = [z, vO, z˙, v˙O]
T, and Y0 = [z
0, v0O, z
1, v1O]
T. Assume
(i) There exists a sufficiently large k′ ∈ N such that for T > τ we have∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt  ‖Y0‖2 (4.95)
for all solutions of Y0 ∈H⊥
k′
where Hk′ = span{Ek,l, 1 ≤ k ≤ k′, 1 ≤ l ≤ mk}.
76
(ii) There exists T¯ > 0 such that the estimate∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt  ‖Y0‖2H (4.96)
holds for all solutions of (4.63) with Y0 such that AY0 = λkY0 for some k ≤ k′.
Then for any T > τ the estimate∫ T
0
p(Y (t))2dt  ‖Y0‖2H. (4.97)
hold for all solutions Y0 ∈ H.
Proof of Theorem 4.3.2: The following proof of the theorem is for only (h-N) boundary
conditions. For the case of (c-D) and (m-m) boundary conditions the proof changes only at
(4.98). Let us write the solution of (4.63) in the form
(z, vO)
T = (zf , vOf )
T + (zˆ, vˆO)
T.
where [zf , vOf ]
T solves (4.52) with
(f, fO)
T = [−NThEGEφ′E ,p−1O h−1O BTGEφE ]T,
and (zˆ, vˆO)
T solves (4.58) with the initial data (z0, v0O, z
1, v1O)
T where BvO = hEφE − hENz′.
For T > τ, if we apply applying part (a) of the Theorem 4.3.1 for (zf , vOf )
T, we get∫ T
0
|z′′′f (l, t)|2 + |v′′Of (l, t)|2dt ≤
∫ T
0
‖ NThEGEφ′E‖2L2(Ω) + ‖p−1O h−1O BTGEφ′E‖2(L2(Ω))m+1dt
≤
∫ T
0
‖NThEGEBv′O‖2L2(Ω) + ‖NThEGEhENz′′‖2L2(Ω)dt
+
∫ T
0
‖p−1O h−1O BTGEh−1E Bv′O‖2(L2(Ω))m+1dt+
∫ T
0
‖p−1O h−1O BTGENz′′‖2(L2(Ω))m+1dt
and therefore∫ T
0
|z′′′f (l, t)|2 + |v′′Of (l, t)|2dt ≤
∫ T
0
C1(GE)‖v′O‖2(L2(Ω))m+1 + C2(GE)‖z′′‖2L2(Ω)dt
where C1, C2 are the functions of the components of GE . Now use the result (4.36). It follows
from (4.36) that
‖(z, vO)T‖X1 ≥ λ1‖(z, vO)T‖X (4.98)
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and by Remark 4.3.1 it follows∫ T
0
|z′′′f (l, t)|2 + |v′′Of (l, t)|2dt ≤
∫ T
0
C11 (GE)√
λ1
‖v′′O‖2(L2(Ω))m+1 +
C12 (GE)√
λ1
‖z′′′‖2L2(Ω)dt
≤ C3(GE)√
λ1
Ed(0) (4.99)
Now if we use the assumption Y0 ⊥ {Ek,l, 1 ≤ k ≤ k′, 1 ≤ l ≤ mk}, in part (i) of the
theorem, then we have
‖(z, vO)T‖2X1 ≥ λk‖(z, vO)T‖2X
(4.99) can be written as∫ T
0
|z′′′f (l, t)|2 + |v′′Of (l, t)|2dt ≤
C3(GE)√
λk′
Ed(0). (4.100)
Next, for T > τ if we apply applying part (b) of the Theorem 4.3.1 together with (4.58) for
(zˆ, yˆO)
T respectively, for c1, c2 > 0 we get
c1Ed(0) ≤
∫ T
0
|zˆ′′′(l, t)|2 + |vˆ′′O(l, t)|2dt ≤ c2Ed(0). (4.101)
Since
|z′′′|2 ≤ 2|zˆ′′′|2 + 2|z′′′f |2
|v′′O|2 ≤ 2|vˆ′′O|2 + 2|v′′Of |2 (4.102)
By combining (4.100) and (4.101) we get∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt ≤ 2
(
c2 +
C3(GE)√
λk′
)
Ed(0). (4.103)
Now if we use
|zˆ′′′|2 ≤ 2|z′′′|2 + 2|z′′′f |2
|vˆ′′O|2 ≤ 2|v′′O|2 + 2|vOf |2 (4.104)
together with (4.100) and (4.101), we obtain∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt ≥
(
c1
2
− C3(GE)
2
√
λk′
)
Ed(0). (4.105)
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Therefore for T > τ inequalities (4.103) and (4.105) give(
c1
2
− C3(GE)
2
√
λk′
)
Ed(0) ≤
∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt ≤ 2
(
c2 +
C3(GE)√
λk′
)
Ed(0)
By choosing k′ large enough as in the assumption together with (4.51), we obtain
c1
2
E(0) ≤
∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt ≤ 2c2CE(0). (4.106)
which proves (4.95). Part (ii) of the theorem follows from Lemma 4.3.1. This proves Theorem
(4.3.2).
Remark 4.3.2 In the case of (c-D) boundary conditions, (4.98) takes of the following form
‖(z, vO)T‖2X1 ≥ λ1‖(z, vO)T‖2X (4.107)
which means
‖(z, vO)T‖2H20 (Ω)×(H10 (Ω))(m+1) ≥ λ1‖(z, vO)
T‖2
H10 (Ω)×(L2(Ω)(m+1)). (4.108)
In the case of (m-m) boundary conditions, we use (4.40) so that (4.98) takes of the following
form
‖(z, vO)T‖2H10 (Ω)×L2(Ω) ≥ λ1‖(z, vO)
T‖2
(L2(Ω)/H)×((H1† (Ω))′)(m+1)
. (4.109)
4.3.4 Observability of multi-layer damped Rao-Nakra beam
Now we prove Theorem 4.1.2 which is the main observability theorem. We use the same
decomposition argument as above. We write the solution of (4.8) in the form
[z, vO]
T = [zf , vOf ]
T + [zˆ, vˆO]
T.
where [zf , vOf ]
T solves (4.52) with
[f, fO]
T = [−NThEG˜Eφ˙′E ,p−1O h−1O BTG˜Eφ˙E ]T,
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and [zˆ, vˆO]
T solves (4.58) with the initial data [z0, v0O, z
1, v1O]
T. For T > τ, if we apply applying
part (a) of the Theorem 4.3.1 for [zf , vOf ]
T, we get∫ T
0
|z′′′f (l, t)|2 + |v′′Of (l, t)|2dt ≤
∫ T
0
‖ NThEG˜Eφ˙′E‖2L2(Ω) + ‖p−1O h−1O BTG˜Eφ˙′E‖2(L2(Ω))m+1dt
≤
∫ T
0
‖NThEG˜EBv˙′O‖2L2(Ω) + ‖NThEG˜EhENz˙′′‖2L2(Ω)dt
+
∫ T
0
‖p−1O h−1O BTG˜Eh−1E Bv˙′O‖2(L2(Ω))m+1 + ‖p−1O h−1O BTG˜ENz˙′′‖2(L2(Ω))m+1dt
≤ C4(G˜E)
∫ T
0
‖z˙′′‖2L2(Ω) + ‖v˙′O‖2(L2(Ω))m+1dt (4.110)
where C4(G˜E)→ 0 as |G˜E | → 0. Next, for T > τ if we apply applying part (b) of the Theorem
4.3.1 together with (4.58) for (zˆ, yˆO)
T respectively, for c1, c2 > 0 we get
c1Ed(0) ≤
∫ T
0
|zˆ′′′(l, t)|2 + |vˆ′′O(l, t)|2dt ≤ c2Ed(0). (4.111)
By using (4.102) together with (4.51),(4.110), (4.111) we get∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt ≤ 2
(
c2 + C4(G˜E)
)
Ed(0). (4.112)
Now by using (4.104) together with (4.110) and (4.111) we get∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt ≥
(c1
2
− C4(G˜E)
)
Ed(0). (4.113)
Now we need the following remark to write Ed in terms of E :
Remark 4.3.3 By the above calculation we have
E ′ = −
〈
G˜Eφ˙
′,h−1E φ˙
′
〉
Ω
for each set of boundary conditions and therefore
E(T ) = E(0)−
∫ T
0
〈
G˜Eφ˙
′,h−1E φ˙
′
〉
Ω
.
By an easy calculation we obtain∣∣∣∣−∫ T
0
〈
G˜Eφ˙
′,h−1E φ˙
′
〉
Ω
∣∣∣∣ ≤ ∫ T
0
C(G˜E)E(t)dt ≤ C(G˜E)TE(0) (4.114)
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where C(G˜E) → 0 as ‖G˜E‖ → 0. Since A is dissipative on H we have E(t) ≤ E(0) for all
t ∈ [0, T ]. This together with (4.114) yields
(1− TC(G˜E))E(0) ≤ E(T ) ≤ E(t) ≤ E(0), ∀t ∈ (0, T ]. (4.115)
where ‖G˜E‖ is chosen sufficiently small so that (1− TC(G˜E)) > 0.
By using (4.115) and (4.51) we eventually have∫ T
0
|z′′′(l, t)|2 + |v′′O(l, t)|2dt ≥
(
1− C(G˜E)T
)(c1
2
− C4(G˜E)
)
E(0). (4.116)
Hence, for sufficiently small ‖G˜E‖ and T > τ we get the desired observability result (4.13a).
4.4 Exact controllability results
We first define the transpositional solution of (4.1)-(4.5). Therefore we first define the dual
problem corresponding to (4.1). Since A∗ = −A(−G˜E) by Lemma 4.2.2 the dual problem with
homogenous boundary conditions is given by
m¨ˆz − α¨ˆz′′ +Azˆ′′′′ −NThE
(
GEφˆE − G˜E ˙ˆφE
)′
= 0 on Ω× R+
hOpO ¨ˆvO − hOEOvˆ′′O + BT
(
GEφˆE − G˜E ˙ˆφE
)
= 0 on Ω× R+
(BvˆO = hEφˆE − hENzˆ′)
(4.117)
with initial and boundary boundary conditions
zˆ(0, t) = zˆ′′(0, t) = zˆ(1, t) = 0, zˆ′′(l, t) = 0 (4.118)
vˆ′O(0, t) = 0, vˆ
′
O(l, t) = 0 (4.119)
zˆ(x, 0) = zˆ0(x) , ˙ˆz(x, 0) = zˆ1(x), vˆO(x, 0) = vˆ
0
O,
˙ˆvO(x, 0) = vˆ
1
O (4.120)
We multiply the first equation in (4.117) by w′′ and the second equation in (4.120) by y′′O where
(w, yO)
T is the solution of nonhomogenous equation (4.1)-(4.5), and then integrate by parts
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using the boundary conditions (4.2) and (4.118), (4.119).
0 =
∫ T
0
∫ l
0
(
¨ˆz − α¨ˆz′′ +Azˆ′′′′ −NThE
(
GEφˆE − G˜E ˙ˆφE
)′)
w′′dxdt
=
∫ T
0
∫ l
0
(
Lw¨ +Aw′′′′
)
zˆ′′ −
(
GEφˆ
′
E − G˜E ˙ˆφ′E
)
· hENw′′dxdt
+A
[∫ T
0
zˆ′′′w′′ − zˆ′′w′′′ + w¨′zˆ − w¨zˆ′dt
]l
0
+
[∫ l
0
L ˙ˆzw′′ − Lzˆw˙′′dx
]T
0
=
∫ T
0
∫ l
0
(
w¨ − αw¨′′ +Aw′′′′) zˆ′′ − (GEφˆ′E − G˜E ˙ˆφ′E) · hENw′′dxdt
+
[∫ l
0
˙ˆz′′Lw − zˆ′′Lw˙dx
]T
0
+A
∫ T
0
zˆ′′′(l, t)M(t)dt. (4.121)
and
0 =
∫ T
0
∫ l
0
(
hOpO ¨ˆvO − hOEOvˆ′′O + BT
(
GEφˆE − G˜E ˙ˆφE
))
· y′′Odxdt
=
∫ T
0
∫ l
0
vˆ′′O ·
(
hOpOy¨O − hOEOy′′O
)− (GEφˆ′E − G˜E ˙ˆφ′E) ·By′Odxdt
+
[∫ T
0
hOpO ¨ˆvO · y′O − hOpO ¨ˆv′O · yOdt
]l
0
+
[∫ l
0
[
hOpO ˙ˆv
′′
O · yO − hOpOvˆ′′O · y˙O
]
dx
]T
0
+
[∫ T
0
(
GEφˆE − G˜E ˙ˆφE
)
·By′O
]l
0
Since hOpO ¨ˆvO = hOEOvˆ
′′
O −BT
(
GEφE − G˜E ˙ˆφE
)
by the second equation in (4.117) the last
term boundary term is canceled in the previous equation. Therefore we get
0 =
∫ T
0
∫ l
0
(
hOpO ¨ˆvO − hOEOvˆ′′O + BT
(
GEφˆE − G˜E ˙ˆφE
))
· y′′Odxdt
=
∫ T
0
∫ l
0
vˆ′′O ·
(
hOpOy¨O − hOEOy′′O
)− (GEφˆ′E − G˜E ˙ˆφ′E) ·By′Odxdt
+
[∫ l
0
[
hOpO ˙ˆv
′′
O · yO − hOpOvˆ′′O · y˙O
]
dx
]T
0
+
∫ T
0
hOEOvˆ
′′
O(l, t) · y′O(l, t)dt (4.122)
Adding (4.121) and (4.122) yields
0 =
∫ T
0
∫ l
0
(
w¨ − αw¨′′ +Aw′′′′) zˆ′′ + vˆ′′O · (hOpOy¨O − hOEOy′′O) dxdt
−
∫ T
0
∫ l
0
(
GEφˆ
′
E − G˜E ˙ˆφ′E
)
· hEψ′Edxdt
+
[∫ l
0
˙ˆz′′Lw − zˆ′′Lw˙ + hOpO ˙ˆv′′O · yO − hOpOvˆ′′O · y˙Odx
]T
0
+
∫ T
0
Azˆ′′′(l, t)M(t) + hOEOvˆ′′O(l, t) · y′O(l, t)dt
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Now we integrate the last term in the first line in time and use the definition of φE to get
0 =
∫ T
0
∫ l
0
(
w¨ − αw¨′′ +Aw′′′′) zˆ′′ + vˆ′′O · (hOpOy¨O − hOEOy′′O) dxdt
−
∫ T
0
∫ l
0
(
GEψˆ
′
E + G˜E
˙ˆ
ψ′E
)
· hEφ′Edxdt
+
[∫ l
0
˙ˆz′′Lw − zˆ′′Lw˙ + hOpO ˙ˆv′′O · yO − hOpOvˆ′′O · y˙O + G˜Eφˆ′E · hEψ′Edx
]T
0
+
∫ T
0
Azˆ′′′(l, t)M(t) + hOEOvˆ′′O(l, t) · y′O(l, t)dt.
Therefore, we obtain
0 =
∫ T
0
∫ l
0
(
w¨ − αw¨′′ +Aw′′′′ −NThE
(
GEψ
′
E + G˜E
˙ˆ
ψE
))
zˆ′′dxdt∫ T
0
∫ l
0
(
hOpOy¨O − hOEOy′′O + BT
(
GEψE − G˜Eψ˙E
))
· vˆ′′Odxdt
+
[∫ l
0
˙ˆz′′Lw − zˆ′′Lw˙ + hOpO ˙ˆv′′O · yO − hOpOvˆ′′O · y˙O + G˜Eφˆ′E · hEψ′Edx
]T
0
+
∫ T
0
Azˆ′′′(l, t)M(t) + hOEOvˆ′′O(l, t) · y′O(l, t)dt. (4.123)
Let Yˆ := (zˆ, vˆO, ˙ˆz, ˙ˆvO)
T with Yˆ (0) = Yˆ0 = (zˆ
0, vˆ0O, zˆ
1, vˆ1O)
T ∈ H and let S = H10 (Ω) ×
(L2(Ω))(m+1) × L2(Ω) × (H−1(Ω))(m+1). Now define LT to be the linear functional defined
on H by
LT (Yˆ0) = −
∫ T
0
Azˆ′′′(l, t)M(t) + hOEOvˆ′′O(l, t) · y′O(l, t)dt
+
∫ l
0
zˆ1
′′
Lw0 − zˆ0′′Lw1 + hOpOvˆ1′′O · y0O − hOpOvˆ0
′′
O · y1O + G˜Eφˆ′E(0) · hEψ′E(0)dx
= −
∫ T
0
Azˆ′′′(l, t)M(t) + hOEOvˆ′′O(l, t) · y′O(l, t)dt+
∫ l
0
G˜Eφˆ
′
E(0) · hEψ′E(0)dx
+
〈(
NTG˜E(hENw
0′′ + By0
′
O ),−BTG˜E(Nw0
′ − h−1E By0O), 0, 0
)
, (zˆ0
′′
, vˆ0
′′
O , zˆ
1′′ , vˆ1
′′
O )
〉
S′,S
+
〈(−Lw1,−hOpOy1O, Lw0,hOpOy0O) , (zˆ0′′ , vˆ0′′O , zˆ1′′ , vˆ1′′O )〉S′,S (4.124)
Then (4.123) becomes
LT (Yˆ0) =
〈
(−Lw˙,−hOpOy˙O, Lw,hOpOyO) , (zˆ0′′ , vˆ0′′O , zˆ1
′′
, vˆ1
′′
O )
〉
S′,S
∣∣∣∣
t=T
(4.125)
+
〈(
NTG˜E(hENw
′′ + By′O),−BTG˜E(Nw′ − h−1E ByO), 0, 0
)
, (zˆ0
′′
, vˆ0
′′
O , zˆ
1′′ , vˆ1
′′
O )
〉
S′,S
∣∣∣∣
t=T
This identity defines a weak solution of (4.1)-(4.5); more precisely:
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Definition 4.4.1 We say that (w, yO, w˙, y˙O)
T is a solution of (4.1)-(4.5) if (w, yO, w˙, y˙O)
T ∈
C([0, T ], C) and (4.125) is satisfied for all T ∈ R and for all Yˆ0 ∈ H.
First note that by Theorem 4.1.2, (zˆ′′′(l, ·), vˆ′′O(l, t)) ∈ (L2(0, T ))(m+2) and by Proposition
4.3.1 for all Yˆ0 ∈ H and for all T > 0, Yˆ ′′(·, T ) ∈ S. Therefore, it follows from (4.124) that for
every T ∈ R the linear form LT is continuous on H. Therefore the duality pairing〈
(−Lw˙,−hOpOy˙O, Lw,hOpOyO) , (zˆ0′′ , vˆ0′′O , zˆ1
′′
, vˆ1
′′
O )
〉
S′,S
∣∣∣∣
t=T
+
〈(
NTG˜E(hENw
′′ + By′O),−BTG˜E(Nw′ − h−1E ByO), 0, 0
)
, (zˆ0
′′
, vˆ0
′′
O , zˆ
1′′ , vˆ1
′′
O )
〉
S′,S
∣∣∣∣
t=T
defines the pair (−Lw˙,−hOpOy˙O, Lw,hOpOyO)T ∈ S ′ uniquely. But since
L : H2(Ω) ∩H10 (Ω)→ L2(Ω) and L : H10 (Ω)→ H−1(Ω)
are isomorphisms it follows that (w(·, t), yO(·, t), w˙(·, t), y˙O(·, t))T ∈ C for all t ∈ R. One can
prove that in fact (w(·, t), yO(·, t), w˙(·, t), y˙O(·, t))T ∈ C(R, C) through a standard argument; see
Komornik [29]. This proves Proposition 4.1.1.
To apply HUM we seek the controls of the form (M(t),gO) = (zˆ
′′′(l, t), vˆ′′O(l, t)). Because of
the linearity of the system (4.1) we can consider the backward problem for simplicity
mw¨ − αw¨′′ +Aw′′′′ −NThE
(
GEψE + G˜Eψ˙E
)′
= 0 on Ω× R+
hOpOy¨O − hOEOy′′O + BT
(
GEψE + G˜Eψ˙E
)
= 0 on Ω× R+
(ByO = hEψE − hENw′)
(4.126)
with initial and boundary boundary conditions
w(0, t) = w′′(0, t) = w(1, t) = 0, w′′(l, t) = zˆ′′′(l, t) (4.127)
y′O(0, t) = 0, y
′
O(l, t) = vˆ
′′
O(l, t) (4.128)
w(x, T ) = 0 , w˙(x, T ) = 0, yO(x, T ) = 0, y˙O(x, T ) = 0 (4.129)
By the argument above, we know that (4.126) has a unique solution satisfying
(−Lw˙(·, 0),−hOpOy˙O(·, 0), Lw(·, 0),hOpOyO(·, 0))T
+
(
NTG˜E(hENw
′′(·, 0) + By′O(·, 0)),−BTG˜E(Nw′(·, 0)− h−1E ByO(·, 0)), 0, 0
)T ∈ S ′.
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Hence, the map Λ : S → S ′
Λ(Yˆ ′′0 ) = (−Lw˙(·, 0),−hOpOy˙O(·, 0), Lw(·, 0),hOpOyO(·, 0))T (4.130)
+
(
NTG˜E(hENw
′′(·, 0) + By′O(·, 0)),−BTG˜E(Nw′(·, 0)− h−1E ByO(·, 0)), 0, 0
)T
is continuous from S into S ′. Furthermore, if Y0 such that
(w(·, 0), yO(·, 0), w˙(·, 0), y˙O(·, 0))T = (w0, v0O, w1, v1O)T,
then the control (M(t),gO) = (zˆ
′′′(l, t), vˆ′′O(l, t)) drives the system (4.1) to rest in time T.
Therefore, the Theorem 4.1.1 is proved if the surjectivity of the map Λ is shown.
We know that Λ is a bounded linear map. Applying Lax-Milgram theorem, it is enough to
show that there exists a constant c2 > 0 such that〈
Λ(Yˆ ′′0 ), Yˆ
′′
0 )
〉
S′,S
≥ c2‖Yˆ ′′0 ‖2S
for every Yˆ0 ∈ H. Now let Yˆ0 ∈ H. For the choice of (M(t),gO) = (zˆ′′′(l, t), vˆ′′O(l, t)) in (4.124)
we have
〈
Λ(Yˆ ′′0 ), Yˆ
′′
0 )
〉
S′,S
=
∫ T
0
A|zˆ′′′(l, t)|2 + hOEOvˆ′′O · vˆ′′O(l, t)dt.
We know by (4.13a) that for T > τ
〈
Λ(Yˆ ′′0 ), Yˆ
′′
0 )
〉
S′,S
≥ c2E1(0) ≥ c2‖
(
w′′0(x), w
′′
1(x)
) ‖2S
with the same constant c2. This completes the proof of Theorem 4.1.1 for the (h-N) case.
Remark 4.4.1 The proofs for the other cases are similar to the (h-N) case. However, the
space S is defined as the following
S =

H20 (Ω)×
(
H10 (Ω)
)(m+1) ×H10 (Ω)× (L2(Ω))(m+1) (c-D)
H10 (Ω)×
(
L2(Ω)
)(m+1) × (L2(Ω)/H)× ((H1† (Ω))′)(m+1) (m-m).
(4.131a)
(4.131b)
and S ′ is also defined accordingly and the dual of the space L2(Ω)/H is defined as in the Lemma
4.2.6.
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CHAPTER 5. Boundary feedback stabilization of a multi-layer Rao-Nakra
sandwich beam
5.1 Introduction
The previous chapter investigates the exact controllability of a multilayer Rao-Nakra sand-
wich beam with different sets of clamped and hinged boundary conditions. In this chapter, we
look at the problem of a boundary feedback stabilization of multilayer Rao-Nakra sandwich
beam.
Boundary feedback stabilization of sandwich beam and plate models has not yet been
extensively investigated in the literature even though a lot of research has been conducted
on the exact controllability, [19], [20], [48], [21], [22], [23], [45]), and stabilization by interior
damping ([1], [2], for these models. Spectral methods (based on the Riesz basis property) have
been successfully used to prove exponential stability results for a three Mead-Marcus sandwich
beam in [54], [55], and a laminated beam [56]. There are also many results in the last two
decades concerning the boundary feedback stabilization of Euler-Bernoulli and Kirchhoff beam
and plate models. In [49], boundary feedback stabilization of a Rayleigh beam which is clamped
at one end and free at the other end is investigated. He obtained a uniform exponential decay
result using a compact perturbation argument based Gibson’s stability thereom [12]. It is also
shown that two boundary controls are sufficient in proving a uniform exponential stabilization
result. Moreover, he showed that without moment control there is not a uniform decay rate.
In [13], through a spectral analysis approach it is proved that the generalized eigenvectors
form a Riesz basis in a suitable state Hilbert space. The Riesz basis property guarantees that
the spectrum determined growth condition holds and therefore the dynamics of the system
is determined by looking its eigenvalues. The uniform exponential stability was proved using
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Theorem 2.7.2
Consider the multi-layer Rao-Nakra system
z¨ − αz¨′′ +Az′′′′ −NThEGEφ′E = 0 on (0, l)× R+
hOpOv¨O − hOEOv′′O + BTGEφE = 0 on (0, l)× R+
(BvO = hEφE − hENz′)
(5.1)
with initial and boundary conditions
z(0, t) = z′(0, t) = z(l, t) = 0, z′′(l, t) + γ0z˙′(l, t) = 0 (5.2)
vO(0, t) = 0, v′O(l, t) + γOv˙O(l, t) = 0 (5.3)
z(x, 0) = z0, z˙(x, 0) = z1, vO(x, 0) = v0O, v˙O(x, 0) = v
1
O (5.4)
where γO = diag(γ1, γ3 · · · , γ2m+1) and γ0, γ1, · · · , γ2m+1 are real and positive constant feed-
back gains.
Our main goal here is to show that the closed loop system (5.1)-(5.4) is uniformly exponen-
tially stable in a suitable Hilbert space:
Theorem 5.1.1 Suppose that
√
α
A 6= γ0 and
√
ρk
Ek
6= γk for each k = 1, 2, . . . , 2m + 1. Then
the semigroup generated by A is exponentially stable in H, i.e., ∃M > 0, µ < 0 such that
E(t) ≤MeµtE(0).
Moreover, µ = sup{λ | λ ∈ σ(A)}.
Here A, ε(t), and H are defined in (5.5),(5.8), and (5.10) respectively. In Section 5.2 we
give a semigroup formulation of (5.1)-(5.4). We prove that the semigroup is a C0−semigroup
of contractions on the appropriate Hilbert space. In Section 5.3, we decouple the system
(5.1) into a system of equations which consist of a Rayleigh beam equation and a number of
wave equations. We prove that the decoupled closed-loop system is dissipative in the state
space. This together with the range condition establishes the well-posedness of the decoupled
closed-loop system. As a result of the Sobolev’s embedding theorem, we show that the system
operator A has a compact resolvent. Next, we show that the eigenvalues of the decoupled
closed-loop system lies on vertical strips which are parallel to imaginary axis. It is proven that
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the generalized eigenvectors of the decoupled system form a Riesz basis in the state space.
Therefore, the spectrum determined growth condition holds and thus exponential stability of
the decoupled closed-loop follows. In Section 5.4, we prove that the system (5.1) is a compact
perturbation of the decoupled system. Therefore, exponential stability of (5.1)-(5.4) follows
from the Gibson’s method [12] once it is shown that there are no eigenvalues with nonnegative
real parts. Showing this property is nontrivial and involves use of dissipativity of the semigroup
together with a unique continuation argument that is itself a consequence of exact controllability
proved in the previous chapter.
5.2 Well-posedness of the system
Let
U =: (u,u)T = (z, vO)T, V := (v,v)T = (z˙, v˙O)T, and Y := (U, V )T.
Let also Lϕ = mϕ− αϕ′′. By Lax.Milgram theorem L : H10 (Ω)→ H−1(Ω) is an isomorphism.
Then (5.1)-(5.4) can be formulated as
dY
dt
= AY :=
 0 I
A1 0

 U
V
 ,
Y (0) = (U(0), V (0))T = (z0, v0O, z
1, v1O)
T (5.5)
where
A1U :=
 L−1 (−Au′′′′ +NThEGEφ′E)
h−1O p
−1
O
(
hOEOu′′ −BTGEφE
)
 , (5.6)
Let 〈u, v〉Ω =
∫
Ω u ·vdx where u and v may be scalar or vector valued. Define the bilinear forms
a and c by
c(z, vO; zˆ, vˆO) = m 〈z, zˆ〉Ω + α
〈
z′, zˆ′
〉
Ω
+ 〈hOpOvO, vˆO〉Ω
a(z, vO; zˆ, vˆO) = A
〈
z′′, zˆ′′
〉
Ω
+
〈
hOEOv′O, vˆ
′
O
〉
Ω
+
〈
GEhEφE , φˆE
〉
Ω
. (5.7)
Define the energy of the beam by
E = 1
2
(a(z, vO) + c(z˙, v˙O)) (5.8)
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where a(·), c(·) are the quadratic forms that agree with a(·, ·), c(·, ·) on the diagonal. The energy
inner product is defined by
〈
Y, Yˆ
〉
H
= a(U ; Û) + c(V ; V̂ ). (5.9)
Define
H = H2#(Ω)×
(
H1∗ (Ω)
)(m+1) ×H10 (Ω)× (L2(Ω))(m+1) (5.10)
where
H2#(Ω) = {u ∈
(
H2(Ω) ∩H10 (Ω)
)
: u′(0) = 0}, H1∗ (Ω) = {u ∈ H1(Ω) : u(0) = 0}.
The operator A : D(A) ⊂ H → H in (5.5) with
D(A) = H3#(Ω)× (H2∗ (Ω))(m+1) ×H2#(Ω)× (H1∗ (Ω))(m+1)
is densely defined where
H3#(Ω) = {u ∈ H2#(Ω) : u′′(l) + γ0v′(l) = 0},
H2∗ (Ω) = {u ∈ H1∗ (Ω) : u′(l) + γOv(l) = 0}.
Now we find the adjoint operator A∗ which is needed in proving Lemma 5.3.3.
Lemma 5.2.1 The infinitesimal generator A satisfies
[A(γ)]∗ = −A(−γ)
with D([A(γ)]∗) = D(A(−γ)) where A(γ) denotes the dependence of A on the feedback gains
γ = (γ0, γ1, · · · , γ2m+1).
Proof: Let U1 = [u1,u1, v1,v1]
T ∈ D(A), and U2 = [u2,u2, v2,v2]T ∈ (H ∩ C∞(Ω)) . Then,
U1 and U2 satisfy the following boundary conditions
u1(0) = u
′
1(0) = u1(l) = 0, u
′′
1(l) + γ0v
′
1(l) = 0, u1(0) = 0, u
′
1(l) + γOv1(l) = 0
u2(0) = u
′
2(0) = u2(l) = 0, u2(0) = 0. (5.11)
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Let
ξ1 = L
−1 (−Au′′′′1 +NThEGE(h−1E Bu′1 +Nu′′1)) (5.12)
η1 = h
−1
O p
−1
O
(
hOEOu′′1 −BTGE(h−1E Bu1 +Nu′1)
)
. (5.13)
Then we have
〈A(γ)U1, U2〉H =
〈
[v1,v1, ξ1, η1]
T , [u2,u2, v2,v2]
T
〉
H
= A
〈
v′′1 , u
′′
2
〉
Ω
+
〈(
mξ1 − αξ′′1
)
, v2
〉
Ω
+ 〈hOpOη1,v2〉Ω
+
〈
hOEOv′1,u
′
2
〉
Ω
+
〈
GEh
−1
E (Bv1 + hENv
′
1), (Bu2 + hENu
′
2)
〉
Ω
where we used integration by parts on the second term above. Since
Lξ1 = mξ1 − αξ′′1 = −Au′′′′1 +NThEGE(h−1E Bu′1 +Nu′′1,
substitution of (5.12) and (5.13) gives
〈A(γ)U1, U2〉H =
〈−Au′′′′1 +NThEGE(h−1E Bu′1 +Nu′′1), v2〉Ω
+
〈
hOEOu′′1 −BTGE(h−1E Bu1 +Nu′1),v2
〉
Ω
+A
〈
v′′1 , u
′′
2
〉
Ω
+
〈
hOEOv′1,u
′
2
〉
Ω
+
〈
GEh
−1
E (Bv1 + hENv
′
1), (Bu2 + hENu
′
2)
〉
Ω
.(5.14)
By integrating (5.14) by parts using the boundary conditions (5.11), we obtain
〈A(γ)U1, U2〉H = −A
〈
u′′1, v
′′
2
〉
H +A
〈
v1, u
′′′′
2
〉
Ω
− 〈hOEOu′1,v′2〉Ω − 〈hOEOv1,u′′2〉Ω
− 〈GEh−1E (Bu1 + hENu′1) ,Bv2 + hENv′2〉Ω
+
〈
GEh
−1
E (Bv1 + hENv
′
1), (Bu2 + hENu
′
2)
〉
Ω
+
[−Au′′′1 v2 +Au′′1v′2 +Av′1u′′2 −Av1u′′′2 + hOEOu′1 · v2 + hOEOv1 · u′2]x=lx=0
=
〈
v1, Au
′′′′
2 −NThEGE(h−1E Bu′2 +Nu′′2)
〉
Ω
+
〈
v1,−hOEOu′′2 + BTGE(h−1E Bu2 +Nu′2)
〉
Ω
−A 〈u′′1, v′′2〉Ω − 〈hOEOu′1,v′2〉Ω − 〈GEh−1E (Bu1 + hENu′1), (Bv2 + hENv′2)〉Ω
+Au′′1(l)v
′
2(l) +Av
′
1(l)u
′′
2(l) + hOEOu
′
1(l) · v2(l) + hOEOv1(l) · u′2(l). (5.15)
Lastly, using the feedback boundary conditions in (5.11) we get
〈A(γ)U1, U2〉H = 〈U1,−A(−γ)U2〉H +Av′1(l)
(
γv′2(l)− u′′2(l)
)
+ hOEOv1(l) ·
(
u′2(l)− γOv2(l)
)
.
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This implies that A∗ = −A(−γ) at least on the space D(A(−γ)) and thus
D([A(−γ)]) =
{
(u,u, v,v) ∈ H ∩
(
H3(Ω)× (H2(Ω))(m+1) ×H2#(Ω)× (H1∗ (Ω))(m+1)
)
:
u′′(l)− γ0v′(l) = 0, u′(l)− γOv(l) = 0
} ⊂ D([A(γ)]∗). (5.16)
It follows from the Lemma (5.2.2) that A(γ) is closed on D(A(γ)), hence since −A(−γ) is
already closed on D(A(−γ)). This proves Lemma 5.2.1.
Corollary 5.2.1 The infinitesimal generator A is dissipative on H, i.e.,
Re 〈AY, Y 〉H ≤ 0.
Proof: By an easy calculation based on (5.15), we have the following
〈AY, Y 〉H =
{−A 〈u′′, v′′〉
Ω
+A
〈
v′′, u′′
〉
Ω
}
+
{− 〈hOEOu′,v′〉Ω + 〈hOEOv′,u′〉Ω}
+
{− 〈GE (Bu′ + hENu′′) ,h−1E (Bv′ + h−1E Nv′′)〉Ω
+
〈
GE(Bv
′ + hENv′′),h−1E (Bu
′ + hENu′′)
〉
Ω
}−Aγ0|v′1(l)|2 − hOEOγOv1(l) · v¯1(l).
Therefore the last two expressions yield
Re 〈AY, Y 〉H = −Aγ0|v′1(l)|2 − hOEOγOv1(l) · v¯1(l) ≤ 0. (5.17)
Lemma 5.2.2 I −A : D(A)→ H is surjective, i.e. Range(I −A) = H.
Proof: First note that if (u1,u1, v1,v1) ∈ D(A), then A1U ∈ H3#(Ω) × (H2∗ (Ω))(m+1) and
(v1,v1) ∈ H2#(Ω)× (H1∗ (Ω))(m+1). Now let (f, f)T ∈ H2#(Ω)×H1∗ (Ω). Then
c
A1
 u1
u1
 ;
 f
f

 := c

 L−1 (−Au′′′′1 +NThEGEφ′E)
h−1O p
−1
O
(
hOEOu′′1 −BTGEφE
)
 ;
 f
f


=
〈 −Au′′′′1 +NThEGEφ′E
hOEOu′′1 −BTGEφE
 ,
 f
f
〉
Ω
= −A 〈u′′1, f ′′〉Ω − 〈hOEOu′1, f ′〉Ω − 〈GEφE ,hENf ′ + Bf〉Ω
−Aγ0v′1(l)f ′(l)− hOEOγOv1 · f(l),
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and therefore
c
A1
 u1
u1
 ;
 f
f

+ a

 u1
u1
 ;
 f
f


= −Aγ0v′1(l)f ′(l)− hOEOγOv1(l) · f(l) (5.18)
holds for all (f, f)T ∈ H2#(Ω)×H1∗ (Ω) where a and c are the quadratic forms defined in (5.7).
Note that (5.18) gives a variational characterization of D(A).
Let Y1 = (u1,u1, v1,v1)
T. For given Y2 = (u2,u2, v2,v2)
T ∈ H we want to prove the
solvability of the system (I −A)Y1 = Y2 in D(A) :
L−1
(−Au′′′′1 +NThEGE(h−1E Bu1′ +Nu′′1)) = v1 − v2
h−1O p
−1
O
(
hOEOu′′1 −BTGE(h−1E Bu1 +Nu′1)
)
= v1 − v2
u1 − v1 = u2
u1 − v1 = u2. (5.19)
Elimination of v1 and v1 from the first two equations results in that (u1,u1)
T must solve
L−1
(−Au′′′′1 +NThEGE(h−1E Bu1′ +Nu′′1)) = u1 − u2 − v2 (5.20)
h−1O p
−1
O
(
hOEOu′′1 −BTGE(h−1E Bu1 +Nu′1)
)
= u1 − u2 − v2. (5.21)
Now we define the weak solution of (5.19). Let (f, f)T ∈ H2#(Ω)× (H1∗ (Ω))(m+1). If we multiply
(5.20) by f and (5.21) by f and integrate by parts, we obtain
a

 u1
u1
 ;
 f
f

+ c

 u1
u1
 ;
 f
f

+Aγ0u′1(l)f ′(l) + hOEOγOu1(l) · f(l)
= c

 u2 + v2
u2 + v2
 ;
 f
f

+Aγ0u′2(l)f ′(l) + hOEOγOu2(l) · f(l). (5.22)
The left hand side of (5.22) defines a bilinear form(
H2#(Ω)× (H1∗ (Ω))(m+1)
)
×
(
H2#(Ω)× (H1∗ (Ω))(m+1)
)
.
Note that, if (u1,u1)
T, (f, f)T ∈ H2#(Ω) × (H1∗ (Ω))(m+1), then, by trace inequality, we have
|u′1(l)|, |f ′(l)|, |u1(l)|, |f(l)| < ∞. These bilinear forms a and c are also bounded and coercive.
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Moreover, the right hand side of (5.22) is a bounded linear form on H2#(Ω) × (H1∗ (Ω))(m+1),
i.e., |u′2(l)|, |u2(l)| <∞. Therefore, by Lax-Milgram theorem there exists a unique (u1,u1)T ∈
H2#(Ω)× (H1∗ (Ω))(m+1) satisfying (5.22).
The last step of our proof is to show that (u1,u1)
T ∈ H3#(Ω)× (H2∗ (Ω))(m+1). Now assume
that (f, f)T = (g,g)T with (g,g)T ∈ C∞0 (Ω). Then it follows that
c

 u1
u1
 ,
 g
g

+ a

 u1
u1
 ,
 g
g

 = a

 u2 + v2
u2 + v2
 ,
 g
g

 (5.23)
holds for all (g,g)T ∈ C∞0 (Ω). Therefore in (C∞0 (Ω))′ we have
L−1
(
Au′′′′1 −NThEGE(h−1E Bu1′ +Nu′′1)
)
= u2 + v2 − u1 ∈ H10 (Ω)
h−1O p
−1
O
(−hOEOu′′1 + BTGE(h−1E Bu1 +Nu′1)) = u2 + v2 − u1 ∈ L2(Ω). (5.24)
If we substitute (5.24) in (5.22) by setting v1 = u1 − u2 and v1 = u1 − u2 we obtain that Y1
satisfies (5.18). This together with (5.24) implies that Y1 ∈ D(A).
Remark 5.2.1 The point spectrum of A does not contain 0 since the following eigenvalue
problem
Au′′′′ −NThEGEφ′E = 0
−hOEOv′′O + BTGEφE = 0
(BvO = hEφE − hENz′)
has only a trivial solution. Here we use the fact that the operator B(hOEO)−1BT is a positive,
invertible operator on D(A). See [1] and [19] for more details.
We have the following theorem for the well-posedness of the Cauchy problem (5.1)-(5.4).
Theorem 5.2.1 A : D(A)→ H defined in (5.5) is the infinitesimal generator of a C0−semigroup
of contractions. Therefore for every T ≥ 0, (z0, z0O, u1, v1O) ∈ D(A) solves (5.1)-(5.4) and we
have (z, vO, z˙, v˙O) ∈ C ([0, T ];D(A)) ∩ C1 ([0, T ];H) . Moreover, the spectrum σ(A) of A
consists of isolated eigenvalues.
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Proof: Since A is an m-dissipative operator by Lemma 5.2.1 and Lemma 5.2.2. Therefore,
A : D(A) → H is the infinitesimal generator of a C0−semigroup of contraction by Lumer-
Phillips theorem. By using the fact that D(A) is densely defined and compact in H, 0 ∈ ρ(A)
(by Remark 5.2.1), implies that (λI−A)−1 is compact at λ = 0, thus compact for all λ ∈ ρ(A).
Hence the spectrum of A has all isolated eigenvalues.
5.3 Decoupled system
Consider
 z¨ − αz¨
′′ +Az′′′′ = 0 on (0, l)× R+
hOpOv¨O − hOEOv′′O = 0 on (0, l)× R+
(5.25)
with initial and boundary conditions
z(0, t) = z′(0, t) = z(l, t) = 0, z′′(l, t) + γ0z˙′(l, t) = 0
vO(0, t) = 0, v′O(l, t) + γOv˙O(l, t) = 0
z(x, 0) = z0, z˙(x, 0) = z1, vO(x, 0) = v0O, v˙O(x, 0) = v
1
O.
(5.26a)
(5.26b)
(5.26c)
Let
U =: (u,u) = (z, vO)T, V := (v,v)T = (z˙, v˙O)T, and Y := (U, V )T.
Then the semigroup corresponding to (5.25) is given by
dY
dt
= AdY :=
 0 I
Ad 0

 U
V
 ,
Y (0) = (U(0), V (0))T = (z0, v0O, z
1, v1O)
T (5.27)
where AdU :=
 −AL−1u′′′′
p−1O EOu
′′
 . Define the quadratic forms ad and cd by
cd(z, vO) = m 〈z, z〉Ω + α
〈
z′, z′
〉
Ω
+ 〈hOpOvO, vO〉Ω
ad(z, vO) = A
〈
z′′, z′′
〉
Ω
+
〈
hOEOv′O, v
′
O
〉
Ω
.
Now define the energy of the solutions of (5.25) by
Ed(t) = 1
2
(cd(z˙, v˙O) + ad(z, vO)) . (5.28)
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The energy inner product is defined by
〈
Y, Ŷ
〉
H
= ad(U ; Û) + cd(V ; V̂ ). (5.29)
Theorem 5.3.1 Theorem 5.3.2 Ad : D(Ad)→ H defined in (5.27) is the infinitesimal gen-
erator of a C0−semigroup of contractions. Therefore for every T ≥ 0, (z0, z0O, u1, v1O) ∈ D(Ad)
solves (5.25)-(5.26c) and we have (z, vO, z˙, v˙O) ∈ C ([0, T ];D(Ad)) ∩ C1 ([0, T ];H) . Moreover,
the spectrum σ(Ad) of Ad has all isolated eigenvalues.
Proof : Note that D(Ad) = D(A). The proof of the theorem is exactly the same with the proof
of the Theorem (5.2.1).
5.3.1 Spectral analysis of the decoupled system
The eigenvalue problem corresponding to (5.25) is given as the following
Ad
 U
V
 =
 0 I
Ad 0

 U
V
 = λ
 U
V

Solving (5.30) is equivalent to solving the following system of equations:
Au′′′′ − αλ2u′′ +mλ2u = 0
u′′ − λ2E−1O pOu = 0 (5.30)
with the boundary conditions
u(0) = u′(0) = u(l) = 0, u′′(l) + γ0λu′(l) = 0,
uk(0) = 0, u
′
k(l) + λγkuk(l) = 0, k = 1, 3, . . . , 2m+ 1 (5.31)
Now let λ = is. Then the solution of (5.30) is
u(x) = C1 sin
√
θ0x+ C2 cos
√
θ0x+ C3 sinh
√
ξx+ C4 cosh
√
ξx (5.32)
uk(x) = D1 sin θkx+D2 cos θkx, k = 1, 3, . . . , 2m+ 1 (5.33)
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where
θ0(s0) =
αs20 + αs
2
0
√
1 + 4A
α2s2
2A
, ξ(s0) =
αs20
√
1 + 4A
α2s20
− αs20
2A
(5.34)
θk(sk) =
√
ρk
Ek
sk, k = 1, 3, . . . , 2m+ 1 (5.35)
By using the first three boundary conditions u(0) = u′(0) = 0, u′′(l) + is0γ0u′(l) = 0 for (5.32)
and u′k(l) + iskγkuk(l) = 0 for (5.33) we get
u(x) = −ξ0
√
θ0 sinh
√
ξ0(l − x) + θ0
√
ξ0 sin
√
θ0(l − x)− iγs
√
ξ0θ0 cosh
√
ξ0(l − x)
−iγs0
√
ξ0θ0 cos
√
θ0(l − x)− θ0
√
ξ0 sin
√
θ0l cosh
√
ξ0x+ ξ0
√
θ0 sinh
√
ξ0l cos
√
θ0
+θ0
√
θ0 cos
√
θ0l sinh
√
ξ0x− ξ0
√
ξ0 cosh
√
ξ0l sin
√
θ0
+is0γ
√
ξ0θ0
[
cos
√
θ0l cosh
√
ξ0x+ cosh
√
ξ0l cos
√
θ0
]
+is0γ
[
θ0 sin
√
θ0l sinh
√
ξ0x− ξ0 sinh
√
ξ0l sin
√
θ0
]
(5.36)
and
uk(x) = (θk sin θkl − iskγk cos θkl) sin θkx+ (θk cos θkl + iskγk sin θkl) cos θkx. (5.37)
for k = 1, 3, . . . , 2m + 1. By using the last boundary conditions u′(l) = 0 and uk(0) = 0 we
obtain the characteristic equation that s satisfies:
−θ0
√
ξ0 cosh
√
ξ0l sin
√
θ0l − ξ0
√
ξ0 cosh
√
ξ0l sin
√
θ0l + θ0
√
θ0 sinh
√
ξ0l cos
√
θ0l
−ξ0
√
ξ0 cosh
√
ξ0l sin
√
θ0l + 2isγ
√
ξ0θ0 cos
√
θ0l cosh
√
ξ0l
+isγ(θ0 − ξ0) sin
√
θ0l sinh
√
ξ0l = 0,
and
θk cos θkl + iskγk sin θkl = 0. (5.38)
We find that
θ0 =
αs20 + αs
2
0
√
1 + 4A
α2s20
2A
=
αs20
A
+
1
α
+O(
1
s20
), as s0 →∞ (5.39)
and since θξ = s
2
A we also obtain
ξ0 =
αs20
√
1 + 4A
α2s20
− αs20
2A
=
1
α
+O(
1
s20
) as s0 →∞. (5.40)
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Multiplying (5.38) by 1
θ0
√
θ0 sinh
√
ξ0l
and (5.38) by 1√
θk
, and eventually using (5.39) and (5.40)
yield
cos
√
θ0l + iγ0
√
A
α
sin
√
θ0l = O(
1√
θ0
) as s0 →∞ (5.41)
and
cos θkl + iγk
√
Ek
ρk
sin θkl = 0. (5.42)
After using the identities cos z = e
iz+e−iz
2 and sin z =
eiz−e−iz
2i , (5.41) and (5.42) can be written
in the following form respectively
e2i
√
θ0l −
γ0
√
A
α − 1
γ0
√
A
α + 1
= O(
1
θ0
), (5.43)
e2i
√
θkl −
γk
√
Ek
ρk
− 1
γk
√
Ek
ρk
+ 1
= 0, k = 1, 3, . . . , 2m+ 1. (5.44)
The following lemma characterizes the eigenvalues of Ad :
Lemma 5.3.1 Suppose that
√
α
A 6= γ0 and
√
ρk
Ek
6= γk for each k = 1, 2, . . . , 2m+ 1. Let
σ0,n =

i
2l
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣+ npil , γ0 >
√
α
A
i
2l
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣+ (n+
1
2)pi
l
, γ0 <
√
α
A
(5.45a)
and
σk,n =

i
2l
ln
∣∣∣∣∣∣
γk
√
Ek
ρk
+ 1
γk
√
Ek
ρk
− 1
∣∣∣∣∣∣+ npil , γk >
√
ρk
Ek
i
2l
ln
∣∣∣∣∣∣
γk
√
Ek
ρk
+ 1
γk
√
Ek
ρk
− 1
∣∣∣∣∣∣+ (n+
1
2)pi
l
, γk <
√
ρk
Ek
(5.46a)
be the family of solutions of the equations
e2ilσ0,n −
γ0
√
A
α − 1
γ0
√
A
α + 1
= 0. (5.47)
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and
e2ilσk,n −
γk
√
Ek
ρk
− 1
γk
√
Ek
ρk
+ 1
= 0, k = 1, 3, . . . , 2m+ 1. (5.48)
respectively. Then {σ0,n +O( 1n)} and {σk,n} and are the families of solutions of the equations
(5.43) and (5.44) respectively for all sufficiently large n ∈ Z and k = 1, 3, . . . , 2m+ 1.
Proof: Without loss of generality we only consider the case γ0 >
√
α
A . Let f(θ0) =
e2i
√
θ0l
γ0
√
A
α
−1
γ0
√
A
α
+1
and g(θ0) = O(
1
θ0
). Now consider the circle Bn = {θ = |θ0|eiϑ0 : |
√
θ0−σ0,n| ≤
1
|σ0,n|2 }. Then on the disc Dn = {θ0 : |
√
θ0 − σ0,n| = 1|σ0,n|2 } we have
|
√
θ0| = |σ0,n|
(
1 +O
(
1
|σ0,n|3
))
. (5.49)
Therefore, the following inequality which holds for sufficiently large n :∣∣∣∣∣∣e2il
√
θ0 −
γ0
√
A
α − 1
γ0
√
A
α + 1
∣∣∣∣∣∣ =
∣∣∣e2il√θ0 − e2ilσ0,n∣∣∣
=
∣∣∣∣∣∣
γ0
√
A
α − 1
γ0
√
A
α + 1
∣∣∣∣∣∣
∣∣∣e2il(√θ0−σ0,n) − 1∣∣∣ =
∣∣∣∣∣∣
γ0
√
A
α − 1
γ0
√
A
α + 1
∣∣∣∣∣∣
∣∣∣∣e 2il|σ0,n| eiϑ − 1∣∣∣∣
=
∣∣∣∣∣∣
γ0
√
A
α − 1
γ0
√
A
α + 1
∣∣∣∣∣∣
∣∣∣∣ 2il|σ0,n|eiϑ +O
(
1
|σ0,n|2
)∣∣∣∣
=
∣∣∣∣∣∣
γ0
√
A
α − 1
γ0
√
A
α + 1
∣∣∣∣∣∣
(
2l
|σ0,n| +O
(
1
|σ0,n|2
))
=
∣∣∣∣∣∣
γ0
√
A
α − 1
γ0
√
A
α + 1
∣∣∣∣∣∣
(
2l
|√θ0|
+O
(
1
|θ0|
))
> O(
1
|θ0|). (5.50)
where we used (5.38), (5.47) and |√θ0|−1 = |σ0,n|−1
(
1 +O
(
1
|σ0,n|3
))
Therefore, by Rouche’s
theorem, f(θ0) + g(θ0) has a unique zero in the ball Bn for sufficiently large n. That is, there
exists a unique solution of the equation (5.43) in Bn. Since the solution lies in Bn, then the
solutions of (5.43) are represented by {σ0,n +O( 1n)} in Bn for sufficiently large n.
Lemma 5.3.2 Suppose that
√
α
A 6= γ0 and
√
ρk
Ek
6= γk for each k = 1, 2, . . . , 2m + 1. For
sufficiently large n, the spectrum of the operator Ad all lie on the left hand side of the complex
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plane and away from the imaginary axis. The eigenvalues
{λ±0,n, λ±k,n, k = 1, 3, . . . , 2m+ 1},
where λ−0,n and λ
−
k,n are conjugates of λ
+
0,n, λ
+
k,n respectively, have the expressions λ0,n =
i
√
A
ασ0,n +O(
1
n) as n→∞ and λk,n = i
√
Ek
ρk
σk,n for all n ∈ Z+.
Theorem 5.3.3 Suppose that
√
α
A 6= γ0 and
√
ρk
Ek
6= γk for each k = 1, 2, . . . , 2m + 1. Let
σ(Ad) = {∪{λ0,n, λk,n}, k = 1, 3, . . . , 2m+ 1, n ∈ Z}. Then the eigenfunctions
{
(ej,n, ej,n, λj,nej,n, λj,nej,n)
T, j = 0, 1, 3, . . . , 2m+ 1
}
corresponding to these eigenvalues. Then the following asymptotic expressions of the eigen-
functions hold for sufficiently large n:
e′′0,n
e′0,n
λ0,ne
′
0,n
λ0,ne0,n

=

cosσ0,nx+O(1/n)
~0O
i
√
A
α sinσ0,nx+O(1/n)
~0O

(5.51)

e′′j,n
e′j,n
λj,ne
′
j,n
λj,nej,n

=

0
...
cos θj,nx
...
0
...
i
√
Ej
ρj
sin θj,nx
...
0

, j = 1, 3, . . . , 2m+ 1 (5.52)
where ~0O is (m+ 1)× 1 vector with all entries 0. Here the eigenfunctions corresponding to the
eigenvalues for each branches are asymptotically normalized.
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Proof: By (5.36) we have
u′(x) = ξ0
√
ξ0θ sinh
√
ξ0(l − x)− θ0
√
ξ0θ0 cos
√
θ0(l − x) + iγ0s0ξ0
√
θ0 sinh
√
ξ0(l − x)
−iγ0s0θ0
√
ξ0 sin
√
θ0(l − x)− θ0ξ0 sin
√
θ0l sinh
√
ξ0x− ξ0θ0 sinh
√
ξ0l sin
√
θ0
+θ0
√
ξ0θ0 cos
√
θ0l cosh
√
ξ0x− ξ0
√
ξ0θ0 cosh
√
ξ0l cos
√
θ0
+is0γ0
√
ξ0θ
[√
ξ0 cos
√
θ0l sinh
√
ξ0x−
√
θ0 cosh
√
ξ0l sin
√
θ0
]
+isγ0
√
ξ0θ0
[√
θ0 sin
√
θ0l cosh
√
ξ0x−
√
ξ0 sinh
√
ξ0l cos
√
θ0
]
. (5.53)
By using (5.39),(5.40) and Lemma 5.3.1 for any x ∈ [0, l] we have
sinh
√
ξ0,nx = sinh
1√
α
x+O(
1
n
)
cosh
√
ξ0,nx = cosh
1√
α
x+O(
1
n
)
sin
√
θ0,nx = sinσ0,nx+O(
1
n
)
cos
√
θ0,nx = cosσ0,nx+O(
1
n
) (5.54)
By (5.54) we have
cos
√
θ0,nl + iγ0
√
A
α
sin
√
θ0,nl = O(
1
n
). (5.55)
By using (5.36),(5.37) and (5.55) we have
1
θ0,n
√
ξ0,nθ0,n
u′n(x) = − cos
√
θ0,n(l − x) + cos
√
θ0,nl cosh
√
ξ0,nx− iγ0s0,n√
θ0,n
sin
√
θ0,n(l − x)
− is0,nγ0√
θ0,n
cosh
√
ξ0,nl sin
√
θ0,nx+
is0,nγ0√
θ0,n
sin
√
θ0,nl cosh
√
ξ0,nx+O(
1
n
)
= − cos√θ0,n(l − x) + cosh√ξ0,nx(cos√θ0,nl + iγ0√A
α
sin
√
θ0,nl
)
− iγ0
√
A
α
sin
√
θ0,n(l − x)− iγ0
√
A
α
cosh
√
ξ0,nl sin
√
θ0,nx+ +O(
1
n
)
= −
(
cos
√
θ0,nl + iγ0
√
A
α
sin
√
θ0,nl
)
cos
√
θ0,nx− sin
√
θ0,nl sin
√
θ0,nx
+ iγ0
√
A
α
cos
√
θ0,nl sin
√
θ0,nx− iγ0
√
A
α
cosh
√
ξ0,nl sin
√
θ0,nx+O(
1
n
)
=
(
− sin√θ0,nl + iγ0√A
α
cos
√
θ0,nl − iγ0
√
A
α
cosh
√
ξ0,nl
)
sin
√
θ0,nx+O(
1
n
)
=
((
A
α
γ20 − 1
)
sin
√
θ0,nl − iγ0
√
A
α
cosh
√
ξ0,nl
)
sin
√
θ0,nx+O(
1
n
). (5.56)
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Now we show that the coefficient(
A
α
γ2 − 1
)
sin
√
θ0,nl − iγ0
√
A
α
cosh
√
ξ0,nl
of sin
√
θ0,nx in (5.56) are different than zero for sufficiently large n. Let γ0 <
√
α
A . Then((
A
α
γ20 − 1
)
sin
√
θ0,nl − iγ0
√
A
α
cosh
√
ξ0,nl
)
=
(
A
α
γ20 − 1
)
sin
 i
2
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣+ (n+ 12)pi
+O( 1
n
)
=
(
A
α
γ20 − 1
)
cos
 i
2
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣
 sin (n+ 1
2
)pi − iγ0
√
A
α
cosh
√
ξ0,nl +O(
1
n
)
=
(
A
α
γ20 − 1
)
cosh
1
2
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣
(−1)n − iγ0√A
α
cosh
√
ξ0,nl +O(
1
n
) 6= 0
for sufficiently large n. The last expression above is the sum of real and imaginary parts which
are all different than zero. Now we let γ0 >
√
α
A . Then we obtain((
A
α
γ20 − 1
)
sin
√
θ0,nl − iγ0
√
A
α
cosh
√
ξ0,nl
)
=
(
A
α
γ20 − 1
)
sin
 i
2
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣+ npi
+O( 1
n
)
=
(
A
α
γ20 − 1
)
sin
 i
2
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣
 cosnpi − iγ0√A
α
cosh
√
ξ0,nl +O(
1
n
)
= i(−1)n
(
A
α
γ20 − 1
)
sinh
1
2
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣
− iγ0√A
α
cosh
√
ξ0,nl +O(
1
n
) 6= 0.
When n is odd, then
((
A
αγ
2
0 − 1
)
sin
√
θ0,nl − iγ0
√
A
α cosh
√
ξ0,nl
)
6= 0. When n is even then
we must have
i
(
A
α
γ20 − 1
)
sinh
1
2
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣
− iγ0√A
α
cosh
√
ξ0,nl +O(
1
n
) 6= 0.
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Otherwise we reach a contradiction since
γ0
√
A
α
cosh
l√
α
=
(
A
α
γ20 − 1
)
sinh
1
2
ln
∣∣∣∣∣∣
γ0
√
A
α + 1
γ0
√
A
α − 1
∣∣∣∣∣∣

=
1
2
(
A
α
γ20 − 1
)(√
γ0
√
A+
√
α
γ0
√
A−√α −
√
γ0
√
A−√α
γ0
√
A+
√
α
)
=
(
Aγ20 − α
α
) √
α√
γ20A− α
=
√
Aγ20 − α√
α
and by taking the square of both sides and after cancelations we get
1− α
Aγ20
= cosh2
l√
α
or − α
Aγ20
= sinh2
l√
α
.
That is impossible since the right hand side of the equation is positive whereas the left hand
side of the equation is negative. From (5.36) and (5.54) we obtain
1
θ20,n
√
ξ0,n
u′′n(x) =
iγ0s0,n√
θ0,n
(
cos
√
θ0,n(l − x)− cosh
√
ξ0,nl cos
√
θ0,nx
)
− sin√θ0,n(l − x) +O( 1
n
)
= iγ0
√
A
α
(
cos
√
θ0,n(l − x)− cosh
√
ξ0,nl cos
√
θ0,nx
)
− sin√θ0,n(l − x) +O( 1
n
)
=
(
− sin√θ0,nl + iγ0√A
α
cos
√
θ0,nl − cosh
√
ξ0,nl
)
cos
√
θ0,nx+O(
1
n
)
=
((
−1 + Aγ
2
0
α
)
sin
√
θ0,nl − cosh
√
ξ0,nl
)
cos
√
θ0,nx+O(
1
n
). (5.57)
In (5.57) the coefficients of cos
√
θ0,nx and sin θk,nx were previously shown to be nonzero.
We also have
1
θ2k,n
u′k,n(x) =
(
sin θk,nl − iskγk
θk,n
cos θk,nl
)
cos θk,nx. (5.58)
The coefficient
(
sin θk,nl − isk,nγkθk,n cos θk,nl
)
of (sinσk,nx) in (5.58) is also different than zero
since
θk,n sin θk,nl − isγk cos θk,nl = (−1)n+1 sinh
1
2
ln
∣∣∣∣∣∣
γk
√
Ek
ρk
+ 1
γk
√
Ek
ρk
− 1
∣∣∣∣∣∣
 6= 0, γk > ρk
Ek
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and
θk,n sin θk,nl − isγk cos θk,nl = (−1)n sinh
1
2
ln
∣∣∣∣∣∣
γk
√
Ek
ρk
+ 1
γk
√
Ek
ρk
− 1
∣∣∣∣∣∣
 6= 0, γk < ρk
Ek
where we used (5.42).
Now set en =
θ−20,nξ
−1/2
0,n(
−1+Aγ
2
0
α
)
sin
√
θ0,nl−cosh
√
ξ0,nl
(un, λ0,nun)
T and
en =
θ−2k,n
(θk,n sin θk,nl − isγk cos θk,nl) (uk,n, λk,nuk,n)
T .
Then ‖(en,~0, λk,nen,~0)T‖H = ‖(0, ej,n, 0, λj,nej,n)T‖H  1 for j = 1, 3, . . . , 2m+ 1. In the case
of the identical wave speeds ‖(en, en, λk,nen, λk,nen)T‖H  1. Then the conclusion of Theorem
5.3.3 follows.
Remark 5.3.1 In the case of the identical wave speeds eigenvectors could also be easily nor-
malized, i.e., ‖(en, en, λk,nen, λk,nen)T‖H  1.
Lemma 5.3.3 The generalized eigenfunctions {(en, en, λk,nen, λk,nen)T, n ∈ Z} is ω−linearly
independent in H. Moreover, {(e′′n, e′n, λk,ne′n, λk,nen)T, n ∈ Z} is ω−linearly independent in
(L2(Ω))2m+4.
Proof: Here the main goal in this proof is to show that the eigenfunctions
{(e∗n, e∗n, λ∗k,ne∗n, λ∗k,ne∗n)T, n ∈ Z}
of the adjoint eigenvalue problem are biorthogonal to the eigenfunctions
{(en, en, λk,nen, λk,nen)T, n ∈ Z}
of (5.30)-(5.31). Now consider the following adjoint eigenvalue problem:
A∗d
 U
V
 =
 0 −I
−Ad 0

 U
V
 = λ∗
 U
V
 .
It can be simplified as
Au′′′′ − αλ∗2u′′ +mλ∗2u = 0
u′′ − λ∗2E−1O pOu = 0 (5.59)
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with the boundary conditions
u(0) = u′(0) = u(l) = 0, u′′(l) + γ0λ∗u′(l) = 0,
uk(0) = 0, u
′
k(l) + λ
∗γkuk(l) = 0, k = 1, 3, . . . , 2m+ 1. (5.60)
Readily, (5.59)-(5.60) is exactly the same boundary value problem as (5.30)-(5.31). Therefore
λ∗k,n = λk,n. The only difference is the expression of the eigenfunctions of (5.59)-(5.60) which
is given by
{(e∗n, e∗n, λ∗k,ne∗n, λ∗k,ne∗n)T, n ∈ Z} = {(en, en,−λk,nen,−λk,nen)T, n ∈ Z}.
It is possible to check that
〈
(en, en, λk,nen, λk,nen)
T, (em, em,−λk,mem,−λk,mem)T
〉
H = 0
if m 6= −n. If m = −n, the inner product
〈
(en, en, λk,nen, λk,nen)
T, (em, em,−λk,mem,−λk,mem)T
〉
H (5.61)
is uniformly bounded (From 5.51) and (C3S1-eigenfunc2) each term has a uniform asymptotic
bound. Hence a uniform bound for (5.61) exists). Therefore, {(en, en, λk,nen, λk,nen)T, n ∈ Z}
is ω−linearly independent in H.
To show {(e′′n, e′n, λk,ne′n, λk,nen)T, n ∈ Z} is ω−linearly independent in (L2(Ω))2m+4, we
redefine the inner product (5.9) in H with an equivalent one as the following:〈
Y, Yˆ
〉
H
= a˜(U ; Û) + c˜(V ; V̂ ) (5.62)
where
c˜(v, vˆ) =
〈
v′, vˆ′
〉
Ω
+ 〈v, vˆ〉Ω , a˜(u,u) =
〈
u′′, u′′
〉
Ω
+
〈
u′,u′
〉
Ω
. (5.63)
Define the inner product in (L2(Ω))2m+4 as the following〈
Y, Yˆ
〉
L2(Ω))2m+4
= 〈v, vˆ〉Ω + 〈v, vˆ〉Ω + 〈u, uˆ〉Ω + 〈u, uˆ〉Ω .
Now define T : H → (L2(Ω))2m+4 as the following
T (u,u, v,v)T = (u′′,u′, v′,v)T.
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It is clear that T is a bounded linear map from H to (L2(Ω))2m+4. Moreover, it is an isomor-
phism
‖T (u,u, v,v)T‖(L2(Ω))2m+1 = ‖(u′′,u′, v′,v)T‖(L2(Ω))2m+1 = ‖(u,u, v,v)T‖H.
Since
T (en, en, λk,nen, λk,nen)
T = (e′′n, e
′
n, λk,ne
′
n, λk,nen)
T
then {(e′′n, e′n, λk,ne′n, λk,nen)T,Z} is ω−linearly independent, i.e., ω− independency is preserved
under the map T . This proves Lemma 5.3.3.
Theorem 5.3.4 The generalized eigenfunctions {(en, en, λk,nen, λk,nen)T, n ∈ Z} of the oper-
ator Ad forms a Riesz basis in H.
Proof: It is known that both {1, cos npixl }n∈N and {sin npixl }n∈N are orthonormal bases in
L2(Ω). Therefore, it is easy to see that
 0
sin npixl
 ,
 1
0
 ,
 cos npixl
0


n∈N
is an orthonormal basis in L2(Ω)× L2(Ω). Then it follows that

 cos npixl
sin npixl
 ,
 1
0
 ,
 cos npixl
− sin npixl


n∈N
is also an orthonormal basis in L2(Ω)× L2(Ω) since any combination of an orthonormal basis
is also an orthonormal basis. Now let
Tj =
 cosh cjx i sinh cjx
δj sinh cjx iδj cosh cjx
 , j = 0, 1, 3, . . . , 2m+ 1
where
δj =
 i
√
A
α , if j = 0
i
√
Ej
ρj
, if j = 1, 3, . . . , 2m+ 1
,
cj =

1
2l ln
∣∣∣∣∣γ0
√
A
α
+1
γ0
√
A
α
−1
∣∣∣∣∣, if j = 0
1
2l ln
∣∣∣∣∣∣
γj
√
Ej
ρj
+1
γj
√
Ej
ρj
−1
∣∣∣∣∣∣, if j = 1, 3, . . . , 2m+ 1.
(5.64)
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Tj is a bounded linear operator from L
2(Ω)×L2(Ω) to L2(Ω)×L2(Ω) since |Tj | = δj <∞. For
n ∈ N we have
Tj
 cos npixl
sin npixl
 =
 cosh (cj + inpil )x
δj sinh (cj +
inpi
l )x
 , ∀n ∈ Z.
Therefore {
F0,n =
(
cosh (c0 +
inpi
l
)x,~0O, δ0 sinh (c0 +
inpi
l
)x,~0O
)T
,
Fj,n = (0, . . . , cosh (cj +
inpi
l
)x, . . . , 0, . . . , δj sinh (cj +
inpi
l
)x, . . . , 0)T,
j = 1, 3, . . . , 2m+ 1, n ∈ Z} ,
forms a Riesz basis in (L2(Ω))(2m+4). Now let
{
G0,n = (e
′′
n, 0, λ0,ne
′
n, 0)
T, Gj,n = (0, e
′
n, 0, λj,nen)
T, j = 0, 1, 3, . . . . , 2m+ 1
}
.
where (en, λj,nen, en, λj,nen)
T is the eigenvector of (5.30)-(5.31) corresponding to the eigenval-
ues λj,n. Then {Gj,n, j = 0, 1, 3, . . . , 2m+ 1}n∈Z is a Riesz basis on (L2(Ω))2m+4 since
‖e′′n − cosh (c0 +
inpi
l
)x‖Ω = O( 1
n
)
‖e′n − cosh (cj +
inpi
l
)x ~1O‖Ω = 0,
‖λ0,ne′n − δ0 sinh (c0 +
inpi
l
)x‖Ω = O( 1
n
),
‖λj,nen − δj sinh (cj + inpi
l
)x ~1O‖Ω = 0. (5.65)
This implies that ‖F0,n−G0,n‖L2(Ω)2 = O( 1n) and ‖Fj,n−Gj,n‖L2(Ω)(2m+2) = 0, j = 1, 3, . . . , 2m+
1. It follows from Bari’s theorem that {(G0,n, Gj,n)T, j = 1, 3, . . . , 2m+1, n ∈ Z} is a Riesz basis
in (L2(Ω))(2m+4) since we showed in Lemma 5.3.3 that {(G0,n, Gj,n)T, j = 1, 3, . . . , 2m+1, n ∈
Z} is ω− linearly independent in L2(Ω)(2m+4).
Theorem 5.3.5 Suppose that
√
α
Ad
6= γ0 and
√
ρk
Ek
6= γk for each k = 1, 2, . . . , 2m + 1. Then
the semigroup generated by Ad is exponentially stable on H, i.e., ∃M > 0 such that
E(t) ≤Meµ˜tE(0)
where µ˜ = sup{λ | λ ∈ σ(Ad)}.
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Proof: The Riesz basis property allows us to determine the behavior of the system (5.25)-
(5.26) by its eigenvalues which are asymptotically given in Lemma 5.3.2. By Lemma 5.3.2 and
Theorem 5.3.4 we conclude that the spectrum determined growth condition ω(Ad) = s(Ad)
holds for {eAdt}t≥0. We also know that there is no eigenvalue on the imaginary axis. Therefore
{eAdt}t≥0 is exponentially stable semigroup on H.
5.4 Stabilization of a multi-layer Rao-Nakra beam
In this section we show that one boundary feedback for each equation is enough to obtain
the uniform stabilization of the multi-layer Rao-Nakra beam. First we show that the semigroup
generated by A is strongly stable. Next, we will consider the decomposition A = Ad + B of
the semigroup generator of the original problem (5.5) where Ad is the semigroup generator of
the decoupled system and it is defined in (5.27), and the operator B : H → H is the coupling
between the layers defined as the following:
B
 U
V
 =

0
0O
L−1NThEGEφ′E
−h−1O p−1O BTGEφE

. (5.66)
We show that the operator B is compact.
Lemma 5.4.1 The operator B : E → E defined in (5.66) is compact.
Proof: Let
{
(un,un, vn,vn)
T
}∞
n=1
be a bounded sequence in the energy space E , i.e.,∥∥(un,un, vn,vn)T∥∥H <∞. This implies that
‖un‖H2#(Ω), ‖un‖(H1∗(Ω))m+1 , ‖vn‖H10 (Ω), ‖vn‖(L2(Ω))m+1 <∞. (5.67)
It is clear that B(un,un, vn,vn)T =

0
0O
L−1NTGE (Bu′n + hENu′′n)
−h−1O p−1O BTGE
(
h−1E Bun +Nu
′
n
)

is an element
of H by the semigroup well-posedness. By using linearity of the operator B and L : H10 (Ω)→
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H−1(Ω) is an isomorphism, we obtain∥∥∥∥∥∥∥∥∥∥∥∥∥
B

un − um
un − um
vn − vm
vn − vm

∥∥∥∥∥∥∥∥∥∥∥∥∥
H
≤ ‖L−1NTGE
(
B
(
u′n − u′m
)
+ hEN
(
u′′n − u′′m
)) ‖H10 (Ω)
+‖h−1O p−1O BTGE
(
h−1E B (un − um) +N
(
u′n − u′m
)) ‖(L2(Ω))(m+1)
≤ C
(
‖L−1(u′n − u′m)‖(H10 (Ω))m+1 + ‖un − um‖(L2(Ω))m+1
+ ‖L−1(u′′n − u′′m)‖H10 (Ω) + ‖
(
u′n − u′m
) ‖L2(Ω))
= C
(‖u′n − u′m‖(H−1(Ω))m+1 + ‖un − um‖(L2(Ω))m+1
+ ‖ (u′′n − u′′m) ‖(H−1(Ω) + ‖ (u′n − u′m) ‖L2(Ω))
≤ C
(
‖un − um‖(L2(Ω))m+1 + ‖ (un − um) ‖H10 (Ω)
)
where C is a generic constant. By Sobolev’s compact embedding, i.e., H1(Ω) ⊂⊂ L2(Ω) and
H2(Ω) ⊂⊂ H1(Ω), we obtain that {(un,un, vn,vn)T}∞n=1 is a Cauchy sequence and this proves
the desired result.
Theorem 5.4.1 Suppose that
√
α
A 6= γ0 and
√
ρk
Ek
6= γk for each k = 1, 2, . . . , 2m + 1. Then
the semigroup generated by A is strongly stable in H.
Proof: We know that our system (5.1)-(5.4) is dissipative by (5.17). If we can show that
there are no eigenvalues on the imaginary axis, or in other words, the set
{Y ∈ H | Re 〈AY, Y 〉H = −Aγ0|v′(l)|2 − hOEOγOv(l) · v¯(l) = 0} (5.68)
has only u = 0,u = 0 solution, then by La Salle’s invariance principle, the system (5.1)-(5.4)
is strongly stable. But (5.68) corresponds to v′(l, t) = λu′(l, t) = 0 and v(l) = λu(l) = 0 where
λ 6= 0. Therefore, proving the strong stability of the (5.1)-(5.4) reduces to showing that the
following eigenvalue problem
λ2u− αλ2u′′ +Au′′′′ −NThEGEφ′E = 0 on (0, l)× R+
hOpOλ2u + hOEOu′′ + BTGEφE = 0 on (0, l)× R+
(Bu = hEφE − hENu′)
(5.69)
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with initial and overdetermined boundary conditions
u(0, t) = u′(0, t) = u(l, t) = u′(l, t) = u′′(l, t) = 0
u(0, t) = u(l, t) = u′(l, t)
u(x, 0) = u0, u˙(x, 0) = u1,u(x, 0) = u0, u˙(x, 0) = u1.
(5.70a)
(5.70b)
(5.70c)
has only u = 0,u = 0 solution. Proving such a result is highly related to proving an observabil-
ity result for the corresponding boundary control problem. Boundary controllability issues for
a multi-layer Rao-Nakra beam are extensively studied for different boundary conditions, i.e.,
clamped, hinged, clamped-hinged, and hinged-clamped, in Chapter 5. We recall the following
result from Chapter 5 to finish the proof of the theorem.
Theorem 5.4.2 Let T > τ = 2l
[
min
i=1,3,...,2m+1
(√
A
α ,
√
ρi
Ei
)]−1
. Then for any choice of GE
solutions of the clamped-hinged multi-layer Rao-Nakra system
u¨− αu¨′′ +Au′′′′ −NThEGEφ′E = 0 on (0, l)× R+
hOpOu¨− hOEOu′′ + BTGEφE = 0 on (0, l)× R+
(Bu = hEφE − hENu′)
(5.71)
u(0, t) = u′(0, t) = u(l, t) = u′′(l, t) = 0
u(0, t) = u′(l, t) = 0
u(x, 0) = u0, u˙(x, 0) = u1,u(x, 0) = u0, u˙(x, 0) = u1
(5.72a)
(5.72b)
(5.72c)
satisfy the following observability and hidden regularity estimates:∫ T
0
|u′(l, t)|2 + |u(l, t)|2dt  ‖(u0,u0, u1,u1)T‖2H. (5.73)
Now we have our final result for the exponential stability result of the solutions (5.1)-(5.4):
Theorem 5.4.3 Suppose that
√
α
A 6= γ0 and
√
ρk
Ek
6= γk for each k = 1, 2, . . . , 2m + 1. Then
the semigroup generated by A is exponentially stable in H, i.e., ∃M > 0 such that
E(t) ≤MeµtE(0),
where µ = sup{λ | λ ∈ σ(A)}.
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Proof of Theorem 5.4.3: We know that A = Ad + B. The semigroup {e(Ad+B)t}t≥0 is
strongly stable on H by Theorem 4.3.1 and the operator B is a compact in H by Lemma 5.4.1.
Therefore, since the semigroup generated by (Ad + B) − B is uniformly exponentially stable
in H then the semigroup {e(Ad+B)t}t≥0 = {eAt}t≥0 is uniformly exponentially stable in H by
Gibson’s Theorem [12].
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CHAPTER 6. Exact boundary controllability of an abstract Mead-Marcus
sandwich beam model
6.1 Introduction
The classical (three-layer) sandwich beam is a model for a composite beam structure con-
sisting of two relatively stiff outer beam layers and a much more compliant interior beam layer.
The inner layer is assumed to be elastic with respect to shear, but of is usually assumed to have
negligible bending stiffness, while the outer layers are assumed to be essentially rigid with re-
spect to shear, but elastic with respect to bending. The three layers are assumed to be bonded
perfectly so that no interfacial slip occurs and standard small-strain assumptions are applied
to each layer. Well-known sandwich beam models include [6], [42], [58], [50]; also see [41], [52]
for history and comparisons of the models.
In this chapter we prove the exact boundary controllability of an abstract version of the
Mead-Markus model that reduces, in specific cases, exactly to the Mead-Markus model [42], or
to the multilayer generalization of the Mead-Markus model [14].
Before we describe our results in detail, we first provide a brief description of the Mead-
Markus model [42] and the multilayer Mead-Markus model [14].
6.1.1 Three-layer Mead-Marcus beam model
The formulation of the Mead Markus beam described in [9] is the following mz¨ +Az
′′′′ −Bγφ′ = 0 on (0, l)× R+
−φ′′ + Cγφ = −Bz′′′ on (0, l)× R+,
(6.1)
where z(x, t) and φ(x, t) denote the transverse displacement, and shear angle, respectively at
time t and longitudinal coordinate x. The physical constants m, A, B, C, γ are positive and
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are described in detail in [9]. In the case that viscous damping due to shear is included in
the middle layer, (6.1) is modified by replacing γ with (γ + β∂t), where β > 0 is a damping
parameter; see [9].
6.1.2 Multilayer Mead Marcus beam model
In [14], a multilayer generalization of the model (6.1) consisting of n = 2m+ 1 alternating
stiff and compliant layers (with m+ 1 stiff beams layers and m compliant layers) is derived. In
the undamped case, the model can be written:
mz¨ +Az′′′′ −NThEGEφ′E = 0 on (0, l)× R+
−φ′′E +KφE = −Nz′′′ on (0, l)m × R+
where K = h−1E BE
−1
O h
−1
O B
TGE
(6.2)
where z again denotes the transverse displacement, and the vector function
φE = [φ
2, φ4, . . . , φ2m]T
denotes the shear angles in the compliant layers. In (6.2), m denotes the linear mass density
of the beam, A is the sum of the bending stiffnesses of the layers,
hE = diag(h2, . . . , h2m), hO = diag(h1, . . . , h2m+1)
GE = diag(G2, . . . , G2m), EO = diag(E1, . . . , E2m+1)
where hi, ρi, Ei, Gi denote the thickness, density, Young’s modulus, shear modulus of the i
th
layer, respectively. Vector N ∈ Rm is dimensionless and consists of positive terms; matrix
B ∈ Rm×m+1 has entries bij = δi,j − δi+1,j .
6.1.3 Abstract Mead-Marcus model
An abstract model that encompasses both the original Mead-Markus model (6.1) and the
multilayer model (6.2) (without damping) is the following z¨ + z
′′′′ −BT v′ = 0 on (0, l)× R+
−Cv′′ + Pv = −Bz′′′ on (0, l)m × R+,
(6.3)
112
where B is a m × 1 column vector with positive entries, C and P are m × m invertible,
symmetric, positive definite matrices. In the equations above z again represents the transverse
displacement and v is a m× 1 column vector of shear angles vi for the ith complaint layer.
Remark 6.1.1 By using a suitable scaling and change of variables, the systems (6.1), (6.2)
can be written in the form (6.3).
6.2 Main results
In this chapter we consider the problem boundary controllability of the system (6.3). We
consider the following controlled boundary conditions
z(0, t) = z(l, t) = z′(0, t) = 0, z′(l, t) = g(t) (6.4)
v(0, t) = v(l, t) = 0. (6.5)
Initial conditions for (6.3) take the form
z(x, 0) = z0(x), z˙(x, 0) = z1(x). (6.6)
The solution of (6.3) - (6.6) for initial data (z0, z1) ∈ X ′ = L2(0, l)×H−2(0, l) is defined in
the sense of transposition. See Definition 6.4.1.
Definition 6.2.1 The problem (6.3)-(6.6) is exactly controllable in time T > 0 if for any given
(z1, z0), (z1T , z
0
T ) ∈ X ′
there exists g(t) ∈ L2(0, T ) such that the solution of (6.3)-(6.6) satisfies
z(x, T ) = z0T , z˙(x, T ) = z
1
T .
Our main result is the following:
Theorem 6.2.1 Let T > 0 and assume that the hypothesis of Theorem 6.4.3 is satisfied. Then
the system (6.3)-(6.6) is exactly controllable on X ′.
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Our approach is to apply the Hilbert’s Uniqueness Method (HUM) [37]. More precisely,
we use the multiplier method to obtain a boundary observability estimate for the homoge-
neous (uncontrolled) system. Our main observability estimate is given in Theorem 6.4.3. The
hypothesis of Theorem 6.4.3 requires some parametric restrictions, which are also required in
Theorem 6.2.1 above. Through the HUM principle, the observability estimate leads directly
to an exact controllability result on a sufficiently large time interval; see Theorem 6.5.1. We
apply an addition argument based on the theory of Riesz sequences (as described in Komornik,
[27]), to reduce the control time to the arbitrarily small time as described in Theorem 6.2.1.
Concerning previous research on the topic of controllability of sandwich beam structures,
the HUM method (similar to our approach here) was used in [48] to show the exact boundary
controllability for a Rao-Nakra sandwich beam; in [19] the moment method was used to obtain
controllability results for a multilayer version of the Rao-Nakra sandwich beam. In [20], exact
boundary controllability to zero of the Mead-Markus system with shear damping included in
the core layer was proved. When shear damping is included, the semigroup associated with the
system is known to be analytic [54], and consequently only controllability to zero was possible.
Here we consider the undamped case and consequently are able to obtain a much stronger
controllability result.
6.3 Preliminary results
Let T = −diag (D2,D2, . . . ,D2) = −Im ⊗D2 with D2 = d2dx2 defined on the domain
Dom(T) = {φ ∈ (H2(0, l))m | φ(0) = φ(l) = 0}.
T is a densely defined, self-adjoint, positive definite, and unbounded operator on (L2(0, l))m.
Since C, P are positive definite matrices then (CT + P )−1 exists and is a bounded operator
defined on all of (L2(0, l))m.
Lemma 6.3.1 Define J = C−1
[−I + P (CT + P )−1] . Then J is continuous, self-adjoint and
nonpositive on (L2(0, l))m. Moreover, for all u ∈ Dom(T),
J = −(CT + P )−1T. (6.7)
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Proof: Continuity easily follows from the definition of J. First we show that J is self-adjoint.
For u, v ∈ (L2(0, l))m
(Ju, v) =
(−C−1u+ C−1P (CT + P )−1u, v)
=
(
−C−1u+ [(CT + P )P−1C]−1 u, v)
=
(
−C−1u+ [CTP−1C + CP−1P ]−1 u, v)
=
(
−C−1u+ [CP−1CT + CP−1P ]−1 u, v)
=
(
−C−1u+ [CP−1(CT + P )]−1 u, v)
=
(−C−1u+ (CT + P )−1PC−1u, v)
=
(
u,−C−1v + C−1P (CT + P )−1v)
= (u,Jv) (6.8)
where (·, ·) denotes (·, ·)L2(0,l)m .
Next we prove that J is a nonpositive operator. To verify it, let u ∈ (L2(0, l))m and set
w = (CT +P )−1u so that w ∈ Dom(T) and (CT +P )w = u. Then by integration by parts we
get
(Ju, u)m =
∫
(0,l)m
C−1
[−Iu+ P (CT + P )−1u]udx
=
∫
(0,l)m
C−1 [−CTw − Pw + Pw] (CTw + Pw) dx
= (−Tw,CTw + Pw)m
= −C (Tw,Tw)m −
(
P 1/2w′, P 1/2w′
)
m
≤ 0.
Finally, we prove (6.7). Let
Ju = C−1
[−I + P (CT + P )−1]u = v.
Then by a simple rearrangement of the equation we get
u = (CT + P )
(
P−1Cv + P−1u
)
= CTP−1Cv + CTP−1u+ Cv + u
and therefore (
CTP−1C + C
)
v = −CP−1Tu.
115
Multiplication of the above equation on both sides by (CT + P )−1PC−1 from the left results
in
v = Ju = −(CT + P )−1Tu.
Elimination of v in (6.3) - (6.6) results in the equation
z¨ + z′′′′ +BT
[
JBz′
]′
= 0, (6.9)
with the initial and boundary conditions
z(0, t) = z(l, t) = zx(0, t) = 0, zx(l, t) = g(t) (6.10)
z(x, 0) = z0(x), zt(x, 0) = z
1(x). (6.11)
6.3.1 Semigroup formulation
We consider the homogenous problem
u¨+ u′′′′ +BT
[
JBu′
]′
= 0, (6.12)
u(0, t) = u(l, t) = ux(0, t) = ux(l, t) = 0, (6.13)
u(x, 0) = u0(x), ut(x, 0) = u
1(x). (6.14)
The natural energy space for (6.12) is X = H20 (0, l) × L2(0, l), and we can define the energy
norm ‖ · ‖e on X by
E(t) = ‖(u, u˙)‖2e =
1
2
∫ l
0
|u˙|2 + |u′′|2 − (J˜u′)u′dx
and the associated energy inner product is
〈(u, v), (f, g)〉e =
∫ l
0
vg + u′′f ′′ − J˜u′f ′dx.
where J˜ := BTJB.
Next define the operator A : Dom(A) ⊂ X → X on the domain
Dom(A) = {(u, v) ∈ X : v ∈ H20 (0, l), u ∈ H4(0, l)}
by
A(u, v) =
(
v,−
[
u′′′′ +
(
J˜u′
)′])
:= (v,−Au) . (6.15)
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Let y(t) = (u(t, x), u˙(t, x)). Then (6.12) - (6.14) can be rewritten as
d
dt
y(t) = Ay(t), y(0) = y0 = (u0, u1). (6.16)
Theorem 6.3.1 The operator A defined by (6.15) is the infinetesimal generator of a unitary
C0−group on X . Hence, for all y0 ∈ X there exists a unique solution y to (6.16) in C[R,X ].
Proof: First we prove that A∗ = −A with Dom(A) = Dom(A∗). Let u = (u1, u2)T ∈ Dom(A)
and v = (v1, v2)
T ∈ X . By a formal calculation of adjoint we get
〈Au, v〉e =
∫ l
0
−
(
u′′′′1 +
(
J˜u′1
)′)
v2 + u
′′
2
(
v1
′′ − (J˜u′2)v1
)
dx
= 〈u,−Av〉e +
[
−
(
u′′′1 + J˜u
′
1
)
v2 + u
′′
1v2
′
]l
0
.
A standard density argument shows that boundary terms vanish at both ends and thus A∗ =
−A on Dom(A). However, since A is closed on Dom(A), it follows that A∗ = −A is also closed
on Dom(A). Hence A∗ = −A with Dom(A) = Dom(A∗).
Since
Re 〈Au, u〉 = 1
2
(〈Au, u〉+ 〈u,Au〉) = 1
2
(〈Au, u〉 − 〈Au, u〉) = 0,
it follows that both A and A∗ are dissipative. The proof follows from a corollary of Lumer-
Philips theorem [47].
Now we define the norm
E˜(t) = ‖u˙‖2L2(0,l) + ‖u′′‖2L2(0,l).
We show that E(t) and E˜(t) are equivalent.
Theorem 6.3.2 The norm E(t) and E˜(t) are equivalent, i.e., there exist constants F1 > 0 and
F2 > 0 such that
E˜(t) ≤ E(t) ≤ F2E˜(t). (6.17)
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Proof: The first inequality is obvious since −J˜ is positive. We prove the second inequality
as the following:
E(t) ≤ ‖u˙‖2L2(0,l) + ‖u′′‖2L2(0,l) + ‖J˜u′‖L2(0,l)‖u′‖L2(0,l)
≤ ‖u˙‖2L2(0,l) + ‖u′′‖2L2(0,l) + ‖J˜‖‖u′‖2L2(0,l)
≤ (1 + l
2‖J˜‖
pi2
)
(
‖u˙‖2L2(0,l) + ‖u′′‖2L2(0,l)
)
= F2E˜(t).
where we used Wirtinger’s inequality ‖u‖2L2(0,l) ≤ l
2
pi2
‖u′‖2L2(0,l) and the boundedness of J˜.
6.4 Trace regularity and observability estimates
From this point on to save the space we have∫ T
0
∫ l
0
f(x, t)dxdt =
∫∫
f(x, t)
and also ∫ l
0
g(x, t)dx =
∫
g(x, t)dx,
∫ T
0
h(x, t)dt =
∫
h(x, t)dt.
for the intermediate calculations.
6.4.1 Trace regularity estimate
Lemma 6.4.1 Let T > 0. Then every smooth solution of (6.12)-(6.14) satisfies the following
identity:
l
∫
u′′2(l, t)dt = 2
[∫
xu˙u′dx
]T
0
+
∫∫
u˙2 + 3u′′2 − 2J˜u′(xu′)′.
Proof: We first multiply (6.12) by 2xu′ and integrate by parts as follows:
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0 =
∫∫ [
u¨+ u′′′′ +BT
[
JBu′
]′]
2xu′
= 2
[∫
xu˙u′dx
]T
0
+ 2
[∫ (
xu′′′u′ + xu′J˜u′
)
dt
]l
0
− 2
{∫∫
u′′′(xu′)′ + xu˙u˙′ + J˜u′(xu′)′
}
= 2
[∫
xu˙u′dx
]T
0
− 2
[∫
u′′(xu′)′dt
]l
0
+ 2
∫∫
u′′(xu′)′′ − xu˙u˙′ − J˜u′(xu′)′
= 2
[∫
xu˙u′dx
]T
0
− 2
[∫
xu′′2dt
]l
0
+
∫∫
x
(−u˙2 + u′′2)′ + 4u′′2 − 2J˜u′(xu′)′
= 2
[∫
xu˙u′dx
]T
0
−
[∫
xu′′2 + xu˙2dt
]l
0
+
∫∫
u˙2 + 3u′′2 − 2J˜u′(xu′)′.
Therefore we get (6.18).
Lemma 6.4.2 Let λ1 be the first eigenvalue of the operator A. If u ∈ H20 (0, l), then there exists
K > 0 for which
‖ u′‖L2(0,l) ≤ Kλ−1/41 ‖u′′‖L2(0,l). (6.18)
Proof: For u ∈ H20 (0, l) define ‖u‖V = (A1/2u,A1/2u)L2(0,l). Then since we have proved
the equivalence of E(t) and E˜(t) in Theorem (6.17), it follows that the V norm is equivalent
to the H2(0, l) norm on the space H20 (0, l). Let u ∈ H20 (0, l). Then by the Rayleigh principle
(Au, u)L2(0,l)
(u, u)L2(0,l)
=
‖u‖2V
‖u‖2
L2(0,l)
≥ λ1
and since the norms ‖u‖2V and ‖u′′‖2L2(0,l) are equivalent there exists C > 0 such that
C‖u′′‖2L2(0,l) ≥ ‖u‖2V ≥ λ1‖u‖2L2(0,l). (6.19)
We also have
‖u′‖2L2(0,l) = −
∫ l
0
uu′′dx ≤ ‖u‖L2(0,l)‖u′′‖L2(0,l). (6.20)
by integration by parts. Then the desired inequality follows if we combine (6.19) and (6.20)
with K = 1
C1/4
.
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Now we need to estimate 2
[∫
xu˙u′dx
]T
0
. First observe that∣∣∣∣∫ xu˙u′dx∣∣∣∣ ≤ ∫ |x||u˙||u′|dx
≤ l
∫
|u˙||u′|dx ≤ l‖u˙‖L2(0,l)‖u′‖L2(0,l)
≤ lK
λ
1/4
1
‖u˙‖L2(0,l)‖u′′‖L2(0,l)
≤ lK
2λ
1/4
1
(
‖u˙‖2L2(0,l) + ‖u′′‖2L2(0,l)
)
≤ lK
2λ
1/4
1
E˜(t) ≤ lK
2λ
1/4
1
E(0).
where we used (6.18) and Young’s inequality. Hence
|2
[∫
xu˙u′dx
]T
0
| ≤ 2lK
λ
1/4
1
E(0). (6.21)
Theorem 6.4.1 Let T > 0. There exists C = C(T ) > 0 such that every smooth solution of
(6.12)-(6.14) satisfies the following hidden regularity estimate:
l
∫ T
0
|u′′(l, t)|2dt ≤ C(T )E(0). (6.22)
Proof: By Lemma 6.4.1 and (6.21) we have
l‖u′′(l, t)‖L2(0,T ) ≤
2lK
λ
1/4
1
E(0) +
∫∫ (
u˙2 + 3u′′2
)
+ 2‖J˜‖
∫
(‖u′‖2 + l‖u′‖‖u′′‖)dt
≤ 2lK
λ
1/4
1
E(0) +
∫ (‖u˙‖2 + 3‖u′′‖2)+ 2‖J˜‖ ∫ ( K2
λ
1/2
1
‖u′′‖2 + Kl
λ
1/4
1
‖u′′‖2)dt
≤ 2lK
λ
1/4
1
E(0) +
∫ (
‖u˙‖2 +
(
3 +
2K2‖J˜‖
λ
1/2
1
+
2Kl‖J˜‖
λ
1/4
1
)
‖u′′‖2
)
dt
≤ C(T )E(0)
where
C(T ) = max
(
2lK
λ
1/4
1
,
(
3 +
2K2‖J˜‖
λ
1/2
1
+
2Kl‖J˜‖
λ
1/4
1
)
T
)
.
Consequently, the mapping (u0, u1)→ u′′(l, t) is continuous from X to L2loc(R).
6.4.2 Observabiltiy estimate
In this section we use the estimate proved in Theorem (6.4.1) to show the existence of weak
solutions of the non-homogenous problem (6.9)-(6.11). First we multiply (6.12) by the solution
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z of the non-homogenous problem (6.9) and integrate by parts.∫∫ (
u¨+ u′′′′ +
(
J˜u′
)′)
z =
[∫
(u˙z − uz˙) dx
]T
0
+
∫∫
uz¨ −
∫
u′′(l, t)g(t)dt+
∫∫
uz′′′′ −
∫∫
J˜u′z′
and so ∫ (
u˙(T )z(T )− u(T )z˙(T ) + u0z1 − u1z0) dx = ∫ u′′(l, t)g(t)dt.
Now define a linear operator LT on X by
LT (u
0, u1) =
〈
(−z1, z0), (u0, u1)〉X ′,X + ∫ T
0
u′′(l, t)g(t)dt.
Then the identity (6.23) can be written as
LT (u
0, u1) = 〈(−z˙(T ), z(T )), (u(T ), u˙(T ))〉X ′,X . (6.23)
This identity is the basis of our definition of a weak solution of (6.9)-(6.11).
Definition 6.4.1 We say that (z, z˙) is a solution of (6.9)-(6.11) if (z˙, z) ∈ C ([0, T ],X ′) and
(6.23) is satisfied for all T ∈ R and for all (u0, u1) ∈ X .
Theorem 6.4.2 Given (z1, z0) ∈ X ′ and g(t) ∈ L2[0, T ], the problem (6.9)-(6.11) has a unique
solution in C ([0, T ],X ′).
Proof: Clearly LT is continuous in X for every T ∈ R. Moreover,
(u(T ), u˙(T )) 7→ (u0, u1)
is an isomorphism of X onto itself because of the conservation of energy. Therefore the linear
form
(u(T ), u˙(T )) 7→ LT (u0, u1)
is also bounded on X . Hence, By Riesz - Representation Theorem, there exists a unique pair
(z(T ), z˙(T )) ∈ X ′ satisfying (6.23) and |LT (u0, u1)| = ‖(z(T ), z˙(T ))‖X ′ .
To obtain an observability estimate we show that if J˜ is sufficiently small, then
∫
u′′(l, t)g(t)dt
dominates the energy. We bound the terms in (6.18) from below as follows.
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From the estimate (6.21) we have
2
[∫
xu˙u′dx
]T
0
≥ −2lK
λ
1/4
1
E(0).
From conservation of energy and (6.17)∫∫ (
u˙2 + 3u′′2
) ≥ TE˜(t) ≥ T
F2
E(0)
and ∣∣∣∣−2∫∫ (J˜u′)(xu′)′∣∣∣∣ ≤ 2∫∫ |(J˜u′)|(|u′|+ |x||u′′|)
≤ 2l
∫
‖J˜‖
(
‖u′‖2L2(0,l) + ‖u′‖L2(0,l)‖u′′‖L2(0,l))
)
dt
≤ 2l‖J˜‖
∫ (
K2
λ
1/2
1
+
Kl
λ
1/4
1
)
‖u′′‖2L2(0,l)dt
≤ 2lT‖J˜‖
(
K2
λ
1/2
1
+
Kl
λ
1/4
1
)
E(0).
Therefore
2
∫∫
(J˜u′)(xu′)′ ≥ −2lT‖J˜‖
(
K2
λ
1/2
1
+
Kl
λ
1/4
1
)
E(0).
Combining these three estimates with (6.18) gives
l
∫ T
0
u′′2(l, t)dt ≥
(
TF − 2lK
λ
1/4
1
)
E(0)
where
F =
1
F2
− 2l‖J˜‖
(
K2
λ
1/2
1
+
Kl
λ
1/4
1
)
.
Theorem 6.4.3 (Observability Estimate): Let ‖J˜‖ be sufficiently small so that F > 0 and let
T > T0 =
2lK
Fλ
1/4
1
. (6.24)
Then there exists c > 0 such that every smooth solution u of (6.12)-(6.14) satisfies the following
observability estimate: ∫ T
0
|u′′(l, t)|2dt ≥ cE(0). (6.25)
Remark 6.4.1 With the same assumptions of above theorem∫ T
0
u′′2(l, t)dt
defines a norm equivalent to the energy norm ‖ · ‖X .
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6.5 Exact controllability
We first apply HUM to derive an exact controllability result on a sufficiently large time
interval.
Remark 6.5.1 Since the semigroup in Theorem 6.3.1 is actually a group, exact controllability
follows from controllability to the origin: (z1T , z
0
T ) = (0, 0).
Theorem 6.5.1 Assume T > T0, ‖J˜‖ is sufficiently small and F > 0. Then the system (6.9)-
(6.11) is controllable to 0 on X ′.
Proof of Theorem 6.5.1: To apply HUM we seek the controls of the form g(t) = u′′(l, t)
where u is the solution of (6.12)-(6.14) for a suitable choice of (u0, u1) ∈ X . By Theorem 6.4.1 for
any given (u0, u1) ∈ X the problem (6.12)-(6.14) has a unique solution with u′′(l, t) ∈ L2[0, T ],
and the mapping
(u0, u1) 7→ u′′(l, t)
is continuous from X into L2[0, T ].
For convenience we rewrite the problem (6.9)-(6.10) with g(t) = u′′(l, t):
z¨ + z′′′′ +
[
J˜z′
]′
= 0, (6.26)
z(0, t) = z(l, t) = z′(0, t) = 0, z′(l, t) = u′′(l, t). (6.27)
But instead of (6.11) we consider zero data at time T,
z(x, T ) = 0, z˙(x, T ) = 0. (6.28)
By Theorem 6.4.2 we deduce that the problem (6.26)-(6.28) has a unique solution satisfying
(z˙(0), z(0)) ∈ X ′. Hence the map
Λ : X 7→ X ′, Λ(u0, u1) = (z˙(0),−z(0))
is continuous from X into X ′. Furthermore, if (u0, u1) is such that (z(0), z˙(0)) = (z0, z1) then
the control g(t) = u′′(l, t) drives the system (6.9)-(6.11) to rest in time T. Therefore, Theorem
6.5.1 will be proved if we show the surjectivity of the map Λ.
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Obviously Λ is a bounded linear map by Lax-Milgram Theorem. Applying the Lax-Milgram
theorem, it suffices to show the existence of a constant c > 0 such that
〈
Λ(u0, u1), (u0, u1)
〉
X ′,X ≥ c‖(u0, u1)‖2e (6.29)
for every (u0, u1) ∈ X. Let (u0, u1) ∈ X .
For the choice of g(t) = u′′(l, t) in (6.23) we have
0 =
∫ (
z(0)u1 − z˙(0)u0) dx+ ∫ u′′2(l, t)dt
consequently 〈
Λ(u0, u1), (u0, u1)
〉
X ′,X =
∫ T
0
u′′2(l, t)dt.
Thus by Theorem 6.4.3, (6.29) holds with the same constant c given in (6.25). This completes
the proof of Theorem 6.5.1.
An additional argument is needed to show exact controllability in time ε > 0, as stated in
Theorem 6.2.1. The same approach described in Chapters 5,6 [27] for a Petrovsky system can
be applied here. The approach is based on the theory of Riesz sequences, in particular upon
Theorem 5.2 in [27] which is a generalization of a result of Haraux [25]. We sketch the main
idea.
Operator A has eigenvalues
0 < λ1 ≤ λ2 ≤ . . . ≤ λk →∞
and associated orthogonal eigenvectors ek. Let Mk = span{ej ; j = 1, 2, . . . , k}. Assume that u
in the hypothesis of Lemma 6.4.2 also satisfies u ∈M⊥k . Then one can verify that the statement
of Lemma 6.4.2 stays valid with λ1 replaced by λk (with the same constant K).
In other words, if u ∈ H20 (0, l)∩M⊥k , then there exists K > 0 (independent of k) for which
‖ u′‖L2(0,l) ≤ Kλ−1/4k ‖u′′‖L2(0,l). (6.30)
Application of this stronger estimate leads to a stronger observability result. Namely if the
initial data (u0, u1) ∈M⊥k then
l
∫ T
0
|u′′(l, t)|2dt ≥
(
FT − 2lK
λ
1/4
k
)
E(0). (6.31)
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Since (under the hypothesis of Theorem 6.4.3) F > 0, it follows that for any ε > 0 there exists
k ∈ N and δ > 0 such that if (u0, u1) ∈M⊥k then∫ ε
0
|u′′(l, t)|2dt ≥ δE(0). (6.32)
We can now apply Theorem 5.2 as described in Chapter 6 of [27] for the Petrovsky system. We
conclude that for any T > ε there exists δ1 > 0 such that for all (u
0, u1) ∈ X∫ T
0
|u′′(l, t)|2dt ≥ δ1E(0). (6.33)
Finally Theorem 6.2.1 holds by HUM.
6.6 Conclusions
In this chapter we described an abstract beam system that has the same fundamental
mathematical properties as the the Mead-Markus beam [42], [41] and the multilayer Mead-
Markus beam [14], [15]. We proved the exact boundary controllability of the abstract system
in an arbitrarily small time T > 0. Our same approach can be applied to other boundary
conditions,e.g., hinged boundary conditions. The main exact controllability result we obtained
(Theorem 6.2.1) requires a condition (‖J˜‖ sufficiently small) which restricts the size of the
parameters. In application to either Mead-Marcus model or multilayer Mead-Marcus model
this condition will hold for beams in which the net bending stiffness is large in comparison to
the shear stiffnesses of the compliant layers. Estimates of these restrictions can be obtained
from our proof, as it is a direct argument. Here we have considered the undamped case. A
slightly different abstract formulation is needed if one wishes to consider the damped case. This
is a topic of future research.
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APPENDIX A. Beam and plate models
In this section, we provide some background and derivation of beam and plate models used
in this thesis. Much of the chapter is adapted from [9], [14], [31].
A.1 Kirchhoff model
Let x be a point in space identified with the rectangular coordinate system (x1, x2, x3),
i.e., x = x(x1, x2, x3). Consider a plate that occupies a region Q := Ω × (−h/2, h/2) with a
boundary Γ0 and γ1 such that Γ = Γ0 ∪ Γ1 and Γ0 ∩ Γ1 = ∅, and Ω is a bounded and smooth
domain on the x1x2 plane, h is the thickness of the plate. By classical Kirchhoff thin plate
theory, the middle surface of the plate can be used to represent the three-dimensional plate in
two dimensional form with the following assumptions:
(i) straight lines normal to the mid-surface remain straight after deformation,
(ii) straight lines normal to the mid-surface remains normal after the deformation
(iii) the thickness h of the plate does not change during a deformation.
The displacement field for the Kirchhoff model is given by
U1 = u1 − x3u3,1,
U2 = u2 − x3u3,2,
U3 = u3.
where ui = ui(x1, x2, 0), i = 1, 2 represent in-plane displacements of middle surface, and
u3 = u3(0, 0, x3) represents the displacement of the middle surface in x3 direction. We denote
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ui,j =
∂ui
∂xj
and ui,jk =
∂2ui
∂xj∂xk
. The stress tensor E characterizes the changes of lengths of the
plate under small deformations. It is the symmetric part of the displacement gradient ∇U, i.e.,
E =
1
2
[
(∇U)T +∇U] (A.1)
=

u1,1 − x3u3,11 12 (u1,2 + u2,1)− x3u3,12 0
1
2 (u1,2 + u2,1)− x3u3,12 u2,2 − x3u3,22 0
0 0 0
 .
where Eii denotes normal strains and therefore the unit elongations for an element in xi−
direction, Eij gives the decrease in angle between two elements initially in xi and xj directions.
We assume that our plate is homogenous and isotropic. The corresponding elastic stress field
T is given by
Tij = λEii + 2µEij (A.2)
where λ and µ are called Lame’s coefficients, specifically µ is also called shear modulus, and
they are defined by
λ =
νE
(1 + ν)(1− 2ν) , µ =
E
2(1 + ν)
(A.3)
where E is Young’s modulus and ν is Poisson’s ratio. Here the upper limit of Poisson’s ratio is
1/2 since if ν → 1/2, then Eii = 1−2νE Tii → 0. That means, the material is incompressible and
hydrostatic compression Eii results in an increase in volume. For the plate theory we always
assume that T33 is negligible compared to other stresses. Therefore, we assume that
T33 = 0. (A.4)
Therefore by using (A.1),(A.2) and (A.4) we have
E33 = − ν
1− ν (E11 + E22).
and
T11 =
E
1− ν2 (E11 + νE22),
T22 =
E
1− ν2 (νE11 + E22),
T33 = 0,
Tij =
E
1 + ν
Eij , i 6= j. (A.5)
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The stored energy function P or strain energy function is a positive definite function of the
strain components and it is defined by
P = 1
2
∫ h/2
−h/2
∫
Ω
TijEijdx. (A.6)
Using (A.5) yields
P = E
2(1− ν2)
∫ h/2
−h/2
∫
Ω
{
E211 + E
2
22 + 2νE11E22 + 2(1− ν)(E212 + E213 + E223)
}
dx
=
E
2(1− ν2)
∫ h/2
−h/2
∫
Ω
{
U21,1 + 2νU1,1U2,2 + U
2
2,2
+
1− ν
2
{
(U1,2 + U2,1)
2 + (U1,3 + U3,1)
2 + (U2,3 + U3,2)
2
}}
dx
=
E
2(1− ν2)
∫ h/2
−h/2
∫
Ω
u21,1 + 2νu1,1u2,2 + u
2
2,2 +
1− ν
2
(u1,2 + u2,1)
2 dx
− E
(1− ν2)
∫ h/2
−h/2
∫
Ω
x3 [u1,1(u3,11 + νu3,22) + u2,2(u3,11 + νu3,22)] dx
+
E
2(1− ν2)
∫ h/2
−h/2
∫
Ω
x3
3
{
u23,11 + u
2
3,22 + 2νu3,11u3,22 + 2(1− ν)u23,12
}
dx.
After integrating by parts in x3, we get
P = E
2(1− ν2)
∫
Ω
{
u21,1 + 2νu1,1u2,2 + u
2
2,2 +
1− ν
2
(u1,2 + u2,1)
2
}
dx1dx2
+
D
2
∫
Ω
{
u23,11 + u
2
3,22 + 2νu3,11u3,22 + 2(1− ν)u23,12
}
dx1dx2
where D = Eh
3
12(1−ν2) is the modulus of flexural rigidity, and the first integral above is the strain
energy Ps, and the second integral is the bending energy Pb. Therefore we write P = Ps + Pb.
The kinetic energy of the plate is
K = ρ
2
∫ h/2
−h/2
∫
Ω
{
U˙21 + U˙
2
2 + U˙
2
3
}
dx
=
ρ
2
∫ h/2
−h/2
∫
Ω
{
u˙21 + u˙
2
2 + u˙
2
3 + x
2
3(u˙
2
3,1 + u˙
2
3,2)− 2x3(u˙1u˙3,1 + u˙2u˙3,2)
}
dx
=
ρh
2
∫
Ω
{
u˙21 + u˙
2
2
}
dx1dx2 +
ρh
2
∫
Ω
{
u˙23 +
h2
12
(u˙23,1 + u˙
2
3,2)
}
dx1dx2
=
ρh
2
∫
Ω
{
u˙21 + u˙
2
2
}
dx1dx2 +
ρh
2
∫
Ω
{
u˙23 +
h2
12
|∇u˙3|2
}
dx1dx2
where dot denotes the derivative with respect to time and ρ denotes the density of the plate
per unit volume, the first integral above represents the kinetic energy for stretching Ks, and the
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second integral represents the kinetic energy for bending Kb. Therefore K = Ks +Kb. Assume
that the plate is subjected to distributed forces (f˜1, f˜2, f˜3) in x1, x2, and x3 directions, and
boundary forces (g˜1, g˜2, g˜3) in x1, x2, and x3 directions. The work done on the plate due to
these forces is
W =
∫ h/2
−h/2
∫
Ω
f˜iUidx+
∫ h/2
−h/2
∫
Γ
g˜iUids. (A.7)
where Γ = ∂Ω. The total distributed loads and moments applied on the upper and lower
surfaces of the plate are
fi(x1, x2) =
∫ h/2
−h/2
f˜idx3, gi(x1, x2) =
∫ h/2
−h/2
g˜idx3
Mi(x1, x2) =
∫ h/2
−h/2
f˜ix3dx3, mi(x1, x2) =
∫ h/2
−h/2
g˜ix3dx3. (A.8)
Assuming that f˜1 and f˜2 are independent of x3, then (A.8) reduces to
fi(x1, x2) = hf˜i, gi(x1, x2) = hg˜i, Mi = 0, mi = hg˜i, i = 1, 2.
Now the expression for work for bending and stretching respectively is
Ws =
∫
Ω
(f1u1 + f2u2)dx1dx2 +
∫
Γ
(g1u1 + g2u2)dΓ
Wb =
∫
Ω
f3u3dx1dx2 +
∫
Γ
(g3u3 −m1u3,1 −m2u3,2)dΓ
Therefore, the total work done isW =Wb+Ws. The Lagrangian for the bending and stretching
are
Ls =
∫ T
0
{Ks +Ws − Ps} dt
Lb =
∫ T
0
{Kb +Wb − Pb} dt.
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A.1.1 Equation of motion
Let n = (n1, n2) be the exterior unit normal vector and τ = (−n2, n1) the unit tangent
vector. We have the following relations:
∂u
∂n
= w,n = n1w,1 + n2w,2
∂u
∂τ
= w,τ = −n2w,1 + n1w,2
∂2u
∂n2
= w,nn = n
2
1w,11 + 2n1n2w,12 + n
2
2w,22
∂2u
∂n∂τ
= w,nτ = (n
2
1 − n22)w,12 − n1n2(w,11 − w,22)
∂2u
∂τ2
= w,ττ = n
2
2w,11 − 2n1n2w,12 + n21w,22,
and we have the following equalities by using the Green’s theorem:∫
Ω
2u,12v,12 − u,11v,11 − u,22v,22dx1dx2 =
∫
Γ
u,τnv,τ − v,nu,ττdΓ. (A.9)
We assume that our plate is clamped to the wall from Γ0 portion of the boundary condition,
i.e.,
w =
∂w
∂n
= 0 on Γ0. (A.10)
We consider only the transverse vibrations of the plate. Therefore only Lb = Lb(u3) is our
interest throughout the following calculations. For simplicity, let u3 := w. Now define the
bilinear forms
a(w, wˆ) = D
∫
Ω
{w,11wˆ,11 + w,22wˆ,22 + ν(w,11wˆ,22 + w,22wˆ,11)
+2(1− ν)w,12wˆ,12} dx1dx2
c(w, wˆ) = ρh
∫
Ω
{
wwˆ +
h2
12
∇w · ∇wˆ
}
dx1dx2. (A.11)
We use a variational approach to obtain the equation of motion. That is, the first variation
δLb of Lb satisfies δLb = 0, i.e.,
lim
ε→0
Lb(w + εwˆ)− Lb(w)
ε
= 0. (A.12)
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Consider the variation wˆ such that wˆ satisfies the boundary conditions (A.10) and initial
conditions :
wˆ(0) = wˆ(T ) = w˙(0) = ˙ˆw(T ) = 0 (A.13)
Therefore, (A.12) becomes
0 =
∫ T
0
{
ρh
∫
Ω
(
w˙ ˙ˆw +
h2
12
∇w˙ · ∇ ˙ˆw
)
dx1dx2
+
∫
Ω
f3wˆdx1dx2 +
∫
Γ
(g3wˆ −m1wˆ,1 −m2wˆ,2)dΓ
+D
∫
Ω
(w,11wˆ,11 + w,22wˆ,22 + 2ν (w,11wˆ,22 + wˆ,11w,22) + 2(1− ν)w,12wˆ,12) dx1dx2
}
dt
=
∫ T
0
{
c(w˙, ˆ˙w)− a(w, wˆ) +
∫
Ω
f3wˆdx1dx2 +
∫
Γ
(g3wˆ −m1wˆ,1 −m2wˆ,2)dΓ
}
dt.
After integrating by parts and by using (A.9) we get
0 =
∫ T
0
{
ρh
∫
Ω
(
w¨wˆ − h
2
12
∆w¨wˆ
)
dx1dx2 +
∫
Ω
f3wˆdx1dx2 +
∫
Γ
(g3wˆ −m1wˆ,1 −m2wˆ,2)dΓ
+D
∫
Ω
(
∆2wwˆ + 2ν (w,11wˆ,22 + wˆ,11w,22) + 2(1− ν)w,12wˆ,12
)
dx1dx2
−ρh
3
12
∫
Γ1
∂ ¨ˆw
∂n
dΓ +D(1− ν)
∫
Γ1
(wˆ,nB1w + wˆB2w) dΓ
+D
∫
Γ1
(wˆ,n∆w + wˆ(∆w),nw) dΓ
}
dt (A.14)
and therefore A.14 yields∫ T
0
∫
Ω
(
ρhw¨ − ρh
3
12
∆¨w +D∆2w
)
wˆdx1dx2dt = 0
with ∫ T
0
∫
Γ1
(∆w + (1− ν)B1w) wˆ,ndΓdt = 0∫ T
0
∫
Γ1
((∆w),n + (1− ν)B2w)w,ndΓdt = 0
where
B1w = 2n1n2w,12 − n21w,22 − n22w,11,
B2w =
[
(n21 − n22)w,12 + n1n2(w,22 − w,11)
]
,τ
. (A.15)
131
Since the variation wˆ is arbitrary we are led to the following boundary value problem describing
transversal vibrations of the Kirchhoff plate:
ρhw¨ − ρh
3
12
∆¨w +D∆2w = f3, (x, t) ∈ Q× [0, T ] (A.16)
with the following sets of boundary conditions
∆w + (1− ν)B1w = −(n1m1 + n2m2), on Γ1 × [0, T ],
D[(∆w),n + (1− ν)B2w]− ρh
3
12
w¨,n = (n2m1 − n2m2),τ − g3, on Γ1 × [0, T ],
w = w,n = 0, on Γ0 × [0, T ],
w(0) = w0, w˙(0) = w1, in Ω. (A.17)
Remark A.1.1 We could also use hinged boundary conditions on Γ0 instead of clamped bound-
ary condition. Then we could get
w = 0, ∆w + (1− ν)B1w = 0, on Γ1 × [0, T ].
Note that if the rotary inertia term ∆¨w in (A.16) is dropped, we have the classical Euler-
Bernoulli plate model.
A.2 Rayleigh beam model
Let
Q = (0, l)× (0, r)× (0, h). (A.18)
The main difference between the beam and plate models is that for the beam models we assume
that two dimensions of the beam are relatively small with respect to the other dimension, i.e.
h and r are relatively smaller. Therefore, we consider the beam version of the Kirchhoff plate
model, which is known as the Rayleigh beam model. For simplicity, we set external forces to
be zero. In this case, (A.14) takes the following form
0 =
∫ T
0
{∫ l
0
(
ρhw¨ − ρh
3
12
w¨′′ +Dw′′′′
)
wˆdx+
[
(Dw′′′ − ρh
3
12
w¨′)wˆ + w′′wˆ′
]l
0
}
dt. (A.19)
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Thus, we get the following initial-boundary value problem describing the transverse vibrations
of the beam:
ρhw¨ − ρh
3
12
w¨′′ +Dw′′′′ = 0, (x, t) ∈ Q× [0, T ] (A.20)
with the following set of initial and boundary conditions

w = w′ = 0, on Γ0 × [0, T ],
w′′ = 0, Dw′′′ − ρh
3
12
w¨′ = 0 on Γ1 × [0, T ],
w(0) = w0, w˙(0) = w1, in Ω (A.21a)
where prime denotes differentiation with respect to x. Note that, in this case, we automatically
have B1w = B2w = 0 in (A.15). Note also that the case we considered above is for clamped-free
boundary conditions. One can consider other boundary conditions. Here are some of them:
w(x, t)|x=0,l = w′(x, t)
∣∣
x=0,l
= 0, (clamped-clamped)
w(x, t)|x=0,l = w′′(x, l)
∣∣
x=0,l
= 0, (hinged-hinged)
w(x, t)|x=0,l = 0, w′(0, t) = w′′(l, t) = 0, (clamped-hinged)
w′′(x, t)
∣∣
x=0,l
= Dw′′′(x, t)− ρh
3
12
w¨′(x, t)
∣∣∣∣
x=0,l
= 0, (free-free)
w′(x, t)
∣∣
x=0,l
= w′′′(x, t)
∣∣
x=0,l
= 0, (sliding).
(A.22a)
(A.22b)
(A.22c)
(A.22d)
(A.22e)
All of the different set of boundary conditions above for w are obtained by changing the
boundary conditions (A.19) given initially for wˆ on Γ0. For example, if we take wˆ(0, t) =
wˆ(l, t) = 0, together with w′′(0, t) = w′′(l, t) = 0, we fall into the case of hinged-hinged boundary
conditions (A.22b). If we take wˆ′(0, t) = wˆ′(l, t) = 0 and together with w′′′(0, t) = w′′′(l, t) = 0,
we fall into the case of sliding boundary conditions (A.22e).
A.3 Undamped sandwich beam models
Consider a sandwich beam which is a set of n = 2m + 1 beams with different thicknesses
h1, h2, . . . h2m+1, and each beam occupy the region Q = Ω× h =
2m+1⋃
i=1
Qi where
Qi := Ω× (zi−1, zi), hi = zi − zi−1 i = 1, . . . , 2m+ 1,
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where 0 = z0 < z1 < z2 < z3 < . . . < z2m+1 = h. The beams with odd indices are the “stiff”
layers and the ones with even indices are the “compliant” (less stiff) layers. We assume that
transverse displacements are assumed to be independent of x3. For simplicity, we denote w(x)
the transverse displacements at any point x ∈ Ω. Here are the main assumptions :
(i) layers are bonded perfectly so that no slip occurs between the layers,
(ii) Kirchhoff assumptions apply to stiff layers, i.e.,straight lines normal to the mid-surface
remain normal to the mid-surface after deformation. In other words, no shear occurs
within the stiff layers.
(iii) complaint layers allow shear and longitudinal displacements within each layer vary linearly
with respect to x3,
(iv) transverse displacements within each layer is constant with respect to x3.
A.3.1 Other assumptions
Let (U1, U2, U3) be the displacement field at the point (x1, x2, x3) ∈ Q when the beam is
in equilibrium. Based on the beam assumption, as in the Rayleigh beam case, we assume that
U2 = 0, and all displacements are assumed to be independent of x2−coordinate. In addition
to that, we assume that the displacement U3 is x3 direction is only a function of x1, i.e.,
U3 = U3(x1). For simplicity, we denote U3 = w(x1). For all x1 ∈ (0, l), we define
ui(x1) = U1(x1, 0, zi), i = 1, 2, . . . , 2m+ 1.
We also define
ψi(x1) =
ui − ui−1
hi
, ϕi(x1) = ψ
i + w′, vi(x1) =
ui−1 − ui
2
, (A.23)
and set
ψ = (ψ1, . . . , ψ2m+1)T, ϕ = (ϕ1, . . . , ϕ2m+1)T, vi = (v1, . . . , v2m+1)T
where prime denotes the differentiation with respect to x1. In the above the component ψ
i
represents the total rotation angle of the deformed filament within the ith layer in x1x3 plane.
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The component ϕi represents the shear angles within the ith layer based on the small angle
approximation. The component vi represents the stretching (longitudinal displacements) within
the ith layer.
We need a notation to describe the even and odd indexed rows of a vector. The vectors ϕO
and ϕE are defined by
ϕO = (ϕ1, ϕ3, . . . ϕ2m+1)
T , ϕE = (ϕ2, ϕ4, . . . ϕ2m)
T
for a given vector ϕ. Since we assumed in (ii) that shear is not allowed for the stiff layers we
obtain ϕO = 0 and therefore ψO = −~1Ow′. Similarly, ϕE = ψE + ~1Ew′. Here the vectors ~1O
and ~1E are the column vectors of m+ 1 and m ones.
Now let zˆ = zi−1−zi2 be the center point of ith layer. Then we have following displacement
field for the ith layer of Mead-Marcus sandwich beam :
U1(x1, x2, x3) = v
i(x1) + (x3 − zˆi)ψi(x1), zi−1 < x3 < zi
U3(x1, x2, x3) = w(x1), zi−1 < x3 < zi.
Note that displacement U1 is determined only by v
i, ψi and w. Therefore the strain tensor for
the ith layer is
Ei =

vi
′
+ (x3 − zˆi)ψi′ 0 12ϕi
0 0 0
1
2ϕ
i 0 0
 . (A.24)
We also assume that T33 is negligible, i.e., therefore the stress tensor for the ith layer is
Ti11 =
Ei
1− ν2i
Ei11, T
i
13 = 2GiE
i
13,T
i
31 = 2GiE
i
31. (A.25)
where Gi =
E
2(1+ν)E13 represents the transverse shear modulus, Ei represents the in-plane
Young modulus, νi represents in-plane Poisson’s ratio for the ith layer. Since we don’t allow
shear for the stiff layer (odd indexed layers) we have Gi = 0 for i = 1, 3, . . . , 2m+ 1.
The potential energy function P of the multilayer beam is the sum of the potential energies
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of each layer and it is defined by
P =
2m+1∑
i=1
Pi = 1
2
∫ zi
zi−1
∫ r
0
∫ l
0
TiklE
i
kldx1dx2dx3
=
r
2
∫ zi
zi−1
∫ l
0
(
Ei
1− ν2i
(Ei11)
2 + 4Gi(E
i
13)
2
)
dx1dx3
=
r
2
∫ zi
zi−1
∫ l
0
(
Ei
1− ν2i
(vi
′
+ (x3 − zˆi)ψi′)2 +Gi(ϕi)2
)
dx1dx3
=
r
2
∫ l
0
(
12Dihi(v
i′)2 +Dih3i (ψ
i′)2 + hiGi(ϕi)2
)
dx
where Di =
Eih
3
i
12(1−ν2i )
is the flexural rigidity for the ith layer, hiGi is the modulus of elasticity
in shear for the middle layers. Similarly, the kinetic energy K of the beam is defined by
K =
2m+1∑
i=1
Ki = 1
2
∫ zi
zi−1
∫ r
0
∫ l
0
ρi
(
U˙21 + U˙
2
2 + U˙
2
3
)
dx1dx2dx3
=
1
2
∫ zi
zi−1
∫ r
0
∫ l
0
ρi
(
(v˙i,1 + (x3 − zˆi)ψ˙i,1)2 + w˙′2
)
dx1dx2dx3
=
r
2
∫ l
0
ρihi(w˙)
2 +
ρih
3
i
12
(ψ˙i)2 + ρihi(v˙
i)2dx1
where ρi is density of ith beam per unit volume. It is convenient to define the potential and
kinetic energies in terms of bilinear forms. First we define
h = diag(h1, h2, . . . h2m+1), D = diag(D1, D2, . . . D2m+1)
p = diag(ρ1, ρ2, . . . ρ2m+1), G = diag(G1, G2, . . . G2m+1).
If θ and ξ are matrices in Rlm, by θ · ξ we mean the scalar product in Rlm. We also denote
(θ, ξ)Ω =
∫
Ω
θ · ξdx, (θ, ξ)Γ =
∫
Γ
θ · ξdΓ
where Ω = (0, l) and Γ = {0, l} since we assumed that the displacements in x2 directions are
all neglected. Define the bilinear forms
a((ψ, v, ϕ)T, (ψˆ, vˆ, ϕˆ)T) = (Dh3ψ′, ψˆ′)Ω + 12(Dhv′, vˆ′)Ω + (Ghϕ, ϕˆ)Ω (A.26)
c((ψ, v, ϕ)T, (ψˆ, vˆ, ϕˆ)T) = (p · hw, wˆ)Ω + 1
12
(ph3ψ, ψˆ)Ω + (phv, vˆ)Ω (A.27)
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The potential and the kinetic energies can be written in terms of the bilinear forms as the
following
P = r
2
a((ψ, v, ϕ)T, (ψ, v, ϕ)T), K = r
2
c((ψ˙, v˙, ϕ˙)T, (ψ˙, v˙, ϕ˙)T). (A.28)
Remark A.3.1 We have totally 2m+1 beams and for each beam we have three state variables,
ψi, vi, ϕi. Therefore we have totally 3× (2m+ 1) state variables. However, we show that some
state variables are linearly dependent. Therefore we end up having only w and vO as the state
variables. To see this, we first use (A.23) to get
ui =
hiw
′ + 2vi
2
, ui−1 =
−hiw′ + 2vi
2
, i = odd.
and
ϕi =
ui − ui−1
hi
+ w′, i = even.
These imply that for i = 2
ϕ2 =
u2 − u1
h2
+ w′ =
h3w′−2v3−2v1+h1w′
2
h2
+ w′ =
−v1 + v3
h2
+
h1 + h3 + 2h2
2h2
w′,
ψ2 =
u2 − u1
h2
+ w′ =
h3w′−2v3−2v1+h1w′
2
h2
+ w′ =
−v1 + v3
h2
+
h1 + h3
2h2
w′,
v2 =
v1 + v3
2
+
h3 − h1
4
w′,
and for i = 2k
ϕ2k =
−v2k−1 + v2k+1
h2k
+
h2k−1 + h2k+1 + 2h2k
2h2k
w′,
ψ2k =
−v2k−1 + v2k+1
h2k
+
h2k−1 + h2k+1
2h2k
w′,
v2k =
v2k−1 + v2k+1
2
+
h2k+1 − h2k−1
4
w′.
Therefore we can write
hEϕE = BvO + hENw
′,
hEψE = BvO +AhO~1Ow
′,
vE = AvO +
1
4
BhO~1Ow
′ (A.29)
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where N = h−1E AhO~1O +~1E and A = (aij) and B = (bij) are m× (m+1) matrices with entries
aij =
 1/2, if j = i orj = i+ 10, otherwise , bij =
 (−1)
i+j+1, if j = i orj = i+ 1
0, otherwise.
Now we redefine the bilinear forms (A.26) and (A.27) as the functions of w, vO, wˆ, vˆO by using
(A.29):
a˜((w, vO)
T, (wˆ, vˆO)
T) = (Dh3ψ′, ψˆ′)Ω + 12(Dhv′, vˆ′)Ω + (Ghϕ, ϕˆ)Ω
= (DOh
3
Oψ
′
O, ψˆ
′
O)Ω + 12(DOhOv
′
O, vˆ
′
O)Ω + (DEh
3
Eψ
′
E , ψˆ
′
E)Ω
+12(DEhEv
′
E , vˆ
′
E)Ω + (GEhEϕE , ϕˆE)Ω + (GOhOϕO, ϕˆO)Ω
=
(
DOh
3
O1Ow
′′, 1Owˆ′′)Ω + 12(DOhOv′O, vˆ
′
O
)
Ω
+
(
DEhE(Bv
′
O +AhO~1Ow
′′), (Bvˆ′O +AhO~1Owˆ
′′)
)
Ω
+12
(
DEhE(Av
′
O +
1
4
BhO~1Ow
′′), (Avˆ′O +
1
4
BhO~1Owˆ
′′)
)
Ω
+
(
GE(BvO + hENw
′),h−1E (BvˆO + hENwˆ
′)
)
Ω
and similarly,
c˜((w, vO)
T, (wˆ, vˆO)
T) = (p · hw, wˆ)Ω + 1
12
(ph3ψ, ψˆ)Ω + (phv, vˆ)Ω
= (p · hw, wˆ)Ω + 1
12
(pOh
3
OψO, ψˆO)Ω +
1
12
(pEh
3
EψE , ψˆE)Ω
+(pOhOvO, vˆO)Ω + (pEhEvE , vˆE)Ω
= (p · hw, wˆ)Ω + 1
12
(pOh
3
O
~1Ow
′,~1Owˆ′)Ω + (pOhOvO, vˆO)Ω
+
1
12
(
pEhE(BvO +AhO~1Ow
′), (BvˆO +AhO~1Owˆ′)
)
Ω
+
(
pEhE(AvO +
1
4
BhO~1Ow
′), AvˆO +
1
4
BhO~1Owˆ
′
)
Ω
Thus, the potential and the kinetic energies given in (A.28) are rewritten in terms of the bilinear
forms a˜ and c˜ as the following
P = r
2
a((w, vO)
T, (w, vO)
T), K = r
2
c((w˙, v˙O)
T, (w˙, v˙O)
T).
Variational approach as in (A.12) is used the get equations of motion. The Lagrangian (without
external and boundary forces acting on the beam) on (0, T ) is defined by
L(w, vO) =
∫ T
0
2m+1∑
i=1
(Ki − Pi)dt.
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Consider the variation (wˆ, vˆO)
T such that (wˆ, vˆO)
T satisfies the following initial conditions :
wˆ(0) = wˆ(T ) = w˙(0) = ˙ˆw(T ) = 0,
vˆO(0) = vˆO(T ) = ˙ˆvO(0) = ˙ˆvO(T ) = 0. (A.30)
The variation of the Lagrangian is set to zero
lim
ε→0
L(w + εwˆ, vO + εvO)− L(w, vO)
ε
= 0. (A.31)
to get ∫ T
0
(
c((w˙, v˙O)
T, ( ˙ˆw, ˙ˆvO)
T)− a((w, vO)T, (wˆ, vˆO)T)
)
dt = 0. (A.32)
Therefore (A.32) becomes
0 =
∫ T
0
{
(p · hw˙, ˙ˆw)Ω + 1
12
(pOh
3
O
~1Ow˙
′,~1O ˙ˆw′)Ω + (pOhOv˙O, ˙ˆvO)Ω
+
1
12
(
pEhE(Bv˙O +AhO~1Ow˙
′), (B ˙ˆvO +AhO~1O ˙ˆw′)
)
Ω
+
(
pEhE(Av˙O +
1
4
BhO~1Ow˙
′), (A ˙ˆvO +
1
4
BhO~1O ˙ˆw
′)
)
Ω
}
dt
−
(∫ T
0
{(
DOh
3
O1Ow
′′, 1Owˆ′′)Ω + 12(DOhOv′O, vˆ
′
O
)
Ω
+
(
DEhE(Bv
′
O +AhO~1Ow
′′), (Bvˆ′O +AhO~1Owˆ
′′)
)
Ω
+12
(
DEhE(Av
′
O +
1
4
BhO~1Ow
′′), (Avˆ′O +
1
4
BhO~1Owˆ
′′)
)
Ω
+
(
GE(BvO + hENw
′),h−1E (BvˆO + hENwˆ
′)
)
Ω
}
dt
)
.
139
After integrating by parts,
=
∫ T
0
{
−(p · hw¨, wˆ)Ω + 1
12
(~1TOpOh
3
O
~1Ow¨
′′, wˆ)Ω − (pOhOv¨O, vˆO)Ω
− 1
12
(
BTpEhE(Bv¨O +AhO~1Ow¨
′), vˆO
)
Ω
+
1
12
(
~1TOhOA
TpEhE(Bv¨
′
O +AhO~1Ow¨
′′), wˆ
)
Ω
−
(
ATpEhE(Av¨O +
1
4
BhO~1Ow¨
′), vˆO
)
Ω
+
1
4
(
~1TOhOB
TpEhE(Av¨
′
O +
1
4
BhO~1Ow¨
′′), wˆ
)
Ω
}
dt
−
(∫ T
0
{(
1TODOh
3
O1Ow
′′′′, wˆ)Ω − 12(DOhOv′′O, vˆO
)
Ω
−
(
BTDEhE(Bv
′′
O +AhO~1Ow
′′′), vˆO
)
Ω
+
(
~1T0 hOA
TDEhE(Bv
′′′
O +AhO~1Ow
′′′′), wˆ
)
Ω
−12
(
ATDEhE(Av
′′
O +
1
4
BhO~1Ow
′′′), vˆO
)
Ω
+3
(
~1TOhOB
TDEhE(Av
′′′
O +
1
4
BhO~1Ow
′′′′), wˆ
)
Ω
+
(
BTh−1E GE(BvO + hENw
′), vˆO
)
Ω
− (NTGE(Bv′O + hENw′′), wˆ)Ω} dt)+ BT,
and rearranging the similar terms, we obtain
0 =
(
−p · hw¨ +
[
1
12
~1TOpOh
3
O
~1O +
1
12
~1TOhOA
TpEhEAhO~1O +
1
16
~1TOhOB
TpEhEBhO~1O
]
w¨′′
+
[
−1TODOh3O1O +~1T0 hOATDEhEAhO~1O +
3
4
~1TOhOB
TDEhEBhO~1O
]
w′′′′
+
[
1
12
~1TOhOA
TpEhEBv¨
′
O +
1
4
~1TOhOB
TpEhEA
]
v¨′O
+
[
~1T0 hOA
TDEhEB + 3~1
T
OhOB
TDEhEA
]
v′′′O +N
TGE(Bv
′
O + hENw
′′), wˆ
)
Ω
+
([
− 1
12
BTpEhEB −ATpEhEA− pOhO
]
v¨O
+
[
12DOhO +B
TDEhEB + 12A
TDEhEA
]
v′′O
+
[
− 1
12
BTpEhEAhO~1O +
1
4
ATpEhEBhO~1O
]
w¨′
+
[
BTDEhEAhO~1O + 3A
TDEhEBhO~1O
]
w′′′
−BTh−1E GE(BvO + hENw′), vˆO
)
Ω
+ BT. (A.33)
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where the boundary terms (rearranged) are
BT =
(
− 1
12
~1TOpOh
3
O
~1Ow¨
′ + 1TODOh
3
O1Ow
′′′ −NThEGE(BvO + hENw′)
− 1
12
~1TOhOA
TpEhE(Bv˙
′
O +AhO~1Ow˙
′′)− 1
4
~1TOhOB
TpEhE(Av˙
′
O +
1
4
BhO~1Ow˙
′′)
+3~1TOhOB
TDEhE(Av
′′
O +
1
4
BhO~1Ow
′′′)−~1TOhOATDEhE(Bv′′O +AhO~1Ow′′′), wˆ
)
Γ
+
(
−~1TODOh3O1Ow′′
+~1TOhOA
TDEhE(Bv
′
O +AhO~1Ow
′′)− 3~1TOhOBTDEhE(Av′O +
1
4
BhO~1Ow
′′), wˆ′
)
Γ
− (12DOhOv′O
+BTDEhE(Bv
′
O +AhO~1Ow
′′) + 12ATDEhE(Av′O +
1
4
BhO~1Ow
′′), vˆO
)
Γ
. (A.34)
For the time being we also assume that (wˆ, vˆO) is a test function and it vanishes on the boundary
Γ, i.e. BT= 0. Since (wˆ, vO) is arbitrary in (A.33), then we have one PDE for describing the
transversal displacement and (m+ 1) PDEs describing longitudinal displacement respectively:
p · hw¨ −
(
1
12
~1TOpOh
3
O
~1O +
1
12
~1TOhOA
TpEhEAhO~1O +
1
16
~1TOhOB
TpEhEBhO~1O
)
w¨′′
+
(
1TODOh
3
O1O −~1T0 hOATDEhEAhO~1O −
3
4
~1TOhOB
TDEhEBhO~1O
)
w′′′′
−
(
1
12
~1TOhOA
TpEhEB +
1
4
~1TOhOB
TpEhEA
)
v¨′O
−
(
~1T0 hOA
TDEhEB + 3~1
T
OhOB
TDEhEA
)
v′′′O −NTGE(Bv′O + hENw′′) = 0, (A.35)
(
1
12
BTpEhEB +A
TpEhEA+ pOhO
)
v¨O −
(
12DOhO +B
TDEhEB + 12A
TDEhEA
)
v′′O
+
(
1
12
BTpEhEAhO~1O − 1
4
ATpEhEBhO~1O
)
w¨′
−
(
BTDEhEAhO~1O + 3A
TDEhEBhO~1O
)
w′′′ +BTh−1E GE(BvO + hENw
′) = 0. (A.36)
These equations above are all defined for all (x, t) ∈ (0, l) × R+. We can consider different
boundary conditions as the following Note also that the case we considered above is for clamped-
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free boundary conditions. We can also consider other boundary conditions:
w(x, t)|x=0,l = w′(x, t)
∣∣
x=0,l
= 0,
vO(x, t)|x=0,l = 0, (clamped-clamped);
w(x, t)|x=0,l = w′′(x, l)
∣∣
x=0,l
= 0,
v′O(x, t)
∣∣
x=0,l
= 0, (hinged-hinged);
w(x, t)|x=0,l = 0, w′(0, t) = w′′(l, t) = 0,
vO(0, t) = v
′
O(l, t) = 0, (clamped-hinged);
w(x, t)|x=0,l = 0, w′′(0, t) = w′(l, t) = 0,
v′O(0, t) = vO(l, t) = 0, (hinged-clamped).
(A.37a)
(A.37b)
(A.37c)
(A.37d)
We also have the case where we initially assume that wˆ(0, t) = wˆ′(0, t) = vˆO(0, t) = 0. Then we
fall into the clamped-free beam case that[
− 1
12
~1TOpOh
3
O
~1Ow¨
′ + 1TODOh
3
O1Ow
′′′ −NThEGE(BvO + hENw′)
− 1
12
~1TOhOA
TpEhE(Bv˙
′
O +AhO~1Ow˙
′′)− 1
4
~1TOhOB
TpEhE(Av˙
′
O +
1
4
BhO~1Ow˙
′′)
+3~1TOhOB
TDEhE(Av
′′
O +
1
4
BhO~1Ow
′′′)
−~1TOhOATDEhE(Bv′′O +AhO~1Ow′′′), wˆ
]
x=l
= 0, (A.38)
[
−~1TODOh3O1Ow′′ +~1TOhOATDEhE(Bv′O +AhO~1Ow′′)
−3~1TOhOBTDEhE(Av′O +
1
4
BhO~1Ow
′′), wˆ′
]
x=l
= 0, (A.39)
[
12DOhOv
′
O +B
TDEhE(Bv
′
O +AhO~1Ow
′′)
+12ATDEhE(Av
′
O +
1
4
BhO~1Ow
′′), vˆO
]
x=l
= 0. (A.40)
For this case, see [Hansen-Fabiano] for more details. Similarly, we can also consider hinged-free
and free-free cases. Appropriate initial conditions which is compatible with the finite energy
solutions are given by
w(x, 0) = w0, w˙(x, 0) = w1, vO(x, 0) = v
0
O, v˙O(x, 0) = v
1
O. (A.41)
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Now we define the rigidity K(bending stiffness), mass density per length m, moment of inertia
parameter α as the following:
K = 1TODOh
3
O1O, m = p · h, α =
1
12
~1TOpOh
3
O
~1O. (A.42)
A.4 Undamped multilayer Rao-Nakra beam
We assume the ”thin complaint layer” model. That is, we neglect the terms containing DE
and pE . Then it boils down the following initial and boundary value problem:
mw¨ − αw¨′′ +Kw′′′′ −NThEGEhEϕ′E = 0 (A.43)
pOhOv¨O − 12DOhOv′′O +BTGEϕE = 0 (A.44)
with either boundary conditions (A.37a), (A.37b), (A.37c), (A.37d) or the clamped-free bound-
ary conditions
w(0, t) = w′(0, t) = w′′(l, t) = vO(0, t) = v′O(l, t) = 0
−αw¨′(l, t) +Kw′′′(l, t) = 0.
A.5 Damped multilayer Rao-Nakra beam
When the shear damping is included we just need to have the following adjustment
GEϕE → (GEϕE + G˜Eϕ˙E) :
Then the equations of motion are
mw¨ − αw¨′′ +Kw′′′′ −NThE
(
GEϕE + G˜Eϕ˙E
)′
= 0 (A.45)
pOhOv¨O − 12DOhOv′′O +BT
(
GEϕE + G˜Eϕ˙E
)
= 0 (A.46)
with any choice of boundary conditions given above and initial conditions (A.41).
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A.6 Undamped multilayer Mead-Marcus beam
If we also neglect in-plane and rotational inertial of all layers, i.e., v¨O and w¨
′′, in the thin
complaint layer Rao-Nakra model, we get the following:
mw¨ +Kw′′′′ −NThEGEϕ′E = 0 (A.47)
−12DOhOv′′O +BTGEϕE = 0. (A.48)
This model is a very good approximation of Rao-Nakra system for the low frequencies.
A.7 Abstract Mead-Marcus sandwich beam
(A.47) and (A.48) can also be written in the following abstract form:
mw¨ +Kw′′′′ −BTϕ′E = 0 (A.49)
−Cϕ′′E +PϕE = −Bw′′′ (A.50)
where B = hEGEN, C = hEGE and P =
1
12GEBD
−1
O h
−1
O B
TGE . Notice that B is a m × 1
column vector with positive entries, C and P are m ×m invertible, symmetric, and positive
definite matrices. One can also put the viscous damping into consideration. In this case the
equations of motion are
mw¨ +Kw′′′′ −NThE(GEϕ′E + G˜Eϕ˙′E) = 0 (A.51)
−12DOhOv′′O +BT(GEϕE + G˜Eϕ˙E) = 0 (A.52)
with the suitable initial and boundary conditions.
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