Evolutionary Computations in dynamic/uncertain environments have attracted much attention. Studies regarding this research subjects can be classified into four categories: Noise, Robustness, Fitness approximation, and Time-Varying function. In research on Time-Varying function, the tracking property over changes of fitness landscape has been broadly and deeply researched so far. In this paper, instead of tracking new peaks, robust solution to Time-Varying functions is introduced. Moreover, two weighted fitness functions, Exponential Weight and Linear Weight, are proposed. Experiments on modified Branke's benchmark problems on TimeVarying function reveal the effectiveness of the weighted approaches.
INTRODUCTION
Because of the population/probabilistic search of Evolutionary Computations, dynamic/uncertain environments are one of the most important application areas of Evolutionary Computations. Robustness and Time-Varying function are key subtopics of studies of Evolutionary Computations on dynamic/uncertain environments. In general, ro-bust solutions are needed if design variables are subject to be under perturbations. In this case, in order to evaluate the fitness of individuals precisely, several fitness samplings are required. On the other hand, Time-Varying function is often formulated by a temporal series of deterministic functions. Evolutionary Computation studies based on Time-Varying function try to yield new algorithms which can always pursue optimal peaks moving in design variable space. Now, suppose that acquired design variable values are manipulated by human. Dynamic solutions by such tracking Evolutionary Computations will confuse the human operator even if he/she is expert of domain tasks.
In this paper, a novel problem class on dynamic/uncertain environments for Evolutionary Computation is introduced, i.e., robust solutions on Time-Varying function. In this problem class, instead of tracking optimal peaks, a static solution, which may not be optimal but performs well at any time steps, is provided by Evolutionary Computations. In order to acquire such solutions, three fitness functions are introduced in this paper: Naive Evaluation, ExponentialWeighted Fitness, and Linear-Weighted Fitness. Experiments on modified Branke's benchmark problems of TimeVarying function confirm the effectiveness of the weighted approaches.
This paper is organized as follows: The next section briefly introduces two topics of Evolutionary Computation studies in Dynamic/Uncertain Environments: Robustness and Time-Varying Function. Section 3 introduces robust solutions on Time-Varying function and fitness function for them. Experimentations on Branke's benchmark problems are examined in section 4. Next, future works are summarized by referring to related works. Finally, this paper is concluded.
ECS IN DYNAMIC/UNCERTAIN ENVIRONMENTS
In a recent survey paper [6] , Evolutionary Computation in dynamic/uncertain environments were summarized into four categories: Noise, Robustness, Fitness approximation, and Time-varying fitness function. This section briefly introduces two topics, i.e., Robustness and Time-varying fitness function, which are relevant with this paper.
Robust solutions are needed if design variables are affected by perturbations. In order to find out robust solutions, Evolutionary Computations should work on expected X f (X)
X1 X2
P.D. of perturbation .
where p(δ) indicates the probability distribution of possible perturbations δ. Suppose that there is a one dimensional fitness function with two peaks, i.e., high-narrower one and low-broader one, as depicted in Figure 1 . In addition, the probability distribution of possible perturbations to the design variable X is represented by normal distributions as in the figure. The effective fitness F (X1) at X1 in the high-narrower peak is smaller than the one at X2 in the lower-broader peak. Thus, Evolutionary Computations for robust solutions are designed to find out better stablesolutions against disturbances. Time-varying fitness functions are regarded as a deterministic function at any time steps. However, the landscape of the time-varying fitness functions is temporally changed. Therefore, the peak positions on the time-varying fitness function is moved over time. Figure 2 illustrates an example of the movement of peak positions on time-varying functions. In general, the purpose of Evolutionary Computation in time-varying functions is to develop new algorithms which can rapidly adapt to environmental changes.
ROBUST SOLUTIONS FOR TIME VARYING FUNCTIONS

Motivation
Because of the population search of Evolutionary Computations, ECs can adapt to dynamic environments if populations can maintain the genetic diversity. Hence, such adaptation is one of key features of Evolutionary Computations. This paper, however, does not pursue the tracking property of Evolutionary Computations, but provides fitness functions for robust solutions on time-varying functions. Robust solutions in this paper are considered as a tuple of design variable values, which may not be optimum solution at each time step, but which works well against the changes of fitness landscape over time. It does not always find out effective robust solutions for any time-varying problems since it is strongly depending on how fitness landscape would be changed temporally. However, we conjecture that such robust solutions can be found out if design variable values with better fitness is not widely shifted so much over temporal changes of fitness landscape.
Problems, where we assume robust solutions in this paper are needed, are 1) that problems are formulated by timevarying functions and 2) that design variable values are used by human operators. That is, we assume that the human operators shall achieve their tasks by referring to the resultant design variable values acquired by Evolutionary Computations. Although simple function optimization problems are employed as test bed problems in this paper, we can exemplify some practical problems where robust solutions in this paper are required: Practical vehicle routing problems for garbage collection, products delivery, and so on. These problems basically cope with the same area everyday so that the road network in the area rarely changed. However, demands from customers or clients are daily changed. If we optimized vehicle routes everyday, truck drivers would daily change their routes. As a consequence of route changes, the truck drivers may be confused. By using robust solutions in this paper, the truck drivers can fix their routes with better performance although the fixed routes may be different with optimal routes at that day.
Formalization
Suppose that time-varying function is denoted as f (X, t), where X is a vector of design variables and t denotes time. Robust solutions on time-varying functions may be optimal solutions of F (X):
If time-varying functions are defined on discrete time steps, the function F (X) is rewritten as follows:
where ti is the i th time steps. The above equation can also be used if the calculation of the integral is expensive in the sense of computational efforts. That is, problem instances f (X, ti) at several time steps ti which indicate typical characteristics of f (X, t) is collected in advance. Instead of the integral calculation, F (X) is approximated by summing up the typical problem instances f (X, ti). Such naive integral/sum forms may often cause a certain problem as explained in Figure 3 : Suppose that f (X, t) is a function to be maximized. f * (t) is optimal value or upper bound at time t. By using equation (2), fitness evaluations for solutions X1 and X2 are the same evaluation. As you can see from this figure, however, the solution X1 works well around time t1 but shows poor performance around time t2 in comparison with corresponding optimal value. On the other hand, the solution X2 exhibits marginal and stable performance in the whole period in the figure. Therefore normalization is needed for realizing robust solution on time-varying function. The normalized function fN (X, t) is defined as follows:
This paper treats time-varying function on discrete time steps so that the following function is used to evaluate robustness solutions:
Weighted Fitness Function
This paper introduces three kinds of fitness functions for finding out robust solutions: Naive Evaluation, ExponentialWeighted Fitness, and Linear-Weighted Fitness. The Naive Evaluation uses equation (5) as fitness function. For two weighted fitness evaluation, the following equation is adopted:
where wi is weight value for the i th time step ti (0 ≤ wi ≤ 1 for all i, and
, and N indicates the number of time steps. The weights wi are updated every predefined interval l and is initially set to be 1/N . The difference between these fitness is updating method: ti) the best evaluation of function fN (X, ti) after the previous weight change. In the Exponential-Weighted Fitness, the weights are updated in the same formula of Boltzmann equation:
Linear-Weighted Fitness In the case of Linear-Weighted Fitness, the weights wi are changed by the following equation:
4. EXPERIMENTS
Test Problems
Branke's test function [2] is used in this paper: This 5-dimensional function with 5 peaks is represented by the following equation,
where Pij denotes the j th coordinate of the i th peak at time step t. Hi(t) and Wi(t) indicate the height and the width of i th peak at time step t, respectively. The coordinates Pi(t), the height Hi(t), and the width Wi(t) are temporally changed by the following formula:
V is a vector of fixed length one in a random direction.
Range of each design variable xi is set to 0 ≤ xi ≤ 100. In original Branke's test function, range of each coordinate of peaks is also set to be the same range as design variable. In this paper, range of all the coordinates of peaks is set to 20 ≤ Pij(t) ≤ 50 in order to attract the peak positions within a certain area. Initial values of the coordinates Pi(0), the height Hi(0), and the width Wi(0) are slightly changed from Branke's paper, due to the modification of peak positions' range, as described in Table 1 .
From the same initial problem parameters, 10 sequences of problem instances are generated with the different random seeds. As depicted in Figure 4 , each sequence consists of 150 successive problem instances f (X, ti) at each time step: the first 100 problem instances f (X, ti) are for evolution data set and the subsequent 50 problem instances f (X, ti) are for test data set.
Fast Evolutionary Programming
Fast Evolutionary Programming proposed by Xin et al. [12] is used in this paper because the Fast Evolutionary Programming is easy to implement and performs well due to the Cauchy distribution mutation. Although other Evolutionary Computations have not been examined yet, it is considered that the results acquired in this paper can be applied to the other algorithms. by using the following equation,
where ηj denotes j th component of vector η. δj , N (0, 1), and Nj (0, 1) denote a Cauchy random variable, a normal distribution random number with mean zero and standard deviation one used in all the design variables, and a normal distribution random number used in a design variable j, respectively. Moreover, coefficient τ and τ are commonly set to ( 
Experimental Results
Results on Evolution Data Set
Experiments in this subsection are carried out as follows: First, the Fast Evolutionary Programmings with three fitness functions, i.e., Naive Evaluation, Exponential-Weighted Fitness, and Linear-Weighted Fitness, are executed. At that time, 100 problem instances f (X, ti), (1 ≤ i ≤ 100) in the Evolution data set are used in fitness evaluation. We examined 10 sequences mentioned in section 4.1. For each sequence, 50 runs are carried out with different random seed. Next, the best individual acquired by the Fast Evolutionary Programming for each execution is re-evaluated by using equation (5) . Some parameters for running algorithms are described as follows: population size μ is set to 100. the interval length of changing weight in the proposed method is set to 200. The number of generations for each run is set to 5,000. Table 2 shows re-evaluation results of Fast Evolutionary Programmings with three fitness functions described in section 3.3: Naive Evaluation, Exponential-Weighted Fitness, and Linear-Weighted Fitness. All the numbers at "Naive Evaluation" column and upper numbers at "ExponentialWeight" and "Linear-Weight" columns denote the average evaluation of the best individual. Lower numbers at these columns indicate p-values of t-test. The italic numbers mean that corresponding experiments exhibits worse performances than the result of Naive Evaluation, which show a statistically significant difference. The reason why the Naive Evaluation performs well on evolution data set is that the weighted approaches proposed in this paper did not refer equation (5) during evolution.
Changes of weight values for Exponential Weight and Linear Weight during evolution are plotted in Figure 5 . This result is a typical one. Darker colors in both graphs denote less weighted instances. Weights in the Exponential Weight fitness are bigger than ones in the Linear Weight fitness. Moreover, early generations, around problem instance f (X, t40) are darken. After 1000 generations, that area is slightly lightened. Although it is impossible to see from these figures, weights in the Linear Weight fitness are oscillated much than ones in the Exponential Weight fitness in fact. The maximum and minimum weights for the Exponential Weight in Figure 5 are 0.0144 and 0.00697, respectively. On the other hand, the maximum and minimum weights for the Linear Weight are 0.0219 and 0.0012, respectively. Therefore, it is considered that the Linear Weight tries to search for solutions which indicate better performance at difficult problem instances.
Results on Test Data Set
The best individuals in the previous subsection are examined on the test data set, by using equation (5) . We mention again that the successive 50 problem instances f (X, ti)(101 ≤ i ≤ 150) are not used in evolution phase. They are just used to investigate the generalization property in the sense of inductive learning. 
Relationship with Peak Position Distributions
As mentioned in section 4.1, the peak positions' range is restricted in a certain region. In this section, for some axes, the range of peak positions is set to original settings in the Branke's paper [2] : For selected axe j, 0 ≤ Pij ≤ 100, (i = 1, . . . , 5). Table 4 describes the experimental results on Test Data Set (sequence 3) for various numbers of restricted axes. In Similar with experiments in the previous subsection, this test data set is not appeared in evolution phase. Peak positions are distributed in the whole design variable space over time if the number of restricted axes is small. As described in this table, it is quite difficult to find out robust solutions if peak positions are distributed.
RELATED WORKS
This section refers related works, and describes future works. The notion of Robust solutions on time-varying functions was proposed in this paper. Theoretical studies [4] [5] [9] in conventional robust solutions might be useful for this paper.
Tradeoff between the robustness and the optimality of solutions is also an important topic for the robust solutions on time-varying functions. As in Jin's paper [7] , multi-objective approach of a robustness measure and fitness might be effective for the robust solutions on time-varying functions.
In order to find out simplified solutions for human op- [10] or multi-ploid can be used to find out such solutions. At that time, tradeoff between the complexity and the quality of solutions must be an important notion. Finally, other benchmark problems on dynamic environments [11] should be examined in order to investigate the effectiveness of weighted approaches.
CONCLUSIONS
In this paper, robust solution on Time-Varying functions was introduced. As described in section 3.1, the notion of robust solutions on Time-Varying functions plays crucial role if human operators shall employ resultant solutions by Evolutionary Computations: If Evolutionary Computations tracked new peak points after environmental changes and provided new solutions at each time steps, the human operators would be confused by dynamic solutions.
In order to find out robust solutions, two weighted fitness functions, i.e., Exponential Weight and Linear Weight, were proposed. Experiments on modified Branke's benchmark problems of Time-Varying function are carried out in subsections 4.3.1 and 4.3.2. The experiments reveal that the weighted fitness functions yields more "robust" solutions, which show better generalization property. As indicated in subsection 4.3.3, it is difficult to find out robust solutions if peak positions are distributed over the whole area of design variable space.
