Random projection (RP) is a classical technique for reducing storage and computational costs. We analyze RP-based approximations of convex programs, in which the original optimization problem is approximated by the solution of a lower-dimensional problem. Such dimensionality reduction is essential in computation and memory limited settings, since the complexity of general convex programming can be quite high (e.g., cubic for quadratic programs, and substantially higher for semidefinite programs). We prove that the approximation ratio of this procedure can be bounded in terms of the geometry of constraint set. When using Gaussian random projections, the data matrix defining the cost function can be projected down to the statistical dimension of the tangent cone of the constraints at the original solution, which is often substantially smaller than the original dimension. We illustrate consequences of our theory for various cases, including unconstrained and 1-constrained least squares, support vector machines and discuss connections with denoising and compressed sensing.
I. INTRODUCTION
Optimizing a convex function subject to constraints is fundamental to many disciplines in engineering, applied mathematics, and statistics [3] , [14] . While most convex programs can be solved in polynomial time, the computational cost can still be prohibitive when the problem dimension and/or number of constraints are large. For instance, although many quadratic programs can be solved in cubic time, this scaling may be prohibitive when the dimension is on the order of millions. This type of concern is only exacerbated for more sophisticated cone programs, such as second-order cone and semidefinite programs. Consequently, it is of great interest to develop methods for approximately solving such programs, along with rigorous bounds on the quality of the resulting approximation. In this paper, we analyze a general scheme for approximating any convex program with a quadratic objective function over an arbitrary convex set, based on performing a random projection of the matrices and vectors defining the objective function. Since the underlying constraint set may be arbitrary, our analysis encompasses many problem classes including quadratic programs (with constrained or penalized least-squares as a particular case), as well as semidefinite programs (including low-rank matrix approximation as a particular case).
An interesting class of such optimization problems arise in the context of statistical estimation. Many such problems can be formulated as estimating an unknown parameter based on noisy linear measurements, along with side information that the true parameter belongs to a low-dimensional space. Examples of such lowdimensional structure include sparse vectors, low rank matrices, discrete sets defined in a combinatorial manner, as well as simpler algebraic sets, including norms for inducing shrinkage or smoothness. Convex relaxations provide a principled way of deriving polynomial-time methods for such problems; solutions of such relaxations can be exact or approximate [3] . For many such problems, the ambient dimension of the parameter is very large, and the number of samples can also be large. In these contexts, convex programs may be difficult to solve exactly, and reducing the dimension and sample size by sketching is a very attractive option.
From a theoretical viewpoint, our approach generalizes a recent line of work on sketching unconstrained least squares problems [9] , [2] to a broader class of convex programs. Moreover, our techniques are convexanalytic in nature, and by exploiting analytical tools from Banach space geometry and empirical process theory [7] , [11] , [10] , lead to stronger bounds on the sketch size as well as sharper probabilistic guarantees. Due to space constraints, the proofs and various supplementary results are deferred to the full-length version of this paper [15] .
II. MAIN RESULT AND ITS CONSEQUENCES
We begin by formulating the problem analyzed in this paper, before turning to a statement of our main result, and then discussion of its consequences for various specific models.
A. Problem formulation
Consider a quadratic program of the form
where C is some convex subset of R d and A ∈ n × d data matrix. Our goal is to obtain an -optimal solution to this problem in a computationally simpler manner, and we do so by projecting the problem into R m , where m < n, via a sketching matrix S ∈ R m×n . In particular, consider the sketched problem
.
(2)
Note that by the optimality and feasibility of x * and x, respectively, for the original problem (1), we always have f (x * ) ≤ f ( x). Accordingly, we say that x is an -optimal approximation to the original problem (1) if
Our main result characterizes the number of samples m required to achieve this bound as a function of , and other problem parameters. Our analysis involves a natural geometric object in convex analysis, namely the tangent cone of the constraint set C at the optimum x * , given by
We use AK to denote the linearly transformed cone {A∆ ∈ R n | ∆ ∈ K}. Our main theorem applies to a random sketching matrix S, in with i.i.d. rows S i ∼ N (0, I), for i = 1, . . . , m. Letting S n−1 = {z ∈ R n | z 2 = 1} denote the Euclidean sphere in R n , we then define the Gaussian width of the set AK ∩ S n−1 via
where g ∼ N (0, I). The Gaussian width is a classical object that plays an important role in Banach space theory, empirical process theory and statistics [16] , [11] , [1] , [5] . Our main result provides a relation between sufficient sketch size and Gaussian complexity.
Then there are universal constants c j , j = 0, 1, 2 such that given a sketch size
the approximate solution x is -optimal (3) with probability at least 1 − c 1 e −c2m 2 .
Although we have stated this result for Gaussian sketching matrices, we have established similar results for sub-Gaussian random matrices, randomized Hadamard or Fourier matrices which enable faster computation of the sketch. We leave the discussion and proofs of these extensions to the full-length version of this paper [15] .
B. Some consequences of the main result
We now turn to some consequences of Theorem 1 in specific settings.
1) Over-determined least squares: An unconstrained least squares problem is specified by a data vector y ∈ R n and a data matrix A ∈ R n×d , and is an unconstrained minimization problem (C = R d ). Intuitively, it should be possible to reduce the dimensionality to the rank of the data matrix A, while preserving the accuracy of the solution. In many cases, the quantity rank(A) is substantially smaller than max{n, d}. The following corollary of Theorem 1 confirms this intuition rigorously Corollary 1 (Approximation guarantee for unconstrained least squares). Given m > c 0
This corollary improves known results both in the probability estimate and required samples; see [13] for a recent review of such results. Proof: Since C = R d , the tangent cone K is all of R d , and the set AK is the image of A. Thus, we have
where the inequality follows the fact that the image of A is at most rank(A)-dimensional.
2) 1 -constrained least squares: The following 1constrained least squares program, known as the Lasso [6] , [17] , is widely used in signal processing and statistics:
In this section, we show that as a corollary of Theorem 1, this quadratic program can be sketched logarithmically in dimension d when the optimal solution to the original problem is sparse. In particular, let k denote the number of non-zero coefficients of the unique solution to the above program. (If the solution is not unique, we let k denote the minimum cardinality among all optimal vectors.) σ 2 min (A) (7) guarantees that the sketched solution is -optimal (3) with probability at least 1 − c 1 e −c2m 2 .
This corollary improves the result of Zhou and Wasserman [18] , which establishes consistency of Lasso with a Gaussian sketch dimension of the order k 2 log(dkn), in contrast to the k log d requirement in the bound (7) . To be more precise, these two results are slightly different, in that Zhou and Wasserman focus on support recovery, whereas the above corollary guarantees a -accurate approximation of the cost function.
Proof: Letting S denote the support of the optimal solution x * , the tangent cone takes the form
where z S : = sign(x * S ) is the sign vector defined by the optimal solution on its support. Thus, any vector ∆ ∈ K satisfies the inequality
Note that A T g is a d-dimensional Gaussian vector, in which the j th -entry has variance a j 2 . Consequently, inequality (9) combined with standard Gaussian tail bounds [11] imply that
Combined with the bound from Corollary 1, also applicable in this setting, the claim follows.
In order to verify the predictions of Corollary 2, we generated random instances of sparse linear regression problems, and then solved the Lasso (6) with a choice of radius parameter R ∈ {1, 5, 10, 20}, and set k = x * 0 . We then set the projection dimension m = 10k log d where α ∈ (0, 1) is a control parameter, and solved the sketched Lasso for Gaussian, Rademacher and randomized Hadamard sketching matrices. Our theory predicts that the approximation ratio should tend to one as the control parameter α increases. The results are plotted in Figure 1 , and confirm this qualitative prediction.
Remark 1: It is worth noting that certain sensing results can be recovered as a special case of Corollary 2, in particular in which the "data matrix" A is simply the identity (so that n = d). With this choice, the original problem (1) is a classical coordinate-wise denoising problem, namely
The optimal solution x * is unique, obtained by performing a soft-thresholding operation on the data vector t.
The sketched version of the denoising problem (11) is given by
When applied to these two problems, Corollary 2 implies
with probability at least 1 − c 1 e −c2m 2 as long as the projection dimension is lower bounded as m ≥ c0 2 x * 0 log d. The bound (13) also shows that the error in compressed sensing should be closely related to the mean-squared error of the denoising problem (11) , as discussed in some recent papers (e.g., [8] ).
3) Support Vector Machines (SVM):
Given a set of labelled patterns {a i , y i } d i=1 the SVM formulation aims to find a decision function a → sign( w, a ) by minimizing the regularized risk
When the loss is given by squared hinge loss, the dual problem takes the form (e.g. see [12] )
where B = A diag(y), and the vector x ∈ R d represents dual variables associated with the collection of d examples.
Corollary 3. Given a support vector machine realization, let M denote the number of examples on the margin in the optimal solution x * . Then given a sketch dimension,
the sketched solution is -optimal with probability at least 1 − c 1 e −c2m 2 . Comparison of Gaussian, Rademacher and randomized Hadamard sketches for the support vector machine (15) . Each curve plots the approximation ratio f ( x)/f (x * ) versus the control parameter α, averaged over T = 100 trials, for projection dimensions m = 5α x * 0 log d, and problem dimensions d ∈ {1024, 2048, 4096}.
In order to study the prediction of Corollary 3, we generated some classification experiments, and tested the performance of the sketching procedure. Consider a two-component Gaussian mixture model, based on the component distributions N (µ 0 , I) and N (µ 1 , I), where µ 0 = 3 3 . . . 3 ∈ R n , and
Placing equal weights on each component, draw d samples from this mixture distribution, and then use the resulting data solve the SVN dual program (15) , thereby obtaining an optimal linear decision boundary specified by the vector x * . The number of non-zero entries x * 0 corresponds to the number of examples on the decision boundary, known as support vectors. We then solve the sketched version of the SVM dual, using either Gaussian, Rademacher or randomized Hadamard sketches, and using a projection dimension scaling as m = 5 α x * 0 log d, where α ∈ [0, 1] is a control parameter. We repeat this experiment for problem dimensions d ∈ {1024, 2048, 4096}, performing T = 100 trials for each choice of (α, d). Figure 2 shows plots of the approximation ratio versus the control parameter. Each bundle of curves corresponds to a different problem dimension, and has three curves for the three different sketch types. Consistent with the theory, in all cases, the approximation error approaches one as α scales upwards.
III. PROOF
At a high level, the proof consists of two parts. The first part is a deterministic argument, using convex optimality conditions. The second step is probabilistic, and depends on the particular choice of random sketching matrices.
A. Main argument
Central to the argument are the following two quantities: where we recall that S n−1 is the Euclidean unit sphere in R n . and in equation (17b), the vector u ∈ S n−1 is fixed but arbitrary. These are deterministic quantities for any fixed choice of sketching matrix S, but random variables for randomized sketches. The following lemma demonstrates the significance of these two quantities:
Lemma 1. For any sketching matrix S ∈ R m×n , we have
Consequently, we see that in order to establish that x is -optimal, we need to control the ratio Z 2 /Z 1 . Proof: Define the error vector e : = x − x * . By triangle inequality, we have
Squaring both sides yields
Consequently, it suffices to control the ratio A e 2 Ax * −y 2 , and we use convex optimality conditions to do so.
Since x and x * are optimal and feasible, respectively, for the sketched problem (2), we have g( x) ≤ g(x * ), and hence (following some algebra) 
By the Cauchy-Schwarz inequality, we find that the ratio 1 2
SA e 2 2
Ax * −y 2 A e 2 is at most Ax * − y Ax * − y 2 , (S T S − I) A e A e 2 .
By the optimality of x, we have A e ∈ AK, whence the basic inequality (21) and definitions (17a) and (17b) imply that Z 1 (A, K) A e 2 2 ≤ A e 2 Ax * − y 2 Z 2 (A, K). Cancelling terms yields the inequality A e 2 Ax * − y 2 ≤ Z 2 (A, K) Z 1 (A, K)
Combined with our earlier inequality (19), the claim (18) follows.
B. Probabilistic argument
Our next step is to bound the quantities Z 1 and Z 2 when the sketch matrix S is drawn randomly from a particular ensemble. We refer the reader to the full-length version [15] for results on both sub-Gaussian random matrices, as well as randomized Fourier and Hadamard sketches.
IV. CONCLUSION
In this paper, we have investigated random projections for arbitrary convex programs and proved that the projection dimension can be chosen proportional to the square of the Gaussian width of the tangent cone. We showed some concrete consequences for unconstrained least-squares, Lasso ( 1 -constraints) and support vector machines. In the full-length version [15] , we derive a number of additional consequences, including applications to weighted low-rank matrix approximation and group sparsity.
