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Abstract
We consider a discrete, non-Hermitian random matrix model, which can be ex-
pressed as a shift of a rank-one perturbation of an anti-symmetric matrix. We show
that, asymptotically almost surely, the real parts of the eigenvalues of the non-Hermitian
matrix around any fixed index are interlaced with those of the anti-symmetric matrix.
Along the way, we show that some tools recently developed to study the eigenvalue
distributions of Hermitian matrices extend to the anti-symmetric setting.
1 Introduction
The purpose of this note is to analyze the small-scale properties of the spectrum of large
random tournament matrices. For any positive integer N , a tournament of size N is an
N ×N matrix D = (Dij)1≤i,j≤N with entries in {0, 1} such that
Dii = 0,
and
Dij = 1−Dji, for i 6= j.
The name comes from the following interpretation of the matrix entries: Dij represents
the outcome of the match between player i and player j in a tournament where every
possible pair of players meets once (a “round-robin” tournament). We choose the matrix
D uniformly at random from the 2N(N−1)/2 possible choices of tournament matrices.
The spectrum of a tournament matrix D is complex, but D is related to a Hermitian
matrix by a simple transformation. Subtracting from each off-diagonal element of D its
mean 1/2, we obtain an anti-symmetric matrix with entries in {±12}. Multiplying by i,
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we find that D can be written in terms of a (non-Hermitian) rank one perturbation of a
Hermitian matrix M :
M = 2iD − i (|1〉〈1| − I) . (1)
Here, 〈1| = (1, . . . , 1) is the row vector whose entries are all 1, and |1〉 = 〈1|⊺. We have
applied an overall scaling by 2 for convenience, so that the entries of M/i lie in {±1}, with
variance 1, and trM2 = −N(N − 1).
The matrix M has the form
i× (real anti-symmetric matrix). (2)
If N is odd, the spectrum of the Hermitian matrix M consists of the value 0 and N − 1
real eigenvalues symmetrically distributed in pairs about 0. When N is even, the spectrum
is also symmetric, but there isn’t necessarily an eigenvalue at 0. Wigner’s semicircle law
implies that the spectrum is asymptotically concentrated on [−2√N, 2√N ].
We will call matrices such as M , whose real part is zero, anti-symmetric Hermitian to
distinguish them from Hermitian matrices in the universality class of the commonly studied
Gaussian Unitary Ensemble (GUE). The Gaussian model corresponding to matrices of the
form (2) differs from the GUE, although its asymptotic behavior is similar in many respects.
(See Section 2.)
We present two results concerning the random matrices M and D, in the large N limit.
The first is that the correlation functions of the matrix M have sine kernel behavior in
the bulk. Our second and main result relates the spectrum of D to that of M , and more
generally deals with non-Hermitian perturbations of Hermitian Wigner matrices.
Denote by
λ−(N−1)/2(M) ≤ . . . ≤ λ0(M) = 0 ≤ . . . ≤ λ(N−1)/2(M)
the ordered eigenvalues of the matrix M . The eigenvalue λ0(M) is absent when N is even.
The first result is sine kernel universality in the bulk for the matrices M :
Theorem 1. Let W be chosen uniformly at random from the ensemble of anti-symmetric
N ×N matrices with ±1 entries, and define the Hermitian matrix M = iW . The rescaled
empirical eigenvalue density
ρM =
1
N
N∑
j=1
δλj (M)√
N
is symmetric about 0. It converges almost surely in distribution to the semicircle distribu-
tion (19).
For any E in (0, 2), and any b > 0 such that IE = [E − b,E + b] ⊂ (0, 2), the n-point
correlation functions pn of M , properly rescaled and averaged over IE, converge to those
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of the sine kernel process. That is, for any smooth Q : Rn → R,∫∫
IE
Q(x1, . . . , xn)pn
(
E +
x1
Nρsc(E)
, . . . , E +
xn
Nρsc(E)
)
dx1 · · · dxn dE
(ρsc(E))n|IE |
→
∫∫
Q(x1, . . . , xn) det(K(xi − xj))ni,j=1 dx1 . . . dxndE, (3)
with
K(x− y) = sinπ(x− y)
π(x− y) .
The sine kernel behavior follows from now standard arguments developed by L. Erdo¨s,
B. Schlein, H.T. Yau and their collaborators. The joint distribution of the eigenvalues of
an anti-symmetric Gaussian matrix can be computed explicitly and has a determinantal
structure. This has been previously used to compute the asymptotic correlations between
the eigenvalues in the bulk [22]. One can use the Dyson Brownian/local relaxation flow
approach of [13], combined with the strong local semicircle law, to show that sine-kernel
universality extends from the Gaussian model to the matrices M .
We now turn to the second result, which describes the spectrum of D. Define
N∗ =
{
(N − 1)/2 if N is odd,
N/2 if N is even.
Let λi(D), −N∗ ≤ i ≤ N∗ be the eigenvalues of D. When N is odd, there is always one
real eigenvalue, which we label λ0(D), at distance of order N from the imaginary axis. The
other eigenvalues are complex and symmetrically distributed about the real axis, close to
the line ℜz = −1/2: λ−i(D) = λi(D). More interestingly, we prove a certain probabilistic
interlacing between the eigenvalues of M and the imaginary part of the eigenvalues 2D+I.
The Weyl interlacing theorem for Hermitian finite rank perturbations is well-known
and often used in random matrix theory. Given a Hermitian matrix A and a (Hermitian)
positive semi-definite rank 1 perturbation B, the eigenvalues of A and A+B are interlaced.
That is, there is exactly one eigenvalue of A+B between any two eigenvalues of A:
λi(A) ≤ λi(A+B) ≤ λi+1(A).
The equation (1) expresses i(2D+ I) as a rank one perturbation of the matrix M , but
the perturbation is not Hermitian. Nevertheless, with high probability as N goes to infinity,
we find that the eigenvalues of M are interlaced with the imaginary parts of eigenvalues of
(2D + I):
Theorem 2. 1. If N is odd, the matrix D has a real eigenvalue λ0(D) such that
λ0(D)
(N − 1)/2 → 1
almost surely as N →∞ through the positive odd integers.
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2. Fix n ∈ Z+, ǫ > 0, and 0 < α < 1/2. Then, for N = N(ǫ) large enough, and each
index i ∈ [αN∗, (1− α)N∗], the following holds with probability greater than 1− ǫ:
For each pair
(λk(M), λk+1(M)), k = i, ..., i + n− 1,
of consecutive eigenvalues of M , the matrix D has an eigenvalue whose imaginary
part ℑ(λk(D)) lies in the the interval
(λk(M)/2, λk+1(M)/2),
and, for each k = 0, ..., n − 1, we have
ℜ(λk(D)) = −1
2
+Oǫ′(1/N
1−ǫ′),
ǫ′ > 0 arbitrary.
Note that the second part of the theorem applies equally to the case of odd and even N .
There is a large literature on low rank perturbations of random matrices. Most of this
is concerned with Hermitian perturbations of Wigner matrices. See for instance [2], [16],
[17], [20], [21], [24], [7], [26], [25], [27]. The results of T. Tao in [27] apply to non-Hermitian
matrices, and those of D. Renfrew and S. O’Rourke [26] to non-Hermitian perturbations
of Wigner matrices. These works mostly deal with the distributional properties of out-
lier eigenvalues created by the perturbation, either far away from the support of the limit
spectral distribution, or at its edge. See [20, Theorem 2.7] and [6, Theorem 2.7] for re-
sults concerning the location of bulk (non-outlier) eigenvalues for low-rank deformations of
Wigner and covariance matrices. Closer to the setting of this paper, let us mention that
the asymptotic correlation functions of anti-Hermitian finite-rank deformations of GUE
matrices have been calculated by Y.V. Fyodorov and B.A. Khoruzhenko [18]. See also
[19] for a discussion of non-Hermitian deformations of more general Hermitian and unitary
models.
Our initial motivation was provided by the tournament matrix model, but our argument
is based on a general observation about non-Hermitian perturbations of random matrices.
This does not appear to have been previously noticed even in the Gaussian case. In this
case, one can give a self-contained proof which does not rely on recent universality results
for the eigenvectors. We remark on this in Section 9.
We end this introduction by noting that it would be interesting to describe the spectral
statistics of regular tournaments, that is, tournament matrices satisfying the row sum
constraint
∑
j Dij = (N − 1)/2. Indeed, the results presented here were obtained as we
were investigating the statistical properties of the spectra of this restricted ensemble of
tournament matrices.
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1.1 Organization of the paper
In Section 2, we describe some properties of the Gaussian model for the anti-symmetric
Hermitian class. We also summarize the computation of the correlation functions in the
bulk. We present the equations for an appropriate Dyson dynamics on the eigenvalues and
eigenvectors in Sections 2.3 and 2.4.
The proofs of Theorem 1 and Theorem 2 (2), rely on analogs for anti-symmetric Hermi-
tian matrices, of results from recent work of P. Bourgade, L. Erdo¨s, B. Schlein, H.T. Yau,
and J. Yin, [3, 10, 13], concerning symmetric and Hermitian matrices. We will present
the modifications necessary in order to adapt the proofs of these results to anti-symmetric
matrices. Replacing the dynamics in [13] by the anti-symmetric Dyson eigenvalue flow,
one immediately obtains sine kernel universality in the bulk by the method in that paper;
this is Theorem 1. We summarize the argument in Section 3.
The proof of Theorem 2 (1) appears in Section 4. The proof of Part (2) of the theorem in
Section 5 is more intricate, and requires the results from [3, 6, 10], suitably adapted to our
case. The proofs of both parts of Theorem 2 are based on the perturbation equation (25)
for the eigenvalues of 2D+I. The precise information from [3, 10] allows us to analyze that
equation essentially at the level of single eigenvalue spacings, and locate the eigenvalues of
2D + I.
A central estimate is contained in Lemma 5.2, whose proof appears in Section 7. The
argument uses an anti-concentration result on the eigenvectors of the matrix M , which we
obtain in Section 6 by adapting a result of Bourgade and Yau [3] to the anti-symmetric
setting. Some relevant computations are relegated to Appendix A.
Finally, in Section 9, we remark that the argument for Theorem 2, (2) applies more
generally to certain perturbations of Hermitian Wigner matrices in the GUE class.
1.2 Acknowledgments
We thank Michael Aizenman for his continued interest in this work. P.S. would like to
thank Paul Bourgade for his explanations concerning various aspects of the paper [3], the
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2 The Gaussian anti-symmetric model
In this section we introduce a Gaussian anti-symmetric matrix model (4), and compute
its correlation functions as N → ∞ (Section 2.2). In Sections 2.3 and 2.4, we present the
anti-symmetric analogs of the Dyson Brownian motion equations. These are used in the
proofs of the results from [3, 13, 14, 10] we appeal to.
For the remainder of the paper, N will denote an odd positive integer. The proofs in
the case of even N are for the most part identical, and sometimes simpler.
2.1 The matrix model
Consider a real N ×N anti-symmetric matrix K, such that the entries gij , 1 ≤ i < j ≤ N
above the diagonal have distribution 1√
2π
e−x
2/2, and the diagonal entries are zero:
gij = −gji, 1 ≤ i < j ≤ N (4)
gii = 0. i = 1, . . . , N
We begin with a few elementary consequences of the general form of K. By the anti-
symmetry condition, K has N imaginary eigenvalues iν−(N−1)/2, . . . , ν0, . . . , iν(N−1)/2, with
corresponding unit eigenvectors vj = vj(K), j = −(N − 1)/2, . . . , (N − 1)/2. Since K is
real, we have
Kvj = Kvj = −iνjvj ,
implying that the spectrum is symmetric about the real axis:
ν−j = −νj,
and the eigenvectors satisfy:
v−j = vj , j = 1, . . . , (N − 1)/2
vj ∈ RN , j = 0.
The matrix H = −iK is Hermitian, with eigenvalues λj = νj and the same eigenvectors as
H. By orthogonality of the eigenvectors with respect to the Hermitian inner product, we
have, for 1 ≤ i, j ≤ N :
vi · v−j = 0 = vi · vj.
Here, we have denoted by · the real inner product on RN . Expanding and taking real and
imaginary parts, we have
ℜvi · ℜvj = ℑvi · ℑvj = 0
ℑvi · ℜvj = ℑvj · ℜvi = 0
We thus conclude:
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1. The N vectors ℜv1, . . . ,ℜv(N−1)/2, v0,ℑv1, . . .ℑv(N−1)/2 form an orthogonal basis of
RN with the usual real Euclidean inner product.
2. |v0|2 = 12 , and |ℜvj |2 = |ℑvj|2 = 12 for j = 1, . . . , (N − 1)/2.
If O is a real orthogonal matrix (OOt = I), then the (i, j) entry of the matrix
OK(O)−1 = OKOt is given by
N∑
k,l=1
OilOjkgkl = −
N∑
k,l=1
OjkOilglk,
so that the conjugated matrix has the same distribution as K. Given a Borel subset
A ⊂ O(N), the orthogonal group, and any orthogonal matrix O, we have
P
(√
2(ℜvj(H),ℑvj(H)) ∈ A
)
= P
(√
2(ℜvj(O−1HO),ℑvj(O−1HO)) ∈ OA
)
= P
(√
2(ℜvj(H),ℑvj(H)) ∈ OA
)
.
In the second step we have used the distributional invariance of the matrix under conju-
gation. So the anti-symmetric Gaussian distribution on the entries of K induces the Haar
distribution on
√
2(v0,ℜv1, . . . ,ℜv(N−1)/2,ℑv1, . . . ,ℑv(N−1)/2) ∈ O(N).
2.2 Correlation functions in the bulk
Eigenvalue correlation functions for the anti-symmetric Gaussian ensemble, as well as their
scaling limits, can be computed explicitly. This was done long ago by M. L. Mehta and N.
Rosenzweig [22]. We summarize the result of their computation.
The matrix H = −iK is Hermitian, and the probability density function of its eigen-
values is given by (see [22, Eq. (10)])
Z−1N
∏
1≤i<j≤(N−1)/2
|λ2i − λ2j |2
(N−1)/2∏
i=1
λ2i e
−λ
2
i
2 . (5)
The Vandermonde determinant in (5) is equals∏
1≤i≤(N−1)/2
λ2i
∏
1≤i<j≤(N−1)/2
|λ2i − λ2j |2
= det


λ1 λ
3
1 · · · λN−21
. . .
λ(N−1)/2 λ3(N−1)/2 · · · λN−2(N−1)/2.


2
. (6)
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Let Pk(x) denote the k-th order (monic) Hermite polynomial
Pk(x) = (−1)kex2/2
(
d
dx
)k
e−x
2/2.
By multilinearity, the determinant in (6) is expressed in terms of these polynomials:
(
det (p2k−1(λi))1≤i,k≤(N−1)/2
)2
= det(KN (λi, λj))1≤i,j≤N ,
with KN (x, y) = 2
∑(N−1)/2−1
k=0 P2k−1(x)P2k−1(y).
Replacing the polynomials Pk(x) with the normalized Hermite functions
ψk(x) =
1
(
√
2πk!)1/2
Pk(x)e
−x2/4,
we find that the k-point correlation function for the positive eigenvalues has the determi-
nantal expression
pk(λ1, ..., λk) =
(N − k)!
N !
· det(K˜N (λi, λj))1≤i,j≤N , 1 ≤ k ≤ (N − 1)/2
with
K˜N (x, y) = 2
(N−1)/2−1∑
k=0
ψ2k−1(x)ψ2k−1(y),
and ∫
λ1,...,λk≥0
pk(λ1, ..., λk) dλ1 . . . λk = 1.
The argument used to prove the Christoffel-Darboux formula [1, Section 3.2.1] gives
the relation
K˜N (x, y) =
(
N − 1
2
)1/2 ψN−1(x)ψN−2(y)− ψN−1(x)ψN−2(y)
x− y (7)
+
(
N − 1
2
)1/2 ψN−1(x)ψN−2(y) + ψN−1(x)ψN−2(y)
x+ y
.
Recall the asymptotics for the Hermite functions:
ψ2k(x) =
(−1)k
N1/4
√
π
cos(
√
Nx) + o(N−1/4) (8)
ψ2k+1(x) =
(−1)k
N1/4
√
π
sin(
√
Nx) + o(N−1/4), (9)
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uniformly for x in a compact set. Combining (7) and (8), (9), we have the approximation
K˜N (x, y) ∼
√
2(N − 1)
π
(
sin(x− y)
x− y +
sin(x+ y)
x+ y
)
.
This formula gives the scaling limit of the correlation functions at 0. At energies x, y of
order
√
NE with 0 < E < 2, the asymptotics (8), (9) we find the sine kernel behavior
K˜N (x, y) ∼
√
2(N − 1)
π
sin(x− y)
x− y .
as in the GUE case.
2.3 Anti-symmetric Dyson Brownian Motion
In this section, we define the anti-symmetric Dyson Brownian motion.
Given an N ×N anti-symmetric Hermitian matrix M0, we say that the matrix-valued
process t 7→ H(t), t ≥ 0 is an anti-symmetric Brownian motion started at M0 if
H(t) =M0 +
i√
N
G(t), (10)
where
(Gi,j(t))i>j,t≥0 is an RN(N−1)/2-valued Brownian motion (11)
Gij(t) = −Gji(t) for all 1 ≤ i, j ≤ N and t ≥ 0. (12)
We will also consider the anti-symmetric Ornstein-Uhlenbeck process, for which the N(N−
1)/2-dimensional Brownian motion in condition (11) is replaced by an Ornstein-Uhlenbeck
process (GOU (t)ij), 1 ≤ j ≤ i ≤ N .
We define a set of stochastic differential equations associated with (10). Let
~λ(0) = (λ1(M0), . . . , λ(N−1)/2(M0))
be a vector of positive values. The anti-symmetric Dyson eigenvalue flow driven by Brow-
nian motion started at ~λ(0) is the solution of the system
dλj =
dG2j−1,2j√
N
+

 1
N
∑
l 6=j
1
λj − λl +
1
N
∑
l 6=j
1
λj + λl
+
1
N
1
λj

 dt, (13)
for
1 ≤ j ≤ (N − 1)/2.
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Here G is as in (11), (12). We will also have use for the anti-symmetric Dyson eigenvalue
flow driven by the Ornstein-Uhlenbeck process:
dλj =
dG2j−1,2j√
N
+

− 1
2N
λj +
1
N
∑
l 6=j
1
λj − λl +
1
N
∑
l 6=j
1
λj + λl
+
1
N
1
λj

 dt. (14)
The essential point is that for each t ≥ 0, the distribution of the positive eigenvalues of
the matrix evolution (10) coincides with that of the solution of (13). A similar statement
holds for the solutions of (14), provided we replace the Brownian motion in (11) by a
matrix-valued Ornstein-Uhlenbeck process.
2.4 Anti-symmetric eigenvector flow
The main tool to derive Lemma 6.1 in Section 6 will be the anti-symmetric Dyson Brow-
nian vector flow. The symmetric and Hermitian versions of this system were analyzed P.
Bourgade and H.T. Yau [3], and we will use their methods.
The anti-symmetric eigenvector flow is the (N +1)/2-dimensional system of stochastic
differential equations
dv0 =
i√
2
∑
l 6=0
dG0,2l−1 − idG0,2l
λl
vl +
1√
2
∑
l 6=0
dG0,2l−1 − idG0,2l
λl
vl (15)
− 1√
2
∑
l 6=0
dt
λ2l
,
dvk =
i
2
∑
k 6=l
dG2k−1,2l−1 + idG2k,2l−1 − idG2k−1,2l + dG2k,2l
λk − λl (16)
+
i
2
∑
k 6=l
dG2k−1,2l−1 + idG2k,2l−1 + idG2k−1,2l − dG2k,2l
λk + λl
+
i√
2
dG2k−1,0 + idG2k,0
λk
− i
2
∑
k 6=l
(
dt
(λk − λl)2 vl +
dt
(λk + λl)2
vl +
dt
λ2k
v0
)
.
Here, G is an N -dimensional anti-symmetric matrix Brownian motion as in (11), (12).
The system is expressed in complex coordinates vl = ℜvl + iℑvl. Coupled with the anti-
symmetric eigenvalue flow (13), the equations (15), (16) form the anti-symmetric Dyson
Brownian motion.
The significance of these equations derives from the following: if we let(
~λ(t), (vj(t))0≤j≤N−1
2
)
)
, (17)
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be the solution of (13), (15), (16) with initial data ~λ(0) = ~λ(M0) and
(v0(0), . . . , vN−1
2
(0)) =
(
v0(M0), v1(M0), . . . , vN−1
2
(M0)
)
,
then the distribution of the vector (17) coincides with that of the (non-negative) eigenvalues
of anti-symmetric Dyson Brownian motion (10) and their associated eigenvectors.
3 Sine Kernel Universality for anti-symmetric matrices
The object of this section is the derivation of Theorem 1. The first input in the proof
is the local semicircle law (see [11, 12]). The N × N matrix M is a Hermitian matrix
with independent, identically distributed entries, except for the symmetry constraint. The
proof of the strong local semicircle given in [11] applies to the matrix M . Concerning
this last point, we note that in the recent literature, “Hermitian matrices” are generally
assumed to satisfy additional non-degeneracy conditions on the real and imaginary parts.
Such conditions ensure that the eigenvalue and eigenvector distributions on small scales
asymptotically coincide with those of the GUE. The results in [11] apply to randommatrices
which are Hermitian in the usual sense, see [11, Section 2].
The following version of the semicircle law follows directly from [11, Theorem 2.3].
Theorem 3 (Local semicircle law). For an N × N matrix M as in (1) and z = E + iη,
η > 0, define the resolvent matrix
R(z) =
(
1√
N
M − z
)−1
,
and its normalized trace
mN (z) =
1
N
trR(z),
as well as the Stieltjes transform of the semicircle distribution
msc(z) =
∫
R
1
x− z ρsc(x) dx, (18)
with
ρsc(x) =
1
2π
1[−2,2](x)
√
4− x2. (19)
Then, for ǫ, c > 0, and k > 0, we have
|mN (z)−msc(z)| ≤ 1
N1−ǫη
, (20)
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uniformly in the energy E = ℜz ∈ [−10, 10] and η ∈ [N−1+c, 1] with probability greater than
1−CkN−k. The probability refers to the uniform measure over all anti-symmetric matrices
with entries in {±1}. Moreover, for each c, δ > 0, and k > 0 we have the entry-wise bound:
sup
i,j
|Rij(z)− δijmsc(z)| ≤ 1√
N1−ǫη
(21)
uniformly for δ < E < 2− δ and η ∈ [N−1+c, 1], with probability greater than 1− CN−k.
The local semicircle law, Theorem 3, is the input to the local relaxation flow approach
developed in [13] by Erdo¨s, Schlein, Yau and Yin. We now explain their argument, adapted
to our context.
Consider a matrix of the form
T (t) = e−t/2M0 + (1− e−t)1/2iG, (22)
where M0 is an anti-symmetric Wigner matrix and G is an independent Gaussian matrix
as in (4). For each t ≥ 0, the distribution of each entry Tij(t) coincides with that of an
Ornstein-Uhlenbeck flow with initial distribution (M0)ij . If G is normalized so that
Gij =
1√
N
gij , gij ∼ N(0, 1),
for i > j, the distribution at time t of the (N − 1)/2 positive eigenvalues of T (t) coincides
with that of an anti-symmetric Dyson Brownian motion, given by (14), with the eigenvalues
of T (0) =M0 as initial condition
~λ(0) = (λ1(M0), . . . , λ(N−1)/2(M0)).
The equilibrium measure for the dynamics on {λi(t)}1≤i≤(N−1)/2 is given by (5). This
measure is of the form required by Assumption I’ in [13]. That is, the asymptotic distri-
bution of (22) for t→∞ can be written as
µN (dx) =
e−βHN (x)
Zβ
, (23)
HN (x) =
N∑
j=1
U(xj)− 1
N
∑
i<j
log |xi − xj| − 1
N
∑
i<j
log |xi + xj | − cN
N
∑
j
log |xj|.
The density (5) takes this form with β = 2 and U(xj) = x
2
j .
By [13, Theorem 2.1] and the local semicircle law (20), we have the following
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Theorem 4. Let E ∈ (0, 2) with b > 0 such that [E−b,E+b] ⊂ (0, 2). Denote by pt,n,N the
n-point correlation functions of the matrix model T (t)/N1/2 (22) of size N and by pn,N,G
the n-point correlation function of the Gaussian anti-symmetric model. We have, for any
smooth, compactly-supported real-valued function Q, and any ǫ > 0:
lim
N→∞
sup
t≥N−1+ǫ
∫ E+b
E−b
dE′
2b
∫
Rd
Q(x1, . . . , xn)
× 1
ρsc(E)
(pt,n,M − pn,N,G)
(
E′ +
x1
Nρsc(E)
, . . . , E′ +
xn
Nρsc(E)
)
dx1 . . . dxn = 0. (24)
Given the local semicircle law (20) and the short-time universality result (24), Theorem
1 follows by the Green function comparison method of Erdo¨s, Yau and Yin, introduced in
[14, Theorem 2.3]. Their method uses the local semicircle law and entry-wise substitution
to conclude that when the first four moments of the entries of two matrices in the same
symmetry class coincide approximately, so do the local eigenvalue statistics. Choosing
a random matrix M0 such that the first four moments of the corresponding matrix T (t)
coincide with M in (1) asymptotically as in [15, Lemma 3.4], we obtain Theorem 1.
This procedure is by now standard. Since its application in our case presents no par-
ticular difficulty, we do not reproduce it here. See [9, Section 3.2] or [11, Section 8], for
detailed expositions.
4 Proof of Theorem 2, Part (1)
Before proceeding with the proof of Theorem 2, we introduce some notation.
For a sequence AN , N ≥ 1, and b ∈ R we write
AN . N
b
if, for each ǫ, ǫ′ > 0, there is a constant C(ǫ, ǫ′) such that for all N sufficiently large,
AN ≤ C(ǫ, ǫ′)N b+ǫ,
with probability at least 1− ǫ′. We also write AN ≍ N b if for each ǫ, ǫ′ > 0, there is some
C(ǫ, ǫ′) > 0 such that for all N sufficiently large
(1/C(ǫ)) ·N b−ǫ ≤ AN ≤ C(ǫ)N b+ǫ
with probability at least 1− ǫ′.
Proof. The matrix
2D + I = −iM + |1〉〈1|
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is a rank-one perturbation of the (anti-Hermitian) matrix −iM . Let vj(M), j = −(N −
1)/2, . . . , (N − 1)/2 be the eigenvectors of M corresponding to the eigenvalues λj(M).
Recall that v−j(M) = vj(M). Define the function F : C→ C by
F (s) =
(N−1)/2∑
j=−(N−1)/2
|〈1, vj(M)〉|2
s− iλj(M) (25)
=
|〈1, v0(M)〉|2
s
+ 2s
(N−1)/2∑
j=1
|〈1, vj(M)〉|2
s2 + λj(M)2
. (26)
The eigenvalues of 2D + I are the solutions of the equation
F (s) = 1. (27)
This equation is well-known. For a derivation based on a determinant identity, which
applies also to higher rank perturbations, see [27, Lemma 2.1].
The expression in (26) is positive for positive, real s. It has a pole at s = 0 and
decreases monotonically to zero as s → ∞. F (s) is also an odd function of s, viewed as
a real parameter. It follows that the equation (27) has a single real solution 2λ0(D) + 1,
corresponding to an eigenvalue λ0(D) of D. To establish point (1) in Theorem 2, it remains
to prove the statement regarding the location of 2λ0(D) + 1.
By [26, Theorem 2.2] (with the parameter ρ there equal to −1), for any δ > 0, all
eigenvalues of the real anti-symmetric matrix (1/i)M are almost surely contained in the
the region √
NE−1,δ = {dist([−2i
√
N, 2i
√
N ], s) ≤ δ
√
N} (28)
for sufficiently large N . In particular, |λj(M)| ≤ (2 + δ)
√
N for all j, so we can rewrite
F (s) as
1
s
(N−1)/2∑
j=−(N−1)/2
|〈1, vj(M)〉|2 +
(N−1)/2∑
j=−(N−1)/2
iλj(M)
|〈1, vj(M)〉|2
(s − λj(M))s
=
N
s
+
(N−1)/2∑
j=−(N−1)/2
iλj(M)
|〈1, vj(M)〉|2
(s − λj(M))s .
If s is in the complement of the region E−1,3δ, this last expression is
N
(
1
s
+O(1/
√
N)
)
.
By Rouche´’s theorem, N/s − 1 and F (s) − 1 have the same number of zeros in the circle
{|z − N | ≤ √N} for large N , and so the unique real solution of F (s) = 1 is equal to
N(1 + o(1)). The first part of Theorem 2 is now proved.
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5 Proof of Theorem 2, Part (2)
We turn to part (2) of the theorem. We use the notation introduced in the previous section
throughout. We will exclusively refer to the eigenvalues of the anti-symmetric matrix M ,
and will occasionally write λj for λj(M) for simplicity.
On the imaginary axis, the function F (s) is purely imaginary, with monotone imaginary
part between λj(M) and λj+1(M), whenever
|〈vj(M),1〉| 6= 0 and λj(M) 6= λj+1(M).
F (s) has poles at iλj(M) for each j = −(N − 1)/2, . . . , (N − 1)/2. Thus there is a unique
µj(M) ∈ (λj(M), λj+1(M))
such that
F (iµj(M)) = 0.
Around the zero iµj, we expand the function F into a Taylor series. For z ∈ C with
|z| sufficiently small,
F (iµj(M) + z) =
∑
m≥1
F (m)(iµj(M))
m!
zm
We estimate F (m)(iµj), m = 0, 1, to find a solution of F (z) = 1 near z = 0 by truncating
the Taylor series after the first term.
The estimates on F will be obtained directly from the definition (25). This requires
bounds for
1. The distances |µk(M)− λj(M)| between a fixed zero and the eigenvalues.
2. The overlaps |〈1, vj(M)〉|2 between the perturbation and the eigenvectors.
The relevant estimates appear in Sections 5.1 and 5.2, respectively. Using these bounds,
we prove
Proposition 5.1. For each ǫ > 0, and i ∈ [α(N − 1)/2, (1 − α)(N − 1)/2], there exists
sj ∈ C with λj(M) ≤ ℑsj ≤ λj+1(M) and ℜsj ≤ N−1+ǫ such that
F (sj) = 1.
with probability 1− o(1).
Theorem 2, (2) follows directly from this.
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5.1 Estimate on gaps
For the separation between the zeros and the surrounding eigenvalues, we have the following
key estimate:
Lemma 5.2 (Separation of µj from the eigenvalues.). Let i ∈ [α(N−1)/2, (1−α)(N−1)/2].
Then:
min{µj(M)− λj(M), λj+1(M)− µj(M)} & N−1/2, (29)
for j = i, . . . , i+ n− 1.
The proof of Lemma 5.2 appears in Section 7. An essential ingredient in the proof is
the following:
Proposition 5.3 (Eigenvalue spacing). Let i ∈ [α(N − 1)/2, (1 − α)(N − 1)/2]. We have
|λi+l(M)− λi+l+1(M)| ≍ N−1/2, (30)
for l = 0, . . . , n − 1.
To prove this, we will use another powerful universality result, due to L. Erdo¨s and H.T.
Yau [10], concerning universality of statistics of gaps between eigenvalues (see Section 8).
5.2 Estimates for the inner products
Upper bound: delocalization of eigenvectors. In [6], the authors derive a general isotropic
eigenvector delocalization result as a consequence of their main theorem. Let H be an
N × N Hermitian random matrix with independent entries, such that all entries have
comparable variance:
1
CN
≤ E|Hij|2 ≤ C
N
,
for some constant C independent of N and i, j. Assume also that
E|
√
NHij|p ≤ Cp.
Then [6, Theorem 2.16], we have
max
−(N−1)/2≤j≤(N−1)/2
|〈vj(M),v〉|2 . N−1, (31)
for any unit vector v ∈ C(N−1)/2. Such a statement, and the isotropic local semicircle
law from which it is derived, first appeared in [20]. The hypotheses in that work are only
slightly too restrictive to accommodate our purely imaginary Hermitian matrix M .
Applying (31) to the unit vector v = 〈1|/√N , we have
max
j
|〈1, vj(M)〉| . 1. (32)
Lower bound: Bourgade-Yau estimate. In Section 6 we prove the following by adapting
methods of P. Bourgade and H.T. Yau from [3].
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Proposition 5.4. For any index j ∈ 1, . . . , (N − 1)/2, any unit u, and sequence (aN )N≥0
with aN ↓ 0, and N sufficiently large,
P(
√
N |〈u, vj(M)〉| ≥ aN ) = 1− o(1). (33)
In particular, a union bound implies that
max
k∈{i,...,i+n}
|〈vk(M),1〉| & 1. (34)
5.3 Proof of Proposition 5.1
Assuming Lemma 5.2, Lemma 5.3 and Proposition 5.4 for now, we proceed with the proof
of Proposition 5.1.
Proof of Proposition 5.1. Let i ∈ [α(N − 1)/2, (1 − α)(N − 1)/2] be as in the statement
of the theorem, and k ∈ [i, . . . , i + n − 1] ∩ Z. We will find a solution of the equation
F (s) = 1 with imaginary part ℑs between λk(M) and λk+1(M), with probability 1− o(1).
The theorem then follows by an application of the union bound, since n is fixed.
Lower bound for F ′(iµk). From the definition (25), (30) and (34) we have, for ǫ > 0
arbitrary,
|F ′(iµk)| = |〈1, v0(M)〉|
2
µ2k(M)
+
(N−1)/2∑
j=−(N−1)/2
j 6=0
|〈1, vj(M)〉|2
(µk(M)− λj(M))2
≥ |〈1, vk(M)〉|
2
(µk − λk)2
≥ (N
−ǫ/4)2
(λk(M)− λk+1(M))2
≥ N1−ǫ, (35)
for N large enough, with probability 1− o(1).
Estimate for |F (s)|. Our application of Cauchy’s formula below will require an estimate
for |F (s)| for s close to iµk. By definition,
µk(M) ∈ (λk(M), λk+1(M)),
if j 6= k, k + 1, and so we have
|µk(M)− λj(M)| ≥ min{|λj − λk|, |λj − λk+1|} & N−1/2, (36)
whenever (30) holds. Letting
z = s− iµk,
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it follows by (36) that for each ǫ′ > 0 and |z| = λ = N−1/2−c with c > ǫ′,
|s− iλj(M)| ≥ N−1/2−ǫ′ − λ,
for all j, with probability 1− o(1).
Let
U0 = {j : N1/2|λj − µk| ≤ N−ǫ′/2},
and for l = 1, . . . , ⌊(1 − ǫ/2) log2N⌋,
Ul = {j : 2l−1N ǫ′/2 ≤ N1/2|λj − µk| ≤ 2lN ǫ′/2}.
Writing,
|F (s)| ≤
∑
j∈U0
|〈1, vj(M)〉|2
|λj − s| +
∑
l≥1
∑
j∈Ul
|〈1, vj(M)〉|2
|λj − s| , (37)
the first term in (37) is bounded by
#U0 · (N−1/2−ǫ′ − λ)−1max
j
|〈1, vj(M)〉|2 ≤ N1/2+10ǫ′#U0,
for any ǫ′ > 0, with probability 1−o(1). By the local semicircle law [12, Theorem 2.2] with
high probability,
#U0 . 1.
Thus for |z| ≤ λ, ∑
j∈U0
|〈1, vj(M)〉|2
|λj − s| . N
1/2.
Similarly, for each l, we have
∑
j∈Ul
|〈1, vj(M)〉|2
|λj − s| ≤ C2
−lN1/2+ǫ/2 ·#Ul ·max
j
|〈1, vj(M)〉|2
. N1/2.
Summing over l (37) introduces only a logarithmic factor. In summary, we have, for each
ǫ, c > 0
max{|F (s)| : |s− iµk| ≤ N−1/2−c} ≤ N1/2+ǫ, (38)
with probability 1− o(1).
Approximation by a linear function. By Cauchy’s formula about µk, we have
F (s) = F ′(iµk)(s − iµk) + (s− iµk)
2
2πi
∫
|ζ−iµk|=N−1/2−c
F (ζ)
(ζ − iµk)2(ζ − s) dζ (39)
= F ′(iµk)(s − iµk) +R.
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Here c > 0 remains to be chosen.
The remainder term in (39) is bounded as follows:
|R| ≤ N1/2+c · max
|ζ−iµk|=N−1/2−c
|F (ζ)| · |s− iµk|
2
N−1/2−c − |s− iµk|
.
Fix ǫ > 0. The events (38) and (35) hold simultaneously with probability 1 − o(1).
Letting |s − iµk| = λ = N−1/2−δ with c < δ, we find
|R| ≤ N3/2+2c+ǫ · λ2 ≤ 2N1/2−2δ+2c+ǫ,
whenever (38) holds.
The lower bound (35) implies that the solution sk of the linear equation
F ′(iµk)(s− iµk) = 1
satisfies
|sk − iµk| ≤ N−1+ǫ.
Choosing c < ǫ/4 and δ = 1/2 − ǫ, we have the estimate
|R| ≤ N−1/2+ǫ/2
with probability 1− o(1), for the remainder in (39).
By Rouche´’s theorem, the functions F ′(iµk)(s − iµk) − 1 and F (s) − 1 have the same
number of zeros inside the circle |s − iµk| = N−1+ǫ for N sufficiently large. This holds
with probability 1− o(1) for an index k in [α(N − 1)/2, (1 − α)(N − 1)/2], α < 1.
6 Anti-concentration of eigenvectors
In this section we prove Proposition 5.4. For this purpose we will need a version of a result
of Bourgade and Yau [3, Theorem 1.2] adapted to anti-symmetric matrices:
Lemma 6.1 (Bourgade-Yau for anti-symmetric ensemble). Let MN be a sequence of anti-
symmetric Hermitian matrices of the form (1), and let
λj(MN ), j = 1, . . . , (N − 1)/2,
denote the (N −1)/2 largest eigenvalues, in increasing order. Denote by vj(MN ) an eigen-
vector associated to the jth positive eigenvalue of MN . Then, for any j ∈ [1, N−12 ]
√
2N |〈u, vj(MN )〉| → |X + iY |, (40)
uniformly in j ∈ [1, N−12 ], where X and Y denote independent standard Gaussian random
variables.
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Assuming Lemma 6.1, the derivation of Proposition 5.4 is elementary:
Proof of Proposition 5.4. By (40), we have
P(
√
2N |〈u, vj〉| ≥ ǫ)→ 2(1 −Φ(ǫ)) (41)
for ǫ > 0. Here we have denoted
Φ(t) =
1√
2π
∫ t
−∞
e−
x2
2 dx.
For η > 0, and any sequence (aN )N≥0 decreasing to 0 and N sufficiently large, we obtain
P(
√
N |〈u, vj〉| ≥ aN )
≥P(
√
N |〈u, vj〉| ≥ ǫ)
≥1− η/2,
where the ǫ in (41) is chosen so as to make Φ(ǫ) < 1/2 + η/4.
The methods of Bourgade and Yau [3] treat general Hermitian or symmetric matrices,
but they require a non-degeneracy condition on the variance of the real and imaginary
parts. This does not apply in our case. Indeed, as was already seen in Section 2, the
eigenvector structure for the anti-symmetric Gaussian model differs from that of the GUE.
However, once the eigenvector moment flow corresponding to the Hermitian or symmetric
Dyson Brownian motion is replaced by the anti-symmetric flow (15), (16), the proof of
Lemma 6.1 very closely follows that of [3, Theorem 1.3]. The argument merely involves
different computations. We present the relevant computations, as well as the necessary
background from [3], in Appendix A.
7 Proof of Lemma 5.2
Proof. At the zero iµk, the equation F (iµk) = 0 gives
|〈1, vk(M)〉|2
µk − λk(M) +
|〈1, vk+1(M)〉|2
µk − λk+1(M) = −
∑
j 6=k,k+1
|〈1, vj(M)〉|2
µk − λj(M) . (42)
To use (42) to estimate the distances |µk−λk| and |µk−λk+1|, we need both an upper bound
for the quantities |〈1, vi(M)| on the right, and lower bounds for |〈1, vk(M)〉|, |〈1, vk+1(M)〉|
on the left side. These are provided by the estimates in Section 5.2.
Upper bound for the for the RHS of (42). Returning to (42), we can estimate the right
side by ∑
j:|k−j|≥Nǫ/2
|〈1, vj(M)〉|2
|µk − λj(M)| +
∑
j:|k−j|≤Nǫ/2
|〈1, vj(M)〉|2
|µk − λj(M)| , (43)
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where in both sums the indices are also restricted to j 6= k, k + 1.
Combining (36) and (32), we find that the second term in (43) is bounded by
(N ǫ/2 + 1)
N ǫ
min{µk(M)− λk(M), λk+1(M)− µk(M)} ≤ C(ǫ)N
1/2+ǫ, (44)
for ǫ > 0 arbitrary, with probability 1 − o(1). By a dyadic decomposition and the local
semicircle law, we obtain the same bound for the first sum in (43). We have obtained the
estimate ∑
j:|k−j|≥Nǫ/2
|〈1, vj(M)〉|2
|µk − λj(M)| +
∑
j:|k−j|≤Nǫ/2
|〈1, vj(M)〉|2
|µk − λj(M)| . N
1/2. (45)
Estimate for |µk − λk| and |µk − λk+1|. To finish the proof, we will use Lemma 5.3.
Returning to (42), the upper bound (45) now implies
− CN1/2+ǫ ≤ |〈1, vk(M)〉|
2
µk(M)− λk(M) +
|〈1, vk+1(M)〉|2
µk − λk+1(M) ≤ CN
1/2+ǫ. (46)
Rearranging this inequality (noting that µk(M)− λk+1(M) < 0), we obtain:
− µk(M)− λk+1(M)
µk(M)− λk(M) ≤ −CN
1/2+ǫ(µk(M)− λk+1(M)) + |〈1, vk+1(M)〉|
2
|〈1, vk(M)〉|2 . (47)
By Proposition 5.3, the first term on the right of (47) is bounded by
−CN1/2+2ǫ(µk(M)− λk+1(M)) ≤ −CN1/2+2ǫ(λk(M)− λk+1(M))
≤ −CN3ǫ,
with probability 1− o(1). The second term in (47) is controlled using both (32) and (34):
|〈1, vk+1(M)〉|2
|〈1, vk(M)〉|2 ≤ N
ǫ
with probability 1− o(1). Thus, we have∣∣∣∣µk(M)− λk+1(M)µk(M)− λk(M)
∣∣∣∣ ≤ N3ǫ.
Repeating the argument in the last paragraph starting from (46), but multiplying by
µk(M)− λk(M) instead, we obtain:
N−3ǫ ≤
∣∣∣∣µk(M)− λk+1(M)µk(M)− λk(M)
∣∣∣∣ ≤ N3ǫ (48)
with probability 1− o(1). By (30), we have
(λk+1(M)− µk(M)) + (µk(M)− λk(M)) = λk+1(M)− λk(M) ≥ N−1/2+ǫ
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with probability 1− o(1), so
min{µk(M)− λk(M), λk+1(M)− µk(M)}
≥ N−3ǫmax{µk(M)− λk(M), λk+1(M)− µk(M)}
≥ N−3ǫN−1/2−ǫ/2.
That is, (36) holds also for j = k and j = k + 1 with probability 1− o(1) as N →∞.
8 Proof of Proposition 5.3
Our proof uses results from [10]. (See Section 8.1.) These rely on previous “rigidity”
theorems for β-ensemble measures; see [4, 5]. Attempting to reproduce these arguments
for the ensemble (5) leads to technical complications in caseN is odd, due to the appearance
of a logarithmic term in the potential because of the eigenvalue at 0. To circumvent this
difficulty, we compare a minor of M to an N − 1-dimensional Gaussian matrix. When
N is even, there is no logarithmic term in the potential of the anti-symmetric Gaussian
ensemble (5).
Proof of Proposition 5.3. LetM (1) be the (1, 1) minor of the matrixM , that is, the (N−1)-
dimensional square matrix obtained by removing the first row and column of M .
Concerning the eigenvalues of the minor M (1), the spacing information we need is:
Lemma 8.1. For each j, we have
|λi+j(M (1))− λi+j+1(M (1))| ≍ N−1/2, (49)
for j = 0, . . . , n− 1.
Lemma 8.1 is proved proved in Section 8.1.
Assume that the first entry of the (i+ j)th eigenvectors is non-zero
〈vi+j(M), e1〉 6= 0 (50)
for j = 0, . . . n− 1. Then the (1, 1) entry of the resolvent of M is
R11(s) =
N∑
j=1
|〈vj(M), e1〉|2
λj(M)− s .
By Schur’s complement, we can express R11 as
R11(s)
−1 =M11 − s−
N−1∑
j=1
|〈vj(M (1)),H〉|2
λj(M (1))− s
, (51)
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with
H = (M12, . . . ,M1,N−1).
The Cauchy interlacing theorem implies that
λi(M
(1)) ≤ λi(M) ≤ λi+1(M (1)).
Consider the function
s 7→ F (1)(s) = s−
N−1∑
j=1
|〈vj(M (1)),H〉|2
s− λj(M (1))
.
By equation (51), the eigenvalue λi+j(M) is located at the solution of the equation
F (1)(s) =M11 (52)
along the real axis lying between the poles at λi+j(M
(1)) and λi+j+1(M
(1)). Conditioning
on the vector H, we can again use the method of proof of Proposition 5.4 to show
|〈vk(M (1)),H〉| & 1, for k = i, . . . , i+ n. (53)
The equations for the eigenvectors in the even-dimensional case differ from (15), (16).
There is no term in (16) corresponding to the real eigenvector associated with the eigen-
value 0. Correspondingly, the equation (15) is absent from the system. However, the
implementation of the method is identical.
Given (53), the function F (1)(s) is monotone on each interval between its poles at
λi+j(M
(1)), j = 1, . . . , n − 1, and so (52) has a unique solution in each of these intervals:
this solution is an eigenvalue λk(M). The equation F
(1)(s) = 0 similarly has a unique
solution µk(M
(1)) in this interval. Noting that
|M11| = 1,
we repeat the argument in the proof of Proposition 5.1 to show
|µk(M (1))− λk(M (1))| . N−1. (54)
Combining (54) and (49), we obtain Proposition 5.3.
8.1 Gap universality for anti-symmetric matrices
It remains to prove Lemma 8.1. We will show that the main result in [10], Theorem 2.2,
proved for Wigner matrices with non-degenerate real and imaginary parts, can be extended
to anti-symmetric matrices of even size such as M (1).
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Consider the even dimensional Gaussian model, given by the measure
µN−1(dx) =
1
Z ′N−1
∏
1≤j<k≤(N−1)/2
|λ2i − λ2j |2
(N−1)/2∏
i=1
e−(N−1)
λ2i
2 (55)
on Σ+N = {0 < λ1 < . . . < λN−1
2
}. This is the joint eigenvalue distribution of iK ′/√N − 1,
where K ′ is an (N − 1) × (N − 1) anti-symmetric matrix from the Gaussian model (4),
with N odd. Compare this with (5).
Let N be odd, and M ′ be an (N − 1) × (N − 1) anti-symmetric Hermitian matrix,
that is (M ′)ij = −(M ′)ji, and ℜMij = 0 for 1 ≤ i, j ≤ N . We assume the entries are
independent, identically distributed, with variance 1. As previously, we label the N − 1
eigenvalues increasing order as
λ−(N−1)/2(M ′) ≤ λ−(N−1)/2+1(M ′) ≤ . . . ≤ λ(N−1)/2−1(M ′) ≤ λ(N−1)/2(M ′).
Recall that λ−j(M) = −λj(M ′). From now on, we restrict our attention to the (N − 1)/2
leading eigenvalues. The main result of this section is the following adaptation of [10,
Theorem 2.2], proved in Section 8.1:
Theorem 5. Fix positive numbers α, O∞ and Osupp, and n ∈ N. Consider a sequence
ON of C
∞(Rn) n-variables observables, satisfying
sup
n
‖ON‖∞ ≤ O∞, suppON ⊂ [−Osupp, Osupp]n.
Let λj :=
1√
N−1λj(M
′). Then, for O = ON and any
j ∈ [α(N − 1)/2, (1 − α)(N − 1)/2],
we have ∣∣(E −EµN−1)O(N(λj − λj+1), . . . , N(λj − λj+n))∣∣ ≤ CN−ǫ‖O′‖∞, (56)
for N ≥ N0(n, α,O∞, Osupp).
Assuming Theorem 5, we can give the
Proof of Lemma 8.1. Choosing 0 ≤ O(x) ≤ 1 to be equal to 1 for N−1/2−ǫ/2 ≤ x ≤
N−1/2+ǫ/2 and zero for x /∈ [(1/2)N1/2−ǫ/2 , (3/2)N1/2+ǫ/2], we find
P(N−1/2−ǫ ≤ |λi+j − λi+j+1| ≤ 2N−1/2+ǫ)
≥EµN−1Q(N−1/2−ǫ ≤ |λi+j − λi+j+1| ≤ 2N−1/2+ǫ)− o(1)
=1− o(1),
yields (49) when applied to finitely many indices j.
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8.1.1 Gap universality: Proof of Theorem 5
If M ′ were a Wigner matrix in the GUE class, that is, if the real part were non-degenerate,
Theorem 5 would be identical to (in fact, somewhat weaker) [10, Theorem 2.2]. The proof
of Theorem 5 is almost the same, but since the setting is slightly different, we will explain
the necessary modifications in some detail.
The proof of [10, Theorem 2.2] combines a Green’s function comparison argument with
an analysis of the dynamics of Dyson Brownian motion in terms of local measures (See [10,
Section 4.1]). These are conditioned versions of (55): split the variables λ1, . . . , λ(N−1)/2
as
(λ1, . . . , λ(N−1)/2) = (y1, . . . , yL−K−1, xL−K , . . . , xL+K , yL+K+1, . . . , y(N−1)/2).
Let
x = (xL−K , . . . , xL+K) and y = (y1, . . . , yL−K−1, yL+K+1, . . . , yN ).
L and K are parameters defined by
L ∈ [α(N − 1)/2, (1 − α)(N − 1)/2] ∩ Z+, N δ ≤ K ≤ N1/4.
The local measure µy with boundary condition y is defined by
µy(dx) = µy(x) dx and µy(x) = µ(x,y)
[∫
µ(y,x) dx
]−1
. (57)
The measure µy also has the representation [10, Eqs. (4.5)-(4.6)]
µy = Z
−1
y e
−NHy , (58)
Hy(x) =
∑
i∈I
1
2
Vy(xi)− 2
N − 1
∑
i,j∈I,i<j
(log |xi − xj|+ log |xi + xj|) , (59)
Vy(x) =
x2
2
− 4
N − 1
∑
j /∈I
(log |x− yj |+ log |x+ yj|). (60)
The arguments in [10, Section 6] leading to the proof of [10, Theorem 2.2] can be
reproduced word for word to prove Theorem 5, provided the dynamics [10, Equations
(6.6), (6.7)] is replaced by the (odd) anti-symmetric Dyson Brownian motion:
∂tft = Lft (61)
L :=
N∑
i=1
1
N − 1∂
2
i +
(N−1)/2∑
i=1

−1
2
λi +
2
N − 1
∑
j 6=i
1
λi − λj +
2
N − 1
∑
j 6=i
1
λi − λj

 ∂i.
(62)
on Σ+N−1. The proof requires three inputs:
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1. Rigidity for the global measure µN−1.
2. Rigidity and level repulsion for the local measures µy (57).
3. Gap universality, in the sense of [10, Theorem 4.1], for local measures associated to
the Gaussian ensemble (55).
Rigidity for the global measure. Let us first address item (1). Rigidity refers to the
fact that the individual eigenvalue locations under (55) are very close to those predicted
by the limiting spectral distribution. For (55), the limiting distribution for the positive
eigenvalues is the quarter-circle distribution:
µqc(dx) = 2ρsc(dx)1[0,2](x) dx.
The classical locations are determined by the relation∫ γj
0
ρsc(dx) =
j
(N − 1)/2 .
The global rigidity statement required in [10] (See Eqn. 4.7, and Section 5.1) is that, for
any fixed α > 0, ν > 0, there exist constants C0, c1, c2 > 0, such that for any N large
enough:
PµN−1(|γk − λk| > N−1+ν) ≤ C0 exp(−c1N c2), (63)
for k ∈ [α(N − 1)/2, (1 − α)(N − 1)/2],
PµN−1(|γk − λk| > N−4/15+ν) ≤ C0 exp(−c1N c2), (64)
for N3/5 ≤ k ≤ (N − 1)/2 −N3/5+ν , and
PµN−1(|γk − λk| > C) ≤ C0 exp(−c1N c2) (65)
for all 0 ≤ k ≤ (N − 1)/2. These three estimates (indeed, a much stronger result) follows
from the local semi-circle law applied to the Gaussian matrix model for (55), see [11,
Section 7, Theorem 7.6].
Rigidity for the local measures µy. This is the statement that, for each k ∈ IL,K =
[L−K,L+K] ∩ Z+ and any fixed ξ > 0:
Pµy(|xk − αk| ≥ uKξN−1) ≤ Ce−cu2 . (66)
(See [10, Theorem 4.2].) Here,
αk =
1
2
(yL−K−1 + yL+K+1) +
j − L
2K + 2
, j ∈ IL,K .
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The proof of [10, Theorem 4.2] in [10, Section 7.1] depends only on the convexity of the
Hamiltonian (59) for boundary conditions y in a set of overwhelming probability. This
convexity is not affected by the additional log |xi + xj| term. Level repulsion, the second
part of item (2) above, is the statement that, for boundary conditions y satisfying the
rigidity conditions (63), (64), (65), we have:
Pµy (xi+1 − xi ≤ s/N) ≤ C(Ns)β+1, i ∈ [L−K − 1, L+K] ∩ Z+,
and moreover
Pµy(xi+1 − xi ≤ s/N) ≤ C(Kξs logN)β+1, i ∈ [L−K − 1, L+K] ∩ Z+,
if
Pµy (|xk − αk| ≥ CKξN−1) ≤ C exp(−Kc)
for some constants C, c and any k ∈ I. The proof for the anti-symmetric ensemble is
identical to the one given in [10, Section 7.1].
Gap universality for local measures via Ho¨lder regularity. The proof of item
(3) relies on items (1) and (2), and is the main result in [10]. It follows directly from a
comparison result between two local measures of the form (58), on the interval J and the
same subset of indices I, with different potentials Vy and Vy′ . In the case that concerns
us, the two potentials are Gaussian with β = 2, and differ only through their boundary
conditions. The starting point is an interpolation between observables with respect to µy
and with respect to µy˜:
Eµy˜F (x)−EµyF (x) =
∫ 1
0
β〈h0(x);Q(x)〉ωr
y,y˜
dr, (67)
ωry,y˜ = Z
−1
r e
−βr(Vy˜−Vy)(x)µy, (68)
h0(x) =
∑
i∈I
(Vy(xi)− Vy˜(xi)). (69)
The idea in [10] is to use a representation for the integrand in (67) as a random walk in
a random environment to show that it is small, uniformly in 0 ≤ r ≤ 1 for observables
F = O, where
O(xp − xp+1, . . . , xp − xp+n)
is a function of particle gaps. Indeed, by [10, Theorem 8.1], there are constants ǫ > 0 and
C > 0 such that
|〈h0;O(xp − xp+1, . . . , xp − xp+n)〉ωr
y,y˜
| ≤ KCξK−ǫ‖O′‖∞,
for fixed ξ∗ > 0, ξ sufficiently small and K large enough.
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In the case where O depends on a single gap, the random walk representation is
〈h0;O(xp − xp+1)〉ω = 1
2
∫ ∞
0
∫ ∑
b∈I
∂bho(x)Ex
[
O′(xp − xp+1)
(
vbp(σ) − vbp+1(σ)
)]
ω(dx),
where we have written ω = ωy,y˜. To define v(σ), we first introduce x(s), s ≥ 0, the solution
of the stochastic dynamics determined by
dxi = dBi + 2∂iHy,y˜dt
with initial condition x(0) = x. Hy,y˜ is the Hamiltonian associated with the interpolation
measure:
dωry,y˜ = Z
−1
ω e
−2Hy,y˜(x) dx.
For a fixed path {x(s) : s ≥ 0}, define the matrix
A(s) = A˜(x(s))
A˜ = 2HessHy,y˜(x).
vb(t,x(t)) is defined as the solution of the equation
∂tv
b(t) = −A(t)vb(t), vba(0) = δba(0). (70)
The core of [10] is an analysis of the parabolic evolution with time-dependent random
coefficients (70). In addition to the probabilistic properties of the paths x(s) which are
derived from the rigidity and level repulsion estimates (item (2)) above (see [10, Section
9.3]), the main input is the elliptic structure of the matrix
A˜ = B˜ + W˜ ,
where
[B˜(x)v]j = −
∑
k
B˜jk(x)(vk − vj)
is the part of the Hessian of the Hamiltonian coming from the logarithmic interaction:
B˜jk(x) =
2
(xj − xk)2 +
2
(xj + xk)2
≥ 0. (71)
The proofs in Sections 8, 9 and 10 of [10] are unaffected by the additional term 1/(xj+xk)
2
in (71), since this term is of lower order than 1/(xj − xk)2:
xj, xk ∈ [0, 2]⇒ 1
(xj + xk)2
≤ 1
(xk − xj)2 .
Given that the rigidity and level repulsion estimates remain the same whether this term is
present in the logarithmic interaction or not, we can follow all the steps in [10] to establish
for the anti-symmetric ensemble (55), and obtain Theorem 5.
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9 The GUE case
The method of proof in the Section 5 can be applied to perturbations of a GUE matrix.
The result is as follows:
Theorem 6. Let G be an N×N GUE matrix, and let bN ∈ RN be a unit vector. Consider
the matrix
W = G+ iN · bNb⊺N .
Let 0 < α < 1. Then there is ǫ > 0 such that, for each i ∈ [αN, (1 − α)N ], and each
j = 0, . . . n− 1, W has an eigenvalue (which we label λi+j(W )) with
λi+j(G) < ℜλi+j(W ) < λi+j+1(G),
with probability 1−N−ǫ.
Proof. Let X = (X1, . . . ,XN )
⊺ be a complex Gaussian vector with mean 0 and covariance
I. Then UX is Gaussian vector with the same distribution for any unitary transformation
U . From this, it follows easily that
Y =
X
‖X‖2
has uniform distribution on the unit sphere in CN . In particular, if v is any eigenvector of
the GUE matrix G, the distributions of 〈v,bN 〉 and 〈Y,bN 〉 are identical. Thus
P(
√
N |〈v,bN 〉| ≤ η) = P(
√
N |〈Y,bN 〉| ≤ η)
= P(
√
N |X1| ≤ η‖X‖2)
≤ P(|X1| ≤ ηN ǫ) +P(Z/
√
N ≥ N ǫ),
where Z has the chi distribution with N degrees of freedom. Choosing η ≤ N−2ǫ, we obtain
P(
√
N |〈v,bN 〉| ≤ N−ǫ) ≤ CN−ǫ. (72)
Replacing (5.4) by (72) in the proof of Theorem 2, (ii) above to obtain (34), the result
follows. Note also that we do not need to appeal to the results in [6] to obtain the bound,
since the distribution of the projections of eigenvectors are known.
A Bourgade and Yau’s eigenvector moment flow
In [3], the authors study the evolution under the Hermitian analog of (16) [3, Equation
(2.3)] of the joint moments of the quantities
wk = 〈q, uk〉, k = 1, . . . , N,
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where uk are the eigenvectors of an N×N Hermitian random matrix and q is a unit vector
in RN .
Define
P(h)
j1,...,jm
i1,...,im (w1, . . . , wN ) =
m∏
l=1
wjlil w¯
jl
il
.
(The superscript (h) stands for “Hermitian.”) Let H0 be a Hermitian Wigner matrix, and
H(t), t ≥ 0, be the solution of the Hermitian Dyson Brownian motion with initial data H0.
Suppose (w1(t), . . . , wN (t)) are the solutions to the Hermitian Dyson Brownian motion with
initial data ~w(H0), where ~w(H0) is an orthogonal set of eigenvectors of H0. We introduce
the normalized moments, conditional on H0 and the eigenvalues ~λ = (λ1(t), . . . , λN (t)) of
H(t):
Q~λ
j1,...,jm
i1,...,im
(t) = EH0(P(h)
j1,...,jm
i1,...,im (t)| ~λ)
m∏
l=1
(2jljl!)
−1. (73)
The evolution of the quantities (73) is given by
∂tQ~λ(t) =
∑
1≤k<l≤N
ckl(t)VklV klQ~λ(t), (74)
Vkl = wk∂wl − wl∂wk , V kl = wk∂wl −wl∂wk
ckl(t) =
1
N(λk(t)− λl(t))2 .
Here we have omitted the indices on the moment Q~λ(t).
The action of the terms VklV kl on the moments is given by
VklV klQ~λ
j1,...,jm
i1,...,im
(t) = j1Q~λ
1,j1−1,...,jm
l,i1,...,im
(t)− j1Q~λj1,...,jmi1,...,im (t), l /∈ {i1, . . . , im}, (75)
VklV klQ~λ
j1,...,jm
i1,...,im
(t) = j1(j2 + 1)Q~λ
j1−1,j2+1,...,jm
i1,...,im
(t) (76)
+ j2(j1 + 1)Q~λ
j1+1,j2−1,...,jm
i1,...,im
(t)
− (j1(j2 + 1) + j2(j1 + 1))Q~λj1,...,jmi1,...,im (t)
The relations (75), (76) afford an interpretation of (74) as a multiparticle random walk.
The indices
{(i1, j1), . . . , (im, jm)}
on the moments (73) are taken to represent configurations of particles at locations 1, ...N ,
jk being the number of particles at ik ∈ {1, ..., N}. Each such configuration corresponds
to a function
η : {1, . . . , N} → Z≥0,
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where
η(ik) := ηik = jk,
η(i) = 0, i /∈ {i1, . . . , im}.
Then, (74) describes the evolution along the eigenvector flow, conditioned on the eigenval-
ues, of the function
f
(h)
~λ
(t, η) = Q~λ(t)
j1,...,jm
i1,...,im
(t) (77)
of configurations with fixed particle number N (η) = ∑j ηj . Equations (75), (76) imply
that the flow preserves particle number. The equations for Bourgade and Yau’s eigenvector
moment flow are
∂tf
(h)
~λ
(t, η) =
∑
i 6=j
cij(t)ηi(1 + ηj)(f(η
i,j)− f(η)), (78)
with ηi,j the configuration obtained from η by moving a single particle from location i to
location j.
[3, Theorem 4.3] shows that for each total particle number, the quantity ft(η) converges
to 1 uniformly, at a polynomial rate withN , provided t ≥ N− 14+ǫ. This implies [3, Corollary
4.4] that all moments of projections of the eigenvectors of matrices with a small Gaussian
component converge to the corresponding Gaussian moments, uniformly over moments
of any fixed order. This is then extended to general Wigner matrices by a comparison
argument [3, Section 5], to obtain the result:
Theorem 7 (Bourgade, Yau). For any sequence of generalized Hermitian Wigner matrices,
fixed index set I and unit vector q in RN ,
√
2N |〈q, uk〉|)k∈I → (|N (1)(0, 1) + iN (2)(0, 1)|)mj=1,
in the sense of moments, uniformly in q and I such that |I| ≤ m fixed. N (1) and N (2) are
independent N(0, 1) random variables.
A.1 Generator for the anti-symmetric moment flow
We wish to reproduce the argument in [3] for the anti-symmetric Dyson Brownian motion
(13), (15), (16). In this case, the generator of the flow on moments (74), is somewhat more
complicated. Letting
f
(
ui(α)1≤i,α≤(N−1)/2, ui(α)1≤i,α≤(N−1)/2, u0(α)1≤α≤(N−1)/2
)
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be a smooth function of the eigenvector entries. Then, if F = E(f | ~λ(t)), a computation
using Ito’s formula similar to [3, Appendix B] shows
∂tF =
1
2
∑
1≤i<j≤(N−1)/2
cij(t)(XijXij +XijXij)F (79)
+
1
2
∑
1≤i<j≤(N−1)/2
c˜ij(t)(YijYij + YijYij)F
+
1
2
∑
1≤j≤(N−1)/2
c0j(t)(X0jX0j +X0jX0j)F.
Here we have used the notations:
Xij = ui∂j − uj∂i, X ij = ui∂j − uj∂i, (80)
Yij = ui∂j − uj∂i, Y ij = ui∂j − uj∂i,
X0j = u0∂j − uj∂0, X0j = u0∂j − uj∂0.
cij(t) =
1
N(λi(t)− λj(t))2 , (81)
c˜ij(t) =
1
N(λi(t) + λj(t))2
,
c0j(t) =
1
Nλ2j (t)
.
For a fixed q ∈ CN , we let
zk = 〈q, vk〉, k = 1, . . . , (N − 1)/2.
Consider the moments
P(as)
j0,j1,...,jm
0i1,...,im (z0, z1, . . . , z(N−1)/2) = z
2j0
0
m∏
l=1
zjili z¯
ji
li
, (82)
Q~λ
j0,j1,...,jm
0i1,...,im
(t) = EH0(P(as)
j0,j1,...,jm
0i1,...,im | ~λ) · a(2j0)−1
m∏
l=1
(2jljl!)
−1. (83)
The action of the terms XijXij and XijXij with i 6= 0 on the moments is identical
because of the invariance under the permutation zi → zi, i 6= 0 in the polynomials (82).
(This was already used implicitly in (74)). Moreover, a calculation shows that XijXij and
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YijYij act on the “anti-symmetric” moments in identical fashion to VklV kl in the Hermitian
case (75), (76). For X0jX0j , we have
X0jX0jQ~λ
j1,...,jm
i1,...,im
(t) = jkQ~λ
j1−1,...,jk+1,...,jm
i1,...,ik,...,im
(t)− jkQ~λj1,...,jmi1,...,im (t), 0 /∈ {i1, . . . , im} (84)
X0jX0jQ~λ
j1,...,jm
i1,...,im
(t) = 2j0Q~λ
j1,...,jm
i1,...,im
(t)− 2j0Q~λj0−1,...,1,...,jm0,...,ik,...,im (t), k /∈ {i1, . . . , im} (85)
X0jX0jQ~λ
j1,...,jm
i1,...,im
(t) = 2j0(jk + 1)Q~λ
j0−1,...,jk+1,...,jm
0,i1,...,ik,...,im
(t) (86)
+ (2j0 + 1)jkQ~λ
j0+1,...,jk−1,...,jm
0,i1,...,ik,...,im
(t)
− ((2j0 + 1)jk + 2j0(jk + 1))Q~λj1,...,jmi1,...,im (t).
From this we obtain the evolution for the anti-symmetric eigenvector moment flow. We
let
f
(as)
~λ
(t, η) = Q~λ
j0,j1,...,jm
0,i1,...,im
(t)
with η defined by the correspondence explained earlier, and Q~λ is now defined in terms of
the anti-symmetric flow as in (83). The evolution is given by:
∂tf
(as)
~λ
(t, η) =
∑
j 6=i
i,j≥1
(cij(t) + c˜ij(t))ηi(1 + ηj)
(
f(ηi,j)− f(η)) (87)
+
∑
j 6=0
c0j2η0(1 + ηj)
(
f(η0,j)− f(η))
+
∑
i 6=0
ci0ηi(2η0 + 1)
(
f(ηi,0)− f(η)) .
The maximum principle proof given in [3, Section 4] to show that f (h)(t, η) converges to
1 uniformly in η for fixed particle number m =
∑
ηi, can be reproduced almost exactly
for f
(as)
~λ
(t, η). We merely need to note that the isotropic local semicircle law proved in [6,
Theorem 2.12], which is a central ingredient in that proof, applies to general Hermitian
matrices, with no non-degeneracy condition on the real part. It thus applies to the anti-
symmetric Hermitian matrix M .
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