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THE WRAPPED FUKAYA CATEGORY FOR
SEMI-TORIC SYZ FIBRATIONS
YOEL GROMAN
Abstract. We introduce the wrapped Donaldson-Fukaya cate-
gory of a (generalized) semi-toric SYZ fibration with Lagrangian
section satisfying a tameness condition at infinity. Examples in-
clude the Gross fibration on the complement of an anti-canonical
divisor in a toric Calabi-Yau 3-fold. We compute the wrapped
Floer cohomology of a Lagrangian section and find that it is the
algebra of functions on the Hori-Vafa mirror. The latter result is
the key step in proving homological mirror symmetry for this case.
The techniques developed here allow the construction in general of
the wrapped Fukaya category on an open Calabi-Yau manifold car-
rying an SYZ fibration with nice behavior at infinity. We discuss
the relation of this to the algebraic vs analytic aspects of mirror
symmetry.
1. Introduction
Toric Calabi-Yau varieties have long been a testing ground for ideas
in mirror symmetry and have generated a large literature, both in
physics and mathematics. Most importantly for us, if one removes
a smooth anti-canonical divisor D from a toric Calabi-Yau X , one
obtains a manifold M = X \D carrying a special Lagrangian torus fi-
bration L : M → Rn [13], referred to later as the Gross fibration. The
Gross fibration has been used in [6, 9, 4] to construct an SYZ mirror to
M . This setting is one of a handful in which such an explicit construc-
tion is known. However, a full understanding of homological mirror
symmetry requires the wrapped Fukaya category[3]. To the author’s
knowledge, the wrapped Fukaya category has to date only been con-
sidered in connection with manifolds that are Liouville [5] or at least
conical at infinity [19]. On the other hand, the manifolds M = X \D
are generally not conical at infinity. The present paper fills this gap.
We introduce the wrapped Fukaya category associated with a semi-
toric SYZ fibration. We then carry out the main step towards its full
computation in dimension n ≤ 3 by computing the wrapped Floer
cohomology of a Lagrangian section. This in turn will be used in a
1
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forthcoming paper to prove homological mirror symmetry and to in-
trinsically calculate the mirror map. A secondary aim of this paper is
to illustrate the use of the techniques of [12] in connection with SYZ
mirror symmetry. While we restrict attention to the semi-toric case,
the construction should be relevant for any well behaved SYZ fibration,
a notion introduced herein.
1.1. Semi-toric SYZ fibrations.
Definition 1.1. A semi-toric SYZ fibration is a pair (M,L = (µ,H)) as
follows. M is a 2n-dimensional symplectic manifold satisfying c1(M) =
0 and carrying a Hamiltonian Tn−1 action with moment map µ :M →
R
n−1. H : M → R is a smooth function which commutes with µ. We
assume that the singular orbits are non-degenerate of codimension 2
and the singular fibers are of type (2, 2) and (1, 2) respectively1. We
say that (M,L) is simple if the set of points with non-trivial isotropy
is connected.
Example 1.2. The Gross fibration is a simple semi-toric SYZ fibration.
So is the cotangent bundle of a torus. On the other hand, toric Calabi-
Yau varieties with their toric fibration over the Delzant polyhedron
do not fall under Definition 1.1. As an aside, by Lemma 9.11 in [12]
the Fukaya category of a toric Calabi-Yau variety is trivial. Thus, for
the purposes of mirror symmetry, semi-toric SYZ fibrations naturally
follow cotangent bundles of tori in order of complexity.
1.2. The wrapped Donaldson-Fukaya category. In our formula-
tion, the input for the wrapped Fukaya category is a semi-toric SYZ fi-
bration L together with a Lagrangian section σ and a Landau-Ginzburg
potential (π, J) which we now turn to define.
Definition 1.3. A Landau-Ginzburg potential for (M,L) is a pair
(π, J) where π : M → C is a J-holomorphic function such that Crit(L) ⊂
π−1(0). A Lagrangian L is said to be tautologically unobstructed with
respect to J if L does not meet π−1(0) and the induced map
π∗ : H1(L;Z)→ H1(C∗;Z),
is trivial.
In §3 we introduce the notion of a tame semi-toric SYZ fibration
which means that the fibration is well behaved at infinity. Henceforth,
we restrict attention to the case n ≤ 3.
1In the literature[18], such integrable systems have been referred to as generalized
semi-toric. This is due to the fact that in the SYZ setting, the moment map for
the torus action is generally not proper, even though the fibration as whole is.
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Theorem/Construction 1.1. To any tame semi-toric SYZ fibration
(M,L) there is naturally associated the following data
(a) A semi-group HL ⊂ C∞(M).
(b) A unital ring
SH∗(M ;L) := lim−→
H∈HL
HF ∗(M,H).
(c) A connected set Π of Landau-Ginzburg potentials (π, J).
To any (π, J) ∈ Π and (π, J)-tautologically unobstructed Lagrangian
section σ we can associate
(a) A collection of admissible Lagrangians Aπ,J , consisting of (π, J)-
tautologically unobstructed Lagrangians that outside a compact
set arise from σ by a conormal construction.
(b) A cofinal subset HL,π,J ⊂ HL.
(c) For any L0, L1 ∈ Aπ,J , a vector space
HW (L0, L1) = lim
H∈HL,pi,J
HF (L0, L1;H).
(d) For any L0, L1, L2 ∈ Aπ,J , a composition map
HW (L0, L1)⊗HW (L1, L2)→ HW (L0, L2)
such that HW (L, L) is a unital ring.
The category thus defined for a choice of σ, π, J, is referred to as the
wrapped Donaldson-Fukaya category of (M,L, σ, π, J).
The proof of Theorem 1.1 is carried out in §3 and §4 and wrapped
up at the end of §4.
Remark 1.4. The role of the Landau-Ginzburg potential in Theorem 1.1
is to control disk bubbling. This allows us to implement a self-contained
transversality package. The price is that we have to make a choice of
LG potential. A fully invariant formulation requires considering objects
which are pairs of Lagrangians and bounding cochains and applying
the machinery of [11]. In that formulation, the choice of connected
component corresponds to a certain choice of local coordinates on the
SYZ mirror.
By contrast, the role of σ appears to be required for singling out the
algebraic structure on the mirror. It appears that it should be possible
to eliminate the choice of σ if one is willing to work in the rigid analytic
category. We do not pursue this here.
Remark 1.5. The A∞ refinement to the wrapped Fukaya category will
be discussed in a forthcoming paper in connection with homological
mirrors symmetry.
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1.3. Statement of the main results. Without further notice we fix
the dataM,L, π, J, and σ, and omit them from the notation of wrapped
Floer cohomology.
Associated to a semi-toric SYZ fibration there is a generator of
H1(M ;Z) which is, roughly, the class of a global angle coordinate de-
fined away from the singular point of L. See Theorem 2.3 below. Thus,
there is an extra grading on SH∗(M) and HW ∗(L). We denote the
degree of an element with respect to this grading by | · |. Denote by
Λnov the universal Novikov field over C. Namely,
Λnov =
{
∞∑
i=0
ait
λ
i : ai ∈ C, λi ∈ R, lim
i→∞
λi =∞
}
.
Theorem 1.6. Henceforth, we restrict attention to the case n ≤ 3.
Denote by G the torus acting on M .
(a) There are natural isomorphisms
SH0,0(M) = HW 0,0(σ, σ) = Λnov[H1(G;Z)] ≃ Λnov[u±11 , . . . , u±1n−1].
and,
SH0(M) = HW 0(σ, σ).
(b) There are elements x, y, g ∈ HW 0(σ, σ) with |x| = 1, |y| = −1
and |g| = 0 such that HW 0(σ, σ) = Λnov[H1(G;Z), x, y]/xy− g.
(c) HW i(σ, σ) = 0 for i 6= 0.
In fact we can give a more explicit description of the Laurent polyno-
mial g. For definiteness take n = 3. The image of the lower dimensional
orbits under µ gives rise to a diagram µ(Crit(L)) in the plane with in-
teger slopes for which there exists a dual graph denoted by ∆∗.
Theorem 1.7 (Cf. [4] Theorem 8.4). There is a function f : ∆∗ → R
such that
g =
∑
α∈∆∗
(1 + cα)t
f(α)uα,
where cα ∈ Λnov such that val cα > 0. More precisely,
cα =
∑
A∈H2(M ;Z)|A 6=0
nAt
ω(A),
for some integers nA.
Remark 1.8. The numbers nA count certain configurations arising from
the analytic expansions of the closed open map. These expansions in
turn arise from a particular choice of a pair of charts coming from
the LG potential. In a forthcoming paper we give a more intrinsic
formulation in terms of Gromov-Witten invariants.
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Remark 1.9. Note that the choice of LG potential potentially only
affects the definition of HW (σ, σ), not that of SH∗(M). Thus, a-
posteriori, Theorem 1.6 tells us that HW (σ, σ) is independent of the
choice of (π, J) up to isomorphism. If one takes on board the theory
of [11], it should follow that different choices are canonically identified
since a section is simply connected.
A particular consequence of Theorem 1.7 is that HW 0(σ, σ) is a
smooth algebra over the Novikov field. This follows because ∆∗ is the
dual partition of the Newton polygon for a smooth tropical curve. See
Corollary 2.8. This fact is the key step in the proof of the following
theorem which will be given in a forthcoming paper.
Theorem 1.10 (Homological mirror symmetry). There is an A∞
refinement W(M,L) of the Donaldson-Fukaya category and we have
an equivalence of categories between DπW(M,L) and finitely generated
modules over HW (σ, σ).
1.4. Algebraic vs Analytic aspects of mirror symmetry. The
principle of GAGA states that on a closed Kahler manifold, geometric
and analytic geometry are equivalent. On an open manifold this is no
longer true and the algebraic structure when such exists is an additional
structure. In fact, there are examples of relevance in mirror symmetry
where there exist inequivalent algebraic structures which are analyti-
cally isomorphic. In [22, 1, 2] the SYZ mirror and the mirror functor
are constructed in the rigid analytic category. By contrast, Theorem
1.10 is algebraic. We comment on hoow this arises Floer theoretically.
We show in §3 that if (M,L) is sufficiently well behaved, there is a
well defined notion of a Lipschitz function with respect to the integral
affine structure on the base of L. This is the semi-group HL alluded
to in Theorem 1.1. As motivation in connection with homological mir-
ror symmetry, consider the following toy example. Take M = T*T =
R × S1 with the standard coordinates (s, t). Let L : M → R be de-
fined by (s, t) 7→ s. Let σ be the section {t = 0}. Since there are
no critical points the choice of (π, J) is superfluous. Then HL is the
set of Hamiltonians that are proper, bounded below and satisfy that
|∂sH| is bounded. The growth condition on Lagrangians is given by
a similar Lipschitz condition in the standard coordinates. In this case
(and, more generally, for T*T
n
) our definition reproduces the stan-
dard wrapped Fukaya category of the exact case. Observe now that
SH∗(T*T) = C[x, x−1]. Moreover, the filtering by the bound on |∂sH|
corresponds to the filtering of Laurent polynomials by the order of pole
at {0,∞}. Our definition of the wrapped Fukaya category for the semi-
toric case reproduces the algebraic structure on the mirror in a similar
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way. The question for more complicated SYZ fibrations awaits further
exploration.
To put this into the general context note that it was observed in [12]
there are two different flavors of symplectic cohomology on an open
manifold. On the one hand, denoting by C(M) ⊂ C∞(M) the additive
group of smooth exhaustion functions, let H ⊂ C(M) be a semi-group
admitting a cofinal sequence {Hi}. One then obtains an algebra by
considering
SH∗(M ;H) = lim−→
i
HF ∗(Hi).
On the other hand one can associate a ring SH∗(M |K) with the struc-
ture of a Banach space to a pre-compact set K ⊂M . This is formally
the Floer cohomology of the function which is 0 on K and∞ onM \K.
One then obtains a ring associated with the entire space by considering
SH∗c (M) = lim←−
Ki
SH∗(M |Ki),
for an exhaustion of M by the precompact sets {Ki}. Note that the
latter construction is a purely symplectic invariant while the first con-
struction depends on the semi-group. There are a number of examples
showing that this dependence is non-trivial. We expect that the choice
of semi-group is relevant to determining an algebraic structure on the
mirror. It is believed that the second construction when applied to
invariant sets of an SYZ fibrations gives rise to the sheaf of analytic
functions. Such a sheaf is studied in [25]. The open string version of
this latter construction remains to be explored.
1.5. Acknowledgements. The author would like to thank M. Abouzaid
for many useful discussions.
Various stages of the work were carried out at the math departments
of Hebrew University of Jerusalem, the ETH of Zurich, and Columbia
University. They were supported by the ERC Starting Grant 337560,
ISF Grant 1747/13, Swiss National Science Foundation (grant number
200021 156000) and the Simons Foundation/SFARI (#385571,M.A.).
The author is grateful to the Azrieli foundation for granting him an
Azrieli fellowship.
2. Geometric Setup
2.1. Semi-toric SYZ fibrations. Let (M,ω) be a symplectic mani-
fold of dimension 6. Let B = R3. Let L : M → B be a proper surjective
map whose fibers are Lagrangian. By the Arnold-Liouville Theorem,
the generic fibers are Lagrangian tori. Moreover the local functions on
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a neighborhood of a point b ∈ Breg whose flow at b is periodic give
rise to a canonical integral lattice Λ∗ ⊂ T ∗Breg. Λ∗ is a locally con-
stant sheaf on Breg naturally isomorphic to the sheaf R
1L∗(L−1(Breg))
whose restriction to any simply connected U ⊂ Breg is H1(L−1(U);Z).
The isomorphism on the stalk at b ∈ Breg is given by γ 7→ dIγ where
γ ∈ H1(Lb;Z) and Iγ : U ⊂ Breg → R maps x ∈ U to the integral of
ω over the cylinder traced by moving γ from b to x. We will use this
identification freely. Dually, we have an integral lattice Λ ⊂ TBreg,
giving rise to an integral affine structure on Breg.
Definition 2.1. L is called a semi-toric SYZ fibration if the skeleton
∆ := B \Breg is a trivalent graph, and, in the terminology of [14], the
following are satisfied
(a) The singular fibers over the edges of ∆ are of type (2, 2) and the
singular 1-dimensional orbits are non-degenerate in the sense of
[17].
(b) The singular fibers over the vertices are of type (1, 2).
(c) There is a global codimension 1 sub-sheaf Γ of Λ∗ with trivial
monodromy.
(M,L) is said to be simple if ∆ is connected.
Henceforth (M,L) is a simple semi-toric SYZ fibration.
To justify the terminology note that the assumption about the mon-
odromy implies there is a pair of Hamiltonians (HF1, HF2) which factor
through L and generate a T2 action. Namely, pick two generators γ1, γ2
of Γ over b0, and define HFi = Iγi◦L. Henceforth, we denote the 2-torus
by G. Then Γ is naturally identified with the integral lattice in the Lie
algebra g. The action of G carries has a moment map µ : M → g∗
which in the choice of basis for G above is just µ = (HF1, HF2). By
construction µ factors through L. We will denote this by µ = fµ ◦ L.
Thus fµ(∆) is a graph in g
∗.
Example 2.2. Consider M = C3 \ {z1z1z3 = 1} and let
HB = − ln ‖1− z1z2z3‖, HFi = |z|2i − |z|23, i = 1, 2.
The Hamiltonian HFi and HB commute with each other. The fibers
of L = (HB, HF1, HF2) are Lagrangian tori on which Ω has constant
phase.The HFi induce commuting Hamiltonian circle actions. The
skeleton is given by the union of rays
∆ = {HF1 = 0, HF2 ≥ 0} ∪ {HF2 = 0, HF1 ≥ 0} ∪ {HF1 = HF2 ≤ 0}
In fact, locally, near the singular points lying over vertices of ∆
there are T2 equivariant neighborhoods which are symplectomorphic to
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corresponding neighborhoods of the singularity in the last example. See
[7]. Further examples are given by the complements of anti-canonical
divisors in toric Calabi-Yau. These are described below in §2.3.
It is not hard to show that C1(M) = 0 and that the Maslov class
of the torus fibers vanishes. We have the following further topological
consequences of the definition.
Theorem 2.3. (a) L carries a global Lagrangian section.
(b) There is a generator of H1(M ;Z) whose restriction to H1(Lb;Z)
coincides with a lift of a global section of Λ/Γ∗.
(c) Pick an almost complex structure J which is compatible with ω.
Then L determines a canonical homotopy class of sections Ω of
Λ3
C
T ∗M by the requirement that arg(Ω|TL−1(b)) be exact for any
b ∈ Breg.
Proof. (a) We first show there exists a Lagrangian section over Breg.
According to [10] we need to verify that the Chern class of L|Breg
vanishes and that for any smooth section s, the pull-back s∗ω
is exact. Note that, Breg = R
3 \ ∆ is homotopy equivalent to
a wedge of circles, so it remains to verify the vanishing of the
Chern class. The latter is an element of H2(Breg,Λ
∗) arising as
follows. A collection of local Lagrangian sections on a cover of
Breg gives rise to a 1-cocycle µ of the sheaf Lag(T
∗Breg/Λ
∗) of
Lagrangian sections. Then the Chern class ν := δ([µ]) where
δ is connecting homomorphism arising from the short exact se-
quence
0→ Λ∗ → Lag(T ∗Breg)→ Lag(T ∗Breg/Λ∗)→ 0.
Observe that there is a two element cover of Breg such that L
admits a Lagrangian section over each of them. This elements
arise by removing a connected component of f−1µ (∆) \∆. Thus
ν is represented in the associated Cech cohomology which van-
ishes tautologically. To extend such a section across the singular
values of L use the local normal forms below. Namely, any lo-
cal Lagrangian section on the complement of the singular fiber
can be flown by a Hamiltonian isotopy to a standard one which
extends.
(b) Dual to the two global action coordinates there exists a global
angle coordinate defined on the complement of the singular
fibers. Indeed, on Breg we have a globally defined vector field
∂
∂x3
defined as being in the kernel of the globally defined 1-forms
dx1, dx2 and normalized so that dx3(
∂
∂x3
) = 1. The latter con-
dition is well defined, since dx3 is well defined up to addition
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of a linear combination of dx1 and dx2. Choosing a Lagrangian
section we can lift to a vector field V on L−1(Breg). We thus
obtain a 1-form θ3 = ιV ω. This 1-form depends of course on
the choice of lift, but its restriction to any fiber of L does not.
The one form θ3 extends at least continuously to M \ Crit(L).
Indeed, dx3 diverges logarithmically [7] near a singular value, so
∂
∂x3
approaches 0 on any sequence converging to a non-singular
point of L. But, due to the singularity at Crit(L), θ3 does
not extend continuously to all of M . However the integral of θ3
vanishes on any loop contained in a small enough neighborhood
of Crit(L). Thus, using Meyer-Vietoris, the cohomology class
of θ3 extends across M . The one form θ3 satisfies the required
property.
(c) Pick a section Ω0. Since the Maslov class of a Lagrangian fiber
vanishes we can normalize so that d argΩ0|TLb is exact.

2.2. Monodromy and the dual graph. It is standard that the mon-
odromy ρe around any edge e of ∆ is unipotent. See, e.g., eq. (4) below.
By our assumption it follows further that ρe − Id is a primitive lattice
element of Λ⊗ Γ. In other words, choosing an integral basis η1, η2 for
Γb ⊂ Λ∗b and extending it to an basis integral basis of Λ∗b the mon-
odromy around an edge is given by a matrix of the form
(1)

 1 0 a0 1 b
0 0 1

 ,
where the vector aη1 + bη2 depends on the edge e and gcd(a, b) = 1.
Lemma 2.4. For an edge e ∈ ∆ and an x ∈ L−1(∆), let Gx ⊂ G be
the stabilizer of x. Let γ ∈ π1(Breg, b0) be a loop around e. Then under
the identification Γ = gZ, we have that ρ(γ)− Id surjects unto gx,Z, the
integral lattice in gx. In particular, Gx depends only on e.
Proof. For g ∈ Λ∗ we have that (ρ(γ)−Id)g ∈ Γ and so it vanishes when
transported to e. Thus the group element corresponding to ρ(γ) − Id
stabilizes x. Moreover, the stabilizer group is 1-dimensional by the
slice theorem. By our assumptions, the image of (ρ(γ) − Id) contains
a primitive element. The claim follows. 
Lemma 2.5. The tangent space to any point p in the edge fµ(e) is
the annihilator go of the stabilizer ge. In particular, fµ(∆) has rational
slopes.
Proof. This is standard. 
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The monodromy representation gives rise to a dual graph ∆∗ ⊂ Γ as
follows. First define ∆∗ as an abstract graph with a vertex correspond-
ing to each face of fµ(∆) and an edge connecting vertices corresponding
to adjacent faces. We now show that we can canonically embed ∆∗ up
to a translation into g so that the vertices land in gZ = Γ. For this
associate an element of Γ with each directed edge in ∆∗ as follows. Let
W ⊂ B be a hypersurface which contains ∆ and maps diffeomorphi-
cally to R2 under fµ. Pick a base-point b0 ∈ Breg and an element g
of Λ∗b0 whose projection to Λ
∗
b0
/Γ is a primitive generator. For α ∈ ∆∗
denote by Fα the corresponding face. To the directed edge αβ associate
the loop γαβ based at b0 going through Fα the Fβ . Let
vαβ := (ρ(γαβ)− Id)g ∈ Γ.
We have vαβ = −vβα. Also, if α, β, γ are vertices corresponding two a
triple of faces meeting at a vertex in ∆, we have the relation
vαβ + vβγ + vγα = 0.
But trivalence of ∆ implies that ∆∗ is a triangulation. Thus for any
loop in ∆∗, the sum of the vectors vαβ along the loop vanishes. We can
now embed ∆∗ into g as follows. Pick a spanning tree T in ∆∗ and pick
a vertex α0 to be the root. Map α0 to 0, and map each vertex β0 the
sum of the vectors vαβ along the directed path in T connecting α0 to
β0.
The choices made in constructing ∆∗ have the following effect. Chang-
ing the α0 amounts to a translation of ∆
∗ and thus will be of no concern
to us. Changing either the generator of Λ∗b0/Γ or the connected com-
ponent of B \∆ containing b0 has the effect of multiplying ∆∗ by −1.
The following Lemma singles out a choice and summarizes the above
discussion.
Lemma 2.6. For any α, β ∈ ∆∗ the monodromy of g0 for the loop based
at b0 around the dual edge which passes through the face β and then
through α is, given by g0 7→ g0+(β−α). Moreover, g0 can be chosen to
satisfy the following. For any α ∈ ∆∗ corresponding to the face F , the
vectors from α to its adjacent vertices generate the dual cone to F over
Z. Namely, the set of elements of Γ which pair non-negatively with all
points of F .
Proof. We have already observed that ∆∗ is a triangulation of a poly-
gon. At each triangle the vectors are either all positive or all negative
for the composition rule to hold. The claim now follows. 
For each vertex v ∈ ∆ let ∆∗v ⊂ V be the triangle in formed by the
vertices corresponding to the face containing V .
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Lemma 2.7. ∆∗v has area 1/2.
Proof. This follows since the sides of ∆∗v are all primitive. Thus, they
can be mapped to the standard 2-simplex by an element of SL(2;Z).

Corollary 2.8. fµ(∆) is a smooth tropical curve.
We have shown that any simple semi-toric SYZ fibration gives rise to
a smooth tropical curve. In fact there is a converse construction whose
proof is given in the next sub-section.
Theorem 2.9. For every smooth tropical curve C in the plane there
exists a semi-toric SYZ fibration for which fµ(∆) = C.
2.3. Toric Calabi-Yau varieties and the Gross fibration.
Definition 2.10. A toric Calabi-Yau variety is manifold constructed
as follows. Let G′ ≃ Tn be a closed subtorus of Tn+k−1 embedded in
SU(n + k) acting on Cn+k as the group of diagonal matrices. Denote
by µG′ : C
n+k → g′∗ the moment map and let c ∈ g′∗ be a regular value
of µG′. Let X := µ
−1
G′ (c)/G
′. X carries an action G = Tn+k/G′.
The assumption G′ →֒ SU(n) implies that the canonical bundle of
X is trivial. Indeed, there is an induced nowhere vanishing complex
volume form on M defined as follows. Let Ω0 = dz1 ∧ · · · ∧ dzn+k be
the standard holomorphic volume form on C. Pick a basis g1, ..., gn of
g′. Let
Ω := ιg1,...,gnΩ0.
Then Ω descends to a holomorphic volume form Ω on the quotient X .
The embedding G′ →֒ SU(n) implies that X is non-compact. In-
deed, let v =
∑
ei ∈ Rn+k. Then identifying the Lie algebra of the
standard torus with Rn+k we have 〈u, v〉 = 0 for any component u of
µG′. Thus, identifying R
n+k with it dual, µTn+k(µ
−1
G′ (c)) contains an
affine ray parallel to the one generated by v.
Let K ⊂ G = Tn+k/G′ be the n + k − 1-dimensional torus which
preserves the complex volume Ω. The toric diagram of X is the image
under µK of the 1-dimensional orbits of G = T
n+k/G′.
X is also a complex variety since it can be realized as a GIT quotient.
Denote its complex structure by J . On X there is a globally defined
function
f : [z1, . . . , zn+k] 7→ z1 · . . . · zn+k,
which is well defined since G′ preserves complex volume. Picking any
regular value c of the function f , we obtain an SYZ fibration by con-
sidering M \f−(c) and HB = ln ‖c−f‖. This fibration was introduced
by Gross.
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Theorem 2.11. X \D with the gross fibration L0 is a semi-toric SYZ
fibration.
2.4. Local normal forms. We finish our discussion of basic geomet-
ric setup with a local description near the critical points Crit(L). We
will use this to show in Theorem 2.16 that while (semi-)globally there
is an infinite dimensional space of symplectically inequivalent germs
of toric SYZ fibrations with the same skeleton fµ(∆), an equivariant
neighborhood of Crit(L) is determined up to equivariant symplecto-
morphism by the skeleton. This will be important in the construction
of LG potentials.
We recall the normal forms in the neighborhood of a lower dimen-
sional orbit. We refer the reader to [7] for the proofs.
Theorem 2.12. [7, 17] Let O be a 1-dimensional orbit of type (2, 2).
Let V = D4× (0, 1)×S1 with canonical coordinates (x1, y1, x2, y2, r, θ).
Let
(2) q1 = x1y1 + x2y2, q2 = x1y2 − x2y1 , q3 = r.
Then there is a neighborhood U of O, and a symplectic embedding
ψO : U → V,
which sends fibers of L to fibers the map L0 = (q1, q2, q3).
We call U a normal neighborhood ofO and the maps (ψ,L0) a normal
form near O. Examining the proof in [17] we strengthen this as follows.
Lemma 2.13. For each edge e of fµ(∆) there a neighborhood Ue of
Crit(L)|e a symplectic ball D4 ⊂ R4 and a symplectomorphism ψe such
that ψe symplectically embeds Ue in D
4 × e× S1. Moreover, ψe can be
made to agree on any closed internal e′ ⊂ e with any normalizing ψ
already defined on a neighborhood of e.
Proof. See the proof of Lemma 4.2 in [17]. 
Remark 2.14. Observe that the local normal form is not unique. How-
ever [24], its germ is determined up to a map on the base which is
tangent to the identity at the origin, i.e, it differs from the identity
by map with derivatives at the origin vanishing to all orders, and a
Hamiltonian isotopy flowing in the fibers.
The normal form at a vertex is given by the following theorem.
Theorem 2.15. [7] Let p be a 0-dimensional orbit of type (1, 2). Let
V = D6 ⊂ C3 with the standard symplectic form. Let
q1 = |z1|2 − |z2|2, q2 = |z1|2 − |z3|2, q3 = Im(z1z2z3).
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Then there is a neighborhood U of p, and a symplectic embedding
ψO : U → V,
which sends fibers of L to fibers the map L0 = (q1, q2, q3).
We refer to this as the vertex normal form. To the normal form as
in the previous Lemma we refer to as an edge normal form.
Theorem 2.16. Suppose (Mi,Li) are simple semi-toric SYZ fibrations
with discriminant loci ∆i, for i = 1, 2 and suppose that fµ1(∆1) can be
mapped to fµ2(∆2) by an element A of SL(2,Z). Then there are neigh-
borhoods Vi of ∆i in Bi and Ui of L−1i (∆i) ∩ Crit(Li) in Mi projecting
onto Vi and a commutative diagram
U1

// U2

V1 // V2,
where the upper horizontal map is a symplectomorphism and the lower
one is a diffeomorphism.
Proof of 2.16. First define ψ, φ one pairwise disjoint neighborhoods of
the vertices using the vertex local normal form 2.2. Pick any edge local
normal forms for ∆2 as in Lemma 2.13. The second part of Lemma
2.13 now guarantees that we can define edge local normal forms for
∆1 so that obvious symplectomorphism on the neighborhood of the
edges agrees with the one already defined on the neighborhood of the
vertices. 
Theorem 2.17. For any simple semi-toric SYZ fibration M there is
a unique TCY XM up to equivariant symplectomorphism such that
fµ(∆M ) is the toric diagram of XM . Moreover, there exists a map ψ
embedding a neighborhood of Crit(LM) into a neighborhood of Crit(LXM )
locally intertwining LM and LXM .
Proof. The first half is a standard construction in toric geometry. The
second half is an immediate consequence of Theorem 2.16. 
3. Tame SYZ fibrations
Definition 3.1. An ω-compatible almost complex structure J is said
to be geometrically bounded if the associated metric gJ is complete and
there are constants δ and c such that any loop γ satisfying ℓ(γ) < δ
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can be filled by a disc D satisfying Area(D) < cℓ(γ)2. If J is merely
ω-tame, we add the requirement that, for some c > 1,
1
c
<
∣∣∣∣ω(Jx, Jy)ω(x, y)
∣∣∣∣ < c.
Remark 3.2. The criterion is satisfied for J compatible if gJ has sec-
tional curvature bounded from above and radius of injectivity bounded
from below.
Remark 3.3. It is clear from the definition that if gJ0 satisfies the crite-
rion and gJ1 is quasi-isometric to gJ0 then gJ1 also satisfies the criterion.
Lemma 3.4. Call two ω-tame almost complex structures on a symplec-
tic manifold equivalent if the associated metrics are equivalent. Then
any equivalence class is contractible.
Proof. In other words, given a pair of equivalent almost complex struc-
tures, they are connected by a path of equivalent compatible almost
complex structures. Let J0, J1 be two equivalent almost complex struc-
tures. Let gt = tgJ0 + (1 − t)gJ1. Recall the retraction r from metrics
to almost complex structures which is constructed as follows[16]. For
a metric g let A such that g(·, ·) = ω(A·, ·), and let Q = √−A2, where
we take the positive definite square root. Then r(g) = Q−1A. We
need to verify that r(gt) is equivalent to J0. It is straightforward that
J0 and J1 are equivalent if and only if J1 is uniformly bounded with
respect to gJ0 and vice versa. This implies uniform boundedness of
−At = tJ0 + (1− t)J1 and thus of r(gt). The claim follows. 
As we will see below, geometric boundedness in the sense of Defi-
nition 3.1 is the key to C0-estimates in Floer theory. Combining the
observation in remark 3.3 with Lemma 3.4 we see that in order to de-
fine Floer theoretic invariants associated to L, we need to be able to
specify a canonical metric up to equivalence. In the rest of the section
we will show that if (M,L) satisfy a certain tameness condition then
any Lagrangian section gives rise to an equivalence class of metrics. To
formulate this precisely we need to first study the invariants of an SYZ
fibration.
3.1. The semi-global invariant. We describe the behavior of L and
its period lattice near the critical points and singular values of L. This
subsection is mostly a summary of results of [7, 8]. Let e be an edge
of ∆. In a small neighborhood Ve of e there is a (multi-valued) basis
{η1, η2, η3} of the period lattice Λ∗Z restricted to Ve \ e in which the
monodromy in given as in (1). We may assume that Ve is diffeomorphic
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to a product D× e where D is a 2-disc and there is a neighborhood Ue
of Crit(L)|e projecting to Ve for which the there is a local normal form
as in Lemma 2.12. The functions q1, q2, q3 describing L in the local
normal coordinates extend uniquely L−1(Ve). We consider their values
as defining local coordinates b1, b2, b3 on Ve. Semi-global invariants
for L near e are obtained by expressing the period lattice in these
coordinates. Namely,
Theorem 3.5. There is a smooth function h : D× I such that writing
(3) η0 = − ln |b1 + ib2|db1 + arg(b1 + ib2)db2,
the period lattice is given by
(4) η1 = η0 + dh, η2 = 2πdb2, η3 = dr.
Conversely,
Theorem 3.6. For every smooth function h on Ve there is a Lagrangian
torus fibration over Ve for which the periods are given by equation (4).
The normal coordinates are only unique up to a change of coor-
dinates which after a discrete choice of symplectomorphism which is
non-isotopic to the identity differs from the identity by a map that
vanishes with all its derivatives along the critical points. The discrete
choice affects the definition of η1. Accordingly, the germ of h along e,
modulo functions that vanish to all orders along e is an independent of
any choices. Thus,
Theorem 3.7. The germs of a pair of Lagrangian torus fibrations
L1,L2 over Ve are symplectomorphic if and only if writing
η1 = η0 + dhi, i = 1, 2,
we have that the derivatives to all orders of h1 − h2 vanish along e.
We refer the reader to [7, 8] for the proofs of the above theorems.
Corresponding statements hold for vertices. Namely, there is a 1-
form η0 on D
6 ⊂ C3 blowing up along
∆0 := {b1 = 0, b2 = b3 ≥ 0} ∪ b1 = b2 = 0, b3 ≤ 0 ∪ b1 = b3 = 0, b2 ≤ 0,
for which we have the following.
Theorem 3.8. (a) Let L be a Lagrangian torus fibration of type
(1, 2) over the ball D3 given in normal coordinates b1, b2, b3.
Then there is there is a basis η1, η2, η3 of the period lattice and
a smooth function h : D3 → R vanishing at the origin such that
(5) η1 = η0 + dh, η2 = 2πdb2, η3 = 2πdb3.
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(b) For each smooth H : D3 → R there is a Lagrangian torus fibra-
tion with period lattice as in equation (5).
(c) Germs of Lagrangian torus fibrations of type (1, 2) are classified
by germs of functions at the origin of D3 up to flat functions.
We refer the reader to [7, 8] for the proofs of the above theorems.
We use these results to classify germs of semi-toric SYZ fibrations
with discriminant locus fµ(∆). For this we need to formulate a com-
patibility condition between the edge and vertex semi-global invariants.
Given a Lagrangian torus fibration L, we denote by He,L ∈ C∞(Ve)
and Hv,L ∈ C∞(D3) the corresponding semi-global invariant at e ⊂
∆, v ∈ ∆ respectively. We refer to the collection of data on ∆ as H∆,L.
The germs associated a vertex and those associated with the edges
emanating from it are related by the germ of the change of coordinate
between the edge and vertex normal forms as follows. Consider the
vertex local normal form with coordinates on the base given by b1, b2, b3.
For an edge e emanating from the vertex v we can find a system of edge
normal coordinates with base coordinates c1, c2, c3 which we think of as
functions of the bi and denote by ψ the map b 7→ c. For i = 0, 1 denote
by ηi,v, ηi,e the multivalued 1-forms of (3) and (4) arising from the
choices of local normal forms on the edges and vertices respectively. We
may make these choices so that η1,v = ψ
∗
eη1,e. This amounts to a linear
change of coordinates on the base inducing the required adjustment to
η1,e. Then comparing local normal forms we obtain the relation
ψ∗e(ηe + dhe) = ηv + dhv,
relating germs at the boundary of 1-forms on the interval with the
boundary point removed. We refer to the germs of these standard
maps ψei for i = 1, 2, 3 corresponding to the three edges in the following
definition.
Definition 3.9. Let ∆ ⊂ g be a rational graph describing a smooth
tropical curve. A ∆-germ is a configuration consisting of
(a) for each edge e the germ of a function on Ve up to a flat function,
(b) for each vertex the germ at the origin of a function on D3 up
to a flat function,
satisfying at each vertex v that there is a labeling i = 1, 2, 3 for the
edges emanating from it such that the 1-form
ψ∗ei(ηei + dhei)− (ηv + dhv)
is flat along ei \ v.
Clearly, any semi-toric SYZ fibration with skeleton ∆ gives rise to a
∆-germ.
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Theorem 3.10. Germs of semi-toric SYZ fibrations are classified up
to symplectomorphism by their ∆-germs. Moreover, given functions
on open neighborhood Ve and Vv of the edges and vertices so that the
compatibility conditions are satisfied on the open neighborhood, there is
a corresponding Lagrangian torus fibration.
Proof. It is shown in [7] that the statement is true for the restrictions
to the open edges and to the vertices. Since the local integral affine
structures are intertwined, the symplectomorphisms are compatible up
to the choice of angle coordinates. They are thus related by a Hamil-
tonian isotopy. 
Theorem 3.11. Let Li : Mi → Bi be torus fibrations for i = 1, 2.
Suppose there is an integral affine diffeomorphism φ : B1,reg → B2,reg
and that the semi-global invariants are isomorphic. Then L1 and L2
are symplectomorphic. The converse is also true.
Proof. This follows by the same argument as the previous theorem. 
Definition 3.12. We say that the affine structure on Breg is complete
if every sequence of points of Breg contained in an affine chart with
bounded coordinates has a convergent subsequence in B.
Theorem 3.13. There is a bijection between ∆-germs and complete
semi-toric SYZ fibrations that satisfy that for any c ∈ g = R2 we have
that the action coordinate is monotone increasing on µ−1(c) and sur-
jects onto R. Moreover given a semi-toric SYZ fibration over on open
set such that the action coordinate is monotone increasing on µ−1(c),
it can be uniquely completed so that it satisfies the above property.
Proof. Let L∆ be a ∆-germ. Let τ : ∆ → R be the 0th order term of
L∆ and, considering ∆ as a planar graph in R2, denote by ∆τ ⊂ R3
the graph of τ . For each edge of ∆ let
Pe := {(x, t) ⊂ e× R|t ≤ τ(x)} ⊂ R3.
Let U = R3 \ ∪ePe where the union runs over the closed edges of ∆.
We glue U together across Pe according to the monodromy matrix
associated in the dual graph ∆∗ to the dual edge. This defines Breg
with its integral affine structure. There is a unique Lagrangian torus
fibration Lreg with this integral affine structure [7]. Consider a small
enough neighborhood V of L∆ so that the action coordinates on any
open and simply connected set of L∆(V ) define an embedding. Picking
Lagrangian sections for L∆ and for Lreg we can now glue them together
in a unique way to give the required SYZ fibration.
Conversely, given two such semi-toric SYZ fibrations L,L′ remove
the sets Pe, P
′
e and L−1(∆). By assumption, the action coordinates
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define an embedding of Breg, B
′
reg as open dense subsets U, U
′. By an
appropriate choice of action coordinates we may assume U = U ′. After
choosing Lagrangian sections. and consider the corresponding sym-
plectomorphism ψ. This symplectomorphism extends across the sets
Pe. Indeed, by Theorem 2.3 we may assume the Lagrangian sections
are chosen so as to extend across the Pe. Then the gluing across Pe
is completely determined by the monodromy, encoded by ∆∗, and the
section. Having defined the symplectomorphism on Breg we now apply
Theorem 3.11. 
3.2. Tame SYZ fibrations.
Definition 3.14. We say that L is Lipschitz if dHe,L is uniformly
bounded in C1 along e for any half infinite edge e. We say that L is
tame if it is complete and Lipschitz.
Theorem 3.15. Let L be tame. There exists a global coordinate system
(x1, x2, x3) : B → R3 with the following properties. For i = 1, 2 denote
by Ii action coordinates associated with some basis for the periods in
Γ ⊂ Λ∗. For a simply connected open and dense set V ⊂ Breg choose
a complementary action coordinate I3 on V .
(a) For any δ > 0 there is a bi-Lipschitz equivalence between the
coordinates x1, x2, x3 and I1, I2, I3 on V \Bδ(∆) with Lipschitz
constants depending only on δ and the chosen basis.
(b) the functions I1, I2 are Lipschitz on B in the coordinates {xi}.
(c) For small enough δ > 0, for any edge e and any x ∈ Bδ(e) \∆,
we have∣∣∣∣ln 1c d(x,∆)
∣∣∣∣ < |∇In(x)| < | ln cd(x,∆).
Any such coordinate system is determined uniquely up to bi-Lipschitz
equivalence.
Remark 3.16. We may take xi = Ii for i = 1, 2 and x3 to coincide
outside of a compact set with a branch of the multi-valued action co-
ordinate I3 on each component of {x3 > 1}. We may also assume ∆ is
contained in the plane {x3 = 0}.
Proof. For each edge e of ∆ let Ve = D
2 × e. Let he : Ve → R whose
germ at e×{(0, 0)} isHe,L. Then |dhe(t, 0, 0)| < C for t ∈ e. Thus there
is an open neighborhood of e×{(0, 0)} where the same inequality holds.
By appropriately deforming h outside of an even smaller neighborhood
we may assume without loss of generality that the same inequality holds
on all of Ve. Assume that we have chosen the extensions compatibly
at the vertices. This occurs in a compact set, so it does not interfere
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with the previous constraints. Finally, by taking the disk D2 to be
small enough we may assume that the corresponding action coordinates
are embeddings on simply connected sets. By Theorems 3.10 there
exists an SYZ fibration for which the sets Ve describe the local normal
coordinates. After completing as in Theorem 3.13, this is the unique
up to symplectomorphism SYZ fibration with ∆-germ with which we
started.
To define the coordinate x3 observe first that the difference between
two successive branches of I3 is a linear function of I3. We may thus
define a new function J3 by interpolating to branches a neighborhood
of some cuts in such a way that the system {I1, I2, I3} is bi-Lipschitz
equivalent to the system {I1, I3, J3} on any simply connected subset of
Breg. Fix a constant C such that |dH∆,L| ≪ C. Then by taking D2
to be the disk of radius e−C we can interpolate CJ3 with the normal
coordinate b1 in such a way that the requirements are satisfied. 
Definition 3.17. For L tame, call a local normal form on a neigh-
borhood V of Crit(L) L-tame if, with respect to the metric of Theo-
rem3.15, V projects under L onto a uniform tubular neighborhood of ∆
and the functions q1, q2, q3 defined by the local normal form as in equa-
tion (2) are Lipschitz when factored through L. Given a Lagrangian
section σ which does not meet Crit(L) we say that the local normal
form is (L, σ)-tame if, further, σ is uniformly disjoint from Crit(L).
Theorem 3.18. For each section σ of L which does not meet Crit(L)
there is an ω-compatible almost complex structure Jσ such that the asso-
ciated metric gJσ has a finite cover by uniformly bi-Lipschitz coordinate
systems for any δ > 0 as follows.
(a) Simply connected open subsets of B \ Bδ(∆) with action angle
coordinates for which σ is the 0-section.
(b) L−1(Bδ(∆)) \Bδ(Crit(L)) with coordinates given on base as in
3.15 and on the fibers coordinates t ∈ [−T, T ]n giving the time t
Hamiltonian flow of the base coordinates with initial condition
σ.
(c) Bδ(Crit(L)) with (σ,L)-tame local normal coordinates.
Any two almost complex structures J1 and J2 satisfying this condition
give rise to equivalent metrics. With respect to such a metric, we have
L is a quasi-Riemannian submersion and σ is a uniformly Lipschitz
embedding.
Proof. We start by taking an open cover by admissible coordinate sys-
tems as in the statement. We remark that to obtain a σ-tame local
normal form we can start with an arbitrary tame local normal form,
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which exists by the tameness assumption and Theorem 3.15, and mod-
ify by flowing σ to the section x1 = x2 = δ, θ = 0.
Observe also that for a given δ which is small enough there is a fixed
T such that the sets of the last two types are a cover of L−1(Bδ(∆)).
To see this note that |dh| is roughly the time it takes for a point moving
out of the normal neighborhood to hit it again under the local normal
coordinate on the base. See [24].
We need to show that on the overlaps the coordinates are bi-Lipschitz
equivalent. We comment on this for the overlap between the second
and third type of coordinate system, the others being the same. Ob-
serve first that in both systems, we have that L is a quasi-Riemannian
submersion and σ is a Lipschitz embedding. The map from Poisson
coordinates (I1, . . . , In, t1, . . . tn) to local normal coordinates (x, y, r, θ)
involves L, σ, and the differential of the Hamiltonian flow of the func-
tions q1, q2, r. On the overlaps, the gradients of these functions are
bounded above and below. Moreover, their Hessians are uniformly
bounded since they are r independent. From this it is straightforward
to deduce the desired bi-Lipschitz equivalence.
For the second statement note that both the Poisson coordinates cor-
responding to the coordinate system of Theorem 3.15 and a tame local
normal form are determined uniquely up to bi-Lipschitz equivalence
given those coordinates and a Lagrangian section.
Finally the claims about σ and L are immediate in each of these
coordinate systems, so the claim follows bi the bi-Lipschitz equivalence
of the coordinate systems on the overlaps. 
Theorem 3.19. Any metric as in Theorem 3.18 is geometrically bounded
in the sense of Definition 3.1.
Proof. On the complement of Bδ/2(Crit(L) the metric is locally uni-
formly equivalent to the Euclidean metric onRn×Tn. OnBδ/2(∆)(Crit(L))
the metric is translation invariant outside of a compact set. The claim
follows by the remark after Definition 3.1. 
Theorem 3.20. There exists a Lipschitz function M → S1 with the
following properties.
(a) θ is G-invariant.
(b) dθ generates H1(M ;Z).
(c) For any δ > 0 the restriction of L× θ to M \Bδ(Crit(L)) is a
quasi-Riemannian submersion.
Proof. On M \ L−1(Bδ(∆)) we pick a global angle function θ3 to S1 as
in the proof of Theorem so that σ is mapped to 1. Note that as δ goes
to 0 the differential dθ3 goes to 0 except at the critical points where
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it converges to ∞. We renormalize as follows. On U1 = L−1(Bδ(∆)) \
Bδ(Crit(L)) consider the function θ˜3 obtained from the vector field
f(b)∂x3 normalized so as to map U1/G onto the upper half circle. Let
U2 := (Bδ(CritL). Then U2∩U1 has two connected components. Thus
we can extend θ˜3 smoothly to U2 so that it maps to the lower half
circle. In this procedure we have no control from below on the gradient
of θ˜3 in the region Bδ(Crit(L)), but outside that region θ˜3 is a quasi-
Riemannian submersion. We can now glue together θ3 and θ˜3 to obtain
a function as required. 
3.3. Landau-Ginzburg potentials and walls.
Definition 3.21. A Landau-Ginzburg potential for L is a pair (π, J)
where J is an ω-tame almost complex structure and π : M → C is
J-holomorphic map such that Crit(L) ⊂ π−1(0).
We will prove in Appendix A the following theorem
Theorem 3.22. For each σ there is a Landau Ginzburg potential (π, J)
such that J is (L, σ)-adapted. Moreover, there is a canonical con-
tractible set of such.
The significance of an LG potential is given by the following theorem.
Theorem 3.23. Fix a Landau Ginzburg potential (J, π). Then any
J-holomorphic sphere is contained in π−1(0). Furthermore, suppose
L ⊂ M is a Lagrangian sub-manifold that does not meet π−1(0) and
such that the natural map π∗ : H1(L;Z) → H1(C∗;Z) is trivial. Then
there are no non-constant J holomorphic disks with boundary on L.
The proof of Theorem 3.23 relies on the following theorem.
Theorem 3.24. Let (M,J) be an almost complex manifold, let V ⊂ Cn
be open and let f : M → Cn be a smooth map such that the restric-
tion of f to U := f−1(V ) is J-holomorphic. Then for any closed J-
holomorphic curve u inM meeting a point p ∈ U satisfies u ⊂ f−1(p) ⊂
V . Moreover, if u is a J-holomorphic map from a compact surface with
boundary such that u intersect U but ∂u ⊂M\U , then f(∂u) represents
a non-trivial class in H1(C
n \ V ;Z).
Proof of Theorem 3.23. By Theorem 3.24 every J-holomorphic sphere
is contained in a fiber of π. The regular fibers of π have the homotopy
type of tori and are thus a-spherical. The first part of the claim follows.
Suppose u : (D, ∂D) → (M,L) is J-holomorphic. Then the image
of u must intersect π−1(0) if u is non-constant. Indeed, otherwise, if
∂u is contractible in L, we have
∫
u∗ω = 0. This follows since M \
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π−1(0) is topologically a-spherical being a torus fibration over Breg
which has the homotopy type of a punctured Riemann surface. If
∂u is non-contractible in L, then it is also non-contractible in M \
π−1(0). Either way, u meets π−1(0). On the other hand ∂u ⊂ L, so by
assumption, f(∂u) is homologically trivial in C∗. Moreover there is a
neighborhood V of 0 such that ∂u ⊂ M \ π−1(V ). The claim follows
by Theorem 3.24. 
Proof of Theorem 3.24. Pick an exact form ωV with support in V , pos-
itive at p and non-negative everywhere with respect to the standard
complex structure on Cn. For n = 1 this can obviously be done, since
every 2-form is closed and therefore exact. For n > 1 this can be done
by picking any split form with support in V . The pullback f ∗ωV is
again an exact form. Thus
∫
u∗f ∗ωV = 0. But f ◦ u meets p and is
holomorphic on the pre-image of V , so unless d(f ◦ u) ≡ 0 we have
that u∗f ∗ωV is everywhere non-negative and positive somewhere. This
contradiction proves the first part of the claim. For the second part,
note that the same argument as above implies
∫
u∗f ∗ωV 6= 0. Let α
such that dα = ωV . By assumption, dα = 0 on C
n \ V so∫
u∗f ∗ωV =
∫
f(∂u)∗α.
The latter is only non-zero if ∂u is a non-trivial class in H1(C
n \V ;Z).

Remark 3.25. Observe that a Landau-Ginzburg potential is a flexible
structure. Namely, given one such, we are free to deform π away from
Crit(L) so long as the fibers remain symplectic. We can then extend J
from a neighborhood of Crit(L) by arbitrarily extending to the vertical
bundle determined by the symplectic fibration, and then uniquely ex-
tend by the condition of J-holomorphicity and horizontality. Note also
that carefully examining the proof of Theorem 3.23 it becomes evident
that one only needs to require J-holomorphicity of π for the pre-image
of a neighborhood of 0.
3.4. Admissible Lagrangians. Consider the Lagrangian torus fibra-
tion L : M → B and the section σ of L. Let b be a regular value of L
and let p = σ(b). Write Lb := L−1(b). There is a natural isomorphism
ι : TpLb = T
∗
b B. This arises from the short exact sequence
0→ TpL→ TpM → TbB → 0,
and the identification of TpLb with the kernel of T
∗X → T ∗L via ω.
Given a locally affine submanifold C ⊂ Breg, the conormal C⊥p ⊂
TpLb of C at p is the annihilator of TbC under ι. The image of the
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right inverse σ∗ : TbB → TpM is isotropic. Therefore Imσ+C⊥p ⊂ TpM
is Lagrangian. If C has rational slopes, C⊥p defines a sub-torus of Lb
going through p of dimension complementary to C. This sub-torus is
also referred to as the conormal of C. We thus obtain a Lagrangian
submanifold of M fibering over C with fiber over c ∈ C the conormal
sub-torus through σ(c).
Definition 3.26. A properly embedded Lagrangian submanifold L ⊂
M is (L, σ)-adapted if outside of a compact set there is an N ⊂ B
such that in affine coordinates N ∩ Breg is locally affine with rational
slopes and such that L is the conormal of σ(N). More generally we
allow conormals of σ′(N) where σ′ is obtained from σ by Hamiltonian
isotopy generated by a Lipschitz Hamiltonian, so long as there is a
neighborhood 0 ∈ U ⊂ R× S1 such that π(σ′(B)) ∩ U = ∅.
Definition 3.27. A Lagrangian submanifold is said to be admissible
if it is
(a) disjoint of π−1(0),
(b) uniformly disjoint of Crit(L)
(c) L-adapted,
(d) spin,
(e) and arg(Ω|TL) is exact.
Examples. (a) For any regular value b ∈ B, L−1(b) is L-admissible.
(b) Lagrangian sections σ : B → X which do not meet π−1(0).
(c) Conormals which are constructed out of a section σ as before
and a submanifold of B which is contained in a single affine
chart and have linear slopes near infinity.
Definition 3.28. A properly embedded Lagrangian sub-manifold is
said to be Lipschitz if there exist constants r and C such that denoting
by dL the induced distance on L, the following two hold.
(a) For x, y ∈ L such that d(x, y) < r we have dL(x, y) < Cr.
(b) For any x ∈ L we have that Br(x) ∩ L is contractible in L.
Lemma 3.29. An admissible Lagrangian L is Lipschitz.
Proof. Since L is uniformly disjoint from Crit(L) we have that with
respect to any metric as in Theorem 3.18 it is equivalent outside of a
compact set to an affine subspace of Rn × T n.

4. Wrapped Floer cohomology
4.1. Admissible Floer data and C0 estimates. Henceforth fix an
admissible Lagrangian section σ and an (σ,L)-tame LG potential (πLG, JLG).
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Definition 4.1. Let L0 and L1 be admissible Lagrangians. A time
dependent HamiltonianH is said to be admissible ifH is Lipschitz with
respect to an L-adapted J , proper, and bounded below. It is said to be
(L0, L1)-admissible if there is a compact set K and an ǫ > 0 such that,
denoting by ψH the time-1 flow of H , we have d(ψH(L1 \K), L0) > ǫ.
A time dependent almost complex structure Jt is said to be admissible
if Ji = JLG for i = 0, 1 and Jt is (L, σ)-adapted. A pair (H, J) of time
dependent Floer data is called (L0, L1)-admissible if H and J are each
admissible.
Lemma 4.2. (a) For any Lipschitz Hamiltonian G which is proper
and bounded below, and any pair of admissible Lagrangians
L0, L1, there is an (L0, L1)-admissible H such that H > G.
(b) If H is admissible for (L0, L1), there is an ǫ > 0 such that any
Hamiltonian G such that ‖dG− dH‖ < ǫ outside of a compact
set, G is also admissible.
Proof. (a) Examining the definition of an admissible Lagrangian
one verifies that it suffices to prove the claim for an admissible
Lagrangian section. Hamiltonians which factor through L give
rise rotations in the torus fibers. Let x1, x2, x3 as in theorem
3.15. Let h : R+ → R+ be a Lipschitz function which is linear
of slope 1 at infinity and equals x2 near 0. The flows of the
functions a
∑3
i=1 h(|xi|) displace σ outside of a compact set by
a uniform distance whenever a 6∈ Z. Note that this utilizes the
fact that σ ∩ Crit(L) = ∅.
(b) Immediate from the definition.

Let (H, J) be (L0, L1)-admissible and suppose all the time-1 Hamil-
tonian chords of H from L0 to L1 are non-degenerate. Denote by
Ω(L0, L1) the space of paths from L0 to L1. Given Hamiltonian chords
γ−, γ+ and a homotopy class A of paths in Ω(L0, L1), let
M((H, J), γ−, γ+, A),
be the set of solutions u to Floer’s equation
∂su+ J(∂tu−XH) = 0,
such that [u] = A and limt→±∞ ut = γ±. Write E(u) :=
1
2
∫∞
−∞
|∂su|2ds.
Theorem 4.3. Fix a point p ∈ M . There exists a compact set K =
K(E) depending additionally on H, J, L0, L1, such that u(R× [0, 1]) ⊂
K, for any Floer solution u with E(u) < E.
THE WRAPPED FUKAYA CATEGORY FOR SEMI-TORIC CALABI-YAU 25
Proof. This is the bordered variant of the argument in [12]. The steps
are as follows. We first rule out the possibility of a sequence ti → ∞
such that uti →∞. Let A = [t0, t1]× [0, 1] and suppose u(A) ⊂M \K
where K is the set such that d(ψH(L1 \K), L0) > ǫ > 0. There is thus
a δ > 0 such that E(ut) ≥ δ for any t ∈ [t0, t1]. Thus t1− t0 ≤ E(u)/δ.
On the other hand, by Cauchy Schwartz we have the inequality
d(ut0 , ut1)
2 ≤ (t1 − t0)E(u; [t0, t1]× [0, 1]).
Combining these inequalities gives the claim. It remains to estimate
the diameter of ut for any t. For this note that any admissible L sat-
isfies the ǫ-Lipschitz condition of [20] with respect to any admissible J
and in particular satisfies the monotonicity inequality. Given an admis-
sible H, J we obtain an almost complex structure JH on the product
M × Z where Z denotes the strip, by the Gromov trick. This JH is
compatible with the symplectic form ωH := ω + dH ∧ dt + ds ∧ dt.
The graph u˜ of any solution to Floer’s equation is a JH-holomorphic
strip. Moreover, the energy of any compact subset A ⊂ Z is E(u˜;A) =
E(u;A) + Area(A). On the other hand, the Lipschitz condition on H
implies that the metric gJH is equivalent to the product metric and thus
satisfies the monotonicity inequality with perhaps different constants.
It follows that for any compact A ⊂ Z, there is an a-priori estimate
diam(u(A))R ≤ C(E(u) + min{Area(A), 1}) for an appropriate con-
stant C, depending only on H, J, L0, L1. The claim now follows by
taking A = ut. 
4.2. Regularity. Given an admissible Floer datum introduce the fol-
lowing moduli spaces. For a homology class A ∈ H2(M ;Z) and a time
dependent admissible almost complex structure Jt let
M∗({Jt}, A) = {(t, u)|t ∈ (0, 1), ∂Jtu = 0, [u] = A, u is simple}.
For a pair of Hamiltonian chords γ1, γ2 denote by C(L0, L1, γ0, γ1) the
space of smooth maps u : (−∞,∞)× [0, 1] with boundaries in L0, L1
respectively, and asymptotics γ0 and γ1 respectively. For a homotopy
class A of maps in C(L0, L1, γ0, γ1), let
M((H, J), γ0, γ1, A) := {u ∈ C(L0, L1, γ0, γ1)|[u] = A, (du−XHt)0,1 = 0}.
A pair (H, J) of time dependent admissible Hamiltonian and almost
complex structures are said to be regular if the following conditions
hold.
(a) The Hamiltonian chords going from L0 to L1 are all non-degenerate.
(b) For all A ∈ H2(M ;Z), the moduli spaceM∗({Jt}, A) is smooth
of the expected dimension.
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(c) For any γ0, γ1 of index difference 0 or 1, the moduli spaces
M((H, J), γ0, γ1, A) are smooth of the expected dimension.
(d) There is no (t, u) ∈ M({Jt}, A) and v ∈ M((H, J), γ0, γ1, A)
and s ∈ R such that v(s, t) ∈ u(S2).
Theorem 4.4. The space of regular admissible Floer data is of second
category in the space of all admissible Floer data.
Proof. The only difference to the standard semi-positive setting, e.g.,
[15], is the admissibility condition. The requirement of L-adaptedness
is open and thus has no affect in this regard. It remains to discuss
the condition Ji = JLG. First note that the generic smoothness of the
smooth part of the moduli spaces of Floer trajectories is unaffected by
the restriction on Ji. Indeed, transversality can be achieved by perturb-
ing Jt for t in any compact subset of (0, 1). The generic smoothness of
the moduli spacesM∗({Jt}, A) is slightly different than usual. Namely,
we do not assume that J0, J1 are regular for spheres, and correspond-
ingly require smoothness of the space M∗({Jt}, A) only for t ∈ (0, 1).
Sphere bubbling at any interior point of a strip is prevented by the
usual argument. Namely, the proof that the evaluation map
ev :M∗({Jt}, A)×M((H, J), γ0, γ1, A)×S2×R×(0, 1)→M×M×(0, 1),
is transverse to the identity goes through. Sphere bubbling at the
boundary is prevented by Theorem 3.24.

4.3. The Floer complex. Let (H, J) be an admissible Floer datum
for L0, L1. We define the Floer complex as follows. Denote by P the
set of Hamiltonian chords going from L0 to L1. Our Lagrangians are
graded, so denote by P i ⊂ P the chords of index i. Let Λnov be the
universal Novikov field over K. Namely,
Λnov =
{
∞∑
i=0
ait
λ
i : ai ∈ K, λi ∈ R, lim
i→∞
λi =∞
}
.
Define
CF i(L0, L1) = ⊕γ∈PiΛnov〈γ〉.
Note that by admissibility and non-degeneracy, the set of chords is
always finite. For an element
u ∈M((H, J), γ0, γ1, A),
define the topological energy
Etop(u) :=
∫
u∗ω +
∫
t
Ht(γ0(t))−Ht(γ1(t))dt.
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The topological energy depends on A only, so we will also write Etop(A).
Define the Floer differential by
〈µ1γ0, γ1〉 :=
∑
A
tEtop(A)#M(γ0, γ1, A)/R
Theorem 4.5. For any regular admissible (H, J) the Floer differential
is well defined and satisfies µ1 ◦ µ1 = 0.
Proof. First note that by Lemma, we have an energy diameter esti-
mate and thus Gromov-Floer compactness for moduli spaces of Floer
trajectories in a given homotopy class. Now, since L0, L1 bound no
J0, J1-holomorphic discs respectively, the identity µ
1 ◦ µ1 = 0 is stan-
dard. 
4.4. Continuation maps. Let (H i, J i) be (L0, L1)-admissible and reg-
ular for i = 0, 1. Suppose H1 − H0 is bounded from above. A family
(Hs, Js) of admissible Floer data is admissible if ∂sH
s is Lipschitz and
bounded from below.
If γi is a Hamiltonian chord of H
i for i = 0, 1, denote by
M({(Hs, Js)}, γ0, γ1, A)
the moduli space of Floer solutions, and by
M∗({Jst , A}) = {t, s, u|∂Jt,su = 0, [u] = A, u is simple}.
We say that the homotopy (Hs, Js) is regular if
(a) For all A ∈ H2(M ;Z), the moduli spaceM∗({Jst }, A) is smooth
of the expected dimension.
(b) For any γ0, γ1 of index difference 0 or 1, the moduli spaces
M((H, J), γ0, γ1, A) are smooth of the expected dimension.
(c) There is no (s, t, u) ∈M({Jst }, A) and v ∈M({(Hs, Js}), γ0, γ1, A)
such that v(s, t) ∈ u(S2).
Theorem 4.6. The space of regular admissible homotopies is of second
category in the space of all admissible homotopies.
Proof. In light of the discussion in the proof of Theorem 4.4, no com-
ments are required beyond the standard case. 
Define the map κ : CF ∗(H0, J0)→ CF ∗(H1, J1) by
〈κγ0, γ1〉 :=
∑
A
tEtop(A)#M({(Hs, Js), γ0, γ1, A)
Here Etop(A) is defined just as before.
Theorem 4.7. The map κ is well defined given (Hs, Js) and is a chain
map over the Novikov field.
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Proof. The bound on ∂sHs implies an a-priori estimate on the geometric
energy on a homotopy class of Floer solutions with fixed asymptotic
conditions. The C0 estimate is a variation on the previous argument.
Namely, we first obtain an a-priori estimate on d(ut, K) in exactly
the same way. Then we estimate the diameter of ut by Theorem B.4.
Sphere bubbling in the interior is ruled out by regularity. Disk and
sphere bubbling on the boundary are ruled out by Theorem 3.23. The
claim is now standard. 
The following theorem is, in light of existing literature, only a slight
variation on the previous claims and is thus stated without proof.
Theorem 4.8. (a) Different choices of homotopy give rise to chain
homotopic definitions of κ. In particular, the map on homology
is independent of the choice.
(b) κ is functorial at the homology level with respect to concatena-
tions.
(c) If |H0−H1| is bounded, κ induces an isomorphism on homology.
4.5. Wrapped Floer cohomology.
Definition 4.9. We define
HW ∗JLG(L1, L2) := lim−→
(H,J)∈FL(L1,L2)
HF ∗(L1, L2;H, J).
We shall omit JLG from the notation henceforth, but note that the def-
inition possibly depends on the choice of Landau-Ginzburg potential.
4.6. Composition and the unit. Consider a triple of admissible
L1, L2, L3 and correspondingly admissible and regular (H12, J12), (H23, J23),
and (H13, J13) such that H13 ≥ H12 + H23. Denote by D1,2 the disk
with one positive puncture and two negative ones.
Definition 4.10. A Floer datum F = ({Jz},H) is called admissible if
(a) Jz are all (L, σ)-adapted,
(b) for any z ∈ ∂Σ we have Jz|ULG = JLG,
(c) H takes values in Lipschitz Hamiltonians,
(d) H satisfies the positivity condition (11),
(e) and the Floer data are of the form Hidt on the strip-like ends
for Hi which are (Li, Li+1)-admissible.
Theorem 4.11. For a generic choice of admissible interpolating datum
(H, J) on the disc D1,2, the corresponding Floer moduli spaces give rise
to an operation
µ2 : CF ∗(L1, L2;H12, J12)⊗CF ∗(L2, L3;H23, J23)→ CF ∗(L1, L3;H13, J13).
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The induced operation on cohomology is independent of the choice of
interpolating datum, is associative and commutes with continuation
maps.
Proof. The definition of regularity for a Floer datum on D1,2 is an
obvious variation on the previous case as is the proof that a generic
Floer datum is regular. We comment on the C0 energy estimate. First
we have an estimate on the diameter of each strip-like end as in the
previous cases. We take as the complement of the ends a compact
A ⊂ D1,2. Then the image of A intersects an a-priori compact set by
the estimate for the ends. Theorem B.4 now implies an estimate for the
image of A. Given the a-priori estimates, the definition of the product,
the fact that it induces a product on cohomology, and the fact that it
commutes with continuation maps all follow exactly as in the compact
case.
We only comment on associativity which is slightly different. This is
usually proven by picking thick thin decomposition near the boundary
of the moduli spaces of 4-pointed discs and choosing admissible Floer
data on the thin parts. The a-priori estimate from before is clearly
uniform in such a family and thus the entire argument goes through.

Similarly, let D1,0 have one positive puncture. A Floer datum (H, J)
is admissible if it satisfies the same condition as in Definition 4.10. We
then have the following theorem whose proof requires no new ideas and
is thus omitted.
Theorem 4.12. For generic admissible choices we get a map eL : Λ→
HF 0(L, L;H). eL commutes with continuation maps. The induced map
eL : Λ→ HF ∗(L, L) gives rise to a unit by 1L := eL(1).
The set of admissible Lagrangians withHom spaces given by wrapped
Floer cohomology thus defines a categoryWHL known as the wrapped
Donaldson-Fukaya category.
4.7. The PSS homomorphism. Let L be an admissible Lagrangian
and let f : L → R be a proper Morse function Let g be a metric on
L such that (f, g) is Morse-Smale. Let (H, J) be an (L, L)-admissible
Floer datum. Denote by (CM∗(f, g), dM ; Λ) the Morse complex. We
define a chain map
fPSS : CM
∗(f, g)→ CF ∗(H, J),
as follows. Let D0,1 be the disk with one positive strip-like end. Let
F be an admissible Floer datum on D0,1 with H, J on the strip-like
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end. On D0,1 there is a distinguished marked point obtained by fol-
lowing the straight line from the end in the direction of the asymptotic
marker.Denote this point by pd. Given a critical point p ∈ CM∗(f, g)
and a chord x ∈ CF ∗(h, J) let M(f, g,H, J, x, p) the space of con-
figurations consisting of pairs (u, γ) where u is a Floer solution on
D0,1 with the Floer datum F and γ : (−∞, 0] → L is a half gra-
dient line for (f, g). For a configuration (u, γ) define the energy by
Etop(u, γ) := Etop(u). The virtual dimension of M(f, g,H, J, x, p) is
the difference iMorse(p)− iCZ(x). Thus, for generic admissible choices,
this is a zero dimensional smooth oriented manifold. Define the degree
0 map
〈fPSS(p), x〉 :=
∑
(u,γ)∈M(f,g,H,J,x,p)
tE
top(u).
The following theorem is again stated without proof.
Theorem 4.13. fPSS is a chain map. The cohomology level map com-
mutes with the continuation maps in both Floer and Morse cohomology.
In particular we have a canonical map
fPSS : H
∗(L; Λ)→ HF ∗(L, L).
Moreover, fPSS is a unital algebra homomorphism.
Theorem 4.14. If L is a compact admissible Lagrangian, fPSS is an
isomorphism of Λ-algebras.
Proof. First we prove that the continuation maps are all isomorphisms.
For this note that the Floer homology only depends on the slope at in-
finity. Thus in defining the continuation maps we can choose Hamilto-
nians which coincide on arbitrarily large subsets. Thus the continuation
map is arbitrarily close to the identity (the generators of both Floer
complexes are identical) and thus is the identity.
Since L is compact, we can find non-degenerate Hamiltonians H
which are compactly supported H . Given an admissible J , we obtain
C0-estimates for (H, J) by the monotonicity inequality. The continu-
ation maps from compactly supported Hamiltonians is again the iden-
tity. Using such compactly supported Hamiltonians we can define the
inverse to the PSS homomorphism and show that it is an isomorphism
as in the compact case. 
4.8. The closed string sector. Given an admissible Hamiltonian H ,
we define the Floer homology HF ∗(H) in the usual way. We define
SH∗(M ;L) := lim−→
H∈HL
HF ∗(H)
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It is standard that SH∗(M ;L) is a unital BV algebra over the Novikov
ring. Moreover there is a unital map
H∗(M ; Λ)→ SH∗(M ;L),
facilitated by a natural isomorphism
H∗(M ; Λ)→ lim←−
H∈FL
HF ∗(H).
4.9. The closed open map. For any admissible Lagrangian L, there
is a unital map of algebras
CO : SH∗(M ;L)→ HW ∗(L, L;L),
arising as follows. Let (H1, J1) be admissible and let (H2, J2) be (L, L)-
admissible. Then we define an operation
CO : CF ∗(H1, J1)→ CF ∗(L, L;H2, J2),
by choosing an admissible interpolating form on T 11 with H1 on the
interior puncture and H2 on the boundary puncture.
Theorem 4.15. For generic choice of interpolating data this gives rise
to degree 0 chain map. At the cohomology level it commutes with the
continuation maps and the product µ2, and is unital.
Thus the induced map CO : SH∗(ML) → HW ∗(L, L;L) is a unital
Λ-algebra morphism.
4.10. Proof of Theorem 1.1.
Proof. The precise definition of good behavior at infinity is given in
Definition 3.14. The construction of Π is given in Appendix A. Admis-
sible Lagrangians are given in Definition 3.27. Admissibility of Floer
data is described in Definition of 4.1. The construction of the wrapped
Donaldson-Fukaya category has been carried out in §4. 
5. The Floer cohomology of a Lagrangian section
Let σ : B → M be an admissible Lagrangian section of L. Our aim
in this section is to compute HW ∗(σ, σ). Let θ3 : M → S1 be a global
angle coordinate as in the proof of Theorem 2.3(b). Assume without
loss of generality that θ3 = Const along σ.For any chord γ : [0, 1]→ M
starting and ending on σ, let |γ| = ∫
γ
dθ.
Lemma 5.1. | · | induces on HW ∗(σ, σ) the structure of a Z-graded
algebra.
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Proof. We have dθ ≡ 0 along σ. So, |γ| ∈ Z. In fact, |γ| is the number
of times θ3◦γ winds around S1. In particular, for any admissible H , | · |
defines a grading on CF ∗(σ, σ,H). For topological reasons, given any
surface asymptotic to chords on σ, the total grading on the inputs must
match that on the outputs. In particular, the differential, continuation
maps and product respect the grading. 
We denote by HW 0,0(σ, σ) ⊂ HW 0(σ, σ) the subalgebra generated
by the elements x such that |x| = 0, i.e., the contractible elements. We
similarly define the sub-algebras HW 0,≥0(σ, σ) and HW 0,≤0(σ, σ). In
the following, let G be the 2-torus acting on M and preserving Ω.
Theorem 1.6 in the introduction is a consequence of the following
lemma.
Lemma 5.2. We have
(a) HW 0,0(σ, σ) = Λ[H1(G;Z)].
(b) There is an x ∈ HW 0(σ, σ) (y ∈ HW 0(σ, σ)) with |x| = 1
(|y| = −1) such that HW 0,≥0 = HW 0,0(σ, σ)⊗Λ[x] (HW 0,≤0 =
HW 0,0(σ, σ)⊗ Λ[y]).
Before proving the Lemma 5.2 we show how it implies Theorem 1.6.
Proof of Theorem 1.6. Since HW 0(σ, σ) is a graded algebra with re-
spect to | · |, we have that there is a surjective map
f : HW 0,≤0(σ, σ)⊗HW 0,0(σ,σ) HW 0,≥0(σ, σ)→ HW 0(σ, σ).
Let g := xy ∈ HW 0,0(σ, σ), then ker f is generated as an ideal by
x⊗y−g. Indeed, by Lemma 5.2, x and y algebraically generateHW 0,≥0
and HW 0,≤0 respectively over HW 0,0. Thus, since HW 0 is graded, we
must have ker f ⊂ HW 0,0[x⊗ y]. Moreover, we have f(x⊗ y− g) = 0.
Any element of a ∈ HW 0,0[x ⊗ y]can be written as the sum of an
element b in the ideal generated by x ⊗ y − g and an element c ∈
HW 0,0. This holds in particular for a ∈ ker f but this time we can
take c ∈ HW 0,0 ∩ ker f . But f is tautologically an isomorphism when
restricted to HW 0,0 ⊂ HW 0,≤0 ⊗HW 0,0 HW 0,≥0. So, c = 0. Part (b)
of the Theorem 1.6 now follows from Lemma 5.2. Part (c) will follow
in the course of the proof of Lemma 5.2 by the fact that we compute
the Floer homology using Hamiltonians with chords of Maslov degree
0 only. 
Before proceeding to the proof of Lemma 5.2 we introduce the family
of σ-admissible Hamiltonians we will be using. Denote by HFi the
components of the moment map µ. Let HB = xn as in Theorem 3.15.
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Denote by HB the set of Hamiltonians of the form
H =
∑
i
fi ◦HFi + g ◦HB,
where fi and g are proper, convex, bounded below and linear near
infinity with non-integer slope. We denote by HB± ⊂ HB the subset
consisting of those for which the unique minimum of g is obtained at
some t > 0(t < 0).
Lemma 5.3. The sets HB± are cofinal in the set of all L-admissible
Hamiltonians. Moreover, there is a cofinal sequence which is σ-admissible.
Proof of Lemma 5.2. We show the claim for HW 0,≥0, the other half
being the same. Pick a cofinal sequence of Hamiltonians Hj ∈ HB+.
Without loss of generality, let Hj = jH0 outside of a compact set and
Hj = H0 in π
−1(U) where U is a small neighborhood of 0 ∈ R × S1.
We may assume that under the flow ψj of Hj , the Lagrangian ψj(σ) re-
mains admissible. Namely, it stays it of a neighborhood of π−1(0). Let
Jj and J
′
j be admissible almost complex structures. Denote by ψ
H
t the
time t flow of the Hamiltonian H . For any j let Aj = CF
∗(σ, σ;Hj, Jj)
and let Bj = CF
∗(σ, ψ
Hj
1 (σ), 0, J
′
j). Then there is a quasi-isomorphism
fj : Aj → Bj . Indeed, let J˜j be the time dependent almost complex
structure defined by J˜j,t = ψ
Hj ,∗
t Jj . There is a tautological isomorphism
between Aj and the complex Cj = CF
∗(σ, ψ
Hj
1 (σ), 0, Jj,t). The desired
quasi-isomorphism is then obtained by composing with the continua-
tion map for going from J˜j to J
′
j . The latter continuation map may
appear to be ill defined at first sight since, strictly speaking, J˜j,t is not
admissible since π is not necessarily J˜j,1-holomorphic. However, π◦ψHj1
is J˜j,1-holomorphic. Moreover, using the hamiltonian isotopy there is a
path (πs, Js) of Landau-Ginzburg models for which L is admissible and
which connects both Landau-Ginzburg models. This is sufficient for
defining continuation maps. By the same token, the maps fj commute
up to homotopy with the continuation maps
κij : CF
∗(σ, σ,Hi)→ CF ∗(σ, σ,Hj).
Finally, the fi intertwine the product up to homotopy, where the prod-
uct on the right is defined by counting J ′j-holomorphic triangles.
We now pick an almost complex structure J such that π is Jt holo-
morphic for all t ∈ [0, 1]. Assume at first that such a Jt can be chosen
with sufficient genericity for the definition of the Floer differential and
product. Since π is J-holomorphic, we have that all the holomorphic
polygons satisfy a maximum principle with respect to Re π. On the
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other hand, we have that all the relevant intersection points are con-
tained in the region U+ := {Reπ > 0}. Thus all the relevant Floer
solutions are contained in the region U+. There are no singularities
of L in U+. Applying the Benci-Sikorav theorem we embed U+ into
T ∗K×T ∗S1 in such a way that the functions HFi become the standard
action coordinates on T ∗K. Write this as φ : U+ → T ∗K × T ∗S1. Let
V = φ(U+). The function HB ◦φ−1 extends from V to a function Hn+1
on all of T ∗K × T ∗S1 satisfying ∂n+1Hn+1 < 0 on the complement of
V . Indeed, we have that ∂n+1Hn+1 < 0 on the ∂V . Similarly, σ ex-
tends to a section σ′ of the standard torus fibration on T ∗K × T ∗S1.
Finally π, J extend so that π is J-holomorphic. On T ∗K × T ∗S1 we
have a grading , still denoted by | · |, given by the winding around
the (n + 1)th factor. This intertwines under φ with the grading | · |.
The sequence of function H ′j thus computes CF
0,≥0(σ′, σ′). Moreover,
all the relevant solutions are contained in V . Thus we have set up a
graded isomorphism of Λ-algebras HW 0,≥0(σ, σ) = HW 0,≥0(σ′, σ′). By
standard results we have
HW 0,0(σ′, σ′) = Λ[H1(K;Z)],
and for an appropriate generator x,
HW 0,≥0(σ′, σ′) = HW 0,0(σ′, σ′)⊗ Λ[x].
It remains to remove the assumption of regularity of J . For this
note that for any fixed E and δ > 0 and fixed j1, . . . , jn there is an
ǫ > 0 such that if ‖J ′ − J‖ < ǫ in Ck for some sufficiently large
k, then the image of any J ′-holomorphic polygon with boundaries in
ψj(σ) is contained in an ǫ neighborhood of a J-holomorphic polygon
with the same boundary conditions. Using this, the argument above
works for Floer homology HF ∗(·; ΛE) over the ring ΛE = Λ≥0/Λ≥E.
Moreover, the isomorphisms commute with the natural isomorphisms
HF ∗(·; ΛE′) → HF ∗(·; ΛE) for E ′ > E. Thus we get the isomorphism
claim for HF ∗(·,Λ) = lim←−HF ∗(·,ΛE)⊗ Λ. The claim follows. 
5.1. Symplectic cohomology. Our next goal is to work out the Lau-
rent polynomial g. For this we need to work with SH0(M ;L)
Theorem 5.4. Let σ : Rk → X be an admissible Lagrangian section
of L. Then the map
CO : SH0(X ;L)→ HW 0(σ, σ;L),
is an isomorphism of rings.
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To compute SH0 we will again use the set of Hamiltonians HB as
above. Since H is a sum of commuting Hamiltonians, the set of con-
tractible 1-periodic orbits of H is a union P1 ∪ P2 where P1 is the set
of periodic orbits of HF within the critical locus of HB and P2 is the
set of periodic orbits in the fiber over the unique minimum of g. The
non-contractible periodic orbits will be analyzed later.
The proof of Theorem 5.4 will rely on the following lemma.
Lemma 5.5. (a) The periodic orbits contributing to CF 0 are all
in P2. Moreover, when n ≥ 3, the orbits P1 contribute only to
degrees 2 and higher.
(b) For any H ∈ HB+ The Floer differential on CF 0,≥0(M ;H) van-
ishes.
We prove Theorem 5.4 given Lemma 5.5.
Proof of Theorem 5.4. First note that there is a bijection between the
periodic tori in P2 and the Hamiltonian chords in the computation of
the Lagrangian Floer homology of σ. Thus there is a basis in which the
leading order term in the closed open map is the identity. It follows that
at the chain level, CO is an isomorphism of Λ-vector spaces. Since the
differential in both complexes is 0, and there are no generators in degree
−1, it follows that this induces an isomorphism on homology. 
The rest of the section is devoted to the proof of Lemma 5.5.
Fix an H ∈ HB.
Lemma 5.6. The orbits in P1 have Conley-Zehnder index ≥ n− 1.
Proof. The periodic orbits in the critical locus of π consist of the toric
fixed points and of the non trivial periodic orbits contained in the
1-dimensional orbits of the torus action. We first consider the contri-
bution of the fixed points to HF 0(M). The fixed points are degenerate
critical points. For ǫ > 0 let
Vǫ = H
−1
F ([−ǫ, ǫ]) ∩H−1B ([−ǫ, ǫ])
We assume ǫ can be chosen such that Vǫ contains all the compact GC
orbits and there are no 1 periodic orbits in Vǫ. The local Floer homology
is identified with local Morse homology. It is easy to see that the exit
set is connected. This implies that the local Floer homology vanishes
in degrees 0 and 1. There is thus a bijection between degree 0 cycles
in CF 0(H) and those in the sub-complex generated by P2.
We now consider the contribution of the non trivial periodic orbits.
Let α be a periodic orbit in an edge e. Let ψt denote the flow of
HF and φt the flow of HB. Since the horizontal and vertical flows
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commute, the Conley Zehnder index of α is the Robin Solomon index
of the concatenation of dψt and dφtdψ1. The Robin Solamon index
of the second part is zero since it has no crossings. Thus we need to
compute iRS(dψt). One can homotope the linearization dψt of the flow
to a concatenation of paths of matrices AtB1 and Bt where Bt is in the
representation of G and A is a matrix of the form
 1 0 0at 1 0
0 0 Id2n−2


We have that iRS(B) = 0 since Bt is unitary of fixed complex determi-
nant. Thus
iRS(α) = iRS(AB1) = −1
2
The orbits are transversally non-degenerate (because of the presence of
HB). So, after adding a time dependent perturbation we get iCZ(α) ∈
{0,−1}. After adding n, the claim follows. 
We now turn to prove the vanishing of the differential.
Lemma 5.7. The differential vanishes on CF 0,0(H ; J).
To Lemma 5.7 we will first prove two lemmas. Fix a collection of non-
integer slopes a = (a0, a1, . . . , an−1). Let g and fi be convex functions
with slope at infinity equal respectively to a0 and ai. Suppose the
minimum of g occurs at s = 0. For each s ∈ R let gs(t) := g(t− s). Let
Ha,s := gs ◦HB+
∑
fi ◦HFi. The periodic orbits come in families, each
family being a torus. Moreover, for s > 0 these families, being foliated
by orbits of G, are labeled by homology classes in H1(G;Z)⊗H1(M ;Z).
Denote by P0,a,s the set of families of contractible periodic orbits ofHa,s.
For s, s′ > 0 we identify P0,a,s = P0,a,s′ in the obvious way.
Lemma 5.8. For any s0, s1 the natural continuation map
fs0,s1 : CF
∗,0(Ha,s0)→ CF ∗,0(Ha,s1)
is a valuation preserving isomorphism of complexes.
Proof. Each family of periodic orbits is contained in a Lagrangian torus.
In particular, the action
AH(γ) := −
∫
D
ω −
∫
t
H ◦ γ
is independent of the choice of periodic orbit within the family. We
claim first the identification ι : P0,a,s0 = P0,a,s1 preserves the action.
Indeed, let γ ∈ P0,a,s0 . Then Ha,s0 |γ is constant and preserved by ι.
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Let D be a disc filling γ. To obtain a disc filling ι(γ) we can use a
homotopy which has 0 flux. Thus
AHa,s1 (ιγ) = AHa,s0 (γ).
On the other hand, when |s0 − s1| is small, the leading order in the
continuation map is ι. Indeed, there is a minimum δ > 0 for a contin-
uation trajectory which increases action since such a trajectory must
meet the singular points. In particular, the barcode in the sense of
[23] is fixed on the interval [s0, s1]. For |s0 − s1| arbitrary, the subset
of (s0, s1) for which the barcode remains fixed is open by the above
consideration and closed by functoriality of continuation maps at the
homology level. Applying the result of [23] the claim follows. 
Lemma 5.9. For any E there is an s0 such that for any s > s0,
the differential in CF ∗(Ha,s) vanishes modulo E. Namely, val(dγ) ≤
val(γ)−E.
Proof. By a standard energy diameter estimate, for large enough s0,
any Floer trajectory of energy E is contained in H−1B (0,∞). But dis-
tinct periodic orbits represent distinct homotopy classes in H−1B (0,∞).
Thus, the only Floer trajectories are those starting and ending from
the same periodic orbit. The restriction of ω to H−1B (0,∞) is exact.
So the only Floer trajectories starting from and ending on the same
periodic orbit are the trivial ones. The claim now follows by standard
Morse-Bott considerations. 
Proof of Lemma 5.7. This is an immediate consequence of the previous
two lemmas. 
The vanishing of the differential on CF 0,>0 is easier.
Lemma 5.10. For H ∈ HB+ (H ∈ HB−) the differential vanishes on
CF 0,>0 (CF 0,<0).
Proof. For ǫ > 0 let gǫ : R+ → R+ be a proper convex function which
is equal to 0 on [0, ǫ] and to Id near infinity. Write
Ha,ǫ,s := gǫ ◦ gs ◦HB +
∑
fiHFi.
The function Ha,ǫ,s is Morse-Bott non-degenerate for non-contractible
periodic orbits. For any Floer trajectory u, the projection π ◦ u is
holomorphic for the region {Re π ∈ [0, ǫ]}. Thus no solution with
asymptotes in {Reπ > 0} can intersect it. So all Floer solutions are
contained in {Re π > 0}. It follows that the differential on CF ∗(Ha,ǫ,s)
vanishes. To conclude we need to show that the continuation map
CF ∗(Ha,ǫ,s) → CF ∗(Ha,s) is an isomorphism of complexes. For this
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note that the continuation map induces an isomorphism on homology,
since the asymptotics at infinity of both Hamiltonians is the same.
Since both chain complexes have the same dimension as vector spaces
over the Novikov ring, the vanishing of the differential on one complex
thus implies it for the other complex. 
Proof of Lemma 5.5. The first part is Lemma 5.6. The second part is
Lemmas 5.7 and 5.10. 
As a consequence of the proceeding discussion, we have that for
Hamiltonians in H ∈ HB+ with slope at infinity given by a, the classes
in HF ∗(H) are naturally labeled by elements of H1(M ;Z)⊗H1(G;Z).
The following theorem claims that the continuation maps respect this
labelling.
Theorem 5.11. There is a natural isomorphism
SH0,±(M ;L) = Λnov[H±1 (M ;Z)⊗H1(G;Z)].
Moreover, for any α ∈ H1(M ;Z)±, β ∈ H1(K;Z), and H ∈ HB± with
sufficiently large slopes (depending on α, β only) the class in SH0,±
corresponding to α⊗ β is given by an element c× γ ∈ CF ∗(H) where
cΛnov and γ is a periodic orbit of H representing α⊗ β in H−1B (R±).
Proof. We need to show that the continuation maps contain no lower
order nilpotent part. For this note first that the nilpotent part can be
made arbitrarily small by making the Hamiltonians arbitrarily close.
By using adiabatic continuation maps we thus get that there for each
E there exists a composition of continuation maps with nilpotent part
vanishing modulo E. On the other hand, since the differential van-
ishes, any pair of chain homotopic maps is in fact identical. Thus the
nilpotent part is independent of the homotopy and functorial already
at the chain level. It follows that the nilpotent part vanishes modulo
E for any E and thus vanishes. 
5.2. The Laurent polynomial.
Theorem 5.12. There is a function f : ∆∗ → R and a choice of
generators x and y of SH0,≥0 and SH0,≤0 respectively such that
xy =
∑
α∈∆∗
(1 + cα)t
f(α)uα,
where cα ∈ Λnov such that val cα > 0.
The proof of Theorem 5.12 will occupy the rest of this section.
Proof of Theorem 1.7. In light of Theorem 1.6, Theorem 1.7 is just a
restatement of Theorem 5.12. 
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A function f : Rn → Λnov is said to be monomial if f(x1, . . . xn) =
ct
∑
uixi for some c ∈ Λnov, ui ∈ Z. We write this monomial as cutu.
For an open set U ⊂ Rn define the valuation valU(u) on the space of
monomials by
valU(ct
∑
uixi) = inf
x∈U
(val c+
∑
uixi).
A sum of monomials ∑
u∈Zn
cut
u,
is said to converge on U if valU cut
u → ∞. A function f is said to
be analytic on U if it is a convergent sum of monomials. An analytic
function which vanishes identically on an open set V is necessarily
the zero function. Indeed, the leading term with respect to valV is
a polynomial. By choosing a generic point in V and restricting to a
smaller subset, the leading term is a monomial for which the claim is
obvious. For any simply connected open set U ⊂ Breg, let AU be the
space of analytic functions on U . To any b ∈ U and any α ∈ H1(Lb;Z)
let fb,α,U be the associated flux function on U and let λb,α,U := t
fb,α,U ∈
AU . In the following write U± ⊂ Breg for the subsets {HB > 0} and
{HB < 0} respectively. Let W = Breg \ (U+ ∪ U−).
Theorem 5.13. There are Λnov algebra homomorphisms
h± : SH
0(M ;L)→ AU±,
such that for any α ∈ SH0(M ;L) we have
(6) COLb(α) = h±(α)(b)1Lb, ∀b ∈ U±.
Proof. Clearly, there is an algebra homomorphism h± : SH
0 → ΛU±nov
satisfying (6). It remains to show that h± maps into the subalgebra
AU±, i.e., that h±(s) is analytic for any s ∈ SH0(M). For this fix an
element s ∈ SH0(M ;L) and some b ∈ B. Let H ∈ HL such that s is
represented by an element of HF 0(H), still denoted by s, and assume
for simplicity that s is represented by a single homotopy class [γ; u0] of
paths from a base-loop γ0 fixed once and for all independently of H to
a periodic orbit γ. The more general case follows by linearity. Choose
an HB ≥ H which has non-degenerate chords. For simplicity assume
CF 0(L, L;Hb) is generated by a single chord xe. This can be achieved
by appropriate choice of Hb. Then the unit of HF
∗(Lb, Lb;Hb), is
represented uniquely by the chain∑
ue∈Me
tu
∗
eω+
∫
t
Hb,t(xe(t))xe,
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whereMe is the moduli space of Floer solutions on D1,0 with boundary
on L and asymptotic output on xe. Let De represent the homotopy
class for which the moduli space of solutions is non-zero and which
minimizes the topological energy −AH([xe : De]) = u∗eω+
∫
t
Hb,t(xe(t))
and let De be obtained from De by reversing the orientation. For a
relative homotopy class A ∈ π2(M,L) let
Me(A) := {u ∈Me|[u#De] = A}.
We can then rewrite the expression for the unit as
1Lb = t
−AHb([xe:De])
∑
A∈π2(M,L)
#Me(A)tω(A)xe
=: t−AHb ([xe:De])λe,Hbxe.
On the other hand, the closed open map is defined by closed open
trajectories uco weighted by
tEtop(uco) = t−
∫ 2pi
0
Ht(γ(t))+
∫ pi
0
Hb,t(xe(t))+u
∗
coω.
Denote by π2(M,L; γ0) the homotopy classes of once punctured discs
with boundary on L and puncture asymptotic to γ0. For any A ∈
π(M,L, γ0) denote byMCO(A,H,Hb) the moduli space of closed open
trajectories u such that [u0#u#De] = A. Let
λCO(γ,H,Hb) :=
∑
A∈π2(M,L;γ0)
#MCO(A)tω(A)xe.
Then
CO(γ,H,Hb) = tAH ([γ:u0])−AHb ([xe;De])λCO(γ)xe
Thus,
h+(s) = t
AH ([γ:u0])λ−1e,HbλCO(γ).
Note that the numbers λe, λCO each depend on numerous choices. How-
ever, the ratio weighted appropriately is well defined independently of
any choices (aside from the fixing of Landau-Ginzburg potential and
the class s ∈ SH0(M ;L)). Indeed, it can be expressed in terms of
Floer theoretic invariants which depend only possibly on JLG. Define
an equivalence relation on π(M,Lb; γ0) as follows. For b
′ ∈ V+ identify
π(M,Lb; γ0) = π(M,Lb′ ; γ0) by concatenating cylinders contained in
U+. Then A ∼ B iff ∂A = ∂B and ω(A) = ω(B) for all b′ ∈ V+. Then
we can write
λ−1e,HbλCO,H,Hb(γ) =
∑
A∈π(M,Lb,γ0)/∼
nAt
ω(A).
We need to show that this expansion holds on a fixed neighborhood
of b. Assume the (H, J) chosen for the Hamiltonian Floer homology
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is regular. For a fixed generic choice of Floer data on D1,1 defining
CO and coinciding with (H, J) near the interior puncture, there is a
neighborhood of UA of b such that all the moduli spaces going into the
computation of nA are smooth. In particular nA is constant over that
neighborhood. On the other hand, the numbers nA are independent of
any of these choices. To see this, let nA(F ) correspond to the choice
of Floer datum F . After slightly perturbing b ∈ U+ so that nA(F1)
and nA(F2) remain well defined, we may assume that A is the unique
class with value ω(A). So nA is the coefficient of t
ω(A)+AH ([γ:u0]) in
h±(s) which is independent of any choices. Since nA is well defined
and locally constant, it is constant. We have thus presented h±(s) as
a convergent sum of monomials.

Our aim now is to analyze the behavior of the invariants nA intro-
duced in the course of the proof of Theorem 5.13.
Lemma 5.14. Suppose x ∈ SH0,+ and is represented for some Hamil-
tonian by a periodic orbit γ occurring on a Lagrangian Lb. Then there
is a constant c 6= 0 ∈ Λnov such that
h+(α) = cλ[γ],b,V+.
A corresponding claim holds for SH∗,≤0, V− and h−.
Proof. For any b′, the number nA counts configuration containing among
other things a closed open trajectory uco with γ on the interior puncture
and with boundary on Lb′ . We can choose a Hamiltonian H so that s
is represented by a loop [γ : u0] lying on Lb′ . Moreover, if H ∈ HB+ ,
Lemma implies that u0 can be taken to be contained within U+. The
topological energy of uco is given by
Etop(uco) = −
∫ 2π
0
Ht(γ(t)) +
∫ π
0
Hb,t(xe(t)) + u
∗
coω.
Moreover, if we take Hb,t > 2Ht/2 we can choose non-negative interpo-
lating data on D1,1 so that we have∫
D1,1
‖du0,1co ‖2 ≤ Etop(uco).
We can choose Hb,t − 2Ht/2 to be arbitrarily small. So the geometric
energy is essentially controlled by the term u∗coω. Our choices are such
that ∂(u∗co#De) ⊂ Lb′ . Thus we can deform [uco#De] into a connected
sum of the loop γ′ with some element B ∈ π(M,Lb′) without changing
the integral of ω. Moreover, since u0#uco#De represents a fixed class A
of π(M,L, γ0), the class B does not change as we move b around in V+,
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under the identification above. Finally, by appropriate choice of H,Hb
we can assume that De is uniformly bounded. Thus the geometric
energy is essentially controlled by ω(B). Now, in V+ we can move
b → ∞ while keeping the coordinates (HF1, HF2) constant. For such
paths, the term ω(B) remains constant. Finally, for any R, and for
b such that d(b,W ) > 2R we may Choose H to so that it satisfies a
bound of the form d(ψH1 (x), x) > ǫ for all x ∈ L−1(BR(b)). For R large
enough, this guarantees that uco ⊂ L−1(BR(b)). We deduce from this,
first, that B must be constant, and in particular
h+(α) = cλγ,b,V+.
Second, we use this to show that c 6= 0. For this, embed L−1(BR(b))
into T ∗K using the Benci-Sikorav theorem, extend the Floer data to
all of T ∗K and use that fact that the claim is true there. 
We now consider x ∈ SH0,<0 and b ∈ V+. Observe that π(M,Lb, γ0)
is a torsor over π(M,Lb). Moreover, each component W of the wall
picks a distinguished element AW of π(M,Lb; γ0) as follows. Write
VW := V− ∪W ∪ V+. Then AW is determined by the requirement that
it can be represented by a cylinder contained in L−1(VW ). W also
defines a semi-group in CW ⊂ π(M,Lb) consisting of elements D for
which, under the identification π(M,Lb′) = π(M,Lb) for any b, b
′ ∈ VW ,
we have that, if D is non-trivial, fb,∂D,VW (w) → ∞ as w − ∂W ∈ W
goes to ∞. Note that CW is invariant under the action of π2(M) on
π(M,Lb) by concatenation.
Lemma 5.15. If nA 6= 0 then for any W we have A ∈ AW + CW .
Moreover, for any W identify the classes π(M,Lb, γ0) for b ∈ VW .
Then the coefficient nAW is globally constant on V+ ∪ V−.
Proof. The argument is very similar to the previous lemma. This time,
for each b ∈ U+ near the wall W , we choose an H with representative
γ of s which lies on a Lagrangian Lb− for some b− ∈ U− such that b−
and b have the same (HF1, HF2) coordinates and d(b−,W ) is uniformly
bounded. For any closed open trajectory uco, we can then deform
the class [uco#De,b] to the connected sum of a cylinder C obtained by
transporting γ from b− to b and some class B ∈ π(M,L). As before,
for fixed A, the class B is fixed as we move b around in V+. If we
keep b a fixed distance to the wall W , the topological energy will be
controlled by ω(B). Thus B must have the property that ω(B) → ∞
as d(b, ∂W ) → ∞ or otherwise be trivial. The first half of the claim
now follows as in the previous lemma.
For the second part, for any b in the interior ofW , we may choose H
so that γ is so close to Lb that the topological energy associated with
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the B corresponding to AW is less than the energy of the smallest disk
with boundary on b. Thus the coefficient nAW is well defined on the
interior of W and is locally constant on a neighborhood thereof. Since
nAW is also locally constant on the complement of W , it follows that
it is globally constant on VW . 
Corollary 5.16. There is an n 6= 0 ∈ R such that nA = n for any A
of the form AW for any wall.
We now turn to the computation of CW . We have a map ∂ :
π(M,L) → H1(M ;Z) defined by taking the boundary. We have that
the image of ∂ is Γ ⊂ H1(M ;Z). For the torus G we have the isomor-
phism i : Γ→ gZ.
Lemma 5.17. Let W⊥ ⊂ g be the dual cone of fµ(W ) ⊂ g∗. Namely,
the set of functionals which are non-negative on fµ(W ). Then
CW = (i ◦ ∂)−1(W⊥).
Proof. Up to a constant, the function fb,∂D,VW (w) is just the evaluation
the functional corresponding to w on the ∂D identified as an element
of g. Pick a pair of generators {w0, w1} for fµ(W ) over R≥0. If w(∂D)
is not identically 0 for all w ∈ W , then there is at least one i such that
wi(∂D) > 0. Write w = aw0+ bw1. If d(w, ∂W )→∞ then both a and
b go to ∞. So, fb,∂D,VW (w)→∞. 
Lemma 5.18. Let αW ∈ ∆∗ be the vertex corresponding to the face
W . Let Cα be the cone generated over N ∪ {0} by the vectors from α
to its adjacent vertices. Then i ◦ ∂(AW + CW ) = α+ Cα.
Proof. Indeed, by the previous lemma we have i ◦ ∂CW = W⊥. By
Lemma we have W⊥ = Cα. Moreover, by Lemma we have i ◦ ∂AW =
α. 
Lemma 5.19. We have
∆∗ = ∩α∈∆∗(α + Cα).
Proof. Let ∆∗0 be the vertices α for which the cone emanating from α
is strictly convex. Then by convexity we have
∆∗ = ∩α∈∆∗
0
(α + Cα).
Intersecting further by the cones which are non strictly convex has no
effect. Indeed for interior vertices the cone is the entire plane. For
vertices in the interior of the edges, the cone is a half plane bordered
by the given edge. 
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Proof of Theorem 5.12. Pick any generator x of SH+ over SH0,0. Us-
ing a Hamiltonian H ∈ H+, there is a periodic orbit γ which gen-
erates H1(M ;Z) such that x is represented by t
c(γ,H)〈[γ : u0]〉 where
c(γ,H) = AH([γ : u0]). By Lemma 5.14, there is a b+ ∈ V+ for which
h+(x) = t
c(γ,H+)λb+,[γ],V+.
Pick y as follows. Consider ∆∗ as embedded in the plane with a choice
of a distinguished vertex α0 corresponding to a component Wα0 of W .
Pick a b− ∈ V− and a Hamiltonian H− generating a periodic orbit δ on
b− such that [δ] = −[γ] as classes in H1(L−1(VWα0 );Z). Let y be the
corresponding element in SH− such that
h−(y) = t
c(H−,δ)λb−,[δ],V−.
By the last three Lemmas,
h+(y) = t
c(H−,δ)
∑
α∈∆∗
∑
A∈π(M,Lb,γ0)|∂A=α
nAt
ω(A).
We can write A = AWα#BA for some BA ∈ H2(M ;Z). Then ω(BA) ≥
0. We have
tω(A) = tω(BA)λb−,[δ],Vα,
and,
λb−,[δ],Vα = t
f(α,b)λb−,[δ]+α,Vα0 ,
where f(α, b) is the minimal positive area of a disk whose boundary is
on Lb− and represents α. Thus we can rewrite
h+(y) = t
c(y,H−)
∑
α∈∆∗
∑
B∈H2(M ;Z)|ω(B)≥0
nAWα#Bt
ω(B)λb,[γ0]+α,Vα0 .
It follows that, after redefining x and y and taking generators u±1 , u
±
2
such that h+(ui) = λb+,γi,V+ , we have
h+(xy) =
∑
α∈∆∗
tf(α,b)
∑
B∈H2(M ;Z)|ω(B)≥0
nAWα#Bt
ω(B)h+(u
α).
The claim follows. 
Appendix A. Tame LG potentials
The aim of this appendix is to prove Theorem 3.22
Definition A.1. A Landau-Ginzburg function is a function of the form
π = Heiθ : M → C such that
(a) H = h ◦ L and is independent of the functions HFi away from
L−1(∆) ⊂ B.
THE WRAPPED FUKAYA CATEGORY FOR SEMI-TORIC CALABI-YAU 45
(b) θ : M → S1 is invariant under the action of G and satisfies that
dθ generates H1(M ;Z) and that θ(L−1(∆)) = Const.
(c) There exists a map ψLG from a neighborhood U0 of Crit(L) to
a neighborhood U1 of the skeleton in XM from Theorem 2.17
such that πM |U0 = πX ◦ ψ and such that ψ∗JX is tamed by ω.
Lemma A.2. Let V be a symplectic vector space and let W ⊂ V be
a symplectic hyperplane. Then the set of all complex structures on V
which are tamed by ω and which preserve W is contractible.
Proof. Let J preserve W and let x ∈ W ω. Then Jx splits as Jx =
yh+ yv where yh ∈ W ω and yv ∈ W . We claim that J is tamed by ω if
and only if for all θ ∈ [0, 2π] we have
ω(w, cos θyv − sin θJyv)2 < 4ω(w, Jw)ω(x, yh),(7)
ω(w, Jw) > 0,
ω(x, yh) > 0,
for all w ∈ W . To see this, note that tameness is equivalent to the
inequality
ω(yv, w) < ω(w, Jw) + ω(x, yh)
for all x ∈ W ω and w ∈ W . Note that the inequality implies that the
right hand side is always positive. Therefore, the left hand side may
also be assumed positive by replacing x with −x if necessary. For fixed
x, considering the degree of homogeneity on each side as a function of w
we obtain the equivalent inequalities in (7) with θ = 0. Since J2 = − Id,
allowing x to vary is equivalent to allowing θ ∈ [0, 2π]. Thus, fixing
an x 6= 0 an almost complex structure as required is determined by a
choice of tame almost complex structures on W,W ω respectively, and
adding a mixed term determined by the projection yv of Jx to W in
such a way that (7) is satisfied. The latter is invariant under yv 7→ tyv
for t ∈ [0, 1]. The condition is thus contractible. 
Lemma A.3. For any Landau Ginzburg function there is an ω-tame
almost complex structure J such that π is J-holomorphic.
Proof. We use the map ψLG to pull back a on ω-tame complex structure
on a neighborhood U of Crit(L) so that π is J-holomorphic on U . Now
observe that on M \ Crit(L) we have that π is a symplectic fibration.
Indeed, in local action angle coordinates we have
ω =
n−1∑
i=1
dHFi ∧ dθi + dHn ∧ dθn.
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Since dH is independent of the dHFi and θ is invariant under the flows
of XHFi =
∂
∂θi
the claim follows.
The set of all ω-tame fiber-wise almost complex structures is non-
empty and contractible. By Lemma A.2 each one has a contractible
set of extensions to an almost complex structure for which π is J-
holomorphic. We can thus extend J from U to all of M so that π
remains J-holomorphic. 
Lemma A.4. There is an open normal neighborhood UX of Crit(LXM )
and a symplectic form ωX taming the standard complex structure J on
UX satisfying the following.
(a) There is of compact set K ⊂ UX for which (UX \ K,ωX) is
the product symplectic form of a half infinite cylinder with a
disjoint union of symplectic balls.
(b) LX , J and the LG potential π are all invariant under the action
of the half cylinder on UX \K.
The complex structure J may be deformed near the boundary of UX to
an ωX-tame almost complex structure J
′ which near ∂UX is compatible
with ωX and such that π is still J
′-holomorphic and J ′ is still invariant
under the action of the half cylinder.
Proof. Let K be a precompact open set containing all compact edges
of the skeleton with the standard Kahler form ω0. We extend ω0 to
a neighborhood of the entire skeleton to obtain ωX there as follows.
Fix an edge e and let p ∈ e ∩ K. Pick a transverse circle action at e
generated by a Hamiltonian HF and let c = HF (p). Construct a normal
form on a neighborhood Up of p. This give rise to a symplectomorphism
ψsymp : Up → S × (−ǫ, ǫ)× S1,
such that L|Up is a product of the standard focus-focus singularity on S
with the projection to (−ǫ, ǫ). Let Xsymp be the vector field generating
translations of the interval. Note that the flow of Xsymp preserves LX
and we have dHF (Xsymp) = 1.
Consider the vector field JXF . It generates the real part of the C
∗
action whose imaginary part is XF . It therefore commutes with the
other actions, and moreover, it preserves the global function on X .
Thus JXF preserves the G action. Moreover, we have that dHF (JXF )
is constant along any orbit of XF . After multiplying by a constant
(which we assume to be 1), it satisfies dHF (JXF ) = 1 along the orbit
through p. Let UX be the flow of S under XF and JXF . Then we have
a diffeomorphism
ψhol : UX → S × R+ × S1.
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Note that along the XF orbit through the critical point p we have that
JXF and Xsymp coincide. Thus, taking S and ǫ small enough we have
that ψhol and ψsymp are arbitrarily close in C
1.
Let g : R → R be a smooth function such that g′ vanishes on the
complement of (c− ǫ/2, c+ ǫ/2), g = 0 near −∞ and g = 1 near +∞.
Consider the vector field
Xhyb := (1− g ◦HF )Xsymp + (g ◦HF )JXF ,
Then Xhyb preserves the G action. Indeed, both Xsymp and JXF pre-
serve the G action. Since g ◦ HF also satisfies this property, so does
Xhyb. Let
ψhyb : Up → S × (−ǫ, ǫ)× S1
be the diffeomorphism induced by the flows of Xhyb and XF . Then ψhyb
is also C1 arbitrarily close to ψsymp. Define a symplectic form on UX
as
ωX = ψ
∗p∗1ω0|S + ψ∗(ds ∧ dθ).
Then ωX smoothly extends ω0. Moreover, it tames J along s ∈ (c −
ǫ, c+ǫ) since it is C1 close to ω0 there. Since Xhyb preserves both J and
ωX this tameness holds everywhere. Finally, define L to be invariant
under translations in ǫ.

Definition A.5. We say that an LG function π = exp(H + iθ) is
admissible if the following are satisfied.
(a) ψLG is a symplectomorphism with respect to a symplectic form
as in Lemma A.4 and intertwines the partial translation arising
from a tame local normal form on M with the one on UX .
(b) There is an ǫ > 0 such that with respect to adapted metric, for
any x ∈M we have
(8)
〈∇H, J0XHFi 〉
‖∇H‖‖∇HFi‖
< 1− ǫ.
(c) π is a quasi-conformal submersion.
Remark A.6. Note that if π is an LG function satisfying the conditions
with respect to one (L, σ)-tame J it satisfies them with respect to any
such.
Lemma A.7. If π is admissible there is a (σ,L)-tame J with respect
to which it is J-holomorphic if and only if it is admissible.
Proof. We show this first on M \Crit(L). Suppose π satisfies the con-
ditions with respect to some compatible almost complex structure J
which is (σ,L)-adapted. We construct a new almost complex structure
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J ′ as follows. Consider the splitting TM = V ⊕H with respect to the
symplectic fibration π : M \Crit(L)→ C. Let pH , pV denote the hori-
zontal and vertical projections respectively. Pick a global orthonormal
frame {v1, . . . , vn−1} of the tangent fibers to the torus orbits. Define J ′
fiberwise by
J ′vi := pV Jvi +
∑
j<i
ω(pHJvi, pHJvj)vj ,
and extend uniquely by the condition dπ ◦ J ′ = J ′ ◦ dπ. Then J ′ is
ω-compatible and π is J ′ holomorphic. Moreover, equation (8) and
the quasi-conformality guarantee that J ′ is equivalent to J . Namely,
equation (8) bounds how far H and V are from being orthogonal. This
in particular guarantees equivalence of the induced metrics on V . The
quasi-conformality guarantees equivalence of the induced metrics on
H . Taken together we get equivalence of the total metrics.
Observe now that if we find an almost complex structure J ′′ on a
neighborhood of Crit(L) which is equivalent to J and satisfies the in-
equality (8) and the quasi-conformality condition we can interpolate
it with J ′ while preserving the equivalence with J . But these condi-
tions are necessary. Indeed, suppose J0 is equivalent to J and π is J0
holomorphic. Since π is equivariant with respect to the Hamiltonian
flow of HFi we have that ∇J0H ⊥ J0XHFi . Since J is equivalent to J0,
this implies equation (8). The quasi-conformality condition is obvious.
The existence claim now follows by the definition of a tame normalizing
map. 
Proof of Theorem 3.22. We use an appropriate local normal form it to
pull back π and JU from UX as in Lemma A.4 to a small uniform
neighborhood of Crit(L). We will now extend π in such a way that
the inequalities are satisfied.
Expressing H as a function h◦L and identifying B with Rn via coor-
dinates as in Theorem 3.15 the inequality translates into the inequality
(9)
∑n−1
i=1 (∂ih)
2
∂nh2
< C.
We have that h is defined in a neighborhood of ∆ where it already
satisfies this. Moreover, we have dh 6= 0 everywhere and therefore by
translation invariance,
(10)
1
c
< |∇h| < c,
for some c > 1. We claim that we can extend any function satisfying
the inequalities (9) and (10) from a neighborhood of ∆ to all of R3
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such that both these inequalities are preserved. We may assume with-
out loss of generality that there is a neighborhood W∆ ⊂ {xn = 0}
such that h is initially defined on W∆ × (−ǫ, ǫ). Using an appropriate
Unisohn function f : Rn−1 → R with bounded derivative supported on
a neighborhood of ∂W∆ let h = (1− f)h˜+ fx3 on Rn−1× (−ǫ, ǫ). The
resulting function satisfies both inequalities and can now be extended
in the same way to all of Rn.
We now proceed to define θ so that the resulting map π is a quasi-
conformal submersion. For this consider the mapM → B×S1 given in
Theorem 3.20 identified with Rn × S1 so that in these coordinates the
map is a quasi-Riemannian submersion away from a uniform tubular
neighborhood of Crit(L) projecting to a uniform tubular neighborhood
of ∆ × {0}. We have that π factors trough the map L × θ0, so we
consider h as a function on B = Rn and θ as a function of B×S1 with
coordinates x1, . . . , xn, t. The quasi conformality in these coordinates
translates in to the conditions
1/c <
|dθ(∂t)|
|dh(∂xn)|
< c,
and
|dθ(∂xn)|
|dh(∂xn)|
< c.
We have that θ is initially defined on a neighborhood of ∆ × {0} ∈
R
n×S1 and that these inequalities are satisfied with uniform constants
at least near the boundary of that neighborhood. It is straightforward
by (10) that θ can be appropriately extended to satisfy the inequal-
ity. It remains to show contractibility. The choices going in to the
construction in Theorem A.4 are evidently in a contractible set. The
same is true for the choice of a tame local normal form since any two
such are relate by a flat Lipschitz diffeomorphism in the base and a
Lipschitz Hamiltonian isotopy in the fiber. The choice of admissible
π is evidently contractible. Finally, the extension of J so that π J-
holomorphic is contractible by Theorem A.2. The additional condition
of tameness relative to L, σ maintains the contractibility.

Appendix B. Domain local C0 estimates
Let (M,ω) be a symplectic manifold. Fix an ω-compatible almost
complex structure J0. For z ∈ D := B1(0) ⊂ C let Jz be a tame almost
complex structure such that gJz is C-quasi-isometric to gJ0 where C >
1 is some constant which is independent of z. Suppose Jz depends
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smoothly on z. Let
H := Fzds+Gzdt
be a 1-form with values in smooth Hamiltonians. Suppose
(11) ∂sGs,t − ∂tFs,t ≥ a
for some constant a. Suppose further that for fixed z = s + it the
functions F,H, ∂tF, ∂sG are all Lipschitz functions onM with Lipschitz
constants uniform in z all with respect to gJ0 an therefore, for any z ∈ D
with respect to gJz .
For a 1-form γ on Σ with values in u∗TM write
γ0,1 :=
1
2
(γ + J ◦ γ ◦ jΣ) .
A Floer solution on D with this data is a map u : D → M satisfying
Floer’s equation
(12) (du−XH(u))0,1 = 0.
The geometric energy of u on a subset S ⊂ D is defined as
EH,J(u;S) :=
1
2
∫
S
‖du−XH‖2JdvolΣ.
Given an admissible Floer datum (H, J) Define a 2-form on D × M
by ωH := π
∗
2ω + dH. Given a Floer solution u : D → M denote by
u˜ = id× u : D → D ×M its graph.
Lemma B.1. For any (H, J)-Floer solution u : D → M satisfying
(11), and any S ⊂ D we have
E(u;S) ≤
∫
S
u˜∗ωH + aArea(S).
The expression on the right is called the topological energy and denoted
by Etop(u).
Denote the Floer datum (H, J) by F . Consider the almost complex
structure
JF (z, x) :=
(
jΣ(z) 0
XH(z, x) ◦ jΣ(z)− J(z, x) ◦XH(z, x) J(x)
)
.
Then the graph of a solution to the Floer equation determined by F is
JF holomorphic. Fix an area form on ωΣ on Σ and for any a > 0 write
ω˜a := ω˜ + aωΣ.
Lemma B.2. The almost complex structure JF is tamed by the form
ω˜a.
Fix an appropriate a and denote the corresponding metric by gF .
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Lemma B.3. Fix a point p0 ∈M . There is a constant C such that for
any R > 0, the metric gF is C
√
R-equivalent on BR(p0) to the product
metric on Σ×M .
Proof. Denoting by gst the standard metric on D we obtain the formula
gJF = gJ ×gst+‖XF‖2dt2+‖XG‖2ds2+(∂sGs,t−∂tFs,t−a)(ds2+dt2).
All the coefficients except the last one are O(1) while the last is O(R)
by the Lipschitz assumption. The claim follows. 
Theorem B.4. Let L be a Lipschitz Lagrangian and let K be a compact
set. For any E > 0 there is an R = R(E,K, F ) such that the following
hold.
(a) Let u be a solution to Floer’s equation with admissible Floer
data on D and suppose E(u;D) ≤ E and u(D1/2) ∩ K 6= ∅.
Then
u(D1/2) ⊂ BR(K).
(b) Denote by D+ the intersection of the disc with the upper ha;f
plane. Let u : (D+, ∂D+) → (M,L) be a solution to Floer’s
equation with admissible Floer data such that E(u;D+) ≤ E
and u(D+1/2) ∩K 6= ∅. Then
u(D+1/2) ⊂ BR(K)
Proof. The Lipschitz assumption on the Lagrangian and on the Floer
data grantees the monotonicity inequality of [21] applies to the graph
of the solution considered as a JF holomorphic curve. In the case of a
general Floer datum, the constants of the monotonicity inequality are
not uniformly bounded due, but according to Lemma B.3, the constants
grow at most like the distance since the geometry of the underlying
manifold is uniformly bounded. Thus the geometry is i-bounded in
TtH terminology of [12]. The proof is now the same as that of Theorem
4.10 in [12] 
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