Genetic Algorithm based Resource Broker for Computational Grid  by Singh, Susmita et al.
 Procedia Technology  10 ( 2013 )  572 – 580 
2212-0173 © 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-ND license.
Selection and peer-review under responsibility of the University of Kalyani, Department of Computer Science & Engineering
doi: 10.1016/j.protcy.2013.12.397 
International Conference on Computational Intelligence: Modeling, Techniques and Applications 
(CIMTA- 2013) 
Genetic algorithm based resource broker for computational Grid 
Susmita Singha,*, Madhulina Sarkarb, Sarbani Roya, Nandini Mukherjeea 
aJadavpur University, Kolkata-700032, India 
bGovernment College of Egineering and Leather Technology, Kolkata- 700098, India 
Abstract 
In this paper, we present a resource broker architecture for a computational Grid which uses Genetic Algorithm (GA) for 
brokering. Resource brokering implies selection of appropriate resource providers for jobs submitted to the Grid. Resource 
brokering is normally done with the objective of optimizing some performance parameter such as minimizing the total cost of 
running the jobs or maximizing the utilization of Grid resources. It is a challenging task since the search space for the problem 
consists of all possible allocations of submitted jobs to available resource providers in a Grid and may be very large. GAs are 
found to be efficient for such optimization problems. Moreover, the configuration and workload of a Grid is dynamic in nature. 
Our GA based resource broker tries to address these issues so that jobs are scheduled efficiently. 
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1. Introduction 
A Grid [1] is a scalable, wide area spanning compute infrastructure which consists of resource providers, resources 
and users [2]. Resources include processing power, networking components, printers etc. Resource providers are the 
individual computers or sub-grids that own the resources and make them available for the Grid. Users submit their 
jobs to the Grid. It is the responsibility of Resource Management System (RMS) of the Grid to schedule these jobs 
onto various resource providers and send the processed jobs or results back to the user. The users should perceive 
the Grid as a single system and the scheduling of jobs onto resource providers should be transparent to them.  
The task of selecting appropriate resource providers for various jobs submitted by the users is done by a module of 
the Grid RMS called Resource Broker [3] (RB). The RB consults all the resource providers in the Grid and 
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maintains information about them like their characteristics and availability. When a batch of jobs is submitted by 
one or multiple users, the broker tries to assign an appropriate resource provider to each one of them so that on 
scheduling the jobs according to this assignment, some objective function like cost, running time, resource 
utilization etc is optimized. The task of resource brokering can be viewed as a search through the space of all 
possible job-resource provider combinations with the objective to find the optimal combination. 
Genetic Algorithms (GA) [4] are shown to be highly efficient in finding near optimal solutions in very large search 
spaces in a limited amount of time [5]. We have tried to utilize this characteristic of GA for resource brokering in a 
Grid. GAs are generic algorithms that have to be customized according to the problem for which they are being 
used. In this case, the problem is that of resource brokering in a Grid. We have developed some novel approaches 
for the initial population generation [4] step of GA and incorporated the aspect of dynamicity of workload of a Grid 
into the GA to make it efficient for resource brokering 
This paper has been divided into six sections. Section-1 gave an introduction to the concept of resource brokering 
and the motivation behind considering GA for it. Section-2 describes some existing works on Grid resource 
brokering. Section-3 describes the GA based resource brokering algorithm developed by us. Section-4 gives the 
implementation details of our system. Section-5 shows some experimental results of execution of the algorithm. 
Section-6 concludes the paper and mentions some possible future works related to our work. 
2. Related work 
Some resource broker architectures for Grid which we studied have been described in this section. 
A Grid resource broker architecture called PRAGMA has been proposed in [3] which uses Hungarian algorithm for 
brokering. Each job is characterized by a Job Requirement List (JRL) and each resource provider by a Resource 
Specification Memo (RSM). The broker is centralized. It collects information about all resource providers and jobs 
from all users. Then it prepares a Job Resource (JR) matrix which stores the expected running time of each job on 
each resource provider. It also prepares a Job Cost (JC) matrix which stores the expected cost of each job on each 
resource provider. Then, the Hungarian algorithm is applied on either the Job Resource Matrix or Job Cost Matrix to 
produce a Job Map which indicates which job should be allocated to which resource provider so that running time of 
jobs or the resource usage cost is minimized respectively. 
A resource broker architecture which employs performance prediction based resource selection proposed in [6]. In 
this architecture, the broker may be either centralized or distributed. In centralized model, the input set of jobs 
consists of jobs from all users whereas in distributed model, the input set of jobs belongs to one particular user. The 
algorithm takes a set of jobs and resource provider specifications as input. For each job, it predicts the total time for 
delivery (TTD) with respect to each resource provider. For each job, it selects the resource provider which gives 
minimum TTD. 
A resource broker architecture based on fuzzy decision tree learning has been proposed in [7]. Decision trees built 
on fuzzy data are known as fuzzy decision tree (FDT).The role of this broker service is using learning method to 
find the best node according to requirements of the job and distributed computing resources of the Grid. 
A Fuzzy Neural Network (FNN) based resource management system which consists of resource broker and load 
balancing modules, has been proposed in [8]. In this algorithm, fuzzy logic is used to evaluate the Grid system load 
status. CPU utilization and memory utilization of resource providers are taken as key parameters fuzzy membership 
functions ‘light’, ‘heavy’ and ‘medium’ are used to characterize their load status. Neural network is used to 
automatically tune the membership functions. 
3. GA based resource brokering algorithm 
Our aim is to design a resource broker for allotting jobs of a batch from a user on various resource providers of a 
Grid. The user submits a list of jobs to the broker. For each job, the broker finds out its Before Execution (BE) 
metrics [11] and looks up the historical database of available resource providers to find any successful clones on the 
current job which executed on these resource providers. From there, it predicts the cycle counts of this job on each 
resource provider.  The broker associated with each user tries to find a mapping from set of jobs to set of resource 
providers so as to minimize the total completion time (TCT), that is, the sum of completion times of all the jobs in 
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the batch. This is an optimization problem. We have used GA to find out a suitable resource provider for each job. 
The template for GA given in [5] has been followed. Algorithm 1 shows the GA developed by us. 
The first step of GA is generation of initial population of chromosomes. Chromosomes represent candidate solutions 
in GA. Each chromosome is of length equal to number of jobs and each position of the chromosome holds a 
resource provider id. If the ith position of a chromosome holds id for resource provider Ri, then job i will be allotted 
to resource provider i in the solution represented by that chromosome. We first have to prepare a mapping from set 
of jobs to the power set of resource providers which gives a set of resource providers for each job on each of which 
the job is capable of executing. The total number of possible chromosomes is equal to the product of cardinalities of 
resource provider sets for each job obtained by above mapping. All the possible chromosomes make up the 
‘chromosome domain’. It is computationally expensive to generate each chromosome of the domain. We have taken 
a small subset of this chromosome domain with a fixed number of chromosomes. The number of chromosomes is 
kept at a minimum value of 4 initially to reduce time complexity of genetic operations. Now we have to generate an 
initial population of 4 chromosomes. Instead of random initial selection [13], we try to introduce a heuristic to have 
good chromosomes as initial population. We use four different heuristics for the four initial chromosomes to add 
some diversity to the population. Diversity in initial population increases the performance of GA [14]. 
 
To implement the heuristics, the broker assigns a ‘power’ factor to all the resource providers. The power is 
calculated using the resource provider's processor speed and load as parameters using the following equation: 
 )1(_ loadspeedprocessorpower u  
 
The first chromosome is selected using first-come-first-serve heuristic [15]. The second one is selected using longest 
job to most powerful resource (LJPR) heuristic which is a modified form of LJFR [16]. In this, the longest 
unassigned job is allotted to the resource having maximum power, the second longest to the resource having second-
highest power and so on till all jobs are assigned a resource. The third one is selected using a shortest job to most 
powerful resource (SJPR) heuristic which is a modified form of SJFR [16].In this, the shortest unassigned job is 
allotted to the resource having maximum power, the second shortest to the resource having second-highest power 
and so on till all jobs are assigned a resource .The fourth one is selected using alternate LJPR-SJPR [17] heuristic. In 
this, the pair of longest and shortest unassigned jobs is assigned to the most powerful resource, the pair of  second 
Algorithm 1: Template for GA 
begin 
Initialization: Generate initial population P(t=0) of n chromosomes formed using FCFS, LJPR, SJPR and 
alternate-LJPR-SJPR heuristics 
Fitness: Evaluate the fitness of each individual of the population. Evaluate (P(t)) using formula  
fitness = (1/TCT) 
while ( not termination condition ) do 
Selection: If population size = n, select a subset of n/2 pairs randomly from P(t). Let P1(t)=Select(P(t)) 
Crossover: Cross each of the n/2 chosen pairs using one-point crossover. Let P2(t)=Crossover(P1(t)) 
be the set of offsprings 
Mutation: Mutate each offspring in P2(t) using simple all points mutation operator. Let 
P3(t)=Mutate(P2(t)) 
Fitness: Evaluate the fitness of each offspring. Evaluate(P3(t)) 
Replacement: Create a new generation from individuals in P(t) and P3(t) using total replacement 
operator. Let P(t+1)=Replace(P(t),P3(t)); t=t+1 
end of while 
return Best Found Solution 
end 
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longest and second shortest jobs is assigned to the next most powerful resource and so on till all jobs have been 
assigned resource providers. 




fitness 1  
 
Here, TCT is the total completion time, that is, the sum of expected completion times (ECT) of all the jobs on the 
resource providers on which the given chromosome indicates to schedule them. The time is usually measured in 
seconds or milliseconds and is a floating point number. ECT is calculated using the following formula: 
 
cycleCountloadspeedECT uu )1(  
 
Here, speed indicates the processor clock rating. It is measured in Mhz. cycleCount indicates the total cycle count of 
the job, that is the number of processor cycles of the given resource provider which the given job requires to finish 
execution. Load is the fraction of clock cycles of processors in a resource provider which is busy. Busy clock cycles 
means clock cycles allocated to jobs previously running on the resource provider when a new job is submitted to it. 
We apply the genetic operators on the population and keep evolving it in iterations until that convergence criterion is 
met. . n/2 disjoint pairs of chromosomes are chosen randomly (if n is the population size, that is the total number of 
chromosomes in the population) for crossover by the selection operator. One-point crossover [18] [19] is used as a 
crossover operator as it is simple and fast The mutation operator has been defined as one which selects each point in 
chromosome and replaces the entry at that point with the id of a resource provider which is capable of executing the 
job represented by that chromosome position. We call this operator ‘simple all points mutation operator’. The 
replacement takes place with a pre defined probability of mutation [19]. After application of crossover and mutation 
operators, four new chromosomes are generated. Then the replacement operator is applied. The old population is 
replaced entirely by the new chromosomes. Since all the chromosomes of the old population are replaced, we call 
the operator ‘total replacement operator’. The convergence criterion in this case is that the average stability of two 
consecutive iterations should not differ significantly (that is the percentage change in average fitness is below a 
certain threshold). 
We have also used an elitist approach [20]. The best solution till the current iteration is stored separately and after 
the algorithm terminates, it is given to the user as the final solution. 
4. Results and discussions 
4.1. Implementation 
We have set up a virtual Grid environment on GridSim [9] platform. It consists of a number of resource providers 
and users. The resource providers are assumed to be single computers with a number of identical processors whose 
speeds are specified in Mhz. The users submit batches of jobs. The jobs are independent of each other and can be 
completely executed on a single resource provider. Our system follows a distributed broker architecture which 
means that each user is associated with a dedicated resource broker whose responsibility is to select appropriate 
resource providers for jobs submitted by that user. 
Figure 1 shows the class diagram of our system. It has been implemented on top of the existing GridSim API [9]. 
The functionalities of various classes in the above class diagram have been described as follows: 
GridResource: This class is a part of the GridSim API. It is used to model the resource providers in the Grid. 
ResourceCharacteristics: This class is a part of the GridSim API. It is used to model the various characteristics of 
resource providers such as number of processors, clock cycle rating of processors, instruction set architecture, 
operating system etc. 
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Fig. 1 Class diagram for GA based Resource Broker 
ResourceProperties: This class extends the ResourceCharacteristics class to add the parameters total amount of 
main memory, free hard disk space and pre-defined local load a resource provider as its characteristics. 
Gridlet: This class is a part of GridSim API. The jobs submitted by users are known as ‘gridlets’ in GridSim 
terminology. They are specified using length in millions of instructions, and size of input and output files for the job 
in bytes. Processing elements are specified by their Million Instructions Per Second (MIPS) rating [10]. We have 
modified the specification to define jobs by their total cycle counts and processing elements by their Mhz rating 
(processor speed).  
The total cycle count of jobs are estimated using clone detection techniques on the given job and historical 
information about jobs previously executed on the system. The job modeling and clone detection model specified in 
[11] and [12] have been adopted. The system maintains a history of successful job executions. This includes 
information about parameters of the jobs, characteristics of resource providers on which they executed and after-
execution metrics like total running time, total cycle count.  
Job, FunctionDetails, LoopDetails: These classes are used to model the jobs submitted by the users using 
parameters which can be used to compare them with other jobs in historical databases of resource providers for 
clone detection. 
User: This class models the users of the Grid. 
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Broker: This class models a resource broker. Each User object has an associated Broker object to reflect the 
distributed broker architecture. The brokering algorithms are implemented through methods of this class. 
GridSim: This class is a part of the GridSim API. It contains methods to start, stop and manage simulation of a 
virtual Grid environment. 
4.2. Results 
We have shown the TCT of jobs when submitted to resource providers as indicated by the solution produced by our 
GA based resource brokering algorithm. It has been compared to the TCT of solutions produced by Hungarian 
algorithm [3] and TTD prediction based brokering algorithm [6].Fig 2 (a)-(d) show the results of GA vs Hungarian 
algorithm for 10, 50,100 and 200 resource providers as the number of jobs is varied from 100 to 1000. Fig 3 (a)-(d) 
show the results of GA vs TTD prediction based algorithm for 10, 50,100 and 200 resource providers as the number 
of jobs is varied from 100 to 1000. The results show that GA gives a lower TCT and hence better performance. 
The difference between TCT for solutions given by GA and the other algorithm becomes more and more as the 
number of jobs increases for a fixed number of resource providers. The reason for this is that as the number of jobs 
increases, the effect of these jobs on the load of resource providers also increases. GA considers the load on the 
resource providers prior to execution of the algorithm as well as the latest likely load due to allocation of jobs in the 
current batch of jobs for which resource providers have already been selected. This is equivalent to considering the 
load on resource providers due to the jobs corresponding to positions of a chromosome preceding the current 
position during fitness calculation step of GA. The other algorithms, however, don’t consider the latest likely loads 
of resource providers during the brokering process. As the number of jobs increases, the inaccuracy of prediction of 










Fig. 2 TCT vs Number of Jobs for GA and Hungarian algorithm on (a) 10 resource providers, (b) 50 resource providers, (c) 100 resource 
providers, (d) 200 resource providers 
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Fig. 3 TCT vs Number of Jobs for GA and TTD prediction based algorithm on (a) 10 resource providers, (b) 50 resource providers, (c) 100 
resource providers, (d) 200 resource providers 
 
We have also shown the results for running time overhead of our GA based brokering algorithm as the number of 
jobs is varied from 100 to 1000. The readings have been taken for 10, 50, 100 and 200 resource providers (RP) as 
shown in Fig 4.  
 
Fig. 4 Running time of GA as the number of jobs increases from100 to 1000. 
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GAs are normally linear in time with respect to number of jobs , number of resource providers and the maximum 
number of iterations the algorithm is allowed to run (assuming that the operators used are of O(1) time complexity). 
Since the actual number of iterations varies from one instance of the algorithm to another, the overhead takes a 
random pattern. 
5. Conclusion and future work 
We have presented a GA based resource broker for a computational Grid in which there are multiple resource 
providers and users. The users submit jobs and the broker selects resource providers for these jobs so that their TCT 
is minimized. We have defined initial population selection algorithm and mutation operators to specifically suit the 
resource broker framework.  
This design can be improved to consider Quality of Service (Qos) [21] for the jobs; which is specified by the user. 
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