In this paper we obtain weighted higher order Rellich, weighted Gagliardo-Nirenberg, Caffarelli-Kohn-Nirenberg inequalities and the uncertainty principle for Dunkl operators. Moreover, we introduce an extension of the classical Caffarelli-Kohn-Nirenberg inequalities. Furthermore, we give an application of Gagliardo-Nirenberg inequality to the Cauchy problem for the nonlinear damped wave equations for the Dunkl Laplacian.
of the weighted higher order Rellich, Gagliardo-Nirenberg, CKN inequalities and the uncertainty principle for Dunkl operators. Moreover, we give an application of Gagliardo-Nirenberg inequality to the Cauchy problem for the nonlinear damped wave equations for the Dunkl Laplacian.
A systematic study of functional inequalities for Dunkl operators was started by the first author in [19] and [20] , which contain a thorough account of Sobolev and Hardy inequalities in the Dunkl setting. Apart from these main inequalities, the first paper contains a particular case of the Gagliardo-Nirenberg (in Corollary 5.7), while the second paper treated the basic case of the Rellich inequality with sharp constants (in Theorem 7.1) and a particular case of the Caffarelli-Kohn-Nirenberg inequality (in Theorem 7.2). After the proof of the latter Theorem we remarked that our result could be further generalised.
In this paper we fill in the gaps of the previous results by providing the details of the promised extension of the Caffarelli-Kohn-Nirenberg inequality, as well as related inequalities. In terms of the Rellich inequality, we generalise the previous results firstly by proving a weighted version, and also by considering higher powers of the Dunkl Laplacian. Similarly, for the Gagliardo-Nirenberg inequality we provide several extensions, both in the range of the coefficients used, and also by providing weighted results.
A remarkable consequence of our chosen method in the Caffarelli-Kohn-Nirenberg inequality is that in the particular case k " 0, when Dunkl operators reduce to the usual partial derivatives, we obtain an extension of the classical result with respect to the range of parameters.
For the convenience of the reader let us now briefly recapture the main results of the paper. As usual, in this paper A À B means that there exists a positive constant c such that A ď cB. If A À B and B À A, then we write A « B. In these notations, if the left and right hand sides feature some functions f , the constant (using this notation) does not depend on f . where c " δd`p1´δqb. Then there exists a positive constant C such that
holds for all f P C 8 c pR N q, if and only if the following conditions hold: In this paper we extend the Caffarelli-Kohn-Nirenberg inequalities by enlarging the range of indices (1.1). This will be achieved by using Dunkl theory methods. More precisely, we prove (1.2) with the usual gradient ∇f replaced by the Dunkl gradient ∇ k f (when k " 0, ∇ " ∇ k ).
To illustrate our extension of Theorem 1.1, let us state our Caffarelli-Kohn-Nirenberg inequalities:
‚ (Caffarelli-Kohn-Nirenberg I inequality) Let 1 ă p ă N , 1 ă q ă 8, 0 ă r ă 8 with p`q ě r. Let also δ P r0, 1s X " r´q r , p r ‰ and b, c P R. Assume that δr p`p 1´δqr q " 1 and c "´δ`bp1´δq. Then there exists a positive constant C such that (1.6) }|x|
holds for all f P C 8 c pR N q. ‚ (Caffarelli-Kohn-Nirenberg II inequality) Let q, r, a, b, c, δ P R such that 1 ă q ă 8,
N´2`q ě r, δ P r0, 1s X " r´q r , 2N rpN´2q ı and N`2a´2 ą 0. Assume also that δrpN´2q 2N`p 1´δqr q " 1 and c " δa`bp1´δq. Then there exists a positive constant C such that
holds for all f P C 8 c pR N q. ‚ (Fractional Caffarelli-Kohn-Nirenberg inequality) Let a, b, c P R, δ P r0, 1s X " r´q r , 2 r ‰ , 1 ă q ă 8 and 0 ă r ă 8 with 2`q ě r. Assume that δr 2`p 1´δqr q " 1 and c " δpa´1q`bp1´δq, and also 1´N {2 ă a ď 1. Then we have the following fractional Caffarelli-Kohn-Nirenberg type inequalities for all f P SpR N q:
where the constant Cpaq (with γ " 0) is given in Theorem 5.3.
For example, in the special case 1 ă p " q " r ă N , b "´N p and c "´δ pN´pq´N p , we get from (1.6) for all f P C 8 0 pR N q that (1.9)
we see that (1.1) fails, so that the inequality (1.9) is not covered by Theorem 1.1.
Remark. For other extended Caffarelli-Kohn-Nirenberg inequalities, we refer to [11] and [12] for f P C 8 0 pGzt0uq on general homogeneous group, to [10] on stratified groups, to [16] for general hypoelliptic differential operators, to [14] on general Lie group, to [15] on Riemannian manifolds with negative curvature and references therein.
In Section 5 we show (1.6)-(1.8) as a consequence of general results for Dunkl operators.
1.2.
Gagliardo-Nirenberg and Rellich inequality. The Gagliardo-Nirenberg inequality was proved independently by Gagliardo [6] and Nirenberg [8] and it states that
There is an exceptional case when r ą 1 and l´j´N r is a non-negative integer, in which case we must also require θ ă 1. See [5] for historical remarks on this result and a complete proof, and also the references therein for an account of the many applications of the Gagliardo-Nirenberg inequality to PDEs. Assuming the notation specific to Dunkl theory, which we introduce in section 2, our results for Dunkl operators are the following:
Then, for any f P C 8 c pR N q we have the inequality
1`2γ and 1 p`1 q " 1. Then, for any f P C 8 c pR N q, we have the inequality
‚ (Gagliardo-Nirenberg inequality I) Let 1 ď p, q ă 8, 1 ď r ă N`2γ, and 0 ď θ ď 1 satisfying the assumption θ´1 N`2γ`1 p´1 r¯" 1 p´1 q . Then the following inequality holds for all f P H 1
‚ (Gagliardo-Nirenberg inequality II) Let 1 ă p ă 8, 0 ď s ď N`2γ p and 0 ď θ ď 1. Then, for any f P SpR N q, we have the inequality
‚ (Weighted Gagliardo-Nirenberg II inequality) Assume that N`2γ ą 2. Let 1 ď a ď 2, 2 ď s ď N`2γ 2 , and define p "
N`2γ´2`2pa´1q . Then, for any f P C 8 c pR N zt0uq we have
Then, for any f P SpR N q we have
3. An Application. Finally, using the Gagliardo-Nirenberg inequality we study the Cauchy problem for the following nonlinear damped wave equations for the Dunkl Laplacian
with nonlinearity satisfying the assumptions f p0q " 0 and |f paq´f pbq| ď Cp|a| p´1`| b| p´1 q|a´b|, for some p ą 1. We first study the linear version of this equation (corresponding to f " 0) using techniques based on the Dunkl transform, and then we prove a global existence and uniqueness result for the general Cauchy problem (1.18) with small data.
The paper is organised as follows. In Section 2 we briefly introduce Dunkl operators and their important properties. Rellich, Gagliardo-Nirenberg and Caffarelli-Kohn-Nirenberg inequalities are then discussed in Sections 3, 4 and 5, respectively. Finally, in Section 6 we discuss an application to a nonlinear damped wave equation.
Preliminaries
We present in this section a very quick introduction to Dunkl operators; see the excellent survey papers [9] and [1] for more details.
In this paper, a root system is a finite set R Ă R N zt0u that satisfies R X αR " t´α, αu and σ α pRq " R for all α P R. Here σ α is the reflection in the hyperplane orthogonal to the root α, i.e.,
The reflection group generated by all σ α for α P R is finite, and we call it G. A multiplicity function is a map k : R Ñ r0, 8q, denoted α Þ Ñ k α , which is G-invariant, i.e., k α " k gα for all g P G and all α P R. Any root system R can be written as a disjoint union R " R`Y p´R`q, and we call R`a positive subsystem. Of course there are in general many choices for the positive subsystem R`, but once fixed, this choice will not make a difference in the definition below due to the G-invariance of the multiplicity function.
From now on we fix a root system R in R N with positive subsystem R`and multiplicity function f . For simplicity, we also assume without loss of generality that |α| 2 " 2 for all roots α P R. Dunkl operators are defined on C 1 pR N q by
for each i " 1, . . . , N . The Dunkl gradient and Dunkl laplacian are defined as ∇ k " pT 1 , . . . , T N q and ∆ k "
Note that in the special case k " 0 Dunkl operators reduce to partial derivatives, and ∇ 0 " ∇ and ∆ 0 " ∆ are the usual gradient and laplacian.
The natural spaces to study Dunkl operators are the weighted spaces L p pµ k q, where dµ k " w k pxq dx, and the weight function is given by
This is a homogeneous function of degree
The measure of the weighted spaces L p pµ k q will be written simply ¨ p . With respect to this weighted measure we have the integration by parts formula ż
A Sobolev inequality is available for the Dunkl gradient. 
The Dunkl kernel E k px, yq, defined on C NˆCN , acts as a generalisation of the usual exponential e xx,yy , and is defined, for fixed y P C N , as the unique solution Y " E k p¨, yq of the system of equations T i Y " y i Y, i " 1, . . . N, which is real analytic on R N and satisfies Y p0q " 1. Another way to define the Dunkl exponential is in terms of the intertwining operator V k which connects the usual partial derivatives to Dunkl operators via the relation
The Dunkl exponential can then be equivalently defined as
It is in general difficult to characterise the Dunkl kernel E k , but we have the bounds
which hold for all x P R N , y P C N , and all β P Z Ǹ .
With the help of these bounds, we can define the Dunkl transform on L 1 pµ k q by
is the Macdonald-Mehta integral. The Dunkl transform extends to an isometric isomorphism of L 2 pµ k q; in particular, the Plancherel formula holds. When k " 0 the Dunkl transform reduces to the Fourier transform. The Sobolev spaces associated to Dunkl operators are the spaces H s D defined for all s ą 0 and which consist of all functions f P L 2 pµ k q for which the map ξ Þ Ñ |ξ| s D k pf qpξq belongs to
Weighted higher order Rellich inequalities
In this section we prove the uncertainty type principle and the Rellich inequalities. The classical Rellich inequality for Dunkl operators was studied in [20] where the following result was proved:
The constant in this inequality is sharp.
In this section we will generalise this result firstly by adding a weight, and secondly by considering higher powers of the Laplacian. The first result is the following:
N`2γ´2`2pb´pa`1qq , and suppose that a`1 ă N`2γ´2 2 . Then, for any f P C 8 c pR N q we have the inequality
Remark. In the special case a " 0 and b " p " 2, this result gives Theorem 3.1, and this result, of course, implies classical Rellich inequalities when k " 0, hence ∆ k " ∆ and dµ k " dx.
Remark. Similar inequalities to (3.1) for sub-Laplacians with drift on stratified groups were investigated in [17] .
Before we prove this inequality, we need the following Caffarelli-Kohn-Nirenberg type result from [20] . Then, for any f P C 8 c pR N q we have the inequality
Proof of Theorem 3.2. Note that the numbers a`1, b and p satisfy the assumptions of Theorem 3.3, so we have from (3.2) that
On the other hand, since a`1 ă N`2γ´2 2 , hence a ă N`2γ´2 2 , by (3.2) again we have
Thus, combining (3.3) and (3.4) we obtain (3.1). Now let us introduce weighted higher order Rellich inequality for Dunkl operators.
Proof of Theorem 3.4. We prove this theorem by the induction method. When j " 1 the inequality (3.5) holds true since this is the case of Theorem 3.2. Now, assume this holds for the case j " m. Namely, for m P N, a`2pm´1q`1 ď b ď a`2pm´1q`2, p " 2pN`2γq N`2γ´2`2pb´pa`2pm´1q`1qq and a`2pm´1q`1 ă N`2γ´2 2 , the inequality
holds for any f P C 8 c pR N q. So, using this we need to prove the following: For m P N,
On the other hand, since a`2m`1 ă N`2γ´2
Thus, (3.8) and (3.9) imply (3.7).
The proof is complete. Now let us give the following uncertainty principle for the Dunkl gradient:
Then, for any f P C 8 c pR N q, we have the inequality
Remark. In the special case when γ " 0 we have ∇ k " ∇, the usual gradient in R N , then (3.10) with p " q " 2 and N ě 3 implies the classical uncertainty principlê
Before proving Theorem 3.5, let us recall the following L p Hardy inequality.
Now we are ready to prove Theorem 3.5.
Proof of Theorem 3.5. Using Hölder's inequality we obtain from (3.11) that
as desired.
Gagliardo-Nirenberg inequalities
In this section we prove different forms of the Gagliardo-Nirenberg inequality for Dunkl operators. Firstly, in Section 4.1, we prove the case j " 0, l " 1 of the classical Gagliardo-Nirenberg inequality (1.10), which follows from the Sobolev inequality, and which is the main tool in the analysis of the nonlinear damped wave equation in the last section. Secondly, in Section 4.2 we will prove the more involved case p " q " r, which relies on Littlewood-Paley theory. Finally, in Section 4.3, we prove several weighted forms of the Gagliardo-Nirenberg inequality.
4.1. The Gagliardo-Nirenberg inequality I. We first prove the Dunkl analogue of the case j " 0, l " 1 of the classical Gagliardo-Nirenberg inequality (1.10).
Theorem 4.1. Let 1 ď p, q ă 8, 1 ď r ă N`2γ, and 0 ď θ ď 1 satisfying the assumption
Then the following inequality holds for all f P H 1
Proof. We note first that it is enough to prove the result for f P C 8 c pR N q and then use a density argument. If θ " 0, then p " q and the inequality reduces to the trivial case f p ď C f p . For the rest of the proof we will assume that θ ą 0.
Since r ă N`2γ, from (4.1) we obtain p1´θqq ă p. We can then define s ą 0 by the equation
Then, by Hölder's inequality we have
At this point, we would like to bound f qsθ from above by ∇ k f r , which, together with the above inequality, concludes the Theorem. This can be achieved by the Sobolev inequality 2.1 as long as 1 ď r ă N`2γ and
This follows from the assumption (4.1) and the definition of s in equation (4.2). Thus we can indeed apply the Sobolev inequality to obtain
Therefore, from (4.3) and (4.4) we can conclude that
which is what we needed to prove.
We record in the next corollary the very useful particular case when p " r " 2, while in the second corollary we prove a consequence of Gagliardo-Nirenberg involving the Sobolev norm that will be essential later in the study of the wave equation. Then there exists a constant C ą 0 such that the inequality holds for any f P H 1 D pR N q. Proof. We use the Young inequality
which holds for all a, b ě 0 and 0 ď θ ď 1. From the previous corollary, with θ as in (4.5), we have
and the result follows immediately.
4.2.
The Gagliardo-Nirenberg inequality II. In this section we prove the case p " q " r of the Gagliardo-Nirenberg inequality. Note that in this case the assumptions in (1.10) imply that θ " j l . However, we adopt a slightly different notation in this section that will be more convenient for the present case. The main result is the following. where C ą 0 is a constant.
In order to prove this result, we need to introduce some Littlewood-Paley theory. Let ψ P C 8 c pRq with support contained in the annulus 1 2 ď |x| ď 2 and such that (4.7) ÿ jPZ ψp2´jxq " 1 for all x P Rzt0u.
For convenience denote ψ j pxq " ψp2´jxq and note that ψ j has support contained in the annulus 2 j´1 ď |x| ď 2 j`1 . Define the following operators on L 2 pµ k q P j pf q " D´1 k pψ j D k pf qq.
Then (4.7) implies that
where I is the identity operator on L 2 pµ k q. The following result will be essential in the proof of Theorem 4.4.
Proposition 4.5. For any s ě 0 and 1 ă p ă 8 there exist two constants C 1 , C 2 ą 0 such that
Before we prove the Proposition, we need the following two results. The first is the Hörmander-Mikhlin multiplier theorem which was proved in the case of Dunkl operators in [3] (see also [4, Chapter 7] ). The second result is a Lemma which corresponds to the particular case s " 0 in Proposition 4.5, but where the conditions on the function ψ are relaxed. 
where r is the smallest integer greater than or equal to N`1 2`γ . Let T m be the operator on L 2 pµ k q defined by D k pT m f qpξq " mp|ξ|qD k pf qpξq @ξ P R N . Then for all 1 ă p ă 8 there exists a constant C p ą 0 such that c pRq with support contained in the annulus 1 2 ď |x| ď 2. As in the above, let ϕ j pxq " ϕp2´jxq and consider the operator on L 2 pµ k q given by P ϕ j f " D´1 k pϕ j D k pf qq. Then, for any 1 ă p ă 8 there exists a constant C ą 0 such that
Proof. Let tǫ j u jPZ be a sequence of independent identically distributed random variables with Ppǫ j "˘1q " 1 2 . Recall Khinchin's inequality: if 1 ă p ă 8, then there exist two constants C 1 , C 2 ą 0 such that for any y 1 , . . . , y n P C we have
{2
.
Consider then the operator
Then
so the operator T is given by the multiplier mpxq " ÿ jPZ ǫ j ϕ j pxq.
We wish to apply the Hörmander-Mikhlin multiplier theorem. Let r be the smallest integer greater than or equal to N`1 2`γ . We have m prq pxq " ÿ jPZ 2´j r ǫ j ϕ prq p2´jxq.
By considering the support of ϕ, at most two terms in this sum are non-zero, corresponding to the j P Z such that log 2 x´1 ď j ď log 2 x`1.
so m does indeed satisfy the requirements of the Hörmander-Mikhlin theorem. Therefore
On the other hand, by Khinchin's inequality we have
But (4.10) implies that Ep T f p p q ď C f p p . The last two inequalities finally imply (4.9).
Proof of Proposition 4.5. We will first prove the inequality on the right hand side. Since D k pp´∆ k q s{2 f qpξq " |ξ| s D k pf qpξq, we have (4.11) 2 js P j f pxq " D´1 k p2 js |ξ|´sψ j D k pp´∆ k q s{2 f qq.
Let ϕpξq " ψpξq |ξ| and let P ϕ j be defined as in the previous lemma. Also let g " p´∆ k q s{2 f . Then from (4.11) it follows that
so by Lemma 4.7 we have (4.12)
We now turn to the left hand side inequality. Let g P SpR N q be arbitrary. By considering the support of ψ we can see that ż R N P j f¨P i g dµ k " 0 for all |j´i| ą 2. Thus, by (4.8), we have
where ϕpξq " |ξ| s ψpξq. Here we used the Plancherel identity twice. Thus, by the Cauchy-Schwarz inequality we havěˇˇˇż
By Hölder's inequality and then Lemma 4.7, this implies thaťˇˇˇż
Finally, since g P SpR N q was arbitrary, it follows that
This completes the proof of Proposition 4.5.
We are now ready to prove the main result of this section.
Proof of Theorem 4.4. It is easy to see that the cases θ " 0, 1 are trivial. So, for 0 ă θ ă 1 by Proposition 4.5, we have
But by Hölder's inequality we have
Applying Hölder's inequality again, the last two results imply
where in the last step we used Proposition 4.5.
Weighted Gagliardo-Nirenberg Inequalities.
We will now prove a number of weighted Gagliardo-Nirenberg inequalities. 
Proof of Theorem 4.8. From the condition 1 ă p ă N`2γ 2`2γ , we obtain 1 ă q ă N`2γ 1`2γ , so we can apply Theorem 3.6 to obtain (4.14)
Since 1 ă p ă N`2γ 1`2γ ď N`2γ and q " ppN`2γq N`2γ´p , we can apply the Sobolev inequality of Theorem 2.1 to the right hand side of (4.14) to obtain
Now, since 2 ď s ď N`2γ p , applying (4.6) with θ " 1´2{s to the right hand side of (4.15) we obtain (4.13), as required. 
On the other hand, we have by (4.6) that Remark. We refer to [7, Theorem 1.3] for the Stein-Weiss inequality for the Dunkl Riesz potential ( [18] ), which is equivalent to the Hardy-Sobolev inequality for the Dunkl Laplacian on the space
Proof of Theorem 4.11. Since we have 0 ď a ď N`2γ 2 one gets from Theorem 4.10 that (4.21)
On the other hand, we have by (4.6) that 
Caffarelli-Kohn-Nirenberg inequalities
In this section, we introduce Caffarelli-Kohn-Nirenberg type inequalities for Dunkl operators, and explain how they imply (1.6)-(1.8).
Let us start with the following Dunkl analogue of (1.6):
Theorem 5.1. Let 1 ă p ă N`2γ 1`2γ , 1 ă q ă 8, 0 ă r ă 8 with p`q ě r. Let also δ P r0, 1s X " r´q r , p r ‰ and b, c P R. Assume that δr p`p 1´δqr q " 1 and c "´δ`bp1´δq.
Then we have the inequality Therefore, let us prove the theorem for the case δ P p0, 1q X " r´q r , p r ‰ . Noting c " δ`bp1´δq, a direct calculation gives
Since δ P p0, 1q X " r´q r , p r ‰ and p`q ě r, then using Hölder's inequality for δr p`p 1´δqr q " 1, one has
1`2γ , applying Theorem 3.6 to the right hand side of (5.2) we obtain (5.1), as required. Now we state the following Dunkl analogue of the inequality (1.7):
and N`2γ´2`2a ą 0.
Assume also that δrpN`2γ´2q 2pN`2γq`p 1´δqr q " 1 and c " δa`bp1´δq.
Then we have the following Caffarelli-Kohn-Nirenberg type inequality which holds for all f P C 8 c pR N q:
Proof of Theorem 5.2. The case δ " 0 is trivial since we have r " q and b " c from δrpN`2γ´2q 2pN`2γq`p 1´δqr q " 1 and c " δa`bp1´δq, respectively, so the inequality becomes
In the case δ " 1 we get r " 2pN`2γq N`2γ´2 and c " a from δrpN`2γ´2q 2pN`2γq`p 1´δqr q " 1 and c " δa`bp1´δq, respectively. Since we also have N`2γ´2`2a ą 0, this case follows from Theorem 3.3. Now we consider the case δ P p0, 1q X
Since δ P p0, 1q X " r´q r , 2pN`2γq rpN`2γ´2q ı and 2pN`2γq N`2γ´2`q ě r, then by Hölder's inequality for δrpN`2γ´2q 2pN`2γq`p 1´δqr q " 1, one has
On the other hand, since N`2γ´2`2a ą 0, by Theorem 3.3 we have
Thus, combining (5.4) and (5.5) we obtain (5.3), as required.
Finally, we conclude this section with a Caffarelli-Kohn-Nirenberg inequality for fractional Dunkl Laplacian, which is a generalisation of (1.8). 
Remark. In the special case when γ " 0 we get that ∇ k " ∇, the usual gradient in R N . Then, in this case we see that Theorems 5.1-5.3 imply (1.6)-(1.8), respectively.
Proof of Theorem 5.3. In the case δ " 0 we have r " q and b " c from δr 2`p 1´δqr q " 1 and c " δpa´1q`bp1´δq, so we are in the trivial case |x| b f q ď |x| b f q .
When δ " 1, we get r " 2 and c " a´1 from δr 2`p 1´δqr q " 1 and c " δpa´1q`bp1´δq, respectively. Then, it is easy to see that this the exact case of Theorem 4.10 since 1´N`2 γ 2 ă a ď 1. Now let us consider the case δ P p0, 1q X " r´q r , 2 r ‰ . Noting that c " δpa´1q`bp1´δq, a direct calculation gives
Since δ P p0, 1q X " r´q r , 2 r ‰ and 2`q ě r, then using Hölder's inequality for δr 2`p 1´δqr q " 1, one has
Since 1´N`2 γ 2 ă a ď 1, then applying Theorem 4.10 to the right hand side of (5.7) we obtain (5.6), as required.
An application: nonlinear damped wave equations for the Dunkl Laplacian
In this section we use the Gagliardo-Nirenberg inequality of Theorem 4.1 obtained above to study the nonlinear damped wave equation (1.18) . As a first step, in Section 6.1 we study the linear version of this equation, while in Section 6.2 we prove the main result that concerns global existence and uniqueness of solution for small data. This follows the treatment of [13] , where similar problems are considered for Rockland operators on Lie groups.
Linear Damped Wave Equation.
Let us first consider the Cauchy problem on pt, xq P R`ˆR N (6.1)
where b, m ą 0. We take Dunkl transform with respect to the variable x in this equation to obtain
To simplify notation, let U :" D k puq, U 0 :" D k pu 0 q and U 1 :" D k pu 1 q. In this notation, we have to solve the second order linear homogeneous ordinary differential equation in t (6.3) B 2 tt U`bB t U`pm`|ξ| 2 qU " 0, with initial conditions U p0, ξq " U 0 pξq and B t U p0, ξq " U 1 pξq. As is well known, the solution of this equation depends on the sign of D :" b 2´4 pm`|ξ| 2 q and we treat the three different cases separately below.
Case 1: D ą 0. The solution of (6.3) is then
ff .
This implies that
where we used the fact that 1´e´z z ď 1 for all z ě 0. For any c ą 0 we have bct 2 ď e bct{2 , so bt 2
We know that for any
. In this case, we obtain δ ą 0 independent of ξ or t such that bt 2 e´b 2 t`? D 2 t ď 1 c e´δ t and e´b 2 t`? D 2 t ď e´δ t for all t and ξ. Consequently, (6.5) becomes
Case 2: D ă 0. The solution of equation (6.3) in this case is
We then have that |U pt, ξq| ď e´b
and using, for example, the inequality bt 2 e´b t 2 ď e´b t 4 , we obtain the same estimate (6.6) as above for a constant δ ą 0 independent of t or ξ.
Case 3: D " 0. The solution of (6.3) in this case is
A similar reasoning to above shows that in this case there exists a positive constant δ such that we have the estimate (6.9) |U pt, ξq| ď Ce´δ t r|U 0 pξq|`|U 1 pξq|s . Proof. We first consider the case when 4m ą b 2 . Then D ă 0 for all ξ P R N , so we are always in the Case 2 above. We have, keeping the same notation as above and using estimate (6.6), that
Due to the condition 4m ą b 2 , the function ξ Þ Ñ 1`|ξ| 2 4m´b 2`4 |ξ| 2 is bounded on R N , so the above estimates implies
as required.
The remaining case 4m ď b 2 is a little more involved. The issue in the above computations is that now we have a singularity at |ξ| "
. We will now split our integral over B :" tξ P R N : |D| ă 1u and its complement, B C " R N zB; more precisely, we use the following (6.12) upt,¨q
On B C we are always in Cases 1 and 2, and in both cases we have the same estimate (6.6). Using the same reasoning as above, because on B C the function ξ Þ Ñ 1`|ξ| 2 |b 2´4 m´4|ξ| 2 | is bounded, we deduce that
We now turn to the integral over B. Starting from the explicit expressions we obtained in (6.4) and (6.7), using the fact thatˇˇs inh z zˇď 1 andˇˇs in z zˇď 1 for all z ‰ 0, we find the following estimate which holds in all cases
for someδ ą 0. As in Case 3, this implies that the estimate (6.9) holds in general. Thus, we have the inequality
But on B we have |D| ă 1, so
In other words, on B the quantity 1`|ξ| 2 is bounded above by a constant independent of t, so the estimate above becomes
Putting together (6.12), (6.13) and (6.14) , this completes the proof of estimate (6.10).
For the second estimate (6.11), we differentiate the explicit formulas (6.4), (6.7) and (6.8) with respect to time, and then perform similar estimates as above. The proof of the Proposition is thus complete.
The Nonlinear Damped Wave Equation.
In this section we consider the nonlinear wave equation
where b, m, ǫ ą 0, and the nonlinearity is a function f : R Ñ R that will satisfy the assumptions (6.16) f p0q " 0 and (6.17) |f paq´f pbq| ď Cp|a| p´1`| b| p´1 q|a´b|, for some p ą 1.
Our main result is the following global existence result. Theorem 6.2. Suppose that N`2γ ą 2 and let 1 ď p ď N`2γ N`2γ´2 . Let u 0 P H 1 D pR N q and u 1 P L 2 pµ k q. Assume that f is a function that satisfies the assumption (6.16-6.17). Then there exists a constant ǫ 0 ą 0 such that for any 0 ă ǫ ă ǫ 0 the Cauchy problem (6.15) has a unique global solution u P CpR`; H 1 D pR NX C 1 pR`; L 2 pµ k qq. Moreover, there exists a constant δ 0 ą 0 such that the solution satisfies the estimate upt,¨q H 1
D`
Bupt,¨q 2 ď Ce´δ 0t for all t ą 0.
Proof. Part 1: Existence. We will prove existence of the solution using the contraction theorem. Consider the Banach space X :" CpR`; H 1 D pR NX C 1 pR`; L 2 pµ k qq, with the norm
where δ ą 0 is that obtained in Proposition 6.1. For M ą 0 which will be conveniently chosen later, consider
which is a closed subset of X and thus a complete metric space in the metric induced from X.
Define the map 
The strategy of our existence proof is to show that S is a contraction on Y , i.e., to show that for all u, v P Y we have (i) Spuq X ď M (in other words, S maps Y into itself), and (ii) Spuq´Spvq X ď c u´v X for some constant 0 ă c ă 1.
Assuming these hold, then the Banach fixed point theorem guarantees the existence of a fixed point of S in Y , which in turn is a solution to our Cauchy problem.
We will now focus on proving point ii., and i. will follow as a special case. To simplify the computations below, we introduce the notatioñ T u pt, xq :" ż t 0 T pf pups,¨qqqpt´s, xq ds.
We have, for any t ą 0, Noting that T pf pups,¨qqq´T pf pvps,¨" T pf pups,¨qq´f pvps,¨qqq, we first estimate pT u´Tv qpt,¨q Here in the last line we simply interchanged the order of integration. Using the estimates from Proposition 6.1, we obtain (6.19) pT u´Tv qpt,¨q We are left to estimate f pups,¨qq´f pvps,¨qq 2 .
To this end, we use the assumption (6.17) and Hölder's inequality with exponents p p´1 and p to obtain It is at this point that we use the Gagliardo-Nirenberg inequality in the form of Corollary 4.3. It is this result that imposes the restriction 1 ď p ď N`2γ N`2γ´2 . Thus, using this result, we have (6.21) ż R N |f pups, xqq´f pvps, xqq| 2 dµ k pxq ď C ups,¨q´vps,¨q
For the next step, we note that for any w P X we have wps,¨q H 1 D ď p1`sq 1{2 e´δ s w X .
In light of this, and recalling that u X ď M and v X ď M , (6.21) yields f pups,¨qq´f pvps,¨qq Consequently, going back to (6.18), we now have p1`tq´1 {2 e δt´ Spuq´Spvqpt,¨q H 1 D`
for a constant C 1 ą 0. Taking supremum over all t ą 0, we finally obtain (6.22) Spuq´Spvq X ď C 1 M p´1 u´v X .
We now want to bound Spuq X . On the one hand, putting v " 0 in (6.22), since f p0q " 0 and so Sp0q " ϕ, we obtain
On the other hand, from the our linear case estimates in Proposition 6.1, we obtain
for a constant C 2 ą 0, and thus (6.23) Spuq X ď ϕ X` Spuq´ϕ X ď C 1 M p`C 2 ǫp u 0 H 1 D` u 1 2 q.
