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Fracton phases exhibit striking behavior which appears to render them beyond the standard
topological quantum field theory (TQFT) paradigm for classifying gapped quantum matter. Here,
we explore fracton phases from the perspective of defect TQFTs and show that topological defect
networks—networks of topological defects embedded in stratified 3+1D TQFTs—provide a unified
framework for describing various types of gapped fracton phases. In this picture, the sub-dimensional
excitations characteristic of fractonic matter are a consequence of mobility restrictions imposed
by the defect network. We conjecture that all gapped phases, including fracton phases, admit
a topological defect network description and support this claim by explicitly providing such a
construction for many well-known fracton models, including the X-Cube and Haah’s B code. To
highlight the generality of our framework, we also provide a defect network construction of a
novel fracton phase hosting non-Abelian fractons. As a byproduct of this construction, we obtain a
generalized membrane-net description for fractonic ground states as well as an argument that our
conjecture implies no type-II topological fracton phases exist in 2+1D gapped systems. Our work
also sheds light on new techniques for constructing higher order gapped boundaries of 3+1D TQFTs.
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2I. INTRODUCTION
At first a singularly peculiar model displaying
behavior vastly different from that expected of well-
behaved quantum phases, Haah’s code [1] by now
represents perhaps the best known example of fractonic
matter : an entire family of renegade quantum phases
which resist fitting neatly into existing paradigms for
classifying quantum matter. In the relatively short
period since receiving the moniker “fracton,” these
phases have been subject to intense scrutiny, spurred
in part by the discovery of other exactly solvable
models exhibiting behavior similar to that of Haah’s
code1[2–8]. Chief amongst the features shared by these
models is the striking presence of topological excitations
with restricted mobility, such as the eponymous
fracton, which is strictly immobile in isolation, or
subdimensional excitations, which are only mobile along
lower dimensional submanifolds.
Although initially of interest for their potential
as self-correcting quantum memories [9–11], three
dimensional (3+1D) gapped fracton models have recently
been shown to harbor intriguing connections with
topological order [12–18], slow quantum dynamics [2,
3, 19, 20], subsystem symmetries [8, 21–27], and
quantum information processing [28]. Fractonic matter,
however, is defined more broadly as including any
(not necessarily gapped) quantum phase of matter
with restricted mobility excitations (that are not
necessarily topological), examples of which by now
abound. Prominent amongst these are tensor gauge
theories with higher moment conservation laws [29–
40], some of which are dual to familiar theories of
elasticity [41–45] and the description in terms of which
may point towards material realizations of fractonic spin
liquids [46–53]. In 1+1D, systems with conserved dipole
moment have emerged as platforms for studying the
constrained dynamics typically associated with fractonic
models [54–56] and appear to be within experimental
reach. We refer the reader to Refs. [57 and 58] for a
comprehensive and current review of fractonic physics.
Fracton models present a novel challenge to the
classification of quantum matter, a scheme which has
otherwise largely succeeded for topological phases of
matter [59]. This is especially true for topological
orders in 2+1D (without any global symmetries), whose
classification in terms of modular tensor categories [60,
61] is widely accepted to be complete. Progress
in this direction was aided in part by families of
exactly solvable models [61, 62] which encapsulate the
1 For the historically inclined, we note that while Chamon’s
code [2] appeared in the literature earlier than Haah’s code, it
was only later that the former’s fractonic nature was appreciated.
universal features of long-range entangled phases and
provide a general framework for studying fractionalized
excitations. Likewise, the classification of 3+1D phases
admitting a topological quantum field theory (TQFT)
description has witnessed ongoing success [63, 64],
facilitated again by solvable lattice Hamiltonians [65–67].
A large class of 3+1D gapped fracton orders can also be
described by commuting projector Hamiltonians, whose
amenability to exact analytic study has exposed many of
their universal features. Much like familiar topologically
ordered systems, fracton orders have a gap to all
excitations, support topologically charged excitations
which cannot be created locally, and possess long-range
entangled ground states [68–74]. Crucially, however, the
number of locally indistinguishable ground states in these
models grows exponentially with system size in many
cases. It is precisely this sensitivity to the system size,
and more generally to the ambient geometry [38, 75–
82], that ostensibly renders fracton phases “beyond” the
conventional TQFT framework. Although this by no
means implies that lessons learned from studying TQFTs
do not carry over to fractons, attempts at characterizing
fracton phases have led to fundamentally new ideas,
including the notion of “foliated” fracton phases [15, 23,
83–85] and of statistical processes involving immobile
excitations, which do not braid in obvious ways [16,
17, 78, 86]. And yet, despite remarkable progress in
understanding fracton order, a unified picture akin to
the categorical description of TQFTs has thus far proven
elusive.
Besides the fact that gapped fracton phases appear
to transcend TQFTs, any underlying mathematical
framework is further obscured by their evolving typology;
even in the restricted setting of translation invariant
commuting projector Hamiltonians, there are a plethora
of known examples which fall under the fractonic
umbrella but differ in significant ways. Broadly, these
models have been classified into type-I and type-II
phases in the taxonomy of Ref. [8], with the X-
Cube model [8] and Haah’s A [1] and B [6] code as
representative examples. Unlike type-I models, which
host fractons as well as (partially mobile) subdimensional
excitations,2 type-II models are distinguished by their
lack of any string-like operators or any topologically
nontrivial mobile particles. This coarse typology has been
extended to include fractal type-I models [5], which have
both fractal and string operators, and the more exotic
panoptic type models [87, 88], which also host fully
mobile excitations in addition to subdimensional ones.
Finally, while both type-I and panoptic type phases can
host non-Abelian subdimensional particles [14, 16, 78,
2 We will refer to subdimensional excitations that can only move
along lines (planes) as lineons (planons).
387–89], it remains unclear whether non-Abelian type-II
models exist.
Despite this breadth of phenomenology, there have
been many attempts at taming the fracton zoo, all
with varying levels of partial success. Abelian models
of all types have in particular been understood from
several perspectives.3 Foremost amongst these is their
realization as stabilizer codes, whose classification is
complete in 2+1D [90], remains ongoing in 3+1D [18,
91], and which has led to key insights regarding
the entanglement structure of fracton models [6, 69–
73, 83]. Abelian fracton models are also known to
be dual to subsystem symmetry protected topological
(SSPT) phases [8, 21–24, 92] (which have been partially
classified [25, 92]) and can additionally be obtained as
a result of “Higgsing” generalized U(1) symmetries [34–
36, 81]. The notion of “foliated fracton order, and the
more general “bifurcated equivalence,” further provide
a natural scheme for organizing these models into
inequivalent classes and have been successful at sorting
Abelian fracton models [15, 23, 73, 83–85]. None of
the above ideas, however, have been shown to apply to
non-Abelian fracton models; instead, type-I Abelian and
non-Abelian models can be understood as a result of
“p-string” condensation [12–14, 78], which drives layers
of strongly coupled topological orders into a fracton
phase. While this mechanism does not produce any non-
Abelian fractons (only non-Abelian lineons), twisting the
gauge symmetry of type-I models [16] or gauging the
permutation symmetry between copies of type-I or type-
II models [40, 87, 88], can. Perhaps unsurprisingly, all
three of these mechanisms have yet to produce a type-II
model.4
All this to say that it has proven deceptively difficult
to unify even the relatively simple-seeming class of
translation-invariant, exactly solvable, gapped fracton
models. This, then, raises the following natural questions:
does there exist a unified framework which captures all
types of gapped fracton phases, and if so, does this
framework fit within the existing TQFT landscape?5 In
this paper, we answer both in the affirmative. Rather
than abandoning the TQFT framework, we instead
espouse the idea of seeking out modifications to TQFTs
which are sensitive to geometry in some fundamental way.
Drawing inspiration from the field of defect TQFTs [93–
3 As of this writing, we count at least eight different ways of looking
at the X-Cube model.
4 For those steeped in the fracton literature, we note that although
the panoptic type models host immobile non-Abelian excitations
created at the ends of fractal operators, they are not, strictly
speaking, of type-II. This is due to the presence of additional
fully mobile particles which do not appear in e.g., Haah’s code.
5 Arguments that fractons are “beyond” TQFT due to their
geometric sensitivity beg the question of whether or not TQFTs
can be suitably modified to accommodate such behavior.
98], as well as from the recent classification of crystalline
SPTs [99–101], we show that topological defect networks
are a unified framework for describing all types of gapped
fracton phases.
Topological Defect Networks
Before introducing the concept of topological defect
networks, we briefly review defect TQFTs [93–98],
familiar examples of which include topological orders
with gapped boundaries [102–110] (more mathematically
oriented readers are referred to Ref. [97].)
A “topological defect” embedded in a D+1 dimen-
sional TQFT corresponds to introducing new interac-
tions (and possibly new degrees of freedom), which are
spatially localized on some lower d < D dimensional re-
gion, into the system without closing the bulk gap. For
a Hamiltonian, this corresponds to modifying its terms
near the region specified by the defect while maintaining
the energy gap. Consequently, the behavior of bulk topo-
logical excitations is modified in the vicinity of the defect.
For instance, some bulk excitations may condense i.e.,
become identified with the vacuum sector, on the defect;
or, the defect could nontrivially permute the topologi-
cal superselection sectors of excitations passing through
it. Both kinds of defects—anyon condensing and anyon
permuting—have been introduced into the 2+1D toric
code Hamiltonian, with the latter of particular interest
for its potential applications in topological quantum com-
putation [102, 103].
An n+1 dimensional defect TQFT, then, is simply
a TQFT with topological defects. More precisely, a
defect TQFT is defined in terms of its defect data
D, which consists of defect label sets Dj and a set
of maps D between them [96]. Elements of Dj label
the j-dimensional defects (j ∈ [0, n]) while maps in D
specify how defects of different dimensions are allowed
to meet. For instance, these maps encode the allowed
j = 1 dimensional gapped boundaries (or domain
walls) between two n=2 dimensional regions. A defect
TQFT thus naturally defines a hierarchical structure
in which lists of elements of Dj−1 mediate between
elements of Dj through the maps in D. Heuristically,
one can think of the defect data as the set of distinct
topological superselection sectors on each defect and
relations between these sets.
A 3+1D topological defect network is a particular
instance of a defect TQFT that lives on a “stratified”
3-manifold M. A stratification consists of collections Sj
(j ∈ [0, 3]) of j-dimensional submanifolds that decompose
the manifold, as in Fig. 1. Elements of Sj are referred to
as j-strata. We assign a 3+1D TQFT to each 3-strata
and associate a topological defect with each j-stratum
(for j < 3), thereby coupling together the ambient
TQFTs. This coupling, mediated by the defect network,
4FIG. 1. A stratification of 3d space into 3-strata (white
regions), 2-strata (red squares), 1-strata (blue lines), and 0-
strata (black vertex). A 3+1D TQFT lives on each 3-strata,
and they are coupled together along the lower-dimensional 2-
and 1-strata defects. This defect TQFT could be described by
a lattice model with qubits on, e.g., the black cubic lattice.
underpins the flexibility of topological defect networks as
it directly imposes the mobility constraints characteristic
of fracton models. In particular, this coupling dictates
the set of topological excitations that condense on a
given j-strata and hence, along with the braiding data
already encoded in the 3+1D TQFT, determines the set
of excitations which cannot pass through that strata—
any excitations which braid non-trivially with any of the
condensed excitations on a defect are prohibited from
passing through it.
The Hamiltonian for a topological defect network can
be written schematically as
H =
3∑
j=0
Hj , (1)
where Hj is associated with terms in the Hamiltonian
acting on degrees of freedom localized near a j-strata.
Although we restrict our attention to cubic lattices in
this work, topological defect networks are defined for
arbitrary stratifications of manifolds; likewise, while we
only consider translation invariant models here, we see no
obstruction to defining topological defect networks even
outside this context.
While in principle subsumed under defect TQFTs,
topological defect networks nevertheless provide a novel
framework as they are comprised of an extensive network
of topological defects enmeshed in a TQFT, and, as we
show in this paper, are capable of describing gapped
fracton phases. We remark also that our construction
differs from earlier layered constructions of fracton
models [12–14, 52, 78], where layers of coupled 2+1D
topological orders were driven into a fracton phase
through a condensation transition and the effective
Hamiltonian was determined perturbatively. In the defect
network picture, no such transition is required since the
fracton phase is entirely determined by the choice of
FIG. 2. A 2-stratum defect layer (black line) in the string-
membrane-net model, which is embedded in a 3+1D toric
code. The 3d toric code has charge (labeled e) and flux string
(red lines in figure) excitations. The defect layer also supports
2d toric code charge (labeled e′) and point-like flux (labeled
m′) excitations. The following excitations can be created near
a defect layer using local operators: (a) a 2d toric code charge
e′ and a 3d toric code charge on each side of the defect layer;
(b) a pair of 2d toric code fluxes m′ at the endpoints of a
3d toric code flux string; and (c) a closed 3d toric code flux
string.
3+1D TQFT and the network of defects it is immersed
in. Thus, a significant virtue of this framework is
that it allows one to write down exact commuting
projector Hamiltonians (assuming the strata are non-
chiral), thereby providing a constructive approach to
discovering new fracton models.
The key concepts underlying topological defect
networks are captured by a simple example that realizes
a phase equivalent to that of the X-Cube model. Consider
three stacks (along the xy-, yz-, and xz-planes) of 2-
strata layers embedded into a 3+1D toric code. Each
2-strata defect consists of a 2+1D toric code, coupled
strongly to the 3+1D toric code living on the 3-
strata. The coupling between the 3– and 2-strata can
be characterized in terms of the topological excitations
which can locally be created in the vicinity of the
2-strata defects; these excitations are summarized in
Fig, 2. The mobility constraints imposed by this choice
of 2-strata defects are described in Fig. 3. In fact, the
string-membrane-net model [80] turns out to be secretly
describing precisely this topological defect network, as
the field theory discussed in that context can be suitably
modified to fit the defect picture (see Appendix A).
More generally, as we show in this paper, ground
state wavefunctions of topological defect networks are
fluctuating string-membrane-net configurations.
Main Results
In this work, we argue that all types of gapped fracton
models can be realized by topological defect networks,
thereby demonstrating that these models can, in fact, be
described in the language of defect TQFT. We proceed
mostly by example and construct concrete examples
of topological defect networks for well-known gapped
fracton models, including the X-Cube and Haah’s B code,
as well as a fractal type-I model. Besides these, we also
5FIG. 3. Stacks of 2-strata defect layers (defined in Fig. 2)
result in the fracton and lineon mobility constraints of the
X-Cube model. (a) The defect layers cause the 3d toric code
charge (labeled e) to obtain fracton-like mobility. To see this,
consider (i) trying to move a 3d charge e to move through a
bunch of layers. (ii) This can only be done by creating the
triplets of charges in Fig. 2(a) on the defect layers. (iii) Pairs
of 3d charges e can annihilate, but a string of 2d charges e′
are left behind. This string of excitations linearly confines the
3d charge e to its initial location, just like an X-Cube fracton.
(b) A lineon results from a pair of 2d toric code fluxes m′
(which are bound to the endpoints of a 3d toric code flux) on
two intersecting defect layers.
present a new non-Abelian fracton model based on 3+1D
D4 gauge theory, which hosts fully immobile non-Abelian
excitations.
Although we do not rigorously prove that all gapped
fracton phases can be constructed from a topological
defect network, we strongly expect this to be true,
especially given the plethora of models that fit within
this framework. Furthermore, it has previously been
shown that networks of invertible defects can be used to
construct crystalline SPT (cSPT) orders [99–101], which
are SPT orders that are protected by spatial symmetries.
This suggests that defect networks should also be capable
of describing symmetry enriched topological and fracton
orders. Of course, defect networks can trivially realize
any TQFT by simply not embedding any defects within
the TQFT.
Since the aforementioned phases appear to exhaust all
known zero-temperature gapped phases of matter, we are
motivated to make the following conjecture:
Conjecture. Topological defect networks realize all
zero-temperature gapped phases of matter.
That is, for every zero-temperature gapped phase of
matter, we conjecture that there exists a topological
defect network with a Hamiltonian whose ground state
is within that phase. However, we add the caveat that
the correct notion of “phase of matter” is still somewhat
controversial for fracton phases. Nevertheless, we expect
the conjecture to hold for any reasonable definition of
a phase, such as phases up to adiabatic deformation
or up to local unitary equivalence [111]. Assuming this
conjecture, we further argue that there are no stable
translation invariant gapped type-II fracton phases of
matter in 2+1D.
This paper is organised as follows: In Sec. II, we build
a topological defect network description of the X-Cube
model and show that this naturally leads to a membrane-
net description of its ground state wavefunction. In
Sec. III, we construct Haah’s B code, a type II fracton
model with no mobile excitations, within the defect
picture. In Sec. IV, we build on these ideas to construct
a new fracton model based on a network of defects
embedded in a D4 lattice gauge theory, and we show that
the mobility constraints imposed by this network imply
the presence of fully immobile non-Abelian fractons.
So as to keep our discussion accessible to non-experts,
various technical details regarding these three models
have been relegated to Appendices D, E, and F
respectively. In Sec. V, we present an argument that
2+1D topological defect networks cannot produce stable
type-II fracton phases, and conclude with a discussion
of open questions and future directions in Sec. VI. In
Appendix A we outline a field theory description of
the defect networks for string-membrane-net models; in
Appendix B we describe a topological defect network
construction of a fractal lineon model [3, 5]; and in
Appendix C we describe a topological defect network
construction of a Z3 type-I model from trivial 3-strata.
II. X-CUBE FROM TOPOLOGICAL DEFECTS
IN 3+1D TORIC CODE
In this section we use the conceptual picture outlined
in the introduction to realize the X-Cube model. This
example is similar to the string-membrane-net example
discussed in the introduction (and Fig. 2 and 3), except
now we will not have e′ or m′ excitations on the
boundary layer. This will result in simpler 2-strata
defects, but more complicated 1-strata defects. The
model is realized by three stacks of defect layers,
which live in an ambient 3+1D toric code phase
(see Fig. 1). In the following three subsections, we
describe the construction in two complementary ways.
The first approach defines the construction in terms
of the excitations which are condensed on the defects,
and makes the mobility constraints of the fracton and
lineon excitations most explicit. The second defines the
ground state wavefunction as a superposition of allowed
6membrane-net configurations. In App. D, we provide a
concrete lattice Hamiltonian that explicitly realizes this
defect network.
A. 3+1D toric code preliminaries
The 3d toric code plays an essential role in the
topological defect network construction of the X-Cube
model. In this subsection, we briefly review the 3d toric
code on the cubic lattice.
We will take the degrees of freedom to live on the
plaquettes, such that the total Hilbert space is a tensor
product of one spin-1/2 per plaquette. The Hamiltonian
is a sum of two terms [112]:
H = −Je
∑
e
Ae − Jc
∑
c
Bc. (2)
Where
∑
e runs over all edges and
∑
c runs over all cubes
of the cubic lattice. The first term is given by
Ae =
∏
p∈e
Zp, (3)
where p ∈ e denotes all plaquettes p with a common edge
e. The second term is given by
Bc =
∑
p∈∂c
Xp, (4)
where p ∈ ∂c denotes all plaquettes on the boundary of a
cube c. All terms in the Hamiltonian (2) commute, and so
the model is exactly solvable. The ground space is given
by any state satisfying Ae|ψ〉 = Bc|ψ〉 = |ψ〉 for all edges
e and cubes c.
The 3d toric code has particle excitations, denoted e,
which consist of a single cube where Bc has eigenvalue
−1. A pair of particle excitations are created at the end
points of a string operator which is given by
∏
p∈` Zp,
where ` is a path on the dual lattice, and p ∈ ` are all
plaquettes which intersect that path. The 3d toric code
also has flux loop excitations, denoted m, consisting of a
loop of edges where Ae has eigenvalue −1. A flux loop is
created at the boundary of a membrane operator given
by
∏
p∈S Xp, where S is a surface, and p ∈ S are all
plaquettes contained in that surface.
For later use, we now describe the 3+1D toric code
with a boundary. There are two natural boundary
conditions; the “rough” boundary which condenses flux
loops, and the “smooth” boundary which condenses the
particle excitations.6 In the following, we focus on the
flux condensing boundary, typically referred to as the
6 In fact, any Z2 graded fusion category provides a natural
boundary condition for the 3+1D toric code.
rough boundary since it consists of dangling plaquettes.
That is, we terminate the cubic lattice on a surface (for
example, a plane) and remove all plaquettes which reside
in that plane. In the bulk, the Hamiltonian remains un-
modified taking the form of (2). The sums in (2) are
now over all edges which are not in the surface, and
all cubes which do not meet the surface. The boundary
Hamiltonian is given by
Hboundary = −J ′c
∑
c∈boundary
B′c (5)
where
B′c =
∏
p∈c
Xp, (6)
and ‘c ∈ boundary’ denotes all cubes which share one
(or more) plaquettes with the boundary. The boundary
is said to condense flux loops, since a membrane operator
which terminates on the boundary does not violate any
terms in the Hamiltonian. Electric excitations remain as
excitations when brought to the boundary.
The ground state wavefunction can be viewed as
a condensate of membranes. To do so, one associates
Zp = −1 with a membrane present on plaquette p. The
condition Ae = +1 enforces that the membranes are
closed, and Bc = +1 forces all possible closed membrane
configurations to appear in the wavefunction with equal
amplitude. On a flux condensing boundary, we relax
the first of these conditions and allow membranes to
terminate on the boundary. The term B′c then forces the
ground state to be an equal weight super position of all
such allowed membrane configurations.
In the following section we will use a mild generaliza-
tion of these gapped boundaries to construct the X-Cube
model out of a lattice of 3+1D toric codes coupled to-
gether by defects.
B. Condensation on defects
We now describe the topological defects used to con-
struct the X-Cube model by the excitations that con-
dense on them. For simplicity we write the Hamiltonian
on the 3-torus. We choose a stratification of the 3-torus
to be a cubic lattice, where the cubes are the 3-strata,
the plaquettes are the 2-strata, the edges are the 1-strata,
and the vertices are the 0-strata (see Fig. 1). When con-
structing a lattice model, we use a cell decomposition
of the stratified 3-torus given by a smaller lattice, as
also shown in Fig. 1. The topological defects are used
to couple the 3+1D toric codes on the 3-strata in such a
way that the resulting theory is equivalent to the X-Cube
model. In the following we describe the defects assigned
to the 2- and 1-strata by the particles which condense on
them.
7FIG. 4. When the 2-stratum condense all fluxes, the 1-strata
boundary conditions can be understood using a dimensional
reduction trick. In (a) we depict how membranes near a 1-
strata effectively behave as strings in a dimensionally reduced
2+1D toric code. In (b) we show how the 3-strata excitations
map onto the dimensionally reduced toric code excitations.
We first look at the 2-strata defects. Each 2-stratum
is neighbored by a pair of 3-strata, and the 2-stratum
defect is characterized by the excitations that condense
on it. With the benefit of hindsight, the excitations which
condense on each 2-stratum are generated by the flux
loops from the neighboring 3-strata
{m+,m−}, (7)
where m+ is from one toric code and m− is from the
other. That is, the defect independently condenses the
flux loop excitations from both neighboring 3-strata. This
boundary condition forbids the e particles from passing
through the 2-strata, thus imposing mobility restrictions
necessary for a fracton phase.
Next we zoom in on the 1-strata. These live at the
junction of four 2- and 3-strata. Consequently, we need to
specify which 3-strata and 2-strata excitations condense
on the 1-strata. In this example, the 2-strata excitations
are simply e particles brought from the bulk to the
boundary. Thus we only need to specify how the 3-
strata excitations condense on the 1-strata, since this
determines how the 2-strata excitations condense on the
1-strata.
The 2-strata defects we have chosen are very special
and readily allow us to apply a dimensional reduction
trick to understand the 1-strata defects. Near a 1-
stratum, each 3-stratum toric code gets pinched into a
very thin slab. In the thin slab, the low energy excitations
are given by e particles as before, and short m-strings
connecting both sides of the slab, effectively realizing
a 2+1D toric code, as illustrated in Fig. 4. Hence, we
can understand the 1-strata defects from condensation
processes of the dimensionally reduced 3d toric codes.
At the 1-stratum defect, we condense quadruples of
e particles and all pairs of fluxes coming from the
neighboring 3d toric codes. These are generated by
{m1m2,m2m3,m3m4, e1e2e3e4} , (8)
where 1, 2, 3, and 4 denote the four neighboring 3-strata.
(The ordering does not matter.) One can check that
the algebra object generated by the above particles is
a Lagrangian algebra object for the boundary of the four
(effectively) 2d toric codes meeting at the 1-stratum, and
therefore no further particles need to be condensed in
order to have a gapped 1-stratum.7
The data on higher strata do not uniquely determine
a defect on the 0-strata. For example, the 0-strata could
pin topological excitations from the various 3−, 2− and
1−strata which meet at the 0-strata. To obtain the X-
Cube model, we choose the 0-strata defects to not pin
any topological charges from the neighboring 3-, 2- and
1-strata.
We have now finished describing all data needed to
specify the defects. In the following section, we analyze
the character of the topological excitations, and in the
subsequent section, we write down an explicit membrane-
net condensate.
C. Mobility Constraints
We now analyze the excitations present in this
defect construction and verify that they enjoy mobility
constraints typical of fracton phases. In particular, we
show that their mobility constraints are consistent with
those of topological excitations in the X-Cube model.
The charge excitations e cannot move through the
2-strata since the flux excitations are condensed there.
However, due to the 1-stratum condensation [Eq. (8)],
four charges can be created on four neighboring 3-strata
[Fig. 5(a)]. As a result, the charge excitations e have
exactly the same mobility constraints as the fractons in
the X-Cube model. Furthermore, if two e are in the same
3-stratum, they can be fused to the identity, in the same
way that two fractons on the same cube in the X-Cube
model fuse to the identity.
A lineon excitation results from a flux string that ends
on two neighboring 2-strata; see Fig. 5(b). This excitation
cannot be annihilated by simply shrinking the string
since single flux excitations are not condensed on the 1-
strata; only pairs of flux strings on neighboring 3-strata
are condensed [Eq. (8)]. Similar to X-Cube lineons, three
7 If A is the algebra object being condensed, then it is Lagrangian
if (dim A)2 = dim D(Z42). There are 24 = 16 = dim A
particles generated by (8). We also have dim D(Z2) = 4, and
so dim D(Z42) = 44 = (dim A)2.
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FIG. 5. (a) The edge condensation [Eq. (8)] allows four
charges to be created in four neighboring 3-strata, analogous
to X-Cube fractons.(b) A lineon results from a flux string
between two neighboring 2-cells. (c) Three lineons can be
created from the vacuum by creating a small flux loop (light
red) near a 0-strata, and then stretching it to the nearby 2-
strata. This is analogous to the X-Cube model where three
lineons can be created at a vertex. (d) The condensation at
1-strata defects [Eq. (8)] allows the flux loop to move through
the 1-strata. (e-f) A sequence of 4 configurations which show
how the lineon can move past a 2-strata by making use of the
moves in (c) and (d).
lineons can be locally created from the vacuum, as shown
in Fig. 5(c). In Fig. 5(d-f), we show more explicitly how
the condensations on the 1-strata allow this excitation to
move like an X-Cube lineon.
Also as in the X-Cube model, planons result from pairs
of fractons (charges e in this model) or lineons. The lineon
pair is equivalent to an m-string which is orthogonal to
the mobility plane.
D. Nets and Relations
In this subsection, we present the X-Cube model as
a network of defects in the membrane-net condensate
picture of the 3+1D toric code. In this picture, we
present “allowed” membrane configurations and linear
relations amongst those membranes. The ground state
wavefunction is a weighted superposition of all allowed
membrane configurations:
|Ψ〉 =
∑
M
φ(M)|M〉. (9)
In the above, “M” denotes an allowed membrane
configuration, and φ(M) is the weighting which is
determined by the linear relations on the membranes.
In the following, φ(M) = +1 for all allowed diagrams.
We specify whether a net diagram is “allowed” by
checking whether it locally satisfies some admissibility
constraints. We begin by describing the admissible
membranes on the interior of a 3-strata, followed by
the allowed membranes near the 2-, 1-, and 0-strata.
Excitations correspond to violations of the “allowed”
membrane configurations or changes to the phases φ(M)
in (9).
3-strata
We first specify the allowed membranes which reside on
the interior of a 3-stratum. These are given by surfaces
which are locally closed. That is, if we choose a closed
path in the interior of a 3-stratum, the path must
intersect an even number of surfaces. For example,
= , (10)
and so the two configurations appear with equal
amplitude in the wavefunction.
2-strata
The 2-strata defects are given by rough boundary
conditions for the the two adjacent 3-strata toric codes.
That is, we allow membranes from the neighboring
3-strata toric codes to freely terminate on the 2-
strata. Hence, near a 2-stratum, a generic membrane
configuration and linear relation looks like:
= (11)
9FIG. 6. A representative set of allowed membrane configura-
tions near a 1-cell as viewed from above (i.e., down a 1-cell).
The remaining allowed configurations come from rotating the
two diagrams on the right.
1-strata
The 1-strata defects can be inferred from the
dimensional reduction picture described in Sec. II B. The
fact that pairs of any two fluxes can condense on the
1-strata tells us that we must have an even number of
membranes terminating on each 1-stratum. A top view of
the allowed membrane configurations is shown in Fig. 6.
0-strata
A membrane configuration near a 0-stratum is
“allowed” if it satisfies the constraints imposed by the
1- and 2-strata defects when pulled away from the 0-
stratum. That is, membranes near the 0-strata do not
pick up any additional constraints not already imposed
by the 1- and 2-strata defects.
In App. D, we explicitly write out a Hamiltonian
whose ground state can be viewed as an equal weight
superposition of the allowed membrane configurations
described in this section.
III. HAAH’S B CODE FROM TOPOLOGICAL
DEFECTS
In this section, we show that Haah’s B code [6],
which is a so-called “type-II” fracton model in which
all topologically non-trivial excitations are immobile and
created by operators with fractal support, can also be
realized using a defect network in an ambient 3+1D
Z2 × Z2 toric code. We first briefly review the B code
before describing the defect network.
A. Review of Haah’s B code
The Hilbert space of Haah’s B code consists of four
qubits per site of a cubic lattice. We use a shorthand
where, for example, XZXZ means applying a Pauli X
operator to the first and third qubit on a given site and
a Pauli Z operator to the second and fourth qubits on
XIII
IXIX IIXX
XXXI
IXII
XXXX IIXI
XIIX
Ac Bc
IZZI
ZIII ZZZZ
IIIZ
ZIZZ
ZZII IZIZ
IIZI
Cc Dc
FIG. 7. Terms in the Hamiltonian for Haah’s B code, which
has four qubits per site of the cubic lattice. X and Z are Pauli
operators, I is the identity, and the shorthand XXXX (for
example) means a product of Pauli X operators on all four
qubits on the site in question.
that site. The Hamiltonian is
H = −
∑
c
(Ac +Bc + Cc +Dc) (12)
where c is an elementary cube in the lattice and Ac,
Bc, Cc, and Dc are products of Pauli operators shown
in Fig. 7.
It is straightforward to check that all terms in the
Hamiltonian mutually commute. Hence, in the ground
state(s), every term has eigenvalue +1. Elementary
excitations consist of cubes on which one or more of these
four terms have eigenvalue −1.
Local operators acting on ground states can easily be
checked to create excitation configurations such as those
in Fig. 8a. These patterns are such that certain operators
with fractal-like support, such as the one in Fig. 8b,
can create isolated excitations at their corners. We will
show in the next subsection that a defect construction
can admit local operators which create excitations in the
same patterns as the ones shown here.
B. Condensation on defects
The defect construction uses the same stratification of
space shown in Fig. 1, that is, a cubic lattice of 3-strata.
Each 3-stratum contains a Z2 × Z2 gauge theory, that
is, two copies of the 3+1D toric code. Each 3-stratum
therefore contains two types of electric charges, which we
label eA and eB ; two types of magnetic string excitations
mA and mB ; and the bound states of these objects.
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(a)
(b)
FIG. 8. Excitations in Haah’s B code. (a) Excitations created
by some local operators (spheres) on a ground state of the
B code. Colored cubes indicate elementary cubes where the
labeled Hamiltonian term has eigenvalue −1 (AB means both
Ac and Bc have eigenvalue −1). (b) An operator with fractal-
like support (the product of local operators indicated by the
colored spheres) creates widely separated excitations (cubes)
in Haah’s B code.
Intuitively, a 3-stratum in the defect picture containing
an odd number of eA (resp. eB) will correspond to a
unit cube with Ac = −1 (resp. Bc = −1) in Haah’s
B code, while the mA (resp. mB) excitations will, in a
more subtle way, correspond to unit cubes with Cc = −1
(resp. Dc = −1). This is why we choose to start from two
copies of the 3+1D toric code in each unit cell instead of
one.
Each 2-stratum borders two 3-strata containing a
Z2 × Z2 3d toric code. We declare that all m excitations
in either 3-stratum can condense on the 2-strata, i.e., a
generating set of local excitations on the defects is
{mA+,mA−,mB+,mB−} (13)
where the + excitations are from one Z2 × Z2 toric code
and − is from the other. This ensures that no point-like
objects can pass freely through the 2-strata.
On the 1-strata, we allow some bulk excitations to
condense. Generating sets of the condensed excitations
consist of:
{eB2 eA3 eB3 eA6 , eA2 eB2 eA3 eB6 ,mA2mB6 ,mB2 mA3 ,mB3 mA6 ,mB2 mA6mB6 ,mA7 ,mB7 } (x-oriented 1-stratum) (14)
{eA1 eB1 eB2 eA3 , eA1 eA2 eB2 eB3 ,mA1mB2 ,mB1 mA3 ,mA2mB3 ,mA1mB1 mB3 ,mA4 ,mB4 } (y-oriented 1-stratum) (15)
{eA1 eB1 eA2 eB6 , eA1 eB2 eA6 eB6 ,mA1mB6 ,mB1 mA2 ,mB2 mA6 ,mA1mB1 mA6 ,mA5 ,mB5 } (z-oriented 1-stratum) (16)
The subscripts label 3-strata according to Fig. 9, in which
the links on which we are specifying condensations are
colored green, blue, and orange, respectively. Using the
dimensional reduction trick (see Fig. 4), it is easy to
check that these condensations yield a gapped boundary.
Alternatively, this will be clear when discussing the nets
and relations picture of the B code defect construction.
Finally, the 0-strata defects are chosen to not pin any
topological charges from the neighboring higher strata.
The data on the 1-strata is fairly complicated, so we
presently explain it by examining the excitations in this
model. We have chosen the condensed electric charges
to match the action of local operators in Haah’s B
code in the following sense. Under the aforementioned
correspondence where a 3-stratum containing an odd
number of eA (resp. eB) is to be thought of as a cube in
the B code with Ac = −1 (resp. Bc = −1), the statement
that eB2 e
A
3 e
B
3 e
A
6 is condensed (i.e. can be created locally)
at an x-oriented 1-stratum corresponds to the fact that,
in Haah’s B code, the operator ZIII creates the pattern
of excitations in Fig. 8a. This correspondence is shown
pictorially in Fig. 10a. Likewise, the condensation of
eA2 e
B
2 e
A
3 e
B
6 and e
A
2 e
B
3 e
A
6 e
B
6 , respectively, correspond to
the actions of IZII and ZZII in Haah’s B code.
It is straightforward to check that every condensed
electric charge in the defect construction corresponds
11
FIG. 9. Labeling scheme for 3-strata used in defining
condensed objects on the colored 1-strata for the defect
construction of Haah’s B code.
to a local product of Pauli Z operators in Haah’s B
code. These condensations also permit the creation of
widely separated excitations using networks of string
operators whose support is fractal-like. An example
which corresponds to the B code excitation pattern
created in Fig. 8b is shown in Fig. 10b.
The magnetic excitations are created by applying
open membrane operators whose boundaries lie entirely
on the boundaries of 3-strata. Since m excitations are
condensed on the 2-strata, excitations only occur when
the membrane operators intersect 1-strata in certain
patterns. The most convenient membrane operators to
investigate are those which lie parallel to a 2-stratum,
an example of which is shown in Fig. 11a. Due to the
condensation of mA4 and m
B
4 in Eq. (15) (see Fig. 9 for
labeling), the front-most y−oriented link in Fig. 11a does
not have an excitation on it, while the other three y-
oriented links do because single m excitations in this
3-stratum are not condensed on those links. (We will
shortly explain why we have labeled the excitations
with B code labels C and D.) However, since some m
bound states are condensed on the 1-strata, applying
several such membrane operators on neighboring 3-
strata can remove these excitations provided the layers
of the membrane operators are chosen carefully. For
example, the fractal-like membrane operator in Fig. 11b
creates three widely separated excitations with nothing
in between. These patterns of excitations are exactly the
ones which can be created in the B code using patterns
of Pauli X operators analogous to those shown for Pauli
Z operators in Fig. 8b.
We now explain how we identify the excitations created
by magnetic membranes on the 1-strata. Using the
correspondence between local Pauli Z operators and the
creation of condensed electric particles on the 1-strata,
illustrated for example in Fig. 10a, we can represent the
action of Cc and Dc as creating certain condensed sets
of electric particles at the 1-strata and annihilating pairs
inside the 3-strata, that is, as a complicated set of closed
(a)
(b)
FIG. 10. Electric excitations in the defect network construc-
tion and their correspondence to A and B excitations in the
B code. Orange (resp. blue) lines are electric string operators
in the A (resp. B) 3+1D toric code layer, and correspond-
ingly colored spheres are point-like electric excitations in the
appropriate layer. Perspective is the same as Fig. 9. (a) Cor-
respondence between the action of local Pauli Z operators
in the B code (see Fig. 8a) and the condensation of electric
charges on 1-strata in the defect network construction. (b)
Network of Z2 × Z2 3+1D toric code string operators which
create isolated electric excitations (spheres) in the defect net-
work construction of the B code. The choice of condensations
in Eq. (15) ensures that no additional excitations are created
at the 1-strata. Compare the excitation configuration to that
in the B code in Fig. 8b.
toric code electric string operators.
These string operators are shown in Fig. 11c.
These string operators anticommute with some of the
membrane operators in question. For example, if the
B-layer membrane operator in Fig. 11a lives in cube 5
(using the same labeling as Fig. 9) in Fig. 11c, it will
anticommute with the Dc operator on the highlighted
cube (cube 8) but will commute with the Cc operator on
that cube. Hence the mB operator in question creates
a Dc excitation on cube 8. To obtain the labeling in
Fig. 11a, we must associate this B code excitation in a
3-stratum to a 1-stratum. Such a correspondence arises
from the fact that in Fig. 11c, string operators only
act on three of the twelve 1-strata that border the
highlighted 3-stratum, one of each orientation. It is easy
to check that each 1-stratum is involved only in a single
Cc operator and a single Dc operator. In this sense,
magnetic excitations on a 1-stratum can be uniquely
assigned to a 3-stratum. In this way, the excitation
labeled D in Fig. 11a in the defect construction language
can be associated to a Dc excitation on cube 8 in the B
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(a) (b)
(c)
FIG. 11. Magnetic excitations in the defect network
construction for the B code. (a) A B-layer magnetic membrane
operator (blue sheet) which creates excitations only at
three of its corners (colored spheres). (b) A magnetic
membrane operator with fractal-like support which creates
isolated, widely separated excitations. Orange (resp. blue) is
a membrane operator in the A (resp. B) toric code layer, and
purple is a product of membrane operators in both layers.
(c) The B code Cc and Dc operators on the blue and yellow
cubes respectively represented as 3+1D toric code string
operators (orange and blue are A and B layer string operators
respectively) using the correspondence of local operators with
condensed objects shown in Fig. 10a. The excitations in
(a) are labeled by considering which membrane operators
commute and anticommute with these string operators.
code language. One can further check that there exist
membrane operators which move magnetic excitations
between the three 1-strata associated to the same
cube (but not to any other 1-strata) without creating
additional excitations, which is why the correspondence
between 3-strata and 1-strata is not one-to-one.
C. Nets and relations
In this subsection, we explain the condensation picture
of the previous subsection in terms of membrane-net
diagrams and relations on them.
The ground state wavefunction in our construction can
be written as a superposition
|Ψ〉 =
∑
M
φ(M)|M〉. (17)
where M is a membrane configuration and φ(M) is
the weighting determined by linear relations on the
membranes. For our case, φ(M) = +1 for allowed net-
diagrams and φ(M) = 0 otherwise. Since the ambient
topological order is the bilayer 3+1D toric code, there
are two membrane colors, which we refer to as orange
and blue. As before, “allowed” net-diagrams are those
which satisfy constraints which we specify presently.
The 3-stratum constraint is that each color of
membrane is locally closed independently, that is, closed
paths on the interior of a 3-stratum must intersect an
even number of surfaces of each color. In the presence
of a 2-stratum defect, membranes of either color may
end freely on the 2-stratum without constraint. That
is, we independently impose the same 3- and 2-stratum
constraints used in the X-Cube construction on each color
of 3d toric code.
The 1-strata have constraints which couple the two
membrane colors. Each 1-stratum interfaces with four 3-
stratum bilayer toric codes. The set of membranes which
may freely terminate on a 1-stratum is given by the set
of m particles which are condensed in Eqs. (14)-(16),
where mA (resp. mB) corresponds to an orange (resp.
blue) net. A generating set of allowed configurations
for the x-oriented 1-strata are shown in Fig. 12; the
allowed configurations on the other 1-strata are obtained
analogously.
Any membrane configuration surrounding a 0-stratum
which satisfies the 1-, 2-, and 3-stratum constraints is
admissible.
In Appendix E, we construct an exactly solvable
Hamiltonian for our defect network construction of
Haah’s B code. Our arguments from this section, along
with the exactly solvable model, demonstrate the fact
that our construction can indeed realize type-II fracton
models; we will demonstrate in the next section that we
can also realize models with non-Abelian fractons.
IV. NON-ABELIAN FRACTON MODEL FROM
TOPOLOGICAL DEFECTS IN 3+1D D4 GAUGE
THEORY
The defect picture developed for the X-Cube model in
Section II provides a roadmap for building new fracton
models, including those hosting non-Abelian excitations
with restricted mobility. In this section, we discuss a
defect network construction for a non-Abelian fracton
model based on D4 gauge theory, distinct from non-
Abelian fracton models that have previously appeared in
the literature. Similar to the X-Cube defect network, the
model is constructed from three stacks of coupled defect
layers within an ambient 3+1D D4 gauge theory bulk.
The defect layers serve to restrict the mobility of the non-
Abelian bulk particle, thereby promoting it to a fracton.
We follow the previous sections by first describing
the construction in terms of excitations condensing on
defects, and secondly in terms of superpositions of
allowed configurations appearing in the ground state
wavefunction. In App. F we describe a local lattice
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FIG. 12. Allowed membrane configurations on the x-oriented 1-strata for the defect construction of Haah’s B code. The
perspective is looking down the 1-strata from the positive x-axis towards the origin. Orange (resp. blue) membranes are nets
from the A (resp. B) toric code layers.
Hamiltonian that realizes the non-Abelian topological
defect network construction of this section.
A. Review of D4 gauge theory
The group D4 corresponds to the symmetries of a
square and is specified by
D4 =
〈
r, s | r2 = s4 = rsrs = 1〉 , (18)
with center given by 〈s2〉. There are five conjugacy classes
{1}, {s2}, {s, s3}, {r, rs2}, {rs, rs3}, and hence five
irreducible representations (irreps): four of dimension one
and one of dimension two. The character table is given
by
1 s2 s r rs
χ00 1 1 1 1 1
χ01 1 1 −1 1 −1
χ10 1 1 1 −1 −1
χ11 1 1 −1 −1 1
χσ 2 −2 0 0 0
(19)
Notice that the first four irreps obey the obvious Z2×Z2
fusion rules, while
ij ⊗ σ = σ , σ ⊗ σ =
∑
i,j
ij , (20)
obey a Z2 grading, where i, j ∈ Z2. Physically, the Z2
grading on the particles is induced by their braiding
with the Abelian s2 loop excitation. The non-trivial F -
symbols of the fusion category Rep(D4) are given by
[Fσ ij σk` ]
σ
σ = [F
ij σ k`
σ ]
σ
σ = 2 [F
σσσ
σ ]
ij
k` = (−1)ik+j` . (21)
Rep(D4) furthermore admits a trivial braiding.
In three spatial dimensions, the pointlike gauge charges
of D4 gauge theory are described by Rep(D4) and
the looplike flux excitations are locally labelled by the
conjugacy classes of D4 [113]. The pointlike charges can
be measured by braiding flux loops around a charge,
while the looplike fluxes can be measured by braiding
charges around a loop. The braiding phase between an
irrep labelled charge and a conjugacy class labelled flux
is given by the phase of the corresponding entry in the
the character table above.8
B. Condensation on defects
In this section, we specify the defects used to construct
our non-Abelian fracton model in terms of the excitations
that condense on them. We again consider a cubic lattice
stratification of the 3-torus with degrees of freedom living
on a much finer grained cubic lattice. Cubes of D4
gauge theory on the 3-strata with gapped boundaries are
coupled together in a similar way to the X-Cube defect
TQFT to achieve a model where the non-Abelian D4
gauge charge is promoted to a fracton.
On the 2-strata, we introduce a topological defect on
which the flux loop excitations labelled by s2 condense,
but no other topological excitations from single 3-strata
condense. This has the effect of restricting the non-
Abelian σ particle from moving across the 2-strata (since
σ braids non-trivially with s2 flux loops), while other
uncondensed topological excitations are free to pass
through. The full set of excitations condensing on the
2-strata are labelled
{s2+, s2−, c+c−, ij+ij−} , (22)
8 For example, the wave function picks up a minus sign if the
11 charge is braided with the {s, s3} flux, or if the σ charge is
braided with the s2 flux.
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FIG. 13. A 2-stratum defect layer (black line) in the non-
Abelian D4 model described in the main text. The defect
allows s2 membranes to terminate on the 2-strata. The
following excitations can be created near a defect layer using
local operators: (a) pairs of Abelian charges labeled ij on
opposite sides of the defect; (b) a flux arc labeled by the
conjugacy class s2, and (c) a flux loop on opposing sides of
the defect labeled by the same conjugacy class c.
where c± runs over all conjugacy classes, ij± runs over
the Abelian charges, and ± indicates which adjacent cube
the topological excitations originate from, see Fig. 13.
On the 1-strata, we pick a topological defect where the
following excitations condense
{s2αs2β , c1c2c3c4, ijαijβ , σ1σ2σ3σ4} . (23)
Here, c runs over all conjugacy classes; ij runs over the
Abelian irreps; and α 6= β run over the quadrants 1,2,3,4,
see Fig. 14. We remark that when the non-Abelian
excitation σ1σ2σ3σ4 is brought onto the 1-stratum, it can
fuse into any of the Abelian topological charges labeled
by ij. For ij 6= 00, the leftover particle is a 1-stratum
excitation (however we note that such excitations can be
moved off the 1-stratum as the ij particles do not have
any mobility constraints). Thus, only the vacuum channel
of σ1σ2σ3σ4 is condensed at the 1-stratum.
We remark that we are forced to include c1c2c3c4
and ijαijβ in the condensate for consistency with
the adjacent 2-strata. While the above condensing
particles may not fully specify the defect, they suffice
to understand the properties of the fracton model thus
constructed. We provide a full description of the defect in
terms of nets and relations in Sec. IV D, and an explicit
lattice model in App. F.
The looplike excitations, c, have a well-defined braiding
with a 0-stratum that can detect the presence of a
single (or an odd numbers of like) point charges there.
Furthermore, there is a braiding process of an arclike s2
excitation tracing out a hemisphere about the 0-stratum
for each oriented axis ±xˆ,±yˆ,±zˆ, that can detect an
odd number of σ charges above or below the yz, xz, xy
plane, respectively. Together, these braiding processes
can detect σασβ pairs for α 6= β, but braid trivially with
the σ1σ2σ3σ4 quadruples that condense on the 1-strata.
On the 0-strata, we choose a topological defect that
is trivial under the aformentioned braiding processes.
This ensures that the defect does not induce any
further condensation nor pin any pointlike topological
excitations, including σασβ . This is easy to see for
(a) (b)
(c) (d)
FIG. 14. A representative set of 1-stratum condensations
described by Eq. (23). (a) Four non-Abelian σ charges can
simultaneously condense to the vacuum on a 1-stratum. (b)
The Abelian charges labeled ij are allowed to freely pass
through the 2- and 1-strata. (c) Any pair of s2 flux strings
can condense at the 1-strata. (d) Any quadruple of flux
strings (labeled by a conjugacy class c) meeting at a 1-stratum
can condense into vacuum.
the Abelian particles, and for the non-Abelian particles
utilizes the fact that a single σα particle picks up a sign
under the s2 braiding processes that pass through its
octant.
C. Mobility constraints
In this section, we analyze the mobility of the
topological excitations in the D4 defect network model.
We demonstrate that the non-Abelian σ particle, and
arcs of the Abelian s2 flux excitation obey similar
constraints to the particle and flux excitations in the X-
Cube defect network, respectively. On the other hand,
the Abelian particles and non-Abelian flux loops remain
fully mobile.
The non-Abelian σ charge excitations cannot freely
pass through the 2-strata since they braid non-trivially
with the Abelian s2 flux loops that condense there.
Similar to the X-Cube defect network, they may be
created in quadruples on the four 3-strata adjacent to
a 1-strata, see Fig. 14(a). Furthermore, no additional
mobility is endowed to the σ particles by the defects
on the 0-strata. Hence, the σ excitations become non-
Abelian fractons with analogous mobility to those in the
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X-Cube model.
An arc of Abelian s2 flux between adjacent 2-strata
can move along a line via the hopping process shown in
Fig. 5(e-f). Shrinking any arc from a single quadrant onto
the adjacent 1-strata leads to an equivalent excitation on
the 1-strata. Three such excitations can be created in a
3-strata along the xˆ, yˆ, and zˆ axes, see Fig. 5(c). These
properties lead to the same mobility as the X-Cube lineon
excitations.
The Abelian ij charges are fully mobile, as they can
pass through the 2-strata due to the condensation of
ij+ij− there. Similarly, the non-Abelian c flux loops
excitations are fully mobile as they can pass through the
2-strata, due to the condensation of c+c− there, and the
1-strata, due to the condensation of c1c2c3c4 there.
D. Nets and relations
In this section we present a defect network construction
of the non-Abelian D4 fracton model, introduced in
the previous subsections, in terms of a membrane-
net condensate. Following Eq. (9) we describe allowed
configurations of D4 membranes on the various strata
and the local relations between allowed configurations
with the same coefficient in the wavefunction.
3-strata
Within the 3-strata the allowed configurations are
oriented membranes labelled by elements of D4 that
satisfy the group multiplication rule at their junctions,
see Eq. (F4). The local relations are generated on
elementary volumes by fusing spheres, labelled by single
group elements, into the bounding membranes on the
lattice, see Eq. (F3).
2-strata
On the 2-strata only membranes labelled by s2 are
allowed to end; all other membranes must pass through
while maintaining the same label (up to multiplication
with s2). The local relations include those from the 3-
strata, while also allowing hemispheres labelled by s2
that end on either side of the 2-strata to be created
and fused into the existing membrane-net, see Fig. 23.
Furthermore, the s2 membranes ending on the 2-strata
from opposite sides may freely commute past one
another. This gapped domain wall is specified by the
subgroup
K = 〈g+g−, s2+ | ∀g ∈ D4〉 ∼= D4 × Z2 , (24)
of membranes that may end on the 2-strata.
1-strata
Choosing a 1-stratum defect consists of choosing
a generating set of membranes that are allowed to
terminate on the 1-strata. This set must be consistent
with the 2-strata defects, which means that we may
only choose among membranes labeled by s2 in any
number of quadrants and any other label spread over
all four quadrants. The defect we choose allows pairs
of s2 membranes in adjacent quadrants and membranes
of any other label matching over all four quadrants,
corresponding to the subgroup
M = 〈g1g2g3g4, s21s22, s22s23, | ∀g ∈ D4〉 ∼= D4 × Z22 . (25)
The local relations again include those of the 3-strata,
while also allowing a hemisphere labelled by s2 over
two adjacent quadrants to be fused into the existing
membrane-net configuration.
0-strata
Around a 0-stratum the allowed configurations are
closed membrane-nets with any group labels, and
hemispheres labelled by s2 over four 3-strata adjacent to
a single 1-stratum. The local relations once more include
those of the 3-strata, while also allowing a hemisphere
labelled by s2 spread over four adjacent 3-strata to be
fused into the membrane-net.
E. Relation to other models
Here, we briefly discuss how our D4 fracton model
relates to other non-Abelian fracton models. First, We
remark that the coexistence of non-Abelian fracton
excitations with fully mobile Abelian excitations in our
model is similar to those in the swap-gauged bilayer X-
Cube model of Refs. 87 and 88, although the models
are not the same.9 Next, we note that a distinct non-
Abelian fracton model based on D4 gauge theory can also
be realized through p-string condensation [12–14, 78].
In this picture, isotropic layers of 2+1D D4 are driven
into a fracton phase by condensing p-strings composed of
point-like s2 fluxes, with the end points of open strings
becoming fractons in the flux-condensed phase. However,
the fractons would necessarily be Abelian in this case,
being labelled by s2. Indeed, due to their loop-like nature,
it does not appear to be possible to obtain non-Abelian
fractons by condensing p-strings unless the 2+1D layers
9 One way to see this is the fact that our model contains three
distinct, fully mobile non-trivial point particles, while the gauged
bilayer X-cube model contains only one.
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are embedded in an ambient 3+1D TQFT [89]. This is in
contrast with the D4 topological defect network, which
hosts intrinsically non-Abelian fractons, and does not
arise as the consequence of a condensation driven phase
transition.
In this section we have explained how a non-Abelian
fracton model can be constructed from a topological
defect network. This example confirms that topological
defect networks are sufficiently general to capture both
non-Abelian and panoptic fracton topological order.
An explicit lattice Hamiltonian realization of this non-
Abelian model is described in Appendix F.
V. CLASSIFYING PHASES WITH
TOPOLOGICAL DEFECT NETWORKS
Topological defect networks provide a framework
for the classification of all gapped phases of matter,
particularly fracton topological orders, in terms of purely
topological data associated to defects. This recasts the
classification problem into the language of TQFT, which
has proven extremely useful for the classification of
topological phases in 2+1D. This is advantageous as
it brings the mathematical tools of TQFT to bear
upon fracton models. For example, the ground space
degeneracy of a fracton model expressed as a topological
defect network can be calculated by counting the
inequivalent fusion channels to vacuum upon tensoring
together all defects in the network with some given finite
boundary conditions [66, 114]. In this section, we collect
some remarks on the construction, classification, and
equivalence of fracton topological phases in the defect
network formalism.
A. No type-II fractons in 2+1D
Before considering 2+1D, we point out it has
previously been shown that there are no (intrinsic)
topological phases of matter in 1+1D [115, 116].
Therefore, there are no fracton topological phases of
matter in 1+1D.
In 2+1D, the question of existence of fracton
topological phases is less trivial. It has already been
shown that translation invariant Pauli stabilizer models
cannot be fractonic [90]. However, it has been argued that
higher rank U(1) gauge theories in 2+1D can give rise to
chiral fracton phases [32, 33, 42].
In this subsection, we argue that the translation
invariant topological defect network construction gives
rise to no stable type-II fracton topological phases of
matter in 2+1D. To be precise, we are referring to
gapped phases that are stable to all local perturbations
and have deconfined topological excitations with mobility
constraints. This is to be contrasted with SSPTs or
(a) (b)
(c) (d) (e)
FIG. 15. (a) A topological defect network in 2+1D. (b)
Gapped boundary to vacuum domain walls that prevent
particle mobility and a topological charge (red) being
measured by a conjugate string operator near a corner. (c-
e) Applying the inflation trick to a 2-stratum from (b).
subsystem symmetry breaking phases, which require
symmetry to be non-trivial. Taken together with our
main conjecture, this implies that there are no stable
gapped translation invariant fracton orders in 2+1D.
It is worth noting that this no-go result also excludes
the possibility of any chiral translation invariant gapped
fracton type-II topological phases, as we do not assume
the existence of a commuting projector Hamiltonian in
our argument.
The starting point for our argument is a translation
invariant square lattice defect network (see Fig. 15a)
where the unit cell is a single square. Any other
translation invariant lattice can be mapped to this case
after some finite coarse-graining (which does not affect
the topological phase of matter produced). For non-
trivial topological order to emerge, the 2-strata must be
chosen to contain some non-trivial topological order.10 In
our argument we make reference to a microscopic parent
Hamiltonian for the defect network, but this need not be
a commuting projector Hamiltonian.
We next consider the gapped domain walls on the 1-
strata. In general, some topological charges could pass
through the domain walls. Notice that these charges
could also be permuted when they pass through a domain
wall. But the overall permutation action must have a
finite order since the symmetry group of any anyon
10 Conversely, if the 2-strata were in the trivial phase, all excitations
on the 1- and 0-strata would be in the trivial superselection
sector, and the resulting phase would be trivial.
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theory is finite [107]. Hence, after a finite amount of
coarse graining, the permutation action becomes trivial.
The particles within a 2-stratum that do not condense
on its boundaries can be divided according to their 2d,
1d, or 0d mobility via the 1-strata.
We now argue that there are no defect networks where
all the uncondensed particles in the 2-strata are stable
fractons, i.e. have 0D mobility. That is, we are ruling out
models where every superselection sector supported on a
single 2-strata is a fracton. In particular, this excludes
type-II fracton phases.11 To begin the argument, let us
assume that there exists a defect network where all the
particles in the 2-strata are fractons. We proceed by
first noting that such defect networks must have domain
walls that are equivalent to pairs of gapped boundaries to
vacuum, as depicted in Fig. 15b. If either the horizontal
or vertical domain walls are not equivalent to pairs of
gapped boundaries to vacuum, then some particles may
pass through them, thus picking up 1d or 2d mobility,
which contradicts our initial assumption. Thus if we
have a 2+1D fracton phase as assumed, the 1-strata
must be very special gapped boundaries; namely, there
must be a thin slice of vacuum between the 2-strata. In
this case, we can inflate the 1-strata into the 2-strata
as shown in Fig. 15e. The 2-strata phase has now been
squeezed into a 1+1D phase, which can not support
any stable deconfined topological excitations [115, 116],
and therefore also no fractons.12 This completes the
argument.
We remark that different choices of 0-strata can
only produce various unstable subsystem symmetry
breaking models from the defect networks discussed in
the preceding paragraph, see Fig. 15b.
A direct generalization of the above argument to 3+1D
implies that topological defect networks constructed
by coupling together 3-strata (with gapped boundaries
to vacuum on the 2– and 1-strata) via their corners
at 0-strata alone must also be trivial. The non-
trivial topological defect network constructions we have
presented avoid this restriction by involving non-trivial
topological defects along the 1-strata.
11 In addition to excluding type II phases, the argument
also excludes the possibility of a phase where all 2-strata
superselection sectors are fractons, but where a composite of
fractons on nearby 2-strata has 1d or 2d mobility.
12 Under this dimensional reduction, anyons from the 2-strata are
mapped to domain walls (of a symmetry breaking phase) in
the squeezed 1+1D phase. These domain walls are not stable
topological excitations since they are confined when explicit
symmetry-breaking perturbations are added to the Hamiltonian.
FIG. 16. Inflation trick: Certain 2-strata defects are effectively
gapped boundaries to vacuum. In this case, we can deform
the 2-strata bounding a given 3-stratum into the center of
the 3-stratum. The 3+1D topological order in each 3-stratum
undergoes a dimensional reduction to sheets of (effectively)
2+1D topological order, and one finds a purely 2+1D defect
network for the same phase.
B. Phase preserving defect network equivalences
We have proposed that defect networks provide a
useful framework for classifying fracton phases. In order
to do so, it is important to determine if fracton phases
are in one-to-one correspondence with defect networks,
or at least with some subset of the data used to define
a defect network. In this subsection, we show that this
is not the case; for both the X-Cube model and Haah’s
B code, there is a deformation of the defect network
which changes both the stratification of space and the
topological phase on the 3-strata, but preserves the defect
network’s phase of matter.
The basic idea is to notice that some types of 2-strata
gapped boundaries can be expanded into the 3-strata.
In particular, notice that for the defect construction of
the X-Cube model described in Sec. II, the 2-strata are
fully flux condensing. One can think of this boundary
condition as having the 3+1D toric codes on either side
of the 2-strata as separated by a thin slab of the trivial
phase. We can then inflate this thin slab as shown in
Fig. 16, until the 2-strata bounding a 3-stratum all meet.
At this point the 3d toric codes become (effectively) 2d
toric codes; recall Fig. 4. One arrives at a defect network
of 2d topological orders on a different stratification of
space, but with the same emergent excitations. One can
further describe the defects using purely 2+1D gapped
boundaries, which can be inferred from the dimensional
reduction. The old 1-strata are still present, and have the
same condensations as in (8). We remark that the same
procedure can be used for the Haah B code described
in Sec. III, as the 2-strata boundary conditions are fully
flux-condensing boundaries of Z2 × Z2 gauge theory.
VI. CONCLUSION
In this work, we have demonstrated that a comprehen-
sive variety of gapped fracton phases can be described
by topological defect networks. Apart from capturing
well-known phases representing different types of fracton
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models, we have also shown how defect networks natu-
rally provide a constructive framework for finding new
fracton phases. Based on our ability to fit the broad ty-
pology of gapped fractonic matter into our framework,
we expect that all fracton phases admit a defect network
description. As such, we conjecture that topological de-
fect networks realize all zero-temperature gapped phases
of matter. As a byproduct of this conjecture, we have
also argued that no type-II fracton phases exist in 2+1D
gapped systems, thereby demonstrating the potential of
topological defect networks as tools for the classification
of phases of matter.
Proving our conjecture is an important future direc-
tion. A first, and important, step in this direction is the
construction of all known fracton models via topological
defect networks. Preliminary results in this direction have
been promising, as topological defect networks can cap-
ture all string-membrane-net models [80], including their
non-Abelian generalizations [89] which contain the cage-
net models [78] as a special case. This construction pro-
ceeds by first filling the 3-strata with an untwisted gauge
theory based on a group containing an Abelian subgroup;
next, one determines the 2-strata by coupling the 3+1D
gauge theory to three stacks of a 2+1D topological order
that contains an Abelian boson; this in turns determines
the appropriate 1- and 0-strata. This approach also al-
lows one to capture the non-Abelian fracton models of
Ref.[ 117] by coupling a stack of a 2d topological order
that contains an Abelian boson to two stacks of 2d gauge
theory via an appropriate choice of 1- and 0-strata. This
is somewhat similar to the example discussed in App. C,
which also has trivial topological orders on the 3-strata.
On the other hand, a general recipe for converting
simple translation-invariant Pauli stabilizer fracton
models into defect networks is not yet known to us. This
includes the prominent example of Haah’s cubic code [1].
As another example, we speculate that the recently
introduced type-I gauged strong SSPT models [25]
can be captured by making the appropriate choice of
3-cocycle on the gapped 2-strata boundaries in the
X-Cube defect network, as this can reproduce the
lineon braiding properties of such models. Further, we
anticipate that the twisted fracton models introduced
in Ref.[16] can be captured with a topological defect
network construction similar to the X-Cube construction,
but with an appropriate choice of non-trivial 3-cocycle
on the gapped 2-strata boundaries. Since none of the
ideas underlying topological defect networks rely on
commuting projector Hamiltonians, it would also be
useful to find defect network descriptions of chiral fracton
phases [14, 51].
An important issue, inherent to the search for defect
network constructions of various models, is calculating
the emergent phase of matter from defect data. In
particular, even confirming that a given defect network
results in a stable topological order can be non-trivial.
This is because deciding what topological phase a model
is in requires considering all possible topologically trivial
operators. Such operators may span over many adjacent
3-strata, despite the strata being large compared to the
lattice scale.
A further related difficulty lies in determining
equivalence relations on defect networks that lead to
the same emergent topological phase of matter. In the
previous section, we saw that defect networks on different
stratifications could lead to the same emergent fracton
order. Even seemingly different defect networks on the
same stratification may lead to the same emergent
phase of matter. Technically this is related to Morita
equivalence of the chosen defects. As a simple example,
we point out that any choice of defects that are
related by fusing an invertible domain wall into the
boundary of each 3-strata are equivalent. Developing
an understanding of this generalized Morita equivalence
relation on topological defect networks is an important
open problem.
As a natural extension of this work, it would
also be interesting to systematically study gapped
boundaries of fracton models within the defect network
framework. While boundaries of the X-Cube and of
Haah’s code have previously been addressed [17, 72],
a general understanding is currently lacking. Similarly,
incorporating global symmetries into our picture offers
a route towards describing the allowed patterns of
symmetry fractionalization on excitations with restricted
mobility, and therefore also the class of symmetry
enriched fracton orders.
The defect TQFT construction draws an interesting
connection between fracton orders and crystalline sym-
metry protected topological (SPT) order. In Refs. [99–
101], it was shown that crystalline SPT phases can also
be described by a network of defects. However, the cru-
cial difference is that while the defects that compose
crystalline SPT phases are invertible defects, which are
defects that can be cancelled out by bringing another
defect next to it,13 the defects considered in this work
are non-invertible. In Ref. [101], the defect network con-
struction was shown to be useful in the classification of
crystalline SPT phases; it remains to be seen if gapped
fracton phases could be classified with the help of defect
networks.
Note added: During the preparation of this
manuscript, we became aware of a recent work [118] by
13 For example, in toric code one can consider the so-called duality
defect [103], which interchanges the e and m anyons. But two
duality defects cancel each other out because swapping e and
m twice results in no change. Therefore, the duality defect is
invertible. The simplest example of a noninvertible defect is
embedding a decoupled 2d toric code layer into any 3+1D TQFT.
The 2d toric code can not be cancelled out; it is therefore a
noninvertible defect.
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Xiao-Gang Wen. While our work has some overlap with
this article, the results contained in both were obtained
independently.
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Appendix A: Field Theory
In this appendix, we briefly describe the field theory
description of the defects shown in Fig. 2 and 3. The
field theory is essentially the same as the foliated field
theory in Ref. 80, except in Ref. 80 the defect layers were
infinitesimally close together. In this appendix, we show
how the field theory is modified when the defects have a
finite spacing between them.
Each 3-strata is described by a 3+1D toric code. The
field theory for 3+1D ZN toric code is 3+1D BF theory
[119, 120]:
L3 =
2pi
N
b ∧ da. (A1)
Here b is a 2-form gauge field while a is a 1-form gauge
field. db is the density of charge excitations, while da is
the density of flux strings.
Each 2-stratum is described by a 2d defect that
is similar to 2d toric code, but has different local
excitations. The 1-strata connect the four neighboring
2-strata such that they behave like a pair of independent
layers; so we will define the Lagrangian on these layers
now. A 2d toric code can be described by 2+1D BF
theory with L = 2piN B ∧ dA where A and B are 1-
form gauge fields. In order to obtain the modified toric
code describing the defect shown in Figs. 2 and 3, the
Lagrangian needs an additional term coupling it to the
3+1D theory:
L
(`)
2 =
2pi
N
B(`) ∧ dA(`) − 2pi
N
b ∧A(`). (A2)
where ` indexes different layers. For example, an X-cube
model on an L× L× L cubic lattice would be described
by 3L layers. See Ref. 80 for more details on how the last
term affects the physics.
Note that L
(`)
2 is a 2+1D Lagrangian. The action for
the entire theory is
S =
∫
L3 +
∑
`
∫
`
L
(`)
2 (A3)
where
∑
` sums over every layer and
∫
`
integrates over
the 2+1 dimensional spacetime of the layer `.
Appendix B: Fractal-like Lineon Model
In this appendix, we briefly explain a simple
construction to obtain a lineon model where lineons are
created at corners of fractal operators.
The construction begins with a grid of 3+1D toric
codes on the colored triangular prisms shown in Fig. 17.
Nothing is placed in the white regions. Similar to the
X-Cube construction in Sec. II B, flux excitations are
condensed along the faces of the 3+1D toric codes. Along
FIG. 17. A 2d slice of an XY-plane showing electric and
magnetic lineon excitations created at corners of fractal
operators (blue and red). Each triangle represents a triangular
prism of 3d toric code that extends into the Z-axis.
the 1D corner where three triangular prisms touch, pairs
of fluxes or triples of charges are condensed; a generating
set of condensed excitations is
{m1m2,m2m3, e1e2e3} (B1)
where 1, 2, and 3 label the three different 3-strata. (The
ordering does not matter since m1m3 is also condensed
as a result.)
The model hosts electric and magnetic lineon exci-
tations which are created at corners of fractal opera-
tors. For example, three electric lineons are created at
the ends of the blue electric string operator in Fig. 17
(which is a product of Z operators using the conventions
of Sec. II A), and three magnetic lineons are created at
the corners (orange) of the red flux membrane operator
(built from a product of X operators).
Appendix C: Z3 type-I fracton model from coupled
2+1D layers
In this appendix we present a construction of a type-I
model from coupled 2+1D Z3 gauge theory. This example
illustrates that cubic lattice topological defect networks
with trivial 3-strata may produce non-trivial fracton
models.
Our starting point is Z3 gauge theory, written in the
particle basis that decomposes into chiral and antichiral
Z3 layers. The particles are labelled ij with i, j ∈ 0, 1, 2,
fusion is given by separate additions mod 3 for the i and
j entries, all F -symbols are trivial and the braidings are
specified by the S-matrix
Sij,kl = ω
ik−jl, (C1)
for ω = e2pii/3.
To construct a type-I fracton topological defect
network we chose the 3-strata to be trivial, and the
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(a) (b)
(c) (d)
FIG. 18. Particles that condense at the 1-strata of the Z3
defect network. Blue spheres denote a 1 particle and red
spheres with a bar denote its antiparticle 2. The arrows
indicate the chirality of Z3 layers.
(a) (b) (c)
FIG. 19. Excitations in the Z3 defect network corresponding
to a fracton (a), lineon (b) and planon (c).
2-strata to hold Z3 gauge theories. The 1-strata are
specified by a Lagrangian algebra for the four layers of
Z3 gauge theory meeting at an edge that is generated by
{11 00 22 00, 00 11 00 22, 10 11 02 00, 11 01 00 20}. (C2)
The condensate on the 1-strata is shown in Fig. 18 for
the xˆ-axis orientation, and specified similarly for yˆ- and
zˆ-axis orientations. The 0-strata are specified by allowing
no further condensation, and having trivial statistics with
all braiding processes around them.
The phase of matter produced by this defect network
construction is a type-I fracton topological order. One
can check that single topological charges on the 2-strata
become fractons, while pairs on adjacent 2-strata may be
either lineons or planons depending upon how they are
configured, see Fig. 19.
Appendix D: X-Cube from defects lattice model
In this Appendix we write out the explicit lattice model
coming from the defect network discussed in Sec. II. For
simplicity we work on the cubic lattice. We will take the
2-strata defects to be the xy−, yz−, and zx−planes, and
the 1-strata defects to be the x−, y− and z−axes. We
also take the fine grained lattice to be a cubic lattice,
see Fig. 1. The Hilbert space has one qubit for every
plaquette which does not reside in the 2-strata defects:
H =
p 6∈S2⊗
p∈S3
C2p, (D1)
where C2p is the two-dimensional Hilbert space associated
with a qubit on plaquette p. In the following we will use
the notation Sj for j−strata.
The Hamiltonian consists of fluctuation and constraint
terms. These terms depend on whether or not their
support overlaps with a defect. The Hamiltonian is
written schematically as
H = H3 +H2 +H1 +H0, (D2)
where Hj is associated with terms in the Hamiltonian
near the j−strata. For convenience and clarity, we
will write out these terms diagrammatically. Light
orange faces are identified with Pauli-X operators on
a plaquette, and light purple faces are identified with
Pauli-Z operators. We only draw a representative set of
terms; the other terms are found by symmetry and in the
following will be denoted with + · · · .
The terms in the interior of the 3-strata are given by
H3 =− Jc,3
∑
c∈S3
∂c∩S2=∅
− Je,3
∑
e∈S3
e∩(S2∪S1)=∅
+ · · · . (D3)
The cube term appearing in the first sum is given by
a product of six Pauli-X operators on the plaquettes
surrounding a cube c, and the sum only contains cubes
which don’t overlap with the 2-strata. The edge term
is given by a product of four Pauli-Z operators on the
plaquettes which terminate on an edge e, and the sum is
over edges which do not reside in the 2- or 1-strata.
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The 2-strata Hamiltonian takes the form
H2 = −Jc,2
∑
f∈S2
∂f∩S1=∅
+ · · · . (D4)
For each cube c that has exactly one face on a 2-strata
defect, H2 includes a term given by the product of five
Pauli-X operators on the five faces around the cube c that
are not on the 2-strata defect. The green face is a face
on the 2-strata defect and does not have any spin degree
of freedom on it. There are two terms for each face on a
2-strata.
The 1-strata terms are given by,
H1 =− Jc,1
∑
e∈S1
∂e∩S0=∅
+ · · ·
− Jv,1
∑
v∈S1
v 6∈S0
+ · · · . (D5)
The first line in H1 sums over each edge on a 1-strata that
does not neighbor a 0-strata, and is given by a product of
eight Pauli-X operators over the eight orange faces of two
adjacent cubes. There are four such terms for each edge
e, all related by 90◦ rotation symmetry about the edge
e. The second line is a product of four Pauli-Z operators
on the faces terminating on a given vertex in the interior
of a 1-strata.
Finally, the 0-strata terms are given by
H0 = −Jc,0
∑
v∈S0
+ · · · . (D6)
The term is given by a product of twelve Pauli-X
operators on the faces (that aren’t on a 2-strata) of four
cubes sharing a 0-strata vertex. There are six such terms
for each vertex given by 90◦ rotation symmetry.
Appendix E: Lattice model for B code from defects
In this appendix, we construct an explicit lattice model
for the defect network in Sec. III. As in Appendix D,
we take a cubic lattice of defects, where 2-strata defects
are parallel to the xy−, yz−, and zx−planes and the 1-
strata defects are parallel to the x−, y− and z−axes. We
also take the fine grained lattice to be a cubic lattice,
as in Fig. 1. The Hilbert space has two qubits for every
plaquette which does not reside on the 2-strata defects:
H =
p 6∈S2⊗
p∈S3
C2p,A ⊗ C2p,B (E1)
Here the two qubits on plaquette p are labeled with an
A and a B “layer” and C2p,A/B is the two-dimensional
Hilbert space associated with the A/B qubit on p. In
the following we will use the notation Sj for the set of
j−strata.
As in Sec. D, the Hamiltonian has the form
H = H3 +H2 +H1 +H0 (E2)
where Hj is associated with terms near the j-strata. We
will write these terms diagrammatically. A plaquette that
is light orange, blue, or pink, respectively, means that the
Pauli operator XA, XB , or XAXB acts on the qubits
on that plaquette. Similarly, a plaquette that is light
purple, grey, or brown, respectively, means that the Pauli
operator ZA, ZB , or ZAZB acts on the qubits on that
plaquette.
The terms in the interior of the 3-strata are given by
two decoupled copies of the 3+1D toric code:
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H3 =− Jc,3
∑
c∈S3
∂c∩S2=∅
+ − Je,3
∑
e∈S3
e∩(S2∪S1)=∅
+ + · · · .
(E3)
A cube term appearing in the first sum is given by a
product of six Pauli X operators in the same layer on
the plaquettes surrounding a cube c. There is one term
per layer, and the sum only contains cubes which do not
overlap with the 2-strata.
Each edge term is given by a product of four Pauli Z
operators on the plaquettes which terminate on an edge
e, and the sum is over edges which do not reside in the
2- or 1-strata.
The 2-strata Hamiltonian takes the form
H2 = −Jc,2
∑
f∈S2
∂f∩S1=∅
+ + · · · .
(E4)
For each cube c that has exactly one face on a 2-strata
defect, H2 includes one term for each layer, given by the
product of five Pauli X operators in that layer on the
five faces around the cube c that are not on the 2-stratum
defect. The solid green face is a face on the 2-strata defect
and does not have any spin degree of freedom on it. There
are two terms for each face on a 2-strata, one for each
cube on either side.
There are six terms per edge on a 1-strata and two
terms per vertex in the interior of a 1-stratum. They are
given by:
H1 =− Jc,1
∑
e∈S1
∂e∩S0=∅
+ + +
+ + + +−Jv,1
∑
v∈S1
v/∈S0
+ + · · ·
(E5)
The 1-strata edge terms consist of a product of four,
eight, or twelve Pauli X operators on the indicated cube
faces. The 1-strata vertex terms consist of products of
four Pauli Z operators acting on the faces terminating
on the given vertex. Only the terms for the z-oriented
(in the convention of Fig. 9) are given here; the · · ·
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mean the terms for the other strata. Note that the
Hamiltonian terms correspond to condensed objects in
the sense that mA1m
B
6 being condensed on the z-oriented
1-strata corresponds to the first term in Eq. (E5), that is,
XA operators appear on faces of cube 1 and XB operators
appear on cube 6. Similarly, the fact that eA1 e
B
1 e
A
2 e
B
6 is
condensed on this 1-strata corresponds to the first vertex
term in Eq. (E5), in that ZAZB , ZA, and ZB operators,
respectively, appear on a plaquette in positions 1, 2,
and 6 relative to the 1-strata. The terms for the other
orientations of the 1-strata can be obtained using the
same schematic correspondence.
Finally, the 0-strata terms are given by
H0 =− Jc,0
∑
v∈S0
+ + + +
+ + + + (E6)
The first six terms are products of twelve Pauli X
operators, and the last two are products of three Pauli
X operators. The 1-strata are shown in dark purple, and
plaquettes on the 2-strata are shown in green in the first
six terms. The black dots in the last three terms indicate
which plaquettes are acted on, and the plaquettes which
are part of the 2-strata are not colored because they
would cover the plaquettes which are acted on.
Appendix F: Lattice Hamiltonian for non-Abelian
defect model
In this Appendix, we provide an explicit realization
of the non-Abelian defect network discussed in the
main text (see Sec. IV). We start with a brief review
of exactly solvable models describing discrete gauge
theories in three dimensions, which are straightforward
generalizations of Kitaev’s quantum double models in
two dimensions [61] and correspond to the Hamiltonian
formulation of untwisted Dijkgraaf-Witten TQFTs [66,
67, 113].
1. Brief review of 3+1D Lattice Gauge Theory
Consider a cubic lattice with a local Hilbert space
H = C[G] on each plaquette p of the lattice, with G
FIG. 20. We choose a right-handed frame such that all links
of the dual lattice (in blue) are oriented with respect to
these directions. This defines a natural orientation for the
plaquettes p (in orange) of the original lattice.
a finite group. A natural orientation for the plaquettes
is defined by assigning links of the dual cubic lattice
an orientation as shown in Fig. 20, such that plaquettes
forming a cube c carry a positive (negative) orientation
if the corresponding dual link is entering (exiting) the
cube. Each plaquette is further endowed with a natural
orthonormal basis {|g〉p : g ∈ G}, referred to as the group
or “flux” orthonormal basis.
For each plaquette, we define the following operators
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which act on the local Hilbert space as follows:
Lg+ =
∑
k
|gk〉〈k| , T g+ = |g〉〈g| ,
Lg− =
∑
k
|kg−1〉〈k| , T g− = |g−1〉〈g−1| , (F1)
where L+, L− are shift operators (left and right
multiplication respectively) and T+, T− are group
projectors. For each cube c of the lattice, we can further
define the operator
Ah(c) =
∏
p∈∂c+
Lh+
∏
p∈∂c−
Lh− (F2)
where ∂c+(−) denotes faces of the cube c with positive
(negative) orientations. The action of Ah(c) on a
particular configuration is given by
Ah(c)
∣∣∣∣∣
〉
=
∣∣∣∣∣
〉
. (F3)
On each link `, we define an operator Bh(`), whose action
on e.g., a y-oriented link is given by
Bh(`)
∣∣∣∣∣
〉
=δ
(
g1g
−1
2 g
−1
3 g4, h
)
×
∣∣∣∣∣
〉
,
(F4)
and similarly for x- and z-oriented links. Unless h = e,
the order of multiplication (indicated by the red arrow)
matters for non-Abelian groups.
We can then define the following operators:
Aµ(c) =
|dµ|
|G|
∑
g∈G
χgµA
g(c), B[C](`) =
∑
h∈{C}
Bh(`) ,
(F5)
where χgµ is the character of g in irrep µ and where {C}
denotes a conjugacy class of G. The Hamiltonian for the
3+1D generalization of Kitaev’s quantum double model
is then given by
H3D = −
∑
c
A(c)−
∑
l
B(`) , (F6)
where A(c) = A1(c) and B(`) ≡ Be(`), with e the
identity element of G and 1 the trivial irrep. The operator
A(c) is a projector onto gauge-invariant states, while the
operator B(`) projects onto zero flux configurations.
It is straightforward to check that all terms in the
Hamiltonian commute with each other i.e.,
[A(c), A(c′)] = 0, ∀ c, c′,
[B(`), B(`′)] = 0, ∀ `, `′,
[A(c), B(`)] = 0, ∀ c, ` . (F7)
Hence, the ground states |ΨGS〉 of this gapped
Hamiltonian satisfy:
A(c)|ΨGS〉 = |ΨGS〉 ∀c, B(`)|ΨGS〉 = |ΨGS〉 ∀`. (F8)
On the three-torus, the Hamiltonian in Eq. (F6)
exhibits a finite non-trivial ground state degeneracy [66],
indicative of its intrinsic topological order. Excited states
correspond to violations of the local gauge constraint
A(c), of the no-flux condition enforced by B(`), or
of both, and are denoted charges, fluxes, and dyons
respectively. In d = 3 spatial dimensions, gauge charges
are point-like and are described by Rep(G) while the
gauge-fluxes are flux loops and are locally labelled by
conjugacy classes |C| of G. Details regarding the braiding
and fusion of excitations in these theories can be found
in Refs.[ 66, 67, and 121].
Finally, we note that the gauge theory models Eq. (F6)
describing topological ordered phases in 3+1D have
been extended to cases where the system has spatial
boundaries [110]. In particular, when the system has a
two-dimensional boundary, a subset of gapped boundary
Hamiltonians compatible with the bulk topological order
have been classified: for an untwisted G gauge theory
in the bulk, its two-dimensional gapped boundaries are
labelled by the pair (K,ω), where K ≤ G is a subgroup
of G and ω ∈ H3(K,U(1)) is a 3-cocycle.
2. D4 defect Hamiltonian
With the notation set, we are now ready to construct
an explicit Hamiltonian which realizes the defect network
discussed in Sec. IV. We work on the cubic lattice for
simplicity, with the xy−, yz−, and xz−planes specifying
the 2-strata defects while the x−, y−, and z−axes specify
the 1-strata defects (see Fig. 1). As in prior sections, we
will use the notation Sj to refer to j-strata. For each
plaquette not residing on any of the 2-strata defects, the
local Hilbert space is defined as C[G], where we now set
to G = D4. The total Hilbert space of the system is hence
H =
p/∈S2⊗
p∈S3
C[G] . (F9)
27
FIG. 21. Pairs of D4 gauge theory meet at 2-strata defects
(green plaquettes) with four of them meeting at a 1-strata
defect (red links). Plaquettes belonging to the two D¯4 3-strata
have orientations opposite to those belonging to the D4 3-
strata.
FIG. 22. (a) Cubes, plaquettes, and links sharing a face (f),
link (`), or vertex (v) with a 2-strata are denoted by cf , p`, and
`v respectively. (b) Cubes and plaquettes sharing a link (`) or
vertex (v) with a 1-strata are labelled c` and pv respectively.
The 3-strata index α has been suppressed for clarity.
The Hamiltonian consists of terms which locally
constrain the membrane configurations as well as terms
which give dynamics to the set of allowed configurations.
In analogy with the X-Cube defect Hamiltonian (see
Appendix D), we write the Hamiltonian as a sum of terms
H =
3∑
j=0
Hj , (F10)
where Hj acts on degrees of freedom in the vicinity of
the j-strata.
We index the four 3+1D D4 3-strata meeting at a 1-
strata defect by α = 1, 2, 3, 4 (mod 4) as shown in Fig. 21.
Further, to distinguish between operators with support
near distinct strata, we introduce the following notation
(see Fig. 22): cα, pα, `α, vα refer to cubes, plaquettes,
links, and vertices which lie entirely within the 3-strata
Sα3 . c
α
f , p
α
` , and `
α
v refer to cubes, plaquettes, and links in
Sα3 which share only a single face (f), link (`), or vertex
(v) with a 2-strata Sα,α+12 defect between two adjacent
3-strata. Finally, cα` and p
α
v refer to cubes and plaquettes
in Sα3 which share only a single link (`) or vertex (v) with
the 1-strata defect S1 ≡ S1,2,3,41 between four 3-strata.
FIG. 23. Terms in H2 Eq. (F13) act as follows: (a) A
K
2 acts
on two cubes sharing a 2-strata face f , (b) TK2 and L
K
2 act
on two plaquettes sharing a 2-strata link l, and (c) BK2 acts
on two links sharing a 2-strata vertex v.
The 3-strata Hamiltonian is given by
H3 =
4∑
α=1
Hα3D,
Hα3D = −
∑
cα∈Sα3
∑
cα
A(cα)−
∑
`α∈Sα3
∑
`α
B(`α) , (F11)
with the terms A(c) and B(`) defined earlier. This term
simply states that the bulk of each 3-strata is specified
by D4 gauge theory.
Now, each 2-strata Sα,α+12 defines an interface between
two adjacent 3-strata Sα3 and S
α+1
3 . This gapped
interface can be mapped onto the two-dimensional
gapped boundary to vacuum of a 3+1D D4 × D4
gauge theory—as mentioned earlier, such boundaries are
labelled by the pair (K ≤ G,ω ∈ H3(K,U(1))). We pick
K = 〈gαgα+1, s2α|g ∈ D4〉 ∼= D4 × Z2 , (F12)
along with the trivial 3-cocycle for each 2-strata Sα,α+12 .
This completely specifies the 2-strata Hamiltonian [108,
110], which is given by
H2 = −
4∑
α=1
 1
|K|
∑
f
AK2 (c
α
f , c
α+1
f ) +
∑
v
BK2 (`
α
v , `
α+1
v )
+
∑
`
TK2 (p
α
` , p
α
` + 1) +
1
|K|
∑
`
LK2 (p
α
` , p
α
` + 1)
]
,
(F13)
where f, `, v ∈ Sα,α+12 and
AK2 (c
α
f , c
α+1
f ) =
∑
g∈D4
(
Agα(cαf ) +A
gαs
2
α(cαf )
)
Agα+1(cα+1f ),
BK2 (`
α
v , `
α+1
v ) =
∑
g∈D4
(
Bgα(`αv ) +B
gαs
2
α(`αv )
)
Bgα+1(`α+1v ),
LK2 (p
α
` , p
α+1
` ) =
∑
g∈D4
(
Lgα+ (p
α
` ) + L
gαs
2
α
+ (p
α
` )
)
L
gα+1
+ (p
α+1
` ),
TK2 (p
α
` , p
α+1
` ) =
∑
g∈D4
(
T gα+ (p
α
` ) + T
gαs
2
α
+ (p
α
` )
)
T
gα+1
+ (p
α+1
` ).
(F14)
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Here, gα refers to local degrees of freedom in S
α
3 .
The configurations on which these operators act are
schematically shown in Fig. 23. The terms AK2 and L
K
2
project onto a trivial sector of the representation of
K while the terms BK2 and T
K
2 restrict the flux on
the 2-strata to elements of K. Following the procedure
delineated in Refs.[104, 108, and 110], one can show that
the bulk excitations condensing to vacuum on the 2-
strata are indeed given by Eq. (22).
With the 2-strata defect specified, we pick the following
subgroup to specify the 1-strata defect:
M = 〈g1g2g3g4, s21s22, s22s23|∀g ∈ D4〉 ∼= D4 × Z22 , (F15)
which is generated by the diagonal subgroup of (D4)
×4
and pairs s2αs
2
β for α 6= β. This choice of 1-strata defect
enforces the constraint that quadruples of σ charges are
condensed on the 1-strata, thereby causing isolated σ
charges (which are non-Abelian) to behave as fractons.
Explicitly, the 1-strata Hamiltonian is given by:
H1 =− 1|M |
∑
`
AM1 (c
1
` , c
2
` , c
3
` , c
4
`)−
∑
v
TM1 (p
1
v, p
2
v, p
3
v, p
4
v)
− 1|M |
∑
v
LM1 (p
1
v, p
2
v, p
3
v, p
4
v) , (F16)
where `, v ∈ S1. Here,
AM1 (c
1
` , c
2
` , c
3
` , c
4
`) =
∑
g∈D4
(
Ag1(c1l )A
g2(c2l )A
g3(c3l ) +A
g1s
2
1(c1l )A
g2s
2
2(c2l )A
g3(c3l ) +A
g1(c1l )A
g2s
2
2(c2l )A
g3s
2
3(c3l )
)
Ag4(c4l ) ,
LM1 (p
1
v, p
2
v, p
3
v, p
4
v) =
∑
g∈D4
(
Lg1+ (p
1
v)L
g2
+ (p
2
v)L
g3
+ (p
3
v) + L
g1s
2
1
+ (p
1
v)L
g2s
2
2
+ (p
2
v)L
g3
+ (p
3
v) + L
g1
+ (p
1
v)L
g2s
2
2
+ (p
2
v)L
g3s
2
3
+ (p
3
v)
)
Lg4+ (p
4
v) ,
TM1 (p
1
v, p
2
v, p
3
v, p
4
v) =
∑
g∈D4
(
T g1+ (p
1
v)T
g2
+ (p
2
v)T
g3
+ (p
3
v) + T
g1s
2
1
+ (p
1
v)T
g2s
2
2
+ (p
2
v)T
g3
+ (p
3
v) + T
g1
+ (p
1
v)T
g2s
2
2
+ (p
2
v)T
g3s
2
3
+ (p
3
v)
)
T g4+ (p
4
v) ,
(F17)
where the configurations on which these operators act are
schematically sketched in Fig. 24.
Finally, we have eight different D4 3-strata meeting
at a 0-strata S0. The Hamiltonian H0 excludes
configurations with membranes ending on 0-strata and
FIG. 24. Terms in H1 Eq. (F16) act as follows: (a) A
K
1 acts
on four cubes sharing a 1-strata link l, and (b) TK1 and L
K
1
act on four plaquettes sharing a 1-strata vertex v.
is specified by
H0 =−
∑
v∈S0
g=e,s2
8∏
α=1
Agα(c
α
v )−
∑
v∈S0
g=e,s2
(
4∏
α=1
+
6∏
α=3
)
Agα(cαv )
−
∑
v∈S0
g=e,s2
(
Ag2(c2v)A
g4(c4v)A
g6(c6v)A
g7(c7v)
)
, (F18)
where cαv corresponds to a cube from S
α
3 which shares
only a single vertex v with S0 and where the eight cubes
meeting at S0 are indexed as shown in Fig. 25. The first
term in H0 corresponds to the product over all eight
cubes meeting at v ∈ S0 and allows closed membrane
configurations with any group labels around S0; the other
three terms correspond to the product over four cubes
meeting at v ∈ S0 as depicted in Fig. 25. Note that
there are a total of six such four-cube terms for every
v ∈ S0 generated by H0, permitting configurations with
hemispheres labelled by s2 over four 3-strata adjacent to
a single 1-strata.
It is straightforward to check that the defectH is a sum
of mutually commuting terms and represents an exactly
soluble realization of the non-Abelian defect network
discussed in Sec. IV.
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FIG. 25. Eight D4 3-strata meeting at a 0-strata defect. The
3-strata are indexed as shown (with the hidden cube labelled
c8v). The first term in H0 Eq. (F18) acts on all eight cubes
meeting at v ∈ S0 while the remaining terms act on four
adjacent cubes as shown in (b). There are six such terms
generated by H0 ∀v ∈ S0, given by 90◦ rotation symmetry.
3. The 1-strata defect in the net-basis
This section is aimed squarely at cognoscenti familiar
with Levin-Wen string-nets [62] and even the brave
reader who has made it this far into the Appendices may
wish to skip it. Specifically, we show explicitly why four
σ charges get condensed on the 1-strata by going to the
representation basis, obtained by performing a Fourier
transform:
|µ; ij〉 =
∑
g∈G
√
|dµ|
|G| [Γ
µ(g)]ij |g〉 . (F19)
Here, basis states are labelled by the matrix elements of
unitary irreducible representations (irreps) µ of G and
[Γµ(g)]ij is given by the (i, j)
th matrix element of g in
irrep µ, whose dimension is |dµ|.
In this basis, the local Hilbert space on each plaquette
is spanned by |µ; i, j〉. The following operator
Pk(p) =
∑
J∈CG
X00X
0
k
XJ0X
J
k
W J(p) , (F20)
forces the irrep label on a plaquette p to equal k, where
XJj are the fusion coefficients of the theory and W
J(p)
creates a flux loop corresponding to conjugacy class {J}
around plaquette p. For group G, the fusion coefficients
are defined as
XJj =
√
|J |
|G|χj(g
J) . (F21)
where χj are the character functions with respect to
conjugacy classes, gJ is a representative from J , |J | is the
cardinality of the conjugacy class, and |G| is the order of
the group. The string-operator W J(p) is defined by its
action on a plaquette p (jp is the irrep label on p)
W J(p)| jp〉 =
XJ0X
J
jp
X00X
0
jp
| jp〉 , (F22)
which only adds a phase and does not change the string-
labels on the plaquette p, thereby corresponding to a
string operator for pure flux excitations.
Now, let us consider a 1-strata defect between four
D4 gauge theories. In the dual representation, we wish
to enforce the constraint that only four σ strands are
allowed to end on 1-strata defects. This can be enforced
by adding the following term to the 1-strata Hamiltonian:
H˜1 = −
∑
v∈S1
∑
α6=β
Pσα(pαv )Pσβ (pβv ) , (F23)
where α, β = 1, 2, 3, 4 index the 3-strata Sα3 and this
term acts on all pairs of plaquettes sharing a single
vertex v with the 1-strata defect. Fourier transforming
back to the group element basis, we first note that
W J(p) 7→ ∑g∈{J} Lgj+ (up to overall constants) so that
the operator
H˜1 7→
∑
v∈S1
∑
α 6=β
L
s2α
+ (p
α
v )L
s2β
+ (p
β
v ) + . . . , (F24)
where the dots represent other terms generated under
the mapping. We see that H˜1 contains precisely the
operator responsible for condensing s2αs
2
β flux-loop
pairs on the 1-strata and is included in the 1-strata
Hamiltonian Eq. (F16) discussed earlier. Thus, going
to the representation basis allows us to explicitly show
that condensing pairs of s2 flux loops on the 1-strata
confines single σα charges as well σασβ pairs but allows
σ1σ2σ3σ4 to condense on S1, which in turn prevents σ
particles from leaving their 3-strata. Hence, the D4 defect
network hosts non-Abelian σ charges which are immobile
in isolation i.e., non-Abelian fractons.
