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Résumé
Nous étudions les idéaux fermés de l’algèbre de Beurling sur le bidisque à poids polynômial A+α,β . Nous
caractérisons les fonctions f ∈ A+α,β , sous certaines conditions sur l’ensemble des zéros de f , telle que
l’idéal engendré par f coïncide avec l’idéal d’annulation de l’ensemble des zéros de f .
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Abstract
We study the closed ideal in the Beurling algebras A+α,β of holomorphic function f in the bidisc such
that ∑
n,m0
∣∣f̂ (n,m)∣∣(1 + n)α(1 + m)β < ∞.
We characterize the functions f ∈ A+α,β , under a restriction on their zero sets, such that the closed ideal
generated by f coincides with the ideal of all functions vanishing on the zero set of f .
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Soient D le disque unité du plan complexe et A(Dn) l’algèbre du polydisque, l’algèbre des
fonctions continues sur Dn et holomorphes sur Dn munie de la norme
‖f ‖∞ = sup
z∈Dn
∣∣f (z)∣∣.
Lorsque B est une algèbre de Banach incluse dans A(Dn), f ∈ B et E est un ensemble fermé de
Dn ; on notera par :
• IB(f ) = f B, l’idéal fermé de B engendré par f .
• Zf = {z ∈ Dn: f (z) = 0}, l’ensemble des zéros de f .
• IB(E) = {g ∈ B: g|E = 0}, l’idéal d’annulation de B sur E.
Dans ce travail, nous nous intéressons à la détermination des fonctions f ∈ B qui satisfont
IB(f ) = IB(Zf ) dans le cas où B est une algèbre de Beurling analytique à poids polynômial.
Dans le cas de l’algèbre du disque, B = A(D), le théorème de Beurling–Rudin [11] donne
une caractérisation complète des idéaux fermés de A(D). En particulier, si f ∈A(D) telle que
Zf ⊂ T alors IA(D)(f ) = IA(D)(Zf ) si et seulement si, f est extérieure :
f (z) = exp
2π∫
0
eiθ + z
eiθ − z log
∣∣f (eiθ )∣∣ dθ
2π
.
Dans une série d’articles [6–10] motivés par le problème de Levin [14], H. Hedenmalm s’est
intéressé aux idéaux fermés de certaines algèbres de fonctions en plusieurs variables, notamment
A(D2) et L1(R2+). Il a obtenu, dans le cas de l’algèbre du bidisque, les résultats suivants :
Théorème. (Voir [6,8].)
(i) Soit f ∈A(D2) telle que Zf ⊂ {1} × D, alors IA(D2)(f ) = IA(D2)(Zf ) si et seulement si
les fonctions f (·,w) sont extérieures pour tout w ∈ D et la fonction f (1, ·) est, soit identi-
quement nulle, soit extérieure.
(ii) Soit f ∈A(D2) telle que Zf = ({1} × D) ∪ (D × {1}), si∣∣log∣∣f (z,w)∣∣∣∣= o(1/min(|1 − z|, |1 − w|)), z → 1 ou w → 1, (1)
alors IA(D2)(f ) = IA(D2)(({1} × D) ∪ (D × {1})).
Signalons aussi que Hedenmalm a montré que la condition (1) est presque optimale (voir
Lemma 1.5 et Theorem 1.6 dans [8]).
Pour α  0, considérons maintenant les algèbres de Beurling analytiques suivantes :
A+α :=
{
f =
∑
n0
anz
n: ‖f ‖α =
∑
n0
|an|(1 + n)α < ∞
}
.
Dans [12], J.P. Kahane a montré que si f ∈A+α telle que Zf = {1} alors IA+α (f ) = IA+α ({1}) si
et seulement si f est extérieure. Notons que dans ce cas cette condition est équivalente à∣∣log∣∣f (z)∣∣∣∣= o(1/(1 − |z|)), |z| → 1.
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Pour α,β  0, on considère les algèbres de Beurling du bidisque suivantes :
A+α,β :=
{
f (z,w) =
∑
n,m0
an,mz
nwm ∈A(D2):
‖f ‖α,β :=
∑
n,m∈N
|an,m|(1 + n)α(1 + m)β < ∞
}
,
dans ce travail nous étendons les résultats obtenus par H. Hedenmalm [6–8] aux algèbres A+α,β .
Nous montrons les deux théorèmes suivants :
Théorème 1. Soit (α,β) ∈ ([0,1[ × ]0,1[) ∪ (]0,1[ × [0,1[) et soit f ∈A+α,β telle que Zf =
{1}×D. Alors IA+α,β (f ) = IA+α,β ({1}×D) si et seulement si les fonctions f (·,w) sont extérieures
pour tout w ∈ D.
Notons que le cas α = β = 0 reste un problème ouvert, voir Remarque 11. Comme consé-
quence du Théorème 1 nous obtenons
Corollaire. Soit (α,β) ∈ ([0,1[ × ]0,1[) ∪ (]0,1[ × [0,1[) et soit f ∈ A+α,β telle que Zf ={(1,1)}. Alors IA+α,β (f ) = IA+α,β ({(1,1)}) si et seulement si les fonctions f (·,1) et f (1, ·) sont
extérieures.
Théorème 2. Soit (α,β) ∈ ]0,1[ × ]0,1[ et soit f ∈A+α,β telle que
Zf = ({1} × D) ∪ (D × {1}). Si∣∣log∣∣f (z,w)∣∣∣∣= o(1/min(|1 − z|, |1 − w|)), z → 1 ou w → 1,
alors IA+α,β (f ) = IA+α,β (({1} × D) ∪ (D × {1})).
Notons que pour α  1 ou β  1, des résultats analogues, faisant intervenir les dérivées par-
tielles de f , peuvent être obtenus de la même manière.
Le paragraphe 2 sera consacré à l’étude de la notion de la δ-visibilité (version quantitative
d’inversibilité et de l’identité de Bézout) qui jouera un rôle fondamental dans la preuve du Théo-
rème 1 et du Théorème 2.
2. La δ-visibilite
Dans cette partie nous rappelons la notion de la δ-visibilité introduite et étudiée dans [1–4,15].
Soit B une algèbre de Banach commutative unitaire. L’ensemble des caractères de B sera noté
MB . La transformation de Gelfand associée à B est l’application :
GB : B −→ C(MB),
x −→ x̂ : φ ∈ MB −→ x̂(φ) = φ(x),
où C(MB) est l’algèbre des fonctions continues sur MB .
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‖f ‖ :=
(
n∑
k=1
‖fk‖2
)1/2
,
δf := inf
φ∈MB
(
n∑
k=1
∣∣f̂k(φ)∣∣2)1/2.
Définition 3. Soit 0 < δ  1. On dit que le spectre de B est δ–n-visible s’il existe une constante
Cn(δ), qui dépend de δ et de n, telle que pour tout f = (f1, f2, . . . , fn) ∈ Bn, ‖f ‖ 1 vérifiant
δf  δ, il existe g = (g1, g2, . . . , gn) ∈ Bn tels que⎧⎪⎪⎨⎪⎪⎩
n∑
k=1
fkgk = 1,
‖g‖ Cn(δ).
Posons
Cn(δ,B) := sup
f∈Bn
{
inf
{
‖g‖: g = (g1, . . . , gn) ∈ Bn et
n∑
k=1
gkfk = 1
}}
,
le sup étant pris sur les f = (f1, . . . , fn) ∈ Bn telles que δf  δ et ‖f ‖ 1. En particulier
C1(δ,B) := sup
{∥∥f −1∥∥: ‖f ‖ 1 et ∣∣f̂ (φ)∣∣ δ (φ ∈ MB)}.
2.1. La δ–1-visibilité pour les algèbres de Beurling
Soit α  0 et soit l’algèbre de Beurling à poids
Aα =
{
f ∈ C(T): ‖f ‖α :=
∑
n∈Z
∣∣f̂ (n)∣∣(1 + |n|)α < ∞}.
Munie du produit ponctuel et de la norme ‖ · ‖α , Aα est une algèbre de Banach commutative
unitaire. En identifiant son spectre à T, la transformation de Gelfand devient : GAα (f ) = f pour
tout f ∈Aα . Lorsque α 	= 0, il a été démontré dans [2,3] que le spectre de Aα est δ–1-visible
pour tout 0 < δ  1. Plus précisément pour tout α ∈ ]0,1[ on a
C1(δ,Aα) c/δ2+1/α. (2)
Ce résultat peut être étendu aux algèbres de Beurling en plusieurs variables. Soient α,β > 0 et
soit Aα,β l’algèbre de Beurling définie par :
Aα,β =
{
f ∈ C(T2): ‖f ‖α,β := ∑
n,m∈Z2
∣∣f̂ (n,m)∣∣(1 + |n|)α(1 + |m|)β < ∞}.
Munie du produit ponctuel et de la norme ‖ · ‖α,β , Aα,β est une algèbre de Banach commutative
et unitaire dont le spectre peut être identifié à T2. Nous avons le résultat suivant :
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C1(δ,Aα,β) cα,βδ−(3+
1
γ
(1+α+β))
, 0 < δ < 1,
où cα,β est une constante qui dépend seulement de α et de β .
Démonstration. Soit f ∈ Aα,β telle que |f |  δ > 0 et telle que ‖f ‖α,β  1. Pour tout
0 < ρ < 1, on pose
fρ(z,w) :=
∑
n,m∈Z
f̂ (n,m)ρ|n|+|m|znwm, ρ  |z| 1/ρ et ρ  |w| 1/ρ.
Posons an,m = f̂ (n,m) et γ = inf{α,β,1}. Pour z,w ∈ T, on a∣∣f (z,w) − fρ(z,w)∣∣= ∣∣∣∣ ∑
n,m∈Z
an,m
(
1 − ρ|n|+|m|)znwm∣∣∣∣
 sup
n,m∈Z
1 − ρ|n|+|m|
(1 + |n|)α(1 + |m|)β  2(1 − ρ)
γ .
Soit ρ tel que 2(1 −ρ)γ = δ/3. Le rayon spectral de (f −fρ)f −1ρ est strictement inférieur à 1 et
f −1 =
∑
p∈N
(f − fρ)pf −p−1ρ . (3)
Soit p  2, on a∥∥(f − fρ)p∥∥α,β = ∥∥∥∥( ∑
n,m∈Z
an,m
(
1 − ρ|n|+|m|)znwm)p∥∥∥∥
α,β
 sup
ni ,mj∈Z
(1 − ρ|n1|+|m1|) . . . (1 − ρ|np |+|mp |)
(1 + |n1|)α(1 + |m1|)β . . . (1 + |np|)α(1 + |mp|)β
× (1 + |n1 + · · · + np|)α(1 + |m1 + · · · + mp|)β.
Puisque (1 + |n1 + · · · + np|) p max1kp(1 + |nk|),∥∥(f − fρ)p∥∥α,β
 pα+β sup
ni ,mj∈Z
p
sup
k=1
p
sup
l=1
p∏
q=1
(1 − ρ|nq |+|mq |)
(1 + |nq |)α(1 + |mq |)β
(
1 + |nk|
)α(1 + |ml |)β
 p(α+β)
(
2(1 − ρ)γ )p−2. (4)
Posons ̂f −p−1ρ (n,m) = bn,m, p  0. L’inégalité de Hölder et l’égalité de Plancherel–Parseval,
nous donne∥∥f −p−1ρ ∥∥α,β

( ∑
ρ2(|n|+|m|)
(
1 + |n|)2α(1 + |m|)2β)1/2(∑(∑ |bn,m|2ρ−2|n|−2|m|))1/2n,m∈Z n∈Z m∈Z
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(1 − ρ)α+β+1
( ∫
ρT∪ρ−1T
∫
ρT∪ρ−1T
∣∣f −p−1ρ (ξ, ζ )∣∣2 dξ dζ)1/2
 c
δp+1(1 − ρ)α+β+1 . (5)
De (3), (4) et (5), on en déduit que∥∥f −1∥∥
α,β

∑
p0
∥∥(f − fρ)p∥∥α,β∥∥f −p−1ρ ∥∥α,β

∥∥f −1ρ ∥∥α,β + ∥∥f −2ρ ∥∥α,β + c2(1 − ρ)2γ+α+β+1 ∑
p2
p(α+β)(2(1 − ρ)γ )p
δp+1
 c
δ3(1 − ρ)α+β+1 =
c
δ
3+ 1
γ
(α+β+1) . 
2.2. La δ–2-visibilité de l’algèbre A+α,β
La δ–2-visibilité pour une algèbre de Banach commutative et unitaire revient à la résolution
de l’identité de Bésout avec contrôle des normes des solutions. Le cas d’une variable à été traité
dans [4]. Nous étendons ce résultat au cas de plusieurs variables.
Théorème 5. Soient α,β > 0 et soient f1, f2 ∈A+α,β et δ > 0 telles que
δ2 
∣∣f1(z)∣∣2 + ∣∣f2(z)∣∣2  1, z ∈ D2.
Il existe h1, h2,∈A+α,β telles que{
f1h1 + f2h2 = 1,
‖h1‖2α,β + ‖h2‖2α,β  δ−cα,β ,
où cα,β est une constante qui ne dépend que de α et de β .
Ce théorème signifie que
C2
(
δ,A+α,β
)
 δ−cα,β , 0 < δ  1.
Compte tenu du Théorème 4, la preuve du Théorème 5 est une conséquence directe du lemme
suivant :
Lemme 6. Soient α,β > 0. On a
C2
(
δ,A+α,β
)
 c C31
(
δ2,Aα,β
)
, 0 < δ  1,
où c est une constante universelle.
Pour chaque fonction g ∈A(D2) et pour 0  r, s  1 on définit la fonction (g)r,s ∈ A(D2)
par
(g)r,s(z,w) = g(rz, sw), z,w ∈ D.
Soit ∂z = ∂/∂z la dérivée partielle par rapport à la variable z et on désigne par Hol(U) l’ensemble
des fonctions holomorphes sur l’ouvert U . Nous avons besoin du sous-lemme suivant :
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b(z,w) = − 1
π
∫
D
a(ξ,w)
ξ − z dA(ξ), z,w ∈ D,
où dA est la mesure d’aire. On a
b̂(n,m) =
{0, (n,m) ∈ N × Z,
2
∫ 1
0 (̂a)r,1(n + 1,m)r−n dr, (n,m) /∈ N × Z.
De plus, si f ∈ Hol(U), alors
∞∑
n,m=0
∣∣f̂ b(n,m)∣∣(1 + n)α(1 + m)β  2‖f ‖α,β 1∫
0
∥∥(a)r,1∥∥α,β dr.
Démonstration. Par le théorème de convergence dominée on a
b
(
eiθ , eiϕ
)= − 1
π
∫
D
a(ξ, eiϕ)
ξ − eiθ dA(ξ).
D’après le théorème de Fubini on obtient
b̂(n,m) = − 1
2π2
∫
D
( 2π∫
0
a
(
ξ, eiϕ
)
e−imϕ dϕ
)(
1
2π
2π∫
0
e−inθ
ξ − eiθ dθ
)
dA(ξ).
Si (n,m) ∈ N × Z, alors b̂(n,m) = 0. Sinon
b̂(n,m) = 1
2π2
∫
D
( 2π∫
0
a
(
ξ, eiϕ
)
e−imϕ dϕ
)
ξ−n−1 dA(ξ)
= 2
1∫
0
(
1
4π2
2π∫
0
2π∫
0
a
(
reiθ , eiϕ
)
e−i(n+1)θ e−imϕ dθ dϕ
)
r−n dr
= 2
1∫
0
(̂a)r,1(n + 1,m)r−n dr.
Puisque
f̂ b(n,m) =
∞∑
l=1
m∑
k=−∞
b̂(−l, k)f̂ (n + l,m − k),
∞∑
n,m=0
∣∣f̂ b(n,m)∣∣(1 + n)α(1 + m)β
=
∞∑ ∣∣∣∣∣
∞∑∑
b̂(−l, k)f̂ (n + l,m − k)(1 + n)α(1 + m)β
∣∣∣∣∣n,m=0 l=1 km
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∞∑
n,m=0
∞∑
l=1
∑
km
∣∣̂b(−l, k)∣∣(1 + |k|)β ∣∣f̂ (n + l,m − k)∣∣(1 + n + l)α(1 + m − k)β
 ‖f ‖α,β
∞∑
l=1
+∞∑
−∞
∣∣̂b(−l, k)∣∣(1 + |k|)β
 ‖f ‖α,β
∞∑
l=1
∞∑
−∞
1∫
0
∣∣(̂a)r,1(1 − l, k)∣∣(1 + |k|)βrl dr
 2‖f ‖α,β
1∫
0
∥∥(a)r,1∥∥α,β dr. 
Preuve du Lemme 6. Soit δ ∈ ]0,1] et soient f1, f2 ∈A+α,β satisfaisant{‖f1‖2α,β + ‖f2‖2α,β  1,
F(z,w) = ∣∣f1(z,w)∣∣2 + ∣∣f2(z,w)∣∣2  δ2.
Supposons d’abord que f1 et f2 sont holomorphes au voisinage de D2. On pose
φi = f iF , i = 1,2.
Comme dans la résolution du problème de la couronne [13], nous allons corriger la solution
(φ1, φ2) de l’équation f1φ1 + f2φ2 = 1, pour obtenir une solution holomorphe au voisinage du
bidisque. D’abord, on commence par corriger les fonctions φ1 et φ2 par rapport à la première
variable z, soit⎧⎪⎨⎪⎩
g1 = φ1 + f2b,
g2 = φ2 − f1b,
∂zb = φ1∂zφ2 − φ2∂zφ1 = a.
Il est facile de vérifier que f1g1 + f2g2 = 1 et que les fonctions gi (i = 1,2) sont holomorphes
par rapport à la première variable sur le disque. Ensuite, nous corrigeons à nouveau les fonctions
obtenues g1 et g2 comme suit⎧⎪⎨⎪⎩
h1 = g1 + f2d,
h2 = g2 − f1d,
∂wd = g1∂wg2 − g2∂wg1 = c.
On obtient ainsi des fonctions holomorphes sur le bidisque h1, h2 satisfaisant l’identité de Bézout
suivante f1h1 + f2h2 = 1.
Les solutions b et d sont données par :
b(z,w) = − 1
π
∫
D
a(ξ,w)
ξ − z dA(ξ) et d(z,w) = −
1
π
∫
D
c(z, ζ )
ζ − w dA(ζ ).
Dans ce qui suit nous allons majorer les normes de h1 et de h2. On a
596 B. Bouya et al. / Bull. Sci. math. 134 (2010) 588–604‖h1‖α,β = ‖φ1 + f2b + f2d‖α,β
 ‖φ1‖α,β +
∞∑
n,m=0
∣∣f̂2b(n,m)∣∣(1 + n)α(1 + m)β
+
∞∑
n,m=0
∣∣f̂2d(n,m)∣∣(1 + n)α(1 + m)β (6)
et
‖φ1‖α,β 
∥∥F−1∥∥
α,β
‖f1‖α,β  C1
(
δ2,Aα,β
)‖f1‖α,β . (7)
D’aprés le Sous-Lemme 7, on obtient
∞∑
n,m=0
∣∣f̂2b(n,m)∣∣(1 + n)α(1 + m)β  2‖f2‖α,β 1∫
0
∥∥(a)r,1∥∥α,β dr. (8)
Puisque∥∥(a)r,1∥∥α,β = ∥∥((∂zf1)r,1(f2)r,1 − (f1)r,1(∂zf2)r,1)(F−2)r,1∥∥α,β

∥∥(F−1)
r,1
∥∥2
α,β
(∥∥(∂zf1)r,1∥∥α,β∥∥(f2)r,1∥∥α,β + ∥∥(f1)r,1∥∥α,β∥∥(∂zf2)r,1∥∥α,β)
 C21
(
δ2,Aα,β
)(∥∥(∂zf1)r,1∥∥α,β‖f2‖α,β + ‖f1‖α,β∥∥(∂zf2)r,1∥∥α,β),
1∫
0
∥∥(a)r,1∥∥α,β dr  C21(δ2,Aα,β)
×
(
‖f2‖α,β
1∫
0
∥∥(∂zf1)r,1∥∥α,β dr + ‖f1‖α,β
1∫
0
∥∥(∂zf2)r,1∥∥α,β dr
)
.
Pour i = 1,2
1∫
0
∥∥(∂zfi)r,1∥∥α,β dr =
1∫
0
∞∑
n,m=0
n
∣∣f̂i (n,m)∣∣(1 + n)α(1 + m)βrn−1 dr
 ‖fi‖α,β .
Ce qui donne
1∫
0
∥∥(a)r,1∥∥α,β dr  2C21(δ2,Aα,β)‖f1‖α,β‖f2‖α,β . (9)
En combinant les inégalités (8) et (9), on obtient
∞∑
n,m=0
∣∣f̂2b(n,m)∣∣(1 + n)α(1 + m)β  4C21(δ2,Aα,β)‖f1‖α,β . (10)
Dans ce qui suit nous allons majorer la quantité suivante
∞∑ ∣∣f̂2d(n,m)∣∣(1 + n)α(1 + m)β.
n,m=0
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∞∑
n,m=0
∣∣f̂2d(n,m)∣∣(1 + n)α(1 + m)β  2‖f2‖α,β 1∫
0
∥∥(c)1,s∥∥α,β ds, (11)
où
c = g1∂wg2 − g2∂wg1 = φ1∂wφ2 − φ2∂wφ1 − ∂wb.
De la même façon que dans l’équation (9),
1∫
0
∥∥(φ1∂wφ2 − φ2∂wφ1)1,s∥∥α,βds  2C21(δ2,Aα,β)‖f1‖α,β‖f2‖α,β . (12)
Puisque
∂wb(z, sw) = − 1
π
∫
D
∂wa(ξ, sw)
ξ − z dA(ξ), z,w ∈ D,
d’après le Sous-Lemme 7, on obtient
̂(∂wb)1,s(n,m) = 0, (n,m) ∈ N × Z,
̂(∂wb)1,s(n,m) 2
1∫
0
∣∣ ̂(∂w(a))r,s∣∣(n + 1,m)r−n dr, (n,m) /∈ N × Z.
Ce qui entraîne que
1∫
0
∥∥(∂wb)1,s∥∥α,β ds  2
1∫
0
1∫
0
∥∥(∂wa)r,s∥∥α,β dr ds.
Comme a = (∂z(f1)f2 − f1∂zf2)F−2, on a
∂wa =
(
∂z∂w(f1)f2 + ∂zf1∂wf2 − ∂wf1∂zf2 − f1∂z∂wf2
)
F−2
− 2(∂z(f1)f2 − f1∂z(f2))(f1∂wf1 + f2∂wf2)F−3.
Or, ∥∥(∂z∂w(f1)f2 + ∂zf1∂wf2 − ∂wf1∂zf2 − f1∂z∂wf2)r,s(F−2)r,s∥∥α,β
 C21
(
δ2,Aα,β
)(∥∥∂z∂w(f1)r,s∥∥α,β‖f2‖α,β + ∥∥∂z(f1)r,1∥∥α,β∥∥∂w(f2)1,s∥∥α,β
+ ∥∥∂w(f1)1,s∥∥α,β∥∥∂z(f2)r,1∥∥α,β + ‖f1‖α,β∥∥∂z∂w(f2)r,s∥∥α,β).
De plus,∥∥(∂z(f1)f2 − f1∂z(f2))r,s(f1∂wf1 + f2∂wf2)r,s(F−3)r,s∥∥α,β
 C31
(
δ2,Aα,β
)(∥∥(∂z(f1))r,1∥∥α,β‖f2‖α,β + ‖f1‖α,β∥∥∂z((f2))r,1∥∥α,β)
× (‖f1‖α,β∥∥(∂wf1)1,s∥∥ + ‖f2‖α,β∥∥(∂wf2)1,s∥∥ ).α,β α,β
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1∫
0
1∫
0
∥∥(∂wa)r,s∥∥α,β dr ds
 4C21
(
δ2,Aα,β
)‖f1‖α,β‖f2‖α,β + 2C31(δ2,Aα,β)‖f1‖α,β‖f2‖α,β
 6C31
(
δ2,Aα,β
)‖f1‖α,β‖f2‖α,β .
Donc
1∫
0
∥∥(∂wb)1,s∥∥α,β ds  12C31(δ2,Aα,β)‖f1‖α,β‖f2‖α,β . (13)
En combinant (11), (12) et (13), on obtient
∞∑
n,m=0
∣∣f̂2d(n,m)∣∣(1 + n)α(1 + m)β  28C31(δ2,Aα,β)‖f1‖α,β . (14)
Les inégalités (6), (7), (10) et (14) entraînent que
‖h1‖α,β  33 C31
(
δ2,Aα,β
)‖f1‖α,β .
De la même façon, on a
‖h2‖α,β  33 C31
(
δ2,Aα,β
)‖f2‖α,β .
On obtient finalement(‖h1‖2α,β + ‖h2‖2α,β)1/2  33C31(δ2,Aα,β).
On suppose maintenant que f1 et f2 ne sont pas holomorphes au voisinage de D2. On consi-
dère les fonctions (f1)r,r et (f2)r,r (r < 1). Donc il existe h1,r , h2,r ∈A+α,β tel que{
(f1)r,rh1,r + (f2)r,rh2,r = 1,(‖h1,r‖2α,β + ‖h2,r‖2α,β)1/2  33C31(δ2,Aα,β), r < 1.
Puisque A+α,β peut être identifié comme le dual de
∞α,β
(
N2
) := {(un,m)n,m0: sup
n,m0
|un,m|
(1 + n)α(1 + m)β < ∞
}
.
La boule unité fermée de A+α,β est compacte pour la topologie ∗-faible. On en déduit qu’il existe
h1, h2 ∈A+α,β tels que{
f1h1 + f2h2 = 1,(‖h1‖2α,β + ‖h2‖2α,β)1/2  33C31(δ2,Aα,β).
Ce qui termine la preuve du Lemme 6. 
B. Bouya et al. / Bull. Sci. math. 134 (2010) 588–604 5993. Preuve du Théorème 1
Nous avons besoin des lemmes suivants :
Lemme 8. Soit f ∈A(D2) ne s’annulant pas sur D × D. Alors il existe M > 0 tel que
1
|f (z,w)|  e
M
1−|z| , z,w ∈ D.
Démonstration. Supposons que ‖f ‖∞  1. Puisque l’application log |f (·,w)|−1 est positive et
harmonique sur D, il existe une mesure positive μ = μw sur T telle que
log
∣∣f (z,w)∣∣−1 = 1
2π
π∫
−π
1 − |z|2
|eiϕ − z|2 log
∣∣f (eiϕ,w)∣∣−1 dμ(ϕ) (w ∈ D).
On obtient donc
log
∣∣f (z,w)∣∣−1  2 log∣∣f (0,w)∣∣−1(1 − |z|)−1.
Par conséquent
log
∣∣f (z,w)∣∣−1 M(1 − |z|)−1,
où M = 2 sup{log |f (0,w)|−1: w ∈ D}. 
Le résultat suivant est dû à H. Hedenmalm [6, Proposition 1.2].
Lemme 9. Soit f ∈ A(D2) telle que Zf ⊂ {1} × D. Alors les trois assertions suivantes sont
équivalentes :
(1) f (·,w) est une fonction extérieure pour tout w ∈ D,
(2) limr→1−(1 − r) log |f (r,w)| = 0 pour tout w ∈ D,
(3) limr→1− infw∈D (1 − r) log |f (r,w)| = 0.
Nous aurons besoin du principe de Phragmén–Lindelöf suivant (voir [8]).
Lemme 10. Soit φ une fonction analytique sur C \ {1} et soit ε > 0. On suppose que
(i) ∣∣φ(λ)∣∣ c1
(|λ| − 1)N , 1 < |λ| < 2,
(ii) ∣∣φ(λ)∣∣ c2 exp c31 − |λ| , |λ| < 1,
(iii) ∣∣φ(x)∣∣ cε exp ε1 − x , x < 1,
où les c1, c2, c2 sont des constantes positives, N est un entier et cε est une constante qui dépend
de ε. Alors φ est un polynôme en 1 de degré inférieur ou égal à N .1−λ
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IA+α,β (Zf ). Il est clair que pour tout w ∈ D on a IA(D)(f (·,w)) = IA(D)(Zf (·,w)) et donc f (·,w)
est extérieure.
Supposons maintenant que ‖f ‖α,β  1 et que f (·,w) est extérieure pour tout w ∈ D. Notons
par π la surjection canonique sur A+α,β associée à IA+α,β (f ), et par u la fonction définie par
u(z,w) = z. Comme Zf = {1}×D, le spectre de π(u) est réduit au singleton {1}. Par conséquent
l’application
φ(λ) = (λ − π(u))−1
est analytique sur C \ {1}. Nous allons montrer que φ satisfait les trois conditions du Lemme 10.
Pour 1 < |λ| < 2 on a :∥∥φ(λ)∥∥∑
n0
∥∥π(u)nλ−n−1∥∥
α,β

∑
n0
|λ|−n−1(1 + n)α  c
(|λ| − 1)1+α . (15)
Pour |λ| < 1, on pose
Lλ(f )(z,w) =
{
f (z,w)−f (λ,w)
z−λ si z 	= λ,
∂
∂z
f (λ,w) si z = λ. (16)
On obtient∥∥Lλ(f )∥∥α,β =
∥∥∥∥∥
∞∑
n,m=0
an,m
(
zn − λn
z − λ
)
wm
∥∥∥∥∥
α,β
=
∥∥∥∥∥
∞∑
n,m=0
an,m
(
zn−1 + zn−2λ + · · · + λn−1)wm∥∥∥∥
α,β
 ‖f ‖α,β
1 − |λ| 
1
1 − |λ| .
De l’équation (16), on a∥∥φ(λ)∥∥ ∥∥π(Lλ(f ))∥∥α,β∥∥(f (λ, ·))−1∥∥β  11 − |λ|∥∥(f (λ, ·))−1∥∥β.
On pose
δ(λ) = inf{∣∣f (λ,w)∣∣: w ∈ D}.
Selon (2), C1(δ,Aβ) c/δ2+1/β et∥∥φ(λ)∥∥ C
(1 − |λ|)(δ(λ))2+1/β . (17)
D’aprés le Lemme 8, il existe une constante M > 0 telle que∥∥φ(λ)∥∥ e M1−|λ| , |λ| < 1. (18)
Puisque f (·,w) est extérieure pour tout w ∈ D, d’après le Lemme 9, pour tout ε > 0, il existe
une constante cε > 0 telle que
δ(r) cεe
−ε
1−r , 0 < r < 1. (19)
De (17) et (19), on obtient alors∥∥φ(r)∥∥ cεe ε1−r , 0 < r < 1. (20)
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∗
, le dual de A+α,β/IA+α,β (f ). D’aprés les équations (15), (18) et (20),
la fonction
λ −→ φg(λ) :=
〈
φ(λ), g
〉
vérifie les conditions du Lemme 10. On en déduit que φg est un polynôme en 11−λ de degré 1.
Donc π(1 − u) = 0 et IA+α,β (f ) ⊇ IA+α,β ({1} × D). L’autre inclusion est triviale. Ce qui termine
la preuve du Théorème 1. 
Remarque 11. La preuve du Théorème 1 est basée essentiellement sur le fait que C1(δ,A+γ ) =
O(δ−cγ ) pour γ > 0 avec cγ > 0. Dans le cas où γ = 0, il est connu que C1(δ,A+0 ) = ∞ pour
0 < δ  1/2 (voir [3]) et par conséquent notre méthode ne s’applique pas au cas où α = β = 0.
4. Preuve du Théorème 2
Nous avons besoin des lemmes suivants :
Lemme 12. Soit f ∈ H∞(D2) et soient α,β ∈ [0,1[. On suppose que les fonctions z → f (z,0),
z → ∂wf (z,0) ∈ A+α et w → f (0,w), ∂zf (0,w) ∈ A+β . S’il existe 0 < ε < 2 min{(1 − α),
(1 − β)} tel que∫
D2
∣∣∣∣ ∂4∂z2∂w2 f (z,w)
∣∣∣∣2(1 − |z|)2(1−α)−ε(1 − |w|)2(1−β)−ε dA(z) dA(w) < +∞,
alors f ∈A+α,β .
Démonstration. Nous avons
f (z,w) =
∑
n
(∑
m
an,mw
m
)
zn
=
∑
n2
( ∑
m2
an,mw
m
)
zn +
∑
n0
an,0z
n +
∑
n0
an,1z
nw
+
∑
m2
a0,mw
m +
∑
m2
a1,mzw
m
=
∑
n2
(
bn(w)
)
zn + f (z,0) + w∂wf (z,0)
+ (f (0,w) − a0,0 − a0,1w)+ z∂z(f (0,w) − a1,0 − a1,1w),
où bn(w) =∑m2 an,mwm. Donc∑
n2
∑
m2
|an,m|(1 + n)α(1 + m)β
=
∑(∑
|an,m|(1 + m)β
)
(1 + n)αn2 m2
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( ∑
m2
1
(1 + m)1+
)1/2 ∑
n2
( ∑
m2
|an,m|2(1 + m)2β+1+
)1/2
(1 + n)α
 c,β
∑
n2
( ∫
D
∣∣∣∣∂2bn∂w2 (w)
∣∣∣∣2(1 − |w|2)2(1−β)− dA(w))1/2(1 + n)α
 c,β
(∑
n2
1
(1 + n)1+
)1/2
×
( ∫
D
∑
n2
(∣∣∣∣∂2bn∂w2 (w)
∣∣∣∣2(1 + n)2α+1+)(1 − |w|2)2(1−β)− dA(w))1/2
 c,α,β
∫
D2
∣∣∣∣ ∂4f∂z2∂w2 (z,w)
∣∣∣∣2(1 − |z|2)2(1−α)−(1 − |w|2)2(1−β)− dA(z) dA(w).
Ce qui termine la preuve. 
Lemme 13. Soit u la fonction définie sur D2 par
u(z,w) := (1 − z)(1 − w)[(1 − z)1/2 + (1 − w)1/2]2 .
Alors u vérifie les propriétés suivantes :
(1) |u(z,w)|  min{|1 − z|, |1 − w|},
(2) Im(u) := {u(z,w): (z,w) ∈ D2} ⊂ {z ∈ D: |1 − z| 1},
(3) u2 ∈A+α,β .
Démonstration. Pour montrer (1), il suffit de remarquer que∣∣(1 − z)1/2 + (1 − w)1/2∣∣ Re[(1 − z)1/2 + (1 − w)1/2]
max
{
Re(1 − z)1/2,Re(1 − w)1/2}
 cos π
4
max
{|1 − z|1/2, |1 − w|1/2}.
(2). Puisque {z ∈ D: |1 − z|  1} = {z ∈ C: Re(z)  |z|2/2}, pour (z,w) ∈ D2,
Re(1/(1 − z)) 1/2 et Re(1/(1 − w)) 1/2 et
Re
u(z,w)
|u(z,w)|2 = Re
[(
1
1 − z
)1/2
+
(
1
1 − w
)1/2]2
 1
2
.
Donc u(z,w) ∈ {z ∈ D: |1 − z| 1}.
(3). Nous avons
∂4
∂z2∂w2
u2(z,w) = 105
2
(1 − z)(1 − w)
[(1 − z)1/2 + (1 − w)1/2]8 −
45
2
(1 − z)(1 − w)
[(1 − z)1/2 + (1 − w)1/2]6
et
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D2
∣∣∣∣ ∂4∂z2∂w2 u2(z,w)
∣∣∣∣2(1 − |z|)1−α(1 − |w|)1−β dA(z) dA(w)
 c
∫
D2
1
|1 − z|2
1
|1 − w|2 (1 − |z|)
1−α(1 − |w|)1−β dA(z) dA(w) cα,β .
Le résultat découle alors du Lemme 12 avec  = min{1 − α,1 − β}. 
Preuve du Théorème 2. Soit u la fonction du Lemme 13. On pose v := u2, on a v ∈A+α,β . Soit
π :A+α,β →A+α,β/IA+α,β (f ) la surjection canonique. Le spectre de π(v) est réduit à {0}, donc
l’application
ϕ(λ) = (λ − π(v))−1
est analytique sur C \ {0}. Le Théorème 13 entraîne que
Im(v) ⊂ S := {z ∈ C \ ]−∞,0[: ∣∣z1/2 − 1∣∣ 1}.
D’aprés le Lemme 4 on a C1(δ,Aα,β)  cδ−cα,β . Donc il existe un entier N tel que pour tout
λ < 0 on a∥∥ϕ(λ)∥∥ ∥∥(λ − v)−1∥∥A+α,β  1dist(λ,S)N  c|λ|2N . (21)
Soit λ 	= 0. On pose
δ(λ) := inf{∣∣λ − v(z,w)∣∣+ ∣∣f (z,w)∣∣: (z,w) ∈ D2}.
Soit
Qλ :=
{
(z,w) ∈ D2: ∣∣v(z,w) − λ∣∣ |λ|/2}.
Nous avons∣∣λ − v(z,w)∣∣+ ∣∣f (z,w)∣∣ ∣∣λ − v(z,w)∣∣ |λ|
2
, (z,w) /∈ Qλ.
D’aprés le Lemme 13, on a
inf
{|1 − z|2, |1 − w|2} c1∣∣v(z,w)∣∣ c1|λ|/2, (z,w) ∈ Qλ,
donc, pour tout ε > 0∣∣λ − v(z,w)∣∣+ ∣∣f (z,w)∣∣ ∣∣f (z,w)∣∣ cεe−ε|λ|−1/2 , (z,w) ∈ Qλ.
Par conséquent
δ(λ) cεe−ε|λ|
−1/2
. (22)
D’après le Théorème 5, il existe h1, h2 ∈A+α,β tel que{(
λ − v(z))h1(z) + f (z)h2(z) = 1,
‖h1‖2α,β + ‖h2‖2α,β  δ(λ)−cα,β .
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α,β
= ∥∥(λ − π(v))−1∥∥
α,β
= ∥∥π(h1)∥∥α,β
 δ(λ)−cα,β/2  cεeε|λ|
−1/2
, λ 	= 0. (23)
Soit g ∈ (A+α,β/IA+α,β (f ))
∗
. On définit ϕg par
λ −→ ϕg(λ) :=
〈
ϕ(λ), g
〉
.
Le théorème classique de Phragmén–Lindelöf appliqué à la fonction ϕg nous permet de déduire,
en utilisant les inégalités (21) et (23), que ϕg est un polynôme en 1/λ de degré inférieur à 2N .
Le théorème de Banach–Steinhaus nous donne π(v)2N = 0 et v2N ∈ IA+α,β (f ). Soit maintenant
la fonction g définie par
g(z,w) = (1 − z)(1 − w)((1 − z)1/2 + (1 − w)1/2)8N, (z,w) ∈ D2.
Puisque
v2Ng(z,w) = (1 − z)4N+1(1 − w)4N+1,
(1 − z)4N+1(1 − w)4N+1 ∈ IA+α,β (f ). Pour conclure il suffit de remarquer que pour tout n
IA+α,β
(
(1 − z)n(1 − w)n)= IA+α,β ((1 − z)(1 − w))= IA+α,β (({1} × D)∪ (D × {1}))
ce qui termine la preuve. 
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