Marihuana was discriminated using cluster analysis programing in Basic. The peak areas of three compounds in marihuana separated using gas chromatography (GC) and the areas of eight mass fragment ions obtained using gas chromatograph-mass spectrometry (GC-MS) were used for the discrimination. These areas were corrected using an internal standard and normalized according to a definite rule. This normalization method gave smaller experimental errors than those found by using only an internal standard. The normalization values were used for cluster analysis. As a result, the discrimination of marihuana was performed using the minimum Euclidean distance and the result was shown with the dendrogram obtained from the cluster analysis.
Introduction
Recently in Japan, marihuana, cocaine and opium are increasingly used as drugs instead of methamphetamine. In this paper, for presumption of the purchasing pathway to marihuana , the discrimination among marihuana was investigated using cluster analysis [1, 2] and personal computer programing for the discrimination of some samples. We have already shown that cluster analysis is a powerful technique for the qualitative analysis of materials such as resins [3] , medicines [4] and fibers [5] . The advantage of this method is that there is no bias from the interpreter. The calculation is completed using a personal computer without involving the prejudice of the analyst. Using this method, the characterization of each sample could be approximately estimated.
The discrimination was completed using 43 marihuana samples that were seized at the Aichi prefecture in Japan in November 1994. These samples were measured using gas chromatography (GC) and gas chromatograph mass-spectrometry (GC-MS). The obtained data were corrected as a fixed rule. Cluster analysis was performed using the corrected values. Discrimination among marihuana can now be investigated with taking into account the results of this cluster analysis. THC and CBN in marihuana varies with elapsed time and the degree of variation is random to elapsed time. Accordingly, each content of THCV, CBD, THC and CBN to different elapsed time in marihuana was investigated using the peak areas of GC and GC-MS. It was found that the measurement results were unchanged over three months.
Preparation of filed data
The peak areas of GC and GC-MS that were effective for cluster analysis from within all components in marihuana were selected using the quantification IV. The quantification IV is the method used for selecting data that would be useful in the cluster analysis and the specific peak areas of several components are selected for the discrimination of marihuana. This time, the three peaks for GC and eight mass fragment ions in the three components for GC-MS were selected and these peak areas were read out. The selected three peaks from the GC were CBD, those of the selected peaks and fragment ions, they were hardly differentiated among marihuana and were not useful in the cluster analysis. In these selected peaks and fragment ions, THC for GC and 314 in THC for GC-MS were used as the internal standards. For GC, the areas of CBD and CBN were divided by the area of THC. For GC-MS, the area of selected fragment ions was divided by the area of 314 in THC. With combining the selected peaks and fragment ions of GC and GC-MS, respectively, 9 values were obtained from each sample. According to Table 3 , the values were then normalized to eleven blocks from 0 to 10. Because the intact values divided by the internal standard included experimental errors, this normalization method Table 5 . The cluster analysis was performed using this matrix. Table 4 Normalization method of peak area Table 5 Filed data for cluster analysis
Data input
The program of this method consists of two parts, that is, data input and calculation. The procedure is as follows. First, "S 100" as file name is read out. The number of data (selected peaks and fragment ions), discriminated samples, and sample name are questioned. The data are then fed every one sample.
If an input error occurs, it is able to be corrected after all data are fed. "1" is fed in the case of no error and "2" is the case of correcting the data. The rest is automatically calculated.
Results and discussion
Cluster analysis
The cluster analysis [1, 2] was completed using the matrix shown in Table 5 . As a result, the minimum Euclidean distance (MIED) between two samples was obtained. The
Euclidean distance was calculated as follows. The MIED indicates the similarity of samples. We judged whether the samples were the same or not using the MIED. The judgment was determined from an experiment consisting of more than five hundred samples. If the MIED was less than five, we judged these samples as the same. If it was larger than five and less than ten, these samples were similar. Further, if it was larger than ten and less than twenty, those samples might be similar. A dendrogram was prepared with the use of the MIED and is shown in Figure 3 . This presents an easily interpreted visual representation of the similarity among samples. Two samples that were connected more closely were more similar than the other. In this dendrogram, we judged that samples 16 and 17 belong to the same group. Similarly, samples 12 and 13, 19 and 20, 33 and 34 were judged to belong to the same group. Actually, these are the samples that were seized from the same suspect and the Euclidean distances are less than five. Samples 19 and 25 were seized from different suspects but these belong to the same group because the MIED between two samples is less than five. It turned out that these samples were purchased from the same seller.
Conclusion
Using the cluster analysis, several samples that were seized from one suspect formed the same group. Further, even if the different suspects purchased from the same seller, the samples belong Fig. 3 Dendrogram of cluster analysis to the same group and the relation between the suspects and sellers becomes apparent. The cluster analysis was used to compare the similarity between samples, and with the use of a personal computer, the analysis was performed quickly and more easily.
