ABSTRACT This paper addresses the dual-resource constrained flexible job shop scheduling problem (DRCFJSP) with minimizing energy consumption. It is the first to study the energy-conscious DRCFJSP with turn Off/On strategy. Different from the classical FJSP, the worker flexibility is considered in DRCFJSP. First, in order to solve this problem, we propose two mixed integer linear programming (MILP) models based on two modeling ideas, namely, idle time and idle energy. Because DRCFJSP is NP-hard, then we propose an efficient variable neighborhood search (VNS) algorithm. In the proposed VNS algorithm, eight neighborhood structures are designed to generate neighboring solutions. In addition, four energy-saving decoding approaches are specifically designed, in which two energy-saving strategies, namely, postponing strategy and turn Off/On strategy are designed. Finally, the MILP model, the energy-conscious decoding methods, and the VNS are evaluated on numerical tests, whose effectiveness is shown by the experimental results. The experimental results show that the MILP model based on idle energy performs better than the model based on idle time idea, and the greedy hybrid decoding method outperforms the other three decoding methods. Moreover, the proposed VNS with eight neighborhood structures is a very competitive algorithm for the energy-conscious DRCFJSP.
INDEX TERMS Energy-saving, flexible job shop scheduling, dual-resource, mixed integer linear programming, variable neighbourhood search.
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indices of jobs n total number of jobs I set of all jobs {1, 2, · · ·, n} j index of operations n i total number of operations of job i J i set of operation of job i, J i = {1, 2, · · ·, n i } w index of worker wn total number of workers W set of all workers, where W = {1, 2, · · ·, wn} W k set of workers including workers eligible to operate machine k k, kk indices of machines
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I. INTRODUCTION
Flexible job shop scheduling problem (FJSP) that considers the flexibility of the machines is an extension of the classical job shop scheduling problem (JSP), in which each operation can be processed on a sub-set of alternative machines [1] .
To be more specific, JSP can be briefly described as follows: there are a set of jobs to be machined on a set of machines. Each job includes a sequence of operations, and each operation can be machined by the only designated machine. With regard to FJSP, an operation can be machined by a set of eligible machines. However, in practical production, many manufacturing companies have to face the increasing wage cost and it is vital to make better use of labor force [2] . Besides, due to the complexity of the machines and the different skill levels of workers, a worker can only operate a fraction of the machine tools. In real production, skilled workers are usually limited. How to assign the limited workers to machine tools is very important. FJSP without considering worker flexibility is a NP-hard problem. FJSP with worker flexibility, referring to dual-resource constrained FJSP (DRCFJSP) in this paper, is more complicated than FJSP. Thus, solving methods for DRCFJSP are more difficult to design. However, DRCFJSP is more close to real production. Therefore, it is necessary to investigate DRCFJSP, in which a machine can be operated by a predetermined set of workers and the processing time is determined by machine and worker simultaneously. During recent years, with the increasing energy prices and requirements to reduce emissions, the manufacturing enterprises with high energy consumption are facing more and more pressure [3] . Therefore, increasing manufacturing companies and researchers are focusing on minimizing energy consumption [4] , [5] . Based on existing literatures, energy-saving scheduling can help reduce the energy consumption without adopting new equipment or techniques [6] , [7] . Therefore, it is interesting to study energy-saving scheduling problems.
In practical production, the energy efficiency of machine tool is low. According to the statistics, machine tools consume about 80% of the energy in the idle state [8] . In studies [9] - [11] , the energy efficiency of machine tools is no more than 20%. Therefore, reducing idle energy consumption will help a lot to reduce total energy consumption. For reducing idle energy consumption, researchers have proposed two idle energy-saving strategies namely Turn Off/On strategy and postponing strategy. Turn Off/On strategy was first proposed in single machine scheduling problem, and it works by switching off the machine for some time and then back on when the machine will be waiting for a long time [8] . Up to now, the strategy has been implemented to single machine scheduling problem [12] - [14] , permutation flow shop problem [15] , [16] , hybrid shop scheduling problem (HFSP) [6] , [17] , job shop problem (JSP) [18] and flexible job shop problem [1] , [19] . To the author's knowledge, postponing strategy was firstly proposed by Lin et al. [16] , who applied the strategy to reduce idle energy consumption in blocking flow shop problem (B-FSP). Simply, postponing strategy progresses by postponing jobs to reduce the unnecessary idle time of the machines [16] . Up to now, postponing strategy has been used in hybrid flow shop scheduling problem (HFSP) and proved to be an effective energy-saving strategy [7] , [17] .
Up to know, there is a little research that is focused on DRCFJSP due to its hardness [2] , [20] - [26] . The existing research is mainly focused on objectives such as makespan and machine load. To the best of our knowledge, no published research is focused on DRCFJSP with considering energy consumption. Therefore, the DRCFJSP with the objective of minimizing the total energy consumption is a new problem, and it is the fundamental novelty of our work. To solve DRCFJSP, we propose two methods namely MILP model (solved by branch-and-cut method) and variable neighborhood search (VNS) algorithm. The MILP model based on branch-and-cut method can solve small sized instances to optimality. It is very important to get optimal solutions for new problems. The optimal solutions can set as the reference standard to evaluate the approximate methods such as heuristics and meta-heuristic algorithms. However, branchand-cut method is extremely inefficient in solving relatively large-sized problem. Therefore, to solve large-sized problem, we design an effective meta-heuristic algorithm named VNS. Meta-heuristic algorithms depend heavily on decoding methods. The existing decoding methods for DRCFJSP are focused on minimizing makespan instead of minimizing energy consumption. Therefore, with regard to the objective of minimizing energy consumption, we design four energyconscious decoding methods. Because VNS depends very much on neighborhood structures. We use nine neighborhood structures to better explore the solution space, escape local optimum and obtain better solutions. In summary, comparing with previous researches, the contributions of this paper can be summarized as follows:
(1) This study is the first attempt to study the energyconscious DRCFJSP. Although Gong et al. [27] considered the worker flexibility for FJSP, which actually is FJSP with controllable processing times (FJSP-CPT). Each operation can be operated by different workers, however, the workers for different operations are independent and workers eligible for one operation cannot operate another operation [27] .
(2) We firstly formulate two MILP models based on two different modeling ideas.
(3) We propose four energy-conscious decoding methods, in which postponing strategy and Turn Off/Turn On strategy are specifically designed for DRCFJSP without postponing the makespan.
(4) We propose an effective VNS to solve the problem effectively. In VNS, eight neighborhood structures are designed to generate neighboring solutions.
The rest of the paper is organized as follows. In Section II, the review of existed researches about energy-conscious DRCFJSP is summarized. Section III formulates two MILP models based on two different modeling ideas. Section IV introduces the proposed VNS, the encoding, and the decoding among others. Section V reports the computational experiments and results discussion. Finally, in Section VI, summaries and future works are presented.
II. LITERATURE REVIEW
This section gives the literature review about the problem in this paper. We divide this section into two subsections, among which the first one describes the related studies of DRCFJSP and the second one gives the related studies about energy-conscious scheduling.
A. RELATED STUDIES OF DRCFJSP
With regard to DRC scheduling in job shop environment, ElMaraghy et al. [28] proposed a genetic algorithm (GA) for solving it. Then the above work was extended to find best staffing level and dispatching rules [29] . Lobo et al. [30] studied DRCJSP with the objective of minimizing maximum job lateness and proposed a lower bound for the objective. Gargeya an Deane [31] reviewed the research in job shops constrained by machines and workers. Xu et al. [32] focused on published papers after 1995 and up to 2009 and discussed some possible approaches to solving DRC scheduling problems. Kher [33] evaluated the scheduling policies that are used in DRC job shop environments.
With regard to DRCFJSP, Lei and Guo [2] proposed a VNS with the aim of minimizing makespan. For the same problem, Zheng and Wang [20] designed a knowledge-guided fruit fly optimization algorithm (KGFOA), in which a knowledge-guided search stage is specifically designed for guiding the searching process. Yazdani et al. [22] firstly proposed a mixed integer linear programming (MILP) model; moreover, simulated annealing (SA) algorithm and vibration damping optimization (VDO) algorithm are proposed to solve DRCFJSP. Li et al. [23] proposed a hybrid ant colony optimization (HACO) algorithm, in which SA algorithm is taken as a local search mechanism to improve the global convergence ability of the algorithm. Cao and Yang [24] proposed an immune genetic algorithm that combines immune algorithm and genetic algorithm for DRCFJSP. Zhang et al. [34] proposed a novel multi-objective hybrid particle swarm algorithm to solve DRCFJSP with minimization of makespan and cost. Similarly, Li et al. [25] proposed a double objective inherited GA so as to simultaneously minimizing makespan and cost of DRCFJSP. Gong et al. [26] proposed a multi-objective memetic algorithm to solve DRCFJSP with simultaneously minimizing the makespan, the maximum workload of machines and the total workload of all machines. Zhang et al. [21] proposed a hybrid discrete particle swarm optimization for DRCFJSP with minimizing makespan, in which an improved simulated annealing with variable neighborhoods structure is introduced to improve the local searching ability for the proposed algorithm. Most recently, Dhiflaoui et al. [35] reviewed the DRCFJSP from six criteria, namely, the used method, the machine flexibility, the worker flexibility, the optimization criteria, the implemented approaches, and the structure of the approach.
B. RELATED STUDIES ON ENERGY-CONSCIOUS SCHEDULING
When it comes to the researches about energy-conscious scheduling, Che et al. [12] firstly proposed a MILP model for single machine scheduling problem with Turn Off/On strategy based on the modeling idea of idle energy. Based on modeling idea of idle time, Zhang et al. [19] developed a MILP model for FJSP with Turn Off/On strategy. Dai et al. [6] considered Turn Off/On strategy for HFSP and solved HFSP by using an improved genetic-simulated annealing algorithm. Meng et al. [17] firstly proposed five MILP models for HFSP with Turn Off/On strategy based on model-ing ideas of idle time and idle energy. Lu et al. [15] proposed a hybrid multi-objective backtracking search algorithm for energy-efficient permutation flow shop scheduling problem with minimizing makespan and energy consumption at the same time. Moreover, Turn Off/On strategy was used for reduce idle energy consumption [15] . Wu and Sun [1] studied the FJSP with controllable processing times (FJSP-CPT) and used non-dominated sorted genetic algorithm (NSGA-II) to simultaneously minimize the makespan, the energy consumption and the numbers of turning-on/off machines. For FJSP-CPT, Yin et al. [36] proposed a multi-objective genetic algorithm based on a simplex lattice design so as to optimize the makespan, the energy consumption and the noise emission simultaneously.
In the interest of minimizing total energy cost based on time-of-use (TOU) electricity policy, Ding et al. [37] proposed a MILP model for unrelated parallel machine scheduling problem (UPMSP) based on time-interval idea, however, its efficiency is unsatisfactory. Then, Che et al. [38] developed an improved continuous-time MILP for UPMSP, which was proved to be more effective than Ding's model. Fang et al. [39] proposed a MILP model for the flow shop with the objective of simultaneously minimizing makespan, peak total power consumption and carbon footprint. Lin et al. [16] firstly studied the integration of processing parameter optimization and flow-shop scheduling and proposed a multi-objective teaching learning-based optimization algorithm so as to minimize makespan and carbon footprint simultaneously. Li et al. [7] proposed an energyaware multi-objective optimization algorithm for HFSP with considering setup energy consumptions.
To summarize, the scheduling problems have been solved mainly by two different methods such as MILP model and meta-heuristic algorithms. MILP model is an exact method and can solve small-scale problems to optimality. It is very meaningful and can explicitly describe all the characteristics of a scheduling problem [12] , [17] , [19] , [22] , [38] - [44] . However, due to the computational limitations of MILP model that the solving time increases exponentially with the increase of the problem size, it is not suitable for solving large-scale problems. The meta-heuristic algorithms have been widely used and proved to be effective for solving the scheduling problems, large-sized problems in particular [1] , [7] , [45] - [49] .
Above all, in this paper, we both proposed MILP models and a meta-heuristic algorithm named VNS. To the author's knowledge, the DRCFJSP with minimizing total energy consumption has never been studied before. DRCFJSP is closer to the production reality, therefore, this research is meaningful in both theoretical studies and practical applications.
III. MILP MODELING FOR ENERGY-CONSCIOUS DRCFJSP A. PROBLEM DEFINITION
In a DRCFJSP problem, there are a set I = {1, 2, . . . , n} of independent jobs to be machined on a set K = {1, 2, . . . , m} of machines with a set W = {1, 2, . . . , wn} of workers. Each job i includes n i operations {O i,1 , O i,2 , . . . , O i,n i } with its own processing route. Each operation O i,j can be processed by a subset K i,j ⊆ K of eligible machines. Workers have different skills to operate different machines. For each machine, it can work only with an eligible worker. Moreover, for processing an operation O i,1 , different processing time and power may be needed by diverse machines and workers. To reduce energy consumption, postponing strategy and Turn Off/On strategy are considered. Therefore, the energy-conscious DRCFJSP can be decomposed into four sub-problems: the machine selection, the worker selection, the operations sequencing and the Turn Off/On strategy decision.
The assumptions considered of DRCFJSP are given as follow:
• All jobs, machines and workers are available at time zero.
• Each machine cannot process more than one operation at a time.
• Each worker can operate at most one machine at a time.
• Preemption is not allowed, that is to say, each operation must be processed continuously and not interrupted.
• The operations of different jobs are independent and do not have precedence constraints.
• All operations require both the machine and worker.
• Worker cannot be transferred during its processing.
• All the processing data such as processing time and power is deterministic and known in advance.
• Transportation times between machines, setup times between different operations, and walking times of the workers between machines are ignored.
The goal of the problem in this paper is to minimizing total energy consumption by solving the four sub-problems given above.
B. ENERGY CONSUMPTION MODELING OF THE WORKSHOP
The total energy consumption of the workshop mainly includes three parts, namely, processing energy consumed for processing operations, idle energy consumed by the machine tools when they are in idle state, and common energy consumed by auxiliary equipments in the workshop [17] . The following sections will describe and model these three parts in detail.
1) PROCESSING ENERGY CONSUMPTION
Processing energy consumption (PE) represents for the energy consumed for processing all the operations, which can be calculated as,
Obviously, PE i,j,k,w is the product of P i,j,k,w and processing time pt i,j,k,w . Each operation O i,j can only be processed once on one machine with one worker, therefore, binary variable Z i,j,k,w is introduced in order to decide whether O i,j is processed on machine k with worker w (machine selection and worker selection).
2) IDLE ENERGY CONSUMPTION
Idle energy consumption (IE) denotes the energy consumed by the machines when they are in idle state, which can be computed as, (2) where, S k,t and F k,t represent for the starting time and finishing time of position t of machine k respectively.
If a machine will be idle for a relatively long time, it can be turned off for some time and then be switched on to save energy. The idle energy consumed by these periods are replaced by the energy consumed by turning the machine off and then turning it back on. Fig. 1 gives the power curve of a machine tool. TB k is the break-even time period of machine k, for which Turn Off/On is economically justifiable instead of running the machine idle.
In order to determine whether Turn off/ On is implemented between position t and t + 1 of machine k (Turn Off/On strategy decision),binary variable U k,t is introduced. Therefore, when the Turn off/ On is considered, IE k,t and IE can be computed as, 
3) COMMON ENERGY CONSUMPTION
The common energy consumption (CE) is energy consumed by supporting equipments of the workshop such as lighting and air conditioning among others, which is the product of common power (P 0 ) and makespan (C max ),
Above all, the total energy consumption (TE) that considers Turn off/On can be computed as below,
In the following Sections, we will formulate two MILP models based on the modeling idea of machine sequence-position proposed by Wagner [41] , who divided one machine into several sections according to time sequences. Each position is assigned to at most one operation. More specifically, Model 1 is based on the modeling idea of idle time variable, in which the idle energy is computed by the product of idle time and idle power. Model 2 is based on the modeling idea of idle energy variable, in which the idle energy is directly set as decision variable.
C. MODEL 1
Notice that the objective function (7) includes two non-linear terms namely U k,t S k,t+1 and U k,l F k,t , therefore, it is hardly non-linear and non-convex. Because there are many local optical solutions in the feasible region of the non-convex models, it is NP-hard to solve these models to optimality. To linearize function (7), two intermediate decision variables namely V k,t and VV k,t are introduced, which are equal to U k,t S k,t+1 and U k,t F k,t respectively by adding related constraints.
1) DECISION VARIABLE

Nine decision variables namely
and VV k,t are needed in the MILP model.
As can be seen from equation (8), the binary variable
Comparing equation (9) with equation (7), linear term (V k,t+1 − VV k,t )P k idle in the former has replaced non-linear
idle in the latter.
3) CONSTRAINT SETS
Constraint sets (10)-(32) are needed in Model 1. The definitions of them are given as below.
where, Constraint set (10) restricts that each operation is allocated to exactly one machine and the selected machine is operated by one eligible worker. Constraint set (11) ensures that each position of each machine executes at most one operation. Constraint set (12) states that the front of the position takes priority to process operation. To be more specific, if there are empty positions in front of a position, the operation cannot be assigned to this position, and it must be assigned to the most front position. Constraint set (13) guarantees precedence constraints between the operations of the same job. That is to say, each operation can be processed until its earlier operation of the same job has been completed. Constraint sets (14) and (15) (16) and (17) restrict the non-preemption of the operations assigned to the same machine. Constraint set (18) shows that makespan is no less than the finishing time of any job. Constraint set (19) shows that F k,t is the sum of S k,t and the processing time of the operation assigned to position t of machine k. Although Turn Off/On method is effective in reducing idle energy consumption, frequent switching off and on the machine can reduce the life of it. Therefore, Constraint set (20) is added and restricts the maximum times of Turn Off/On strategy. Constraint sets (21)- (22) altogether guarantee the constraints for Turn Off/On strategy. That is to say, if a Turn Off/On strategy is applied U k,t = 1, Constraint set (21) ensures S k,t+1 − F k,t no less than TB k ; otherwise, Constraint set (21) ensures the nonoverlap of the machine (S k,t+1 is no less than F k,t ) and Constraint set (22) shows that S k,t+1 − F k,t is no longer than TB k . Constraint sets (23)- (26) 
For Model 2, Constraint sets (10)- (18), (20), (31)- (32), and (34)- (36) are needed.
where, Constraint set (34)-(35) decide the Turn Off/On strategy, among which Constraint set (34) decides the duration of idle time period for Turn Off/On strategy and Constraint sets (35)-(36) determine the energy consumption of idle time period. To be more specific, if an idle time period of machine k is longer than the breakeven time TB k , the machine is turned off and then on to save energy, and the energy consumption of the idle time period E k,t is equal to E k turn . Otherwise, E k,t is determined by the real idle time (S k,t+1 − S k,t − i∈I j∈J i w∈W k X i,j,k,t,w ) and idle power P k idle of the machine. In Model 1, F k,t is cannot be removed. If F k,t is removed, the nonlinear objective function (7) becomes as,
In Equation (37) , there are three nonlinear terms namely
It is more complex and difficult to linearize function (37) than (7) by introducing intermediate variables. Therefore, F k,t must be kept in Model 1 so as to make Model 1 easy [17] .
IV. VARIABLE NEIGHBOURHOOD SEARCH FOR ENERGY-CONSCIOUS DRCFJSP A. VARIABLE NEIGHBORHOOD SEARCH
Variable neighborhood search (VNS) that serves as a wellknown metaheuristic algorithm was firstly proposed by Mladenovic and Hansen [50] . Up to now, it has been successfully used for solving many scheduling problems such as HFSP [51] , [52] , FJSP [53] , [54] and DRCFJSP [2] . VNS works by systematically exploring a finite set of pre-selected different neighborhood structures, which enables VNS to escape from the local optima [50] . With regard to each neighborhood structure, a local search method is used to archive the local optimal solution. By comparing these local optima, better solutions even the global optimal solutions can be archived.
For solving different problems, encoding, decoding, neighborhood structure and initiation are very important for VNS, which will be described detailedly in following sections.
B. ENCODING
Based on the characteristic of DRCFJSP, three-string coding method is used to represent for the solutions of the problem [26] . As shown in Figure 2 , the first string indicates the operation sequence (OS), the second string represents for the machine selection (MS) and the third string means the worker selection (WS). The lengths of all strings are equal to total number of operations. For OS string, each operation is shown by its job index. The left-to-right ordering of operations in OS string represents for the sequencing of the operations on the machines. For MS string, each element represents for the machine selected for the corresponding operation. For WS string, each element represents for the worker selected for the corresponding machine.
Consider the example in Fig. 2 
C. DECODING
With regard to a chromosome, different schedules will be archived by using different decoding methods. In the following sections, we will give four types of decoding methods namely semi-active decoding (SAD), active decoding (AD), greedy decoding (GD) and energy-conscious decoding.
1) SEMI-ACTIVE DECODING (SAD)
SAD strictly follows the operation sequence of the OS string, which inserts each operation in its corresponding selected machine and worker according to its priority, which is determined by its order of appearance. Each operation is inserted at the end of the selected machine and worker. The procedures of SAD are as follows:
Step 1: Convert the elements from OS string to the corresponding operation O i,j .
Step 2: Starting with the first operation, each operation O i,j is allocated to the end of its selected machine and worker w *
where, O i ,j is the last operation on its selected machine;O i ,j is the last operation on its selected worker;E * i,j is the completion time of O i,j ,which can be computed as,
Step 3: Repeat Step 2 until all the operations are scheduled.
2) ACTIVE DECODING (AD)
Different from the aforementioned decoding method SAD, AD makes the best of the common allowable idle-time intervals of machines and their corresponding workers, which may change the OS string of the solution. In AD, each operation is inserted at the first common allowable idle-time interval of its selected machine and worker respecting precedence constraints, or at the end of the selected machine and worker [2, 26] . The detailed procedures of AD can be referred to [2, 26] .
3) GREEDY DECODING (GD)
This decoding only utilizes the OS string and the machine and worker selections for each operation are decided in the decoding process with greedy selection rule. In GD, each operation selects the machine and worker that cause the minimum added total energy consumption as the final machine and worker selections. The procedures of GD are given as follows:
Step 2: Determine the set of eligible machines and workers for each operation O i,j .
Step 3 (Greedy Selection): Starting with the first operation, each operation O i,j traverses all its eligible machines and workers. Then the machine and worker with the least added energy consumption 
) (40) where,
denotes the makespan just before operation O i,j being assigned to machine k i,j and worker w k i,j ;
represents for the makespan just after operation O i,j having been assigned to machine k i,j and worker w k i,j .
Step 4: Update the MS and WS strings of operation O i,j .
Step 5: Repeat Steps 2-4 until all the operations are scheduled.
4) POSTPONING STRATEGY AND TURN OFF/ON STRATEGY
In this section, we describe the postponing strategy and Turn Off/On strategy, which can be implemented only if the starting times and completion times of all operations are decided. Therefore, the two energy-saving strategies must be implemented after decoding process has been done by using SAD, AD or GD.
With regard to B-FSP [16] and HFSP [7] , [17] , in view of the characteristics of flow shops that all the jobs pass through all machines/stages from front to back, the postponing strategy can be implemented from the last stage/machine to the first one. However, when it comes to DRCFJSP, the operations sequence of all machines are irregular and not identical, and thus any machine may be the last one to complete the machining task. Therefore, the order of machine tools is not useful information. Notice that for each chromosome, the operations sequence of all operations on machines is determined, by which the postponing strategies can be implemented. Hence, we apply the postponing strategy from the last operation to the first one according to the operations sequence. In addition, in order to avoid increasing the idle time of any machine, the last operation on each machine is fixed and cannot be postponed, which was considered in our previous research [17] and was ignored by Li et al. [7] for HFSP.
When it comes to the Turn Off/On strategy, whose maximum times are restricted by only implementing it to the relatively long idle periods of each machine. The steps of implementing postponing strategy and Turn Off/On strategy are given as below:
Step 1: Determine all the critical operations. All the critical operations and the last operation on each machine are fixed and cannot be postponed. The method deciding the critical operations be referred to [26] .
Step 2: According to the OS string, from the last operation to the first one, postpone the operation except for the operations in Step1 as late as possible to reduce the machines' idle time, which can reduce idle energy consumption with the common energy consumption, and the processing energy consumption being unchanged.
Step 3: Update the starting and completion times of all the operations.
Step 4: Calculate the lengths of all the idle periods and implement the Turn Off/On strategy at the period that is longer than the breakeven time. In addition, the idle periods of each machine are sorted in non-decreasing order so as to restrict maximum numbers of the strategy, which shall be applicable only to the top several allowable periods of a machine.
5) ENERGY-CONSCIOUS DECODING METHODS a: ENERGY-CONSCIOUS ACTIVE DECODING (ECAD)
ECAD is the combination of AD and energy-saving strategies. AD method is first used to decide the starting times and completion times of each operation, and then postponing strategy and Turn Off/On strategy are applied to reduce idle energy consumption.
b: ENERGY-CONSCIOUS GREEDY DECODING (ECGD)
ECGD is the combination of GD and energy-saving strategies. Like ECGD, GD method is first used to get the starting times and completion times of all operations, and then the two energy-saving strategies are applied.
c: GREEDY HYBRID DECODING (GHD)
GHD is the hybrid of ECAD and ECGD, which selects the best one as the final decoding method. The working procedures of this decoding method are as follows:
Step 1: Both ECAD and ECGD methods are used for each solution.
Step 2: Compare the fitness values that obtained by using the two decoding methods.
Step 3: Select the decoding method that can get better fitness as the final decoding method.
Random hybrid decoding (RHD): Like GHD, RHD is also the hybrid of ECAD and ECGD. The difference is that in RHD, ECAD and ECGD are randomly selected with the same probability for each solution.
6) EXAMPLE INSTANCE
In order to describe the different decoding methods more detailedly, we consider an instance with three jobs, two machines and two workers. For the solution shown in Figure 2 , we decode it by using all these decoding methods. Tables 1 and 2 gives the processing data of the example. The Gantt charts of the solution are shown in Fig. 3 .
In SAD, each operation is assigned to its corresponding machine and worker according to its appearance in OS string. Fig. 3(a) gives the Gantt chart archived by SAD. As can be seen from Fig. 3(a) , SAD does not utilize the common idle time interval and places operation O 2,1 at the end of Machine 1 and Worker 2, generating a final CE, IE and TE of 340,31 and 521 respectively.
In AD, operation O 2,1 is inserted at the common allowable idle time interval of Machine 1 and Worker 2, generating a final CE,WE and TE of 300, 21 and 471 respectively. Thus, it can be seen that AD can reduce the idle time of the machines VOLUME 7, 2019 and the makespan so that the total energy consumption can be reduced.
In GD, each operation selects the machine and worker with minimum added total energy consumption. The last column in Table 1 shows the added total energy consumption for each operation when it is assigned to all the resource combinations. Operation O 1,1 is the first one to be assigned and it has four selections of M1W1, M1W2, M2W1 and M2W2. As can be seen from Table 1 , the selection of M1W2 gives the least added total energy consumption of 90, comparing with M1W1 of 117, M2W1 of 150 and M2W2 of 108. Therefore, operation O 1,1 is processed on Machine 1 with Worker 2. Operation O 3,1 is the second one to be processed and is assigned to Machine2 and Worker1 with minimum added TE of 14. The same as operations O 1,1 and O 3,1 , all the other operations can be assigned to their allowable machines and workers.
D. NEIGHBORHOOD STRUCTURE
Neighborhood structure describes how a new neighbor solution would be generated by using previous solution. In this paper, eight types of neighborhood structures are designed. The first three structures namely Swap, Insert and Inversion are for improving the operation sequencing. The fourth structure named AssignM and the fifth structure named AssignW are to improve machine selection and worker selection. The sixth to eighth structures are for improving operation sequencing, machine selection and worker selection simultaneously.
1) SWAP, INSERT AND INVERSION FOR OS STRING
These three neighbourhood structures are used to change the operation sequence, remaining the machine selection and worker selection of the operations unchanged. The steps of these neighbourhood structures are given as below:
Swap: Randomly select two operations of different jobs and exchange them.
Insert: Randomly select two operations of different jobs; then, the second operation is moved just before the first operation and the operations between the two ones are moved right accordingly.
Inversion: Randomly select two different positions, and then reverse the operations between them.
2) NEIGHBOURHOOD STRUCTURES FOR MS AND WS STRINGS
Neighbourhood structure for MS string, denoted as AssignM, changes the machine and worker selections of the candidate solution and keeps the OS string unchanged, which works as below: randomly select a position of MS string and change the value of this selected position to other eligible machine. Then, randomly select an eligible worker for the machine.
Neighbourhood structure AssignW changes the WS string of the candidate solution while keeping OS and MS strings unchanged, which works by randomly selecting a position of WS string and changing it to other eligible worker for the corresponding machine.
3) NEIGHBOURHOOD STRUCTURES FOR OS, MS AND WS STRINGS
Neighbourhood structures named SwapAssignM, InsertAssignM and InversionAssignM are the combination of neighbourhood structures Swap, Insert, Inversion and AssignM, which are used for simultaneously changing the OS, MS and WS strings of the candidate solution.
SwapAssignM: SwapAssignM is a combination of Swap and AssignM. With regard to the candidate solution, Swap is firstly used to get an changed solution, and then AssignM is applied to the changed solution. The solution obtained by employing these two neighbourhood structures is regarded as the final solution.
InsertAssignM: InsertAssignM is a combination of Insert and AssignM. For each solution, Insert is firstly used to get an changed solution, and then AssignM is used to the changed solution.
InversionAssignM: InversionAssignM is a combination of Inversion and AssignM. For each solution, Inversion is firstly used to get a changed solution, and then AssignM is used to the changed solution.
E. INITIALIZATION AND STOPPING CRITERIA
VNS starts from only one initial solution, therefore, the method for generating the initial solution is very important. In this paper, we randomly generate 100 solutions and set the best one among them as the initial solution. When it comes to the stopping criteria, the maximum number of function evaluations and the maximum CPU time are used.
F. THE STEPS OF PROPOSED VNS
The detailed steps of the proposed VNS are given as below:
Step 1 (Initialization): Generate the initial solution x and define the neighborhood structures N k (x), k = 1...k max that are used in the searching process. Repeat the following Steps 2-5 until stopping criteria is met.
External loop (Steps 2-5):
Step 2: Set k = 1, and repeat the following internal loop (Steps 3-5) until k > k max .
Internal loop (Steps 3-4):
Step 3 (Shaking): Randomly generate 10 solutions from the kth neighborhood of x and the best one among them is set as x (x ∈ N k (x)).
Step 4 (Local Search): Implement a local search method with x as initial solution; the steps of local search used are given as below:
Step 4.1: Repeat the following Steps 4.2-4.4 until t > t max .
Step 4.2: Set t = 1.
Step 4.3: Generate a solution x from the kth neighborhood of x (x ∈ N k (x )).
Step 4.4: If x is better than solution x , replace x with x and set t = t + 1;otherwise, set t = t + 1.
Step 5 (Updating): If solution x is better than solution x, replace x with x and set k = 1; otherwise, set k = k + 1.
Step 6: Output the best solution. Can be seen from above, external loop and internal loop are two main parts of VNS. The external loop aims to control the stopping criteria of VNS and the internal loop is be responsible for searching the solution space of each neighborhood structure.
V. RESULTS
This section describes the computational experiments to evaluate the effectiveness and efficiency of proposed two MILP models and VNS. 20 instances that are adapted from MFJS01-10 [55] and MK01-10 [56] are used, which are extended by adding energy consumption information and worker-machine information. For simplicity, the extended instances are still called MFJS01-10 and MK01-10 [2] . In addition, the sizes of MK01-10 is larger than MFJS01-10. MFJS01-10 range from 5 jobs-6 machines-4 workers to 12 jobs-8 machines-6 workers. MK01-10 range from 10 jobs-6 machines-4 workers to 20 jobs-11 machines-8 workers. The processing power is randomly generated within [3, 20] . The idle power, the energy consumption of the Turn Off/On strategy, the breakeven time of Turn Off/On strategy and the time of Turn Off/On are randomly produced among {1,2,3},{10,30,60},{10,15,20} and {8,12,16} respectively. All the instances can be downloaded from website https://pan.baidu.com/s/1Hhq6KP-C15SN_SCR4TfdIg.
For conducting the experiments, both the proposed two MILP models run on CPLEX 12.7.1 solver. CPLEX uses the exact algorithm named branch-and-cut method to solve MILP models. The branch-and-cut method is the combination of cutting plane and branch-and-bound methods, which works by running a branch-and-bound algorithm and using cutting planes to tighten the linear programming relaxations. For MILP problems, the cutting plane method works by solving a non-integer linear program that is the linear relaxation of the given MILP. According to the theory of Linear Programming (LP), optimal solution can always be found under mild assumptions such as the linear program has an optimal solution and the feasible region does not contain a line. Then, the acquired optimal solution is tested for being an integer one. If it is not, a linear inequality is guaranteed to exist, which can separate the optimal solution from the convex hull of the true feasible set. Finding such an inequality is the separation problem, and such an inequality is a cut. A cut can be added to the relaxed linear program. Then, the current non-integer solution is no longer feasible to the relaxation. This process is repeated until an optimal integer solution is found.
Therefore, the comparisons of MILP model with other approximate methods represent for the comparisons of branch-and-cut method with corresponding approximate methods. In addition, the timelimit for all instances is set as 3600s. All the metaheuristic algorithms are coded in C++ on a desktop Dell Vostro 3900, the configurations of which are as follows: Intel Core i5 processor and 8 GB of RAM memory in Win 7 system.
A. EVALUATION OF THE MILP MODELS
This section intends to compare the two proposed MILP models, which are compared both from the size complexity and the computational complexity [17] . In terms of size complexity, MILP models are compared from three aspects namely the number of binary variables (NBVs), the number of continuous variables (NCVs), and the number of constraints (NCs). Deciding factors in descending order are NBVs, NCs and NCVs [40] . With regard to the computational complexity, MILP models are compared under the final solution, the CPU time, and the Gap value.
Gap (%) represents for the average optimality gap of the current solution, which is defined as |CS-BS|/|CS| * %. CS represents for best solution archived by the model within the timelimit, and BS denotes the current lower bound. Obviously, the smaller the Gap value, the better the solution. In addition, a solution with Gap of 0 is optimal.
As can be seen from Above all, Model 2 based on modeling idea of idle energy outperforms Model 1. This is because the MILP models are solved by Cplex solver, which is based on branch-and-cut method. With more constraints and decision variables, it is more hard to branching, finding new low bounds and cutting. Moreover, more memory is needed to save more branching nodes. Therefore, the more complex the model is, the more time and memory the MILP Model needs to get optimal solutions.
B. EVALUATION OF THE PROPOSED VNS
In this section, we evaluate the proposed VNS from three aspects namely the effectiveness of the energy-saving strategies, the differences of different decoding methods and the effectiveness of VNS compared with other existing meta-heuristics.
1) EVALUATION OF THE ENERGY-SAVING STRATEGIES
To evaluate the effectiveness of the energy-saving strategies, we randomly generate 1000 individuals for all the 20 instances. Then we calculate the results archived both by using the AD method and the ECAD method. The relative percentage increase (RPI) value over the result is set as the performance measure, which is calculated as,
where, D and DE represent for the fitness values generated by AD and ECAD methods respectively. Table 4 shows the minimum RPI (RPI_Min), average RPI (RPI_Max) and maximum RPI (RPI_Ave) of the 1000 solutions for all the 20 instances. From Table 4 , it can be seen that the energy-saving strategies are very effective in reducing the idle energy consumption.
2) EVALUATION OF DIFFERENT DECODING METHODS
This section intends to evaluate the effectiveness of the four decoding methods namely ECAD, ECGD, GHD and RHD. The proposed VNS with ECAD method is denoted as VNS A , the VNS with ECGD method is denoted as VNS G ,the VNS with GHD method is denoted as VNS H and the VNS with RHD method is denoted as VNS R .
With regard to VNS A , VNS G and VNS R , the same stopping criterion (100,000 evaluations) is used. For VNS G , neighbourhood structures AssignM and AssignM are ineffective owing to the greedy selections of machines and workers for each operation, therefore, they are not used. In addition, with regard to GHD method, both ECAD and ECGD methods are invoked once in each evaluation, therefore, stopping criterion of VNS H is set as 50,000 evaluations. For the relatively large scale instances MK01-10, each algorithm is run 20 times independently. The relative permillage deviation (RPD) is set as the performance measure, which is computed as below,
where, TE b is the fitness obtained by a given algorithm b and TE min is the minimum value among the results generated by all of the algorithms. Table 5 shows the comparative results, where MRPD and ARPD respectively denote the minimum and average of RPD in 20 runs. As seen from solution space. Although VNS G can only search part of the full solution space, ECGD is based on greedy selection of machines and their workers for minimizing total energy consumption, which is with strong possibility for archiving good solutions. VNS R and VNS H outperform VNS A and VNS G in terms of mean MRPD value. This is because RHD and GHD methods can comprehensively utilize of the advantages of both ECAD and ECGD methods. VNS H performs best in terms of the overall MRPD and ARPD values. The reason behind this can be explained that the GHD is better solution oriented and selects the best of ECAD and ECGD, however, the RHD is of strong randomicity and randomly selects ECAD or ECGD as the final decoding method.
In addition, for comparing different decoding methods, paired-t test at 95% confidence level is conducted in terms of both ARDP and MRPD, and the results are listed in Tables 6-7. As seen from Tables , all the p-values are less than 0.05. It can be concluded that the greedy hybrid decoding (GHD) are statistically better than the other three decoding methods.
3) COMPARISONS BETWEEN VNS AND OTHER ALGORITHMS
In this section, to verify the efficiency of the proposed VNS, we compare the proposed VNS with two existing algorithms namely GA [26] and VNS1 [2] . In this paper, only one parameter t max should be decided for VNS. By try and error (5, 10, 15, 20) , it was set to 10. The parameters of VNS1 are the same with those in [2] . The GA is adapted from the multi-objective memetic algorithm proposed by Gong et al. [26] , and it can be got by removing the local search from the memetic algorithm. Moreover, the GHD decoding method is used for all the algorithms. Each algorithm randomly runs 20 times for each instance with the stopping criterion (50,000 evaluations). By try and error, the population size from (50,100,200), the crossover probability from (0.7,0.8,0.9) and the mutation probability from (0.05,0.1,0.15) are set as 100,0.8 and 0.1 respectively. Table 8 gives the comparative results of these algorithms. Table 8 shows that the proposed VNS performs best among all the three algorithms in terms of MRPD and ARPD values, which can reach the best results for all instances. Moreover, the GA performs worst among these three algorithm.
As for the running efficiency, it can be seen that the proposed VNS consumes more time than VNS1. Therefore, it is necessary to compare VNS1 and VNS with the same CPU time. Because GA is the most time-consuming and performs worst, there is no need to compare GA with VNS by using the same CPU time. Set the maximum CPU time of VNS1 as that used by the VNS. The column ''VSN1 * '' gives the results of VNS1 with the same CPU time of VNS. As we can see from Table 8 , VNS still outperforms VNS1.
Although GA has good global searching ability, however, the solution space of DRCFJSP with considering worker flexibility is much more bigger than classical FJSP, and GA is easy to fall into local optimum. GA has mutation process that may help GA break away from local optimum, however, the mutation is of low probability and cannot cope the DRCFJSP well. Compared with VNS1, VNS has four more neighborhoods namely Inversion, SwapAssignM, InsertAssignM and InversionAssignM, which can help VNS make best use of more neighborhoods and have a better ability to jump out of local optimum, archiving a better final solution.
Moreover, paired-t test at 95% confidence level is conducted to compare different algorithms [57] . It can be concluded from the Tables 9-10 that the proposed VNS are statistically better than GA and VNS1.
Above all, the comparative results allow us to conclude that the proposed VNS is more effective than GA and VNS1 for solving the energy-conscious DRCFJSP. 
4) COMPARISONS BETWEEN THE MILP MODEL AND THE PROPOSED VNS
This section aims to compare the best MILP model and the VNS, and the comparative results are shown in Table 11 . Seen from Table 10 , the proposed VNS can obtain better solutions of 17 instances than MILP model in terms of both final result and CPU time. However, with regard to the relative small-scale instances such as MFJS01-02, VNS performs worse than MILP model and cannot archive the optimal solution. The results indicate that the MILP model is significative and meaningful, which can be set as the reference standard when one designs the meta-heuristic algorithms.
Figs. 4-7 shows Gantt Charts of MFJS10. Operations in red are the critical operations. Fig. 4 and Fig. 5 show the Gantt Charts without postponing strategy and Turn Off/On strategy, of which TE = 61298.3 and IE = 1353. Fig. 6 and Fig. 7 show the Gantt Charts with both the two energysaving strategies. As can be seen from Fig. 6 , with only the postponing strategy, many operations such as O 10,1 , O 1,2 are moved right, and thus IE is reduced to 1310. Then, the Turn Off/On strategy is applied and IE is reduced to 333. Postponing strategy and Turn Off/On strategy altogether reduce 1020 units idle energy consumption. In addition, Turn Off/On strategies are applied 1, 2, 3, 2 and 2 times on Machines 1, 4, 5, 6 and 8. 
VI. CONCLUSIONS
This study, to the best of our knowledge, is the first attempt to study the energy-conscious DRCFJSP. Two MILP models based on different modeling ideas and an effective VNS are proposed to minimize the total energy consumption of DRCFJSP. In addition, eight neighbourhood structures and four energy-conscious decoding methods are designed. To reduce idle energy consumption, two energy-saving strategies namely postponing strategy and Turn On/Off are specifically designed for DRCFJSP. The experimental results show the feasibility and effectiveness of the two MILP models, the energy-saving strategies, the energy-conscious decoding methods and VNS. Moreover, manufacturing companies pay strongly attention on the cost and makespan, and thus multiobjective DRCFJSP with simultaneously minimizing total energy consumption, makespan and cost is an urgent topic of our future research.
With future research, we will explore more DRCFJSPspecific characteristics and develop more effective heuristics to solve energy-conscious DRCFJSP.
