As a powerful generalization to fuzzy set, hesitant fuzzy set (HFS) was introduced, which provided multiple possible membership values to be associated with a specific instance. But HFS did not consider occurrence probability values, and to circumvent the issue, probabilistic HFS (PHFS) was introduced, which associates an occurrence probability value with each hesitant fuzzy element (HFE). Providing such a precise probability value is an open challenge and as a generalization to PHFS, interval-valued PHFS (IVPHFS) was proposed. IVPHFS provided flexibility to decision makers (DMs) by associating a range of values as an occurrence probability for each HFE. To enrich the usefulness of IVPHFS in multi-attribute group decision-making (MAGDM), in this paper, we extend the Muirhead mean (MM) operator to IVPHFS for aggregating preferences. The MM operator is a generalized operator that can effectively capture the interrelationship between multiple attributes. Some properties of the proposed operator are also discussed. Then, a new programming model is proposed for calculating the weights of attributes using DMs' partial information. Later, a systematic procedure is presented for MAGDM with the proposed operator and the practical use of the operator is demonstrated by using a renewable energy source selection problem. Finally, the strengths and weaknesses of the proposal are discussed in comparison with other methods.
Introduction
Multi-attribute group decision-making (MAGDM) is an interesting and complex day-to-day problem which involves implicit uncertainty and vagueness [1] . Hesitant fuzzy set (HFS) [2] is a powerful extension of the fuzzy set [3] that allows multiple degrees of truth to be associated with each preference information for better handling uncertainty and vagueness. Attracted by the strength of HFS, many researchers used HFS for different MAGDM applications viz., supplier selection [4, 5] , plant location selection [6] , hospital site selection [7] and pattern recognition [8] . Recently, Rodriguez et al. [9] conducted a thorough analysis of HFS and some of its variants and identified its usefulness in MAGDM.
Though HFS is powerful, it lacks the ability to consider occurrence probability for each hesitant fuzzy element (HFE). To alleviate the issue, Xu and Zhou [10] put forward the probabilistic hesitant fuzzy set (PHFS), which associates occurrence probability value for each HFE. Motivated by the power of PHFS, researchers widely explored the idea for multi-attribute decision-making (MADM) [11] [12] [13] [14] [15] [16] [17] . Though PHFS alleviates the weakness of HFS to some extent, still the elicitation of occurrence probability
1.
Elicitation of occurrence probability in a precise manner is difficult and prone to inaccuracies.
2.
Following this, aggregation of preference information with better scope to capture the interrelationship between attributes is an open challenge in the IVPHFS context.
3.
Further, calculation of weights of attributes by making reasonable use of partial information from DMs is also an open challenge. 4 .
Understanding the applicability, strengths and weaknesses of the proposed method are also substantial for effective use of the framework in uncertain situations.
Motivated by these challenges and to circumvent the same, in this paper, some key contributions are made:
1.
As a generalization to PHFS, IVPHFS [18, 19] was proposed which allows the range of occurrence probability values to be associated with each HFE. This mitigates the issue of imprecision and inaccuracy in probability elicitation and addresses challenge (1).
2.
MM operator is extended in the IVPHFS context for capturing the interrelationship between attributes in a better way. Also, DMs' preferences are aggregated in a rational manner by considering risk appetite along with the weight of each DM which addresses challenge (2).
3.
A new mathematical programming model is put forward in the IVPHFS context for calculation of weights of attributes with the help of partial information from the DMs. The idea is to use this partial information effectively for a reasonable calculation of weights.
4.
The applicability of the proposed method is validated by using a green supplier selection problem.
5.
Finally, the superiority and weakness of the proposed method are discussed in comparison with other methods.
The rest of the paper is constructed as follows. Section 2 describes some basic concepts of HFS, PHFS and IVPHFS. Section 3 presents the core idea of the research in which the proposed aggregation operator along with some desirable properties is discussed. Further, a new programming model is put forward for calculating attributes' weight values and finally, a systematic procedure is presented for MAGDM using proposed aggregation operator. In Section 4, a numerical example for green supplier selection is put forward to validate the applicability of the proposed method. In Section 5, some superiority and weakness of the proposal are discussed by comparison with other methods and finally, in Section 6, concluding remarks with future research directions are presented.
Preliminaries
Let us discuss some basics of HFS, PHFS and IVPHFS concepts. Definition 1 [2] . Consider a fixed set T and hesitant fuzzy set (HFS) H on T which is a function h that produces a subset in the interval [0, 1] . Mathematically, it is given by,
where h H (t) is the set of values in range 0 to 1.
Remark 1. For convenience, h H (t) = h(t) is called the hesitant fuzzy element (HFE) and the collection of HFEs is H.
Definition 2 [10] . Consider a fixed set T. The PHFS H p on T is given by,
where h H p (γ i , p i ) is the probabilistic hesitant fuzzy element with γ i being the membership value of t with its associated occurrence probability p i and i = 1, 2, . . . , #h H p .
Remark 2. For convenience, h H
is called the probabilistic hesitant fuzzy element (PHFE) with γ i and p i in the range 0 to 1.
Definition 3 [19] . Consider a fixed set T. The IVPHFS H IP on T is given by,
is the interval-valued probabilistic hesitant fuzzy element with γ i being the membership value of t with its associated occurrence probability value in the interval fashion as p l 
Consider an example where a DM provides his preference for ice-creams. Initially, he uses PHFS information (refer Definition 2) to rate different ice-creams viz., vanilla, strawberry and chocolate as H P = (vennila, 0.6, (0.4) , strawberry, 0.8, (0.5) , chocolate, 0.4, (0.7) ). Later, he uses IVPHFS information (refer Definition 3) to provide probability values in a more flexible manner.
. By applying the latter style for preference information, we can increase the flexibility by providing a range of values as probability values.
Definition 4 [19] . Let h 1 , h 2 and h 3 be three IVPHFEs; then some operations are given by,
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Here, Equations (4)-(7) represent addition, multiplication, scalar multiplication and power operations. Actually, these equations are algebraic Archimedean T-norm and T-conorm and the additive generators used here are g(x) = −ln(x) for T-norm T A (x, y) = xy and h(x) = −ln(1 − x) for T-conorm S A (x, y) = x + y − xy.
Property 1: Commutativity
h 1 h 2 = h 2 h 1 h 1 h 2 = h 2 h 1
Property 2: Associativity
h 1 (h 2 h 3 ) = (h 1 h 2 ) h 3 h 1 (h 2 h 3 ) = (h 1 h 2 ) h 3
Proposed Methodology

IVPHFS Based MM Operator and Its Properties
This section presents a new extension to the popular and powerful MM operator in the IVPHFS context. The MM operator [22] is a generalized operator which aggregates preferences by properly capturing the interrelationship between attributes. The operator can be used to realize other operators as mentioned above. The MM operator also considers the risk appetite values of DMs along with their relative importance (weights) in its formulation which intuitively produces a rational aggregation of preference information. Table 1 provides a review on MM operators that are proposed for different fuzzy sets. This provides an idea on the basic concept of MM operator, its practical use in MADM problems. Moreover, the challenges mentioned above are clearly supported by this tabular analysis. From Table 1 , it can be inferred that (i) preference styles either associate a single value as a probability or ignore probability, which is not reasonable for decision-making; (ii) the MM operator is popularly used for aggregating preference information by effectively capturing the interrelationship between attributes and (iii) finally, attributes' weight values are directly (not calculated) obtained from the DMs which causes inaccuracies in the decision-making process.
Motivated by the power of MM operator and IVPHFS concept, in this paper, we extend the MM operator to IVPHFS and the definition and properties are given below: Definition 5. The aggregation of IVPHFEs using IVPHFMM (interval-valued probabilistic hesitant fuzzy Muirhead mean) operator is a mapping from T k → T for k = 1, 2, . . . , nd which is given by,
where λ 1 , λ 2 , . . . , λ k is risk appetite values of each DM from the set {1, 2, . . . , nd}, nd is the total number of DMs, w k is the weight of the k th DM.
It must be noted that Equation (8) provides the MM operator in the IVPHFS context. The operator aggregates the membership values, followed by the probability values (in the interval fashion). That is, the lower limit of the probability value is aggregated and then the upper limit of the probability value is aggregated. The square bracket represents the interval values that we obtain upon aggregation of probability values. Further, we present a theorem below to show that aggregation of different IVPHFEs by using IVPHFMM operator produces an IVPHFE.
Remark 3.
The MM operator is initially proposed in Reference [22] and it is given by
where nd is the number of DMs and λ j is the risk appetite values for j = 1, 2, . . . , nd. Risk appetite is defined by ISO 31000 as the amount of risk pursued, retained or taken by an organization. In this case, it is the risk pursued, retained or taken by a DM. The possible values are from the set {1, 2, . . . , nd}. The higher the value of λ indicates a higher risk appetite value for the DM.
Property 1: Idempotent
If IVPHFEs
Proof. From Equation (8),
By doing the same to DMs' weight values, we obtain,
Property 2: Commutativity
Similarly, h i is defined as above. Now score and deviation measure is adopted from Reference [19] for IVPHFEs. Since
Property 4: Bounded For any IVPHFE
is calculated and the IVPHFE that correspond to minimum and maximum value is considered as h − and h + respectively.
Proof. Based on the monotonic and idempotent property of IVPHFMM operator, we can easily conclude that
Theorem 1. The aggregation of IVPHFEs by IVPHFMM operator produces an IVPHFE.
Proof. To prove the above theorem, we must show that the aggregated value obeys Definition 3. Now, from Property 4, it is clear that the aggregated value is bounded within the different IVPHFEs taken for aggregation. By extending the idea further, we get 0 ≤
By combining these two
Hence, aggregation of IVPHFEs yields an IVPHFE.
Weight Calculation for Attributes Using the Proposed Programming Model
This section put forwards a new mathematical programming model in the IVPHFS context for calculating the weights of attributes. There are mainly two types of weight calculation methods. In the first type, weight values are calculated with completely unknown information and some popular examples are analytical hierarchy process (AHP) [33] , entropy measure [34] and so forth. In the second type, weight values are calculated with partially known information and this type of weight calculation gives DMs a chance to express their personal preference on each attribute which is considered during the weight calculation process. Whenever partial information is known for each attribute, the effective idea is to use the information for rational calculation of weights.
Motivated by the ability of the second type of weight calculation, in this paper, a new programming model is put forward in the IVPHFS context. The key advantages of the proposed model are (i) it uses the partial information from the DMs in a rational manner in its formulation; (ii) provides flexibility to the DMs to share their personal preferences on each attribute in the form of constraints; (iii) the nature of the attribute (benefit or cost) is also taken into consideration during formulation and (iv) the ideal solution for each attribute is considered for rational calculation of weight values which resemble closely to the human cognition process.
The systematic procedure for attribute weight calculation is presented below:
Step 1: Construct an evaluation matrix of order 3 × 4 with IVPHFS information. The order of the matrix is DMs by attributes.
Step 2: Calculate the positive ideal solution (PIS) and negative ideal solution (NIS) for each attribute using Equations 9 and 10. The distance measure is calculated using Equation (11) .
where a and b are any two IVPHFEs.
Proposed MAGDM Method for Prioritization of Objects
This section develops a ranking procedure for prioritizing objects based on the operational laws and newly proposed IVPHFMM operator. The procedure is presented below:
Step 1: Begin.
Step 2: Construct k decision matrices of order m × n where m is the number of objects and n is the number of attributes.
Step 3: Aggregate these matrices into a single matrix of order m × n by using newly proposed IVPHFMM operator (see Section 3.1).
Step 4: Multiply the weight of each attribute with the respective IVPHFE and use Equation (4) attribute-wise to calculate the net value for each object. The resultant value is also an IVPHFE.
Step 5: Prioritize the objects by adopting transformation method given in Equation (12) .
where l is the index for the object. Arrange h single l in the descending order of values to obtain ranking order.
Step 6: End.
Before demonstrating the practical use of the proposed framework, Figure 1 is presented to obtain a clear view of the implementation process of the proposed framework. Initially, DMs' preference information is obtained as IVPHFEs for each object over a specific attribute. These matrices are aggregated using newly proposed IVPHFMM operator (refer Section 3.1) which extends the MM operator in the IVPHFS context. An evaluation matrix is obtained from the DMs for attribute weight calculation. Mathematical programming model (refer to Section 3.2) is proposed for calculating the weights of the attributes with the help of partially known information. Finally, a new systematic procedure (refer to Section 3.3) is developed for prioritizing objects which uses the aggregated matrix and weight vector as input for implementation. 
Numerical Example: Renewable Energy Source Selection from the Indian Perspective
This section demonstrates the practicality of the proposed method by solving renewable energy source selection problem from an Indian perspective which is adapted from Reference [35] . India has a great appetite for energy owing to its high technological advancement and opportunities. Around 85,000 MW of energy demand is potentially satisfied with the help of 
This section demonstrates the practicality of the proposed method by solving renewable energy source selection problem from an Indian perspective which is adapted from Reference [35] . India has a great appetite for energy owing to its high technological advancement and opportunities. Around 85,000 MW of energy demand is potentially satisfied with the help of biomass, small hydro, solar and wind energy. Recently, Mardani et al. [36] conducted a thorough survey of energy source selection using MADM methods and projected the key importance of MADM methods for energy selection. Luthra et al. [37] conducted a deep investigation of barriers to energy sources in India and suggested ideas for the mitigation of challenges from the Indian perspective. In a recent study performed by the Economic Times on energy demand and supply, they predicted that by 2040: (i) there will be a 30% increase in energy which crosses the conventional energy charts and forces an urgent need for renewable energy sources; (ii) also by 2040, India will reach 49% renewable energy usage.
Motivated by the investigation, in this paper, we formulate the renewable source selection problem as an MADM problem and present a systematic procedure for the suitable selection of renewable energy sources.
Step 1: Construct a panel of three DMs viz., technical personnel e 1 , member of the ministry of energy and natural resource e 2 and senior financial personnel e 3 . Make an initial list of renewable energy sources and attributes. By systematic pre-screening, the panel finalizes four renewable energy sources and four attributes. These are adapted from Reference [35] and the panel decides to use IVPHFS information for rating energy sources against the attribute.
Step 2: Form three matrices of order 4 × 4 where the rows represent the energy sources and columns represent the attributes. Four renewable energy sources considered are geothermal a 1 , solar a 2 , tidal a 3 and hydro a 4 which are evaluated over four attributes viz., technical aspects c 1 , social aspects c 2 , financial aspects c 3 and environmental aspects c 4 IVPHFS information (refer Definition 3) is used for rating energy sources and it is depicted in Table 2 . Table 2 presents the preference information by different DMs over renewable energy sources based on a set of attributes. IVPHFS based preference information is adopted.
Step 3: Aggregate the IVPHFEs from Table 2 by using IVPHFMM operator (see Section 3.1 for details).
There are three risk appetite values used viz., λ 1 , λ 2 and λ 3 which are given by 2, 2 and 1. The weight of each DM is given by 0.3, 0.4 and 0.3. The preference information from Table 2 is aggregated using IVPHFMM operator and it is shown in Table 3 . Clearly, from Table 3 , we can observe that the aggregated value is also an IVPHFE (refer Definition 3).
Step 4: Calculate the weights of the attributes by using the procedure given in Section 3.2. Table 4 shows an evaluation matrix with IVPHFS information which is used to calculate the PIS and NIS values for each attribute (see Table 4 ).
By using Tables 4 and 5 Step 5: Prioritize the energy sources by using the procedure given in Section 3. Step 6: End.
Comparative Analysis of Proposed Decision Framework
This section put forwards a comparative study of the proposed aggregation operator with other operators in the IVPHFS context. In order to maintain the homogeneity of the comparison process, we analyse the proposed method with aggregation operators from References [18] and [19] which uses IVPHFEs as preference information. 19) 3,1,1 to (27) 3,3,3 ).
Step 7: End.
This section put forwards a comparative study of the proposed aggregation operator with other operators in the IVPHFS context. In order to maintain the homogeneity of the comparison process, we analyse the proposed method with aggregation operators from References [18] and [19] which uses IVPHFEs as preference information. Table 6 depicts the ranking order from different methods and we can see that the proposed method produces a unique ranking order compared to its counterpart. This is mainly due to the ability of the proposed aggregation operator to capture the interrelationship between multiple attributes. The consistency of the proposed method is realized by calculating the Spearman correlation coefficient [38] for each method. Figure 5 depicts the correlation plot for each method and we can infer that the proposed method is highly consistent with other state-of-the-art methods. [32] .
Some strengths of the proposed method are listed below:
1.
The proposed aggregation operator uses the generalized data structure viz., IVPHFS as preference information. The interval number is associated as an occurrence probability value for each HFE.
2.
The extension of MM operator to IVPHFS context provides DMs with the ability to capture interrelationship between multiple attributes. This property resembles closely with the real-life decision-making problem.
3.
The proposed operator not only obtains weights of DMs but also considers the risk appetite of each DM.
4.
The proposed operator has parameters that are easily customizable for realizing different effects on prioritization of objects.
5.
The proposed operator can also realize certain operators as special cases which provide a generalized context for aggregation of preferences that helps DMs is effective management of uncertainty and vagueness. 6.
The attributes' weight values are calculated in a rational manner by considering the partial information from each DM.
Some weaknesses of the proposed method are:
It is difficult to fix the parameter value for different MAGDM application without a trial and error process.
2.
DMs need some training with the data structure for proper elicitation of preferences. Table 6 depicts the ranking order from different methods and we can see that the proposed method produces a unique ranking order compared to its counterpart. This is mainly due to the ability of the proposed aggregation operator to capture the interrelationship between multiple attributes. The consistency of the proposed method is realized by calculating the Spearman correlation coefficient [38] for each method. Figure 5 depicts the correlation plot for each method and we can infer that the proposed method is highly consistent with other state-of-the-art methods. Table 7 depicts the characteristics analysis of different methods. The characteristics are adapted from the work of Liu and Teng [32] . 
Conclusions
This paper presents a new extension to MM operator in the IVPHFS context. Some interesting properties and theorems are also discussed for arriving better theoretical perspective in the field of aggregation and information fusion. The weights of the attributes are also calculated using newly proposed mathematical programming model which uses the DMs' partial information effectively. The data structure used for preference elicitation is a generalization of PHFS concept that mitigates the problem of assigning a precise occurrence probability to each HFE by allowing interval values as occurrence probability for each HFE. The MM operator has the ability to capture interrelationship between multiple attributes and provides a generalized focus on the aggregation of preferences. The customizable parameter in MM operator allows DMs to clearly understand the effect of risk appetite value on the prioritization order. The idea of extending the MM operator to IVPHFS context and the proposing of a new programming model for attribute weight calculation enriches the data structure for better MAGDM. Some desirable properties of the proposed IVPHFMM operator have analyzed for better understanding the operator and applying the same for MAGDM. From the sensitivity analysis of risk appetite values, we can infer that as values increase, the rank values also increase for each renewable energy source, thus allowing rational prioritization of renewable energy sources. Also, sensitivity analysis is carried out for attribute weight values and they infer that the prioritization order is unchanged and the proposed prioritization procedure is stable even after adequate changes are made to the attributes' weights.
As a part of the future direction, plans are made to extend different generalized operators in the IVPHFS context with a discussion on different Archimedean T-norms and T-conorms. Further, plans are made to propose a new decision framework in the IVPHFS context for better MAGDM and large scale group decision-making.
