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AN ELEMENTARY PROOF THAT THE FIRST HITTING TIME
OF AN Fσ SET BY A JUMP PROCESS IS A STOPPING TIME
ALEXANDER SOKOL
Abstract. We give a short and elementary proof that the first hitting time
of a Fσ set by the jump process of a ca`dla`g adapted process is a stopping
time.
1. Introduction
For a stochastic process X and a subset B of the real numbers, the mapping T
defined by T = inf{t ≥ 0|Xt ∈ B} is called the first hitting time of B by X . In [3],
a short and elementary proof was given that the first hitting time of an open set by
the jump process of a ca`dla`g adapted process is a stopping time. A similar result
is proved by elementary means in [1], Proposition 1.3.14, where it is shown that
the first hitting time of [c,∞) for c > 0 by the jump process of a ca`dla`g adapted
process is a stopping time. Using methods similar to both [1] and [3], we prove in
this note that the hitting time of an Fσ set, meaning a countable union of closed
sets, by the jump process of a ca`dla`g adapted process is a stopping time. As open
sets are Fσ sets, this result covers both the case of hitting an open and a closed
set.
2. Main result
We assume given a filtered probability space (Ω,F , (Ft), P ) such that the filtration
(Ft)t≥0 is right-continuous in the sense that Ft = ∩s>tFs for all t ≥ 0. Also, we
use the convention that X0− = X0, so that there is no jump at the timepoint zero.
Theorem 2.1. Let X be a ca`dla`g adapted process, and let U be an Fσ set in R.
Define T = inf{t ≥ 0|∆Xt ∈ U}. Then T is a stopping time.
By the ca`dla`g property of X , ∆X is zero everywhere except for on a countable
set. Therefore, T is identically zero if U contains zero, and so it is immediate
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that T is a stopping time in this case. We conclude that it suffices to prove the
result in the case where U does not contain zero. Therefore, assume that U is
an Fσ set not containing zero. By right-continuity of the filtration, it suffices to
show (T < t) ∈ Ft for t > 0, see Theorem I.1 of [2]. Fix t > 0. Assume that
U = ∪∞n=1Fn, where Fn is closed. As X0 −X0− = 0 and U does not contain zero,
we have
(T < t) = (∃ s ∈ (0, t) : Xs −Xs− ∈ U)
= ∪s∈(0,t) ∪
∞
n=1 (Xs −Xs− ∈ Fn)
= ∪∞n=1 ∪s∈(0,t) (Xs −Xs− ∈ Fn)
= ∪∞n=1(∃ s ∈ (0, t) : Xs −Xs− ∈ Fn).(2.1)
Thus, it suffices to show that (∃ s ∈ (0, t) : Xs −Xs− ∈ F ) ∈ Ft for all closed F .
Assume given such a closed set F . We claim that
(∃ s ∈ (0, t) : Xs −Xs− ∈ F ) = ∩
∞
n=1 ∪(p,q)∈Θn (Xq −Xp ∈ Fn) ,(2.2)
where Fn = {x ∈ R | ∃ y ∈ F : |x− y| ≤ 1/n} and Θn is the subset of Q
2 defined
by Θn = {(p, q) ∈ Q
2|0 < p < q < t, |p− q| ≤ 1/n}.
To prove this, we first consider the inclusion towards the right. Assume that there
is 0 < s < t such that Xs −Xs− ∈ F . Fix n ≥ 1. By the path properties of X ,
we obtain that for p, q ∈ R with 0 < p < s < q < t and p and q close enough to s,
|Xq−Xs| ≤ 1/2n and |Xp−Xs−| ≤ 1/2n, yielding |(Xq−Xp)−(Xs−Xs−)| ≤ 1/n
and thus Xq − Xp ∈ Fn. By picking p and q in Q close enough to s, we obtain
(p, q) ∈ Θn as well. This proves the inclusion towards the right.
Next, consider the inclusion towards the left. Assume that for all n ≥ 1, there is
(pn, qn) ∈ Θn such that Xqn −Xpn ∈ Fn. We then also have limn |pn − qn| = 0.
By taking two consecutive subsequences and relabeling, we may assume that in
addition to having limn |pn − qn| = 0 and 0 < pn < qn < t, both pn and qn are
monotone. As (Fn) is decreasing, we then also obtain Xqn − Xpn ∈ Fn for all
n ≥ 1. As pn and qn are bounded and monotone, they are convergent, and as
limn |qn − pn| = 0, it follows that the limit s is the same for both qn and pn.
We wish to argue that 0 < s < t, that Xs− = limnXpn and that Xs = limnXqn .
First note that as both (pn) and (qn) are monotone, the limits limnXpn and
limnXqn exist and are either equal to Xs or Xs−. As Xqn −Xpn ∈ Fn, we obtain
lim
n
Xqn − lim
n
Xpn = lim
n
Xqn −Xpn ∈ ∩
∞
n=1Fn = F,
where the final equality follows as F is closed. As F does not contain zero, we
conclude limnXqn − limnXpn 6= 0. From this, we immediately obtain 0 < s < t,
as if s = 0, we would obtain that both limnXqn and limnXpn were equal to
Xs, and if s = t, both limnXqn and limnXpn would be equal to Xs−, in both
cases yielding a contradiction. Also, we cannot have that both limits are Xs
or that both limits are Xs−, and so only two cases are possible, namely that
Xs = limnXqn and Xs− = limnXpn or that Xs = limnXpn and Xs− = limnXqn .
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We wish to argue that the former holds. If Xs = Xs−, this is trivially the case.
Assume that Xs 6= Xs− and that Xs = limnXpn and Xs− = limnXqn . If qn ≥ s
eventually or pn < s eventually, we obtain Xs = Xs−, a contradiction. Therefore,
qn < s infinitely often and pn ≥ s infinitely often. By monotonicity, qn < s and
pn ≥ s eventually, a contradiction with pn < qn. We conclude Xs = limnXqn and
Xs− = limnXpn , as desired.
From this, we conclude Xs − Xs− = limnXqn − limnXpn ∈ F . This proves the
existence of s ∈ (0, t) such that Xs−Xs− ∈ F , and so proves the inclusion towards
the right.
We have now shown (2.2). Now, as Xs is Ft measurable for all 0 ≤ s ≤ t, the
set ∩∞n=1 ∪(p,q)∈Θn (Xq − Xp ∈ Fn) is Ft measurable as well. We conclude that
(T < t) ∈ Ft and so T is a stopping time.
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