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BY 
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(Communicated by Prof. J. POPKEN at the meeting of March 29, 1958) 
1. In my thesis [6] 1) and in some later publications [7] 2), I have 
given a theory of orthogonal polynomials based on the study of the 
Pade table for a formal power-series. 
In particular I have shown that the classical orthogonal polynomials 
can be derived essentially from the ppwer-series 
F . . _ a a(a+I) 2 
2 1 (a,1,c,x)-1+ 0x+ c(c+l) x + .... 
In this paper we consider the power-series 
(1.1) 
where J.(x) denotes the series for the Bessel function of real order v. 
We first prove that the Pade table for this series is normal. The complete 
Pade table for this series is not known explicitly, but yet we can deduce 
a large set of Pade fractions and this enables us to write down immediately 
some orthogonal systems of polynomials connected with (I. 1), in explicit 
form. 
The polynomials we obtain in this way are closely related to the well-
known Lommel polynomials, 
R F(v+n) (x)-n F ( 1 -n+l. l . 2) 3) n •• (x)= F(v) 2 2 3 - 2n,--2-, v, -n, -v-n, -x . 
For example we show that the polynomials C .. (x, v) (n=O, 1, 2, ... ) 
given by 
0, (x, v) = 4 (v+ l) 22,::(~t~;~: 3 ) R2n+I.•+2 (x-•)= 
=X" 2F 3(-n, -!-n;v+2, -2n-1, -v-2n-2; -x-1), 
form an orthogonal system. 
1) Numbers in brackets refer to the references· at the end of the paper. 
2) Compare also VAN DER SLUIS [8], who applies the same method to a more 
general class of orthogonal polynomials. 
3 ) See WATSON [10], p. 294 ff.; ERDELYI [2], p. 35. 
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We determine the recurrence relations, weight functions and orthogon-
ality relations. 
The starting point for this paper was a paper published by DICKINSON 
[1]. He tr:eated the polynomials hn .• (x) given by 
h )-R _1 ) _ F(v+n) )n F ( l -n+1. . _ 2) n •• (x - n,v (x - F(v) (2x 2 3 -2n,-2- ,v, -n,1-v-n, -X . 
This system belongs to the set of systems we will derive from the 
Pade table mentioned above. We will assume v real and > -1 throughout 
this paper. 
2. One has the following power-series expansion for the quotient of 
two Bessel functions, 
Jv+l(x) - 3 5 I I 
2J.(x) -80 .• x+81 .• x +82 .• x + ... , x < y. 
where y. denotes the smallest positive zero of J.(x). (Compare for instance 
ERDELYI [2], vol. II, p. 61; WATSON [10], p. 502). 
Explicit expressions for the coefficients 8n,. are known only for a few 
values of n 4). We computed the coefficients 8n.• for n=O, 1, ... , 7. 
1 
80
··= 4(v+1)' 
1 
81 .• = 24(v+1)2(v+2), 
2 
82.v= 26(v+1) 3 (v+2) (v+3)' 
5v+ll 
8a •• = 2B(v+1)4(v+2) 2(v+3) (v+4)' 
14v+38 
84.•= 210 (v + 1)5 (v+2)2 (v +3) (v+4) (v +5)' 
42vB +362v2 + 1 026v + 946 
85.v= 212(v+I)6(v+2)B(v+3) (v+4)(v+5) (v+6)' 
132v3 +1316v2 +4324v +4580 
8 6.• = 214(v + 1)7 (v +2)3 (v +3)2 (v +4) (v+5) (v +6) (v +7)' 
429v5 +7640v4 +537 52 v3 + 185430v2 +311387 v +202738 
87.•= 216(v+I)B(v+2) 4(v+3) 2 (v+4) 2 (v+5)(v+6)(v+7) (v+8) · 
The last coefficient, 8 7 •• , is also given by WATSON [10], p. 502. 
We now consider 
Jv+l(xi) _ 2 
2xtJ.(xt) -8o.v+81 .• x+82,vX + ... , 
as a formal power-series in x and study the Pade table for this series. 
An extensive treatment of the Pade table for an arbitrary formal power-
4) Determinant expressions for the coefficients sn.• (n = 0, 1, 2, ... ) were given 
by KAPTEYN [3]. 
Ms 
series is given by PERRON [5] and WALL [9]. For the convenience of the 
reader we mention here some definitions and results concerning the 
Pade table for a formal power-series. 
Let O(x)=c0+sx+c~2 + ... , (c0 *0), denote a formal power-series in x. 
U ,u.(x)JV",(x) is said to be a Pade fraction for O(x) if U",(x) and V ,u.(x) 
are polynomials in x, respectively of degree A and p, at most, such that 
O(x) V ,u.(x)- U ,u.(x) =0(x"+"+1), where O(xA+"+l) is a formal power-series in 
x 'in which the coefficients of x0, xl, ... , x"+" are all equal to zero. 
We put the fraction U";.(x)JV",(x) in its irreducible form P",(x)/Q,u.(x) 
and normalize such that Q,u.(O) = 1, P"" =C0. Then the fraction P p),(x)JQ",(x) 
is unique. The fraction P",(x)JQ,u.(x) is put into the square (p,, A) of a 
table of double entry, the so-called Pade table for O(x). P ""(x)JQ""(x) is 
called the reduced Pade fraction. 
The square (p,, A) and the fraction PP,(x)JQ",(x) belonging to it are 
called normal if P ,u.(x) and Q,u.(x) are exactly of degree A and p, respectively 
and the power-series O(x)Q""(x) -P p),(x) begins exactly with L""xP+J.H 
(L"" * 0). 
If all squares in the table are normal, then the table as well as the 
series c0 + sx + c~2 + . . . are called normal. The sequence c0, s, c2, • • • is 
called a normal sequence (see PERRON [5], p. 243). We now prove 
Theorem 2.1. The Pade table for the series 
(2.1) 
is normal. 
Proof. Let y1,v, y2,, y3,.; ... denote the positive zeros of J.(x) arranged 
as an increasing sequence then we have (ERDELYI [2], p. 60-61) 
(2.2) 00 S = ~ (y- 2)n+l fi.,P k m~" 
m~l 
From (2, 2) we see that the moment prblem for the sequence s,.,r 
(n=O, 1, 2, ... ) e.g. 
(2.3) b s,.,. = f x" d1p(x), 
0 
(n=O, 1, 2, ... ) 
has a non-decreasing solution 1p(x); for if we write 
00 
- ~( -2)" -2 s,.,v- ""- Ym.• Ym.•• 
fll=l 
(n=O, 1, 2 .... ) 
it is obvious that the weight function 1p(x) is a step-function with a jump 
of y;,~ at the infinitely many points of increase y;,~. Hence the moment 
problem (2, 3) has a .solution in the interval (0, YL;). The sequence 
s,. .• (n=O, 1, 2, ... ) is a Stieltjes sequence, so s0 •• , s1 •• , s2 •• , ... as well as 
s1 •• , s2,v, s3 •• , .. • are positive definite sequences (compare for instance 
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WIDDER [11], p. 138). From this it follows that all sequences 8k.•• 8k+l.v• 
8k+2.•• .•. are positive definite 5), but then all determinants 
8k,v 8k+l.• 
8k+l.• 8k+2.• (k,n=O, 1,2, ... );v> -1 
are greater than zero. This implies that all Pade fractions P'",_(x)jQ'",_(x) 
with /h;;;,;.. are normal (see PERRON [5], p. 243). The fractions just 
mentioned are in the "upper" triangle of the table. 
To prove the normality of the fractions of the "lower" triangle of the 
table we start with the recurrence relation 
J.- 1 (x) +J.+l (x) = 2 vx- 1 J. (x), 
from which it follows 
J.+2(xi) 2xiJ.(xl) 
4x 2 tJ {t)+J (i)=4(v+1). X v+l X v+l X 
If we put 
2xtJ.(xt) _ 2 
J ( ') -G0 .+G1 .x+G2 .x + ... , •+1 x• . . . 
we find 
(2.4) l Go v =-; Gn+l v= -48n v+l• 
. so.. . . 
(n=O, 1, 2, ... ). 
Now we know that the sequence 8o.•+I• s1.•+1• 8 2.•+1• ... as well as 81,•+1· 
82.•+1• 83.•+1• ... is positive definite, so the same holds for the sequence 
-G1,., -G2 .• , -G3,., ... as well as -G2 .• , -G3 .• , -G4 .• , ... , so all determinants 
Gk,v Gk+l,v 
Gk+l.• Gk+2,v 
(k= 1, 2, ... ; n=O, 1, ... ) 
differ from zero (in fact if n takes the values 0, 1, 2, ... , the determinants 
are alternatively negative and positive) and from this it follows (see 
5 ) . Let p0, p1, p 2, .•• denote a positive definite sequence, then the associated 
n n 
quadratic forms {l) I I Pi+ixixi are all positive definite. 
i~O i~O 
Now consider the sequence p 2, p 3, p4, ... and the associated quadratic forms (2) 
n-1 n-l 
I I Pi+i+2xi+Ixi+l' Suppose there was a set of x's not all equal to zero, viz. 
i~O i~O 
(x1, x2, ... , xn) such that (2) was non-positive, then a similar set {0, x1 , x2, ... , xn) 
would make (l) non-positive, this is false. The aseertion now follows by finite 
induction. 
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PERRON [5], p. 243) that all Pade fractions P;;.(x)fQ;;.(x) with A.;;?;,u+ 1 
belonging to the formal power-series a0 •• + a1 •• x + a2 •• x2 + .. . are normal. 
Clearly, if P:;.(x)fQ:;.(x) belongs to the square (,u, A.) of the Pade table 
for a0,.+a1 •• x+a2 •• x 2 + ... then Q:,_(x)fP:,_(x) apart from a constant factor 
is the Pade fraction for the square (A., ,u) in the Pade table for 
But then we have proved the normality of the fractions belonging to the 
"lower triangle". This completes the proof of Theorem 2.1. 
3. We shall now give explicit expressions for some sets of Pade 
fractions. 
Theorem 3.1. For the Pade fraction Pnn(x)fQnn(x), (n=O, 1, 2, ... ) 
belonging to the square (n, n) of the Pade table for J.+I(x")f2xV.(x") holds: 
Pnn(X)= 4-1(v+ 1)-\F3( -n, !-n; v+ 2, - 2n; -v- 2n-1; -x), 
Qnn(x)= 2F 3(-n, -t-n;v+l, -2n-1; -v-2n-1;-x). 
For the coefficient Lnn of x2"+1 in 
holds 
I 
Lnn = 24n+4 (v+I)2 (v+2) 2 ... (v+2n+2)' 
Theorem 3.2. ForthePadefractionPn+I.n(x)fQn+I.n(x) (n=O, 1,2, ... ) 
belonging to the square (n+ I, n) of the Pade table for J.+I(x")/2xV.(x1) holds: 
Pn+I.n(x)=4-1(v+ l)-12F 3( -n, -!-n; v+2, -2n-1, -v-2n-2; -x), 
2F 3(-n-l, -!-n;v+l, -2n-2, -v-2n-2; -x). 
For the coefficient Ln+I.n of x2"+2 in 
holds 
J.+l(xl) Q ( ) p ( )-L 2n+2+0( 2n+3) 2x>J.(xi) n+l,n X - n+l,n X - n+I.nX X , 
I 
Ln+l,n = 24n+6 (v+I)2(v+2) 2 ... (v+2n+2)2 (v+2n+3) • 
The proofs of these two theorems are similar, we shall only give the 
proof of Theorem 3.2. 
From the recurrence relation 
Jv-1 (x) +Jv+I (x) = 2vx-1 J.(x), 
we find by repeated application (see WATSON [12], p. 294), 
J•+n (x) =J.(x) Rn,v(x) -J._1 (x) Rn-I,v+dx). 
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We have 
R ( ) - F(P+n) 2" -n F ( ~ ~ ~ . I . 2) n.• x - . F(P) x 2 3 - 2n, y-yn, v, -n, -v-n, - x 
From this it follows 
(3. I) xnHJv+2n+S (xi) - Jv+l(xi) 2 n+l R ( i) n+i R ( i) J 9 (xl) - 2xiJ9 (xl) X 2n+2,•+1 X -X 2n+1,•+2 X , 
where 2x"+1R 211+Z.•+l(x1) is a polynomial of degree n+ I in x, while 
af'HR211+1.•+2(x1) is a polynomial of degree n in x. Furthermore we have 
xnHJ•+2n+S (xi) =0( 2n+2) 
J.(xi) x · 
From this it follows that 2x"+1R2n+Z.•+l(x1) and af'HR211+1.•+2(xl) respec-
tively are the denominator Vn+l,n(x) and numerator Un+l,n(x) of the Pade 
fraction Un+l,n(x)JV n+l.n(x) belonging to the square (n+ I, n). To normalize 
this fraction and thus to find the reduced Pade fraction P~+1 ... (x)JQn+l,n(x) 
belonging to the square (n+ I, n), we multiply both members in (3.I) 
by the constant factor 2-zn-a F(v+ I)JF(v+ 2n+ 3) 6). 
This gives us l xnHF('JI+l) Jv+2n+S(xl)- J.+l(xl) F('JI+l)xn+l R l 22n+BF(P+2n+3) · J.(xl) - 2xlJ.(xl) · 22n+2F(P+2n+3) 2n+2,•+1(x )-(3.2) F( +I) . 
- 'II xn+l R ( ') 22n+SF('J1+2n+3) 2n+1.•+2 X • 
Hence we find 
P _ F(P+l)xnH R ')-
n+l ... (x)- 22n+SF('11+2n+3) 2n+1,v+2(x -
=4-1 (v+ 1)-1 2F 3 ( -n, -f-n; v+2, -2n-I, -v-;-2n-2; -x) 
Q _ F(P+l)xn+l R ( i)-
n+l,n(x)- 22n+2F('11+2n+3) 2n+2,v+l X -
= 2F 3 ( -n-I, -f-n; v+I, -2n-2,-v-2n-2; -x) 
For Ln+l.n we find from the left-hand member of (3.2) 
F(P+l) 2• F(P+l) 1 
22n+BF(P+2n+3) · 2•+2n+SF(P+2n+4) 24n+6('11+1)2 ('J1+2) 2 ... ('11+2n+2) 2 ('J1+2n+3)' 
This completes the proof of Theorem 3.2. 
4. Let C(x)=c0 +~x+caX2+ ... denote a normal 7) formal power-series. 
Let P ,u.(x)JQ,.u.(x) be the reduced Pade fraction belonging to the square 
6 ) We normalize such that Qn+l,n(O) = 1, and we observe 
V (0) = F(P+2n+3). 22n+S 
n+l,n F(P+l) · 
7) Normality implies a.o. clc -:F 0, (k = 0, 1, 2, ... ), so the condition c0 -:F 0 of 
the preceding sections could be omitted after supposing normality. 
372 
(fl,, A.) of the Pade table for O(x). Then we have the following orthogonality 
properties: 8) 
a) The system of polynomials {x"'Qn,k+n(x-1)} (n=O, l, 2, ... ) (k a fixed 
integer ~ 0) is orthogonal with respect to the sequence ck+l• ck+Z• ck+S• .... 
b) If D(x)=d0 +d1x+dzX2 + ... (d0 = l/c0) denotes the power-series reci~ 
proc~l to O(x), then the system {x"P~o+n.n(x-1)} (n= 0, l, 2, ... ) is orthogonal 
with respect to the sequence dk+l• dk+2• dk+S• .... 
c) The polynomials {x2nQn,k+n(x-1 ), x2"+1Qn,k+n+l(x-2)} (n=O, l, 2, ... ) 
form an orthogonal system with respect to the sequence ck+1, 0, ck+2, 0, .. .. 
d) The polynomials {x2"P~o+n.n(x-2), x2n+lpk+n+t.n(x-2)} (n=O, l, 2, ... ) 
form an orthogonal system with respect to the sequence dk+l• 0, dk+Z• 0, .. .. 
Now we apply these results to the Pade table discussed in the preceding 
sections. Take for O(x) the power-series for J.+1(x1}f2xlJ.(x1). 
l. As a system of type a) above we consider 
A .. (x) = x" Q1111(x- 1, v) = 
=x"'2F 3( -n, -!-n;v+ l,- 2n-l. -v- 2n-l, -x-1}, (n= 0, 1,2, ... ), 
where Q1111 (x, v) is the polynomial Q .... (x) from theorem 3.1. The poly-
nomials A .. (x) are orthogonal with respect to the sequence s1 •• , s2 •• , s3 •• , .... 
For this sequence, however, the moment problem has a solution (see 
section 2), for we have by (2.2) 
00 
- ""( -2)" -4 8n+1.•- k Ym,• Ym.•• 
m=1 
(n=O,l,2, ... ), 
hence the weight function 1p1(x) is a step-function with a jump of y;;;,~ at 
the points of increase y;;;,; (m= l, 2, 3, ... ). Hence, we can put the 
orthogonality relations into the form 8) 
f A .. (x) · Am(x)d1p1(x) 1 
y~; ) = 0, if m =F n, 
o =Lnn= 24nH(v+1)Z(v+2)B ... (v+2n+1) 8 (v+2n+2) 
if m=n. 
8 ) Compare VAN RossUM: [7], p. 523 ff. The orthogonality is meant here in 
the following sense. If Q<k> is a moment operator applied exclusively to polynomials 
in x such that Q<k>(x") = ck+n+l' (n = 0, 1, 2, ... ), then the system of polynomials 
{Bg<>(x)} (n = 0, 1, 2, ... ) is said to be orthogonal with respect to ck+t• <?e+~• ck+a• ... if 
.Q<lll[B<k>(x). B<k>(x)] S = 0 ~ m :;t=n, k is a fixed integer G 0. 
n m ( :;t=O tfm=n. 
If the sequence ck+l• ck+a• <?e+a• . . . is positive definite, then the moment problem 
00 
ck+n+l = f x"d"Pk(x), 
0 
(n=O,l,2, ... ) 
has a solution (see section 2) and the orthogonality relations become 
j B~k> (x) · Bf;,> (x}d1pk(x) S = O, if m ~ n, 
o ( = Lnn:F 0, ~1 m=n. 
The polynomials Bg<>(x) are uniquely determined if we assume (and this is satisfied 
in our case) that the coefficient of x" in Bg<>(x) equals one, 
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2. Next we treat two systems of type b). 
First we consider the system of polynomials: 
where P .... (x, v) is the polynomial P .... (x) from theorem 3.1. The system 
{B .. (x)} (n=O, 1, 2, ... ) is orthogonal with respect to the sequence 
0'1 •• , 0'2 •• , 0'3 •• , .. .. This sequence is no other than the sequence - 4so.•+l• 
-4s1.•+1• -4s2.•+1• ... (see 2.4) and the orthogonal system {B!(x)} 
(n=O, 1, ... ) corresponding to it is identical with the system {B .. (x)} 
(n=O, 1, 2, ... ) [so B~(x) B .. (x), (n=O, 1, 2, ... )] 8 ). Now we have 
00 
- "" ( -2 )" -2 sn.•+l- "- Ym.•+l Ym.•+l, 
m=l 
(n=0,1,2, ... ) 
so the weight-function 1p2(x) is a step-function with a jump of y;;;,~+ 1 at the 
points of increase y;;;,~+ 1 (m= 1, 2, 3, ... ). The orthogonality relations are 8) 
As second system of type b) we have the system of polynomials 
O .. (x)=x"Pn+l ... (x-1, v), where P .. +l ... (x, v) IS the polynomial P .. +l ... (x) of 
theorem 3.2. We have 
O .. (x) = 4(v+ 1)x" P .. +l. .. (x-1, v) = 
=x"2F 3 ( -n,- !-n;v+2, -2n-1, -v-2n-2; -x-1) 
but this follows from A .. (x) by the substitution v-+ v+ 1) so this presents 
no new case. 
3. Lastly we mention a system of polynomials of type d), viz. 
D 2,(x)= 4(v+ 1) x2" P ... ,(x-2, v) = 
=x2n 2F 3 ( -n, t-n;v+2,-2n, -v-2n-1; -x-2), 
D2n+l (x) = 4(v+ 1)x2n+l pn+l,n (x-2, v)= 
==x2"+ 1 2F 3 (-n, -!-n;v+2, -2n-1, -v-2n-2; -x- 2), 
(n=0,1,2, ... ). 
the polynomials are orthogonal with respect to the sequence 0'1 •• , 0, 0'2 •• , 0, ... 
This was investigated in a different way earlier by DICKINSON [1 ]. 
5. From the recurrence relations for Lommel polynomials WATSON 
[10], p. 298-299, follow those for the polynomials of section 4. 
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A.,(x)= [x- 2(v+2n-I~(v+2n+l)]A.,_ 1 (x)­
I 
- 24(v+2n-2) (v+2n-I) 2 (v+2n) A,._z(X} 
I 
A 0(x}= 1, A 1(x}=x- 2 (v+I) (v+ 3). 
B.,(x)= [x-2(v+2n-I~(v+2n+I)J B.,_1(x}-
24(v+2n-2) (v~2n-I)2 (v+2n) B.,_z(x), 
I 
B0(x) = 1, B1(x) =X- 4(v+2) (v+ 3)" 
(n=2,3,4, ... ) 
(n=2,3,4, ... ). 
I 
D.,(x)=x D.,_1(x)- 4(v+n) (v+n+I) D.,_ 2 (x), (n=2,3,4, ... ) 
D0(x)= 1, D1(x)=x. 
Other expressions for the polynomials mentioned above, are: 
A( )-(-I) 11(n+I)(v+n+I)F(v+I) F . 3 • 
n X- 22nr(v+2n+2) · 4 r( -n, -v-n,n+2,v+n+2, 2,-x). 
( -I)nF(v+2) 
B.,.(x)= 22.,.r(v+2n+2) · 4F 1 ( -n, -v-n-1, n+ 1, v+n+2; f; -x). 
D ( )-B 2)- (-I)nF(v+2) F .~. 2 zn X - .,(x - 22.,.r(v+2n+2) · 4 1 ( -n, -v-n-1,n+ 1,v+n+2, 2 ,-x ). 
D ( )= 0 ( 2)= (-1)11(n+l)(v+n+2)F(v+2). 
2n+1 X X n X 22nF(v+2n+4) 
• 4F1 {-n, -v-n-1, n+2, v+n+3; i; -x2). 
Concluding remarks. Consider the continued fraction 
Jv+1 (x) _ xf2 I (x/2) 2 1 (x/2) 2 1 c fi d 1 (5·1) J.(x) - lv+I - I v+2 - I v+3 - ··· wr xe 'I'>- · 
The denominators of this continued fraction are the Lommel polynomials 
(WATSON [10], p. 303). 
If we substitute x-1 for x in this continued fraction, then after an 
equivalence transformation, the continued fraction in ( 5.1) takes the form, 
(52) J.+l(x-1) = ~I _ 4(v+I~(v+2) I _ 4(v+2)\v+3) I _ 
· 2J.(x 1) I x I x I x · .. , 
this is a J-fraction. The successive denominators of a J-fraction form an 
orthogonal system (PERRON [5], p. 195). In the case of (5.2) this is 
essentially the system {D.,.(x)} of section 4. 
The continued fraction in (5.1) is a limiting case of the continued 
fraction of Gauss for the quotient of two contiguous hypergeometric 
functions. 
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