In this paper, we propose two generic text summarization methods that create text summaries by ranking and extracting sentences from the original documents. The rst method uses standard IR methods to rank sentence relevances, while the second method uses the latent semantic analysis technique to identify semantically important s e n tences, for summary creations. Both methods strive to select sentences that are highly ranked and di erent from each other. This is an attempt to create a summary with a wider coverage of the document's main content and less redundancy. Performance evaluations on the two summarization methods are conducted by comparing their summarization outputs with the manual summaries generated by three independent h uman evaluators. The evaluations also study the in uence of di erent VSM weighting schemes on the text summarization performances. Finally, the causes of the large disparities in the evaluators' manual summarization results are investigated, and discussions on human text summarization patterns are presented.
INTRODUCTION
The explosive growth of the world-wide web has dramatically increased the speed and the scale of information dissemination. With a vast sea of accessible text documents on the Internet, conventional IR technologies have become more and more insu cient for nding relevant information e ectively. Nowadays, it is quite common that a keyword-based search on the Internet returns hundreds, or even thousands of hits, by which the user is often overwhelmed. Therefore, there is an increasing need for new technologies that can Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. help the user to sift through vast volumes of information, and to quickly identify the most relevant documents.
With a large volume of text documents, presenting the user with a summary of each document greatly facilitates the task of nding the desired documents. Text search a n d summarization are the two essential technologies that complement each other. Text search engines return a set of documents that seem to be relevant to the user's query, a n d text summarizers produce document summaries that enable quick examinations through the returned documents. Text search engines serve as information lters that sift out an initial set of relevant documents, while text summarizers serve as information spotters that help users to spot the nal set of desired documents.
Text summaries can be either query-relevant summaries or generic summaries. A query-relevant summary presents the contents of the document that are closely related to the initial search query. Creating a query-relevant summary is essentially a process of retrieving the query relevant sentences/passages from the document, which has a strong analogy with the text retrieval process. Therefore, queryrelevant summarization is often achieved by extending conventional IR technologies, and to date, a large number of text summarizers in the literature fall into this category. On the other hand, a generic summary provides an overall sense of the document's contents. A good generic summary should contain the main topics of the document while keeping redundancy to a minimum. As no query nor topic will be provided to the summarization process, it is challenging to develop a high quality generic summarization method, and is even more challenging to objectively evaluate the method.
In this paper, we propose two generic text summarization methods that create text summaries by ranking and extracting sentences from the original documents. The rst method uses standard IR methods to measure sentence relevances, while the second method uses the latent semantic analysis technique to identify semantically important sentences, for summary creations. Both methods strive to select sentences that are highly ranked and di erent f r o m e a c h other. This is an attempt to create a summary with a wider coverage of the document's main content and less redundancy. Performance evaluations on the two summarization methods are conducted by comparing their summarization outputs with the manual summaries generated by three independent h uman evaluators. The evaluations also study the in uence of di erent VSM weighting schemes on the text summariza-tion performances. Finally, the causes of the large disparities in the evaluators' manual summarization results are investigated, and discussions on human text summarization patterns are presented.
The remainder of the paper consists of four sections: Section 2 describes related research studies, Section 3 describes the two proposed text summarization methods, Section 4 presents the performance evaluations, and Section 5 summarizes the paper.
RELATED WORK
Text summarization has been actively researched in recent years. A majority of the research studies in the literature have been focused on creating query-relevant t e x t summaries. M. Sanderson proposed a query-relevant summarizer that divides the document i n to equally sized overlapping passages, and uses the INQUERY text search engine to obtain the passage that best matches the user's query. This best passage is then used as a summary of the document 1]. A query expansion technique called Local Context Analysis (LCA, which is also from INQUERY) is used before the best passage retrieval. Given a topic and a document collection, the LCA retrieves top-ranked documents from the collection, examines the context surrounding the topic terms in each retrieved document, and then selects and adds the words/phrases that are frequent i n t h i s c o n text to the query. B. Baldwin and T.S. Morton developed a summarizer that selects sentences from the document until all the phrases in the query are covered. A sentence in the document is considered to cover a phrase in the query if they co-refer to the same individual, organization, event, etc 2]. R. Barzilay and M. Elhadad developed a method that creates text summaries by nding lexical chains from the document 3 ] . The Cornell/Sabir system uses the document ranking and passage retrieval capabilities of the SMART t e x t s e a r c h e ngine to e ectively identify relevant p a s s a g e s i n a d o c u m e n t 4]. The text summarizer from CGI/CMU uses a technique called Maximal Marginal Relevance (MMR) which measures the relevance of each sentence in the document to the user provided query, a s w ell as to the sentences that have b e e n s elected and added into the summary 5]. The text summary is created by selecting the sentences that are highly relevant to the user's query, but are di erent from each other. The SUMMARIST text summarizer from the University o f Southern California strives to create text summaries based on the equation: summarization=topic identi cation+ interpretation+generation. The identi cation stage lters the input document to determine the most important, central topics. The interpretation stage clusters words and abstracts them into some encompassing concepts. Finally, the generation stage generates summaries either by outputting some portions of the input, or by creating new sentences based on the interpretation of the document concepts 6]. However, this generation function was not realized in the paper. The Knowledge Management (KM) system from SRA International, Inc. extracts summarization features using morphological analysis, name tagging and co-reference resolution. They used a machine learning technique to determine the optimal combination of these features in combination with statistical information from the corpus to identify the best sentences to include in a summary 7].
CREATING GENERIC SUMMARIES
Query-relevant text summaries are useful for answering such questions as whether a given document is relevant t o the user's query, and if relevant, which part(s) of the document is relevant. As query-relevant summaries are query biased, they do not provide an overall sense of the document content, and hence, are not appropriate for content overview. For answering such questions as which category the document belongs to, and what are the key points of the document, generic text summaries must be created and presented to the reader.
A d o c u m e n t usually consists of several topics. Some topics are described intensively by many s e n tences, and hence form the major content of the document. Other topics may just be brie y mentioned to supplement the major topics, or to make the whole story more complete. A good generic summary should cover the major topics of the document a s much as possible, and at the same time, keep redundancy to a minimum.
In this section, we propose two methods that create generic summaries by selecting sentences based on the relevance measure and the latent s e m a n tic analysis. Both methods need to rst decompose the document i n to individual sentences, and to create a weighted term-frequency vector for each of the sentences. Let Ti = t1i t2i : : : tni] T be the term-frequency vector of passage i, where element tji denotes the frequency in which t e r m j occurs in passage i. Here passage i could be a phrase, a sentence, a paragraph of the document, or could be the whole document itself. The weighted term-frequency vector Ai = a1i a2i : : : ani] T of passage i is de ned as: aji= L(tji) G(tji) (1) where L(tji) i s t h e l o c a l w eighting for term j in passage i, and G(tji) is the global weighting for term j in the whole document. When the weighted term-frequency vector Ai is created, we further have t h e c hoice of using Ai with its original form, or normalizing it by its length jAi j. There are many possible weighting schemes. In Section 4.3, we inspect several major weighting schemes and disclose how these weighting schemes a ect the summarization performances.
In the following subsections, the two text summarization methods are described in details.
Summarization by Relevance Measure
After the given document is decomposed into individual sentences, we compute the relevance score of each s e n tence with the whole document. We then select the sentence k that has the highest relevance score, and add it to the summary. Once the sentence k has been added to the summary, it is eliminated from the candidate sentence set, and all the terms contained in k are eliminated from the original document. For the remaining sentences, we repeat the steps of relevance measure, sentence selection, and term elimination until the number of selected sentences has reached the prede ned value. The operation ow is as follows:
1. Decompose the document into individual sentences, and use these sentences to form the candidate sentence set S.
2. Create the weighted term-frequency vector Ai for each sentence i 2 S, a n d t h e w eighted term-frequency vector D for the whole document. 3. For each s e n tence i 2 S, Compute the relevance score between Ai and D, w h i c h is the inner product between Ai and D. 4. Select sentence k that has the highest relevance score, and add it to the summary.
5. Delete k from S, and eliminate all the terms contained in k from the document. Recompute the weighted term-frequency vector D for the document. 6. If the numberofsentences in the summary reaches the prede ned value, terminate the operation otherwise, go to Step 3. In Step 4 of the above operations, sentence k that has the highest relevance score with the document is the one that best represents the major content of the document. Selecting sentences based on their relevance scores ensures that the summary covers the major topics of the document. On the other hand, eliminating all the terms contained in k from the document i n S t e p 5 ensures that the subsequent sentence selection will pick the sentences with a m i n i m um overlap with k. This leads to the creation of a summary that contains little redundancy.
Summarization By Latent Semantic Analysis
Inspired by the latent semantic indexing, we applied the singular value decomposition (SVD) to generic text summarization. The process starts with the creation of a terms by sentences matrix A = A1 A2 : : : An] with each column vector Ai representing the weighted term-frequency vector of sentence i in the document under consideration. If there are a total of m terms and n sentences in the document, then we will have a n m n matrix A for the document. Since every word does not normally appear in each s e n tence, the matrix A is usually sparse.
Given an m n matrix A, where without loss of generality m n, the SVD of A is de ned as 8]:
where U = uij] is an m n column-orthonormal matrix whose columns are called left singular vectors = diag( 1 2 : : : n) i s a n n n diagonal matrix whose diagonal elements are non-negative singular values sorted in descending order, and V = vij] is an n n orthonormal matrix whose columns are called right singular vectors. If rank(A)=r, then satis es . This operation re ects a breakdown of the original document into r linearly-independent base vectors or concepts. Each term and sentence from the document is jointly indexed by t h e s e base vectors/concepts. A unique SVD feature which i s l a c king in conventional IR technologies is that the SVD is capable of capturing and modeling interrelationships among terms so that it can semantically cluster terms and sentences. Consider the words doctor, physician, hospital, medicine, and nurse. The words doctor and physician are synonyms, and hospital, medicine, nurse are the closely related concepts. The two synonyms doctor and physician generally appear in similar contexts that share many related words such a s hospital, medicine, nurse, etc. Because of these similar patterns of word combinations, the words doctor and physician will be mapped near to each other in the r-dimensional singular vector space. Furthermore, as demonstrated in 10], if a word combination pattern is salient and recurring in a document, this pattern will be captured and represented by one of the singular vectors. The magnitude of the corresponding singular value indicates the importance degree of this pattern within the document. Any sentences containing this word combination pattern will be projected along this singular vector, and the sentence that best represents this pattern will have the largest index value with this vector. As each particular word combination pattern describes a certain topic/concept in the document, the facts described above naturally lead to the hypothesis that each singular vector represents a salient topic/concept of the document, and the magnitude of its corresponding singular value represents the degree of importance of the salient topic/concept. Based on the above discussion, we propose the following SVD-based document summarization method.
1. Decompose the document D into individual sentences, and use these sentences to form the candidate sentence set S, and set k = 1 . Step 5 of the above operation, nding the sentence that has the largest index value with the k'th right singular vector is equivalent to nding the column vector i whose k'th element v ik is the largest. By the hypothesis, this operation is equivalent to nding the best sentence describing the salient concept/topic represented by the k'th singular vector. Since the singular vectors are sorted in descending order of their corresponding singular values, the k'th singular vector represents the k'th important concept/topic. Because all the singular vectors are independent of each other, the sentences selected by this method contain the minimum redundancy.
PERFORMANCE EVALUATION
In this section, we describe the data corpus constructed for performance evaluations, present v arious evaluation results, and make in-depth observations on some aspects of the evaluation outcomes.
Data Corpus
Our evaluations on the two proposed summarization methods have been conducted using a database of two months of the CNN Worldview news programs. Excluding commercial advertisements, a one day broadcast of the CNN Worldview program lasts for about 22 minutes, and consists of 15 individual news stories on average. The evaluation database consists of closed captions of 549 news stories whose lengths are in the range of 3 to 105 sentences. As summarizing short articles does not make m uch sense in real applications, for our evaluations we eliminated all the short stories with less than ten sentences, resulting in 243 documents. Table 1 provides the particulars of the evaluation database.
Three independent human evaluators were employed to conduct manual summarization on the 243 documents contained in the evaluation database. For each document, each e v aluator was requested to select exactly ve s e n tences which he/she deemed the most important for summarizing the story. Because of the disparities in the evaluators' sentence selections, each document c a n h a ve b e t ween 5 to 15 sentences selected by at least one of the evaluators. Table 2 shows the statistics of the manual summarization results. As evidenced by the table, the disagreements among the three evaluators were much more than expected: each d o c ument has an average of 9.0 sentences selected by at least one evaluator, and among these 9.0 selected sentences, only 1.2 sentences receive a unanimous vote from all three evaluators. Even when the sentence selection is determined by a majority v ote, we s t i l l g e t a l o wer than expected overlapping rate: an average of 2.5 sentences per document. The disparities becameeven larger with longer documents. These statistics suggest that for many d o c u m e n ts in the database, their manual summarization determined by a majority v ote could be very short (2.5 sentence per document), and this summary length is below the best xed summary length (three to ve sentences) suggested in 5]. For this reason, we decided to evaluate our two summarization methods using each of the three individual manual summarization results, as well as the combined result determined by a majority v ote.
Performance Evaluations
We used the recall (R), precision (P), along with F to measure the performances of the two summarization methods. Let Sman S sum be the set of sentences selected by the human evaluator(s), and the summarizer, respectively. The standard de nitions of R, P, and F are de ned as follows: R = jSman \ Ssumj jSman j P = jSman \ Ssumj jSsum j F = 2RP R + P For our evaluations, we set the length of the machine generated text summaries to the length of the corresponding manual summaries. When the evaluation is performed using each individual manual summarization result, both jSman j and jSsum j are equal to ve. When the evaluation is performed using the combined result determined by a majority vote, jSman j becomesvariable, and jSsum j is set to the value of jSmanj.
The evaluation results are shown in Table 3 . These results are generated using the BNN weighting scheme (see Section 4.3 for the detailed descriptions). As evidenced by the results, despite the very di erent approaches taken by the two summarizers, their performance measures are quite compatible. This fact suggests that the two approaches interpret each o t h e r . The rst summarizer (the one using the relevance measure) takes the sentence that has the highest relevance score with the document a s the most important sentence, while the second summarizer (the one based on the latent semantic analysis) identi es the most important sentence as the one that has the largest index value with the most important singular vector. On the other hand, the rst summarizer eliminates redundancies by removing all the terms contained in the selected sentences from the original document, while the second summarizer suppresses redundancies by using the k 0 th singular vector for the k 0 th round of sentence selection. The rst method is straightforward, and it is relatively easy for us to give it a semantic interpretation. As for the second method, there has been a long history of arguments about what essentially each of the singular vectors represents when a collection of text (which could be sentences, paragraphs, documents, etc) are projected into the singular vector space. Surprisingly, the two di erent methods bring to us very similar summarization outputs. This mutual resemblance enhances our belief that each i mportant singular vector does capture a major topic/concept of a document, and two di erent singular vectors do capture two semantically independent topics/concepts that have the minimum overlap.
Weighting Schemes
In our performance evaluations, we studied the in uence of di erent w eighting schemes on the summarization performances as well. As shown by Eq.(1), given a term i, its weighting scheme is de ned by t wo parts: local weighting L(i) and global weighting G(i). Local weighting L(i) has the following four possible alternatives:
1. No weight: L(i) = tf(i) where tf(i) i s t h e n umberof times term i occurs in the sentence. 1. No weight: G(i) = 1 f o r a n y term i.
Inverse document frequency: G(i) = log(N=n(i))
where N is the total numberofsentences in the document, and n(i) is the numberofsentences that contain term i. When the weighted term-frequency vector A k of a sentence k is created using one of the above local and global weighting schemes, we further have t h e c hoice of 1. Normalization: which normalizes A k by its length jA k j. 2. No normalization: which uses A k with its original form. Therefore, for creating vector A k of a sentence k, w e h a ve a total of 4 2 2 = 16 combinations of the possible weighting schemes. In our experimental evaluations, we h a ve studied nine common weighting schemes, and their performances are shown in Figure 1 . As seen from the gure, summarizer 1 is less sensitive than summarizer 2 to the changes of weighting schemes. Any of the three local weighting schemes (i.e. Binary, Augmented, logarithm) produces quite similar performance readings. Adding a global weighing and/or the vector normalization deteriorates the performance of summarizer 1 by 2 to 3% in average. In contrast, summarizer 2 reaches the best performance with the binary local weighting, no global weighing and no normalization (denoted as BNN) for most of the cases, while its performance drops a bit by adding the global weighing, and deteriorates dramatically by adding the normalization into the formula.
Further Observations
Generic text summarization and its evaluation are very challenging. Because no query nor topic are provided to the summarization task, summarization outputs and performance judgments tend to lack consensus. In our experiments, we have seen the large degree of disparities in the sentence selections among the three independent e v aluators, resulting in lower than expected scores (F=0.55 for summarizer 1, F=0.57 for summarizer 2) from the performance evaluation by a majority vote. The disparities became even larger with longer documents, and because of this, we adopted CNN worldview news reports, which h a ve manageable text lengths, in our performance evaluations.
On the other hand, for query-relevant text summarization, the most common approach for performance evaluations, as showcased by the TIPSTER SUMMAC initiative 11], is that human evaluators use the automatically generated summary to judge the relevance of the original document t o the user's query. These human evaluators' judgments are compared with some grand-truth judgments obtained beforehand, and the accuracy of the human evaluator's judgments are then used as the performance measures of the text summarizer. A document or a summary is judged relevant i f at least one sentence within it is regarded as relevant to the query. As it is highly probable that a text summarizer can extract at least one query-relevant s e n tence from the original document, this simplistic evaluation method is likely to produce good performance scores.
It is observed from Table 3 that the two proposed summarizers both receive better scores when they are evaluated using the manual summarization results from evaluator 1 and 3. However, when evaluated using evaluator 2's results, (2) and (3) because of their similarities to sentence (1) . On the other hand, both evaluator 1 and 3 selected sentence (1), while evaluator 2 picked all the three sentences for summarizing the topic. This example represents a typical pattern that happens repeatedly in the whole evaluation process. The fact suggested by this phenomenon is that, to summarize a document, some people strive to select sentences that maximize the coverage of the document's main content, while others tend to rst determine the most important topic of the document, and then collect only the sentences that are relevant t o t h i s t o p i c . Evidently, when it comes to the evaluation of our two proposed summarization methods, the former type of evaluators generates a higher accuracy score than the latter.
SUMMARIES
This paper presented two text summarization methods that create generic text summaries by ranking and extracting sentences from the original documents. The rst method uses standard IR methods to rank sentence relevances, while the second method uses the latent semantic analysis technique to identify semantically important s e n tences, for summary creations. Both methods strive to select sentences that are highly ranked and di erent from each other. This is an attempt to create a summary with a wider coverage of the document's content and a less redundancy. For experimental evaluations, a database consisting of two months of the CNN Worldview news programs was constructed, and performances of the two summarization methods were evaluated by comparing the machine generated summaries with the manual summaries created by three independent h uman evaluators. Despite the very di erent approaches taken by the two summarizers, they both produced quite compatible performance scores. This fact suggests that the two approaches interpret each other. The evaluations also included the study of the in uence of di erent VSM weighting schemes on the text summarization performances. Finally, the causes of the large disparities in the evaluators' manual summarization results were investigated, and discussions on human text summarization patterns were provided.
In future work, we plan to investigate machine learning techniques to incorporate additional features for the improvement of generic text summarization quality. The additional features we are currently considering include linguistic features such as discourse structure, anaphoric chains, etc, semantic features such as name entities, time, location information, etc. As part of the large-scale video content summarization project, we also plan to investigate how image and audio acoustic features extracted from video programs can help to improve the text summarization quality, and vice versa.
