Abstract. In this paper, we consider the aggregating pattern-dynamics arising in the chemotaxis model. The purpose of this work is to analyze the chemotactic effects due to the gradient of the chemotactic sensitivity and the shape of the interface. Conditions for the existence of stationary solutions and Hopf bifurcation in the interfacial problem as the bifurcation parameter vary are obtained analytically in one-dimensional space.
Introduction
We consider the aggregating pattern-dynamics arising in the chemotaxis model ( [12] ):
where u and v are the population density and the concentration of chemotactic substance; ∇ is a gradient operator, χ is the chemical sensitivity function of the chemical attractant satisfying χ (v) ≥ 0 for v > 0. Here κ is a positive constant such that χ(v) is normalized as max v>0 χ (v) = 1. The functions F and G are the terms incorporating production and degradation ( [11] ); (2) where 0 < a 0 < 1 2 , μ satisfies the bistable condition and H is a Heaviside function. Schaaf [16] discussed the existence of nonconstant equilibrium solutions which exhibit aggregating patterns in a bounded domain. In [12, 15] , the equation dominated the dynamics of the interfaces near equilibrium and the stability of the planar standing pulse solution in the channel domain are shown for sufficiently small ε. Results for several versions of the Keller-Segel system and its related models are discussed in Horstmann ( [6, 7] ) and Ward ([17] ).
Our aim is to explore the dynamics of interfaces in the problem (1) , in order to investigate the existence of Hopf bifurcation as the bifurcation parameter σ vary.
We first deduce an interface equation. Suppose that there is only one interfacial curve x = η(t) which is simply a single closed curve given in R in such a way that R = Ω 1 (t) ∪ η(t) ∪ Ω 0 (t), where Ω 1 (t) = {(x, t) ∈ R × (0, ∞) : u(x, t) > a 0 } and Ω 0 (t) = {(x, t) ∈ R × (0, ∞) : u(x, t) < a 0 }. Let (x 0 , t 0 ) lie on this curve, i.e., x 0 = η(t 0 ). We use the stretching transformation at (x 0 , t 0 ). Let
and the boundary conditions are
when ε tends to zero, where v 0 = v(x 0 , t 0 ). We put the equation into a traveling coordinate system by setting z = ξ − θρ with velocity θ. Thus, U(z) = u(ξ, ρ) satisfies the conditions such that
The existence of a solution U(z) is given in [3, 4] and
Hence the velocity of the one-dimensional interface η(t) is given by
where v i is the value of v on the interface η(t) and C is a continuously differentiable function defined on an interval I := (−a 0 , 1 − a 0 ) which is given by ([3, 8, 9] )
A free boundary problem of a chemotaxis model equation (1)- (2) in one-dimensional space can be obtained:
The organization of the paper is as follows. In section 2, a change of variables is given which regularizes problem (4) in such a way that results from the theory of nonlinear evolution equations can be applied. In this way, we obtain enough regularity of the solution for an analysis of the bifurcation. In section 3, we show the existence of equilibrium solutions for (4) and obtain the linearization of problem (4) . In the last section, we investigate the conditions to obtain the periodic solutions and the bifurcation of the interface problem as the parameter σ varies in one dimension. To get differential dependence on initial conditions, we decompose v in (4) into part u, which is a solution to a more regular problem, and part g, which is worse, but explicitly known in terms of the Green's function G of the operator A. We define g :
Regularization of the interface equation
where When we apply the transformation u(t)(
is discontinuous at x = η, we cannot obtain one step more regular than that of (4).
To overcome this difficulty, let z( We note that
Applying the transformation u(t)(x) = v(x, t)−g(x, η(t)) and w(t)(x) = z(x, t)−ĝ(x, η(t))
to (4), we get
Now, we obtain an abstract evolution equation equivalent to (4):
where A is a 3 × 3 matrix whose (1,1) and (2,2)-entries are an operator A and all the other terms are zero. The nonlinear forcing term f is
The well posedness of solutions of (6) is shown in [1, 2, 12, 13] with the help of the semigroup theory using domains of fractional powers θ ∈ (3/4, 1] of A and A. Moreover, the nonlinear term f is a continuously differentiable function from W ∩ X θ to X, where
The derivative of f can be obtained as in [5] :
continuously differentiable with derivatives given by
Df 21 (u, η)(û,η) = C (u(η) + γ(η)) · u (η)η +û(η) + γ (η)η , Df 22 (u, w, η)(û,ŵ,η) = κχ (u(η) + γ(η)) w (η)η +ŵ(η) + α (η)η +κχ (u(η) + γ(η)) · û(η) + u (η)η + γ(η)η) (w(η) + α(η)), Df (u, w, η)(û,ŵ,η) = (f 21 (uw, , η) + f 22 (u, w, η)) · (f 1 (η), f 2 (η), 0)η +(Df 21 (u, w, η) + Df 22 (u, w, η))(û,ŵ,η) · (f 1 (η), f 2 (η), 1).
Equilibrium solutions and Linearization of the interface equation
In this section, we shall examine the existence of equilibrium solutions of (6). We look for (u (6) has at least one equilibrium solution (0, 0, η * ) for κ < κ c , where κ c is a solution of
The linearization of f at the stationary solution
Proof: From (7), we have u * = 0 = w * . In order to show existence of η * , we define 
where τ = 1/σ.
We next have to check (6) for Hopf points. For this we have to solve the eigenvalue problem:
where
. We shall show that an equilibrium solution will become a Hopf point. (8), where
Theorem 4.2. Assume
The equation E(u, w, λ, τ ) = 0 is equivalent to λ being an eigenvalue of − A + τB with eigenfunction (u, w, 1). We shall here apply the implicit function theorem to E. For this, it is necessary that E is of C 1 − class and that
It is easy to see that E is of C 1 − class. In addition, the mapping
is a compact perturbation of the mapping
is a Fredholm operator of index 0. Therefore in order to verify (9) , it suffices to show that the system
necessarily implies thatû = 0,ŵ = 0 andλ = 0. We define φ := ψ 0 − μ G(·, η * ) and ζ := ξ 0 + μ η * Ĝ (·, η * ) which then means that the first equation of (10) is given by
On the other hand, since E(ψ 0 , ξ 0 , iβ, τ * ) = 0, φ and ζ are solutions to the equation
Multiplying (12) and (14) by φ and (11) and (13) by ζ and subtracting to each other, we obtainû
Multiplying (11) and (13) by G(·, η * )φ(·) and integrating, we obtain
and similarly, we havê
From the above and (10), we have
Supposeλ = 0. Using (16) in (17), we obtain
Applying (15), we obtain
and thus the real and imaginary parts are given by
This implies that (6) .
This means that the functionũ :
By letting, φ :
, as before, we obtain
Multiplying (19) and (13) by G(·, η * )φ(·) integrating, we obtaiñ
The real and imaginary parts are given by
, where 
