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ABSTRACT
Optimization of high-level autonomous tasks requires solving the optimal
motion planning problem for a mobile robot. For example, to reach a desired
destination on time, a self-driving car must quickly navigate streets and avoid
hazardous obstacles such as buildings or other cars, as well as provide safety
for pedestrians. Our approach to solving the optimal planning problem is
to use the optimal control formalism borrowed from control theory. In this
setting, safety constraints for either a robot or its surroundings are defined
as obstacles, which are penalized using infinite cost to guarantee that tasks
are performed safely. Unlike in control theory, the complexity of real-world
tasks in addition to safety constraints prohibit finding an analytic solution
to the optimal motion planning problem. Hence, the application of numer-
ical algorithms is necessary. In this thesis, we demonstrate that solutions
to a general motion planning problem are computable, which permits the
use of numerical algorithms to solve this problem. Moreover, we propose a
numerical discretization of a general optimal motion planning problem and
prove that this discretization is accurate. Numerical algorithms that use
the proposed discretization are applied to several realistic motion planning
problems. Using these algorithms, we demonstrate the practicality of the
proposed numerical approach. In addition, we extend our consideration be-
yond the classical deterministic models of motion and apply the proposed
numerical algorithms to solve a stochastic optimal motion planning prob-
lem.
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CHAPTER 1
INTRODUCTION
1.1 Motivation
It is natural for humans to optimize their everyday tasks to gain efficiency.
When commuting to work, we usually choose the shortest time route, or we
look for the lowest airfare to plan a vacation. In many cases, we choose
actions to minimize our perceived cost. Similarly, robots designed to help
with mundane tasks also must be optimal to be practical.
The field of robotics has been expanding dramatically from the 1990s
through the present time. Early robots, most often found in the lab or fac-
tory environments, were expensive, hazardous, and difficult to operate. To-
day, cheaper, safer, and simpler robots have become ubiquitous. Consumer-
oriented robots already have mastered such tasks as cleaning (for example,
iRobot’s Roomba vacuum cleaning robot) and gardening (for example, John
Deere’s Tango E5 autonomous mower). Moreover, experimental, self-driving
cars are built by various research labs and automobile corporations. How-
ever, this positive trend of robotic growth is unsustainable without better
understanding of robotic systems.
Robots are complex mechanical devices that operate in a mathematically
continuous world while using discrete processing units and communication
channels. Thus, robotics is a multidisciplinary research field that builds upon
several fundamental scientific disciplines, such as physics, mathematics, and
engineering. Theoretical and applied mechanics provide necessary knowledge
to build and model robots as mechanical systems. Many algorithms aimed at
performing tasks autonomously are being developed by computer scientists.
Research in electrical engineering is focused on signal processing for sensors
and communication. Even psychology occupies the human-machine inter-
action niche, and artists create aesthetically pleasing robot designs. Today,
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robotics poses many challenging problems, and solving these problems will
have far-reaching impact on many other scientific disciplines.
Motion planning for autonomous robots is a central problem in robotics.
Computer scientists have been researching this problem actively since the
1970s. The pioneering research includes the introduction of continuous mo-
tion planning [72, 99] and development of complete planning algorithms [125,
126, 34]. The optimal planning problem, on the other hand, is closer in
spirit to differential geometry, optimal control theory, wavefront propaga-
tion physics, and differential games. For example, in differential geometry,
a similar problem of finding geodesics on Riemann manifolds is considered.
Optimal control theory is mainly focused on finding an optimal trajectory
of a control system without considering obstacles. Similarly, in physics, a
wavefront traveling at finite speed that reaches each point in space in mini-
mal time (for example, waves of light) is defined using the Hamilton-Jacobi
equation for level-sets.
Despite a major research effort aimed at the optimal motion planning
problem, solutions to this problem are available for simple scenarios only,
such as simple dynamics, absence of obstacles, or suboptimal discretiza-
tion [10, 38, 47, 119]. Under general conditions, exact analytic solutions
rarely are available and numerical computations are necessary. However,
fast and accurate numerical algorithms for optimal trajectory computations
are still in their infancy.
The goal of this study is to expand on previous numerical algorithms for
optimal trajectory computations and related problems. We propose a uni-
fied approach to discretize the general optimal control problem and several
numerical algorithms to solve the resulting discrete system. Finally, we in-
troduce methods and algorithms developed outside of the field of robotics to
solve similar problems in robotics.
1.2 Related Work
For several decades, finding an optimal trajectory in an environment with ob-
stacles has been a central problem in robotics. Computing minimal length,
arrival time, or energy consumption trajectories are some of the examples of
problems in field robotics research, where optimality sometimes is synony-
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mous with feasibility. A similar problem formulation also is used in image
processing, financial modeling, physics of waves, and others, which demon-
strates close connection of robotics with other research areas.
Analytic solutions to the general optimal motion planning problem are
rarely available. In the case of simple system dynamics and absent obstacles,
a closed-form solution is derived using Bellman’s dynamic programming prin-
ciple [14] or Pontryagin’s maximum principle [27, 28]. Even if a closed-form
solution exists, using these principles to solve a global trajectory optimization
problem analytically is a nontrivial task [10, 38, 47, 119]. Thus, numerical
algorithms for computing the optimal feedback plan have become popular.
There exist two types of numerical optimal planning algorithms: 1) ex-
act planning algorithms and 2) approximate planning algorithms. Exact
planning algorithms avoid artificial discretization and compute the optimal
solution without introducing numerical error. Approximate algorithms, on
the other hand, compute an approximate optimal trajectory using a discrete
problem formulation. In both cases, however, the final result must be pre-
sented in a finite form, and, thus, it is at most a piecewise analytic function.
1.2.1 Exact Methods
Visibility Graph Methods
Consider the shortest Euclidean path among polygonal obstacles in R2. In
this case, the optimal trajectory consists of line segments connecting the
vertices of obstacles, the robot initial location, and the goal location. The
described structure is called a visibility graph of the polygonal environment.
A somewhat intuitive approach to computing the optimal trajectory is to
find the shortest path on the visibility graph using a graph search algorithm,
for example, Dijkstra’s algorithm [115].
The computational complexity of this approach is O(n log(n)+e), in which
n is the number of vertices, and e is the number of edges in the visibil-
ity graph. Unfortunately, in the worst case, e is proportional to n2. Thus,
the computation complexity of this optimal planning algorithm is O(n2). At-
tempts were made to reduce the computational cost by bounding the number
of simple obstacles [78, 79], considering only convex obstacles [123], or as-
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suming that the environment is a simple polygon [61]. However, to the best
of our knowledge, no visibility graph algorithm achieves the theoretical lower
bound complexity, O(n log(n)), of the shortest path problem in the plane.
Continuous Dijkstra Methods
The family of numerical methods called continuous Dijkstra algorithms have
a faster asymptotic running time compared to visibility graph methods. This
is achieved by computing the shortest path map, rather than the shortest
path on the visibility graph. In [106], the first implementation of a contin-
uous Dijkstra algorithm was introduced. This algorithm finds the shortest
path on a convex polyhedron with holes in O(n2 log(n)) time. Later, this re-
sult was improved to subquadratic time complexity of O(n5/3+) [104] and to
O(n3/2+) [105], for some  > 0. Similar results were obtained independently
by Hershberger and Suri, who proposed an algorithm for computing the short-
est path map with an improved subquadratic complexity of O(n log2(n)) [67].
Later, a variation of the continuous Dijkstra algorithm with asymptotically
optimal O(n log(n)) time complexity was discovered [68]. This final result
closes the gap between the theoretical lower bound on the complexity of the
shortest path problem in 2D and the running time of algorithms for solving
this problem.
Theoretical Lower Bound for Shortest Path in 3D
Both the visibility graph method and continuous Dijkstra algorithms are
applicable only for the shortest path problem in 2D. Moreover, the complex-
ity of the shortest path problem in 3D is PSPACE-hard [35]. Therefore, if
the dimension is greater than two, then no exact polynomial time algorithm
exists for this problem. The computational complexity increases for high-
dimensional problems because the shortest path is not guaranteed to connect
vertices of the obstacles. In 3D, for example, the shortest path may traverse
through edges of a polyhedral obstacle, and it may never touch any of the
vertices. Moreover, it is not known beforehand either at which edge point the
optimal path touches the obstacle or the order in which edges are traversed.
Similarly, the weighted region problem is computationally hard because the
visibility graph does not represent all possible shortest paths [107, 108]. Nev-
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ertheless, approximate polynomial-time algorithms have been developed to
solve the shortest path problem in 3D [39, 114, 115] and the weighted region
problem in 2D [101].
1.2.2 Approximate Methods
Graph Search Methods
Among the first approximate optimal planning algorithms are graph search
methods. These algorithms use motion primitives, such as constant controls,
local steering functions, or solutions to the boundary value problem, to build
a reachability graph; see Fig. 1.1. Next, weights are assigned to each edge of
the graph according to the local cost of the corresponding trajectory. This
weighted graph is then searched for the optimal path using a graph search
algorithm.
     
     
     
     
     





     
     
     
     
     





Figure 1.1: Computing an approximate shortest path using a graph search
method. Each discretization point is connected to four of its neighbors using
constant control motion primitives.
The following are the most popular graph search algorithms:
• Dijkstra’s algorithm efficiently finds the shortest path between two
given points on a graph [45];
• The A* algorithm uses a heuristic function to explore a provably min-
imal number of nodes and to guarantee optimality of the solution [64];
5
• The D* algorithm efficiently reuses information from previous steps to
avoid redundant computations for dynamically changing graphs [136];
• A reinterpretation of the D* algorithm, the D*-lite algorithm, sim-
plifies computations for an optimal solution in dynamically changing
graphs [82].
Although graph-based motion planning algorithms are efficient and easy
to implement, they suffer from major drawbacks. First, this approach does
not guarantee convergence of a computed trajectory to the optimal solution
when the graph resolution increases. The resolution, in this case, is inversely
proportional to dispersion, which is the radius of the largest open ball that
contains none of the graph nodes. For example, the paths illustrated in
Fig. 1.2, which are computed on reachability graphs with increasing resolu-
tion, fail to converge to the optimal solution. Second, navigating a real robot
along the precomputed trajectory requires an implementation of a stabilizing
controller, which increases the complexity of the robotic system in general.
Thus, a different type of discretization is necessary to accurately approximate
true optimal trajectories and to avoid discretization artifacts.
Figure 1.2: Computing an approximate shortest path in a square region us-
ing a graph search method. The green path is optimal for all discretization
graphs, but it does not converge to the true optimal path shown in blue. Ad-
ditionally, at all discretization levels, the length of the approximate shortest
path is 2; whereas, the optimal path length is
√
2.
Wavefront Propagation Methods
An alternative to graph search methods, the continuous optimal control for-
mulation, uses Bellman’s dynamic programming principle. Informally, Bell-
man’s principle states: “the tail of the optimal trajectory is optimal itself.”
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To formalize the dynamic programming principle, the cost-to-go function is
introduced. The cost-to-go is defined as the minimal cost to reach the goal
from the current point in space. In this case, Bellman’s principle resem-
bles wavefront propagation, in which the wavefront corresponds to the level
set of the cost-to-go function. Thus, this function can be computed using
wavefront propagation algorithms. Moreover, the optimal feedback plan (the
solution to the optimal control problem) is then computed as the control that
corresponds to the direction of steepest descent of the cost-to-go function.
The proposed control-theoretic approach can be viewed as an optimal ver-
sion of a motion planning using navigation functions [121]. In this case, the
space of potential functions is discretized instead of the path space. Thus,
it provides flexibility in choosing the optimal trajectory from a continuum
of all possible trajectories. Moreover, this approach does not require an im-
plementation of a path-following controller. Instead, the motion strategy is
given naturally by the feedback plan.
Tsitsiklis [139] proposed the first numerical wavefront propagation algo-
rithm for the optimal cost-to-go function. In his algorithm, the approximate
cost-to-go function is computed at vertices of a regular grid. This compu-
tation approximates Bellman’s dynamic programming principle by consid-
ering constant-control local trajectories that traverse through grid cells; see
Fig. 1.3. The value of the cost-to-go function at a current vertex is equal
to the minimum of the sum of the local trajectory cost and the cost-to-go
function value at the end point of this trajectory, which is determined using
a piecewise linear interpolation. This wavefront propagation method inher-
its the “causality” property of the dynamic programming principle; that is,
the computations at the current vertex depends only on vertices with lower
values of the cost-to-go function. Therefore, this algorithm computes the
approximate cost-to-go function in one “sweep” through the domain using a
priority queue, similar to Dijkstra’s algorithm on graphs. Once the cost-to-go
function is known, the globally optimal trajectory is recovered by navigating
the control system in the direction of steepest descent of this function.
Sethian [127] proposed the Fast Marching Method (FMM) for wavefront
propagation problems in physics. Similar to Tsitsiklis’ method, it uses an
interpolation on a volumetric mesh for computing the wave function. First
implementations of the FMM [3, 127] use discretization defined on regular
grids identical to that in [139]. The FMM was later improved to accommo-
7
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Figure 1.3: Computing an approximate shortest path using a grid. The
approximate path is allowed to traverse through grid cells.
date nonuniform grids [80, 81] and anisotropic local cost functions [5, 6, 74].
Additionally, the FMM was applied successfully to problems in differential
geometry, such as computing geodesics on 2D manifolds [80]. In [128], the-
oretical results on numerical convergence and computational complexity of
the FMM are presented.
The similarity between the geodesics problem in computational differential
geometry and the shortest path problem in robotics led to applications of the
FMM to optimal path computations. In [81], the path planning problem was
solved for a robot with a small number of degrees of freedom. In [6], the
FMM was applied to solve the shortest path problem with an anisotropic
local cost function, which may reflect the magnitude of the influence of dif-
ferent degrees of freedom on a global robot configuration—a robotic arm, for
example. Finally, heuristic-driven FMM was introduced in [144], in which the
computational cost is reduced by implementing an A*-like heuristic into the
wavefront propagation method. The resulting algorithm explores a provably
minimal number of nodes [146].
Furthermore, by understanding the connection between the optimal motion
planning problem and the wavefront propagation problem, the approximate
optimal control can be found from a numerical solution of the Hamilton-
Jacobi equation. A number of numerical methods (such as Finite Difference
(FD), Finite Volume (FV), and Finite Element (FE) methods) that approx-
imate partial differential equations are discussed extensively in the scientific
8
computing literature.
Finite Difference Hamilton-Jacobi Solvers
Crandall and Lions [42] proposed the first finite difference numerical pro-
cedure to solve the Hamilton-Jacobi equation. Their paper establishes the
convergence of a monotone and consistent finite difference scheme. In [135],
the class of monotone finite difference schemes was analyzed for convergence
and stability. However, it can be shown that a globally monotone scheme
is at most first-order accurate. Thus, improved finite difference schemes are
needed to obtain highly-accurate discrete solutions.
Several high-order finite difference schemes have been proposed, including
Essentially Non-Oscillatory (ENO) schemes [112, 113], Weighted Essentially
Non-Oscillatory (WENO) schemes [31, 75, 118, 143, 149], and MUSCL meth-
ods [97]. In these schemes, nonlinear limiters on the derivative switch auto-
matically between a monotone scheme, where the gradient is “sharp,” and a
high-order scheme, where the solution is “smooth,” thus, achieving stability
and high-order resolution simultaneously.
High-order finite difference methods in combination with FMM were in-
troduced in [129]. In their paper, Sethian and Vladimirsky demonstrate
how FMM improves finite difference methods by computing the values of
the cost-to-go function in increasing order. This procedure is analogous to
the Gauss-Seidel method with an adaptive reordering. The connection to
the Gauss-Seidel method puts FMM closer to Ordered Upwinds Methods
(OUM) [130, 131] and Fast Sweeping Methods (FSM) [77, 138], which use a
standard Gauss-Seidel iterative solver. Nevertheless, FMM and OUM usually
solves the discretized equations in one “sweep” through the domain, while
FSM require iteration until convergence.
Semi-Lagrangian Methods
Generally, finite difference and fast marching methods implement the Eu-
lerian picture of the Hamilton-Jacobi equation in which the balance equa-
tion is considered inside an infinitesimal volume. On the other hand, the
Lagrangian picture is defined using the transport equation along the char-
acteristics. This consideration yields semi-Lagrangian numerical schemes,
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implemented in [36, 49, 50, 51], which can be viewed as a discretization of
the dynamic programming principle instead of the Hamilton-Jacobi equa-
tion [11, 36, 59, 137].
Finite Volume Methods
The requirement to use regular grids for finite difference discretizations is a
major disadvantage of these methods. Since regular grids do not conform to
boundaries of complex domains, a finite difference scheme necessitates a care-
ful definition of the discrete boundary and boundary conditions associated
with it. Also, regular grids introduce prohibitively many degrees of freedom
in high-dimensions. Finite volume methods, on the other hand, approximate
the balance equation within finite volumes of unstructured meshes. The dis-
crete balance equation is derived in terms of local fluxes that are defined
using a Riemann solver on the boundary of a finite volume cell. Similar to
semi-Lagrangian approximations, Riemann solvers take a local characteristic
equation into consideration. Figure 1.4 shows an example of an unstructured
mesh. It is evident that unstructured meshes conform to irregular bound-
aries of complex domains. Finite volume methods have been successfully
implemented for the Hamilton-Jacobi equation in [2, 8, 87, 95].
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Figure 1.4: Computing an approximate shortest path using an unstructured
mesh. The mesh conforms to the boundary of the domain, thus, eliminating
an artificial boundary or complex boundary conditions.
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Finite Element Methods
The polynomial order and, consequently, the number of grid points used
for interpolation (a stencil) must be increased in order to build high-order
approximations using interpolation-based methods introduced above. This
approach can lead to numerical instabilities. On the other hand, Hu and
Shu [73] developed a finite element framework for HJB equations to construct
stable numerical approximations that are accurate to an arbitrary order.
Due to connection between front propagation and nonlinear advection phe-
nomena, finite element schemes, originally developed for fluid flow mod-
els, were extended to include the Hamilton-Jacobi type of equation [76].
Barth and Sethian investigated application of Galerkin and Petrov-Galerkin
finite element methods for front propagation problems in [13]. In [73], first-
, second-, and third-order accurate Discontinuous Galerkin (DG) methods
were applied to solve one- and two-dimensional front propagation prob-
lems. This approach was further extended, generalized, and reformulated
in [25, 26, 37, 62, 92, 93, 94].
1.3 Our Contribution
Algorithms proposed in this thesis expand upon previous numerical methods
for wavefront propagation to solve the feedback optimal motion planning
problem. The main advantages of our approach are:
• The feedback plan is defined through interpolation, thereby providing
control values at every point in space, not just at a discrete set of points.
Moreover, the interpolation technique is introduced for spaces of all
dimensions and a general simplicial decomposition of the environment,
extending previous interpolation techniques beyond regular grids in 2D
or 3D [44, 52, 139] and 2D triangulations of manifolds [80].
• In some instances, the interpolation scheme inherits the causality prop-
erty of the original problem. We exploit this property to build a
Dijkstra-like [45] wavefront propagation algorithm to solve the result-
ing system of nonlinear equations in one sweep through the domain.
This provides an extremely efficient algorithm for computing a feed-
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back plan with an asymptotic running time O(N logN), in which N is
the number of vertices in the simplicial decomposition.1
• In the case where the initial point is known, we further reduce the
computational cost by introducing a heuristic similar to the A* algo-
rithm [64]. The heuristic restricts the computational domain to a set of
vertices that are necessary for computing the optimal trajectory. Since
a smaller set of vertices is chosen, care must be taken to ensure that the
system of discrete dynamic programming equations is solved correctly.
We call this approach heuristic-driven wavefront propagation.
• In more complex cases, the causality property may not hold for the
discretized problem. Therefore, value iteration or policy iteration al-
gorithms are required to solve the discretized problem. Similar to the
heuristic-driven wavefront propagation algorithms, computations can
be focused in the direction of the initial position.
• Additionally, the theoretical framework presented in this thesis provides
error bounds and convergence guarantees for the proposed algorithms.
This analysis paves the way for more complex numerical algorithms
that can be applied to problems in robotics.
The approach proposed in this thesis concerns computations only, and it
closely resembles the numerical analysis framework for the Eikonal equation
in [131]. In this respect, our method is different from methods presented
in [52, 83, 116], which address the problem of simultaneous plan computation,
path execution, and dynamic replanning. However, our approach provides
an optimal planner that, if embedded into the simultaneous execution and
replanning framework, may lead to an even more general interpolation-based
method.
1Note that the number of vertices in the simplicial discretization is different from the
number of vertices of the polygonal environment. Usually the former is orders of magnitude
larger than the latter. Thus, direct comparison between the complexity of exact methods
and discretization-based methods is inappropriate.
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CHAPTER 2
PROBLEM OF OPTIMAL FEEDBACK
MOTION PLANNING
In this chapter, we introduce important mathematical concepts of configu-
ration spaces, obstacle sets, and goal sets. Further, we define the motion
model for a robot in terms of an ordinary differential equation (ODE) with
a control input. Under this model, a control signal defined as a time se-
quence of control inputs determines continuous dynamics of a system in the
configuration space. Using this mathematical abstraction, we formulate the
general optimal motion planning problem as a minimization of a positive
and convex cost functional over a function space of control signals. Using
Bellman’s dynamic programming principle for the class of additive function-
als, this minimization problem is reduced to a partial differential equation
for the cost-to-go function. This reduction provides the optimal feedback
control policy, which, when integrated, results in the optimal trajectory. Ad-
ditionally, the feedback control stabilizes the system toward the goal, which
means that small errors in a trajectory execution vanish over time. Thus,
no special trajectory-following controllers are needed; rather, the control is
naturally provided by a feedback function.
2.1 Shortest Path Problem for Point Robot Among
Polygonal Obstacles in Rd
2.1.1 State Space and Motion Model
Consider the shortest path problem (SPP) in a d-dimensional Euclidean
space. We denote this space X = Rd and refer to it as the configuration
space or the state space. High-dimensional configuration spaces may arise
from considering, for example, a robot with many internal degrees of free-
dom. Another example of a high-dimensional configuration space is given by
13
centralized coordination of multiple robots navigating in a low-dimensional
environment. In this case, the configuration space is simply a Cartesian
product of a single-robot state space.
The trajectory of a robot is restricted to avoid obstacles, which are present
in the configuration space. To this end, we define the obstacle set Xobs to
include all configurations in which any part of a robot is in collision with
another part of itself, another robot, or an obstacle in the world around it.
Thus, if x ∈ Xobs, then a robot is said to be in collision. For the problem con-
sidered, we assume an open obstacle set with a polygonal (d−1)-dimensional
boundary. The set of all collision-free configurations, Xfree = X \ Xobs, is
called the free space. The trajectory of a robot is defined as a function of
time with its range in the configuration space. Finally, the trajectory of a
robot is called collision-free if its image belongs to the free space.
The task is to navigate a robot from the initial point xinit ∈ Xfree to
the closed goal set Xgoal ⊂ Xfree with a nonempty interior and a polygonal
boundary. Note that Xfree and Xgoal are closed sets, which is required for the
SPP to have a unique solution. Figure 2.1 illustrates an example of a typical
environment for the SPP.
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Figure 2.1: An example of a typical environment in robotics. The goal is
the black square in the upper-right corner, and “bricked” regions represent
obstacles. The task is to navigate a robot from xinit to the goal along the
shortest, collision-free trajectory.
The dynamics of a robot are defined using a motion model. For the SPP,
we assume a continuous robot trajectory restricted by global constraints only.
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The omnidirectional motion model is given by the following ordinary differ-
ential equation (ODE) with control:
˙˜x(t) = u˜(t) , x˜(0) = xinit , (2.1)
in which ˙˜x(t) = d
dt
x˜(t) represents a time derivative, x˜ : [0, tf ] → X is a
trajectory of a robot, u˜ : [0, tf ]→ U is a control signal, tf is a final time, and
U ⊂ Rn is a compact input set that contains the origin in its interior. The
global constraints, however, require also x˜(t) ∈ Xfree for all t ∈ [0, tf ].
2.1.2 Cost Functional and Optimality Criterion
The objective of the SPP is formulated with respect to the cost functional
JTL(x˜) =
tf∫
0
‖ ˙˜x(t)‖ dt . (2.2)
This functional takes a trajectory as an input and returns its total length.
Thus, the SPP is to find x˜∗ such that:
1. x˜∗(tf) ∈ Xgoal;
2. x˜∗(t) ∈ Xfree for all t ∈ [0, tf ];
3. JTL(x˜
∗) ≤ JTL(x˜) for all x˜ satisfying items 1 and 2.
Generally, we assume that the optimal trajectory minimizes the cost func-
tional. If, instead, the maximal value is desired, then the minimization prob-
lem with the negated functional must be considered.
2.1.3 Open-Loop and Feedback Control Models
The open-loop control model uses a time sequence of control inputs, called
a control signal, to navigate robotic systems in the configuration space. If a
control signal results in a collision-free trajectory that avoids obstacles and
arrives at the goal, then it is called admissible. The set of admissible controls
is denoted Usol, which we call a solution space. Let x˜(xinit, u˜) denote the
trajectory that satisfies (2.1) for given xinit ∈ Xfree and u˜ ∈ Usol. To solve
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the SPP under this control model, it suffices to find u˜∗ ∈ Usol such that
JTL(x˜(xinit, u˜
∗)) < JTL(x˜(xinit, u˜)) for all u˜ ∈ Usol. This and other function
spaces are discussed in Chapter 3 in more details.
The open-loop control model ignores a robot’s current state and uses only
a time feedback to generate the control input. Therefore, the applicability of
this model is limited to the predictive power of the considered mathematical
model of a real mechanical system. Many mathematical models provide a
good approximation of real system behavior. However, unpredictable dis-
turbances accumulate over time and result in large deviations between the
predicted system state and true configuration. Thus, an admissible open-
loop control may fail to either navigate a real system along a collision-free
trajectory or bring it to the goal.
The feedback control model, on the other hand, includes the current robot
position into control signal computations. Thus, small disturbances, which
naturally occur due to imperfections of the mathematical system model, are
corrected during the feedback control execution [1].
Formally, a feedback control is defined as a vector field pi : Xfree → U ,
which returns the control signal at a given position; that is, u˜(t) = pi(x˜(t)).
In this setting, the motion model (2.1) becomes
˙˜x(t) = pi(x˜(t)) , x˜(0) = xinit . (2.3)
Generally, we consider discontinuous feedback plans. Hence, the Filippov
solution [53] in (2.3) is assumed. The existence of Fillipov’s solution is guar-
anteed in the case the right-hand side of the ODE is allowed to take any value
in the convex haul of its partial limits at any point. If the right-hand side is
continuous, then all partial limits are equal, and Fillipov’s solution is equiv-
alent to the Caratheodory’s solution. Thus, the former is a generalization of
the latter.
For given xinit and pi, we denote x˜(xinit, pi) to be the unique Filippov so-
lution of (2.3). Note that the final time of x˜(xinit, pi) is not specified. In an
adverse scenario, a trajectory may never terminate. Therefore, a new control
input is introduced that terminates a trajectory as soon as it reaches Xgoal.
In this case, the final time is given as a function of the trajectory; that is,
tf(x˜) = inf {t ≥ 0 | x˜(t) ∈ Xgoal}.
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2.1.4 Problem Formulation
In this section, we formulate the SPP using the feedback control model due
to its resilience to modeling errors. This robustness of the feedback control
model plays a critical role in the case of stochastic systems, which will be
considered in Chapter 5.
Problem 1 (Shortest Path Feedback Planning Problem). Given a free space
Xfree, a goal set Xgoal ⊂ Xfree, and an initial condition xinit ∈ Xfree, find
a feedback function pi∗ such that the resulting trajectory x˜∗ = x˜(xinit, pi∗)
satisfies the following conditions:
1. The trajectory x˜∗ is collision-free; that is, x˜∗(t) ∈ Xfree for all t ∈ [0, tf ];
2. The trajectory x˜∗ arrives at the goal; that is, tf(x˜∗) <∞;
3. The cost is minimized; that is, for all pi, such that conditions 1 and 2
above are satisfied for x˜ = x˜(xinit, pi), JTL(x˜
∗) ≤ JTL(x˜).
2.1.5 Dynamic Programming Principle
Solving the global minimization problem in function spaces is difficult. There-
fore, to compute a feedback control, we apply Bellman’s dynamic program-
ming principle, which we formalize using the concept of the cost-to-go func-
tion. To this end, we define the cost-to-go function V : X → R such that
it represents the optimal cost to reach the goal starting at point x ∈ Xfree.
Thus,
V (x) = inf
pi
JTL(x˜(x, pi)) . (2.4)
Formally, Bellman’s dynamic programming principle is introduced in [17]
using Bellman’s equation:
V (x) = lim inf
∆t→0
inf
u∈U
{
V (x+ u∆t) + ‖u‖∆t} . (2.5)
The optimal feedback plan is given as the direction of the steepest descent,
which corresponds to the minimizing argument in (2.5). Additionally, if
U = {u ∈ Rs | ‖u‖ ≤ 1}, then pi(x) = −∇V (x) is the optimal feedback plan.
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2.1.6 Hamilton-Jacobi-Bellman Equation
By taking the limit in (2.5) as ∆t→ 0, the Hamilton-Jacobi-Bellman (HJB)
partial differential equation (PDE) is derived:
inf
u∈U
{∇V (x) · ‖u‖−1u+ 1} = 0 . (2.6)
A continuously differentiable function V that satisfies (2.6) at all points x ∈
Xfree is called a strong solution. Unfortunately, a strong solution rarely exists
for the HJB equation. Thus, a generalized notion of a viscosity solution is
introduced in [43, 41, 96].
If U is a unit sphere centered at zero, then (2.6) is equivalent to the Eikonal
PDE:
‖∇V (x)‖ = 1 . (2.7)
The Eikonal equation plays an important role in the physics of wavefront
propagation. In the case an omnidirectional vehicle is considered, the numer-
ical method for solving the HJB equation developed in this thesis resembles
methods for the Eikonal equation. However, our method extends to more
general systems, such as those with differential constraints and stochastic
systems.
2.2 Weighted Region Problem in Rn
In the previous section, we used the total trajectory length cost functional
(JTL(x˜)). In this case, the local cost is equal to the magnitude of the current
velocity (‖ ˙˜x(t)‖). Thus, we say that the local cost for the SPP is homoge-
neous, which means that it depends only on the control input u˜(t), but it
is independent of the current position x˜(t). In many real-world scenarios,
however, this local cost depends on the current location of a robot. For ex-
ample, a car-like robot expends more energy, due to wheel slip, when driving
over grass compared to solid pavement. Another example is an unmanned
aerial vehicle (UAV) flying over enemy territory avoiding radar detection re-
gions, which results in high political costs if the UAV is detected. A typical
environment for the weighted region problem (WRP) is illustrated in Fig. 2.2.
To incorporate the local cost into the optimization process, weighted re-
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Figure 2.2: An example of a typical environment for a weighted region prob-
lem. A car-like robot may drive over a solid pavement or grass, represented
using regions R1 and R2, respectively. In this case, c2 > c1 indicates that
wheels slip on grass, while solid pavement provides a better grip.
gions are introduced. Using high-valued weights for potentially dangerous
or difficult to traverse regions, optimal motion planning algorithms find low-
cost solutions with the minimal exposure to these regions. Unlike obstacles,
however, high-cost regions are allowed to be traversed if necessary.
2.2.1 Cost Functional and Optimality Criterion
Similar to the SPP, we assume an omnidirectional motion model (2.1) in a
polygonal environment with polygonal obstacles in Rd. In WRP, however,
the cost functional defined as follows: Let regions {R1, R2, . . . , RN} form a
polygonal partition of Xfree. Positive weights are assigned to each region;
hence, we let ck > 0 correspond to Rk. Let function c : Xfree → R be defined
as c(x) = ck if x ∈ Rk. On the boundary between multiple regions, c(x)
takes the minimal of all corresponding weights. This special treatment on
the boundary is necessary to ensure the uniqueness of the optimal solution.
Finally, the cost functional for the WRP is defined as
JWR(x˜) =
∫ tf
0
c(x˜(t))‖ ˙˜x(t)‖ dt . (2.8)
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By minimizing JWR, the total weighted length of the optimal trajectory is
minimized with respect to each traversed region.
2.2.2 Problem Formulation
The weighted region feedback planning problem is formulated similarly to
the shortest path feedback planning problem, with the sole exception of the
cost functional that is used for the optimality criterion.
Problem 2 (Weighted Region Feedback Planning Problem). Given a free
space Xfree, a goal set Xgoal ⊂ Xfree, an initial condition xinit ∈ Xfree, and a
set of regions {R1, . . . , RN} with respective positive costs {c1, . . . , cN}, find
a feedback function pi∗ such that the resulting trajectory x˜∗ = x˜(xinit, pi∗)
satisfies the following conditions:
1. The trajectory x˜∗ is collision-free;
2. The trajectory x˜∗ arrives at the goal;
3. The cost is minimized; that is, for all pi, such that conditions 1 and 2
above are satisfied for x˜ = x˜(xinit, pi), JWR(x˜
∗) ≤ JWR(x˜).
2.2.3 HJB Partial Differential Equation
Similar to the SPP, the cost-to-go function for the WRP satisfies the HJB
PDE. This equation is derived from the Bellman’s dynamic programming
principle and reads
inf
u∈U
{∇V (x) · ‖u‖−1u+ c(x)} = 0 . (2.9)
Furthermore, the optimal feedback plan is computed from the cost-to-go
function as the direction of the steepest descent.
2.3 Optimal Planning Problem for Point Robot
without Differential Constraints
For exact planning algorithms, it is crucial that the environment has a fi-
nite representation. Polygonal environments are used commonly when exact
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computations are needed. On the other hand, approximation strategies do
not require an exact boundary representation, and they may use a polygonal
boundary approximation, instead. Thus, polygonal environments only re-
strict the generality of our approach. In this section, we extend the optimal
motion planning problem formulation to include general environments.
Let X = Rd be the state space. Consider obstacle set Xobs ⊂ X to be an
open Lipschitz domain, whose boundary is a (d − 1)-dimensional Lipschitz
continuous surface. The free space is denoted as Xfree = X \Xobs. Finally, let
the goal set Xgoal ⊂ Xfree be a closed Lipschitz domain. Note that Xfree and
Xgoal are closed sets, which is required for the optimal trajectory problem
to have a unique solution. Figure 2.3 illustrates an example of a typical
environment for the general optimal motion planning problem.
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Figure 2.3: A typical environment for the general optimal motion planning
problem. The obstacle and goal sets are general Lipschitz domains in Rd.
The task is to find a minimal cost, collision-free trajectory from xinit to Xgoal.
We also extend the optimality criterion to include a lower semi-continuous
local cost function, denoted as c : Xfree×U → R+. This function reflects the
difficulty of traversing a particular point in free space as well as the cost of
applying a certain control action. Therefore, this function depends on both
x and u in general. If c is independent of u or depends only on ‖u‖, then
we call it an isotropic local cost function. The isotropic local cost function is
equivalent to that of the WRP in the limit of infinitely refined partitions of
Xfree. If, however, c depends on the direction of u as well as its magnitude,
we call it an anisotropic local cost function. Using the most general form
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of c, we define the general cost functional as
JGP(x˜) =
∫ tf
0
c(x˜(t), u˜(t)) dt . (2.10)
The optimality of the general planning problem is considered with respect to
this functional.
The formulation of the general optimal feedback planning problem for an
omnidirectional vehicle is similar to Problem 2 with the sole difference in
the optimality criterion. However, due to the generality of the considered
environments and cost functionals, this formulation includes a broader spec-
trum of problems. We omit the problem formulation and move directly to
the resulting HJB equation.
Following the derivations in [17], we present the Bellman’s equation for
the formulated optimal feedback planning problem,
V (x) = lim inf
∆t→0
inf
u∈U
{
V (x+ u∆t) + c(x, u)∆t
}
. (2.11)
The Bellman’s equation is equivalent to the HJB equation, which should be
considered in the sense of viscosity solutions:
inf
u∈U
{∇V (x) · u+ c(x, u)} = 0 . (2.12)
The optimal cost-to-go function, the solution to the HJB equation, allows us
to compute the optimal feedback plan as the direction of the steepest descent
of this function. The optimal feedback plan, in turn, provides the optimal
trajectory when it is integrated with respect to motion model (2.3).
2.4 Optimal Planning for Point Robot with
Completely Integrable Differential Constraints
In this section, we focus on the class of systems for which the motion is
restricted in some directions, for example, the endpoint of a pendulum. To
formulate the motion model for such systems, we depart from (2.1) and
introduce the general form of an ODE with control,
˙˜x(t) = f(x˜(t), u˜(t)) , x˜(0) = xinit . (2.13)
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Here, f : X × U → Rd defines a parametrization of vector fields on X with
respect to the parameter u, called control input, from the input set U ⊂ Rd′ .
At each point x, the image of U under the vector-valued mapping f(x, ·)
enables the local motion in a specified range of directions. We consider
underactuated systems, in which case d′ < d.
The environment for this system is defined as in Section 2.3. However,
the motion model imposes local constraints on the movement direction, un-
accounted by Xobs. Constraints imposed by a differential motion model are
called differential constraints. In the special case of completely integrable
differential constraints, the system may be “trapped” on a manifold in Xfree,
rendering the rest of the free space inaccessible.
Definition 1 (Completely Integrable Constraints). Differential constraints
are called completely integrable if there exists a function γ : X → R(d−d′)
such that:
1. The Jacobian of γ is full rank;
2. The solution of (2.13), which we denote x˜, satisfies γ(x˜(t)) = γ(xinit)
for all t ∈ [0, tf ], xinit ∈ X, and u˜ : [0, tf ]→ U .
Note that function γ defines a d′-dimensional surface in X. If the system
is completely integrable, then its trajectory remains on this surface regard-
less of a control input. The system with completely integrable differential
constraints is sometimes called holonomic [32]. Next, we show an example
of a holonomic system.
Example 1: Let X = R2, U = R, and
f(x, u) = u
[
0 −1
1 0
]
· x . (2.14)
In this case, all trajectories remain on a circular manifold defined by γ(x) =
‖x‖. Indeed, by taking the time derivative of ‖x˜‖, we find
d
dt
‖x˜(t)‖ = x˜(t) ·
˙˜x(t)
‖x˜(t)‖ =
u˜(t)
‖x˜(t)‖
(
x˜(t) ·
[
0 −1
1 0
]
· x˜(t)
)
= 0 . (2.15)
Thus, ‖x˜(t)‖ remains constant for all t ∈ [0, tf ] and u˜ : [0, tf ]→ R.
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Completely integrable constraints allow us to rewrite system dynamics in
local coordinates of the “entrapping” manifold. Considering this manifold
as a configuration space of a system, we reduce the optimal motion planning
problem with differential constraints to that without differential constraints.
We assumeX ′ = {x ∈ Rd | γ(x) = γ(xinit)}, X ′obs = X ′
⋂
Xobs, andX
′
goal =
X ′
⋂
Xgoal. We also let X
′
free = X
′ \X ′obs. Also, let φx be a diffeomorphism
between a local neighborhood of x ∈ X ′ and the ball of radius δ centered at
the origin of Rd′ , such that φx(x) = 0 for all x ∈ X ′. Coordinates of Rd′ we
call local coordinates, which we denote as y = φx(x
′) for x′ ∈ X ′.
In local coordinates, the motion model is defined using
f ′(y, u) = Dφx(φ−1x (y))f(φ
−1
x (y), u) , (2.16)
in which Dφx(x) is the Jacobian matrix of φx at point x. Thus, local dy-
namics is defined as follows:
˙˜y(t) = f ′(y˜(t), u˜(t)) . (2.17)
We assume that the image of U under transformation f ′(y, u) contains a
nonempty ball centered at zero. Hence, we guarantee that the motion model
allows propagation in all directions in the local coordinate system.
We thus define the “entrapping” manifold to be the configuration space of
a system and use (2.17) to characterize its motion model in local coordinates.
For the details of this construction, see Fig. 2.4.
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Figure 2.4: An example of a system trapped on a surface.
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Next, we present the HJB equation for the systems with completely inte-
grable differential constraints. In local coordinates, Bellman’s equation reads
V (y) = lim inf
∆t→0
inf
u∈U
{
V (y + f ′(y, u)∆t) + c′(y, u)∆t
}
, (2.18)
in which c′(y, u) = c(φ−1x (y), u). Thus, the HJB equation is derived:
inf
u∈U
{∇V (y) · f ′(y, u) + c′(y, u)} = 0 . (2.19)
As in previous sections, the feedback plan is given as the steepest descent
direction of the cost-to-go function V . In local coordinates, it reads
pi∗(y) = arg min
u∈U
{∇V (y) · f ′(y, u) + c′(y, u)} . (2.20)
2.5 Optimal Planning Problem for Point Robot with
Differential Constraints
In general, differential constraints may not be completely integrable, and,
hence, the state space may not be reduced to a low-dimensional manifold. In
this section, we present the most general formulation of the optimal control
problem considered in this thesis. Further, we derive the HJB equation for
this model. Finally, we present the rule to compute the optimal feedback
function from the cost-to-go function.
First, we consider X = Rd to be the configuration space of a system.
Second, let Xobs ⊂ X be an obstacle set, which is an open Lipschitz domain,
and Xgoal ⊂ X be a goal set, which is a closed Lipschitz domain. Finally, let
us consider the general form of an ODE with control (2.13) as the model of
motion,
˙˜x(t) = f(x˜(t), u˜(t)) , x˜(0) = xinit , (2.21)
and the general form of the cost functional (2.10) as the optimality criterion,
JGP(x˜) =
∫ tf
0
c(x˜(t), u˜(t)) dt . (2.22)
We assume the feedback control model, in which a feedback function is
defined as pi : Xfree → U , and the trajectories x˜(xinit, pi) are Filippov solutions
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of the corresponding ODE:
˙˜x(t) = f(x˜(t), pi(x˜(t))) , x˜(0) = xinit . (2.23)
Under this conditions we solve for the optimal feedback plan pi∗ such that the
corresponding trajectory is collision-free, arrives at the goal, and minimizes
the cost functional. This problem is formulated as follows.
Problem 3 (General Feedback Optimal Motion Planning Problem). Given a
free space Xfree, a goal set Xgoal ⊂ Xfree, and an initial condition xinit ∈ Xfree,
find a feedback function pi∗ such that the resulting trajectory x˜∗ = x˜(xinit, pi∗)
satisfies the following conditions:
1. The trajectory x˜∗ is collision-free;
2. The trajectory x˜∗ arrives at the goal;
3. The cost is minimized, that is, for all pi, such that conditions 1 and 2
above hold for x˜ = x˜(xinit, pi), we have JGP(x˜
∗) ≤ JGP(x˜).
Following the steps of the previous section, this formulation results in the
Bellman’s equation,
V (x) = lim inf
∆t→0
inf
u∈U
{
V (x+ f(x, u)∆t) + c(x, u)∆t
}
, (2.24)
and, consequently, in the HJB PDE,
inf
u∈U
{∇V (x) · f(x, u) + c(x, u)} = 0 . (2.25)
The optimal feedback control is computed as the direction of steepest de-
scent of a general system with respect to the cost-to-go function and system
dynamics:
pi∗(x) = arg min
u∈U
{∇V (x) · f(x, u) + c(x, u)} . (2.26)
To summarize, the main goal of the current research is to compute the
cost-to-go function using fast and accurate numerical methods for the HJB
equation and derive the optimal control from the result.
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CHAPTER 3
DECIDABILITY OF FEEDBACK MOTION
PLANNING PROBLEMS
3.1 Introduction
In this chapter, we answer the question of whether the motion planning
problem under both differential constraints and global constraints (obstacles)
can be solved using a digital computer. Two control models are considered:
1) open-loop and 2) feedback control models. Under the open-loop control
model, the task is to compute a control signal that navigates a robot along
a collision-free trajectory from a given initial state to the goal region. Under
the open-loop control model, on the other hand, the task is to compute a
feedback control law that navigates a robot from all points in the state space
to the goal region while avoiding obstacles. It is assumed that a control
system, geometric robot model and a model of obstacles in the workspace
are given.
This problem unifies several fundamental, classical problems in robotics.
1. Nonholonomic planning: In this case, the differential constraints may
arise from wheeled mobile robots and planning occurs in the config-
uration space [89]; however, dynamics and constraints due to angular
momentum may also be included. Such problems usually arise from
underactuated systems.
2. Kinodynamic planning: Here, there are both velocity and acceleration
constraints, and the system is fully actuated [46].
3. Trajectory planning: This problem has been pursued for several decades
[23, 69, 132] and typically involves computing an open-loop control for
a manipulator while satisfying the kinematics and dynamics expressed
as a control system.
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4. Feedback motion planning: In this case, a feedback control policy pro-
vides a simple mechanism to determine system inputs based on its
current state. For example, navigation functions [121] or composition
of “funnels” [100] provide a feasible feedback plan in the case of omni-
directional vehicle with acceleration constraints.
See Chapter 14 of [90] for a detailed presentation of this unified class of
problems.
In spite of all of this effort, there remains no general characterization of
the particular conditions under which an algorithmic solution exists to any of
the aforementioned problems in robotics. Since basic motion planning (with-
out differential constraints) is already PSPACE hard [120], and particular
instances of motion planning with differential constraints are even harder,
there is not much hope for efficient, decidable solutions. In this context,
decidable means that the planning algorithm must return a correct “yes” or
“no” answer indicating whether a motion plan exists. Therefore, virtually all
approaches to the problem are sampling-based, which employ discretizations
and heuristics to incrementally explore the state space and control signals
and obtain collision-free trajectories. In this case, the most we can hope for
is semicompleteness, which means that the algorithm correctly finds a solu-
tion if one exists; however, it may run forever otherwise. This is analogous
to classical Turing decidability and Turing semidecidability (recognizability).
Proving the existence of a semicomplete motion planning algorithm under
the most general conditions establishes that the motion planning problem is
semidecidable.
Resolution complete algorithms, one of the earlier examples of semicom-
plete algorithms, are introduced in [88]. These sampling-based algorithms
are guaranteed to find an existing solution once provided a sample sequence
with a monotonically increasing resolution. We prove later in this chapter
that for a sampling-based algorithm to be semicomplete, the resolution of
a sample sequence does not need to increase. This rather unintuitive fact
distinguishes semicomplete algorithms from resolution complete algorithms
and draws a parallel between the existence of such algorithms and topological
properties of sample sequences. Moreover, the present work establishes that
a class of semidecidable motion planning problems is strictly broader than
the class of problems that admit resolution complete algorithms. We call
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these problems asymptotically decidable. In some cases, however, resolution
completeness is equivalent to semicompleteness. In such cases, semidecidable
problems also are asymptotically deidable.
In this chapter, we determine simple, general requirements for the existence
of semicomplete motion planning algorithms based mainly on Lipschitz con-
ditions on the control system. This treatment allows substantial generality
and is inspired by analysis of the convergence of numerical dynamic program-
ming algorithms [15, 91]. Our basic approach in this chapter is to analyze the
relationships between metric function spaces, shown informally in Fig. 3.1.
In this figure, the input space is the set of possible control system inputs and
the state space is the configuration space or, generally, the phase space of the
system. Considering inputs and states parametrized over time or state do-
mains (for open-loop or feedback controls, respectively), we design respective
function spaces of control signals (called the control space) and trajectories
(called the trajectory space). Control signals are mapped to trajectories when
integrated. The solution set, a subset of a control space, includes all solu-
tions to a given control problem, that is, all such control signals that safely
navigate a robot to the goal. By definition, the solution set maps to the
set of feasible trajectories. A feasible trajectory must be collision-free, sat-
isfy differential constraints, and arrive at the goal, eventually. Furthermore,
we prove the existence of a semicomplete algorithm by constructing the set
of discrete controls. This set maps to the set of discrete trajectories, which
can be tested systematically for a candidate solution. This algorithm closely
resembles the execution trace of most existing sampling-based planning al-
gorithms, which incrementally sample and search the state space to build
either a feasible trajectory or a feedback control (see [90, 40] for surveys).
Semicompleteness in this general setting is provided by ensuring that the
set of discrete controls is dense in the control space. It may be a surprising
observation, however, that semicompleteness can be achieved even when it is
impossible to incrementally reduce the radius of the largest empty ball, the
dispersion [111]. This peculiar behavior is explained in Section 3.3, in which
basic sampling concepts are defined. In Section 3.2, we introduce the gen-
eral motion planning problem. A continuous mapping from the control space
to the trajectory space is discussed in Section 3.4. The main algorithmic
constructions and theorems are presented in Section 3.5, which establishes
sufficient conditions for the existence of a resolution complete planning algo-
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Input space State space
↓ ↓
Time or state domain −→ Control space −→ Trajectory space
↓ ↓
Solution set −→ Feasible trajectories
↑ ↑
Domain discretization −→ Discrete controls −→ Discrete trajectories
Figure 3.1: Topological method: sample sets, metric spaces, discretizations,
and relations among them.
rithm. Conclusions are presented in Section 3.6.
We believe that having general conditions for the existence of semicomplete
algorithms is useful for
1. the characterization of solvable robotics problems,
2. the design of better sampling-based planning algorithms,
3. the design of motion primitives [29, 55, 48], and
4. the verification problem [20, 63] (which is a negated form of planning
that establishes nonexistence of a path).
This work generalizes the results obtained in [145] for the general open-loop
motion planning problem and extends these results to the general feedback
motion planning model.
3.2 Problem Formulation
Let the state space X ⊂ Rd be a smooth manifold of dimension d′′. Let U be
the input space, which is a bounded subset of Rd′ with d′ ≤ d′′. Use notation
from Chapter 2, a motion model for the mechanical system, defined in (2.13),
is expressed in local coordinates as1
˙˜x(t) = f(x˜(t), u˜(t)) . (3.1)
1We may consider the more general case of time-varying systems x˙ = f(x, u, t) without
changing analysis that follows. We choose the time-invariant case for simplicity.
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Constraints are imposed on X that account for mechanical limits due to
kinematics and dynamics, and also to avoid collisions with static obstacles.
Let Xfree denote an open and bounded subset of X that consists of all states
satisfying these constraints. Usually, Xfree is defined only implicitly by means
of representations of kinematics and obstacles. Therefore, a collision detec-
tion algorithm is often needed to evaluate whether states lie in Xfree.
It is assumed that f is a Lipschitz continuous function in both x and u,
which implies that there exists positive real-valued constants Lx and Lu such
that
∥∥f(x, u)− f(x′, u)∥∥ ≤ Lx‖x−x′‖ and ∥∥f(x, u)− f(x, u′)∥∥ ≤ Lu‖u−u′‖
for all x, x′ ∈ X and u, u′ ∈ U . The norms used here are defined on the
ambient vector spaces Rd and Rd′ , respectively. Furthermore, f is assumed
to be bounded; that is, there exists Bf > 0 such that ‖f(x, u)‖ ≤ Bf for all
x ∈ X and u ∈ U .
Two different control models are commonly used in robotics: 1) an open-
loop control and 2) a feedback or closed-loop control. An open-loop control
defines the control input as a function of time. A feedback control, on the
other hand, defines the control input as a function of the current robot po-
sition. We consider the general motion planning problem using these two
control models.
3.2.1 Open-Loop Motion Planning Problem
Let U be the set of all measurable functions defined on [0, T ], for all T ≥ 0,
with values in U , which we call the control space. Similarly, denote X to
be the set of all Lipschitz continuous functions defined on [0, T ], for T ≥ 0,
with values in X, which we call the trajectory space. We require that for all
functions in X the Lipschitz constant is bounded by Bf . In other words, for
all x˜ ∈ X and all t and t′ in the domain of x˜, ‖x˜(t) − x˜(t′)‖ ≤ Bf |t − t′|.
Also, let us define tf : U ∪ X → [0,∞) to return the duration of a control or
a trajectory, depending on the argument.
We define the open-loop control model as a mapping from the control space
to the trajectory space. Formally, the open-loop control model is defined
x˜(xinit, u˜) : X × U → X . For all xinit ∈ Xfree and u˜ ∈ U , function x˜ =
x˜(xinit, u˜) satisfies (3.1) at all t ∈ [0, tf(u˜)] with the initial condition x˜(0) =
xinit ∈ X.
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Problem 4 (Open-Loop Motion Planning Problem). Given the state space
X, the goal set Xgoal ⊆ Xfree, and the initial point xinit ∈ Xfree, compute
u˜ ∈ U such that the corresponding trajectory x˜(xinit, u˜) is collision-free and
arrives at the goal.
To accomplish this task, we assume the existence of an integration module
that integrates (3.1) to produce trajectory segments and a collision detection
module that determines whether a trajectory segment belongs to Xfree.
3.2.2 Feedback Motion Planning Problem
Let P be the set of all piecewise continuous feedback controls pi : X → U .
Note that Lipschitz continuity is not required for a feedback control; hence,
we may consider discontinuous pi. In this setting, we consider Filippov solu-
tions [53] to guarantee the existence and uniqueness of trajectories provided
by discontinuous controls.
A feedback control defines the necessary action depending on the current
state. Using control signal u˜ = pi(x˜), we reduce (3.1) to an uncontrolled
ODE:
˙˜x(t) = f(x˜(t), pi(x˜(t))) . (3.2)
The feedback control model is given as a mapping from X × P to X . We
define this mapping formally as x˜(xinit, pi) : X × U → X . Given xinit ∈ X
and pi ∈ P , function x˜ = x˜(xinit, pi) satisfies (3.2) for all t ≥ 0 until the goal
is reached. In this case, the first moment of time when the system reaches
the goal defines the final time. Formally, tf(x˜) = inf
t≥0
{x˜(t) ∈ Xgoal}.
Problem 5 (Feedback Motion Planning Problem). Given the state space X
and the goal set Xgoal ⊆ Xfree, compute pi ∈ P such that for all xinit ∈ Xfree
the corresponding trajectory x˜ = x˜(xinit, pi) is collision-free and arrives at the
goal.
Note that Problem 5 is similar to the optimal motion planning problem
(see Problem 3) with the exception of the optimality criterion. Therefore, the
motion planning problem is a generalization of the optimal motion planning
problem. Thus, the computability of the solutions plays an important role
in the optimal motion planning.
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In the next section, we introduce the problem of a shortsighted cow lost on
a metric space, in which the cow must find its way back to the house. We call
this problem the lost-cow problem. We study this problem on various met-
ric spaces and discuss properties of sampling-based algorithms. Using a few
simple examples, we demonstrate different behaviors of sampling-based algo-
rithms, which depends on the metric space that is sampled. The intuition,
which we build on these examples, is extended to analyze sampling-based
algorithms for the motion planning problem in later sections.
3.3 Sampling Metric Spaces
We begin this section with a definition of a metric space, and later proceed
to the sampling theory. A metric, as a measure of distance between two
states of a robot, is naturally introduced into configuration spaces. In this
thesis, however, we extend the definition of a metric to trajectory and control
spaces. Similar to configuration spaces, a metric on trajectory or control
spaces quantifies the distance between trajectories or controls, respectively.
Definition 2 (Metric Space). Consider X to be an arbitrary set. A function
ρ : X ×X → R is called a metric on X if, for all x, x′, x′′ ∈ X, it satisfies
the following:
1. Symmetry: ρ(x, x′) = ρ(x′, x);
2. Nonnegativity: ρ(x′, x′′) ≥ 0;
3. Identity of indiscernibles: ρ(x′, x′′) = 0 if and only if x′ = x′′;
4. Triangle inequality: ρ(x, x′) ≤ ρ(x, x′′) + ρ(x′′, x′) for all x′′ ∈ X.
In this case, (X, ρ) or simply X (in case there is no ambiguity which metric
is used) is called a metric space.
Note that no specific requirements are imposed on a set X in the definition
of a metric. Thus, a metric can be introduced on virtually any set. Addition-
ally, any subset of X is a metric space on its own, with respect to the same
metric. In the following example, we define a metric on a set of functions;
hence, we build an example of a function metric space.
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Example 2: Consider a set of Lebesgue measurable functions defined on a
unit interval [0, 1], such that the integral of their absolute value is finite. Let
us define a metric ρ(f, f ′) =
1∫
0
|f(x)− f ′(x)| dx . This metric space is called
the L1 function space.
A topology on X induced by the metric ρ is defined using the base that
consists of open balls with the center at all x ∈ X and radius r ≥ 0, which
we denote as Br(x) = {y ∈ X | ρ(x, y) < r}. Therefore, a metric space is by
definition a topological space. However, we do not cover general topological
spaces in this chapter for two main reasons: First, many topological concepts
become more intuitive when defined in terms of the metric-induced topology.
Second, spaces considered in this chapter are metric spaces and, hence, do
not require a general treatment. Nonetheless, methods and techniques used
in this chapter rely on topological properties of considered spaces only, and
they can be generalized easily.
Next, we introduce the concept of a sample set. Sample sets play an im-
portant role in robotics and motion planning. Robots operate in continuous
environments, but they rely on a discrete algorithmic reasoning. Often, the
internal representation of the environment in computer memory is provided
by a sample of points in that environment, which we call a sample set. The
formal definition of a sample set follows.
Definition 3 (Sample Set). A countably infinite set P in X is called a sample
set on X.
Algorithms in robotics use sample sets in a particular order. Results of
an algorithm may differ if different orders are used. To distinguish between
different possible sample set orders, we introduce sample sequences.
Definition 4 (Sample Sequence). A bijection of N to P is called a sample
sequence and is denoted as {pi}∞i=1, in which pi ∈ P for all i ∈ N.
Note that the same sample set can be used into different sample sequences.
However, a sample sequence corresponds to a unique sample set.
Dense sample sets must be used for an algorithms to reason about an
entire continuous environment and not miss a small, yet important, part of
it. Intuitively, a set that is dense in X has at least one of its points arbitrarily
close to any point in X. The formal definitions of a dense set and a dense
sequence follow.
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Definition 5 (Dense Set). A sample set P in a metric space X is called
dense if, for all ε > 0 and x ∈ X, there exists x′ ∈ P such that ρ(x, x′) ≤ ε.
Definition 6 (Dense Sequence). A sample sequence is called dense if the
corresponding sample set is dense.
We use dense sample sequences to solve the trajectory planning problem in
the most general setting to date. The main idea of our approach is to build a
dense sequence of motion primitives or feedback policies in a control function
space and use a mapping from the control space to the trajectory space to
verify solution candidates from the resulting sample set of trajectories. In
this case, the density of the trajectory sample set guarantees that a solution
is found if one exists.
3.3.1 Motivating Examples
Lost-Cow Problem 0
Traditionally, the lost-cow problem is concerned with optimizing the compet-
itive ratio of the search algorithm on a graph [9]. Formally, a shortsighted
cow is lost on a two-lane graph, and the gate is located in either one of these
lanes at an unknown distance from the root of the graph; see Fig. 3.2. The
cow is allowed to move “left” or “right” on the graph, and it can detect the
gate only at its current node. Using only allowed operations, the goal is to
provide an algorithm for the cow to find the gate in minimal time [9]. Note
that, in this case, we assume the gate is always present in the graph.
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Figure 3.2: Illustration for Lost-Cow Problem 0.
Here, we formulate the lost-cow problem as a motion planning problem.
To this end, we allow no gate to exist. The goal is to find an algorithm
that locates the gate if it exists and reports failure otherwise. In this sense,
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the motion planning problem is analogous to the Turing decision problem,
and a correct decision algorithm is referred as complete in motion planning
literature.
Definition 7 (Turing decidability). A problem is Turing decidable if there
exists an algorithm that finds a solution to this problem when one exists, and
it correctly reports a failure otherwise.
Definition 8 (Completeness). A correct decision algorithm for a Turing
decidable motion planning problem is called complete.
Even in the simple case of Lost-Cow Problem 0, a complete algorithm does
not exists if the node number is unknown. Indeed, after a finite number of
steps, a cow that failed to find the gate cannot safely assume that the gate
does not exist: it may be that the cow did not go “far enough” to find the
existing gate. If X is bounded, on the other hand, then a simple enumeration
algorithms is complete.
Given that this simple problem is undecidable, the general motion planning
problem must be undecidable as well. Thus, we introduce the weaker notion
of semidecidability.
Definition 9 (Semidecidability). A problem is semidecidable if there exists
an algorithm that finds a solution when one exists, and it may execute forever
otherwise.
Note that a decidable problem is semidecidable, but a semidecidable prob-
lem is not necesarily decidable.
Definition 10 (Semicompleteness). A correct decision algorithm for a semi-
decidable motion planning problem is called semicomplete.
In this setting, Lost-Cow Problem 0 is semidecidable. Moreover, the linear
spiral search algorithm [9], which moves the cow back and forth on a graph
using a sequence of increasing distances, is semicomplete. To motivate the
notion of semidecidability further, we consider the lost-cow problem in contin-
uous spaces. We use these special cases of a general motion panning problem
as motivating examples and show the relation between the semidecidability
of these problems and topological properties of the respective search spaces.
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Lost-Cow Problem 1
Assume a shortsighted cow is represented by a point on a closed interval X
in R, and let an open interval G of R be the goal set (the gate). At each
step, the cow walks towards a computable point2 in X, and at that point it
can look for the gate. All possible strategies for a cow can be thought as
a sampling-based algorithm that must find an open set in a metric space.
In this setting, it is natural to ask: Is there a complete algorithm for this
motion planning problem? If not, is there a semicomplete algorithm?
It follows from Lost-Cow Problem 0 that the complete algorithm does
not exist in this case. Moreover, unlike Lost-Cow Problem 0, no complete
algorithm exists even if X is bounded. In this case, the goal set may be suffi-
ciently small, so it “escapes” the sample sequence for a sufficiently long time.
However, it is evident that a search algorithm that uses a dense sample se-
quence in X (for example, enumerated rational numbers) will find eventually
a nonempty set G. Thus, this problem is at least semidecidable.
For many years, it was falsely assumed that a sampling-based algorithm
succeeds in finding a solution only if the resolution of sampled points is
constantly improved during the algorithm execution. In this example, we
show that the improving resolution is not necessary for semicompleteness.
Before proceeding any further, we define notions of resolution and converg-
ing sample sequences.
Definition 11 (Dispersion). The dispersion of a sample set P in a metric
space X is given by the radius of the largest empty ball in X that does not
contain any points of P . The dispersion is denoted δX(P ) = sup
x∈X
inf
p∈P
ρ(x, p),
in which ρ is the metric in X.
The dispersion measures the quality of a sample set. If two sets P and P ′
are such that δX(P ) < δX(P
′), then we say that set P has a better resolution
than that of P ′ in X.
Definition 12 (Converging Sample Sequence). A sequence {pi}∞i=1 is called
converging if
lim
N→∞
δX(PN) = 0 , (3.3)
2A computable point on R is such that there exists a finite algorithm that writes down
its digits. We use computable points to avoid the reduction of an undecidable problem to
another undecidable problem.
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in which PN = {pi}Ni=1 is the set of the first N elements of the sequence.
A converging sample sequence guarantees that a given resolution level can
be achieved provided that a sufficient number of elements from the sequence
are used.
Note that, if P ′ ⊆ P , then δX(P ) ≤ δX(P ′). Therefore, the sequence
{δX(PN)}∞N=1 is monotonically decreasing. Moreover, δX(PN) ≥ 0 for all
N ∈ N. Thus, the limit of this sequence is well-defined, which follows from
the monotone convergence theorem. Note also that the convergent sequence
is dense by definition.
Using a converging sample sequence notions of resolution completeness and
asymptotic decidability are defined.
Definition 13 (Resolution Completeness). Let a discrete motion planning
problem be constructed from a more general continuous problem using a sam-
ple set P over some X3. Let also ε > 0 be such that, if the continuous
motion planning problem has a solution, and δX(P ) < ε, then the corre-
sponding discrete problem also has a solution. A complete algorithm for all
such constructed discrete problems is called resolution complete for the con-
tinuous problem.
Definition 14 (Asymptotic Decidability). If there exists a complete algo-
rithm for a general motion planning problem, then this problem is called
asymptotically decidable.
Note that a resolution complete algorithm is not necessarily complete.
Although, a solution may exist for a continuous problem, it is possible for a
resolution complete algorithm to return “no” when provided with a coarse
discretization. Moreover, it is generally unknown how small dispersion must
be to find an existing solution. Therefore, the resolution completeness is a
strictly weaker notion than the completeness.
On the other hand, a resolution complete algorithm provides qualitatively
better information about the problem than a semicomplete algorithm. We
demonstrate this difference in the following example. Consider running a
resolution complete algorithm to find a gate in Lost-Cow Problem 1 using a
dense sample sequence {pi}∞i=1 on X. Let this algorithm terminate after N
3We will not restrict ourselves to sampling only a state space; rather, X can be virtually
any space, such as, control space, state space, or space of motion primitives.
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steps, and assume the dispersion δ0 = δX(PN) is known. By the definition
of a resolution complete algorithm, the solution set G does not contain an
open ball of a radius greater than δ0. Thus, a δ0-perturbation of the existing
solution is not guaranteed to “survive”; that is, for x ∈ G there exists x′ /∈ G
such that ρ(x, x′) ≤ δ0. By monitoring the dispersion of a sample set, a fixed
tolerance complete algorithm for Lost-Cow Problem 1 is derived from a reso-
lution complete algorithm. No such guarantees are given by a semicomplete
algorithm, however.
From the examples above, we conclude that for a particular motion plan-
ning problem the following is true for motion planning algorithms:
{complete} ⊂ {resolution complete} ⊂ {semicomplete} . (3.4)
Moreover, a similar inclusion holds for sets of motion planning problems
defined above:
{decidable} ⊂ {asymptotically decidable} ⊂ {semidecidable} . (3.5)
We already know that Lost-Cow Problem 1 is semidecidable. One may
ask: Is this problem asymptotically decidable? The affirmative answer is
given in the case where X is bounded. Indeed, for each ε, the set of points
equally spaced in X with the step ε is finite. Moreover, the dispersion of this
set is at most ε. Thus, using a sequence of such equally spaced points for
ε = 1, 1/2, 1/4, . . ., we construct a resolution complete algorithm. If X is un-
bounded, however, the dispersion of any finite set is infinite, and a resolution
complete algorithm does not exist in this case. This nonequivalence between
resolution completeness and semicompleteness is due to noncontinuity of the
dispersion with respect to its argument for unbounded X:
0 = δX(P ) 6= lim
N→∞
δX(PN) =∞ . (3.6)
From this example, we conclude that the same sampling-based algorithm
that uses a dense sample sequence is semicomplete if X is unbounded, and it
is resolution complete if X is bounded. We show later that a similar property
holds for all motion planning problems. Moreover, asymptotic decidability
and semidecidability are related to topological properties of search spaces
involved with the motion planning problem, rather than properties of sample
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sequences or enumeration algorithms.
In the example with unbounded X, the dispersion is always infinite, and
it “snaps” to zero in the limit. One may assume that, once such degenerate
cases are factored out, we recover a familiar equivalence between resolution
completeness and semicompleteness. Nevertheless, as we demonstrate in the
next example, even for bounded X, the dispersion of a dense sequence may
not converge to zero.
Lost-Cow Problem 2
We assume a shortsighted cow is represented by a point in a unit ball
X = B1(0) with the center at the origin of l2 :=
{
x = {xi}∞i=1 |
∞∑
i=1
|xi|2 <∞
}
vector space. Let this space to be equipped with the standard Euclidean met-
ric ρ(x,x′) =
√ ∞∑
i=1
|xi − x′i|2. Finally, let an open set G ⊆ X represent the
gate. The goal is to find G if it is not empty.
Consider a sample sequence {pi}∞i=1 in X. A finite set PN belongs to a
finite dimensional subspace of l2, which we denote as span{PN}. Using the
Gram-Schmidt orthogonalization process, we find a unit vector e⊥ ∈ X that
is orthogonal to span{PN}; see Fig. 3.3. Therefore, for all N , we have found
an element in X such that it is at least a unit distance away from all elements
in PN . On the other hand, the dispersion of PN is bounded from above by the
radius of X. This unusual behavior is due to l2 being an infinite-dimensional
space. Hence, we say that G “escapes through the dimensionality” from
sample points pi.
In this example, we demonstrated that the dispersion of a dense sequence
on a bounded set converges to a real number that is not equal to zero or
infinity. In other words,
0 <
1
2
≤ lim
N→∞
δX(PN) < 1 <∞ . (3.7)
Despite the absence of a converging sample sequence, a dense sample se-
quence still exists in X, and Lost-Cow Problem 2 is semidecidable.
Infinite-dimensional spaces arise naturally in the functional analysis frame-
work. Used in this example, function space l2 consists of sequences of real
numbers, which are functions from N to R. In robotics, control input sig-
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Figure 3.3: Escape through the dimensionality.
nals, robot trajectories, or configurations of flexible robots form function
spaces defined over continuous domains. Sampling-based motion planning
algorithms involve sampling these function spaces to search for a feasible
plan.
Lost-Cow Problem 3
Until now, we have considered problems for which semicomplete algorithm
exists. The question remains as to whether it is possible to construct a metric
space such that the lost-cow problem on this space is not semidecidable.
Assume a shortsighted cow is represented by a point in a unit ball X =
B1(0) of the vector space l∞ :=
{
x = {xi}∞i=1 | sup
i∈N
|xi| <∞
}
with the sup-
metric ρ(x,x′) = sup
i∈N
|xi − x′i|. The goal is to find an open set G ⊆ X.
In this setting, a dense sample sequence does not exist in X, which we show
using Cantor’s diagonal argument. Assume to the contrary: the sequence
{xj}∞j=1 is dense in X. We construct an element x∗ such that for all i ∈ N the
ith coordinate x∗i = 1 if the corresponding coordinate x
i
i ≤ 0, and x∗i = −1
otherwise. Clearly, x∗ ∈ X, but the distance to xj always is not less than 1:
ρ(x∗,xj) = supi∈N |x∗i − xji | ≥ |x∗j − xjj| ≥ 1. The derived lower bound
contradicts the assumption that the considered sequence is dense in X. Thus,
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it follows that the problem of finding an open set G in X is not semidecidable.
In the motivating examples above, we introduced four lost-cow problems
that can be considered as a general search problem of an open set in a metric
space using nothing but a sampling strategy. In Lost-Cow Problem 0, the
metric space is a set of graph nodes with a discrete metric. A subset of
R (finite-dimensional vector space) is the metric space introduced in Lost-
Cow Problem 1. Lost-Cow Problem 2 and 3 consider the infinite-dimensional
metric space of real number sequences under two different norms. Different
topological properties of these metric spaces lead to qualitatively different re-
sults for the solution of the basic motion planning problem. This relationship
will be investigated for the general lost-cow problem introduced next.
General Lost-Cow Problem
A cow is lost on a metric space X. The goal is to find an open set G ⊆ X
by sampling X at a discrete set of points.
In the next section, we show that the semidecidability (the existence of a
semicomplete algorithm) of the general lost-cow problem and convergence of
the dispersion (existence of a resolution complete algorithm) are equivalent
to the separability and precompactness of X, respectively. To the best of our
knowledge, this relationship between computational properties of sampling-
based algorithms and topological properties of search spaces is not discussed
in the existing literature.
3.3.2 Separability and Precompactness
Next, we define two main topological concepts, which are used throughout
the chapter: the precompactness and the separability.
Definition 15 (ε-net). A set {xα}α∈A ⊂ X, in which A is an arbitrary index
set4, is called an ε-net of X if, for all x ∈ X, there exists α ∈ A such that
ρ(x, xα) ≤ ε.
Definition 16 (Precompact Metric Space). A metric space X is called pre-
compact if, for all ε > 0, there exists a finite ε-net of X.
4Index sets are allowed to be finite, countably infinite, or uncountably infinite.
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Note that by definition the dispersion of ε-net of X is at most ε. Thus, an
equivalent definition of precompactness follows: A set is precompact if, for
all ε > 0, there exists finite P such that δX(P ) ≤ ε.
Example 3: The unit interval [0, 1] is a precompact set. Indeed, for all ε,
we construct a finite set {i ε}b1/εci=1 , which is an ε-net of this interval.
Example 4: The real line R is not a precompact set. This follows from
the fact that a finite 1-net covers at most a bounded set; R, however, is
unbounded.
Example 5: The unit ball in l2 with the center at zero is not a precompact
set. It may seem counterintuitive that a bounded set cannot be covered with
a finite set of balls with a fixed radius. Nevertheless, consider an orthonormal
basis in l2. By the Pythagorean theorem, the distance between a pair of basis
vectors is
√
2. Thus, taking ε =
√
2/2, we show that the smallest ε-net must
be a countable set.
From the examples above, we assert that the convergence of a sample
sequence (defined in Section 3.3.1) is related to the precompactness of the
underlying metric space.
Theorem 17. There exists a convergent sample sequence {pi}∞i=1 in the met-
ric space X if and only if X is precompact.
Proof. The proof is divided into two parts, in which we independently prove
necessary and sufficient conditions.
Necessary condition. From the convergence of {pi}∞i=1, it follows that
for all ε there is a number N(ε) such that δX(PN(ε)) ≤ ε. Thus, PN(ε) is a
finite ε-net of X, and it is precompact by definition.
Sufficient condition. If X is precompact, then for all ε > 0 there exists
a finite set P (ε) such that δX(P (ε)) ≤ ε and its size is N(ε). We construct a
sequence {pi}∞i=1 by concatenation of finite sets
∞⋃
i=1
P (1/i). Thus, for all ε > 0
there exists N =
d1/εe∑
i=1
N(1/i) such that δX(PN) ≤ δX
(
P ( 1d1/εe)
)
= 1d1/εe ≤ ε,
and sequence {pi}∞i=1 is convergent. 
Typically, in many problems in robotics, the resolution of a sample se-
quence increases gradually during the execution of a sampling-based planning
algorithm (the dispersion converges to zero). However, as it was discovered in
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Section 3.3.1, resolution completeness is not necessary to find a solution, and
semicompleteness may suffice. We attribute the existence of semicomplete
algorithms to a more subtle property of metric spaces: separability.
Definition 18 (Separable Metric Space). A metric space X is called sepa-
rable if there exists a countable dense set in X.
Note that X is separable if and only if there exists a countable set P such
that δX(P ) = 0. It is surprising that some metric spaces can be separable and
bounded, but not precompact; that is, lim
N→∞
δX(PN) 6= δX(P ) = 0. Consider
the following example.
Example 6: A unit ball centered at the origin in l2 is a separable metric
space. Let this unit ball be denoted as X. We build a set of elements of X
that have a finite number of nonzero coordinates, all of which are rational
numbers. This set is countable, which is proven using the Cantor pairing
function. We must show that this set is dense in X. Indeed, for all x ∈ X
and ε > 0 we find N such that
∞∑
i=N+1
|xi|2 ≤ ε2/2; this is possible because
the series is convergent by the definition of l2. Next, for an integer i between
1 and N , we find a rational number qi such that |xi − qi|2 < ε2/(2N); this is
possible because rational numbers are dense in R. Let coordinates of q take
values qi for i = 1 . . . N and zeroes for i > N . Consider the following:
ρ(x,q) =
√√√√ ∞∑
i=1
|xi − qi|2 =
√√√√ N∑
i=1
|xi − qi|2 +
∞∑
i=N+1
|xi|2 ≤ ε . (3.8)
Thus, the constructed set is dense in X.
From the example above, the most counterintuitive fact follows: in infinite
dimensional spaces, we can construct a sequence that gets arbitrarily close
to all elements of a bounded set, yet any finite subset of this sequence is
at least a unit distance away from some element in this set. Considering
this, it may seem less bizarre that Lost-Cow Problem 2 is decidable but not
asymptotically decidable. The even more bizarre case of Lost-Cow Problem 3
is explained in the next example using nonseparable spaces.
Example 7: We consider a unit ball centered at the origin of l∞, and let us
denote it X. Further, let P ⊂ X be such that coordinates of each point in P
are either 0 or 1. First, P is uncountable (per Cantor’s diagonal argument).
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Second, any two elements in P are unit distance away from each other.
Therefore, a dense sequence must be uncountable.
Using the last two examples as a motivation, we establish the following
result.
Theorem 19. The problem of finding an open set G in a metric space X is
semidecidable (that is, there exists a semicomplete algorithm) if and only if
X is separable.
Proof. By definition, X is separable if and only if there exists a countable
set P , which also is dense in X. Hence, the intersection of P with G is
nonempty. If an order is defined on P to construct a sample sequence, then
the first element of this sequence that also is in G is returned by a sampling-
based algorithm. 
Note that the semidecidability or asymptotic decidability of the general
lost-cow problem is a property of an underlying metric space only, and not
a particular sample sequence or sampling-based algorithm. Thus, by un-
derstanding the topology of search spaces involved in the general motion
planning problem, we are able to infer whether this problem is solvable by a
digital machine.
In the coming sections, we build function spaces of control signals and
trajectories, and we introduce metrics on them. This construction allows us
to use Theorems 17 and 19 to prove purely combinatorial facts about motion
planning algorithms.
3.4 Basic Concepts and Properties
In this section, we introduce some preliminary concepts that are necessary to
relate the general motion planning problem to the general lost-cow problem
and establish basic topological properties of underlying search spaces. We de-
fine a metric on spaces of open-loop and feedback controls and the trajectory
space, and we show that the relations between controls and trajectories are
well-defined continuous functions. We establish a simple, yet theoretically
powerful, algorithm to search for a solution:
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1. sample the control space,
2. relate sampled controls to the corresponding trajectories using contin-
uous mapping, and
3. test sampled trajectories for a solution.
This algorithm resembles the sampling-based strategy that was implemented
in the previous section for Lost-Cow Problems 0 to 3.
3.4.1 Sampling Function Spaces
Sampling Open-Loop Controls
Let Σ ⊂ U be a countable set of motion primitives, each defined over a closed
and bounded time interval. Borrowing concepts from the theory of compu-
tation, Σ can be interpreted as an alphabet. If motion primitives are applied
in succession, a control that represents their concatenation is obtained. For
example, if σ1, σ2 ∈ Σ, in which σ1 : [0, t1] → U and σ2 : [0, t2] → U are
applied in succession, the resulting control, denoted by σ1σ2, is
(σ1σ2)(t) =
{
σ1(t) if t ∈ [0, t1)
σ2(t− t1) if t ∈ [t1, t1 + t2]
. (3.9)
Allowing any finite number of concatenations, each resulting control is
expressed as a string, which is a finite sequence of motion primitives in Σ.
Considering this, the set of all controls that can be formed from motion
primitives is the Kleene star of Σ, which is denoted and defined as
Σ∗ = {σ1σ2 · · ·σk | k ≥ 0 and each σi ∈ Σ}. (3.10)
Note that we do not allow infinite sequences of motion primitives to be ap-
plied. The definition of Σ∗ allows the empty string, which is assumed to be
a zero control.
The following lemma establishes a useful property of Σ∗ for the purposes
of computation.
Lemma 20 (Rectangular enumeration argument). For all sets Σ of motion
primitives, the Kleene star Σ∗ is countable.
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Proof. Consider Σ∗n that consists of all strings of length not greater than n
and composed of the first n characters of the alphabet Σ only. For exam-
ple, Σ∗1 = {σ1}, Σ∗2 = {σ1, σ2, σ1σ1, σ1σ2, σ2σ1, σ2σ2}, and so on; see Fig. 3.4.
Verify that each Σ∗n is finite, and Σ
∗ =
∞⋃
n=1
Σ∗n. Hence, Σ
∗ is countable as a
countable union of finite sets. 
1 2 3
{σ1σ2,
σ2σ1,
σ2σ2}
σ1
σ3
σ2 {σ2}
{σ3}
{σ1} {σ1σ1} {σ1σ1σ1}
. . .
. . .. . .
Figure 3.4: Even if Σ is countably infinite, Σ∗ is countably infinite, as shown
by rectangular enumeration argument. We show that Σ∗ =
⋃∞
n=1 Σ
∗
n, in
which sets Σ∗n (corresponding to regions bounded by dashed lines) are finite.
To facilitate the development of semicomplete planning algorithms, it is
helpful to introduce a set of motion primitives, which is straightforward to
describe and utilize. Moreover, assuming that all motion primitives in the
set Σ are encoded digitally, it follows from the lemma above that all strings
in Σ∗ are computable.
Suppose that a system is defined as in (3.1). First, replace U with a
countable subset. If U is uncountably infinite, then choose a countable,
dense subset Ud ⊂ U . For example, Ud could be the set of all u ∈ U for
which all coordinates are rational numbers. If U is already countable, then
we may simply let Ud = U .
Let Σdt ⊂ U be called the discrete-time model, and let it be defined as
the set of all constant functions u˜ : [0, t] → Ud, in which t = 1/2i for
all i ∈ N. Thus, the duration of motion primitives can be 1/2, 1/4, 1/8,
and so on. Any sequence of time intervals that converges to zero may be
used alternatively. The set of all strings that uses the alphabet Σdt and the
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concatenation rule (3.9) consists of piecewise constant functions. We denote
this set of strings as Σ∗dt.
The discrete-time model is just one of numerous possible sets of motion
primitives. However, the particular choice of Σ depends heavily on the con-
sidered system, the intended application, and the efficiency of the planning
algorithm. Virtually any definition of Σ is allowed, provided that Σ∗ is dense
in U . We show that this requirement is sufficient for a semicomplete algo-
rithm to exist.
Sampling Feedback Controls
In scientific computing, functions and vector fields that are defined over con-
tinuous domains are commonly discretized using basis functions. This type
of discretization is ideal for sampling purposes. By sampling the coefficients
of the basis expansion, we build a sample set in a function space. One of
the simplest discretization is provided using piecewise constant basis func-
tions. More complex and more accurate approximations exist. For example,
piecewise linear, quadratic, cubic, and higher-order as well as Fourier basis
functions are available.
The choice of the discretization procedure is not arbitrary. In scientific
computing, for example, convergence, stability, and time complexity of nu-
merical algorithms depend on the considered approximation. More complex
approximations are necessary if the efficiency and accuracy of numerical algo-
rithms is critical. However, in this chapter we focus mainly on the simplicity
of sampling-based algorithms. Therefore, a piecewise constant discretization
is sufficient for our purpose.
Assume a countable set Xd is dense in Xfree
5. We define an alphabet
Σds = Xd × Ud = {(x, u) | x ∈ Xd u ∈ Ud}, in which Ud is defined as in the
previous section. We call this model the discrete-space model. As usual, Σ∗ds
is a Kleene closure of Σds.
Lemma 21. Both Σds and Σ
∗
ds are countable sets.
Proof. As a Cartesian product of two countable sets, Xd and Ud are count-
able (use Cantor pairing function). Also, repeating the proof of Lemma 20,
5It may be difficult to construct Xd numerically, and such analysis is beyond the scope
of this manuscript.
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we establish that Σ∗ds is countable. 
Finally, for each σ = {(xi, ui)}Ni=1 ∈ Σ∗ds, we define a feedback function
piσ(x) = ui if ‖x− xi‖ ≤ ‖x− xj‖ for all integer j such that 1 ≤ j ≤ N . By
construction, the discrete-space model represents feedback controls that are
piecewise constant functions defined on Voronoi regions of a discrete set of
points.
3.4.2 Designing Metric Spaces U , X , and P
The control space U can be made into a metric space as follows. Let α be
the diameter of the smallest ball that contains U (we call α the diameter of
U). Since U is bounded, α < ∞. For controls u˜ and u˜′ in U , let us define
the L1-type metric
ρU(u˜, u˜′) =
∫ T ∗
0
‖u˜(t)− u˜′(t)‖ dt + α|tf(u˜)− tf(u˜′)| , (3.11)
in which T ∗ = min{tf(u˜), tf(u˜′)}.
Note that this metric is different from a standard L1 metric due to the
variable domain length of functions in U , which is accounted by the extra
term in (3.11). This extra term separates all controls from the control defined
on the zero-length time interval (zero control).
The choice of the metric is motivated by Figures 3.5 and 3.6. Consider
driving a car around a corner. The trajectory deviates only slightly if steering
is applied with small delays. Moreover, the trajectory deviation depends
on these delays continuously. The introduced L1-type metric captures this
behavior.
The following lemma establishes that (3.11) is indeed a metric on U .
Lemma 22. The open-loop control space U is a metric space6 with respect
to (3.11).
Proof. Following the standard mathematical convention, controls that are
equal almost everywhere are identified. Assume u˜, u˜′, and u˜′′ are functions
6More precisely, it is a pseudometric space [124] because ρU (u˜, u˜′) = 0 for some u˜ 6= u˜′.
However, if two controls are identified in case their distance is zero, then the resulting
space is a metric space.
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Figure 3.5: Control signals. The area of the shaded regions corresponds to
ρU(u˜, u˜′).
xinit
x˜(xinit, u˜)
x˜(xinit, u˜
′)
Figure 3.6: Trajectories corresponding to two nearby control signals.
from U , and let T , T ′, and T ′′ be their respective final times. Using the
introduced notion, we first show that (3.11) is well-defined and satisfies the
definition of a metric.
1. Well-defined function. Since the input space is bounded and controls
are measurable functions, we establish
ρU(u˜, u˜′) ≤
∫ T ∗
0
(‖u˜(t)‖+ ‖u˜′(t)‖) dt + α(|T |+ |T ′|) ≤ 2α(|T |+ |T ′|) <∞ .
(3.12)
2. Metric axioms. Symmetry and nonnegativity follow directly from the
definition of ρU . The identity of indiscernibles and the triangle inequality are
verified below.
Identity of indiscernibles. Consider ρU(u˜, u˜′) = 0. Therefore, each term
in (3.11) is equal to zero. Thus, T = T ′ and functions u˜ and u˜′ are equal
almost everywhere on [0, T ]. By definition, these controls are identified.
Triangle inequality. Without loss of generality, assume T ≤ T ′. We
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consider the two possible cases, T ≤ T ′′ and T > T ′′. If T ≤ T ′′, then
ρU(u˜, u˜′) =
∫ T
0
‖u˜(t)− u˜′(t)‖ dt + α|T − T ′|
≤
∫ T
0
‖u˜(t)− u˜′′(t)∥∥ dt + ∫ min{T ′,T ′′}
0
∥∥u˜′′(t)− u˜′(t)∥∥ dt
+ α|T − T ′′|+ α|T ′′ − T ′|
=ρU(u˜, u˜′′) + ρU(u˜′′, u˜′) . (3.13)
On the other hand, if T > T ′′, then
ρU(u˜, u˜′) =
∫ T ′′
0
‖u˜(t)− u˜′(t)‖ dt +
∫ T
T ′′
‖u˜(t)− u˜′(t)‖ dt + α|T − T ′|
≤
∫ T ′′
0
‖u˜(t)− u˜′′(t)‖ dt +
∫ T ′′
0
∥∥u˜′′(t)− u˜′(t)∥∥ dt
+ α|T − T ′′|+ α|T − T ′|
=ρU(u˜, u˜′′) + ρU(u˜′′, u˜′) . (3.14)
With these inequalities, we conclude the proof. 
Next, we describe a metric on the space of all trajectories X . For two
trajectories x˜ and x˜′, we define the L∞-type metric
ρX (x˜, x˜′) = sup
0≤t≤T ∗
{‖x˜(t)− x˜′(t)‖}+Bf |tf(x˜)− tf(x˜′)| , (3.15)
in which T ∗ = min{tf(x˜), tf(x˜′)}.
An L1-type metric cannot be used for the trajectory space because it ig-
nores “spikes” in the trajectory deviation. The two trajectories illustrated in
Fig. 3.7 are “close” in terms of the L1-type metric, but they exhibit qualita-
tively different behavior: the first one does not intersect the obstacle, and the
second one does. Moreover, it is possible to find two trajectories arbitrarily
close in L1-type metric, but with arbitrarily large deviation between them.
On the other hand, we show later that two trajectories that are “close” in
the L∞-type metric behave similarly; see Fig. 3.8.
Lemma 23. The trajectory space X is a metric space with respect to (3.15).
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Figure 3.7: L1-type metric on a trajectory space. Trajectories may deviate
significantly even if they are close in L1-type metric.
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Figure 3.8: L∞-type metric on a trajectory space. This metric limits the
trajectory deviation.
Proof. As usual, we need to check whether function (3.15) is well-defined
and satisfies Definition 2. For the purpose of proving this lemma, consider
trajectories x˜, x˜′, and x˜′′ in X , with their respective final times T , T ′, and
T ′′.
1. Well-defined function. From the definition of the space X , it follows
that x˜ and x˜′ are continuous and, thus, bounded on the respective time
intervals [0, T ] and [0, T ′]. Thus,
ρX (x˜, x˜′) = sup
0≤t≤min{T , T ′}
‖x˜(t)− x˜′(t)‖+Bf |T − T ′|
≤ sup
0≤t≤T
‖x˜(t)‖+ sup
0≤t≤T ′
‖x˜′(t)‖+Bf |T |+Bf |T ′| <∞ . (3.16)
2. Metric axioms. It trivially follows from (3.15) that ρX is symmetric
and nonnegative. To prove that ρX is a metric, we need to check the identity
of indiscernibles and the triangle inequality.
Identity of indiscernibles. From (3.15), it follows that ρX (x˜, x˜′) = 0 if
and only if T = T ′ and ‖x˜(t)− x˜′(t)‖ = 0 for all t ∈ [0, T ]. Therefore, x˜ = x˜′
by definition.
Triangle inequality. Without loss of generality, we assume T ≤ T ′.
From the Extreme Value Theorem [124], it follows that there exists t∗ ∈ [0, T ]
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such that
sup
t∈[0, T ]
‖x˜(t)− x˜′(t)‖ = ‖x˜(t∗)− x˜′(t∗)‖ . (3.17)
There are two possible cases: t∗ ≤ T ′′ and t∗ > T ′′. If t∗ ≤ T ′′, then
ρX (x˜, x˜′) =‖x˜(t∗)− x˜′(t∗)‖+Bf |T − T ′|
≤‖x˜(t∗)− x˜′′(t∗)‖+ ‖x˜′′(t∗)− x˜(t∗)‖
+Bf |T − T ′′|+Bf |T ′′ − T ′|
≤ρX (x˜, x˜′′) + ρX (x˜′′, x˜′) . (3.18)
If, however, t∗ > T ′′, then
ρX (x˜, x˜′) =‖x˜(t∗)− x˜′(t∗)‖+Bf |T − T ′|
≤‖x˜(t∗)− x˜(T ′′)‖+ ‖x˜(T ′′)− x˜′(T ′′)‖
+ ‖x˜′(T ′′)− x˜′(t∗)‖+Bf |T − T ′|
≤Bf |t∗ − T ′′|+ ‖x˜(T ′′)− x˜′(T ′′)‖
+Bf |T ′′ − t∗|+Bf |T − T ′|
≤Bf |T − T ′′|+ ‖x˜(T ′′)− x˜′′(T ′′)‖
+ ‖x˜′′(T ′′)− x˜′(T ′′)‖+Bf |T ′′ − T ′|
≤ρX (x˜, x˜′′) + ρX (x˜′′, x˜′) . (3.19)
This completes the proof. 
Finally, we construct a metric on a feedback function space P . For all pi
and pi′ in P , let us define the Hausdorff-like metric
ρP(pi, pi′) = max
{
sup
x∈X
inf
x′∈X
{‖pi(x)− pi′(x′)‖+ ‖x− x′‖},
sup
x∈X
inf
x′∈X
{‖pi(x′)− pi′(x)‖+ ‖x− x′‖}
}
. (3.20)
Intuitively, this metric defines the distance between functions pi and pi′ as a
Hausdorff distance between their graphs. Thus, if ρP(pi, pi′) ≤ ε, then graphs
of pi and pi′ are within ε-neighborhoods of each other; see Fig. 3.9. We need
to show that ρP is a metric.
It is known that Hausdorff distance is a true metric on a space of nonempty
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pi′
pi
Figure 3.9: Piecewise continuous feedback policy. The graphs are within
ε-neighborhoods of each other. ρP(pi, pi′) ≤ ε.
closed and bounded sets. To prove that ρP is a metric on P , we need only to
show that the graph of pi ∈ P is closed and bounded. To this end, we identify
all such pi that have the same closure of their graphs, which is equivalent to
including all limiting points of pi into the definition of its graph. The following
lemma establishes that P is a metric space with respect to ρP introduced in
(3.20).
Lemma 24. If X is bounded, then the feedback control space P is a metric
space with respect to ρP defined in (3.20).
Proof. Since X and U are bounded, the graph of pi is closed and bounded.
Thus, the Hausdorff distance between the graphs of pi and pi′ satisfies Defi-
nition 2. Hence, ρP also satisfies this definition. 
3.4.3 Relating Controls to Trajectories
Trajectories from Open-Loop Controls
In this section, we analyze the mapping x˜(xinit, u˜) between a control u˜ ∈ U
and the corresponding trajectory originating from some xinit ∈ X. Note that
for fixed u˜ and xinit, the trajectory x˜(xinit, u˜) is a function of time and it
satisfies the integral equation
x˜(xinit, u˜)(t) = xinit +
∫ t
0
f(x˜(xinit, u˜)(s), u˜(s)) ds , (3.21)
which is equivalent to (3.1). In the integral equation, x˜(xinit, u˜)(t) denotes
the point along x˜(xinit, u˜) at time t.
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Lemma 25 (Well-defined trajectories). For all initial states xinit ∈ X and
all control signals u˜ ∈ U the trajectory x˜(xinit, u˜) belongs to X .
Proof. For all u˜ ∈ U , function f(x, u˜(t)) as a function of x and t satisfies the
Carathe´odory conditions. Hence, the solution for the differential equation
(3.1), with initial value at xinit, exists, is unique, and is absolutely continuous
on [0, tf(u˜)]. We now use integral equation (3.21) to prove that x˜(xinit, u˜) is
a Lipschitz continuous function of time. Consider
∥∥∥x˜(xinit, u˜)(t)− x˜(xinit, u˜)(t′)∥∥∥ ≤ ∥∥∥∫ t
t′
f(x˜(xinit, u˜)(s), u˜(s)) ds
∥∥∥ ≤ Bf |t− t′| .
(3.22)
Note that the Lipschitz constant is bounded by Bf ; therefore, x˜(xinit, u˜) ∈ X .

To show the continuity of x˜(xinit, u˜), we first prove the following lemma.
Lemma 26 (Bounded trajectory deviation). Let u˜ and u˜′ be two independent
controls, with tf(u˜) = tf(u˜
′) = T . Assume further that x˜ = x˜(xinit, u˜) and
x˜′ = x˜(x′init, u˜
′) are the corresponding trajectories. The deviation between
trajectories x˜ and x˜′ at t ∈ [0, T ] is bounded by
‖x˜(t)−x˜′(t)‖ ≤
(
‖xinit−x′init‖+Lu
∫ t
0
exp(−Lxs)‖u˜(s)−u˜′(s)‖ ds
)
exp(Lxt) .
(3.23)
Proof. Trajectories x˜ and x˜′ satisfy integral equation (3.21), with u˜ and u˜′,
respectively. Using the integral equation and the Lipschitz continuity of f ,
we derive the integral inequality for the trajectory deviation
‖x˜(t)− x˜′(t)‖ =
∥∥∥xinit − x′init + ∫ t
0
[
f
(
x˜(s), u˜(s)
)− f(x˜′(s), u˜′(s))] ds ∥∥∥
≤ ‖xinit − x′init‖+
∫ t
0
Lu‖u˜(s)− u˜′(s)‖+ Lx‖x˜(s)− x˜′(s)‖ ds . (3.24)
From the integral form of Gronwall-Bellman inequality [12], a bound on
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the trajectory deviation at time t ∈ [0, T ] is as follows:
‖x˜(t)− x˜′(t)‖ ≤ ‖xinit − x′init‖ exp(Lxt) + Lu
∫ t
0
‖u˜(s)− u˜′(s)‖ ds
+ LxLu
∫ t
0
∫ r
0
exp(Lx(t− r))‖u˜(s)− u˜′(s)‖ ds dr . (3.25)
The double integral is reduced to a single integral by applying Fubini’s
theorem [124] to obtain
∫ t
0
∫ r
0
exp(Lx(t− r))‖u˜(s)− u˜′(s)‖ ds dr
=
∫ t
0
∫ t
s
exp(Lx(t− r))‖u˜(s)− u˜′(s)‖ dr ds
=
1
Lx
∫ t
0
‖u˜(s)− u˜′(s)‖( exp(Lx(t− s))− 1) ds . (3.26)
The combination of the results above finalizes the proof. 
The next theorem establishes the continuity of the function x˜(xinit, u˜) with
respect to both xinit and u˜.
Theorem 27 (Continuity of x˜(xinit, u˜)). The mapping x˜(xinit, u˜) is continu-
ous.
Proof. Take two initial points xinit and x
′
init in X and two control signals
u˜ and u˜′ in U . Let x˜ and x˜′ be defined as in Lemma 26, and let T ∗ =
min{tf(x˜), tf(x˜′)}. It follows from Lemma 26 that for all t ∈ [0, T ∗],
‖x˜(t)−x˜′(t)‖ ≤
(
‖xinit−x′init‖+Lu
∫ t
0
exp(−Lxs)‖u˜(s)−u˜′(s)‖ ds
)
exp(Lxt) .
(3.27)
We take the supremum over the interval [0, T ∗] on both sides and establish
sup
0≤t≤T ∗
‖x˜(t)− x˜′(t)‖ ≤ exp(LxT ∗)
(
‖xinit−x′init‖+Lu
∫ T ∗
0
‖u˜(s)− u˜′(s)‖ ds
)
.
(3.28)
Using the inequality above, we bound the distance between trajectories in
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terms of the distances between initial values and control signals
ρX (x˜, x˜′) = sup
0≤t≤T ∗
‖x˜(xinit, u˜)(t)− x˜(x′init, u˜′)(t)‖+Bf |T − T ′|
≤ exp(LxT ∗)
(
‖xinit − x′init‖+ Lu
∫ T ∗
0
‖u˜(s)− u˜′(s)‖ ds
)
+
Bf
α
α|T − T ′|
≤ exp(LxT ∗)‖xinit − x′init‖+ max
{
Lu exp(LxT
∗),
Bf
α
}
ρU(u˜, u˜′) . (3.29)
The inequality above establishes the continuity of the map. 
Trajectories from Feedback Controls
For all pi ∈ P and xinit ∈ X, let us define the corresponding trajectory
x˜(xinit, pi) using (3.2). This trajectory satisfies the equivalent integral equa-
tion:
x˜(xinit, pi)(t) = xinit +
∫ t
0
f
(
x˜(xinit, pi)(s), pi(x˜(xinit, pi)(s))
)
ds . (3.30)
As in the previous section, we show that x˜(xinit, pi) ∈ X and the continuity
with respect to the feedback control and the initial position.
Lemma 28 (Well-defined trajectories). For all initial states xinit ∈ X and
all feedback control signals pi ∈ P, the trajectory x˜(xinit, pi) belongs to X .
Proof. Function f(x, pi(x)) satisfies the conditions of Theorem 9 in Chap-
ter 2 of [53]. It follows from this theorem that the solution to the considered
differential equation is an absolutely continuous function. Moreover, from
(3.30), we conclude that x˜(xinit, pi) is Lipschitz continuous with the Lipschitz
constant Bf (the proof is identical to that in Lemma 25). 
Note that pi is allowed to be discontinuous, for example, to represent a
bang-bang type of optimal feedback control. However, even for discontinuous
controls, the mapping between the feedback control space and trajectories is
continuous with respect to metric-induced topologies defined on these spaces.
This result is proven in the next theorem.
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Theorem 29 (Continuity of x˜(xinit, pi)). The mapping x˜(xinit, pi) is continu-
ous.
Proof. With a slight change of notation, it follows from Theorem 3 in Chap-
ter 2 of [53] that for all ε > 0, there exists δ > 0, such that, if ‖xinit−x′init‖ ≤ δ
and ρP(pi, pi′) ≤ δ, then ρX (x˜(xinit, pi), x˜(x′init, pi′)) ≤ ε. Thus, x˜(xinit, pi) is
continuous by definition. 
So far, we have used ε-δ definition of the continuous function to prove
Theorems 27 and 29. Further, we use the following equivalent7 topological
definition of a continuous function to prove that solutions of motion planning
problems form open sets in control function spaces.
Definition 30 (Topological Definition of Continuity). Given two topologi-
cal spaces X and Y , the function f : X → Y is called continuous if, for
every open set O ⊂ Y , its preimage with respect to f , that is, f−1(O) =
{x ∈ X | f(x) ∈ O}, is an open set in X.
3.4.4 Topological properties of X , U and P
Open Solution Sets
In this section, we address properties of the set of solutions to the motion
planning problem. Consider the set Xsol. This set consists of all collision-free
paths in X that terminate in Xgoal. Note that an element of Xsol may not
necessarily be a trajectory governed by (3.1) or (3.2). Additionally, a path
from Xsol may not originate from the initial point xinit. In fact, Xsol consists
of all paths that are solutions to the Piano Mover’s Problem, in which a
continuous path between an arbitrary point x ∈ X and the goal set Xgoal
without any firther restrictions is to be found.
Theorem 31. If Xfree and Xgoal are open in X, then Xsol is an open subset
of X .
Proof. Let x˜ be in Xsol, and let T = tf(x˜). According to the definition, the
image of x˜ is contained in Xfree and the terminal point x˜(T ) is in Xgoal. Since
7This equivalence holds for metric spaces only.
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the image of x˜ is compact and the complement of Xfree is closed, the distance
between these two sets,
δ1 = inf
t∈[0, T ]
x/∈Xfree
‖x˜(t)− x‖ , (3.31)
is well-defined and strictly positive. Similarly, the distance from the terminal
point to the complement of Xgoal,
δ2 = inf
x/∈Xgoal
‖x˜(T )− x‖ , (3.32)
is also well-defined and positive.
Consider δ = min{δ1, δ2}. We assume the trajectory x˜′ in X is such that
ρX (x˜, x˜′) < δ. Next, we prove that x˜′ ∈ Xsol in two steps.
First, we prove that the image of x˜′ is in Xfree. Assume to the contrary that
there exists some t′ ∈ [0, tf(x˜′)] such that x˜′(t′) /∈ Xfree. Let t = min{t′, T}.
The bound
‖x˜(t)− x˜′(t′)‖ ≤ ‖x˜(t)− x˜′(t)‖+ ‖x˜′(t)− x˜′(t′)‖
≤ ‖x˜(t)− x˜′(t)‖+Bf |t− t′| ≤ ρX (x˜, x˜′) < δ ≤ δ1 (3.33)
contradicts the definition of δ1.
Second, we prove that x˜′(T ′) ∈ Xgoal, in which T ′ = tf(x˜′). Assume to the
contrary that x˜′(T ′) /∈ Xgoal. Let T ∗ = min{T, T ′} and consider the bound
‖x˜(T )− x˜′(T ′)‖ ≤ ‖x˜(T )− x˜(T ∗)‖+ ‖x˜(T ∗)− x˜′(T ∗)‖+ ‖x˜′(T ∗)− x˜′(T ′)‖
≤ Bf |T − T ∗|+ ‖x˜(T ∗)− x˜′(T ∗)‖+Bf |T ∗ − T ′| ≤ ρX (x˜, x˜′) < δ ≤ δ2 ,
(3.34)
which contradicts the definition of δ2. Thus, x˜
′ belongs to Xsol. 
Let Usol denote a set of solutions to the general motion planning problem
under the open-loop control model. Clearly, for all u˜ in Usol, the trajectory
x˜(xinit, u˜) belongs to Xsol. Therefore, Usol is a preimage of Xsol with respect
to x˜(xinit, u˜) : U → X . From the continuity of x˜(xinit, u˜) and Theorem 31 it
follows that Usol is an open set. We state this result in the following theorem.
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Theorem 32. If all conditions of Section 3.2 are met, then Usol is an open
set.
Proof. By Theorem 31, Xsol is open. We established that Usol = x˜−1(xinit,Xsol)
for a given xinit. Since x˜ is a continuous function, Usol is open. 
For the open-loop control model, it is sufficient to find a control that steers
a robot from a given point xinit ∈ Xfree to Xgoal. For the feedback control
model, on the other hand, we must find a vector-valued function pi such that
trajectories originating from all points x ∈ Xfree arrive at Xgoal. Additionally,
we must prove that the set of such feedback controls is open.
We consider the product space Xfree×P with the product topology, which
is induced by the metric ρX×P((x, pi), (x′, pi′)) = ‖x−x′‖+ρP(pi, pi′). It follows
from the Theorem 29 that the set of points (x, pi), such that x˜(x, pi) ∈ Xsol,
is open; we denote this set XPsol. We consider further Psol = {pi ∈ P | ∀x ∈
Xfree (x, pi) ∈ XPsol}. Unfortunately, Psol may not be open, as it is shown
in the following example.
Example 8: See Fig. 3.10 for the reference. Let us define X = (−1, 1)
and Y = (−1, 1). Also let XY = {(x, y) ∈ R2 | x2 + y2 < 1}, which is an
open set in X × Y . Analogous to Psol, we construct the set {y ∈ (−1, 1) |
∀x ∈ X, (x, y) ∈ XY }, which consists of only one point y = 0. Hence, this
set is not open. Thus, in a more general case, we cannot guarantee Psol to
be open.
To give a sense as of why Psol may not be an open set, we consider a
feedback control that safely steers the system by “sliding” along an obstacle.
If we perturb this control with an arbitrary small variation, then the corre-
sponding perturbation of the trajectory sliding along the obstacle can result
in a collision. Hence, new control is not guaranteed to be feasible.
To guarantee the solution set to be open, we reformulate the feedback
motion planning problem. Let us consider Xηfree = {x ∈ Xfree | ‖x − x′‖ ≥
η ∀x′ /∈ Xfree}, and we denote Xηfree to be the closure of Xηfree in the topol-
ogy of X. In the next theorem, we establish that Pηsol = {pi ∈ P | ∀x ∈
Xηfree (x, pi) ∈ XPsol} is open for all η > 0. Informally, Pηsol represents a
set of feedback solutions such that they safely steer the system with at least
η-tolerance.
60
0 x
y
XY
X
Figure 3.10: An example for which set {y | ∀x ∈ X (x, y) ∈ Y } is not open,
even if X and Y are open.
Theorem 33. Given that Xfree is bounded, Pηsol (defined above) is an open
set for all η > 0.
Proof. We fix η > 0 and assume there exists pi ∈ Pηsol. By definition of Pηsol,
(x, pi) ∈ XPsol for all x ∈ Xηfree. Since XPsol is open, for all x ∈ Xηfree, there
exists ε(x) ≤ η such that, if ‖x′ − x‖ ≤ ε(x) and ρP(pi, pi′) ≤ ε(x) for all
x′ ∈ X and pi′ ∈ P , then (x′, pi′) ∈ XPsol.
By the Heine-Borel theorem, Xηfree is compact. Consider a set of balls
Bε(x)(x) for all x ∈ Xηfree. This set forms a cover of Xηfree, and, by the
definition of a compact set, every cover of Xηfree has a finite subcover. Thus,
there exists N ∈ N, {xi}Ni=1, and {ε(xi)}Ni=1 such that for all x ∈ Xηfree we find
i ∈ {1 . . . N} such that ‖x− xi‖ ≤ ε(xi).
Finally, let ε = min
1≤i≤N
ε(xi) and let pi
′ be such that ρP(pi, pi′) ≤ ε. We
show pi′ ∈ Pηsol. Indeed, for all x ∈ Xηfree, there exists xi and ε(xi) such that
‖x−xi‖ ≤ ε(xi) and ρP(pi, pi′) ≤ ε ≤ ε(xi). By construction, (x, pi′) ∈ XPsol.
Since the above holds for all x ∈ Xηfree, we establish that pi′ ∈ Pηsol. 
Precompact Trajectory Space
Trajectory space is the most restrictive among all considered function spaces
due to the Lipschitz continuity of its elements and L∞-type metric. The
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following result establishes that the space of bounded-time trajectories is
precompact.
Theorem 34 (Precompact Bounded-Time Trajectory Space). Let T > 0,
and denote the space X T = {x˜ ∈ X | tf(x˜) ≤ T}. If X is bounded, then X T
is precompact.
Proof. To prove precompactness of X T , we build an ε-net of X T for some
ε > 0. Consider a set of Lipschitz continuous functions defined on the interval
[0, iδ] with the range in X and Lipschitz constant Bf , which we denote as
C([0, iδ], X). Here, δ = ε/(2Bf ), and i ∈ {1, . . . , bT/δc}. The metric on
C([0, iδ], X) is a sup-metric on continuous functions [84].
For the set C([0, iδ], X), the following two conditions hold:
1. Uniform boundedness: There exists C1 > 0 such that ‖x˜(t)‖ ≤ C1
for all x˜ in C([0, iδ], X). The condition is easy to verify. Let C1 =
BfT + ‖xinit‖ and consider
‖x˜(t)‖ ≤ ‖x˜(t)− x˜(0)‖+ ‖x˜(0)‖ ≤ Bf t+ ‖xinit‖ ≤ C1 . (3.35)
2. Uniform equicontinuity: There exists C2 > 0 such that for all x˜ ∈
C([0, iδ], X) and all t and t′ in [0, tf(x˜)], we have ‖x˜(t) − x˜(t′)‖ ≤
C2|t−t′|. The above follows directly from the definition of X by letting
C2 = Bf .
Using the Arzela`–Ascoli theorem [84], it follows that C([0, iδ], X) is pre-
compact8. Hence, for all i ∈ {1, . . . , bT/δc}, there exists a finite (ε/2)-net of
C([0, iδ], X), which we denote as {x˜ij}N(i)j=1 (N(i) is the size of the net for a
particular i). Finally, we construct
bT/δc⋃
i=1
{x˜ij}N(i)j=1 , which is a finite set, and
we show that this set is an ε-net of X T .
To this end, we consider x˜ ∈ X T . Let i = btf(x˜)/δc, and find j ∈
{1 . . . N(i)} such that x˜ij is at most ε/2 distance (in the sup-metric) away
from x˜ restricted onto [0, iδ]. Thus,
ρX (x˜, x˜ij) = sup
t∈[0,iδ]
‖x˜(t)− x˜ij‖+Bf‖tf(x˜)− iδ‖ ≤ ε
2
+Bfδ = ε . (3.36)
8In the provided reference, the theorem is called Arzela`’s theorem, and the synonymous
term “relatively compact” is used instead of “precompact.”
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The existence of a finite ε-net of X T proves precompactness of the trajec-
tory space. 
From Theorems 17 and 34, it follows that a dense sampling set on X T
is convergent. Unfortunately, sampling the trajectory space directly is in-
feasible because sampled trajectories are unlikely to satisfy differential con-
straints. On the other hand, using the control input sample and the inte-
gration module, we sample only a subspace of X T , in which the dispersion
is difficult to compute. The convergence of a sample trajectory sequence is
an interesting theoretical result, yet we were unable to find general practi-
cal implications, such as completeness of planning algorithms for ε-tolerance
trajectories.
Separable Open-Loop Control Space
An intuitive method to sample a set of feasible trajectories is to use samples
on the control space and the integration module to define the corresponding
trajectory. In the following two theorems, we establish that both discrete-
time and discrete-space models are dense in the respective control spaces.
Theorem 35 (Separable Open-Loop Controls). The set Σ∗dt is dense in U
Proof. Intuitively, the proof follows from the well-known result in functional
analysis: piecewise constant functions are dense in the space of measurable
functions with the associated L1-metric [84]. Unfortunately, the discrete-
time model is a proper subset of the set of all piecewise constant functions.
Here, we outline a proof that overcomes this difficulty. Refer to Fig. 3.11 for
details.
Consider u˜ ∈ U and ε > 0. Assume that U is partitioned with a collection
of measurable sets {Ui} with nonempty interior such that the diameter of
each set is less than ε/(2tf(u˜)). Let Ai be a preimage of Ui with respect to u˜.
Since u˜ is a measurable function and Ui is a measurable set, Ai is measurable.
Next, consider the approximation of Ais from within by intervals of length
1/2N ; denote these intervals as Ij = [(j − 1)/2N , j/2N ]. Assume that the
tolerance of the approximation is less than ε/(2α), collectively for all Ais.
Therefore, the measure of the difference between Ai and all intervals that are
subsets of Ai does not exceed ε/(2α), collectively for all sets Ai.
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Figure 3.11: Collection {Ui} is a partition of U . Sets Ais are preimages
of Uis under the mapping u˜. Intervals Ijs approximate Ais from within.
The function u˜′ is a piecewise constant approximation of u˜, defined on the
collection {Ij}.
Finally, we define ui to be a element of Ud that is also in Ui (it is possible
to find such ui because Ui has a nonempty interior and Ud is dense in U),
and let u0 be some element in Ud. Construct the approximation
u˜′(t) =
{
ui if ∃ i and ∃ j such that t ∈ Ij ⊆ Ai
u0 otherwise
. (3.37)
By construction, u˜′ is in Σ∗dt. Now, compute the distance
ρU(u˜, u˜′) ≤
∑
j
′ ∫
Ij
‖u˜(t)− ui‖ dt + α ε
2α
≤ tf(u˜) ε
2tf(u˜)
+
ε
2
= ε . (3.38)
Here,
∑′ denotes the summation over j such that Ij ⊆ Ai for some i.
In conclusion, we established that for all u˜ ∈ U and ε > 0 we can find
u˜′ ∈ Σ∗dt such that ρU(u˜, u˜′) ≤ ε. From what follows that Σ∗dt is dense in U .

Separable Feedback Control Space
Here, we show that the discrete-space model is dense in a set of all piecewise
constant feedback controls with respect to a Hausdorff-like metric. Thus,
trajectories also can be sampled using a sample of feedback plans and an
integration module.
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Theorem 36 (Separable Feedback Controls). Given that Xfree is bounded,
the set {piσ˜ | σ˜ ∈ Σ∗ds} is dense in P.
Proof. Consider pi in P and ε > 0. Assume that U is partitioned with a
collection of measurable sets {Ui} with a nonempty interior such that the
diameter of each set is less than ε/2. Let Ai be a preimage of Ui with respect
to pi. Since pi is a piecewise continuous function and Ui has a nonempty
interior, Ai must have a nonempty interior if it is not empty itself. Let N be
such that: 1) XNd is a set of first N elements of Xd, 2) δAi(X
N
d ) ≤ ε/2 for all
Ai, and 3) X
N
d
⋂
Ai 6= ∅ for each Ai 6= ∅. Such N exists because Xd is dense
and Xfree is bounded.
Let σ˜ = {(xj, uj)}Nj=1, in which xj is jth element of XNd and uj is an
element from Ud ∩ Ui for i such that xj ∈ Ai. By construction, σ˜ ∈ Σ∗ds.
Next, we estimate the distance ρP(pi, piσ˜). Consider x ∈ Xfree; there exists i
such that x ∈ Ai; find the closest to x point xj ∈ XNd
⋂
Ai. By construction
of piσ˜,
inf
x′∈Xfree
‖pi(x)−piσ˜(x′)‖+‖x−x′‖ ≤ ‖pi(x)−piσ˜(xj)‖+‖x−xj‖ ≤ ε
2
+
ε
2
= ε .
(3.39)
Since the above holds for all x ∈ Xfree, we conclude that
sup
x∈Xfree
inf
x′∈Xfree
‖pi(x)− piσ˜(x′)‖+ ‖x− x′‖ ≤ ε . (3.40)
On the other hand, for some x ∈ Xfree, we can find the closest point xj ∈ XNd .
Let i be such that xj ∈ Ai; therefore, piσ˜(x) ∈ Ui, and pi(xj) ∈ Ui. So,
inf
x′∈Xfree
‖pi(x′)−piσ˜(x)‖+‖x−x′‖ ≤ ‖pi(xj)−piσ˜(x)‖+‖x−xj‖ ≤ ε
2
+
ε
2
= ε ,
(3.41)
and, thus,
sup
x∈Xfree
inf
x′∈Xfree
‖pi(x′)− piσ˜(x)‖+ ‖x− x′‖ ≤ ε . (3.42)
From the derivations above and (3.20) we conclude ρP(pi, piσ˜) < ε.
In conclusion, for all pi ∈ P and ε > 0, we have found σ˜ ∈ Σ∗ds such that
ρP(pi, piσ˜) ≤ ε. By definition, {piσ˜ | σ˜ ∈ Σ∗ds} is dense in P . 
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3.5 Planning Algorithms
Based on the background results of Section 3.4, we are ready to establish the
existence of semicomplete algorithms in a very general setting. The existence
is demonstrated by construction of a simple string enumeration algorithm
for both open-loop and feedback control models. For the open-loop control
model, it is sufficient to check whether a candidate control produces a feasible
trajectory. Nevertheless, for the feedback control model, the algorithm must
check whether all (uncountably many) trajectories are in a solution set. We
overcome this difficulty by analyzing the behavior of nearby trajectories using
the result of Theorem 29.
3.5.1 Open-Loop Planning Algorithm
Algorithm 1 is a simple string enumeration strategy that tests all candidate
strings of motion primitives for a possible solution.
Algorithm 1 String Enumeration Algorithm for Open-Loop Motion Plan-
ning
Input: A set of motion primitives Σ, an initial state xinit, a goal set Xgoal,
a collision detection module, and an integration module
Output: An open-loop control solution σ˜ ∈ Usol
1: n← 0
2: loop
3: ε← 1/2n ; n← n+ 1
4: σ˜ ← select the nth string from Σ∗
5: xˆ(xinit, σ˜)← compute the numerical trajectory, starting from xinit un-
der the control σ˜, with tolerance ε
6: C1 ← (True or False) determine whether the error cone around
xˆ(xinit, σ˜) is contained in Xfree
7: C2 ← (True or False) determine whether the error cone of xˆ(xinit, σ˜)
terminates in Xgoal
8: if C1 and C2 then
9: return σ˜
The selection operation in line 4 is required to be systematic, which means
that strings are selected so that all strings in Σ∗ are enumerated as the
number of iterations tends to infinity. An example of such procedure has
been introduced during the proof of Lemma 20.
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Ideally, we would like to have the integration (line 5), validation (line 6),
and termination (line 7) steps be executed in constant time with perfect
precision. In practice, however, this usually is not possible. Most often, a
numerical integration is necessary, which causes errors to propagate to the
remaining two operations. Due to this limitation, we introduce the numerical
trajectory, denoted as xˆ(xinit, u˜).
The numerical trajectory usually is a piecewise polynomial approximation
of the exact trajectory x˜(xinit, u˜). For example, the first-order Euler method
uses piecewise linear functions, whereas higher-order methods use higher-
order polynomials, respectively.
To account for inaccuracies arising from a numerical integration, let the
numerical error model be defined as shown in Fig. 3.12. We assume that
the precision of the numerical integration algorithm can be tuned using a
parameter ε ∈ (0,∞), and the error of the numerical trajectory is bounded
by
‖x˜(xinit, u˜)(t)− xˆ(xinit, u˜)(t)‖ ≤ εF (t, Bf ) , (3.43)
in which F (·, Bf ) is a strictly positive, monotone, analytic function of time
that depends on the Lipschitz constant Bf . Many numerical integration
procedures follow this model: for example, implicit or explicit Euler methods,
Runge-Kutta methods, and so on [66]. Note that, in the case that the right
hand side of the ordinary differential equation is not Lipschitz, numerical
methods are not guaranteed to converge.
    
    
    
    
    





    
    
    
    




xinit
Xgoal
xˆ(xinit, u˜)
x˜(x
init , u˜)
Figure 3.12: The numerical computation model. The dotted region is the
error cone constructed around the numerically integrated trajectory (solid
line), which contains the exact trajectory (dashed line).
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The proposed numerical error model allows us to construct an error cone
around the numerical trajectory, which contains the exact trajectory; see
Fig. 3.12. Moreover, this cone is a piecewise analytic surface, which allows
us to use it for validation and termination purposes. It is assumed that
validation and termination algorithms are conservative; that is, the algorithm
must reject a candidate solution if there is a possibility that the trajectory
leaves Xfree, in which case the cone intersects the boundary of Xfree at least
at one point, or it fails to terminate in Xgoal.
Theorem 37 (Semicompleteness Criterion for Open-Loop String Enumera-
tion Algorithm). The following three conditions are equivalent:
1. There exists Σ such that Σ∗ is dense in U ;
2. The general open-loop control problem is semidecidable;
3. Algorithm 1 is semicomplete.
Proof. This result follows from Theorem 19 and Lemma 20. 
According to Theorem 35, the discrete-time model satisfies the first condi-
tion of the theorem above. Therefore, the open-loop motion planning prob-
lem is semidecidable and Algorithm 1 is semicomplete, when given Σdt as an
input.
3.5.2 Feedback Planning Algorithm
The feedback planning algorithm must be different from the open-loop plan-
ning algorithm in several fundamental aspects. First, for a given open-loop
control, it is sufficient to verify that the corresponding trajectory originating
from xinit is feasible (that is, it arrives at the goal and is collision-free). In the
case of feedback planning, the feasibility must verified for trajectories origi-
nating from all (uncountably many) points in Xηfree. Second, the numerical
error may be unbounded for discontinuous right-hand sides in (3.2). Third,
under unfavorable conditions, a feedback control may put a trajectory into
an infinite loop without ever arriving to Xgoal. Hence, solution verification
techniques developed for the open-loop planning algorithm cannot be used.
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To address the first issue, we use continuity Theorem 29 once again. Sup-
pose a feedback control pi is given, and we need to verify whether it is
a feasible solution to a feedback motion planning problem. We choose ε
greater than zero and find δ1 = δ1(ε) > 0 such that for all x and x
′, satis-
fying ‖x− x′‖ ≤ δ1, the corresponding trajectories ρX (x˜(x, pi), x˜(x′, pi)) ≤ ε;
see Theorem 29. Next, we construct a finite δ1-net of X
η
free (which is com-
pact), and, for each x in this δ1-net, we compute a trajectory x˜(x, pi). If an
ε-neighborhood around x˜(x, pi) is collision free and the set of endpoints is
within Xgoal, then these conditions are also true for a trajectory x˜(x
′, pi) for
all x′ such that ‖x − x′‖ ≤ δ1. Thus, verifying this property for the finite
number of points in δ1-net, we conclude that all the trajectories originating
from Xηfree belong to the solution set.
Assuming the numerical error model as in Section 3.5.1, an accurate nu-
merical integration requires a Lipschitz continuous right-hand side. Thus,
to bound the numerical error, consider a nearby9 Lipschitz continuous con-
trol piδ2 such that ρP(pi, piδ2) < δ2. Generally, the Lipschitz constant of piδ2
depends on δ2, and it is denoted as B
δ2
f . The numerical integration is then
carried for a Lipschitz continuous right hand side f(x, piδ2(x)). Finally, by
choosing δ2 = δ2(ε), we require ρX (x˜(x, pi), x˜(x, piδ2)) ≤ ε.
The difficulty with an unbounded integration time is relatively easy to
resolve: at each iteration of the feedback planning algorithm, we increase the
integration time for all trajectories by a fixed factor.
Using the 3ε-argument, for a given σ˜ ∈ Σ∗ds, we construct a finite number of
error cones (see Fig. 3.13) such that, if these cones are collectively collision-
free and arrive at the goal, then {x˜(xinit, piσ˜) | xinit ∈ Xηfree} (the set of all
trajectories, is in Xsol. Indeed, let δ = min{δ1(ε), δ2(ε)}) and {xjinit}N(δ)j=1 be a
finite δ-net of Xηfree, and xˆ(xinit, pi
δ
σ˜) be a numerical trajectory of a Lipschitz
control piδσ˜. Using the triangle inequality, we find that for all x ∈ Xηfree there
exists xjinit such that
ρX (x˜(x, piσ˜), xˆ(x
j
init, pi
δ
σ˜)) ≤ ρX (x˜(x, piσ˜), x˜(xjinit, piσ˜))
+ ρX (x˜(x
j
init, piσ˜), x˜(x
j
init, pi
δ
σ˜)) + ρX (x˜(x
j
init, pi
δ
σ˜), xˆ(x
j
init, pi
δ
σ˜)) ≤ 3ε . (3.44)
Using the derivations above, we present the feedback planning Algorithm 2.
9It can be shown that Lipschitz continuous functions are dense in P using well-
established real analysis techniques; however, doing so is beyond the scope of this thesis.
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Figure 3.13: 3ε error cone around the computed trajectory. Solid line is the
numerical trajectory; the dashed line is the possible real trajectory within 3ε
error cone.
In this algorithm, we use the discrete-space model specifically rather than an
arbitrary set of feedback primitives. Nevertheless, virtually any dense sample
sequence in P may be used successfully in Algorithm 2.
The following theorem establishes the semicompleteness of the proposed
feedback planning algorithm.
Theorem 38 (Semicompleteness Criterion for Feedback String Enumeration
Algorithm). The following three conditions are equivalent:
1. {piσ˜ | σ˜ ∈ Σ∗ds} is dense in P;
2. The general feedback control problem is semidecidable;
3. Algorithm 2 is semicomplete.
Proof. This result follows from Theorem 19 and Lemma 20. 
3.5.3 Converging Trajectory Sample Sequence
An interesting result follows from Theorem 34: While open-loop or feed-
back controls are sampled using the enumeration algorithm, the dispersion
of the corresponding trajectory sample converges to zero! In theory, it is
possible to terminate a string enumeration algorithm and determine that no
solution to the general motion planning problem exists within the tolerance
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Algorithm 2 String Enumeration Algorithm for Feedback Motion Planning
Input: Sets Xd, Ud, and Xgoal, a collision detection module, an integration
module, and a fixed η-tolerance
Output: A feedback control solution pi ∈ Pηsol
1: n← 0
2: loop
3: ε← 1/2n; T = 2n ; n← n+ 1
4: Choose δ = min{δ1(ε), δ2(ε)}, in which δ1 and δ2 are as defined above
5: σ˜ ← select the nth string from Σ∗ds
6: C ← True
7: for all xinit in δ-net of X
η
free do
8: xˆ(xinit, pi
δ
σ˜) ← compute the numerical trajectory, starting from xinit
under the control piδσ˜, terminating at time T , with tolerance ε
9: C1 ← (True or False) determine whether the 3ε-error cone around
xˆ(xinit, pi
δ
σ˜) is contained in Xfree
10: C2 ← (True or False) determine whether the 3ε-error cone around
xˆ(xinit, pi
δ
σ˜) terminates in Xgoal
11: if not (C1 and C2) then
12: C ← False
13: if C then
14: return piσ˜
level determined by the dispersion of sampled trajectories; see the following
example.
Example 9: Assume using a sampling-based algorithm to search for open
G ∈ X. Let {pi}∞i=1 be a converging sample sequence in X. Let ε =
δX({pi}Ni=1) for some N ∈ N. Using the definition of the dispersion, if af-
ter N steps a solution is not found, we can safely assume that G does not
contain an open ball of radius greater than ε. Thus, an ε-perturbation of
x ∈ G is not guaranteed to be a solution; that is, for all x ∈ G there exists
x′ /∈ G, such that ‖x− x′‖ ≤ ε. In this case, we say that there is no solution
within the tolerance level of ε.
The absence of an open ball of radius ε in the trajectory space implies
that there is no solution trajectory such that it is at least ε-distance away
from the obstacles and arrives at least ε-distance into the goal. Thus, by
enumerating converging sequences in the trajectory space, we construct a
complete algorithm for the general motion planning problem that requires
ε-tolerance of the solution trajectory.
Unfortunately, the main difficulty with this approach is computing the
71
dispersion of a sample set without having any knowledge of sampled space.
Thus, the existence of general complete algorithms for solving ε-tolerance
motion planning problems is still in question.
3.6 Summary
We have considered the general motion planning problem with differential
constraints under open-loop and feedback control models. The existence of
semicomplete algorithms is proven using topological properties of the tra-
jectory and control function spaces. By establishing a continuous mapping
between the control space and the trajectory space, we reduced the gen-
eral motion planning problem to the general lost-cow problem presented in
Section 3.3.1.
We reinterpret the diagram illustrated in Fig. 3.1 for the open-loop control
model using the precise terminology from Section 3.4; see Fig. 3.14. As we can
see from the diagram, the existence of the semidecidable open-loop motion
planning algorithm is established using a dense sample set Σ∗ obtained from
the set of motion primitives Σ in U . Using this topological method, we have
introduced a semicomplete algorithm for motion planning with differential
constraints in the most general setting known to date, which requires only
Lipschitz continuity of the system.
U X
↓ ↓
[0, T ) −→ U x˜(xinit,u˜)−−−−−→ X
↓ ↓
Usol x˜(xinit,u˜)−−−−−→ Xsol
↑ ↑
[0, 1/2i) −→ Σ∗dt
xˆ(xinit,σ˜)−−−−−→ Xdt
Figure 3.14: Open-loop control model: sets, spaces, and relations between
them.
The diagram in Fig. 3.15 is a reinterpretation of that in Fig. 3.1 using the
precise terminology from Section 3.4. Here, we restricted the solution set to
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trajectories that “survive” η-perturbations, for some fixed η. This restriction
prohibits solutions from “sliding” along obstacle boundaries. This condition
was necessary to establish that the solution set is an open subset of the
control space. Thus, we reduced the general motion planning problem under
the feedback control model to the general lost-cow problem. Provided with
a dense sample sequence in the control space, we establish the existence of a
semidecidable algorithm.
U X
↓ ↓
X −→ P x˜(xinit,pi)−−−−−→ X
↓ ↓
Pηsol
x˜(xinit,pi)−−−−−→ X ηsol
↑ ↑
Xd −→ Σ∗ds
xˆ(xinit,piσ˜)−−−−−−→ Xds
Figure 3.15: Feedback control model: sets, spaces, and relations between
them.
To the best of our knowledge, purely combinatorial properties of the motion
planning problem have never been connected to topological properties of
the underlying function spaces. Two criteria that establish this connection
are proven in this chapter. The first criterion relates the precompactness
of function spaces and the asymptotic decidability of the motion planning
problem. The second criterion relates the separability of function spaces
with the semidecidability of the motion planning problem.
We believe that metric space formulations and the resulting functional
analysis framework may be useful for more specific systems and motion plan-
ning algorithms, revealing deeper connection between the continuous spaces
and discrete algorithms. For example, systems with Lie group transformation
symmetries [55] or path pruning techniques [29, 48] are of particular interest.
Finally, the theoretical convergence of a sample in the trajectory space
opens an exciting opportunity to build a complete algorithms for the motion
planning problem with ε-tolerance. However, the question of the existence
of such algorithms remains unanswered.
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CHAPTER 4
NUMERICAL METHODS FOR OPTIMAL
FEEDBACK PLANNING
The exact analytic solution is rarely available for Bellman’s equation (2.24)
or its equivalent HJB formulation (2.25). Usually, analytic solutions can be
derived in simple cases only, for example, simple dynamics, no obstacles,
and constant local cost. Since the complexity of problems in robotics has
increased dramatically over the past decade, we must resort to numerical
methods to navigate modern robots optimally. These methods build on a
discrete approximation of the continuous problem and provide only an ap-
proximate solution. In the following sections, we build a first-order piecewise
linear discretization of the Hamilton-Jacobi-Bellman (HJB) partial differen-
tial equation (PDE) and present numerical algorithms for computing an ap-
proximate solution. This construction follows closely the related work [146].
4.1 Simplicial Approximation
The first step of the proposed numerical method is to discretize the domain
of interest. This discretization results in an interpolation basis for the cost-
to-go function. Using the interpolated cost-to-go function, we approximate
(2.24), which yields a numerical procedure for computing the approximate
solution.
4.1.1 Simplicial Complex
Popular choices for a domain discretization include: Cartesian grids, struc-
tured meshes, block-structured meshes, unstructured meshes, and many oth-
ers. We choose a simplicial discretization due to its generality, flexibility, and
ease of implementation. In this section, we define a simplicial complex and
introduce relevant notations.
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Definition 39 (Abstract Simplicial Complex [110]). A subset of the power
set of N indices T is called an abstract simplicial complex if, for all τ ∈ T
and τ ′ ⊆ τ , τ ′ is also in T .
According to Definition 39, an abstract simplicial complex is a collection
of simplices ; for example, τ ∈ T , represented by node indices. A (proper)
subset τ ′ of τ is called a (proper) face of τ . Thus, the only requirement on the
abstract simplicial complex is that, together with its simplices, it contains
all corresponding faces.
Definition 40 (Geometric Realization [110]). Let Xd = {xi}Ni=1 be a given
set of N points in a metric space X, and let T be an abstract simplicial
complex of N indices. The tuple (T , Xd) is called a geometric realization of
T in X if:
1. for all τ ∈ T , the convex hull of {xi}i∈τ , denoted as Xτ , is a simplex
in X;
2. a pair of simplices intersect over the common proper face; that is,
∀τ, τ ′ ∈ T , we have Xτ ∩Xτ ′ = Xτ∩τ ′.
We call the geometric realization of an abstract simplicial complex a simplicial
complex.
Geometric realization introduces the notion of a metric, such as distance,
area, and volume, in a purely topological abstract simplicial complex. This
is a discrete analog of the metrization of a topological space. Additionally,
the notion of simplicial complex extends the idea of surface triangulations to
high-dimensional differentiable manifolds.
Let us assume a simplicial complex (T , Xd) is built in a configuration space
X. Let also Xfree ⊆ X. We say that (T , Xd) is a simplicial discretization of
Xfree if
⋃
τ∈T
Xτ = Xfree.
1 For simplicity, we refer to a simplicial discretization
of Xfree as a mesh on Xfree.
1If the boundary of Xfree is not a polygonal set, then a simplicial discretization may not
exist. Nevertheless, it is still possible to find a simplicial complex such that
⋃
τ∈T
Xτ ⊂ Xfree,
and the difference Xfree \
⋃
τ∈T
Xτ is relatively “small.” In this case, the shortest path in
Xfree can be approximated by the shortest path in the considered simplicial complex.
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4.1.2 Barycentric Coordinates
The next step is to build a discrete approximation of functions defined on
Xfree. Usually, this approximation is defined using a mesh on Xfree and
barycentric coordinates. Barycentric coordinates are a form of homogeneous
coordinates on a simplex, which are useful to derive integration and differ-
entiation quadratures as well as interpolation formulas.
Definition 41 (Barycentric Coordinates). We consider a simplex τ ∈ T ,
and its geometric realization Xτ . For each x ∈ Xτ , and i ∈ τ define a linear
function αi(x) such that
• αi(xi) = 1; and
• αi(xj) = 0 for j ∈ τ and j 6= i.
The vector2 α(x) = [αi(x)]i∈τ is called the barycentric coordinates of x within
Xτ .
Next, we show that barycentric coordinates are well-defined. By doing
so, we present an algorithm for computing barycentric coordinates of a point
inside a simplex using the coordinates of its nodes. Without loss of generality,
assume τ = {0, 1, 2, . . . , d′}; hence, Xτ is a d′-dimensional geometric simplex.
Since αi(x) are linear functions for all i ∈ {0, 1, 2, . . . , d′}, we write αi(x) =
x · ai + bi. Using Definition 41, we suggest a system of equations that defines
ai and bi:
Xai =

x0 1
...
...
xi 1
...
...
xd′ 1

·
[
ai
bi
]
=

0
...
1
...
0

= ei . (4.1)
If the dimension of the embedding metric space X is greater than the di-
mensionality of Xτ (that is, d
′ < d) then the system (4.1) is underdetermined.
In this situation, we require vectors ai to be in the span of vectors x0, . . . , xd′ ;
that is,
ai = X
T a˜i , (4.2)
2We did not introduce special vector notation in this thesis, for the majority of objects
used here (such as points in the configuration space, control inputs, functions, and trajec-
tories) are all vectors. In this case, distinguishing between vectors and scalars will only
reduce the clarity of presentation.
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in which XT is the transpose of X and a˜i = [ai0, . . . , aid′ ]
T is a column vector
of expansion coefficients. Therefore, (4.1) is equivalent to
XXT a˜i = ei , (4.3)
If vectors x0 trough xd′ are affine independent, then the matrix XX
T is
invertible, and the system above has a unique solution.
By substituting all possible i between 0 and d′, we derive a system of
equations that defines vectors ai and scalars bi for all i ∈ {0, . . . , d′}:[
A
b
]
= XT (XXT )
−1
, (4.4)
in which A = [a0, . . . , ad′ ] and b = [b0, . . . , bd′ ].
Finally, the formula for barycentric coordinates of x is given as follows:
α(x) =
[
x 1
]
XT (XXT )
−1
. (4.5)
It is useful to establish some properties of αi. To this end, we prove the
following lemma.
Lemma 42. For all x ∈ Xτ :
1. αi(x) ∈ [0, 1] for all i ∈ τ ;
2.
∑
i∈τ
αi(x) = 1; and
3. ∇αi is orthogonal to the face opposite xi, directed inside the simplex,
and ‖∇αj‖ = (hj)−1.
Here, hi is the length of a simplex altitude passing through vertex xi.
Proof. First, αi is a linear function; thus, it takes its maximal and minimal
values at the nodes of a convex polyhedron. By definition, αi takes values
zero and one at the nodes of Xτ , which establishes the first assertion.
Second,
∑
i∈τ
αi is a linear function on Xτ that is equal to one at all nodes
of the simplex; thus, similar to the previous result, it must be equal to one
everywhere inside Xτ .
To prove the last assertion, we refer to Fig. 4.1. By definition, αi(xj) = 0
for all j 6= i. Therefore, αi(xj)− αi(xj′) = (xj − xj′) · ai = 0 for all j and j′
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not equal to i. On the other hand, ∇αi = ai. From the last two derivations,
it follows that the gradient of the ith barycentric coordinate is orthogonal
to the proper face of a simplex opposite vertex i. Moreover, the length of
the gradient is equal to the difference of the values of the function at any
two points divided by the distance between these points projected onto the
direction of the gradient. Therefore, ‖∇αi‖ = (hi)−1. Finally, the gradient
is oriented in the direction of function’s maximal growth. Since αi increases
toward vertex xi, the gradient points inside the simplex. 
x0
x1 x2
∇α0
∇α1
∇α2
h0
h2
h1
Figure 4.1: The gradients of barycentric coordinates: ∇αi is orthogonal to
the face opposite xi; it is directed inside the simplex; and ‖∇αi‖ = (hi)−1.
4.1.3 Piecewise Linear Interpolation
Next, we define a piecewise linear interpolation of the cost-to-go function
using a simplicial discretization of Xfree and barycentric coordinates.
Let (T , Xd) be a simplicial discretization of Xfree. For all xi ∈ Xd, we
define Vˆi = V (xi), values of the piecewise linear interpolation at xi. Values
at all other points x ∈ Xfree are defined using barycentric coordinates:
Vˆ (x) =
∑
i∈τ
αi(x)Vˆi . (4.6)
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Here, τ is such that x ∈ Xτ .3 Note that αi is a linear function on Xτ for
all i ∈ τ . Hence, Vˆ is linear on Xτ , and Vˆ is a piecewise linear function on
Xfree. Moreover, for all xi ∈ Xd, Vˆ (xi) = Vˆi = V (xi).
4.1.4 Approximate Bellman’s Equation
In general, a piecewise linear function may not satisfy (2.24) at all points.
Therefore, we introduce a discrete version of Bellman’s principle as the final
step of the numerical discretization of the HJB equation. Let us consider
(2.24) at all points of Xd to obtain
Vˆ (xi) = inf
u∈U
{
Vˆ (xi + f(xi, u)∆t(xi, u)) + c(xi, u)∆t(xi, u)
}
, (4.7)
in which ∆t(xi, u) is such that xi + f(xi, u)∆t(xi, u) lies on the proper face
of the neighboring simplex Xτ (i ∈ τ) opposite xi. If such ∆t(xi, u) does not
exist, then we let Vˆ (xi) =∞.
We present the discrete Bellman’s principle in an alternative form that is
easier to use for computations. First, we let St(i) = {τ ∈ T | i ∈ τ} and
call it the star of vertex i. The star represents “neighboring” simplices, in
which interpolation is considered according to (4.7). Next, we consider a set
of controls such that vector f(xi, u) is pointing inside Xτ for some τ ∈ St(i).
We denote this set as Ui,τ = {u ∈ U | ∃δ > 0 : ∀∆t ∈ [0, δ] xi+f(xi, u)∆t ∈
Xτ}. Finally, we replace minimization over all control signals in (4.7) with
the minimization over neighboring simplices:
Vˆ (xi) = min
τ∈St(i)
inf
u∈Ui,τ
{
Vˆ (xi + f(xi, u)∆t(xi, u)) + c(xi, u)∆t(xi, u)
}
, (4.8)
To simplify the notation, it is useful to introduce the local minimization
function on a single simplex. To this end, we let
minloc(i, τ) = min
u∈Ui,τ
{
Vˆ (xi + f(xi, u)∆t(xi, u)) + c(xi, u)∆t(xi, u)
}
.
(4.9)
We say that minloc solves the local minimization problem. In this case,
3If the simplicial complex is an approximation of Xfree, then there exists τ ∈ T , such
that the distance from x to Xτ is minimized. In this case, the closest simplex is used for
the interpolation.
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discrete dynamic programming can be computed as a minimum of all local
minimization problem solutions:
Vˆ (xi) = min
τ∈St(i)
minloc(i, τ) . (4.10)
We will use this expression to derive a numerical algorithm.
The gradient of a linear piece of Vˆ (x) on Xτ is a constant co-vector field
denoted as ∇τ Vˆ . In this notation, V (xi + f(xi, u)∆t(xi, u))− Vˆ (xi) = ∇τ Vˆ ·
f(xi, u)∆t(xi, u). Moreover, ∆t(xi, u) is positive for all u ∈ Ui,τ . Thus, (4.8)
is equivalent to
min
τ∈St(i)
inf
u∈Ui,τ
{
∇τ Vˆ · f(xi, u) + c(xi, u)
}
= 0 . (4.11)
To summarize, we derived the discretization from the dynamic programming
principle and a piecewise linear interpolation of the cost-to-go function. A
similar approach is presented in [139]. However, this discretization is equiv-
alent to the first-order upwind finite difference discretization for the HJB
equation (2.25) introduced in [13].
4.1.5 Numerical Error and Convergence
As with most numerical methods, computational error is unavoidable. In our
case, computational error is defined by the difference between the cost-to-go
function V and its piecewise linear approximation Vˆ . In the present work,
we use sup-norm to quantify the error,
E∞ = sup
x∈Xfree
|V (x)− Vˆ (x)| . (4.12)
Our goal is to derive the bound on the computation error in terms of the
mesh quality parameter, which we denote
h = max
τ∈T
max
i,j∈τ
‖xi − xj‖ . (4.13)
This dependence provides an easy criterion improving the solution quality
using so-called mesh-refinement strategies. For example, if E∞ ∼ h, then, by
splitting all triangles of a 2D triangulation into four smaller triangles using
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their respective midsegments, we effectively reduce the error by a factor of
two. In high-dimensions, the computational error can be reduced using a
similar procedure.
To prove the above bound, we must restrict the optimal motion plan-
ning problem formulated in Problem 3. To this end, we consider Lips-
chitz domain Xfree, which means that the boundary of Xfree can be lo-
cally described as a level-set of a real-valued Lipschitz continuous func-
tion on Xfree. We also let f and c be Lipschitz continuous bounded func-
tions on the product space of Xfree and U . Formally, Lipschitz continu-
ity for f and c requires ‖f(x, u)− f(x′, u′)‖ = Lx‖x− x′‖ + Lu‖u− u′‖
and |c(x, u)− c(x′, u′)| = Lx‖x− x′‖ + Lu‖u− u′‖ for all x, x′ ∈ Xfree, all
u, u′ ∈ U , and some positive real constants Lx and Lu. Boundedness is given
by positive constants Bf and c1, such that ‖f(x, u)‖ ≤ Bf and |c(x, u)| ≤ c1
for all x ∈ Xfree and u ∈ U . Finally, we require c to be separated from zero,
which means that there exists c0 > 0 such that c(x, u) ≥ c0 for all x ∈ Xfree
and u ∈ U . Under these conditions, we prove the following lemma.
Lemma 43 (Local Residual Error Bound). For all x ∈ Xfree, the following
bound holds∣∣∣∣ infu∈U {∇Vˆ (x) · f(x, u) + c(x, u)}
∣∣∣∣ ≤ (maxτ∈T ‖∇τ Vˆ ‖+ 1)Lxh . (4.14)
Proof. As mentioned earlier, for all x ∈ Xfree, there exists τ ∈ T such that
x ∈ Xτ and ∇Vˆ (x) = ∇τ Vˆ .
Let u∗ be the minimizer in (4.11) and i be the corresponding vertex of τ
such that u∗ ∈ Ui,τ ; using (4.11), we show that
inf
u∈U
{
∇τ Vˆ · f(x, u) + c(x, u)
}
≤ ∇τ Vˆ · (f(x, u∗)− f(xi, u∗))
+ (c(x, u∗)− c(xi, u∗)) ≤ (‖∇τ Vˆ ‖+ 1)Lxh . (4.15)
On the other hand, let u∗∗ be the minimizer in (4.14); using (4.11) once
again, we show that
inf
u∈U
{
∇τ Vˆ · f(x, u) + c(x, u)
}
≥ ∇τ Vˆ · (f(x, u∗∗)− f(xi, u∗∗))
+ (c(x, u∗∗)− c(xi, u∗∗)) ≥ −(‖∇τ Vˆ ‖+ 1)Lxh . (4.16)
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With the two inequalities above, we conclude the proof. 
In the following theorem, we establish the convergence of the proposed
numerical method. Moreover, we find that the global error is proportional
to the mesh quality parameter h; that is, E∞ ∼ h.
Theorem 44 (Global Error Bound). Using the notation above, the global
error is bounded as follows:
E∞ ≤ max{T ∗, T ∗∗}(max
τ∈T
‖∇τ Vˆ ‖+ 1)Lxh , (4.17)
in which T ∗ and T ∗∗ are maximal final times for exact and approximate
optimal trajectories, respectively.
Proof. Let V be the true cost-to-go function, which satisfies the HJB PDE
(2.24) in the sense of the viscosity solution, and let Vˆ be its approximation,
which satisfies the finite difference discrete HJB equation (4.7).
Let us consider the exact feedback control function pi∗ : Xfree → U such
that
pi∗(x) = arg min
u∈U
{
∇V (x) · f(x, u) + c(x, u)
}
. (4.18)
This function is well-defined because we agreed that f and c are bounded
continuous functions on a compact set U for all x ∈ Xfree. Similar to the exact
feedback control, let us define the approximate feedback control function
pi∗∗(x) = arg min
u∈U
{
∇Vˆ (x) · f(x, u) + c(x, u)
}
. (4.19)
Next, let x˜∗ and x˜∗∗ satisfy
˙˜x∗(t) = f(x˜∗(t), pi∗(x˜∗(t))) (4.20)
and
˙˜x∗∗(t) = f(x˜∗∗(t), pi∗∗(x˜∗∗(t))) , (4.21)
respectively. Let also x˜∗(0) = x˜∗∗(0) = x. In other words, x˜∗ is the optimal
trajectory that originates from x, and x˜∗∗ is its approximation; see Fig. 4.2
for details.
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Figure 4.2: The numerical error is computed using two paths: 1) the exact
optimal path (green) and 2) its approximation derived using piecewise linear
interpolation and the approximate dynamic programming principle (blue).
Let T ∗ = tf(x˜∗) be the final time of x˜∗, which is the first moment of
time when x˜∗ reaches Xgoal. Similarly, T ∗∗ = tf(x˜∗∗). By definition of tf ,
x˜∗(T ∗) ∈ Xgoal and x˜∗∗(T ∗∗) ∈ Xgoal.
Next, we consider V (x˜∗) as a function of time on the interval [0, T ∗]. On
the one hand,∫ T ∗
0
− d
dt
V (x˜∗(t)) dt = V (x˜∗(0))− V (x˜∗(T ∗)) = V (x) . (4.22)
On the other hand,
∫ T ∗
0
− d
dt
V (x˜∗(t)) dt =
∫ T ∗
0
−∇V (x˜∗(t)) · f(x˜∗(t), pi∗(x˜∗(t))) dt
=
∫ T ∗
0
c(x˜∗(t), pi∗(x˜∗(t))) dt . (4.23)
As it was expected, we have
V (x) =
∫ T ∗
0
c(x˜∗(t), pi∗(x˜∗(t))) dt . (4.24)
Additionally, by considering Vˆ (x˜∗) as a function of time and using Lemma 43,
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we establish that
Vˆ (x) =
∫ T ∗
0
−∇Vˆ (x˜∗(t)) · f(x˜∗(t), pi∗(x˜∗(t))) dt
=
∫ T ∗
0
−∇Vˆ (x˜∗(t)) · f(x˜∗(t), pi∗(x˜∗(t)))− c(x˜∗(t), pi∗(x˜∗(t))) dt
+
∫ T ∗
0
c(x˜∗(t), pi∗(x˜∗(t))) dt
≤
∫ T ∗
0
−∇Vˆ (x˜∗(t)) · f(x˜∗(t), pi∗∗(x˜∗(t)))− c(x˜∗(t), pi∗∗(x˜∗(t))) dt
+
∫ T ∗
0
c(x˜∗(t), pi∗(x˜∗(t))) dt ≤ T ∗(sup
τ∈T
‖∇τ Vˆ ‖+ 1)Lxh+ V (x) . (4.25)
Thus, for all x ∈ Xfree, we have
Vˆ (x)− V (x) ≤ T ∗(sup
τ∈T
‖∇τ Vˆ ‖+ 1)Lxh . (4.26)
Replacing x˜∗ with x˜∗∗ in the derivation above, we find that
V (x) =
∫ T ∗∗
0
−∇V (x˜∗∗(t)) · f(x˜∗∗(t), pi∗∗(x˜∗∗(t))) dt
=
∫ T ∗∗
0
−∇V (x˜∗∗(t)) · f(x˜∗∗(t), pi∗∗(x˜∗∗(t)))− c(x˜∗∗(t), pi∗∗(x˜∗∗(t))) dt
+
∫ T ∗∗
0
c(x˜∗∗(t), pi∗∗(x˜∗∗(t))) dt
≤
∫ T ∗∗
0
−∇V (x˜∗∗(t)) · f(x˜∗∗(t), pi∗(x˜∗∗(t)))− c(x˜∗∗(t), pi∗(x˜∗∗(t))) dt
+
∫ T ∗∗
0
c(x˜∗∗(t), pi∗∗(x˜∗∗(t))) dt =
∫ T ∗∗
0
c(x˜∗∗(t), pi∗∗(x˜∗∗(t))) dt (4.27)
and
Vˆ (x) =
∫ T ∗∗
0
−∇Vˆ (x˜∗∗(t)) · f(x˜∗∗(t), pi∗∗(x˜∗∗(t))) dt
≥ −T ∗∗(sup
τ∈T
‖∇τ Vˆ ‖+ 1)Lxh+
∫ T ∗∗
0
c(x˜∗∗(t), pi∗∗(x˜∗∗(t))) dt . (4.28)
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It follows from the last two inequalities that
Vˆ (x)− V (x) ≥ −T ∗∗(sup
τ∈T
‖∇τ Vˆ ‖+ 1)Lxh . (4.29)
Using (4.26) and (4.29), we establish that
|V (x)− Vˆ (x)| ≤ max{T ∗, T ∗∗}(max
τ∈T
‖∇τ Vˆ ‖+ 1)Lxh , (4.30)
which concludes the proof. 
4.2 Simplicial Dijkstra Algorithm
The discrete dynamic programming principle (4.11) defines a system of non-
linear equations with respect to unknown values Vˆ1, . . . , VˆN if considered at
all the discretization points xi ∈ Xd. Many numerical methods exist to
solve nonlinear problems approximately. These generic methods, however,
fail to exploit the structure of a particular problem, which leads to inefficient
computations.
Dijkstra’s graph search algorithm [45] solves a system of dynamic pro-
gramming equations, which is similar to (4.7), defined on a graph (a one-
dimensional simplicial complex). Here, we propose a modification of Di-
jkstra’s algorithm that solves (4.7) defined on simplicial complexes of all
dimensions.
The Simplicial Dijkstra algorithm (SDA) evaluates function Vˆ in increasing
order of its values using a priority queue. Under minimal conditions, our
implementation guarantees that (4.7) is solved only once per each vertex
of the discretization. Thus, the entire computation is done in one “sweep”
through the simplicial complex; see Algorithm 3 for details.
Algorithm 3 is identical to Dijkstra’s graph search algorithm if the sim-
plicial complex is a graph (that is, a 1-complex), and minloc computes the
distance to the neighboring vertex. In a general case, however, minloc is
defined as in (4.9).
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Algorithm 3 Simplicial Dijkstra algorithm
Input: A simplicial complex (Xd, T ) and a goal set Xgoal
Output: An approximation Vˆi of the cost-to-go function at all vertices xi of
a simplicial complex
1: Initialize a priority queue Q of “open” vertices i for which xi ∈ Xgoal
2: Set the priority key Kˆi ← 0 if xi ∈ Xgoal, and Kˆi ←∞ otherwise
3: while Q is not empty do
4: Pop j with the least key Kˆj from Q
5: Set Vˆj ← Kˆj
6: for all τ ∈ St(j) do
7: for all i ∈ τ \ {j} do
8: Vˆ ∗ ←minloc(i, τ)
9: if Vˆ ∗ < Kˆi then
10: Update the key of i to Vˆ ∗ in Q
11: Push i into Q if i /∈ Q
12: return {Vˆi}Ni=1
4.2.1 Analysis of Local Minimization Problem
The local minimization problem, defined in (4.9), includes an implicit func-
tion ∆t(xi, u). Numerical minimization algorithms can be applied to solve
this problem, yet these algorithms are computationally expensive. To reduce
the numerical cost of the local minimization problem, we reformulate it using
only explicit functions. To this end, we consider (4.11), which is equivalent
to the local minimization problem (4.8), and prove the next theorem.
Theorem 45. The minimization problem defined in (4.8) is equivalent to
Vˆi = inf
u∈U
{ ∑
j∈τ\{i}
Vˆj
∇ταj · f(xi, u)
−∇ταi · f(xi, u) +
c(xi, u)
−∇ταi · f(xi, u)
}
, (4.31)
subject to constraints,
∇ταj · f(xi, u) ≥ 0 for all j ∈ τ and j 6= i . (4.32)
Proof. From the linearity of Vˆ on τ and (4.11), it follows that the solution
to the local minimization problem Vˆi = minloc(i, τ) satisfies the following:
inf
u∈Ui,τ
{
Vˆi∇ταi · f(xi, u) +
∑
j∈τ\{i}
Vˆj∇ταj · f(xi, u) + c(xi, u)
}
= 0 . (4.33)
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In the above, ∇ταj represents the gradient of jth barycentric coordinate in τ .
Recall that for all u ∈ Ui,τ vector field f(xi, u) is directed inside the
simplex τ . Using Lemma 42, this constraint is equivalent to u satisfying
∇ταj · f(xi, u) ≥ 0 for all j ∈ τ \ {i}, as illustrated in Fig. 4.3.
x0
x1 x2
∇α0
∇α1
f(x2, u)
Figure 4.3: The constrained set u ∈ Ui,τ consists of all u ∈ U , such that
∇ταj · f(xi, u) ≥ 0 for all j ∈ τ \ {i}.
Using Lemma 42 once again, we find that ∇ταi = −
∑
j∈τ\{i}
∇ταj. There-
fore, ∇ταi · f(xi, u) < 0. Here, the strict inequality is due to the nondegen-
eracy of a simplex.
Finally, we divide (4.33) by a positive function (−∇ταi · f(xi, u)) and de-
rive
inf
u∈Ui,τ
{
− Vi +
∑
j∈τ\{i}
Vj
∇ταj · f(xi, u)
−∇ταi · f(xi, u) +
c(xi, u)
−∇ταi · f(xi, u)
}
= 0 . (4.34)
This result concludes the proof. 
In a special case of an omnidirectional vehicle (f(x, u) = u) and isotropic
local cost function (c(x, u) = c(x)‖u‖), the local minimization problem (4.31)
can be solved exactly using a simple geometric procedure, presented in Al-
gorithm 4.
To interpret Algorithm 4, we consider a two-dimensional simplex (a trian-
gle). Assume x0 is a vertex with unknown Vˆ0, and without loss of generality,
we consider Vˆ1 ≤ Vˆ2 to be known at vertices x1 and x2, respectively. In
this setting, the problem is to find the shortest path from x0 to the line
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Algorithm 4 Function minloc
Input: A vertex i and a simplex τ
Output: A solution to minimization problem (4.31)
1: Restrict τ to face τ ′ ⊂ τ such that all Vˆj for j ∈ τ ′ are known
2: Let Vˆmax = max
j∈τ ′
Vˆj and jmax = arg max
j∈τ ′
Vˆj
3: Calculate n, the vector normal to the planar part of the cost-to-go func-
tion level set (Fig. 4.4)
4: Calculate the distance vector from xi to the plane orthogonal to n and
passing through xjmax (Fig. 4.5)
5: if all barycentric coordinates of the distance vector within simplex are
nonnegative then
6: return Vˆmax + (xi − xjmax) · n
7: else
8: Restrict τ ′ to the subset of nonnegative barycentric coordinates and
repeat from line 2
segment between points x1 and x2, given a linear terminal cost Vˆ such that
Vˆ (x1) = Vˆ1 and Vˆ (x2) = Vˆ2.
For the shortest path problem considered in this chapter, the level sets of
the cost-to-go function Vˆ are illustrated in Fig. 4.4. Each level set consists
of two line segments bitangent to two circular arcs, one of which may be
of zero radius. Two cases are possible: 1) x0 belongs to a line segment,
or 2) x0 belongs to a circular arc. In the first case, the shortest path is
orthogonal to the line segment of the level set {x | Vˆ (x) = Vˆ2}, as illustrated
in Fig. 4.5. Hence, the solution is given by the signed distance to the line
segment (x0 − x2) · n plus the cost-to-go function value on the segment Vˆ2. In
the second case, the shortest path terminates either at x1 or at x2; see Fig. 4.6.
Thus, the solution to the local minimization problem is the minimum of
Vˆ1 + ‖x0−x1‖ and Vˆ2 + ‖x0−x2‖. Finally, consider the distance vector from
vertex x0 to the line embedding the linear segment of {x | Vˆ (x) = Vˆ2}. This
vector is within the triangle in the first case and outside otherwise. Using
barycentric coordinates of the distance vector, we thus have found a criterion
to distinguish between the two cases considered.
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x1 x2
V1 = Vˆ
V1 < Vˆ < V2
Vˆ = V2
V2 < Vˆ
Figure 4.4: Level sets of Vˆ (x) consist of two line segments bitangent to two
circular arcs. One of the circular arcs is of zero radius if Vˆ (x) ≤ Vˆ2.
x0
x1 x2
n
Vˆ = V1 Vˆ = V2
Vˆ = V2
Vˆ =
V2
Figure 4.5: The shortest path intersects the linear segment of the level set.
In this case, Vˆ0 = Vˆ2 + (x0 − x2) · n.
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x0
x1 x2
n
Vˆ = V1 Vˆ = V2
Vˆ = V2
Vˆ =
V2
Figure 4.6: The shortest path intersects the circular arc of the level set. In
this case, Vˆ0 = Vˆ1 + ‖x1 − x0‖.
4.2.2 Requirements on Simplicial Meshes
In order for Dijkstra’s graph search algorithm to terminate in finite time
and return the correct solution, which we refer to as the correctness of the
algorithm, it is required from the input graph to have positive weights on
all edges. The correctness of the Dijkstra’s algorithm follows from the much
subtler causality property: the cost-to-go function at a vertex depends only
on the lower values of cost-to-go function at neighboring vertices. The edge
weight positivity guarantees the causality.
Similar to Dijkstra’s algorithm, the causality property is sufficient for the
SDA to be correct. Formally, the causality property states: if Vˆi depends on
Vˆj then Vˆi ≥ Vˆj. As we discussed earlier, Vˆi depends on Vˆj if and only if
∇ταj · f(xi, u) ≥ 0, which we use to prove the following theorem.
Theorem 46 (Correctness of the Simplicial Dijkstra algorithm). If, for all
j ∈ τ such that j 6= i and ∇ταj · f(xi, u) ≥ 0, we have Vˆi ≥ Vˆj, then
Algorithm 3 is correct (it solves (4.7) and terminates in finite time).
Proof. It suffices to show that, during each iteration of the SDA, values at
computed nodes are smaller or equal to those in the queue. We show this by
induction over the iteration of the SDA. Let set C denote the set of computed
nodes, and let set Q denote the set of nodes in the queue.
Base: At the first iteration, all computed values are equal to zero due to
the boundary condition, while all values in the queue are nonnegative.
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Induction Step: At each step, the SDA pulls i from Q such that Vˆi ≤ Vˆk
for all k ∈ Q and adds it to C. Further, all j such that there exists τ ∈ T
for which {i, j} ⊆ τ are added to Q. We need to show that after these two
operations the following holds: 1) Vˆi ≤ Vˆk for all k ∈ Q and 2) Vˆj ≥ Vˆk for all
k ∈ C. We use the causality property Vˆi ≤ Vˆj to prove these two statements.
First, Vˆi is the minimal element in the queue. From what follows, Vˆi ≤ Vˆk
for all k ∈ Q, newly added Vj included. Second, Vˆk ≤ Vˆi for all k ∈ C and
Vˆi ≤ Vˆj. Therefore, Vˆj ≥ Vˆk for all k ∈ C.
From the induction argument, it follows that all the values Vˆj, such that
Vˆj < Vˆi are computed prior to Vˆi. Since each value Vˆi depends only on lower
values of Vˆ , it is computed correctly in its turn. 
In a special case of an omnidirectional vehicle with an isotropic local cost
function, the causality property is satisfied if the discretization is provided
with an acute simplicial complex. A similar result for 2D triangulations
is discussed in [13]. In the following lemma, we demonstrate this for the
two-dimensional case in the setting of the geometric construction from Sec-
tion 4.2.1. Furthermore, our result can be easily generalized to arbitrary
dimensions.
Lemma 47. Let f(x, u) = u and c(x, u) = c(x)‖u‖. The acute simplicial
approximation of Xfree is sufficient for the correctness of the SDA.
Proof. First, note that Vˆ0 ≥ Vˆ1. Second, Vˆ0 depends on Vˆ2 only if the vertex
x0 belongs to a linear segment of the corresponding level set. Hence, it follows
from Fig. 4.5 that Vˆ0 ≥ Vˆ2 if the projection of x0−x2 on n is positive, which
holds if the angle between edges incident at vertex x0 is acute. Moreover,
this geometric argument extends to higher dimensions, in which case we say
a discretization is acute if the angles between all pairs of incident edges are
acute. 
4.3 Simplicial A* Algorithm
The SDA, outlined in Section 4.2, computes the approximate cost-to-go func-
tion in the entire environment regardless of robot’s initial configuration. If
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xinit is known, however, then it is desirable to perform costly computations
only in the vicinity of the optimal path. In the discrete case, the A* graph
search algorithm accomplishes this by employing a heuristic at each iteration
of Dijkstra’s algorithm [64]. We propose the Simplicial A* algorithm (SAA)
by introducing a similar heuristic at each iteration of the SDA. The goal is
to focus computations on vertices along the shortest path; see Algorithm 5
for details.
Algorithm 5 Simplicial A* algorithm
Input: A simplicial complex (Xd, T ), a goal set Xgoal, and an initial position
xinit
Output: An approximation Vˆi of cost-to-go function at all vertices xi in
neighborhood of optimal path
1: Hˆi ← heuristic(xi, xinit) for all xi ∈ Xgoal
2: Initialize a priority queue Q of “open” vertices i for which xi ∈ Xgoal
3: Set the priority key Kˆi ← Hˆi if xi ∈ Xgoal, and Kˆi ←∞ otherwise
4: while Q is not empty do
5: Pop j with the least key Kˆj from Q
6: Set Vˆj ← Kˆj − Hˆj
7: for all τ ∈ St(j) do
8: for all i ∈ τ \ {j} do
9: Vˆ ∗ ←minloc(i, τ)
10: Hˆi ← heuristic(xi, xinit)
11: if Vˆ ∗ + Hˆi < Kˆi then
12: Update the key of i to Vˆ ∗ + Hˆi in Q
13: Push i into Q if i /∈ Q
14: return {Vˆi}Ni=1
Algorithm 5 is identical to Algorithm 3 in case of the trivial heuristic, which
corresponds to no prior knowledge of the initial configuration. However, if
the heuristic approximates the cost-to-come function (the optimal cost of
reaching the current point from the initial state), then SAA computations are
performed in the vicinity the optimal trajectory. Indeed, the sum Vˆ (x)+Hˆ(x)
generally is lower in the direction of the initial robot position than in any
other direction. Moreover, if the heuristic is admissible (that is, Hˆ is an
underestimate of the true cost-to-come function [64]) and consistent, which
is covered in the next section, then the solution given by the SAA is identical
to that given by the SDA at the evaluated vertices. Thus, there is no accuracy
loss due to the consideration of a smaller domain.
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4.3.1 Requirements on Meshes
The correctness of the SAA is implied by the modified causality property:
for all i and j sharing a simplex, if the value Vˆi depends on the value Vˆj, then
Hˆi + Vˆi ≥ Hˆj + Vˆj , or Hˆj − Hˆi ≤ Vˆi − Vˆj . (4.35)
The last property is called the consistency of a heuristic.
Theorem 48 (Correctness of the Simplicial A* algorithm). If for all j ∈ τ
such that j 6= i and ∇ταj · f(xi, u) ≥ 0 we have Vˆi − Vˆj ≥ Hˆj − Hˆi, then
Algorithm 5 is correct.
Proof. The proof is identical to that of Theorem 46. 
In the case of an omnidirectional vehicle with an isotropic cost, the con-
sistency of a heuristic requires
Hˆj − Hˆi ≤ ‖xi − xj‖ cos(β) , (4.36)
in which β is the angle between edges incident at vertex xi. This can be
illustrated in 2D using the geometric construction from Section 4.2.1; see
Fig. 4.5. We replace Vˆ0− Vˆ2 in (4.35) with its minimum, provided Vˆ0 depends
on Vˆ2. The minimum is achieved if n is parallel to the side opposite x2. Hence,
Vˆ0 − Vˆ2 ≤ ‖x0 − x2‖ cos(∠(x1, x0, x2)) , (4.37)
in which ∠(x1x0x2) is the angle between vectors x1 − x0 and x2 − x0.
Higher-dimensional cases are analogous to the 2D case with the exception
that β is the maximum angle (minimum cosine) between all pairs of edges
incident at vertex xi. In addition to the mesh requirements for the SDA, the
heuristic must be consistent for the SAA correctness.
4.3.2 Choosing a Heuristic
The airline distance is a commonly used heuristic for the A* algorithm [64],
but it fails to satisfy (4.36). Nevertheless, a rescaled airline distance provides
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a consistent heuristic. We introduce a mesh quality parameter
γ = min
τ∈T
min
i,j,k∈τ
cos(∠(xi, xj, xk)) , (4.38)
in which ∠(xi, xj, xk) is the radian measure of the angle between vectors
xi − xj and xk − xj. The parameter γ measures the regularity of a mesh,
with γ < 0 indicating there exists at least one nonacute simplex and γ = 1/2
for the “perfect” 2D equilateral triangulation. From the triangle inequality
and (4.38), it follows that the airline distance multiplied by γ satisfies (4.36).
Furthermore, as the mesh regularity improves, the parameter γ increases,
and the rescaled heuristic becomes increasingly usable.
If parameter γ is small, then the rescaled airline distance is close to the
trivial heuristic, and the SAA has very little advantage over the SDA. Nev-
ertheless, the rescaling coefficient and, hence, the quality of the heuristic can
be improved significantly by implementing a virtual edge flip [13]. Figure 4.7
illustrates the idea of the virtual edge flip in 2D: the local minimization
problem at vertex x0 is solved for red simplices instead of the blue simplex.
Red simplices are built using vertex x3, which is opposite face (x1, x2) within
the green simplex (blue and green simplices are required to share the com-
mon face, (x1, x2) in this case). Using a virtual edge flip, we improve mesh
quality parameter γ, for example, γ =
√
3/2 for a 2D equilateral triangula-
tion. In higher dimensions, the improvement is less pronounced, but three-
dimensional experiments show that a virtual edge flip provides a reasonable
γ > 1/2.
x0
x1
x2
x3
Figure 4.7: An illustration of the virtual edge flip in 2D.
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4.4 Simplicial Label Correcting Algorithm
The SDA and SAA are guaranteed to be correct if provided with an acute
simplicial complex and, in the case of SAA, a consistent and admissible
heuristic. Correctness requires an implementation of a priority queue, which
in turn has a factor of logN of computational overhead. To reduce the
computational cost, different vertex selection strategies are considered in this
thesis.
The Label Correcting algorithm (LCA) extends upon the existing Dijk-
stra’s and A* algorithms and provides a general framework for different
vertex selection strategies. Using computationally cheaper vertex selection
strategies, the asymptotic running time of the LCA may be reduced consid-
erably [16]. The correctness of the algorithm, however, is not guaranteed in
this case. To mitigate this problem, vertices can be revisited multiple times
to improve the accuracy of the final result. Thus, the trade-off between the
cost of computing the vertex selection strategy and the number of times each
vertex is revisited must be evaluated to reduce the total computational cost
of the LCA.
In this section, we extend the LCA for computing the cost-to-go function
in a continuous domain using the piecewise linear approximation defined on
a simplicial complex. The Simplicial Label Correcting algorithm (SLCA) is a
generalization of the SDA and SAA, in which various vertex selection strate-
gies are considered; see Algorithm 6 for details. In this generic algorithm,
the order in which nodes are computed remains unspecified (see line 4), and
various heuristics can be used to reduce the total running time.
The SLCA is a generalization of already known algorithms. Indeed, the
Simplicial Dijkstra algorithm is implemented using a priority queue as a se-
lection strategy at line 4; whereas, the Simplicial A* algorithm employs a
priority queue over the values of the cost-to-go function plus an admissible
and consistent heuristic. To implement the Simplicial Bellman-Ford algo-
rithm, one must use a “First In, First Out” (FIFO) queue. More advanced
vertex selection strategies that significantly reduce the running time for LCA
are analyzed in [16]. The implementation of these strategies into SLCA is
the topic of the future research.
Function minloc is defined to solve (4.7) locally. It takes a simplex τ and
a vertex i ∈ τ as an input, and returns Vi such that (4.7) holds. Note that
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Algorithm 6 Generic Simplicial Label Correcting algorithm
Input: A simplicial complex (Xd, T ) and a goal set Xgoal
Output: An approximation Vˆi of V (xi) for all xi
1: Initialize a set Q of “open” vertices i for which xi ∈ Xgoal
2: Set labels Vˆi ← 0 if xi ∈ Xgoal, and Vˆi ←∞ otherwise
3: while Q is not empty do
4: Pop j from Q
5: for all τ ∈ St(j) do
6: for all i ∈ τ \ {j} do
7: V ∗ ←minloc(i, τ)
8: if Vˆ ∗ < Vˆi then
9: Vˆi ← V ∗
10: Push i into Q if i /∈ Q
11: return {Vˆi}Ni=1
an alternative numerical discretization requires a different implementation of
minloc. However, the SLCA framework remains unchanged regardless of a
numerical procedure.
4.5 Simplicial Value Iteration Algorithm
The SLCA belongs to a family of so-called “sweeping” strategies, for exam-
ple, Fast Marching methods [127, 139], Fast Sweeping methods [138, 150],
Ordered Upwind methods [131], and many others. A good summary of the
existing sweeping algorithms is presented in [33]. In their paper, Cacace and
others claim that local single-pass methods most likely will fail for a general
HJB equation and that only iterative methods can be applied safely for com-
puting an approximate solution. In our case, SAA and SDA fail when the
discrete dynamic programming principle in combination with the provided
simplicial mesh do not satisfy the causality property.
An iterative method, on the other hand, is a safe alternative to a sweeping
algorithm. In the following sections, we derive iterative methods for HJB
equation by applying well-established nonlinear numerical solvers to a system
of discrete dynamic programming equations (4.7).
In this section, we implement the fixed-point iteration to a system of ap-
proximate Bellman’s equations on a simplicial complex. If applied to a one-
dimensional complex, the fixed-point iteration is equivalent to the Value Iter-
96
ation algorithm (VIA) for Markov decision processes [14]. Thus, we propose
Simplicial Value Iteration algorithm (SVIA) as a generalization of VIA to
simplicial complexes.
When considered at all points xi, (4.7) is a fixed-point system, which can
be written in vector notation:
Vˆ = F (Vˆ) . (4.39)
In the above, Vˆ is a column vector of unknown values [Vˆ1, . . . , VˆN ]
T and F is
a nonlinear function that corresponds to the right-hand side of (4.7). Let Vˆ0
be an initial guess for the vector of unknown values; the fixed-point iteration
is as follows:
Vˆk+1 = F (Vˆk) . (4.40)
To find the explicit form of F , we recall an equivalent form of the system
of the discrete dynamic programming equations (4.11). Let us define τ(i, u)
such that ∇τ(i,u)αj · f(xi, u) ≥ 0 for all j ∈ τ(i, u) \ {i}. In other words,
τ(i, u) is a simplex in St(i) such that vector f(xi, u) is directed inside its
geometric realization Xτ(i,u). In the notation above, function F is computed
in two steps: 1) compute the feedback control at xi using
piki = arg min
u∈U
{ ∑
j∈τ(i,u)
Vˆ kj ∇τ(i,u)αj · f(xi, u) + c(xi, u)
}
, (4.41)
and 2) compute the cost-to-go function using
Vˆ k+1i =
∑
j∈τ(i,piki )
j 6=i
Vˆ kj
∇τ(i,piki )αj · f(xi, piki )
−∇τ(i,piki )αi · f(xi, piki )
+
c(xi, pi
k
i )
−∇τ(i,piki )αi · f(xi, piki )
. (4.42)
We simplify step 2 in the above by introducing a matrix Πk and a vector
ck. The matrix has entries Πkij = ∇τ(i,piki )αj · f(xi, piki )/−∇τ(i,piki )αi · f(xi, piki )
for j ∈ τ(i, piki ) \ {i} and Πkij = 0 otherwise. The vector consists of entries
cki = c(xi, pi
k
i )/−∇τ(i,piki )αi · f(xi, piki ). In this matrix-vector notation, step 2
is equivalent to
Vˆk+1 = Πk · Vˆk + ck . (4.43)
Using (4.41) and (4.42), we derive a fixed-point algorithm (see Algorithm 7),
which solves the system of dynamic programming equations. Note that calcu-
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lations in lines 7 and 8 are not equivalent to computing minloc(i, τ). Func-
tion minloc determines the feedback and the future value simultaneously
by solving the local minimization problem (4.7); whereas, our calculations
for piki and Vˆ
k+1
i are decoupled and can be considered as a linearization of
(4.7). Therefore, SVIA provides only an approximate solution to (4.7). The
approximation error, however, tends to zero as k →∞.
Algorithm 7 Simplicial Value Iteration algorithm
Input: A simplicial complex (Xd, T ), a goal set Xgoal, an initial guess Vˆ0
Output: An approximation Vˆi of V (xi) for all xi
1: k ← 0
2: repeat
3: for all i = 1, . . . , N do
4: if xi ∈ Xgoal then
5: Vˆ k+1i ← 0
6: else
7: piki ← arg min
u∈U
{ ∑
j∈τ(i,u)
Vˆ kj ∇τ(i,u)αj · f(xi, u) + c(xi, u)
}
8: Vˆ k+1i ←
∑
j
ΠkijVˆ
k
j + c
k
i
9: k ← k + 1
10: until convergence
11: return {Vˆ ki }Ni=1
The convergence test in line 10 of Algorithm 7 determines whether the
current approximate solution is “close” to the fixed point. For example, the
norm of the residual Vˆk−F (Vˆk) can be used as a convergence test. Although
we do not discuss existing convergence tests and evaluate differences between
them. We refer readers to Numerical Analysis literature (for example, [66]
and references therein) for an extensive coverage of this topic.
The theoretical convergence of a fixed-point iteration algorithm usually
is determined by considering the eigenvalues of the Jacobian matrix of F
evaluated at a solution. If the magnitude of all eigenvalues is strictly less
than one, then F is a contraction mapping. The convergence is guaranteed, in
such case, by the Banach fixed-point theorem. Unfortunately, this condition
is not guaranteed for the considered F . In fact, if piki is not a stabilizing
policy, then there is at least one eigenvalue that is equal to one. Thus, we
seek an alternative proof of convergence. To this end, we introduce a partial
order on a vector space.
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Definition 49 (Vector Space Partial Order). It is said that two vectors are
in a partial order Vˆ ≤ Vˆ′ if Vˆi ≤ Vˆ ′i for all i ∈ [1, . . . , N ].
Definition 50 (Monotone Matrix). A matrix Π is said to be monotone, if
for any two vectors such that Vˆ ≤ Vˆ′ the following is true:
Π · Vˆ ≤ Π · Vˆ′ (4.44)
The following lemma establishes the monotonicity of Πk.
Lemma 51 (Monotonicity of Πk). Matrix Πk is monotone according to
Definition 50.
Proof. By construction, all entries in Πk are nonnegative. Thus, the order
is preserved. 
Using the monotonicity of Πk, we prove the convergence of the SVIA given
that the initial guess is a zero vector, which we denote as 0.
Theorem 52. Given the initial guess Vˆ0 = 0, the Simplicial Value Iteration
algorithm converges to Vˆ.
Proof. We prove the result in two steps. First, we prove that a sequence
of vectors {Vˆk}∞k=0 is a monotonically increasing sequence in the sense of
Definition 49. Second, we show that this sequence is bounded from above by
Vˆ. We use induction on the iteration number to prove both statements.
Base: The induction base is verified from the initial conditions Vˆ0 = 0 ≤
Vˆ and the first iteration step Vˆ0 < c0 = Vˆ1.
Induction Step: To verify the induction step, we let Vˆk ≤ Vˆ and Vˆk ≥
Vˆk−1 for some k. Furthermore, we consider the following:
Vˆk+1 = Πk · Vˆk + ck ≥ Πk · Vˆk−1 + ck ≥ Πk−1 · Vˆk−1 + ck−1 = Vˆk . (4.45)
Here, the first inequality is the result of monotonicity of Πk, and the second
follows from the fact that Πk is derived from a suboptimal strategy with
respect to Vˆk−1; whereas, Πk−1 is derived from the optimal one.
Finally, we establish the following:
Vˆk+1 = Πk · Vˆk + ck ≤ Π · Vˆk + c ≤ Π · Vˆ + c = Vˆ . (4.46)
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In the above, Π is derived using the optimal policy with respect to Vˆ. The
first inequality is due to the optimality of Πk with respect to Vˆk, and the
second follows from the induction hypothesis.
Thus, we have shown that the SVIA generates a monotonic and bounded
sequence {Vˆk}∞k=0. Using the monotone convergence theorem, we conclude
that this sequence converges. 
4.6 Simplicial Policy Iteration Algorithm
The value iteration algorithm converges at most linear rate to a solution of
a nonlinear system. The linear convergence rate may not be sufficient when
fast computation is necessary, for example, in real-time planning algorithms.
Newton’s method, on the other hand, is an iterative nonlinear solver, which
achieves the quadratic convergence rate. However, this performance increase
comes with extra computational cost: at each iteration, a solution to a local
linearization of the considered nonlinear system must be computed. In this
section, we present Newton’s algorithms and prove its convergence.
To derive the Newton step, we let Vˆk be an approximation on kth iteration.
A linearization of (4.39) at point Vˆk is given as follows:
Vˆ − F (Vˆ) ≈ Vˆk − F (Vˆk) + (I− JF (Vˆk)) · (Vˆ − Vˆk) , (4.47)
in which I is the N ×N identity matrix and JF (Vˆk) is the Jacobian matrix
of F at point Vˆk. A solution to the linearization given above is computed at
each Newton step:
Vˆk+1 = Vˆk − (I − JF (Vˆk))−1(Vˆk − F (Vˆk)) . (4.48)
In the following lemma, we derive an equivalent form of the Newton step
using a familiar matrix Πk, introduced in the previous section.
Lemma 53. For F defined using (4.31), the Newton step is equivalent to
Vˆk+1 = Πk · Vˆk+1 + ck . (4.49)
Proof. By differentiating (4.31) with respect to Vˆ , we find that the Jacobian
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of F is equal to Πk. Thus, the Newton step is equivalent to
Vˆk+1 = Vˆk − (I −Πk)−1 · (Vˆk −Πk · Vˆk − ck) . (4.50)
Multiplying both sides in the above by (I −Πk) and rearranging the terms,
we conclude (4.49). 
It follows from Lemma 53 that the approximate cost-to-go function at each
Newton step satisfies the following relation:
Vˆk+1 =
(
I−Πk)−1 · ck . (4.51)
Note that Newton’s algorithm is equivalent to the Policy Iteration algo-
rithm (PIA) for Markov decision processes [14, 71] when applied to a one-
dimensional mesh. This connection has been realized in [117], and later it has
been used to analyze the convergence rate of the PIA in [70]. Using (4.51),
we propose the Simplicial Policy Iteration algorithm (SPIA) as an extension
of the PIA to simplicial complexes, which is outlined in Algorithm 8.
Algorithm 8 Simplicial Policy Iteration algorithm
Input: Simplicial complex (Xd, T ), goal set Xgoal, initial guess Vˆ 0i for all
i = 1, . . . , N
Output: Approximations Vˆi of V (xi) for all xi
1: k ← 0
2: repeat
3: for all i = 1, . . . , N do
4: piki ← arg min
u∈U
{ ∑
j∈τ(i,u)
Vˆ kj ∇τ(i,u)αj · f(xi, u) + c(xi, u)
}
5: Vˆk+1 =
(
I−Πk)−1 · ck
6: k ← k + 1
7: until convergence
8: return {Vˆ ki }Ni=1
The convergence test (line 7) is similar to that of the SVIA: either the
norm of the residual or the norm of the difference between two consecutive
iterations may be considered.
Similar to the SVIA, the theoretical convergence of the SPIA is difficult
to analyze using standard tools from the numerical analysis. We prove the
101
convergence by using the monotonicity of
(
I−Πk)−1, which is established
in the following lemma.
Lemma 54 (Monotonicity of
(
I−Πk)−1). Matrix (I−Πk)−1 is monotone
according to Definition 50.
Proof. From the definition of Πk, if follows that
N∑
j=1
Πkij = 1 and Π
k
ii = 0.
Thus, by the Gershgorin circle theorem, all eigenvalues of Πk are in the disc
of radius one with the center at the origin, and the inverse of
(
I−Πk) can
be represented using a series
(
I−Πk)−1 = I + Πk + (Πk)2 + . . . . (4.52)
From the monotonicity of Πk, it follows that this matrix raised to lth
power,
(
Πk
)l
, is also monotone. Moreover, an infinite sum of monotone ma-
trices is a monotone matrix. Thus,
(
I−Πk)−1 is a monotone matrix. 
In the next theorem, we establish the convergence of the SPIA.
Theorem 55. Given initial guess Vˆ0 ≥ Vˆ, the Simplicial Policy Iteration
algorithm converges to Vˆ.
Proof. Following the steps of Theorem 52, we prove: first, a sequence of
vectors {Vˆk}∞k=0 is monotonically nonincreasing; second, this sequence is
bounded from below by the zero vector 0.
Let Vˆk ≥ Vˆ. Since Πk is constructed using the optimal policy with respect
to Vˆk, we establish
Πk · Vˆk + ck ≤ Πk−1 · Vˆk + ck−1 = Vˆk . (4.53)
From what follows,
ck ≤ (I−Πk) · Vˆk . (4.54)
We consider the Newton step as in Lemma 53 to show that
Vˆk+1 = Πk · Vˆk+1 + ck−1 ≤ Πk · Vˆk+1 + (I−Πk) · Vˆk , (4.55)
which is equivalent to
(
I−Πk) · Vˆk+1 ≤ (I−Πk) · Vˆk+1 . (4.56)
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Multiplying the expression above by
(
I−Πk)−1 and using Lemma 54, we
show that
Vˆk+1 ≤ Vˆk . (4.57)
Finally, from (4.51), Lemma 54 and ck ≥ 0 for all k, it follows that
Vˆk+1 =
(
I−Πk)−1 · ck ≥ 0 . (4.58)
The monotonically nonincreasing and bounded sequence is convergent,
which establishes the desired result. 
4.7 Implementation Results
In this section, the proposed algorithms are applied to several test problems.
The first problem considered is the shortest path problem in 2D environment
with polygonal obstacles. An analytic solution exists for this problem. Thus,
we use it as a benchmark for accuracy the proposed algorithms. Next, we
consider the shortest path problem in 3D and the weighted region problem
to demonstrate that our algorithms are polynomial time approximations for
PSPACE-hard motion planning problems.
To illustrate applications of our algorithm to optimal planning problems
in nonflat configuration spaces, we consider two problems: 1) robotic arm
manipulation and 2) navigation of a point robot in the environment with
winding number constraints. We build configuration space manifolds for
these problems and apply the proposed algorithms for computing optimal
trajectories.
At the end of this section, we consider the Dubins car and the Reeds-Shepp
car, which are popular examples of systems with nonholonomic constraints.
If there are no obstacles in the environment, the optimal curves for these
systems are known [47, 119]. If obstacles are present, however, analytic
solutions cannot be used. We show that our algorithms compute the optimal
feedback plan for these systems in a general environment with obstacles.
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4.7.1 Shortest Path Problem
We prepare a simple environment for which the exact solution is known
to verify the convergence result of Theorem 44. To this end, we consider
a square goal region in R2 without obstacles. In this case, the cost-to-go
function is given as the distance function to the goal, which is a piecewise
analytic function. We denote the exact solution as V . The approximate cost-
to-go function Vˆ is computed using the SDA on a simplicial mesh and its
successive refinements depicted in Fig. 4.8. For each successive computation,
the mesh quality parameter h is reduced by a factor of 2, and we expect the
same reduction in the numerical error.
(i) (ii)
(iii) (iv)
Figure 4.8: A simple computational mesh (i) and its successive refinements
(ii), (iii), and (iv).
We compute the numerical error as the norm of the difference between
V and Vˆ . Particularly, we use the sup-, L1- and L2-norm errors defined
as E∞ = sup
x∈Xfree
|V (x) − Vˆ (x)|, E1 =
∫
x∈Xfree
|V (x) − Vˆ (x)| dx , and E2 =√ ∫
x∈Xfree
|V (x)− Vˆ (x)|2 dx , respectively. The sup-norm is known to be the
strongest among all considered norms, which means that E1 ≤ C1E∞ and
E2 ≤ C2E∞ for some positive C1 and C2. Thus, the theoretical result of
Theorem 44 extends to L1- and L2-norm errors accordingly. In Fig. 4.9, we
illustrate linear error convergence with respect to the mesh quality parameter
h, as predicted.
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Figure 4.9: The plot of error in the sup-, L1-, and L2-norms. Dashed lines
are the slope 1 reference.
Note that all algorithms considered solve the same system of discrete dy-
namic programming equations. Therefore, the convergence result extends
trivially to other algorithms. The difference between these algorithms is in
the total running time required to find a solution, which we analyze next.
We consider the environment used as an example in Chapter 2 and dis-
cretize it into a simplicial mesh using Gmsh software [58]. Illustrated in
Fig. 4.10 is the result of this discretization. The diameter of the environment
is approximately 4 units, and the local cost is a constant function, c(x, u) = 1.
The contours of the cost-to-go function computed using the SDA are depicted
in Fig. 4.11. In the same figure, we show the approximate optimal trajectory
computed using forward Euler method.
The execution of the SDA is interrupted once the initial point is reached
and gained information is sufficient for computing the shortest path. There-
fore, in Fig. 4.11 Vˆ is computed only in a fraction of Xfree. In the region of
Xfree, where values of Vˆ are unknown, the approximate cost-to-go function
is saturated with its maximum value to prevent the optimal trajectory from
entering this region.
From the above results, we see that the cost-to-go function is computed in
all directions starting from the goal set. Inherited from Dijkstra’s algorithm,
the omnidirectional expansion is the performance bottleneck of the SDA.
The SAA, on the other hand, employs the heuristic function to focus the
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Figure 4.10: Simplicial discretization of the environment for the shortest path
problem with polygonal obstacles in 2D.
Figure 4.11: The result of the SDA algorithm for the shortest path feed-
back planning problem. The approximate cost-to-go function and optimal
trajectory are illustrated.
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computations in the vicinity of the optimal path, as illustrated in Fig. 4.12.
In this figure, the roughness of the domain boundary computed using the
SAA is due to the coarseness of the discretization.
Figure 4.12: The result of the SAA for the shortest path feedback planning
problem. The approximate cost-to-go function and optimal trajectory are
illustrated.
Note that SDA and SAA computations are identical. This is because both
algorithms solve the same system of nonlinear equations. The difference
between these algorithms is in the size of the region in Xfree, in which the
cost-to-go function is computed. We compare these regions for the SDA
and SAA in Fig. 4.13. Moreover, this figure illustrates the shortest path
computations on a finer mesh than that in the previous experiment. Thus,
we eliminate the “jitter” in the resulting trajectory, which is evident in the
previous computations. In addition, the level sets of the cost-to-go function
are smoother on a finer mesh.
Finally, Fig. 4.14 shows the SDA and SAA computations for the SPP in 3D.
The goal set is the black spherical region at the bottom of the environment.
Obstacles are depicted as triangulated surfaces. Triangles on obstacle sur-
faces match the faces of the discretization mesh used in this experiment. The
white contour line illustrates the boundary of the SAA computations.
4.7.2 Weighted Region Problem
We use a weighted region problem example from Chapter 2 to study the
performance of both the SDA and SAA. In addition, we investigate how
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Figure 4.13: The results of the SDA and SAA for the shortest path prob-
lem on a finer mesh. The “jitter” is eliminated in the computed level sets
and the trajectory. The white contour depicts the boundary of the SAA
computations.
Figure 4.14: The results of the SDA and SAA for the SPP in 3D.
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different local costs affect the computed shortest path. Results presented in
this section are computed using a simplicial mesh illustrated in Fig. 4.15.
Figure 4.15: Simplicial discretization of the environment for the weighted
region problem with polygonal obstacles in 2D. Cells filled with green color
correspond to grass region.
As usual, we assume an omnidirectional vehicle. The local cost function is
equal to one everywhere in the domain except for the grass region, which was
denoted Xgrass. In the first example, we let c(x, u) = 2.7 for all x ∈ Xgrass and
u ∈ U . In this case, contours of the cost-to-go function as well as the optimal
trajectory are presented in Fig. 4.16. Note that the robot traverses Xgrass
as fast as possible to minimize the total cost. Note also that the wavefront
experiences Snell’s law of refraction at the interface between two regions with
different costs. Because it is a direct consequence of the HJB, Snell’s law is
computed accurately by our algorithms.
In another example of the weighted region problem, we let c(x, u) = 3.5 for
all x ∈ Xgrass and u ∈ U . In this case, traversing the grass region becomes
more expensive than traveling around the left obstacle. In this case, both
algorithms produce the desired result; as shown in Fig. 4.17. Note that the
contours of the cost-to-go function are more dense in the grass region. This
is due to a high local cost, which makes the total cost-to-go increase rapidly.
Very high local costs can be treated as a “soft” obstacle. However, a robot
may still traverse regions of high cost if necessary.
To compare the performance of the SDA and SAA, we introduce three per-
formance measures: 1) the number of minloc function calls, 2) the number
of computed vertices, and 3) the total running time. The former is a better
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Figure 4.16: The results of the SDA and SAA for the weighted region problem
in 2D. Inside the grass region, c(x, u) = 2.7.
Figure 4.17: The results of the SDA and SAA for the weighted region problem
in 2D. Inside the grass region, c(x, u) = 3.5.
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metric if the local minimization problem is computationally expensive. In the
case where memory is limited, however, the latter is more adequate. Total
running time is relevant when the algorithm is considered for online compu-
tations. As we can see from Table 4.1, the SAA consistently outperforms
the SDA in both measures introduced above for all experiments considered.
The running time of a Python implementation of these algorithms on In-
tel Core i3 3.3GHz also is illustrated in Table 4.1.
Table 4.1: Performance of SDA and SAA
Experiment Algorithm
Performance Measure
minloc call # vertex # running time (sec)
2D SPP SAA 12204 518 4.13
SDA 16754 789 5.56
2D SPP refined SAA 94932 4124 30.88
SDA 149430 6705 48.98
3D SPP SAA 837297 4515 131.82
SDA 1675890 9693 426.03
WRP c = 2.7 SAA 127592 5573 42.37
SDA 161794 7224 55.86
WRP c = 3.5 SAA 128890 5606 42.32
SDA 155702 6968 51.53
4.7.3 Nonflat Configuration Spaces
In the examples above, configuration spaces are flat Euclidean spaces. How-
ever, some models of motion are defined on configuration spaces that are
not homeomorphic to Rd. We call these configuration spaces nonflat. One
example of such space is a torus, a configuration space for a two-link robotic
arm in R2.
We use a forward kinematic chain model to represent the state space of
a two-link arm. In this model, angles θ1 and θ2, shown in Fig. 4.18, fully
determine the configuration of the arm. Note that different values for angles
θ1 and θ2, however, may correspond to the same arm configuration. For
example, θ1 = 0 and θ1 = 2pi. In fact, any two angle values that differ
by 2pin correspond to the same configuration. Therefore, we identify all
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angles that differ by 2pin. Thus, configuration spaces of θ1 and θ2 are both
equivalent to a circle. Since θ1 and θ2 are independent, we conclude that the
configuration space of a two-link arm is a Cartesian product of two circles,
which is a 2D torus. For the motion model, we assume each joint can be
rotated independently. Thus, {
˙˜θ1 = u˜1
˙˜θ2 = u˜2
. (4.59)
θ1
θ2
Figure 4.18: Robotic arm as a forward kinematic chain, in which angles θ1
and θ2 define the configuration of the arm.
For the next experiment, we consider the environment shown in Fig. 4.19.
Here, the solid line is the initial position of the arm, the dashed line is the
final position, and two solid blocks inside the environment are obstacles.
Figure 4.20 shows the simplicial mesh used in this experiment. Note that
Xobs are not explicitly represented in this mesh; rather, the obstacle set is
computed from a collision detection module, and the nodes that are in Xobs
are ignored in the computations. The path is optimized with respect to total
joint rotation cost functional:
J(θ˜1, θ˜2) =
∫ tf
0
√
˙˜θ21(t) +
˙˜θ22(t) dt . (4.60)
In the first robotic arm experiment, we ignore internal collisions between
joints. This can be implemented physically with two links rotating in parallel
planes, which are connected with a joint orthogonal to these planes. The
computed level sets and the optimal trajectory in the configuration space are
illustrated in Fig. 4.21. The gray area of the configuration space represents
Xobs. As we can see, half of the torus is inaccessible; this result is due to the
first link being in collision for all θ1 ∈ (pi, 2pi).
Figure 4.22 illustrates the physical motion of the arm, which corresponds to
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Figure 4.19: Two-link arm environment. The solid line is the initial position
of the arm, the dashed line is the final position, and the solid blocks are
obstacles.
Figure 4.20: Simplicial discretization of a two-link robotic arm configuration
space (torus).
Figure 4.21: The optimal path for in the configuration space of a two-link
robotic arm without internal collisions. The region of the configuration space
colored in gray is Xobs. The goal set is a black region at the upper-right of
the figure. Level sets of the cost-to-go function are computed in Xfree using
the SDA. The optimal path is shown as the black solid line.
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the computed optimal path in the configuration space. In this figure, different
states of the arm at different points along the optimal trajectory are shown
in different colors. These colors correspond to the values of the cost-to-go
function, varying from red, used for the highest value (the farthermost from
the goal), to purple, used for the lowest value (the closest to the goal).
Figure 4.22: The physical motion of a robotic arm in the environment with
obstacles is presented using 12 snapshots along its trajectory. Each configu-
ration is color-coded with the corresponding value of the cost-to-go function,
varying from red (the highest) to purple (the lowest).
In the second robotic arm experiment, we consider internal collisions be-
tween two joints that correspond to physical configurations, in which arms
are rotating in the same plane. In this case, the computed level sets and
the optimal trajectory are depicted in Fig. 4.23. As usual, the gray part
of the configuration space corresponds to Xobs. In this scenario, a new ob-
stacle appeared in the front-bottom part of the torus, which corresponds to
θ2 = 0 ∼ 2pi. Thus, the optimal trajectory traverses the torus on the back
to avoid collisions.
The physical motion of the arm, color-coded as in the first robotic arm
experiment, is shown in Fig. 4.24. Here, internal collisions prevent the second
joint from revolving 360 degrees around its axes; instead, it moves in between
obstacles to reach the goal state. Nevertheless, the total joint rotation is
minimized.
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Figure 4.23: The optimal path for in the configuration space of a two-link
robotic arm with internal collisions. The region of the configuration space
colored in gray is Xobs. The goal set is a black region at the upper-right of
the figure. Level sets of the cost-to-go function are computed in Xfree using
the SDA. The optimal path is shown as the black solid line.
Figure 4.24: The physical motion of a robotic arm in the environment with
obstacles is presented using 15 snapshots along its trajectory. Each configu-
ration is color-coded with the corresponding value of the cost-to-go function,
varying from red (the highest) to purple (the lowest).
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4.7.4 Systems with Differential Constraints
In the next example, the following topologically-constrained navigation prob-
lem is considered: Given two points in the plane, find the shortest path con-
necting them that satisfies winding number constraints [21, 22, 141, 148].
Intuitively, winding number constraints specify how the robot must travel
around obstacles in the plane. Planning for optimal surveillance, as illus-
trated in Fig. 4.25, is an example of the topologically-constrained problem.
Here, the constraints ensure that the generated path “circles” around given
regions of interest.
Figure 4.25: The result of applying our method to the problem of
topologically-constrained planning for UAV surveillance. The UAV path is
depicted in yellow. Red areas constitute radar installations of a high traver-
sal cost (with the increasing cost toward ellipse centers). Green dashed lines
denote areas subject to winding number constraints—the UAV is constrained
to wind around these regions in order to observe them.
Formally, the problem of optimal planning under winding number con-
straints is as follows. We are given an omnidirectional system (2.1) in a 2D
environment with obstacles O. Also, we assume the initial position is xinit
and the goal region is G. In addition, a vector of winding number constraints,
associated with some obstacles, is denoted as θgoal, and the initial winding
numbers are equal to zero. The ith winding angle is computed with respect to
a specified point xi inside the corresponding obstacle using Green’s theorem:
θi(t) =
∫ t
0
Fi(x˜(s)) · ˙˜x(s) ds . (4.61)
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In the above,
Fi(x) =
[
0 −1
1 0
]
· x− xi‖x− xi‖2
(4.62)
is a vector field of a two-dimensional point vortex centered at xi. These
winding angles are the coordinates of a winding vector θ(t). To satisfy the
winding number constraint, it is sufficient to require θ(tf) = θgoal. The task
is to find an optimal control such that it navigates the robot from the initial
point to the goal set along the optimal, collision-free trajectory and satisfies
the winding number constraints.
By differentiating (4.61) with respect to time, we obtain an equivalent
ordinary differential equation for winding numbers,
θ˙i(t) = Fi(x˜(t)) · ˙˜x(t) = Fi(x˜(t)) · u˜(t) . (4.63)
The shortest path problem with winding number constraints is equivalent,
therefore, to the differentially-constrained optimal planning problem formu-
lated as follows.
Problem 6 (Feedback Shortest Path Planning Problem with Winding Num-
ber Constraints). Let the configuration space X be the space of positions x
and winding angles θ. Let also the initial position be [xinit, 0] and the goal set
be Xgoal = G × θgoal. The obstacle set Xobs is a cylindrical set such that if
x ∈ O then [x, θ] ∈ Xobs for all θ. Finally, let F be a tensor field composed
of all point vortices. The task is to find optimal u˜∗ such that it navigates the
system {
˙˜x(t) = u˜(t)
θ˙(t) = F (x˜(t)) · u˜(t) (4.64)
along the shortest, collision-free path from the initial position to the goal set
in the configuration space X.
For a scalar winding constraint, it follows from (4.61) that differential
constraints (4.64) are completely integrable and the system is “trapped” on
a two-dimensional surface, as illustrated in Fig. 4.26. This configuration
space resembles a parking garage structure, in which we change the level by
winding around the central pole. Thus, by setting a goal on the third level,
for example, we are constraining the motion to wind three times around the
central pole.
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Figure 4.26: The two-dimensional manifold corresponding to a scalar winding
constraint. (This picture is rendered by Dr. Paul Vernaza and used with
permission.)
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In the topological sense, this kind of construction is known as a covering
space [65]. A covering space is everywhere locally similar to the base space,
which in this case is a plane with a single hole (representing an obstacle)
removed. Furthermore, paths on the surface correspond to feasible paths
through the joint space of position and winding.
This argument extends to all winding constraints numbers. The system
remains trapped on a two-dimensional manifold in a high-dimensional con-
figuration space. Moreover, this manifold can be embedded in R3 without
self intersections. This embedding is accomplished using a trick borrowed
from [141, 148], in which all of the of the winding angles θi are reversibly
encoded into a single real value Θ. This encoding uses a linear combination
of winding angles with rationally independent coefficients.
The proposed simplicial algorithms for feedback planning are extended to
the differentially-constrained systems. If differential constraints are fully in-
tegrable, then the approximate optimal feedback control is computed on a
simplicial discretization of the entrapping manifold. For example, the feed-
back control and the approximate optimal path for a single constraint is
illustrated in Fig. 4.27.
(a) Simplicial Dijkstra algorithm (b) Simplicial A* algorithm
Figure 4.27: The level sets and the optimal trajectory of a winding constraint
problem with a single constraint.
We also studied the effect of the heuristic on running time. Figure 4.27
shows the surfaces generated by the SDA (a) and the SAA (b) algorithms un-
der identical initial conditions. As we see from the figure, the SAA explored
only a fraction of the configuration space compared to that of the SDA. It
was mentioned earlier that the SDA computed the cost-to-go function in all
directions from the goal. Moreover, the information as to whether θ must
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increase or decrease in order to arrive at the goal is not encoded in the cost
functional. Thus, it is unavailable to the algorithm. Therefore, the SDA
must in theory compute the cost-to-go function in at least twice as many
nodes compared to the SAA. In the experiment, however, the SDA explored
close to sixty thousand nodes, whereas the SAA explored slightly over ten
thousand nodes.
Figure 4.28 illustrates the results of the SAA of the experiment with two
winding constraints. In comparison to the SAA, the SDA explores consider-
ably more levels of the covering space, so it is difficult to show the results in
a single figure.
(a) Clockwise direction for both constraints. (b) One clockwise and one counterclockwise.
Figure 4.28: Results of applying the SAA algorithm to a WCP with two
constraints. The direction of winding constraint is defined by θgoal.
4.7.5 Systems with Nonholonomic Constraints
In this section, we show the application of the proposed algorithms to solve an
optimal motion planning problem for systems with nonholonomic constraints.
Particularly, we are interested in computing the shortest path for two car-like
systems: 1) the Dubins car and 2) the Reeds-Shepp car.
It is common to define the state of a car with respect to its rear axle.
To this end, let coordinates x and y be the center of the axle and θ be
the angle between the x-axis and the vector that is orthogonal to the axle.
Thus, if the car is located in a 2-dimensional environment, then the con-
figuration space X = R2 × S1, in which S1 is a topological circle. More-
over, if O represents physical obstacles in R2 and G represents the goal,
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then the obstacle and goal sets are Xobs = {[x, y, θ] ∈ X | [x, y] ∈ O} and
Xgoal = {[x, y, θ] ∈ X | [x, y] ∈ G}, respectively.
The dynamics of a car-like robot is defined on the configuration space X:
˙˜x = u˜ cos(θ˜)
˙˜y = u˜ sin(θ˜)
˙˜θ = r−10 u˜v˜
. (4.65)
Here, x˜, y˜, and θ˜ define the trajectory of the system in X, u˜ and v˜ denote
two input signals, and r0 is a minimal turning radius of a car. The Dubins
car is a forward-only car, in which case the control input is allowed to be
u ∈ [0, 1] and v ∈ [−1, 1]; however, the Reeds-Shepp car is both a forward
and backward car, in which case u ∈ [−1, 1] and v ∈ [−1, 1].
We assume that the total path length must be minimized. In this case,
the cost functional is defined as follows:
J(x˜, y˜, θ˜) =
∫ tf
0
√
˙˜x2(t) + ˙˜y2(t) dt =
∫ tf
0
|u˜(t)| dt . (4.66)
Using a Cartesian product of the simplicial discretization constructed for
the shortest path problem and a regular grid on S1 as a mesh in X, we de-
fine the local minimization problem in terms of piecewise analytic functions.
A solution to this problem is computed exactly using analytic expressions.
The discrete dynamic programming principle, however, does not satisfy the
causality property. Hence, the family of sweeping algorithms fail to find
a solution for the discrete system. Instead, we apply the SVIA and SPIA
algorithms to solve the problem.
In Fig. 4.29, level sets of the cost-to-go function for the Dubins car model
and θ = 0 are depicted. Zero angles of the axle corresponds to eastward
orientation of a car. The Dubins car model allows forward motion only
and a limited minimal turning radius. In this case, a car that is facing an
obstacle and placed relatively close to it may not be able to turn away from
this obstacle. Even though a car is not in a direct collision with an obstacle,
it will inevitably collide with it in the future. We call all such points of the
free space the region of inevitable collision. The cost-to-go function equals
to infinity if the system fails to reach the goal. Thus, V = ∞ inside the
region of inevitable collision, and it can be treated as an obstacle. However,
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we avoid using infinite costs to ensure the stability of algorithms. In our
algorithms, the region of inevitable collision is represented with a very high
cost; see Fig. 4.29.
Figure 4.29: Level sets of the cost-to-go function for the Dubins car model
and θ = 0.
Figure 4.30 illustrates level sets of the cost-to-go function for Reeds-Shepp
car model and θ = 0. In this case, the system is small-time locally control-
lable. This means that for any ∆t > 0 and direction in X there exists control
signal u˜ : [0,∆t]→ U such that it displaces the system in this direction. For
a small-time locally controllable system, the region of inevitable collision is
empty. Hence, the cost-to-go function is finite in the entire Xfree.
Figure 4.30: Level sets of the cost-to-go function for the Reeds-Shepp car
model and θ = 0.
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CHAPTER 5
OPTIMAL FEEDBACK PLANNING FOR
CLASS OF STOCHASTIC SYSTEMS
5.1 Motivation
Recently, interest in the theory of stochastic control with applications in
robotics has increased significantly. Many aspects contribute to the success
of this theory: It is more accurate in predicting the system performance
compared to deterministic control theory. In addition, techniques and results
from the deterministic models are readily applicable to stochastic models.
Unknown environments and incomplete, noisy sensing can be incorporated
naturally into stochastic models, whereas deterministic models always require
perfect observations and knowledge of the environment. Thus, stochastic
control models, as a generalization of their deterministic counterparts, are
the state of the art in field robotics research.
There exists four types of stochastic control models:
Type 1. discrete space and discrete time model,
Type 2. discrete space and continuous time model,
Type 3. continuous space discrete time model, and
Type 4. continuous space and time model.
The general form of Type 1, 2, and 3 models is given as a discrete state
transition equation,
xi+1 = f(xi, ui, ωi) , (5.1)
in which xi is a state of a system, ui is a control signal, and ωi is a random
disturbance parameter, all of which are taken at time ti. In the case of
Types 1 and 3, {ti} is a fixed-time sequence. In Type 2, however, {ti} is a
Poisson process; hence, each ti is a random variable. Finally, Type 4 can be
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expressed in the form of Stochastic Differential Equation (SDE):
dx (t) = f(x(t), u(t)) dt + dω (t) . (5.2)
Here, ω(t) is a Wiener process.
Models of Types 1 and 2 are extensively studied in the literature, includ-
ing textbooks [18, 102]. Optimal feedback control is derived using Bellman’s
dynamic programming principle, the result of which is the Hamilton-Jacobi-
Bellman (HJB) equation for the optimal cost-to-go function [14]. Value itera-
tion and policy iteration algorithms, which solve the HJB equation, have been
introduced in [14] and later analyzed for the convergence and the accuracy
in [109, 142]. For the Shortest Path Problem (SPP), a family of Label Cor-
recting Algorithms (LCA), including the special case of Dijkstra’s algorithm,
have been introduced in [56] and discussed in more details in [16, 57]. In the
case of consistently improving policies, these algorithms are guaranteed to
terminate in a finite number of steps. Moreover, the running time for LCA
can be tweaked using different queuing strategies. Finally, Foster-Lyapunov
analysis, proposed in [103], provides performance bounds for the stochas-
tic systems under a stabilizing policy. Despite significant developments in
the theory and the implementation for models of Type 1 and 2, these mod-
els do not apply to continuous-space systems directly. Thus, for problems
of optimal navigation these models are useful after the discretization step
only [15, 54, 60, 91].
Models of Type 4, on the other hand, are continuous in space and time,
and they are appealing for applications in robotics. Originally, these models
have been developed in the area of physics studying nonequilibrium statisti-
cal mechanics. In that field, the Brownian motion of a microscopic particle
under the influence of a great number of other particles with comparable
momenta is of interest. Later, the theory of SDEs was applied to model
stochastic dynamics in other scientific disciplines. However, the applicabil-
ity of SDEs is limited to systems under the influence of a significantly large
amount of random, uncorrelated sources of force (noise): radio telecommuni-
cation channels influenced by the cosmic radiation originating from hundreds
of billions of stars, electrical grids influenced by turbulent solar winds, stock
markets influenced by thousands of agents, and many others. SDEs also
have been applied to motion planning problems in robotics, including the
124
optimal navigation problem under diffusive models of motion [85, 86] and
the dead-reckoning problem [151].
In many robotics applications, the macroscopic influence of a great number
of random and uncorrelated force sources is negligible; thus, the behavior of
macroscopic mechanical systems is far from diffusive. The following simple
experiment demonstrates this: Consider (5.2) and assume f(x, u) = u for
simplicity. Let u˜(t) = δ u, for some vector u and a real, positive parameter
δ, be an input signal applied to the system during the time period [0, δ−1].
Starting at the origin and executing u˜(t), the ideal noiseless system arrives
at u. Moreover, in this case, the motion is scale invariant; that is, no matter
how small δ is, the final point remains the same. If noise is present, however,
then the smaller the δ, the larger the spread of the final robot position.
This behavior is due to the additive nature of noise, which does not scale
with the velocity. At the limit of very small velocities, a robot “diffuses”
indefinitely in space under this model of motion. Nevertheless, in the real-
world scenario, a toy car in a backyard with an open loop control on uneven
terrain under strong wind conditions arrives near the desired destination
with a bounded spread, which is independent (within reasonable physical
limits) of its velocity. This experiment demonstrates that the level of noise
depends on such system parameters as, for example, velocity. Therefore,
it cannot be additive. Additionally, stochastic diffusion models suffer from
another drawback: the probability of collision with obstacles is nonzero after
infinitesimally short time regardless of the control input. Thus, to formulate
the shortest path problem, either the probability of success is restricted to
a given level of tolerance, or “soft” obstacles are introduced; otherwise, the
cost function is always infinite.
To resolve the problem of an unbounded spread, random disturbances must
be introduced into the motion model in a parametric form. The Poisson
arrival process is a good candidate to model the disturbance parameters
history. Using this model, we consider motion under stochastic noise as a
controlled jump process [24]. In this chapter, we simplify the Poisson arrival
process using a fixed time-step process and demonstrate that the resulting
system is of Type 3, rather than Type 4. In this setting, the spread remains
bounded at all times. Thus, Type 4 models borrowed from physics, although
popular in robotics, are most applicable to describe a stochastic diffusion
phenomenon but not the motion of macroscopic mechanical systems. On the
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other hand, a model of Type 3 is a good candidate to describe the motion of
robots under random disturbances.
Only special cases of Type 3, in which the optimal control problem can
be solved exactly, have been studied previously. For example, the linear
systems quadratic cost model with additive Gaussian uncertainty (LQG) is
solved using the algebraic Riccati equation [7]. The LQG model is widely
used in robotics for stabilizing systems either at the origin or along a precom-
puted trajectory provided by a motion planning algorithm [4, 30, 122, 140].
However, this model excludes obstacles, and the precomputed path must be
optimized to minimize the probability of collisions. Moreover, the exact so-
lution may not exist for nonlinear systems, nonquadratic cost functionals, or
if obstacles are present. Hence, Type 3 remains understudied.
In this chapter, we use a Type 3 model to formulate the general stochas-
tic optimal planning problem in a continuous state space with obstacles. A
closed-form solution may not exist for this model; nevertheless, Bellman’s
principle is still applicable, resulting in the HJB equation. The resulting
equation is then approximated using a “nearby” deterministic system, al-
lowing a family of simplicial algorithms to be applied to the stochastic mo-
tion planning problem. Our approximation method follows closely the dis-
cretization techniques developed for the continuous Markov Decision Pro-
cess [98, 133, 134].
5.2 Problem Formulation
In this section, we define concepts necessary to formulate the stochastic opti-
mal planning problem. The Hamilton-Jacobi-Bellman equation for the con-
sidered problem is derived in the end of the section. This chapter follows
closely our previous work [147].
5.2.1 Controlled Markov Chains
Consider a given configuration space X, obstacle region Xobs, and goal set
Xgoal. We assume a stochastic state transition model over X of the following
form:
dx = fstoch(x, u, ω) dt . (5.3)
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In the above, x ∈ X, u is a control signal taken from a compact and convex
set U ⊂ Rd′ , and ω is a random noise parameter from a sample space Ω.
We assume a fixed time step arrival process as the model for ω. Let
∆t > 0, ti = i∆t, and ωi be mutually independent, identically distributed
random samples from a compact sample space Ω. The disturbance parameter
ω is a function of time, which is defined as ω˜(t) = ωi for t ∈ [ti, ti+1) and
i ∈ N. Note that ω˜(t) is a random process that is not Markov. Nevertheless,
assuming that the control sample rate is at most that of the arrival process,
we recover Markov property by transitioning to discrete-time system.
By integrating (5.3) over time-step ∆t, we derive a stochastic discrete-time
state transition model over X:
xi+1 = xi + ∆t f∆t(xi, ui, ωi) . (5.4)
In the above, f∆t(xi, ui, ωi) = ∆t
−1
ti+1∫
ti
fstoch(x(t), ui, ωi) dt , xi is robot’s state
at time ti, and ui is a constant input signal during time interval [ti, ti+1). The
state transition model (5.4) is a Controlled Markov Chain (CMC) over the
continuous space X; thus, it is of Type 3.
Using (5.4), we relate a piecewise constant control history u˜(t) = ui, for
all t ∈ [ti, ti+1), a history of the disturbance process ω˜(t), and the initial
condition xinit, with a unique trajectory denoted as x˜(xinit, u˜, ω˜). Nodes of
x˜(xinit, u˜, ω˜) are points xi that satisfy (5.4) for all i ∈ N. If ω˜ is unknown,
then we say that each u˜ and xinit produce a random trajectory x˜(xinit, u˜) from
the set of all possible trajectories with the induced statistics.
Considering a control law given by a feedback function pi : Xfree → U ; that
is, ui = pi(xi), the state transition equation becomes
xi+1 = xi + ∆tf∆t(xi, pi(xi), ωi) , (5.5)
and the system is a Markov Chain (MC) over X. Similar to the open-loop
trajectory, we define a discrete-time trajectory x˜(xinit, pi, ω˜) using nodes xi
that satisfy (5.5) for all i ∈ N. In the case of unknown disturbances, x˜(xinit, pi)
is considered to be a random trajectory. Since the feedback control is essential
to stabilize stochastic systems, we consider only feedback control laws for the
rest of this chapter.
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5.2.2 Cost Functional
The performance of a feedback control law is measured using a cost functional
defined on the space of trajectories,
Jstoch(x˜) =
∫ tf
0
cstoch(x˜(t), pi(x˜(t)), ω(t)) dt . (5.6)
The cost functional is well-defined if the argument is nonrandom, for ex-
ample, x˜(xinit, pi, ω˜). However, if the argument in (5.6) is x˜(xinit, pi), then both
cstoch(x˜(t), pi(x˜(t)), ω(t)) and tf are random variables, and so is Jstoch(x˜(xinit, pi)).
Therefore, to make the optimal feedback control problem well-posed, we must
consider the expected cost instead.
Problem 7 (Feedback Stochastic Optimal Planning Problem). Given xinit ∈
Xfree, find the optimal feedback control pi
∗ such that for all pi
E
[
Jstoch(x˜(xinit, pi
∗))
] ≤ E [Jstoch(x˜(xinit, pi))] , (5.7)
in which E[·] is the expectation of a random variable.
5.2.3 Optimality Principle and Dynamic Programming
The solution for the optimal feedback control is derived from Bellman’s Dy-
namic Programming principle [14]. To this end, we introduce the optimal
cost-to-go function
V (x) = inf
pi
E
[
Jstoch(x˜(x, pi))
]
. (5.8)
The cost-to-go function V : Xfree → [0,∞] denotes the expected trajectory
length to reach the goal from point x executing the optimal feedback control.
Let us substitute (5.6) into (5.8) to obtain:
V (x) = min
pi
E
[(∫ ∆t
0
+
∫ ∞
∆t
)
cstoch
(
x˜(t), pi(x˜(t)), ω˜(t)
)
dt
]
. (5.9)
Since disturbance parameters are mutually independent, we deduce from
(5.9), using the “smoothing” property of the conditional expectation, the
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stochastic Bellman’s equation,
V (x) = inf
u∈U
E
[ ∫ ∆t
0
cstoch
(
x˜(x, u, ω)(t), u, ω
)
dt
+ V (x+ ∆tf∆t(x, u, ω))
]
+O(∆t) . (5.10)
Once we find the optimal cost-to-go function, the feedback optimal plan is
given as a minimizer in (5.10). However, the stochastic Bellman’s equation is
difficult to solve numerically. It involves minimization over the expectation
of nonlinear functions. On the other hand, the theory for the deterministic
Bellman’s equation is already developed. Next, we present a “nearby” deter-
ministic problem that approximates the stochastic problem considered. We
use this approximation to extend numerical methods previously developed
for the deterministic case to solve for stochastic optimal planning problems.
5.3 Nearby Deterministic Planning Problem
It is a common approach to approximate optimal planning problems with
a discrete state CMC [139], for which value iteration and policy iteration
algorithms [19] are known. On the other hand, our approach is to approxi-
mate the continuous state CMC with an optimal control problem, for which
the fast marching method [80], ordered upwind method [131], or many other
numerical techniques discussed in this thesis can be applied.
To derive the nearby deterministic problem, we assume ∇V is a Lipschitz
continuous function.1 Using the mean value theorem in the above, we derive:
V (x+ ∆tf∆t(x, u, ω)) = V (x) + ∆t ∇V (x′) · f∆t(x, u, ω) , (5.11)
in which x′ is a point on a straight line between x and x+ ∆tf∆t(x, u, ω).
If we let cstoch be bounded and continuously differentiable on its domain,
1The gradient of V may not be a Lipschitz continuous function in a small neighborhood
of a critical point, in which the optimal trajectory changes its direction, for example,
a corner of an obstacle. Nevertheless, the set of all critical points has measure zero.
Moreover, the treatment of the CMC close to these points must be different from the
deterministic problem because of boundary conditions. In the deterministic case, we may
allow a system to “touch” obstacles or corners, whereas we must ensure that the probability
of the collision is zero in the stochastic case. Hence, the optimal controller must “push”
the system away from boundaries.
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then ∫ ∆t
0
cstoch(x˜(x, u, ω)(t), u, ω) dt = ∆t cstoch(x
′′, u, ω) , (5.12)
in which x′′ is another point on a straight line between x and x+∆tf∆t(x, u, ω).
Under the conditions above, the stochastic Bellman’s equation reduces to
the following equation:
0 = min
u∈U
E
[
cstoch(x, u, ω) +∇V (x) · f∆t(x, u, ω) +O(∆t)
]
. (5.13)
By taking the averages in the above, we deduce
0 = min
u∈U
{
c¯(x, u) +∇V (x) · f¯(x, u)
}
+O(∆t) , (5.14)
in which c¯(x, u) = E
[
cstoch(x, u, ω)
]
and f¯(x, u) = E
[
f∆t(x, u, ω)
]
.
Consider a deterministic system,
x˙ = f¯(x, u) , (5.15)
with the cost functional,
J¯(x˜) =
∫ ∆t
0
c¯(x˜(t), u˜(t)) dt . (5.16)
The HJB equation for this system is as follows:
0 = min
u∈U
{
c¯(x, u) +∇V (x) · f¯(x, u)
}
. (5.17)
We call this system a nearby deterministic system. In the following theorem,
we prove that the solution of (5.17) approximates that of (5.14).
Theorem 56 (Nearby Deterministic System Approximation Error). Let V
and cstoch be continuously differentiable and their gradient be Lipschitz con-
tinuous. Also, let V ∗ be a solution to (5.14), and V ∗∗ be a solution (5.17).
Under these conditions, the approximation error of the stochastic system with
a nearby deterministic system is as follows:
E = sup
x∈Xfree
|V ∗(x)− V ∗∗(x)| ≤ C∆t . (5.18)
Proof. We use the idea from Theorem 44 to prove this result. Let x˜∗ and
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x˜∗∗ be optimal trajectories of (5.14) and (5.17), respectively. Additionally,
we require x˜∗(0) = x˜∗∗(0) = x and define the final times t∗f and t
∗∗
f for x˜
∗ and
x˜∗∗, respectively.
First, we consider V ∗(x˜∗) as a function of time and conclude that
V ∗(x) =
∫ t∗f
0
− d
dt
V ∗(x˜∗(t)) dt
=
∫ t∗f
0
−∇V ∗(x˜∗(t)) · f¯(x˜∗(t), u˜∗(t)) dt
≥
∫ t∗f
0
c¯(x˜∗(t), u˜∗(t)) dt − C∆t (5.19)
for some C > 0. On the other hand, if we consider V ∗(x˜∗∗), then
V ∗(x) =
∫ t∗∗f
0
− d
dt
V ∗(x˜∗∗(t)) dt
=
∫ t∗∗f
0
−∇V ∗(x˜∗∗(t)) · f¯(x˜∗∗(t), u˜∗∗(t)) dt
≤
∫ t∗∗f
0
c¯(x˜∗∗(t), u˜∗∗(t)) dt + C∆t , (5.20)
which we deduce from (5.14) and suboptimality of u˜∗∗ with respect to V ∗.
Second, by considering V ∗∗(x˜∗) and V ∗∗(x˜∗∗) as functions of time, we find
that
V ∗∗(x) ≤
∫ t∗f
0
c¯(x˜∗(t), u˜∗(t)) dt , (5.21)
and
V ∗∗(x) =
∫ t∗∗f
0
c¯(x˜∗∗(t), u˜∗∗(t)) dt (5.22)
Finally, from all the above we establish the following double inequality:
−C∆t ≤ V ∗(x)− V ∗∗(x) ≤ C∆t . (5.23)
Considering that x is an arbitrary point in Xfree, we conclude the proof. 
Solving (5.17) with boundary conditions V (x) = 0 for all x ∈ Xgoal, and
V (x) = ∞ for all x ∈ Xobs, we find the optimal cost-to-go function of a
nearby deterministic system. Once V is computed, the deterministic feedback
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control is given as the minimizing argument in (5.17); that is,
pi(x) = arg min
u∈U
{
c¯(x, u) +∇V (x) · f¯(x, u)
}
. (5.24)
This feedback control, however, can be used for a stochastic system as an
approximation to the true optimal control. Moreover, Theorem 56 provides
an error bound for this approximation.
5.4 Results
We conducted several numerical experiments to study applications of the
simplicial numerical algorithms to the stochastic optimal control problems.
Two stochastic systems are considered in these experiments. In both cases,
the state space is R2, the disturbance parameter ω is taken uniformly from
the interval [−α, α], and the input set is U = {u ∈ R2 | ‖u‖ ≤ 1}. System 1
(S1) and System 2 (S2) are defined as follows:
x˙ =
[
1 ω
−ω 1
]
· u (5.25)
and
x˙ =
[
cos(ω) sin(ω)
− sin(ω) cos(ω)
]
· u , (5.26)
respectively. The optimality is defined with respect to the total length cost
functional,
JTL(x˜) =
tf∫
0
‖ ˙˜x(t)‖ dt . (5.27)
The nearby deterministic system for S1 is as follows:
x˙ = u , (5.28)
with the local cost function,
c¯(x, u) =
1
2
(√
1 + α2 +
arcsinh(α)
α
)
‖u‖ . (5.29)
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In the case of S2, the nearby system is given as
x˙ = (sin(α)/α)u , (5.30)
and the local cost is given as
c¯(x, u) = ‖u‖ . (5.31)
First, we investigate the convergence of the proposed approximation in a
simple domain for which the optimal feedback control law is known. In this
setting, we compare the computed cost-to-go function, Vˆ , with the average
cost obtained from the Monte Carlo simulation, which we denote VMC. We
assume that VMC is a good approximation of V , if one hundred sample paths
are computed for each initial position in Xfree. In this experiment, we choose
a square domain without obstacles, and a square goal set at the origin. Fig-
ure 4.9 illustrates the approximation error plotted with respect to ∆t using
L∞ and L2 norms. This result confirms the theoretical findings summarized
in Theorem 56.
Second, we demonstrate the application of the family of simplicial algo-
rithms to real-world problems by considering a general domain with obstacles;
see Fig. 5.2. In Fig. 5.3, the contour lines of Vˆ are illustrated as well as a
sample of Monte Carlo trajectories following open-loop and feedback con-
trols. As we can see, the open-loop control fails to navigate the system safely
to the goal, yet the feedback control completes in this task successfully.
133
 1⋅10-2
 2⋅10-2
 5⋅10-2
 1⋅10-1
 2⋅10-1
 3⋅10-1
 1⋅10-2  2⋅10-2  5⋅10-2  1⋅10-1  2⋅10-1  5⋅10-1  1⋅100
S1 L
∞
 error
S2 L
∞
 error
S1 L2 error
S2 L2 error
slope 1
∆t
E
Figure 5.1: The nearby deterministic system approximation error with re-
spect to time step.
Figure 5.2: A realistic environment with the discretization mesh.
Figure 5.3: Monte Carlo simulation of the optimal open-loop control (yellow)
and the optimal feedback control (red).
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CHAPTER 6
SUMMARY AND FUTURE WORK
6.1 Summary
The present thesis addresses the feedback motion planning problem under dif-
ferential constraints in high-dimensional environments with obstacles. Sev-
eral fundamental problems are discussed in this thesis: the computability
of feasible feedback plans, numerical computations of an optimal feedback
plan for deterministic systems, and applications of deterministic controls to
stochastic discrete-time systems.
The computability of a general stabilizing feedback plan is discussed in
Chapter 3, where the solution is found by sampling control and trajectory
function spaces. Using tools and techniques borrowed from the functional
analysis, we have proven that the set of solutions to a motion planning prob-
lem modeled with a Lipschitz continuous dynamics is open. Thus, a simple
enumeration algorithm that uses a dense sample sequence of controls always
finds the existing solution given sufficient execution time. If the solution
does not exist, however, then this algorithm may run forever. This property
parallels to semidecidability and semicompleteness, established in the the-
ory of computations. In robotics, it generally is assumed that the resolution
completeness is necessary to find the existing trajectory. However, we have
shown that semicompleteness is sufficient for this task, but not necessary. To
the best of our knowledge, for the first time, the functional analysis tech-
niques are used to study computational properties of the feedback motion
planning problem.
In Chapter 4 a numerical method for solving the deterministic optimal feed-
back planning problem is presented. This numerical method is derived using
a semi-Lagrangian piecewise linear discretization of the Hamilton-Jacobi-
Bellman equation associated with the feedback control problem. The result-
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ing system of nonlinear equations is then solved numerically using sweeping
algorithms or iterative algorithms. Several sweeping algorithms are studied
in this thesis: the Simplicial Dijkstra algorithm, the Simplicial A* algorithm,
and the Simplicial Label Correcting algorithm. The first two algorithms solve
the nonlinear system in one sweep through the domain by using a priority
queue over the node values. Additionally, the Simplicial A* algorithm focuses
on computation in the vicinity of the optimal path and explores a provably
minimal number of nodes when provided with an admissible and consistent
heuristic. The Simplicial Label Correcting algorithm, on the other hand,
may revisit notes during the computations, but it may also employ a much
cheaper node selection strategy to reduce the total running time. Two iter-
ative algorithms are introduced in this thesis: the Simplicial Value Iteration
algorithm and the Simplicial Policy Iteration algorithm. We have proven the
convergence of both iterative algorithms.
The accuracy of the considered numerical method follows from the ac-
curacy of a piecewise linear approximation, and it is proven to be linearly
accurate with respect to the mesh quality parameter, which is easy to ma-
nipulate using various mesh-refinement strategies. We demonstrated the nu-
merical convergence on a simple problem, for which the exact cost-to-go
function is known. As a result of this experiment, we confirmed the linear
convergence of the numerical method. The applicability of this method for
computing the optimal trajectory was demonstrated on several examples in
R2 and R3. Moreover, the simplicial discretization is shown to extend to
nonflat configuration spaces. Using our numerical method we computed the
optimal trajectories on a torus (the configuration space of a two-link robotic
arm) and the entrapping manifold of the differentially-constrained system
with completely integrable constraints.
One of the most challenging problems in robotics and motion planning is
concerned with nonholonomic systems. We demonstrated the application of
iterative algorithms and the proposed numerical methods to solve the shortest
path problems for car-like robots, the Dubins car and the Reeds-Shepp car.
In addition to the optimal feedback plan and the optimal trajectory, our
method is able to compute the regions of inevitable collision for the Dubins
car.
In Chapter 5, we discussed the relation between stochastic optimal plan-
ning problems and their deterministic counterparts. We formulated the
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stochastic optimal planning problem such that the random disturbance is
introduced as a parametric fixed time-step arrival process. In this case, the
optimality equation for a nearby deterministic model approximates that of
the stochastic model such that the approximation error is proportional to
the arrival process time step. Moreover, we have shown that the cost-to-go
functions are close in the function space sup-metric, and the difference be-
tween these functions is proportional to the time step. Thus, the feedback
computed for the nearby deterministic model can be used to navigate the
stochastic system. This is, perhaps, not surprising because the feedback con-
trol provides the best possible action at a given position, even if this position
was not predicted accurately by the motion model. Finally, we analyzed ex-
perimentally the convergence of the stochastic solution to deterministic one
with respect to the arrival process time step and demonstrated that the error
decreases linearly. Moreover, the applicability of this strategy was demon-
strated on a real-world scenario, in which a system with random parametric
perturbations was navigated safely between obstacles to the goal.
6.2 Future Work
Several extensions of the presented work are considered for the future re-
search.
First, to reduce the computational error we propose to improve the order of
interpolation. The main drawback of the first-order interpolation is that the
derivatives of the approximate function do not converge to the true deriva-
tives with the refinement of a simplicial mesh. In fact, the difference between
gradients of a smooth function and its linear interpolation is of zeroth-order.
Although this hypothetical discrepancy was not evident in our numerical ex-
periments, it is still desirable to increase the approximation to at least the
second-order. However, increasing the order of the approximation requires
a high-degree polynomial interpolation, which, in turn, uses vertices from
the neighboring simplices. This increase in the interpolation stencil makes
numerical algorithms more difficult to implement and costlier to compute a
solution. A good balance between accuracy and execution time is not evident
and, thus, must be studied in the future.
In the present work, a semi-Lagrangian numerical discretization is consid-
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ered. However, many other numerical discretization methods are available.
Such as, finite element (FE) methods. Among FE methods, Discontinuous
Galerkin (DG) and Least Squares (LS) methods are particularly promising
for HJ-type equations. These methods already were implemented successfully
on a class of simple HJ equations, the advection equation. Moreover, high-
order FE methods can be implemented without extending the interpolation
stencil and thus reduce the complexity and the running time of numerical al-
gorithms. Another future direction is to investigate fast marching techniques
in relation to finite element methods is considered in the future.
Second, sweeping strategies for car-like systems are not yet available. Mu-
tual dependence between the values of the cost-to-go function at two neigh-
boring points for a car-like robot prohibits a direct application of the Simpli-
cial Dijkstra algorithm or Simplicial A* algorithm. In this case, any sweeping
strategy fails to produce accurate results. However, the causality property
between clusters of such mutually dependent vertices is still satisfied due to
the nature of the underlying equations. We plan to investigate algorithms
that exploit this structure and achieve a higher computational speedup com-
pared to the Simplicial Value Iteration algorithm or Simplicial Policy Itera-
tion algorithm.
Next, we consider simultaneous meshing and computation as an improve-
ment of our algorithms. Currently, simplicial algorithms require the mesh to
be constructed in advance. However, building a mesh on the fly has several
advantages. Most importantly, if the obstacle region is unknown before-
hand, then automatic meshing techniques can be used in conjunction with
the collision detection module to build an accurate representation of the free
space. The execution path of this algorithm is similar to sampling-based
motion planning and the “tent-pitching” method for automatic mesh gener-
ation. Additionally, removing the requirement to build a mesh in the entire
environment reduces the memory usage and the computational cost.
Finally, we propose building more adequate stochastic models that recover
the Markov property of the stochastic system. One way to accomplish this
is to consider a Poisson arrival process for the disturbances. In this case, the
stochastic model resembles a hybrid system for which the discrete variable
jumps randomly from one state to another and, thus, cannot be controlled.
In this case, the control is applied to the continuous variable only. We plan to
study nearby deterministic systems that approximate the optimal control of
138
its stochastic counterpart. The goal of approximating the stochastic systems
with nearby deterministic systems is to use the deterministic feedback control
to navigate systems safely in the presence of random disturbances.
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