Abstract. This paper puts forward the method of user profile technology based on LDA model. Abstracting the behavior and transaction information of the research object into the document, the LDA model can be trained and the research object can be described into the property tags, thereby to realize the user profile. The experimental results show that describing the research object as multidimensional labels based on LDA model can effectively characterize the research object and form their user profile.
Introduction
With the explosive growth of the Internet, the problem of in-formation overload has become more and more critical. For enterprises and organizations, finding consumers of interest from a large population of users is quite a challenge as a result of the rapid growth of the user base and their diverse activities on the Web [7, 8, 9] .
The earliest text data mining method is based on the vector space model which referred to VSM. Subsequently, Deerwesteret al. proposed the latent semantic analysis (LSA) [10] . LSA uses the singular value decomposition (SVD) method in linear algebra to reduce the dimension of the word-document matrix to map the word-document into a low-dimensional latent semantic space [6] . In 1999, Hofmann et al proposed the probabilistic latent semantic analysis model (pLSA) [11] , and Blei et al. proposed the Latent Dirichlet Allocation model (LDA) in 2003 [13] . The LDA model not only integrates the advantages of PLSA, but also overcomes the theoretical flaws of PLSA, which is widely used in many fields. LDA model has become the most famous topic model for the past decade [1] .
User profile technology is a special user modeling technology generated under the big data environment. Through sorting of the massive user information collected, the basic information and behavior information of each user are analyzed from multiple dimensions. The results of the multidimensional analysis get together to form the property tags. These tags constitute a complete user model and interest model, which can be more close to the actual description of a real user [4] .
Based on these, this paper puts forward the method of user profile technology based on LDA model. Abstracting the behavior and transaction information of the research object into the document, the LDA model can be trained and the research object can be described into the property tags, thereby to realize the user profile.
and use it to dig out the topic distribution of documents other than the document set.Latent Dirichlet Allocation (LDA) is a type of generative probabilistic model [2] .
As described above, the basic concepts involved in LDA mode are as follows: 1) word: Word is the basic unit of discrete data, all the words in the corpus are from a certain set of words, which size is V.
2) Document: Just like the pLsa,LDA is based on the assumptions of bag of words model, that is, a document is composited the words. Only the number of words in the document is considered, regardless of their order and constraint relationship in the document. So a document can be represented by a word vector. Assuming that there are N words in the document, then the document can be expressed as w = (wl, w2, ..., wN).
3) corpus: Also named the document set, composed that it is composed of M documents, so it can be expressed as d = (d1, d2, ..., dM). 4) topic : Suppose the number of implicit object is T ,so that the topic set z can be expressed as z = {z1, z2, ..., zT}. In general, the number of topics(T) is known.
For a document in the corpus, LDA defines the following generation process: select a few topics from the topic distribution for each document; Select a word from the word distribution corresponding to the selected topic in step 1; Repeat the steps 1 and step 2 until all the words in the document are generated; Each of the documents in the corpus corresponds to the distributions consisting of a predetermined T-topic mix, and the polynomial is denoted as θ. Each topic corresponds to the distribution of the V words in the corpus, and the distribution is denoted as Ф. Θ and Ф have a Dirichre prior distribution with the hyperparameter α and β. For a document d,t a topic z is extracted from the polynomial relation θ corresponding to the document, and then a word w is extracted from the polynomial corresponding to the topic z. Nd times repeated, where Nd represents the number of words in the document, the document d is produced
The diagram of LDA model structure is shown below. 
User profile
Tim Berners-Lee invented the World Wide Web in 1991. Until 2011, the Internet exactly went into the "big data age", which is a new milestone. After nearly two years of boiling, people gradually calm down to focus on how to use the big data to mine the potential value of business as well as how can these enterprises applying the big data technology in an effective way [5] . Compared with the traditional management of offline members, questionnaires, shopping basket analysis, big data allows enterprises to easily access to users' extensive feedback through the Internet. And it also provides a sufficient data base to analysis the users' behavior habits, consumption habits and other important business information in a more accurate and rapid way. The concept of user profile which can perfectly abstract a user's information is born. User profile technology also can be seen as the basis for enterprises to apply the big data into reality life.
User profile technology is a special user modeling technology generated under the big data environment. By sorting the collected mass information of users', the basic information and behavior information of each user are analyzed from multiple dimensions. The results of these analysis get
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together to form property tags in order to constitute a complete user model and interest model, which can be more close to the actual description of a real users [4] .
User profile technology based on LDA model

3.1Keyword extraction
At first before training the model, pretreatment of data is needed. The original data is produced by SQL in order to acquire the effective data. Each record of the filter data is seen as a document. The corpus is made up of these record, also these "documents". The size of the corpus is denoted as M. In order to get the words list, the documents in corpus should be cut into words. For this operation, Jieba tool for words cut of Chinese is used, which is run basis on python.
After cutting the corpus into divided words, frequency of these words should be count. Spark Mllib can simply achieve this under python or scala , which is a machine learning library to process the big data. All of the words can be sorted by its frequency from high to low. From the sorted words, few words should be chosen artificially based on their frequency as well as semantics. After this step, the words set can be got, whose size is V.
Conversion of document -word matrix
In order to convert the documents of the corpus into document-word matrix, each document should be processed individually into w = (wl, w2, ..., wN). Based on the V-size word list, each of the documents are divided into wi = (wl, w2, ..., wV).Matrix J = (w1,w2…wM)T.
In the step of matrix translation, spark mllib based on python is used. Cut each of the document into divided words first, jieba tool based on python can be user to process this step. In order to get the vector of document-keywords for each document, the frequency of key words of words list in each document must be count. From the key-words count of each document, the list of documents' vector whose size can be got. This step can be operated by spark mllib who has the special structure of RDD. Under RDD, operation of data can be exactly brief. There are also many other tools can be used to define the data structure. After combine the vector list into a matrix and saved the matrix into input-data file, the matrix of document-word which is the input data for model training can be got.
Building of LDA model
With the input data of document-word matrix, training of the LDA model can be run which is developed based on Spark Mllib. Parameter of K which is the number of clustering centers, also the number of topics can be set for an estimate number decide of the size of word list. The number of K can be adjust by P(w|T) or perplexity. In this paper, In order to get the P(w|T), the hyperparameter α and β should be estimated with the Gibbs sampling algorithm.
After the estimate of parameter, Spark Mllib can be used to train the model. The trained console includes the word-topic distribution and the document-topic distribution. With the console, things can be done as below:
(1) predict the topic distribution of a document. (2) get the "document -topics" distribution. (3) choose the topic of the largest probability. (4) query the keywords of a topic its corresponding probability in LDA moel.
Building of user profile
With the distribution of word-topics, different topics can be divided into a group of labels according to their corresponding words. In this way, each of an object whose behavior was abstracted to a document can be divided into different labels of a dimension. Processing the object in the same way from different information of documents can the object be characterized into a profile with different dimensions of labels. With the user profiles, we can better know what kind of preference does the customer like and provide them more accurate service.
Experiments and analysis
Introduction of the experiment
In our experiment, the develop tool we chose is Intellij IDEA who was installed with the Spark machine learning framework. The language we used were Python as well as Scala. Based on these environments, the tool we used for the word segment is the Jieba Chinese word segmentation tool. The basic java development environment was JDK 1.8.
In this experiment, the transaction data of insurance policies from intermediary of insurance were used. Based on the insurance company, we extracted all of the insurance policies each company underwritten and combined their insurance type into a document for one company. In this way,193 of the companies were abstracted as 193 documents.
Console of the experiment
Based on the frequency and semantics of words, key words were chosen as below，the key words were translated into English from Chinese： Five topics were set as the K number and the LDA model output the word-topic distribution as below:
Table2 word-topic distribution aspects to improve such as the chosen of key word of "integrated" might not be that effective for training the model. When parting the labels, there are also topics of blurred boundaries to corresponds the label，for example, topic 0 might be blurred between "high quota" and "low quota". In this way, how to expand the label and how many kinds of labels should be set in one dimension needs to be better measured.
Conclusions
This paper started from LDA model, extracting information of each research object as a document to form the corpus. Training the LDA model from the corpus and divided the topics into different dimensions of labels, these research objects were labeled into user profile. With the use of user profile based on the LDA model, objects are intuitively described into groups of labels.
There are also directions for future research such as the evaluation system of the effectiveness of the user profile.
From the experiment, we thought that the user profile technology based on LDA model is effective to describe research object into dimensions of labels. It's an effective way to process the mass record of transaction data such as the insurance policies from intermediary of insurance.
