ABSTRACT Hybrid analog/digital multiple-input multiple-output architectures were recently proposed as an alternative for fully digital-precoding in millimeter wave wireless communication systems. This is motivated by the possible reduction in the number of RF chains and analog-to-digital converters. In these architectures, the analog processing network is usually based on variable phase shifters. In this paper, we propose hybrid architectures based on switching networks to reduce the complexity and the power consumption of the structures based on phase shifters. We define a power consumption model and use it to evaluate the energy efficiency of both structures. To estimate the complete MIMO channel, we propose an open-loop compressive channel estimation technique that is independent of the hardware used in the analog processing stage. We analyze the performance of the new estimation algorithm for hybrid architectures based on phase shifters and switches. Using the estimate, we develop two algorithms for the design of the hybrid combiner based on switches and analyze the achieved spectral efficiency. Finally, we study the tradeoffs between power consumption, hardware complexity, and spectral efficiency for hybrid architectures based on phase shifting networks and switching networks. Numerical results show that architectures based on switches obtain equal or better channel estimation performance to that obtained using phase shifters, while reducing hardware complexity and power consumption. For equal power consumption, all the hybrid architectures provide similar spectral efficiencies.
transceiver architectures and the analysis of their impact on MIMO signal processing, including precoding, combining and channel estimation [20] .
Analog beamforming is an approach that relies entirely on RF domain processing to reduce the number of RF chains [21] [22] [23] . The beamforming is implemented using networks of analog phase shifters that change the relative phases of the signals feeding the antennas to steer the transmit/receive beams in the desired directions [21] [22] [23] . Ultimately, the performance of analog beamforming is limited by quantization of the phase angles and the support of only single stream MIMO transmission.
An alternative approach to reduce the number of RF chains is hybrid analog/digital architectures [18] , [24] [25] [26] [27] [28] [29] . In hybrid architectures, MIMO processing is split between the analog and digital domains to reduce the number of required transceivers, as shown in Fig. 1 . Thanks to the extra digital processing, more degrees of freedom are available for the design of the hybrid precoders compared with analog-only beamformers, allowing them to support multi-stream and multi-user transmission.
Analog and hybrid MIMO architectures proposed so far for mmWave communications are usually based on phased arrays, though there is some work on alternative lens based architectures [30] . The analog network of phase shifters feeding the antennas, however, is not a simple circuit at mmWave [31] . Practical phased arrays use finite precision phase shifters, which may lack accuracy, and make it difficult to finely steer the beams and place nulls. Increasing the number of bits in the phased array leads to a higher complexity and higher power consumption. Although power consumption can be reduced using passive phase shifters instead of active ones, the insertion losses are higher [31] . This is not desirable, given that the combining network after the phase shifters also introduces insertion losses. Further, while only one low-noise amplifier (LNA) per antenna is typically needed in conventional MIMO receivers, mmWave receivers based on phased arrays require larger numbers of LNAs to achieve the same signal-to-noise ratio (SNR) at the input of the RF chains. The effect of these practical limitations motivates the research for alternatives to phase shifters in mmWave hybrid architectures.
In this paper, we propose new hybrid architectures based on networks of switches instead of phase shifters in the analog processing stage. The objective of the proposed architectures is to reduce cost, complexity, and power consumption of mmWave MIMO systems, while incurring small loss in the system performance. We focus on the design of the combiners at the receiver, though many concepts also extend to transmit precoding. We consider two types of switch-based hybrid architectures: (i) an architecture where only one antenna is selected for each RF chain, and (ii) an architecture where a subset of antennas is selected, and their outputs are combined, for each RF chain. While the first architecture with an antenna per RF chain has lower complexity, the second one makes better use of the offered array gain. This motivates characterizing the trade-off between the achievable rate and the power consumption of these proposed architectures.
To compare the different switch-based and phase shifterbased hybrid architectures, we develop a power consumption model for mmWave MIMO receivers. The developed model provides a general framework for calculating the consumed power in the hybrid architectures as a function of the numbers of antennas and RF chains. Using this model and approximated power consumption numbers from recent RF circuit designs [31] - [58] , we show that switches based architectures can yield reasonable reduction in the power consumption, especially with large antenna arrays.
To exploit the new proposed architectures, we develop new mmWave channel estimation algorithms to configure the hybrid precoders and combiners. Channel estimation is difficult in mmWave because of the large channel dimensions and the low receive SNR before beamforming design [19] . With hybrid architectures, the mmWave channel estimation problem becomes more difficult and architecture-dependent because the channel is seen at the baseband through the RF lens. Exploiting channel sparsity, though, channel estimation at mmWave can be formulated as a compressive channel estimation problem [59] , where different compressed sensing (CS) tools can be leveraged to estimate the channels [27] , [60] [61] [62] [63] .
Compressive estimation of sparse spatial channels at mmWave was first proposed in [60] for an analog beamforming architecture. The algorithm estimates a predetermined number of paths using a coarse grid for the possible spatial frequencies, then refines those estimates using Newton's method. In [27] a hybrid architecture is considered, and adaptive compressed sensing tools from [64] were leveraged to iteratively estimate the dominant paths of mmWave channels. In [61] and [62] , compressed sensing with random training sequences were adopted also for channel estimation in hybrid architectures. An extension to multi-user mmWave systems was provided in [63] , where multiple users estimate their channels simultaneously. The solutions in [27] and [61] [62] [63] all focus on mmWave channel estimation and the training signals design assuming phase shifters are used for the analog beamforming stage. They cannot be used for switches.
We propose an open loop strategy for downlink mmWave channel estimation. The proposed algorithm is independent of the hardware used in the analog processing stage and thus can be applied to either phase shifter or switching networks. It also incorporates hybrid constraints at both the transmitter and receiver during training, and leverages mmWave channel sparsity in the angular domain. For each of the proposed architectures, we design efficient training beamformers and combiners that lead to appropriate CS measurement matrices, and derive bounds on their performance. For the noiseless case, we find the optimal number of training measurements that minimizes the Welch bound on the coherence of the equivalent measurement matrix [65] . Using the normalized mean squared error (NMSE) as a performance metric, we show by simulations that the developed training sequence designs and channel estimation algorithms with switch-based architectures can achieve comparable performance to that obtained with phase shifter based architectures, while requiring lower power consumption.
Given an estimate of the channel, it is possible to configure the hybrid precoders and combiners. In [24] , hybrid precoders were designed in general MIMO systems for multiplexing gain maximization; interference management was further incorporated in [25] . Leveraging mmWave channel sparsity, [18] developed an orthogonal matching pursuit based solution for hybrid precoders in mmWave systems, assuming perfect channel knowledge. Designs that do not rely on matching pursuit have been proposed in [66] and [67] . The solutions in [18] , [66] , and [67] , though, considered hybrid architectures with analog phase shifters. For the switch-based hybrid architectures, the design of the analog precoders/combiners is related to the antenna (subset) selection problem, which is a classical topic in the MIMO literature (see e.g. [68] , [69] and the references therein). Prior work on antenna subset selection, however, focused on fully-digital and not hybrid switch-based architectures. Therefore, new precoding/combining algorithms need to be developed for the proposed switch-based hybrid architectures.
In this paper, we devise adaptive strategies for the design of the switch-based hybrid architectures with antenna subset selection. The proposed solutions incorporate hybrid constraints into the greedy algorithms in [70] . Equipped with a channel estimator and a means of deriving the precoding and combining matrices, we analyze the performance of the different architectures in numerical simulations. We compare the achieved spectral efficiencies of the proposed switch-based hybrid precoding/combining algorithms with that obtained using fully-digital architectures and phase-shifters hybrid analog/digital constraints. From these results, we conclude that architectures based on switches can achieve similar spectral efficiencies for equal power consumption. Further, when comparing all architectures operating with the same number of RF chains, we find that those architectures based on switches require lower power consumption at the cost of a small loss in the array gain, which slightly impacts the obtained spectral efficiency.
In summary, we provide a complete design of several hybrid mmWave architectures based on switching networks for the analog processing stage. In Section II, we define the system model and describe four different MIMO architectures that make use of antenna switches and subarrays. Then we develop a power consumption model in Section III, and use it to craft a comparison between the power efficiency of the different proposed architectures. We present the design of a novel compressive channel estimator in Section IV, which can be used with either phase shifters or switches in the analog processing. Based on the channel estimates, we propose algorithms for the design of the analog and digital combining matrices in Section V. Then in Section VI we compare the different architectures in terms of channel estimation error and spectral efficiency, showing when the switch-based architecture is preferred. We make some concluding remarks in Section VII.
We use the following notation throughout this paper: bold lowercase a is used to denote column vectors, bold uppercase A is used to denote matrices, non-bold letters a, A are used to denote scalar values, and caligraphic letters A to denote sets. Using this notation, |a| is the magnitude of a scalar, a 2 is the 2 norm, a 0 is the 0 pseudo-norm, A F is the Frobenius norm, σ k (A) denotes the k th singular value of A in decreasing order, tr(A) denotes the trace, A * is the conjugate transpose, A T is the matrix transpose,Ā is the conjugate, A −1 denotes the inverse of a square matrix, a k is the k th entry of a, |A| is the cardinality of set A. A ⊗ B is the Kronecker product of A and B. We use the notation N (m, R) to denote a complex circularly symmetric Gaussian random vector with mean m and covariance R. We use E to denote expectation.
II. SYSTEM MODEL
Consider the single-user mmWave hybrid MIMO system in Fig. 1 . In this paper we focus on the downlink and specifically consider antenna selection at the mobile station (MS) where the complexity and power consumption limitations are especially important. While we describe the general model including hybrid operation at both the BS and the MS, we focus on the combining operation at the MS since the base station typically has less restrictive power constraints.
We envision a system where the RF, mixed signal, and baseband are collocated. It might be possible to consider a cloud radio access network architecture where different subarrays are contain in remote radio heads and connected to a central controller via a high-rate fronthaul. If the subar- VOLUME 4, 2016 rays are in different remote radio heads, this would change the channel model assumptions, and is a topic for future work.
The transmitting BS is equipped with N t antennas and L t RF chains, while the receiving MS has N r antennas and L r RF chains. N s data streams are transmitted from the BS to the MS assuming N s ≤ L t ≤ N t and N s ≤ L r ≤ N r . The transmitter applies a hybrid precoder F to the symbol vector s ∈ C N s ×1 with E[ss * ] = 1 N s I. The hybrid precoder F = F RF F BB is composed of an RF precoder F RF ∈ C N t ×L t , and a baseband digital precoder F BB ∈ C L t ×N s . The discretetime transmitted signal is given by x = Fs.
We consider a narrowband frequency-flat channel model represented by the channel matrix H ∈ C N r ×N t , with E H 2 F = N t N r . Assuming perfect synchronization, the received signal can be written as
where ρ represents the average received power and n ∈ C N r ×1 is the noise vector with CN (0, σ 2 n ) entries. The MS applies a hybrid combiner W to the received signal so that the processed received signal is
The hybrid combiner W = W RF W BB is composed of an RF combiner W RF ∈ C N r ×L r and a baseband combiner W BB ∈ C L r ×N s . The RF precoder and combiner are implemented in analog, so that the precoding and combining matrices F RF and W RF are subject to specific constraints depending on the hardware used to implement the analog precoder/combiner.
We consider two hybrid architectures that use phase shifters based on previous work. Further, we propose four new hybrid precoding architectures based on switches. Fig. 2 shows the block diagrams corresponding to all these architectures, which are further explained in the following.
A1) PHASE SHIFTING NETWORK:
Each transceiver is connected to each antenna through a network of phase shifters. Assuming infinite resolution phase shifters, the incoming signals are combined before feeding the RF chain. Each transceiver achieves full array gain emulating an antenna with high aperture. An RF precoder/combiner implemented with a network of variable phase shifters imposes the constraint of unit norm entries in W RF and F RF . The set of feasible combining vectors, e.g. columns of W RF , is given by
A2) PHASE SHIFTING NETWORK IN SUBSETS:
Each transceiver is routed to a subset of M r = N r /L r antennas through an analog preprocessing network of analog phase shifters. This is essentially an array-of-subarrays hybrid architectures, which assume that each RF is connected to a unique subset of the antennas [28] , [29] . Compared to architecture A1, the maximum gain of each transceiver is reduced by a factor 1/L r . The complexity of this architecture, however, is lower and it requires only N r RF paths and analog phase shifters instead of the N r × L r needed in A1. This solution is interesting for the BS in multiuser scenarios, since the antenna grouping reduces the mutual coupling and interference between users [28] . The set of feasible RF combining vectors is given by
A3) SWITCHING NETWORK WITH ANALOG COMBINING:
In this new architecture, each transceiver is routed to each antenna through an network of switches. A3 is equivalent to A1, replacing each variable phase shifter by a simple switch. Each transceiver selects a subset of N A3 antennas, between 1 and N r , whose received signal will be non coherently combined before feeding the RF chain, which could result in a degradation of the SNR. Therefore, designing an optimal combiner presents challenging issues. The set of feasible RF combiners is given by
}, where B is the binary set {0, 1}.
A4) SWITCHING NETWORK IN SUBSETS WITH ANALOG COMBINING:
In this case each antenna is routed to a single switch, avoiding the need of splitters and the following LNAs, which results in a lower power consumption than the previous architecture. Only N A4 of the antennas in every subset of size M r are combined, with 1 ≤ N A4 ≤ M r . The set of feasible combiners is given by
A5) SWITCHING NETWORK: Antenna selection in a switching network is a low-cost low-complexity alternative to capture many of the advantages of MIMO systems [68] . Each transceiver can be connected to any antenna through a N r :1 antenna switch. Only L r antennas are active at a time.
To avoid large insertion losses, this architecture is more suited for small arrays to be used in mobile devices for example. In this case a switch can connect to any antenna in the array, but there will be only 2-4 antennas. The effective gain of the system is limited by the number of active antennas. The RF combining/precoding matrices become selection matrices routing L r , L t antennas to the corresponding RF chain. The set of feasible RF combiners is given by A 5 = {x ∈ B N r ×1 | x 0 = 1} with B = {0, 1}. Each column of W RF , F RF is a binary vector with a single one and zeros elsewhere. Since only one switch can be connected to a single antenna simultaneously, the number of nonzero elements in each row is ≤ 1. The switch introduces insertion losses into the signal, but the insertion losses due to the combining network used with the phase shifters are avoided.
A6) SWITCHING NETWORK IN SUBSETS:
Only one antenna per subset is selected so that the insertion losses due to the combiner are also avoided. It is an interesting alternative to A5 if the array size is large, since it could be infeasible to switch between a large number of antennas. Considering predefined subsets of contiguous antennas, the set of feasible combiners is given by
The goal of this work is to analyze the trade-offs between each architecture in terms of power consumption, channel estimation capability and spectral efficiency performance. Since the power consumption considerations are much more pressing at the MS than at the BS we analyze the power consumption at the receiver side, and also focus on channel estimation and hybrid combining algorithms.
III. POWER CONSUMPTION MODEL
Understanding power consumption is important for characterizing tradeoffs between the different hybrid architectures. In this section, we develop an approximate power consumption model for the architectures in Fig. 2 . Our aim is to compare the architectures proposed in the previous section in terms of power consumption for different values of the array size and the number of RF chains. Since exact computation of the dissipated power is difficult in general, we approximate the power consumption of each hardware component and give reasonable arguments for the choice we make. We focus the analysis only on the receiver side. A similar model can be derived for the transmitter replacing the low noise amplifiers (LNA) by power amplifiers (PA), and the ADCs with DACs.
We denote as P LNA the power consumed by a single LNA and P ADC the power consumed by a single ADC. We assume that all the architectures use the same kind of ADCs and LNAs. Recent work on the development of low power LNAs for the 60 GHz band in CMOS technology [32] [33] [34] [35] , show that power consumption for an LNA at 60 GHz is in the range of 4.6 to 86 mW. Other results in the literature, for example the mmWave picocellular system in [36] , estimated the LNA consumption at 20 mW which is within our range. In this paper we will assume P LNA = 20 mW.
Regarding power consumption of mmWave ADCs, we focus on devices that can be used in a 60 GHz system with at least a 500 MHz bandwidth and an effective resolution (ENOB) larger than 4 bits. Table 1 shows ADC power consumption versus maximum sampling frequency and effective number of bits (ENOB) for different designs proposed between 2012 and 2015. The values show the power consumption of prototype ADCs that can be found in the recent scientific literature. Although they give a clear trend in the development of low power ADCs, to be conservative about the power consumption of commercially available mmWave converters in the future years, we consider a reference value of P ADC = 200 mW, that includes the conversion of the I and Q components (note that some of the integrated designs referenced in the table already include two converters). The choice of the reference value is difficult in this case since the values in Table 1 present high variability and therefore a threshold cannot be clearly discerned. We choose a conservative (high) value since the designs in Table 1 are not commercial products and as such we might expect these values to be relatively optimistic (low), as compared to the power consumption of the final working devices. Furthermore, previous work [36] in the same context of mmWave communications also considers a similar reference value. RF phase shifters are key components in integrated mmWave phased arrays. Some important considerations regarding the phase shifter design are the noise figure, power consumption, insertion loss, loss variation over the range of shift, linearity, resolution and bandwidth. Phase shifters at mmWave frequencies can be classified into: (i) active phase shifters, such as reflective, loaded line, switched delay; and (ii) passive phase phase shifters, such as cartesian vector modulator, LO-path phase shifter, and phase-oversampling vector modulator [31] , [47] . Active phase shifters have a small footprint but generally cause nonlinearity problems resulting in a high noise figure. Passive phase shifters occupy a larger area and incur in large insertion losses. Although there is not a significant noise trade-off between active and passive phase shifters [48] , the power consumption with passive phase shifters is lower, which make them preferable for applications requiring mobility and autonomy. The main challenge associated with passive phase shifters is the dependency of the insertion losses on the phase shift setting. To compensate this effect, variable gain amplifiers (VGAs) with integrated phase-compensated technique are usually added following the passive phase shifter [48] . The power consumed by the phase shifters depends on the type and on the resolution of the quantized phases. Table 2 summarizes recent work on variable phase shifters at mmWave frequencies in the literature. Note that the power consumption of the LNA together with the phase shifter is included except for [49] . Power consumptions for one element of the receiver phased array is considered in [48] , [51] , and [53] . Based on Table 2 , we assume a reference power consumption value P PS = 30 mW. We focus on phase shifters with at least 4 bits of angular resolution.
The RF combining network in the array can be active or passive. Power dissipation and linearity constraints favor full passive-combining approaches [48] . However, including active combining stages can improve array efficiency reducing the passive combining loss. In a phase array, noise from the RF front end starts to dominate the output noise as more elements of the array are turn on.
MmWave switches have to be capable of switching at nanosecond or sub-nanosecond speeds. Different implementations have been proposed recently for mmWave applications [55] , [56] which exhibit low insertion loss (≈1dB) and good isolation properties. The power consumption of the switch is low [57] , [58] , we assume a value of P SW = 5 mW. While more current is needed during the switching transition, the switching time-scale is much longer than the symbol period.
The RF chain block in all the architectures includes the following devices: a mixer, a local oscillator, a low pass filter and a base band amplifier. The power consumed by the RF chain can be written as
Some reference data for the power consumption of other components of the RF chain are given in [36] : mixer 19 mW, LO buffer 5 mW, filter 14 mW, baseband amplifier 5 mW. Since all the RF streams are transmitted at the same frequency, it might be possible to share a single LO among several chains, and divide the LO power. From this data, we consider an approximate reference power consumption of 40 mW for the complete RF chain. In [71] , a baseband precoder/combiner is designed and implemented in CMOS, with a power consumption of 243 mW. This power consumption obviously depends on the particular precoder/combiner design included in the transmitter/receiver. To be able to obtain a comparison of the power dissipated for all the architectures we will also assume that the baseband processor consumes the same power as a single ADC, that is, P BB = P ADC .
Based on the block diagrams, the power dissipated by the hybrid combining architectures can be written respectively as
+L r (P RFC + P ADC ) P BB (8)
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Note that the power consumption for the architecture (A2) does not depend on the array size, but on the number of RF chains. The power consumption of a complete antenna array with one RF chain per antenna is
The percentage of power consumption reduction that can be achieved with the hybrid architectures respect to that of the complete system can be written as
To compare power consumption we write these equations in terms of a single power value P ref = 20 mW. In this way: 
IV. DOWNLINK COMPRESSED SENSING BASED CHANNEL ESTIMATION
Acquiring channel knowledge at the receiver is useful for designing the hybrid beamformers and combiners. In this section, we describe the sparse multipath channel model and present a compressed sensing based channel estimation approach that works with all the architectures. Although we focus on single-user mmWave systems, the proposed approach can also work for multi-user (MU) MIMO systems. The main advantage of this technique in MU-MIMO is that all the MSs can simultaneously estimate their downlink channels. The consequence is a reduction of the training overhead compared to the user-specific approaches [21] , [23] , [27] where the complexity scales with the number of MSs.
A. SPARSE MULTIPATH CHANNEL MODEL
We consider the narrow-band mmWave clustered channel model in [18] , [23] , and [27] , where the matrix channel H is assumed to be a sum of the contributions of N cl scattering clusters, each of which contribute N ray propagation paths. The physical channel model H ∈ C N r ×N t can be expressed as
where β i, is the complex gain of the th ray in the i th cluster, whereas a BS (α i, ) and a MS (φ i, ) are the antenna array response vectors at the transmitter and receiver evaluated at the th path i th cluster azimuth angles of departure or arrival. The multipath channel model (17) can be written in a more compact way as
where A MS ∈ C N r ×N cl N ray and A BS ∈ C N t ×N cl N ray contain the array response vectors in the directions φ i, and α i, , and H b is a diagonal matrix with the associated path gains β i, . MmWave channels are expected to have limited scattering [72] , therefore, a small number of propagation paths K = N cl N ray is assumed. The highly directional nature of propagation and the high dimensionality of MIMO channels at mmWave frequencies makes the beamspace representation of MIMO systems a natural choice [19] . Assuming that the AoAs and AoDs φ, α are taken from uniform fine grids of G r and
, with the associated array response vector in these directions. Neglecting the grid quantization error, we can represent H in terms of a K-sparse matrix H v ∈ C G r ×G r containing the path gains of the quantized angles
This representation provides a discretized approximation of the channel response that reduces the task of estimating H to that of detecting some non zero coefficients in the virtual channel matrix H v [59] . Vectorizing the channel matrix we have
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Assuming uniform spaced linear arrays with inter-element spacing equal to half wavelength, λ/2, and the quantized AoAs and AoDs are taken from uniform fine grids of resolution G r = N r and G t = N t points, the array response matrices result in unitary DFT matrices A MSD ∈ C N r ×N r and A BSD ∈ C N t ×N t . This case is known as the virtual channel model [73] , which corresponds to beamforming in fixed directions determined by the resolution of the arrays.
B. COMPRESSED CHANNEL SENSING
In this section we present a training-based channel estimation approach. The mmWave channel estimation is formulated as a sparse reconstruction problem [63] , [74] . The BS and MS sense the channel in open loop with a sequence of training precoders and combiners. The reconstruction is done applying a standard greedy recovery algorithm.
Consider the mmWave system and channel model described in the previous section. Let us assume first that the BS and MS employ only one RF chain for the training step. At time instant n, the BS uses a training beamformer p n to transmit a symbol s n . To simplify the analysis we consider the same symbol s = 1 in all the transmissions. The MS applies a training combiner vector q n to the received signal. Then the resulting signal can be written as [27] 
Assuming q * i q i = γ due to hardware constraints, the combined noise vector is given by e = [q 
] ∈ C N r ×L r per snapshot to the received signal. In this way, L r channel measurements are produced per time instant. The sequence of training combiners is defined as
After M t snapshots and stacking the M = M t L r measurements in vector form we have
The noise vector is given by e = [Q * 1 n 1 . . .
In general the noise is correlated after combining, except for A5, where Q * i Q i = I L r and the noise remains uncorrelated.
Notice that the number of compressed measurements per snapshot depends on the number of available RF chains at the MS but not on the number of RF chains at the BS, since the receive signals are combined at the MS. The higher the number of RF chains used simultaneously in reception, the higher the number of measurements per snapshot.
C. CHANNEL RECONSTRUCTION AND RECOVERY GUARANTEES
Since mmWave channels exhibit a sparse-scattering structure, it is possible to leverage theory and algorithms developed for sparse recovery to improve channel estimation results.
Equations (24) and (25) can be seen as a single measurement vector (SMV) compressive sensing model with the unknown x, a K -sparse vector. Estimating the support of x is equivalent to estimating the direction of the AoA and AoD of the channel paths, while the values of these non-zero entries correspond to the path gains. The reconstruction of the channel is formulated as a non-convex combinatorial problem minimize x x 0 subject to y − Ax 2 ≤ σ,
where the matrix A = ∈ C M ×N , with N = G r G t . A variety of Matching Pursuit (MP) algorithms have been proposed for obtaining an approximate solution in polynomial complexity. We consider Orthogonal Matching Pursuit (OMP) for its simplicity and fast implementation. OMP has been used for compressed sensing channel estimation [75] .
The problem of recovering a high-dimensional sparse signal based on a small number of linear measurements, possibly corrupted by noise, has been extensively studied in compressed sensing. Recovery guarantees can be obtained providing that the matrix A has low coherence. The mutual coherence of a given matrix A is the largest absolute normalized inner product between different columns from A. Suppose A = [a 1 a 2 ... a N ] , the mutual coherence of A is given by
OMP support recovery guarantee has been stated in the noiseless case in [76] . It was shown that µ(A) < 1 2K −1 is a sufficient condition for recovering a K -sparse x exactly in the 254 VOLUME 4, 2016 noiseless case. This condition is in fact sharp [77] . In [65] , the lower bound of the achievable coherence of a matrix A of size M × N , with M ≤ N , is given by the Welch bound
For a given coherence µ(A), it is possible perfectly to recover a K -sparse vector provided K < µ(A) −1 + 1 /2. Therefore, in the noiseless case, the minimum number of measurements M needed to guarantee the recovery of Ksparse vectors is given by
The OMP recovery guarantees in the presence of noise were considered in [78] . They require the noise power to be lower than the norm of the non-zero entries in the unknown x. This means that we can guarantee that OMP will perform well if the SNR is not too low.
Alternatively, recovery guarantees are provided if A satisfies the restricted isometry property (RIP). A matrix A ∈ C M ×N is said to posses the RIP with isometry constant δ if
and δ is small enough for sufficiently large K . The RIP guarantees uniform recovery of K -sparse vectors and moreover the reconstructions (by various approximation algorithms) are stable even when sparsity is replaced by compressibility and it is robust in the presence of noise. Several classes of matrices that obey RIP, like Gaussian and Rademacher/Bernoulli, are easy to construct [79] , [80] . At low SNR, the number of measurement M needs to increase to ensure the quality of the estimate. In fact, the number of measurements is very sensitive to the sparsity of the virtual channel matrix and the SNR. When the sparsity is low, only a few measurements (M N ) are needed for good recovery as predicted by the CS theory [79] . When the SNR is very low or the sparsity is high, the number of measurement needed is comparable or even higher than the dimension of x.
There are several stopping criteria for OMP that can be implemented with minimal cost. A natural way is to stop the algorithm when the sparsity order is reached. Usually the sparsity order is itself subject to estimation and may not be available. Therefore, stopping criteria based on the power of the residual error are often used. Let r k the residual error at iteration k, we stop the algorithm when the energy in the residual is smaller than a given threshold r k 2 ≤ . A reasonable choice for the stopping threshold is = E[e * e], the noise power after combining. This is the choice made in this manuscript.
D. TRAINING SEQUENCES AND MUTUAL COHERENCE
The matrix A = plays a key role in establishing recovery guarantees for the compressed sensing channel estimation problem. In this section we design training sequences of precoding/combining vectors that define the sensing matrix and provide low coherence. is hardware dependent, therefore, we have to take into account the restrictions imposed by the specific architecture. For instance, the phase shifter architecture A1 constrains the precoding/combining vectors p, and q to have unit norm entries, while a switching architecture A5 constrains the combining/precoding vectors to have exactly a one and zeros elsewhere. In this paper we describe two ways of constructing the sensing matrix, one using the same combiner sequence for all precoders and another using different combiners for each precoder.
1) SINGLE COMBINER MATRIX (SC)
We start the analysis considering a more restrictive structure of the sensing matrix. Consider that the MS applies a fixed sequence of combiners
which can be written in a compact way as = (P T ⊗ Q * ) ∈ C M ×N t N r , with M = M t M r the number of measurements collected in M /L r training steps. That means that the BS will apply each precoder p i during M r /L r consecutive snapshots, while the MS will apply periodically the same sequence of M r combiners in Q. In this case
Then the coherence of the Kronecker product of two matrices is given by [81] :
with P TĀ BSD ∈ C M t ×G t and Q * A MSD ∈ C M r ×G r . This allows for the decoupling of the Kronecker product to treat separately the mutual coherence of the two multiplicands. In this way the BS and MS can independently design the sequence of precoder/combiners vectors. This results in a benefit in multi-user environments where each MS can have different architectures and number of antennas. Given the total number of measurements M = M t M r and spatial frequency resolutions G t (≈N t ) and G r (≈N r ), one question is how to choose the number of training beamformers M t and combiners M r to minimize the coherence of A? We can provide a appropriate result based on the Welch bound (WB) -the minimum mutual coherence that can be theoretically achieved for the dimensions of A given in (28) . Since both the Welch bounds of the operands P TĀ BSD VOLUME 4, 2016 and Q * A MSD are decreasing functions of M t (or M r ), then µ(A) is reduced when the Welch bounds of the operands in the Kronecker product are equal. This equation can be solved using (28) and writing it in terms of one unknown M t (or M r ). Therefore, the optimum number of training beamformers/combiners, from a coherence perspective, is given by This optimum point exists only for some particular cases of M t and M r , i.e. when both are integer values. We define the single combiner Welch bound (SC-WB) as the minimum Welch bound of A for a given number of measurements M . Figure 4 shows the optimum number of training precoders/combiners M t and M r that minimize the Welch bound of A with G t = N t = 64 and G r = N r = 16, in terms of the total number of measurements M . The SC-WB is shown together with the Welch bound of a general matrix of the same size M × G r G t . Notice that the SC-WB is significantly worse than the general Welch bound. Given M t and M r , we consider the problem of designing training sequences of precoders/combiners P and Q to minimize the coherence of A 1 and A 2 , conforming with the hardware constraints of the specific hybrid architecture deployed at the BS and MS. The solutions we provide in this section are based on the virtual channel model since the extended representation using more general overcomplete dictionaries does not lend itself to easy coherence analysis. We focus on the combining sequence design, as the precoding problem is reciprocal.
When using switches considering the hybrid architecture A5, Q is a selection matrix with exactly a ''1'' per column. The problem of selecting rows of the Fourier matrix, Q * A MS such that the mutual coherence of the resulting matrix is minimized is well studied. In some cases, i.e. choices of dimensions, combinatorial sequences based on difference sets [82] are optimal and achieve the Welch bound. However, difference sets for typical dimensions of interest in our problem rarely exist. Alternatively, combinatorial sequences based on almost difference sets [83] , can be found for a more general range of dimensions providing near optimal coherence. In any case, numerical algorithms to create highly incoherent frames can be applied [84] , [85] . The same designs can be used for the more general hybrid architecture A4 based on switches.
When using phase shifters A1, Q is a unital matrix, i.e. a matrix with unit magnitude entries. To the best of the authors knowledge, there are no optimal designs that achieve the Welch bound with this special structure of the matrix. Deterministic sequences providing incoherent matrices can be built with the same algorithm [85] since the entries in Q * A MS are unit magnitude.
As an alternative to deterministic designs, and according to compressed sensing theory [59] , [60] , random measurements from some classes of distributions (e.g. Rademacher/Bernoulli) provide incoherent matrices satisfying the RIP with high probability. Using switches, uniform random selection of rows from a Fourier matrix, i.e. random binary Q with exactly a ''1'' per column, provide equivalent matrices satisfying the RIP [86] . Considering phase shifters A1 and A3, the results in [59] and [60] suggest the use of random sequences Q with the non zero elements chosen i.i.d. from a discrete uniform distribution taking values {±1, ±j}.
2) MULTIPLE COMBINERS (MC)
In the general case, the measurement matrix is given by (25)
Analyzing the coherence A = , with given by (36) is more challenging. The minimum bound on the coherence with this model is now expected to be lower than for the single combiner case (34) . This is because we introduce in extra degrees of freedom with the different M t combiners.
Under the virtual channel model, the dictionary matrix = (Ā BS ⊗ A MS ) is a Fourier matrix associated with a 2-dimensional Fourier transform. Therefore, we suggest the use of pseudorandom sequences or preceders/combiners with the following distributions. Using phase shifters, A1 and A3, vectors p and q with the non zero entries i.i.d. from a uniform distribution with values {±1, ±j}. Using switches, A5 and A4, binary vectors p and q with zeros and only a ''1'' with its position uniformly random distributed. proposed pseudorandom sequences in the MC case for different combinations of hybrid architectures at the BS and MS. Only one RF chain is considered at the MS, L r = 1. The curves show the lowest coherence achieved from 100 random realizations. The Welch bound and SC-WB bound are also plotted for comparison. The achieved mutual coherence with pseudorandom sequences in the MC case with switches at BS and MS is lower than the single combiner Welch bound, which shows the superiority of the MC approach. Notice that switches, A5-A5, provide better coherence than phase shifters, A1-A1, with a noticeable power consumption reduction.
As an alternative to random training sequences, it is also possible design deterministic measurement matrices to reduce the coherence of A. In the MC case, the sequence of precoder and combiner vectors appear coupled in the optimization problem. That means that an optimization problem needs to be solved for each specific combination of number of antennas and RF chains deployed at the BS and MS.
In this multiple combiner case, we analyze a switches (A5-A5) architecture with multiple RF chains. The goal is to create measurement matrices
that have coherence as low as possible. The vectors s T j of size 1 × N t are all zeros except for one entry that takes the value ''1'' and the matrices S j of size M r ×N r have a ''1'' value on each row and zero everywhere else. The final measurement matrix is of size M t M r × N t N r .
To construct deterministically such matrices with low mutual coherence we deploy a (suboptimal) greedy approach. Notice that the problem reduces to selecting multiple times rows ofĀ BSD and A MSD such that the overall coherence is minimized. For each operand at a time, in all the Kronecker products, the algorithm selects rows iteratively such that the current coherence is maximally reduced. Convergence is attained when a complete sweep of all s T j and S j does not improve the coherence. Figure 5 (b) shows the mutual coherence µ(A) with G t = N t = 64 and G r = 16 achieved with [85] for different architectures and considering one RF chain at the MS. The architecture based on switches achieves the lowest coherence. In comparison to Figure 5(b) , the deterministic designs provide lower coherence than the random sequences, below the SC-WB in most cases.
To summarize, we propose a measurement matrix structure that includes multiple combiners at the receiver allowing therefore lower coherence than the SC case. For the single RF chain, we propose a deterministic method to design low coherence training sequences for the architectures A1 and A5 based on Legendre and maximum length sequences.
E. LEAST SQUARES ESTIMATION
Linear least square is a conventional approach for channel estimation in MIMO systems [87] , [88] . In traditional training-based methods considering architectures with one RF chain per antenna, it is well known that any sequence of training symbols with orthogonal rows of the same norm is optimal in the least-squares sense [88] . In the hybrid precoding framework, the RF precoding/combining matrices must be included in the sensing model (21) . The channel estimation VOLUME 4, 2016 model is given by
with h v = vec(H). The LS estimation yields
This requires the sensing matrix to be full column rank. We can find that minimizes the channel estimation error subject to power and hardware constraints, considering that only one RF chain is used at the receiver. The general sensing matrix (36) is defined by the sequence of training precoders
, assuming a total transmit power constraint P 2 F = P, and the respective set of combiners Q = [q 1 , . . . , q M t ] with the hardware constraint q i 2 2 = γ , for i = 1, . . . , M t . The aim is to design that minimizes the channel estimation error
This problem can be solved using the Lagrange multiplier method and following the derivation in [88] . Any sensing matrix is optimal if it satisfies
This result in a minimum MSE
Notice that the error increases with the square of the number of transmit antennas. Until now we have omitted the hardware constraints on . Now we show how to find implementable sensing matrices with the set of feasible precoders/combiners associated to the particular architecture that fulfill (41) . Consider the restrictive structure of the sensing matrix in the SC case = (P T ⊗Q * ), with P ∈ C N t ×M t , Q ∈ C N r ×M r and M = M t M r the total number of measurements, we can write *
An equivalent condition to (41) is that PP * = P N r I N t and QQ * = γ N r I N r . We provide the following designs for Q(P) satisfying these conditions:
• A1: Q defined as the first N r rows of a Fourier or Hadamard matrix F ∈ C M r ×M r .
• A2: a block diagonal matrix Q = diag(Q 1 , . . . ,Q L r ), with each blockQ i designed from the first N r /L r rows of a Fourier or Hadamard matrix
• A3 and A5: Q = [I N r , . . . , I N r ] ∈ B N r ×M r , which results from the concatenation of M r /N r identity matrices I N r .
• A4 and A6: a block diagonal matrix Q = diag (Q 1 , . . . ,Q L r ), with each blockQ i defined as the first N r /L r columns of the identity matrix I M r /L r .
The generalization of the optimal LS condition when many RF chains are used simultaneously at the receiver is not straightforward. In that case, the covariance of the noise after combining is not a diagonal matrix in general, which complicates the analysis. For architectures A5 and A6, the optimality condition (41) holds since Q * i Q i = I L r .
V. HYBRID COMBINING
In general, the aim is to design hybrid precoders/combiners F RF F BB , W RF W BB to maximize the spectral efficiency of the MIMO system in Fig. 1
where
Maximizing (45), however, requires the joint design of F RF , F BB , W RF , W BB , which results in an intractable optimization problem with non convex constraints on F RF and W RF . To simplify the joint transceiver design, prior work on hybrid precoding design relaxed the optimization problem by decoupling it into two separate optimizations: one for the transmitter (F RF F BB ), and one for the receiver (W RF W BB ), while achieving near optimal performance [18] , [24] . With no constraints on the entries of the RF precoding matrices, the optimal joint solution that maximizes the spectral efficiency under dynamic power allocations was provided in [24] . In this solution, F opt = V L B and W opt = CU L , where B can be any L × L unitary matrix with L = min(L t , L r ), C any full-rank matrix of the same size, and is the diagonal matrix with the power allocation weights given by waterfilling. V L (U L ) denotes the matrix constructed by selecting the first L columns of the right and left singular vectors of the channel, H = U V * . When the RF precoders are implemented using only phase shifters, i.e., when the entries of F RF and W RF are constrained to have a constant modulus, [24] showed that constructing F RF and W RF with entries carrying the phases of the corresponding unconstrained optimal solution can yield good performance. In [18] , the receiver is assumed to be unconstrained where W RF W BB = I is optimal. Then a bound on the mutual information is used to solve for F RF and F BB by minimizing the distance in terms of the Frobenius norm with the unconstrained solution. The hybrid precoding is designed to maximize the mutual information instead of the spectral efficiency. Once the hybrid precoder is fixed, the hybrid combiner is designed to minimize the mean-squareerror between the transmitted and processed received signal.
Here, we only focus on the receiver design, using any of the hybrid architectures in Fig. 2 . For this result, we assume 1) perfect channel knowledge (CSI) at the receiver and 2) the transmitter uses an unconstrained optimal semi-unitary baseband precoder. We consider the approach in [18] where the joint transmitter-receiver maximization of the spectral efficiency is temporarily decoupled and the focus at the receiver falls on designing W RF and W BB to maximize the 258 VOLUME 4, 2016 mutual information,
We have denoted the virtual channelH = HF opt where H is the channel matrix and F opt is the unconstrained optimum precoder applied at the transmitter. Given the singular value decomposition of the channel H = U V * , the optimum unconstrained combiner W opt = U N s is given by the first N s singular vectors of the unitary matrix U. However, when the specific hardware constraints associated to the mmWave architectures are considered in the design, maximizing (46) leads to a hard constrained optimization problem.
For the architecture A1, a low complexity hybrid precoding/combining solution was proposed in [18] . The algorithm exploits the sparse structure of the mmWave channel and formulates the design as a sparse reconstruction problem solved with a variant of simultaneous orthogonal matching pursuit (SOMP). Other efficient alternatives based on projections on matrices with unitary entries can be found in [24] and [89] .
For architectures including a subset antenna selection step, i.e. A5 or A6, the problem of designing the optimal combiner is combinatorial. The only known exact solution is by exhaustive search, which is time consuming. In this context, near optimal solutions can be found in [70] or [74] . The algorithm in [70] focuses only in the design of the analog switching stage, while [74] provides a hybrid design including the baseband combiner. The method in [70] is an incremental successive selection algorithm that at each step activates the antenna that provides the largest increase in capacity. In the case of antenna selection in subsets A6, the same algorithm can be applied modifying the set of feasible antennas we can select at each iteration. That is, when one antenna form the subset i ∈ [1 . . . L r ] is activated, we have to remove from the feasible set all the indexes associated to antennas in the subset i. The hybrid antenna selection algorithm in [74] extends the strategy in [70] to account for the hybrid combiner design. The procedure is summarized in Algorithm 1.
For the structures A2, A3 and A4, the joint hybrid combining design is still an open problem [28] . Further, exhaustive search is not feasible due to the extreme number of possible combinations that would need to be checked. Alternatively, in this paper we propose two low computational complexity hybrid combiner designs based on [18] . Assuming that W = W RF W BB can be made mathematically ''close'' to the unconstrained combiner, near optimal combiners that maximize (46) can be found by minimizing the ''distance'' between W RF W BB and W opt [90] . We seek to solve the next constrained optimization problem in terms of the Frobenius norm
Algorithm 1 Hybrid Antenna Selection Initialization: Select the first N s rows of H according to the greedy antenna selection algorithm in [70] . The rows are indexed in the set S and the channel matrix restricted to this support is denoted by H S . 3) Update support S = S ∪ j opt . Set the RF combiner W RF as the first L r rows from the identity matrix I S indexed in the set S.
where W RF is the set of feasible RF combiners associated with the mmWave system architecture. Notice than solving (47) is not equivalent to maximizing the spectral efficiency. Nevertheless, the use of norm-based designs is interesting because of its low computational complexity. Also, it has been shown in [90] that minimizing the Frobenius norm bound results from maximizing a bound on the achievable spectral efficiency.
To simplify the problem, we use the same strategy as [18] . Defining a dictionary of feasible combiners
where · 0 is the 0 pseudo-norm accounting for the number of non-zero elements,W BB ∈ C N d ×N s has only L r non-zero rows and an energy constraint. W BB ∈ C L r ×N s is given by the L r non-zero rows fromW BB . The solution to the problem can be obtained with the simultaneous orthogonal matching pursuit (SOMP) in [18] . Different dictionary matrices are defined for A2, A3 and A4. We first solve for the case of architecture A2 with each RF chain connected to a subset of antennas. This architecture can be seen as the combination of L r phased arrays of lower dimension, with N r /L r antennas each. The set of feasible combiners is given by We next propose solutions for the architectures A3 and A4. These architectures provide more flexibility than A5 and A6 at the expenses of increasing the complexity and associated power consumption. The ability of A3 and A4 to select and sum the contribution from a subset of antennas prior feeding the RF chain, contributes to increase the antenna effective area and the array gain with respect to A5 and A6. Unfortunately, combining no co-phased received signals can also cause significant degradation. Considering A3, the number of antennas in the selected subset varies from 0 to N r , since each switch can be activated or not. Therefore, the phase network is modulated as a binary matrix with ''0'' and ''1'' entries. The set of feasible combiners associated with A3 is given by the set D = A 3 . The dimension of the dictionary N d grows exponentially with the number or antennas 2 N r . For a small number of antennas, e.g., N r = 8, the dimension N d = 256 is reasonable. However, for higher N r , N d rapidly increases and the size of the dictionary becomes intractable. Therefore, choosing a reduced dictionary of combiners is necessary in some cases. This is an open problem that we do not consider in this paper. Similarly for A4, the set of feasible combiners is given by A 4 . The architecture imposes the constraint that only one combiner from each block in the dictionary can be selected.
VI. SIMULATIONS
In this section, we evaluate the performance of the proposed algorithms for channel estimation and combiner optimization. First, we provide results on mean squared error of the proposed channel estimators. Second, we provide results on achievable spectral efficiency. We evaluate the trade-off achievable spectral efficiency-power consumption with each hybrid architecture considering the power consumption model in Section III. Table 3 contains a summary of the channel estimation and hybrid combining algorithms that can be used for each proposed architecture.
A. CHANNEL ESTIMATION
First, we evaluate the channel estimation performance using the proposed compressed sensing based channel estimation approach and the least squares solution. We use the normalized mean square error as the performance metric In the first experiment, we compare the proposed compressed sensing based approach and least squares with two beam scanning techniques: an exhaustive search training algorithm and the adaptive compressed sensing approach in [27] , both assuming a hybrid architecture based on phased shifters. Although beam training algorithms are used to design implicitly the precoders and combiners, both strategies can be employed to obtain an estimate of the channel explicitly by estimating the K dominant paths and their associated AoAs/AoDs and path gain [27] . Exhaustive search sounds the channel using high resolution beams testing all possible combinations from codebooks of resolutions G t , G r . Therefore, G r × G t measurements are needed to estimate the channel, which results in G r × G t /L r training steps if L r RF chains are used simultaneously at the receiver. The method in [27] is a beam training process that involves adaptive measurements over a multiresolution dictionary reducing the training overhead with respect to exhaustive search. The algorithm estimates the parameters (AoA/AoD and path gain) of one path per iteration after subtracting the contribution of the previously estimated paths. To estimate the parameters of each path, an adaptive search over the AoA/AoD is performed starting with wide beams in the early stages and narrowing the search based on the estimation outputs in the later stages to focus only on the most promising directions. One drawback of the adaptive scheme is the need for a feedback link between the transmitter and receiver. The required number of training steps to estimate the channel depend on the number of dominant paths K . Considering K = 4 paths, L r = 4 RF chains, and a possible choice for the grid resolution G r = G t = 64 [27] , the number of required training steps purpose we consider the same number of training steps and grid resolution for the proposed CS and LS schemes, which results in 256 × L r = 1024 measurements. In this case, the training sequences for OMP are designed as pseudorandom vectors with entries {±1, ±j}. For LS, the training sequences P and Q are designed to provide orthogonality. Fig. 6 shows the NMSE obtained with OMP and LS together with exhaustive search and adaptive CS for different SNR values. In Fig. 6a , OMP achieves similar performance to that obtained with exhaustive search. Overall these strategies achieve around 5 dB improvement with respect to the adaptive CS approach. The worst performance is obtained with LS, with a big gap with respect to the other methods. When the unquantized cluster channel model is considered, the results are different, as it can be seen in Fig. 6b . While LS provides the same NMSE, the performance of the other approaches rapidly degrades. Besides, the NSME of the adaptive CS and exhaustive search approach do not scale well with the SNR. The error comes from two facts: i) the AoA/AoD of the dominant paths do not lie exactly on the grid associated with the beamformers in the codebook, ii) the rank of the channel is higher than the number of discovered dominant paths K . The way to improve the estimation of the adaptive CS is to increase the number of paths the algorithm is looking for, K , which implies an increase in the number of training steps LK 2 LK L r log L G r K . Selecting an optimal K for the adaptive CS and exhaustive search is another open problem. The performance of OMP also degrades with respect to the simple channel model. However, the automatic stop criterion based on the residual error, allows the algorithm to look for a higher number of nonzero elements in the virtual channel model while keeping the solution sparse. That results in a reasonable NMSE over the whole SNR range.
B. SPECTRAL EFFICIENCY WITH UNCONSTRAINED PRECODING/COMBINING AND ESTIMATED CHANNELS
The NMSE does not directly reflect the impact of the estimation error on the achievable spectral efficiency, which is the final aim. To analyze that, we compute the theoretical spectral efficiency achievable with the estimated channel state information. We consider equal power allocation and a fixed number of data streams N s = L r = 4. Here, we are interested in the theoretical bound without taking into account the constraints introduced by the hybrid architectures in the precoding/combining design. Therefore, the optimal precoder and combiner are designed as the N s main singular vectors of the singular value decomposition of the estimated channel. Fig. 7 shows the achievable spectral efficiency for each channel model.
The main motivation of the compressed sensing based approach is to reduce the number of training overhead needed to obtain a good estimation of the channel. Fig. 8 shows the NMSE obtained with OMP and LS in terms of the number of training steps. The architectures A1 and A5 are considered for the BS and A5 for the MS. In this case, we consider grid resolutions G t = 64 and G r = 16, i.e. the virtual channel model, to evaluate the performance of the CS based approach with the proposed deterministic training sequences in addition to the random ones. The deterministic designs are described in Section III D for the single combiner (SC) and the multiple combiner (MC) model when the architecture A5 is considered at the BS and MS. The random sequences are generated as pseudorandom vectors with entries {±1, ±j} for A1, and binary pseudorandom vectors with exactly a one and zeros elsewhere for A5. The training sequences for LS are designed to satisfy the orthogonality condition. Fig. 8 and Fig. 9 show the NMSE and achievable spectral efficiencies with the proposed channel estimation strategies VOLUME 4, 2016 in terms of the training steps for SNR = 0 dB. The results in Fig. 8a and Fig. 9a show a big gap between OMP and LS. With the sparse recovery approach, only 75 training steps are required to obtain an NMSE ≈ −15 dB and near optimal spectral efficiency. When considering the unquantized clustered channel model, Fig. 8b and Fig. 9b , the reconstruction is worse and the gap between OMP and LS decreases. The support of the solution can not be recovered perfectly due to the high noise power and not sufficient sparsity, and a higher number of measurements is required to obtain a good reconstruction. Aside the perfect recovery conditions based on the coherence, recent results [91] show that unit norm tight frames minimize the mean squared error (MSE) over all sparsity levels using the standard sparse recovery algorithms. This fact explains the small gap between the random and deterministic designs when sparsity is not sufficient, in the presence of noise. Although the deterministic design enjoys low mutual coherence, both designs produce tight measurement matrices that perform similarly in the MSE sense in this regime.
Among all the channel estimation methods summarized in Table 3 , explicit channel estimation with OMP plus hybrid combining design with SOMP or HAS is preferable for any architecture. That combination provides the highest spectral efficiency with lowest training overhead for the whole SNR range. The computational complexity, however, can be a major concern in a practical implementation. OMP requires solving a least squares problem in each iteration, which is the most complex step. Fast hardware implementations of OMP with low power consumption have been recently proposed [92] , [93] . Alternatively, exhaustive search is the less complex method but requires large training overhead, proportional to the number of antennas ∼ N t N r . Notice that when exhaustive search is used with the phase shifter architecture A1, the hybrid combiner can be designed implicitly by selecting the set of high resolution beams from the codebook, associated with the directions of the dominant paths in the channel. That avoids the explicit channel estimation and the use an optimization algorithm to design the hybrid combiner. Therefore, exhaustive search and beamtraining protocols are an interesting solution for phase shifter architectures when the large training overhead is not a concern. LS and adaptive CS are intermediate complexity solutions with intermediate performance. LS requires as much training overhead as ES, but provides lower performance in the low SNR regime. Adaptive CS reduces the training, but provides the worst spectral efficiencies. An additional drawback of the adaptive CS is the need of the feedback link between the receiver and transmitter.
C. SPECTRAL EFFICIENCY WITH HYBRID COMBINING
In this simulation, we evaluate the performance of each hybrid architecture in terms of the achievable spectral efficiency. We consider the same downlink MIMO channel with N t = 64 and N r = 16 antennas and the cluster channel model with N cl = 4 clusters and N ray = 6 per cluster. We assume perfect channel knowledge at the transmitter and the receiver. The BS is implemented with a full digital beamformer architecture with one RF chain per antenna. The unconstrained precoder is set to F = V L r , with V L r the main L r = N s eigenvectors of singular value decomposition of the channel H = U V * , and a diagonal matrix with the optimal power allocation across streams given by waterfilling.
We analyze the achievable spectral efficiency of each hybrid architecture deployed at the receiver side. The following hybrid combiner designs are applied. The sparse hybrid precoder algorithm [18] is used to design the hybrid combiner for A1, A2, A3, and A4 as described in Section V. For the hybrid antenna selection architectures, A5 and A6, we compute the achievable spectral efficiency of the system with the incremental algorithm 1. VOLUME 4, 2016 FIGURE 11. Bit rate vs power consumption of the receiver considering a bandwidth of BW = 500 MHz and the system configuration in Fig. 10 . The bit rate is computed from the achievable spectral efficiency in Fig. 10 and the available bandwidth, while the power consumption from the respective number of RF chains and the developed power model. . 10 shows the spectral efficiency achieved with each architecture in terms of the number of RF chains with N s = L r data streams. Two different low signal-to-noise ratios are considered SNR = 0 dB and −10 dB, to account for the noise power due to different bandwidths. As expected, the hybrid architecture A1 achieves the highest spectral efficiency with a significant gap with respect to the others. Around L r = 6 RF chains are sufficient to achieve the capacity of the channel. Despite A6 has lower hardware complexity than A5, their performance almost overlaps, both achieving similar spectral efficiencies to those obtained with A2. The architectures based on antenna selection and combining, A3 and A4, do not result in a significant improvement with respect to simple hybrid antenna selection, A5 and A6. While A3 slightly outperforms A2, A5 and A6 for high number of RF chains, A4 provides the worst results. The reason of this bad performance is the specific combining algorithm used in these simulations. In fact, A4 is a more general architecture than A6, and it should achieve at least the same spectral efficiency. Designing near optimal precoding/combining algorithms for A2, A3 and A4 is still an open problem.
As we have seen, there is a big difference in terms of power consumption between receivers (see Fig. 3 ). Since power consumption is one of the main concerns in mmWave, it is interesting to analyze the spectral efficiencies for equal power consumption. We represent in Fig. 11 the achievable bit rate in terms of the power consumption of the RF circuit. The power consumptions are computed based on the number of RF chains and the power model in section III. The bit rate is determined from the computed spectral efficiencies and considering a bandwidth of BW = 500 MHz. For equal power consumption, hybrid antenna selection architectures A5 and A6 provide the highest bit rates, with a small gap with respect to architectures considering subsets of antennas, A2 and A4. Alternatively, the power consumption of A1 and A3 increases very rapidly with the number of RF chains, resulting in the most energy inefficient architectures.
VII. CONCLUSIONS
In this paper we analyzed the potential of six hybrid combining architectures for mmWave communications using phase shifters or switches as main building blocks in the analog processing stage. To complete our assessment, we developed new algorithms for channel estimation that work with all the architectures, and specific hybrid combining algorithms for the switch architecture. We investigated the trade-off of each architecture in terms of channel estimation performance, achievable spectral efficiencies, and power consumption.
The architectures based on phase shifters exploits the large antenna array gain achieving near optimal spectral efficiencies when the number of RF chains is comparable to the number of data streams. The receivers based on switches are low power and low complexity solutions, achieving a high reduction in the power consumption per RF chain. For equal power consumption, a higher number of RF chains can be used with switches, which results in an increased spectral efficiencies. Numerical results show that for equal power consumption, all the architectures provide close spectral efficiencies. Table 4 summarizes the observations for the different architectures when using the same number of RF chains, emphasizing the hardware complexity-and power consumption-spectral efficiency trade-offs. Simulations results show that similar channel reconstruction is achieved with all the architectures and comparable to that obtained by exhaustive search. A high number of RF chains in the mobile station reduce the number of needed training steps at expenses of increasing the power consumption of the circuit.
It is of interest to extend these results using a more complete system model, including impairments of mmWave devices like noise figure or insertion losses, which impact the actual SNR at the input of the digital combiner. A switchesbased hybrid architecture can also be considered for the transmitter, with the resulting joint selection of the subset of antennas at transmitter and receiver.
