The current study examines algorithmic approaches for the analysis of clinical and neuropsychological attributes in localization-related epilepsy (LRE), specifically, their impact in the selection of patients for surgical consideration. Both electrographic and imaging data are excluded here to concentrate upon the initial clinical presentation and the varied elements of the seizure history, ictal semiology, risk and seizure-precipitating factors and physical findings in addition to several features of the neuropsychological profile including various parameters of cognition and both speech and memory lateralization. The data was accrued in a database of temporal lobe epilepsy patients and accessible in the public domain (HBIDS). Six algorithms comprising feature selection, clustering and classification approaches were used. The Correlation-Based Feature Selection (CFS) and the Classifier Subset Evaluator (CSE) with the Genetic Algorithm (GA) search tool and ReliefF Attribute Evaluation approaches provided for feature selection, the Expectation Maximization (EM) Class Clustering and Incremental Conceptual Clustering (COBWEB) provided data clustering and the Multilayer Perceptron (MLP) Classifier was the classification tool at all stages of the study. The Engel Classification was used as an output of classifier for surgical success. Attributes demonstrating the highest correlation with outcome class and the least intercorrelation with each other, according to CFS, were selected. These were then ranked using ReliefF and the top rankings chosen. The best attribute combination for each cluster was found by the MLP. COBWEB provided the best results showing an association of 56% with Engel class. An algorithmic approach to the study of LRE is feasible with current findings supporting the need for correlative electrographic and imaging data and a greater archival population. 
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Introduction.
In the United States alone, there are approximately 250,000 medically refractory (i.e., interactable) epileptic patients [1] . Previous studies on predictors of postoperative seizure freedom using multivariable analysis differ in both methodology and results and some of them include invasive tests or image modality data [2] [3] [4] [5] [6] [7] . Uijl et al. [8] proposed a model for prognosis after temporal lobe epilepsy surgery using a combination of predictors. The results of this study showed 85% seizure-free among the patients with a high probability of seizure freedom, and 40% seizurefree among the patients with a high risk of not becoming seizure-free. In another study, Antel et al. [9] predicted surgical outcome in temporal lobe epilepsy patients using MRI and MRSI. In the Antel study, 75% of the patients predicted to fall in Engel class 1 after surgery were really in class 1 but this result was obtained using the visual image data. In the present study, we have developed a new algorithm based on non-visual tests without using EEG phase II and inexpensive and available medical data to predict the surgery outcome. Consequently, there is a need to integrate the acquired multimodality data to obtain new effective features that can predict the surgery outcome. In addition, we need to use advanced computational methods for analysis of the data [10] . To this end, we use artificial intelligence and machine learning algorithms. Accuracy of machine learning algorithms in an application depends on several factors. One of the challenges is selection of the best subset of available features. To this end, redundant features may be detected and eliminated. This may lead to more accurate, more effective, and faster results. Another challenge is selection of the best clustering approach. Our raw data include 139 instances with 102 attributes. These attributes are composed of EEG analysis data based on well-defined standards, outcomes based on Engel classification, base tables (e.g., anti-epileptic drugs information, seizure descriptions, medical history), Neuropsychology, and WADA tests. The large number of attributes may have negative effects on the classification accuracy. Therefore, we find effective and useful attributes to make our classification simpler and more accurate. In next section, we explain the feature selection and attribute ranking algorithms as well as different clustering approaches combined with multilayer perceptron classifier to predict the outcome of epilepsy surgery based on Engel classification.
Material studied, methods, techniques
In the present study, we developed six different algorithms for the classification of epileptic patients and stored the results after classification. The main difference between these algorithms is their clustering approach. First, we used correlation based feature selection (CFS) to select effective attributes and eliminate irrelevant and redundant ones. Then, we used the ReliefF attribute evaluation method to evaluate and rank the attributes and eliminate the redundant ones. These feature selection approaches were used in all six algorithms. Afterwards, we used two kinds of clustering methods that can handle the number of clusters automatically. For algorithms 1 and 2, Expectation maximization class (EM) was used as the clustering method. For other four remaining algorithms, Incremental conceptual clustering (COBWEB) was used. The COBWEB stage 1 is used for algorithms 3 and 4 and the COBWEB stage 2 for algorithm 5 and 6. After clustering, we used the CFS again on each cluster. Next, we stored the classification results for each cluster in algorithms 1, 3 and 5 using Multilayer Perceptron Classifier (MLP). Then, another subset selection approach was used in algorithms 2, 4 and 6, and then the classification results stored using MLP. We compare the results of these classifications and select the best features for each cluster through combination of the results. All of the classification methods were evaluated using the leave one out method. The classification outputs were the Engel classifications of the patients. In this classification, the patients fall into one of the four classes (1-4) and also each class has four subclasses (A-D). Therefore, the patients were divided into 16 groups. Furthermore, because of the importance of determining the class 1 instances, we modified the outputs of instances in the training set as numeric values, 1 for class 1 and 2 for other classes and compared the results. Also, we defined a parameter called precision rate that indicates the number of correctly predicted class 1 instances divided by the number of all instances that the classifier predicted to fall in class 1.
Results
As mentioned, our raw data were composed of 139 instances with 101 attributes. The number of attributes was reduced to 63 using CFS. Also, after evaluation and ranking of the attributes, we eliminated 19 of them so that 44 attributes remained. For algorithm 1 and 2, we used EM clustering approach that distributed the instances among three clusters with 111, 12, and 16 members. The CFS was performed again on each cluster and the number of attributes including 23, 30, and 10 were selected for clusters 1, 2, and 3, respectively. The classification results of algorithm 1, based on the Leave One Out evaluation method, show that 47.48% of the Engel classes and 26.61% of both the Engel classes and subclasses are predicted correctly. For algorithm 2, we used CSE for each cluster and reduced the number of the selected attributes to 15, 7, and 7 for clusters 1, 2, and 3, respectively. According to classification results, 41% of the Engel classes and 22.3% of both of the Engel classes and subclasses were predicted correctly. For algorithms 3 to 6, we used the COBWEB method in order to perform a two-stages clustering. The COBWEB distributed the instances into three clusters at stage 1 with 21, 63, and 55 members, and seven clusters at stage 2 with 12, 9, 10, 32, 21, 29, and 26 members. In algorithm 3, after performing CFS for each cluster of COBWEB stage 1, 22 attributes for cluster 1, 11 attributes for cluster 2, and 10 attributes for cluster 3 were selected. By using the CSE on each cluster of COBWEB stage 1, 15 attributes for cluster 1, 9 attributes for cluster 2, and 9 attributes for cluster 3 were selected and used in algorithm 4. In a same process and with CFS, 10, 7, 9, 10, 13, 8, and 17 attributes were selected for clusters 4 to 7, in the algorithm 5. In addition, by using CFS and CSE, 7, 5, 6, 8, 8, 5, and 8 attributes were selected for clusters 4 to 7, in algorithm 6. According to the classification results, 56.11%, 51.08%, 43.89%, and 49.62% of Engel classes were correctly predicted in algorithms 3, 4, 5, and 6, respectively. Furthermore, 31.65%, 27.34%, 23.74%, and 29.63% of both Engel classes and subclasses were correctly predicted in algorithms 3 to 6, respectively. In order to improve the classification results and selection of the best attributes in each cluster, we investigated the results and selected the best features that come from the same kind of clustering. Therefore, we combined the algorithms 1 and 2. The features of clusters 1 and 2 were chosen from the algorithm 1 and the features of cluster 3 were chosen from the algorithm 2. The algorithms 3 and 4 consisted of the COBWEB Stage 1 clustering. However, according to the obtained results, the algorithm 3 had better results in each cluster. Therefore, we chose its selected features as the best ones. With respect to the COBWEB Stage 2 clustering approach and other results, the features for the clusters 4 to 9 were selected from the algorithm 5 and the features of cluster 10 were selected from the algorithm 6. The overall classification results after combination of the algorithms and choosing the best features shows that in the combined algorithms 1 and 2, algorithm 3, and the combined algorithms 5 and 6 , the correct prediction rates of the Engel classes are 49.64% , 56.11%, and 53,68%, respectively whereas, the correct prediction rates of the Engel classes and subclasses are 28.77%, 31.65%, and 31.62%, respectively. In the case of predicting class 1 instances using the same process of combining the best results of the algorithms that use the same kind of clustering, the following results were obtained. The combination of algorithms 1 and 2 gave 65.47% correct prediction rate with 72.36% precision. The comparison of algorithm 3 with algorithm 4 showed that algorithm 3 had more accurate results in all three clusters with 71.42% correct prediction rate and 70.58% precision rate. With the combination of algorithms 5 and 6, the rate of correct classification of class 1 instances was 70.73% with 74.35% precision rate. Note that algorithm 3 and combination of algorithms 5 and 6 give more than 70% correct classification for class 1 instances, with more than 70% precision.
Discussion
In the present study, we tried to propose several algorithms based on a combination of feature selection, clustering, and classification approaches in order to predict the final condition of the epileptic patients after surgery with respect to Engel Classification. A unique feature of this study is using inexpensive, available, non-invasive, and non-visual data that can be helpful for neurologists to choose the surgery candidates. One of the main and fundamental problems in medical data mining is shortage and limitation of the samples. We used a suitable and up to date multimodal epilepsy database for the project. Also, by using leave one out method, we used greatest possible set of samples during the simulation process to find effective attributes in each cluster and design more suitable MLP for them. However, since the data are inexpensive, most of them do not predict the correct outcome class. A combination of the attributes and their values in each cluster generate a better simulation and more reliable prediction of the outcome. It seems that the extended population size of the samples can lead to accuracy increase in the classification process. The results obtained in this study can be a start point to detect more valuable features for epilepsy and define an effective algorithm in order to predict the surgery outcome with inexpensive and non-invasive data. In real multimodal data where the first goal is to find more valuable features and select the best combination of them, just one feature selection method may not lead to the optimal results. In the present study, we used a combination of three types of attribute rankers and feature selectors in order to choose the best attributes. CFS selected the attributes with highest correlation with the Engle class and lowest correlation with other attributes. Then, Relief ranked the selected attributes and chose the best ones to decrease the attributes. Using the clustering approaches and the CFS again, the best features in the space of the new attributes were selected for each cluster. Among the proposed algorithms, the main differences are in the clustering methods and using the CSE in last step. The CSE has large amount of computations and its training in iterations is very time-consuming. Thus, to search the acceptable space using GA, we put it in the last ring of our algorithms chain. The results shown in Table 1 illustrate that CSE increases classification accuracy in some cases but decreases it in other cases. Therefore, the classification results are stored in two steps in each type of clustering before CSE and after CSE. It helps us to pick the best attributes combination for each cluster and design an MLP for them. The results show that COBWEB Stage 1 in algorithm 3 generates the best results (56.11% for Engel classes and 31.65% for Engel classes and subclasses) with a little difference to combination of the algorithms 5 and 6 that included in COBWEB Stage 2. In some clusters of COBWEB Stage 2, correct classification rate is more than that of algorithm 3. Superiority of using COBWEB Stage 1 in algorithm 3 is its higher number of samples in the clusters. Thus, it is probable that extension of the database can lead to more accurate results from COBWEB Stage 2. To predict the Engel class 1 cases, algorithm 3 with 71.42% of correct prediction had the best prediction rate and the combination of algorithms 5 and 6 with 70.73% of correct prediction rate had almost the same accuracy. However, a combination of algorithms 5 and 6 had better precision rate (74.35%) in comparison with algorithm 3 (70.58%). In conclusion, this paper showed the ability of surgery outcome prediction in the epileptic patients using inexpensive and available tests like EEG phase I, Neuropsychology, and WADA tests and base tables (e.g., anti-epileptic drugs information, seizure descriptions, and medical history).
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