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I. ABSTRACT 
A ~ethod is described for determining the phase velocity and interaction 
impedance of a traveling wave tube without the presence of an electron 
beam. It consists of perturbing a resonant helix and measuring the change 
in resonant frequency. A rod made of dielectric material ia inserted 
along the longitudinal axis of the tube to perturb the helix. The 
resultant downward shift in resonant frequencies is recorded. The rod is 
removed and a small ~etallic bead is pulled along the axis of the helix 
to measure the number of half wavelengths in the circuit (node number) 1 
at each resonant frequency. The resultant collection of perturbed and 
unperturbed frequencies, and node nu1bera provides sufficient data to 
calculate the phase velocity and interaction impedance, and therefore, 
the gain parameter parameter C. A theoretical analysis of the principles 
involved is developed showing how they are adapted to traveling wave 
tubes. Actual circuits are built and teated with a complete description 
provided of method of 1anufacture, electrical configuration, fixturing, 
and equipment required to carry out cold teat experiments. The 
experimental data is presented in a summarized fashion with examples of 
I 
computer generated data sets. The results are shown to agree with actual 
traveling wave tube gain measure1enta aa well as with the theoretical 
calculations provided herein. 
1 
II. INTRODUCTION 
In today'a field of radar acquisition and targeting, and electronic 
warfare, there is an increased need for larger operating bandwidtha. To 
meet this challenge, the newest generation of traveling wave tubes must 
be built to possess a dispersion curve that is esaentially flat over two 
octaves in frequency. To design a TWT to aeet this design goal, at least 
an estimate is needed of the velocity of the RF energy and of 
availability of the energy on the alow wave structure to the electron 
beam. The first atep in this evaluation is to determine the circuit 
1 
impedance, K. Thia parameter was originally employed by Pierce in hia 
analysia of traveling wave tubes to indicate the amount of coupling 
2 
between the electron beam and the RF wave. Subsequent literature has more 
or less standardized the nomenclature of K as the interaction impedance, 
defined as: 
K (2 .1) 
This equality states that the impedance is proportional to the square of 
the peak axial component of the electric field and inversely proportional 
to the I power of the RF wave which propagates down the structure at a 
phase velocity Vp and an angular frequency w . The ratio of 0 /AYi::, is 
defined as the axial propagation constant pn of the nth space harmonic of 
lJ , and power flow P: p (2.2) =w·1 
where w equals the energy per unit length and Vg is the group velocity. 
Group velocity is defined as the derivative of the phase velocity with 
respect to radian frequency: 
(2.3) 
2 
Now, if there exists an experimental method £or determining the phase 
velocity, peak £ield,and power, then the interaction impedance can be 
calculated. This is fundamental to the concept of evaluating the 
performance of the helical structure since the small signal gain in dB of 
the tube is approximately proportional to the cube root of the 
interaction impedance. 
1 
C3 = Io\< 
4 Va (2.4) 
C is Pierce's gain parameter, and Io and Vo are the beam current and beam 
voltage respectively. Then essentially C is equal to: 
C = .003Xv C, re LJ / T r n-, 1-::::,e.da. ,'JC. e 13 eu..,,,., T rr,? .ed c,_ nc e. (2.5) 
The gain of the helix is then readily obtained from the relationship: 
c.,.-A+BcN (2.6) 
where A is a factor which accounts for the fact that only a portion of 
the incident RF wave comprises the growing wave (launching lose). B ia 
Pierce's growth parameter and is given in terms of the real part of the 
"'3 propagation constant of the RF wave. For x = z:-- (growing wave) Bia: 
B :. (20) 2. f\J'.,/ID 9,oe = 5 4-. 5~ = 43.l (2. 7) 
The amplitude of Bis a function of the beam velocity, circuit loss, and 
apace charge. N is the length of the tube in guide wavelengths. The 
product of BCN is then the asymptotic gain, where BC is the asymptotic 
gain per guide wavelength. 
Typically, experimental methods for obtaining the circuit impedance 
are accomplished in the presence of an electron beam. The difficulties 
with these methods stem iainly from the fact that you have to build a 
tube. Also, once the tube is built, the RF circuit is unavailable for 
3 
further changes and innovations. Another method for determining the 
impedance involves experimental measurements of the 
perturbation in the resonant frequencies of the slow wave structure, 3 
described by Nalos. The principles involved here are those involving 4 
Slater's perturbation method applied to traveling wave tubes. This method 
is useful for a periodic structure which can be made resonant by shorting 
the ends of a helix circuit that is at least five wavelengths long. The 
purpose of this paper is to describe in detail this method and to provide 
experimental findings on actual circuits built and tested. A very useful 
biproduct of this method, which the underlying reason for using this 
method, is the phase and group velocities. In fact most of the emphasis 
of this paper will be placed upon the experimental results obtained from 
the phase velocity data. The investigation of the dispersion 
characteristics of various vane loaded structures is the desired goal of 
this paper. However, it is difficult to discuss design characteristics of 
a helix without considering the concepts surrounding circuit impedance 
and the circuit propagation constants. 
The perturbation technique aa applied to traveling wave tubes waa 
5 
described by Lagerstrom, and it will be his work that will be the 
foundation for this proJect. His technique may be divided into three 
parts: 
1. The introduction of a dielectric rod into a resonant slow wave 
structure to measure the resultant change in the resonant frequency . The 
resonant circuit takes the form of a helix shorted at both ends. Then a 
conducting bead ia introduced and ia pulled along the longitudinal axis 
of the structure. This determines the number of half wavelengths, n, and 
thus f~ From thia information phase and group velocities can be • 
calculated. 
4 
2. A calculation of the local field distribution caused by the 
presence of the dielectric rod, written as proportional to the original 
field strength. From this a relationship of the change in propagation 
constant is derived in terms of the original fields and the fields 
present in the dielectric rod < £or non-theta varying fields), 
3. The calculation of the value of the circuit impedance using the 
expressions derived in 1. and 2. 
The interaction impedance equation 2.1 ) involves only the 
longitudinal part of the electric field. By placing the perturbation 
along this axis of the helix, and by restricting it to a circular cross-
sectional geometry, it allows us to select non-theta varying apace 
harmonica. For traveling wave tubes, these fields are predominantly 
longitudinal near the axis. In addition, near the axis the field 
component with the desired velocity often dominates. 
In the presentation of the above Jentioned topics, consideration of 
pertinent theoretical aspects of electromagnetic fields will be developed 
for a sheath helix model ( chapter III ), Thia will act as a basis for 
the discussion of the effects of placing a uniform perturbation 
; 
symmetrically along the axis of the helix. Thia will lead into chapter 
IV which sets up the perturbation problem. Here we will look at the 
perturbation integral £or a general lossless periodic structure. Thia 
expression will relate the change in propagation constant to the 
perturbed and unperturbed fields, integrated over the perturbing volume. 
Then the manner in which a symmetric field is distorted by the axial 
dielectric rod will be investigated, using the sheath helix as our model. 
In the next section I will present an analysis of a uniform perturbation 
placed axially through the helix, and its resultant change in propagation 
5 
constant. This will assume a geometry that is symmetrical about the 
center of the helix and is non-varying in the angular direction. The 
subsequent section will extend this analysis to perturbations along s 
resonant structure. The resonant effect will be achieved by shorting both 
ends of the helix. The final perturbation expressions are obtained and 
equations for phase velocity and interaction impedance are obtained in 
terms of ieaaurable data taken from the cold tests. 
With the elemental equations in place to calculate phase velocity 
and interaction impedance from experimental data, the discussion will 
turn to the actual measurement technique developed in chapter IV. The 
discussion will start with the construction of the test circuit and a 
description of the teat fixturing, clamping, and metering equipment. The 
actual electrical parameters to be recorded will be discussed including 
the iethod to reduce the data into usable commodities through the use of 
a fortran computer program. Examples of what the experimental data 
resembles will be provided to give the reader a feel for the extent of 
the data needed to tabulate the phase velocity. 
Chapter VI provides an analysis of the phase velocity data and 
summarizes the effects of the vane loading on the dispersion 
characteristics of a particular helix geometry. The verification of this 
~ 
data will be provided by a comparison with operational tube data taken on 
a twt having the same helix configuration as the cold test circuit. 
Several appendices are provided to provide the reader with 
definitions of critical terms and to provide some of the mathematical 
derivations of the maJor solutions. Rather than provide rigorous 
mathematics in the text, more qualitative explanations will be provided 
instead. This will hopefully promote a more copious understanding of the 
aubJect matter. 
6 
III. REVIEW OF PERTINENT THEORETICAL RESULTS 
A. Fields of a Periodic Cylindrical Waveguide 
In order to understand wave propagation along a helix it WOij~d be 
appropriate to initially approach the problem in a very general way. In 
doing so I would first discuss a simpler type of transmission line, 
namely a cylindrical waveguide which is periodically loaded. Reference 
figure (3.1). It is assumed that no radial propagation occurs so that the 
waves iay propagate axially without attenuation. The characteristics of a 
periodically loaded waveguide are such that the structure is loaded the 
same at each period length L. Hence, the only difference in the field 
configurations between periods would be a phase shift. Thus the z-
component of the electric field can be written as follows: 
(3.1) 
The first term after the equal sign is taken to represent the sum of the 
Fourier amplitudes of all the apace harmonics. All the apace harmonics 
must exist simultaneously as opposed to an ordinary waveguide where an 
arbitrary field configuration can be represented by a sum of modes, each 
independently satisfying the boundary conditions. The fn term represents 
the axial propagation constant of the nth space harmonic, satisfying the 
eigenvalue equation: 
(3.2) 
where l is the radial constant and k is the free space propagation 
constant, defined as: 
(3.2a) 
and: (3.2b) 
Figure 3.1 
A Periodic Cylindrical Waveguide 
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Figure 3.2 
General Omega-Beta Diagram for 
a Periodically Loaded Structure 
R 
A convenient way of plotting this information is in the forr. of a 
Brillouin (~ -P) diagram. The Brillouin diagram for a periodic structure 
like the one discussed is shown in figure (3.2). Solid linea denote 
forward waves (ie: propagation in the positive 2-direction) and the 
dashed lines signify propagation in the negative 2-direction. All forward 
waves are those for which n>O. Backward waves are those for which n<O. 
These waves are defined in this nanner because the phase velocity and 
group velocities are defined as follows: 
L0 
p (3.3a) 
I 
(d(3/dw) (3.3b) 
Both these quantities are positive for n>O. For n<O, the phase and group 
velocities have opposite aigns, 
directions. 
and hence propagate in different 
As mentioned previously, no radial propagation is permitted. This 
requires that the radial fields must decay at a rate faster than 1/r, aa 
r approaches infinity. Since radial variations can be expressed aa Bessel 
functions in a cylindrical ayatem, equation (3.1) becomes: 
+oo 
~ (3.4) I\ 've -·znrr I; Iv ( YTJ r) eJ e J-c 2 
V) n = - oo 
" where Eo represents so~e constant. The equation assumes linear, 
homogeneous, isotropic media, and O < r < a. In this case, /n is real and 
positive. The velocity of the nth apace harmonic is given by the 
relation: 
(3.5) 
The interaction impedance from equation (2.1) can now be redefined for 
each space harmonic as: 
(3.6) 
P denotes the time average real power flowing in the mode of which this 
nth apace harmonic is a part. Notice from equation (3.5) that the phase 
velocity Vn is determined by the index n and is independent of 0 This 
is generally true if radial symmetry is assumed (ie: axis not skewed). 
Wave propagation along the helix of a traveling wave can be similar-
ly defined and analyzed aa a special case of the periodically loaded 
cylindrical waveguide. In a traveling wave tube, however, the apace 
harmonics of interest are assumed to be non-theta varying and that U = 0 
so that the radial variation of Ez ia the zero-order Bessel function. 
This can be validated conceptually because ~((,,r) is the only Bessel 
function with a finite value at the origin < on the axis). Hence, in the 
region near the axis it will predominate. When considering placing a 
dielectric along the axis ( as will be discussed in chapter IV), the rod 
will perturb mainly this part of the field. Therefore, the understanding 
of this field component is of the most interest. 
Wave propagation along the helix can be analyzed by considering 
another type of simplified model. Thia model neglects the effects of 
finite wire size, and also assumes no radial propagation. The sheath 
1,6,7 
helix model has been widely in the literature by Pierce and others, and 
will be the topic of the next section. 
10 
B. The Sheath Helix 
1. The Field Equations 
When contemplating a wire wound helix which haa a uniform circular 
coraa-section, the field equations can be written down. The procedure for 
doing so ia similar in nature to the periodically loaded cylindrical 
waveguide described in the last section. Unfortunately it has not been 
possible the resulting equations. Consequently, the traditional approach 
has been to replace the physical _helix with a model which will greatly 
simplify the problem, while retaining many of ita characteristics. The 
simplified model is so designed to yield a solution. The model is derived 
as follows: Suppose we have a single helix whose mean diameter ia 2a, 
pitch p, wire diameter d, and pitch angle 
""f' = cot-' z;o.... 
given by: 
(3.7) 
Reference figure (3.3). Now assume that another wire helix is wound on 
the same cylindrical radius, a, but slightly displaced in the z-direction 
on the axis) from the first. Then another wire is placed along side 
the second, and so on until the entire pitch is filled up. At this point 
we have a multiwire helix with finite wires. Now imagine that the wire 
thickness becomes infinitely small, allowing the current to be co~ducted 
only in in the direction of the wire. Further, allow the spacing between 
the wires to become infinitesimal so that the number of wires can become 
infinitely large. In the limit we have a sheet or "sheath" which can 
conduct current only in the wire direction. The model can now be 
visualized as an anisotropic conducting sheet wound on a circular mandrel 
of radius a, as shown in figure (3.4). Now appropriate solutions to 
Maxwell's equations can be choaen inside and outside the cylindrical 
sheet. The components of the electric field in the~ direction are made 
zero and those normal to the~ direction are made 
11 
p 
rz -
2a J_ 
Ft;:;ure 3.:3 
A Single Helix6 
Figure 3.4 1 A Helically Conducting Sheet 
12 
equal inside and outside. Commensurately, the tangential component of the 
magnetic field parallel to the conducting direction must be continuous 
across the cylinder, since there can be no current in the surface 
perpendicular to this direction. The following is a list of the field 
'wt 
components using a common amplitude factor (eJ assumed): 
Inside the Helix: ( 0 < r < a ) 
TM Waves 
TE Waves 
f" = - B Io ( r o.) _!__ I ( '( r-) e -jP 2 
<P T, ( y u.) cot Y- ' 
~r= ~ 4- Iclre-~ _1_ T,[rr-)e-jPi 
~ re T, ro.. co-1:"\jl" 
1-J _ --~ r Io(rc.) I I(or-)e-/r. ~ - J k p:; I, ( rcJ Cot 1f C 
Outside the Helix: ( a < r < b ) 
TM Waves 
TE Waves 
E =-8 Ll ·ru.) 1 k,Crr) e-J0 2 
¢ t:_
1
((6.) C.oi\f'. 
1-1 _ 8 Iol 1c..)_1_ k ( or) e -j~r. 
r - k k 
1 
( f c..) C,Ot: 't'° I 
I . B _r_ X,( ra_) I k [r, ) e-/3i I- i! = J k Po I<, , ( r~) Cot 1· 0 r 
13 
(3.8a) 
(3.8b) 
(3.8c) 
(3.8d) 
(3.8e) 
(3. 8£) 
(3.9a) 
(3.9b) 
(3.9C) 
(3.9d) 
(3.9e) 
(3. 9£) 
At this point it is useful to consider the implications of these 
equations. Since the structure has a symmetric cylindrical geometry it is 
expected that the solutions exist which have exponential dependence on z. 
These correspond to waves guided by the helix. Because of the uniformity 
of boundary conditions it is also expected that an infinite set of modes 
exist. Further, it can be anticipated, in view of the nature of the 
boundary conditions, that the solutions consist of a fflixture of TE and TM 
waves. That is to say the grouping of the field components into TE and TM 
waves is for mathematical convenienc,.e only. All six components will be 
required to satisfy the boundary conditions. 
2. Boundary Conditions 
In the previous section I briefly touched on the boundary conditions 
at r=a. Let the index "i" denote inside the helix and "o" denote outside 
the helix. 
. 
L 0 
Ell= (; = 0 II (3.10a) 
El= 0 E.1_ 
.l. 
(3.10b) 
l 0 
H II= H II (3.10c) 
Again, these equations assume that the conducting sheet is a perfect 
conductor and conducts only in the direction of the windings. These 
boundary conditions translated into cylindrical coordinates become: 
Et= 0 EC C" (3.lla) 
. 
l 0 
t:c/> E <J (3.llb) 
and at the interface: 
(3.llc) 
14 
Lastly: 
Equations (3.11a - 3.11d, with 3.8a - 3.8£) serve to determine Y in 
terms of the ratios of amplitudes of Bessel £unctions: 
(rlLJz ToC.ou.) l(o(oo.) 
T, C ra.) I<, ( oo..) 
15 
,/) 
I r 
(3.12) 
IV. FORMULATION OF THE PERTURBATION PROBLEM 
A. The Perturbation Integral of a General Lossless Periodic Structure 
The perturbation formula derived in this section provides a direct 
9 
approach to Kino's perturbation theory. This formula is derived in a 
similar fashion by Lagerstrom. The formula relates the change in 
propagation constant to the perturbed pnd unperturbed fields integrated 
over the perturbing volume. It involves only a single mode of 
propagation. We assume a loss free structure but Lagerstrom claims the 
formula should still be usable £or practical structures with small loss. 
The structure to be studied is of course periodic in the z-direction and 
capable of propagating time harmonic waves as before. 
The field quantities of a propagating mode of such a system Jay be 
expressed as in equations (3.1 ff) as the product of a £unction which is 
periodic in Lin the z-direction (axial), and a single exponential in z. 
The n ·)w't time dependence t is always understood to be included. Therefore 
we have: 
__.. •fl. l. 
f = t::T e-Jf'n (4.la) 
fl 
ET==~(tJ~/l) ·::. 2-i ;ql"\c~Jj)t;fn L) 
/ =D 
where 
H := H e.-/ {Jn t (4,lb) 
r 
() 
where Hr= Jl~JJJt=)=~ Bn(""I-J~J't;:+nL) 
J = J e -; ~ne (4.lc) 
T n 
J_ = ~ ( t ~ =c) -= ~ c,, Cit., ~/c +r) L) 
I J J J ."'-(., 
where 
and where p has the same frequency dependence as specified in equations 
(3.2a,b,c). Equations (4.la - 4.lc) are related by Maxwell's equations: 
(4.2a) 
16 
vxH (4.2b) 
where -"ir and t,.. can be functions 0£ all three spatial coordinates. 
If for any given fixed frequency w the fields are perturbed by the 
introduction of a dielectric or magnetic rod, the propagation constant r 
can be expected to be altered in such a way as to preserve the periodic 
system. Then the following new quantities can be written: 
I EI= ET/ e - j f->n ~ (4.3a) 
(4.3b) 
-l. 
J' (4.3c) 
I c::. I 
with new "'4r and c.. 
r 
All pri~ed quantities represent the perturbed 
condition. 
If we consider a special application of the reciprocity theorem, we 
can think of J and J' as two sources. In a general sense the reciprocity 
theorem would relate the response at the first source due to the second, 
to the second source due to the first But of instead of developing an 
equation that resembles -V· <Ex H') as would be done in the general 
sense, a linear combination 0£ cross products is used to produc~ two 
pseudo Poynting'a vector quantities: 
< 4. 4 > 
Using the following identity, we can simplify the relationship: 
"v· (Ax B) = B·'vxA - A·'vx B 
A volume integral of equation (4.4) may then be converted to a closed 
surface integral using the mathematics covered in the texts of Harrington 
10, 11 
and Rowe. The end result will be to relate the measurable change in p 
as a function of the perturbed and unperturbed fields: 
17 
j A~()= +IPL L { j~[ ( ~,'- 1 )-'to u: 1{ +-(f'-1).:. i;:; r;J }dv (4.5) 
4PL=[ [1?/x where: 1-l +EX 1-1-.t<J·a. JV J T T T e !j<< I 
The expansion of equation (4.4) into the resulting volume integral of 
equation (4.5) is presented in Appendix A. Equation (4.5) needs only to 
I be evaluated over the volume of the perturbing rod since the ( .-lj- / )and 
I 
the ( f - I ) terms are zero everywhere else, hence the entire integral is 
zero elsewhere. 
What remains now to be done is to evaluate equation (4.5) for the 
practical situation of a dielectric rod used as a perturbing rod in the 
helix. A depiction of this geometry is shown in figure (4.1). Region I is 
the interior of the helix, and region II is the dielectric rod. This 
figure will be referenced again later. 
18 
I 
Figure 4.1 
Dielectric Perturbing Rod on the 
Axis of the Sheath Helix 
19 
I 
: ! 
B. Local Fielde Around a Dielectric Perturbing Rod 
9 5, 12 
Kina and others find it convenient to treat discontinuities in 
coaxial structures by matching radial admittances and admittance 
functions as opposed to simply matching field components. This type of 
analysis tend to lend itself nicely to a helical structure into which a 
dielectric perturbing rod ia inserted. Therefore a uniform axial 
perturbation caused by the placement of a dielectric rod on axis in a 
non-theta varying electric field, can be treated as changes in the radial 
admittance functions at the rod surface. For TM fields the admittance is 
defined as: 
y 
(from equation 3.8) 
For TE fields, the impedance is: 
1 k ro II ( r () Y- I 0 (rr) 
< 
where : k=w~J~ 
(from equation 3.9) 
(4.6b) 
The separation of the bracketed terms in equation (4.6) is artificial and 
is a normalization chosen by Lagerstrom. The bracketed term was chosen 
for its property that is approaches unity for fr leas than 0.5 (ie:or 
small ), thereby making the analysis for small perturbing rods easier to 
handle. < The premise that the perturbing rod be small is a central issue 
to the entire perturbing analysis, and will be addressed again later.) 
Therefore Lagerstrom defines the following: 
(4.7a) 
and 
(4.7b) 
The latter function is an arbitrary selection which will show its 
utility in the development of the local field expressions. A plot of the 
impedance functions V( 1r) and U< (f") is shown in figures (4.2) and 
(4.3). Notice that in using this approach the actual values £or the 
constants in equations (3.8) and (3.9) are not required. The constant B 
is usually calculated by applying the boundary conditions. Therefore, for 
this analysis, the actual boundary conditions will not be evaluated. The 
solutions obtained next will apply directly to the sheath helix model 
developed previously, and the TE and TM parts of the wave will be treated 
separately. Then, rewriting equations (3.8) and (3.9): 
TM: (4.8a) 
(4.8b) 
TE: (4.9a) 
where: 
For the propagating slow waves of interest f will always be greater than 
k, and O will always be real and positive. 
For the unperturbed case the region inside the helix ( r < a as 
shown in figure (4.1) ia homogeneous and source free. Therefore for this 
region: 
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[e = A I 0 (Yr) 
Er= j7AI1 (tr) 
(4.10a) 
<4.lOb> 
,o-"u..c:_ =--===·c,:t==-_=-::-r_. =--=-C':'.•~"'L= __,.,. __ -r=,=i=-C-::-~::"'1-""' __ =r:c:=""··=-g:=·=;:,---~==--:T-=_::r_ ·==:...,.._ ~--r:-1· -:::,~===~~-=;:,,r~=-_c:.='-~-,:::_r=_c--._=-:,J=· =-:r:_ ==::-:§=_ ""-,--::==i"'··= ___ :r: __ ""_:,=-_,--_=_= _ = __ ,.,,_ -=~ 
~t ::-··1,.--=~=E§§-~-==- ~ =3=:J · [~r·,-:.: 
-:t : =- .::::·~ ~r-;;;;. - . - · _:::: :· -_;;;~ =i'- ='~ =Y 
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Figure 4.2 
Radial Impedance Function U((b) 
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Radial Impedance Function v(Yb) 
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1-\ e = C T 0 ( tr ) 
E ¢ = - s r,y k C I I ( r r ) 
(4.10c) 
(4.10d) 
The constants A and C are chosen arbitrarily to facilitate the 
derivation. Notice that at r = 0, Io< rr) = 1 (ie: on the axis). 
Therefore the coefficients A and Care simply the magnitudes of the 
longitudinal electric and Jagnetic fields on the axis: 
(4.11) 
When I the dielectric rod of radius band permittivity£' is inserted into 
the interior region of the helix a new boundary condition is imposed in 
the circuit. The new field solutions become: 
Region I 
(b<r<a) 
where: 
Region II 
<O<r<b) 
(4.12a) 
(4.12b) 
(4.12c) 
E ._t I\ T (('r) <4.12d> 
rli = J Y' H.:u:: ~, 
where: 1,'- = p'Z._ k(Z.. j k'2=w'"---<1c,f 1£0 = -c::'k2. 
For the perturbed case the constants are: 
A-4- :::::. E"-=c-~ (o) } (4 .13) C1r - l-J~z (o) -
At the interface <r = b) the normal D field and tangential field must be 
continuous: 
E~I lb) - E~.:u: Lb! 
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Now substituting equations (4.11) and (4.12) into (4.14) and eliminating 
the Bx term, we obtain the ratio of Arr /AI 
(4.15) 
( Using the Wronskian identity: I 1 <x>K 0 <x> + I0 <x>K 1 (x) = 1/x ) 
Now using the results of equations (4.14), (4.12), and (4.11) we can 
write a ratio of the radially "reflected" and "incident" fields. 
Let: l?'t:r..lb) r~JI. _ 
E~1 Lb) ,nc.. 
4~roC(b)_ I 
A-IT
0
(Yb) (4.16) 
In the same manner in which equation (4.15) was obtained for the TM case, 
similar relations can be obtained for the TE case. This is accomplished 
by imposing the analogous boundary conditions at r = b. That is, the 
tangential electric and magnetic fields aust be continuous across the 
interface. This yields the corresponding equations: 
and the ratio of "reflected" and "incident" fields is: 
w~I(b) ret-\. 
w~~ l.b) lf'\C, 
])I: ko (. Qh) _ 
C1:T0 (rb) 
c:q: I, (r'b) _ 
1 C..:r T, L YI,) 
(4.17) 
(4.18) 
A solution has been obtained, then, for the fields inside the helix for 
the perturbed sheath helix model in terms of constants Ax, and CI. In the 
purest sense the complete solution should also consist of fields in the 
region external to the helix, also written in terms of two constants. 
Together these four constants can be eliminated when applying the 
boundary conditions at the helix interface, and thereby obtaining a new 
determinantal equation. However, in keeping with this purposeful idea of 
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keeping the change in the propagation constant very small it would 
suggest that we need go no further in the solution. Instead let us take 
the "incident" fields to be simply the original fields at the helix, and 
the perturbed and unperturbed values of and to be approximately 
equal. 
A - A (~ r' 
.I. -
Cx. = C. (3 ~ 0' (4.19) 
Now, using equations (4.15), (4.17), and (4.19) we can define correction 
factors which represent second order effects not provided for in the 
first order perturbation theory. It allows us to perhaps refine our 
definition of "small" changes in p by providing a way of optimizing the 
cold test measurements. The correction factors are mathematically defined 
as the ratio of the magnitudes of the electric and magnetic fields 
respectively on the axis, before and after the perturbation. They are: 
('- ft;y:lo),,.., Au: I 
I ""' Ax ( rb)[r0 ('r1b) k 1(Yb) + f:'f.-1-.L(b) k0 (rb)] E~o) 
\.4-:n/o) G: I (4.20) 
r4 = µ=re (o) '?c LI ( rb)[I
0 
(o'b) k,(rb) +f, T, ( r'b) K:,(JW] 
The nonsequential subscripts facilitate subsequent derivations. By using 
the radial impedance functions defined in equations (4.7) we can simplify 
the equations in (4.20), giving: 
";:)\ I 0 (r b ) 
I le (r'b) 
Io(. ob) 
Ic ltb) 
with the clarification that: 
V' 
• 
0 
\+6-'V 1-V 
u 
I+ V'-V u 
(4.21) 
(4.21a) 
We have reached the point where we can now attach some physical 
significance to these equations. When considering non-theta varying TM 
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fields inside the helix we can visualize what occurs at the instant the 
dielectric rod is inserted in the helix. The radial impedance of the 
incident or original field is mismatched at the surface of the 
dielectric. In order to rematch the boundary conditions an additional 
field is required which we called the reflected ( or induced ) field. 
With the rod forming this discontinuity, the axial and radial electric 
field will decay away from the rod surface, varying as K0 ( ~r) and 
K,<Yr) respectively for b < r < a. There will also be a commensurate 
radial variation inside the dielectric rod to satisfy the new boundary 
conditions. The net effect upon Ez on the axis is seen as a decrease in 
magnitude. This is the effect pl evaluates. Similarly the same effect can 
be described for the TE portion of the wave; but as can be seen from the 
mathematics, the magnitude of the discontinuity caused by the insertion 
of the dielectric rod will be appreciably less. This can be explained 
conceptually because Ht , He, and Hr are all continuous through the 
dielectric boundary. These field components do not really notice the 
change in the dielectric constant, and consequently give appreciably leas 
reflection from the surface of the dielectric rod. 
At this point, we have enough information to evaluate the expression 
for A~ , by using equation (4.5) along with the solutions to the local 
fields. This is the subJect of the next section. 
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C. Perturbation of a Non-theta Varying Space Harmonic of a Helical 
Structure Using a Dielectric Rod 
In equation (4.5) I showed that the change in the propagation 
constant is a result of the perturbation of all the space harmonics of 
the total field in the region of the perturbation. Using our sheath helix 
model and its assumed symmetry, and the assumption that the fields have 
no angular dependence, we can concentrate our analysis on the electric 
field. For as will be seen later, the contribution to the~f from the H 
field components is negligible compared to the contributions of the E 
field components. Therefore, considering the electric field contribution 
of equation (4.5), the perturbation expression becomes: 
b 
Ll~ c 2.'• Wfo ( £1- I ) fr [ ( l r) r:[r)-1- E'r( r) E/(r) t- ~Lr)bjrJJ c4 •22 l 
0 
In this equation, the integration over and z have already been 
accomplished. From equations (4.10 - 4.13) we can evaluate the integral 
in a straight forward fashion: 
E~lo) E:co)[ T
0
lt 1r)Ic ( Yr) +-
-ti T t v'r)T (Yr).] Yr' ~,Lo -, 
Now defining the two other correction factors as: 
['z_ = ~ j~I
0 
[Y 1r)T
0
l\"r)dr 
0 
f:, " ~.fr r, l r'r )I, ( Yr )d, 
t) 
which may be integrated and regrouped into the following form 
(4.23) 
(4.24) 
(4.26) 
The previous two equations may be rewritten in a another form which is in 
keeping with the notation of the radial impedance function in equation 
(4.7). 
I 
1' ,_ or ol n, ) T) r \) [ v ' - ( f )' ~ ,= : J (4.27) 
(4.28) f3 = ll' I 0 (Yb) To(r'b) [ V'; V J (31. f - I 
Therefore the complete perturbation expression for the electric field 
components using equations (4.20), (4.23), and (2.24) ia: 
(4.29) 
For further simplicity we can lump factors together as Pe: 
p, -z. · I I}· [ Yb) f e.. t:= f\ ( (\_ +-~ p 3 ) ::; z: t_ I , _I +-' _ 
~ 9 U f.'V '-V 
(4.30) 
In a similar derivation, the perturbation expression in terms of the H 
field components can be analyzed yielding a similar expression to 
equation 4.30). 
(4.31) 
£'- I -'-+ __ I__ 
U V'-V 
The entire perturbation formula can now be put together in terms of E and 
H fields present on the axis, and the correction factors Pe and Ph. 
The key to the perturbation experiment will lie in the physical 
interpretation of equation (4.32). It is clear that a change in caused 
by the insertion of the dielectric rod on the axis is determined by the 
strength of both the E and H fields present on the axis of the 
unperturbed structure. However, as the radius of the rod, b, approaches 
zero, the magnetic field portion of the expression will vanish quicker 
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than the electric field portion. 
as < Kb> ------> 0 
Pl ------> 1 
P2 ------> 1 
P3 ------> 0 
P4 ------> 1 
80 that: 
Pe ------> 1 
(4.33) 
Ph ------> 0 
Rearranging the terms in equation (4. 32) we can evaluate the interaction 
directly: 
where: f = \/ .J-10 
D fo 
E_:~o) E::; {_o) 
zr2. p 
'-( 7") 
Lof c.~ 1-1) ~)r-1'2. 
~ f 6(3) 
- 2-LLT 
If k f }, z ( €. '- I ) (4.34) 
as < ¥ b) ------> 0 
Then, as can be readily shown, the ratio of Ph/Pe is small if and only if 
we keep the radius, b, small. If that is indeed the case, then we can 
surely neglect the contribution of the H field. Assume, then, that: 
J1 <. < I fe 
our final perturbation formula becomes: 2 
[-llo) E~LcJ);\ _ ~ ~o ( ~ )- ~-t- (f )f J_ )l~) 0 
2.f'P - 11- [kb)[fb)l£~•)fe'- f3 -" o k lp r-> 
I 
(4.35) 
This equation is Lagerstrom's final expression that will be used in the 
cold test experiments. Consideration of the factor Pe can help determine 
I if there is a value of b or t which will maximize Pe. 
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D. Perturbation of a Resonated Helix Circuit 
In this section we will discuss the perturbation equations as they relate 
to the circuit configuration used in the actual experiments. A uniform 
dielectric rod is used to perturb a section of helix that has become 
resonant by placing a shorting plane at both ends of the helix. 
Measurements on this type of structure and other resonant cavities have 
been discussed in the literature more often than on unresonated 
structures. However, the use of a uniform dielectric rod as a perturbing 
device has been treated sparingly in the literature. Measurements of this 
type have previously only been done using the relations provided by Kine, 
13 
and Lagerstrom. P. Ne Isaac has also used this technique but with larger 
structures, and at ~uch lower frequencies. Consequently little has been 
done in the I-J band. 
1. Interaction Impedance Relation 
Consider first a single traveling wave on the helix. The insertion 
of the perturbing rod causes the propagation constant to change by an 
amount (A.~), t.J = canst., as given in equation (4.32), 
I 
the frequency of excitation so as to Just bring f back 
Let us now change 
I 
to its original 
value. For small increments in~w, a one term Taylor expansion yields 
the change in propagation constant as: 
(4.36) 
The coefficient cJr !dw is by definition the reciprocal of the 0roup 
velocity 1/Vg so that the incremental change is given by: 
(4.37) 
where Vp is the (fundamental) phase velocity. Now if we choose ~w to be 
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Just sufficient to bring the propagation constant back to its original 
value before the rod was inserted, we would require: 
(!2..) +(*) -= 0 f w:: C.clnsr. 0 t.Li.'l -
4w - - Al: l ~) 
Lu - ~ (3 w::.eon .. ,. Therefore: (4.38) 
Resonated lengths of transmission line are commonly considered in 
J 
terms of two waves traveling in opposite directions on the line. 
Resonance occurs when the (3 is such that the sum of the two waves can 
meet the boundary conditions at the two shorting planes simultaneously, 
Naturally, the frequency at which these values of r occur are the 
resonant frequencies. A plot of the resonances of a test helix will be 
shown later in chapter V. Strictly speaking, the value of Vg is actually" 
the group velocity of the perturbed structure. However, to a first order 
approximation we can and will use-it as the value for the unperturbed 
structure. Equation (4.38) may be combined now with equation (4.35). For 
I 
a dielectric rod of radius, b, and dielectric constant,£ ,we have: 
KC0 )= ~Lo) E1Lo) 7- 1 c ( )L l' n"~) I z. p 2. i=s : - h O '9 ] w ( d'"bY°U-~ 1) r"e. (4.39) 
where: c- I /l:=ff i 
- 'V ~1ofc c) tc 
It ia interesting to note for values of Pe-----> 1, this expression 
agrees identical! y with Nalos' expression for an unresonated structure, 
but substituting a dielectric rod for his metallic button, and assuming a 
uniform field. 
--
2. Determination of Propagation Constants and Phase Velocity 
It is useful to first have an understanding of how UC!~) and verb> behave 
as a function of < fb ). Graphs of these two functions were shown 
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previoualy in figures (4.2) and (4.3). Also, in order to give an idea of 
the relative effectiveness of various perturbing rods on a structure, 
2. I 
figure (4.4) shows the function ( r1, ( £ - l>Pe vs. ((b>. This function 
is proportional to the percentage change in propagation constant at a 
given frequency, ie., K<O>, k, f, and r fixed. The parameter (E 1 V1 - V> 
may be taken to be simply the change in relative dielectric constant. 
Therefore Lagerstrom makes the following approximation for (b ) <0. 7, 
which buys him some amount of error, which may be as high as 2-3~. 
(c.'v'-v) = ( c'-1) +or \ r'b I ) (_ rb) zo. 1 
'. 
In the linear regions of these curves, for small rb < where .05<<Yb><.5 
I I f I 
and small ( £ V - V), (£ V - V<lO), Pe -----> 1, so that: 
(4.40) 
perturbation expression: 
(1) (4.41) 
given by Lagerstrom. 
The nature of Pe can be aore clearly seen in figure (4.5) where 
the term C 'f.' - 1) Pe is plotted against C d"b). In this form, Pe may be 
thought of as a correction to the incremental change in dielectric 
constant for the perturbation, so that Pe< £ 1 - 1) gives the effective 
increment for use in the first order formula given in equation (4.41). 
Appendix B gives the mathematical Justification for the selection of 
dimensions chosen for the cold test experiments as an example of the use 
of figures (4.4) and (4.5) to determine the rod radius and significance 
of the choice of dielectric material. In the appendix, the initial 
estimate of circuit parameters K, Vp/c, and ya are derived from a small 
signal analysis computer program based on Pierce's equations. 
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3 5 
,Knowing the approximate values of these factors, an initial guess of the 
quantity < rb >1. < f. 1 - l>Pe can be calculated from equation (4.35). This is 
assuming that < r/r /~ 1, and that (ll(3/(1 > is very small < I chose .01 as 
my standard experimental value). The term (r/k) can be evaluated from 
the relationships: w fJ: :: p (3 ) 
k, 
- p V-10~ 
ck 
- p 
Nf,/c. = k /(3 
J C. = 
'\}Ao~o 
1 
Since the quantity Vp/c is part of the input data set, the quantity 
is simply its inverse. 
1 I I Evaluating £ V - V~ ~ - 1 by choosing a 
particular dielectric material, we can enter the graph in figure (4.4) 
and obtain an initial value for <ab>. We can verify this result by 
going into figure (4.5) to obtain a value for < £ 1 - l)Pe and comparing it 
to the quotient of the results obtained in equation (4.35) and the value 
of ( (b> obtained in figure (4.4). All that is left is to calculate b 
from knowing < rcL) from the input data set. 
Phase velocity is measured as a biproduct of this experimental 
procedure. At every resonant frequency ( unperturbed ), the guide 
wavelength can readily ( but carefully ) measured. From this information, 
I 
phase velocity is calculated for each resonant frequency using the 
following relation: 
(4.42) 
where fr is the resonant unperturbed frequency, and i\~ is the guide 
wavelen'g~. The wavelength 
wavelength\ nodes along the 
is ascertained by counting the number 0£ half 
structure. This is accomplished by pulling a 
small metallic bead through the longitudinal axis of the helix, while 
monitoring the resultant RF output power. The actual technique will be 
discussed in the following chapter. The number of nodes is equal to: 
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N-= -z..x(_J_) \ (4.43) 
where l is the resonant length of the circuit. The phase velocity now 
becomes: 
!u" -f - (4.44) N 
The next chapter will address the actual circuit configuration and 
description of the cold test measurements. Included will be examples of 
pertinent data in order to attach a better physical significance to the 
relationships developed in the previous section. 
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V. MEASUREMENT TECHNIQUE 
In the previous chapter the perturbation concepts were evaluated for 
our sheath helix model. In this chapter we will investigate how the 
actual helix circuit is built and terminated, and how RF power is coupled 
in and out. A fair amount of fixturing and clamps were required to the 
alignment of the perturbing obJects accurate with respect to the helix. 
These fixtures, too, will be described. Finally, an application of the 
equations described in chapter IV and a rationale for there use is 
provided in terms of perturbed and unperturbed frequencies. 
A. Construction of the Shorted Helix 
1. Circuit Configuration 
The choice of the circuit geometry £or this experiment was one of 
particular interest to the author, for it is a design baseline for a line 
of new high power I-J band pulsed traveling wave tubes currently under 
development by the author. It consists of a centerless ground tungsten 
tape helix, supported by "tee" shaped BeO rods, with "U" shaped loading 
vanes inserted over top of the support rods. Figure (5.1) shows a cross-
section of the helix "bundle". The helix circuit is assembled using a 
triangulation technique shown schematically in figure (5.2). This 
technique is widely used at ITT for the construction of TWT helix 
assemblies. The generalized method for construction consists of applying 
uniform pressure at three equally spaced locations around a metal barrel 
in order to temporarily deform it. This allows the helix bundle to be 
inserted without interference. After the helix assembly has been inserted 
into the barrel, the pressure is relieved and the barrel springs back to 
its original shape. The resulting finished assembly is tightly secured, 
highly durable, and capable of withstanding high "g" levels of shock. 
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The helix bundle is oriented so that the last turn of both sides of the 
helix is positioned under a fifty ohm coupling hole in the barrel. A 
longitudinal view of this assembly is shown in figure (5.3). The helix is 
shorted at both ends by spot welding tabs from the ends of the helix to 
the barrel. The holding and alignment fixtures that will be shown in 
section B also provide an effective shorting plane. 
2. Length and RF Coupling Considerations 
The RF circuit was accurately built with the length requirement of 
at least six guide wavelengths at the lowest frequency. The resulting 
structure was built 2.25 inches long. The criteria for selecting this 
length was baaed upon the small signal data obtained from the computer 
program shown in Appendix B. At 7.5 GHz the estimated normalized phase 
velocity was calculated to be .1992. The resultant number of guide 
wavelengths was determined to be seven. But as will be seen later from 
the example data, for this particular example, the number of wavelengths 
at 7.5 GHz came out to be eight. The difference is due primarily to the 
fact that the small signal analysis program does not take into 
consideration the loading effects of the added vanes, resulting in a 
lowering of the phase velocity. 
The RF energy is capacitively coupled to the helix using fifty ohm 
couplers that allow the mating to a standard SMA female connector. Cross-
sectional views of the RF window assembly and SMA connector assembly are 
shown in figures (5.4) and (5.5) respectively. The entire assembly is 
shown in figure (5.6). As will be shown later, the total antenna coupling 
assembly screws into the helix holding fixture and allows vertical travel 
to adJust the amount of coupling to the helix. 
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Figure 5.6 
Antenna Assembly 
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B. Cold Test Fixtures and Equipment 
As was briefly discussed in section A a holding fixture was designed 
to act as the primary support for the helix circuit. In addition, it also 
serves as part of the shorting plane. The fixture was made out of brass 
and silver plated to assure good electrical conductivity. Also RF antenna 
alignment and positioning of the perturbing devices is accomplished using 
this fixture. The fixture is placed over both ends of the helix circuit 
and is comprised of two sections shown in figure (5.7). The outer portion 
~ 
of the fixture is designed for self alignment of the perturbing rod into 
the helix. A cradle assembly with clamps was designed to house the entire 
test circuit and to aaintain its rigidity. These pieces are shown in 
figure (5.8). Figure (5.9) shows a complete mechanical layout of the test 
circuit in its holding fixture. As shown, silver pai:> is applied at the 
helix barrel - holding fixture interface to promote good electrical 
contact. The final fixture required for the accomplishment of the 
experimental procedure is a pulley system which will allow the metallic 
bead to travel through the helix, under tension to keep the bead on the 
longitudinal axis of the helix. The vehicle of travel for the bead is a 
piece of nylon fishing line sized at half the diameter of the perturbing 
rod. A photograph of the complete test system is shown in figure (5.10). 
The test equipment required for the accomplishment of all the 
testing is shown in figure (5.11), The synthesizer acts as a very stable 
programmable RF source capable of manual or automatic sweep. The strip 
chart recorder is used to record the number of nodes at each resonant 
frequency. An isolator is used to prevent oscillations from returning 
into the RF source. A photograph of the equipment setup is shown in 
figure (5.12). 
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Fiqure 5.12 
Test Equipment 
C. Description of the Measurement 
1. Definition of Experimental Data Requirements 
The measurement procedure consists essentially of steps tests that 
need to be accomplished for each resonant frequency encountered over the 
band to be investigated. These steps are as follows: 
1. Accurately measure the resonant unperturbed frequency. 
2. Insert the dielectric rod and accurately measure the perturbed 
frequency. 
3. Pull a metallic bead through the helix and count the number of 
half wavelengths. 
This naturally was not the order of operations actually accomplished. To 
minimize constant reconfiguring the test circuit all resonant frequencies 
were first located and recorded over the band of 6 - 18 GHz. Next a 
.0095±,0002 diameter BeO rod was inserted into the helix on axis. The net 
effect of placing this dielectric rod inside the helix was a downward 
shift in the resonant frequency. In all further discussions, the shifted 
frequency will be referred to as the perturbed frequency, and abbreviated 
as Pf(J), The corresponding resonant frequency measured without the 
dielectric rod present will hence forth be referred to as the unperturbed 
j frequency, and designated as UF(J), An example of a plot of the 
resonances observed over the band is shown in figure (5.13). The criteria 
used to ascertain the location of the resonant peaks was artificially 
imposed. The peak frequency was defined as the midpoint of the of the 0.2 
dB points (ie: assuming a 0.2 dB bandwidth). Only after all unperturbed 
and perturbed frequencies were recorded was the circuit reconfigured to 
allow the metallic bead to be drawn through the helix. The bead was a 
section of .004 diameter nylon fishing line coated with silver paint to 
an approximate diameter of .0085 to .0095 inch. 
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The approximate length of the bead is .025 inch. The bead was pulled 
through the helix at a uniform speed while the output RF power was 
recorded on a strip chart recorder. Thia procedure for counting the nodes 
was accomplished for each unperturbed frequency; The actual resonant 
peaks uaed to pull the bead through were slightly lower in frequency than 
the unperturbed frequencies because the nylon line alao acta to perturb 
the helix slightly. Two examples of strip chart plots are shown in figure 
(5.14). Care had to be taken when assembling the shorting planes since 
reflections caused by an improper termination will cause severe 
distortions and multiple peaks at the ends of the node patterns or 
inflection points in the ~iddle of the plot. These additional reflections 
and improper phase relationships between the incident and reflected RF 
waves at the shorting planes can make the node pattern impossible to 
accurately analyze. Also, extreme care had to be taken so to not 
mechanically disturb the RF couplings, since a shift in the position of 
the probe and resultant misalignments will cause shifts in the RF 
amplitudes and resonant frequencies. At all times during the test 
measurement session, it is best if the test circuit is not disturbed in 
any fashion. Repeatability of the data can only be accomplished if the 
i 
test conditions are carefully maintained. 
With all the data collected enough information has been acquired to 
construct a Brillouin diagram. An illustration of how one is constructed 
from the raw data is shown in figure (5.15). Figure (5.16) shows an 
actual example of a Brillouin diagram plotted from the tabulated data. It 
is appropriate to show the data in this form since the following 
relationships are true: 
2./fr (.P/rr )w w 
'"1 = N N Nrr/) (5.1) 
or (3= N rr/} 
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A set of data was collected for six helix circuits. Each helix 
circuit was configured identically to figure (5.1) except that the length 
of the vanes (ie: the radial distance to the vane tip) was varied in 
discrete amounts. The intention was to make comparative curves of both 
interaction impedances and phase velocities from all the circuital data. 
2. Data Reduction: Discussion of the Computer program 
A fortran source program was written to take the tabular data and 
calculate the phase velocity and the interaction impedance using the 
equations derived in chapter IV. The following is a summary of the 
equations used redefined in terms of unperturbed and perturbed 
frequencies, and node numbers. Note that the equations are arrived at by 
defining the differential operators as simply linear difference 
quantities (ie: df ---> llf ---> PF - UF). 
UO'b) - 2-
( Yb)'-, JJb) K
0
Lrb) 
V(Yh) = -z.Il(Yb) ( r b) 1
0 
c r6) 
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2)UF[J) 
NlJ) 
(4.35) 
(4.30) 
(4.7a) 
(4.7b) 
(4.21a) 
from (4.44) 
(5.2) 
;U- -
s 
d+r 
- ~J dN 
6 F, 6. N from Brillouin Diagram, figure (5.15) 
c. c.tiN C !v'{J)-N{J-,j 
~ = :J.-f~F = ;;if UF(J)-UflJ-,j ( r )'2..= IL z.. I /-;,_=/-(~) 
L:iw -
-w- Z '7T U FU) 
-
UFLJ)- Pt= LJ) 
ui=-UJ 
yf from Brillouin Diagram, figure (5.15) 
I 
C 2. ri{,) '-[1-l ~)j b 1 
L/.lz.. 
4-tr-i..b-z.NlJ)~[,-l ~) 7} 
The final interaction impedance relationship in term of UF(J) and PF(J): 
klo) = [NLJ) -N[J-1)][ /-( 1?)7-JI Ui=(Jj - pF(.J)J [ ur=- CJ) - uFCJ-,)J [ u !=D )N l.LJ ~)[ J- [ ~i?)J (z 1- 1 ) fe 
[ l\)LJ) -/\) LJ-1) J [ Ul='lJ)-Pf=LJ)J , e>Ai?Js, ,1J)g._-1ccu,,/,,, 
[ u F lJ) - UF (_J-1 u u F(J) /\] L(J) C. t; '-0 Pe.. I 'i.io 9/r;~'-(Z.'::,<J(f>,l,ri) 
(5.3) 
These equations formed the basis for the program which became known aa 
COTDAR <Cold Teat DAta Reduction). 
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3.0 Example of Experimental Data 
A sample of the output of COTDAR is shown in figure (5.17). Notice 
that all the propagation constants are provided as well as the 
interaction impedance and phase velocity. A plot of normalized phase 
velocity (Vp/c) and interaction impedance is provided in figures (5.18) 
and (5.19) respectively for the example data in figure (5.17). I have 
estimated that the measurement error in the normalized phase velocity ia 
t .0005 and the error in the calculated interaction impedance ia t 2 
ohms. This error is derived from knowing the measurement accuracy of the 
equipment and allowing £or parallax error in reading analog meters. The 
equipment accuracy is also known from its calibration data which ia 
traceable to the National Bureau oi Standards. 
S9 
• • • C:L~ T~Si DATA RtD~C71CN PROG~A~ • • • 
AV4:1AG~ H!:::..I1 R~:,:L:S: .tZ4J.3S 
~~n:~s OF PEq7u~~:r,;a RC~: .,,~1: 
~v:;:,~~~ HEUX TPI I l!l. E.~:Jlll 
~·~:lTUf;PI~C: 1'C•: D:E'-EC7R:,: CC1\S7~t.;7: 8. 7:Jri:lZ 
CO~(~S:Ja 4.7~~!1 
RllJ:P:.. 0!57~:IICE TQ VAr.;:, T!C·: 
P~~<E'- !:S.)I:;:;; R~Dl'JS: . 07!~-~ 
RP:l!l!S C" c.::::..IX ~:RE::: • ~~313 
13 
14 
1:: 
IE. 
17 
1e 
Vi 
l. c: .. 
L 4e, 
£. ~ .. 7 
7. 4:·: 
7.~J-
e. ::.:; 
a. n~:: 
9. 7';: 
1 L ~SI 
12. ".:~ 
:.:. 4(: 
1,=,. 'i'!:: 
1:. ,.:..: 
:c --~.-
! £. ~:.: 
1:.. "J'-':' 
: 7. ,,:: 
: i. J.:: 
u~·;:·::1~·1.:=l:-:::, 
F;:::•..:E "CY 
E.. ('.!Z':!~.:'.:' 
£. ,,e:.::d·Jt., 
E.. ~4n7:::>a 
1. 41 r~e~ :~ 
7. EE.1,1,.:,~.:J 
6. J~73•·~ L-.) 
e. 8.?..'~~S:-4~ 
9. ''-~t:E:~·!1..' 
ll. 6~j~:~l<' 
1~.1"£37~:~ 
11. ~t.G 7,=_0J"~ 
12. ~!!:4~:21::: 
12. 4S'3i-l~.~~. 
l2. ~~2~1~:~. 
J.3. 4,:..:_~;·":J 
11,. 33':1~4~ Z.-.." 
14. 77':JE7~;., 
1 ~. ! :.:.e::o:<, 
1~. 6~4Je~.;~ 
1€.. ~E.:'.12!~:·~ 
16. ~,;-=.:.:zi-;\., 
1£. '3'-8'?4~:,, 
11. 4~e :e. ~-~-..-' 
11. s~:Z-(;~:·J 
J:!1"'."U~:E:i 
F.;:::i.:;;:•:c·1 
6. t.7~: :('·l,~ 
e.. '?33'33~<'~ 
7.J'?L;:~;J 
7. !;£"70:.·:~:c'.' 
a. 34:73~;-J 
e. a-::.e~:i-:: 
9. 73"3:'Z~i<J 
I~. le.31::~l 
.J ~- ;~:.~·?,?'·~~ 
l ~. C-':~7t :-,~l' 
11. 5:..~~l~i;t 
12. C\' ~2~~ll· 
12:o l,Ce~i,~ (,(' 
1C.. '?.!J3':~~l 
1.:?. 3'?~47~.:.t'I 
14.3:322~~~ 
1,,. 7=471~c,• 
1::. 1£7: ':~·0: 
1£. 0:€.7,·-'~0 
1E.40CS7~.)J 
"it. 1:.:...:..4:.:-:~ 
17. Jf:.:.':.~i.:'i.:' 
11. s.::.-:.,s::;~" 
I,., c."At. 1 I_., i:·,.:is::: 
43. 7: 
Je.i~ 
3.:.. J7 
27 ·-~~ 
22, 7'J 
::·.). e: 
1~. Jf.. 
1£.~~ 
14. 2, 
I:. 7£ 
I~. ~J 
: : • C.:: 
e. :-
c. :-:: 
o. 7., 
E,. s: 
£, ,,: 
£, : :. 
I,,.-.: 
. 177;) 
.17£.3 
.1n~ 
. 17££ 
. 17£': 
• : 77: 
. :77: 
. : 773 
, : 77~ 
• 17C7 
, 17€.::; 
. 17€.~ 
.in,. 
. 1 ib4 
. ; 1:: 
. 1 7C: 
. •:.:. .. 
. : 7t' 
. : 7:: 
. \ 7:: 
. ~ ---
. ! , ... ~ 
Fir,11rc 5.17 
. 1:: 
• 7G 
. e.3 
.e, 
.1.-, 
I. 1€. 
I. 2.:: 
I. 29 
I. 33 
I. 3, 
1. 44 
I.~: 
I .• E: 
1. 7 2 
1. 7 2 
I. .;3 
L e"J 
I,'?" 
.:. :;. 
. ! 4 
, 17 
.1~ 
• IJ 
.::.2 
.23 
• 2G 
.27 
• .::.s 
• 2'? 
. ! :. 
.33 
. .;, 
1e. 1~ 
1':.~-
~;:'I. 9 .. 
2~. !2 
~G. ~.:. 
C:'?. 31 
.3~.-71 
J2. l'c.' 
37.63 
3'3. ('.~ 
1.,: • L5 
43.:7 
4,,. i; 7 
4~.~~ 
47. 4·'.:, 
4J. (.~ 
:1:. 5~ 
~.:. -.H, 
=:: ... 41, 
,o]d 1 r~t P:i,;i :>rr11,,.i"" <::,rirln (,nrn.1n) S;innlr nutnut 
60 
DISPERSION CHARACTERISTIC 
VANE LOADED TRAVELING WAVE TUBE 
~JOm.AALIZED PHASE VELOCITY 
0.19 :---
0.18-' 
I 
I 
0 17 1-
• I 
I 
Vp/c f 
0.16 ·-. 
' 
0.15 -
0.14 .___J __ J __ 1 __ 1 __ 1 __ 1 __ 1 __ 1 __ 1 __ 1 __ 1 __ _ 
6 8 10 12 14 16 18 
FREQUENCY (GHz) 
- -· - --------------------- - ------
Figure 5. 1 8 
Test llcljx Dispersion Characteristic 
OHUS 
Ko 
50 ,-
L 
45 ._ 
40 --
35 -
30 _. 
25 -
1 
20-· 
15 -' 
10 -' 
5 L__J_ __ J ___ J 
6 8 
I -- - _ ( _____ _I ____ J -- - _, __ I·-- -
10 12 14 16 
FREQUD!CY (GHz) 
-1 
I 
I 
I 
I 
- - - J 
18 
--------- ----· 
Figure 5 .19 
Test Helix Interaction Impedance Characteristic 
. I 
VI. CONCLUSIONS DERIVED FROM EXPERIMENTAL DATA ~ 
A. Effects of Vane Loading on Phase Velocity and Interaction Impedance 
The data generated as a result of the accomplishment of cold teats 
on six helix structures has lead to the generation of a family of curves 
for both phase velocity and interaction impedance. Each test circuit was 
constructed as shown in figure (6.1) except that the vane length ( shown 
as the radial distance Re ) was varied in five steps so that the 
incremental increase in the ratio of the mean helix radius, Ra, and the 
vane radius, Re, was constant. Figures (6.2a - b) and (6.3a - b) show the 
resultant family of curves of phase velocity and interaction impedance 
respectively, plotted as Re/Ra is increased. A curve fitting routine was 
used to plot these curves to help eliminate some of the excursions 
present in the data due to measurement errors. Consequently these curves 
appear to have a smoother appearance than those in figures (5.18) and 
(5.19). 
The first conclusion drawn from the data is that the phase velocity 
becomes more negatively dispersive as the loading is removed. Aleo the 
interaction impedance increases as the vanes are made smaller. As JI have 
shown the helix circuit consists of both TM and TE modes. The presence of 
the vane act to short out the TM modes outside the radius of the vanes 
while allowing the TE modes to exist. When this happens, the effect is to 
store the resultant excess energy in the TE modes at the lower values of 
frequency, wherein the electric field extends from the helix to the 
backwall. The excess electric field energy in the TE mode depresses the 
phase velocity at the low end of the frequency range. Therefore, the 
closer the vanes to the helix, the slope of the normalized phase velocity 
curve becomes less negative, and approaches zero. 
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If the increaae in vane length had continued ( ie: Re/Ra---> 1 ) a elope 
reversal would take place and the structure would become positive 
dispersive. This phenomena is Just starting to take place for P.c/Ra = 
1.13. As seen, then, from the plots, the variation in phase velocity and 
interaction impedance at the low band edge is about twice the variation 
at the high band edge, as the vane radius is changed. In the case of the 
phase velocity such changes with vane radius play an important part in 
trying to maintain synchronism in a TWT. However, the change in impedance 
will only change Pierce's gain parameter by a small percentage. 
It would be logical to attempt to predict the phase velocity and 
interaction impedance as the ratio of Re/Ra approaches 1.86. This is the 
ratio for which the vane radius equals the backwall radius (ie: no vane 
loading). Unfortunately time did not allow me to develop an accurate 
technique for grinding loading vanes to very small heights. The vanes 
were made out of .0025 inch thick copper and are very soft. This makes 
them difficult to grind without bending or burring. Therefore I will 
attempt to approach the answer to this question numerically. If one 
calculates the change in phase velocity per unit change in Re/Ra, one can 
extrapolate out to where Re/Ra equals 1.86. The C::.. Vp trend ia shown in 
figure (6.4) for 7.5 GHz. 
Re/Ra Vp/c t::, Vp/c 
--1.13 .177 
1.19 .181 .004 
1.25 .184 .003 
1. 31 .187 .003 
1.37 .189 .002 
1.43 .191 .002 actual 
- l.49- - - - - - - - - - - - - - - - --
.193 .002 extrapolated 
1.55 .194 .002 
1.61 .195 .001 
1.67 .196 .001 
1. 73 .197 .001 
1. 79 .1975 .0005 
1.85 .198 .0005 
Figure (6.4) 
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By uaing thia method, one may want to conclude that Vp/c approaches .198 
as the vane height goes to zero for thia particular configuration. Thia 
value is, however fairly close to the calculated value of Vp/c from the 
amall aignal analysis program provided in Appendix B. It ahould be kept 
in mind that many such extrapolations could be equally as valid, yielding 
slightly different results. Clearly accurate experimental data are 
required to verify this prediction. The same analysis can be accomplished 
for the interaction impedance producing similar results. 
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B. Comparison With Actual Tube Data 
After the cold teat experiments were completed several TWT'a were 
built using this helix configuration. The ratio Re/Ra was set at 1.13 for 
flattest dispersion. The tube built was a two kilowatt pulsed TWT. The 
average tube parameters were as follows: 
Vo= 10,500 V (Beam voltage for optimum small signal gain at 10.5 GHz) 
Io= 1.5 A (Beam Current) 
l = 4.125 inches (active length) 
Gss= 72 dB (at 10.5 GHz) 
The predicted values from the cold test experiments are: 
K<O> = 22 Ohms 
Vp/c = .177 
= 30 
C = .092 
n = 19.7 (number of guide wavelengths at 10.5 GHz> 
CN = 1.81 17 
Gss = -9.54 t 47.3CN (from E.E. Bliss) 
= 76 dB 
These numbers are in fair agreement with the observed results. However, I 
suspect that the actual phase velocity of the tube is about ten percent 
higher than calculated, thereby lowering p and the gain. The difficulty 
here is accurately ascertaining the right electrical length of the tube. 
If the tube produces 15 dB per inch gain, then an error of 0.2 inches in 
predicting electrical length results in a 3.0 dB gain change. Other 
factors such as less than optimum beam focusing could produce a larger 
beam size than assumed, yielding poorer transmission and less gain. 
Clearly since a great number of factors, including operator technique, 
can play a large part in tube performance, an excellent correlation 
between predicted and actual data might be astonishing. 
There is one other consideration I wish to touch on which has an 
effect on the phase velocity. That is the phase velocity measured cold is 
not exactly the same value observed because of the presence of the 
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electron beam in the actual tube. Since it is not my intention to 
introduce a lot of new theory at this point, I will not discuss this 
matter in great detail. However, it is appropriate to at least 
intuitively understand this phenomena. In the absence of an electron 
beam the helix is capable of supporting a wave along the axis of the 
helix at a phase velocity measured experimentally using the method 
described in this paper. When the electron beam is shot through the helix 
with an initial velocity defined approximately by: 
N--c 1/~ 
- 5o~ V Vo (6.1) 
The electrons are accelerated or decelerated by the longitudinal electric 
field generated by the RF wave. As a result the electrons are bunched. 
The bunched beam travels substantially with the initial velocity of the 
electrons, which is higher than the phase velocity of the wave. Because 
of the bunching action there will be, in time, more electrons decelerated 
than those accelerated over any cross-section of the helix. As a result 
there will be a net transfer of energy from the electron beam to the RF 
wave. The bunching of the electrons in turn produces an alternating space 
charge field which in turn modifies the structure of the RF wave and 
consequently its phase velocity. The process continues and the net;energy 
of the electron beam decreases as the net energy in the RF wave 
increases. This of course is what allows a TWT to amplify. 
Further experimentation for closer correlation with actual measured 
tube parameters is clearly in order. It is surprising that the values 
obtained from the experiment agree within ten percent of the true values. 
This is of the same order of magnitude as data taken by Watkins and 
Siegman. These men used an especially well defined electron beam, to 
investigate there structure. Also Lagerstrom estimates correlation to be 
in the range of five to ten percent of true values. He observes that 
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since the gain (in dB) of a traveling wave tube varies as the cube root 
of the interaction impedance, measurements within an accuracy of ten to 
twenty percent are considered quite acceptable. Even considering that 
experiments are methodically accomplished with a minimum of measurement 
error, it has been shown that a wide range of phenomena can detract from 
the accuracy of the experiment. 
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VIII. APPENDICES 
A. Perturbation Integral for Periodic Structures 
The solution of equation (4.4) from the text is: 
v'" · [ ( E "" x 1--f' ) t- ( f ' X H .it ) ] ::. 
I -~ _... ' 1--1'*' _, -, H-it H ·'vl£t= -1: ..... vxH + -vxc - t .vx 
Now substituting in to Maxwell's equations the left side equals: 
If we separate out the exponential and periodic dependence of equations 
(4.1) and (4.3) from the text and perform the z-component of the 
divergence we obtain: 
- . )( H + - X - , '- - -\' ' - , -t - l \f' r 1 ~-~ / I 'J - } 'fa.'.tJ.)t: - \J ~T T [;T ~T /~ {~)c..e le; x: I-Ir+ l::- x HJ e <Al.3> 
The term az denotes a unit vector in the z-direction. Now equations 
(Al.2)and (Al.3) may be equated and thee can be cancelled from 
both sides. The integral over the periodic volume of the resulting 
equation is taken. The volume integral, using the divergence theorem, is 
converted into a surface integral over the entire enclosed surface, 
If we integrate over a volume defined as a region constituting one 
period, having the two end boundaries aa being plane surfaces 
perpendicular to the z-axia at z = zo and z = zo t L, then part of the 
surface integral becomes: 
frt ~ )( ~ I +- ~ ,,,_ 1-\ .,l(J . l--o..~) J 5 +-1[ G= ~ )( 1-i, +- G , 'I. 1-t -t1. u. ds r ( Al. 5) LU r r T r T T T T t. 5 
i- = =to ~ =r = -to+ L 
Since we deliberately picked the range of z to be exactly one period, we 
can make a statement about the periodic behavior of the field quantities 
in the region: 
--LE; x H; + ~:' x H"] = [E-.\x H1 -+- ~ 1 >< H~J T T T T T T <Al.6) 
~ =~ r. =-'c.: + l 
Therefore the surface integrals evaluated at each end point have the 
property that they are equal in magnitude but opposite in sense, and 
hence cancel eachother. 
What ia left is the evaluation of the logitudinal outer boundary 
surface of the structure which connects the two end surfaces. Keeping 
with our conceptual model which consists of a closed boundary we can make 
the following observation: 
L[H;·lnxi:/)+ I~/ (n~ET')Jdso fJt/·( 1-t;JCo),E,_'·(H;mJ]Js 
which says that interchanging E's and H's does not change the problem. 
But consistent with our closed system model: 
E 'l.n = E '-t.. n = o T T 
or , !-+ "/-..() = 1-\ ',1.():.0 r r 
In either case: 
<Al. 7) 
Therefore the entire surface integral of equation (Al.4) is identically 
zero. 
To further simplify the expreesion in (Al.4), I will use Kino's 
9 
arguements to divide the cross-section of our structure into three 
regions: inside the helix, on the helix, and outside the helix. 
I 
1. Inside the helix ET and similarly Er vanish (reference equation (3.7) 
in the text). Therefore: 
I "4 j( I 
E ·J = E ·J =o r T r r 
2. On the surface of the helix Jr and J~ flow only in the direction of 
the wire (recall the conducting sheet ,ode! in figure (3.4)) while Er and 
E
/ 
are normal 
• 
Therefore: 
to the conducting surface (for our lossless system). 
t' . J-¥ 
T T 
3. Outside the helix Jr will vanish and so will J; because the perturbing 
rod lies inside the helix. Therefore: 
Jr'· E ~ = J ..ir:. E' =-o 
T T T 
everywhere outside the helix. Therefore the only contribution from the 
integral over the currents is: 
f [ J ' · l= -* - J " · G 'J d V = o 1 T ·· T T V (Al.8) 
Now combining equations (Al.5 - Al.8), (Al.4) becomes: 
One further manipulation of equation (Al.9) will get it into the required 
form. We can write the right hand volume integral as: 
J [E' x H, + f' • 1-1' 1". " v 1 [ E., [I-It,, HJ + [ H & E J " H ~ 1 '"'-, a v V 
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:: f [ i;•,, \-1 + E X 11* J ·o.., dV + j[ I?', AH + ll.E K H_,. }""< dV (Al.10) 
V 
The first integral is recognized to be four times the time average real 
power flow of the unperturbed system integrated over one periodic length. 
Thia equals a constant 4Pl since the power flow can not vary over the 
structure. The second integral is not so easy to physically interpret. 
But we can define a power flow P' for the perturbed case such that: 
4} ( P- p I) = 1 [1=•x H +EX H~Jc..,dV ~ r [ 1:;': 1-J' + E'x H'-<j-14. d V 
V JV 
which using the same mathematical tool used in equation (Al.10) is Just: 
::: J [E~x H + £X 1-l' }c.., d V -J[ ( t:= +~E )\ ( H +t.. H) +l E+.t.E ))( (!++ AH) .. J ·G..2:.dV 
v v 
- Jr1:•,H+ ExH~Jc;,dV - l[E'xH+Ex.H"}·"-,.dV 
y V 
-Jr E~xLl.1-l t II Ex H'] · c..,_ dV 
V 
-J [ 11.E *x A 14 +11 l=X L>. H•J ,c., dV 
V 
(Al.11) 
It seems appropriate to set equation <Al.11) equal to zero since in a 
practical sense the power flow before the perturbation is the same aa the 
power flow after the perturbation of the structure. 
Therefore equation (Al.11) becomes: 
<Al.12) 
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When considering what aspects of the actual experiment can be used to 
alleviate the complexities of the mathematics, we discover that if we 
make the perturbing obJect sufficiently small which has been a 
fundamental premise of the perturbation theory), the right hand term of 
equation (Al.12) becomes quite small compared to the total power flow of 
equation (Al.10). Therefore we can be allowed to say: 
<Al.13) 
Therefore using equations (Al.9 - Al.11) the final integral form of the 
perturbation formula is: 
(Al.19a) 
where: 
4Pl = j [ t~x H + E" H" }4• .dV 
V 
<A1.19b) 
and: P'= p (A1.19c) 
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B. Estimate of Experimental Set-up Parameters 
Output data provided from a small signal analysis program, shown in 
figure (A2.1) was used as initial data to calculate an appropriate size 
for the perturbing rod (ie: Rb). It was known from the onset that the 
data provided from the program did not take into consideration the 
loading effects due to the presence of vanes. However, to a first order 
approximation, it was not necessary to do so. At the midband frequency of 
12.2 GHz the follwing data was used: 
a = .04025 
y'a = 1.35 ¥ 
Vp/c = .1908 c/Vp 
K<O> = 70 Ohms 
I arbitrarily picked: 
<6f1r>=O.Ol 
cr1r, = 1.0 
= 33.S 
= 5.24 
From equation (4.39) from the text we have enough information to 
2.. I 
calculate (Tb> < t - l>Pe: 
k =- ~ I\ 
l = \)Ao 
O fo 
-~? 
LJ 
-
-
- 7-I 
- 31<.o. l 3..f2.. 
-
k kc: 
-
--r-v~ - (3 ~? 
k 
) C. p 
• • "l.. I ( y b) ( z - ') Pe - 'l (31(0 ,13)(5,24)(1 )[.ol) _ 70 . 119 
Now • I I ( £ V - V> can be calculated from (assuming the dielectric constant 
of BeO is 8.79): ( ~ 'v 1- V) -v ( ~ '- I) = B,l q - I = 1.19 
From figure (4.4) from the text, we can enter the chart at 
(Y6)l(r'-,)Pe ~ .. ,a Ctni) £ 1v'-v-g1,8 
81 
and obtain a value of ( Yb> = .18 
To verify this result we can go backwards entering figure (4.5) from the 
text with: f b -:: . I 8 
to obtain <£ 1- l)Pe = 5.9 
We now have enough information to estimate the value of Rb: 
Y- a = 1.35 
'( b = .18 
a = .04025 
therefore Rb (orb) = .0054 inches 
The actual value used was a BeO rod ground to b=.005 
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OUTER DIEL = 2. 08 INNER DIEL = 1. EA 
AVERAGE CIRCUIT RAD, < INJ .• = . 040 
BACKWALL RADIUS ( IN) ., 
.075 
TURNS PER INCH ............. 18.850 
BEAM FILL FACTOR .......... C .572 
FREQ AX IMP DLF V/C GAM.A 
7.500 53.55 
. 83 • 1 '3'32 • 7'3 
8.026 4'3. 88 
. 83 • 1 '382 .85 
8.553 45. 22 
. 84 . 1'372 • '3 1 
'3:-073 --42. 62 
. 85 .1%3 . 98 
'3.605 3'3. 10 • 85 . 1 '353 1. (Zi4 
rn. 132 35. 71 • 86 . 1944 1. 10 
10.658 32.46 • 86 ~ . 1 '334 1. 16 
11. 184 2'3. 37 • 87 . 1 '325 1. 23 
.ll.....211 26.47 • 87 • 1316 1. 2'3 
--"";::,>12.237 23. 75 . 87 ( . 191218 1. 35 
12. 763 21. 24 • 88 . 1 '31210 1. 42 
lZ.28'3 18.93 . 88 . 18'32 1. 48 
13.816 16. 81 • 88 . 1884 1. 55 
14. 342 14. 88 • 8'3 . 1877 1. 61 
14. 868 13. 14 • 8'3 • 1871 1. 68 
15.335 11. 58 . 8'3 . 1864 1. 74 
15. '321 10. 18 . 8'3 . 1858 1. 81 
16. 447 8. '32 • 8'3 • 1853 1. 88 
16. '374 7.81 • '30 • 1848 1. '34 
17.500 6. 83 . '30 . 1843 2.1211 
HELIX VOLTAGE ( KV l ........ 10. 700 
EQUIV NON-REL VOLTAGE ..... '3. '335 
8EAM CURRENT <AMPS) ....... 1. 500 
BEAM MICROPERVEANCE ....... = 1. 255 
BRILLOUIN FIELD <GAUSS) = 1704.651 
FREQ GAIN/IN ALOSS B C 
7. 5000 11.4081 
-6. 012141 
-. 0766 . 1286 
8.0263 12.0085 
-5. '351:.5 
-. 0404 • 1260 
8.5525 12.5E.38 -5.'30'33 
-.0018 
. 1232 
'3. 078'3 13. 0'38'3 -5.8731 
. 0331 . 1202 
'3. 6053 13.56'37 -5.8411 
. 0824 . 1172 
10. 1316 13.3720 -5. 7'353 
. 1280 • 1142 
10.6573 14.3386 -5. 7£23 . 1756 . 1110 
11. 1842 14. 667'3 -5.7331 .2255 . 1078 
11. 7105 14. '325'3 -5.7038 • 2776 . 1046 
~,.;,-!2.22Lll 15.1438 -5.E.8'36 • 3316 q01Q 12. 7632 15.3251 -5.6733 . 387'3 gm 
13.2835 15.4387 -5.6642 . 4462 . 0343 
13.8158 15.5177 -5.6583 
. 5065 . 0'31 7 
14. 3'121 15.5663 
-5. 6621 . 5683 . 0886 
1'+. 81:,8'+ 15.5571 
-5.662'3 . E,332 
. 0855 
15.3'347 15.5435 -5.683'3 
. 6 '337 . 0824 
15.3211 15.4'325 -5. 7030 • 7E.82 . 0735 
IC. 4474 15.4155 
-5.7307 
. 838'3 . 0766 
16.3737 15.2'372 -5.7573 . 3117 . 0737 
17. 5000 15. lE.42 
-5.7'313 
. 3865 . 0710 
RE-RUN THE PROBLEM WITH NEW VARIABLES (Y/N) 7 
N 
Stop - PrograM terMinated. 
Figure s2. 1 
KA LOSS 
• 16 . 4(21 
. 17 . 41 
• 18 .43 
·-----· 
. 20 . 44 
• 21 .45 
. 22 . 46 
,::,-
. .._..; 
.48 
. 24 . 4'3 
. 25 . 50 
• 26 • 51 
.27 c:, . ,.,.._ 
. 2'3 c-, • ,Jw 
• 30 .54 
• 31 cc • ,J,J 
. 32 : 56 
. 33 . 57 
. 34 .58 
-c-
• 0:,..J . 5'3 
.36 • E,0 
. 38 . 61 
QC 
475 
571 
676 
. 2784 
. 2307 
• 3046 
.3131 
• 3344 
.3516 
. 3637 
. 388'3 
. 4103 
• '•328 
• 4566 
.4828 
. 5032 
. 5382 
. 5687 
. 601 '3 
. 63E,8 
Small Signal Program Sample Output 
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CUR. IMP 
86.84 
84.52 
82.23 
7'3. % 
77. 75 
75. 60 
7• r.:, 
>J. , .. h ... 
71. 51 
6'3. 58 
67. 72 
65. '35 
64.25 
E.2. 62 
61. 06 
5'3. 57 
58. 15 
5E,. 78 
55.48 
54.23 
53.03 
C. Glosaary of Terms 
English units are assumed throughout unleas otherwise specified. 
a 
A 
A,B,C,D 
b 
B 
C 
C 
d 
E 
f 
fr 
G 
H 
Io 
1i, Ur) , I,< r r, 
J 
k 
K 
L, l 
NCJl 
n 
p 
p 
Pe,Ph 
Pl - P4 
PF<Jl 
r, ,z 
Ra 
Re 
TE 
TM 
U ( ¥r ) 
UF < J) 
V 
Vg 
Vp 
Vo 
VO'•) 
V'<Yrl 
x,y,z 
w 
2o 
- mean helix radius 
- launching losa 
constant amplitude terms when used in with with EM fields 
- perturbing rod radius 
- Pierce's Growth Parameter 
- light velocity (2.998 x 10 10 cm/sec) c = 1/~ 
- Pierce's Gain Parameter 
- helix wire diameter 
- electric field vector (complex) 
- frequency 
- resonant frequency 
- Pierce's Gain (small signal) 
- magnetic field vector (complex) 
- beam current (average current) 
- Modified Bessel Functions of the first kind 
- complex operator= "'Fi' 
- free space propagation constant k = lJr;.z 
- interaction impedance 
- axial length of a resonant structure 
- node number ( number of half wavelengths) 
- number of wavelengths n = l (3 12 7T 
- helix pitch 
- power flow 
- correction factors for the perturbation formula for TE & TM 
fields respectively. 
- correction factors accounting fro radial variation in E field 
- the Jth perturbed frequency 
- radial coordinate system 
- mean helix radius 
- vane radius 
- abbreviation for transverse electric field 
- abbreviation for transverse magnetic field 
- radial admittance function 
- the Jth unperturbed frequency 
- velocity 
- group velocity Vg =Jf,'p;dw 
- phase velocity Vp = c...0 If-' 
- beam voltage (de) 
- radial admittance function 
- radial admittance function v· < rn = V<t'r) 
- cartesian coordinate system 
- energy per unit length 
- characteristic impedance of free apace 2o =~ 
(t - fundamental axial propagation constant 
~n - axial propagation constant of the nth space harmonic of 
=2NtT/l 
r 
- radial propagation constant 
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y ' 
t.'o 
e' 
fr 
r 
e 
~o 
y 
w 
<...J, 
L\ , f 
* 
" ,--> 
- radial propagation constant of the perturbing rod 
- permittivity of free apace 
- dielectric conatant of perturbing rod 
- relative dielectric constant _, 
pitch angle of a helix = cot (2)ra/p) 
- denotes angular dependence 
- permeability of free space 
- angular index 
radian frequency w = 2?1" f 
- radian resonant frequency 
- prefix denotes change in a parameter 
- seperscript denotes complex conJugate 
- superscript denotes perturbed quantity 
- denotes a vector quantity 
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