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1 Introduction 
1.1 Purpose of this research 
Electricity is an essential service that contributes to  prosperity and quality of 
life.  To support the provision of high quality electricity supply at lowest 
possible cost, a well-designed, efficiently operated and maintained, reliable 
transmission network is required.  For transmission enterprises, asset 
management (AM) is a core function and is strongly linked with both revenue 
and reliability of electricity supply. Factors that impact on performance are 
therefore of great interest to those who regulate transmission and those who 
provide electricity transmission services.  
 
A recent international survey of AM practices in transmission enterprises 
{CIGRE Study Committees 23 and 39, 2000 #76} revealed that the 
performance and policies of electricity transmission enterprises vary 
significantly in key areas.  These differences are observable even when the 
statistics are compared by region.  They include: 
· Significant differences in maintenance strategies and direct 
maintenance spending; 
· Differences in replacement criteria and rate of replacement of assets; 
· Considerable variation in planned and unplanned outages per circuit 
per annum. 
 
This present research was prompted by the question: Why do the policies and 
practices of transmission enterprises vary appreciably across different regions 
of the world when all transmission networks serve essentially the same 
purpose?  A question that follows from this is: Do these variations reflect 
differing circumstances or disparities in performance?  It was anticipated that 
exploration of these questions would reveal avenues for improving the 
performance of transmission businesses and the networks they manage. 
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1.2 Hypothesis 
 
An hypothesis is offered that the differences in policies and practices 
arise from a range of factors that may be loosely classified as external, 
internal and business-related and system- and environment-related.  The 
interaction of these drivers provides both constraints and opportunities 
for performance enhancement. 
 
1.3 Background to the research 
1.3.1 Transmission networks 
Transmission networks provide an essential service to the community.  The 
quality of that service directly impacts on work productivity and quality of life.  
Thus the electricity network is seen by many countries as being of strategic 
importance. Transmission networks are intended to be maintained, to provide 
an adequate service quality, indefinitely. 
 
Electricity transmission networks connect generators of electricity with users 
of electricity.  Domestic users of electricity are connected through distribution 
networks.  The point of connection between a distribution network and a 
transmission network is often described as a bulk supply point.  Sometimes 
large industrial consumers are connected directly to the transmission network.   
The distinction between transmission or distribution network is not completely 
clear - different jurisdictions use different voltages to define the point at which 
the subtransmission/distribution network joins the transmission network.  
However, transmission networks are often defined as operating at voltages 
above 100kV or above 66kV.  Such networks often operate with two or more 
different voltage levels, the higher voltage parts of the network intended to 
transmit higher power flows.  The design of transmission networks usually 
incorporates a higher degree of redundancy than is generally found in 
distribution networks.  This is considered necessary to provide reliability of 
supply to customers, since transmission lines usually supply more customers 
per circuit1 than do distribution circuits. 
                                                                 
1 including those connected through bulk supply points  
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The structure of the transmission network can be visualised as a set of nodes 
joined by connectors.  The connectors are overhead transmission lines and 
underground cables; the nodes are the substations.  Transmission line circuits 
include the switchgear at either end of an overhead transmission line or 
underground cable as part of the connector.   
 
1.3.2 Characteristics of transmission system plant 
Transmission equipment can generally be described as capital intensive, 
robust, long-lived and not easily relocatable. Equipment lives of forty and fifty 
years are not uncommon, and some networks have operating equipment up 
to eighty years old.   
 
Equipment in transmission networks can be classified as either line/cable or 
substation equipment.  Within the substation one would expect to find 
switchgear comprising circuit breakers, used for switching and protection, and 
disconnectors used for disconnecting and earthing circuits. Other equipment 
types may also be present: transformers convert energy from one voltage 
level to another; reactors and capacitors provide reactive control to maintain 
the voltages in the network within acceptable limits and static VAR 
compensators provide reactive support, and can be designed to contribute to 
system stability.  Measurement devices such as voltage transformers (VT) 
and current transformers (CT) are also likely to be present in a typical 
substation. 
 
The substation equipment described in the previous paragraph is categorised 
as primary plant.  Secondary plant is also present.  It includes the control 
circuits, protection relays and communications equipment associated with the 
primary plant, and backup power supply for the secondary systems.  At 
substations there are also infrastructure assets including buildings, fences, 
earth mats and busbars. 
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Overhead transmission lines are distributed assets, the main parts of which 
are conductors, insulators and towers.  Conductors may or may not include 
earth wires, depending on the design policy of the network, and the lightning 
incidence rate.  A recent trend has been to use overhead earth wire with an 
embedded optical fibre for wide band-width communications.  Series reactive 
devices may be used on transmission circuits for the purpose of enhancing 
system stability. 
 
Underground cables can be single or three-phase, and at transmission 
voltage levels, are usually constructed with a protective metal sheath around 
the cable.  The main elements of cables are the conductors and associated 
terminations. 
1.3.3 Transmission enterprises 
There are many different structures in electricity industries world-wide.  In 
some jurisdictions transmission enterprises are stand-alone organisations, 
which may be privately-owned (for example the National Grid Company of the 
UK, SPI Powernet in Victoria, Australia), publicly-owned (Powerlink 
Queensland and Transgrid New South Wales, Australia) or partially privately-
owned like Tenaga Nasional Berhad of Malaysia.  Transmission entities may 
be part of a vertically integrated structure, with generation and distribution 
(many utilities in the US and all Japanese utilities), or with either generation or 
distribution.  These vertically integrated organisations may also be privately 
(eg Japanese utilities, Endesa of Chile) or publicly owned (eg Electricité de 
France). In many countries the structure of the electricity industry and 
regulations pertaining to it have changed in the past twenty years, and some 
countries are still undertaking structural reform within the electricity industry. 
(This is discussed in detail in Section 2.2.1.1). 
 
Most transmission organisations or business units within organisations have 
the function of managing the transmission network, including all asset 
management functions.  In some cases another organisation may have 
responsibility for augmentation decisions (eg Victoria, Australia).  Under some 
arrangements the transmission organisation is also the sys tem operator (eg 
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NGC).  In most arrangements the transmission organisation does not trade in 
electricity, but there are exceptions to this too (eg Ukraine). 
1.4 Defining asset management  
Various definitions for asset management have been recently proposed.  
According to Hastings {Hastings, 2000 #657}: 
Asset management starts with a business or organisational 
objective, and is the set of activities associated with 
identifying what assets are needed, acquiring them, 
supporting and maintaining them and disposing or renewing 
them so as to effectively and efficiently meet the desired 
objective. 
 
The International Infrastructure Management Manual {, 2002 #942} states: 
:  
Asset management [is] the combination of management, 
financial, economic, engineering and other practices applied 
to physical assets with the objective of providing the required 
level of service in the most cost-effective manner. 
 
The CIGRE Australasian Asset Management Working Group defines asset 
management (for the electricity industry) as follows: 
Asset Management is a set of business processes concerned 
with developing, operating and maintaining the assets of an 
organisation to meet the desired requirements of the 
customers and the shareholders of the business. These 
desired requirements usually encompass cost, performance, 
safety and environmental outcomes as well as a secure 
electricity supply. 
 
Jones of Yorkshire Electricity uses a three tiered model of asset management 
{Jones, 1997 #18}: 
The nature of this model is that it reaches from the strategic 
level business outputs to which the asset manager is seeking 
to contribute; identifies the phases of the asset management 
life-cycle that must be managed in order to deliver these 
values and finally the model identifies the processes in which 
the Asset Manager will be engaged as the life-cycle phases 
are managed. 
 
Beardow {Beardow, 2003 #946} offers a broader view of asset management, 
that an item or property owned by an individual or business which has 
monetary value.  It includes three types of assets: physical assets (plant and 
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equipment), financial (financial instruments, equity accounted investments) 
and intangible assets (operating licence, knowledge and skills of staff).  
Asset management involves: 
· Managing physical asset base; 
·  Managing asset’s financial base ie its valuation; regulatory pricing 
reviews; and 
· Managing the brand, for new “brownfields” and potential “greenfields” 
business. 
The purpose of asset management is to turn assets into a revenue stream. 
 
 
These definitions reflect different viewpoints – the academic, the public 
infrastructure manager, electricity industry professionals and the economist, 
but they have certain elements in common: 
· Asset management must align with the nature and values of the 
organisation. 
· It must support the goals of the organisation and its shareholders. 
· It involves the management of physical assets of the organisation over 
the various stages of their life -cycles.  
Beardow’s definition is consistent with this summary but also encompasses 
non-physical assets.   
 
Management of physical assets is the primary focus of this present study. 
Asset management for physical assets may be categorised into three levels of 
application: 
· Equipment level asset management; 
· Process level asset management; and 
· Strategic level asset management. 
 
Equipment level asset management includes such activities as analysis of 
failure modes, development of condition-monitoring of equipment and 
assessment of remaining life of equipment.  The process level expands the 
focus to include the whole life-cycle of plant.  It encompasses processes 
(discussed in Chapter 2) such as Reliability Centred Maintenance, Life Cycle 
 26 
Costing, maintenance optimisation methods, maintenance management 
systems and economic justification of online condition-monitoring and 
optimisation of spares inventories.  The strategic level of asset management 
is closely aligned with the business function of the organisation.  In strategic 
asset management the emphasis is on developing policies and practices that 
support the short and long-term goals of the organisation taking into account a 
broad range of drivers.  
1.5 Scope and methodology 
It is at the strategic level of asset management that this thesis seeks to make 
a contribution to knowledge. Therefore the analyses and models presented 
take a broad view of the subject.  Although the study focuses on the 
management of physical assets of the organisation, some references are 
made to financial management when this impacts on management of physical 
assets. However relationships in financial aspects of management have not 
been explored to the same level of detail as those factors relating to the 
physical assets.  
 
The study is intended to be applicable to a wide range existing  transmission 
enterprises and networks.   An exploration of diversity in transmission policies 
and practices in different parts of the world is a major part of the research.  
The temporal setting for data used in regional case studies is circa 1998, for 
reasons of convenience and data consistency.  It is intended that the model 
apply to transmission networks as they exist in the present day.   Applications 
set in the future or past might need to consider criteria additional to or 
different from those used to develop the current models.  
 
There are three parts to the research. In the first section the factors affecting 
transmission asset management and their relationships are considered, and a 
conceptual model is developed.  A variant of this model is then implemented 
as a fuzzy rule -based system, and validated against data sets representing 
composite regional and individual utility cases. Variations between regional 
cases and potential means of improving performance in individual cases are 
also explored. The third part of the thesis involves the use of system 
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dynamics models to explore core parts of the asset management model in 
more detail. 
1.6 Key Assumptions,  Key sources 
The “International Survey of Maintenance Policies and Practices” {CIGRE 
Study Committees 23 and 39, 2000 #76} provides a significant portion of the 
data used in the research.  Case studies of individual utilities have been 
developed combining data from this CIGRE survey with interviews of industry 
representatives and/or published information from technical papers, electronic 
sources and business magazines. 
 Key assumptions made in the thesis are  
· That data grouped into regions to form composite case data sets can 
be used to test a model of transmission asset management. (This 
assumption is more valid for regions having less diversity, particularly 
in the leve l of economic development.); 
· That the ability to predict outcomes across a range of data sets (both 
regional and individual utility cases) is sufficient to  validate the model. 
· That available data are of sufficient quality to enable a fuzzy rule-based 
model to predict AM outcomes; and 
· That conclusions can be drawn from system dynamics models using 
assumed data, provided that the data are with reasonable ranges in 
their context of use. 
1.7 Limitations 
Data limitations have been a major concern in this research: 
· Regions tested have been limited to those represented in the CIGRE 
study. 
· Data quality and accessibility have been a major source of uncertainty.  
Certain important parameters have had to be estimated.  Other data 
have been of questionable quality. Ambiguities also exist in the CIGRE 
study data, and answers in many questions are incomplete. 
· Mismatches arise between data from difference sources. 
These limitations have led to the need to use a methodology that is robust in 
the face of uncertainty and imprecision of data (the fuzzy rule model). A 
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disadvantage is that outcomes are coarsely defined.  A lack of data from 
certain parts of the world has meant that the model has not been tested for 
some of the more extreme cases possible. 
1.8 Structure of this thesis 
Chapter two reviews the literature relating to asset management in the 
electricity transmission sector, with particular emphasis on the policy or 
strategic level of asset management, but also identifying important 
developments in asset management processes. Included in this is a review of 
differences in AM policies and practices of transmission enterprises revealed 
in the CIGRE “International Survey of Maintenance Policies and Trends” 
{CIGRE Study Committees 23 and 39, 2000 #76}.  There has been little work 
taking an holistic view of the subject, so the chapter serves to highlight current 
issues and concerns of asset managers.  A case is made for the originality of 
and need for research of this type. 
 
The categories of influences on transmission asset management are defined 
in Chapter three. This is followed by a detailed examination of the 
relationships between different factors and how they influence practices and 
performance of transmission enterprises.  A conceptual model in the form of 
an influence diagram (or causal loop diagram) is developed. This model forms 
the basis for implementations described in Chapters 5, 6 and 7. 
 
Chapter four examines the nature of the model presented in Chapter 3, and 
looks at ways of implementing this model with a view to  
· Validating the model, and 
· Gaining insights into the research topic. 
Two approaches are proposed.  One approach is to interpret the causal loop 
diagram of Chapter 3 to a more detailed stock-flow diagram form, and use a 
system dynamics icon-based program to examine the dynamics of the model. 
The other approach employs the fuzzy-logic capabilities of a rule-based 
expert system shell to examine the relationships in the model, and compare 
predicted results with published performance information. 
 
 29 
The following two chapters, (5 and 6) present results from the fuzzy model. 
Chapter 5 examines the results from regional studies, and the model’s ability 
to predict regional variations in assets management, while Chapter 6 looks at 
case studies of individual enterprises based on the fuzzy rule-based model.  
The potential value of such tools in strategic asset management is then 
discussed. 
 
In Chapter 7 relationships between maintenance policy and replacement 
policy are examined in more detail using system dynamics techniques.  
Chapter 7 also investigates possible effects of these policies on the 
depreciated value of assets, revenue derived from return on assets and on 
the performance of the network.  Finally the impact of system augmentation is 
examined. 
 
The questions posed for research are revisited in Chapter 8 in light of 
research outcomes.  The main findings from the research are then 
summarised, and the significant contribution to knowledge highlighted. 
 30 
 
2 Literature review 
Historically the focus of asset management was on existing equipment, 
particularly maintenance of that equipment.  After World War II as 
manufacturing became more mechanised there was an increase in interest in 
processes, particularly in the areas of maintenance and replacement. 
Successful processes such as Total Productive Maintenance (TPM) and 
Reliability Centred Maintenance (RCM) were developed.  Maintenance 
planning and scheduling was examined to improve the efficiency of 
maintenance work.   
 
The period since the 1960s has spawned a large number of research papers 
on maintenance optimisation and replacement strategies.  The penetration of 
this research into industry generally has been slow (see Section 2.3.4), and 
the transmission sector has not been faster to take up these methods.  
However, Decision Support Systems, based on operations research methods 
are starting to become commercially available. Use of these systems is likely 
to become more widespread in the next ten years. 
 
Over the past twenty years the narrow focus of asset management has been 
expanded to include the whole life -cycle of plant – planning, procurement, 
commissioning, operations, maintenance, replacement and / or refurbishment 
decommissioning and disposal. Life cycle costing has become an established 
process for evaluating different purchasing options, operational and 
maintenance strategies.   
 
The current understanding has evolved further to consider asset management 
as a business function. In this thesis this will be referred to as Strategic level 
asset management. For electricity transmission enterprises asset 
management is a core part of the business.   It is at this level that major 
business strategies relating to assets are set.  Strategic Level AM decisions 
are usually based on a broader range of considerations than those taken into 
account at the process or equipment levels of asset management.  These 
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decisions rely heavily on information generated at the lower levels of asset 
management.  Strategic level asset management can be seen as driving 
much of the research at the process and equipment levels.   
 
The following section introduces an international survey that supplied the 
impetus for this research and much of the data used in preparation of case 
studies.  The study is presented at the level of strategic asset management.  
The survey, undertaken by international industry body CIGRE, relates to asset 
management policies and practices in electricity transmission enterprises. 
Although its report title refers to “maintenance” the survey covers outage 
management, replacement policies, refurbishment, spares policy, outsourcing 
and key performance measures as well as references to maintenance 
strategy, but it does not extent to  network augmentation or disposal of assets.   
2.1 The CIGRE Study 
In February 2000 the Study Committees 23 and 39 Joint Working Group on 
Maintenance and Reliability published “An international survey of 
maintenance policies and trends” {CIGRE Study Committees 23 and 39, 2000 
#76} which is also referred to as “the CIGRE study” in subsequent pages of 
this thesis.  There were 64 respondents to the survey comprising 28 from 
Western Europe (WE), 9 from Asia (A), 6 from Eastern Europe (EE) (former 
Soviet Block countries), 7 from North America (NA), 5 from South America 
(SA), 8 from Australasia and South Africa (AU) and one from the Middle East 
(ME).  The Middle Eastern response has not been used for analysis in this 
thesis.   
 
Some attempt was made in the survey to obtain information on performance 
outcomes (such as reliability and availability), but unfortunately these results 
are very incomplete.   The survey also suffers from ambiguities in some 
questions and/or responses which must be taken to account when comparing 
results. Furthermore there is some information important to the present 
investigation that is not recorded in the study. It is particularly sparse in the 
areas of business/financial and environmental drivers.  Nevertheless the 
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CIGRE study gives a window of insight into the drivers of asset management 
in different utilities and regions that is not available from any other source.   
 
The authors of the CIGRE study have kindly permitted use of the raw data in 
this thesis.  The company details have been stripped from this data for 
reasons of confidentiality, but other details such as region and ownership are 
available for comparison. 
 
Despite the fact that transmission networks serve the same purpose world-
wide and all have similar types of equipment, the CIGRE study reveals 
significant differences in the ways in which these networks are managed.  
Some of these differences also manifest when comparison is made by region, 
suggesting that common practices within a region may exist.  In the following 
sections some of the major differences highlighted by the survey will be 
presented.  Factors of influence identified from the survey will be introduced in 
Chapter 3.  Performance outcomes from the survey, in addition to those 
mentioned here, will be presented in Chapter 5, supplemented by information 
from other sources. 
2.1.1 Regional differences in maintenance practices 
 Comparison of the breakdown of maintenance costs between different 
activities shows significant variation.  For instance, in Table 1, North America 
has much higher use of corrective maintenance than Western Europe, and 
much lower proportion of spending on refurbishment.  Eastern Europe, Asia 
and South America spend much higher proportions of their maintenance 
budget on refurbishment than Western Europe, North America and 
Australasia/South Africa.  
Table 1 Breakdown of maintenance spending by region 
 Preventive Corrective Refurbish/Repair Other 
A 54% 11% 29% 6% 
AU 53% 19% 17% 11% 
EE 46% 16% 30% 8% 
NA 46% 35% 8% 12% 
SA 57% 10% 30% 3% 
WE 59% 15% 18% 8% 
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When maintenance strategy is compared there is also significant regional 
variation.  Respondents were asked to nominate major maintenance strategy 
employed and were given the option of answering this question either as a 
general answer and/or for specific equipment categories.  A cross indicates 
an affirmative; a blank can be negative or no answer.  In some cases more 
than one major strategy was nominated for the same equipment category. 
Corrective maintenance has not been defined for this question, but in a 
subsequent question it is defined as “the additional work it is found necessary 
to do arising from equipment defects and failures, etc”. This includes remedial 
(post-failure) and corrective maintenance (to avoid failure). 
 
To analyse this data it has been assumed that a general affirmative is 
equivalent to affirmative in all categories, unless individual answers have also 
been given, in which case the total is the sum of the individual category 
responses.  If no response was given in any category then the answer was 
not included in the average.  
 
Figure 1 shows, that while time-based preventive maintenance is still the most 
common strategy overall, it is less important in South America and 
Australasia/South Africa.  In Australasia/ South Africa more use is made of 
predictive maintenance strategies (online and offline condition-based 
maintenance), and Australasia has the highest use of online condition-based 
maintenance as a strategy.  In North America the use of predictive 
maintenance as a strategy is relatively low – more reliance appears to be 
placed on traditional routine preventive and corrective/remedial maintenance. 
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Figure 1 Maintenance strategies employed by region. 
2.1.2 Regional differences in maintenance spending 
The CIGRE study also asked respondents to give their direct maintenance 
spending in US dollars.  To compare these values the total replacement value 
is a better basis for comparison than the composite size parameter used by 
the CIGRE study report.  This size parameter is developed from two parts, 
one part based on energy transmitted, the other on assets.  Unfortunately the 
asset value data in the CIGRE study is rather incomplete.  As a compromise 
the asset component of the size parameter has been used for comparison 
purposes Figure 2 illustrates the results of this analysis. 
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Figure 2 Comparison of direct maintenance spending by region. 
The data from South America is very incomplete, there being only two 
responses from this region. The South American data is also a little surprising 
in the light of the fact that four respondents from that region reported an 
average of 409 employees engaged in maintenance, in small to moderate 
sized utilities. (The fifth South American respondent did not answer this 
question.)  Note also that there is considerable variation within regions for this 
analysis, especially in the Asian results.  The analysis suggests that Western 
Europe has the highest maintenance spending per asset value dollar, 
Australasia, Asia and Eastern Europe a moderate level, North America slightly 
lower and South America low.  Note that the CIGRE study published results 
contain an error in one of the Australasian results (result 10 times higher than 
true figure) that has been corrected for this analysis. 
 
2.1.3 Regional differences in replacement criteria 
The CIGRE study also asked respondents if they made a practice of 
estimating life of assets for the purpose of replacement planning. 
The respondents could answer in general or on an equipment category basis. 
In general the most common equipment types on which life was estimated 
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were the transformers and switchgear.  Absence of an answer was taken to 
be a negative response in this case. A positive general answer was assessed 
to be equivalent to all categories positive, unless individual category 
responses were also given.  
The analysis in Figure 3 shows a wide variation between regions. In North 
and South America the practice of estimating plant life appears to be 
significantly less common.  
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Figure 3 Estimation of operational life for replacement purposes 
 
Figure 4 shows the estimated actual replacement of assets compared by 
region.  Respondents were given the option of a general response and/or 
individual category responses.  Answers were in % over four years.  In this 
analysis, for cases where individual responses were given in some 
categories, null responses in other categories were treated as zero percent 
replacement.  If only a general response was given this was taken to be the 
average across all categories.  If only individual responses were given the 
average of all categories was taken to be the average replacement for the 
system (approximate, since equal numbers of equipment in each category are 
unlikely).  Since values vary widely within regions the median value of all 
responses for the region has been used. Since the assessments in this graph 
give only estimates of replacement rates the individual category data has 
been presented in Figure 5 for comparison.  
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Figure 4 Estimated rate of replacement of assets - compared by region 
 
The results show that Eastern Europe was undertaking a large amount of 
replacement of equipment at the time of the survey.   
 
Inspection of individual category data (Figure 5) suggests that this was mainly 
in protection equipment category, but also included moderate levels of 
replacement of switchgear and control equipment. The assessments in Figure 
5 have been prepared assuming that null values are equivalent to zeros if the 
respondent has given numeric values in any other equipment category for this 
question.   The data shown in Figure 5 for South America represents only two 
responses.   
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Figure 5 Replacement of assets by category and region 
2.1.4 Regional differences in outage management 
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Figure 6 Comparison of planned outages per circuit per annum 
 
There are also variations in planned outages in different regions (Figure 6), 
although the difference between average and median values suggests 
variations within regions as well.  Note that this data is rather incomplete – 
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there are only two responses from South America and three from North 
America.  
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Figure 7 Unplanned outages per circuit and per 100 km of circuit by region 
  
Likewise, as Figure 7 illustrates there are significant variations in reported 
forced outage rates between regions. 
 
2.2 Other literature on transmission-related strategic asset 
management  
This section reviews Strategic Asset Management topics pertinent to 
electricity transmission systems. Typical issues for strategic asset 
management in the electricity transmission sector include: 
· Assessment and management of regulatory impacts; 
· Assessment and management of market impacts; 
· Risk management; 
· Long term strategies related to replacement of equipment; 
· Alignment of performance with customer needs; 
· Use of external service providers to support asset management 
activity; 
· Skills retention and development; 
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· Alignment of maintenance activity with the operational strategy for 
assets; 
· Performance measurement, performance indicators and 
benchmarking;  
· The impact of interconnection of systems;  
· The impact of embedded generation; 
· The potential benefits and opportunities associated with new 
technology; and 
· Likely developments in environmental management and regulation. 
It is at the strategic level of asset management that this thesis seeks to make 
a significant contribution. 
2.2.1 Assessment of Regulatory impacts on transmission 
2.2.1.1 Changes to structure of the electricity industry 
1990 to the present has been a period of upheaval for the electricity industry 
world-wide, with many utilities subjected to changes in regulation, market 
operation, and industry structure.  In this period there has also been an 
increase in the participation of private investment in the industry, which has 
seen a reassessment of goals and priorities for some organisations. 
 
Changes in regulation of the electricity industry have occurred in many 
countries, including the United Kingdom, the Nordic countries, Chile, 
Argentina and other countries in South America, Eastern Europe, New 
Zealand and Australia.  Changes are occurring still in Canada and the United 
States of America, parts of Europe and Asia.  Typically the electricity reform 
process has seen a move from vertically integrated, publicly owned utilities 
towards structures that separate the different functions, particularly generation 
separated from the “wires businesses” of transmission and distribution.  
Exceptions to the state of ownership include the USA, Germany and Japan, 
where privately owned utilities are most common. 
 
Motivations for these reforms have varied and the form of the resultant 
electricity industry structure has also varied from one jurisdiction to another.  
Historically the electricity industry was viewed as an asset of strategic 
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importance to the country, and best managed as a single entity. In the early 
1980s this view was challenged by new economic theory insisting that free 
and competitive markets were better at delivering basic services than 
government agencies. For the electricity industry it was perceived that 
competition, particularly among generators and retailers, would lead to an 
improvement in efficiency of the electricity industry, with resultant lower prices 
to consumers. In some countries (eg Argentina {Lalor, 1996 #54 Victoria 
Australia {Theunissen, 1998 #601}), electricity restructuring and privatisation 
was seen as a way of providing additional capital and /or a mechanism for 
retiring public debt by selling assets to private investors.  
 
Early reform initiatives typically involved the complete de-integration of utilities 
into different functions (eg UK, Chile, NZ and Australia).  More recent 
approaches to reform have been more cautious, recognising the individual 
social and economic circumstances in some countries, and existing industry 
structure might not justify the implementation of full restructuring {Cope, 2000 
#869}.  
2.2.1.2 Regulation within transmission 
The transmission sector is presently viewed as a “natural monopoly” 
{Dismukes, 1998 #69, Newbery, 1994 #873}.  As a result transmission is 
usually treated as a regulated monopoly under the market reforms, although 
the degree and precise nature of regulation has varied considerably 
{Newbery, 1994 #873}. The economic regulation of electric utilities covers 
such issues as  
· Pricing of services; 
· Investment; 
· Cost of service; 
· Quality including service standards and service obligations; and 
· Rate of return on assets. 
 The types of regulation existing today for transmission businesses may be 
classified into the following categories, (listed most favourable to least 
favourable for credit quality by Standard & Poor’s assessment) {Greer, 2001 
#762}: 
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· Rate based regulation (Cost-plus regulation) ; 
· Self regulation (Light-handed regulation); 
· Revenue cap regulation; 
· Price cap regulation (Rate cap regulation) ; 
· Non-transparent regulation; 
 
Under rate-based regulation the utility is allowed to achieve a reasonable rate 
of return on investment and to recover costs of operations and maintenance.  
This was traditionally the most common form of regulation, and is still 
predominant for utilities in North America {Greer, 2001 #762}.  Electricity rates 
are set by the regulator.  There is some risk exposure for the utility based on 
changes in load and thus revenue (eg milder weather may reduce electricity 
usage, severe weather is likely to increase usage).  Newbery {Newbery, 1994 
#873} writes “rate of return regulation is an attractive way of underwriting 
property rights and ensuring the ability to cheaply finance expansion, [but] it 
does so at the cost of inflexibility, risk aversion towards new technologies that 
may lower costs, and a reluctance to cross institutional boundaries to seek out 
lower cost solutions, as well as the usual tendency to over-costly investment 
and employment”. 
 
Under self-regulation, utilities set their own price levels and pricing 
mechanisms, generally with the requirement to justify these levels to 
customers (eg Sweden {Greer, 2001 #762}, New Zealand {Read, 1997 
#553}). 
 
For revenue cap regulation the total revenue which may be collected by the 
transmission business is capped.  Revenue is generally calculated based on 
return of and on investment plus operations and maintenance costs.  In CPI-X 
schemes (eg Australia {ACCC, 1999 #62}) the operations and maintenance 
component of revenue is adjusted for inflation and by a factor “ X “ to 
encourage efficiency improvements.  Adjustments are made for over or under-
collection of revenue.  Risk arises from a number of sources including  
· The valuation of assets; 
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· The calculation of rate of return on assets; and 
· Determination of the value of the “X” factor. 
 
Price cap regulation is similar to revenue cap regulation except that no 
adjustments are made for over- or under-collection of revenue within the 
regulatory reset period.   
 
Non-transparent regulation is where there are no procedures or guidelines on 
how to set revenues. 
 
Incentive-based regulation is gaining popularity.  Incentives or penalties are 
applied based on performance criteria.  In most cases incentive based 
regulation is applied in addition to some other main form of regulation, and 
comprises a small, but significant component of revenue. Typical criteria 
include some measure of reliability (supply point, equipment reliability, outage 
rates), and other quality of supply issues such as voltage excursions.  
Occasionally availability is also used {, 2002 #824}.  Customer satisfaction 
survey results may also be taken into account, although this is more common 
for distribution level.   
2.2.1.3 Research on regulation, structural reforms and governance 
Research has been undertaken largely from a public policy/economics 
perspective.  Topics have included 
· The structure of reforms {Besant-Jones, 1996 #173;Lalor, 1996 
#54;Newbery, 1994 #873;Cope, 2000 #869}; 
· Whether these reforms have achieved desired results {Newbery, 1997 
#510}{von Hirschhausen, 2001 #765;Percebois, 2001 #866} ; 
· Regulatory governance {Lovei, 1998 #48;Stern, 1998 #30}; 
· Privatisation{Izaguirre, 1998 #49;Abdala, 1999 #50;Larsen, 1999 
#82;Boubakri, 1998 #191;Newbery, 1997 #510;Percebois, 2001 #866}; 
· Pricing mechanisms for transmission {Anderson, 1999 #130;Camfield, 
2000 #209;Green, 1997 #320;Lock, 2000 #461;Lyons, 2000 
#464;Read, 1997 #553;Sioshansi, 1999 #870;Hogan, 1998 
#355;Kirby, 1999 #74}; 
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· Stranded assets {, 2000 #914;Hirst, 2000 #351;Jones, 2000 #1} 
· Congestion and congestion management {Lyons, 2000 #464;Kirby, 
1999 #74;Bialek, 2000 #175;Nasser, 1999 #943; Grande, 2000 #937} 
· How to stimulate the level of investment in transmission (especially in 
the USA){Fuldner, 1999 #303;Kirby, 1999 #74;Hirst, 2000 
#351;Nasser, 1999 #943} 
· Regulatory risk {Larsen, 1999 #82;Nasser, 1999 #943;Jones, 2000 #1} 
· Benchmarking {Jasamb, 2001 #727}. 
There has been little research relating the extensive changes in regulation to 
the asset management within utilities, even though there have been 
significant changes to external drivers for asset management.  However an 
examination of the literature suggests several ways in which regulation 
impacts or should impact on transmission asset management. 
 
The first, obvious impact is on the adequacy of revenue.  This has a major 
effect on the company’s ability to operate, maintain and extend the network in 
order to provide reliable supply.   
 
Related to this are the issues of providing drivers to promote the appropriate 
level of investment for new equipment and network augmentation, and the 
issue of efficient use of the current network.   
 
Economists have studied this in relation to transmission pricing.  According to 
Sioshansi {Sioshansi, 1999 #870} there are two main pricing issues:  
· Usage pricing – to compensate owners of the grid for the right to use 
their network, and to encourage the building of more network; and 
· Congestion pricing – charging a premium for using the facility during 
times of peak demand.  Ideally this premium should encourage some 
users to shift their usage to other times. 
Some economists and utility representatives in the USA have recently argued 
that because transmission costs represent only a small fraction of total 
electricity prices to consumers, and the impact of transmission constraints on 
prices in a competitive market is large, transmission investment to alleviate 
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congestion should be encouraged through appropriate regulation {Hirst, 2000 
#351,Butler, 2000 #206;Nasser, 1999 #943}.  In Australia there is a proposal 
to provide revenue incentives to transmission companies to reduce 
transmission constraints that impact on the market {, 2002 #824}.  It is not yet 
clear how this will be implemented. 
 
There is a school of thought that says that transmission prices should provide 
a locational signal to customers (generators and consumers) to encourage 
them to use the network in a way that is efficient in terms of system losses 
and use of transmission assets {Hogan, 1998 #355;Camfield, 2000 #209}. 
Efficient use of transmission could potentially defer the building of more 
transmission infrastructure. Elements of locational pricing are incorporated 
into Australia’s zonal pricing scheme and the Pennsylvania- New Jersey – 
Maryland nodal pricing scheme {Sioshansi, 1999 #870}. However, because 
transmission constitutes only a small fraction of total electricity pricing it is 
unlikely that these signals are strong enough to have much impact on 
transmission asset management decisions. 
  
The third impact of regulation is on risk associated with the transmission 
business.  This has a direct impact on the ability of the transmission 
enterprise to raise capital for investments.  For instance, Standard and Poor’s 
list  
· Tariff-setting mechanism,  
· Regulatory efficiency and investment requirements, and   
· Transparency of regulatory arrangements 
 among the main factors distinguishing one transmission business from 
another for the purpose of credit rating {Flintoff, 2001 #761}. 
 
Transparency of regulatory arrangement is one aspect of regulatory 
governance.  Regulatory governance concerns {Stern, 1998 #30} 
· The objectives of infrastructure regulation and 
· The specific institutional framework for regulation in any country. 
 
 46 
Stern {Stern, 1998 #30} identifies important characteristics pertinent to electric 
utilities that make regulation both necessary and difficult: 
· They are highly capital intensive, and the assets once installed are sunk 
assets.  Hence investors are exposed to risk of strategic behaviour by 
governments eg by failing to allow maintenance of income, or reneging on 
explicit or implicit contracts. 
· The industries are characterised by considerable economies of scale.  
This is one of the main arguments for transmission businesses being 
natural monopolies.  Hence market competition cannot be relied upon to 
prevent abuse of monopolistic power. 
· Electricity services are vitally important to the welfare of all households, 
and also to industrial output.  This means that prices to customers are 
highly political.  Price changes (eg caused by abolition of cross-subsidies 
or even recovery of full costs) can make a large impact on household and 
industrial costs.  Hence there is a temptation for governments to interfere 
with the regulation of electric utilities. 
 
Consideration of these issues can be avoided if the state owns the utility. In 
such cases the functions of policy making, ownership and management and 
regulation can become blurred, and end-user pricing tends to become highly 
politicised.  There is often little incentive for utilities to operate efficiently. 
Examples from Stern include Indian State Electricity Boards, which are 
chronically loss-making, and Indonesian and Malaysian energy companies, 
that are earn a low real rate of return on assets and have pervasive cross-
subsidies. 
 
When it is desired to introduce private investment into an infrastructure 
industry it is necessary for policy making, ownership and management, and 
regulation to be clearly delineated. In particular regulation must be, and be 
seen to be, independent of government interference in order to convince 
potential investors that the risk level is low.  The regulatory system must  
· Enable private investment in and /or private ownership of utilities; 
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· Ensure efficient provision of services to customers, at minimum necessary 
price; and 
· Support private investment by continuing to allow a reasonable rate of 
return. 
 
The case of Ukraine {Lovei, 1998 #48} illustrates the importance of regulatory 
governance to the health of the electricity industry.  After successful 
restructuring of the electricity industry, the average electricity price rose by a 
factor of three (from a level initially well below cost) from 1994-1996.  This 
caused a growing problem with non-payment of electricity.  Electricity 
suppliers were pressured by central and local governments to continue 
supplying electricity to strategically or politically important customers.  In 1996 
the government also instructed the National Electricity Regulatory 
Commission to leave retail prices unchanged until further notice.  Accordingly 
the regulatory commission instructed the National Dispatch Centre to apply 
downward corrections to the daily average marginal price, contrary to market 
rules.  A proliferation of barter and other non-cash payments further 
undermined the application of market rules, as the National Dispatch Centre 
could only collect and allocate cash payments.   
 
The adjustments to market rules, and tolerance of non-payment, government 
interference in market pricing and implicit preference to non-cash payments 
deterred lending investors.  The European Bank for Reconstruction and 
Development cancelled a US$60 million loan and the World Bank suspended 
disbursement of a US$314 million loan.  Attempts to privatise Oblenergos, 27 
joint stock companies that own and operate the low voltage networks, and 
some generation capacity (mostly) combined heat and power plants) have 
also failed to attract international investors {Lovei, 1998 #48}.   
 
Under some tariff setting scenarios there is a significant element of risk 
associated with asset valuation. A study of European Union transmission 
pricing issues found that asset valuation was a major source of difference 
between regulation in different countries with impact on tariffs and hence 
 48 
revenues {Perez-Arriaga, 2002 #692}. Unfortunately the paper did not 
examine the different asset valuation methods employed, but the implication 
is that there is a wide variety of approaches to asset valuation, even within 
Western Europe. In Australia a large component of transmission revenue is 
based on Depreciated Optimised Replacement Costs {ACCC, 1999 #62}.  In 
New Zealand the asset valuation is based on Optimised Replacement Costs.  
In both cases the “Optimisation” term refers to the fact that valuation is based 
on an ideal system, rather than the one that developed over time.  Under-
utilised equipment may be subject to reduced valuation or being “optimised” 
out of the total.  When this occurs the transmission company cannot recover 
capital nor gain a return on its investment in this plant. This risk is faced when 
the equipment is first installed on the network – only investments deemed by 
the regulator to be “prudent” are counted towards asset valuation, and 
throughout the life of the equipment.   
 
There is much less research published about the impact of regulation from the 
perspective of the transmission company.  Evidence of the impact of 
deregulation and restructuring on AM issues can sometimes be found  in 
descriptions of strategies employed by different companies. Certain common 
threads can be observed in these documents: 
· In the past ten years there has been strong downward pressure on 
operation and maintenance costs {Davies, 1998 #250,Jefferies, 1997 
#388}.  This has occurred not only in enterprises that have been 
subjected to extensive restructuring and re-regulation, but also where 
the regulation and structure of the industry is largely the same as it was 
in 1990 (See for example {Percebois, 2001 #866}, discussing 
Electricite de France (EdF)). In the USA in the period 1990-96 
maintenance spending in transmission declined by 22% {Kirby, 1999 
#74}, even though restructuring was only in its infancy in the US during 
this period. 
· For transmission entities, particularly those formerly part of vertically 
integrated utilities, there has been an increase in uncertainty in 
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planning, and lead times have been reduced.  As an example, 
highlighting this issue see {Powerlink QLD, 2000 #57}. 
· The pressure to improve efficiency in operations and maintenance, 
together with increased uncertainties in planning augmentation have 
focussed attention on risk management within transmission 
organisations to a greater extent than ever before. 
Jones et al {Jones, 2000 #1} suggest that for Australia and New Zealand the 
regulatory drivers towards higher availability and reliability but lower 
operations and maintenance cost, encourage network owners to consider new 
technologies.  It is also argued that the high capital component (80%) of 
revenue could be considered to encourage a strategy of capital investment, 
especially if this also reduces operations and maintenance costs.  This results 
in inclusion of the following criteria for the selection of new technologies:  
· Minimal inherent safety risk; 
· High self-monitoring and remote interrogation capability; 
· Low maintenance requirements; and 
· Integration with other substation systems. 
 
Some useful research has arisen as a result of these drivers, especially from 
industry-based organisations.  For example in {CIGRE WG B2.13, 2002 #871} 
the authors draw on decisions science methods to examine options to replace 
or upgrade a transmission line, in the light of uncertain generation 
developments.  The paper advises the analysis of threats and opportunities 
from external sources, in addition to assessment of the company’s own 
strengths and weaknesses in order to assess different options.  It is an 
excellent example of strategic asset management. 
 
Another example of a strategic asset management issue arising from efforts 
of utilities to reduce operating costs is that of maintenance outsourcing.  
Working group 23/39.14 is developing guidelines to assist utilities to identify 
the optimal level of outsourcing dependent on their individual circumstances  
{CIGRE JWG 23/39.14, 2002 #872}.  In this paper the authors propose the 
use of a competency mapping model, and a risk versus effectiveness model 
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to provide an understanding of what services should potentially be 
outsourced.  Five competency classes are identified:  
· Distinctive  - the most important capability of an organisation (For 
an asset manager type utility this might be ability to manage 
contracts.); 
· Essential – Necessary for the organisation to operate ; 
· Spillover – Allows a utility to obtain profits in a related activity; 
· Protective – Related to activities that cause considerable risk to the 
organisation (eg protection maintenance); and 
· Parasitic – Activities that waste organisation resources (eg tower 
painting). 
Three overriding issues are identified for the analysis of outsourcing 
opportunities: risk, cost and quality/effectiveness. 
 
2.2.2 Assessment and management of market impacts 
Under the new competitive arrangements adopted in many countries the role 
of the transmission provider is (usually) to own, operate and maintain the 
transmission network.  In some cases (such as the National Grid Company) 
the role also includes system operator.  The generators and retailers trade in 
a market for electricity, and although the rules for the market arrangements 
vary significantly from one jurisdiction to another, a key feature of e lectricity 
markets is open access to the electricity network. Because market operation 
is based on bidding and contracts rather than the cost of operation of 
generation plant there is typically a much higher degree of variability in 
generation outputs, and  consequently in the flow of power across the network.   
 
In {Jones, 2000 #1} the impact on transmission asset management of 
deregulation and the market in Australia and New Zealand is described with 
particular reference to switchgear. The new risks and opportunities for 
transmission businesses identified include: 
· New liabilities arising from potential impacts on the operations of other 
market participants; 
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· Risk of stranded costs, the inability to obtain a return on or of capital on 
under-utilised assets is increased. (Changes in utilisation may arise 
from market operations, such as changes in generation patterns.) 
· Greater difficulties in obtaining outages for maintenance are 
experienced: this drives changes in maintenance activities, such as 
reduction in outage duration, use of live maintenance work, and 
transferring of work to periods of low load. 
· Planning uncertainties: the lack of central planning of generation 
development means that lead times for transmission planning are 
reduced. 
· Operation of the network in ways no t intended by original designs: 
Changing transfer patterns, for example, can cause large swings in 
reactive support requirements and consequently higher numbers of 
switching operations on reactive plant, with the result of greater wear 
on circuit breakers. 
· Increased opportunity for embedded generators: This could reduce use 
of parts of the transmission network, increasing the potential for 
stranded costs. 
· Competition with other asset owners for development of contestable 
assets could impact on profitability and 
· Competition between regulated and unregulated asset developments 
could change utilisation of plant. 
In the UK, changes to generation patterns, and short lead times for projects 
have led to installation of significant reactive plant and the development of 
relocatable static var compensators {Unwin, 1999 #611}.  The use of 
relocatable equipment reduces the risk that equipment will become redundant 
in the future. 
 
Laycock et al {Laycock, 1998 #688} argue that de-regulation and market 
operation have put higher stresses on the performance of protection systems 
in transmission networks.  They identify reduction of operational constraints 
and improvement of voltage quality as drivers for transmission utilities. They 
suggest that the use of numeric protection relays can assist in resolving these 
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problems, and can provide valuable data for the analysis of power quality 
problems. They also propose the use of intelligent analysis tools for the 
purpose of analysing data from the numeric protection relays.  However, no 
quantifications of benefits are identified; the article is largely an advertisement 
for research projects being undertaken. 
2.2.3 Interconnection of networks 
Another major trend in electricity industries world -wide has been the 
interconnection of electricity networks {Hammons, 1998 #70; ,2001 #875}.  
There are significant benefits for interconnection of networks: 
· Interconnection promotes more efficient use of generation capacity by 
using structural differences in load profiles (for instance time of peak 
load differences in different time zones). 
· Reserve capacity required to cope with loss of generation (or 
transmission outages) is shared between interconnected systems, thus 
reducing the level of reserve required on individual systems.   
· In an electricity market the interconnection of networks potentially 
increases competition between generators, and can lead to reductions 
in average price of electricity and price volatility. 
For transmission providers interconnections pose a number of challenges: 
· The differences between actual and design network power flows can 
be exacerbated when previously separate networks are 
interconnected. 
· When networks are interconnected operating and reliability standards 
have to be harmonised {, 2001 #875}. This may require upgrading of 
equipment. 
· Interconnection of networks can result in new stability limits (dynamic 
or transient stability) which may impact on the operation of the network, 
or may mean a requirement to install new control equipment such as 
FACTS devices or Static Var Compensators (SVCs). 
· Despite potential benefits it may be difficult to build interconnections, 
for reasons including the need to deal with multiple jurisdictions, 
difficulty justifying the costs in terms of benefit (this has been the 
 53 
Australian experience) and public opposition to the building of 
transmission lines. 
2.2.4 Embedded generation 
In the past ten years there has also been a drive toward the use of embedded 
generation using renewable energy sources.  This has arisen from 
acceptance of “Global Warming” as a phenomenon of human origin, 
recognition of the need to reduce the emission of “Greenhouse Gases”, and 
also an effort to decrease the use of non-renewable resources for energy 
generation. The use of embedded generation appears to have been adopted 
most enthusiastically in parts of Western Europe {Leonhard, 2002 #874}, 
where sympathetic regulation and subsidies have encouraged the 
development of wind generation and co-generation projects, but government 
initiatives have also been made in this direction in other parts (eg Queensland 
government requires electricity retailers to source 15% of their electricity from 
gas-fired or renewable generation from 1 January 2005 {, 2000 #945}.  In 
Germany about 10 000MW of wind generating capacity is now installed with 
many more giga-watts of power planned from offshore wind-farms in the North 
and Baltic Seas{Leonhard, 2002 #874}.  In Denmark the installed capacity of 
wind and combined heat and power projects together is larger than the 
maximum demand {Bak-Jensen, 1999 #823}. Generation output of this 
magnitude that is dependent on weather conditions can have a significant 
impact on the functioning of the electricity system.  Most severe impacts are 
on the generation sector of the industry, and in system operation, but there 
are also ramifications for the grid.  The magnitude of fluctuations from wind 
power require large amounts of “control energy” from thermal or hydro plant to 
smooth supply, at considerable cost to operating efficiency.  Excess 
generation capacity from wind generation must be disposed of by selling the 
power to other networks. The variability and lack of output control associated 
with these embedded generation plants add another degree of uncertainty for 
transmission reliability assessment and planning.  There is concern in the 
Scandinavian system that fluctuations from heavy wind-power in-feeds and 
the local heat-and-power plants in Denmark might necessitate strengthening 
of the high voltage grid {Leonhard, 2002 #874}. 
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In other parts of the world there has been concern expressed that embedded 
generation may reduce transmission system utilisation with possible 
repercussions for revenue.  In {CIGRE WG B2.13, 2002 #871} the Working 
Group identifies “spreading distributed generation” and “use of renewable 
energy resources” as two of the threats/opportunities that need to be 
considered when planning transmission augmentations. 
2.2.5 Risk management issues 
Risk management is defined as the culture, processes and structures that are 
directed towards the effective management of potential opportunities and 
adverse effects {AS/NZS 4360, 1999 #659}. Considerations of risk 
management are pervasive in many of the Strategic Asset Management 
issues discussed so far.    Risk management entails analysing and controlling 
risks to which an organisation is exposed.  Within operations and 
maintenance areas the focus on risk management has translated into 
changes in maintenance strategies  
· Greater use of Reliability-Centred Maintenance (RCM); 
· Importance  (criticality) of equipment on the network being taken into 
account for operations and maintenance strategies; 
· A trend towards the use of predictive maintenance strategies, and 
away from more expensive but low risk time-based replace-overhaul 
strategies. 
The efficiency and risk management focuses have been drivers for some 
useful projects and developments including some drawing on operations 
research techniques.  Interesting developments in this area will be discussed 
in more detail within the context of Process Level Asset Management (Section 
2.3).  
 
Risk is a function of likelihood and the consequence of an incident.  For 
transmission companies several types of risk are present: 
· Regulatory risk may arise from poor regulatory governance and 
regulatory practices (such as optimisation and revenue resets). 
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· Market-related risk for transmission mainly relates to changed 
operation of assets compared with their original intended use, whether 
this be over-utilisation or under-utilisation, including the risk of asset 
stranding. 
· Financial risk includes currency-related risk (when borrowing is in a 
currency other than the local one), and risk of loss of revenue as a 
result of external factors (such as weather-related factors or economic 
growth) .  Factors such as these are frequently considered for credit 
rating determination (eg {, 1999 #783}), which in turn impacts on the 
cost of capital. 
· System risk relates to actions taken within the power system that 
increase the probability of not being able to fulfil a specific transmission 
service {Damstra, 2000 #935}.  This includes risks associated with 
transmission constraints or outages. 
The CIGRE Joint Working Group 23/39-07 {Damstra, 2000 #935} categorises 
system risk as three types: 
· Type 1 System risk associated with outages for maintenance activities; 
· Type 2 System risk through delaying maintenance resulting in unknown 
component deterioration; and 
· Type 3 System risks arising from not taking an outage and operating 
the system with known defective or depleted plant or equipment. 
The paper suggests that Type 1 risks are influenced by system topology, age 
and state of equipment, generation priorities, difficulties in short-term outage 
planning, need to reduce outage times and use of weekend working.   
Type 2 risks are influenced by the effect on equipment lifetime, use of online 
condition monitoring and new technology to reduce equipment maintenance 
and the number of opportunity outages (through plant failure).   
 
Conceptually Type 1 risk decreases with maintenance interval and Type 2 risk 
increases, so that it is theoretically possible to minimise risk by optimising the 
maintenance interval. 
The paper recommends the use of RCM techniques to identify and quantify 
risk.   The use of commercially-available Decision Support Tools for 
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maintenance optimisation is also suggested. Bundling maintenance (doing as 
much maintenance as possible in the same circuit outage) is identified as an 
option that reduces Type 1 risk without increasing Type2 risk. 
 
Type 3 risks and certain Type 1 risks (including risk of tripping circuits) are 
typically managed by operational procedures. 
 
2.2.6 Level of performance issues  
Level of performance issues are starting to assume a high level of importance 
to transmission businesses.  There are a number of aspects to this: 
In general there is an impression among transmission companies of 
increasing customer expectations for quality of supply.  For de-integrated 
entities formerly part of a vertically integrated industry structure, increased 
expectations may be accompanied by a greater exposure to litigation for 
supply loss than previously, especially from generators.  For instance Jones 
{Jones, 2000 #1} says “the major impact on service levels has been the 
increased expectations of some market participant and the increased liability 
associated with operating in a market environment”.  
 
Different customers have different requirements for quality of supply {Sullivan, 
1996 #672}. Cost to customers of unplanned and planned outages (where 
notice is given) is also different.  In some market arrangements the customer 
can determine the level of service he requires and may choose a lower 
service level for a reduced cost (eg New Zealand {Jones, 2000 #1}).  In 
{CIGRE Study Committees 23 and 39, 2000 #76} some 27% of respondents 
offered a tariff option permitting limited supply operations, and 6% offered a 
tariff penalising supply interruptions. Some utilities, mainly those with 
distribution as well as transmission functions, profiles of customers are 
developed to identify reliability needs at various supply points. An example of 
this is a probabilistic planning tool used by Duke Power called Value-Based-
Reliability-Planning {Dalton, 1996 #246}.  Underlying this program is a 
realisation that there is a cost associated with improving reliability and quality 
of supply, (capital and O&M), and a cost associated with customer outages.  
 57 
The tool aims to minimise the combined costs of these in order to provide 
acceptable reliability to customers at minimum overall cost. 
There is also a g rowing trend for regulators to set targets for reliability and 
quality of supply levels, and for incentives/penalties to apply.  It is therefore 
necessary to balance potential incentives / penalties against the costs 
associated with achieving the regulatory targets.  
 
It is also important that transmission businesses take opportunities for 
participating in the development of service performance targets, to ensure that 
the targets developed provide appropriate drivers.  Furthermore it is important 
that performance targets set for asset management service providers are in 
harmony with the drivers acting on the organisation.  
2.2.7 Performance measurement 
Performance measurement is of great interest to regulators, particularly 
comparison of performance between different utilities.  A survey of 
benchmarking techniques and studies was made by Jasamb and Pollit 
{Jasamb, 2001 #727}.  Perusal of this suggests that very few benchmarks 
have been performed for transmission. The one case listed was undertaken 
by Pollitt, and published in 1995.  The main reason for this is that 
benchmarking works best when circumstances of the utilities are very similar.   
 
Another issue complicating comparison of transmission performance is a lack 
of consistent performance measures between different companies. (See 
Section 5.2 for a detailed discussion of this).  This problem is partially 
addressed by the use of third parties for benchmarking studies.  Companies 
contribute data to these studies and in return are given information on their 
ranking relative to  other participants on various performance (or partial 
performance) indicators.  
2.3 Process Level Asset Management 
At the process level of asset management the emphasis is on processes and 
statistical understanding of the  equipment.  Process level asset management 
issues tend to have a narrower scope:  they tend to focus on one aspect of 
asset management such as maintenance efficiency, planning for system 
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reliability or equipment replacement strategies. The current directions of 
process level asset management research are being driven by the needs of 
the business and the issues identified at the strategic level of asset 
management.  In particular  
· Maintenance cost drivers and risk management are fostering research 
towards maintenance optimisation. 
· Cost and reliability drivers are driving increased use of RCM and a 
trend toward the use of condition-based maintenance. 
· Risk management, risks associated with the regulatory system and low 
return on capital are encouraging investigations into replacement 
policies, and encourage strategies that take into account the criticality  
and condition of equipment when considering maintenance or 
replacement. 
· Life cycle costing is being used to justify the expenditure of extra 
capital in order to reduce operation and maintenance costs.  The focus 
on reducing maintenance is in line with regulatory drivers.   
· Reliability drivers have fostered research into probabilistic reliability 
modelling, and investigations into the effects of different configurations 
of equipment on reliability. 
· Market drivers and in some cases regulatory drivers are placing 
pressure on utilities to develop strategies to increase availability, 
leading to changes in maintenance strategies. 
2.3.1 RCM and its influence on asset management in transmission 
Reliability centred maintenance (RCM) is a process that originated in the 
aviation industry and was widely publicised by John Moubray {Moubray, 1992 
#658}.  Moubray defines RCM as a “process used to determine the 
maintenance requirements of any physical asset in its operating context.”  The 
RCM process involves the following steps: 
· Define the system, its functions and required performance standards; 
· Determine the functional failures (failures to achieve required 
performance); 
· Identify the failure modes associated with functional failures (root 
causes of failures); 
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· Describe the effect of each failure mode;  
· Identify the consequences of the failure mode; 
· Identify appropriate actions to prevent each failure mode (Tasks must 
be both technically feasible and worth doing – a function of 
consequence and cost); 
· Decide what to do if a preventive task cannot be found to address a 
failure mode. (This may involve rebuilding or discarding the item 
periodically, redesigning the item or doing nothing, depending on the 
consequences of failure). 
 
The first four steps are also known as Failure Modes Effects Analysis (FMEA), 
and the first five steps, including consequence, are referred to as FMECA. 
 
The concepts involved in FMEA and RCM have become pervasive in asset 
management, even though wide-scale adoption of the RCM method has not 
occurred in distribution and transmission sectors of the electricity industry 
{ECAR Electric Equipment Panel, 1999 #944:Endrenyi, 2001 #279}.   The 
main reason for this appears to be the resources required (financial and 
personnel) for full implementation of RCM.  As a result there are now variants 
and computer tools to streamline the RCM process available on the market. 
 
One variant of RCM has recently been employed by the National Grid 
Company of the UK.  The strategy known as Rule Based Schedule Evaluation 
(RBSE) {Allison, 2001 #676} involves matching current maintenance 
schedules with known failure models and deterioration rates in order to 
eliminate unnecessary, ineffective  or excessive maintenance.  RBSE can also 
flag maintenance work that can be undertaken without an outage. It is 
expected that this process will reduce data collection and condition data 
analysis, and the amount of work done during outages. It is also anticipated to 
reduce protection system maintenance by up to 95%.  A similar technique 
was recently described in detail in {Anderson, 2002 #792}.  These approaches 
are likely to be effective only if current maintenance practices address all 
important failure modes and if excess maintenance is being undertaken. 
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2.3.2 Condition based maintenance (CBM) 
While time-based maintenance (or more precisely scheduled 
repair/replace/overhaul task-based maintenance {Hastings, 2000 #657}) 
remains the most common form of maintenance process in the transmission 
sector {CIGRE Study Committees 23 and 39, 2000 #76}, condition based 
maintenance (CBM) or as Moubray {Moubray, 1992 #658} describes it, the 
“Scheduled On-condition Task”  is becoming increasingly important in the 
industry.   Condition based maintenance comprises condition monitoring, 
assessment and maintenance actions (including refurbishment and 
replacement), based on condition. Condition assessment can potentially 
provide the following benefits {Unwin, 1999 #611} when integrated in an 
overall asset management strategy: 
· Improved risk management of assets; 
· Improved management of environmental risks; 
· Ratings and performance improvements leading to avoidance of 
constraints (and associated costs); and 
· Better targeting of assets for refurbishment and replacement. 
 
 CBM has two main purposes, either  
· To prevent a functional failure; or  
· To mitigate the consequences of that failure. 
From the transmission perspective, CBM, properly applied, has the potential 
to increase availability of equipment, reduce the incidence of major failures, 
and reduce routine {ECAR Electric Equipment Panel, 1999 #944} and 
remedial maintenance costs.  In order for CBM to work, it is necessary to be 
able to predict the onset of failure early enough to rectify the problem or avoid 
the consequences of failure.  Interest in condition-based maintenance has 
spawned much of the current equipment-level research. 
2.3.3 Justification and selection of condition monitoring 
At the process level, considerable effort has been put into economic 
justification for CBM.  CBM, and particularly online CBM, often requires a 
substantial capital outlay.  The cost penalty is often highest for retrofitting of 
on-line CBM to older equipment, even though benefit is likely to be realised 
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sooner when CBM is applied to older equipment than when applied to new 
equipment {CIGRE WG 13-09, 2000 #660}. In {, 2000 #683;Bergman, 2001 
#682;Bergman, 1999 #171} Bergman and the IEEE  Guide {, 2000 #683} 
advocate use of RCM to identify economic condition monitoring opportunities. 
Likewise, the CIGRE guide {CIGRE WG 13-09, 2000 #660} identifies failure 
modes, effects, condition monitoring techniques to address these failure 
modes, and suggests methods for assessing the potential benefits of CBM 
applied to switchgear. 
2.3.4 Maintenance period optimisation 
The concept of maintenance period optimisation arises from the realisation 
that routine maintenance costs are reduced as maintenance period increases, 
but remedial costs increase with increased maintenance period.  The 
combination of these cost curves suggests a roughly bath-tub shaped curve 
with some minimum cost at the point of intersection of the curves.  The actual 
point of minimum depends on the failure period of the dominant failure mode.  
Calculation of this point is complicated by multiple failure modes, and also by 
failures that depend on the time since last operation (eg “sticky” mechanical 
relays).  Maintenance optimisation has been extensively researched in 
operational research areas since the 1960s, with many hundreds of 
applications reported eg {Valdez Flores, 1989 #841;Scarf, 1997 #22;Wang, 
2002 #839} but  the modelling techniques do not appear to  have been widely 
applied in the electricity transmission sector.  Many reasons for the lack of 
penetration of optimisation techniques in maintenance management in 
general are suggested by Dekker {Dekker, 1996 #23} including: 
· Many models have been developed out of interest in the mathematics 
more than its application. 
· Many of the case studies are tailored to particular applications and not 
easily translated. 
· Obtaining data to support the modelling is often difficult and time 
consuming. 
· A high level of expertise is often required to run these applications 
successfully.  
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· In some cases the potential benefits do not justify the expense of 
modelling. 
 
However, recently software to facilitate this maintenance has become 
commercially available, and is starting to find application in the electricity 
industry (for instance Yorkshire Electricity and Gas have successfully applied 
an inspection optimisation module from the MACRO suite {Bower, 2001 
#808}, and the National Grid Company has made use of the maintenance 
optimisation module from the same package {Allison, 2001 #676}).   The 
development of general Decision Support Systems (DSS) is facilitating this 
process.  There are two main types of DSS: Operational and Strategic 
{Dekker, 1998 #837}.  The Operational DSS is developed to solve a repetitive 
problem; it is generally associated with a database of relevant information.  
Examples of applications include road maintenance, and a decision support 
system for opportunity maintenance of gas turbines on offshore oil rigs 
{Dekker, 1998 #837}.  The Strategic DSS is designed to analyse one-off 
problems at a higher level (systems or subsystems).  Examples cited in 
{Dekker, 1996 #23} include KMOSS from KEMA, RELCODE, OPTIMON, and 
MAINOPT (precursor to MACRO). A recent applications targeted specifically 
at the electricity industry is RiBAM (Risk based Asset Management from 
Kinetrics (formerly Ontario Hydro Technologies)) {Anders, 2001 #129}.  
 
A simpler approach to optimising maintenance intervals is used by NV Sep of 
the Netherlands {Davies, 1998 #250}.  Maintenance is initially performed 
according with manufacturers’ recommendations.  Once maintenance is 
completed on a piece of equipment, maintenance staff assign to it one of 
three categories, A, B or C: 
· ‘A’ means the maintenance was unnecessary; it could have been done 
later; 
· ‘B’ indicates that the maintenance was performed at the right time; only 
normal maintenance was required and 
· ‘C’ means the maintenance should have been done earlier; major faults 
were found. 
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Annually these simple results are analysed for each type of equipment, also 
taking into account the manufacturer and age of the equipment.  For 
equipment that scored mainly ‘A’s the maintenance interval is increased.  For 
equipment that scored mainly ‘B’s no change is made.  For each ‘C’ score an 
immediate investigation is made to determine if other equipment of the same 
type has the same problem.  A decision is made on whether to decrease the 
maintenance interval, avoid buying equipment of the same type or let the 
manufacturer prove the problem will not recur.  
 
This strategy has resulted in increased maintenance intervals in most bays, 
phasing out of air blast circuit breakers and early discovery of major problems 
in surge arrestors and insulators of particular types.  The strategy provides a 
simple but effective feedback mechanism from maintenance to policy, 
providing maintenance staff with a direct role in policy development. 
2.3.5 Strategies to increase circuit availability 
Optimising maintenance intervals is one strategy to increase availability of 
equipment.  Another strategy specifically targeted at circuit availability is to 
reduce the duration and number of times a circuit is taken out of service for 
maintenance.  To this end NGC has developed a genetic algorithm based 
spreadsheet model called COMPAC, which groups together those 
maintenance activities on a circuit which can be performed concurrently, 
potentially reducing unavailability on key circuits by up to 30% {Unwin, 1999 
#611}. 
 
Other strategies being employed include use of live line and live substation 
maintenance techniques. 
 
In some cases the driver is not so much increasing circuit availability as 
reducing the risk of supply outage in the event that a circuit fault occurs while 
maintenance is undertaken on another circuit supporting the same part of the 
transmission network, or alternatively to reduce constraints on network 
operation that occur during maintenance of circuits.  In these cases 
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maintenance may be scheduled for periods of lower load, such as weekends 
or over-night or during periods of milder weather. 
2.3.6 Criticality in transmission asset management 
Within a network there will be plant that is critical to the performance of the 
whole, the absence of which can cause constraints on network operation.  
There may also be customers who require higher quality of supply than others 
– manufacturers of integrated circuits, for example.  There is a trend for these 
critical parts of the network to be assigned a greater priority in order to provide 
a satisfactory electricity supply to all customers at a reasonable price.  There 
is also a trend towards regulators making transmission companies pay for the 
cost of constraints they cause to network power flows.  The management of 
critical plant is being addressed in different ways by different utilities.  
Electricite de France (EDF) address customer expectations by grading 
maintenance on substation bays according to the quality of supply required by 
the client {Davies, 1998 #250}.   
 
At Scottish Power the concept of criticality has been applied to all aspects of 
asset management {Stewart, 2001 #669}.  In this strategy the commitment of 
resources depends on the criticality rating assigned to the equipment.  In the 
area of inspection for example, equipment rated low criticality would receive 
inspections to meet statutory requirements, equipment rated medium criticality 
would have targeted information collected and only highly critical equipment 
would be considered for on-line condition monitoring. 
 
A similar concept, but with different method of application has been developed 
in Germany by Damstadt University of Technology in conjunction with ABB 
Calor Emag Schaltanlagen AG and in collaboration with German utility 
Energie-Versorgun Swaben AG {Balzer, 1998 #153}.  In this application, 
equipment is assigned an importance rating on a scale of 1 to 100 and a 
condition rating, also in the range 1 to 100, which may be constructed from a 
number of different parameters.  Importance, condition pairs of coordinates 
are plotted on a graph.  A high value of importance means that the equipment 
has a major influence on the network.  When an axis 45 degrees to the 
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importance and condition axes is drawn, the priority for maintenance or 
replacement is determined from the distance of the (I,C) coordinates to this 
new axis.  The greater the distance, the higher is the priority given to this 
equipment. 
2.3.7 Reliability modelling 
The North American Electricity Reliability Council (NERC) describes reliability 
in these terms{Reliability Criteria Subcommittee of the Engineering 
Committee, 1985 #680}: 
“Reliability in bulk power electric systems is the degree to 
which the performance of the elements of that system results 
in power being delivered to consumers within accepted 
standards and in the amount desired.  Bulk power electric 
system reliability can be addressed by considering … 
adequacy and security.  Adequacy is the ability of the bulk 
electric system to supply the aggregate electric power and 
energy requirements of the consumers at all times taking into 
account scheduled and unscheduled outages of system 
components.  Security is the ability of the bulk power electric 
system to withstand sudden disturbances such as electric 
short circuits or unanticipated loss of system components”  
 
From this definition it can be seen that for transmission systems, the  design of 
the network plays a major role in providing for both security and adequacy.  In 
transmission systems reliability is built into the network by the use of 
redundancy.  Traditionally an N-1 planning criterion was used, and this is still 
the most common method of ensuring reliability today {CIGRE Study 
Committees 23 and 39, 2000 #76}.  An N-1 criterion means that the system 
must be able to operate without loss of supply when any single contingency 
occurs.  Examples of single contingencies might include a line fault or an 
abnormal weather condition.  
 
Alternatively it is possible to model the reliability of the network using 
probabilistic methods.  The main methodologies employed for the assessment 
of network reliability are  
· Montecarlo simulations, and 
· Markov models. 
Modelling has been applied to serve a number of different purposes: 
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· A number of applications have been developed to examine network 
planning options to improve reliability {Bak-Jensen, 1999 
#823;Dialynas, 1996 #813}.  EPRI has developed a Probabilistic 
Reliability/Risk Assessment tool for transmission systems {Lee, 2001 
#812}. This tool calculates risk indices for overloading, under-voltage, 
transient and dynamic stability conditions. It may have application for 
planning or as a real-time tool for system operation security 
assessment.  Other applications have focussed on the distribution 
system {Brown, 1996 #809;Goel, 2000 #826}. 
· Applications have been developed to explore reliability within various 
subsystems of the transmission network, such as protection, and 
substation configuration {Atanackovic, 1999 #822;Karlsson, 1997 
#697;Meeuwsen, 1997 #818;Meeuwsen, 1997 #484;Vermeulen, 1998 
#821}. 
· Reliability assessment including condition deterioration in equipment 
has been the subject of a number of research endeavours {Hoskins, 
1997 #361;Hoskins, 1999 #362;Endrenyi, 2001 #280;Endrenyi, 2001 
#279}. 
2.3.8 Life cycle costing 
Life cycle costing (LCC) is the process of assessing the cost of a product over 
its life cycle.  Life cycle costs include all costs associated with acquisition and 
ownership of a product over its life.  Australian standard AS/NZS 4536 {, 1999 
#831} defines the following objectives for life cycle costing: 
· Calculate a dollar value representing the LCC of a product as an input 
to a decision making or evaluation process. 
· Support management considerations affecting decisions during any 
life-cycle phase. 
· Identify attributes of the product which significantly influence the LCC 
of the product so that they can be properly managed. 
Considerations include the value of cost elements, timing of cash flows and 
time value of money.  The process should be an on-going one over the life of 
the product – actual costs should be fed back into the evaluation process to 
improve cost estimates and identify improvements. 
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Literature suggests that life cycle costing is gradually becoming an integral 
part of electricity transmission asset management {Allison, 1995 #124;Amato, 
1999 #127;Dwivedi, 1988 #275;Flatt, 2000 #293;Hastings, 1999 #20;Janssen, 
1993 #381;Karlsson, 1997 #697;Nordin, 1995 #514;Pettersson, 1986 
#539;Pryor, 1998 #751}.  Results from a CIGRE survey of maintenance 
policies and trends {CIGRE Study Committees 23 and 39, 2000 #76} 
suggests a trend towards the use of life cycle costs as a key performance 
indicator (KPI). 
In {Anders, 2001 #129} a program is described that uses Markov chains to 
investigate the effect of different maintenance and replacement options and 
timings on the life and value of assets (assuming that the value is related to 
the condition of assets – a debatable point, since book value seldom follows 
condition).  The paper does not refer to the concept of life-cycle costs but 
describes converting total costs to Net Present Value (including capital and 
maintenance), is easily translated to life -cycle costing . 
2.3.9 Criteria for replacement of equipment 
The issue of when and on the basis of what criteria to replace equipment has 
become one of considerable interest to transmission asset managers in 
recent years.  Interest in this topic has been fostered by economic pressures 
to extend the life of equipment coupled with the recognition that in developed 
networks (Europe, North America, and Australia) the average age of 
equipment is steadily increasing {CIGRE WG 37.27, 2000 #929}.  Concerns 
have been raised about the potential cost burden associated with replacing 
large portions of the network within a short timeframe {CIGRE AP13, 2001 
#233}.  Most transmission entities have developed a long term plan for 
equipment replacement (for example, some 92% of responses from the 
CIGRE study). 
This study identified that the most important criteria influencing the system-
wide replacement plans of transmission businesses were: 
· Deterioration of transmission system performance 
· Load growth 
· Availability of capital (particularly among respondents from North 
America, Eastern Europe and Australasia). 
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Other criteria cited include changing transmission design criteria, changing 
customer expectations and regulatory decisions. 
This list is curious in that there is no mention of economic end of life, 
condition, criticality or age as factors contributing to the transmission 
replacement plan.  Deterioration of system performance (as defined in this 
survey question) includes reliability, power quality, safety and customer 
interruptions.  These parameters are lagging measures of risk, and it is 
strange that they would be used as criteria influencing the long-term 
replacement plan.  Perhaps the survey question design is at fault for not 
offering other choices of criteria. 
The survey additionally asks respondents to select from a list of options 
important criteria for replacement of a specific piece of equipment.  Results 
show that  
· Cables and switchgear are most often replaced because of frequency 
or number of failures. 
· Transformers and towers are mainly replaced because of asset 
condition. 
· For overhead lines public safety is the predominant reason for 
replacement. 
· In protection and control equipment replacement is influenced by the 
availability of spare parts. 
As in the long-term replacement criteria, economic reasons for replacing 
equipment do not rate highly in this list.  Examination suggests that in all 
categories, except for protection and control equipment for which technical 
obsolescence is important, risk is the dominant reason for replacement. 
This explains why the myriad of capital replacement and economic life 
models found in operational research have not been extensively adopted 
by transmission enterprises.  
A few applications including elements of risk and having an electricity 
industry and focus have recently been published. In {Hastings, 1999 #20} 
Hastings and Sharp include risk cost in a techno-economic analysis, using 
equivalent annual cost and repair limit theory.  
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2.4 Equipment Level Asset Management 
Research at the equipment level can also be seen to support the needs of the 
process and strategic levels of asset management.  It is not proposed to 
analyse the extensive literature in this area in detail, but merely to show that 
the most fruitful areas of research are those that support business objectives. 
Common themes throughout all types of equipment include: 
· Determining the modes of failure; 
· Deciding which failure modes are most important; 
· Calculating failure rates 
· Development of various types of condition monitoring to detect onset of 
failure; 
· Development of diagnostics to interpret data  from condition monitoring; 
· Use of condition data to predict remaining life. 
2.5 Identifying the need for research 
In this chapter a review of current research in asset management has been 
made illustrating the range of issues and topics discussed in research at the 
Strategic level of asset management and showing how these relate to 
research at the process and equipment levels of asset management.  The 
review suggests many common themes among asset management drivers for 
transmission businesses.  Despite this, as the CIGRE study of maintenance 
policies and trends shows, there are significant differences in asset 
management practices world-wide.  Perhaps this is a function of the level to 
which different drivers operate on different organisations.  For example in a 
discussion paper on asset management in Australia and New Zealand the 
following statement: 
“Business processes established within each electricity utility 
to deal with asset management are based on a number of 
factors specific to that utility.  These factors, and their impact, 
vary from utility to utility and consequently result in diverse 
approaches to asset refurbishment and replacement 
decisions.” 
Since the transmission utilities in utilities in Australia at least are operating 
under the same market and regulatory conditions, this statement would imply 
that other drivers, such as internal, business-related or system related drivers 
may also play a significant role in defining asset management policies.  
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Furthermore it is proposed here that the interaction of all drivers may impact 
on AM policies.  Its is also hypothesised that existing conditions (eg debt 
level, system configuration, load growth to name a few) and the effect of 
interacting drivers may  define or limit the effectiveness of asset management 
policies for different utilities. 
 
Little if any research has been done to explore asset management policies in 
an holistic manner, even though the literature suggests that managers are 
actively exploring strategy level AM issues, taking into account a range of 
factors.  In many cases, while external drivers such as regulation and market 
impacts are explicitly examined in literature, internal drivers such as corporate 
culture issues and historical practices, and the influence of system-related 
and environmental factors are largely ignored.  Yet these factors are not 
insignificant: substation configuration for example can have a significant 
influence on reliability and availability of circuits, all other conditions being the 
same.  Transmission businesses with high levels of flexibility built into 
substation configurations will find it easier to achieve high circuit availability.   
 
In this research an attempt will be made to  
· Define the most significant relationships in Asset Management for 
transmission utilities; 
· Implement these relationships as a set of rules in a multi-level fuzzy 
expert system 
· Define semi-quantitative data profiles, that reflect different levels of 
drivers and other influences from system and environmental factors for 
transmission in different regions of the world 
· Verify the rule set by predicting policy and performance outcomes for 
the various regions. 
· Apply the same rule sets to case studies of real companies from 
different regions. 
· Examine quantitatively the impact of various replacement and 
maintenance scenarios on asset health, asset population age 
distribution and revenue. 
 71 
The ramifications from this research for regulation, policy-making and 
performance will then be discussed.  
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3 Asset Management Relationships 
This chapter is struc tured in three parts. In the first part the factors impacting 
on asset management will be examined.  The second part explores the 
relationships between these factors. The third part draws together these 
relationships to build a model of transmission asset management in the form 
of an influence diagram. 
3.1 Factors of influence for asset management in transmission 
Factors impacting on asset management and system performance in 
transmission enterprises may be divided into three groups: 
· Internal practices and polices; 
· External factors including the business environment; and 
· System and environmental factors. 
 
The relative importance of these factors varies from one transmission 
business to the next; the interaction of these parameters results in significant 
variations in overall asset management and system performance. Variations 
can sometimes also be seen when comparison is made on a regional basis. 
3.1.1 External / Business-related factors 
There are some business-related factors that have a very strong impact on 
asset management within transmission networks.  In particular revenue 
sufficiency and historical revenue sufficiency are of major importance.  
Revenue sufficiency relates to the revenue that the organisation obtains from 
transmission of electricity and other sources, the reliability of that revenue, 
and whether it meets the needs of the organisation.  It will affect the day-to-
day operation and maintenance of the network, and also the organisation’s 
ability to raise capital for new equipment.  The level of revenue required will 
depend on a range of factors, such as the size and geographical spread of the 
network, network design factors, the current level of network performance and 
any perceived need to change the level of performance: in the CIGRE study   
“deteriorating system performance” was ranked highest in a list of factors 
influencing maintenance budgets.   Just as revenue sufficiency can be seen 
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as affecting adequacy of maintenance, historical revenue sufficiency will have 
affected historical maintenance adequacy. Historical maintenance adequacy, 
in turn, is a factor contributing to current levels of reliability. 
 
Issues relating to the cost of capital can limit the level of system 
augmentation and equipment replacement undertaken on the network.  This 
is discussed in greater detail in Section 3.2.8. 
 
Labour costs can also play a part in asset management decisions.  High 
labour costs may make decisions to use online condition-based maintenance 
more economically desirable.  Areas with low labour costs may be willing to 
undertake higher levels of labour-intensive maintenance activities. 
 
There are also country specific external drivers.  Regulations, for example 
may mandate replacement of assets at a certain age (for example in the 
former USSR, standards mandated replacement of circuit breakers at 25 
years of age {Batyayev Yu, 1995 #164}), or regulations that discourage 
replacement.  In the New Zealand regulatory framework revenue is based on 
the Optimized Replacement Value of assets {, 1995 #96}, and there is less 
incentive to replace assets than under the Australian regulation where the 
Optimized Depreciated Replacement Value is used {Crisp, 2001 #728}.  
Another example of external factors is the taxing of Sulfur hexafluoride (SF6) 
or proposed banning of (new) equipment using SF6 for insulation in some 
Western European countries, because of its contribution to global warming as 
a “greenhouse gas” {, 2002 #731} 
3.1.2 Internal factors 
Internal practices and polices include management goals and priorities, 
historical practices and attitudes.  They relate to the structure and culture of 
organisations, their level of expertise and understanding of the transmission 
network.   
 
A major driver of asset management is the goal of the organisation – whether 
this is profit or meeting of some other defined targets.  There is a strong 
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regional variation in profit as intention (Figure 8), with North America the only 
region with more than 50% of respondents to the CIGRE study claiming this 
goal, and no positive responses to this question from Eastern European 
survey participants.  Management priorities can also be deduced from the 
choice of performance indicators.  For instance, having profit as a goal and 
maintenance cost as a performance indicator suggests a downward pressure 
on maintenance costs. 
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Figure 8 Profit as intention compared by region. Data are from {CIGRE Study 
Committees 23 and 39, 2000 #76}. 
Practices related to the replacement of assets will impact on the management 
of networks.  For example, selection of age or frequency of failure as the 
dominant criterion for replacement of assets could result in quite different 
network age profiles over time.  Additionally,  results from the CIGRE study 
show variation in accounting practices for replacement of equipment: some 
transmission entities treat replacement of equipment as an investment under 
some or all conditions.  This may impact on revenue or depreciation, 
depending on regulations pertaining to the o rganisation, and in turn may make 
transmission entities more or less willing to replace equipment.   
 
Another subtle but important driver is the attitude to technology adopted by 
the organisation.  This may impact on decisions such as whether to replace 
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equipment, or whether to invest in online condition-based monitoring 
equipment. 
 
The level of maintenance undertaken, relative to manufacturers’ 
recommended levels, impacts on maintenance spending.  A low level of 
maintenance activity might result from a highly targeted maintenance 
program, using reliability centred maintenance (RCM) for example. It might 
also result from inadequate maintenance expenditure, in which case 
performance of the system is likely to deteriorate over time.  Similarly, a high 
level of maintenance relative to recommended levels implies high spending, 
but might be the result of historical practices rather than need.  Figure 9 
shows the regional spread of responses from {CIGRE Study Committees 23 
and 39, 2000 #76} on this subject.  It suggests that only in North America is 
there a tendency to undertake less maintenance than recommended, whereas 
in Eastern Europe, Asia and South America the tendency is to do more than 
recommended levels. 
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Figure 9 Maintenance relative to manufacturers' recommended levels compared by 
region {CIGRE Study Committees 23 and 39, 2000 #76}.  Series from left to right are: a) 
more than recommended; b) less than recommended; c) neither specified.  This 
information is relevant mainly for substation equipment such as transformers, circuit 
breakers and protection equipment. 
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3.1.3 System-related factors 
 
Load related factors impacting on asset management include the loading level 
on equipment, the rate of load growth, and the load factor.  Loading level 
determines the heat dissipation within equipment.    Equipment that is 
frequently overloaded or overloaded by a large amount will have reduced life 
expectancy, and higher failure rates.  The rate of load growth, combined with 
loading levels will impact on the need for system augmentation. In cases of 
extremely high load growth (such as regional transmission in India) the rate of 
system augmentation may not keep pace with the growth of demand {, 2002 
#713}, in which case system overloading will occur and reliability of supply will 
be reduced.  
 
Load factor is the ratio of average electrical load on the transmission network 
to peak load.  If a network has a low load factor the equipment maximum 
capacity will have to be high in order to meet maximum demand, but for much 
of the time it will be loaded at much lower levels.  This results in an inefficient 
use of capacity, and a network with high replacement cost for its energy 
throughput.  A high load factor implies a more efficient use of equipment, but if 
loading levels are also high it also makes taking equipment out of service for 
maintenance more difficult to do without reducing system security.  On 
systems with high load factors, more maintenance might need to be done at 
weekends or during the night when loading is lower.  Alternatively, use might 
be made of live working techniques and/or online condition-based 
maintenance.  The impact of load factor on maintenance is also influenced by 
system configuration issues. 
 
Transmission systems are generally designed to be highly reliable.  A high 
proportion of transmission networks {CIGRE Study Committees 23 and 39, 
2000 #76} are designed to an “N-1 planning criterion {CIGRE Study 
Committees 23 and 39, 2000 #76}. This states that the network should be 
able to withstand the loss of any one contingency (eg a failure of a piece of 
equipment) without loss of supply to customers.   However, within the general 
description of “N-1” there is a multitude of variants as to the precise conditions 
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applied, usually prescribed in planning codes, for example {North American 
Reliability Council, 1994 #681}.  In addition, the system redundancy may be 
eroded during periods of high load growth, if the rate of system augmentation 
is inadequate.  Thus, while the “N-1” level of redundancy is the norm some 
networks will have higher or lower levels of redundancy in practice.  This can 
have a major effect on system reliability. 
 
Two other system configuration issues that affect system performance are the 
flexibility of the system and the connectivity of the system.  Transmission 
circuits are generally connected together in substations.  Circuits are 
connected to busses via circuit breakers.  Different arrangements of busses 
and circuit breakers are used, giving different levels of flexibility for the 
reconfiguration of circuits {Giles, 1970 #747}.  Some of the common 
arrangements are double bus, the breaker-and-a-half scheme, single breaker 
and ring-bus systems. These are illustrated in Figure 10.  Some 
configurations (eg breaker-and-a-half, and double bus) provide the flexibility to 
maintain a circuit breaker without disconnecting the associated circuit from the 
network.  This can reduce outage time and fault restoration time. 
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Figure 10 Bus configuration schemes in use in various parts of the world 
 In flexible systems the circuit can be left in service while maintenance is 
performed on the circuit breaker or other equipment within the substation.  
This allows maintenance to be scheduled more easily and reduces system 
restoration times in event of multiple coincident faults.   The CIGRE study  
asked respondents to enter the percentage of circuit ends capable of being 
taken out of service for maintenance without taking the circuit out of service.  
This information, described as “flexibility” was recorded at three different 
voltage levels.  Combined flexibility may be calculated as a weighted average 
from flexibility at each voltage, weighted by the number of bays at each 
voltage level. In Figure 11, the combined flexibility is shown, and compared by 
region.  Flexibility is highest in Asia and South America, and lowest in 
Western Europe. 
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Figure 11 Flexibility compared by region, calculated from data in {CIGRE Study 
Committees 23 and 39, 2000 #76}.  Results show significant variability in substation 
design practices across regions.  
 
The interconnectedness or connectivity of the network also has an effect on 
its performance.  A highly connected network has a larger number of 
connection points between nodes, will be more robust in the face of faults, 
and thus will have higher reliability, if all other factors are the same (See also 
Section 3.2.14).  A highly interconnected system may also permit loading of 
individual components to higher levels, while still meeting the “N-1” reliability 
criterion: upon loss of a single circuit, the load is spread across remaining 
circuits, and on average, the more highly interconnected the system, the 
greater the number of circuits feeding each node. The ability to load 
equipment more highly presents greater opportunity for efficient use of 
network capacity. 
 
A measure of inter-connectedness of the system is shown in Equation 1.  In 
this thesis, the term bay refers to a group of associated equipment within a 
substation.  For instance a circuit breaker bay, terminating a transmission line, 
might comprise one (or more) circuit breakers, one or more isolators (or 
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disconnectors), an earth switch, a voltage transformer and a current 
transformer.   
 
 GWindemand
baysofnumbertotal
factortyconnectivi =
 (1) 
The regional distribution of connectivity factor is shown in Figure 12. Data are 
from the CIGRE study. 
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Figure 12 Connectivity compared by region, calculated using data from the CIGRE 
study 
Another factor that affects asset management in transmission enterprises is 
the geographical spread of the network. Large distances between substations 
and maintenance depots can increase the cost of maintenance, particularly if 
associated with high labour costs.  Using data from the CIGRE study a 
geographic factor (Equation 2) may be defined, to compare relative 
importance of geographical spread.  This is illustrated in Figure 132. 
baysofnumbertotal
lengthlineoverheadtotal
factorgeographic =
(2) 
 
                                                                 
2 Average circuit length might also be used, but these data were not available from the CIGRE study 
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Figure 13 Geographic factor is compared by region.  Values are calculated from data in 
the CIGRE study. 
Equipment age and technology can also impact on the cost of maintenance 
and on system performance. Some transmission equipment, such as the 
circuit breaker, has seen great technological change over time. This has 
(generally) resulted in improved reliability and lower maintenance costs for 
newer equipment compared with older equipment. One manufacturer for 
instance claims an increase in mean time between major failures (MTBF) of 
their high voltage circuit breakers from approximately 20 years in 1972, to 
more than 700 years in 1996, owing to  technology and design changes 
{Knobloch, 2000 #31}.  Even for equipment such as transformers, where there 
has not been major change in technology for several decades, there can still 
be age-related reliability considerations.  Such equipment can exhibit age-
related degradation, which will reduce is reliability gradually after a period of 
time {Tanaka, 1993 #597; Allan, 1991 #119}.  Transmission systems having 
high proportions of newer or old equipment therefore should exhibit 
respectively higher or lower system reliability, all else being equal.  
Alternatively, if preventive maintenance is undertaken and effective, they 
might exhibit similar reliability but different levels of maintenance cost. 
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3.1.4 Environment-related factors 
Environmental conditions to which transmission networks are subjected vary 
significantly from one region to another and even within regions.  
Environmental conditions can have a significant effect especially on failure 
rates of equipment and the costs associated with maintaining the system.  
They can also impact on the cost of infrastructure. Environmental factors 
include the following: 
· Climate type and severity can affect failure rates and associated costs. 
(This will be discussed in more detail in the next section.)  
·  The presence of corrosive atmospheres (salt and/or sulphur) affects 
maintenance costs and can be a significant consideration in 
replacement decisions {Jones, 2000 #1}; 
· Unstable geologic conditions affect cost of new assets {, 1999 #710}; 
· Rugged terrain makes installation and maintenance more costly; 
· In rocky terrain with high resistivity it is more costly and difficult to 
protect overhead transmission against lightning damage; 
· Highly urban conditions  make building new assets more difficult and 
expensive (discussed further in section 3.2.12).  According to an IEA 
study, one of the factors contributing to the high price of electricity in 
Japan is the high cost of land {, 1999 #710};  
· Large distances between load and generation make networks more 
costly to build and maintain, and increases likelihood of system security 
problems such as poor dynamic stability. 
· Remoteness of transmission from population centres can impact on the 
cost of maintenance and response time to equipment problems {Jones, 
2000 #1} 
3.2 Important asset management relationships for transmission 
enterprises 
This second part of Chapter 3 deals with the relationships between factors of 
influence in transmission asset management. 
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3.2.1 Factors affecting failure rate 
In the context of this study, failure rate means the level of unplanned 
equipment outages occurring on the transmission system per unit time, rather 
than a specific hazard rate for a particular type of equipment.   In general 
failure rates can be represented as three possible phases: a wear-in or infant 
mortality phase, a random failure phase and a wear-out phase, in the well 
known bath-tub curve.  In this section attention is largely given to the wear-out 
phase and the impact of environment and loading and maintenance 
management techniques on overall failure rates. 
3.2.1.1 The impact of climate and loading on failure rate 
An extreme tropical climate exposes equipment to high temperatures and 
humidity, tropical storms, possibly hurricanes or cyclones, and potentially high 
lightning flash levels. In such conditions failure rates of equipment are likely to 
be higher than under mild or moderate climatic conditions.  A moderate or 
mild tropical climate will, however, still expose equipment to high 
temperatures. The climate can therefore have an effect on random (non-age 
related) failure rates and condition-related failure rates that occur on aged 
equipment. 
 
There is an interaction between climate and loading.  When high ambient 
temperatures are combined with overloading of equipment the effect is more 
severe than if the same loading conditions occur under cool and/or windy 
conditions, because the maximum temperature that develops within the 
equipment will be higher. In the immediate period of the overload, the loading 
condition can increase the likelihood of failure.  For example transformer oil 
subjected to temperatures above 140 degrees Celsius produces gas bubbles 
which reduce dielectric strength, and increase the risk of failure if transient 
overvoltages occur{, 1991 #92}.  In transmission lines overloading can cause 
sagging of lines, and in the longer term, creep. High loading also exposes 
higher impedance joints to overheating, with potential for failure to occur. 
Overloading of equipment can be thought of as reducing the effective 
remaining life of equipment or increasing its effective age, and under high 
ambient temperatures the effects will be more severe. For instance the IEEE 
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guide for loading mineral-oil immersed transformers recognises aging of 
conductor insulation and cumulative permanent degradation of mechanical 
properties of structural insulation materials as functions of the time-
temperature history of the equipment. {, 1991 #92}. As mechanical strength of 
the insulation degrades it becomes more vulnerable to mechanical stresses, 
and will finally reach the point where even a small mechanical force will cause 
dielectric failure {CIGRE Working Group 12.09, 1993 #45}. If predictive 
maintenance is used and takes account of these effects, overall failure rates 
are not likely to be increased significantly.  However, equipment may need to 
be replaced at an earlier calendar age than if overloading had not occurred, 
and this could lead to an increase in the rate of replacement of equipment. 
 
In tropical and sub-tropical climates, extreme climatic factors can be 
associated with high lightning incidence. In equipment with paper insulation 
(transformers, reactors), the likelihood of failure after a short-circuit fault is 
higher if the paper is aged and significant de-polymerisation has occurred {, 
1991 #92}. The impact of system-wide failure rate is then related to the 
number of aged pieces of equipment (with oil-impregnated paper insulation) 
and the lightning incidence (rate).  Transmission enterprises in climates with a 
high lightning incidence may therefore find it necessary to replace some types 
of equipment at a lower age than companies operating in milder climates.   
 
Transmission businesses operating in milder climates might also observe less 
of a relationship between failure rate and age of equipment. For instance, 
CIGRE Working Group 12.09 (Thermal aspects of transformers) {CIGRE 
Working Group 12.09, 1993 #45} notes:  
“Among the reported transformer failures, comparatively little 
information is available about transformers which fail primarily 
as a result of thermal ageing of the insulation materials.  
Instead we find a consensus of opinion that abnormal events 
such as overvoltages and system faults are much more 
detrimental than long-term ageing.  Nevertheless, long-term 
ageing may make the transformer more prone to failure 
through such events.”  
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This view was also expressed in discussions with US utility representatives for 
example {Sherard, 2001 #674}.  
 
In other equipment, such as circuit breakers and surge arresters the incidence 
and severity of faults from lightning or other sources affects the condition of 
the equipment.  Wear on arcing contacts in circuit breakers is related to the 
energy of the fault cleared.  Wear is cumulative and therefore also dependent 
on the number of faults cleared.  Mechanical wear on moving parts of circuit 
breakers is related to the number of operations.  This depends on the duty of 
the circuit breaker, as well as the number of protection operations.  For 
example circuit breakers switching reactive devices may operate far more 
frequently than circuit breakers protecting a transmission line. 
 
Failure rates on transmission overhead lines owing to lightning are also 
dependent on line design, and especially the use of earth-wires for lightning 
protection.  In general most transmission networks in high lightning incidence 
locations would be designed with overhead earth-wires.  However, in areas of 
lower lightning incidence they may not be used, or may be used only on 
higher voltage circuits.  The decision to use or not use earth wires becomes a 
trade-off between cost and equipment reliability.  For instance the South 
Australian regulator reports comments from Electranet SA about its service 
outages {, 2001 #787}: 
“Electranet SA has noted that the 132kV system in SA was 
typically developed with limited lightning protection. Reducing 
the risk of supply interruptions due to lightning would require 
significant additional capital expenditure …” 
A recent study from Sweden {Karlsson, 2001 #856} suggests that even for 
systems with low lightning incidence the use of earth wires on overhead lines 
provides significant benefits in reducing the number of flashovers involving 
more than one phase (which reduces the severity of voltage dips, thus 
improving voltage quality), and in reducing the failure rate of wood poles.  Use 
of overhead earth wires also reduces the voltage stresses experienced by 
substation equipment, which may reduce failure rates.  
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Apart from lightning, another possible  source of fault is from trees falling 
across lines. Vegetation is more likely to be a problem in places with high 
rainfall, and forested landscape.  This source of fault is not outside the control 
of the transmission company, and need not result in higher failure rates 
provided an effective vegetation management program is in place. 
 
High levels of humidity may be a problem, especially for cyclically loaded 
equipment.  As equipment cools moist air is sucked into equipment, and can 
condense inside.   
 
Moisture degrades the insulating properties of liquid insulation (eg oil).   For 
example, CIGRE WG12.09  {CIGRE Working Group 12.09, 1993 #45} 
attributes moisture ingress to some of the random (non-time related) failures 
of transformers. Moisture can also accelerate the degradation of cellulose in 
paper insulation {CIGRE Working Group 12.09, 1993 #45}.   
 
If moisture condenses on solid insulation subject to particulate pollution, this 
can cause electrical breakdown across the surface of the insulator.   
 
In XLPE and PE cables subjected to high moisture contact, water treeing can 
occur, although this is more common in distribution cables than transmission 
cables because distribution cables are typically constructed without a 
protective jacket {Bernstein, 1993 #172}. 
 
Dry dusty conditions can also be susceptible to failure from pollution.  
Insulator strings on overhead transmission lines can become coated with 
dust.  When light rain or heavy condensation occurs this can significantly 
reduce insulation level, and may cause flashover to occur.  There are ways to 
manage this problem:   
· Lines may be built with longer insulator strings – this increases capital 
costs 
· A program of washing insulators may be set up – this increases 
maintenance costs 
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· In times of dry weather a monitoring program can be set up to 
ascertain the risk of flashover, and initiate washing as required – a 
(potentially smaller) increase in maintenance costs. 
 
For moderate or sub-arctic climates extreme climatic factors might relate to 
ice storms – these tend to increase the mechanical loading of overhead lines.  
In cooler climates loading level is only likely to affect failure rates when 
overloading is frequent or severe. 
3.2.1.2 The impact of equipment ageing on failure rate 
There are some failure modes that are strongly related to the aging of 
equipment. For example Kogan et al {Kogan, 1988 #44} show an age-related 
hazard rate for 345kV transformers above 25 years of age. There are also 
other failure mechanisms of a cumulative nature that will result in an 
increased failure rate over time, depending on the duty of the equipment, and 
whether preventive maintenance is undertaken and effective. Wear on 
contacts of circuit breakers and within mechanical components are examples 
of this.  
 
Transmission conductors are also susceptible to ageing. Corrosion of 
aluminium strands is a major time-related cause.  Another factor is material 
fatigue from wind-induced aeolian vibrations {Aggarwal, 2000 #827}. 
Insulators on transmission lines age faster than conductors and towers with a 
number of failure modes. In Queensland, where towers and conductors 
generally experience lives beyond sixty years the life of insulators can vary 
from up to 50 years at 110kV in clean environments to around 10 years at 
275kV in heavily polluted environments {Lee, 1997 #888}. The impact of 
insulator failures depends on the particular failure mode: a cracked or 
shattered insulator will reduce electric strength of the insulator string, but by 
itself is unlikely to cause serious consequences.  Pin corrosion, by contrast, 
can result in a broken insulator string causing the line to drop and possibly 
flashover. 
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It is common practice, once a major failure is identified, to check other devices 
of the same type and eliminate the possibility of failure by this mechanism by 
either maintenance or design changes. A documented example illustrating 
this practice is the NV Sep description in {Davies, 1998 #250}.  This results in 
a lower failure rate than otherwise would have been recorded, a phenomenon 
known as data censoring.   
 
It is also recognised that some equipment technologies have shorter life 
expectancies than others and some designs have higher mortality rates than 
others. There may also be a period after the introduction of a new technology, 
in which design problems occur that are eliminated in later models.  These 
factors tend to cloud the issue of age-related failures.  However, overall there 
is still a trend to higher failure rates with age.  Figure 14 shows results the 
failure rate for circuit breakers of oil and SF6 types extracted from the 
database of one transmission company {Hastings, 2001 #729}. 
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Figure 14 Circuit breaker failure rates as a function of age 
3.2.1.3 The link between maintenance history and failure rates 
It is logical to assume that there is a link between maintenance and failures in 
equipment, and thus reliability.  Why else are predictive and routine 
maintenance done, other than to decrease the potential for failures, and 
improve or maintain reliability?  The empirical link has rarely been shown. 
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One important reason for this is that it is often maintenance history, rather 
than current maintenance or spending that determines failure rate.   
 
Cracked insulators on transmission lines can be used to illustrate this point:  a 
single cracked insulator is unlikely to cause an outage, but as more insulators 
become cracked over time, the electrical strength of the insulator string will be 
degraded, and failure will eventually occur if no corrective maintenance is 
undertaken.  Another example is maintenance of silica gel breathers on 
transformers with free-breathing oil expansion systems.  Failure to maintain 
the silica gel will result in increasing moisture content in the transformer.  This 
in turn accelerates degradation of the paper insulation (degradation rate is 
proportional to moisture content {CIGRE Working Group 12.09, 1993 #45}), 
and degradation of the insulation makes the transformer more susceptible to 
failures from mechanical stresses such as might be caused by voltages 
surges or faults. 
 
Maintenance history includes two components: the amount of maintenance 
(with its cost), and the quality of maintenance.  The time lag between a 
change in maintenance activity (level or quality) and a change in failure trends 
will depend on the failure modes involved, and other factors such as climate 
and loading.  Discussions with industry personnel suggest that for 
transmission system equipment, the time lag is probably of the order of 5-10 
years, depending on environmental factors.  In Kazakhstan {, 1999 #73} for 
instance, suspension of maintenance brought about a marked increase in 
failures on the system in approximately 7-8 years. 
3.2.1.4 The effect of predictive maintenance on failure rates 
Predictive maintenance can reduce the number of failures by  
1. Predicting that a failure will occur, based on condition assessment, 
possibly coupled with history of equipment duty, and 
2.  Performing maintenance on the equipment to restore the equipment to 
good condition (or replacing the equipment) to avoid the predicted 
failure. 
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Predictive maintenance can be as simple as inspection and assessment of 
corrosion on transmission towers, or as complex as Dissolved Gas Analysis 
(DGA) for transformer oil degradation. Therefore the general level of use of 
predictive maintenance will have an effect on failure rates on the system as a 
whole. A low level of use of predictive maintenance will have little effect on 
failure rates for the system, whereas a high level of predictive maintenance 
will reduce failure rates over what would have occurred otherwise. 
 
3.2.1.5 Geographical factors affecting failure rate 
Geographical factors can also increase failure rate.  Specifically salt-laden air 
associated with coastal installations can accelerate corrosion of metallic 
components including overhead transmission lines and towers, and the 
structures supporting substation equipment. Sulphur compounds generated 
by geo-thermal activity are also known to accelerate corrosion.  New Zealand 
has particular corrosion problems associated with the combination of these 
factors {Jones, 2000 #1}.  Atmospheric contaminants especially sea-salt and 
certain sulphates are known to attack Portland cement, used in the 
construction of cap and pin insulators that support the conductors of overhead 
transmission lines {Aggarwal, 2000 #827}. 
3.2.1.6 The effect of voltage on failure rate 
As the voltage of transmission is increased the electrical stresses on 
equipment can also be increased.  This is particularly relevant to insulation 
systems.  As Berstein states {Bernstein, 1993 #172} the functional life of 
electrical insulation systems is directly influenced by the intensity of stress or 
stresses -voltage, temperature, mechanical and environmental - imposed on 
the insulation during the operation of the equipment.   For instance Aggarwal 
{Aggarwal, 2000 #827} reports that the failure rate of insulators on 400kV 
lines is far greater than that for 275kV lines.  Most defective units are at the 
high voltage end of the string, adding weight to the argument that the failure 
rate is voltage-related. 
 
Some dependence between voltage and failure rate has also been reported 
for circuit breakers and transformers.  Results from the 2nd International 
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Survey of reliability for Circuit Breakers above 63kV {Janssen, 1995 #8} 
clearly illustrates a voltage dependency for failure rate, as shown in Table 2.  
Results from the second international survey of GIS in service {Chan, 1998 
#221} (Table 3) are less clear.  
Table 2 Major failure frequency for SF6 circuit breakers 63kV and above, placed in 
service after Jan 1978 
Voltage range (kV) Failure rate (failures per 100 
breaker yrs) 
Sample Size (CB years) 
63-<100 0.275 24335 
100-<200 0.680 23520 
200-<300 0.814 10933 
300-<500 1.210 9917 
500+ 1.967 1983 
 
Table 3 Major failure frequency for GIS in service  
Voltage range (kV) Failure rate (failures per 100 CB-
bay yrs) 
Sample size (CB-bay yrs) 
60-<100 0.05 56884 
100-<200 1.45 32048 
200-<300 0.86 16040 
300-<500 2.81 6371 
500-<700 1.08 4525 
700 + 6.0 200 
 
3.2.1.7 Other factors affecting failure rate 
Equipment quality and specifications can also play a part in failure rate .  For 
example an international survey on performance of GIS  equipment {Chan, 
1998 #221} found that the failure rate of equipment in Japan was significantly 
lower than that of the rest of the world.  The survey report attributes this to 
very conservative specifications for equipment in that country. Poor quality 
equipment can also impact on overall failure rates {Mohdnoor, 2002 #774}.  
This may be caused by poor design or quality control problems during 
manufacturing.  Purchasing of poor quality equipment can result from failure 
to undertake life cycle cost analysis, or, particularly in some developing 
nations, companies may be compelled (by governments) to purchase from 
particular suppliers.  
 
In some cases quality problems may arise from the failure of existing usually 
reliable suppliers to master a new technology.  For instance higher failure 
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rates of GIS in the USA compared with other countries has been attributed 
(among other causes) to supply of prototype designs, design and production 
problems in early stages of manufacture and lack of appreciation of the need 
for site assembly under clean conditions, especially at high voltages 
{Eriksson, 1994 #36}. 
 
In some cases also there may be a lack of skill in engineering or maintenance 
personnel that results in inappropriate application of condition monitoring, or 
ineffective maintenance practices.  This can increase the cost of maintenance 
without gaining the benefits of the additional expenditure, and may actually 
increase the failure rate .  
 
Skill and purchasing issues are often difficult to detect without first-hand 
knowledge of the transmission organisation concerned, because they are not 
likely to be admitted in writing by the company.  However they may be quite 
significant in some cases. 
3.2.1.8 Summary of factors affecting failure rate  
In a broad analysis such as this it is not possible to include everything.  The 
most significant contributors to failure rate  identified in the foregoing 
discussion are: 
· Proportion of aged equipment; 
· Maintenance history; 
· Loading and climate ; and 
· Use of predictive maintenance. 
Voltage as a factor contributing to failure rate has not been modelled in this 
study, because most utilities have a range of transmission voltages, and EHV 
equipment which has the highest failure rates is comparatively rare.  
Therefore it is considered that overall transmission voltages will not play a 
major role in system-wide failure rates. 
3.2.2 Failure rate and corrective maintenance 
The level of corrective or remedial maintenance (and replacement of failed 
equipment) is directly related to the failure rate.  Even with perfect 
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maintenance it will not be possible to eliminate all remedial maintenance, 
because of the existence of random failures. 
3.2.3 Use of time-base maintenance 
Scheduled repair/replace/overhaul and scheduled test and inspection are 
traditionally commonly applied maintenance methods in the transmission 
sector.  They are commonly referred to as time-based maintenance.  
Maintenance is scheduled based on age, operating life  or number of 
operations.  Overhaul involves stripping an assembly down, and rebuilding 
using only serviceable (new or used) components.  Inspection and test 
methods are necessary to detect hidden failures {Moubray, 1992 #658} (for 
example, failure of a relay or circuit breaker to operate on command). 
 
Typically manufacturers provide guidelines recommending maintenance 
intervals for their equipment.  These guidelines can not make distinctions for 
the different environments and operating conditions under which the 
equipment will be used, and therefore may be conservative.  For instance 
after assessing the feedback on maintenance activities from maintenance 
staff, NV Sep found it possible to increase maintenance intervals on most 
bays from two to three years, and for some maintenance activities the interval 
was increased from two to six years {Davies, 1998 #250}.  Companies, willing 
to reduce maintenance below recommended levels , and which operate their 
equipment under conditions that make this possible without increasing failure 
rates, may be able to reduce maintenance costs in this way. 
3.2.4 Use of predictive maintenance 
Predictive maintenance has two components, online condition-based 
maintenance and offline condition-based maintenance.  The key difference 
between inspection and condition monitoring is the ability to track the changes 
in condition between one measurement and the next. This enables the rate of 
change of condition to be determined leading to a more pro-active response.  
This may either enable a failure to be avoided or mitigate the consequences 
of the failure. 
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3.2.5 Use of online condition-based maintenance 
The use of online condition-based maintenance (CBM) is limited by the 
opportunities for the technology to be employed and the inclination of the 
company to use it.  Online CBM is often easier and cheaper to implement on 
new equipment, even though there may be more benefit in implementing on 
aged equipment {CIGRE WG 13-09, 2000 #660}. It often has a high capital 
component – the monitoring equipment component can be a significant 
proportion of the equipment purchase price.  Recently methods have been 
developed to assess the value of online CBM ({CIGRE WG 13-09, 2000 
#660;, 2000 #683; Bergman, 2001 #682}) and these are becoming easier to 
apply as a body of data is built up on the performance of online CBM systems 
in practice.  However earlier decisions by transmission entities were based 
less on hard data and well-developed analysis techniques, and more on 
attitude to technology. 
 
Opportunity can be represented by historical revenue sufficiency and the 
proportion of young equipment on the system, and inclination of the company 
by its attitude to new technology. 
Another, perhaps less significant driver, is geographic factor.  A high 
geographic factor, implying long distances between population centres, may 
be an incentive to use more online CBM, especially when high travel times 
combine with high labour costs {Jones, 2000 #1}.  
3.2.6 Use of offline condition-based maintenance 
Use of offline CBM has become quite common – it is especially suited to 
equipment that does not have a high routine maintenance component such as 
transformers. 
Techniques often require a certain level of skill in testing and assessment, for 
example dissolved gas analysis (DGA) for oil testing. In general they do not 
have the same high capital requirements as online CBM, but have a higher 
labour component. The CIGRE study found some correspondence between 
use of maintenance cost as a KPI and use of offline CBM. This was attributed 
to Offline CBM being a less conservative (and hence less expensive) 
maintenance strategy than time-based maintenance. 
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3.2.7 Factors affecting maintenance spending 
The drivers for maintenance spending are a complex blend of many different 
factors.  In one sense maintenance spending is dictated by the amount of 
money available.  If revenue is inadequate then maintenance spending is cut, 
especially if maintenance involves use of externa l resources.  When revenue 
is sufficient or better, other factors come into consideration. The perception 
that efficiency in operations and maintenance could improve has led 
regulators to apply downward pressure on these costs.  This has been 
explicitly addressed by the X factor in the rate-capped and revenue capped-
regulation in the UK and Australia (see also Sections 2.2.1.2  and 4.6.1.2).   
 
The maintenance budget is driven down by a number of factors including the 
desire to make a profit, especially for privately owned companies that have 
shares to consider.  Internal drivers on costs – for instance the use of 
maintenance costs as a performance indicator – can also push costs down.   
 
In investor-owned utilities where maintenance is seen as a negative by 
investors and investment as a positive, there is also an incentive to account 
as much as possible to investment and as little as possible to operations and 
maintenance.  For example FERC (the US federal regulator) allows the 
capitalisation of the use of a product called Cable Cure by Utlix, used to 
restore the dielectric strength of underground cables {Teixiera, 2001 #887}. 
This practice may contribute to the very low values of direct maintenance cost 
reported for North America in the CIGRE study. A wide range of accounting 
practices with regard to maintenance and capital has been observed in 
Australian utilities {Beardow, 2003 #946}.  Under the Australian regulatory 
framework there may be an advantage in treating expenditure as 
maintenance, up to the amount permitted in the regulatory determination. The 
rationale for this is that expenses are recovered immediately, but capitalised 
items run the risk of having their value reduced in subsequent regulatory 
resets. 
 
Maintenance management issues and system factors also impact on 
maintenance spending. The failure rate dictates the amount of spending on 
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corrective maintenance.  The other costs are for time-based and condition 
based (predictive) maintenance activities.  A high level of predictive 
maintenance should reduce maintenance costs, if properly applied, because it 
should reduce unnecessary invasive maintenance.  Energie Noord West of 
the Netherlands for example, achieved a reduction in overall maintenance 
effort of approximately 20% by changing from a time-based to a condition-
based maintenance policy {Davies, 1998 #250}.  Targeted maintenance, for 
instance through the use of RCM or other means to optimise maintenance 
activities should help to keep costs low.   On the other hand, doing more 
maintenance than recommended by manufacturers is likely to result in high 
maintenance costs.  High labour costs will tend to result in higher 
maintenance costs, but the effect will be less noticeable if a high level of 
condition-based maintenance is used.  
 
System factors impacting on maintenance costs include redundancy, flexibility 
and connectivity. If these are at high levels there tend to be a reduction in 
maintenance costs, because it is easier to undertake maintenance during 
normal working hours.  The effect of connectivity on maintenance cost is 
tempered by the loading level (and load factor). At times of very high loading 
equipment may not be accessible for maintenance, even on systems with high 
connectivity, because of the reduction in system security that occurs when 
equipment is taken out of service. Hence high connectivity will only reduce 
maintenance cost significantly on lightly to moderately loaded systems.  
 
Maintenance spending tends to increase with high geographic factor, because 
of potentially higher travel costs. The effect is magnified if labour costs are 
high.  A high level of usage of online condition-based maintenance will tend to 
reduce the cost penalty associated with high geographic factor.  
3.2.8 Investment in new equipment 
Investment in new equipment comprises two components – replacement of 
existing equipment, and augmentation of the network. 
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3.2.9 Drivers for equipment replacement 
Investment in new equipment has two elements: equipment replacement and 
augmentation of the system.  In practice, there are a number of reasons for 
replacement of equipment. 
· The equipment has failed, or is likely to fail soon. Assessment of condition, 
and/or statistical analysis of equipment population may be used to 
determine the risk of failure. 
· The equipment is not fit for duty (insufficient capacity or fault rating). 
· The equipment is obsolete (including factors such as inability to obtain 
spares, or lack of technical skill required to maintain it). 
· The equipment has reached its end of life, determined by some criterion 
such as age, economic end of life, risk cost, or the requirement of 
regulations.  Economic end of life may be influenced by factors such as 
the depreciation method employed, or the way that revenue is determined 
(eg Australian system where revenue is based on deprival value of assets 
{Crisp, 2001 #728}). 
 
The rate of replacement owing to failure is determined by the failure rate. The 
conditions that cause equipment to be in poor condition such that it needs to 
be replaced are the same as those that cause failure in the wear-out phase.  
However, because of the use of predictive maintenance, failure is averted and 
the equipment is replaced instead.  Fitness for duty may be related to load 
growth, but this could be considered as system augmentation, rather than 
purely replacement.  Equipment replacement for reasons of obsolescence is 
probably a very small percentage of cases, and is unlikely to impact much on 
overall replacement rate of equipment. End of life considerations will be 
influenced by the criteria used for replacement. If age is a replacement 
criterion, then the proportion of aged equipment on the system will also 
influence the overall rate of equipment replacement. Economic end of life 
could also be influenced by the treatment of replacement as either investment 
or maintenance.  In investor-owned companies, investment is usually seen as 
positive by the share market, whereas increased maintenance cost can be 
seen as negative {Sherard, 2001 #674}.   If revenue is not adequate the level 
of replacement, for reasons other than failure, is likely to be very low. 
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3.2.10 Refurbishment of equipment 
The purpose of refurbishment is to restore the equipment to good condition, 
so as to extend its life.  Refurbishment may be considered as an alternative to 
replacement of equipment.   
 
Criteria for refurbishment may be condition, age or possibly failure rate.  The 
ability of a company to ascertain the need for refurbishment or replacement of 
a piece of equipment on the basis of condition will depend on its level of 
usage of condition-based maintenance.  However, if preventive maintenance 
is effective some detection of poor condition equipment will be possible even 
if the use of predictive maintenance is not at a high level.   
 
Because refurbishment is generally major maintenance it may be treated as 
capital expenditure.  In this case the book value of the asset is likely to be 
revised to reflect the expected remaining life of the refurbished asset. This 
allows capital to be recovered and a return on investment to be achieved. 
 
The decision between refurbishing and replacing equipment is a complex one.  
It may depend on the company’s assessment of the design and/or 
manufacturing quality and performance history of the particular equipment, 
whether it is likely to suffer technical obsolescence (eg spare parts no longer 
supported by manufacturer), or whether its capacity is likely to be adequate to 
meet future needs (current loading, predicted load growth).  It may also 
depend on the current revenue sufficiency of the company and the current 
overall level of capital expenditure on replacement equipment and system 
augmentation.  Because only a portion of capital expenditure is funded from 
revenue (the rest from debt) there may be a need to smooth capital 
expenditure.  In this case it may be advantageous to undertake refurbishment 
(low capital cost, or perhaps treated as expense) than replacement (higher 
capital cost).  If revenue is inadequate both replacement and refurbishment 
may be curtailed. 
 
Other possible criteria influencing the decision between refurbishment and 
replacement include the desire to increase the level online condition 
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monitoring on the system (this tends to be much easier to achieve and less 
expensive on new equipment than on old equipment), pressure to reduce the 
size of equipment by using compact technology equipment. 
3.2.11 Drivers for system augmentation 
The main reason for system augmentation is to maintain or improve reliability 
of supply, including connecting new customers (loads or generators) to the 
grid. A second reason for augmentation, which has arisen with the advent of 
electricity markets, is to facilitate market operation. In Australia these two 
justifications are specifically addressed in {ACCC, 1999 #81}. The need to 
augment the system may arise from insufficient capacity, as a result of 
·  load growth; or 
· changing patterns of network loading, as a result of energy trading, new 
generation or new interconnections (including network constraint 
management). 
Augmentation may also be a solution to security of supply issues, such as 
dynamic and transient stability. 
   
In many regulatory frameworks the revenue obtained by a transmission 
company is linked to the value of its assets, so there may be an incentive to 
augment the system.   
 
There are other factors, related to determination of future revenue, which may 
play a part.  For instance, in the Australian system, augmentations to the 
network are included in the asset base for calculation of revenue, once they 
are operational, only if the regulator deems the investment prudent.  To 
convince the regulator of this, the transmission network service provider must 
demonstrate the problem and consider alternatives such as demand-side load 
management solutions or building of additional generation, to show that 
system augmentation is the most appropriate solution {ACCC, 1999 #81}. 
 
Non-financial issues may also reduce the level of augmentation of the 
network.  In the United States of America, much attention has been given to 
the slow pace of transmission network augmentation in recent years, 
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compared with load growth for example  {Hirst, 2000 #351}.  Reasons cited 
include 
· public opposition to the building of transmission lines;  
· difficulties arising from dealing with multiple bureaucracies for trans-
state interconnectors; and 
· uncertainty over the direction of regulatory reform. 
3.2.12 Investment spending 
The ability of the transmission business to raise capital is an important factor 
impacting on the level of investment in new equipment. If capital is difficult to 
obtain or is too expensive, this will limit the potential for system augmentation 
and equipment replacement. 
 
The cost of implementing augmentations to the network or replacing existing 
assets also depends on the cost per item.  This is dependent on a number of 
factors: 
· Land costs in urban terrain can be much higher than in rural areas.  For 
example Heidari {Heidari, 2002 #891} reports that transmission line 
costs in urban areas in Iran are ten times higher than in rural areas all 
other things being the same.  In networks operating in highly urbanised 
regions (eg Japan, Western Europe), the average overhead 
transmission line costs per kilometre are therefore likely to be 
significantly higher than in less urbanised regions.   
· In urban areas underground cables are much more likely to be used, 
because of the scarcity of land, the cost of land and the visual impact 
of towers.  Underground cables are significantly more costly to install 
than overhead lines.   
· Similarly land scarcity and cost encourages the use of compact 
substation design, especially the use of gas insulated substations (GIS) 
which have higher capital cost than equivalent outdoor air insulated 
equipment.  
· In earthquake zones structures will be more costly to build than in non-
earthquake zones. 
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· In areas prone to ice storms, transmission tower design must take into 
account much higher wind-loading, resulting in higher capital cost for 
transmission lines. 
· Long transmission lines are more expensive than short ones, and thus 
networks with a large geographical spread will incur higher capital 
costs to build new lines than more compact networks. 
 
Cost per item can be reduced by purchasing efficiencies that result from 
quantity of purchases.  In some cases transmission entities can develop 
special relationships with vendors, for instance by being pioneers for 
introduction of a new technology into the market.  They may therefore be 
able to negotiate significantly lower prices for equipment purchases. 
3.2.13 Ease of raising capital 
If the risk associated with lending to an organization is high, the cost of capital 
is also likely to be high, and capital may be difficult to obtain.  Sources of risk 
include 
· Debt level of the company; 
· Revenue sufficiency (Does the company have sufficient funds 
available  to meet its needs?  Is the effective rate of return 
commensurate with the level of risk associated with the business?); 
· Regulatory governance (issues such as consistency, transparency of 
regulatory decisions and absence of political interference) {Stern, 1998 
#30}; 
· Regulatory risk (appropriateness of future regulatory decisions - 
contributing to future revenue sufficiency){Larsen, 1999 #82}; 
· Currency risk (due to volatility in exchange rates, and related to the 
economic performance of the country involved). 
· The quality of financial management and asset management. 
· Access of the company to credit at low interest rates (eg Japanese 
companies) may also be taken into account. 
· Risk associated with debt level is generally lower if the debt is 
government  guaranteed. 
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The combined risk associated with lending to a company, and hence the cost 
of capital is reflected in the company’s credit rating, if it has one. 
3.2.14 Reliability of supply 
From the NERC definition of reliability given in Section 2.3.7  it can be seen 
that the design of the system is a major factor in providing for both security 
and adequacy of the system.  This has been represented in the model with a 
parameter, redundancy.   As described in Section 3.1.3 redundancy level is 
specified in planning codes for individual jurisdictions.  Redundancy can be 
altered by a mismatch between demand growth (and hence required growth 
of transmission capacity) and augmentation of the network. A reduction in 
redundancy might arise from very high load growth and inadequate capital to 
finance augmentation.  Occasionally demand can fall:  for example, many 
countries of Eastern Europe experienced reduced demand for several years 
after the collapse of the Soviet Union {Lovei, 1998 #48; Dobozi, 1995 #695}.  
In this case redundancy and reliability for the system might actually increase, 
in the short term, beyond design levels 3.  
 
The NERC definition also shows the dependence of reliability on failure rate 
(unscheduled outages of system components) and maintenance activities 
(scheduled outages), but only if these impact on the customer.  Flexibility of 
the network (defined in Section 3.1.3) impacts on both scheduled outages and 
restoration times for unscheduled outages.   
 
Connectivity of the system reduces the likely impact of outages on the supply 
to customers. This is easily seen by considering reliability theory:   
For parallel systems the probability of failure of the system (in the 
transmission network case, at the supply point) is given by the product of 
probability of failures of each parallel element (Equation 3){Hastings, 2000 
#657} 
 Fsys = F1 x F2 x F3 …                           (3) 
                                                                 
3 In fact problems of  sustained overvoltage occurred as a result of the lightly loaded lines, which may 
have increased failure rates, offsetting the effects of increased redundancy {Batyayev, 1994 #55}. 
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Since all probabilities of failure are less than (or equal to) one, a system with 
higher number of parallel circuits supplying a node will have lower probability 
of loss of supply. 
 
For series systems where all probabilities of failure are small (Equation 4) 
{Hastings, 2000 #657} 
Fsys ˜ F1 + F2 + F3  …                                                         (4) 
This has implications for circuits.  A circuit can be considered to have a failure 
rate that depends on its length, because elements such as conductors, towers 
and insulators are distributed along its length.  Therefore the longer the 
conductor, the more series elements contained in the circuit and the higher its 
potential unreliability.  Thus for systems having high value of average line 
length the proportion of unreliability owing to lines will be higher compared 
with the proportion owing to substations. 
 
In practice there are many different ways of measuring reliability used 
throughout the world.  This makes it difficult to compare reliability statistics. 
(See section 5.2 for a more detailed discussion of this.)  A related problem is 
the extent of the network considered in the calculation.  Many networks have 
different levels of redundancy at different voltage levels – generally higher at 
higher voltages where loss of supply can affect greater number of people.  At 
sub-transmission and distribution level voltages there may be little duplication 
of supply circuits.  Therefore reliability measurement will be significantly 
affected by the definition of the transmission/sub-transmission boundary. 
 
Reliability is a measure of great interest to regulators.  Some measure of 
reliability is often used as a measure of performance of the network.  In some 
cases there are also incentives or penalties associated with reliability, in 
which case there is a financial driver on the transmission enterprise to 
maintain or improve reliability.  However, reliability is not something that can 
be instantly improved: it can be improved gradually by taking measures to 
reduce failure rates or making changes to system design. 
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3.2.15 Availability 
Availability is a measure of the proportion of time that a component or system 
is available to do its job.  Circuit availability has historically been considered a 
useful measure of performance in some countries, notably Australia. It 
includes planned and unplanned outages of circuits and does not take into 
account impact on the customer.  Unplanned outages relate to failure rate and 
associated remedial maintenance actions. Maintenance practices that reduce 
the number and duration of scheduled and unscheduled outages will also 
impact on availability.  These include: 
· use of predictive maintenance, and particularly online condition-based 
maintenance  – this reduces routine maintenance outages and  
· combining maintenance activities by circuit – this reduces the number 
of circuit outages; and 
· use of live maintenance techniques for lines and/or substations. 
Flexibility within substation configuration also reduces restoration time and the 
number of scheduled circuit outages by enabling substation equipment to be 
maintained without removing circuits from service. 
 
Major maintenance work, especially at the level of substation refurbishment or 
replacement, and the construction of network augmentations, can have a  
significant impact on the availability of circuits.  The extent to which availability 
is affected depends on the duration of the outages associated with the work, 
as well as the number of projects.  Some utilities are able to rebuild 
substations adjacent to existing infrastructure either within the substation 
boundary or in an adjacent site, and then reconnect existing equipment to the 
new equipment.  This practice minimises the outage time. However if land is 
not available to do this then a significant reduction in circuit availability is 
likely.  Similarly major overhauls of circuits will reduce availability measures. 
 
Circuit availability is also sometimes used as a performance measure by 
regulators, and in some cases (eg UK, Australia) incentives/penalties can 
apply. In situations where transmission lines are privately owned the 
availability of individual circuits may be used as a performance measure for 
revenue determination {Nolasco, 2002 #926}.  Availability can be quickly 
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improved by avoiding taking circuits out of service for maintenance.  If this 
translates to reducing maintenance below levels necessary to support 
reliability then it will be counter-productive  in the long term. If reduction in 
planned outages is achieved by introduction of live work practices, there is an 
associated cost and safety risk penalty. Alternatively availability could be 
improved gradually by taking actions to reduce failure rate .  Therefore 
regulators should use caution when setting targets for availability – optimum 
availability is not necessarily the same as maximum availability, and quick 
fixes may have long-term detrimental consequences for network reliability 
and/or maintenance costs.  This and other issues relating to the regulation of 
transmission enterprises are discussed in detail in Appendix 1. 
3.3 Summary of AM relationships 
In Figure 15 the relationships discussed in the foregoing sections of this 
chapter are combined as an influence diagram of the causal-loop-diagram 
(CLD) form.  This representation is not intended to be a precise mathematical 
representation of the problem, but an aid to understanding the structure of the 
system {Lane, 2000 #889}.  In this diagram the arrows indicate the direction of 
influence.  A positive sign indicates that a change in the element at the tail of 
the arrow will produce a change in the same direction in the element at the 
head of the arrow.  A negative sign indicates that the change is in the 
opposite direction.   
3.3.1 Key elements in the model 
Several key elements are evident from the diagram.  The central role of failure 
rate is highlighted. It features in replacement decisions, maintenance 
spending, performance of the system in terms of reliability and availability. 
The aspects of failure rate that are related to degradation of condition are 
incorporated in proportion of poor condition equipment.   
 
Another key element is available financial resource, which has an influence on 
maintenance activities and investment activities and through these also 
indirectly influences performance of the network.  Available financial resource 
is largely determined by the level of permitted revenue.  This is illustrated with 
the parameter regulatory support. The extent to which performance incentives 
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affect available financial resource depends on the targets set, whether they 
are met and the level of penalties or rewards.  The level of debt exposure, 
repayments and interest also impact on available financial resource. 
 
Replacement and augmentation of the system are influential parameters. 
Replacement, in particular has a significant role in feedback loops within the 
system.  This aspect of the model is described in the next section.  
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Figure 15 Influence diagram of transmission asset management relationships 
3.3.2 Feedback loops in the model 
In a complex model like this there are a substantial number of feedback loops.  
As a result complex system behaviour can arise.  A model description of the 
CLD form does not contain all the detail necessary for a full understanding of 
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the model’s behaviour, but it is possible to identify reinforcing and balancing 
loops.  Reinforcing loops are equivalently known as positive feedback loops.  
In a reinforcing loop the action of the loop is to influence the parameter in the 
same direction as it is already moving (a destabilising influence).  On the 
other hand, balancing or negative feedback loops tend to return the parameter 
to its initial value (a stabilising influence).  Some feed back loops involving 
available financial resource are  
available financial resource " + replacement of equipment " +investment 
spending " - available financial resource 
 
available financial resource " + maintenance spending " - available financial 
resource 
These could be translated as “if you have more you spend more”, and they 
are both balancing loops. 
 
available financial resource " delay " +use of online CBM " +use of 
predictive maintenance " - failure rate " + maintenance spending " - 
available financial resource 
 
This is a reinforcing loop.  If available financial resource is increased this 
gives an opportunity to increase the use of online CBM, thus increasing use of 
predictive maintenance and reducing failure rate.  Reducing failure rate is 
likely to reduce maintenance costs and therefore increase available resource.  
This loop is further reinforced by the following: 
available financial resource " + replacement of equipment " + proportion of 
equipment installed since 1990" +use of online CBM  " +use of predictive 
maintenance "- failure rate" + maintenance spending "-available financial 
resource 
 
Similarly a loop involving augmentation of the network instead of replacement 
of equipment also reinforces this loop.  
There is also a loop that directly connects use of online CBM with reducing 
maintenance spending.  This connection was added because it was felt that 
use of online CBM has a stronger negative affect on maintenance spending 
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than offline CBM, because of the labour and resources involved in 
undertaking off-line CBM.  The loop thus formed is also reinforcing: 
 
available financial resource " + replacement of equipment " + proportion of 
equipment installed since 1990" +use of online CBM  " - maintenance 
spending "-available financial resource 
 
There are also some important loops relating to maintenance and condition of 
equipment: 
maintenance spending " +maintenance adequacy " delay "- proportion of 
poor condition equipment "+failure rate "+maintenance spending 
This is a balancing loop, but has a big delay, relating to the rate of 
deterioration of equipment when maintenance is inadequate. In practice if 
maintenance spending and therefore maintenance level is inadequate then 
the proportion of equipment in poor condition will gradually increase, but if 
maintenance spending is greater than necessary, more maintenance than 
necessary is not likely to result in a lower proportion of poor condition 
equipment.  The skill with which maintenance is applied, including efficiency 
of maintenance, for example use of RCM techniques, will also a large bearing 
on the actua l relationship between maintenance spending and maintenance 
adequacy.   
 
Other loops allow for the possibility of refurbishing poor condition equipment, 
rather than allowing it to fail, or refurbishing it after failure (for example):  
maintenance spending " +maintenance adequacy "delay " -proportion of 
poor condition equipment " +refurbishment of equipment"+ maintenance 
spending 
These are also balancing loops.  The delay in these loops means a short term 
improvement in balance sheets can be obtained by reducing maintenance 
spending below adequate levels, and there is some evidence occurring in 
practice.  
 
 It is also interesting to note that because of the cost of maintaining an item in 
good condition is different from the cost of repairing/refurbishing it (or 
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replacing it) on failure that there may be an optimal level of corrective 
maintenance.  In other words, for some types of equipment the loops may not 
balance back to the same point of maintenance spending.  In support of this 
argument, in the CIGRE study {CIGRE Study Committees 23 and 39, 2000 
#76} some companies report the use of corrective maintenance as a strategy.  
In consideration of pursuing such a strategy note should be taken not only of 
the effect on direct maintenance cost, but the effect on reliability and 
availability and through these, the effect on available financial resource: 
 
available financial resource " +maintenance spending " +maintenance 
adequacy " -proportion of poor condition equipment "+ failure rate" -
reliability "+available financial resource 
 
The relationship between failure rate and reliability is very system-dependent, 
being a function of system redundancy and connectivity and flexibility of 
substation configuration.  Thus in a network with a high level of built-in 
redundancy and / or connectivity and / or flexibility might be able to tolerate a 
higher level of failure rate on the network without adverse affect on available 
financial resource, than a network with low redundancy/flexibility/connectivity, 
and therefore might find  it cost effective to use corrective maintenance as a 
strategy.   These issues will be investigated further in Chapter 7. 
3.3.3 Discussion on the CLD model 
It has been demonstrated that the CLD representation provides a valuable 
overview of the structure of the system.  It has also been shown that the loop 
structures arising from the model give some understanding of possible 
behaviours of the system.  A limitation that has become apparent is that the 
simple diagram notation does not fully describe the relationships in the model, 
some of which are non-linear.  Another problem is how to verify that the 
relationships depicted in the model are valid, and that all important elements 
(for the purpose of this research) are included.  Ideally one would want to test 
the model against data, in order to validate it.  These issues will be addressed 
in Chapter 4. 
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4 Modelling 
In chapter three a model of asset management in transmission enterprises 
was presented.  Analysis suggests that complexities in the model exist that 
cannot be represented in the CLD depiction of this model.  Furthermore while 
the foregoing discussion provides clues as to the differences in asset 
management policies and practices it does not definitively explain them.  Thus 
there is a need for a deeper analysis, particularly of core parts of the model.  
There is also a need to verify the model by applying different data sets, and 
testing its predictions against known results. 
4.1 Characteristics of the model 
The model described in Chapter 3 and depicted in Figure 15 is a complex 
one, with multiple feedback loops, and time dependencies.  Some of the 
parameters of interest are influenced by a large number of factors - 
maintenance spending is a prime example of this.  Many of the relationships 
are not easily represented in mathematical form – their parameters are 
imprecisely known.   
 
Potential input data for use in a study are of variable quality, even from the 
CIGRE study.  Data from this study would also have to be supplemented from 
other sources, making the construction of consistent data profiles a challenge.  
The input data are most easily represented as a mixture of quantitative and 
non-quantitative values.   
4.2 Desired outputs 
Since the purpose of this research is to explore the policies and practices of 
transmission enterprises in the context of their performance the desirable 
outputs include measures of performance and indicators of policies/practices. 
Examination of Figure 15 suggests that outputs should be those elements 
derived from a range of inputs or other outputs, specifically: 
· Reliability;  
· Availability; 
· Maintenance spending; 
· Replacement of equipment; 
· Refurbishment of equipment; 
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· Network augmentation; 
· Investment in new equipment; 
· Investment spending; 
· Use of predictive maintenance; 
· Use of online CBM; 
· Use of offline CBM; and 
· Failure rate. 
 
Available financial resource could be considered either an input or an output.  
However, it is determined largely by external factors (especially regulation), so 
has not been inc luded in the list of potential outputs. 
 
The quality and quantity of data for comparison of model outputs with values 
from real systems is limited.  The CIGRE maintenance study is a useful 
source, and has the advantage that input data profiles and outputs derived 
from the one source should be reasonably consistent with each other.  
However, for some survey questions the data is highly incomplete, especially 
when performance measures or spending figures were requested.  Hence 
supplementary material is also needed for comparison of outputs. 
4.3 Potential modelling methods 
4.3.1 Fuzzy modelling 
The imprecise nature of inputs and relationships, the mixture of quantitative 
and qualitative data, and the need to apply a consistent rule set to all data 
suggest the use of fuzzy rule-based modelling for this application.  Fuzzy 
modelling is a useful way of representing complex relationships in a linguistic 
form.   
 
The use of a multi-level system allows decomposition of the problem into 
smaller more tractable analysis tasks and facilitates construction and 
debugging of the model.  Data and rule sets can be constructed separately, 
allowing different data sets to be tested against the same rules.  This also 
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allows the possibility of performing sensitivity studies on particular input 
parameters.   
 
Most input data can be easily represented as fuzzy parameters with logical 
outputs eg attitude to new technology (conservative, moderate, aggressive).  
Output values are also expressed as linguistic values eg reliability (high, 
moderate, low), which can be “defuzzified” to a numeric on a scale 
established by the modeller (eg 1- 100). 
 
Expert system shells, some with convenient graphical user interfaces are 
available for purchase, and suitable for implementing this type of model. 
 
The disadvantages of this method are: 
· It provides only a snapshot of assets management at a particular time, 
and can only crudely model time dependencies in the model 
· It does not produce very precise outputs, but the nature of available 
data, and the impreciseness of relationships within the model would 
suggest that a more precise formulation of outputs is not warranted. 
The advantages of the methodology include: 
· The fuzzy model concept is able to implement complex relationships 
fairly simply. 
· The hierarchical structure of the model facilitates extension of the 
model.  Parameters initially expressed as constants can be converted 
to tasks (calculated values), using other parameters or tasks as inputs. 
· The separation of data and model in the fuzzy model methodology 
makes it simple to apply different test scenarios.  This can facilitate 
testing of the model. 
· Sensitivity of outputs to variation in inputs can be easily investigated. 
 
4.3.2 System dynamics modelling 
The representation of the asset management model as a causal loop diagram 
in Chapter 3 suggests the possibility of running a mathematical simulation of 
the model or significant parts of it.  In system dynamics modelling the 
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behaviour of the model over time can be explored. Several systems dynamics 
software packages exist that enable the model to be expressed as 
combinations of symbols.  In Stock-Flow Diagrams (SFD) {Lane, 2000 #889} 
stock or reservoir symbols, generally shown as rectangles, represent state 
variables and some sort of valve symbol is used to represent rate variables.  
Ordinary variables may be indicated by a circle.  Underlying the graphical 
presentation of the model is a set of differential equations. Solving these using 
numerical methods such as Euler and Runge-Kutta techniques permits the 
time-development of the model to be explored. 
 
In SFD models relationships must be described much more precisely than in 
the CLD form of the diagram. SFD models contain more information but 
diagrams are also more cluttered.  In the Stella program {, 2002 #947}, one of 
the commercially available system dynamics packages, highly non-linear 
relationships that are not precisely known can be represented graphically. 
 
For the purpose of this research the use of system dynamics modelling can 
provide the depth of analysis not achievable with the CLD model.  The 
impreciseness of the input data means that simulation parameters have to be 
synthesised, and outputs tested for reasonableness against expected ranges 
of values. 
 
The methodology facilitates the use of sensitivity studies which may provide 
insights into the relationships represented in the model.  It can also be used to 
understand model’s limits. 
 
Advantages of this methodology: 
· It provides an understanding of the development of the system over 
time; 
· It aids understanding of the structure of the system; 
· It can provide numeric outcomes. In fact, implementation of the system 
dynamics model requires a high degree of parameter estimation, and 
results can be only indicative. 
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· It is easy to test the sensitivity of model outcomes to changes in levels 
of inputs. 
Disadvantages of this methodology: 
· Changes in decision criteria (eg for replacement of equipment) require 
the structure of the model to be changed, a time consuming process. 
· Complexity of full mathematical implementation makes models more 
difficult to implement and validate. 
· Data parameters are buried in the model (although with some 
additional work this limitation could be overcome). 
4.3.3 Time-based modelling of the decision-making process 
A time-based model of the decision-making process was the methodology 
initially proposed for use with this research.  In it a small part of an actual 
asset database used as representative of a real system.  Decisions regarding 
each substation, bay and piece of equipment were to be made for each year 
of the simulation, based on expected failure rates (as a function of age), 
replacement criteria and maintenance practices based on those used by a 
particular utility in Australia.  The effect of these practices on the asset base 
and revenue of the utility over time could then be calculated using the existing 
Australian regulatory framework.   
 
This approach was abandoned eventually because of the excessive quantity 
of data required, and the difficulty of obtaining data, particularly data relating 
to financial aspects of the problem.  Other disadvantages included the 
difficulty of adapting this methodology to apply to other jurisdictions, and the 
fact that it was difficult to include in the model’s scope all elements depicted in 
Figure 15. 
4.4 Methodology employed 
 From the foregoing discussion it can be seen that while the third methodology 
outlined proved impracticable the fuzzy model and the system dynamics 
approach both provide potential benefit to the research being undertaken.  
The fuzzy model can provide the breadth of approach (covering the range 
parameters suggested in Chapter 3) while the system dynamics 
representation can be used to examine key parts of the model more deeply.  
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Consequently in this research both methods have been employed.  A multi-
level rule-based model employing fuzzy modelling concepts has been created 
based on the relationships expressed in Chapter 3.  A set of regional data 
profiles has been developed and applied to the rule set, permitting 
comparison of predicted outcomes to be assessed against available 
performance data.   
 
As an extension of this a set of case studies has been constructed, based on 
actual transmission enterprises, to explore the effects of combined external, 
internal, business-related, system-related and environmental factors on asset 
management.  The regional data sets, as average or typical cases represent 
less extreme data ranges than can be expected from individual case studies.  
As a result the model has been extended, over the period of the research, to 
cover expanded data ranges and include factors pertinent to individual cases. 
 
The system-dynamics modelling has been used to explore selected parts of 
the model, identified as critical, from analysis of Figure 15 and from the fuzzy 
model.  In turn, results from the initial system dynamics model have prompted 
improvements to the fuzzy model. 
4.5 Development of multi-level fuzzy model 
4.5.1 Implementation of fuzzy modelling 
The concept of fuzzy sets was introduced by Lofti Zadeh in 1965 as a way of 
dealing with imprecisely defined classes of objects {Zadeh, 1965 #733}.  
Fuzzy sets are characterized by a membership function which assigns to each 
object a grade of membership within the fuzzy set.  Zadeh recognized the 
relevance of fuzzy logic to human thinking, particularly in the areas of 
information communication and abstraction.  Today the practical value of 
fuzzy modelling has been well recognized and documented in a range of 
disciplines.  
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For ease of implementation, an expert system shell has been employed in this 
investigation {, 1999 #735}.  Most data represented in the model, as described 
in Chapter 3 , are inherently fuzzy with logical outputs.  Some examples are: 
climatic factor: (extreme, moderate or mild) 
load growth: (high, moderate, low) 
Names used in the model are shown in italics here and throughout the paper.  
Each fuzzy parameter has a numeric variable associated with it (for example, 
climatic factor level), interpreted by the program, according to the membership 
functions for the values.  
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Figure 16 Membership functions for climatic factor 
 
Membership functions for the output values are represented either as 
‘normalized’ functions on a 0-100 scale, as shown in Figure 16, or as 
membership functions reflecting the actual form of the data (Figure 17).   
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Figure 17 The membership functions for parameter load growth– an example of 
membership functions estimated from real numeric data, in this case percentage 
recent load growth. 
 
Considering Figure 17, for instance, a load growth of 8% would have a MV of 
0.6 for high, 0.4 for moderate and 0 for low.  It would be described in a report 
as high – 8%.  
The relationships between data and outputs of the model are recorded as 
decision trees, and then converted to fuzzy rules. A fuzzy rule has the form: 
    IF (condition 1) AND (condition 2) THEN outcome is value 1. 
An example of a condition might be  
   Climatic factor is extreme. 
The expert system shell employs a common form of fuzzy logic using 
standard fuzzy set operations {Klir, 1996 #734}. Inference of a fuzzy rule 
involves looking up the membership value (MV) of the conditions used in the 
rule, taking the minimum of all MVs from conditions and assigning it to the 
outcome of the rule.  When several rules with the same outcome are fired, the 
outcome is assigned the maximum MV calculated from all the rules.  
 
Fuzzy rule conditions can contain either attributes (constants) or tasks 
(executable procedures).  A task must be calculated by set of decisions in 
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order to obtain a value. In the decision tree format, tasks are nested, using a 
technique called back-propagation {Luger, 1999 #12}.  As an example, the 
very simple decision tree for a task called investment in new equipment is 
shown in Figure 18.  
system augmentation
equipment replacement
equipment replacement
high
high
medium
medium
high
medium
low
high
medium
low
high
medium
low
high
medium
low
 
Figure 18 The decision tree for the task Investment in new equipment 
This task has three possible outcomes (high, medium, low) only two 
components - equipment replacement and system augmentation, both of 
which are fuzzy tasks. Investment in new equipment generates only seven 
fuzzy rules.  These are shown in Table 4.  
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Table 4 Rules generated for the task investment in new equipment 
Rule Conditions Outcome 
1  system augmentation is high high 
2  equipment replacement is high 
system augmentation is medium 
high 
3 equipment replacement is medium 
system augmentation is medium 
medium 
4 equipment replacement is low  
system augmentation is medium 
medium 
5 equipment replacement is high 
system augmentation is low  
high 
6 equipment replacement is medium 
system augmentation is low  
medium 
7 equipment replacement is low  
system augmentation is low  
low  
 
As an illustration of how the fuzzy logic works consider the case where  
system augmentation = 30, and  
equipment replacement = 20. 
If the membership graph of system augmentation is similar to  Figure 16: 
MV (30, low) = 0.66 
MV (30, medium) = 0.33 
MV (30, high) = 0. 
Similarly from the membership graph of equipment replacement: 
MV (20, low) = 1 
MV (20, medium) = 0 
MV(20, high) = 0 
  
To calculate the MV for each outcome of the task investment in new 
equipment rules are grouped by outcomes.  For each rule in the group the MV 
is the minimum MV of its conditions: 
For the group of rules with outcome “high” 
Rule 1 min (0) = 0 
Rule 2 min (0, 0.33) = 0 
Rule 5 min (0, 0.66) = 0 
 
For the group of rules with outcome “medium” 
Rule 3 min (0, 0.33) = 0 
Rule 4 min (1, 0.33) = 0.33 
Rule 6 min (0, 0.66) = 0. 
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For the group of rules with outcome “low” 
Rule 7 min (1, 0.66) = 0.66 
 
For each outcome, the MV is taken as the maximum MV from the group of 
rules having that outcome.   
MV (high) = 0 
MV (medium) = 0.33 
MV (low) = 0.66 
 
To translate fuzzy outcomes back into concrete terms, this implementation of 
fuzzy logic places the MV for each fuzzy outcome at the point where the 
membership function has its highest value. The calculated outcome is then 
the average of membership values weighted by the corresponding highest 
value of the membership function.  
 
In this example the highest values for outcomes low, medium and high in 
investment in new equipment, are 0 to 20 (an average of 10), 50 and 80 to 
100 (average 90) respectively.  The outcome investment in new equipment 
level associated with this task is: 
23
0.033.066.0
9005033.01066.0
=
++
++
=
xxx
level
 
The outcome description is determined from the outcome with the highest MV, 
in this case “low”.  Both a numeric and a descriptive outcome for results have 
been recorded in this model, because the combination provides more 
information than either descriptive or numeric result alone.  
4.5.2 Developing, testing and tuning the model 
The development of the fuzzy rule-based model has been iterative, over the 
course of the research. Testing has been a combination of black box and 
transparent box (also known as white box or open box) validation methods 
{Pidd, 1996 #885}.   
 
In black box testing the outputs of the model are assessed against a range of 
inputs, ignoring the internal structure of the model.  For this application the 
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black box testing has been performed by creating a set of data profiles for 
different regions of the world, and comparing the results against the best 
available data on performance and policies. The rationale for this is that all 
datasets are tested against the same set of rules, and if the model is valid 
then all datasets should give outputs consistent with available data.  There 
are drawbacks with this approach: 
· Both the input data and the outputs for comparison are less than 
perfect - incomplete, inconsistent, not always corresponding to the 
same set of companies or countries or the same time period.  This 
makes it unlikely that a perfect match between inputs and results will 
be achieved, even if the model is perfectly correct. 
· The regional data tends to be very “average”, because it is made up 
from averaged or typical data.  It tends not to test the rules at the 
extreme values of data ranges. 
Given these limitations it was also considered necessary to examine the 
model using transparent box techniques.   
 
In transparent box techniques the internal working of the model are examined.  
Since the model is dealing with fuzzy reasoning using relationships that are 
imprecisely known, it is not possible to validate the number coming from the 
model precisely.  However, the structure of the model, the direction of 
influence (positive or negative correlation) of each input parameter, and, to a 
lesser extent the strength of the influence (weak or strong impact) can be 
assessed for reasonableness.  The ability of an observer to assess these 
aspects of the model is enhanced by its hierarchical structure, and by the 
graphical display of the decision tree structures within the program.   
 
In addition for this application a facility has been developed to test the value of 
outputs against two inputs across nominated ranges.  The results are 
displayed as matrices of output values, and can be plotted as contour maps 
(using a spreadsheet program).  For parameters other than those being tested 
the user nominates a base case from one of the existing data sets. Using this 
visual display it is often possible to detect incorrect rules by unexpected 
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“bumps” or “troughs” in output values as the value of an input parameter is 
increased across its range.  One drawback of this method, arising from a 
limitation in the Xpertrule program, is that the facility only works with 
parameters that are attributes (constants).  For parameters that are tasks the 
program always executes the task the first time through.  This can make the 
debugging process more arduous.  For instance, if one wanted to test an 
output against two inputs that were tasks, one way around this problem to 
save a copy of the file, convert the tasks under investigation back to attributes 
(losing the substructure of the model), reconfigure the arrays containing 
attribute names, then run the test, a tedious process.  Alternatively it is 
possible to change the status of the task from dynamic to static (so that it 
does not execute after the first loop), run the program through one iteration of 
the loop then run the whole range of values to obtain the matrix of outputs, as 
required.  
 
The methodology employed has typically been 
1 Decide on the relevant input parameters for each output 
2 Create a decision tree for each output, based on best understanding of 
the relationships. 
3 Look at output sensitivities using the matrix method.  Identify and correct 
any obvious problems. 
4 Run the model with the data set for each region, and compare outputs 
with expected outputs.  Return to 1 or 2 to overcome problems identified, 
until fit on all data is reasonable. 
5 Apply model to individual case data sets, based on actual companies.  
This gives a wider range of inputs, testing different parts of the model. 
Assess the outputs based on this data and return to 1 or 2 if necessary. 
The development cycle works most efficiently if the model is constructed 
iteratively:  A task is created first using attributes as inputs. The task is tested 
by varying its attributes over their appropriate ranges.  Then the attributes are 
converted to tasks, and additional decision trees are added at the deeper 
level, and so on.  However, in practice it is not always possible to construct 
the model in this way, because of the highly interconnected nature of the 
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system being modelled, and also because one’s understanding of the system 
changes gradually over time as more experience is gained with the model. 
 
4.5.3 Model structure 
The fuzzy model is a snapshot taken at a particular instant in time.  As a result 
it has been possible to omit many of the loops in the structure of Figure 15, 
thus simplifying the modelling effort.  For example, available financial 
resource is now modelled as a constant – in the diagram of Figure 19 there 
are no inputs to this parameter, only arrows starting from it.  The proportion of 
equipment installed since 1990 is now modelled as a constant, proportion of 
young equipment, and similarly the proportion of aged equipment is treated as 
a constant.   
 
To incorporate the delays, for example between maintenance spending and 
proportion of poor condition equipment, historical values of the parameters 
have been used.  For maintenance adequacy, historical maintenance 
adequacy has been used.  For available financial resource, historical revenue 
sufficiency has been used.   
 
Some other modifications, mainly resulting from data considerations are: 
 
· Climate and severity is modelled as two parameters – climate (a 
descriptive parameter denoting climate type) and climatic factor a 
logical parameter with three values (mild moderate or extreme). 
· Instead of rate of load growth, load growth recent is used in the model. 
This is a mainly a data issue, as it is much easier to obtain historical 
data on load growth than projections.   
· Loading is modelled as a task depending on losses and pilfering.  This 
is also a data issue (see Section 4.6) 
· Financial drivers are modelled as two parameters profit as intention 
and maintenance spend as KPI. 
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Figure 19 Effect of translating model as a snapshot 
 
Some outputs have a dependence on a large number of parameters as Figure 
19 illustrates.  Maintenance spending, in particular is a very complex 
interaction of many parameters.  In the decision tree format, used by Xpertrule 
it is very difficult to construct a decision tree with more than five or six inputs, 
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depending on the interaction of input parameters.  The decision tree also 
becomes very difficult to debug. The solution to this is to decompose the 
problem into logical sub-tasks.  In the case of maintenance spending this task 
has been decomposed into five subtasks, as illustrated in Figure 20. 
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Figure 20 Actual structure of maintenance spending, from fuzzy model. (Note 
equipment replacement and loading subtasks have not been elaborated, for reasons of 
diagram clarity). 
The overall structure of the fuzzy model is summarised in Table 5. 
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Table 5 Summary of model tasks and their inputs 
Task / Subtask Name Parameters & subtasks (subtasks bolded) 
availability construction outages; failure rate ; flexibility; use of online CBM ; 
use of predictive maintenance  
availability performance impact availability penalty/reward; availability target; availability 
construction outages  refurbishment, equipment replacement; system augmentation 
corrective maintenance costs  labour costs; failure rate  
cost of finance business acumen; regulatory support; debt level; credit rating; credit 
rating known 
debt repayments cost of f inance ; revenue sufficiency; debt level 
ease of raising capital regulatory support, debt level, revenue sufficiency 
equipment replacement replacement on condition; replacement on failures ; 
replacement on age ; financial incentive- replacement 
factors increasing asset costs  use of online CBM ; ruggedness of terrain; cost of land; earthquake 
zone; geographic factor 
failure rate spending limit; use of predictive maintenance ; failure 
contribution of load & climate ; proportion poor condition 
equipment 
failure contribution of load & climate climate (type), climatic factor, loading 
financial driver - maintenance maintenance spend as KPI; profit as intention; revenue sufficiency 
financial incentive - replacement ease of raising capital; revenue sufficiency 
investment cost factors increasing asset costs ; purchasing efficiencies; 
investment in new equipment 
investment in new equipment equipment replacement; system augmentation 
loading pilfering, losses 
maintenance spending corrective maintenance costs ; refurbishment costs ; 
replacement costs as maintenance ; routine maintenance costs ; 
spending limit 
proportion poor condition equipment historical maintenance adequacy; proportion aged equipment 
purchasing efficiencies special relationship with vendor; investment in new equipment; 
size of company 
refurbishment financial driver maintenance ; use of predictive maintenance ; 
proportion poor condition equipment 
refurbishment costs  labour cost, refurbishment 
reliability redundancy; connectivity factor; failure rate ; flexibility 
reliability performance impact reliability penalty/reward; reliability; reliability target 
replacement on age age as replacement criterion; proportion aged equipment 
replacement on condition use of predictive maintenance ; proportion poor condition 
equipment 
replacement on failures number of failures as replacement criterion; frequency of failures as 
replacement criterion; failure rate  
replacement cost as maintenance equipment replacement; replacement as investment; financial 
driver - maintenance  
routine maintenance cost use of online CBM ; geographic factor; maintenance relative to 
recommended; labour cost; system factors reducing 
maintenance cost 
spending limits financial driver maintenance ; revenue sufficiency 
system augmentation ease of r aising capital; external barriers; load factor; loading ; 
load growth recent; investment cost 
system factors reducing maintenance costs connectivity factor; flexibility; load factor; redundancy 
use of offline CBM labour skill; profit as intention; maintenance spending as KPI; 
revenue sufficiency; attitude to new technology; labour cost 
use of online CBM proportion young equipment; attitude to new technology; geographic 
factor; historical revenue sufficiency 
use of predictive maintenance use of online CBM; use of offline CBM  
4.6 Sources of Data 
The sourcing of usable data has been a major consideration in the 
development of cases for evaluating the fuzzy model.  Many data issues have 
arisen regarding the completeness, accuracy, and consistency of data.  
Compromises and approximations have had to be made on occasion.  An 
attempt has been made to match the time-frame of the data as closely as 
possible to that of the CIGRE study, which was carried out in 1997 - 1998.  
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Unfortunately the Asian Financial Crisis occurred at the end of this period, so 
financial data from Asia (especially currency-related items like debt level and 
credit rating) are in some cases affected by this event. 
 
Occasionally a factor that is considered significant has had to be estimated, 
using other data. For example, loading has been estimated using system 
losses, but the losses data is generally available for transmission and 
distribution together, rather than transmission alone. Distribution losses are 
usually significantly larger than transmission losses. In addition distribution 
suffers from pilfering, especially in some developing countries, and therefore 
losses can be significantly inflated by this “non-technical” element. To 
compensate for this the extent of pilfering has also been estimated in the 
model.    
 
Factors of lesser importance, for which no data were available, have been 
omitted from the model.  One example of this is use of live working.   This will 
have a secondary level effect on availability and the maintenance spending.  
 
The listing of sources of data is presented in Table 6.  As this table indicates, 
a significant portion of the data has been taken from the CIGRE study.  As a 
consequence the regions studied using the fuzzy model are those 
represented in the CIGRE study, and in the groupings used by the CIGRE 
Working Group in their analyses of this survey. (See Chapter 1 for further 
detail on the results of this survey).  The survey results are dominated by 
Western European data, and data from some regions, especially South 
America, are quite incomplete.   One obvious error in maintenance spending 
for an Australian company has been corrected (from figures published in its 
Annual Report of that year).   
 
In general, although a few other dubious figures have been detected it has not 
been possible to correct these because while the raw data from the survey is 
accessible, the company (and country) details have been omitted.  For cases 
of data that are clearly invalid, these data have been omitted from averages 
used in this study. The lack of country information has made it difficult to 
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match data from the CIGRE study with data from other sources (eg labour 
costs, load growth).  For example it appears likely that three of the nine 
respondents from Asia are from Japan.  For Japan the labour rate is much 
higher than the average labour cost in Asia, and the load growth rate is much 
lower than many countries in Asia.  Hence if the make-up of the sample group 
from Asia from the CIGRE study were known, the average labour cost for this 
group could be significantly higher than the average for Asia as a whole.  This 
has implications for maintenance spending predicted for this case.   
 
Furthermore, it is likely that the group of respondents to the CIGRE survey are 
biased toward the better performing transmission enterprises generally – 
those who have an interest in keeping abreast with current trends in Asset 
Management.  This is perhaps less a factor in North America, where there 
appears to be less interest in Asset Management generally than in other 
countries, and perhaps also less involvement in CIGRE than in other 
countries. 
 
Interpreting the survey results is not always straight-forward.  In many 
questions respondents were asked to indicate a positive response to a  
question with a cross, but lack of a cross could indicate a negative response 
or could simply mean the question has not been answered.  Interpretation has 
to be based on the context.  Similarly many questions asked for either general 
and/or equipment specific responses.  Some respondents gave only general 
responses, some only equipment-specific responses, some both and some 
none.  This complicates the analysis and assumptions on the meaning of null 
or general responses need to be made.  Examples of these types of analysis 
were given in Section 2.1 and its subsections. 
 
Another problem arises from the interpretation of “Yes /No answer” 
responses.  The importance of various issues was estimated by calculating 
the percentage of positive responses (by region). If 100% or 0% of 
respondents indicates a positive response then the average value is clearly 
representative of sentiment on this issue.  However, if 50% give positive 
responses this does not necessarily mean that the attitude of respondents is 
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typically 50% but merely that there is a range of attitudes reflected in the 
responses.  Clearly this is an approximation, but reporting of much of the 
information contained in the CIGRE study is rare, and no better sources have 
been found. 
Table 6 Data used in fuzzy model and their sources 
Attribute Source 
Age as replacement criterion CIGRE Maintenance survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Attitude to technology Interpreted from various sources including 
interviews, comments in technical papers 
Availability penalty/reward Generally neutral value – no penalty or reward, 
except for particular known individual cases  
Availability target Not relevant except for special cases 
Business acumen Financial Analyses: {, 1999 #783} 
Unless specifically known, private companies are 
assumed to have a slightly higher level than public 
companies.   
Climate  Encarta {, 2001 #892} 
Climatic factor Encarta {, 2001 #892} 
Combining of maintenance activities  
(by circuit) 
CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Connectivity factor CIGRE Maintenance survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Cost of land USA: {Lee, 2001 #675} 
Japan: {, 1999 #710} 
Unless otherwise known, a higher value is assumed 
for more highly urbanised areas 
Credit rating Standards & Poor’s credit information {Flintoff, 2001 
#761;Flintoff, 2002 #764;Mock, 2001 #759;Hauret, 
2001 #758;Zsiga, 2002 #757;Plantagie, 2000 #788;, 
2002 #797} 
Credit rating known Used in conjunction with the credit rating parameter 
to flag need to estimate credit worthiness. 
Debt level Standard & Poor’s financial information {Richer, 
2000 #763;Flintoff, 2002 #764;, 2002 #771;, 1999 
#783} 
Asia Week {Shameen, 2001 #773;Singh, 1996 
#770;Singh, 1997 #769} 
EIA Country Analysis Briefs, including {, 2001 #714;, 
2001 #715;, 2001 #716;, 2001 #737;, 2002 #712;, 2002 
#713} 
Earth quake zone  Encarta {, 2001 #892} 
External barriers USA: {Hirst, 2000 #351;Kirby, 1999 #74} 
Western Europe: UK {Jay, 2001 #665;Allison, 2001 
#676}, Switzerland: {Buckner, 2002 #890} 
Flexibility CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Frequency of failure as replacement criterion CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Geographic factor CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Historical revenue sufficiency Ukraine: {Lovei, 1998 #48} 
Russia: {Wilson, 1998 #717} 
Lithuania: {, 1999 #783} 
Argentina &Latin America: {, 1997 #51} 
Japan: {, 1999 #710} 
Labour cost World Bank data labour cost taken as same as 
manufacturing sector {, 1999 #53}  
Labour skill Malaysia :{Mohdnoor, 2002 #774} 
Western Europe:{Davies, 1998 #250} 
Load factor World Bank data {, 1999 #53} 
Load growth (recent) World Bank data {, 1999 #53} 
Losses (T&D) World Bank data {, 1999 #53} 
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Attribute Source 
Maintenance history (historical maintenance 
adequacy) 
Various sources including interviews, technical and 
economics papers 
Ukraine: {Lovei, 1998 #48} 
Kazakhstan: {, 1999 #73;Ametov, 1999 #894}{, 1999 
#783} 
Argentina &Latin America: {, 1997 #51} 
Australia & New Zealand: {McMahon, 1995 
#482};{Allan, 1992 #121;Allan, 1993 #122} 
Maintenance relative to manufacturers’ 
recommended levels  
CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Maintenance spending as KPI CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Number of failures as replacement criterion CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Pilfering India: {Audinet, 2002 #893} 
Latin America: {Rudnick, 2001 #754} 
Malaysia: {Mohdnoor, 2002 #774} 
 
Profit as intention CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Proportion of aged equipment CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Proportion of young equipment CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Redundancy India: {Audinet, 2002 #893} 
Regulatory support S&P commentaries on individual companies in 
different countries{, 1999 #783}  
South Africa: {Plantagie, 2000 #788} 
Replacement considered an investment CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Revenue sufficiency (available financial resource) USA: {Teixiera, 2001 #887}{Sherard, 2001 #674} 
Russia, Croatia, Lithuania : {, 1999 #783} 
Ruggedness of terrain Encarta {, 2001 #892} 
Size of company CIGRE Maintenance Survey {CIGRE Study 
Committees 23 and 39, 2000 #76} 
Special relationship with vendors Generally no special relationship except for case 
studies of individual companies where a special 
relationship is known to exist 
Reliability penalty/reward Generally neutral value – no penalty or reward, 
except for particular known individual cases  
Reliability target level Not relevant except for special cases 
 
4.6.1 Snapshots of cases 
4.6.1.1 Asia 
The electricity industry in Asia is still largely comprised of vertically integrated 
utilities, mainly state owned, except in Japan where there are ten privately 
owned utilities.  Regulation is largely rate-based and fairly supportive, 
reflecting the strategic importance of the industry to the economic 
development of the region. However there is a driver, especially in cases 
where the government is the regulator, to hold prices as low as possible 
particularly for domestic consumers, and this can impact on revenue 
sufficiency.  In the worst cases tariffs for electricity do not enable companies to 
cover costs {Audinet, 2002 #893}.   Table 7 summarises financial appraisals 
from {, 1999 #783} for the Asian region.  Note that many countries in the 
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region were at the time experiencing an economic downturn as a result of the 
Asian financial crisis.  This exposure to currency fluctuations is reflected in the 
effect on debt coverage and consequently in credit ratings (foreign currency 
ratings).  However, it can be observed from the table that the debt level in 
Asian electricity enterprises is typically fairly high, and interest coverage from 
revenue fairly low, except in Japan, where utilities have historically enjoyed 
generous regulatory frameworks, and access to low interest capital {, 1999 
#783}.  In the case of a government-owned enterprise the debt incurred by the 
electric company is typically guaranteed by the government, and therefore 
attracts a higher credit rating than would a stand-alone company. 
Table 7 Enterprises in Asia – Business parameters at 1998 
Country Name Owner-
ship 
# 
Func-
tion 
## 
Credit 
rating 
local/ 
external 
curr. 
Debt 
level 
Business 
acumen 
Regu-
latory 
support 
Revenue 
suffic. 
Japan Chubu P GTD AA 82.9% 
high 
well 
managed 
v. 
supportiv
e 
3.5x int. 
coverage  
Japan Chugoku P GTD AA- 84.4%  v. 
supportiv
e 
3.5 x int. 
cov. 
Japan Hokkaido  P GTD AA 77% well 
managed 
v. 
supportiv
e 
4.1x 
Japan Kansai P GTD AA 81%  v. 
supportiv
e 
3.5 x int. 
cov. 
Japan Kyushu P GTD AA 82%  v. 
supportiv
e 
3.6 x 
Japan Shikoku P GTD AA-- 72.8%  v. 
supportiv
e 
3.1x 
Japan Tohoku P GTD AA- 82%  v. 
supportiv
e 
3.3 x 
Japan Tokyo  P GTD AA 87.8%  v. 
supportiv
e 
3.3 x 
Thailand Egat G GTD A 
BBB- 
65% well 
managed 
supportiv
e 
2.8x int. 
cov. 
Hong Kong Hong 
Kong 
Electric 
Co. 
P GTD A+ 
A 
<40% well 
managed; 
very 
profitable  
v. 
supportiv
e 
7.1x int, 
coverage  
Korea KEPCO G GTD BBB- 
(for.cur) 
56%  supportiv
e 
 
Philippines National 
Power 
Corp. 
G GTD BB+ 80%  uncertain 
support 
2.1 in 1997 
1.7 in 1998 
Taiwan Taiwan 
Power 
Co. 
G GTD AA 37.9% conserv-
ative  
mod. 
support 
2.5x 
Malaysia Tenaga 
Nasional 
Berhad 
78% G GTD BBB 
BBB- 
 low 
prices, 
adequate 
operation. 
Perform. 
 1.5 x int. 
cov. 1998 
5.5 x in 
1995 
# Ownership: G – government; P private 
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## Functions G – generation, T– transmission, D – distribution 
 
 
The companies listed in Table 7 are some of the better performing companies 
in the region.  There are others with far worse financial situations, and poorer 
electricity supply.  In India for instance many of the state-based transmission 
and distribution companies suffer from under-funding, partly from tariffs that 
are too low, partly from chronic levels of pilfering {Audinet, 2002 #893}.  
Consequently the networks in these areas suffer from inadequate capital and 
maintenance expenditure, resulting in poor operational performance.  In 
Cambodia an Asian Development Bank news release from 2000 {, 2000 
#908} states that “the country lacks adequate power everywhere except 
Kompong Cham, Phnom Penh, Siem Reap, and Sihanoukville. In the needy 
provinces, private sector operators have neither the capital nor the 
creditworthiness to fund rehabilitation or expansion of their systems.” 
 
The high growth in electricity sales in the region on average has contributed to 
the debt exposure of companies by necessitating the augmentation of 
electricity networks.  In some cases this has led to a purchasing regime based 
on minimum capital cost rather than minimal life cycle costs for equipment 
{Mohdnoor, 2002 #774}. In Japan, however, high level (conservative) 
specification of equipment has apparently resulted in lower failure rates (in 
GIS equipment at least {Chan, 1998 #221}), compared with other countries as 
well as higher capital expenditure.  Because of the high growth rate the 
average age of equipment is typically fairly low in Asia.   
 
In Asia there is also a wide range in the maturity of electricity networks.  
Japan, Singapore and Hong Kong have mature electricity networks, while in 
many other areas rural electrification is far from complete:  In 1998 UNESCAP 
reported, for example, that 13 % of the rural population in Bangladesh had 
access to electric power, 25% in the Lao People’s Democratic Republic and 
38% in Pakistan {UNESCO, 1999 #895}.   
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In developing countries in Asia there was strong growth in electricity 
consumption in the period prior to the Asian Financial Crisis, and strong 
projected load growth at the time.  In developing countries of Asia this strong 
growth has been coupled with the increase in the number of Independent 
Power Producers in the region {, 2002 #897}.  These typically operate in 
parallel with the existing state-owned electric company, and transmission 
function is carried out by the state -owned enterprises.  In some countries 
electricity growth has been supplemented by a significant rural electrification 
program: Bangladesh, India, Pakistan, Sri Lanka, Thailand, Viet Nam and the 
Lao PDR {UNESCO, 1999 #895}. By 1998 almost all villages in Thailand had 
access to electricity. 
 
Table 8 shows the growth in energy production from electricity in Asia, during 
the period up to 1998.  The average annual growth in energy production is 
quite high by world standards in most of Asia during this period.  The rate of 
load growth is approximately proportional to energy growth if power factor is 
assumed to be the same.  However, this is not a valid assumption for cases 
(such as India {Audinet, 2002 #893}) where peak load is constrained by 
available generation.  In such cases the power factor of the load is likely to be 
quite high. 
Table 8 Production of electricity in billion kWh from {, 2001 #909} 
Country 1980 1998 average% annual growth 1980-1997 
Bangladesh 2.4 12.9 10.1 
China 300.6 1,166.20 8.6 
India 119.3 494 8.6 
Indonesia 8.4 77.9 13.5 
Japan 572.5 1,036.20 3.9 
Korea, 
Republic of 37.2 235.3 12.1 
Malaysia 10 60.7 10.9 
Myanmar 1.5 4.6 6.7 
Nepal 0.2 1.3 11.1 
Pakistan 15 62.2 8.9 
Philippines 18 41.2 4.1 
Singapore 7 28.6 8.3 
Sri Lanka 1.7 5.7 6.5 
Thailand 14.4 90.1 12.5 
Vietnam 3.6 21.7 10.4 
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Just as electricity system maturity varies significantly throughout Asia, there is 
a wide range of labour costs in the region (Table 9).  Japan has one of the 
highest labour rates in the world, but some countries in the region have labour 
rates almost fifty times lower.   
 
Table 9 Labour cost in $US {, 2000 #910} 
Country Labour cost (manufacturing) in $US 1995-1999 
Bangladesh 671 
China 729 
Hong Kong 13539 
India 1192 
Indonesia 1008 
Japan 31687 
Korea, Republic of 10743 
Malaysia 3429 
Pakistan 6214 
Philippines 2450 
Sri Lanka 604 
Singapore 21317 
Thailand 2705 
Vietnam 711 
 
The average of these values is approximately $US7000, relatively low by 
world standards.  
 
Climate is also diverse across this large region, ranging from tropical and wet 
in equatorial regions through to subtropical and temperate further north.  
Some areas such as Malaysia have a high lightning incidence and the 
southern parts of Asia experience tropical storms that contribute to failure 
rates of equipment.  Some countries in the region are prone to earthquakes 
and volcanoes, notably Japan, Indonesia and the Philippines.  
4.6.1.2 Australia, New Zealand and South Africa 
The electricity industry in Australia is state based, and in New Zealand and 
South Africa national.  In Eastern and Southern states of Australia the 
vertically integrated state-owned electricity enterprises have been separated 
into separate generation, transmission retail and distribution4.  The 
                                                                 
4 Hydro-Electric Corporation of Tasmania was disaggregated into three separate businesses HEC 
(generation on mainland Tasmania and generation, distribution and retailing in Bass Strait islands), 
Aurora Energy (distribution) and Transend Networks (transmission) on 1 July 1998.   
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transmission systems in Australia are relatively small in terms of energy 
transferred, but cover large areas. The transmission enterprises are regulated 
monopolies operating under a revenue cap regulatory regime.  Two of the 
transmission companies – those operating in Victoria, and South Australia – 
have been privatised, whereas the remainder are still government-owned 
enterprises. 
 
The revenue cap of Australian transmission companies is calculated based on 
the Depreciated Optimised Replacement Costs (DORC) of assets multiplied 
by the weighted average cost of capital (WACC) plus an allowance for 
depreciation and operation and maintenance (O&M) costs. The operation and 
maintenance allowance is adjusted for inflation less a factor X, an incentive 
for reducing O& M costs. A new incentive-based scheme has been recently 
introduced for service level performance targets, particularly availability and 
reliability.   
 
New Zealand operates under a “light-handed” regulatory framework where the 
state-owned transmission company sets the tariffs {Jones, 2000 #1}, based 
on Optimised Replacement Costs of assets.   
 
In South Africa Eskom is the state-owned vertically integrated utility, the fifth-
largest utility in the world  {Plantagie, 2000 #788}.  It operates in a supportive 
rates-based regulatory environment.  Eskom has been involved in a major 
rural electrification program providing electricity to an additional 1.75 million 
homes in the period from 1994 to 2000 {Plantagie, 2000 #788}.  This has 
required additional transmission infrastructure to maintain a high level of 
supply reliability (system minutes lost 3.1 in 1999, 5.3 in 1998 {Plantagie, 
2000 #788}).   
Eskom’s operation is considered sound, its local currency credit rating is A- 
and its foreign currency rating was BBB- in September 2000.  In 1998 its debt 
level (total debt/total capital) was 58% (fairly high)  and its funds from 
operations interest coverage was 2.4 x (all financial figures from Standard and 
Poor’s {Plantagie, 2000 #788}).  
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Table 10 shows the debt and funds from operations coverage of interest for 
four publicly-owned electricity companies in Australia.  Western Power is 
vertically integrated, but the others are transmission only.  The Tasmanian 
utility is very lightly leveraged compared with the others, which are moderately 
leveraged. 
Table 10 Debt and interest coverage for government owned enterprises in Australia 
1997-1998 and 1998-99 {Productivity Commission, 2002 #780} 
 Powerlink 
(Queensland) 
Transgrid  (New 
South Wales) 
Transend 
(Tasmania) 
Western Power 
(Western 
Australia) 
Year 97-98 98-99 97-98 98-99 97-98 98-99 97-98 98-99 
Debt to total 
assets (%) 
38.4 41.1 37.4 35.2 n.a. 3.5 65.6 64.7 
Interest 
coverage (x) 
2.7 2.5 2.0 2.0 n.a. 91.7 x 2.4 2.3 
 
Among the privately owned transmission companies in Australia, GPU 
Powernet owned the Victorian transmission network in 1998 (it is now owned 
by SPI Powernet.) GPU Powernet was a wholly owned subsidiary of Austran 
Holdings.  This company had a credit rating A at 1999 based on GPU 
Powernet’s stable, predictable regulatory regime, monopoly status and sound 
operational record {, 1999 #783}.  The company had at that time a high debt 
level (total debt/total capital) of 73% and funds from operations to interest 
coverage of 1.7 times. 
 
The South Australian government sold (200 year lease) its transmission 
network to Electranet Pty Ltd in 2000. In the Standard and Poor’s Presale 
report this company was assigned a provisional credit rating of BBB+ based 
on its sound operation but aggressive financial policy (total debt/total capital of 
80% and funds from operation coverage less than 2 x  {Katsiamakis, 2000 
#911}). A review of assets by Sinclair Mertz reported in {Katsiamakis, 2000 
#911} found that the assets were in good condition reflecting sound 
operational and maintenance practice.  Assets were of average age typical of 
those found in developed countries. Reliability was of good industry standard, 
and availability high (as for other Australian transmission utilities {ACCC, 2002 
#912}).  Because of the quality and condition of assets low asset replacement 
costs are expected.   
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Typically the electricity systems in Australia are mature, with nearly all the 
population having access to electricity supply through an electricity network 
or, in remote locations, a local supply.  The augmentation of the network 
therefore is in line with loading and load-growth, which varies from one state 
to another, but is generally moderate.   
4.6.1.3 Eastern Europe, Russia and former Soviet states in Central Asia 
During the 1990s the states of the former Soviet Union have been undergoing 
a period of transition from a communist to a capitalist economy, following the 
collapse of the Soviet Union.  Transition period has been categorised by the 
following phenomena: 
· There was a period of sharp decline in output from these economies.  
In Central and South Eastern Europe and the Balkan states (CSB) this 
decline occurred in 1990 to 1993 followed by a period of gradual 
recovery.  In the Commonwealth of Independent states (CIS) the 
decline continued until about 1998 {, 2001 #899}. 
· The industrial sector shrank, and the service industry grew.  The output 
from industry and agriculture in 2001 was 45% of 1990 levels {, 2001 
#899}.  This had an inevitable flow-on to electricity usage, and demand 
from industrial loads dropped significantly in the period {Dobozi, 1995 
#695}. 
· Private sector output grew substantially during the 1990s, especially in 
some of the CSB countries (notably the Czech Republic, Hungary, 
Estonia and Romania). 
· Poverty increased sharply during the period, because of falling output 
and an increase in income inequality.   
In the electricity industry in this region the following effects have been 
observed: 
· There has been a reduction in electric energy consumption and peak 
load during the period.  Power intensive industries were among the 
hardest hit by industrial restructuring {Dobozi, 1995 #695}. 
· Electricity prices rose substantially during the period, but there was 
widespread non-payment problems {Dobozi, 1995 #695}. 
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· There was some technological regress due to reduced investment and 
lack of funding for basic maintenance and repair work {Dobozi, 1995 
#695}.  The European Commission has estimated that some tens of 
billions of USD in investment funds are needed to upgrade Eastern 
European power systems to international standards {von 
Hirschhausen, 2001 #765} *** he gives no reference 
· The lack of a well-functioning judicial system and poor regulatory 
governance, substantial institutional instability and regulatory risk   
make investment in power system infrastructure in transition countries 
risky {von Hirschhausen, 2001 #765}. 
· The development of competitive electricity markets is hampered by 
inadequate metering and communications systems in some countries 
{von Hirschhausen, 2001 #765;, 1999 #73}. 
Prior to the 1990s the electricity industries in Soviet Block countries were 
typically state-owned vertically integrated monopolies, subject to some 
form of rate-based regulation {von Hirschhausen, 2001 #765}.  Power 
consumption in the Soviet Union was among the highest in the world.  
Capacity utilisation was below international standards.  The connectivity of 
the network was relatively high {von Hirschhausen, 2001 #765}. 
 
By the end of the twentieth century separation of generation, transmission 
and distribution had been effected in some countries.  There was still very 
little competition in generation or retail sectors.  Transmission was almost 
all state-owned and controlled.  The regulatory authority was mostly under 
the direct control of the government, with associated lack of transparency.  
Price reform has been very slow, and at 1999 none of the Eastern 
European countries had achieved cost-reflective pricing {von 
Hirschhausen, 2001 #765}. A small number of companies involved in 
transmission have been assigned credit ratings from Standard and Poor’s 
(Table 11). 
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The Hungarian government has pursued modernisation of it electricity 
system by foreign investment, in generation and distribution, but at 2000 
the transmission system was state-owned {von Hirschhausen, 2001 #765}.  
 
Table 11 Credit ratings from some former Soviet Block companies 
Country Company Functions Credit rating Financial status 
Russian Fed. Irkutskenergo, AO 
ETE 
GTD CCC- low collection rates 
85% (25%in cash) in 
1998 
Kazakshtan Kazakhstan Electricity 
Grid Operating Co.  
T BB- 
B+ 
4 x debt coverage  
13% debt leverage  
Russian Fed. Monsensergo GTD CCC 9 x int. coverage  
payment collection 
problems, currency 
risk 
## Functions G – generation, T– transmission, D – distribution 
 
Data from the CIGRE study suggests that only a small percentage of 
equipment is over forty years old, the typical life expectancy for equipment 
in Western Europe.  This is at odds with documents suggesting that a 
large proportion of equipment is past its design life and in need of 
replacement.  However, it would appear that the design life of (the 
predominantly air-blast technology)  transmission switchgear in the USSR 
was 25 years {Batyayev, 1994 #55}. 
4.6.1.4  North America (USA and Canada) 
In the USA there are a number of different categories of electricity enterprise. 
Utilities are privately owned companies or public agencies engaged in 
generation, transmission and/ o r distribution of electric power for public use.  
In 1998 there were 3170 utilities in the USA, of which 239 were investor 
owned {, 2000 #914}.  These investor-owned utilities, however, accounted for 
more than 75 percent of utility sales to ultimate customers and total utility 
generation {, 1996 #913, p9}. There are ten utilities owned by the federal 
government. In 1995 there were over two thousand other publicly owned, not-
for-profit utilities including Municipals, Public Power Districts, State 
Authorities, Irrigation districts and other state organisations.  There were, in 
1995, also 931 cooperatively owned utilities in the USA, which are owned by 
members, and mainly serve members {, 1996 #913}. 
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Non-utilities are privately-owned enterprises that generate power for their own 
use and/or for sale to others. The number and nameplate capacity of non-
utilities has been increasing steadily since they first became legal in 1978 
after the passage of the Public Utility Regulatory Policies Act (PURPA). 
PURPA was designed to encourage co-generation and renewable energy 
projects.  Utilities were required to connect to and purchase from qualifying 
generators. In 1992 the Energy Policy Act (EPACT) permitted the entry of 
non-utility generators not qualifying under the special conditions stipulated by 
PURPA. 
 
Regulation was traditionally undertaken by the states, using rate-based 
regulation.  Utilities traditionally operated as monopolies.  Large variations in 
retail electricity prices from state to state have been motivation for electricity 
reform in the U.S. {, 1996 #913} p35. 
 
The transmission grids of the United States have evolved into three large 
networks.   
· The Eastern Interconnected System covers the eastern two-thirds of 
the U.S and strongly interconnected with the Canadian system.  
· The Western Interconnected System includes states in the South West, 
and areas west of the Rocky Mountains, and is also strongly integrated 
with the Canadian system. 
· The Texas Interconnect has interconnections with Mexico. 
The transmission networks are largely owned and operated by some of the 
larger utilities {, 2000 #914}.  Wholesale trade in electricity (reselling) has 
been increasing gradually, and is being encouraged by the federal 
government.  Specifically, 1996 the Federal Energy Regulatory Commission 
(FERC) issued Order 888 which opened (non-discriminatory) transmission 
access to non-utilities, and Order 889 which required utilities to develop 
electronic systems to share information about available transmission capacity. 
 
Because regulation of electricity is largely state-based, the extent and timing 
of electricity reform has varied from state to state. At December 1999, twenty-
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four states had enacted legislation permitting consumers to choose their 
electricity retailer {, 2000 #914}.  Generally the states having highest retail 
electricity prices have been quickest to legislate to introduce competition.  
Overall there has been a recent trend for utilities to sell generation to non-
utilities.  In some cases this has been driven by state legislation requiring 
transmission to be separated from generation and distribution {, 2000 #914}. 
 
The changes taking place in the North American electricity industry have had 
a number of effects on transmission asset management: 
· In the uncertain regulatory environment utilities have been reluctant to 
commit to development of transmission augmentations, when adequate 
remuneration has not been assured {Hirst, 2000 #351}. 
· Increases in wholesale electricity transactions have changed power 
flow patterns, highlighting transmission constraints. 
· Transmission constraints have been further highlighted by the market 
failure in California in 2000. 
· As a result there have been calls for regulators to encourage the 
building of transmission (since it represents only a small part of total 
cost, but has an important role market operation.) 
· Utilities have been reducing operations and maintenance costs in a bid 
to be more competitive. 
· Regulators have been more conscientious about keeping operations 
and maintenance costs down, and therefore have applied pressure on 
utilities to reduce costs. 
 
Apart from uncertainty arising from the ongoing restructuring of the electricity 
industry some other factors have also been identified as contributing to a low 
level of network augmentation (especially interconnections) {Hirst, 2000 
#351}.  In the US there is strong public opposition in some parts of the country 
to the building of electricity infrastructure, including issues of visual pollution, 
degradation of land prices, benefits accruing  to other places rather than where 
the line is to be situated.  This is further complicated by the need to deal with 
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multiple sets of regulations and public authorities when proposed transmission 
lines cross state boundaries or federally-owned land.  
 
Despite concerns about lack of transmission investment reliability of supply 
has apparently not suffered degradation.  Hirst {Hirst, 2000 #351} suggests 
that industry has found substitutes for transmission augmentation including 
· System operators are making use of improved data collection and 
dynamic ratings to run the networks closer to operating limits. 
· New gas-fired generators are being located close to load centres, thus 
reducing need for transmission. 
· Small-scale investments (in reactive plant, and line upgrades) increase 
capacity sufficiently in the short term. 
 
Because of the dominance of large, usually privately-owned, vertically 
integrated utilities in the transmission sector, the transmission network has 
developed certain characteristics.  Networks are mature and highly 
interconnected.  Network expansion is viewed favourably by investors and 
regulators, but there is pressure to maintain low operation and maintenance 
costs. This is also confirmed by the CIGRE maintenance survey in which all 
respondents from North America reported doing less maintenance than 
recommended by manufacturers.  Replacement of failed equipment is 
favoured over refurbishment.  Age does not seem to be considered a criterion 
for replacement of equipment.  The focus of reliability is on redundancy in 
network design rather than maximising the reliability of individual pieces of 
equipment.  This attitude finds expression strongly in industry-sponsored 
documents. For example in the Edison Institutes response {Owens, 2001 
#915} to the US Department of Energy’s National Transmission Grid Study 
the author states  
“Redundancy is the best defense for both reducing congestion (and 
making markets work) and keeping the system secure”  
 
Credit ratings of US utilities are typically around the BBB to  low A levels, with 
the median level BBB+ in 2001 (after the Californian electricity market crisis) {, 
2001 #784}. The overall trend between 1999 and 2001 was negative. 
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4.6.1.5 South America 
Industry restructuring has been a feature of the electricity industry in South 
America.  Chile in 1982 was one of the first countries in the world to set up an 
electricity market.  Argentina in 1992 adopted extensive market-based reform 
of its industry.  This was followed by reform in Peru in 1993, Bolivia and 
Colombia in 1994 and Central American countries Panama, El Salvador, 
Guatemala, Nicaragua, Costa Rica and Honduras in 1997.  Brazil, Venezuela 
and Ecuador have also started an electricity reform process.  Extensive 
privatisation within the electricity industry has also occurred in Chile, 
Argentina, Bolivia and Peru {, 2001 #875}.  
 
While electricity consumption per capita is still relatively low there has been a 
rapid growth in demand for electricity.  
 
Prior to the reform process the electricity industry was categorised by state-
owned vertically integrated utilities, suffering from inadequate investment in 
generation, transmission and distribution capacity {Rudnick, 2001 #754}.  By 
the 1980s electricity infrastructure was “antiquated” {, 1997 #51} p64 and 
suffering from poor maintenance practices {, 1997 #51} p64.  Electricity 
utilities were described as inefficiently operated {, 1997 #51} {Rudnick, 2001 
#754}. Pilfering was a major concern {, 1997 #51; Rudnick, 2001 #754} and 
electricity prices high. 
 
Since restructuring and privatisation of the industry, substantial foreign 
investment has occurred in all sectors of the industry.  Efficiency of operation 
and reliability of supply has increased. However, the improvements in 
reliability have not been uniform: For instance, in some regions of Argentina 
lack of transmission investments has led to outages, and more than 90 % of 
outages in the system have their origins in transmission problems {Abdala, 
1999 #50}.   
 
Credit levels across the region vary significantly with ownership, local 
economy performance, risk (especially those companies involved in 
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generation) and debt level.  Table 12 summarises data from {, 1999 #783} 
relating to the credit worthiness of companies in 1998. 
Table 12 Credit rating of South American electricity companies from {, 1999 #783} 
Country Company  Ownership 
# 
Functions 
## 
Credit rating 
(local  
foreign 
currency) 
Financial status 
Argentina Compania de 
Transporte de 
Energia Electrica en 
Alta Tension 
(Transener) 
P (25% G) T BBB- int. cov 3.1 x 
FFO to debt 15.2% 
Brazil Eletrobras-Centrais 
Electricas Brasileras 
SA 
G GT BB- 
B+ 
moderate debt, 
govt guaranteed 
Chile  Empresa Electrica 
del Norte Grande SA 
P GT BB- rel. high debt; high 
risk generation 
Chile  Empresa Nacional de 
Electricidat (Endesa) 
P GT A- strong 
management & 
operations  
Int. cov. 2.5 x 
FFO to debt 13% 
Columbia Empresa de Energia 
del Pacificon SA, 
ESP 
P GTD BBB 
BBB- 
trans & dist parts of 
company low risk 
Columbia Interconexion  
Electrica SA ESP 
76% G 
(in 1998) 
T A- 
BBB- 
9% return on 
assets; int. cov. 4 x 
Venezuela Electricidad de 
Caracas  
P ? B+  
# Ownership: G – government; P private 
## Functions G – generation, T– transmission, D – distribution 
 
An ESMAP study identified an inadequate level of standardisation on 
reliability levels as a problem in Argentina and several other South American 
countries {, 2001 #718}.  In Argentina, Bolivia and Peru electricity quality 
requirements have been introduced with penalties for non-compliance 
{Rudnick, 2001 #754;, 2001 #791}.  Pilfering has been “drastically” reduced 
{Rudnick, 2001 #754}.   
 
For those countries with private investment system augmentation has been 
proceeding rapidly.  The length of medium and high-voltage lines in Argentina, 
for instance, increased by 42% in 1991-1997{Abdala, 1999 #50}. 
 
In all Latin American countries transmission is considered a natural monopoly 
{Fischer, 2000 #907}. Countries privatising their electricity industry have 
generally adopted non-discriminatory access rules for transmission. In each 
case the common grid is financed by all users, but the means by which this is 
achieved varies from one country to the next.  Although ownership of the 
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transmission grid varies from one country to the next, all countries in South 
America grant concessions to private investors for the construction of new 
lines, even when the main grid is publicly owned {Fischer, 2000 #907}.  
 
In general transmission companies receive payments based on the 
annualised replacement costs of “economically adapted” (optimised) 
networks, together with an allowance for operations and maintenance 
{Fischer, 2000 #907}.  Argentina is an exception, where investment costs are 
not remunerated.  Often some form of incentive regulation is applied to 
operation and maintenance costs. 
4.6.1.6 Western Europe 
Western Europe is characterised by highly meshed networks with varying 
degrees of interconnection and transfer capability across state boundaries.  
Performance standards are generally high. Electricity prices vary significantly 
from one state to the next, and transmission prices also vary significantly from 
country to country.  
 
The EU Directive 96/92/EC which was passed in 1996 and which became 
effective 19 February 1999 has been a catalyst for change in the electricity 
markets of Western Europe. The EU Directive was designed to facilitate 
market liberalisation by requiring non-discriminatory network access to all 
users and increased transparency and separate accounting for generation, 
transmission and distribution {Richer, 2000 #755}.  Under the Directive’s 
schedule, 33% of demand, equating to customers with energy usage of 9 
GWh or more, would be open to competition (choice of supplier) by 2003.  
 
Competition and comparison of electricity charges within Europe is putting 
downward pressure on tariffs and therefore revenues, with attendant pressure 
to reduce costs.  However, generally the revenue level of Western European 
countries has been adequate or better, with reasonably supportive regulation.  
Business parameters from a number of European enterprises are shown in 
Table 13.   
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Where regulatory reform has occurred, in the UK, the Nordic region and 
Germany the vertically integrated electricity industry has been split into 
separate parts.  Other countries have so far retained their vertically integrated 
utilities. 
 
Table 13 Enterprises in Western Europe – Business parameters at 1998 {, 1999 #783} 
Country Name Owner-
ship #  
Func. 
## 
Credit 
rating  
Debt 
level 
Business 
acumen 
Regu-latory 
support 
Revenue 
sufficiency 
Austria Verbungese
llschaft 
51% G GT AA- high 
70% 
cost 
reduction 
program 
 moderate  
3 x int. cov. 
France  Electricite 
de France  
G GTD AA+  sound 
financial 
profile  
supportive  4.7 x int. 
cov. 
“robust 
cash flow” 
Italy * Enel G GTD A+ *     
Spain Endesa,SA  GTD A+   supportive  comfortabl
e 
Malta Enemalta G GTD A    1.5-2.2 x 
int.cov. 
Finland Fingrid Oyj 88% P T AA- 81% 
high 
 supportive
, flexible  
2.5 x 
int.cov;   
sufficient 
revenue  
Iceland Landsvirkju
n 
P but 
govt 
guar. 
GTD A+ high weak  
prof. high 
augm. 
needs  
 1.8 x  
UK National 
Grid Co. 
P T AA+  strong 
business 
position 
 5.8 x           
3 x after 
acquisition  
of NEES 
Greece  Public 
Power 
Corp. 
G GTD BBB high 
(from 
high 
aug.) 
consisten
t perf. 
reasonably 
supportive  
2-2.5 x cov. 
UK Scottish & 
Southern 
P GTD A+ moderat
e 
46% 
strong 
fin. prof 
some reg. 
risk 
4.6 x int. 
cov. 
Norway Statnett G T AAA 55%  revenue 
cap 
 
# Ownership: G – government; P private 
## Functions G – generation, T– transmission, D – distribution 
*  Rating at August 2002 {Flintoff, 2002 #764} 
 
With some exceptions electricity networks in Western Europe are mature, 
growth is relatively low and augmentation is expensive and difficult to achieve.  
Utilities in Western Europe have shown a strong interest in online condition 
monitoring, and condition-based maintenance {Davies, 1998 #250;Jay, 2001 
#665;Jay, 2001 #664}.  Aging of equipment is becoming an important 
consideration. 
In some parts of Europe environmental factors are becoming significant: 
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· There is a growing use of distributed generation, particularly wind-
powered and combined heat and power.  This can change the use of 
and loading patterns on the transmission network. 
· In some countries there is a move to reduce the use of SF6 as an 
electrical insulator, because of its greenhouse effects.  A much greater 
effort is being put into elimination of SF6 gas leaks and reclaiming SF6 
to avoid environmental damage. 
 
4.6.2 Summary of data used in regional studies 
Table 14 lists the data used in the regional studies for the fuzzy model.  
 149 
Table 14 Input Parameters used in regional studies for fuzzy model 
Parameter A AU EE NA SA WE 
Age as replacement 
criterion 
very significant (100) insignificant (25) very significant (82)   significant (42) significant (48) significant (42) 
Attitude to technology moderate (40) aggressive (65) moderate (60) moderate (35) moderate (45) moderate  (60) 
Availability penalty / reward negligible impact 
(50) 
light reward (65) negligible impact 
(50) 
negligible impact 
(50) 
negligible impact 
(50) 
negligible impact 
(45) 
Availability target moderate (50) high (80) moderate (50) moderate (50) moderate (50) high (70) 
Business acumen moderate  (50) moderate  (50) low  (25) moderate  (60) moderate  (50) moderate  (60) 
Clim ate  tropical & wet sub-tropical temperate  temperate  tropical & wet temperate  
Climatic factor moderate  (40) moderate  (50) extreme  (65) mild  (30) moderate  (60) moderate  (60) 
Combining of maintenance 
activities (by circuit) 
medium (44) medium (63) low  (33) high (71)  low (0) medium (57) 
Connectivity factor low (14) moderate (20) moderate (21) moderate (20) low (14) high (32) 
Cost of land low (30) low (30) moderate (40) moderate (50) low (20) moderate (50) 
Credit rating A (40) A (50) BB (30) A (40) BB (30) AA (70) 
Credit rating known Yes (90) Yes (90) Yes (90) Yes (90) Yes (90) Yes (90) 
Debt level moderate (60) moderate (50) moderate (40) moderate (45) high (75) moderate (55) 
Earth quake zone  No  (30) No  (10) No  (10) No  (20) No  (20) No  (20) 
External barriers low (20) moderate (40) moderate (50) moderate (60) low (30) high (80) 
Flexibility high (84) moderate (43 high (67) high (69) high (90)  low (31) 
Frequency of failure as 
replacement criterion 
significant (57) very significant (77) significant (50) significant (58) significant (60) significant (60) 
Geographic factor moderate  (16) moderate  (21) low  (11) moderate  (17) high  (39) low  (6) 
Historical revenue 
sufficiency 
adequate (65) not a concern (80) inadequate (40) not a concern (75) inadequate (40) 
not a concern  (80) 
Investment cost as KPI significant (55) very significant (75) insignificant  (33) insignificant  (26) insignificant  (0) 
insignificant  (30) 
Labour cost low $US 9000 pa medium $US 19000 
pa 
low $US 2000 pa high $US 29000  pa low $US 5000 pa 
high $US 26000 pa 
Labour skill moderate  (50) high  (70) high  (70) high  (70) moderate  (50) 
high  70 
Load factor moderate (57%) moderate 62% moderate 63% moderate 61% high 72% 
high 65% 
Load growth (recent) high (9.1%) moderate 3.5% low 1.0% low 2.7% moderate 7.4% 
low 2.9% 
Losses (T&D) moderate (11%) moderate 9% very high 18% low 7% high 15% 
low 7% 
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Maintenance history 
(historical maintenance 
adequacy) 
maintained (65) maintained (65) under-maintained 
(30) 
maintained (65) under-maintained 
(25) maintained (65) 
Maintenance relative to 
manufacturers’ 
recommended levels  
more than 
recommended (85) 
at recommended 
levels (56) 
more than 
recommended (100) 
   less than 
recommended (15) 
more than 
recommended (80) at recommended 
levels (45) 
Maintenance spending as 
KPI 
significant (55) very significant (75) insignificant (18) very significant (72) insignificant (20) 
significant (53) 
Number of failures as 
replacement criterion 
very significant (67) significant (62) significant (50) significant (58)  significant (40) 
significant (58) 
Pilfering low (20) low (10) high (70) low (10) low (30) 
          low (10)     
Profit as intention No  (36) No  (38) No  (0) Yes  (58) No  (20) 
No  (28) 
Proportion of aged 
equipment 
low 6% low 10% low 3% moderate 14% low 6% 
low 10% 
Proportion of young 
equipment 
high 65% moderate 37% moderate 56% low 30% moderate 62% 
moderate 39% 
Redundancy moderate (n-1) (50) moderate (n-1) (50) moderate (n-1) (50) moderate (n-1) (50) moderate (n-1) (50) 
moderate (n-1) (50) 
Regulatory support reasonably 
supportive (35) 
reasonably 
supportive (78) 
reasonably 
supportive (40) 
 highly supportive 
(70) 
highly supportive 
(50) highly supportive 
(70) 
Replacement considered an 
investment 
very significant (100)  very significant (100) very s ignificant (83) very significant (86)  very significant (80) 
very significant (100) 
Revenue sufficiency 
(available financial 
resource) 
adequate  (60) not a concern  (70) adequate  (50) not a concern  (70) inadequate  (40) 
not a concern  (80) 
Ruggedness of terrain not rugged (30) not rugged (30) not rugged (30) not rugged (30) not rugged (30) 
not rugged (30) 
Size of company medium  (40) medium  (25) small  (30) medium  (50) medium  (20) 
medium  (50) 
Special relationship with 
vendors 
no use (30) no use (35) no use (10) no use (30) no use (20) 
no use (35) 
Reliability penalty/reward negligible effect (50) light reward (65) negligible effect (50)  negligible effect (50) negligible effect (50) 
negligible effect (45) 
Reliability target level moderate (50) high (80) moderate (50) low 20 moderate (50) 
high (80) 
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5 Results – Regional Comparisons using Fuzzy Modelling 
5.1 Failure rate 
Figure 21 shows a comparison o f unplanned outages per circuit and per 100 
circuit-kilometres from the CIGRE study and the failure rate output parameter 
from the model.  Failure rate is a very significant parameter for asset 
management as it contributes to reliability, availability, maintenance costs and 
replacement costs. 
 
The differences in the per-circuit and per-100km-of-circuit values reflect the 
fact that some failures are related to the length of line (lightning flashovers for 
example) while some are not related to line length (substation equipment 
failures for instance). For transmission systems with low average circuit 
lengths  (WE and EE) the unplanned outages per circuit will give better 
measure of forced outage rate whereas for systems with long average line 
lengths (SA, notably) the unplanned outages per 100km circuit length should 
be a more accurate reflection of outage rates. 
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Figure 21 Comparison of unplanned outages per 100km of circuit and unplanned 
outages per circuit from CIGRE study with failure rate from model. 
For other systems with moderate average line lengths the “true” outage rate 
should be somewhere between the two measures.  Taking these facts into 
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account the model predicts results similar to actual values, although it 
underestimates the failure rate for South America.  The reason for this is not 
entirely clear – although comparison with the maintenance cost graph 
suggests that either the system is under-maintained, which over time would 
result in higher failure rates or that the climatic severity factor in the model is 
too low, in which case the model overestimates the additional corrective 
maintenance costs associated with a high failure rate.5  Alternatively it may be 
a matter of poor data quality (in maintenance costs and/or failure rates). 
5.2 Reliability of supply 
Reliability is an important measure of transmission system performance.  
Unfortunately comparison of reliability suffers from the wide variety of 
definitions used for calculation of transmission reliability – failures per unit 
time, failures per unit time with consequence for the customer, unsupplied 
energy, system minutes lost, to name a few.  Even slight differences in 
definition can make comparison difficult. Common examples of difference in 
definition include minimum duration of outage counted in the total, the 
boundary between transmission and distribution systems, or even between 
transmission system and connection assets. At best a rough estimate of the 
level of reliability can be made. Fortunately this is similar to the output from 
the fuzzy model. Table 15 lists some of the definitions and values, and 
associates with each an assessment.  
 
Table 15 Reliability measures from various parts of the world 
Region Location Value Description Source Assessment 
Japan <20 Average interruption duration index 
Minutes/customer/year 1987-1996 
except 1994 (transmission + 
distribution) 
{Kurihara, 
1999 #711} 
Very high 
Malaysia 300  Minutes/customer in 1997, down from 
1000 minutes /customer in 1995 
(T,D,G) 
{Singh, 1997 
#769} 
A 
 
Malaysia 17 System minutes lost (T) 2001 {Mohdnoor, 
2002 #774} 
Moderate 
New South 
Wales 
1.21 {, 1999 #785} High 
Victoria 0 {, 2001 #786} High 
Queensland 3.8 {Brown, 2001 
#778} 
High 
AU 
South 
Australia 
2.4 
System minutes lost (T) 1997-98 
{, 2001 #787} High 
                                                                 
5 Note that there were only three responses in the CIGRE study from South America providing the 
required information.  These responses may not be typical of the region as a whole. 
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Region Location Value Description Source Assessment 
Western 
Australia 
5 {, 2001 #786} High  
Tasmania 17 
 
{, 2001 #786} Moderate 
AU Queensland 24 
20 
Years 1997/98 and 1998/99. Number of 
unplanned outages causing loss of 
supply per year. (T) 
{ACCC, 2002 
#912} 
moderate -
high 
AU South Africa 5.3     3.8 System minutes lost in 1998,1999 (T) {Plantagie, 
2000 #788} 
High 
AU unspecified 99.5% Average system reliability from four 
responses in CIGRE study (T) 
{CIGRE Study 
Committees 
23 and 39, 
2000 #76} 
High 
NA Consolidated 
Edison NY 
<10 min/customer/yr average interruption 
duration index (transmission + 
distribution) in period 1990-1996 
{Kurihara, 
1999 #711} 
High 
NA Florida Light & 
Power 
40-60 
120  
1988 – 1994                                             
1995 -1996 
min/customer/yr average interruption 
duration index (transmission + 
distribution) 
{Kurihara, 
1999 #711} 
high- 
moderate  
NA Southern 
California 
Edison 
approx 
38-78 
1989-1996 
min/customer/yr average interruption 
duration index (transmission + 
distribution) 
{Kurihara, 
1999 #711} 
high-
moderate  
NA BC Hydro 2.57 (Hours) customer average  
interruption duration index (T,D) in 
2001 
{, 2002 #789} Moderate 
NA HQ 
Transenergie  
0.51 (Hours) service average interruption 
duration index in 2001 (T). Excludes 
exceptional events. 
{, 2002 #790} high-
moderate  
NA Southern 
California 
Edison 
57.9% 
52.6% 
Data for 97/998 and 98/99.  
Percentage of 500kV lines without 
forced outages. (Note this is 
equipment reliability rather than 
reliability of supply) 
{ACCC, 2002 
#912} 
 
NA Southern 
California 
Edison 
74.6 
81.70 
Data for 97/98 and 98/99. Percentage 
of 220kV lines without forced 
outages. (Note this is equipment 
reliability rather than reliability of 
supply) 
{ACCC, 2002 
#912} 
 
NA Southern 
California 
Edison 
0.63 
1.0 
97/98 and 98/99 500kV Annual forced 
outage frequency (number per line 
per year) (Note this is equipment 
reliability rather than reliability of 
supply) 
{ACCC, 2002 
#912} 
 
NA Southern 
California 
Edison 
0.7 
0.48 
97/98 and 98/99 220kV Annual forced 
outage frequency (number per circuit 
per year) (Note this is equipment 
reliability rather than reliability of 
supply) 
{ACCC, 2002 
#912} 
 
SA Transener, 
Argentina 
0.5-1.5 High-
moderate  
SA Regional 
transmission 
boards, 
Argentina 
Typically 
4 
Forced outages per 100 circuit-km per 
year (Note this is an indicator of 
equipment reliability rather than 
supply reliability) 
{, 2001 #791} 
Moderate-
low  
WE Unspecified 99.4% Average value from six responses for 
system reliability  from CIGRE study 
{CIGRE Study 
Committees 
23 and 39, 
2000 #76} 
High 
WE NGC, UK 14 
5 
 Scottish 
Power, UK 
6 
9 
 Hydro-electric, 
UK 
8 
19 
Figures for 1997/98 and 1998/99. 
Number of incidents on the  
transmission system resulting in loss 
of supply to one or more customers 
from faults on the transmission 
system.  These include faults on 
connection assets where the loss of 
supply resulted from customer choice 
of connection arrangement. 
{OFGEM, 
2001 #524} 
High 
WE NGC 0.16% 
0.26% 
Unplanned unavailability of circuits 
98/99 and 99/00.  Forced outages due 
to plant breakdown or forced 
maintenance taken with less than one 
week notice.  (Note this is a measure 
{, 2000 #916} High 
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Region Location Value Description Source Assessment 
week notice.  (Note this is a measure 
of equipment reliability not supply 
reliability) 
 
The CIGRE study data also is highly incomplete and, in a number of cases, 
figures were reported without explanation of the method of calculation 
employed.  Six of 28 respondents from Western Europe gave percentage 
values for system reliability (not supply reliability) , using Equation (5). 
 
Reliability = 1 –    
1/(no. ccts) * ?  (hours of unplanned availability)    (5) 
                      (8760 – hours of planned unavailability) 
 
In Australia one favoured measure for supply point reliability is system 
minutes lost (Equation 6):  
                Sys minutes lost = 
                 unsupplied energy *60/peak demand  (6) 
 
where unsupplied energy is in MWh and peak demand in MW.  Note that 
supply point reliability and system reliability defined in Equation (5) are not 
equivalent (one does not include impact on customer, the other does), but are 
related. 
 
In the model an attempt has been made to predict supply point reliability 
based on system characteristics and asset management policies and 
practices (including historical ones). The results by region (Figure 22), when 
compared with Table 15, are reasonable but more data for comparison, 
especially from South America and Asia would be beneficial. Reliability, as 
seen by customers, is strongly influenced by network configuration, especially 
redundancy on the network.  Typically transmission systems are designed to 
withstand common outages without loss of supply to the customer (N-1 
planning criterion), so loss of supply incidents are infrequent, even on systems 
with moderately high equipment outage rates.   Highly interconnected systems 
will have higher reliability, all else being equal, because of a higher number of 
alternative paths for supply.  The cumulative effect of connectivity and 
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redundancy is illustrated in two sets of figures (Table 16) reported in {ACCC, 
2002 #912}. 
Table 16 The effect of network configuration on supply reliability 
Year Annual total of unplanned outages  
(number per year) 
Annual total of unplanned outages 
causing loss of supply  
(number per year) 
1996/7 201 19 
1997/8 219 24 
1998/9 165 20 
1999/2000 173 20 
 
The reliability of supply for this utility is eight to ten times greater than it would 
be if each load was supplied radially through a single line. 
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Figure 22 Supply point reliability predicted by the model. 
 
5.3 Availability of circuits 
Comparison of availability also suffers from the variety of definitions used, 
although perhaps to a lesser extent than reliability. Availability of supply can 
be measured, but availability of circuits is a more common measure.    Table 
17 collates circuit availability data from a range of sources and provides an 
assessment of the values obtained. 
Table 17 Circuit availability  
Region Location Value Description Source Assessment 
A 
 
Power Grid 
Corp. India 
98.85% Circuit availability 2000/01 {, 2001 #917} high 
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Region Location Value Description Source Assessment 
 unspecified 99.57% 
97%   
100% 
99.47% 
four responses (of possible 
nine) for circuit availability  
{CIGRE Study 
Committees 23 and 
39, 2000 #76} 
1x moderate  
2 x high 
South 
Australia 
99.23% 
99.25% 
99.67% 
Queensland 99.60 
Victoria 99.54%  
99.58%  
99.69% 
Snowy Hydro 99.67% 
98.63% 
Tasmania 99.13% 
99.17% 
New South 
Wales 
99.54% 
99.37% 
99.42% 
AU 
New Zealand 99.10% 
99.10% 
99.20% 
Data for 97/98, 98/99 and 
99/00. Queensland 99/00 
only.  
Tasmania and Snowy Hydro 
98/99 and 99/00 only. 
 
Availability of circuits in %. 
 
 
{ACCC, 2002 #912} 
 
 
all high 
EE Unspecified 95.5% 
60.0% 
99.0%  
three responses (of possible 
six) for circuit availability 
{CIGRE Study 
Committees 23 and 
39, 2000 #76} 
1x low  
1x moderate  
1x high 
NA Southern 
California 
Edison  
99.99% Circuit availability   {ACCC, 2002 #912} 
 
high 
NA Unspecified 97.78% 
99.9% 
100% 
three responses (of possible 
seven) for circuit availability 
{CIGRE Study 
Committees 23 and 
39, 2000 #76} 
1 x moderate 
2 x high 
SA Unspecified 99%      
95%   
99.5% 
three responses (of possible 
five) for circuit availability 
{CIGRE Study 
Committees 23 and 
39, 2000 #76} 
1 x moderate  
2x high 
NGC 3.7% Unavailability of circuits 
1997/8.  Includes large 
components from 
construction outages 
{OFGEM, 2001 
#524} 
moderate  
Scottish 
Power  
3.3% moderate  
Hydro-Electric 2.5% moderate  
Finland 99.999% 
 
Availability of the 
transmission network 
 
{Perez-Arriaga, 
2002 #692} 
high 
WE 
Unspecified 99.8% 
95.84% 
99%  
98.5%  
98%  
99.2%  
90%  
98.2% 
97.48% 
97% 
98.79% 
99.02% 
98% 
98.99% 
Fourteen responses (of 
possible twenty eight) 
{CIGRE Study 
Committees 23 and 
39, 2000 #76} 
1 x low  
5 x moderate  
8 x high 
 
The CIGRE study reports circuit availability average of 98% excluding one 
respondent for whom there were special reasons for low availability.   Table 18 
compares the model outputs with average values from CIGRE data and the 
range of values from all sources. 
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Table 18 Availability – Model predictions compared with actual data 
Region Model Average    (CIGRE data) Range        (all data) 
A High  (72) High Moderate-High 
AU High  (77) High High-High 
EE Moderate (50) Moderate Low-High 
NA High (84) High Moderate-High 
SA Moderate (31) Moderate Moderate-High 
WE Moderate (65) Moderate Low-High 
 
5.4 Use of predictive maintenance 
The CIGRE study provides some information about the use of different 
maintenance strategies.  This figure was first presented in Chapter 1 and is 
repeated here for the purpose o f comparison of data and model outcomes. 
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Figure 23 Use of different maintenance strategies from CIGRE study.  There are seven 
categories of equipment.  Figures are calculated from the average number of 
categories in which the particular strategy is employed. 
 
The figure suggests that Australasia and South Africa, and South America 
have the highest use of online condition-based maintenance.  Australasia, 
Eastern Europe and Western Europe have relatively higher use of offline 
CBM, with North American respondents reporting relatively low usage.  High 
predictive maintenance usage (combining online and offline CBM) should also 
be associated with low corrective maintenance and vice-versa, if the 
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equipment is in similar condition.  This relationship seems to hold true for Asia 
and North America which have relatively high corrective and lower predictive 
maintenance, and for Australasia/ South Africa with low usage of corrective 
and higher predictive maintenance. The South American data are more 
ambiguous, but perhaps the relatively high level of corrective maintenance is 
an indication of historically poor maintenance quality rather than low level of 
predictive maintenance in 1998.  The relatively high level of corrective 
maintenance employed as a strategy might be a reflection of spending 
limitations and poor maintenance history. 
Table *** compares the predictions of the model with data from the CIGRE 
study and figure ***.    
 
Table 19 Comparison of model predictions with reported maintenance strategies 
 Offline CBM Online CBM 
Region Model CIGRE study Model CIGRE study 
A moderate (37) low-moderate   moderate (32) low  
AU moderate (66) moderate  moderate (33) low-moderate   
EE moderate (50) moderate  low (10) low  
NA moderate (30) low  low (26) low   
SA moderate (43) low–moderate  low (10) low-moderate 
WE moderate (57) moderate  low (24) low  
 
The North American entry for Offline CBM stands out as being surprisingly 
low.  A close look at the CIGRE data reveals that one respondent indicated 
only time-based maintenance strategy for the protection equipment category 
(a regulatory requirement), and no entries in any other category. Another two 
nominated time-based and time-based plus corrective maintenance as 
general strategies.  It is unclear whether these are typical of North American 
transmission networks, but if so, the level of skill applied to maintenance may 
be lower than estimated and/or the attitude to technology more conservative 
than estimated in input data for this model.   
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Figure 24 Sensitivity diagram of offline CBM with attitude to new technology and labour 
skill for the North American region. X marks the coordinates used for the North 
American base case. 
Figure 24 suggests that for the North American case use of offline CBM is not 
very sensitive to labour skill, around the point chosen.  However it is sensitive 
to attitude to technology – for instance a decrease in attitude to new 
technology level from 40 to 30 reduces the level of use of offline CBM from 34 
to 26, which is in the low part of the range. (The level of attitude to new 
technology in the base case is 35, as the figure illustrates.) This suggests that 
some utilities in North America are fairly conservative about their maintenance 
practices, preferring to stay with “tried and true” time-based strategies rather 
than using condition-based methods.  Whether this represents the typical 
situation is difficult to determine, as the CIGRE survey contained only seven 
responses from North America. 
  
5.5 Maintenance spending 
In the CIGRE study a size parameter was developed for comparison of data.  
This parameter comprised Part A based on load and Part B based on asset 
value. However, for comparison of maintenance costs comparison on the 
basis of asset value is more appropriate than this size parameter, but the 
asset value data in the CIGRE survey is very incomplete.   
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Figure 25 Maintenance spending predicted by model output compared with CIGRE 
study data 
 
As a compromise solution the Part B of the size calculation, which 
approximates to asset value, was used as a comparator for the CIGRE data 
shown in Fig. ***.  The CIGRE data is normalised to a scale of 1 to 100.   
 
As Fig. *** shows, there is reasonable correspondence between predicted 
values from the model and results from the CIGRE survey. There is a 
discrepancy between the model and data for the South American case 
However, the South American data consist of only two responses (of a 
possible five in the survey).  Other data from the CIGRE study suggest that 
these values are not representative of the region: 
· Outage rates are higher than average – which that corrective 
maintenance costs could be high; 
· 4 of 5 respondents report doing more maintenance than recommended 
by manufacturers – which is likely to affect routine maintenance costs; 
· Relatively high numbers of employees engaged in maintenance 
activities are reported for the size of the utilities. 
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5.6 Refurbishment of equipment 
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Figure 26 Comparison of refurbishment as a percentage of direct maintenance costs 
(from CIGRE study) with model predictions for refurbishment levels 
The CIGRE study reports refurbishment as a percentage of maintenance cost.  
However maintenance costs vary considerably between regions.  In figure  *** 
the percentage of maintenance cost attributed to refurbishment is multiplied 
by the normalised maintenance cost per asset value for each respondent, 
then the results are averaged over the region. The normalised maintenance 
cost per asset value is the same as that used in the previous section. This is 
compared against the fuzzy model’s estimate of refurbishment costs, which is 
a function of refurbishment level and labour cost.  Both the CIGRE survey and 
model results (Figure ***) suggest that Eastern Europe has relatively high 
levels of refurbishment costs, and North America relatively low.  The CIGRE 
data suggest that Australasia/South Africa and Western Europe spend more 
on refurbishment than North America; this is also reflected in the model 
outputs. 
5.7 Replacement of equipment 
Figure *** illustrates model predictions and CIGRE data for replacement rate.  
The CIGRE survey asked for a general answer for percentage of equipment 
replaced in the past four years, and /or the same information for seven 
categories of equipment.  The data used in this table are either averaged over 
the seven categories or the general answer where given.  Some respondents 
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gave no answer at all.  It was assumed when averaging the seven categories 
that if some categories had non-zero numbers and others had none that the 
empty categories were intended to be zeros.  This may make the averages 
lower in some cases than true figures.  
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Figure 27 Replacement of equipment - predicted rate from model compared with CIGRE 
study data 
The results are reasonable except that the replacement rate of equipment in 
Western Europe is apparently slightly higher than that predicted by the model.  
This may have something to do with the industry restructuring occurring 
during the period, which was not considered in the modelling. 
 
5.8 Discussion of results 
5.8.1 Efficacy of the methodology 
The methodology employed has permitted a wide range of numeric and non-
numeric parameters to be modelled, even where precise relationships are not 
fully known.  The methodology enables the modeller to  experiment with the 
relationships between different factors.  The hierarchical nature of the model 
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means that an understanding can be gained about the underlying causes of 
differences in performance.   
 
In modelling the system there were compromises necessary between 
coarseness of output and the complexity of the rules.  Coarseness could be 
reduced by introducing more levels of output (for example adding moderately 
high and moderately low to the standard {low, moderate, high} output set).  
The benefit of this was offset against an increase in the number and 
complexity of rules needed to support the enlarged output set.  Additional 
complexity means greater effort to check and debug, often with little overall 
gain to the quality of outputs.  This issue is partially addressed by the use of 
fuzzy logic to implement the rules.   
 
Similarly there was found to be a trade-off between number of factors taken 
into account for a particular task and the complexity of writing and debugging 
the rule set.  Maintenance spending was an especially complex task to write.  
The writing / debugging burden in this case was managed by dividing the task 
into multiple subtasks.  This begs the question – is it possible to simplify the 
tasks by identifying dominant factors.  The answer to this can be assessed by 
looking at the sensitivity of outcomes to various input parameters. This will be 
discussed further in the next section.   The output functions set up for the 
modelling exercise have proven to be very useful for this purpose. 
 
The data to support development of regional case studies proved to be a real 
difficulty.  The CIGRE study data were often incomplete, of varying degrees of 
accuracy, and sometimes inconsistent.  The analysis required careful sifting of 
survey responses, and assumptions about particular answers.  Performance 
data from this survey was particularly sparse. The CIGRE survey data has 
had to be supplemented by use of many other sources.  While every effort has 
been made to ensure that the supplementary material is compatible with the 
CIGRE survey results, the data does not relate to the same set of companies.  
Even within the CIGRE survey results this compatibility problem can arise 
where respondents to one question are not the same set of respondents to 
another question (since many respondents did not answer all questions).   
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Another data problem arises because many of the circumstances that make 
performance, policies and practices different from one enterprise to the next 
are taken for granted by those involved.  Thus these things are rarely 
documented but they can have a significant impact on outcomes.  To 
understand the differences it is necessary to “read between the lines”.  The 
interviews conducted with industry representatives have also proven useful for 
this purpose.  An example is the understanding of reliability, which appears to 
vary widely.  Corporate culture is another area that can significantly impact on 
performance. 
 
The use of regional data to test the model has advantages and 
disadvantages.  The main advantage was being able to use the CIGRE 
survey results to access a range of data that is not readily available.  It was 
not possible to do this on a country by country basis because the data were 
stripped of company and country details (for confidentiality reasons). The 
main disadvantage was that in large regions such as Asia and South America 
there are wide variations in asset management practices, maturity of networks 
and financial circumstances. In Asia for instance there are some countries 
with mature slow growing electricity networks and many others with rapidly 
expanding networks and high load growth.  Revenue adequacy and 
indebtedness also vary significantly over the region.  Developing a “typical” 
profile in such cases tends to produce an “average” result that masks the 
more extreme conditions.  From a modelling point of view this means that only 
middle-of-the-range rule conditions are tested, rather than the full possible 
range. For this reason it was decided to undertake some case studies of 
individual companies in order to refine the model.    
5.8.2 Insights to be gained from these studies 
The advantage of this type of modelling is not that one can compare results 
from different cases – after all performance data can be compared directly 
they are in compatible form.  The model’s power is that enables comparison of 
the underlying reasons for differences and similarities in outcomes.  In this 
section the model is used to investigate some questions arising from the 
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results of regional case studies. The full set of results predicted from the fuzzy 
model is listed in Table 21.   
 
5.8.2.1 Examination of the causes of variation of availability and 
reliability in Western Europe, North America and 
Australasia/South Africa 
In Table 20 Parameters used to assess availability and their values for AU, 
NA and WE cases comparison of availability and reliability figures shows that 
the model predicts higher availability for Australasia/South Africa and North 
America than for Western Europe.  However reliability of supply is predicted to 
be high for all three cases (slightly higher in WE and AU than NA). 
 
Table 20 Parameters used to assess availability and their values for AU, NA and WE 
cases 
Parameter AU NA WE 
combined maintenance 
activity 
medium (63) high (71) high (65) 
construction outages  low (26) low (10) low (15) 
failure rate low (10) low (24) low (16) 
flexibility moderate (43) high (69) low (31) 
use of online CBM moderate (33) low (26) low (24) 
use of predictive 
maintenance 
moderate (68) low (23) moderate (56) 
 
Examination of this table suggests that the parameter flexibility may have a 
role in this result.  To confirm this proposition the sensitivity of availability to 
flexibility is plotted in Figure 28. 
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Table 21 Outputs from Fuzzy Model – Regional Studies 
Output Parameter A AU  EE NA SA WE 
Availability                                high (98-100%) (72) high (98-100%) (77) moderate (95-98%) (50) high (98-100%) (84) moderate  (95-98%) (31) moderate (95-98%) (65) 
Construction outages                        moderate  (45) low (10) low (10) low (10) moderate (50) low (15) 
Corrective maintenance 
costs                 
low (27) low (10) low (10) low (23) low  (29) low (10) 
Cost of finance                              moderate  (30) low  (10) moderate   (50) moderate   (30) moderate   (50) low  (10) 
Debt repayments                              low (40)  low  (10) moderate   (63) low  (23) high  (83) low  (17) 
Equipment replacement                       low (28) low (10) medium (50) low (16) low (29) low (24) 
Ease of raising capital                   easy (70) easy (90) moderate (50) easy (70) moderate (50) easy (90) 
Factors increasing asset 
costs                
low (41) low (31) low (24) low (34) moderate (44) low (31) 
Failure rate                                medium (34) low (10) medium (37) low (24) medium (68) low (16) 
Failure rate contribution 
of load & climate  
moderate (50) low (10) moderate (30) low (10) moderate (63) low (23) 
Financial drivers for 
maintenance spending   
low (34) moderate  (56) high (50) high (58) high (50) low  (23) 
Financial incentive 
replacement              
high (77) high (90) moderate  (50) high (74) low  (10) high (90) 
Investment cost                              high (63) very low (17) moderate  (53) very low (20) very high (86) very low (17) 
Investment in new 
equipment                  
high (86) low (23) medium  (50) low (10) high (76) low (15) 
Loading                                      heavily loaded (50)  heavily loaded (40) heavily loaded (51) moderately loaded (30) v. heavily loaded (63) moderately loaded (30) 
Maintenance spending                        low (27) moderate (34) low (34) low (18) low (29) moderate (49) 
Proportion poor condition 
equipment           
low (23) low (17) 
moderate (50) 
moderate  (30) moderate (53) moderate (30) 
Purchasing efficiencies                      high (58) low (10) 
low (23) 
low (10) low (10) low (10) 
 Refurbishment                               low (24) low (10) 
moderate (50) 
low (16) moderate  (32) low (24) 
 Refurbishment costs                         low (17) low (10) 
low (10) 
low (10) low (10) low (28) 
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Output Parameter A AU  EE NA SA WE 
Reliability  of supply                                  high:99-100% (72) high:   99-100% (90) 
moderate: 95-98% (68) 
high:   99-100% (83) moderate: 95-98% (50) high:   99-100% (90) 
 Replacement costs 
(maintenance only) 
low (10) low (10) 
low (10) 
low (10) low (10) low (10) 
 Replacement on age                          low (22) low (25) 
low (20) 
low (20) low (20) low (20) 
 Replacement on 
condition                     
low (23) low (20) 
moderate (50) 
low (24) moderate (41) low (30) 
Replacement on failures                     low (34) low (20) 
moderate (20) 
low (24) low  (34) low (20) 
Routine maintenance 
costs                    
moderate (50) moderate (44) 
moderate (54) 
low (10) moderate (50) moderate (41) 
Spending limits -
maintenance                 
moderate (50) unlimited (70) 
moderate (30) 
unlimited (70) moderate  (50) unlimited (90) 
System Augmentation                         high (77) medium (30) 
low (10) 
low (10) medium  (69) low (10) 
System factors reducing 
maintenance costs           
high (90) medium (42) 
high (73) 
high (75) high (90) medium (46) 
Use of offline condition-
based maintenance:   
moderate (37) high (70) 
moderate (50) 
moderate (30) moderate (43) moderate (57) 
Use of online condition-
based maintenance    
moderate (32) moderate (31) 
low (10) 
low (26) low (10) low  (24) 
Use of predictive 
maintenance  
moderate (32)  moderate (65) 
moderate (50) 
moderate (23) moderate (41) moderate (56) 
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Figure 28 Availability as a function of flexibility for three cases from fuzzy model 
Figure 27 confirms that in this case the availability predicted for the Western 
European case is sensitive to flexibility about the present level (31%).  A 
change in flexibility from 31% to 50% would result in a significant improvement 
in availability, according to this model.   
 
The model also suggests that availability is not as sensitive to flexibility in the 
other two cases.  In the North American case it can also be observed from 
Figure 28  that the maximum availability is constrained by a parameter other 
than flexibility.  
 
Flexibility is a function of network design, so in this case the historical 
development of the network and past design practices have contributed to 
current performance in terms of availability.  In practice increasing flexibility 
levels is likely to involve significant capital investment, and is unlikely to be 
achieved in a short time frame, unless significant system augmentation is 
undertaken.  Since Western Europe has largely mature transmission networks 
with low growth levels this is unlikely to be practicable.  Hence flexibility is a 
real constraint on performance measured against availability.  It is also 
arguable that if availability does not affect consumers significantly, which is 
almost certainly the case in Western Europe because of the highly meshed 
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networks there, the expenditure of additional capital for the purpose of 
increasing availability alone is not justified. 
 
For reliability the model uses four parameters – redundancy, connectivity, 
flexibility and failure rate, three of which are related to system design.  
Increases in any of redundancy, connectivity or flexibility will tend to increase 
reliability, while failure rate acts in the opposite direction. 
Table 22 Parameters used to determine reliability and their values for AU, NA and WE 
Parameter AU NA WE 
connectivity moderate (20) moderate (20) high (32) 
failure rate low (10) low (24)  low (16) 
flexibility moderate (43) high (69)  low (31) 
redundancy moderate (50) moderate (50) moderate (50) 
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Figure 29 Sensitivity of reliability to connectivity for three regions 
Table 22  suggests that the significant differences between regions are 
connectivity and flexibility.  Figure 28 illustrates the effect of connectivity on 
reliability for these regions.  The North American case is insensitive to 
connectivity because flexibility is high for this region, whereas for Western 
Europe where flexibility is relatively low reliability is sensitive to connectivity 
for low to moderate levels of connectivity.  Figure 30 shows the combined 
effect of flexibility and connectivity for Western Europe. 
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Figure 30 Combined effect of connectivity and flexibility on reliability for WE case  
5.8.2.2 Investigation into the contributions to failure rate in Asia 
compared with South America 
Asia and South America both contain developing countries and rapidly 
growing networks.  In South America the predicted and actual failure rates 
(from the CIGRE study) are higher than in Asia (see Figure 21). In the fuzzy 
model there are four factors that contribute to calculation of the task failure 
rate.  These are proportion of poor condition equipment, use of predictive 
maintenance, failure contributions of load and climate, and spending limit 
(maintenance spending constraints).  The parameters and their values for 
these two cases are shown in Table ***.  Examination of this table suggests 
that the main difference between the two cases is the proportion of poor 
condition equipment. 
Table 23 Parameters used to determine failure rate and their values for the Asian and South 
American cases 
Parameter Asia South America 
Failures load & climate  moderate (50) moderate (63) 
Proportion poor condition equipment low (23) moderate (53) 
Spending limit moderate (50) moderate (50) 
Use of predictive maintenance moderate (32) moderate (41) 
 
Note that all the inputs to the task failure rate are themselves tasks.  The 
factors that contribute to proportion of poor condition equipment are 
maintenance history and proportion of aged equipment.   
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As Table 24  reveals the difference is in maintenance history. 
Table 24 Parameters contributing to the task proportion poor condition equipment with 
values for Asia and South America 
Parameter Asia South America 
maintenance history well-maintained (70) under-maintained (25) 
proportion aged equipment low (6%) low (6%) 
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Figure 31 Failure rate as a function of maintenance history and proportion aged 
equipment for South America 
Figure 31 suggests that increasing maintenance effectiveness can have a 
significant effect on failure rate, but as the network matures and the average 
age of equipment increases there is a potential for an increase in age-related 
failures. Note that the result is not very sensitive to the estimated value of 
maintenance history. Any maintenance history level less than about 50 would 
give the same result. 
5.8.2.3 Investigation into the reasons for equipment replacement in 
Eastern and Western Europe 
The inputs to the equipment replacement task shown in Table 25 are 
themselves all tasks.   
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Table 25 Input parameters to the task equipment replacement for WE and EE 
Parameters WE EE 
replacement on condition low (30) moderate (50) 
replacement on failure low (20) low (20) 
replacement on age low (20) low (20) 
financial incentive replacement high (90) moderate (50) 
 
There are two areas of difference exposed in Table 25: replacement on 
condition is higher for Eastern Europe and financial incentive replacement is 
higher for Western Europe.  
  
Comparison of the inputs to financial incentive replacement (Table 26) shows 
a generally more favourable financial situation for Western European utilities 
than for Eastern European utilities.  The implication is that Western European 
utilities may be encouraged to undertake a higher level of replacement activity 
because financial incentives permit this. This is a version of the old adage that 
spending rises to the level of income!) 
Table 26 Input parameters for the task financial incentive replacement for WE and EE 
Parameters WE EE 
debt repayments low (17) moderate (37) 
ease of raising capital easy (90) moderate (50) 
revenue sufficiency not a concern (80) adequate (50) 
 
The three inputs to replacement on condition are also tasks. Use of predictive 
maintenance determines the opportunity for replacement on the basis of 
condition.  Proportion of poor condition equipment determines the need.  
Refurbishment of poor condition equipment is an alternative to replacement -
equipment that is refurbished is unlikely to be replaced in the short-term.  
Comparison of values for these parameters (Table 27) suggests that the 
dominant driver is a higher proportion of poor condition equipment in Eastern 
Europe than in Western Europe.  
Table 27 Input parameters to the task replacement on condition for WE and EE 
Parameters WE EE 
proportion poor condition equipment moderate (30) moderate (50) 
refurbishment low (24) moderate (50) 
use of predictive maintenance moderate (56) moderate (50) 
 
The inputs to proportion of poor condition equipment are shown in Table 28. 
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Table 28 Inputs to poor condition equipment for WE and EE 
Parameters WE EE 
maintenance history maintained (65) under-maintained (30) 
proportion aged equipment low (10%) low (3%) 
 
The dominant factor is clearly maintenance history.  This is consistent with 
what we know about the general lapse of maintenance during the period after 
the collapse of the Soviet Union, and the economic collapse that followed.  In 
summary the model predicts that the higher level of replacement in Eastern 
European utilities is driven by a higher level of poor condition equipment 
resulting from poor maintenance in the early to mid 1980s. It is possible that 
the model underestimates the effect of aged equipment because it does not 
take into account the effect of design-life of equipment on performance:  it is 
quite likely that switchgear equipment designed for a twenty-five year life, for 
example, (instead of a more typical forty year life ), would exhibit elevated age-
related failures at a lower age than equipment designed with a longer 
intended life. 
5.8.2.4 Investigation into maintenance spending in North America 
compared with Australasia/South Africa and Western Europe 
Table 20 suggests that maintenance costs in North America are lower than in 
either Western Europe or Australasia/South Africa, and this is consistent with 
data from the CIGRE study.  The parameters contributing to maintenance 
spending are shown in Table ***.   
Table 29 Factors contributing to maintenance spending, with values shown for AU, NA and WE 
 AU NA WE 
corrective maintenance 
costs  
low (10) low (23) low (10) 
refurbishment costs  low (15) low (10) low (28) 
replacement costs (treated 
as maintenance) 
low(10) low (10) low (10) 
routine maintenance costs moderate (42) low (10) moderate (41) 
spending limits unlimited (70) unlimited (70) unlimited (90) 
 
Clearly the most significant difference is in routine maintenance costs.  
Partially o ffsetting this is a slightly higher value for corrective maintenance 
costs from North America, consistent with higher corrective maintenance 
costs as a proportion of total maintenance costs observed in the CIGRE study 
(reported in Table 1). 
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The task routine maintenance costs is a function of five factors shown in Table 
***.  
Table 30 Factors contributing to routine maintenance costs. Values shown for AU, NA, WE 
Parameters AU NA WE 
System factors reducing 
maintenance costs  
medium (42) high (75) medium (46) 
Use of online CBM moderate (33) low (26) low (24) 
Geographic factor moderate (21) moderate (17) low (6) 
Maintenance relative to 
manufacturers’ 
recommended level 
at recommended levels 
(56) 
less than recommended 
(15) 
at recommended levels 
(45) 
labour costs medium ($19k p.a.)  high ($29k p.a.)  high ($26k p.a.) 
 
Examination of Table  *** reveals two main contributions to the difference in 
routine maintenance costs between these cases. The NA case has a higher 
value for system factors reducing maintenance costs, and a lower value for 
maintenance relative to manufacturers’ recommended levels, both of which 
will act to reduce routine maintenance costs. The four factors taken into 
account for system factors reducing maintenance costs are redundancy, 
flexibility, connectivity and load factor.  It is the high flexibility level for North 
America that results in the high value for the system factors task, as the 
decision tree ranks redundancy and flexibility as having greater impact than 
connectivity on maintenance costs.   
 
The difference in maintenance relative to recommended levels between 
regions is an interesting one.  There are several possible reasons for this 
difference.  Perhaps the most likely is that historically there has been a 
stronger financial driver to minimise maintenance costs in North America, than 
in the other regions, owing to many of the North American utilities being 
investor-owned (for their whole period of existence).  Maintenance practices 
develop slowly over time and tend to be a function of corporate memory (“Our 
company does it this way”). The slow rate of change is partly a function of the 
time lag between the change of a practice and its effect on failure rates (and 
ultimately reliability). It may also be a function of reporting practices and 
feedback within the organisation (See also Section 2.3.4 on maintenance 
period optimisation).  Practices that work tend to be reinforced, but sustained 
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pressure to reduce costs over time may reduce maintenance to a bare 
minimum.  
5.8.3 Discussion of results of fuzzy modelling 
Results from the fuzzy model have been shown to demonstrate predictive 
power, despite the limitations of data both for inputs and comparison 
purposes.  It is expected that case studies based on individual enterprises and 
thus having a more consistent input data set will reveal even more strongly 
the predictive power of the model.  
 
However, the real strength of the model is the ability it gives the user to 
investigate the causes of differences in results between cases.  Section 5.8.2  
results demonstrate some important aspects of the model, and the system 
that it represents: 
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· The model shows that performance is limited by different factors in 
different cases.  Some of these factors are within the control of the 
enterprise; others are outside its control.  Hence even with the best 
intentions it may be not possible for one enterprise to achieve the same 
level of performance as another.  A corollary to this that the revenue 
needs of transmission enterprises will vary, between utilities and over 
time according to current and historical circumstances; this translates 
to differences in transmission prices. 
· Within the factors that are controllable some are able to be modified 
within a short time-frame; to effect change to other parameters, such as 
flexibility, requires a longer time-frame and considerable capital 
expenditure. 
· Different aspects of performance, eg reliability and maintenance 
spending, share some of the same factors of influence.  Therefore 
changes in policy will affect multiple aspects of a company’s 
performance. 
· The sensitivity of outputs to inputs around the present levels of those 
inputs is different for different cases.  The significance of this is that a 
solution that is highly effective for one company may be of little use in 
the circumstances of another company.  
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6 Case Studies 
6.1 Australian case study 
The Australian electricity supply industry was historically state-based.  The 
case study is based on the transmission company operating in Queensland.  
6.1.1 Description of the Australian case study 
The Queensland Electricity Transmission Corporation, trading as Powerlink 
Queensland was established as the state-owned corporation responsible for 
the electricity transmission network in Queensland in 1 July 1997, subject to 
the provisions of the Government Owned Corporations Act 1993.   
 
The network of Powerlink is geographically extensive, covering 1700 km from 
Cairns in North Queensland to the NSW border.  It is moderately 
interconnected in the south and central regions, but lightly interconnected in 
the north.  There are two interconnections with New South Wales – the 
Queensland New South Wales Interconnector (QNI) , which began operation 
in February 2001, and Direct Link, a small privately-owned DC 
interconnection.   
 
The network at mid-1998 comprised 4879 circuit km of 275kV line, 3943 
circuit km of 132kV line and 441km of 110kV overhead transmission line.  
There was only 16 circuit km of underground cable {, 1999 #775}.  By mid-
2001 this had increased to 505 circuit km of 330kV, 6084 circuit km of 275kV, 
3984 km of 132kV and 528km of 110kV.  
A review {Simpson, 2001 #779} undertaken on behalf of the regulator, the 
ACCC, reports that 
 “Investment strategies are driven by Code requirements, 
ensuring that investment is limited to assets for which a 
threshold rate of return will be achieved, and that new assets 
satisfy regulatory requirements and that optimum life cycle 
costs will be achieved.  Powerlink adopts reliability centred 
maintenance, whole of life cycle costing and quantitative risk 
assessment techniques in developing their various policies, 
procedures and standards.”  
 
 178 
Powerlink has adopted an aggressive attitude toward new technology.  At a 
CIGRE symposium on Asset Management Simon Bartlett outlined Powerlink’s 
vision for substations: 
· An integrated approach is to be taken for the entire substation 
· Overall operation and maintenance costs are aimed at being less than 
0.5% of total asset value, with very high reliability and availability 
· Total capital costs are to be competitive with the Australian industry 
standards 
· Routine substation inspections are to be eliminated, and condition 
monitoring and remote interrogation facilities will allow maintenance 
staff to optimise their site visits. 
Powerlink has invested heavily in new technology hybrid GIS switchgear for 
new and refurbished substations, including ABB PASS equipment for 275kV 
and 330kV substations and Siemens and Alston modular GIS for 110kV 
substations.  As a pioneer user of the new technology substations Powerlink 
has been able to develop close relationships with suppliers, leading to lower 
purchase prices. Video facilities have been installed at a number of 
substations with wide-area network communications to enable Brisbane-
based staff to inspect substations remotely.   
 
The climate of Queensland varies from tropical in the north to sub-tropical in 
the south.  Inland areas are dry and coastal areas vary, but some parts are 
subject to high rainfall and humidity in summer.  The south-eastern part of the 
state has a high lightning incidence during summer months . 
 
Load growth, load factor and plant utilisation are all relatively high.  Transfer 
capacity on the grid varies with different system operating conditions, 
including which generators are operating and their level of output.  These 
factors coupled with competitive forces and the entry of new generating 
capacity, have resulted in considerable uncertainty in planning of network 
augmentations {Green, 2002 #922}. Many sections of the network operate at 
of near capacity for extended periods, especially in summer when the grid is 
more heavily loaded relative to its capacity {Green, 2002 #922}.  System 
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demand grew by 2.5% from 1997/8 to 1998/9 {, 1999 #775}, and 4.1% in 
2000/1 {, 2001 #777}, moderate by world standards.   Transformer utilisation 
was 32 - 33% for the period, and losses were 4.3 to 4.1 %.  Transmission 
losses are higher for Queensland than other Australian utilities because of 
Queensland’s long transmission lines. Load factor for 1998/9 was 
approximately 69% (ratio energy imported on the grid to maximum ½ hr 
generated) {, 1999 #775}.  Performance of the network in terms of reliability 
and availability is high (see Table *** in previous chapter.)  
 
Direct maintenance costs in 1998/9 were 1.2% of replacement asset value 
including refurbishment costs.  In 2000/01 maintenance costs excluding 
refurbishment were $AU22.1 million, and refurbishment costs $AU11 million, 
compared with $AU 25 million and $7.4 million in 1998/99 (in 2000/01 dollar 
terms) {Simpson, 2001 #779}.   Powerlink outsources 70% of its maintenance 
work.  Refurbishment project work includes 
· Replacing airblast circuit breakers and circuit breakers with inadequate 
fault levels 
· Replacing SVC control systems 
· Replacing substation batteries 
· Replacing some transmission line insulators, conductors and dampers 
· Decommissioning some substations. {Simpson, 2001 #779} 
 
Powerlink reports significant difficulties in taking lines out of service for 
maintenance  - 35% of circuits are not available for taking out of service 
during normal working hours, and another 43% of circuits may not be 
available for taking out of service during normal work hours depending on the 
generation despatch and network configuration at the time {Simpson, 2001 
#779}.  Live line practices are used, and in 2002 live substation work practices 
were introduced. Additional maintenance costs are also incurred as a result of 
remoteness of sites.  Average travel time to sites in South East Queensland is 
2 hours {Simpson, 2001 #779}, and are likely to be higher than this in the 
northern and central regions .  Helicopter-based line inspections have been 
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used successfully to reduce maintenance costs for overhead transmission 
lines. 
 
Powerlink has a well-developed condition-based assessment program for 
transformers {Allan, 1991 #119;Allan, 1993 #122}  which has been operating 
successfully for some years.  In recent years Powerlink has put considerable 
resources into information management including communications 
infrastructure, data management (ensuring data is available to the right 
people, at appropriate level of granularity, sufficient quality and in a timely 
manner).  Data is used routinely for manual and automatic analysis, and the 
goal is to achieve an integrated management information system that can 
access data from different databases within the organisation {Bell, 2003 
#941}.   
 
Powerlink’s financial position is sound.  It has moderate debt exposure (Table 
***), adequate revenue and a reasonably transparent regulatory system based 
on a revenue cap. As a government-owned enterprise it enjoys a high 
sovereign credit rating (AAA). However, the Competition Principles Agreement 
(1995) requires the state government to impose a debt guarantee fee on 
Government-owned enterprises to offset the competitive advantages 
(particularly interest rate advantages) provided by government guarantees 
{Productivity Commission, 2002 #780}. 
 
Table *** lists the input parameters for the case data-set, based on this 
analysis and a response to the CIGRE survey.       
 
        
Table 31 Input parameters for the Australian Case study 
Input Parameter Value 
Age as replacement criterion insignificant (20) 
Attitude to new technology:                   aggressive (75) 
Availability penalty or reward                negligible impact (55) 
Availability targe t                           high (80) 
Business acumen                               high  (65) 
Climate:                                      sub-tropical 
Climatic factor:                              moderate  (50) 
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Combining of maintenance activities:           medium (63) 
Connectivity factor:                          moderate (22) 
Cost of land:                                 low (30) 
Credit rating known:                          Yes (90) 
Credit rating:                                A (50) 
Debt level:                                   moderate (50) 
Earth quake zone:                             No  (10) 
External barriers:                            moderate (40) 
Flexibility:                                  low (34) 
Frequency of failure as replacement criterion very significant (80) 
Geographic factor:                            low  (13) 
Historical revenue sufficiency:               not a concern (80) 
Investment cost as KPI:                       insignificant  (30) 
Labour cost                                   high $US 26 x1000/annum  
Labour skill:                                  high  70 
Load factor                                   moderate 63% 
Load growth:                                  moderate 4.0% 
Losses (T&D):                                 moderate 9% 
Maintenance history:                          
maintained (65) 
Maintenance rel. to manufacturers' recommended level 
at recommended levels (50) 
Maintenance spend as KPI:                     
insignificant (0) 
Number of failures as replacement criterion:  
significant (62) 
Pilfering:                                    
low (10) 
Profit as Intention:                          
Yes  (70) 
Proportion of aged equipment:                 
low 3% 
Proportion of young equipment:                
moderate 47% 
Redundancy:                                   
moderate (n-1) (50) 
Regulatory support:                           
highly supportive (70) 
Replacement considered an investment:         
significant (50) 
Revenue sufficiency:                          
adequate  (65) 
Rugged terrain:                               
not rugged (30) 
Size of company                               
small  (20) 
Special relationship with vendors             
some use (60) 
Reliability penalty or reward                 
negligible effect (55) 
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Reliability target level                      
high 80 
       
6.1.2 Results of the Australian case study 
 
Output parameter Value 
       Availability                                 high (98-100%) (75) 
       Construction outages                         low (10) 
       Corrective maintenance costs                 low (10) 
       Cost of finance                               moderate  (30) 
       Debt repayments                               low  (23) 
       Equipment replacement                        low (10) 
       Ease of raising capital                       moderate (61) 
       Factors increasing asset costs                moderate (45) 
       Failure rate                                 low (10) 
       Failure rate contribution of load & climate  low (10) 
       Financial drivers for maintenance spending  high (75) 
       Financial incentive replacement              moderate (65) 
       Investment cost                               high (53) 
       Investment in new equipment                  medium (43) 
       Loading                                       heavily loaded (40) 
       Maintenance spending                         very low (19) 
       Performance penalties                         negligible effect (55) 
       Proportion poor condition equipment           low (16) 
       Purchasing efficiencies                       low (23) 
       Refurbishment                                low (10) 
       Refurbishment costs                         low (10) 
       Reliability                                high:   99-100% (90) 
       Replacement costs as maintenance        low (10) 
       Replacement on age                        low (20) 
       Replacement on condition                     low (20) 
       Replacement on failures                      low (20) 
       Routine maintenance costs                    moderate (34) 
       Spending limits (maintenance)                 moderate (57) 
       System Augmentation                         medium (45) 
       System factors reducing maintenance costs           medium (46) 
       Use of offline condition-based maintenance  moderate (66) 
       Use of online condition-based maintenance    moderate (43) 
       Use of predictive maintenance                high (71) 
 
6.2 Malaysian case study 
In Peninsula  Malaysia power is supplied by Tenaga Nasional Berhad (TNB). 
In Sabah the supplier is Sabah Electricity Board (SEB) and in Sarawak the 
supplier is Sarawak Electricity Supply Corporation (SESCo) (for generation, 
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transmission and distribution).  The case study will focus on TNB, which has a 
high public profile. 
6.2.1 Description of the Malaysian case 
TNB was formed from the national electricity board Lembaga Letrik Negara 
(LLN) through the Electricity Supply (Successor Company) Act of 1990. TNB 
was incorporated in 1990 in Malaysia as a public limited company.  It was 
listed on the Malaysian stock exchange on 28 May 1992 {, 2002 #766}.   
 
TNB has generation, transmission, distribution and system operator functions. 
TNB’s operations are regulated through a licence issued by the Director 
General of Electricity Supply (DG).  This licence was issued to TNB for an 
initial period of 21 years from 1 September 1990.   
 
Total installed generating capacity in Malaysia is 14624 MW, of which 12975 
is in Peninsular Malaysia {, 2002 #767}. In Peninsula Malaysia TNB  
Generation Sdn provides 52% of installed capacity, TNB Hydro Sdn 14%, and 
five Independent Power Producers (IPPs) provide 34%.  TNB holds a 
monopoly for transmission and distribution on the peninsula {, 1997 #772}. 
 
TNB is part privately owned, part government owned. In 1997 the Malaysian 
government was still the majority stakeholder {Hills, 1997 #768}.  It has a 
“sovereign” credit rating from Standard & Poor’s of BBB {, 2002 #771}.  It is 
government controlled, and its core activities are driven by the Malaysian 
government’s industrialisation program {Hills, 1997 #768}.  In January 2001 
Asia Week reported that Tenaga was planning to  trim its state ownership from 
70% to 51% {Shameen, 2001 #773}.  The company has been divesting itself 
of generating plants, and will use the proceeds to retire most of its debt 
{Shameen, 2001 #773}.  
 
Tenaga has purchased the Sabah Electricity Board, now SESB.  Currently a 
significant amount of money is being put into system rehabilitation work in 
Sabah, including upgrading the 66kV network to 132kV and 275kV.  This part 
of the network had been experiencing a lot of reliability problems. 
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The TNB transmission system, known as the National Grid, operates at mainly 
132kV and 275kV.  Some 66kV lines are being upgraded to higher voltages 
{Hills, 1997 #768}.  TNB has embarked on construction of a 1024km 500kV 
transmission line network which will form the (north-south) backbone of the 
transmission grid {Hills, 1997 #768}.  The transmission line has been 
completed, but at this stage only the central section is energised at 500kV, the 
other two sections being operated at 275kV {Mohdnoor, 2002 #774}.   
 
In 1999 Malaysia generated around 59 billion kWh of electricity {, 2001 #715}. 
In the 10 years to 1997 demand grew in Malaysia by more than 12% per 
annum.  Demand weakened by 3-4% from 1997-1999 (because of the Asian 
financial crisis).  TNB forecast for 2001 is 10% growth.  Load growth is 
expected to be more than 8% per year for 2001- 2005{, 2001 #715}.  
 
Between 1991 and 1995 the transmission and distribution networks were 
expanded both to improve coverage and to enhance reliability and stability. By 
the end of the Sixth Plan period, 92 % of rural households in Malaysia were 
served with electricity, compared with 80% in 1990 {Hills, 1997 #768}.   The 
focus of the Seventh Plan (1996-2000) was on expansion and upgrading of 
the transmission and distribution infrastructure {Hills, 1997 #768}.  Of total 
expenditure on rural electrification projects by the Federal government, 87% 
was for grid extension projects {Hills, 1997 #768}. TNB additionally invested 
RM 100 million in rural electrification projects in the peninsula.  The 
“unprecedented growth in demand especially in Peninsula Malaysia strained 
the TNB system, resulting in supply interruptions” {Hills, 1997 #768}. 
 
The Malaysian Ministry of Energy, Communications and Multimedia (MECM) 
believe that the Malaysian Electricity Market will require investment of the 
order of $US 18.5 billion (RM70Billion) over the next ten years: 60-70% in 
generation, and the rest in transmission, distribution and retail {, 2002 #767}. 
In January 1997 Asia Week reported that Tenaga planned to spend some $ 
US2 billion a year until 2000 on infrastructure, including $US2.8 billion for 146 
substations {Singh, 1997 #769}.  Asia week speculated on whether TNB 
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would be able to achieve this, given its worsening debt position.  Today 
construction is continuing but significant parts of the plan have still been 
delayed, because the current load growth is slower than predicted at the time 
the plan was developed {Mohdnoor, 2002 #774}. 
 
The Malaysian government has a goal of making Malaysia a developed nation 
by 2020.   
 
TNB is also responsible for construction of transmission lines and substations 
for interconnection of IPPs to the National Grid {Hills, 1997 #768}. 
 
Malaysia has currently interconnections to Thailand (single 117MVA, 132kV 
line) and Singapore (2 x 250kV transmission lines and submarine cables) 
{Hills, 1997 #768}.  In 1997 it was expected that these would be upgraded, the 
Thailand interconnector to 300MW {Hills, 1997 #768}.  These connections 
would form part of the ASEAN grid. 
 
During the 1990s Malaysia suffered a number of serious power outages: 
· In 29 September 1992 lightning struck a key substation in the grid, 
shutting down much of the Peninsula {Singh, 1996 #770}. 
· In June 1995 fire destroyed three cables to Penang, “virtually crippling” 
the island for 20 days {Singh, 1996 #770}. 
· The whole of Peninsula Malaysia was without electricity for one day in 
August 1996 {Hills, 1997 #768;Singh, 1997 #769}.   
Ajay Singh {Singh, 1997 #769} says since it was listed TNB has had a “string 
of embarrassing incidents that have earned the state-controlled power utility 
widespread public ire”. 
 
Planning is undertaken to meet an N-1 criterion. Redundancy has been 
maintained at this level, despite high load growth. Equipment is not subject to 
significant overloading (Check this statement). There is some pilfering (at 
distribution levels). The problem is more severe in Sabah, than on the 
Peninsular, but even so amounts to a significant loss of revenue. 
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In 1997 Tenaga announced that it had reduced the outage index by nearly 
70% over a 19 month period.  The index give minutes lost per customer per 
year.  At the time of the announcement it was about 300, down from 1000 in 
mid-1995.  (In Singapore customer minutes lost for 1996 was 40-50, but 
Singapore’s system is entirely underground.) {Singh, 1997 #769} 
 
The current (2002) index for transmission system minutes lost stands at 17 
minutes.  This index includes all incidents occurring on the transmission 
system that cause loss of load {Mohdnoor, 2002 #774}. 
 
The climate is hot and very wet, with a lightning incidence (200 lightning days 
per year) {Mohdnoor, 2002 #774}. 
 
TNB has a huge variety of equipment: policy has been to buy the cheapest 
available that meets technical specification.  Some equipment from particular 
suppliers has caused reliability problems. Currently there is no emphasis on 
life cycle costs for transmission. 
 
 
Circuit breakers are mainly SF6 – both AIS and GIS (outdoor as well as 
indoor).  Management has been willing to try new technologies.  All oil circuit 
breakers have been replaced at around 30 years of age because of number of 
failures occurring on them {Mohdnoor, 2002 #774}. These CBs were originally 
from the UK. 
 
Transformers have tended to be replaced up til now only because of load 
growth considerations.  The 275/132 kV transformers have not been replaced 
much (except on failure or inadequate capacity). Most are only 30 to 40 years 
old.  The 500kV equipment is very new. 
 
The main causes of failure {Mohdnoor, 2002 #774} are  
· Lightning  (especially on towers with steel crossarms – used mainly in 
hilly areas where extra strength is required); 
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· Encroachment (people, trees); 
· Failure of timber crossarms on towers; 
· Degradation of insulators; 
· Corrosion on conductors; 
· Internal faults on substation equipment; 
· Transformer explosive failures; 
· Lightning arrestor failures; 
· Animals (especially monkeys) shorting out substation equipment. 
 
Time based maintenance is the predominant practice – carried out on all 
equipment.  This involves shutting down every 18 months, and spending one 
working day to undertake routine maintenance including cleaning, painting, oil, 
and grease as appropriate, timing checks of circuit breakers, accuracy checks 
of relays.  Primary and secondary equipment are checked at the same time.  
In general more maintenance is done than recommended by the 
manufacturers of the equipment {Mohdnoor, 2002 #774}.  Maintenance at 
both ends of a circuit is consistently undertaken at the same time.   
 
Condition based maintenance, for transformers only, was introduced about 
four-five years ago.  This involves tan-delta testing, dissolved gas analysis, 
capacitive testing on bushings.  The CBM is almost entirely off-line testing 
{Mohdnoor, 2002 #774}. (Two online units for dissolved gas analysis are 
being trialed). 
 
There is strong worker resistance to changing maintenance practices – this is 
seen as a threat to jobs, and especially to overtime payments. Labour costs 
are low. 
 
 
Scrutiny and downward pressure on capital expenditure is very strong as this 
is the largest component of spending {Mohdnoor, 2002 #774}.  By comparison 
there is little downward pressure on maintenance costs.  Replacement of 
equipment is considered part of maintenance, not capital expenditure.   
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The regulator is part of the government.  The regulatory process is not very 
transparent. The government is sensitive to reliability and quality of supply 
issues.  The government is keen to develop a competitive generation market, 
and to ensure that there is adequate supply of electricity to meet future needs.  
The government is also keen that there is sufficient transmission development 
to support the transmission needs of the country.  It is however sensitive to 
the price of electricity paid by consumers. Therefore the regulator is generally 
fairly sympathetic to the needs of TNB, although they do not always get the 
price adjustments that they seek.   
 
There are now some customers of TNB needing very high power quality eg IC 
chip manufacturers.  These large and influential companies can apply 
pressure on TNB on supply quality and reliability. 
 
The full data set for the Malaysian case study is listed in Table *** below. 
Table 32 Inputs to fuzzy model for Malaysian case study 
Input Parameter Value 
Age as replacement criterion Very significant (100) 
Attitude to new technology:                   conservative (30) 
Availability penalty or reward                negligible impact (50) 
Availability target                           moderate (50) 
Business acumen                               moderate  (45) 
Climate:                                      tropical & wet 
Climatic factor:                              extreme  (75) 
Combining of maintenance activities:           high (80) 
Connectivity factor:                          low (14) 
Cost of land:                                 low (25) 
Credit rating known:                          Yes (90) 
Credit rating:                                BB (30) 
Debt level:                                   high (65) 
Earth quake zone:                             No  (30) 
External barriers:                            low (30) 
Flexibility:                                  low (20) 
Frequency of failure as replacement criterion significant (57) 
Geographic factor:                            moderate  (16) 
 Historical revenue sufficiency:               adequate (65) 
Investment cost as KPI:                       very significant  (70) 
Labour cost                                   low $US 3 x1000/annum 
Labour skill:                                  moderate  50 
Load factor                                   moderate 60% 
Load growth:                                  high 11.0% 
Losses (T&D):                                 moderate 9% 
Maintenance history:                          maintained (60) 
Maint. rel to manufacturers' recommended lvl: more than recommended (85) 
Maintenance spend as KPI:                     insignificant (20) 
Number of failures as replacement criterion:  very significant(67) 
Pilfering:                                    low (30) 
Profit as Intention:                          Yes  (50) 
Proportion of aged equipment:                 low 6% 
Proportion of young equipment:                high 65% 
Redundancy:                                   moderate (n-1) (50) 
Regulatory support:                           reasonably supportive (60) 
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Replacement considered an investment:         insignificant (0) 
Revenue sufficiency:                          not  a concern  (70) 
Rugged terrain:                               moderate (60) 
Size of company                               medium  (35) 
Special relationship with vendors             no use (10) 
Reliability penalty or reward                 negligible effect (50) 
Reliability target level                      moderate 50 
                             
6.2.2 Results of the Malaysian Case Study 
 
Table 33 Outputs from fuzzy model for Malaysian Case Study 
 Output parameter Value 
       Availability                                 moderate (95-98%) (62) 
       Construction outages                         moderate (37) 
       Corrective maintenance costs                 low (10) 
       Cost of finance                               moderate  (50) 
       Debt repayments                               high  (70) 
       Equipment replacement                        medium (40) 
       Ease of raising capital                       moderate (50) 
       Factors increasing asset costs                moderate (47) 
       Failure rate                                 medium (43) 
       Failure rate contribution of load & climate  moderate (46) 
       Financial drivers for maintenance spending  high (50) 
       Financial incentive replacement              high (50) 
       Investment cost                               high (64) 
       Investment in new equipment                  medium (50) 
       Loading                                       heavily loaded (31) 
       Maintenance spending                         high (69) 
       Performance penalties                         negligible effect (50) 
       Proportion poor condition equipment           moderate (37) 
       Purchasing efficiencies                       moderate (30) 
       Refurbishment                                low (10) 
       Refurbishment costs                         low (10) 
       Reliability                                moderate: 95-98% (62) 
       Replacement costs as maintenance        moderate (37) 
       Replacement on age                       low (22) 
       Replacement on condition                     low (20) 
       Replacement on failures                      moderate (43) 
       Routine maintenance costs                    high (80) 
       Spending limits (maintenance)                 unlimited (70) 
       System Augmentation                         medium (50) 
       System factors reducing maintenance costs           low (26) 
       Use of offline condition-based maintenance  low (26) 
       Use of online condition-based maintenance    low (26) 
       Use of predictive maintenance                low (18) 
 
6.3 Japanese case study 
A “typical” Japanese case study has been developed, based on combined 
data for a number of Japanese utilities. 
6.3.1 Description of the Japanese case study 
The Japanese power industry is comprised of ten vertically integrated 
privately-owned utilities.  Until recently these companies have enjoyed 
monopoly status in their areas of operation.  Within each utility’s area the 
networks are mature and highly interconnected.  The interconnections 
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between utilities are less well-developed.  In general the networks are 
(geographically) compact, but serve high load levels, reflecting Japans high 
population density and per capita electricity usage.   
 
An attempt has been made to identify those respondents to the CIGRE survey 
likely to be Japanese utilities, in order to use some of the data from the 
survey.  The criteria used for filtering were {Region = Asia, Ownership = 
Private, Size = not small, Extent = regional, Functions = Generation, 
Transmission and Distribution}.  On this basis three responses were identified 
as likely to be from Japanese utilities. 
 
Load growth has been very low in recent years reflecting low growth in the 
Japanese economy.  Load factor is also fairly low. This has been identified as 
a problem that results in low efficiency in the utilisation of plant (generation 
and transmission). 
 
Japanese utilities have enjoyed stable and supportive rates-based regulation. 
The Japanese government is gradually trying to introduce competition in the 
retail part of electricity sector.  As of  *** large consumers can choose their 
electricity supply, but so far only a small percentage of users have chosen to 
exercise this option.  Electricity prices are among the highest in the world, 
partly because of the need to import fuel for generation of electricity. As Table 
*** illustrates most of the Japanese utilities have high debt levels, but 
relatively high credit ratings (especially for vertically integrated, privately 
owned companies), adequate interest coverage owing to access to low 
interest rates and high income. Surprisingly only one of the three Japanese 
respondents from the CIGRE survey reported profit as the utility’s motive, the 
other two nominating meeting fixed financial targets as their intention. 
 
Operations and maintenance costs are high, and utilities have been 
attempting to reduce these in the face of introduction of competition between 
utilities.  This is evident also from the CIGRE survey data, in which all three 
respondents have high maintenance costs, and two of the three are among 
the highest in the survey.  Only one of the three respondents reported on 
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refurbishment costs as a proportion of maintenance, but for this one the 
proportion was quite high for switchgear, transformers, overhead lines and 
cables. 
 
Design and operational standards are reported to be very high.  Infrastructure 
costs are high because designs must cope with a high earthquake incidence, 
rugged terrain, and very high land costs.  All three respondents report 
flexibility (ability to remove a circuit breaker from service without taking the 
associated circuit out of service) of 100%.  This also supports the assertion 
that Japanese networks are designed for high standards of reliability and 
availability.   
 
Reliability of supply appears to be quite high (see Table ***). CIGRE study 
reliability and availability data for the particular data sets of interest are scanty.  
However, the calculated values for unplanned outages per circuit and per 
100km of line are very low, compared with the average for the two data sets 
for which required data were provided. This suggests that the condition of 
equipment is very good, and implies high standards of maintenance.  The 
CIGRE study results suggest that this is predominantly time-based, and that 
more maintenance than recommended by manufacturers is undertaken.  All 
three responses reported doing more maintenance than recommended.  In 
none of the three responses was condition-based maintenance reported to be 
a major strategy employed.  One respondent indicated that corrective 
maintenance was also used as a strategy.   
 
All three responses indicate that age and condition are used as criteria for 
replacing equipment.  One respondent also nominated number of failures as a 
replacement criterion.  Two of the three respondents report moderate  levels of 
aged equipment (bays > 40 years of age) – 19.8% and 22.6%; the third utility 
reports 1.1% of aged equipment. Perhaps the utility with the very low 
percentage of equipment over forty years of age uses a lower trigger for 
replacement than the other two.  The three also report moderate levels of 
equipment less than 20 years of age, ranging from 41% to 53%, with the 
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highest of these being from the utility with the lowest proportion of equipment 
over forty years of age. 
 
Table *** summarises the input data used for this case study.   The values 
from the CIGRE study have been averaged.  For True/False answers one true 
answer was translated to a level of 33 (out of 100), two trues to 67 and so on.  
For the parameter redundancy, a level slightly above the N-1 level was used. 
 
Table 34 Input data for the Japanese Case Study 
Input Parameter Value 
Age as replacement criterion Very significant (100) 
Attitude to new technology:                   moderate (40) 
Availability penalty or reward                negligible impact (50) 
Availability target                           high (80) 
Business acumen                               moderate  (50) 
Climate:                                      temperate  
Climatic factor:                              moderate  (40) 
Combining of maintenance activities:           medium (44) 
Connectivity factor:                          moderate (16) 
Cost of land:                                 high (90) 
Credit rating known:                          Yes (90) 
Credit rating:                                AA (60) 
Debt level:                                   high (80) 
Earth quake zone:                             Yes  (80) 
External barriers:                            moderate (60) 
Flexibility:                                  high (100) 
Frequency of failure as replacement criterion insignificant (10) 
Geographic factor:                            low  (6) 
Historical revenue sufficiency:               not a concern (90) 
Investment cost as KPI:                       significant  (33) 
Labour cost                                   high $US 32 x1000/annum  
Labour skill:                                  high  80 
Load factor                                   moderate 58% 
Load growth:                                  moderate 3.9% 
Losses (T&D):                                 very low 4% 
Maintenance history:                          well-maintained (80) 
Maintenance  rel. to manufacturers' recommended level more than recommended (100) 
Maintenance spend as KPI:                     significant (33) 
Number of failures as replacement criterion:  significant (33) 
Pilfering:                                    low (10) 
Profit as Intention:                          No  (33) 
Proportion of aged equipment:                 moderate 15% 
Proportion of young equipment:                moderate 48% 
Redundancy:                                   moderate (n-1) (60) 
Regulatory support:                           highly supportive (80) 
Replacement considered an investment:         very significant (100) 
Revenue sufficiency:                          not a concern  (90) 
Rugged terrain:                               moderate (60) 
Size of company                               large  (65) 
Special relationship with vendors             no use (30) 
Reliability penalty or reward                 negligible effect (50) 
Reliability target level                      high (90) 
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6.3.2 Results of the Japanese case study 
 
Table 35 Results for the Japanese Case Study 
Output parameter Value 
       Availability                                 high (98-100%) (82) 
       Construction outages                         low (10) 
       Corrective maintenance costs                 low (10) 
       Cost of finance                               low  (10) 
       Debt repayments                               moderate  (50) 
       Equipment replacement                        medium (37) 
       Ease of raising capital                       easy (90) 
       Factors increasing asset costs                high (90) 
       Failure rate                                 low (10) 
       Failure rate contribution of load & climate  low (10) 
       Financial drivers for maintenance spending  low (32) 
       Financial incentive replacement              high (90) 
       Investment cost                               moderate (57) 
       Investment in new equipment                  medium (32) 
       Loading                                       lightly loaded (11) 
       Maintenance spending                         moderate (50) 
       Performance penalties                         negligible effect (50) 
       Proportion poor condition equipment           low (10) 
       Purchasing efficiencies                       moderate (43) 
       Refurbishment                                low (10) 
       Refurbishment costs                         low (10) 
       Reliability                                high:   99-100% (90) 
       Replacement costs as maintenance        low (10) 
       Replacement on age                       moderate (40) 
       Replacement on condition                     low (20) 
       Replacement on failures                      low (20) 
       Routine maintenance costs                    moderate (50) 
       Spending limits (maintenance)                 unlimited (90) 
       System Augmentation                         low (10) 
       System factors reducing maintenance costs           high (90) 
       Use of offline condition-based maintenance  moderate (35) 
       Use of online condition-based maintenance    low (10) 
       Use of predictive maintenance                moderate (30) 
 
The model results illustrated in Table *** are quite consistent with the 
observations noted in the description of this case, with the exception that the 
model predicts only moderate levels of maintenance spending. The elements 
contributing to the model of maintenance spending are routine maintenance, 
refurbishment and corrective maintenance costs, replacement costs if treated 
as maintenance, and the spending limits.  Maintenance spending is not 
constrained by financial considerations in this case. The replacement costs 
element is low, because replacement is always considered an investment in 
this case.  In this case corrective maintenance cost will be very low because 
of the low level of poor condition equipment.   
 
The model also predicts low refurbishment levels, based on the very low level 
predicted for poor condition equipment. (The model does not consider the 
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possibility of refurbishment based on age alone, which is possibly an area for 
improvement.  However no data are currently available for criteria used for 
decisions on refurbishment.)  There is some suggestion that the actual level of 
refurbishment may be relatively high (see comments in the previous section) .  
If the predicted level of refurbishment level were higher this would have 
pushed the predicted maintenance spending to a higher level also.  This may 
indicate an unnecessarily high level of spending on maintenance and 
refurbishment in particular that could possibly be reduced significantly if more 
condition-based maintenance were used.  
 
The other contribution to maintenance spending is routine maintenance.  The 
model predicts moderate routine maintenance costs despite high labour costs 
and higher than recommended levels of maintenance because of the 
influence of system factors that reduce maintenance costs.  These factors are 
the high level of flexibility, the high level of redundancy, moderate connectivity 
and moderate load factor.  These in combination mean that there is little need 
to undertake maintenance outside normal work hours or to use live working 
techniques.  This is also confirmed in the CIGRE survey answers which show 
no usage of maintenance out of hours for the three Japanese utilities 
contributing to the survey.   Even though the system factors reducing 
maintenance costs correctly drives maintenance costs down, it may 
overestimate the effect on routine maintenance costs. This is one of those 
cases in which the model suffers from a lack of sensitivity, owing to having 
only three levels of output for routine maintenance spending. 
6.4 US utility case study 
This case study is based on a utility not represented in the CIGRE survey. In 
building the data set for this case a greater number of assumptions have had 
to be made than for some of the other cases.  The North American base case 
has been used as a starting point for developing this case with adjustments 
made based on available information about the practices of this company 
compared with typical North American companies. 
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6.4.1 Description of the US utility case study 
Duke Energy is the largest utility in the USA.  It has generation, transmission 
and distribution including retailing functions.  Its network in North and South 
Carolina comprises 44kV mainly radial system, 100kV, 220 kV (mainly double 
circuit) and 500kV mainly single circuit lines.  It is interconnected to ten other 
networks and has 250 transmission tie stations.   
 
Operation and maintenance is considered within the framework of the overall 
business, as a factor impacting on share value.  Reliability of the system is 
considered to be acceptable, when compared with reliability elsewhere in the 
USA, so the strategy is to maintain reliability at current levels [Sherard, 2001 
#674].  Performance is considered over a five-year window; performance 
outside the target level triggers a review and corrective action based on the 
causes of the problem. 
 
The Operation and Maintenance and Capital spending programs are 
optimised using a tool that maximises net present value given a range of 
projects [Sherard, 2001 #674].  Some projects are non-discretionary, and 
some are discretionary.  The value of projects takes into account the cost of 
outages to the customer, as well as the cost of the project [Woolweber, 1998 
#670].  Customer outage costs are determined by detailed surveys and are 
classified by customer-type and service-interruption-type [Sullivan, 1996 
#672].  Failures are funded as a non-discretionary project [Sherard, 2001 
#674]. 
 
Share-price is sensitive to budget over-runs, so spending is monitored closely 
throughout the year.  If funds run short some projects need to be cut.   The 
risk is taken into account in decisions associated with curtailing a project, 
including the risk of double contingencies.  Money can not be tied over to the 
following year, so it is critical that all operations and maintenance money is 
spent. 
 
Maintenance comprises a combination of condition assessment and 
inspection techniques, condition-based maintenance and corrective 
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maintenance.  Condition / inspection techniques include oil temperature, DGA 
on transformers (annual), “Doble testing” (tan delta every six years), thermal 
and voltage system screening (annual). 
In 1997 a graded approach to substation preventive maintenance activities 
was introduced.  This approach, based on a modified RCM process includes 
[Woolweber, 1998 #670] 
· identification of critical equipment 
· targeting specific equipment failure causes to suitable preventive 
maintenance tasks 
· incorporation of predictive maintenance tasks where warranted; and 
· application of a maintenance plan commensurate with identified risks of 
failure. 
The process comprises the following stages: 
· Develop a failure modes/failure causes (FM/FC) library for equipment 
types eg SF6 circuit breaker. 
· Collect supporting data such as preventive maintenance tasks, predictive 
maintenance tasks, work and failure history, staff interviews, vendor 
recommendations  
· Identify all maintainable equipment from a transmission tie station to 
customers (including transmission and distribution equipment), and 
assigning to each a criticality level, based on its role in the supply of 
electricity to customers, impact (maintainability, consumer impact, failure 
consequence). 
· Assign to each tie station a criticality value (high or low for transmission, 
and high, medium, low for distribution stations) based on an evaluation of  
· legal; 
· social/political; and 
· environmental criteria, 
in combination with the equipment failure criticality assessment. 
· Develop maintenance tasks, based on collected maintenance 
information, the FM/FC library.  Use equipment’s criticality rating to 
determine the frequency of the preventive maintenance. 
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This utility is one of the largest and considered one of the best performing of 
all US utilities.  Its system performance and attention to customer 
requirements have meant that it has not been subjected to as much regulatory 
pressure or reform as many other utilities.  
Table 36 Input data for the US Utility Case Study 
Input Parameter Value 
Age as replacement criterion insignificant (20) 
Attitude to new technology:                   moderate (50) 
Availability penalty or reward                negligible impact (50) 
Availability target                           moderate (50) 
Business acumen                               high  (75) 
Climate:                                      temperate  
Climatic factor:                              mild  (30) 
Combining of maintenance activities:           high (71) 
Connectivity factor:                          moderate (20) 
Cost of land:                                 moderate (50) 
Credit rating known:                          Yes (90) 
Credit rating:                                A (50) 
Debt level:                                   moderate (45) 
Earth quake zone:                             No  (10) 
External barriers:                            moderate (50) 
Flexibility:                                  high (69) 
Frequency of failure as replacement criterion very significant (70) 
Geographic factor:                            moderate  (17) 
Historical revenue sufficiency:               not a concern (75) 
Investment cost as KPI:                       insignificant  (26) 
Labour cost                                   high $US 29 x1000/annum 
Labour skill:                                  high  (70) 
Load factor                                   moderate 61% 
Load growth:                                  low 2.9% 
Losses (T&D):                                 low 6% 
Maintenance history:                          well-maintained (75) 
Maintenance rel. to manufacturers' recommended level less than recommended (15) 
Maintenance spend as KPI:                     very significant (80) 
Number of failures as replacement criterion:  significant (58)  
Pilfering:                                    low (10) 
Profit as Intention:                          Yes  (80) 
Proportion of aged equipment:                 moderate 14% 
Proportion of young equipment:                low 30% 
Redundancy:                                   moderate (n-1) (50) 
Regulatory support:                           highly supportive (75) 
Replacement considered an investment:         very significant (86) 
Revenue sufficiency:                          not a concern  (70) 
Rugged terrain:                               not rugged (20) 
Size of company                               medium  (60) 
Special relationship with vendors             some use (40) 
Reliability penalty or reward                 negligible effect (50) 
Reliability target level                      high 75 
       
6.4.2 Results of the US utility case study 
The results presented in Table *** are very consistent with the information 
known about this company.  Interestingly, compared with the North American 
case study the predicted reliability is higher, maintenance costs lower, and 
use of predictive maintenance higher than is typical for North America.  
Table 37 Results from the US Utility Case Study 
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Output parameter Value 
       Availability                                 high (98-100%) (90) 
       Construction outages                         low (10) 
       Corrective maintenance costs                 low (10) 
       Cost of finance                               low  (10) 
       Debt repayments                               low  (10) 
       Equipment replacement                        low (10) 
       Ease of raising capital                       easy (90) 
       Factors increasing asset costs                low (24) 
       Failure rate                                 low (10) 
       Failure rate contribution of load & climate  low (10) 
       Financial drivers for maintenance spending  high (90) 
       Financial incentive replacement              high (90) 
       Investment cost                               very low (12) 
       Investment in new equipment                  low (10) 
       Loading                                       moderately loaded (24) 
       Maintenance spending                         very low (5) 
       Performance penalties                         negligible effect (50) 
       Proportion poor condition equipment           low (18) 
       Purchasing efficiencies                       low (23) 
       Refurbishment                                low (10) 
       Refurbishment costs                         low (10) 
       Reliability                                high:   99-100% (90) 
       Replacement costs as maintenance        low (10) 
       Replacement on age                       low (20) 
       Replacement on condition                     low (20) 
       Replacement on failures                      low (20) 
       Routine maintenance costs                    low (10) 
       Spending limits (maintenance)                 moderate (50) 
       System Augmentation                         low (10) 
       System factors reducing maintenance costs           high (75) 
       Use of offline condition-based maintenance  moderate (50) 
       Use of online condition-based maintenance    low (23) 
       Use of predictive maintenance                moderate (50) 
 
Maintenance spending and reliability of supply are not sensitive to 
maintenance history.  (FIND OUT ***What contributes to such amazing 
performance****???) 
 
6.5 UK utility  case study 
Within Great Britain there are four utilities with responsibility for transmission.  
In England and Wales the National Grid Company has ownership and 
management of the transmission system, and is also system operator. In 
Scotland there are two vertically integrated utilities Scottish Power and 
Scottish and Southern Electricity.  In Northern Ireland *** operates as a 
vertically integrated utility.  In this case study the concentration will be on 
National Grid Company, which has a high public profile. 
6.5.1 Description of the UK utility case study 
 National Grid Company was formed when the Central Electricity Generating 
Board was split up into separate generation, transmission and distribution 
 199 
companies, following the passage of the 1989 Electricity Act, effective from 1 
April 1990.  The National Grid Company was initially owned by the twelve 
Regional Electricity Companies (RECS), but in 1995 the UK government 
required the RECS to divest themselves of their shares in NGC.  NGC 
became a publicly traded company in December 1995. NGC is a regulated 
monopoly operating under a price capped incentive-based (RPI – X) 
regulatory framework.  The regulation scheme has generally been seen to be 
successful in reducing operations and maintenance costs {, 1997 #51}. 
 
The UK transmission system is geographically compact, but extensively 
interconnected. Transmission is at 400kV and 275kV.  Land for transmission 
development is very difficult to obtain, but transmission loading is largely 
moderate, and load growth is fairly low – 2 to 3 % per annum. A large 
proportion of assets is located on land owned by others {Jay, 2001 #665}.  
Maximum demand in 2001 was 52GW {Allison, 2001 #676}.  Generation 
constraints sometimes occur as a result of congestion on the five main north-
south transmission corridors, but there is significant spare capacity in other 
parts of the system. It is estimated that the network could support 125GW of 
load if generation were appropriately located {Allison, 2001 #676}. The 
difficultly of extending the existing system has forced NGC to address options 
for increasing equipment ratings, and to look for innovative solutions to 
maximise the utilisation of existing assets {Jay, 2001 #665}. 
 
The first ten years after electricity deregulation saw the end of centrally 
planned generation and the proliferation of privately-owned generators. NGC 
is required to connect these generators into the transmission grid within ninety 
days {Unwin, 1999 #611}.  The new generation, largely combined-cycle gas-
fired, has been installed with relatively low lead times.  Sometimes the new 
generation has replaced other more expensive generation.  Notice of closure 
of existing generation is a minimum of six months. The changes in generation 
patterns have resulted in changes to loading and reactive support 
requirements on the network.  This has led NGC to  install significant amounts 
of reactive compensation equipment and to  develop transportable Static Var 
Compensators (SVCs) to manage changing voltage support requirements 
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{Unwin, 1999 #611}.  Between 1990 and 1998 some 6000 MVAR of 
capacitors and 3300 MVAR of SVCs were installed on the network {Unwin, 
1999 #611}.  
 
Network installed by the CEGB was conservatively designed, and has been 
robust in performance.  The age profile of network equipment shows a 
significant peak in the late 1960s to early 1970s.  NGC has considered it 
necessary to spread out the replacement program to avoid massive capital 
expenditure over a short period {Allison, 2001 #676}.  This means that some 
equipment been replaced before it is fully depreciated. There have been 
problems with replacing connection assets early – such as transformers 
supplying the Regional Electricity Companies.  The customers have been 
paying based on the depreciated value of the asset, and refuse to pay on the 
basis of a new asset value when the asset is replaced early, saying that the 
equipment was replaced unnecessarily {Allison, 2001 #676}.  
 
Load is much higher in winter than summer due to heating loads.  Most 
outages are planned over the summer period. Very little live-line working, and 
no live substation work is done, partly because of health and safety 
considerations, and partly because of the extra time required for doing the job 
under live conditions.  It is becoming more difficult to get circuits out of 
service, because of increased loading. 
 
While the climate is not usually severe, there are occasionally severe storms, 
and high levels of faults are often associated with these.  Salt pollution is 
probably the worst climatic/geographic issue.  Sometimes silicone coatings 
are put on insulators to reduce flashover and sometimes substations are built 
in-doors to protect from pollution. 
 
Replacement is done based on end of planned life. NGC uses a piece of 
software called ALERT to plan the likely capital expenditure program for the 
next 25 years, as a result of plant reaching its end of life, based on an 
estimate of failure probability density function of all plant on the system 
{Unwin, 1999 #611}.  Refurbishment is done in order to enable plant to reach 
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planned life, and mainly only on pressurised head air blast circuit breakers, 
which need a mid-life refurbishment to achieve planned life {Allison, 2001 
#676}. 
 
Considerable effort has been put into analysing maintenance activities 
including 
· Analysis of optimum maintenance periods taking into account failure 
rates and outage costs (they have about fifteen years of data!) 
· Optimising circuit end maintenance (using optimum maintenance 
periods for individual equipment) 
These activities are time consuming, so tend to be done on items where 
significant gains can be expected eg disconnectors.  The tools are 
commercially available from Woodhouse Partnership. 
 
 
A program called Rule Based Schedule Evaluation is being introduced to 
examine the relevance of items within maintenance policies.  These policies 
are very detailed and exist on each model of equipment.  The RBSE is based 
on an Access database. It enables each activity in the maintenance schedule 
to be examined and linked with specific failure modes and deterioration rates, 
and impact, to gauge whether its current frequency of maintenance is 
appropriate, and whether it is needed or not. It can also be used to flag work 
that need not be done in an outage.    
  
It is expected that this will reduce data collection and condition data analysis 
(eliminating the work of 22 engineers), reduce the amount of work done during 
outages, and reduce protection maintenance by 95%.  The current situation is 
that some maintenance is not being done because of insufficient staff.  It is 
hoped that this effort will eliminate unnecessary maintenance activity, 
enabling all required maintenance to be done. 
 
There is an equipment health assessment carried out for each type of 
equipment each year, broken down to each model.  It includes failure rate for 
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the year.  The information is used as a reference source to support the capital 
replacement plan, including replacement priority and for the improvement of 
asset management policy.  Work is been undertaken to improve the efficiency 
of the asset health review process, and to translate the knowledge gained into 
more accessible formats. One initiative to improve the quality of data is the 
use of hand-held computers for logging of inspections (data transfers to 
maintenance database). 
 
NGC has worked with manufacturers to encourage online condition monitoring 
to be built into equipment.  Their preferred option is for intelligent monitoring 
that informs the user when an action is required, rather than a system which 
feeds back a continuous stream of data {Jay, 2001 #665}.  Fitting online 
condition monitoring retrospectively is considered to be seldom cost-effective. 
Most of the information gathered by NGC about its assets is by means of 
testing and inspection {Jay, 2001 #665}.  This includes such things as 
helicopter inspection of lines using infrared surveys and oil analysis of oil-filled 
equipment. NGC also records information on faults and defects in a database. 
       
Table 38 Input parameters for the UK utility case study 
Input Parameter Value 
Age as replacement criterion insignificant (30) 
Attitude to new technology:                   aggressive (65) 
Availability penalty or reward                negligible impact (40) 
Availability target                           moderate (60) 
Business acumen                               high  (70) 
Climate:                                      temperate  
Climatic factor:                              mild  (30) 
Combining of maintenance activities:           high (65) 
Connectivity factor:                          moderate (17) 
Cost of land:                                 moderate (60) 
Credit rating known:                          Yes (90) 
Credit rating:                                A (55) 
Debt level:                                   moderate (55) 
Earth quake zone:                             No  (10) 
External barriers:                            high (80) 
Flexibility:                                  low (31) 
Frequency of failure as replacement criterion very significant (70) 
Geographic factor:                            low  (3) 
Historical revenue sufficiency:               not a concern (80) 
Investment cost as KPI:                       insignificant  (30) 
Labour cost                                   medium $US 24 x1000/annum 
Labour skill:                                  high  70 
Load factor                                   high 67% 
Load growth:                                  low 1.4% 
Losses (T&D):                                 low 7% 
Maintenance history:                          
well-maintained (75) 
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Maintenance rel. to manufacturers' recommended level 
at recommended levels (65) 
Maintenance spend as KPI:                     
significant (53) 
Number of failures as replacement criterion:  
significant (58) 
Pilfering:                                    
low (10) 
Profit as Intention:                          
Yes  (80) 
Proportion of aged equipment:                 
low 2% 
Proportion of young equipment:                
moderate 44% 
Redundancy:                                   
moderate  (n-1) (50) 
Regulatory support:                           
reasonably supportive (65) 
Replacement considered an investment:         
very significant (100) 
Revenue sufficiency:                          
not  a  concern  (80) 
Rugged terrain:                               
not rugged (20) 
Size of company                               
large  (70) 
Special relationship with vendors             
no use (30) 
Reliability penalty or reward                 
negligible effect (50) 
Reliability target level                      high 80 
 
 
6.5.2 Results from the UK utility case study 
Table 39 Results of the UK utility case study 
Output parameter Value 
       Availability                                 high (98-100%) (72) 
       Construction outages                         low (10) 
       Corrective maintenance costs                 low (10) 
       Cost of finance                               low  (10) 
       Debt repayments                               low  (17) 
       Equipment replacement                        low (10) 
       Ease of raising capital                       easy (90) 
       Factors increasing asset costs                low (40) 
       Failure rate                                 low (10) 
       Failure rate contribution of load & climate  low (10) 
       Financial drivers for maintenance spending  high (90) 
       Financial incentive replacement              high (90) 
       Investment cost                               low (22) 
       Investment in new equipment                  low (10) 
       Loading                                       moderately loaded (30) 
       Maintenance spending                         high (59) 
       Performance penalties                         negligible effect (43) 
       Proportion poor condition equipment           low (16) 
       Purchasing efficiencies                       moderate (36) 
       Refurbishment                                low (10) 
       Refurbishment costs                         low (10) 
       Reliability                                high:   99-100% (77) 
       Replacement costs as maintenance        low (10) 
       Replacement on age                       low (20) 
       Replacement on condition                     low (20) 
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       Replacement on failures                      low (20) 
       Routine maintenance costs                    moderate (70) 
       Spending limits (maintenance)                 moderate (50) 
       System Augmentation                         low (10) 
       System factors reducing maintenance costs           low (25) 
       Use of offline condition-based maintenance  high (70) 
       Use of online condition-based maintenance    moderate (30) 
       Use of predictive maintenance                moderate (63) 
6.6 Use of the model for strategic decision-making 
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7 Investigations using system dynamics modelling 
In Chapter 4 system dynamics modelling was identified as a potentially useful 
tool for investigating, in detail, certain core elements of the conceptual AM 
model constructed in Chapter 3.  Analysis of the causal loop diagram (Figure 
15) of showed that there were complex feedback loops involving maintenance 
failure rate replacement and refurbishment.  The relationship between 
maintenance and failure rate was found to have a time lag, dependent on rate 
of the deterioration of equipment condition.  Because of the feedback loops 
and time-dependencies, these types of relationships are difficult to model with 
a fuzzy rule-based model, but are more easily represented using a system 
dynamics model.   Hence, in this chapter models are developed, using the 
system dynamics software package Stella Research, to examine the 
relationships between asset population age and condition, and maintenance, 
refurbishment and replacement practices.  Since asset value is commonly 
used as a basis for calculating return on investment and return of investment, 
the effect of maintenance and replacement strategies on asset value will also 
be examined, assuming straight line depreciation.   
 
For this study a single asset type is used, with value 1 unit.  A population of 
1000 units is assumed.  Initially the total number of assets is assumed to be 
constant: there is no system augmentation, and each asset taken out of 
service is replaced by an identical one.  This allows the impact of various 
practices to be assessed without the obscuring effect of additional assets. 
7.1 Modelling population aging and asset value 
The population of assets is modelled using a structure called the main chain 
(Figure 32), which is commonly used for any sort of ageing process.  In this 
simple model there are four states, corresponding to young, mid-life, aged and 
very aged assets.  It is a feature of the main chain structure that, in steady 
state, the asset population will distribute itself in proportion to the average 
residence time associated with each state (or stock in system dynamics 
terminology) {Richmond, 2001 #886}.  The valve symbols represent flows on 
the system between one stock and another.  The double arrows indicate the 
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direction of flows.  The circles are called converters, and represent variables, 
which may be constant or calculated from other stocks or flows. The single 
line arrows show dependencies.  In this case young yr range, for instance, is 
the time constant for the flow becoming stable.  The flow rate becoming stable 
is defined as (young assets 0 to 9 years)/(young yr range).  In this case the 
variable young yr range is a constant, 10.   
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purchasing assets becoming stable aging
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 yr range mid 
yr range
mid life assets
10 to 29 years
aged assets
30 to 39 yrs
extended aging
very aged
 40 plus yrs
aged
yr range
v aged 
being replaced
 
Figure 32 Simple main chain showing ageing process 
Failures of assets can occur in any stage of an asset’s life.  Random failures 
can occur at any time.  Infant mortality failures can occur in the early stages 
after commissioning.  Age-related failures (wear-out) can occur in later stages.  
Figure 33 illustrates the addition of these failure modes. 
young assets
 0 to 9 years
purchasing assets
becoming stable aging
failing early
young
 yr range
mid 
yr range
ml randomly
 failingMTBF early
MTBF rand
mid life assets
10 to 29 years aged assets
30 to 39 yrs
extended aging
very aged
 40 plus yrs
aa
  failing
va 
failing
aged
yr range
v aged 
being replaced
MTBF very agedaa randomly
 failing
ya randomly failing
va randomly
failing
MTBF aged
+
all failing
 
Figure 33 Main chain with failure rates added for each age grouping. 
 
The diagram has been simplified by use of a summer labelled all failing which 
adds the number of assets failing from each failure mode to the number of 
assets being purchased.  Thus this model assumes all assets failing are 
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replaced. Since the number of assets in each age group becomes constant in 
steady state, failure rates are constant. 
 
Including a calculation of asset value based on straight-line depreciation is 
simple if the average age of assets in each age group is assumed to be the 
average of the age-range for the group.  For this study an expected life, for 
depreciation purposes, of forty years is assumed. 
Total depreciated value = value per asset/life expectancy of assets * 
(young_assets__0_to_9_years*(life expectancy of assets- age of young assets) + 
mid_life_assets_10_to_29_years*(life expectanc y of assets - age of ml assets) + 
aged_assets_30_to_39_yrs*(life expectancy of assets  – age of aged assets))    
 
7.2 Condition deterioration, maintenance effectiveness and predictive 
maintenance 
To model condition of equipment it will be assumed that assets are in either 
good condition (GCA) or poor condition (PCA).  These states are connected 
using a main chain structure.  Equipment can fail randomly and assets in poor 
condition can fail from condition-related causes.  For example, a transformer 
with poor condition paper insulation has a higher probability of failing if a 
lightning fault occurs on a connected circuit, than if the same fault occurs near 
a transformer in good condition (also depending on the fault current).  For 
infant mortality failures it is assumed that the assets are generally in good 
condition (since this failure mode is usually associated with new assets). 
 
The model includes the possibility of replacing or refurbishing poor condition 
assets.  Depending on the replacement strategy used good condition assets 
may also be replaced.  However, in the condition-based replacement scenario 
(illustrated in Figure 34), only replacement of poor condition assets occurs; 
GCA being replaced is set to zero.  
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Figure 34 Simple model of deteriorating condition, failure, refurbishment and 
replacement 
The model can be extended to include maintenance effectiveness and use of 
predictive maintenance. The rate of deterioration of condition may be 
considered a function of preventive maintenance effectiveness6.  Similarly the 
rate of refurbishment or replacement of poor condition assets can be made 
dependent on the rate of detecting poor condition in assets.  The ability to 
detect poor condition assets is a function of level of usage of predictive 
maintenance.  These concepts are included in the model in Figure 35. 
                                                                 
6 It is also a function of other factors such as loading and climate type as discussed in Chapter 3. 
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Figure 35 Condition deterioration model with deterioration rate a function of 
maintenance effectiveness, and refurbishment and replacement of poor condition 
equipment a function of predictive maintenance. 
The tilda on the converter fraction pca detected indicates that the relationship 
between variables has been represented graphically. This relationship is 
shown in Figure 36.   
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Figure 36  Graphical representation of relationship between PCA detected and use of 
predictive maintenance 
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Since no data are available for this type of relationship at present an 
approximate relationship has been developed by reasoning.  The non-zero 
value of detected PCA for 0% use of predictive maintenance reflects the fact 
that a proportion of the conditions likely to cause failure will be detected in 
routine preventive maintenance.  The flattening of the curve at high levels of 
predictive maintenance usage implies a type of diminishing returns effect: it is 
considered unlikely that all conditions leading to failure will be detected. 
 
The relationship between maintenance effectiveness and fraction deteriorating 
has also been defined graphically as shown in Figure 37.  The function is 
designed to give deterioration rate of 10% of assets per annum if maintenance 
is totally ineffective (eg not done), and 2% per annum for perfectly executed 
maintenance. 
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Figure 37 Graphical representation of the relationship between maintenance 
effectiveness and fraction deteriorating 
7.3 Condition-based replacement and the impact on asset value 
In order to investigate the effect of maintenance on the asset population and 
valuation it is necessary to marry the condition-based model with the age-
based model of the assets. In this initial representation it is assumed that 
replacement and refurbishment are undertaken on the basis of condition.  
Slightly different model structures will be developed in later sections, based on 
other assumptions. 
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A number of rules have been applied in developing this model: 
· The total number of assets is constant: all failed assets are replaced 
with no delay. 
· Number of good condition assets failing from infant mortality is the 
same as the number of young assets (0 – 9 yrs) failing from infant 
mortality. This follows from the fact that infant mortality occurs in new 
assets, which are generally considered to be in good condition. 
· The rate of assets failing randomly is the same for the age-based 
representation and the condition-based representation. 
· The number of PCA failing is conserved in the age-based 
representation.  It is assumed that poor condition assets are in the 
highest age groups (i.e. failed assets are first taken from very-aged 
assets group, then remainder from younger groups in order of 
decreasing age.) 
·  For very aged assets  
1. The mean time between failures (MTBF) for very aged assets is not 
less than the MTBF of PCA.   
2. The number of very-aged assets failing cannot be more than the 
number of PCA failing. 
· For aged assets there are also two limiting conditions: 
1. The MTBF of aged assets is not less that the MTBF of PCA. 
2. Number of assets failing per year cannot be greater than the number 
of assets in poor condition failing per year less the very-aged assets 
failing from the same cause.   
· The same applies for mid-life assets except that the assets failing per 
year are limited by assets in poor condition failing per year less the 
combined very-aged and aged assets failing per year. 
Similar rules are applied for replacement: 
· Number of assets replaced is conserved between the condition-based 
and aged-based representations. 
· When replacing poor condition assets these are assumed to come from 
the very-aged asset group first, followed by the aged assets and then 
mid-life assets. 
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· Replacement of assets is limited by the number of assets available in 
an age group as well as the total assets replaced.  Rate of replacement 
of any group of assets (owing to condition) cannot exceed the rate of 
replacement of poor condition assets. 
 
Refurbishment is assumed to bring the asset back to good condition.  It is also 
assumed not to affect the age of the asset for the purpose of depreciation.  In 
practice treatment of refurbishment for depreciation purposes varies: some 
utilities modify the age of refurbished assets for purposes of depreciation, 
while others do not {CIGRE Study Committees 23 and 39, 2000 #76}. 
 
The model structure is now more complex, as illustrated in Figure 38. 
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Figure 38 Model combining condition-based maintenance and replacement with 
population age distribution and asset value 
Since the model is combined from two main-chain structures and the total 
asset population is conserved, it also reaches a steady state condition. 
There are some limiting assumptions in this model.   
· The effect of remedial maintenance has not been addressed in the 
model – it has been assumed that all equipment that fails will be 
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replaced.  The effect of repairing failed poor condition assets will be 
considered in Section 7.5.1. 
· It is also assumed that the transmission enterprise is able to claim 
revenue for failed assets that have been replaced.  This is a 
reasonable assumption, except that if revenue is set in advance (say 
for five years) the company may or may not be able to recoup the 
revenue for a replacement asset until the next revenue determination. 
The model can be used to  investigate the sensitivity of failure rate, asset 
population age distribution to various parameters and strategies.  A number of 
possible scenarios are examined in the following sections. 
7.3.1 Impact of maintenance effectiveness on asset population and 
value for a condition-based replacement/ refurbishment scenario 
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Figure 39 Variation in condition of assets with (preventive) maintenance effectiveness 
fraction 
For this study maintenance effectiveness is varied while other parameters are 
maintained at constant values: PCA failing is 0.5; use of predictive 
maintenance 50%; fraction PCA detected being replaced, 0.5; fraction PCA 
detected being refurbished, 0.2. 
 
As maintenance effectiveness is increased the proportion of assets in good 
condition increases (Figure 39).  This means that fewer assets fail (Figure 40) 
and fewer are refurbished or replaced (on the basis of condition).  As a result 
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the number of aged and very aged assets increases (Figure 41), and as a 
result the depreciated value of the asset population is reduced (Figure 42). 
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Figure 40 Impact of maintenance effectiveness on failure rate 
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Figure 41 Number of assets in different age groupings as a function of maintenance 
effectiveness fraction.  
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Figure 42 Total depreciated asset value as a function of maintenance effectiveness 
 
Pursuing effective maintenance policies and replacing and refurbishing 
equipment on the basis of condition should represent the most efficient use of 
resources, provided maintenance effectiveness is also coupled with efficiency.  
However these results imply that an enterprise pursuing policies that extend 
the life of equipment will be penalised by loss of revenue linked to the 
depreciation of assets.  This suggests that typical revenue structures 
employed today do not promote efficient use of resources, but on the contrary, 
actually encourage replacement of equipment on the basis of remaining 
depreciated value.  The effect of pursuing an age-based replacement program 
on the condition of equipment will be examined in Section 7.4. 
 
Note that failure rate indicated in this study is of the right order for 
transmission equipment.  A CIGRE study into failure in transformers{Cigre 
Working Group 12.05, 1983 #42}, which considered only transformers not 
more than 20 years old found an overall failure rate of 2% per annum. If older 
equipment had been included in the survey this figure could be slightly higher.  
The whole population of assets in this study gave failure rates in the range 6 
to 1.8% over the maintenance effectiveness fraction range of 0.1 to 0.9.  
Taking only equipment in the range 0 to 30 years (young, mid-life and aged 
equipment) the range of failure rates over the same maintenance 
effectiveness range is 6 to 0.6%.  
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7.3.2 Impact of use of predictive maintenance on asset population and 
value for a condition-based replacement/refurbishment scenario 
Here the use of predictive maintenance is varied from 10 to 90%, which 
affects the proportion of PCA detected. 
 
For this study a maintenance effectiveness fraction of 0.7 was used.  50% of 
detected poor-condition equipment is replaced and 50% of poor condition 
equipment is refurbished. As in the previous study the fraction of PCA failing 
is assumed to be 0.1. 
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Figure 43 Variation of the condition of equipment within the asset population with use 
of predictive maintenance 
 
Figure 43 shows a slight increase in the proportion of good condition assets 
as use of predictive maintenance is increased.  
However, the effect on failure rate is quite marked (Figure 45), particularly for 
higher levels of predictive maintenance usage.  This suggests that the use of 
predictive maintenance, coupled with condition-based replacement and/or 
refurbishment is very effective for reducing failure rates of equipment.   
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Figure 44 Impact of predictive maintenance on failure rate, if condition-based 
replacement/refurbishment criteria are used 
 
The effect of increasing predictive maintenance on age distribution (Figure 45) 
for this case is to increase the number of very aged assets on the network.   
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Figure 45 Impact of varying use of predictive maintenance on asset age distribution 
This translates into a reduction in the total depreciated value of assets (Figure 
46) in this case.  This is the result of refurbishing a portion of the poor 
condition assets.    Refurbishment increases with increasing use of predictive 
maintenance (Figure 47).  However, because the model assumes that 
refurbished assets are not revalued, the depreciated value of assets that are 
refurbished remains unchanged while the condition is restored:  assets 
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refurbished to good condition may remain in service for some time beyond 
when their depreciated value declines to zero. 
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Figure 46 Depreciated value of assets decreases as use of predictive maintenance 
increases 
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Figure 47 Refurbishment increases with increasing use of predictive maintenance 
  
This conclusion is further verified with a comparison (shown in Figure 48) of 
total depreciated value of assets for two cases each with 50% of detected 
PCA replaced, but one with 50% of detected PCA refurbished and the other 
with 0% refurbished. 
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Figure 48 Depreciated asset value for the case of refurbishment of 50% of detected 
PCA and no refurbishment of PCA.  The replacement of detected PCA is held constant 
at 50% 
Refurbishment can be either treated as a maintenance expense or capitalised.  
If it is expensed costs can be recovered (provided they are allowed by the 
regulator).  On the other hand, if the refurbishment is capitalised, a profit may 
be earned on the investment. If the book value is modified then some return of 
investment could also be achieved.  In practice there may be some 
uncertainty over the additional life that refurbishment of an asset can achieve. 
Thus there may be a risk that return on and of investment may not be 
achieved if refurbishment is capitalised.   
 
 In Australia some utilities have shown a preference for treating refurbishment 
as a maintenance expense rather than as capital expenditure (ref Electranet 
submission to ACCC ***).  The reasoning behind this is that rates of return on 
equipment are not high and because optimised depreciated replacement 
value is used for revenue determination there is a significant risk that a 
company may not be able to obtain full return on investment or return of 
investment.  For some types of equipment refurbishment is perhaps the most 
appropriate type of maintenance – transmission lines, for example.  For the 
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case where refurbishment is necessary, this study highlights the importance of 
revaluing refurbished equipment to appropriate levels. 
 
By contrast with the Australian situation, in New Zealand the revenue is based 
on optimised replacement value with no depreciation factor.  This should 
encourage a more efficient use of resources, since there is no longer a 
detrimental effect on asset value (and thus revenue) from refurbishment of 
assets.    
 
As a final study using this condition-based replacement model, the effect of 
replacing 50% of detected poor condition assets and 100% of poor condition 
assets is compared.  As expected the failure rate is lower (Figure 49) for the 
100% case. The depreciated value is slightly higher (Figure 50) for the 100% 
case, as more poor condition assets are being replaced.  For the 50% case 
the full benefit of the predictive maintenance is not obtained.  This effect is 
most noticeable at higher levels of predictive maintenance.  
 
Note that if one compares the failure rate of the 100% replacement of 
detected PCA case and the 50% refurbishment, 50% replacement case 
(Figure 44) the model predicts slightly lower failure rates for the latter.  This is 
because the infant mortality failure rate of refurbished equipment has not been 
modelled. 
 
A scenario where less than all detected PCA are replaced or refurbished 
might arise where the utility has limited financial resources. This situation is 
quite common.  It is likely to occur when the level of augmentation of the 
system is high, and debt levels are also high, as has been evident in a 
number of developing countries. It may also occur when circumstances lead 
to a loss of revenue (such as during the period of transition from communist to 
capitalist economy in countries of the former Soviet Block).  Even in 
developed countries utilities will not always have the capital to undertake all 
projects simultaneously.  The need to smooth capital spending over time is a 
factor often taken into account in replacement plans. 
 
 222 
0
0.5
1
1.5
2
2.5
3
3.5
0 20 40 60 80 100
use of predictive maintenance %
fa
ilu
re
 r
at
e 
%
 p
.a
.
50% 100%
 
Figure 49  Comparison of failure rate for 50% replacement of detected PCA and 100% 
replacement of detected PCA.  Refurbishment of PCA is not undertaken in either case. 
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Figure 50 Total depreciated value compared for cases with 50% and 100% replacement 
of detected PCA.  Refurbishment of PCA is not undertaken in either case. 
 
7.4 Age-based replacement and the impact on asset value and failure 
rate 
In this model it is assumed that fully depreciated assets are replaced.  This 
translates to replacing equipment in the very-aged assets group. When age-
based replacement is undertaken instead of condition-based replacement 
some equipment in poor condition may not be replaced and some equipment 
in good condition may be replaced. If a strong relationship between age and 
condition exists a reasonable approach is to assume that the very-aged 
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assets to be replaced are in poor condition. If more very-aged assets are to be 
replaced than the number of items in poor condition then the remainder are 
replaced from those in good condition.  In practice there is likely to be more 
variability in the condition of aged equipment than this simple model suggests, 
because of the effect of such things as loading, ambient temperature and 
duty.7  
                                                                 
7 For instance the duty for circuit breakers switching reactive loads is more onerous than for those 
switching resistive loads. Breakers switching reactive devices are also likely to operate more frequently 
since they are often switched on a daily cycle based on line loading. The breakers with reactive loads 
are therefore likely to suffer wear-out earlier than those with resistive loads.   
 224 
usage of  predictive
 maintenance
~
fraction pca
 detected
young assets
 0 to 9 years
purchasing assets
becoming stable aging
failing early
value per asset
young
 yr range
mid 
yr range
ml randomly
 failing
MTBF early
total replacement value
adding replacement value losing replacement value
fraction pca failing
life expectancy of assets
MTBF rand
mid life assets
10 to 29 years
aged assets
30 to 39 yrs
extended aging
very aged
 40 plus yrs
aa
  failing
va 
failing
aged
yr range
+
all replacing
fraction detected 
pca refurbished
v aged 
being replaced
age of young assets
age of ml assets
age of aged assets
MTBF very aged
failure rate in%
aa randomly
 failing
ya randomly
failing
va randomly
failing
pca failing 
randomly
assets in 
good condition
assets in 
poor condition
deterioratingbeing added
gca failing
 randomly pca failing
pca being
 refurbished
pca being
 replaced
gca being
replaced
aged assets 
being replaced
fraction maintained
effectively
~
fraction
 deterioratingfraction failing
randomly
gca failing 
from IM
fraction pca 
being refurbished
total depreciated value
MTBF aged
ml failing
+
all failing
ml assets
 being replaced
 
Figure 51 Age-based replacement model 
The construction of this model (Figure 51) is very similar to the previous 
version, except that now there is a link from very aged assets being replaced 
to pca being replaced and gca being replaced.  The link from use of predictive 
maintenance to pca being replaced and the links from pca being replaced to 
very aged assets being replaced, aged assets being replaced and mid-life 
assets being replaced have all been removed.  As in the previous model, this 
model tends to steady state when the total number of assets is held constant. 
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7.4.1 Impact of varying maintenance effectiveness fraction  
For this study use of predictive maintenance is 50%, refurbishment of 
detected PCA, 20% and as in previous studies a value of 0.5 is assumed for 
fraction PCA failing.  *** check this. 
  
As in the condition-based replacement case, there is a significant impact from 
maintenance effectiveness on failure rate and the age distribution of assets 
(Figure 52 and Figure 53 respectively) .  For low maintenance effectiveness 
the failure rate is higher for the age-based replacement scenario than the 
condition-based replacement scenario, because there is a high rate of 
deterioration of assets at low maintenance effectiveness, but replacement of 
assets is based on the number of very aged assets rather than the number of 
poor condition assets.  For high failure rate, and therefore high replacement of 
failed assets, the number of very aged assets to be replaced is small.  
However, for high maintenance effectiveness the number of very aged assets 
increases, while the number of poor condition assets is reduced; therefore the 
proportion of poor condition assets replaced annually is very high.  Hence the 
number of failures of poor condition assets becomes quite low.  For 
maintenance effectiveness 0.8 and above the model predicts that all PCA and 
a small number of good condition assets are replaced annually.  This 
accounts for the levelling of the failure rate graph at maintenance 
effectiveness fraction of 0.8.  
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Figure 52  Failure rate as a function of maintenance effectiveness fraction for an age -
based replacement model 
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Figure 53 Distribution of asset age as a function of maintenance effectiveness fraction 
for an age-based replacement model 
This age distribution results in a total depreciated value that decreases with 
increasing maintenance effectiveness (Figure 54). 
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Figure 54 Total depreciated asset value as a function of maintenance effectiveness for 
an age -based replacement scenario 
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7.4.2 Effect of (condition-based)  refurbishment  for age-based model 
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Figure 55 Failure rate as a function of maintenance effectiveness for age-based replacement case 
with no refurbishment and refurbishment at 20% of detected PCA, with predictive maintenance 
level 50% 
The previous study allowed a small amount of condition-based refurbishment 
of poor condition equipment. Comparison of this with a case without any 
refurbishment (Figure 55), shows that without refurbishment the failure rate is 
even higher for low to moderate levels of maintenance effectiveness.  The two 
plots converge when maintenance effectiveness is greater than or equal to 
0.8; at this point all PCA are being replaced. 
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Figure 56 Total depreciated value as a function of maintenance effectiveness for age-
based replacement with no refurbishment and 20% of detected PCA refurbished 
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For the case without refurbishment the total depreciated value of assets is 
slightly higher (Figure 56) because as in previous models no revaluation of 
refurbished assets has been allowed. 
7.4.3 Comparison of age-base and condition based replacement models 
with refurbishment for different values of maintenance 
effectiveness 
In Figure 57 and Figure 58 the age-based replacement scenario is compared 
with the condition-based replacement case which had 50% replacement of 
detected PCA (used in Section 7.3.1). Both cases have use of predictive 
maintenance, 50% and refurbishment of detected PCA, 20%.   
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Figure 57 Comparison of failure rate for condition-based replacement 50% of detected 
PCA, and 50% predictive maintenance and age-based replacement of assets (assets > 
40 yrs). 
The strategy of condition-based replacement of assets is clearly superior for 
reducing failure rate at lower maintenance effectiveness fractions.  This is 
because the replacement of assets in the condition-based strategy is 
proportional to the number of poor condition assets, which is higher for lower 
values of maintenance effectiveness, whereas the age-based replacement 
strategy is proportional to the number of very aged assets, which is higher for 
higher maintenance effectiveness fraction. In practice, because there are 
likely to be poor-condition assets with age less than the replacement cut-off, 
as previously explained, the age-based replacement strategy is not likely to be 
quite as successful at high maintenance effectiveness fractions as this simple 
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model predicts.  Nevertheless the model results suggest that either age- or 
condition-based replacement strategies can produce satisfactory results (in 
terms of system performance) provided adequate effective maintenance is 
undertaken. 
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Figure 58 Comparison for total depreciated value of condition-base d replacement (20% 
of detected PCA, 50% predictive maintenance) and age-based replacement (>40yrs) 
The plots for depreciated value for condition-base and aged-based 
replacement also show better performance at lower levels of maintenance 
effectiveness for a condition-based replacement strategy, and at higher levels 
for an age-based strategy.  Once again this is a function of the number of 
assets replaced: for high levels of maintenance effectiveness there are few 
poor condition assets to be replaced (using the condition-based replacement 
strategy) but more assets in the 40 + age bracket to be replaced annually (for 
the age-based strategy). 
7.5 Replacement on failure only 
 In some utilities, particularly in North America (for example {Lee, 2001 #675}), 
there is no replacement policy for ageing assets, and low usage of predictive 
maintenance, which in turn argues for little opportunity to pursue a condition-
based replacement policy.  Even when there is no use of predictive 
maintenance the model allows for some detection of poor condition in assets, 
as part of normal routine maintenance. Thus there could be a small amount of 
condition-based refurbishment and/or replacement of poor condition 
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equipment undertaken. To avoid having the model permit some level of 
refurbishment or replacement the values of fraction detected PCA refurbished 
and fraction detected PCA replaced can be set to zero.  
 
Since the proportion of poor condition equipment is likely to be higher than for 
scenarios explored previously, it is timely to consider the impact of remedial 
maintenance on performance and depreciated value .  
7.5.1 Including remedial maintenance in the model 
In order to include remedial maintenance of PCA in the model it is be 
assumed that failed PCA are repaired to the same condition they were in 
before they failed (that is, as good as old, rather than as good as new). 
Remedial maintenance can also be applied to failed assets in good condition 
(random or infant-mortality type failures).  In these cases the repaired assets 
will also be in good condition.  Because repair or replacement of young assets 
failing from infant mortality will restore the equipment to the same age 
grouping and because the rate of random failure of assets is very low, the 
effect of remedial maintenance of assets failing from these two mechanisms 
does not make appreciable  difference to the results, and adds further 
unnecessary complexity to the model.  Indeed, the addition of remedial 
maintenance to poor condition assets adds a significant layer of complexity to 
the model. A further option is to include the possibility of refurbishing failed 
poor condition assets as well as repair; this could be a direction for future 
work. 
 
To model the remedial maintenance of failed PCA a solution used is to add a 
flow called PCA being repaired, which is dependent on the failure of PCA and 
a converter called fraction failing PCA repaired and feeds back into the PCA 
stock. The number of PCA being replaced then is reduced to (1- fraction 
failing PCA repaired) * PCA failing.  The repaired and replaced assets in the 
age distribution part of the model then must be reconciled with the condition-
based part of the model.  This requires addition of three more flows : VAA 
being repaired, AA being repaired and MLA being repaired.  Each of these 
feeds back into their respective age groups.  Each is calculated by the assets 
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failing (per unit time) from the associated age group multiplied by the fraction 
failing PCA repaired.   Likewise the assets being repaired for each age group 
is reduced by the factor (1- fraction failing PCA repaired).  
 
Figure 59 and Figure 60 show the impact of these changes on the model 
outcomes: the condition-based model with maintenance effectiveness of 0.7, 
use of predictive maintenance 50%, refurbishment of detected PCA 0.2, and 
fraction of detected PCA replaced 0.5 is used as a based case (for which 
fraction failing PCA repaired is 0.0).  The value of fraction failing PCA repaired 
is then varied in the range 0.1 to 0.9. 
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Figure 59 Total depreciated asset value with increasing use of remedial maintenance of 
PCA 
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Figure 60 Failure rate as a function of fraction failed PCA repaired 
The overall effect, as should be expected, is to increase the average age of 
assets, thus decreasing the revenue derived from depreciated value of assets. 
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However, failure rate also increases with remedial maintenance of poor 
condition assets because of the assumption that repaired poor condition 
assets remain overall in poor condition. In contrast with this result, the impact 
of refurbishment, in which assets are restored to good condition, is to reduce 
failure rate.  
 
The conclusion that can be drawn from this is that a policy of repairing poor 
condition assets is detrimental to system performance.  It is expected that 
repairing good condition assets would not have the same performance 
penalty, because these are returned to good condition.  The enterprise could 
then have the benefit of retaining the return on and of asset value for the 
remaining life of the asset. This is particularly true for assets failing from infant 
mortality – if these can be repaired most of their useful life is still ahead of 
them.   
 
In practice avoidance of repairing poor condition assets may not be easily 
achieved: the ability to do so depends on the ability to ascertain the condition 
of the assets.  Therefore unless condition-based assessment techniques (and 
hence predictive maintenance) are used an enterprise will have limited 
information on which to decide whether or not an asset should be repaired. 
7.5.2 Replacement on failure only 
The effect of employing a replacement on failure only policy is now 
investigated, using the same parameters as were used for the previous study 
(except that the case is studied both with remedial maintenance and without 
remedial maintenance.)  
 
Figure 61 illustrates that this policy results in high failure rates for low 
maintenance effectiveness. It also reinforces the conclusion in the previous 
section that repairing failed PCA has a detrimental effect on failure rates. 
Comparison of this figure with the age or condition-based failure rates (Figure 
57) shows that this replacement on failure model produces higher failure rates 
than either of the other policies, as should be expected.    
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It is interesting to consider whether this policy is more resource efficient or 
cost efficient than other policies. If no remedial maintenance is undertaken (all 
failed equipment is replaced) and very low levels of predictive maintenance 
and refurbishment are used, then maintenance costs are a function of routine 
preventive maintenance costs.  If an enterprise is highly efficient in performing 
preventive maintenance then this could result in very low maintenance costs 
overall.  Provided the preventive maintenance is also highly effective, failure 
rates could be kept down to a level that is manageable, especially in a 
network with high redundancy (see discussion in Section 7.7 below).  Asset 
replacement rates of 2.7 to 3.6% per annum (corresponding to failure rates for 
maintenance effectiveness range 0 .7 to 0.9, for the “no remedial 
maintenance” case in Figure 61 are high, but not excessive  for a network with 
assets of forty years expected life (The CIGRE study found 70% of 
respondents had replaced less than 5% of their network in the four years prior 
to the survey). If a small amount of condition-based refurbishment is added, 
then the failure rates, and thus replacement levels, could be reduced further.  
A replacement-on-failure-only strategy could therefore explain the very low 
direct maintenance costs reported for the North American respondents of the 
CIGRE study.   
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Figure 61 Effect of replacement on failure only policy, without remedial maintenance 
and with 50% of failed PCA repaired to condition before failure. 
 
The total depreciated value as a function of maintenance effectiveness for this 
strategy is shown in Figure 62  below.  Comparison with Figure 42 shows that 
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the impact of this strategy on depreciated value is very similar to that of the 
condition-based replacement strategy first introduced in Section 7.3.  It can be 
concluded that compared with the condition-based replacement strategy, the 
replace-on-failure-only strategy is lower cost, similar in effect on revenue but 
comes equipment failure rate penalty. 
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Figure 62 Total depreciated value as a function of maintenance effectiveness for a 
replacement-on-failure-only strategy, without remedial maintenance.  
7.6 Comments on Maintenance efficiency and the impact of 
replacement and maintenance strategies on maintenance spending 
As the previous case shows, the replacement and maintenance strategies 
employed have a bearing on maintenance spending. Other factors also 
contribute to this, notably maintenance efficiency and labour cost. 
 
The term maintenance efficiency was introduced in the previous section, but is 
discussed further here.  The term could be defined as the resources taken to 
perform maintenance to achieve a level of performance outcome.  It could 
include such things as the person-hours taken to maintain a piece of 
equipment, the person-hours taken to diagnose problems, the spares required 
to support maintenance activities.  The number of hours taken to maintain 
equipment also depends on the frequency of maintenance, and the activities 
involved in maintenance.  Undertaking maintenance more often than 
necessary will not increase the performance of assets, and can actually 
reduce performance if maintenance is not perfectly performed.  Undertaking 
unnecessary maintenance, likewise, does not increase performance, and has 
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the potential to reduce it.  The use of such techniques as RCM and 
maintenance optimisation (through analysis of failure modes and rates) can 
help to increase maintenance efficiency.  The use of predictive maintenance 
and the effective use of condition monitoring could increase maintenance 
efficiency by  
· reducing the hours needed to perform maintenance,  
· identifying equipment in need of refurbishment, and  
· eliminating (or at least reducing) the counter-productive repair of poor 
condition assets. 
The increase in maintenance efficiency with use of predictive maintenance is 
offset by the cost of undertaking predictive maintenance.  It is therefore 
important that predictive maintenance is well-targeted toward detecting the 
major causes of failure. 
 
A high level of maintenance effectiveness does not necessarily imply a high 
level of maintenance efficiency.  The CIGRE study did not give sufficient detail 
on maintenance practices to estimate maintenance efficiency, but the 
discrepancy between the maintenance spending predicted by the fuzzy model 
and actual maintenance spending reported for the Japanese cases suggests 
that maintenance efficiency could be improved in that country, despite high 
maintenance effectiveness.  The lack of financial drivers to reduce 
maintenance costs in that country, at least until recently, is likely to be a major 
cause of persistent inefficiency. 
7.7 Impact of failure rate on system performance 
In this chapter until now the performance of the network has been considered 
in terms of equipment failure rate.  However, as discussed in Chapter 3, 
system design also plays a large part in network performance.   
7.7.1 Effective redundancy 
A network comprises a set of parallel and series connected components.  
Whether failure of element of the network affects the continuity of connection 
and to what extent depends on where in the network the failure occurs: parts 
of the network may be more tightly meshed than others.  It can also depend 
on when the failure occurs: the loading of the transmission network is usually 
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time-dependent. Ultimately these factors condense to an effective overall 
redundancy level in the network. The fascinating figures of Table 16 suggest 
that for a transmission network of very moderate connectivity there is an 
effective redundancy factor somewhere in the range of 8 to 10 between 
number of outages and outages causing supply loss.  This is at first glance 
surprising, but current can flow through parallel paths in interconnected 
networks at transmission, sub-transmission and even distribution level.  If for 
this particular case, failures are assumed to cause outages (an 
approximation), a 3% failure rate per annum would cause 30 outages per 
1000 assets per year and of the order of 3 failures of supply per 1000 assets 
per year.  
 
For this network there are only two points of interconnection with another 
transmission network, plus connections to sub-transmission / distribution 
networks. For highly intermeshed and interconnected, moderately loaded 
networks in Western Europe and North America the effective redundancy 
factor is likely to be much higher.  This means that significantly higher 
equipment failure rates can be sustained for the same supply reliability, or 
alternatively that with effective maintenance practices very low levels of 
unreliability should be readily achievable.  Another inference is that for 
networks of low connectivity (eg South America) interconnection to adjacent 
networks could be of significant benefit in terms of improving reliability of 
supply to customers. 
 
In terms of replacement strategy, the following observations can be made: 
· Profit-driven companies with systems having high levels of effective 
redundancy (eg North America) could find replacement-on-failure-only 
strategies attractive, because of the low-implied level of maintenance 
cost, and the low impact of failure rate on reliability of supply. 
· Enterprises that have lower levels of financial drivers on maintenance 
spending, and which operate in networks of high effective redundancy 
(eg Western Europe, Japan), could achieve very high levels of supply 
reliability (and circuit reliability) by employing a moderate amount of 
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predictive maintenance and condition-based replacement.  Availability 
of circuits may not be as high compared with other enterprises, 
because higher effective redundancy implies lower risk associated with 
taking lines out of service.   
·  In networks with more moderate levels of effective redundancy (eg 
Australasia, South America and parts of Asia, failure rates of 
equipment will have a higher impact on reliability of supply.  Therefore 
in order to achieve high reliability, high maintenance effectiveness is 
required.  A relatively high level of use of predictive maintenance (eg in 
Australia) will be effective in maintaining failure rates at low levels.  
· Networks with very low levels of effective redundancy (eg India), are 
likely suffer from low reliability of supply.  In such networks the system 
risk associated with maintenance is high and hence utilities will be 
under pressure to achieve a high level of availability of circuits. 
 
The particular data that has been used here for calculating effective 
redundancy is seldom published, but should be readily obtainable from the 
databases of transmission enterprises.  It would be very informative to 
compare these parameters to obtain a basis for comparing the likely impact of 
different operation and maintenance schemes on performance of the system.  
This is an area recommended for further research. 
7.8 Impact of system augmentation rate on network composition and 
performance 
If augmentation of the network is included in the model, the system will no 
longer be in steady state.  Assets are always added in good condition and to 
the young assets group.  Therefore, for enterprises with revenue based on 
asset value, the augmentation of the network is an opportunity for increased 
profits as well as improved overall performance with the introduction of the 
latest equipment.   
 
If a very simple model of augmentation is implemented which simply allows a 
constant rate of asset growth as a percentage of assets, a 3% growth per 
annum results in a very large growth in assets over time, as Figure 63 shows. 
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Figure 63 A 3% rate of augmentation of assets per annum – clearly impractical. 
Clearly this is not a practical situation.  The first point is that it is simply not 
practical to expect the number of assets to grow indefinitely, for reasons of 
space required for instance.  In practice as networks grow the capacity per 
asset (and therefore value per asset) grows.  The rate of increase of assets 
probably decreases gradually with maturity of a network.   In the long term it is 
unrealistic to expect that the Earth can support ever increasing energy 
demand, in which case the rate of increase of assets will probably decline to 
zero.  If multiple smaller assets are replaced with fewer larger capacity assets 
as they need to be replaced then the total number of assets on the network 
could decline over time, even if the replacement value of assets increases. 
There are signs that this is already occurring in some places:  For example, i n 
Western Europe there is a strong trend today toward the replacement of 
assets with higher capacity and/or more compact designs because of extreme 
difficulties in obtaining land for augmentation. As networks mature and the 
population density increases in other parts of the world such pressures are 
also likely to extend to other regions.   
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Figure 64 Model incorporating system augmentation 
Figure 64 shows the diagram of a model representing a network being 
augmented.  The model is based on the same condition and age distribution 
model used previously.  In addition it has a flow named augmenting network 
that is an input to good condition assets.  An equal number of assets is added 
to the young assets stock through the flow purchasing assets. 
The value of augmenting network is a function of load growth rate, and 
network maturity.  The relationship between network maturity and the 
augmentation rate (augmentation fraction) is defined using a graphical 
function so that as network maturity increases from 0 to 100% the value of the 
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multiplier decreases from 1.0 to 0.0 as a straight line.  This means that for 
100% network maturity the rate of increase of assets from augmentation 
drops to zero.  Network maturity is assumed to increase at a rate of 2% per 
annum to a maximum of 100%.  This is also modelled as a graphical function. 
Load growth is also assumed to be a function of network maturity.  The load 
growth has potential to grow most quickly for networks of low maturity as more 
consumers are added to the network and the growth of supply of electricity 
fosters industrial growth. As the  network becomes mature, the growth rate is 
reduced to the rate at which the consumption of users is increased.  The 
graphical relationship assumed is shown in Figure 65. 
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Figure 65 Modelled relationship between load growth and network maturity 
The tendency towards use of higher capacity and higher value assets as the 
network matures has also been modelled. The graphical function (illustrated in 
Figure 66) assumes that the value of assets will increase by a factor of three 
over the full range of network maturity. 
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Figure 66 Modelled relationship between network maturity and value per asset 
When this model is run a more reasonable asset growth plot is obtained as 
shown in Figure 67.  The corresponding time-development of network maturity 
and load growth are shown in Figure 68. 
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Figure 67 The asset growth rate and total replacement value of assets as a function of 
time, and with increasing network maturity. 
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Figure 68 Network maturity and load growth as a function of time 
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Figure 69 Age distribution of assets as a function of time. 
It is also possible to examine the projected age distribution of assets as a 
function time (Figure 69), and other parameters that are modelled.  However it 
is clear that with non-constant asset population caused by varying 
augmentation rates the underlying effects of maintenance and replacement 
policy are obscured.  Hence an enterprise seeking to understand the effects of 
policies and practices on their long-term system performance and profitability 
could benefit from modelling their policies using these techniques. 
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7.9 Summary of findings from system dynamics modelling 
A simple model combining condition and age of assets has been shown to be 
effective for modelling a range of different maintenance and replacement 
scenarios.  A number of findings have resulted from studies undertaken using 
this model. 
· Establishing a high level of preventive maintenance effectiveness is the 
fundamental way of producing high system performance, through 
control of condition degradation.  
· Use of predictive maintenance coupled with condition-based is effective 
for reducing failure rate of poor condition assets by means of targeted 
refurbishment or replacement. 
· Either condition-based or age-based replacement policies can result in 
high system performance when coupled with effective preventive 
maintenance.  However, failure rates will be slightly higher for the age-
based replacement strategy for the same level of maintenance 
effectiveness. 
· A policy of refurbishment of poor condition assets is effective in 
reducing failure rate but will result in reduced depreciated value of 
assets unless refurbishment is capitalised.   
· At lower maintenance effectiveness levels an age-based replacement 
policy produces a higher failure rate and lower replacement levels than 
a condition-based scenario. 
· A replacement on failure only policy, with low levels of condition-based 
refurbishment can result in very low maintenance costs at small failure 
rate penalty if coupled with high preventive maintenance effectiveness 
and efficiency. 
· Repair of poor condition assets increases overall failure rates, all else 
being the same, but repair of assets generally in good condition is 
worth considering. 
· The impact of failure rate on the reliability of supply is dependent on the 
effective redundancy of the network.  The effective redundancy 
depends not only on the configuration and loading of transmission 
network but also on interconnected networks including other 
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transmission networks to which there are interconnections, together 
with sub-transmission and distribution networks that provide parallel 
paths for power flow. Networks with high effective redundancy will be 
more tolerant to failure rates than networks with lower effective 
redundancy. 
· A measure for determining effective redundancy has been proposed:   
the number of forced outages of equipment (in a year)/ number of 
forced outages resulting in loss of supply (in a year).   
This figure could be averaged over five years to account for the 
variation arising from non-uniformity in the connectivity and loading of 
networks. 
· System augmentation tends to mask the underlying impacts of 
maintenance and replacement policies on network performance and 
profitability.  For networks with high growth rates less attention may be 
given to optimising maintenance and replacement policies than that 
given in low growth rate networks.  
· Two elements of revenue are related to the age-distribution of assets – 
depreciated asset value and depreciation itself.  Measures, such as 
improvement of maintenance effectiveness and increasing 
refurbishment of poor condition assets, which extend the lifetimes of 
assets and promote efficient use of natural resources, also reduce the 
depreciated value of the network. (For refurbishment the effect 
depends on whether assets are revalued.) Hence the use of 
depreciated value as a component of revenue is a deterrent to efficient 
use of resources.  The replacement of assets not fully depreciated 
results in loss of revenue from depreciation.  Hence this acts as a 
deterrent to replacing assets early, and partly offsets the positive effect 
of replacing equipment early on profit (as reflected in depreciated asset 
value)8.  These finding suggest that a system of revenue determination, 
like that used in New Zealand, which is not a function of depreciated 
asset value, provides more appropriate drivers for maintenance and 
replacement policy. 
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8  In some  jurisdictions, regulations allow the accelerated depreciation of assets known to be in poor 
condition (e.g. Australia), but return of investment is lost for failed equipment. 
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8 Conclusions 
The hypothesis stated at the beginning of this research has been clearly 
demonstrated: the interaction of a range of factors internal and external, 
system- and environment-related has a major impact on the practices of 
electricity transmission enterprises and their performance.   
 
Within this thesis relationships that are important to transmission asset 
management have been examined in detail.  This information has been 
summarised and presented as an influence diagram (Figure 15) which reflects 
the complexity of feedback loops within this system.  The influence diagram 
reveals the reinforcing and balancing loops within the system, but does not 
show the degree of influence, or the effect of time dependencies on the 
system. 
 
A fuzzy rule-based model has been presented that incorporates a wide range 
of input factors.  This model, which provides a snapshot of transmission asset 
management, shows predictive power for a range of cases representing both 
composite regional cases and utility-specific cases.  While the model is not 
perfect in its predictions and could possibly be improved with refinements in 
input data quality and inclusion of some additional factors that may be 
relevant in specific cases, the ability to predict outcomes clearly shows the 
interaction of influences on the performance outcomes of transmission 
enterprises.   
 
It has been demonstrated, by using the regional case studies, that underlying 
reasons for differences in performance may be analysed using this modelling 
technique.  This aspect of the model is a very powerful feature that provides 
information not available from comparison of performance outcomes 
(benchmarking) alone. Furthermore, unlike most benchmarking studies this 
technique allows comparison of the performance of utilities which have very 
different circumstances. 
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Cases have been illustrated where  
· Sensitivity of outcomes to changes in policies/practices has varied 
significantly between cases. 
· Maximum performance outcomes have been limited by a range of 
factors, some controllable some outside the control of the utility. 
 
However some of the factors that contribute to performance are a function of 
historical practices, technical skill and managerial skill, in addition to external 
drivers.  The results from individual case studies of utilities presented in 
Chapter 6 illustrate that appropriate modification of policies and practices can 
improve performance.  Therefore the results also support the premise that 
performance outcomes are a function of the quality of practices and policies in 
a transmission enterprise.  
 
The facility of this model to identify opportunities for companies to improve 
performance and barriers that inhibit performance makes it potentially a 
valuable tool for strategic decision-making.  Its holistic approach encourages 
users to consider the impact of both external and internal drivers on the 
business.  The literature reviewed in Chapter 2 shows that while the impact of 
external drivers such as regulation and the electricity market have been 
evaluated, the impact of corporate culture (historical practices, attitudes and 
motivations) and network configuration on performance have until now been 
largely ignored.      
 
In Chapter 7 investigations into core part of the asset management model, 
comprising the maintenance, replacement and refurbishment elements were 
undertaken using system dynamics techniques.  To enable the effects of 
various strategies on the asset population to be studied, condition and age-
based representations of the asset population were linked.  This is a 
significant feature of the model because it associates the condition of assets 
with the value from which revenue is derived.  Hence the impact of different 
maintenance and replacement strategies on revenue can be investigated. The 
model also incorporates both predictive and preventive maintenance 
 248 
practices; this is essential for any realistic model, since virtually all 
transmission enterprises employ a range of maintenance strategies.  A 
number of important conclusions have been drawn (Section 7.9) which, if the 
model were to be applied to industry, could enhance both performance and 
profitability.  For instance:  
· The model clearly identifies the critical role of preventive maintenance 
effectiveness on the performance of equipment.   
· It also reinforces the fact that repair of poor condition assets is counter-
productive. 
· Use of predictive maintenance enhances opportunities for replacement 
and refurbishment of poor condition assets; this is effective in reducing 
the failure rate of equipment. 
· On the other hand, use of a replacement-on-failure strategy with only a 
low level of predictive maintenance can be a low cost strategy, but 
producing low failure rates is dependent on maintaining a highly-
effective preventive maintenance regime. 
 
However the model also highlights the detrimental impact of basing 
revenue determination on depreciated asset value:  many actions that 
promote effective use of resources by extending asset life are detrimental 
to profitability if depreciated asset value is used to determine revenue.  A 
more-detailed discussion of the impact of regulation on asset management 
in transmission utilities is included below (Appendix 1). 
 
Further Research  
Throughout this research the impact of network structure has been 
revealed to be a major contributor to network reliability of supply.   In 
Section 7.7, a new measure coined effective redundancy was proposed. 
As effective redundancy is increased the reliability of supply becomes less 
sensitive to equipment failure rates.  Hence in networks with high effective 
redundancy there may be more opportunity for use of maintenance 
strategies that trade failure rate against cost, without compromising 
reliability of supply.   More work needs to be done to obtain data in support 
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of this proposal. Potential avenues for research include analysing the 
relationship of effective redundancy with factors such as reliability, cost of 
operations and maintenance, life cycle costs of equipment and profitability 
of transmission enterprises. 
 
The research in this thesis highlighted an urgent need for standardisation 
of performance measures, particularly reliability.  
 
The model presented in Chapter 7 has great potential for further 
development.  Factors such as the impact of loading, duty and climate on 
failure rate could be readily incorporated.  Investigations of strategies 
could be expanded to include other strategies currently employed by 
transmission utilities such as refurbishment based on age.  Modification of 
the model to investigate the impact of different methods of revenue 
determination could also be undertaken.   
 
The model of Chapter 7 lends itself to application within industry, both in 
transmission and distribution. Any class of assets for which a failure history 
can be derived would be suitable: an example would be an application to 
wood-poles. Because of the relative simplicity of the model acquiring the 
necessary data would not be an insurmountable problem for most utilities. 
 
The CIGRE study was the inspiration and backbone of this research.  It 
provided a wealth of information not usually available in written form.  The 
authors of the CIGRE study are to be congratulated on a thoughtful and 
valuable contribution to transmission asset management.  However in the 
light of this investigation it would be beneficial to include some additional 
information.  A future survey might include: 
· Information permitting an estimate of revenue sufficiency, and 
historical revenue sufficiency to be made; 
· Information on loading of equipment, overloading and load growth; 
· Average circuit length; 
· Information allowing calculation of effective redundancy; 
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· Information on interconnections with other networks; 
· Precise definition of reliability of supply. 
 
Asset management in transmission enterprises globally will be enhanced by 
frank and thoughtful sharing of information among utilities. However for 
maximum benefit to be achieved an understanding of the whole asset 
management framework is needed.  Future opportunities and threats can be 
best assessed in the context of a thorough understanding of current situation, 
existing relationships and drivers.  This research has made a contribution to 
knowledge in the area of strategic asset management, but there is great 
potential to extend this knowledge further, for the benefit of transmission 
utilities, their networks and the people who use them. 
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Appendix 1 Regulation of transmission  
One of the main ways that a transmission enterprise can be influenced to 
improve its performance is through the mechanisms of regulation.  Since 
transmission enterprises are generally treated as regulated monopolies 
regulation is of fundamental importance to the ongoing viability of the 
transmission enterprise and the transmission network it supports. 
 
It is therefore valuable to consider the desirable traits of the transmission 
enterprise, and the implications for regulation. 
A1.1 Desirable traits in electricity transmission enterprises  
1.  The transmission enterprise must provide transport of electricity from 
generators to consumers with adequate reliability, quality and availability of 
supply. 
 
The required level of reliability, quality and availability of supply varies 
between customers.  Some industrial customers have high quality power 
needs.  Research has also shown that the cost to consumers of planned 
outages (with customers given notice of outages) is lower than for unplanned 
outages.  Planned outages are reflected in availability of supply.  However, in 
transmission networks built with N-1 redundancy there should not need to be 
supply outages for maintenance; in this case availability of supply becomes 
equivalent to reliability of supply.  Availability of circuits should not impact on 
reliability of supply, except in the event that, during a planned outage, the 
supply on parallel path(s) for electricity is disrupted.  The risk that this occurs 
is a function of failure rate. 
 
2. The transmission enterprise provides its service at lowest possible cost to 
users of the network. 
 
Cost to users can be narrowly defined as the price of electricity – which 
reflects the operation and maintenance costs, level of augmentation and 
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equipment replacement, debt servicing, financial management and profit-
making by the transmission enterprise.  However, in a broader sense, cost 
also includes the impact of network constraints on the generation costs or 
market price for generated electricity (depending on whether an electricity 
market exists).  In a merit order despatch system transmission constraints can 
force out-of-merit-order generation despatch.  In a competitive market 
transmission constraints can cause very high spot prices for electricity which 
may be a reflection of costs or opportunistic bidding by generators.  Two 
factors that impact on cost therefore are effective redundancy of the network 
(defined in chapter 7) and circuit availability.  In practice the impact of circuit 
availability will be different for different circuits, and depends on effective 
redundancy:  If effective redundancy for part of a network is high then the 
effect of circuit availability on network constraints for circuits in that part of the 
network will be low, and vice versa.   
 
3.  The transmission enterprise must provide its services in a way that is 
sustainable indefinitely into the future. 
 
This reflects on the operation and maintenance practices, replacement and 
augmentation.  It depends on revenue sufficiency and regulato ry governance 
ensuring security and continuity of revenue into the future.  Profit should be 
commensurate with risk.  
 
4. The transmission enterprise should make efficient use of resources. 
 
The transmission enterprise should not be encouraged to undertake 
unnecessary replacement of equipment or augmentation of the network.  It 
should make appropriate use of advances in technology consistent with 
efficient operation.   
 
5.  The transmission enterprise must employ appropriate safety standards, 
both for employees and the public. 
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This is consistent with sustainable and low cost operation, because failure to 
observe appropriate safety standards exposes an enterprise to significant risk. 
 
6.  The transmission enterprise must operate in a way that has minimal impact 
on the environment. 
Public expectations are that transmission utilities will protect the environment 
from pollution including the eradication of use of PCBs in oil.  Best practice for 
SF6 management minimises leakage of this greenhouse gas into the 
environment.  There is also increasing pressure on transmission utilities to 
minimise visual pollution.  This is reflected in opposition to the building of 
transmission lines.  Less visible options such as underground cables and 
compact substations come at the price of increased capital expenditure.  
Other short term solutions are also being employed, such as operating 
equipment closer to capacity limits, building additional reactive plant and 
FACTS devices to increase transfer capability.  
A1.2 Implications for regulation of transmission utilities 
A 1.2.1  Overall revenue 
Overall revenue must be sufficient to serve the needs of the system in order to 
ensure its continued viability.  It must also allow sufficient profit to ensure the 
viability of the transmission enterprise.   
 
The results in this thesis suggest that the adequacy of revenue is a function of 
a range of factors, not simply the network’s size or capacity.  Maintenance 
and operating costs will depend on the age and condition of the network, the 
cost of labour, length of travel times, failure rate (including the impact of 
climate and loading), the need to undertake work outside normal hours or to 
undertake live work.  Deterioration of the transmission network’s condition is a 
function of climate (particularly ambient temperature), loading and 
effectiveness of past preventive maintenance as well as time.  These factors 
are either outside the control of the transmission enterprise or a function of 
past decisions that have consequences for the present network. 
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Investment needs depend on current loading levels and load factor as well as 
anticipated load growth.  Any need to upgrade network performance or to 
reduce network constraints by increasing capacity, redundancy or replacing 
poor condition equipment will also require capital spending.  Rapid rates of 
system augmentation need to be funded by commensurate increases in 
revenue most probably increased debt.  
 
The cost per asset (of same size and function) may also vary significantly, 
depending on factors such as ruggedness of terrain, level of seismic activity, 
lightning incidence, the likelihood of high winds or ice storms, the length of 
lines and the need to employ expensive technology options like GIS and 
underground cables (particularly in highly urban areas). Consumers with high 
supply quality needs may need to be provided with a transmission supply with 
higher specifications for performance – eg higher redundancy level and/or 
over-designed equipment; this is likely to result in a more expensive network.  
These special requirements are likely to be reflected in higher revenue 
requirements and thus higher transmission prices.  
 
Revenue for transmission utilities generally includes return on investment 
(profit), return of investment (depreciation) and an allowance for operation and 
maintenance costs. 
A 1.2.2  Revenue based on return on investment 
Revenue based on return on investment is generally a large component of the 
revenue for transmission enterprises.  For Australia and New Zealand a figure 
of 80% was suggested by Jones (*** ref).  This component has a large impact 
on revenue sufficiency and it is important that it provides appropriate drivers 
for the disposition of income.  The return on investment component of revenue 
has two main parts – the rate of return that is deemed to be appropriate and 
the valuation of assets to which it applies.  Asset value appears to be a source 
of major difference from one regulator to the next (see EU pricing study ***).  
In Chapter 7 it was shown that the use of depreciated asset value is not 
consistent with measures (such as effective preventive maintenance and 
condition-based replacement/refurbishment) that extend asset life and 
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promote efficient use of resources.  The deprival value of transmission assets 
is closer to the replacement value than to the depreciated asset value, and is 
most closely related to the condition of the assets.  Basing revenue on 
depreciated asset value tends to encourage the replacement of equipment on 
the basis of age.  While studies reported in Chapter 7 reveal that it is possible 
to achieve acceptable performance with this replacement policy it will not 
minimise cost to the consumer. 
A1.2.3  Drivers of Operations and Maintenance  
A common theme in recent literature on asset management is the pressure to 
reduce operations and maintenance costs (see section ***). This trend has 
been experienced in both locations where electricity reform has been 
introduced and those in which it has not been introduced. Ideally the aim is to 
maximise the efficiency of O& M without compromising its effectiveness. 
 
In practice, however, reported O&M costs can be distorted by accounting 
practices.  For instance an “asset” might be defined at the level of a bay or it 
might be a circuit-breaker.  If replacement of part of an asset is considered an 
expense then in one case replacement of a circuit breaker would be a 
maintenance expense, in the other capital expenditure. Likewise 
refurbishment can be considered an expense or an investment. There is also 
a trade-off between capital expenditure and maintenance.  Purchasing 
equipment with online condition monitoring facilities can reduce maintenance 
costs (by use of online CBM) but will increase capital costs.  Likewise 
purchase of equipment with higher specifications or employing more robust 
technology is likely to cost more, but may have long-term benefits in reducing 
maintenance costs and failures.  Thus it is not appropriate to minimise O&M; 
minimisation of total life cycle costs is a far better goal, consistent with 
providing a transmission service at minimum overall cost to consumers.  
Despite the concept of total life cycle cost being well-documented, it does not 
appear to have been taken up by regulators who insist on separating O&M 
from CAPEX.  
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A1.2.4 Performance-based incentives in regulation of transmission 
enterprises 
A recent trend in regulation of transmission is the introduction of performance-
based incentives (or penalties).  This is often related to some definition of 
reliability or availability.  
 
Reliability of supply is a key customer requirement, but is a function of 
effective redundancy as well as system performance.  Redundancy tends to 
mask the effects of poor equipment performance.  Equipment failure rate is 
itself a function of previous maintenance practices, so overall reduction in 
reliability of supply is a symptom of a serious deterioration of equipment 
condition.  To counteract this requires an improvement in maintenance 
practices or an improvement in redundancy.  An improvement in preventive 
maintenance is not likely to show immediate results.  Refurbishment or 
replacement of poor condition equipment may be required at higher levels in 
order to restore the equipment to good condition.  Thus reducing revenue 
through penalties based on reliability of supply may impose a severe burden 
in the short to medium term when additional funds are required to restore 
equipment condition.   
 
Equipment reliability, while not directly related to customer needs is less of a 
lagging indicator than reliability of supply. Thus it may be more effective as a 
parameter on which to base penalties or incentives.  Use of equipment 
reliability also relates more directly to performance of maintenance, because it 
is not affected by effective redundancy. 
 
Availability of circuits in general is not a parameter that should be maximised.  
100% availability indicates that either no maintenance has been undertaken 
or that it has been done with the equipment in service.  There is a cost penalty 
associated with live working in addition to personnel safety concerns, so it 
should not be undertaken unless necessary.  Likewise a low availability may 
be function of construction or refurbishment of lines or substation equipment 
rather than poor performance.  On the other hand it is appropriate that 
transmission enterprises be given incentives to minimise overall costs to 
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consumers including the effect of transmission constraints, either by 
maximising availability on critical circuits or by increasing effective redundancy 
of the network for those parts of the network participating in constraints.   
 
A1.3  The effect of changing regulation 
When regulation changes transmission enterprises have to adapt to the new 
circumstances.  There is evidence to suggest that it takes an appreciable time 
for changes to filter through the whole of an organisation.  First of all, 
managers need to understand the implications of the changes for their 
organisation.  Then they need to assess the strategies that will maximise 
benefit for their company under the new conditions.  Then the strategies have 
to be implemented, and finally these need to be reflected in the practices of 
the company and its corporate culture.  Clearly the skill levels of managers 
and their ability to initiate and manage change will vary from one organisation 
to another, as it does in the wider industry community.   
 
As a consequence for companies in the throes of regulatory change (as many 
have been in the past twenty years) apparent inconsistencies between 
external drivers and reported practices can be observed.  For example, in the 
CIGRE study Eastern European enterprises reported using age-based 
replacement strategy, when a condition-based strategy would seem to be 
more appropriate for networks with equipment in degraded condition and with 
limited funds for replacement and refurbishment of assets.   
 
Tools such as those presented in this thesis can assist managers to 
understand the impact of both external and internal drivers on the 
performance of their networks and their businesses.  As such they may assist 
to hasten the process of aligning asset management strategy to the new 
circumstances that confront them. 
 
 
