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Abstract
In early moments of computer systems development, computer engineers typically draw interaction
diagrams, occasionally annotated with timing constraints, to reason about the speciﬁcation of the
system behavior. One of the most popular of these diagrams is the Message Sequence Chart (MSC).
However, not always does the intended behavior described by MSCs correspond to their actual
behavior. To help the formal veriﬁcation of their actual behavior, i.e. their temporal properties,
this paper describes an interpretation of basic timed MSCs in a temporal framework that formally
represents, in a uniﬁed model, both the qualitative and the metric temporal information conveyed
in these intuitive diagrams. The framework solves the veriﬁcation problems in polynomial time
and lays the foundation of an automatic tool.
Keywords: System behavior veriﬁcation, message sequence chart, temporal reasoning.
1 Introduction
Typically, in early moments of computer systems development, computer en-
gineers draw diagrams to reason about the behavior of the computer system
that they will build. For example, when working with use case models, from
the requirements viewpoint, software engineers usually draw sequence dia-
grams [27] to depict the realization of use cases ﬂows of events, which show
interactions between domain objects. The sequence diagram is based on the
basic Message Sequence Chart (MSC) artifact, which is a well-known visual
tool largely used to model the behavior of systems, representing sequences of
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events exchanged between system abstractions and formally deﬁned in [13] 2 .
With the exception of real-time computer engineers, the majority of computer
engineers do not accomplish the veriﬁcation of the temporal properties of these
diagrams, even if the diagrams express the intended behavior that will guide
the rationale behind important design decisions that they will make. An im-
portant fact contributing to this situation is that traditional veriﬁcation and
validation tools are not of much help when faced with the partial information
available at these early stages [11]. How to rigorously verify the temporal
properties of these intuitive diagrams?
MSCs are scenario-based speciﬁcations, i.e. descriptions of how system
components, users and the environment work concurrently and interact in
order to provide system functionality, presenting examples of the system ex-
pected behavior and main exceptions [29]. Although scenario speciﬁcations
result in partial descriptions of system behavior, the current widespread prac-
tice uses them as behavior speciﬁcations. In the case of MSCs, the intended
behavior is expressed as sequences of interactions. There are two fundamental
approaches to scenario speciﬁcation semantics: scenario descriptions as de-
sign documents and scenario descriptions as speciﬁcations [29]. This latter
approach is more adequate in the early phase of requirements, introducing the
problem of ﬁnding an adequate design for the speciﬁcation and proving that
the design satisﬁes the speciﬁcation requirements [2]. We are interested in the
scenario descriptions as speciﬁcations approach and in a particular subset of
basic MSC properties that allows the usual expression of the intuitive tempo-
ral ordering of messages - a qualitative viewpoint - and exhibits simple timing
constraints [3] [13] on message ﬂows - a quantitative viewpoint. We propose a
formal semantics of MSC that allows the veriﬁcation of conﬂicts between the
intended and the actual behavior of a scenario in a uniﬁed temporal perspec-
tive, which combines the qualitative and the quantitative temporal viewpoints.
This integrated semantics of MSCs is the main contribution of the paper.
The qualitative temporal perspective stems from the fact that when intu-
itively stating and describing the behavior of the problem domain events, we
usually say: ”X sends the message M2 to Y after receiving the message M1
from Z”, instead of immediately assigning particular time values to the send-
ing and receiving events. Also important is that these kinds of events last a
certain time, allowing us to say: ”X sends the message M4 to W during the
reception of the message M3 from Z”. First, and intuitively, we abstract the
system behavior into this qualitative framework, and only after that we try
to assign quantitative (metric) time information, hopefully without violating
2 The ITU standard also deﬁnes a High-Level Message Sequence Chart (HMSC), composed
by basic MSCs.
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the qualitative temporal statements. An appropriate temporal ontology that
directly supports these qualitative temporal notions is Allen’s time interval
theory [1]. Allen’s theory was developed in the context of the so-called ‘Naive
Physics’ with its common-sense representations, by taking the notion of the
interval of time as a primitive one. It has been popular in natural language
understanding, planning, knowledge representation, and in other ﬁelds of AI
research. Allen’s theory is an algebra of binary relations on intervals, carry-
ing qualitative temporal information and allowing a formal reasoning about
such information. The qualitative interpretation of MSCs is deﬁned within
such a time framework, in which qualitative temporal constraints specify the
relative position of paired events. On the other hand, the quantitative in-
terpretation of MSCs places metric temporal bounds between paired events,
expressing quantitative durations of time. Our interpretation is based on an
integrated model having Allen’s theory and a well-founded temporal metric
theory as its underlying semantics [15], capturing their intertwined nature,
i.e. their mutual inﬂuences, contrary to the majority of semantic models of
MSCs that separate the semantics of MSCs without timing assignments from
the semantics with timing assignments.
The proposed interpretation of MSCs supports the generation of conse-
quences of both their qualitative and quantitative temporal properties, in
such a manner that we can formally check the potential conﬂicts between
the intended and the actual behavior speciﬁed in the charts. If the veriﬁca-
tion task is performed early in the development process (for example, from
the requirements or analysis views), it helps computer engineers to uncover
important speciﬁcation faults before considering design decisions. Lastly and
importantly, the veriﬁcation task is done in polynomial time and the presented
formal model lays the foundation of a veriﬁcation tool.
Related Work. MSCs have been extensively studied in the last years. Cur-
rent trends in the analysis of MSCs take various approaches: process algebra
[20] and varieties of model checking [28] [2] [4] [3] [5], to mention just a few.
Studies working with partially ordered event structures derived from MSCs
[28] [24] are of special interest. However, these partially ordered structures
do not handle metric information. Metric information is specially studied in
[5] [3]. [3] deﬁnes an extension of basic MSCs to specify timing constraints,
but the analysis of race conditions in MSCs, i.e. violations on the intended
ordering of the events in MSCs due to their actual semantics - a qualitative
analysis - is realized independently from the analysis of timing conﬂicts. This
model originated versions of tool analyzers culminating in the UBET tool
[18], which implements a rich set of features of basic MSCs complying with
the ITU speciﬁcation [12]. Unfortunately, UBET, and other popular tools that
P.S. Muniz Silva / Electronic Notes in Theoretical Computer Science 130 (2005) 211–233 213
followed (e.g. MESA [6], LTSA-MSC [19], EventStudio [10], among others),
though presenting sophisticated features for the analysis of both MSCs and
High-Level MSCs, do not carry on an actual integrated analysis of the race
conditions and timing analysis. 3
A preliminary version of the ideas underlying the present proposal ap-
peared in [22]. In [23], we completely reformulated this preliminary approach,
simplifying the interpretation and, most important, proposing a tractable so-
lution for the veriﬁcation problem that overcomes the complexity limitations
of the former model. However, both models were pinned on the exclusive qual-
itative viewpoint, having Allen’s theory as their foundation, but they paved
the way to posit the richer combined qualitative and quantitative interpreta-
tion of temporal properties conveyed in MSCs. In section 2, we present the
appropriate formal deﬁnition for the basic MSC. Sections 3, 4 and 5 present
the qualitative, the metric and the combined interpretations of the deﬁned
MSC, respectively. Section 6 describes two simple experiments that show the
application of the integrated model, and section 7 presents some conclusions
and our current related research.
2 The Deﬁnition of MSCs
Firstly, we will present a brief overview of MSCs, quoting [3]. MSCs are a
graphical representation which shows message exchanges between concurrent
process abstractions within a system. Figure 1(a) shows a basic MSC extended
with simple metric timing constraints on exchanged messages, the MSC type
we will use as a model for the intended computer system partial behavior.
Each vertical line has a start and an end symbol, and represents processes
or autonomous agents (P1, P2 and P3). Each horizontal arrow describes a
message sent from one process to another (a, b and c). The tail of an arrow
corresponds to the event of sending a message, whereas the head corresponds
to its receipt. Communication is one-to-one and asynchronous, and control
ﬂows independently within each process from the start symbol to the end sym-
bol. In each process, the events are temporally ordered from top to bottom.
The system terminates when all processes have terminated.
The behavior of an MSC is the set of sequences of sent and received mes-
sages, i.e., MSCs represent the intended behavior by the order of the exchanged
messages between processes. The intended order does not necessarily represent
the actual semantics of the MSC. Conﬂicts are likely to happen. For example,
3 In fact, timing analysis features were excluded from the later more sophisticated versions
of UBET. We did not have access to expensive commercial tools in order to analyze their
capabilities.
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Fig. 1. A basic timed MSC and Allen’s basic interval relations
if we ignore for the moment the metric timing constraints, it is not hard to see
that there is a scenario for the MSC of Figure 1(a) in which message c arrives
earlier than message a at process P1, conﬂicting with the intended order.
In the MSC of Figure 1(a) the label [4, 5] on message a speciﬁes the lower
and the upper bounds on the duration of message exchange. The label [1, 1]
between the sending of message a and the sending of message b speciﬁes the
duration between these events, modeling an assumption about the computa-
tion on process P2. We call this extended MSC by basic timed MSC, as of
[12].
On the other hand, qualitative temporal intuitions can be modeled by
Allen’s temporal structure [1], that captures two aspects of particular inter-
est: the strict relative temporal knowledge (e.g. “X happens before Y”, “X
happens during Y”, etc.) and the uncertainties of the information about the
relationship between two events in time. The temporal structure is a simple
and linear model of time. The original theory has the time interval as a prim-
itive. Five axioms of the temporal structure and a complete set of thirteen
intuitive binary relations between intervals - the Allen’s basic relations - are
deﬁned. Figure 1(b) depicts these relations.
We will deﬁne a formal structure, the basic time labeled MSC, which cap-
tures the essential properties of the basic timed MSC. We extend [23] and
[2] 4 appropriately, for the deﬁnitions of the timed properties of the MSC and
other details.
Deﬁnition 2.1 Let P = {P1, . . . , Pn} be the set of processes, and M be the
set of messages. Let the label !(i, j, a) denote the event “process Pi sends
the message a to process Pj”. Let the label ?(i, j, a) denote the event “pro-
cess Pj receives the message a from process Pi”. Let the label #(i) denote
4 In [23] we only considered the non-timed properties of the MSC and based the deﬁnitions
on [2].
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the event ”process Pi terminates by arriving at its bottom”. Let the labels
[i, j], [i, j), (i, j],and (i, j), where i, j ∈ {0, 1, . . . ,∞}, denote the lower and up-
per bounds on the metric time interval between pairs of MSC events that may
be closed, half-closed or open, respectively. Deﬁne the set LS = {!(i, j, a) |
i, j ∈ {1, . . . , n} ∧ a ∈ M} of send labels, the set LC = {?(i, j, a) | i, j ∈
{1, . . . , n} ∧ a ∈ M} of receive labels, the set LB = {#(i) | i ∈ {1, . . . , n}}
of bottom labels, the set L = LS ∪ LC ∪ LB as the set of event labels, the set
LT of metric time labels, and the set LN of next process event labels (deﬁned
below).
A basic time labeled MSC over processes P is deﬁned by:
• A set E of events partitioned into a set S of sending events, a set C of
receiving events, and a set B of bottom events.
• A mapping p : E → {1, . . . , n} that maps each event to a process on which
it occurs.
• A bijective mapping f : S → C between sending and receiving events,
matching each sending event with its corresponding receiving event.
• A bijective mapping ne : E → E that maps each event on a process to its
consecutive event on the same process. Each process event is connected to
a unique consecutive event in the same process. This mapping is called next
process event.
• A mapping l : E → L which labels each event such that l(S) ⊆ LS, l(C) ⊆
LC , and l(B) ⊆ LB. For consistency of labels, for all s ∈ S, if l(s) = !(i, j, a)
then p(s) = i and l(f(s)) = ?(i, j, a) and p(f(s)) = j. Also, for all b ∈ B,
if l(b) = #(i) then p(b) = i.
• A mapping h : E×E → LN , which labels each next process events on each
process Pi.
• A mapping t : E × E −→ LT , which labels the mappings f and ne, and
denotes metric time constraints between events. Note that this mapping is
optional.
For each i ∈ {1, . . . , n}, there is a total order i on the events of process
Pi, that is, on the elements of p
−1(i), such that the transitive closure of the
relation 
.
= ∪i∈{1,...,n} i ∪{(s, f(s)) | s ∈ S} is a partial order on E. This
partial order is called visual order.
The total order i denotes the temporal order of the events of process
Pi. The partial order  denotes the visual order of the MSC, enforcing the
notion that “messages cannot travel back in time”, and expresses the intended
temporal behavior of the MSC.
The partial order corresponding to the MSC of Figure 1 is depicted in
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Fig. 2. The partial order of the MSC of Figure 1
Figure 2, where the nodes are sending, receiving, and bottom events, and the
edges are messages and next process events.
The proposed interpretation of the basic time labeled MSC is realized in a
classical model of time, where time is linear and time points are interpreted in
a real line. A time interval X is represented as a pair of time points (x−, x+),
such that x− < x+. An interval interpretation I-interpretation is the mapping
of time intervals to pairs of distinct real numbers such that the beginning of
an interval is strictly before the end of the interval [25]. In a basic time labeled
MSC we have two fundamental intervals: the message interval and the process
interval. The former is delimited by a sending event and a receiving event of
a particular message. The latter is delimited by two consecutive events in
a process. They are naturally deﬁned in terms of the I -interpretation, i.e.
by their endpoints. Two intervals stand in a particular qualitative temporal
relationship deﬁned in Allen’s framework [1]. The diﬀerence of two time points
expresses the distance in the time line (duration) between them, deﬁning a
metric temporal relationship that may be bounded from above and below.
Deﬁnition 2.2 In a basic time labeled MSC we have two types of time in-
tervals: the message interval and the process interval.
• Deﬁne the mapping u : E → 	, where 	 is the set of real numbers. The
message interval is the tuple (a, b), such that a < b, where a, b ∈ 	, and for
an s ∈ S, if u(s) = a then u(f(s)) = b.
• Deﬁne the mapping v : E → 	. The process interval is the tuple (a, b), such
that a < b, where a, b ∈ 	, and for e1, e2 ∈ E and (e1, e2) ∈ ne, if v(e1) = a
then v(e2) = b.
The visual order, which expresses the intended temporal behavior of a
basic MSC, relates messages with each other through processes. Messages are
sent and received by processes. Therefore, the relative occurrence of messages
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in the time dimension is determined by the order in which they are performed
in processes. The qualitative and metric temporal relationships between then
can each express certain binary constraint satisfaction problems (CSP) [21] or
networks of binary constraints.
Deﬁnition 2.3 A network of binary constraints [21] is deﬁned as a set X of
n variables {x1, x2, . . . , xn}, a domain Di of possible values for each variable,
and binary constraints between variables. A binary constraint Cij , between
variables xi and xj , is a subset Cij ⊆ Di ×Dj. For networks built on Allen’s
framework, it is required that (xj , xi) ∈ Cji ⇐⇒ (xi, xj) ∈ Cij. An instan-
tiation of the variables in X is an n-tuple (X1, X2, . . . , Xn), representing the
assignment of Xi ∈ Di to xi. A consistent instantiation of a network is an
instantiation of the variables such that the constraints between variables are
satisﬁed. A network is inconsistent if no consistent instantiation exists.
The qualitative temporal relationships constitute a constraint network
where each variable represents a temporal interval and the constraints rep-
resent the qualitative temporal knowledge in terms of Allen’s framework [1].
The metric temporal relationships constitute a constraint network where each
variable represents a time point and the constraints represent the metric tem-
poral knowledge in terms of the temporal distance that may be bounded from
above and below. The visual order of a basic time labeled MSC can be trans-
lated into these constraints networks that can be combined and solved, pro-
viding the actual temporal behavior of the MSC. The next sections present
the qualitative and the metric temporal interpretations in terms of constraint
networks, and the combined qualitative and metric interpretation.
3 The Qualitative Temporal Interpretation
The qualitative temporal interpretation represents the temporal knowledge in
terms of Allen’s framework [1].
Deﬁnition 3.1 Let I be the set of all mutually exclusive basic relations
{b, bi,m,mi, o, oi, s, si, d, di, f, fi, eq}, where b stands for before, bi for after,
m for meets, mi for met-by, o for overlaps, oi for overlapped-by, s for starts,
si for started-by, d for during, di for contains, f for ﬁnishes, fi for ﬁnished-by,
and eq for equals. The relation between two time intervals is any subset of I,
representing a disjunction of the basic relations. The disjunction of all basic
relations is denoted by  and the empty relation is denoted by ⊥.
Allen’s framework constitutes an algebra: the Allen’s interval algebra.
The algebra is based on the notion of relations between pairs of intervals.
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Under the I-interpretation, we can express the basic relations in terms of
endpoint relations. For example, the relation X overlaps Y is equivalent to
x− < y−, x− < y+, x+ > y−, x+ < y+. Allen’s Interval Algebra IA is the
algebra with underlying set 2I (the power set of I), unary operator converse,
binary operator intersection and binary operator composition. The intersec-
tion can be expressed as the set-theoretic intersection of the sets of basic
relations. The composition is the union of the component-wise composition
of the basic relations. Allen provides a composition table for the basic rela-
tions [1]. We can write {d, o, s} to denote the disjunction of basic relations
d, o and s. Therefore, {d, o} ⊂ {d, o, s}. Also, if X and Y are intervals and
X{d, o, s}Y , then Y {di, oi, si}X.
In the visual order of a time labeled MSC, we can deﬁne the following
fundamental patterns of qualitative relationships between a message interval
and a process interval, depicted in Figure 3. In the ﬁgure, the symbol ’∗’
denotes any process, the symbol ’1’ denotes the process of reference (”this
process”), the symbol ’ia’ denotes the label of the message (message interval),
and the symbol ’ip’ denotes the label of the next process event in the process
of reference (process interval) 5 .
Deﬁnition 3.2 In the visual order of every basic labeled MSC there are two
patterns of qualitative relationships between message and process intervals,
and four patterns of qualitative relationships between process intervals, de-
5 In this paper, we simplify the patterns with respect to the approach taken in [23]. This
is possible due to the introduction of bottom events in the time labeled MSC.
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picted in Figure 3. A fundamental reasonable assumption is that a sending
event is a controlled event in a process, which is only issued when a preceding
event has occurred [3]. As a consequence, the visual order is not supposed to
be guaranteed between pairs of receiving events, since they are not controlled
events in a process, i.e. they may happen in any order.
The essence of the behavior representation in an MSC are messages, there-
fore we are primarily interested in the relative positions of messages intervals
with respect to process intervals [23]. We proceed with the interpretation as
follows: we ﬁx the position of the process interval and vary the relative position
of the message interval with respect to the process interval. The interpretation
of the relationship between two process intervals is straightforward. Obviously,
the mutual positions shall respect the patterns’ conﬁgurations. The compari-
son of the resulting mutual positions between the intervals with Allen’s basic
interval relations of Figure 1b gives the interval relations. Let ia be the mes-
sage interval delimited by the sending and the receiving events of message a,
and let ip be the process interval delimited by events of the next process event
p. It is easy to see that:
• Pattern 1. The message interval ia meets the process interval ip, i.e.,
ia {m} ip.
• Pattern 2. The message interval ia starts, or equals, or is-started-by the
process interval ip, i.e., ia {s, si, eq} ip.
• Patterns 3, 4, and 5. The process interval ip11 meets the process interval
ip12, i.e., ip11 {m} ip12.
• Pattern 6. The relationship between process intervals ip11 and ip12 present
unknown temporal information, i.e. they may convey any interval relation,
or ip11 ip12.
The set of message and process intervals from a labeled MSC, and the
binary relations between each pair of them, constitute a binary constraint
network where the nodes are messages or process intervals and the edges are
the interval relations corresponding to the basic pattern with which the mes-
sage and process intervals match. We call this network the Qualitative Interval
Calculus Network (QICN). Figure 4 illustrates the derivation of a QICN from
the time labeled MSC of Figure 2, where ia, ib and ic, denote the message
intervals to the messages a, b and c, respectively; and ip11, ip12, ip21, ip22,
ip31 and ip32 denote the process intervals to the next process events p11,
p12, p21, p22, p31 and p32 of processes P1, P2 and P3, respectively. Walk-
ing through all pairs of relations in the visual order of the MSC, we derive
the following interval relations in the resulting QICN: ia {m} ip11 (pattern 1),
ia {s, si, eq} ip21 (pattern 2), ip21 {m} ip22 (pattern 5), ib {s, si, eq} ip22 (pat-
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Fig. 4. The resulting QICN
tern 2), ib {m} ip31 (pattern 1), ip31 {m} ip32 (pattern 3), ic {s, si, eq} ip32
(pattern 2), ic {m} ip12 (pattern 1), and ip11 ip12 (pattern 6).
Let us deﬁne the Interval Algebra Network (IA network) [31]. An IA
network is a network of binary constraints where the variables represent time
intervals and the binary constraints between variables are represented implic-
itly by disjunctions of the basic relations.
Proposition 3.3 The QICN derived from a time labeled MSC is an IA net-
work.
Proof. Let M and N denote the sets of message intervals and process inter-
vals, respectively. Deﬁnition 2.2 states that their elements are time intervals.
The QICN is a set of variables {x1, x2, . . . , xn} with possible values taken from
the domain D = M ∪N , that is, the values of the xi are time intervals. The
relations between the QICN variables are disjunctions of basic relations, since
the derivation process of the QICN relations is carried out in accordance with
the basic patterns, delivering interval relations. Consequently, the QICN is
an IA network. 
The fundamental reasoning problems in an IA network are [30]: ﬁnd a
scenario that is consistent with the information provided, and ﬁnd the feasible
relations between all pairs of intervals. We are interested in ﬁnding the feasible
relations between all pairs of intervals mostly, that is, in ﬁnding the deductive
consequences of the qualitative temporal knowledge represented in an MSC.
Deﬁnition 3.4 A basic relation r ∈ W is feasible with respect to a network
W if and only if there exists a consistent instantiation of the network where r
is satisﬁed [30]. Given an IA network W , the set of feasible relations between
two variables xi and xj in the network is the set consisting of all and only the
r ∈W that are feasible. The minimal network representation w, of a network
W , is the network for which wij is the set of feasible relations between variables
xi and xj in W , for every i, j = 1, . . . , n. Determining the feasible relations in
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W can be viewed as determining the deductive consequences of the qualitative
temporal knowledge.
Constraint satisfaction techniques are used to solve the reasoning problem.
For the IA network, ﬁnding a consistent scenario and ﬁnding the feasible re-
lations are NP-complete problems and intractable in the worst case [30] [31].
In fact, Allen’s algorithm [1] is an approximation solution for the network in
the full algebra (IA Algebra). Subsequent research has focused on designing
more eﬃcient algorithms or identifying tractable special cases of the full al-
gebra for which there are exact solutions [9] [16] [31], to mention just a few.
The full IA algebra contains 213 = 8192 possible relations between intervals.
Subclasses of the IA algebra are obtained by considering their subsets giving
28192 subclasses. In many applications the full algebra is not necessary and
restricted classes of interval algebras have an exact solution to the temporal
network 6 .
In [23] we deﬁned the subalgebra SAICN that meets all the requirements
for the QICN binary constraints. We proved that SAICN ⊂ SAC ⊂ IA, where
SAC is the Continuous Pointizable Interval Algebra [31], and also proved that
the SAICN is a tractable special case of the IA algebra. Hence, the ﬁnding of
the feasible relations between all pairs of intervals of the QICN is exact and
solved by any path consistency algorithm (for example, [16]), which usually
requires polynomial O(n2) time (n is the number of intervals).
The Qualitative Interval Calculus Network (QICN) is formally deﬁned as
follows:
Deﬁnition 3.5 Let IAQICN ⊂ IA be the subset of relations {{m}, {s, si, eq},
} which are allowed to occur in the translation of a time labeled MSC into
a QICN. Let the subalgebra SAQICN be the least subalgebra of IA con-
taining IAQICN, which is closed under operators converse, intersection and
composition. Since SAICN is the least subalgebra of IA containing IAICN =
{{m}, {mi}, {s, si, eq}, {f, fi, eq}} [23], and IAQICN ⊂ IAICN, SAQICN is
also a tractable special case of the IA algebra.
Let V be the set of intervals. Let LV be the set of interval labels. Let R be
the set of the interval relations of IAQICN. Let LR be the set of QICN interval
relation labels, whose members denote the interval relations of IAQICN. The
QICN is a binary constraint network deﬁned by:
• A set M of message intervals and a set N of next process event intervals
that partition the set V .
• A bijective mapping h : M → N between message and next process event
6 The approach taken in [22] was intractable, since we worked in the full algebra.
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intervals.
• A mapping z : V → LV that labels each interval.
• A mapping r : V × V → LR that labels each relation between intervals. r
is called an interval relation.
• If there is an interval relation between two nodes with a particular set of
relations, its converse interval relation is the set whose elements are the
converse of each element from the former set.
The appendix depicts the underlying set of the subalgebra SAQICN, con-
taining all possible relations that may occur in the solutions of QICN networks.
4 The Metric Temporal Interpretation
The metric temporal interpretation represents the temporal knowledge in
terms of the temporal distance between time points that may be bounded
from above and below. It constitutes a metric temporal network and, conse-
quently, a metric temporal constraint satisfaction problem deﬁned as follows
[8]:
Deﬁnition 4.1 A network of binary metric temporal constraints consists of
a set of variables {x1, x2, . . . , xn} and a set of unary and binary constraints.
A unary constraint Ti restricts the domain of variable xi to the given set of
metric time intervals {I1, . . . , Ik} = {[a1, b1]}, . . . , [ak, bk]}, representing the
disjunction (a1 ≤ xi ≤ b1) ∨ . . . ∨ (ak ≤ xi ≤ bk). A binary constraint Tij
constrains the permissible values for the distance xj − xi, representing the
disjunction (a1 ≤ xj − xi ≤ b1) ∨ . . . ∨ (ak ≤ xj − xi ≤ bk). The network can
be represented by a directed constraint graph, where nodes represent variables
and an edge i → j indicates that the constraint Tij is speciﬁed between xi
and xj ; it is labeled by the interval set. Each input constraint Tij implies an
equivalent constraint Tji. We may treat each unary constraint Ti as a binary
constraint T0i relative to a special time point x0 representing the ”beginning
of the time”, assuming x0 = 0 for simplicity.
A tuple x = (a1, . . . , an) is called a solution if the assignment (x1 =
a1, . . . , xn = an) does not violate any constraint. A value v is a feasible value
for a variable xi if there exists a solution in which xi = v. The set of all fea-
sible values of a variable is called the minimal domain. A minimal constraint
Tij between xi and xj is the set of all feasible values for xj − xi. A network
is called the minimal network if and only if its domains and constraints are
minimal.
The ﬁrst problem is to determine the consistency of a metric constraint
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network. If it is consistent, the interesting problems to be solved are [8]:
• What are the possible times at which xi could occur? In other words, what
is the minimal domain of xi?
• What are all the possible relationships between xi and xj? In other words,
what is the minimal constraint between xi and xj?
It is known that the solutions for these problems are NP-hard [8]. However,
the basic time labeled MSC does not represent metric temporal constraints as
disjunctions, but single metric intervals between events. A network of binary
metric temporal constraints in which all the constraints specify a single metric
interval is called a simple temporal problem (STP) in the literature.
Deﬁnition 4.2 A simple temporal problem [8] is a network of binary metric
temporal constraints in which each edge i→ j is labeled by a single metric in-
terval [aij , bij ] that represents the constraint aij ≤ xj−xi ≤ bij . Alternatively,
the constraint can be expressed as the pair: xj − xi ≤ bij , and xi− xj ≤ −aij .
An STP can be associated with a directed edge-weighted graph Gd = (V,Ed),
called a distance graph, where each edge i→ j ∈ Ed is labeled by a weight aij
representing the linear inequality xj − xi ≤ aij .
An important theorem is that an STP T is consistent if and only if its
distance graph Gd has no negative cycles [17]. Another important result is
the theorem:
Theorem 4.3 Let Gd be the distance graph of a consistent STP, T . The
equivalent STP, M , deﬁned by ∀i, jMij = {[−dji, dij]}, is the minimal network
representation of T , and the set of feasible values for variable Xi is [di0, d0i].
This new network M is called the d-graph of Gd, where each edge i → j is
labeled by the shortest-path length dij in Gd. The d-graph corresponds to a
more explicit representation of the STP.
Proof. See [8]. 
The d-graph of an STP can be constructed by applying Floyd-Warshall’s
all-pairs-shortest-paths algorithm [7] to the distance-graph of an STP
[8]. Since the algorithm has time O(n3), where n is the number of variables,
and detects negative cycles, it constitutes a polynomial time algorithm for
determining the consistency of an STP, and for computing both the minimal
domains and the minimal network, according to theorem 4.3. The assembling
of a solution, i.e. the assembling of the minimal domains and the minimal
network, requires only O(n2) time [8]. Therefore, ﬁnding a solution runs on
O(n3) time.
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The visual order graph of a basic time labeled MSC with only their metric
time labels is abstracted into a metric constraint graph in which the variables
are the events of the corresponding MSC. Metric temporal relationships are
denoted by the metric time labels. We deﬁne the Metric Interval Calculus
Network (MICN) that allows the reasoning about the metric temporal infor-
mation conveyed in a basic time labeled MSC.
Deﬁnition 4.4 The Metric Interval Calculus Network (MICN) is a directed
edge-weighted graph MICN = (V,Em), which has the same node set and
node labels of the visual order graph of the corresponding basic time labeled
MSC 7 , and edges i → j labeled by a weight wij, representing the linear
inequalities 8 Xj −Xi ≤ wij or Xj −Xi < wij . Consequently, it is a distance
graph. Note that if a metric constraint between two nodes is bounded from
above and below, there are two edges connecting these nodes representing the
constraint aij ≤ Xj−Xi ≤ bij , that can be expressed as the pair of inequalities:
Xj −Xi ≤ bij and Xi −Xj ≤ −aij .
Proposition 4.5 The MICN can be solved in polynomial time for consis-
tency and the ﬁndings of minimal domains and the minimal network.
Proof. Trivial. Since, by deﬁnition 4.4, the MICN is a distance graph,
we can derive a d-graph from it by applying Floyd-Warshall’s all-pairs-
shortest-paths algorithm that runs in time O(n3). The d-graph allows the
computing of minimal domains and the minimal network in time O(n2) [8].
Therefore, ﬁnding a solution requires O(n3) time. 
5 The Combined Interpretation
Our goal is to provide a general framework that combines both temporal inter-
pretations. Kautz and Ladkin [15] showed how metric and qualitative (Allen-
style) temporal constraint networks can be integrated into a constraint-based
reasoning system. Let LQ be the language that expresses qualitative temporal
formulas and LM be the one that expresses metric temporal formulas. They
demonstrated that the language LQ∪LM constitutes a practical temporal lan-
guage that expresses both temporal representations. The below-presented al-
7 Typically, there is no practical interest in the assignment of metric time intervals between
a sending or a receiving event and the bottom event that lie on the same process.
8 In fact, [8] proved that the Floyd-Warshall’s algorithm ﬁnds d-graphs for a network with
inequalities of the form Xj − Xi ≤ wij . As we will see in the next section, we adopt the
Kautz and Ladkin’s approach [15] that modiﬁes the algorithm to also handle the strict
inequality.
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gorithm combined-metric-allen shows a constraint satisfaction algorithm
for the union of the two languages. They proved the soundness of the algorithm
and also proved that it terminates in O(n2(e+n3)) time, where n is the num-
ber of intervals that appear in both networks (QICN and MICN), and e is the
time required to compute the QICN. Most important, they also proved that if
the qualitative network (Allen’s network) is pointizable the algorithm iterates
in no more than two times. As showed above, we proved elsewhere [23] that
the QICN is (continuous) pointizable. Therefore the solution of the temporal
problems for the union of both networks inherits this important performance
property. The method adopted by [15] is to separately solve each network,
derive new Allen constraints from the metric network, add these constraints
to the qualitative network, derive new metric constraints from the qualitative
network, add these constraints to the metric network, and repeat this process
until no new statements can be derived. The queries about temporal properties
are answered by examining the adequate network. Kautz and Ladkin present
the optimal translations between LQ and LM , and a complexity analysis of the
combined inference algorithm. They proved that their algorithm metric-to-
allen, that translates LM to LQ, is sound and runs in O(n
3) time, where n
is the number of intervals of the quantitative network. They also proved that
their algorithm allen-to-metric, that translates LQ to LM , is sound and
runs in O(e+n2) time, where e is the time needed to solve the qualitative net-
work and n is the number of intervals of the qualitative network. 9 To handle
strict inequalities, Floyd-Warshall’s all-pairs-shortest-paths algorithm is
appropriately modiﬁed.
combined-metric-allen(M,A) =
input: simple metric network M and simple Allen network A
output: networks M
′
, A′ implied by M ∪A
repeat
A′ := metric-to-allen(M) ∪A
M
′
:= allen-to-metric(A′) ∪M
M := M ′; A := A′
until A = A′ and M = M ′
return M ′, A′
end combined-metric-allen
9 Due to space limitations, we will not reproduce both algorithms. They can be found in
[15].
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6 Simple experiments
We will present two simple working experiments. Kautz’ Metric/Allen Time
System - MATS [14], a Common Lisp program based on the theory described
in [15], solves the reasoning problems of combined temporal constraint net-
works. The original code, written in an old version of Common Lisp, has
been adequately updated to ANSI Common Lisp by the author of this paper
and used to run all the examples described below. The appendix depicts the
Experiment 1.2 code submitted to MATS.
Qualitative constraints are entered in MATS by the following Lisp form:
(asserta INTERVAL1 ALLEN-RELATION INTERVAL2), where INTERVAL1 and
INTERVAL2 are time intervals constrained by an ALLEN-RELATION (a basic
relation or a disjunction of basic relations). Metric constraints take the form
of diﬀerence inequalities on point forms. A point form is the function left or
right followed by the name of the interval, representing the pair of time points
of an interval. A metric constraint is entered by the following form: (assertm
INEQUALITY-FORM). INEQUALITY-FORM may be one of the three forms of an
inequality: the upper and lower bounds for a time point, a diﬀerence between
two time points or a duration of an interval. The constraint propagation is
realized by the function reduce and there is a rich set of functions to query the
temporal data base, displaying information about the qualitative and metric
networks.
Experiment 1: the MSC of Figure 1. First, we obtain the partial order of
the MSC (depicted in Figure 2). After, we obtain the resulting QICN (ﬁgure
4) and the resulting MICN. An automatic tool based on the formal deﬁnitions
provided can directly handle these transformations.
Experiment 1.1. Solving only the QICN, not taking the metric information
into consideration. This is the typical problem solved by the above-mentioned
tools and the focus of [22] and [23]. The solution shows the following qualita-
tive relations between messages a, b and c: R1 is ia {di, ﬁ, b, m, o} ib; R2 is
ia {di, ﬁ, b, m, o} ic; R3 is ib {b} ic. For the sake of simplicity, let !message
denote a sending event of a message in a process and ?message denote a re-
ceiving event of a message in a process. The visual order of the MSC requires
that: ?a < ?c, !a < !b and ?b < !c. Expressing the interval relations in terms
of endpoint relations, the interval relations R1 and R3 guarantee !a < !b
and ?b < !c, respectively. However, interval relation R2 does not guarantee
?a < ?c. In fact, the basic interval relation di ∈ R2 says that ?c < ?a, which
contradicts the intended behavior expressed in the visual order.
Experiment 1.2. Solving the combined QICN and MICN and considering
the metric information. The solution now shows the following qualitative
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relations between messages a, b and c: R1 is ia {di} ib; R2 is ia {di, ﬁ, m, o}
ic; R3 is ib {b} ic. The metric inequalities show: duration(c) > 0, 3 ≤ !c ≤ 4,
and 3 < ?c < ∞. A manual inspection, working with all the combination
of the mutual interval positions in a time scale, demonstrates the correctness
of the solution. The interval relation R2 does not yet guarantee ?a < ?c,
because di ∈ R2, but R1 and R2 have diﬀerent values w.r.t. Experiment 1.1.
This result demonstrates the eﬀective mutual inﬂuence of both networks, and
opens a richer scope for the scenario behavior analysis.
Experiment 1.3. Solving the combined QICN and MICN and considering
the following modiﬁcations in the metric information of the MSC of Figure 1:
a duration of message a with strictly 4 time units and a duration of message
c with [1, 2] time units as lower and upper bounds, respectively. The solution
shows the following qualitative relations between messages a, b and c: R1 is
ia {di} ib; R2 is ia {ﬁ, m, o} ic; R3 is ib {b } ic. The metric inequalities show:
1 ≤ duration(c) ≤ 2, 3 ≤ !c ≤ 4, and 4 < ?c < 6. Now, the interval relation
R2 guarantees ?a < ?c , stating that these particular timing assignments do
not contradict the intended behavior expressed in the visual order.
Experiment 2. Another example is taken from [29], modiﬁed to carry
metric time information. Figure 7(a) depicts an MSC that speciﬁes the gen-
eral intended behavior for a simple system that controls employees entering
a secure building. We assume that the Door, the Security System and the
Camera are autonomous systems, and the communication between them is
asynchronous. Figure 7(b) shows the correspondent partial order, without the
event labels for the sake of space economy, and Figure 7(c) shows the resulting
QICN.
Experiment 2.1. Solving only the QICN, not taking the metric information
into consideration. The solution shows interesting relations: istartRecording
{di, ﬁ, b, m, o} iunlock, and istopRecording {d, f, bi, mi, oi} istartRecord-
ing. The interval relation istartRecording {di} iunlock does not guarantee
that the camera records when an employee enters the building (the reception
of the unlock message occurs before the reception of the startRecording mes-
sage). The interval relation istopRecording {d} istartRecording says that the
Camera stops recording before it starts recording. This may show a ﬂaw in
the speciﬁcation.
Experiment 2.2. Solving the combined QICN and MICN and considering
the metric information. Now, the solution states: istartRecording {di, ﬁ, m,
o} iunlock, and istopRecording {bi} istartRecording. The metric inequalities
show: −2 ≤ ?istartRecording − ?iunlock ≤ 1, and 2 < ?istopRecording −
?istartRecording < ∞. Though this behavior is more realistic because the
camera stops the recording after it started recording (the duration of the
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Fig. 5. A simple secure building control MSC, its visual order and QICN
recording is greater than 2 time units), it does not guarantee that the camera
starts the recording when an employee enters the building (the reception of
the startRecording message may occur 1 unit of time after the reception of the
unlock message).
Experiment 2.3. Solving the combined QICN and MICN and considering
the duration of process interval id2 with [10, 12] time units as lower and upper
bounds, respectively. The qualitative relations have the same values as in
Experiment 2.2. The metric inequalities show: −2 ≤ ?istartRecording −
?iunlock ≤ 1, and 12 ≤ ?istopRecording − ?istartRecording ≤ 20. This
behavior says that the duration of the recording is within the range [12 . . . 20]
time units, but still does not guarantee that the camera starts the recording
when an employee enters the building. The continuation of this result suggests
a ﬂaw in the speciﬁcation.
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7 Conclusions
In this paper, we have presented a framework to formally verify the behav-
ior of computer systems partially described by MSCs in early moments of
their development, where traditional veriﬁcation and validation tools work
under great diﬃculties. Our approach focused on the temporal properties of
simple MSCs that carry timing assignments, providing an interpretation that
integrates both qualitative and quantitative (metric) temporal information in
a unique framework, contrary to the majority of approaches that separates
both dimensions and their analyses, not considering their intertwined nature.
The veriﬁcation task is placed in the requirements viewpoint where important
design decisions have not been made yet. Based on the veriﬁcation results,
computer engineers have an opportunity to catch speciﬁcation faults early in
the project and a rich set of actual behavior scenarios to be considered in the
design decisions. We proved that the the veriﬁcation task - both qualitative
and metric - is exact and is carried out in polynomial time. The interpretation
lays the foundation of an automated veriﬁcation tool.
Currently, we are working on two goals: (1) an extension to the deﬁnition
of the time labeled MSC to handle a richer set of requirements deﬁned in [13];
(2) the managing of time labeled MSC composition (multiple MSCs) through
High-Level MSCs [13], used to describe more complex behaviors.
Acknowledgments. Thanks to Henry Kautz for making the MATS code avail-
able [14] used in the experiments of this paper, and for allowing the changes
in it.
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Appendix
Follows a fragment of the code used to enter the QICN and the MICN
constraint forms of Experiment 1.2 (Common Lisp code).
;; This section defines the QICN forms common to
;; Experiments 1.1, 1.2 and 1.3.
(asserta ia m ip11)
(asserta ia (s si =) ip21)
(asserta ip21 m ip22)
(asserta ib (s si =) ip22)
(asserta ib m ip31)
(asserta ip31 m ip32)
(asserta ic (s si =) ip32)
(asserta ic m ip12)
(asserta ip11 any ip12) ; ’any’ means all the basic relations
;; This section defines the MICN forms of Experiment 1.2
;; Time of reference. t0 is the ’beginning of the time’.
(assertm 0 <= right t0 <= 0)
;; The time starts ’running’ at the sending of message ’a’.
(asserta t0 m ia)
;; MICN forms
(assertm 4 <= duration ia <= 5)
(assertm 1 <= duration ip21 <= 1)
(assertm 1 <= duration ib <= 2)
(assertm 1 <= duration ip31 <= 1)
Follows the underlying set of subalgebra SAQICN generated by the aclose
tool [26], which contains all possible relations that occur in the binary con-
straints of solved QICN networks.
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{⊥, {eq}, {b}, {bi}, {d}, {di}, {o}, {oi}, {m}, {mi}, {s}, {si}, {f }, {ﬁ},
{b, o, m}, {bi, oi, mi}, {d, o, s}, {di, oi, si}, {b, d, o, m, s}, {bi, di, oi, mi,
si}, {eq, s, si}, {d, oi, f }, {di, o, ﬁ}, {bi, d, oi, mi, f }, {b, di, o, m, ﬁ}, {eq,
f, ﬁ}, {eq, d, di, o, oi, s, si, f, ﬁ}, {eq, b, d, di, o, oi, m, s, si, f, ﬁ}, {eq, bi, d,
di, o, oi, mi, s, si, f, ﬁ}, }.
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