Abstract. We study a model for combustion on a boundary. Specifically, we study certain generalized solutions of the equation
Introduction
In this paper we study solutions to an equation that models a boundary reaction. This boundary reaction differs from an interior reaction for combustion which has the mathematical model (1.1) ∂ t u − ∆u = χ {u>0} .
The authors in [7] study traveling waves of (1.1) by studying the stationary equation
The equation (1.2) bears a strong resemblence to the obstacle problem which differs from (1.2) by having a positive sign on the left handside. As noted in [7] the negative sign changes the equation to an unstable problem which results in significant differences.
To formulate the fractional/thin unstable obstacle problem we first fix a bounded domain U in R N . The solution should be of the form
where the fractional Laplacian is defined through the spectral decomposition with zero dirichlet boundary data. One of the main difficulties in studying the fractional Laplacian is the nonlocal nature of the operator. By using an extension, we localize the problem and formulate an even more general problem than (1.3) . By adding an extra variable, the fractional Laplacian in R N can be localized by viewing (−∆) s as a Dirichlet to Neumann boundary map (see [4] ). For a bounded domain the extension is given as follows [9] : Let f be a function on U with f ≡ 0 on ∂U and n = N + 1. We consider the domain U × R + , and write (x ′ , x n ) ∈ R n with x ′ ∈ R n−1 and x n ∈ R. Let F solve div(x a n ∇F (x ′ , x n )) = 0 in U × R
where c N,a is a negative constant depending on dimension N = n − 1 and a, were s and a are related by 2s = 1 − a.
In [2] the first author studied the two-phase fractional obstacle problem which studies minimizers of the functional (1.4)
where Ω ⊂ R n , (x ′ , x n ) ∈ R n−1 × R are the variables in R n and Ω ′ := Ω ∩ (R n−1 × {0}). It is assumed that λ ± ≥ 0, and v + , v − represent the positive and negative parts of v. To formulate the thin or fractional unstable obstacle problem we fix a bounded smooth domain in R n We study minimizers of
with λ ± ≥ 0. The minimization occurs over the class of functions H 1 (a, Ω + ) (as defined in Section 1.1) with fixed boundary values on ∂Ω ∩ {x n > 0}.
This next propostion illustrates how minimizing (1.5) is always a "two-phase" problem even if λ + = 0 or λ − = 0. 
The first term only depends on the values of v on ∂Ω, and the last term is zero. Therefore, it is clear that J a (w, λ + − c(1 − a), λ − + c(1 − a)) = J a (v, λ + , λ − ) + C where C is a constant depending on the values of v on ∂Ω.
Because of Proposition 1.1 for most of the paper (until Sections 5 and 6) we study minimizers of the energy functional
where (x ′ , x n ) ∈ R n with x ′ ∈ R n−1 and x n ∈ R. It follows from first variation (see Proposition 2.10) that minimizers are solutions to (1.7)
If u is a minimizer to (1.6), then
From Theorem 2.11, a minimizer u will be Hölder continuous on the thin space R n−1 × {0}, and so it will be clear that (1.8) will follow from (1.6) whenever u(x ′ , 0) > 0 or u(x ′ , 0) < 0. From Proposition 3.1, the free boundary {u(·, 0) = 0} will have H n−1 measure zero, so that (1.8) will hold almost everywhere. If u(x ′ ) is a solution to (1.3) in U , then we add an extra variable x n so that
Solutions to (1.9) can be found by minimizing
By adding a constant one may take c = 0 in (1.9). As has already been explained, one may add c 1 x 1−a n to change the multiplicative constant in (1.9). Thus, a more general problem than considering solutions to (1.3) is to consider solutions to (1.6).
A further result for minimizers is Proposition 3.5, which gives a nondegeneracy growth condition away from the free boundary. Most of the results in this paper only require a function satisfying (1.7) and the nondegeneracy condition of Proposition 3.5.
The weight x a n was introduced in [4] to study local properties of equations involving the fractional Laplacian. The variable a = 1 − 2s where (−∆) s is the fractional Laplacian of order 0 < s < 1. The resemblance between (1.3) and (1.2) gives a mathematical justification for considering minimizers of (1.6) as solutions to the "fractional unstable obstacle problem". There is also justification in the applications. When a = 0 minimizers of (1.3) model temperature control on the boundary. When the sign is negative this corresponds to a reversal of temperature control. In this case more heat is injected when the temperature rises on the boundary. This corresponds to a boundary reaction.
Just as solutions to the unstable obstacle problem have different properties than the solutions of the obstacle problem ( [7] ), minimizers of (1.6) behave differently than minimizers of (1.3). The greatest difference is the nonseparation of the two phases. One of the main results in [2] is the separation of the free boundaries Γ + ∩ Γ − = ∅ when a ≥ 0. (See Section 1.1 for a definition of the free boundaries.) In stark contrast minimizers of (1.6) are such that Γ + = Γ − , see Theorem 3.4. Solutions to (1.3) also have some differences from solutions to (1.2). When a = 0 solutions always achieve the optimal regularity C 0,1−a for a > 0 and C 1,−a for a < 0. For a = 0 solutions may not have the expected Lipschitz regularity whereas minimizers are always C 1,1 for the unstable obstacle problem.
When s > 1/2 (a < 0), solutions to (1.7) are C 1,−a , and so from the implicit function theorem the free boundary is a C 1,−a manifold wherever the gradient is nonzero. In Section 4 we give our first main result where we prove Theorem 4.6 which gives an upper bound for the Hausdorff dimension of the points of the free boundary where the gradient vanishes. When s ≤ 1/2 (a ≥ 0) the study of the free boundary becomes more difficult because minimizers are not differentiable and have Hölder growth away from the free boundary. In Sections 5 and 6 we give our second main result which shows that certain symmetric solutions are stable for s ≤ 1/2, but fail to be stable for s > 1/2 and hence are not minimizers of the functional.
The outline of the paper is as follows • In Subsection 1.1 we establish the notation to be used throughout the paper.
• In Section 2 we discuss existence, regularity, and first variation of minimizers.
• In Section 3 we prove topological properties of the free boundary. We also study a class of limiting solutions called "blow-up" solutions which are often useful in the study of free boundary problems.
• In Section 4 we prove an upper bound for the Hausdorff dimension of the singular set of the free boundary.
• In Section 5 we give a second variational formulation and show certain solutions with singular points are stable for s ≤ 1/2.
• In Section 6 we show that certain symmetric solutions with singular points are not minimizers for s > 1/2. We also end with a discussion of future directions.
1.1. Notation. The notation for this paper will be as follows. Throughout the paper 2s = 1 − a and −1 < a < 1. (x ′ , x n ) ∈ R n with x ′ ∈ R n−1 and x n ∈ R. Ω will always be a smooth bounded domain that is even with respect to the x n variable.
•
± denote the positive and negative parts of x, respectively, so
We denote the free boundary as Γ = Γ + ∪ Γ − where Γ + := ∂{u( · , 0) > 0} and
Preliminaries
In this section we start by proving existence of minimizers to our functional (1.6). To prove existence we state two notions of trace. The compactness of these trace operators is discussed in [2] . There exist two compact operators
As a consequence of Proposition 2.1 we obtain the existence of minimizers.
Proof. By the boundedness of the trace operator in Proposition 2.1
where C 1 is a constant depending on n, s, the domain Ω and the values of v on ∂Ω.
Also from Hölder's inequality,
Since J is bounded by below, the existence of a minimizer follows from the usual methods of calculus of variations by noting that K is a closed convex set and using the trace theorem from Proposition 2.1.
Our functional J satisfies the following rescaling property.
Although the negative sign creates significant differences between minimizers of (1.4) and (1.6) some initial properties of solutions are the same. This subsection contains preliminary results and proofs that are very similar to those contained in [2] . When necessary a modified proof is provided. Such is the case in proving the nondegeneracy results.
Proposition 2.4. Let u 1 , u 2 be minimizers of (1.6) in Ω with u 1 ≤ u 2 on ∂Ω + ∩ {x n > 0}. Then w 1 := min{u 1 , u 2 } and w 2 := max{u 1 , u 2 } are minimizers of (1.6) subject to their respective boundary conditions Corollary 2.5. There exists a sup minimizer u such that u ≥ v for all minimizers v satisfying v ≤ u on ∂Ω + ∩ {x n > 0}. Furthermore, if u = c a constant on ∂B ρ , then u is radially symmetric in the (x, 0) variable, so that u(x, y) = f (|x|, y) and f (r, ·) is nondecreasing in r.
This next proposition will enable us to prove a nondegeneracy result. Proposition 2.6. Let u be a minimizer of (1.6). There exists ǫ > 0 depending on n, s such that if u ≤ ǫ on ∂B
Proof. If u ≤ ǫ, then u ≤ v where v is the sup solution given in Corollary 2.5 with v ≡ ǫ on ∂B 1 . We will show that v(0) < 0 for ǫ small enough. If v(x, 0) ≥ 0, for all x, then
where ǫ(x, y) ≡ ǫ on all of B + 1 (the constant function). Then v ≡ ǫ and J(v) = 0. Now let w be a candidate such that w < 0 in B 1 and w ≡ 0 on ∂B 1 . Notice that
The rescaling property of Proposition 2.3 combined with Proposition 2.6 gives
where C is a constant depending only on dimension n and s.
Remark 2.8. The sup can be taken over ∂B + r ∩ {x n > 0} in Corollary 2.7 since minimizer of (1.6) are solutions to (1.7) (see upcoming Proposotion 2.10) and hence are a-subharmonic and therefore satisfy the maximum principle [5] .
Remark 2.9. The above result gives nondegeneracy in the full domain Ω + . A stronger nondegeneracy result for the thin space Ω ′ is given later in Proposition 3.5.
This next proposition shows the weighted boundary derivative on Ω ′ for u will be constant in a measure theoretic sense whenever u < 0. Proposition 2.10. Let u be a minimizer of (1.6) in Ω. Then for every ψ ∈ C 2 0 (Ω) (2.1)
ψ.
Notice that while we assumed ǫ > 0, we made no assumption on the sign of ψ. Therefore, by substituting φ = −ψ we may conclude equality in the above inequality, and the proof is finished.
The equality (2.1) implies the following regularity result for a = 0 (see [2] ).
Theorem 2.11. Let u be a minimizer with a = 0. If
The interior bounds up to the thin space are given by
where C is a constant depending only on n and a. If
Where C = C(n, α) is a constant depending on dimension n and α.
When a = 0 it was necessary to use that the solutions in [2] were such that u ± are both subharmonic so that the ACF monotonicity formula could be utilized. Notice that minimizers of (1.6) are such that u − is superharmonic. Therefore, we may not expect Lipschitz regularity when a = 0. This next proposition will transfer the Hölder regularity from the thin space to the thick space when a = 0.
Monotonicty formulas are extremely useful in proving that so called "blow-ups" are homogeneous. We write down here a Weiss-type monotonicity formula, whose proof is the same as given in [2] . Proposition 2.12. Let u be a minimizer. Then the functional
is nondecreasing for 0 < r < 1. Furthermore,
so that W is constant on [r 1 , r 2 ] if and only if u is homogeneous of degree 2s = 1 − a on the ring r 1 < |x| < r 2 .
Corollary 2.13. Let u be a minimizer of (1.6) with u(x 0 , 0) = 0. If a = 0 assume that
|u| ≤ Cr for every r < r 0 for some r 0 .
If a < 0 assume that ∇ x u(x 0 ) = 0. Then for any sequence r k → 0, there exists a subsequence such that the rescalings
converge to u 0 which is a minimizer of (1.6) in every compact subset K ⋐ R n and u 0 is homogeneous of degree 2s = 1 − a.
We state here Almgren's frequency formula [3] which we will later use when a = 0. Then u is homogeneous of degree 1 and hence a linear function.
We also have the following convergence result for minimizers.
Proposition 2.16. Let u k be a sequence of minimizers to (1.6) in Ω with
Then there exists a subsequence relabeled u k such that
The Free Boundary
In this section we prove results regarding the topology of the free boundary. We first note that in the proof of Proposition 2.10 if we replace χ {u<0} with χ {u≤0} and χ {u≥0} with χ {u>0} , the integrals remain unchanged which allows us to conclude
It then follows that H n−1 ({u(·, 0) = 0}) = 0. We may then immediately conclude Proposition 3.1. Let u be a minimizer to (1.6). Then {(x, 0) | u(x, 0) = 0} has no interior point in the topology of R n−1 and H n−1 (∂{u(·, 0) > 0}∪∂{u(·, 0) < 0}) = 0.
We
Proposition 3.2. Let u be a minimizer of (1.6) with u(x 0 , 0) = 0 and a = 0 and u not satisfying (2.2) at x 0 . Then
is bounded in H 1 (B 1 ). and every limit solution u 0 as r → 0 is a linear function in the x ′ variable.
Proof. By translation we may assume without loss of generality that x 0 = 0. Define
By the Weiss-type monotonicity formula we have
We claim that T (r) ≤ CS(r) for r < 1
for some constant C depending on x 0 . If the claim is not true then there exists
By the Weiss type monotonicity formula we have
.
Now by C 0,α regularity (Theorem 2.11) and thick nondegeneracy (Corollary 2.7) for r < 1 we have r ≤ CS(r) for some constant C depending on x 0 . Then for r k → 0 each of the right hand terms goes to zero in the above inequality, so
However,
This is a contradiction to the compactness of the trace operator (Proposition 2.1), and so our claim is proven. Then we may rewrite (3.1) as
This proves that u r is bounded in H 1 (B 1
Now we have for any
Since r/S(r) → 0 it follows that ∆u 0 = 0 in B 1 . Since u 0 (0) we utilize Almgren's frequency function to obtain the reverse inequality and conclude that
It follows from Corollary 2.15 that u 0 is homogeneous of degree 1 in all of B 1 , so u 0 is linear. Since u 0 (x ′ , −x n ) = u 0 (x ′ , x n ), it follows that u 0 is independent of x n . Lemma 3.3. Let u be a-harmonic in Ω + . Assume u is homogeneous of degree 1−a and (Ω) so that v is a-harmonic in all of Ω. From [1] , the only aharmonic functions of degree 1 − a are up to multiplicative constant |x n |/x a n which is an odd function. Since v is also even, we conclude v ≡ 0.
This next result shows that the positive and negative phases of minimizers of (1.6) do not separate just as in the local case (1.2) when s = 1. Theorem 3.4. Let u be a minimizer of (1.6). Then
Proof. For this proof we evenly reflect our minimizers across the thin space. We first consider a = 0. Let x 0 ∈ Γ − . By translation we may assume x 0 = 0. Suppose now by way of contradiction that u(x, 0) ≤ 0 in B ′ ρ for ρ > 0. If a < 0 and ∇ x u(0) = 0 we have an immediate contradiction by the C 1,α regularity since 0 is a local max in B ′ 1 . Therefore for a < 0 or a > 0 we may perform a blow-up u r := u(rx) r 1−a and for a subsequence we have u r → u 0 which is homogeneous of degree 1 − a by Corollary 2.13. Since u satisfies (3.3) in B ρ , then u 0 also satisfies (3.3). Lemma 3.3 then implies u 0 = x 1−a n /(1 − a). From Proposition 2.16, we also have that u 0 is a minimizer. But x 1−a n /(1 − a) is not a minimizer since it is nonnegative and hence should be a-harmonic across the thin space. This is a contradiction. Now let 0 ∈ Γ + and suppose u(0) ≥ 0 in B ′ ρ for some ρ > 0. Then by Proposition 2.10,
so that u is a-harmonic in B ρ . Again we perform a blow-up and obtain u 0 (not identically zero) homogeneous of degree 1 − a with
. This is a contradiction because the only a-harmonic functions of degree 1 − a are cx 1−a n , see [1] , which is odd. Now suppose that a = 0. If u satisfies (2.2), then we may proceed as before when a = 0, and perform a blow-up to obtain a homogeneous degree-1 minimizer u 0 . u 0 is not identically zero by Corollary 2.7.
If u(x, 0) ≤ 0 for x ∈ B ′ ρ , then as before we may conclude from Lemma 3.3 that u 0 ≡ c|x n | which is not a minimizer which is a contradiction.
If u(x, 0) ≥ 0 for x ∈ B ′ ρ , then u 0 (x, 0) ≥ 0 for x ∈ B ′ ρ , and since u 0 is a minimizer of (1.6), we have ∆u 0 = 0 in B 1 . Since u 0 is homogeneous of degree 1, then u 0 is linear. u 0 is also even in the y variable, and u 0 (x, 0) ≥ 0. Then u 0 ≡ 0 which is a contradiction since our blow-up was not identically zero.
If u does not satisfy (2.2) at the origin, then we consider the rescalings
From Propostion 3.2 we may pick a subsequence u r → u 0 . Since u 0 is linear, even in x n , and not identically zero, we obtain an immediate contradiction.
We now give a nondegeneracy result for the thin space.
Proposition 3.5. Let u be a minimizer of (1.6) in B R . Assume u(0) = 0. If a = 0 sup
The constant C depends on n, s. If a = 0, then
The constant C depends on dimension n, s and u L 2 (a,BR) .
Proof. We first suppose a = 0. Suppose by way of contradiction that the proposition is not true. Then there exist a sequence of functions u k with r k ≤ 1 such that
We may extract a subsequence from Proposition 2.16 and Proposition 2.3 such that
is such that u r k → u 0 with r k → r 0 with possibly r 0 = 0. We have that u 0 is a minimizer with u 0 (x, 0) ≤ 0 or u 0 (x, 0) ≥ 0 in B ρ for ρ < 1. This contradicts Theorem 3.4.
If a = 0 we apply the same method as above to u r = u(rx)/S(r) and utilize Theorem 3.4 to arrive at a contradiction.
Singular points
We begin this section by defining the singular set. For s > 1/2 (a < 0), solutions to (1.6) are C 1,−a . From the implicit function theorem Γ \ {∇u = 0} is a C 1,−a surfaces of co-dimension 2. For s > 1/2 we define the singular set of u by
We write S when the function u is understood. When s ≤ 1/2 we utilize Lemma 4.1 below which shows there is a unique homogeneous (of degree 2s) solution g(x 1 , x 2 ) to (1.6). Defineǧ(x 1 , x 2 , . . . , x n ) = g(x 1 , x n ). We let S u consist of those points x ∈ Γ such that if u 0 is any blow-up of u at x, then u 0 is a rotation in the first n − 1 variables ofǧ. We now classify the free boundary points in dimension two. These consist of a single point. By taking a blow-up sequence we know that a blow-up is homogeneous of degree 2s = 1 − a. From nondegeneracy, we know that there exist nontrivial positive and negative phases in the blow-up. Since in dimension 2, the thin space is of dimension 1, the free boundary consists of a single point. For a = 0, it has already been shown that the blow-up is a linear function.
Lemma 4.1. Let a = 0 and n = 2. There exists at most one not identically zero and homogeneous of degree 1 − a solution to (1.6).
Proof. Suppose u, v are two solutions. Then either u + v or u − v is a-harmonic. The only a-harmonic functions that are even and homogeneous of degree 1 − a are identically zero [1] . So u ≡ v or u ≡ −v. Proof. If u = r 2s f (θ), then since L a u = 0 for y > 0 we have
By adding or subtracting cy 1−a we may assume f (π/2) = 0. The solution to the above equation is not a solution to (1.7) rather it is a solution to the stable fractional obstacle problem [2] .
In Section 5 we will construct a solution with a singular point at the origin. In [7] it is shown that minimizers with s = 1 have no singular points. For s < 1 it is not clear if the same result is true. However, for s > 1/2 we prove Theorem 4.6 which gives a bound on the Hausdorff dimension of the singular set. To prove Theorem 4.6 we only utilize that minimizers of (1.6) are solutions to (1.7), have a nondegenerate growth at free boundary points, and that blow-ups are homogeneous of degree 1 − a. This matches the result in [7] for s = 1. For s ≤ 1/2, we have Lemma 4.5 which is a partial result for dimension n = 3.
The next two Lemmas are standard in the literature and we omit the proofs. This next Lemma is analogous to [Proposition 9.6 in [6] ]. Lemma 4.3. Let u be a minimizer of (1.6). Assume also u is homogeneous of degree 1 − a in dimension n. Let x 0 ∈ ∂B 1 ∩ Γ. Let u 0 be any blow-up of u at x 0 . If ν is the direction in x 0 , then
for any x ∈ R n and t ∈ R. Then u is a minimizer of (1.6) in B 1 if and only if u is a minimizer of (1.6) in the co-dimension 1 set Π ν ∩ B 1 , where Π ν is any plane orthogonal to the direction ν.
Lemma 4.5. Let n = 3 and s > 1/2, and let u be a minimizer of (1.6) in Ω. For each compact K ⋐ Ω, the singular set K ∩ Γ ∩ {∇ x ′ u = 0} contains at most finitely many points.
Proof. We first assume that s > 1/2. Suppose that the result is not true. Then there exists a sequence of points x k → x 0 with {x k , x 0 } ∈ S. We take a blow-up of u with a fixed center x 0 , and with rescalings r k = |x k − x 0 |. By the C 1,α convergence, we obtain a blow-up u 0 which is homogeneous of degree 2s = 1 − a, and ∂B ′ 1 (0) contains a point ζ ∈ S u0 . We may then take a blow-up of u 0 at ζ to obtain u 00 . Since ∇u 0 (ζ) = 0, u 00 is homogeneous of degree 2s = 1 − a. Furthermore, by Lemmas 4.3 and 4.4, u 00 will be a minimizer in every compact set of the twodimensional plane R × {0} × R. By Lemma 4.2 u 00 is identically zero, but this is a contradiction to the nondegeneracy.
As in [7] , we now employ the standard dimension reduction argument of Federer to prove the following Theorem 4.6. Let u be a minimizer of (1.6) with s > 1/2. The Hausdorff dimension of the singular set of the free boundary S u is less than or equal to n − 3.
Proof. Suppose the s > n − 3, and that H s (S) > 0. By [ [6] , Proposition 11.3] and [ [6] , Lemma 11.5] we may obtain a blow-up u 0 at H s a.e. point of S such that H s (S u0 ) > 0. We may then apply a blow-up at H s a.e. point of S u0 \ {0} to obtain u 00 and H s (S u00 ) > 0. By Lemma 4.3 u 00 is constant in a direction ν orthogonal to the x n+1 direction. Then the restriction of u 00 to a hyperplane Π orthogonal to ν is a minimizer of (1.6) by Lemma 4.4. Also, on Π we have H s−1 (S u00 ) > 0. We then repeat the procedure n − 2 more times to obtain a degree 2s homogeneous functionû in R 3 with H s−(n−3) (S) > 0, which is a contradiction to Lemma 4.5.
Local Minimizers and Stable Solutions
In this section we provide examples of solutions that are local minimizers but not global minimizers. We also discuss examples of solutions that are stable. We prove that for s ≤ 1/2 all solutions are locally stable.
For this section we fix the equation we are studying as well as the functional we are minimizing. For symmetry purposes we will assume λ + = λ − = 1; however, as explained in the introduction, the results for different values of λ can be obtained by adding c 1 u + c 2 x 1−a n . The specific equation we study is
Solutions of this equation can be found by minimizing the functional
We begin this section by computing the second variation as in [7] .
Lemma 5.1. Let n ≥ 2. Let u be a minimizer of (1.5) with λ
Remark 5.2. This formula may seem strange because w is only evaluated on a set of co-dimension 2. However, when −1 < a < 0 sets of Hausdorff dimension n − 2 may have positive capacity, and consequently, w will have a trace on such sets.
Proof. We begin by considering the modified functional
where γ ǫ (u) is an approximation of |u| such that γ ′′ ǫ (u) = 1/ǫ if |u| < ǫ and zero otherwise. Now we label the first variation of E ǫ as
We then have
We can rewrite the second term to obtain
with the last equality coming from the coarea formula which may be utilized since w ≡ 0 in a neighborhood of the origin. Then as ǫ → 0
We now conclude that since u is a minimizer
Although this second variation inequality (5.3) can be computed as in [7] , we cannot utilize this inequality in an elementary manner as in [7] to conclude that the singular set for minimizers is empty. For the blow-up of the solution with singular point (constructed shortly below) our inequality (5.3) scales correctly on both terms so that a scaling argument does not lead to a contradiction. Also, for this blow-up solution, the second term in (5.3) is finite. This was not the case when s = 1 which led to the conclusion that the singular set is empty for minimizers when s = 1.
We now construct solutions which are not global minimizers, but are local minimizers. For simplicity we give our examples when n = 2 which also provide examples in higher dimensions simply by adding variables.
We define
with the function
From the symmetry, it is clear that
The constant c a is then chosen so that u is a solution to (5.1) on B We define a local minimizer at x 0 to be a solution u such that there exists r > 0 such that for every w ∈ C ∞ 0 (B r (x 0 )) E(u) ≤ E(w).
Lemma 5.3. Let s ≤ 1/2. Let u be as constructed above. Then u is stable on B r (x 0 ) for any x 0 ∈ B 1 with B r (x 0 ) ⊂ B 1 .
Proof. Let w ∈ C ∞ 0 (B r \ {0}). As before we compute
Since for s < 1/2, |∇u| → ∞ as we approach the set {u = 0}, for t small enough |∇u + τ tw| = 0. We now show how to rigorously apply the co-area formula. On |u| > δ, the solution u is Lipschitz. Then
So as before we obtain that
For fixed w, as t → 0, |∇u + τ tw| → ∞, so that for fixed w, A t 0 > 0 for any t ≤ t 0 with t 0 depending on w.
Nonminimizing symmetric solutions
If a < 0 and u is a minimizer of the functional, then the second variational formula is
as long as w ∈ H 1 0 (a, B r (x 0 )). We now consider the symmetric solution u constructed in Section 5. We will shortly show that solution u to (5.1) is not a minimizer of (5.2), see Remark 6.2. Even though u is not a minimizer of (5.2), one may verify that u in (5.4) satisfies the nondegeneracy condition (6.2) sup
Indeed, if u did not satisfy (6.2), then if u r = r a−1 u(rx), and if r → 0, then u r → u 0 ≡ 0 in C 1,β for any β < −a. However, one would also have preserved in the limit that lim xn→0 x a n u xn = ±1 depending on the angle θ resulting in a contradiction.
Since (6.2) holds, by letting u r = r a−1 u(rx) and picking a subsequence r k → 0, we have that u r k → u 2 which will be a solution to (5.1) and also homogeneous of degree 1 − a by Proposition 2.12.
Theorem 6.1. Let u 2 be the symmetric solution to (5.1) described above which is homogeneous of degree 1 − a. Then u 2 is not stable at the origin and therefore not a minimizer of (5.2) on any open bounded set containing the origin. Remark 6.2. Since u 2 is not a minimizer of (5.2), it follows that u as defined in (5.4) is also not a minimizer. Indeed, if u is a minimizer, then u r = r a−1 u(rx) would then also be a minimizer, and so in the limit u 2 would also have to be a minimizer.
Proof. We define 
If we rescale by v r (x) = r a v(rx), and let r → 0, then the second term disappears and we obtain v 2 with
Then L a (∂ x1 u 2 − v 2 ) = 0 and homogeneous of degree −a. From the classification of homogeneous solutions [1] , there are no homogeneous solutions of degree −a, we conclude that ∂ x1 u 2 − v 2 ≡ 0. Thus we have determined that
We now construct our test function by defining
We have constructed w so that
Furthermore,
where B(1 + a, 1 − 2a) is the Beta function and a proof of the last inequality is in Lemma 6.4 at the end of the paper. Then The solution u 2 is not the only symmetric solution to (5.1) that is homogeneous and symmetric. We now construct an infinitely family u i for i ≥ 2 and i ∈ Z. Although our construction for u 2 will also be valid for constructing all u i , we choose now a different construction which will be useful later for the comparison principle. We consider the domain U i = {(x 1 , x 2 , x 3 ) ∈ B 1 | x 3 ≥ 0 and 0 < arctan(y/x) < π/i}. We letũ i be the positive minimizer of (5.2) subject to the boundary conditioñ u i = 0 on ∂U i ∩{x 3 > 0}. It is clear that there will be two minimizers ±ũ i . We may now use reflection onũ i and reflect across the plane − sin(π/i)x + cos(π/i)y + 0z and then reflect 2i−1 more times to obtain thatũ i is a solution to (5.1) in B u 2 constructed in this manner is the same as u 2 constructed before because by subtracting the two we obtain a solution to L a that is homogeneous of degree 1 − a and may be reflected evenly across {x 3 = 0} and remain a solution. By the classification of homogeneous solutions in [1] it follows that we obtain the same u 2 . This argument also explains why we may take lim r→0 in (6.4) and not have to worry about taking a subsequence.
Theorem 6.3. Let u i be given by (6.4) . Then u i is not a stable solution, and consequently not a minimizer on any bounded open set containing the origin.
Proof. We note thatũ i ≤ũ 2 on ∂U i ∩ {x 3 > 0}. Then if we reflectũ 2 −ũ i evenly across {x 3 = 0}, then L a (ũ 2 −ũ i ) = 0 in the domain full domainŨ i = {(x 1 , x 2 , x 3 ) ∈ B 1 | 0 < arctan(y/x) < π/i}. Then by the maximum principle we have thatũ 2 ≥ũ i inŨ i . Then in the limit we also have u 2 ≥ u i inŨ i . Therefore, Our problem then reduces to showing that for 0 < x < 1, 1 < 2π sin(πx) 1 B(x,x) . Since B(x, x) > 0, it suffices to show that for 0 < x < 1, B(x, x) < 2π sin(πx) . We will show (6.5) B(x, x) < 2 x . Equation (6.5) is equivalent to
x , that is, xΓ(x) 2 < 2Γ(2x). Multiplying by x, our problem is equivalent to showing that x 2 Γ(x) 2 < 2xΓ(2x). Using the identity Γ(z)z = Γ(z + 1), this in turn reduces to Γ(x + 1) 2 < Γ(2x + 1). Taking log on both sides, this is equivalent to 2 log Γ(x + 1) < log Γ(2x + 1). Notice that Γ(1) = 1, hence (6.5) is equivalent to 2 log Γ(x + 1) < log Γ(2x + 1) + log Γ(1).
Since Γ is log-convex and x + 1 = 2x+1 2 + 1 2 , we conclude that (6.5) holds.
