Abstract. We apply the averaging theory of first, second and third order to the class of generalized polynomial Liénard differential equations. Our main result shows that for any n, m ≥ 1 there are differential equations of the form x + f (x)ẋ + g(x) = 0, with f and g polynomials of degree n and m respectively, having at least [(n + m − 1)/2] limit cycles, where [·] denotes the integer part function.
Introduction
The second part of the Hilbert's problem is related with the least upper bound on the number of limit cycles of polynomial vector fields having a fixed degree. The generalized polynomial Liénard differential equations (1)ẍ +f (x)ẋ +g(x) = 0, was introduced in [11] . Here the dot denotes differentiation with respect to the time t, and f (x) and g(x) are polynomials in the variable x of degrees n and m respectively. For this subclass of polynomial vector fields we have a simplified version of Hilbert's problem, see [12] and [22] .
In 1977 Lins, de Melo and Pugh [12] studied the classical polynomial Liénard differential equations (1) obtained wheng(x) = x and stated the following conjecture: iff (x) has degree n ≥ 1 andg(x) = x, then (1) has at most [n/2] limit cycles.
They also proved the conjecture for n = 1, 2. The conjecture for n ∈ {3, 4, 5} is still open. For n ≥ 6 this conjecture is not true as it has been proved recently by Dumortier, Panazzolo and Roussarie in [5] .
Many of the results on the limit cycles of polynomial differential systems have been obtained by considering limit cycles which bifurcate from a single degenerate singularity, that are so called small amplitud limit cycles, see [14] . We denote bŷ H(m, n) the maximum number of small amplitude limit cycles for systems of the form (1) . The values ofĤ(m, n) give a lower bound for the maximum number H(m, n) (i.e. the Hilbert number ) of limit cycles that the differential equation (1) with m and n fixed can have. It is unknown the finitude of H(m, n) for every positive integers m and n.
The few cases in which the Hilbert numbers H(m, n) are known are described inside the Table 1 . [11] proved if m = 1 and F (x) = x 0 f (s)ds is a continuous odd function, which has a unique root at x = a and is monotone increasing for x ≥ a, then equation (1) has a unique limit cycle.
(ii) In 1973 Rychkov [21] proved that if m = 1 and F (x) = x 0 f (s)ds is an odd polynomial of degree five, then equation (1) has at most two limit cycles. (iii) In 1977 Lins, de Melo and Pugh [12] proved that H(1, 1) = 0 and H(1, 2) = 1. (iv) In 1998 Coppel [4] proved that H(2, 1) = 1. (v) Dumortier, Li and Rousseau in [8] and [6] proved that H(3, 1) = 1. (vi) In 1997 Dumortier and Chengzhi [7] proved that H(2, 2) = 1. (vii) In 2002 Wang and Jing [24] proved que H(3, 2) = 3.
Up to now and as far as we know only for these five cases ((iii)-(vii)) marked with asterisks in Table 1 the Hilbert numbers H(m, n) are known.
Blows, Lloyd and Lynch, [1] , [15] and [17] have used inductive arguments in order to prove the following results.
, where g e is even thenĤ(2m, 2) = m.
Christopher and Lynch [3] , [18] , [19] , [20] have developed a new algebraic method for determining the Liapunov quantities of system (1) and proved.
(IX) The values of Table 1 forĤ(4, k) =Ĥ(k, 4), k = 6, 7, 8, 9 andĤ(5, 6) = H (6, 5) .
In 1998 Gasull and Torregrosa [9] obtained upper bounds forĤ (7, 6) ,Ĥ(6, 7), H (7, 7) andĤ (4, 20) .
In 2006 the values of Table 1 forĤ(m, n) =Ĥ(n, m), for n = 4, m = 10, 11, 12, 13; n = 5, m = 6, 7, 8, 9; n = 6, m = 5, 6 were given in [23] by Yu and Han.
We shall study how many limit cyclesH(m, n) can bifurcate from a linear center to the generalized polynomial Liénard differential equations (1) using the averaging theory. In fact we only compute lower estimations ofH(m, n). More precisely we compute the maximum number of limit cyclesH k (m, n) which bifurcate from the periodic orbits of the linear centreẋ = y,ẏ = −x, using the averaging theory of order k, for k = 1, 2, 3.
The goal of this paper is to provide estimations ofH(m, n) for all m, n ≥ 1
Note that up to now there were no lowers estimations for H(m, n) when (a) m = 4 and n > 13, or m > 20 and n = 4, (b) m = 5 and n > 9, or m > 9 and n = 5, (c) m = 6 and n > 7, or m > 7 and n = 6, (d) m, n > 7. After our results we will have lowers estimations of H(m, n) for all m, n ≥ 1. From these estimations we obtain thatH k (m, n) ≤Ĥ(m, n) for k = 1, 2, 3 for the values whichĤ(m, n) is known.
First we take in
where f (x) and g(x) are polynomials of degree n and m respectively, and ε is a small parameter. Thus equations (1) is equivalent to study the following class of polynomial Liénard differential systems
With the first order averaging method we will prove the following result. Theorem 1. If f (x) and g(x) are polynomials of degree n and m respectively, with m, n ≥ 1, then for |ε| sufficiently small the maximum number of limit cycles of the polynomial Liénard differential systems (2) bifurcating from the periodic orbits of the linear centerẋ = y,ẏ = −x, using the averaging theory of first order is Table 2 . 6 · · · 24 24
where f i and g i are polynomials of degree n and m respectively, with n, m ≥ 1 for i = 1, 2 and |ε| is a small parameter. Then equation (1) becomes the following class of polynomial Liénard differential systems
Theorem 2. If f (x) and g(x) are polynomials of degree n and m respectively, with m, n ≥ 1, then for ε sufficiently small, the maximum number of limit cycles of the polynomial Liénard differential systems (3) bifurcating from the periodic orbits of the linear centerẋ = y,ẏ = −x, using the averaging theory of second order is Table 3 .
where f i and g i are polynomials of degree n and m respectively, with n, m ≥ 1 for i = 1, 2, 3 and ε is a small parameter. Then equation (1) becomes the following class of polynomial Liénard differential systems 
are polynomials of degree n and m respectively, with m, n ≥ 1, then for |ε| sufficiently small, the maximum number of limit cycles of the polynomial Liénard differential systems (4) bifurcating from the periodic orbits of the linear centerẋ = y,ẏ = −x, using the averaging theory of third order is Table 5 .
It seems that the numbersĤ(m, n) can be symmetric with respect m and m. Some studies is this direction are made in [16] . We remark that in general
Proof of Theorem 1
For proving Theorem 1 we shall use the next result.
Theorem 4. (First order averaging method [2]). We consider the following differential system
where
continuous functions, T -periodic in the first variable, and D is an open subset of R
n . We define F 10 :
and assume that In order to apply the first order averaging method we write system (2) in polar coordinates (r, θ) where x = r cos θ, y = r sin θ, r > 0. In this way system (2) is written in the standard form for applying the averaging theory. If we write
Now taking θ as the new independent variable system (7) becomes
and
In order to calculate the exact expression of F 10 we use the following formulas 2π 0
Then the polynomial F 10 (r) has at most [n/2] positive roots, and we can choose the coefficients a i with i even in such a way that F 10 (r) has exactly [n/2] simple positive roots. Hence Theorem 1 is proved.
Proof of Theorem 2
We shall need the following result
Theorem 5. (Second order averaging method [2]).
We consider the following differential system
continuous functions, T -periodic in the first variable, and D is an open subset of R
n . We assume that 
and assume moreover that (ii) for V ⊂ D an open and bounded set and for each
Taking θ as the new independent variable system (11) writes
The next step is to find the corresponding function (10) . For this we compute
where l is the greatest odd number less than or equal to n, b is the greatest even number less than or equal to n, and α ij are real constants exhibited during the computation of 
, for all i, j and k being the greatest even number less than or equal to m.
Then F 20 (r) is the polynomial
where ρ ij =α ij + 2A i+j+1 for all i, j. Note that in order to find the positive roots of F 20 we must find the zeros of a polynomial in r 2 of degree equal to the Table 5 . Table 5 . Values of (l + k − 1)/2 in relation to integer part function.
We conclude that 
Proof of Theorem 3
The proof of Theorem 3 is based in the next result. [2] ). We consider the following differential systeṁ
Theorem 6. (Third order averaging method in dimension 1
continuous functions, T -periodic in the first variable, and D is an open subset of R. We assume that
(i) F 1 (t, ·) ∈ C 2 (D), F 2 (t, ·) ∈ C 1 (D) for all t ∈ R, F 1 , F 2 , F 3 , R, D 2 x F 1 ,D x F 2 are
locally Lipschitz with respect to x, and R is twice differentiable with respect to ε.
We take F 10 , F 20 : D → R given by (10) and (14)
Moreover, assume that (ii) for V ⊂ D an open and bounded interval and for each
Then, for |ε| > 0 sufficiently small, there exists a T -periodic solution ϕ(·, ε) of system (14) .
, then an equivalent system to (4) will be found by changing to polar coordinates (r, θ) we get
Taking θ as the new independent variable system (15) becomes
We know by (8) that F 10 is identically zero if and only if a i = 0 for all i even, and by (13) we obtain that F 20 is identically zero if and only if the coefficients a i , b j and c k satisfy (17) c µ = 1
where µ is even, A µ and ρ i,j are given in section 3. In order to apply Theorem 6 we need to compute the corresponding function (14) . So the proof of Theorem 3 will be an immediate consequence of the next auxiliary lemmas.
Lemma 7. The corresponding functions y 1 (θ, r) and y 2 (θ, r) of Theorem 6 are expressed by (12) and
where λ = max{2n + 1, 2m − 1} and The proof of Lemma 7 follows easily doing some tedious computations.
where κ = if m ≤ n + 1 and n odd, and
Proof. We will denote
, where
where ζ
2 dθ is a polynomial in r of degree 3n − 1 if n even, and 3n if n odd.
Knowing that 2π 0
Thus the degree of the polynomial H 2 (r) = 2π 0
where 
where k +i is odd, and ζ 
where ζ 
Thus H 9 (r) = 2π 0 h 2 (r)(s 1 (r) + s 2 (r))g 2 (r)dθ is a polynomial in r of degree 2m + n − 1 if n even, and 2m + n − 2 if n odd.
From the value of the integral 2π 0
We conclude that 2π 0 1 2
H i whose degree is the greatest of the degrees of H i . Hence the proof of the lemma follows. The proofs of the next three lemmas follow in a similar way to the previous one. s, r) )ds is the polynomial
,
if m > n + 1 and n even, n + 2m − 1 if m > n + 1 and n odd, 3n + 2 if m ≤ n + 1 and n even, 3n + 1 if m ≤ n + 1 and n odd, and Consequently F 3 (z) is a polynomial of degree λ in the variable r 2 . Then F 3 (z) has at most n + m − 1 2 positive roots, and by Theorem 6 we conclude that this is the maximum number of limit cycles of the polynomial Liénard differential systems (4) bifurcating from the periodic orbits of the linear centerẋ = y,ẏ = −x. This completes the proof of Theorem 3.
