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Abstract
In this work we find first derivatives for the log likelihood function of
the multivariate probit model.
1 Introduction
The natural extension of the univariate probit model is the multivariate probit
model (MVPM) that consists of a system of simultaneous equations of several
non-observable dependent variables, in the case of the L-variate probit model















1 if y∗i,l > 0
0 if y∗i,l ≤ 0
where y∗i is a L× 1 vector of non-observable variables, xi,l is a vector 1× kl of
characteristics of the individual/observation i at the equation l, βl is a coefficient
vector kl × 1 and εi,l is an error.
By stacking the errors εi,l we define εi = (εi,1, . . . , εi,L)′ ∼ N(0, P ) where P
is a symmetric matrix L× L of pairwise correlations, such that:
P =
 1 . . . ρ1l . . . ρ1L... . . . ... . . . ...
ρ1L . . . ρLl . . . 1

We will denote the multivariate normal density of a variable u = (u1, . . . , uL) ∈
RL with mean M and variance matrix Ω as
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1
φL(u;M,Ω) = (2pi)−L/2 |Ω|−1/2 e−1/2[(u−M)
′Ω−1(u−M)] , then















where Ai = [−∞, wi,1]× · · · × [−∞, wi,l]× · · · × [−∞, wi,L].
It’s straightforward to prove that in the multivariate case the log-likelihood
function is:
`(β, P |x) =
N∑
i=1
log ΦL(wi; 0, Ri)
where β = (β1, . . . , βl, . . . , βL)′, wi = (wi,1, . . . , wi,L)′, wi,l = (2yi,l − 1)xi,lβl,
Ri = QiPQi and Qi is a diagonal matrix N × N with diagonal (2yi − 1) and
zeros in the other elements.
2 Derivatives
In this section we will find the analytical expressions for the first and second
derivatives of the log-likelihood function. At the begining we will introduce some
nomenclature, since Ri = QiPQi we know that Ri it is a symmetric matrix with
ones along the diagoinal:
Ri =










ri,1L . . . ri,Ll . . . 1

now by reordering this matrix we obtain:
Rli =






ri,1L . . . 1 ri,Ll
















ri,1L . . . 1 ri,Lk ri,Ll
ri,1k . . . ri,Lk 1 ri,kl


























i,11 −Rli,12Rli,21 and wi,−l = (wi,1, . . . ,
. . . , wi,l−1, wi,l+1, . . . , wi,L).




φL(u; 0, Ri)du =
∫
Ai








where Ml = Rli,12ul, u−l = (u1, . . . , ul−1, ul+1, . . . , uL) and wi,−l = (wi,1, . . .
, . . . , wi,l−1, wi,l+1, . . . , wi,L) , then
∂Φ(wi; 0, Ri)
∂wi,l
= φ1(wi,l; 0, 1)ΦL−1(wi,−l;M li ,Ω
l) (3)
because wi,l = (2yi,l − 1)xi,lβl we have that
∂Φ(wi; 0, Ri)
∂βl
= φ1(wi,l; 0, 1)ΦL−1(wi,−l;M li ,Ω
l)(2yi,l − 1)xi,l (4)






i,11 − Rli,12Rli,21. By using the last result and the





















× (2yi,k − 1)(2yi,l − 1) (5)





−1(wi,l, wi,k)′, Ωkli = R
kl
i,11 − Rkli,12(Rkli,22)−1Rkli,21
and wi,−kl = (w1, . . . , wk−1, wk+1, . . . , wl−1, wl+1, . . . wL)






























Ai,−kl = [−∞, wi,1] · · · [−∞, wi,k−1][−∞, wi,k+1] · · ·
· · · [−∞, wi,l−1][−∞, wl+1,l] · · · [−∞, wi,L]





Ωi,kl = Rkli,22 −Rkli,21(Rkli,11)−1Rkli,12

















Since we know that only Φ2(wil, wik;Mi,kl,Ωi,kl) depends on ρkl, we will
just analyze the derivative of the second expression of the integrand in (6).
We know that










































Notice that the last expression is the density of the standard bivariate normal
distribution, then the limits w∗il, w
∗
ik and the correlation coefficient ρ
∗
i,kl are
obtained by normalization using the mean Mi,kl and the variance matrix Ωi,kl,










































= φ2(wil, wik;Mkl,Ωkl)(2yi,k − 1)(2yi,l − 1) (9)














φL(u; 0, Ri)(2yi,k − 1)(2yi,l − 1)du−kl =






























× (2yi,k − 1)(2yi,l − 1)
3 Conclusions
The first derivatives of the log likelihood function for the multivariate probit
are analytical expressions and without considering the integral of the function
it is just necessary to calculate the integrals with one order less to obtain these
derivatives.
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