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Optimal velocity control of a viscous Cahn–Hilliard system
with convection and dynamic boundary conditions
Pierluigi Colli, Gianni Gilardi, Jürgen Sprekels
Abstract
In this paper, we investigate a distributed optimal control problem for a convective viscous
Cahn–Hilliard system with dynamic boundary conditions. Such systems govern phase separation
processes between two phases taking place in an incompressible fluid in a container and, at the
same time, on the container boundary. The cost functional is of standard tracking type, while the
control is exerted by the velocity of the fluid in the bulk. In this way, the coupling between the state
(given by the associated order parameter and chemical potential) and control variables in the gov-
erning system of nonlinear partial differential equations is bilinear, which presents an additional
difficulty for the analysis. The nonlinearities in the bulk and surface free energies are of logarith-
mic type, which entails that the thermodynamic forces driving the phase separation process may
become singular. We show existence for the optimal control problem under investigation, prove
the Fréchet differentiability of the associated control-to-state mapping in suitable Banach spaces,
and derive the first-order necessary optimality conditions in terms of a variational inequality and
the associated adjoint system. Due to the strong nonlinear couplings between state variables and
control, the corresponding proofs require a considerable analytical effort.
1 Introduction
Let Ω ⊂ R3 denote some open, bounded and connected set having a smooth boundary Γ and unit
outward normal ν. We denote by ∂ν , ∇Γ, ∆Γ the outward normal derivative, the tangential gradient,
and the Laplace–Beltrami operator on Γ, in this order. Moreover, we fix some final time T > 0 and
introduce for every t ∈ (0, T ] the sets Qt := Ω× (0, t) and Σt := Γ× (0, t), where we put, for the
sake of brevity, Q := QT and Σ := ΣT . We then consider the following optimal control problem:
(CP) Minimize the cost functional
J(µ, µΓ, ρ, ρΓ, u) :=
β1
2
∫
Q
|µ− µ̂Q|2 + β2
2
∫
Σ
|µΓ − µ̂Σ|2
+
β3
2
∫
Q
|ρ− ρ̂Q|2 + β4
2
∫
Σ
|ρ− ρ̂Σ|2
+
β5
2
∫
Ω
|ρ(T )− ρ̂Ω|2 + β6
2
∫
Γ
|ρΓ(T )− ρ̂Γ|2 + β7
2
∫
Q
|u|2 , (1.1)
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subject to the state system
∂tρ+∇ρ · u−∆µ = 0 in Q , (1.2)
τΩ∂tρ−∆ρ+ f ′(ρ) = µ in Q , (1.3)
∂tρΓ + ∂νµ−∆ΓµΓ = 0 and µ|Σ = µΓ on Σ , (1.4)
τΓ∂tρΓ + ∂νρ−∆ΓρΓ + f ′Γ(ρΓ) = µΓ and ρ|Σ = ρΓ on Σ , (1.5)
ρ(0) = ρ0 in Ω, ρΓ(0) = ρ0|Γ on Γ , (1.6)
and to the control constraint
u ∈ Uad , (1.7)
where Uad is a suitable closed, convex, and bounded subset of the control space X defined by
X := L2(0, T ;Z) ∩ (L∞(Q))3 ∩ (H1(0, T ;L3(Ω)))3, (1.8)
where
Z := {w ∈ (L2(Ω))3 : divw = 0 in Ω and w · ν = 0 on Γ}. (1.9)
In (1.1), the constants βi, 1 ≤ i ≤ 7, are nonnegative but not all zero, and µ̂Q, µ̂Σ, ρ̂Q, ρ̂Σ, ρ̂Ω, and
ρ̂Γ, are given target functions. We note that the state system (1.2)–(1.6) can be seen as a phase field
model for a phase separation process taking place in an incompressible fluid in the container Ω and on
the container boundary Γ. In this connection, the variables (µ, µΓ) and (ρ, ρΓ) stand for the chemical
potential and the order parameter (usually the density of one of the involved phases, normalized in
such a way as to attain its values in the interval [−1, 1]) of the phase separation process in the
bulk and on the surface, respectively. It is worth noting that the total mass of the order parameter is
conserved during the separation process; indeed, integrating (1.2) for fixed t ∈ (0, T ] over Ω, and
using the condition u(t) ∈ Z and (1.4), we readily find that
∂t
(∫
Ω
ρ(t) +
∫
Γ
ρΓ(t)
)
= 0 . (1.10)
We also assume that the densities of the local free bulk energy f and the local free surface energy fΓ
are of logarithmic type, where the latter dominates the former in a sense to be made precise later. In
the simplest case, we have
f(r) ' fΓ(r) ' ĉ1((1 + r) ln(1 + r) + (1− r) ln(1− r))− ĉ2r2, r ∈ (−1, 1), (1.11)
with constants (not necessarily the same) ĉ1 > 0 and ĉ2 > 0 such that both f and fΓ are nonconvex.
Notice that the derivatives f ′ and f ′Γ are singular at the endpoints r = ±1.
While there are numerous contributions (which cannot be cited here) in the literature that address the
questions of well-posedness and asymptotic behavior for various types (viscous or nonviscous, local
or nonlocal, zero Neumann boundary conditions or dynamic boundary conditions) of Cahn–Hilliard
systems, there are still but a few papers dealing with the associated optimal control problems. In
this connection, we refer to [6, 8, 11, 18, 25, 28] for the case of Dirichlet or zero Neumann boundary
conditions and to [1,2,7,9,10,15] for the case of dynamic boundary conditions.
Recently, a rigorous analysis for convective Cahn–Hilliard systems has been given in [26] for the
one-dimensional and in [27] for the two-dimensional case. In [14], the distributed optimal control of
a two-dimensional Cahn–Hilliard/Navier–Stokes system was analyzed. We also mention the papers
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[16, 17, 19, 20], which deal with the optimal control of three-dimensional Cahn–Hilliard/Navier–Stokes
systems, however in the time-discretized version.
A distinguishing feature of this paper is that we use the fluid velocity as the control variable in the
convective Cahn–Hilliard system. In practice, this can be realized by placing either a mechanical stir-
ring device or an ultrasound emitter into the container. Another option is, in the case of electrically
conducting fluids like molten metals, to make use of magnetic fields (for such an application, see [21]).
To the authors’ best knowledge, the only existing mathematical contribution, in which the fluid velocity
is used as the control in a convective Cahn–Hilliard system in three dimensions of space, is the re-
cent contribution [23]. In comparison with the situation investigated in [23], the main novelties of our
paper are the following: while in [23] a nonlocal convective Cahn–Hilliard system with a possibly de-
generating mobility and zero Neumann boundary conditions was studied, we consider here a viscous
local Cahn–Hilliard system with constant mobility (normalized to unity) and the more difficult dynamic
boundary conditions. In the recent paper [12], rather general and strong well-posedness results for this
situtation have been established (we also like to quote the contributions [3, 4] for the nonconvective
case).
In our analysis, we will take advantage of the results shown in [12]. It turns out that the bilinear coupling
between control and state makes it necessary to allow only controls u which, among other constraints,
have to obey the somewhat unusual regularity condition u ∈ H1(0, T ;L3(Ω)3). But, as a matter of
fact, this is exactly the kind of regularity that guarantees the existence of a unique solution to the
state system having sufficient regularity properties. Under these premises, we will be able to show
the Fréchet differentiability of the control-to-state operator in suitable Banach spaces. Finally, we can
prove the existence of an optimal control and, in a slightly less general setting, we also derive proper
first-order necessary conditions for optimality.
The paper is organized as follows: in the following Section 2, we state the general assumptions for our
problem, and we collect known results for the state system (1.2)–(1.6). Section 3 brings an analysis
of the differentiability properties of the control-to-state mapping, while in Section 4 we prove existence
and the first-order necessary optimality conditions for the control problem.
Throughout this paper, we will denote for a general Banach space X by ‖ · ‖X its norm and by X∗ its
dual space. Moreover, 〈·, ·〉X denotes the dual pairing between X∗ and X . The only exception from
this convention for the norms is given by the spaces Lp constructed on Ω, Γ, Q, Σ and their powers,
for 1 ≤ p ≤ ∞, whose norms will be denoted by ‖ ·‖p. We will also repeatedly use Young’s inequality
a b ≤ δ |a|2 + 1
4δ
|b|2 for all a, b ∈ R and δ > 0, (1.12)
as well as the continuity of the embeddings H1(Ω) ⊂ Lp(Ω) for 1 ≤ p ≤ 6 and H2(Ω) ⊂ C0(Ω).
Notice that the latter embedding is also compact, while this holds true for the former only if p < 6.
2 General assumptions and the state system
In this section, we introduce the general setting of our control problem and state some known results
on the state system (1.2)–(1.6). To begin with, we introduce the spaces
H := L2(Ω) , V := H1(Ω) and W := H2(Ω), (2.1)
HΓ := L
2(Γ) , VΓ := H
1(Γ) and WΓ := H
2(Γ), (2.2)
H := H ×HΓ , V := {(v, vΓ) ∈ V × VΓ : vΓ = v|Γ} and W :=
(
W ×WΓ
) ∩ V . (2.3)
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Moreover, we recall the definition (1.8) of X.
We make the following assumptions on the data of our problem:
(A1) (ρ0, ρ0|Γ) ∈W, and we have −1 < ρ0(x) < 1 for all x ∈ Ω.
(A2) τΩ > 0 and τΓ > 0.
(A3) f, fΓ ∈ C3(−1, 1) can be written as f = f1 + f2 and fΓ = fΓ1 + fΓ2, where
f2, fΓ2 ∈ C3[−1, 1] and
∃ γ1 > 0, γ2 > 0 : |f ′1(r)| ≤ γ1|f ′Γ1(r)|+ γ2 ∀ r ∈ (−1, 1), (2.4)
lim
r↘−1
f ′1(r) = lim
r↘−1
f ′Γ1(r) = −∞, lim
r↗+1
f ′1(r) = lim
r↗+1
f ′Γ1(r) = +∞. (2.5)
(A4) The constants βi, 1 ≤ i ≤ 7, are all nonnegative but not all equal to zero, and it holds
ρ̂Q, µ̂Q ∈ L2(Q), ρ̂Σ, µ̂Σ ∈ L2(Σ), ρ̂Ω ∈ L2(Ω), and ρ̂Γ ∈ L2(Γ).
(A5) The function U ∈ L∞(Q) and the constant R0 > 0 make the admissible set
Uad :=
{
u ∈ X : |u| ≤ U a.e. in Q, ‖u‖X ≤ R0
}
(2.6)
nonempty.
For the following analysis, it is convenient to fix once and for all some open ball inX that containsUad.
We therefore assume:
(A6) Let R > 0 be fixed such that Uad ⊂ UR := {u ∈ X : ‖u‖X < R}.
Remark 2.1. The condition (2.4) means, loosely speaking, that the thermodynamic force on the
boundary (represented by f ′Γ) grows faster than the thermodynamic force in the bulk (represented
by f ′). Moreover, it is easily seen that (A3) is fulfilled for, e.g., the logarithmic case (1.11).
Remark 2.2. We point out that Uad actually is a closed, convex, and bounded subset of X. However,
it is closed in other spaces as well. For the reader’s convenience, we spend some words on this
point. For w ∈ (L2(Ω))3 with divw ∈ L2(Ω), the trace (w · ν)|Γ is a well-defined element of
H−1/2(Γ) (in particular, the definitions (1.8) and (1.9) ofX andZ are meaningful). Moreover, the usual
integration-by-parts formula holds true in a generalized form for w ∈ (L2(Ω))3 with divw ∈ L2(Ω)
and v ∈ H1(Ω). Namely, we have that ∫
Ω
w · ∇v = − ∫
Ω
(divw)v + 〈(w · ν)|Γ , v|Γ〉, where
〈 · , · 〉 is the duality pairing between H−1/2(Γ) and H1/2(Γ). In particular, requiring that an element
w ∈ (L2(Ω))3 belongs to Z (i.e., it satisfies the conditions divw = 0 in Ω and w · ν = 0 on Γ)
is the same as requiring that
∫
Ω
w · ∇v = 0 for every v ∈ H1(Ω). Therefore, the whole space
X can be redefined as the space of u ∈ (L∞(Q) ∩ H1(0, T ;L2(Ω)))3 such that ∫
Q
u · ∇v = 0
for every v ∈ L2(0, T ;H1(Ω)). It follows that X is a closed subspace of the Banach space X˜ :=
(L∞(Q)∩H1(0, T ;L2(Ω)))3 (as well as of each of the spaces (L2(Q))3 and (H1(0, T ;L2(Ω)))3)
and Uad is a closed subset of X˜. We also notice that, by the above integration-by-parts formula and
the assumptions on u, we can write the convective term in the next variational formulation as it is
presented in (2.7) (i.e., the third integral, to be compared with the second term of (1.2)).
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We now quote some results for the state system (1.2)–(1.6) that have recently been proved in [12].
Prior to this, we notice that the variational form of (1.2)–(1.6) reads as follows: find functions ((µ, µΓ),
(ρ, ρΓ)) such that∫
Ω
∂tρ v +
∫
Γ
∂tρΓ vΓ −
∫
Ω
ρu · ∇v +
∫
Ω
∇µ · ∇v +
∫
Γ
∇ΓµΓ · ∇ΓvΓ = 0
a.e. in (0, T ) and for every (v, vΓ) ∈ V, (2.7)
τΩ
∫
Ω
∂tρ v + τΓ
∫
Γ
∂tρΓ vΓ +
∫
Ω
∇ρ · ∇v +
∫
Γ
∇ΓρΓ · ∇ΓvΓ
+
∫
Ω
f ′(ρ)v +
∫
Γ
f ′Γ(ρΓ)vΓ =
∫
Ω
µv +
∫
Γ
µΓvΓ
a.e. in (0, T ) and for every (v, vΓ) ∈ V, (2.8)
ρ(0) = ρ0 a.e. in Ω. (2.9)
The following result is a combination of the Theorems 2.6, 2.7 and 2.9 in [12].
Theorem 2.3. Suppose that the assumptions (A1)–(A3) and (A6) hold true. Then the state system
(2.7)–(2.9) has for every u ∈ UR a unique solution ((µ, µΓ), (ρ, ρΓ)) such that
(µ, µΓ) ∈ L∞(0, T ;W), (ρ, ρΓ) ∈ W 1,∞(0, T ;H) ∩H1(0, T ;V) ∩ L∞(0, T ;W). (2.10)
Moreover, there are constants ρ∗, ρ∗ ∈ (−1, 1) and K1 > 0, K2 > 0, which depend only on the
data of the state system and R, such that the following holds true:
(i) Whenever ((µ, µΓ), (ρ, ρΓ)) is the solution to the state system associated with some u ∈ UR,
then we have
ρ∗ ≤ ρ(x, t) ≤ ρ∗ ∀ (x, t) ∈ Q , (2.11)
‖(µ, µΓ)‖L∞(0,T ;W) + ‖(ρ, ρΓ)‖W 1,∞(0,T ;H)∩H1(0,T ;V)∩L∞(0,T ;W) ≤ K1 . (2.12)
(ii) Whenever u1, u2 ∈ UR are given and ((µi, µiΓ), (ρi, ρiΓ)), i = 1, 2, are the solutions to the
corresponding state systems, then
‖(µ1 − µ2, µ1Γ − µ2Γ)‖L∞(0,T ;W)
+ ‖(ρ1 − ρ2, ρ1Γ − ρ2Γ)‖W 1,∞(0,T ;H)∩H1(0,T ;V)∩L∞(0,T ;W)
≤ K2 ‖u1 − u2‖H1(0,T ;L3(Ω)3) . (2.13)
Remark 2.4. Notice that the pointwise condition (2.11) is meaningful, since it follows from [24, Sect. 8,
Cor. 4] and (2.10) that ρ ∈ C0(Q) (and thus, in particular, that ρΓ ∈ C0(Σ)).
We point out that the uniform separation property (2.11) also ensures that the possible singularity
encoded in the condition (2.5) never becomes active. This implies, in particular, that we may without
loss of generality assume that
max
1≤j≤3
(
‖f (j)(ρ)‖C0(Q) + ‖f (j)Γ (ρΓ)‖C0(Σ)
)
≤ K1 , (2.14)
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whenever (ρ, ρΓ) is the second component pair of a solution to the state system associated with some
u ∈ UR.
Remark 2.5. By virtue of the well-posedness result given by Theorem 2.3, the control-to-state opera-
tor S : u 7→ ((µ, µΓ), (ρ, ρΓ)) is well defined as a mapping between UR ⊂ X and the space defined
by the regularity stated in (2.10). Moreover, it is Lipschitz continuous as a mapping from UR into the
space
L∞(0, T ;W)× (W 1,∞(0, T ;H) ∩H1(0, T ;V) ∩ L∞(0, T ;W)).
3 Fréchet differentiability of the control-to-state operator
In this section, we aim to show the Fréchet differentiability of the control-to-state operator S in suitable
Banach spaces. Throughout this section, we assume that u ∈ UR is fixed and that the general
assumptions (A1)–(A3), (A5) and (A6) are satisfied, so that the global estimates (2.12) and (2.14) are
valid for the associated solution (µ, µΓ, ρ, ρΓ) = S(u) to the state system. We then consider the
linearized system, where h ∈ X,∫
Ω
∂tξ v +
∫
Γ
∂tξΓ vΓ +
∫
Ω
∇η · ∇v +
∫
Γ
∇ΓηΓ · ∇ΓvΓ
−
∫
Ω
ξu · ∇v −
∫
Ω
ρ h · ∇v = 0
a.e. in (0, T ) and for every (v, vΓ) ∈ V, (3.1)
τΩ
∫
Ω
∂tξ v + τΓ
∫
Γ
∂tξΓ vΓ +
∫
Ω
∇ξ · ∇v +
∫
Γ
∇ΓξΓ · ∇ΓvΓ
+
∫
Ω
f ′′(ρ)ξv +
∫
Γ
f ′′Γ(ρΓ)ξΓvΓ =
∫
Ω
ηv +
∫
Γ
ηΓvΓ
a.e. in (0, T ) and for every (v, vΓ) ∈ V, (3.2)
ξ(0) = 0 a.e. in Ω, ξΓ(0) = 0 a.e. on Γ. (3.3)
Since u ∈ UR ⊂ X and h ∈ X, then div u = 0 and u · ν = 0, and the same conditions hold for h,
so that (3.1)–(3.3) is the weak form of the linear initial-boundary value problem
∂tξ −∆η = −∇ξ · u−∇ρ · h a.e. in Q, (3.4)
∂tξΓ + ∂νη −∆ΓηΓ = 0 and η|Σ = ηΓ, a.e. on Σ, (3.5)
τΩ∂tξ −∆ξ + f ′′(ρ)ξ = η a.e. in Q, (3.6)
τΓ∂tξΓ + ∂νξ −∆ΓξΓ + f ′′Γ(ρΓ)ξΓ = ηΓ and ξ|Σ = ξΓ, a.e. on Σ, (3.7)
ξ(0) = 0 a.e. in Ω, ξΓ(0) = 0 a.e. on Γ. (3.8)
However, we only refer to the problem in the form (3.1)–(3.3).
We expect the following to hold true: if the system (3.1)–(3.3) admits for every h ∈ X a unique solution
((η, ηΓ), (ξ, ξΓ)) =: ((η
h, ηhΓ), (ξ
h, ξhΓ)) in a suitable Banach space, then the Fréchet derivative
DS(u) of S at u (if it exists), evaluated at h, should have the form DS(u)(h) = ((ηh, ηhΓ), (ξ
h, ξhΓ)).
Theorem 3.1. Suppose that the assumptions (A1)–(A3), (A5) and (A6) are fulfilled, let u ∈ UR be
given, and let ((µ, µΓ), (ρ, ρΓ)) = S(u) be the associated unique solution to the state system (1.2)–
(1.6) having the regularity properties stated in (2.10). Then the system (3.1)–(3.3) has for every h ∈ X
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a unique solution ((η, ηΓ), (ξ, ξΓ)) such that
(η, ηΓ) ∈ L2(0, T ;W), (ξ, ξΓ) ∈ H1(0, T ;H) ∩ L∞(0, T ;V) ∩ L2(0, T ;W). (3.9)
Moreover, the linear mapping h 7→ ((η, ηΓ), (ξ, ξΓ)) is continuous as a mapping from X into the
space
Y := L2(0, T ;V)× (H1(0, T ;H) ∩ L∞(0, T ;V)) . (3.10)
PROOF: We employ a slightly modified Faedo-Galerkin scheme with a proper choice of the Hilbert
basis. To this end, we introduce the operator A ∈ L(V;V ∗) by setting
〈A(w,wΓ), (v, vΓ)〉V :=
∫
Ω
∇w · ∇v +
∫
Γ
∇ΓwΓ · ∇ΓvΓ for (w,wΓ), (v, vΓ) ∈ V, (3.11)
and notice that A is nonnegative and weakly coercive. Indeed, we have that
〈A(v, vΓ), (v, vΓ)〉V + ‖(v, vΓ)‖2H = ‖(v, vΓ)‖2V for every (v, vΓ) ∈ V. (3.12)
Moreover, as the embedding V ⊂ H is compact, the resolvent of A is compact as well, and the
spectrum of A reduces to a discrete set of eigenvalues, the eigenvalue problem being
(e, eΓ) ∈ V \ {(0, 0)} and A(e, eΓ) = λ(e, eΓ) . (3.13)
More precisely, we can rearrange the eigenvalues and choose the eigenvectors in such a way that
0 = λ1 < λ2 ≤ λ3 ≤ . . . and lim
j→∞
λj = +∞, (3.14)
A(ej, ejΓ) = λj(e
j, ejΓ) and∫
Ω
eiej +
∫
Γ
eiΓe
j
Γ = δij :=
{
1 if i = j
0 if i 6= j for i, j = 1, 2, . . . , (3.15)
and {(ej, ejΓ)} generates a dense subspace of both V and H. We notice that∫
Ω
∇ei · ∇ej +
∫
Γ
∇ΓeiΓ · ∇ΓejΓ = λi
(∫
Ω
eiej +
∫
Γ
eiΓe
j
Γ
)
= λiδij for i, j = 1, 2, . . . .
We also observe that every element (w,wΓ) ∈ H can be written as
(w,wΓ) =
∞∑
j=1
wj(e
j, ejΓ) with
∞∑
j=1
|wj|2 = ‖(w,wΓ)‖2H < +∞,
and that (on account of (3.12))
(w,wΓ) ∈ V if and only if
∞∑
j=1
(1 + λj)|wj|2 < +∞ .
Namely, the last sum yields the square of a norm on V that is equivalent to ‖ · ‖V.
At this point, we set
Vn := span{(ej, ejΓ) : 1 ≤ j ≤ n} and V∞ :=
∞⋃
j=1
Vn = span{(ej, ejΓ) : j ≥ 1}, (3.16)
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and, for every n ≥ 1, we look for a quadruple (ηn, ηnΓ, ξn, ξnΓ) satisfying
(ηn, ηnΓ) ∈ L2(0, T ;Vn) and (ξn, ξnΓ) ∈ H1(0, T ;Vn), (3.17)∫
Ω
∂tξ
n v +
∫
Γ
∂tξ
n
Γ vΓ −
∫
Ω
ξnu · ∇v −
∫
Ω
ρh · ∇v +
∫
Ω
∇ηn · ∇v +
∫
Γ
∇ηnΓ · ∇vΓ
+
1
n
∫
Ω
ηnv +
1
n
∫
Γ
ηnΓvΓ = 0 a.e. in (0, T ) and for every (v, vΓ) ∈ Vn, (3.18)
τΩ
∫
Ω
∂tξ
n v + τΓ
∫
Γ
∂tξ
n
Γ vΓ +
∫
Ω
∇ξn · ∇v +
∫
Γ
∇ΓξnΓ · ∇ΓvΓ
+
∫
Ω
f ′′(ρ)ξnv +
∫
Γ
f ′′Γ(ρΓ)ξ
n
ΓvΓ =
∫
Ω
ηnv +
∫
Γ
ηnΓvΓ
a.e. in (0, T ) and for every (v, vΓ) ∈ Vn, (3.19)
ξn(0) = 0 a.e. in Ω, ξnΓ(0) = 0 a.e. on Γ. (3.20)
Existence for the discrete problem. For every fixed n ∈ N, we are looking for (ηn, ηnΓ) and
(ξn, ξnΓ) in the form
(ηn, ηnΓ)(t) =
n∑
j=1
ηnj (t)(e
j, ejΓ) and (ξ
n, ξnΓ)(t) =
n∑
j=1
ξnj (t)(e
j, ejΓ) ,
for some ηnj ∈ L2(0, T ) and ξnj ∈ H1(0, T ), 1 ≤ j ≤ n. Let us introduce the n-vector functions
η := (ηn1 , . . . , η
n
n) and ξ := (ξ
n
1 , . . . , ξ
n
n). Then, making the special choices (v, vΓ) = (e
i, eiΓ) for
i = 1, . . . , n, we can rewrite the system (3.18)–(3.19) in the form
ξ
′
(t)− U(t) ξ(t) +Dn η(t) = C(t)
and B ξ
′
(t) +D ξ(t) +G(t) ξ(t) = η(t), (3.21)
where Dn := diag(λ1 +
1
n
, . . . , λn +
1
n
), D := diag(λ1, . . . , λn) and where the matrices U =
(uij) ∈ L2(0, T ;Rn×n), G = (gij) ∈ L∞(0, T ;Rn×n), and B = (bij) ∈ Rn×n and the vector
C = (ci) ∈ L2(0, T ;Rn) are given by
uij(t) :=
∫
Ω
eju(t) · ∇ei, gij(t) :=
∫
Ω
f ′′(ρ)(t)ejei +
∫
Γ
f ′′Γ(ρΓ)(t)e
j
Γe
i
Γ,
bij := τΩ
∫
Ω
ejei + τΓ
∫
Γ
ejΓe
i
Γ, ci(t) :=
∫
Ω
ρ(t)h(t) · ∇ei, for i, j = 1, . . . , n.
By adding the second identity in (3.21) to the first one multiplied by D−1n , we obtain the equivalent
system
(D−1n +B) ξ
′
(t) + V (t) ξ(t) = D−1n C(t) and η(t) = B ξ
′
(t) +D ξ(t) +G(t) ξ(t),
where V := D + G − D−1n U belongs to L2(0, T ;Rn×n) and D−1n + B is invertible, as we now
verify. To this end, we show that B is positive definite. Indeed, for any vector y = (y1, . . . , yn) ∈ Rn,
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by setting (v, vΓ) :=
∑n
j=1 yj(e
j, ejΓ), we have that
(By) · y =
n∑
i,j=1
bijyjyi = τΩ
∫
Ω
n∑
i=1
yie
i
n∑
j=1
yje
j + τΓ
∫
Ω
n∑
i=1
yie
i
Γ
n∑
j=1
yje
j
Γ
= τΩ
∫
Ω
|v|2 + τΓ
∫
Γ
|vΓ|2 ≥ min{τΩ, τΓ} ‖(v, vΓ)‖2H = min{τΩ, τΓ} ‖y‖2Rn .
Hence,D−1n +B is positive definite as well, and thus invertible. Therefore, by virtue of standard results
for initial value problems for ordinary differential equations, the discrete problem (3.17)–(3.20) has a
unique solution having the asserted regularity.
At this point, our aim is to show that the solutions to the discrete problem converge to a solution to
(3.1)–(3.3) as n tends to infinity, at least for a subsequence. To this end, we start estimating and find
bounds that do not depend on n. In the following, Ci, i ∈ N, will denote positive constants that may
depend on the data of the system and on R, but not on n ∈ N.
First a priori estimate. We test (3.18), written at the time s, by (ηn, ηnΓ)(s) and integrate over (0, t)
with respect to s to find that∫
Qt
∂tξ
n ηn +
∫
Σt
∂tξ
n
Γ η
n
Γ +
∫
Qt
|∇ηn|2 +
∫
Σt
|∇ΓηnΓ|2
+
1
n
∫
Qt
|ηn|2 + 1
n
∫
Σt
|ηnΓ|2 =
∫
Qt
ξnu · ∇ηn +
∫
Qt
ρ h · ∇ηn .
Next, we test (3.19) by ∂t(ξn, ξnΓ)(s), integrate over (0, t) with respect to s, and add the expression∫
Qt
ξn∂tξ
n +
∫
Σt
ξnΓ∂tξ
n
Γ to both sides, for convenience. We infer that
τΩ
∫
Qt
|∂tξn|2 + τΓ
∫
Σt
|∂tξnΓ|2 +
1
2
‖(ξn, ξnΓ)(t)‖2V
=
∫
Qt
(1− f ′′(ρ)) ξn∂tξn +
∫
Σt
(1− f ′′Γ(ρ)) ξnΓ∂tξnΓ +
∫
Qt
ηn∂tξ
n +
∫
Σt
ηnΓ∂tξ
n
Γ .
At this point, we add these equalities and notice that four terms cancel and that the remaining terms on
the left-hand side are nonnegative. Moreover, we use the global estimates (2.12), (2.14), and Young’s
inequality. We obtain that∫
Qt
|∇ηn|2 +
∫
Σt
|∇ΓηnΓ|2 + τΩ
∫
Qt
|∂tξn|2 + τΓ
∫
Σt
|∂tξnΓ|2 +
1
2
‖(ξn, ξnΓ)(t)‖2V
≤
∫
Qt
|ξn| |u| |∇ηn|+
∫
Qt
|ρ| |h| |∇ηn|+ τΩ
2
∫
Qt
|∂tξn|2 + τΓ
2
∫
Σt
|∂tξnΓ|2
+ C1
∫
Qt
|ξn|2 + C1
∫
Σt
|ξnΓ|2 .
On the other hand, the Hölder, Sobolev and Young inequalities yield that∫
Qt
|ξn| |u| |∇ηn| ≤
∫ t
0
‖ξn(s)‖6 ‖u(s)‖3 ‖∇ηn(s)‖2 ds
≤ 1
4
∫
Qt
|∇ηn|2 + C2 ‖u‖2L∞(0,T ;L3(Ω))
∫ t
0
‖ξn(s)‖2V ds .
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Moreover, we have that∫
Qt
|ρ| |h| |∇ηn| ≤
∫ t
0
‖ρ(s)‖∞‖h(s)‖2 ‖∇ηn(s)‖2 ds
≤ 1
4
∫
Qt
|∇ηn|2 + C3
∫
Qt
|h|2 .
Therefore, rearranging and applying Gronwall’s lemma, we can infer that for all t ∈ (0, T ] it holds(∫
Qt
|∇ηn|2 +
∫
Σt
|∇ΓηnΓ|2
)1/2
+ ‖(ξn, ξnΓ)‖H1(0,t;H)∩L∞(0,t;V) ≤ C4‖h‖L2(0,t;H)3 . (3.22)
Second a priori estimate. We insert (v, vΓ) = (ηn, ηnΓ) in (3.19). As it turns out, all of the resulting
terms can be handled directly by means of Young’s inequality to yield an inequality of the form∫
Qt
|ηn|2 +
∫
Σt
|ηnΓ|2 ≤ C5
(
‖(ξn, ξnΓ)‖2H1(0,T ;H)∩L2(0,T ;V) +
∫
Qt
|∇ηn|2 +
∫
Σt
|∇ΓηnΓ|2
)
,
and it follows from (3.22) that
‖(ηn, ηnΓ)‖L2(0,t;V) ≤ C6‖h‖L2(0,t;H)3 . (3.23)
Existence of a unique solution to the linearized system. We account for (3.22)–(3.23) and use
standard weak and weak star compactness results, as well as [24, Sect. 8, Cor. 4]). It follows that, as
n tends to infinity,
(ηn, ηnΓ)→ (η, ηΓ) weakly in L2(0, T ;V), (3.24)
1
n
(ηn, ηnΓ)→ (0, 0) strongly in L2(0, T ;V), (3.25)
(ξn, ξnΓ)→ (ξ, ξΓ) weakly star in H1(0, T ;H) ∩ L∞(0, T ;V)
and strongly in C0([0, T ];H), (3.26)
at least for a subsequence, which is again indexed by n. In particular, we have ξ(0) = 0 and ξΓ(0) =
0. We also recall that u, f ′′(ρ) ∈ L∞(Q) and f ′′Γ(ρΓ) ∈ L∞(Σ), which implies that
ξnu→ ξu strongly in L2(0, T ;H)3 ,
f ′′(ρ)ξn → f ′′(ρ)ξ strongly in L2(Q) ,
f ′′Γ(ρΓ)ξ
n
Γ → f ′′Γ(ρΓ)ξΓ strongly in L2(Σ) .
Now, we recall (3.16) for the definition of V∞, and take an arbitrary V∞-valued step function (v, vΓ).
Since the range of (v, vΓ) is finite-dimensional, there exists some m ∈ N such that (v, vΓ)(t) ∈ Vm
for a.a. t ∈ (0, T ). It follows that (v, vΓ)(t) ∈ Vn for a.a. t ∈ (0, T ) and every n ≥ m, so that we
can test (3.18) and (3.19), written at the time t, by (v, vΓ)(t) and integrate over (0, T ). At this point,
it is straightforward to deduce that (η, ηΓ) and (ξ, ξΓ) satisfy the integrated version of (3.1)–(3.3) for
every such step function, namely, we have that∫
Q
∂tξ v +
∫
Σ
∂tξΓ vΓ −
∫
Q
ξu · ∇v −
∫
Q
ρh · ∇v +
∫
Q
∇η · ∇v +
∫
Σ
∇ηΓ · ∇vΓ = 0 ,
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τΩ
∫
Q
∂tξ v + τΓ
∫
Σ
∂tξ vΓ +
∫
Q
∇ξ · ∇v +
∫
Σ
∇ΓξΓ · ∇ΓvΓ
+
∫
Q
f ′′(ρ)ξv +
∫
Σ
f ′′Γ(ρΓ)ξΓvΓ =
∫
Q
ηv +
∫
Σ
ηΓvΓ .
By density, the same equations hold true for every (v, vΓ) ∈ L2(0, T ;V). This implies that (3.1)–(3.2)
hold true a.e. in (0, T ) and for every (v, vΓ) ∈ V, as desired. It is thus shown that ((η, ηΓ), (ξ, ξΓ))
is a solution to the linearized system (3.1)–(3.3).
Next, we show that there can be no other such solution. To this end, assume that ((ηi, ηiΓ), (ξ
i, ξiΓ)),
i = 1, 2, are two solutions such that
(ηi, ηiΓ) ∈ L2(0, T ;V) and (ξi, ξiΓ) ∈ H1(0, T ;H) ∩ L∞(0, T ;V) for i = 1, 2.
We put (η, ηΓ) := (η1, η1Γ) − (η2, η2Γ) and (ξ, ξΓ) := (ξ1, ξ1Γ) − (ξ2, ξ2Γ). Then ((η, ηΓ), (ξ, ξΓ))
solves the system (3.1)–(3.3), where, in this case, the expression
∫
Ω
ρh · ∇v is not present. Now,
we repeat the two a priori estimates performed above for the approximating system, but this time we
proceed directly on the system (3.1)–(3.3). We then recover the estimates (3.22) and (3.23), but this
time with zero right-hand sides. Hence, (η, ηΓ) and (ξ, ξΓ) vanish, which proves the uniqueness.
Further regularity. We still need to show that (ξ, ξΓ) ∈ L2(0, T ;W). This is an immediate conse-
quence of [12, Lem. 3.1]: indeed, we can write (3.2) in the form∫
Ω
∇ξ · ∇v +
∫
Γ
∇ΓξΓ · ∇ΓvΓ =
∫
Ω
gv +
∫
Γ
gΓvΓ ∀(v, vΓ) ∈ V, (3.27)
for a.e. t ∈ (0, T ), where we define (g, gΓ) ∈ L2(0, T ;H) by
g := η − f ′′(ρ)ξ − τΩ∂tξ , gΓ := ηΓ − f ′′Γ(ρΓ)ξΓ − τΓ∂tξΓ .
Obviously, (g(t), gΓ(t)) ∈ H for a.e. t ∈ (0, T ). It then follows from [12, Lem. 3.1] that, for a.e.
t ∈ (0, T ), it holds (ξ(t), ξΓ(t)) ∈W, as well as
‖(ξ(t), ξΓ(t))‖W ≤ CΩ (‖(ξ(t), ξΓ(t))‖V + ‖(g(t), gΓ(t))‖H) , (3.28)
with a constant CΩ > 0 that depends only on Ω. Since we have (ξ, ξΓ) ∈ L∞(0, T ;V), we conclude
that indeed (ξ, ξΓ) ∈ L2(0, T ;W). Arguing as above on the equation (3.1), to be written similarly as
in (3.27), and observing that
‖∇ξ · u−∇ρ · h‖L2(0,T ;H)
≤ C7
(
‖∇ξ‖L2(0,T ;L6(Ω)3)‖u‖L∞(0,T ;L3(Ω)3) + ‖∇ρ‖L∞(0,T ;L6(Ω)3)‖h‖L2(0,T ;L3(Ω)3)
)
≤ C8
(
‖(ξ, ξΓ)‖L2(0,T ;W)‖u‖L∞(0,T ;L3(Ω)3) + ‖(ρ, ρΓ)‖L∞(0,T ;W)‖h‖L2(0,T ;L3(Ω)3)
)
,
it is not difficult to conclude that (η, ηΓ) ∈ L2(0, T ;W) (cf. [12, Sect. 3]).
At this point, it remains to show the asserted continuity properties of the mapping h 7→ ((η, ηΓ), (ξ, ξΓ)).
Now, it follows from the weak and weak star sequential semicontinuity of norms and from the estimates
(3.22) and (3.23) that, for every h ∈ X,
‖(η, ηΓ)‖L2(0,T ;V) + ‖(ξ, ξΓ)‖H1(0,T ;H)∩L∞(0,T ;V) ≤ C9 ‖h‖X . (3.29)
The assertion is thus completely proved. 
We now turn our interest to the Fréchet differentiability. We recall the definitions (1.8) and (3.10) of the
spaces X and Y and prove the following result.
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Theorem 3.2. Assume that (A1)–(A3), (A5) and (A6) are fulfilled. Then the control-to-state opera-
tor S is Fréchet differentiable at every u ∈ UR as a mapping from the space X into the space Y.
Moreover, for every u ∈ UR and every h ∈ X we have that the Fréchet derivative DS(u) of S at u
satisfies DS(u)(h) = (η, ηΓ, ξ, ξΓ), which is the unique solution to the linearized system (3.1)–(3.3)
associated with h.
PROOF: Since UR is open, there is some Λ > 0 such that u + h ∈ UR whenever h ∈ X and
‖h‖X ≤ Λ. In the following, we consider only such perturbations h, for which we define the quantities
((µh, µhΓ), (ρ
h, ρhΓ)) := S(u+ h), y
h := ρh − ρ− ξh, yhΓ := ρhΓ − ρΓ − ξhΓ,
zh := µh − µ− ηh, zhΓ := µhΓ − µΓ − ηhΓ .
Obviously, we have yh|Σ = y
h
Γ and z
h
|Σ = z
h
Γ, as well as
(yh, yhΓ) ∈ H1(0, T ;H) ∩ L∞(0, T ;V) , (zh, zhΓ) ∈ L2(0, T ;V) . (3.30)
Since we know already from the previous theorem that the linear mapping h 7→ ((ηh, ηhΓ),
(ξh, ξhΓ)) is continuous as a mapping from X into Y, it suffices to show that there is an increasing
mapping Z : (0,Λ)→ (0,+∞) such that limλ↘0 Z(λ)/λ2 = 0 and
‖(zh, zhΓ)‖2L2(0,T ;V) + ‖(yh, yhΓ)‖2H1(0,T ;H)∩L∞(0,T ;V) ≤ Z(‖h‖X) . (3.31)
We also recall that ((µh, µhΓ), (ρ
h, ρhΓ)) satisfy the global estimates stated in (2.12), (2.14), and we
observe that it follows from Taylor’s theorem that there is some C1 > 0 such that∣∣f ′(ρh)− f ′(ρ)− f ′′(ρ)ξh∣∣ ≤ C1 ∣∣yh∣∣+ C1 ∣∣ρh − ρ∣∣2 a.e. in Q, (3.32)∣∣f ′Γ(ρhΓ)− f ′Γ(ρΓ)− f ′′Γ(ρΓ)ξhΓ∣∣ ≤ C1 ∣∣yhΓ∣∣+ C1 ∣∣ρhΓ − ρΓ∣∣2 a.e. on Σ, (3.33)
where, here and in the remainder of this proof, C and Ci, i ∈ N, denote positive constants that may
depend on the data of the system andR, but not on the special choice of h with ‖h‖X ≤ Λ. Moreover,
using the state equations and the linearized system, we readily verify that the following identities are
valid:∫
Ω
∂ty
hv +
∫
Γ
∂ty
h
ΓvΓ +
∫
Ω
∇zh · ∇v +
∫
Γ
∇ΓzhΓ · ∇ΓvΓ =
∫
Ω
yhu · ∇v +
∫
Ω
(ρh − ρ)h · ∇v
for all (v, vΓ) ∈ V and a.e. in (0, T ), (3.34)
τΩ
∫
Ω
∂ty
hv + τΓ
∫
Γ
∂ty
h
ΓvΓ +
∫
Ω
∇yh · ∇v +
∫
Γ
∇ΓyhΓ · ∇ΓvΓ
+
∫
Ω
(
f ′(ρh)− f ′(ρ)− f ′′(ρ)ξh) v + ∫
Ω
(
f ′Γ(ρ
h
Γ)− f ′Γ(ρΓ)− f ′′Γ(ρΓ)ξhΓ
)
vΓ
=
∫
Ω
zhv +
∫
Γ
zhΓvΓ for all (v, vΓ) ∈ V and a.e. in (0, T ). (3.35)
First estimate. For s ∈ (0, T ), we insert (v, vΓ) = (zh(s), zhΓ(s)) in (3.34) and (v, vΓ) =
(∂ty
h(s), ∂ty
h
Γ(s)) in (3.35). The last position is formal, but the following computations can be jus-
tified rigorously by arguing, e.g., as in [5, Appendix]. We then add the two resulting identities, integrate
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over (0, t), where t ∈ (0, T ), and add on both sides the quantity ∫
Qt
yh ∂ty
h +
∫
Σt
yhΓ ∂ty
h
Γ. Observ-
ing that some terms cancel out and using the inequalities (3.32) and (3.33), we arrive at the inequality∫
Qt
|∇zh|2 +
∫
Σt
|∇ΓzhΓ|2 +
1
2
‖(yh(t), yh(t))‖2V + τΩ
∫
Qt
|∂tyh|2 + τΓ
∫
Σt
|∂tyhΓ|2
≤
∫
Qt
|yh||u||∇zh|+
∫
Qt
|ρh − ρ||h||∇zh|+ C
∫
Qt
|yh||∂tyh|+ C
∫
Σt
|yhΓ||∂tyhΓ|
+ C
∫
Qt
|∂tyh||ρh − ρ|2 + C
∫
Σt
|∂tyhΓ||ρhΓ − ρΓ|2 =:
6∑
j=1
Ij, (3.36)
with obvious notation. We estimate the six terms on the right-hand side individually, using the Hölder,
Young and Sobolev inequalities, and invoking (2.13). We obtain the following estimates:
I1 ≤
∫ t
0
‖yh(s)‖6 ‖u(s)‖3 ‖∇zh(s)‖2 ds
≤ 1
4
∫
Qt
|∇zh|2 + C‖u‖2L∞(0,t;L3(Ω)3)‖yh‖2L2(0,t;V )
≤ 1
4
∫
Qt
|∇zh|2 + C ‖yh‖2L2(0,t;V ) , (3.37)
I2 ≤
∫ t
0
‖ρh(s)− ρ(s)‖6 ‖h(s)‖3 ‖∇zh(s)‖2 ds
≤ 1
4
∫
Qt
|∇zh|2 + C ‖h‖2L∞(0,t;L3(Ω)3)‖ρh − ρ‖2L2(0,t;V )
≤ 1
4
∫
Qt
|∇zh|2 + C ‖h‖4H1(0,t;L3(Ω)3) , (3.38)
I3 ≤ τΩ
4
∫
Qt
|∂tyh|2 + C
∫
Qt
|yh|2 , (3.39)
I4 ≤ τΓ
4
∫
Σt
|∂tyhΓ|2 + C
∫
Σt
|yhΓ|2 , (3.40)
I5 ≤ C
∫ t
0
‖∂tyh(s)‖2 ‖ρh(s)− ρ(s)‖24 ds
≤ τΩ
4
∫
Qt
|∂tyh|2 + C
∫ t
0
‖(ρh − ρ)(s)‖4V ds
≤ τΩ
4
∫
Qt
|∂tyh|2 + C ‖h‖4H1(0,t;L3(Ω)3) , (3.41)
and, by the same token,
I6 ≤ τΓ
4
∫
Σt
|∂tyhΓ|2 + C ‖h‖4H1(0,t;L3(Ω)3) . (3.42)
At this point, we can combine the estimates (3.36)–(3.42) and infer from Gronwall’s lemma that, for
every t ∈ (0, T ],
‖(yh, yhΓ)‖2H1(0,t;H)∩L∞(0,t;V) + ‖(∇zh,∇ΓzhΓ)‖2L2(0,t;H3) ≤ C2 ‖h‖4H1(0,t;L3(Ω)3). (3.43)
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Second estimate. Next, we insert, for s ∈ (0, T ), (v, vΓ) = (zh(s), zhΓ)(s) in (3.35) and integrate
the resulting equation over (0, t), where t ∈ (0, T ]. Using (3.32) and (3.33) once more, we then arrive
at the estimate∫
Qt
|zh|2 +
∫
Σt
|zhΓ|2 ≤ τΩ
∫
Qt
|∂tyh||zh|+ τΓ
∫
Σt
|∂tyhΓ||zhΓ|+
∫
Qt
|∇yh||∇zh|
+
∫
Σt
|∇ΓyhΓ| |∇ΓzhΓ|+ C
∫
Qt
|yh| |zh|+ C
∫
Σt
|yhΓ||zhΓ|+ C
∫
Qt
|ρh − ρ|2|zh|
+ C
∫
Σt
|ρhΓ − ρΓ|2|zhΓ| . (3.44)
The sum of the first six summands on the right-hand side, which we denote by J1, can be estimated
using Young’s inequality and (3.43). In this way, we readily obtain that
J1 ≤ 1
4
∫
Qt
|zh|2 + 1
4
∫
Σt
|zhΓ|2 + C‖h‖2H1(0,t;L3(Ω)3) . (3.45)
The remaining two terms, which we denote by J2 and J3, can be handled using the Hölder, Young and
Sobolev inequalities as well as (2.13). Indeed, we have that
J2 ≤ C
∫ t
0
‖zh(s)‖2 ‖ρh(s)− ρ(s)‖24 ds ≤
1
4
∫
Qt
|zh|2 + C
∫ t
0
‖(ρh − ρ)(s)‖4V ds
≤ 1
4
∫
Qt
|zh|2 + C ‖h‖4H1(0,t;L3(Ω)3) . (3.46)
Similar reasoning yields that
J3 ≤ 1
4
∫
Σt
|zhΓ|2 + C ‖h‖4H1(0,t;L3(Ω)3) . (3.47)
Therefore, combining the estimate (3.43) with (3.44)–(3.47), we can conclude that
‖(zh, zhΓ)‖2L2(0,t;V) ≤ C3 ‖h‖4H1(0,t;L3(Ω)3) for all t ∈ (0, T ] . (3.48)
In conclusion, the inequality (3.31) is fulfilled with the choice Z(λ) := (C2 +C3)λ4. The assertion is
thus proved. 
With the differentiability shown, the road is paved to derive a first-order necessary optimality condition
for the control problem under investigation. Indeed, a standard argument (which we do not repeat
here) invoking the chain rule for Fréchet derivatives and the convexity of the admissible set Uad yields
the result stated below, where the following abbreviations are used:
ϕ1 := β1(µ− µ̂Q), ϕ2 := β2(µΓ − µ̂Σ), (3.49)
ϕ3 := β3(ρ− ρ̂Q), ϕ4 := β4(ρΓ − ρ̂Σ), (3.50)
ϕ5 := β5(ρ(T )− ρ̂Ω), ϕ6 := β6(ρΓ(T )− ρ̂Γ). (3.51)
Corollary 3.3. Let the assumptions (A1)–(A5) be satisfied, and assume that u ∈ Uad is a solution
to the control problem (CP) with associated state ((µ, µΓ), (ρ, ρΓ)) = S(u). Then, with the notation
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(3.49)–(3.51), we have that∫
Q
ϕ1 η +
∫
Σ
ϕ2 ηΓ +
∫
Q
ϕ3 ξ +
∫
Σ
ϕ4 ξΓ +
∫
Ω
ϕ5 ξ(T )
+
∫
Γ
ϕ6 ξΓ(T ) + β7
∫
Q
u · (v − u) ≥ 0 for every v ∈ Uad, (3.52)
where, for v ∈ Uad, (ξ, ξΓ, η, ηΓ) is the solution to the linearized problem corresponding to h := v−u.
4 The optimal control problem
In this section, we examine deeply the control problem (CP) of minimizing the functional (1.1) under
the control constraint u ∈ Uad and the state constraint (2.7)–(2.9). First of all, we show the existence
of an optimal control. Then, we eliminate the solution to the linearized problem from the necessary
condition (3.52) already established (with the notations (3.50)–(3.51)), by making use of the solution
to a proper adjoint problem. As for the first aim, we have the following result:
Theorem 4.1. Suppose that the assumptions (A1)–(A5) hold true. Then the optimal control problem
(CP) has at least one solution, that is, there exists some u ∈ Uad such that
J(µ, µΓ, ρ, ρΓ, u) ≤ J(µ, µΓ, ρ, ρΓ, u) for every u ∈ Uad, (4.1)
where ((µ, µΓ), (ρ, ρΓ)) and ((µ, µΓ), (ρ, ρΓ)) are the solutions to the state system (2.7)–(2.9) cor-
responding to the controls u and u, respectively.
PROOF: We use the direct method. Thus, we fix a minimizing sequence, i.e., a sequence {un} of
admissible controls such that
lim
n→∞
J(µn, µnΓ , ρn, ρnΓ , un) = Λ := inf J(µ, µΓ, ρ, ρΓ, u), (4.2)
where the infimum is taken over the set of quintuples (µ, µΓ, ρ, ρΓ, u) that satisfy ((µ, µΓ), (ρ, ρΓ)) =
S(u) for some u ∈ Uad. By Theorem 2.3, the estimates (2.11)–(2.12) hold true with constants
ρ∗, ρ∗ ∈ (−1, 1) and K1 > 0 that do not depend on n. On the other hand, every un belongs
to Uad. Therefore, we have for a subsequence (still indexed by n)
un → u weakly star in (L∞(Q) ∩H1(0, T ;L3(Ω)))3,
(µn, µnΓ)→ (µ, µΓ) weakly star in L∞(0, T ;W),
(ρn, ρnΓ)→ (ρ, ρΓ) weakly star in W 1,∞(0, T ;H) ∩H1(0, T ;V) ∩ L∞(0, T ;W)
and strongly in L2(Q)× L2(Σ).
By Remark 2.2, we can infer that u ∈ Uad. Moreover, (f ′(ρn), f ′Γ(ρnΓ)) converges to (f ′(ρ), f ′Γ(ρ))
strongly inL2(Q)×L2(Σ) and ρnun converges to ρ u weakly in (L2(Q))3. Hence, it is straightforward
to verify that ((µ, µΓ), (ρ, ρΓ)) solves the integrated version of the state system (2.7)–(2.9) with u = u
and time-dependent test functions (v, vΓ) ∈ L2(0, T ;V), that is, the system itself. Finally, we have,
by semicontinuity and (4.2),
J(µ, µΓ, ρ, ρΓ, u) ≤ lim
n→∞
J(µn, µnΓ , ρn, ρnΓ , un) = Λ .
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Therefore, u is an optimal control. 
The final step consists in eliminating the solution to the linearized problem from the necessary condi-
tion (3.52), with the notations (3.50)–(3.51), by using the solution to a proper adjoint problem. However,
we cannot deal with the general case, unfortunately. Indeed, we are only able to treat a slightly less
general situation, namely when
β1 = β2 = 0 (4.3)
(cf., e.g., [9] for a similar case). Furthermore, for a given optimal control u, if we let ((µ, µΓ), (ρ, ρΓ)) =
S(u) be the corresponding optimal state, we still keep the notations (3.49)–(3.51), noticing thatϕ1 = 0
and ϕ2 = 0 due to (4.3), and also introduce for brevity
ψ := f ′′(ρ) and ψΓ := f ′′Γ(ρΓ) . (4.4)
Then the adjoint problem reads as follows: we look for a quadruplet (p, pΓ, q, qΓ) satisfying the regu-
larity requirements
(p, pΓ) ∈ L∞(0, T ;V) , (q, qΓ) ∈ L∞(0, T ;H) ∩ L2(0, T ;V) , (4.5)
(p+ τΩq, pΓ + τΓqΓ) ∈ H1(0, T ;V ∗) , (4.6)
and solving
− 〈∂t(p+ τΩq, pΓ + τΓqΓ), (v, vΓ)〉V +
∫
Ω
∇q · ∇v +
∫
Γ
∇ΓqΓ · ∇ΓvΓ
+
∫
Ω
ψqv +
∫
Γ
ψΓqΓvΓ −
∫
Ω
u · ∇p v =
∫
Ω
ϕ3 v +
∫
Γ
ϕ4 vΓ
a.e. in (0, T ) and for every (v, vΓ) ∈ V, (4.7)∫
Ω
∇p · ∇v +
∫
Γ
∇ΓpΓ · ∇ΓvΓ =
∫
Ω
qv +
∫
Γ
qΓvΓ
a.e. in (0, T ) and for every (v, vΓ) ∈ V, (4.8)
〈(p+ τΩq, pΓ + τΓqΓ)(T ), (v, vΓ)〉V =
∫
Ω
ϕ5 v +
∫
Γ
ϕ6vΓ
for every (v, vΓ) ∈ V. (4.9)
We notice that the system (4.7)–(4.8) is the variational formulation of the following boundary value
problem:
− ∂t(p+ τΩq)−∆q + ψq − u · ∇p = ϕ3 and −∆p = q in Q,
− ∂t(pΓ + τΓqΓ) + ∂νq −∆ΓqΓ + ψΓqΓ = ϕ4 , ∂νpΓ −∆ΓpΓ = qΓ ,
p|Σ = pΓ and q|Σ = qΓ on Σ.
However, we only use the weak formulation (4.7)–(4.9).
We discuss the well-posedness of this problem. We prepare our existence result by solving an ap-
proximating problem depending on a small parameter ε ∈ (0, 1). We recall that u belongs to Uad.
However, our results are valid under the weaker assumption
u ∈ L∞(0, T ;L3(Ω)3). (4.10)
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We replace u in (4.7) by the bounded function uε defined a.e. in Q by the conditions
uε = u where |u| ≤ 1/ε and uε = 1
ε
u
|u| where |u| > 1/ε . (4.11)
Moreover, we introduce a viscosity term in (4.8). Finally, we approximate the pair (ϕ5, ϕ6) ∈ H by
pairs (ϕε5, ϕ
ε
6) satisfying
(ϕε5/τΩ, ϕ
ε
6/τΓ) ∈ V for ε ∈ (0, 1) and (ϕε5, ϕε6)→ (ϕ5, ϕ6) in H as ε↘ 0. (4.12)
The problem we consider is the following: we look for a quadruplet (pε, pεΓ, q
ε, qεΓ) satisfying the reg-
ularity requirements
(pε, pεΓ), (q
ε, qεΓ) ∈ H1(0, T ;H) ∩ L∞(0, T ;V) (4.13)
and solving
−
∫
Ω
∂t(p
ε + τΩq
ε)v −
∫
Γ
∂t(p
ε
Γ + τΓq
ε
Γ)vΓ +
∫
Ω
∇qε · ∇v +
∫
Γ
∇ΓqεΓ · ∇ΓvΓ
+
∫
Ω
ψqεv +
∫
Γ
ψΓq
ε
ΓvΓ −
∫
Ω
uε · ∇pε v =
∫
Ω
ϕ3 v +
∫
Γ
ϕ4 vΓ , (4.14)
− ε
∫
Ω
∂tp
ε v − ε
∫
Γ
∂tp
ε
Γ vΓ +
∫
Ω
∇pε · ∇v +
∫
Γ
∇ΓpεΓ · ∇ΓvΓ
=
∫
Ω
qεv +
∫
Γ
qεΓvΓ , (4.15)
(pε, pεΓ)(T ) = (0, 0) and (q
ε, qεΓ)(T ) = (ϕ
ε
5/τΩ , ϕ
ε
6/τΓ) , (4.16)
where the equalities (4.14)–(4.15) have to hold for every (v, vΓ) ∈ V and a.e. in (0, T ). In order to
solve this problem, we need a preparatory lemma.
Lemma 4.2. Let (V,H,V∗) be a Hilbert triplet withV separable, and let the operatorsA ∈ L(H,H),
B ∈ L(V,V∗) and C(t) ∈ L(V,H) satisfy, for some positive constants α, λ and K ,
(Aw,w)H ≥ α‖w‖2H for every w ∈ H , (4.17)
〈Bw,w〉V + λ‖w‖2H ≥ α‖w‖2V for every w ∈ V , (4.18)
‖C(t)w‖H ≤ K‖w‖V for a.a. t ∈ (0, T ) and every w ∈ V , (4.19)
for every w1 ∈ V and w2 ∈ H,
the function t 7→ (C(t)w1, w2)H is measurable on (0, T ). (4.20)
Moreover, assume that B is symmetric. Then, for every F ∈ L2(0, T ;H) and wT ∈ V, there exists a
unique
w ∈ H1(0, T ;H) ∩ L∞(0, T ;V) (4.21)
satisfying
− Aw′(t) + Bw(t) + C(t)w(t) = F (t) in V∗ for a.a. t ∈ (0, T ) , (4.22)
w(T ) = wT . (4.23)
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PROOF: Even nonlinear generalizations of such a result should be known (see, e.g., [13] for a non-
linear case with C = 0). However, we did not find any reference that precisely deals with our assump-
tions. Therefore, we sketch a short proof. Both existence and uniqueness are based on the estimate
obtained by formally testing (4.22), written at the time s, by −w′(s) and integrating over (t, T ). By
doing this, using the symmetry of B and adding the same quantity to both sides, we obtain∫ T
t
(
Aw′(s), w′(s)
)
H ds+
1
2
〈Bw(t), w(t)〉V + λ
2
‖w(t)‖2H
=
1
2
〈BwT , wT 〉V + λ
2
‖wT‖2H + λ
∫ T
t
(
w(s), w′(s)
)
H ds
+
∫ T
t
(
F (s)− C(s)w(s), w′(s))H ds .
At this point, we account for (4.17)–(4.19), the Young inequality and the Gronwall lemma. We con-
clude that
‖w‖H1(0,T ;H)∩L∞(0,T ;V) ≤ C
(‖F‖L2(0,T ;H) + ‖wT‖V),
where C depends only on the structural constants and T . This estimate corresponds to the regu-
larity (4.21) and implies that w = 0 if the data vanish. However, this is formal, as said at the very
beginning. To make the existence proof rigorous, we can owe to the separability of V and use a
Faedo-Galerkin scheme. To obtain uniqueness, we test (4.22) by the function −w′δ rather than by
−w′, where wδ ∈ H1(0, T ;V) is obtained by solving the abstract elliptic problem (here I : V→ V∗
is the injection)
wδ(t) + δ(B+ λI)wδ(t) = w(t) for a.a. t ∈ (0, T ).
Then, we use [5, Appendix: Prop. 6.1-6.3 and Rem. 6.4] in letting δ tend to zero. This yields the desired
estimate, thus uniqueness if F = 0 and wT = 0. 
Theorem 4.3. For every ε ∈ (0, 1), the approximating problem (4.14)–(4.16) has a unique solution
(pε, pεΓ, q
ε, qεΓ) satisfying (4.13).
PROOF: We present the problem in a different form. We term (z, zΓ) rather than (v, vΓ) the arbitrary
element of V that appears in (4.14) and add this equation to (4.15) divided by ετ , where
τ := min{τΩ , τΓ}. (4.24)
This yields the identity
− 1
τ
∫
Ω
∂tp
ε v − 1
τ
∫
Γ
∂tp
ε
Γ vΓ +
1
ετ
∫
Ω
∇pε · ∇v + 1
ετ
∫
Γ
∇ΓpεΓ · ∇ΓvΓ
−
∫
Ω
∂t(p
ε + τΩq
ε)z −
∫
Γ
∂t(p
ε
Γ + τΓq
ε
Γ)zΓ +
∫
Ω
∇qε · ∇z +
∫
Γ
∇ΓqεΓ · ∇ΓzΓ
+
∫
Ω
ψqεz +
∫
Γ
ψΓq
ε
ΓzΓ −
∫
Ω
uε · ∇pε z
=
1
ετ
∫
Ω
qεv +
1
ετ
∫
Γ
qεΓvΓ +
∫
Ω
ϕ3 z +
∫
Γ
ϕ4 zΓ for every (v, vΓ), (z, zΓ) ∈ V. (4.25)
As the pairs (v, vΓ) and (z, zΓ) are independent from each other, this equation is equivalent to (4.14)–
(4.15), and we are going to transform it into an abstract equation like (4.22) in the framework of the
Hilbert triplet
V ⊂ H ⊂ V ∗ where V := V× V and H := H ×H , whence V ∗ = V∗ × V∗
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with a non-standard embeddingH ⊂ V ∗, due to a particular choice of the inner product inH. In order
to simplify the notation, we write the elements ((v, vΓ), (z, zΓ)) of H as quadruplets (v, vΓ, z, zΓ).
We set (
(p, pΓ, q, qΓ), (v, vΓ, z, zΓ)
)
H :=
∫
Ω
( 1
ετΩ
pv + qz
)
+
∫
Γ
( 1
ετΓ
pΓvΓ + qΓzΓ
)
for every (p, pΓ, q, qΓ), (v, vΓ, z, zΓ) ∈ H (4.26)
and notice that ( · , · )H actually is an inner product and that the corresponding norm is equivalent to
the standard one. Moreover, we define the operators Aε ∈ L(H,H), B ∈ L(V,V∗) and Cε(t) ∈
L(V,H) by the formulas
Aε(p, pΓ, q, qΓ) :=
(ετΩ
τ
p,
ετΓ
τ
pΓ, p+ τΩq, pΓ + τΓqΓ
)
for every (p, pΓ, q, qΓ) ∈ H , (4.27)
〈Bε(p, pΓ, q, qΓ), (v, vΓ, z, zΓ)〉V
:=
1
ετ
∫
Ω
∇p · ∇v + 1
ετ
∫
Γ
∇ΓpΓ · ∇ΓvΓ +
∫
Ω
∇q · ∇z +
∫
Γ
∇ΓqΓ · ∇ΓzΓ
for every (p, pΓ, q, qΓ), (v, vΓ, z, zΓ) ∈ V , (4.28)
Cε(t)(p, pΓ, q, qΓ)
:=
(
−τΩ
τ
q , −τΓ
τ
qΓ , −uε(t) · ∇p+ ψ(t) q , ψΓ(t) qΓ
)
for a.a. t ∈ (0, T ) and every (p, pΓ, q, qΓ) ∈ V . (4.29)
A simple computation shows that(
Aε(p, pΓ, q, qΓ), (v, vΓ, z, zΓ)
)
H
=
∫
Ω
(1
τ
pv + (p+ τΩq)z
)
+
∫
Γ
(1
τ
pΓvΓ + (pΓ + τΓqΓ)zΓ
)
for every (p, pΓ, q, qΓ), (v, vΓ, z, zΓ) ∈ H ,(
Cε(t)(p, pΓ, q, qΓ), (v, vΓ, z, zΓ)
)
H
= − 1
ετ
∫
Ω
qv − 1
ετ
∫
Γ
qΓvΓ +
∫
Ω
ψ(t)qz +
∫
Γ
ψΓ(t)qΓzΓ −
∫
Ω
uε(t) · ∇p z
for a.a. t ∈ (0, T ) and every (p, pΓ, q, qΓ) ∈ V and (v, vΓ, z, zΓ) ∈ H.
Therefore, the variational equation (4.25) takes the form
−(Aε∂t(pε, pεΓ, qε, qεΓ)(t), (v, vΓ, z, zΓ))H + 〈Bε(pε, pεΓ, qε, qεΓ)(t), (v, vΓ, z, zΓ)〉V
+
(
Cε(t)(pε, pεΓ, qε, qεΓ)(t), (v, vΓ, z, zΓ)
)
H =
(
F (t), (v, vΓ, z, zΓ)
)
H
for a.a. t ∈ (0, T ) and every (v, vΓ, z, zΓ) ∈ V ,
with an obvious definition of F ∈ L2(0, T ;H). Thus, it is a particular case of (4.22). On the other
hand, (4.16) is equivalent to(
(pε, pεΓ, q
ε, qεΓ)(T ), (v, vΓ, z, zΓ)
)
H =
(
(0, 0, ϕε5/τΩ, ϕ
ε
6/τΓ), (v, vΓ, z, zΓ)
)
H
for every (v, vΓ, z, zΓ) ∈ H ,
and (0, 0, ϕε5/τΩ, ϕ
ε
6/τΓ) belongs to V by the first condition in (4.12). Therefore, in order to conclude,
it is sufficient to check the properties (4.17)–(4.20) of Lemma 4.2. The second and fourth ones are
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clear, and Bε is obviously symmetric. Moreover, (4.19) easily follows from the boundedness of uε, ψ
and ψΓ. As for (4.17), we have, for some constant α > 0 and every (v, vΓ, z, zΓ) ∈ H,(
Aε(v, vΓ, z, zΓ), (v, vΓ, z, zΓ)
)
H
=
∫
Ω
(1
τ
|v|2 + (v + τΩz)z
)
+
∫
Γ
(1
τ
|vΓ|2 + (vΓ + τΓzΓ)zΓ
)
≥
∫
Ω
(1
τ
|v|2 + τ |z|2 + vz
)
+
∫
Γ
(1
τ
|vΓ|2 + τ |zΓ|2 + vΓzΓ
)
≥ 1
2
∫
Ω
(1
τ
|v|2 + τ |z|2
)
+
1
2
∫
Γ
(1
τ
|vΓ|2 + τ |zΓ|2
)
≥ α‖(v, vΓ, z, zΓ)‖2H ,
the last inequalities being due to the Young inequality and to the equivalence between the norm ‖ · ‖H
induced by the inner product (4.26) and the natural norm of H. Therefore, Lemma 4.2 can be applied
and the proof is complete. 
Theorem 4.4. Let the assumptions (A1)–(A5) and (4.3) be satisfied. Moreover, assume that u ∈ Uad
is a solution to the control problem (CP) and that ((µ, µΓ), (ρ, ρΓ)) = S(u) is the associated state.
Then, with the notations (3.50)–(3.51) and (4.4), the adjoint problem (4.7)–(4.9) has a unique solution
(p, pΓ, q, qΓ) satisfying (4.5)–(4.6).
PROOF: In order to show existence, we perform a number of a priori estimates on the solution
(pε, pεΓ, q
ε, qεΓ) to the approximating problem. However, we explicitly write the superscript ε only at
the end of each estimate. Moreover, we make use of the same symbol c to denote different constants
that do not depend on ε. The symbol cδ stands for (possibly different) constants that can also depend
on the parameter δ. By denoting by |Ω| and |Γ| the volume of Ω and the area of Γ, respectively, we
define the mean value function by
mean(v, vΓ) :=
∫
Ω
v +
∫
Γ
vΓ
|Ω|+ |Γ| for every (v, vΓ) ∈ H (4.30)
and observe that the Poincaré type inequality
‖(v, vΓ)‖V ≤ c
(‖(∇v,∇ΓvΓ)‖H3 + |mean(v, vΓ)|) for every (v, vΓ) ∈ V (4.31)
holds true with a constant c that depends only on Ω. Finally, we set, for brevity,
Qt := Ω× (t, T ) and Σt := Γ× (t, T ) for t ∈ (0, T ).
First a priori estimate. We test (4.15) by (1, 1) and obtain
|mean(q, qΓ)| (|Ω|+ |Γ|) ≤ ε
∫
Ω
|∂tp|+ ε
∫
Γ
|∂tpΓ| a.e. in (0, T ). (4.32)
As ε2 ≤ ε, since ε ∈ (0, 1), we infer that∫ T
t
|mean(q, qΓ)(s)|2 ds ≤ c ε
∫
Qt
|∂tp|2 + c ε
∫
Σt
|∂tpΓ|2 for every t ∈ [0, T ]
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where c depends only on Ω. On the other hand, owing also to (4.31) and to the Sobolev inequality, we
deduce that ∫ T
t
‖q(s)‖26 ds ≤ c
(∫
Qt
|q|2 +
∫
Qt
|∇q|2
)
≤ c
(∫
Qt
|∇q|2 +
∫
Σt
|∇ΓqΓ|2 +
∫ T
t
|mean(q, qΓ)(s)|2 ds
)
.
Therefore, by combining these inequalities, we conclude that∫ T
t
‖q(s)‖26 ds ≤ CΩ
(∫
Qt
|∇q|2 +
∫
Σt
|∇ΓqΓ|2 + ε
∫
Qt
|∂tp|2 + ε
∫
Σt
|∂tpΓ|2
)
(4.33)
for every t ∈ [0, T ], with a constant CΩ that depends only on Ω.
Second a priori estimate. We test (4.14) by (q, qΓ), integrate over (t, T ), account for the Cauchy
conditions (4.16), and have
−
∫
Qt
∂tp q −
∫
Σt
∂tpΓ qΓ +
τΩ
2
∫
Ω
|q(t)|2 + τΓ
2
∫
Γ
|qΓ(t)|2 +
∫
Qt
|∇q|2 +
∫
Σt
|∇ΓqΓ|2
=
τΩ
2
∫
Ω
|ϕε5/τΩ|2 +
τΓ
2
∫
Γ
|ϕε6/τΓ|2 −
∫
Qt
ψ|q|2 −
∫
Σt
ψΓ|qΓ|2
+
∫
Qt
uε · ∇p q +
∫
Qt
ϕ3 q +
∫
Σt
ϕ4 qΓ .
At the same time, we test (4.15) by −∂t(p, pΓ) and integrate over (t, T ) to obtain
ε
∫
Qt
|∂tp|2 + ε
∫
Σt
|∂tpΓ|2 + 1
2
∫
Ω
|∇p(t)|2 + 1
2
∫
Γ
|∇ΓpΓ(t)|2 = −
∫
Qt
q∂tp−
∫
Σt
qΓ∂tpΓ .
Now, we add this equality to the previous one and observe that four terms cancel each other. Moreover,
accounting for (4.11) and (4.33), we treat the transport term as follows:∫
Qt
uε · ∇p q ≤ ‖u‖L∞(0,T ;L3(Ω)3)
∫ T
t
‖∇p(s)‖2 ‖q(s)‖6 ds
≤ δ
∫ T
t
‖q(s)‖26 ds+ cδ
∫
Qt
|∇p|2
≤ δ CΩ
(∫
Qt
|∇q|2 +
∫
Σt
|∇ΓqΓ|2 + ε
∫
Qt
|∂tp|2 + ε
∫
Σt
|∂tpΓ|2
)
+ cδ
∫
Qt
|∇p|2 ,
where δ > 0 is arbitrary. Therefore, since ψ and ψΓ are bounded, ϕ3 and ϕ4 are L2-functions, and
(4.12) implies that (ϕε5, ϕ
ε
6) is bounded in H uniformly with respect to ε, by choosing δ such that
δCΩ ≤ 1/2 and using the Gronwall lemma, we conclude that
‖(qε, qεΓ)‖L∞(0,T ;H)∩L2(0,T ;V) +‖(∇pε,∇ΓpεΓ)‖L∞(0,T ;H) +ε1/2‖∂t(pε, pεΓ)‖L2(0,T ;H) ≤ c . (4.34)
Third a priori estimate. By testing (4.14) by an arbitrary pair (v, vΓ) ∈ L2(0, T ;V) and accounting
for (4.34), we easily deduce that
‖∂t(pε + τΩqε, pεΓ + τΓqεΓ)‖L2(0,T ;V ∗) ≤ c . (4.35)
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Fourth a priori estimate. Clearly, (4.35) implies that
‖ d
dt
mean(p+ τΩq, pΓ + τΓqΓ)‖L2(0,T ) ≤ c‖∂t(p+ τΩq, pΓ + τΓqΓ)‖L2(0,T ;V ∗) ‖(1, 1)‖V ≤ c ,
and, in view of (4.16), we infer that
‖mean(p+ τΩq, pΓ + τΓqΓ)‖L∞(0,T ) ≤ c . (4.36)
On the other hand, even (τΩq, τΓqΓ) is bounded in L∞(0, T ;H) by (4.34), and consequently
mean(τΩq, τΓqΓ) is bounded in L∞(0, T ). Therefore, (4.36) ensures that the same holds for
mean(p, pΓ). By accounting for (4.34) and the Poincaré type inequality (4.31), we conclude that
‖(pε, pεΓ)‖L∞(0,T ;V) ≤ c . (4.37)
Existence. We are ready to take the limit as ε↘ 0. We have, at least for a subsequence,
(pε, pεΓ)→ (p, pΓ) weakly star in L∞(0, T ;V) , (4.38)
(qε, qεΓ)→ (q, qΓ) weakly star in L∞(0, T ;H) ∩ L2(0, T ;V) , (4.39)
∂t(p
ε + τΩq
ε, pεΓ + τΓq
ε
Γ)→ ∂t(p+ τΩq, pΓ + τΓqΓ) weakly in L2(0, T ;V ∗) , (4.40)
ε ∂t(p
ε, pεΓ)→ 0 strongly in L2(0, T ;H). (4.41)
As (4.38)–(4.40) imply that (see, e.g., [24, Sect. 8, Cor. 4])
(pε + τΩq
ε, pεΓ + τΓq
ε
Γ)→ (p+ τΩq, pΓ + τΓqΓ)
strongly in C0([0, T ];V ∗) ∩ L2(0, T ;H),
and since the approximating final data satisfy the convergence property in (4.12), from (4.16) it fol-
lows that the Cauchy condition (4.9) is fulfilled by the limiting quadruplet (p, pΓ, q, qΓ). Moreover, by
recalling (4.11), we see that uε converges to u a.e. in Q. By combining this with (4.10) and the in-
equality |uε| ≤ |u| a.e. in Q, we deduce that uε converges to u strongly (e.g.) in (L8/3(Q))3. Thus,
by also accounting for (4.38), we infer that uε · ∇pε converges to u · ∇p weakly in L8/7(Q). There-
fore, we can take the limit in the integrated version of (4.14)–(4.15) with time-dependent test functions
(v, vΓ) ∈ L2(0, T ;V) with v ∈ L8(Q) and conclude that (p, pΓ, q, qΓ) solves the integrated version
of (4.7)–(4.8) with the same test functions. By density, since u · ∇p belongs to L2(0, T ;L6/5(Ω)) by
(4.10) and (4.38), and L2(0, T ;V ) ⊂ L2(0, T ;L6(Ω)) by the Sobolev inequality, one can take any
element of L2(0, T ;V) as a test function. Hence, this quadruplet also solves the equations (4.7) and
(4.8) as they are.
Uniqueness. Since the problem (4.7)–(4.9) is linear, it is sufficient to prove that the unique solution
with (ϕ3, ϕ4, ϕ5, ϕ6) = (0, 0, 0, 0) is (p, pΓ, q, qΓ) = (0, 0, 0, 0). In the next lines, Ci, i = 1, 2, . . . ,
denote positive constants that depend only on the structural assumptions and the L∞-norms of u, ψ
and ψΓ.
First, we introduce the primitive functions
Q(t) := −
∫ T
t
q(s) ds, QΓ(t) := −
∫ T
t
qΓ(s) ds, t ∈ [0, T ],
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and integrate (4.7) from t to T in order to obtain
〈 (p+ τΩq, pΓ + τΓqΓ)(t), (v, vΓ)〉V −
∫
Ω
∇Q(t) · ∇v −
∫
Γ
∇ΓQΓ(t) · ∇ΓvΓ
+
∫
Ω
∫ T
t
(ψq)(s) ds v +
∫
Γ
∫ T
t
(ψΓqΓ)(s) ds vΓ −
∫
Ω
∫ T
t
(u · ∇p)(s) ds v
= 0 for every t ∈ [0, T ] and (v, vΓ) ∈ V. (4.42)
Next, we test (4.8), written at the time t, by (p, pΓ)(t); at the same time, we take (v, vΓ) = (q, qΓ)(t)
in (4.42) and sum the two equalities we obtain by observing that there is a cancellation of four terms.
Integrating once more with respect to t, we deduce that
τΩ
∫
Qt
|q|2 + τΓ
∫
Σt
|qΓ|2 +
∫
Ω
|∇Q(t)|2
+
∫
Γ
|∇ΓQΓ(t)|2 +
∫
Qt
|∇p|2 +
∫
Σt
|∇ΓpΓ|2
= −
∫
Qt
∫ T
s
(ψq)(σ) dσ q(s) ds−
∫
Σt
∫ T
s
(ψΓqΓ)(σ) dσ qΓ(s) ds
+
∫
Qt
∫ T
s
(u · ∇p)(σ) dσ q(s) ds . (4.43)
We now estimate the terms on the right-hand side of (4.43). Thanks to the Young and Hölder inequal-
ities, and using the L∞-bound for ψ, we infer that
−
∫
Qt
∫ T
s
(ψq)(σ) dσ q(s) ds ≤ τΩ
4
∫
Qt
|q|2 + 1
τΩ
‖ψ‖2∞ T
∫
Qt
∫ T
s
|q(σ)|2 dσ ds
≤ τΩ
4
∫
Qt
|q|2 + C1
∫ T
t
(∫
Qs
|q|2
)
ds. (4.44)
Arguing similarly for the boundary integral, we have that
−
∫
Σt
∫ T
s
(ψΓqΓ)(σ) dσ qΓ(s) ds ≤ τΓ
4
∫
Σt
|qΓ|2 + C2
∫ T
t
(∫
Σs
|qΓ|2
)
ds. (4.45)
Also the last term of (4.43) can be treated by the same token. Indeed, we see that∫
Qt
∫ T
s
(u · ∇p)(σ) dσ q(s) ds ≤ τΩ
4
∫
Qt
|q|2 + 1
τΩ
‖u‖2∞ T
∫
Qt
∫ T
s
|∇p(σ)|2 dσ ds
≤ τΩ
4
∫
Qt
|q|2 + C3
∫ T
t
(∫
Qs
|∇p|2
)
ds. (4.46)
At this point, if we combine the inequality (4.43) with the estimates (4.44)–(4.46) and then apply the
Gronwall lemma, we deduce that (q, qΓ) = (0, 0) as well as that the vectors ∇p and ∇ΓpΓ vanish.
Hence, by a comparison in (4.42), we finally conclude that (p, pΓ) = (0, 0), and the proof is complete.

Once the solvability of problem (4.7)–(4.9) is established, we actually can eliminate the solution to the
linearized problem in (3.52), as stated in our final result. For its proof, we need a Leibniz rule which is
well known under slightly different assumptions.
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Lemma 4.5. Assume that
y ∈ H1(0, T ;H) ∩ L2(0, T ;V) and z ∈ H1(0, T ;V ∗) ∩ L2(0, T ;H) . (4.47)
Then the function t 7→ (y(t), z(t))H is absolutely continuous on [0, T ], and its derivative is given by
d
dt
(y, z)H = (y
′, z)H + 〈z′, y〉V a.e. in (0, T ). (4.48)
PROOF: By the trace method with p = 2 of the interpolation theory (see, e.g., [22]), the continuous
embeddings
H1(0, T ;H) ∩ L2(0, T ;V) ⊂ C0([0, T ]; (V,H)1/2) ,
H1(0, T ;V ∗) ∩ L2(0, T ;H) ⊂ C0([0, T ]; (H,V ∗)1/2) ,
hold true, as well as the duality formula (H,V ∗)1/2 = (V,H)∗1/2 . Therefore, the map
t 7→ (y(t), z(t))
H
= 〈z(t), y(t)〉(V,H)1/2
is continuous on [0, T ]. Thus, to conclude, it suffices to prove that
〈z(t2), y(t2)〉(V,H)1/2 − 〈z(t1), y(t1)〉(V,H)1/2
=
∫ t2
t1
(
(y′(s), z(s))H + 〈z′(s), y(s)〉V
)
ds for every t1, t2 ∈ [0, T ]. (4.49)
To this end, we approximate z by functions zn ∈ H1(0, T ;H) satisfying
zn → z in H1(0, T ;V ∗) ∩ L2(0, T ;H).
Then, (4.49) holds for y and zn, as is well known. At this point, one lets n tend to infinity and obtains
(4.49) by observing that zn converges to z also in C0([0, T ]; (V,H)∗1/2). 
Theorem 4.6. Let the assumptions (A1)–(A5) and (4.3) be satisfied. Moreover, assume that u ∈ Uad
is a solution to the control problem (CP) with associated state ((µ, µΓ), (ρ, ρΓ)) = S(u). Further-
more, with the notations (3.50)–(3.51) and (4.4), let (p, pΓ, q, qΓ) be the solution to the adjoint problem
(4.7)–(4.9) satisfying the regularity requirements (4.5)–(4.6). Then, we have∫
Q
(
ρ∇p+ β7u
) · (v − u) ≥ 0 for every v ∈ Uad . (4.50)
PROOF: We fix any v ∈ Uad and introduce the linearized problem corresponding to the choice
h = v − u as in Corollary 3.3. Then, we test (3.1) and (3.2) by (p, pΓ) and (q, qΓ), respectively,
integrate over (0, T ) and sum up. We obtain∫
Q
∂tξ p+
∫
Σ
∂tξΓ pΓ +
∫
Q
∇η · ∇p+
∫
Σ
∇ΓηΓ · ∇ΓpΓ −
∫
Q
ξu · ∇p−
∫
Σ
ρ h · ∇p
+ τΩ
∫
Q
∂tξ q + τΓ
∫
Σ
∂tξΓ qΓ +
∫
Q
∇ξ · ∇q +
∫
Σ
∇ΓξΓ · ∇ΓqΓ
+
∫
Q
ψξq +
∫
Σ
ψΓξΓqΓ =
∫
Q
ηq +
∫
Σ
ηΓqΓ , (4.51)
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and we observe that the sum of the terms involving time derivatives can be written as∫
Q
∂tξ p+
∫
Σ
∂tξΓ pΓ + τΩ
∫
Q
∂tξ q + τΓ
∫
Σ
∂tξΓ qΓ
=
∫ T
0
(
∂t(ξ, ξΓ)(s), (p+ τΩq, pΓ + τΓqΓ(s)
)
H
ds.
Now, we test (4.7) and (4.8) by −(ξ, ξΓ) and −(η, ηΓ), respectively, integrate over (0, T ), and sum
up. We obtain the identity∫ T
0
〈∂t(p+ τΩq, pΓ + τΓqΓ)(s), (ξ, ξΓ)(s)〉V ds−
∫
Q
∇q · ∇ξ −
∫
Σ
∇ΓqΓ · ∇ΓξΓ
−
∫
Q
ψqξ −
∫
Σ
ψΓqΓξΓ +
∫
Q
u · ∇p ξ
−
∫
Q
∇p · ∇η −
∫
Q
∇ΓpΓ · ∇ΓηΓ
= −
∫
Q
ϕ3 ξ −
∫
Σ
ϕ4 ξΓ −
∫
Q
qη −
∫
Σ
qΓηΓ . (4.52)
At this point, we add the equalities (4.51) and (4.52) to each other. Then, the most part of the
terms cancels out, and the sum of the integrals involving time derivatives can be treated by invok-
ing Lemma 4.5. Hence, we obtain∫ T
0
d
dt
(
(p+ τΩq, pΓ + τΓqΓ)(s), (ξ, ξΓ)(s)
)
H
ds−
∫
Σ
ρ h · ∇p
= −
∫
Q
ϕ3 ξ −
∫
Σ
ϕ4 ξΓ .
On the other hand, thanks to Lemma 4.5, (3.3) and (4.9) with (v, vΓ) = (ξ, ξΓ)(T ), we also have∫ T
0
d
dt
(
(p+ τΩq, pΓ + τΓqΓ)(s), (ξ, ξΓ)(s)
)
H
ds
=
(
(p+ τΩq, pΓ + τΓqΓ)(T ), (ξ, ξΓ)(T )
)
H
− ((p+ τΩq, pΓ + τΓqΓ)(0), (ξ, ξΓ)(0))H
=
(
(ϕ5, ϕ6), (ξ, ξΓ)(T )
)
H
.
Therefore, (3.52) becomes (4.50).
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