Positive mood broadens attention and builds additional mental resources. However, its effect on performance monitoring and reward prediction errors remain unclear. To examine this issue, we used a standard mood induction procedure (based on guided imagery) and asked 45 participants to complete a gambling task suited to study reward prediction errors by means of the feedback-related negativity (FRN) and mid-frontal theta band power. Results showed a larger FRN for negative feedback as well as a lack of reward expectation modulation for positive feedback at the theta level with positive mood, relative to a neutral mood condition. A control analysis showed that this latter result could not be explained by the mere superposition of the eventrelated brain potential component on the theta oscillations. Moreover, these neurophysiological effects were evidenced in the absence of impairments at the behavioral level or increase in autonomic arousal with positive mood, suggesting that this mood state reliably altered brain mechanisms of reward prediction errors during performance monitoring. We interpret these new results as reflecting a genuine mood congruency effect, whereby reward is anticipated as the default outcome with positive mood and therefore processed as unsurprising (even when it is unlikely), while negative feedback is perceived as unexpected.
Performance monitoring (PM) is responsible for detecting mismatches between actions and goals, and the swift updating of expectations in order to foster goal-adaptive behavior (Botvinick and Braver, 2015) . Converging evidence suggests that negative emotion profoundly influences PM brain mechanisms (Weinberg et al., 2012; Koban and Pourtois, 2014) but modulatory effects of positive emotion have not been scrutinized yet. This literature gap is somewhat surprising given that positive psychology has been acknowledged as an important research domain (Csikszentmihalyi, 1999; Sheldon and King, 2001; Seligman et al., 2005) . Moreover, previous research already showed the compelling influence of positive emotions on attention (Vanlessen et al., 2016) , cognitive control (Chiew and Braver, 2014; Goschke and Bolte, 2014) and decision making (Isen, 2008; Blanchette and Richards, 2010) . Accordingly, in this study, we set out to assess whether positive mood could influence PM brain mechanisms.
Effects of positive mood on cognition have usually been explained using two different theoretical frameworks. Within the 'mood as distractor' model, positive mood is viewed as potent distractor, occupying mental resources, like attention (Dreisbach and Goschke, 2004; Olivers and Nieuwenhuis, 2006) . This is supported by the adaptive significance of affect, where positive mood signals a benign environment and a creative and heuristic processing style is promoted, while the use of analytical processing styles is reduced (Schwarz, 1990; Bohner and Chaiken, 1994; Fredrickson, 2001) . By comparison, within the 'mood as information' model, positive mood is conceived as an utilizable embodied information in itself, which influences attribution and executive functions differentially (Schwarz and Clore, 2003; Mitchell and Phillips, 2007) . A well-established finding of this motivational account is the observation of 'mood congruency effects': (external) emotional information congruent with the current mood state draws attention and gets processed preferentially (Mayer et al., 1992; Rusting, 1998) , which impacts expectations about future events (Loewenstein and Lerner, 2003) . Recently, Eldar et al. (2016) extended this model and conceived mood as a 'representation of momentum', where positive mood is thought to arise from the interaction between high reward expectations and experiencing better than expected events. Hence, within the 'mood as information' framework, positive mood is a potent motivational drive that can shape reward expectations specifically, as opposed to being associated with unspecific deleterious effects on cognition and attention. Even though previous studies have already shown that happy participants tend to overestimate/underestimate the likelihood of positive/negative events (Mayer et al., 1992; Wright and Bower, 1992; Sharot et al., 2011) , research on positive emotions and PM is scant and inconclusive, as the focus was on traits indirectly associated with positive affect, like extraversion (Smillie et al., 2011; Cooper et al., 2014) , behavioral approach motivation (Lange et al., 2012; Bress and Hajcak, 2013) or hypomania . Noteworthy, no study to date has systematically explored possible changes in reward expectation brain mechanisms as a function of positive mood. The goal of the current study was to fill this gap.
At the electrophysiological level, reward processing can be investigated by means of the feedback-related negativity (FRN), an event-related brain potential (ERP) time locked to the onset of evaluative feedback during PM. The FRN is a negative deflection peaking at around 250-300 ms at fronto-central electrodes with larger amplitudes for negative compared to positive feedback, especially if unexpected, making this ERP component a standard measure of reward prediction errors (RPE) (Holroyd and Coles, 2002; Walsh and Anderson, 2012; Ullsperger et al., 2014; Sambrook and Goslin, 2015) . More recently, mid-frontal theta activity (4-8 Hz) has been put forward as a complementary marker of RPE and cognitive control (Cohen et al., 2007; Cavanagh et al., 2010; Mas-Herrero and Marco-Pallaré s, 2014; Cavanagh and Shackman, 2015; Osinsky et al., 2016) . Timefrequency decompositions enable capturing trial by trial fluctuations varying in phase that a standard ERP averaging technique cannot measure, and hence provide additional information regarding PM brain mechanisms (Cohen and Donner, 2013) .
In this study, we capitalized on these two well-established electrophysiological markers of RPE (i.e., FRN and mid-frontal theta oscillations) to explore the nature and extent of changes brought about by positive mood during reward processing under conditions varying in reward probability (and hence expectation). To this aim, we directly induced either a positive or neutral mood state by means of guided imagery (Holmes et al., 2006 (Holmes et al., , 2008 , a mood induction procedure (MIP) validated in our laboratory before (Vanlessen et al., 2012 , 2015 , Bakic et al., 2014 , 2015 Paul et al., 2017) . Participants performed a previously used gambling task (Hajcak et al., 2005) , which allowed us to manipulate reward expectation by controlling its probability independently of performance, while 64-channels EEG was recorded concurrently.
In an auxiliary analysis, we also assessed whether positive mood could influence reward anticipation, besides reward consumption (at the FRN and theta levels) given that positive mood is best conceived as a tonic mood change. To this aim, we analyzed the contingent negative variation (CNV) time-locked to cue onset, as well as the stimulus preceding negativity (SPN) in anticipation of feedback delivery, as these two ERP components have been related previously to reward anticipation (Chwilla and Brunia, 1991; Broyd et al., 2012; Novak and Foti, 2015; Pornpattananangkul and Nusslock, 2015; Novak et al., 2016) .
Based on the two different frameworks outlined here above, different predictions were derived. If positive mood signals a safe environment and enhances distractibility, then it should impair reward processing generically (i.e., regardless of reward probability and expectation), leading in turn to blunted FRN/ Theta responses to any feedback. By comparison, if positive mood is accompanied by specific motivational changes and increases reward expectation, we surmised that it could lead to enhanced RPE signals (FRN and theta activity, see Holroyd and Coles, 2002; Cavanagh and Shackman, 2015) for negative feedback and/or decrease RPE signals for positive feedback, compared to a control condition with a neutral mood state.
Methods

Participants
Fifty undergraduate students (right-handed, corrected-tonormal vision, no history of psychiatric disorders), gave written informed consent and were compensated with e30 for participating in this study (approved by the local ethics committee). Participants were randomly assigned to either a positive or neutral mood induction. One participant did not complete the experiment due to sickness and four participants had to be excluded due to technical problems during data acquisition. Hence, 23 participants in the neutral and 22 in the positive mood group were included, matched for gender distribution and age (M Positive ¼ 22.3 years, s.d. ¼ 2.81, 15 females; M Neutral ¼ 21.2 years, s.d. ¼ 1.85, 18 females). This sample size was similar to previous studies where the same MIP and between-subjects experimental designs were used (Vanlessen et al., 2012 , 2015 , Bakic et al., 2014 , 2015 Paul et al., 2017) .
Mood induction
A validated MIP was used and detailed description can be found elsewhere (Vanlessen et al., 2012 , Bakic et al., 2014 , 2015 Paul et al., 2017) . In short, either positive or neutral mood was induced by means of an imagery procedure, fostering vivid imagination and re-experiencing of a positive/happy or neutral memory (Holmes et al., 2006 (Holmes et al., , 2008 . Current mood state was checked with three visual analog scales anchored with 'neutral' and 'as happy/ pleasant/sad as I can imagine'. Subjective arousal was assessed with the Self-Assessment Manikin (Bradley and Lang, 1994) .
Task
A previously used gambling task was adapted and administered (Hajcak et al., 2007) (Figure 1 ). On each and every trial, participants chose one of four doors by pressing with their right index finger the corresponding key on the response box. After a fixation dot (700 ms) this choice was followed by either positive feedback (green 'þ'), indicating a win of 8 cents, or (negative) no-reward feedback (red 'o') (1000 ms). At the beginning of each trial participants were informed about their winning chances with a cue (600 ms), followed by a fixation dot (1500 ms). The cue was presented in the form of a small circle. Either one, two or three quarters were filled (black/white) announcing a winning likelihood of 25, 50 or 75%. Feedback was only related to these three objective reward probabilities, ending up with a preset winning of e14.72. To ensure participants paid attention to the cue and outcome, they were asked within 24 trials about their winning chance ('How many doors do contain a prize?', and in 24 different trials about the expectedness of the feedback, answered on a visual analog scale (anchored with 'very unexpected' to 'very expected'). All stimuli were shown against a grey background on a 21-in CRT screen and executed using E-Prime (V 2.0, Psychology Software Tools Inc., Sharpsburg, PA).
Procedure
Participants started with instructions and twelve practice trials. Five minutes of resting state with closed eyes were recorded before and after the first MIP as a baseline for the electro-dermal activity (EDA). The experiment consisted of four blocks of 92 trials. The three cue types were presented randomly, while there were 80 trials with medium and 144 trials with either low or high winning chance, respectively. Each block was interrupted by a short break. After each block, participants were informed about their current winning and the MIP was repeated.
Recording and preprocessing of electrophysiological data
EEG was recorded using a 64-channel Biosemi Active Two system (http://www.biosemi.com) with four additional electrodes measuring eye movements. EEG was sampled at 512 Hz and referenced to the Common Mode Sense active electrode Driven Right Leg passive electrodes. The EEG was preprocessed offline with EEGLAB 13.5.4b (Delorme and Makeig, 2004) , implemented in Matlab R2013b, and included a 0.05/35 Hz high/low pass filter, re-referencing to the mastoids and FASTER guided automatic ICA component rejection (with a threshold of 6 3 s.d.) (Nolan et al., 2010) . Individual epochs were extracted À900 to 1600 ms around the feedback onset and baseline corrected (À250 to 0 ms). A semi-automatic artefact correction procedure was applied to eliminate trials with voltage values exceeding 6 90 mV or slow voltage drifts with a stronger slope than 6 90 mV as well as based on visual inspection. For each subject separately, the EEG data corresponding to six conditions were extracted: Expected, no expectations and unexpected feedback (FB), separately for positive and negative FB. To account for different signal to noise ratios, only a similar (randomly sampled) number of trials of the expected conditions was used (M Positive ¼ 31.9,
The FRN was quantified at Fz as the difference between the most negative peak (within 140-300 ms) and the average voltage of the preceding and following positive peaks, to control for possible confounding effects of the overlapping positive components (i.e., P2 prior to and P3 following the negative component), as suggested by previous ERP studies (Yeung and Sanfey, 2004; Oliveira et al., 2007; Chase et al., 2010; Sallet et al., 2013) . We also used two alternative scoring methods for the FRN. Either it was defined as a mean amplitude between 230 and 280 ms post FB onset, or as the difference between the most negative peak (N200) and the preceding positive peak (P200) (to reduce the possible contribution of the following P3 component).
Time frequency analysis was done using EEGLAB built-in std_ersps() function (3.5 to 24.5 cycles, 3 to 35 Hz (100 log-spaced frequencies), 200 time points per epoch). The time interval À500 to À200 ms before FB onset was used for baseline correction. Theta band power activity (4-8 Hz) was defined as the mean within 200-400 ms at Fz. The electrode Fz was chosen based on the local maximum of the mean voltage (200-300 ms, Fz and FCz) and the mean theta power (200-400 ms, Fz) ( Figures 4E and 5B) .
EDA was recorded continuously with a sampling rate of 512 Hz via two bipolar electrodes attached to the volar surface of the distal phalanges of the left index and middle finger. EDA was analyzed using Ledalab V.343 Kaernbach, 2010a, 2010b) . Preprocessing included (8-point Gaussian) smoothing, 5 Hz low-pass Butterworth filter and visual inspection (interpolated artefacts:
The tonic skin conductance level (SCL) for each resting and task block was extracted. Additionally, phasic skin conductance responses (SCR) was quantified within 1 to 3 s after FB onset (minimum amplitude 0.05 mS) (Boucsein et al., 2012) . Finally individual data were standardized using a log(1 þ x) transformation (following Venables and Christie, 1980) . Data to supplementary analyses that focused on reward anticipation, i.e. information cue related ERPs, and the seperation of evoked and induced theta power, are available as Supplementary Materials.
Data analysis
For all analyses, significance alpha cutoff was 0.05. To check for the efficiency of the MIP, a mixed model ANOVA with mood Fig. 1 . Overview of the task and trial structure: At the beginning of each trial, participants were informed about their winning chances (black or white part of the circle, 25, 50 or 75%). After they picked one door, they received either positive monetary rewarding or negative (i.e., no reward) feedback. Additionally, in 13% of the trials participants had to rate their winning chances or/and the expectedness of the given feedback by means of extra probes/questions.
(positive vs neutral) as between-subjects factor and time (6 ratings) as within-subject factor was used, separately for all four mood assessments and SCL. Whenever the two-way interaction was significant, it was followed up by independent sample ttests to compare mood levels between the two groups.
Behavioral performance was quantified by analyzing reaction time (RT) and exploration pattern. To measure exploration, we used an autocorrelation function of the trial-by-trial time series (Derrick and Thomas, 2004; Pacheco and Newell, 2015) , analyzing the value of the first and the number of significant lags (until the 25th), where an auto-correlation value close to zero indicates a random distribution. Evaluations of the FB expectancy along the continuous scale were first transformed to percentages, arbitrarily setting one anchor ('very unexpected') to 0 and the other one ('very expected') to 100. These evaluations were considered to be correct if the given rating fell within a 6 25% range around the correct chance. We used this rather liberal criterion given the continuous scale, the small number of ratings collected per participant and condition, and since they primarily served to increase attention/processing of both the cue and the feedback. Accuracy of feedback and cue evaluation, RTs and exploration were compared between groups by means of independent sample t-tests.
For both EEG measurements and SCR separately, a mixedmodel ANOVA with mood as between-subjects factor and feedback expectation (expected, no expectations, unexpected) as well as feedback valence (positive vs negative) as within subject factor was used.
Results
Manipulation checks
There was a significant interaction between time and mood for all ratings, except sadness (F(5, 215) ¼ 0.98, P ¼ 0.83, g 
EDA results
For the SCL analysis, a significant main effect of time was found (F 
Electrophysiological results
The analysis of the FRN amplitudes showed a significant main effect of expectation [F(2, 86) ¼ 11.14, P 0. locked ERP data, the use of mean amplitudes did not capture systematic changes occurring at the level of the FRN selectively, unlike peak-to-peak measurements (see Sallet et al., 2013 for a discussion). Moreover, using a peak (P2)-to-peak (N200) 
Discussion
To explore modulatory effects of positive mood on PM and RPE, we induced either a positive or a neutral mood using guided imagery, while participants performed a gambling task and 64-channels EEG (as well as EDA) were recorded concurrently. This task enabled to manipulate feedback valence and expectation in a factorial design, making it possible, using adequate EEG methods (FRN and mid-frontal theta levels), to assess whether positive mood either blurred RPE during PM, or instead created compelling mood congruency effects. Our new neurophysiological results clearly lend support to the latter hypothesis, showing mood-related modulations of the FRN component and theta response: relative to a neutral mood group, participants in positive mood showed larger FRN amplitudes selectively for negative FB (as if negative feedback was always deemed as 'unexpected'), while mid-frontal theta results indicated an altered RPE signal to (objectively) unexpected positive FB (as if positive mood transformed unexpected reward to an expected event). Remarkably, this effect correlated with the individual level of positive mood, suggesting its pivotal role therein. Moreover, by disentangling the evoked from the induced component of the theta activity, i.e. removing the influence of the ERP signal from the frequency spectra (see Supplementary Material), we could demonstrate that this was not explained by the mere superposition of the ERP component on these oscillations. Importantly, this effect was evidenced in the absence of obvious differences at the behavioral level or the physical arousal (SCL), ruling out the possibility that it was caused by uncontrolled changes in attention or involvement in the task.
To the best of our knowledge, our neurophysiological results are the first to show that positive mood does not simply create distraction during PM, but dynamically changes reward processing in a condition specific manner. Previous ERP studies already explored effects of positive mood on PM, with a focus on errorrelated ERP components, with some inconsistent results however (Larson et al., 2006; van Wouwe et al., 2011; Bakic et al., 2014; Paul et al., 2017) . By comparison, no study to date showed a reliable effect of positive affect on PM when it is based on the use of external information and hence the FRN component (Bakic et al., 2014; Riepl et al., 2016) . This apparent discrepancy between our results and these earlier studies likely stems from methodological differences and the specific cognitive process assumed to be changed by positive mood. While these earlier studies primarily sought to show modulatory effects of positive mood on PM using complex tasks, here we examined effects of positive mood on reward expectation, using a simpler task devoid of any learning or social component.
Our new results show that positive mood alters phasic and dopaminergic dependent reward prediction error signals (at the FRN and theta levels), which are instrumental to (de)code the degree of mismatch between the actual and expected outcome (Schultz et al., 1997; Holroyd and Coles, 2002; Walsh and Anderson, 2012; Ullsperger et al., 2014; Sambrook and Goslin, 2015; Schultz, 2015) . The stronger FRN response for negative FB in the positive mood group suggests that negative FB was always-irrespective of the objective likelihood-coded as more unexpected, unambiguously translating a mood (in)congruent effect. Interestingly, theta results complement this by revealing a clear decrease for (objectively) unexpected positive FB, indicating that a positive outcome was probably expected a priori and hence not surprising in this mood group. Both results fit with previous research on mood congruent expectations (Mayer et al., 1992; Loewenstein and Lerner, 2003; Sharot et al., 2011; Eldar et al., 2016) , but they extend it substantially by revealing for the first time which neurophysiological mechanism (i.e., RPE) might be responsible for these behavioral effects. Furthermore, auxiliary analyses performed on anticipatory processes during reward processing (focusing on the CNV and SPN components) confirmed the assumption that positive mood dynamically changes reward expectation, creating in turn a strong bias in favor of reward delivery. This conclusion was supported by the observation of an enhanced CNV activity in positive mood for cases associated with a high reward probability, as well as the subsequent abnormal processing of reward uncertainty at the SPN level in this specific mood state (see Supplementary Material). Because these neurophysiological effects were observed in the absence of differences at the behavioral level (e.g., reward probability ratings), they suggest a dynamic change of reward expectations with positive mood state.
Our new EEG results confirm that although FRN and theta power covary tightly, they can be dissociated (Cohen et al., 2007; Cavanagh et al., 2010; Cavanagh, Zambrano-Vacquez, et al., 2012) , especially when effects of positive mood are considered. While the FRN seems more sensitive to negative RPE, i.e. worse than expected outcomes, theta power is rather linked to unsigned RPE in general (Hajihosseini and Holroyd, 2013; Osinsky et al., 2016) . Accordingly, depending on which electrophysiological marker is considered, different results could be found. Consistent with these earlier studies, here we found that positive mood mostly influenced negative RPE at the FRN level, while it altered reward expectation at the theta level.
Some limitations warrant comment. As reported in a similar study (see Paul et al., 2017) , we found again a dissociation between arousal at the subjective level (that was increased in the positive compared to the neutral mood group) and the tonic activity (SCL) that did not show a group difference, suggesting that subjective arousal might contribute to the reported neurophysiological effects. However, we have good reasons to believe that subjective arousal was not the main determinant of the changes in RPE signals. First, albeit SCL increased after the MIP compared to baseline, confirming that this measure was sensitive to capture bodily changes in terms of autonomic arousal, it remained comparable between the two mood groups through the task. Also participants of both groups did show a stronger SCR to unexpected than expected outcomes, reflecting an orienting reaction (Siddle et al., 1984; Barry et al., 2011; Nieuwenhuis et al., 2011) . Second, we found a relation between reported levels of happiness and the change in RPE for positive feedback in theta activity, while we failed to evidence a relationship with (subjective) arousal. More generally, we believe that this discrepancy between subjective and objective arousal might stem from the different assessment methods for these two measures (see also Paul et al., 2017) . While the subjective ratings were performed immediately after the MIP, SCL was defined as the mean activity throughout the task. It has been shown previously that the induced arousal, but not valence, decreases over time (Gomez et al., 2009) . Therefore, a certain amount of activation is likely to be necessary to yield the expected change in positive mood. Because subjective reports of arousal and mood were strongly correlated in our study, it remained difficult to isolate the specific contribution of subjective arousal to the observed neurophysiological effects. Although we used a specific MIP meant to balance levels of arousal in the two mood groups (using physical activityrelated memories during guided imagery for the neutral group), subjective arousal was still larger after the MIP in the positive compared to the neutral mood group. Therefore, we recommend using a similar experimental procedure in future studies, but with negative valence and enhanced subjective arousal as control mood condition (such as created by state anxiety for example) to assess which specific emotional component (either arousal or valence, or perhaps a blend of both) accounts best for changes in RPE signals with positive mood. A second caveat relates to the fact that we did not observe systematic changes in the actual expectation of reward at the subjective level with positive mood (see results for catch trials), whereas RPE brain signals were clearly influenced by this specific mood state. This dissociation could be explained by the fact that these catch trials probed the 'objective' probability of reward (based on the cue and feedback information), but were not suited to assess subtle changes in its mood dependent subjective valuation.
To sum up, the present neurophysiological results unequivocally add support to the assumption that positive mood carries important information for the organism, whereby negative feedback is perceived as a mood incongruent event (FRN results). Moreover, because reward is the default mode somehow with positive mood, when it is unexpected, it is not surprising nonetheless (mid frontal theta). More generally, these new findings show that phasic RPE signals can be shaped by the specific mood state of the participant, with dissociable effects found for the FRN and mid frontal theta activity as a function of positive mood.
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