We consider a nonsmooth optimization problem on Riemannian manifold, whose objective function is the sum of a differentiable component and a nonsmooth convex function.
to global minimizer of the original problem could be proved. Numerical experiments show that, the MIALM is competitive compared to some existing methods.
The rest of this paper is organized as follows. Some related works on nonsmooth manifold optimization problem are summarized in Section 2, and some preliminaries on manifold are given in Section 3. In Section 4, a manifold inexact augmented Lagrangian method is proposed and the iteration subproblem solver is presented. The convergence of the proposed method is established in Section 5. Numerical results on compressed modes problems in physics and sparse PCA are reported in Section 6. Finally, Section 7 concludes this paper by some final remarks.
Related works
We summarize some related works for nonsmooth optimization problem on manifold in this section. The existing results mainly focused on two classes of nonsmooth manifold optimization problem: nonsmooth optimization problem with locally Lipschitz objective function, and structured optimization problem having the form of problem (1.1). [21] proposed the ǫ-subgradient algorithm for minimizing a locally Lipschitz function on Riemannian manifold. By utilizing ǫ-subgradient-oriented descent directions and the generalized Wolfe line-search on Riemannian manifold, Hosseini, Huang and Yousefpour [24] presented a nonsmooth Riemannian line search algorithm and established the convergence to a stationary point. Grohs [20] presented a nonsmooth trust region algorithm for minimizing locally Lipschitz objective function on Riemannian manifold. The iteration complexity of these subgradient algorithms was also investigated in [5] and [18] . In [25] and [12] , the authors proposed the Riemannian gradient sampling algorithms. At each iteration of these methods, the subdifferential of the objective function is approximated by the convex hull of transported gradients of nearby points, and the nearby points are randomly generated in the tangent space of the current iterate. Some proximal point algorithms on Riemannian manifold were investigated in the recent.
Grohs and Hosseini
Bento, Ferreira and Melo [5] analyzed the iteration complexity of a proximal point algorithm on Hadamard manifold having non-positive sectional curvature. Bento, et al [16] gave the full convergence for any bounded sequence generated by the proximal point method, without assumption on the sign of the sectional curvature on manifold. The Kurdyka-Lojasiewicz inequality on Riemannian manifold is a powerful tool for convergence analysis of optimization methods on manifold. Bento, et al [6] analyzed the full convergence of a steepest descent method and a proximal point method via Kurdyka-Lojasiewicz inequality. Seyedehsomayeh [23] proposed a subgradient-oriented descent method and proved that, if the objective function has the Kurdyka-Lojasiewicz property, the iteration sequence generated by the subgradient-oriented descent method converges to a singular critical point.
By a separable reformulation of problem (1.1), the variable involving Riemannian manifold constraint and that one involving nonsmooth term could be handled separately. To do so, it results in two tractable subproblems. Based on this idea, Lai, et al [30] proposed a splitting of orthogonality constraints (SOC) method for a special case of problem (1.1), in which f ≡ 0
(2.1)
To solve problem (2.1), the SOC method considered the following separable reformulation:
(2.
2)
The associated partial augmented Lagrangian function is
where Λ is the Lagrangian multiplier, and β is a penalty parameter. The SOC method updates
The X-subproblem is "easy" via projection on M, and the Y -subproblem is often structured in real applications.
Chen, et al [15] proposed a proximal alternating minimization augmented Lagrangian (PA-MAL) method of multipliers for problem (1.1) with A = I and M = St n . Specifically, the PAMAL method first reformulates the problem to: Then it considers the augmented Lagrangian method of multipliers framework aiming to obtain the solution for the jointed variable (X, Y, Q) at each iteration. The iterate is produced by
where L β is the augmented Lagrangian function associated to (2.5) . The subproblem on the jointed variable (X, Y, Q) is intractable, hence the authors proposed a proximal alternating minimization method to handle it. Hong, et al [22] considered a more general form where M is the generalized orthogonal constraint, and proposed a PAMAL-type algorithm in which a proximal alternating linearized minimization method was used for iteration subproblem.
Kovnatsky, et al [29] proposed a manifold ADMM (MADMM) for a general manifold optimization problem as follows
The MADMM has the iterate as follows
More recently, Chen, et al [14] proposed a manifold proximal gradient method (ManPG) for
At the k-th iteration, the search direction D k of ManPG is obtained by
where D ∈ T X k M can be represented by a linear system A k (D) = 0 . The subproblem (2.10)
is solved by applying the semi-smooth Newton method to the KKT system. The next iterate X k+1 is then obtained by 
where id TxM is the identity mapping on T x M Definition 3.4 (Vector Transport). The vector transport T is a smooth mapping with
where T satisfies that 
where (ϕ, U ) is coordinate chart at x. The generalized gradient or the Clarke subdifferential of
Consider a manifold minimization problem
(3.7)
Let Ω := {x ∈ M : c i (x) = 0, i = 1 · · · , m}. Given x * ∈ Ω, assume that the Linear Independent Constraint Qualification (LICQ) holds at x * , then normal cone N Ω (x * ) is [35] :
Hence, for the first-oder optimality condition of problem (3.7), we have
9)
then x * is a stationary solution of problem (3.7).
Proximal operator and retraction-smooth
For a proper, convex and low semicontinuous function g : E → R, the proximal operator with parameter µ ≥ 0, denoted by prox µg , is defined by
The associated Moreau envelope is a function M : E → R given by
The Moreau envelope is a continuously differentiable function, even when g is not. This is:
Lemma 3.2 (Theorem 6.60 in [4] ). Let g : E → R be a proper closed and convex function, and 
Let M be a Riemannian submanifold of E. The following lemma states that, if f : R n → R has Lipschitz continuous gradient, then f is also retraction smooth on M. 
Lemma 3.3 was proved in [10] . For the sake of completeness, we give a proof as follows.
Proof. By Lipschitz continuity, ∇f is Lipschitz along any line segment in E jointing x and y.
Hence, there exists L > 0 such that
It is easy to deduce from (3.15) and (3.16) that
Since ∇f (x) is continuous on compact set M, there exists G > 0 such that ∇f (x) ≤ G, ∀ x ∈ M. By Definition 3.3 and the compactness of manifold, there exists α, β ≥ 0 such that, for all
Hence 
By introducing auxiliary variable Y = AX, problem (1.1) can be reformulated to
where A ∈ R d×n . The partial Lagrangian function associated to problem (4.1) is
By Lemma (3.1), we obtain the KKT system of problem (4.1) as follows: 
Manifold inexact augmented Lagrangian method
The augmented Lagrangian associated with (4.1) is
For a given (X k , Y k , Z k ), the next iterate generated by the manifold inexact augmented
(4.5)
The (X, Y )-subproblem is intractable due to the nonsmoothess and joint minimization.
Hence, an efficient Riemannian optimization method should be proposed for this subproblem in MIALM (4.5). Notice that, for fixed ρ > 0 and Z we aim to solve
The new iterate (X,Ȳ ) is produced sequentially bȳ
In the sense, the MIALM iterate could be rewritten to
(4.9) By (3.12), we have
where g * is the conjugate operator of g and defined by g
is retraction smooth over Riemannian manifold M, and its Riemannian gradient is gradψ Z (X) = Proj TX M (∇ψ Z (X)).
Thus, at the k-th iteration, the X-subproblem is identical to find X k+1 such that gradψ Z k (X) = 0.
Algorithm 1 summarizes the proposed manifold inexact augmented Lagrangian method in detail.
Remark 4.1.
1) The proposed method is an ALM-type method. The complexity of Xsubproblem is as same as that of MADMM. However, our method obtains a joint optimal solution which guarantees the convergence, while the MADMM does not.
2) All efficient Riemannian optimization methods are applicable for the X-subproblem, e.g., Riemannian gradient method, Riemannian Newton method, etc.
3) The proposed method is utilizable for smooth Riemannian optimization problem under set-constrained, in which g(X) = δ Ω (X), the indictor function of constraint set Ω.
Riemannian optimization subproblem
The main computational cost of Algorithm 1 is to solve the X-subproblem. It is a smooth optimization problem on Riemannian manifold. The X-subproblem could be restated as follows where ψ = ψZ is given by (4.7). It is a retraction smooth function, so problem (4.6) can be solved by some Riemannian gradient methods including Riemannian gradient descent (RGD), Riemannian conjugate gradient (RCG) and Riemannian trust region (RTR) method, etc. In this paper, we adopt a RGD method to problem (4.15), see Algorithm 2 for details.
Algorithm 1 Manifold Inexact augmented Lagrangian method for problem (1.1)
2: for k = 0, 1, · · · do 3:
Compute (X k+1 , Y k+1 ) by solving the following problem within a tolerance ǫ k , min X∈M ψZk (X), (4.11) where {ǫ k } k∈N ↓ 0, and
(4.12)
4:
Update Lagrangian multiplier Z k+1 by
Project Z k+1 onto {Z : Z min ≤ Z ≤ Z max } and denoted byZ k+1 .
6:
Update penalty parameter by 
The KKT condition can be given by Pick η k = −gradψ(X k ) and a step size α k , compute We will analyze the convergence of Algorithm 1 in the following two cases:
1) The iterate (X k+1 , Y k+1 ) is an ǫ k -stationary point of iteration subproblem, i.e., gradψZk (X k+1 ) ≤ ǫ k . (5.5)
2) The iterate (X k+1 , Y k+1 ) is an ǫ k -global minimizer of iteration subproblem, i.e.,
Remark 5.1. In the case 1), (5.5) is indeed to find W k+1 such that 
Again using Assumption 4.1, ∂g(Y k+1 ) is bounded, and hence ν k is also bounded. It is obvious
Next, we will show that W * is a feasible point of (5.1). By the updating rule of W in Algorithm 1, we have W k ∈ N .
If {ρ k } k∈N is bounded, by the updating rule of ρ k , there exists a k 0 ∈ N such that
where τ ∈ (0, 1). Hence, h(W * ) = 0.
If {ρ k } is unbounded, by Remark 5.1 we have
where ǫ k ↓ 0 as k → ∞. Thus there exists U k ∈ ∂θ(W k ) such that
Dividing both sides of (5.7) by ρ k , we have
where {Z k } is bounded, and δ k ↓ 0. Since θ(W ) = f (X) + g(Y ), where g is a convex function on E, and Taking limits as k ∈ K going to infinity on both sides of (5.7), and using the continuity and differentiability of h, we have,
Note that LICQ holds at W * , we conclude that [h(W * )] ij = 0 for all i, j.
Since {U k } k∈K is bounded, there exists a subsequence K 1 ⊂ K such that lim k→∞,k∈K1
Recall that lim k→∞,k∈K1
by the closedness property of the limiting subdifferential. Together with Z k+1
for all i, j, one can get from Algorithm 1 that, for all k ∈ K 1 ,
where δ k satisfying δ k ≤ ǫ k , and U k ∈ ∂θ(W k ).
We claim that {Z k } is bounded. Otherwise, assume {Z k } is unbounded, we have
whereZ is a nonzero matrix. Taking the limit on k ∈ K 2 going to infinity, we obtain Z k = Z * . By the continuity of mapping grad h, and taking limits on k ∈ K 3 going to infinity on both sides of (5.10), we have
denoted by
St(n, r)). Then the LICQ always holds at ∀ W ∈ N .
Proof. Let e i ∈ R d be a m-dimensional vector in which the i-th entry is 1 and 0 for others, andē j ∈ R r be a r-dimensional vector in which the j-th entry is 1 and 0 for others. Then
−e iē T j   , i = 1, · · · , d; j = 1, · · · , r.
It is easy to show that, for ∀ W ∈ N , all the vectors in the set
then we have Z = 0. By assumptions in this lemma, N is a submanifold of Euclidean space.
So, it derives immediately from (5.13) that
Which implies LICQ holds at W and completes the proof.
We consider the case that a ǫ k -global minimizer of the iteration subproblem could be obtained at each iteration of Algorithm 1.
Theorem 5.2. Assume that {W k } k∈N is a sequence generated by Algorithm 1, Assumption 4.1 holds, and (5.6) is satisfied at each iteration of Algorithm 1. Let W * be a limit point of
Proof. Consider the following two cases: {ρ k } bounded and ρ k → ∞.
If {ρ k } is bounded, then there exists k 0 such that ρ k = ρ k0 for all k ≥ k 0 . Hence
[h(W k )] 2 ij , i = 1, · · · , m; j = 1, · · · , r.
Which implies that h(W k ) → 0 as k → ∞. We have h(W * ) = 0, and (5.14) holds.
Then to the case ρ k → ∞. Since W * is a limit point of {W k }, there exists a subsequence K ⊂ N such that lim k→∞, k∈K
Assume by contradiction there exists W ∈ N such that
By the boundedness of {Z k } and ρ k → ∞, there exist c > 0 and k 0 ∈ N such that, for all k ∈ K and k ≥ k 0 we have
Therefore,
This contradicts (5.6), hence we have (5.14) and complete the proof.
Theorem 5.3. In Algorithm 1, let ǫ min = 0 and W * be a limit point of sequence {W k } k∈N .
If iterate W k+1 is a ǫ k -global minimizer satisfying (5.6), then W * is a global minimizer of problem (4.1). Meanwhile, X * is a global minimizer of problem (1.1).
Proof. By (5.6), we have
for all W ∈ N . Since h(W ) = 0, we arrive that
If ρ k → ∞, by taking limits on both sides of (5.15) as k ∈ K, k → ∞, and using lim k→∞,k∈K ǫ k = 0, we get
In case of that {ρ k } is bounded, there exists k 0 ∈ N such that ρ k = ρ k0 for all k > k 0 . By (5.6) we have
for all k ≥ k 0 . Let K 1 ⊂ K, and lim k→∞,k∈K1Z
Taking limits on both sides of (5.16) as k → ∞, k ∈ K 1 , and noting that h(W * ) = 0, we get
Hence θ(W * ) ≤ θ(W ), ∀ W ∈ N , and the proof is completed.
Experiments
Numerical experiments for testing the performance of the proposed MIALM method, with compared to some existing methods including SOC [30] , PAMAL [22] , MADMM [29] and ManPG [14] , are presented in the current section. All the methods are used to solve the compressed modes and sparse PCA problem. In the MIALM and MADMM, the Riemannian manifold optimization subproblem is handled by "Manopt", a Matlab toolbox for optimization on manifolds [11] . In the SOC, PAMAL and ManPG methods, the code provided by Chen [14] are used (all codes are available in online). All experiments are run on a personal computer having 4.0GHz Intel Core i7 CPU and 16 GB RAM.
Compressed modes in Physics
In physics, the compressed modes problem (CMs) seeks spatially localized solutions of the independent-particle Schrödinger equation: 
where H denotes the discretized Schrödinger operator, µ is a regularization parameter. The interesting readers are referred to [33] for more details. For problem (6.2), both SOC and PAMAL consider the identical form as follows:
s.t. Q = X, P = X, P T P = I r . In our experiments, the domain Ω := [0, 50] is discretized with n equally spaced nodes. The parameters of MIALM are set to : τ = 0.99, σ = 1.05, ρ 0 = λ max (H)/2, Z min = −100·1 d×r , Z max = 100 · 1 d×r , Z 0 = 0 d×r and ǫ k = max(10 −5 , 0.9 k ), where k ∈ N is the iteration counter. We ter-
For the inner iteration of the MIALM, a Barzilai-Borwein stepsize is used to accelerate, and it is terminated if gradΨZk (X) X ≤ ǫ k or the inner iteration number exceeds 20. The final objective value obtained by the MIALM method is denoted by F M .
For the MADMM, the penalty parameter is set to ρ = λ max (H)/2. We terminated MADMM if X k − Y k 2 F ≤ 10 −9 or F (X k ) ≤ F M + 10 −7 , or k ≥ 500. The inner iteration of the MADMM terminates if the norm of Riemannian gradient of X-subproblem is less than 10 −5 or the inner iteration number exceeds 20. For the SOC, PAMAL and ManPG, the parameters are set to as same as in [14] , except that the penalty parameter ρ = 2λ max (H) in SOC and PAMAL. The ManPG terminates if stopping criterion described in [14] is met or F (X k ) ≤ F M + 10 −7 . For easy comparison, Table 1 lists the objective function value, sparsity of solution and cpu time.
One can find from Table 1 that, our MILAM method outperforms to the other methods. In our experiments, the random data matrix B ∈ R m×n is generated by MATLAB function randn(m, n), in which the entries of B follow the standard Gaussian distribution. We shift the columns of B such that thier mean equal to 0, and finally the column-vectors are normalized. The parameters of MIALM are set to the same as that used the CMs problem, except that the stopping criterion is modified to X k − Y k 2 F ≤ 10 −8 , the penalty parameter ρ 0 = λ 2 max (B T B)/2. Similarly, the parameters of the MADMM are also set as the same as that used the CMs problem, except that the penalty parameter ρ 0 = λ 2 max (B T B)/2. For the SOC, PAMAL and ManPG methods, the stopping criterion and parameter settings provided in [14] are copied. The interesting readers are referred to [14] for details. Table 2 lists performance of all methods on the sparse PCA problem for comparisions.
Conclusions
We propose a manifold inexact augmented Lagrangian method for nonsmooth composite minimization problem on Riemannian manifold. In each iteration of the proposed mehod, a smooth Riemannian manifold minimization subproblem is obtained by utilizing the Moreau envelope. The convergence of the proposed method is established under some suitable assumptions. Numerical experiments show that, the proposed method is competitive compared to some existing state-of-the-art methods. 
