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SUMMARY 
The coherent magnetic inelastic scattering of neutrons has been 
used to measure the magnetic excitations in iron and nickel from low 
temperatures to well above the ferromagnetic transition temperatures. 
In contrast to the behavior observed in the small wavevector region, 
where the spin waves were found to become overcritically damped just 
below T^, the spin waves at larger values of q are found to persist as 
well defined excitations up to the highest temperatures measured (1.4 T 
for iron and 2.0 for nickel). The dispersion relations are only 
moderately renormalized up to T^, and then remain constant as the tem­
perature is increased further. The overall spin wave intensities are 
reduced at higher temperatures, but the abrupt decrease in the spin 
wave intensity at high energies, interpreted as the intersection of the 
spin wave spectrum with the Stoner continuum band of spin-flip excita­
tions, is found to be insensitive to the temperature. Measurements of 
the linewidths show that the spin waves do broaden considerably as the 
temperature is raised to T^. Above T c, they continue to broaden slowly 
in nickel, while in iron they show no additional broadening. The spin 
wave energies and lifetimes are found to be isotropic in q over the 
entire temperature range covered, and no interaction of the spin waves 
with the phonons is observed. 
The experimental results for nickel at low temperatures are best 
described by calculations of the generalized susceptibility based on 
X 
band structures in which the electron correlations are treated as accu­
rately as possible. The correlations in iron are more difficult to 
handle, and calculations of the density of Stoner spin-flip excitations 
have been performed which indicate that in order to explain on a quan­
titative basis the disappearance of the spin wave modes in iron the 
band splitting will need to be reduced from the values that have been 
obtained from band structure calculations. 
Calculations of the temperature dependence of the generalized 
susceptibility are much more difficult to do. The general procedure 
has been to use a molecular field approximation for the band structure, 
in which the band splitting is set proportional to the magnetization. 
The temperature dependent results for iron and nickel indicate that this 
is not even qualitatively correct. The electron correlations at ele­
vated temperatures will need to be incorporated into the theory more 
accurately in order to produce the strong short range spin correlations 
necessary to support propagating modes above the ferromagnetic transi­
tion temperature. Clearly more theoretical effort will be needed in 




The magnetism of solids arises from the "uncompensated" spin and 
orbital magnetic moments of the electrons. These "magnetic" electrons 
reside in partly occupied energy bands, or "shells" of atoms, which are 
often the highest occupied energy states in the solid. Thus these elec­
trons may also contribute to the binding energy and bulk thermodynamic 
properties of the solid. An understanding of the origin of their mag­
netic behavior can therefore lead not only to an understanding of mag­
netism itself, but also to other solid state properties of fundamental 
and technological importance. 
The quantity of interest in understanding these magnetic systems 
is the wavevector and frequency dependent generalized magnetic suscep­
tibility x(K,w). This is because with a knowledge of x(K,w) the re­
sponse of the system to any magnetic disturbance can be found, so that 
X contains a complete description of the magnetic properties of a 
system. x(K,w) is directly related to the coherent inelastic scattering 
of neutrons, which in fact is the only experimental technique available 
to measure the general wavevector and frequency dependence of the sus­
ceptibility. Thus neutron scattering gives fundamental information 
about the system which can be obtained with no other method. The study 
reported here is concerned with measuring the temperature dependence of 
2 
the generalized susceptibility of iron and nickel using the neutron 
coherent inelastic scattering technique. 
Localized Versus Itinerant Models of Magnetism 
Since the source of the magnetism in solids is the electrons, 
theories of magnetism are based on calculations of the quantum states of 
the electrons in a solid. Of course, the underlying physical principle 
which correlates the space and spin distributions of the electrons, the 
Pauli exclusion principle, is the same for all models of magnetism. How­
ever, two contrasting viewpoints concerning the types of states the mag­
netic electrons occupy have been used over the years as bases for these 
models of magnetism.1 One viewpoint is that the electrons that give 
rise to the magnetism are localized on atomic sites. They are then 
Hund's Rule coupled to give a localized magnetic moment, which then 
couples to moments on other sites via a direct or indirect exchange 
interaction. The alternate view (for metals) is that the magnetic elec­
trons spend relatively little time on any particular site, undergoing 
band motion, but in a highly correlated manner. The magnetism then 
results from the electron-electron spin correlations produced by their 
mutual Coulomb interactions. Of course, the models which are now cate­
gorized as localized or itinerant have been greatly modified and gener­
alized from the original models introduced by Heisenberg and Bloch. 
Still a first-principles explanation of ferromagnetism remains as one 
of the most challenging many-body problems in solid state physics. 
3 
3d Metals 
Since these models are conceptually quite different, it might 
appear at first that it would be relatively easy to choose the most ap­
propriate one for the 3d transition metals. However, experiments show 
that the d-electrons appear in some cases to be well localized and in 
other cases itinerant. For example, the static paramagnetic suscepti­
bilities are strongly temperature dependent, the spatial distributions 
of the magnetic moments in both the ferromagnetic2-4 and paramagnetic5-7 
phases are similar to 3d free-atom electron distributions, and distinct 
spin waves having many of the properties of a Heisenberg ferromagnet are 
observed in these metals.8 On the other hand, the number of unpaired 
electrons per atom is far from an integral number, and these "magnetic" 
electrons also contribute to the electrical conductivity and low temper­
ature specific heat. Furthermore, measurements of the Fermi surfaces9-1 
show they have rather complicated structures which are in general agree­
ment with band structure calculations. 
These opposing attributes can be reconciled with each other by 
considering the electrons as undergoing a highly correlated band motion, 
with the spin correlations arising in the following manner.16 Since 
the charge distribution of a d-electron is fairly compact, there is 
some meaning in considering a d-electron as "on" an atom at a particular 
time. Suppose we have a partly filled d-band of noninteracting elec­
trons,* and "watch" the total spin of an atom. As a function of time 
*If the band is more than half full, we really need to consider 
"holes" instead of electrons. 
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the spin will fluctuate randomly both in magnitude and direction as the 
electrons "hop" on and off the atom, the hopping time being roughly of 
the order of h /A, where A is the d-electron bandwidth. If the electron 
interactions are turned on, we can use Hund's Rule as a guide to see 
that the mutual intra-atomic interactions tend to produce correlations 
favoring alignment of the electron spins. Suppose an atom has at some 
instant a net spin direction. Then as the electrons undergo their band 
motion, the atom will tend to favor replacing an electron which hops 
off it by another electron with the same spin direction, to preserve 
the atom's net spin. Hence the spin alignment will tend to be self-
perpetuating, so that if the correlations are strong enough the spin 
state will persist for a time which is long compared to the hopping time 
of the d-electrons. Thus we may be able to associate a net spin with 
the atom rather than accounting for each individual electron spin, and 
the possibility of a localized description becomes apparent. These 
localized properties may be particularly apparent in experiments which 
involve measuring-times which are long compared to the d-electron 
hopping time, or which average over a large spatial region. 
Previous Experiments on Iron and Nickel 
The magnetic properties of iron and nickel have been under inten­
sive investigation for many years. In fact, they have probably been 
studied by more researchers and with a wider variety of techniques than 
any other magnetic materials. The experimental evidence strongly favors 
the view that the d-electrons in these metals occupy relatively narrow 
energy bands which are itinerant in character, although the strong elec­
tron correlations present give rise to some properties which are similar 
5 
to the behavior of localized moments. Many of these experiments have 
been performed with the idea of determining the appropriateness of var­
ious models which are either itinerant or localized in character. In 
addition to the examples already discussed, there are a few recent 
experiments which should be described in more detail. 
Wohlfarth17 has pointed out that the high-field behavior of the 
magnetic moments should lead to a clear distinction between the local­
ized and itinerant models. At low temperatures, the high-field static 
susceptibility should approach zero if the moments are localized, since 
the magnetic system will become completely saturated. However, if the 
spin-up and spin-down bands in the band model are both only partially 
occupied, a finite susceptibility should be observed well above tech­
nical saturation. The high field magnetization measurements of Foner 
et al., 1 8 favor the itinerant model. 
The spin polarization of electrons near the Fermi surface has 
been measured by photpemission,19 field emission,20 and tunneling21 
experiments. The most naive expectation is that the polarization meas­
ured in these experiments should be directly proportional to the polar­
ization of the band-theoretical density of states at the Fermi energy. 
For Co and Ni the spin polarization of the calculated density of states 
is negative at E , whereas for Fe it is positive. The photoemission 
r 
and tunneling experiments (on thin films) measured a positive (majority 
spin electrons predominating) polarization for Fe, Co, and Ni, and this 
was taken as evidence against the applicability of the Stoner-Wohlfarth-
Slater band model. However, the field emission experiments made on a 
6 
single crystal of Ni showed a strong directional dependence to the po­
larization, being positive in the [111] crystallographic direction and 
negative in the [100], [110] and [137] directions. The polarization 
from a polycrystalline sample was negative and it was thus argued that 
the discrepancy with the photoemission and tunneling experiments could 
be caused by preferred orientation in the films. This speculation was 
enhanced by the fact that the measured polarizations in the latter ex­
periments depended on the method of film preparation. 
Of course, there is no reason to believe that the polarization 
of the electrons escaping from a ferromagnetic metal should really be 
proportional to the density of quasi-electron states at E_. This would 
r 
have to mean (among other things) that the matrix elements coupling the 
initial and final states do not depend significantly on the wave func­
tions of those states, and that many-body effects are negligible. Hertz 
and Aoi 2 2 have found that these effects can dominate the tunneling meas­
urements, and in fact obtain good agreement with the data when these 
effects are included. The calculations of Politzer and Cutler23 agree 
in sign and magnitude with the field emission measurements, and Smith 
and Traum24 were able to obtain the proper sign, but not the right mag­
nitude, for the polarization of the photoemitted electrons from Ni. It 
is becoming evident that many-body effects may well be important for 
these types of experiments.25 
The energy distributions of photoemitted electrons from iron 2 6' 2 7 
and nickel 2 8' 2 9 have also been studied as a function of temperature. 
These measurements have been compared to band structure calculations in 
7 
which the temperature dependence was introduced by setting the splitting 
between up- and down-spin bands proportional to the magnetization. For 
nickel the observed effects were smaller than the calculated results, 
whereas for iron the results varied from "excellent numerical agreement" 
with the band theory to very poor agreement. Unfortunately, in com­
paring experiment with theory a number of approximations have been made. 
Once again the matrix elements are assumed constant and many-body ef­
fects are neglected, so that the energy distribution of photoexcited 
electrons is directly related to the joint density of initial and final 
states. This can then be calculated from some appropriate ferromagnetic 
band structure. To get the energy distribution of photoemitted elec­
trons, a classical scattering probability for the electrons to travel to 
the surface is assumed, as well as a semi-classical threshold function 
for escape through the surface. This result must then be convoluted 
with the experimental resolution function for comparison with the obser­
vations. Finally, the procedure is repeated with a paramagnetic band 
structure to compare with the ferromagnetic results. The paramagnetic 
calculations are made by setting the splitting between up- and down-spin 
bands equal to zero. This is an important assumption since with no band 
splitting above T^ (even a "local" band splitting) there is no allowance 
for any electron spin correlations. However, our own results show that 
there are spin correlations above T^, strong enough in fact to support 
spin waves. These short-range spin correlations exist for times which 
are long compared to the time it takes to excite an electron in a photo-
emission process. It is therefore not clear that much difference should 
8 
be expected between the "snap-shot picture" a photon takes at low tem­
peratures and the "picture" taken above the transition temperature, 
particularly if many-body effects are indeed important. 
Neutron Scattering from Magnetic Systems 
Before discussing the measurements already made on iron and 
nickel, it will be worthwhile to briefly outline the main features ex­
pected for the inelastic magnetic scattering of neutrons.30 
General Features 
If a small sinusoidally varying magnetic field H ( K , O J) of wave-
vector K and frequency co is applied to a system, the magnetic linear 
response M(K ,co) of the system is given by 
M(K,o>) = x(K ,co) H(K ,co) , (1) 
where x (K , co) is the wavevector and frequency dependent generalized 
(dynamic) susceptibility. Any magnetic perturbation imposed upon a 
system can be represented as a series of Fourier components H(K ,co) . The 
magnetic scattering of a neutron, though, corresponds to a disturbance 
of a single wavevector and frequency. Fortuitously, for neutrons with 
wavelengths comparable to the interatomic spacings in solids, the neu­
tron energies are comparable to the energies of the elementary excita­
tions usually encountered in solids. Thus the full wavevector and fre­
quency dependence of x(K»^) c a n be obtained by neutron scattering via a 
direct measurement of M(K ,co) . 
9 
In order to compare theory and experiment, then, a calculation 
of the susceptibility x(K , t o ) is needed. As a simple example, consider 
the nearest-neighbor isotropic Heisenberg ferromagnet at T = 0°K. The 
elementary excitations in this case are the well-known spin waves with 
a dispersion relation c o ^ given by (cubic lattice) 
q 
h c o = 2zJS fl - - L e1^"* Y 
where z is the number of nearest-neighbors located at positions 6, S is 
the atomic spin, J is the exchange constant, and q is the wavevector of 
the spin wave. The dynamic susceptibility is then 
X ( K , c o ) * 1 , (3) 
CO — CO 
q 
so that a resonant response of the system occurs only when the wave-
vector* and energy change of the neutron corresponds to a pole in the 
susceptibility. This pole corresponds to the creation of a spin wave, 
which is, of course, the only way the system can gain energy. 
For an itinerant electron ferromagnet the magnetic excitation 
spectrum can be considerably more complicated than for the simple 
*Here q and K are related by K = x + q, where x is the reciprocal 
lattice vector which brings q into the first Brillouin zone. 
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Heisenberg ferromagnet just considered. One reason for these complica­
tions is that in the localized system the total spin angular momentum 
on a site, 1^ , is determined by the strong Hund's Rule coupling present, 
so that (Sj)2 = S(S + 1) is a constant of the motion. The spin wave 
states are made up from linear combinations of the states of (j = 1, 
N). For an itinerant system, however, the intra-atomic coupling 
is not strong enough to give a total S_. on a site, so that the remaining 
states of different total angular momentum cannot be removed from the 
calculation. In general, however, all isotropic ferromagnets31»32 have 
an acoustic spin wave mode at long wavelengths (small q) with a disper­
sion relation given by 
hco^  = D|q|2 (4) 
q 
(for small q, equation 2 yields D = 2JSa 2 , where a is the lattice param­
eter) . At higher energies and larger q there can also be other excita­
tions in an itinerant system, for example optical spin wave modes (even 
when there is only one magnetic atom per unit cell) and single particle 
(spin-flip) Stoner excitations. These excitations may in fact overlap 
and interact with each other. For instance, the acoustic spin wave mode 
may not exist over the entire Brillouin zone, in contrast to the local­
ized model. This can happen if it enters a region of high density of 
Stoner excitations, where it will become strongly damped and disappear. 
At elevated temperatures the theoretical problems become even 
more complicated. Generally, one expects that the spin wave energies 
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should decrease (renormalize) and the linewidths increase with increas­
ing temperature. The Stoner-type excitations should also lower in 
energy as the band spin-splitting collapses. At long wavelengths, of 
course, the spin waves should become overcritically damped as the tem­
perature passes through T^. However, the general behavior of X ( K ,OJ) as 
a function of temperature is unknown. 
Neutron Scattering Experiments on Iron and Nickel 
The magnetic scattering of thermal neutrons has been used exten­
sively to study the properties of the magnetic moments in iron and 
nickel. The techniques of small angle scattering, diffuse scattering, 
and the "diffraction method" have been used to measure the long wave­
length spin dynamics. 3 3 - 5 9 From these experiments it was inferred that 
the low temperature dispersion relations are isotropic in q, with the 
dispersion relation being given approximately by equation 4. Above 
T p, considerable information was obtained about the nature of the dif-
fusive modes, as well as revealing the presence of strong short-range 
spin correlations. Unfortunately, however, the interpretation of these 
types of experiments, in which the direction but not the energy of the 
scattered neutron is measured, depends on a number of assumptions. 
With the advent of high-flux reactors, xO^,u) could be determined 
directly. Collins et al. 6 0 (for Fe) and Minkiewicz et al. 6 1 (for Ni) 
used the triple-axis technique to measure the critical scattering in 
detail. They found that in the small wavevector region the spin dy­
namics are well described by the dynamic scaling theory,62 except for 
the spin diffusion constant A. 6 3 The spin wave stiffness parameter 
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D(T) was found to follow a power law of the reduced temperature, with 
the spin waves becoming overcritically damped just below T . However, 
no central diffusive mode was observed below T^, in contrast to some 
antiferromagnets, and there was evidence in iron that a highly damped 
propagating mode existed in the "transition" region. Borankay and 
Collins64 extended the iron measurements to higher values of q. They 
found that the spin wave damping was in excellent agreement with dy­
namic scaling theory, except at the highest wavevector measured (0.26 
A - 1 ) . The damping there was anomalous, and this anomaly was tentatively 
attributed to a conduction electron screening effect. 
Lowde, Windsor and collaborators65»66 have made temperature de­
pendent measurements of the scattering in nickel using the neutron time-
of-flight method, and their results have served as a first step in the 
overall determination of x(K,to) for nickel. They found that away from 
the immediate vicinity of the critical region the scattering evolved 
smoothly through the Curie point and that above T^ there was a "hump" 
of scattering, indicative of short range correlations. This "hump" 
evolved into the limiting form of paramagnetic scattering at higher 
temperatures (^ 2 T^). Unfortunately, they were unable to employ suffi­
cient resolution while retaining enough neutron intensity to obtain a 
clear picture of the scattering, particularly at the higher energies 
and higher temperatures. 
In addition to these temperature dependent measurements, the 
spin wave part of x(K,to) has been measured at room temperature in de­
tail. However, the magnon dispersion relations in the 3d metals are 
13 
very steep, so that at larger wavevectors the magnon energies become 
rather high for neutron scattering techniques to measure. The problem 
is that the flux of thermal neutrons in the reactor is approximately 
given by a Maxwell distribution, with a peak at ^30 meV. The flux there­
fore falls off rapidly at higher neutron energies and this makes meas­
urements of the high energy spin waves difficult. Collins et al., and 
Minkiewicz et al., measured a portion of the dispersion relations and 
found that the spin waves were isotropic in q up to the highest energy 
transfers they could measure (^ 70 meV). This energy corresponded to a 
q vector which was about 40% of the zone boundary q vector in Fe, and 
27% for Ni. Approximating the dispersion relation in this wavevector 
region by 
hio^  = D|q|2 (1 - S|q|2) (5) 
q 
they found values of D = 280 meV-A2 and $ = 0.96 A2 for Fe, and D = 400 
meV-A2 and 3 = ^ -10.5 A2 for Ni. They concluded that for the Heisenberg 
model to fit the data the exchange interaction would have to be of very 
long range. For Ni the quartic term is positive rather than negative, 
and the fit with equation 5 was not particularly good. In fact, to get 
good agreement with the data the expansion had to be carried out to 
powers of q 1 0. 
Mook, Nicklow and collaborators were able to extend the room 
temperature spin wave measurements for iron67 and nickel68 to higher 
energies. As the dispersion curves were followed to higher energies 
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they found that the spin wave intensities were roughly constant until 
about 100 meV, and then dropped suddenly by more than an order of mag­
nitude. The fall off in intensity occurred at different energies in 
different symmetry directions in the crystals, and was interpreted as 
the intersection of the spin wave modes with the Stoner continuum band 
of excitations. 
With increasing temperature it was expected that the splitting 
between the spin-up and spin-down electron energy bands would vary in a 
manner proportional to the magnetization, and hence the region of high 
density of Stoner states would decrease in energy. In order to check 
this conjecture, a study of the spin wave spectrum of nickel as a func­
tion of temperature was undertaken.69 It was rather surprising to find 
that not only did well defined spin wave excitations exist above the 
ferromagnetic transition temperature, but that the energy at which the 
spin wave mode disappeared was temperature independent. In fact, ex­
cept for very small wavevectors the whole spin wave spectrum changed 
remarkably little between 4.2° and 715°K, which is 86° above 
In view of these rather interesting results, it was clear that a 
comprehensive investigation of the temperature dependence of the spin 
waves in the ferromagnetic 3d metals would be profitable. The present 
studies were therefore carried out with the following objectives in 
mind. 
1) The original nickel measurements could not be carried to 
higher temperatures because of the limitations of the furnace. Hence 
there was no indication of how, or if, the scattering would transform 
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into the limiting form of the paramagnetic scattering expected at very 
high temperatures. It would therefore be of interest to extend the 
measurements to higher temperatures. 
2) There were also no measurements made with sufficient resolu­
tion to enable accurate determinations of the spin wave linewidths in 
nickel as a function of temperature. In particular, it was unclear how 
the scattering at higher wavevectors, where there are well-defined spin 
wave excitations above T^ ,, would evolve into the overcritically damped 
behavior found at small wavevectors. The higher temperature measure­
ments at intermediate energies were also complicated by the overlapping 
of the spin waves with each other and with the phonons. It would con­
sequently take thorough measurements with good resolution to sort out 
the scattering that was solely of magnetic origin as a function of 
energy, wavevector and temperature. 
3) Of course, there was no way of knowing if the magnetic exci­
tations in the other 3d ferromagnetic metals would show similar behavior, 
or whether the results found were just an anomalous property of nickel 
itself. It would therefore be appealing to carry out measurements for 
iron and cobalt. Unfortunately, cobalt has a large incoherent scattering 
cross section and a large absorption cross section for thermal neutrons, 
which make inelastic scattering experiments very difficult even at low 
temperatures. More importantly, it undergoes a hep to fee phase trans­
formation at ^ 675°K, which is well below T c (VL390°K). If a single 
crystal is heated through the solid-state transformation it is destroyed. 
Hence a single crystal would have to be grown and kept at high tempera­
tures in order to measure the dispersion curves at elevated temperatures. 
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The neutron scattering properties of iron are much more favorable. 
However, it also undergoes a solid-state phase transformation at vL185°K, 
(bcc fee), but this is above T_ (VL042°K). With the addition of >4% 
silicon the high temperature transformation is by-passed, thus allowing 
the growth of a large single crystal from the melt, as well as permit­
ting measurements of the spin waves at high temperatures. Most of the 
measurements reported here for iron were in fact taken on a single 
crystal of 5I+Fe(12% Si) , although a limited set of data was also ob­
tained with a pure iron single crystal. 
4) Calculations of the dynamic susceptibility for itinerant 
electron ferromagnets are very difficult to carry out quantitatively 
for physically realistic systems. The low temperature calculations of 
Cooke and Davis 7 0* 7 1 for nickel are the most ambitious to date. Their 
theory includes momentum-dependent spin splitting of the electronic 
energy bands as well as multi-band effects. The theory is too difficult 
to treat analytically, and therefore extensive computer calculations are 
required to obtain numerical results. The overall agreement between 
theory and experiment gives us confidence that the description of the 
excitation spectrum based on band structure models is at least quali­
tatively correct and that the agreement can be improved as the electron 
interactions are treated to better approximation. Since there were no 
"realsitic" results of x(K,w) available for iron, these calculations 
were extended to the case of iron. These efforts have been made in 
collaboration with J. F. Cooke and H. L. Davis as part of an extended 
program on the calculation of the dynamic susceptibility of itinerant 
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electron systems, and therefore an exhaustive report of the results will 





In order to calculate the response of a solid to an external 
magnetic perturbation, one needs to know the initial state of the system, 
the perturbing Hamiltonian, and all the many-body eigenfunctions and 
eigenvalues of the system. Of course, this is far too ambitious a task, 
and the general procedure is to first approximate the many-body wave 
functions by products of single particle wave functions. To begin the 
model of the solid, we first solve the free-atom problem for the single 
particle electron energies and eigenfunctions. We can then usually 
separate these atomic electrons into two groups, the core electrons, 
which will not be modified significantly (for most purposes) when put 
into a solid, and the "valence" electrons, which may be considerably 
modified when placed into a periodic lattice. 
The localized and itinerant models basically differ in the treat­
ment of these valence electrons. If the "magnetic" electrons are 
localized on atomic sites, then the procedure for handling the correla­
tion of these electrons can usually be greatly simplified. First we 
solve for the electron states on a single site, taking into account the 
effects of the remainder of the crystal in an average sense via crys­
talline electric- and/or magnetic (molecular) fields. The low-lying 
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magnetic excitations of the system (for example, spin waves or crystal 
field levels) can then be obtained by assuming a weak magnetic coupling 
between the atoms. If the ground state happens to correspond to a par­
ticular value of the total angular momentum J that is well separated in 
energy from other states of total J, then models such as the Heisenberg 
model are appropriate. 
When the magnetic electrons are not localized, then the simpli­
fications resulting from the localized moment concept are no longer 
applicable. The alternate approach (for metals) which has been used is 
the energy band theory, in which the electrons propagate through the 
crystal in the periodic potential of the ion cores and the average po­
tential of the "valence" electrons. Properties such as the d-electron 
electrical conductivity and specific heat, and the non-integral magnetic 
moments per atom, can be explained in a natural way with this model. 
However, the collective properties of the system, such as spin waves, 
are much more difficult to calculate in the band model.72 The spin wave 
state is one in which the spin density at one point in space and time is 
correlated with the spin density at another point. For the localized 
model this correlation is easily achieved, both mathematically and con­
ceptually, by phasing the rotation of the spin vector on one atom with 
the rotations on neighboring atoms. For the band model, on the other 
hand, the spin motion of the electrons must be combined with the trans-
lational motion in such a way that the collective spin motion of all 
the electrons at one point in space is correlated with the motion at 
another point. These correlation effects produce an effective spin 
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dependence of the electronic energies and wavefunctions, and hence a 
stable magnetization density. A magnetic excitation then corresponds 
to exciting an electron from a single particle state (k,a) to a state 
(k + q, -a). Due to the correlation effects, however, this electron 
will feel an attraction for the hole that was created, and if the 
attraction is strong enough they can form a bound state. The spin wave 
in the band model corresponds to this bound electron-hole pair which 
propagates through the lattice. 
In the early band models, however, there were no spin waves, and 
f-heir absence was regarded as a serious drawback. In the original 
Stoner model, for example, the electrons were assumed to occupy spin-up 
and spin-down energy bands which were rigidly split apart (equivalent 
to a Weiss molecular field). The only magnetic excitations were single 
particle electron excitations from one spin band to another band of re­
versed spin. These spin-flip "Stoner excitations" have energies eg(q) 
given by 
e8(q) = e ± a(k + q) - e ? Q(k) . (6) 
It was shown subsequently,73 however, that spin waves arise quite natu­
rally in the itinerant model by including electron correlations in the 
theory. Just as spin waves in the Heisenberg model are obtained by 
taking linear combinations of atomic spin operators, spin waves in the 
band model can be constructed from linear combinations of Bloch states.7 
Furthermore, Izuyama, Kim and Kubo 7 5 showed that the itinerant model was 
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capable of explaining a variety of neutron scattering phenomena, such 
as diffuse magnetic scattering below T c, magnetic critical scattering 
around T^, and paramagnetic scattering above T , that were assumed to 
be describable only in terms of localized models. In fact, even de­
tailed studies of critical exponents for ferromagnets62*76 do not seem 
to be able to provide a clear distinction between different mechanisms 
of magnetism. It is apparent that it will be difficult to discriminate 
between the localized and itinerant models on the basis of the long 
wavelength spin dynamics. 
As discussed in the introduction, it is now generally accepted 
that the 3d electrons in iron and nickel occupy relatively narrow energy 
bands, so that the magnetic electrons are (at least to some degree) 
itinerant in nature. Since the excitation spectrum and general features 
of the inelastic neutron scattering for itinerant electron systems are 
not as widely known as those for the localized model, a somewhat de­
tailed discussion of the neutron scattering expected from itinerant 
electron ferromagnets will be given. The tight-binding (narrow-band) 
approximation will be introduced and the general features of the scatter­
ing demonstrated by a simple single band model. The results of the 
calculation of x(K,o>) for iron will then be presented. 
Neutron Scattering from Itinerant Electron Ferromagnets 
By virtue of its magnetic moment, a neutron will interact with 
both the ("uncompensated") spin of the electrons and their orbital cur­
rents. For iron and nickel the orbital contribution to the magnetiza­
tion is ^ 5%, which is nevertheless easily measured in elastic scattering 
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experiments with polarized neutrons. However, the present experiments 
are concerned with the magnetic inelastic scattering. Lovesey and 
Windsor77 have shown that the orbital contribution to the susceptibility 
at very high energy and large momentum transfers can be comparable to 
the spin part, but for the regions in which we are interested the or­
bital contribution can probably be safely neglected. We will therefore 
simplify the discussion by considering only the spin contribution to 
the magnetic scattering. In addition, all of the present experiments 
have been performed with an unpolarized neutron beam incident upon an 
unmagnetized sample. These assumptions will also be incorporated. 
The spin-only magnetic cross section for unpolarized neutrons is 
given by 7 8 
where k and k' are the magnitudes of the incident and scattered neutron 
wavevectors, hK = hk - hk' is the momentum the crystal receives from the 
gained by the crystal, y is the gyromagnetic ratio of the neutron, in 
and e are the mass and charge of an electron, <• • •> represents the 
(7) 
neutron, e is a unit scattering vector (e = K/ K ) , nto is the energy 
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thermal average, and a,8 denote x,y,z. We see that the magnetic in­
elastic scattering is a direct measure of the time dependent spin corre­
lations of the electrons. The operator 4a(lt) (at time t) is the Fourier 
transform of the spin density operator; 
4 (K) = J e s (r) dr a = x,y,z (8) 
where 
s(r) = I 6(r - r.) s (9) 
i 
th 
and s\ is the spin operator for the i electron. In terms of the 
second quantized formalism this can be written as 
2(x) = /(?) s M?) , (10) 
where (r) and ^(r) are the electron creation and destruction field 
operators, respectively. 
Some general features of the scattering can be discerned from 
equation 7. If the raising and lowering operators 
6±(£) = 4 X(K) ± L6y(K) (11) 
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are introduced, the cross section can be rewritten in terms of only 
three independent correlation functions; 
£ s - J i s L . \ £1 _I y " K I - <iZ(K,o)iz(-g>t) > ( 1 2 ) 
dftdto \m c 2/ k 2T\ -°° 
e 
+ j ( 1 + K 2 ) < 4+(K,0)4~(-K,t) + 4~(K,0)4+(-K\t) >] 
where is the component of the vector e along the magnetization direc­
tion. There are two types of contributions to the inelastic scattering, 
z z 
spin-flip and non-spin-flip scattering. The < 4 4 > part of the scat­
tering does not involve the flip of the neutron spin, and at low temper­
atures it is very small compared to the spin-flip cross section (because 
the magnet is saturated). However, it should be kept in mind that as 
z z 
the temperature is raised the < 4 4 > part of the scattering becomes 
larger, and for an isotropic ferromagnet above the transition tempera­
ture all three correlation functions will be equal, since there is no 
preferred direction remaining in the crystal. Note also that the 
z z 
< 4 4 > scattering can be eliminated if a magnetic field is oriented 
along the scattering vector. 
± + 
The < 4 4 > correlations give rise to the spin-flip scattering, 
which includes the inelastic scattering of neutrons by spin waves and 
the Stoner modes. The spin-flip scattering can be varied by a magnetic 
field, but it cannot be eliminated. 
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Finally, for an unmagnetized sample, the cross section has to be 
averaged over all directions of the magnetization. For a cubic crystal 
this yields a value of K 2 = 1/3. 
Spin Deviation Operator 
Since itinerant electron systems are considerably more compli­
cated to deal with mathematically than localized systems, it may be 
enlightening to study the operator which creates a spin deviation in the 
system, and see how this operator can be simplified to the Heisenberg 
spin deviation operator with the appropriate approximations.79 
If the field operators in equation 10 are expressed in terms of 
Bloch states, then 
I I 
n,k,a 
<j> ^ (r) <f> ^ (r) c ^  
nka mk1 a1 nka mk'a* 
(13) 
The spin deviation operator 4 (K) (as in equation 12) can then be written 
as 






Here n and m are the band indices, t and I denote the spin directions, 
and the operators c and c create and destroy, respectively, elec-
nka nka 
trons in band n, with wavevector k and spin a. 
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In the extreme tight-binding limit (localized orbitals), the k 
dependence drops out of the matrix elements, and in this case it is 
/ s t / s 
clearly more appropriate to introduce operators c and c which create 
and destroy electrons in the state n on the site I . Then equation 14 
can be written as 
-1K-R 
- E ^ ( f ) l e 8 ^
 S n £ t . (15) 
n.m I 
Here n and m are no longer band indices, but single site atomic indices. 
Operators of this type can be used to describe singlet ground state 
systems, intermediate coupling, and crystal field levels. If the lowest 
set of states happens to belong to the same value of the total angular 
+ 
z momentum, then we can construct the usual site operators and 
(using the Wigner-Eckart theorem) and finally obtain 
-iK»R 
which will be recognized as the Heisenberg spin operator. Here F^( K) 
is the magnetic form factor, which is the Fourier transform of the 
atomic spin density. If the magnetic atoms are identical, F^(K) does 
not depend on SL. It is then customary to pull F(K) out in front of the 




The cross section (equation 7) can be expressed in terms of a 
variety of other theoretical quantities which may be more convenient to 
work with and of more direct significance in statistical mechanics* 
than the spin-spin correlation functions. For our purposes it will be 
convenient to introduce the generalized (isothermal) spin susceptibility 
(equation 1), which is related to the spin density operators by 
(gU )2i 
X° B = - ¥ | — / o ° ° < tf°<tt),AB(-S,0)] > e l u t dt , (17) 
where u_ is the Bohr magneton and [A,B] denotes the commutator of the 
D 
operators A and B. The cross section can then be written in the form 
d2c / _ x e £ \ 2 N h k' eh("B
 y . _ . a3,+ w 
= -
1
— *r-rz L (6 o - e e ) Im { X (K,co)} , 
dfidco V m e c 2 / 7 r ( g y B ) 2 k e ^ 3 - 1 a,3 a 6 a 6 
(18) 
where 3 = 1/kT and Im { } means take the imaginary part. 
If the radial part of the wave functions for the unpaired elec­
trons in the solid is not greatly different from that of the free atom, 
*Marshall and Lovesey/B formulate the cross section in terms of 
a variety of (related) functions, including spin-spin correlation func­
tions, generalized susceptibilities, Green's functions, and response 
functions. 
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then the wave functions of these electrons in the solid should be well 
represented by linear combinations of corresponding atomic wave func­
tions. This "tight-binding" theory should yield a good description of 
electrons which are in narrow energy bands, such as the 3d electrons in 
iron and nickel. Within this approximation equation 18 can be rewritten 
as 
d2c _( ye2\ N h k' , w*.| 2 -2W(K) __e 2 hco3 
« » I 2 - " ' " w - h s b — ( 1 9 ) dftdco \m c 2/ 7r(gy_)2 k e p - 1 
e d 
x I (6 - <a<$)lm {Xa3(q,^)} . 
a,6 
Here q = K - x, where q is the reduced wavevector and x is the necessary 
reciprocal lattice vector to bring q into the first Brillouin zone. 
x(q,co) is now periodic in x", since the aperiodic functions of x", the 
form factor F(K) and the Debye-Waller factor e ^W(K)^
 n a v e been removed 
from x( K »^)• 
Calculation of the Susceptibility 
In order to evaluate the cross section, we require a calculation 
of the susceptibility x(q»^)« T° do this we need the Hamiltonian for 
the system, which is of the form 
f P? . ] 1 e 2 
H = £ — + V(r ) \ + - Z — — , (20) 
i U m e J 2 i^ j | r ± - r | 
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where the first term 0^Q) is the kinetic energy of the electrons and 
the (periodic) potential energy due to the ion cores, and the last term 
is the energy due to the mutual Coulomb interaction of the electrons. 
The sum is over all the electrons. The last term is too difficult to 
treat analytically, so that some approximation (often the Hartree-Fock 
approximation) must be employed for it. 
For the Bloch states <j> ^ (r), H can be expressed in the second 
nka 
quantized formalism as 
H = 
n,m,k,a 
< nka | H | mka > c ^ 
nka mka 
(21) 
+ — e 2 £ < £ic\a;mic^ +qaf | |nJc2af jrlcj+qa > 
2 I,m,n,r |r - r'| 
ki,k2,q 
a,a1 
/ \ " t " / \ "t" /N / \ 
X C + C =*• ,C + ,C r> . £kxa mk2+qa' nk2a' rkx+qa 
Note that for the last term we have made use of the fact that the Cou­
lomb potential is a non-spin-flip and momentum-conserving potential. 
To introduce the tight-binding approximation, we expand the 
d-like part of the Bloch functions in terms of a set of orthonormal func­
tions I> which are strongly localized about atomic sites; 
'lc R 
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Here n is the band index, y is the symmetry index (for example, with 3d 
states, y ranges from one to five), and £ is the site index. Note that 
the functions i> (r - R.) are not atomic orbitals, since atomic orbitals 
rya £ 
centered on different sites are not orthogonal. However, functions 
which have the same symmetry properties as the atomic orbitals and which 
are orthogonal can be constructed.80 
In terms of the states ip the Hamiltonian can be written as 
£,£ y,v,a y,v,A,6 £,£ ,m,m a,a 
£ya;£'va' — m'6a;mAa' > c. c', ,c ,? c , , , 
* ' r 1 ' £ya £*va* m'6a mAa* 9 
where 
and 
< £ya;£'va'| ^  |m'6a;mAa' > (25) 
= e 
i i i 
r - r 
Of course, equation 22 may also be substituted directly into equation 21. 
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If the bands are narrow, then the overlap of the functions i\t 
centered on d i f ferent s i t e s i s small . The t ight-binding approximation 
corresponds to keeping only the matrix elements in the second term for 
which £=£ f=m=m f. The remaining terms are assumed to be n e g l i g i b l e . 
Note that the matrix elements of the f i r s t term for which l^l1 , the 
"hopping" terms, are retained. 
Single Band Model 
The simplest model which contains the e s s e n t i a l features of the 
scat ter ing from an i t inerant e lec tron system i s the s ing le band Hubbard 
m o d e l . 1 6 For a s ing le band in the t ight-binding approximation equation 
23 s impl i f i e s to 
£,£',a l9a 
where n n = c n c n i s the number operator, and the Coulomb matrix e l e -lo la la f » 
ments are denoted by I ' . This i s the Hubbard Hamiltonian. If we now 
r e s t r i c t ourselves to low temperatures the cross sec t ion i s proportional 
to x (q>Lo)> which i s given in the random-phase-approximation (RPA) b y 7 5 
the "enhanced" s u s c e p t i b i l i t y expression (with I = If/(gyT,)2) 
D 
-+ + X (q.u) 
X (q,u) = _ + ^  . (27) 
1 - I x Q (q,03) 
Here x o + ( q » ^ ) i s the so -ca l l ed "non-interacting" s u s c e p t i b i l i t y , which 
i s 
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( g v O 2 < n > - < fi > k + q t k £ _ 
N 




and A is the (rigid) splitting between the up-spin and down-spin energy 
bands. The factors < n > may be replaced at low temperatures by Fermi 
distribution functions. 
From these equations we can now determine the general features 
of the scattering. We may expect a response in the cross section when 
the imaginary part of the susceptibility diverges, which will occur 
whenever the denominator in either equation 27 or equation 28 vanishes. 
With the identity 
(29) 
the imaginary part of x (q»w) can be written as 
N 
(30) 
x 6(e(k + q) - e(k) + A - hco) . 
The singularities of Im (x (q,co)} therefore occur when 
hco = e(k + q) - e(k) + A (for any k) . (31) 
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For q = 0 this gives hio = A, the band splitting energy. As q becomes 
non-zero, there is an increasingly larger range of band energies that 
satisfy equation 30, and the excitations fan out from A. These are the 
(spin-flip) Stoner modes, which are seen to be rather diffuse in nature 
and hence difficult to observe. 
If the real and imaginary parts of X 0 +(q> w) a r e separated via 
x0 (q,w) = x0 (q>w) + i x0 (q,w) (32) 
then the imaginary part of x +(q»^)» the "interacting" susceptibility, 
is 
Im (x (q,w)} =
 p T , . (33) 
(1 - iY (q ,u>> 2 + (1 X_ (qJ^)) 
Outside the region of the Stoner states, ^ XQ (q,co) = 0 , so that the 
poles are determined by 
<
 + > " < K > 
1 = I X (q»w) = — L — - — . (34) 
o N £ e(k + q) - e(k) + A - h t o 
For q = 0, we have (using 2 < n + > = N < n A > ) 
k V T 
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_, < h\ > - < > l'( < n f > - < n, > ) 
1 = - I ^ — . (35) 
N + A - hto A - hto k 
Now < ri| > - < ri| > is the magnetization (per atom) , which is related 
to the band splitting by 
A = I'( < n t > - < > ) . (36) 
Thus for q = 0 equation 35 has a solution for to = 0. This is the spin 
wave mode. As discussed previously, for an isotropic ferromagnet at 
small q the spin wave energy M)|q| . 
Note that if the spin wave mode enters the region of Stoner ex­
citations, then ^XQ+(q»^) Is n ° longer zero. We therefore no longer 
have a true singularity, and an intrinsic width is induced in the spin 
wave. The larger ^XQ+(<1>W) i s» the larger the induced width, and if 
^XQ+(q>to) becomes large enough the pole will become completely washed 
out. 
The excitation spectrum is shown schematically in Figure 1. The 
Stoner modes have been drawn for the case of a "strong" ferromagnet, 
which means that at T = 0°K all the electron spins are in the same 
direction (i.e., there are only majority spin electrons on the Fermi 
surface). For a "weak" ferromagnet there are both majority and minority 
spin electrons on the Fermi surface. Thus at some value of q it will 
be possible to take a spin-up electron on the Fermi surface at k and 
A 
SPIN-WAVE M O D E 
F i g u r e 1. S c h e m a t i c D i a g r a m o f t h e S p i n W a v e a n d S t o n e r E x c i t a t i o n s 
C a l c u l a t e d f r o m a S i m p l e B a n d M o d e l 
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place it in a down-spin state on the Fermi surface at Ic+q (or vice-
versa), so that the Stoner modes will extend to co = 0. 
At low temperatures the band splitting A is given by equation 36, 
so that the simplest form of a temperature dependent theory would con­
sist of setting A proportional to the magnetization. As the temperature 
is raised, we would therefore expect the Stoner excitations to lower in 
energy as A decreases, and indeed as the temperature is raised through 
T c the Stoner modes should collapse into co = 0. Of course, we shouldn't 
be too surprised if this type of molecular field approximation does not 
give the correct spin dynamics at elevated temperatures. Even in this 
simple model, equation 36 represents only the leading order term (in the 
< n > 's) for the band splitting. As the magnetization decreases the 
higher order terms may become important. Above T^ ,, there may be short 
range spin correlations, so that over a limited region of space we may 
be able to define a "local" band-splitting, and hence be able to recover 
to some extent the low temperature picture. Nevertheless, it is ex­
pected that the Stoner states should decrease in energy at higher tem­
peratures . 
It should be pointed out that for elevated temperatures and for 
the multi-band case the region of Stoner states will not be as sharply 
defined as it is depicted in Figure 1. In fact, there will be a finite 
density of Stoner states at all (q , c o ) . What is important, however, is 
the magnitude of the density of Stoner states. A small density will 
induce a small intrinsic width into the spin wave mode, and the higher 
the density the larger the width. If the density becomes high enough, 
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t h e s p i n w a v e m o d e m a y i n f a c t b e c o m e c o m p l e t e l y d a m p e d o u t . I t i s 
t h i s r e g i o n o f " h i g h d e n s i t y o f S t o n e r s t a t e s " t h a t s h o u l d b e t h o u g h t 
o f a s d e p i c t e d i n F i g u r e 1. 
C a l c u l a t i o n s f o r I r o n 
Q u a n t i t a t i v e c a l c u l a t i o n s o f t h e d y n a m i c s u s c e p t i b i l i t y f o r s y s ­
t e m s w h o s e m a g n e t i c e l e c t r o n s a r e i t i n e r a n t a r e g e n e r a l l y v e r y d i f f i c u l t 
t o d o . T h e d i f f i c u l t y s t e m s f r o m t h e p r o b l e m o f p r o p e r l y i n c o r p o r a t i n g 
i n t o t h e e n e r g y b a n d s t r u c t u r e t h e e l e c t r o n c o r r e l a t i o n s , w h i c h a r e o f 
p a r a m o u n t i m p o r t a n c e i n o b t a i n i n g t h e m a g n e t i c p r o p e r t i e s o f t h e m o d e l . 
U n f o r t u n a t e l y , a n a l y t i c s o l u t i o n s f o r r e a l i s t i c s y s t e m s d o n o t e x i s t , 
s o t h a t a p p r o x i m a t e s o l u t i o n s w h i c h a r e a t l e a s t a m e n a b l e t o n u m e r i c a l 
c a l c u l a t i o n m u s t b e s o u g h t . H o w e v e r , e v e n i f a n a d e q u a t e d e s c r i p t i o n 
o f t h e e l e c t r o n i c s y s t e m i s o b t a i n e d , t h e e q u a t i o n s f o r t h e n e u t r o n 
c r o s s s e c t i o n a r e a t l e a s t a s c o m p l i c a t e d a s p r e s e n t - d a y b a n d s t u r c t u r e 
e q u a t i o n s , w h i c h r e q u i r e n u m e r i c a l s o l u t i o n s a t g e n e r a l p o i n t s i n t h e 
B r i l l o u i n z o n e . F u r t h e r m o r e , a c a l c u l a t i o n o f t h e s u s c e p t i b i l i t y ( a s 
w e l l a s o t h e r m a g n e t i c a n d o p t i c a l p r o p e r t i e s ) r e q u i r e s t h e i n t e g r a t i o n 
o f q u a n t i t i e s w h i c h i n v o l v e t h e e l e c t r o n i c e n e r g i e s a n d m a t r i x e l e m e n t s 
o f o p e r a t o r s o v e r t h e B r i l l o u i n z o n e , s o t h a t t h e m e t h o d o f s o l u t i o n 
m u s t b e f a s t e n o u g h f o r t h e s e i n t e g r a l s t o b e e v a l u a t e d i n a r e a s o n a b l e 
a m o u n t o f c o m p u t e r t i m e . 
O f t h e 3d f e r r o m a g n e t i c m e t a l s , t h e e l e c t r o n c o r r e l a t i o n s i n 
n i c k e l m a y b e t h e e a s i e s t t o h a n d l e , s i n c e o n t h e a v e r a g e t h e r e i s l e s s 
t h a n o n e m a g n e t i c e l e c t r o n p e r a t o m (y . = 0.55 y _ ) . N i c k e l h a s 
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therefore been the first material to be treated in detail. The most 
ambitious calculations to date are those by Cooke and Davis71 for the 
low temperature susceptibility of nickel. Their theory70 is based on 
a simple extension of the RPA and an improved description of certain 
screened Coulomb matrix elements which appear in the theory. These 
improvements lead to a momentum dependent spin-splitting of the elec­
tronic energy bands as well as s-d hybridization, characteristics which 
are necessary in the band structure in order to obtain agreement with 
optical and Fermi surface measurements. The calculations are done by 
fitting a band structure interpolation scheme to a "first-principles" 
paramagnetic band structure. The interpolation scheme allows the rapid 
calculation of the electron energies and wavefunctions at a large number 
of k points. The ferromagnetic band structure is then generated self-
consistently, with the only adjustable parameter in the theory being 
fixed to produce the observed low temperature spin-only moment. The 
appealing feature is that once the ferromagnetic band structure is de­
termined, the calculation of the susceptibility follows automatically. 
There are no adjustable parameters to force agreement with experiment. 
The overall agreement obtained between this theory and the ex­
perimental results for nickel gives us confidence that the calculation 
of x(q»^) based on band structures is at least qualitatively correct. 
In view of the lack of any quantitative calculations of the suscepti­
bility for the more difficult case of iron,81 calculations of the non-
interacting susceptibility for iron, based on the theory of Cooke and 
Davis, have been performed. 
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To ex tend the ca lcu la t ions to i ron , an in terpo la t ion scheme must 
b e c h o s e n f o r t h e b c c l a t t i c e . W e h a v e u s e d t h e S l a t e r - K o s t e r 8 2 i n t e r ­
p o l a t i o n m e t h o d . T h i s c o n s i s t s o f f o r m i n g B l o c h s u m s o f t i g h t - b i n d i n g 
o r b i t a l s ( a s i n e q u a t i o n 2 2 , b u t w i t h t h e a ( k ) = 1 ) a n d t h e n s e t t i n g u p 
t h e H a m i l t o n i a n m a t r i x . S i n c e t h e r e a r e n o n o n - d i a g o n a l m a t r i x c o m p o ­
nents between Bloch sums wi th d i f ferent I t ' s , we have terms o f the form 
ik«R j J H * V ( ? - R y ) dv (37) 
R -
i 
Here y and v are the symmetry indices and j i s the s i te index. The 
c o n v e n i e n t f e a t u r e o f t h i s r e p r e s e n t a t i o n i s t h e s i m p l e d e p e n d e n c e o f 
e a c h t e r m o n k , w h i l e t h e p r o p e r s y m m e t r y r e q u i r e m e n t s o f t h e c r y s t a l ( a n d h e n c e t h e e n e r g y b a n d s ) a r e b u i l t i n . T h e i n t e g r a l s , h o w e v e r , a r e 
e x t r e m e l y d i f f i c u l t t o e v a l u a t e f r o m f i r s t - p r i n c i p l e s . R a t h e r t h a n 
t r y i n g t o c a l c u l a t e t h e s e i n t e g r a l s , t h e n , t h e y a r e m e r e l y u s e d a s d i s ­
p o s a b l e c o n s t a n t s t o f i t a f i r s t p r i n c i p l e s b a n d s t r u c t u r e . W i t h t h e s e 
cons tant s de termined , one can then d iagona l i ze H rap id ly to f ind the 
->-
e igenvalues and e igenfunct ions for a f ine mesh of k po ints in the 
B r i l l o u i n z o n e , s o t h a t t h e e l e c t r o n d e n s i t y o f s t a t e s a n d t h e d y n a m i c 
s u s c e p t i b i l i t y c a n b e e v a l u a t e d a c c u r a t e l y . 
W e h a v e u s e d n i n e t i g h t - b i n d i n g o r b i t a l s i n t h i s i n t e r p o l a t i o n 
s c h e m e : f i v e d - l i k e o r b i t a l s , o n e s - l i k e o r b i t a l a n d t h r e e p - l i k e 
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orb i ta l s . * The sum was ex tended to s econd neares t ne ighbors , wh ich 
r e s u l t s i n 2 7 i n d e p e n d e n t " S l a t e r - K o s t e r " i n t e g r a l s . T h e i n t e r p o l a t i o n 
scheme i s f i t by a l eas t - squares method to a su i tab le paramagnet i c band 
s t r u c t u r e . T h e f e r r o m a g n e t i c b a n d s t r u c t u r e i s t h e n g e n e r a t e d b y s p l i t ­
t ing the d iagona l d -b lock e l ements . The and e^ par t o f the d -b lock 
c a n b e s p l i t b y d i f f e r e n t a m o u n t s , r i g i d l y , o r s e l f - c o n s i s t e n t l y b y 
s e t t i n g 
A t 2 g = I V V - V V 1 " e f f / 3 ( 3 8 ) 
A e = [ n ^ ) - n |(e g)] U £ f f / 2 . 
Here n*( t„ ) i s the to ta l number o f sp in up e l ec trons (per a tom) wi th 1
 2g t 2 g c h a r a c t e r , e t c . T h e d e n s i t y o f s t a t e s i s c a l c u l a t e d b y t h e G i l a t -
R a u b e n h e i m e r 8 3 m e t h o d , a n d f r o m t h i s c a l c u l a t i o n t h e p o p u l a t i o n f a c t o r s 
and the Fermi energy can be determined. The band sp l i t t ings are then 
a d j u s t e d t o g i v e t h e p r o p e r s p i n - o n l y m o m e n t ( 2 . 1 2 2 y ^ ) . E x c h a n g e s p l i t ­
t i n g o f t h e " c o n d u c t i o n " e l e c t r o n s h a s n o t b e e n i n c l u d e d , a l t h o u g h t h e r e 
i s a ne t conduct ion-e l ec tron moment due to s -d hybr id i za t ion . 
By way of example, Figure 2 shows the ferromagnetic band struc­
t u r e a l o n g t h e h i g h s y m m e t r y l i n e s i n t h e B r i l l o u i n z o n e o b t a i n e d b y 
f i t t i n g W o o d ' s p a r a m a g n e t i c b a n d s 8 4 a n d u s i n g a r i g i d d - b a n d s p l i t t i n g 
* T h e t r a n s f o r m a t i o n p r o p e r t i e s o f t h e s e o r b i t a l s a r e g i v e n b y x y , x z , a n d y z ( t _ ) ; x 2 - y 2 a n d 3 z 2 - r 2 ( e ) ; a n d c o n s t a n t , x , y , z f o r s and p. 8 8 
Figure 2. Ferromagnetic Band Structure of Iron 
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of 2.22 eV. Only the lowest 12 bands are shown (six for each spin). 
The group theory notation is that of Koster,85 and the bcc Brillouin 
zone, along with the irreducible zone, is shown in Figure 3. Note that 
because of s-d hybridization the splittings of the bands are Ic-dependent, 
the spin splitting being proportional to the amount of d-character at 
each k point. If the t„ and e bands were not split by the same amount, 
then there would be an additional k-dependent splitting proportional to 
the amount of t~ and e character of the bands at each k. At r , the 
2g g 
lowest band is pure s, the next band is the triply-degenerate a n c* 
then the doubly-degenerate e band (for each spin). 
The ferromagnetic density of states calculated from this band 
structure is shown in Figure 4. The calculation has been done for 
3080 k points in the irreducible zone, using an energy mesh of 0.00068 
Ry. The t~ , e and s-p character of the density of states has been 2gJ g r 
projected out for the majority and minority spin directions and this is 
shown in Figures 5-7. Note that the splitting does not correspond to a 
rigid shifting of the majority and minority desnities of states. Once 
again this is due to the s-d hybridization. For this example we ob­
tained the following: ^J^t2g^ = 1*046 ufi, ^(eg) = 1*177 u(s-p) = 
-0.100 u_ and E_, = 0.6442 Ry (measured from the bottom of the bands). 
This gives the net d-spin a 53% e^ character. At the Fermi surface we 
find that the electrons are characterized by having 80% character 
and 76% majority spin. 
Once the band structure has been determined, the imaginary part 
of the non-interacting susceptibility can be evaluated by calculating 
Figure 3. Body-Centered Cubic Brillouin Zone and the Irreducible Cell 
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the density of spin-flip Stoner excitations, as in equations 6 and 30 
except treating the multiband case. Figure 8 shows an example of the 
Stoner density of states calculated from the band structure shown in 
Figure 2 and also from the paramagnetic band structure of Wood. The 
density is plotted for q = (0.3,0,0) as a function of energy. Note that 
at low temperature there is a finite density of states at small energies 
and that the density smoothly increases up to the peak at the band 
splitting energy. This is fairly typical of the density of states cal­
culated at different values of q and for different directions in the 
crystal, and can be contrasted with the density of Stoner states for a 
single band model as depicted in Figure 1. In this case the density is 
identically zero until a finite value of the energy is reached, and 
then the density abruptly jumps to a fairly large value. It is this 
latter behavior which is generally thought to cause the sharp cutoff of 
the spin wave intensity. 
It should be kept in mind that the band splitting of 2.22 eV, 
which is necessary to produce the correct ferromagnetic moment from 
Wood's paramagnetic bands, is larger than the band splitting that might 
be expected for iron (^ 1 eV). However, different splittings can be ob­
tained by using different paramagentic band structures as starting 
points for these calculations. The band splitting can also be reduced 
by neglecting s-d hybridization, which is probably not treated very 
accurately in either the interpolation scheme or the "first principles" 
band structure calculations. For example, by neglecting s-d hybridiza­
tion, the band splitting obtained from Wood's paramagnetic bands is 














Figure 8. Density of Single Part i c l e Spin-Flip Excitat ions for Iron 
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The ferromagnetic band structures and Stoner densities of states 
were calculated from a number of other band structures, and it was 
found that the overall shape of the Stoner density of states did not 
change appreciably, but the spectra were shifted to higher or lower 
energies depending on the value of the band splitting needed to produce 
the observed ferromagnetic moment. It is clear from these calculations 
that the region of high density of spin-flip states apparently occurs 
at too high an energy and increases too slowly with energy to explain 
the sharp decrease in the spin wave intensity in iron. Even with no 
band splitting, the region of high density of Stoner states (away from 
q = 0) comes at too high an energy (the lowest energy peak in the 
figure occurs at ^300 meV), although the overall spectrum is, of course, 
shifted to lower energies. However, it is not yet known in general 
how high the density of Stoner states needs to be in order to induce a 
substantial width into the spin wave peak. This requires incorporating 
into the density of states calculation the matrix elements governing 
the transition probabilities for decay of the spin wave states into 
Stoner states. Certainly more theoretical effort will be needed in 
order to clarify the nature of the disappearance of the spin wave 
intensity in iron. 
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CHAPTER III 
EXPERIMENTAL APPARATUS AND PROCEDURES 
Triple-Axis Neutron Spectrometers 
The majority of the measurements were taken on the HB-3 triple-
axis neutron spectrometer86 installed at the High Flux Isotope Reactor 
(HFIR) at the Oak Ridge National Laboratory. Additional high resolution 
measurements on nickel were taken on the HB-4A triple-axis neutron spec­
trometer which is also at the HFIR. The triple-axis technique has been 
discussed at length in the literature,87»88 so that only a brief de­
scription of the operation of the spectrometers will be given here. 
A schematic diagram of the HB-3 spectrometer is shown in Figure 9. 
Neutrons from the reactor are incident upon a monochromator crystal, 
which "Bragg" reflects neutrons of the desired energy at an angle 20^ . 
from the reactor-beam direction. This defines the energy E and mo-
o 
mentum hk Q of the neutrons incident upon the sample. The second axis 
of the spectrometer is rotated an angle $ from the incident monochro­
matic beam direction so that neutrons scattered from the sample in the 
$ direction arrive at the analyzer crystal, which is set to only reflect 
neutrons with energy E' and momentum hk'. Thus both the energy 
hto = E h
2 (lit |2 - |{ (39) o 2 l nN 
53 
F i g u r e 9. H B - 3 T r i p l e - A x i s N e u t r o n S p e c t r o m e t e r 
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and momentum 
hK = h ( £ o - P) (= -hQ) (40) 
that the crystal receives can be measured. Note that hQ is the momentum 
change of the neutron.* The angle ¥ is set so that the desired orien-
->-
tation of reciprocal space in relation to K is obtained. A typical 
scattering diagram, corresponding to the measurement of a high energy 
spin wave (one point in the scan) in iron, is shown in Figure 10. The 
triangle has been drawn for the following parameters: hto = 103.4 meV, 
E ' = 95.1 meV, E q = 198.5 meV, Q = (1.2,1.2,0.0) and q = (0.2,0.2,0.0) 
in reduced units. 
Of course, the actual energy and momentum change of the crystal 
due to each individual detected neutron is not exactly hio and hK, but 
has a spread of values (Aio and AK) determined by the resolution of the 
spectrometer. Cooper and Nathans87 have shown that the resolution func­
tion which describes the probability for neutron transmission by the 
spectrometer is given to a very good approximation by 
R(co+Ao),K+AK) = R q exp [ - \ £ £ M k £ X k X £ } 
k I 
where X2 = AKX, X 2 = AKy, X 3 = AKZ and X^  = Aio. R q and the matrix M 
are complicated functions of the spectrometer parameters, but the 
*For the cases we will be considering, either K or Q can be used 
(interchangeably) in the formulas. 
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The operation of the spectrometer consists of a measurement of the scat­
tered intensity I ( K , U J ) (per fixed number of neutrons incident on the 
sample) at a series of (K ,tu) values. If the resolution ellipsoid inter­
sects a dispersion surface during one of these "scans", a peak in the 
response will be observed, corresponding to the (q,u)) of the excitation. 
By performing a series of scans, one can determine the dispersion sur­
face throughout the Brillouin zone. 
Intensity Considerations 
Because neutron inelastic scattering cross sections are generally 
quite small (hence the need for high flux reactors), the experimental 
configuration must be arranged to optimize the observed scattering. For 
spin wave scattering from iron and nickel there are three basic require­
ments that dictate the mode of operation of the spectrometer. 
Since the spin wave excitations in iron and nickel extend to 
high energies (compared to kT), all the measurements have been taken 
dependence on At and Ato is quite simple, being gaussian for any line 
passing through K,co. Surfaces of constant transmission probability are 
ellipsoids, and the "resolution ellipsoid" is defined as the surface 
where the resolution function has fallen to half its maximum value. 
At each setting of the spectrometer the observed intensity I(K,co) 
is then given by the convolution of the scattering cross section a(K,to) 
with the resolution function; 
I(K,to) = / R(o)+Ao),K+AK) a(u)+Au),K+AK) d(AK)d(Aa)) . (42) 
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with E q > E f , so that the neutrons create spin waves in the crystal. 
This is necessary because the Bose thermal factor, < n > = [ena)/kT _ l ] - 1 
is much less than one ( < n > << 1) for the high energy spin waves. The 
scattering cross section for spin wave creation (neutron energy loss) 
is proportional to 1 + < n >, whereas the cross section for spin wave 
destruction (neutron energy gain) is proportional to < n >. 
The second consideration arises because the spin wave dispersion 
relations in the 3d metals are very steep. This necessitates measuring 
the higher energy spin waves by fixing the energies of the incident and 
scattered neutrons that the spectrometer transmits and by varying K, 
which is called a "constant-E" scan. This type of scan will cut directly 
across the dispersion surface, giving a sharp peak in the scan. The 
more familiar "constant-Q" scan (or "constant-it" scan) would almost 
parallel the spin wave dispersion surface. The resolution ellipsoid 
would then "drag" along the dispersion surface over a large energy 
range, giving a very broad distribution of scattered intensity. 
Finally, although the elementary excitation spectrum in a peri­
odic lattice is itself periodic (so that nco(q) = hco(q + x") , where x" is 
any reciprocal lattice vector), the neutron scattering cross section 
does not have this same periodicity. Inspection of equation 19 shows 
that an important consideration will be the magnetic form factor F(K), 
which is the Fourier transformation of the magnetization density in the 
unit cell. This is analogous to the form factor appropriate to x-ray 
scattering, except that the 3d magnetic form factor falls off more rapidly 
with increasing K than in the x-ray case. To maximize the scattered 
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intensity, K must be kept as small as practical. This has important 
consequences when measuring the high energy spin waves, as demonstrated 
in Figure 10. If we want to measure the scattering at a large energy 
transfer, then there must be a large difference in the lengths of the 
vectors k Q and k 1, as required by equation 39. However, in order to 
keep K reasonably small and still satisfy equation 40, It1 must be fairly 
long also. Thus very high incident neutron energies must be used. For 
the measurement of spin waves VL00 meV, incident neutron energies ^200 
meV have to be used. At these energies the flux of neutrons from the 
reactor is greatly reduced, so that the required counting times for 
measurement of these spin waves are very long. Fortunately, because of 
the design of the HFIR, the entire energy spectrum of the neutrons is 
shifted to higher energies compared with many other research reactors, 
so that the flux of high energy neutrons onto the sample is considerably 
higher at the HFIR than elsewhere. At an incident neutron energy ^200 
meV, for example, the flux onto the sample (with open collimation) is 
^5*106 neutrons/cm2sec, which is nevertheless reduced by a factor of 20 
from the maximum flux. Without the high flux of high energy neutrons 
available at the HFIR and the large single crystal samples grown from 
isotopes which are particularly favorable for measuring the magnetic 
scattering, these experiments would not have been possible. 
Spectrometer Details and the Furnace 
The majority of the measurements were taken on the HB-3 spectrom­
eter using the constant-E mode of operation. The monochromator was a 
beryllium single crystal with the (1011) planes oriented for reflection, 
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Be(lOll). The analyzer crystal was Be(0002). Both of these crystals 
have a mosaic spread of 0.25°. For the higher energy spin waves, two-
thirds degree Soller slits were used before and after the sample, and 
scattered neutron energies up to 103.4 meV were employed. For higher 
resolution measurements, one-third degree slits were used. 
Measurements on nickel were also made on the high resolution 
HB-4A spectrometer. Neutrons with energies of 32.66 meV were incident 
on the sample from a Be(0002) crystal having a mosaic spread of 0.18°. 
The flight path from the monochromator to the sample is ^ 7 m, giving a 
vertical and horizontal angular divergence of ^ 0.25°. No additional 
collimation was used before the sample. Several different sets of col-
limation were used after the sample, including one-third degree hor­
izontal collimation between the sample and analyzer, and one degree 
horizontal and vertical collimation in front of the detector. The ana­
lyzer was a Be(1011) crystal with a mosaic spread of 0.20°. 
The samples were each mounted in the high temperature vacuum 
furnace described in Appendix A. Three calibrated thermocouples (one 
chromel-alumel and two Pt-Pt(10% Rh)) were spot-welded to the sample to 
determine the temperatures of the samples. The calibration of these 
thermocouples was checked by increasing the resolution of the spectrom­
eter and measuring the critical magnetic scattering as the temperature 
passed through the ferromagnetic transition temperature T^ ,. The tem­
perature gradients across the samples were found to be <2°K, with a 
temperature stability of better than 0.5°K over a 48-hour period. The 
temperature control of the samples was found to be more than adequate. 
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Data Collection and Analysis 
Each scan was fit by a least-squares procedure to a sum of 
gaussian distributions (one for each peak) plus sloping background. 
This should be a valid procedure* if the dispersion surfaces do not 
deviate appreciably from planar dispersion surfaces over the extent of 
the (gaussian) resolution ellipsoid, and in fact excellent fits to the 
data were achieved with this method. The position, integrated intensity 
and width of each peak may then be extracted from the data. It was 
found that this was a reliable and particularly convenient method for 
cases when two (or more) peaks were overlapping each other, which oc­
curred in some of the low energy scans due to the presence of both mag-
nons and phonons. The positions, intensities and widths were also 
obtained by hand and checked with the computer results for consistency. 
The results agreed within experimental error. In addition, rather ex­
tensive resolution calculations (based on equations 41 and 42) were 
performed to determine the extent of the influence of the finite reso­
lution of the spectrometers on these results. The resolution effects 
were found to be small, but not negligible. These effects will be dis­
cussed when the data are presented. 
Spin Wave Intensity Analysis 
If the resolution ellipsoid is passed through a dispersion sur­
face, then the integrated intensity of the observed peak is related to 
the magnitude of the cross section being observed. Brockhouse et al., 8 8 
*The case when the excitation has an appreciable intrinsic width 
will be discussed shortly. 
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showed how the interpretation of the intensities of a series of peaks 
measured along a dispersion surface can be greatly simplified, if the 
scattered neutron energy is not changed during the series of measure­
ments, and if the flux of neutrons incident upon the sample is monitored 
by a low efficiency "1/v" detector.* Mook and Nicklow67 have discussed 
in detail the interpretation of spin wave intensities for iron taken 
with this experimental arrangement and using the constant-E mode of 
operation. If within the region where the resolution ellipsoid inter­
sects the dispersion surface, this surface does not deviate appreciably 
from a plane, and the variation of the scattering cross section along 
the dispersion surface can be ignored, then the observed integrated 
intensity 1(E) is given to a good approximation by 
-2W(K ) 
c o(K ,E) < n(E) > F2(K ) X (E) e 
1(E) = ^ * £—5 (43) 
| V o ) | | V o ) | 
i _ > . i i i 
q q 
where < n > is the Bose thermal occupation factor, F ( K ) is the magnetic 
-2W ( K q ) ^ 0 
form factor, e is the Debye-Waller factor, | V t o | is the slope of 
the dispersion surface, K q is the value of K at the peak position, and 
Xg(E) is the spin wave intensity. c is a complicated function of the 
spectrometer parameters, but does not vary from scan to scan. Mook and 
*For the range of incident neutron energies used in these experi­
ments (up to ^ 200 meV), the uranium fission detector employed as a mon­
itor has a cross section proportional to 1/v. This monitor-efficiency 
factor cancels the factor k'/k in the neutron cross section. 
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Nicklow found that for the type of triple-axis scans used in these meas­
urements, equation 43 in fact gives a good description of the operation 
of the spectrometer. These are the corrections that have been applied 
to the observed spin wave intensities to obtain the spin wave intensi­
ties XS(E) reported in Chapter 4. 
Equation 43 may be understood in the following way. If we 
measure an integrated intensity 1(E) in a constant-E scan, then to ob­
tain a quantity which is proportional to the "scattering strength" of 
a spin wave state we need to take into account both the density (number) 
of spin wave states which contribute to the scattering and the thermal 
occupation of these states. The magnetic form factor F(K) and the Debye-
Waller factor e will also vary along the dispersion surface from 
scan to scan, although their variation is small unless the scans are 
done around different reciprocal lattice points. All the other factors 
which vary from scan to scan are automatically taken into account due 
to the manner in which the spectrometer is operated. This is because 
with k' fixed, the reflectivity of the analyzer crystal and the counting 
efficiency of the main detector remain fixed during the series of scans. 
Then the only part of the spectrometer which can change the volume of 
resolution ellipsoid (and thus the integrated intensity of the peak) is 
associated with E (the angle 20^ .) . As E increases (and hence ha) = 
o M o 
E - E 1 increases) the spread of energies A E q becomes larger and this 
increases the flux of neutrons onto the sample. But this is reflected 
in a proportional increase in the counting rate of the monitor, and the 
effects cancel one another. 
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*Recall that any variation in the size of the resolution function 
from scan to scan has already been taken into account experimentally. 
However, care must be taken to avoid situations where the resolution 
changes appreciably during the scan. 
The density of states factor is l / |v w|, and occurs for the fol-
q 
lowing reason. For states of a crystal which are described by periodic 
(Bloch) wave functions (for example electrons, magnons and phonons), 
the density of states per unit range of wavevector is a constant. If 
a series of constant-Q scans is performed, then the number of states 
"sampled" by the resolution ellipsoid in each scan is the same.* How­
ever, the density of states per unit range of energy is not a constant, 
so that for constant-E scans the number of states "sampled" is not the 
same for each scan. The situation is depicted in Figure 11, where it 
can be seen that the density of states per unit range in energy is 
given by the reciprocal of the slope of the dispersion surface, and 
hence this factor must be included in equation 43. 
As a function of temperature there are several additional quan­
tities in the cross section which can vary. The magnetic moment u 
(analogous to S in the localized model and not < S >) and the form 
factor F(K) may be temperature dependent. However, measurements5'6 show 
that they have (at most) only a weak dependence on temperature, and 
their temperature dependence has been retained in the spin wave inten­
sities (xg(E)) presented. The Debye-Waller factor e does vary 




It should be pointed out that there are a number of additional 
experimental factors which can influence the spin wave intensity meas­
urements, particularly at high energies. When the monochromating and 
analyzing crystals are set to reflect a wavelength X, they may also 
reflect higher order wavelengths (recall that Bragg's law is nX = 2d 
sin 6). Thus when the spectrometer is set to transmit (k , Ic' , E , E ' ) 
o o 
it may also transmit (kQ, 2k', E q , 4E'), (2kQ, k', 4E q , E ' ) , etc. These 
extra processes can give rise to "spurious" peaks, i.e., to peaks which 
are not expected due to the primary scattering configuration. These 
peaks may occur in scans of any energy transfer, but they can be partic­
ularly bothersome for the high energy measurements where the magnetic 
scattering is small and the resolution is coarse. However, the posi­
tions of these peaks can be calculated and often avoided, and the cross 
section can be measured under different experimental arrangements and 
checked for consistency of results. This is time consuming, though, 
and these spurious peak processes are one of the major problems with 
triple-axis spectrometers. A second low efficiency monitor has also 
been placed between the sample and analyzer to detect Bragg scatterings 
from the sample, which can also give rise to spurious peaks in the 
scans. 
Another problem is associated with multiple Bragg reflections in 
the monochromator crystal. The intensity of these multiple reflections 
is generally much smaller than that of the primary scattered beam, but 
at high incident energies multiple reflections may become significant. 
For example, with the Be(0002) reflecting, a double-Bragg scattering 
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can occur which will give an effective (0001) plane scattering at 2X 
( E q/4). If E q is high, E q/4 may be near the peak flux of the reactor 
spectrum, and therefore an appreciable number of neutrons with a wave­
length of 2X may be reflected into the incident beam. This will intro­
duce spurious counts into the monitor, and hence the scattering cross 
section (per unit monitor interval) will appear to be reduced. By using 
the Be(1011) as a monochromator, multiple Bragg scatterings are reduced. 
Still, a careful check must be made for these effects. 
For high incident energies, incoherent scattering processes oc­
curring in the monochromator may contribute an appreciable number of 
neutrons to the beam incident onto the sample. This may be easily cor­
rected for by setting the monochromator crystal off the Bragg peak and 
counting the number of neutrons incoherently scattered. At the highest 
energies used the incoherent scattering amounted to no more than 5% of 
the incident flux, and the spin wave intensities have been corrected 
for it. 
Finally, Bragg reflections may occur in the sample, and "rob" 
the incident beam of neutrons inside the sample. This effect may become 
more important for the higher energies (shorter wavelengths) since more 
Bragg reflections can occur. To check the magnitude of this effect, 
the beam transmitted through the nickel crystal was monitored as a func­
tion of energy. No appreciable effect was observed, and no corrections 
have been made for it. 
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Spin Wave Linewidth Analysis 
As the temperature is raised from T = 0°K, the spin waves acquire* 
a finite lifetime and hence a spread (uncertainty) in energy. If the 
resolution of the spectrometer is comparable to or smaller than the 
intrinsic linewidth, the observed peak will become measurably broader 
at the higher temperatures and then spin wave linewidths may be obtained 
from the data. 
Since the scans performed were constant-E scans (varying Q), the 
measured widths are in Q rather than energy. But if the energy widths 
are not too large (AE/E « 1) or if the dispersion surface is essen­
tially planar, then the energy widths can be obtained directly by 
AE = |v^ co| Aq . (44) 
q 
Above T^, however, the energy widths are not small. Nevertheless, equa­
tion 44 will still give rough estimates of the energy widths because 
the dispersion surface does not have a great deal of curvature, at least 
at the higher energies. More reliable linewidths can be obtained by 
numerically folding the scattering cross section with the resolution 
function and matching the calculations with the measurements. Rather 
extensive numerical calculations of this type have been made. These 
resolution effects and the specific assumptions used to extract the 
*For an itinerant electron ferromagnet there may be a finite line-
width at T = 0°K due to the Stoner states. 
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intrinsic widths of the excitations will be discussed when the linewidth 
data are presented in Chapter 4. 
Samples 
Since we want to measure the magnetic scattering, it is worth­
while to try to enhance the magnetic scattering as much as possible, 
while at the same time reducing other types of scattering processes 
which are not of interest and which can increase background and some­
times give rise to spurious peaks. The larger the samples, the more 
intense all the scattering will be, so that counting times may be 
shortened and hence the relative amount of "room background" will be 
reduced. The nuclear cross sections can sometimes be reduced by growing 
crystals with particular isotopes. This can reduce the general back­
ground scattering from the sample and eliminate some types of scattering 
processes (for example, incoherent scattering). This is particularly 
important for measurements of the high energy spin waves because the 
magnetic scattering is weak and the counting times are long. Four dif­
ferent samples have been used in these investigations. 
Pure iron undergoes a bcc to fee transformation89 at VL180°K, 
which makes the growth of large single crystals very difficult. How­
ever, with the addition of >4% silicon the high temperature fee phase 
is by-passed. A large single crystal can then be easily grown from the 
melt. The majority of the iron measurements were made on a single 
crystal of 51+Fe (12 at. % Si) weighing 180 gm. The crystal was approx­
imately cylindrical in shape with the [110] crystallographic axis tilted 
^25° from the cylinder axis. The nuclear scattering amplitudes of 51+Fe 
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and Si are equal (b = 0.42*10""12 cm), so that use of the isotope of iron 
eliminates incoherent scattering, as well as reducing all the coherent 
nuclear scattering cross sections by a factor* of ^5.2 (bpe = 0.96). 
With that much silicon added, the magnetic properties are consid­
erably altered from pure iron. The spin wave stiffness parameter de­
creases from 280 meV-A2 to 230 meV-A2, and the transition temperature 
decreases from 1042°K to 970°K. Thus in order to make certain that the 
magnetic behavior of the alloy is really indicative of iron, additional 
measurements were carried out on a single crystal of pure iron (with 
the natural distribution of isotopes). This sample was a cylinder 
weighing 23 gm, with approximately the same orientation as the alloy 
crystal. At room temperature, the signal to noise ratio was more than 
seven times better for the alloy (mainly due to sample size), and this 
ratio increased as the temperature increased. Of course, no measure­
ments for pure iron could be carried out above 1180°K. 
All the temperature dependent measurements for nickel (nickel is 
fee over the entire temperature range of the solid) were taken on a 
single crystal of 6 0Ni weighing 134 gm. Use of the isotope eliminates 
the large incoherent scattering found in nickel with the natural iso-
topic distribution. The nuclear coherent scattering is also greatly 
reduced (by a factor of VL3.3), with b = 1.03 and b 6 0 - 0.282. 
Ni 
Without the use of the isotope, these measurements on nickel would be 
impossible. 
_ *Recall that the coherent nuclear scattering cross section -
4Tr|b|2. 
Some rather anomalous neutron scattering results have been re 
ported for nickel recently.90 These measurements were made at room 
temperature on a "natural" single crystal of nickel. For comparison 
with these results and our own results on 6 0Ni, a very limited numbe 
of measurements at room temperature were made on a natural single 
crystal of nickel. The sample weighed 99 gm and was in the form of 
cylinder that had been cut in half along the cylinder axis. 
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CHAPTER IV 
EXPERIMENTAL RESULTS AND DISCUSSION 
The majority of the measurements were taken around the (110) and 
(111) reciprocal lattice points in iron and nickel, respectively. These 
reciprocal lattice points correspond to the smallest x vectors in their 
respective lattices, and hence F(K) is large here. It is not practical 
to measure the excitations around the (000) reciprocal lattice point 
because the momentum and energy conservation relations (given by equa­
tions 39 and 40) cannot be satisfied for reasonable incident and scat­
tered neutron energies. 
Since the dispersion relations are isotropic in q, and due to 
time limitations on the spectrometers, the measurements were concen­
trated in the [110] direction in iron, and the [111] direction in nickel. 
However, enough data were obtained in the other symmetry directions to 
establish that the spin wave dispersion relations, as well as the spin 
wave lifetimes, are isotropic in q over the entire temperature range 
covered. The Stoner excitations, on the other hand, are not isotropic 
in q. Because of the long counting times required to measure the high 
energy spin waves, the temperature dependence of the spin wave-Stoner 
mode intersections was only determined for the [110] direction in 
Fe(Si), and the [111] direction in Ni. 
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Results for Iron 
Room Temperature 
Extensive temperature dependent measurements on pure iron would 
be too time consuming due to the small sample available. Thus the 
objective in collecting data on the pure iron was to determine if the 
results for the Fe(Si) crystal were indicative of Fe. The limited data 
obtained at room temperature are in excellent agreement with the pre­
vious measurements already reported,60'67 and a value of D * 280 meV-A2 
was obtained. 
Since no triple-axis data have been reported for Fe(12% Si), the 
spin wave dispersion relations were examined thoroughly. Figure 12 
shows the low energy spin wave dispersion relations for the principal 
symmetry directions. Measurements were taken in all three symmetry 
directions and around at least two different reciprocal lattice points 
at all the energies shown, but not all the points can be plotted in the 
figure because the results overlap. Within experimental error, the 
dispersion relations are isotropic in q. If equation 5 is fit to these 
data, then the values of D = 230 ± 7 meV-A2 and B = 0.82 ± 0.20 A 2 are 
obtained. The errors quoted are the least-squares statistical errors. 
The solid curve in the figure corresponds to equation 5, whereas the 
dotted curve is just the leading order quadratic term. These results 
are in reasonable agreement with the "diffraction method" results of 
Antonini et al., 4 7 although their results are for alloys of 7 and 15% Si. 
Generally, the triple-axis method is considered to be more reliable 
since the excitations are measured directly, and without applying a 
Figure 12. Room Temperature Spin Wave Dispersion Relations in the 
Principal Symmetry Directions for Fe(12% Si) 
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magnetic field. In particular, the diffraction method tends to give 
systematically larger values8 of 3 (for 3 negative), which is apparent 
in their data at the larger values of q. 
It is noteworthy that the present results, as well as those of 
other authors,8 show that the magnon and phonon dispersion curves cross 
without any apparent interaction. Therefore the magnon-phonon coupling 
must be very small. It should also be noted that the Heisenberg 
nearest-neighbor model does not give a good fit to the data, so that if 
the Heisenberg model is appropriate at all, the exchange interaction 
must be of long range. 
The spin wave intensities in the [110] direction were measured 
as a function of energy, and at ^ 110 meV the spin wave intensity begins 
to decrease rapidly (see Fig. 14). This rapid decrease in intensity 
is interpreted as the intersection of the spin wave modes with the 
region of high density of Stoner excitations. Note that the spin wave 
modes only exist over about half of the Brillouin zone (the zone 
boundary in the [110] direction is at 1.55 A - 1 ) . Although exhaustive 
measurements like those of Mook and Nicklow67 were not carried out, due 
to the extremely long counting times required to make spin wave inten­
sity measurements near the spin wave-Stoner mode intersection, it is 
clear that the intersection occurs at a higher energy than in Fe(4% Si). 
With consideration of the resolution used for these measurements* we 
*At ha) = 100 meV the energy resolution was ^10%, which is very 
coarse in comparison with the resolution usually employed in triple-
axis measurements. 
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can estimate an intersection point of VL15 meV, which is considerably 
higher than the ^ -95 meV they observed. This observation may be under­
stood in terms of the band model if the effect of adding the silicon is 
simply to dilute the magnetic lattice. The "Stoner modes" in the local­
ized model are at very high energies, outside the spin wave band. This 
localized limit can be obtained in the band model by widely separating 
the atoms. As the silicon concentration increases, the average spacing 
of the magnetic atoms increases, so that we might expect the region of 
Stoner modes to increase in energy, even though the spin waves lower in 
energy. 
Temperature Dependent Results 
The magnetic scattering was measured from room temperature 
through the ferromagnetic transition temperature and up to 1.4 T 
(1360°K). Although the furnace could go higher in temperature, the 
vapor pressure of the sample would have become high enough that a sig­
nificant portion of the sample would have been lost over a period of 
days, and this was undesirable because the 5 4Fe isotope is very expen­
sive. The scattering was identified as magnetic in origin both by 
continuously following the evolution of the scattering from low temper­
atures, and from the dependence of the scattering intensity on the 
magnetic form factor F(K). Spin waves with the same q were measured 
around different reciprocal lattice points and with a variety of ex­
perimental arrangements to detect any spurious scattering effects. 
Figure 13 shows the temperature dependence of the spin wave 
spectra for Fe(12% Si) in the [110] direction. As the temperature is 
F i g u r e 1 3 . F e ( S i ) S p i n W a v e S p e c t r a a t a S e r i e s o f T e m p e r a t u r e s 
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increased, the spin waves lower in energy. Outside the immediate 
v i c i n i t y of the o r i g i n , however, the spin waves p e r s i s t as we l l defined 
e x c i t a t i o n s up to and above T^, with no further renormalization of the 
dispersion re la t ions occurring for T > T^. This behavior i s in marked 
contrast to the behavior observed in the small wavevector r e g i o n , 6 0 * 6 4 
where the spin waves were found to become o v e r c r i t i c a l l y damped jus t 
below T Q . 
If the expression E = Dq2 i s f i t to the data, then D i s found to 
decrease from 230 meV-A2 at room temperature to ^140 meV-A2 above T . 
About a 15% decrease in D can be e x p e c t e d 8 * 5 2 in going from T = 0°K to 
room temperature, so that the overal l renormalization i s ^50%. However, 
the f i t to the data above T^ , was not very good, and including 3 in the 
f i t (equation 5) r e su l t s in a small value of D and a large negative 
value of 3. An adequate f i t to the disperion re la t i on could not be 
achieved without including several higher order terms, and the curve in 
the figure for T > T^ i s a f i t to a higher order polynomial expansion 
in the wavevector q. Unfortunately, the theoret ica l form of the d i s ­
persion re la t ion i s unknown. However, i t was expected t h e o r e t i c a l l y 
that the long wavelength spin waves should become o v e r c r i t i c a l l y damped 
j u s t below T^, and that D(T) should follow a power law of the reduced 
temperature (which means that D(T) •+ 0 as T •+ T^) . This behavior was 
confirmed experimentally for both i r o n 6 0 * 6 4 and n i c k e l . 6 1 
The spin wave energies for pure iron were found to be M.5% higher 
in energy (for a given value of q) than in the F e ( S i ) , and we l l defined 
spin waves were observed above T p . Only a l imited region of energy was 
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explored, though, and of course no measurements could be made above the 
solid state transformation. The highest temperature for which measure­
ments were taken on pure iron was 1150°K, which corresponds to T/T -
1.1 (T = 1042°K). 
Figure 14 shows the spin wave intensity as a function of energy 
at room temperature (T/Tc = 0.30) and at 1.28 T c for the [110] direction 
of Fe(Si). The method of arriving at these spin wave intensities has 
been described in Chapter III. It is clearly seen that the location of 
the abrupt spin wave intensity decrease, interpreted as the intersec­
tion of the spin wave modes with the Stoner continuum of excitations, 
changes little, if any, with temperature. This is an interesting re­
sult since the simplest theory (as discussed in Chapter II) would pre­
dict a substantial decrease in energy of the Stoner modes as the band 
splitting collapses with T -* T^. It also appears that the slow fall 
off in intensity with energy at room temperature is absent at high tem­
peratures. It should be noted that slow variations in the measured 
intensities over large energy ranges could be due, at least in part, to 
systematic experimental factors as discussed in Chapter III. 
A few high energy spin wave measurements are shown in Figure 15 
for room temperature and 1240°K. It can be seen that the spin waves 
are broadened in q and reduced in intensity at 1.28 T^ ,, but they are 
still easily observable. The solid curves are the result of a least-
squares fit to a gaussian distribution plus sloping background. The 
sloping background in these scans is due to the small scattering angles 
$ used in these measurements. At small values of $, a substantial 
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Figure 14. Spin Wave Intensity Versus Energy at T = 295°K and 
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Figure 15. Several High Energy Spin Waves at 295 and 1240°K for 
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background occurs due to air and furnace scattering of the incident 
beam, and this background decreases with increasing $. 
The overall spin wave intensity is reduced at higher tempera­
tures, and Figure 16 shows the temperature dependence of the spin wave 
intensity for a fixed energy transfer of 29 meV. This temperature 
dependence is typical of all the spin wave intensities. The intensity 
falls fairly rapidly with temperature, and apparently follows an expo­
nential law at high temperatures. One contribution to this decrease is 
the temperature dependence of the Debye-Waller factor. To check the 
magnitude of this effect, the intensities of a few phonon groups were 
also measured. Below T^ ,, the interpretation of the temperature depend­
ence of the phonon intensities is complicated by the fact that the 
intensity is partly magnetic in origin, due to magnetovibrational scat­
tering. This effect is easily observable. The phonon intensities fall 
off fairly rapidly up to the transition temperature, but at T^ , the rate 
of decrease abruptly changes. Above T^ ,, the phonon intensities decrease 
slowly, in accordance with calculations of the temperature dependence 
of the Debye-Waller factor, while the magnon intensities decrease about 
four times more rapidly. 
In addition to the spin wave positions and intensities, the line-
widths were also measured. Figure 17 shows the observed full-width at 
half-maximum of the spin waves at 8.27 and 29.0 meV as a function of 
temperature. Note that since the scans were taken with the energy 
transfer held constant, and by varying q, the widths are in q rather 
than energy. The resolution of the spectrometer has not been removed 
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from these widths, and the widths at room temperature may be taken as a 
measure of the resolution. Detailed resolution calculations showed 
that the intrinsic widths at room temperature are very small. As the 
temperature is raised to T^, the spin waves broaden considerably. Above 
T^, however, no further broadening occurs. 
The widths were found to be isotropic in q, and the majority of 
the measurements were therefore taken in the [110] direction. Figure 18 
shows several scans just below and above T^ for 8.27 meV. Two peaks 
are observed, the sharp peak being due to the longitudinal phonon, and 
the broad peak being due to the spin wave. Although the presence of 
the phonon in the midst of the magnetic scattering is undesirable, it 
does afford a ready comparison of the magnetic and nuclear scattering, 
and it also gives an indication of the resolution of the spectrometer. 
Since the phonon is sharp, it may be separated easily from the magnetic 
scattering. The fits shown were obtained by a least-squares fitting 
procedure using two gaussian distributions plus background. Of course, 
if a transverse scan is made (qJ_Q), the longitudinal phonon can be 
eliminated from the scan, but then the transverse phonon appears (at a 
different position in |q|). A variety of different scans was performed, 
and it was found that consistent results could be obtained by use of 
the fitting procedures. One interesting point that was observed in the 
low energy data is that the positions, widths, and intensities of the 
phonons seem to be unaffected by the presence of the magnons. At the 
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Figure 18. Several Constant-E Scans at 8.27 meV Above and Just Below 
the Curie Temperature (970°K) 
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When the i n t r i n s i c widths of the exc i ta t ions are comparable to 
or larger than the reso lut ion of the spectrometer, then these i n t r i n s i c 
widths may be extracted from the data. Although the widths are measured 
in q, they are related to the energy widths of the exc i ta t ions through 
the dispersion r e l a t i o n . If the energy widths are not too large , then 
they can be found d irec t ly by multiplying the q width by the slope of 
the dispersion curve (equation 44) . Above T c , however, the energy 
widths are large , so that some care must be taken to obtain accurate 
widths. Detai led reso lut ion ca lculat ions assuming a gaussian i n t r i n s i c 
energy width have been made, and these ca lculat ions indicate that the 
energy widths obtained v ia equation 44 should be reduced by no more 
than ^10% in the worst case . The energy widths presented have been 
corrected in t h i s manner for the reso lut ion of the spectrometer. I t 
should be kept in mind, however, that for the large widths present above 
T c , the energy widths are not necessar i ly e i ther gaussian or symmetric. 
Unfortunately, the theore t i ca l form of the l inewidths above T 
i s unknown. Since a gaussian d i s t r ibut ion in q gives a good f i t to 
the data at high temperatures, th i s form was assumed for the i n t r i n s i c 
widths. If the natural l inewidths in q are lorentz ian rather than 
gaussian, then the i n t r i n s i c widths extracted from the measurements 
w i l l be smaller (by about 15% above T c ) than those obtained with the 
gaussian a n a l y s i s , so that the gaussian widths represent in some sense 
an upper l i m i t . I t should be remembered that the quant i tat ive r e s u l t s 
for the energy widths depend on the assumption of a gaussian l inewidth. 
However, once the q widths and the dispersion re la t ion are known over a 
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sufficiently large region of the Brillouin zone, the energy widths can 
be constructed directly, without assuming any particular form for them. 
Figure 19 shows the ratio of the energy width to the excitation 
energy for E = 37.2 meV. The error depicted is the relative error of 
the widths and does not take into account any possible systematic errors, 
which are very difficult to evaluate. The AE is defined in terms of 
the standard deviation of a gaussian distribution. As the temperature 
is raised, a large intrinsic width is induced in the spin wave. Never­
theless, AE/E < 1, which has been used as the criterion for the defini­
tion of a spin wave excitation. Clearly these excitations do not fall 
into the category of overcritically damped excitations. 
Even though the widths change considerably as a function of tem­
perature, at a fixed temperature the measured (intrinsic) widths in q 
do not change a great deal from scan to scan (energy to energy). There­
fore, the energy widths as a function of q, r , depend to a large ex-
q 
tent on the value of the slope of the dispersion curve. Above T , AE/E 
becomes less than one for E - 8 meV, and this ratio decreases as E 
increases over the region where the spin waves exist. Just below the 
Stoner continuum, AE/E ^ 0.33. 
If a power law of q (r ^ q ) is fit to the results above T^, 
then a value of a - 1.7 is obtained. But the fit is not particularly 
good, and the widths are found to follow an exponential law equally 
well. It should be pointed out that these widths as a function of 
q may be subject to substantial systematic errors since the widths 
and positions (and hence slopes) are obtained from the same data 
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simultaneously. Unfortunately, once again the theoretical form for 
is unknown. 
The intrinsic width in q (or q itself) at the energy where 
AE/E = 1 should give an indication of the maximum wavelength excitations 
that can exist above T c, i.e., the dynamic correlation range. Using the 
Heisenberg uncertainty relation (AqAr = 1/2), we find Ar ^  5 A, which 
can be interpreted as a "sphere of correlation" with a radius of ^ 5 A. 
The volume of this sphere is ^ 500 A 3, so that there are indeed rather 
long range spin correlations above T^. It is interesting that this 
range of correlation is insensitive to the temperature. 
Figure 20 shows a "three-dimensional" plot of the measured dy­
namic susceptibility x(q»w) above T^ , over the region where the spin 
waves exist (8 meV < E < 115 meV). For E < 8 meV, AE/E > 1, although 
a "hump" of scattering extends downwards to at least 4 meV. This scat­
tering evolves smoothly into the diffuse scattering around r . At high 
energies x(q»w) falls off due to the Stoner excitations. 
The plot of x(q»w) clearly shows that with sufficiently good 
resolution a constant-Q scan would show a spin wave peak. In fact, the 
scattering function* S(Q,co), corresponding to a constant-Q scan, is 
shown in Figure 21. This has been constructed directly from a series 
-y 
of constant-E scans which contained the same points q. The resolution 
of the spectrometer is not contained in the plot, but it should be 
*For a constant-Q scan S(Q,w) is the same (within a constant) as 
Im {xCq*^)} except that S(Q,co) contains the Bose thermal factor. 
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Figure 21. The Scattering Function S(Cj,co) Corresponding to a Constant-Q 
Scan, Showing the Lineshape of the Spin Wave Peak Above T„ 
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pointed out that the actual observed scattering shows an unmistakable 
spin wave peak. 
By comparing Figures 21 and 13, it can be seen that the peak in 
S(Q,co) occurs at a lower energy than shown on the dispersion curve, and 
that it is skewed toward higher energies. The skewing is due partly to 
the positive curvature of the dispersion surface and partly to the in­
creased Aq at higher energies. Skewed linewidths like this are not 
uncommon in situations where "anharmonic" effects are large. It should 
be noted that the energy lineshapes and wavevector lineshapes do not 
have to be the same, as is clear when it is recalled that Figure 21 can 
be obtained from a series of gaussian distributions in q. 
Finally, since the Fe(Si) alloy crystal has a considerable amount 
of silicon in it, the question arises whether the linewidths are seri­
ously affected by the silicon. Figure 22 shows a comparison of the 
intrinsic linewidths for the alloy and for pure iron at an energy of 
29.0 meV. The Aq is defined in terms of the standard deviation of a 
gaussian distribution, and the resolution of the spectrometer has been 
removed. Clearly, the same behavior is found for both samples, the 
measured linewidths being slightly smaller for the pure iron. However, 
the slope of the dispersion curve in pure iron is slightly larger, so 
that the energy widths (and hence AE/E) are essentially identical. 
Temperature Dependent Results for Nickel 
The ferromagnetic transition temperature of nickel is 631°K, 
so that room temperature is practically half the Curie temperature 
(T/T = 0.47). Consequently, in addition to taking data above room 
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temperature, measurements* were also carried out at 4.2°K in a liquid 
helium cryostat. 
The spin wave dispersion relations, as well as the intrinsic 
linewidths (at elevated temperatures), were found to be isotropic in q 
over the entire temperature range covered (4.2° -> 1260°K). The measure­
ments were therefore concentrated in the [111] direction. The spin 
wave spectrum over the temperature range 0 < T / T Q ^ 2 is shown in Figure 
23. As the temperature is increased up to T^ ,, the spin waves are seen 
to lower in energy. Above T^ ,, the excitations outside the immediate 
vicinity of r persist up to the highest temperatures measured (2 T ), 
with no further renormalization of the spin wave dispersion relations 
occurring. This is in marked contrast to the behavior61 at very small 
wavevectors, where the spin waves were found to become overcritically 
damped just below T^ ,. 
If the dispersion relation E = Dq2 is fit to the data, then D is 
found to decrease from 550 meV-A2 at 4.2°K to 280 meV-A2 at and above 
T^ ,. It is interesting to note that at room temperature D = 420 meV-A2, 
so that almost half the renormalization of the spin waves occurs from 
T/T^ , = 0 to T/T^ , ^  1/2, whereas the magnetization decreases by only 
^5%. If equation 5 is fit to the data, then at 4.2° and 295°K the 
values D = 593 meV-A2, 3 = 0.68 A 2, and D = 505 meV-A2, 3 = 0.98 A 2 are 
obtained. These room temperature values are considerably different 
than the values obtained by Minkiewicz et al. 6 1 (see Chapter I). The 
*The first data on nickel were taken in collaboration with H. A. 
Mook and R. M. Nicklow (see Chapter 1) and have been reported.69 Pre­
liminary reports of the data in this thesis have also been made.91 
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reason for this discrepancy is because for nickel the spin waves at 
small q lie lower in energy than this fitted dispersion relation would 
give, so that use of just the higher energy data in the fitting pro­
cedure affects the fitted values considerably. It also emphasizes the 
dependence of D and 3 on one another. Comparison of the spin wave 
energies where the two sets of data overlap show that the measured 
values themselves are in good agreement. 
Since the fall off of the spin wave intensity at room temperature 
was found to occur at a considerably lower energy in the [111] direction 
than in the other symmetry directions, temperature dependent spin wave 
intensity measurements near the Stoner cutoff were taken only in the 
[111] direction. Figure 24 shows the spin wave intensity versus energy 
at a series of temperatures from 4.2 to 757°K = 1.2 T^. It is found 
that the rapid decrease of the intensity occurs at ^ 85 meV regardless 
of the temperature. The overall intensity decreases at higher tempera­
tures (in a manner similar to iron), so that these measurements become 
increasingly more difficult. Since no change in the Stoner cutoff was 
observable as high as 1.2 T^, and because of the very long counting 
times involved, accurate intensity measurements of the high energy spin 
waves were not continued to higher temperatures. Although the tempera­
ture dependence of the spin wave-Stoner mode intersection was not 
measured in the other symmetry directions, measurements to 100 meV were 
taken both at low temperatures and above T^ in the [100] direction to 
be certain that there was no dramatic difference in the behavior of the 
cutoffs in the other directions. 
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One point that should be clarified concerning the fall off of 
intensity as shown in Figures 14, 20 and 24 is that the energy resolu­
tion of the spectrometer has not been taken into account, so that the 
actual scattering intensity falls off much more sharply than indicated. 
In fact, within the accuracies of these measurements, the spin wave 
scattering intensity abruptly falls to zero. When a series of measure­
ments is taken around this cutoff, then each time the resolution ellip­
soid passes through the dispersion surface at a higher energy, less of 
the ellipsoid intersects the surface where the scattering is non-zero, 
and hence the observed intensity decreases gradually over a range of 
energy which is comparable to the energy resolution employed in the 
measurements. 
An example of some spin wave measurements at a series of temper­
atures above and below T^ , is shown in Figure 25. These scans are for 
an energy transfer of 29.0 meV and for q in the [111] direction, q is 
in reduced units and must be multiplied by 2TT V 3/a - 3.08 A - 1 to obtain 
values in A - 1. These measurements were taken with coarse resolution, 
and little broadening is observed. With higher resolution, however, 
the broadening of the spin waves is easily observable, and Figure 26 
shows several scans above T^ , for an energy transfer of 12.41 meV around 
the (111) reciprocal lattice point. Four peaks are clearly visible, 
two broad peaks due to the spin waves at ±q, and two sharp peaks due to 
the longitudinal phonons at ±q. At room temperature there are four 
sharp well-resolved peaks, with the spin wave at +q being about twice 






4 0 0 
3 0 0 
2 0 0 
1 0 0 
0 
M= I ) 0 r > 0 4 ° K 
• 
/ \ • 
\ / \ 
\ V, 
3 0 0 
2 5 0 
2 0 0 
1 5 0 
1 0 0 
5 0 
M=- 75 3 4 8 ° K 
/ \ 
I / \ \ / \ 
< 
V 
\ » — • 
1 7 5 
1 5 0 
1 2 5 
1 0 0 
7 5 
5 0 




> \ 1 
• 










6 0 0 
5 0 0 
4 0 0 
3 0 0 
2 0 0 
2 5 0 
2 0 0 
1 5 0 
1 0 0 
£ 0 . 0 1 0 . 0 5 0 . 0 9 0 . 1 3 0 . 1 7 0 . 2 1 0 . 0 0 . 0 5 0 . 1 0 0 . 1 5 0 . 2 0 0 . 2 5 0 . 0 2 0 . 0 7 0 . 1 2 0 . 1 7 0 . 2 2 0 . 2 7 
C D 
5 7 0 0 zoo > 4 0 ° K -
• / \ < / \ 





M= 1 0 0 5 7 3 ° K 
/ 
i / \ J i \ 
< 
2 5 0 
2 0 0 
1 5 0 
1 0 0 
0 0 
t 
7 = 7 5 ° K 
1/ 
• 
\ / r .• • 
/ 
\ 
0 . 0 0 . 0 5 0 . 1 0 0 . 1 5 0 . 2 0 0 . 2 5 0 . 0 0 . 0 5 0 . 1 0 0 . 1 5 0 . 2 0 0 . 2 5 0 . 0 0 . 0 5 0 . 1 0 0 . 1 5 0 . 2 0 0 . 2 5 
S T E P S I N Q 
F i g u r e 2 5 . M e a s u r e d S p i n W a v e s a t 2 9 . 0 m e V f o r a S e r i e s o f T e m p e r a t u r e s A b o v e 
a n d B e l o w T c ( 6 3 1 ° K ) 
100 
NICKEL 
0 = (\ + £ , 1 + 5, 1 + 
^ = 1 2 . 4 MEV 
r=i.2 RC 








" • - • - • - • - # - 0 -
r
= 1 . 3 I 










- = 1 . 5 ^ 
Ld 
O n 
. s 1 
N 
I 
- 0 . 2 - 0 . 1 0 0 .1 0 . 2 0 . 3 0 . 4 0 . 5 
Figure 26. Measured Scattering Above T c at ±q Around the (111) Reciprocal 
Lattice Point. The Solid Curves are the Computer Least-Squares 
Fits. 
101 
considerably less than that at +q. This is due to the fact that the 
cross section for phonon* scattering is proportional to |Q«e|2, where e 
is the (unit) polarization vector of the phonon. For this scan, q||Q , 
so that only the longitudinal phonon is visible. The integrated inten­
sities of the phonons at ±q are related by the factor |x±q|2. The spin 
wave intensities at ±q differ through the variation of the magnetic 
form factor F(Q) and the Debye-Waller factor e
 t So that the in­
tensity of the magnon at -q is somewhat greater than the one at +q. 
The solid curve in the figure is the computer least-squares fit. 
The positions, widths and intensities for ±q obtained from these fits 
agree with each other once the appropriate variables in the cross sec­
tions and the resolution of the spectrometer are properly taken into 
account. Note that as in the case of iron, there is no indication of 
any interaction of the magnons and phonons. 
In comparing the experimental measurements on Fe(Si) and Ni, it 
should be noted that in general the measurements on nickel were more 
difficult to carry out for several reasons. First, the Fe(Si) sample 
was somewhat larger, and the magnetic moment is about four times larger, 
so that the magnetic scattering was considerably stronger from the 
Fe(Si) sample. The spin wave dispersion relations are also steeper in 
nickel, so that the spin wave scattering in a constant energy transfer 
scan is reduced (see equation 43 and Figure 11). In addition, because 
*Recall that the polarization vector of the phonon describes the 
displacement of the atoms from their equilibrium positions in relation 
to the wavevector q of the phonon. For a longitudinal phonon, q||e, 
and for a transverse phonon, q_|_e. 
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of the steepness of the dispersion surface, the spin waves at ±q begin 
to overlap at the higher temperatures, so that they must both be meas­
ured in order to separate the contributions from one another. This 
e f f e c t i v e l y doubles the experimental running time. The reso lut ion of 
the spectrometer a l so becomes more important. For example, i f magnetic 
scat ter ing i s observed at q = 0, then the contributions are coming from 
the dispersion surface in a l l d irect ions of q, and not j u s t the ±q per­
taining to the part icular scan being carried out. The lower the energy 
of the spin waves being measured, the c loser they are in q, and hence 
the more serious i s th i s problem. Considerably bet ter reso lut ion had 
to be employed for the lower energy measurements in n ickel compared 
with iron. Improving the reso lut ion reduces the observed scat ter ing 
i n t e n s i t y , and hence increases the experimental running time. Note 
that for iron the spin waves did not overlap appreciably even at 8.27 
meV (see Figure 1 8 ) . 
Figure 27 shows several scans at and above T^ for 12.41 meV with 
the phonons removed so that the magnetic contribution to the scat ter ing 
can be seen in more d e t a i l . The scans in Figures 26 and 27 have been 
extended to the zone boundary, and i t i s evident that there i s no appre­
c iable magnetic scat ter ing other than the spin wave sca t ter ing . Scans 
of t h i s type have been carried out from room temperature up to 2 T , 
and from 4 meV to 29 meV. No scat ter ing was observed other than the 
sca t ter ing due to the magnons and phonons. 
Several scans at 12.41 meV around the (111) reciprocal l a t t i c e 
point are shown in Figure 28 for temperatures up to 2 T . The magnetic 
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scattering can be described in terms of two overlapping peaks which do 
not change position as a function of temperature, but slowly broaden. 
The peaks at 2 T^ are in fact becoming quite broad, but are still easily 
discernible. 
From these measurements, the linewidths in q may be extracted, 
and Figure 29 shows the observed widths for an energy of 12.41 meV from 
liquid helium temperature up to 2 T^. The widths are seen to increase 
rapidly through the transition temperature and continue to broaden 
slowly at the higher temperatures. If the energy width is obtained via 
equation 44, then at T c, AE/E - 0.9. As the linewidth increases, AE/E 
becomes greater than one, so that in this sense the concept of a spin 
wave becomes ill-defined at this energy. At 2 T c, AE/E ^ 1.9. 
Figure 30 shows the linewidths for an energy transfer of 24.8 
meV. The general behavior is the same as for 12.41 meV, except that 
the rate of increase of the linewidth slows just after T^, instead of 
continuing to increase fairly rapidly above Tc» (For 12.41 meV, 
AE/E > 1 before the rate of increase slows.) At T c, AE/E - 0.8, and 
at 2 T c, AE/E - 1.2. Note that at a fixed temperature above T c, AE/E 
is smaller for the higher energy, and in general AE/E was found to de­
crease with increasing energy. The experimental results indicate that 
above an energy transfer of ^ 35 meV, AE/E < 1 up to the highest temper­
ature measured. 
Search for "Mixed Modes" and "Forbidden Phonons" in Nickel 
Recently, Frikkee90 has made neutron scattering measurements 
on nickel at room temperature, and observed some rather anomalous 
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scattering. In scattering configurations where only longitudinal 
phonons should be observable, he was able to observe transverse phonons. 
Some of these were due to the poor resolution employed, but others could 
not be explained on this basis, and his conclusion was that there is an 
additional interaction present which lowers the symmetry of the crystal 
from cubic symmetry. The polarization vectors of the phonons would 
then not be purely longitudinal or transverse, and hence the transverse 
phonons might be observable in a longitudinal scan. Apparently, how­
ever, the observed frequencies of these perturbed transverse phonons 
depend on whether they are observed in the usual scattering configura­
tion for measuring transverse phonons or in the "forbidden" configura­
tion. The observed frequencies in the forbidden geometry were consist­
ently different (^10%). Furthermore, the frequency of the phonons also 
deviated markedly when measured in neutron energy gain rather than 
neutron energy loss, and the observed intensities did not obey the de­
tailed balance condition, which relates the scattering cross sections 
for energy gain and energy loss. 
In addition to the polarization changes of the phonons, a new 
elementary excitation was observed. This excitation has very little 
dispersion over the entire Brillouin zone, and interacts strongly with 
both the magnons and phonons. It was therefore concluded that this mode 
has both electronic and vibrational character, and hence was called a 
"mixed mode." The scattering from this mode was very unusual in that 
the observed frequency depended markedly on the manner in which it was 
observed. The frequency of the mode differed up to 25% from neutron 
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energy gain measurements to neutron energy loss measurements. Moreover, 
the scattering in the neutron energy gain configuration was very weak, 
if observable at all, so that the detailed balance condition was again 
violated. It was concluded that this discrepancy was due to the "recoil 
energy of the atom." Thus two dispersion curves had to be drawn, one 
for energy gain and one for energy loss. Frikkee also carried out meas­
urements in a magnetic field, and found that the scattering intensity 
depended on the orientation of the magnetic field. 
Inconsistent and anomalous results such as these are highly sus­
picious. In order to check if there was any scattering of the type 
observed by Frikkee, several experiments were performed at room temper­
ature both on a "natural" single crystal of nickel, and the 6 0Ni crystal. 
The nickel crystal with the natural distribution of isotopes was used 
in order to compare with Frikkee's data, which were all taken on a 
natural single crystal. Figure 31 shows two longitudinal scans in the 
[001] direction on the natural single crystal. The scan with the coarse 
resolution is essentially identical to that observed by Frikkee, with 
both the longitudinal (LA) and transverse (TA) phonons visible. Note 
that the peak at v = 0 goes up to 18,521 counts, which is more than an 
order of magnitude larger than the longitudinal phonon. This peak at 
v = 0 is due to the large incoherent scattering cross section present 
in the natural nickel, and is completely absent in the 6 0Ni crystal. 
Note also that there is no evidence of the mixed mode, which should 
appear at about 5.0 THz (1 THz = 4.135 meV) in neutron energy loss. The 
scan with the improved resolution shows the transverse phonon can be 
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completely eliminated when better resolution is employed. 
Two scans along the zone boundary in the [111] direction are 
compared in Figure 32. The scan on the natural crystal indeed shows 
some additional scattering similar to that observed by Frikkee, and an 
approximate "decomposition" into two peaks, according to Frikkee, is 
shown. However, the detailed agreement between this scan and Frikkee's 
results is not very good. Most importantly, however, the scan on the 
6 0Ni crystal shows no evidence whatsoever of either the "mixed mode" or 
the "transverse" phonon. Note that the signal to noise ratio of the LA 
phonon is considerably better (^ 2.5 times better) for the 6 0Ni, even 
though the coherent phonon scattering cross section is reduced by a 
factor of 13.3 (see Chapter III). Although the experimental running 
time for the scan on the 6 0Ni was much longer, the background is less, 
and this reduction is due to the absence of the incoherent scattering. 
The elimination of this large background scattering is one of the 
principal advantages of using the 6 0Ni for studies of the magnetic 
scattering. 
If the mixed mode was really present, then it should be much 
more clearly visible in the 6 0Ni scan. For example, if the cross sec­
tion was proportional to |b|2, as suggested by Frikkee, then the peak 
to background ratio should be more than twice as good. If the mixed 
mode had some magnetic character, for instance* a ^ pb, then the ratio 
*p is the magnetic scattering amplitude, analogous to b in the 
nuclear case. 
8 0 0 
6 0 0 
4 0 0 




6 0 0 
4 0 0 
2 0 0 
0 
"f MATUR AL" N i Q "= (1 .5 , 1.5, 1 . 5 ) 





6 0 N i / 
/ t . 
\ 
• 
L A PHONON 
4 5 6 
i/ ( T H z ) 
7 8 10 
Figure 32 Longitudinal Scan at the Zone Boundary in a "Natural" Crystal of Nickel and a 6 0Ni 
Crystal, Showing the Absence of the "Mixed Mode" and the "Forbidden" Phonon in the 
6 0Ni Crystal 
113 
should be ^10 times larger. If the mixed mode was purely magnetic 
scattering, the observed peak should be ^25 times larger. 
With the large incoherent scattering present, one can expect 
additional scattering processes to occur. One such process is inco­
herent phonon scattering, in which the intensity is proportional to the 
phonon density of states. A peak in the one phonon density of states 
occurs in the 4 to 6 THz range,92 and thus one might expect some scat­
tering in this frequency range. This seems to be the most likely ex­
planation of the additional scattering observed in Figure 32. Recall 
that since the incoherent phonon scattering is proportional to the 
density of phonon states, the energy dependence of the scattering will 
be independent of Q. Hence if a peak occurs due to this process, the 
scattering will show no "dispersion." 
The magnetic anisotropy of nickel is small, the spin wave dis­
persion relations are isotropic in q, and the magnon-phonon coupling 
is negligibly small. These observations seem to be at variance with 
Frikkee's conclusion that the electron-nuclear systems are strongly 
enough coupled to give rise to new elementary excitations in the system, 
as well as to strongly perturb the phonons and magnons. In all the 
measurements that have been taken, no evidence has been found for the 
existence of either "mixed modes" (either by direct observation or 
through perturbations of the magnons or phonons), or of changes in the 
polarization vectors of the phonons from that required by cubic symmetry. 
It is therefore apparent that the scattering observed by Frikkee arises 
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from the already well-understood sources of scattering from the elec­
trons and nuclei. 
Discussion of Results 
The neutron scattering results at low temperatures are best de­
scribed by calculations of the generalized susceptibility based on band 
structures in which the electron correlations are treated as accurately 
as possible. For nickel, the most ambitious calculations to date are 
those of Cooke and Davis.71 Their theory includes a momentum dependent 
spin splitting of the electronic energy bands as well as multi-band 
effects. From these calculations both the spin wave mode and its inter­
section with the Stoner continuum can be calculated. Their results are 
in excellent agreement with the energies of the spin wave modes, and 
correctly show that the Stoner states extend lowest in energy in the 
[111] direction and are highest in the [100] direction. The positions 
of the intersection points, though, occur at too high an energy. How­
ever, it is extremely difficult to take account of the electron corre­
lations and numerically calculate the cross section with sufficient 
accuracy to give quantitative agreement, particularly when it is re­
called that the band energies are of the order of rydbergs, whereas the 
spin wave energies are of the order of meV (1 meV = 0.000074 Ry). Never­
theless, the overall agreement between theory and experiment gives us 
confidence that the description of the excitation spectrum obtained 
from calculations of x(q»^) based on band structures is at least quali­
tatively correct, and that the agreement will improve as the electron 
correlations are treated to better approximation. Similar calculations 
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of the dynamic susceptibility for iron should be forthcoming soon. 
Temperature dependent calculations of xCQ j^) a r e much more dif­
ficult to do. Generally the low temperature theory is used, with the 
band splitting set proportional to the magnetization. The only temper­
ature dependent calculations available are those of Lowde and Windsor66 
for nickel, which are based on the random-phase-approximation (RPA) for 
the susceptibility, and employ a rigid spin splitting of the energy 
bands which is proportional to the magnetization. Their calculations 
do correctly show that away from the immediate vicinity of the critical 
region the susceptibility evolves smoothly through T c. But the detailed 
agreement between their calculations and these experimental results is 
poor. Above T^ , the calculations show only a very diffuse "hump" in 
the scattering which is spread over the entire Brillouin zone, rather 
than a fairly well defined spin wave mode. At low temperatures the 
Stoner cutoff occurs at much too high an energy, and above T there is 
no cutoff at all, since there are no well-defined spin waves. 
It is not really too surprising that this theory, which is based 
on a molecular field approximation to the band structure, does not give 
the correct spin dynamics above T^. Certainly at these relatively low 
temperatures there is not enough thermal energy to break down the strong 
intra-atomic coupling of the electrons, which gives rise, for example, 
to the paramagnetic moments. Clearly, in order to bring theory into 
agreement with experiment, the electron correlations at elevated temper­
atures will need to be incorporated into the theory in a more realistic 
manner. It is encouraging to see that more theoretical work is ongoing. 
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In comparing theory with experiment, one must keep in mind that 
z Z -f1 — 
as the temperature increases form T • 0, the x and X contributions 
to the scattering grow, and in fact above T^ , all three components of 
the susceptibility are equal for an isotropic ferromagnet. Since there 
are propagating modes above T c, there must be a propagating component 
zz ±+ 
of x a s well as x • As the susceptibility evolves from low tempera­
tures, where the x + part of the susceptibility dominates the scattering, 
zz 
the x part of the propagating mode must grow continuously into the 
spin wave mode. Just below T^, on the other hand, the scattering is 
usually divided into scattering which is predominantely spin wave scat­
tering ( x ± ^ ) > a nd scattering which is predominately diffusive in nature 
ZZ 
(x ). This diffusive scattering was expected to show up as a peak 
centered at co = 0, and this was clearly demonstrated experimentally94 
for RbMnF3, which is an ideal Heisenberg antiferromagnet. For iron 6 0* 6 4 
and nickel,64 however, no central mode was observed. This may be due 
to the long range spin correlations which persist in these ferromagnets. 
ZZ 
The fluctuations in x occur over a large spatial region, which means 
a small region in q. This region is apparently too small for a central 
mode to be clearly discernible. 
These short range spin correlations may also affect photoemission 
measurements. If many-body effects are indeed crucial to the interpre­
tation of these types of experiments (see Chapter I), then the persist­
ence of long range spin correlations will considerably modify the 
changes expected when comparing the energy distributions above and 
below T c. 
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Spin waves have been observed above in a number of antiferro-
magnetic materials, 9 4 - 1 0 0 many of which are highly anisotropic and 
therefore have magnetic properties of a lower dimensionality (one and 
two dimensional systems). Experiments on other ferromagnets, however, 
(for example, EuO 1 0 1 and Gd 1 0 2) do not indicate the presence of either 
central modes below T c, or propagating modes* above T c. In particular, 
the behavior of EuO, which is considered to be an ideal Heisenberg fer-
romagnet, is considerably different from RbMnF3« Perhaps the spin waves 
above T in iron and nickel could be explained in terms of a Heisenberg 
ferromagnet if the exchange interaction were extended to more distant 
neighbors. It would seem to be physically more appealing, though, to 
discuss such a long range exchange interaction in terms of the itineracy 
of the magnetic electrons. At any rate, it is clear that the Heisenberg 
model by itself cannot reproduce the sharp fall off of the spin wave 
intensity at any temperature. 
Short wavelength excitations exist above the temperature at 
which long range order occurs in other systems also. For example, 
short wavelength phonons have been observed104 in Rb just above the 
melting point. In liquids, however, the long wavelength phonons are 
well defined. Physically this is because there is a macroscopic field 
(the density) in which the excitations can propagate (i.e., ^ ™ < p(r',t) 
p(r,0) > = constant). In the magnetic case, on the other hand, the 
field (the magnetization) in which the spin waves propagate vanishes 
*This is also true of other heavy rare-earth metals. 
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(i.e.,
 t^ o o < S(r',t) S(r,0) > = 0) above the ordering temperature. 
Thus there cannot be any long wavelength spin waves above T ^ . The short 
wavelength spin waves exist in the fluctuations of the magnetization. 
Finally, a few words are in order concerning the fall off of the 
spin wave intensity at high energies. This fall off is certainly no 
artifact of the spectrometer, since the spin wave intensities fall off 
at different energies in different symmetry directions of a crystal, 
and at considerably different energies in different samples. In par­
ticular, the spin wave fall off occurs at about 85 meV in the [111] 
direction in nickel, and at 115 meV in the [110] direction of Fe(12% Si), 
which is a difference of 30 meV. This is quite a large energy range, 
particularly when it is recalled that the entire spin wave spectra of 
most magnetic materials that have been studied by neutron scattering 
techniques do not span 30 meV. 
The fall off of intensity has been interpreted in terms of the 
intersection of the spin wave modes with the Stoner continuum of excita­
tions, and this certainly seems to be the most likely explanation. It 
is not the only one, however, and in view of the unusual temperature 
dependence of the cutoff, perhaps other alternatives should be examined 
more closely. For example, in the itinerant electron model there can 
also be optical spin wave modes. One of these might interact strongly 
with the acoustical mode, and under the right conditions this could 
essentially damp out the spin wave scattering. 
Stearns105 has suggested that the magnetism in the 3d metals 
arises from the indirect exchange coupling of a relatively few (^ 5%) 
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itinerant-d electrons to the (^ 95%) localized-d electrons.* In this 
model the dominant spin-flip excitations which damp the spin waves are 
from the spin-up to spin-down spherelike itinerant-d Fermi surfaces 
centered at T, so that it is the difference in the wavevectors of these 
two (spin-split) spheres which determines where the cutoff occurs. As 
the temperature increases, however, the spin wave cutoffs are found 
to increase in q (see Figures 13 and 23), which would mean that the 
splitting between the itinerant electrons would increase with increasing 
temperature. This seems to be in the wrong direction. 




CONCLUSIONS AND RECOMMENDATIONS 
The neutron inelastic scattering technique has been used to study 
the temperature dependence of the magnetic excitations in iron and 
nickel from low temperatures to well above the ferromagnetic transition 
temperatures. Previous measurements in the small wavevector region 
have shown that the spin wave dispersion relations renormalize to zero 
as T •> T^ ,, with the spin waves becoming overcritically damped just 
below T^ ,. In contrast to this behavior, the spin waves at larger values 
->-
of q are found to be only moderately renormalized up to T^ ,, and persist 
as well defined excitations up to the highest temperatures measured 
(1.4 T^ , for iron and 2.0 T^ , for nickel). No further renormalization is 
observed above T^ ,. 
The spin wave intensities have been measured for Fe(Si) along 
the [110] direction. At room temperature the intensity decreases slowly 
with increasing energy until ^ 100 meV, and then begins to rapidly de­
crease. The cause of this rapid decrease is interpreted in terms of 
the band model of ferromagnetism as the intersection of the spin wave 
spectrum with the Stoner continuum of spin-flip excitations. It was 
expected that with increasing temperature the Stoner continuum would 
lower in energy, but measurements up to 1.4 T^ , show that within ex­
perimental error there is no change in the spin wave intensity cutoff. 
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These results are in disagreement with present theoretical estimates of 
the generalized susceptibility at elevated temperatures. 
In addition to the spin wave energies and intensities, the line-
widths in iron were also measured. With increasing temperature, the 
widths of the excitations rapidly increase up to T c, but above T c no 
further broadening occurs. For E > 8 meV the ratios of the energy 
widths above T^ , to the excitation energies were found to be less than 
one (AE/E < 1), which has been used as a criterion for the definition 
of a spin wave excitation. The dynamic correlation range corresponds 
to a sphere with a diameter of ^ 10 A, and this correlation range is 
independent of temperature over the temperature range covered above 
T c. With decreasing energy the scattering evolves smoothly into the 
critical scattering around the origin (q = 0), and with increasing 
energy AE/E decreases. At energies just below the cutoff in intensity, 
AE/E ^  0.33. 
The behavior of the spin wave intensities in nickel is similar 
to that in iron. The spin wave intensities in the [111] direction were 
measured at a series of temperatures, and the rapid decrease in the 
spin wave intensity at ^85 meV was independent of temperature up to at 
least 1.2 T^ (the highest temperature that the high energy measurements 
were taken). Also the overall spin wave intensities for both iron and 
nickel were reduced at high temperatures. 
The spin wave linewidths in nickel increase rapidly up to T c and 
then continue to broaden slowly above T c, in contrast to the behavior 
observed in iron. At 2.0 T p, AE/E < 1 for E > ^ 35 meV. The spin wave 
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energies, as well as the linewidths, were found to be isotropic in q 
over the entire temperature range covered for both iron and nickel. 
In addition to these temperature dependent measurements, a search 
was made for the "mixed modes" and "forbidden phonons" recently reported 
for nickel by Frikkee. His results indicated that there was a strong 
electronic-vibrational coupling. To compare with Frikkeefs results, 
measurements were taken on a nickel crystal with the natural distri­
bution of isotopes. The results showed scattering similar to that ob­
served by Frikkee, but this scattering was completely absent in identical 
scans taken on the 6 0Ni crystal. This suggests that the scattering is 
probably due to the large incoherent scattering found in the "natural" 
nickel, and in any case is certainly not due to any new phenomena. 
Furthermore, the temperature dependent results on both nickel and iron, 
as well as polarized beam experiments by other authors, show that the 
magnon-phonon coupling is negligible. 
The overall agreement between the neutron scattering results for 
nickel at low temperatures and the calculations of the generalized 
susceptibility based on band structures gives us confidence that the 
picture of the excitation spectrum based on band structures is at least 
qualitatively correct and that quantitative agreement can be obtained 
by treating the electron interactions to better approximation. The 
electron correlations in iron are more difficult to deal with than for 
nickel. Calculations of the non-interacting susceptibility based on 
band structures have been performed, and the results indicate that the 
region of high density of Stoner states occurs at too high an energy 
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and increases too slowly with energy to explain the low temperature 
neutron scattering results for iron. Certainly more theoretical work 
is needed on this problem. The theory may need to be extended beyond 
the generalized Random Phase Approximation (RPA), and in any case the 
electron correlations need to be treated to better approximation. 
Calculations of the generalized susceptibility at elevated tem­
peratures are much more difficult to do accurately. One of the major 
problems with the theory stems from the use of the RPA, in which one 
sets the band splitting proportional to the magnetization. The only 
temperature dependent calculations available are the RPA calculations 
of Lowde and Windsor for nickel, which do seem to correctly show that 
the scattering outside the immediate vicinity of the critical region 
evolves smoothly through T^ ,. But the detailed agreement between these 
calculations and the experimental results is poor. The theory will 
have to be extended beyond the RPA, since in any molecular field theory 
the renormalization of the dispersion relations with temperature is 
independent of q. Thus the long wavelength and short wavelength exci­
tations renormalize in the same way, which is contrary to experiment. 
The electron correlations at elevated temperatures will need to be in­
corporated into the theory more accurately in order to produce the 
strong short range spin correlations necessary to support propagating 
modes above the ferromagnetic transition temperature. Clearly more 
theoretical effort will be needed in order to bring theory into agree­
ment with experiment. 
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APPENDIX A 
HIGH TEMPERATURE FURNACE 
In order to carry out the measurements on iron and extend the 
measurements on n icke l to higher temperatures, a high temperature vacuum 
furnace was constructed. The furnace was designed to f i t on a s i x inch 
radius goniometer which in turn could be mounted on any of the neutron 
spectrometers at the High Flux Isotope Reactor. The blueprint drawings 
for the furnace are shown in Figures 33 and 34. 
The heater element was made from tantalum f o i l curled in the 
shape of a cyl inder , s l i t down the s i d e s , and then welded at the top. 
The current to heat the element flows up one s ide and down the other, 
and the sample i s then heated by radiat ion. Thermocouples were spot-
welded to the sample to measure and control the temperature. The s t a ­
b i l i t y of the thermocouple readings was bet ter than 1/2°K over a period 
of 48 hours. 
The temperature gradients in the samples and heat l o s s e s to the 
outside container were minimized by surrounding the samples by s i x tan­
talum f o i l heat s h i e l d s . The temperatures measured across the surfaces 
of the samples dif fered l e s s than two degrees at 1000°C. The base of 
the furnace and the e lectrodes which attach to the heater element are 
water cooled. The heater was designed to have a small r e s i s tance , so 
that the power i s supplied by a high current-low voltage arrangement. 
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Figure 33. Furnace Drawing—Side View 
126 
Figure 34. Furnace Drawing—Top View 
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The design is similar to that of an arc-welder, and very little current 
leaks through the cooling water. For the currents needed to achieve 
the highest temperatures, the magnetic field at the center of the sample 
was less than 10 Oe. 
The outside container is made of aluminum, and the walls where 
the beam passes through were thinned to 0.05 inches. A diffusion pump 
was used to pump out the furnace and pressures of ^ 5•10""5 mm were at­
tained. This pressure was more than adequate to prevent contamination 
of the surfaces of the samples. 
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