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Abstract
Parts in the joining station are usually arranged and clamped to result in an assembly that perfectly 
resembles the CAD0 construction. The perfect set-up is usually determined with the help of 
numerical optimization. In reality there are imperfections specific for each part, which are usually 
adjusted in the workshop manually. To do numerical optimization for each part is computationally 
expensive. Here the need for a more efficient Data mining analysis method arises. The present 
thesis investigates the metamodeling techniques in order to approximate the geometry response to 
the change of the joining station parameters. The aim is to provide the evaluation of the model by 
interpolating between the geometry and station set-up variations.
 
The suitable regressions, which are able to deal with non-linear geometry behaviour, are selected 
with the help of the literature research. The theory behind the numerical simulation, regressions and 
sampling is studied to ensure the right choice of the metamodel. An automated simulation 
environment is programmed to assist with the creation of variation in geometry and joining station, 
numerical solution and analysis. The chosen regressions - Support Vector Regression and Kernel 
Ridge Regression - are tested on models of different complexity. The errors are evaluated to 
provide the quantitative measure of the quality of regressions. Possible improvements of the 
metamodels are studied, such as Latin Hypercube sampling techniques.
 
The reduced complexity metamodels proved to provide a good approximation, while dealing well 
with non-linearities. On the other hand, it was shown that models with many design variables 
require improvement in sampling technique to provide better result within reasonable 
computational costs. At the same time, Latin Hypercube did not provide visible advancements in 
the tested cases. The Automated Simulation Environment and the tested metamodels are a base for 
the future implementation of an Artificial Neural Networks for defining the perfect set-up of Body 
in White joining stations for imperfect parts.
Keywords  geometrical variation, metamodeling, nonlinear regression, Support Vector Regression, 
Kernel Ridge Regression
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K stiffness matrix
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R2 coefficient of determination
t time
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u displacement field
V volume
x input set of variables in regression (vector for one variable, matrix for
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ε strain tensor
κ kernel function
λ shrinkage parameter for Ridge regression
µ second Lame´ constant, shear modulus
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ρ density
ρ0 density in initial configuration
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Λ first Lame´ constant
Abbreviations
AAE Average Absolute Error
AiiDA Automated interactive infrastructure and DAtabase
vii
BIW Body in White
CAD Computer Aided Design
CAD0 Original part geometry which is designed in Computer Aided Design tool
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Chapter 1
Introduction
1.1 Problem formulation
As the computational methods are developing further and further, each step of the produc-
tion process is simulated to control the dimensional accuracy of assembled parts. There-
fore, it is possible to test and choose the hardware at the early design stage, without real-
life experiments. To identify the feasible process design a numerical optimization is usually
performed. In reality parts used for the assembly contain specific for each part imperfec-
tions in the geometry caused by the manufacturing process. Numerical optimization in
this case will result in hight computational costs, as the optimization has to be performed
for each geometry separately. To investigate more efficient methods Data Mining tech-
niques are studied. The method should be able to provide a realistic interpolation between
non-linear simulation results. The problem of metamodele creation on top of simulated
data is studied in this thesis. This metamodel should be able to catch the response of
Figure 1.1: Body in White part ex-
ample: door.
the assembly to the changing model param-
eters. Here the need for generation of a lot
of simulation data arises.
In the automobile industry, during the pro-
duction of Body in White (BIW) of au-
tomobile, especially in the production of
hang-on parts such as doors (Figure 1.1),
hoods and trunk lids, different joining tech-
niques are used. Welding, clinching, roll
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hemming and adhesive bonding are utilized to produce BIW assemblies. First the sep-
arate sheet metal parts are formed. Then the parts are brought together to the joining
station, fixed in the right position by clamps and pins and joined together. Usually the
joining processes are numerically simulated to ensure the geometrical accuracy of the
produced parts. But parts resulted from the forming process are often deviated from
ideal design due to tool wear, etc. These imperfections are usually corrected by clamp
adjustment by experienced workers of the work shop.
The joining simulations of the BIW parts are the base for the presented thesis. Several
tools and commercial software are combined for the comprehensive and easy use among
employees of the company. The preprocessing tool developed in the company helps to
create the simulation set-ups for the joining stations. In the end it writes the input files
which are later used to run LS-DYNA jobs. Here the need of automated rearrangement
of the set up arises in order to create the data sets for future Data Mining. In the present
project, an independent tool is to be developed to satisfy specific company’s needs and
to combine existing tools.
1.2 Aim of the present work
In the presented project the framework is developed which is required to fulfill the func-
tions to:
1. Create non-ideal input geometries with imperfections similar to the ones presented
in the real parts
2. Create different workstation simulation cases
3. Run the simulation(s)
4. Extract the needed data in organized manner
5. Data Mining of the created/gathered/produced data
The framework is required to be:
1. Well-organized, with a clear communication structure between functions
2. Well-documented, functions and variables are explained
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3. Accessible for future use and development
An automated environment for joining simulations, which would be able to create multiple
simulation scenarios out of an initial case, simulate them in the LS-DYNA software and
to extract and store the selected output for future Data Mining of the results.
1.3 Limitations
There are some limitations that had to be assumed in the project in order to simplify
some of the tasks. These are:
1. The framework is built to function on top of certain tools: LS-DYNA and an in-
house company tool
2. The framework’s functionality is limited by computational cost and the time frame
of the project
3. The deformations imposed by clamping are elastic
4. Clamping variation is reduced to locations only, such parameters as clamp size and
amount of clamps are left for future analysis
5. The geometry variation is obtained by mapping function of the in-house tool
1.4 State-of-the-art
Industry 4.0 is a widespread subject in production engineering. It addresses the autonomy
of the whole life-cycle of the product and the ability of the system to self-adjust [26].
Current industry, especially such fields as aeronautic and automotive, aims for the so
called ”Right First Time”. The Digital Twin is introduced and intended to be a digital
representation of the part during all cycles of production [28]. The ideal scenario would
be to scan and simulate each part in each production stage to acquire the full control of
the production process. The question here is the benefit as the required investment is
huge. Other possibility is to control the assembly quality by simulating and analyzing
only specific data set.
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There are researchers who propose different methods to take into account the geometrical
variations of the part into numerical simulations. With the help of mathematical tools it is
possible to mimic the real-life surface error. Such approaches include second order shapes
and Fourier series mesh morphing [27] and metric modal decomposition [14]. Nonlinear
FEM analysis for forming process in combination with decomposition techniques to predict
shape error modes [8].
Other studies tackle the problem of the taking into account the imperfections into the nu-
merical simulations. To find the optimum set-up for an assembling station while varying
the surface researchers use Monte Carlo simulation technique [7, 10, 12, 30]. As the vari-
ation of the parameters of the joining station result in non-linear nature of the problem,
different approaches were proposed to reduce the computational time. For that purpose
Dahlstro¨m and Lindkvis [7] developed the method of influence coefficient on top of the
contact algorithm to capture the influence of geometry variation on the resulting assembly
which resulted in a linear model. Andolfatto et al. [3] tested the use of Neural Networks to
analyze the response of geometrical variation in the assemblies to pursue efficiency. The
multi-input/multi-output nonlinear metamodel of the assembly was produced, while com-
paring different design parameters. There are multiple examples of metamodeling tech-
niques applications in engineering and science. Zhu et al. [34] successfully implemented
SVR metamodel for the vehicle crashworthiness design. In this study SVR models with
different parameters were compared and the most accurate one was picked for further use
in Optimization algorithm in order to reduce the mass and improve roof resistance force.
Nik et al. [20] provided a comparative study of the metamodeling techniques for compos-
ite structures optimization. The fibers can be placed in different direction to adjust the
mechanical properties of laminates. The metamodel provides the approximation model
for the cases of compression and bending. The use of the metamodel in the optimization
algorithm reduced the number of iterations 3 times comparing to pure optimization algo-
rithm. There is also a biomechanical application present in the literature. Pan et al. [22]
used Kernel Ridge Regression to predict soft tissue deformation after osteotomy. It was
fitted using statistical information and data resulted from FEM simulations. The approx-
imation model had an average prediction error of 0.91 mm, meaning that the model can
produce an accurate enough predication of the operation outcome.
As of the platform implementations, which assist with automated simulations, there are
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few examples present in the literature. Pizzi et al. [24] and Park and Dang [23] deal with
several platform integration for the sake of the computational optimization. The first
paper discusses an open source platform developed by a research group at EPFL, which
is called AiiDA: automated interactive infrastructure and database [24]. The function of
the software framework is concentrated around four subjects: Automation, Data, Envi-
ronment and Sharing. The main idea is to automate the computational workflow with
the possibility of parameter changes, to efficiently store the results and to share it with
the whole research community if wished. The platform is mainly used in the scientific
world for quantum-mechanical simulations. The second paper [23] presents the environ-
ment, which combines CAD/CAE integration together with Metamodeling techniques
(Response Surface method and Radial Basis Functions) in order to solve the structural
optimization problem.
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Chapter 2
Theoretical framework
In this chapter Continuum Mechanics theory (see Sec. 2.1) and the corresponding Finite
Element formulation (see Sec. 2.2) are covered to present the behavior of the model. The
main points for the Contact algorithm reviewed in Sec. 2.3. Then the metamodeling
techniques are discussed in Sec. 2.4 which would replace the numerical simulation and
describe the response of the geometry by mathematical functions.
2.1 Governing equations
Continuum mechanics studies the nature of material and it’s interaction with surround-
ings. To model the behavior of the matter the combination of general principles and
constitutive equations are employed. The general principles are common for most of the
materials and include real world physical laws, among which are the base one:
• Conservation of mass
• Balance of linear momentum
• Balance of angular momentum
• Conservation of energy
• Second law of thermodynamics
The meaning behind the conservation of mass principle is that the mass a body m stays
the same along the timeline, while the volume V and density ρ may change. It is also
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referred as continuity equation and can be written in spacial form:
∂ρ
∂t
+∇ · (ρV) = 0 (2.1.1)
Balance of linear momentum represents the equilibrium of the body: the sum of internal
forces ∇ · σ and body forces ρb are equal to inertia forces ρ a:
∇ · σ + ρb = ρ a (2.1.2)
where σ is the Cauchy stress tensor. In reference configuration it takes the form:
∇ ·P+ ρ0 b = ρ0 a (2.1.3)
with P as the Piola-Kirchhoff stress tensor and ρ0 as the density in the initial configura-
tion. The balance of angular momentum outcomes in the symmetry of the Cauchy stress
tensor:
σ = σT (2.1.4)
Another important relation is the Cauchy theorem which connects the Cauchy stress
tensor and the traction force:
t = σ · n (2.1.5)
On the other hand, constitutive equations represent the idealized material models, taking
into account only certain relations, which could vary among different matters and loading
cases. Examples of the material models are linearly elastic solids and linearly viscous
fluids [16].
The widely employed and the simplest model is the linearly elastic homogeneous material
model. The base for it is the elastic relation - Hooke’s law, which provides the relation
between stresses σ and strains ε:
σ = C : ε (2.1.6)
here C is a stiffness tensor:
Cijkl = Λδijδkl + µ(δikδil + δilδjk) (2.1.7)
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with Λ and µ as Lame´ constants and δij as Kronecker delta.
δij :=
⎧⎪⎨⎪⎩1, for i = j0, for i ̸= j (2.1.8)
The Lame´ constants are related with Young’s modulus E and Poisson ratio ν:
µ =
E
2(1 + ν)
and Λ =
E
(1 + ν)(1− 2ν) (2.1.9)
µ is also called shear modulus.
Derivation of the equations above can be found in [16] and [18] as well as transformation
theorems [32].
2.2 FEM formulation
First the weak form is derived. The local form of the angular momentum in the current
configuration is taken - Eq. (2.1.2). To satisfy the strong form for the approximate
solution, the whole equation is multiplied by test function, which is ω = {ω|ω = 0 on ∂Bu}
and integrated over volume:
∫
B
ω · (∇ · σ) dV +
∫
B
ρ (b− a) · ω dV = 0 (2.2.1)
Using the divergence theorem and integration by parts we acquire:
∫
B
σ : (∇ω) dV +
∫
B
ω · ρ a dV −
∫
B
ω · ρb dV −
∫
∂tB
ω · t dA = 0 (2.2.2)
The last term in the Eq. (2.2.2) represents the part of the boundary where the traction
is applied. If ω is rewritten as virtual displacement δφ, the Eq. (2.2.2) represents the
principle of virtual work with internal (δΠint), kinematic (δΠkin) and external (δΠext)
terms:
δΠint + δΠkin − δΠext = 0 (2.2.3)
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To solve the equation the body is divided into ne number of finite elements. The solution
for any kind of problem can be presented in a form (from [33] Chap. 4.2):
∫
B
(. . . ) dV ≈
∫
Bh
(. . . ) dV h =
ne⋃
e=1
∫
Ωe
(. . . ) dΩ =
ne⋃
e=1
∫
Ω□
(. . . ) d□ (2.2.4)
The first term here is the continuum description, the second term is the formulation in
discretized domain. Third and forth terms in Eq. (2.2.4) present the assembly of all
elements’ contributions, but the last one is in the quadrature reference domain. The
isoparametric mapping can be found in [33] Chap. 4.1.
For each element in the discretized domain the approximation is defined:
ue ≈ uhe =
nn∑
A=1
NA uA = [N]{u} (2.2.5)
where ue is the displacement field for the element, exact solution, u
h
e is the displace-
ment field, approximate solution, nn is the number of nodes in the element, NA is shape
functions, used for the interpolation over the element and uA is nodal variables of the
displacement field. Last part in the Eq. (2.2.5) is shown in matrix notation, where:
[N] = [N1I, N2I, . . . ] =
⎡⎢⎢⎢⎣
N1 0 0 N2 0 0 . . .
0 N1 0 0 N2 0 . . .
0 0 N1 0 0 N2 . . .
⎤⎥⎥⎥⎦ (2.2.6)
{u}T = [u1T ,u2T , . . . ] (2.2.7)
with I as identity matrix. Same kind of form is used for the weighting function:
ωe ≈ ωhe =
nn∑
A=1
NAωA = [N]{ω} (2.2.8)
Similarly for acceleration a:
ahe =
nn∑
A=1
NA u¨A =
nn∑
A=1
NA aA = [N]{a} (2.2.9)
Substituting the derived approximations (2.2.5), (2.2.8) and (2.2.9) into the weak form
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(2.2.2) we get the integrals for each element which is then assembled into the global
matrix - the weighting coefficient ω is excluded as it is presented in each equation, and
the equation must be satisfied for any ω:
ne⋃
e=1
[ ∫
Ωe
BTσ dΩ +
∫
Ωe
ρNTNa dΩ−
∫
Ωe
ρNTb dΩ−
∫
Γe
NTt dΓ
]
= 0 (2.2.10)
where Γe is the part of the boundary where the traction is applied.
In the Eq. (2.2.10) B is a strain displacement matrix on the element level:
[B] = [B1, B2, . . . , Bn] (2.2.11)
[Bi] =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
∂Ni
∂x1
0 0
0 ∂Ni
∂x2
0
0 0 ∂Ni
∂x3
0 ∂Ni
∂x3
∂Ni
∂x2
∂Ni
∂x3
0 ∂Ni
∂x1
∂Ni
∂x2
∂Ni
∂x1
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.2.12)
In the Eq. (2.2.10)
∫
Ωe
ρNTN dΩ represents the mass matrix and has the form:
[M] =
∫
Ωe
ρNTN dΩ =
∫
Ωe
ρ
⎡⎢⎢⎢⎢⎢⎢⎣
N1N1 N1N2 . . . N1Nn
N2N1 N2N2 . . . N2Nn
. . . . . . . . . . . .
NnN1 NnN2 . . . NnNn
⎤⎥⎥⎥⎥⎥⎥⎦ dΩ (2.2.13)
After all the contributions for each element are summed, the global matrices are built.
Then the equation can be represented in terms of forces: the first term on the left is the
internal force, the second one is the kinetic force and the term on the right is the external
force:
fint + fkin = fext or fint +Ma = fext (2.2.14)
If to solve the problem for the static case the kinematic term can be neglected. The
problem takes the form:
f(u) = fint − fext = 0 (2.2.15)
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The Eq. (2.2.15) can be solved using Taylor expansion:
uk+1 = uk +∆uk+1 (2.2.16)
Leading to:
f(uk+1) = f(uk) +
∂f
∂u
∆uk+1 = 0 ⇒ ∂f
∂u
∆uk+1 = −f(uk) (2.2.17)
In ∂f
∂u
the uk is held fixed. This term is also called stiffness matrix K:
K :=
∂f
∂u
= Kint −Kext (2.2.18)
Now that the problem is linearized, it can be solved using different iterative schemes. One
of them is Newton-Raphson scheme, it solves the problem in steps:
1. u0 is used as a starting guess and k = k + 1 is taken
2. K∆uk+1 = −f(uk) is solved for ∆uk+1
3. Update uk+1 = uk +∆uk+1 is done
4. Convergence is checked by ∆uk+1 reaching the predefined tolerance value
If the kinematic term is involved, the problems becomes time dependent. Then the
problem is additionally iterated over time. Explicit and implicit integration techniques
are then employed. The explicit method solves the problem using the values acquired at
the previous time step. The scheme requires small step size to produce a stable solution,
which is reasonable for high frequency problems such as car crash simulation. As for the
implicit method - the solution depends on quantities in both previous and current time
step, leading to the nonlinear system to be solved at each time step. That integration
scheme is mostly used for low frequency problems. See Chap. 6 in [33].
2.3 Contact formulation
For the contact problem the problem is formulated for two bodies and contains additional
traction term resulted from the contact of the bodies. It can be represented in terms of
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virtual work with contribution from contact (δΠcont):
2∑
I=1
[
δΠint,I + δΠkin,I − δΠext,I − δΠcont,I
]
= 0 (2.3.1)
The weak form is then:
2∑
I=1
[ ∫
BI
σI : (∇ωI) dVI +
∫
BI
ωI · ρI aI dVI
−
∫
BI
ωI · ρI bI dVI −
∫
∂tBI
ωI · tI dAI −
∫
∂CBI
ωI · tCI dAI
]
= 0
(2.3.2)
where ∂CBI is a part of the boundary where the contact of the bodies takes place. The
contact traction is decomposed in two parts - normal tN and tangential tT contact forces
with normal basis vector n and two tangential basis vectors a1 and a2:
tC = tN + tT = tNn+ t
1
Ta1 + t
2
Ta2 (2.3.3)
Another important variable is the contact gap gC, which is decomposed in the same way:
gC = gN + gT = gNn+ g
1
Ta1 + g
2
Ta2 (2.3.4)
The contact condition are posed as an optimization problem. For the normal contact the
Kuhn-Tucker conditions must be satisfied:
tN ≤ 0
gN ≥ 0
tN gN = 0
(2.3.5)
here tN is a traction force resulting from normal contact and gN is a normal gap between
the contact bodies. Physically it means that either there is a distance between two bodies
or the contact force. There are several methods to enforce the condition (2.3.5) in the
problem: Lagrange multiplier, Penalty, Barrier, Nitsche, Augmented Lagrange methods
(see Chap. 6.3 in [32]). As an example, Penalty method assumes a spring with high
value spring constant to guarantee impenetrability. The normal contact pressure is then
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represented with spring constant k and contact penetration dN = −gN :
tN = kdNn (2.3.6)
In case if the friction is omitted, it results in the contact contribution in the weak form:
∫
∂CB
ω · tC dA =
∫
∂CB
ω · (kdNn) dA (2.3.7)
The problem is then discretized in the way shown in the previous Chap. 2.2. What is
distinct for the contact algorithm is that it contains an additional loop for each iteration
where the surfaces are checked for penetration.
To provide the efficient and robust consideration of contact the Mortar segment-to-
segment method is used, which penalizes the surface in contact not on the node scale, but
the whole volume along the contact area is forced to be zero [25].
The derivation of contact algorithm presented in the current section as well as more details
can be found in [32].
2.4 Data Mining - Metamodelling techniques
Common way to reduce the computational costs and to extract the information from the
simulated model is to construct a metamodel. The metamodel describes the behavior of
the given model as a mathematical function f(x) = y, where x is an input set of variables
and y is an output response of the model to these variables. A fitting set (xi,yi)i∈{1...N}
with N as a sampling size is used to create a metamodel. To construct a metamodel f ∗
of the given problem the error ε should be minimized:
ε =
N∑
i=1
|f ∗(xi)− yi| (2.4.1)
which results in a good approximation of the data which was not used for fitting [3].
The base for all the metamodeling techniques is the linear regression. There are various
studies presenting different metamodeling techniques used and compared for the sim-
ulation simplifications. Andolfatto et al. [3] used Artificial Neural Networks to study
non-linear effects of the geometry variation on the simulation results of the sheet metal
13
assembly, which is similar to the topic of the present study. Other researchers applied
metamodeling techniques for various problems, such as a Decision Support Systems to-
gether with optimization technique [17], an engineering optimization problem [4], a vehicle
crashworthiness design simulation [34] and a stiffness analysis of the composites [20]. A
brief comparison of the methods are presented below on the base of studies cited above.
The metamodeling techniques are:
• Polynomial regressions are said to result in good approximation on the local scale,
but do not return a good prediction for highly nonlinear cases.
• Regression splines are suitable only for univariate or bivariate type of problem.
• Kriging or Spatial correlation is computationally expensive for the problems with
many design variables, as the maximization problem has to be solved.
• Radial basis function (RBF) construct the metamodel in terms of basis functions
by taking into account Euclidean distances. it is used for multivariate data.
• Artificial Neural Networks are able to create multi-input/multi-output metamodels,
but require network architecture to be taken care of.
• Kernel regressions return good approximation with lower computational costs, such
regressions include Support Vector Regression (SVR) and Kernel Ridge Regression.
For the project Kernel regressions are tested due their computational efficiency and avail-
ability of the algorithm in Python. Both SVR and Ridge Kernel Regression use kernel
trick to map the non-linear problem into linear. As an example, Wang et al. [31] success-
fully implemented SVR based optimization for the highly nonlinear engineering problem -
sheet forming, Pan et al. [22] constructed a promising biomechanical metamodel of tissue
deformations using Kernel Ridge Regression basing on both FEM and statistical data.
2.4.1 Kernel trick
Kernel trick is performed by using kernel function. It is defined to be a real-valued function
of two argument : κ(x,x′), which is typically symmetric and non-negative [19]. The main
idea behind the kernel is to assign the weights to x when it is located in neighborhood of x′,
therefor measuring the similarities between the input objects [13]. Such functions include
14
as an example linear, polynomial and Radial Basis functions. As there is nonlinearity
presented in the present study case and for the reason mentioned in Sec. 2.4, RBF was
chosen to be used. The RBF, or specifically squared exponential kernel (SE kernel) or
Gaussian kernel, has the form:
κ(x,x′) = exp
(
− ∥x− x
′∥2
2σ2
)
(2.4.2)
Here σ2 is bandwidth, which controls the width of the neighborhood [13].
2.4.2 Support Vector Regression
Support Vector Regression is based on Support Vector Machines, which are used for
statistical classification problems. To build the regression f ∗(x) not all of the data points
are used. There is the specific value ϵ which creates the epsilon tube in the region of
regression. It results in the condition, that the error is neglected if it is less than ϵ.
Starting from the linear regression model:
f ∗(xi) = wTxi +w0 (2.4.3)
where w is weighting vector term and w0 is bias. The optimization problem takes form
[19]:
J = C
N∑
i=1
L(yi, f
∗(xi)) +
1
2
∥w∥2 (2.4.4)
where C is the regularization constant. The Eq. 2.4.4 ensures the reduction of the error
of the metamodel (loss term) and flatness of the regression (regularization term). Epsilon
insensitive loss function is used:
Lϵ(yi, f
∗(xi)) :=
⎧⎪⎨⎪⎩0, if |yi − f
∗(xi)| < ϵ
|yi − f ∗(xi)| − ϵ, otherwise
(2.4.5)
this equation results in epsilon tube. The components that result from the non-vanishing
terms are called Support Vectors. After some manipulation ([29]) one can see that the
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solution of the optimization problem takes form:
w =
N∑
i=1
αixi (2.4.6)
After plugging Eq. 2.4.6 into Eq. 2.4.3 we get:
f ∗(x) =
N∑
i=1
αixi
Tx+w0 (2.4.7)
Here the product xi
Tx can be replaced by kernel function κ(xi,x) resulting in kernalized
solution:
f ∗(x) =
N∑
i=1
αiκ(xi,x) +w0 (2.4.8)
For more detailed overview of SVR see [29], as well as example solutions [31],[34].
2.4.3 Kernel Ridge Regression
Ridge regression has a linear model:
f ∗(xi) = wTxi (2.4.9)
with the optimization problem to solve, similar to SVR:
J =
N∑
i=1
(xiw − yi)2 + λ∥w∥2 (2.4.10)
Here λ is a shrinkage parameter, which is a small positive value used as a regularization
constant to manage the overfitting of the model. Comparing to the SVR: λ = 1/C. After
some manipulations (see Chap. 14 [19]) the solution can be represented in the same form
as 2.4.6, except the αi is different. It results in the kernalized model:
f ∗(x) =
N∑
i=1
αiκ(xi,x) (2.4.11)
For more details on the derivation see Chap. 14 of [19] and example [22].
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2.4.4 Sampling
Figure 2.1: Latin Hypercube sam-
pling for two variables (Figure by
Olsson et al. [21]).
To produce a good metamodel quality data
should be sampled. In the current study
two sampling techniques were tested: ran-
dom uniform and Latin Hypercube sam-
pling techniques. For the first one the al-
gorithm does not check the samples created
before and after, which might result in re-
peated data sets or non-uniform distribu-
tion of the data. To reduce the amount
of fitting data and therefor computational
times more clever sampling methods are
needed, where the sampling is controlled.
Several articles concentrated on metamodeling utilizing Latin Hypercube sampling tech-
nique [9], [17], [4], [15], [20]. It results in a uniform coverage of the sampling space in the
selected range [17]. The main idea behind it is to take each value of each parameter only
once, like it is shown on the Figure 2.1. For more information about the LHC sampling
technique see [21].
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Chapter 3
Software framework for automated
simulations
The expected function of the software framework is to provide an automated environment,
which would be able to explore the joining station. It is achieved by taking into account
the geometrical variation of the parts, which occurs during the manufacturing process
and influence of the parameters of the joining station onto the resulted geometry of the
assembly. The numerical simulation is utilized to solve the sampling cases resulted from
the variation. In the end all the needed data is extracted and the metamodel is fitted.
This Chapter starts with the Sec. 3.1, which discusses the tools utilized in the framework
to provide the functionality. Then joining station setup and computational aspects are
briefly introduced in Sec. 3.2. Sec. 3.3 provides details on the structure of the framework.
3.1 Tools
3.1.1 Python
The Python programming language is used for coding the computational framework due
to its’ functionality and comprehensibility, e.g. the interface for data mining functionality
is already well defined. It is an object-oriented language which is well-structured, in
other words it supports functional programming. Python is compatible with most of
the systems and platforms (both Windows and Linux), as well as capable to interpret
many file extensions. It has a wide library for text parsing, data processing, plotting,
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data mining and passing the processes through [11]. Therefore Python makes it possible
to built a functional framework satisfying all the requirements. The list with standard
modules which were used in the implementation of the framework can be found in App. A.
3.1.2 LS-DYNA
LS-DYNA is a commercial finite element software, which employs multiple material mod-
els to solve real world problem. The code can be adjusted to different applications for
various fields, such as automobile crash analysis, manufacturing process of sheet metal
and other physical events. LS-DYNA is command line driven, the input for it is a single
file to execute. Sum of all the qualities mentioned above make it suitable for contact
problem, as well as for an automation. Therefore it can be successfully implemented in
the framework of the project.[6]
3.1.3 DFS tool
Figure 3.1: Joining station setup in the in-house tool (DFS).
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The setup of the joining station and the whole simulation is prepared with the help of
in-house tool called ”DFS”. The parts’ geometries are imported as a mesh, which was
prepared and located beforehand in the mesh handling program. The DFS tool has
several joining options as modules: clinching, roll hemming, welding etc. The tool assists
in defining locator pins, clamps, joining tool and measuring bearings (see Fig. 3.1). In
the presented project the clinching process was tested as an example. The simulation
parameters are also defined in the tool. As an output the DFS tool creates input files for
LS-DYNA (key files), which contain key files for all stages of the joining:
1. placing the parts in specified order onto lower clamp
2. clamping of the part
3. clinching
4. placing on measuring bearings taking into account gravity
5. removing gravity
The DFS project file used by tool itself is an xml type of file, which contains both editable
and non-editable (binary) data. The modifiable part gives access to the parameters, such
as clamping location, size, direction and most of the other settings which are defined in
the GUI of the tool. The binary part consists mainly of the part geometries. The DFS
tool can be invoked by the command line, which makes it scriptable. With this tool it is
possible to regenerate clamps, deform the geometry by mapping the mesh onto cylinder
surface, save new project file and write LS-DYNA input file.
3.2 Joining station setup and computational aspects
Figure 3.2: Part.
The prototype for the test is a flat 200x200 mm
sheet aluminum part with 1 mm thickness (See Ta-
ble 3.1). The elastic linear model is used for the
material of the part (See Sec. 2.1). Shell elements
are used with maximum element size is 10 mm -
see Fig. 3.2. There are also two locating holes in
the part for locator pins. Two of such parts are
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clinched together to result in the joined assembly - see Fig. 3.1. The parts are held in
place with 6 clamps. For each part two locator pins are used to locate parts correctly in
space.
For all contacts involved in the case the implicit segment-to-segment Mortar penalty con-
tact algorithm is used (for general overview see Chap. 2 or for more detailed explanation
[32], [33] and [1]). For both clamps and clinches the rigid body type of material is used
(See Table 3.1 for properties).
The joining simulation contains 5 jobs as it was described in Sec. 3.1.3. First the part is
placed onto the lower clamps until the equilibrium is established. In the second job the
clamps are closed. For that they are first set 20 mm away from the part and then moved
back, until the predefined position is reached. The positions defined in DFS tool are the
locations for the closed state of clamps. During this step the contact with sheet metal
is established and the parts are deformed elastically. Third procedure is clinching. The
clinches are closed, deforming the parts (forming contact in LS-DYNA). To imitate the
clinching a beam element is connected to both parts in the region of clinching (For beam
properties see Table 3.1, Connection). The beam is predefined and already connected to
one part. With the spotweld type of contact in LS-DYNA it ensures the connection to
the second part. In the fourth job the assembly is placed onto the bearing to check the
deformation under the gravity. The final step is to remove the gravity. In the presented
project the assembly without the gravity influence is explored.
Materials
Material Model Density, ρ,
[g/mm3]
Young’s modu-
lus, E, [GPa]
Poisson ratio, ν
Aluminum elastic 2.4000E-6 70 0.28
Rigid body rigid 7.8300E-6 210 0.3
Connection elastic 7.8300E-6 40 0.3
Table 3.1: Materials used.
Each job was solved on Linux using about 16GB of memory. That resulted in about
20 to 120 minutes of computation per one job. The time was varying depending on
how hard it was to establish the equilibrium in the joining station during clamping and
joining. As an example, parts with larger nonuniform deformation along the part, as well
as non-balancing clamping result in longer computational times or non-convergence.
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3.3 Input-Output handling
The general structure of the framework can be divided in 3 parts:
• create
• solve
• analyze
Each step of the framework is called separately for the reason of flexibility, as well as
requirements: create is called on Windows OS, as DFS tool is only adapted for it, while
solve is run on Linux, because it is number-crunching machine of the project. The flow
chart for the framework can be seen on Fig. 3.4. Case creation contains two loops, one of
which is nested. First the ’real’ imperfect geometry case is randomized. For this geometry
a specified quantity of clamping cases are randomly created. The procedure is repeated
by number of geometry cases requested by the user. The cases are solved with the help of
LS-DYNA. In the end the metamodel is built using the converged results. The detailed de-
scription of each part of the framework and Data structure can be found in following chap-
ters.
Figure 3.3: Data Flow.
The Input/Output data flow can be seen
on Fig. 3.3. The only input file for the
framework is the project_file.ACPROX.
During create routine input file for LS-
DYNA to each case is created with the
help of DFS tool. It contains the job in-
formation, along with parts’ geometry and
station set up. During solve routine each
job is solved and result files are produced.
The first file contains resulted from the as-
sembly geometry in a mesh format and the
second one is the resulted stresses. It was decided to save and extract certain files for the
future data - See Fig. 3.3 and App. C for more detailed description.
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Figure 3.4: Flow chart describing automated simulation environment.
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3.3.1 Geometry and clamping variation
Figure 3.5: Cylinder for geometry
mesh mapping.
As it will be explained in Sec. 3.3.2, first the geome-
tries are randomized. Mesh of each part is mapped
onto a cylinder (See Fig. 3.5a) using DFS command
line. Few parameters are specified to produce the
cylinder. All the ranges for both geometry and
clamping are set in VARIATION_RANGES dictionary
(App. B). The ranges for geometries are:
• translations from the center in x and y
(Fig. 3.5, two straight arrows)
• rotation angle Fig. 3.5
• maximum deviation from the ideal geometry -
Fig. 3.5
• side of the part (above or below)
Figure 3.6: Clamping variation.
For moving the clamps several values are specified:
• location in x, y and z; randomized in specified
range delta is added to initial clamp location.
The resulted positions can be seen as a point
inside the cube - See Fig. 3.6, red cube. After
the position is specified, the DFS tool moves
the clamps to the closest point on the body,
so that the clamp lies on the same plane with
the body - Fig. 3.6 (1)-(3).
• shimsing provides a function to move the
clamp from the body. It is moved by the value
and direction. In this project the clamp was
moved in the closing clamp direction, which is
coincidental with z direction - Fig. 3.6 (4).
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As a result the true new location of the clamp is not
specified in the project file, but can be extracted from the mesh file of the geometry key
file for the LS-DYNA. See Fig. 3.8 for more details on the extract_clamp_locations
function.
There are additional parameters that could be varied (clamp size), which are also imple-
mented in the code for the future use.
3.3.2 Create cases structure
The data structure of create_cases function is presented in Fig. 3.7. The input for
the software framework is the ACPROX file with CAD0 state and initial clamping locations.
While CAD0 state is the default one and can be easily set to it by flag CAD0, the deformed
state is optional and can be activated through batch command only if it is present in
the initial station project file. The bending states are applied on surfaces with arbitrary
values and set active beforehand with DFS tool, so that the names of the states can
be parsed from the project file and set active later on when needed (The name of the
bending state is used in the batch command). The initial project file is parsed with
parse_xml function, so that the root_xml is in the memory and any needed parameter
can be accessed by using tags. That is done with get_specification command and all
needed parameters (specs) are kept in memory for future use and modification. Before
the randomization is started, the base case is created using the unchanged geometry
with flag set to CAD0 and initial clamping. This case is required for future analysis and
comparison of the created cases with ideal geometry. To produce new cases first the
DFS tool is activated and requested by command line to deform the certain part by
randomized bending_parameters. Only one body at a time can be deformed which leads
to multiple calls of the tool and reduces the performance. That is achieved by command
run_dfs_bend and it results in new updated project file with CAD1 geometry. For this
geometry the new sets of variables are created with function randomize_specification
by adjusting the saved in the memory parameters specs. New specification are then
written into the new project file using write_specification function. This project file
is then run with DFS tool with run_dfs_create_case, which sends a command to the
tool to regenerate the clamps and then write the case folder which contains the LS-DYNA
jobs. As it was mentioned earlier the true locations of the clamps can only be received
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from LS-DYNA key files. Therefore the locations of the clamps are extracted at this point,
by checking the node locations and element connectivity of each clamp (See Fig. 3.8). The
center of the clamp along with normal direction and size of the clamps are then stored in
station_parameters.txt.
Figure 3.7: Data structure of the create_cases function.
Figure 3.8: Data structure of the create_stl and extract_clamp_locations functions,
common functions used.
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3.3.3 Solve cases structure
During the solve routine each of the cases resulted from create module are solved one
by one. The flowchart is presented on Fig. 3.9. The key files are passed to the LS-DYNA
for solving and if the operation is successful the geometries are saved in the STL format.
To do that the geometry is the node locations and connectivity is extracted from the key
file and triangulated. See Fig. 3.8 for more details on the create_stl function. After
that all the files (see Fig. 3.3) for the database are moved to the separate folder and the
job folder with the key files and results are deleted, as they usually occupy a lot of space.
The same procedure is done when the job does not converge.
Figure 3.9: Solve flowchart, for one case.
3.3.4 Analyze cases structure
Figure 3.10: Mean deviation.
To build the regression all the variables and
the response of the model should be ex-
tracted. All the variables are stored in the
station_parameters.txt file. As for the measurement of the quality of the assembly one
value had to be selected. The mean of all the point deviations along the geometry between
CAD0 and CAD1 was computed (Fig. 3.10). To compare it to the maximum deviation, it
represents the behavior of the model along the whole part, not only local effects. Other
solutions should be checked in the future, as it might not be accurate for the uneven,
unequal mesh.
The flowchart for the analyze module is shown on Fig. 3.11. First all the information
is parsed from files. Each resulted assembly is compared to CAD0 and the mean for it
is calculated. The regression is built using the clamp locations as parameters and mean
deviation as a model response. The testing data is separated from the fitting data for the
purpose of checking the regression.
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Figure 3.11: Analyze flowchart.
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Chapter 4
Results
4.1 Testing set up
Figure 4.1: Geometry with imperfection.
A metamodel was tested for the simplified
cases of one and two varying parameters
as the time to perform the computation is
restricted. For the both of the tests the
geometries were varied to create the im-
perfections. Same imperfect geometry was
used for both of the tests - see Fig. 4.1.
The interpolation between the geometries
was excluded from the design variables, as it enlarges the design dimensionality signifi-
cantly.
Before the model is fitted the input variables are preprocessed. Each variable is centered
and scaled to be in the range [−1, 1]. That is required by algorithm [2] to provide the
stable solution.
As it was explained in Sec. 2.4, there are parameters which help to adjust the metamodel
quality. For SVR it is penalty error C and epsilon tube ϵ, for Ridge regression it is α,
where α = (2C)−1 [2] (same meaning as in SVR, but not the same number in practice
as it is seen in the later testing). Cherkassky and Ma [5] performed the investigation of
the parameter selection for SVR. According to it, C = max(|y¯ + 3sy|, |y¯ − 3sy|) with y¯
and sy as mean and standard deviation of the the training response. The same study
suggests that epsilon calculation requires a separate model to estimate the noise. It was
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decided to check the values by testing and error assessment. The reason for it is that
the recommended penalty parameter did not return good prediction and the epsilon tube
calculation required new model implementation.
For both of the metamodels RBF kernels were chosen, as it proved to return the best
approximation for nonlinear metamodels (See Sec.2.4.1, [5]).The RBF width parameter σ
for eq. 2.4.2 was chosen according to [5].
To check the built regressions about 10-25 percent of the simulated data was excluded.
That data should be not coincident with fitting data to provide true assessment. For
evaluation of regressions 3 measures were selected similar to [17]:
• Mean square error:
MSE =
1
n
n∑
i=n
(yi − y∗i )2 (4.1.1)
• Average absolute error
AAE =
1
n
n∑
i=n
|yi − y∗i | (4.1.2)
• Maximum absolute error
MAE = max|yi − y∗i | (4.1.3)
here n is number of test samples, yi resulted from the simulation outputs and y
∗
i are
predicted outputs. The coefficient of determination R2 of the prediction was also checked
to estimate the quality of the fitted model:
R2 = (1− u
v
), (4.1.4)
with u as a residual sum of squares and v a total sum of squares [2]. R2 shows the quality
of the prediction of the model, it is equal to 1 if the regression is able to predict exactly
all the data used for fitting.
4.2 One design variable metamodel
For the first investigation clamp number 5 was varied only in z direction (shimsing), which
is normal to the flat part (Fig. 4.2). The clamp was chosen arbitrary. The range for the
variation was decided to be from -5 mm to 5 mm from initial location with step of 0.5 mm.
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It resulted in 23 cases, 6 of them were excluded from fitting for the testing of the regression.
Figure 4.2: Joining station.
Different parameters were used to build
the regression, starting from the default-
/near default values specified in the algo-
rithm documentation [2]. The comparison
of the different parameters can be seen in
App. D. The chosen parameters which were
used for the building of the regressions are
presented in the Table 4.1. The regression
SVR penalty, C SVR epsilon tube, ϵ Ridge, α RBF bandwidth, σ
1E2 1E-2 1E-3 1E-1
Table 4.1: Regression parameters.
models were fitted using 17 data test points with clamping position as a variation and the
mean deviation of geometry as a response of geometry. The metamodels are presented on
Fig. 4.3 and 4.4 as a blue line. Here the clamp position is plotted against the mean devi-
ation. The dark blue dots is the data which was used for fitting. Red points are predicted
by metamodel test points, while green ones are the simulated results for the same design
variables. From the Table 4.2 the assessment of the metamodels can be done. Both of
them return good approximations. The SVR model returns smaller errors compared to
Ridge regression, but Ridge model has better coefficient of determination. The second
part can be explained by the epsilon parameter of the SVR which gives some freedom to
the model. That can be seen from the coefficient of determination R2: it is closer to 1 in
case of the Ridge regression, as the model tries to go through all the points. Additionally,
there is one testing point which is on the boundary of the metamodel, the Ridge meta-
model deals with it better in this case. Generally, points outside the metamodel’s fitting
region should not be used for prediction.
Regression MSE AAE MAE R2
SVR 0.00087 0.02484 0.05282 0.96041
Ridge 0.00106 0.02560 0.05472 0.96594
Table 4.2: Regression evaluation.
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Figure 4.3: SVR model built using one parameter.
Figure 4.4: Ridge regression built using one parameter.
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4.3 Two design variables metamodel
For the second investigation two clamps were varied: now clamps number 2 and 3 (Fig. 4.2)
were varied only in z direction (shimsing). The clamps were chosen again arbitrary. The
same range was used: from -5 mm to 5 mm from initial location with step of 0.5 mm. 195
out of 200 cases converged. After the exclusion of the repeated data sets, 127 cases were
used for fitting and 30 for the evaluation of the regression.
Different regression parameters were checked again, starting from the one performed best
in the first test. The comparison can be seen in App. D. The best parameters are close
to the ones used in the previous test: only the penalty C for the SVR is smaller.
The metamodels are presented on the Fig. 4.5 and 4.6 on the two upper most figures. Two
clamp locations are plotted there against the mean deviation of the geometries, which is
additionally shown with the color. The points used for the building of the regression
can be seen in blue, as well as the testing points (green simulated and red predicted).
There are also numbered cases, which present the resulted from the simulation geometries
to illustrate effects of the clamp relocation on the outcome assembly. The plots present
worst case (74), best case (46) and average (146). The initial imperfect input geometry
is also demonstrated on the figure. Each point in the pointcloud on the metamodel
plots represents the specific outcome of the joining simulation. The surface is therefore
represents all of these outcomes as a mathematical interpolation function of two clamping
locations.
The evaluation of the regression is introduced in the Table 4.3. The quality of the meta-
models are similar, but it is worse comparing to the one variable metamodels. The
possible improvement of the metamodel by changing the sampling technique is therefore
investigated in the next Section.
Regression MSE AAE MAE R2
SVR 0.00472 0.05680 0.13359 0.71727
Ridge 0.00479 0.05875 0.11277 0.73609
Table 4.3: Regression evaluation.
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Figure 4.5: SVR model built using two parameters.
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Figure 4.6: SVR model built using two parameters.
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4.4 Two design variables metamodel using LHC
To improve the metamodel while reducing computational cost the controlled sampling
technique should be considered. In the random uniform sampling technique the data
points are randomly picked, which might result in repeated or concentrated in specific
area data sets. The LHC technique creates points, which cover the whole parameter
space - see Sec. 2.4.4.
Same set up was checked to produce the metamodel with similar physics behind it. About
same amount of samples were produced and solved using LHC - 156: 126 were used for
the fitting and 30 for evaluation. Additionally bigger sample set was taken to check the
improvement of the model (220 samples with 190 for fitting and 30 for checking). Only
SVR regression was constructed, as Ridge and SVR returned similar results in previous
investigations.
The metamodels can be seen on Fig. 4.7, all of them return similar looking predictions.
If to check the errors (Table 4.4), both LHC based on similar and larger data sizes return
worse results. It might be explained by the better spread testing set which ’caught’ more
outliers. Additionally, in uniform random sampling technique the cases were created using
the steps, the values in between were not checked. As it can be seen on the first row of
the Fig. 4.7, there are several contributions to the metamodel for the identical locations
of the same clamp. In case of LHC each design point is present only once, which is
supposed to give more information about the response returning better approximation.
More testing should be done to investigate the better implementation of LHC or other
sampling techniques.
Sampling MSE AAE MAE R2
Random 150 0.00472 0.05680 0.13359 0.71727
LHC 150 0.01024 0.07640 0.28245 0.60730
LHC 220 0.00959 0.07220 0.28732 0.77248
Table 4.4: SVR Regression evaluation using different sampling.
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Figure 4.7: SVR Regressions using top to bottom: Random sampling with 150 cases,
LHC sampling with 150 cases and LHC with 220 cases.
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4.5 18 design variables metamodel
Additionally the investigation with varying six clamps in x, y and z was performed
(Fig. 4.2). It resulted in 18 design variables. Range of variation for x and y was from -10
to 10 mm. The actual z locations were not varied, as the part is near flat and the DFS
tool during clamp generation moves it back (See Sec. 3.3.1 for more explanation). As in
previous tests shimsing was set to vary to produce the variation in z in the range -5 to 5
mm.
Here the problem in setting the experiment is that a part of the simulations crash. The
percentage of the non-converged simulations is growing with the complexity of the model
- both the simulation model and regression model. Here 1950 random cases were cre-
ated, out of them 1300 converged (66%). To compare with the test case with two design
variables - about 97% of the simulations converged there. What is more, the computa-
tional time for each case became longer - more steps had to be computed to reach the
equilibrium, as most of the random clamping resulted in unbalanced set up.
In the Table 4.5 the assessment of the metamodels is presented. In this case the SVR
return better approximation, although the quality is reduced comparing with previous
metamodels. Bigger sample size has to be tested in the future.
Regression MSE AAE MAE R2
SVR 0.29707 0.45151 1.14719 0.80744
Ridge 0.42063 0.53298 1.67276 0.83283
Table 4.5: SVR and Ridge regressions errors for the 18 design variables regression models.
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Chapter 5
Discussion
Comparing to the most of the state-of-the-art examples (See Sec. 1.4) the presented study
did not include the optimization goal, however also pursuing the accurate approximation
metamodel of the nonlinear problem. What is more, as most of the studies the model was
built using data received from the numerical simulations.
The metamodels with one and two design variables return very good approximation. They
do not require many samples and can be plotted. The figures provide better understanding
of the effects in the model. The line/surface represents the response of the geometry to
the change of the clamping. The metamodel is therefore includes physical effects replaced
by mathematical function. It gives an opportunity to interpolate between the results and
to choose the suitable design of the joining station. As the elastic model is used for the
parts, there is no plasticity involved in the process. Therefore, it can be noted that the
clamps create only the moment to balance out the imperfections during the joining, but
do not deform the part itself.
As the complexity of the model is increasing, both geometry and variable vise, the com-
putation times for solving is growing. Another problem here is that with more complex
geometry of the parts more of the simulations do not converge. The most common reason
is that the equilibrium cannot be reached. The solution for that is smaller variation range
of clamps or keeping some of them fixed.
Most of the literature studies ([34, 20, 9]) have chosen SVR parameters according to
Cherkassky and Ma [5], while in the presented study different parameters were compared
through tests by error assessment.
In reduction of computation time by different sampling strategies Latin Hypercube did
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not prove to be more efficient nor to produce better approximation models in the current
study. This outcome is similar to observation in the study by Andolfatto et al. [3],
where Latin Hypercube did not improve the approximation quality. Another issue here
is that the locations defined by the variation in the automated environment are not the
true clamp locations (Sec. 3.3.1), which makes it hard to apply the controlled sampling
technique (LHC). In the presented prototype the part is near flat, which does not cause
problem. Variation in z direction is simply replaced by shimsing. In the case of the
real car parts, the geometries contain curvatures, which makes it hard to move along the
surface.
The investigation has shown that the Support Vector Regression and Kernel Ridge regres-
sion produce similar metamodels. SVR produces better approximation model with more
design variables comparing to Kernel Ridge regression. It can be explained by epsilon
tube parameter of the regression. When the data points are inside the tube, they do not
have contribution to the penalty function. Therefore there is an error which is acceptable,
which result in more freedom of the model. That results in smaller average errors along
the whole model.
The initial station set up should be predefined. In the future the numerical optimization
can assist in defining the optimum for the CAD0 set up, which can be then used as a
starting point for the variation. Another important issue is that the range of variation
for each clamp and for surface has to be defined by user.
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Chapter 6
Summary
To define a perfect set up of the joining station for each imperfect geometry case will result
in large number of numerical simulation. Each imperfect part in the production will result
in one case of numerical optimization. Other methods were studied to investigate the
possibility of creation of metamodel, where all the physical effects are taken into account.
During the project the automated simulation environment was programmed. It assisted
in controlled creation, solution and analysis of the joining cases. The general idea was to
study the possibility of interpolation between varying joining station - both in geometry
of the joined parts and station set up.
The theory behind the simulation, FEM and computational contact mechanics was stud-
ied then to present the behavior of the model, which is highly nonlinear. The different
techniques for metamodeling were compared and the suitable ones were picked for inves-
tigation. Support Vector Regression and Kernel Ridge Regression were chosen based on
the previous experiments presented in literature.
First the simple model with one design variable was tested, different regression param-
eters were compared and the best fit was found basing on the error estimation. As the
test was successful the problem was expanded: two design variables were used. More
computational effort was needed for solving of the cases. The investigation was success-
ful, although the error has grown comparing to the first test. To improve the metamodel
while reducing the computation times a different sampling technique was studied (Latin
Hypercube). It did not prove to improve the results, therefore further studies should be
performed here. The metamodeling techniques were tested also on the larger problem
size, 18 design variables were used. Two challenges appeared for this problem size. Large
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part of the created cases did not converge as well as the computational time for each case
became longer.
In general, the possibility of metamodel implementation to reduce the number of simula-
tions was proved to be successful. More data for the more complex problems is needed, as
well as better sampling technique should be utilized. Different metamodeling techniques
should be tested as well, such as Artificial Neural Networks.
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Chapter 7
Future work
As the Automated Simulation Environment was able to assist with simulation of simplified
sheet metal assemblies, the case creation module was checked to function as well with
more complicated models, such as automobile door (See Fig. 7.1). The future of the
Automation Simulation environment is to produce simulation cases for different joining
techniques, such as clinching, roller hemming, welding for Body in White of automobile.
The future of the project is not only to increase the number of parameters in the joining
station, but also interpolate between different variations of the imperfections in the parts.
It is planned to create the metamodel with the help of artificial intelligence, which will be
trained to assist with selection of the best joining station for certain imperfect geometry.
The results of the selection should be least deviated from CAD0 assembly. The ideal
future scenario will be to scan or measure the ’real’ parts before the joining process, use
them as an input for the metamodel and receive the perfect joining set up for the part.
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Figure 7.1: Varied clamping as a result of the Automated Environment.
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Appendix A
Python libraries
• numpy,scipy for powerful scientific computing
• argparse for creating of user friendly command line interface
• os, subprocess, shutil for accessing the OS system and files
• stl for creation of STL mesh files
• lxml for pasing of xml files
• random, pyDOE to create the experiment both by Random and Latin Hypercube
sampling
• sklearn for building of SVR and Kernel Ridge Regression
• matplotlib for plotting
• re, math, itertools, copy
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Appendix B
Input for the automated
environment
Each of the parts of the framework (create, solve, and analyze) is called through the
command line in shell. Some of the arguments are specified in the command line, some
of them inside of the separate module.
To run create we write:
python c r ea t e . py p f i l e number geom cases number s ta t i on ca se s
number t e s t ca se s −−path xml −−path ca se s
here pfile is the name of project xml file, number_geom_cases is the number of im-
perfect geometries’ sets created, number_station_cases is number of clamping cases for
each geometry case, number_test_cases number of additional cases used for solving,
--path_xml path to xml file, --path_cases path, where the cases folder will be stored.
To run solve we submit the command:
python so l v e . py path −−f o l d e r
with path as a location of the folder and --folder name of the folder.
To run analyze we write:
python analyze . py path t e s t s i z e −−p lo t
with path as a location of the folders with solved cases, test_size number of cases to use
for the testing of the regression and --plot as a command to plot each of the resulting
geometry with the deviation from CAD0 as a color.
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A separate module was also created to easily define and change all necessary variables of
the program, as well as to easily use it along the whole program. It contains 5 dictionaries:
• VARIATION_RANGES with all the ranges to define the geometry and clamp variation
• ACPROX_KEYWORDS_GER with all the keywords used in XML tree file
• ACPROX_COMMANDS containing all the command used for DFS batch
• DYNA_KEYWORDS with LS-DYNA keywords
• PATHS with all the files and tool locations
Each of the dictionaries provide an easy access to variables by key words. In this way,
modifications of variables can be easily performed in one place.
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Appendix C
Files for Data Base
• project_file.ACPROX to have a possibility to resolve the case if need arises
• station_parameters.txt for the future analysis of the cases, parameters are ex-
tracted from project_file.ACPROX and input.key (the reason for the use of the
second one is that real locations of the clamps can be extracted only from the mesh
- see Sec. 3.3.1), each of the parameters is noted by key in form *key_name (similar
to LS-DYNA style)
• Initial_geo.stl STL format geometry file with geometry used for simulation,
extracted from input.key file. See Sec. 3.3.3 for explanation how the mesh is
transformed in STL
• Resulting_geo.stl STL format geometry file with geometry resulting from the
simulation, extracted from Result.geo file.
• Result.geo to have the resulting geometry in LS-DYNA format, to have a possi-
bility to use this geometry for next step simulations if needed
• Result.pst to have the resulting stresses if additional stress analysis is needed
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Appendix D
Comparison of regression parameters
Here the comparison for the different parameters for the Regression are presented. The
measured by different criteria, such multiple error types of the testing data set and coeffi-
cient of determination. The comparison was done for the model with one design variable.
The best parameters were chosen when the most of the criterias were satisfied - yellow
columns in Tables D.1, D.2, D.3 and D.4. For definition of errors see Eq. (4.1.1)-(4.1.4).
The comparison was done for both tests with one (D.1, D.2) and two (D.3, D.4) design
variables. In the current study there is no significant influence of parameter change while
adding the dimension. That could be explained same influence of the variable on the
model - both of the clamps are moved in z direction.
SVR
Parameters
ϵ 1.00E-01 1.00E-02 1.00E-02 1.00E-02 1.00E-03
C 1.00E+00 1.00E+00 1.00E+01 1.00E+02 1.00E+02
Errors
MSE 0.00588 0.00105 0.00088 0.00087 0.00092
AAE 0.07019 0.02708 0.02304 0.02484 0.02374
MAE 0.12442 0.05670 0.05406 0.05282 0.05154
R2 0.71260 0.96343 0.96234 0.96041 0.96498
Table D.1: Comparison of parameters used for SVR with one design variable.
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Kernel Ridge Regression
Parameters α 1.00E-01 1.00E-02 1.00E-03 1.00E-04
Errors
MSE 0.00373 0.00118 0.00106 0.00117
AAE 0.04888 0.02941 0.02560 0.02720
MAE 0.09940 0.05771 0.05472 0.06144
R2 0.87716 0.96196 0.96594 0.97006
Table D.2: Comparison of parameters used for Kernel Ridge Regression with one design
variable.
SVR
Parameters
ϵ 1.00E-02 1.00E-02 1.00E-03
C 1.00E+02 1.00E+01 1.00E+01
Errors
MSE 0.00506 0.00472 0.00474
AAE 0.05752 0.05680 0.05640
MAE 0.14186 0.13359 s 0.13681
R2 0.71640 0.71727 0.71739
Table D.3: Comparison of parameters used for SVR with two design variables.
Kernel Ridge Regression
Parameters α 1.00E-02 1.00E-03 1.00E-04
Errors
MSE 0.00519 0.00479 0.00481
AAE 0.06227 0.05875 0.05813
MAE 0.12446 0.11277 0.13877
R2 0.72160 0.73609 0.75846
Table D.4: Comparison of parameters used for Kernel Ridge Regression with two design
variables.
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