Abstract. A Stokes-type problem for a viscoelastic model of salt rocks is considered, and existence, uniqueness and regularity are investigated in the scale of L 2 -based Sobolev spaces. The system is transformed into a generalized Stokes problem, and the proper conditions on the parameters of the model that guarantee that the system is uniformly elliptic are given. Under those conditions, existence, uniqueness and low-order regularity are obtained under classical regularity conditions on the data, while higher-order regularity is proved under less stringent conditions than classical ones. Explicit estimates for the solution in terms of the data are given accordingly.
Introduction
We are interested in the viscoelastic Stokes-type problem
in Ω, v = 0, on ∂Ω,
on a three-dimensional bounded, smooth domain Ω ⊂ R 3 , where x = (x 1 , x 2 , x 3 ) ∈ R 3 is the spatial variable and the unknowns are the scalar field p = p(x) and the three-dimensional vector field v = v(x), with coordinates v = (v 1 , v 2 , v 3 ). In this system of equations, D = D(v) is the symmetric gradient tensor given by D(v) = 1 2 (∇v + (∇v) tr ), (1.2) where the superscript "tr" denotes the transpose of a matrix; B = B(x) is a given symmetric, positively defined tensor with coordinates B = (b ij ) ij ; and the parameters µ 1 , µ 2 , µ 3 are scalar fields. Our aim is to obtain conditions on the parameters µ 1 , µ 2 , and µ 3 , and on the tensor B that guarantee that the problem (1.1) is uniformly elliptic and that we have existence, uniqueness and regularity properties of the solutions. We also aim to give explicit estimates for the regularity of the solutions depending on the regularity of B, f , and the parameters µ 1 , µ 2 , µ 3 .
Problem (1.1) does not seem to have been treated directly before. We rewrite (1.1) into a form that fits previously considered general system and verify the necessary conditions that guarantee the existence, uniqueness and the desired regularity up to H 2 in v and H 1 in p. For higher-order regularity, the known general results require too much regularity from B and we present a proof that yields the desired regularity upon less stringent conditions. Then we work out the estimates in detail. These are particularly important for the application of this result to the time-dependent problem mentioned below and addressed in a follow-up work.
The parameters µ 1 , µ 2 , and µ 3 need not be constant, they are assumed to be general scalar fields. In applications, this dependence is typically on invariants of the model, such as the trace of B, or of powers of B, and they may also depend on the temperature distribution of the medium. The actual dependence is important when analysing the corresponding evolutionary problem coupled with equations for B and for the temperature. Here, however, we consider µ 1 , µ 2 , and µ 3 as given general scalar fields.
Problem ( In (1.3), the tensor I is the identity in three-dimension; p is the kinematic pressure; v is the velocity field; ∇v is the velocity gradient; D is the strain-rate tensor defined in (1.2), which is the symmetric part of the velocity gradient; B = FF tr is the left Cauchy-Green tensor; F is the deformation gradient tensor; s 1 and s −1 are Mooney-Rivlin elastic parameters; the µ 1 term is a Newtonian viscous stress; and µ 2 and µ 3 are Mooney-Rivlin-type parameters for the combined viscoelastic terms in the constitutive law (see [32, 14, 24, 31] for the fundamentals of continuum mechanics).
The material model given by the stress tensor form (1.3) was introduced in [21] and was referred to as Mooney-Rivlin type isotropic viscoelastic solid. Notice that the purely elastic part of the constitutive equation is the same as that for Mooney-Rivlin isotropic elastic solids, while the viscous part is linear in the strain-rate tensor D and depends on the Cauchy-Green stress tensor B in a form similar to the purely elastic part. This constitutive equation was successfully used to model the salt migration and the associated formation of salt diapirs (or salt domes) in a two-layer sedimentsalt body problem, in which a denser elastic sediment material lies on top of a lighter layer of viscoelastic salt rock. The influence of the temperature in the formation of these salt domes was then investigated in [29] . For other models and more information on this important geophysical problem, see the literature referenced in these two articles.
The associated evolutionary system of equations are written in the form on the domain Ω and time interval [0, T ], with T > 0, along with appropriate boundary conditions on ∂Ω and initial conditions at t = 0. In the system (1.4), g is the acceleration of gravity, e 3 = (0, 0, 1) is the vertical direction, the viscoelastic stress tensor T(B, D) is given according to T = σ + pI, where σ is as is (1.3), the thermal conductivity tensor is given by Q(B) = κ 1 I + κ 2 B + κ 3 B −1 , and the viscoelastic parameters s 1 , s −1 , µ 1 , µ 2 and µ 3 and the thermal conductivity coefficients κ 1 , κ 2 , and κ 3 may depend on invariants of the left Cauchy-Green tensor B and on the temperature field θ.
Notice that in the formulation (1.4) the left Cauchy-Green stress tensor B becomes an unknown. This is the trick to write an Eulerian formulation for the model, instead of the classical Lagrangian formulation.
The formulation (1.4) is inspired by a similar formulation given in [19, 20] for a particular type of Oldroyd-B viscoelastic model (see also [13, 18, 5, 22, 27] for Eulerian formulations of more general types of Oldroyd-B models). In the model considered in [19, 20] the stress tensor is of the form σ = −pI+2µD+sFF tr , so that the linear part is simply the classical Stokes problem, and the unknown is actually the deformation tensor F. Our formulation, besides including a more complicated constitutive law, uses instead B as an unknown, which seems to have some computational advantages. The Lagrangian position x(t, X) at time t of a particle which initially was at x(0, X) = X = (X 1 , X 2 , X 3 ) can be recovered from the vector field v, and then it can be showed that B is precisely FF tr , for F = F(t, x) given according to F(t, x(t, X)) = D X x(t, X) = (∂x i /∂ Xj (t, X)) ij (see [19, Lemma 1.1] for the corresponding result in the context of the model in [19] , in which the unkown is F itself).
The details for the initial-value problem (1.4) will be given in a forthcoming paper. The current work is an important step towards that, since proving existence, uniqueness, and regularity properties of the viscoelastic Stokes problem (1.1) is critical for proving local well-posedness of the evolutionary problem (1.4) . In particular, we will exploit the explicit estimates obtained here to derived suitable a priori estimates for the solutions of the evolutionary system.
The model of salt dynamics that we are interested in corresponds to particular combinations of the parameters µ 1 , µ 2 , and µ 3 , which may be different for different types of salts (see [21] and [29] ). Nevertheless, we analyse the mathematical properties of the viscoelastic Stokes problem (1.1) for more general choices of the parameters, for possibly other types of materials.
In the Eulerian formulation (1.4), since the left Cauchy-Green tensor B is taken to be an unknown variable of the system, it is also of fundamental importance for us to derive the explicit dependence of the Sobolev estimates for the solution v of problem (1.1) in terms not only on f but also on B. This is part of the difficulty of the problem.
Regarding the notation, the operator ∇ = (∂ xi ) i acts to yield the vector field ∇p = (∂ xi p) i , the tensor (∇v) ij = (∂ xj v i ) ij , the scalar field ∇·v = i ∂ xi v i , and the vector field ∇·A = ( j ∂ xj a ij ) i , when p is a scalar field, v = (v i ) i is a vector field, and A = (a ij ) ij is a tensor. The Laplace operator can be written as ∆ = ∇ · ∇. For vectors u, v and matrices A, B, we write u · v = i u i v i , u · A = ( j u j a ij ) i , and A : B = ij a ij b ij , as well as AB = (a ik b kj ) ij and u ⊗ v = (u i v j ) ij . Now, concerning the system (1.1), we address it in the following way. First, notice that, due to the divergence-free condition, we have In order to simplify the notation and also the analysis of the problem, we introduce the operator
and we write
This allows us to rewrite the viscoelastic Stokes problem (1.1) in the form
(1.6)
We then separate the analysis of problem (1.6) into two parts. First we consider the generalized Stokes problem
(1.7)
for a given tensor A, and investigate the existence, uniqueness and regularity of solutions of problem (1.7) in the case that A is an essentially bounded and uniformly positive definite symmetric tensor. The existence and uniqueness of solutions of the weak form of (1.7) together with the regularity
(Ω) follows from a classical application of Lax-Milgram Theorem, once the ellipticity is guaranteed (see Theorem 4.1). The regularity v ∈ H 2 (Ω), p ∈ H 1 (Ω) follows by applying a result of Machá [25, Theorem 4.2 with k = 0] for a slightly more general system, once all the conditions are verified, and along with that we obtain more explicit estimates in terms of all the data of the problem (see Theorem 4.2). For higher-order regularity, the case k ≥ 1 in [25, Theorem 4.2] is not optimal, and neither is any other result that we are aware of (the main reason is that the conditions on A are imposed independently of the space dimension and the Sobolev embeddings for particular dimensions are not explored; see Remark 4.8). We, therefore, work out the details of the proof for higher-order regularity and obtain the desired result under less stringent regularity assumptions on A, along with the associated explicit estimates (see Theorem 4.3) .
Once the generalized Stokes problem (1.7) has been understood, we study the transformation (1.5), i.e. B −→ A(B), and investigate the conditions on B and on µ 1 , µ 2 , µ 3 that yield the proper conditions on A(B) to ensure the regularity and the uniform ellipticity of (1.7) with A = A(B). More precisely, we give conditions on the parameters µ 1 , µ 2 , µ 3 and B that guarantee that A(B) is uniformly positive definite (Propositions 5.1 and 5.2) and sufficiently regular (Propositions 5.3, 5.4, 5.5, and 5.6). This yields a condition for (1.1) to be uniformly elliptic and for the existence, uniqueness and regularity results to hold for the viscoelastic Stokes problem as well (Theorems 5.1, 5.2, and 5.3).
Function spaces
In this work, we consider a bounded domain Ω ⊂ R 3 , i.e. an open and connected bounded set in R 3 . We denote by L p (Ω) the classical Lebesgue spaces with 1 ≤ p ≤ ∞, with norm · L p (Ω) , and by W k,p (Ω) the classical Sobolev spaces with k ∈ N and 1 ≤ p ≤ ∞, of functions with derivatives up to order k in L p (Ω), with norm · W k,p (Ω) . In the case p = 2, we denote
We consider the three-dimensional vector-valued versions
, and H k (Ω) 3 of those spaces, although for notational simplicity we keep the notation for the norms and the inner products the same. For instance, the L p norm, 1 ≤ p < ∞, of a vector field is such that
The vector valued version of the space of test functions and distributions and their duality product is also considered. Similarly, we consider the tensor-valued version of the spaces L p (Ω), W k,p (Ω), and H k (Ω), but keep the notation for the norms and inner products the same as those for scalars and vector fields.
We identify the dual of L 2 (Ω) with itself and denote the dual space of H 1 0 (Ω) by H −1 (Ω). For the sake of notational simplicity, we write the duality product as an integral even when the functional does not belong to L 2 (Ω), i.e.
For higher-order derivatives, we consider a multi-index γ = (γ 1 , γ 2 , γ 3 ) ∈ N 3 0 , where each γ i ∈ N 0 is a non-negative integer. The order of the multi-index is the number |γ| = γ 1 + γ 2 + γ 3 . The associated derivative D γ of a scalar function ϕ is
.
Similarly for the D γ derivative of vector fields and tensors. Notice that we can write γ = γ 1 e 1 + γ 2 e 2 + γ 3 e 3 , where e 1 = (1, 0, 0), e 2 = (0, 1, 0), and e 3 = (0, 0, 1) form the canonical basis of R 3 and can also be regarded as the multi-indices of the first-order derivatives. Combining all the derivatives of a certain order k yields the tensor
where the index γ runs through all the N 3 0 indices with order |γ| = k. For dimensional reasons, we define the equivalent norms
where λ is a parameter with the physical dimensional of (length) −2 (such as the constant in the Poincaré inequality mentioned in (2.4) below). Notice that ϕ W
. Similarly for the vector-valued and tensor-valued versions of these spaces. In the case p = 2, we write W k,2
where ·, · is the corresponding duality product. A useful inequality is the following interpolation inequality, balancing different orders of derivatives:
for any ϕ ∈ H k λ (Ω) and for any j ≤ m ≤ k, where c(Ω) is a non-dimensional constant that only depends on the shape of Ω, and θ ∈]0, 1[ is given by
The same inequality holds with ϕ replaced by a vector field or a tensor. Concerning the constant that appears in (2.2) and in many other inequalities involving functional norms given in this work, we call a "universal constant" any term that is independent of any data of the problem, and by a "shape constant" any term that may depend only on the shape of Ω, i.e. it is independent of translations, rotations and dilations of the spatial domain. The universal constants will be denoted by c, while shape constants will be denoted by c(Ω). From a physical point of view, they are non-dimensional constants. All the estimates in this work have been properly dimensionalized, in the sense that the constants are non-dimensional, so that all the dimensional quantities appear explicitly and with the proper dimensionalization (e.g. the exact power).
As usual, the pressure term in (1.6) or in (1.7) satisfies an equation of the form ∇p = g and is, therefore, obtained up to a constant. In this regard, it is useful to consider the quotient space L 2 (Ω)/R, which is the space L 2 (Ω) quotient equivalence up to translation by a constant. More precisely, two functions ϕ and ψ in L 2 (Ω) are equivalent up to translations by a constant if ϕ − ψ is constant in Ω. In particular, ϕ is in the same equivalent class as its zero mean representative ϕ − Ω ϕ. Such a quotient space is also a Banach space. Given a function ϕ in L 2 (Ω), this function belongs to an equivalence class in L 2 (Ω)/R which with a certain abuse of notation we still denote by ϕ, for simplicity, and is such that its norm in the equivalence class is given by
We denote by C 0 (Ω) the space of continuous functions defined onΩ and by C k (Ω), the subspace of C 0 (Ω) with derivatives up to order k defined and continuous on Ω and with well defined extensions up to the boundary. We define the space C k,α (Ω), k ∈ Z, k ≥ 0, 0 < α ≤ 1, as the subspace of C k (Ω) such that the derivatives of order k are Hölder-continuous function with Hölder exponente α, or a Lipschitz function, in the case α = 1.
We follow [4, page 77 ] (see also [3] for related and more general notions) and say that the domain Ω has a boundary of class C k , k ∈ Z, k ≥ 0, when its boundary ∂Ω can be covered by a finite number of open sets U m , m = 1, . . . , M , M ∈ N, such that each portion U m ∩ Ω of the domain is homeomorphic to a hemisphere, the portion U m ∩ ∂Ω is the image of the flat face of the hemisphere, and the homeomorphism and its inverse are of class C k , with all derivatives up to order k bounded by a constant independent of m. Similarly, we say that Ω has a boundary of class C k,α , k ∈ Z, k ≥ 0, 0 < α ≤ 1, when Ω has a boundary of class C k and the k-th derivatives of the associated homeomorphism and of its inverse are Hölder continuous with exponent α and with modulus of Hölder continuity bounded independently of m. In the case C 0,1 , we say that Ω has a Lipschitz boundary.
When Ω has a boundary of class C 1 , the space ′ is the space of distributions, and the duality product between them is denoted ·,
Since Ω is assumed to be bounded, we have the Poincaré inequality
The notation comes from the fact that λ 1 ends up being the first eigenvalue of the Laplace operator. The Poincaré inequality extends, with the same constant, to the vector-valued functions in H 1 0 (Ω) 3 . In view of the Poincaré inequality (2.4), the norm in 5) and similarly in the vector-valued case H 1 0 (Ω) 3 . For higher-order derivatives, we have, by induction and using integration by parts and Cauchy-Schwarz inequality, that
for any integers 0 ≤ j ≤ k. In particular, the H k λ1 norm in the subspace
1 If ϕ ∈ W 1,∞ (Ω), let ϕε be a mollification of ϕ, which converges to ϕ in any W 1,p loc (Ω), for 1 ≤ p < ∞. Thus, a subsequence of ϕε converges to ϕ and is such that ∇ϕε converges to ∇ϕ, almost everywhere in Ω. Since |δ h i ϕε| ≤ sup Ω |∇ϕε|, we find at the limit that
, for every subdomain Ω 0 compactly included in Ω and for every h = 0 sufficiently small such that |h| ≤ dist(Ω 0 , ∂Ω).
In our case of a three-dimensional space, we have the embeddings
In the particular case of vanishing boundary conditions, and using the Poincaré inequality (2.4), we write, with the proper dimensionalization,
and
8) for any integer j ≥ 0, where c j (Ω) is a shape constant, which may be different for different j. Interpolating between (2.6) and (2.8) we also find the inequality
In the case that ϕ does not vanish on the boundary, a version of (2.6) holds with the full norm, If we denote
Thus,
If v ∈ D(Ω) 3 , then by two integration by parts and using that v vanishes on the boundary we find that
Thus, by the density of D(Ω)
If, moreover, v ∈ V (Ω), then ∇ · v = 0 and we are left with
For the proof of higher-order regularity, we use the finite-difference operators 15) for i = 1, 2, 3 and h > 0. A useful estimate related to these operators is the following: 16) for h = 0 sufficiently small such that |h| < dist(Ω 0 , ∂Ω), for any subdomain Ω 0 compactly included in Ω (see [8, Lemma 15.1] ). By extending the function ϕ to zero outside Ω, the extended functioñ ϕ satisfies 17) for any h = 0. Of course, these estimates extend to vector fields and tensors.
In the case ϕ ∈ W 1,∞ (Ω) (so that ϕ is Lipschitz), then it is not difficult to see that δ h i ϕ is uniformly bounded in the interior, i.e. 18) for any h = 0 sufficiently small such that |h| < dist(Ω 0 , ∂Ω), for any subdomain Ω 0 compactly included in Ω. For the estimates near the boundary, we localize and rectify the domain, so that we may assume that a portion of the boundary is locally flat and given by {x 3 = 0}. More precisely, assume there is a "rectified domain"Ω and a ball B such that B ∩Ω = {x ∈ B; x 3 < 0} and extend ϕ to a functionφ that vanishes on B ∩ (R 3 \Ω). Then, we bound any "tangential" finite difference by the corresponding "tangential derivative", i.e. 19) for every i = 1, 2 and every h = 0 such that |h| < dist(B 0 , ∂B), where B 0 is a ball concentric to B and with strictly smaller radius.
Weak formulations
If v and p are smooth solutions of (1.7) and w is another smooth vector field vanishing at the boundary, and assuming that A and f are sufficiently smooth, then by multiplying scalar-wise the equation by w and integrating that by parts, using the boundary conditions, we arrive at
The above equation still makes sense for less regular vector fields and tensors, which leads us to the following weak formulation for the generalized Stokes problem (1.7).
Problem 3.1 (Weak formulation for the generalized Stokes problem with pressure). Given a tensor A ∈ L ∞ (Ω) 3×3 and a vector field f ∈ H −1 (Ω) 3 , find a vector field v ∈ V (Ω) and a scalar field
If we further restrict the test functions w to the space V (Ω) of divergence-free vector fields, then the pressure term disappears and we arrive at the following weak formulation. and a vector field
In the case A is replaced by A(B), we have the following weak formulation for the viscoelastic Stokes problem (1.6) with the pressure term (see Proposition 5.3 to justify the hypotheses on B). 
Similarly, we also have the following weak formulation in V (Ω).
Problem 3.4 (Weak formulation for the viscoelastic Stokes problem
Of course, if B = FF tr , where F is the deformation tensor, then det B = 1 thanks to the incompressibility condition. Nevertheless, the previous problems are stated for a general tensor B.
In order to characterize the problems above as elliptic problems and to obtain suitable existence, uniqueness and continuous dependence on the data, an important condition is that of uniform ellipticity. In that regard, we make the following definition, suitable in our context. Definition 3.1. We say that, for a given tensor A, the generalized Stokes problem (3.2) is uniformly elliptic in V (Ω), or, more generally, in
As we will see in the Section 4, the key condition to show the uniform ellipticity of the generalized Stokes problem is that the tensor A be essentially bounded and uniformly positive definite (see Proposition 4.1). With that purpose in mind, we make the following definition. such that, for almost every x ∈ Ω,
Notice that, if (3.7) holds, then, by taking ξ to be one of the vectors of the canonical basis, we find that α is bounded by every element of the diagonal of the tensor A. In particular,
Similarly, concerning the viscoelastic Stokes problem, we have the following definition of uniform ellipticity: Definition 3.3. We say that, for a given tensor B, the viscoelastic Stokes problem (3.4) is uniformly elliptic in V (Ω), or, more generally, in
The condition on B that ensures the uniform ellipticity of the viscoelastic Stokes problem is investigated in Section 5.1. For the moment, we only make the following definition, for the sake of notational simplification. Hence, it will follow from Propositions 4.1 and 5.3 that every
yields a uniformly elliptic viscoelastic Stokes problem, and the question then is to characterize the tensors B which are A-positive. As we just mentioned, this is done in Section 5.1.
Remark 3.1 (Entropy condition)
. The ellipticity conditions in Definitions 3.3 and 3.4 are closely related to the entropy principle of the second law of thermodynamics (see [23] ), which concerns the viscous part of the stress tensor and, in our model, reads
The only difference is that the condition of uniform ellipticity requires a strict inequality, uniformly on the material.
Once we find a weak solution, we may recover the pressure using the following classical result (see [30, Proposition 1.1.1]).
A necessary and sufficient condition for having g = ∇p, in the distribution sense, for some
The regularity of p can be inferred from the regularity of g = ∇p as follows (see [30, Proposition 1.1.2] and [26] ).
where c(Ω) is a shape constant.
Once ∇p is more regular, higher regularity for p itself follows directly. In fact, if ∇p belongs to L 2 (Ω) 3 , then clearly p ∈ H 1 (Ω), and so on for higher regularities of ∇p.
The generalized Stokes problem
In this section, we study problem (1.7) for a given tensor A in L ∞ (Ω) 3×3 , which is assumed to be symmetric and uniformly positive definite in the sense of Definition 3.2. As we will see later on (Section 4.1), this ensures that the generalized Stokes problem (3.2) is uniformly elliptic in the sense of Definition 3.1. We then use this to obtain the existence and uniqueness of the solutions of this problem (Section 4.2) and higher-order regularity (Sections 4.3 and 4.4).
4.1.
Uniform ellipticity of the generalized Stokes problem. We start with the following useful lemma.
3×3 be a symmetric tensor on Ω which is uniformly positive definite and let α > 0 be the corresponding constant such that
where S is the symmetrization operator
everywhere on Ω.
Proof. Since A and S(M) are symmetric, so is L(M). Thus, omitting x ∈ Ω for the sake of simplicity,
Write S(M) = (s ij ) ij and A = (a ij ) ij . Then,
Using again that A and S(M) are symmetric,
Switching i with j in the second term in the right hand side above and using the uniform strict positivity of A we find that
which completes the proof.
Remark 4.1. Lemma 4.1 says that L is uniformly strictly positive on the space of essentially bounded symmetric tensors, which we may denote by L ∞ sym (Ω) 3×3 . Indeed, from (4.3) and using that S(M) = M for a symmetric tensor, we have
However, L is not strictly positive on all L ∞ (Ω) 3×3 . Indeed, for any M anti-symmetric, we have S(M) = 0, so that L(M) = 0. In this work, we are actually interested in the case that M = ∇v, which can be written as
tr . If we extrapolate on this idea and look at tensors of the form M = ξ ⊗ η = (ξ i η j ) ij , for vectors ξ and η, then we notice that
This expression is directly related to the identity (2.12). In particular,
for any M = ξ ⊗ η, so that L is uniformly strictly positive on the space of tensors of this form.
The motivation for considering the operators L and S above follows from the fact that, by taking M = ∇v, we see that
so that the generalized Stokes problem (1.7) can be written as
( 4.6) and similarly for the elliptic problem (3.2). With that in mind, we obtain, using Lemma 4.1, the uniform ellipticity of the Problem (3.2).
3×3 is a symmetric tensor on Ω which is uniformly positive definite then the associated problem (3.2) is uniformly elliptic in H 1 0 (Ω) 3 . More precisely, if (3.7) holds for A with α > 0, then (3.5) holds with δ = α in either V (Ω) and H 1 0 (Ω) 3 and with
Proof. Taking (4.5) and (4.4) into consideration and applying Lemma 4.1 we find from (4.3) that
Integrating over Ω and using the lower bound in (2.13) we find that
This proves the lower bound in (3.5) with δ = α, in H 1 0 (Ω) 3 , and, in particular, in V (Ω).
For the upper bound in (3.5), we use Hölder's inequality and the assumption that A ∈ L ∞ (Ω)
3×3
to find that
Then, using the upper bound in (2.13) for D(v) yields the upper bound in (3.5), in
, while the upper bound in (2.14) for D(v) yields the upper bound
4.2.
Existence and uniqueness of solutions of the weak form of the generalized Stokes problem. Thanks to the ellipticity property proved in Proposition 4.1, an application of the LaxMilgram theorem solves the question of existence and uniqueness of the weak formulation of the generalized Stokes problem.
3×3 be a uniformly positive definite symmetric tensor on Ω and let f ∈ H −1 (Ω) 3 . Then, there exists a unique v ∈ V (Ω) that solves the weak formulation (3.2) of the generalized Stokes problem. Moreover, if α > 0 is such that (3.7) holds, then
Proof. Consider the bilinear form a :
and the linear form ℓ :
, it follows that a(·, ·) is a well-defined and continuous bilinear form on V (Ω). Moreover, thanks to Proposition 4.1, the estimate (3.5) holds in V (Ω) with δ = α, and a(·, ·) is a coercive bilinear form on V (Ω). On the other hand, since
is a continuous linear form on V (Ω). Thus, it follows from the Lax-Milgram Theorem (see e.g. [16] ) that there exists one, and only one, v ∈ V (Ω), such that a(v, w) = ℓ(w), for all w ∈ V (Ω), which proves the existence and uniqueness part of the statement. For the estimate, we use the ellipticity condition (3.5) to write, with
which yields (4.7). This completes the proof.
, where λ 1 is the constant in the Poincaré inequality (2.4).
Using Proposition 4.2, along with Propositions 3.1 and 3.2, we recover the pressure and obtain the following existence and uniqueness result.
Theorem 4.1 (Existence and uniqueness). Let
3×3 be a uniformly positive definite symmetric tensor on Ω, and f ∈ H −1 (Ω) 3 . Then, there exist a unique vector field v ∈ V (Ω) and a scalar field p ∈ L 2 (Ω) that solve the weak formulation (3.1) of the generalized Stokes problem. The field p is unique up to a constant, in
Proof. From Proposition 4.2 we have a unique solution v ∈ V (Ω) of the generalized Stokes problem (3.2), which can be written as
Then, from Propositions 3.1 and 3.2, there is a distribution p ∈ L 2 (Ω)/R, which is clearly unique up to a constant, such that
and similarly for AD(v). Then, using (2.14), we find
Using the previous estimate (4.8) for ∇v we obtain
Using (3.8) we finally arrive at (4.9), with another shape constant c(Ω).
4.3.
Regularity of the solutions of the generalized Stokes problem. As usual, if we have more regularity on the data, then we obtain more regularity on the solution.
The first regularity result that we consider follows from the paper of Machá 
Theorem 4.2 (Regularity).
Let Ω be a bounded domain in R 3 with a boundary of class C 2 and suppose A ∈ W 1,∞ (Ω) 3×3 is a uniformly positive definite symmetric tensor on Ω and f ∈ L 2 (Ω) 3 . Then, the solution (v, p) of the weak formulation (3.1) of the generalized Stokes problem is such that
where λ 1 is the Poincaré constant and c(Ω) is a shape constant. Moreover, (v, p) solves the generalized Stokes problem (1.7) almost everywhere in Ω, with the first two equations in (1.7) holding in L 2 (Ω) 3 and H 1 (Ω) 3 , respectively, and with the last equation holding for the trace of v on ∂Ω in the space H 3/2 (∂Ω).
Proof. We apply the result [25, Theorem 4.2 with k = 0] to obtain the desired regularity. In [25] , the system considered is of the form (4.6) (even more general, allowing the divergence to be any given function in H 1 (Ω)). It is assumed that L is weakly coercive in the sense defined in [25] , which is precisely the lower bound in (3.5), which, as proved in Proposition 4.1, holds under our hypothesis that A is a uniformly positive definite symmetric tensor. It is also assumed that the boundary of Ω is of class C 2 and that f ∈ L 2 (Ω) 3 . Finally, it is assumed that L ∈ W 1,∞ (Ω) 3×3 , which follows immediately from the assumption that A ∈ W 1,∞ (Ω) 3×3 and the fact, which is clear from (4.1), that L has the same regularity as A. Hence, we find that v ∈ H 2 (Ω) 3 and p ∈ H 1 (Ω). In particular, we deduce, from the weak formulation, that the strong form (1.7) holds almost everywhere, with the regularities as we described in the statement of this theorem.
Now that we know that the solution is more regular, we address the Sobolev estimates for the solution in terms of the data.
Since we now know that v is in H 2 (Ω) 3 , we have that ∇v is in H 1 (Ω) and hence it has sufficient regularity to be a test function in the weak formulation, but it lacks the condition of vanishing on the boundary. Nevertheless, since v vanishes on the boundary, the tangential derivatives of v along the boundary also vanish, i.e. ∇v(x) · ξ = 0, for every ξ tangent to Ω at x ∈ ∂Ω. This will be sufficient for our purposes.
The idea is to look at the equations for the partial derivatives of v. By taking the distributional derivative of (1.7) with respect to x i , i = 1, 2, 3, we find the equations 12) valid in the distribution sense on Ω. Since we already know that v ∈ V (Ω) ∩ H 2 (Ω) and p ∈ H 1 (Ω), then the first equation in (4.12) actually holds in H −1 (Ω) 3 , while the second one holds in L 2 (Ω). The system (4.12) can be written as
where
14) for any tensor M and any vector field w. Equation (4.13) has the same form of (1.7), if viewing the additional lower order term b i as an extra forcing term. Thus, if we had the same no-slip boundary conditions for the derivatives v i = ∂ xi v, Theorem 4.1 would apply to (4.13) with the right hand side as f i + b i , and estimates (4.8) and (4.9) would yield estimates for
and A L ∞ (Ω) . These estimates, together with an estimate for b i = B(∂ xi A, v) using the bound for ∂ xi A in L ∞ and the estimate (4.8) for ∇v, would yield estimates similar to (4.10) and (4.11), with the differences that c above is independent of Ω and only the higher order term ∇A of A would appear.
However, of course, v i = ∂ xi v does not vanish on the boundary, so the above argument does not apply. Nevertheless, the essence of the argument can be recovered by localizing the equations to the interior and to the boundary of the domain and using that the derivatives of v tangential to the boundary vanish. At the end, this will give us (4.10) and (4.11) with the lower order terms of A and the multiplicative shape constant c(Ω). The idea of the proof is that, for the component m = 0, η 0 is supported on the interior of the domain, so that η 0 v vanishes on a neighborhood of the boundary, and so does η
For the boundary components m = 1, . . . , M , we first rectify the domain to a hemisphere by a C 2 change of variables, transforming the system into a similar system with coefficients with the same regularity as A, and then use that, in the rectified system, all the derivatives in the directions tangential to the boundary are well defined and do vanish on the boundary, which allows us to use the ellipticity of the equation and the weak formulation of (4.12) tested with a localized version of each tangential derivative to get uniform bounds for the tangential derivatives. Then, we use the differential equation itself to express the derivative in the direction normal to the boundary in terms of the derivatives in the directions tangential to the boundary and other lower order derivatives (just like we write v zz = −f − v xx − v yy over the half-plane domain z < 0, in the case of the elliptic equation −∆v = f ), hence obtaining an estimate of the same order for the derivative normal to the boundary as well. Let us go into that with more details. And we work with (4.13) for notational simplicity.
For the interior regularity, we test the equation (4.13), valid in H −1 (Ω) 3 , with the function
, so that the first term in (4.15) can be written as
Since p i = ∂ xi p and v i is divergence-free, we rewrite the pressure term as
Using that f i = ∂ xi f , we rewrite the forcing term as
Hence, we find that Now we estimate each term in (4.16). Thanks to the uniform ellipticity of (3.5) with δ = α, proved in Proposition 4.1, the term in the left hand side of (4.16) is bounded below as follows
The first term in the right hand side of (4.16) is bounded using Hölder's inequality and the L ∞ bounds on A and on ∇η 0 :
The second term is estimated using again Hölder's inequality and the L ∞ bounds on A and on ∇η 0 , together with the fact that 0 ≤ η 0 ≤ 1:
The estimate on the third term also depends on the L ∞ bounds on A and on ∇η 0 , using again the fact that 0 ≤ η 0 ≤ 1:
The fourth term in the right hand side depends on the L ∞ bound on ∂ xi A:
The pressure term is estimated using Hölder's inequality and L ∞ bounds on ∇η 0 and on D 2 η 0 , along with the fact that 0 ≤ η 0 ≤ 1:
The estimate on the forcing term in the right hand side uses Hölder's inequality and the L ∞ bound on ∇η 0 , using again that 0 ≤ η 0 ≤ 1:
Now, using Young's inequality we put all the estimates together and arrive at
This can be simplified to the following form:
where c is a universal constant and c 1 (η 0 ) = cλ
Notice that c 1 (η 0 ) and c 2 (η 0 ) are non-dimensional and can, in fact, be chosen independently of translations, rotations and dilations of Ω, so they are shape constants.
Using (3.8), the inequality (4.19) yields We introduce the rectified variables 22) and use that ∇ṽ(y) = ∇v(ϕ(y))Dϕ(y), and
where S is the symmetrization operator defined in (4.2). Similarly forp,w, with
where Dϕ(y) −tr = (Dϕ(y) −1 ) tr . We also defineÃ(y) = A(ϕ(y)) andf (y) = f (ϕ(y)). Then, the weak formulation is rewritten as The ellipticity of the higher order term with respect to the vector field ∇ṽDϕ −1 in the problem (4.23) follows immediately from the estimate (4.3) in Lemma 4.1 and the fact that ϕ is a diffeomorphism. Moreover, since ϕ is of class C 2 , all the coefficients have the appropriate regularity to yield an estimate for the tangential derivatives ∂ y1ṽ and ∂ y2ṽ of the same form as the interior estimates (4.20) . Here, we exploit the fact that, sinceṽ vanishes on the boundary and the boundary is flat, all the derivatives on the directions tangential to the boundary are well defined and vanish on the boundary as well, so that they can be used as test functions. In particular, this implies that the tangential derivatives also vanish on the boundary, which is expected. The estimates rely on the inequalities (2.17) and (2.19) and are of the same form as (4.20).
Finally, using (4.23), we isolate the distributional derivatives ∂ y3ṽ , in the direction normal to the boundary, in terms of the derivatives ∂ y1ṽ and ∂ y2ṽ and also lower order terms, to obtain an estimate of the form (4.20) for the derivative in the normal direction too.
With all the local estimates ready, we use the partition of unity to write
so that, putting all the estimates together, we arrive at the following global estimate for D 2 v: Using the estimates (4.8) and (4.9) for the derivatives of the velocity field and the pressure, we obtain precisely (4.10), for another shape constant c(Ω).
An estimate for ∇p is obtained directly from the equation (1.7):
Using the estimates (4.8) and (4.10), we obtain
Then, using (3.8) and replacing c(Ω) by c(Ω) + 1, we find the estimate (4.11), which completes the proof. . Then, passing to the limit as h → 0, we obtain the regularity and the corresponding H 1 -bound for ∂ xi v, for every i = 1, 2, 3. This process is done in more details for the higher-order derivatives obtained in the following section, for which we did not find any regularity result with the desired smoothness conditions on the coefficients of the system. Remark 4.4. In the derivation of the localized and rectified weak formulation (4.23), since v is to be interpreted as a velocity field, say corresponding to the speed of a trajectory x(t) = ϕ(y(t)), it would be more natural do defined the velocityṽ(y) following the idea that
y(t))ṽ(t).
This would lead to the rectified velocity fieldṽ(y) = (Dϕ(y)) −1 v(ϕ(y)), and the localized and rectified weak formulation
This works perfectly fine, except that we would need one more degree of regularity from the boundary. For the velocity field v to be in H 2 , we would need ϕ of class C 3 . In order to avoid this unnecessary extra regularity, we perform the change of variables according (4.22), as done is most classical works (see e.g. [4, 12, 15, 25] ).
4.4.
Higher-order regularity of the solutions of the generalized Stokes problem. For higher-order regularity, the result of [25, Theorem 4.2 with k > 0] is not optimal, requiring too much regularity from A than we can afford for the well-posedness of the associated evolutionary problem (1.
4). (The result [25, Theorem 4.2 with k >
. Similarly in the works [12, 15] .) The fundamental work of Agmon, Douglis and Niremberg [4] also requires too much regularity from A (see the condition just before Theorem 10.5, in page 78, of [4] , in which it is required that A ∈ C l−si (Ω), with l equals to our k, and where s i can be chosen, in our case, to be s 1 = s 2 = s 3 = 0 and s 4 = −1, so that we need at least some coefficients of A to be C k+1 , and others to be C k , to obtain the desired higher-order regularity for v and p).
It is worth mentioning the work of Solonnikov [28] , which treats a general Stokes-type problem that includes ours, but only addresses Hölder-continuity, and the work of Ghidaglia [9] , which has a more direct approach to the classical Stokes problem, but does not apply to our system. For general and similar elliptic systems, but not of Stokes type, the works of Friedman [8] , Lions and Magenes [17] and Gilbarg and Trudinger [10] have results that also assume more regularity from the coefficients of the linear term.
Most of the works omit the proof of higher-order regularity, limiting themselves to say that the proof follows as in the H 2 regularity. The work [8] , however, does give some details of the proof, and the reason for the regularity conditions becomes clear. The main reason for the high-order regularity assumption on coefficients of the linear term is that the theorems do not take into full consideration the space dimension of the system and the associated Sobolev embeddings. In our case, we exploit the fact that the space dimension is three in order to obtain a more forgiven condition on A. See Remark 4.8 for more discussion on this issue. With that in mind, we present, in Theorem 4.3 below, a result assuming less regularity on the coefficients than the previously mentioned works, and which will be perfect for our needs.
Theorem 4.3 (Higher-order regularity).
Let Ω be a bounded domain in R 3 with a boundary of class C k+2 and suppose
3×3 is a uniformly positive definite symmetric tensor on Ω and f ∈ H k (Ω) 3 , where k ∈ N. Then, the solution (v, p) of the weak formulation (3.1) of the generalized Stokes problem is such that v ∈ V (Ω) ∩ H k+2 (Ω) and p ∈ H k+1 (Ω). Moreover, (v, p) solves the generalized Stokes problem (1.7) almost everywhere in Ω, with the first two equations in (1.7) holding in H k−1 (Ω) 3 and H k (Ω), respectively, and with the last equation holding for the trace of v on ∂Ω, in the space H k+1/2 (∂Ω). Finally, for k = 1, we have the estimates
while, for any integer k ≥ 2,
where 31) and the c k+2 (Ω), for k ≥ 1, are non-dimensional shape constants.
Proof. The proof is obtained in a way similar to the proof of the estimates obtained in Theorem 4.2 for the regularity of (v, p) in H 2 (Ω) × H 1 (Ω). The difference being that, since we do not have yet the desired regularity, we are not allowed to take the full higher-order derivative in the equation (1.7). Instead we use the classical technique of [4] of estimating the finite differences, which are then showed to converge to the desired higher-order derivative, obtaining the desired bounds along the way.
We argue by induction that, for a given k ∈ N 0 , the regularity has been obtained up to
, and we intend to prove that it holds in the Sobolev spaces of order k + 2 and k + 1, respectively. The case k = 0 has been proved in Theorem 4.2, so we continue here with the induction process for k ∈ N. We need to show that v ∈ H k+2 and p ∈ H k+1 . By taking the derivative of (1.7) up to order k, we find the equations
in Ω, (4.32) for any multi-index γ ∈ N 3 0 with |γ| = k, where
and, by recursion,
where γ ′ ∈ N 3 0 is another multi-index, one-degree lower than γ, given by γ = γ ′ + e j , with the convention that However, we do not have yet sufficient regularity to derive (4.34), so we must also prove this regularity. The idea is to work with (4.32) and use the finite-difference operators defined in (2.15) to obtain H 1 -estimates for η m δ h i v γ , uniformly with respect to h, and then, at the limit as h → 0, arrive at the regularity and an estimate for the partial derivative η m ∂ xi v γ of v γ and for η m ∂ xi p γ . This is done for all the derivatives in the interior and for all the combinations of tangential derivatives near the boundary. The derivatives near the boundary that contain normal directions are obtained directly from the equation, by induction on the degree of normal derivatives (see below). Then, by combining all the partitions, we obtain a global estimate for ∇v γ and ∇p γ , proving, along the way, that those derivatives have indeed the desired regularity.
More , which does vanish on the boundary, and in fact it vanishes outside U 0 , so that, after integrating by parts the leading order term and the pressure term, we find
By changing variables we rewrite the first term in the form
The product rule works for difference operators just like it does for derivatives:
Moreover, we can write
where S(·) is the symmetrization operator defined in (4.2). Thus, we rewrite the leading order term as
(4.39) Since v γ is divergence free, we rewrite the pressure term in (4.35) as
Thus, (4.35) becomes The idea is to consider b γ as an extra forcing term. Once b γ belongs to L 2 (Ω) 3 , it can be treated just like f γ . The fact that b γ ∈ L 2 (Ω) 3 will be discussed further on.
Then, estimating the terms in (4.40) like we did for (4.16), we arrive at an interior estimate analogous to (4.20) ,
, the right hand side above is bounded and independent of h. Thus, η 0 δ h i v γ has a subsequence that converges weakly in H 1 (Ω) 3 . Since, on the other hand, v γ belongs to H 1 (Ω) and, hence, δ
Since this applies to any i = 1, 2, 3 and η 0 is of class C 2 , we find that η 0 v γ ∈ H 2 (Ω) 3 and, passing to the limit as h → 0 in (4.41), we find that
42) The estimates on the boundary are a bit more involved than in the case of low-order regularity. The difficulty is that, here, v γ may not vanish on the boundary. Recall that in Theorem 4.2 we have, instead of v γ , the vector field v, which does vanish on the boundary. In that case, we could take any tangential derivative of v and still have it vanishing on the boundary. Here, this procedure needs to be slightly modified, as follows.
In general, the vector field v γ does not vanish on the boundary because γ may contain directions which are not tangential to ∂Ω. Fortunately, it suffices to start by allowing γ to contain only tangential derivatives. More precisely, if a multi-index γ only contains tangential directions (say γ ∈ {1, 2} k in the case the boundary has been rectified to x 3 = 0), thenṽ γ vanishes on the boundary. Hence, if i = 1 or 2, the finite difference δ h iṽ γ vanishes on the boundary, as well. Thus, by testing the localized and rectified equation against δ −h i (η m δ h iṽ γ ), we obtain an H 1 -estimate for η m δ h iṽ γ . This means that we obtain L 2 estimates for all the (k + 2)-order derivatives with at most one derivative in the normal direction (the one coming from the H 1 norm). This leaves out all the (k + 2)-order derivatives which have two or more derivatives in the normal direction.
Luckily, they can all be estimated directly from the localized and rectified version of the equation (4.32) . This is done step by step. Withṽ γ having only tangential derivatives, we now obtain, directly and explicitly from the localized and rectified version of (4.32), an estimate for the secondorder derivative ofṽ γ in the normal direction in terms of all the previously estimated second-order derivatives of v γ with at most one normal direction. This gives an estimate for all the (k + 2)-order derivatives with at most two derivatives in the normal direction. Then we allowṽ γ to have at most one derivative in the normal direction and look again at (4.32) to obtain estimates for all the (k + 2)-order derivatives with at most three derivatives in the normal direction. We continue this way, until we find estimates for any (k + 2)-order derivative. Coming back to the original variables, we obtain an estimate similar to (4.41) and (4.24), namely
where c(Ω) is a shape constant. Notice that, in the process described above, we need to consider all the multi-indicesγ of order k, i.e. all the lower-order derivatives, to obtain the desired bound. This is reflected in (4.43) in the summation over all the multi-indices with |γ| = k.
Combining all the localized estimates in the partition of unity we obtain a global bound for
where c(Ω) is another shape constant. Now it is time to estimate D k p and b γ , with |γ| = k, for k ≥ 1. In the case k = 1, we have γ = e 1 , e 2 , or e 3 , and, moreover, b γ ′ = 0 and v γ ′ = v. Thus, we have
We estimate each b ej using the inequality (2.8) and the assumption that
for j = 1, 2, 3, and another shape constant c(Ω). For k ≥ 2, we estimate b γ recursively,
where γ ′′ is a multi-index one-degree lower than γ ′ , and so on. This can be written in the form
Using the Agmon-type inequality (2.7) and the inequality (2.8), we see that
This is valid for any multi-index γ of order k ≥ 2. In fact, formula (4.46) is valid even for k = 1, since in this case the summation is empty and the estimate reduces to (4.45). Using estimate (4.46), inequality (4.44) yields
The pressure term in (4.47) can be obtained by taking the derivative of (1.7) up to order k − 1 (one degree lower than (4.32), i.e. with γ replaced by γ ′ , with |γ ′ | = k − 1). In doing so, we find equations for D k p valid in L 2 (Ω) 3 , which yield an estimate analogous to (4.25), namely
Using the Poincaré inequality (2.4) and the estimate (4.46) with γ ′ instead of γ yields
Inserting (4.49) into (4.47) and using the corresponding estimate (4.46) with γ ′ instead of γ and using the Poincaré inequality (2.4) yields
Due to the Sobolev embeddings in our three-dimensional space, we treat the cases k = 1 and k ≥ 2 differently. For k = 1, we find, from (4.50), that
Estimate (4.51) together with the estimate (4.10) for
, (4.52) which proves (4.29) in the case k = 1. Using (4.49) with k = 2 together with (4.51) we find that
which proves the estimate (4.30) for the pressure in the case k = 1. In the case k ≥ 2, since H 3 (Ω) is included in both W 2,3 (Ω) and W 1,∞ (Ω), the last term in (4.50) is bounded by the term with j = k − 1 in the summation. Thus, we rewrite (4.50) simply as
for a different constant c(Ω). Estimate (4.54) is of the form
for k ≥ 2, where
, for j ≥ 2. We include the case k = 1 in (4.55) by setting d 1 = v 3 . Then, we show by induction that for all k ≥ 1 and j = 1, . . . , k − 1. Moreover, in the formula (4.58), the exponents α 1 , . . . , α k−j−1 are related to ℓ andα 1 , . . . ,α ℓ−j by the (one-to-one) correspondences
(4.60)
More precisely, for k ≥ 1 and j = 1, . . . , k − 1, the exponentsα 1 , . . . ,α ℓ−j ∈ N 0 satisfy the criteriã α 1 + . . .+ (ℓ − j)α ℓ−j = ℓ − j, for ℓ ∈ {j + 1, . . . , k 1 }, if, and only if, the exponents α 1 , . . . α k−j−1 ∈ N 0 satisfy the criteria α 1 + . . .
Indeed, this is trivially true for k = 1. For k ≥ 2, assuming it is true up to k − 1, we find
Putting d j in evidence we rewrite the estimate as
We argue that
with the numerical constants satisfying (4.57) and (4.58) and the exponents satisfying (4.59) and (4.60).
Indeed, the first term a k+2−j is in the summation term in the right hand side with α k+j = 1 and the remaining exponents α ℓ = 0, 1 ≤ ℓ < k − j, with the associated numerical constant being c k 0,...,0,1 = 1. This is the only possible combination that contains the "highest-order" term a k+2−j .
For ℓ = j + 1, . . . , k − 1 and any combinationα 1 , . . . ,α ℓ−j ∈ N 0 withα 1 + . . .
Notice that k − ℓ may, or may not, be less than ℓ − j. Thus, we takẽ 
with α k−j = 0. Hence, this combination of exponents is in the right hand side as well, and, from (4.62), we see that the associated constant c k α1,...,α k−j is given according to (4.58). On the other hand, if the exponents α 1 , . . . , α k−j ∈ N 0 satisfy α 1 + . . . + (k − j)α k−j = k − j, then either α k−j = 1 or 0. If α k−j = 1, the remaining exponents are zero, so that this term is in the left hand side of (4.62) and the associated numerical constant is c 0,...,1 = 1.
In the case α k−j = 0, then α k−ℓ = 0, for one or more j + 1 ≤ ℓ ≤ k − 1. For any such ℓ, we see that
there is no need to define the correspondingα m ; see (4.60)). In doing so, the exponentsα 1 , . . . ,α ℓ−j satisfy the condition to be in the summation term in the left hand side of (4.62).
This completes the proof of (4.62), with the numerical constant satisfying (4.57) and (4.58) and the exponents satisfying (4.59) and (4.60). Combining (4.61) and (4.62) we deduce (4.56).
The estimate (4.56) is the sharpest we can get from (4.55). But in order to have a more readable and manageable inequality, we proceed to estimate the summation terms in (4.56). We divide the combinatorial condition
, for all i = 1, . . . , k − j. Using Young's inequality, we find that
Now, applying estimate (4.64) to (4.56) gives us
(4.66)
Going back to the definitions of v j , d j and a j , not forgetting that d 1 = v 3 , we find that
for suitable non-dimensional shape constants c k (Ω), for any k ≥ 2. Using the estimate (4.52) for v 3 we arrive at
. We end this section with some remarks. 
for all integers k ≥ −1, where the coefficients a k,j are non-dimensional quantities. In the case k ≥ 2, these quantities are given by
while for k = −1, 0, 1, we have 1 , so it is interesting to rewrite (4.69) as 2), we see that (up to a multiplicative shape constant that will be accounted for at the end of the argument but which is omitted here for notational simplicity)
where θ i is given by
We use Young's inequality to write
for any 1 ≤ p, q ≤ ∞, with p −1 + q −1 = 1. Choosing q such that
we find that 1
Thus, one easily checks, using the value of θ i given in (4.73) , that
Combining (4.74), (4.75) and (4.76) together, we see that
Thus, the right hand side of (4.64) is estimated as
where now we include the suitable constant c(Ω) coming from the interpolations. Applying estimate (4.77) to (4.56) gives us 
Notice that if λ is an eigenvalue of B(x), then g x (λ) is an eigenvalue of A(B(x)), with the same eigenspace. Hence, the positivity of A(B(x)) is directly related to the positivity of g x (λ), for every eigenvalue of B(x). For the sake of notational simplicity, given a symmetric matrix B in three dimensions, we denote by λ 1 (B) ≤ λ 2 (B) ≤ λ 3 (B) the three eigenvalues of B, in increasing order. Then, it is straightforward to deduce that the uniform positive definiteness of the tensor A(B), in the sense of Definition 3.2, follows if, and only if, g x (λ i (B(x))) is strictly positive uniformly on Ω, for every i = 1, 2, 3. We summarize the above facts in the following result. 
In this case, (3.7) holds with A = A(B) and α as given in (5.2).
Typically, the parameters µ 1 , µ 2 , and µ 3 may depend on some invariants of the left Cauchy-Green stress tensor B and/or on the temperature and other quantities, when such couplings are relevant. In some models, however, they are taken as constants. In the cases they are constant, we investigate in more details when the condition (5.2) is satisfied.
When these parameters do not change with x, the function in (5.1) is the same for every x, i.e. g = g x . Since B is a positive definite symmetric tensor, all its eigenvalues are positive, so, given a set of real-valued parameters µ 1 , µ 2 , µ 3 , we look for set of positive values of λ for which g is positive, i.e.
Since g is a continuous functions, the following result is easy to obtain and its proof is omitted.
Proposition 5.2. Let µ 1 , µ 2 , µ 3 ∈ R be constants and let B be a positive definite symmetric tensor on a domain Ω ⊂ R 3 . Suppose there exists a set Λ 0 which is compactly included in the set Λ µ1,µ2,µ3 defined in (5.3) and such that λ i (B(x)) ∈ Λ 0 almost everywhere on Ω, for every i = 1, 2, 3. Then, condition (5.2) of Proposition 5.1 is fulfilled, and B is A-positive in the sense of Definition 3.4.
The set Λ µ1,µ2,µ3 can be explicitly and easily characterized in terms of the parameters. For that purpose, it is useful to introduce the polynomial p(λ) = λg(λ) = µ 2 λ 2 + µ 1 λ + µ 3 , which has the same sign as g for λ positive. The roots of p are real when µ 2 1 ≥ 4µ 2 µ 3 and are given by
One fundamental condition on the parameters comes when considering the state of the material with no displacement, in which case F is the identity tensor, and so is B. Hence, all the eigenvalues of B(x) are equal to one, with g(1) = µ 1 + µ 2 + µ 3 . Thus, we recover the classic thermodynamic condition
for the characteristic polynomial of a tridimensional matrix B(x), at each point x. In this representation, I B = Tr B,
where Tr(·) denotes the trace of a matrix or tensor, and det(·), its determinant. We use the CayleyHamilton Theorem, which asserts that
Hence,
Using this representation, we first obtain an L ∞ regularity result for A(B).
Proof. Clearly, B 2 , Tr B, and Tr B 2 are essentially bounded, with
Then, using (5.8) in (1.5), we obtain
For the sake of simplicity and with the applications in mind, we restrict the next estimates to the relevant case det B = 1. We then look for W 1,∞ (Ω) regularity.
Proof. That B −1 and A(B) belong to L ∞ (Ω) 3×3 follows from Proposition 5.3. We only need to consider the derivatives of such tensors.
Since the trace is a linear operator and taking into account that det B = 1, the derivatives ∂ xi B −1 are easily found from (5.7) to be
for every i = 1, 2, 3. Thus,
From (1.5) we find that
which, together with (5.8) and (5.11), yields
12) This proves the desired regularity for A(B).
Now we look for a W 2,3 (Ω) estimate.
Proof. From (5.7), and using that det B = 1 almost everywhere, we see that
, for some universal constant c. Using (5.10), we find that
for a different universal constant c. Taking the ∂ xj derivative of (5.10) we find that for every i = 1, 2, 3. Then, using Hölder's inequality, we find that 
for a suitable universal constant c.
Finally we look for H m (Ω) estimates, for any integer m ≥ 2.
Proposition 5.6. If B ∈ H m (Ω) and det B = 1 almost everywhere on Ω, where m ∈ N, m ≥ 2, 
where [m/2] is the largest integer smaller than or equal to m/2. When m ≥ 3 and the space is threedimensional, the embedding H m (Ω) ⊂ W i,∞ holds for any integer i ≤ m/2. Thus, B −1 ∈ H m (Ω) 3×3 . For the regularity of A(B), we see that
for a universal constant c, and were the sole purposes of Propositions 5.5 and 5.6, respectively, then, of course, one could ask for different regularity assumptions on B and on the parameters µ 1 , µ 2 , and µ 3 . But since these estimates will be used in conjunction with Theorem 4.3, which requires that A = A(B) belong to W 1,∞ (Ω) 3×3 , then we are constrained by starting with the assumptions required in Proposition 5.4.
Remark 5.4. More general conditions for the regularity of A(B) can be obtained by imposing conditions not only on B but also on B −1 itself. However, for practical purposes, since in the evolutionary system (1.4) the tensor B is one of the unknowns, it is useful to derive conditions on B alone.
5.3.
Existence and regularity results for the viscoelastic Stokes problem. The existence, uniqueness, and regularity properties for the viscoelastic Stokes problem (1.6) are direct consequences of the corresponding results for the generalized Stokes problem (1.7), provided the tensor B is Apositive, which guarantees that the corresponding tensor A = A(B) is uniformly positive definite, and provided the tensor A(B) is sufficiently regular. The main condition for B to be A-positive is given in Proposition 5.1, in Section 5.1, while the regularity of A(B) is investigated in Propositions 5.3, 5.4, 5.5, and 5.6, in Section 5.2. The aim of the current section is to put these things together.
With that in mind, we state, without proof, the following results, corresponding to Theorems 4.1, 4.2, and 4.3, respectively. 3×3 be a uniformly positive definite symmetric tensor on Ω with (det B) −1 ∈ L ∞ (Ω), µ 1 , µ 2 , and µ 3 ∈ L ∞ (Ω) be scalar fields, and f ∈ H −1 (Ω) 3 . Assume that (5.2) holds. Then, there exist a unique vector field v ∈ V (Ω) and a scalar field p ∈ L 2 (Ω) that solve the weak formulation (3.3) of the viscoelastic Stokes problem. Moreover, the field p is unique up to a constant, and the estimates hold, where c(Ω) is a shape constant.
Theorem 5.2 (Regularity).
Under the hypotheses of Theorem 5.1, suppose moreover that Ω has a boundary of class C 2 , B ∈ W 1,∞ (Ω) 3×3 with det B = 1, µ 1 , µ 2 , and µ 3 ∈ W 1,∞ (Ω), and f ∈ L 2 (Ω) 3 . Then, the solution (v, p) of the weak formulation (3.3) of the viscoelastic Stokes problem is such that v ∈ V (Ω) ∩ H 2 (Ω) and p ∈ H 1 (Ω), with
and 3 . Then, the solution (v, p) of the weak formulation (3.3) of the viscoelastic Stokes problem is such that v ∈ V (Ω) ∩ H k+2 (Ω) and p ∈ H k+1 (Ω). Furthermore, (v, p) solves the viscoelastic Stokes problem (1.1) almost everywhere on Ω, with the first two equations in (1.1) holding in H k−1 (Ω) 3 and H k (Ω), respectively, and with the last equation holding for the trace of v on ∂Ω, in the space H k+1/2 (∂Ω). Finally, depending on the value of k, the estimates (4.28), (4.28), (4.29) , and (4.30) hold with A replaced by A(B). Remark 5.6. In a more general form, one obtains results analogous to Theorems 5.1, 5.2, and 5.3 without assuming explicit regularity conditions on B and instead assuming directly that the tensor B is such that A(B) satisfies the assumptions for A in Theorems 4.1, 4.2, and 4.3, respectively. This is particularly useful when the material can be modelled with µ 3 = 0 or in special situations or with special symmetries in which the regularity of A(B) might be improved, or even if A(B) depends on B on a different way. 
Conclusions
We considered in detail a particular class of viscoelastic materials, modelled by system (1.1). Our main interest was in modelling the deformation of different types of salts, needed for simulations of the exploitation of pre-salt oil fields.
We obtained existence, uniqueness and regularity results for system (1.1), based on natural conditions on the parameters B and µ 1 , µ 2 , µ 3 , and on the boundary Ω. In particular, we identified the condition (5.2) as the main condition for the uniform ellipticity of the problem, as well as the regularity conditions given in Section 5.
For the existence, uniqueness and low-order regularity (up to H 2 ), we rewrote the system into a form suitable for the application of previously known results and verified all the necessary conditions. For higher-order regularity (in H k , k ≥ 3), we exploited the Sobolev estimates valid in three dimensions and improved the regularity needed on the coefficients of the differential operator as compared with previously available results for similar elliptic systems.
We also obtained sharper and more explicit estimates for the regularity of the solution in terms of the parameters of the problem. These estimates are important for the well-posedness of the corresponding evolutionary problem to be presented in a forthcoming paper.
In regards to the ellipticity condition (5.2), which is of practical importance for checking the validity of a numerical simulation, we identified, in the case of constant coefficients µ 1 , µ 2 , µ 3 , different intervals of the positive real line in which the eigenvalues of the left Cauchy-Green deformation tensor are allowed to belong to (see Lemma 5.1) . If the deformation is such that at least one of the eigenvalues escapes those intervals, the system is no longer elliptic. This explains the breakdown of our own simulations seen in some situations.
