Graph datasets with billions of edges, such as social and Web graphs, are prevalent. To be feasible, computation on such large graphs should scale linearly with graph size. All-distances sketches (ADSs) are emerging as a powerful tool for scalable computation of some basic properties of individual nodes or the whole graph.
INTRODUCTION
Massive graph datasets are prevalent and include social and Web graphs. Due to sheer size, computation over these graphs should scale nearly linearly with the number of edges. One task that received considerable attention is computing the distance distribution. The distance distribution of a node i contains, for each distance d, the number of nodes that are of distance d from i, that is, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. PODS'14, June [22] [23] [24] [25] [26] [27] 2014 the cardinality of the d-neighborhood of i. The distance distribution of a graph is the number of pairs of nodes for each distance d. The distance distribution captures important properties of nodes and of the whole network, reflecting on performance and information propagation, and incorporates parameters such as node centrality, spid, and effective diameter [25, 41, 21, 8, 9, 4] .
The distance distributions for all nodes can be computed through an all-pairs shortest paths, which is computationally expensive, even with state-of-the-art methods [37, 2] , and not feasible for very large networks. Efficient algorithms which approximate the distance distributions were proposed in the last two decades [14, 41, 18, 21, 8] . Implementations [4] based on ANF [41] and hyperANF [8] , and more recently, [15] , based on [14, 18] , target social graphs with billions of edges.
At the core of all these algorithms [14, 41, 18, 21, 8 ] is a computation of a sketch for each node, which we call the All Distances Sketch (ADS). The ADS of a node v contains a random sample of nodes, where the inclusion probability of a node u decreases with its distance from v (more precisely, inversely proportional to the number of nodes closer to v than u). For each included node, the ADS also contains its distance from v. The ADSs of different nodes are coordinated, which means that the inclusions of each particular node in the ADSs of other nodes are positively correlated. Coordination is an artifact of the way the ADSs are computed (we could not compute independent sketches as efficiently) but also enables further applications such as estimating similarity between neighborhoods of two nodes [14] , their distance, and their closeness similarities [15] .
An ADS is an extension of the simpler and better-known MinHash sketch [29, 14] (term min-wise/min-hash was coined later by Broder [13] ): The ADS of a node v is essentially the union of coordinated Min-Hash sketches of all the sets of the i closest nodes to v (for all possible values of i.) Min-Hash sketches are extensively used for approximate distinct counting [29, 14, 24, 5] and similarity estimation [14, 13, 12] and come in three flavors, which correspond to sampling schemes: A k-min sketch [29, 14] is a k sample obtained with replacement, a bottom-k sketch [14] is a k sample without replacement, and a k-partition sketch [29] samples one from each of the k buckets in a random partition. All three flavors were studied because they provide different tradeoffs between update costs, information, and maintenance costs. In all three, the integer parameter k ≥ 1 controls a tradeoff between the information content (and accuracy of attainable estimates) of the sketch and resource usage (for storing, updating, or querying the sketch). Coordination of the sketches corresponds to coordination of the underlying samples, a concept that can be traced back four decades [11] . Accordingly, ADSs come in the same three flavors: k-mins [14, 41] , bottom-k [14, 18] , and k-partition [8] , and have expected size ≤ k ln n. Our detailed presentation of all flavors, provided in Section 2, facilitates a unified study of estimators.
Algorithms which compute the set of ADSs are based on classic shortest-paths algorithms: BFS, which performs pruned Breadth First Searches (or Dijkstra when edges are weighted) [14] , and DP [41, 8] , which uses dynamic programming and applies when edges are unweighted (ADS computation is implicit in [41, 21, 8] , as entries are computed but not retained.) Both BFS and DP use O(km log n) edge relaxations (where m is the number of edges and n the number of nodes). They have similar main-memory single-processor performance, but different implementation advantages.
Our main technical contributions are in the estimation component, where we use the ADSs to estimate the distance distribution, closeness centralities, and more general queries that are useful for analysis of social and other massive graphs. Our estimators, while clean and elegant, are geared for practice: getting the most from the information present in the sketch (in an exact, rather than an asymptotic sense), in terms of minimizing variance. Specifically, we use the Coefficient of Variation (CV), which is the ratio of the standard deviation to the mean, Prior to our work, ADS-based neighborhood cardinality estimators [14, 18, 41, 28, 8] were applied by obtaining from the ADS a corresponding Min-Hash sketch of the neighborhood and applying a cardinality estimator [14, 29, 24, 28] to that Min-Hash sketch. We refer to these estimators as basic.
Cardinality estimators through the lens of estimation theory:
In Section 3 we review Min-Hash cardinality estimators. Our exposition provides new insights from estimation theory on the optimality of these seemingly ad-hoc estimators. Our analysis also facilitates the comparison of basic estimators with the new estimators we propose here. The first-order term (and an upper bound) on the CV of the basic estimators is 1/ √ k − 2. We show, using the Lehmann-Scheffé theorem, that these estimators are the (unique) optimal unbiased estimators, in terms of minimizing variance.
Historic Inverse Probability (HIP) estimators: In Section 4 we present the novel HIP estimators, which improve over the basic estimators. The improvement is possible by utilizing all information present in the ADS (or accumulated during its computation), rather than only looking at the Min-Hash sketch of the estimated neighborhood. We show that for neighborhood cardinalities, the HIP estimators obtain a factor-2 reduction in variance over basic estimators, with CV upper bounded by the first-order term 1/ 2(k − 1)). We further show that our HIP estimators are essentially optimal for ADS-based neighborhood cardinality estimates, and nearly match an asymptotic (for large enough cardinality) lower bound of 1/ √ 2k on the CV. Moreover, the HIP estimates can be integrated in existing implementations (ANF [41] and hyperANF [8] ) and replace the basic estimators essentially without changing the computation. We perform simulations that demonstrate a factor √ 2 gain in both mean square error and mean relative error of HIP over basic estimators.
Moreover, our HIP estimates have a linear form which makes them useful for an expressive general class of queries. Each node j has a nonnegative estimate aij ≥ 0, which we refer to as adjusted weight on its presence with respect to i. The adjusted weight is unbiased (has expectation 1 for any j reachable from i). It is strictly positive aij > 0 if and only if j ∈ ADS(i), in which case it can be computed from ADS(i).
The cardinality of the d-neighborhood of i can be estimated by the sum of the adjusted weights of nodes in ADS(i) that are of distance at most d from i. More generally, we can obtain unbiased and nonnegative estimates for arbitrary queries of form
where g(j, dij) ≥ 0 is a function over both node IDs and distances. The respective estimateQg(i) = j∈ADS(i) aijg(j, dij) is a sum over (the logarithmically many) nodes in ADS(i). Choosing g(dij) = dij, Qg(i) is the sum of distances from i, which is (the inverse of) the classic Bavelas closeness centrality measure [6] . Decay of relevance with distances [20, 44] and meta-data based node filters are captured by queries of the form:
where α ≥ 0 is monotone non-increasing and β ≥ 0 is a nonnegative function over node IDs. The function β facilitates measuring centrality with respect to a filter applied to the meta-data of each node. For example, β can be a predicate that depends on gender, locality, or age in a social network or the topic in a Web graph. When using β ≡ 1, neighborhood cardinality is expressed using
gives the number of reachable nodes from i, α(x) = 2 −x gives exponential attenuation with distance [22] , and α(x) = 1/x gives the (inverse) harmonic mean of distances from i [40, 10] ).
In [20, 17] we estimated (2) from the ADS of i for any (nonincreasing) α. The handling of a general β, however, required an ADS computation specific to β. We obtained unbiased nonnegative estimators through a reduction to basic neighborhood cardinality estimators, with the same CV of 1/ √ k − 2. On the same problem, our ADS HIP estimators:
have CV upper bounded by 1/ 2(k − 1). Moreover, we are also able to obtain unbiased estimates for general queries when the filter β in (2) (or the function g in (1)) are specified after the sketches are computed. This flexibility of using the same set of sketches for many queries is important in many conceivable applications of social networks or Web graphs analysis. For such queries, our HIP estimators obtain up to an (n/k)-fold improvement in variance over state of the art, which we believe is a subset-weight estimator applied to the Min-Hash sketch of all reachable nodes (by taking the average of g(dij, j) over the k samples, multiplied by a cardinality estimate of the number of reachable nodes n).
HIP estimators for approximate distinct counting: Almost all streaming distinct counters [29, 14, 24, 5, 32, 30 ] maintain a MinHash sketch of the distinct elements. To answer a query (number of distinct elements seen so far), a "basic" estimator is applied to the sketch. In Section 5 we instead apply our HIP estimators. To do that, we consider the sequence of elements which invoked an update of the Min-Hash sketch over time (this corresponds to entries in the ADS computed with respect to distance rather than time). Even though the entry is not retained, (the streaming algorithm only retains the Min-Hash sketch), we can compute the adjusted weight of the new distinct element that invoked the update. These adjusted weights are added up to obtain a running estimate. To apply HIP, we therefore need to maintain the Min-Hash sketch and an additional approximate (non-distinct) counter, which maintains an approximate count of distinct elements. The approximate counter is updated (by a positive amount which corresponds to the adjusted weight of the element) each time the sketch is updated.
We experimentally compare our HIP estimator to the HyperLogLog approximate distinct counter [28] , which is considered to be the state of the art practical solution. To facilitate comparison, we apply HIP to the same Min-Hash sketch with the same parametrization that the HyperLogLog estimator was designed for. Nonetheless, we demonstrate significantly more accurate estimates using HIP. Moreover, our HIP estimators are unbiased, principled, and do not require ad-hoc corrections. They are flexible in that they apply to all Min-Hash sketch flavors and can be further parametrized according to application needs or to obtain even better accuracy for the same memory.
Permutation estimators: The basic and HIP estimators have CV that is essentially independent of cardinality (the neighborhood size). When we have an upper bound on the domain size (total number of nodes), we can improve our cardinality estimates for sets that comprise a good fraction of the domain. The permutation estimator (presented in Section 4.4) is a variation on our HIP estimators. We experimentally show that permutation improves over plain HIP when the cardinality is a good fraction (at least 20%) of the total number of nodes.
Estimation quality for distance ranges: The cummulative distance distribution, that is, the number of pairs within distance at most d, can be estimated with small relative error. For the number of pairs of distance equal to d, we do not have the same guarantees. The estimators are nonnegative and unbiased, and in practice have small relative error [21, 8] , but since the problem generalizes estimating the graph diameter [1, 42] we can not expect theoretical guarantees using our near-linear time sketch computation.
In Section 6 we explore the estimation quality for exact distances. For directed and undirected graphs, we explain the good performance in practice by the expansion of "real" graphs. For undirected graphs, we provide a guarantee that holds regardless of expansion: We show that for any two nodes (i, j), our estimate on the number of pairs with an endpoint in {i, j} with distance in [dij/2, 3dij/2] has CV that is O(1/ √ k). This result extends the best-known near-linear time diameter approximation factor of 2.
ALL-DISTANCES SKETCHES
We start with a brief review of Min-Hash sketches. The MinHash sketch summarizes a subset N of items (from some domain U ) and comes in three flavors, k-mins, k-partition, and bottom-k, where the parameter k determines the sketch size.
The sketch is randomized and defined with respect to (one or more, depending on flavor) random permutations of the domain U . It is convenient to specify a permutation by assigning random rank values, r(j) ∼ U [0, 1], to items. The permutation is the list of items sorted by increasing rank order. To specify multiple permutations, we use multiple rank assignments. A k-mins sketch [29, 14] includes the item of smallest rank in each of k independent permutations and corresponds to sampling k times with replacement. A k-partition sketch [29, 28, 36] first maps items uniformly at random to k buckets and then includes the item with smallest rank in each bucket. A bottom-k sketch [14, 12] (also known as KMV sketch [5] , coordinated order samples [11, 43, 39] , or CRC [35] ) includes the k items with smallest rank in a single permutation and corresponds to sampling k times without replacement. For k = 1, all three flavors are the same.
Min-Hash sketches of different subsets N are coordinated if they are generated using the same random permutations (or mappings) of the domain U . The notion of coordination can be traced to [11] and in the CS literature to [14, 12] .
Before continuing to graphs, we introduce some terminology. For a set N and a numeric function r : N , the function k th r (N ) returns the k th smallest value in the range of r on N . If |N | < k then we define k th r (N ) to be the supremum of the range of r (we mostly use r ∈ [0, 1] and the supremum is 1.) We consider directed or undirected, weighted or unweighted graphs. For nodes i, j, let dij be the distance from i to j. For an interval J and node i, NJ (i) = {j|dij ∈ J} is the set of nodes with distance in J from i, and nJ (i) = |NJ (i)| is the cardinality of NJ (i). For a distance d, we use the shorthand
We use the notation Φ<j(i) for the set of nodes that are closer to node i than node j and πij = 1 + |Φ<j(i)| for the Dijkstra rank of j with respect to i (j's position in the nearest neighbors list of i). The ADS of a node i, ADS(i), is a set of node ID and distance pairs. The included nodes are a sample of the nodes reachable from i and with each included node j ∈ ADS(i) we store the distance dij. ADS(i) is the union of coordinated Min-Hash sketches of the neighborhoods N d (i) (for all possible values of d). The ADSs are defined with respect to random mappings/permutations of the set of all nodes and come in the same three flavors, according to the underlying Min-Hash sketches: Bottom-k, k-mins, and k-partition. For k = 1, all flavors are equivalent. For simplicity, our definitions of ADS(i) assume that distances dij are unique for different j (Which can be achieved using tie breaking).
A bottom-k ADS [18] is defined with respect to a single random permutation. ADS(i) includes a node j if and only if the rank of j is one of the k smallest ranks amongst nodes that are at least as close to i:
A k-partition ADS (implicit in [8] ) is defined with respect to a random partition BUCKET : V → [k] of the nodes to k subsets V h = {i|BUCKET(i) = h} and a random permutation. The ADS of i contains j if and only if j has the smallest rank among nodes in its bucket that are at least as close to i.
A k-mins ADS [14, 41] is simply k independent bottom-1 ADSs, defined with respect to k independent permutations.
As mentioned, the term All-Distances Sketch reflects the property that the sketch "contains" a Min Some of our analysis assumes that the rank r(j) and (for kpartition ADSs) the bucket BUCKET(j) are readily available for each node j. This can be achieved using random hash functions.
For directed graphs, we consider both the forward and the backward ADS, which are specified with respect to forward or reverse paths from i. When needed for clarity, we augment the notation with − → X (forward) and ← − X (backward) when X is the ADS, N , or n.
EXAMPLE 2.1. Consider the graph of Figure 1 . To determine the forward ADS of node a, we sort nodes in order of increasing distance from a. The order is a, b, c, d, e, f, g, h with respective distances (0, 8, 9, 18, 19, 20, 21, 26) . For k = 1, the (forward) ADS of a is: The expected number of nodes in ADS(i) is ≤ k ln(n), where n is the number of reachable nodes from i: This was established in [14] for k-mins ADS and in [19] for bottom-k ADS. LEMMA 2.2. [14, 19] The expected size of a bottom-k ADS is
where Hi = i j=1 1/j is the ith Harmonic number and n is the number of nodes reachable from v. The expected size of a kpartition ADS is accordingly kH n/k ≈ k(ln n − ln k).
PROOF. For bottom-k ADS, we consider the nodes sorted by increasing distance from v, assuming unique distances. The ith node is included in the bottom-k ADS of v with probability pi = min{1, k/i}. Node inclusions are independent (when distances are unique, but otherwise are negatively correlated). The expected size of the ADS of v is the sum of node inclusions which is
Similarly, for k-partition, (assuming a random partition and permutation), the expected number of included nodes from each bucket is ln(n/k) (since each bucket includes in expectation n/k nodes) and therefore the total expected size is k ln(n/k).
Base-b ranks:
The ADS definition as provided includes node IDs, that is, unique identifiers for nodes. Unique IDs are of size log 2 n and allow us to obtain unique ranks and also support queries involving meta-data based node selections. For many queries, including neighborhood cardinality estimation, we can use ranks that have a smaller representation: For some base b > 1, we use the rounded rank values r (j) = b −h j , where hj = − log b r(j) . The rounded rank can be represented by the integer hj. The value of the base b trades-off the sketch size and the information it carries, where both increase when b is closer to 1.
With base-b ranks, the expected value of the largest hj, which corresponds to the smallest r(j), is log b n. Thus, the representation size of the rounded smallest rank is log 2 log b n. The expected deviation from the expectation is ≤ log b 2, which means that a set of k smallest ranks in a neighborhood or the k smallest ranks in different permutations can be compactly represented using an expected number of log 2 log 2 n + k log b 2 bits.
In the sequel, we consider full ranks and then point out the implication of using base-b ranks.
MIN-HASH CARDINALITY ESTIMATE
In this section we review estimators for the cardinality |N | = n of a subset N that are applied to a Min-Hash sketch of N .
The cardinality of N d (v) can be estimated by obtaining its MinHash sketch from ADS(v) and applying a cardinality estimator to this Min-Hash sketch. This also applies to directed graphs, in which case we can estimate the size of the outbound
and similarly estimate the size of the inbound d-
As mentioned in the introduction, we use the CV to measure the quality of the estimates. The CV of an estimatorn of n is E[(n −n) 2 ]/n. For the same value of the parameter k, the bottom-k sketch contains the most information, but all flavors are similar when n k. We first consider full precision ranks and then explain the implication of working with base-b ranks. For illustrative purposes, we start with the k-mins sketch. We then consider the more informative bottom-k sketch. The lower bound for the k-partition sketch is implied by the bound for the other flavors.
k-mins estimator
The k-mins sketch has the vector form xi i ∈ [k]. The cardinality estimator
was presented and analysed in [14] .
It is unbiased for k > 1. Its variance is bounded only for k > 2 and the CV is equal to 1/ √ k − 2. The Mean Relative Error (MRE) is
.
This estimator can be better understood when we view the ranks as exponentially distributed with parameter 1 (rather than uniform from U [0, 1]). This is equivalent, as we can use a simple 1-1 monotone transformation y = − ln(1 − x) which also preserves the Min-Hash definition. In this light, the minimum rank is exponentially distributed with parameter n. Our estimation problem is to estimate the parameter of an exponential distribution from k independent samples and we use the estimator
, where
We now apply classic estimation theory to better understand how well this estimator uses the information available in the Min-Hash sketch.
LEMMA 3.1. Any unbiased estimator applied to the k-mins MinHash sketch must have CV that is at least 1/ √ k.
PROOF. For cardinality n, each of the k entries (minimum ranks) is an exponentially distributed random variable and therefore has density function ne −nx . Since entries in the k-mins sketch are independent, the density function (likelihood function) of the sketch is the product of the k density functions f (y; n) = n k e −n k i=1 y i . Its logarithm, the log likelihood function, is (y; n) = k ln n − n k i=1 yi. The Fisher information, I(n), is the negated expectation of the second partial derivative of (y; n) (with respect to the estimated parameter n). We have
This is constant, and equal to its expectation. Therefore I(n) = k/n 2 . We now apply the Cramér-Rao lower bound which states that the variance of any unbiased estimator is at least the inverse of the Fisher information:
on the CV is obtained by taking the square root and dividing by n.
We next show that the sum k i=1 yi captures all necessary information to obtain a minimum variance estimator for n.
LEMMA 3.2. The sum of the minimum ranks k i=1 yi is a sufficient statistics for estimating n from a k-mins sketch.
Therefore, from the Rao-Blackwell Theorem [7, 33] , a minimum variance estimator applied to the sketch may only depend on
We can further show that k i=1 yi is in fact a complete sufficient statistics. A sufficient statistics T is complete if any function g for which E[g(T )] = 0 for all n must be 0 almost everywhere (with probability 1). The Lehmann-Scheffé Theorem [34] states that any unbiased estimator which is a function of a complete sufficient statistics must be the unique Uniform Minimum Variance Unbiased Estimator (UMVUE). Since our estimator is unbiased, it follows that it is the unique UMVUE. That is, there is no other estimator which is unbiased and has a lower variance! (for any value of the parameter n).
This optimality results provides an interesting insight to the thread of research on approximate distinct counting (and to practice). One can easily come up with several ways of using the sketch information to obtain an estimator: taking the median, averaging quantiles, removing the two extreme values, and so on. The median specifically had been considered [14, 3, 5] because it is more amenable to obtaining concentration bounds. We now understand that while these estimators can have variance that is within a constant factor of optimal, estimation theory shows that (in terms of variance) the average, and the average alone, carries all the information we need and anything else is strictly inferior.
Bottom-k estimator
The bottom-k estimator includes the k smallest rank values in N , and we use the estimator
, where τ k = k th r (N ) is the kth smallest rank in N . This estimator is a conditional inverse-probability estimator [31] : For each element in N we consider its probability of being included in the Min-Hash sketch, conditioned on fixed ranks of all other elements. This estimator is therefore unbiased. The conditioning was applied with priority sampling [23] (bottomk [19] ) subset sum estimation.
The information content of the bottom-k sketch is strictly higher than the k-mins sketch [18] . We show that the CV of this estimator is upper bounded by the CV of the k-mins estimator:
PROOF. We interpret the bottom-k cardinality estimator as a sum of n negatively correlated inverse-probability [31] estimates for each element, which estimate the presence of the element in N . (That is, for each v ∈ N , estimating its contribution of "1" to the cardinality and for each v ∈ N , estimating 0). The inclusion probability of an element is with respect to fixed ranks of all other elements. In this case, an element is one of the k − 1 smallest ranks only if its rank value is strictly smaller than the k −1 smallest rank amongst the n − 1. For elements currently in the sketch, this threshold value is τ k . These estimates (adjusted weights) are equal and positive only for the k − 1 elements of smallest rank. The variance of the adjusted weight conditioned on fixing the rank values of other elements is 1/p−1, where p is the probability that the rank of our element is smaller than the threshold.
When ranks are exponentially distributed (which is convenient choice for analysis), the distribution of the k − 1 smallest amongst n − 1 is the sum of k − 1 exponential random variables with parameters n − 1, n − 1, . . . , n − k + 1. We denote the density and CDF functions of this distribution by b n−1,k−1 and B n−1,k−1 , respectively. We have p = 1 − exp(−x) and the adjusted weight of each element has variance of 1/p − 1 =
(conditioned on x). We now compute the expectation of the variance according to the distribution of x.
We denote by s n,k and S n,k the respective distribution function of the sum of k exponentially distributed random variables with parameter n.
The first inequality follows from
1−e −x ≤ 1/x and ∀x, B n,k (x) ≤ S n,k (x), that is, B n,k is dominated by the sum of k exponential random variables with parameter n. We then substitute the probability density function [26] (also used for analyzing the k-mins estimator in [14] )
The second to last equality uses
Estimates for different elements are negatively correlated (an element being sampled makes is slightly less likely for another to be sampled) and thus, the variance on the cardinality estimate is at most the sum of variances of the n elements. The CV is therefore at most
The improvement of bottom-k over the k-mins estimator is more pronounced when the cardinality n is smaller and closer to k. The first order term, however, is the same and when n k, the CV of the bottom-k estimator approaches
We now consider this estimator from the estimation theoretic lens. When n ≤ k, the variance is clearly 0. Therefore, any meaningful lower bound must depend on both n, k. PROOF. Let x1, x2, . . . , x k be the k smallest ranks in increasing order. From basic properties of the exponential distribution, the minimum rank y0 ≡ x1 is exponentially distributed with parameter n. For i > 0, the difference between the ith smallest and the i−1th smallest ranks, yi ≡ xi+1−xi, is exponentially distributed with parameter n − i. Moreover, these differences yi are independent. We can therefore equivalently represent the information in the bottomk sketch by (y0,
We obtain a lower bound on the CV of at least
. When n k, the expression approaches
LEMMA 3.5. x k (the kth smallest rank) is a sufficient statistics for estimating n from a bottom-k sketch.
PROOF. We can express the joint density function f (y; n) as a product of an expression that does not depend on the estimated parameter n and e
yi is a sufficient statistics.
From Rao-Blackwell Theorem, the kth minimum rank captures all the useful information contained in the bottom-k sketch for obtaining a minimum variance estimator for n. Since it is a complete sufficient statistics, and our estimator is unbiased, it follows from the Lehmann-Scheffé theorem [34] that it is the unique UMVUE.
k-partition estimator
The estimator examines the 1 < k ≤ k nonempty buckets, and is conditioned on k . The size of each bucket has distribution 1 + B(n − k , 1/k ), where B is the Binomial distribution. We can approximate bucket sizes by n/k and apply the k -mins estimator (analysis holds for k equal buckets). The estimate is
, where x (t) is the minimum rank in partition t.
When n k, the k-partition estimator performs similarly to the bottom-k and k-mins estimators. When n < k, there are effectively only k < k nonempty buckets. Even when n = O(k), the expected size of k is significantly smaller than k, and the CV is more similar to that of a k -mins estimate, and therefore, can be expected to be k/k larger. Moreover, the k-partition estimator is biased down: In particular, when k = 1, an event with positive probability, the estimate is 0. The probability of k = 1 for cardinality n is p = (1/k) n−1 . Since we do not generally know n, we can not completely correct for this bias.
Min-Hash sketches with base-b ranks
We considered cardinality estimators for sketches with "full" ranks taken from the domain [0, 1]. If we work with truncated ranks but ensure that there are no rank collisions, the full-rank estimators can be applied by uniformly at random "filling in" missing bits to the desired precision or better yet, computing the expectation of the estimator over these random completions. A hash range of size n c and representation c log n implies that with probability 1/n c−1
there are no rank collisions between any two nodes in a set of size n.
A uniform random completion of the truncated ranks is an equivalent replacement to the full rank when all elements with the same base-b rank that "contend" for a sketch entry are actually represented in the sketch. If this condition does not hold, the expected full-rank completions are more likely to be smaller than uniform completions and estimates obtained with uniform completion will be biased.
To satisfy this condition we need to ensure that there are no rank collisions along the "inclusion" threshold. With bottom-k this means that the base-b kth smallest rank is strictly smaller than the base-b (k + 1)th smallest rank. With k-mins (k-partition) it means that the base-b minimum is unique in each permutation (bucket).
If we choose b = 1 + 1/k c , probability of collision is at most 1/k c−1 . In this case, the expected size of the (integer exponent of the) minimum rank is log 2 log b n ≈ log 2 log 2 n + log 2 k c ≈ log 2 log 2 n + c log k. Moreover, we recall that the expected size of the offset from this expectation is constant times log b 2. Substituting b ≈ 1/k c we obtain an expected offset of the order of c log k, so we can compactly represent the sketch using log 2 log 2 n + ck log k bits.
If we work with a larger base, collisions are more likely and introduce bias. The estimators then need to compensate for the bias. Specialized estimators for base-2 ranks with k-mins sketches were proposed in [29] and for k-partition sketches in [28] . The HIP estimators we present next naturally apply with base-b ranks.
THE HIP ESTIMATOR
The Historic Inverse Probability (HIP) estimators we present here gain from using the complete information present in ADS(v) rather than extracting from it a Min-Hash sketch of the neighborhood whose size we want to estimate, and apply a cardinality estimator to that sketch. HIP estimators can be computed for all three ADS flavors and naturally extend to base-b ranks. We show that the HIP estimators obtain a factor 2 improvement in variance over the respective basic estimator and also show that they are asymptotically optimal. We also present a variant of HIP, the permutation cardinality estimator, which applies to bottom-k ADSs when ranks are a strict permutation of a domain [n]. This estimator improves over plain HIP when the cardinality is good fraction of n.
The HIP estimator is computed by scanning entries in ADS(i) in order of increasing distance from i. For each node j ∈ ADS(i) we compute an estimate aij > 0 on its presence in ADS(i) which we call the adjusted weight of j. These adjusted weights are conditioned inverse probability estimates, a twist on a classic HorvitzThompson [31] estimator which applies it conditioned on the ranks of nodes that are closer to i than j. A similar conditioning technique, in a different context, was used in [23, 19] . The adjusted weight aij ≥ 0 has expectation E[aij] = 1 and is positive if and only if j ∈ ADS(i).
As noted in the introduction, we can estimate Qg(i) (see (1)) from ADS(i) usinĝ
Unbiasedness follows from linearity of expectation, since each adjusted weight is unbiased. The second equality holds since only nodes j ∈ ADS(i) have positive aij > 0. We note that the esti-mate can be easily computed from ADS(i), since for each included node j we have the distance dij.
When we are only interested in queries Qg where g(dij) only depends on the distance and not on the node ID j, we can compress the ADS representation to a list of distance and adjusted weights pairs: For each unique distance d in ADS(i) we associate an adjusted weight equal to the sum of the adjusted weights of included nodes in ADS(i) with distance d.
To finish the presentation of the HIP estimators, we need to explain how the adjusted weights are computed for j ∈ ADS(i). We focus in detail on bottom-k ADSs and start with full ranks r(i) ∼ U [0, 1].
HIP estimate for bottom-k ADS
Consider a node v and list nodes by increasing Dijkstra rank with respect to v, that is node i has πvi = i.
For node i, we define the threshold value
The adjusted weights avi for node i are 0 if i ∈ ADS(v) and 1/τi if i ∈ ADS(v). Note that τi, and hence avi, can be computed from ADS(v) for all i ∈ ADS(v).
The adjusted weights are inverse-probability estimates with respect to the probability τi of including i in ADS(v), conditioned on fixing the ranks of the nodes 1, . . . , i − 1: LEMMA 4.1. Conditioned on fixed rank values of all nodes in Φ<i(v), the probability of i ∈ ADS(v) is τi.
PROOF. Node i is included if and only if r(i) < k th
r {Φ<i(v)}, that is, i's rank is smaller than the kth smallest rank amongst nodes that are closer to v than i. Note that it is the same as the kth smallest rank among nodes that are in ADS(v) and closer to v than i, since ADS(v) must include all these nodes. When r(i) ∼ U [0, 1], this happens with probability τi.
Since these are inverse-probability weights, they are clearly unbiased when τi > 0, which happens with probability 1. Note that for i ≤ k (when i is one of the k closest nodes to v), by definition i ∈ ADS(v), τi ≡ 1, and therefore avi = 1, since the first k nodes are included with probability 1. Also note that the adjusted weights of nodes in ADS(v) are increasing with the distance dvi (or Dijkstra rank πvi). This is because the inclusion probability in the ADS decreases with distance. In particular this means that the variance of avi increases with dvi.
We show that the variance of the HIP neighborhood cardinality estimator is at least a factor of 2 smaller than the variance of the basic bottom-k cardinality estimator, which in turn dominates the basic k-mins estimator. THEOREM 4.1. The CV of the ADS HIP estimator for a neighborhood of size n is
PROOF. When n d (v) ≤ k, the estimate is exact (variance is 0). Otherwise, (assuming nodes are listed by Dijkstra ranks πvi ≡ i), the variance on i is E[1/p − 1] where p is the probability that the rank of vi is smaller than the kth smallest rank among v1, . . . , vi−1. We adapt the analysis of Lemma 3.3 for the variance of the bottomk estimator. We use exponentially distributed ranks, and have, conditioned on kth smallest rank τi in Φ<i(v) variance exp(−τi)/(1− exp(−τi)). We compute the expectation of the variance for τi distributed according to b i−1,k . This is a similar computation to the proof of Lemma 3.3 and we obtain that the variance of the adjusted weight avi is bounded by
. Estimates for different i are again negatively correlated and thus the variance of the neighborhood estimate on n is upper bounded by
and the upper bound on the CV follows.
The bound of Theorem 4.1 extends to distance-decay closeness centralities. COROLLARY 4.2. For a monotone non-increasing α(x) ≥ 0 (we define α(∞) = 0),Ĉα(i) = j∈ADS(i) aijα(dij) is an unbiased estimator of Cα(i) = j α(dij) with CV that is at most 1/ 2(k − 1).
The Corollary holds for the more general form (2) when ADSs are computed with respect to the node weights β(i). Otherwise, when estimating Qg(v) using (5), the variance is upper bounded as follows:
In contrast, we can consider the variance of the naive estimator for Qg(v) that is mentioned in the introduction. That estimator uses a Min-Hash sketch, which is essentially a random sample of k reachable nodes. Since inclusion probabilities are about ≈ k/n The variance in this case is about
We can see that when g(i, dvi) are concentrated (have higher values) on closer nodes, which the Min-Hash sketch is less likely to include, the variance of the naive estimate can be up to a factor of n/k higher, where n is the number of reachable nodes from v.
HIP estimate for k-mins and k-partition
We briefly present the HIP estimators for k-mins and k-partition ADS. Similarly, the adjusted weight is 0 if i ∈ ADS(v) and is 1/τi otherwise, where the inclusion threshold τi is computed as follows. For k-mins, a node i is included in ADS(v) only if it has rank value strictly smaller than the minimum rank in Φ<i(v) in at least one of the k assignments r h h ∈ [k]. Conditioned on fixed ranks of all the nodes Φ<i(v), the inclusion threshold is
For k-partition ADS, we again fix both the rank values and the partition mapping (to one of the k buckets V1, . . . , V k ) of all nodes in Φ<i(v). We then compute the inclusion threshold, which is the probability that i ∈ ADS(v) given that conditioning. This is with respect to a uniform mapping of node i to one of the k buckets and random rank value. We obtain inclusion threshold
defining the minimum rank over an empty set V h ∩ Φ<i(v) to be 1. Note that the threshold τi, and therefore the respective adjusted weight avi, can be computed from ADS(v).
Lower bound on variance
We show that the variance of the HIP estimates is asymptotically optimal for n k: PROOF. The inclusion probability of the ith node from v i ≥ k in a bottom-k ADS(v) is pi = k/i. If we had known pi, the best we could do is use inverse probability weighting, that is, estimate 0 if not sampled and 1/pi if the node is included. The variance of this ideal estimator is 1/pi − 1. There are very weak negative correlations between inclusions of two nodes, making them almost independent (for i k 1): The probability pi given that j < i is included is ≥ (k − 1)/i and given that j is not included is k/(i − 1). The covariance is therefore O (1/i) . The sum of all covariances involving node i is therefore O(1) and the sum of all covariances is O(n). The variance of this ideal estimator on a neighborhood of size n > k is at least the sum of variances minus an upper bound on the sum of covariances
The CV, Var[n]/n, has first order term for n k, of 1/ √ 2k. Similar arguments apply to k-mins and k-partition ADS. For kmins ADS, the inclusion probability in ADS(v) of the ith node from v is pi = 1 − (1 − 1/i) k ≈ k/i, and we obtain the same sum for i = 1, . . . , n as with bottom-k ADS. For k-partition, the inclusion probability is
Permutation estimator
The permutation estimator we present here is applied to a bottomk ADS that is computed with respect to ranks σi ∈ [n] that constitute a random permutation of [n]. In terms of information content, permutation ranks dominate random ranks r(i) ∼ U [0, 1], since random ranks can be associated based on the permutation ranks σ. The main advantage of the permutation estimator is that we obtain tighter estimates when the cardinality we estimate is a good fraction of n. The permutation estimator is only evaluated experimentally.
The permutation estimator, similarly to HIP, is viewed as computed over a stream of elements. In the graph setting, the stream corresponds to scanning of nodes so that first occurrences of nodes are according to increasing distance from v. The entries in ADS(v) correspond to nodes on which the sketch was updated. A positive weight is then associated with these updates. The weight is an estimate of the number of distinct elements scanned from the previous update (or the beginning if it is the first update) to the current one. We maintain a running estimateŝ on the cardinality s of the set S of distinct elements seen so far. When there is an update,ŝ is increased by its weight w.
The first k updates corresponds to the first k distinct elements. Each of these updates has weight 1 and when the cardinality s ≤ k, our estimate is exactŝ = s.
Consider now an update that occur after the first k distinct elements. Let µ > k be the kth smallest rank in S (which is the kth smallest permutation rank in the bottom-k sketch).
We now argue that after an update, the expected number of distinct nodes until we encounter the next update is w = n−s+1 µ−k+1
. To see this, note that the number of nodes in S with permutation rank µ or below is k. So there are µ − k remaining nodes with rank smaller than µ amongst those in [n] \ S. The expectation is that of sampling without replacement until we find a node with permutation rank below µ.
When the update occurs, we would like to compute w and update our estimateŝ. But we actually do not know s. So instead we plug-in the unbiased estimateŝ to obtain w = n−ŝ+1 µ−k+1
. We then update the bottom-k sketch (and µ if needed) andŝ ←ŝ + w.
Note that when µ = k, that is, the k smallest elements of the permutation, those with σi ≤ k, are included in S, the probability of an update is 0 as the sketch is saturated. We then need to correct the estimate to account for the number of nodes that are farther than the nodes with permutation rank [k]. The correction is computed as follows.
If the cardinality is x, then conditioned on it including all the elements with permutation ranks [k], the expected number of elements that are farther than all the elements with permutation ranks in [k] is
. So the expected number of elements till the last update is
. Note that our estimateŝ was unbiased for x . Solving x− x−k k+1 = x for x we obtain the relation x = x k+1 k − 1. We plug-inŝ for x and obtain the correctionx =ŝ k+1 k − 1. This correction is used when our sketch contains the k elements of permutation ranks [k].
Simulations
We use simulations to study the Normalized Root Mean Square Error (NRMSE), which corresponds to the CV when estimator is unbiased, and the Mean Relative Error (MRE), defined as E[|n − n|]/n of the basic, HIP, and permutation neighborhood-cardinality estimators. We evaluated the basic estimators for all three flavors and the bottom-k HIP estimators. We use sketches with full ranks, because the optimal basic estimators are well understood with full ranks. Actual representation size for "full" ranks is discussed in Section 3.4.
The cardinality n d (v) is estimated from nodes in ADS(v) of distance at most d. The structure of the ADS and the behavior of the estimator as a function of the cardinality n d (v) do not depend on the graph structure. When nodes are presented in increasing distance from v, the ADS only depends on the ranks assigned to these nodes. Our simulation is therefore equivalently performed on a stream of n distinct elements, and ADS content is built from the randomized ranks assigned to these elements. After processing i distinct element, we obtain an estimate of i from the current ADS. We do so for each cardinality. We use multiple runs of the simulation, which are obtained by different randomization of ranks. In case of the permutation estimator, the ranks we use are permutation ranks from a random permutation on all n nodes. For other estimators, the estimate for a certain cardinality does not depend on the total number of nodes. Figure 2 shows the NRMSE and the MRE estimates by average of multiple simulation runs. We also provide, for reference, the exact values of the CV (1/ √ k − 2) and MRE (≈ 2/(π(k − 2))) of the k-mins basic estimator. These values are independent of cardinality and upper bounds the respective measures for the basic bottom-k estimator.
Looking at basic estimators, we can see that (as expected from analysis) for n k, the error is similar for all three flavors and the NRMSE is around 1/ √ k − 2. For smaller values of n, the bottomk estimator is more accurate than the k-mins which in turn is more accurate than the k-partition estimator: The bottom-k estimator is exact for k ≤ n and then the relative error slowly increases until it meets the k-mins error. We can observe that, as explained by analysis, the k-partition estimator is less accurate for n ≤ 2k.
The figures also include the first-order term (upper bound) for HIP. The results for the bottom-k HIP estimator clearly demonstrate the improvement of the HIP estimators: We can see that the error of the bottom-k HIP estimator is a factor of √ 2 smaller than that of the basic bottom-k estimator. The figures also demonstrate the benefit of using our permutation estimator: The NRMSE and MRE of the permutation estimate were always at most that of HIP. The two are comparable when the estimated cardinality is at most 0.2n. When it exceeds 0.2n, we observe a significant advantage for the permutation estimator over plain HIP. for the MRE of the basic k-mins estimator and
as a reference MRE for HIP.
HIP with base-b ranks
The application and analysis of HIP estimators carries over naturally, retaining unbiasedness even with collisions. Recall that the adjusted weight of i is obtained by first computing a threshold value, based on fixing ranks (and partition) of nodes closer to v than i. We then use an inverse probability estimate, based on the probability of being below the threshold. The necessary property for unbiasedness of inverse probability estimators, which is satisfied with base-b ranks, is that for any legal threshold τ , there is nonzero probability of having rank that is below τ .
When using base-b ranks, however, the threshold probability pi we obtain will be "rounded down" from the corresponding full rank probability. Since the probability is strictly smaller than with the full ranks, the threshold inclusion probability τ is lower and therefore the contribution to the variance of the estimate, which is 1/τ − 1, is higher. We perform a back-of-the-envelope calculation which shows that τ can be expected to increase by a factor of 1+b 2 , which implies the same-factor increase in variance: Considering a range between discretized values, a = 1/b i and ba = 1/b i−1 , and assuming the full rank x lies uniformly in that interval. The fullrank inclusion probability is x whereas the rounded-down one is a. We consider the expectation of the ratio x/a. This expectation is
Simulations in the next section show that this calculation is fairly accurate. We can use this calculation to find a sweet spot for the base b, considering the tradeoff between representation size and variance. The CV as a function of k, b is . The representation size depends on application. If sketch is only used for counting, maintaining few bits for counter, there is diminishing value with smaller bases. If the sketch is used as a sample (which supports selection queries) and stores meta-data (or node IDs), then k is the dominant term and it is beneficial to work with full ranks.
APPROXIMATE DISTINCT COUNTING
Our HIP estimators (with full or base-b ranks) can be used to approximate the number of distinct elements in a stream. A MinHash sketch is maintained for the distinct elements on the prefix of the stream that is processed.
To apply HIP, we augment the Min-Hash sketch with an additional register which maintains an approximate count of the number of distinct elements. Each time the sketch is updated, we compute the adjusted weight of the element and accordingly increase the count by that amount. Since the expected total number of updates is ≤ k ln n, where n is the number of distinct elements in the stream (see Lemma 2.2), the additional work performed for an update balances out as a diminishing fraction of the total stream computation.
An explicit representation of the additional counter as an approximate counter (see Appendix A) would require storing the exponent, which is of size log log n + 1 and log 2 (4k/3) + 4 significant bits (precision with respect to the CV of HIP). The exponent can more efficiently be stored as an offset to the exponent values stored in the sketch, removing its dependence on n. Thus, using only O(log 2 k) for the approximate count. An even more compact representation of the approximate count also eliminates the dependence on k, and requires only few bits in total. To do that we represent the HIP estimate as a correction of a basic estimate obtained from the Min-Hash sketch. The correction can be expressed as a signed multiplier ofn/ √ k using a fixed number of bits. When the sketch is updated, we recompute the basic estimatê n and accordingly update the correction to be with respect to the new HIP estimate. HIP is very flexible. It applies to all three sketch flavors, to full and to base-b ranks, and also works with truncated registers that can get saturated. In this case we simply take the update probability of a saturated register to be 0. The HIP estimate quality gracefully degrades with the number of saturated registers. Eventually, if all registers are saturated, the HIP estimate saturates and becomes biased. In order to compare the HIP estimate with HyperLogLog (HLL) [28, 30] , which is the state of the art approximate distinct counter, we implemented it on the same Min-Hash sketch that is used by HLL. HLL uses k-partition Min-Hash sketches with base-2 ranks. The registers have 5 bits and are thus saturated at 31. Pseudo code for the HIP estimator when applied to the HLL sketch is provided in Figure 4 . Figure 3 shows results for the performance of the HIP and HLL estimators. Noting again that each simulation can be performed on any stream of distinct elements (multiple occurrences do not update the sketch or the estimate). We implemented HyperLogLog using the pseudocode provided in [28] . We show both the raw estimate and the improved bias corrected estimate as presented. The Figure also shows the back-of-the-envelope approximate bound we calculated for the CV of HIP,
, and we can see that it approximately matches simulation results.
A more recent and more complicated implementation of HLL [30] obtains improved performance. The improvement amounts to smoothing out the "bump" due to the somewhat ad-hoc bias reducing component, but the asymptotic behavior is the same as the original hyperLogLog. We can see that HIP obtains an asymptotic improvement over HLL and also has a smooth behavior. Moreover, HIP is unbiased (unless all counters are saturated) and elegant, and does not require corrections and patches as with [28, 30] .
We quantify the improvement more precisely in terms of the number k of registers: The NRMSE of HLL is ≈ 1.08/ √ k versus ≈ 3/(4k) ≈ 0.866/ √ k of HIP. This means that an HLL estimator requires ≈ 0.56k more registers for the same square error as a HIP estimator. As discussed above, HIP requires an additional register c, but its benefit, in terms of accuracy outweighs the overhead.
Some encoding optimizations that were proposed for HLL [30] and elsewhere [32] can also be integrated with HIP. In particular, the content of the k registers is highly correlated can be represented compactly by storing only one value and offsets for others (the expected size of each offset is constant). Recall that the "exponent" component of the approximate count c can also be represented as an offset (see discussion above).
We note that HIP permits us to work with a different base, and get further improvements with respect to HyperLogLog. Consider using base b = 2 1/i for i ≥ 1. With smaller base, we need larger counters but we also have a smaller variance. We need about log 2 log b n bits per register, for counting up to cardinality (number of distinct elements) n/16 (since we want to have the counters large enough so that at most a fraction of them get saturated). Since log 2 log b n = log 2 (log 2 n/ log 2 b) = log 2 log 2 n − log 2 log 2 b ≈ log 2 log 2 n + log 2 i, it means we need about log 2 i additional bits per register relative to base-2. The CV is ≈ b+1 4(k−1)
. So with i = 1 (base b = 2) we had CV ≈ 0.866/ √ k, with i = 2 (b = √ 2), we need 1 additional bit per register but the CV is ≈ 0.777/ √ k, meaning that we need 20% fewer registers for the same error as when using base-2. The advantage of base-√ 2 kicks in when n exceeds about 3×10 8 . If the counting algorithm also retains a sample of distinct elements (such as with reservoir sampling) and thus IDs of sampled elements are retained, representation size is dominated by k log n in which case we might as well use full ranks for the approximate distinct count.
Our evaluation aims at practice and we mention some differences with the theory literature. First, our analysis applies to random hash functions. This is justified by simulation results with standard generators. We mention that a lower bound of Alon et al. [3] on the sketch size has logarithmic dependence on the cardinality (and there is a matching upper bound by Kane et al. [32] ) whereas the HLL sketch has a much smaller, double logarithmic, size. The reason is that the lower bound "includes" the encoding of the hash function as part of the sketch, a requirement which is not justified when many counters use the same hash function.
Lastly, we comment on the mergeability of our extended MinHash sketches. Mergeability means that we can obtain a sketch of the union of (overlapping) data sets from the sketches of the sets. This property is important when parallelizing or distributing the computation. The Min-Hash component of the extended sketch are mergeable, but to correctly merge the counts, we need to estimate the overlap between the sets. This can be done using the similarity estimation hat of Min-Hash sketches. We leave further details for future work.
DISTANCE RANGES
We can obtain a small relative error (CV of 1/ 2(k − 1) with HIP) for estimating neighborhood cardinalities, that is, n d (v) for any v and d. In this section we explore the estimation quality For nJ (v), where J is an arbitrary interval J, and in particular for estimating the number of nodes within distance exactly d from v. These problems generalize diameter estimation. The best known approximation of the diameter D that can be obtained in near linear time is [0.5D, D]: we pick an arbitrary node v and perform a single source shortest paths computation to find the farthest node from v. When the graph is undirected, the distance to the farthest node is at least 0.5D. It is widely believed that a better approximation requires polynomially more time.
Consider estimating n (a,b] (v) from ADS(v) using the HIP estimator j∈N (a,b) (v) avj. For a node j, the probability that j ∈ ADS(v) is min{1, k/πvj}. The expected number of nodes from N . We can see that when n b (v)
(1 + 1/k)na(v), that is, when there is sufficient expansion, we obtain a vanishing CV with k.
For undirected graphs, we are able to provide bounds that do not depend on expansion: We show that when there is a pair with distance d in the graph, then with high probability there must be a sampled pair, that is a pair i, j such that i ∈ ADS(j) or vice versa, so that dij ∈ J = [d/2, 3d/2]. Moreover, for any i, j of distance d we can estimate with good relative error the number of pairs of nodes nJ (i) + nJ (j) that are within distance that is in J from either i or j. These bounds match and extend what we can do for the diameter in near-linear time. We first consider the covariances of the adjusted weight a jh (for h ∈ NJ (j)) and a i (for ∈ NJ (i)). 
Conclusion
ADSs, introduced two decades ago, are emerging as a powerful tool for scalable analysis of massive graphs. We introduce HIP estimators, which apply to an extensive class of natural queries and significantly improve over state of the art. For neighborhood cardinalities and closeness centralities, HIP estimators have at most half the variance of previous estimators. Moreover, HIP estimators outperform state of the art practical estimators for approximate distinct counting on data streams. In follow-up work we apply HIP for ADS-based estimation of closeness similarity [15] and timed influence [16] queries.
