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Abstract
Traditional autonomous navigation systems for transportation use laser range scanners to con-
struct 3D driving scenes in terms of open and occupied voxels. Active laser range scanners
suﬀer from a series of failures, such as inability to detect wet road surfaces, dark surfaces and
objects at large distances. In contrast, passive video cameras are immune from these failures
but processing is challenging. High dimensionality of the input image requires eﬃcient Big Data
analytic methods for the system to perform in real-time. In this paper we argue that object
recognition is essential for a navigation system to generalize learned landmarks to new driving
scenes, which is a requirement for practical driving. To overcome this diﬃculty we present an
online learning neural network for indoor navigation using only stereo cameras. The network
can learn a Finite Automaton (FA) for the driving problem. Transition of the FA depends on
several information sources: sensory input (stereo camera images) and motor input (i.e. object,
action, GPS, and attention). Our agent simulates the transition of the FA by developing internal
representation using the Developmental Network (DN) without handcrafting states or transi-
tion rules. Although the proposed network is meant for both indoor and outdoor navigation,
it has been only tested in indoor environments in current work. Our experiments demonstrate
the agent learned to recognize landmarks and the corresponding actions (e.g. follow the GPS
input, correct current direction, and avoid obstacles). Our future work includes training and
learning in outdoor driving scenarios.
Keywords:
1 Introduction
Developing autonomous agents able to navigate themselves is one of the grand challenges in
modern computer science. Current state of the art navigation systems for open-world environ-
ments often use radars and scanning lasers for obstacle perception. The 2006 DARPA Urban
Challenge winner BOSS used a combination of radar and sensors to generate a map of the
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road for sequential movements planning [1]. Junior, the 2007 DARPA Urban Challenge winner,
integrated signal from 64-beam rotating LIDAR to generate 3D representation of the environ-
ment for mapping and localization [2]. These approaches are based on expensive and constantly
active scanners which suﬀer from a series of shortcomings, such as failure to recognize wet road
surfaces, dark surfaces and objects at large distances.
Vision based approaches, due to the challenges in processing high-dimensional input, often
aim to ﬁnd current image patches that ﬁt preselected templates corresponding to roads or
intersections. The SCARF system [3] constructed speciﬁc models for roads and intersections
based on color information. ROBIN [4], a Radio-basis-function network, and ALVINN [5, 6]
both generated steering signals based on input images. However, their application is limited to
lane recognition which is only a limited solution of the autonomous driving problem.
The novelty and importance of the system proposed in this work are listed as follows:
1. A navigation system based on object recognition. We apply the Developmental Network
(DN) as the internal brain of the autonomous navigation agent. The DN architecture is
the basis of a series of visual recognition networks, i.e. the Where-What Networks that
learn to recognize foreground objects directly from cluttered background [7] [8]. Object
recognition signiﬁcantly contributes to determining important features in the environ-
ment. Generalization of the learned concepts over to unfamiliar environments is made
possible by the recognition of those features.
2. Real-time online learning with multiple concepts. The DN architecture allows the agent
to learn multiple concepts incrementally instead of preprogramming control rules into a
static control scheme. Online learning also minimizes the cost in teaching as there is no
need to collect batches of training data with careful manual labeling. DN learns multiple
concepts such as object type, location of the object, and the corresponding action in this
setting.
2 Network Architecture
2.1 Developmental Network
A Developmental Network has three areas: a sensory area denoted as X , a hidden area denoted
as Y , and a motor area denoted as Z. Neurons, located in the hidden area on a two-dimensional
grid, accept global or partial input from their receptive ﬁelds. The connection between the
hidden area and the motor area is bidirectional.
A DN, an online learning system, constantly updates its Y area from the input in X and Z
area. The Z area serves as additional input area when the motors are supervised. When the
agent is in testing phase, then Z area serves as output area where the agent performs movement
corresponding to the ﬁring pattern in Z.
Firing of neurons in the network goes through the following stages, as is shown in Fig. 1:
1. Similarity measure. At this stage, each neuron compares its received input with its stored
pattern and uses the calculated similarity as the neuron’s ﬁring value. The preresponse
of the bottom-up response in each neuron is calculated as follows:
rˆu,i = 〈
xt
||xt||
,
wu,i
||wu,i||
〉 (1)
where xt is the sensory input vector from X area at time t, and wu,i is the corresponding
bottom-up weight of that neuron. The brackets indicate inner product of two unit vectors.
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ru,i is then calculated from rˆu,i by prescreening, modeled by top-k competition. Similarly,
we can use zt to calculate the top-down response rd,i for each neuron by replacing the xt
and wu,i in Eq. (1) with zt and wt,i.
2. Inhibition and competition. Neurons are then competing to ﬁre. Top-k competition is
used as a simulation of global dynamic inhibition among neurons. After each neuron
i computes its bottom-up response value, ru,i, and top-down response value, rd,i, the
neuron’s preresponse value is set to be the average of the two values:
ri =
1
2
(ru,i + rd,i) (2)
The ﬁnal neuron response in the Y area is given by top-k competition. The k neurons with
the highest pre-response value will ﬁre with the adjusted responses, while other neurons
will be suppressed. To adjust the response values based on their ranking:
r′i =
{
ri · (ri − rk+1)/(r1 − rk+1) rk+1 ≤ r ≤ r1
0 otherwise
where r1 is the highest response value; rk+1 is the k + 1th highest response value, ri is
the original response and r′i is the adjusted response. In our experiment, we set k = 3.
3. Learning and updating. Hebbian learning takes place in ﬁring neurons. The input trigger-
ing ﬁring in each neuron is remembered as an incremental average to the existing weight
vector. If a neuron wins in the multistep lateral competition described above (meaning
that its ﬁring rate is larger than zero), its bottom-up weight and top-down weight would
be updated using the following Hebbian learning rule:
wu,i ← β1wu,i + β2rixt
where β1 and β2 determine retention and learning rate of the neuron, respectively:
β1 =
mi − 1− μ(mi)
mi
, β2 =
1 + μ(mi)
mi
(3)
with β1 + β2 ≡ 1, mi is the neuron’s ﬁring age (i.e. mi = 1 in the beginning of training,
and increments by one each time the neuron wins lateral competition), and μ(mi) is the
corresponding learning rate:
μ(mi) =
⎧⎪⎪⎨
⎪⎪⎩
0, if mi < t1
c(mi − t1)/(t2 − t1), if t1 < mi < t2
c+ (mi − t2)/γ, mi > t2
(4)
We used typical value t1 = 10, t2 = 10
3, c = 1 and γ = 104 in the experiment.
2.2 Developmental Network with multiple concept zones
In this paper, our indoor navigation DN uses two sensory areas and four motor areas.
Two sensory areas (Xleft and Xright) and four motor areas (ZM for motor action, ZG for
GPS input, ZR for object recognition, and ZA for attention of the agent) are used in the
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Figure 1: An example of activation patterns
and neuronal changes when selecting the ﬁr-
ing neuron in the Y layer in the Developmen-
tal Network. Small squares at the same loca-
tion on each grid belong to the same neuronal
column. The ﬁgure illustrates how supervised
learning takes place inside the Developmental
Network. The ﬁnal response of Y neuron is cal-
culated from top-down response and bottom-
up response. Hebbian learning takes place im-
mediately after lateral inhibition. Figure from
previous work [9].
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Figure 2: Developmental Network for indoor
navigation. There are two sensory areas that
feed the hidden area with bottom-up input:
the right camera (Xright) and the left camera
(Xleft). The motor area contains four diﬀerent
concept zones: Motor action (ZM ), GPS area
(ZG), Recognition area (ZR), and Attention
area (ZA). When testing, the network gen-
erates emergent response in the motor area.
Neuron with the highest response in the mo-
tor area ﬁres and inhibits other neuron from
ﬁring, thus generating the output action. De-
tails about training and testing can be found
in Sec. 3.2
navigation experiment presented in Sec. 3. The network would thus have two sets of bottom
up weights: wleftu for the image from the left camera and w
right
u for the image from the right
camera. The network also has four sets of top-down weights for each of the motor concepts.
The ﬁnal response calculated in Eq. (2) would then be calculated as:
ru,i =
1
2
(rleftu,i + r
right
u,i ) (5)
rd,i =
1
4
(rMd,i + r
G
d,i + r
R
d,i + r
A
d,i) (6)
ri =
1
2
(ru,i + rd,i) (7)
2.3 Developmental Network simulates Finite Automata
Weng proved that a generative Developmental Network (GDN) can simulate any Finite Au-
tomata error-free [10]. As our DN is limited by its computation resources and training time,
the DN is approximating the behavior of the GDN corresponding to the Finite Automata of
autonomous navigation problem. A fraction of such a FA is presented in Fig. 3. Our agent
learns the transition table incrementally without handcrafted transition rules.
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Figure 3: Partial Finite Automata for autonomous navigation. The DN in this paper aims
to simulate the FA without handcrafting states and transition table. States in this diagram
are presented as tuples of (ZM , ZG, ZR, ZA), * means any input. Traditional FAs are hard to
construct and brittle against changes in environment. The internal representation in DN, on
the other hand, is emergent from the agent’s interaction with the environment.
3 Indoor Navigation Experiment
3.1 Agent setup
The agent is constructed of the following components, as shown in Fig. 2:
1. Xleft and Xright: Two Logitech QuickCam Orbit MP Webcam. The input images are
resized to 38× 38 black and white images before they are passed into the network.
2. Y : The hidden area where the neurons are located. There are 20×20×6 neurons in layer
1, all of the receptive ﬁelds are of size 19 pixels. There are 18× 18 × 6 neurons in layer
2, all of the receptive ﬁelds are of size 21 pixels.
3. ZM : Motor to generate six actions in diﬀerent directions.
4. ZG: Simulated GPS input information serves as the agent’s internal intention.
5. ZR: Object recognition. This concept zone is used to recognize the current objects (walls,
pedestrians) that are most relevant to the next action. The agent should only recognize
that object if its action is relevant to that object.
6. ZA: Attention of the agent. The agent’s attention with regard to the current input images
is reported in this concept zone. In this work the attention concept is pre-developed and
hard-wired according to the location of the corresponding neuron.
The GUI to train and test the agent is shown in Fig. 4.
3.2 Training and Testing
The tasks for the agent to learn are shown in Fig. 5. There are two rounds of training:
1. Round 1. Training with complete supervision. During this round the agent is trained
with real-time input with detailed information of current setting and the supervision of
motors (supervised ZM , ZR, ZA and ZG).
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Figure 4: GUI layout of the system. The GUI
is used for real-time training and testing as is
described in section 3.2. The GUI plots in-
put images and responses inside the network
in real-time. When testing, the agent carries
out the action in Window 13.
















Figure 5: The training scenarios faced by the
agent. The agent needs to learn the corre-
sponding actions on-line in realtime without
prior knowledge of the environment. Regard-
less of the situation, GPS input of arrive corre-
sponds to an action of stop, which is not plot-
ted in the ﬁgure.
2. Round 2. Training with incomplete supervision. During this round the agent is trained
with real-time input with only ZM and ZG being supervised. Training with 1400 actions
takes about 2 hours.
Sample training and testing videos are available at the following url addresses:
1. Real time left turns training and testing . Video at https://www.youtube.com/watch?v=TySGYe5EYFc.
2. Real time training moving forward. Video at https://www.youtube.com/watch?v=c2bqvDV1dM8.
There are three stages of testing:
1. Resubstitution testing. 900 training samples were randomly stored from the ﬁrst round of
training. The images were fed to the trained network to test the networks’ performance
on responsive action and object recognition. Results of resubstitution testing are shown
in Table 2.
2. Real-time navigation on identical setting at diﬀerent starting points (validation testing).
After training round 1 and training round 2, the agent navigated unsupervised on the 3rd
ﬂoor of the Engineering Building. The agent was already trained with the same settings,
but the starting point of each action was diﬀerent. The testing samples are similar to the
training samples with slight viewing angle changes due to the diﬀerent starting points.
Testing results in this stage are shown in Table 3.
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Correct Action No. of testing Inconsistent Failed action
Foward 1170 37 (3.16%) 4
Left 64 6 (9.38%) 0
Right 80 19 (23.75%) 1
Slightly Left 196 14 (7.14%) 0
Slightly Right 193 10 (5.18%) 0
Stop 50 0 (0%) 0
Total 1703 86 (5.05%) 5
Testing performed on 2nd ﬂoor, Engineering Building, Michigan State
University. No training is performed at this location.
Table 1: Generalization test results
3. Generalization testing on novel settings. Final stage of testing is performed on novel
settings on the 2nd ﬂoor of the Engineering Building. The testing settings have never
been viewed by the agent and the agent needs to transfer what it has learned on the 3rd
ﬂoor to the current new settings. Testing results in this stage are shown in Table 1.
Testing mode \Number of training actions 1800 2700 3600 4500
Action accuracy
ZR, ZA free 98.25% 99.01% 99.01% 98.58%
ZR, ZA supervised 98.90% 99.89% 99.45% 99.56%
Object recognition
accuracy
ZA free 89.81% 91.24% 92.22% 91.57%
ZA supervised 91.35% 91.35% 90.04% 91.68%
Testing and training performed on 3rd ﬂoor, Michigan State University. Testing performed using stored 900 training
samples with careful manual labeling.
Table 2: Resubstitution test results
Correct Action Type of training No. of training No. of testing Inconsistent Failed action
Foward
round 1 946
1198 91 (7.6%) 4
round 2 640
Left
round 1 104
97 7 (7.21%) 0
round 2 138
Right
round 1 84
86 1 (1.16%) 0
round 2 150
Slightly Left
round 1 155
178 20 (11.23%) 0
round 2 290
Slightly Right
round 1 178
160 21 (13.12%) 0
round 2 290
Stop
round 1 68
42 0 (0%) 0
round 2 72
Total 3115 1761 140 (7.95%) 4
Table 3: Training detail and validation testing results
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3.3 Experiment Results
Experiment results are presented in Table 1, Table 2, and Table 3.
900 actions were stored with the corresponding motor inputs ZM , ZG, ZR and ZA. We
report the accuracy of the agent’s action and object recognition in Table 2. Note that the
object is labeled as most relevant object to the next action. Thus the agent is not required to
recognize pedestrians or walls at signiﬁcant distance from its location.
In real-time testing, we report performance of the agent in two categories: inconsistent with
teacher’s intention and failed action. For example, in an open setting with ZG = F , the correct
action would be to move forward. If the agent’s movement is inconsistent with the correct
action, then the counting of the ﬁrst category is incremented by one. However, this deviation
may not necessarily be a failed action. Often in experiments the agent has learned to correct
itself by adjusting its directions. An action would only be deﬁned as failed when the agent
bumps into wall or pedestrian, or when the agent is stuck at current setting with output as
ZM = stop.
4 Conclusion and discussion
In this paper we design an on-line learning agent for self-navigation based on object recognition.
The agent is purely vision-based with inexpensive webcams in comparison with the laser based
approaches with costly scanners suﬀering from a series of failures such as inability to recognize
wet road surfaces, dark surfaces and objects at large distances. The agent is able to attend
to important objects in the current visual input and take corresponding actions according to
the recognition result. The system learns online and performs in real-time, minimizing cost of
data collection and manual labeling. Our agent demonstrates robust performance in validation
and generalization testing scenarios. The next step in our research is to apply our system to
outdoor environment navigation instead of structured indoor environments. Challenges include
increased appearance variances compared to this current experiment, and ballooning network
size, which may slow down the real-time learning.
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