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Abstract
There are several well-known rankings of universities and higher education systems. Numer-
ous recent studies question whether it is possible to compare universities and countries of
different constitutions. These criticisms stand on solid ground. It is impossible to create a one-
dimensional ordering that faithfully compares complex systems such as universities or even
higher education systems. We would like to convince the reader that using well-chosen
elements of a family of state-of-the-art data mining methods, namely, bi-clustering methods,
can provide an informative picture of the relative positions of universities/higher education
systems. Bi-clustering methods produce leagues of comparable entities alongside the indica-
tors, which produce a similar grouping of them. Within leagues, partial rankings could be
specified and furthermore can serve as a proper basis for benchmarking.
Keywords University ranking . Leagues of countries . Bi-clustering . Partial rankings . Country
rankings
Introduction
Global ranking systems have several shortcomings and facemany challenges (Hendel and Stolz
2008; Olcay and Bulu 2017; Soh 2017). The most crucial problem likely stems from the
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comparison of universities or countries with very different financial backgrounds, scope and
social environments. There is an ongoing effort (Downing 2013; Salmi 2013) to define different
and well-tailored leagues for benchmarking universities or countries instead of ranking them in
a single group. However, there is no generally accepted method for identifying such leagues.
The authors agree with Benneworth (2010) and Liu (2013) that universities that belong to
similar higher education systems should be compared according to a given set of criteria that is
also in accordance with the common features of the higher education systems. The present
work hinges on a fundamental principle: leagues (of countries) constitute both the set of
countries and the set of indicators. Specifically, the set of criteria might differ from league to
league; however, some of the criteria may be common. This may also apply to universities.
The primary challenge in specifying leagues is to simultaneously define a set of criteria and
countries/universities that are similar according to the criteria.
The purpose of this study is to answer the following research question: How can leagues of
comparable higher education systems be defined? The study does not aim at expanding the
criticisms of the indicators of rankings, nor replacing them with other (better) indicators, nor
developing new indicators.
In the following, for the case of higher education systems, we show how leagues, as a new
basis for comparing higher education systems, can be developed. We use the available
indicators as they are, acknowledging that some of them may impose some type of bias, while
they are the result of enormous efforts of data acquisition and cleansing, which we surely
cannot reproduce. In addition, the usage of well-known indicators follows the ceteris paribus
principle; we introduce a new method forming groups of objects to compare, but we do not
introduce new indicators at the same time. As a result, the gain of forming leagues can be
demonstrated without the effect of new indicators.
In this paper, we focus on creating leagues of countries, while in a forthcoming paper we
plan to use the method to create university leagues, study the rankings within them, and
compare the results with global rankings. We consider this article as a starting point for further
analyzes since bi-clustering universities is more complex and since more clusters can be
established, i.e., more leagues can occur on larger data tables.
The relevance of examining countries (i.e., their whole higher education system) is
reinforced by higher education being a public good (Marginson 2011). Developing a country’s
higher education system can affect the country’s economic well-being. Education increases
labor productivity (Mankiw et al. 1992) and promotes the innovation capability of a country
(Romer 1990). On the other hand, Hanushek and Wößmann (2010) state that neglecting
differences in quality of education can distort the relationship between education and economic
growth. University rankings can be a proxy for the quality of education; this also supports our
country-level analysis as a contribution to the existing literature in this field.
Related works
University rankings and their critiques
An increasing number of countries are publishing national rankings of their educational
institutions at the secondary and tertiary levels. These rankings are prepared by research
institutions based on order of the government or commercial actors (e.g., newspapers and
non-governmental organizations) (Dill and Soo 2005). On the national level, universities are
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more comparable because the national field presents common characteristics for every univer-
sity. One can find numerous national league tables such as The Complete University Guide in
the UK. However, rankings on the national level alone do not allow us to compare universities
in a global space.
In addition to these national rankings, there are global rankings of higher education
institutions (see Table 1). The best-known systems are the Academic Ranking of World
Universities (ARWU), often called the Shanghai Ranking; the Times Higher Education World
University Ranking (THE); theWorld University Rankings byQuacquarelli Symonds (QS); the
Leiden Ranking by the research institute Centre for Science and Technology Studies (CWTS) at
Leiden University; and the U-Multirank. These rankings are published by independent organi-
zations, such as the Shanghai Ranking Consultancy, which publishes the Shanghai Ranking,
and the Center for Higher Education Policy Studies, which is one of the leaders of the
consortium that produces U-Multirank (Moed 2017). There is also an international organization
called International Ranking Expert Group (IREG) addressing - inter alia – and approving
global university rankings.
Most of these systems focus on universities. However, several initiatives (Hazelkorn 2015;
Salmi 2013) have suggested that the excellence of tertiary educational institutions should be
improved on the national level instead of the institutional level. The researchers who are of this
opinion seek to measure the indicators of the higher education system as a whole. Hazelkorn
(2015) sought to develop a “world-class system” rather than “world-class universities”. These
proposals are only theoretical. However, three practical efforts have been mentioned and
developed by the Lisbon Council, QS and Universitas21 (U21). The first effort was a one-
off venture. The Lisbon Council ranked 17 European OECD countries in 2008 based on six
fields (inclusiveness, access, effectiveness, attractiveness, age range and responsiveness), the
use of which could measure the ability of their higher education systems to help citizens and
society meet the genuine challenges of a twenty-first-century knowledge economy (Ederer
et al. 2009). Additionally, in 2008, the QS published the “National System Strength Rank-
ings”, for which THE data were used in addition to their QS dataset. Their overall rank was
determined using four metrics: system strength, access, flagship institution and economic
context (Hazelkorn 2015). In 2016, a similar country-based ranking on their higher education
system was published as “QS Higher Education System Strength Rankings” (QS 2016).
The ranking of U21 is the most ambitious of the initiatives mentioned. U21 was considered
a novelty for the year 2012 in a report on rankings by the European University Association,
Table 1 Groups and examples of ranking systems
Ranking level
University Higher Education System
Territorial coverage Global ARWU, THE, QS, CWTS,
U-Multirank
U21 (2012–2017),
QS (2008, 2016),
Ederer et al. (2009)
Regional QS, THE: Latin America/Asia,
QS: EECA,
QS: BRICS
The scope of this paper.
National UK: The Complete University Guide in UK,
US: Forbes and CCAP’s Rankings
Cannot be interpreted.
Authors’ compilation
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although the positions of some countries were considered arguable. A methodological mod-
ification was recommended in this report to refine the U21 ranking because the use of ARWU
scores “strengthens the positions of big and rich countries whose universities are strong in
medicine and natural sciences” (Rauhvargers 2013, pp. 14). One of the main reasons for
applying U21 data is that the indicators are available; therefore, leagues of countries can be
specified. The U21 rankings have been published annually since 2012, and U21’s methodol-
ogy is one of the most transparent. For the U21 ranking, 2014 was the last year in which every
indicator was available. Therefore, this paper focuses on the 2014 country ranking.
The higher education rankings suffer from numerous shortcomings. First, they have a
distorting effect on universities because they heavily rely on the reputations of institutions
(Guarino et al. 2005; Marginson and van der Wende 2007). Second, the applied data,
indicators and weights are chosen arbitrarily by each university ranking (Saisana et al. 2011;
Bengoetxea and Buela-Casal 2013; Boyadjieva 2017; Pinar et al. 2019). Third, their “fairness”
is questionable because institutions have differences in size and funding (Daraio and
Bonaccorsi 2017). For example, in 2015, Harvard University’s annual budget was approxi-
mately $4.5 billion, whereas Hungary’s annual budget for all levels of education was approx-
imately $5 billion in 2015 (European Comission 2015). Moreover, in 2006, the 16 Berlin
Principles on Ranking of Higher Education Institutions stated that rankings must specify the
linguistic, cultural and economic contexts of the institutions (IREG 2006).Rankings at the
national and global levels are described in this subsection. The regional rankings (see Table 1)
are detailed in Subsection 2.2.
Regional rankings - new directions and limitations
In addition to national and global rankings, regional rankings can be specified (see Table 1). To
date, regional rankings refer to rankings within geographic regions, e.g., continents. Excellent
examples include the Latin America and Asia University Rankings of QS (https://www.
topuniversities.com/university-rankings) (Sowter et al. 2017) and THE (https://www.
timeshighereducation.com/world-university-rankings), and the Arab Region University
Rankings of QS. Similarly, U.S. News classifies their regional US rankings into four
regions: North, South, Midwest and West (https: / /www.usnews.com/best-
colleges/rankings/regional-universities). Exceptions exist that rank universities not only by
geography but by economic factors: EECA (Emerging Europe and Central Asia) and BRICS
(five major emerging national economies: Brazil, Russia, India, China and South Africa)
University Rankings of QS, the Young University Rankings, and BRICS & Emerging
Economies University Ranking of THE.
Although these regional rankings most likely better fulfill the fairness criterion of the
International Ranking Expert Group (IREG), because the elements (universities/countries)
are comparable, both geographical and economic rankings can be considered arbitrary classi-
fications of universities or countries.
In addition to geographic and economic-based regional rankings, scholars (Abankina et al.
2016; Jarocka 2012) recommend clustering universities to identify similar groups of similar
universities and thereby determine the profiles of institutions and identify the directions of
development. Nevertheless, those papers did not rank the universities after clustering them.
In addition to arbitrary classification, clustering methods are used to separate clusters
(Rad et al. 2011; Ibáñez et al. 2013). Ibáñez et al. (2013) clustered public universities in
the area of computer science into four groups based on their productivity, visibility,
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quality, prestige and internationalization. However, clustering alone cannot be used to
specify regional or other rankings because, beforehand or in parallel, clustering indicators
should be selected for ranking similar universities or countries (Poole et al. 2018).
Bi-clustering methods are relatively new and are almost entirely unknown and unused
in the social sciences. We demonstrate the capabilities of these methods in the clustering
and ranking of higher education systems. Using well-chosen elements of the family of bi-
clustering methods, we can find meaningful but far-from-evident leagues of both countries
and indicators. The selected indicators shed light on higher education systems’ strengths
and weaknesses and their proper positions in the rankings. Finally, the proposal opens a
new direction of multivariate analysis that is free of subjective or ad-hoc weights and does
not require indicator selection over non-comparable indicators.
A fair comparison of higher education systems (universities) can be performed within
leagues. In the present paper, we create three leagues, which are denoted A, B, and C and
have simple characteristics, to make the methods and results as transparent as possible
while still being able to make nontrivial observations:
League A: Upper league,
League B: Middle league,
League C: Lower league.
Materials and methods
Introduction to the bi-clustering method
Bi-clustering is a data mining technique that enables the simultaneous clustering of the
rows and columns of a matrix. The term was first introduced by Mirkin (1998) to name a
technique that was introduced many years previously, in 1972, by Hartigan (1972). This
clustering method was not generalized until 2000 when Cheng and Church (2000)
proposed a bi-clustering algorithm based on variance and applied it to biological gene
expression data. Many bi-clustering algorithms have been developed for bioinformatics
(Pontes et al. 2015). Until recently, these methods were rarely used in other fields of
science.
Despite the very few publications that use bi-clustering algorithms in the social,
business and economic sciences (Huang 2011; Liu et al. 2009), there is already a
publication (Raponi et al. 2016) on the bi-clustering of university performances. This
study clearly demonstrates how to select indicators and universities simultaneously.
There are different definitions of bi-clusters and multiple bi-clustering algorithms
(Madeira and Oliveira 2004):
BIC1: Bi-clusters with constant values (in rows and/or columns) (see Table 2(a));
BIC2: Bi-clusters with similar values (on rows and/or columns) (see Table 2(b)).
The BIC1-type bi-clustering algorithms re-order the rows and columns of the matrix in an
attempt to bring similar rows and columns as close together as possible simultaneously and
then to find bi-clusters with similar (constant) values. In contrast, BIC2-type algorithms seek
Tertiary Education and Management (2019) 25:289–310 293
bi-clusters with similar values in the rows and columns. Similarity can be measured in many
ways, the simplest of which is by analyzing the variance between groups using the co-variance
between rows and columns. In Cheng and Church’s (2000) theorem, a bi-cluster is defined as a
subset of rows and columns with almost the same score. The score is the measure of the
similarity of the rows and columns. Typical clustering algorithms are based on global
similarities of rows or columns of the expression (or feature) matrix.
Cheng and Church (2000) developed a function called the Mean Squared Residue Score to
score sub-matrices and locate those with high row and column correlation (bi-clusters). The
exhaustive search for and scoring of all sub-matrices is NP-hard (NP: Nondeterministic
Polynomial time), and they employed a Greedy Search Heuristic in their approach. An NP-
hard problem means that there is no known algorithm that can solve it in polynomial time
(Garey and Johnson 1979). In the original paper of Cheng and Church (2000), the rows
corresponded to genes and the columns to conditions. In our analysis, the rows correspond to
the 50 countries of U21, and the indicators of U21 are the columns. Gray cells are those that
are above a given threshold, here, the median of the total matrix. The “X”s in Table 2(a)
indicate a possible choice for a subset of cells that form a similar subset as well as a bi-cluster
with respect to rows and columns.
The lower the threshold is, the larger and less similar the cluster (Gusenleitner et al. 2012).
The balance between the similarity and the size of the bi-cluster can be set by parameter
selection for a target function. Table 2(b) shows another possible selection, where “O”
indicates the maximal entries of the selected columns and the correlations among rows are
maximal. The method seeks to find a balance between the size of the bi-cluster and the
similarity, which, in this case, is measured by the row correlation. The measure of similarity,
i.e., the distance between the indicators, is a freely chosen parameter of the method, as in
classical clustering methods. This choice requires particular care because the results inherently
Table 2 Cell selection results
(a) Bi-clusters with constant values (b) Bi-clusters with similar values
Indicators Indicators
1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10
C
o
u
n
tr
ie
s
1 X X X X
C
o
u
n
tr
ie
s
1 O O O O O O
2 2 O O O O O O
3 X X X X 3 O O O O O O
4 X X X X 4 O O O O O O
5 5
6 6
7 7
8 8
9 9
10 10
11 X X X X 11 O O O O O
12 X X X X 12 O O O O O
13 X X X X 13
X, O: selected cells, : upper/ : lower than a specified threshold
Authors’ compilation
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depend on it. Proper interpretation can become challenging in the application of classical
clustering methods, and this applies to bi-clustering even more so.
Bi-clustering of HESs
In the present paper, we demonstrate on a relatively small number of objects, namely
the U21 countries’ higher education systems, how well-selected bi-clustering methods
can identify leagues (countries and indicators simultaneously). For simplicity, we
identify only three leagues: upper league A, middle league B and lower league C.
For this purpose, we use two bi-clustering methods.
The first method is the iterative Bi-clustering of Genes (iBBiG) (Gestraud 2008; Gestraud
et al. 2014) method. This algorithm is a BIC1-type method that produces bi-clusters, where the
cells exceed the threshold (i.e., median) (see Table 2(a)). The procedure starts with the
normalization of the indicators, as defined in (1).
x
0
ij≔
xi−m jð Þ
M jð Þ−m jð Þ ; ð1Þ
where m(j) = minixij, M(j) = maxixij.
iBBiG does not require all unique cells within a bi-cluster to be above or below a
threshold (i.e., the median). However, the medians for the selected cells must be
above/below both the row/column median and the medians of the excluded rows and
columns. The next step in iBBiG is based on a threshold, which, in our case, is the
median of the whole matrix. A new binary matrix is created in which a value of one
is used for those cells whose original value is above that threshold. All other cells
have a value of zero. The key step of iBBiG is thus to find the cells that form similar
rows and columns. As a result, we obtain the upper league A. The binary reversed
data and the same procedure yield the lower League C. The iBBiG method can
produce more than one bi-cluster (i.e., leagues), which can overlap if the procedures
are applied with different thresholds. When using different thresholds to develop
several alternative clusters, a quality test is needed to evaluate the results.
For simplicity, we do not apply multiple thresholds; instead, to identify the middle league,
another bi-clustering method, namely, Bi-clustering Analysis and Results Exploration
(BicARE), is used (Gusenleitner and Culhane 2011). With the BicARE method, we create a
bi-cluster that identifies a middle league of countries overlapping with (A) and (C), thus
providing a more detailed picture of the performances. The positions of the countries with
respect to the created leagues are depicted in Figure 1.
BicARE is a BIC2-type method, where the similarity measure is the correlation (see
Table 2 (b)). BicARE (Gestraud et al. 2014) is the improved and enhanced version of the
FLexible Overlapped biClustering (FLOC) algorithm proposed by Yang et al. (2003).
This method is based on the concept of residues, which are a measure of the similarity of
the elements in a bi-cluster (Yang et al. 2005). The smaller the residue is, the more similar
the elements of the bi-cluster. Similarly to the interpretation of the upper and lower
leagues, when interpreting the middle league (see the cells of Table 2(b) that are marked
by ‘O’), the BicARE method specifies a group (submatrix) of countries and indicators
whose values are similar (their variances are minimized) for both countries and indicators.
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To obtain a preliminary picture of the possible bi-clusters and to later compare these
potential bi-clusters with the obtained bi-clusters, a visualization method, i.e., a seriation
method, can be used. Seriation is an exploratory combinatorial data analysis technique for
reordering objects into a sequence (Liiv 2010). Typically, finding an optimal seriated matrix is
also an NP-hard problem (similar to finding bi-clusters). Therefore, heuristic methods are
usually applied. In this study, the hierarchical cluster-based matrix seriation (Hahsler et al.
2008) is used.
In the following sections, the research design and the results are introduced. All of the
analysis was made in R. The detailed description of the used packages, the related datasets, the
steps of the analysis, and the results can be found in this link: https://kmt.gtk.uni-pannon.
hu/kutatas/u21/EN/U_21_EN.html.
Research design
Data
The U21 rankings of countries by their higher education systems (Williams et al. 2012, 2013,
2014, 2015, 2016, 2017) are developed at the University of Melbourne. In what follows, we
present the evaluation of the U21 rankings and their indicators in detail. The U21 rankings
cover 7 years (2012–2017) and 50 countries. The rankings for a given year are published in
May of that year. Forty-eight countries were examined in 2012, and Saudi Arabia and Serbia
were added in 2013. Table 3 summarizes the countries in order of ranking for the year 2014.
The overall U21 rank scores are calculated from four groups based on resources (R),
environment (E), connectivity (C) and output (O). Each (sub) indicator is a weighted average
of multiple variables. Table 4 lists names and weights of the indicators. The resource,
environment and connectivity groups have a 20% weight, and output contributes 40% to the
final rank.
The overall scores for the U21 ranking are available for each year; however, the (sub)
indicators are only available for the years 2012–2014. For the appropriate application of bi-
clustering, only the (sub) indicators must be considered. Since (sub) indicators of the U21
rankings are not available from 2015, the year 2014 was selected.
Table 3 Countries of U21
Countries
(1–10) (11–20) (21–30) (31–40) (41–50)
1 United States 11 Norway 21 Korea (South) 31 Poland 41 Argentina
2 Sweden 12 Austria 22 Taiwan 32 Greece 42 Thailand
3 Canada 13 Belgium 23 Spain 33 Chile 42 Ukraine
3 Denmark 14 Germany 24 Portugal 34 Serbia 44 Croatia
5 Finland 15 Hong Kong 25 Slovenia 35 China 45 South Africa
6 Switzerland 16 New Zealand 26 Czech Republic 35 Russia 46 Mexico
7 Netherlands 17 Ireland 27 Italy 37 Slovakia 47 Turkey
8 United Kingdom 18 France 28 Malaysia 38 Brazil 48 Indonesia
9 Australia 19 Israel 29 Hungary 39 Romania 49 Iran
10 Singapore 20 Japan 30 Saudi Arabia 40 Bulgaria 50 India
Williams et al. (2014)
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The indicators of U21 were collected from several sources (e.g., Education at a Glance
2013 report of OECD, UNESCO Statistics, The Global Competitiveness Report 2013–2014 of
World Economic Forum, and the Scopus data bank and survey of U21). For each variable, the
original values were scaled to 0–100 intervals. The countries’ overall scores were calculated as
weighted sums of indicators.
Although U21 published the score values of the indicators, these values cannot be verified
completely. First, although most sources of raw data are published, a few are not available
(e.g., the qualitative measure of the policy environment (E4)). Second, various series are
Table 4 List of U21’s indicators
w (%) Abbr. Variables
5.0 20 R(esources) R1 Government exp. on tertiary education institutions as a % of GDP
5.0 R2 Total exp. on tertiary education institutions as a % of GDP
5.0 R3 Annual exp. per student (full-time equivalent) by tertiary education institutions
in USD, PPP
2.5 R4 Exp. in tertiary education institutions for R&D as a % of GDP
2.5 R5 Exp. in tertiary education institutions for R&D per head of population at USD,
PPP
2.0 20 E(nvironment) E1 % of female students in tertiary education
2.0 E2 % of academic staff who are female in tertiary institutions
2.0 E3 A rating for data quality.
14.0 E4 Qualitative measure of the policy environment
4.0 20 C(onnectivity) C1 % of international students in tertiary education
4.0 C2 % of articles co-authored with international collaborators (coverage is all
institutions that publish at least 100 papers).
2.0 C3 Webometrics Web TRANSPARENCY measure: sum of values from 4200
universities divided by country’s population
2.0 C4 Webometrics VISIBILITY index (external links that university web domains
receive from third parties). Sum of data for 10,000 tertiary institutions divided
by country’s population
4.0 C5 Responses to question ‘Knowledge transfer is highly developed between
companies and universities’, asked of business executives in the annual
survey by IMD World Development Centre, Switzerland
4.0 C6 % of university research publications that are co-authored with industry re-
searchers
13.3 40 O(utput) O1 Total number of journal articles produced by higher education institutions
3.3 O2 Total articles produced by higher education institutions per head of population
3.3 O3 Average impact of articles as measured by citations in 2014 to articles published
in previous years using the Karolinska Institute normalized impact factor.
3.3 O4 The depth of world-class universities in a country. This is calculated as a
weighted average of the number of institutions listed in the top 500 according
to the 2013 Shanghai Jiao Tong scores, divided by country population.
3.3 O5 The excellence of a nation’s best universities calculated by totalling the 2013
Shanghai Jiao Tong scores for the nation’s three best universities.
3.3 O6 Enrolments in tertiary education as a % of the eligible population, defined as the
5-year age group following on from secondary education
3.3 O7 % of the population aged 25–64 with a tertiary qualification
3.3 O8 Number of researchers (full-time equivalent) in the nation per million of
population
3.3 O9 Unemployment rates among tertiary educated aged 25–64 years compared with
unemployment rates for those with only upper secondary or post-secondary
non-tertiary education
w (%): weights, exp.: expenditure, PPP: purchasing power price
Williams et al. (2014)
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derived from previously obtained on-line search results. For example, the variable connectivity
webometrics visibility index (C4) measures the external links that university web domains
received from third parties. Webometrics does not contain archived data; therefore, it is
impossible to re-calculate the indicator ofC4.Third, there are severalmissing values (42/1200 =
3.42%),andthemethodologyusedtotreatmissingdataisunpublished.
Table 5 summarizes various descriptive statistics of the 24 indicators, which are
scaled to scores of 0–100. The greatest number (11) of cells are missing for the
proportion of female academic staff (E2). The least varied data (the indicator in which
the countries are the most similar) are the proportion of female students (E1). Those
scores ranged in a 20.7 score interval, andtherelativestandarddeviationofcountries’datais
thesmallest,atonly4.1%.Thecountriesarethemostdifferentintermsofthenumberofjournalarticles
(O1);itsmeanisextremelysmall(8.3),anditsrelativestandarddeviationisthehighest(196.2%).
Steps of the analysis
The analysis consisted of 5 steps:
Step 1: Replacing missing vales;
Step 2: Normalization;
Step 3: Data binarization and reversal of binary entries;
Table 5 Descriptive statistics
Variables Missing Values Min Range Mean relative SD
R1 0 22.1 77.9 47.5 34.9%
R2 0 25.0 75.0 55.2 30.9%
R3 0 3.8 96.2 44.7 54.1%
R4 6 2.8 97.2 40.5 57.7%
R5 6 0.3 99.7 36.4 82.1%
E1 0 79.3 20.7 98.6 4.1%
E2 11 35.8 64.2 82.6 16.4%
E3 0 68.2 31.8 94.1 7.9%
E4 0 53.4 46.6 80.6 13.9%
C1 3 0.5 99.5 27.1 96.6%
C2 0 22.5 77.5 64.2 30.6%
C3 0 4.0 96.0 34.7 73.4%
C4 0 2.8 97.2 34.1 72.2%
C5 3 27.1 72.9 63.5 31.5%
C6 0 0.1 99.9 43.7 58.8%
O1 0 0.1 99.9 8.3 196.2%
O2 0 0.1 99.9 42.6 74.7%
O3 0 23.4 76.6 61.2 32.7%
O4 0 0.0 100.0 25.2 109.9%
O5 0 0.0 100.0 19.5 95.4%
O6 3 23.1 76.9 64.2 28.3%
O7 1 6.7 93.3 50.9 45.2%
O8 2 1.2 98.8 38.7 65.2%
O9 6 33.5 66.5 62.1 26.5%
SD Standard deviation; N = 50, Max = 100.0
Authors’ compilation based on data of Williams et al. (2014)
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Step 4: 100 iterations of bi-clustering and selection of bi-clusters with the largest significant
score values; and
Step 5: Calculation of partial rankings for the significant bi-clusters.
The applied iBBiG algorithm is robust to missing values (Gestraud et al. 2014); however, the
BicARE algorithm requires a complete database. Choosing the appropriate method for replac-
ing missing values is important because data can be missing completely at random (MCAR), at
random (MAR) and not missing at random (NMAR). In our case, the missing data are MAR-
type data because the values could be calculated based on other indicators (Little and Rubin
2002).
There are several methods of replacing missing values, but their application is recommend-
ed if data with missing values do not exceed 5% (Scheffer 2002). Since the ratio of missing
values was low, in the first step (Step 1), the missing values were replaced. To minimize the
potential methodological dangers that can be caused by replacing the missing values, the
missing scores were calculated based on the original rank of the given country. We did not use
the software solutions offered to replace missing data (e.g., mean or median); however, we
replaced the missing data in such a way that the original U21 ranking could be reproduced.
The original scores of groups R, E, C and O were decompiled. In those cases in which there
was only one unknown value, the missing score could be easily calculated. If there was more
than one unknown score, their sum could be calculated and divided equally among the missing
cells. Then (in Step 2), the cell values were normalized via a min-max normalization formula
(see Eq. 1).
Since the original iBBiG method finds only the upper league(s) A, in the next step (Step 3),
the reversed normalized data (1-normalized data) are also calculated to specify league(s) C.
This step is not used when specifying league(s) B because the applied BicARE algorithm treats
variances instead of binarized values. The binarization is also ignored when applying the
BicARE algorithm.
Before bi-clustering, the data matrix was ordered using a seriate algorithm. A hierarchical
clustering algorithm was used to classify both rows and columns. To use this ordered matrix as
the initial matrix for both the iBBiG and BicARE algorithms, the distance function for rows
(countries) was the Euclidean distance, and the distance function for columns (indicators) was
the Spearman correlation.
Since both iBBiG and BicARE are heuristic methods, in step four (Step 4), every
calculation was iterated 100 times, and the bi-clusters with the highest score values were
selected for further analysis. F-statistics were calculated from the two-way ANOVA model
with row and column effects. A bi-cluster was considered a significant bi-cluster if both the
row and column effects were significant.
In the last step (Step 5), partial rankings were calculated and compared to the corresponding
part of the U21 rankings. When calculating partial rankings for countries in the specified bi-
cluster(s), the original weights of U21’s indicators were used, and the total scores for the
countries were calculated using the selected indicators in the given bi-cluster.
Calculation of partial rankings
Within leagues, partial rankings and partial scores are specified. The 4-step calculation method
uses the original U21 scoring and ranking method, which can also be used if indicators are
excluded from a league.
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Step 1: The four main components (R, E, C and O) are calculated as weighted averages of
the scores of indicators (weights are listed in Table 4).
Step 2: The highest score for each of the four components is increased to 100, and the
component score values of every country are re-scaled proportionally.
Step 3: The overall score values are similarly calculated as a weighted mean. The highest
score values are transformed to 100, and the remaining overall scores are re-scaled
proportionally.
Step 4: In the final step, the countries are ordered by their overall scores.
Results
Descriptive analysis
The countries in U21 have varied geographic locations, different income levels and histo-
ries. Most of the countries (27) are in Europe. There are 14 countries from Asia, 6 from
America, 2 from Oceania (Australia and New Zealand) and 1 from Africa (South Africa).
The countries are also varied in their income levels. The countries are grouped into high,
higher middle, lower middle and low income categories by theWorld Bank (http://databank.
worldbank.org/data/download/site-content/OGHIST.xls). Most of the countries (36) were
classified as high-income countries by the World Bank in 2014. The remaining 14 countries
were given middle ratings. Three of the 14 countries were categorized into the lower middle
income category (India, Indonesia and Ukraine); the other 11 countries were placed in the
upper-middle income category. The countries also have different histories. There are 38
developed market economies and 12 post-socialist countries.
The indicators with the largest and smallest relative standard deviation (SD) are exam-
ined in more detail. There are only 4 indicators in Table 5 that have relative SDs of less than
20%. These cover all environmental indicators. Two indicators are extremely low, i.e., under
10%. The proportion of female students in tertiary education (E1) has the smallest relative
SD, only 4.1%. A total of 39 of the 50 countries obtained the maximum score of 100 for this
indicator, and 9 countries’ scores are between 90 and 100. The remaining 2 countries also
have high values of approximately 80: India’s score is 83.5, and South Korea’s score is 79.3.
The rating for data quality (E3) has the second lowest relative SD, 7.9%. This indicator was
derived from each quantitative series by U21 as a categorical variable: 1 indicates available
data, 0.5 indicates some available data with adjustments needed, and 0 indicates any other
case. Among the 50 countries, 21 achieve the maximum score of 100, 17 countries’ scores
are between 90 and 100, 9 countries’ scores are between 80 and 90, and the 3 remaining
countries have lower scores (Saudi Arabia and South Africa 77.3, India 68.2).
Considering the highest relative SDs, the largest (196.2%) can be observed for the total
number of journal articles produced by higher education institutions (O1). The United States
achieved the maximum score of 100, which was extremely high compared to other countries.
The second highest score of 58.9 was obtained by China, followed by three countries with
scores of 20–30 (UK 25.2, Japan 24.4, and Germany 20.7). There are 7 countries with scores
of 10–20. The remaining 38 countries had scores under 10. In detail, the scores of 5 countries
are in the interval [5,8], the scores of 16 countries are in the interval [2,5], 17 countries’ scores
are less than 2, and the scores of 8/17 countries are lower than 1. The average scores of the top
500 Shanghai institutes (O4) have the second largest relative SD (109.9%). For this indicator,
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there is only one country (Switzerland) with a score of 100. It is followed by Sweden (94.5).
The next 10 countries’ scores are between 50 and 80, 15 are between 10 and 40 and 23 are less
than 10 (including 7 countries with scores of 0.0).
Results of bi-clustering
In contrast to classical clustering (depending on the applied method), bi-clusters may overlap.
In what follows, we pinpoint cases in which membership in a single cluster or membership in
multiple clusters has a particular meaning. In both situations, countries and indicator positions
must be considered simultaneously.
After the 100 runs, two bi-clusters with higher frequencies appeared; the others have
negligible hits. Table 6 shows that only cluster number 1 has acceptable significance for both
dimensions.
The iBBiG algorithm on normalized data specifies League A because the cell values from
the bi-cluster are significantly higher than those of the excluded data. The iBBiG algorithm on
the reversed data identifies League C.
After specifying League(s) A and C, League(s) B must be specified similarly. To find the
middle league, we use a different concept of similarity. We seek a middle league in which the
variances between countries and between indicators are low simultaneously. The BicARE
method provides such bi-clusters. After performing the F-test to compare the variances for
both countries and indicators between included and excluded cells, one significant bi-cluster
can be specified.
Leagues
Since a country can have several high and low values simultaneously, it can be a member of
more than one league simultaneously. Similarly, if an indicator has a high relative variance (see
Table 5), its high-value cells can be included in League A, and low-value cells can be included
in League C (see the overlaps of columns of cells that are labelled X or O in Table 2).
Therefore, the results of bi-clusters can specify overlaps (see Fig. 1). An in-depth analysis can
highlight which countries are separated, and the analysis of the overlaps can provide a detailed
picture of the countries and indicators. As mentioned at the beginning of this section, bi-
clusters might (or might not) have overlaps (see Fig. 1), which is worth analyzing case by case.
Table 6 Results of scores and significances for iBBiG bi-clustering algorithms
Dataset № Score Rows Cols F-tests for
Row Col
Effects
(p-values)
Effects
(p-values)
U21 1 287.3794 23 19 0.0000 0.0000
U21 2 78.8670 22 5 0.1866 0.0000
Reverse U21 1 535.1661 38 19 0.0000 0.0000
Reverse U21 2 52.1089 11 7 0.9350 0.0000
Authors’ compilation based on data of Williams et al. (2014)
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League A League A contains 23/50 countries and 19/24 indicators. The remaining
variables are journal articles (O1), the score of the nation’s three best universities by
Shanghai (O5), unemployment rates (O9), government expenditure (R1) and internation-
al students (C1). These are the indicators for which countries of League A do not
perform equally well. The absence of indicator O1 in League A is not surprising because,
among all the indicators, this one has the highest relative standard deviation. Table 5
shows that standard deviation is 196.2% for all 50 countries. Because there are 23
countries in League A, it is still very high (185.1%). Slovenia has the lowest score
(0.6), and the US has the highest score (100.0). Of the 23 countries, only 7 have O1
scores above 10: Spain (10.1), Australia (11.0), Canada (14.8), France (16.6), Germany
(20.7), the UK (25.2) and the US (100.0).
League A+ The part of League A that does not overlap with other leagues (which is
denoted as A+) contains 11 countries and 5 indicators. The countries are in the top 12
countries of the original U21 ranking. However, our method can highlight the indicators
that clearly separate the countries of League A. These indicators are all indicators about
the environment (E1–4) or connectivity (C2).
Fig. 1 Leagues specified by bi-clustering algorithms – results. Source: Authors’ compilation
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While these countries have higher GDP per capita (http://databank.worldbank.org/),
we suspect that differences in resources do not directly cause the separation. Similarly,
indicators about the environment (E1–4) are indirectly linked to higher education
systems. We conclude that the only indicator that has a direct impact on the separation
of that top group is that of the articles that were co-authored with international collab-
orators (C2).
League C League C includes most of the countries (38) and those 19 indicators that
were not in League A+. This means that there are more less-well-performing countries
(38 in League C) than well-performing countries (23 in League A). Nevertheless, the
numbers of indicators in League A and League C are equal (19), and 14 of them are
common.
In addition to these 14 common indicators, the countries of League A perform well in
the environmental indicators (E1–4) and in the articles with international collaborators
indicator (C2). The countries in League C usually perform worse in government expen-
diture (R1), international students (C1), journal articles (O1), the nation’s three best
universities by the Shanghai ranking (O5) and unemployment rate (O9).
League C− The part of League C that does not overlap with other leagues (which is
denoted as C−) contains 18 countries and 4 indicators, of which one belongs to resources
(R1), one to connectivity (C1) and two to output (O1, O9). There was no indicator from
the environment category because all 18 countries have relatively high scores in these
indicators. These 18 countries are in the middle (20th, 21st and 27th place) and in the
last 20 places of the original U21 ranking. Comparing League C− and A+, only League
C− contains a resource indicator (R1).
League AC and League ABC There are 14 indicators that correspond to countries in
both League A and League C. These indicators are from the resource, connectivity and
output categories. There are four resource (R2–5) indicators in the intersection of League
A and League C. These indicators are very important for both higher education and
specifying both League A and League C and are capable of comparing countries within
these two leagues. League A requires high values on R2–5 regardless of government
expenditure (R1). A low rate of government expenditure (R1) is associated with few
international students (C1) and high unemployment rates among tertiary-educated people
(O9), which pull countries toward League C−.
In League ABC, there are 7 countries and 5 indicators, which appear in all three
leagues. Most of the resource indicators (3/5 indicators) are in this league: expenditure
per student (R3), R&D expenditure as a % of GDP (R4) and per capita (R5), and two
output indicators (O3, O4).
League B League B includes 17 countries and 6 indicators from the resource (R3–5) and
output (O3–5) categories. The 17 countries of League B are from the middle and lower
segments (14–49) of the original U21 ranking except The Netherlands (which can be
found in 7th place in the original U21 ranking). This result shows that League A is better
separated from the midfield league than League C. The applied method (BicARE)
assigned those countries and indicators to this league, which became more similar after
bi-clustering. Environmental indicators belong to A+ because of their higher means and
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lower variances. The absence of connectivity indicators could be caused by their large
variance.
League B0 and League AB There is no common country or indicator of League B0.
Additional evidence of the better separation of the top league (League A+) is that there is
only one country (The Netherlands) in League AB, whereas there are 9 countries in
League BC. This reflects the large gap between the top league and other leagues.
League BC The overlap of Leagues B and C includes 9 countries and 1 indicator from the
output category: the nation’s three best universities by the Shanghai ranking (O5). Thus, if a
country performs well on this indicator, the country could move to a higher league (from
League C to League B).
Results of partial rankings
Table 7 summarizes the results of the original U21 rankings and the results of partial rankings
within leagues. All 50 countries are listed in Table 7 in order of their original U21 ranks, and
the countries of Leagues A, B and C are specified. The 23 countries of League A can be found
in the top 25 places in the U21 ranking. The 38 countries of League C can be found in the
bottom 38 places of the U21 list. The 17 countries of League B are more scattered, with
original U21 ranks between 7 and 49.
Table 8 shows the correlation for leagues between rankings by U21 and by the authors.
Each correlation is significant at the 0.001 level (2-tailed). The positive nature of all of the
correlation coefficients indicates that the order within each league is consistent with the
original U21 ranking. Two measures of rank correlations are calculated: Kendall’s τB and
Spearman’s ρ.
For the upper and lower leagues (A and C), the ranking within each league is strongly
correlated with the original U21 ranking. The correlation in the middle class (League B) is
slightly weaker but strong. Although the countries in League B are more similar for the
selected indicators, compared to the U21 ranking, the selected countries’ U21 rank positions
are more scattered.
Table 8 Results of partial correlations
League A League B League C
Correlation
Coefficient
p-value N Correlation
Coefficient
p-value N Correlation
Coefficient
p-value N
Kendall’s τB 0.824 0.000 23 0.765 0.000 17 0.855 0.000 38
Spearman’s ρ 0.956 0.000 23 0.909 0.000 17 0.966 0.000 38
Authors’ compilation based on data of Williams et al. (2014)
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Discussion and summary
The results obtained for the upper/lower leagues are consistent with the U21 ranking. The
research question was how the leagues of comparable higher education systems of countries
can be defined. We have shown how the method of bi-clustering can help define leagues of
comparable higher education systems of countries. In the following, we interpret the bi-
clustering results.
This study showed that properly chosen bi-clustering methods are suitable for specifying
leagues of countries’ higher education systems. We specified the middle league (League B) by
the BicARE method, while the upper and lower leagues (Leagues A and C) were specified by
the iBBiG method. We have shown that using proper bi-clustering methods we can obtain a
new classification of countries. The classification deviates somewhat from the usually defined
economic groups and substantially from the geographic regions. Instead, it provides new
groups that are in good accordance with the U21 ranking and reveals the roles of the indicators
in positioning the countries.
One of the most interesting findings is that except for government expenditures (R1), all
resource (R2–5) indicators are significant in League A. This means that spending a high
percentage of GDP on higher education by the government (R1) does not pull a country into
the upper league, but other resources do. Spending more on higher education and R&D (as a
percentage of GDP or per capita amount) derived from any sources can pull up a country into a
better position (R2–5).
In League A+, what matters the most (if other variables also have a high value) is the
percentage of articles that are written with international co-authorship (C2) because the other
indicators of League A+ (E1–4) are relatively high in all countries (see Table 5).
An analysis of overlaps shows that there are 3 input (R3-R5) and 2 output (O3, O4)
indicators that are common among all leagues (League ABC). Therefore, all countries can be
compared using this subset of indicators. Since both input and output indicators are common in
all leagues, countries can also be benchmarked by the effectiveness of their higher education
systems. Higher values of these five indicators pull countries toward the upper league. Lower
values of these five indicators pull countries toward the lower league.
Fig. 2 Development opportunities among leagues. Source: Authors’ compilation
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In our paper, we demonstrated that leagues of countries and indicators can be defined
together by well-selected bi-clustering methods. As a result, we can obtain a“fair” ranking of
higher education systems that is not biased by the intentional pre-selection of indicators. The
resulting leagues may be helpful in clarifying the roles of the obtained indicators.
Beyond specifying partial ranks, bi-clustering methods provide a much richer picture. The
first opportunity is to analyze overlaps. The results of specifying leagues showed that it is very
difficult to specify a strict partition of countries and indicators. Nevertheless, overlaps indicate
that several countries can be members of more than one league. For example, countries in the
overlapped regions can outperform other countries when considering the indicators of the elite
league. However, improvements in several indicators must be achieved to separate these
countries from lower leagues (see Fig. 2). Overlap analysis also identifies the common
indicators. Based on these common indicators, countries from different leagues can also be
compared.
The results of bi-clustering are analyzed in detail. By comparing countries that belong to the
same league or observing which countries are separated (League A+ and League C−), the
strengths and weaknesses of a higher education system can be identified. Consequently, a point
of necessary intervention might be revealed as well (see Fig. 2).
Conclusion
When comparing countries (universities), the first and one of the most fundamental questions
is which subjects can be compared and which indicators can be used in the comparison. The
authors believe that the bi-clustering method can play an important role in both ranking and
benchmarking. Despite the interpretation of bi-clustering being more challenging than
explaining the results of conventional clustering, analyzing overlaps and the separations
provide an opportunity to show why the top countries are separated from others, while other
countries became members of more than one league. The proposed bi-clustering methods
identify the common indicators that can be used for global rankings or as benchmarks.
Nevertheless, even if there is no common indicator, after specifying bi-clusters, regional or
more partial rankings can be defined within leagues. The countries in these leagues are not
evaluated based on arbitrarily determined indicators of an arbitrarily selected region (see
regional rankings in Table 1); however, similar countries can be compared by comparable
indicators. Consequently, a point of necessary intervention may also be revealed in order to get
into a better league (see Fig. 2).
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