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Abstract
We study path-integrals over reparametrizations of the world-sheet boundary. Such in-
tegrals arise when string propagates between fixed space-time contours. In gauge/string
duality they are needed to describe gauge theory Wilson loops. We show that (1) in
AdS/CFT, the integral is well defined and gives a finite 1-loop correction to the Wilson
loop; (2) in critical string theory, the integral is UV divergent, and fixed contour ampli-
tudes are off shell. In the second case, we show that the divergences can be removed by
renormalizing the contour. We calculate the 2-loop contour β-function and explain how
it is related to the D0-brane effective action. We also apply this method to compute the
first α′ correction to the effective action of higher dimensional branes.
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1. Introduction
Gauge fields are believed to have a dual description in terms of strings, representing
their flux lines. This belief has been considerably strengthened in recent years, although
a systematic theory is still missing. The most important problem is to move beyond the
supergravity approximation on string theory side of the duality. Sooner or later it has to
be done, if our final goal is to describe physically interesting asymptotically free theories.
The gauge theory Wilson loop W [C] has played an important role in discussions of
gauge/string duality, both in the early period [1, 2] and in the recent work [3, 4]. In the
dual picture it has a very suggestive description as a path-integral over string world-sheets
with a fixed boundary contour C. In the supergravity limit, this integral is dominated
by the corresponding minimal surface. This paper grew out of attempts to understand
quantum corrections to this supergravity result.
A starting point of our discussion is an old observation [5, 6] that an amplitude de-
scribing string propagating between fixed space-time contours reduces in conformal gauge
to a path-integral over boundary reparametrizations. We apply this idea in the analysis of
1-loop corrections to the AdS/CFT ansatz for the Wilson loop [7, 8]. Our main result is
that for contours C lying strictly on the boundary of the AdS space, the 1-loop correction
is finite, and the world-sheet conformal invariance is preserved. On the contrary, for con-
tours lying inside AdS the reparametrization path-integral is logarithmically divergent,
and the corresponding amplitude is off shell and ill defined.
Fixed contour amplitudes in flat space are off shell just as the amplitudes for contours
inside AdS. However, we decided to study the corresponding reparametrization path-
integral in great detail. One reason for this study is to gain practical knowledge about
reparametrization path-integrals in general. The flat space background provides a good
model example, because the action in this case is known explicitly, and a rather precise
analysis can be carried out.
A second reason comes from an observation that the σ-model description of D0-branes
gives rise to a formally equivalent path-integral. This powerful analogy lead us to conjec-
ture that the corresponding non-local field theory of reparametrizations is renormalizable,
in the sense that all the divergences can be removed by adding counterterms changing
the shape of the contour. We checked this conjecture to the 2-loop order in the Feyn-
man diagram expansion, and found in particular that the divergences cancel provided the
D0-brane equations of motion are satisfied.
There exists a natural generalization of the above result to the case of higher dimen-
sional branes, in which the role of reparametrizations is played by maps from S1 into the
brane world-volume. We use this fact to find the first α′ correction to the Dp-brane low
energy effective action, and show that the result agrees with the action computed from
the S-matrix amplitudes.
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The exact structure of the paper is as follows. In Section 2 we review the general
modern picture of gauge/string duality, discuss the string theory ansatz for the Wilson
loop, and explain the appearance of reparametrization path-integrals. We show that the
1-loop correction is divergent for contours in flat space, and finite for contours on the
boundary of AdS. We also make a foray into the subject of loop equations, reviewing old
and recent work and discussing possibilities for future research.
In Section 3 we study renormalization of the flat space reparametrization path-integrals.
We calculate the 2-loop contour β-function, and explain how it is related to the D0-brane
effective action. Before treating the general case, we also consider the circular contour
example.
In Section 4 we deal with the Dp-brane case. We compute a 2-loop condition for
cancellation of logarithmic divergences in a corresponding path-integral, and interpret
this condition as an equation of motion following from a low energy effective action.
Section 5 is a short conclusion. Appendices A and B are devoted to the details of
Feynman diagram analysis.
2. Wilson loop in gauge/string duality
2.1. General picture
The goal of the gauge/string duality program is to find a string Lagrangian for 4d gauge
theory color-electric flux lines. This Lagrangian must give permanent confinement at large
distances, and at the same time reproduce high-energy asymptotic freedom predictions.
It is well understood by now [9, 4, 10] that for the pure Yang–Mills theory such
“confining strings” must propagate in a 5d gravitational background of the form
ds2 = A(y)(dy2 + dx2µ), A(y) ∼ y−2 (y → 0). (2.1)
The gauge theory itself lives at the “absolute” y = 0 of this space.
The background (2.1) will contain extra dimensions if the 4d gauge theory in question
has some extra matter fields, as it happens for the much studied AdS/CFT example of
the Yang–Mills theory with N = 4 supersymmetry (see [11] for a review). In this case
conformal symmetry fixes
A(y) =
R2
y2
, (2.2)
so that the metric (2.1) describes the AdS5 space, while the full background is AdS5×S5
due to the 6 scalars present in the supersymmetric Yang–Mills.
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In physically interesting non-conformal cases the factor A(y) will have logarithmic
corrections
A(y) ∼ R
2
y2
[
log
(r∗
y
)]α
(2.3)
near y = 0, corresponding to the gauge theory logarithmic corrections to the Coulomb law
at short distances. Moreover, the space (2.1) will terminate at some finite y, leading to
confinement. These features have also been observed for gravity duals of strongly coupled
gauge theories with logarithmic RG flows [12].
Eventually, gauge/string duality must provide precise identification of gauge invariant
operators of the gauge theory with vertex operators of string theory on the background
(2.1), so that the corresponding field theory correlators and string theory scattering am-
plitudes are equal. In the standard AdS/CFT correspondence [11] the gauge theory
coupling is strong, while the background (2.1) is weakly curved, and the supergravity
approximation to the full string theory is applicable.
For weakly coupled or asymptotically free gauge theories we cannot use supergravity
and must solve the string σ–model with the world sheet action
S =
1
4piα′
∫
d2ξ
√
ggab∂aX
M∂bX
NGMN(X) + . . . (2.4)
where GMN(X) is metric (2.1) with X = (y, xµ), and . . . denotes terms in the action
corresponding to extra dimensions, world–sheet fermions, and RR backgrounds needed
to stabilize the space (2.1). In conformal cases there are explicit proposals for the full
world–sheet action [10, 13]. These σ–models have not been solved so far.
2.2. Wilson loop
The gauge theory Wilson loop operators
W [C] =
1
N
〈
TrPexp
∮
C
Aµdxµ
〉
YM
(2.5)
plays a special role in the gauge/string correspondence. In the dual picture it should be
described by an open string amplitude with the string boundary tracing the contour C
[4]. In other words, the Wilson loop must be given by a path-integral
W [cµ(σ)] =
∫
[DXDg . . .] exp−S[X, g . . .] (2.6)
with the boundary conditions
xµ(σ, 0) = cµ(σ), y(σ, 0) = 0. (2.7)
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At present no general methods to work with (2.6) are known. For conformal theories
(2.2) it is possible to consider the strong coupling limit
√
λ =
R2
4piα′
≫ 1 . (2.8)
In this case the integral (2.6) can be computed in the classical approximation as [7, 8]
W [cµ(σ)] ≈ exp−
√
λAmin, (2.9)
where Amin is the area of the minimal surface in AdS5 bounded by the contour cµ(σ).
World–sheet fermions and RR fields do not contribute in this approximation.
As a first step towards a full theory, one can try to understand corrections to (2.9)
perturbatively, as an expansion in λ−1.
2.3. Loop equation
It has been known for a long time [14, 2, 5, 15] that gauge theory Schwinger–Dyson
equations in the large N limit give a closed equation for the Wilson loop. This “loop
equation” has the form
L̂(σ)W [C] = W [C1] ∗W [C2], (2.10)
where the “loop Laplacian”
L̂(σ) = lim
ε→0
∫ σ+ε
σ−ε
dσ′
δ2
δcµ(σ) δcµ(σ′)
(2.11)
is the operator which picks up the δ–function singular term in the second variational
derivative. The r.h.s.
W [C1] ∗W [C2] = −λ
∮
C
δ(4)(y − c(σ)) dyµ c˙µ(σ)W [C1]W [C2] (2.12)
is nonzero only for σ corresponding to a point of self-intersection, in which case it gets
contribution from the “halves” C1 and C2 obtained from C by splitting at that point. It
is identically zero for non-selfintersecting contours.
Strictly speaking, Eq. (2.10) is derived in a regularized theory. We would like to
promote it to a well-defined equation for the finite, renormalized Wilson loop. So far it
has not been done, mainly because it is unclear how to handle self-intersecting loops. If C
is a smooth non-selfintersecting contour, then W [C] has a finite renormalized value [16].
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However, self-intersecting Wilson loops contain additional logarithmic divergences, and
so do the loops with corner points into which self-intersecting loops split [2, 17].
To avoid these difficulties, we may decide to limit ourselves with non-selfintersecting
loops. In this case it was shown in [18] that the renormalized loop equation
L̂(σ)W [C] = 0 (2.13)
is well defined.
Eq. (2.13) by itself would not be sufficient to nonambiguosly recover the Wilson loop
functional. For example, it does not distinguish between abelian and non-abelian gauge
theories. Perhaps it may be supplemented by some sort of “boundary conditions” for
nearly self-intersecting loops, which will make the identification unique. At present this
issue is not settled. However, even in the form (2.13) the loop equation may be used to
test the gauge/string duality ansatz (2.6).
For strongly coupled conformal gauge theory this test was performed in [18, 19], where
we showed that the classical approximation (2.9) satisfies (2.13) for any contour C pre-
cisely in the critical dimension D = 4. This conclusion was reached by studying the
second variational derivative of the nonlinear functional Amin[C] in the short-distance
limit σ′ → σ. We found the singular momentum behavior of the form∫
δ2Amin
δcµ(σ − h2 ) δcµ(σ + h2 )
eiph dh
= (1−D)|p|3 + (D − 4) c¨ 2(σ) |p|+ (4−D) c¨µ(σ) δAmin
δcµ(σ)
p0 + . . . , (2.14)
where . . . denotes terms which are O(p−1) for p → ∞. The functional Amin is invariant
under reparametrizations cµ(σ)→ cµ(f(σ)), and formula (2.14) is written in the natural
gauge c˙ 2 ≡ 1.
In the coordinate space the first two terms in the r.h.s. of (2.14) produce non-local
singularities proportional to h−4 and h−2, while the third term corresponds to the local
δ(h) singularity. The loop Laplacian L̂(s)W [C] is thus proportional to the coefficient in
front of the third term, and we see that indeed (2.13) is satisfied provided that D = 4.
2.4. Quantum corrections
As we move to smaller λ, quantum corrections to the classical formula (2.9) must
become important2. At present the structure of these corrections and their dependence
on the contour are not understood. In particular, I do not know if the loop equation
2Although for the Wilson loop in N = 4 SYM formula (2.9) is conjectured to hold to all orders in λ
if C is a circle [20, 21].
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(2.13) continues to hold when the corrections are taken into account. If it turns out that
it does not, this will perhaps have an interpretation based on the unavoidable presence of
matter fields in conformal gauge theories [18].
One–loop corrections to (2.9) for type IIB string on AdS5×S5 described by the Green–
Schwarz action were studied in an important paper [22] (see also [23]). As it was shown in
[22], logarithmic divergences in bosonic and fermionic determinants coming from world–
sheet oscillations cancel. This important conclusion (related to the fact that AdS5 × S5
is an exact closed string background) leaves however out the following puzzle.
We do expect of course that the first quantum correction to (2.9) be finite, and con-
formal invariance in (2.6) be preserved on the 1-loop level. However, conformal invariance
would be broken had we put contour C at y = ε > 0 rather than on the absolute.
Consider for instance standard critical string theory in flat space. It is well known
that amplitudes with fixed boundary would be off shell, i.e. not conformally invariant,
except for a very special class of contours (straight lines, also known as D0-branes).
Path–integral (2.6) with a contour C inside AdS must behave similarly to the flat space
integral in this respect. Only when the contour is pushed all the way to the absolute, where
the metric is singular, can we expect restoration of conformal invariance. Apparently we
are missing something, because the cancellation of bosonic and fermionic divergences
observed in [22] does not seem to depend on the precise position of the contour.
To resolve the puzzle, it is necessary to realize that besides the world-sheet deter-
minants, stringy Wilson loop (2.6) receives a 1-loop correction from oscillations of the
classical action induced by reparametrizations of the boundary contour. This is where
reparametrization path-integrals come into play. This correction must be analyzed sepa-
rately to decide if the conformal invariance is preserved. In particular, it is the structure
of this correction that creates the difference between contours on the boundary of AdS on
the one hand, and contours in flat space and inside AdS on the other. Below we explain
in detail how this happens, first in flat space, and then in AdS.
2.5. Flat space example
Let us first recall what goes wrong with fixed boundary amplitudes in flat space,
considering bosonic string for simplicity. We are to consider the path–integral
Z =
∫
[DXµDg] exp(− 1
4piα′
SP ), SP =
∫
dσ dτ
√
g gab ∂aX
µ ∂bX
µ, (2.15)
with the boundary conditions
Xµ(σ, 0) = cµ(σ), (2.16)
where cµ(σ) is a contour in flat D-dimensional space. The open string world-sheet with
disk topology is parametrized by the upper half-plane.
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In conformal gauge the action becomes
S =
∫
dσ dτ (∂X)2 . (2.17)
World-sheet oscillations and ghosts give rise to determinants that cancel each other pro-
vided that D = 26. The answer we seem to be getting is
Z
?
= exp(− 1
4piα′
Scl[cµ(σ)]) , (2.18)
where Scl is the classical action for the solution of the Dirichlet problem on the upper
half-plane with the given boundary conditions
Scl =
∫
dp
2pi
|p| cµ(p) cµ(−p) . (2.19)
However, Eq. (2.18) is not, cannot be correct. This can already be seen from the fact
that in the classical α′ → 0 limit (2.15) must be dominated by the surface with min-
imal area rather than minimal energy. Even more, (2.15) is formally invariant under
reparametrizations σ → α(σ), while the classical Dirichlet action Scl is not.
The correct answer is
Z =
∫
[Dα(σ)] exp(− 1
4piα′
Scl[cµ(α(σ))]) , (2.20)
where the path-integral is over the group of boundary reparametrization. This expression
is manifestly reparametrization invariant (modulo possible quantum anomalies). It also
possesses the right classical limit, because
min
{α(σ)}
Scl[cµ(α(σ))] = minimal area . (2.21)
The reason why (2.20) rather than (2.18) follows from (2.15) is that fixing conformal gauge
on the disc is in general impossible unless we allow diffeomorphisms reparametrizing the
boundary. After we trade the integral over metrics for an integral over Diff ×Weyl, the
part Diff0×Weyl produces but an infinite volume factor, while the Diff(S1) component
gives rise to (2.20). More details can be found in Appendix A.
Eq. (2.20) has appeared in the literature before, see e.g. [5, 6], but the dynamical
consequences of this representation to the best of my knowledge have not been explored.
Since we expect that for a general contour conformal invariance in (2.15) is broken,
the integral (2.20) must contain logarithmic divergences, and it indeed does. Let us see
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how this happens in the 1-loop approximation. Without loss of generality, we may assume
that α∗(σ) ≡ σ provides minimum in (2.21)3. The action in coordinate space becomes
Scl[cµ(σ + β(σ))] = − 1
pi
∫
dσ dσ′
cµ(σ + β(σ)) cµ(σ
′ + β(σ′))
(σ − σ′)2 . (2.22)
The part of the action quadratic in β(σ) is given by
SII = − 1
pi
∫
dσ dσ′
c˙µ(σ) c˙µ(σ
′)
(σ − σ′)2 β(σ) β(σ
′) +
1
2
∫
dσ
δScl
δcµ(σ)
c¨µ(σ) β
2(σ), (2.23)
where
δScl
δcµ(σ)
= − 2
pi
∫
dσ′
cµ(σ
′)
(σ − σ′)2 . (2.24)
For later reference notice that we have
δScl
δβ(σ)
=
δScl
δcµ(σ)
c˙µ(σ) ≡ 0, (2.25)
since the linear in β(σ) term in the action has to vanish.
The first quantum correction in (2.20) corresponds to the path-integral∫
[Dβ] exp(−SII). (2.26)
This integral contains a logarithmic divergence. Indeed, from the first term in SII we see
that the propagator of the field β(σ) in the mixed representation behaves like
〈β(p)β(−p)〉 = 1
2|p|c˙2(σ) +O(p
−2) (p→∞). (2.27)
It follows that
〈β 2(σ)〉 = log Λ
2pic˙2(σ)
+ finite, (2.28)
where Λ is the momentum cutoff.
Since the second term in SII involves β
2(σ), we get a logarithmically divergent contri-
bution to the effective action F = − logZ
Fdiv =
logΛ
4pi
∫
dσ
δScl
δcµ
c¨µ
c˙2
. (2.29)
3Otherwise we have to reparametrize cµ(σ)→ cµ(α∗(σ)).
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The same divergence can be derived in a different way, by using heat-kernel methods to
analyze the determinant of the integral operator corresponding to SII.
It is worth noting that the divergence (2.29) is non-local and cannot be removed by
adding local counterterms to the contour action. Conformal invariance would be indeed
broken unless it canceled. The most general local condition for this to happen is
c¨(σ) ≡ 0 . (2.30)
This means that the contour has to be a straight line for (2.20) to be well defined. The
straight line boundary condition would be identical to having a D0-brane, if it were not
for a subtle difference [3]. Namely, in (2.20) the surface is attached to the contour without
folds, while for the D0-branes the folds are allowed.
I will have a lot more to say about the path-integral (2.20) and its relation to the
bosonic D-branes in Sections 3 and 4 of this paper. Now let us return to the Wilson loop
in AdS.
2.6. Wilson loop in AdS is 1-loop finite
In the AdS case, a 1-loop analysis very similar to the one given in the previous section
can be carried out. As I mentioned in Section 2.4, world-sheet oscillations do not lead
to logarithmic divergences in this order. As a result, all possible troubles are connected
with the AdS analogue of (2.20)4
∫
[Dα(σ)] exp(− 1
4piα′
SAdS[cµ(α(σ))]). (2.31)
Here SAdS[cµ(σ)] is the classical Dirichlet action in the AdS space
SAdS = min
∫
d2ξ
(∂xµ)
2 + (∂y)2
y2
(2.32)
with boundary conditions (2.16).
Unlike in flat space, no explicit formula similar to (2.19) exists for SAdS. However,
to find the 1-loop divergences, it is sufficient to understand short-distance singularities of
the quadratic action. In other words, we have to study
δ2SAdS
δβ(σ) δβ(σ′)
=
δ2SAdS
δcµ(σ) δcν(σ′)
c˙µ(σ) c˙ν(σ
′) +
δSAdS
δcµ(σ)
c¨µ(σ) δ(σ − σ′). (2.33)
4This integral over reparametrizations was disregarded in [22].
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The latter formula folows by Taylor expanding cµ(σ + β(σ)).
Short-distance limit of the second derivative of SAdS was analyzed in [19], where we
found that∫
δ2SAdS
δcµ(σ − h2 ) δcµ(σ + h2 )
eiph dh =
(
3
c˙µ c˙ν
c˙4
− δµν
c˙2
)
|p|3 + const c˙[µ c¨ν]
c˙4
p2 +O(p). (2.34)
All coefficients in the r.h.s. are evaluated at σ. It is crucial for what I am going to say that
the p2 term is multipled by an antisymmetric tensor (in fact, this follows from σ → −σ
symmetry of the problem). After substituting into (2.33), the p2 term vanishes, and we
obtain ∫
δ2SAdS
δβ(σ − h
2
) δβ(σ + h
2
)
eiph dh = 2|p|3 +O(p). (2.35)
This relation is sufficient to show that the path-integral over β(σ) will be free from 1-loop
logarithmic divergences. From the most singilar term we read off the propagator
〈β(p)β(−p)〉 = 1
2|p|3 . (2.36)
Possible vertices coming from lower order terms in (2.35) will produce integrals with a
UV asymptotic behavior of ∫ ∞
dp
O(p)
|p|3 . (2.37)
Since this is absolutely convergent, logarithmic divergences will be absent. Again, the
same conclusion can be reached by heat-kernel analysis departing from (2.35).
The above derivation resolves the puzzle mentioned in Section 2.4 and explains quan-
titatively the difference between having the contour on the absolute and inside the AdS.
For a contour strictly inside, the dependence of the action on reparametrizations would
be of the form |p|+O(p0) similar to (2.23), and conformal invariance would be broken by
logarithmic divergences.
3. Fixed contours and D0-branes
As we saw in the previous section, fixed boundary amplitudes in string theory lead
naturally to path-integrals over reparametrizations after conformal gauge fixing. These
integrals are sure to contain important dynamical information relevant to gauge/string
duality, and it is very important to learn how to work with them.
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As a first step in this direction, we are going to perform a detailed analysis of the
flat-space integral (2.20). One should not forget of course that our main interest is with
the AdS integral (2.31). However, its treatment is greatly complicated by not knowing the
action explicitly, and I postpone it to a later occasion. The integral (2.20) has a definite
advantage in this respect. We will be able to obtain rather precise statements about it,
and along the way learn important general lessons about the nature of reparametrization
path-integrals.
3.1. D0-brane analogy
The flat-space “Wilson loop” integral (2.20) is formally identical to a path-integral
arizing in the σ-model description of a bosonic D0-brane, when only the fields describing
the shape of the brane are turned on. To see this, it is sufficient to rewrite the usual
D0-brane boundary conditions
X0|τ=0 = free, X i|τ=0 = φi(X0) (i = 1 . . . 25) (3.1)
in the covariant form
Xµ(σ, 0) = cµ(α(σ)). (3.2)
As a result, we get an integral of exactly the same form as (2.20).
In this approach the only difference between Wilson loops and D0-branes is in the
nature of the field α(σ). In the Wilson loop path-integral, α(σ) is a diffeomorphism so
that
α˙(σ) > 0 . (3.3)
However, in the D0-brane case α(σ) does not have to satisfy this constraint, because the
field X0 was free to backtrack. In other words, the worldsheet attached to the D0-brane
can have folds. The measure of integration is also different
‖δα‖2 =
∫
dσ [δα(σ)]2 (D0-brane), (3.4)
‖δα‖2 =
∫
dσ α˙(σ) [δα(σ)]2 (Wilson loop). (3.5)
The former is the usual Gaussian measure, while the latter is the measure on Diff(S1)
invariant under right shifts α(σ)→ α(f(σ)).
The group Diff(S1) has a boundary consisting of α(σ) for which
α˙(σ) = 0 (3.6)
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on an interval. I am quite sure that this boundary affects nonperturbative dynamics, and
in particular gives rise to an anomaly in reparametrization Ward identities. However, at
present I am unable to demonstrate this quantitatively. On the other hand, I expect and
assume for the purposes of this paper that the perturbation theory of small oscillations
around a particular α∗(σ) should not feel the presence of the boundary (3.6).
Admittedly, this assumption has to be looked into more carefully. However, even if it
will later be found to be incorrect, this will not invalidate what I have to say below, but
rather just restrict it to the D-brane case. Such a discovery of a different perturbative
sector in critical string theory seems an exciting however unlikely possibility.
3.2. Renormalization and D0-brane effective action
From a practical point of view, the path-integral (2.20) describes a nonlocal quantum
field theory of the field α(σ). As we saw in Section 2.5, in spite of being 1-dimensional,
this field theory is UV divergent (unlike say the usual quantum mechanics).
In Section 2.5 we concluded that if the contour is a straight line, the 1-loop divergence
(2.29) is absent. For a general contour this divergence is nonlocal and cannot be removed
by local counterterms. However, there is another natural way to deal with it. Namely,
since the divergence is proportional to δScl/δc, it can be removed by renormalizing the
contour
c→ c+ δc, δcµ = −α′ log Λ c¨
µ
c˙2
. (3.7)
In fact because of (2.25) I can add any multiple of c˙µ to this formula. It is natural to
write this 1-loop RG in the reparametrization-invariant form
βµ(c) =
dcµ
d log Λ
= −α′ c¨
µ
⊥
c˙2
, c¨µ⊥ = c¨
µ − c˙µ (c˙ c¨)
c˙2
. (3.8)
The “β-function equation”
βµ = 0 (3.9)
is equivalent to (2.30) and has straight lines as solutions.
It is well known [24, 5] that string theory world-sheet β-functions are related to the
low energy effective action by a generic formula
βm(φ) = gml(φ)
δΓ(φ)
δφl
, (3.10)
where gml(φ) is a nondegenerate metric in the space of massless space-time fields φ..
A direct way to compute Γ would be to calculate S-matrix amplitudes and construct
a space-time action which reproduces them. Formula (3.10) says that instead we may
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consider the nonlinear σ-model describing a string propagating in background fields φ.
Conditions of conformal invariance of this σ-model will coincide with equations of motion
for Γ. This truly remarkable equivalence holds in all known cases, although a general
proof to the best of my knowledge has not been given.
The advantage of the second method is that it produces a manifestly covariant deriva-
tive expansion of Γ. To obtain higher and higher order in α′ terms in this expansion, one
just has to compute the σ-model β-function to more and more loops.
It is reassuring to see that our RG (3.8) can be rewritten in the form of (3.10) as
βµ(c) = − α
′
√
c˙2
δSeff
δcµ(σ)
, (3.11)
where
Seff =
∫
dσ
√
c˙2 . (3.12)
Thus we recover the usual bosonic D0-brane effective action (in the particular background
Gµν = ηµν , Bµν = 0, Φ = const). We see that the reparametrization path-integral provides
a convenient framework for obtaining this classical result.
While the 1-loop calculation can be actually done directly on the world-sheet without
invoking the non-local action (2.19) explicitly (see [25]), the representation (2.20) becomes
essential when we move beyond one loop, as we do below.
3.3. Renormalizability beyond one loop
Let me repeat the logic of the above discussion. We considered a 1-dimensional QFT
with partition function (2.20), and found that it is 1-loop renormalizable. At first this may
seem like a pure coincidence, since the theory is non-local, and no general renormalizability
arguments apply to it. However, the relation with D0-brane dynamics expressed by (3.11)
suggests that this is not so. In fact, I conjecture that renormalizability must hold to any
loop order. Moreover, the α′ expansion of the β-function must have the form following
from (3.10)
βµ(c) = gµν(c)
δSeff
δcν(σ)
. (3.13)
The metric gµν(c) may and will in general get α′ corrections compared to (3.11)
gµν(c) = − α
′
√
c˙2
δµν + . . . (3.14)
As for the Seff , the only possible covariant corrections must be constructed from higher
order derivatives with respect to the natural parameter s, such as the curvature c′′ss, torsion
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c′′′sss, etc. However, all these terms would vanish on shell, that is for straight lines. Thus
we arrive at the conclusion that the effective action (3.12) should not get any perturbative
corrections.
Two-loop computations that I do below confirm these predictions about renormaliz-
ability and the form of the β-function.
3.4. Circular contour
Before we tackle 2-loop corrections for a general contour, it is instructive to consider
the example when C is a circle
c0(σ) = R cosσ ,
c1(σ) = R sin σ ,
ci(σ) = 0 (i = 2 . . . 25) . (3.15)
In this case the only renormalizable parameter is the radius R. It is convenient to include
it into the definition of the coupling constant g
1
g
=
R2
4piα′
. (3.16)
Because we use 0 < σ < 2pi to parametrize the circle, the classical action (2.19) changes
to the discrete sum
Scl =
1
2pi
∑
p∈Z
|p| cµp cµ−p . (3.17)
The action Scl[c
µ(α(σ))] is easily found by using the representation
cµ(α(σ)) cµ(α(σ′)) = Re exp i(α(σ)− α(σ′)) . (3.18)
It is given by
Scl[c
µ(s+ β(σ))] =
1
4pi
∑
p∈Z
(|p+ 1|+ |p− 1|)
∑
k,l≥0
ik−l
k! l!
(βk)p (β
l)−p . (3.19)
It is easy to see that all odd order terms vanish in this action. In particular, the linear
term in β is absent. The quadratic action is given by
S2 =
1
4pi
∑
E(p) βp β−p , E(p) = |p+ 1|+ |p− 1| − 2 . (3.20)
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It should come as no surprise that E(p) = 0 for p = 0,±1. These three zero modes reflect
the SL(2,R) invariance of Scl.
We view (2.20) as a non-local quantum theory of the field β(σ) with the classical
action (3.19). We expect that all correlators of this theory can be made finite by adding
counterterms to the action renormalizing the coupling constant g. Below I will show that
this is indeed true for all 4-point functions in the 1-loop order, and for all 2-point functions
in the 2-loop order. We will also find the 2-loop β-function.
To perform this calculation, we will need the first two higher order terms in (3.19)
S4 =
1
2pi
∑
E(p)
(1
8
(β2)p (β
2)−p − 1
6
βp (β
3)−p
)
,
S6 =
1
2pi
∑
E(p)
( 1
120
βp (β
5)−p − 1
48
(β2)p (β
4)−p +
1
72
(β3)p (β
3)−p
)
. (3.21)
Denoting the nonlocal E(p) vertex by a wavy line, we have the following diagrammatic
representation
S = S2 + S4 + S6 + . . .
=
1
2
+
(1
8
− 1
6
)
+
( 1
120
− 1
48
+
1
72
)
+ . . . . (3.22)
Contracting these diagrams with the propagator E(p)−1, we obtain the 1-loop correction
to the quantum effective action through β4 terms
S1-loop = g
(1
2
− 1
2
− 1
2
+
1
12
− 1
8
+
1
12
+
1
24
− 1
6
+
1
8
)
+ . . . . (3.23)
Notice that the diagrams like vanish, because E(0) = 0. The change in the
numerical factors reflects the numbers of equivalent contractions.
The r.h.s. of (3.23) is divergent. First of all, it contains logarithmic divergences pro-
portional to the “leaf” diagram
=
1
2pi
∑′
|p|<Λ
1
E(p)
=
1
2pi
log Λ + finite, (3.24)
where
∑′ is being taken over p 6= 0,±1. Superficially, it also contains linear divergences
proportional to the “oyster” .
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However, as the reader may easily check, the “oyster” divergences of individual dia-
grams are local and cancel each other when added (for instance, in the last line of (3.23)
this happens because 1/24 − 1/6 + 1/8 = 0). What remains is the overall logarithmic
divergence, and it is easy to see that it is exactly proportional to the S2 + S4 part of the
classical action. It can be removed by adding the counterterm
Sct =
( g
2pi
log Λ
)
S (3.25)
which translates into the RG law for the bare coupling constant
1
g(Λ)
=
1
g
+
1
2pi
log Λ , (3.26)
β(g) =
dg
d log Λ
= − g
2
2pi
. (3.27)
A simple check shows that this 1-loop β-function agrees with the general contour result
(3.8).
It is interesting to note that the partition function renormalization of Section 3.2 and
the above correlator renormalization follow in fact from two quite different and formally
inequivalent computations. Their agreement should not be taken as a pure coincidence.
Rather, it is a sign of a renormalizable field theory structure hidden behind.
Let us now discuss order g2 corrections to the quantum effective action. In this order
2-loop terms coming from the original expansion (3.22) mix with contributions of 1-loop
counterterms. The quadratic part of the effective action consists of the following diagrams
(a) S6 − 12 S4 S4 (b) − 12 S4 S4
(c) Sct4 − S4 Sct2 (d) − 12 Sct2 Sct2
(3.28)
It is quite easy to see directly that the divergent parts of the diagrams in (c) cancel
identically. The same happens for (b), although in a subtler way: the diagrams fall into
groups, and within each group divergences cancel. For instance, one of the groups is
1
2
− 1
4
− 1
4
<∞ . (3.29)
Class (a) is the most numerous one, it consists of about 20 diagrams. Again many
cancellations similar to (3.29) occur. In the end all that remains are two diagrams from
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the first term
1
8
+
1
8
(3.30)
and three diagrams from the second one
1
2
− 1
2
− 1
2
. (3.31)
The only nontrivial calculation is required for the divergence
− = 1
(2pi)2
∑′
|q|,|p|<Λ
E(q − p)− E(q)
E(p)2E(q)
=
1
8pi2
(log Λ)2 +
1
4pi2
(γ − 1) log Λ + finite , (3.32)
where the Euler constant γ appears as the finite part in the harmonic series
Λ∑
n=1
1
n
= logΛ + γ +O(Λ−1) . (3.33)
Adding divergences in (3.28), (3.30), and (3.31), we get the total order g2 divergent
contribution to the quadratic effective action equal to(
− g
2
16pi2
(log Λ)2 − g
2
8pi2
log Λ
)
. (3.34)
Remarkably, the finite part γ canceled in this final result. As we will see in Section 3.5
below, a similar cancellation of finite parts of divergent Green’s functions occurs on a
much larger scale for general contours, and in fact is essential for the existence of local
counterterms.
Being proportional to S2, the divergence (3.34) can again be canceled by a counterterm.
This requires the following O(g) correction to (3.26)
1
g(Λ)
=
1
g
+
1
2pi
log Λ +
g
8pi2
(log Λ)2 +
g
4pi2
log Λ . (3.35)
An important check of the general structure is provided by the (log Λ)2 term in this
expression: its value agrees with the one following from the 1-loop β-function as dictated
by renormalizability. The subleading g log Λ term corrects the β-function
β(g) = − g
2
2pi
− g
3
4pi2
. (3.36)
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Thus we see that to the order that we were able to compute, the circular contour
reparametrization path-integral does indeed define a renormalizable quantum theory. I
do not know if a simple proof of renormalizability to all orders can be given along the
lines of the above argument. Perhaps one may use SL(2,R) invariance to restrict the
form of the quantum action. At present this has not been done.
In the next section, we will renormalize the path-integral (2.20) for a general contour,
finding a 2-loop β-function agreeing with (3.36). This will provide yet another check for
our claim of renormalizability.
3.5. Two-loop renormalization for a general contour
To compute 2-loop corrections in (2.20), we must expand the action to the 4th order
in β. It is convenient (leads to considerable simplifications and manifest covariance) to
perform this expansion in terms of the “normal coordinate” field y(σ) defined as the
invariant length between cµ(σ) and cµ(σ + β(σ))
y(σ) =
∫ σ+β(σ)
σ
√
c˙2 . (3.37)
In terms of y(σ) we have the Taylor expansion
cµ(σ + β(σ)) =
∑ 1
k!
dkcµ
dsk
(σ) yk , (3.38)
where s is the natural parameter (the s derivatives are denoted below by a prime). Sub-
stituting this into (2.22), we get
S = Scl[cµ(σ)] + S2 + S3 + S4 + . . . (3.39)
with
S2 =
∫∫
dσ dσ′Kσσ′ c
′
µy(σ) c
′
µy(σ
′) +
∫
dσ (ψc′′) y2,
S3 =
∫∫
Kσσ′ c
′
µy(σ) c
′′
µ y
2(σ′) +
1
3
∫
(ψc′′′) y3 ,
S4 =
1
4
∫∫
Kσσ′ c
′′
µ y
2(σ) c′′µ y
2(σ′)
+
1
3
∫∫
Kσσ′ c
′
µ y(σ) c
′′′
µ y
3(σ′) +
1
12
∫
(ψc′′′′) y4 . (3.40)
19
Here we denoted
Kσσ′ = − 1
pi(σ − σ′)2 , ψµ =
1
2
δScl
δcµ
. (3.41)
The path-integral (2.20) can now be computed perturbatively using Feynman rules. The
propagator
G(σ, σ′) =
∫
[Dy] y(σ) y(σ′) exp(−S2) (3.42)
cannot in general be found explicitly. Being the Green’s function of the quadratic action,
it satisfies the integral equation
c′µ(σ)
∫
dσ′Kσσ′ c
′
µ(σ
′)G(σ′, σ′′) + (ψc′′)(σ)G(σ, σ′′) =
1
2
δ(σ − σ′′) . (3.43)
In the 1-loop approximation the effective action F = − logZ is given by
F =
1
4piα′
Scl[c] +
1
2
. (3.44)
As we discussed in Section 2.5, the log-determinant is logarithmically divergent5
1
2
=
1
2pi
log Λ
∫
(ψc′′) + finite . (3.45)
To cancel this divergence, in Section 3.2 we added a counterterm renormalizing the contour
δcµ = −α′ log Λ c′′µ . (3.46)
Now we would like to move further and consider 2-loop corrections. In this order the
1-particle irreducible effective action is given by
F1PI =
1
4piα′
Scl[c+ δc] +
1
2
+ δS2 + 4piα
′
(
S4 − 1
2
S3 S3
)
. (3.47)
The change in S2 due to the 1-loop counterterm is
δS2 = 2
∫∫
Kσσ′ δc
′
µ y(σ) c
′
µy(σ
′) +
∫
(δψµ c
′′
µ + ψµ δc
′′
µ)y
2 , (3.48)
5Strictly speaking, there is also a linear divergence. But it is contour independent and can be ignored.
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where
δψµ(σ) = −α′ log Λ
∫
dσ′Kσσ′ c
′′
µ(σ
′) ,
δ(c′µ) = −α′ log Λ
(
c′′′µ − c′µ(c′c′′′)
)
,
δ(c′′µ) = −α′ log Λ
(
c′′′′µ − 2c′′µc′′2 − c′µ(c′c′′′)′
)
. (3.49)
We have to analyze divergences in the following diagrams
δS2 = + (3.50)
S4 = 3 + 2 + + 3 (3.51)
1
2
S3 S3 = + 2 + 6 + 3 (3.52)
Here = G(σ, σ′), = Kσσ′ , and the dashed lines denote the σ-dependent coeffi-
cients present in (3.40) and (3.48). The numerical factors account for equivalent contrac-
tions.
Consider as an example the first diagram in (3.51), corresponding to the integral
=
1
3
∫∫
Kσσ′ c
′
µ(σ) c
′′′
µ (σ
′)G(σ, σ′)G(σ′, σ′). (3.53)
An immediate source of infinities in this expresssion is the presence of G(σ′, σ′) in the
integrand (the corresponding part of the diagram is the leaf ). The regulated Green’s
function at coincident points is logarithmically divergent
G(σ, σ) =
1
2pi
log Λ +Gfin(σ). (3.54)
In fact, the propagator has the following asymptotic expansion
G(σ, p) =
1
2|p| −
(ψc′′)(σ)
2p2
+ . . . (p→∞) ,
G(σ, p)
def
=
∫
G(σ + h
2
, σ − h
2
) eiph dh . (3.55)
This formula is not difficult to obtain from (3.43). Eq. (3.54) follows from (3.55) with an
unknown finite part which I denoted Gfin(σ).
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However, the leaf is not the only source of divergence in (3.53). A separate infinity
comes from the oyster
∼
∫∫
Kσσ′ G(σ, σ
′). (3.56)
This divergence is equal to∫
dp
2pi
|p|G(σ, p) = − 1
2pi
log Λ (ψc′′)(σ) + finite (3.57)
(ignoring a term linear in Λ).
Notice that the divergent parts of (3.54) and (3.57) are known exactly. On the contrary,
the finite parts, like Gfin(σ) in (3.54), depend on the data in some complicated nonlocal
way and cannot in general be found explicitly. However, the total divergence of (3.53) will
arise as the product of (3.54) and (3.57). So in addition to the explicitly known (log Λ)2
terms it will contain subleading log Λ cross-terms proportional to unknown finite parts.
This presents a potentially serious problem for renormalizability, because at the end of
the calculation I expect to obtain a local counterterm.
Similar problems with finite parts appear in renormalizing local field theories, such as
λφ4 theory, in curved space-time. There it was found [26] that divergent contributions
containing finite parts cancel when individual diagrams are added. We will see below that
such a cancellation happens in our case as well.
Careful analysis of divergences in 2-loop diagrams is carried out in Appendix B along
the lines of the above discussion. The only nontrivial calculations are required for the
following three diagrams
1
4piα′
+ 3 =
(log Λ)2
4pi2
∫
(ψc′′)c′′2 +
log Λ
pi
∫
(ψc′′)c′′2Gfin , (3.58)
2 =
(
−(log Λ)
2
16pi2
+
log Λ
8pi2
)∫
(ψc′′)c′′2 − log Λ
4pi
∫
(ψc′′)c′′2Gfin (3.59)
(it turns out convenient to combine the first two). The diagrams in (3.52) are shown to
be convergent. All the remaining diagrams do not contain oysters and their divergences
are very easy to write down using (3.54). For example
=
(log Λ)2
16pi2
∫∫
Kσσ′ c
′′
µ(σ) c
′′
µ(σ
′) +
log Λ
4pi
∫∫
Kσσ′ Gfin(σ)c
′′
µ(σ) c
′′
µ(σ
′) + finite .
(3.60)
We should not also forget about the order α′ term
1
4piα′
∫∫
Kσσ′ δcµ(σ) δcµ(σ
′) (3.61)
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coming from expanding the classical action in (3.47).
I am now going to report the result of these elementary calculations. The total order
α′ divergence in (3.47) comes out to be equal
α′
∫
(log Λ)2
4pi
(
−(ψc′′′′) + 2(ψc′′)c′′2
)
+
logΛ
pi
(ψc′′)c′′2 . (3.62)
In particular, all the terms proportional to Gfin indeed cancel identically in this final result,
and the above-mentioned problem happily resolves itself. Moreover, since the overall
divergence is again proportional to ψµ, it can be removed by adding an α
′2 correction to
the 1-loop counterterm. The total 2-loop counterterm is equal to
δcµ = −α′ log Λ c′′µ +
1
2
α′2(log Λ)2
(
c′′′′µ − 2c′′µc′′2 − c′µ(c′c′′′)′
)
− 2α′2 log Λ c′′µc′′2 . (3.63)
Notice that renormalizability requires that the (log Λ)2 coefficient be expressed via the
1-loop β-function as
1
2
∫
dσ′
δβµ(σ)
δcν(σ′)
βν(σ′) . (3.64)
To put the coefficient in (3.63) in agreement with this formula, we added a term propor-
tional to c′µ. This new term does not affect cancellation of divergences, because (ψc
′) ≡ 0.
The α′2 correction to the β-function is given by the α′2 log Λ coefficient
βµ(c) = −
(
α′ + 2α′2c′′2
)
c′′µ . (3.65)
This formula is the main result of this section. It is not hard to see that it agrees with
the circular contour 2-loop β-function (3.36).
This concludes our analysis of the reparametrization path-integral (2.20). Obviously
we are leaving many questions open, most notably nonperturbative effects and the precise
relation between the D0-brane and the Wilson loop case (see Section 3.1). I plan to return
to these matters in a future publication.
4. Reparametrization path-integrals and Dp-brane dynamics
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4.1. Nonlocal field theory on the boundary
The basic conclusion of the previous section was that the D0-brane equations of mo-
tion arise naturally from studying logarithmic divergences in the reparametrization path-
integral (2.20).
I would now like to consider a generalization of this idea to the case of Dp-branes.
The Dp-brane boundary conditions can be written covariantly as
Xµ(σ, 0) = F µ(x0(σ), . . . , xp(σ)) (µ = 0 . . . 25). (4.1)
Here the functions F µ(xa) describe the shape of the brane, while the p + 1 fields xa(σ)
realize the free boundary conditions for Xa. This is all analogous to (3.2), except that
instead of reparametrizations we are now dealing with maps from S1 into Rp+1.
The corresponding path-integral generalizing (2.20) is∫
[Dxa(σ)] exp(− 1
4piα′
S ), (4.2)
S =
∫∫
Kσσ′ F
µ(x(σ))F µ(x(σ′)). (4.3)
From our experience with (2.20), we expect that the d = 1 theory of p + 1 fields xa(σ)
described by this integral is going to be renormalizable by adding counterterms changing
the shape of the brane. This is indeed true to the extent that I was able to check it. Here I
am going to present a computation that is technically slightly simpler than demonstrating
renormalizability to the same scope as I did it for (2.20). Namely, we will find a geometric
condition on F µ for the cancellation of 2-loop divergences in (4.2). This will give us the
Dp-brane effective action including the first α′ correction. This is of particular interest,
since unlike in the D0-brane case, the correction will be nontrivial. We will then compare
the result of this calculation with the effective action computed directly from the S-matrix
amplitudes, finding complete agreement.
4.2. Covariant perturbation theory
I would like to develop a perturbative expansion of (4.2). To begin with, I choose a
configuration of fields xa(σ) providing a minimum to the action6. To keep things explicitly
covariant, I am going to use Riemann normal coordinates with respect to the induced
metric
Gab = ∂aF
µ ∂bF
µ. (4.4)
6To ensure that such a configuration exists, I can assume that the brane is asymptotically flat at
infinity and impose the “long string” boundary conditions xa(σ)→ ±∞ as σ → ±∞. The action of such
a long string coincides with (4.3) up to an irrelevant infinite constant.
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For each σ, let ya(σ) be such coordinates near x(σ). I use the normal coordinate field ya(σ)
to represent the field x(σ), which is supposed to be close to x(σ). In these coordinates
we have the expansion (see e.g. [27])
F µ(x(σ)) = F µ(x(σ))+E
µ
ay
a+
1
2
Ω
µ
ab y
ayb+
1
6
L
µ
abc y
aybyc+
1
24
M
µ
abcd y
aybycyd+ . . . (4.5)
where
E
µ
a = ∂aF
µ(x(σ)), L
µ
abc = ∇(a∇b ∂c)F µ(x(σ)),
Ω
µ
ab = ∇a ∂bF µ(x(σ)), M
µ
abcd = ∇(a∇b∇c ∂d)F µ(x(σ)). (4.6)
For future reference note that
(EaEb) = δab, (4.7)
since we are in normal coordinates.
Substituting this expansion into (4.3), we get analogously to Section 3.5
S = S[x(σ)] + S2 + S3 + S4 + . . . ,
S2 =
∫∫
Kσσ′ E
µ
ay
a(σ)E
µ
b y
b(σ′) +
∫
(ΨΩab) y
ayb,
S3 =
∫∫
Kσσ′ E
µ
ay
a(σ) Ω
µ
bc y
byc(σ′) +
1
3
∫
(ΨLabc) y
aybyc,
S4 =
1
4
∫∫
Kσσ′ Ω
µ
ab y
ayb(σ) Ω
µ
cd y
cyd(σ′)
+
1
3
∫∫
Kσσ′ E
µ
ay
a(σ)L
µ
bcd y
bycyd(σ′) +
1
12
∫
(ΨMabcd) y
aybycyd, (4.8)
where
Ψ
µ
(σ) =
∫
dσ′Kσσ′ F
µ(x(σ′)), (ΨE) ≡ 0 . (4.9)
The second order action determines the propagator Gab(σ, σ′). The analogues of (3.54),
(3.55) are true
Gab(σ, p) =
δab
2|p| −
(ΨΩab)(σ)
2p2
+ . . . , (4.10)
Gab(σ, σ) =
1
2pi
log Λ δab +Gabfin . (4.11)
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4.3. Analysis of divergences
The 1-loop divergence in (4.2) is easy to find and is given by
1
2
=
1
2pi
log Λ
∫
(ΨΩaa) . (4.12)
If we want to preserve conformal invariance, this divergence has to cancel, which requires
that the trace of the second fundamental form should vanish to this order
Ω
µ
aa = O(α
′). (4.13)
More precisely, this is the most general local condition on the shape of the brane for
which the divergence disappears. It is gratifying to see (4.13) arise, because this is exactly
the minimal surface equation of motion following from the standard D-brane low energy
effective action [25] ∫
dp+1x
√
G . (4.14)
Let me now impose Eq. (4.13), so that there are no order α′0 divergences in (4.2). This
does not mean of course that there will be no α′, α′2 etc. divergences. In fact, canceling the
divergences to higher and higher order in α′ requires higher and higher order corrections
to the equation of motion. Here I am only looking for the first correction. In this order
the 1PI effective action is given by (3.47), except that in our present situation there is no
counterterm δc, and δS2 is also absent. Thus our job will be simpler than in Section 3.5.
Once again we have to find divergent parts of the diagrams (3.51) and (3.52). This
is done similarly to the D0-brane calculations from Section 3.5 and Appendix B. Just as
before, all the diagrams in (3.52) will be convergent, because of the condition
(EaΩbc) ≡ 0 . (4.15)
Analysis of the remaining diagrams is somewhat simplified by the fact that we only need
to know the divergences to order α′. We can use the 1-loop condition (4.13) to show that
many terms do not contribute to this order. To give an example of how this happens,
consider the third diagram in (3.51)
=
1
4
∫∫
Kσσ′ Ω
µ
ab(σ)G
ab(σ, σ) Ω
µ
cd(σ
′)Gcd(σ′, σ′). (4.16)
Because of (4.11), all divergences of this diagram will involve terms like Ω
µ
abδ
ab, which are
O(α′) by (4.13). So this diagram is irrelevant.
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The logarithmically divergent parts of the other three diagrams in (3.51) are
2 =
((log Λ)2
8pi2
− log Λ
4pi2
)∫
(ΨΩab)Rab
− log Λ
2pi
∫
(ΨΩab) Ω
µ
acΩ
µ
bdG
cd
fin + O(α
′) (4.17)
3 = −(log Λ)
2
6pi2
∫
(ΨΩab)Rab − log Λ
3pi
∫
(ΨΩab)RacG
bc
fin
+
log Λ
6pi
∫
(ΨΩab)G
cd
fin
(
2Ω
µ
acΩ
µ
bd + Ω
µ
abΩ
µ
cd
)
+ O(α′) (4.18)
3 =
(log Λ)2
24pi2
∫
(ΨΩab)Rab +
log Λ
3pi
∫
(ΨΩab)RacG
bc
fin
+
log Λ
6pi
∫
(ΨΩab)G
cd
fin
(
Ω
µ
acΩ
µ
bd − ΩµabΩµcd
)
+ O(α′) (4.19)
In these formulas Rab(σ) is the Ricci tensor of the induced metric, written in normal
coordinates at the point x(σ). Some further details about the derivation of these formulas
can be found in Appendix C.
The sum of (4.17)–(4.19) is equal to
− log Λ
4pi2
∫
dσ (ΨΩab)Rab + O(α
′). (4.20)
In particular, just as we expected, the individual contributions of the unknown finite parts
Gabfin cancel in this sum.
4.4. Corrected equations of motion
Let me repeat the logic of the above computation. First I noticed that (4.2) contains
a 1-loop divergence (4.12) of order α′0. For this divergence to vanish modulo α′, I had
to impose equation of motion (4.13). Then I proceeded to compute order α′ divergences
coming from the 2-loop terms. In this computation I actually used (4.12) to show that
many potentially divergent terms are of order α′2 or higher and can be ignored. The result
is that the total α′ divergence is equal to 4piα′ times (4.20). The divergent part of the
1PI effective action is
F div1PI = (4.12) + 4piα
′(4.20) =
log Λ
2pi
∫
dσΨ
µ
(
Ω
µ
aa − 2α′ΩµabRab
)
+ O(α′2). (4.21)
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Requiring that F div = O(α′2), I get the corrected equation of motion
Ω
µ
aa − 2α′ΩµabRab = O(α′2). (4.22)
It is a simple matter to check that this equation of motion corresponds to the low energy
effective action of the form
Seff = Tp
∫
dp+1x
(√
G+ α′R
√
G
)
+O(α′ 2) . (4.23)
Thus our computation predicts that there is an order α′ Einstein terms in the bosonic
Dp-brane effective action, and fixes a relative coefficient in front of it7,8.
It remains to check that this coefficient agrees with the direct S-matrix analysis, as it
should if our interpretation is correct.
4.5. Dp-brane effective action from the S-matrix
The open string vertex operators
V i(q) =
∫
dσ ∂⊥X
ieiqaX
a
(a = 0 . . . p, i = p+ 1 . . . 25) (4.24)
describe ripples on the Dp-brane polarized in the i-th transverse direction and propa-
gating along the brane with momentum q. The 4-scattering amplitude for ripples with
polarizations i, j, k, l can be easily computed and is equal to
A = δij δklA(s, t, u) + δik δjlA(u, t, s) + δil δjk A(t, s, u) , (4.25)
A(s, t, u) = B(−1 − α′s, 1− α′t) +B(−1− α′s, 1− α′u) +B(1− α′u, 1− α′t) .
Expanding in the region of small momenta and keeping the first α′ correction,
A ∝ δij δkl (tu− α′stu) + . . .+O(α′ 2) , (4.26)
where . . . denotes the terms proportional to the other pairings.
7Notice that the Einstein term represents the only possible correction in this order. Dimensional
analysis would also allow for O(α′) terms containing the second fundamental form Ωµab squared. However,
the term (Ωµaa )
2 is irrelevant on shell, since Ωµaa = 0 by the minimal surface equations of motion. The
term ΩµabΩ
µ ab is expressible via R by the Gauss-Codazzi equations.
8After this paper was completed, it was brought to my attention by Arkady Tseytlin that the Einstein-
Hilbert term in the bosonic D-brane action was previously discovered in [28] by analyzing graviton
scattering amplitudes in the presence of the brane. The relative coefficient in our formula (4.23) agrees
with Eq. (3.16) in that paper.
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Eq. (4.26) has to be compared with the 4-ripple amplitude following from (4.23). To
do the comparison, I must expand Seff to the second order in gab = ∂aφ
i∂bφ
i. The actual
computation is easy to perform using tetrads. The result is
Seff ∝
∫
1 +
1
2
gaa +
1
8
(gaa)
2 − 1
4
gab gab
+α′
(1
2
gaa ∂b∂cgbc +
1
2
∂agab ∂cgcb +
1
4
gab ∂
2gab − 1
4
gaa ∂
2gbb
)
+ . . . (4.27)
The indices are contracted with ηab in this formula.
As the reader may check, the 4-amplitude derived from (4.27) coincides with (4.26)
exactly.
5. Conclusion
In this paper we demonstrated that reparametrization path-integrals are ubiquitous
in string theory problems involving fixed space-time objects where the strings end, such
as D-branes in critical string theory, or Wilson loops in gauge/string duality. For the first
time we explored quantum properties of these integrals, laying out the foundations of any
future treatment.
In some cases, such as for the Wilson loop on the boundary of AdS, these integrals
give a finite contribution to the amplitude. In the others, such as for the D-branes, the
integrals are UV divergent. However, in the latter case the integrals carry dynamical
information related to the fact that the divergences can be removed by renormalizing
the shape of the brane. This renormalization group flow is governed by the D-brane low
energy effective action.
Many issues related to the above facts were investigated or checked only partially.
Some of the more important open problems are related to the loop equations (see Section
2.4) and nonperturbative effects (see Section 3.1). Much further work and insight will be
required to complete the emerging picture.
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Appendix A. Derivation of (2.20)
Here we present a careful derivation of formula (2.20) from the first principles. To
begin with, let us introduce a boundary condition for the tangential component of the
metric in (2.15)
gσσ(σ, 0) = h(σ) . (A.1)
Thus Z becomes a function of cµ and h (although conformal invariance would mean that
the dependence on h is actually not there.) With these definitions one can think of Z as
a sort of object obtained by cutting a closed string world-sheet into two halves:
→ . (A.2)
In particular, the closed string partition function formally factorizes
=
∫
[DcµDh] (Z[cµ, h])2 . (A.3)
We proceed, as usual, to parametrize the metric g in (2.15) by
gab = (e
φδab)
f , (A.4)
where f is an upper half-plane diffeomorphism bringing g to the conformal form. Because
of (A.1), the pair (φ, f) is constrained by the boundary relation
eφ(β(σ))[β ′(σ)]2 = h(σ) , (A.5)
where β(σ) = f 1(σ, 0).
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Now we change variables
Xµ(ξ) = X˜µ(f(ξ)) (A.6)
in the path-integral. The new field X˜ satisfies the boundary condition
X˜µ(σ, 0) = cµ(β−1(σ)) (A.7)
and has the action
∫
(∂X˜)2. So the path-integral over DX˜ is equal to
exp(−Scl[cµ(β−1(σ))]) , (A.8)
where Scl is given by (2.19). (We ignore conformal anomaly, which is going to cancel for
D = 26.) Thus, we get an intermediate result
Z =
∫
[DφDf ] exp(−Scl[cµ(β−1(σ))]) . (A.9)
Now we would like to split Df into DβDf0, where f0 ∈ Diff0 fixes the boundary.
This splitting is local and does not introduce any Jacobian factor. The covariant measure
of integration over Dβ is
‖δβ‖2 =
∫
dσ e3φ(σ)/2[δβ(β−1(σ))]2 . (A.10)
Finally, let us make change of variables β → α = β−1 in (A.9) and drop the infinite term∫
[DφDf0]. This gives us exactly (2.20).
The only thing that remains to figure out is the measure of integration in (2.20). Using
δβ(β−1(σ)) = −β ′(β−1(σ))δα(σ) (A.11)
and (A.5), it is easy to show that in terms of δα the measure (A.10) takes the form
‖δα‖2 =
∫
dσ h3/2(σ) [δα(α−1(σ))]2 . (A.12)
This is the natural covariant measure of integration with fixed boundary metric h(σ). This
assures in particular that Z is invariant with respect to simultaneous reparametrizations
of cµ and h:
Z[cµ, h] = Z[cµ(α(σ)), h(α(σ))(α′(σ))2] . (A.13)
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In the main text of the paper we chose to suppress the implicit dependence of Z on h
contained in the measure, and detected conformal anomalies by looking at the logarithmic
divergences. An alternative way would be to analyze the dependence of the finite part of
(2.20) on h(σ). This dependence comes out to be nonzero and proportional to∫
dσ
δScl
δcµ(σ)
c¨µ
c˙2
log h(σ) (A.14)
in the 1-loop approximation. This leads to the same conclusion that (2.15) is not confor-
mally invariant.
Appendix B. D0-brane divergences
In this appendix we derive formulas (3.58) and (3.59) and explain why the diagrams
in (3.52) are convergent.
The l.h.s. of (3.58) is equal to
log Λ
2pi
∫∫
Kσσ′ G(σ, σ
′) c′µ(σ) c
′
µ(c
′c′′′)(σ′) +
∫∫
Kσσ′ G(σ, σ
′) c′µ(σ) c
′′′
µGfin(σ
′) . (B.1)
The only divergence of the second term comes from the oyster diagram (3.56), (3.57).
This gives us half the second term in the r.h.s. of (3.58). The first term in (B.1) contains
both (log Λ)2 and log Λ divergences. It can in fact be evaluated exactly using the fact
that G(σ, σ′) satisfies (3.43). Indeed, putting σ = σ′′ in (3.43) gives
c′µ(σ)
∫
dσ′Kσσ′ c
′
µ(σ
′)G(σ′, σ) + (ψc′′)(σ)G(σ, σ) =
1
2
δ(0) . (B.2)
All three terms in this equation are divergent. However, the divergence in δ(0) = Λ/2pi
is purely linear and can be discarded. Now we can use (B.2) to conclude that in the
regulated theory
c′µ(σ)
∫
dσ′Kσσ′ c
′
µ(σ
′)G(σ′, σ) = −
( log Λ
2pi
+Gfin(σ)
)
(ψc′′)(σ) . (B.3)
Substituting this into (B.1) gives us the first term and the second half of the second term
in the r.h.s. of (3.58).
Now let us turn to (3.59). This diagram is most conveniently analyzed in momentum
space. Since the Green’s function G(σ, p) depends on σ, the usual Feynman rules have
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to be modified. A second momentum v (dual to σ) is associated with every propagator,
and +v/2 contributes to momentum conservation in both vertices joined by it. These
properties follow from the representation
G(σ, σ′) =
∫∫
dv dp
(2pi)2
G(v, p) eiv
σ+σ′
2
+ip(σ−σ′). (B.4)
The momentum flow in our particular case is
v   p1 1(  ,   )
v   p22(   ,   )
u2u1
w
{
u1 + v1/2− p1 + v2/2− p2 − w = 0 ,
u2 + v1/2 + p1 + v1/2 + p2 + w = 0 .
(B.5)
Excluding w, we get the following expression for the diagram
=
1
4
∫
d2u d2v
(2pi)4
2piδ(u1 + u2 + v1 + v2) c
′′
µ(u1) c
′′
µ(u2) J(u1, u2, v1, v2) ,
J =
∫
d2p
(2pi)2
∣∣∣p1 + p2 − u1 − v1 + v2
2
∣∣∣G(v1, p1)G(v2, p2) . (B.6)
I regulate the divergent integral J by imposing the cut-off |pi| < Λ. Using (3.55) it is
easy to see that
J =
∫
d2p
(2pi)2
|p1 + p2|G(v1, p1)G(v2, p2) + finite, (B.7)
so that the divergent part of J is actually independent of u1 and u2.
Let us split the region of integration into |p2| < |p1| and |p2| > |p1|. In the first case
|p1 + p2| = |p1|+ p2 sign p1. (B.8)
It can be shown using (3.55) that the second term leads to a convergent integral in (B.7),
so that
J|p2|<|p1| =
∫
|p1|<Λ
dp1
2pi
|p1|G(v1, p1)
∫
|p2|<|p1|
dp2
2pi
G(v2, p2) + finite. (B.9)
Expansion of the inner integral for |p1| → ∞ is easy to obtain from (3.55)∫
|p2|<|p1|
dp2
2pi
G(v2, p2) = δ(v2) ln |p1|+Gfin(v2) + (ψc
′′)(v2)
2pi|p1| + . . . (B.10)
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The O(p−21 ) error term will not contribute to the divergence. By (3.55) and (B.10) we
know the asymptotics of the integrand in (B.9). The divergence of J follows from this
information in a straightforward way
J|p2|<|p1| = −
(log Λ)2
8pi2
(ψc′′)(v1) 2piδ(v2)
+
log Λ
4pi2
2piδ(v1) (ψc
′′)(v2)− log Λ
2pi
(ψc′′)(v1)Gfin(v2) + finite, (B.11)
where I also omitted divergent terms proportional to Λ and Λ log Λ. The |p2| > |p1| part
of J is obtained from the |p2| < |p1| part by simply interchanging v1 ↔ v2.
Substituting (B.11) into (B.6), we get the divergence of the diagram. For example,
the (log Λ)2 term comes out to be
− (log Λ)
2
16pi2
∫
(ψc′′)c′′2 (B.12)
Analogously all the other terms reduce to single dσ integrals, and we arrive at (3.59).
Finally, let us show that the diagrams in (3.52) are convergent. For the last diagram
it is true simply because Gab(σ, p) ∼ |p|−1. Since K(p) = |p|, the other three diagrams in
(3.52) could in principle diverge. However, notice that the kernel Kσσ′ appears in all of
them in the combination
A(σ, σ′) = c′µ(σ) c
′′
µ(σ
′)Kσσ′ . (B.13)
The coefficient of the leading p→∞ singularity of this expression
A(σ, p) = (c′c′′)(σ) |p|+ . . . (B.14)
vanishes identically. So in fact
A(σ, p) ∼ sign p + . . . (p→∞) , (B.15)
from which it follows that the remaining three diagrams in (3.52) are also finite.
Appendix C. Dp-brane divergences
Dp-brane divergences are analyzed analogously to the D0-brane case. In this appendix
we will indicate minor differences in the analysis and record Riemannian geometry iden-
tities needed to bring the answers to the form (4.17)–(4.19).
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Let us start with the diagram
=
1
12
∫
dσ (ΨMabcd)G
ab(σ, σ)Gcd(σ, σ)
=
(log Λ)2
48pi2
∫
(ΨMaabb) +
log Λ
12pi
∫
(ΨMaabc)G
bc
fin + finite, (C.1)
where I used (4.11) to find the divergent part.
It is not difficult to find by commuting covariant derivatives that9
M
µ
aabb =
2
3
Ω
µ
abRab + . . .
M
µ
aabc =
2
3
(
Ω
µ
adRabcd + Ω
µ
abRac + Ω
µ
acRab
)
+ . . . (C.2)
where the omitted terms that are either O(α′) by the use of (4.13), or proportional to E
µ
.
The latter terms are irrelevant in (C.1) because of (4.9).
Now if we express the Riemann tensor by the Gauss-Codazzi equation
Rabcd = Ω
ν
acΩ
ν
bd − ΩνadΩνbc , (C.3)
we get exactly Eq. (4.19).
Let us turn to
=
log Λ
6pi
∫∫
Kσσ′ G
ab(σ, σ′)E
µ
a(σ)L
µ
bcc(σ
′)
+
1
3
∫∫
Kσσ′ G
ab(σ, σ′)E
µ
a(σ)L
µ
bcd(σ
′)Gcdfin(σ
′). (C.4)
The divergence in the second term is proportional to the oyster diagram
=
∫
dp
2pi
|p|Gab(σ, p) = − 1
2pi
log Λ (ΨΩab)(σ) + finite (C.5)
and is equal to
− log Λ
6pi
∫
(ΨΩab)E
µ
aL
µ
bcdG
cd
fin. (C.6)
The coefficient L
µ
bcd can be excluded using the easily derived identity
E
µ
aL
µ
bcd = −
1
3
(
Ω
µ
abΩ
µ
cd + Ω
µ
acΩ
µ
bd + Ω
µ
adΩ
µ
bc
)
. (C.7)
9The Riemann tensor sign convention is (∇b∇a −∇a∇b)Ad = AcRcd[ab].
35
The same argument applied to the first term in (C.4) gives me only the (log Λ)2 part of
its divergence
− (log Λ)
2
12pi
∫
(ΨΩab)E
µ
aL
µ
bcc. (C.8)
To find the subleading log Λ part, a more refined analysis is required. Commuting deriva-
tives gives
L
µ
bcc =
2
3
E
µ
cRbc + O(α
′). (C.9)
This suggests to invoke the Green’s function defining equation
E
µ
a(σ)
∫
dσ′Kσσ′ E
µ
b (σ
′)Gbc(σ′, σ′′) + (ΨΩab)(σ)G
bc(σ, σ′′) =
1
2
δ(σ − σ′′) δac. (C.10)
to evaluate the first integral in (C.4). Putting σ = σ′′ and ignoring the purely linear
divergence coming from δ(0) gives
E
µ
a(σ)
∫
dσ′Kσσ′ E
µ
b (σ
′)Gbc(σ′, σ) = − log Λ
2pi
(ΨΩac)(σ)− (ΨΩab)Gbcfin(σ). (C.11)
Using (C.11) and (C.9), I can find the complete logarithmic divergence of the first term
in (C.4). It is equal to
− (log Λ)
2
18pi
∫
(ΨΩab)Rab − log Λ
9pi
∫
(ΨΩab)RacG
bc
fin + O(α
′). (C.12)
The total divergence of the diagram is equal to the sum of (C.6) and (C.12), and coincides
with the answer given in Eq. (4.18).
The remaining diagram (4.17) is analyzed identically to the D0-brane case. One has
to use the relation
Rab = −ΩµacΩ
µ
bc + O(α
′) , (C.13)
which follows from (C.3) and (4.13), to transform the answer to the form given in (4.17).
I omit the details.
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