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SUMMARY
For the conditional mean function of panel count model with time-varying coefficients, we propose to
use local kernel regression method for estimation. Partial log-likelihood with local polynomial is formed
for estimation. Under some regularity conditions, strong uniform consistency rates are obtained for the
local estimator. At target time point, we show that the local estimator converges in distribution to normal
distribution. The baseline mean function estimator is also shown to be consistent. Simulation studies show
that the time-varying coefficient estimator is close to the true value, the empirical coverage probabilities
of the confidence interval is close to the nominal level. We also applied the proposed method to analyze a
clinical study on childhood wheezing.
Some key words: kernel weight, local partial log-likelihood, local kernel estimating equation.
1. INTRODUCTION
Panel count data occurred when events are observed at finite fixed time points and the visit times
vary from subject to subject, and the exact event times between two consecutive observation times are
unknown. In reality, panel count data are often encountered in clinical, demographical and industrial re-
searches. For example, in an observational study on childhood asthma (Tepper et al. (2008)), the number
of wheezing episodes experienced by each child between two consecutive interviews were collected by
phone call. The event number may be greater than one, and the exact time of wheezing occurrence was
unknown. The wheezing event time analysis should be considered as the panel count data type. Mean-
while, the risk factors’ effect on the panel count outcome may vary over time. Therefore, it is desirable to
study the panel count model with nonparametric time-varying coefficients.
In the past three decades, there have been extensive researches to study the proportionalmean model for
panel count data. Generally, there are two main approaches, one is pseudo-likelihood estimation method,
and the other is the estimating equation approach. For the likelihood method, pseudo-likelihood function
was constructed based on the nonhomogeneous Poisson process assumptions, see Zhang (2002), Well-
ner & Zhang (2007). Zhu et al. (2018) developed a likelihood-based semi-parametric regression model
for panel count data under the same assumptions. Lei et al. (2014) proposed sieve maximum likelihood
method under the Gamma-Frailty inhomogeneous Poisson process assumption. For the estimating equa-
tion approach, Hu et al. (2003), Sun et al. (2007) and Li et al. (2010) discussed estimating equation
approach to analyze the semi-parametric regression model for panel count data with correlated observa-
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tion times. He et al. (2007), Li et al. (2011) and Li et al. (2015) proposed estimating equation approach for
regression analysis of multivariate panel count data. All above methods focused on the parametric covari-
ate effect estimation which lead to bias estimators when the covariate effect changes over time. Therefore,
statistical methods dealing with time-varying coefficient for panel count data are much desired.
In this paper, we focus on the nonparametric time-varying coefficient estimation for panel count data.
For nonparametric regression model, there are two main approaches, kernel estimation and spline method,
generally used to study for survival data in recent researches. For example, Cai & Sun (2003), Tian et al.
(2005), Cai et al. (2007), Yu & Lin (2010) and Lin et al. (2016) discussed kernel-weighted likelihood
method for Cox model with time-varying effects. Buchholz & Sauerbrei (2011), Perperoglou (2013) and
Perperoglou (2014) proposed B-spline methods for time-varying effects model in survival data analysis.
Nevertheless, limited work has been done in nonparametric panel count model. Zhao et al. (2018) in-
vestigated B-splined pseudo-likelihood method for time-varying coefficients model of panel count data.
However, they only provided the asymptotic distribution for an integral of the estimator instead of the
proposed estimator. Furthermore, the robustness of splined estimation was poor depending on the knot
numbers. To make up for these deficiencies, we employ the kernel estimated approach to study time-
varying coefficients panel count model. Under the assumption of nonhomogeneous Poisson process, we
construct kernel-weighted local partial log-likelihood for estimation and provide the asymptotic properties
of the coefficient estimators.
In the following, § 2 presents time-varying coefficients mean model, and the kernel-weighted local
partial log-likelihood for estimation. § 3 derives the asymptotic theoretical properties of estimators based
on modern empirical process theories. § 4 describes the numerical results obtained from simulation studies
to exam the proposed model. § 5 applies the proposed approach to a child wheeze study. § 6 concludes the
paper with a discussion. The technical details are presented in Appendices.
2. THE MEAN FUNCTION MODEL AND LOCAL PARTIAL LOG-LIKELIHOOD ESTIMATION
2.1. The conditional mean function model
We first introduce some notations. Let {Ni(t), t ≥ 0} be a counting process of the cumulative number
of events up to time t, 0 ≤ t ≤ τ , and τ is the maximum follow up time. Without loss of generality, we as-
sume thatNi(0) = 0, i = 1, 2, . . . , n. For subject i, the patient is followed at time {Til : 0 < Ti1 < Ti2 <
· · · < Tiki <∞}, where ki and Til are random. We denote {Oi(t), t ≥ 0} as the observation process,
which is a point process Oi(t) =
∑ki
l=1 I(Til ≤ t), t ≥ 0, representing the cumulative visit numbers up
to time t. Here, I(·) is the indicator function. Let oi(t) = Oi(t)−Oi(t−), so that oi(t) denotes whether
subject i has a visit at time t. Suppose that Ci, i = 1, 2, . . . , n, are censoring times. And Ni(Til) is not
observed when Ci < Til < τ . Also let {Zi, i = 1, . . . , n} be d-dimensional covariates. In this paper, for
simplicity, we consider d = 1. Suppose that given Zi, the mean function of Ni(t) is
E{Ni(t) | Zi = zi} = µ0(t) exp(β(t)zi), t ≥ 0, (1)
where the baseline functionµ0(t) is unspecified, and β(t) is an unknown function. In this study, we assume
that {Ni(t), Oi(t), Ci, Zi}, i = 1, . . . , n, are independent and identically distribution. Furthermore, we
assume that Ni(t), Oi(t) and Ci are independent, given the covariate Zi.
2.2. Local kernel estimation conditional on observation process
As the information about recurrent process Ni(t) can be observed at visit times, we define a new
counting process N˜i(t), with respect to subject i, conditional on observation process:
N˜i(t) =
∫ t
0
Ni(u)dOi(u), t ≥ 0. (2)
The defined process only jumps at the observation times {Ti,l, l = 1, . . . , ki}, and the jump size is
Ni(Ti,l). Then, conditional on the observation process Oi(t) and covariate Zi, the mean of dN˜i(t) is
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as follows:
E{dN˜i(t) | Zi = zi;Oi(u), 0 < u ≤ t} = µ0(t) exp(β(t)zi)dOi(t). (3)
Suppose that dN˜i(t) is nonhomogeneous Poisson process, we can construct the logarithm of partial
likelihood function with observed information over [0, τ ] (τ > 0) by employing similar techniques pre-
sented in work of Lawless & Nadeau (1995) and Hu et al. (2003), as follows:
pln(β(u)) = n
−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)
{
β(u)zi − logn−1
n∑
j=1
I(Cj ≥ u) exp(β(u)zj)oj(u)
}
dN˜i(u).
(4)
To estimate the time-varying coefficient, we employ the kernel likelihood approach. For each fixed time
point t, using Taylor expansion, we approximate the β(u) with the pth-order polynomial as:
β(u) ≈ β(t) + β′(t)(u − t) + · · ·+ β(p)(t)(u− t)p/p!, (5)
Set β = (β0(t), β1(t), . . . , βp(t))
T = (β(t), β′(t), . . . , β(p)(t)/p!)T and zi(u) = zi(1, u− t, . . . , (u −
t)p)T. Let K(·) be a kernel function which can down weight the likelihood contribution of remote time
points, and let h be the bandwidth that can regulate the local neighborhood sizes. Then, by inserting
localizing weights, with the local polynomial equation (5), we obtain the local partial log-likelihood:
Ln(β) =
n−1
n∑
i=1
∫ τ
0
Kh(u− t)I(Ci ≥ u)
{
βTzi(u)− logn−1
n∑
j=1
I(Cj ≥ u) exp(βTzj(u))oj(u)
}
dN˜i(u),
(6)
whereKh(·) = h−1K(·/h).
Let β̂ be the maximizer of (6) with respect to β. Then β̂(t) = β̂0(t) is the local kernel partial maximum
likelihood estimator of β(t), which is the first component of vector β̂.
To obtain the maximizer of (6), we introduce some additional notations. Let
S˜n,j(u,β) = n
−1
n∑
i=1
I(Ci ≥ u) exp(βTzi(u))oi(u)zi(u)⊗j , j = 0, 1, 2. (7)
Then, (6) can be modified as follows:
Ln(β) = n−1
n∑
i=1
∫ τ
0
Kh(u− t)I(Ci ≥ u)
{
βTzi(u)− log S˜n,0(u,β)
}
dN˜i(u). (8)
And we can derive the local kernel estimating equation,
L′n(β) = n−1
n∑
i=1
∫ τ
0
Kh(u− t)I(Ci ≥ u){zi(u)− S˜n,1(u,β)/S˜n,0(u,β)}dN˜i(u). (9)
which is the gradient of Ln(β). Again, the Hessian matrix of Ln(β) is formed as
L′′n(β) =
− n−1
n∑
i=1
∫ τ
0
Kh(u− t)I(Ci ≥ u){S˜n,2(u,β)/S˜n,0(u,β)− (S˜n,1(u,β)/S˜n,0(u,β))⊗2}dN˜i(u).
(10)
By Cauchy-Schwarz inequality, we can check that the right-hand side of (10) is negative, as n→∞. Thus,
Ln(β) is strictly concave with respect to β. Hence, there is a unique maximizer of the local likelihood
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Ln(β). Then, using the Newton-Raphson algorithm, we can get the local kernel estimator β̂. Here, the
(j + 1)th step of Newton-Raphson algorithm is
β̂(j+1) = β̂(j) − L′n(β̂(j))/L′′n(β̂(j)),
where β̂(j) is the value at jth iteration.
After obtaining the β̂(t) = β̂0(t) at each observation time, we can construct the Breslow type esti-
mator µ̂0(t) for the baseline mean function µ0(t) as µ̂0(t) =
∑n
i=1 I(Ci ≥ t)Ni(t)oi(t)/
∑n
i=1 I(Ci ≥
t) exp(β(t)zi)oi(t) (Breslow (1974) and Cox (1992)). Substituting β(t) by β̂(t), we obtain the baseline
estimator
µ̂0(t, β̂(t)) =
n∑
i=1
I(Ci ≥ t)Ni(t)oi(t)/
n∑
i=1
I(Ci ≥ t) exp(β̂(t)zi)oi(t). (11)
3. ASYMPTOTIC PROPERTIES
3.1. Strong uniform consistency and asymptotic normality
In this section, we present the asymptotic theoretical properties of the proposed estimator. For sim-
plicity of presentation, we introduce some notations. Let u = (1, u, . . . , up)T, Ω1 =
∫
K(u)u⊗2du,
Ω2 =
∫
K2(u)u⊗2du. Set H = diag(1, h, . . . , hp), u− t = (1, (u− t)/h, . . . , (u − t)p/hp)T, and the
true value β∗ = (β(t), β′(t) . . . , β(p)(t)/p!)T.
p1(t | z) = pr(C ≥ t | Z = z), p2(t | z) = pr(o(t) | Z = z), µ(t | z) = µ0(t) exp(β(t)z),
σ(t | z) = µ20(t) exp(2β(t)z), qj(t) = E(p1(t | z)p2(t | z)µ(t | z)zj), j = 0, 1, 2.
Define
σ1(t) = q2(t)− q21(t)/q0(t), σ2(t) = E(p1(t | z)p2(t | z)(z − q1(t)/q0(t))2σ(t | z)). (12)
Let T = {t : t ∈ [0, τ ]}.
The following regularity conditions are required for the theorems and lemmas.
Condition 1. The kernel function K(·) ≥ 0 is a symmetric density function with compact support
[−1, 1], and is bounded variation taking the value as zero at the boundaries;
Condition 2. N(·), O(·) are bounded,E(N2(·) | Z = z) is exist andE(Zλ)1/λ <∞, for 2 < λ <∞;
Condition 3. The time-varying coefficient β(t) is (p+ 1)th-order continuous differentiable with
bounded variation in T ;
Condition 4. µ0(t), p1(t | z), p2(t | z) and β(t)z are positive and continuous in T ;
Condition 5. q0(t) > 0, q1(t), q2(t), σ1(t) and σ2(t) are continuous, and inf σ1(t) = M1 <∞,
sup q1(t)/q0(t) = M2 < 1, sup q0(t) = M3 <∞.
The above conditions will be used to prove the strong uniform consistency and pointwise asymptotic
normality of the proposed estimator. Conditions 1-3 are technical and regularity conditions. Conditions 4
and 5 are necessary for deriving the uniform convergence result. Among them, we assume p1(t | z) > 0
and p2(t | z) > 0, which ensure that there is at least one event on each t ∈ T as n gets large enough. This
is crucial to theoretical demonstration of asymptotic properties. Next up, we state the main results of this
paper. The detailed proofs are relegated to Appendices.
THEOREM 1. Under Conditions 1-5, assume that the bandwidth h satisfies the conditions:
h→ 0, nh/ logn→∞ and h ≥ (logn/n)1−2/λ for λ > 2,
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then there exists a sequence of solutions
{
β̂ = (β̂0(t), . . . , β̂p(t))
T
}
to equation (9), such that, for each
k = 0, . . . , p, almost surely
sup
t∈T
|β̂k(t)− β(k)(t)/k!| = O(h−k{(logn/(nh))1/2 + h}) as n→∞. (13)
Especially, when the local linear approximation is used (p = 1), we have, almost surely
sup
t∈T
|β̂(t)− β(t)| = O((log n/(nh))1/2 + h) as n→∞. (14)
The above theorem shows that the proposed estimator is strong uniformly consistent. This indicates
the local estimator is uniform asymptotically unbiased as n→∞. Under more stringent conditions, the
strong uniform consistency rate of the proposed estimator is similar to that of Zhao (1994) and Claeskens
& Van Keilegom (2003). In their paper, they discussed the strong uniform convergence rate for the non-
parametric location regression problem. Here, the strong uniform consistency of the proposed estimator is
derived based on Lemma B1 and Lemma B2 presented in Appendix 2. In particular, Lemma B1 discusses
the supremum of the local kernel estimating equation (9) under some conditions, which play a crucial role
in the proof of Theorem 1. The detailed proofs are presented in Appendix 2.
THEOREM 2. Under Conditions 1-5, assume that the bandwidth h satisfies the conditions:
h→ 0, nh→∞, and nh2p+3 is bounded,
then the asymptotic distribution of β̂ satisfies
(nh)1/2
{
H(β̂ − β∗)− Ω−11 bhp+1β(p+1)(t)/(p+ 1)!
}→ N(0, σ−21 (t)σ2(t)Ω−11 Ω2Ω−11 ), (15)
where b =
∫
up+1uK(u)du.
The result in above theorem demonstrates the asymptotic normality of the proposed estimator, under
general conditions. The β̂ converges in the optimal rate of kernel estimators and analogous to the spline
estimator. The bias is of order hp+1 and related to the (p+ 1)-derivative of real function β(t). Hence,
it tends to zero when the bandwidth gets to zero. The theorem also gives the joint asymptotic normality
of the estimator for derivatives. Particularly, the variance and bias of β̂(r)(t) = β̂r(t) can be obtained
by the rth component of (15). The detailed proof is presented in Appendix 2. We also present the two
lemmas which are key to the proof of Theorem 1 and Theorem 2 in Appendix 1. When the local linear
approximation is used (p = 1), we have the following corollary:
COROLLARY 1. Under Conditions 1-5, and assume that the bandwidth h satisfies the conditions:
h→ 0, nh→∞, and nh5 is bounded,
then the asymptotic distribution of β̂(t) satisfies
(nh)1/2
{
β̂(t)− β(t)− 2−1µ2h2β′′(t)
}→ N(0, ν0σ−21 (t)σ2(t)), (16)
where µ2 =
∫
u2K(u)du, ν0 =
∫
K2(u)du.
The estimator of nonparametric β(t) is asymptotically normal. The bias is of order h2 and related to
the second derivative of time-varying function β(t). As consequence of (16), by minimizing the weighted
mean integrated squared error:∫ τ
0
{4−1µ22h4β′′2(t) + ν0σ−21 (t)σ2(t)/(nh)}w(t)dt, (17)
we can derive the theoretical optimal bandwidth for β̂(t), as follows:
hopt = {ν0
∫ τ
0
σ−21 (t)σ2(t)w(t)dt/(µ
2
2
∫ τ
0
β′′2(t)w(t)dt)}1/5n−1/5. (18)
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.
3.2. Estimation of covariance matrix
We propose the covariance estimator of β̂ based on its asymptotic covariance by plugging the estimated
β into covariance in (15), as follows:
Σ̂(t) = Σ̂−11 (t)Σ̂2(t)Σ̂
−1
1 (t), (19)
where
Σ̂1(t) = n
−1
n∑
i=1
∫ τ
0
Kh(u− t)(u − t)⊗2I(Ci ≥ u)V1(u, β̂)dN˜i(u), (20)
Σ̂2(t) = n
−1
n∑
i=1
∫ τ
0
hK2h(u− t)(u − t)⊗2I(Ci ≥ u)V2(u, β̂)µ̂20(u, β̂(u)) exp(2β̂Tzi(u))oi(u)du,
(21)
with
V1(u, β̂) = Sn,2(u, β̂)/Sn,0(u, β̂)− {Sn,1(u, β̂)/Sn,0(u, β̂)}2, (22)
V2(u, β̂) =
{
zi − Sn,1(u, β̂)/Sn,0(u, β̂)
}2
, (23)
Sn,j(u, β̂) = n
−1
n∑
i=1
I(Ci ≥ u) exp(β̂Tzi(u))oi(u)zji , j = 0, 1, 2. (24)
We show that Σ̂1(t) and Σ̂2(t) converges in probability to Σ1(t) and Σ2(t) presented in Appendix 2,
respectively. Therefore the estimator Σ̂(t) of the asymptotic covariance Σ(t) = σ−21 (t)σ2(t)Ω
−1
1 Ω2Ω
−1
1
in (15) is consistent. And detailed proofs are displayed in Appendix 2. Moreover, the finite sample perfor-
mance of the variance estimation is validated in simulation studies.
3.3. Asymptotic properties of baseline mean function
As introduced in § 2·2, we use Breslow type estimator to evaluate the baseline mean function at each
fixed time point. Here, we discuss the asymptotic properties of the estimator µ̂0(t, β̂(t)).
THEOREM 3. Under Conditions 1-5, assume that the bandwidth h satisfies the conditions:
h→ 0, nh→∞, and nh5 = o(1),
then the asymptotic distribution of µ̂0(t, β̂(t)) satisfies
(nh)1/2(µ̂0(t, β̂(t)) − µ0(t))→ N(0,Σ3(t)), (25)
where Σ3(t) = ν0q
−2
0 (t)q
2
1(t)σ
−2
1 (t)σ2(t), and ν0 =
∫
K2(u)du.
The detailed proofs are presented in Appendix 2. Furthermore, the rate of convergence for µ̂0(t, β̂(t))
is (nh)1/2 which is the same as the rate of β̂(t). And the finite sample performance of the estimator is
displayed in simulation studies.
4. SIMULATION
In this section, we evaluated the finite sample performance of the proposed local kernel estimator
through a numerical study. In each simulated data set, we generated n independent and identically dis-
tributed random variables {Ki, Ti, Ni, Zi}. For each individual i, the number of observation Ki was
generated as a discrete uniform distribution on {1, 2, . . . , C}, where the number C was finite. And the
follow-up time Ti = (Ti1, . . . , TiKi) were generated as an exponential distribution. The covariate Zi was
generated from uniform distribution U(0, 1). Given the time-varying coefficient β(t), we generated the
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recurrent event Ni from nonhomogeneous Poisson process with mean function µ0(t) exp(β(t)zi). That
is, the event number between two consecutive observation times were generated from Poisson distribution
with the mean µ0(Ti,j) exp(β(Ti,j)zi)− µ0(Ti,j−1) exp(β(Ti,j−1)zi) and
Ni,j −Ni,j−1 ∼ Poisson(µ0(Ti,j) exp(β(Ti,j)zi)− µ0(Ti,j−1) exp(β(Ti,j−1)zi)).
We considered the mean function model under two parameter settings. For each setting, we set p = 1
and used Epanechnikov kernel to estimate the local kernel estimator with bandwidth h equal to 0·3 and 0·5,
respectively. We performed the simulation with sample sizes 300 and 500. For each setting, we generated
1000 datasets. In this section, we only showed the results under sample size of 300, and the simulation
results with sample size of 500 was presented in Appendix 3. We performed the estimation at 100 equally
spaced grid points on the time interval. The maximum number of observed times for per individual was
C = 10, and the maximum follow-up time was 6.
In the first setting, we set the regression function as β(t) =
√
t, and the baseline function µ0(t) =
2t2 + 2. The results were shown in Figure 1. Panels a1 and a2 of Figure 1 presented the true curve β(t),
and the average of the local kernel estimator β̂(t) with the bandwidth set at 0·3 and 0·5, respectively. The
estimators were generally very close to the true value with a slight deviation on the boundary. Panels a3
and a4 of Figure 1 compared the estimated and empirical standard errors of the local kernel estimator with
bandwidth 0·3 and 0·5, respectively. As can be seen, there were good agreement between the estimated and
empirical standard errors from different bandwidth, with slight bias near the boundary. Panels a5 and a6
of Figure 1 showed the empirical coverage probabilities of the 95% confidence intervals with bandwidth
0·3 and 0·5, respectively. The empirical coverage probabilities were generally around 95% with lower
coverage probabilities on the boundary due to the relative larger bias of the coefficient estimator. The
simulation results with sample size of 500 showed similar pattern and were displayed in Appendix 3.
Panels a7 and a8 of Figure 1 showed the baseline function estimator. The estimators were close to the true
curve. The estimated curve of sample size 500 was closer to the true curve than that of sample size 300
slightly.
In the second setting, we set regression function as β(t)=0·5(Beta(t/12, 3, 3)+Beta(t/12, 4, 4)), where
Beta(·) was the Beta density function, and the baseline function µ0(t) = 2 + 2√t. Similar to the first
setting, the results also had good performance as showed in Figure 2. Panels b1 and b2 of Figure 2 showed
that the true curve β(t), and the average of the local kernel estimator β̂(t) with the bandwidth set at 0·3
and 0·5, respectively. The estimators were very close to the true value with a slight bias near the boundary.
Panels b3 and b4 of Figure 2 compared the estimated and empirical standard errors of the local kernel
estimator with bandwidth equal to 0·3 and 0·5, respectively. Obviously, there were good concordance
between estimated and empirical standard errors, with slight deviation on the boundary. Panels b5 and b6
of Figure 2 displayed the empirical coverage probabilities of the 95% confidence intervals with bandwidth
0·3 and 0·5, respectively. The empirical coverage probabilities were generally around 95%. There were
lower coverage probabilities on the boundary owing to the relative larger bias of the coefficient estimator.
The simulation results with sample size of 500 showed analogous pattern and were presented in Appendix
3. Panels b7 and b8 of Figure 2 presented the baseline function estimator. The estimators were close to
the true baseline curve. Same as the first setting, the estimated curve of sample size 500 was closer to the
true curve than that of sample size 300 slightly.
In summary, the local kernel estimators performed well in terms of small estimation bias and good
coverage probabilities of the confidence intervals. We will apply the estimation procedure to analyze a
childhood asthma study data.
5. APPLICATION
The childhood wheezing study was designed and conducted at Indiana University School of Medicine
(Tepper et al. (2008)). In this study, 105 infants with high risk of developing asthma were recruited. The
cumulative wheezing episodes were collected by monthly phone call. The median follow-up time was
33·5 months, and the total number of wheezing events was 625. For the baseline characteristics, 49·5%
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Fig. 1: (a1) and (a2): The true and the average of the local kernel estimator with bandwidth 0·3 and 0·5, re-
spectively. (a3) and (a4): Comparison of empirical standard errors (ESE) and the estimated standard errors
(MSE) of β̂(t) with bandwidth 0·3 and 0·5, respectively; (a5) and (a6): Empirical coverage probabilities
of the 95% confidence intervals for β̂(t) with bandwidth 0·3 and 0·5, respectively. (a7) and (a8): Compare
the true baseline curve and the average of the estimator with bandwidth 0·3 and 0·5, respectively, under
sample sizes 300 and 500.
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Fig. 2: (b1) and (b2): The true and the average of the local kernel estimator with bandwidth 0·3 and 0·5,
respectively. (b3) and (b4): Comparison of empirical standard errors (ESE) and the estimated standard
errors (MSE) of β̂(t) with bandwidth 0·3 and 0·5, respectively; (b5) and (b6): Empirical coverage proba-
bilities of the 95% confidence intervals for β̂(t) with bandwidth 0·3 and 0·5, respectively. (b7) and (b8):
Compare the true baseline curve and the average of the estimator with bandwidth 0·3 and 0·5, respectively,
under sample sizes 300 and 500.
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Fig. 3: Estimated IL-10 effect, β̂(age), time-varying effect (dash); 95% confidence interval (dotted); IL-10
effect based on the model with a constant coefficient (horizontal solid line, β = 0·428).
was boys, and 10·5% of children’s mothers smoked during pregnancy. And the mean age at enrollment
was 10·8 months. In recent human asthma study, Kearley et al. (2005) indicated that interleukin-10 (IL-10)
regulated the suppressive activity of T cells, which played an important role in human asthma. Further-
more, Groux et al. (1998) showed that IL-10 had differential effects on T cells relying on their activated
state. The potent anti-inflammatory cytokine IL-10 was shown to be risk factor for infection in early child-
hood (Yao et al. (2010)). Also the IL-10’s effect may vary during the childhood growth. Therefore, we
applied the proposed method to analyze the time-varying effect of interleukin IL-10 about the childhood
wheeze data set.
We estimated the time-varying effect IL-10 on the risk of wheezing using the proposed local kernel
estimator. The bandwidth was set as 20 and results were shown in Figure 3. In general, IL-10 had signif-
icant effect on the risk of child wheezing over the follow-up period. The relative risk increased over time
period from 25 to 70 months and decreased over time near the boundary. We also estimated the IL-10
effect as a constant coefficient and the overall relative risk was 1·53 (p-value<0·05). Although both time-
varying and constant effect estimators showed significant results, the time-varying estimator demonstrated
an increasing IL-10 effect as age increased. Overall, we illustrated IL-10 was positive associate with child
wheezing. And subjects with an increased value of IL-10 will have higher wheezing risk.
6. DISCUSSION
In this paper, we propose an local kernel estimation procedure for the panel count model with time-
varying coefficients. We construct a kernel-weighted local partial likelihood at each fixed time point on
the basis of local polynomial interpolation. The strong uniform consistency of the proposed estimator
is derived. We also show that the proposed estimator is asymptotically normal under some regularity
conditions. Furthermore, the simulation results demonstrate the proposed estimation methods perform
well under finite sample sizes. The application of the proposed methods for the clinical data analysis
also demonstrates that the time-varying coefficient estimation provides more information on the effect of
risk factors on the panel count outcome measurement. Through this paper, we provide a nonparametric
approach for time-varying coefficient in panel count data. Compared with the spline estimator for panel
count model of which the asymptotic normality of β̂ is not verified, our approach provides a thorough
theoretical investigation. The inference of β̂ is also developed.
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Meanwhile, there are challenges remaining in the local kernel method for panel count data, for exam-
ple, the bandwidth selection. From (18), the theoretical optimal bandwidth depends on unknown quan-
tities σ1(t), σ2(t) and β
′′(t). It turned out that bandwidth selection is hard problem for the panel count
data model with nonparametric time-varying coefficients, which is beyond the scope of this paper. Nev-
ertheless, there is warrant to select the optimal bandwidth based on data-driven technique. The common
selection tool is cross validation method. Hoover et al. (1998) developed a cross validation criterion of
bandwidth selection for longitudinal data. Cai et al. (2000) proposed a cross validation technique to select
optimal bandwidth for time-varying model. Tian et al. (2005) discussed aK-fold cross validation method
to select bandwidth for survival data. Therefore, developing a cross validation technique for time-varying
coefficients panel count model is of future research interest.
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APPENDIX 1
Notation and Lemmas
In Appendices, the notations are the same as § 2 and § 3. For simplicity of presentation, we in-
troduce some additional notations, let α = H(β − β∗) = (α0, α1, . . . , αp)T, where αk = hk(βk(t)−
β(k)(t)/k!), H is pth-order diagonal matrix and β∗ is the true vector. z˜i(u) = H
−1zi(u) = zi(1, (u−
t)/h, . . . , (u − t)p/hp)T. For a matrix A = (aij), ‖A‖ = supi,j |aij |. For a vector a, ‖a‖ = supi |ai|,
and |a| = (∑ a2i )1/2. Some further definitions are:
For j = 0, 1, 2, set
Sn,j(u,α) = n
−1
n∑
i=1
I(Ci ≥ u) exp(αTz˜i(u) + β∗Tzi(u))oi(u)zji ,
Sj(u,α) = E(p1(u | z)p2(u | z) exp(αTz˜(u) + β∗Tz(u))zj);
For j = 0, 1, 2, set
S˜n,j(u) = n
−1
n∑
i=1
I(Ci ≥ u) exp(β∗Tzi(u))oi(u)z˜i(u)⊗j ,
S˜j(u) = E(p1(u | z)p2(u | z) exp(β∗Tzi(u))z˜(u)⊗j);
For j = 0, 1, put
S˜∗n,j(u) = n
−1
n∑
i=1
I(Ci ≥ u)exp(β(u)zi)oi(u)z˜ji (u),
S˜∗j (u) = E(p1(u | z)p2(u | z) exp(β(u)z)z˜j(u));
For j = 0, 1, 2, set
Sn,j(u,β
∗) = n−1
n∑
i=1
I(Ci ≥ u) exp(β∗Tzi(u))oi(u)zji ,
Sj(u,β
∗) = E(p1(u | z)p2(u | z) exp(β∗Tzi(u))zj);
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For j = 0, 1, 2, put
S∗n,j(u, β(u)) = n
−1
n∑
i=1
I(Ci ≥ u) exp(β(u)zi)oi(u)zji ,
S∗j (u, β(u)) = E(p1(u | z)p2(u | z) exp(β(u)z)zj).
LEMMA A1. Let
cn(u) = n
−1
n∑
i=1
I(Ci ≥ u)oi(u)g(u, zi) and c(u) = E(p1(u | z)p2(u | z)g(u, z)),
if g(u, zi) is bounded variation, then
sup
u∈T
‖cn(u)− c(u)‖ = Op(n−1/2) (A1)
Proof. Given g(u, zi) is bounded variation, and under Conditions 2 and 4, we have oi(u)g(u, zi) is
bounded variation, then we can write oi(u)g(u, zi) = g1(u, zi)− g2(u, zi), where both g1(u, zi) and
g2(u, zi) are nonnegative and nondecreasing. Thus
cn(u) = n
−1
n∑
i=1
{I(Ci ≥ u)g1(u, zi)− I(Ci ≥ u)g2(u, zi)}, (A2)
and I(Ci ≥ u), for each i, is non-increasing in u, then by lemma A.2 of Bilias et al. (1997), {I(Ci ≥
u), u ∈ T }, {gj(u, zi), u ∈ T }j=1,2 have pseudodimension at most 1. By lemma 5.1 of Pollard (1990)
combined with (A2), {I(Ci ≥ u)oi(u)g(u, zi), u ∈ T } has pseduodimension at most 10. Therefore, it
must be Euclidean and certainly manageable according to theorem 4.8 of Pollard (1990). In view of
Condition 2, we choose envelops as B1/
√
n, for some constant B1. Then by theorem 8.3 (the uniform
laws of large numbers) of Pollard (1990), we have supu∈T‖cn(u)− c(u)‖ = Op(n−1/2). 
LEMMA A2. Let T = [a, b] ⊂ R, suppose that
lim
n→∞
sup
s∈T
{|hn(s)− h(s)|+ |Jn(s)− J(s)|} = 0, (A3)
where hn(·), h(·) are continuous on T , and Jn(·), J(·) are right continuous with bounded variations on
T . Then
lim
n→∞
sup
s∈T
{| ∫ s
a
hn(u)Jn(du)−
∫ s
a
h(u)J(du)|} = 0, (A4)
lim
n→∞
sup
s∈T
{| ∫ s
a
hn(u)Jn(du)−
∫ s
a
hn(u)J(du)|
}
= 0. (A5)
Proof. First, since hn uniform converges to h, and Jn ,J are bounded variation functions with total
variations boundedB2, for some constant B2. Then
lim
n→∞
sup
s∈T
{| ∫ s
a
hn(u)Jn(du)−
∫ s
a
h(u)Jn(du)|
}
= 0, (A6)
lim
n→∞
sup
s∈T
{| ∫ s
a
hn(u)J(du)−
∫ s
a
h(u)J(du)|} = 0. (A7)
Since
|
∫ s
a
hn(u)Jn(du)−
∫ s
a
hn(u)J(du)|
≤ |
∫ s
a
hn(u)Jn(du)−
∫ s
a
h(u)J(du)|+ |
∫ s
a
h(u)J(du)−
∫ s
a
hn(u)J(du)|. (A8)
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Thus, from (A7) and (A8), we know that (A4) implies (A5). And since
|
∫ s
a
hn(u)Jn(du)−
∫ s
a
h(u)J(du)|
≤ |
∫ s
a
hn(u)Jn(du)−
∫ s
a
h(u)Jn(du)|+ |
∫ s
a
h(u)Jn(du)−
∫ s
a
h(u)J(du)|. (A9)
For the second term of the right-hand side in (A9), since h(·) is continuous, we can partition T by a =
s0 < . . . < sn0 = b, and take constant hj(= h(sj)) such that the simple function:
hε(s) =
n0−1∑
j=0
hjI(s ∈ [sj , sj+1)) (A10)
satisfies
sup
s∈T
|hε(s)− h(s)| < ε. (A11)
Thus
|
∫ s
a
h(u)Jn(du)−
∫ s
a
h(u)J(du)|
≤ |
∫ s
a
{h(u)− hε(u)}Jn(du)|+ |
∫ s
a
hε(u){Jn(du)− J(du)}|+ |
∫ s
a
{h(u)− hε(u)}J(du)|
≤ 2εB2 + |
∫ s
a
n0−1∑
j=0
hjI(u ∈ [sj − sj+1)){Jn(du)− J(du)}|
= 2εB2 + |
n0−1∑
j=0
hj
∫ sj+1
sj
{Jn(du)− J(du)}|
≤ 2εB2 +
n0−1∑
j=0
|hj ||Jn(sj+1)− J(sj+1)− Jn(sj) + J(sj)|
≤ 2εB2 + 2
n0−1∑
j=0
|hj | sup
s∈T
|Jn(s)− J(s)|
→ 2εB2 as n→∞.
This in conjunction with (A6) and (A9), we obtain (A4). And from (A4) and (A7), then (A5) holds. 
APPENDIX 2
Detailed techniques for theorem proofs
Proof of Theorem 1. This proof is basically same as the proof of Lemma 2.2 of Hardle et al. (1988)
and Theorem 2.1 of Zhao (1994). The major difference is that we have to treat a vector parameter β∗ =
(β(t), β′(t), . . . , β(p)/p!)T due to the local polynomial estimation. Next up, we will show detailed proof
procedure by the below two lemmas. Introduce some notations as follows:
Gαkn1(t, t+ s) = n
−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)I(t < u < t+ s)((u − t)/h)kzidN˜i(u), (B1)
and
Gαk1(t, t+ s) = E(Gαkn1(t, t+ s));
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Gαkn2(t, t+ s) = n
−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)I(t < u < t+ s)((u − t)/h)k(Sn,1(u,α)/Sn,0(u,α))
dN˜i(u), (B2)
and
Gαk2(t, t+ s) = E(Gαkn2(t, t+ s));
and for c > 0,
Vαkn1(t, c) = sup
|s|≤c
|Gαkn1(t, t+ s)−Gαk1(t, t+ s)|, (B3)
Vαkn2(t, c) = sup
|s|≤c
|Gαkn2(t, t+ s)−Gαk2(t, t+ s)|, (B4)
where Sn,j(u,α), j = 0, 1 defined in Appendix 1, and αk is the kth component of α. Note that
sup{αk} = α¯k, and inf{αk} = αk.
LEMMA B1. Let 0 < cn → 0, as n→∞, and 1 < c−1n ≤ (n/ logn)1−2/λ, then almost surely (a.s.),
Vn1 = sup
t∈T
sup
αk∈N0
Vαkn1(t, cn) = O(n
−1/2(cn logn)
1/2), as n→∞, (B5)
and
Vn2 = sup
t∈T
sup
αk∈N0
Vαkn2(t, cn) = O(n
−1/2(cn logn)
1/2), as n→∞. (B6)
where N0 := {αk : |αk − 0| < ǫ}.
Proof. Since Vαkn1 is a special case of Vαkn2, when substituted Sn,1(u,α)/Sn,0(u,α) by zi. We only
need to prove (B6). Put
an = n
−1/2(cn logn)
1/2.
As we can treat the positive and negative part of zi, separately, we assume that zi is nonnegative. First,
we reduce supαk∈N0 in (B6) to a maximum on a finite set. We use finite points b1 < b2 < . . . < bNn to
partitionN0, such that b1 − αk ≤ an, α¯k − bNn ≤ an, and bj − bj−1 ≤ an, for 2 ≤ j ≤ Nn. Further, we
assume that
Nn ≤ 2(α¯k − αk)/an, (B7)
and for any t ∈ T , and |s| ≤ cn, by Cauchy-Schwarz inequality, the functions Gαkn2(t, t+ s) and
Gαk2(t, t+ s) are monotone in αk. Letting Jn denote the set {αk, b1, . . . , bNn, α¯k}, and J∗n the set
{(αk, b1), (b1, b2), . . . , (bNn , α¯k)}. Hence, we have, for any αk ∈ N0,
Gbkn2(t, t+ s)−Gbk2(t, t+ s) +Gbk2(t, t+ s)−Gbk+12(t, t+ s)
≤ Gαkn2(t, t+ s)−Gαk2(t, t+ s)
≤ Gbk+1n2(t, t+ s)−Gbk+12(t, t+ s) +Gbk+12(t, t+ s)−Gbk2(t, t+ s).
Thus
|Gαkn2(t, t+ s)−Gαk2(t, t+ s)|
≤ max
αk∈Jn
|Gαkn2(t, t+ s)−Gαk2(t, t+ s)|+ max
(α′
k
,α′′
k
)∈J∗n
|Gα′′
k
2(t, t+ s)−Gα′
k
2(t, t+ s)|.
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For α′k < α
′′
k ,
Gα′′
k
2(t, t+ s)−Gα′
k
2(t, t+ s)|
= |
∫ τ
0
I(t < u < t+ s)((u − t)/h)kS∗0 (u, β(u)){S2(u,α)/S0(u,α)− (S1(u,α)/S0(u,α))2}(α′′k
− α′k)du|
≤ |
∫ τ
0
I(t < u < t+ s)((u − t)/h)kM0(α′′k − α′k)du|
≤M0an,
there exists some positive constantM0 satisfied the upper inequality, under Conditions 1-5.
Hence
Vn2 ≤ sup
t∈T
max
αk∈Jn
Vαkn2(t, cn) +M0an. (B8)
Next, we reduce supt∈T to a maximum on a finite set. Now we partition T by an equally-spaced grid
In := {tk : tk = kcn, k = 0, . . . , [τ/cn]}, with t[τ/cn]+1 = τ , where [·] denote the greatest integer part.
For any t ∈ T and |s| ≤ cn, there exists a grid point tk, such that both t and t+ s are between tk and
tk+1. And
|Gαkn2(t, t+ s)−Gαk2(t, t+ s)|
≤ |Gαkn2(tk, t+ s)−Gαk2(tk, t+ s)|+ |Gαkn2(tk, t)−Gαk2(tk, t)|.
Then, we obtain
|Gαkn2(t, t+ s)−Gαk2(t, t+ s)| ≤ 2max
t∈In
Vαkn2(t, cn).
Thus
Vn2 ≤ 2max
t∈In
max
αk∈Jn
Vαkn2(t, cn) + 2M0an. (B9)
In order to apply Bernstein’s inequality, we truncate {zi} by some value, and define V ∗αkn2(t, cn) similar
to Vαkn2(t, cn). Put
Qn = cn/an,
and
G∗αkn2(t, t+ s) = n
−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)((u− t)/h)kI(t < u < t+ s){
n∑
j=1
I(Cj ≥ u) exp(αTz˜j(u)
+ β∗Tzj(u))zjI(zj ≤ Qn)oj(u)/Sn,0(u,α)}dN˜i(u),
and
G∗αk2(t, t+ s) = E(G
∗
αkn2(t, t+ s)).
Likewise, we have
V ∗αkn2(t, cn) = sup
|s|≤cn
|G∗αkn2(t, t+ s)−G∗αk2(t, t+ s)|,
V ∗n2 = max
t∈In
max
αk∈Jn
V ∗αkn2(t, cn).
Thus
Vn2 ≤ V ∗n2 + 2M0an + 2An1 + 2An2, (B10)
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where
An1 = sup
t∈In
sup
αk∈Jn
sup
|s|≤cn
(Gαkn2(t, t+ s)−G∗αkn2(t, t+ s)),
An2 = sup
t∈In
sup
αk∈Jn
sup
|s|≤cn
(Gαk2(t, t+ s)−G∗αk2(t, t+ s)).
For
Gαkn2(t, t+ s)−G∗αkn2(t, t+ s))
= n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)((u − t)/h)kI(t < u < t+ s){
n∑
j=1
I(Cj ≥ u) exp(αTz˜j(u) + β∗Tzj(u))
zjI(zj > Qn)oj(u)/Sn,0(u,α)}dN˜i(u)
≤ Q1−λn n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u){
n∑
j=1
I(Cj ≥ u) exp(αTz˜j(u) + β∗Tzj(u))zλj oj(u)/Sn,0(u,α)}
dN˜i(u).
(B11)
We have, by the classical strong low of large numbers and Lemma A1,
n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u){
n∑
j=1
I(Cj ≥ u) exp(αTz˜j(u) + β∗Tzj(u))zλj oj(u)/Sn,0(u,α)}dN˜i(u)→
∫ τ
0
S∗0 (u, β(u))E(p1(u | z)p2(u | z) exp(αTz˜(u) + β∗Tz(u))zλ)/S0(u,α)du <∞, a.s. (B12)
Noting that
a−1n Q
1−λ
n = (c
−1
n (logn/n)
1−2/λ)λ/2 = o(1). (B13)
From (B11), (B12) and (B13), we have, as n→∞,
a−1n An1 → 0, a.s. (B14)
From (B11), (B12), (B13) and An2 ≤ E(An1), then, as n→∞,
a−1n An2 → 0, a.s. (B15)
Then, combining (B10), (B14) and (B15), it suffices for (B6) to show
V ∗n2 = O(an) a.s. (B16)
Next we will find a suitable upper bound for pr(V ∗n2 ≥ B0an) by appropriate choice of B0. Now we per-
form a further partition for V ∗αkn2(t, cn) at a fixed t ∈ In. Set wn = [(Qncn/an) + 1], and sr = rcn/wn,
for r = −wn,−wn + 1, . . . , wn. Since G∗αkn2(t, t+ s) and G∗αk2(t, t+ s) are monotone in |s|, suppose
that 0 ≤ sr ≤ s ≤ sr+1, then
G∗αkn2(t, t+ sr)−G∗αk2(t, t+ sr) +G∗αk2(t, t+ sr)−G∗αk2(t, t+ sr+1)
≤ G∗αkn2(t, t+ s)−G∗αk2(t, t+ s)
≤ G∗αkn2(t, t+ sr+1)−G∗αk2(t, t+ sr+1) +G∗αk2(t, t+ sr+1)−G∗αk2(t, t+ sr),
from which we obtain
|G∗αkn2(t, t+ s)−G∗αk2(t, t+ s)| ≤ max{ξn,r, ξn,r+1}+G∗αk2(t+ sr, t+ sr+1),
where
ξn,r = |G∗αkn2(t, t+ sr)−G∗αk2(t, t+ sr)|.
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The same holds for sr ≤ s ≤ sr+1 ≤ 0. Therefore
V ∗αkn2(t, cn) ≤ max−wn≤r≤wn ξn,r + max−wn≤r≤wn−1G
∗
αk2(t+ sr, t+ sr+1). (B17)
For all r, under Condition 5,
G∗αk2(t+ sr, t+ sr+1) ≤
∫ t+sr+1
t+sr
q0(u)Qndu ≤M3Qn(sr+1 − sr) ≤M3an,
so that
pr(V ∗αkn2(t, cn) ≥ B0an) ≤ pr( max−wn≤r≤wn ξn,r ≥ (B0 −M3)an). (B18)
Now, let
Xi =
∫ τ
0
I(Ci ≥ u)((u− t)/h)kI(t < u < t+ s){
n∑
j=1
I(Cj ≥ u) exp(αTz˜j(u) + β∗Tzj(u))zjI(zj
≥ Qn)oj(u)/Sn,0(u,α)}dN˜i(u),
then
ξnr = |n−1
n∑
i=1
{Xi − E(Xi)}|.
For
|Xi − E(Xi)| ≤ |
∫ τ
0
I(Ci ≥ u)((u − t)/h)kI(t < u < t+ s)QndN˜i(u)| ≤ N¯Qn,
where N¯ = τ supu∈T Ni(u).
And, for some constantM4, we have
n∑
i=1
var(Xi) ≤
n∑
i=1
E(X2i )
≤
n∑
i=1
∫ τ
0
I(t ≤ u ≤ t+ sr)((u− t)/h)kE(p1(u | z)p2(u | z)E(N2(u) | z)){E(p1(u | z)p2(u | z)
exp(αTz˜(u) + β∗Tz(u))zI(z ≤ Qn))/S0(u,α)}2du
≤
n∑
i=1
∫ t+sr+1
t+sr
M4du ≤ nM4cn.
Then, by Bernstein’s inequality,
pr(ξ ≥ (B0 −M3)an) ≤ exp{−((B0 −M3)nan)2/2(
n∑
i=1
var(Xi) + 3
−1(B0 −M0)N¯Qnnan)}
≤ exp{−((B0 −M3)nan)2/2(M4ncn + 3−1(B0 −M0)N¯Qnnan)} ≤ n−B∗0 ,
where
B∗0 = (B0 −M3)2/2(M4 + 3−1(B0 −M3)N¯). (B19)
By (B18) and Boole’s inequality,
pr(sup
t∈In
sup
αk∈Jn
V ∗αkn2(t, cn) ≥ B0an) ≤ (Nn + 2)([τ/cn] + 1)2[(Qncn/an) + 1]n−B
∗
0 , (B20)
From (B7), we obtain
Nn + 2 ≤ 2(α¯k − αk)a−1n + 2.
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And, obviously,
[τ/cn] + 1 ≤ (τ + 1)c−1n .
Also,
2[(Qncn/an) + 1] ≤ (2Qncn/an) + 2 ≤ 2((cna−1n )2 + 1),
since
(cna
−1
n )
2 = cnn/ logn ≥ c−2/(λ−2)n ≥ 1,
then, we have,
2[(Qncn/an) + 1] ≤ 3c2na−2n .
Hence
pr(V ∗n2 ≥ B0an) ≤ 2(α¯k − αk + 1)(τ + 1)3cna−3n n−B
∗
0 ≤ M¯0(n/ logn)(2λ−1/λ)n−B∗0 , (B21)
for some constant M¯0.
Given λ and real κ > 0, we choose a suitable B0 denoted as Bκ,λ to make the constant B
∗
0 in (B19)
satisfies
B∗0 ≥ κ+ (2λ− 1)/λ.
And using (2λ− 1)/λ = 2− 1/λ > 1, for λ > 2, then (B21) yields
pr(V ∗n2 ≥ Bκ,λan) ≤ M¯0(logn)−1n−κ. (B22)
When κ ≥ 2 in (B22), pr(V ∗n2 ≥ Bκ,λan) is summable in n. So, applying the Borel-Cantelli lemma,
V ∗n2 = O(an), a.s. (B23)
Thus, form (B10), (B14), (B15) and (B23), we have
Vn2 = O(an), a.s.
Similarly, we can also prove Vn1 = O(an), a.s. 
LEMMA B2. Let h be a bandwidth and cn = 2h. Assume that h→ 0 and h−1(logn/n)1−2/λ = o(1),
let
Unk(α) = n
−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)Kh(u − t)((u− t)/h)k{zi − Sn,1(u,α)/Sn,0(u,α)}dN˜i(u),
(B24)
Then we have
sup
t∈T
sup
αk∈N0
(nh/ logn)1/2|Unk(α)− E(Unk(α))| = O(1), a.s. (B25)
Proof. SinceK(·) is bounded variation function, so we can writeK(·) = K1(·)−K2(·), whereK1(·)
andK2(·) are both increasing functions.Without loss of generality, suppose thatK1(−1) = K2(−1) = 0.
Next up, we apply Lemma B1 by letting cn = 2h. It is clear that the assumption of Lemma B1 hold here.
Write
Unk(α) =
∫ h
−h
{n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)I(v < u− t < h)((u− t)/h)k(zi − Sn,1(u,α)/Sn,0(u,α))
dN˜i(u)}dKh(v)
=
∫ h
−h
{Gαkn1(t+ v, t+ h)−Gαkn2(t+ v, t+ h)}dKh(v),
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where Gαkn1 andGαkn2 defined as (B1) and (B2), respectively. So, we have
sup
t∈T
sup
αk∈N0
|Unk(α) − E(Unk(α))| ≤ sup
t∈T
sup
αk∈N0
{Vαkn1(t, 2h) + Vαkn2(t, 2h)}
∫ h
−h
dKh(v)
≤ (K1(1) +K2(1))h−1 sup
t∈T
sup
αk∈N0
{Vαkn1(t, 2h) + Vαkn2(t, 2h)}.
Hence, by the consequence of Lemma B1, we can derive
sup
t∈T
sup
αk∈N0
|Unk(α)− E(Unk(α))| = O((log n/(nh))1/2), a.s. (B26)
Thus establishing (B25). 
Next, we will prove Theorem 1. Since α = H(β − β∗) and αk(t) = αk = hk(βk(t)− β(k)(t)/k!)
defined in Appendix 1, from (8), we have
Ln(α) = n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)Kh(u− t){αTz˜i(u) + β∗Tzi(u)− logSn,0(u,α)}dN˜i(u), (B27)
and
Unk(α) = ∂Ln(α)/∂αk
= n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)Kh(u − t)((u− t)/h)k{zi − Sn,1(u,α)/Sn,0(u,α)}dN˜i(u).
By the assumption of Condition 3, we have w(h) = sup|t−t′|≤h |αk(t)− αk(t′)| = O(h). In
this, we consider αk in the neighborhood of zero, that is αk ∈ N0. And we take ǫ = ǫk =
max{2w(h), 6ln/(µ2kM1)}. Now, we consider αk ∈ (−ǫk, ǫk), without loss of generality, we assume
ǫk < 1. Define
Unk(ǫk) = n
−1
n∑
i=1
∫ τ
0
I(Ci ≥ 0)Kh(u− t)((u − t)/h)k(zi − Sn,1(ǫk, u)/Sn,0(ǫk, u))dN˜i(u),
(B28)
with
Sn,j(ǫk, u) =
n∑
i=1
I(Ci ≥ 0) exp(ǫkzi((u− t)/h)k + β∗Tzi(u))oi(u)zji , j = 0, 1, 2.
So by Lemma B1 and Lemma B2, we have (as n→∞) a.s., for any t ∈ T ,
|Unk(±ǫk)− E(Unk(±ǫk))| ≤ ln, (B29)
where ln = O((log n/(nh))
1/2).
Under conditions 1-5, and by Lemma A1, we have,
E(Unk(ǫk)) =
∫ τ
0
Kh(u − t)((u− t)/h)k{q1(u)− q0(u)S1(ǫk, u)/S0(ǫk, u)}du, (B30)
where
qj(u) = E(p1(u | z)p2(u | z)µ0(u) exp(β(u)z)zj), j = 0, 1, 2.
Sj(ǫk, u) = E(p1(u | z)p2(u | z) exp(ǫkz((u− t)/h)k + β∗Tz(u))zj), j = 0, 1, 2.
Let (u− t)/h = v, and h sufficiently small, by Taylor expansion, we have,
E(Unk(ǫk, u)) =
∫
K(v)vk{q1(t)− q0(t)E(p1(t | z)p2(t | z)z exp(ǫkzvk + β(t)z))/E(p1(t | z)
p2(t | z) exp(ǫkzvk + β(t)z))}dv +O(h).
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For
exp(ǫkzv
k + β(t)z) = exp(β(t)z) exp(ǫkv
kz) = exp(β(t)z)(1 + ǫkv
kz + o(ǫk)).
Then
E(Unk(ǫk)) =
∫
K(v)vk{q1(t)− q0(t)(q1(t) + q2(t)ǫkvk)/(q0(t) + q1(t)ǫkvk)}dv + o(ǫk).
= −
∫
K(v)v2kσ1(t)ǫk/(1 + o(ǫk) + ǫkv
kq1(t)/q0(t))dv.
Similarly,
E(Unk(−ǫk)) =
∫
K(v)v2kσ1(t)ǫk/(1 + o(ǫk)− ǫkvkq1(t)/q0(t))dv.
Hence, under Condition 5, we have,
E(Unk(ǫk)) ≤ −3−1µ2kM1ǫk, (B31)
and
E(Unk(−ǫk)) ≥ 3−1µ2kM1ǫk. (B32)
Therefore, combing (B27), (B29) and (B30), we obtain that (as n→∞) a.s., for any t ∈ T ,
Unk(ǫk) ≤ ln − 3−1µ2kM1ǫk < 0,
and
Unk(−ǫk) ≥ −ln + 3−1µ2kM1ǫk > 0.
Then the two above inequalities imply that a.s., for any t ∈ T , there exists α̂k(t) = α̂k ∈ (−ǫk, ǫk), such
that Unk(α̂k(t)) = 0, and α̂k(t) = h
k(β̂k(t)− β(k)(t)/k!). Thus, we have,
sup
t∈T
|α̂k(t)| ≤ ǫk, a.s.
and the above proof follows from ǫk = O((log n/(nh))
1/2 + h). Hence,
sup
t∈T
|β̂k(t)− β(k)(t)/k!| = O(h−k{logn/(nh))1/2 + h}), a.s.
then (13) holds. 
Proof of Theorem 2. The proof of the asymptotic normality for the coefficient estimator is basically
based on the functional central limit theorem of Pollard (1990). Similar to the proof of the Theorem 2.1 of
Bilias et al. (1997), we will first show the asymptotic distribution of stochastic functions by the following
lemma, which play a crucial role in the proof of Theorem 2.
LEMMA B3. For any nonzero vector a = (a1, . . . , ap)
T, let
u1(s) = n
−1(nh)1/2
n∑
i=1
∫ s
0
Kh(u− t)aT(u− t)dMi(u), (B33)
u2(s) = n
−1(nh)1/2
n∑
i=1
∫ s
0
Kh(u− t)aT(u− t)zidMi(u), (B34)
where
dMi(u) = I(Ci ≥ u){dN˜i(u)− µ0(u) exp(β(u)zi)dOi(u)}.
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Under Conditions 1-5, we have {u1(s), s ∈ T } and {u2(s), s ∈ T } converges in distribution to Gaus-
sian processes ξ1 and ξ2, respectively, with continuous sample paths, mean 0 and covariance functions
identified by
E(ξ1(s1)ξ
′
1(s2)) =
∫ s1∧s2
0
hK2h(u − t)(aT(u− t))2E(p1(u | z)p2(u | z)σ(u | z))du, (B35)
E(ξ2(s1)ξ
′
2(s2)) =
∫ s1∧s2
0
hK2h(u − t)(aT(u− t))2E(p1(u | z)p2(u | z)z2σ(u | z))du. (B36)
Proof. Since u1 is a special case of u2, when we use 1 substitute for zi in (B31), we only need to prove
the convergence for u2. In order to get the desired convergence, Theorem 10.7 (the functional central limit
theorem) of Pollard (1990) was invoked. Therefore conditions (i)-(v) need to be verified.
To verify (i), using the lemma A.1 of Bilias et al. (1997), it suffices to show both {∫ s
0
Kh(u − t)aT(u −
t)I(Ci ≥ u)zidN˜i(u), s ∈ T } and {
∫ s
0
Kh(u − t)aT(u− t)I(Ci ≥ u)µ0(u) exp(β(u)zi)dOi(u), s ∈
T } are manageable. Without loss of generality, we assume aT(u− t) > 0 and zi > 0. Thus, for each
i,
∫ s
0 Kh(u − t)aT(u − t)I(Ci ≥ u)zidN˜i(u) is nondecreasing in s. Then it has pseudodimension at
most 1. By Theorem 4.8 of Pollard (1990), therefore it must be Euclidean and manageable. Similarly,
{∫ s0 Kh(u− t)aT(u− t)I(Ci ≥ u)µ0(u) exp(β(u)zi)dOi(u), s ∈ T } are also Euclidean and manage-
able. Thus (i) holds.
To verify (ii), under Conditions 1-5 and lemma A1,
lim
n→∞
E(u2(s1)u2(s2))
= lim
n→∞
n−1h
n∑
i=1
E((
∫ s1
0
Kh(u− t)aT(u− t)zidMi(u))(
∫ s2
0
Kh(u − t)aT(u− t)zidMi(u)))
=
∫ s1∧s2
0
hK2h(u− t)(aT(u − t))2E(p1(u | z)p2(u | z)z2σ(u | z))du.
Thus (ii) holds. By the classical multivariate central limit theorem, we obtain that the convergence of
finite-dimensional distributions of u2 to those of ξ2 is straightforward. The latter issue is tightness.
For (iii), (iv), under Conditions 2 and 3, envelops can be chosen as B∗/
√
n, for some constant B∗.
Thus (iii) and (iv) holds.
To test (v), for any s1, s2 ∈ T , define
ρn(s1, s2) = E(u2(s1)− u2(s2))2, ρ(s1, s2) = E(ξ2(s2)− ξ2(s1))2.
Here,
ρn(s1, s2) = E(u2(s2)− u2(s1))2
= n−1
n∑
i=1
E(h(
∫ s2
s1
Kh(u − t)aT(u − t)zidMi(u))2)
= n−1
n∑
i=1
E(|
∫ s2
s1
hK2h(u− t)(aT(u − t))2z2i I(Ci ≥ u)µ20(u) exp(2β(u)zi)oi(u)du|).
Clearly, ρn is equicontinuous on T , and limn→∞ ρn(s1, s2) = ρ(s1, s2), ρ is pseudometric on T . Thus
ρn converges to ρ, uniformly on T . Furthermore, we set {sn1}, {sn2} be any two sequences in T , it follows
that if ρ(sn1 , s
n
2 )→ 0, then ρn(sn1 , sn2 )→ 0. Thus (v) holds.
Therefore, using Theorem 10.7 (the functional central limit theorem) of Pollard (1990), we can state u2
converges in distribution to Gaussian process on T having continuous sample path. Hence, {u1(s), s ∈ T }
and {u2(s), s ∈ T } converges in distribution to Gaussian processes ξ1 and ξ2, respectively. 
22 YANG WANG AND ZHANGSHENG YU PH.D
Now, we prove the Theorem 2. Let γn = (nh)
−1/2, α = γ−1n H(β − β∗), then
Xn(γnα, τ) = n
−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)Kh(u − t)[γnαTz˜i(u)− log{
n∑
i=1
I(Ci ≥ u) exp(γnαTz˜j(u)
+ β∗Tzj(u))oj(u)/
n∑
i=1
I(Ci ≥ u) exp(β∗Tzj(u))oj(u)}]dN˜i(u).
Let
I(Ci ≥ u)dN˜i(u) = dMi(u) + I(Ci ≥ u)µ0(u) exp(β(u)zi)dOi(u),
then
Xn(γnα, τ) = An(γnα, τ) + Un(γnα, τ), (B37)
where
An(γnα, τ) = n
−1
n∑
i=1
∫ τ
0
Kh(u− t)[γnαTz˜i(u)− log{Sn,0(u, γnα)/S˜n,0(u)}]I(Ci ≥ u)
µ0(u) exp(β(u)zi)oi(u)du,
Un(γnα, τ) = n
−1
n∑
i=0
∫ τ
0
Kh(u − t)[γnαTz˜i(u)− log{Sn,0(u, γnα)/S˜n,0(u)}]dMi(u).
For
An(γnα, τ) =
∫ τ
0
Kh(u− t)[S˜∗n,1(u)Tγnα− log{Sn,0(u, γnα)/S˜n,0(u)}S˜∗n,0(u)]µ0(u)du,
by Taylor expansion of Sn,0(u, γnα) at α = 0, it follows that
log{Sn,0(u, γnα)/S˜n,0(u)}
= (S˜n,1(u)/S˜n,0(u))
Tγnα+ 2
−1γ2nα
T[S˜n,2(u)/S˜n,0(u)− (S˜n,1(u)/S˜n,0(u))⊗2]α+ op(γ2n)
= (S˜1(u)/S˜0(u))
Tγnα+ 2
−1γ2nα
T{S˜2(u)/S˜0(u)− (S˜1(u)/S˜0(u))⊗2}α+ op(γ2n).
Hence
An(γnα, τ) = γnAn,1(τ)
Tα− 2−1γ2nαTFn,1(τ)α + op(γ2n),
where
An,1(τ) =
∫ τ
0
Kh(u − t){S˜∗1(u)− S˜1(u)S˜∗0 (u)/S˜0(u)}µ0(u)du,
Fn,1(τ) =
∫ τ
0
Kh(u − t){S˜2(u)/S˜0(u)− (S˜1(u)/S˜0(u))⊗2}S˜∗0(u)µ0(u)du.
For | u− t |< ch, let u = t+ hv, under Conditions 1-5, we have
Fn,1(τ) =
∫
K(v){S˜2(t+ hv)/S˜0(t+ hv)− (S˜1(t+ hv)/S˜0(t+ hv))⊗2}S˜∗0 (t+ hv)µ0(t+ hv)dv
= σ1(t)Ω1 + op(1),
where Ω1 =
∫
K(v)v⊗2dv, and v = (1, v, . . . , vp)T.
Thus
An(γnα, τ) = γnAn,1(τ)
Tα− 2−1γ2nαTσ1(t)Ω1α+ op(γ2n). (B38)
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Similarly, we have
Un(γnα, τ) = γnα
TUn,1(τ) − 2−1γ2nαTFn,2(τ)α + op(γ2n),
where
Un,1(τ) =
∫ τ
0
Kh(u− t)n−1
n∑
i=1
{z˜i(u)− S˜n,1(u)/S˜n,0(u)}dMi(u),
Fn,2(τ) = n
−1
n∑
i=1
∫ τ
0
Kh(u − t){S˜n,2(u)/S˜n,0(u)− (S˜n,1(u)/S˜n,0(u))⊗2}dMi(u).
For Fn,2(τ), similar to Lemma B3, we have {
∫ s
0
Kh(u− t)dMi(u), s ∈ T } is manageable. Let constant
B¯/
√
n as envelope. Thus, using Theorem 8.3 (the uniform law of large numbers) of Pollard (1990), we
can derive
lim
n→∞
sup
s∈T
‖n−1
n∑
i=1
∫ s
0
Kh(u − t)dMi(u)− 0‖ = 0.
Also, by Lemma A1, as n→∞,
sup
s∈T
‖{S˜n,2(u)/S˜n,0(u)− (S˜n,1(u)/S˜n,0(u))⊗2} − {S˜2(u)/S˜0(u)− (S˜1(u)/S˜0(u))⊗2}‖ → 0.
Then, by lemma A2, we have
Fn,2(τ) = Op(γn),
Therefore,
Un(γnα, τ) = γnα
TUn,1(τ) +Op(γ
2
n). (B39)
From (B37), (B38) and (B39), we obtain
Xn(γnα, τ) = {An,1(τ) + Un,1(τ)}Tγnα− 2−1γ2nαTσ1(t)Ω1α+ op(γ2n).
Using Quadratic Approximation Lemma of Fan & Gijbels (1996), we derive
α̂ = γ−1n (σ1(t)Ω1)
−1{An,1(τ) + Un,1(τ)} + op(1). (B40)
For An,1(τ) =
∫ τ
0 Kh(u − t){S˜∗1(u)− S˜1(u)S˜∗0 (u)/S˜0(u)}µ0(u)du. We apply Taylor expansion to the
term:
S˜∗1 (u)− S˜1(u)S˜∗0 (u)/S˜0(u) = S˜∗1(u)− S˜1(u)− S˜1(u)(S˜∗0 (u)− S˜0(u))/S˜0(u).
Note that
β(u)z ≈ β(t)z + β′(t)z(u− t) + · · ·+ β(p)(t)z(u − t)p/p! + β(p+1)(t)z(u− t)p+1/(p+ 1)!
= β∗Tz(u) + β(p+1)(t)z(u − t)p+1/(p+ 1)!.
Then
exp(β(u)z)− exp(β∗Tz(u)) ≈ exp(β(u)z){1− exp(−β(p+1)(t)z(u− t)p+1/(p+ 1)!)}
≈ exp(β(u)z)β(p+1)(t)z(u− t)p+1/(p+ 1)!.
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Thus
S˜∗1 (u)− S˜1(u) = E(p1(u | z)p2(u | z) exp(β(u)z)zz˜(u))β(p+1)(t)(u − t)p+1/(p+ 1)!
+ o((u − t)p+1),
S˜∗0 (u)− S˜0(u) = E(p1(u | z)p2(u | z) exp(β(u)z)z)β(p+1)(t)(u − t)p+1/(p+ 1)! + o((u − t)p+1),
S˜0(u) = E(p1(u | z)p2(u | z) exp(β(u)z)) +O((u − t)p+1),
S˜1(u) = E(p1(u | z)p2(u | z) exp(β(u)z)z˜(u)) +O((u − t)p+1).
Therefore, we have
An,1(τ) =
∫ τ
0
Kh(u− t)[{E(p1(t | z)p2(t | z) exp(β(u)z)zz˜(u))− S˜∗1 (u)S∗1 (u, β(u))/S∗0 (u, β(u))}
β(p+1)(t)(u− t)p+1/(p+ 1)! + o((u− t)p+1)]du.
Let u = t+ hv, we derive
An,1(τ) =
∫
K(v)vvp+1dvσ1(t)h
p+1β(p+1)(t)/(p+ 1)! + o(hp+1). (B41)
From (B40) and (B41), we obtain (let b =
∫
K(v)vp+1vdv)
α̂ = γ−1n Ω
−1
1 bh
p+1β(p+1)(t)/(p+ 1)! + γ−1n σ
−1
1 (t)Ω
−1
1 Un,1(τ) + op(1).
Hence,
(nh)1/2{H(β̂ − β∗)− Ω−11 bhp+1β(p+1)(t)/(p+ 1)!} = γ−1n σ−11 (t)Ω−11 Un,1(τ) + op(1). (B42)
Therefore, (B40) can be reduced to prove the multivariate normality of (nh)1/2Un,1(τ). That is equivalent
to prove the normality of aT(nh)1/2Un,1(τ), for any nonzero vector a = (a1, . . . , ap)
T. Write U˜n(s) =
aT(nh)1/2Un,1(s) is empirical process, we will show that it converges to Gaussian process ξ˜.
In fact,
U˜n(s) = U˜n1(s) + U˜n2(s),
where
U˜n1(s) = n
−1(nh)1/2
n∑
i=1
∫ s
0
Kh(u− t)aT(u− t){zi − S1(u,β∗)/S0(u,β∗)}dMi(u),
U˜n2(s) = n
−1(nh)1/2
n∑
i=1
∫ s
0
Kh(u− t)aT(u− t){S1(u,β∗)/S0(u,β∗)− Sn,1(u,β∗)/Sn,0(u,β∗)}
dMi(u).
For U˜n2(s), by Lemma B3 and the Strong Representation Theorem of Pollard (1990), we can construct a
new probability space, and have
sup
s∈T
‖u1(s)− ξ1(s)‖ → 0, as n→∞,
and by Lemma A1, we have
sup
s∈T
‖S1(u,β∗)/S0(u,β∗)− Sn,1(u,β∗)/Sn,0(u,β∗)‖ → 0, as n→∞.
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Then by Lemma A2, we can show that almost surely,
n−1(nh)1/2
n∑
i=1
∫ s
0
Kh(u− t)aT(u− t){S1(u,β∗)/S0(u,β∗)− Sn,1(u,β∗)/Sn,0(u,β∗)}dMi(u)
→ 0, as n→∞.
which holds in original probability space since the statement is now in probability. Thus the convergence
of U˜n(s) reduces to that of U˜n1(s). Here,
lim
n→∞
E(U˜n1(s1)U˜n1(s2))
= lim
n→∞
n−1
n∑
i=1
E(h(
∫ s1
0
Kh(u− t)aT(u− t){zi − S1(u,β∗)/S0(u,β∗)}dMi(u))(
∫ s2
0
Kh(u − t)
aT(u− t){zi − S1(u,β∗)/S0(u,β∗)}dMi(u)))
=
∫ s1∧s2
0
hK2h(u− t)(aT(u − t))2E(p1(u | z)p2(u | z){z − S1(u,β∗)/S0(u,β∗)}2µ20(u) exp(2
β(u)z))du
= E(ξ˜(s1)ξ˜(s2)).
Then, the convergence of finite-dimensional distributions of U˜n1(s) to those of ξ˜ is clearly true by the clas-
sical multivariate central limit theorem, since U˜n1 is a sum of independent random variables. It remains
to show tightness for U˜n1, or equivalently, tightness for
U˜n1(s) = n
−1(nh)1/2
n∑
i=1
∫ s
0
Kh(u− t)aT(u− t){zi − S1(u,β∗)/S0(u,β∗)}dMi(u).
By Lemma B3, {n−1(nh)1/2∑ni=1 ∫ s0 Kh(u− t)aT(u− t)zidMi(u), s ∈ T } is tightness. And anal-
ogous to the proof of Lemma B3, we can check that {n−1(nh)1/2∑ni=1 ∫ s0 Kh(u − t)aT(u −
t)S1(u,β
∗)/S0(u,β
∗)dMi(u), s ∈ T } is tightness, too. Therefore, U˜n1(s) converges to ξ˜. Hence,
aT(nh)1/2Un,1(τ) is normal. Then, (nh)
1/2Un,1(τ) is multivariate normal, and asymptotically covari-
ance is as follows:
Σ2(t) =
∫
K2(v)v⊗2dvE(p1(t | z)p2(t | z)µ20(t) exp(2β(t)z)(z − q1(t)/q0(t))2) = σ2(t)Ω2,
where Ω2 =
∫
K2(v)v⊗2dv.
Therefore,
(nh)1/2{H(β̂ − β∗)− Ω−11 bhp+1β(p+1)(t)/(p+ 1)!} → N(0, σ−21 (t)σ2(t)Ω−11 Ω2Ω−11 ),
as n→∞, h→ 0, nh→∞. 
Proof of consistency of covariance. For Σ̂(t) = Σ̂−11 (t)Σ̂2(t)Σ̂
−1
1 (t), where Σ̂1(t) and Σ̂2(t) defined
as (20) and (21), respectively. Next up, we will show that Σ̂1(t) and Σ̂2(t) are consistent, respectively.
First of all, we give a conclusion by the following demonstration. Under Conditions 2-4, there exists
a neighborhood B of β∗, such that functions Sj(u,β), j = 0, 1, 2 are continuous in β ∈ B, uniformly in
u ∈ T . And S0(u,β) is bounded away of from zero on (u,β) ∈ T × B. Furthermore, by Lemma A1, we
can derive, for each j = 0, 1, 2,
sup
B×T
‖Sn,j(u,β)− Sj(u,β)‖ → 0, as n→∞. (B43)
Further, account for Σ̂1(t). We will prove Σ̂1(t) converges to Σ1(t) = σ1(t)Ω1. Let
v1(u, β(u)) = S
∗
2(u, β(u))/S
∗
0 (u, β(u))− S∗21 (u, β(u))/S∗20 (u, β(u)), (B44)
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and from the defined qj(t), we have S
∗
j (t, β(t)) = qj(t)/µ0(t), j = 0, 1, 2.
Then, we obtain
Σ1(t) = {q2(t)− q21(t)/q0(t)}Ω1 = µ0(t){S∗2 (t, β(t)) − S∗21 (t, β(t))/S∗0 (t, β(t))}Ω1
=
∫
Kh(u− t)(u − t)⊗2µ0(u)S∗0 (u, β(u))v1(u, β(u))du+ o(1). (B45)
Using triangle inequality, we have
‖Σ̂1(t)− Σ1(t)‖
≤ ‖n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)Kh(u− t)(u − t)⊗2(V1(u, β̂)− v1(u, β(u)))dN˜i(u)‖
+ ‖n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)Kh(u− t)(u− t)⊗2v1(u, β(u)){dN˜i(u)− µ0(u) exp(β(u)zi)oi(u)du}‖
+ ‖n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)Kh(u− t)(u− t)⊗2v1(u, β(u))µ0(u) exp(β(u)zi)oi(u)du −
∫ τ
0
Kh(u
− t)(u− t)⊗2µ0(u)S∗0 (u, β(u))v1(u, β(u))du‖
+ ‖
∫ τ
0
Kh(u− t)(u − t)⊗2µ0(u)S∗0 (u, β(u))v1(u, β(u))du − µ0(t){S∗2 (t, β(t)) − S∗21 (t, β(t))/
S∗0 (t, β(t))}Ω1‖.
where V1(u, β̂) defined in (22).
For the first term of the right-hand side, under Conditions 1-5, by the consequence of Theorem 1, from
(5), we can derive
sup
B×T
‖Sj(u, β̂)− S∗j (u, β(u))‖ → 0, as n→∞. (B46)
Hence, from (B43) and (B46), we have
sup
B×T
‖V1(u, β̂)− v1(u, β(u))‖ → 0, as n→∞. (B47)
By consequence of Lenglart inequality,
pr({n−1
n∑
i=1
∫ τ
0
I(Ci ≥ u)Kh(u − t)dN˜i(u) > C})
≤ δ
C
+ pr({
∫ τ
0
n−1
n∑
i=1
I(Ci ≥ u)Kh(u− t)µ0(u) exp(β(u)zi)oi(u)du > δ}), (B48)
when δ >
∫ τ
0
Kh(u − t)µ0(u)S∗0 (u, β(u))du = µ0(t)S∗0 (t, β(t)), the latter probability tends to zero as
n→∞, h→ 0, and nh→∞. Thus the first term converges to zero.
For the second term of the right-hand side, that is n−1
∑n
i=1
∫ τ
0
Kh(u− t)v1(u, β(u))dMi(u) is em-
pirical process. by Lemma B3 and v1(u, β(u)) is non-negative function, analogous to the proof of Theo-
rem 2, using the Theorem 8.3 (the uniform law of large numbers) of Pollard (1990), we can demonstrate
the second term converges to zero.
For the third term of the right-hand side, under Conditions 1-4, functions v1(u, β(u)) are bounded. So
from (B43), it is easy to prove the third term tend to zero.
For the fourth term of the right-hand side, from (B45), obviously, it converges to zero.
Therefore,
‖Σ̂1(t)− Σ1(t)‖ → 0, as n→∞. (B49)
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Next, we will prove Σ̂2(t) converges to Σ2(t) = σ2(t)Ω2 by the following demonstration. Let
v2(u, β(u)) = {z − S∗1 (u, β(u))/S∗0(u, β(u))}2. (B50)
For
Σ2(t) = E(p1(t | z)p2(t | z)µ20(t) exp(2β(t)z)(z − q1(t)/q0(t))2)Ω2
=
∫ τ
0
hK2h(u− t)(u− t)⊗2µ20(u)E(p1(u | z)p2(u | z) exp(2β(u)z)v2(u, β(u))du + o(1).
(B51)
Then, using triangle inequality, we have
‖Σ̂2(t)− Σ2(t)‖
≤ ‖n−1
n∑
i=1
∫ τ
0
hK2h(u− t)(u − t)⊗2I(Ci ≥ u)V2(u, β̂)µ̂20(u, β̂(u)) exp(2β̂(t)zi)oi(u)du −
∫ τ
0
hK2h(u− t)(u − t)⊗2µ̂20(u, β̂(u))E(p1(u | z)p2(u | z)v2(u, β(u)) exp(2β(t)z))du‖
+ ‖
∫ τ
0
hK2h(u− t)(u − t)⊗2{µ̂20(u, β̂(u))− µ20(u)}E(p1(u | z)p2(u | z)v2(u, β(u)) exp(2β(t)z))
du‖
+ ‖
∫ τ
0
hK2h(u− t)(u − t)⊗2µ20(u)E(p1(u | z)p2(u | z)v2(u, β(u)) exp(2β(t)z))du − E(p1(t | z)
p2(t | z)µ20(t) exp(2β(t)z)(z − q1(t)/q0(t))2)Ω2‖.
where V2(u, β̂) defined in (23).
For the first term of the right-hand side, let V21(u, β̂) = Sn,1(u, β̂)/Sn,0(u, β̂), and v21 =
S∗1 (u, β(u))/S
∗
0 (u, β(u)).We have
n−1
n∑
i=1
∫ τ
0
hK2h(u− t)(u− t)⊗2I(Ci ≥ u)V2(u, β̂)µ̂20(u, β̂(u)) exp(2β̂(t)zi)oi(u)du
=
∫ τ
0
hK2h(u− t)(u− t)⊗2µ̂20(u, β̂(u)){S∗n,2(u, 2β̂(t))− 2S∗n,1(u, 2β̂(t))V21(u, β̂) + S∗n,0(u, 2β̂(t))
V 221(u, β̂)}du. (B52)
From (14) and (B43), we can derive, for each j = 0, 1, 2,
sup
B×T
‖Sn,j(u, 2β̂(t)) − Sj(u, 2β(t))‖ → 0, as n→∞. (B53)
Analogous to the proof of V1(u, β̂), we can obtain
sup
B×T
‖V21(u, β̂)− v21(u, β(u))‖ → 0, as n→∞, (B54)
and
sup
B×T
‖V 221(u, β̂)− v221(u, β(u))‖ → 0, as n→∞. (B55)
Hence, from (B52), (B53), (B54) and (B55), the convergence of the first term can be demonstrated.
For the second term of the right-hand side, let
µ̂20(u, β̂(u))− µ20(u) = (µ̂0(u, β̂(u)) + µ0(u))(µ̂0(u, β̂(u))− µ0(u)), (B56)
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and
µ̂0(u, β̂(u))− µ0(u) = {µ̂0(u, β̂(u))− µ̂0(u, β(u))}+ {µ̂0(u, β(u))− µ0(u)}
= Hn(u, β
∗)(β̂(u)− β(u)) + n−1
n∑
i=1
dMi(u)/S
∗
n,0(u, β(u)), (B57)
where Hn(u, β
∗) = −S∗n,1(u, β∗)
∑n
i=1 I(Ci ≥ u)Ni(u)oi(u)/nS∗2n,0(u, β∗), and β∗ is between β(u)
and β̂(u).
Under Conditions 1-5, by Lemma A1 and (14), Hn(u, β
∗) is bounded, and β̂(u) uniform converges to
β(u). Hence, we can derive
sup
u∈T
‖Hn(u, β∗)(β̂(u)− β(u))‖ → 0, as n→∞. (B58)
For n−1
∑n
i=1 dMi(u)/S
∗
n,0(u, β(u)) is empirical process, analogous to the proof of Theorem 2, using
Theorem 8.3 (the uniform law of large numbers) of Pollard (1990), we can obtain
sup
u∈T
‖n−1
n∑
i=1
dMi(u)/S
∗
n,0(u, β(u))‖ → 0, as n→∞. (B59)
Under Conditions 1-5, µ̂0(u, β̂(u)) + µ0(u) is bounded, in conjunction with (B56), (B57), (B58) and
(B59), we obtain
sup
u∈T
‖µ̂20(u, β̂(u))− µ20(u)‖ → 0, as n→∞. (B60)
Therefore, the second term converges to zero.
For the third term of the right-hand side, from (B51), obviously, converges to zero.
Hence,
‖Σ̂2(t)− Σ2(t)‖ → 0, as n→∞. (B61)
Therefore, from (B49) and (B61), we have Σ̂(t) is consistent. 
Proof of the asymptotic normality of µ̂0(t, β̂(t)). Let
(nh)1/2(µ̂0(t, β̂(t))− µ0(t)) = (nh)1/2(µ̂0(t, β̂(t)) − µ̂0(t, β(t))) + (nh)1/2(µ̂0(t, β(t)) − µ0(t))
= Hn(t, β
∗)(nh)1/2(β̂(t)− β(t)) + (nh)1/2
n∑
i=1
dMi(t)/nS
∗
n,0(t, β(t)).
(B62)
where Hn(t, β
∗) = −S∗n,1(t, β∗)
∑n
i=1 I(Ci ≥ t)Ni(t)oi(t)/nS∗2n,0(t, β∗), and β∗ is between β̂(t) and
β(t).
For the second term of right-hand side of (B62), let
(nh)1/2
n∑
i=1
dMi(t)/nS
∗
n,0(t, β(t))
= (nh)1/2
n∑
i=1
dMi(t)/nS
∗
0 (t, β(t)) + n
−1(nh)1/2
n∑
i=1
{S∗−1n,0 (t, β(t)) − S∗−10 (t, β(t))}dMi(t).
(B63)
Define
U3(s) = n
−1(nh)1/2
n∑
i=1
dMi(s), (B64)
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Clearly, E[U3(s)] = 0.
Analogous to the proof of Lemma B3, using the functional central limit theorem of Pollard (1990), we
shall argumentU3 converges to Gaussian process ξ3. Now we test the conditions (i)-(v) in Pollard (1990).
Under Conditions 1-5, by Lemma A1, we have, for any s1, s2 ∈ T ,
lim
n→∞
E(U3(s1)U3(s2))
= lim
n→∞
E(n−1h
n∑
i=1
(dMi(s1)dMi(s2)))
= hE({I(C ≥ s1)µ0(s1) exp(β(s1)z)o(s1)}{I(C ≥ s2)µ0(s2) exp(β(s2)z)o(s2)}) + op(1)
=
{
hE(p1(s | z)p2(s | z)µ20(s) exp(2β(s)z)) + op(1) s1 = s2 = s
0 s1 6= s2
Then, by the classical multivariate central limit theorem for independent random vectors, the finite-
dimensional distributions of U3 converge to those of gaussian process ξ3, which converge to zero, as
h gets to zero. Thus condition (ii) holds. Next, checking the tightness. Under Conditions 1-5, we know
{I(Ci ≥ t)Ni(t)oi(t), t ∈ T } has finite points, and exp(β(t)zi)oi(t) are bounded variation functions.
Thus, {dMi(t), t ∈ T } is manageable, and the envelops can be chosen as constant B¯/√n, then (i)(iii)(iv)
holds.To verify (v), for any s1, s2 ∈ T , define
ρn(s1, s2) = E(U3(s1)− U3(s2))2, ρ(s1, s2) = E(ξ3(s1)− ξ3(s2))2.
Further,
ρn(s1, s2) = E(n
−1
√
nh
n∑
i=1
(dMi(s1)− dMi(s2)))2
= n−1h
n∑
i=1
E(I(Ci ≥ s1)µ20(s1) exp(2β(s1)zi)oi(s1) + I(Ci ≥ s2)µ20(s2) exp(2β(s2)zi)oi(s2)).
Clearly, {ρn} is equicontinuous on T , and limn→∞ ρn(s1, s2) = ρ(s1, s2), ρ is pseudometric on T . Thus
ρn converges, uniformly on T , to ρ. And, let {s(n)1 }, {s(n)2 } be any two sequence in T , it follows that
if ρ(s
(n)
1 , s
(n)
2 )→ 0, then ρn(s(n)1 , s(n)2 )→ 0, then (v) holds. Therefore, U3 converges in distribution to
Gaussian process on T , and covariance matrix is diagonal matrix, and the matrix is zero, when h gets to
zero. That is, U3 converges in distribution zero, as n→∞, h→ 0 and nh→∞. Moreover, using the
Strong Representation Theorem of Pollard (1990), we have a new probability space and
sup
s∈T
‖U3(s)− 0‖ → 0, as n→∞. (B65)
By Lemma A1 and Conditions 1-5, we can obtain
sup
s∈T
‖S∗−1n,0 (t, β(t)) − S∗−10 (t, β(t))‖ → 0, as n→∞. (B66)
Then, by Lemma A2 combined with (B65) and (B66), we can derive, in probability,
n−1(nh)1/2
n∑
i=1
{S∗−1n,0 (t, β(t))− S∗−10 (t, β(t))}dMi(t)→ 0, as n→∞. (B67)
which holds in the original probability space. And in analogy with the prove of U3(s), we can check that,
in distribution,
(nh)1/2
n∑
i=1
dMi(t)/nS
∗
0 (t, β(t))→ 0, as n→∞. (B68)
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Therefore, from (B63), (B67) and (B68), we can obtain, in probability,
(nh)1/2
n∑
i=1
dMi(t)/nS
∗
n,0(t, β(t))→ 0, as n→∞. (B69)
For the first term of right-hand side of (B62). Under Conditions 1-5 and Lemma A1, form (14), we
obtain
Hn(t, β
∗)→ −q1(t)/q0(t), n→∞. (B70)
By the assumption of nh5 = o(1), from (16), we can derive
(nh)1/2(β̂(t)− β(t))→ N(0, ν0σ−21 (t)σ2(t)), as n→∞. (B71)
Therefore, from (B70) and (B71), we have
Hn(t, β
∗)(nh)1/2(β̂(t)− β(t))→ N(ν0q−20 (t)q1(t)σ−21 (t)σ2(t)), as n→∞. (B72)
Hence, form (B62), (B69) and (B72), using Slutsky’s theorem, we can obtain
(nh)1/2(µ̂0(t, β̂(t))− µ0(t))→ N(0,Σ3(t)), n→∞, (B73)
where Σ3(t) = ν0q
−2
0 (t)q1(t)σ
−2
1 (t)σ2(t). 
APPENDIX 3
Here, we will show the simulation results about the local kernel estimators β̂(t) with corresponding
setting that β(t) =
√
t and β(t)=0·5(Beta(x/12, 3, 3)+Beta(x/12, 4, 4)), respectively, under sample sizes
equal to 500. Those figures are displayed in the end of this paper.
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Fig. 4: (c1) and (c2): The true and the average of the local kernel estimator with bandwidth 0·3 and 0·5, re-
spectively. (c3) and (c4): Comparison of empirical standard errors (ESE) and the estimated standard errors
(MSE) for β̂(t) with bandwidth 0·3 and 0·5, respectively; (c5) and (c6): Empirical coverage probabilities
of the 95% confidence intervals for β̂(t) with bandwidth 0·3 and 0·5, respectively.
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Fig. 5: (d1) and (d2): The true and the average of the local kernel estimator with bandwidth 0·3 and 0·5, re-
spectively. (c3) and (c4): Comparison of empirical standard errors (ESE) and the estimated standard errors
(MSE) of β̂(t) with bandwidth 0·3 and 0·5, respectively; (d5) and (d6): Empirical coverage probabilities
of the 95% confidence intervals for β̂(t) with bandwidth 0·3 and 0·5, respectively.
