ABSTRACT With the rapid innovations in the design of transceiver for full duplex (FD) communications, the benefits of FD for single-hop wireless communications have been widely shown. But in a multi-hop wireless network, the benefits of FD with power control still need to disclose. The goal of this paper is to investigate the energy efficiency (EE) performance of FD scheduling in a multi-hop wireless network. In this paper, we explore FD on EE in multi-hop networks under optimal scheduling through strict mathematical model, formulation and proof. First, an EE model under FD scheduling with power control in multi-hop wireless networks is constructed. Then, through exploiting the reformulation linearization technique to reformulate and piece-wise linearization method to approximate, the nonlinear optimization problem for EE under FD is transformed into a linear one and solved with performance guarantee. Finally, simulation results validate the proposed optimization method to achieve the optimal EE under FD with power control compared to half duplex with power control and FD without power control.
I. INTRODUCTION
Aiming to support large amounts of mobile data communications, full-duplex (FD) communications enabled transmission and reception at the same time and on the same spectrum have been deemed to potentially double the wireless link capacity [1] , [2] . However, it is always impeded by the cancellation techniques for self-interference (SI), which is generated from the FD device itself. The rapid innovations in analog and digital signal processing for FD transceiver designs [3] - [5] lead to better and better achievable capability due to selfinterference cancellation (SIC).
Meanwhile, multi-hop wireless technologies such as ad hoc and mesh networks attract more attention. As an important way to improve spectral-efficiency, they can be used to connect multiple transmit-receive pairs while there is no direct link or insufficient strength between them. Hence, many studies were conducted to investigate the benefits of FD in multi-hop wireless networks for cross-layer optimization problems, such as spectral-efficiency (SE) related issuesmaximizing throughput [11] - [16] , or minimizing outage probability [17] - [21] , or maximizing security rate [22] , [23] , or minimizing mean-square error (MSE) [24] . On the other hand, due to the rapidly increasing power consumption of mobile devices (limited to the battery capacity), minimizing power consumption [25] , [26] were investigated. Further, maximizing energy-efficiency (EE) [27] has attracted researchers' attention, which is defined by SE divided by the total power consumption (the RF transmission power and the device electronic circuit power) and measured in bits per Joule. EE is increasingly important for saving energy, reducing co-channel interference for other users and causing fewer environmental effects while guaranteeing the optimal SE. Up to now, only a few studies on EE have been considered in FD relay systems [28] - [30] .
In order to improve the performance of EE in multi-hop wireless networks, in this paper we investigate FD scheduling with power control through formulating and solve a crosslayer optimization problem. An EE model under FD scheduling with power control in multi-hop wireless networks is firstly constructed. Then, by exploiting the ReformulationLinearization Technique (RLT) to reformulate the objective function term and SINR term, and the piece-wise linearization method to approximate the logarithmic function in the optimization problem, we transform the nonlinear optimization problem for EE into a linear one, solve it with performance guarantee, and prove our transformations are correct and valid. Finally, simulation results validate our proposed optimization method to achieve the optimal EE under FD scheduling with power control by comparing it to half duplex (HD) with power control and FD without power control.
We organize the remainder of this paper as follows. In Section II, we show the related works. In Section III, we give an EE model under FD scheduling and formulate the EE optimization problem. In Section IV, we reconstruct a nonlinear problem into a linear one and solve it effectively. In Section V, we validate the EE optimization model and algorithm by simulation results. In Section VI, we conclude this paper.
II. RELATED WORK
There have been many studies on optimal analysis of SE performance related issues under various schemes of FD for multi-hop wireless networks as follows. Although the typical two-hop relaying scenario for maximizing the end-to-end throughput was considered both in [6] and [7] , FDR-HDR (i.e., full duplex relay -half duplex relay) hybrid scheduling scheme was proposed in [6] while the joint routing and power allocation FD scheme was proposed in [7] . Several medium access control (MAC) schemes were designed to maximize throughput in multi-hop wireless networks in [8] - [11] , such as a directional asynchronous FD MAC (DAFD-MAC) scheme in [8] , a distributed MAC scheme as distributedaccess FD MAC in [9] , a bidirectional end-to-end knowninterference cancellation (BE2EKIC) MAC scheme in [10] and a queue-length based CSMA-type MAC scheme with FD cut-through scheduling [11] . Considering relay selection in multi-hop wireless networks, it applied different multi-hop relaying schemes to improve the reliable communication to maximize transmission rate in [12] , and it investigated the optimal number of hops and relays to maximize the rate for multi-hop networks in [13] . Specially, in [14] , it considered maximizing the achievable sum degrees of freedom (DoF) as SE under imperfective SIC in FD. As for the ratio of the throughput for FD to the one for HD, an asymptotic analysis of network capacity for both HD and FD below 2 was investigated in [15] , while the end-to-end session throughput in an FD network can exceed 2 folds of that in an HD network for many cases in [16] .
There were also some researches focusing on other related metrics such as outage probability, security rate and MSE under FD in multi-hop networks. For example, in [17] - [21] , they investigated how to minimize outage probability with consideration of the optimal number of multi-hop FD relay nodes in [17] , joint power allocation and routing in [18] , allocating different sub-channels to various groups of nodes to mitigate the most dominant source of interference in [19] , decode-and-forward (DF) relay over Nakagami-m fading channels in [20] and optimal power allocation (OPA) strategies in [21] . Security rate was investigate in [22] and [23] , where a three-hop relaying network for physical layer security in [22] and secrecy rate for amplify-and-forward (AF) and DF techniques with HDRs and FDRs relay in a two-hop relay network in [23] were discussed. Specially, in [24] , the sum mean-square error (MSE) and maximum MSE minimization problems were discussed for multi-hop DF FDR systems.
In order to minimize power consumption, an energyefficient MAC protocol for distributed FD wireless network was presented in [25] , and the power efficiency with improper Gaussian signaling with MIMO FD relay was investigated to achieve approximation results in [26] .
As for EE maximization, there are only a few studies of it in FD relay systems just with a classical threenode cooperation (relay) model rather than in multi-hop networks. In [28] , it investigated EE for an FD relay system through sequential parametric convex approximationDinkelbach with one receiving antenna and one transmitting antenna (can receive and transmit signals simultaneously) in relays. Compared to [28] , each FD relay with massive antennas in [29] was applied to four typical power-scaling schemes to maximize energy efficiency, that is, maximumratio combining/maximum-ratio transmission (MRC/MRT) and zero-forcing reception/zero-forcing transmission. Compared to [28] , in [30] it investigated SE and relay energyefficiency (REE) bounds of FD relay with three relaying schemes-AF, compress-forward (CF) and DF with the same antenna setting in [28] . The lack of understanding of EE under FD in multi-hop wireless networks is the major motivation for our work in this paper.
III. MODELING AND FORMULATION
In this section, we construct a mathematical model of EE and formulate to investigate EE in a multi-hop wireless network.
A. MODELING WITH CONSTRAINTS
Assume that there is a set of nodes N in a multi-hop wireless network, with the number of nodes N = |N |. And we consider a single antenna equipped in each node in the network. And consider a set of active sessions L, with L = |L| in the multi-hop network. Assume that s (l) and d (l) with l ∈ L are the source and destination nodes for session l, respectively. Hence, we can focus on the impact of scheduling on EE.
1) FULL DUPLEX SCHEDULING CONSTRAINTS
We assume that scheduling is based on the form of time slot, with T equal-length time slots in one frame. In FD scheduling, a node may transmit and receive at the same time and the same spectrum band within one time slot. Unicast VOLUME 6, 2018 communication is considered where only one of all receive nodes can decode the intended signal from a transmit node. Denote
1 If node i transmits data to node j on time slot t, 0 otherwise.
Then, for FD scheduling, we have
where T i represents the set of nodes that can transmit or receive with node i on time slot t with t ∈ T and i ∈ N under the full power P (means the total available power at each node of the network). And T j can be similarly defined.
2) POWER CONTROL CONSTRAINTS
q t ij represents the transmission power from node i to node j in time slot t. Rather than the simple ''On'' (i.e., q t ij = P) and ''Off'' (i.e., q t ij = 0) scheme for power control in [16] , we adjust transmission power from 0 to full power P in order to achieve flexible power control or power allocation for saving energy. In fact, we discretize transmission power into different levels with an integer parameter Q and the power levels can be adjusted as 0, 
3) FLOW BALANCE CONSTRAINTS r(l) represents the rate (in bits/s) of session l. In general, the flow splitting between a source node and its corresponding destination node for multi-path routing is allowed. f ij (l) represents the data rate on link (i, j) for session l. Mathematically, based on flow balance at each node, we can easily model it. Therefore, the following flow balance constraints are obtained. While node i is the source node of session l, i.e., i = s(l), then
While node i is an intermediate relay node for session l, i.e., i = s(l) and
While node i is the destination node of session l, i.e.,
We can easily validate that if (5) and (6) are satisfied, (7) must also hold. Hence, it is sufficient to keep (5) and (6) in the formulation.
4) LINK RATE CONSTRAINTS
c t ij represents the achievable link capacity from transmit node i to receive node j in time slot t. We can calculate it through Shannon's capacity formula while taking both mutual interference (from other links) and self interference (due to FD) as noise. Under FD, the self interference cannot be completely canceled and is non-negligible for self interference [3] . Therefore, it is necessary and important for us to consider such remaining self interference while calculating link capacity. g ij represents the path attenuation loss from transmit node i to receive node j. Since the aggregated flow rates on each link cannot be larger than this link's capacity, with the transmission power level p t ij , we have
where W represents the bandwidth, η represents the ambient Gaussian noise density and θ represents a parameter to evaluate the performance of self-interference cancellation-if the value of θ is smaller, the cancellation of self interference is cleaner. In the denominator in (8), the first term represents the interference signal power from other active links (mutual interference), the second term represents the residual self interference and η represents the ambient Gaussian noise density. The left side of (8) represents the aggregated flow rates on each link from node i to node j. The right side of (8) represents the physical capacity of link from node i to node j. The power constraints (3) and (4) and the flow constraints (5) and (6) are connected by the link rate constraints (8) .
Note that the minimum rate R min is guaranteed for each session by the following constraints:
B. FORMULATING THE PROBLEM
In this paper, we consider how to maximize the EE performance under FD in a multi-hop network. Assume that there are multiple sessions in the network and the minimum rate guarantees for each session. EE maximizing is chosen as our objective and EE is defined as the sum rates of all active sessions divided by the total power consumptions in the network. R T represents the sum rates of all active sessions, i.e., R T = l∈L r (l), and P T represents the total power consumptions, i.e., P T = αP total +β = α T t=1 i∈N j∈T i p t ij P/Q+β, where P total represents the total transmit power at all the active nodes, α means the slope of the traffic dependent power consumption, and β means the linear power consumption model parameter without RF output power. According to the explanation for the power consumption model (PCM) in the EARTH project [31] , the coefficients α and β are regarded as constant parameters. Therefore, the objective function can be written as
Summing up the objective function with all the constraints for FD scheduling, power control and flow routing, we have the following formulation.
OPT-FD-EE
max R T /P T s.t FD scheduling constraints: (1), (2) Session rate requirement constraints: (9) .
In this formulation, W , g ij , θ , η, r min , α, β, P, and Q are constants; c t ij , r(l), f ij (l) are continuous variables; x t ij is a binary variable and p t ij is an integer variable. Since constraints (8) are with log functions and also nonlinear terms inside the log functions, the objective function contains nonlinear terms. We find the optimization problem is in the form of a mixed-integer nonlinear program (MINLP) [32] . In the next section, we linearize the nonlinear terms in OPT-FD-EE to solve the problem through reformulation and approximation.
IV. REFORMULATION AND SOLUTION
In this section, we will linearize the nonlinear terms, such as objective function and constraints (8) in OPT-FD-EE. Our roadmap is shown as follows. At first, ReformulationLinearization Technique (RLT) [33, Chapter 6 ] is exploited to reconstruct the nonlinear terms (EE and SINR) inside the objective function and logarithmic functions into the linear ones without loss of optimality, respectively. Then, a reformulated problem OPT-FD R -EE is obtained. Further, the piecewise linearization technique is exploited to approximate the log functions in (8) with a series of linear constraints. Finally, a linearized problem OPT-FD L -EE is achieved and solved.
It is proved that an optimal solution to OPT-FD L -EE is within (1 − ε)-optimality of OPT-FD-EE.
A. REFORMULATING OBJECTIVE FUNCTION TERM AND SINR TERM 1) OBJECTIVE FUNCTION REFORMULATION
For the objective function in (10), we substitute the nonlinear term R T /P T with a new variable EE and introduce a new variable u t ij = EE · p t ij . Then the new linear objective function EE and the additional constraints are obtained as follows:
G represents an upper bound of EE, which can be selected as a large constant. Since p t ij is an integer variable with 0 ≤ p t ij ≤ Q and 0 ≤ EE ≤ G, then the following constraints must be available through RLT:
[
Substituting u t ij for EE ·p t ij in the above constraints, we have
For (8) 
According to the above new constraints to u t ij and w t ij,mn , we have the following reformulated problem: Denote EE * and EE * R as the optimal objective values of OPT-FD-EE and OPT-FD R -EE, respectively. Then we have the following lemma:
Lemma 1: The optimal objective value of OPT-FD-EE is equal to the one of OPT-FD R -EE, i.e., EE * = EE * R . Proof: We can prove it based on contradiction under the assumption that EE * = EE * R . Firstly, we assume that EE * > EE * R ; secondly, we assume that EE * < EE * R . For the first step, we will prove that EE * > EE * R . Since EE * is an optimal objective value of OPT-FD-EE, then we can find a solution ζ = [x t ij , p t ij , r(l), f ij (l) , c t ij ] to satisfy all constraints in OPT-FD-EE. According to ζ , a solutionζ R to OPT-FD R -EE can be constructed as follows: (6) and (9) in OPT-FD-EE, we can find thatζ R also satisfies these constraints in OPT-FD R -EE; because ζ satisfies constraint (8) in OPT-FD-EE, we can easily validate thatζ R satisfies constraints (21) and (23) (1)- (6) and (9) in OPT-FD R -EE, we can find thatζ also satisfies these constraints in OPT-FD-EE; because ζ R satisfies constraints (21) and (23)- (27) in OPT-FD R -EE, we can easily validate that ζ satisfies constraint (8) in OPT-FD-EE. Because constraint (8) in OPT-FD-EE is equal to constraints (21) and (22) in OPT-FD R -EE, constraint (22) is substituted with constraints (23) and (24)- (27) . If ζ R satisfies constraints (23) and (24)- (27) , we can validate that it also satisfies constraint (22) with the aid of that w t ij,mn = v t ij · p t mn . Because p t mn is an integer variable with p t mn ∈ {0, 1, 2, . . . , Q} and constraints (24)- (27), we obtain that w t ij,mn ∈ {0, 1, 2, . . . , Q} · v t ij when p t mn ∈ {0, 1, 2, . . . , Q}. Hence, we obtain thatζ satisfies constraint (8) in OPT-FD-EE. To sum up, becauseζ satisfies all the constraints in OPT-FD-EE, we can find that it is feasible to OPT-FD-EE. Since the objective function in OPT-FD-EE is identical to the one in OPT-FD R -EE, the feasible objective value obtained from solutionζ is identical to EE * R . For a maximization problem of OPT-FD-EE with its optimal objective value EE * , we obtain EE * ≥ EE * R . Therefore, it contradicts with our second assumption that EE * < EE * R . This completes the proof.
B. PIECE-WISE LINEAR APPROXIMATION OF LOG FUNCTION
In this section, a piece-wise linearization algorithm [34] is employed to reconstruct the nonlinear log terms (8) and (21) in the constraints of OPT-FD R -EE into the linear one with performance guarantee as shown in Fig. 1 The basic idea of the piece-wise linearization method is to substitute the nonlinear term ln v ij = ln 2·c ij W with a set of linear segments to achieve linear approximation in Fig.1 . Similar to the approach in [35] , we employ the piece-wise linearization to find the optimal slope of each linear segment which replaces the nonlinear curve ln v ij with performance guarantee, i.e., to find the minimum number of linear segments. Denote δ as the difference between any point on ln v ij and its corresponding linear segment and denote ε as the difference between any point on v ij = exp(ln v ij ) and its corresponding linear segment in Fig. 1 . In order to cope with approximation error requirements δ and ε on each segment, we define K ij as the minimum number of line segments and
. ., and v K ij ij = V U as the end points of these segments on the X-axis. We can obtain K ij by the following steps. We firstly find the slope of the first segment from v 0 ij under the condition of approximation error requirements δ and ε. Once we obtain this slope, we can also find the second end point of the first segment. Restarting from this end point, we repeat the similar iterative process for the next segment and so forth before the last segment reaches V U . Since we denote λ k ij as slope of the k − th linear segment, we have
Since we denote y k (v ij ) as the k −th linear segment in order to approximate ln v ij , we have 
Find the slope λ k ij of k − th segment according to the equation as follows:
With the aid of (28) For each linear segment, the maximum approximation error achieved by the method of piece-wise linearization is within η for the curve ln v ij , and within ε for the curve v ij = exp(ln v ij ).
Proof: We can prove it based on construction as follows. We can find that the maximum approximation error occurs in the point on ln v ij which intersects the tangential line. Denote δ * as the maximum approximation error, i.e., the maximum value of δ, and its corresponding point on X-coordinate as v * ij . For the approximate segment y k (v ij ), we obtain
For the curve ln v ij , we obtain the slope of its tangential line with δ * as
For the slope of the linear segment y k (v ij ) as λ k ij , we can obtain δ * as follows:
It is easy to find that λ k ij = η ε can be obtained. This completes the proof.
C. APPROXIMATION ERROR OF OBJECTIVE FUNCTION
According to the equation (30) , constraints (8) and (21) in OPT-FD R -EE can be substituted with the following linear constraints:
Then, the OPT-FD R -EE can be reconstructed into a new optimization problem, which is denoted as OPT-FD L -EE.
OPT − FD L −EE max EE

s.t FD scheduling constraints: (1), (2);
Power control constraints: (3), (4); VOLUME 6, 2018 Flow balance constraints: (5), (6); Link rate constraints: (23)- (27), (31)- (32); Session rate requirement constraints: (9); EE requirement constraints: (11) , (17)- (20 (MILP) . Our algorithm needs to solve one MILP problem, which is NP hard and of which computation complexity is exponential. The computation complexity is also exponential complexity. In this paper, x t ij and p t ij are a binary and integer variable, respectively, which construct the core variables in our algorithm. Due to finite core optimization space (with finite number of core variables and a finite integer value set of each core variable), a solving procedure based on branch-and-cut algorithm in a commercial tool CPLEX is efficient and guaranteed to converge. Therefore, we applied CPLEX to solve our MILP problems, which proves to be very successful for all practical purposes. We now analyze the approximation error between the optimal objective values of OPT-FD L -EE and OPT-FD-EE. 
where the last inequality can be derived from Lemma 2. We
can be defined as an optimal solution for OPT-FD L -EE corresponding to its objective value of EE * OPT −L . Because EE OPT −L represents the objective value corresponding to a feasible solution,
This completes the proof.
V. NUMERICAL INVESTIGATION
In this section, a numerical study is performed to explore EE performance under FD with power control by comparing it to HD with power control and FD without power control.
A. HALF DUPLEX MODEL
To compare, we introduce some new constraints for HD, such as HD scheduling constraints and HD link rate constraints to construct HD model for a multi-hop wireless network. Meanwhile, constraints (3)- (6), and (9) from OPT-FD-EE are the same to HD network.
1) HALF DUPLEX SCHEDULING CONSTRAINTS
Under HD, in one time slot, a node cannot simultaneously transmit and receive at the same spectrum band. Then we have
2) HALF DUPLEX LINK RATE CONSTRAINTS Similar to FD, under HD, we can calculate the link capacity from node i to node j through employing Shannon's capacity formula. Note that only mutual interference that is from other links is considered.
Assume that there are 20 nodes randomly distributed in an area of 100m × 100m to construct a multi-hop wireless network. The bandwidth is set to W = 1. For each node, its transmission power is set to P = 30dBm and the power level Q = 10. Denote d as the distance between nodes i and j, and the path loss parameter g ij = d −4 . In order to show the effect of self-interference, we assume the self-interference cancellation parameter θ = −50dB and ambient noise ηW = −20dBm. Assume that there are 4 sessions coexisting in the network and the number of time slots in a frame is T = 4. We set ε = 5%.
C. RESULTS FOR EE UNDER FD AND HD WITH POWER CONTROL 1) EE VERSUS R min
For the 20-node network instance in Fig. 4 or Fig. 5 , the value of the minimum rate R min is changed from 0 to its achievable maximum value in Fig. 2 and Fig. 3 . We randomly set the source node and destination node of each session. Fig. 2 shows the achievable EE for all sessions in FD network as the value of the minimum rate R min grows with fixed P = 1 and T = 4, where the PCM coefficients are set to [3.14, 69] , [4.4, 8.7] or [7.25, 469] . Before R min reaches its achievable maximum value, the EEs under three different PCM coefficients always keep the constant values, respectively, because the sum rates of all active sessions R T and the total transmit power P total remain unchanged. Once one or more sessions cannot support the increasing value of the minimum rate R min , the solution to EE becomes infeasible. Further, Fig. 3 compares HD with FD for EE versus R min . Note that the achievable EEs keep the constant values under both FD and HD when the value of the minimum rate R min grows. But for the same R min , the objective value EE under FD is larger than that under HD and the ratio between them approaches to 2 for perfect SIC. A solution for flow routing and scheduling under FD corresponding to α = 3.14, β = 69, R min = 20, P = 1, and T = 4 is shown in Fig. 4 and the one under HD with the same conditions is shown in Fig. 5 . 2) EE VERSUS P Similar to Fig. 2, Fig. 6 demonstrates the achievable EE under the full power P in FD network with fixed R min = 0.1 and T = 4, where the PCM coefficients are also set to [3.14, 69] , [4.4, 8.7] or [7.25, 469] . According to Fig. 6 , we can find that the achievable EE is monotonically increasing with respect to the upper bound of full power P. According to the formula (8) , when the value of P is gradually increasing, the selfinterference and the mutual interference are also increasing. Since the increasing rate of log function in numerator of EE is faster than the one of linear function in denominator of EE in (10) , it results in the gradually increasing EE value. But once the self-interference and the mutual interference exceed the certain values with the increasing of full power P, the solution to EE turns to be infeasible. Under FD, the reason for the infeasible solution to EE is the excess self interference and mutual interference between active nodes.
Further, Fig. 7 compares HD with FD for EE versus P. Note that the achievable EEs keep increasing monotonically under both FD and HD when the value of full power P grows. But for the same full power P, the objective value EE under FD is higher than that under HD, and the ratio between them approaches 2 for perfect SIC. 3) EE VERSUS T Similar to Fig. 2 or Fig. 6, Fig. 8 Further, Fig. 9 compares HD with FD for EE versus T . Note that the achievable EEs keep increasing monotonically increasing under both FD and HD when the value of time slot T grows. But for the same time slot T , the objective value EE under FD is higher than that under HD. Fig. 10 compares FD and HD with and without power control for EE versus P with fixed R min = 0.1, and T = 4, where the PCM coefficient is set to [4.4,8.7] . Through changing R min ≤ r (l) in constraint (4) for Fig. 6 into R min = r (l), we fixed the total rate of sessions l∈L r (l) to calculate EE (now is only related to P) to obtain Fig. 10 . We can find that EE is monotonically decreasing with respect to the upper bound of power P. The reason is that: when P is small and gradually increases, l∈L r (l) always keeps unchanged. As a result, the value of EE decreases, with the denominator in (10) increases. Obviously, we can find that the performance of EE under FD with power control (i.e., Q = 10) is better than the one without power control (i.e., Q = 1) in [16] . And also the performance of EE under HD with power control (i.e., Q = 10) is better than the one without power control (i.e., Q = 1) in [16] . But the performance of EE under FD is always better than the one under HD no matter there is with power control or not.
D. RESULTS FOR EE UNDER FD WITH AND WITHOUT POWER CONTROL
E. RESULTS FOR EE UNDER DIFFERENT APPROXIMATION ERRORS
In Fig. 11 , it compares target approximation error ε with 0.05, 10 −5 and 10 −10 for EE versus P with fixed R min = 0.1, and T = 4, where the PCM coefficient is set to [4.4, 8.7] . According to Lemma 3, the approximation error of optimal objective value σ = LWT β ln 2 · η = LWT β ln 2 · λ k · ε, where λ k is the slope of the k − th linear segment. When ε = 0.05 and ε = 10 −5 with α = 4.4 and β = 8.7, we can calculate the theoretical value of σ is about 0.0066 and 0.00001, respectively. Through decreasing ε from 0.05 to 10 −5 and 10 −10 , we can find σ gradually decreases and tends to 0, where each difference between two neighbors σ is very small. In Fig. 11 , three simulation curves with ε = 0.05, 10 −5 and 10 −10 are similar and close to each other due to the small difference among them, which are consistent with the analysis on their theoretical values. And the simulation curve with a setting that ε = 10 −10 most approximates the ideal optimal one (without approximation error).
VI. CONCLUSION
The potential of FD on EE with power control in a multi-hop wireless network was not well understood. New investigations into this problem were offered in this paper. Through strict mathematical model, formulation and proof, the EE problem under FD was cast into a linear maximization one. With numerical results, our proposed optimization method has shown how to achieve the optimal EE under FD scheduling with power control by comparing to HD with power control and FD without power control. 
