Numerical simulation of two-phase flow with imbedded interface of discontinuity is challenging in two major aspects. First, the interface can undergo change, merge and breakup during the course of the simulation. Examples of current successful methods in modeling flow with interface are, among others, the volume-of-fluid method, fronttracking method, and level-set method. Second, flow variables and their derivatives can be discontinuous across the interface. This discontinuity poses severe limitation on the accuracy of commonly used numerical methods. Current available methods in treating the interface discontinuity, such as the immersed boundary method and the ghost fluid method, are mostly first order accurate. Though the immersed interface method of LeVeque and Li (1994) can be globally second order, it is often difficult to apply to complex multi-dimensional flow. This paper presents a new high-order immersed interface method for elliptic equations with imbedded interface of discontinuity. The new method can be arbitrarily high-order accurate, and it can be easily applied to practical two-phase flow because only the physical jump conditions for variables and their first derivatives are needed in the finite difference formulas. In addition, the new interface difference formulas are expressed in a general explicit form so that they can be applied to different multi-dimensional problems without any modification. The new interface algorithms of up to accuracy have been tested for one and two-dimensional elliptic equations with imbedded interface. The extension to practical two-phase flow applications will be presented in a future paper.
Introduction
Recently, there has been strong interest in developing numerical methods for computing multi-phase flow with unsteady interface. These methods have many practical applications, such as the simulation of the dynamics of gas bubbles in a liquid (Feng and Leal, 1997) , drop deformation and breakup in viscous flow (Stone 1994) , free surface flow Yue 1996, Scardovelli and Zaleski 1999) , and the breakup of a liquid jet emanating into another fluid (Li and Reitz 1998) .
Compared with single-phase numerical methods, algorithms for two-phase flow simulation face additional difficulties related to the interface treatment. Firstly, the shape of the interface can be complex, and can undergo change, merge and breakup during the course of the simulation. Consequently, it is difficult to use body-fitted unsteady grid to fit the evolving interface. A fixed Cartesian grid, where the interface can cut through the grid lines, is often used. In a fixed grid, the interface can be treated by, among others, the volume-of-fluid method, the front tracking method (Tryggvasson et al. 2001 , Glimm et al. 2001 , the level-set method (Sethian 1999 , Osher and Fedkiw 2001 & 2003 , and the boundary element method (Pozrikidis 2001) . Each of these methods has its own advantages and disadvantages. The volume-of-fluid method is simple and robust. It can maintain a conservation of bubble or droplet volumes. But it is relatively inaccurate in tracking the interface. The front tracking method can track the interface with relatively high accuracy. But it is difficult to use the method to model the connectivity of the interface undergoing complex changes. The level set method, on the other hand, can easily handle the connectivity of complex interface by using a level set function to track the location and movement of the interface.
Secondly, flow variables and their derivatives can be discontinuous across the interface. Specific jump conditions at the interface depend on the physical property of the problems, the unsteadiness of the interface, and the geometric characteristics of the interface. Consequently, special treatments are necessary for computing flow equations at grid points adjacent to the interface (i.e. irregular points). One of the popular methods in treating interface discontinuity is the immersed boundary method (IBM) originally developed by Peskin (see review by Peskin 2002) for simulating blood flow in the heart. The basic idea of the immersed boundary method is to model the interface by adding a deltafunction source term to the Navier-Stokes equations. The resulting equations are then discretized by a standard finite difference method in a fixed Cartesian (or non-Cartesian) grid. The singular delta function is regularized by an approximate smooth function spanning a few grid cells. The immersed boundary method has been incorporated in the front tracking method (Tryggvasson et al. 2001 ) and the level set method (Sussman et al. 1994 & 2003 , Chang et al. 1996 in the interface treatment.
The immersed boundary method, however, is only first order accurate in computing two-phase flow with discontinuous solutions across the interface, even though higher order approximation to the delta function can be achieved for problems with smooth solutions (Beyer and LeVeque 1992 , Lai and Peskin 2000 , Tornberg and Engquist 2004 , Griffith and Peskin 2005 , Engquist and Tornberg 2005 . Beyer and LeVeque (1992) studied the approximation to the delta function by a smooth function for the one-dimensional heat equation. The accuracy was measured by a discrete moment condition. They found that it is possible to achieve second order accuracy by carefully choosing the discrete representation of the delta function. For some problems, however, it is necessary to add a correction term to the approximation to the delta function in order to maintain second order accuracy. Griffith and Peskin (2002) showed that higher order convergence rates can only be achieved for sufficiently smooth problems. Tornberg and Engquist (2004) studied the numerical approximations of singular source terms in differential equations. Specifically, regularization methods for the delta function were analyzed. They showed that fourth order convergence can be achieved away from the singularity, when a fourth order difference formula of the ordinary differential operator is coupled to a regularization function with moment order 4. In general, any delta function regularization produces ( ) O h errors in the neighborhood of the singularity. Consequently, the interface is "smeared" in a numerical solution computed by the immersed boundary method (Linnick and Fasel 2005 ).
An alternative to the immersed boundary method is the "sharp-interface" methods which achieve uniformly second (or higher) order accuracy by incorporating the jump conditions into the finite difference formulas. The immersed interface method (IIM) introduced by LeVeque and Li (1994) is one of these methods. A similar idea was used earlier by Mayo (1984) for the fast solution of the Poisson's and the biharmonic equations. In presenting their original IIM method, LeVeque and Li (1994) considered finite difference methods for the following elliptic equation:
( ( ) ( )) ( ) ( ) ( )
The equation is defined in a simple region with a uniform Cartesian grid. Figure 1 shows a schematic of a twodimensional grid. There is an irregular surface Γ , which may cut across the grid lines, in the computational domain.
Across the interface, β , κ , and f may be discontinuous, and along it f may have a delta function singularity. In the derivation of finite difference formulas, the computational grid points are classified into two categories depending on their relative locations with respect to Γ : regular points away from Γ and irregular points adjacent to Γ . A globally 2 ( ) O h accuracy is achieved by using the conventional 2 ( ) O h central scheme for the regular points and a locally ( ) O h scheme for the irregular points. In the one-dimensional case, a finite difference formula of ( ) O h accuracy at an irregular point uses a three-point grid stencil together with an additional correction term. A Taylor series expansion at the interface is used to obtain a set of linear equations for the undetermined coefficients and the correction term. The linear equations are often problem dependent, and they need to be solved numerically every time they are used in the simulation. In order to reach a locally ( ) O h approximation, the correction term requires jump conditions of up to the second derivatives, i. Lee and LeVeque 2003) , and nonlinear problems in magneto-rheological fluids . Despite these applications, the immersed interface methods are often difficult to apply to complex two or three dimensional two-phase flow problems. In order to maintain a second-order accuracy, it is necessary to obtain jump conditions at the interface for flow variables and their first and second derivatives. For the Navier-Stokes equations with an interface of discontinuity, it is easy to derive the physical jump conditions for flow variables and their first derivatives across the interface. But it is difficult to obtain jump conditions for the second or high order derivatives. In order to develop third or higher order immersed interface methods, it is necessary to obtain jump conditions for the third and higher derivatives. In addition, the finite difference formulas of the original immersed interface method need to be re-derived for different problems. The coefficients and the correction terms in the finite difference formulas at irregular points cannot be obtained explicitly. They are often computed numerically by solving a matrix equation. The repeated computations for the coefficients and correction terms can be computationally expensive.
Linnick and Fasel (2005) presented a high-order immersed interface method for simulating unsteady incompressible flow in an irregular domain. Their method is an extension of the explicit-jump immersed interface method of Wiegmann and Bube (2000) . Instead of using analytical jump conditions, they compute the jump conditions for higher derivatives numerically. A fourth-order compact scheme was successfully tested for computing incompressible flow over a cylinder. This method, however, is not applicable to two-phase flow with moving interface with general jump conditions, such as those of Eq. (2). Lombard (2001 & presented another sharp interface method for numerical computations of interface for wave equations. In order to discretize derivatives at irregular points, a set of modified variables across the interface are computed by using the original variables on both sides of the interface and a set of jump conditions for variables and derivatives. This method also requires the knowledge of jump conditions of high-order derivatives.
Another "sharp-interface" method is the ghost fluid method of Fedkiw et al. (Fedkiw et al. 1999 , Kang et al. 2000 , Gibou and Fedkiw 2005 . The basic idea is to extrapolate variables on one side of the interface into the "ghost cells"
on the other side. Gibou and Fedkiw (2005) introduced an 4 ( ) O h accurate finite difference discretization for the Laplace and heat equations on irregular domain. However, the ghost fluid method is only first order accurate for two-phase flow simulation. Helenbrook et al. (1999) presented a second order interface method with ghost cells for incompressible flow with surface discontinuity. The limitation of the method is that it is most suitable for inviscid flow only. It should also be mentioned that sharp interface Cartesian grid methods have been developed for flow with moving solid bodies (Udaykumar et al. 1996 & 1999 , Almgren 1997 , Johnsen and Colella 1998 , McCorquodale et al. 2001 , Russel and Wang 2003 . These methods can be up to second order accurate. The treatment of irregular points near the solid-fluid interface is mainly based on local polynomial extrapolations.
Based on the brief review above, it is desirable for a high-order immersed interface method to have the following properties:
1. Only two physical jump conditions of the variables and their first derivatives should be needed in the second or higher order immersed interface methods.
2.
Finite difference formulas at irregular points should be expressed in a general explicit form (without the need to compute matrix equations repeatedly) so that they can be applied to different problems without any modification.
To reach these goals, this paper presents a new high-order immersed interface method. It can be arbitrarily highorder accurate, and can be easily applied to practical two-phase flow problems by requiring only jump conditions for variables and their first derivatives. The new method also has the advantage that the finite difference formulas at irregular points are derived in a general explicit form. The derivation, analysis, and test results of the new method are presented in following sections. Though the motivation of the present work is to apply the method multi-phase flow simulation (Tatineni and Zhong 2004 & , the new high-order immersed interface method is presented in this paper for elliptic equations in the form of Eq. (1) with imbedded interface of discontinuity only. The application to two-phase incompressible flow problems, which is out of the scope of this paper, will be presented in a future paper. 
Explicit Finite Difference Formulas at Irregular Grid Points
For two-phase incompressible flow, the governing equations are the Navier-Stokes equations:
where u is velocity vector, p is pressure, ρ is density, f is the gravitational force, D is the shear strain tensor, µ is viscosity coefficient. These flow variables can be discontinuous across the interface. The jump conditions at the interface between the two phases are Fig. 2 is used for the discretization. Without losing generality, it is assumed that the origin of the coordinate system is located at grid point i , i.e.
(k=0, 1, 2, )
The interface is located at:
where σ is the interface location parameter which satisfies 0 1 σ ≤ ≤
As discussed in the preceding section, only two jump conditions involving u and x u are used in the finite difference approximation of the derivatives. A general jump conditions across the interface can be written as: Therefore, the high-order immersed interface method presented below achieves a high-order approximation at the irregular point i by imposing the two jump conditions given by Eqs. (10) and (11) only. Instead of using more and more jump conditions of higher order derivatives to achieve higher order accuracy at the irregular point as done in the original IIM method, we use more and more grid points on both sides of the interface so that arbitrary order approximation can be achieved while only the two jump conditions (10) and (11) 
Difference Formulas for
For the case of local ( ) O h approximation, it can be shown that it is necessary to use two points on both sides of Γ ( 2 n m = = ) when only two jump conditions (10) and (11) are used in the formula. A general finite difference formula, using the four-point stencil and the two jump conditions, can be written in the following form:
where k d 's are determined by Taylor expansions around x Γ with the requirement that the approximation is ( ) O h .
The constants A and B are given by Eqs. (10) and (11) . By paying special attention to the fact that u and its derivatives can be discontinuous at Γ , we obtain the Taylor expansions at x Γ as:
where superscripts "-" and "+" represent the variables on the left and right sides of the interface, respectively.
Substituting Eqs. (16) 
It is necessary to solve the 4 4 × matrix equation (20) 
For the current case of using two grid points on both sides of the interface, it is necessary to solve four simultaneous equations for k d . Because the stencil is small, the analytical solution of Eq. (20) can be obtained for the current case as: ( ) ( 1, , 2, , )
Equation (15), together with Eq. (25), is an explicit difference formula for ( )
The same general formula can be used for different problems as long as the jump conditions are specified in the form of Eqs. (10) and (11) . Equation (25) shows that the current formula at the irregular point does not have singularity even for the special cases of Γ coinciding with grid i ( 0
For high-order approximations with larger values of n and m , the same procedure can be used to derive the finite difference approximation to the second derivative of 
Difference Formulas at Irregular Point with a General n m + Grid Stencil
The general case of finite difference formulas at irregular point i for arbitrary stencil of n and m points are considered in this section. The finite difference approximation at irregular grid point i ( Because of the discontinuity at Γ , it is necessary to use two separate polynomials to interpolate through grid points on both sides of the interface. The two polynomials satisfy the two jump conditions of Eqs. (10) and (11) . The two polynomials are dependent on each other because of the constraint imposed by the jump conditions. The appropriate polynomials on the either side of Γ will be one degree higher than the Lagrange polynomial supported by the onesided grid stencil, with an arbitrary undetermined coefficient. The two unknown coefficients are subsequently determined by the jump conditions. It can be shown that the polynomial on the left side of Γ , interpolating through n grid points ( Fig. 2 ), can be written as:
where n a is an undetermined coefficient to be decided by the jump conditions, and
( ) k l x is the Lagrange polynomial interpolating through the n grid points on the left hand side of Γ , i.e.
( ) ( )
Similarly, the polynomial on the right hand side of Γ is:
where m b is an undetermined coefficient, and
( ) k h x is the Lagrange polynomial through the m grid points on the right hand side, i.e.
The two undetermined coefficients, n a and m b , are determined by Eqs. (10) and (11). Substituting Eqs. (27) and (30) into Eq. (10):
Rearrange the equation above: 
Similarly, the second jump condition is imposed by substituting Eqs. (27) and (30) into Eq. (11), i.e.
( ) ( ) 
where
Based on Eq. (27) and n a given by Eq. (39), finite difference approximation of derivatives of any order at an irregular grid point located on the left side of Γ can be derived by evaluating the derivatives of ( ) P x − at the corresponding location. Hence, the l -th derivative at point i can be approximated by:
where l is an arbitrary positive integer. By substituting Eqs. (27) and (39) in to Eq. (41), the general finite difference formula is:
where ( )
Equation (42) can be used to obtain finite difference approximation for ( / ) i du dx and The specific difference formulas of various orders are derived in this paper by a computer program based on the general formulas listed above. The order of accuracy increases when the grid stencil surrounding the irregular point becomes larger. In order to maintain a uniform accuracy, the same numbers ( n m = ) of grid points are used on both sides of Γ . The most useful formulas are presented below.
Difference Formulas at Irregular Points with 4 Point Stencil (
Interface located on the right side of irregular grid point
This case is shown in Fig. 2 , where the interface is located on the right side of i with a given value of σ . A fourpoint grid stencil, two on each side of the interface, is used for the finite difference approximation of derivatives at i.
The general formula for the second derivative was derived by Taylor expansions in Eqs. (15) and (25) . In addition to the same results for 2 2 ( / ) i d u dx , the matched polynomial interpolation formula (42) can provide formulas for first and higher derivatives. The general formulas are: 
Interface located on the left side of irregular grid point
This case is demonstrated in Fig. 3 , where Γ is specified by σ . Finite difference formulas for this case can be obtained from Eqs. (44) to (45) by a coordinate transformation, i.e.
It can be shown that the finite difference formulas at i for the current case are:
where k d 's are given by Eq. (25).
The difference formulas above are general in the sense that they can be used without modification for different problems as long as the jump conditions are given in the form of (10) and (11) . For the special case that there is no discontinuity at the interface, corresponding to:
Eqs. (44) and (45) reduce to a local piecewise polynomial approximation with continuous zero and first derivatives at the interface. As stated before, in the limiting case of Γ coinciding with the two grid points i ( 0) (44) and (45) are not singular. In other words, the coefficients given by Eq. (25) 
Difference Formulas at Irregular Points with 6 Point Stencil (
For the case shown in Fig. 2 , where the interface is located on the right side of i with a given value of σ , we have:
The coefficients in the equations above are:
{ } For the case of Γ located on the left side of i (Fig. 3) , the corresponding difference formulas can be derived by a coordinate transformation. The details are not presented here. 
Difference Formulas at
{ } 1  65  145  32  2  131  143  80  2  1  ( 50  11  )  (44  3  )  3  3  3  3  3  6  3 
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Finite difference formula can be derived for the special case of using one grid point on both sides of the interface at the irregular grid point i shown in Fig. 2 . Second derivative cannot be obtained in this case because the stencil is not wide enough. For the case shown in Fig. 2 : 
where the correction term is:
This correction term is the same as the correction term when a linear extrapolation used in the ghost fluid method to approximate the first derivative at the interface.
Special Case of Irregular Point Surrounded by Two Interfaces
The difference formulas presented in the preceding sections are for an irregular grid point which is affected by one interface either on its left side or on its right side. In actual computations, however, special cases can arise where these general formulas do not apply. Figure 4 shows an example of the special cases when an irregular point is surrounded by two interfaces from both sides. Similar special situations also appear when the interface is very close to the boundary of the computation domain, or when two or more interfaces are very close to a grid point. The difference formulas for irregular grid points need to be modified for the special cases.
Irregular Point (i,j) In this section, only the special case shown in Fig. 4 is considered. Other special cases can be treated similarly. They are not discussed here. Figure 5 shows a one-dimensional counter part of Fig. 4 where an irregular point i is surrounded by two interfaces. The locations of the two interfaces are specified by 1
) as shown in Fig. 5 . The grid points are separated into three sections by the two interfaces. We assume a general case of approximating derivatives at point i by using a grid stencil of three groups of grids ( K , N , and M ) in the three sections separated by the interfaces, i.e. [ ]
[ ] Because of the discontinuity at the interfaces, it is necessary to use three polynomials for the three groups of grid points. Similar to the derivation of Section 2.2, it can be shown that the polynomials for the three sections can be written as follows.
Middle region with N grid points
The polynomial, which interpolates through N points in the middle section between 1 Γ and 2 Γ 
Right region with M grid points
The polynomial, which interpolates through M points located on the right hand side of interface 1 Γ ( 1, ,
where ( ) Q x and ( ) k h x are given by Eqs. (31) and (32) . There is one undetermined coefficient 3 a to be decided by the jump conditions.
Left region with K grid points
The polynomial, which interpolates through K points located on the left hand side of interface 2 Γ 
There is one undetermined coefficient 4 a to be decided by the jump conditions.
There are four undetermined coefficients, ( ) ( )
Similar to the derivation in Section 2.2, the undetermined coefficients can be obtained explicitly by solving the four linear equations above. Specifically, and arbitrary coefficient, l a , can be expressed in the following form: ( , )
Once these coefficients are determined, finite difference approximation of the first and second derivatives, as well as derivatives of any other order, at any irregular grid point in these three sections can be derived by evaluating the derivatives of the corresponding polynomial in the corresponding section. For irregular point i in the middle section, for example, the second derivative can be approximated as:
The equation above leads to a general finite difference in the following form:
where the coefficients can be expressed as explicit rational functions of 1 σ and 2 σ . The finite difference formulas for irregular grid points in the left and right sections in Fig. 5 can also be derived similarly.
In order to maintain uniform accuracy, it is necessary to use a grid stencil where the numbers of grid points in the three sections satisfy:
In other words, we can use one less grid point in the mid section without lowering the order of approximation. 
The coefficients in the above equation can be derived by using the general formulas presented in this section.
Application to One-Dimensional Equations
The new high-order finite difference approximation to derivatives at irregular points has been tested in several onedimensional equations with discontinuous coefficients and delta function source terms. An example is shown here for the following one-dimensional equation:
where β is a constant, and α is discontinuous across the interface located at x x Γ = : 
The exact solution is: 
In this paper, six versions of the new immersed interface method (Methods A to F in Table 1 
Stiffness of Difference Operator with New High-Order Approximation at Interface
Equation (88) can be written in the vector form:
where M is the coefficient matrix. The stability and the stiffness of the numerical computations involving the difference formulas given by Eq. (90) can be measured by the condition number of M . Therefore, it is interesting to evaluate the effect of the current interface treatment on the stiffness of M by comparing its condition numbers for two cases with and without the interface treatment. The condition number of M is approximately measured by the ratio of the maximum and minimum magnitudes of its eigenvalue spectrum, i.e. Therefore, the use of current interface treatment slightly increases the stiffness of the coefficient matrix M . Along the same line, in order to reach higher order accuracy, the current interface treatment results in a non-symmetric coefficient matrix M , which is different from that of the regular case without an interface. The non-symmetric coefficient matrix may increase the cost of solving the linear equations involving M . Nevertheless, this is a reasonable price to pay in order to obtain higher order accuracy at the interface as long as the benefits of the higherorder accuracy outweight the slight increases of stiffness and the loss of symmetry in M . The actual benefits of the current high-order interface treatment for practical two and three-dimensional two-phase flow simulation will be studied in a separate paper as mentioned in the abstract. Figure 8 shows the results of Eq. 2. Method A in Table 1 (50)) is used at the irregular points. there is a jump in the first derivatives at the interface. The three methods capture the solutions and the discontinuity at the interface very well. There are no numerical oscillations in the three sets of numerical solutions. nd order Method A is slightly more accurate than the standard IBM method in computing the interface. On the other hand, the numerical errors of the 3 rd order Method D is about two orders of magnitudes lower than those of the standard IBM method. Table 2 shows the maximum norm errors of the three methods and error ratios for three sets of grids: 160, 640, and 2560. In order to maintain the same value of σ among the three sets of grids, the grids are refined by a factor of 4 each time. When the number of grids is increased by a factor of 4, the errors are expected to decrease by a factor of 
Results of One-Dimensional Test Case
( ) O h ) Method A ( 2 ( ) O h ) Method D ( 3 ( ) O h )
Application to Two-Dimensional Equations
All six versions of the new high-order immersed interface method listed in Table 1 , with orders ranging from 
Two-Dimensional Example 1
The first two-dimensional example, which was used by LeVeque and Li (1994) to test their 2 nd order IIM method, is: 
The computational domain is discretized by uniform grid as shown in Fig. 1 .
The current one-dimensional difference formulas in Section 2 for high-order immersed interface method are extended to two (and three) dimensional equations by a dimension by dimension approach. For a regular grid point away from the interface, the derivatives with respective to x and y in Eq. (93) 
The irregular points are defined according to the coordinate directions. For example, a grid point is termed iirregular point if it is next to the interface along the i grid line. Figure 10 shows a schematic of a two-dimensional uniform grid with an immersed interface. In the figure, ( , ) i j is an i -directional irregular point, where the interface cuts across the horizontal grid line at the nearby point P . The relative location of the interface is measured by σ shown in the figure. Similarly, for y derivatives, the interface point for the j -irregular point ( , ) i j is located at point Q . In general, a grid point can be regular in one direction, but irregular in another. For interface point P , the normal vector of the interface is n , which has angle α with respect to the x axis. In this case, the general finite difference formulas for the x derivatives, such as Eqs. (45) and (48) 
Solving the two equations above:
Therefore, in this case, we can directly use the general one-dimensional formulas for derivatives in the x direction at i -irregular points together with the jump conditions (95) Similar classification of grid points is also defined independently for the derivatives in the y direction.
Subsequently, all interface information can be calculated, and the finite difference formulas can be derived for each grid point. The resulting linear finite difference equation can be solved by a number of elliptic equation solvers. Since the focus of this paper is on the introduction of the basic algorithms, the linear equations are computed by a direct solver in this paper, for the sake of simplicity.
LeVeque and Li (1994) computed the same test case by using both the Delta function approach of the immersed boundary method and their second-order immersed interface method. Here, their results are compared with those computed by the six methods listed in Table 1 . Figure 11 shows the numerical solution computed by Method A using 80 80 × grid. There is a discontinuity in derivatives at the interface. Figure 12 compares the contours of the exact solution and those computed by current fourth order immersed interface method E. The two solutions agree very well with each other. Figure 13 compares the same two sets of solutions along the horizontal center grid line. There are no visible differences between the two solutions as shown in the figures. In addition, there are no oscillations in the numerical solutions at the interfaces with discontinuous gradients. Table 3 shows the numerical errors of the six current methods of various orders (Table 1) , as well as the results of LeVeque and Li's original second-order immersed interface method and the delta function approximation results. For a p -th order method, the ratio of the errors of two successive sets of grids should approach the following limit: Method A ( Table 3 and Figs. 14 and 15 also show that although both Method E and Method F are 4 th order, the use of 4 th order approximation at irregular points in Method F results in much higher accuracy. Method C ( Table 4 with those of LeVeque and Li (1994) using their original second order IIM method. The table shows that the current Method A has a similar second order error ratio as the original IIM method, though the errors of the current method A are about an order of magnitude smaller. For the case of 40 40 × points, the error of method A is: Table 1 will lead to much better accuracy for the computations for this two-dimensional example. 
Conclusions
A new arbitrarily high-order immersed interface method has been presented in this paper. The new method can be of arbitrarily high-order accuracy and it is simple to be applied to practical two-phase flow problems by requiring only the physical jump conditions for variables and first derivatives. It also has the advantage that the finite difference formulas at irregular points are expressed in an explicit form so that they can be applied to difference problems without modifications. Six versions of the new method of up to fourth order accuracy have been tested for both one and two-dimensional model equations. The numerical results show that they can produce very accurate results for elliptic equations with embedded interfaces.
