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Abstract
This paper is concerned with the error and stability analysis of the monotone method for numerical solutions of fourth-order
semilinear elliptic boundary value problems. A comparison result among the various monotone sequences is given. The global
error is analyzed, and some sufﬁcient conditions are formulated to guarantee a geometric rate of convergence. The stability of the
monotone method is proved. Some numerical results are presented.
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1. Introduction
Boundary value problems of fourth-order differential equations arise frequently in applications, and have
been given considerable attention. The earlier works are mostly devoted to two-point boundary value problems
(cf. [1–5,9,12,13,15,18,26,29,33]). In recent years, attention has been given to fourth-order elliptic boundary value
problems in multidimensional domains and with more general types of boundary conditions (cf. [16,19,20,23–25]). Let
 be a simply connected bounded domain in Rn, with a smooth boundary . We consider a fourth-order semilinear
elliptic boundary value problem of the form{(k(x)u) = f (x, u,u), x ∈ ,
B[u] = g1(x), B[ku] = g2(x), x ∈ ,
(1.1)
where  is the Laplace operator and B is the linear boundary operator given by
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B[w] = w (Dirichlet type) (1.2)
or
B[w] = w

+ (·)w, (x)0 on ,  ∈ C() (Neumann or Robin type) (1.3)
with / denoting the outward normal derivative on . It is assumed that k(x) is a strictly positive C2-function
on  ≡  ∪ , f ∈ C( × R × R) and gi ∈ C() for i = 1, 2. When n = 1 and k(x) ≡ 1, (1.1) with the
boundary operator B in (1.2) describes the static deﬂection of an elastic bending beam (with hinged ends) under a
possible nonlinear loading (cf. [15,28]). It also describes the steady state of a prototype equation for phase transitions
in condensed matter systems (cf. [14,30]). A physical interpretation of (1.1) for the case n = 2 is that it governs the
static deﬂection of a plate under a lateral loading. Here k(x) is the stiffness of the plate, g1(x) and g2(x) are possible
boundary sources, and f (x, u,u) is the loading function, which may depend on the deﬂection and the curvature of
the plate (cf. [28]).
Literature dealing with the problem (1.1) is extensive, and the most discussions are concerned with the existence,
uniqueness, andmultiplicity of solutions. On the other hand, there are also a few papers that are devoted to the numerical
methods for the computation of the solution but mostly for speciﬁc problems and linear equations (cf. [7,10,17,25]).
For the general and nonlinear problem (1.1), a ﬁnite difference-monotone iterative method is given in [24], where
the problem (1.1) is discretized by the ﬁnite difference method, and three basic monotone iterative schemes are given
to the corresponding nonlinear ﬁnite difference system. Each of the monotone iterative schemes in [24] provides
a constructive procedure for the solution, and the iterations serve as the improved upper and lower bounds for the
solution. Nevertheless, we have not yet seen any global error and stability analysis results on the monotone iterative
method. On the other hand, in practical implementation, it is very important to give a quantiﬁable rate of convergence:
the faster, the more desirable. The purpose of this paper is to carry out the error and stability analysis of the monotone
iterative method given in [24], and formulate some conditions to guarantee a geometric rate of convergence. The main
idea and technique in this paper are also applicable to other boundary value problems.
The outline of this paper is as follows. In Section 2, we review the ﬁnite difference-monotone iterative method given
in [24]. Section 3 is devoted to the error and convergence analysis of the monotone iterative method, while Section 4
deals with the stability analysis. Finally, in Section 5 we present some numerical results.
2. Finite difference-monotone iterative method
Let v = −ku. We transform problem (1.1) into the coupled system of the second-order elliptic equations:{−u = v/k, −v = f (x, u,−v/k), x ∈ ,
B[u] = g(1)(x), B[v] = g(2)(x), x ∈ , (2.1)
where g(1)(x)= g1(x) and g(2)(x)= −g2(x). It is obvious that u is a solution of (1.1) if and only if (u, v) is a solution
of (2.1). The ﬁnite difference-monotone iterative method for (1.1) is based on the coupled system (2.1).
Let hp be the spatial increment in the xp-direction, and let xi be a mesh point in . Deﬁne ui = u(xi ), vi = v(xi ),
ki =k(xi ), Fi(ui, vi)=f (xi , u(xi ),−v(xi )/k(xi )) and g(j)i =g(j)(xi ). By applying the second-order central difference
approximation for the operator  and using a suitable approximation of the boundary operator B, we obtain a ﬁnite
difference approximation for (2.1) in the form{AU = BV + G(1),
AV = F(U, V ) + G(2), (2.2)
where
U = (u1, u2, . . . , uN)T, V = (v1, v2, . . . , vN)T,
F(U, V ) = (F1(u1, v1), F2(u2, v2), . . . , FN(uN, vN))T, (2.3)
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withN denoting the total number of unknowns,A is anN×N matrix associated with the elliptic and boundary operators
in (2.1), B is a nonnegative diagonal matrix given by
B = diag(k−11 , k−12 , . . . , k−1N ),
and G(j) (j = 1, 2) is associated with the boundary function g(j) (j = 1, 2) and possibly with the spatial increments.
Since our main concern is the mathematical structure of the ﬁnite difference approximation, detailed formulation of the
system (2.2) is omitted here (see [6,24,22,25,27] for some discussions). Throughout the paper we impose the following
basic hypothesis on A:
(H1) The matrix A ≡ (aj,k) is irreducible, and
aj,j > 0, aj,k0 (j = k),
N∑
k=1
aj,k0, j, k = 1, 2, . . . , N . (2.4)
It should be pointed out that the second-order central difference approximation for the operator  and a suitable
approximation for the boundary operator B lead to that the property (2.4) can always be satisﬁed (cf. [24,27,31]). On
the other hand, the connectedness assumption on  ensures that A is irreducible (cf. [24,27,31]). A direct consequence
of hypothesis (H1) is that for any nonnegative diagonal matrix  that is not identically zero, the matrix A +  is a
nonsingular M-matrix and (A +)−1 > 0 (see [8,11,21,31]). In particular, if
N∑
k=1
aj,k > 0 for at least one j (2.5)
(corresponding Dirichlet or Robin boundary condition), then hypothesis (H1) implies that A is a nonsingular M-matrix,
and A−1 > 0. Moreover, the smallest eigenvalue 0 of A is real and positive (see [8,31]). Otherwise, if
N∑
k=1
aj,k = 0 for all j (2.6)
(corresponding to the pure Neumann boundary condition), then the matrix A is singular and the smallest eigenvalue
0 = 0.
Deﬁnition 2.1. Let F(U, V ) be monotone nondecreasing in U. Then a pair of vectors (U˜ , V˜ ) and (Û , V̂ ) in RN ×RN
are called ordered upper and lower solutions of (2.2) if (U˜ , V˜ )(Û , V̂ ) and if{
AU˜BV˜ + G(1), AV˜ F(U˜, V˜ ) + G(2),
AÛBV̂ + G(1), AV̂ F(Û, V̂ ) + G(2). (2.7)
Deﬁnition 2.2. Let F(U, V ) be monotone nonincreasing in U. Then a pair of vectors (U˜ , V˜ ) and (Û , V̂ ) in RN ×RN
are called coupled upper and lower solutions of (2.2) if (U˜ , V˜ )(Û , V̂ ) and if{
AU˜BV˜ + G(1), AV˜ F(Û, V˜ ) + G(2),
AÛBV̂ + G(1), AV̂ F(U˜, V̂ ) + G(2). (2.8)
For a given pair of coupled (ordered) upper and lower solutions (U˜ , V˜ ) and (Û , V̂ ) we deﬁne
S = {(U, V ) ∈ RN × RN ; (Û , V̂ )(U, V )(U˜ , V˜ )},
Sj = {(uj , vj ) ∈ R × R; (̂uj , v̂j )(uj , vj ) (˜uj , v˜j )}, (2.9)
where uj and vj represent the components of U and V, respectively.
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Write A in the split form A=D−L−U, whereD, −L and −U are the diagonal, lower-off-diagonal, and upper-
off-diagonal matrices of A. The monotone iterative method for (2.2) depends on the monotone property of the function
F(U, V ) and a nonnegative diagonal matrix ∗ (that is not zero when (2.6) holds). Speciﬁcally, we have
(i) if F(U, V ) is monotone nondecreasing in U for all (U, V ) ∈ S, we let
(U(0), V (0)) = (U˜ , V˜ ) (resp. (U(0), V (0)) = (Û , V̂ )) (2.10)
and denote by (U(m), V (m)) (resp. (U(m), V (m))) (m= 1, 2, . . .) the corresponding mth iteration from each of the
following iterative schemes:
(a) Picard iteration:{
(A + ∗)U(m) = ∗U(m−1) + BV(m−1) + G(1),
(A + ∗)V (m) = ∗V (m−1) + F(U(m−1), V (m−1)) + G(2); (2.11)
(b) Gauss–Seidel iteration:{
(D−L+ ∗)U(m) = (U+ ∗)U(m−1) + BV(m−1) + G(1),
(D−L+ ∗)V (m) = (U+ ∗)V (m−1) + F(U(m−1), V (m−1)) + G(2); (2.12)
(c) Jacobi iteration:{
(D+ ∗)U(m) = (L+U+ ∗)U(m−1) + BV(m−1) + G(1),
(D+ ∗)V (m) = (L+U+ ∗)V (m−1) + F(U(m−1), V (m−1)) + G(2); (2.13)
(ii) if F(U, V ) is monotone nonincreasing in U for all (U, V ) ∈ S, we let
(U
(0)
, V
(0)
) = (U˜ , V˜ ), (U(0), V (0)) = (Û , V̂ ) (2.14)
and denote by (U(m), V (m)) and (U(m), V (m)) (m = 1, 2, . . .) the corresponding mth iterations from each of the
following iterative schemes:
(a) Picard iteration:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(A + ∗)U(m) = ∗U(m−1) + BV (m−1) + G(1),
(A + ∗)V (m) = ∗V (m−1) + F(U(m−1), V (m−1)) + G(2),
(A + ∗)U(m) = ∗U(m−1) + BV (m−1) + G(1),
(A + ∗)V (m) = ∗V (m−1) + F(U(m−1), V (m−1)) + G(2);
(2.15)
(b) Gauss–Seidel iteration:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(D−L+ ∗)U(m) = (U+ ∗)U(m−1) + BV (m−1) + G(1),
(D−L+ ∗)V (m) = (U+ ∗)V (m−1) + F(U(m−1), V (m−1)) + G(2),
(D−L+ ∗)U(m) = (U+ ∗)U(m−1) + BV (m−1) + G(1),
(D−L+ ∗)V (m) = (U+ ∗)V (m−1) + F(U(m−1), V (m−1)) + G(2);
(2.16)
(c) Jacobi iteration:⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(D+ ∗)U(m) = (L+U+ ∗)U(m−1) + BV (m−1) + G(1),
(D+ ∗)V (m) = (L+U+ ∗)V (m−1) + F(U(m−1), V (m−1)) + G(2),
(D+ ∗)U(m) = (L+U+ ∗)U(m−1) + BV (m−1) + G(1),
(D+ ∗)V (m) = (L+U+ ∗)V (m−1) + F(U(m−1), V (m−1)) + G(2).
(2.17)
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Henceforth, we assume that there exists a matrix  such that
(H2)
{
F(U, V ) − F(U, V ′) − (V − V ′) for all (Û , V̂ )(U, V ′)(U, V )(U˜ , V˜ ),
0 but is not zero when (2.6) holds.
In addition, we assume that F(U, V ) is a C1-function of (U, V ), and introduce the following notations:
k ≡ max{k−1i ; 1kN}, k ≡ min{k−1i ; 1 iN},
Mu = max
{∣∣∣∣Fiu (u, v)
∣∣∣∣ ; (u, v) ∈ Si, 1 iN} , Mv = max{Fiv (u, v); (u, v) ∈ Si, 1 iN
}
,
mu = min
{∣∣∣∣Fiu (u, v)
∣∣∣∣ ; (u, v) ∈ Si, 1 iN} , mv = min{Fiv (u, v); (u, v) ∈ Si, 1 iN
}
. (2.18)
Then we have the following convergence theorem.
Theorem 2.1 (see Pao [24]). Let (U˜ , V˜ ) and (Û , V̂ ) be a pair of coupled (ordered) upper and lower solutions of
(2.2), and let hypotheses (H1) and (H2) hold. For each type of monotonicity of F, the sequences {(U(m), V (m))} and
{(U(m), V (m))} described in (2.10)–(2.17) with ∗ =  satisfy the monotone property
(Û , V̂ )(U(m), V (m))(U(m+1), V (m+1))(U(m+1), V (m+1))(U(m), V (m))(U˜ , V˜ ),
m = 0, 1, 2, . . . , (2.19)
and there exist vectors (U, V ) and (U, V ) satisfying (U, V )(U, V ) such that the sequences {(U(m), V (m))} and
{(U(m), V (m))} converge to (U, V ) and (U, V ), respectively, and any solution (U, V ) of (2.2) in S satisﬁes (U, V )
(U, V )(U, V ). Moreover, we have
(i) if F(U, V ) is monotone nondecreasing in U for all (U, V ) ∈ S, then both (U, V ) and (U, V ) are solutions of
(2.2) in S, and in addition if
either 0(0 − Mv)> kMu or 0(0 − mv)< kmu, (2.20)
then (U, V ) = (U, V )(=(U∗, V ∗)) and (U∗, V ∗) is the unique solution of (2.2) in S;
(ii) if F(U, V ) is monotone nonincreasing in U for all (U, V ) ∈ S and the condition (2.20) is satisﬁed, then
(U, V ) = (U, V )(=(U∗, V ∗)) and (U∗, V ∗) is the unique solution of (2.2) in S.
3. Error analysis and rate of convergence
Although the convergence of the sequences is guaranteed in Theorem 2.1, the rate and global error are not known in
general. In practical implementation, the success or failure of the computation depends on the existence of a quantiﬁable
rate of convergence. We now give an explicit error estimate and formulate some sufﬁcient conditions to guarantee a
geometrically fast rate of convergence. To do this we ﬁrst introduce some lemmas.
Lemma 3.1. Let (U˜ , V˜ ) and (Û , V̂ ) be a pair of coupled (ordered) upper and lower solutions of (2.2), and let hypothe-
ses (H1) and (H2) hold. Also let ′ be the diagonal matrix satisfying ′. Denote by {(U(m), V (m), U(m), V (m))}
and {(U ′(m), V ′(m), U ′(m), V ′(m))} the sequences from each of (2.11)–(2.13), (2.15)–(2.17) with∗ = and∗ =′,
respectively. Then
(U(m), V (m))(U ′(m), V ′(m)), (U(m), V (m))(U ′(m), V ′(m)), m = 1, 2, . . . . (3.1)
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Proof. We only prove the theorem for the case where F(U, V ) is monotone nonincreasing in U. The proof for the
another case is similar.
(a) Picard iteration (2.15):Weﬁrst have fromTheorem2.1 that {(U(m), V (m), U(m), V (m))} and {(U ′(m), V ′(m), U ′(m),
V ′(m))} possess the monotone property in (2.19). Let
W
(m) = U ′(m) − U(m), W(m) = U(m) − U ′(m), Z(m) = V ′(m) − V (m), Z(m) = V (m) − V ′(m).
Then by (2.15) and the monotone property of the sequences,
(A + )W(1) = (′ − )(U˜ − U ′(1))0, (A + )W(1) = (′ − )(U ′(1) − Û )0.
(A + ′)Z(1) = (′ − )(V˜ − V (1))0, (A + ′)Z(1) = (′ − )(V (1) − V̂ )0.
This leads toU ′
(1)U(1),U(1)U ′(1),V ′(1)V (1) andV (1)V ′(1) which prove (3.1) form=1.Assume, by induction,
that (3.1) holds for some m = m01. Then we have from (2.15) that
(A + )W(m0+1)(′ − )(U ′(m0) − U ′(m0+1)) + B(V ′(m0) − V (m0))0,
(A + )W(m0+1)(′ − )(U ′(m0+1) − U ′(m0)) + B(V (m0) − V ′(m0))0.
This shows U ′
(m0+1)U(m0+1) and U(m0+1)U ′(m0+1). On the other hand, we have from (3.1), hypothesis (H2) and
the monotone property of the sequences that
′V ′
(m0) + F(U ′(m0), V ′(m0))′V (m0) + F(U(m0), V (m0)).
Hence by (2.15), (A+′)Z(m0+1)(′ −)(V (m0) −V (m0+1))0 which implies V ′(m0+1)V (m0+1). Similarly, we
have V (m0+1)V ′(m0+1). This proves (3.1) for m = m0 + 1. The relation (3.1) for every m follows from the principle
of induction.
(b) Gauss–Seidel iteration (2.16) and Jacobi iteration (2.17): The proof is similar to that for Picard iteration (2.15).

The comparison result (3.1) shows that with the same initial iterations, which are coupled (ordered) upper and lower
solutions, the rate of convergence of the sequence from each of Picard, Gauss–Seidel and Jacobi iterations depends on
the choice of the matrix ∗: the smaller the ∗ is, the faster is the convergence.
In the following we assume that the relation (2.5) holds. This means that the smallest eigenvalue 0 is positive.
Lemma 3.2 (see Wang [32]). Let the hypothesis (H1) hold and let  = diag(1, . . . , N) be a diagonal matrix with
mini i > − 0. Then the matrix A + is a nonsingular M-matrix, or equivalently, the inverse (A +)−1 exists and
is nonnegative.
Lemma 3.3 (see Berman and Plemmons [8]). LetA∗ be a nonsingular M-matrix. Then there exists a positive diagonal
matrix D such that the matrix DA∗D−1 is strictly diagonally dominant.
Theorem 3.1. Let the hypotheses in Theorem 2.1 be satisﬁed. Denote by {(U(m), V (m))} and {(U(m), V (m))} be the
sequences from each of (2.11)–(2.13), (2.15)–(2.17)with ∗ = , and denote by (U∗, V ∗), be the unique solution of
(2.2) in S. Let 	= ‖‖∞, and deﬁne
(E
(m)
1 , E
(m)
2 , E
(m)
1 , E
(m)
2 ) = (U
(m) − U∗, V (m) − V ∗, U∗ − U(m), V ∗ − V (m)).
Assume that
max(Mu,Mv + k)< 0, (3.2)
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whereMu,Mv and k are given by (2.18). Then there exists a positive diagonalmatrix D˜=diag(d˜1, . . . , d˜N ) independent
of m such that
(i) if F(U, V ) is monotone nondecreasing in U for all (U, V ) ∈ S, then⎧⎪⎪⎪⎨⎪⎪⎪⎩
‖E(m)1 + E(m)2 ‖∞
maxi d˜i
mini d˜i

m‖E(0)1 + E(0)2 ‖∞,
‖E(m)1 + E(m)2 ‖∞
maxi d˜i
mini d˜i

m‖E(0)1 + E(0)2 ‖∞, m = 1, 2, . . . ;
(3.3)
(ii) if F(U, V ) is monotone nonincreasing in U for all (U, V ) ∈ S, then
‖E(m)1 + E(m)2 + E(m)1 + E(m)2 ‖∞
maxi d˜i
mini d˜i

m‖E(0)1 + E(0)2 + E(0)1 + E(0)2 ‖∞,
m = 1, 2, . . . , (3.4)
where

= ‖D˜(A˜ + 	I )−1(B˜ + (	+ max(Mu,Mv + k))I )D˜−1‖∞ < 1 (3.5)
with I denoting the identity matrix and⎧⎪⎨⎪⎩
A˜ = A, B˜ = 0 for Picard iterations (2.11) and (2.15),
A˜ =D−L, B˜ =U for Gauss.Seidel iterations (2.12) and (2.16),
A˜ =D, B˜ =L+U for Jacobi iterations (2.13) and (2.17).
(3.6)
Proof. Weﬁrst notice by themonotone property (2.19) thatE(m)i 0 andE(m)i 0 for i=1, 2. In view of the comparison
result in Lemma 3.1 it sufﬁces to prove the conclusions for the case of = 	I .
Consider the case where F(U, V ) is monotone nonincreasing in U for all (U, V ) ∈ S. The iterations (2.15)–(2.17)
with ∗ = 	I can be written in the uniform form⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
(A˜ + 	I )U(m) = (B˜ + 	I )U(m−1) + BV (m−1) + G(1),
(A˜ + 	I )V (m) = (B˜ + 	I )V (m−1) + F(U(m−1), V (m−1)) + G(2),
(A˜ + 	I )U(m) = (B˜ + 	I )U(m−1) + BV (m−1) + G(1),
(A˜ + 	I )V (m) = (B˜ + 	I )V (m−1) + F(U(m−1), V (m−1)) + G(2),
(3.7)
where A˜ and B˜ are deﬁned by (3.6) for various types of iterations. By (3.7) and (2.4)⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(A˜ + 	I )E(m)1 = (B˜ + 	I )E(m−1)1 + BE(m−1)2 ,
(A˜ + 	I )E(m)2 = (B˜ + 	I )E(m−1)2 + F(U(m−1), V (m−1)) − F(U∗, V ∗),
(A˜ + 	I )E(m)1 = (B˜ + 	I )E(m−1)1 + BE(m−1)2 ,
(A˜ + 	I )E(m)2 = (B˜ + 	I )E(m−1)2 + F(U∗, V ∗) − F(U
(m−1)
, V (m−1)).
(3.8)
Let E(m) = E(m)1 + E(m)2 + E(m)1 + E(m)2 . Using the notations in (2.18) we obtain
0E(m)(A˜ + 	I )−1(B˜ + (	+ max(Mu,Mv + k))I )E(m−1). (3.9)
Since max(Mu,Mv + k)< 0, we have from Lemma 3.2 that the matrix A − max(Mu,Mv + k)I is a nonsingu-
lar M-matrix. By Lemma 3.3, there exists a positive diagonal matrix D˜ = diag(d˜1, . . . , d˜N ) such that the matrix
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D˜(A − max(Mu,Mv + k)I )D˜−1 is strictly diagonally dominant. Then, we have
D˜(B˜ + (	+ max(Mu,Mv + k))I )D˜−1E <D˜(A˜ + 	I )D˜−1E,
where E = (1, 1, . . . , 1)T. Since (A˜ + 	I )−10 and B˜ + (	+ max(Mu,Mv + k))I0, we have
D˜(A˜ + 	I )−1(B˜ + (	+ max(Mu,Mv + k))I )D˜−1E <E,
and therefore, 
= ‖D˜(A˜ + 	I )−1(B˜ + (	+ max(Mu,Mv + k))I )D˜−1‖∞ < 1. Further by (3.9),
‖D˜E(m)‖∞
‖D˜E(m−1)‖∞, m = 1, 2, . . . . (3.10)
This implies that ‖D˜E(m)‖∞
m‖D˜E(0)‖∞ which gives (3.4). The proof of (3.3) for the monotone nondecreasing F
is similar. 
Remark 3.1. The positive diagonal matrix D˜ in the above theorem may be taken as D˜=diag(1/x1, . . . , 1/xN), where
xi > 0 is the ith component of X = (A − max(Mu,Mv + k)I )−1E, where E = (1, 1, . . . , 1)T. In fact,
D˜(A − max(Mu,Mv + k)I )D˜−1E = D˜(A − max(Mu,Mv + k)I )X = D˜E > 0.
This implies that D˜(A − max(Mu,Mv + k)I )D˜−1 is strictly diagonally dominant.
In many practical problems, the matrix A is a symmetric matrix. For this case we have the following estimate for
Picard iterations (2.11) and (2.15).
Theorem 3.2. Assume that A is symmetric, and let the hypotheses in Theorem 3.1 be satisﬁed except that the condition
(3.2) is replaced by
max(Mu,Mv + k) + max(Mu + Mv, k)< 20. (3.11)
Then, for the Picard iteration (2.11) we have{‖E(m)1 ‖22 + ‖E(m)2 ‖22
m1 [‖E(0)1 ‖22 + ‖E(0)2 ‖22],
‖E(m)1 ‖22 + ‖E(m)2 ‖22
m1 [‖E(0)1 ‖22 + ‖E(0)2 ‖22], m = 1, 2, . . . ,
(3.12)
and for the Picard iteration (2.15) we have
‖E(m)1 ‖22 + ‖E(m)2 ‖22 + ‖E(m)1 ‖22 + ‖E(m)2 ‖22
m1 [‖E
(0)
1 ‖22 + ‖E(0)2 ‖22 + ‖E(0)1 ‖22 + ‖E(0)2 ‖22],
m = 1, 2, . . . , (3.13)
where

1 =
	+ max(Mu,Mv + k)
20 + 	− max(Mu + Mv, k)
< 1. (3.14)
Proof. It sufﬁces to prove the conclusions for the case of  = 	I . We ﬁrst consider the iteration (2.15). In this case,
F(U, V ) is monotone nonincreasing in U for all (U, V ) ∈ S. Letting A˜ = A and B˜ = 0 in (3.8), and then multiplying
the corresponding equation by E(m)i
T
and E(m)i
T
(i = 1, 2) and using the notations in (2.18) we have⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
E
(m)
1
T
(A + 	I )E(m)1 	 E(m)1
T
E
(m−1)
1 + kE(m)1
T
E
(m−1)
2 ,
E
(m)
2
T
(A + 	I )E(m)2 	 E(m)2
T
E
(m−1)
2 + MuE(m)2
T
E
(m−1)
1 + MvE
(m)
2
T
E
(m−1)
2 ,
E
(m)
1
T
(A + 	I )E(m)1 	E(m)1
T
E
(m−1)
1 + kE(m)1
T
E
(m−1)
2 ,
E
(m)
2
T
(A + 	I )E(m)2 	E(m)2
T
E
(m−1)
2 + MuE(m)2
T
E
(m−1)
1 + MvE(m)2
T
E
(m−1)
2 .
(3.15)
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Since 0 = minV =0[V TAV/V TV ] (see [31]), we obtain from (3.15) that
(0 + 	)
2∑
i=1
(‖E(m)i ‖22 + ‖E(m)i ‖22)[(	+ max(Mu + Mv, k))/2]
2∑
i=1
(‖E(m)i ‖22 + ‖E(m)i ‖22)
+ [(	+ max(Mu,Mv + k))/2]
2∑
i=1
(‖E(m−1)i ‖22 + ‖E(m−1)i ‖22). (3.16)
By this relation, we conclude (3.13) for the Picard iteration (2.15). The proof of (3.12) for the Picard iteration (2.11)
is similar. 
Each one of the error estimates (3.3), (3.4), (3.12) and (3.13) guarantees a geometrically fast rate of convergence
of the iterations. All the results in Lemma 3.1, Theorems 3.1 and 3.2 are directly applicable to the linear (1.1) where
f (x, u, v) ≡ f (x) is independent of u and v. Here, the conditions (3.2) and (3.11) are reduced to k < 0.
Remark 3.2. The relations (3.2) and (3.11) give two conditions to guarantee a geometric rate of convergence of the
monotone iterations. These conditions are easily veriﬁable for some practical problems (e.g., see Section 5). On the
other hand, our numerical experiments in Section 5 show that they are only sufﬁcient. Improvement of these conditions
can be interesting both theoretically and computationally. Further investigation is needed in this direction.
4. Stability analysis
In the computation of monotone sequences from the iterative schemes (2.11)–(2.13), (2.15)–(2.17), the computed
mth iteration may differ from the theoretical mth iteration because of the round-off error and a possible initial error.
This leads to an accumulation of errors between the true solution and the computed mth iteration. In this section, we
investigate this problem.
Denote by {(U∗(m), V ∗(m))} and {(U∗(m), V ∗(m))} the computed sequences from each of (2.11)–(2.13), (2.15)–(2.17)
with ∗ = . Assume that there is a round-off error in the computations. Then these sequences satisfy the equations⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(A˜ + )U∗(m) = (B˜ + )U∗(m−1) + BV ∗(m−1) + G(1) + e∗1(m),
(A˜ + )V ∗(m) = (B˜ + )V ∗(m−1) + F(U∗(m−1), V ∗(m−1)) + G(2) + e∗2(m),
(A˜ + )U∗(m) = (B˜ + )U∗(m−1) + BV ∗(m−1) + G(1) + e∗1(m),
(A˜ + )V ∗(m) = (B˜ + )V ∗(m−1) + F(U∗(m−1), V ∗(m−1)) + G(2) + e∗2(m)
(4.1)
if F(U, V ) is monotone nondecreasing in U for all (U, V ) ∈ S, and they satisfy⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(A˜ + )U∗(m) = (B˜ + )U∗(m−1) + BV ∗(m−1) + G(1) + e∗1(m),
(A˜ + )V ∗(m) = (B˜ + )V ∗(m−1) + F(U∗(m−1), V ∗(m−1)) + G(2) + e∗2(m),
(A˜ + )U∗(m) = (B˜ + )U∗(m−1) + BV ∗(m−1) + G(1) + e∗1(m),
(A˜ + )V ∗(m) = (B˜ + )V ∗(m−1) + F(U∗(m−1), V ∗(m−1)) + G(2) + e∗2(m)
(4.2)
if F(U, V ) is monotone nonincreasing in U for all (U, V ) ∈ S, where A˜ and B˜ are deﬁned by (3.6) for various types of
iterations, and e∗i
(m)
and e∗i
(m) (i = 1, 2) denote the possible round-off errors. Let e∗r and e∗r be the maximum round-off
errors in the sense that
|e∗1(m)| + |e∗2(m)|e∗r , |e∗1(m)| + |e∗2(m)|e∗r , m = 1, 2, . . . . (4.3)
Then we have the following error estimates.
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Theorem 4.1. Let the hypotheses in Theorem 2.1 be satisﬁed, and let the condition (3.2) hold. Denote by (U(m), V (m),
U(m), V (m)) and (U∗(m), V ∗(m), U∗(m), V ∗(m)) be the theoretical and computed mth iterations from each of
(2.11)–(2.13), (2.15)–(2.17) with ∗ = , and denote by (U∗, V ∗) be the unique solution of (2.2) in S. Deﬁne
(E
∗
1
(m)
, E
∗
2
(m)
, E∗1
(m)
, E∗2
(m)
) = (U∗(m) − U(m), V ∗(m) − V (m), U∗(m) − U(m), V ∗(m) − V (m)).
Then there exists a positive diagonal matrix D̂ = diag(d̂1, . . . , d̂N ) independent of m such that
(i) if F(U, V ) is monotone nondecreasing in U for all (U, V ) ∈ S, then⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
‖|E∗1
(m)| + |E∗2
(m)|‖∞maxi d̂i
mini d̂i

m2 ‖|E
∗
1
(0)| + |E∗2
(0)|‖∞ + 
3
(1 − 
2)mini d̂i
‖e∗r ‖∞,
‖|E∗1(m)| + |E∗2(m)|‖∞
maxi d̂i
mini d̂i

m2 ‖|E∗1(0)| + |E∗2(0)|‖∞ +

3
(1 − 
2)mini d̂i
‖e∗r ‖∞,
m = 1, 2, . . . ,
(4.4)
and ⎧⎪⎪⎨⎪⎪⎩
lim
m→∞ ‖|U
∗(m) − U∗| + |V ∗(m) − V ∗|‖∞ 
3
(1 − 
2)mini d̂i
‖e∗r ‖∞,
lim
m→∞ ‖|U
∗(m) − U∗| + |V ∗(m) − V ∗|‖∞ 
3
(1 − 
2)mini d̂i
‖e∗r ‖∞;
(4.5)
(ii) if F(U, V ) is monotone nonincreasing in U for all (U, V ) ∈ S, then
‖|E∗1
(m)| + |E∗2
(m)| + |E∗1(m)| + |E∗2(m)|‖∞
maxi d̂i
mini d̂i

m2 ‖|E∗1
(0)| + |E∗2
(0)| + |E∗1(0)| + |E∗2(0)|‖∞ +

3
(1 − 
2)mini d̂i
‖e∗r + e∗r ‖∞,
m = 1, 2, . . . , (4.6)
and
lim
m→∞ ‖|U
∗(m) − U∗| + |V ∗(m) − V ∗| + |U∗(m) − U∗| + |V ∗(m) − V ∗|‖∞
 
3
(1 − 
2)mini d̂i
‖e∗r + e∗r ‖∞, (4.7)
where{
2 = ‖D̂(A˜ + )−1(B˜ + + max(Mu,Mv + k)I )D̂−1‖∞ < 1,

3 = ‖D̂(A˜ + )−1‖∞.
(4.8)
Proof. We only prove (4.6) and (4.7), and the proof of (4.4) and (4.5) is similar. By (2.15)–(2.17) and (4.2),⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(A˜ + )E∗1
(m) = (B˜ + )E∗1
(m−1) + BE∗2
(m−1) + e∗1(m),
(A˜ + )E∗2
(m) = (B˜ + )E∗2
(m−1) + F(U∗(m−1), V ∗(m−1)) − F(U(m−1), V (m−1)) + e∗2(m),
(A˜ + )E∗1(m) = (B˜ + )E∗1(m−1) + BE∗2(m−1) + e∗1(m),
(A˜ + )E∗2(m) = (B˜ + )E∗2(m−1) + F(U
∗(m−1)
, V ∗(m−1)) − F(U(m−1), V (m−1)) + e∗2(m).
(4.9)
Since by hypothesis (H2), + MvI+ Fv(u,v)0 for all (u,v) in S, where Fv(u,v) is deﬁned by
Fv(u,v) = diag
(
F1
v
(u,1, v,1), . . . ,
FN
v
(u,N , v,N )
)
,
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we have from the mean-value theorem and (A˜ + )−10 that⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
|E∗1
(m)|(A˜ + )−1[(B˜ + )|E∗1
(m−1)| + B|E∗2
(m−1)| + |e∗1(m)|],
|E∗2
(m)|(A˜ + )−1[(B˜ + + MvI)|E∗2
(m−1)| + Mu|E∗1(m−1)| + |e∗2(m)|],
|E∗1(m)|(A˜ + )−1[(B˜ + )|E∗1(m−1)| + B|E∗2(m−1)| + |e∗1(m)|],
|E∗2(m)|(A˜ + )−1[(B˜ + + MvI)|E∗2(m−1)| + Mu|E
∗
1
(m−1)| + |e∗2(m)|].
(4.10)
Let E∗(m) = |E∗1
(m)| + |E∗2
(m)| + |E∗1(m)| + |E∗2(m)|. By adding all the inequalities in the above relation we obtain
0E∗(m)(A˜ + )−1(B˜ + + max(Mu,Mv + k)I )E∗(m−1) + (A˜ + )−1(e∗r + e∗r ). (4.11)
Since max(Mu,Mv + k)< 0, a similar argument as that for (3.10) leads to that there is a positive diagonal matrix
D̂ = diag(d̂1, . . . , d̂N ) independent of m such that
‖D̂E∗(m)‖∞
2‖D̂E∗(m−1)‖∞ + 
3‖e∗r + e∗r ‖∞,
where 
2 and 
3 are given by (4.8). An induction argument gives that
‖D̂E∗(m)‖∞
m2 ‖D̂E∗(0)‖∞ + (
m−12 + 
m−22 + · · · + 
2 + 1)
3‖e∗r + e∗r ‖∞

m2 ‖D̂E∗(0)‖∞ +

3
1 − 
2
‖e∗r + e∗r ‖∞.
This implies the relation (4.6). Now letting m → ∞ in (4.6) and using the convergence of {(U(m), V (m))} and
{(U(m), V (m))} to (U∗, V ∗), we obtain the relation (4.7). 
Remark 4.1. (a) The positive diagonal matrix D̂ in the above theorem may be taken as D̂ = diag(1/x1, . . . , 1/xN),
where xi > 0 is the ith component of X = (A− max(Mu,Mv + k)I )−1E, where E = (1, 1, . . . , 1)T (see Remark 3.1).
(b) Under the conditions of Theorem 4.1, if no round-off errors arise (e∗r = e∗r = 0), then we have
lim
m→∞ (U
∗(m)
, V
∗(m)
) = (U∗, V ∗) = lim
m→∞ (U
∗(m), V ∗(m)). (4.12)
Since
2 < 1, Theorem4.1 implies that ifmax(Mu,Mv+k)< 0, then each one of the iterative schemes (2.11)–(2.13),
(2.15)–(2.17) is numerical stable with respect to “internal” and “initial” perturbations. In the case of linear problems
where f (x, u, v) ≡ f (x) is independent of u and v,Mu=Mv=0. In this situation, the conditionmax(Mu,Mv+k)< 0
is reduced to k < 0. We have the following conclusion for the fourth-order linear boundary value problem (1.1).
Corollary 4.1. Let the hypotheses in Theorem 2.1 be satisﬁed, and let f (x, u, v) ≡ f (x) be independent of u and v.
Assume that k < 0. Then iterative schemes (2.11)–(2.13), (2.15)–(2.17) are all numerically stable for the fourth-order
linear boundary value problem (1.1).
5. Numerical results
In this section, we give some numerical results for two model problems in the rectangular domain  = {(x, y);
0<x < 1, 0<y < 1}, where f (·, u, v) is either nondecreasing or nonincreasing in u. These results demonstrate the
monotone property of the numerical sequences as well as the geometric convergence of the iterations.
Problem 1. Consider the boundary value problem{2u = u/(1 + u) + q(x, y), (x, y) ∈ ,
u = 0, u = 0, (x, y) ∈ , (5.1)
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where  is a positive constant and q(x, y) is a nonnegative function. Clearly, the function
f (x, y, u) = u/(1 + u) + q(x, y) (5.2)
is nondecreasing in u for each u0. To obtain an explicit analytical solution of (5.1), we choose
q(x, y) = 
(
44 − 
1 +  sin x sin y
)
sin x sin y, (5.3)
where > 0 is an arbitrary constant. It is easy to verify that for any > 0 the function u(x, y) =  sin x sin y is a
solution of (5.1), and q(x, y)0 if 44. For the problem (5.1), the corresponding ﬁnite difference system (2.2) is
reduced to{AU = V,
AV = F(U), (5.4)
where F(U) is deﬁned by (2.3) and (5.2) without the second unknown V, and A is a block tridiagonal matrix in
the form
A = tridiag(−Cj ,Aj ,−Cj ), (5.5)
with
Aj = tridiag(−1/h21, 2(h21 + h22)/h21h22,−1/h21), Cj = (1/h22)I .
To ﬁnd a pair of coupled upper and lower solutions of (5.4) we consider the linear (uncoupled) problem{
(A − I )Z˜ = Q,
AW˜ = Z˜, (5.6)
where Q is a vector with the components q(xi, yj ). By Lemma 3.2, the solution (W˜ , Z˜) of (5.6) exists uniquely and
(W˜ , Z˜)(0, 0) if < 0, where 0 is the smallest eigenvalue of A (it can be shown that
√
220 = 8 sin2(h/2)/
h222 if h1 = h2 = h 12 ). It is easy to verify that the pair (U˜ , V˜ ) = (W˜ , Z˜) and (Û , V̂ ) = (0, 0) are ordered upper
and lower solutions of (5.4). Since Fj/v = 0, the matrix∗ in the iteration processes (2.11)–(2.13) may be chosen
as ∗ = 0. Choose = = 1. Using (U(0), V (0)) = (W˜ , Z˜) and (U(0), V (0)) = (0, 0) we compute the corresponding
sequences {(U(m), V (m))} and {(U(m), V (m))} from each of (2.11)–(2.13) for different mesh sizes h1 and h2. The
termination criterion of the iterations is given by
‖|U(m) − U(m−1)| + |V (m) − V (m−1)|‖∞ < , (5.7)
for various > 0 and for both {(U(m), V (m))} and {(U(m), V (m))}. In all the computations the monotone property of
the sequences was observed. Numerical results of the sequences {U(m)} and {U(m)} at (xi, yj )= (0.5, 0.5) for the case
h1 = h2 = 120 are plotted in Fig. 1. As expected from the theoretical analysis in Theorem 2.1, the sequence {U
(m)} is
monotone nonincreasing while the sequence {U(m)} is monotone nondecreasing.
In the numerical computations, we ﬁnd that the sequences {(U(m), V (m))} and {(U(m), V (m))} tend to the same limit
(U∗, V ∗) asm → ∞; and therefore, the limit (U∗, V ∗) is the unique solution of (5.4) in S={(U, V ); (0, 0)(U, V )
(W˜ , Z˜)}. We choose (U(m), V (m)) as the computed solution (U, V ) where m is the required number of iterations
for the tolerance = 10−4. Numerical results of U at yj = 0.5 and various values of xi for the case h1 = h2 = h with
h = 110 , 120 and 140 are listed in Table 1. Also included in the table is the true analytic solution u of (5.1). It is seen that
the computed solution compares closely to the true analytic solution at every mesh point (xi, yj ) for various types of
iterations when h = 140 .
To demonstrate the convergence rate of iterations we present the errors
e(m) = ‖|U(m) − U(m−1)| + |V (m) − V (m−1)|‖∞ (5.8)
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Fig. 1. The monotone property of {U(m), U(m)} at (0.5, 0.5) for h1 = h2 = 120 (left: U
(m); right: U(m)).
Table 1
The computed solution U and true analytical solution u for Problem 1 with = = 1
h (xi , yj ) (0.1, 0.5) (0.2, 0.5) (0.3, 0.5) (0.4, 0.5) (0.5, 0.5)
(a) Picard method
1
10 Comp. sol. 0.3141512 0.5975510 0.8224583 0.9668576 1.0166142
1
20 Comp. sol. 0.3102918 0.5902101 0.8123545 0.9549800 1.0041254
1
40 Comp. sol. 0.3093352 0.5883904 0.8098500 0.9520357 1.0010296
(b) Gauss–Seidel method
1
10 Comp. sol. 0.3141516 0.5975517 0.8224591 0.9668585 1.0166151
1
20 Comp. sol. 0.3102930 0.5902124 0.8123575 0.9549835 1.0041289
1
40 Comp. sol. 0.3093393 0.5883983 0.8098608 0.9520483 1.0010426
(c) Jacobi method
1
10 Comp. sol. 0.3141518 0.5975521 0.8224598 0.9668593 1.0166160
1
20 Comp. sol. 0.3102940 0.5902142 0.8123601 0.9549865 1.0041322
1
40 Comp. sol. 0.3093428 0.5884050 0.8098699 0.9520592 1.0010543
True sol. 0.3090170 0.5877853 0.8090170 0.9510565 1
for the case h1 = h2 = 120 in Fig. 2. Our numerical computations show that there exists a positive constant 	< 1 such
that
e(m)	e(m − 1) · · · 	me(0). (5.9)
The values of 	 for different iterative methods are listed in Table 2. The relation (5.9) implies that the errors e(m) are
decreasing as rapidly as a geometric progression with ratio 	. This observation coincides with the theoretical analysis
in Theorem 3.1.
To further investigate the convergence rate of iterations, we use the same value of the parameter  as above and
choose = 22 and = 122, respectively. In this situation, the condition (2.20) still holds, but the condition (3.2) (or
(3.11)) is not satisﬁed. The errors e(m) of Picard iteration for the case h1 = h2 = 120 are shown in Fig. 3. We observe
from this ﬁgure that the iteration for  = 22 converges geometrically, while the one for  = 122 does not possess
the geometric convergence property. This implies that the condition (3.2) (or (3.11)) is only a sufﬁcient condition to
guarantee a geometric rate of convergence.
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Fig. 2. The errors e(m) for Problem 1 with = = 1 (h1 = h2 = 120 ).
Table 2
The values of 	 for Problem 1 with = = 1 (h1 = h2 = 120 )
Picard method Gauss–Seidel method Jacobi method
	 0.053959 0.97777 0.98831
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Fig. 3. The errors e(m) of Picard iteration for Problem 1 with 
= 1 and different  (h1 = h2 = 120 ).
Problem 2. We next consider a problem with a monotone nonincreasing f (·, u, v). This is given in the form
{2u = u/(1 + e−u) + q(x, y), (x, y) ∈ ,
u = 0, u = 0, (x, y) ∈ , (5.10)
where  is a positive constant and
q(x, y) = 22
(
22 + 
1 + e− sin x sin y
)
sin x sin y. (5.11)
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Table 3
The computed solution U and true analytical solution u for Problem 2
h (xi , yj ) (0.1, 0.5) (0.2, 0.5) (0.3, 0.5) (0.4, 0.5) (0.5, 0.5)
(a) Picard method
1
10 Comp. sol. 0.3140234 0.5973069 0.8221208 0.9664595 1.0161952
1
20 Comp. sol. 0.3102605 0.5901504 0.8122720 0.9548826 1.0040229
1
40 Comp. sol. 0.3093275 0.5883758 0.8098297 0.9520118 1.0010044
(b) Gauss–Seidel method
1
10 Comp. sol. 0.3140434 0.5973435 0.8221692 0.9665144 1.0162506
1
20 Comp. sol. 0.3103150 0.5902523 0.8124098 0.9550419 1.0041874
1
40 Comp. sol. 0.3094722 0.5886490 0.8102029 0.9524473 1.0014586
(c) Jacobi method
1
10 Comp. sol. 0.3140529 0.5973630 0.8221980 0.9665503 1.0162906
1
20 Comp. sol. 0.3103448 0.5903108 0.8124929 0.9551425 1.0042962
1
40 Comp. sol. 0.3095545 0.5888080 0.8104253 0.9527126 1.0017415
True sol. 0.3090170 0.5877853 0.8090170 0.9510565 1
The constant > 0 is arbitrary. The choice of q(x, y) in (5.10) ensures that the function u(x, y) =  sin x sin y is a
solution of (5.10). For this problem the corresponding ﬁnite difference system (2.2) is reduced to{AU = V,
AV = F(U, V ), (5.12)
where A is a block tridiagonal matrix in the form (5.5), and F(U, V ) is deﬁned by (2.3) and
f (x, y, u, v) = v/(1 + e−u) + q(x, y).
It is obvious that the function F(U, V ) is monotone nonincreasing in U for U0 and V 0. Let (W˜ , Z˜) be the unique
solution of the linear (uncoupled) problem{
(A + (/2)I )Z˜ = Q,
AW˜ = Z˜, (5.13)
where Q is a vector with the components q(xi, yj ). It is easy to see that the pair (U˜ , V˜ )= (W˜ , Z˜) and (Û , V̂ )= (0, 0)
are coupled upper and lower solutions of (5.12). Since −Fj/v = /(1 + e−u) for all u0, the matrix ∗ in
the iteration processes (2.15)–(2.17) may be chosen as ∗ = I . Choose  =  = 1. Using (U(0), V (0)) = (W˜ , Z˜)
and (U(0), V (0)) = (0, 0) we compute the corresponding sequences {(U(m), V (m))}and {(U(m), V (m))} from each of
(2.15)–(2.17) for different mesh sizes h1 and h2. The termination criterion of the iterations is given by
e∗(m) = ‖|U(m) − U(m−1)| + |V (m) − V (m−1)| + |U(m) − U(m−1)| + |V (m) − V (m−1)|‖∞ < , (5.14)
for various > 0. As in the case of Problem 1 these two sequences possess themonotone property given by Theorem 2.1.
Moreover, the sequences {(U(m), V (m))} and {(U(m), V (m))} tend to the same limit (U∗, V ∗) as m → ∞, and therefore
the limit (U∗, V ∗) is the unique solution of (5.12) in S={(U, V ); (0, 0)(U, V )(W˜ , Z˜)}. We choose (U(m), V (m))
as the computed solution (U, V ) where m is the required number of iterations for the tolerance =10−4. Numerical
results of U and the analytical solution u at yj = 0.5 and various values of xi for the case h1 = h2 = h with h = 110 ,
1
20 and
1
40 are listed in Table 3. In Fig. 4, we sketch the errors e
∗(m) for the case h1 = h2 = 120 and different iterative
methods. Our numerical computations show that there exists a positive constant 	∗ < 1 such that
e∗(m)	∗e∗(m − 1) · · · 	∗me∗(0). (5.15)
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Fig. 4. The errors e∗(m) for Problem 2 (h1 = h2 = 120 ).
Table 4
The values of 	∗ for Problem 2 (h1 = h2 = 120 )
Picard method Gauss–Seidel method Jacobi method
	∗ 0.15284 0.97739 0.98892
The values of 	∗ for different iterative methods are listed in Table 4. The relation (5.15) shows that the iterations
converge geometrically.
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