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HOMOGENEOUS STRUCTURES AND RIGIDITY OF
ISOPARAMETRIC SUBMANIFOLDS IN HILBERT SPACE
CLAUDIO GORODSKI AND ERNST HEINTZE
Dedicated to Richard Palais on the occasion of his 80th birthday
Abstract. We study isoparametric submanifolds of rank at least two in a separable Hilbert
space, which are known to be homogeneous by the main result in [HL99], and associate to
such a submanifoldM and a point x in M a canonical homogeneous structure Γx (a certain
bilinear map defined on a subspace of TxM × TxM). We prove that Γx together with
the second fundamental form αx encodes all the information about M , and deduce from
this the rigidity result that M is completely determined by αx and (∇α)x, thereby making
such submanifolds accessible to classification. As an essential step, we show that the one-
parameter groups of isometries constructed in [HL99] to prove their homogeneity induce
smooth and hence everywhere defined Killing fields, implying the continuity of Γ (this result
also seems to close a gap in [Chr02]). Here an important tool is the introduction of affine
root systems of isoparametric submanifolds.
1. Introduction
In [HPTT95] Richard Palais and his co-authors discussed among other things relations
between isoparametric submanifolds in Hilbert space and affine Kac-Moody algebras. The
present paper may be seen as a continuation of that line of research. It contributes to the
conjecture that all isoparametric submanifolds of rank at least two in an infinite dimensional
Hilbert space arise as principal orbits of isotropy representations of symmetric spaces of
affine Kac-Moody type (which are obtained from involutions of the second kind of affine
Kac-Moody groups).
We begin with a simple example in finite dimensions that motivates our main construction
in infinite dimensions. Let M = G/K be a homogeneous space embedded in a Euclidean
space V as an orbit of a compact connected group G of isometries of V , where K is the
isotropy subgroup at x ∈ M . Then the Lie algebra of G admits a reductive decomposition
as g = k+m, where k is the Lie algebra of K. Each element of m is a Killing field on V and
this defines an isomorphism m → TxM (by evaluating the Killing field at x) whose inverse
we denote by X 7→ Xˇ . Now the interesting point is that the bilinear mapping Γ¯ := Γ¯x :
TxM×TxV → TxV defined by Γ¯XY := ddt |t=0(exp tXˇ)∗(Y ) determinesM completely (as well
as the reductive complement). In fact, the Killing fields Xˇ ∈ m are completely determined
by their value and derivative at x, which are X := Xˇ(x) and Γ¯X . Thus Γ¯ determines m and,
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since the subgroup corresponding to the Lie algebra generated by m acts transitively on the
submanifold, M is determined as well.
In the special case in which M has flat normal bundle and G induces parallel translation
along it (the only case in which we will be interested), we have Γ¯Xξ = −AξX and thus by
skew-symmetry of Γ¯X , Γ¯XY = ΓXY + αx(X, Y ) for all X , Y ∈ TxM and ξ ∈ νxM , where
αx is the second fundamental form of M at x, Aξ is the shape operator in the direction of ξ,
and
Γ = Γx : TxM × TxM → TxM
is the tangential component of Γ¯, i.e.
ΓXY :=
(
d
dt
∣∣∣
t=0
(exp tXˇ)∗(Y )
)⊤
.
Thus the pair (αx,Γx) contains the same information as Γ¯x and we call Γ a homogeneous
structure for M .
The main goal of this paper is to carry over these ideas to isoparametric submanifolds
of rank at least 2 in Hilbert space with the ultimate goal of proving the above mentioned
conjecture in a forthcoming paper by restricting the possibilities for α and Γ so much that
only the examples coming from affine Kac-Moody algebras remain. The restrictions on α are
essentially already known (as α is determined by the affine Weyl group and the multiplicities)
and many restrictions for Γ will be derived in this paper.
Next we explain the main results of this paper in more detail (we refer to section 2 for
the relevant terminology and notation). Let M be a connected, complete, full, irreducible
isoparametric submanifold of rank at least 2 in an separable infinite dimensional Hilbert
space V . By the main result in [HL99], M is extrinsically homogeneous, but it is unknown
whether the group of isometries of V preserving M is a Banach-Lie subgroup of the group
of isometries of V , not to speak of a reductive complement to the isotropy subalgebra. On
the other hand, it is known from [HL99] that there exist canonically defined one-parameter
groups {F tX}t of isometries of V leaving M invariant, for each X ∈ Ei(x) with i 6= 0
and each x ∈ M . The restriction of F tX to any curvature sphere through x (including
S0(x) = x + E0(x)) is differentiable and X is the initial direction of the curve t 7→ F tX(x).
Thus we can define
ΓXY := (Γx)XY :=
(
d
dt
∣∣∣
t=0
(F tX)∗(Y )
)⊤
for all X ∈ Ei(x), Y ∈ Ej(x) and i, j ∈ I with i 6= 0, in analogy with the finite dimensional
situation. We call Γ the (canonical) homogeneous structure forM at x. The drawback of this
definition is that, for each X ∈ Ei, ΓX : TxM → TxM , or equivalently ddt |t=0(F tX)∗ : V → V ,
is in principle only densely defined and might not be continuous and hence not extendable
to the whole vector space. Geometrically speaking, it might happen that (F tX)∗ rotates in
certain two-dimensional subspaces faster and faster, and analytically that the infinitesimal
generator of (F tX)∗ is unbounded (cf. Remark 3.2). That this does not occur is one of the
main results of this paper.
Theorem A. Each ΓX is continuous and thus extends to TxM . Equivalently, the one-
parameter groups {F tX}t are smooth curves in the Banach-Lie group of isometries of V .
Moreover, Γ is continuous as a bilinear map.
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An immediate consequence is that the tangent vectors to the orbits of F tX yield Killing
vector fields defined on the entire Hilbert space. As a side remark, we point out that this
result fills apparently a gap in [Chr02] where the existence of globally defined Killing fields
was taken for granted.
From Theorem A we conclude, as in finite dimensions, thatM is completely determined by
αx and Γx for any x ∈M . Moreover it is easily observed that Γx and (∇α)x are closely related.
Actually we can show that they contain equivalent information if αx is given (Theorem 4.3)
and therefore obtain the following rigidity result.
Theorem B. For any x ∈M , αx and (∇α)x determine M completely.
Our proof of Theorem B also applies to finite dimensional homogeneous isoparametric
submanifolds, and the result seems to be even new there. In more geometric terms the
theorem states that M is completely determined by the curvature spheres at a single point
x (the information αx contains) and how for each finite dimensional curvature sphere Si(x)
any other curvature sphere Sj evolves along Si(x) infinitesimally (the information (∇α)x
contains).
The proof of Theorem A requires several steps which cover almost the entire paper and can
be outlined as follows. We fix x ∈M , i ∈ I with i 6= 0 and Xi ∈ Ei = Ei(x). By construction
and the smoothness properties of F tXi , ΓXi is continuous on E0. Thus it is enough to find a
constant C that depends only on Xi such that
||ΓXiY || ≦ C||Y ||
for all Y belonging to the algebraic span of the Ej(x), j 6= 0. This problem can be split
into two parts, namely to find a constant C1 that works for all Y such that Xi and Y are
both tangent to a finite dimensional slice through x, and a constant C2 that works for all
Y tangent to the infinite dimensional rank one slice containing Ei. The first part can be
easily solved as in that case one can estimate Γ in the slice: since the slice is a homogeneous
finite dimensional isoparametric submanifold and such submanifolds are classified, there is
no problem to find C1 which works uniformly for all slices.
The second part is more difficult. A special case, which we eventually prove to be sufficient,
is to estimate ||ΓXiYj|| for all Yj ∈ Ej and all j 6= 0 such that vi, vj are parallel. Essentially
from the Gauss equation we obtain the formula
〈ΓXiYj,ΓYjXi〉 =
1
2
〈vi, vj〉 ||Xi||2 ||Yj||2
and the Codazzi equation allows us to interchange the two arguments of Γ if one restricts
ΓXiYj to its components (ΓXiYj)Ek in Ek. In fact, for all i 6= j
(ΓYjXi)Ek = cijk (ΓXiYj)Ek,
where cijk = λ if vj − vk = λ(vi − vk) for some λ and cijk = 0 otherwise (in particular,
(ΓXiYj)Ek = 0 if vi, vj, vk are not colinear). The two formulae combined together yield an
explicit value for the sum over k of ||(ΓXiYj)Ek||2 with certain coefficients which, however, in
general cannot be immediately used to estimate the length of ΓXiYj as the coefficients may
have different signs or tend to zero. However, in the particular case that ΓXiYj is contained
in E0 for all j 6= 0 with vj parallel to vi, all terms with k 6= 0 vanish yielding
||ΓXiYj||2 =
1
2
||vi||2 ||Xi||2 ||Yj||2
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if i 6= j and thus the continuity of ΓXi . Therefore Theorem A follows in many cases from the
next result, which also gives interesting information on Γ itself.
Theorem C. Assume the affine Weyl group of M is not of type B˜n or C˜n. Then
ΓEiEj ⊂ E0
if vi and vj are parallel.
The proof of Theorem C in turn requires several steps. Crucial ingredients are a density
theorem for the image of Γ (Theorem 4.1), a formula for ΓXiΓYjZk − ΓYjΓXiZk which is
obtained from a careful analysis of the Gauss equation (Corollary 5.10) and a simple lemma
from plane geometry (Lemma 8.3).
In the case of a general affine Weyl group, the statement of Theorem C does not hold
as it is and the results about the image of Γ are more technical to describe. To do that,
we have to refine the information on the affine Weyl group by associating an affine root
system to the isoparametric submanifold M (cf. section 7). Like for finite root systems, this
is described by a Dynkin diagram which is obtained from the Coxeter graph of the affine
Weyl group by attaching arrows to the double and triple links and additional concentric
circles around those vertices that correspond to roots for which also twice the root is a root.
These concentric circles can only occur in the B˜n or C˜n cases and correspond to reducible
eigenspaces Ei, i. e. eigenspaces which split as Ei = E
′
i⊕E ′′i under the isotropy representation
of the isometry group of M , with dimE ′i even and dimE
′′
i = 1 or 3 (cf. section 2).
At this point it is convenient to change the notation and identify I\{0} with A×Z, where
A parametrizes the infinite dimensional rank 1 slices (through x) and Z parametrizes, for
each α ∈ A, the finite dimensional curvature distributions Eα,i in this rank 1 slice in such a
way that the corresponding focal hyperplanes Hα,i (which are parallel to each other) occur in
consecutive order. We then have the following two general results which include Theorem C
as special case and are proved by similar but slightly more refined arguments. They suffice
to finish the proof of Theorem A in all cases.
Theorem D. Let (α, i) ∈ A× Z with Eα,i irreducible and j ∈ Z. Then
ΓEα,iEα,j ⊂ E0
unless the Dynkin diagram of M is
❡ ❡ ❡ ❡ ❡ ❡> >♣ ♣ ♣ or ❝❣ ❡ ❡ ❡ ❡ ❡< >♣ ♣ ♣ ,
i− j is even, and the hyperplane Hα,i is conjugate under the affine Weyl group to the focal
hyperplane corresponding the right extremal vertex while Hα, i+j
2
is conjugate to the left one.
In all cases we have
(i) ΓEα,iEα,j ⊂ E0 ⊕Eα, i+j
2
if i− j is even.
(ii) ΓEα,iEα,j ⊂ E0 if i− j is divisible by 4.
(iii) ΓEα,iEα,j ⊂ E0 ⊕Eα,2i−j ⊕ Eα,2j−i if i− j is odd.
Theorem E. Let (α, i) ∈ A×Z with Eα,i = E ′α,i⊕E ′′α,i reducible and j ∈ Z. Then also Eα,k
is reducible whenever i− k is even and
(i) ΓE′′α,iEα,j ⊂ E0 ⊕E ′α,2i−j if i− j is even.
(ii) ΓEα,iE
′′
α,j ⊂ E0 ⊕E ′α,2j−i if i− j is even.
(iii) ΓE′′α,iE
′′
α,j ⊂ E0 if i− j is even.
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(iv) ΓE′α,iE
′
α,j ⊂ E0 ⊕E ′′α, i+j
2
if i− j is divisible by four.
(v) ΓEα,iEα,j ⊂ E0 ⊕Eα,2i−j ⊕ Eα,2j−i if i− j is odd.
As an application of Theorems D and E, we show that E0 is always infinite dimensional.
It is a pleasure to thank Jost Eschenburg for several helpful discussions. Some of the
questions treated here were also treated in the PhD thesis of K. Weinl [Wei06].
2. Preliminaries
We recall some basic facts about isoparametric submanifolds of Hilbert space (cf. [Ter89,
PT88, HL99]) and introduce terminology and notation that will be used throughout the
paper.
A submanifold M of an infinite dimensional separable Hilbert space V is called proper
Fredholm if the normal exponential map νM → V restricted to any finite normal disk bundle
is a proper Fredholm map. A proper Fredholm submanifold M is called isoparametric if its
normal bundle is globally flat, and the shape operators along any parallel normal vector field
are conjugate. Here globally flat means that every normal vector can be uniquely extended to
a parallel normal vector field along the whole ofM . The Fredholm condition implies that the
codimension ofM is finite and its shape operators are compact (self-adjoint) operators. Since
the normal bundle νM is flat, the Ricci equation yields a splitting of the tangent bundle as
TM = ⊕i∈IEi (closure of the algebraic direct sum) into the simultaneous eigendistributions
Ei of the shape operators, where I is a countable index set containing 0; each Ei is called
a curvature distribution. For each normal vector ξ ∈ νM , the corresponding shape operator
satisfies Aξ|Ei = 〈ξ, vi〉idEi, where vi is a globally defined parallel normal vector field on
M ; each vi is called a curvature normal. Unless explicitly stated, we will denote the zero
curvature normal by v0 (if it occurs) and the corresponding curvature distribution by E0.
For convenience, we also set I∗ = I\{0}. Note that the substantial codimension ofM equals
the number of linearly independent curvature normals; this number is called the rank of M .
We will always assume thatM is full in V , that is, not contained in a proper affine subspace.
It then follows that the curvature normals of M span the normal space.
As a consequence of the Codazzi equations, each curvature distribution Ei is integrable
with totally geodesic leaves. The leaf of Ei passing through x is denoted by Si(x). Due
to the compactness of the shape operators, the dimension of Ei is finite if i 6= 0, and then
mi = dimEi is called a multiplicity, but E0 can have infinite dimension. Since the leaves
of the Ei are umbilic in V (by definition), it follows that Si(x) is a round sphere for i 6= 0
(centered at ci(x) := x+(vi(x)/||vi||2), with radius 1/||vi||) and S0(x) = x+E0(x) is a closed
affine subspace.
We will always assume that M is complete. A complete isoparametric submanifold M
of V determines a singular foliation of V by parallel submanifolds, where the regular leaves
are also isoparametric of the same codimension as M and the singular leaves are the focal
manifolds of M . Indeed a parallel submanifold of M , denoted by Mξ, is determined by a
parallel normal vector field ξ along M so that the map πξ : x 7→ x + ξ(x) from M to Mξ
is a submersion. This map has differential id− Aξ so its kernel is ⊕{Ei | i ∈ I, 〈ξ, vi〉 = 1}.
We thus see that the focal set of M decomposes into focal manifolds, and Mξ is a focal
manifold precisely if ker dπξ is not zero in which case πξ is called a focal map. For x ∈ M ,
the affine normal space x + νxM meets the focal set of M along the union over i ∈ I∗
of the affine hyperplanes Hi(x) := x + {ξ ∈ νxM | 〈ξ, vi〉 = 1}, called focal hyperplanes
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(with respect to x). An important result of Terng [Ter89] states that the group W which
is generated by reflections in the Hi(x), i ∈ I∗, is an affine Weyl group acting on x + νxM .
We will always assume that M is irreducible, i.e. it cannot be split as an extrinsic product
of lower dimensional isoparametric submanifolds. It then follows that W acts irreducibly on
x+ νxM (cf. [HL97]) and thus is isomorphic to one of A˜n, B˜n, C˜n, D˜n, E˜6, E˜7, E˜8, F˜4, G˜2.
It follows that the set of focal hyperplanes decomposes into finitely many families of parallel
equidistant hyperplanes in x+ νxM . For each family, the corresponding curvature normals
are thus of the form vk = (d0 + kd)
−1v, k ∈ Z, where v is a unit vector, d is the distance
between two consecutive hyperplanes and d0 is the distance from x to the first hyperplane
of this family in the direction of v. It also follows that there are only finitely many different
multiplicities, since those are preserved by the action of W on the set of hyperplanes. Later
in the paper it will be convenient to identify I∗ with A × Z, where A is a finite index set
parametrizing the families of parallel curvature normals and, for each α ∈ A, Z parametrizes
the curvature normals in that family so that the corresponding focal hyperplanes {Hα,i(x)}i∈Z
are in consecutive order. Whereas typical indices in I will be denoted by i, j, k..., typical
indices in A× Z will be denoted by (α, i), (β, j), (γ, k),...
Since the second fundamental form α ofM is related to the shape operators by 〈α(X, Y ), ξ〉 =
〈AξX, Y 〉 for X , Y ∈ TxM , ξ ∈ νxM , it follows that
(2.1) α(Xi, Yj) = 〈Xi, Yj〉 vi
for Xi ∈ Ei(x), Yj ∈ Ej(x). Hence the focal hyperplanes in x + νxM together with the
multiplicities mi = dimEi, i ∈ I∗, essentially determine the second fundamental form, up to
passing to a parallel isoparametric submanifold. In turn the focal hyperplanes are already
determined by the affine Weyl group, up to scaling of the ambient metric. Thus the affine
Weyl group together with the multiplicities essentially determine the second fundamental
form. Such data is usually encoded in a Coxeter graph with multiplicities (cf. section 7 for
the Coxeter graph).
Another fundamental invariant ofM is the covariant derivative of the second fundamental
form. By taking derivatives, it follows from (2.1) that
(2.2) ∇Xiα(Yj, Zk) = 〈∇XiYj, Zk〉(vj − vk)
for i, j, k ∈ I and Xi ∈ Ei(x), Yj ∈ Ej(x), Zk ∈ Ek(x). One uses the Codazzi equation,
which is the symmetry of ∇α in all three arguments, to derive strong restrictions on M .
For instance if P is an affine subspace of x + νxM then DP (x) := ⊕vi(x)∈PEi(x) (closure of
algebraic direct sum) is an integrable distribution with totally geodesic leaves. Moreover the
leaf through x ∈ M , to be denoted by LP (x), is a complete full isoparametric submanifold
of the affine subspace WP (x) := x+DP (x) + span{vi(x) | vi(x) ∈ P} of rank dimP if 0 ∈ P
and dimX + 1 if 0 6∈ P . By taking in particular P = {vi} for some i ∈ I we see that Ei is
integrable and Si(x) is totally geodesic in M as mentioned above. In general LP (x) is called
a slice through x. It is finite dimensional precisely if 0 6∈ P . In this case it can be focalized,
that is, there exists a parallel normal vector field ξP with the property that 〈ξP , vi〉 = 1 if
and only if vi(x) ∈ P , so that the kernel of the differential (πξP )∗ of the focal map is DP
and the connected components of the fibers of πξP are the leaves LP . Note also in this case
that LP (x) is contained in the round hypersphere in WP (x) of center cP (x) := x+ ξP (x) and
radius ||ξP ||. On the other hand, if we start with a point y in x + νxM lying in some focal
hyperplanes, then there is a unique finite dimensional slice LP (x) focalizing at y coming
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from P = affine span{vi(x) | y ∈ Hi(x)}. In this case DP = ⊕y∈Hi(x)Ei, namely, P does not
contain any other curvature normals besides those vi(x) with y ∈ Hi(x).
In addition to the above assumptions (connectedness, completeness, fullness, irreducibility)
we henceforth assume that M has rank at least 2. Then the main result of [HL99] asserts
thatM is homogeneous. In order to explain this result we first recall that for each curvature
sphere Si(x), i ∈ I∗, there exists a distinguished compact connected Lie group Φ∗i = Φ∗i (x)
which acts isometrically on the affine spanWi(x) of Si(x) and has Si(x) as an orbit. In fact Φ
∗
i
is the identity component of the normal holonomy group of the focal manifold obtained from
M by focalizing the distribution Ei. The action of Φ
∗
i on Wi(x) is equivalent to the isotropy
representation of a symmetric space of rank 1 different from the Cayley projective plane,
where we view Wi(x) as a vector space with the origin at the center ci(x) of Si(x). Hence Φ
∗
i
is isomorphic to one of SO(mi + 1), U(
mi+1
2
) (mi odd) or (Sp(
mi+1
4
) × Sp(1))/Z2 (m1 ≡ 3
mod 4). Note that the isotropy group of Φ∗i at x acts irreducibly on Ei(x) in the first case
only and that otherwise Ei(x) splits into two irreducible subspaces as Ei(x) = E
′
i(x)⊕E ′′i (x)
with dimE ′i(x) even and dimE
′′
i (x) = 1 or 3. It is useful to note that the group Φ
∗
i is
already determined by any irreducible finite dimensional slice of rank 2 containing Si(x),
and it follows that Φ∗i
∼= SO(mi + 1) unless W is isomorphic to B˜n or C˜n. We also mention
that the construction of Φ∗i can be generalized by replacing Si(x) by any slice LP (x) to yield
a compact connected Lie group Φ∗P (x) acting isometrically on WP (x) and having LP (x) as
an orbit. If 0 6∈ P , the group Φ∗P (x) is the normal holonomy group of a focal manifold
and acts on WP (x) as the isotropy representation of a symmetric space of rank equal to the
rank of LP (x) as an isoparametric submanifold (viewing WP (x) as a vector space with origin
at cP (x)). The later statement is also known as the Homogeneous Slice Theorem [HL99].
The action of the group Φ∗i (x) on Si(x) induces in a natural way an invariant connection
on Si(x) which coincides with the Levi-Civita` connection if Φ
∗
i
∼= SO(mi + 1). It is defined
via a reductive decomposition on the Lie algebra level L(Φ∗i ) = L((Φ
∗
i )x) + mi where (Φ
∗
i )x
denotes the isotropy group of Φ∗i at x and mi is the orthogonal complement of L((Φ
∗
i )x)
with respect the inner product 〈X, Y 〉 = −B(X, Y ) − trace(ρ∗X)(ρ∗Y ) for X , Y ∈ L(Φ∗i ),
where B denotes the Killing form of L(Φ∗i ) and ρ denotes its representation on Wi(x). The
invariant connection of course has the property that γX(t) := exp tX(x) is a geodesic for any
X ∈ mi and (exp tX)∗ induces parallel translation along γX .
Finally the proof of the homogeneity of M is based on the explicit construction of certain
one-parameter groups F tX of isometries of V leaving M invariant. In fact for each x ∈M , i ∈
I∗ and X ∈ Ei(x), there exists such a one-parameter group having the following properties,
by which they are also determined.
(a) F tX(x) := γX(t) is the geodesic in Si(x) with initial speed X with respect to the
above invariant connection and (F tX)∗Y is a parallel vector field along γX for any
Y ∈ Ei(x), i.e. (F tX)∗|Wi(x) = (exp tXˇ)∗ where Xˇ is the unique vector in mi such that
γX(t) = exp tXˇ(x) has initial speed X .
(b) For each j ∈ I \ {i} and y ∈ Sj(x), F tX(y) is the unique smooth curve which is
everywhere orthogonal to Ej and satisfies F
t
X(y) ∈ Sj(γX(t)) for all t. Moreover
(t, y) 7→ F tX(y) is smooth on R× Sj(x).
(c) (F tX)∗ξ is parallel in νM along γX for all ξ ∈ νxM .
By means of these one-parameter groups one proves that the group of isometries of V pre-
serving M is transitive on Qx, for x ∈M , where Qx is defined as the set of points of M that
can be reached from x by following piecewise differentiable curves along finite dimensional
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curvature spheres. One finally deduces the homogeneity of M from the results that this
group is also transitive on the closure of Qx in M [HL99, Prop. 4.4] and that Qx is dense in
M [HL99, Thm. B].
In this paper, V will always denote a finite or infinite dimensional separable Hilbert space,
and M a connected, complete, full and irreducible isoparametric submanifold of V with rank
at least 2. In case M is finite dimensional and of rank 2, we assume in addition that M is
homogeneous. Thus M is always homogeneous, and more precisely, an orbit of its stabilizer
in the isometry group of V . Moreover, for x ∈ M , i ∈ I∗ and X ∈ Ei(x) we have the
one-parameter groups F tX leaving M invariant described above (in the finite dimensional
case, this follows from [HL99, Lemma 4.2]). In the finite dimensional case we also recall that
E0 = 0 by irreducibility. Although in this paper we are ultimately interested in the infinite
dimensional case, the reason to also treat finite dimensional isoparametric submanifolds is
that they appear as (necessarily homogeneous) slices of the infinite dimensional ones.
3. The homogeneous structure Γ
3.1. Definition of Γ and basic properties. We now introduce the fundamental object of
this paper.
Definition 3.1. For each x ∈ M , i ∈ I∗, j ∈ I and Xi ∈ Ei(x), Yj ∈ Ej(x) let
(Γx)XiYj :=
(
d
dt
∣∣∣
t=0
(F tXi)∗(Yj)
)⊤
where (·)⊤ denotes the tangential part. We call Γ the homogeneous structure of M .
If x is fixed we write Γ instead of Γx and Ei instead of Ei(x).
Remark 3.2. By a theorem of Stone (see e. g. [Con90, p. 327]), for a given one-parameter
group ϕt of unitary automorphisms of a complex Hilbert space, there exists a self-adjoint
operator A such that ϕt = exp itA if and only if ϕt is strongly continuous, that is, in case
t 7→ ϕtv is continuous for all v. The domain of definition of A is then the set of vectors v
such that limt→0
ϕtv−v
t
exists and iAv is this limit. The operator A is called the infinitesimal
generator of ϕt. In our setting, Stone’s theorem can be applied to the complexification of
the one-parameter group (F tXi)∗. In fact, we know that (F
t
Xi
)∗ is strongly continuous on
a dense subset of V (namely, on the algebraic span of νxM and the Ei(x) for i ∈ I) and
thus strongly continuous on V (since the one-parameter group (F tXi)∗ consists of isometries).
Thus ΓXi is essentially the infinitesimal generator of (F
t
Xi
)∗. In particular the continuity of
ΓXi is equivalent to the domain of this infinitesimal generator being the entire Hilbert space.
Lemma 3.3. (i) d
dt
∣∣
t=0
(F tXi)∗Yj = ΓXiYj + α(Xi, Yj)
(ii) d
dt
∣∣
t=0
(F tXi)∗ξ = −AξXi
for i ∈ I∗, j ∈ I and Xi ∈ Ei, Yj ∈ Ej, ξ ∈ νxM .
Proof. Part (ii) follows from the definition of F tXi , and part (i) follows from (ii) by taking
inner product with Yj. 
Lemma 3.4. (i) ΓX is skew-symmetric: 〈ΓXiYj, Zk〉 + 〈Yj,ΓXiZk〉 = 0 for all i ∈ I∗, j,
k ∈ I, and Xi ∈ Ei, Yj ∈ Ej, Zk ∈ Ek.
(ii) Γ is invariant under isometries: Γg∗Xig∗Yj|gx = g∗ΓXiYj|x for any extrinsic isometry
g of M , Xi ∈ Ei, Yj ∈ Ej and i ∈ I∗, j ∈ I.
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Proof. Part (i) follows from 〈(F tXi)∗Yj, (F tXi)∗Zk〉 = 〈Yj, Zk〉 by taking derivative at t = 0.
Part (ii) follows from F tg∗Xi = gF
t
Xi
g−1 which in turn is a direct consequence of the defini-
tion of F tXi . 
Lemma 3.5. (i) Let L be a slice of M through x, choose i ∈ I with Ei(x) ⊂ TxL
and X ∈ Ei(x). Then F tX(L) = L.
(ii) If, in addition, L is irreducible and has rank at least 2, W denotes its affine span
in V , and LF tX the one-parameter group of isometries of W associated to X, then
F tX |W = LF tX
for all t, and the homogeneous structure of L is the restriction of that of M .
Proof. (i) We have L = LP (x) for some affine subspace P ⊂ νxM and F tX(LP (x)) =
LP (FX(x)) = LP (x) since F
t
X(x) ∈ LP (x).
(ii)The result is a consequence of [HL99, Lemma 1.4], and the fact that the group Φ∗i which
acts transitively on Si(x) is already determined by L. The last assertion follows from [HL99,
Remark, p. 162] in case L is finite dimensional, and otherwise by applying the same remark
twice to the inclusions Si(x) ⊂ L′ ⊂M and Si(x) ⊂ L′ ⊂ L, where L′ is a finite dimensional
rank 2 slice. 
3.2. The homogeneous structure of parallel isoparametric submanifolds. Let ξ be
a parallel normal vector field along M and denote by π : M → Mξ the endpoint map
x 7→ x+ ξ(x). Assume that Mξ is also isoparametric and denote its homogeneous structure
by ξΓ.
Lemma 3.6. For all i ∈ I∗, j ∈ I, Xi ∈ Ei and Yj ∈ Ej:
(i) ξΓπ∗XiYj|π(x) = ΓXiYj|x;
(ii) π∗Xi = ± ||vi||||vξ
i
||
Xi, where v
ξ
i is the curvature normal of Mξ with respect to π∗Ei (this
subspace is a curvature distribution of Mξ that coincides with Ei up to parallel trans-
lation in V , but may correspond to a different index in I∗ if Mξ =M).
Proof. (i) The diffeomorphism π maps curvature spheres of M through x to curvature
spheres of Mξ through π(x). In fact π∗ = id−Aξ maps curvature distributions to curvature
distributions and actually preserves Ek(x) as a subspace of V for all k ∈ I. Since F tXi is
an isometry of V preserving M and inducing parallel transport along νM , it immediately
follows that F tXi commutes with π and in particular preserves the parallel submanifold Mξ.
Note that the initial speed of t 7→ F tXi(π(x)) is π∗Xi. We claim that F tXi is the canonical
one-parameter group of isometries of V preserving Mξ associated to π∗Xi ∈ Tπ(x)Mξ. The
result then follows by differentiating at t = 0 and taking tangential parts. In turn, the claim
is proved by checking (a), (b) and (c) in section 2, and these conditions follow from the fact
that M and Mξ have parallel curvature distributions.
(ii) This follows from the fact that π maps curvature spheres of M through x of radii
1/||vi|| to curvature spheres of Mξ through π(x) of radii 1/||vξi ||. 
3.3. Finite dimensional case. The case of finite dimensional slices is particularly inter-
esting, since they are congruent to principal orbits of isotropy representations of symmetric
spaces, for which we have an effective way of computing the homogeneous structure.
LetM be a principal orbit of the isotropy representation of an irreducible symmetric space
G/K of rank at least 2, say of noncompact type, with K connected. Let g = k + p be the
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decomposition of the Lie algebra g of G into the eigenspaces of the involution. Equip p
with an Adk-invariant inner product. Choose a maximal Abelian subspace a of p, Then M
is the adjoint orbit Adk(x) for some regular point x ∈ a and νxM = a. Consider the usual
root space decompositions k = k0 +
∑
λ∈Λ kλ and p = a+
∑
λ∈Λ pλ where Λ denotes the root
system with respect to a and kλ = k−λ, pλ = p−λ. Then p+ :=
∑
λ∈Λ pλ = TxM , the index
set I can be identified with the set Λ+red of positive roots λ such that
1
2
λ is not a root, and
for such a root we have Eλ = pλ ⊕ p2λ, where we use the convention that p2λ = 0 if 2λ 6∈ Λ.
Thus M carries the canonical homogeneous structure given by the reductive complement
k+ =
∑
λ∈Λ kλ, and this coincides with the homogeneous structure in our definition. In fact,
in the proof of [HL99, Lemma 4.2] it was shown that for any X ∈ pλ⊕p2λ, F tX equals exp tXˇ ,
where Xˇ ∈ kλ + k2λ is the unique element in k+ satisfying [Xˇ, x] = X . Hence
(3.7) ΓXY = [Xˇ, Y ]p+
(component in p+) for X , Y ∈ TxM = p+.
As an application of the above discussion, we prove a result that will be used in the proof
of Theorem 4.3.
Proposition 3.8. If vi, vj, vk are pairwise different and they span an affine subspace P in
νxM that does not contain 0, then
(3.9) ΓXiΓYjZk − ΓYjΓXiZk = ΓΓXiYj−ΓYjXiZk
where Xi ∈ Ei(x), Yj ∈ Ej(x), Zk ∈ Ek(x).
Proof. The assumption that vi, vj, vk span P allows us to restrict to the corresponding
finite dimensional slice, which can be assumed to be irreducible and is thus congruent to a
principal orbit of the isotropy representation of a symmetric space, so formula (3.7) can be
used. The Jacobi identity gives
(3.10) [Xˇi, [Yˇj, Zk]] + [Yˇj, [Zk, Xˇi]] + [Zk, [Xˇi, Yˇj]] = 0.
Note that ΓYjZk = [Yˇj, Zk]p+ = [Yˇj, Zk] since vj, vk are different. Taking p+-components
in (3.10), we now see that the first two terms in the formula thus obtained correspond to the
left hand side of (3.9), and it remains to see that −[Zk, [Xˇi, Yˇj]]p+ corresponds to the right
hand side. In fact, this also follows from Jacobi, namely
[[Xˇi, Yˇj], x] = [Xi, Yˇj] + [Xˇi, Yj]
= ΓXiYj − ΓYjXi
using that vi 6= vj, so [[Xˇi, Yˇj], Zk]p+ = ΓΓXiYj−ΓYjXiZk. 
3.4. First results on the image of Γ. We start with some basic results about the com-
ponents of ΓEiEj in the eigenspaces Ek. Later in section 8 they will be considerably refined.
Proposition 3.11. Let i ∈ I∗.
(i) If Ei is irreducible then ΓEiEi = 0.
(ii) If Ei is not irreducible then ΓE′′
i
E ′′i = 0, ΓE′iE
′′
i ⊂ E ′i, ΓE′′i E ′i ⊂ E ′i and ΓE′iE ′i ⊂ E ′′i .
Proof. (i) Note that ΓEiEi ⊂ Ei simply by the definition of F tXi for Xi ∈ Ei. The
irreducibility of Ei means Φ
∗
i
∼= SO(mi + 1), where mi = dimSi(x). Thus the connection
induced by Φ∗i on Si(x) coincides with the standard Levi-Civita` connection. Since (F
t
X)∗Y
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is parallel along t 7→ F tX(x) in Si(x) for all X , Y ∈ Ei(x), ΓXY =
(
d
dt
∣∣
t=0
(F tX)∗Y )
)⊤
= 0.
Alternatively, we could also prove this result by employing a line of reasoning like in part (ii).
(ii) We use Lemma 3.5. Let L be an irreducible finite dimensional rank two slice through
x which contains Ei. Then L is congruent to a principal orbit of the isotropy representation
of a symmetric space of type BC2, and the statements follow from the bracket relations in
the corresponding Lie algebra and formula (3.7). 
Proposition 3.12. We have ΓEiEj ⊥ Ej for i ∈ I∗, j ∈ I and i 6= j.
Proof. Let Xi ∈ Ei, Yj ∈ Ej and let c(s1, s2) be a differentiable parametrized surface in
Sj(x) with c(0, 0) = x and
∂c
∂s1
(0, 0) = Yj. Put ϕ(s1, s2, t) := F
t
Xi
(c(s1, s2)). Then
∂ϕ
∂s1
(0, 0, t) =
(F tXi)∗(Yj) and thus
D
∂t
∂ϕ
∂s1
(0, 0, 0) = ΓXiYj. Hence〈
ΓXiYj,
∂c
∂s2
(0, 0)
〉
=
〈
D
∂s1
∂ϕ
∂t
(0, 0, 0),
∂c
∂s2
(0, 0)
〉
= −
〈
∂ϕ
∂t
(0, 0, 0),
D
∂s1
∂c
∂s2
(0, 0)
〉
= 0,
where we have used that ∂ϕ
∂t
is orthogonal to Ej and Sj(x) is totally geodesic in M . As
∂c
∂s2
(0, 0) can be chosen arbitrarily in Ej(x), the result follows. 
The next result shows that Γ determines ∇α.
Proposition 3.13. (i) ∇Xiα(Yj, Zk) = 〈ΓXiYj, Zk〉(vj − vk);
(ii) ΓXiYj = ∇XiY˜j mod Ej;
for all i ∈ I∗, j, k ∈ I, Xi ∈ Ei, Yj ∈ Ej, Zk ∈ Ek. Here Y˜j is any smooth local extension
of Yj to a section of Ej.
Proof. (i) follows from α((F tXi)∗Yj, (F
t
Xi
)∗Zk) = (F
t
Xi
)∗α(Yj, Zk) by taking derivative with
respect to the normal connection at t = 0 and using e.g. α(X,Zk) = 〈X,Zk〉vk for all
X ∈ TxM and the parallelism in the normal bundle of the right hand side.
Part (ii) follows by comparing (i) with the formula (2.2) for ∇α. 
Corollary 3.14. Γ is also R-linear in the lower argument, and thus can be extended as a
bilinear map to
∑
i∈I∗ Ei ×
∑
j∈IEj, where
∑
means the algebraic sum.
Proof. If i = j this follows from the definition. Otherwise we use Propositions 3.12
and 3.13(ii). 
3.5. Consequences of the Codazzi equation. Important consequences of Proposition 3.13
are some formulae for permuting the arguments of Γ, which are obtained via the Codazzi
equation. We introduce the following notation for i, j, k ∈ I with i 6= k:
vj − vk
vi − vk =
{
λ if vj − vk = λ(vi − vk),
0 if vj − vk is not a multiple of vi − vk.
We also denote by (X)Ek the component of X ∈ TxM in Ek.
Proposition 3.15.
(ΓYjXi)Ek =
vj − vk
vi − vk (ΓXiYj)Ek
for all i, j ∈ I∗, k ∈ I with k 6= i and Xi ∈ Ei, Yj ∈ Ej.
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Proof. Due to Proposition 3.13(i),
〈ΓXiYj, Zk〉(vj − vk) = ∇Xiα(Yj, Zk)
= ∇Yjα(Xi, Zk)
= 〈ΓYjXi, Zk〉(vi − vk)
which yields the desired result. 
Lemma 3.16. (i) If (ΓXiYj)Ek 6= 0 for i ∈ I∗, j, k ∈ I, then vi, vj, vk are colinear.
(ii) For i, j, k ∈ I∗, the condition (ΓEiEj)Ek 6= 0 is symmetric in i, j, k.
Proof. Part (i) is clear from Codazzi. For part (ii), note that the symmetry is obvious
if i = j = k and a consequence of Codazzi if the indices are mutually different. In the
remaining cases (ΓEiEj)Ek = 0 by Codazzi and Proposition 3.12. 
Remark 3.17. If vi, vj, vk are colinear then the corresponding focal hyperplanes Hi, Hj,
Hk share a point in common. The converse holds if M has rank 2. In fact for x ∈ M ,
y = x+ ξ ∈ Hi(x)∩Hj(x)∩Hk(x) if and only if 〈ξ, vi(x)〉 = 〈ξ, vj(x)〉 = 〈ξ, vk(x)〉 = 1 where
ξ ∈ νxM .
4. Density of the image of Γ and equivalence between Γ and ∇α
In the first theorem, we consider the algebraic span of the subsets ΓEi(x)Ej for i, j ∈ I∗,
i 6= j.
Theorem 4.1.
∑
i,j∈I∗
i 6=j
ΓEi(x)Ej(x) is dense in TxM and moreover contains
∑
i∈I∗ Ei(x).
Proof. Set D(x) = ∑ i,j∈I∗
i 6=j
ΓEi(x)Ej(x) for all x ∈ M . Then D is a possibly nonsmooth
distribution of M which however is invariant under all isometries of V leaving M invariant
(Lemma 3.4(ii)).
We first show that Ek ⊂ D(x) for each k ∈ I∗. Here we may assume that M is finite
dimensional, by passing to an irreducible finite dimensional slice of rank at least 2 containing
Ek. Fix x ∈ M and suppose Y ∈ TxM is orthogonal to D(x). We are going to show that
for each l ∈ I, the El-component Yl lies in TyM for all y ∈ M and thus has to vanish, as
otherwise the line in the direction of Yl could be split off, contradicting the irreducibility
of M .
So we fix l and, by Theorem D in [HOT91], select indices i1, . . . , ir ∈ I different from l
such that any point y ∈ M can be reached from x by following piecewise smooth curves
whose smooth arcs are contained in curvature spheres Si with i ∈ {i1, . . . , ir}. For such an i,
consider X ∈ Ei(x). Then Y (t) := (F tXi)∗Y is a smooth extension of Y along the curve
γ(t) := F tXi(x) in Si(x) (here we use the finite dimensionality of M), which is everywhere
orthogonal to D. Next we split Y (t) into its Ei- and E⊥i -components and note that the
latter, which is given by (F tX)∗(Y − Yi), is constant. In fact
d
dt
∣∣∣
t=s
(F tX)∗(Y − Yi) = (F sX)∗(ΓX(Y − Yi) + α(X, Y − Yi)) = 0
using α(Ei, E
⊥
i ) = 0, 〈ΓEiE⊥i , Ei〉 = 〈ΓEiEi, E⊥i 〉 = 0, and 〈ΓEiY,E⊥i 〉 = 〈Y,ΓEiE⊥i 〉 = 0 by
the choice of Y . In particular the El-component of Y (t) is the constant vector Yl. Changing
X ∈ Ei(x) we obtain in this way that, for any y ∈ Si(x), the El-component Yl of Y lies in
TyM for all y ∈ Si(x) and that moreover Yl is the El-component of a vector Y˜ ∈ TyM which
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is orthogonal to D(y). Repeating this argument with Y˜ in place of Y and any i′ ∈ {i1, . . . , ir}
in place of i eventually proves by induction the existence for any y ∈M of a vector in TyM
whose El-component is Yl. This finishes the proof of the second statement.
The proof of the first statement is similar but now simpler. M is infinite dimensional and
we suppose Y ∈ TxM is orthogonal to D(x). Then Y ∈ E0(x) by the first part. A calculation
similar to the above shows that Y (t) := (F tX)∗Y is constant for all X ∈ Ei(x), i ∈ I∗. As
the set of points that can be reached from x by following piecewise smooth curves whose
smooth arcs lie in finite dimensional curvature spheres is dense in M , we deduce that the
constant vector Y is everywhere tangent to M and thus has to vanish so as not to contradict
the irreducibility of M . 
Corollary 4.2. (i) For each k ∈ I∗, Ek =
∑{(ΓEiEj)Ek | vi, vj 6∈ Rvk}.
(ii)
∑{(ΓEiEj)E0 | i, j ∈ I∗ with vi, vj lin. dep.} is dense in E0.
Proof. (i) Since k 6= 0 we may assumeM is finite dimensional by passing to an appropriate
slice. By Theorem 4.1, Ek =
∑
i 6=j(ΓEiEj)Ek. Now for i 6= j and k ∈ {i, j} we have
〈ΓEiEj, Ek〉 = 0. Hence Ek =
∑
i 6=j
i,j6=k
(ΓEiEj)Ek proving (i).
(ii) The statement follows directly from Theorem 4.1 as (ΓEiEj)E0 = 0 if vi, vj are linearly
independent by Codazzi. 
Theorem 4.3. If αx is given, then Γx and (∇α)x determine one the other.
Proof. Suppose αx and Γx are given. Proposition 3.13(i) can be rewritten as saying
∇Xiα(Yj, Zk) = −α(ΓXiYj, Zk)− α(Yj,ΓXiZk).
Since ∇α is a tensor (and thus continuous in all three arguments), ∇Xα(Y, Z) is thus deter-
mined for X , Y , Z ∈ TxM with X ⊥ E0, and hence by Codazzi for all X , Y , Z ∈ TxM as
∇Xα(Y, Z) = 0 if two arguments lie in E0.
Conversely, we will show that Γx is determined by αx and ∇αx. So let M˜ be a second
isoparametric submanifold in the same Hilbert space V . We assume that x ∈ M ∩ M˜ ,
TxM = TxM˜ , αx = α˜x and ∇αx = ∇α˜x, and want to show that Γx = Γ˜x. The assumption
that the second fundamental forms coincide implies thatM and M˜ have the same curvature
distributions and the same curvature normals at x, so more precisely we need to show that
Γx and Γ˜x coincide as mappings Ei(x)× Ej(x)→ TxM for all i ∈ I∗, j ∈ I.
We first note that Γx = Γ˜x on Ei × Ej if i 6= j. Indeed (ΓXiYj)Ej = (Γ˜XiYj)Ej = 0 by
Proposition 3.12, and (ΓXiYj)Ek (resp. (Γ˜XiYj)Ek) for k 6= j is determined by ∇αx = ∇α˜x in
view of Proposition 3.13(i), where Xi ∈ Ei = Ei(x), Yj ∈ Ej = Ej(x).
Moreover for i 6= 0 we have ΓEiEi = Γ˜EiEi = 0 if Ei is irreducible due to Proposition 3.11.
So we only need to understand Γx, Γ˜x : Ei(x) × Ei(x) → Ei(x) in case Ei is reducible. Fix
such an i ∈ I∗. Decompose Ei = E ′i⊕E ′′i . Again by Proposition 3.11 and using Lemma 3.4(i),
there are two cases that need to be discussed:
(4.4) Γ, Γ˜ : E ′i × E ′′i → E ′i and Γ, Γ˜ : E ′′i ×E ′i → E ′i.
The discussion is similar in both cases so we restrict it to the first one.
There exists an irreducible finite dimensional rank 2 slice L of M (resp. L˜ of M˜) through
x containing Ei, which of course is of nonreduced type and hence of type BC2. Recall that
L, L˜ are homogeneous. Since αx, (∇α)x and Γx restrict to the corresponding objects for
13
L, and similarly for L˜, it is enough to assume that M = L, M˜ = L˜ are finite dimensional,
homogeneous of type BC2, which we henceforth do.
Let Xi ∈ E ′i, Wi ∈ E ′′i . Owing to Theorem 4.1, we can write Wi as a finite sum
(4.5) Wi =
∑
ℓ
ΓYjℓZkℓ
where for each ℓ, vi, vjℓ , vkℓ are pairwise different curvature normals of L, L˜ (Note that the
pair (vjℓ , vkℓ) can repeat for different ℓ.) Using formula (3.9), we get
ΓXiWi =
∑
ℓ
ΓXiΓYjℓZkℓ
=
∑
ℓ
(
ΓYjℓΓXiZkℓ + ΓΓXiYjℓ−ΓYjℓXi
Zkℓ
)
,
and a similar formula for Γ˜. In order to finish the proof, we need only to check the claim
that on the right hand side of this formula Γ is being computed always on a pair of vectors
lying in different curvature distributions, as we already know that Γ and Γ˜ coincide for such
pairs of vectors.
Recall that the positive root system of type BC2 can be described as Λ
+ = {θ1, θ2, 2θ1, 2θ2, θ1+
θ2, θ1 − θ2} so that we can write I = {θ1, θ2, θ1 + θ2, θ1 − θ2} and assume that the index i
corresponds to θ1. Now in the formula (4.5) we may assume that (jℓ,kℓ) = (θ1 + θ2, θ1 − θ2)
or (θ1−θ2, θ1+θ2) for all ℓ, and the claim follows from remarking that ΓXiZkℓ , ΓXiYjℓ , ΓYjℓXi
all lie in E ′θ2 . 
5. Implications of the Gauss equation for Γ
The Gauss equation yields another sort of formulae for permuting arguments of Γ. Let i,
j, k ∈ I∗, l ∈ I and let Xi ∈ Ei, Yj ∈ Ej, Zk ∈ Ek, Wl ∈ El. On one hand the Gauss equation
yields
〈R(Xi, Yj)Zk,Wl〉 = 〈α(Xi,Wl), α(Yj, Zk)〉 − 〈α(Xi, Zk), α(Yj,Wl)〉
= −〈Xi ∧ Yj, Zk ∧Wl〉〈vi, vj〉.
On the other hand, extending these vectors to smooth local sections of the corresponding
eigenbundles and using the same letters for the extensions, we get
〈R(Xi, Yj)Zk,Wl〉 = 〈∇Xi∇YjZk,Wl〉 − 〈∇Yj∇XiZk,Wl〉 − 〈∇[Xi,Yj]Zk,Wl〉
= Xi〈∇YjZk,Wl〉 − 〈∇YjZk,∇XiWl〉
−Yj〈∇XiZk,Wl〉+ 〈∇XiZk,∇YjWl〉 − 〈∇[Xi,Yj]Zk,Wl〉
= 〈ΓXiZk,ΓYjWl〉 − 〈ΓYjZk,ΓXiWl〉 − 〈∇[Xi,Yj]Zk,Wl〉
+Xi〈∇YjZk,Wl〉 − 〈∇′YjZk,∇XiWl〉 − 〈ΓYjZk,∇′XiWl〉(5.1)
−Yj〈∇XiZk,Wl〉+ 〈∇′XiZk,∇YjWl〉+ 〈ΓXiZk,∇′YjWl〉,
where e.g. ∇′YjZk = ∇YjZk−ΓYjZk. Note that ∇′ satisfies the properties of a metric connec-
tion (Leibniz rule and compatibility with the metric) when both arguments are sections of
curvature distributions, and that ∇′YjZk ∈ Ek and ∇′YjZk = (∇YjZk)Ek if j 6= k. Moreover,
Γ is parallel with respect to ∇′ in the following sense.
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Lemma 5.2. ∇′Xi
(
ΓYjZk
)
El
=
(
Γ∇′XiYj
Zk
)
El
+
(
ΓYj∇′XiZk
)
El
.
Proof. To check this formula at p ∈ M , it suffices to differentiate at t = 0 the relevant
vector fields along γ(t) = F tXi(p). From the definition of Γ, we see that (F
t
Xi
)∗Yj is ∇′-
parallel along γ, as well as
(
Γ(F tXi )∗Yj
(F tXi)∗Zk
)
El
, since this is equal to
(
(FXt
i
)∗ΓYjZk
)
El
=
(F tXi)∗
(
ΓYjZk
)
El
by Lemma 3.4(ii). This already shows that the result holds for ∇′-parallel
vector fields Yj, Zk. Hence the result follows in general, since Ej and Ek are finite dimen-
sional, and so an arbitrary smooth vector field along γ with values in one of those curvature
distributions can be written as a finite linear combination of parallel vector fields with smooth
functions as coefficients. 
To take care of the term with the bracket we introduce the following notation. For any
A ∈ TxM and Zk, Wl as above (with in particular k 6= l), we put
(5.3) 〈ΓAZk,Wl〉 :=
∑
m∈I
〈ΓZkWl, Am〉
vl − vm
vk − vl ,
where Am is the component of A in Em. Note that the sum converges as the coefficients
vl−vm
vk−vl
are bounded, and that this definition indeed extends the domain of Γ relative to the
first argument in view of Proposition 3.15. The proof of that proposition also shows that
(5.4) 〈ΓAZk,Wl〉 = 〈∇AZk,Wl〉.
Lemma 5.5.
〈∇[Xi,Yj]Zk,Wl〉 = 〈ΓΓXiYj−ΓYjXiZk,Wl〉+ 〈Γ∇′XiYjZk,Wl〉 − 〈Γ∇′XjYiZk,Wl〉.
Proof. We have 〈∇[Xi,Yj]Zk,Wl〉 = 〈∇ΓXiYj−ΓYjXiZk,Wl〉 + 〈∇∇′XiYj−∇′YjXiZk,Wl〉, and the
result follows from equation (5.4). 
Next we extend the domain of Γ relative to its second argument by putting
(5.6) 〈ΓXiY,Am〉 = −〈Y,ΓXiAm〉
for all Y ∈ TxM , m ∈ I and Am ∈ Em to formulate the main result of this section.
Theorem 5.7. For any i, j, k ∈ I∗ and l ∈ I with k 6= l, and Xi ∈ Ei, Yj ∈ Ej, Zk ∈ Ek,
Wl ∈ El, 〈(
[ΓXi ,ΓYj ]− ΓΓXiYj−ΓYjXi
)
Zk,Wl
〉
= −〈Xi ∧ Yj, Zk ∧Wl〉〈vi, vj〉.
Proof. We combine equation (5.1) with Lemma 5.5 to write
−〈Xi ∧ Yj, Zk ∧Wl〉〈vi, vj〉 =
〈(
[ΓXi ,ΓYj]− ΓΓXiYj−ΓYjXi
)
Zk,Wl
〉
+Xi〈∇YjZk,Wl〉+ 〈∇′XiZk,∇YjWl〉 − 〈Γ∇′XiYjZk,Wl〉 − 〈ΓYjZk,∇
′
Xi
Wl〉
−Yj〈∇XiZk,Wl〉 − 〈∇′YjZk,∇XiWl〉+ 〈Γ∇′YjXiZk,Wl〉+ 〈ΓXiZk,∇
′
Yj
Wl〉.
The four last terms on the right hand side vanish (and similarly the four terms preceeding
those) by Lemma 5.2 as
〈∇XiZk,Wl〉 = 〈ΓXiZk,Wl〉
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(due to k 6= l) and
〈∇′YjZk,∇XiWl〉 = 〈∇′YjZk,∇′XiWl〉+ 〈∇′YjZk,ΓXiWl〉 = −〈ΓXi∇′YjZk,Wl〉
(due to ∇′YjZk ∈ Ek, ∇′XiWl ∈ El and k 6= l). 
We will use only special cases of this theorem. By using definitions (5.3), (5.6) and
Proposition 3.15,
(ΓXiYj − ΓYjXi)Em = (ΓXiYj)Em
vi − vj
vi − vm ,
for all m 6= i, and under the assumption that (ΓXiYj)Ei ⊥ ΓZkWl (which holds for instance
if i 6= j or vi, vk, vl are not colinear), we can reformulate Theorem 5.7 more explicitly as
〈ΓXiZk,ΓYjWl〉 − 〈ΓYjZk,ΓXiWl〉 =
∑
m∈I\{i}
〈ΓZkWl, (ΓXiYj)Em〉
vl − vm
vk − vl
vi − vj
vi − vm
−〈Xi ∧ Yj, Zk ∧Wl〉〈vi, vj〉.(5.8)
The following two corollaries of Theorem 5.7 are obtained from equation (5.8): the first one,
by taking i = l 6= k = j; the second one, in case i 6= j, by using that (ΓXiYj)Em 6= 0 only if
vi, vj, vm are colinear.
Corollary 5.9. Let i, j ∈ I∗, i 6= j. Then
〈ΓXiYj,ΓZjWi〉+ 〈ΓXiZj,ΓYjWi〉 = 〈Xi,Wi〉〈Yj, Zj〉〈vi, vj〉
for all Xi, Wi ∈ Ei and Yj, Zj ∈ Ej. In particular
〈ΓXiYj,ΓYjXi〉 =
1
2
〈vi, vj〉||Xi||2||Yj||2.
Corollary 5.10. Let i, j, k ∈ I∗, l ∈ I, and assume that vi, vk, vl are not colinear. Then
there exists a constant c ∈ R such that
〈ΓXiZk,ΓYjWl〉 = 〈ΓYjZk,ΓXiWl〉+ c · 〈ΓXiYj,ΓZkWl〉
for all Xi ∈ Ei, Yj ∈ Ej, Zk ∈ Ek, Wl ∈ El. Moreover if i = j or the lines spanned by vi, vj
and vk, vl do not meet at a curvature normal, then c = 0. On the other hand, if those lines
meet at vm we have c =
vl − vm
vk − vl ·
vi − vj
vi − vm .
Corollary 5.11. Let i, j, k ∈ I∗ with k 6= i, j and vj
vk
6= vi−vj
vk−vi
. Assume further that
(ΓEiEj)Em ⊥ ΓEiEk for all m ∈ I∗ and (ΓEiEj)Ek = 0 (both conditions hold if e.g. ΓEiEj ⊂
E0). Then
ΓEiEj ⊥ ΓEiEk.
Proof. We may assume i 6= j since ΓEiEi = (ΓEiEi)Ei ⊥ ΓEiEk by assumption. If 0 does
not belong to one of the lines through vi, vj and vi, vk, then ΓEiEj ⊥ E0 or ΓEiEk ⊥ E0 and
the assertion follows again from the assumptions. Thus we are left with the case vi, vj, vk
are multiples of each other.
Let Xi, Wi ∈ Ei, Yj ∈ Ej and Zk ∈ Ek. Then equation (5.8) with l = i yields
〈ΓXiZk,ΓYjWi〉 = 〈ΓZkWi,ΓXiYj〉
vi − vj
vk − vi ,
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and hence
(5.12) 〈ΓXiZk,ΓWiYj〉
vj
vi
= 〈ΓXiYj,ΓWiZk〉
vk
vi
vi − vj
vk − vi .
Here we have used that (ΓEiEj)Ek = 0 implies (ΓEjEk)Ei = 0, and (ΓEiEj)Em ⊥ ΓEiEk
implies (ΓEiEj)Em ⊥ ΓEkEi and (ΓEjEi)Em ⊥ ΓEiEk. Choosing Wi = Xi in (5.12) gives
〈ΓXiYj,ΓXiZk〉 = 0, and then by polarization, 〈ΓXiYj,ΓX′iZk〉 + 〈ΓX′iYj,ΓXiZk〉 = 0 for all
X ′i ∈ Ei. Again by (5.12), we have 〈ΓX′iYj,ΓXiZk〉 = 〈ΓXiYj,ΓX′iZk〉 vkvj
vi−vj
vk−vi
, and owing to
k 6= j, we get vk
vj
vi−vj
vk−vi
6= −1, from which 〈ΓXiYj,ΓX′iZk〉 = 0, as desired. 
From Proposition 3.15 and Corollary 5.9 we get
Corollary 5.13. ∑
k∈I\{i}
||(ΓXiYj)Ek||2
vk − vj
vk − vi =
1
2
〈vi, vj〉||Xi||2||Yj||2
for all i, j ∈ I∗, i 6= j and Xi ∈ Ei, Yj ∈ Ej.
6. Reduction to rank one slices
In this section we prove Proposition 6.3, which reduces the proof of the continuity of ΓXi
to that on the infinite dimensional rank one slice containing Ei. We also explain our strategy
to reduce the proof of continuity of ΓXi along that slice to finding a constant C such that
||ΓXiYj|| ≤ C ||vi|| ||Xi|| ||Yj|| for all j ∈ I \ {i} with vj ∈ Rvi and Yj ∈ Ej (Lemma 6.4).
We first consider a special case which is simpler.
Proposition 6.1. Assume the affine Weyl group of M to be of type A˜− D˜− E˜. Let i, j ∈ I∗
where we assume that
vi, vj are linearly independent,
and choose Xi ∈ Ei, Yj ∈ Ej. If vi ⊥ vj then ΓXiYj = 0; otherwise
||ΓXiYj|| =
1
2
||vi|| ||Xi|| ||Yj||.
Proof. Let P be the affine span of {vi(x), vj(x)} for some x ∈ M . Then LP (x) is a slice
of rank two and, by the assumption on M , of type A1 × A1 or A2. In the first case vi and
vj are orthogonal, P does not contain any other curvature normal and ΓXiYj = 0. In the
second case there is precisely one more curvature normal vk ∈ P for k ∈ I∗ \ {i, j}. For the
sake of simplicity, by applying a translation of V to M we may assume that the origin of V
lies at the intersection of Hi, Hj, Hk. Let ui, uj, uk unit vectors orthogonal to Hi, Hj, Hk,
respectively. We may assume uk = ui + uj by eventually multiplying some of these vectors
by −1. As ci(x) = x+ vi||vi||2 ∈ Hi, we have vr = −
ur
〈x,ur〉
for r = i, j, k.
Thus Corollary 5.13 yields
||ΓXiYj||2 = ||(ΓXiYj)Ek||2 =
1
2
〈vi, vj〉vk − vi
vk − vj ||Xi||
2||Yj||2 = 1
4
||vi||2||Xi||2||Yj||2
by a straightforward computation. 
If the affine Weyl group of M is not of type A˜ − D˜ − E˜, Corollary 5.13 does not suffice
to estimate ||ΓXiYj|| for linearly independent vi, vj as the sum on the left hand side in its
statement contains more than one term and in general with different signs. We circumvent
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this difficulty by using the classification of homogeneous compact rank two isoparametric
submanifolds.
Proposition 6.2. There exists a positive constant C such that
||ΓXiY || ≤ C ||vi|| ||Xi|| ||Y ||
whenever Xi, Y are tangent to a finite dimensional slice through x, i ∈ I∗ and Xi ∈ Ei.
Proof. Assume first that such a slice L is irreducible. Any curvature sphere of M is
contained in a finite dimensional irreducible slice of rank at least two, so we may assume
that the rank of L is at least two and apply Lemma 3.5 to compute Γ along L. Since the rank
of L is bounded by the rank of M and multiplicities of L are also multiplicities of M , there
are only finitely many possibilities for L up to parallel translation (notice that scaling of
the ambient metric can be viewed as parallel translation in the radial direction). Moreover,
for given L, there exists the desired constant simply by finite dimensionality, so we have
only to check that the same constant works for the isoparametric submanifolds parallel to
L. However, this is a direct consequence of Lemma 3.6.
If L is a product of irreducible slices, then the result follows from the case above together
with the remark that ΓXY = 0 whenever X , Y are tangent to different factors. To prove it,
we may assume that X ∈ Ei, Y ∈ Ej where i, j ∈ I∗, i 6= j. Since the line through vi, vj
contains no other curvature normals, we finish by noting that ΓEiEj ⊥ Ei, Ej. 
Proposition 6.3. Let i ∈ I∗ and Xi ∈ Ei = Ei(x). Then ΓXi is continuous (that is, can be
extended continuously to TxM) if and only if ΓXi is continuous on
∑
j{Ej | j ∈ I∗, vj ∈ Rvi}.
Proof. Write TxM = V0 ⊕ V1 ⊕ V2 where V0 = E0(x) and V1, V2 are the closures of∑
j
{Ej | j ∈ I∗, vj 6∈ Rvi} and
∑
j
{Ej | j ∈ I∗, vj ∈ Rvi},
respectively. By the closed graph theorem ΓXi is continuous on V0 (as E0(x) is a closed sub-
space lying in the domain of definition of ΓXi and ΓXi is skew-symmetric). We orthogonally
decompose V1 into ΓXi-invariant subspaces∑
{Ej | j ∈ I∗ \ {i}, vj ∈ ℓ},
where ℓ runs over the lines in νxM \ {0} passing through vi. Of course for only countably
many lines these subspaces are nonzero. Each such ℓ determines a finite dimensional rank
two slice through x to which Ei is tangent so, by Proposition 6.2, ΓXi is continuous on V1
with ||ΓXi|| bounded by a constant independent of ℓ. The result follows. 
Identify I∗ with A × Z as explained in section 2 and set i = (α, i). Since LP (x),
P = Rvα,i(x), is totally geodesic, we have ΓXα,iYα,j ∈ E0 ⊕
⊕
k∈ZEα,k. In these terms,
Proposition 6.3 reduces the proof of continuity of ΓXα,i to finding a constant C such that
||ΓXα,iY || ≤ C||Y || for all Y ∈
∑
j∈ZEα,j; since Eα,i is finite dimensional, we may even take
Y ∈ ∑j∈Z\{i} Eα,j. The following lemma gives a sufficient condition to further simplify the
proof in that the estimate only needs to be checked for all Y ∈ Eα,j (and all j ∈ Z \ {i}).
Grosso modo it is required that for all j 6= i, the subspace ΓEα,iEα,j be orthogonal to ΓEα,iEα,k
for all but finitely many k ∈ Z.
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Lemma 6.4. Let W be a Hilbert space with an orthogonal decomposition W = ⊕i∈ZWi, and
let f :
∑
i∈ZWi → W be a linear map. Assume there exists a constant C > 0 such that
||fwi|| ≤ C||wi|| for all i ∈ Z and wi ∈ Wi, and that there exist injective maps m1, . . . , mr :
Z→ Z such that f(Wi) ⊥ f(Wj) unless j ∈ {m1(i), . . . , mr(i)}. Then ||f || ≤
√
rC and thus
f can be continuously extended to W .
Proof. Let w =
∑
i∈Zwi where wi ∈ Wi and wi is nonzero for only finitely many indices.
Then
||f(w)||2 =
∑
i,j∈Z
〈f(wi), f(wj)〉
=
∑
i∈Z
r∑
k=1
〈f(wi), f(wmk(i))〉
≤
∑
i∈Z
r∑
k=1
||f(wi)||||f(wmk(i))||
≤ C2
r∑
k=1
∑
i∈Z
||wi||||wmk(i)||
≤ C2
r∑
k=1
(∑
i∈Z
||wi||2
∑
i∈Z
||wmk(i)||2
)1/2
≤ C2
r∑
k=1
(||w||2||w||2)1/2
= rC2||w||2,
as we wished. 
Let v ∈ P be a unit vector and define λα,k ∈ R by vα,k = 1λα,k v. Since x + λα,kv =
x +
vα,k
||vα,k||2
∈ Hα,k, we see that λα,k is the directed distance from x to Hα,k. Moreover we
have
vα,k − vα,j
vα,k − vα,i =
λα,k − λα,j
λα,k − λα,i
λα,i
λα,j
=
k − j
k − i
〈vα,i, vα,j〉
||vα,i||2
as the hyperplanes {Hα,k} form an equidistant family for each fixed α. Therefore Corol-
lary 5.13 yields:
Proposition 6.5. For each α ∈ A and i, j ∈ Z with i 6= j and for Xα,i ∈ Eα,i, Yα,j ∈ Eα,j
we have ∑
k∈Z\{i}
k − j
k − i ||(ΓXα,iYα,j)Eα,k ||
2 + ||(ΓXα,iYα,j)E0||2 =
1
2
||vα,i||2 ||Xα,i||2 ||Yα,j||2.
Unless the Eα,k-components all vanish, a bound on ||ΓXα,iYα,j|| is not immediately clear
from this formula because the sign of the factor k−j
k−i
changes with k, and its size could be
arbitrarily small for certain values of k, j. On the other hand, if ΓEα,iEα,j ⊂ E0 for all
j ∈ Z \ {i}, then Corollary 5.11 says that ΓEα,iEα,j ⊥ ΓEα,iEα,k unless k = 2i− j. Therefore
Lemma 6.4 can be applied and continuity of ΓXα,i already follows from Proposition 6.5. In
general, the applicability of both of these results relies on the vanishing of sufficiently many
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components of ΓEα,iEα,j . As it turns out that, we shall see in section 8 that (ΓEα,iEα,j)Eα,k
vanishes for all j, k ∈ Z, j 6= i, in most cases, and for sufficiently many in the remaining
ones.
7. Root systems of isoparametric submanifolds
As mentioned in section 2, for a finite or infinite dimensional isoparametric submanifold,
Terng proved that the group generated by reflections in the focal hyperplanes in a fixed
affine normal space is a finite or affine Weyl group, respectively [Ter85, Ter89]. Under our
assumptions, such isoparametric submanifolds are always irreducible and homogeneous of
rank at least two. It turns out then to be possible to refine the data given by the Weyl
group into a root system associated to the focal hyperplanes. The refinement amounts to
specializing the Coxeter graph of the Weyl group to a Dynkin diagram by adjoining arrows
to the double and triple links, and adding concentric circles around certain vertices in the
nonreduced case. This root system is unique up to scaling, and is a root system in the
ordinary sense if M is finite dimensional and an affine root system otherwise. To distinguish
one from the other, we also call the former a finite root system. The aim of this section
is to describe this construction. We start by considering root systems attached to a set of
hyperplanes, discuss affine root systems, including an outline of their classification and then
associate a root system to the set of focal hyperplanes of an isoparametric submanifold.
Weyl groups and their Coxeter graphs. Let E be an affine Euclidean space and
denote by T its group of translations (a finite dimensional real vector space). Let H be a
given set of affine hyperplanes in E which is invariant under the group W generated by all
the orthogonal reflections in the elements of H. It is assumed that the normal vectors to
the H ∈ H span T and that W is a finite or an affine Weyl group. In the first case W has
a fixed point that necessarily is contained in all H ∈ H; taking this point as the origin in
E, we can identify E with T and view the hyperplanes as linear subspaces. The second case
may be characterized as H consisting of finitely many families of equidistant hyperplanes.
It is well known [Bou68, ch. VI, § 2, no. 5, Prop. 8] that these actually are described by a
unique reduced root system ∆ in T as the set of hyperplanes
(7.1) Lα,k = {x ∈ T | α(x) = k}, α ∈ ∆, k ∈ Z
after choosing an appropriate point in E (any special point, namely, one through which
there passes one hyperplane from each family of parallel hyperplanes) to identify E with
T . We also recall that W acts simply transitively on the set of Weyl chambers, which are
the connected components of the complement of the union of the hyperplanes in H. Weyl
chambers are also called alcoves in case W is an affine Weyl group. The Coxeter graph of W
(or H) is obtained from a Weyl chamber C by taking as vertices the walls of C (hyperplanes
bounding C) and linking two vertices by 0, 1, 2, 3 or infinitely many edges according to
whether the corresponding walls make an angle π/2, π/3, π/4, π/6 or are parallel (other
cases cannot occur). W is called irreducible if its Coxeter graph is connected. In this case C
is a simplicial cone (resp. simplex) if W is finite (resp. affine) and hence the Coxeter graph
has n (resp. n + 1) vertices, where n = dimE is called the rank of W . The isomorphism
type of the Coxeter graph is independent of the chosen Weyl chamber and determines H
and W up to isomorphism. Here an isomorphism between two sets of hyperplanes H ⊂ E,
H′ ⊂ E ′ as above with irreducible Weyl groups is a map f : E → E ′ that is the composition
of an isometry with a homothety and takes H onto H′. It turns out that the isomorphism
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classes of irreducible finite (resp. affine) Weyl groups correspond bijectively to the irreducible
reduced root systems ∆ in T and are correspondingly denoted by An (n ≥ 1), Bn (n ≥ 2),
Cn (n ≥ 3), Dn (n ≥ 4), En (n = 6, 7, 8), F4 and G2 in case W is finite, and A˜n (n ≥ 1),
B˜n (n ≥ 3), C˜n (n ≥ 2), D˜n (n ≥ 4), E˜n (n = 6, 7, 8), F˜4, G˜2 in case W is affine.
It will be important to understand the orbits of the action of W on H in case W is affine.
For a fixed Weyl chamber C, it follows from the transitiveness of W on the set of Weyl
chambers that each H ∈ H is conjugate under W to some wall of C and thus to (at least)
one vertex of the Coxeter graph defined by C. The W -orbits in H are thus described by the
next result, which is a simple consequence of [Bou68, ch. IV, § 1, no. 3, Prop. 3].
Proposition 7.2. Two vertices of the Coxeter graph lie in the same W -orbit if and only
if they belong to a connected subgraph containing only simple links. In particular, any two
hyperplanes in H are conjugate if W is of type A˜n (n ≥ 2), D˜n (n ≥ 4), E˜n (n = 6, 7,
8), and W acts with two (resp. three) orbits in H if W is of type A˜1, B˜n (n ≥ 3), F˜4, G˜2
(resp. C˜n (n ≥ 2)).
Root systems associated to a set of hyperplanes. We now come to the main
definition in this section. Let E, T , H and W be as above.
Definition 7.3. A root system associated to H is a subset R of T ×H such that
(i) v 6= 0 and v ⊥ H for all (v,H) ∈ R.
(ii) 2〈v, v′〉/||v||2 ∈ Z for all (v,H), (v′, H ′) ∈ R.
(iii) The projection T ×H → H maps R onto H.
(iv) R is invariant under W , that is, (w∗v, wH) ∈ R for all (v,H) ∈ R and w ∈ W .
The rank of R is defined to be the rank of W . Each (v,H) ∈ R may be identified with
the nonconstant affine mapping E → R whose gradient is v and whose zero set is H . In
case W is finite and E is identified with T by taking the point x ∈ ∩H∈HH as origin, these
affine mappings are linear functionals and one gets a root system in the ordinary sense. In
case W is affine, one gets an affine root system in the sense of Macdonald [Mac72]. In this
case we thus call R an affine root system associated to H. An equivalent definition, under a
different name, has been given by Bruhat and Tits [BT72].
It follows immediately from (ii) that if (v,H), (v′, H ′) ∈ R and v′ = λv for some λ ∈ R,
then λ ∈ {±1
2
,±1,±2}. In particular, R associates to each H ∈ H either a pair {±v} or
a quadruple {±v,±2v} of nonzero normal vectors. Moreover it is clear that together with
R also Rred := {(v,H) ∈ S | (12v,H) 6∈ S}, Rred′ := {(v,H) ∈ S | (2v,H) 6∈ S}, and
Rˇ = {(vˇ, H) | (v,H) ∈ S} are root systems associated to H, where vˇ := 2v/||v||2. R is called
reduced if it coincides with Rred, i. e. if R associates a pair {±v} of normal vectors to each
H ∈ H, and nonreduced otherwise. R is called irreducible if W is irreducible.
Examples of affine root systems. Assume W is an irreducible affine Weyl group
associated to a family of hyperplanes H and let ∆ denote the unique reduced root system
satisfying (7.1). It follows from [Bou68, ch. VI, § 2, Prop. 2] that
R = {(hα, Lα,k) | α ∈ ∆, k ∈ Z}
is a reduced affine root system, where hα ∈ T is defined by 〈hα, x〉 = α(x) for all x ∈ T .
Since the distance between Lα,k and Lα,k+1 is 1/||hα||, R can be equivalently described as
R = {(v,H) | H ∈ H, v ⊥ H, ||v|| = 1/dH},
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where dH denotes the minimal distance from H to a parallel H
′ ∈ H \ {H}. Thus to each
H is associated a canonical reduced affine root system.
Restrictions of root systems. Let E, T , H and W as above and suppose R is a root
system associated to H. Let E ′ be an affine subspace of E, T ′ its group of translations and
H′ = {H ∩ E ′ | H⊥ ⊂ T ′}. Assume that the set of v ∈ T ′ such that (v,H) ∈ R for some
H ∈ H spans T ′. Then we have the following result whose proof is simple.
Lemma 7.4. The set R′ of pairs (v′, H ′) ∈ T ′ × H′ such that there exists (v,H) ∈ R with
v = v′ and H ∩ E ′ = H ′ is a root system in E ′ associated to H′.
R′ is called the root system obtained from R by restriction to E ′.
The classification of irreducible affine root systems. Let R be an irreducible affine
root system associated to H. For simplicity, we assume that the rank of R is at least two
(the rank one case can also be done easily, but is not relevant to us). Suppose first that R is
reduced. Then it is completely determined by its length function ℓ : H → R, which is given
by ℓ(H) := ||v|| for (v,H) ∈ R. Namely, R = {(v,H) ∈ T × H | v ⊥ H, ||v|| = ℓ(H)}.
Since ℓ is invariant under W and W acts transitively on the set of alcoves, ℓ is determined
by its values on the walls of one fixed alcove, and thus on the vertices of the Coxeter graph.
Moreover ℓ has to take the same value on any two vertices that are linked by a single edge.
More generally, it follows from (ii) in Definiton 7.3 that ℓ(H) = c ℓ(H ′) with c ∈ {2± 12}
or {3± 12} if the vertices associated to H and H ′ are linked by 2 or 3 edges, respectively.
In each case, we encode the actual choices of c 6= 1 in the Coxeter graph by adding to
the corresponding link an arrow pointing to the vertex of shorter length. The so obtained
diagram is called the Dynkin diagram of R. It determines the root system uniquely up to
scaling once the correspondence between vertices of the diagram and walls of the fixed alcove
is given, and up to similarity without this extra piece of information. Here two irreducible
root systems R, R′ associated to families H, H′ in E, E ′, respectively, are called similar
if there exists λ > 0 and an affine mapping ϕ : E → E ′ which is the composition of an
isometry with a homothety such that R′ = {(λϕ∗v, ϕH) | (v,H) ∈ R}. From the above
restrictions, one obtains precisely the list in Table 1 for the possible Dynkin diagrams of
irreducible reduced affine root systems of rank at least 2 .
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Type Diagram
A˜n, n ≥ 2
❡ ❡ ❡♣ ♣ ♣
❡
✱
✱
✱
❧
❧
❧
B˜n, n ≥ 3
❡
❡
❡ ❡ ❡♣ ♣ ♣❅
 
>
B˜vn, n ≥ 3
❡
❡
❡ ❡ ❡♣ ♣ ♣❅
 
<
C˜n, n ≥ 2 ❡ ❡ ❡ ❡ ❡ ❡> <♣ ♣ ♣
C˜vn, n ≥ 2 ❡ ❡ ❡ ❡ ❡ ❡< >♣ ♣ ♣
C˜ ′n, n ≥ 2 ❡ ❡ ❡ ❡ ❡ ❡> >♣ ♣ ♣
D˜n, n ≥ 4
❡
❡
❡ ❡
❡
❡
♣ ♣ ♣❅
 
 
❅
E˜6
❡ ❡ ❡ ❡ ❡
❡
❡
E˜7
❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
E˜8
❡ ❡ ❡ ❡ ❡ ❡ ❡ ❡
❡
F˜4 ❡ ❡ ❡ ❡ ❡>
F˜ v4
❡ ❡ ❡ ❡ ❡<
G˜2 ❡ ❡ ❡>
G˜v2
❡ ❡ ❡<
Table 1: Dynkin diagrams of reduced irreducible affine root systems of rank at least 2.
That all diagrams in Table 1 occur indeed as diagrams of affine root systems follows
from the examples discussed above. The canonical affine root system associated to H (more
precisely, its similarity type) is denoted by the same symbol as the corresponding affine Weyl
group. The geometric meaning of the arrows in this case can be explained as follows. Each
vertex is associated to a family of equally spaced parallel hyperplanes, and an arrow always
points to a family that is wider spaced. The difference between the diagrams of R and Rˇ is
that the directions of the arrows are all reversed as the product of their length functions is
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2. In this way, all diagrams listed above are obtained, except C˜ ′n which can be obtained by
a modification of the construction of the canonical root system [Mac72].
Suppose now R is nonreduced. In this case R is completely determined by Rred and
the information for which H ∈ H there exists v ∈ T with (v,H), (2v,H) ∈ H. This
property is invariant under the Weyl group and thus can be encoded in the Dynkin diagram
of Rred by adding a second, larger concentric circle around the corresponding vertex, following
the notation of [Loo69]. The diagram so obtained is called the Dynkin diagram of R and
determines R as before up to scaling (similarity). Again (ii) in Definition 7.3 restricts which
vertices can admit a second concentric circle. Namely, if (v,H), (2v,H), (v′, H ′) ∈ R then
m = 〈v,v
′〉
||v||2
, n = 2 〈v,v
′〉
||v′||2
∈ Z implying mn ≤ 2 and hence ||v′||2 = 2||v||2 unless v, v′ are parallel
or orthogonal. As we are assuming the rank of R to be at least two, a concentric circle can
be added only to a vertex v in the Dynkin diagram of Rred which is only doubly linked to
other vertices and for which the arrows point to v . The possible diagrams are listed in
Table 2, where the type refers to (Rred, Rred′).
Type Diagram
(B˜n, B˜
v
n)
❡
❡
❡ ❡ ❝❣♣ ♣ ♣❅
 
>
(C˜vn, C˜
′
n)
❝❣ ❡ ❡ ❡ ❡ ❡< >♣ ♣ ♣
(C˜ ′n, C˜n)
❝❣ ❡ ❡ ❡ ❡ ❡< <♣ ♣ ♣
(C˜vn, C˜n)
❝❣ ❡ ❡ ❡ ❡ ❝❣< >♣ ♣ ♣
(C˜2, C˜
v
2)
❡ ❝❣ ❡> <
Table 2: Dynkin diagrams of nonreduced irreducible affine root systems of rank at least 2.
That all diagrams in Table 2 actually occur can be seen by the following construction.
Enlarge Rred with the elements (2v,H) for all (v,H) ∈ Rred such that H is conjugate under
W to a vertex with a double circle. Then we only need to check condition (ii) in Definition 7.3
to show that this enlarged set is a root system with the required properties. If there is only
one vertex with an additional concentric circle this follows by the remark that for the two
diagrams one obtains by deleting the additional circle and keeping or reversing the direction
of the arrows to that vertex there exists always a root system. If there are two additional
circles one applies the same argument to either of them using the first step.
Root systems of isoparametric submanifolds. Consider first the case of a finite
dimensional homogeneous compact isoparametric submanifold M of rank at least two in
Euclidean space, which we may assume to be contained in a sphere around the origin.
By Dadok’s theorem [Dad85], M can be identified with a principal orbit of the isotropy
representation of an irreducible symmetric space G/K of compact type, where (G,K) is an
effective symmetric pair and K is connected. Let g = k + p be the corresponding Cartan
decomposition and fix x ∈ M . The affine and linear normal spaces of M at x coincide, and
νxM is a maximal Abelian subalgebra a ⊂ p. Recall that the root system ∆ of G/K with
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respect to a is given by ∆ = {α ∈ a∗ \ {0} | pα 6= 0}, where pα = {X ∈ p | ad2HX =
−α(H)2X} for all H ∈ a}. One sees that the focal hyperplanes of M in νxM = a coincide
with the kernels of the roots in ∆. We identify each α ∈ ∆ with the pair (hα, kerα), where
hα ∈ a is defined by 〈hα, v〉 = α(v) for all v ∈ a, in order to associate a root system to the
set H of focal hyperplanes of M in νxM . We call this the root system of M . It follows from
the next result that it is independent of the identification of M with a principal orbit of the
isotropy representation of a symmetric space. Hence it is well defined, up to scaling.
Proposition 7.5. Let G/K, G′/K ′ be irreducible symmetric spaces of compact type of rank
at least two, where (G,K), (G′, K ′) are effective symmetric pairs and K, K ′ are connected.
Let g = k + p, g′ = k′ + p′ be the corresponding decompositions of the Lie algebras of G, G′
into the ±1-eigenspaces of the involutions, respectively. Assume ϕ : p → p′ is an isometry
that maps a principal K-orbit onto a principal K ′-orbit. Then, after multiplication by a
suitable constant, ϕ maps the root system of G/K with respect to a onto the root system of
G′/K ′ with respect to ϕ(a), where a is any normal space to the principal K-orbit.
Proof. By irreducibility, after multiplying ϕ by a suitable constant, we may assume that
〈ϕx, ϕy〉′ = 〈x, y〉 for all x, y ∈ p, where 〈, 〉, 〈, 〉′ denote the negatives of the Killing forms
of g, g′, respectively. Now it suffices to show that ϕ extends to a Lie algebra isomorphism
from g = k+ p to g′ = k′ + p′ preserving the decompositions.
By effectiveness, we can identify K, K ′ with subgroups of O(p), O(p′), respectively. Then,
using the rank assumption, K (and similarly K ′) is the maximal connected subgroup of
O(p) with its orbits (this follows from [Sim62], cf. [BCO03, Prop. 4.3.9], or [EH99]). Since
an isoparametric foliation is determined by any regular leaf, ϕ has to map the K-orbit
foliation to the K ′-orbit foliation and thus conjugates K to K ′. Now ϕ can be extended to
a linear bijective map g → g′ preserving the decompositions by putting ϕ(A) = ϕAϕ−1 for
all A ∈ k. This is clearly a Lie algebra isomorphism from k to k′, but also from g to g′ as
[ϕ(A), ϕx] = ϕAϕ−1(ϕx) = ϕ[A, x],
and
〈ϕ(A), [ϕx, ϕy]〉′ = 〈[ϕ(A), ϕx], ϕy〉′
= 〈ϕ[A, x], ϕy〉′
= 〈[A, x], y〉
= 〈A, [x, y]〉
= 〈ϕ(A), ϕ[x, y]〉′
for all A ∈ k and x, y ∈ p. Here we have used that ϕ preserves the inner products as k ⊥ p,
k′ ⊥ p′ and
〈ϕ(A), ϕ(B)〉′ = 〈ϕ(A), ϕ(B)〉k′ − trp′ϕ(A)ϕ(B)
= 〈A,B〉k − trpAB
= 〈A,B〉
for all A, B ∈ k where 〈, 〉k, 〈, 〉k′ denote the negatives of the Killing forms of k, k′ and trp,
trp′ denote the traces of operators on p, p
′, respectively. 
By construction it is clear that the root system is invariant under isometries. More pre-
cisely we have
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Lemma 7.6. Assume M is finite dimensional. Let ϕ be an isometry from V to another
Euclidean space V ′ and let M ′ = ϕM . Then, for any x ∈ M , ϕ maps the root system of M
in x+ νxM to the root system of M
′ in ϕ(x) + νϕ(x)M
′, up to a scaling factor.
Since a finite dimensional isoparametric submanifold M is congruent to an orbit of the
isotropy representation of a symmetric space and the root system of M coincides with that
of the symmetric space, we get from the standard theory of symmetric spaces
Proposition 7.7. Assume M is a finite dimensional homogeneous compact isoparametric
submanifold of rank at least two in an Euclidean space V and let L be an irreducible slice
of M of rank at least two through x ∈ M with affine span W . Then the root system of L
associated to the focal hyperplanes in the affine normal space of L at x in W is obtained by
restriction from the root system of M associated to the focal hyperplanes in x+ νxM , up to
scaling.
After this preparation, we come the main result of this section.
Theorem 7.8. For each infinite dimensional connected complete full irreducible isoparamet-
ric submanifold M of rank at least two in a separable Hilbert space V and x ∈ M , there
exists a naturally defined affine root system associated to the family of focal hyperplanes in
x+ νxM which is unique up to scaling.
Proof. Let E = x + νxM and let H be the family of focal hyperplanes in E. Then the
group W generated by the reflections in the elements of H is an affine Weyl group. Fix an
alcove A and denote its walls by Hi1, . . .Hin+1, which also parametrize the vertices of the
Coxeter graph ofW . In order to have an affine root system associated to H, up to scaling, we
need to specify in the Coxeter graph the arrows attached to the double and triple links, and
the possible additional circles around vertices that are only doubly linked to other vertices
(with arrows pointing to the given one). We proceed as follows. For any two vertices Hia,
Hib that are doubly or triply linked, consider the finite dimensional rank two slice LP (x)
where P is the affine span of the curvature normals via, vib and transfer the information
about arrows and additional circles from the Dynkin diagram of LP (x) to the subdiagram of
M with vertices Hia, Hib. In this way we get well defined arrows. That also additional circles
are well defined — the only problem arises for the middle vertex in the C˜2 graph which lies
in two such subgraphs — follows from the fact that the information about additional circles
can also be read off from the multiplicities (cf. section 2).
The construction of the affine root system of M is also independent of the chosen alcove.
If A′ is another alcove then there exists an element w ∈ W with A′ = wA. The walls
of A′ are wHi1, . . . , wHin+1. Let P be the affine span of via , vib for a 6= b. There exists
an isometry ϕ of V that preserves M and maps x to wx. Then ϕ(LP (x)) = LP (wx) and
ϕHia = wHia, ϕHib = wHib as ϕ coincides with w on the affine normal space x + νxM due
to ϕvi(x) = vi(wx) = wvi(x) for all i ∈ I∗. Therefore ϕ, which maps the root system of
LP (x) isometrically onto that of LP (wx), maps the Dynkin diagram of LP (x) with vertices
Hia, Hib isomorphically to the Dynkin diagram of LP (wx) with vertices wHia, wHib. 
It is now clear that Lemma 7.6 and Proposition 7.7 carry over to to the infinite dimensional
setting.
Corollary 7.9. (i) The (finite or affine) root system of an irreducible slice of rank at
least two of M is obtained from that of M by restriction.
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(ii) Let ϕ be an isometry from V to another Hilbert space V ′ and let M ′ = ϕM . Then,
for any x ∈ M , ϕ maps the root system of M in x + νxM to the root system of M ′
in ϕ(x) + νϕ(x)M
′, up to a scaling factor.
8. Γ along rank one slices
In order to use Proposition 6.5 effectively, we have to understand which components
(ΓEiEj)Ek of ΓEiEj might be non-zero if vi and vj are linearly dependent.
The first result is a reduction to the rank two case.
Lemma 8.1. (i) If the affine Weyl group W of M is isomorphic to A˜n (n ≥ 2), D˜n
(n ≥ 4), E˜n (n = 6, 7 or 8) or F˜4 then any rank one slice is contained in a slice L of
type A˜2.
(ii) If W is isomorphic to B˜n or C˜n (n ≥ 2) then any rank one slice is contained in a
slice of type A˜2 or in a slice whose Dynkin diagram has a symbol which is obtained
from that of the Dynkin diagram of M by replacing n by 2 and (if W is isomorphic
to B˜n) B by C (e.g. if M is of type (B˜n, B˜
v
n) then any rank one slice is contained in
a slice of type A˜2 or (C˜2, C˜
v
2)).
Proof. We may assume the rank one slice to be infinite dimensional (since otherwise it
is simply a curvature sphere which is contained in an infinite dimensional rank one slice)
and thus of the form LP with P = Rvi for some i ∈ I∗. The focal hyperplane Hi bounds
an alcove and thus corresponds to a vertex in the Dynkin diagram. If there exists a vertex
which is joined by a single link to the vertex corresponding to Hi, then there exists a finite
dimensional slice LQ of type A2 containing Si(x) such that Q is the affine span of {vi, vj} for
some j ∈ I∗. If now Q˜ is the linear span of {vi, vj} then we see that LQ˜ is of type A˜2 and
contains LP . This proves (i) and shows in case (ii) that any rank one slice LP , P = Rvi, is
contained in a slice of type A˜2 if the hyperplane Hi is not conjugate under the Weyl group
to an extremal vertex of the Dynkin diagram that is connected by a double link to another
vertex.
To study the remaining cases it is convenient to assume, after possibly translating M in
V , that the origin of V lies in νxM and in fact in one focal hyperplane from each family
of parallel focal hyperplanes. In particular, the affine normal space is identified with the
normal space and the origin is a special point in the sense of Bourbaki [Bou68, ch. V, § 3,
nr. 10].
Consider first the case W isomorphic to B˜n. Up to rescaling the metric in νxM , we can
choose an orthonormal basis θ1, . . . , θn of the dual space (νxM)
∗ such that Hα,i = {ξ ∈
νxM | α(ξ) = i} are the focal hyperplanes, where α ∈ ∆+ := {θa, θa ± θb | 1 ≤ a < b ≤ n}
and i ∈ Z. In fact, ∆ := ∆+ ∪ (−∆+) is a a root system of type Bn with ∆+ the positive
roots (cf. [Bou68, ch. V, planche II]). Since θ1 − θ2, . . . , θn−1 − θn, θn is a basis of ∆ and
θ1 + θ2 a highest root, the hyperplanes
θ1 − θ2 = 0, . . . , θn−1 − θn = 0,
θn = 0, θ1 + θ2 = 1
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are the walls of an alcove whose associated Coxeter graph has the form
❡
❡
❡ ❡ ❡♣ ♣ ♣❅
 
(θ1−θ2,0)
(θ1+θ2,1)
(θ2−θ3,0) (θn−1−θn,0) (θn,0)
By the above discussion we may assume that vi = v(θn,0) and thus can take P ⊂ νxM to
be the linear span of {v(θn−1−θn,0), v(θn,0)}. Then the Coxeter graph of LP (x) is
❡ ❡ ❡
(θn−1−θn,0) (θn,0) (θn−1+θn,1)
Denote the reflection in Hα,i by sα,i. Since n ≥ 3, there is an element inW that maps the pair
(Hθn−1+θn,1, Hθn,0) to (Hθn−1−θn,0, Hθn,0), namely the composition sθn−2−θn−1,1sθn−2−θn−1,0sθn,0.
Hence both arrows of the Dynkin diagram of the slice point inward or outward in accordance
with the direction of the arrow in the Dynkin diagram of M . The desired result follows.
Next, consider the case W isomorphic to C˜n. Up to rescaling the metric in νxM , we can
choose an orthonormal basis θ1, . . . , θn of (νxM)
∗ such that the hyperplanes
θ1 − θ2 = 0, . . . , θn−1 − θn = 0,
2θn = 0, 2θ1 = 1
are the walls of an alcove (cf. [Bou68, ch. V, planche III]). Now the associated Coxeter graph
has the form
❡ ❡ ❡ ❡ ❡ ❡♣ ♣ ♣
(2θ1,1) (θ1−θ2,0) (θn−1−θn,0) (2θn,0)
Wemay assume that vi = v(2θn,0) and can take P ⊂ νxM to be the linear span of {v(θn−1−θn,0), v(2θn,0)}.
Then the Coxeter graph of LP (x) is
❡ ❡ ❡
(2θn−1,1) (θn−1−θn,0) (2θn,0)
Since the finite Weyl group of type Cn contains the full permutation group on the θi (and
their flips of signs), the pair (H2θn−1,1, Hθn−1−θn,0) is W -conjugate to (H2θ1,1, Hθ1−θ2,0). This
implies the stated result. 
To deal with the case of G˜2, we need the following result.
Lemma 8.2. If the affine Weyl group of M is isomorphic to G˜2 then ΓEiEj = 0 for all i,
j ∈ I∗ with vi ⊥ vj.
Proof. Let P be the affine span of {vi, vj} for some i, j ∈ I∗ with vi ⊥ vj (fixing some
point x ∈ M as usually). Then LP is finite dimensional (since 0 6∈ P ) and focalizes at
the intersection point of Hi and Hj in the affine normal space. If there is no further focal
line passing through this point then LP is of type A1 × A1 and the statement is clear.
Otherwise there must be exactly six focal lines passing through this point and LP is of
type G2. Therefore it suffices to check the statement for finite dimensional homogeneous
isoparametric submanifolds of type G2, in which case it follows from simple properties of
the associated root system. In fact, such a submanifold is congruent to a principal orbit of
the isotropy representation of a symmetric space G/K and we can apply the discussion in
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subsection 3.3. We employ the notation from there and recall that we are dealing with a
reduced root system. For Xλ ∈ Eλ, Yµ ∈ Eµ we have
ΓXλYµ = [Xˇλ, Yµ] ∈ [kλ, pµ] ⊂ pλ+µ + pλ−µ,
where Xˇλ is the unique element in kλ satisfying [Xˇλ, x] = Xλ. In the specific case of G2, it
is a standard fact that orthogonal roots are always strongly orthogonal, i.e. λ ⊥ µ implies
that λ±µ are not roots, which can also be immediately seen from the explicit description of
the root system: Λ = {±λ1,±λ2,±(λ1 + λ2),±(2λ1 + λ2),±(3λ1 + λ2),±(3λ1 + 2λ2)}. The
desired result follows. 
One of the main ingredients to describe the image of Γ is surprisingly the following ele-
mentary lemma in Euclidean plane geometry.
Lemma 8.3. Let ℓ1, ℓ2, ℓ3 be three different parallel lines in the plane and let xi be a point
in ℓi for each i. Let ℓij for 1 ≤ i < j ≤ 3 be the line through xi and xj.
(i) If the angles between any two of the six lines above are multiples of π/6 but never π/2
then x1, x2, x3 are colinear.
(ii) If the angles between any two of the six lines above are multiples of π/4 then either
x1, x2, x3 are colinear or one of the lines ℓ1, ℓ2, ℓ3, say ℓ2, lies exactly in half way
distance in between the other two. In the later case ℓ13 is orthogonal to ℓ2.
Proof. Without loss of generality we may assume that ℓ2 lies between ℓ1 and ℓ3. Suppose
that x1, x2, x3 are not colinear, which is equivalent to saying that ℓ12, ℓ13, ℓ23 are pairwise
different. Plainly from the formula for the angle sum, it is readily seen that the angles of
the triangle with vertices x1, x2, x3 can only be π/6, π/6, 2π/3, or all π/3 in case (i) and
are necessarily π/4, π/4, π/2 in case (ii). Therefore neither ℓ12 nor ℓ23 is orthogonal to ℓ2
and ℓ2 bisects the angle between x1 − x2 and x3 − x2. This implies that the angles of the
triangle at x1 and x3 are equal and that ℓ13 is orthogonal to ℓ2. This is a contradiction in
case (i) and proves the result in case (ii). 
Next we prove Theorem C, as stated in the introduction. It will be further sharpened by
Theorem 8.12.
Theorem 8.4. If the affine Weyl group W of M is isomorphic to A˜n (n ≥ 2), D˜n (n ≥ 4),
E˜n (n = 6, 7 or 8), F˜4 or G˜2 then
ΓEiEj ⊂ E0
for all i, j ∈ I∗ with vj ∈ Rvi.
Proof. By Lemma 8.1 we may assumeW is isomorphic to A˜2 or G˜2 and by Proposition 3.11
we may assume i 6= j. Assume that there exist Xi ∈ Ei, Yj ∈ Ej and m ∈ I∗ with
(ΓXiYj)Em 6= 0. Since LP for P = Rvi(x) is totally geodesic, we must then have vm ∈ Rvi,
and by Propositions 3.11 and 3.12, m 6= i, j. According to Theorem 4.1 there exist k, l ∈ I∗
with vk, vl linearly independent and Zk ∈ Ek, Wl ∈ El such that 〈(ΓXiYj)Em,ΓZkWl〉 6= 0.
Since the line through vk and vl meets P in at most one point, we have 〈ΓXiYj,ΓZkWl〉 =
〈(ΓXiYj)Em,ΓZkWl〉 6= 0 and no three among vi, vj, vk, vl are colinear. Thus Corollary 5.10
yields
0 6= 〈(ΓXiYj)Em,ΓZkWl〉 = 〈ΓZkYj,ΓXiWl〉+ c · 〈ΓXiZk,ΓYjWl〉
for some c ∈ R. At least one of the terms on the right hand side is nonzero, so at least one
of the following two cases must be true: (i) the lines through vk, vj and vi, vl meet at some
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curvature normal, say vn; (ii) the lines through vi, vk and vj, vl meet at some curvature
normal. The analysis is completely similar in both cases, so we assume (i) is true. Now we
have the following picture for the focal lines: Hi, Hj, Hm are parallel and pairwise different,
and Hk, Hl, Hn are three other lines such that Hk, Hl meet at Hm, Hk, Hn meet at Hj, and
Hl, Hn meet at Hi. The intersection points are not colinear as k 6= l. However this is in
contradiction with Lemma 8.3 since the angle between any two of these lines is a multiple of
π/6 and no two among them are orthogonal. The non-orthogonality is of course automatic
in the A˜2 case and follows from Lemmata 3.16(ii) and 8.2 in the G˜2 case. 
In view of the discussion at the end of section 6, Theorem 8.4 already yields continuity of
Γ in all cases but B˜n and C˜n.
Corollary 8.5. If the affine Weyl group of M is of type A˜, D˜, E˜, F˜ or G˜ then ΓXi is
continuous for all Xi ∈ Ei and i ∈ I∗.
The next theorem extends Theorem 8.4 to the remaining cases of B˜ and C˜. However,
to get continuity of ΓXi in those cases, it will be necessary to refine its information. The
required refinements are given by Propositions 8.10 (case Ei is irreducible) and 8.13 (case Ei
is reducible).
As already in the last section, we identify the index set I∗ with A× Z.
Theorem 8.6. Let α ∈ A and i, j ∈ Z with i 6= j. Then
ΓEα,iEα,j ⊂ E0 ⊕Eα,2i−j ⊕ Eα,2j−i ⊕ Eα, i+j
2
,
where the last term is to be omitted if i+ j is odd.
Proof. We may assume W ∼= C˜2 due to Theorem 8.4 and Lemma 8.1(ii). Since the rank
one slice LP for P = Rvα,i(x) is totally geodesic, ΓEα,iEα,j ⊂ E0 ⊕
⊕
k∈ZEα,k. Assume
(ΓXα,iYα,j)Eα,m 6= 0 for some Xα,i ∈ Eα,i, Yα,j ∈ Eα,j and some m ∈ Z, where m 6= i, j
necessarily. Then we find by Theorem 4.1 (β, k), (γ, ℓ) ∈ A × Z with β 6= γ and Zβ,k ∈
Eβ,k, Wγ,ℓ ∈ Eγ,ℓ such that 〈(ΓXα,iYα,j)Eα,m ,ΓZβ,kWγ,ℓ〉 6= 0 and deduce as in the proof of
Theorem 8.4 that (ΓEα,iEγ,ℓ)Eδ,n and (ΓEα,jEβ,k)Eδ,n are not zero for some (δ, n) ∈ A × I.
Therefore we have again three parallel lines Hα,i, Hα,j, Hα,m in the affine normal space, and
three further lines Hβ,k, Hγ,ℓ, Hδ,n which are pairwise different and such that two of which
intersect on Hα,r for each r ∈ {i, j,m}. Thus Lemma 8.3 implies that one of the parallel
lines has to lie exactly in the middle between the other two lines or, equivalently, that one of
the indices i, j, m is the arithmetic mean of the other two, that is m = i+j
2
, 2i− j or 2j − i.

Combining Theorem 8.6 with Corollary 5.11 yields the following result, which makes
Lemma 6.4 applicable in general.
Corollary 8.7. Let α ∈ A and i, j, k ∈ Z with i 6= j. Then
ΓEα,iEα,j ⊥ ΓEα,iEα,k
if k is not one of
4j − 3i, 2j − i, j, i+ j
2
,
3i+ j
4
,
3i− j
2
, 2i− j, 3i− 2j.
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Proof. We may assume that k 6= i. Let i = (α, i), j = (α, j), k = (α, k). Now the condition
vj
vk
6= vi−vj
vk−vi
in Corollary 5.11 is equivalent to k 6= 2i− j. Moreover (ΓEiEj)Em ⊥ ΓEiEk for all
m ∈ I∗ follows from Theorem 8.6 together with {2i−j, 2j− i, i+j
2
}∩{2i−k, 2k− i, i+k
2
} = ∅.
Finally (ΓEiEj)Ek = 0 follows from Theorem 8.6 and k 6= 2i− j, 2j − i, i+j2 . 
Let P ⊂ x+ νxM be an affine line containing precisely four curvature normals, say vi, vj,
vk, vl. Then the corresponding slice is necessarily finite dimensional and either of type B2
or (BC)2. We may assume vi ⊥ vj and vk ⊥ vl after an eventual permutation of the indices.
The slice is of type B2 if Ei, Ej, Ek, El are all irreducible, and of type (BC)2 if one pair
among Ei, Ej and Ek, El is irreducible and the other is reducible.
Lemma 8.8. Let P ⊂ x+νxM be an affine line containing precisely four curvature normals,
say vi, vj, vk, vl with vi ⊥ vj and vk ⊥ vl.
(i) ΓEiEj = 0 if the corresponding slice is of type B2 and vi, vj correspond to the long
roots in this slice.
(ii) (ΓEiEj)E′k = 0 if Ek is reducible (and Ei, Ej are irreducible).
(iii) ΓE′′
i
Ej = ΓEiE
′′
j = 0 if Ei and Ej are reducible.
Proof. The corresponding slice is homogeneous and thus congruent to a principal orbit
of the isotropy representation of a symmetric space. The roots of the symmetric space are,
up to sign, in a natural bijection with the focal lines and therefore with vi, vj, vk, vl. We
may assume that the root system is of the form {±θ1,±θ2,±(θ1 ± θ2)} in the B2 case and
{±θ1,±θ2,±2θ1,±2θ2,±(θ1±θ2)} in the (BC)2 case. Now (i)-(iii) follow from the discussion
in subsection 3.3 by using the bracket relations
(i’) [kθ1+θ2, pθ1−θ2 ] = [kθ1−θ2, pθ1+θ2 ] = 0 (case B2),
(ii’) [kθ1+θ2, pθ1−θ2 ] = [kθ1−θ2, pθ1+θ2 ] ⊂ p2θ1 + p2θ2 (case BC2),
(iii’) [k2θ1 , pθ2 + p2θ2 ] = [k2θ2 , pθ1 + p2θ1 ] = 0 (case BC2),
respectively. 
Remark 8.9. Let W be an affine Weyl group isomorphic to C˜2 acting on an Euclidean plane,
which is generated by reflections on a family of lines H. We call a point an intersection
point if it lies on at least two different lines in H. It is clear that along any reflection line
the intersection points are equally spaced, and there are exactly two possibilities for their
spacing, one being wider than the other. Let H and H ′ be two nonparallel lines in H.
(i) If the spacing of intersection points along H is wide (or H ⊥ H ′) then there passes
through each intersection point on H a line in H which is parallel to H ′.
(ii) In general, there passes at least through each second intersection point on H a line
in H which is parallel to H ′.
Proposition 8.10. Let i, j ∈ Z with i−j even and m = i+j
2
. Let α ∈ A with Eα,i irreducible.
Then
(8.11) (ΓEα,iEα,j)Eα,m = 0
unless the diagram of M is
❡ ❡ ❡ ❡ ❡ ❡> >♣ ♣ ♣ or ❝❣ ❡ ❡ ❡ ❡ ❡< >♣ ♣ ♣
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and (α, i) corresponds to the right extremal vertex while (α,m) corresponds to the left one.
In particular equation (8.11) holds if i− j is divisible by 4 or the affine Weyl group of M is
not of type C˜n (n ≥ 2).
Proof. If (α, i) and (α,m) correspond to the two extremal vertices of a C˜n diagram then
i − m is odd necessarily, that is, i − j is not divisible by 4. Hence it suffices to prove the
first assertion, i.e. that (ΓEα,iEα,j)Eα,m 6= 0 can only occur in the two special cases described
above.
By Theorem 8.4 and Lemma 8.1 we may assume M to be of type C˜2. Note that according
to Lemma 8.1 the arrows in the diagram of a slice of type C˜2 both point inward or both
point outward if M is of type B˜n and do not change direction if M is of type C˜n.
So let M be of type C˜2 and assume that (ΓEα,iEα,j)Eα,m 6= 0. Exactly as in the proof of
Theorem 8.6 we find β, γ, δ ∈ A and k, ℓ, n ∈ Z with β 6= γ and such that (ΓEβ,kEγ,ℓ)Eα,m ,
(ΓEβ,kEα,i)Eδ,n and (ΓEγ,ℓEα,j)Eδ,n are all nonzero. Lemma 8.3 yields that the focal lines Hβ,k
and Hγ,ℓ are orthogonal to each other and make an angle π/4 with Hα,m, and that Hδ,n is
orthogonal to Hα,i. Let xi ∈ Hα,i and xm ∈ Hα,m be the intersection points of Hδ,n, Hβ,k
and of Hβ,k, Hγ,ℓ, respectively.
We first observe that Eβ,k and Eγ,ℓ are necessarily irreducible. In fact, if one of them were
reducible, then also the other one would be, since reflection at Hα,m maps Hβ,k to Hγ,ℓ. By
Lemma 8.8(iii) we have ΓEβ,kEγ,ℓ = ΓE′β,kE
′
γ,ℓ and Eβ,k, Eγ,ℓ could be replaced in our argu-
ment by their components E ′β,k, E
′
γ,ℓ as they have only to satisfy 〈(ΓEα,iEα,j)Eα,m ,ΓEβ,kEγ,ℓ〉 6=
0. However, (ΓE′
β,k
Eα,i)Eδ,n 6= 0 would then be in contradiction to Lemma 8.8(ii).
If i−m is even or (α, i) corresponds to the vertex in the middle of the diagram of M (of
C˜2-type) then there exists due to Remark 8.9 an integer ℓ1 such that Hγ,ℓ1 passes through
the intersection point of Hα,m and Hδ,n. Reflection at Hγ,ℓ1 maps xm to xi, Hα,m to Hδ,n,
Hγ,ℓ to a parallel focal line Hγ,ℓ2 through xi, and preserves Hβ,k. This implies ΓEβ,kEγ,ℓ2 6= 0
in contradiction to ΓEα,iEδ,n 6= 0 and Lemma 8.8(i). Note that Eα,i, Eβ,k, Eδ,n and Eγ,ℓ2 all
belong to the slice centered at xi, which is of type B2 as Eα,i is irreducible by assumption
and Eβ,k is irreducible by the above. Thus i−m is odd and (α, i) corresponds to one of the
extremal vertices of the diagram of M . Since i−m is odd, (α,m) corresponds to the other
extremal vertex of the diagram. We also see that the root corresponding to (α, i) in the slice
centered at xi must be short by Lemma 8.8 as ΓEα,iEδ,n 6= 0. Hence an arrow points to the
vertex corresponding to (α, i).
Finally, consider Eα,m. If it is irreducible, and thus the slice centered at xm is also
of type B2, then the root corresponding to (α,m) must be long again by Lemma 8.8, as
ΓEβ,kEγ,ℓ 6= 0. Hence in this case the diagram of M is ❡ ❡ ❡> >
(α,m) (α, i)
where (α,m) and (α, i)
correspond to the vertices indicated. On the other hand, if Eα,m is reducible, the diagram
necessarily is ❝❣ ❡ ❡< >
(α,m) (α, i)
as the arrow between two vertices always points to that one which
corresponds to a reducible eigenspace, if such a vertex occurs. 
The next theorem is not necessary for the proof of the continuity of Γ, but it contains
interesting information that sharpens Theorem 8.4.
Theorem 8.12. Assume Eα,i is irreducible. Then
(i)
ΓEα,iEα,j ⊂ E0
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if i− j is divisible by 4 or the Weyl group of M is not of type C˜n (n ≥ 2).
(ii)
ΓEα,iEα,j ⊂ E0 + Eα, i+j
2
if i− j is even.
Proof. If i−j is even orW is not of type C˜n then (ΓEα,2i−jEα,j)Eα,i = (ΓEα,iEα,2j−i)Eα,j = 0
by Proposition 8.10 (note that (2i−j)−j = 2(i−j) is divisible by 4 if i−j is even, and that
E2i−j is irreducible) and hence (ΓEα,iEα,j)Eα,2i−j = (ΓEα,iEα,j)Eα,2j−i = 0 by Lemma 3.16.
Thus (i) and (ii) follow from Theorem 8.6 and Proposition 8.10. 
Proposition 8.13. Let i, j ∈ Z with i− j even, i 6= j, and m = i+j
2
. Let α ∈ A with Eα,i
reducible. Then
(i) (ΓE′′α,iEα,j)Eα,m = 0.
(ii) Eα,m is reducible and (ΓEα,iEα,j)E′α,m = 0 if i− j is divisible by 4.
Proof. In both cases we follow essentially the proof of Proposition 8.10.
(i) Suppose, to the contrary, that (ΓE′′α,iEα,j)Eα,m 6= 0. Then we can find β, γ, δ ∈ A
and k, ℓ, n ∈ Z with (ΓEβ,kEγ,ℓ)Eα,m 6= 0, (ΓE′′α,iEβ,k)Eδ,n 6= 0 and (ΓEα,jEγ,ℓ)Eδ,n 6= 0, which
implies that Hβ,k and Hγ,ℓ are orthogonal, each of them makes an angle of π/4 with Hα,m,
and Hδ,n is orthogonal to Hα,i. In particular Eδ,n is also reducible as the reflection on Hβ,k
is an element of the affine Weyl group that maps Hα,i to Hδ,n. However (ΓE′′α,iEβ,k)Eδ,n 6= 0
yields ΓE′′α,iEδ,n 6= 0 and this contradicts Lemma 8.8(iii).
(ii) If i− j is divisible by 4, then i−m is divisible by 2, so there is an element in the affine
Weyl group that maps Hα,i to Hα,m and this shows that Eα,m is reducible.
Suppose now that (ΓEα,iEα,j)E′α,m 6= 0. Then we can find β, γ, δ ∈ A and k, ℓ, n ∈ Z with
(ΓEβ,kEγ,ℓ)E′α,m 6= 0, (ΓEα,iEβ,k)Eδ,n 6= 0 and (ΓEα,jEγ,ℓ)Eδ,n 6= 0. However the first inequality
is a contradiction to Lemma 8.8(ii) as Hβ,k and Hγ,ℓ make an angle of π/4 with Hα,m and
thus Eβ,k, Eγ,ℓ are irreducible. Note that in a finite dimensional rank 2 slice of type (BC)2
exactly one pair of orthogonal focal lines corresponds to irreducible eigenspaces. 
Using the same idea as in the proof of Theorem 8.12, one gets from Theorem 8.6 and
Proposition 8.13 the statements (i)-(iv) of Theorem E. Thus Theorems D and E follow from
Theorem 8.6 and the last two results.
The following result is a simple application of Theorems D and E.
Theorem 8.14. If M is infinite dimensional so is E0.
Proof. Let α ∈ A. Then Corollary 8.7 implies that for all j ∈ Z\{0}, ΓEα,0Eα,j ⊥ ΓEα,0Eα,k
for all but finitely many k ∈ Z. Starting with j1 = 4 we may thus construct a monotone
sequence (jk)k ≥ 1 in 4Z such that ΓEα,0Eα,jk ⊥ ΓEα,0Eα,jℓ for all k 6= ℓ. If Eα,0 is irreducible
(resp. reducible) so are the Eα,jk , and ΓEα,0Eα,jk ⊂ E0 (resp. ΓE′′α,0E ′′α,jk ⊂ E0) by Theorem D
(resp. Theorem E). Since those subspaces are pairwise orthogonal and never zero due to
Corollary 5.9, the result follows. 
9. Continuity of Γ and rigidity
In this section, we collect results from previous sections to prove the continuity of Γ in
complete generality (Theorem A). The rigidity theorem (Theorem B) is then a consequence.
Proposition 9.1. Let α ∈ A, let i, j ∈ Z with i 6= j, and let Xα,i ∈ Eα,i, Yα,j ∈ Eα,j. Then
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(i)
||ΓXα,iYα,j||2 ≤ ||vα,i||2||Xα,i||2||Yα,j||2 + 3||(ΓXα,iYαj)E
α,
i+j
2
||2,
where the last term is to be omitted in case i− j is odd.
(ii) If i− j is not divisible by 2k for some integer k ≥ 1 then
||ΓXα,iYα,j|| ≤ 2k−1||vα,i||||Xα,i||||Yα,j||.
Proof. We combine Proposition 6.5 together with Theorem 8.6 to write
1
2
||vα,i||2||Xα,i||2||Yα,j||2 = ||(ΓXα,iYα,j)E0||2 + 2||(ΓXα,iYα,j)Eα,2i−j ||2
+
1
2
||(ΓXα,iYα,j)Eα,2j−i ||2 − ||(ΓXα,iYα,j)E
α,
i+j
2
||2.
Multiplying through by 2 and adding 3||(ΓXα,iYα,j)E
α,
i+j
2
||2 to both sides yields (i).
In the proof of (ii) we use induction on k. The case k = 1 is contained in (i). Now we
assume that (ii) holds for some k ≥ 1 and that i− j is not divisible by 2k+1. Then i− i+j
2
is
not divisible by 2k. Therefore, for Z = (ΓXα,iYα,j)E
α,
i+j
2
, we get
||(ΓXα,iYα,j)E
α,
i+j
2
||2 = 〈ΓXα,iYα,j, Z〉
= |〈Yα,j,ΓXα,iZ〉|
≤ ||Yα,j|| ||ΓXα,iZ||
≤ 2k−1 ||Yα,j|| ||vα,i|| ||Xα,i|| ||Z||,
by the Cauchy-Schwarz inequality and the induction hypothesis, and thus
||(ΓXα,iYα,j)E
α,
i+j
2
|| ≤ 2k−1 ||vα,i|| ||Xα,i|| ||Yα,j||.
The inequality in (ii) now follows from (i). 
We finally come to one of our main results.
Theorem 9.2. For all i ∈ I∗ and X ∈ Ei, ΓX is continuous. More precisely, there exists
a constant C such that ||ΓXY || ≤ C ||vi|| ||X|| ||Y || for all i ∈ I∗, X ∈ Ei and Y ∈ TxM .
In particular, the one-parameter groups F tX are smooth curves in the Banach-Lie group of
isometries of V .
Proof. Fix (α, i) ∈ A × Z and Xα,i ∈ Eα,i. For the continuity of ΓXα,i, in view of the
discussion preceeding Lemma 6.4, Corollary 8.7 and Proposition 9.1, it is enough to show
that
(9.3) ||(ΓXα,iYα,j)Eα,m|| ≤ 2 ||vα,i|| ||Xα,i|| ||Yα,j||
for all j ∈ Z with j 6= i such that j − i is divisible by 4 and all Yα,j ∈ Eα,j, where m = i+j2 .
If Eα,i is irreducible or Eα,i is reducible and Xα,i ∈ E ′′α,i, the left hand side of (9.3) is zero
(Theorems 8.10 and 8.13(i)). Thus we may assume Eα,i reducible and Xα,i ∈ E ′α,i.
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Let Z = (ΓXα,iYα,j)Eα,m. Due to Proposition 8.13(ii), Z ∈ E ′′α,m. Thus
||(ΓXα,iYα,j)Eα,m ||2 = 〈ΓXα,iYα,j, Z〉
= |〈Yα,j, (ΓXα,iZ)Eα,j〉|
≤ ||Yα,j|| ||(ΓXα,iZ)Eα,j ||
= ||Yα,j|| ||(ΓZXα,i)Eα,j ||
∣∣∣∣ vα,i − vα,jvα,m − vα,j
∣∣∣∣
≤ ||Yα,j|| ||vα,m|| ||Z|| ||Xα,i||
∣∣∣∣ vα,i − vα,jvα,m − vα,j
∣∣∣∣ ,
where we have used Cauchy-Schwarz, Codazzi (Proposition 3.15) and Proposition 9.1(i) (note
that (ΓZXα,i)E
α,m+i2
= 0 by Proposition 8.13(i)).
Recall that vα,k =
a
b+k
v0 for a unit vector v0 and a, b ∈ R. This implies that
||vα,m||
∣∣∣∣ vα,i − vα,jvα,m − vα,j
∣∣∣∣ = 2||vα,i||
and hence
||(ΓXα,iYα,j)Eα,m || ≤ 2||vα,i|| ||Xα,i|| ||Yα,j||,
as we wished.
Our discussion so far shows that there exists a constant C such that
||ΓXY || ≤ C ||vi|| ||X|| ||Y ||
for all i ∈ I∗, X ∈ Ei and Y ∈ E⊥0 . Assume now that Y ∈ E0. Since ΓXiE0 ⊥ E0, we can
find a sequence Zn ∈
∑
j∈I∗ Ej such that Zn → ΓXiY . Then
〈ΓXiY, Zn〉 = −〈Y,ΓXiZn〉 ≤ ||Y || ||ΓXiZn|| ≤ C ||vi|| ||Xi|| ||Y || ||Zn||,
which yields in the limit as n→∞ the desired inequality. 
Corollary 9.4. Γ is continuous as a bilinear mapping, that is, there exists C > 0 such that
||ΓXY || ≤ C ||X|| ||Y || for all X, Y ∈ TxM with X ⊥ E0.
Proof. If X =
∑
i∈I∗ Xi with Xi ∈ Ei and Y ∈
∑
i∈IEi then
||ΓXY || ≤
∑
i∈I∗
||ΓXiY ||
≤
∑
i∈I∗
C ||vi|| ||Xi|| ||Y ||
≤ C ||Y ||
(∑
i∈I∗
||vi||2
∑
i∈I∗
||Xi||2
)1/2
≤ C ′ ||X|| ||Y ||,
where C ′ = C
(∑
i∈I∗ ||vi||2
)1/2
< +∞. 
The continuity of Γ is essential in the proof of the following rigidity theorem.
Theorem 9.5. For any point x ∈M , αx and (∇α)x determine M completely.
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Proof. Let M˜ be a second connected complete full irreducible isoparametric submanifold
of V with x ∈ M ∩ M˜ , TxM = TpM˜ , αx = α˜x and (∇α)x = (∇α˜)x. Owing to Theorem 4.3,
Γx = Γ˜x.
It follows from TxM = TxM˜ and αx = α˜x that M and M˜ have the same normal spaces
and the same curvature spheres at x. Moreover, for each i ∈ I∗ and X ∈ Ei(x), the one-
parameter groups F tX and F˜
t
X coincide since they have the same infinitesimal generators,
defined on the whole of V by Theorem 9.2 (notice that it is at this point that the continuity
of ΓX and Γ˜X is crucial since otherwise the self-adjoint infinitesimal generators of (F
t
X)∗
and (F˜ tX)∗ might not coincide). Therefore for all y ∈ Si(x), we have by equivariance that
y ∈ M ∩ M˜ , TyM = TyM˜ , αy = α˜y and Γy = Γ˜y. Proceeding by induction we now see that
M and M˜ coincide along Qx = Q˜x. Since Qx and Q˜x are dense in M and M˜ , respectively,
the desired result follows. 
If M is finite dimensional and homogeneous, the continuity of Γ is of course obvious and
the proof of Theorem 9.5 also applies. Even in this case the result seems to be new.
References
[BCO03] J. Berndt, S. Console, and C. Olmos, Submanifolds and holonomy, Research Notes in Mathemat-
ics, no. 434, Chapman & Hall/CRC, Boca Raton, 2003.
[Bou68] N. Bourbaki, E´le´ments de mathe´matique: Groupes et alge`bres de Lie, Fascicule XXXIV, Chapitres
IV, V, VI, Hermann, 1968.
[BT72] F. Bruhat and J. Tits, Groupes re´ductifs sur un corps local, Inst. Hautes E´tudes Sci. Publ. Math.
(1972), 5–251.
[Chr02] U. Christ, Homogeneity of equifocal submanifolds, J. Differential Geom. 62 (2002), no. 1, 1–15.
[Con90] J. B. Conway, A course in functional analysis, second ed., Graduate Texts in Mathematics,
vol. 96, Springer-Verlag, New York, 1990.
[Dad85] J. Dadok, Polar coordinates induced by actions of compact Lie groups, Trans. Amer. Math. Soc.
288 (1985), 125–137.
[EH99] J. Eschenburg and E. Heintze, Polar representations and symmetric spaces,
J. Reine. Angew. Math. 507 (1999), 93–106.
[HL97] E. Heintze and X. Liu, A splitting theorem for isoparametric submanifolds in Hilbert space, J.
Differential Geom. 45 (1997), no. 2, 319–335.
[HL99] , Homogeneity of infinite-dimensional isoparametric submanifolds, Ann. Math. 149 (1999),
149–181.
[HOT91] E. Heintze, C. Olmos, and G. Thorbergsson, Submanifolds with constant principal curvatures,
Internat. J. Math. 2 (1991), no. 2, 167–175.
[HPTT95] E. Heintze, R. S. Palais, C.-L. Terng, and G. Thorbergsson, Hyperpolar actions on symmetric
spaces, Geometry, Topology, and Physics for Raoul Bott (S. T. Yau, ed.), Conf. Proc. Lecture
Notes Geom. Topology, VI, International Press, Cambridge, MA, 1995, pp. 214–245.
[Loo69] O. Loos, Symmetric spaces, II: Compact spaces and classification, W. A. Benjamin, Inc., New
York-Amsterdam, 1969.
[Mac72] I. G. Macdonald, Affine root systems and Dedekind’s η-function, Invent. Math. 15 (1972), 91–143.
[PT88] R. S. Palais and C.-L. Terng, Critical point theory and submanifold geometry, Lect. Notes in
Math., no. 1353, Springer-Verlag, 1988.
[Sim62] J. Simons, On the transitivity of holonomy systems, Ann. of Math. (2) 76 (1962), 213–234.
[Ter85] C.-L. Terng, Isoparametric submanifolds and their Coxeter groups, J. Differential Geom. 21
(1985), 79–107.
[Ter89] , Proper Fredholm submanifolds of Hilbert space, J. Differential Geom. 29 (1989), no. 1,
9–47.
[Wei06] K. Weinl, Homogeneous isoparametric submanifolds of Hilbert space, Ph.D. thesis, University of
Augsburg, 2006.
36
Instituto de Matema´tica e Estat´ıstica, Universidade de Sa˜o Paulo, Brazil
E-mail address : gorodski@ime.usp.br
Institut fu¨r Mathematik, Universita¨t Augsburg, Germany
E-mail address : ernst.heintze@math.uni-augsburg.de
37
