In this paper we present a performance model for a constant service time, globally synchronized multistage interconnection network that is an improvement on earlier work in this eld. The events at the network input are assumed to have a geometric distribution in time. As the events are combined within the network, it can happen that two events arrive simultaneously at one of the network server elements, called a double arrival rate stream (DAR) server. Analytical methods are described to derive the response time and inter-departure time distribution of the double arrival rate constant service time server, which has a queuing property (DAR/D/1). Due to the queuing e ect of the servers in the rst stage of the network, their outputs show a \distorted" geometric distribution, which is known to introduce analytical di culties in the performance evaluation of the subsequent stages. A method is presented to derive the response time of servers in the second stage, when the network has a uniform workload distribution. It is shown that the knowledge of the response times of the rst and second stage of the network is su cient to predict the total response time of a large network with an accuracy better than 3%, even under a heavy workload.
Introduction
Multistage interconnection networks have been extensively used in parallel computer architecture for almost two decades. Compared to bus-based and crossbarbased interconnects, their superior scalability properties make them an attractive option for large-scale high-performance machines, as exempli ed by recent sharedmemory, distributed-(shared)-memory, and cc-NUMA architectures such as the IBM RS/6000 SP, SGI Origin 2000, NEC Cenju-4, and BBN TC2000 (based on Omega/hypercube networks), as well as the Fujitsu AP3000, IBM T3E, Tera MTA, and Quadrics Apemille (based on 2-D/3-D toroidal networks) 1].
In this paper we derive an analytical performance method for synchronous constant service time multistage interconnection networks which are subjected to a uniform workload distribution. Although di erent types of networks 2] were investigated at our laboratory, the research presented in this paper is restricted to the Omega network, which consists of several 2-input/2-output network elements in series and in parallel ( Figure 1 ). As indicated earlier, such a network is found in various types of parallel architectures where every processor must be able to access all (global) memories. Especially in shared-memory architectures the network workload approaches a uniform distribution when memory interleaving is applied.
Instead of speaking about processors and memories, we will call the input to the network sources and the outputs sinks, as other applications can be found as well.
As only a uniform workload is considered, the response time of the network equals the sum of the response times of the network elements arranged in one horizontal row. Each network element ( Figure 2 ) contains a 2 2 crossbar switch and two constant service time servers with queuing properties. Transitions in the network, including network input requests, are synchronized and can only occur at constant time intervals, controlled by a central clock. The inputs in the model of Figure 1 are assumed to have a geometric probability distribution. Depending on the state of the crossbar switch, the two inputs can be routed to the same server of a network element and then two input events will arrive simultaneously. The two events are then queued at the server, one immediately after the other with an in nitely small time in between. This type of queuing can be implemented using FIFO with a very high transfer rate. The developed analytical queuing method of the server in a network element can handle such double arrival streams. Hence we called this server a DAR/D/1 (double arrival, constant service time, single server). The inputs to the network elements of the rst stage are assumed to have a geometric distribution, but their outputs have a di erent distribution, which results from the queuing in the servers. The properties of the servers in the rst stage can be derived using a determ-inistic Markov model, but this model cannot be applied to the second and higher numbered stages. The response time of a server increases with the stage number, with the greatest increase from the rst to the second stage. The speci c merit of this paper is its provision of a method that analytically derives the response time of the second stage with great accuracy. Our method cannot be applied to derive the response times of the third and higher numbered stages. Those response times have been approximated by the value obtained in the second stage. However, it is shown that this approximation provides a very good accuracy for the total network response time, even under heavy network loads. The paper is organized as follows. In the next section we review related work on multistage network performance analysis. In Section 3 we de ne the DAR network service element. In Section 4, the response time and the inter-departure time probability function of the rst stage are derived. In Section 5 we derive the response time of the second stage under a uniform workload distribution. We rst show that for uniform loads a DAR/D/1 server in the second stage provides the same response time as a G/D/1 server (general arrival distribution, constant service time). To obtain the G/D/1 server response time we determine the inter-arrival time distribution at the input of the server, which involves calculating the e ect of the splitting and merging of the streams within a network element. Section 6 compares analytical and simulation results, while Section 7 summarizes all results.
Related Work
A synchronous system of n processors, which are connected to m memory modules is analyzed in 3]. This network (a crossbar switch ) has no bu ering capability and for that reason the reported research di ers from our work, although certain assumptions such as Bernoulli access trials are also used. The work described in 4] is much more related to our research than the work described in 3]. Both bu ered and unbu ered synchronized Banyan networks are investigated, of which the Omega network is a subclass. In 4] an equation for the performance of a bu ered network is derived, but this analysis is valid only for the rst stage. Moreover, there is another di erence with our paper in the sense that although more than one input event can arrive at a switch during one cycle time, these do not arrive simultaneously. The following signi cant remarks are made in this paper at p. 1095: \The distribution of arrivals at the second and subsequent stages is not time independent anymore. A clustering e ect occurs, which tends to increase the average delays. It is interesting to note that for each load after the second stage there is no discernible di erence between the delay times. This is probably because the distribution of arrivals has by that time pretty much settled down to its limiting distribution". These problems are not analyzed in paper 4], however. In our paper we show that the e ect of the increase in delay time may not be neglected in a heavily loaded network, in particular for the second stage and indeed to a much lesser extent for subsequent stages. The network used in paper 5] is delay-free. Each memory bank has been provided with a bu er. D/D/1 servers are considered. Although the paper mentions the possibility of arrivals in groups with more than one event, no calculations regarding this problem are given. In 6] a network with geometric input streams has been investigated. In order to calculate delay times in the network with GE/GE/1 servers (Geometric arrival time, Geometric service time), it is assumed that the output of such a server delivers again a geometric stream, which is not correct, as indeed indicated in the paper. Other work such as described in 7, 8, 9, 10] , though addressing similar problems, have been found less relevant for our work.
The Omega Network
An Omega network consists of a number of network elements of basic 2 2 crossbar switches, which are equipped with a queuing mechanism. The Omega network is a special case of GIN 11] . The model of a network element which has two servers, each of which is provided with a queue, is shown in Figure 2 . As mentioned before, we call a server in a network element a DAR/D/1 server. The network consists of d stages and has 2 d inputs and outputs. The links between the stages perform a The sources access the network with a probability P at the start of each system cycle (Bernoulli trials). The system cycle time, including the service times of the DAR/D/1 servers, are assumed to consist of one time unit. If only one event arrives at a time at an empty server, such an event will have left the server at the start of the next cycle and the queue length can never be larger than one. If two events arrive simultaneously at the start of a cycle, then one of those events will still be present in the server at the start of the next cycle. Therefore the queue length can become larger than one. To nd the correct value for the mean queue length (including the request that is being served), we must consider the probability of zero, one and two simultaneous arrivals. These probabilities are denoted by 0 , 1 , and 2 , respectively. A Markov model for such a system is shown in Figure 3 . This model is valid if arrivals are not correlated in time. This assumption implies that the probability P of a source requesting network access during the beginning of a time unit is constant or, in other words, that the probability distribution is of the geometric type. 
For the derivation of this result we refer to 12]. The probability that one network input event per time unit is generated was It is noted and can even be proven that the same mean response time is obtained if the server receives a geometric input stream, e.g., if one of the input streams is shifted by half a time unit with respect to the other stream (GE/D/1, geometric input, constant service time). However, it is emphasized that there is a di erence between DAR/D/1 and GE/D/1. The merging of two geometric streams in such a way that two arrivals can occur simultaneously does not represent a geometric stream. It can be proven that the interdeparture time density function of a DAR/D/1 server is quite di erent from a GE/D/1 server.
DAR
one" events leave the server. The interval time is two if there is one "zero" in between two departing "one" events. In order to derive the probabilities of certain inter-departure times of a server in the rst stage of the network, we show the "0" state in the Markov model (see Figure 3 ) in more detail in Figure 4 . The probability P 0 = 1 ? P in Figure 3 is the sum of the probabilities P Z ; P ?1 ; P ?2 ; : : : ; P ?n in Figure 4 .
P Z = 0 P 1 = probability of one "zero" in the server P ?1 = 0 P Z = probability of two "zero"s in the server P ?2 = 0 P ?1 = probability of three "zero"s in the server
The probability of a time interval of one in the output stream is denoted by 1 . The probability of a time interval two in the output stream is denoted by 2 . The probability of a time interval three will then be 0 2 , interval four 2 0 2 , etc. The sum of the probabilities of the di erent intervals must be 1. Figure 3 is not valid in the second stage, and that the response time will also be di erent from that of the rst stage. However, we observe that, as far as the mean response time is concerned, a DAR/D/1 server in the second stage can be replaced by a G/D/1 server (G stands for general) when the input meets certain conditions. These conditions imply that the two streams that merge at the input of a server must have the same (G) interarrival density function and that one stream must have been delayed by half a cycle with respect to the other stream. Under these conditions the mean response times of a DAR/D/1 server and G/D/1 server will be the same. This results from the fact that when the service of the G/D/1 server becomes synchronized by the undelayed stream and a delayed event arrives, there will be a gain in the response time with respect to a DAR/D/1 server. However, if the server becomes synchronized by the delayed stream, there will be an equal loss in response time if an undelayed event arrives. Thus, on average, the response times of the G/D/1 and DAR/D/1 servers will be the same in a network with a uniform workload distribution. This e ect can easily be shown by a drawing of a few di erent input streams. To compute the response time of a G/D/1 server, one must rst nd the inter-arrival time distribution at the input of the server in the second stage of the network. This in turn requires determination of the e ect of the crossbar switch on the inter-departure time distribution of a DAR/D/1 server in the rst stage. First of all, the switch reduces the number of arriving events by a factor Z = 0:5. The same happens to the other independent stream. After these independent reductions and the delay of half a time unit of one of the streams, they are merged to provide the input to a G/D/1 server in the second stage. For these reasons it is necessary to develop the following two algorithms: a. an algorithm to derive the distribution of the event-interval times just after reduction by a factor Z = 0:5 from the already calculated inter-departure times of a DAR/D/1 server in the rst stage. This is called the splitting algorithm.
b. an algorithm to derive the distribution of event-interval times after combining two corresponding streams which have been reduced before in (a) and have been shifted by 0.5 time unit with respect to each other. This is called the merging algorithm.
The splitting algorithm
In this section we derive the distribution of the event-interval times just after reduction by a factor Z from the already calculated inter-departure times of a DAR/D/1 server in the rst stage. The probabilities of that there is an inter-departure time of one, two, etc. have been derived in Section 4.2. In 13] a method is described to obtain the state probabilities of a system in equilibrium when the transition probabilities between the states are given. Starting from an arbitrary division of the probabilities, one can obtain the state probabilities in equilibrium by repeatedly executing the transition operation. Based upon the same idea, we have calculated the resulting inter-event density function after reduction by a factor Z. In our case, it means that when an event has arrived at the switch, the next event is expected after one time unit with probability 1 or after two time units with probability 2 , etc. The distribution of the time intervals after reduction by Z is initially assumed to be the same as the one before reduction. At the moment of reduction we see the possible di erent intervals ahead in time, each of which will only remain with probability Z after the moment of reduction. The non-remaining intervals will be merged with probability (1 ? Note that 0 1 = 00 1 and that 0 1 does change any more after the rst step ( 0 1 = 00 1 = 1 ). Similarly 00 2 = 000 2 = 2 , which does not change any more after the second step. Consequently, it follows 1 = Z 1 2 = (1 ? Z) 1 
The merging algorithm
In this section we derive the distribution of event-interval times after combining two corresponding streams which have been reduced before. Before merging, one of the two streams will be delayed by half a time unit. Clearly after merging, the resulting inter-event time distribution consists of multiples of half time units. It is noted that inter-event times of full time units in the combined stream can only exist if no events occur in one stream between two events in the other stream. The probability there is a distance "one" in one of the streams is 1 . The probability that no event occurs in the other stream ' is 1? =2, where =2 is the mean probability of events in a single stream before the merging. Therefore, the probability that there exists a distance "one" in the merged stream is
However, in order to obtain the density function, we must again divide this result by two, as the number of events and intervals doubles in the merged stream. As ' 1 = 1 , the distance "one" probability becomes
In a similar manner one can derive the probability that the inter-event time distance is two. It is then necessary to nd the probability of having two neighbouring "zeros" in one of the streams. Let us assume a "1" event, being the start of an interval two, has been found in stream . The probability of nding a "1" event half a time unit later in the other stream ' is then =2. The probability to nd, in addition to this rst "1", a second "1" in this stream one time unit later, will be ' 1 =2. The probability of having a "1" followed by a "0" at this location (1,0) in stream ' will be (1 ? ' 1 )=2. For reasons of symmetry, the probability of (0,1) will be the same as for (1,0) . The probability of having (0,0) at this location in stream ' will then The response time of the rst stage in the network has been derived and resulted in the exact expression (Eq. 6) in Section 4.1. The response time of the second stage has been obtained with a very good approximation in Section 5. These analytical results of the rst and second stage given in Tables 1, and 2 , are compared with the simulation results presented in Table 3 . The analytical results of the second stage are within 1.7% of those obtained by simulation. The simulations also show that the higher the stage number, the smaller the amount with which the response time increases (in agreement with 4]). It would have been elegant to derive the response times of stages 3 and 4 in a similar manner as for stage 2. However, due to the di culty to derive the inter-departure time distribution of a DAR/D/1 server in the second stage, which receives a non-geometric stream, we were unable to compute the response times of the stages 3 and 4. Fortunately, as shown below, there is no real need to separately derive the response times of the stages 3 and 4 to get satisfactory results for the total network response time. It is noticed that the di erences in response times between the rst and second stage are small for values of U < 0:5. Indeed, if U < 0:5, there is no need to compute the response time of the second stage and it su ces to give the stages 2, 3, and 4 the calculated value of stage 1 (see Table 1 ). However, we do not recommended this method if U 0:5; in Table 1 Table 2 ). The maximum error in R t for a very large network will then become approximately 3% if the calculated value of stage 2 is taken to be valid for all stages 2 and U = 0:8. It is noticed that R t in Table 2 is slightly larger than the value found in simulation if U 0:5 and slighly smaller if U > 0:5. This can be explained as the result of two e ects. First, we have observed that the analytically obtained values of the second stage (Table 2 ) are a little larger than the values found in the simulation (though less than 1.7%). Second, the incrementation from stage 2 to stage 3 is very small if U 0:5, but not negligible if U > 0:5. These two e ects together explain the change in sign of the error. The performance is analyzed of a 16 16 Omega network, consisting of network elements that are provided with queuing properties. Due to its good scalability properties such a network is often used in various types of large-scale parallel computers. The access requests to the network are assumed to have a geometric distribution and the network is supposed to have a uniform workload distribution. The network elements have a constant service time and transitions in the network are synchronized. Due to the network shu e and synchronization arrangement, two events can arrive simultaneously at the input of a network server, which we have called a DAR/D/1 (double arrival, constant service time, single server). The response times of the servers in the rst stage have been computed using a discrete Markov model and are exact. As the inter-departure time distribution of the servers in the rst stage di er from a geometric distribution, it is more di cult to analytically derive the response times of servers in the second stage. A method is presented to compute the inter-departure time distribution of a DAR/D/1 server in the rst stage of the network. It is shown that a G/D/1 server (general arrival distribution, constant service time) in the second stage gives the same mean response time as a DAR/D/1 server, subject to special conditions, which are met in a uniformly loaded network. In order to compute the response time of this G/D/1 server, however, it is necessary to nd its inter-arrival time distribution. This, in turn, requires the development of algorithms for the inter-event time distributions after splitting and merging of streams. The response time of the second stage has been obtained with a very good approximation and shows an error of 1.7% only if the network utilization is 0.8. It is shown that the total response time error of a very large network with a utilization of 0.8 will be less than 3% using the described method. Finally, it is noted that the described analytical method is also valid for the computation of the response time and interdeparture time of the rst stage when the network has a non-uniform workload 12]. The same applies to the splitting algorithm.
