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Aspects the´oriques et expe´rimentaux de
la physique des ondes gravitationnelles
( “Theoretical and Experimental Aspects of
Gravitational-Wave Physics”)
Re´sume´ en franc¸ais
Introduction
La physique des ondes gravitationnelles est dans une pe´riode particulie`re
de son histoire. D’un coˆte´, les travaux de Hulse et Taylor ont de´montre´
que des ondes gravitationnelles sont bien e´mises par les syste`mes d’e´toiles
binaires. Base´s sur l’observation d’un binaire forme´ d’un pulsar et d’une
e´toile a` neutrons avec une pe´riode orbitale de 7.8 heures, ces travaux ont
fait des ondes gravitationnelles un puissant test de la the´orie de la relativite´
d’Einstein et ils ont e´te´ re´compense´s par le prix Nobel de physique de 1993.
D’autre part, apre`s des de´cennies d’efforts, plusieurs collaborations expe´-
rimentales ont construit des de´tecteurs offrant une sensibilite´ telle qu’une
de´tection directe des ondes gravitationnelles semble maintenant a` porte´e de
main. Ces de´tecteurs se rangent dans deux cate´gories.
La premie`re est constitue´e par les de´tecteurs re´sonnants. La conception
de ces de´tecteurs, qui fut propose´e par Weber dans les anne´es 1960, permet
d’astucieusement contourner la difficulte´ constitue´e par la mesure d’une vari-
ation infime des distances induite par une onde gravitationnelle. En effet, les
de´tecteurs re´sonnants sont constitue´s d’un oscillateur harmonique que l’onde
gravitationnelle excite de manie`re re´sonnante. Une telle excitation conduit a`
des mouvements de l’oscillateur de plus en plus grands permettant ainsi une
de´tection. Nous reviendrons par la suite sur les de´tails de fonctionnement
des de´tecteurs re´sonnants actuels.
L’autre cate´gorie regroupe les interfe´rome`tres. L’ide´e, a` la base de ces
de´tecteurs, est qu’il est beaucoup plus facile de comparer des longueurs plutoˆt
que de faire une mesure absolue. Ainsi, on re´alise deux bras a` angle droit et
de meˆme longueur dans lesquels on fait circuler un faisceau laser. Comme
i
les ondes gravitationnelles ne produisent pas des effets isotropes, le passage
d’une de ces ondes induit une modification de la longueur d’un des bras par
rapport a` l’autre, modification qui est de´tecte´e par les changements de la
figure d’interfe´rence produits par la recombinaison des faisceaux laser. Les
grands interfe´rome`tres Ligo et Virgo ont des bras kilome´triques encore al-
longe´s par des cavite´s dans lesquelles la lumie`re fait de nombreux allers et
retours.
La de´tection directe d’ondes gravitationnelles est attendue car elle per-
mettra d’ouvrir une nouvelle feneˆtre sur l’univers, nous apportant des in-
formations ine´dites sur les sources de ces ondes. Contrairement aux ondes
e´lectromagne´tiques, les ondes gravitationnelles ne sont pratiquement pas ab-
sorbe´es par la matie`re. Ainsi pourront-elles nous renseigner sur le coeur des
phe´nome`nes qui les produisent.
En particulier, l’astrophysique gravitationnelle devrait nous apporter une
nouvelle compre´hension des me´canismes a` l’oeuvre dans les super novæet
nous permettre d’affiner nos mode`les de populations d’e´toiles compactes. Des
retombe´es sont aussi possibles dans d’autres domaines de la physique. Ainsi,
les ondes gravitationnelles sont un moyen unique de re´ve´ler la pre´sence d’une
discontinuite´ due a` une transition de phase dans les e´toiles a` neutrons, per-
mettant ainsi de mieux comprendre quel est l’e´tat fondamental de la matie`re
a` tre`s haute pression et densite´.
Parmi les sources attendues d’ondes gravitationnelles, on trouve les co-
alescences d’astres compactes qui offrent la particularite´ d’eˆtre des chan-
delles standard. S’il est possible d’associer a` de telles sources une galaxie
hoˆte, cela offre la possibilite´ d’en mesurer la distance. Une telle perspective
laisse entrevoir un raffinement (les ondes gravitationnelles ne subissant pas
d’extinction) des mesures de distance obtenue avec les ce´phe´ides mais aussi de
nouvelles mesures des parame`tres cosmologiques pour lesquels on utilise les
super novæ1a. En effet, Ligo devrait permettre d’observer des coalescences
avec z ' 2− 3 alors que les SN1a sont limite´es a` z ∼ 1.7.
De manie`re ge´ne´rale, c’est en cosmologie que les progre`s pourraient eˆtre
les plus spectaculaires. A long terme on peut imaginer que les nouvelles
ge´ne´rations de de´tecteurs donneront acce`s au fond cosmologique d’ondes
gravitationnelles. La de´tection de l’analogue gravitationnel au fond diffus
cosmologique (de micro-ondes) de´couvert par Penzias et Wilson en 1964 serait
une source d’informations unique sur les premiers instants de l’univers.
Meˆme la ge´ne´ration actuelle de de´tecteurs pourrait mener a` des de´couvertes
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fondamentales. Il existe en effet une re´elle possibilite´ que les premie`res
sources d’ondes gravitationnelles mises en e´vidence soient des boucles de
cordes, objet fondamental de la the´orie des cordes, e´tire´es sur des e´chelles cos-
miques. Ce serait la` la premie`re confirmation expe´rimentale de cette the´orie.
Dans cette the`se, nous commencerons par de´crire le mode de fonction-
nement des de´tecteurs re´sonnants ainsi que les me´thodes employe´es pour
extraire d’e´ventuels sursauts gravitationnels des donne´es qu’ils produisent.
Cette premie`re partie sera illustre´e par les re´sultats obtenus par la col-
laboration ROG avec ses deux de´tecteurs EXPLORER et NAUTILUS au
cours de l’anne´e 2003. Nous continuerons par l’obtention d’une borne glob-
ale sur l’e´mission d’ondes gravitationnelles par notre galaxie. Enfin nous
nous tournerons vers l’e´tude des sources d’ondes gravitationnelles a` activite´
re´pe´te´e. Cette classe contient des objets d’origine stellaire qui sont spe´cialement
inte´ressants de par les particularite´s des distributions des sursauts qu’ils pro-
duisent. Elle contient aussi les - plus hypothe´tiques - boucles de cordes
cosmiques.
Dans ce re´sume´, nous essaierons de donner un aperc¸u de chaque sujet et,
sans entrer dans les de´tails techniques, de pre´senter les principaux re´sultats.
I. De´tecteurs re´sonnants
Parmi les de´tecteurs re´sonnants en ope´ration aujourd’hui, nous nous concen-
trerons sur ceux de la collaboration ROG: EXPLORER et NAUTILUS ainsi
que sur le de´tecteur MiniGRAIL.
Principe de fonctionnement et mode´lisation
Un de´tecteur re´sonnant est construit sur le meˆme mode`le qu’un poste radio.
L’e´le´ment central est une antenne qui est couple´e aux ondes que l’on veut
de´tecter mais cette antenne ne sert a` rien sans le syste`me d’amplification
et en de´finitive le support du signal est modifie´ (le poste radio transforme
une onde e´lectromagne´tique en signal sonore, nos de´tecteurs les ondes grav-
itationnelles en signal e´lectrique). Comme c’est le cas pour le poste radio,
un de´tecteur re´sonnant n’est sensible qu’a` une e´troite bande autour d’une
fre´quence choisie. Ce n’est pas parce que l’antenne ne rec¸oit pas les autres
fre´quences, mais a` cause des bruits (et, dans le cas de la radio, de votre sta-
tion pre´fe´re´e) qui masquent les signaux non re´sonnants. Si cette se´lectivite´
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est certainement un avantage pour la radio, c’est une limitation importante
pour la de´tection des ondes gravitationnelles.
Dans le cas qui nous inte´resse, l’antenne est constitue´e d’un cylindre
d’aluminium d’environ 3 me`tres de long et de 60 centime`tres de diame`tre.
Une telle barre a une masse de l’ordre de 2200 kilogrammes. Le premier
mode de vibration longitudinal a une fre´quence proche de 900 hertz. Ce
mode de vibration peut eˆtre de´crit comme un oscillateur avec un tre`s grand
facteur de qualite´. Cela implique qu’il n’e´change pratiquement pas d’e´nergie
avec les autres modes de vibrations, ce qui signifie que ses oscillations met-
tent longtemps a` s’amortir, pour EXPLORER et NAUTILUS il faut environ
7 minutes pour que l’amplitude d’oscillation soit divise´e par 2. D’un autre
coˆte´, cela e´vite que les modes a` haute fre´quence perturbent son e´volution.
En particulier, les bruits d’origine thermique se de´veloppent sur une e´chelle
de temps relativement long ce qui permet de les distinguer des excitations
beaucoup plus courtes que provoque un sursaut d’ondes gravitationnelles.
De plus, l’ensemble de l’expe´rience est refroidi a` quelques degre´s Kelvin afin
de re´duire l’ensemble des bruits thermiques.
L’antenne, meˆme couple´e de manie`re re´sonnante avec la plus intense
des ondes gravitationnelles attendue sur terre, ne va avoir une amplitude
d’oscillation que de l’ordre de l’attome`tre, soit 3 ordres de grandeur en
dessous de la taille du noyau d’un des atomes de la barre. Une telle amplitude
n’est pas mesurable directement. En revanche, il est possible de coupler notre
barre avec un re´sonateur: un autre oscillateur de meˆme fre´quence mais avec
une masse beaucoup plus petite. Dans un tel dispositif, l’e´nergie de´pose´e dans
le mode fondamental de la barre va faire des allers et retours entre ce mode
et le re´sonateur et, du fait de la diffe´rence de masse, le de´placement corre-
spondant du re´sonateur est beaucoup plus important. L’ajout du re´sonateur
a aussi comme effet l’apparition de deux fre´quences de re´sonnances et donc
d’e´largir la bande de fre´quence sur laquelle le de´tecteur est sensible. Les mou-
vements du re´sonateur sont utilise´s pour moduler une capacite´ e´lectrique, le
courant induit est ensuite amplifie´ par un SQUID.
Nous avons mode´lise´ l’ensemble de la chaˆıne d’acquisition ainsi que les
diffe´rents bruits provenant de chacun de ses e´tages. Il nous est ainsi possible
de calculer le spectre du signal de sortie du de´tecteur ainsi que sa sensibilite´
aux ondes gravitationnelles, ces quantite´s sont pre´sente´es dans la figure I.
Nous avons e´galement comple´te´ notre mode`le afin de pouvoir calculer la
sensibilite´ d’un de´tecteur re´sonnant sphe´rique.
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Figure I: Les graphiques de gauche repre´sentent le spectre du signal de
sortie du de´tecteur EXPLORER d aux bruits intrinse`ques de la chaˆıne
d’acquisition. Ceux de droite, l’amplitude d’une onde gravitationnelle provo-
quant le meˆme signal de sortie que les bruits. Nous avons trace´ en haut le
de´tail des contributions des diffe´rents bruits et en bas la comparaison avec
les courbes expe´rimentales.
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Analyse de donne´es de´die´e aux sursauts d’ondes gravitationnelles
L’analyse de donne´es reveˆt une importance toute particulie`re dans le cas de la
de´tection d’ondes gravitationnelles. En effet, le de´tecteur fournit un suivi de
la position du re´sonateur, il est donc ne´cessaire de traduire cette information
en termes d’excitations de l’antenne. De plus, la quasi-totalite´ de ces exci-
tations n’est pas due a` des ondes gravitationnelles mais bien aux diffe´rents
bruits. Nous verrons qu’il est ne´cessaire de tenir compte des donne´es d’au
moins deux de´tecteurs pour e´liminer ce type de bruits.
La premie`re e´tape de l’analyse consiste a` retranscrire les oscillations du
re´sonateur en termes d’excitation de la barre. Pour ce faire, nous avons
besoin de connaˆıtre l’effet d’une excitation sur le re´sonateur qu’il est possible
de calculer analytiquement pour notre mode`le de double oscillateur. Une fois
cet effet connu, nous allons le rechercher dans les donne´es. Cette recherche
est en fait une sorte de reconnaissance de la forme du signal. D’un point
de vue mathe´matique, cela correspond a` un produit scalaire entre la forme
recherche´e et le signal (dans l’espace de Fourier). L’effet du filtrage est visible
sur la figure II.
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Figure II: Un exemple montrant la transcription du signal (en haut) en
excitations de la barre (en bas). Les graphiques de droite sont un agran-
dissement du moment de l’excitation. Cette excitation est en fait due au
passage d’une gerbe de rayons cosmiques dans le de´tecteur.
La deuxie`me e´tape consiste a` se´lectionner les excitations les plus significa-
tives que nous appellerons e´ve´nements. Meˆme avec des crite`res de se´lection
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tre`s se´ve`re, nous trouvons entre cent mille et un million d’e´ve´nements par
anne´e pour chaque de´tecteur. Cela ne signifie pas que nous avons de´tecte´
autant d’ondes gravitationnelles, mais plutoˆt qu’il existe des sources de bruit
que nous ne controˆlons pas. Il est cependant possible d’e´liminer une grande
partie de ces e´ve´nements dus aux bruits. En effet, nous disposons de deux
de´tecteurs, l’un a` Rome, NAUTILUS et l’autre au CERN, EXPLORER. Ces
deux antennes ne sont pas perturbe´es par les meˆmes bruits, en revanche,
l’effet d’une onde gravitationnelle est le meˆme dans les deux de´tecteurs.
Ainsi, en mettant en co¨ıncidence temporelle les deux listes d’e´ve´nements,
nous e´liminons les bruits mais pas les signaux gravitationnels. De plus, cette
me´thode permet d’estimer le nombre de co¨ıncidences fortuites et de ve´rifier
que ce nombre obe´it a` une distribution de Poisson.
Une e´tape supple´mentaire peut eˆtre ajoute´e si nous connaissons la re´partition
spatiale des sources d’ondes gravitationnelles. Cette analyse est base´e sur le
fait que le de´tecteur a une sensibilite´ qui de´pend de la direction d’arrive´e de
l’onde. Comme le de´tecteur est emporte´ par le mouvement de la terre, sa
sensibilite´ a` une direction donne´e est une fonction pe´riodique avec, comme
pe´riode, 24 heures side´rales (et non solaires). On s’attend donc a` ce qu’une
source puisse eˆtre de´tecte´e a` certaines heures side´rales (quand la sensibilite´
du de´tecteur est e´leve´e) mais pas a` d’autres (quand cette meˆme sensibilite´
est proche de ze´ro). En revanche, le bruit n’a aucune raison d’avoir une dis-
tribution particulie`re en heures side´rales. Il est donc possible d’utiliser cette
analyse pour se´parer les co¨ıncidences provenant de signaux gravitationnels
de celles venant du bruit. Ne´anmoins cette me´thode n’est vraiment efficace
que pour un grand nombre de co¨ıncidences et doit eˆtre utilise´e avec prudence
dans le cas contraire.
Re´sultats de la collaboration ROG pour 2003
En 2003 EXPLORER et NAUTILUS ont fonctionne´ en co¨ıncidence pendant
148,7 jours durant lesquels 24 paires d’e´ve´nements en co¨ıncidence ont e´te´
observe´es. Le nombre de co¨ıncidences fortuites est estime´ a` 18,76. Nous avons
donc un exce`s de co¨ıncidences, mais il n’est pas statistiquement significatif.
En conside´rant qu’il n’y a pas de co¨ıncidence d’origine gravitationnelle dans
celles qui sont observe´es, nous pouvons utiliser ces donne´es afin de placer
une borne supe´rieure sur le flux d’ondes gravitationnelles sur terre. Dans la
figure III, nous pre´sentons la comparaison entre la borne obtenue par ROG
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en 2003 et les autres bornes expe´rimentales.
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Figure III: Les bornes expe´rimentales sur le flux d’ondes gravitationnelles
sur terre. Chaque borne est exprime´e comme une relation donnant le taux
maximum de sursauts d’une dure´e de 1[ms] compatible avec l’absence de
de´tection en fonction de l’intensite´ des sursauts.
II. Borne globale sur l’e´mission d’ondes gravitationnelles
par la voie lacte´e
Nous avons vu dans la premie`re partie de cette discussion qu’en l’absence
de de´tection, les expe´riences permettent de contraindre le taux de sursauts
gravitationnels. Nous discutons maintenant de la possibilite´ d’obtenir des
contraintes similaires a` partir de la dynamique galactique.
L’ide´e de base est la suivante: l’e´mission d’ondes gravitationnelles par
des objets de notre galaxie se traduit par une perte d’e´nergie. Pour une
e´toile en orbite autour de la galaxie, ceci est e´quivalent a` une diminution
de la masse de la galaxie. La galaxie tend donc a` eˆtre moins lie´e et subit
en contrepartie un mouvement d’expansion. Il est donc possible de placer
une borne sur l’e´mission d’ondes gravitationnelles par la galaxie a` partir de
contrainte sur une e´ventuelle expansion de cette dernie`re. La me´thode peut
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paraˆıtre grossie`re, mais nous verrons qu’elle donne des bornes compe´titives
avec celles des expe´riences actuelles.
Il existe de nombreuses me´thodes pour contraindre une expansion de la
galaxie. Il est possible de chercher un effet dans la dynamique des e´toiles
proches du soleil ou de mesurer directement le mouvement moyen de ces
e´toiles par rapport au centre galactique. Il est aussi possible d’obtenir des
bornes sur la masse passe´e de la galaxie. Ainsi, si la galaxie e´tait plus massive
(et donc moins e´tendue) par le passe´, ses constituants devaient eˆtre soumis
a` des forces de mare´e plus intenses. Les amas globulaires, groupes d’e´toiles
e´voluant sous leur propre gravite´, sont particulie`rement sensibles aux forces
de mare´es qui peuvent les de´truire. La pre´sence d’amas globulaire, sur des
orbites stables, proche du centre galactique est donc une contrainte forte sur
la masse du centre galactique par le passe´ et, en assumant une perte de masse
constante, sur l’e´mission d’ondes gravitationnelles par la galaxie. Au total
nous obtenons que la galaxie perd au maximum entre 0,5 et 10 masse solaire
par anne´e.
A partir des limites obtenues sur la luminosite´ totale de la galaxie en ondes
gravitationnelles, nous pouvons calculer le nombre de sursauts correspondant
en fonction de l’intensite´ des sursauts. La borne obtenue est donc de´pendante
de la forme du sursaut conside´re´. Par exemple, si nous conside´rons des
sursauts de 0.1[ms] la borne obtenue est plus contraignante que celle publie´e
par Ligo, voire figure IV.
III. Sources d’ondes gravitationnelles a` activite´ re´pe´te´e
Habituellement les sources d’ondes gravitationnelles sont classe´es en 3 cate´gories:
les sources de sursauts, les sources continues et les sources stochastiques. Les
sources produisant des sursauts le font typiquement lors d’un e´ve´nement cata-
clysmique (super novæ, coalescence de binaires,...) qui modifie profonde´ment
la structure de la source. Ainsi, une source donne´e n’e´met qu’un unique
sursaut. Il existe cependant des objets capables de produire de multiples
sursauts d’ondes gravitationnelles.
Les sources a` activite´ en sursauts re´pe´te´s (GW-burster)
Nous avons propose´ que certaines e´toiles a` neutrons puissent donner lieu
a` une activite´ re´pe´te´e de sursauts gravitationnels. L’e´tude des pulsars a
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Figure IV: Borne sur le taux de sursauts de 0.1[ms]. La courbe correspond
aux donne´es de Ligo S2 les droites aux limites pour une perte de masse de
0,5 (ligne pleine) et 10 (ligne traitille´e) masse solaire par anne´e.
montre´ que les e´toiles a` neutrons posse`dent une crouˆte solide. L’ide´e est
que sous certaines conditions qui imposent de fortes contraintes a` la crouˆte,
celle-ci peut accumuler de l’e´nergie. Quand la contrainte devient trop forte, la
crouˆte ce`de et libe`re l’e´nergie accumule´e qui peut alors eˆtre rayonne´e en ondes
gravitationnelles. Si le me´canisme a` l’origine de la contrainte est un processus
continu (comme l’accre´tion de matie`re a` la surface de l’e´toile) la crouˆte,
une fois reforme´e, va de nouveau eˆtre soumise a` une contrainte grandissante
jusqu’a` qu’elle ce`de de nouveau et ainsi de suite.
Un tel sce´nario est corrobore´ par le fait que nous connaissons d’autres
phe´nome`nes impliquant la rupture de la crouˆte d’une e´toile a` neutrons. Nous
savons ainsi qu’un me´canisme similaire est a` l’origine des re´-acce´le´rations
soudaines des pulsars. Dans ce cas, la contrainte est due au ralentissement
de la rotation de l’e´toile ce qui modifie la forme d’e´quilibre de la crouˆte.
Un autre cas inte´ressant est celui des sources re´pe´titives de rayon gamma
“doux” (SGR). Les SGR sont constitue´s d’une e´toile a` neutron avec des
champs magne´tiques extreˆmes. La de´rive des lignes de champs induit des
contraintes dans la crouˆte de l’e´toile et quand celle-ci ce`de, un panache de
matie`re est projete´ autour de l’e´toile. C’est ce panache qui e´met les rayons
gamma observe´s. Nous pouvons aussi comparer tous ces me´canismes, qui
conduisent a` la rupture de la crouˆte de l’e´toile, aux tremblements de terre.
x
Cette dernie`re analogie est plus puissante qu’on ne pourrait l’imaginer.
En effet, tous ces phe´nome`nes sont des exemples de syste`mes hors e´quilibre
qui rejoignent spontane´ment un e´tat d’organisation critique. Ils sont tous
caracte´rise´s par l’absence d’e´chelle intrinse`que d’e´nergie. Notamment, ils
pre´sentent tous les meˆmes distributions du nombre d’e´ve´nements en fonction
de l’e´nergie et des temps d’attente entre deux e´ve´nements successifs. Nous
mettons en e´vidence que ces caracte´ristiques particulie`res peuvent permettre
d’isoler les e´ve´nements d’un GW-burster du bruit des de´tecteurs.
Les boucles de cordes cosmiques
Les cordes cosmiques sont des objets unidimensionnels qui pourraient eˆtre
pre´sents dans notre univers. Elles ont e´te´ introduites comme des de´fauts
topologiques, produits lors d’une transition de phase brisant une syme´trie.
Depuis lors, un certain nombre de mode`les base´s sur la the´orie des cordes
propose que des cordes fondamentales et/ou des “branes” puissent jouer le
roˆle de cordes cosmiques.
De telles cordes sont e´tire´es par l’expansion de l’univers et peuvent se
reconnecter lorsqu’elles se rencontrent. Elles forment ainsi un re´seau ou` co-
existent de longues cordes et des boucles de diffe´rentes tailles. Le re´seau
e´volue vers un e´tat stationnaire, qui de´termine le nombre de boucles d’une
taille donne´e. Nous avons e´tudie´ la possibilite´ de produire un surplus de
boucles et il semble possible que la collision d’une longue corde avec un trou
noir en rotation puisse eˆtre un me´canisme produisant de petites boucles. La
pre´sence de boucles est un point de´cisif permettant de mettre en e´vidence le
re´seau. En effet, les boucles oscillent et produisent des sursauts d’ondes gravi-
tationnelles. Ainsi, la de´tection de sursauts gravitationnels offre la possibilite´
de de´tecter la pre´sence de cordes cosmiques. L’intensite´ des sursauts devrait
meˆme permettre de de´terminer la nature de ces cordes (de´fauts topologiques
ou cordes de la the´orie des cordes). En effet, si les cordes cosmiques exis-
tent et ont leur origine dans la the´orie des cordes, elles devraient eˆtre parmi
les premie`res sources de´tecte´es par les grands interfe´rome`tres et l’astronomie
gravitationnelle offrirait ainsi la premie`re confirmation de la validite´ de la
the´orie des cordes.
xi
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1 Introduction
During the four years of my PhD studies, I have done theoretical work on the
physics and astrophysics of gravitational waves (GW). In particular, I have
worked on astrophysical limits of GW emission [1–3], and I have contributed
to the identification of a new class of GW sources [2, 4].
However my work is not limited to theoretical aspects. I have also worked
in close contact with experimental groups, contributing to both the mod-
elization of the MiniGRAIL spherical resonant GW detector [9], and to data
analysis of the EXPLORER and NAUTILUS detectors [10, 11].
I have also completed works on topics related [5,6] and unrelated [7,8] to
GWs.
In this chapter, we present the motivations for GW research and an out-
line of this thesis, emphasizing our most important results.
1.1 Motivation for GW research
The physics of GW is in a special period. On one hand, GWs have been
observed experimentally in the famous Hulse – Taylor binary pulsar, a system
of two neutrons stars, in a relativistic orbit with a period of only 7.8 hours,
whose orbital decay due to GW emission has been experimentally observed
with great precision, providing both a verification of general relativity and
a proof of the existence of gravitational radiation [12–14]. Recently, the
discovery of a binary pulsar with a period of just 2.4 hours has provided
further spectacular confirmation of GW emission, as well as test of general
relativity in strong fields at the 0.1% level [15, 16].
On the other hand, after decades of developments, the present GW de-
tectors are now operating with a sensitivity such that direct detection is
quite plausible. Furthermore future improvements will lead, in a few years,
to even more sensitive detectors which are expected to be able to perform
detection of GWs on a regular basis. The result of this experimental effort
will be the opening of new fields of research, GW astronomy and possibly
GW cosmology. The direct detection of GWs will open a new window on the
Universe. The history of astrophysics has shown that the opening of each
new frequency band of the electromagnetic (EM) spectrum has lead to a new
understanding of our Universe. Consider for instance the difference between
the visible sky, and in the radio or X or γ ray bandwidth. To appreciate the
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difference between GW and EM astronomy, we can consider the following
facts:
• The typical EM radiation emitted in astrophysical process is an inco-
herent superposition of many emissions, whereas GWs are generated by
coherent motion of large quantities of matter. Therefore the production
mechanisms are different.
• EM waves are scattered and absorbed, therefore dense matter is opaque
to EM radiation, whereas due to GWs small cross-section, even ex-
tremely dense matter, as the core of a neutron star, is significantly
transparent to GW. Therefore GWs can carry information about re-
gion that are totally unaccessible electromagnetically.
• In typical astrophysical processes, the wavelength of EM radiation is
much smaller than the size of the source, therefore we can form an
image of the source. GW wavelength is of the order of or bigger than
the source’s dimensions; in this sense GW radiation is more comparable
to sound emission and we rather “hear” than “see” a GW source.
• EM telescopes have a narrow field of view. GW detectors are all-
sky sensitive. To give an idea of what this means consider that EM
observations have detected only few neutron stars in a Earth-centered
sphere of 100 pc. However, populations synthesis suggest that at least
103 neutron stars belong to this sphere. A GW detector could observe
all these stars without having to know their precise location in the sky.
As an example of future GW astrophysical observations, we emphasize
the capacity of GWs to give information on a supernova core which remain
forever hidden to EM observations. GW are also a direct probe of the eigen
modes of compact stars and can therefore reveal the internal structur. For
example, the frequency of the f–modes of a neutron star is highly dependent
of the internal matter equation of state and can be use as a test of the true
ground state of QCD at high density but low temperature [17, 18].
GWs may also lead to important developments in cosmology. A GW
background of cosmological origin is the gravitational analog of the cosmic
microwave (photon) background (CMB). The detection of a background of
relic particles would be a snapshot of the Universe at the time when these
particles decoupled from the primordial plasma. The stronger is the particle
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interaction, the later is the decoupling. As a comparison, the photons ob-
served in the CMB decoupled about 370000 years after the big-bang when
the temperature of the Universe was of the order of 0.2 eV. A cosmologi-
cal background of neutrinos decoupled 1 second after the big-bang when the
temperature fell below the MeV range. The GW background can provide
information on the state of the Universe just 10−44 s after the big-bang. In
fact, due to the smallness of the gravitational cross-section, even at ener-
gies just below the Planck mass, graviton are decoupled from the primordial
plasma and the GW background spectrum would encode information on the
mechanisms which generated the GW instead of being a black-body spec-
trum. However the detection of the GW background requires most probably
at least the sensitivity of advanced detectors [19].
Another possible cosmological measurement is provided by the fact that
coalescing binaries are GW standard candles. The detection of such a GW
event would verify all measures obtained from electromagnetic standard can-
dles bypassing all the systematic error due to light extinction. In particular,
we expect improved distances to nearby galaxies which were once obtained
using Cepheids. All the cosmological parameter determination based on su-
pernovæ SN1a would also be improved. Furthermore supernovæ measure-
ment are presently limited to z ' 1.7 while, at their advanced stage LIGO
and VIRGO could reach z ' 2− 3 and the space based LISA detector may
even observe standard candles with z ∼ 10.
As a last example of the potential for discovery of GW detectors, we may
mention that recent works on cosmic strings [20,21] as well as on fundamental
string [22–24] indicate that loops of cosmic string could be strong sources of
GW bursts. Therefore GW detectors could reval the eventual presence of
cosmic strings in our universe. Furthermore, such observations could give
strong constraint on the microscopic nature of cosmic strings.
1.2 Thesis Outline
We first present in section 2 the work done in collaboration with experimen-
tal groups.
We start in section 2.1 with a detailed description of a resonant detector.
Part of the original work presented in this thesis consists in the modelization
of the noises sources that affect these detectors. In particular, we have devel-
oped a model of the EXPLORER and NAUTILUS resonant-bar detectors,
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that allows us to simulate their performances, as well as a model of the noises
sources expected in a spherical resonant-mass detector.
Our model of spherical resonant-mass detector has been applied to the
MiniGRAIL resonant sphere, a detector located in Leiden, which is presently
starting its data-taking phase, and whose data analysis will be performed by
our group in Geneva. Furthermore, it has been used to assess the possible
performances and sensitivity of a large advanced spherical resonant detector,
“SFERA”, and has been used in a proposal submitted to INFN by a collab-
oration between groups in Roma, Gr-Sasso Nat. Lab., Leiden, Genova and
our Geneva group.
The second experimental aspect that we have investigated in detail in
this thesis is the data analysis for GW bursts in resonant-mass detectors.
Section 2.2 is dedicated to this task. As member of the ROG collabora-
tion, that runs the EXPLORER and NAUTILUS resonant-mass detectors,
we have contributed to the data analysis for the 2001, 2003, 2004 and 2005
runs. At the time of data taking, EXPLORER and NAUTILUS were the
two most sensitive GW detectors,1 and their amount of data (equivalent to
a few years of coincident data taking) is unprecedented. I have studied the
entire data analysis pipeline. I have produced the computer code and we
have build an independent data-analysis station at Geneva University. As
a result we have published, together with the ROG collaboration, an upper
limit on the rate of bursts of GWs which, for a range of GW-burst ampli-
tudes, is the most stringent experimental limit. The papers [10, 11] describe
the results for the 2003 run. We also participate in the analysis of the 2004
and 2005 runs which is in progress, and is therefore not included in this thesis.
After this part, more oriented to the experiments and to data analysis, we
move to the more theoretical aspects of our work.
In section 3, we study theoretical bounds on the expected GW-burst
rate. In particular, we show that present astrophysical measurements lead to
a strong limit on this rate. Such a limit is competitive with the best exper-
imental bounds from the ROG collaboration, as well as from the LIGO S2
run. It is also expected to remain important also for the LIGO S5 run. If GW
1Presently, the LIGO interferometers have started a run expected to last 1.5 yr with
even better sensitivity.
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detectors will detect a steady flow of bursts with their present or near-future
sensitivity, this will imply that the rate of GW burst is not far from saturat-
ing our limit. This would imply that, with some increase in the accuracy of
galactic-astronomical observation, as expected from the GAIA mission, one
could be able to observe the effect of GWs emission on the dynamics of the
Galaxy. The work leading to this bound is published in [1, 2] and [3].
In section 4 we continue our theoretical study of GW bursts. Sources
of GWs are traditionally divided into periodic sources, burst sources and
stochastic backgrounds. It is normally assumed that a detectable GW burst
must result from a catastrophic event that disrupted the original system, as
for instance in supernovæ explosions or in the merging phase of a double
neutron star binary system. We propose a new class of sources, that we have
termed GW bursters [2]. Such a source emits repeatedly bursts of GWs.
The resulting bursts are weaker than the one from traditional burst sources
but such sources could be more common than usual burst sources. Further-
more, we show that these sources have very distinctive signatures, both in
energy distribution and in waiting time distribution [4]. In particular the en-
ergy distribution is a scale-free distribution given by a power-law dN
dE
∼ E−γ ,
with γ ' 1.6 and the waiting time distribution (the distribution of the time
between two successive events) is far from the random distribution, show-
ing period of strong activity and long quiescence that can be characterized
quantitatively.
We conclude this section with a discussion of a more hypothetical class
of sources of repeated bursts of GWs, that is oscillating loops of cosmic
strings. These loops emit strong bursts of GW during their oscillation. The
detection of GWs from cosmic strings loops may have strong implications
for fundamental string theory. We worked on mechanisms able to generate
loops of cosmic strings [5], and we are currently pursuing this line of research.
Publications [7,8] are outside of the main topic of this thesis, and rather
discuss a particular issues of string theory. As this subject is too different
from the main theme of this thesis, I have not included it. However, I have
found this work very interesting and stimulating and I am grateful to Luis
A´lvarez-Gaume´ from CERN. Without his support I will not have completed
ref. [8].
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2 Resonant mass detectors
In this section we present the work performed in collaboration with experimental
groups. We start with the complete description of a cylindrical resonant detector,
including noises. We also show how to compute the sensitivity of such a detector
and how to obtain simulated output data. Then we show how to adapt this analysis
to spherical resonant detectors.
After that we describe the data analysis pipeline for the EXPLORER and
NAUTILUS cylindrical resonant detectors. As we have worked out programs im-
plementing the whole data pipeline, each step is described having in mind the
implementation in an efficient computer code.
Finally we present the results for the 2003 experimental run and in particular
a limit on the GW-burst rate.
2.1 Principles
2.1.1 Resonant detection
GW detectors, as EXPLORER and NAUTILUS, are designed as a radio-
set: there is an antenna which couples with the waves and an amplifier
system. As in the case of the radio-set we can receive only the frequency for
which the antenna is tuned, not because the antenna dose not interact with
other frequencies but because noise (and for the radio your favorite station)
overcomes non-resonant signal. For the radio this is certainly an advantage
since you would not listen to all the stations in the same time, but for GW
detection it is an important restriction. However we will see that it can be
partially bypassed.
Let us start with the description of the antenna. As we are trying to
observe gravity waves the antenna has to interact with gravity. Since gravity
couples to matter, the more massive is the antenna, the better it detects
GWs. On the other hand the antenna has to be a resonator with a determined
frequency. As the fundamental resonance frequency of an object of size L is
given by vs
2L
, where vs is the sound velocity, this leads to limitation on the
maximal mass of the resonator. Furthermore the detector has to be cooled in
order to limit the thermal noise. This is also a technical challenge for masses
of the order of 103[kg].
From considerations of the physics of the sources we do not expect that
astrophysical objects produce GW with frequency above a few [kHz], and for
practical purposes it is easier to shield high frequency disturbances. There-
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fore the resonance frequency of the antenna is chosen around 1[kHz].
The geometry used for EXPLORER and NAUTILUS is a cylindrical an-
tenna. Both antennas have a length L ∼ 3[m] and a diameter d ∼ 60[cm].
Being in a aluminum alloy the mass of such a bar is about M ∼ 2200[kg].
The fundamental longitudinal vibrational mode is used for GW detection.
The bar is a resonator with very high quality factor, that is with relaxation
time of order of 600[s]. For GW bursts which last few milli-seconds we can
consider that the resonator is dissipation free.
We first work out the interaction between a bar lying along the x-axis and
a GW of short duration coming from an orthogonal direction, say the z-axis.
An element of the bar located at position x ∈ [−L/2;L/2] in the unperturbed
case, will be displaced to a new position x+u(t, x) with |u(t, x)| << x. Elastic
oscillations are described by the following wave equation [25]
dm
(
∂2u
∂t2
− v2s
∂2u
∂x2
)
= dFx(t, x) . (1)
And the force due to GW is given by the geodesic deviation obtained in
equation (A.12)
dFx =
dm
2
xh¨TTxx . (2)
The general solution of the wave equation with no energy flowing out of
the ends of the bar, that is with boundary conditions(
∂u
∂x
)∣∣∣∣∣
x=±L/2
= 0 , (3)
is
u(t, x) =
∞∑
n=0
ξn(t) sin
(
pix
L
(2n + 1)
)
+ ξ′n(t) cos
(
pix
L
(2n+ 2)
)
. (4)
Due to the symmetry of the problem only the sin terms couple to GW.
Substituting (4) into (1) integrating along the bar and using orthogonality
relation for sin function, we obtain an equation for the modes
ξ¨n + ω
2
nξn =
(−1)n
(2n+ 1)2
2L
pi2
h¨TTxx , (5)
where ωn =
pivs
L
(2n+ 1).
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Focusing on the fundamental mode ξ0 (setting u(t, x) = ξ0(t) sin
(
2pix
L
)
)
we can compute the energy stored in this mode as
E =
∫
dm
1
2

(∂u
∂t
)2
+ v2s
(
∂u
∂x
)2 = M
4
(ξ˙20 + ω
2
0ξ
2
0) . (6)
The fundamental mode of the bar can thus be treated as a harmonic oscillator
with mass m0 = M/2. Such an oscillator experiencing an external impulsive
force F (t) absorbs an energy [26]
Es =
1
2m0
∣∣∣∣
∫ ∞
−∞
dtF (t)e−iω0t
∣∣∣∣2 , (7)
plugging the force computed in (5) and assuming that hTTxx (t) → 0 for t →
±∞ we obtain (after integrations by parts)
Es = 16ML
2f 40
∣∣∣h˜TTxx (f0)∣∣∣2 , (8)
where, f0 = ω0/2pi and h˜
TT
xx (f0) is the Fourier mode of h
TT
xx (t) evaluated at
the resonance frequency. This last formula links the energy deposed into the
bar to the amplitude of the GW and can be rewritten as
∣∣∣h˜TTxx (f0)∣∣∣ = 14Lf 20
√
Es
M
. (9)
For a GW arriving from another direction we have to replace hTTxx (t)
by h(t). h(t) takes into account the loss of efficiency for waves with other
polarization and/or arrival direction. For a GW arriving from direction zˆ′ we
have the corresponding frame (xˆ′, yˆ′, zˆ′) in this frame hij(t) takes the form of
equation (A.8)
h′TTij (t) =

h
′
+(t) h
′
×(t) 0
h′×(t) −h′+(t) 0
0 0 0


ij
. (10)
But the detector frame (xˆ, yˆ, zˆ) has not the same orientation. For a bar with
axis in direction xˆ we can freely rotate the coordinate system along the xˆ
axis in order to rotate zˆ into the (xˆ, zˆ′) plane. This rotation do not change
the sensitivity because of the axial symmetry of the bar. Our two frames are
now related by two rotations.
8
We rotate the GW frame in order to obtain the tensor hTTij in the detector
frame. The first rotation is of angle ψ around zˆ′ in order to align the y’s
direction. This rotation correspond in fact to a redefinition of the polarization
direction and will just change the value of the non-zero components of the
GW tensor. In this new frame the GW tensor takes the form
h′′TTij =

 h
′
+ cos(2ψ) + h
′
× sin(2ψ) h
′
+ cos(2ψ)− h′× sin(2ψ) 0
h′+ cos(2ψ)− h′× sin(2ψ) −h′+ cos(2ψ)− h′× sin(2ψ) 0
0 0 0


ij
=

 h+ h× 0h× −h+ 0
0 0 0


ij
. (11)
The second rotation is performed around the direction yˆ with an angle α
and aligns the z directions. After this last rotation we have for the component
of the tensor which enters into the force computation:
h(t) = hxx(t) = h+(t) cos
2(α) = h+(t) sin
2(θ) , (12)
where θ is the angle between the arrival direction of the GW and the detector
axis. If rather than renaming the non-zero components after the first rotation
we keep the original polarization amplitudes we obtain
h(t) = h′+(t) sin
2(θ) cos(2ψ) + h′×(t) sin
2(θ) sin(2ψ) . (13)
2.1.2 Mechanic resonator
The antenna is well coupled to GW, but we just have translated the problem
of detecting GW into the problem of measuring extremely small oscillations
of the antenna. Just after a burst, when an energy Es has been transfered
to the bar, we can compute the displacement of the end of the bar using
formula (6). When the oscillation is at its maximum, we have
M
4
(2pif0)
2ξ20 = 16ML
2f 40
∣∣∣h˜(f0)∣∣∣2 , (14)
or
ξ0 =
4Lf0
pi
∣∣∣h˜(f0)∣∣∣ . (15)
For a burst with δ-like shape h(t) = hτsδ(t) so that
ξ0 =
4Lf0hτs
pi
. (16)
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This last formula gives for a strong burst with values, L = 3[m], τs = 1[ms],
f0 = 1[kHz] and h = 10
−18
ξ0 ∼ 4 · 10−18 (17)
which is three order of magnitude below the size of an atom nucleus. Detect-
ing such a variation may seem hopeless, but it is the entire end of the bar
which has this displacement and we can use a trick.
The trick consist to add another oscillator with the same resonance fre-
quency but with much smaller mass. This mechanical transducer is glued
at the end of the bar. We end up with a double oscillator described by the
equations
ξ¨0 + ω
2
0ξ0 + µω
2
t (ξ0 − ξt) =
F0
m0
(18)
ξ¨t + ω
2
t (ξt − ξ0) =
Ft
mt
(19)
where ξt, ωt, mt are the position, pulsation and mass of the transducer, Ft is
the force acting on the transducer and µ = mt/m0 is the mass ratio. Passing
to Fourier space, we have the matrix system
(−ω2 + ω20 + µω2t −µω2t
−ω2t −ω2 + ω2t
)(
ξ˜0
ξ˜t
)
=
(
F0
m0
Ft
mt
)
. (20)
We eventually tune the transducer to the bar frequency ωt = ω0. This system
has two resonance frequencies obtained as the values of ω which put to zero
the determinant of the matrix. They are given by
ω± = ω0
√
1 + µ/2±√µ
√
1 + µ/4 , (21)
and in the limit of small µ reduce to
ω± ' ω0 (1±√µ/2 +O(µ)) = ω0 ± ωb + ω0O(µ) . (22)
In fact ω± are the two values for which the computation of ξ˜i(ω) leads to a
divergence. As in the case of a single oscillator these divergences are cured
by taking into account dissipation.
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In the small µ limit one can compute the displacements when Ft = 0 and
F0 is only due to the GW. One finds [27]
ξ0(t) ' a0
ω0
sin(ω0t) cos(ωbt) , (23)
ξt(t) ' − a0
ω0
√
µ
cos(ω0t) sin(ωbt) , (24)
where a0 is the amplitude of the bar oscillation. As a consequence of the
splitting of the resonance frequencies, we observe beatings that correspond
to the flow of the energy from one oscillator to the other and back. Note that
the adjunction of the mechanical resonator has enhanced the amplitude by
a factor 1/
√
µ. In the NAUTILUS or EXPLORER case where the resonator
has a mass of aboutmt ∼ 600[g] this leads to factor µ = mt/m0 ∼ 0.6/1100 =
5 · 10−4. Therefore the displacement to measure is amplified by a factor of
about
1√
µ
∼ 50 (25)
Furthermore as in the case of the bar mode, the effective mass of the res-
onator depends on its geometry and is smaller than the physical mass. For
EXPLORER the physical mass of the resonator is 650[g] but from the knowl-
edge of the resonance frequencies and equation (22) we can compute µ and
mt. As f− = 904.7[Hz] and f+ = 926.3[Hz] see [28], we obtain for the
transducer effective mass
mt = 632[g] , (26)
which is slightly lighter than the physical mass.
2.1.3 Electronic readout and SQUID
Having amplified the oscillation by means of the mechanic resonator, the
detection is completed by an electronic readout. One possibility is to use a
capacitive transducer in order to convert the motion of the resonator into
an electric current. In such a transducer a capacity is formed such that the
resonator motion changes the gap between the capacity plates. Therefore
the value of the capacity is given by
C = 0
S
d0 + ξ0 − ξt ' 0
S
d0︸ ︷︷ ︸
Ct
(
1− ξ0 − ξt
d0
)
, (27)
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where the expansion is justified since d0 ∼ 10[µm] is much bigger than ξt.
Furthermore a tension U0 is applied on the capacity. The charge on the
plate is then given by
Q = CU0 ' CtU0︸ ︷︷ ︸
Q0
−ξ0 − ξt
d0
CtU0 . (28)
The variation of charge being proportional to the resonator displacement.
However the current is small: combining the bar displacement obtained
in (17) the amplification factor (25) with typical value for the readout device
U0 = 68[V ] and Ct = 9[nF ] we obtain a charge variation of 10
−17[C]. As a
complete oscillation is performed in about 1[ms] we can estimate the current
to 10−14[A]. We have to amplify this current before we can measure it.
The most appropriate amplification device is a super-conducting quantum
interference device (dc-SQUID). However the SQUID leads to high voltage
variation in response to small magnetic flux variations. Therefore the current
to be amplified has to be converted into a magnetic flux by means of a coil.
Adding a coil to the capacity circuit turns it into an electric oscillator and
we end up with three rather than two coupled oscillators. In fact in order to
match the high impedance of the capacitor with the low impedance of the
SQUID one has to add a transformer in-between. The dc-SQUID is described
in ref. [29]. The complete readout circuit is presented in figure 1. Other
possibilities with multiple SQUID have also been studied see for example [30]
The electric oscillator is described by the equations
LpI˙1 +R1I1 + q1/C// = V1 , I1 = q˙1 , (29)
where 1/C// = 1/Ct + 1/Cd and V1 is oscillator voltage noise. The system is
completed by the equations for the transformer
(Ls + Li)I˙2 +R2I2 = V2 , (30)
where V2 is the voltage noise of the SQUID amplifier. Using the above equa-
tions and the ones for the mechanics oscillators (18) (or better the equivalent
with damping) we have a complete description of the detector. However the
couplings between the different stages are missing.
The coupling between the mechanics modes and the electric one is given
by the capacity variation and is, see equation (28)
V cm1 = −(ξ0 − ξt)E0 , (31)
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Figure 1: Schematic of the detector with readout circuit. According to [29]
we describe the dc-SQUID as a linear amplifier.
where E0 = U0/d0. On the other hand the electric mode back-reacts on the
mechanics one. The force acting on each oscillator can be computed by the
mean of the energy stored in the variable capacity, which is
W =
1
2
Q2
C
=
(d0 + ξ0 − ξt)Q2
0S
, (32)
the force being
F c0 = −
∂W
∂ξ0
= −1
2
Q2
0S
= −F ct . (33)
Furthermore the charge in the capacity is given in first approximation by
Q = Q0 + q1. As a constant force can be canceled by a displacement of the
equilibrium position of the oscillators we can discard the term proportional to
Q20. We can also safely drop the term quadratic in q1 which is subdominant.
The force is then
F c0 = −q1
Q0
0S
= −q1U0
d0
= −q1E0 = −F ct . (34)
The coupling between the electric oscillator and the transformer is given
by
V ct1 = MpsI˙2 (35)
V ct2 = MpsI˙1 (36)
13
where the mutual inductance is given by Mps = kps
√
LpLs with kps being an
efficiency factor.
We can assume that the SQUID will not produce considerable magnetic
flux and we do not take into account the SQUID back-action onto the trans-
former.
2.1.4 Tuned or non-tuned electric mode
As stressed in the previous sub-section we are now dealing with three coupled
oscillators. We have the liberty to tune the frequency of the electric mode
on the mechanic ones. Choosing to tune the electric mode will enlarge the
bandwidth of the detector see figure 2. However along the data analysis
pipeline we will need the response of the detector to δ-like excitations. For
an electric mode far away from the mechanic ones it is possible to have an
analytic solution since only two oscillators enter into play. This is no more
possible with three tuned oscillators and the response function has to be
computed numerically. In ROG experiments the initial choice was to use
non-tuned electrical mode. The tuning of the electric oscillator enlarges the
bandwidth of the detector.
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Figure 2: Sensitivity curve for non-tuned (left) and tuned (right) electric
mode. Note that the effect of tuning the electric mode acts principally on
the back-action noise and allows to enlarge the bandwidth.
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2.1.5 Noises
In the above discussion on the resonators and readout have not taken into
account the different sources of noise, or more precisely we have not specified
the noise contribution to F0, Ft, V1 and V2.
The noises forces on the mechanic oscillators due to thermal excitations
are know as Nyquist forces. Such a force is described by its statistical prop-
erty: it has zero mean and is totally uncorrelated in time
〈F (t)〉 = 0 (37)
〈F (t)F (t′)〉 = A0δ(t− t′) . (38)
Furthermore one can compute [27] that the coefficient A0 takes the value
A0 = 2kBTmγ (39)
where T is the thermodynamic temperature and m , γ are the mass and
dissipative term of the oscillator. The (single-sided) spectral density of the
force which is obtained through the autocorrelation
〈F (t)F (t′)〉 = 1
2
∫
dω
2pi
SF (ω)e
−iω(t−t′) , (40)
and takes the value
SF (ω) = 2A0 = 4kBTmγ (41)
On the other hand if we observe the system over a time interval δt, the
average force
〈F 〉|t,t+δt = 1
δt
∫ t+δt
t
F (t)dt , (42)
has a Gaussian distribution with zero mean and its standard deviation given
by [31]
σ =
√
A0/δt =
√
2kBTmγ/δt . (43)
On the electric oscillator we have the same equations but with
Ae0 = 2kBTR , (44)
Where R is the circuit resistance.
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The dc-SQUID brings also noises. First the voltage noise of the SQUID
amplifier is part of V2 and turns out to be frequency dependent. According
to [29] it has a spectral density
SV2 = 11kB
Teff
Rshunt
ω2MS , (45)
where Teff is the SQUID effective temperature, Rshunt the SQUID shunt
resistance and MS the mutual inductance between the input coil and the
SQUID washer. See figure 3. Furthermore the SQUID produce also a noise
L i LS
M
R
S
shR sh
Figure 3: SQUID specification. The two cross stand for the Josephson
junctions. The SQUID is shunted in order to remove hysteresis.
current with flat spectral density and magnitude
SIS = 16kB
Teff
Rshunt
(
Ls
MS
)2
. (46)
One can quantify the SQUID quality by computing the SQUID intrinsic
energy resolution
ESQ =
LiSIS
h¯
(47)
this quantity is bounded by below by a quantum limitation and cannot be
smaller than 1.
2.1.6 Sensitivity
The detector has intrinsic noises, these noises put a limit on the GW am-
plitude that we are able to detect. A standard way to define the detector
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sensitivity is to express the spectral density of a GW giving the same output
as the intrinsic noise (ie. a GW detected with a signal to noise ratio of 1).
Let’s call such a spectral density the standard noise spectral density.
Conventionally the sensitivity is given using the strain sensitivity being
the square roots of the standard noise spectral density. This computation is
performed in two steps. First we add up all the noise contributions and work
out the total noise spectral density of the detector output. Then we use the
transfer function T which allows to convert the output noise spectral density
into the standard noise spectral density. The transfer function is defined as
the coupling between the output and the GW through
I˜2(ω) = T (ω)h˜(ω) . (48)
In fact we should use the amplified output voltage rather than I2, but the
output voltage is just proportional to I2.
Another way to express the detector sensitivity is to characterize the GW
by its strength rather than by its spectral density. The sensitivity is then
computed by means of the minimal value of the root-sum-square amplitude
that the detector is able to see, where the root-sum-square amplitude is
defined as
h2rss ≡
∫ ∞
−∞
dt h2(t) . (49)
Note that the value of hrss to which the detector is sensitive is strongly
dependent of the wave form. In general the root-sum-square sensitivity is
given for a specified wave form.
2.1.7 Modeling
Having the equation describing the detector dynamics we can compute (at
least numerically) the transfer functions and the strain sensitivity. We can
also determine the response to a given signal and in principle produce sim-
ulated data in order to test the data analysis pipeline. In the following we
give an overwiew of these different issues.
Matrix equation in Fourier space.
Collecting the equations for the resonator, the electrical mode and the trans-
former and adding the couplings we have worked out we note that, in Fourier
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space, the system is linear. It can be written as a matrix system given by
(
Z1−2,1−2 Z1−2,3−4
Z3−4,1−2 Z3−4,3−4
)
ξ0
ξt
I1
I2

 =


F0
Ft
V1
V2

 (50)
where Ft , V1 and V2 are only due to noise and F0 may contain a GW
contribution. The components of the Z matrix are given by
Z1−2,1−2 =

m0
(
ω20 − ω2 + µω2t + iω
(
ω0
Q0
+ µ ωt
Qt
))
−mtω2t − imtω ωtQt
−mtω2t − imtω ωtQt mt
(
ω2t − ω2 + iω ωtQt
)


Z1−2,3−4 =
(−iE0
ω
0
iE0
ω
0
)
(51)
Z3−4,1−2 =
(
E0 −E0
0 0
)
(52)
Z3−4,3−4 =

R1 + i
(
ωLp − 1ωC//
)
−iωMps
−iωMps R2 + iω(Ls + Li)

 (53)
with quality factors Qi = ωi/γi.
The total noise spectral density of the detector output is computed using
the inverse of the Z matrix and is
Stot =
∣∣∣∣(Z−1)4,1
∣∣∣∣2 SF0 +
∣∣∣∣(Z−1)4,2
∣∣∣∣2 SFt︸ ︷︷ ︸
Thermal mechanic noise
+
∣∣∣∣(Z−1)4,3
∣∣∣∣2 SV1︸ ︷︷ ︸
Thermal electric noise
+
∣∣∣∣(Z−1)4,4
∣∣∣∣2 SV2︸ ︷︷ ︸
SQUID voltage noise
+ SIS︸︷︷︸
SQUID current noise
(54)
We obtain also the transfer function using the inverse of Z and equation 5
for n = 0
T (ω) = −
(
Z−1
)
4,1
2m0L
pi2
ω2 . (55)
The standard noise spectral density and the strain sensitivity are then
given by
Sn(ω) =
Stot(ω)
|T |2(ω) , (56)
hss(ω) =
√
Sn(ω) . (57)
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Feeding the computer with the above equations we obtain a sensitivity curve
for a model of EXPLORER. See figure 4 where we have detailed the different
noises contributions and figure 5 for a comparison with the experimental
curve
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Figure 4: Strain sensitivity and total spectral noise for our EXPLORER
model. Note that we have detailed all the noise contributions. The Matlab
code producing this plot is adapted from [32]. See also [9].
Direct simulation.
Using the equations in real space and the Nyquist forces as described in
equation 43 and above, we can also directly integrated equations of motion
and produce simulated detector output. We present only a partial model
where we drop SQUID noises.
Writing a direct integration code we face two difficulties. The first one
is the fact that we have to follow oscillators over many cycles (3 · 106 cycles
each minute.) This is not a trivial task. Typically integrating the equations
of motion for an oscillator with Euler or even Runge-Kutta method leads to
numerical instability and the energy of the oscillator tend to diverge. The
solution is to use an integration method which is adapted to the Hamiltonian
nature of the free oscillator, namely use a method which conserves energy.
We use the Verlet method [33]. For equations
x˙ = v , (58)
v˙ = F (x) , (59)
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Figure 5: Comparison between our model and the experimental curves. On
the left panel the strain sensitivity and on the right panel the total noise.
The peak at 940[Hz] which appear on both panels is due to the calibration
signal. Note that some of the parameters of our model are fitted to the
experimental curve. The strain sensitivity experimental curve is taken from
figure 1 of [10]
a step of integration of length δt is given by
v′ = v(t) + F (x(t))
δt
2
, (60)
x(t + δt) = x(t) + v′δt , (61)
v(t+ δt) = v′ + F (x(t + δt))
δt
2
. (62)
The second difficulty is to take into account the noise. We have point out
that the white noise can be add as a Nyquist force. Such a force is defined by
its statistical properties [31]. Therefore we have to generate random numbers
with a Gaussian distribution for the force. We use the polar Box-Muller
transformation ( [34] and reference therein) which allows to transform two
random numbers with flat distribution to a single number with Gaussian
distribution.
With the help of the above numerical tricks we can integrate the equations
of motion. We obtain set of data that we can treat as if it was the detector
output (up to the missing SQUID noises and a normalization factor due
to the SQUID amplification). In particular we obtain simulated data, see
figure 6, and total noise spectrum for our simulated detector, see figure 7.
20
Up to a normalization factor we can compare the noise spectrum with the
one from real data, figure 8.
10 10.5 11 11.5 12 12.5 13 13.5 14 14.5 15
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x 10−19
t [s]
Figure 6: SQUID impute current obtain from direct integration of the
equation of motions. We show a 5[s] data chunk.
In principle this simulation can be improved in order to take also into
account SQUID noises. It is also possible to include the force due to a GW
and we argue that such a simulation can be used to test the efficiency of the
data analysis pipeline.
2.1.8 Spherical resonant detectors
We complete the above analysis for the case of a spherical resonant detector.
Note that we use the same kind of transducer (capacitive transducer) but
our method can also be adapted for the inductive transducer currently under
study [30].
Working with spherical rather than cylindrical geometry has the main
advantage that a spherical detector has the same sensitivity in all arrival
directions. Furthermore it would be able to reconstruct the arrival direction.
This ability is unique among all the GW detectors. The arrival direction is
encoded into the vibration of the whole surface of the sphere. However, we
do not need to monitor all the sphere surface: the vibration can be described
as a superposition of eigen modes. As in the bar case, we have to amplify
21
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Figure 7: total noise spectrum on the SQUID input current. The third
peak on the right is the electric mode which is non-tuned. Note that we have
not include into our computation the back-action and the SQUID current
noise (white noise).
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Figure 8: Comparison between the matrix model and simulated total noise
spectrums. The curves from the matrix model are obtained without SQUID’s
noises as it is the case in our simulation.
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the vibration before converting it into an electric signal. We place a set of
transducers on the sphere. Since the amplitude of each mode is a function of
the location on the sphere, each single transducer sees a different combination
of modes. Therefore, with a sufficient number of transducers we can compute
the amplitude of each mode.
As in the bar case, the transducer contains a mechanical resonator and
if we would fix a mechanical resonator to the surface of the sphere, it would
be sensitive only to the radial component of the sphere vibration. Therefore,
among the different vibrational modes of the sphere we restrict ourself to the
ones which have radial components at the sphere surface, i.e. the spheroidal
modes. Furthermore we can also cancel modes not coupled with GWs. In
the case of an isolated sphere the fundamental mode of vibration is 5 times
degenerate see [32, 35] and references therein. The radial displacement in-
duced by the j−th spheroidal-fundamental mode (j = 1..5) at the surface
location (θn, φn) is given by
αjBjn , (63)
Where αj is a radial factor and Bjn is related to spherical harmonics.
We can then build a sphere model as the superposition of 5 harmonic
oscillators. The (radial part) of the sphere vibration near the fundamen-
tal resonance frequency is then given by a linear superposition of these 5
oscillators.
An efficient way to compute the sensitivity of our sphere model is to
compute the matrix equation (the equivalent of equation (50)). As the Earth
gravitational field leads to a splitting of the 5 resonance frequencies we call
them ω2S,j with j running on the 5 fundamental modes. These frequencies
can be measured on the bare sphere. For a sphere of mass MS with N
resonators of mass mn and resonances frequencies ωt,n, n = 1..N we have
also two currents for each transducer and the corresponding noises. The 5
sphere modes and N resonators amplitudes and the 2 times N currents are
described by the variables2
ξ =


ξ1
...
ξ5

 ,q =


q1
...
qN

 , I1 =


I11
...
I1N

 , I2 =


I21
...
I2N

 (64)
2In the case of the bar we use for the resonator position the inertial coordinate ξt i.e.
the absolute position of the resonator. We can also use q the position of the resonator
with respect to the bar. They are related by ξt = ξ0 + q. For the sphere we use q [35].
This explains why the form of the equation is not exactly the same as in the bar case.
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and obey the following equation in Fourier space

 0
0S
C2
C1
T


︸ ︷︷ ︸
Z


ξ˜
q˜
I˜1
I˜2

 =


1 5 −αB 0 0
0 1 N 0 0
0 0 1 N 0
0 0 0 1 N


︸ ︷︷ ︸
A


F˜noise+GW
f˜noise
V˜r
V˜n


(65)
Where the sub-matrices are
S = Diag
(
MS(ω
2
S,j − ω2 + iω
ωS,j
QS,j
)
)
, (66)
C1 = −αB ·Diag
(
mn(ω
2
t,n + iω
ωt,n
Qt,n
)
)
, (67)
C2 = −αω2Diag (mn) ·BT , (68)
the B matrix is given by the location of transducers and equation (63).
Finally the components of the T matrix are
T1−n,1−n = Diag
(
mn
(
ω2t,n + iω
ωt,n
Qt,n
− ω2
))
(69)
T(n+1)−2n,1−n = −iDiag (E0,n)
ω
(70)
T(2n+1)−3n,1−n = 0 (71)
T1−n,(n+1)−2n = Diag (E0,n) (72)
T(n+1)−2n,(n+1)−2n = Diag
(
R1,n + i
(
ωLp,n − 1
ωC//,n
))
(73)
T(2n+1)−3n,(n+1)−2n = −iωDiag (Mps,n) (74)
T1−n,(2n+1)−3n = 0 (75)
T(n+1)−2n,(2n+1)−3n = −iωDiag (Mps,n) (76)
T(2n+1)−3n,(2n+1)−3n = Diag (R2,n + iω (Ls,n + Li,n)) (77)
Where, up to the label n referring to which transducer it belongs, each quan-
tity has the same signification as in equations (50-53).
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As in the bar case we can use these equations to compute the sensitivity
of a sphere. Note that we have N sensitivity curves (one by transducer). As a
first application we compute the sensitivity of MiniGRAIL run 6. In this run
the sphere is coupled to only 1 transducer. The corresponding sensitivity is
plotted in the figure 9. Of course 1 single transducer is not enough to read all
the 5 spheroidal modes. We need at least 5 transducer but theoretical study
suggests to use 6 transducers [36]. Using the TIGA configuration we compute
the sensitivity of a 1 meter radius sphere with SQUID with intrinsic energy
resolution set to 1. The corresponding sensitivity is plotted in the figure 10.
Note that it is easily possible to modify our code in order to take into
account a hollow sphere or another kind of transducer [9].
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Figure 9: Strain sensitivity for our MiniGRAIL model with 1 transducer
and comparison with experimental curve. Note that we have detailed all the
noise contributions. The parameters we used correspond to the MiniGRAIL
run 6 in 2004. The experimental curve is taken from [37].
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Figure 10: Strain sensitivity for one of the 6 transducers of our CuAl 1
meter radius sphere model. The SQUID intrinsic energy resolution is set to
1. We also plot the curve for SQUID intrinsic energy resolution set to 50
(highest curve). Note that we have detailed all the noise contributions. This
figure is taken from [9].
26
2.2 Burst oriented data analysis
In this section we present how to handle and treat the output of a resonant
detector in order to extract bursts of GW from noise. This section is the
translation of what we have learned producing C + + codes in order to
process ROG data. The main references for this section are [38] [39] and the
indispensable [40].
2.2.1 Handle experimental data
The output of a resonant-mass detector such as EXPLORER or NAUTILUS
is given by two distinct parts. The first one is the flags (work around the
experiment, refilling of the cryogenic fluids,...) and additional variables (in-
ternal pressures,...) giving the status of the experiment and it is used to
build veto files. The output of the cosmic ray detector belongs to this part.
The second part is the sampling of the SQUID output. In the following we
will concentrate on the processing of this part of the experimental output.
The SQUID output is sampled every ∆t = 0.2[ms]. Such a temporal series
allows, via Fourier transform, to obtain Fourier modes between (Nyquist
bound) [
− 1
2∆t
;
1
2∆t
]
= [−2.5[KHz]; 2.5[KHz]] (78)
Therefore it is possible with this sampling to monitor the resonances and
also wide band noises.
For practical purpose, we have to cut the temporal series into data chunks,
that is into pieces of finite length. Each chunk can be seen as a vector of
length N (of duration N∆t). We can fast Fourier transform (FFT) such
a vector (it is specially easy for N chosen as a power of two ). Note that
the number of Fourier modes computed by FFT is N . Thus the frequency
resolution in the Fourier space is ∆f = 1
N∆t
. The (complex) vector obtained
by FFT is called periodogram.
Each day of operation (for each detector) produces ∼ 4 · 108 samples.
Writing each sample on 4 octets we get ∼2Go of data per day and per
detector. As each run has a duration of the order of the year we have to
manage over 700Go of data per run and per detector (and we have not taken
into account the status and flags files). With present technology it becomes
possible to handle such an amount of data but during the ’90 it was a problem
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(at least at the level of the cost of hardware).
As one can observe from figure 4 the amplifier noise is the dominant
contribution out of a small bandwidth around the resonances. Therefore,
looking for gravitational events, it has to be done only in this window. For
EXPLORER and NAUTILUS we are interested in about 100[Hz] around the
frequency of the bar. The aliasing procedure that we describe below allows
to store only the necessary data, reducing the size of the files of an important
factor.
2.2.2 Aliasing/Rephasing
The procedure used to reduce the amount of data is based on the observation
that only a subrange of the Fourier modes are relevant for the data analysis
(other ones are noise dominated). For NAUTILUS and EXPLORER a ∼
155[Hz] window around the resonance contains all the information we need,
therefore we can simply discard all the other Fourier modes without changing
the result of the analysis. So it is possible to reduce the amount of data by
a factor 2500[Hz]
150[Hz]
∼ 16.
However, in order to be able to set an arrival time to events, we need to
return into time domain using inverse FFT (TFF). But the TFF mixes the
modes in the sense that the point A(N∆t) is a function of all the modes.
Therefore we loose the capacity of reducing the amount of data unless we use
a trick. The trick is called aliasing and consists to shift the Fourier modes in
order to store the relevant modes into the lowest ones. After this shift by a
frequency fstart, we are only interested in the modes belonging to the range
[−155[Hz]; 155[Hz]] therefore we can reduce the sampling from ∆t =0.2[ms]
to ∆τ = 1
2·155[Hz]
=3.2[ms]. Using the TFF we obtain a new temporal series
which encodes all the relevant informations but is stored on 1
16
of the initial
size. The aliasing procedure is illustrated in the figure 11.
With the aliasing we have a powerful tool to save disk space and we
can even, as a first check, apply the remaining of the data analysis directly
on aliased data. However if we want to precisely determine the temporal
localization of an event, if we are looking at the wave form, or even to detect
all the events, it is important to be able to invert the aliasing procedure. This
operation is called rephasing and is obtained as follows: first we compute the
Fourier modes using the FFT on the aliased data, then we shift back the
Fourier modes to their initial position, finally we return to the time domain
using the TFF with sampling ∆t = 0.2[ms]. The rephasing procedure is
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Figure 11: Schematic of the aliasing procedure
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illustrated in the figure 12
2.2.3 Filtering principle, ZOP example
The detector with its two mechanical and its electrical oscillating modes
produces an output which is not easy to interpret. Even in the absence of
noise the internal dynamics with energy flowing from one oscillator to the
others produces a complicated pattern. Extracting events is possible only
through a filtering procedure. We can compute the evolution of a noise
free detector. The filtering procedure is then a kind of subtraction of this
unperturbed dynamics, the output of the filter being the disturbance which
produce the measured data.
We illustrated this idea with the Zero Order Prediction (ZOP) filter. A
narrow band detector can be approximated by a zero band detector: one can
consider that only the contribution at the resonance frequencies are relevant.
For a non-tuned electrical mode we have two resonances frequencies ω± and
the output of the SQUID is approximated by
A(t) = a−(t) sin(ω− · t + φ−) + a+(t) sin(ω+ · t+ φ+) (79)
Each resonance can be monitored by a lock-in system. The lock-in’s output
gives the envelops a±(t). The unperturbed evolution for a±(t) is given by
the damping
a±(t+ ∆t) = a±(t)e
−∆t/τ± (80)
where τ± are the decay time for each modes.
For a sampling time ∆t small enough, the high quality factor of the oscilla-
tor allows to approximate the exponential by 1 and therefore the unperturbed
evolution predicts that
a±(t+ ∆t) = a±(t) (81)
The ZOP filter removes this unperturbed evolution. Its output Z±(t) is
Z±(n ·∆t) = a±(n ·∆t)− a±((n− 1) ·∆t) (82)
2.2.4 Matched filtering
The ZOP filter allows to extract only very little information from the detector
output. If we want to do better we have to take into account the whole
sensitivity band of the detector. In order to do that we can use matched
filtering.
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Figure 12: Schematic of the rephasing procedure
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For the matched filter we compute the noise free evolution of the de-
tector excited by a given excitation. We obtain the specific output pattern
associated with this excitation. The filtering procedure consist to perform a
pattern recognition looking for our specific pattern in the data. This method
is powerful but has the following limitation. We have to specify the excita-
tion in order to compute the pattern, therefore, the filter is sensitive only to
excitations of the same kind. We have different filters if we are looking for
δ-like excitation, sin-Gaussian, etc.
The determination of the pattern can be obtained in different ways. For
a detector with non-tuned electrical mode, it is possible to compute the
analytical formula. For EXPLORER experimental setup we have
U(t) =
−f−
2piM(f 2+ − f 2−)
sin(2pif−t)e
−t/τ− +
f+
2piM(f 2+ − f 2−)
sin(2pif+t)e
−t/τ+ .
(83)
If we want to perform a preliminary analysis working directly on aliased data
we have to replace f± by their aliased values f± − fstart but only in the sin.
This comes from the fact that in the Fourier transform of U the factor f±
f2
+
−f2
−
is only a normalization. Therefore the aliasing process do not change this
value. On the other hand the frequency in the sin gives the position of the
resonances and is changeed by a shift of the modes.
For tuned electrical mode, the analytic expression is missing. We have to
obtain U(t) either by numerical simulation or by measuring the output of a
hardware injection.
The pattern recognition is obtained through a convolution between the
pattern and the data. The idea is the following: if we are looking for a sinu-
soidal function at a known frequency we take the FFT of the data and look at
the specific Fourier mode, selecting this mode is obtained by multiplying by
the FFT of the sin. For a more complicated pattern we do the same, weight-
ing each Fourier mode of the signal to filter by the corresponding mode of
the pattern. To be more precise, the matched filter takes into account the
pattern but also the noise, we want to be more confident on modes with low
noise and therefore we add another weight dividing by the power spectrum
of the noise. Finally we have to correct the normalization. In equation the
filter is given by
AF = H ? A (84)
where ? stands for the convolution and H(t) is the filter function defined in
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Fourier space by
H˜(f) =
U˜∗(f)
St(f)
1
R0
√
Y , (85)
here U˜(f) = FFT (U(t)) is the pattern, St(f) is the noise (two-sided) power
spectrum, R0 the total gain will be defined below.
√
Y is a dimension-full
constant used to convert the units from Volt (units of the output) to the
square root of an energy (units of the bar excitation). For practical reasons
we choose to measure the energy in Kelvin.
√
Y depends on the read-out
chain and is defined as
√
Y =
1
AαB
√
m0
2kB
ω2+ − ω2−
ω+ + ω−
, (86)
where A is the SQUID factor giving the relation between the SQUID output
voltage and the input flux. αB is also a constant related to the electric reso-
nant and transformer circuits. In principle one can compute these constants
from the SQUID and circuits characteristics. However it is also possible
to reconstruct
√
Y from measured quantities and therefore to keep a better
control on it.
The experimental determination of
√
Y needs a hardware modification:
we add a coil producing a reference flux φcal to the SQUID. The reference
signal is generated with a frequency fcal close to the resonances frequencies.
For EXPLORER the corresponding signal is shown in figure 5.
The SQUID converts the flux φcal into a signal Vcal. From the knowledge
of φcal and the measure of Vcal = V˜ (fcal) one obtain
A =
Vcal
φcal
. (87)
Knowing A we can compute also the so called Brownian flux3 φ± which are
obtained from the outputs V±. With the use of these new variables we obtain√
Y from the formula
√
Y =
φcal
Vcal
1
23/2
√
φ2+ + φ
2
−
φ+φ−
. (88)
3In fact φ± are not flux but rather flux divided K
1/2 one can check this by means of
equation (89)
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This definition of
√
Y is equivalent to equation (86) to lowest order in
√
µ
since the Brownian flux are given by
φ± = αB
√
kB
2mtω2±
. (89)
Therefore, using equation (22) we have
√
Y =
1
AαB
√
m0
2kB
ω2+ − ω2−
ω+ + ω−
=
1
AαB
√
m0
√
µ√
2kB
ω0 +O(µ) (90)
and
φcal
Vcal
1
23/2
√
φ2+ + φ
2
−
φ+φ−
=
1
A
1
23/2
1
αB
√
2mt
kB


√
1/ω2+ + 1/ω
2
−√
1/ω2+
√
1/ω2−


=
1
AαB
√
mt√
2kB
ω0 +O(µ) (91)
For practical purposes, φcal and φ± are determined by the online acquisition
system and are then fixed quantities in the filter implementation. However
Vcal is measured and updated at the same time as the resonances frequencies
f±.
We return to the description of the other parameters entering into equa-
tion 85. The total gain R0 is the normalization of the filter and it is computed
as the integral of the spectral gain G˜(f) as
R0 =
∫ 1
2∆t
− 1
2∆t
G˜(f)df (92)
where the spectral gain is defined by
G˜(f) =
|U˜(f)|2
St(f)
. (93)
Note that the filter we just defined is non-local, see figures 13 and 14 for
an example of the filter effect.
2.2.5 Overlapping and hamming
The matched filtering procedure is defined on a single periodic chunk. But
in general cutting data series into chunks produces more than one chunk and
each chunk has no reason to be periodic.
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Figure 13: Example of data and filtered data, a big cosmic ray has hit the
detector. Note the non-locality of the filter: into the filtered data the event
reaches its maximum at the time of the cosmic ray, but it starts before. The
right panels are zooms into the event.
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Figure 14: Example of data and filtered data, another event. Note that
the filter is able to pick up an excitation from noise, even if this excitation
is far from obvious in the initial data. The right panels are zooms into the
event.
36
Taking a chunk of data is equivalent to multiplying the entire set of data
by a window function. Therefore the spectrum produced is the convolution
of the real spectrum with the Fourier transform of the window function. A
rectangular window produce then a broader spectrum. The hamming proce-
dure allows to remove this problem. The hamming consist of multiplying the
chunk by a sinusoidal with period two times the chunk length. Such a func-
tion goes to zero at the both ends restoring the periodicity and its Fourier
transform is simple enough to not modify the spectrum. See figure 15 for an
example of the hamming effect. The hamming has to be used if we want to
estimate the width of the resonance peaks from the power spectrum.
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Figure 15: Comparison of spectrums produced with (in black) and without
(in red) hamming. The plot show the resonance peaks for EXPLORER.
Dealing with various chunks may, after the filtering procedure, produce
jumps between the chunks. We can avoid this problem by the overlapping
procedure which consist to work with chunks sharing half of the data with
the previous chunk and half with next chunk, see figure 16. The price to pay
is to double the time used to process the filtering.
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Figure 16: Schematic of the overlapping procedures
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2.2.6 Noise spectrum
In order to compute the filter function we also need the noise (two-sided)
power spectrum St(f). As the output of the detector is, most of the time,
dominated by noise, the power spectrum of the data is a good approximation
to the noise spectrum. If we have a model of the noise spectrum we can fit
it on the data spectrum and use this model as noise spectrum.
Using a fit we have more control on the noise and we can remove data
where the noise is not well understood (do not fit the model). On the other
hand, discarding part of the data lowers the duty cycle.
We can also simply use ”average” of the data power spectrum as the
noise spectrum. In this case we have to define the averaging procedure. For
EXPLORER and NAUTILUS data analysis, we use autoregressive averag-
ing. This averaging procedure leads to a dynamical estimation of the noise
spectrum.
The autoregressive average consist to make an average over the past using
a fading memory. The autoregressive average of a time series {X(j ·dt)}j=1..N
is the series {Y (j · dt)}j=1..N defined by
Y (j · dt) = (1− ω)X(j · dt) + ωY ((j − 1) · dt) (94)
where ω = e−dt/τ , τ is the memory time of the average. In resonant mass
detector the memory time is naturally given as the oscillator relaxation time
which in the case of EXPLORER or NAUTILUS is about 10[min].
Applying the autoregressive average on the noise spectrum we compute
first the data power spectrum
Ai(f) = |A˜i(f)|2 , (95)
for each chunk of data, the indices i is referring to the number of the chunk.
Due to the overlapping the time separating two successive chunks is one half
of the chunk duration:
dt =
N
2
∆t . (96)
Then the noise power spectrum is estimated averaging the spectrum using
the autoregressive mean with ωS = exp(−N2 ∆t/10[min])
(St)i(f) = (1− ωS)Ai(f) + ωS(St)i−1(f) (97)
We call the filter built with this averaging the Whole filter. As we already
noted we have to choose the averaging process and we can refine the whole
filter.
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A possible way is to discard power spectrum when we judge it too noisy.
We can compute the total noise as the sum over all the modes of the noise
spectrum. For a given chunk we have
σi =
∑
f
Ai(f) (98)
and its expectation value
〈σ〉i =
∑
f
(St)i−1(f) (99)
Using a threshold k we do not take into account the chunks with
σi ≥ k〈σ〉i (100)
that is, we do not update the noise power spectrum with the spectrum Ai(f).
The filter obtained using this averaging procedure is called the Clean filter.
The usual value of the threshold is k = 20.
A less abrupt way to give less weight to noisy spectrums is to modulate
the memory time τ using
τˆi =
2τ
1 + σi
〈σ〉i
. (101)
In this averaging procedure we use all the spectra but into the autoregressive
mean we replace τ by τˆi. The corresponding filter is called Adapted filter.
We have now three different filters and a problem: which filter shall we
best use? In fact we have already seen the tool solving this problem. When
working out the filter function we have computed the normalization R0. R0 is
in fact the (energy) signal to noise ratio (SNR) of the filter since its nominator
is the square of the expected signal and its denominator the square of the
noise amplitude. Then the best filter is the one for which R0 is biggest. Note
that the chunk to filter does not enter into the definition of R0.
The filter function (83) needs the frequencies and the decay time of each
mode (τ±). If the τ ’s are computed before and used as external input for
the filter, the resonance frequencies are computed from the noise spectrum.
Near each resonance peak, the spectrum has a Lorentzian behavior and is
fitted by [40]
L(ω) =
1
(ω2 − ω2±)2 + 4ω2τ2
±
. (102)
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taking the inverse of the spectrum as a function of x = ω2 we obtain a
parabola with center at
xmin = ω
2
±
(
1− 2 1
ω2±τ
2
±
)
' ω2± . (103)
The determination of the resonance frequencies is crucial for the filter
efficiency. Therefore we need enough points to fit the parabola and this is
possible only if the periodogram is long enough. When the analysis was
performed with short periodogram, the determination of the frequencies was
not performed at each step but from time to time with data corresponding
to the length of 2 complete periodograms.
We have now a complete description of the filter procedure, see figure 17
for a global overview.
2.2.7 Events search
The filtered data are a collection of excitations of the detector, but most of
them are noise. We want to extract “big” excitations, having in mind that
they should be rare in the presence of Gaussian noise. In order to give a
meaning to “big” we have to get a characterization of the noise.
The filtered data are the samples AF (i ·∆t) with unit
√
Kelvin. We can
see each sample as a realization of a random variable AF . Such a random
variable can be characterized by its moments. The filter procedure, which
sets to zero the Fourier mode of frequency zero, implies that the average
〈AF 〉 is null. The variance of AF is called the effective temperature
Teff = 〈A2F 〉 − 〈AF 〉2 = 〈A2F 〉 , (104)
and has as unit [Kelvin].
Higher moments are used to check the presence of non Gaussianity in the
noise. In particular one can use the Kurtosis in order to help to determine if
an event can be due to non Gaussian noise, see [41].
As we are interested in either positive or negative fluctuations we work
with the absolute value of the amplitude. We define 〈|AF |〉 the average and
σ|| =
√
〈A2F 〉 − 〈|AF |〉2 the standard deviation for this new variable. We have
now the tools we need to precise what we mean by ”big excitation”: we build
the critical ratio (CR)
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Figure 17: Flow chart of the filter procedure
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CR =
|AF | − 〈|AF |〉
σ||
(105)
which counts in terms of standard deviations the difference from the average.
We will select excitations with CR bigger than a given threshold. One can
ask why we do not use the (energy) signal to noise ratio (SNR) in order to
determine which excitation is relevant and which is not. In fact for Gaussian
noise, the SNR and the CR are related. The exact relation between the SNR
and the CR can be obtained as follow: assuming that AF has a Gaussian
distribution of probability given by
f(AF ) =
1√
2piTeff
e
− 1
2
A2
F
Teff , (106)
the average of the random variable a = |AF | is simply
〈a〉 = 2√
2piTeff
∫ ∞
0
ae
− 1
2
a2
Teff
=
√
2Teff
pi
, (107)
and its second moment
〈a2〉 = 2√
2piTeff
∫ ∞
0
a2e
− 1
2
a2
Teff
= Teff . (108)
Therefore
σ|| = T
1/2
eff
√
1− 2/pi . (109)
By plugging the above results into the formula (105) we get
CR =
|AF |
T
1/2
eff
−
√
2/pi√
1− 2/pi
(110)
or equivalently
SNR =
A2F
Teff
=
(
CR
√
1− 2/pi +
√
2/pi
)2
(111)
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We will use a threshold on the critical ratio of 6. From the above computation
this is equivalent to put a SNR threshold of 19.5. However in real life the noise
is not Gaussian and events with CR > 6 may have SNR < 19.5 furthermore
events with SNR > 19.5 may have CR < 6. It has been chosen to make the
final selection on the SNR. As it is much more efficient to perform the event
search using the CR, we look for event with a smaller CR = 5 threshold (in
order to keep the CR < 6 but SNR > 19.5). The candidate events are then
rejected if they do not have SNR > 19.5.
For practical purpose, the average 〈·〉 is computed as an autoregressive
average with ω = exp(−Sampling time/Memorytime) = e−∆t/τ . Therefore
all the moments and the CR are reevaluated at each new sample.
Using a threshold on the CR we can now define an event as an excitation
with CR> 5. In general the CR may be bigger than the threshold for more
than one single sample. In this case we treat these excitations as a unique
excitation with long duration and an event ends when the CR return below
the threshold for more than a given dead time td which for 2003 analysis is
set to 1[s]. Figure 18 shows the distribution of the events duration. For an
event lasting more than a single sample, we define the sample with maximal
CR as the maximum of the event. Arrival time and amplitude of such an
event refer to values at its maximum. Note that in old implementation the
maximum of the event refers to the maximal amplitude.
Note also that shortening the dead time may allow long duration event
to split into shorter events. See figure 19 for summary of event properties.
Even with a CR threshold of 6 most of the events are only noise. This
important fact is due to the presence of non-Gaussian sources of noise. This
point was missed by Weber in his work with room temperature detectors
and explains why he observed so many events [42]. Some external sources
of noise are under control: we do not accept event if such noise sources is
on. As example vetos are placed for cryogenic refilling or other work on
the detector, seismic activity, cosmic shower... A veto is also placed on the
Teff and on average of Teff . The idea is to remove events arising when the
detector is most noisy. The precise value of these cuts depend on the run
under consideration, see for example [28].
The event distribution with respect to CR is plotted into figure 20. The
total number of events for the 2003 run is 3 · 105 for EXPLORER and 1 · 106
for NAUTILUS.
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Figure 18: distribution of the duration of the events for EXPLORER (left)
and NAUTILUS (right).
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Figure 19: Schematic of an event.
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Figure 20: Number of event at a given CR for EXPLORER (left) and
NAUTILUS (right).
2.2.8 Coincidences and background computation
We have seen that the event extraction procedure produces numerous events,
but we know that most of them are in fact artifacts. At this point we need
something else in order to be able to select true GW events from noise ones.
The idea is to use the both detectors in coincidence. On one hand NAU-
TILUS and EXPLORER have the same orientation and therefore have the
same sensitivity curve so a GW excites in the same manner the both detectors
and produces event in coincidence. On the other hand the two detectors have
a spatial separation big enough to experience uncorrelated noise. Therefore
temporal coincidences between two (or more) well oriented detectors will
reduce the noise. Furthermore we can estimate the number of accidental
coincidences.
We have two lists of event. We have to choose a way to perform the
coincidences between the lists. We can compute the time uncertainty for
each event and combine them adding also the delay due to the time of flight
between the two detectors. In this way we obtain a variable window using
as time of event uncertainty
σdetector =
0.28√
SNR ∆f
(112)
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with the bandwidth ∆f given by
EXPLORER NAUTILUS
2001 ∼ 9[Hz] ∼ 0.4[Hz]
2003 8.7[Hz] 9.6[Hz]
(113)
Combining also with the light time we obtain
σt[s] =
√
σ2EXP + σ
2
NAU + (0.0025)
2 , (114)
where the third term takes into account the light time and the sampling. We
use a 3σt window. (To be rigorous we should not include the light time and
the sampling into the σ for window of a given of number of σ but rather add
it at the end.) This time uncertainty has been checked against cosmic ray,
see figure 21 for the distribution of the delay between cosmic showers and
EXPLORER events.
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Figure 21: The distribution of delay between cosmic shower and EX-
PLORER events. The distribution is fitted by a constant (accidental) plus
a Gaussian with σc = 3.6± 0.5[ms]. This figure is taken from figure 2 of [10]
A simpler way is to use a fixed window which is an average of the ones
obtain from the above procedure. For 2003 data this correspond to a window
of 0.03[s] (around 10 aliased sampling times).
There is also the possibility to refine the window determination see [40].
After computing the coincidence list we can also determine the number of
accidental coincidences. The background is obtained by the shift procedure.
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If we recompute the coincidences after having shifted the time of one of the
event list by said 2[s], we found only accidental coincidences. Repeating the
shift we obtain a distribution of the number of accidental coincidences. This
distribution is well fitted by a Poisson distribution see figure 22. Knowing
the distribution of the background allows to compute a global probability of
an excess (with respect to the background) of coincidences.
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Figure 22: The distribution of the number of accidental coincidences for
the 2003 run obtained for 20000 shifts. In red we have plotted the Poisson
distribution with the same mean µ = 18.76 and the green bar indicate the
number of zero delay coincidences.
2.2.9 Energy filter
As stressed in the previous section, the two detectors have the same orien-
tation. Then a GW will excite them in a similar way. We can expect that
the energy measured in each detector will be the same for a GW but not
for an accidental coincidences between events due to noise. However a de-
tector contains noise also when hit by a GW and the energy measured is a
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combination of the energy released by the GW and the noise. Therefore a
coincidence in energy is possible only through a specific procedure.
For each event, the detector is characterized by its Teff . If an energy ES
is deposed in the bar the measured energy E will follow a distribution
f(R) =
1√
2piR
e−(RS+R)/2 cosh(
√
RSR) (115)
Where RS = ES/Teff and R = E/Teff . The average of this distribution is
µ = 1 + RS which correspond to a measured energy Eµ = Teff + ES. The
standard deviation of the distribution is σ =
√
4RS + 2. This distribution is
not symmetric and its average value do not correspond to its maximal value,
see figure 23 for the comparison with a Gaussian distribution. For such a
distribution we can obtain R± such that∫ R+
R−
f(R)dR = 68% . (116)
Of course there exist infinitely many pair of {R−, R+} satisfying this con-
straint but we choose among them the only one which satisfy
f(R−) = f(R+) . (117)
We will say that a pair of events are compatible in energy if it exist
at least one energy ES for which the measures RE = EEXP/Teff EXP and
RN = ENAUT /Teff NAUT fall both into the interval [R−;R+] of the respective
distribution. We have to check numerically if this is possible into a reason-
able energy range varying ES by small steps. The above procedure can be
approximated using as interval [µ− σ;µ+ σ] rather than [R−;R+]
The application of the energy filter requires that the energy calibration
of the both detectors is accurate. Since the last modification of NAUTILUS
there are doubts on its calibration.As a sequel we do not apply the energy
filter for the 2003 ROG run.
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Figure 23: Superposition of f(R)|RS=19.5 and the Gaussian distribution
with same average and σ.
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2.3 Sidereal time analysis
The sidereal time analysis is a powerful tool to extract signal from noise,
and localize a source population. However its application requires a large
number of true gravitational events because the sidereal time analysis is based
on statistical property of the detected events. Since present day detector
sensitivity dose not allow the detection of huge number of events the use of
the sidereal time analysis is of little utility. Moreover the low statistics can
leads to misinterpretations. The results of this section are partially presented
in [2].
2.3.1 Principle
In section 2.2.8, we have seen that a new physical input helps to separate
signal from noise. The physical input that we use in the sidereal time analysis
is the localization of the source.
As the detector has a sensitivity which depends on the direction of the
GW the rotation of the Earth modulates the sensitivity with respect to a
given direction with a periodic function of time. The corresponding period is
the time needed to make a complete rotation with respect to the fixed stars
(and not with respect to the sun) namely 24 sidereal hours.
Lets suppose that we have an ideal source population located at a given
point of the sky, each source producing a GW burst of fix intensity.
As a first case we assume that the energy of each burst is just above the
detector noise. In this case we catch the event (with high probability) if the
detector is well oriented and we loose it otherwise. The sidereal time analy-
sis consists to plot the number of events as a function of sidereal time. We
should see the events accumulated around the sidereal time(s) of maximum
sensitivity. On the other hand events due to noise have no reason to accumu-
late at a special sidereal time. Therefore this analysis helps to extract true
events from those due to noise.
As a second case, we assume that we have updated our detector such that
we are able to record each GW event from this source population with a very
high SNR. Each event has then an energy which depends on the orientation
of the bar at the time of its detection. The sidereal time analysis in this case
consist to plot the energy of the events as a function of the sidereal time:
such a curve is proportional to the sensitivity with respect to the population
location and allows to determine this direction.
51
Of course real source populations are not necessary standard candles and
they can be located in large structures as the Galactic bulge or plane but
the sidereal analysis will work all the same if only we have enough events to
perform averages.
In the following we develop the mathematical tools used to compute the
sensitivity of the detector as a function of the source localization and of the
sidereal time.
2.3.2 Coordinates changes
As explained in section 2 the sensitivity of a cylindrical resonant detector
is function of the angle θ between its axis and the GW arrival direction.
Furthermore for polarized sources we also need the polarization angle ψ. In
this section we compute the coordinate transformation allowing to obtain θ
and ψ as function of the source location and of the sidereal time.
The present sensitivity of resonant detectors restrict the observation to
galactic GW events. Therefore we give locations using the galactic coordinate
system. It is defined with respect to the galactic north pole (GNP) which is
the direction orthogonal to the galactic plane, and the galactic center (GC).
In equatorial coordinates we have
(αGNP , δGNP ) = (192.85948
o, 27.12825o) , (118)
(αGC , δGC) = (266.405
o,−28.936o) (119)
The galactic longitude b is the angle between the projection of a direction
onto the galactic plane and the GC direction. The galactic latitude lg is the
angle between a direction and the galactic plane. Working with polarized
sources, we define the + polarization as the one parallel (or perpendicular)
to the galactic plane. Note that this definition makes sense only for galactic
latitude different from ±90o
We now build explicitly and with all details the change of coordinates to
pass from the detector frame to the source frame. This procedure could be
shorter but it is easier to understand if we separate all the steps.
From detector frame to equatorial coordinates
The detector is located on the earth with a latitude l and a longitude L, the
detector axis indicates the azimuth a. See figure 24.
At the detector location we have the ”natural” frame
{xˆd, yˆd, zˆd} = {east, local north, zenith} (120)
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Figure 24: The local and equatorial coordinate frame.
where −zˆd points to the earth center and in the tangent plan the local north
(Nl) and the east (E) are (approximatively) given by the compass. In this
frame the direction of the axis of the detector is given by
dˆbar = sin(a)xˆd + cos(a)yˆd =

 sin(a)cos(a)
0

 (121)
The equatorial frame is given by the basis
{xˆeq, yˆeq, zˆeq} = {vernal point, zˆeq × xˆeq, celestial north} (122)
This is a Cartesian basis. Spherical coordinates (α, δ) are obtained for a unit
vector vˆ by the relations tan(α) = vˆy/vˆx and sin(δ) = vˆz. (Remember to
check the sign of vˆx and add pi to α if vˆx < 0).
We want to pass from one frame to the other one. We start with the
detector frame. We rotate the frame around xˆd in order to align yˆd and the
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earth rotation axis (Celeste North (CN)). This is performed by the matrix
MNl→CN =

 1 0 00 cos(l) − sin(l)
0 sin(l) cos(l)

 (123)
After this rotation, the first coordinate points toward the East the second
toward the CN and the third indicates the direction where the meridian of
longitude L intersect the equatorial plane. In order to pass in the equatorial
coordinates where the third coordinate points to the CN we reorder our basis
vector:
Morder =

 0 0 11 0 0
0 1 0

 (124)
At local sidereal time 0 our first coordinate point toward the vernal point γ
and the third to the CN: our frame is equivalent to equatorial coordinates
but for any other time our frame is rotated. We have to take into account
the earth rotation. We can rotate our frame around the CN from an angle
Ωtsl where Ω = 2pi/24[sidereal hour
−1] and tsl is the local sidereal time. In
the following we will rather use Greenwich sidereal time (tsg) and therefore
perform a rotation of angle L + Ωtsg .
Mmeridian→γ =

 cos(L + Ωtsg) − sin(L + Ωtsg) 0sin(L+ Ωtsg) cos(L+ Ωtsg) 0
0 0 1

 (125)
We can now pass from the detector frame to the equatorial one using
Md→eq = Mmeridian→γMorderMNl→CN (126)
or from the equatorial coordinates to the detector ones using the transposed
of this matrix.
From equatorial to galactic coordinates
Galactic frame is usually defined using spherical coordinates. Directions are
given by the galactic longitude b and the galactic latitude lg. We will work
using a Cartesian frame with basis vector
{xˆg, yˆg, zˆg} = {GC, zˆg × xˆg,GNP} (127)
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Galactic and equatorial plane intersect in a direction given by
v = ˆGNP × CˆN = sin(αGNP )xˆeq − cos(αGNP )yˆeq . (128)
This vector makes an angle β1 with xˆeq given by
cos(β1) = vˆ · xˆeq = sin(αGNP ) , β1 ∼ 102.86o . (129)
We also need β2 the angle between the two plans
cos(β2) = CˆN · ˆGNP = sin(δGNP ) , β2 ∼ 62.87o . (130)
Finally we need b0 the angle between vˆ and the GC
cos(b0) = vˆ · GˆC (131)
= sin(αGNP ) cos(αGC) cos(δGC)− cos(αGNP ) sin(αGC) cos(δGC)
b0 ∼ 147.07o
v
^
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Figure 25: The equatorial and galactic coordinate frame.
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In order to pass from the equatorial to galactic frame, see figure 25. we
first perform a rotation around CN of an angle β1
Mγ→v =

 cos(β1) sin(β1) 0− sin(β1) cos(β1) 0
0 0 1

 . (132)
This rotation brings our first coordinate to the direction vˆ. The next rotation
is around vˆ and of an angle β2 in order to set our third coordinate as GNP.
MCN→GNP =

 1 0 00 cos(β2) − sin(β2)
0 sin(β2) cos(β2)

 . (133)
The last step is to bring our first coordinate in the GC direction. This is
done by a rotation around GNP of an angle b0
Mv→GC =

 cos(b0) sin(b0) 0− sin(b0) cos(b0) 0
0 0 1

 . (134)
Then we pass from the galactic to the equatorial coordinates with
Meq→g = Mv→GCMCN→GNPMγ→v (135)
and from the galactic to the equatorial with the transposed matrix.
From galactic to source coordinates
If we are not interested in the polarization the two previous steps are enough.
But if we want to compute ψ we need a further coordinate change. We define
the source frame by the basis
{xˆs, yˆs, zˆs} (136)
where xˆs point toward the source yˆs lies parallel to the galactic plane and zˆs
is equal to GNP for a source in the galactic plane. We pass in this frame with
two rotations corresponding to b and lg The first step is just the continuation
of the last rotation used to go into galactic coordinates
Mb =

 cos(b) sin(b) 0− sin(b) cos(b) 0
0 0 1

 (137)
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and the second one is a rotation around the second basis vector
Mlg =

 cos(lg) 0 sin(lg)0 1 0
− sin(lg) 0 cos(lg)

 . (138)
We will use
Mg→s = MlgMb (139)
to pass from the galactic to the source coordinates.
Computing θ, φ and ψ
Let us rewrite the source direction into the detector basis:
sˆ = MTd→eqMTeq→gMTg→s

 10
0

 (140)
where T stand for transposed. If we work with a bar θ is simply given by the
scalar product between the bar axis and the source direction
cos(θ) = dˆbar · sˆ . (141)
If we work with another type of detector we just have to pass in spherical
coordinate in order to extract θ and φ.
For the polarization angle the best way is to express the bar direction
into the source coordinate
dˆs = Mg→sMequ→galMd→equ.dˆbar
= dˆsxxˆs + dˆ
s
yyˆs + dˆ
s
yzˆs (142)
in this frame we have again cos(θ) as the first component dˆsx and the polar-
ization is given by
tan(ψ) = dˆsz/dˆ
s
y . (143)
2.3.3 Source position determination
It is customary to consider the galaxy as the superposition of a spherical halo,
a disc (which has a spiral substructure) and the central bulge. A galactic
GW source population should also have one of this distributions. As the halo
has a great extension, sources dispersed into the halo have a nearly isotropic
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distribution and the sidereal time analysis do not help much. We therefore
focus on the case of sources located near the galactic center (intthe bulge)
and sources in the stellar disk.
Sources near the galactic center
Using the formula of the previous section we can obtain a plot of the sensi-
tivity for sources near the galactic center as function of the sidereal time. We
show in figure 28 the non-polarized sensitivity (and also the polarized one).
Sources in the galactic disk
We present in figure 26 the unpolarized sensitivity for fixed lg = 0 as a
function of the galactic longitude b and of the Greenwich sidereal time. Slices
of this plots give the sensitivity curve for a given location. Sources in this
plane have two peaks of sensitivity, but note that the peak at t ∼ 4h is
common to all galactic longitude. Therefore the t ∼ 4h peak is characteristic
for a source population in the galactic plane since the superposition of each
single source sensitivity curve shares this peak.
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Figure 26: Sensitivity of a resonant bar detector as a function of the time
and galactic longitude. We show the perspective and contour plot.
As an illustration we simulate the result of the sidereal time analysis of
two noise free coincident detectors. Assuming a population of 2000 sources
with random galactic longitude emitting each one a burst at a random time,
we keep only the events with the probability of a common detection (which
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for burst energy just above the detector threshold is roughly the product of
the detector sensitivities) above 80%. The resulting histogram is shown in
figure 27. Note that we detect only 1/3 of the events.
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Figure 27: Histogram for common detection of burst with energy close to
the detection threshold. The source population is generated as 20000 sources
randomly located in the galactic plane.
2.3.4 Effect of source polarization
Assuming that the sidereal analysis of a given set of data shows an accu-
mulation of events at sidereal time t ∼ 4h we would like to claim that such
events are emitted by a galactic disk source population. In order to do that
we have to check if such an accumulation can be due to another source con-
figuration. From figure 26 we know that it is not possible for a source with
no polarization.
The detector sensitivity to a polarized source of GW can be worked out
using equation 143 and formula of the section 2.1.1. As an example, we
show in figure 28, the sensitivity of the polarized and non-polarized case for
a source at the galactic center. Note that the polarized sensitivity curve has
narrower peaks. The position of the peaks is not related to the position of
peaks in the non-polarized case (which gives the envelop) but depends on the
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polarization angle. Tuning the polarization angle, it is possible to suppress
one of the peaks by placing it below a minimum of the envelop. Therefore
for a polarized source it is possible to obtain a sensitivity curve with only
one peak.
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Figure 28: Normalized sensitivity for galactic center (GC) lg = b = 0
(thickest line) as function of the Greenwich sidereal time in hours. We also
plot the + and the × polarization (thinest line).
We are interested in a single peak at sidereal time t ∼ 4h. The peak posi-
tion is a function of the source position and polarization. Imposing that the
sensitivity has a peak at sidereal time t ∼ 4h (almost) fixes the polarization
to be along (or orthogonal to) the galactic plane. For a given galactic latitude
we plot this polarization and we can read off the source longitude for which
the sensitivity for the second peak remains below a given fraction of the main
peak sensitivity. As an example we show the plot for lg = 0 in figure 29. The
region into which a polarized source has to sit in order to give a sensitivity
curve with only the t ∼ 4h peak is obtained by varying the galactic latitude.
This region is plotted in figure 30. Note that the region is composed of two
antipodal sub-regions sitting around the intersection between galactic and
equatorial plane. This reflects the symmetry of the problem since the detec-
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tor makes no difference between antipodal directions, we have impose a peak
corresponding to the galactic plane and the earth rotation gives a variation
of the sensitivity maximum for sources into the equatorial plane.
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Figure 29: Sensitivity for polarized sources with polarization along the
galactic plane. We also plot another projection where we can see the for
which value of b we have only one peak above the threshold set to 1/3.
It is also possible to enlarge a little bit the region by taking into account
polarizations close to the one we take but qualitatively this brings no change.
We have shown that it is possible for a polarized source to mimic the
sensitivity of the galactic plane however this does not mean that the sidereal
time analysis will be unable to distinguish between the two cases. In fact the
polarized case is rather improbable for different reasons :
• We do not know galactic GW sources with high linear polarization.
• The intersection of the galactic and the equatorial plane is not a specific
place in the galaxy: there is no reason that we have a population lying
at this place, and there is no physical reason that all theses sources
have the same polarization.
• The accumulation of events around t ∼ 4h needs a lot of evens, most
of them being lost by the detector. Can we imagine a single source
producing all these polarized events? Furthermore we need that events
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Figure 30: One peak at sidereal time t ∼ 4h region in galactic and equato-
rial coordinate. the star is the intersection between the two planes.
have more or less the same energy but multi-event sources (see sec-
tion 4) produce events with no energy scale.
A low statistics artifact
We want to apply the sidereal time analysis. In order to do that we have to
plot the number of events versus sidereal time and in particular we have to
produce an histogram by binning the data. The number of events in each bin
will change if we shift the reference time of the binning. For a big number
of events in each bin the fluctuation is small, however for few events per bin
the fluctuation is important. The point is that by shifting the reference time
one can obtain an accumulation of events which has no physical basis.
In order to illustrate this fact we simulate (using a random generator) 20
event arrival times. We produce the histogram using a 2 hour bin. After
what we shift the reference time by ±2/5[h] (Which correspond roughly to
the difference of time between Greenwich and Geneva or between Geneva
and Roma). The three histograms are plotted in figure 31. We can see that
chosen Greenwich, Geneva or Roma sidereal time will produce nothing or a
big peak. Therefore sidereal time analysis for few events has to be used with
a lot of caution, in particular if the total number of events do not exceed the
expected value (in the sense of sub-section 2.2.8).
Even in the case of a global excess of coincidences low statistics can
ruin the sidereal time analysis. As an example we simulate a galactic plane
population of 50 sources at random galactic longitude and emitting each one
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Figure 31: Two hours bin histograms for 20 events obtain through a random
generator. The line correspond to the expected value in each bin.
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a single burst at random time. We keep the events under the same criterion
that in sub-section 2.3.3 and we add 20 events due to noise (with random
time). A typical histogram is plotted in figure 32 and we see that even if
the global excess is rather important and has some statistical signification,
the sidereal time analysis fails to link these events with their galactic plane
origin.
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Figure 32: Two hours bin histograms for 50 bursts from sources in the
galactic plane and 20 noise events. The detected burst events are in blue
and the noise events in red. The line correspond to the expected value of the
noise in each bin. Note that the Poisson probability of having such a global
excess (39 events for 20 expected) is only 6 · 10−4.
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2.4 2003 data for EXPLORER and NAUTILUS
The 2003 run of detectors EXPLORER and NAUTILUS is presented in [10].
We have used some of the related figures to illustrate the data analysis sec-
tion. We have to precise that the filter was applyied directly on aliased data.
In order to do that we have to modify the filter function U(t) given in equa-
tion 83 by replacing the frequency f± by the aliased frequency f± − fstart in
the cos and the sin functions. Furthermore in the filter we use only the Clean
noise spectrum. The search of events is performed with a dead-time of 1[s]
and we set the CR threshold to 5 before useing a veto on the SNR = 19.5
2.4.1 Single detector results
We plot the typical sensitivity curve in figure 33 We have shown the distri-
Figure 33: Typical sensitivity curves for EXPLORER and NAUTILUS
detector during the 2003 run. Figure taken from figure 1 of [10].
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bution of events versus the CR in figure 20 and the duration distribution in
figure 18. Note that the filtering seem produce short events with only odd
length.
2.4.2 Coincidences results
We perform the coincidence analysis between the EXPLORER and NAU-
TILUS events with a fixed window of 30[ms]. Without the application of
the energy filter we obtain 24 coincidences. Using the shift procedure we
compute 20000 sets of accidental coincidences. The average number of co-
incidences in theses sets is µ = 18.76 and the distribution of the number of
accidental coincidences is perfectly fitted by a Poisson distribution with this
mean see figure 22. It is interesting to note that the number of coincidences
is in excess as it was the case in thee 2001 run [44]. However this is not
statistically relevant since the Poisson probability of having more than 23
coincidences with an expected value of 18.76 is about 20%.
Aware of the limitation due to poor statistics, we perform the sidereal
time analysis. We present the histograms with 1 and 2 hours bin and as
comparison the histograms for solar hour. These histograms are interesting
but do not allow to draw conclusions about the presence or not of GW events
in the coincidences. Again we will need much more statistics to claim that
the accumulation of events in a bin has a statistics signification.
2.4.3 Upper limit
The 2003 run can be use to fix an upper limit on the flux of GW events on
the earth see figure 35. This is done using Montecarlo simulation and the
result is displaied using the root-sum-square sensitivity. The computation
has been performed for 1[ms] Gaussian-shaped bursts.
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Figure 34: The sidereal hour (upper panels) and solar hour (lower panels)
distribution of the 2003 events.
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Figure 35: Upper limit (at 95%) on the rate of events on Earth as a function
of hrss assuming Gaussian-shaped bursts with τ = 1[ms]. The figure is taken
from figure 6 of [10]. The LIGO and IGEC curves are from figures 12 and 14
of [43]. The black dot is the rate which could have been deduced from the
2001 ROG run [2]
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3 Global limit on the Galaxy GW luminosity
The gravitational radiation emitted by the Galaxy, as well as its electromagnetic
radiation lead to a net loss of mass-energy. If such a loss was important with
respect to the Galaxy mass, it would make the Galaxy to be less bound and would
produce observable effects. Conversely the astrophysical measure can set bound
on the total gravitational radiation emitted by the Galaxy. The mass loss due to
electromagnetic radiation is know to be of the order of 1011L ∼ 6 ·10−3Mc2/yr,
well below the bound that we will set. The results of this section are partially
presented in [2], [1] and [3]. Sections 3.3.1 to 3.3.2 follow ref. [1].
3.1 Bound from the radial velocity of stars
A mass loss from the Galaxy modifies the orbits of galactic objects by the
addition of a radial velocity vR =
M˙
M
R which is proportional to R the distance
to the galactic center, M and M˙ are the mass inclosed in the orbit and the
corresponding mass loss. All the astrophysical bounds on the mass loss are
based on the measure of the radial velocity vR or on its cumulative effect:
the variation of the orbital radius.
As an example, when measuring vr the radial (with respect to the earth)
velocity of nearby stars, the galactic rotation ω(R) translates into the Oort’s
law [45]
vr = Ar sin(2lg) , A = − 1
2r
∂ω
∂r
∣∣∣∣∣

, (144)
where r is the distance to the star. The presence of a radial (with respect to
the GC) velocity vR, leads to an additional term
vr = Ar sin(2lg) +Kr , K = −M˙
M
, (145)
such a term is know in the literature as a K-term. It is difficult to extract
the effect due to mass loss from experimental data since the K-term receives
contributions from many other effects. In particular the value of K extracted
from young stars at distances R < 0.6 kpc is strongly influenced by the kine-
matic peculiarities of the Gould Belt, and therefore the value of K depends
on the distance of the sample. Choosing a sample with other star ages gives
other values. To have an idea of the systematics involved, we observe that
ref. [46], using the Hipparcos data, finds that for 0.1kpc ≤ R ≤ 0.6 kpc, K
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(expressed in km/(s kpc) ) ranges from 7.1±1.4 if one uses stars younger than
30 Myr to −5.4± 2.3 for stars with age between 60-90 Myr, with an average
over all stellar ages K = 0.5 ± 0.9. Samples including only stars at larger
distances, and therefore insensitive to the Gould belt, give instead negative
values of K; in particular, including only stars with 0.6 kpc ≤ R ≤ 2 kpc,
and averaging over all stellar ages, one finds K = −2.9 ± 0.6 [46]. A nega-
tive value of K might in principle be due to the influence of the spiral arm
structure, but even taking into account spiral arm kinematics, the sample at
R > 0.6 kpc gives a negative value, K = −(1− 3) km s−1 kpc−1 [47], and the
physical origin of the negative sign, representing a contraction rather than
an expansion, is not really well understood.
Setting a bound on the mass loss is possible only if we understand all the
other mechanisms which are at work and which give a negative contribution
to K. This is beyond the accuracy of our knowledge of the Galaxy. However,
we do not expect a cancellation between negative and positive contributions
to K hiding a big effect. Therefore the positive contribution has to be of
smaller order, let us assume that it is smaller than 20% of the absolute value
of K. Using the value of K measured at R > 0.6 kpc, to avoid effects due to
the Gould Belt, i.e., K = −(1 − 3) km s−1 kpc−1, the positive contribution
from GWs should be smaller than O(0.4) km s−1 kpc−1. For a mass enclosed
inside the solar orbit of M = 8× 1010M, this translates into
−M˙ < O(30)M/yr . (146)
Clearly, the precise value of the bound can be modified somehow, changing
the level of fine tuning that one is willing to tolerate.
3.2 Bound from the outward motion of the local stan-
dard of rest
One can also search the radial velocity vR directly for the sun. In fact we
have to search for such a motion for the local standard of rest (LSR) in order
to get ride of the peculiar motion of single stars. Again such a measurement
is a difficult task and many other effects can contribute to an outward motion
of the LSR.
Kerr [48] suggested that the lack of axi-symmetry of the galactic rotation
curve obtained with 21 cm surveys can be due to such a outward motion with
velocity uLSR = 7 km/s, this effect was attributed to mass loss due to GWs
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in ref. [49]. More recent experimental determination of uLSR from Blitz and
Spergel [50] from 21 cm line emission find uLSR = +14 km/s; results consis-
tent with this value have been found from Cepheid kinematics [51] while a
variety of measurements (OH/IR stars, globular clusters, high-velocity stars,
planetary nebulae), lead to the value [52] uLSR = −1± 9 km/s.
From young open clusters [53] one finds a maximum value uLSR = 3 ±
2 km/s. Recent work on OH/IR stars [54] gives uLSR = 2.7± 6.8 km/s.
It seem that an outward velocity of the LSR of a few km/s exists. However
the observation of relative motion of gas cloud near the Galactic center [55]
are not consistent with a radial velocity proportional to the distance to the
Galactic center. Therefor uLSR can not be attributed to a mass loss.
Using the same kind of argument as in the previous section we can argue
that the effect due to mass loss is smaller than the dominant effect. Taking
again a contribution due to mass loss smaller than 20% this gives a bound
−M˙ < O(0.5)M/yr . (147)
Again, we should repeat that this value depends somehow on the level of fine
tuning which we allow.
3.3 Bound from wide-binaries and globular clusters
The existence of old wide binaries and globular clusters near the galactic
center gives a limit on the total mass loss since the formation of theses struc-
tures. This bound is obtained through the idea that if the Galaxy was more
massive by the past, wide binaries and globular clusters where closer to the
GC and experienced stronger tidal forces. However theses forces never exceed
the value need to disrupt the binary or the cluster.
Furthermore for binaries an other source of disruption is the encounters
with other stars, if in the past the Galaxy was more massive all the stars
where closer to the galactic center and therefore the density of stars and
the encounter probability went higher, reducing the lifetime of the binaries.
From a list of 11 well observed old wide binaries Poveda and Allen [56] find
a limit on steady mass loss
−M˙ < O(10)M/yr . (148)
The method based on tidal disruption of globular clusters, was proposed
by A. Poveda and C. Allen [56] and applied to the globular cluster Omega
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Centauri. Actually some facts about its metallically, mass and shape support
the idea that ω cen is a rather unusual globular cluster and probably the
remains of a tidally stripped dwarf galaxy [57–60]. In this case, it would
not satisfy the assumption of an adiabatically evolving orbit required in the
analysis of Ref. [56]. For this reason we repeat this analysis using other
globular clusters.
3.3.1 The evolution of globular clusters
In this section we derive the tidal radius of globular clusters using Newtonian
gravity and disregarding other effects.
If there is a continuous mass loss in the Galaxy, stellar orbits change with
time. However, for slow changes of the galactic mass, there exist adiabatic
invariants in the description of the orbit (see [45] Chap. 3). In the case of
an ellipse around a mass M , the eccentricity e and the product of the mass
with the major semi axis, Ma, are such invariants. This adiabatic invariance
property can be then extended to more general cases [61]. For an axially
symmetric field and orbits in the galactic plane the adiabatic invariance of
the eccentricity is still valid (with a more general definition of the eccentricity
for non elliptical orbits). In particular, if we consider the osculatory ellipse
at perigalacticon4, we have M = Mp (where Mp denotes the mass enclosed
in a sphere of radius Rp), and the adiabatic invariance means e = constant
and Mpa = constant, from which follows also MpRp = constant, which is the
formula we will use in the following. As mentioned above, this is correct if the
motion lies in the galactic plane; in general this is not true for globular cluster
orbits. However, if the orbit is of a box type there is on average no exchange
of energy between the vertical motion and the motion in the plane [62]: the
two motions can thus be separated and the invariance theorem can be applied
to the motion in the plane. For this reason we consider in the following only
globular clusters which have box orbits. A star cluster orbiting in a potential
is subject to tidal forces. Due to these forces the cluster could lose its most
distant stars. We follow King’s definition of the tidal radius [63]. Let’s
consider a spherical globular cluster of mass Mc describing an ellipse around
the galactic center. The acceleration of the cluster at a distance R with
4For non elliptical orbits the oscultatory ellipse at perigalacticon is the ellipse approx-
imating the orbit near this point.
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respect to the galactic center is given by:
d2R
dt2
= Rω2 − dV
dR
, (149)
where ω is the angular velocity and V the galactic potential. For a generic
star in the cluster, the acceleration is:
d2R∗
dt2
= R∗ω
2 −
(
dV
dR
)
R∗
−GMc(R∗ − R)|R− R∗|3 , (150)
where R∗ is the position of the star measured from the galactic center.
Using a Taylor expansion we can compute the relative acceleration to first
order in (R∗ − R):
d2R∗
dt2
− d
2R
dt2
∼=
(
ω2 − d
2V
dR2
− GMc|R∗ − R|3
)
(R∗ −R) . (151)
The tidal radius is defined as the distance from the cluster center for which
the relative acceleration vanishes (it corresponds to the maximum distance
that a star can reach without escaping from the cluster):
rt =
(
GMc
ω2 − d2V
dR2
)1/3
. (152)
Indicating with MGC the galactic mass inside a radius R and assuming that
it is spherically distributed we have:
d2V
dR2
= −2GMGC
R3
. (153)
Using the geometry of the ellipse, ω2 = GMGCR
−4a(1 − e2), we obtain for
the tidal radius at perigalacticon5 (R = Rp ≡ a(1− e), MGC = Mp):
rt = Rp
(
Mc
Mp(3 + e)
)1/3
. (154)
In the following we make use of a well known fact about globular clusters
evolution: in the first phase of the evolution, until core collapse, the central
5The tidal radius at perigalacticon can be considered the effective tidal radius of the
cluster: for a discussion of this issue see [63, 64]
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part of a globular cluster undergoes a dynamical contraction (see for example
[65]- [69]) while the outer part expands. The globular clusters that we are
considering in our analysis are all in this evolutionary phase. It remains
difficult to determine the fraction of the mass that makes the contraction.
Poveda and Allen [56] estimated it to be 75% making use of results found by
Spitzer and al. [65,66] using numerical simulations. According to more recent
estimations [67, 68] we consider the smaller fraction 1/2. Actually for our
purpose the only thing we need to consider is a fraction of the cluster mass
which undergoes a contraction. It is clear that if we consider the maximal
fraction with this property we obtain the tightest bound on the mass loss;
but in any case even with a smaller fraction we obtain a limit, even if it is
less strict. This explains why we obtain a different bound than Poveda and
Allen for ωcen.
3.3.2 Limit on the total mass loss
The tidal radius of globular clusters gives informations on the mass of the
galactic center enclosed in a sphere of radius Rp. By mass we mean total
gravitational mass and therefore the analysis makes no difference between
”normal” and ”dark” matter. Furthermore the limit on mass loss gives no
constraint on the nature of the mass lost or on the loss mechanism.
Following the idea of Poveda and Allen [56], we can obtain a limit on the
total mass loss, assuming at first that the mass loss is localized at the galactic
center. As described above, the radius rx, containing a fraction x of the
cluster mass, decreases with time for small enough x. We have the inequality:
rit = αr
i
x ≥ αrnx , (155)
where α is the quotient between the tidal radius rt and rx, the superscripts
i and n stand for ”initially” and ”now” respectively.
Using the formula for the tidal radius and the adiabatic invariance of MpRp
and e we have:
RnpM
n
p
M ip
(
Mc
(3 + e)M ip
)1/3
≥ αrnx . (156)
From this equation we can derive an upper limit on M ip. In order to do this,
we should use a model for the mass distribution to determine α, but it is
clear that it is in any case smaller than for the case of a uniform density
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distribution, for which α = 1/x1/3. Thus we have:
M ip ≤
(
RnpM
n
p
1
x1/3
rnx
)3/4 (
Mc
3 + e
)1/4
. (157)
Since all the galaxy has expanded Mnp , the mass enclosed in a sphere of
radius Rnp , was originally enclosed in a sphere of radius R
i
p and therefore the
mass loss is given by:
∆M = M ip −Mnp . (158)
3.3.3 Results
The most stringent limits correspond to clusters with small peri galactic
radius. On the other hand clusters with Rp ≤ 1[kpc] have chaotic orbits and
do not satisfy the adiabatic invariance conditions. We restrict our choice to
clusters known to have box orbits, see [70], but with Rp small enough; in all
the cases that we consider, Rp is approximatively the size of the bulge, so we
can take Mp as the mass of the bulge.
Orbit type determination are obtained taking a fixed galactic potential
(this is also the case in [70]). It would be interesting to study how the result
changes if one uses a time-varying potential which takes into account the
variation of the mass of the Galaxy. However, we do not expect substantial
changes in the final result because of the structure of equation (157). In fact
a miss-determination of Rnp and e of said 20% do not change the order of
magnitude of our result.
The parameters that we need for our selected clusters are:
Name NGC Mc [M] ( [71]) R
n
p [kpc] ( [72]) e ( [72]) r0.5 [pc] ( [73])
ω cen 5139 2.40× 106 1.2 0.67 11.7
M107 6171 6.31× 104 2.3 0.21 7.54
6218 1.17× 105 2.6 0.34 7.96
M92 6341 2.19× 105 1.4 0.76 5.75
M28 6626 2.29× 105 2.1 0.19 7.17
With MB ∼= 1.6× 1010[M] the mass of the galactic bulge, we obtain
ω cen M107 NGC6218 M92 M28
∆M [M] ≤ 1.9× 1010 1.7× 1010 2.4× 1010 2.0× 1010 2.7× 1010
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If the mass is only lost from the center of the galaxy, then this is the total
mass loss. For a steady loss during the whole lifetime of the galaxy (and
taking the lifetime of the galaxy to be ∆t = 1.2 × 1010[yr]) the maximum
rate would be
ω cen M107 NGC6218 M92 M28
∆M
∆t
[M/yr] ≤ 1.6 1.4 2.0 1.7 2.3
From the above analysis we see that only the variation of the mass inside the
globular cluster orbits is taken into account, see eq.(157). We have assumed
that the mass loss takes place only there. For example the mass loss could be
proportional to the luminous mass distribution. In this case, the total mass
loss is given by
∆Mtot =
Mtot
MB
∆M (159)
where Mtot denotes the total luminous mass in the galaxy, ∆M the mass loss
in the bulge previously calculated, and ∆Mtot the total mass loss in this case.
Taking Mtot = 1.1× 1011[M] we obtain, assuming a steady loss during the
whole lifetime of the galaxy, the limits on the rate of mass loss
ω cen M107 NGC6218 M92 M28
∆Mtot
∆t
[M/yr] ≤ 11 9.7 14 11 16
Globular clusters allow to fix a limit on (a steady) galactic mass loss of
order of 1[M/yr] for the galactic center (central kpc) or, if we assume that
the mass loss is correlated with luminous mass, of order of 10[M/yr] for
the whole galaxy. These limits are independent of the kind of mass loss and
then could be used to constrain any mechanism producing a net outflow of
gravitational mass.
3.4 Upper limit and comparison with the experimental
limits.
Combining the above bounds, we do not expect a mass loss greater than
∆M
∆t
≤ (1− 10)
[
M
Year
]
. (160)
We now translate this result into an upper limit on the rate of GW bursts
arriving on the Earth.
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We start with an optimal detection of bursts. By optimal detection we
mean that the GW arrive in the direction on which the detector is the most
sensitive with only the corresponding polarization (h+(t) = h(t) and h×(t) =
0). The energy flux by frequency on the detector is given by the standard
expression
dE
dAdf
=
pic3
2G
(
|h˜+(f)|2 + |h˜×(f)|2
)
, (161)
where the surface element is given by dA = r2dΩ for a source at distance r.
Assuming that a typical GW burst has a gaussian shape [43]
h(t) = hrss
(
2
piτ 2
)1/4
e−t
2/τ2 , (162)
with Fourier transform
h˜(f) = hrss
(
2piτ 2
)1/4
e−pi
2τ2f2 , (163)
we can plug this expression into equation (161) and integrated over the sur-
face and the frequency. We obtain for the emitted energy
Erad =
r2c3h˜2rss
4Gτ 2
. (164)
If rather than an optimal detection we have a GW coming from a random
direction the detection will be less efficient and the emitted energy corre-
sponding to the same measured h˜rss will be higher by a factor k. Averaging
the square of the pattern function over the arrival direction allow to compute
the k factor which is 15/8 for a resonant bar and 5/2 for an interferometer.
For typical values we obtain
〈Erad〉 ∼ k · 3.4 · 10−4Mc2
(
h˜rss
10−19[Hz−1/2]
)2 (
r
8[Kpc]
)2 (
1[ms]
τ
)2
. (165)
The total energy radiated in one year is obtain as
∆E
∆t
= 365η〈Erad〉
[
Mc
2
Year
]
, (166)
where η is the rate of events per day. Using the bound (160) and setting
r = 8[Kpc] we obtain an upper limit on the rate
η ≤ 1.3 · k∆M
∆t
(
h˜rss
10−19[Hz−1/2]
)−2 (
1[ms]
τ
)−2 [
events
day
]
. (167)
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Taking k = 5/2 (the factor 3/4 is not relevant on a log-log plot) we can
add this bound on the upper limit plot (Figure 35). We plot on figure 36 the
experimental upper limits and the curves obtained from the galactic mass
loss bound for τ = 1[ms]. In figure 37 we focus on the case of LIGO S2 [43]
result for burst with τ = 0.1[ms]. Note that the dynamics of the Galaxy gives
a relevant bound. If near-future GW-detector runs lead to direct detection
of GW bursts, this would imply that the limit from the dynamics of the
Galaxy is not far from be saturated. In consequence one can expect that
increase of the accuracy of astronomical observations, as it is expected from
the GAIA experiment [74] may lead to an indirect detection of GW via
galactic dynamics.
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Figure 36: Same as figure 35 but with the upper limits obtain from the
galactic mass loss. The upper line correspond to a mass loss ∆M
∆t ≤ 10
[
M
Year
]
and the lower one to ∆M
∆t ≤ 1
[
M
Year
]
.
78
10−20 10−19 10−18 10−17 10−16
10−1
100
h
rss
 [Hz−1/2]
R
 [e
ve
nts
/da
y]
Figure 37: The upper limit on the rate obtain from LIGO S2 in the case of
burst with duration τ = 0.1[ms] (taken from figure 12 of [43]) compared with
the corresponding bound from the galactic mass loss. The upper line is the
bound for a mass loss ∆M
∆t ≤ 10
[
M
Year
]
and the lower one for ∆M
∆t ≤ 0.5
[
M
Year
]
.
79
4 Sources of repeated GW bursts
Sources of GWs are traditionally divided into three categories: bursts, periodic
sources and stochastic sources. It is usually assumed that the production of a
burst of GW by a source results from a catastrophic event that disrupted the
original system, as for instance in supernovæ explosions or in the merging phase of
a double neutron star binary system. Therefore, each source emits a single burst
of GW. We propose a new class of sources, that we have termed GW bursters [2],
emitting repeatedly bursts of GWs. The resulting bursts are weaker than the one
from traditional burst sources. However, GW bursters could be more common than
other burst sources.We show that these sources have very distinctive signatures,
both in energy distribution and in the distribution of the time delay between two
successive events [4].
We complete the study of sources of repeated GW bursts with a discussion of
the oscillating loops of cosmic string – a more hypothetical class of sources – that
could emit strong bursts of GW during their oscillation. The detection of GWs
from cosmic strings loops may have strong implications for fundamental string
theory.
4.1 GW bursters
A source emitting a significant amount of GWs has physical conditions fa-
vorable to the parallel emission of γ photons. We can thus base our study
of repeated sources of GW on those of repeated γ activity. Sources of γ
ray bursts are typically one shot sources, however there exists a class of γ
ray sources that produces numerous bursts, namely the soft gamma repeater
(SGR). SGRs are believed to be magnetars [75–78], that is, neutron stars
with very high magnetic fields, of order (1010 − 1011)[T ]. The drift of the
magnetic field lines in the liquid core of the neutron star stresses the crust
which eventually breaks down producing a soft γ flare. As the drift is a
continuous process the star flares repetitively.
Taking SGR as our model, we can consider similar phenomena for the
GW case.
4.1.1 Possible physical realization and energy supply
The energy powering GW emission can be taken from the gravitational po-
tential energy, the rotational energy or the magnetic energy. The first possi-
bility is triggered by accretion and the two last energy sources require some
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extreme conditions such as (sub-)millisecond period of rotation, respectively
magnetar. Furthermore, the source should be able to convert in a time-scale
of a millisecond a significant amount of energy into GWs. That is, we need
a mechanism that stores energy and suddenly releases it into a normal mode
of the star which induces a time varying quadrupolar moment. Note that for
a source in rotation, even radial oscillations lead to a varying quadrupole.
The question is to understand if the energy released into oscillations will
be radiated in GWs or converted into heat through internal viscosity. The
case of radial oscillations is better understood, for a spinning neutron star
(NS) with period Prot one can compute the damping time-scale due to GW
emission [79]
τGW ' 9[ms] M
M
(
Prot
1[ms]
)4 (
14[km]
R
)2
(168)
If Prot is of the order of few millisecond, the energy radiated will be mainly
in the form of GW. For longer periods of rotation, most of the energy will
be converted into heat [80, 81].
We now study the possible mechanisms able to store and release energy.
For a NS, such a mechanism is provided by the rigid star crust. The energy
is stored in the stress of the crust until the crust breaks down. Therefore, the
energy released during the collapse of the crust depends on the crust prop-
erties and not on the mechanism stressing the crust. Again, the stress of the
crust can be due to pressure of accreted material, change of the equilibrium
pattern of the star due to spin slow down as it is the case in a pulsar glitch or
the drift of magnetic field lines as in SGR. In any case, the stress will increase
in a time-scale (years) which is much longer than the burst duration.
In the case of accretion, we can estimate the energy released in the break
down of the crust. In order of magnitude the potential energy is
|U | ' (3/5)GM 2/R ∼ 0.1Mc2 (169)
and, if the crust breaks when a mass ∆M has been accreted, the energy
liberated is
∆U
U
∼ 2∆M
M
− ∆R
R
, (170)
where R is the star radius. The two contributions add since a positive ∆M
induces a negative ∆R. However, for typical equations of states, especially
for rotating neutron stars, |∆R|/R is smaller than ∆M/M (see e.g. fig. 7.1
of ref. [82]), so we set |∆U/U | ∼ 2∆M/M .
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The energy released during the crust collapses under the weight of a mass
∆M can be roughly estimated as
Erad ∼ |∆U | ∼ 0.2∆Mc2 . (171)
Estimating the value of ∆M which induces the collapse can be achieved by
considering the pressure P exerted by the mass ∆M ,
P =
GM∆M
R2
1
4piR2
=
GM∆M
4piR4
. (172)
Using the Hooke’s law relating the strain to the stress by means of the shear
modulus µ (or first Lame´ constant)
σ︸︷︷︸
stress
= µ
∆l
l︸︷︷︸
strain
. (173)
Note that the stress (as the shear modulus) has pressure unit. We can com-
pare the pressure obtained in equation (172) with the maximum stress σmax
that can be sustained by the NS crust. The latter has been investigated
in the context of pulsar glitches [83–88]; the maximum shear stress can be
written as [85]
σmax =
L
R
µ θmax , (174)
where L ' 1 km is the thickness of the crust, µ is the shear modulus and θmax
is the maximum strain angle that the crust can sustain without breaking. In
the lower part of a 1 km thick NS crust, it is estimated that µ ∼ 1029 Pa, while
in most of the crust region it is approximately 2× 1028 Pa [85]. Concerning
θmax, experience with very strong terrestrial materials gives θmax ∼ 10−2 (only
after hardening and at low temperatures.) However, the actual value of θmax
is probably lowered by dislocations, and could be the order of θmax ∼ 10−5
to 10−3 [87]. Therefore, taking L/R ' 0.1, we get
∆M ∼ 4× 10−9M
(
R
14 km
)4 (M
M
)(
θmax
10−3
)
. (175)
and the corresponding maximum energy that can be liberated in a single
starquake is
∆Erad ∼ 8× 10−10Mc2
(
R
14 km
)4 (M
M
)(
θmax
10−3
)
. (176)
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We must emphasis that the energy that we have just computed is some-
thing like an upper bound on the energy release. As a large class of physical
systems driven out of equilibrium, the star crust is in a specific regime called
self-organized criticality (SOC). This regime is characterized by scale-free
behavior, meaning that the stars will produce bursts at any energy (up to
the bound we have computed). We will study in more detail the implications
of the SOC in the next section.
In fact GW burster may be quite common. Candidates are accreting NS,
isolated fast spinning NS and magnetars. Accreting and spinning NS may
emit GW through radial oscillations for small enough Prot. All the candidates
can also emit GW through other normal modes. The energy that can be
converted into GW in each burst can be as high as (10−10 − 10−8)Mc2.
However, since the present ROG sensitivity to bursts of 1[ms] is restricted
to those liberating an energy grather than
EGW ∼ (10−3 − 10−2)Mc2
(
r
8[kpc]
)2
, (177)
a GW burster has to be at most at 30[pc] in order to be observed (in the
most optimistic case). This is not impossible since the population of NS in
a sphere of 30[pc] of radius is estimated to about 103 [88] even though the
closest know NS are at a distance of about 100[pc].
A more speculative scenario is provided by quark stars. This case is based
on the possibility of the presence of a plasma of quarks and gluons at the
center of the star. The energy released during the phase transition of the
entire core from the hadronic to the de-confined phase is quite important.
For a NS of mass 1.5M, it is about 0.15M [81]. One can imagine that,
in the accreting scenario, the breaking of the crust can trigger the transition
of a shell of the core rather than the entire core. Each quake will lead to
the conversion of a part of the core into the de-confined phase and liberate
a significant amount of energy. In this case the GW burst may be more
powerful. Another possibility is also that the transition is triggered by the
spin-down of the star.
Different states of the matter have been proposed to be the true ground
state of QCD under the conditions of pressure and temperature of the NS
core [82, 89]. For each situation one can adapt this scenario.
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4.1.2 Bursts correlation
A possible realization of the GW-burster is a NS experiencing starquakes.
The fact that the GW emission is linked to the seismic activity of the star
can helps us to determine the energy distribution and the time distribution
of the emitted bursts.
Such GW-burster as the SGR and all the quakes scenario we presented in
the previous subsection, are physical systems driven out of equilibrium and
are in a SOC regime. Other SOC phenomena are avalanches, solar flares and
earthquakes [90]. All the SOC systems share statistical properties which are
independent of the underlying physics. We can then make general predic-
tions without knowing the details of the system. In particular, we focus on
aspects that may be decisive for the identification of GW burster: the energy
spectrum and the distribution of waiting times.
Energy spectrum.
Phenomena related to SOC lack an intrinsic energy scale, and for this rea-
son the number of events N(E) which release an energy E has a power-law
distribution
dN ∼ E−γdE . (178)
This has been verified experimentally for earthquakes, where it is known
as the Gutenberg-Richter law. In is not totally true to say that there is no
intrinsic energy scale since any energy reservoir, like the Earth crust, can store
only a finite amount of energy, so (178) holds only up to a maximum cutoff
energy, above which dN/dE falls off exponentially. It is remarkable that the
value of the index γ from different seismically active regions is approximately
the same, γ ' 1.6, with a variation ±0.2 for different active regions [91].
Even more striking is the fact that the distribution of energies of events from
the soft gamma repeater SGR1806−20 follows the same law, with the same
value of the index, γ ' 1.66 [92] see figure 38. This result has been confirmed
for SGR1627−41 [93] and with much larger statistics from observations, by
BATSE and RXTE, of SGR1900+14 [94], [95]. With this large statistics
(about 103 events) one finds γ = 1.66± 0.05 over four orders of magnitudes
in energy. The computer simulations of fractures in elastic media also give a
power-law with the same value of γ [96].
In the case of GW detection we have seen that, even after coincidence
between two detectors, we are left with accidentals. If part of the GW events
come from a GW-burster they shall have the same distribution and we can use
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Figure 38: The energy distribution for three different seismic faults and
the SGR1806−20. This figure is taken from [92].
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this to discriminate between a true GW signal and spurious events. There-
fore, we perform the comparison of the energy spectrum of the events with the
energy spectrum of accidental coincidences, which can be measured experi-
mentally using the shift algorithm. For instance, thermal noise will have a
Boltzmann distribution with some effective noise temperature Tn, and there-
fore at large energies fall off exponentially
dN/dE ∼ exp{−E/kBTn} . (179)
When looking for a power-law distribution of events the main problem
will be the poor statistics. Even in the most optimistic case, we will have a
small number of candidate GW events. In particular, it will be impossible
to compare the experimental distribution with equation (178) by performing
a binning in energy since all bins would be under-sampled. However, this
problem can be alleviated by, considering the number of events with energy
larger than E,
N(> E) =
∫ ∞
E
dE ′
dN
dE ′
. (180)
If dN/dE ∼ E−γ, then
N(> E) ∼ E−k , k = γ − 1 . (181)
Instead, if dN/dE ∼ exp{−E/E0}, then we also have
N(> E) ∼ exp{−E/E0} , (182)
apart from pre-factors which will be well beyond the expected accuracy. The
experimental curve N(> E) changes in steps, decreasing by one unit each
time we reach the energy corresponding to one event. To illustrate this,
in figure 39 we show the result of a simulation in which we generated 15
events with E ∈ [Emin,∞[ (where Emin defines our units of energy, and is the
detector threshold) distributed according to equation (178) with γ = 1.66. In
figure 39 we plot N(> E) as a function of logE/Emin. The stepwise line is the
function N(> E) generated by the simulation. The continuous line is given
by the equation (181) with γ = 1.66, while the dotted line is a fit with the
function (182). This suggests that, with 15 events, the distinction between
a power-like and an exponential distribution might be possible. Based on
real data, of course, this will have to be quantified with standard statistical
tests. Observe in particular that the exponential curve is completely unable
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Figure 39: N(> E) as a function of log E/Emin. The black stepwise line
is the function N(> E) generated by the simulation. The continuous (red)
line is (181) with k = 0.66 (hence γ = 1.66), while the dotted (blue) line is a
fit to (182). Both curves are normalized so that N(> E) = 15 at E = Emin.
This figure is taken from [4].
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to account for the existence of one event with logE/Emin > 7. To distinguish
the exponential from the power-law, the crucial role is of course played by
the most energetic events.
Once we have measured the spectrum of accidental coincidences, and
assuming it falls off exponentially, we can disentangle spurious coincidences
from GW-burster events by putting a high energy threshold. Since GW-
burster signals fall off only as a power-law, such a threshold can extract
few very energetic events with very low corresponding noise. Note that this
strategy is also valid for isolated bursts with intrinsic energy much higher
than the energy level of the noise.
Furthermore, looking at very energetic events allow to relax some veto
on the status of the detector. As an example working with EXPLORER and
NAUTILUS data one can take into consideration also the periods with av-
erage effective temperature higher than the usual threshold. Consequently,
stretches of useful data become significantly longer.
For practical purpose, the distribution of accidentals can be determined
using the shift process. We expect that, at least at low energy, the acci-
dentals follow an exponential law. We also expect some non-Gaussian noise
producing a high energy tail which may fall off as another exponential or
a power−law. Since the measured energy is not the same in the two de-
tectors, we have two plots: the number of (accidental) coincidences with
EXPLORER (resp. NAUTILUS) at energy smaller than E. For the 2003
ROG run both EXPLORER and NAUTILUS curves are better fitted by an
exponential plus power−law tail see figure 40. However the exponent of the
power−law is rather different from the value γ = 1.6 expected for the GW
burster since the exp +pow. fit give the values
NEXP (> E) = 1.45 · 107

e−E/17.8 + 2.76 · 10−4
(
E
100[mK]
)−4.08 (183)
and
NNAU(> E) = 4.76 · 106

e−E/23.1 + 9.22 · 10−5
(
E
100[mK]
)−2.96 . (184)
Therefore the distinction between noise distribution and a possible signal
due to GW burster is feasible using the energy spectrum.
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Figure 40: N(> E) as a function of E[mK] for EXPLORER (left) and
NAUTILUS (right). The black line is the function N(> E) for the acci-
dental distribution. The red curve is the exp+exp fit and the blue curve
the exp+pow. fit. The green line are 2003 data. The exp+pow. Figures
from [97].
Waiting time distribution
The statistics of waiting times (the times between consecutive events) of
both earthquakes and SGRs is very different from that of uncorrelated events.
Earthquakes, SGRs and other SOC phenomena have periods of intense burst-
ing activity, during which the events arrive in bunches, or there is a large
event followed by showers of smaller events; these intense periods are then
followed by long, and sometime extremely long, periods of quiescence. To
quantify this property, it is convenient to introduce the quantity n(< τ ;N),
defined as the number of events with waiting time smaller than τ , when
the total number of events detected is N . As an example we reproduce in
figure 41 this quantity for seismic faults and SGR.
Note that the waiting time between one event and the next strongly
depends on the available resolution for detecting the events: with a very
good resolution we will find many small events which otherwise would go
undetected, and correspondingly the waiting times will be shorter. Therefore,
when we compare the waiting time statistics of different phenomena like SGR,
earthquakes or GW bursts, we must always perform the comparison at a fixed
value of the total number N of events detected, taking the N most energetic
events from each sample. We normalize n(< τ ;N) to the total number
of events N , defining w(τ ;N) = (1/N)n(< τ ;N), so 0 ≤ w(τ ;N) ≤ 1.
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Figure 41: The waiting time distribution for three different seismic faults
and the SGR1806−20. This figure is taken from [92].
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We also normalize τ to the total observation time, so 0 ≤ τ ≤ 1. With
the very large statistical sample from SGR1900+14 mentioned above, it has
been shown that their waiting time distributions are compatible with log-
normal functions [94]. For GW detection we have presently a rather poor
statistic. Therefore we now investigate whether the waiting time distribution
for SGR1900+14 can be distinguished from the distribution of uncorrelated
events. Taking for definiteness only the 9 most energetic events detected in
a six months period in 1998, when the source was very active,
The waiting time statistics of uncorrelated events can easily be computed
analytically: the probability distribution p(τ ;N)dτ for having a waiting time
between τ and τ + dτ , when we have a total of N events (normalized so that∫ 1
0 dτp(τ ;N) = 1), is a binomial distribution
p(τ ;N) = N(1− τ)N−1 . (185)
We also checked this result numerically by generating random arrival times.
Therefore for randomly distributed arrival times
wran(τ ;N) =
∫ τ
0
dτ ′p(τ ′;N) = 1− (1− τ)N . (186)
In Fig. 42 we show the experimental distribution for the 9 most energetic
events from SGR1900+14 [98], and we compare it with the function wran(τ ;N)
for N = 9. Even with the uncertainties due to the use of such a limited sam-
ple, we see that the curve for random events is not compatible with the
experimental data. In particular, two features stand out in the data. First,
at very low τ , the experimental values of w(τ) are much higher that the pre-
dict random events. For instance the fraction of events with waiting times
smaller than τ ' 0.03 (recall that the total observation time has been nor-
malized to 1, corresponding to waiting times smaller than 3% of the total
observation time) is over 70% of the total, while in a random distribution
it should be about 20%. Physically, this reflects the existence of periods of
very intense activity, when the events arrive in bunches. Second, the exper-
imental curve crosses wran(τ ;N) and then reaches the value w = 1 at τ = 1
(fixed by normalization) staying below wran(τ ;N). Physically, this reflects
the existence of long periods of quiescence.
As a conclusion, we can argue that the specific time delay distribution
expected for GW burster is so peculiar that it can be distinguished from
random event. This is also true even for low statistics. One can ask whether
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Figure 42: w(τ) against τ , for the 9 more energetic events from
SGR1900+14 during a 6 months period in 1998 (black stepwise curve) and
wran(τ ; N) for N = 9 (blue continuous line). This figure is taken from [4]
or not the accidental coincidences in GW detector follow the waiting time
distribution of random events.
We expect a certain clustering in the detector since, during certain peri-
ods, the detectors can be more noisy. Therefore, it is also interesting to ob-
tain an accidental curve for the waiting time distribution. As we have already
stressed, the waiting time distribution depends on the statistics. Therefore,
we have to specify the number of events to take into account. The accidental
curve for waiting time is then produced for Ne the number of detected events.
We produce such a curve using the shift procedure. For each shift, we have a
new set of accidental coincidences from which we can compute waiting times.
We keep only the sets which contain exactly Ne coincidences. One can also
keep all the sets with more than Ne coincidences and take into account only
the the most energetic coincidences. We prefer to choose the sets with exactly
Ne coincidences since in this way we have no energy dependence. We then
obtain a single plot for the waiting time accidental curve, which is shown in
figure 43.
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Figure 43: The waiting time distribution for the 2003 ROG run. The black
curve is the random distribution and the blue the accidental one. The green
curve are the coincidences. Figure from [97].
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4.2 Cosmic strings loops
A more exotic possibility of a source producing several GW-burst is the case
of cosmic string loops.
4.2.1 Cosmic strings basics
Cosmic strings are one-dimensional objects which may be present in the Uni-
verse. Such objects may exist either as vacuum topological defects (possibly
formed at the end of a phase transition associated with a spontaneously
broken symmetry [99–102]), or as a manifestation of fundamental or dual
superstrings in a ‘brane-world’ model of the Universe [22, 23, 103–105].
In both situation, the cosmic strings are characterized by their linear mass
density and produce GW by thire motion. In particular the excitations of
such strings will be damped by GW emission [99]. Here we do not consider
the possibility that the string is coupled to a field other than gravity.
The cosmic strings lead to isothermal perturbations of the background
metric. Such perturbations leave their inprint in the cosmic microwave back-
ground (CMB). Therefore CMB measurement can be used to constrain the
presence of cosmic strings. Even if the dominant effect in CMB fluctuation
are adiabatic (curvature), the data allows for a small, but non-negligible
string contributions [106–110].
Even a small amount of cosmic strings may create a rich observable phe-
nomenology. We will focus on the GWs production latter, but another pos-
sibility would be to uncover cosmic strings via gravitational lensing. The
presence of a cosmic string produces a doubling of the image of distant light
sources. Furthermore, since the string is an extended object, this effect will
be repeated along the string [111]. One could also observe time varying lens
due to an oscillating cosmic string loop. Note that a time varying lens may
also by produced by binary stars, see our work [6]. In the literature, there ex-
ist some astrophysical observations that may support the presence of cosmic
strings6 [112–114].
6New Hubble Space Telescope observations are strongly indicating that the galaxy
image pair CLS-1 presented in [113,114] is in fact two different galaxies [131].
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Figure 44: Cosmic strings reconnection.
4.2.2 Cosmic strings networks
In an expanding Universe, long strings (strings with length comparable or
greater than the Hubble radius) are stretched. Therefore, neglecting string
interactions, the strings total length grows proportionally to a the scale pa-
rameter. Since the energy of the string is proportional to its length, the string
density decreases in a−2 [115]. Note that it is slower than matter a−3 or ra-
diation a−4. Non-interacting strings would therefore become the dominant
contribution to the Universe content.
However, if two strings meet, they may interact and this process reduces
the string density. For topological defects cosmic strings always reconnect
and this can lead to chopping off loop, see figure 44. The loops do not stretch
with expansion and behave as “normal” matter. Furthermore, as we will see
below, the loop will decay via GW emission.
Long strings and loops would form a network. In the absence of expansion
of the Universe, the network evolves only through chopping off loops and all
the long strings are converted into loops; which eventually decay. Therefore,
in the equilibrium state, the network would be void of long strings and the
size of the loops tends to the minimal size compatible with their topological
defectt nature. However, the network is driven out of equilibrium by the
Universe’s expansion which acts as a source of string length. As in the case
of SOC, the system tends to a scale-free solution, i.e. the distribution of
the number of loops of a given length follows a power-law [115–117]. This
solution, called the scaling solution, is an attractor i.e. it is nearly indepen-
dent of the initial number of long strings. See figure 45 for a snapshot of the
scaling solution.
From simulations, one can measure the ratio between string density and
the dominant form of energy. One obtains ρs/ρm ∼ 60Gµ for the matter-
dominated era and ρs/ρr ∼ 400Gµ during the radiation-dominated era where
µ is the string energy per unit length [23]. The strings are a fixed fraction of
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Figure 45: Cosmic string simulation. Figure taken from [116].
the total density. For such a network, the constraint imposed by the CMB
implies Gµ < 10−6.5 [106, 118, 119].
The scaling solution may be modified if other mechanisms can produce
loops. Consequently, in this case, the bound has to be adapted. Such a
mechanism can be achieved through the collision between a string and a ro-
tating (Kerr) black hole [5]. In order to compute such a collision process we
first describe the equation of motion of a classical string
The world history of a string can be expressed by a two-dimensional sur-
face in the four-dimensional spacetime, which is called the string worldsheet:
xµ = xµ(ζa) , a = 0, 1 (187)
where the worldsheet coordinates ζ0, ζ1 are arbitrary parameters chosen so
that ζ0 is timelike (≡ τ) and ζ1 spacelike (≡ σ).
The string equations of motion, in the limit of a zero thickness string, are
derived from the Nambu-Goto effective action which, up to an overall factor,
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corresponds to the surface area swept out by the string in spacetime:
S0[x
µ] = −µ
∫ √−γd2ζ , (188)
where γ is the determinant of the two-dimensional worldsheet metric γab,
γ = det(γab) =
1
2
acbdγabγcd , γab = gµνx
µ
,ax
ν
,b (189)
with gµν the four-dimensional metric.
One can derive the same string equations of motion by using Polyakov’s
form of the action [120]
S[xµ, hab] = −µ
2
∫ √−hhabγabd2ζ , (190)
where hab is the internal metric with determinant h.
Varying Eq. (190) with respect to xµ(ζa) we obtain the string equations
of motion
2xµ + habΓµνσx
ν
,ax
σ
,b = 0 (191)
γab − 1
2
habh
cdγcd = 0 , (192)
where
2 =
1√−h∂a(
√−hhab∂b) , (193)
and Γµνσ is the four-dimensional Christoffel symbol. Clearly the dynamical
equation for the string motion is Eq. (191) while the constraint equation is
given by Eq. (192).
We choose the gauge in which hab is conformal to the flat two dimensional
metric ηab = diag(−1, 1). The dynamical and constraint equations, Eqs. (65),
become
2xµ + ηabΓµνσx
ν
,ax
σ
,b = 0 (194)
γ01 = gµνx
µ
,0x
ν
,1 = 0 (195)
γ00 + γ11 = gµνx
µ
,0x
ν
,0 + x
µ
,1x
ν
,1 = 0 , (196)
where 2 ≡ −∂2τ + ∂2σ (note that ∂A ≡ ∂/∂A).
The collision of the string with a black hole can be studied by substituting
the Kerr metric into equations (194-196). However we can perform a per-
turbative analysis. Assuming at first that there is no external gravitational
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field, then the 4-dimensional spacetime metric gµν is just the Minkowski
metric ηµν. In Cartesian coordinates (T ,X ,Y,Z) and choosing signature
(−,+,+,+) one can show that a solution of the equations of motion Eq.(65)
reads
xµ = xµ0 (τ, σ) = (τ cosh β, τ sinh β + X0, b, σ)
hab = ηab = diag(−1, 1) . (197)
Equation (197) describes a long straight string along the Z-axis, being ini-
tially at xµ(0, σ) = (0,X0, b, σ), and moving with velocity v = tanh(β) along
the direction X . We consider b > 0,X0 < 0.
As a second step we consider the case of a weak gravitational field
gµν = ηµν + θµν , (198)
in which a straight long string moves
xµ(ξ) = xµ0 (ξ) + x¯
µ(ξ) ; (199)
θµν , x¯
µ(ξ) denote a small metric perturbation, and a small string perturba-
tion, respectively.
In first order in θµν and x¯
µ, the equations of motion, Eq.(65), read
2xµ + Γµαβ(x0)x
α
0,ax
β
0,bη
ab = 0
ηµν
∂xµ0
∂τ
∂x¯ν
∂σ
+ ηµν
∂x¯µ
∂τ
∂xν0
∂σ
+ θµν
∂xµ0
∂τ
∂xν0
∂σ
= 0
2ηµν
(
∂xµ0
∂τ
∂x¯ν
∂τ
+
∂xµ0
∂σ
∂x¯ν
∂σ
)
+ θµν
(
∂xµ0
∂τ
∂xν0
∂τ
+
∂xµ0
∂σ
∂xν0
∂σ
)
= 0 . (200)
The above equations, the first one is the dynamical equation and the other
two are the constraints, describe the motion of a long straight cosmic string,
which is located far from a black hole.
In the weak field approximation, the gravitational field produced by a
black hole of mass M and angular momentum J , rotating around the X -
axis, is
ds2 = −
(
1− 2MR
)
dT 2+
(
1 +
2M
R
)
(dX 2+dY2+dZ2)− 4JR3 (YdZ−ZdY)dT ,
(201)
where R2 = X 2 + Y2 + Z2.
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One can therefore write the small perturbation θµν on the gravitational
field, in terms of the Newtonian and the Lense-Thirring [121, 122] parts
θµν = θ
N
µν + θ
LT
µν
= 2ϕδµν +
4J
R3 δ
0
(µν)α01X α , (202)
where ϕ is defined as ϕ = M/R and αβγδ stands for the totally antisymmetric
tensor.
For simple string initial position and speed (straight string parallel to
one of the axis) it is possible to compute an analytical solution for the linear
evolution [5].
However, loop formation needs a full nonlinear treatment obtained through
numerical simulations, where we use equation (194) and the Kerr metric.
Our simulations show that the string behaves as expected, making a handle
which plunges in the direction of the black hole. Furthermore this handle is
subsequently twisted by the frame dragging effect of the rotation. See fig-
ure 46. Our results are encouraging, however, we do not have the necessary
resolution to simulate a string going close enough to the black hole in order
to observe loop formation. Therefore the question whether it is possible to
form loops through the collision of a long string with a Kerr black-hole does
not yet have a clear answer. However, we can argue that this effect is not
the dominant channel in string black hole collisions and the modification it
induces to the scaling solution is likely to be small.
In the case of fundamental (F) and dual (D) strings the main modifica-
tions come from the fact that the reconnection probability can be signifi-
cantly lower than 1. Furthermore, it is possible to have both F and D strings
present in the same model. In such cases we also have to take into account
the interaction between the different kind of strings. This may lead to Y
junctions [124–127] where a F string ends on a D string. In the worst case,
this may lead to frustrated networks for which the density scale faster than
the non-interacting networks.
4.2.3 Loops of cosmic strings and GW
We have argued that the chopping off cosmic string loops is a natural process
in the evolution of a cosmic string network. We now focus on these loops
and review their GW emission.
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Figure 46: Time-slices for a string initially parallel to the Y axis which
encounter a Kerr black hole with rotating axis parallel to Z. The black hole
is located at the origin see [5,123] for the details (in particular the coordinate
used in the plot). In the right panel we have subtract the unperturbed motion
of the string. Note that the center of the string has been twisted of about
90o.
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One can expect that cosmic string loops are formed in an exited state.
The loop will therefore oscillate. Such an oscillation would induce a time
variating quadrupole of the mass distribution and thus emits GWs. We can
perform a naive estimate of this emission. From equation (A.19), we have
that the amplitude radiated by the quadrupole is in order of magnitude
h ' 1
r
G
c4
M¨ (203)
where M is the typical value of quadrupole tensor elements. For a loop of
length `, we can approximate the quadrupole as
M ∼ µ`3 . (204)
and the period of oscillation has to be longer than T ∼ `/c. Therefore
h <
Gµ
c2
`
r
. (205)
GWs with frequencies of present detectors f = 1[kHz] are emitted by loops
of length ` < picf ∼ 1011[m]. If we insert for Gµ ∼ 10−6.5 the upper allowed
limit. We obtain that, even for a loop within the solar system r = 1012[m],
the GW amplitude h < 10−24 is out of reach of our detectors.
However, one can use the Nambu-Goto formalism [128] in order to work
out the evolution equations of the string loop. Via a beautiful geometrical
argument [99], these equations tell us that the loop is never smooth during
a complete oscillation. It presents either a point which moves at the speed
of light embedded in a cusp or a discontinuity where the string makes a
sharp angle (kink) or both. The emitted GWs of such peculiar points have
to be treated carefully and lead to the production of strong beamed bursts
of GW [20,21, 129, 130].
These bursts can be strong enough to be detected and may even be the
first kind of signal directly detected [21]. Furthermore for the same value of
Gµ, F or D string with small inter-commutation probability have a higher
GW luminosity than standard cosmic strings [24]. See figure 47.
The detection of GW bursts is then a unique window which may reval
the nature of cosmic strings. Therefore, if cosmic strings are present in our
Universe, the study of GWs may become the first experimental proof of the
validity of string theory.
101
Figure 47: GW amplitude of bursts emitted by cosmic string cusps as a
function of the string tension Gµ and of the reconnection probability p. This
figure, taken from [24], is given for the frequency f = 150[Hz] corresponding
to the maximal sensitivity of the interferometers.
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Appendix–GW basics
The key idea standing at the foundation of general relativity (GR) is to
consider the metric as a dynamical object. Einstein field equations link the
deformation of the metric to the space energy content. The metric adapts
itself to the presence of energy leading to curved space. However this process
is not instantaneous and deformations propagates with c the maximal velocity
admitted by causality. These are the GW.
In this section we review some useful facts about GW, treating separately
the case of free propagation in an empty space and the generation of GW by
a given source. For detailed calculations see [27] and reference therein.
A.1 GW propagation
We consider a small deformation of the metric traveling through an empty
portion of space. Therefore we can describe the resulting metric gµν truncat-
ing the expansion around the flat metric ηµν = Diag(−1, 1, 1, 1)µν after the
linear term. We have then
gµν = ηµν + hµν , (A.1)
where hµν describe the GW. Plugging this expression into the Einstein field
equation and keeping only linear term in hµν we obtain using h¯µν = hµν −
1
2
ηµνhαβη
αβ,
2h¯µν + ηµν∂
α∂βh¯αβ − ∂α∂µh¯να − ∂α∂ν h¯µα = −16piG
c4
Tµν . (A.2)
However GR is invariant under change of coordinates. This lead to a gauge
freedom for the metric. Consequently we can choose a gauge which simplifies
the above equation. Using harmonic gauge ∂ν h¯µν = 0 the linearized field
equation reduces to
2h¯µν = −16piG
c4
Tµν , (A.3)
which reduce furthermore for an empty space to
2h¯µν = 0 . (A.4)
In fact the harmonic condition do not exhaust the gauge freedom. We can
fix the residual gauge going into the transverse-traceless (TT) gauge which
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is defined by the conditions7
∂ν h¯TTµν = 0 , (A.5)
h¯TT`` = 0 , (A.6)
∂`h¯TT`j = 0 . (A.7)
Special solutions of equation (A.4) satisfacying gauge conditions (A.5–A.7)
are plane waves. Rotating the reference frame we can align the coordinate
x3 and the spacial part of the wave-vector. In this basis the GW tensor take
the form
h¯TTµν =


0 0 0 0
0 h+ h× 0
0 h× −h+ 0
0 0 0 0

 cos (ω(t− x3/c)) . (A.8)
A.2 The effect of GW on point mass
We are interested in the effect of GW on a ground-based detector. In the
detector rest frame the metric contains both static or slowly varing terms
and GW contribution. The static and slowly varing terms come from the
Earth’s gravitational field, the Earth’s rotation and all the motion of masses
in the vicinity of the detector. Below few a Hertz, the GW contribution is
therefore totally dominated by other effects and thus unobservable. However
at high frequency one can neglect all the other terms and the detector frame
is equivalent to a freely falling frame. In a freely falling frame one can set
locally along a geodesic the first derivative of the metric tensor to 0. We
choose as the reference geodesic the motion of the detector center of mass.
Then the GW has no effect on it. However we can investigate the geodesic
deviation. The first contribution is proportional to the second derivative of
the metric tensor that is to the Riemann tensor. For ξ` the vector linking a
close8 geodesic with our reference geodesic we have the equation
ξ¨` = −c2R`0j0ξj , (A.9)
this is the geodesic deviation. Using the fact that in linearized theory the
Riemann tensor is invariant we can compute it in TT–gauge where it takes
7Greek indices takes the value 0,1,2,3 and Roman one 1,2,3.
8By close we mean |~ξ| much smaller than the reduced wavelength of the GW. That is
much smaller than the distance over which the gravitational fields vary.
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the form
R`0j0 =
1
2c2
h¨TT`j . (A.10)
Consequently we obtain the equation for the distance to the coordinate origin
ξ¨` =
1
2
h¨TT`j ξ
j . (A.11)
For a point mass m with ξ` being its position. We can write this equation in
term of the Newtonian force as
F` =
m
2
h¨TT`j ξ
j . (A.12)
A.3 GW generation
We treat the GW generation in linearized theory starting from equation (A.3).
The right hand side contains the energy-momentum tensor which receives
contributions from the matter distribution but also from the GW itself. How-
ever the linearized theory is valid only if the GW energy-momentum tensor
is negligible. Keeping only the matter contribution to Tµν , equation (A.3) is
linear in hµν and can be integrated. One obtain for a source located at the
origin of the coordinate system
h¯µν(t, ~x) =
4G
c4
∫
d3~x′
1
|~x− ~x′|Tµν (t− |~x− ~x
′|/c, ~x′) . (A.13)
were the integration is performed over the entire volume of the source. Note
that inside the source it is not possible to use the TT–gauge since the energy-
momentum tensor is not null. However outside the source we can pass into
the TT–gauge using the projector tensor Lambda [27].
hTT`j = Λ`j,kmh¯km . (A.14)
We focus on the case of a non relativistic source. That is a source with
internal motion with velocity v << c or equivalently a source of size d much
smaller than the reduced wavelength of the emitted GW. For such a source
one can expand the energy-momentum tensor as
Tk`
(
t− r
c
+
~x′ · nˆ
c
, ~x′
)
' Tk`
(
t− r
c
+, ~x′
)
+
~x′ · nˆ
c
∂0Tk`
(
t− r
c
+, ~x′
)
+ . . .
(A.15)
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where r = |~x| and nˆ = ~x/r. Restricting ourself to the leading term we have
hTT`j = Λ`j,km
4G
c4r
∫
V
d3~x′T km (t− r/c, ~x′) . (A.16)
We rewrite the integral
∫
V d
3~x′T km (t− r/c, ~x′) in term of the quadrupole
moment9
M jk =
∫
V
d3~x′T 00xjxk . (A.17)
This is done using a) the energy-momentum tensor conservation ∂µT
µν = 0
and b) integrating by part on a volume V which contain the source so that
T µν = 0 on the border of V .
M¨ jk =
∫
V
d3~x′∂0∂0T
00x′jx′k
=a
∫
V
d3~x′∂`∂mT
`mx′jx′k
=b
∫
V
d3~x′T jk (A.18)
Therefore the leading term in the GW emission (quadrupole radiation) is
hTT`j = Λ`j,km
4G
c4r
M¨km(t− r/c) . (A.19)
9In fact we have to remove the trace in order to obtain the quadrupole moment. How-
ever the Lambda tensor will do that and we can work with M
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