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NEW FAMILIES OF GRAPHS DETERMINED BY THEIR
GENERALIZED SPECTRUM
FENJIN LIU, JOHANNES SIEMONS, WEI WANG
Abstract: We construct infinite families of graphs that are determined by their gener-
alized spectrum. This construction is based on new formulae for the determinant of the
walk matrix of a graph. The graphs constructed here all satisfy a lower divisibility for the
determinant of their walk matrix.1
1. Introduction
Let G be a graph on the vertex set V with adjacency matrix A and let G be its comple-
ment, with adjacency matrix A. Then the spectrum spec(G) of G is the set of all eigenval-
ues of A, with corresponding multiplicities. It has been a longstanding problem to charac-
terize graphs that are determined by their spectrum, that is to say: If spec(H) = spec(G),
does it follow that H is isomorphic to G? If this is the case then G is determined by its
spectrum, or a DS graph for short. In [4, 8, 9] it is conjectured that almost all graphs are
DS, more recent surveys can be found in [5].
A variant of this problem concerns the generalized spectrum of G which is given by the
pair
(
spec(G), spec(G)
)
. In this situation G is said to be determined by its generalized
spectrum, or a DGS graph for short, if
(
spec(H), spec(H)
)
=
(
spec(G), spec(G)
)
implies
that H is isomorphic to G. For the most recent results on DGS graphs see [13] and [20] in
particular. To date only a few families of graphs are known to be DS or DGS. This includes
some almost complete graphs [1], pineapple graphs [10] and kite graphs [11]. These are all
known to be DS, and in particular DGS. In addition all rose graphs are determined by their
Laplacian spectrum except for two specific examples, see [12].
In this paper we construct infinite sequences of DGS graphs from certain small starter
graphs. This construction involves the walk matrix of a graph and recent results in [20].
Let n be the number of vertices of G and let e be the column vector of height n with all
entries equal to 1. Then the walk matrix of G is the n× n matrix
W =
[
e, Ae, A2e, · · · , An−1e
]
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formed by the column vectors Aie. In this paper we investigate the determinant of the walk
matrix of G and of graphs obtained by joins and unions of G with a single new vertex.
We prove that the determinant of the walk matrix of G and that of G are the same up to
a sign, see Theorem 2.1. We consider a graph G and a new vertex w . In this situation the
union G ∪w and the join G ∨w graphs can be defined, see Section 2. In Theorem 2.4 we
obtain a formulae for the determinant of their walk matrices in terms of the determinants
of G, G and W.
In Wang [19] it is shown that 2⌊
n
2
⌋ divides det(W ) . Furthermore, if
C :
det(W )
2⌊
n
2
⌋
is odd and square-free
then G is determined by its generalized spectrum [20]. This shows that the divisor 2⌊
n
2
⌋
plays a special role for the determinant of the walk matrix, in some sense C is an extremal
divisibility condition, see also Section 6.2 in [13].
In Section 3 we give the construction of infinite families of graphs in which C holds, this is
Theorems 3.3 and 3.4. This construction provides in particular infinite families of graphs
which are determined by their generalized spectrum. Unlike constructing graphs with the
same generalized spectrum (e.g. GM-Switching), very few methods are known for building
DGS graphs. The results in this paper therefore contribute to our understanding of DGS
graphs, they also give a partial answer a problem posed in [13].
All graphs in this paper are finite, simple and undirected. Our notation follows the standard
texts, for instance [3, 6]. The vertex set of the graph G is denoted V. The characteristic
polynomial P (x) of G is the characteristic polynomial of A, thus P (x) = det(xI − A),
and the eigenvalues of G or A are the roots of P (x). When it is necessary to refer to a
particular graph H we denote its vertices, adjacency or walk matrix by V (H), A(H) or
W (H), etc.
2. The determinant of the walk matrix
We begin by giving a formula for the determinant of the walk matrix of a graph and its
complement.
Theorem 2.1. Let G be a graph on n vertices with walk matrix W. Then the walk matrix
of its complement satisfies
det(W ) = (−1)
n(n−1)
2 det(W ) .
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Proof. Let A and A be the adjacency matrix of G and G respectively. We show that
for each k the k -th column of W can be expressed as a linear combination of the first k
columns of W . This is true for the first and second columns of W since
Ae = (J − I −A)e = (n− 1)e −Ae,
where J is the all-one matrix and I is the identity matrix. So we assume that the claim
holds for some k, that is, there exist numbers c0, c1, . . . , ck−1 ∈ R such that
A
k−1
e =
k−1∑
i=0
ciA
ie.
Since JAie = (eTAie)e , we have
A
k
e = A(A
k−1
e)
= (J − I −A)(
k−1∑
i=0
ciA
ie)
= [
k−1∑
i=0
ci(e
TAie)− c0]e−
k−1∑
i=1
(ci−1 + ci)A
ie− ck−1A
ke.
(1)
Therefore the above claim is true. In particular, for each k = 1, 2, . . . , we conclude that
the coefficient of the vector Ake is −ck−1 = (−1)
k . Substituting (1) into W gives
det(W ) = det
[
e, −Ae, A2e,−A3e, · · · , (−1)n−1An−1e
]
and so the result follows from the multilinearity of the determinant. 
By the same reasoning we have the following result for the leading principal submatrices of
the walk matrix.
Corollary 2.2. Let W1,W2, . . . ,Wk (resp. W 1,W 2, . . . ,W k ) be the first k leading prin-
cipal submatrices of the walk matrix W (resp. W ) for k = 1, 2, . . . , n . Then
det(W k) = (−1)
k(k−1)
2 det(Wk) .
The graph G is controllable if its walk matrix W (G) is invertible. This property can also
be characterized by the main eigenvalues and main eigenvectors of the graph, see [7]. The
relevance of controllability becomes clear from the recent work of O’Rourke and B. Touri [14]
who proved Godsil’s conjecture [7] that asymptotically all graphs are controllable. The
theorem above also implies the following well-known fact concerning controllable graphs:
Corollary 2.3. [7] A graph is controllable if and only if its complement is controllable.
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Let G be a graph and let w be a new vertex, w 6∈ V (G). Then the union of G and the
singleton graph {w} , denoted by G ∪ w , is the graph obtained from G by adding w as
an isolated vertex. The join of G and {w} , denoted by G∨w , is the graph obtained from
G by adding the vertex w and making it adjacent to all vertices of G . For these graph
operations we have the following result.
Theorem 2.4. Let G be a graph with adjacency matrix A and walk matrix W . Then we
have
(i) det(W (G ∪ w)) = ± det(A) det(W ) and
(ii) det(W (G ∨ w)) = ± det(A) det(W ) .
The sign only depends on the position of the new vertex. For instance, if {w, v1, ..., vn}
are the vertices of G ∪ w then det(W (G ∪ w)) = det(A) det(W ) and det(W (G ∨ w)) =
det(A) det(W ) .
Proof. Denote by W ′ =
[
Ae, A2e, · · · , An−1e, Ane
]
. Then, taking the new vertex w as
the first vertex in G ∪ {w}, we have
W (G ∪ w) =
[
1 0n×1
1n×1 W
′
]
.
Expanding the determinant of W (G ∪ w) along the first row gives
det(W (G ∪ w)) = det(W ′) = det(AW ) = det(A) det(W ).
If the new vertex w is labelled even, then det(W (G∪w)) = − det(A) det(W ) . This proves
the first part of the theorem.
For the second part, first note that G ∨ w = G ∪w . Now use Theorem 2.1 to obtain
det(W (G ∨ w)) = det(W (G ∪ w))
= (−1)
n(n+1)
2 det(W (G ∪ w))
= ± det(A) det(W )
= ± det(A) det(W ).
This completes the proof. 
Remark 1. A graph is singular if its adjacency matrix is singular, see [16, 17]. The theorem
has an interesting consequence for singular graphs: If G is controllable then G ∪ w is
controllable if and only if G is not singular. Similarly, if G is controllable then G ∨ w is
controllable if and only if G is not singular.
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3. Constructing DGS graphs
In this section we construct families of DGS graphs by using the union and join operations.
We begin with the Coefficient Theorem of Sachs. It relates the coefficient of the charac-
teristic polynomial of the graph to its structure. An elementary graph is a graph in which
each component is K2 or a cycle.
Theorem 3.1 (Sachs Coefficients Theorem, see e.g. [3]). Let G be a graph on n vertices
with characteristic polynomial P (x) = xn + c1x
n−1 + · · · + cn−1x+ cn . Denote by Hi the
set of all elementary subgraphs of G with i vertices. For H in Hi let p(H) denote the
number of components of H and c(H) the number of cycles in H . Then
ci =
∑
H∈Hi
(−1)p(H)2c(H), for all i = 1, . . . , n .
The following theorem due to Wang [20] characterizes certain DGS graphs by an arithmetic
property of the determinant of their walk matrix.
Theorem 3.2 (Wang [20]). Let G be a graph on n vertices with n ≥ 6 and walk matrix
W. Then 2⌊
n
2
⌋ divides det(W ) . Furthermore, if 2−⌊
n
2
⌋ det(W ) is odd and square-free then
G is determined by is generalized spectrum.
We are now able to state our next result.
Theorem 3.3. Let G0, G1, G2, .. . be a sequence of graphs which satisfy the following
conditions
Gi =

Gi−1 ∪ wi (if i ≥ 1 is odd);Gi−1 ∨ wi (if i ≥ 1 is even).
Denote n0 := |V (G0)| , a := |det(A(G0))|, b := |det(W (G0))| and p := |det(A(G1))| .
Then
|det(W (Gi))| = a
⌈ i
2
⌉bp⌊
i
2
⌋ for all i ≥ 1 . (2)
Proof. By Theorem 2.4 (i) and (ii) we have
|det(W (G1))| = |det(W (G0 ∪ w1))| = |det(A(G0)) det(W (G0))| = ab,
|det(W (G2))| = |det(W (G1 ∨w2))| = |det(A(G1)) det(W (G1))| = abp.
Thus the result holds for i = 1, 2 . Since the determinant of the adjacency matrix and the
constant term of its characteristic polynomial are the same up to sign we use Theorem 3.1
to link it to the elementary spanning subgraphs. By induction we have |det(A(G2i))| = a
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and |det(A(G2i+1))| = p for any integer i ≥ 1 . Since all elementary spanning subgraphs
H(G2i) in Hn0+2i(G2i) must have K2 = w2iw2i−1 as a component, there is a bijection
between the elementary spanning subgraph set Hn0+2i(G2i) and Hn0+2(i+1)(G2(i+1)) i.e.,
there is a bijection
f : Hn0+2i(G2i)↔Hn0+2(i+1)(G2(i+1)) with
f(H(G2i)) = H(G2i) ∪ w2i+2w2i+1.
(3)
Note that the component K2 = w2i+2w2i+1 only changes the sign of the constant coef-
ficient of the characteristic polynomial. Therefore each pair of elementary spanning sub-
graphs H(G2i) and H(G2i) ∪ w2i+2w2i+1 contribute opposite signs to the constant terms
of PG2i(x) and PG2(i+1)(x) , respectively. Hence |det(A(G2(i+1)))| = a . Analogously we
have |det(A(G2i+1))| = p . Equation (2) follows by applying Theorem 2.4 repeatedly. 
From this result we obtain infinite sequences of graphs that are determined by their gener-
alized spectrum:
Theorem 3.4. Let G0, G1, G2, . . . be as in Theorem 3.3 and denote |V (G0)| by n0.
Suppose that {a, p} = {1, 2} and that b · 2−⌊
n0
2
⌋ is an odd square-free integer. Then the
graphs Gi are determined by their generalized spectrum, for all i ≥ 1 .
Proof. It is easy to see that 2−⌊
n0+i
2
⌋ · det(W (Gi)) is odd and square-free when {a, p} =
{1, 2} and b·2−⌊
n0
2
⌋ is an odd square-free integer. Thus our result follows from Theorem 3.2
and Theorem 3.3. 
We mention several remarks and open problems.
Remark 2. In the introduction we discussed the importance of the property C as an
extremal divisibility condition for the walk matrix of a graph. All the graphs Gi in Theo-
rem 3.4 now satisfy the condition C.
Remark 3. There are indeed many graphs G0 that are suitable starters for such sequences.
Among the 112 connected graphs on six vertices there are 8 controllable graphs, labelled
59, 77 in [2] with |det(W )| = 3 · 23 and 46, 60, 67, 85, 87, 98 in [2] with |det(W )| = 23.
These graphs therefore have property C and are controllable. According to Theorems 3.2,
3.3 and 3.4 we obtain infinite series of graphs based on 6 of these 8 graphs as an initial
G0 , namely graphs labelled 59, 77, 67, 85, 87, 98 . In particular, all graphs in these series
have property C and hence are DGS graphs.
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Remark 4. Mao et al. [13] stated the problem of characterizing graphs with |det(W )| =
2⌊
n
2
⌋ . This condition can be viewed as a strengthening of condition C and is worth inves-
tigation independently. By Theorems 3.3 and 3.4 we can construct infinite families of such
graphs based the controllable graphs labelled 67, 85, 87, 98 in [2].
Remark 5. Theorems 2.1, 3.2 and 3.4 imply that the complement of any Gi constructed
in Theorem 3.3 is also DGS, for all i ≥ 0.
G0 G1 G2 G3
w4w2
w1
G4
w3
w2
w1 w3
w2
w1w1
Figure 1. Constructing a family of DGS graphs from G0 ∼= #67
Remark 6. Let G0 be the graph labelled 67 in [2], see Fig.1. We show schematically the
first five DGS graphs obtained from Theorem 3.3. It is easy to verify that these graphs
satisfy |det(W )| = ⌊n2 ⌋ .
Open Problems. We conclude with two open problems:
(i) Find other constructions of graphs satisfying property C .
(ii) Determine the generalized spectrum of graphs with property C and classify such graphs.
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