ABSTRACT In a wireless disaster response network, how does the quality of experience (QoE) of the user affect the level of situational awareness (SA)? Is maximum QoE necessary for high SA? In this empirical study, we propose a novel measurement approach to quantify SA based on the QoE of the user. The relationship between QoE and network quality of service (QoS) metrics such as delay and packet loss is well known. Therefore, quantifying the SA-QoE-QoS relationship will help the network operator to ensure a high level of SA when the network is under load, through parsimonious allocation of network resources such as spectrum and power. We first define an objective expression for SA in four contexts: surroundings awareness, target awareness, location awareness, and responsiveness (SETLR model). Using empirical data gathered from real-world experiments, we mathematically formulate SA as a function of QoE and show that this relationship is logistic in nature. An important observation is that maximum QoE is not necessary to ensure high SA; a mean opinion score of just 2-3 is necessary in our scenario. Next, we show through simulations that this new mathematical model of SA can be instantiated in a long-term evolution radio access network and efficiently used in network optimization techniques to avoid over-provisioning of resources.
I. INTRODUCTION
In the USA, FirstNet is an independent authority that has been established to ''develop, build and operate the nationwide, broadband network that equips first responders to save lives and protect U.S. communities '' [1] . This Nationwide Public Safety Broadband Network (NPSBN) is based on the commercial 3GPP Long Term Evolution (LTE) service, and will operate in Band 14 spectrum. It is very important for the radio access network to be highly available during disaster response, despite the fact that disasters can affect the network infrastructure itself. As a result, there is a lot of ongoing research that investigates how highly mobile, deployable network elements can provide the same level of reliability & richness of services [2] as a pre-disaster network.
In such scenarios, a key factor in the success of missions is Situational Awareness (SA). The origins of this term are in military theory. An important deciding factor in a conflict is the effective operation of the Observe, Orient, Decide, Act (OODA, Figure 1 ) process of friendly forces, while the OODA loop of the enemy is disrupted. The network that conveys information from sensors in the battlefield (disaster scene) to the users is frequently under attack (high load) & has constantly varying, sometimes non-increasing, levels of resources such as spectrum and power. Therefore, it is imperative to allocate these resources based on the needs of the users. A naïve scheme such as equal allocation may not be optimal, and thus will lead to loss of SA. Consider a scenario where high definition video is transmitted from remote sensors to a first responder in the field over a wireless network. We pose the following research questions: is it possible to relate the SA of each user to the amount of network resources allocated to that user? How can we design a network-centric model of SA to use as the objective function in network optimization? Could over-provisioning be avoided through direct SA optimization?
Answering these research questions will lead to sustained levels of SA even when the network is congested. In commercial content delivery networks such as YouTube, service providers have realized that it is not enough to simply optimize the network performance, but to optimize the end user's experience [3] , [4] , leading to a large body of research on Quality of Experience (QoE). A key difference between commercial and military networks is that in the former, users simply consume the content whereas in the latter, the operator is required to process the content and in turn make decisions based on the new information. That is, only the ''Observe'' phase of the OODA loop (Figure 1 ) is active in commercial networks, whereas all the four stages (Observe, Orient, Decide, Act) are activated in military or disaster response scenarios. SA and QoE are related by the observation stage; it is possible to use algorithms based on statistical learning theory to help monitor the video quality and infer the user QoE.
SA is extensively used in various fields such as military, transportation, production, communications, etc. There is a prolific use of remotely operated unmanned ground vehicles (UGVs) and unmanned aerial vehicles (UAVs) to carry out tasks that are usually considered unsafe for humans to perform directly. In most cases the human pilots operating these devices need to process a tremendous amount of data in order to make an operational decision. Therefore, SA is crucial because it aims at minimizing the cognitive workload of the human pilots. Measuring the awareness of the remote pilots is challenging. In this regard, there is a detailed literature on quantifying SA [5] - [7] . However, to the best of our knowledge, we are not aware of any literature that proposed a mathematical expression for SA in terms of QoE.
The fact that the human pilots need to rely on the video feedback received from the UAV/UGV makes the task performance more challenging, especially when the wireless link is subject to impairment. In this article we propose that the level of SA is related to how the information is presented to the user -the Quality of Experience. We hypothesize that the relationship between SA and QoE is a logistic function with a steep sigmoid curve. The main contribution of this paper is four-fold: 1) a novel SA measurement scheme called SETLR; 2) an empirical investigation of the impact of the variation of QoS and QoE metrics on SA, and subsequent validation of our hypothesis; 3) a logistic function as a model to express the relationship between QoE and SA; and 4) an integration of this model into a LTE-based disaster response network, and the subsequent demonstration that over-provisioning can be avoided during resource allocation.
The rest of this article is organized as follows: Section II provides a background on quality of service (QoS), QoE and SA. It also explores the related work on SA measurement techniques and provides a short overview of the LTE architecture. Section III describes the proposed SETLR model for network-centric situational awareness, and uses empirical data to validate the SA-QoE hypothesis. Next, Section IV shows how resource allocation can be performed in a LTE-based disaster response network, such that the total SA is maximized. Section V presents the performance evaluation, followed by concluding remarks.
II. BACKGROUND & RELATED WORK
In this section we survey related work on characterizing QoS, QoE & SA. Next, we discuss some recent developments on the use of LTE in disaster response networks. Background is provided on the architecture of 4G LTE networks, which is necessary to understand how the proposed SA optimization techniques can be implemented in a practical network (Section IV).
This article is an extension of our earlier conference paper [8] , presented in Section III. In this article we use these results to investigate how SA optimization can be implemented in a LTE network, and whether SA levels due to direct SA optimization are better than SA levels resulting from QoE maximization. The main contribution of this work is an empirically validated model that quantifies SA using network-centric metrics, and not new network optimization techniques.
A. QUALITY OF SERVICE, QUALITY OF EXPERIENCE, AND SA
From the service providers' view, QoS is defined as a collection of metrics that determine the quality of a service provided to the user. QoS metrics can be grouped in two categories: application layer QoS (AQoS) [9] and network QoS (NQoS) metrics [10] . The NQoS metrics depend on the physical (PHY) layer parameters such as bandwidth, modulation and coding, and transmit power. Examples of NQoS metrics are data rate, throughput, delay, and packet loss. When the transmit power decreases, the signal-to-noise ratio (SNR) drops. This could result in packet loss if the received signal power falls below the threshold required for packets to be successfully decoded. Moreover, the sender and the receiver could switch to a lower modulation scheme such as QPSK, which reduces the data rate and throughput. AQoS metrics are controlled by the video layer parameters such as resolution, group of pictures (GoP) length, codec, etc. The types of AQoS metrics comprise bit rate (henceforth called ''bitrate''), frame rate, empty-buffer events, resolution switches, etc. When the resolution decreases, the number of bits used to encode each pixel reduces. Therefore, the bitrate also drops. While AQoS and NQoS are technical, networkcentric metrics, the Quality of Experience (QoE) of the user is a user-centric metric. QoE measures the QoS as perceived by the user [11] . A commonly used QoE metric is the mean opinion score (MOS), which collects subjective feedback on the service quality. However, MOS is also measured objectively based on the computed peak signal to noise ratio (PSNR) and other tools such as the video quality measurement (VQM). The IQX hypothesis states that the QoE is related to the QoS as follows:
The two primary communities of interest related to situational awareness (SA) are human factors research and information fusion. In [5] , research in the human factors area has widely followed Endsley's definition, which states that SA is ''...the perception of the elements in the environment within a volume of time and space, the comprehension of their meaning, and the projection of their status in the near future.'' SA is defined at three levels: observation, during which a pilot becomes aware of an ongoing event; understanding of the event; and the user's (pilot's) projection for decision making and reaction to the event. SA may also be affected by other latent variables such as the pilot training and his/her cognitive effort.
The SA measurement techniques found in the current literature are categorized into objective and subjective methods. Endsley [5] proposes an objective SA measurement scheme referred to as situational awareness global assessment tasks (SAGAT)-also known as the freeze and probe technique which assesses the viewers' ability to recall sequences in a video content previously shown to them. Notice that system memory was not a major concern because the video sequences were shown only once to the users (humans). However, the ability of the viewers to recall those sequences was important as it determined their level of SA. Nonetheless, the necessity for freezing the video content clearly shows that SAGAT would not suitable for scenarios where a pilot needs a feedback from the UGV/UAV to make a decision. Timonen [6] considered a combination of the joint model of laboratories and the scheme proposed in [5] to investigate a computational solution. The author used goal-driven task analysis (GDTA) to assess the SA requirements for a remote pilot's environment and the tactical team in the combat field. Bew et al. [7] used a modified SAGAT approach referred to as tactical situational awareness test (TSAT) to improve the efficiency of small tactical units, based on the assumption that SAGAT was not suitable for measuring SA at such units. Drury et al. [12] provided a comprehensive scheme on how to measure SA for UAVs piloting. SA was investigated in a search and rescue context using two UAVs and was evaluated against five parameters known as location, activity, surrounding, status, and overall mission (LASSO). However, experiments were done under perfect QoS metrics and did not account for the low QoS/QoE scenarios. Velagapudi et al. [13] used UAV piloting scenarios where (a) both the pilot and the UAV were located in an open environment, and (b) the pilot was located in a laboratory while piloting the UAV located in an open environment. The study aimed at investigating the impact of the pilot location with respect to the UAV on his/her cognitive and physiological load.
Other studies used a traffic analysis approach to study SA. It was the case of [14] where a natural language program (NLP) was used to raise the level of SA in critical events such as disaster. The idea was to capture critical microblogs, from a large volume of traffic flow on social media such as Twitter and Weibo. Four case scenarios were considered to test the effectiveness of a trained algorithm in accurately classifying critical microblogs. Also, Streilein et al. [15] expressed the need for a secure realtime streaming algorithm in operational situations. The paper proposed to maintain cyber SA by improving an existing online processing algorithm known as Top-k and some space processing algorithms to live inspect high volume/high speed traffic for mid-scale networks.
In other cases, SA was investigated by carefully classifying collected raw data. In this sense, Graham et al. [16] explored a synthetic counter insurgency (SYNCOIN) dataset to qualitatively evaluate video (hard data) and text (soft data) fusion systems. The SYNCOIN data set is developed according to an iteration of 10 steps such as defining the COIN logical lines of operation (LLO) and the operational level of focus for those conducting the COIN mission, as well as identifying the types of reports based on the messages and their nature, etc. Blasch et al. [17] improved SA with a fusion of hard and soft data, mapping the low level video structure to a text format. They used a SYNCOIN data set obtained from a previous study to complete the data registration step. The data was analyzed from both text and video perspectives before an information correlation in time and space was performed.
Some authors relied on the wireless channel response in their study. As such, Kim et al. [18] proposed a lane level localization scheme to improve the SA for the vehicle pilot. The scheme used a radar, a vision sensor, a global positioning system (GPS), and a digital map. The radar and vision sensor were used to identify the surrounding vehicles and guardrails, while the GPS and the digital map were used to obtain the maximum number of traffic lanes. Ananya [19] and Eunice et al. [20] proposed a flexible way to build a model for a sensor system using a network centric operation performance & prediction (NCOPP). The network components were monitored and each node was modeled based on probability and statistics to predict its behavior. The aim was to enhance the awareness, especially when the network parameters change dynamically. Kruglanski et al. [21] addressed the impact of the variation of the ionosphere, on signal delay and information accuracy, availability, integrity. The authors issued a warning about safety and precise positioning problems associate with space objects as a drawback to the SA.
SA can also be evaluated based on the ability of a tactical team to make their decisions. In this regard, Robertson [22] considered the integrity of a common operational picture (COP) in determining the success or failure of a military mission based on how the information is presented to them. Each picture received by the tactical team was assigned a weight and a score to find the level of SA for that team.
Stephen et al. [23] proposed an approach to enhance the SA for pilots ensuring a good COP delivery, regardless of the effect of degradation on the visual environment. The authors proposed to deploy the Tucson embedded systems, to build VOLUME 6, 2018 new systems and test their performance in order to ease the network-centric operation and raise SA for the United States Army's Joint Architecture program.
In contrast to the discussed objective methods above, other authors implemented subjective techniques to measure SA. For example, Hart [24] studied the circumstances in which the NASA task load index (TLX) could be used to determine the awareness of the users. TLX is a technique where the pilot is required to complete a specific task and give a feedback regarding the workload experienced during the task performance. Even though the objective and subjective techniques are used to quantify SA, some people think that not all the aspects of SA might be accounted for by all the SA measurement tools. Hence, Salmon et al. [25] compared SAGAT to another subjective SA measurement scheme known as the post trial subjective rating, and found that the two methods were not correlated. This implied that both methods were measuring different aspects of SA. From all these studies explored so far, it was found that none of the them actually proposed a mathematical formula for SA. Moreover, most assumed perfect network conditions.
In this paper we limit our study to the effect of QoS & QoE on SA based on the assumption that a varying performance in any of these factors might also impact SA. Consider a scenario where a pilot remotely operates a drone. A loss of video frames due to packet loss might make the pilot miss important sequences in the video, resulting in a low level of SA for the pilot. The video content might get worse (i.e., low QoE due to low QoS) to the extent that the pilot can no longer identify the video content. As a result, the pilot fails to complete the mission successfully.
B. OVERVIEW OF LTE ARCHITECTURE
We will now briefly review LTE architecture; more details are available in [26] - [28] . The two main components of an LTE network are the wireless radio access network (called the evolved universal terrestrial radio access network (E-UTRAN)), and the equally important evolved packet core (EPC) which is an overlay network instantiated over backhaul links that are typically wired. The main entities in the E-UTRAN are the clients of the network (called User Equipment (UE)), which connect to a LTE base station (known as evolved Node B (eNodeB)). The EPC consists of several functional elements that implement the LTE control and data planes. The eNodeB assists the UE in registering on the network by creating several tunnels (called ''bearers'') to elements in the EPC. In addition, the eNodeB is responsible for allocating spectral resources such as bandwidth and power among its UEs, and performing call admission control & other functions. Generally, the link between UE and eNodeB is the only wireless link, and the backhaul links are typically fiber optic links, point-to-point directional wireless, or even satellite links. Therefore, we will focus only on the E-UTRAN portion of the network to understand how resource allocation affects the SA of UEs.
In a frequency division duplexing LTE network, the frequency bands used in the uplink (UE to eNodeB) and downlink (eNodeB to UE) are different. These bands are each organized in a time (OFDM symbols) & frequency (subcarriers) grid. In the uplink, this grid is divided among a random access channel (PRACH), a shared channel for UEs to upload data (PUSCH) and a control channel (PUCCH). In the downlink grid, there is a control channel (PDCCH), a data channel (PDSCH), a broadcast channel (PBCH) and an ARQ channel (PHICH) among others. It is this structure that will be leveraged (Section IV) to transmit SA/QoE profile parameters and ensure appropriate resource allocation in the respective channels.
To initiate a connection, the UE first scans the spectrum in preconfigured bands, and looks for information from the eNodeB that is packetized as several types of information blocks. Using this information, it contends for the PRACH in slotted ALOHA fashion. The random access response, if received, specifies the resource blocks the UE can use in the uplink channel. Then, the UE then initiates a connection request which specifies the requested service, and includes PHY layer measurements. In response, downlink resources are allocated. The UE maps the SNR for certain predetermined resource blocks in the downlink to a Channel Quality Indicator (CQI), which is then sent to the eNodeB (on PUCCH or PUSCH) either periodically or aperiodically. CQI information for all the UEs is used by the eNodeB to perform resource block allocation in the PDSCH time-frequency grid using a scheduling algorithm (typically, proportional fair scheduling). The CQI is mapped to a modulation and coding scheme using a specified lookup table, which in turn determines the bitrate achievable by each UE. In Section IV we propose that SA awareness be incorporated into this scheduler. If the UE desires to transmit in the uplink (in PUSCH), it transmits a scheduling request on PUCCH, and in response a scheduling grant is sent by the eNodeB on PDCCH.
III. THE SETLR MODEL OF SITUATIONAL AWARENESS
In this section, we present the SETLR (Surroundings, Target, Location, Responsiveness) model of Situational Awareness (SA). First, the system model is defined as that of a wireless ad hoc network configured to transport video. This model is then instantiated in an example scenario which also serves as our experimental testbed. Each of the SETLR metrics is quantified and measured, and the results are used to empirically validate our hypothesis that the relationship between QoE and SA is logistic.
A. SYSTEM MODEL AND PROBLEM FORMULATION
The system model is shown in Figure 2 . Suppose that a video content is transmitted from a source node to a destination node over a wireless ad hoc network. A variation in the physical layer parameters causes a change in the NQoS metrics. For instance, the data rate changes when the modulation scheme changes or the SNR drops. Similarly, packet loss can occur when the wireless link is affected by noise or interference. In addition to the NQoS metrics, AQoS are controlled by video parameters. For example, the video bitrate varies depending on settings of the video encoder. Both NQoS and AQoS control the perceived QoE for the user who consumes the video content over a network. Hence, for some QoE function g, QoE = g(NQoS, AQoS). Nominally, g displays exponential characteristics, as postulated by the IQX hypothesis [29] .
We are interested in investigating whether SA = f (QoE) also displays exponential behavior. Intuitively, SA is different from QoE in the sense that SA involves all four stages of the OODA loop (Figure 1 ), whereas QoE only involves the first stage (''Observe''). Therefore, the function f should be logistic in nature, displaying a sharp spike or a rise when QoE is sufficient to trigger the ''Orient'' stage of the OODA loop (i.e., a steep sigmoid curve). That is, SA ∝ −1 (1 + βe −αQoE ) where α and β are some constants. Other observations lend support to this intuition: (a) SA depends on the observed data [5] , [16] , [17] , [30] , [31] , (b) QoE depends on the perceived quality of the observed data, while (c) the quality of the observed data depends on the QoS metrics [29] , [32] . We will now explain our approach used to test our hypothesis, by instantiating this system model in a concrete scenario.
B. TEST SCENARIO AND QoE MEASUREMENT
We implement a task-driven scenario where a pilot has to search for a target by controlling a UGV remotely over a wireless link, under non-line-of-sight conditions. The pilot receives a live video stream from the robot (Figure 3 ) over a wireless link, and views it on a laptop screen. The test administrator (''admin'' in Figure 3 ) controls the physical layer and video parameters (Figure 2 ) remotely using a separate, dedicated laptop. In order to make changes to the video parameters, the admin laptop (laptop 1) instructs the user laptop (laptop 2) to start/stop listening for incoming video transmissions. A camera (mounted on the front of the UGV using a Raspberry Pi), the pilot's PC and the admin PC form a WiFi network in infrastructure-less ad hoc mode (IBSS, channel 149 in the 5 GHz band) and run a full TCP/IP stack. Video is transmitted over UDP to the pilot -this decision was made to avoid the confounding factors; we need a controlled link degradation to determine how a change in QoS metrics affects SA. In fact, it is hard to conduct accurate measurements by allowing packets re-transmission, rate link rate adaptation, and congestion control.
While watching this video stream, the pilot operates a joystick to remotely control the robot to perform the assigned non line-of-sight tasks. This separate control link (as opposed to the video-bearing data link) uses an off-the-shelf RF transceiver that works in the 2.4GHz ISM band. Another point-to-point radio link (over 2.4 GHz, using a proprietary RF protocol) is used to control a red LED on the front of the UGV. Depending on the status on this red LED, the pilot is required to control a set of white LEDs mounted on the back of the robot. These LEDs are used to measure the responsiveness of the pilot (to be discussed shortly). The pilot's QoE is measured using the Mean Opinion Score (MOS) provided by the pilot on a scale of 1 to 5, where 1 represents the worst quality and 5 indicates the best video quality. MOS is known to show an exponential trend w.r.t. network QoS metrics such as delay and packet loss [10] , [29] , [33] . Further details of this setup are provided in Section V.
C. QUANTIFYING SA USING SETLR METRICS
To measure the pilot's SA, we design a variant of LASSO [12] which we call SETLR -an acronym for Surroundings awareness, Target awareness, Location awareness, and Responsiveness. Surroundings awareness tests the pilot's ability to detect obstacles on the robot track and avoid collision. Target awareness measures the ability of the pilot to identify all the details about the target. Location awareness measures the ability of the pilot to accurately pinpoint the robot location based on the video feedback and a map. Responsiveness tests the pilot's ability to detect and cope with inconsistencies in the video display-robot control loop during the task performance. In the following paragraph, we explain how to objectively quantify each SETLR metric w.r.t the above test scenario. VOLUME 6, 2018
1) SURROUNDINGS AWARENESS (SAR)
This metric measures the pilot's ability react to the sudden appearance of an obstacle. We use a red LED to simulate the presence of an obstacle, and white LEDs to simulate the pilot's awareness when the red LED turns on. At a random point during the experiment, the administrator turns on the red LEDs for 3 seconds. Upon noticing the red light (note that the video quality is very important in noticing this change), the pilot is required to instantly flash the white LEDs and stop the robot. The response time η of the pilot is measured as η w − η r , where η w and η r represent the time when the white and red LEDs turn on, respectively. To quantify the pilots awareness, we use the three-second rule that applies to motorists; it takes at most three seconds for a sober driver to notice an obstacle ahead and stop the vehicle without running into it. In our scenario, the pilot can observe a time lag of 1s without incurring any penalty. This is because the duration between the perception time and the reaction time for humans is generally greater than 0s. After a period of 1s has passed since the red LED turned on, the pilot's score decreases at a function of η over the last 2s. At the end of the period of three seconds the pilot's score becomes 0%, as we assume that collision would have occurred in a real traffic scenario. Surrounding awareness score SAR is calculated as 1 when η 1, (3 − η )/2 for 1 < η < 3, and 0 for η 3.
2) TARGET AWARENESS (TAR)
The ''target'' is an eye chart used to test visual acuity [34] . It has nine rows of characters whose font size decreases from top to bottom. Several such charts are mounted at a height of 40cm above the floor throughout the test area. Each chart contains a different set of characters, in order to prevent the pilot from memorizing the chart. The pilot is required to identify a different chart for each run of experiment (i.e. for every variation in the QoS metrics). Note that the video stream can be pixelated or full of glitches based on the NQoS metrics. First, in order to measure TAR, it is necessary to find a reference distance. Prior to the experiment, the pilot is allowed to move the robot as close to the target as possible until all characters can be identified. The distance from the robot to that target is then considered as the reference distance d for that pilot throughout the experiment. d is determined under perfect network conditions (i.e. when all the QoS metrics are set to their respective perfect values). Once the experiment starts, the pilot is not allowed to move the robot closer to the chart than d. Next, a pair of QoS metrics is gradually varied. The total rows of characters identified by the pilot during each test-run is translated into a target awareness score (TAR) expressed as:
where TAR, υ r l , and υ r l+1 represent the total score for target awareness, the score for the last fully identified row r l of characters, and the score for next row (r l+1 ) after r l , respectively. The variables σ
, J , and I , denote an identified character in r l+1 , a character σ r l+1 i such that σ r l+1 i r l+1 , the total number of identified characters in r l+1 , and the total number of characters in r l+1 , respectively.
3) LOCATION AWARENESS (LAR)
This metric measures the pilot's awareness of the location of the robot. The test field is split into multiple grids where each cell in the grid has the dimensions of 30cm x 30cm. A map is drawn at scale to reflect the exact layout of the test field. Each cell in the map grid represents an actual physical cell in the test field, with a unique identification number in the test field and on the map. The pilot is required to drive the robot to a given location. At some point during the task performance, the pilot is prompted to stop the robot at a random location and immediately use a push-pin to mark the location of the robot on the map. The pilot's selected location on the map is mapped to a corresponding location in the field. Location awareness is measured based on the estimation error in terms of distance between the pilot's selected location and the actual location of the robot in the test field. The location awareness score (LAR) can be formulated as LAR = 1 − e for e < 1 and 0 for e ≥ 1. Here, e represents the error in the estimation of the robot location by the pilot. Since the camera is mounted on top the robot and has limited degrees of freedom of movement, the pilot cannot detect objects that are in the proximity of the robot for less than 30cm. Hence, considering this factor and also accounting for inconsistencies in humans ability to accurately pin point the robot's location even under perfect network condition, the threshold for e is set to 1m.
4) RESPONSIVENESS (RAR)
This metric measures the pilots awareness of inconsistencies between the forward (control) and feedback (data) links. We use a set of cones arranged on either side of a 15 feetlong and 1.5 feet-wide sinusoidal-shaped track. The path width is chosen with respect to the robot dimensions. The pilot is required to drive the robot through the track without stopping for more than a second except for adjusting the robot direction or avoiding obstacles. Under perfect network conditions, we use the time it takes the pilot to drive from one end of the track to the other end and return to the starting point as the reference time to complete the task (ξ r ). Next, as the QoS metrics vary, the pilot experiences inconsistencies. For example, the pilot's screen may not show any change even if the robot moves, due to packet loss on the data link. When this happens, the pilot is expected to cope with the issue to consistently operate the robot. The pilot is asked to repeat the same task while QoS metrics vary, as described above. For each run of experiment, the total time (ξ ) it takes the pilot to complete the task is measured. However, a time penalty t p adds up to ξ whenever the robot goes off-track during the task performance. The pilot is required to reverse the robot until it gets back on track. The penalty is measured as the duration Table 1 .
from the time (t 1 ) the robot goes off-track to the time (t 2 ) it gets back on track. Hence, t p = t 2 − t 1 , and ξ is computed as t + K k=1 t p k . The variable t is the time that the robot spent on the sinusoidal track. Considering K as the total number to times that the robot went off-track, the overall score for responsiveness (RAR) can be calculated as RAR = 1 when ξ ξ r , 1 − ((ξ − ξ r )/ξ r ) when ξ r < ξ < 2ξ r , and 0 when ξ 2ξ r .
D. EMPIRICAL VALIDATION & RESULTS
We now briefly discuss how the results obtained from the above testbed confirm our hypothesis; detailed results are presented in Section V. Figure 4 shows the effect of QoE (in our case, MOS) upon each of the four SA metrics in the SETLR model (SAR, TAR, LAR, RAR) across all of the NQoS-AQoS combinations. The dots in each figure represent the computed awareness scores, while the solid line represents the fitted curve to the dots. For the analysis, we use the curve fitting utility in Matlab. As expected, all SETLR metrics are described as: The constants κ, β, and α are determined with 95% confidence bounds, and shown in Table 1 . When fitted to an exponential function, R 2 values ranged from 0.3 to 0.5; for a power function, from 0.5 to 0.6; for a polynomial function from 0.5 to 0.7. Therefore, the logistic function is determined to be the best fit. From the solid curves in Figures 4a, 4c , and 4d we see that SA remains at 100% with a MOS value as low as 2. This is a remarkable finding, and proves that a MOS of 5 is not required to ensure high levels of SA. Then, SA exponentially drops as MOS decreases below the value 2. In Figure 4b , the MOS value must reach at least 3 to achieve a perfect SA score. This can be explained by the fact that as the video quality degrades, the pilot only recognizes large font characters in most cases, which results in lower SA scores. In either case, it no longer makes sense to maximize MOS in contested network conditions -it is sufficient to reach a critical value of MOS. Thus, it is necessary to rethink network optimization objective functions and prevent over provisioning of networks.
IV. OPTIMIZING SITUATIONAL AWARENESS IN A DISASTER RESPONSE NETWORK
In this section we formulate a network resource allocation problem using the above experimentally validated logistic relation between SA and QoE (Table 1 & Equation 3 ). Based on the background material presented in Section II, we discuss how the SA optimization problem can be instantiated in a LTE network at the eNodeB, and how the coefficients and data required from the users are sent over the radio access control channels. Next, SA optimization is shown to be a tractable sum-of-sigmoids optimization problem which has a known solution that uses the branchand-bound technique. For completeness, we show that QoE optimization maximizes a sum of concave functions, which has a known linear programming solution. In the next section (Section V), we implement and compare these two optimization approaches; the first consists of directly optimizing the SA as a sum-of-sigmoids, while the second aims at maximizing the QoE before computing SA.
A. INTEGRATING SA OPTIMIZATION INTO LTE
Suppose that a hastily formed LTE network is created by first responders in the aftermath of a large scale disaster, using equipment such as Cellular on Wheels (CoWs). UAVs are deployed to assess the damage, and video is streamed to the first responders (or video analytics endpoints) via this LTE network. More specifically, video is streamed via an uplink from the UAVs to the eNodeB, and eventually to the responders over a downlink from the eNodeB. Decisions made by the first responders depends on the quality of the video content that they receive; artifacts such as glitches or rebuffering may affect received video. Hence, the mission performance in terms of timeliness and efficiency could be jeopardized. First responders may also need VOLUME 6, 2018 a minimum bandwidth to ensure a minimum quality of the received video in order to succeed in their respective missions. But, given the scarcity and cost of the licensed spectrum, the bandwidth has to be shared among all the users.
Unfortunately, equal allocation of the resources (i.e. bandwidth) might not be optimal when the SA profiles of the users are different; she might lose SA and fail to complete the mission successfully due to poor video quality. On the other hand, more resources could be allocated to a user than what is actually needed, resulting in a very good QoE while degrading other users' QoE. Therefore, we hypothesize that optimizing the total SA for all the users could be better than maximizing their total QoE. An overview of LTE is available in Section II. In the paper, we consider the worse SA profile for each user. For instance, if a user experiences a poor SA on the SAR metric and a good SA on TAR, LAR, RAR, only the SAR coefficients are reported. We will now discuss how the SA profile of each user can be made available to the scheduler at the eNodeB, followed by how the eNodeB can optimize resource allocation.
At this point we would like to clarify the difference between video bitrate (the AQoS metric in Section III), PHY layer link data rate (sometimes called bitrate or bandwidth) and goodput/throughput. Video (multimedia) bitrate is the number of bits used to encode a multimedia stream per unit time. Link data rate is the rate at which bits can be transported using a certain amount of analog bandwidth (measured in Hz) and a particular signal-to-noise ratio. In LTE, for each UE, the choice of modulation and coding scheme (MCS) determines the number of bits per symbol, and the analog bandwidth is determined by the number of resource blocks allocated to the UE by the scheduler (in both uplink and downlink).
In our experiments (as explained in Section V), we found that the throughput of the link was equal to the video bitrate if 1) no other traffic was present and 2) the link data rate was higher than the video bitrate. If the latter does not hold, throughput is simply the link data rate since the link is saturated. This is why we propose to perform link data rate allocation at the LTE eNodeB even though it is the video bitrate that actually affects the SA. To exclude other traffic, one could dedicate an evolved packet system (EPS) bearer solely for video streaming and allocate PHY resources accordingly. Therefore, we consider link data rate (equal to the video bitrate) as the dominant NQoS factor, and leave the analysis of other NQoS metrics as future work.
Nonetheless, in a realistic scenario, packet delay might not allow the users to execute the assigned tasks in real time w.r.t. the received video frames. When delay increases above a certain threshold, more packets are timed out. Given that packets are transmitted over UDP, the timed-out ones are not re-transmitted. Additionally, when packet loss happens, the users miss sequences in the video display. Such loss might affect multiple pixels or frames. In packet loss and/or delay events, the user could fail the complete the assigned mission successfully. However, our optimization model can easily be extended to account for these NQoS metrics. Moreover, doing so would only increase the number of the QoE coefficients being reported to the base station. Therefore, a total of five QoE coefficients would be reported instead of three. The more the considered QoS metrics, the larger the number of QoE coefficients to be reported to the base station. Consider an LTE network where a eNodeB interacts with two groups of UEs ( Figure 5 ). One group is known as G 1 , which comprises UEs carried by UAVs, where each UE transmits video. The individually received video streams are consumed by corresponding UEs in group G 2 , carried by the first responders. Each UE i ∈ G 1 transmits video at a bitrate r i ; each UE j ∈ G 2 consumes video from some UE in G 1 . All UEs attach to the eNodeB and establish bearers to the EPC. UEs in G 1 request resources in PUSCH since they transmit video, and UEs in G 2 require resources in PDSCH since they consume this video.
Note that the level of SA achieved by the first responders depends on the rate vector [r j ] allocated to their UEs. Thus, we propose that the eNodeB incorporates the SA profile of the first responders while allocating resources. Along with the CQI and other PHY measurements, UEs in G 2 can report their SA coefficients α, β, and κ (Equation 5), as well as QoE coefficients such as a, b and c (Equation 1). This information from all the UEs in G 2 is aggregated by the eNodeB, and resource blocks in PDSCH are allocated (to be discussed in the next section) such that the resulting rate vector [r * j ] maximizes the total SA. Then, resources in the uplink channel PUSCH are allocated among the UEs in G 1 such that i∈G 1 r i ≤ j∈G 2 r j . The system design is shown in Figure 6 . First, UEs in G 2 send the SA & QoE coefficients α, β, κ, a, b, c in the PRACH FIGURE 6 . UE j reports the QoE and SA coefficients to the eNodeB. The coefficients are passed by the eNodeB PHY to a function update unit before SA optimization takes place. Then, the optimization results are examined by the eNodeB MAC scheduler which in turn instructs the physical layer to grant the optimal resources to UE i . channel during the random access procedure. The eNodeB acquires these coefficients from all UEs, and updates their objective functions in the MAC scheduler. In case these coefficients change over time, they can be reported periodically to the eNodeB by piggybacking this information during periodic CQI reporting. Next, this function is passed to the central optimizer which determines the optimal rate vector [r * j ]. This is then presented to the MAC scheduler which instructs the PHY layer to grant the optimal resources [r * i ] in the uplink to the corresponding G 1 UEs. Thus, The eNodeB here acts as a centralized SA optimizer which accounts for the feedback received from the individual UEs in G 2 , and allocates the resources to G 1 hosts accordingly. We now explain how the optimization can be performed.
B. PROBLEM FORMULATION
UE j receives video from UE i through the eNodeB. The user's QoE is measured in the form of Mean Opinion Score (MOS):
where b j , a j , c j are generations of the QoE coefficients (Equation 1) for UE j which depends on the user's profile, and r j is the bitrate of user j. Based on our empirically validated hypothesis (Table 1 and Equation 3) , the SA can then be generalized as:
The direct SA optimization problem aims at maximizing the total SA across all users by allocating r j accordingly.
Using (4) and (5),
where r j ≤ r max j (6) where r j , r max j , and B r represent the network bitrate at UE j, the policy-based bitrate constraint on UE j, and the aggregate bitrate for users in G 2 , respectively. This sum-of-sigmoids can be solved efficiently using a branch and bound technique [35] , which is available in the SigmoidalProgramming package in Julia. This results in the calculation of an optimal bitrate vector [r * j ] such that each user has an SA level SA * j . A QoE maximization approach can be formulated as
where r j ≤ r max j (7) Notice that the maximization problem in (7) is subject to the same constraints as in (6) except that the aggregrate QoE for all UE is being maximized rather than the total SA. In other words, the aim is to find the optimal resource allocation that would maximize the total QoE of UEs in G 2 , resulting in a QoE of QoE * j at each user, which in turn results in a SA level of
To solve (7), which is a sum of concave functions, the well known piecewise linear approximation technique [36] is used to convert it into a linear programming problem. Each (−b j · exp(−a j r j ) + c j ) is approximated as a sum of linear functions, and the constraints are changed accordingly. This problem can then be solved by any standard linear optimization solver. The question of whether SA * j ≥ SA j will be discussed in the following section.
V. PERFORMANCE EVALUATION
In this section we present detailed results from our experiments on the SA measurement testbed (Section III), followed by performance evaluation of the two optimization approaches from Section IV.
A. EXPERIMENTAL VALIDATION OF THE SETLR MODEL 1) EXPERIMENT SETUP
We refer again to Figure 3 . Data was gathered across 55 different runs of the experiment, to represent 55 different combinations of NQoS and AQoS metrics. For each run, QoE was measured using the Mean Opinion Score (MOS) technique by asking the pilot to qualitatively rate the video being displayed on the screen. In addition, all four SETLR metrics were calculated using the formulae described in Section III. A full set of data took about 45 minutes to an hour to complete; two volunteers participated in the study. Overall, building this testbed was extremely resource intensive, consuming around 1000 man-hours. Eight Arduinos (4 on the robot, 2 in the Pilot controller, and 2 in the admin controller), one Raspberry Pi (RPi), and four nRF transceivers were used to construct the testbed.
The camera is attached to the RPi, and the video from the camera is encoded using its dedicated H.264 encoder hardware. Video bitrate is used as the AQoS metric, and delay & packet loss are used as the NQoS metrics. The raspivid command on the RPi can encode the video at a chosen bitrate using the -b option. The link data rate of the 802.11n ad hoc (IBSS mode) wireless link rate was set to 65 Mbps (MCS index 7) using the iw tool, and rate adaptation was disabled. We discovered that the rate specified as the argument to the -b option was identical to the load imposed on the link as long as the rate was less than 65 Mbps and no other traffic sources were present, at the default frame rate of 30 fps (explained in the following paragraphs).
Since it is hard to control the delay and packet loss of the wireless link under experimental conditions, we used the NetEm link emulator [37] to vary the NQoS metrics in the following combinations: (a) Bitrate & Delay, (b) Delay & Packet loss. The values for these metrics were: video bitrate (as raspivid -b): 0.001, 0.005, 0.05, 0.1, 3.2 Mbps, delay (using netem): 0, 800, 1200, 1400, 2000 ms, packet loss (using netem): 0%, 6%, 9%, 12%, 20%, 30%. To find these values the worse-case scenario is considered from the user's perspective since our aim was to investigate the impact of QoE on SA. In our experiment, we define the worse-case as a situation where by a user is unable to perform the assigned task due to poor QoE. We determined the upper and lower bounds for each QoS metric by keeping the other metrics at their best values while varying the metric in question. The experiments are performs in a Rayleigh environment. Many other channel models could be used as long as the QoS metrics could still be accurately controlled.
2) CHARACTERIZING LINK RATE, VIDEO BITRATE & FRAME RATE
We setup a small experiment to measure the wireless link throughput Th at the receiver as a function of PHY data rate (d r ), video bitrate r, and frame rate f r . Arbitrary link data rates d r cannot be orchestrated since the set of MCS indices is discrete, so we used netem to artificially limit the maximum data rate. The raspivid -b tool was used to generate video at the specified video bitrate r. The NQoS metric d r was set (using netem) to 1 Mbps, 3 Mbps, 10 Mbps, and 22 Mbps, while r was kept constant at 3.2 Mbps. Then, we kept d r constant at 22 Mbps and set r to 3.2 Mbps, 0.1 Mbps, 50 Kbps, and 1 Kbps. We found that the throughput Th min(d r , r).
Next, we investigated how Th was affected by the video frame rate f r (set using raspivid -f, default value of 30). When f r was set to 10 fps, the measured throughput was 1.06 Mbps, 0.1 Mbps, 50 Kbps, and 1 Kbps, for r values of 3.2 Mbps, 0.1 Mbps, 50 Kbps, and 1 Kbps, respectively. When f r was set to 30 fps, for the same order of bitrate variation, the measured throughput was 3 Mbps, 0.1 Mbps, 50 Kbps, and 1 Kbps, respectively. However, when f r was set to 60 fps, Th values were actually 3 Mbps, 0.1 Mbps, 50 Kbps, and 1 Kbps, respectively. To find out how the variation in the frame rate and bitrate affects the frame size, we used the ifstat command to check the link utilization per second L u . The frame size f size was computed as f size = L u /f r . From our measurements, we found that the maximum frame size did not exceed 100 Kb. We also noticed that the frame size remained constant when r 100 f r . In conclusion, the video bitrate r (which affects the SA) is always less than or equal to the link throughput (independent of frame rate) provided that the link data rate d r is at least r. It is this observation that enables us to perform PHY layer rate allocation while it is the video bitrate that actually affects the user's SA.
3) RESULTS
Figures 7 and 8 represent the data obtained from the experiment. Figure 7 shows the variation of SAR, TAR, LAR, and RAR w.r.t the change in video bitrate & delay. SAR was more resilient (Figure 7b ) when delay was more than 1500 ms. This is because, in the experiment, the pilot was allowed up to 3 s to send a signal to the white LEDs before collision was assumed to have occurred. Notice that all the SETLR metrics in Figures 7b, 7c, 7d , and 7e remained above 0% for delay values below 800 ms. Figure 8 depicts the SETLR metrics when suject to variation of packet loss and delay. Notice a sharp drop in SAR, TAR, LAR, and RAR when the bitrate is set to the maximum of 3.2 Mbps. The reason is because when packet loss increases above 6%, a significant amount of data is lost and pilot could not successfully perform the assigned task. Notice also that for delay values above 800 ms, situational awareness is nonexistent. The explanation for this is that when delay was increased above 800ms, data packets were more likely to time out before they could reach the receiver buffer. Hence, the higher the delay, the smaller the rate of packet loss needed to degrade SA. Given that the video was transmitted over UDP, neither the lost packets nor the timedout packets were re-transmitted. This increased the number of missing frame components, hence blinding the pilot's sight during the experiment. On the other hand, SAR showed more resiliency to packet loss than the other SETLR metrics when delay was increased to 800 ms. For SAR, the useful data (i.e. the red LED) relied on a small portion of the frame. Therefore, even when packet loss damaged most of the video frame, the red LED was still visible to the pilot in most cases. Because of the stochastic nature of packet loss, information loss is distributed equally across the frame. This explains why the pilot could mostly see the red LED light unless packet loss ≥ 12%.
B. NETWORK-CENTRIC OPTIMIZATION OF SITUATIONAL AWARENESS 1) EXPERIMENT SETUP
For the purpose of testing our hypothesis, which supports that maximizing the total SA could help avoid network overprovisioning, we setup an experiment where we consider two separate scenarios. In the first, the average SA for each user is calculated based on a direct SA optimization performed on the total SA. In the second scenario, the average SA is computed for each user based on QoE optimization performed on the aggregate QoE for all the users in G 2 . To do this, we express the SA and QoE objective functions, shown in (6) and (7), as functions of bitrate, respectively. The QoE coefficients b and c are kept constant at the values of 4 and 5, respectively, while the values of a, α and β are obtained based on the following steps: (1) find an upper bound for SA, by calculating lim r→∞ SA; (2) express β in terms of α (when r → ∞, SA → 1 and QoE → 5. Hence β = exp(QoE * α)/SA); and (3) compute β and a based on α and the upper upper bound for SA such that the sampled SA curves cover the area from the least saturated SA point to the most saturated.
At the least saturated point, the knee of the SA curve must not fall in the area where r < 0. In other words, lim r→ 0 SA = 0. Therefore, the values of a, α and β are found to lie in the intervals 0.035 − 1, 1.97 − 2.5, and 30 − 24000, respectively. To check that the sampled SA curves are not clustered in the same area, we calculate the standard deviation of the inflection points for all the SA profiles obtained from combinations of the above coefficients and find a value of 6.5. In each optimization scenario, we vary the number of UEs from 12 to 97, and the total available bitrate in each case from 5 to 505 Mbps in steps of 100 Mbps. We also constrain the maximum achievable individual bitrate for each UE to the value of 3 Mbps. Next, the simulation is performed over 1000 samples per case. Each sample run is based on randomly selected values of coefficients a, α and β from their respective intervals.
Throughout the experiment we assume that UE j plays the video content at the same bitrate used by the corresponding UE i to encode the video. We implement the first scenario in Julia 0.6 and solve optimization problem 6 using the SigmoidalProgramming tool. Next, we implement the second scenario in C++ and solve optimization problem 7 with the CPLEX linear programming tool. The choice of various software packages does not change the experiment results, but some tools execute the tasks faster than others. For example, notice that when solving our QoE optimization problem, C++ shows a great performance compared to the others.
2) RESULTS
The curves in Figures 9a through 9d show the variation of the average SA as bitrate varies from 5 to 505 Mbps when total number of users is set to 12, 52, 78, and 97. In each figure, the average SA obtained from the direct SA optimization is represented with a blue curve while the average SA based on QoE optimization is depicted in red. From observations, both curves reach a climax before they increase slowly or remain steady at some bitrate values. This is because, when the average SA curves approach their saturation point, both optimization algorithms are able to allocate enough bitrate to the users. For example, in the case of 12 UEs (see Figure 9a) , saturation occurs at 305 Mbps (blue curve) and at approximately at 505 Mbps (red curve). This explains why the blue merges with the red one at 405 Mbps. When a total bitrate of 505 Mbps is available for only 12 users, they have enough resources to achieve a maximum average SA regardless of whether a direct SA or a QoE optimization based approach is used.
As the number of users reaches 52 (see Figure 9b ), a maximum bitrate of 505 Mbps is no longer sufficient for the two curves to merge. Since the QoE optimization algorithm allocates the resources to the users such that the total QoE is maximized, it does not necessarily translate into a maximum average SA because the SA coefficients are not accounted for during the resource allocation process. In other words, the QoE optimization algorithm performs the allocation based QoE coefficients only. In contrast, the direct SA optimization scheme accounts for all the SA/QoE coefficients prior to allocating the resources to the users. So, It aims at maximizing the total SA with respect to SA/QoE coefficients. This explains why, at 505 Mbps, the blue curve remains above the red one in Figures 9b through 10d.
As mentioned above, when approaching the saturation point, increasing the bitrate would not add much to the average SA depicted in blue. Thus, the average SA gap decreases as it approaches the saturation point. It is the case in Figure 9a . Notice that the average SA gap reaches a peak of 14%, compared to the maximum average SA (i.e. blue curve) at 105 Mbps, before it decreases to less than 1% at 505 Mbps. The reason is because the upper part of the blue curve is concave. Therefore, it reaches a point where it stops increasing significantly. On the other hand, the red curve improves gradually but at a slower pace as more resources are available until it gets closer to the blue curve. Figures 9c and 9d show an inconsistency in average SA gap at 105 Mbps. At this bitrate value, the allocated QoE is less than it is in Figures 9a and 9b , where fewer users are in the network. Since the SA coefficients are used to compute the average SA only after the resources are allocated, the red curve is mostly influenced by the QoE coefficients. However, as the bitrate increases to 205 Mbps, the total allocated QoE improves and so does the average SA.
The more users we add, the more bitrate is needed to reach the saturation point, and the longer it takes the two curves to converge. Figures 10a through 10d depict the average SA as the number of users varies from 12 to 97 when the total shared bitrate is held at 105, 205, 405, and 505 Mbps. In these figures, the average SA (both curves) decreases as the number of users increases at the aggregate bitrate values listed above. Nonetheless, the average SA obtained from direct SA optimization (i.e. blue curve) still outperforms the average SA found via QoE optimization. In addition, this performance gap is obvious when more users contend for meager resources. For instance, as depicted in Figure 10a , at a total bitrate of 105 Mbps, notice an increase of 45% in the average SA gap compared to the maximum average SA value (blue curve) when the number of users is set to 97. However, this gap decreases to 12, 9, and 9% at bitrate values of 205, 405 and 505 Mbps, respectively. Again, this shows that the blue curve achieves its best performance, compared to the red one, only when saturation does not occur. In order to appreciate the behavior of the average SA, we summarize all the curves representing the average SA values calculated based on direct SA optimization as follows. Figure 11 shows a summary of the variation of the average SA as a function of bitrate for 12, 32, 52, 78 and 97 users. We see that as the number of users increases, the performance in the average SA decreases. Consider the case of 12 users with a total shared bitrate of 305 Mbps. The average SA nearly reaches 0.9. Notice that this value decreases to less than 0.63, when the number of users reaches 97, for the same bitrate value. Hence, increasing the number of users by a factor of eight has only decreased the average SA by one-third. This shows a resiliency in the average SA when increasing number of users as SA is optimized. Most importantly, we notice that when the bitrate increases to 505 Mbps, the average SA does not increase much as the saturation point approaches. For instance, for 12 users, after varying the total bitrate from 305 to 505 Mbps, an increase of less than 2 percent is achieved.
In contrast, for 97 users, the average SA increases to 11% because the saturation bitrate is greater than 505 Mbps. Figure 12 presents a summary of the variation of the average SA as a function of the number of users for the bitrate values of 5, 105, 205, 305, 405, and 505 Mbps. At 5 Mbps, the average SA remains at the lowest values regardless of the number of users. However, the best SA performance is noticed at 505 Mbps. We also see that the average SA curves representing the bitrate values of 305, 405, and 505 Mbps are clustered around the same area. At 97 users, the SA increases from 0.63 to 0.67, and 0.71 when the bitrate increases from 305 to 405, and 505 Mbps, respectively. This means that an approximate increase of only 5% in the average SA is achieved for every bitrate increment of 100 Mbps. Adding more resources beyond 305 Mbps does not necessarily result in a significant increase in the average SA. Therefore, this confirms our predictions that over-provisioning could be avoid through SA optimization.
VI. CONCLUSIONS AND FUTURE WORK
We developed a novel measurement technique to investigate the relationship between situational awareness and Quality of Experience. The system model fragments SA into four metrics collectively known as the SETLR model: surroundings awareness, target awareness, location awareness, and responsiveness. A robotic platform was used in our experimental testbed. We also used objective expressions to compute the score for each SA metric. In the experiment, we varied the QoS metrics in pairs to monitor their effects on the pilot's QoE and SA. Remarkably, a MOS of just 2-3 is necessary to maintain high levels of SA; maximizing the MOS is not necessary. The general form of the SA-QoE relationship was determined to be a logistic function with a 95% confidence bound. We recreated our experiment setup in simulators and instantiated our model in a network optimization scenario, where two groups of UEs exchange traffic through an eNodeB. We confirmed our hypothesis that a direct SA optimization of our new objective function could avoid over-provisioning, as opposed to maximizing QoE. In this paper, given that the optimization is centralized, the burden on the base station is expected to increase when the number of users and/or QoS metrics increases. A future direction for our work is to approach the resource allocation problem using a distributed cooperative optimization scheme. This could improve the system performance in terms of computational complexity. We will also investigate this scenario in LTE over the unlicensed (LTE-U) spectrum and see how coexistence with Wi-Fi systems will affect SA for UEs.
