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Abstract—The t-distributed Stochastic Neighbor Embedding (tSNE) algorithm has become in recent years one of the most used and
insightful techniques for the exploratory data analysis of high-dimensional data. tSNE reveals clusters of high-dimensional data points
at different scales while it requires only minimal tuning of its parameters. Despite these advantages, the computational complexity of
the algorithm limits its application to relatively small datasets. To address this problem, several evolutions of tSNE have been
developed in recent years, mainly focusing on the scalability of the similarity computations between data points. However, these
contributions are insufficient to achieve interactive rates when visualizing the evolution of the tSNE embedding for large datasets. In
this work, we present a novel approach to the minimization of the tSNE objective function that heavily relies on modern graphics
hardware and has linear computational complexity. Our technique does not only beat the state of the art, but can even be executed on
the client side in a browser. We propose to approximate the repulsion forces between data points using adaptive-resolution textures
that are drawn at every iteration with WebGL. This approximation allows us to reformulate the tSNE minimization problem as a series of
tensor operation that are computed with TensorFlow.js, a JavaScript library for scalable tensor computations.
Index Terms—High Dimensional Data, Dimensionality Reduction, Progressive Visual Analytics, Approximate Computation, GPGPU
F
1 INTRODUCTION
UNDERSTANDING how data points are arranged in ahigh-dimensional space plays a crucial role in ex-
ploratory data analysis [25]. In recent years, non-linear di-
mensionality reduction techniques, also known as manifold
learning algorithms, became a powerful tools for mining
knowledge from data, e.g., the presence of clusters at dif-
ferent scales. Manifold learning algorithms for data visu-
alization reduce the dimensionality of the points to 2 or 3
dimensions while preserving some characteristic of the data
such as the preservation of the local neighborhoods. The
success of this approach is motivated by the fact that most
of the real-world data satisfy the “manifold hypothesis”, i.e.,
it lies on relatively low-dimensional manifolds embedded
in a high-dimensional space. The manifolds are typically
mapped to a lower dimensional space and visualized and
analyzed, for example, in a scatterplot.
The t-distributed Stochastic Neighbor Embedding
(tSNE) algorithm [27] has been accepted as the state of the
art for nonlinear dimensionality reduction applied to visual
analysis of high-dimensional space in several application
areas, such as life sciences [2], [4], [15] and machine learning
model understanding and human-driven supervision [9],
[17], [21]. tSNE can be logically separated in two compu-
tation modules; first it computes the similarities of the high-
dimensional points as a joint probability distribution and,
second, it minimizes the KullbackLeibler divergence [12]
of a similarly computed joint probability distribution that
measures the closeness of the points in the low dimensional
space. The memory and computational complexity of the
algorithm is O
(
N2
)
, where N is the number of data points.
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Given its popularity, research efforts have been spent
on improving the computational and memory complexity
of the algorithm. While many works focused on the im-
provement of the similarity computation [16], [19], [20], [24],
[26], only limited effort have been spent in improving the
minimization algorithm employed for the creation of the
embedding [11], [16], [26]. The most notable of these im-
provements is the Barnes-Hut-SNE that makes use of an N -
body simulation approach [1] to approximate the repulsive
forces between the data points. Despite the improvements,
the minimization requires many minutes using a highly-
optimized C++ implementation.
In this work we focus on the minimization of the objec-
tive function for the creation of the embedding. We observe
that the heavy tail of the t-Student distribution used by
tSNE makes the application of the N -body simulation not
particularly effective. To address this problem we propose a
novel minimization approach that embraces this characteris-
tic and we reformulate the gradient of the objective function
as a function of scalar fields and tensor operations. Our
technique has linear computational and memory complexity
and, more importantly, is implemented in a GPGPU fashion.
The latter allowed us to implement a version for the browser
that minimizes the objective function for standard datasets
in a matter of seconds.
The contribution of this work is twofold:
• A linear complexity minimization of the tSNE objec-
tive function that makes use of the modern WebGL
rendering pipeline. Specifically, we
– approximate the repulsive forces between data
points by drawing low-resolution textures and
– we adopt a tensor-based computation of the
objective function’s gradient.
• An efficient implementation of our result that is
released as part of Google’s TensorFlow.js library
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Fig. 1. Overview of our approach. The MNIST dataset contains images of handwritten digits and is embeedded in a 2-dimensional space (a). The
minimization of the objective function is computed in linear time by making use of a scalar field (b) and a 2-dimensional vector field (c-d). The fields
are computed on the GPU by splatting properly designed kernels using the additive blending function of the modern rendering pipeline. The rest of
the minimization is treated as a tensor computation pipeline that is computed on the GPU using TensorFlow.js
The rest of the paper is structured as follows. In the
next section, we provide a theoretical primer on the tSNE
algorithm that is needed to understand the related work
(Section 3) and our contributions (Section 4). In Section 5, we
provide the details regarding our implementation, released
within Google’s TensorFlow.js library.
2 TSNE
In this section, we provide a short introduction to tSNE [27],
which is needed to understand the related work and our
contribution. tSNE interprets the overall distances between
data points in the high-dimensional space as a symmetric
joint probability distribution P that encodes their similari-
ties. Likewise a joint probability distribution Q is computed
that describes the similarity in the low-dimensional space.
The goal is to achieve a representation, referred to as em-
bedding, in the low dimensional space, in which Q faithfully
represents P . This is achieved by optimizing the positions
in the low-dimensional space to minimize the cost function
C given by the Kullback-Leibler (KL) divergence between
the joint-probability distributions P and Q:
C(P,Q) = KL(P ||Q) =
N∑
i=1
N∑
j=1,j 6=i
pij ln
(
pij
qij
)
(1)
Given two data points xi and xj in the dataset X =
{x1...xN}, the probability pij models the similarity of these
points in the high-dimensional space. To this extent, for
each point, a Gaussian kernel Pi is chosen, whose variance
σi is defined according to the local density in the high-
dimensional space and then pij is described as follows:
pij =
pi|j + pj|i
2N
, (2)
where pj|i =
exp(−(||xi − xj ||2)/(2σ2i ))∑N
k 6=i exp(−(||xi − xk||2)/(2σ2i ))
(3)
pj|i can be seen as a relative measure of similarity based
on the local neighborhood of a data point xi. The perplexity
value µ is a user-defined parameter that describes the ef-
fective number of neighbors considered for each data point.
The value of σi is chosen such that for fixed µ and each i:
µ = 2−
∑N
j pj|i log2 pj|i (4)
A Student’s t-Distribution with one degree of freedom is
used to compute the joint probability distribution in the low-
dimensional space Q, where the positions of the data points
should be optimized. Given two low-dimensional points yi
and yj , the probability qij that describes their similarity is
given by:
qij =
(
(1 + ||yi − yj ||2)Z
)−1
(5)
with Z =
N∑
k=1
N∑
l 6=k
(1 + ||yk − yl||2)−1 (6)
The gradient of the Kullback-Leibler divergence between
P and Q is used to minimize C (see Eq. 1). It indicates the
change in position of the low-dimensional points for each
step of the gradient descent and is given by:
δC
δyi
= 4(F attri − F repi ) (7)
= 4(
N∑
j 6=i
pijqijZ(yi − yj)−
N∑
j 6=i
q2ijZ(yi − yj)) (8)
The gradient descent can be seen as an N -body simula-
tion [1], where each data-point exerts an attractive and a
repulsive force on all other points (F attri and F
rep
i ).
3 RELATED WORK
We now present the work that has been done to improve the
tSNE computation of tSNE embeddings in term of quality
and scalability. Van der Maaten proposed the Barnes-Hut-
SNE (BH-SNE) [26], which reduces the complexity of the
algorithm to O(N log(N)) for both the similarity computa-
tions and the objective function minimization. More specif-
ically, in the BH-SNE approach the similarity computations
are seen as a k-nearest neighborhood graph computation
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problem, which is obtained using a Vantage-Point Tree [29].
The minimization of the objective function is then seen as an
N -body simulation, which is solved by applying the Barnes-
Hut algorithm [3].
Pezzotti et al. [20] observed that the computation of the
k-nearest neighborhood graph for high-dimensional spaces
using the Vantage-Point Tree is affected by the curse of di-
mensionality, limiting the efficiency of the computation. To
overcome this limitation, they proposed the Approximated-
tSNE (A-tSNE) algorithm [20], where approximated k-
nearest neighborhood graphs are computed using a forest
of randomized KD-trees [18]. Moreover, A-tSNE adopts
the novel Progressive Visual Analytics paradigm [7], [23],
allowing the user to observe the evolution of the embedding
during the minimization of the objective function. This so-
lution does not only enable a user-driven early termination
of the algorithm but also led to novel discoveries in cell
differentiation pathways [15].
A similar observation was later made by Tang et al.
that led to the development of the LargeVis technique [24].
LargeVis uses random projection trees [5] followed by a
kNN descent procedure [6] for the computation of the sim-
ilarities and a different objective function that is minimized
using a Stochastic Gradient Descent approach [10]. Despite
the improvements, both the A-tSNE and LargeVis tools
require 15 to 20 minutes to compute the embedding of the
MNIST dataset [14], a 784-dimensional dataset of 60k im-
ages of handwritten digits, that is often used as benchmark
for manifold-learning algorithms. Better performance is
achieved by the UMAP algorithm [16], which provides a dif-
ferent formulation of the dimensionality-reduction problem
as a cross-entropy minimization between topological rep-
resentations. Computationally, UMAP follows very closely
LargeVis and adopts a kNN descent procedure [6] and
Stochastic Gradient Descent minimization of the objective
function.
A completely different approach is taken in the
Hierarchical Stochastic Neighbor Embedding algorithm
(HSNE) [19]. HSNE efficiently builds a hierarchical repre-
sentation of the manifolds and embeds only a subset of
the initial data that represent an overview of the available
manifolds. This approach can embed the MNIST dataset
in less than 2 minutes. The user can “drill-in” the hierar-
chy by requesting more detailed embeddings that reveal
smaller clusters of data points. HSNE is implemented in
the Cytosplore [8] tool and led to the discovery of new cell
populations [28] in large samples, i.e., containing more that
5 million cells. While HSNE produces better embeddings
due to an easier minimization process, it has the downside
that it does not produce a single embedding that depicts the
complete dataset but it requires the user to actively explore
the data and it generates embeddings on request.
The techniques presented so far do not take advantage
of the target domain, in which the data is embedded. As a
matter of fact, tSNE is mostly used for data visualization
in 2-dimensional scatterplots, while the previously intro-
duced techniques are general and can be used for higher
dimensional spaces. Based on this observation, Kim et al.
introduced the PixelSNE technique [11] that employs a N -
body simulation approach similar to the BH-SNE, but quan-
tizes the embedding space to the pixels used for visualizing
the embedding. However, PixelSNE requires to scale the
number of used pixels with respect to the size of the dataset
in order to achieve a good embedding quality due to the
quantization of the embedding space.
In this work, we take advantage of the 2-dimensional
domain in which the embedding resides and we propose a
more efficient way to minimize the tSNE objective function.
Contrary to PixelSNE we observe that, by quantizing only
the 2-dimensional space for the computation of the repulsive
forces presented in Equation 8, embeddings that are hardly
distinguishable from those generated by the BH-SNE imple-
mentation are computed in a fraction of the time. Moreover,
we this approach allows to develop a linear complexity
GPGPU implementation that runs in the client side of the
browser.
4 LINEAR COMPLEXITY TSNE MINIMIZATION
In this section, we present our approach to minimize the
objective function, presented in Equation 1, by rewriting its
gradient, presented in Equation 7. The computation of the
gradient relies on a scalar field S and a vector field V that
are computed in linear time on the GPU.
4.1 Gradient of the objective function
The gradient of the objective function has the same form as
the previously introduced one:
δC
δyi
= 4(Fˆ attri − Fˆ repi ), (9)
with attractive and repulsive forces acting on every point
xi ∈ X . We denote the forces with a ∧ to distinguish them
from their original counterparts. Our main contribution is to
rewrite the computation of the gradient as a form of a scalar
field S and a vector field V .
S(p) =
N∑
i
(
1 + ||yi − p||2
)−1
,S : R2 ⇒ R (10)
V(p) =
N∑
i
(
1 + ||yi − p||2
)−2
(yi − p),V : R2 ⇒ R2 (11)
Intuitively, S represents the density of the points in the
embedding space, according to the t-Student distribution,
and it is used to compute the normalization of the joint
probability distribution Q. An example of the field S is
shown in Figure 1b. The vector field V represents the di-
rectional repulsive force applied to the entire embedding
space. An example of V is presented in Figure 1c-d, where
the horizontal and vertical components are visualized sepa-
rately. In the next section, we will present how both S and
V are computed with a complexity of O(N) and sampled
in constant time. For now, we assume these fields given
and we present how the gradient of the objective function
are derived from these two fields, accelerating hereby their
calculation drastically.
For the attractive forces, we adopt the restricted neigh-
borhood contribution as presented in the Barnes-Hut-SNE
technique [26]. The rationale of this approach is that, by
imposing a fixed perplexity to the Gaussian kernel, only a
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limited number of neighbors effectively apply an attractive
force on any given point (see Equation 3 and 4). Therefore
we limit the number of contributing points to a multiple of
the value of perplexity, equal to three times the value of the
chosen perplexity, effectively reducing the computational
and memory complexity to O(N), since k  N where k
is the size of the neighborhood.
Fˆ attri = Zˆ
∑
l∈kNN(i)
pilqil(yi − yl) (12)
The normalization factor Z , as it was presented in Equa-
tion 6, has complexity O
(
N2
)
. In our approach we compute
Zˆ in linear time by sampling the scalar field S .
Zˆ =
N∑
l=1
(S(yl)− 1) (13)
Note that Z and Zˆ formulation is identical but, since we
assume that S is computed in linear time, computing Zˆ has
linear complexity. Moreover, since Zˆ does not depend on the
point yi, for which we are computing the gradient, it needs
to be computed only once for all the points.
The repulsive force assumes even a simpler form
Fˆ
rep
i = V(yi)/Zˆ, (14)
being the value of the vector field V in the location identified
by the coordinates yi normalized by Zˆ . Similarly as for
Zˆ , Fˆ rep has an equivalent formulation as F rep but with
computational and memory complexity equal to O(N). So
far, we assumed that S and V are computed in linear time
and queried in constant time. In the next section we present
how we achieve this result by using the WebGL rendering
pipeline to compute an approximation of these fields.
4.2 Computation of the fields
In the previous section, we formulated the gradient of the
objective function as dependent from a scalar field S and a
vector field V . If the fields are evaluated independently, the
complexity of the approach is O
(
N2
)
due to the summation
in Equations 10 and 11. We achieve a linear complexity by
precomputing and approximating the fields on the GPU
using textures of appropriate resolution. An example of the
fields for the MNIST dataset [14] is given in Figure 1b-d.
A similar approach is used for Kernel Density Estima-
tion [22] that has applications in visualization [13] and non-
parametric clustering [8]. In this setting, given a number of
points, the goal is to estimate a 2-dimensional probability
density function, from which the points were sampled. This
is usually achieved by overlaying a Gaussian kernel, whose
σ has to be estimated, on top of every data point.
Lampe et al. [13] were the first to propose a computation
of the kernel density on the GPU for a visualization purpose.
They observed that the Gaussian kernel used for estimating
the density has a limited support, i.e., having value almost
equal to zero if they are sufficiently far away from the
origin. A good approximation of the density function is then
achieved by drawing, instead of the points, little quads that
are textured with a precomputed Gaussian kernel. By using
(a) (b) (c)
0 1
Fig. 2. Functions drawn over each embedding point to approximate the
scalar field S and the 2-dimensional vector field V.
additive blending available in OpenGL, i.e., by summing the
values in every pixel, the resulting drawing corresponds to
the desired density function.
If we analyze Equations 10 and 11, we can observe
that every element in the summations for both S and V
have a limited support, making it indeed very similar to
the Kernel Density Estimation case discussed before. The
drawn functions, however, are different and Figure 2 shows
them for S and V . Therefore, we can compute the fields
by drawing over a texture with a single additive drawing
operation. Each point is drawn as a quad and colored with
a floating-point RGB texture where each channel encodes
one of the functions shown in Figure 2.
Contrary to the Kernel Density Estimation case, where
the size of the quads changes according to the σ chosen for
the Gaussian kernel, our functions have a fixed support in
the embedding space. Therefore, given a certain embedding
Y , the resolution of the texture influences the quality of the
approximation but not the overall shape of the fields. To
achieve linear complexity, we define the resolution of the
target texture according to the size of the embedding. In
this way, every data point updates the value of a constant
number of pixels in the target texture, effectively leading to
O(N) complexity for the computation of the fields.
Computing the value of S and V for a point yi corre-
sponds to extracting the interpolated value in the textures
that represents the fields. This operation is extremely fast
on the GPU, as WebGL natively supports the bilinear inter-
polation of texture values. In the next section, we provide
a more detailed overview of the computational pipeline
as a number of tensor operations and custom drawing
operations.
5 IMPLEMENTATION
In this section, we present how the ideas presented in the
previous section are concretely implemented in a JavaScript
library that can be used to execute an efficient tSNE com-
putation directly in the user’s browser. Figure 3 shows an
overview of the overall approach. We rely on TensorFlow.js,
a WebGL accelerated, browser-based JavaScript library for
training and deploying machine-learning models. Tensor-
Flow.js has extensive support for tensor operations that we
integrate with custom shader computations to derive the
tSNE embeddings.
The randomly initialized tSNE embedding is stored in a
2-dimensional tensor. We then proceed to compute the re-
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Fig. 3. Computational worklow of our approach. On the lower side the of the chart, the computation of the repulsive forces is presented. The fields
texture is generated by the additive texture splatting presented in Section 4.2. The value of S and V are obtained through a texture interpolation
and are used to compute the repulsive forces. The attractive forces are computed in a custom WebGL shader that takes as input the similarities P
and the embedding. The gradient of the objective function is then computed and used to update the embedding.
pulsive forces Fˆ rep and attractive forces Fˆ attr, shown respec-
tively in the lower and upper side of Figure 3. The attractive
forces Fˆ attr are computed in a custom shader that measures
the sum of the contribution of every neighboring point in the
high-dimensional space. The neighborhoods are encoded in
the joint probability distribution P that is stored in a WebGL
texture. P can be computed server-side, for example using
an approximated k-nearest-neighborhood algorithm [5], [6],
[18] or by the Hierarchical-SNE technique [19]. However, we
provide a WebGL implementation of the kNN-Descent algo-
rithm [6] and the computation of P directly in the browser
to enable a client-side only computational workflow.
The repulsive forces Fˆ rep are computed using the ap-
proach presented in previous sections. In a custom shader,
we draw for each point, whose location is defined by the
value in the embedding tensor, a quad that is textured with
the functions presented in Figure 2. The resulting 3-channel
texture, an example of which is presented in Figure 1b-d,
represents the scalar field S and the vector field V . For
each embedding point yi, the values of S(yi) and V(yi)
are stored in tensors and are computed by a custom WebGL
shader that interpolates the value of the texture in the
corresponding channel. The normalization factor Zˆ is then
obtained by summing all the elements in the tensor with
the interpolated values of S , an operation that is efficiently
performed on the GPU by TensorFlow.js.
The remaining computational steps are computed as ten-
sor operations. Fˆ rep is obtained by dividing the interpolated
values of V by Zˆ , and, by adding the attractive forces
Fˆ attr, the gradient of the objective function is obtained. The
gradient is then added to the embedding, hence, modifying
the position of the points according to their similarities.
Our work is released as part of the TensorFlow.js library
and can be found on GitHub at the following address:
https://github.com/tensorflow/tfjs-tsne
6 CONCLUSION
In this work we presented a novel approach for the op-
timization of the objective function of the t-Distributed
Stochastic Neighbor Embedding algorithm (tSNE) that
scales to large datasets in the client side of the browser.
Our approach relies on modern graphics hardware to effi-
ciently compute the gradient of the objective function from
a scalar field that represents the point density and and the
directional repulsive forces in the embedding space. The im-
plementation of the technique is based on the TensorFlow.js
library and can be found on GitHub at the following ad-
dress: https://github.com/tensorflow/tfjs-tsne. Examples
that validate our approach can also be found on GitHub
https://github.com/tensorflow/tfjs-tsne-examples.
As future work, we want to perform a systematic analy-
sis of the results of our technique, both in terms of speed and
quality of the results. More specifically we plan to perform
a comparison with single-embedding techniques such as
LargeVis [24], UMAP [16] and PixelSNE [11]. Moreover,
we want to integrate our technique in the Hierarchical-SNE
technique [19] and in tools for the analysis of Deep Neural
Networks such as the Embedding Projector 1, TensorBoard 2
and DeepEyes [21]. To conclude, we believe that having
a scalable tSNE implementation that runs in the browsers
open exciting possibilities for the development of new ana-
lytical systems.
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