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Abstract The asymptotic stability of a discrete logistic model with random
growth coefﬁcient is studied in this paper. Firstly, the discrete logistic model
with random growth coefﬁcient is built and reduced into its deterministic equiv-
alent system by orthogonal polynomial approximation. Then, the linear stability
theory and the Jury criterion of nonlinear deterministic discrete systems are ap-
plied to the equivalent one. At last, by mathematical analysis, we ﬁnd that the
parameter interval for asymptotic stability of nontrivial equilibrium in stochas-
tic logistic system gets smaller as the random intensity or statistical parameters of
random variable is increased and the random parameter’s inﬂuence on asymptotic
stability in stochastic logistic system becomes prominent.
c© 2014 The Chinese Society of Theoretical and Applied Mechanics. [doi:10.1063/2.1401304]
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Many dynamical relationships which can describe deterministic systems or stochastic systems
are implicitly presented in some phenomena, problems, and technical methods in the nature, so-
ciety, economy, and realistic engineering. As random factors are impossible to be neglected, all
kinds of stochastic systems should be considered. Meanwhile, these stochastic factors determine
the development trend of many complicated systems in real world. Therefore it is quite necessary
to discover the dynamical relationships in stochastic systems. In general, there are three kinds
of stochastic systems.1 The ﬁrst one is the systems with random external excitation and the sec-
ond one is the systems with random initial condition. The third one is the systems with random
physical parameters resulting from uncertain factors. Because of the errors in measuring, ma-
terial, manufacturing, and assembling, these uncertainties of errors, which with certain statistics
can usually be modeled as random parameters, are ubiquitous in real world. For the precision
and accurate requirement in practical models, the systems with random parameters are gradually
used to characterize dynamic relationships. Meantime, some researchers have already studied the
dynamical behavior and control in nonlinear stochastic systems with random parameters, such
as bifurcation, chaos and so forth.2–5 As a mathematical model, the stochastic systems with ran-
dom physical parameters subjected to given statistics are closer to real world, so stuides about the
inﬂuence of random parameters on stability in these systems have been tremendously and vigor-
ously carried out from mathematical and applied viewpoints. However, to our best knowledge, the
stability studies about nonlinear stochastic dynamical systems with random parameters are few.6
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As we all know, logistic model is a basic model which has usually described the fruit ﬂy
growth, cell growth, ﬁsh grown, and particular population growth in many cases.7–9 As a matter
of fact, for many populations, the natural growth is always inevitably affected by some random
disturbances, for instance, external environment10 and internal natural grown rate. It is signif-
icant, from the viewpoint of biology, to investigate the properties of stochastic system, such as
stability and dynamical behavior. Thus the stability of stochastic logistic model is worth more
attention. Now Samanta and Chakrabarti11 have studied the inﬂuence of colored noise on ﬂuc-
tuation and stability to logistic and Gompertzian growth models based on the complex stochastic
averaging approach. Golec and Sathananthan12 have obtained the sufﬁcient conditions for sta-
bility in a stochastic logistic population model by means of the Lyapunov second method. In
Ref. 13, an asymptotic analysis with nonlinear diffusion term is presented for a stochastic logistic
population model. Jiang et al.14 have studied the stochastic permancence and global stability of
a non-autonomous logistic equation having noise perturbation. Although there are some results
about stability in stochastic logistic model, these stochastic systems are modeled by differential
equation, and the stochastic disturbance terms are all described by external environmental noise.
In view of internal randomness of natural growth coefﬁcient, we build a kind of stochastic logistic
models with random growth coefﬁcient which is described as random variable. The asymptotic
stability of this kind of stochastic discrete logistic models is explored in this paper.
Deﬁne a function w(k) as weight function in nonnegative set integer N which satisﬁes the
following properties
(1) w(k) 0, k ∈ N,
(2)
N
∑
k=0
w(k)> 0,
(3) and the integral
N
∑
k=0
knw(k) (n= 1,2, · · ·) exists,
where N is a ﬁnite set or countable set.
Suppose the polynomial sequence Qn(k) with leading coefﬁcient ai = 0 can be expressed as
Qi (k) = aiki+ · · ·+a1k+a0, i= 0,1,2, · · · ,
which satisﬁes the following equation
N
∑
k=0
w(k)Qi(k)Qj(k) =
{
δi, i= j,
0, i = j,
(1)
where δi is the Kronecker-delta function, Qi(k) is named as the weight orthogonal polynomial in
N. If an alternation Pi(k) = Qi(k)/
√
δi is considered, we obtain
N
∑
k=0
w(k)Pi(k)Pj(k) =
{
1, i= j,
0, i = j.
The polynomial Pi(k) is called weight standard orthogonal polynomial in N.15
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The recurrent formula for orthogonal polynomials is
kPi(k) = αiPi+1(k)+βiPi(k)+ γiPi−1(k), γi = 0, P−1(k) = 0, P0(k) = 1, (2)
where αi, βi, γi are decided by different kinds of polynomials.
The difference equation for the one-dimensional stochastic discrete logistic map is described
as
x(n+1) = μ¯x(n)(1− x(n)). (3)
If the parameter μ¯ is a deterministic parameter, Eq. (3) is a deterministic logistic system. There
are two equilibrium points in the deterministic logistic system, i.e., x1 = 0, x2 = (μ¯ −1)/μ¯. As
it has n→ ∞ and 0 < μ¯ < 1, the zero solution x1 = 0 is stable whatever the initial conditions are
chosen. As it has n→ ∞ and 1< μ¯ < 3, the equilibrium point x2 = (μ¯ −1)/μ¯ is stable.
In this paper we explore the stability of the nontrivial equilibrium x2 = (μ¯ −1)/μ¯ . After the
translation transformation y(n) = x(n)− (μ¯ −1)/μ¯ , Eq. (3) is changed as
y(n+1) = (2− μ¯)y(n)− μ¯y2(n), (4)
where μ¯ is a random parameter which can be expressed as
μ¯ = μ +δk, (5)
in which μ is the statistic parameter of μ¯ , δ is considered as the intensity of μ¯ , and k presents the
random variable deﬁned in nonnegative set integer N with some distribution law pk, which is the
probability distribution function of k. Following the orthogonal polynomial approximation theory
in Hilbert space,16 we can approximately express the response of system (4) by the Fourier series
under the convergence condition in mean square as
y(n,k) =
M
∑
i=0
yi(n)Pi(k), (6)
where yi(n)=
N
∑
k=0
pky(n,k)Pi(k), Pi(k) represents the i-th orthogonal polynomial, andM represents
the highest order of the polynomials we retain.
Substituting Eqs. (5) and (6) into Eq. (4), we have
M
∑
i=0
yi (n+1)Pi (k) = (2−μ)
M
∑
i=0
yi (n)Pi (k)−δk
M
∑
i=0
yi (n)Pi (k)−
μ
(
M
∑
i=0
yi (n)Pi (k)
)2
−δk
(
M
∑
i=0
yi (n)Pi (k)
)2
. (7)
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Using the recurrent formula, we can further reduce the binomial product polynomial of Eq. (7)
into a linear combination of concerned single polynomials. To denote the coefﬁcient of Pi(k) as
Yi(n), the nonlinear term on the right side of Eq. (7) is expanded into
(
M
∑
i=0
yi(n)Pi(k)
)2
=
2M
∑
i=0
Yi(n)Pi(k), (8)
where Yi(n) (i = 0,1,2, · · · ,2M) are deduced through computer algebraic system, e.g., Maple.17
Meanwhile, due to Eq. (2), the random term on the right hand side of Eq. (7) can be reduced to
δk
M
∑
i=0
yi(n)Pi(k) = δ
M
∑
i=0
yi(n)kPi(k) = δ
M
∑
i=0
yi(n)(αiPi+1(k)+βiPi(k)+ γiPi−1(k)) =
δ
M
∑
i=0
[
Pi(k)(γi+1yi+1(n)+βiyi(n)+αi−1yi−1(n))−αiyi(n)Pi+1(k)
]
. (9)
So the stochastic discrete logistic map is transformed into
M
∑
i=0
yi(n+1)Pi(k) = (2−μ)
M
∑
i=0
yi(n)Pi(k)−μ
2M
∑
i=0
Yi(n)Pi(k)−
δ
M
∑
i=0
[
Pi(k)(γi+1yi+1(n)+βiyi(n)+αi−1yi−1(n))−αiyi(n)Pi+1(k)
]−
δ
2M
∑
i=0
[
Pi(k)(γi+1Yi+1(n)+βiYi(n)+αi−1Yi−1(n))−αiYi(n)Pi+1(k)
]
. (10)
Through multiplying both sides of Eq. (10) by Pi(k) (i= 0,1,2, · · · ,M) sequentially and adopting
expectation with respect to k, owing to the orthogonality of orthogonal polynomials, the equivalent
deterministic equation can be ﬁnally obtained. If it has M → ∞, Eq. (7) is strictly established.
Otherwise, if M is ﬁnite, Eq. (7) is merely approximately valid under a minimal residual error.
Computational precision of the coming numerical analysis requires us to take M = 1 and then we
approximately have the equivalent deterministic equation as
y0(n+1) = (2−μ)y0(n)−μY0(n)−δ (γ1y1(n)+β0y0(n))−δ (γ1Y1(n)+β0Y0(n)),
y1(n+1) = (2−μ)y1(n)−μY1(n)−δ (γ2y2(n)+β1y1(n)+α0y0(n))−
δ (γ2Y2(n)+β1Y1(n)+α0Y0(n)).
(11)
In this paper we choose the random variable k in compliance with Poisson distribution with
standard deviation λ . According to the weight function, the weight orthogonal polynomial in
Eq. (1) is chosen as Charlier polynomial. The coefﬁcients αi, βi, γi are 1, i+λ , λ i, respectively.18
According to approximation theory, we have y2(n) = 0, Y2(n) = 0.
Next, we take zero solution as example and discuss the asymptotic stability of the stochastic
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logistic system (4). The equivalent deterministic equation (11) can be rewritten as
y(n+1) = Jy(n)+ f (n,y(n)), (12)
where y(n) = {y0(n),y1(n)}T, J is the coefﬁcient matrix, f (n,y(n)) = O(y(n)).
Lemma 1 If the spectral radius of coefﬁcient matrix J is greater than one, i.e., r(J)> 1, then
the zero solution in Eq. (12) is unstable. If the spectral radius of coefﬁcient matrix J is less than
one, i.e., r(J)< 1, then the zero solution in Eq. (12) is asymptotically stable.19
It is obvious that the zero solution is the equilibrium point of Eq. (11). By means of the Jury
criterion,20 we can discuss the asymptotic stability of the zero solution in linearization equation
of Eq. (11). For equivalent deterministic equation (11), the Jacobian matrix J at the equilibrium
point is
J =
(
2−μ −δλ −λδ
−δ 2−μ − (1+λ )δ
)
. (13)
With the aid of Maple, the characteristic equation is
f (z) = a0z2+a1z+a2, (14)
where z represents the characteristic value of the above equation, and ai (i= 0,1,2) are the coef-
ﬁcients of the characteristic equation
a0 = 1,
a1 = 2μ +2λδ +δ −4,
a2 = 4−4μ −2δ −4λδ +μ2+μδ +2μλδ +λ 2δ 2.
(15)
The functions are constructed by Jury criterion
L1 : f (1) = a0+a1+a2,
L2 : (−1)3 f (−1) = a0−a1+a2,
L3 : |a2|−1.
(16)
Lemma 2 The spectral radius of coefﬁcient matrix J is less than one, if the following condi-
tions are satisﬁed
L1 > 0, L2 > 0, L3 < 0, (17)
where L1, L2, L3 can be calculated from Eq. (16) and L1, L2 have the forms of
L1 =
[
μ −
(
1−λδ − 1
2
δ +
δ
2
√
4λ +1
)][
μ −
(
1−λδ − 3
2
δ − δ
2
√
4λ +1
)]
, (18)
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L2 =
[
μ −
(
3−λδ − 1
2
δ − δ
2
√
4λ +1
)][
μ −
(
3−λδ − 1
2
δ +
δ
2
√
4λ +1
)]
. (19)
In this paper the parameters are all greater than zero. From Eqs. (18) and (19), it is obvious
that there are two solutions to equations L1 = 0, L2 = 0 as follows
μ11 = 1−λδ −
1
2
δ − δ
2
√
4λ +1, μ21 = 1−λδ −
1
2
δ +
δ
2
√
4λ +1,
μ12 = 3−λδ −
1
2
δ − δ
2
√
4λ +1, μ22 = 3−λδ −
1
2
δ +
δ
2
√
4λ +1.
In real model, the change of the parameter resulting from the uncertainty is small, so in this paper
we suppose that the random intensity δ is less than 0.1.
Lemma 3 As the parameter μ is chosen in (0,μ11 ), (μ21 ,μ12 ), or (μ22 ,∞), the functions L1 and
L2 are all greater than zero.
Proof Functions L1, L2 are the continuous second differentiable function, so the ﬁrst deriva-
tive and the second derivative of L1, L2 about the parameter μ are as follows
∂L1
∂ μ
= 2λδ −2+δ +2μ, ∂
2L1
∂ μ2
= 2,
∂L2
∂ μ
= 2λδ −6+δ +2μ, ∂
2L2
∂ μ2
= 2.
(20)
The extreme points of L1 and L2 are μ∗1 = 1−λδ −δ/2 and μ∗2 = 3−λδ −δ/2.
Then the derivative at two solutions μ ji (i= 1,2, j = 1,2) are obtained as
∂L1
∂ μ
∣∣∣∣
μ1
1
=−√4λ +1δ < 0, ∂L1
∂ μ
∣∣∣∣
μ2
1
=
√
4λ +1δ > 0,
∂L2
∂ μ
∣∣∣∣
μ1
2
=−√4λ +1δ < 0, ∂L2
∂ μ
∣∣∣∣
μ22
=
√
4λ +1δ > 0.
(21)
According to the above analysis, we know that the function L1 has the minimal value at μ∗1 and
the ﬁrst order partial derivative at μ11 is less than zero, so the function L1 is monotonely decreasing
at (0,μ∗1 ). The ﬁrst order partial derivative at μ21 is greater than zero, so the function L1 is mono-
tonely increasing at (μ∗1 ,∞). Therefore, as it satisﬁes μ11 > μ and μ21 < μ, we have the function
L1 > 0. In the same way, we know if it satisﬁes μ12 > μ and μ22 < μ , we have the function L2 > 0.
Therefore, if functions L1 and L2 are all greater than zero, the parameter μ must be 0 < μ < μ11 ,
μ > μ22 , or μ12 < μ < μ21 .
The curves of the function Li (i= 1,2,3) are shown in Fig. 1 for λ = 1, δ = 0.1. From
the above analysis, we know that when the parameter μ varies in the intervals: (0.962, 2.738),
(0, 0.738 2), and (2.9618,∞), the functions L1 and L2 satisfy L1 > 0, L2 > 0, as shown in Fig. 1(a).
However, from Fig. 1(a), we can also see that the function L3 does not satisfy L3 < 0 as the
parameter μ varies in intervals (0, 0.738 2) and (2.9618,∞). In Fig. 1(b) the function L3 is less
than zero when parameter μ varies in (0.962, 2.738).
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Fig. 1. The curves of the three functions Li (i= 1,2,3) for λ = 1, δ = 0.1.
For λ = 3, δ = 0.1, we know that when μ varies in intervals (0.83, 2.469 7), (0, 0.469 7),
(2.83,∞), the functions L1 and L2 satisfy L1 > 0, L2 > 0, as shown in Fig. 2(a). However, from
Fig. 2(a), we also ﬁnd that the function L3 does not satisfy L3 < 0 as the parameter μ varies in
intervals (0, 0.469 7) and (2.83,∞). In Fig. 2(b), the function L3 satisﬁes L3 < 0 as the parameter
μ varies in (0.83, 2.469 7).
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Fig. 2. The curves of the three functions Li (i= 1,2,3) for λ = 3, δ = 0.1.
The curves of functions Li (i= 1,2,3) are shown in Fig. 3 for λ = 0.5, δ = 0.05. From
the above analysis, we know that when the parameter μ varies in interval (0.990 3, 2.907), the
functions L1, L2, L3 satisfy L1 > 0, L2 > 0, L3 < 0, as shown in Fig. 3. For λ = 0.5, δ = 0.1,
then the parameter μ falls into interval (0.986 6, 2.813 4), the functions L1, L2, L3 satisfy L1 > 0,
L2 > 0, L3 < 0, as shown in Fig. 4.
Comparing Figs. 1–4, we discover that only if the parameter μ is chosen in μ21 < μ < μ12 ,
the conditions for asymptotic stability of zero soltion of Eq. (11) are all satisﬁed. That is, as the
parameter μ is chosen in μ21 < μ < μ12 , the stochastic logistic system at the nontrivial equilibrium
is asymptotically stable. We also ﬁnd that the larger the random intensity δ or statistical parameter
λ , the smaller the parameter interval of asymptotic stability at nontrivial equilibrium in stochastic
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Fig. 3. The curves of the three functions Li (i= 1,2,3) for λ = 0.5, δ = 0.05.
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Fig. 4. The curves of the three functions Li (i= 1,2,3) for λ = 0.5, δ = 0.1.
logistic system. In other words, owing to the variation of parameters, the inﬂuence of statistical
parameters becomes more prominent than the inﬂuence of random intensity.
The logistic model with Poisson growth is used to describe the growth model of a single
population with complicated environment in this paper. The complicated environment leads to
uncertainty in the growth coefﬁcient. This kind of uncertainty is expressed by a random parameter
μ¯ in Eq. (5), where μ is the inherent growth rate, k is a random variable in compliance with
Poisson distribution, and δ denotes the intensity of the random parameter μ¯ . It means that the
inﬂuence intensity of prey, environment and pollution can not be simply described as a kind of
environment noise for the single population. When the mean value and variance λ of the random
variable is larger, it means that the non-uniformity of growth rate measured by experiment or
data is more serious. As the random intensity is greater, it means that the factors of uncertainty
are increased. A small change of growth coefﬁcient caused by these two parameters can lead
to stability change in stochastic logistic system. So the variation of statistical parameter λ and
random intensity δ can lead to a decrease of the parameter interval for asymptotic stability of
nontrivial equilibrium in stochastic logistic system. By the above analysis, we can realize that
the random parameter’s inﬂuence on asymptotic stability in stochastic logistic system becomes
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prominent.
The stability in a stochastic logistic system is studied by applying orthogonal polynomial ap-
proximation with random parameters. Effectiveness of orthogonal polynomial approximation has
been shown in the reduction of the stochastic logistic system with random parameters into its
equivalent deterministic system, and the linear stability theory and the Jury criterion for nonlinear
deterministic discrete systems are applied to the equivalent one. By mathematics analysis, we
have discovered that in stochastic logistic system, as the random intensity or statistical parame-
ters of random variable is increased, the parameter interval for asymptotic stability of nontrivial
equilibrium in stochastic logistic system gets smaller. The inﬂuence of random parameter on
asymptotic stability is prominent. These results are different from the results in deterministic
system, and characterize the stability of realistic models more accurately.
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