Abstract. We study the law of functionals whose prototype is R +1 0 e B ( ) s dW ( ) s , w h e r e B ( ) , W ( ) are independent B r o wnian motions with drift. These functionals appear naturally in risk theory as well as in the study of invariant di usions on the hyperbolic half-plane. Emphasis is put on the fact that the results are obtained in two independent, very di erent fashions (invariant di usions on the hyperbolic half-plane and Bessel processes).
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Introduction.
Let W t B t betwo independent one-dimensional Brownian motions, and set W ( ) t = W t ; t B ( ) t = B t ; t where > 0 a n d 2 R. In this paper we p r o ve some results concerning the distribution of the random variable.
(1.1) Z +1 0 e B ( ) s dW ( ) s :
First we prove that it has a density given by (1.2) f(x) = c e ;2 arctan x (1 + x 2 ) +1=2 which belongs to the type IV family of Pearson distributions. The functional (1.1) has been much studied because it appears in risk theory. The density (1.2) was derived in P, Example 3.1], with a proof for > 1 only easy derivations for > 0 in the particular case = 0 can befound in BCF, Remark 4.1] (if, in addition, is a half integer see also AG, p. 32]). Interestingly, random variables as in (1.1) also appear in connection with invariant di usions on the hyperbolic halfplane = fz 2 C : Im z > 0g.
On consider the di usion process associated to the in nitesimal generator L = y 2 2 ; y @ @ x ; ; 1 2 y @ @ y where the real coe cients and ;1=2 measure the horizontal, respectively vertical component of the drift (positive for leftward and downward drift, negative for rightward and upward drift). The di erential operator L is invariant under the orientation-preserving isometries of that x the point at in nity 1, that is, under the real a ne transformations z 7 ;! a z + b with a > 0 and b 2 R. The di usion process associated to L corresponds to the stochastic di erential equation (1.3) In this paper we prove (1.2) and compute the characteristic function of f in two di erent fashions.
One is based on a computation of the Poisson kernel of the in nitesimal generator associated to the process. Exploiting the invariance, this kernel can bewritten in terms of a single function of one real variable that satis es a second-order linear ordinary di erential equation and is determined explicitly. Conjugating by the inverse Fourier transform another second-order linear ordinary di erential equation is obtained whose solution is a con uent hypergeometric function and the characteristic function of the hitting distribution. This is done in Section 2.
The second method uses probabilistic techniques (mostly classical properties of Bessel processes) and is the object of Section 4. It is based on the representation formulae (1.3), (1.4), and uncovers interesting relations between Brownian exponential functionals and previous work of Ph. Biane, J. Pitman, and the fourth-named author on Bessel processes (see PY1] , PY2], and the references therein).
In Section 3 we discuss an alternate derivation of the ordinary di erential equation satis ed by the characteristic function, by means of the Feynman-Kac formula.
In Section 5 we prove that, as the parameters as well as the coordinates of the starting point of the process take their admissible values (namely 2 R, > 0 a n d I m z > 0), the corresponding hitting distributions belong to the domain of attraction (extended domain of attraction for = 1 ) of nearly all stable laws with exponent = min f2 2 g, for 0 < 2. Finally, Section 6 is devoted to the study of the hitting distribution on H a for y > a > 0. Using the invariance properties of the di usion process and the strong Markov property it is possible to derive an expression for the characteristic function of this distribution, and to prove that it still belongs to the domain of attraction of a stable law with exponent = 2 . However, in this case we are not able to give an explicit expression for the density.
2. The hitting distribution on H 0 and its characteristic function.
We perform computations both on the hyperbolic half-plane and the Poincar e disk D. They are isomorphic via the Cayley map z = i (1 ; w)=(1 + w) (where z 2 and w 2 D), which corresponds to = tan ( =2) on the boundaries, with 2 R f1g = @ and fe i : ; < g = @ D .
The density P( z) We n o w compute the characteristic function of the hitting distribution. Again by i n variance, the expression for an arbitrary starting point x + i y 2 can be derived from the special case of starting point i. Indeed, if u = F ;1 f is the inverse Fourier transform of f, then by (2.1) the required characteristic function is F ;1 P( x + i y ) = e i x u( y ).
We have u(; ) = u( ) because f is real-valued, and u(0) = 1 by condition 3). Moreover, for k = 0 1 2 the function x k f (k) (x) is integrable, whence k u (k) ( ) (exists and) is continuous, and vanishes at in nity in particular, u is continuous on R and twice continuously di erentiable outside 0, and vanishes at in nity. Thus u is in the kernel 4. A probabilistic computation of the hitting distribution.
We shall now compute again the law of 3) The distribution at time t of this di usion process converges to the invariant distribution, whose density f(x) i s given in (1.2). Techniques based on Bessel processes give also an alternative proof of expression (2.6) for the characteristic function of the hitting distribution.
We assume y = 1 . Lamperti's representation formula (4.1) implies also that A ( ) We have determined in the previous sections that the density f of the random variable X 1 is given by (1.2) if the starting point is i = ( 0 1). If the starting point i s ( 0 y ), then the hitting distribution is the same as the law of yZwhere Z is distributed according to f. We now c heck that such a distribution belongs to the domain of attraction of a stable law, of which we determine the parameters. Assume rst that 0 < < 1. We have lim It is immediate to check that the above condition is satis ed for the density (1.2) with = 1. This means that there exist two sequences fa n g n , fb n g n of real numbers, with a n > 0, such that if fX n g n is a sequence of independent, identically distributed random variables with density (1.2) for = 1 , then X 1 + + X n a n ; b n law ;! N(0 1) (although a n is not necessarily equal to n 1= ).
6. The case a > 0.
Recall that we denote by a the rst hitting time of the di usion associated to L on the horocycle H a , with a > 0. We now show how the characteristic function of the hitting distribution on H a can be derived from that of X 1 . This will allow us to prove that the hitting distribution on H a is still in the domain of attraction of a stable law with exponent 2 , but we are not able to give its density. Denote by K the Fourier transform of the hitting distribution on H 0 with starting point i, that is, with the notation of Section 5, the distribution of X 1 under P 0 1 . Then the characteristic function with starting point i y is t ;! K(y t ). By conditioning with respect to the -algebra F a and using the strong Markov property, for a < y one has K(y t ) = E h exp i t Thus, if we denote by K a y the characteristic function of the hitting distribution on H a , starting at i y , then K a y (t) = K(y t ) K(a t ) :
We already know that there exist sequences fa n g n , fb n g n of real numbers,with a n > 0, such that e ;ib n t K t a n n ;! n!1 (t) where is the characteristic function of a stable law, as described at the beginning of Section 5. Thus we have e ;i(y;a)b n t K a y t a n n = e ;ib n yt K y t a n n e ;ib n at K a t a n n ;! (y t ) (a t ) :
It is easy to check n o w that, if is the characteristic function of a stable law S(z c ), then t ;! (y t )= (a t ) is the characteristic function of a stable law S(z (y ; a) c (y ; a ) ) if 6 = 1 , S(z (y ; a) + c (y log jyj ; a log jaj) c (y ; a) 1 ) if = 1 .
Thus the law of X a is still in the domain of attraction of a stable law with exponent = 2 . More precisely, i f < 1, if fX n g n is a sequence of independent, identically distributed random variables with the same law as X a , and if m n is de ned as in Theorem 5.3, then X 1 + + X n ; n m n n 1= law ;! m as n ;! 1 , where m is a stable law S(0 c ) with = m i n f2 2 g c = 2 c (y 2 ; a 2 ) C(2 ) cosh = t a n h ( ; ) :
We omit the, otherwise obvious, statement for = 1 .
