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Abstract. This paper presents the proposal of development of an uncertainty 
modeling tool using three theories: certain factors, Dempster-Shafer and 
bayesian networks. Therefore, it is a unification proposal of three different 
theories in an only development environment seeking propitiate the creation of 
intelligent systems and the teaching of artificial intelligence. 
Keywords: Uncertainty modeling, Bayesian networks, fuzzy logic, certain 
factors, Dempster-Shafer theory. 
Resumo. Este artigo apresenta a proposta de desenvolvimento de uma 
ferramenta para modelagem da incerteza utilizando três teorias: fatores de 
certeza, Dempeter-Shafer e redes bayesianas. Portanto, é uma proposta de 
unificação de diferentes teorias em um único ambiente de desenvolvimento, 
visando propiciar a criação de sistemas inteligentes bem como o ensino de 
inteligência artificial. 
Palavras-chave: Modelagem da Incerteza, Redes Bayesianas, Lógica Fuzzy, 
Fatores de Certeza, Teoria de Dempster-Shafer. 
1. Introdução 
Na área de inteligência artificial existem diferentes ferramentas para modelagem da 
incerteza, dentre as quais estão a shell Netica, para redes bayesianas, a shell Expert 
Sinta, para fatores de certeza, o toolbox fuzzy do Matlab e a Dempster-shafer engine 
para a teoria de Dempster-Shafer. Estas teorias abordam variações do conceito de 
incerteza e estas ferramentas automatizam o desenvolvimento de sistemas inteligentes, 
fornecendo uma interface amigável para utilização destas abordagens para modelá-la. 
No entanto, estas ferramentas não abordam a disponibilização destas teorias em 
uma única ferramenta e neste sentido, o Grupo de Pesquisa em Inteligência 
  
Computacional Aplicada da Universidade do Extremo Sul Catarinense propôs o 
desenvolvimento de uma ferramenta, denominada shell Pegasus Uncertainty Modeling, 
cujo objetivo é fornecer um ambiente integrado de desenvolvimento e avaliação dos 
modelos criados, baseada inicialmente, nas quatro teorias acima citadas.  
Os objetivos a longo prazo dividem-se em duas categorias: globais e locais. Os 
objetivos globais caracterizam a integração da teoria de redes bayesianas com as teorias 
de lógica fuzzy e redes neurais artificiais, proporcionando um mecanismo para criação 
de abordagens híbridas para modelagem de sistemas inteligentes. Os objetivos locais 
definem o aprofundamento tanto matemático quanto algorítmico dos aspectos 
relacionados às respectivas teorias. Por exemplo, tratando-se da teoria de redes 
bayesianas, abordar o desenvolvimento de algoritmos de inferência exata, aproximada e 
simbólica bem como os de aprendizado, subdivididos nos métodos de independência 
condicional e busca e pontuação. Atualmente, esta ferramenta disponibiliza mecanismos 
de inferência para fatores de certeza, Dempter-Shafer e redes bayesianas, os quais 
encontram-se em funcionamento. 
 
1.1. Redes bayesianas 
 
Redes bayesianas são grafos acíclicos dirigidos constituídos por dois componentes 
fundamentais: a) um componente estrutural, S, que define um relacionamento 
qualitativo causal entre os nós de um grafo, e b) parâmetros numéricos, , que 
quantificam a relação probabilística causal existente entre os nós de S [LUNA, 2004] 
[WILLIANSON, 2005]. 
Considerando que em um relacionamento causal a causa precede o efeito, há a 
necessidade de um mecanismo unidirecional para modelagem da causalidade, sendo o 
conceito de probabilidade condicional indicativo desses relacionamentos sem conexão 
direta [NASSAR, 2003]. 
Neste sentido, as redes bayesianas fornecem um modelo matemático que 
expressa causalidade explorando as relações de independência entre as variáveis no 
domínio sendo modelado e possibilitando a fatorização da distribuição de probabilidade 
conjunta. Esta distribuição permite responder a diversas questões sobre um domínio de 
dados. No entanto, sua dificuldade de representação aumenta em função do número de 
variáveis. 
 Na aplicação do teorema de Bayes, a exploração de independências 
condicionais entre variáveis aleatórias possibilita simplificar os cálculos e reduzir o 
número de probabilidades condicionais que precisam ser especificadas. Sob este 
aspecto, as redes bayesianas, utilizando o teorema de Bayes como mecanismo de 
inferência, representam as dependências entre as variáveis aleatórias existentes bem 
como fornecem uma representação compacta da distribuição de probabilidade conjunta, 
caracterizando uma estrutura eficiente para a realização do procedimento de inferência 
[PEARL, 1988]. 
 
1.2. Dempster-Shafer 
 
A teoria de Dempster-Shafer visa a distinção entre ignorância e incerteza, uma vez que 
 as mesmas são essencialmente diferentes [BADIRU; CHEUNG, 2002]. Ao invés de 
calcular a probabilidade de uma proposição, calcula a probabilidade de que a evidência 
admita a proposição.  
Esta medida de crença é chamada função de crença e é representada por Bel(x) 
[RUSSEL; NORVIG, 2004]. Não conhecer um valor específico de uma variável não 
necessariamente implica que a variável é assunto do campo da incerteza. Com a teoria 
da probabilidade clássica, é necessário considerar crença e descrença como funções 
opostas, ou seja, se A, B, C são os únicos três eventos contidos no espaço amostral e 
considerando P(A)=0.3, P(B) = 0.6, a probabilidade estimada do evento C, para 
satisfazer o teorema da probabilidade total, seria igual a P(C)=0.1. 
No entanto, esta pode não ser uma representação adequada para o raciocínio 
humano e a probabilidade de C pode não ser objeto de estudo da teoria da probabilidade 
ou da área de modelagem da incerteza, mas sim a ignorância no grau de ocorrência de C 
[BADIRU; CHEUNG, 2002]. Desta forma, o conhecimento das probabilidades A e B 
não implica na possibilidade de inferir C.  
Nesta teoria, o grau de crença em uma proposição é dado pelo intervalo de dois 
valores, sendo que um mede o grau de crença e o outro o grau de plausibilidade. Esta 
abordagem rejeita o princípio de que a ausência a favor de uma proposição significa a 
atribuição de evidência à sua negação [COSTA; SIMÕES, 2004]. 
Por outro lado, a teoria da evidência trabalha com conjuntos de proposições, o 
que permite lidar de forma explícita com a incerteza por ignorância.  
Esta teoria parte de um conjunto de proposições Q, denominado universo finito 
de proposições. Por exemplo, em um contexto de diagnóstico médico, são atribuídas 
probabilidades aos subconjuntos de proposições e não às proposições 
[COSTA; SIMÕES, 2004]. 
 
 
1.3. Fatores de Certeza 
 
Os fatores de certeza são uma representação comum para pesos heurísticos onde 
números maiores que 0 são utilizados para evidências positivas e números menores que 
0 são usados para evidências negativas. Estes números são apenas heurísticas e nenhum 
critério de corretude teórica está associado a eles [BADIRU; CHEUNG, 2002].  
Essa teoria foi inicialmente utilizada no sistema especialista MYCIN 
[DAVIS; KING, 1984], desenvolvido para manipular incertezas, diagnosticar e 
recomendar terapias para infecções no sangue. A cada regra do sistema é associado um 
fator de certeza, um número entre -1 e 1, que indica o grau de certeza na ocorrência 
desta regra.  
Um fator de certeza é divido em duas partes, a Medida de Crença (MC) e a 
Medida de Descrença (MD). A MC representa a confiança em uma afirmação tendo 
ocorrido uma determinada evidência, e a MD mostra o grau de descrença na mesma 
afirmação com a ocorrência da evidência [COSTA; SIMÕES, 2004].  
 
 
1.4. Lógica Fuzzy 
 
A teoria dos conjuntos fuzzy é uma extensão da teoria clássica dos conjuntos que 
possibilita expressar transições graduais da pertinência a não-pertinência de determinado 
  
elemento a determinado conjunto [WANG, 1997]. Nesta teoria um mesmo elemento 
pode pertencer simultaneamente a diferentes conjuntos, com diferentes graus de 
pertinência, possibilitando uma modelagem realística de diversos problemas 
freqüentemente encontrados na área de inteligência artificial. 
Esta capacidade fornece não somente um mecanismo de representação de 
incerteza significativo e poderoso, como também um formalismo para representar 
matematicamente conceitos qualitativamente vagos ou imprecisos expressos em 
linguagem natural, que possui vasta aplicação em diversas áreas do conhecimento 
humano [KLIR, 1995]. 
A partir desta teoria são desenvolvidos sistemas fuzzy, os quais são 
freqüentemente aplicados nas áreas de controle, tomada de decisão, robótica, visão 
computacional, entre outras. Estes sistemas são constituídos por uma arquitetura 
modular, conforme ilustra a Figura 1, passível de modificação em função do propósito 
para o qual o sistema é projetado [REZENDE, 2005]. 
 
 
Figura 1. Arquitetura de um sistema     fuzzy. 
Fonte: Adaptado de ALMEIDA, P;   EVSUKOFF, A. (2005). 
 
A fuzzificação refere-se a um processo de transformação onde entradas crisp 
são transformadas em entradas fuzzy. Primeiramente são determinadas as funções de 
pertinência para cada entrada do sistema, seguindo-se à definição das funções, o 
processo recebe valores de entrada que são comparados com as funções de pertinência 
armazenadas, dando origem as entradas fuzzy  
A função de pertinência é um critério que define o quanto um elemento 
pertence a determinado conjunto. Este valor define o grau para o qual um elemento é 
similar ou compatível com o conceito representado por um conjunto fuzzy, ou seja, 
indivíduos podem pertencer em maior ou menor grau a determinado conjunto conforme 
expresso por seu grau de pertinência [BADIRU; CHEUNG, 2002]. 
A base de regras fuzzy representa o conhecimento necessário sobre o problema, 
sendo constituída por duas partes fundamentais: antecedente e conseqüente. A medida 
de adequação de cada regra é definida de acordo com o conectivo utilizado para 
implementar a premissa das regras [COX, 2005]. Já o termo conseqüente utiliza-se de 
tal medida sendo que seus valores são integrados por intermédio do uso da T-norma ou 
de uma T-conorma adequadas. 
 A defuzzifcação é o procedimento pelo qual um conjunto de saída fuzzy é 
transformado em um valor crisp.  
2. Modelagem e Desenvolvimento 
 
A modelagem da shell Pegasus foi realizada utilizando diagramas de casos de uso e 
atividade, criados com um plugin UML para o ambiente de desenvolvimento 
Netbeans 6.1, gratuitamente disponível em http://www.netbeans.org. 
Conforme ilustra a Figura 2, a utilização básica desta shell consiste na escolha 
da teoria utilizada para resolver o problema (fatores de certeza, fuzzy, Dempster-Shafer e 
redes bayesianas), e o algoritmo pertencente a esta teoria responsável pela execução do 
processo de inferência. Em seguida, os parâmetros de entrada são fornecidos e a 
solicitação para realizar uma inferência é executada. Assim, o mecanismo de inferência 
correspondente à teoria selecionada é acionado e executado, sendo seus resultados 
processados e encaminhados para visualização. 
 
Figura 2. Diagrama de atividades da shell Pegasus 
 
 
3. Resultados 
 
  
Atualmente, encontram-se em funcionamento na shell Pegasus os módulos de 
fatores de certeza, teoria de Dempster-Shafer e redes bayesianas. A Figura 3 ilustra a 
interface correspondente ao módulo de fatores de certeza. 
 
Figura 3. Módulo de fatores de certeza 
 
A Figura 4 apresenta a interface do módulo que implementa a teoria de 
Dempster-Shafer. 
 
  
Figura 4. Módulo da teoria de Dempter-Shafer 
 
A Figura 5 apresenta a interface gráfica do módulo da shell Pegasus 
correspondente a teoria de redes bayesianas, na qual consta uma rede bayesiana para o 
diagnóstico etiológico de lombalgia, desenvolvida para avaliar os resultados fornecidos 
pelo mecanismo de inferência bayesiano desenvolvido nesta ferramenta.  
  
 
Figura 5. Módulo de redes bayesianas 
 
 
4. Considerações finais 
 
A shell Pegasus Uncertainty Modeling é uma ferramenta para modelagem da incerteza 
que disponibiliza tres teorias para modelagem da incerteza: fatores de certeza, Desmper-
Shafer e redes bayesianas. A partir de seu constante desenvolvimento, espera-se 
proporcionar ao ambiente acadêmico e a comunidade de inteligência artificial uma 
ferramenta que atenda as suas necessidades tanto de ensino quanto de pesquisa. 
A shell Pegasus, em seu estágio atual de desenvolvimento, apresenta-se estável 
e funcional, no entanto, muitos desenvolvimentos ainda serão realizados, destacando-se 
a implementação do algoritmo junction tree, para inferência em redes bayesianas 
multiconectadas e algoritmos de aprendizado bayesiano, bem como modelar e 
desenvolver o módulo de lógica fuzzy da shell Pegasus. 
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