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Abstract
The Witt group of a hyperelliptic curve over a field of characteristic different from two was determined by
Parimala and Sujatha. Here, analogous results are obtained for the unramified Witt group in characteristic
two using the analogue of Milnor’s exact sequence for the Witt group of rational function fields developed
earlier by the authors. In the elliptic case, if F is perfect and points of order two are rational, a generator
and relation structure for the Witt group is given.
© 2007 Elsevier Inc. All rights reserved.
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Throughout this paper F will denote a field of characteristic 2. We fix C to be the nonsingular
hyperelliptic curve of genus g  1 defined by the affine equation y2 + r(x)y + q(x) = 0 where
r(x) = 0. The map (x, y) → x corresponds to a degree 2 morphism π :C→ P1F where F(C) =
F(x, y) is a separable quadratic extension of F(P1F ) = F(x). As C has genus g  1 we can
assume that the degrees deg(r(x))  g and deg(q(x)) = 2g + 1. Since C is nonsingular, and
since we are in characteristic 2, r(x) does not have any multiple roots, and whenever s is a root
of r(x) with corresponding point p = (s, t) ∈ C ×F F (p) we have that r ′(s)t + q ′(s) = 0.
The objective of this paper is to show that the unramified Witt group of such a hyperelliptic
curve is generated by forms that vanish locally at the points of ramification of π . Away from ∞
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are distinct and each pi is separable. The results of this paper are sharper when the ramification
points of C are tame and F -rational. This is the case where r(x) factors completely into distinct
factors over F as r(x) =∏ti=1(x − si) and where each q(si) ∈ F 2. In this case the results are
analogues of results obtained by Parimala and Sujatha [PS] (see Corollary 4.6). When F is perfect
and the curve is elliptic we show that relations among the generators are determined by the points
on the curve (see Theorem 5.2).
1. The groups W1 and the unramified Witt group
In what follows we will use the standard notation of valuation theory as well as basic results
from the theory of quadratic forms in characteristic two. To construct the unramified Witt group
and prove it is well defined we first have to construct the group W1, which, in characteristic two
plays the role that the Witt group of residue fields do away from characteristic two.
Definition 1.1. If F is complete with respect to a valuation v and if  :F ↪→ F is a Teichmuller
embedding, then the associated lifting homomorphism is the map ˆ :WqF → WqF induced by
this embedding.
Although Teichmuller embeddings depend upon a choice of a 2-basis for F it turns out that
associated lifting homomorphism does not. This is a consequence of the next lemma.
Lemma 1.2. Suppose that F is complete with respect to a valuation v, a, a′, b, b′, c, c′ ∈ F are
units, and a ≡ a′, b ≡ b′, c ≡ c′ (mod Mv). Then 〈c〉[a, b] = 〈c′〉[a′, b′] ∈ WqF . Consequently,
if a, b ∈ F are units with a ∈ F 2 then 〈〈a〉〉[1, b] = 0 ∈ WqF .
Proof. As F is complete, the maximal ideal Mv ⊂ ℘(F) (here ℘(F) is the image of the map
℘(x) = x2 + x). For the first statement, as ab ≡ a′b′ (mod Mv) we know a′b′ = ab + ℘(z)
for some z ∈ F . We also know that for some m ∈Mv we have a = a′ + m, and we then have
ma′b′′/(a′ + m) ∈ ℘(F) and a′a′b′/(a′ + m) ≡ a′b′ (mod ℘(F)). Using this information we
can write
[a, b] = 〈a〉[1, ab] = 〈a′ +m〉[1, ab] = 〈a′ +m〉[1, a′b′]
= 〈a′〉[1, a′a′b′/(a′ +m)]+ 〈m〉[1,ma′b′/(a′ +m)]
= 〈a′〉[1, a′b′] = [a′, b′]
which is the result when c = c′ = 1. The general case follows from this as 〈c〉[a, b] =
〈1〉[ca, c−1b] and 〈c′〉[a′, b′] = 〈1〉[c′a′, c′−1b′].
For the second statement, multiplying a by a square in F we may assume a = 1 ∈ F . Then by
the first statement we find 〈1〉[1, b] = 〈a〉[1, b] and the second statement follows. 
Since WqF is generated by 2-dimensional forms, Lemma 1.2 has the following immediate
consequence.
Corollary 1.3. Any two Teichmuller liftings have the same associated lifting homomorphisms
WqF → WqF .
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Definition 1.4. Let v :F → Z be a discrete valuation. We denote by Fv the residue field and
by Fv the completion of F at v.
(i) We define
W1Fv := coker(ˆ :WqFv → WqFv)
where ˆ is the lifting homomorphism.
(ii) We define the map ∂v to be the composite
∂v :WqF(C) → WqF(C)v → W1F(C)v
induced by the natural inclusion of F(C) in its completion at v.
(iii) If C is a smooth projective curve over F we define the unramified Witt group of C by
Wq,ur (C) := ker
(
WqF(C) ⊕∂v−−→
⊕
v discrete
W1F(C)v
)
where the direct sum is taken over all discrete valuation of F(C) trivial on F . (For a smooth
projective curve these are in one–one correspondence with the closed points of C.)
This next lemma shows that the maps ∂v behave in a manner analogous to the second residue
map away from characteristic two.
Lemma 1.5. Suppose that v :F → Z is a discrete valuation. If r, u ∈ F , r is a v-unit, and if s is
v-integral, then ∂v(〈r〉[1, s]) = 0 ∈ W1Fv .
Proof. Let  :Fv → Fv be a Teichmuller map and note by Lemma 1.2 that 〈r〉[1, s] =
〈(r)〉[1, (s)] ∈ im(ˆ :WqFv → WqF). It follows that ∂v(〈r〉[1, s]) = 0 ∈ W1Fv . 
2. Commutative diagrams
Even though we are studying nonsingular hyperelliptic curves (so the function fields are sepa-
rable quadratic extensions of a rational field) we need to deal with the case where residue field ex-
tensions may fail to be separable. In this section we check that the diagrams that arise in this case
do indeed commute. The first two results may be known, but are included for a lack of a reference.
Lemma 2.1. Suppose L = F(√t ), φ ∈ WqF and 〈〈t〉〉φ = 0. Then 〈√t 〉φ ∈ im(WqF → WqL).
In particular, if b ∈ F and 〈〈t〉〉[1, b] = 0 then 〈√t 〉[1, b] = 〈d〉[1, b] ∈ WqL for some d ∈ F .
Proof. We first assume dim(φ) = 2, so by scaling we may assume φ = [1, b]. Then as 〈〈t〉〉φ = 0
we can express b = ℘(r) + td2 for r, d ∈ F . From this b = ℘(r + √td) + √td and so in WqL
we have 〈√t 〉[1, b] = 〈√t 〉[1,√td] = 〈d〉[1,√t d] = 〈d〉[1, td2]. For the second statement, as
℘(L) ∩ F = ℘(F) we find, as the Arf invariants must agree, that 〈d〉[1, td2] = 〈d〉[1, b] as
required.
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meaning that φ(u) = tφ(v) for u,v ∈ V , the underlying vector space of φ.
Case 1. Suppose that φ restricted to V1 := span{u,v} is regular, i.e. it spits off as an orthogonal
symplectic summand of V . Then we can express φ = [a, b] ⊥ φ′ where V1 is the underlying
space of [a, b]. As 〈〈t〉〉[a, b] is isotropic, it is hyperbolic and therefore 〈〈t〉〉φ′ = 0 as well. Ap-
plying induction we are done in this case.
Case 2. Suppose that φ restricted to V1 := span{u,v} is not regular, which means u ⊥ v. Then it
is possible to find an orthogonal decomposition φ = [a, b] ⊥ [t−1a, c] ⊥ φ′ where φ(u) = a and
φ(v) = t−1a. But then,
〈√t 〉([a, b] ⊥ [t−1a, c])= [√t −1a,√tb]⊥ [√t −1a,√t −1c]
= [√t −1a,√tb + √t −1c]= 〈√t 〉[a, b + t−1c].
We have shown that 〈√t 〉φ = 〈√t 〉([a, b + t−1c] + φ′) where dimφ′ = dimφ − 4. Furthermore
〈〈t〉〉([a, b] ⊥ [t−1a, c])= [a, b] + [t−1a, c]+ [t−1a, tb]+ [a, t−1c]
= [a, b + t−1c]+ [t−1a, c + tb]
= [a, b + t−1c]+ 〈t〉[a, t−1c + b]= 〈〈t〉〉[a, b + t−1c]
so our hypothesis that 〈〈t〉〉φ = 0 guarantees that 〈〈t〉〉([a, b + t−1c] + φ′) = 0 also. By induction
on dim(φ) we find
〈√t 〉φ = 〈√t 〉([a, b] ⊥ [t−1a, c]⊥ φ′)
= 〈√t 〉([a, t−1c + b]+ φ′) ∈ im(WqF → WqL)
and we are done. 
The next result is nothing other than a version of the well-known exact triangle for a quadratic
extension for inseparable quadratic extensions in characteristic two.
Theorem 2.2. Suppose L = F(√t ) is quadratic, and s :L → F is the linear functional defined
by s(1) = 0 and s(√t ) = 1. Then for all a, b ∈ F , s∗(〈√t 〉[a, b]) = 〈〈t〉〉[a, b] and consequently
the sequence
0 → 〈〈t〉〉 ·WqF → WqF → WqL s∗−→ 〈〈t〉〉WqF → 0
is exact.
Proof. The exactness at WqF is a consequence of [Ar-Ba, Lemma 2.18] where it is shown that
Hm+1(F (
√
t )/F ) = Ωm−1F ∧ dt for all m. We next calculate s∗(〈
√
t 〉[a, b]). It is the form in
four variables u,v, z,w given by
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(〈√t 〉[a, b])= s(√t(a(u+ v√t )2 + (u+ v√t )(z +w√t )+ b(z +w√t )2))
= au2 + tav2 + uz + tvw + bz2 + btw2.
So s∗(〈√t 〉[a, b]) = [a, b] ⊥ 〈t〉[a, b] = 〈〈t〉〉[1, b].
Now suppose that ψ ∈ WqL. If ψ = 〈u + v√t 〉[1, α] then by the basic relation for Wq
we can express ψ = 〈u〉[1, α1] + 〈v√t 〉[1, α2] in WqL. Further, any element [1, a + b√t ] =
[1, a + b2t] ∈ im(WqF → WqL) already. Putting this together shows that any ψ ∈ WqL can be
expressed as ψ = ψ0 +〈√t 〉ψ1 where ψ0,ψ1 ∈ WqF . So to check the exactness of the sequence
at WqL we consider the case where s∗(ψ0 + 〈√t 〉ψ1) = s∗(〈√t 〉ψ1) = 0. By the calculation
in the first paragraph, 0 = s∗(〈√t 〉ψ1) = 〈〈t〉〉ψ1 and so by Lemma 2.1, 〈√t 〉ψ1 ∈ im(WqF →
WqL) as required. This gives the result. 
This next calculation is straight-forward and well known (see [B, p. 142]) and so the proof is
omitted.
Lemma 2.3. Suppose L = F(α) is a separable quadratic extension of F where α2 + α = q ∈ F .
Suppose s :L → F is the linear functional for which s(1) = 0 and s(α) = 1. Then for a, b ∈ F
the transfers s∗([1, aα]) = [1, a] and s∗(〈α〉[1, b]) = 〈〈q〉〉[1, b].
In the next result we show how to extend a lifting homomorphism in the case where the
extension is quadratic and separable but the residue extension is inseparable.
Theorem 2.4. Suppose that F is complete with respect to a valuation v, and L is a quadratic sep-
arable extension of F . We fix an embedding  :F → F . Suppose that L = F(√t ) is inseparable
and suppose that y = √t for y ∈ L.
(i) If ˆ :WqF → WqF is the lifting homomorphism associated with the embedding  :F → F ,
then ˜ :WqF(
√
t ) → WqL defined by
˜
(
iL/F (φ0)+ 〈
√
t 〉iL/F (φ1)
)= iL/F (ˆ(φ0))+ 〈y〉iL/F (ˆ(φ1))
is a well-defined homomorphism.
(ii) We let s :L → F be the functional with s(1) = 0 and s(√t ) = 1 and let sˆ :L → F be the
functional with sˆ(1) = 0 and sˆ(y) = 1. Then for b ∈ F we have s∗(〈√t 〉[1, b]) = 〈〈t〉〉[1, b]
and sˆ∗(〈y〉[1, (b)]) = 〈〈y〉〉[1, (b)] = 〈〈(t)〉〉[1, (b)].
(iii) Consequently we obtain a commutative diagram with exact columns
WqF

WqF
WqL
ˆ
s∗
WqL
sˆ∗
WqF

WqF.
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(i) Since ˆ is a homomorphism, to show that ˜ is well defined we must show that if φ0, φ1 ∈
WqF and φ0 + 〈√t 〉φ1 = 0 ∈ WqL then iL/F (ˆ(φ0)) + 〈y〉iL/F (ˆ(φ1)) = 0 in WqL. Applying
the inseparable transfer s∗ to φ0 + 〈√t 〉φ1 = 0, we find s∗(φ0 + 〈√t 〉φ1) = 〈〈t〉〉φ1 = 0 in WqF .
We consider three cases.
Case 1. We first suppose φ1 = 0. Then as iL/F (φ0) = 0 we find φ0 = 〈〈t〉〉φ′0 ∈ WqF for
some φ′0 by Theorem 2.2. If dim(φ′0) = 2, then we can assume, after scaling, φ0 = 〈〈t〉〉[1, b]
for some b ∈ F . As t = y2 we find by Lemma 1.2 applied to the complete field L that
˜(φ0) = iL/F (ˆ(φ0)) = iL/F (〈〈(t)〉〉[1, (b)]) = iL/F (〈〈y2〉〉[1, (b)]) = 0. The general case
where dim(φ0) > 2 follows by decomposing φ0 as a sum of 2-dimensional forms.
Case 2. In this case we assume dim(φ1) = 2, say φ1 = [1, b] after scaling. Then as 〈〈t〉〉[1, b] = 0
we have by Lemma 2.1 for some d ∈ F that φ0 = 〈√t 〉φ1 = 〈√t 〉[1, b] = 〈d〉[1, b] ∈ WqF(√t ).
Therefore by Theorem 2.2, for some φ′0 ∈ WqF we have φ0 = 〈d〉[1, b] + 〈〈t〉〉φ′0 ∈ WqF . How-
ever by the argument in Case 1, ˆ(〈〈t〉〉φ′0) = 0 ∈ WqL already so we can drop it and assume
φ0 = 〈d〉[1, b] is 2-dimensional.
The assumption that 0 = φ0 + 〈√t 〉φ1 = 〈d〉[1, b] + 〈√t 〉[1, b] ∈ WqF(√t )
gives 〈〈d√t 〉〉[1, b] = 0 ∈ WqF(√t ) as well. Writing b = ℘(u) + d√tv2 for u,v ∈ F(√t ),
shows we can express (b) = ℘(u′) + (d)yv′2 + m over L for some u′, v′,m ∈ L with
v(m) > 0. As m ∈ ℘(L) we have 〈〈(d)y〉〉[1, (b)] = 0 ∈ WqL. This shows that iL/F (ˆ(φ0)) +
〈y〉iL/F (ˆ(φ1)) = 〈(d)〉[1, (b)] + 〈y〉[1, (b)] = 0 and we are done in this second case.
Case 3. We are now in the case where dim(φ1) > 2 and we proceed by induction on dimension.
As in the proof of Lemma 2.1, since 〈〈t〉〉φ1 = 0 we can conclude either φ1 = [a, b] ⊥ φ′1 where
〈〈t〉〉[a, b] = 0 and dim(φ′1) = dim(φ1)− 2 or that φ1 = [a, b] ⊥ [t−1a, c] ⊥ φ′1 where dim(φ′1) =
dim(φ1)− 4.
In the first subcase where 〈〈t〉〉[a, b] = 0, after scaling we can assume a = 1, and then
by Lemma 2.1 〈√t 〉[1, b] = 〈d〉[1, b] for some d ∈ F . Lifting to L using Lemma 1.2
gives 〈y〉[1, (b)] = 〈(d)〉[1, (b)] in WqL. As dim(φ′1) < dim(φ1) applying induction to
(φ0 + 〈d〉[1, b]) + 〈√t 〉φ′1 = φ0 + 〈
√
t 〉φ1 = 0 shows that 0 = iL/F (ˆ(φ0 + 〈d〉[1, b])) +
〈y〉iL/F (ˆ(φ′1)) = iL/F (ˆ(φ0)) + 〈(d)〉[1, (b)] + 〈y〉iL/F (ˆ(φ′1)) = iL/F (ˆ(φ0)) + 〈y〉[1, b] +
〈y〉iL/F (ˆ(φ′1)) = iL/F (ˆ(φ0))+ 〈y〉iL/F (ˆ(φ1)) as required.
In the second subcase, as 〈√t 〉[t−1a, c] = 〈√t −1〉[a, t−1c] = 〈√t 〉[a, t−1c] we have
〈√t 〉([a, b] ⊥ [t−1a, c]) = 〈√t 〉[a, b + t−1c] ∈ WqL. Applying Lemma 1.2 in L and as
t−1 ∈ L2 we calculate 〈y〉[(t−1a), (c)] = 〈yt−1〉[(a), (t−1c)] = 〈y〉[(a), (t−1c)] so
〈y〉([(a), (b)] ⊥ [(t−1a), (c)]) = 〈y〉[(a), (b + t−1c)]. But now as 0 = φ0 + 〈√t 〉φ1 =
φ0 + 〈√t 〉([a, b + t−1c] + φ′1) ∈ WqL, by induction we find 0 = iL/F (ˆ(φ0)) +
〈y〉iL/F (ˆ([a, b + t−1c] + φ′1)) = iL/F (ˆ(φ0))+ 〈y〉iL/F (ˆ(φ1)) as required. This proves (i).
For (ii), that s∗(〈√t 〉[1, b]) = 〈〈t〉〉[1, b] ∈ WqF was given in Theorem 2.2. To calcu-
late sˆ∗(〈y〉[1, (b)]) we note that sˆ = 〈r(x)−1〉 · s˜ where s˜ :L → F is the linear functional
for which s˜(1) = 0 and s˜(y/r(x)) = 1. As ℘(y/r(x)) = q(x)/(r(x))2, by Lemma 2.3
we find s˜(〈y/r(x)〉[1, (b)]) = 〈q(x)/r(x)2〉[1, (b)] = 〈q(x)〉[1, (b)]. From this we obtain
R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992 1977sˆ(〈y〉[1, (b)]) = 〈r(x)〉s˜(〈r(x)〉〈y/r(x)〉[1, (b)]) = 〈q(x)〉[1, (b)] = 〈〈(t)〉〉[1, (b)] as re-
quired.
For (iii), the exactness of the first column is given in Theorem 2.2. The exactness of the
second column follows from [B, p. 147, Corollary 5.9] since the linear functional we use is a
scalar multiple of the usual functional, the kernel and image of the transfer is unchanged. The
commutativity follows from the definition of ˜ and the calculations just given for the transfers.
This gives the theorem. 
Part (iii) of the previous theorem is what is really needed. In case L is separable over F this
result is easier to obtain.
Theorem 2.5. Suppose that F is complete with respect to a valuation v, α ∈ F is a unit, L =
F(β) is a quadratic separable extension of F where ℘(β) = α, and L = F(β) is separable
over F , although possibly L = F . We let sˆ :L → F be the functional with sˆ(1) = 0 and sˆ(β) = 1.
If L = F we let s :L → F be the functional with s(1) = 0 and s(β) = 1. If L = F the map
WqF → WqL is taken to be the identity and the map s∗ :WqL → WqF is taken to be zero. Then
we have a commutative diagram with exact columns
WqF
ˆ
WqF
WqL
˜
s∗
WqL
sˆ∗
WqF
ˆ
WqF.
Proof. The exactness of the columns follows from the exactness of the Witt group sequence for
quadratic extensions except in the case where L = F where exactness is clear by definition. In
the case where L = F , by the uniqueness of the lifting homomorphism we can assume that ˆ
is necessarily the composite WqF → WqF → WqL so the upper square must commute. In this
case the lower square must also commute since the composite WqF → WqL → WqF is zero as
is s∗ :WqL → WqF .
The other case is where L = F(β) is separable and quadratic. In this case, modifying α by
an element of ℘(F) if necessary, we may assume that α lies in the image of an embedding
 :F → F and consequently this embedding can be extended to ′ :L → L with β → β . In this
case as ˆ and ˜ are induced by these embeddings the commutativity of the diagram follows. 
3. The hyperelliptic case
When C is hyperelliptic and given by the affine equation y2 + r(x)y + q(x) = 0, the function
field F(C) = F(x)[y] is a separable quadratic extension of F(x). We set α = q(x)/r(x)2, so that
β := y/r(x) = ℘−1(α) ∈ F(C). The inclusion F(x) ⊂ F(C) induces a map WqF(x) → WqF(C)
and we have a transfer s∗ :WqF(C) → WqF(x) associated with the linear map given by 1 → 0
and β → 1.
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venient to denote the elements of P1F by p where π(p) = p. We identify points in P1F with
irreducible monic polynomials in F [x] along with ∞. For all p ∈ C (respectively p ∈ P1F )
we denote by F(C)p (respectively F(x)p) the completions at the vp (respectively vp)-adic
valuations. As F(C)/F (x) is a separable quadratic extension, whenever there is a single p
over p, the field F(C)p = F(x)p[β] is a separable quadratic extension of F(x)p . We denote
by F(p) := F(x)p ∼= F [x]/(p) the residue field at the vp-adic valuation and by F(p) := F(C)p .
Suppose p ∈ F [x] is irreducible. We need information about π−1(p) and the properties of the
extended valuation vp of vp . There are four cases, the inertial, split, tame and wild. The inertial
and split cases correspond to vp(α) 0, or equivalently when p  r(x). When p is inertial F(p)
is a separable quadratic extension of F(p), and when p is split there are two p with π(p) = p.
These are the étale cases. When p | r(x) there are two cases: the tame case is where q(x) ∈ F(p)2
(which includes p = ∞) and the wild case is where q(x) /∈ F(p)2. The next lemma summarizes
the properties of these four cases. For notational convenience we view the Teichmuller map
F(p) → F(x)p as an inclusion.
Lemma 3.1. Let π :C→ P1F be the hyperelliptic curve given by the affine equation y2 + r(x)y +
q(x) = 0. We denote α = q(x)/(r(x))2 ∈ F(x). If p ∈ P1F , then p is inertial, split, tame or wild
according to the following.
(i) p is inertial or split if and only if vp(α) 0.
(ii) If vp(α) 0 and α /∈ ℘(F(p)), then p is inertial, that is, there is a single p with π(p) = p.
In this case F(p) = F(p)[℘−1(α)] is a proper quadratic separable extension of F(p).
(iii) If vp(α) 0 and α ∈ ℘(F(p)), then p is split, that is, there are two p with π(p) = p and
F(C)p = F(x)p for each.
(iv) If p | r(x) is tame then F(C)p = F(x)p(℘−1(α˜p)) where α˜p = m/p + o for m = 0 ∈ F [x]
with deg(m) < deg(p) and o ∈ F(x) with vp(o) 0. In this case vp is ramified and F(p) =
F(p). This includes p = ∞.
(v) If p | r(x) is wild, then F(C)p = F(x)p(℘−1(α˜p)) where α˜p = /p2 +m/p + o for ,m ∈
F [x] with degrees less than deg(p),  /∈ F(p)2, and o ∈ F(x) with vp(o) 0. In this case
F(p) = F(p)(
√
q(x) ) = F(p)(
√
 ) and the value group does not extend.
Proof. Part (i) is a consequence of other parts, so we prove them. In case vp(α)  0 and α /∈
℘(F(p)), then by valuation theory the residue field F(p) must be a proper separable quadratic
extension of F(p) and there is a single extension of vp to F(C), that is a single p with π(p) = p
as required in the inertial case. Otherwise, if α = ℘((x)) ∈ F(p) for (x) ∈ F [x] there are two
p with π(p) = p (they are given by the ideals (y + (x),p(x)) and (y + 1 + (x),p(x)) in the
affine coordinate ring F [x, y]/(y2 + r(x)y + q(x)) of C). So by valuation theory we have the
desired properties in the split case. This gives (ii) and (iii).
For (iv) and (v) we are in the case where vp(α) < 0. Here p | r(x) or p = ∞. We apply partial
fractions and express
α = q(x)/r(x)2 =
t∑( ′pi (x)
(pi(x))2
+ m
′
pi
(x)
pi(x)
)
+ α∞i=1
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′
pi
(x) ∈ F [x] have degree less
than deg(pi(x)) and α∞ ∈ F [x]. We also abbreviate αpi :=
′
pi
(x)
(pi (x))
2 +
m′
pi
(x)
pi (x)
so that α =∑t
i=1 αpi + α∞. In order to describe the local extensions we set opi =
∑
j =i αpj + α∞ ∈ F(x)
so that F(C)pi = F(x)pi [℘−1(α)] = F(x)pi [℘−1(αpi + opi )].
We fix one such pi(x) and suppress the subscript i for readability. In the tame case,
as q(x) ∈ F(p)2, we also have ′(x) ∈ F(p)2. Expressing ′(x) = (h(x))2 + p(x)j (x) for
h(x), j (x) ∈ F [x] with degree less than deg(pi(x)), we can write αp = ′(x)(p(x))2 + m
′(x)
p(x)
=
℘(
h(x)
p(x)
) + h(x)+j (x)+m′(x)
p(x)
. We set m(x) = h(x) + j (x) + m′(x) and α˜p := m(x)p(x) + op . We
claim m(x) = 0. We suppose m(x) = 0 and that p(s) = 0 for some s algebraic over F . Ex-
pressing r(x) = p(x)r0(x) for some r0(x), as r(x) does not have multiple roots we have
r0(s) = 0 and r ′(s) = p′(s)r0(s) = 0. We also have α = q(x)/(r(x))2 = αp(x) + op(x) =
℘(h(x)/p(x))+m(x)/p(x)+ op(x) where op(x) is a rational function with denominator prime
to p(x). So if m(x) = 0, q(x) = (h(x)r0(x))2 + h(x)p(x)(r0(x))2 + op(x)(r(x))2 and we see
as p(s) = 0 that q ′(s) = h(s)p′(s)(r0(s))2. But if (s, t) ∈ CF(s) we see t2 = q(s) = (h(s)r0(s))2
so t = h(s)r0(s). We find that r ′(s)t + q ′(s) = 0 contrary to our nonsingularity hypothesis. This
contradiction means m(x) = 0, and then as F(C)p = F(x)p(℘−1(α˜p)) and as vp(α˜p) = −1,
we see the extension is ramified. As g  1, when p = ∞ we also have F(C)p = F(x)p(℘−1(α))
where v 1
x
(α) < 0 and is odd since α = q(x)/r(x)2 and deg(q(x)) = 2g+1 while deg(r(x)) g.
Therefore, in this case the extension is also tamely ramified. This gives part (iv)
In the wild case we set α˜p = /p2 + m/p + o and note that y2 =  /∈ F(p)2. Therefore the
residue field F(p) is the proper inseparable quadratic extension F(p) = F(p)[
√
q(x) ]. This
gives part (v). 
For the sequel we need to specify the transfer maps WqF(C)p → WqF(x)p to ensure we
can obtain the commutative diagrams guaranteed by Theorems 2.4 and 2.5. This is necessary
for the calculations in 3.2–3.4 below. Whenever p is split the transfer s∗ :
⊕
π(p)=p WqF(C)p →
WqF(x)p is given by the codiagonal map. In the inertial, tame and wild cases the extension of
complete fields F(C)p/F (x)p is quadratic. When p is inertial or tame we let s∗p :WqF(C)p →
WqF(x)p be the transfer associated with the linear map 1 → 0, β = y/r(x) → 1. However, in
the wild case, we choose the transfer to be induced by the functional 1 → 0, y → 1. In this case,
we note that as y is a unit with y2 = q(x) ∈ F(x)p , Theorem 2.4 can be applied.
The description of the transfer maps just provided along with the exact sequence of a quadratic
extension gives the following.
Lemma 3.2. If C → P1F is hyperelliptic given by y2 + r(x)y + q(x) = 0, and if α =
q(x)/(r(x))2 ∈ F(x), then for all p ∈ P1F the sequence
0 → WF(x)p · [1, α] → WqF(x)p →
⊕
π(p)=p
WqF(C)p
s∗p−−→ WqF(x)p → 0
is exact.
Proof. The split case is exact as the maps are the diagonal and codiagonal maps. In the
tame and ramified cases this result is the usual exact sequence for a quadratic extension (see
1980 R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992[B, Theorem 5.8, p. 142]). In the wild case, the choice of functional inducing s∗p is different
than in [B], however it is a scalar multiple of the usual, so the exactness of the sequence is
retained. 
This next result gives the analogue of Lemma 3.2, except in the case of the W1’s.
Theorem 3.3. Assume F and C are as above.
(i) Suppose that p ∈ P1F is an étale point of π :C→ P1F . Then we have an exact sequence
W1F(x)p →
⊕
π(p)=p
W1F(C)p → W1F(x)p.
(ii) Suppose that p is a tame or a wild point of π :C→ P1F . Then we have a zero sequence
W1F(x)p → W1F(C)p → W1F(x)p
which has homology isomorphic to WqF(x)p/〈〈q(x)〉〉WqF(x)p at W1F(C)p .
(iii) In the tame case when q(x) ∈ F(p)2 the homology class of an element ∑i〈ti〉[1, ai] ∈
WqF(p) is represented by the class
∑
i〈ti〉[1, ai yr(x) ] ∈ W1F(C)p . In the wild case where
q(x) /∈ F(p)2 the homology class of an element ∑i〈ti〉[1, ai] ∈ WqF(p) is represented by
the class 〈r(x)〉∑i〈ti〉[1, ai yr(x) ] ∈ W1F(C)p .
Proof. Consider the following diagram whose maps are described below and where the top entry,
WF(x)p · [1, α˜p], is included in the tame and wild cases.
WF(x)p · [1, α˜p]
0 WqF(p) WqF(x)p W1F(x)p 0
0
⊕
π(p)=p WqF(p)
⊕
π(p)=p WqF(C)p
⊕
π(p)=p W1F(C)p 0
0 WqF(p) WqF(x)p W1F(x)p 0
∗ 0
The rows are given by lifting homomorphisms which define the W1’s and therefore are exact.
The first maps in the columns are induced by inclusion and the second maps in the middle
column are the transfer maps specified in the discussion above Lemma 3.2. The second maps
in the left column are those specified by Theorems 2.4 and 2.5 to ensure the diagram commutes.
The second maps in the third column are the induced maps so the full diagram commutes. The
R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992 1981group ∗ will be specified below. In the tame and wild cases WF(x)p · [1, α˜p] is the kernel of
WqF(x)p → WqF(C)p and this part of the diagram is used in the proof of Theorem 3.4 below.
We will chase this diagram to prove the theorem. For part (i), in the étale case, the left column
is exact as well with the ∗ replaced by 0, for F(C)p is a proper (separable) quadratic extension
of F(x)p in the inertial case and we have the codiagonal map, which is surjective, in the split
case. With ∗ replaced by 0, chasing the diagram gives the exactness required in (i).
For (ii), in the tame and wild cases there is a single p with π(p) = p and by Lemma 3.1 F(p)
is F(p) in the tame case and is F(p)(
√
q(x) ) in the wild case. In either case if we replace the
∗ by WqF(p)/〈〈q(x)〉〉F(p) we have an exact column mapping onto ∗. This uses Theorem 2.2
when q(x) /∈ F(p)2 and the fact that WqF(p) → WqF(p) is the zero map when q(x) ∈ F(p)2.
We now follow the chase as in part (i) except that the obstruction to exactness at W1F(E)p
occurs at ∗. This gives the homology as required by part (ii).
For part (iii), in the tame case we are using the functional s(y/r(x)) = 1 and s(1) = 0 where
℘(
y
r(x)
) = α ∈ F(x), and therefore by Lemma 2.3, s∗F(C)p/F (x)p ([1, a yr(x) ]) = [1, a]. So the
homology isomorphism is given by the map which sends
∑
i〈ti〉[1, ai] ∈ WqF(p) to the class
of
∑
i〈ti〉[1, ai yr(x) ] ∈ W1F(C)p . However, in the wild case, because we are using the functional
with s(y) = 1 and s(1) = 0, we have s∗F(C)p/F (x)p ([r(x)−1, ay]) = [1, a]. Therefore we find that
the homology isomorphism is given by the map which sends
∑
i〈ti〉[1, ai] ∈ WqF(p) to the class
of
∑
i〈ti〉[r(x)−1, aiy] = 〈r(x)〉
∑
i〈ti〉[1, ai yr(x) ] ∈ W1F(C)p . 
The next result calculates the kernel of W1F(x)p →⊕π(p)=p W1F(C)p .
Theorem 3.4. Assume F and C are as above. We denote by
K(p) := ker
(
W1F(x)p →
⊕
π(p)=p
W1F(C)p
)
.
(i) If p is split then K(p) = 0.
(ii) If p is inertial then K(p) = 〈p〉 ·WF(p) · [1, α].
(iii) If p is tamely ramified then
K(p) = WF(p) · [1, α˜p] + 〈p〉 ·WqF(p).
(iv) If p is wild then
K(p) = WF(p) · [1, α˜p] + 〈p〉 ·WF(p) · [1, α˜p] + 〈p〉〈〈〉〉 ·WqF(p)+Jp
where Jp is generated by the forms 〈pi〉〈〈sp〉〉[1, s/p+ sm+ s2] where i = 0,1,  and m
are as specified in Lemma 3.1 and s ∈ F(p).
Proof. In the split case W1F(x)p →⊕π(p)=p W1F(C)p is the diagonal map and therefore is
injective as required by (i). In the inertial case, applying Theorem 1.3 of [AJ], every element
of WqF(x)p can be expressed uniquely as φ = φ1 ⊥ ψ ⊥ 〈p〉φ2 where φ1, φ2 are in the image
of the lifting homomorphism WqF(p) → WqF(x)p , p is a uniformizing parameter for vp , and
ψ ∈R where R is defined in [AJ]. If φ → 0 ∈ W1F(C)p , as F(p) is separable over F(p) the
decomposition provided by Theorem 1.3 of [AJ, 2] applied to WqF(C)p respects the decom-
1982 R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992position for F(x)p and therefore we have ψ = 0. As W1F(x)p = cok(WqF(p) → WqF(x)p)
this means that any element in K(p) must in fact lie in 〈p〉 · ker(WqF(p) → WqF(p)) =
〈p〉 ·WqF(p) · [1, α]. As F(x)p is Henselian, this gives (ii).
For (iii) and (iv) we first note that the generators listed for K(p) are contained in the kernel.
Clearly each [1, α˜p] vanishes in WqF(p)[℘−1(α˜p)]. In the tame case vp(p) = 2 and therefore
by Lemma 1.2 the image of 〈p〉 · WqF(p) in WqF(C)p coincides with the image of WqF(p)
and therefore vanishes in W1F(C)p . This takes care of the tame case. In the wild case, we check
that the forms in Jp vanish. If β2 + β = α˜p = /p2 + m/p + o as in Lemma 3.1, then pβ2 =
/p +m+ βp + po so as 〈〈sp〉〉[1, spβ2] = 0,
〈〈sp〉〉[1, s/p ] = 〈〈sp〉〉[1, s/p + spβ2]
= 〈〈sp〉〉[1, s/p + s(/p +m+ βp + po)]
= 〈〈sp〉〉[1, s(m+ βp)]
as vp(pso) > 0 gives pso ∈ ℘(F(x)p). But as β2p2 = , over F(x)p(β) we have [1, s(m +
βp)] = [1, sm + s2β2p2] = [1, sm + s2]. So altogether we find 〈〈sp〉〉[1, s/p + sm + s2] =
0 ∈ WqF(x)p(β), as required. Finally, as  ∈ F(x)p(β)2 we have 〈〈〉〉[1, s] = 〈〈1〉〉[1, s] = 0 ∈
WqF(x)p(β) by Lemma 1.2, showing the generators for K(p) are contained in the kernel in the
wild case.
Next, by a chase in the diagram used in the proof of Theorem 3.3, the kernel K(p) equals
the image of WF(x)p · [1, α˜p] in W1F(x)p . So for any f ∈ WF(x)p our goal is to show that
〈f 〉[1, α˜p] is a sum of elements described as generators for K(p). In the tame case we have
α˜p = m/p+o as in Lemma 3.1. We let i = vp(f ) and then we can express f = api +bpi+1 + z
where a, b ∈ F(p), i ∈ Z and vp(z) > i + 1. Since we are in the tame case vp(α˜p) = −1, so
v( z
f
α˜p) > 0, and in WqF(x)p we have by the fundamental relation in Wq
〈f 〉[1, α˜p] =
〈
api
〉[
1,
api
f
α˜p
]
+ 〈bpi+1〉[1, bpi+1
f
α˜p
]
+ 〈z〉
[
1,
z
f
α˜p
]
= 〈api 〉[1, α˜p] + 〈api, bpi+1〉[1, bpi+1
f
α˜p
]
.
However, 〈api〉[1, α˜p] ∈ WF(p) · [1, α˜p] or 〈p〉WF(p) · [1, α˜p] depending upon the parity
of i. Using the definitions, bpi+1α˜p/f is a unit with residue bm/a and therefore 〈api, bpi+1〉
[1, bpi+1
f
α˜p] = 〈api, bpi+1〉[1, bm/a] ∈ 〈p〉 · WqF(p) + WqF(p). So as WqF(p) maps to 0
in W1F(x)p we find that 〈f 〉[1, α˜p] lies in the image of WF(p) · [1, α˜p]+WF(p) · 〈p〉[1, α˜p]+
〈p〉 ·WqF(p) inside W1F(x)p .
To conclude (iii) we show 〈p〉[1, α˜p] ∈ WF(p) · [1, α˜p] + 〈p〉 · WqF(p) inside W1F(x)p .
For, 〈〈p〉〉[1,m/p ] = 〈〈m〉〉[1,m/p ] = 〈〈m〉〉[1, α˜p] + 〈〈m〉〉[1, o] ∈ WF(p) · [1, α˜p] + WqF . So
〈p〉[1, α˜p] = 〈p〉[1,m/p ]+〈p〉[1, o] = 〈〈p〉〉[1,m/p ]+[1,m/p]+〈p〉[1, o] = 〈〈p〉〉[1,m/p ]+
[1, αp] + [1, o] + 〈p〉[1, o] ∈ WF(p) · [1, α˜p] + 〈p〉 · WqF(p) as WqF → 0 in W1F(x)p . This
gives (iii).
Finally, in the wild case, we have by Lemma 3.1(iv) α˜p = /p2 +m/p + o where  /∈ F(p)2.
For any f ∈ F(x)p we can express f = api + bpi+1 + cpi+2 + z where a, b, c ∈ F(p), i ∈ Z
and v(z) > i + 2. Since vp( z α˜p) > 0, in WqF(x)p we have by the fundamental relationf
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〈
api
〉[
1,
api
f
α˜p
]
+ 〈bpi+1〉[1, bpi+1
f
α˜p
]
+ 〈cpi+2〉[1, cpi+2
f
α˜p
]
= 〈api 〉[1, α˜p] + 〈api, bpi+1〉[1, bpi+1
f
α˜p
]
+ 〈api, cpi+2〉[1, cpi+2
f
α˜p
]
.
Next, a direct calculation shows that
bpi+1
f
= b
a
p + b
2
a2
p2 + z′ where vp(z′) 3
and therefore
bpi+1
f
α˜p =
(
b
a
p + b
2
a2
p2 + z′
)(
/p2 +m/p + o)
= b
a
p−1 + b(ma + b)
a2
+ z′′ where vp(z′′) 1.
Similarly
cpi+2
f
α˜p = c
a
+ z′′′ with vp(z′′′) 1.
Putting all this together shows that
〈f 〉[1, α˜p] =
〈
api
〉[1, α˜p] + 〈api, bpi+1〉[1, b
a
p−1 + b(ma + b)
a2
]
+ 〈api, cpi+2〉[1, c
a
]
.
We are done as we note that 〈api, bpi+1〉[1, b
ap
+ b(ma+b)
a2
] = 〈pi〉〈〈sp〉〉[1, s
p
+ sm + s2]
where s = b/a and that 〈api, cpi+2〉[1, c
a
] = 〈pi〉〈〈s〉〉[1, s] = 〈pi〉〈〈〉〉[1, s] where s = c/a
and where we note this form lies in WqF(p) when i = 0. The result follows. 
Remark 3.5. The results in Theorem 3.4 remain valid in the wild case where the transfer map
is replaced by the one induced by 1 → 0 and y/r(x) → 1. This is because this change does not
affect the kernel of the transfer. This observation is needed in the proof of Theorem 4.5.
Remark 3.6. In the étale and tamely ramified cases it is also possible to prove Theorem 3.4
directly using the decomposition of the Witt groups of the complete fields F(x)p and F(C)p
given in [AJ, Section 1].
4. Generators for the Witt group
We begin by recalling the main theorem given in [AJ].
1984 R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992Theorem 4.1 (Analogue of the Milnor–Scharlau Sequence). Suppose that F is a field of char-
acteristic 2 and F(x) is a rational function field in one variable over F . Then there exists a
compatible collection of second residue and transfer maps that fit into an exact sequence
0 → WqF → WqF(x) ⊕∂p−−→
⊕
p, 1
x
W1F(x)p
⊕s∗p−−→ WqF → 0
where the direct sum is taken over discrete valuations on F(x).
The Milnor sequence is the key for studying Wq,urC. We use it to build the commutative dia-
gram below. In this diagram, the second and fourth rows are the Milnor sequences and are exact.
Its third row is what we need to analyze, where by definition the unramified Witt group Wq,urC is
the kernel of the map WqF(C) →⊕p∈C W1F(C)p . Unlike the previous two sections, all trans-
fer maps from proper quadratic extensions s∗ :WqF(C)p → WqF(x)p will be given by yr(x) → 1
and 1 → 0. The third column has homology given by Theorem 3.3. The second column is exact
as it is the sequence of a separable quadratic extension.
WF(x) · [1, α]
0 WqF WqF(x)
⊕
p∈P1F W1F(x)p WqF 0
0 Wq,urC WqF(C)
⊕
p∈C W1F(C)p
0 WqF WqF(x)
⊕
p∈P1F W1F(x)p WqF 0
0
Lemma 4.2. The diagram above is commutative.
Proof. There are three squares to check. To see the two right squares commute we note the hor-
izontal maps are composites of the inclusions to the local Witt group followed by the projection
to the W1’s. So these two squares break up at each p as follows,
WqF(x) WqF(x)p W1F(x)p
WqF(C)
⊕
π(p)=p WqF(C)p
⊕
π(p)=p W1F(C)p
WqF(x) WqF(x)p W1F(x)p
R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992 1985and the commutativity we want follows if this diagram commutes. Here, the right hand squares
commute because the maps in the third column are the induced maps on the W1’s. The upper
left map square commutes as all maps are induced by inclusions. So we need to check the lower
left square. There are four cases depending upon whether p is inertial, split, tame or wild. If p
is inertial, tame or wild, then there is a single p with π(p) = p and then F(C)p is a separable
quadratic extension of F(x)p . When this happens, as each transfer is induced by 1 → 0 and
y/r(x) → 1, the diagram commutes.
If p is split, then on the left, for f + g y
r(x)
∈ F(C) with f,g ∈ F by Lemma 2.3,
s∗F(C)/F (x)([1, f + g yr(x) ]) = [1, g] ∈ WqF(x). Looking at the center of the diagram, we know
that
⊕
p|p WqF(C)p = WqF(x)p ⊕ WqF(x)p and therefore the vertical map WqF(x)p ⊕
WqF(x)p → WqF(x)p is the codiagonal map. As the composite map WqF(x) → WqF(x)p ⊕
WqF(x)p maps into the diagonal we see that [1, f ] ∈ WqF(x) maps to 0 under this composite.
This means the square commutes on the elements in the image im(WqF(x) → WqF(C)).
We must next show that [1, g y
r(x)
] ∈ WqF(C) maps to [1, g] ∈ WqF(x)p as well. For this we
need to use the isomorphism F(C)p = F(x)p[z]/(z2 +z+α) → F(x)p ⊕F(x)p . If b ∈ F(x)p is
a root of z2 +z+α then z+b and z+b+1 are orthogonal idempotents in F(x)p[z]/(z2 +z+α)
and consequently the isomorphism is given by (r(z+b)+s(z+b+1)) → (r, s) for r, s ∈ F(x)p .
As we identify F(C) = F(x)[ y
r(x)
] = F(x)[z]/(z2 + z + α) where ( y
r(x)
)2 + y
r(x)
+ α = 0 and
since gz = g(b + 1)(z + b) + gb(z + b + 1) we see this means that [1, g y
r(x)
] ∈ WqF(C) maps
to ([1, gb], [1, g(b + 1)]) under the horizontal map WqF(C) → WqF(x)p ⊕ WqF(x)p . As the
vertical map is the codiagonal in this case we find that [1, g y
r(x)
] maps to [1, gb]+[1, g(b+1)] =
[1, g] under the composite, as desired. So the two right squares of the original diagram commute.
Finally, the upper left square of the original diagram commutes because all maps are induced
by inclusion and the commutativity of the upper right square shows that the inclusion of WqF
in Wq,urC makes sense. This give the commutativity of the required diagram. 
Definition 4.3. For p | r(x) we define Kp ⊂ WqF(x) by
Kp := ∂−1p
(K(p))∩( ⋂
t =p, 1
x
ker ∂t
)
.
Lemma 4.4. The induced map ∂p :Kp →K(p) is surjective.
Proof. Of course, by definition the image ofKp in W1F(x)p is contained inK(p). If ψp ∈K(p)
then by the reciprocity law of Theorem 4.1, there exists θ ∈ WqF(x) with ∂p(θ) = ψp , ∂t (θ) = 0
for t = p, 1
x
and where ∂ 1
x
(θ) = 〈 1
x
〉s∗p(ψp). It follows that θ ∈Kp and ∂p(θ) = ψp . 
We may now give the main result which determines Wq,urC for the cases considered in this
paper.
Theorem 4.5. Suppose C is the hyperelliptic curve given by y2 + r(x)y + q(x) = 0 has genus at
least 1. Then the unramified Witt group Wq,urC is generated as a WF -module by the Kpi where
the pi range over factors of r(x).
Proof. We refer to the commutative diagram from Lemma 4.2. Suppose γ ∈ ker(WqF(C) →⊕
p∈C W1F(C)p). Then by the Milnor sequence we can express s∗F(C)/F (x)(γ ) =
∑
i〈ti〉[1, ai] ∈
1986 R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992im(WqF → WqF(x)) for ai, ti ∈ F . Since s∗F(C)/F (x) is induced by the map y/r(x) → 1 and
1 → 0, by Lemma 2.3 s∗F(C)/F (x)(γ −
∑
i〈ti〉[1, aiy/r(x)]) = 0. If we choose φ ∈ WqF(x)
with φ → γ − ∑i〈ti〉[1, aiy/r(x)] ∈ WqF(C) we see as γ → 0 ∈ ⊕p∈C W1F(C)p that φ
and
∑
i〈ti〉[1, aiy/r(x)] have the same image in
⊕
p∈C W1F(C)p . Consequently, for each p
the image of
∑
i〈ti〉[1, aiy/r(x)] represents the trivial class in the homology of W1F(x)p →
W1F(C)p → W1F(x)p . So according to the calculation of this homology given in Theo-
rem 3.3(iii), as C has a tame and rational ramification at ∞ we must have ∑i〈ti〉[1, ai] =
0 ∈ WqF . This shows s∗F(C)/F (x)(γ ) = 0. By the exactness of quadratic sequence we obtain
γ ∈ im(WqF(x) → WqF(C)).
Let γ0 ∈ WqF(x) map to γ ∈ WqF(C). We note for each p ∈ P1F that ∂pγ0 ∈ W1F(x)p
lies in K(p) = ker(W1F(x)p → ⊕p|p W1F(C)p). We apply Theorem 3.4 (and Remark 3.5
in the tame case). If p is a split point then ∂pγ0 = 0. Let p be a inertial point. We find
that ∂pγ0 = 〈p〉ψp[1, α] where ψp ∈ WF(p). Since F(p) ∼= F [x]/(p) there exist fi ∈ F [x]
with deg(fi) < deg(p) so that ψp = 〈f1, f2, . . . , fn 〉. So we can modify γ0 to γ ′0 = γ0 −〈p〉〈f1, f2, . . . , fn〉[1, α]. We find that ∂p(γ ′0) = 0 and ∂p′(γ ′0) = ∂p′(γ0) for all p′ = p with
deg(p′) deg(p). Moreover we still have γ ′ → γ ∈ WqF(C). If we do this starting at the high-
est degree inertial points and work down through all inertial points with nonzero differential, we
see we can assume that γ0 is chosen with ∂pγ0 = 0 at all étale points p.
At finite tame or wild points pi , using Lemma 4.3 we can express ∂pi (γ0) = ∂pi (ψi) for
ψi ∈Kpi . Since ∂p(ψi) = 0 at all finite points p different from pi if we set ψ =
∑
i ψi we find
that ∂p(γ0 − ψ) = 0 at all finite p ∈ C. But then, according to the reciprocity law of the Milnor
sequence in Theorem 4.1, we find ∂ 1
x
(γ0 −ψ) = 0 as well. This shows that γ0 −ψ ∈ im(WqF →
WqF(x)). The assertion of the theorem follows. 
This next result is an analogue of the main result of Parimala and Sujatha [PS] for the case
where the characteristic is different from two.
Corollary 4.6. Suppose C is the hyperelliptic curve given by y2 + r(x)y + q(x) = 0 and C has
rational and tame ramification at all ramified points. We express r(x) =∏ti=1(x − ri). Then the
unramified Witt group WqC is generated as a WF -module by the 〈x − ri〉 · WqF together with
the [1, αi] where the i range over factors of r(x).
Proof. According to Theorem 3.4(iii), we know that when pi | r(x) is tame, K(pi) = 〈x − ri〉 ·
WqF +WF · [1, αi] ⊂ W1F(x)pi . From this one readily checks that for such pi , Kpi = 〈x − si〉 ·
WqF +WF · [1, αi] ⊂ WqF(x). The result is now a consequence of Theorem 4.5. 
According to [S, p. 324], if E in an elliptic curve given by a Weierstrass equation with
j (E) = 0 then E can be represented in the form y2 + xy = x3 + a2x2 + a6. If j (E) = 0 then E
has a can be represented as y2 + a3y = x3 + a4x + a6. In this situation we have the following.
Corollary 4.7. Suppose E is the elliptic curve given by y2 +xy = x3 +a2x2 +a6 where a6 ∈ F 2.
Then Wq,urE = WqF + 〈x〉 · WqF + WF · [1, x] ⊂ WqF(E). If E is given by y2 + a3y =
x3 + a4x + a6 we have Wq,urE = WqF .
Proof. In the first case, as a6 ∈ F 2 we see E is tamely ramified at the rational point (0,√a6 ).
The result now follows from Corollary 4.6. 
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As an application of Corollary 4.7 we derive a generator-relation structure for WqE when F
is perfect and E is elliptic with rational ramification.
Definition 5.1. (i) When j (E) = 0 we set W˜qE := (WqF ⊕{0, [1, x]})⊕〈x〉(WqF ⊕{0, [1, x]}).
Following the notation from the Witt group, the sum [1, a]+ 〈x〉[1, a] in W˜qE is denoted 〈〈x, a.
We define RE ⊂ W˜qE to be the subgroup generated by forms 〈〈x,TrF(p)/F (cp) where the
p = (cp, dp) range over all points of E ×F Fsep, together with 〈〈x, x. Here the trace is taken
from the field of definition of the point p which is defined over the separable closure Fsep of F .
(ii) When j (E) = 0 we set W˜qE := WqF and RE = 0.
By definition every element of W˜qE is of the form [1, a + bx] + 〈x〉[c + dx] where a, c ∈ F
and b, d ∈ {0,1}. So the group W˜qE is just a formal direct sum of elements we know by Corol-
lary 4.7 to be generators for Wq,urE. Our result is that the relations between these generators are
given by the subgroup RE . We note that in case dp /∈ F(cp), then as F(p)/F (cp) is quadratic
we find TrF(p)/F (cp) = TrF(cp)/F (TrF(p)/F (cp)(cp)) = TrF(cp)/F (0) = 0. So in our calculations
below we will be able to restrict to the case where F(p) = F(cp).
The main result of this section is the next theorem. It shows that when the points of order 2
of E are rational the group Wq,urE has a generator and relation structure analogous to that the
situation away from characteristic two given in [AEJ].
Theorem 5.2. For E as above we have Wq,urE ∼= W˜qE/RE .
Proof. When j (E) = 0 we have W˜q(E) = WqF . In this case, as r(x) = a3 we find by Corol-
lary 4.6 that Wq(E) = WqF . So we assume j (E) = 0 and that E is given by y2 + xy =
x3 + a2x2 + a6. We have a surjective map ψ : W˜qE → Wq,urE which takes the element
[1, a + bx] + 〈x〉[c + dx] ∈ W˜qE to its corresponding quadratic form in WqF(E), which by
Corollary 4.7 maps onto Wq,urE.
We next check that RE is contained in the kernel of ψ . For r ∈ F , by a direct calculation
in F(x, z) we have the identity,
℘
(
r
x − r · z
)
+ x
( √
r
x − r · z
)2
= r
x − r ·℘(z).
This means, that in F(E), since ℘(y
x
) = x3+a2x2+a6
x2
setting z = y
x
, gives
r
x − r ·
x3 + a2x2 + a6
x2
∈ ℘(F(E))+ xF(E)2.
Similarly, if p = (r, s) ∈ E is a rational point, as ℘( s
r
) = r3+a2r2+a6
r2
we find,
r · r
3 + a2r2 + a6
2 ∈ ℘
(
F(x)
)+ xF(x)2
x − r r
1988 R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992as well. Applying partial fractions gives,
r
x − r ·
x3 + a2x2 + a6
x2
= r + r
x − r ·
r3 + a2r2 + a6
r2
+ a6r
−1
x
+ a6
x2
.
As F is perfect we have a6r
−1
x
+ a6
x2
= x(
√
a6r−1
x
)2 +℘(
√
a6
x
)+ x( 4
√
a6
x
)2 ∈ ℘(F(x))+ xF(x)2.
Altogether, when (r, s) ∈ E is a rational point, this shows that r ∈ ℘(F(E)) + xF(E)2
which gives 〈〈x, r = 0 ∈ WqF(E). Applying the trace shows more generally that for any
p = (r, s) ∈ E, 〈〈x,TrF(p)/F (r) = 0 ∈ WqF(E) and this shows that RE is contained in the
kernel of ψ .
We need to show all relations lie in RE . To begin we show that 〈〈x, a2 → 0 ∈ WqF(E) and
that 〈〈x, a2 ∈RE as well. As x+a2 +a6/x2 ∈ ℘(F(E)) and as a6/x2 ∈ ℘(F(x))+xF(x)2 we
see a2 ∈ ℘(F(E))+ xF(E)2. This gives 〈〈x, a2 → 0 ∈ WqF(E). Next, in case x3 + a2x2 + a6
is irreducible with root c, then (c,0) ∈ EF(c) and TrF(c)/F (c) = a2. In case x3 + a2x2 + a6 is
reducible we apply this argument to its irreducible factors to see that a2 is still a sum of traces
and therefore 〈〈x, a2 ∈RE .
We now assume some element [1, a + bx] + 〈x〉[1, c+ dx] ∈ W˜qE maps to 0 under ψ . Since
〈〈x, x ∈RE we may assume d = 0. Also as a relation must have Arf invariant 0, we see then
that b = 0 as well and that a + c ∈ ℘(F). So we can assume c = a and it suffices to determine
for which a ∈ F we have 〈〈x, a = 0 ∈ WqF(E). This occurs when a ∈ ℘(F(E)) + xF(E)2.
Since E = F(x)(β) is the separable quadratic extension with ℘(β) = q(x)/x2 we calculate in
this quadratic extension that a ∈ ℘(F(E))+ xF(E)2 if and only if
a = ℘(r + uβ)+ x(s +wβ)2
= ℘(r)+ xs2 + (u2 + xw2)q(x)
x2
+ (℘(u)+ xw2)β
= ℘(r)+ xs2 + (u2 + xw2)q(x)
x2
for r, s, u,w ∈ F(x) with ℘(u) = xw2. However, as F is perfect, F(x) has x as a 2-basis so this
latter condition is equivalent to u = 1/(1 + xm2) and w = m/(1 + xm2) for some m ∈ F(x).
Writing m = v1/v2 where v1, v2 ∈ F [x] gives that a ∈ ℘(F(E))+ xF(E)2 if and only if
a = ℘(r)+ xs2 +
(
v21
v21 + xv22
)(
q(x)
x2
)
for r, s ∈ F(x) and v1, v2 ∈ F [x]. We assume these r, s, v1, v2 exist and analyze this situation in
Lemmas 5.3 through 5.7 below.
The first lemma reduces our study to the case where v21 + xv20 is irreducible.
Lemma 5.3. Suppose a polynomial v21 + xv20 =
∏n
i=1(w2i + xu2i ) is a product of polynomials
over F [x]. Then
v21
v21 + xv20
=
n∑
i=1
w2i
w2i + xu2i
+ n− 1.
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calculation,
w21
w21 + xu21
+ w
2
2
w22 + xu22
= 1 + (w1w2 + xu1u2)
2
(w1w2 + xu1u2)2 + x(w1u2 + xu1w2)2
which gives the result. 
For any field L and irreducible polynomial p ∈ L[x] we denote by OL,p the localized ring
S−1L[x] where S is the multiplicative set of polynomials prime to p.
Lemma 5.4. Suppose F is perfect and F(x) is a rational function field.
(i) Then F ∩ (℘ (F (x)) + xF(x)2) = ℘(F).
(ii) Suppose p = v21 + xv20 ∈ F [x] is irreducible and u ∈ F [x]. We express x = α2 + pβ where
α,β ∈ F [x] have degree less than p (they exist because F [x]/(p) is perfect). Then u/p ∈
℘(F(x))+ xF(x)2 +OF,p if and only if u = βs2 + α s ∈ F [x]/(p) for some s ∈ F [x].
Proof. For (i) we assume a = ℘(g) + xh2 ∈ F where g,h ∈ F(x). We apply partial fractions
and express g =∑q gq and h =∑q hq where the q are irreducible polynomials in F [x] and
gq and hq are the q-primary components of their partial fractions decompositions. So we have
a = ℘(∑q gq)+ x(∑q hq)2 ∈ F .
We first assume q = x and we denote by vq the q-adic valuation on F(x). We note that
vq(℘ (gq) + xh2q) = 0. In order for this to happen, if either vq(gq) or vq(hq) < 0 we must
have vq(gq) = vq(hq) as vq(℘ (gq)) = 2vq(gq) when vq(gq) < 0 and vq(h2q) = 2vq(hq) when
vq(hq) < 0. So we now suppose that gq = r/qi + g′q and hq = s/qi + h′q where r, s ∈ F [x]
both have degree less than q and vq(g′q), vp(h′q) > −i. We set wq := ℘(r/qi) + x(s/qi)2 =
(r2 + xs2 + qir)/q2i . If i  1 and vq(wq) > −2i then we can express r2 + xs2 = qw′q where
the degree of w′q is less than the degree of q . As w′q = 0 we find that vq(wq) = −2i + 1. But
then, vq(℘ (gq)+ xh2q) = −2i + 1 < 0, a contradiction. So when q = x we know vq(gq) 0 and
vq(hq) 0.
When q = x, if vx(g) < 0 then vx(℘ (g)) is even and if vx(h) < 0 then vx(xh2) is odd, so
neither is possible. So g ∈ F [x] and a = ℘(g0) where g0 is the constant term of g, proving (i).
For (ii), as vp(u/p)  −1, we have u/p ∈ ℘(F(x)) + xF(x)2 + OF,p if and only if for
some gp,hp ∈ F(x) we have vp(℘ (gp) + xh2p − u/p)  0. The calculation given in the proof
of (i) above shows we can assume vp(gp)  −1 and vp(hp)  −1. Expressing gp = r/p and
hp = s/p, as x = α2 + pβ , if r2 + xs2 = pw′ for some w′, we find r ≡ αs (mod p). This
means that u/p ∈ ℘(F(x)) + xF(x)2 +OF,p if and only if for some s ∈ F [x], vp(℘ (αs/p) +
x(s/p)2 −u/p) 0. However, ℘(αs/p)+x(s/p)2 = (α2s2 +xs2)/p2 +αs/p = (βs2 +αs)/p,
so this is equivalent to solving βs2 + αs ≡ u (mod p) for some s ∈ F [x]. Part (ii) follows. 
We now consider the linear case over F(cp).
Lemma 5.5. Suppose L = F(cp) where cp = 0. Then,(
cp
x + c
)(
q(x)
x2
)
∈ ℘(L(x))+ xL(x)2 +OL,x+cpp
1990 R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992if and only if there exists dp ∈ L with (cp, dp) ∈ E ×F L. Moreover, when this occurs we have
(
cp
x+cp )(
q(x)
x2
) = cp +℘(r)+ xu2 for some r, u ∈ L(x).
Proof. We apply partial fractions and express(
cp
x + cp
)(
a6
x2
)
= a6/cp
x + cp +
a6/cp
x
+ a6
x2
and then as q(x)/x2 = x + a2 + a6/x2 we obtain(
cp
x + cp
)(
q(x)
x2
)
=
(
cp
x + cp
)(
(x + cp)+ cp + a2 + a6
x2
)
= cp +
(
cp
x + cp
)(
cp + a2 + a6
c2p
)
+
(
cp
x + cp
)(
a6
c2p
+ a6
x2
)
= cp +
(
cp
x + cp
)(
q(cp)
c2p
)
+ a6/cp
x
+ a6
x2
.
As cp = 0 we have that cp + a6/cpx + a6x2 ∈OL,x+cp . We apply Lemma 5.4(ii) with p = x + cp ,
u = q(cp)/cp , β = 1 and α2 = cp in the notation there. We find that(
cp
x + cp
)(
q(cp)
c2p
)
∈ ℘(L(x))+ xL(x)2 +OL,x+cp
if and only if cp
q(cp)
c2p
= s2 + √cps ∈ L[x]/(x + cp) ∼= L for some s ∈ L. The latter condition is
equivalent to q(cp)
c2p
= ℘(s/√cp ) ∈ L which is equivalent to the existence of dp .
When the above occurs, as L is perfect and as a6, cp ∈ L, we have that a6/cpx + a6x2 ∈
℘(L(x)) + xL(x)2. Further, if cp q(cp)c2p = s
2 + √cps for s ∈ L, we have ( cpx+cp )(
q(cp)
c2p
) =
℘(
√
cps
x+cp ) + x(
cp
x+cp )
2
, so the final assertion follows from ( cp
x+cp )(
q(x)
x2
) = cp + ( cpx+cp )(
q(cp)
c2p
) +
a6/cp
x
+ a6
x2
. 
Lemma 5.6. Assume p = v21 + xv20 is a separable irreducible polynomial. Assume cp = 0 is a
root of p in the separable closure of F . Then,(
v21
v21 + xv20
)(
q(x)
x2
)
∈ ℘(F(x))+ xF(x)2 +OF,p
if and only if there exists dp ∈ L = F(cp) with (cp, dp) ∈ E ×F L.
Proof. Suppose ( v
2
1
v21+xv20
)(
q(x)
x2
) ∈ ℘(F(x)) + xF(x)2 + OF,p . Applying Lemma 5.3, over L
we can express v
2
1
2 2 = cpx+cp +
v′21′2 ′2 for polynomials v′0, v′1 ∈ L[x]. Since p is sepa-v1+xv0 v1 +xv0
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′2
1
v′21 +xv′20
∈ OL,x+cp .
As ( q(x)
x2
) ∈ OF,p ⊂ OL,x+cp this shows that ( cpx+cp )(
q(x)
x2
) = ( v21
v21+xv20
+ v′21
v′21 +xv′20
)(
q(x)
x2
) ∈
℘(L(x))+ xL(x)2 +OL,x+cp . By Lemma 5.5 there exists dp ∈ L with (cp, dp) ∈ E ×F L.
Conversely, if dp ∈ L exists then by Lemma 5.5 we have ( cpx+cp )(
q(x)
x2
) ∈ ℘(L(x))+xL(x)2 +
OL,x+cp . Applying the trace TrL/F and using Lemma 5.3 we find TrL/F (( cpx+cp )(
q(x)
x2
)) =
(
v21
v21+xv20
)(
q(x)
x2
) ∈ ℘(F(x)) + xF(x)2 +OF,p , as required. This gives the lemma. 
Lemma 5.7. Suppose p = v21 + xv20 is separable and irreducible and that(
v21
v21 + xv20
)(
q(x)
x2
)
∈ ℘(F(x))+ xF(x)2 +OF,p.
Let L = F(cp) where cp is a root of p. Then for some r, s ∈ F(x) we have ( v
2
1
v21+xv20
)(
q(x)
x2
) =
TrL/F (cp)+℘(r)+ xs2.
Proof. According to Lemma 5.6 there exists dp ∈ L = F(cp) with (cp, dp) ∈ E ×F L. So ap-
plying Lemma 5.5 over L we have ( cp
x+cp )(
q(x)
x2
) = cp + ℘(r ′) + xs′2 for some r ′, s′ ∈ L(x).
Applying the trace TrL/F gives the result. 
The proof of Theorem 5.2 can now be completed. By Lemma 5.3 we can express
a = ℘(r)+ xs2 +
(
n∑
i=1
w2i
w2i + xu2i
+ n− 1
)(
q(x)
x2
)
where each w2i + xu2i is irreducible. Our goal is to show that
a =
∑
p
TrF(cp)/F (cp)+℘(g)+ xh2
for some (cp, dp) ∈ E ×F Fsep and g,h ∈ F(x). For then, by Lemma 5.4(i) we will find that
a −∑p TrF(cp)/F (cp) ∈ ℘(F)+ xF 2 as required.
Since F is perfect we find q(x)
x2
= x + a2 + a6/x2 ≡ a2 (mod ℘(F(x)) + xF(x)2). We al-
ready noted a2 is a sum of required traces, so this takes care of the q(x)x2 summand arising when
n− 1 is odd. Lemma 5.7 ensures that each ( w2i
w2i +xu2i
)(
q(x)
x2
) = TrL/F (cp)+℘(ri)+ xs2i for some
(cp, dp) ∈ E ×F Fsep and ri, si ∈ F(x). This completes the proof of Theorem 5.2. 
Acknowledgments
This work has been supported by Fondecyt 966-2005, Univ. A. Prat. (first author) and Proyecto
Anillos, PBCT, ACT05 (first and second authors).
1992 R. Aravire, B. Jacob / Journal of Algebra 319 (2008) 1971–1992References
[AEJ] J. Arason, R. Elman, B. Jacob, On the Witt ring of elliptic curves, in: Proc. Sympos. Pure Math., vol. 58.2, 1995,
pp. 1–25.
[Ar-Ba] R. Aravire, R. Baeza, The behavior of quadratic and differential forms under function field extensions in char-
acteristic two, J. Algebra 259 (2003) 361–414.
[AJ] R. Aravire, B. Jacob, Quadratic forms over rational function fields in characteristic 2, Pacific J. Math. 228 (2006)
19–51.
[B] R. Baeza, Quadratic Forms over Semilocal Rings, Lecture Notes in Math., vol. 655, Springer-Verlag, 1978.
[PS] R. Parimala, R. Sujatha, Witt group of hyperelliptic curves, Comment. Math. Helv. 65 (1990) 559–580.
[S] J. Silverman, The Arithmetic of Elliptic Curves, Springer-Verlag, New York, 1986.
