The problem of designing a xed state feedback control law which minimizes an upper bound on linear-quadratic performance measures for m distinct plants is reduced to a convex programming problem. Two methods of reducing conservatism are considered. First, distinct guaranteed-cost bounds are assumed for the individual systems.
Introduction
The problem of the simultaneous stabilization of a set of state-feedback systems with a single constant feedback gain is important in control design. It typically arises in robust control (Boyd, et al. 1 ) and in fuzzy control (Jadbabaie, et al. 2; 3 ). In such applications, a set of m di erent systems, each uniquely identi ed by the subscript j, for all j 2 I m 4 = f1; : : : ; mg, is considered. The set of linearized state space representations of the set of m systems to be controlled is _ x j (t) = A j x j (t) + B j u j (t) ; 8j 2 I m ; (1) where each state x j 2 IR n and each control u j 2 IR p . Each system is to be controlled with the associated member of the collection u j (t) = ?Kx j (t) ; 8j 2 I m ; (2) each of which shares the same gain matrix K 2 IR p n with the others. The initial goal is to determine a single gain K which will simultaneously stabilize each of the systems (1) .
An example of a collection of systems arises from a nonlinear state trajectory description _ x(t) = f (x(t); u(t); t) linearized about, say, m di erent operating points.
A further goal is to choose the simultaneous gain K so that it will control each system optimally in the context of linear-quadratic control. That is, a single gain K is to be chosen which causes control laws (2) to minimize an integral-quadratic cost function, typically, J = IE Z 1 0 x T (t)Qx(t) + u T (t)Ru(t) dt : (3) The expectation operator IEf g is taken over zero-mean random initial conditions x(0) (that is, satisfying IEfx(0)g = 0) which are uniformly distributed over the unit n-sphere (that is, satisfying IEfx(0)x T (0)g = I). A deterministic measure of (3) is minimized via the following Theorem 1.1. x T j (t)Qx(t) + u T j (t)Ru j (t) dt = tr (P j ) ; 8j 2 I m (4) where each member of fP j g j2Im satis es the corresponding member of the Lypaunov matrix equation constraint set P j (A j ? B j K) + (A j ? B j K) P j + Q + K T RK = 0 ; 8j 2 I m : (5) Proof. See Levine and Athans 4 .
Note that optimal solutions fP j g j2Im are not necessarily strictly positive de nite, which is required (Chen 5 ) for the asymptotic stability of systems (1) . Implementations for solving constraints (5) must therefore include additional constraints to guarantee such results.
Note also that a set of distinct solutions fK; P j g j2Im to the m matrix Lyapunov equations (5) is required because each solution in fP j g j2Im is unique. That is, in general there exists no single solution P to the collection of m constraints P (A j ? B j K) + (A j ? B j K) P + Q + K T RK = 0 ; 8j 2 I m :
note the absence of the index j on matrix P, compared to that in (5)].
Paskota, et al. 6 \minimize" (read: \reduce") each of the cost functions (4) by minimizing the sum
for single-input, single-output systems using nonlinear programming (NLP) software.
However because this optimization problem is not convex in variables K and P, only a local minimum is assured.
In this paper, an extension of another design method proposed by Chang and Peng 7 is used. Calling it guaranteed-cost control, they dealt only with a single system (m = 1). In this paper, we bound each of the expected values of cost functions (4) from above with the single bound tr(P ) satisfying tr (P j ) 6 tr (P ) ; 8j 2 I m ;
where P satis es all of the matrix inequality constraints P (A j ? B j K) + (A j ? B j K) P + Q + K T RK < 0 ; 8j 2 I m : (8) A matrix inequality (8) is de ned to mean that the left-hand side is strictly negative de nite. Furthermore, when the left-hand side is symmetric, the matrix inequality implies that all of the eigenvalues are in the open left-half plane. Note also that solutions P to matrix inequality (8) are guaranteed to be symmetric and positive de nite.
The result is the following Optimization Problem 1.2 which has an objective function linear in P.
Optimization Problem 1.2. min K;P tr (P ) (9) where P = P T > 0 satis es constraint set (8) .
We call this problem \conservative" because a single feedback gain K and a single Lyapunov guaranteed-cost bound tr(P ) satisfying (7) are to be found. Furthermore, P must satisfy inequality constraints (8) which are \looser" than the equality constraints
Minimization of a convex programming problem is both easier and faster than solving one which is not convex. Solutions are also guaranteed to be globally optimal.
This paper exploits a matrix change of variables proposed by Bernussou, et al. 8 to recast the problem in a convex form solvable by semide nite programming (SDP) software (Gahinet 9 ). Following that, a parameterization of the guaranteed-cost bounds is proposed so that each system can be uniquely bounded from above as : : : to solve a convex problem by an interior point method as found in
Gahinet 9 ], we should rst reduce the problem to one of minimizing a linear objective over a] convex domain (which is quite straightforward).
To deal with this limitation, we instead minimize the trace of a new matrix variable Z = Z T > 0 subject to the nonlinear matrix inequality constraint Z > Y ?1 , which can be rephrased as an LMI as 
The resulting numerical SDP optimization problem is summarized as follows.
Optimization Problem 2.1.
subject to Lypaunov constraints (12) , to the \slack" matrix constraint (14) , and to Y > 0. Note that Z > 0 is implied by (14) , as one of the leading principal minors.
Example
An example found in Paskota, et al. 6 and a number of other relevant references 
The vector-valued objective function is addressed in the next section. Linearization of the Lyapunov constraints is discussed now.
It has already been shown that LMI constraints can be obtained when P j 1 = P j 2 ; 8j 1 ; j 2 2 I m : (18) The intent now is to reduce conservativism by nding a way to allow P j 1 6 = P j 2 ,
for at least some distinct system indices j 1 and j 2 in I m while retaining linearity of constraints (12), and hence the convexity of the search domain. The di culty lies in the requirement for a single simultaneously controlling gain K satisfying (11) as
It turns out that this causes the linearity of constraints (12) (20) and the LMI Lemma can be extended to produce the equivalent LMI constraints 
4 Vector Optimization
Attention now shifts to the optimization of objective function (16) . Referred to in the literature as multiple objective or multi-model optimization its meaning, and the partially ordered range spaces that it implies, are now summarized. There is an analogy between the noninferior set and the set of locally optimal solutions to a scalar-valued optimization problem and it may aid the reader to keep it in mind. The de nition of a noninferior point depends directly on the de nition of a \partially-ordered" set and how it di ers from a completely ordered set. The generalization from an order to a \preference order" is also reviewed.
Theory
We characterize the set of all vector-optimal objective function evaluations in this paper as the intersection of 1. the set of all objective function evaluations which correspond to stable systems (1); that is, they result from all stabilizing gains K; and 2. the set of all objective function evaluations arising from both stabilizing and nonstabilizing gains K, which are not inferior to any of the other objective function evaluations.
We cite a theorem depending on the availability of a globally optimal solution to a scalarization of the vector-valued objective function; it provides a parameterization of the noninferior range space. A convex problem admits such a globally optimal solution and the fact that the multi-model guaranteed-cost problem has been reformulated with linear constraints and objective function means that the requirements of the theorem have been met.
To begin, a \partially-ordered" set is one in which not all members can be said to be (i) \preferred to" or \better than" or \less than" (et cetera), and/or (ii) \equal to" or \equivalent to" (et cetera) the other members of the set. An example of a completely ordered space is the real number line. An example of a partially-ordered space is a set of vectors with real and positive components. \not inferior to" a 1 . In this sense, a vector optimization problem is \solved" whenever the entire set of noninferior vector-valued solutions is found, can be parameterized, or graphically represented.
The discussion which follows in this section de nes the idea of an order on a set with greater rigor, and then the idea of a noninferior subset of a partially ordered set. While adequate for a set of scalar-valued members, it must be extended for a set of vector-valued members. Sawaragi, et al. 21 generalize the idea to that of a \preference order." They state that
: : : the preference order is usually assumed to be at least a strict partial order; that is, irre exivity of preference (J 1 is not preferred to itself this is written J 1 J 1 ]) and transitivity of preference (if J 1 is preferred to J 2 written J 1 J 2 ] and if J 2 J 3 , then J 1 J 3 ) will be supposed.
In other words, the notation J 1 J 2 is used if J 2 is not inferior to J 1 . In this paper the e cient set of solutions is the set of all m-tuples J = (trP 1 ; trP 2 ; : : : ; trP m ) 2 IR m + ;
which are not inferior to any other feasible m-tuple. In the following de nition, they formally de ne \preference order" and the \e cient" set.
De nition 4.2 (Sawaragi, et al. 21 ). Let J be a feasible set (for example, one which satis es the Lyapunov LMI constraints (21) They further state that \our aim in a multiobjective optimization problem is] to nd the set of e cient elements (usually not a singleton The set of all e cient gains K is de ned as
The range space of all e cient gains K 2 E(K; is automatically satis ed. It is also noted again for emphasis that any optimal point for a convex optimization problem is globally optimal and, in practice, is more easily found than one de ned in terms of a nonconvex search space using NLP software.
Application
Because of assumed parameterization (19) , the m-vector valued objective function ( 
to substantially reduce components of J 0 . While this means that conservatism is still present in the problem, not unlike that of Paskota, et al. 6 , we are no longer solving an NLP problem but an SDP problem (read: linear programming problem) which (i) produces globally optimal solutions and (ii) numerically proceeds more e ciently and reliably.
Next, the space of all vector-optimal solutions to (26) to Optimization Problem 3.1 is parameterized. The M-space can be gridded with equidistantly spaced evaluation points. For example, if a collection of m = 2 systems were being considered, then each of the values in Table 1 would be used in (24). The problem becomes more complex, however, as the number of systems m increases. See Table 2 for the case of m = 3.
Note that (n + 1) + n + (n ? 1) + + 2 + 1 optimization problems need to be solved as opposed to only (n + 1) points for the m = 2 case. Figure 1 shows that for m = 3, the M-space is a plane in 3-space.
For the ight trajectory example, the parameterized e cient space can be graphically represented using Theorem 4.5 and the following Optimization Problem 4.6. It is derived from objective function (26) and LMI constraints (21) .
From the engineering analysis point of view, plots of 
instead, to represent the noninferior range space. 
