Abstract. In this paper, we characterize a family of solitary waves for NLS with derivative (DNLS) by the structue analysis and the variational argument. Since (DNLS) doesn't enjoy the Galilean invariance any more, the structure analysis here is closely related with the nontrivial momentum and shows the equivalence of nontrivial solutions between the quasilinear and the semilinear equations. Firstly, for the subcritical parameters 4ω > c 2 and the critical parameters 4ω = c 2 , c > 0, we show the existence and uniqueness of the solitary waves for (DNLS), up to the phase rotation and spatial translation symmetries. Secondly, for the critical parameters 4ω = c 2 , c ≤ 0 and the supercritical parameters 4ω < c 2 , there is no nontrivial solitary wave for (DNLS). At last, we make use of the invariant sets, which is related to the variational characterization of the solitary wave, to obtain the global existence of solution for (DNLS) with initial data in the invariant set K
Introduction
In this paper, we consider the solitary waves of nonlinear Schrödinger equation with derivative
the equation (1.1) appears in plasma physics [22, 23, 28] , and has many equivalent forms. For example, it is equivalent to the following equation
by the following gauge transformation v(t, x) → u(t, x) = G 3/4 (v)(t, x) := e i 3 4
x −∞ |v(t,η)| 2 dη v(t, x).
The equation (1.1) is L 2 -critical derivative NLS since the scaling transformation u(t, x) → u λ (t, x) = λ 1/2 u(λ 2 t, λx)
leaves both (1.1) and the mass invariant. The mass, momentum and energy of the solution for (1.1) are defined as following
3)
4)
E(u)(t) = 1 2 |∂ x u(t, x)| 2 dx − 1 32 |u(t, x)| 6 dx.
(1.5)
They are conserved under the flow (1.1) by the local well-posedness theory in H 1 according to the phase rotation, spatial translation and time translation invariances. Since (1.1) or (1.2) doesn't enjoy the Galilean and pseudo-conformal invariance any more, there is no explicit blowup solution for (1.1) and the momentum is not trivial in dealing with the solitary/traveling waves of (1.1) any more. Local well-posedness thery for (1.1) in the energy space was worked out by N. Hayashi and T. Ozawa [16, 25] . They combined the fixed point argument with L 4 I W 1 ∞ (R) estimate to construct the local-in-time solution with arbitrary data in the energy space. For other results, we can refer to [14, 15] . Since (1.1) isḢ 1 -subcritical case, the maximal The sharp local well-posedness result in H s , s ≥ 1/2 is due to H. Takaoka [29] by
Bourgain's Fourier restriction method. The sharpness is shown in [30] in the sense that nonlinear evolution u(0) → u(t) fails to be C 3 or even uniformly C 0 in this topology, even when t is arbitrarily close to zero and H s norm of the data is small(see also Biagioni-Linares [5] ).
In [25] , the global well-posedness is obtained for (1.1) in energy space under the smallness condition u 0 L 2 < √ 2π, (1.6) the argument is based on the sharp Gagliardo-Nerenberg inequality and the energy method (conservation of mass and energy). This is improved by H. Takaoka [30] , who proved global well-posedness in H s for s > 32/33 under the condition (1.6). His argument is based on Bourgain's restriction method, which separated the evolution of low frequencies and of high frequencies of initial data and notices that nonlinear evolution has H 1 regularity effect even for rough solution u ∈ H s . In [8, 9] , I-team used the "I-method" to show global well-posedness in H s , s > 1/2 under (1.6), I-team defined Iu as a modified H s norm, whose energy is nearly conserved in time by capturing nonlinear cancellation in frequency space under the flow (1.1). Later, Miao, Wu and Xu [21] showed the sharp global well-posedness in H 1/2 under (1.6) by using I-method and the refined resonant decomposition technique. In this paper, we consider the existence of the solitary/traveling waves in the energy space for (1.1) and its role in the long time analysis of solution to (1.1). It is known in [27] that (1.1) has a two-parameter family of solitary/traveling waves solutions of the form:
where (ω, c) ∈ R 2 , 4ω > c 2 and 9) which is a positive solution of
Note that the solitary/traveling waves have the following mass
As for (ω, c) = (1, 0), the role of the momentum in (1.10) disappears. In addition, we have E (e it ϕ 1,0 ) = 0 and e it ϕ 1,0 (x) L 2 = √ 2π, which corresponds to the condition (1.1) and sharp Gagliardo-Nirenberg inequality in [32] . As for 4ω > c 2 , we have E (e iωt ϕ ω,c (x − ct)) < 0 for c > 0, and E (e iωt ϕ ω,c (x − ct)) > 0 for c < 0, Colin and Ohta prove its stability by the variational method (the concentration compactness argument) in [7] . For the special case 4ω > c 2 with c < 0, we can refer to [13] .
As shown above, e it ϕ 1,0 , which corresponds to (ω, c) = (1, 0), is not the unique solitary wave of (1.1), up to the phase rotation and spatial translation symmetries. In [34] , Wu showed that there exists a small ǫ * > 0, such that the solution u of (1.1) globally exists under the condition
It is the aim to characterize the solitary waves and show its role in the long time analysis of solution for (1.1) from the point of view in [26] . In order to do so, we firstly give the variational characterization of solitary waves. Now, we consider the solitary solutions for (1.1) with the following form:
It is easy to verify that ϕ ω,c satisfies
Note that the term −ci∂ [20] , which is obtained by the linearized argument, modulational stability analysis and the energy method. Recently, we have learned that the stability of the sum of k solitary waves of (DNLS) has been obtained independently by Le Coz and Wu [17] .
Secondly, we can consider the role of the solitary waves e iωt ϕ ω,c (x − ct) in the long time analysis of solution to (1.1). We can refer to [24, 26] . For the subcritical case 4ω > c 2 or the critical case 4ω = c 2 with c > 0, we let J 0 ω,c = J ω,c (ϕ ω,c ), and introduce the functional K ω,c (ϕ), which is the invariant quantity of solutions to (1.13)
and two subsets in the energy space
As a consequence of the variational characterization of the solitary waves and the local well-posedness theory to (1.1), we have 
As a corollary, we can obtain the following result (See also Corollary 1.4 in [11] ).
, and satisfy one of the following conditions
M(u 0 ) = 2π and P (u 0 ) = 0 and E(u 0 ) < 0.
Then the solution to (1.1) exists globally in H 1 (R).
Remark 1.7. This result can improve the global result in [34, 35] . In fact, we can show that the subset of H 1 (R) with the property (3) is empty by the variational characterization of the solitary wave, this phenomena is similar as that for the L 2 -critical NLS in [31] .
Throughout this paper, we will use the following notations. The tempered distribution is denoted by S ′ (R n ). We use A B to denote an estimate of the form A ≤ CB for some constant C. If A B and B A, we say that A ≈ B. At last, this paper is organized as follows. In Section 2.1, we first give the structure analysis of solution to (1.12), then show the variational characterization of the solitary waves in spaceH c for the subcritical parameters and X c for the critical parameters with structure, and obtain the threshold J 0 ω,c in terms of the solitary waves in Section 2.2 and Section 2.3, respectively; In Section 3, we make use of the variational characterization of the solitary waves and the local wellposedness of (1.1) to prove Theorem 1.4 and Corollary 1.6.
Existence and nonexistence of traveling waves
In this section, we firstly consider the existence of the solitary/traveling waves for (1.1) with the following form:
It is easy to check that ϕ ω,c satisfies
2.1. Structure analysis, nonexistence and compactness result. Although the left hand side in (2.1) consists with the definitions of the mass and energy in (1.3) and (1.5), while the right hand side is not compatible with the definitions of the momentum in (1.4). This motivates us to explore more properties about the solitary waves. Here we make use of the structure of the solitary waves.
is a nontrivial solution to (2.1) with the structure ϕ (x) := e i c 2
x φ (x), if and only if
For this equation, we have
Proof. See Lemma 2 in [7] .
Remark 2.2. By the proof of Theorem 8.1.6 in [6] , we know that the solution of (2.3) can be taken the positive, even and real valued function up to a fixed phase rotation and spatial translation, from which we can take the solution φ of (2.3) to be a real function, that is φ ∈ H 1 (R, R).
Now we divide (ω, c) ∈ R 2 into several regions.
(1) the supercritical case: 4ω < c 2 ;
(2) the critical case: 4ω = c 2 ;
(3) the subcritical case: 4ω > c 2 .
Proposition 2.3. For the supercritical case 4ω < c 2 and the critical case 4ω = c 2 , c ≤ 0, (2.1) has no nontrivial solution in H 1 (R, C).
Proof. After the structure analysis in Lemma 2.1 and Remark 2.2, we only need to show the nonexistence of the real valued nontrival solution to (2.3), which can be obtained by Theorem 5 in [3] . Now we consider the subcritical case 4ω > c 2 and the critical case 4ω = c 2 , c > 0.
The special structure for φ implies the special structure for ϕ to (2.2), which induces that nontrivial solution ϕ to (2.2) is just the nontrivial solution ϕ to
which exactly corresponds to the definitions (1.3)-(1.5) of the mass, the momentum and the energy. Formally, ϕ is the critical points of the energy-mass E + ωM provided that the momentum is fixed. Since the right hand side in (2.1) or (2.4) is not semilinear, but quasilinear, we need to combine the above structure analysis 4 , the Nehari manifold argument in [2, 33] and the symmetric-decreasing rearrangement in [18] to show the existence of the solitary waves. It also helps to give the long time analysis of solution to (1.1) in next section. By the classical argument, ϕ ∈ H 1 (R, C) \ {0} solves (2.4) if and only if ϕ ∈ H 1 (R, C) \ {0} is a nontrival critical point of the following functional
It is unbounded from below in H 1 (R, C). While, it is easy to check that J ω,c is (at least) a C 2 functional on H 1 (R, C). Moreover, as for (2.4), we consider the following quantity
Before dealing with (2.4), we give a useful compactness lemma.
Lemma 2.4. Let 1 < p < ∞ and {φ n } be a bounded sequence inḢ
with radially symmetric and nonincreasing. Then, there exists φ
with radially symmetric and nonincreasing such that for p < q < ∞, (up to a subsequence)
Proof. Since φ n ∈Ḣ 1 (R, R) , for all n, we have by Sobolev embedding,
Thus, we may assume that φ n are well defined pointwise for all n.
Since {φ n } is bounded inḢ 1 (R, R)∩L p (R, R) , by Sobolev embedding, if necessary up to a subsequence, there exists non-increasing, radial function φ
4 From the proof, the structure analysis is the key point and also necessary for us to show the existence of the solitary waves with the critical parameters 4ω = c 2 , c > 0. The similar idea also appeared in showing the existence of the solitary/traveling waves of Gross-Pitaevskii equation in [4, 12, 19] .
which is independent of n such that
Moreover, by Egorov's theorem, and (2.8), there exists E ǫ ⊂ (−2R, 2R) such that mes ((−2R, 2R) \ E ǫ ) < ǫ, and
Since {φ n } is positive, radially symmetric and non-increasing, it follows from (2.9) and (2.10) that for n large enough,
,
Then, for sufficiently large n, we have the result by (2.10), absolutely continuity of Lebesgue integral, mes ((−2R, 2R) \ E ǫ ) < ǫ, and the arbitrary smallness of ǫ.
2.2.
Variational characterization for the subcritical case 4ω > c 2 . In this subsection, we shall give the variational characterization 5 of the solution to (2.4) in the subcritical case 4ω > c 2 . Let J ω,c and K ω,c denote by (2.5) and (2.6) respectively. By 5 In fact, Colin and Ohta [7] have given the corresponding variational characterization via the concentration compactness argument for the subcritical parameters 4ω > c 2 , nevertheless, we will show this again by the Nehari Manifold and the non-increasing rearrangement technique. Different with ColinOhta's argument [7] , the argument here also works for the critical parameters 4ω = c 2 , c > 0. It will be shown in Section 2.3.
Lemma 2.1, we will consider the functional J ω,c and K ω,c inH c . More precisely, we will consider the following Sobolev space with the rotation structurẽ
with the norm
It is easy to verify that H c , · H c is a Hilbert space 6 . On one hand, K ω,c is well defined and of class C 1 onH c . On the other hand, if ϕ ∈H c \ {0} is the solution of (2.4), then ϕ satisfies (2.7), which implies that K ω,c (ϕ) is an invariant quantity of solutions to (2.4). Combining the above two facts, we consider the following minimization problem
For convenience, we define:
By the definition, we have for λ > 0 and α ∈ c 2 4ω
which implies that Lemma 2.5. For any ϕ ∈H c \ {0} , we have
The next lemma exhibits the behavior of K ω,c near the origin ofH c . 6 The inner product inH c is induced by the inner product in H 1 (R, C), and it is homeomorphic to H 1 (R, C) 7 For the critical case 4ω = c 2 , c > 0, we need take α = 1. Notice that K Q ω,c (ϕ) is not coercive in H 1 (R, C) in the critical case, it is just this difficulty which motivates us to explore the structure of the solitary waves. Lemma 2.6. For any bounded sequence {ϕ n } ⊂H c \ {0} with
We have for large n, K ω,c (ϕ n ) > 0.
Proof. Since ϕ n ∈H c \ {0} , there exists φ n ∈ H 1 (R, C) , such that ϕ n (x) = e i c 2
By lim n→∞ K Q ω,c (ϕ n ) = 0, it follows from the Gagliardo-Nirenberg inequality that, for sufficiently large n
where we used the fact 4ω > c 2 . Thus, for sufficiently large n, we have
This completes the proof.
According to the aforementioned lemma, we now replace the functional J ω,c (unbounded from below) in (2.11) with a positive functional H ω,c , while extending the minimizing region from the mountain ridge "K ω,c = 0" to the mountain flank "K ω,c ≤ 0". Let 12) which is positive. According to this definition, for any ϕ ∈H c \ {0} and 0 < λ 1 < λ 2 , we have the following monotonicity.
In order to find the minimizers of (2.11), we turn to consider the following constrained minimization problem
14)
The following lemma shows that two minimization problems (2.11) and (2.14) are equivalent. 
Next, for any ϕ ∈H c \ {0} with K ω,c (ϕ) < 0. By Lemma 2.5 and Lemma 2.6, there exists λ 0 ∈ (0, 1) such that K ω,c (λ 0 ϕ) = 0. The monotonicity (2.13) of the functional H ω,c implies that
Hence, we have J 0 ω,c J 0 ω,c , which implies (1). Next, we show (2). On one hand, let ϕ be any minimizer forJ In order to show that ϕ is also a minimizer for J 0 ω,c , we only need to show that K ω,c (ϕ) = 0. We argue by contradiction. Assume that K ω,c (ϕ) < 0, by Lemma 2.5 and Lemma 2.6, there exists λ 0 ∈ (0, 1) which is dependent on ϕ such that
Thus by the monotonicity (2.13) of the functional H ω,c , we obtain that
which is a contradiction. Hence, K ω,c (ϕ) = 0 and ϕ is also a minimizer for J Now, we can use the non-increasing rearrangement technique in [18] to show the existence of minimizer to (2.11).
Lemma 2.8. There exists at least one minimizer for the minimization problem (2.11).
Proof. Let {ϕ n } ⊂H c \ {0} be a minimizing sequence of the constrained problem (2.14), i.e.
By definition ofH c , there exists a sequence {φ n } ∈ H 1 (R, C) \ {0} such that
x φ n and ϕ n
Without loss of generality, we may assume that φ n are real valued, radially symmetric and non-increasing about the origin of R. Indeed, for any ψ ∈H c \ {0} with ψ = e x φ * , by Schwarz rearrangement inequality in [18, Section 7.17] , it is easy to check that
a similar argument shows that
ω,c , we have ϕ n is bounded inH c , which means φ n is bounded in H 1 (R, R) . It follows from Lemma 2.4 that there exists φ ∈ H 1 (R, R) such that
Hence, from the definition ofH c ,
x φ. It follows from the weak lower continuity of the norm that
Next, we shall prove ϕ = 0. Suppose that ϕ = 0, then we have
By Lemma 2.6, there exists a subsequence ϕ n k such that
It is a contradiction with the choice of ϕ n . Thus ϕ = 0, Hence ϕ is a minimizer of (2.14). By Lemma 2.7, ϕ is also a minimizer of (2.11).
Since J ω,c and K ω,c are C 1 functionals onH c , by the above lemma, it is easy to see that if ϕ ∈H c \ {0} is a minimizer for (2.11), then there exists η ∈ R such that
specially, if we take ψ = ϕ in the above equation, then it follows from (2.7) that
Since ϕ ∈H c \ {0} , we obtain η = 0 and
Note that φ ω,c in (1.9) is a solution to (2.16). By the uniqueness result (Theorem 8.1.6 in [6] , ODE argument), we have Proposition 2.9. For subcritical case 4ω > c 2 , up to the phase rotation and spatial translation symmetries, (2.1) has a unique solution ϕ ω,c in H 1 (R, C), where
2.3.
Variational characterization for the critical case 4ω = c 2 , c > 0. For the critical parameters 4ω = c 2 , c > 0, the quadratic terms of the functionals J ω,c (ϕ) and K ω,c (ϕ) do not enjoy coercivity in H 1 , hence we can not preform the variational method (minimization) in the framework of [7] directly. Here we combine the variational method with the structure analysis to show the existence of the solitary waves to (2.4). The similar structure analysis also occurs in [4, 12, 19] . We first solve the minimization problem in the weak space X c with structure, then show the uniqueness 8 and the H 1 regularity of the solitary waves. Therefore we can solve the minimization problem in the energy space.
Based on the structure analysis in Section 2.1, we now consider the following space
It is clear that (X c , · Xc ) is a Banach space and H 1 (R, C) ֒→ X c .
First, we consider the functional J ω,c on X c instead of H 1 . Similarly, it is easy to check that J ω,c is (at least) a C 2 functional and unbounded from below on X c . Moreover, ϕ ∈ X c \ {0} is a solution of (2.4) if and only if ϕ ∈ X c \ {0} is a critical point of the functional J ω,c .
Similarly to the subcritical case, we consider the following minimization problem 18) and define
By the definition, we have for λ > 0
This implies that
Lemma 2.10. For any ϕ ∈ X c \ {0} , we have
The next lemma exhibits the behavior of K ω,c near the origin of X c .
Lemma 2.11. For any bounded sequence {ϕ n } ⊂ X c \ {0} with
We have for large n,
By lim n→∞ K Q ω,c (ϕ n ) = 0, it follows from the Gagliardo-Nirenberg and Hölder inequalities that
Thus, for sufficiently large n, we have
We now replace the functional J ω,c in (2.18), which is unbounded from below, with a positive functional H ω,c , while extending the minimizing region from "K ω,c = 0" to "K ω,c ≤ 0". Let
In addition, for any ϕ ∈ X c \ {0} and 0 < λ 1 < λ 2 , we have the following monotonicity.
In order to find the minimizers of (2.18), we shall consider the following constrained minimization problem
22)
The following lemma shows that two minimization problems (2.18) and (2.22) are equivalent. Proof. First, by definition, we have
with K ω,c (ϕ) = 0, and
Next, for any ϕ ∈ X c \ {0} with K ω,c (ϕ) < 0. By Lemma 2.10 and Lemma 2.11, there exists λ 0 ∈ (0, 1) such that K ω,c (λ 0 ϕ) = 0. The monotonicity (2.21) of the functional H ω,c implies that
Hence, we have J In order to show that ϕ is also a minimizer for J 0 ω,c , we only need to show that K ω,c (ϕ) = 0. We argue by contradiction. Assume that K ω,c (ϕ) < 0, by Lemma 2.10 and Lemma 2.11, there exists λ 0 ∈ (0, 1) which is dependent on ϕ such that
Thus by the monotonicity (2.21) of the functional H, we obtain that 23) which is a contradiction. Hence, K ω,c (ϕ) = 0 and ϕ is also a minimizer for J then, it is easy to see that 
