Abstract Recent studies demonstrate that human blood transcriptional signatures may be used to support diagnosis and clinical decisions for acute respiratory viral infections such as influenza. In this article, we propose to use a newly developed systems biology approach for time course gene expression data to identify significant dynamically response genes and dynamic gene network responses to viral infection. We illustrate the methodological pipeline by reanalyzing the time course gene expression data from a study with healthy human subjects challenged by live influenza virus. We observed clear differences in the number of significant dynamic response genes (DRGs) between the symptomatic and asymptomatic subjects and also identified DRG signatures for symptomatic subjects with influenza infection. The 505 common DRGs shared by the symptomatic subjects have high consistency with the signature genes for predicting viral infection identified in previous works. The temporal response patterns and network response features were carefully analyzed and investigated.
Introduction
Acute respiratory infection (ARI) is not only one of big threats for public health, but also one of the big burdens for health care systems due to a large number of outpatient visits and heavy needs of medical attention, including hospitalizations [1] [2] [3] . In particular, influenza infection usually results in significant seasonal morbidity and mortality each year, and it occasionally causes serious pandemics [4] . Traditionally pathogen-based assays are used for diagnosis and supporting clinical decisions [5] . Recently host gene signatures based on blood samples were identified as a potential marker for diagnosis and discrimination of symptomatic subjects from asymptomatic subjects [6] [7] [8] . Pathogenesis of and host immune responses to viral infections could be further understood by exploring host gene responses, so that more biomarkers and diagnostic tools could be developed for disease severity of ARI.
In the study by Huang et al. [7] , 17 healthy human subjects were inoculated with a live influenza virus (H3N2/ Wisconsin) and frequent peripheral blood samples were collected for gene expression profiling (16 time points over 132 h). The symptomatic scores and viral shedding were also obtained for each subject during the experimental period. Clinically uninformed factor analysis using Bayesian linear unmixing (BLU) [9] [10] [11] was employed to identify a gene signature factor (index) to discriminate between symptomatic and asymptomatic subjects, and clinically informed pathway analysis was carried out to identify the differences in temporal gene expression patterns between symptomatic and asymptomatic subjects. Unsupervised sparse Bayesian factor analysis were also applied to data from several other viral infection (H1N1 influenza, RSV and rhinovirus) challenge studies [6, 8] . A limitation of this approach is that it treated the gene expression data at different time points as independent replicates and the dynamic feature of time course gene expression data was not efficiently used.
Another approach that constructs gene regulatory networks from time course gene expression data has been developed for the H1N1 influenza infection of dendritic cells in vitro in Zaslavsky et al. [12] . This time-dependent activity linker method uses known binding site information (TRANSFAC matrices) associated to the TF gene temporal activity to construct the regulatory network. This approach defines a temporal-map of networks representing the activity of connected transcription factors, which is quite different from our method that considers a network of the dynamics of gene expressions.
In this article, we propose to use an alternative approach to reanalyze the data from Huang et al. [7] by considering the dynamic gene response features to identify gene signatures to discriminate between symptomatic and asymptomatic subjects, and at the same time, to further investigate dynamic network responses to influenza infection at gene level. We define the ''dynamic response genes'' (DRGs) as genes that dynamically change their expression levels significantly compared to a flat line (no significant change) during the whole experimental period. Our proposed approach employs a hypothesis testing method based on functional principle component analysis (FPCA) [13] to identify significant genes for each subject separately. The DRGs are different from those differentially expressed genes identified by comparing the gene expression levels to those in a control group of subjects, which was done in the original paper [7] . In our method, no control subject is required and the time course data for each gene from each subject serve as their own control, which is more powerful to detect significant temporal response genes because the within-subject variation is generally smaller than the between-subject variation.
A key advantage of our approach is that we consider the time course gene expression profile as a dynamic response to viral infection from a system perspective so that we could borrow the strength of gene expression data across time, which is more powerful than the analysis based on each time point separately. We have found that the gene expression patterns of the symptomatic and asymptomatic subjects are quite different from each other and some genes of the asymptomatic subjects have quicker responses to viral infection than those of the symptomatic subjects. In addition, the number of significant DRGs can also be used to discriminate the symptomatic subjects from asymptomatic subjects in this study. The ordinary differential equation (ODE) models are used to construct the DRG networks so that we could better understand the dynamic response mechanisms to viral infection at the gene level.
Materials and methods

Experimental data
In this work, we reanalyze the data from a human influenza challenge study described in Zaas et al. [6] and Huang et al. [7] . In this study, a cohort of 17 healthy human volunteers received intranasal inoculation of influenza H3N2/Wisconsin (four different doses) and 9 of them developed mild to severe symptoms. A total of m ¼ 11961 gene expression profiles were available on whole peripheral blood drawn from all subjects at 16 time points. These time points cover a total of 132 h of observation, including 15 measurements at 0, 5, 12, 21, 29, 36, 45, 53, 60, 69, 77, 84, 93, 101 , 108 h post inoculation (hpi) and one measurement taken 24 h before inoculation (À24 hpi). Standardized clinical symptom scores were reported for each subject from 0 to 144 hpi. Nasal washes were taken daily (day 0 to day 7) to determine viral shedding using quantitative PCR. See Huang et al. [7] for more details about the experiment and data.
ODE network construction pipeline
For each of the 17 subjects, we applied the pipeline proposed by Wu et al. [14] for time course gene expression data analysis to identify DRGs, group DRGs into coexpressed clusters and construct the gene regulatory network using ODE models. The pipeline was applied to the time course data for each of the 17 subjects separately. For simplicity of presentation, the pipeline is described for one subject and the subject index is suppressed. D-NetWeaver, a graphical user interface software that implements this pipeline is freely available at https://cbim.urmc.rochester. edu/software/d-netweaver/.
We treat the expression profile of each gene X i ðtÞ as a smooth curve of time and the time course gene expression measurements are discrete observations from X i ðtÞ that are contaminated by noisy signal, i.e., Y ij ¼ X i ðt j Þ þ ij , where ij are assumed to be i.i.d. random variables with mean 0 and variance r 2 ; i ¼ 1; :::; G; j ¼ 1; :::; n. We use the FPCA [15] to approximate X i ðtÞ from the noisy time course gene expression data through a data-based eigen-representation:
where l i is the mean expression of the i-th gene during the experimental period; / l are the sequences of orthonormal eigenfunctions that reflect the direction of major shape deviations from the mean expression; and the random coefficients n il are the corresponding functional principal component scores that indicate how much a gene deviates from the mean expression in the direction of / l [15] . The top L eigenfunctions are selected such that the total variation explained exceeds a pre-specified threshold (such as 90 %). 
Here we test for each gene whether the expression profile is a flat line post inoculation and l i is estimated as the sample mean of the i-th gene, which uses all data of gene i instead of just one single time point. The test statistic that compares the goodness-of-fit of the null model to the alternative model can be written as
where RSS 0 i and RSS 1 i are the residual sum of squares under the null and the alternative models for the i-th gene, respectively; q is a small constant that helps stabilize the variance of F i and is set as the estimated variancer 2 of the noisy signal ij . A permutation test is used to generate the null distribution of F i and the multiple testing adjustment method proposed by Benjamini and Hochberg [16] is applied to control the false discovery rate (FDR). Here we used the FDR = 0.05.
For the selected DRGs, a gene-wise standardization procedure is applied to remove the magnitude differences. This procedure is commonly adopted when the goal is to group genes that are functionally related [17] . We then use the K-means clustering method [18] to group DRGs into coexpressed clusters (DRGs with similar temporal response patterns). The commonly adopted ''elbow'' rule [19] or the empirical method proposed by [14] for determining the number of clusters K are subjective criteria, because they both depend on visual inspections of the curve of the withincluster sum of squares against the number of clusters. To keep consistency in objectively determining the number of clusters for all subjects, we select the number of clusters for each subject as the minimum K such that the percentage of variance explained exceeds 75 %, i.e., K ¼ argmin k f1 À rssðkÞ=rssð1Þ [ 0:75g, where rssðkÞ represents the within-cluster sum of squares for k clusters.
Within each cluster, the gene expression patterns are similar, so we can treat the time course data of these genes as longitudinal or repeated measurements of a ''supergene'' and model them using the following nonparametric mixed-effects model [20] :
where C k is the collection of gene indices for the k-th cluster; M k ðtÞ is the mean expression curve for cluster k; k ¼ 1; :::; K; and g i ðÁÞ is the random-effects function that quantifies the deviation of the expression level of gene i from the mean expression M k ðtÞ. Applying mixed-effects smoothing splines [20] , we can obtain the estimates of the mean expression curve M k ðtÞ and its first order derivative M 0 k ðtÞ for each cluster. Following [21] , we suggest undersmoothing these curves in this step.
The cluster-based ODE network model with an input function can be written as
where b k0 is the intercept; coefficients fb ki g k;i¼1;:::;K quantify the regulatory effects of the other clusters, including self-regulation, on the rate of expression change of the k-th cluster; VðtÞ is an input function that can stimulate the gene response; and c k represents the effect of the input function on the k-th cluster. In this work, the input function VðtÞ is the influenza virus which is measured by viral titers. If b ki 6 ¼ 0, genes in the i-th cluster may have an effect on genes in the k-th cluster such that the expression levels for genes in cluster i may affect the change (derivative) of expression levels for genes in cluster k. Similarly, if c k 6 ¼ 0, the influenza virus may potentially have a direct interaction with the change of expression levels for genes in the k-th cluster, and we refer this cluster as the viral interaction node (VIN) in the gene response network. The variable selection approach, described below, is used to determine whether b ki ¼ 0 and c k ¼ 0. The identification of network structure is equivalent to identifying the nonzero coefficients
there is an edge between clusters k and i, directed from cluster i to cluster k. We plug the estimated mean expression curves and their derivativesM k ðtÞ andM 0 k ðtÞ into (5) to decouple the ODE system to a set of pseudo linear regression models:
where the error term d kj represents the aggregated estimation error ofM k ðtÞ andM 0 k ðtÞ and model error due to the substitution of the differential equation variables byM k ðtÞ andM 0 k ðtÞ. The curve of viral titers VðtÞ can also be replaced by its smoothed curve in order to reduce the measurement noises. For each of these pseudo regression models, we apply the smoothly clipped absolute deviation (SCAD) method [22] to select nonzero b ki and c k 's. Note that sinceM k ðtÞ andM 0 k ðtÞ are estimated continuously as nonparametric functions, we recommend using augmented data fromM k ðtÞ andM 0 k ðtÞ at time points t Ã 1 ; :::; t Ã N (2 ½t 0 ; T), where N can be larger than the original sample size n. This data augmentation strategy has also been used by other investigators before [23, 24] . More technical details can be found in [14, 25] .
If more sparsity is desired after the ODE model selection step using the SCAD method, we can apply a best subset GLM approach to further shrink the model size. A discussion of the subset approach against other penalization based methods such as LARS or LASSO can be found in [26] . We used the R package bestglm [27] which employs a simple exhaustive enumeration approach. Since the exhaustive search is known to be computationally intensive, we only use it on the ODE model selected by the SCAD method, which has a moderate number of nonzero coefficients for each differential equation. The method selects the best model out of a set of 10 top best ODE models using a BIC type criterion, where instead of a prior uniform of all possible models, a prior uniform of models of fixed size is used [27] . Once the network structure is determined, we can refine the parameter estimates for the selected ODE model using the nonlinear least squares method [28] .
Genes within the same cluster may have many biological functions and certain functions may be enriched in this cluster compared to the population of genes in an organism or a biological process. These enriched functions are the key factors to understand the role that the cluster plays in the whole network. We can use DAVID [29] to identify the gene ontology (GO) functional annotations and KEGG/BioCarta/ Reactome to identify pathways that are enriched in each cluster. A modified Fisher's exact test is carried out for each functional term under the null hypothesis that this function is not over-represented in the cluster compared to the background population [29] . The statistical significance of each functional term is adjusted by the multiple testing adjustment method proposed by Benjamini and Hochberg [16] .
Network topology feature analysis
After a response network is established using the above pipeline, we employ the Cytoscape [30, 31] , a network software tool, to analyze the topological and graphical features of the network. We summarize the network features such as network connectivity, density, and average shortest path as well as other characteristics for each of the gene response networks. In particular, the neighborhood of a given node N is the set of its neighbors. The connectivity of node N, denoted by k N , is the size of its neighborhood. The average number of neighbors for all nodes in a network indicates the average connectivity of a node in a network. A normalized version of this index is the network density. The network density is a value between 0 and 1, which indicates how densely the network is populated with edges (self-loops and duplicated edges are ignored). A network which contains no edges and solely isolated nodes has a density of 0. In contrast, the density of a clique is 1. The shortest path length is also called distance between two nodes. The network heterogeneity reflects the tendency of a network to contain hub nodes (a hub is a node in a graph with much higher number of outward edges than average).
Results
Significant dynamic response genes for individual subjects
We identified different numbers of significant DRGs for different subjects, controlling the FDR at 0.05 (Table 1) . As a by-product of the FPCA-based significant testing for DRGs, we also obtained the functional principle components that could explain over 90 % of total variations of dynamic gene expression profiles for each subject (these eigenfunctions for individual subjects are shown in Figure  S1 in the electronic supplementary material.) and the accumulated fractions of variations explained by the first three principal components for each subject are also summarized in Table 1 . Complete lists of all the DRGs for each subject can be found in the supplementary materials.
First we can clearly see that the number of significant DRGs for symptomatic subjects (average 4,075) is much larger (p ¼ 0:0001) than that of asymptomatic subjects (average 1,096). As a matter of fact, the numbers of significant DRGs for all the symptomatic subjects except Subject 1 are larger than 3,300 and the numbers of significant DRGs for all the asymptomatic subjects are smaller than 3,300. If we use the number of DRGs to discriminate symptomatic subjects from asymptomatic subjects, only one subject is misclassified. Six out of 8 asymptomatic subjects even had 50 % fewer significant DRGs than most of the symptomatic subjects. Specifically, the asymptomatic subject 4 had no significant DRGs identified, and Subjects 2 and 16 only had 13 and 92 significant DRGs, respectively. This indicates that the asymptomatic subjects, who also had low viral shedding [7] , did not have strong gene-level responses for the whole experimental time period. The FPCA shows that the dynamic gene expression response patterns were different for different subjects ( Figure S1 in the electronic supplementary material) . In particular, after careful examination of the first eigenfunction for individual subjects, we found a trend that, some genes of asymptomatic subjects had a quicker response in early hours than those of the symptomatic subjects. These quick response genes may play an important role in controlling influenza virus replication for the asymptomatic subjects. To confirm this quantitatively, we fitted a linear regression model for each gene of every subject using the gene expression data in the first day and estimated the ''first-day response rate'' by the slope of the regression. Comparing the magnitude of the response rate for each gene between the symptomatic and asymptomatic subjects, we identified that the first-day response rates of two genes (FGF9 and TLN1) for the asymptomatic subjects were significantly larger (p ¼ 0:004 and 0:006 respectively) than those for the symptomatic subjects. If we use these two genes to distinguish asymptomatic subjects from symptomatic subjects, only one subject is misclassified (see Fig. 1 ). In addition, the first-day response rates of 17 other genes for asymptomatic subjects were also significantly larger than those for the symptomatic subjects and only two subjects are misclassified if these genes are used to distinguish the asymptomatic subjects from the symptomatic subjects (see Figure S2 in the electronic supplementary material).
Common DRGs for symptomatic subjects
We found that 505 DRGs (about 12 % of significant DRGs per subject in average) are in common for all the 9 symptomatic subjects. Further exploration of these common DRGs reveals some interesting findings. The expression patterns of these 505 common DRGs were clustered into 8 groups. We found that these expression patterns are all bell-shaped: 4 up-regulated patterns with different peak times (or different response times) and symmetrically 4 down-regulated patterns (Fig. 2) . Two response patterns (one up-regulated and one down-regulated) were early response patterns and peaked at Day 2; four response patterns (two up-regulated and two downregulated) were delayed response patterns and peaked at Day 3; and two other response patterns (one up-regulated and one down-regulated) were late response patterns and peaked at Day 4. The peak time was calculated based on the smoothed response curve for each cluster (Fig. 2) . The common DRGs for different subjects may fall into different response patterns. Figure 3 shows the distribution (percentage) of these common DRGs for each subject over 8 different response patterns. Interestingly the DRGs for each subject are mainly distributed to 2 or 3 patterns instead of spreading out into the 8 patterns. In particular, the DRGs for Subjects 1, 6, 7 and 12 are mainly distributed in early response patterns; the DRGs for Subjects 8, 10, 13, 15 are mainly distributed in late response patterns; and the DRGs for Subject 5 are distributed across both early and delayed response patterns. Another interesting observation is that the number of DRGs for each subject are equally distributed to up-regulated and down-regulated temporal patterns. The differences (in particular the response times or peak times) in gene response patterns for different subjects may be associated with phenotype responses for influenza infection. To investigate the association, we correlated the peak times of the largest clusters or averaged peak times of the top two largest clusters of the common DRGs with the observed peak times of symptom scores and viral shedding, respectively. We found strong correlations between the gene expression peak times of the common DRGs and the clinical symptom peak times (r ¼ 0:71; p ¼ 0:03), and also between the gene expression peak times of the common DRGs and the observed viral shedding peak times (r ¼ 0:86; p ¼ 0:003) (see Fig. 4 ). We also performed leave-one-out analysis and obtained an average change of 6.2 % in the regression coefficients for the regression between the gene expression peak times of the common DRGs and the clinical symptom peak times, and about 8.5 % on average for the regression between the gene expression peak times of the common DRGs and the observed viral shedding peak times. This indicates that the correlations shown in Fig. 4 are quite robust. In addition, we observed that the clinical symptom peak was delayed by one day (about 23 h) on average for the 9 symptomatic subjects, compared to the gene response pattern peak of the common DRGs (see Fig. 5 ). We also observed that the viral shedding peak time was almost the same as the gene response pattern peak, with only a 0.7 h difference in the peak times on average for 9 symptomatic subjects (see Fig. 5 ).
Dynamic gene response networks using the ODE modeling approach
We explored the dynamic response patterns of all the significant DRGs for each subject separately by grouping the time course expression profiles into different clusters (see Figure S3 in the electronic supplementary material). We then used the ODE modeling pipeline, described in the section of ''Materials and methods'', to construct the cluster-based gene response network for each subject. The detailed model fitting results for individual subjects are presented in the electronic supplementary material ( Figure  S3 and Tables S1-S17). For Subject 4, who had no significant DRG identified at FDR ¼ 0:05, we relaxed the FDR at 0.25 and obtained 17 significant DRGs so that we could also build a gene response network for this subject. Table 2 and Table S18 summarize the network topological parameters for each individual subject. The same criterion was used to determine the number of clusters (nodes in the network) for each subject (see ''Materials and methods'' section). We found that the numbers of clusters or nodes for symptomatic subjects were larger (ranging from 7 to 31) than those for asymptomatic subjects (ranging from 2 to 7), which is probably due to the fact that symptomatic subjects generally had more significant DRGs.
The networks for the symptomatic subjects were more sparse. The number of VIN nodes is quite similar for the subjects in the two groups.
Discussion and conclusions
We reanalyzed the time course gene expression data from blood samples of human subjects, who were challenged with the live influenza A H3N2 virus [6] [7] [8] , using a newly developed analysis pipeline [14] by considering the dynamic response feature from a system-approach perspective. This new dynamic systems approach results in new interesting findings which are different from the original analyses based on the gene expression data at each time point separately [6] [7] [8] .
First we identified significant ''DRGs'' for each individual subject independently using each gene's time course data as its own control. We found that the numbers of DRGs for symptomatic subjects are significantly larger than those for asymptomatic subjects (p ¼ 0:0001), which could be simply used to discriminate between the symptomatic subjects and asymptomatic subjects in this study. The symptomatic subjects had significantly higher viral shedding, which might require or stimulate stronger and sustained responses from more genes compared to the asymptomatic subjects during the whole experimental period.
The FPCA for each individual subject suggested a trend that some genes might have sharper and earlier responses for asymptomatic subjects compared to those for symptomatic subjects, which may allow us to predict the onset of symptoms early. We identified 19 early and quick response genes that could discriminate symptomatic subjects from asymptomatic subjects with only one or two subjects misclassified ( Fig. 1 and Figure S2 ). The two best discrimination genes (only one subject misclassified) are FGF9, which encodes fibroblast growth factor 9, and TLN1, which encodes a cytoskeletal protein Talin-1. Although immune cells in human blood do not express any fibroblast growth factor receptors [32] , and no evidence shows that FGF9 gene has any function in the immune system, FGF9 plays a very important role in lung development, repair and regeneration [33] [34] [35] [36] [37] . Thus, the quicker up-regulation of FGF9 in asymptomatic subjects may result in a faster repair of lung injury in asymptomatic subjects than symptomatic ones. TLN1 gene plays multiple crucial roles in the immune response. It mediates leukocytes' entry into lymph nodes or infection sites [38] [39] [40] [41] via activation of integrin LFA-1 [42, 43] . Moreover, Talin-1 stabilizes the immune synapses between immune cells and their target cells to facilitate TCR signaling [38, [44] [45] [46] . Furthermore, after receiving outside-in signal from LFA-1, Talin-1 can induce actin cytoskeleton reorganization and cytotoxic granule accumulation around immune synapses to kill infected cells [45, 46] . In asymptomatic subjects, the expression level of TLN1 was up-regulated faster than that in symptomatic subjects, so innate immune cells may migrate to the lungs faster and kill infected cells. Thus, virus infection may have been controlled in early time for the asymptomatic subjects. At the same time, adaptive immune cells in asymptomatic subjects might be able to migrate to lymph nodes more efficiently and get fully activated by antigen presenting cells (APCs). Those cells would provide optimal immune response at later time points. Therefore, Talin-1 and the related LFA-1/ICAM pathway may be a new possible target for drug design, i.e., Talin-1 or LFA-1/ ICAM pathway agonist may be used as an immune booster during influenza infection, especially in the first several days after infection. Among 9 symptomatic subjects, we identified 2622 to 5954 significant DRGs with an average of 4075 DRGs per subject, from which 505 DRGs are shared among all 9 subjects. Within these 505 common DRGs, roughly 50 % had up-regulated temporal response patterns (the peaks were higher than the baselines) and 50 % had down-regulated patterns (the peaks were lower than the baselines) for each subject. But different subjects responded and peaked at different times (ranging from 36 h to 93 h after virus inoculation). We annotated the common 505 DRGs for their functions and biological implications using DAVID bioinformatics resources [29] and found 14 gene families with enrichment scores greater than 1.3. The two most enriched annotation groups are the inflammatory and defense response with an enrichment score of 5.89, and the activation of the immune response with an enrichment score of 5.45. Other interesting annotation groups include ribosomal proteins, T-cell kinase, and myxovirus resistance. In particular, the most enriched gene families for the up-regulated gene clusters are influenza virus resistance and the DEAD box polypeptide groups with most significantly enriched functions related to innate immune response and IjB kinase/NF-jB signal transduction cascade. NF-jB pathway is involved in propagating the cellular response to inflammation. Other significant enriched functions for the up-regulated DRGs include inflammatory response and response to cytokine stimulus/production. For the late up-regulated gene cluster (peaked at 93 h post virus inoculation), response to wounding is also highly enriched.
For the down-regulated gene clusters, enriched gene families are the ribosomal protein group and the T-cell kinase group with significantly enriched functions such as T cell receptor signaling pathway, kinase, atp-binding, cytosolic ribosome, and T cell activation and differentiation. One question is why the T cell response was downregulated during this 5-day experimental period after viral inoculation. We speculate that this may be due to an artifact of microarray normalization. Since the innate immune response genes were highly up-regulated (up-regulated gene response patterns) during the experimental period, the T cell or other adaptive immune genes may have relatively low proportions although their absolute responses may still be higher than their baseline (time 0). Moreover, we found that these common DRG temporal patterns were strongly correlated with clinical symptom patterns (Figs. 4, 5 ). So these gene response patterns, similar to the viral shedding, could be used to predict the clinical symptoms one day before the onset of symptoms. But a larger population of test subjects is needed in order to validate this hypothesis.
We also noticed that 48 of the top 50 signature genes that were identified using the Bayesian factor analysis by Woods et al. [8] are among the 505 common DRGs identified from the symptomatic subjects using our time course (dynamic) systems approach. These 48 signature genes are all in the up-regulated patterns and are related to the innate immune response and IjB kinase/NF-jB signal transduction cascade. In addition, 21 of the top 50 signature genes associated with the secondary host response factor identified by Chen et al. [47] are also among our 505 common DRGs (the top 50 genes associated with the principal host response factor are the same as those identified by [8] ). These secondary signature genes are associated with toll-like receptor signaling pathway, chemokine signaling pathway and cytokine-cytokine receptor interaction. These comparisons show that our new approach not only captured the most top signature genes discovered by the Bayesian factor analysis, but also identified additional genes that might also reflect other dynamic gene response features of symptomatic subjects. We also found that very few (only 0-40) of these common DRGs for symptomatic subjects (data not shown) were significant for most asymptomatic subjects (except Subjects 3 and 17), since most of the asymptomatic subjects had fewer significant DRGs. Even for Subjects 3 and 17, the two asymptomatic subjects that had similar numbers of significant DRGs to the symptomatic subjects (3,094 and 3,197 significant DRGs, respectively), only 126 and 134 (25-27 %) of these 505 common DRGs from symptomatic subjects were significant for these two subjects respectively. Thus, these 505 common DRGs may reflect an important common feature for symptomatic subjects, that may warrant further experimental investigation and validation. Our method of determining DRGs treats each subject as his own control. Ideally, one should collect time course gene expression data for each subject before virus infection and then compare the gene expression patterns before and after infection to determine DRGs. However, due to difficulties such as budget limitation, there are usually very few data collected before virus infection. So in our hypothesis testing for DRGs, we compare the time course gene expression data of each gene to a flat line, which is estimated by the temporal mean of the gene expressions. Despite this limitation, we believe that it is still more powerful to detect significant temporal response genes using each subject as his own control than using other subjects as control, because the within-subject variation is generally much smaller than the between-subject variation. In this analysis, we find 505 common significant DRGs among the symptomatic subjects, but it only accounts for 12 % of total significant DRGs on average per subject. The majority of significant DRGs are different for different subjects. The heterogeneity in gene-level response to influenza infection suggests that different subjects may use different genes, possibly redundant genes, to perform similar functions to fight against viral infection.
The ODE network modeling results show that the asymptomatic subjects had fewer significant DRGs with fewer nodes, but denser connections compared to those of symptomatic subjects. Controllability analysis by [48] suggests that the dense network is easier to control than the sparse network. This may indicate that the gene response network for asymptomatic subjects is easier to be controlled back to the normal condition after viral infection. Our ODE modeling approach also allow us to identify the direct virus interaction nodes (VIN) in the host gene response network, which is also important to identify vaccine and antiviral drug targets. Since these networks are data-driven networks, i.e., we let the data determine whether there is an edge or not in the networks, more careful investigation is warranted in order to validate these network connections.
