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МНОГОМЕРНОЕ МОДУЛЯРНОЕ РАЗДЕЛЕНИЕ ИНФОРМАЦИИ 
Изучается обобщение модулярного разделения информации на многомерный случай. Предлага-
ется алгоритм, реализующий многомерное разделение информации. Построенная схема обладает 
свойствами однородности и асимптотической идеальности.  
Введение 
Основы теории разделения информации заложили А. Шамир [1] и Дж. Блейкли [2] в 1979 г. 
в связи со следующей задачей. Пусть имеются некоторые важные данные c и некоторое множест-
во участников {1,2,..., }I t . В качестве данных c может выступать секретный PIN-код или па-
роль на доступ. По этой причине такую информацию в западной и как следствие отечественной 
литературе принято называть секретом, а само направление в криптографии – математическим 
разделением секрета. В задаче разделения информации требуется так распределить секрет c ме-
жду участниками I, чтобы лишь заранее определенные (разрешенные) подмножества этих участ-
ников могли, объединив свои частичные секреты, найти истинное значение секрета. 
Один из способов решения этой задачи указали М. Миньотт [3], К. Асмус и Дж. Блюм [4]. 
Его суть состоит в том, что в качестве секрета берется некоторое натуральное число, а частич-
ным секретом i-го участника является наименьший неотрицательный вычет секрета c по неко-
торому модулю im  и сам этот модуль. Группа участников может восстановить секрет, лишь 
решив систему сравнений. Было показано, что путем специального подбора этих параметров 
можно осуществить пороговое разделение секрета, при котором разрешенными подмножест-
вами являются все подмножества заданной или большей мощности. Подход М. Миньотта, 
К. Асмуса и Дж. Блюма к решению основной задачи называют модулярным. 
В последнее время модулярное разделение секрета изучали Т. Галибус, Г. Матвеев и 
Н. Кошур [5–7]. В частности, было установлено, что модулярной реализацией обладает произ-
вольная структура доступа, а не только пороговая. Были построены системы модулей для 
различных структур доступа как в кольце целых чисел, так и в кольцах многочленов над поля-
ми Галуа. Последнее особенно важно, так как над кольцами многочленов модулярное разделе-
ние секрета обладает наилучшими свойствами по критериям, предложенным в работе [8]. Сле-
дует отметить, что алгоритмы разделения информации используются в банковских технологиях 
(пороговых схемах электронной цифровой подписи) и системах электронного голосования. 
Таким образом, модулярное разделение секрета, по крайней мере, над евклидовыми коль-
цами уже достаточно хорошо изучено. Поэтому логично рассмотреть обобщение полученных 
результатов на многомерный случай. С этой целью вместо кольца Z  рассмотрим Z -модуль nZ , 
а вместо модуля участника возьмем подмодуль (подрешетку) [9]. 
1. Основные определения и обозначения 
Дадим сначала формальное определение структуры доступа и, в частности, пороговой 
структуры доступа. 
Определение 1. Под структурой доступа   будем понимать любое семейство под-
множеств множества всех участников со свойством монотонности, т. е.  
,    A A B I B . 
Под реализацией структуры доступа   будем понимать такой алгоритм, который позволя-
ет восстановить секрет лишь для подмножеств участников, содержащихся в  . Если   содержит 
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только все подмножества с мощностью, большей либо равной некоторому k, то такую структуру 
доступа и соответствующую схему разделения секрета (СРС) называют (k, t)-пороговой. 
Воспользуемся некоторыми сведениями из теории  решеток [9–10]. 
Рассмотрим Z -модуль nZ . Пусть а1, а2, …, аn – линейно независимые векторы из 
nZ . 
Определение 2. Полной решеткой Λ в nZ  называется множество точек 
1
,a

 
  
 

n
i i i
i
x u u Z , а векторы а1, а2, …, аn – ее базисом. 
Базис решетки определен неоднозначно. Обозначим через А матрицу, столбцами которой 
являются векторы аi. Будем называть ее базисной матрицей решетки Λ. Любая другая базисная 
матрица решетки Λ имеет вид AUA  , где U – элемент группы целочисленных матриц с оп-
ределителем 1 . Эту группу принято обозначать через ( , )GL n Z . 
Величина 0det)(  Ad  не зависит от выбора базиса и называется определителем 
решетки Λ. Для любой целочисленной решетки Λ существует единственный базис, матрица 
которого ( ) ijA a  верхнетреугольная с условием iiij aa 0 , i j . Такая матрица называется 
нормальной формой Эрмита [10]. 
Нетрудно видеть, что пересечение двух полных целочисленных решеток будет подре-
шеткой обеих решеток. 
Будем также использовать обозначения (x1, x2,…, xn) = НОД(x1, x2,…, xn); [x1, x2,…, xn] = 
= НОК[x1, x2,…, xn]. 
2. Многомерные модулярные СРС 
Дадим формальное описание многомерной модулярной СРС. В качестве секрета c  выби-
рается некоторая точка в nZ  с неотрицательными координатами. Участник СРС получает от 
дилера некоторый базис целочисленной решетки (матрицу iA ), а также вектор si , выбранный 
так, чтобы  c x s i i iA  для некоторого x i nZ . Для того чтобы определить процедуры разде-
ления и восстановления секрета, необходимо ввести однозначность в выборе базисных матриц 
iA  и частичных секретов si  (будем также называть их вычетами секрета по модулю подре-
шетки). 
В качестве базисной матрицы для участника СРС будем использовать верхнетреугольную 
эрмитову форму. Алгоритм ее вычисления можно найти в рабте [10]. Рассмотрим теперь вопрос 
выбора частичных секретов is . Будем строить их исходя  из следующей леммы. 
Лемма 1. Пусть задана треугольная базисная матрица А решетки Λ, вектор c nZ  и 
числа ik Z , ni ,1 . Тогда существует единственный вектор s
nZ , такой, что  
1. | | ( 1) | |s  i ii i i iik a k a , ni ,1 . 
2. { , } { , }x c x y s y    n nA AZ Z . 
Доказательство. Можно считать, что 0iia , поскольку для базиса можно использо-
вать и вектор a i . Далее утверждение леммы следует из алгоритма деления с остатком, приме-
ненного к вектору c  от n-й координаты к первой для верхнетреугольной матрицы или в обрат-
ном порядке для нижнетреугольной.                                                                                                   ■ 
Полагая в лемме 1 все ik  равными 0, получаем s
i  с координатами в полуоткрытом па-
раллелепипеде 11 22{ , ,..., }
i i i
nna a a . Вычисление такого вектора будем называть приведением векто-
ра si  по треугольному базису. 
Теперь опишем процедуру восстановления секрета c nZ . Пусть имеются два участника 
СРС с частичными секретами ( , )si iA  и ( , )sj jA . Секрет принадлежит пересечению множеств 
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{ , }x s x i i nA Z  и { , }x s x j j nA Z , которое представимо в виде { , }x s x ij ij nA Z , где ijA  – 
базисная матрица пересечения решеток { , }x xi nA Z  и { , }x xj nA Z , а sij  – некоторый вектор 
(это может быть любая точка пересечения). Далее вычисляется эрмитова нормальная форма 
матрицы ijA  и по ней приводится вектор sij . Если выполнено условие c  ijl lla  nl ,1 , то 
приведенный вектор s ij  совпадает с секретом c . Таким образом, для реализации структуры 
доступа необходимо и достаточно, чтобы для всех разрешенных подмножеств участников диа-
гональные элементы их общей базисной матрицы были больше соответствующих координат 
секрета c , а для остальных (неразрешенных) подмножеств это условие не выполнялось. 
Для вычисления базисной матрицы пересечения двух решеток предлагаются два алго-
ритма. Суть этих алгоритмов состоит в следующем. Пусть заданы две решетки Λ и М в nZ  с 
базисными матрицами А и В соответственно. Решаем диофантово уравнение x yA B . В ре-
зультате получаем решение в виде z qC , q nZ , где С – искомая базисная матрица пересече-
ния. Алгоритмы отличаются лишь способом решения диофантова уравнения x yA B . 
В первом алгоритме от уравнения x yA B  переходим к уравнению  1
1
x y y A B L
A
, где 
L – целочисленная матрица. Вынесем в правой части диагональную матрицу dL , на диагонали 
которой находятся наибольшие общие делители строк матрицы L. Получим уравнение 
1
x y dL L
A
. Теперь очевидно, что компоненты  ix  вектора x  делятся на 
( , )
d
ii
d
ii
l
A l
 соответствен-
но. Поэтому имеет место представление x x H , где ( , 1, )
( , )
 
d
ii
d
ii
l
H diag i n
A l
, x nZ . Тогда 
получаем уравнение 1x y  dA H L L . Будем искать его решение относительно вектора y , пола-
гая x  произвольным. Не ограничивая общности, рассмотрим первую строчку этого уравнения: 
1
11 1 12 2 1 1...    
  
n nl y l y l y c x , где 
1
11( , )

d
A
c
l A
, 11 12 1( , ,..., ) 1  nl l l . 
Используя коэффициенты i  линейного разложения наибольшего общего делителя чисел 
1

il , можно найти решение этого уравнения в виде 
1
1y y P , где элементы матрицы 1P  выража-
ются через числа i , 1

il  и 
1c , а 11 1y x . Тем самым обеспечивается делимость первой координа-
ты вектора yL на A , причем это будет верным для всех 1y  nZ . Далее подставляем найденное 
значение y  в уравнение и повторяем рассуждения для второй строчки. Очевидно, что, после-
довательно решая диофантовы уравнения, будет найдена матрица C следующим образом: 
1 2
1 1 2 1 2... ...y y y y   
n
nP PP PP P    1 2 ...z y y y  
n n
nB BPP P C  y 
n nZ , 
где iP  – матрица решения i-го диофантова уравнения, причем det 
i
iP c , 
ic  получаются на i -м 
шаге в результате деления | |A  на ( | |A , ( ,i jl , 1,j n )) (матрица L изменяется после каждой ите-
рации), при этом все ,i jl  также делятся на их совместный наибольший общий делитель. 
Второй алгоритм не использует вычисления обратной матрицы и позволяет решить об-
щую задачу поиска пересечения множеств  1,x s x  nA Z  и  2 ,x s x  nB Z . Диофантово 
уравнение x yA B решается напрямую. Рассмотрим первое уравнение: 
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112121111212111 ...... zybybybxaxaxa nnnn  . 
Обозначим 1 11 12 1( , ,..., )x nd a a a , 
1
11 12 1( , ,..., )y nd b b b . Получим 1
1111 zdd yx   , следова-
тельно,  1 11 1[ , ] x yz d d t . Решаем независимо два уравнения:  
1
11 1 1 1...  n n xa x a x c t ; 
1
11 1 1 1...  n n yb y b y c t , 
где  
1 1
1
1
[ , ]

x y
x
x
d d
c
d
,  
1 1
1
1
[ , ]

x y
y
y
d d
c
d
. 
После этого получим две матрицы 1 1A AP  и 
1
1
B BP , а система примет вид 1 1 1 1x yA B , 
причем 1 11 1x y  – общая переменная. Далее решаем все уравнения последовательно и получаем 
слева и справа одну и ту же базисную матрицу пересечения решеток. 
Оба алгоритма имеют сложность )( 4n , поскольку требуется n умножений матриц n-го 
порядка. 
3. Свойства определителя пересечения решеток 
Приведем результаты, полученные при исследовании определителя пересечения решеток. 
Свойства определителя нужны для оценивания качества схем разделения секрета в соответст-
вии с критериями, предложенными в работе [8]. 
Лемма 2. 
1. Пусть Λ и Ω – две решетки в nZ . Тогда 
t
dd
d
)()(
)(

 , где t – некоторый 
общий делитель d(Λ) и d(Ω). 
2. Для любого общего делителя t  натуральных чисел a и b  существуют решетки Λ и Ω в 
nZ , такие, что ad )( , bd )( , 
t
ab
d  )( . 
Доказательство . Сначала покажем, что ( ) [ ( ), ( )]   d d d k  для некоторого нату-
рального k. Действительно, так как   – подрешетка обеих решеток, то )(|)(  dd  и 
)(|)(  dd  [9]. 
Теперь покажем, что )()()(  ddd . Воспользуемся следующим фактом: для 
любой целочисленной матрицы A  существуют такие матрицы 1 2, ( , )U U GL n Z , что 
2211 ),...,,( UddddiagUA n  , причем 1| ii dd .
1
121
1
2
1 )/1,...,/1,/1(   UddddiagUA n  [10]. 
Поскольку 112 
U , 111 
U , то на определитель пересечения влияют лишь числа 
id . Поэтому )()()(
11
 

ddABdBcBd
n
i
i
n
i
i , где ic  – числа из пер-
вого алгоритма вычисления матрицы пересечения решеток. 
Заметим, что можно применить алгоритм нахождения базиса пересечения решеток как к 
матрице А, так и к матрице В. Имеем Aci | , Bci |~  (вариант для матрицы В). Можно 
представить определитель пересечения в виде s
g
BA
d

 )( , ( , ) 1g s . Тогда, сравни-
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вая две версии алгоритма, получаем 2
2
1
1
s
g
BA
s
g
BA 


, причем  
1
1
g
sA
ci , 
 
2
2~
g
sB
ci , следовательно, 1 2 | ( , )g g A B , 121  ss . 
Перейдем ко второму утверждению. Рассмотрим (2×2)-матрицы следующего вида: 
( , )
0
0
( , )
 
 
 
 
 
 
a b
t
A
at
a b
, ),1( bdiagB  . 
Тогда 
( , )
( ) [( , ) / ,1] [ /( , ), ] [ , ]     
a b ab
d a b t at a b b a b
t t
.  
Для произвольного n используем матрицы 2( , )ndiag A E  и 2( , )ndiag B E .                            ■ 
Следствие. Если ( ( ), ( )) 1  d d , то )()()(  ddd . 
Для диагональных базисных матриц А и В решеток Λ и Ω соответственно справедлива 
формула 
1
( ) [ , ]

  
n
ii ii
i
d a b . 
Теорема. Пусть A и В – базисные матрицы решеток Λ и Ω соответственно. Для того 
чтобы )()()(  ddd , необходимо, чтобы (( , 1, ),( , 1, )) 1  ij ija j n b j n ,  ni ,1 .    
Доказательство этой теоремы непосредственно следует из второго алгоритма нахождения 
базиса пересечения решеток. 
4. Произвольная структура доступа 
Известно, что в одномерном случае можно реализовать любую структуру доступа моду-
лярной СРС [6]. Покажем, что и в многомерном варианте это возможно.  
Лемма 3. Пусть А и В – две базисные матрицы, а С – матрица пересечения соответст-
вующих решеток. Тогда для любой невырожденной матрицы U матрица пересечения решеток  
{ , }x x nUA Z и { , }x x nUB Z  имеет вид UC . 
Доказательство непосредственно следует из первого алгоритма нахождения матрицы пе-
ресечения решеток:  
1 1( )x y y  UA UB A B    1 2 ...z y t 
n
nUBPP P UC . 
Пусть имеется n одномерных модулярных реализаций структуры доступа  . Составим из 
модулей участников диагональные матрицы и домножим каждую слева на верхнетреугольную 
унимодулярную. Тогда эти матрицы позволяют реализовать   в многомерном случае, причем 
это не будет прямым произведением одномерных схем. 
Получено также и более интересное утверждение. Оказывается, в многомерном варианте 
можно реализовать произвольную структуру доступа при попарно взаимно простых определи-
телях подрешеток участников.  
5. Однородные (k, t)-пороговые модулярные СРС 
Рассмотрим (k, t)-пороговые схемы специального вида. Речь здесь идет об аналоге схемы 
Асмуса–Блюма в многомерном случае. Рассмотрим сначала одномерную схему. Пусть в каче-
стве модулей выбраны простые числа tppp  ...10 , секрет выбирается из 0pZ . Генериру-
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ются числа 
1 2 11 2 1
, ,...,

  
kp p k p
r r rZ Z Z  и ищется  PY Z , где 



1
0
k
i
ipP  и ii prY mod . Да-
лее вычисляются частичные секреты для участников: ii pYs mod . В работе [8] показано, что 
такая схема при последовательных простых модулях асимптотически идеальна. 
Рассмотрим многомерный аналог этой схемы, основанный на одномерной схеме. Пусть 
tn   и на диагоналях базисных матриц участников расположены простые числа ip , 1,i t , 
причем так, чтобы у всех участников на одной и той же позиции находились разные числа (это 
можно сделать, например, циклическим сдвигом). Наддиагональные элементы заполним произ-
вольным образом. Возьмем n секретов из 
0p
Z  и используем их в качестве координат вектора-
секрета. Отметим, что определители подрешеток участников одинаковы и равны 

n
i
ip
1
, по-
этому множества выбора частичных секретов участников равномощны. Такие схемы называют 
однородными. Получим оценку для падения энтропии такой схемы, аналогичную оценке из [8]. 
Лемма 4. Пусть вектор-секрет равномерно распределен в 
0
n
pZ . Тогда 
0 0
1
( ( ( ) 1) / 1)
( : ) log(
( )
s

     



n
ji
c
j j
p C I p
i I
C I
, если | |I k , 
и ( : )s  ic i I = 0log pn  в противном случае. Здесь jI  – множество участников одномерной 
модулярной СРС, которому соответствуют модули в (j, j)-х координатах базисных матриц 
участников из множества I ,  
1
*
0
( ) ( ) /( )

 
  


k
i v
i v I
C I p p , *( ) ( )   
 C I C I . 
Доказательство . В случае | |I k  секрет однозначно восстанавливается, поэтому для 
условной энтропии выполняется условие 
0
( | : ) 0c s  n ipH i IZ  0 0 0( : ) ( ) ( | : ) logs c c s       
 i n n i
c p pi I H H i I n pZ Z . 
Пусть теперь | |I k . Обозначим через V множество точек из nPZ , где 



1
0
k
i
ipP , кото-
рые лежат в пересечении множеств участников. Базисная матрица их пересечения на диагонали 
содержит произведения соответствующих диагональных элементов матриц участников, т. е. 




I v
ii ii
v I
a a . Тогда согласно лемме 1 минимальное число точек в V будет равно 
1 1
/ ( )
 
    
 
n n
I
jj j
j j
P a C I . 
Для определения максимального числа точек из V, приведение которых по диагональной 
матрице ),...,,( 000 pppdiag  дает в точности фиксированный вектор 0s
n
pZ , рассмотрим пере-
сечение множеств { , }x s x 
 I I nA Z и 0 0{ ( ,..., ) , }x s x  
ndiag p p Z . Поскольку 0p  взаимно про-
сто с диагональными элементами 
I
iia , то такое пересечение не пусто и матрица пересечения на 
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диагонали имеет элементы 0
I
iia p . Тогда опять же по лемме 1 максимальное число точек в V, 
дающих фиксированный вектор 
0
s npZ , будет 0 0
1 1
/ ( ( ( ) 1) / 1)
 
        
 
n n
I
ii i
i i
P p a C I p . Поэтому  
0
01
1
1
( ( ( ) 1) / 1) ( ( ( ) 1) / 1)
( | : )
( )
( )
c s s 


          



 



n
i n
ii i
n
i i
i
i
C I p C I p
P i I
C I
C I
, 
и тогда по определению ( | : ) log ( | : )i iH i I P i I     c s s c s s  . Отсюда получаем требуе-
мую оценку.                                                                                                                                            ■ 
В работе [8] доказательство асимптотической идеальности основано на использовании 
оценки падения энтропии, которая соответствует слагаемым в оценке из леммы 3, и показано, 
что каждое такое слагаемое стремится к нулю, а значит, и сама сумма также будет стремиться к 
нулю при росте 0p . Следовательно, предлагаемый многомерный аналог будет асимптотически 
совершенной модулярной СРС. В работе [8] также показано, что 0/ 1jp p  при 0 p . Это 
соответствует асимптотической идеальности. В рассмотренном выше случае никаких сущест-
венных отличий нет, поэтому схема также будет асимптотически идеальной. Отметим, что, в 
отличие от одномерной схемы, эта схема является и однородной. 
Заключение 
В работе предложена схема многомерного модулярного разделения секрета. Подобные 
исследования, насколько известно автору, проведены впервые. В частности, решена задача 
построения СРС, а именно предложены два алгоритма нахождения базисной матрицы пересе-
чения подрешеток и общего вектора-вычета, алгоритмы построения эрмитова базиса и приве-
дения секрета по модулю подрешетки. Предложен способ реализации произвольной структу-
ры доступа и однородной пороговой схемы доступа. Доказана также асимптотическая иде-
альность однородной пороговой схемы Асмуса–Блюма, основанной на последовательных 
простых числах.  
К числу преимуществ многомерных схем можно отнести большой выбор параметров и 
возможность строить однородные схемы, однако при этом возрастает сложность алгоритма 
восстановления секрета, хотя она остается полиномиальной. Заметим также, что все свойства 
одномерных модулярных СРС с помощью леммы 1 могут быть перенесены и на многомерный 
случай. 
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MULTIDIMENSIONAL MODULAR SECRET SHARING 
A multidimensional variant of modular secret sharing is studied. The algorithms for realization 
of such schemes are proposed. The asymptotically ideal homogeneous threshold multidimensional 
modular secret sharing scheme is constructed.  
