Wang (2012) proposed a novel Gibbs sampling algorithm for Bayesian analysis of Gaussian graphical LASSO models. In this paper, we propose a modification to Wang(2012)'s algorithm so that the precision matrix in a graphical LASSO model would never fail to be positive definite in every cycle of the Gibbs sampling procedure. Our proposed algorithm is designed to sample the off-diagonal elements of the precision matrix exactly from the region where the precision matrix remains positive definite. As a result, it is more stable in the sense that the sampling procedure will not halt due to numerical exceptions related to the lack of positive definiteness. The simulation results show that our proposed algorithm can significantly improve the performance of parameter estimation and graphical structure learning.
Introduction
Suppose Y is a (n × p) data matrix of p variables and n observations and the t-th row vector of Y , y t (1 t n), follows a multivariate normal distribution N (0, Ω −1 ) where Ω = (ω ij ), (1 i, j p) is the inverse of the covariance matrix and called the precision matrix. In the multivariate normal distribution, ω ij = 0 implies that y ti and y tj are independent. Therefore a set of non-zero off-diagonal elements in Ω constitutes an undirected graphical structure among (y t1 , . . . , y tp ), which is called the Gaussian graphical model.
We may estimate Ω by maximizing the log likelihood:
(Ω) = − np 2 log 2π − n 2 log |Ω| − 1 2 tr (SΩ) ,
where S = (s ij ) = Y Y . In practice, however, the MLE with (1) does not produce estimates of off-diagonal ω ij 's that are exactly equal to zero. To obtain "zero estimates" of ω ij 's, we may employ a LASSO-type penalized MLE: max
where Ω 1 = i j |ω ij | and M + is the subset of the parameter space of Ω in which Ω is a positive definite precision matrix. The solution of (2) is called the graphical LASSO estimator and there have been many researches on this model in recent years, including Meinshausen and Bühlmann (2006) , Yuan and Lin (2007) , Banerjee et al. (2008) , Friedman et al. (2008) , Guo et al. (2011) among others. Note that the penalty in (2) is equivalent to the logarithm of p(ω ij ) = λe −λω ii , (i = j); λ 2 e −λ|ω ij | , (i = j).
(
From the viewpoint of Bayesian statistics as in and , the graphical LASSO estimator is a MAP (maximum a posteriori) estimator of Ω in which the prior distribution of each diagonal element is exponential and that of each off-diagonal element is Laplace as in (3). This is a natural extension of the original Bayesian LASSO by Park and Casella (2008) who extended the LASSO regression by Tibshirani (1996) to a Bayesian counterpart.
Based on this interpretation, Wang (2012) and Khondker et al. (2013) independently proposed Markov chain sampling algorithms to generate the precision matrix Ω from its posterior distribution. Wang (2012) developed a Gibbs sampling algorithm while Khondker et al. (2013) devised a Metropolis-Hastings algorithm which could generate a positive definite precision matrix. In this paper, we explore Wang (2012)'s approach since it is a pure Gibbs sampler and does not suffer from the problem of a low acceptance rate even if the dimension of Ω is high.
Let us preview Wang (2012)'s algorithm (block Gibbs sampler) briefly, though we will discuss it in detail later in Section 2. Wang (2012)'s block Gibbs sampler generates the i-th diagonal element ω ii and the off-diagonal elements in the i-th column (or row) alternatively in the following fashion.
Block Gibbs sampler for the precision matrix
For i = 1, . . . , p, repeat Step 1 to Step 3.
Step 1: Partition Ω into the i-th diagonal element ω ii , the off-diagonal elements (ω 1i , . . . , ω i−1,i , ω i+1,i , . . . , ω pi ) and the rest.
Step 2: Generate ω ii from the full conditional posterior distribution.
Step 3: Generate (ω 1i , . . . , ω i−1,i , ω i+1,i , . . . , ω pi ) from the full conditional posterior distribution.
These full conditional posterior distributions will be derived in Section 2. Since Wang (2012)'s block Gibbs sampler enables us to generate Ω from the posterior distribution so easily, it has become an indispensable building block for recent applied researches in Bayesian analysis of Gaussian graphical models. For example, Li et al. (2019) proposed a Gibbs sampling algorithm for Bayesian graphical horseshoe models, which is a natural extension of Wang (2012)'s block Gibbs sampler for the Bayesian graphical LASSO. Although this block Gibbs sampler is nice and elegant, the precision matrix Ω generated with this sampling algorithm is not necessarily positive definite because it does not generate the off-diagonal elements of Ω from M + in Step 3. To demonstrate our point, we run Monte Carlo experiments similar to the ones conducted by Wang (2012) . We generate data sets with six different graph structures (AR(1), AR(2), Block, Star, Circle and Full) and two different dimensions (p = 30, 100), and apply the block Gibbs sampler for the Bayesian adaptive LASSO 1 in which the shrinkage parameter λ may differ from element to element in Ω. We will go into details about the design of each Monte Carlo experiment in Section 4. The number of iterations in the block Gibbs sampler is 10,000 for each experiment. Thus, if we count every Ω that is partially updated in Step 1 to Step 3 as a distinctive one, we have 300,000 (p = 30) or 10,000,000 (p = 100) replications of Ω in one experiment. The results of the Monte Carlo experiments are summarized in Table 1 . In the case of p = 30, the violation of positive definiteness occurs in all designs. In particular, about one quarter of generated Ω's do not satisfy the positive definiteness in the Circle design. In the case of p = 100, the violation of positive definiteness is less severe for some designs, but the ratio of violation is still high (20.51%) in the Circle design.
To address this issue, we propose to improve Wang (2012)'s block Gibbs sampler so that generated Ω should never fail to be positive definite. Although it seems too intractable to guarantee the positive definiteness of Ω in each cycle of the block Gibbs sampler, it turns out that the Hit-and-Run algorithm by Bélisle et al. (1993) is applicable to the Bayesian (adaptive) graphical LASSO in a fairly straightforward manner, and the resultant algorithm is a pure Gibbs sampler without the Metropolis-Hastings step. Therefore our proposed algorithm enjoys the same efficiency as Wang (2012)'s algorithm, yet it can prevent Ω from violating positive definiteness.
The main body of this paper is organized as follows. In Section 2, we will briefly review Wang (2012)'s Gibbs sampling algorithm for the Bayesian adaptive graphical LASSO, though Wang (2012) also derived the algorithm for the Bayesian graphical LASSO with the common shrinkage parameter. This is because the core part of the block Gibbs sampling algorithm is almost identical in both prior settings. In Section 3, we will point out the reason why the positive definiteness of the precision matrix is violated in Wang (2012)'s algorithm and derive a modified Gibbs sampling algorithm that guarantees the positive definiteness. In Section 4, we will compare our proposed algorithm with Wang (2012)'s one in several Monte Carlo experiments and report the results of performance comparison. Finally we will state our concluding remarks in Section 5.
Review of Wang(2012)'s Algorithm
In this section, we briefly review a Gibbs sampling algorithm developed by Wang (2012) . Although Wang (2012) derived it for the Bayesian graphical LASSO with the prior distribution (3) as well, we consider a more general prior setting that allows λ in (3) to vary for each element of the precision matrix Ω, namely,
which is called the adaptive graphical LASSO. Since Wang (2012) demonstrated that the Bayesian adaptive LASSO outperformed the non-adaptive counterpart in terms of parameter estimation and graphical structure learning, we will illustrate the Gibbs sampling algorithm for the Bayesian adaptive graphical LASSO in detail.
To derive the Gibbs sampling algorithm, Wang (2012) utilizes the wellknown fact that the Laplace distribution in (4) is expressed as a scale mixture of normal distributions with the exponential distribution:
By using the gamma distribution Ga(r, s) as the common prior for λ ij (1 i j p), we obtain the joint posterior distribution 2 of ω = {ω ij } i j , 2 Wang (2012) assumes that the prior distribution of each diagonal element ω ii is
. This is because Wang (2012) employs
p j=1 |ω ij | as the penalty in which each off-diagonal element ω ij (i = j) appears twice. On the other hand, ours is
where 1 M + (Ω) is the indicator function that will be equal to one if Ω ∈ M + ; otherwise, it is equal to zero. In order to construct a Gibbs sampler for the posterior distribution in (6), we need to derive all full conditional posterior distributions for ω, τ and λ.
It is straightforward to show that the full conditional posterior distribution of 1/τ ij (1 i < j p) is the inverse Gaussian distribution:
while that of λ ij (1 i j p) is the gamma distribution:
where θ represents the vector of all parameters and latent variables in the model and expression such as θ −x indicates that a parameter x is excluded from θ. Note that τ ij is integrated out in (8).
To generate ω from the full conditional posterior distribution, Wang (2012) proposes a Gibbs sampling algorithm that iteratively generates each diagonal element and the corresponding off-diagonal elements of the precision matrix Ω from their full conditional posterior distributions, which is called the block Gibbs sampler by Wang (2012) . The block Gibbs sampler is based on the following partition of Ω:
where Ω 11 is a (p − 1 × p − 1) matrix, ω 12 is a (p − 1 × 1) vector and ω 22 is a scalar. Without loss of generality, we can rearrange rows and columns of Ω so that the lower-right corner of Ω, ω 22 , should be the diagonal element to be generated from its full conditional posterior distribution. Likewise, we partition S, Υ and λ as
where Υ is a (p×p) symmetric matrix in which the off-diagonal (i, j) element is τ ij and all diagonal elements are equal to zero while λ 22 is the element in λ that corresponds with the diagonal element ω 22 in the prior distribution (4).
With the partition of Ω in (9) and that of S in (10), we have tr (SΩ) = s 22 ω 22 + 2s 12 ω 12 + tr (S 11 Ω 11 ) , and |Ω| = ω 22 − ω 12 Ω −1 11 ω 12 |Ω 11 | .
Then the likelihood can be expressed as
∝ ω 22 − ω 12 Ω −1 11 ω 12 n 2 |Ω 11 | n 2 × exp − 1 2 {s 22 ω 22 + 2s 12 ω 12 + tr (S 11 Ω 11 )} .
By applying a change of variables,
to the likelihood (11), we have
With the adaptive prior (4) and the flat prior p(γ) ∝ constant, Wang (2012) proposes to use
as the full conditional posterior distribution of γ and β.
In summary, Wang (2012)'s block Gibbs sampler is given as follows.
Block Gibbs sampler for all parameters
For i = 1, . . . , p, repeat Step 1 to Step 5.
Step 1:
Rearrange Ω, S, Υ and λ so that ω ii is in the place of ω 22 in Ω and partition them as in (9) and (10).
Step 2: γ ← Ga n 2 + 1, s 22 2 + λ 22 and set ω 22 = γ + ω 12 Ω −1 11 ω 12 .
Step 3: If i 2, β ← N (−Cs 12 , C) and set ω 12 = β.
Step 4: λ 12 ← Ga (r + 1, s + |ω 12 |).
Step 5: υ ← IG λ 12 |ω 12 | , λ 2 12 and set τ 12 = 1/υ.
Proposed Algorithm
As we pointed out in the introduction, Wang (2012)'s block Gibbs sampler does not necessarily guarantee the positive definiteness of generated Ω's. In this section, we directly derive the full conditional posterior distribution of ω 22 and ω 12 without the transformation (12), and propose an efficient sampling method to generate them under the positive definiteness constraint:
First, let us derive the full conditional posterior distribution of ω 22 . Given that Ω from the previous iteration of the block Gibbs sampler is positive definite, newly generated ω 22 and ω 12 must satisfy
to ensure that the updated Ω is also positive definite. In other words, the conditional prior distribution of ω 22 given ω 12 and Ω 11 must be
where M + 22 = {ω 22 : ω 22 > ω 12 Ω −1 11 ω 12 }. Therefore, by ignoring the parts that do not depend on ω 22 in (11), we have
The full conditional posterior distribution of ω 22 in (18) is the shifted gamma distribution:
Obviously, the distribution of u in (19) is equivalent to that of γ in (14). Thus (19) and (14) are basically identical to each other, and ω 22 generated from either (19) or (14) always satisfies the positive definiteness condition (16). Next, let us derive the full conditional posterior distribution of ω 12 . For the same reason as (17), the conditional prior distribution of ω 12 must be the following truncated multivariate normal distribution:
where M + 12 = {ω 12 : ω 22 > ω 12 Ω −1 11 ω 12 }. As a result, the full conditional posterior distribution of ω 12 is also the truncated multivariate normal distribution:
ω 12 |θ −ω 12 , Y ∼ N (−Cs 12 , C) 1 M + 12 (ω 12 ).
On the other hand, Wang (2012) proposes to use the unconstrained multivariate normal distribution (15), which does not impose the truncation 1 M + 12 (ω 12 ), to generate ω 12 (= β). Consequently, if we generate ω 12 from (15), there is no guarantee that the newly updated ω 12 satisfies the positive definiteness condition (16). This is the reason why generated Ω's are not always positive definite as shown in Table 1 . Therefore, in order to ensure the positive definiteness of Ω, it is preferable to use the truncated multivariate normal distribution (21) in the block Gibbs sampler.
Since either naive rejection method or Metropolis-Hastings algorithm is inefficient even for a modest-size graphical model, we apply the Hit-and-Run algorithm (Bélisle et al. (1993) ) to generate ω 12 from the truncated multivariate normal distribution (19).
Hit-and-Run algorithm
Step 1: Pick a point α on the unit sphere randomly as α = z z , z ∼ N (0, I).
Step 2: Generate a random scalar κ from the distribution with the density:
where p(·) is the density of N (−Cs 12 , C) in (21).
Step 3: Set ω 12 + κα as the new ω 12 .
It is straightforward to show that the distribution of κ in (22) is
where
The indicator function 1 M + 12 (ω 12 + κα) is equal to one if and only if
This means that κ must satisfy
Note that a > 0, c < 0 as long as the current Ω is positive definite, which implies that the quadratic equation aκ 2 + 2bκ + c = 0 has two distinctive real roots. Therefore the distribution in (23) is the truncated univariate normal distribution on the interval:
Hence, by using the Hit-and-Run algorithm, sampling from the seemingly intractable distribution (19) is reduced to sampling from the truncated univariate normal distribution:
and the sampling procedure becomes far much simpler. By replacing (14) in Step 2 with (19) and (15) in Step 3 with the Hitand-Run algorithm, we have the modified block Gibbs sampler as follows.
Modified block Gibbs sampler
Step 1: Rearrange Ω, S, Υ and λ so that ω ii is in the place of ω 22 in Ω and partition them as in (9) and (10).
Step 2: u ← Ga n 2 + 1, s 22 2 + λ 22 and set ω 22 = u + ω 12 Ω −1 11 ω 12 .
Step 3: If i 2, (a) z ← N (0, I) ans set α = z z . (b) κ ← N (µ κ , σ 2 κ ) 1 R + (κ) and update the old ω 12 with ω 12 + κα.
Performance Comparison
In this section, we report the results of Monte Carlo experiments in order to compare our modified block Gibbs sampler with Wang (2012)'s original algorithm in terms of accuracy in parameter estimation and graphical structure learning. For brevity, we shall refer to Wang (2012)'s original algorithm as BGS (block Gibbs sampler) and our modified version as HRS (Hit-and-Run sampler). Following Wang (2012) , we examine the following six different specifications of the Gaussian graphical model in the Monte Carlo experiments:
(a) AR(1): σ ij = 0.7 |i−j| .
(b) AR (2): ω ii = 1.0, ω i,i−1 = ω i−1,i = 0.5 and ω i,i−2 = ω i−2,i = 0.25.
(c) Block: σ ii = 1, σ ij = 0.5 for 1 ≤ i = j ≤ p/2 , σ ij = 0.5 for p/2 + 1 ≤ i = j ≤ 10 and σ ij = 0.0 otherwise.
(d) Star: ω ii = 1.0, ω 1,i = ω i,1 = 0.1 and ω ij = 0.0 otherwise.
(e) Circle: ω ii = 2.0, ω i−1,i = ω i,i−1 = 1.0, ω 1p = ω p1 = 0.9.
(f) Full: ω ii = 2.0, ω ij = 1.0 for i = j.
where σ ij (1 i, j p) is the (i, j) element of the covariance matrix Ω −1 in the Gaussian graphical model. Other settings for the Monte Carlo experiments also mirror Wang (2012) . For each model, we generate a sample of (p × 1) random vectors y 1 , . . . , y n independently from N (0, Ω −1 ). We consider two cases: (n, p) = (50, 30) and (n, p) = (200, 100). Thus we try 12 (= 6 × 2) scenarios in the experiments. The hyperparameters in the prior distribution of λ ij are r = 10 −2 and s = 10 −6 . For both BGS and HRS, the number of burn-in iterations is 5,000 and the Monte Carlo sample from the following 10,000 iterations will be used in Bayesian inference 3 . We repeat each scenario of simulation 50 times and obtain a set of point estimates of Ω. All computations were implemented on a workstation with 64GB RAM and six-core 3.4GHz Intel Xeon processor using Python 3.6.1. HRS requires additional computations because it explicitly imposes the positive definite constraint Ω ∈ M + , but we observed only modest difference in computation time between HRS and BGS.
In order to compare HRS with BGS in terms of accuracy in point estimation of the precision matrix Ω, we compute two sample loss functions, Stein's loss and Frobenius norm, as measurements of discrepancy between the point estimate and the true Ω. Table 2 shows the sample median loss (Stein's loss in the upper half and Frobenius norm in the lower half) of 50 replications in 12 scenarios for BGS and HRS. Figures in parentheses are the standard errors. The loss is unanimously and substantially smaller in HRS than BGS. This observation is valid not only for the Circle model in which the positive definiteness of Ω is most frequently violated as shown in Table 1 , but also for the other models with different graphical structures. Interestingly, HRS outperforms BGS even for the Full model in which Ω is not sparse and the estimation loss of the graphical LASSO model is expected to be far much worse. Furthermore, this tendency is unchanged in either small-size (p = 30) or large-size (p = 100) model. All in all, the results in Table 2 suggest that imposing the positive definiteness constraint remarkably improves the accuracy in point estimation of Ω in the Bayesian adaptive graphical LASSO.
To assess the performance of graphical structure learning, we check whether the point estimate of Ω can successfully restore the true structure from the simulated data. Recall that there is no connection between nodes, say node i and node j (1 i, j p), if ω ij = 0. As in Fan et al. (2009) , we use the following rule to determine whether a pair of nodes are connected or not:
|ω ij | 10 −3 , (node i and node j are connected); |ω ij | < 10 −3 , (node i and node j are not connected), 
where TP, TN, FP and FN are the number of true positives, true negatives, false positives and false negatives in 50 replications respectively. Table 3 reports the calculated criteria 4 for 12 scenarios. In Table 3 , HRS outperforms BGS for all scenarios except for the sensitivity of the Star model with p = 30, though the sensitivity of HRS is still more than 90%. Especially in the case of p = 100, the values of specificity are more than 90% for HRS, which means that most of zero off-diagonal elements in Ω are correctly identified. This accuracy is quite crucial when we try to detect the true graphical structure in practice. It seems that imposing the positive definiteness constraint also enhances the graphical structure learning in the Bayesian adaptive graphical LASSO.
Conclusion
In this paper, we proposed a modification to Wang (2012)'s famous Gibbs sampling algorithm for Bayesian graphical LASSO. Our modified algorithm guarantees the positive definiteness of the precision matrix throughout the loop of Gibbs sampling by generating the off-diagonal elements of the precision matrix from a truncated multivariate normal distribution whose support is the region where the updated precision matrix remains positive definite. To facilitate sampling from such a complicated distribution, we proposed to utilize the Hit-and-Run algorithm by Bélisle et al. (1993) . The derived algorithm is still a pure Gibbs sampler and keeps efficiency and scalability of Wang (2012)'s original algorithm. In the simulation study, we showed that our modified algorithm could remarkably improve accuracy in point estimation as well as graph structure learning. Since the part of the Gibbs sampling algorithm in which the precision matrix is updated is common to other graphical shrinkage models such as the graphical horseshoe model, it is straightforward to incorporate our modified algorithm into the Gibbs sampling algorithm for the Bayesian graphical horseshoe model by Li et al. (2019) or other related sampling procedures for Gaussian graphical models with scale-mixture-of-normals shrinkage priors. means that a negativeω ij , whether it is near or far away from zero, is regarded as an evidence against connection between nodes. As a result, negative relations between nodes would be over-rejected and the estimated graphical structure would be too sparse in the sense that the precision matrix includes too many zeros in the off-diagonal elements. To confirm this conjecture, we recalculated the three criteria in (25) without the absolute value in (24) and found that the recalculated results were comparably similar to those in Wang (2012) .
