Abstract-This paper presents a proof that existence of a polynomial Lyapunov function is necessary and sufficient for exponential stability of a sufficiently smooth nonlinear vector field on a bounded set. The main result states that if there exists an -times continuously differentiable Lyapunov function which proves exponential stability on a bounded subset of , then there exists a polynomial Lyapunov function which proves exponential stability on the same region. Such a continuous Lyapunov function will exist if, for example, the vector field is at least -times continuously differentiable. The proof is based on a generalization of the Weierstrass approximation theorem to differentiable functions in several variables. Specifically, polynomials can be used to approximate a differentiable function, using the Sobolev norm 1 to any desired accuracy. This approximation result is combined with the second-order Taylor series expansion to show that polynomial Lyapunov functions can approximate continuous Lyapunov functions arbitrarily well on bounded sets. The investigation is motivated by the use of polynomial optimization algorithms to construct polynomial Lyapunov functions.
I. INTRODUCTION

L
YAPUNOV theory strongly influences our understanding of the motion of dynamic systems. This is hardly surprising, given that Lyapunov functions are little more than a generalization of the concept of energy. Construction of a Lyapunov function, then, is simply identification of the essential energy of a system. Control of the motion of a system may be achieved by direct manipulation of this energy. These ideas were first introduced by the works of AM Lyapunov. Lyapunov's thesis appeared originally in Russian in 1892, in French in 1908, and finally, in English, in 1992. In the years since the original publication, a number of extensions of Lyapunov's direct method have been proposed, including the use of multiple Lyapunov functions, application to infinite-dimensional systems (delayed or partial-differential equations), and quadratic Lyapunov functions for linear systems.
There are many results on the properties of Lyapunov functions given certain aspects of the vector field. A number of early results related smoothness and differentiability of the Lyapunov function to that of the vector field. Representative examples include Barbasin [2] , Malkin [19] and Kurzweil [15] . Additionally, a summary of many of these results can be found in Massera [21] . The use of smoothing operators on open sets to create infinitely-differentiable functions was explored in the work Wilson [37] , and more recently in Lin, Sontag, and Wang [18] . Other innovative results on converse Lyapunov functions can be found in Lakshmikantam and Martynyuk [16] and Teel and Praly [33] . The reader is also referred to Hahn [9] and Krasovskii [13] for a treatment of converse theorems of Lyapunov. As will be seen in Section V, Massera-type converse Lyapunov results are a necessary basis for the results of this paper in that they ensure the existence of a Lyapunov functions with the smoothness properties necessary to apply the approximation theory result proven in this paper.
Recall that the topic of this paper is the existence of polynomial Lyapunov functions on compact sets. At this point it may be tempting to conclude that since previous work has proven the existence of smooth Lyapunov functions, one can simply apply the Weierstrass Approximation Theorem to get a polynomial approximation of the Lyapunov function on the compact set. Unfortunately, there are two major technical difficulties. The first is that the resulting polynomial may not be a Lyapunov function (i.e., it may not be positive semidefinite, etc.) for any level of accuracy. The second is that the derivative of this polynomial is not guaranteed to approximate the derivatives of the original function. This is because Weierstrass has not been extended to the Sobolev norm in -dimensions. The major technical contribution of this paper is the resolution of these problems through certain extensions of the theory of approximation of functions.
The classical result in approximation theory is the Weierstrass approximation theorem, which was proven in 1885 [36] . This result demonstrated that real-valued polynomial functions can approximate real-valued continuous functions arbitrarily well with respect to the supremum norm on a compact interval. Various structural generalizations of the Weierstrass approximation theorem have focused on generalized mappings, as in Stone [31] , and on alternate topologies, as in Krein [14] . Polynomial approximation of differentiable functions has been studied in numerical analysis of differential and partial differential equations. Results of relevance include the Bramble-Hilbert Lemma [3] , its generalization in Dupont and Scott [6] , and Jackson's theorem [12] , generalizations of which can be found in the work of Timan [34] .
The approximation of of functions in Sobolev spaces by polynomials has been studied in a number of contexts. In Everitt and Littlejohn [8] , the density of polynomials in certain Sobolev spaces was discussed for the single-variable case. Other work considers weighted Sobolev spaces, as in Portilla, Quintana, Rodriguez, and Touris [26] .
The density of infinitely continuously differentiable test functions in Sobolev spaces has been studied in the context of partial differential equations. Important results include the Meyers-Serrin Theorem [22] , extensions of which can be found in Adams [1] or Evans [7] .
The existence of quadratic Lyapunov functions for linear systems has been particularly important in recent times. This is because all quadratic Lyapunov functions on a finite-dimensional state-space can be parameterized by the positive matrices. As algorithms for optimization over the positive matrices have become fast and reliable, the analysis and control of many aspects of the behavior of linear finite-dimensional systems has become automatic.
In an effort to replicate the success of linear systems analysis for nonlinear dynamics, significant progress has been made toward the development of efficient algorithms for optimization over the cone of positive polynomials. See Lasserre [17] , Nesterov [23] , and Parrilo [25] for some early work in this area or Henrion and Garulli [10] and Chesi [4] for more recent advances. Today, there exist a number of software packages for optimization over the positive polynomials, with prominent examples being given by SOSTOOLS [27] and GloptiPoly [11] . As was the case for linear systems and quadratic Lyapunov functions, the development of algorithms for polynomial optimization allows for the efficient analysis of nonlinear systems though the use of polynomial Lyapunov functions.
Consider a nonlinear ordinary differential equation of the form where . A number of authors have discussed the use of polynomial optimization algorithms for constructing polynomial Lyapunov functions to prove stability of this type of system. Substantial contributions to this area include Parrilo [25] , Wang [35] , Tan [32] , and Chesi, et al. [5] .
The goal of this paper is to resolve the question of whether polynomial Lyapunov functions are necessary and sufficient for stability of nonlinear systems. The main result of this paper is summarized in Theorem 11, where it is shown that if is -times continuously differentiable, then exponentially stability of on a compact region is equivalent to the existence of a polynomial Lyapunov function which proves exponential stability of level sets contained in that region. The smoothness condition is automatically satisfied if is polynomial.
To establish this converse Lyapunov result, two extensions to the Weierstrass approximation theorem are presented. In Theorem 5, it is shown that for bounded regions, polynomials can be used to approximate continuously differentiable multivariate functions arbitrarily well in a variety of norms, including the Sobolev norm . This means that for any continuously differentiable function and any , one can find a polynomial which approximates the function with error and whose partial derivatives approximate those of the function with error . The proof is based on a construction using approximations to the partial derivatives.
The second extension combines a second order Taylor series expansion with the Weierstrass approximation theorem to find polynomials which approximate functions with a pointwise weight on the error given by These two extensions are combined into the main polynomial approximation result, which is Theorem 8. The application to Lyapunov functions is given in Proposition 9. Proposition 9 states that if there exists a sufficiently smooth continuous Lyapunov function which proves exponential stability on a bounded set, then there exists a polynomial Lyapunov function which proves exponential stability on the same set. In Section V, a converse Lyapunov theorem given along with a brief discussion of the implications for the use of polynomial optimization to prove stability of nonlinear ordinary differential equations. [34] .
NOTATION AND BACKGROUND
Theorem 1: Suppose is continuous and is compact. Then there exists a sequence of polynomials which converges to uniformly in .
II. APPROXIMATION OF DIFFERENTIABLE FUNCTIONS
Most of the technical results of this paper concern a constructive method of approximating a differentiable function of several variables using approximations to the partial derivatives of that function. Specifically, the result states that if one can find polynomials which approximate the partial derivatives of a given function to accuracy , then one can construct a polynomial which approximates the given function to accuracy , and all of whose partial derivatives approximate those of the given function to accuracy .
The difficulty of this problem is a consequence of the fact that, for a given function, not all the partial derivatives of that function are independent. For example, we have the identities among others. Therefore, given approximations to the partial derivatives of a function, these approximations will, in general, not be the partial derivatives of any function. The problem becomes, for each partial derivative approximation, how to extract the information which is unique to that partial derivative in order to form an approximation to the original function. The following construction shows how this can be done. 
III. POLYNOMIAL LYAPUNOV FUNCTIONS
In this section, we demonstrate that polynomial Lyapunov functions can be used to approximate continuous Lyapunov functions. To be a Lyapunov function, a polynomial approximation must satisfy certain constraints. In particular, suppose that is a Lyapunov function and is a polynomial approximation to . In order to also be a Lyapunov function, must satisfy an error bound of the form For to prove exponential stability, the derivatives of and must satisfy a similar error bound. Conceptually, this error bound requires that the error should be everywhere bounded on a compact set, but in addition must decay to zero near the origin.
The idea behind the proof of the existence of such a polynomial, , is to combine a Taylor series approximation with the Weierstrass approximation theorem. Specifically, a second order Taylor series expansion about a point, , has the property that the error, or residue, , satisfies as . However, for the error in the Taylor series to converge uniformly requires infinite differentiability of the function with uniform bounds on smoothness, an assumption too strict for the purposes of this paper. The Weierstrass approximation theorem, on the other hand, gives approximations which will always converge uniformly on a compact set, but in general no Weierstrass approximation will have the residual convergence property mentioned above for any point, . The approach, then, is to use a second order Taylor series expansion to guarantee accuracy near the origin. A Weierstrass polynomial approximation to the error between the Taylor series and the function away from the origin is then used to cancel out this error and guarantee a uniform bound. An approach similar to that taken in Lemma 4 and Theorem 5 is then used to show that the map can be used to construct polynomial approximations to differentiable functions in the norm The proof begins by combining the second order Taylor series expansion and the Weierstrass approximation theorem. 
The proof of the following lemma closely follows that of Lemma 4. However, the presence of the term poses significant technical challenges. In particular, small gain of the operators is no longer sufficient. Instead we use an inductive reasoning, similar to small gain, which is described in the proof.
Lemma 7: Let and with . Then
Proof: Recall that from the definition of , we have that which implies for some otherwise.
Now consider the term
We would like to obtain bounds on this function. For , and for any
Here the first inequality is due to the mean value theorem and that and the second inequality follows since for . Therefore
Similarly, if , then for any where the first inequality follows since . Therefore, for and Since the terms are compositions of the , the bounds can be applied inductively. Specifically, for any Now, given the bounds on the , the triangle inequality can be used to deduce that for any
The following theorem gives the main approximation result of the paper. It combines Lemmas 6 and 7 to show that poly-nomials are dense in the space with respect to the norm with weight . , where is the unique solution of (1) with initial condition . The following Massera-type [21] converse Lya-punov theorem can be proven through application of the Gronwall-Bellman inequality.
Theorem 10: Consider the system defined by (1) for all . A sufficient condition for a function, to satisfy the conditions of Theorem 11 is that is -times continuously differentiable. This is conservative, however, as only need be 3-times continuously differentiable in any given variable. An important corollary of Theorem 11 is that ordinary differential equations defined by polynomials have polynomial Lyapunov functions. Since polynomial optimization is typically applied to systems defined by polynomials, this means that the assumption of a polynomial Lyapunov function is not conservative.
In polynomial optimization, it is common to use Positivstellensatz results to find locally positive polynomial Lyapunov functions in a manner similar to the -procedure. When the polynomial can be assumed to be positive, i.e., for all , these conditions are necessary and sufficient. See Stengle [30] , Schmüdgen [29] , and Putinar [28] [24] for a proof and more details on using semidefinite programming to construct solutions to this polynomial optimization problem.
Example 1: To illustrate the "sum-of-squares" approach, we give a brief numerical example. Consider the vector field Using the software package SOSTOOLS [27] , the following polynomial Lyapunov function can be found to prove global stability of the system: Example 2: To illustrate the use of Proposition 13 to prove local stability, consider the following rather trivial example:
Using the software package SOSTOOLS [27] , the following polynomial Lyapunov function can be found to prove local exponential stability of the system for and :
The sum-of-squares variables used are
The solution can be readily verified using the equations in Proposition 11. For more sophisticated examples and a thorough review of numerical methods related to the construction of Lyapunov functions for polynomial systems, the reader is referred to Wang [35] or Tan [32] .
V. CONCLUSION This paper gives a proof that any locally exponentially stable system with a thrice differentiable vector field will have a polynomial Lyapunov function which decreases exponentially on that region. Although we know that the polynomial degree will be finite, we can as yet give no a-priori upper bound on the degree of the polynomial. Work on the problem of generating degree bounds is currently underway. A corollary of this result is that ordinary differential equations defined by polynomials have polynomial Lyapunov functions. An important application of optimization of polynomials is the search for a polynomial Lyapunov function which proves local exponential stability. Our results, therefore, tend to support continued research into improving polynomial optimization algorithms.
In addition, as a byproduct of the proof, we gave a method for constructing polynomial approximations to differentiable functions. The interesting feature of this construction is the guaranteed convergence of the derivatives of the approximation. Another consequence of this paper is that Theorem 5 states that the polynomials are dense in with respect to the Sobolev norm .
