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Abstract
We review the formalism and applications of non-linear perturbation theory (PT)
to understanding the large-scale structure of the Universe. We first discuss the dy-
namics of gravitational instability, from the linear to the non-linear regime. This
includes Eulerian and Lagrangian PT, non-linear approximations, and a brief de-
scription of numerical simulation techniques. We then cover the basic statistical
tools used in cosmology to describe cosmic fields, such as correlations functions in
real and Fourier space, probability distribution functions, cumulants and generat-
ing functions. In subsequent sections we review the use of PT to make quantitative
predictions about these statistics according to initial conditions, including effects
of possible non Gaussianity of the primordial fields. Results are illustrated by de-
tailed comparisons of PT predictions with numerical simulations. The last sections
deal with applications to observations. First we review in detail practical estimators
of statistics in galaxy catalogs and related errors, including traditional approaches
and more recent developments. Then, we consider the effects of the bias between
the galaxy distribution and the matter distribution, the treatment of redshift dis-
tortions in three-dimensional surveys and of projection effects in angular catalogs,
and some applications to weak gravitational lensing. We finally review the current
observational situation regarding statistics in galaxy catalogs and what the future
generation of galaxy surveys promises to deliver.
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1 Introduction and Notation
Understanding the large scale structure of the Universe is one of the main
goals of cosmology. In the last two decades it has become widely accepted
that gravitational instability plays a central role in giving rise to the remark-
able structures seen in galaxy surveys. Extracting the wealth of information
contained in galaxy clustering to learn about cosmology thus requires a quan-
titative understanding of the dynamics of gravitational instability and appli-
cation of sophisticated statistical tools that can best be used to test theoretical
models against observations.
In this work we review the use of non-linear cosmological perturbation theory
(hereafter PT) to accomplish this goal. The usefulness of PT in interpreting
results from galaxy surveys is based on the fact that in the gravitational insta-
bility scenario density fluctuations become small enough at large scales (the
so-called “weakly non-linear regime”) that a perturbative approach suffices
to understand their evolution. Since early developments in the 80’s, PT has
gone through a period of rapid evolution in the last decade which gave rise to
numerous useful results. Given the imminent completion of next-generation
large-scale galaxy surveys ideal for applications of PT, it seems timely to pro-
vide a comprehensive review of the subject.
The purpose of this review is twofold:
1) To summarize the most important theoretical results, which are sometimes
rather technical and appeared somewhat scattered in the literature with often
fluctuating notation, in a clear, consistent and unified fashion. We tried in
particular to unveil approximations that might have been overlooked in the
original papers, and to highlight the outstanding theoretical issues that remain
to be addressed.
2) To present the state of the art observational knowledge of galaxy clustering
with particular emphasis in constraints derived from higher-order statistics on
galaxy biasing and primordial non-Gaussianity, and give a rigorous basis for
the confrontation of theoretical results with observational data from upcoming
galaxy catalogues.
We assume throughout this review that the universe satisfies the standard
homogeneous and isotropic big bang model. The framework of gravitational
instability, in which PT is based, assumes that gravity is the only agent at
large scales responsible for the formation of structures in a universe with
density fluctuations dominated by dark matter. This assumption is in very
good agreement with observations of galaxy clustering, in particular, as we
discuss in detail here, from higher-order statistics which are sensitive to the
detailed structure of the dynamics responsible for large-scale structures 1 . The
non-gravitational effects associated with galaxy formation may alter the dis-
1 As opposed to just properties of the linearized equations of motion, which can be
mimicked by nongravitational theories of structure formation in some cases [10].
7
tribution of luminous matter compared to that of the underlying dark matter,
in particular at small scales: such ‘galaxy biasing’ can be probed with the
techniques reviewed in this work.
Inevitably, we had to make some decisions in the choice of topics to be covered.
Our presentation is definitely focused on the density field, with much less
coverage on peculiar velocities. This choice is in particular motivated by the
comparatively still preliminary stage of cosmic velocity fields, at least from
an observational point of view (see however [607,160] for a review). On the
other hand, note that since velocity field results are often obtained by identical
techniques to those used for the density field, we mention some of these results
but without giving them their due importance.
In order to fully characterize the density field, we choose to follow the tradi-
tional approach of using statistical methods, in particular, N -point correlation
functions [508]. Alternative methods include morphological descriptors such
as Minkowski functionals (of which the genus is perhaps the most widely
known), percolation analysis, etc. Unlike correlation functions, however, these
other statistics are not as directly linked to dynamics as correlation functions,
and thus are not as easy to predict from theoretical models. Furthermore, ap-
plications of PT to make predictions of these quantities is still in its infancy
(see e.g [441] and references therein for recent work).
Given that PT is an approximate method to solve the dynamics of gravita-
tional clustering, it is desirable to test the validity of the results with other
techniques. In particular, we resort to numerical simulations, which involve
different approximations in solving the equations of motion that are not re-
stricted to the weakly non-linear regime. There is a strong and healthy in-
terplay between PT and N -body simulations which we extensively illustrate
throughout this review. At large scales PT can be used to test quantitatively
for spurious effects in numerical simulations (e.g. finite volume effects, tran-
sients from initial conditions), whereas at smaller, non-linear scales N -body
simulations can be used to investigate the regime of validity of PT predictions.
Although reviewing the current understanding of clustering at small scales is
beyond the scope of this review, we have also included a discussion of the
predictions of non-linear clustering amplitudes because connections between
PT and strongly non-linear behavior have been suggested in the literature.
We also include a discussion about stable clustering at small scales which,
when coupled with self-similarity, leads to a connection between the large and
small-scale scaling behavior of correlations functions.
This review is structured so that different chapters can be read independently,
although there are inevitable relations. Chapter 2 deals with the basic equa-
tions of motion and their solution in PT, including a brief summary of nu-
merical simulations. Chapter 3 is a review of the basics of statistics; we have
made it as succinct as possible to swiftly introduce the reader to the core of
the review. For a more in-depth treatment we refer the reader to [609,61].
The next two chapters represent the main theoretical results; Chapter 4 deals
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with N -point functions, whereas Chapter 5 reviews results for the smoothed
one-point moments and PDF’s. These two chapters heavily rely on material
covered in Chapters 2 and 3.
In Chapter 6 we describe in detail the standard theory of estimators and er-
rors for application to galaxy surveys, with particular attention to the issue
of cosmic bias and errors of estimators of the two-point correlation function,
power spectrum, and higher-order moments such as the skewness. Chapter 7
deals with theoretical issues related to surveys, such as redshift distortions,
projection effects, galaxy biasing and weak gravitational lensing. Chapter 8
presents the current observational status of galaxy clustering, including fu-
ture prospects in upcoming surveys, with particular emphasis on higher-order
statistics. Chapter 9 contains our conclusions and outlook. A number of ap-
pendices extend the material in the main text for those interested in carrying
out detailed calculations. Finally, to help the reader, Tables 1–4 list the main






2LPT Second Order Lagrangian Perturbation Theory;
EPT Extended Perturbation Theory;
HEPT HyperExtended Perturbation Theory;
ZA Zel’dovich Approximation;
SC Spherical Collapse;
CDM Cold Dark Matter (model);
SCDM Standard CDM model;
ΛCDM Flat CDM model with a cosmological constant;
PDF Probability Distribution Function;
CPDF Count Probability Distribution Function.
Table 2
Notation for Various Cosmological Variables
Ωm The total matter density in units of critical density;
ΩΛ The reduced cosmological constant;
Ωtot The total energy density of the universe in units of critical density, Ωtot =
Ωm + ΩΛ;
H The Hubble constant;
h The Hubble constant at present time, in units of 100 km/s/Mpc, h ≡
H0/100;
a The scale factor;
τ The conformal time, dτ = dt/a;
H The conformal expansion rate, H = aH;
D1 The linear growth factor;
Dn The n-th order growth factor;
f(Ωm,ΩΛ) The logarithmic derivative of (the fastest growing mode of) the linear
growth factor with respect to a: f(Ωm,ΩΛ) ≡ d lnD1/d ln a.
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Table 3
Notation for the Cosmic Fields
X˜ The Fourier transform of field X;
X˜(k) = (2pi)−3
∫
d3x e−ik·xX(x) (except in Sect. 6.5)
x The comoving position in real space;
ρ(x) The local cosmic density;
δ(x) The local density contrast, δ = ρ/ρ− 1;
Φ(x) The gravitational potential;
u(x) The local peculiar velocity field;
θ(x) The local velocity divergence in units of H = aH;
Fp(k1, . . . ,kp) The p
th order density field kernel;
Gp(k1, . . . ,kp) The p
th order velocity divergence field kernel;
ψ(q) The Lagrangian displacement field;
J(q) The Jacobian of the Lagrangian-Eulerian mapping.
Table 4
Notation for Statistical Quantities
P (k) The density power spectrum;
∆(k) The dimensionless power, ∆ = 4pik3P (k);
B(k1, k2, k3) The bispectrum;
PN (k1, . . . ,kN ) The N -point polyspectrum;
PN The count-in-cell probability distribution function;
p(δ)dδ The cosmic density probability distribution function;
Fk The factorial moment of order k;
ξ2(x1,x2) ≡ ξ12 ≡ ξ The two-point correlation function, ξ2(x1,x2) = 〈δ(x1)δ(x2)〉 =
〈δ(x1)δ(x2)〉c;
σ2 ≡ ξ ≡ ξ2 The cell-average two−point correlation function;
σ8 The value of the (linearly extrapolated) σ in a sphere of 8h
−1 Mpc
radius;
Γ Shape parameter of the linear power-spectrum, Γ ' Ωmh;
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Table 4 (continued)
ξN (x1, . . . ,xN ) The N -point correlation functions ξN (x1, . . . ,xN ) = 〈δ(x1) . . . δ(xN )〉c;
wN (θ1, . . . , θN ) The angular N -point correlation functions;
ξN The cell-averaged N−point correlation functions ξN = 〈δNR 〉c;
wN The cell-averaged angular N−point correlation functions;
Sp The density normalized cumulants, Sp = 〈δpR〉c/〈δ2R〉p−1 = ξp/ξ
p−1
;
S3, S4 The (reduced) skewness/kurtosis;
sp The projected density normalized cumulants;
Q ≡ Q3, Q˜ ≡ Q˜3 The three-point hierarchical amplitude in real/Fourier space;
QN , Q˜N The N -point hierarchical amplitude in real/Fourier space; QN can also
stand for SN/N
N−2 (Chap. 6);
qN , q˜N The projected N -point hierarchical amplitude in real/Fourier space; qN
can also stand for sN/N
N−2 (Chap. 6);
Tp The velocity divergence normalized cumulants;
Cpq The two-point density normalized cumulants,
Cpq = 〈δp1δq2〉c/(ξ12〈δ2〉p+q−2);
ϕ(y) The one-point cumulant generating function, ϕ(y) =
∑
p Sp (−y)p/p!;
νp, µp The density/velocity field vertices;
Gδ(τ) ≡ GLδ (τ), Gθ(τ) ≡ GLθ (τ) The vertex generating function for the density/velocity field, Gδ(τ) ≡∑
p≥1 νp(−τ)p/p!, and Gθ(τ) ≡ −f(Ωm,ΩΛ)
∑
p≥1 νp(−τ)p/p!;
〈X〉 The ensemble average of statistic X;
Xˆ The estimator of statistic X;
Υ(Xˆ)dXˆ The cosmic distribution function of estimator Xˆ ;
∆X The cosmic error on estimator Xˆ.
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2 Dynamics of Gravitational Instability
The most natural explanation for the large-scale structures seen in galaxy
surveys (e.g. superclusters, walls, and filaments) is that they are the result of
gravitational amplification of small primordial fluctuations due to the grav-
itational interaction of collisionless cold dark matter (CDM) particles in an
expanding universe [509,75,173,174]. Throughout this review we will assume
this framework and discuss how PT can be used to understand the physics of
gravitational instability and test this hypothesis against observations.
Although the nature of dark matter has not yet been identified, all candi-
dates for CDM particles are extremely light compared to the mass scale of
typical galaxies, with expected number densities of at least 1050 particles per
Mpc3 [383]. In this limit where the number of particles N  1, discrete-
ness effects such as two-body relaxation (important e.g. in globular clusters)
are negligible, and collisionless dark matter 2 obeys the Vlasov equation for
the distribution function in phase space, Eq. (12) below. This is the master
equation from which all subsequent calculations of gravitational instability are
derived.
Since CDM particles are non-relativistic, at scales much smaller than the Hub-
ble radius the equations of motion reduce essentially to those of Newtonian
gravity 3 . The expansion of the universe simply calls for a redefinition of the
variable used to describe the position and momentum of particles, and a redefi-
nition of the gravitational potential. For a detailed discussion of the Newtonian
limit from general relativity see e.g. [508]. We will simply motivate the results
without giving a derivation.
2.1 The Vlasov Equation
Let’s consider a set of particles of a mass m that interact only gravitationally
in an expanding universe. The equation of motion for a particle of velocity v







|ri − r|3 (1)
where the summation is made over all other particles at position ri.
2 There has been recently a renewed interest in studying collisional dark mat-
ter [600,700,170], which may help solve some problems with collisionless CDM at
small scales, of order few kpc.
3 A detailed treatment of relativistic linear perturbation theory of gravitational
instability can be found in [19,466,400].
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In the limit of a large number of particles, this equation can be rewritten in











|r′ − r| . (3)
In the context of gravitational instabilities in an expanding universe we have to
consider the departures from the homogeneous Hubble expansion. Positions of
particles are described by their comoving coordinates x such that the physical
coordinates are r = a(τ)x where a is the cosmological scale factor. We choose
to describe the equations of motion in terms of the conformal time τ related to
cosmic time by dt = a(τ)dτ . The equations of motion that follow are valid in
an arbitrary homogeneous and isotropic background Universe, which evolves













(Ωtot(τ)− 1)H2(τ) = k, (5)
where H ≡ d ln a/dτ = Ha is the conformal expansion rate, H is the Hub-
ble constant, Ωm is the ratio of matter density to critical density, Λ is the
cosmological constant and k = −1, 0, 1 for Ωtot < 1, Ωtot = 1 and Ωtot > 1
respectively (Ωtot ≡ Ωm + ΩΛ). Note that Ωm and ΩΛ are time dependent.
We then define the density contrast δ(x) by,
ρ(x, τ) ≡ ρ¯(τ) [1 + δ(x, τ)] , (6)
the peculiar velocity u with
v(x, τ) ≡ Hx + u(x, τ), (7)
and the cosmological gravitational potential Φ with




x2 + Φ(x, τ), (8)
so that the latter is sourced only by density fluctuations, as expected; indeed
the Poisson equation reads,
∇2Φ(x, τ) = 3
2
Ωm(τ) H2(τ) δ(x, τ). (9)
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In the following we will only use comoving coordinates as the spatial variable
so that all space derivatives should be understood as done with respect to x.





p = amu. (11)
Let us now define the particle number density in phase space by f(x,p, τ);









· ∇f − am∇Φ · ∂f
∂p
= 0 (12)
Needless to say, this equation is very difficult to solve, being a non-linear par-
tial differential equation involving seven variables. The non-linearity is induced
by the fact that the potential Φ depends through Poisson equation on the in-
tegral of the distribution function over momentum (which gives the density
field, see Eq. (13) below).
2.2 Eulerian Dynamics
In practice however we are usually not interested in solving the full phase-
space dynamics, but rather the evolution of the spatial distribution. This can
be conveniently obtained by taking momentum moments of the distribution
function. The zeroth order moment simply relates the phase space density to
the local mass density field,
∫
d3p f(x,p, τ) ≡ ρ(x, τ). (13)










f(x,p, τ)≡ ρ(x, τ)ui(x, τ)uj(x, τ) + σij(x, τ), (15)
define the peculiar velocity flow u(x, τ) and the stress tensor σij(x, τ). The
equation for these fields follow from taking moments of the Vlasov equation.
The zeroth moment gives the continuity equation,
∂δ(x, τ)
∂τ
+∇ · {[1 + δ(x, τ)]u(x, τ)} = 0, (16)
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which describes conservation of mass. Taking the first moment of Eq. (12)




+H(τ) u(x, τ) + u(x, τ) · ∇u(x, τ) =
−∇Φ(x, τ)− 1
ρ
∇j (ρ σij) , (17)
which describes conservation of momentum. Note that the continuity equation
couples the zeroth (ρ) to the first moment (u) of the distribution function, the
Euler equation couples the first moment (u) to the second moment (σij), and
so on. However, having integrated out the phase-space information, we are
here in a more familiar ground, and we have reasonable phenomenological
models to close the hierarchy by postulating an ansatz for the stress tensor
σij, i.e. the equation of state of the cosmological fluid. For example, standard
fluid dynamics [392] gives σij = −pδij + η(∇iuj +∇jui− 23δij∇·u)+ ζδij∇·u,
where p denotes the pressure and η and ζ are viscosity coefficients.
The equation of state basically relies on the assumption that cosmological
structure formation is driven by matter with negligible velocity dispersion or
pressure, as for example cold dark matter (CDM). Note that from its defini-
tion, Eq. (15), the stress tensor characterizes the deviation of particle motions
from a single coherent flow (single stream), for which the first term will be the
dominant contribution. Therefore, it is a good approximation to set σij ≈ 0,
at least in the first stages of gravitational instability when structures did not
have time to collapse and virialize. As time goes on, this approximation will
break down at progressively larger scales, but we will see that at present times
at the scales relevant to large-scale structure, a great deal can be explored and
understood using this simple approximation. In particular, the breakdown of
σij ≈ 0 describes the generation of velocity dispersion (or even anisotropic
pressure) due to multiple streams, generically known as shell crossing. We will
discuss this issue further below.
We now turn to a systematic investigation of the solutions of Eqs. (9,16,17)
for vanishing stress tensor.
2.3 Eulerian Linear Perturbation Theory
At large scales, where we expect the Universe to become smooth, the fluctu-
ation fields in Eqs. (6-8) can be assumed to be small compared to the homo-
geneous contribution described by the first terms. Therefore, it follows that








+H(τ) u(x, τ) = −∇Φ(x, τ), (19)
where θ(x, τ) ≡ ∇ · u(x, τ) is the divergence of the velocity field. These
equations are now straightforward to solve. The velocity field, as any vector
field, can be completely described by its divergence θ(x, τ) and its vorticity
w(x, τ) ≡ ∇× u(x, τ) , whose equations of motion follow from Eq. (19)
∂θ(x, τ)
∂τ
+H(τ) θ(x, τ) + 3
2
Ωm(τ)H2(τ)δ(x, τ) = 0, (20)
∂w(x, τ)
∂τ
+H(τ) w(x, τ) = 0. (21)
The vorticity evolution readily follows from Eq. (21), w(τ) ∝ a−1, i.e. in the
linear regime any initial vorticity decays away due to the expansion of the
Universe. The density contrast evolution follows by taking the time derivative









where we wrote δ(x, τ) = D1(τ)δ(x, 0), with D1(τ) the linear growth factor.
This equation, together with the Friedmann equations, Eqs. (4-5), determines
the growth of density perturbations in the linear regime as a function of cos-
mology. Since it is a second-order differential equation, it has two independent
solutions, let’s denote the fastest growing mode D
(+)
1 (τ) and the slowest one
D
(−)
1 (τ). The evolution of the density is then





where A(x) and B(x) are two arbitrary functions of position describing the ini-
tial density field configuration, whereas the velocity divergence [using Eq. (18)]
is given by
θ(x, τ) = −H(τ) [f(Ωm,ΩΛ)A(x) + g(Ωm,ΩΛ)B(x)] , (24)



















The most important cases are
(1) When Ωm = 1, ΩΛ = 0, we have the simple solution
D
(+)
1 = a, D
(−)
1 = a
−3/2, f(1, 0) = 1, (26)
thus density fluctuations grow as the scale factor.
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(2) When Ωm < 1, ΩΛ = 0 we have (x ≡ 1/Ωm − 1) [504]
D
(+)


















and the logarithmic derivative can be approximated by [506]
f(Ωm, 0) ≈ Ω3/5m . (28)
As Ωm → 0 (x  1), D(+)1 → 1 and D(−)1 → x−1 and perturbations
cease to grow.
(3) In the case where there is only matter and vacuum energy, the linear














Ωma−3 + (1− Ωm − ΩΛ)a−2 + ΩΛ. In general, it is not

























[1− (Ω0 + Ω0Λ − 1)a+ Ω0Λa3]0.6
, (32)
where Ω0Λ ≡ ΩΛ(a = 1). When Ωm + ΩΛ = 1, we have
f(Ωm, 1− Ωm) ≈ Ω5/9m . (33)
Due to Eq. (31) and Eq. (4), g(Ωm,ΩΛ) = Ωm − ΩΛ/2− 1 holds for arbitrary
Ωm and ΩΛ.
2.4 Eulerian Non-Linear Perturbation Theory
We will now consider the evolution of density and velocity fields beyond the
linear approximation. To do so, we shall first make a self-consistent approxi-
mation, that is, we will characterize the velocity field by its divergence, and
neglect the vorticity degrees of freedom. This can be justified as follows. From
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Eq. (17) we can write the vorticity equation of motion
∂w(x, τ)
∂τ







where we have temporarily restored the stress tensor contribution (σij) to
the conservation of momentum. We see that if σij ≈ 0, as in the case of a
pressureless perfect fluid, if the primordial vorticity vanishes, it remains zero
at all times. On the other hand, if the initial vorticity is non-zero, we saw in the
previous section that in the linear regime vorticity decays due to the expansion
of the Universe; however, it can be amplified non-linearly through the third
term in Eq. (34). In what follows, we shall assume that the initial vorticity
vanishes, thus Eq. (34) together with the equation of state σij ≈ 0 guarantees
that vorticity remains zero throughout the evolution. We must note, however,
that this assumption is self-consistent only as long as the condition σij ≈ 0
remains valid; in particular, multi-streaming and shocks can generate vorticity
(see for instance [521]). This is indeed expected to happen at small enough
scales. We will come back to this point in order to interpret the breakdown of
perturbation theory at small scales.
The assumption of perturbation theory is that it is possible to expand the
density and velocity fields about the linear solutions, effectively treating the
variance of the linear fluctuations as a small parameter (and assuming no
vorticity in the velocity field). Linear solutions correspond to simple (time








where δ(1) and θ(1) are linear in the initial density field, δ(2) and θ(2) are
quadratic in the initial density field, etc.
2.4.1 The Equations of Motion in the Fourier Representation
At large scales, when fluctuations are small, linear perturbation theory pro-
vides an adequate description of cosmological fields. In this regime, differ-
ent Fourier modes evolve independently conserving the primordial statistics.
Therefore, it is natural to Fourier transform Eqs. (9,16,17) and work in Fourier





exp(−ik · x) A(x, τ). (36)
When non-linear terms in the perturbation series are taken into account,
the equations of motion in Fourier space show the coupling between differ-
ent Fourier modes characteristic of non-linear theories. Taking the divergence
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+ θ˜(k, τ) = −
∫
d3k1d
3k2δD(k− k12)α(k1,k2)θ˜(k1, τ)δ˜(k2, τ),(37)
∂θ˜(k, τ)
∂τ
+H(τ) θ˜(k, τ) + 3
2




×β(k1,k2)θ˜(k1, τ)θ˜(k2, τ), (38)
(δD denotes the three-dimensional Dirac delta distribution) where the func-
tions
α(k1,k2) ≡ k12 · k1
k21







encode the non-linearity of the evolution (mode coupling) and come from the
non-linear terms in the continuity equation (16) and the Euler equation (17)
respectively. From equations (37)-(38) we see that the evolution of δ˜(k, τ) and
θ˜(k, τ) is determined by the mode coupling of the fields at all pairs of wave-
vectors k1 and k2 whose sum is k, as required by translation invariance in a
spatially homogeneous Universe.
2.4.2 General Solutions in Einstein-de Sitter Cosmology
Let’s first consider an Einstein-de Sitter Universe, for which Ωm = 1 and
ΩΛ = 0. In this case the Friedmann equation, Eq. (4), implies a(τ) ∝ τ 2,
H(τ) = 2/τ , and scaling out an overall factor of H from the velocity field
brings Eqs. (37-38) into homogeneous form in τ or, equivalently, in a(τ). As









where only the fastest growing mode is taken into account. Remarkably it
implies that the PT expansions defined in Eq. (35) are actually expansions
with respect to the linear density field with time independent coefficients.
At small a the series are dominated by their first term, and since θ1(k) =
δ1(k) from the continuity equation, δ1(k) completely characterizes the linear
fluctuations.
The equations of motion, Eqs. (37-38) determine δn(k) and θn(k) in terms of
the linear fluctuations to be:
δn(k) =
∫
d3q1 . . .
∫




d3q1 . . .
∫
d3qn δD(k− q1...n)Gn(q1, . . . ,qn)δ1(q1) . . . δ1(qn),(42)
where Fn and Gn are homogeneous functions of the wave vectors {q1, . . . ,qn}
with degree zero. They are constructed from the fundamental mode coupling
functions α(k1,k2) and β(k1,k2) according to the recursion relations (n ≥ 2,
see [270,334] for a derivation):
Fn(q1, . . . ,qn) =
n−1∑
m=1
Gm(q1, . . . ,qm)
(2n+ 3)(n− 1)
[
(2n+ 1)α(k1,k2)Fn−m(qm+1, . . . ,qn)
+2β(k1,k2)Gn−m(qm+1, . . . ,qn)
]
, (43)
Gn(q1, . . . ,qn) =
n−1∑
m=1
Gm(q1, . . . ,qm)
(2n+ 3)(n− 1)
[
3α(k1,k2)Fn−m(qm+1, . . . ,qn)
+2nβ(k1,k2)Gn−m(qm+1, . . . ,qn)
]
, (44)
(where k1 ≡ q1+. . .+qm, k2 ≡ qm+1+. . .+qn, k ≡ k1+k2, and F1 = G1 ≡ 1)













































Explicit expressions for the kernels F3 and F4 are given in [270]. Note that the
symmetrized kernels, F (s)n (obtained by a summation of Fn with all possible
permutations of the variables), have the following properties [270,692]:
(1) As k = q1 + . . . + qn goes to zero, but the individual qi do not, F
(s)
n ∝
k2. This is a consequence of momentum conservation in center of mass
coordinates.
(2) As some of the arguments of F (s)n get large but the total sum k = q1 +
. . .+ qn stays fixed, the kernels vanish in inverse square law. That is, for
p qi, we have:
F (s)n (q1, . . . ,qn−2,p,−p) ∝ k2/p2, (47)
and similarly for G(s)n .




n goes to zero, there is an infrared
divergence of the form qi/q
2
i . This comes from the infrared behavior of the
mode coupling functions α(k1,k2) and β(k1,k2). There are no infrared
divergences as partial sums of several wavevectors go to zero.
A simple application of the recursion relations is to derive the corresponding
recursion relation for vertices νn and µn which correspond to the spherical
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Gn(k1, . . . ,kn). (49)
Since the kernels Fn and Gn depend only on the ratios ki/kj, the vertices
depend a priori on these quantities as well. Considering the equations (43,
44), one can see that the angle integrations can be done recursively: it is
possible to integrate first on the angle between the vectors k1 = q1 + . . .+qm
and k2 = qm+1 + . . . + qn, which amounts to replace α(k1,k2) and β(k1,k2)

































and the vertices are thus pure numbers, e.g.:












This recursion relation plays a central role for the derivation of many results
in PT [43].
In particular, it can be shown that it is directly related to the spherical collapse
dynamics [43,222]. In this case the initial density field is such that it has a
spherical symmetry around x = 0. As a consequence the Fourier transform of
the linear density field δ1(k) depends only on the norm of k, and this property
remains valid at any stage of the dynamics. Then the central density for such






d3q1 . . .
∫
d3qnFn(q1, . . . ,qn)δ1(|q1|) . . . δ1(|qn|). (53)










d3q δ1(|q|). Similarly the central velocity divergence for the spher-
ical collapse is expanded in terms of the µn parameters. The angular averages
of the PT kernels are thus directly related to the spherical collapse dynamics.
This result is valid for any cosmological model.
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2.4.3 Cosmology Dependence of Non-Linear Growth Factors
In general the PT expansion is more complicated because the solutions at each
order become non-separable functions of τ and k [91,93,46,118]. In particular
the growing mode at order n does not scale as Dn1 (τ) (or a
n(τ) as in Eq. (40)).
However, using the recursion relations, we can easily find the full dependence
on cosmological parameters for the vertices, that is, the dependence that arises
in the spherical collapse approximation. The PT kernels can then be con-
















From the Fourier space equations of motion, Eqs. (37-38), and taking into
account that the spherical averages of α and β can be taken at once, one gets,
dνn
d logD1




























noting that d logD1 = Hfdτ . This hierarchy of differential equations must
then be solved numerically at each order. The results for n = 2, 3 show that
indeed the dependence of the vertices on cosmological parameters is a few
percent effect at most [46,223].
For a perfect fluid with a equation of state p = ηρ we have [259]
ν2 =
2 (17 + 48 η + 27 η2)
3 (1 + η) (7 + 15 η)
. (59)
for an Einstein-de Sitter Universe. Of course, this reduces to Eq. (52) as η → 0.





which reduces to the standard result ν2 = 34/21 in the limit ω →∞ (see [259]
for details and results for ν4). Even in these extreme cosmologies, the possible
variations of ν2 are quite small given the observational constraints on η and
ω [259].
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2.4.4 Approximate Solutions in Arbitrary Cosmology
This quite remarkable result is asking for an explanation. It is indeed possible
to show that a simple approximation to the equations of motion for general
Ωm and ΩΛ leads to separable solutions to arbitrary order in PT and the same
recursion relations as in the Einstein-de Sitter case [560]. All the information
on the dependence of the PT solutions on the cosmological parameters Ωm
and ΩΛ is then encoded in the linear growth factor, D1(τ).
In linear PT, the growing-mode solution to the equations of motion (37) and
(38) reads
δ(k, τ) =D1(τ)δ1(k), (61)
θ(k, τ) =−H(τ)f(Ωm,ΩΛ)D1(τ)δ1(k), (62)
where D1(τ) is linear growing mode. As mentioned before, we look for sepa-









From the equations of motion (37) and (38) we get for the nth order solutions,
dDn
d logD1
























By simple inspection, we see that if f(Ωm,ΩΛ) = Ω
1/2
m , then the system of
equations becomes indeed separable, with Dn = En = (D1)
n. In fact, the
recursion relations then reduce to the standard Ωm = 1, ΩΛ = 0 case, shown
in equations (43) and (44). Then Ωm/f
2 = 1 leads to separability of the PT
solutions to any order, generalizing what has been noted before in the case of
second order PT [432]. From Section 2.3, the approximation f(Ωm,ΩΛ) ≈ Ω1/2m
is actually very good in practice. As a result, for example, as we review in
the next section, the exact solution for the ΩΛ = 0 case gives D2/(D1)
2 =
1 + 3/17(Ω−2/63m − 1), extremely insensitive to Ωm, even more than what the
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approximation f(Ωm,ΩΛ) = Ω
3/5
m ≈ Ω1/2m would suggest, since for most of the
time evolution Ωm and ΩΛ are close to their Einstein-de Sitter values.
2.4.5 The Density and Velocity Fields up to Third Order
The computations of the local density field can be done order by order for
any cosmological model. We give here their explicit expression up to third
order. The detailed calculations can be found in [46]. Different approaches
have been used in the literature to do such calculations [105,118,93]. The
direct calculation appears to be the most secure, if not the rapid or most
instructive.
The time dependence of the solutions can be written as a function of D1(τ),











H2 Ωm λ3D31 =
3
2
H2 Ωm D31, (67)
with λ3 ∼ 9/10 when τ → 0. The geometrical dependences can all be expressed





























for the second-order solutions. Their symmetrized parts can be shown to take
















































where ε ≈ (3/7)Ω−2/63m for Ωm >∼ 0.1 [93]. At third order the kernel reads,
F3(q1,q2,q3) = R1 + ν2R2 + ν3R3 + λ3R4, (73)
where, using the simplified notation αij,k = α(qi+qj,qk), αi,jk = α(qi,qj+qk)












































These results exhibit the explicit time and geometrical dependence of the
density field up to third order (a similar expression can be found for G3,
see [46]). In Chapter 5 we examine the consequences of these results for the
statistical properties of the cosmic fields.
2.4.6 Non-Linear Growing and Decaying Modes
Perturbation theory describes the non-linear dynamics as a collection of lin-
ear waves, δ1(k), interacting through the mode-coupling functions α and β
in Eq. (39). Even if the initial conditions are set in the growing mode, after
scattering due to non-linear interactions waves do not remain purely in the
growing mode. In the standard treatment, described above, the sub-dominant
time-dependencies that necessarily appear due to this process have been ne-
glected, i.e., only the fastest growing mode (proportional to Dn1 ) is taken into
account at each order n in PT. Here we discuss how one can generalize the
standard results to include the full time dependence of the solutions at every
order in PT [561,569]. This is necessary, for example, to properly address the
problem of transients in N -body simulations in which initial conditions are set
up using the Zel’dovich Approximation (see Section 2.5). This is reviewed in
Section 5.7. In addition, the approach presented here can be useful to address
evolution from non-Gaussian initial conditions.
The equations of motion can be rewritten in a more symmetric form by defin-
ing a two-component “vector” Ψa(k, z), where a = 1, 2, z ≡ ln a (we assume
Ωm = 1 for definiteness), and:
Ψa(k, z) ≡
(
δ(k, z), −θ(k, z)/H
)
, (78)
which leads to the following equations of motion (we henceforth use the con-
vention that repeated Fourier arguments are integrated over)
∂zΨa(k, z) + ΩabΨb(k, z) = γabc(k,k1,k2) Ψb(k1, z) Ψc(k2, z), (79)
where γabc is a matrix whose only non-zero elements are γ121(k,k1,k2) =








The somewhat complicated expressions for the PT kernels recursion relations
in Sect. 2.4.2 can be easily derived in this formalism. The perturbative solu-




enz ψ(n)a (k), (81)
which leads to
(nδab + Ωab) ψ
(n)








Now, let σ−1ab (n) ≡ nδab + Ωab, then we have:















Equation (83) is the equivalent of the recursion relations in Eqs. (43-44), for
the nth order Fourier amplitude solutions ψ(n)a (k).
To go beyond this, that is, to incorporate the transient behavior before the
asymptotics of solutions in Eq. (81) are valid, it turns out to be convenient
to write down the equation of motion, Eq. (79), in integral form. Laplace
transformation in the variable z leads to:
σ−1ab (ω) Ψb(k, ω) = φa(k) + γabc(k,k1,k2)
∮ dω1
2pii
Ψb(k1, ω1)Ψc(k2, ω − ω1),
(85)
where φa(k) denote the initial conditions, that is Ψa(k, z = 0) ≡ φa(k). Mul-
tiplying by the matrix σab, and performing the inversion of the Laplace trans-
form gives [569]
Ψa(k, z) = gab(z) φb(k) +
z∫
0
ds gab(z − s) γbcd(k,k1,k2) Ψc(k1, s)Ψd(k2, s),
(86)























for z ≥ 0, whereas gab(z) = 0 for z < 0 due to causality, gab(z) → δab
as z → 0+. The first term in Eq. (87) represents the propagation of linear
growing mode solutions, where the second corresponds to the decaying modes
propagation. Equation (86) can be thought as an equation for Ψa(k, z) in
the presence of an “external source” φb(k) with prescribed statistics given
by the initial conditions 4 . It contains the full time dependence of non-linear
solutions, as will be discussed in detail in Sect. 5.7. To recover the standard
(asymptotic) time dependence one must take the initial conditions to be set
in the growing mode, φb ∝ (1, 1), which vanishes upon contraction with the
second term in Eq. (87), and reduces to the familiar linear scaling φa(z) =
ezφa(0) = a(τ) φa(0); and, in addition, set the lower limit of integration in
Eq. (86) to s = −∞, to place initial conditions “infinitely far away” in the
past.
2.5 Lagrangian Dynamics
So far we have dealt with density and velocity fields and their equations of mo-
tion. However, it is possible to develop non-linear PT in a different framework,
the so-called Lagrangian scheme, by following the trajectories of particles or
fluid elements [705,102,465], rather than studying the dynamics of density and
velocity fields 5 . In Lagrangian PT 6 , the object of interest is the displacement
field Ψ(q) which maps the initial particle positions q into the final Eulerian
particle positions x,
x(τ) = q + Ψ(q, τ). (88)






4 This is essentially a field-theoretic description of gravitational instability, non-
linear corrections can be thought as loop corrections to the propagator and the
vertex given by the γabc matrix, see [569] for details.
5 It is also possible to study Lagrangian dynamics of density and velocity fields
following the fluid elements, by using the convective derivative D/Dt ≡ ∂/∂t+u ·∇
in the equations of motion, Eqs. (16-17). We will not discuss this possibility here,
but e.g. see [62,327]
6 For reviews of Lagrangian PT, see e.g. [107,94].
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where Φ denotes the gravitational potential, and ∇ the gradient operator in
Eulerian coordinates x. Taking the divergence of this equation we obtain









ΩmH2(J − 1), (90)
where we have used Poisson equation together with the fact that the density
field obeys ρ¯ (1 + δ(x))d3x = ρ¯ d3q, thus








where Ψi,j ≡ ∂Ψi/∂qj, and J(q, τ) is the Jacobian of the transformation
between Eulerian and Lagrangian space. Note that when there is shell crossing,
i.e. fluid elements with different initial positions q end up at the same Eulerian
position x through the mapping in Eq. (88), the Jacobian vanishes and the
density field becomes singular. At these points the description of dynamics in
terms of a mapping does not hold anymore.
Equation (90) can be fully rewritten in terms of Lagrangian coordinates by
using that ∇i = (δij + Ψi,j)−1∇qj , where ∇q ≡ ∂/∂q denotes the gradient op-
erator in Lagrangian coordinates. The resulting non-linear equation for Ψ(q)
is then solved perturbatively, expanding about its linear solution.
2.6 Linear Solutions and the Zel’dovich Approximation
The linear solution of Eq. (90)
∇q ·Ψ(1) = −D1(τ) δ(q), (92)
where δ(q) denotes the density field imposed by the initial conditions and
D1(τ) is the linear growth factor, which obeys Eq. (22). We implicitly assume
that vorticity vanishes, then Eq. (92) completely determines the displacement
field to linear order. Linear Lagrangian solutions have the property that they
become exact for local one-dimensional motion, i.e. when the two eigenvalues
of the velocity gradient along the trajectory vanish [102]. Note that the evo-
lution of fluid elements at this order is local, i.e. it does not depend on the
behavior of the rest of fluid elements.
The Zel’dovich Approximation (hereafter ZA) [705] consists in using the linear
displacement field as an approximate solution for the dynamical equations 7 .
It follows from Eq. (91) that the local density field reads,
1 + δ(x, τ) =
1
[1− λ1D1(τ)][1− λ2D1(τ)][1− λ3D1(τ)] , (93)
7 Rigorously, the ZA results from using the linear displacement field with the con-
straint that at large scales one recovers linear Eulerian PT [103].
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where λi are the local eigenvalues of the tidal tensor Ψi,j. From this expression
we can see that depending on the relative magnitude of these eigenvalues, the
ZA leads to planar collapse (one positive eigenvalue larger than the rest), fila-
mentary collapse (two positive eigenvalues larger than the third), or spherical
collapse (all eigenvalues positive and equal). If all eigenvalues are negative,
then the evolution corresponds to an underdense region, eventually reaching
δ = −1. For Gaussian initial conditions, it is possible to work out the probabil-
ity distribution for the eigenvalues [190], which leads through the non-linear
transformation in Eq. (93) to a characterization of the one-point statistical
properties of the density field. These results will be discussed in Section 5.8.3.
2.7 Lagrangian Perturbation Theory
Unlike in Eulerian PT, there is no known recursive solution for the expression
of the order by order cosmic fields in Lagrangian PT, even for the Einstein-de
Sitter case. One reason for that is that beyond second order, even though one
can assume an irrotational flow in Eulerian space, this does not imply that
the displacement field is irrotational [105]. It has been stressed that already
second-order Lagrangian PT for the displacement field (hereafter 2LPT), does
provide a remarkable improvement over the ZA in describing the global prop-
erties of density and velocity fields [106,455,93] and in most practical cases the
improvement brought by third-order Lagrangian PT is marginal [106,455].
One way to understand this situation is to recall that the Lagrangian pic-
ture is intrinsically non-linear in the density field (e.g. see Eq. (91)), and a
small perturbation in Lagrangian fluid element paths carries a considerable
amount of non-linear information about the corresponding Eulerian density
and velocity fields. In particular, as we shall see below, a truncation of La-
grangian PT at a fixed order, yields non-zero Eulerian PT kernels at every
order. However, as we shall review in the next few chapters, this is not always
an advantage, particularly when dealing with initial conditions with enough
small-scale power where shell crossing is significant. In these cases, Lagrangian
PT generally breaks down at scales larger than Eulerian PT.
The reason for the remarkable improvement of 2LPT over ZA is in fact not
surprising. The solution of Eq. (90) to second order describes the correction
to the ZA displacement due to gravitational tidal effects, that is, it takes into
account the fact that gravitational instability is non-local. It reads









j,j − Ψ(1)i,j Ψ(1)j,i ), (94)
where D2(τ) denotes the second-order growth factor, which for 0.1 ≤ Ωm ≤ 3











to better than 7% and 0.5% respectively [91], whereas for flat models with






to better than 0.6% [93]. Since Lagrangian solutions up to second-order are
curl-free 8 , it is convenient to define Lagrangian potentials φ(1) and φ(2) so
that in 2LPT
x(q) = q−D1 ∇qφ(1) +D2 ∇qφ(2), (98)
and the velocity field then reads
u = −D1 f1 H ∇qφ(1) +D2 f2 H ∇qφ(2), (99)
where the logarithmic derivatives of the growth factors fi ≡ (d lnDi)/(d ln a)
can be approximated for open models with 0.1 ≤ Ωm ≤ 1 by
f1 ≈ Ω3/5m , f2 ≈ 2 Ω4/7m , (100)
to better than 2% [506] and 5% [93], respectively. For flat models with non-zero
cosmological constant ΩΛ we have for 0.01 ≤ Ωm ≤ 1
f1 ≈ Ω5/9m , f2 ≈ 2 Ω6/11m , (101)
to better than 10% and 12%, respectively [93]. The accuracy of these two fits
improves significantly for Ωm ≥ 0.1, in the relevant range according to present
observations. Summarizing, the time-independent potentials in Eqs. (98) and









,jj (q)− (φ(1),ij (q))2]. (103)
It is possible to improve on 2LPT by going to third-order in the displace-
ment field (3LPT), however it becomes more costly due to the need of solving
three additional Poisson equations [105,117]. Third-order results give a bet-
ter behavior in underdense regions [93] and lead to additional substructure in
high-density regions [108]. Detailed comparison of Lagrangian PT at different
orders against numerical simulations is given in [93,367].
8 This is assuming that initial conditions are in the growing mode, for a more
general treatment see [104].
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2.8 Non-Linear Approximations
When density fluctuations become strongly non-linear, PT breaks down and
one has to resort to numerical simulations to study their evolution. However,
numerical simulations provide limited physical insight into the physics of grav-
itational clustering. On the other hand, many non-linear approximations to
the equations of motion have been suggested in the literature which allow cal-
culations to be extrapolated to the non-linear regime. However, as we shall
see, it seems fair to say that these approximations have mostly been useful
to gain understanding about different aspects of gravitational clustering while
quantitatively none of them seem to be accurate enough for practical use.
Rigorous PT has provided a very useful way to benchmark these different
approximations in the weakly non-linear regime.
In general, most non-linear approximations can be considered as different as-
sumptions (valid in linear PT) that replace Poisson’s equation [470]. These
modified dynamics, are often local, in the sense described above for the ZA,
in order to provide a simpler way of calculating the evolution of perturbations
than the full non-local dynamics.
Probably the best known of non-linear approximations is the ZA, which in
Eulerian space is equivalent to replacing the Poisson equation by the following
ansatz [470,327]
u(x, τ) = − 2f
3ΩmH(τ)∇Φ(x, τ), (104)
which is the relation between velocity and gravitational potential valid in
linear PT. Conservation of momentum (assuming for definiteness Ωm = 1)





u(x, τ) + u(x, τ) · ∇u(x, τ) = 0. (105)
It is straightforward to find the PT recursion relations using these equations of
motion [557], the result for the density field kernel is particularly simple [274]









where k ≡ q1 + . . .+ qn. As we mentioned before, the ZA is a local approxi-
mation and becomes the exact dynamics in one-dimensional collapse. It is also
possible to formulate local approximations that besides being exact for pla-
nar collapse like the ZA, are also exact for spherical [62] and even cylindrical
collapse [327]. However, their implementation for the calculation of statistical
properties of density and velocity fields is not straightforward.
A significant shortcoming of the ZA is the fact that after shell crossing (“pan-
cake formation”), matter continues to flow throughout the pancake without
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ever turning around, washing out structures at small scales. This can be fixed
phenomenologically by adding some small effective viscosity to Eq. (105),





u(x, τ) + u(x, τ) · ∇u(x, τ) = ν∇2u(x, τ). (107)
This is the so-called adhesion approximation [278]. This equation has the nice
property that for a potential flow it can be reduced to a linear diffusion equa-
tion, and therefore solved exactly. Given the initial conditions, this can be used
to predict the location of pancakes and clusters, giving good agreement when
compared to numerical simulations [381]. More detailed comparisons with nu-
merical simulations for density field statistics show an improvement over the
ZA at small scales [683], however, at weakly non-linear scales the adhesion
approximation is essentially equal to the ZA.
The linear potential approximation [97,13] assumes that the gravitational po-
tential remains the same as in the linear regime, therefore
∇2Φ(x, τ) = 3
2
ΩmH2(τ)δ1(x, τ), (108)
where δ1(x, τ) = D
(+)
1 (τ)δ1(x) is the linearly extrapolated density field. The
idea behind this approximation is that since Φ ∝ δ/k2, the gravitational po-
tential is dominated by long-wavelength modes more than the density field,
and therefore it ought to obey linear PT to a better approximation.
In the frozen flow approximation [433], the velocity field is instead assumed to
remain linear,
θ(x, τ) = −H(τ)f(Ωm,ΩΛ)δ1(x, τ), (109)
i.e. the velocity field kernels G(s)n ≡ 0 (n > 1). In the next chapters we will
briefly review how these different approximations compare in the weakly non-
linear regime [470,471,47,557], see e.g. Table 4 in Chapter 5.
2.9 Numerical Simulations
2.9.1 Introduction
Cosmological dark matter simulations have become a central tool in predicting
the evolution of structure in the universe well into the non-linear regime.
Current state of the art numerical simulations can follow the dynamics of
about 109 particles (see e.g. [163]), which although impressive, is still tens of
orders of magnitude smaller than the number of dark matter particles expected
in a cosmological volume, as mentioned in the introduction.
9 An attempt to see how this equation might arise from the physics of multi stream-
ing has been given in [109].
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However, this is not an insurmountable limitation. As we discussed in sec-
tion 2.1, in the limit that the number of particles N  1, collisionless dark
matter obeys the Vlasov equation for the distribution function in phase space,
Eq. (12). The task of numerical simulations is to sample this distribution
by partitioning phase space into N elementary volumes, “particles” with posi-
tions, velocities and (possibly different) masses mi, i = 1, · · · , N , and following
the evolution of these test particles due to the action of gravity and the ex-
pansion of the universe (technically, these particles obey the equations of the
characteristics of the Vlasov equation). The number of particles N fixes the
mass resolution of the numerical simulation.
Each particle i can be thought of as carrying a “smooth” density profile, which
can be viewed as a “cloud” of typical size i. The parameter i is called the
softening length (associated to particle i). In general, i ∝ m1/3i . This softening
is introduced to suppress interactions between nearby particles in order to
reduce N -body relaxation, which is an artifact of the discrete description of
the distribution function. It fixes the spatial resolution of the simulation. In
general it is chosen to be a small fraction of the (local or global) mean inter-
particle separation, but this can vary significantly depending on the type of
code used.
In this section, we briefly discuss methods used to solve numerically the Vlasov
equation. A complete discussion of N-body methods is beyond the scope of this
work, we shall only describe the most common methods closely following [155];
for a comprehensive review see e.g. [63].
The basic steps in an N -body simulation can be summarized as follows:
(i) implementation of initial conditions ([379,199], see e.g. [64] and references
therein for recent developments);
(ii) calculation of the force by solving the Poisson equation;
(iii) update of positions and velocities of particles;
(iv) diagnostics, e.g. tests of energy conservation;
(v) go back to (ii) until simulation is completed.
In general, step (iii) is performed with time integrators accurate to second or-
der, preferably symplectic (i.e. that preserve phase-space volume). The Leapfrog
integrator (e.g., [314]), where velocities and positions are shifted from each
other by half a time-step, is probably the most common one. The Predictor-
Corrector scheme is also popular since it allows easy implementation of indi-
vidual, varying time-step per particle (e.g., [601]). Low-order integrators are
used mostly to minimize the storage of variables for a large number of particles
whose orbits must be integrated and to reduce the cost of the force calculation.
Because of the chaotic nature of gravitational dynamics it is not feasible to
follow very accurately individual particle orbits but only to properly recover
the properties of bound objects in a statistical sense.
All the methods that we describe in what follows mainly differ in the calcula-




Also known as Particle-Particle (PP) method (e.g., [1]), it consists in evalu-
ating the force on each particle by summing directly the influence exerted on
it by all neighbors. This method is robust but very CPU consuming: scaling
as O(N2), it allows a small number of particles, typically N ∼ 103 − 105.
It was revived recently by the development of special hardware dedicated to
the computation of the Newtonian force (e.g. [427]), mostly used for stellar
dynamics calculations (but see e.g. [243] for a cosmological application).
2.9.3 The Tree Algorithm
The tree code is the most natural improvement of the PP method. It uses the
fact that the influence of remote structures on each particle can be computed
by performing a multipole expansion on clusters containing many particles.
With appropriate selection of the clusters, the expansion can be truncated at
low order. Therefore, the list of interactions on each particle is much shorter
than in the PP method, of order ∼ logN , resulting in a O(N logN) code.
The practical implementation of the tree-code consists in decomposing hierar-
chically the system on a tree structure, which can be for example a mutually
nearest neighbor binary tree (e.g., [8]), or a space balanced Oct tree in which
each branch is a cubical portion of space (e.g., [22,309,89]). Then a criterion
is applied to see whether or not a given cluster of particles has to be broken
into smaller pieces (or equivalently, if it is necessary to walk down the tree).
Various schemes exist (e.g., [545]), the simplest one for the Oct tree [22] con-
sisting in subdividing the cells until the condition s/r ≤ θ is fulfilled, where s
is the size of the cell, r is the distance of the cell center of mass to the particle
and θ is a tunable parameter of order unity.
The tree data structure has many advantages: (i) the CPU spent per time-
step does not depend significantly on the degree of clustering of the system;
(ii) implementation of individual time-steps per particle is fairly easy and this
can speed up the simulation significantly; (iii) the use of individual masses
per particle allows “zooming” in a particular region, for example a cluster,
a galaxy halo or a void: the location of interest is sampled accurately with
high resolution particles (with small mass), while tidal effects are modeled by
low resolution particles of mass increasing with distance from the high reso-
lution region; (iv) implementation on parallel architectures with distributed
memory is relatively straightforward (e.g., [546,193,601]). However, tree-codes
are rather demanding in memory (25-35 words per particles, e.g., [163]) and
accurate handling of periodic boundaries (e.g., [310]) is costly.
Typically, simulations using the tree-code can involve up to ∼ 107 − 108 par-
ticles if done on parallel supercomputers. They have high spatial resolution,
of order  ∼ λ/(10− 20), where λ is the mean inter-particle distance.
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2.9.4 The PM Algorithm
In the Particle-Mesh (PM) method (e.g. see [314,191,454,86]), the mass of each
particle is interpolated on a fixed grid of size Ng (with N
3
g sites) to compute
the density. The Poisson equation is solved on the grid, generally by using
a Fast Fourier transform, then forces are interpolated back on the particles.
Implementing a PM code is thus rather simple, even on parallel architectures.
Scaling as O(N,N 3g logNg), PM simulations have generally the advantage be-
ing low CPU consumers and require reasonable amount of memory. Thus, a
large number of particles can be used, N ∼ 107−109, and typically Ng = N1/3
or 2N1/3. The main advantage and weakness of the PM approach is its low
spatial resolution. Indeed, the softening parameter is fixed by the size of the
grid,  ∼ L/Ng, where L is the size of the box: large softening length reduces
the effects of N -body relaxation and allows good phase-space sampling, but
considerably narrows the available dynamic scale range. To achieve a spatial
resolution comparable to that of a tree-code while keeping the advantage of
the PM code, very large values of Ng and N would be needed, implying a
tremendous cost both in memory and in CPU.
2.9.5 Hybrid Methods
To increase spatial resolution of the PM approach, several improvements have
been suggested.
The most popular one is the P3M code (PP+PM) where the PM force is
supplemented with a short-range contribution obtained by direct summation
of individual interactions between nearby particles (e.g., [314,199]). Imple-
mentation of this code on a parallel supercomputer (T3E) produced a very
large cosmological simulation with 109 particles in a “Hubble” volume of size
L = 2000h−1 Mpc [420]. The main caveat of the P3M approach is that as the
system evolves to a more clustered state, the time spent in calculation of PP
interactions becomes increasingly significant. To reduce the slowing-down due
to PP interactions, it was proposed to use a hierarchy of adaptive meshes in
regions of high particle density [162], giving birth to a very efficient N -body
code, the Adaptive P3M (AP3M).
Instead of direct PP summations to correct the PM force for short range
interactions, it is possible to use a tree algorithm in high density regions [695]
or in all PM cells [12] similarly as in the P3M code. Both these methods are
potentially faster than their P3M competitor.
In the same spirit as in AP3M, but without the PP part, another alter-
native is to use Adaptive Mesh Refinement (AMR): the PM mesh is in-
creased locally when required with a hierarchy of nested rectangular sub-
grids (e.g., [675,6,341,264]). The forces can be computed at each level of the
hierarchy by a Fourier transform with appropriate boundary conditions. In
fact, the sub-grids need not be rectangular if one uses Oct tree structures,
which is theoretically even more efficient. In this adaptive refinement tree
(ART) method [386], the Poisson equation is solved by relaxation methods
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(e.g., [314,532]).
Finally, it is worth mentioning a Lagrangian approach, which consists in using
a mesh with fixed size like in the PM code, but moving with the flow so that
resolution increases in high density regions and decreases elsewhere [269,516].
However, this potentially powerful method presents some difficulties, e.g. mesh
distortions may induce severe force anisotropies.
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3 Random Cosmic Fields and their Statistical Description
In this chapter we succinctly recall current ideas about the physical origin
of stochasticity in cosmic fields in different cosmological scenarios. We then
present the statistical tools that are commonly used to describe random cosmic
fields such as power spectra, probability distribution functions, moments and
cumulants, and give some mathematical properties of interest.
3.1 The Need for a Statistical Approach
As we shall review in detail in the following chapters, the current explanation
of the large-scale structure of the universe is that the present distribution of
matter on cosmological scales results from the growth of primordial, small, seed
fluctuations on an otherwise homogeneous universe amplified by gravitational
instability. Tests of cosmological theories which characterize these primordial
seeds are not deterministic in nature but rather statistical, for the following
reasons. First, we do not have direct observational access to primordial fluc-
tuations (which would provide definite initial conditions for the deterministic
evolution equations). In addition, the time-scale for cosmological evolution is
so much longer than that over which we can make observations, that is not
possible to follow the evolution of single systems. In other words, what we
observe through our the past light cone is different objects at different times
of their evolution, therefore testing the evolution of structure must be done
statistically.
The observable universe is thus modeled as a stochastic realization of a sta-
tistical ensemble of possibilities. The goal is to make statistical predictions,
which in turn depend on the statistical properties of the primordial perturba-
tions leading to the formation of large-scale structures. Among the two classes
of models that have emerged to explain the large-scale structure of the uni-
verse, the physical origin of stochasticity can be quite different and thus give
rise to very different predictions.
The most widely considered models, based on the inflationary paradigm [279],
generically give birth to adiabatic 10 Gaussian initial fluctuations, at least
in the simplest single-field models [602,304,280,20]. In this case the origin of
stochasticity lies on quantum fluctuations generated in the early universe; we
will consider this case in more detail below. However, one should keep in mind
that inflation is not necessarily the only mechanism that leads to Gaussian, or
almost Gaussian, initial conditions. For instance, topological defects based on
the non-linear σ-model in the large N -limit would also give Gaussian initial
conditions [655,333]. And in general the central limit theorem ensures that
10 As opposed to isocurvature fluctuations which is a set of individual perturbations
such that the total fluctuation amplitude vanishes. In the adiabatic case, the total
amplitude does not vanish and this leads to perturbations in the spatial curvature.
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such initial conditions are likely to happen in very broad classes of models.
The second class of models that have been developed for structure formation
are based on topological defects, of which cosmic strings have been studied in
most detail. In this case the origin of stochasticity lies on thermal fluctuations
of a field that undergoes a phase transition as the universe cools, and is likely
to obey non-Gaussian properties. Note however that these two classes of mod-
els do not necessarily exclude each other. For instance, formation of cosmic
strings are encountered in specific models of inflation [65,66,352]. There are
also models inspired by duality properties of superstring theories, in which an
inflationary phase can be encountered but structure formation is caused by
the quantum fluctuations of the axion field 11 [668,159,111] rather than the
inflaton field. With such a mechanism the initial metric fluctuations will not
obey Gaussian statistics.
3.1.1 Physical Origin of Fluctuations from Inflation
In models of inflation the stochastic properties of the fields originate from
quantum fluctuations of a scalar field, the inflaton. It is beyond the scope
of this review to describe inflationary models in any detail. We instead re-
fer the reader to recent reviews for a complete discussion [399,400,415]. It is
worth however recalling that in such models (at least for the simplest single-
field models within the slow-roll approximation) all fluctuations originate from
scalar adiabatic perturbations. During the inflationary phase the energy den-
sity of the universe is dominated by the density stored in the inflaton field.
This field has quantum fluctuations that can be decomposed in Fourier modes












The operators obey the standard commutation relation,
[ak, a
†
−k′] = δD(k + k
′), (111)
and the mode functions ψk(t) are obtained from the Klein-Gordon equation
for ϕ in an expanding Universe. We give here its expression for a de-Sitter















where a and H are respectively the expansion factor and the Hubble con-
stant that are determined by the overall content of the Universe through the
Friedmann equations, Eqs. (4-5).
11 However, this generally leads to isocurvature fluctuations rather than adiabatic.
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When the modes exit the Hubble radius, k/(aH)  1, one can see from












Thus these modes are all proportional to ak + a
†
−k. One important conse-
quence of this is that the quantum nature of the fluctuations has disap-
peared [281,375,376]: any combinations of ϕk commute with each other. The
field ϕ can then be seen as a classic stochastic field where ensemble averages
identify with vacuum expectation values,
〈...〉 ≡ 〈0|...|0〉. (114)
After the inflationary phase the modes re-enter the Hubble radius. They leave
imprints of their energy fluctuations in the gravitational potential, the sta-
tistical properties of which can therefore be deduced from Eqs. (111, 113).
All subsequent stochasticity that appears in the cosmic fields can thus be
expressed in terms of the random variable ϕk.
3.1.2 Physical Origin of Fluctuations from Topological Defects
In models of structure formation with topological defects, stochasticity origi-
nates from thermal fluctuations. One important difficulty in this case is that
topological defects generally behave as active seeds, and except in some special
cases (see for instance [194]), the dynamical evolution of these seeds is nonlin-
ear and nonlocal, hence requiring heavy numerical calculation for their descrip-
tion. This is in particular true for cosmic strings that form a network whose
evolution is extremely complex (see for instance [90]). Therefore in this case it
is not possible to write down in general how the stochasticity in cosmic fields
relates to more fundamental processes. See [674] for a review of the physics
of topological defects. Current observations of multiple acoustic peaks in the
power spectrum of microwave background anisotropies severely constrain sig-
nificant contributions to perturbations from active seeds [476,282,397].
3.2 Correlation Functions and Power Spectra
From now on, we consider a cosmic scalar field whose statistical properties we
want to describe. This field can either be the cosmic density field, δ(x), the
cosmic gravitational potential, the velocity divergence field, or any other field
of interest.
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3.2.1 Statistical Homogeneity and Isotropy
A random field is called statistically homogeneous 12 if all the joint multi-
point probability distribution functions p(δ1, δ2, . . .) or its moments, ensemble
averages of local density products, remain the same under translation of the
coordinates x1,x2, . . . in space (here δi ≡ δ(xi)). Thus the probabilities de-
pend only on the relative positions. A stochastic field is called statistically
isotropic if p(δ1, δ2, . . .) is invariant under spatial rotations. We will assume
that cosmic fields are statistically homogeneous and isotropic, as predicted by
most cosmological theories. The validity of this assumption can and should
be tested against the observational data. Examples of primordial fields which
do not obey statistical homogeneity and isotropy are fluctuations in compact
hyperbolic spaces (see e.g. [82]). Furthermore, redshift distortions in galaxy
redshift surveys introduce significant deviations from statistical isotropy and
homogeneity in the redshift-space density field, as will be reviewed in Chap-
ter 7.
3.2.2 Two-Point Correlation Function and Power Spectrum
The two-point correlation function is defined as the joint ensemble average of
the density at two different locations,
ξ(r) = 〈δ(x)δ(x + r)〉, (115)
which depends only on the norm of r due to statistical homogeneity and




d3k δ(k) exp(ik · x). (116)
The quantities δ(k) are then complex random variables. As δ(x) is real, it
follows that
δ(k) = δ∗(−k). (117)
The density field is therefore determined entirely by the statistical properties














ξ(r) exp[−i(k + k′) · x− ik′ · r]
12 This is in contrast with a homogeneous field, which takes the same value every-
where in space.
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ξ(r) exp(ik · r)
≡ δD(k + k′)P (k), (119)
where P (k) is by definition the density power spectrum. The inverse relation
between two-point correlation function and power spectrum thus reads
ξ(r) =
∫
d3kP (k) exp(ik · r). (120)
There are basically two conventions in the literature regarding the definition
of the power spectrum, which differ by a factor of (2pi)3. In this review we
use the convention in Eqs. (36), (116) and (119) which lead to Eq. (120).
Another popular choice is to reverse the role of (2pi)3 factors in the Fourier
transforms, i.e. δ(k) ≡ ∫ d3r exp(−ik · r)δ(r), and then modify Eq. (119) to
read 〈δ(k)δ(k′)〉 ≡ (2pi)3δD(k + k′)P (k), which leads to k3P (k)/(2pi2) being
the contribution per logarithmic wavenumber to the variance, rather than
4pik3P (k) as in our case.
3.2.3 The Wick Theorem for Gaussian Fields
The power spectrum is a well defined quantity for almost all homogeneous
random fields. This concept becomes however extremely fruitful when one
considers a Gaussian field. It means that any joint distribution of local densi-
ties is Gaussian distributed. Any ensemble average of product of variables can
then be obtained by product of ensemble averages of pairs. We write explicitly
this property for the Fourier modes as it will be used extensively in this work,
〈δ(k1) . . . δ(k2p+1)〉= 0 (121)






This is the Wick theorem, a fundamental theorem for classic and quantum
field theories.
The statistical properties of the random variables δ(k) are then entirely de-
termined by the shape and normalization of P (k). A specific cosmological
model will eventually be determined e.g. by the power spectrum in the linear
regime, by Ωm and ΩΛ only as long as one is only interested in the dark matter
behavior 13 .
As mentioned in the previous section, in the case of an inflationary scenario the
initial energy fluctuations are expected to be distributed as a Gaussian random
field [602,304,280,20]. This is a consequence of the commutation rules given
13 Note that there are now emerging models with a non-standard vacuum equation
of state, the so-called quintessence models [536,707], in which the vacuum energy is
that of a non-static scalar field. In this case the detailed behavior of the large-scale
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Fig. 2. Writing of the three-point moment in terms of connected parts.
by Eq. (111) for the creation and annihilation operators for a free quantum












= δD(k + k
′). (123)
As a consequence of this, the relations in Eqs. (121-122) are verified for ϕk
for all modes that exit the Hubble radius, which long afterwards come back
in as classical stochastic perturbations. These properties obviously apply also
to any quantities linearly related to ϕk.
3.2.4 Higher-Order Correlators: Diagrammatics
In general it is possible to define higher-order correlation functions. They are
defined as the connected part (denoted with subscript c) of the joint ensemble
average of the density in an arbitrarily number of locations. They can be
formally written,
ξN(x1, . . . ,xN) = 〈δ(x1), . . . , δ(xN)〉c (124)





ξ#si(xsi(1), . . . ,xsi(#si)) (125)
where the sum is made over the proper partitions (any partition except the
set itself) of {x1, . . . ,xN} and si is thus a subset of {x1, . . . ,xN} contained in
partition S. When the average of δ(x) is defined as zero, only partitions that
contain no singlets contribute.
The decomposition in connected and non-connected parts can be easily visu-
alized. It means that any ensemble average can be decomposed in a product
of connected parts. They are defined for instance in Fig. 1. The tree-point
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Fig. 3. Same as Fig. 2 for the four-point moment.
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Fig. 4. Disconnected and connected part of the two-point function of the field δ
assuming it is given by δ = φ2 with φ Gaussian.
In case of a Gaussian field all connected correlation functions are zero except
ξ2. This is a consequence of Wick’s theorem. As a result the only non-zero con-
nected part is the two-point correlation function. An important consequence
is that the statistical properties of any field, not necessarily linear, built from
a Gaussian field δ can be written in terms of combinations of two-point func-
tions of δ. Note that in a diagrammatic representation the connected moments
of any of such field is represented by a connected graph. This is illustrated in
Fig. 4 for the field δ = φ2: the connected part of the 2-point function of this
field is obtained by all the diagrams that explicitly join the two points. The
other ones contribute to the moments, but not to its connected part.
The connected part has the important property that it vanishes when one
or more points are separated by infinite separation. In addition, it provides
a useful way of characterizing the statistical properties, since unlike uncon-
nected correlation functions, each connected correlation provides independent
information.
These definitions can be extended to Fourier space. Because of homogeneity
of space 〈δ(k1) . . . δ(kN)〉c is always proportional to δD(k1 + . . . + kN). Then
we can define PN(k1, . . . ,kN) with
〈δ(k1) . . . δ(kN)〉c = δD(k1 + . . .+ kN )PN(k1, . . . ,kN). (126)
One particular case that will be discussed in the following is for n = 3, the
bispectrum, which is usually denoted by B(k1,k2,k3).
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3.2.5 Probabilities and Correlation Functions
Correlation functions are directly related to the multi-point probability func-
tion, in fact they can be defined from them. Here we illustrate this for the case
of the density field, as these results are frequently used in the literature. The
physical interpretation of the two-point correlation function is that it measures
the excess over random probability that two particles at volume elements dV1
and dV2 are separated by distance x12 ≡ |x1 − x2|,
dP12 = n
2[1 + ξ(x12)]dV1dV2, (127)
where n is the mean density. If there is no clustering (random distribution),
ξ = 0 and the probability of having a pair of particles is just given by the mean
density squared, independently of distance. Since the probability of having a
particle in dV1 is ndV1, the conditional probability that there is a particle at
dV2 given that there is one at dV1 is
dP (2|1) = n[1 + ξ(x12)]dV2. (128)
The nature of clustering is clear from this expression; if objects are clustered
(ξ(x12) > 0), then the conditional probability is enhanced, whereas if objects
are anticorrelated (ξ(x12) < 0) the conditional probability is suppressed over
the random distribution case, as expected. Similarly to Eq. (127), for the
three-point case the probability of having three objects is given by
dP123 = n
3[1 + ξ(x12) + ξ(x23) + ξ(x31) + ξ3(x12, x23, x31)]dV1dV2dV3,(129)
where ξ3 denotes the three-point (connected) correlation function. If the den-
sity field were Gaussian, ξ3 = 0, and all probabilities are determined by ξ(r)
alone. Analogous results hold for higher-order correlations (e.g. see [508]).
3.3 Moments, Cumulants and their Generating Functions
3.3.1 Moments and Cumulants
One particular case for Eq. (125) is when all points are at the same location.
Because of statistical homogeneity ξp(x, . . . ,x) is independent on the position
x and it reduces to the cumulants of the one-point density probability dis-
tribution functions, 〈δp〉c. The relation (125) tells us also how the cumulants




〈δ2〉c = σ2 = 〈δ2〉 − 〈δ〉2c
〈δ3〉c = 〈δ3〉 − 3〈δ2〉c〈δ〉c − 〈δ〉3c (130)
〈δ4〉c = 〈δ4〉 − 4〈δ3〉c〈δ〉c − 3〈δ2〉2c − 6〈δ2〉c〈δ〉2c − 〈δ〉4c
〈δ5〉c = 〈δ5〉 − 5〈δ4〉c〈δ〉c − 10〈δ3〉c〈δ2〉c − 10〈δ3〉c〈δ〉2c − 15〈δ2〉2c〈δ〉c
−10〈δ2〉c〈δ〉3c − 〈δ〉5c
In most cases 〈δ〉 = 0 and the above equations simplify considerably. In the
following we usually denote σ2 the local second order cumulant. The Wick
theorem then implies that in case of a Gaussian field σ2 is the only non-
vanishing cumulant.
It is important to note that the local PDF is essentially characterized by its
cumulants which constitute a set of independent quantities. This is important
since in most of applications that follow the higher-order cumulants are small
compared to their associated moments. Finally, let’s note that a useful mathe-
matical property of cumulants is that 〈(bδ)n〉c = bn〈δn〉c, and 〈(b+δ)n〉c = 〈δn〉c
where b is an ordinary number.
3.3.2 Smoothing
The density distribution is usually smoothed with a filter WR of a given size,
R, commonly a top-hat or a Gaussian window. Indeed, this is required by the
discrete nature of galaxy catalogs and N -body experiments used to simulate
them. Moreover, we shall see later that the scale-free nature of gravitational
clustering implies some remarkable properties about the scaling behavior of
the smoothed density distribution. The quantities of interest are then the




′ − x)δ(x′)d3x′. (131)




ξp(x1, . . . ,xp)
dDx1 . . .dDxp
vpR
(132)
(where D = 2 or 3 is the dimension of the field) is nothing but the average of
the N -point correlation function over the corresponding cell of volume vR.
For a smooth field, equations in Sect. 3.3.1 are valid for δ as well as δR. Some
corrections are required if δ is a sum of Dirac delta functions as in real galaxy
catalogs. We shall come back to this in Chapter 6.
In the remaining of this chapter, we shall omit the subscript R which stands
for smoothing, but it will be implicitly assumed.
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3.3.3 Generating Functions
It is convenient to define a function from which all moments can be generated,









p(δ)etδdδ = 〈exp(tδ)〉. (133)
The moments can obviously obtained by subsequent derivatives of this func-








A fundamental result is that the cumulant generating function is given by the
logarithm of the moment generation function (see e.g. appendix D in [67] for
a proof)
M(t) = exp[C(t)]. (135)
In case of a Gaussian PDF, this is straightforward to check since 〈exp(tδ)〉 =
exp(σ2t2/2).
3.4 Probability Distribution Functions
The probability distribution function (PDF) of the local density can be ob-
tained from the cumulant generating function by inverting Eq. (133) 14 . This
inverse relation involves the inverse Laplace transform, and can formally be
written in terms of an integral in the complex plane (see [16] and Appendix E






exp[tδ + C(t)]. (136)
For a Gaussian distribution the change of variable t → it gives the familiar
Gaussian integral.
14 However, it may happen that the moment or cumulant generating function is
not defined because of the lack of convergence of the series in Eq. (133). In this
case the PDF is not uniquely defined by its moments. In particular, this is the case
for the log-normal distribution. There are indeed other PDF’s that have the same
moments [312].
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This can be easily generalized to multidimensional PDF’s. We then have






















C(t1, . . . , tp) =
∑
q1,...,qp
〈δq11 . . . δqpp 〉c
tq11 . . . t
qp
p
q1! . . . qp!
. (138)
3.5 Weakly Non-Gaussian Distributions: Edgeworth Expansion
Throughout this review we will be often dealing with fields that depart only
weakly from a Gaussian distribution. To be more specific, they depart in such
a way that
〈δp〉c ∼ σ2p−2 (139)





(similar definitions will be introduced subsequently for the other fields). In-








yp = −σ2C(−y/σ2) (141)















Then a number of approximations and truncations can be applied to this
expression to decompose the local PDF. This leads to the Edgeworth form
of the Gram-Charlier series [609] applied to statistics of weakly nonlinear
fields. This expansion was derived initially in [405,406] and later proposed in
cosmological contexts [552,49,356]
The Edgeworth expansion can be derived from Eq. (142) of the density PDF
assuming that the density contrast δ is of the order of σ and small. The relevant
15 This is a consequence of Gaussian initial conditions and the fact that non-
linearities in the equations of motion are quadratic, see Chapter 4.
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values of y are then also of the order of σ and are thus expected to be small.











y5 ± . . . . (143)
To calculate the density PDF, we substitute the expansion (143) into the
integral in Eq. (142). Then we make a further expansion of the non-Gaussian
part of the factor exp [−ϕ(y)/σ2] with respect to both y and σ assuming they
are of the same order.
Finally, collecting the terms of the same order in σ we obtain the so-called







































where ν = δ/σ and Hn(ν) are the Hermite polynomials













− . . . , (145)
thus
H3(ν) = ν
3 − 3ν, (146)
H4(ν) = ν
4 − 6 ν2 + 3, (147)
H5(ν) = ν
5 − 10 ν3 + 15 ν, (148)
. . .
This is a universal form for any slightly non-Gaussian field, i.e. when σ is
small and Sp are finite. Note that the parameters Sp might vary weakly with
σ affecting the expansion (144) beyond the third-order term (see [49]).
With such an approach, it is possible to get an approximate form of the density
PDF from a few known low-order cumulants. This method is irreplaceable
when only a few cumulants have been derived from first principles. However,
it is important to note that this expansion is valid only in the slightly non-
Gaussian regime. The validity domain of the form (144) is limited to finite
values of δ/σ, typically δ/σ <∼ 0.5.
A well-known problem with the Edgeworth expansion is that it does not give
a positive definite PDF, in particular this manifests itself in the tails of the
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distribution. To improve this behavior, an Edgeworth-like expansion about
the Gamma PDF (which has exponential tails) has been explored in [258].
To bypass the positivity problem, it was proposed to apply the Edgeworth
expansion to the logarithm of the density instead of the density itself [148].
With this change of variable, motivated by dynamics [136], the approximation
works well even into the nonlinear regime for σ2 <∼ 10 [148,656].
Extensions of Eq. (144) have been written for joint PDF’s [406,409]. Note that
it can be done only when the cross-correlation matrix between the variables
is regular (see [56] for details).
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4 From Dynamics to Statistics: N-Point Results
A general approach to go from dynamics to statistics would be to solve the
Vlasov equation from initial conditions for the phase-space density function
f(x,p) given by a stochastic process such as inflation. Correlation functions
in configuration space reviewed in Chapter 3 can be trivially extended to
phase-space, and the Vlasov equation yields equations of motion for these
phase-space correlation functions. The result is a set of coupled non-linear
integro-differential equations, the so-called BBGKY hierarchy 16 , in which the
one-point density is related to the two-point phase-space correlation function,
the two-point depends on the three-point, and so forth. However, as mentioned
in Chapter 2, if we restrict ourselves to the single stream regime study of the
Vlasov equation reduces to studying the evolution of the density and velocity
fields given by the continuity, Euler and Poisson equations. Therefore, all we
have to consider in this case is the correlation functions of density and velocity
fields.
In this chapter, we review how the results discussed in Chapter 2 about the
time evolution of density and velocity fields can be used to understand the
evolution of their statistical properties, characterized by correlation functions
as summarized in the previous chapter. Most of the calculations will be done
assuming Gaussian initial conditions; in this case the main focus is in quan-
titative understanding of the emergence of non-Gaussianity due to non-linear
evolution. In Sect. 4.4 we discuss results derived from non-Gaussian initial
conditions. In Chapter 5 we present, with similar structure, analogous results
for one-point statistics, with emphasis on the evolution of local moments and
PDF’s.
4.1 The Weakly Non-Linear Regime: “Tree-Level” PT
4.1.1 Emergence of Non-Gaussianity





= δD(k + k
′)P (k, τ). (149)
(or, equivalently, their two-point correlation function) completely describes
the statistical properties. However, as we saw in Chapter 2, the dynamics
of gravitational instability is non-linear, and therefore non-linear evolution
inevitably leads to the development of non-Gaussian features.
16 after N. N. Bogoliubov, M. Born, H. S. Green, J. G. Kirkwood and J. Yvon, who
independently obtained the set of equation between 1935 and 1962. Rigorously, this
route from the Vlasov equation to the BBGKY equations is restricted to the so-
called “fluid limit” in which the number of particles is effectively infinite and there
are no relaxation effects.
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<δ(1)δ(2)δ(3)> = c
Fig. 5. Tree diagrams for the three-point function or bispectrum.
+<δ(1)δ(2)δ(3)δ(4)> = c
Fig. 6. Tree diagrams for the four-point function or trispectrum.
The statistical characterization of non-Gaussian fields is, in general, a non-
trivial subject. As we discussed in the previous chapter, the problem is that in
principle all N−point correlation functions are needed to specify the statistical
properties of cosmic fields. In fact, for general non-Gaussian fields, it is not
clear that correlation functions (either in real or Fourier space) are the best
set of quantities that describes the statistics in the most useful way.
The situation is somewhat different for gravitational clustering from Gaussian
initial conditions. Here it is possible to calculate in a model-independent way
precisely how the non-Gaussian features arise, and what is the most natural
statistical description. In particular, since the non-linearities in the equations
of motion are quadratic, gravitational instability generates connected higher
order correlation functions that scale as ξN ∝ ξN−12 at large scales, where
ξ2  1 and PT applies [232]. This scaling can be naturally represented by
connected tree diagrams, where each link represents the two-point function
(or power spectrum in Fourier space), since for N points (N − 1) links are
necessary to connect them in a tree-like fashion.







where the denominator is given by all the topological distinct tree diagrams
(the different NN−2 ways of drawing N − 1 links that connect N points),
are a very useful set of statistical quantities to describe the properties of
cosmic fields. In particular, they are independent of the amplitude of the two-
point function, and for scale-free initial conditions they are independent of
overall scale. As we shall see, the usefulness of these statistics is not just
restricted to the weakly non-linear regime (large scales); in fact, there are
reasons to expect that in the opposite regime, at small scales where ξ2  1,
the scaling ξN ∝ ξN−12 is recovered. In this sense, the hierarchical amplitudes
QN (and their one-point cousins, the Sp parameters) are the most natural set
of statistics to describe the non-Gaussianity that results from gravitational
clustering.
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Figures 5 and 6 show the tree diagrams that describe the three- and four-point
function induced by gravity. As we already said, N − 1 links (representing ξ2)
are needed to describe the connected N -point function, and furthermore, the
number of lines coming out of a given vertex is the order in PT that gives
rise to such a diagram. For example, the diagram in Fig. 5 requires linear and
second order PT, representing 〈δ2(1)δ1(2)δ1(3)〉c (as in Chapter 2, subscripts
describe the order in PT). On the other hand, the diagrams in Fig. 6 require up
to third-order in PT. The first term represents 〈δ1(1)δ2(2)δ2(3)δ1(4)〉c whereas
the second describes 〈δ1(1)δ3(2)δ1(3)δ1(4)〉c.
In general, a consistent calculation of the connected p−point function induced
by gravity to leading order (“tree-level”) requires from first to (p− 1)th order
in PT [232]. At large scales, where ξ2  1, tree-level PT leads to hierarchical
amplitudes QN which are independent of ξ2. As ξ2 → 1, there are corrections
to tree-level PT which describe the ξ2 dependence of theQN amplitudes. These
are naturally described in terms of diagrams as well, in particular, the next
to leading order contributions (“one-loop” corrections) require from first to
(p + 1)th order in PT [557]. These are represented by one-loop diagrams, i.e.
connected diagrams where there is one closed loop. The additional link over a
tree diagram required to form a closed loop leads to QN ∝ ξ2.
Figures 7 and 8 show the one-loop diagrams for the power spectrum and
bispectrum. The one-loop corrections to the power spectrum (the two terms
in square brackets in Fig. 7) describe the non-linear corrections to the linear
evolution, that is, the effects of mode-coupling and the onset of non-linear
structure growth. Recall that each line in a diagram represents the power
spectrum P (0)(k) (or two-point function) of the linear density field. As a result,
the one-loop power spectrum scales P (1)(k) ∝ P (0)(k)2.
Are all these diagrams really necessary? In essence, what the diagrammatic
representation does is to order the contributions of the same order irrespective
of the statistical quantity being considered. For example, it is not consistent to
consider the evolution of the power spectrum in second-order PT (second term
in Fig 7) since there is a contribution of the same order coming from third-
order PT (third term in Fig 7). Instead, one should consider the evolution of
the power spectrum to “one-loop” PT (which includes the two contributions
of the same order, the terms in square brackets in Fig 7). A similar situa-
tion happens with the connected four-point function induced by gravity; it is
inconsistent to calculate it in second-order PT (first term in Fig 6), rather
a consistent calculation of the four-point function to leading order requires
“tree-level” PT (which also involves third-order PT, i.e. the second term in
Fig 6).
We will now review results on the evolution of different statistical quantities
in tree-level PT.
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<δ(1)δ(2)> =c + +[ ]
Fig. 7. Diagrams for the two-point function or power spectrum up to one-loop. See
Eqs. (165) and (166) for one-loop diagram amplitudes.
+ + +<δ(1)δ(2)δ(3)> =c
Fig. 8. Diagrams for the three-point function or bispectrum up to one-loop.
4.1.2 Power Spectrum Evolution in Linear PT
The simplest (trivial) application of PT is the leading order contribution to
the evolution of the power spectrum. Since we are dealing with the two-point
function in Fourier space (N = 2), only linear theory is required, that is, the
connected part is just given by a single line joining the two points.
In this review we are concerned about time evolution of the cosmic fields
during the matter domination epoch. In this case, as we discussed in Chapter
2, diffusion effects are negligible and the evolution can be cast in terms of
perfect fluid equations that describe conservation of mass and momentum. In
this case, the evolution of the density field is given by a simple time-dependent
scaling of the “linear” power spectrum






1 (τ) is the growing part of the linear growth factor. One must
note, however, that the “linear” power spectrum specified by PL(k)
17 de-
rives from the linear evolution of density fluctuations through the radiation
domination era and the resulting decoupling of matter from radiation. This
evolution must be followed by using general relativistic Boltzmann numerical
codes [499,76,416,578], although analytic techniques can be used to understand
quantitatively the results [320,321]. The end result is that
PL(k) = k
np T 2(k) (152)
where np is the primordial spectral index (np = 1 denotes the canonical scale-
invariant spectrum [300,706,499] 18 ), T (k) is the transfer function that de-
scribes the evolution of the density field perturbations through decoupling
(T (0) ≡ 1). It depends on cosmological parameters in a complicated way,
although in simple cases (where the baryonic content is negligible) it can
17 We denote the linear power spectrum interchangeably by PL(k) or by P
(0)(k).
18 This corresponds to fluctuations in the gravitational potential at the Hubble ra-
dius scale that have the same amplitude for all modes, i.e. the gravitational potential
has a power spectrum Pϕ ∼ k−3, as predicted by inflationary models, see Eq. (113).
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be approximated by a fitting function that depends on the shape parame-
ter Γ ≡ Ωmh [76,21]. For the adiabatic cold dark matter (CDM) scenario,
T 2(k) → ln2(k)/k4 as k → ∞, due to the suppression of fluctuations growth
during the radiation dominated era, see e.g. [197] for a review.
4.1.3 The Bispectrum induced by Gravity
We now focus on the non-linear evolution of the three-point cumulant of the
density field, the bispectrum B(k1,k2, τ), defined by (compare with Eq. 149)
〈
δ˜(k1, τ)δ˜(k2, τ)δ˜(k3, τ)
〉
c
= δD(k1 + k2 + k3) B(k1,k2, τ), (153)
As we discussed already, it is convenient to define the reduced bispectrum Q
as follows [229,232]
Q˜ ≡ B(k1,k2, τ)
P (k1, τ)P (k2, τ) + P (k2, τ)P (k3, τ) + P (k3, τ)P (k1, τ)
, (154)
which has the desirable property that it is scale and time independent to
lowest order (tree-level) in non-linear PT,
Q˜(0) =
2F2(k1,k2)P (k1, τ)P (k2, τ) + cyc.
P (k1, τ)P (k2, τ) + P (k2, τ)P (k3, τ) + P (k3, τ)P (k1, τ)
, (155)
where F2(k1,k2) denotes the second-order kernel obtained from the equations
of motion, as in Section 2.4.2. Recall that this kernel is very insensitive to
cosmological parameters [see Eq.(71)], as a consequence of this, the tree-level
reduced bispectrum Q˜(0) is almost independent of cosmology [236,313]. In
addition, from Eq. (155) it follows that Q˜(0) is independent of time and nor-
malization [232]. Furthermore, for scale-free initial conditions, PL(k) ∝ kn,
Q˜(0) is also independent of overall scale. For the particular case of equilat-
eral configurations (k1 = k2 = k3 and kˆi · kˆj = −0.5 for all pairs), Q˜(0) is
independent of spectral index as well, Q˜
(0)
EQ = 4/7. In general, for scale-free
initial power spectra, Q˜(0) depends on configuration shape through, e.g., the
ratio k1/k2 and the angle θ defined by kˆ1 · kˆ2 = cos θ. In fact, since bias be-
tween the galaxies and the underlying density field is known to change this
shape dependence [235], measurements of the reduced bispectrum Q in galaxy
surveys could provide a measure of bias which is insensitive to other cosmolog-
ical parameters [236], unlike the usual determination from peculiar velocities
which has a degeneracy with the density parameter Ωm. We will review these
applications in Chapter 8.
Figure 9 shows Q˜(0) for the triangle configuration given by k1/k2 = 2 as a
function of the angle θ between these wavevectors (cos θ ≡ kˆ1 · kˆ2) for different
spectral indices. The shape or configuration dependence of Q˜(0) comes from the
second order perturbation theory kernel F
(s)
2 (see Eqs. (155) and (170)) and
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Fig. 9. The tree-level reduced bispectrum Q˜(0) for triangle configurations given
by k1/k2 = 2 as a function of the angle θ (kˆ1 · kˆ2 = cos θ). The different curves
correspond to spectral indices n = −2,−1.5,−1,−0.5, 0 (from top to bottom)
can be understood in physical terms as follows. From the recursion relations













with α and β defined in Eq. (39). The terms in square brackets contribute
a constant term, independent of configuration, coming from the θ × δ term
in the equations of motion, plus terms which depend on configuration and
describe gradients of the density field in the direction of the flow (i.e., the
term u · ∇δ in the continuity equation). Similarly, the last term in Eq. (156)
contributes configuration dependent terms which come from gradients of the
velocity divergence in the direction of the flow (due to the term (u · ∇)u in
Euler’s equation). Therefore, the configuration dependence of the bispectrum
reflects the anisotropy of structures and flows generated by gravitational in-
stability. The enhancement of correlations for collinear wavevectors (θ = 0, pi)
in Figure 9, reflects the fact that gravitational instability generates density
and velocity divergence gradients which are mostly parallel to the flow [559].
The dependence on the spectrum is also easy to understand: models with more
large-scale power (smaller spectral indices n) give rise to anisotropic structures
and flows with larger coherence length, which upon ensemble averaging leads
to a more anisotropic bispectrum.
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Fig. 10. The tree-level three-point amplitude in real space Q(0) for triangle con-
figurations given by r12/r23 = 2 as a function of the angle θ (rˆ12 · rˆ23 = cos θ).
The different curves correspond to spectral indices n = −2,−1.5,−1 (from top to
bottom at θ = 0.4pi)
4.1.4 The Three-Point Correlation Function
The three-point function ξ3 can be found straightforwardly by Fourier trans-





ξ(x13)ξ(x23) +∇ξ(x13) · ∇−1ξ(x23)








where the inverse gradient is defined by the Fourier representation
∇−1ξ(x) ≡ −i
∫
d3k exp(ik · x) k
k2
P (k). (158)



















[3− 2(n+ 3) + (n+ 3)2(xˆ13 · xˆ23)2
n2
]]
ξ(x13)ξ(x23) + cyc.. (159)
Similarly to Fourier space, we can define the three-point amplitude in real
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space Q 19 ,
Q =
ξ3(x1,x2x3)
ξ(x12)ξ(x23) + ξ(x23)ξ(x31) + ξ(x31)ξ(x12)
, (160)
which is shown in Fig. 10 for spectral indices n = −2,−1.5,−1 (solid, dashed
and short-dashed, respectively). Note that in real space the three-point am-
plitude Q has a stronger shape dependence for spectra with more power on
small scales (larger spectral index n), unlike the case of Fourier space. This
is because scales are weighted differently. Since ξ(x) is actually equivalent to
k3P (k) rather than P (k), using ξ(x)/x3 to define Q in real space rather than
ξ(x) leads to a similar behavior with spectral index than in Fourier space.
Note that for scale-free initial conditions, the three-point amplitude for equi-
lateral triangles reduces to the following simple expression as a function of
spectral index n,
QEQ =
18n2 + 19n− 3
7n2
. (161)
Figure 11 shows a comparison of the tree-level PT prediction for Q3 in ΛCDM
models (lines) with the fully non-linear values of Q3 measured in N-body
simulations (symbols with error bars). Even on the earlier outputs (σ8 = 0.5,
left panel) corrections to the tree-level results become important at scales
r12 < 12 Mpc/h. At larger scales there is an excellent agreement with tree-
level PT. This seems in contradiction with claims in [346], but note that for the
later outputs (σ8 = 1.0, right panel) non-linear corrections can be significant
at very large scales r12 < 18 Mpc/h, so that for precision measurements one
needs to take into account the loop corrections (see [23] for more details).
4.2 The Transition to the Non-Linear Regime: “Loop Corrections”
4.2.1 One-Loop PT and Previrialization
In the previous section we discussed the leading order contribution to corre-
lations functions, and found that these are given by tree-level PT, resulting
in the linear evolution of the power spectrum and in hierarchical amplitudes
QN independent of the amplitude of fluctuations. Higher-order corrections
to tree-level PT (organized in terms of “loop” diagrams) can in principle be
calculated, but what new physics do they describe? Essentially one-loop PT
describes the first effects of mode-mode coupling in the evolution of the power
spectrum, and the dependence of the hierarchical amplitudes QN on ξ2 . It
also gives a quantitative estimate of where tree-level PT breaks down, and
leads to a physical understanding of the transition to the non-linear regime.
19 In this case, however, one must be careful not to use such a statistic for scales
near the zero-crossing of ξ(r) [100].
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0.2 0.4 0.6 0.8
Fig. 11. Tree-level PT predictions of the three-point amplitude Q(0) in the ΛCDM
model for triangle configurations given by r12/r23 = 1 as a function of the angle
α (rˆ12 · rˆ23 = cosα). The different curves correspond to different triangle sides
r12 = 6, 12, 18, 24 Mpc/h (from top to bottom at θ = 0.4pi). Symbols with error
bars correspond to measurements in numerical simulations at σ8 = 0.5 (left panel)
and σ8 = 1.0 (right panel). From [23].
One the main lessons learned from one-loop PT is the fact that non-linear
growth of density and velocity fields can be slower than in linear PT, in con-
trast with e.g. the spherical collapse model where non-linear growth is always
faster than linear. This effect, is due to tidal effects which lead to non-radial
motions and thus less effective collapse of perturbations. This was conjectured
as a possibility and termed “previrialization” [171]; numerical simulations how-
ever showed evidence in favor [677,510] and against [207] this idea. The first
quantitative calculation of the evolution of power spectra beyond linear theory
for a wide class of initial conditions and comparison with numerical simula-
tions was done in [613], where it was shown that one-loop corrections to the
linear power spectrum can be either negative or positive depending on whether
the initial spectral index was larger or smaller than n ≈ −1. Subsequent work
confirmed these predictions in greater detail [428,408,558]; in particular, the
connection between one-loop corrections to the power spectrum and previous
work on previrialization was first emphasized in [408]. In fact, a detailed in-
vestigation shows that one-loop PT predicts the change of behavior to occur
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at n ≈ −1.4 [558], and divergences appear for n >∼ −1 which must be cutoff
at some small-scale in order to produce finite results. We shall come back to
this problem below.
In addition, one-loop corrections to the bispectrum show a very similar be-
havior with initial spectral index [559,560]. For n <∼ −1.4 one-loop corrections
increase the configuration dependence of Q, whereas in the opposite case they
tend to flatten it out. These results for scale-free initial conditions are rel-
evant for understanding other spectra. Indeed, calculations for CDM spec-
tra [27,334,560] showed that the non-linear power spectrum is smaller than
the linear one close to the non-linear scale, where the effective spectral in-
dex is n >∼ −1. Furthermore, these results give insight into the evolution of
CDM-type of initial spectra: transfer of power happens from large to small
scales because more positive spectral indices evolve slower than negative ones.
In fact, as a result, non-linear evolution drives the non-linear power spectrum
closer to the critical index n ≈ −1 [558,14].
4.2.2 The One-Loop Power Spectrum
As mentioned above, one-loop corrections to power spectrum (or equivalently
to the two-point correlation function) have been extensively studied in the
literature [353,678,354,135,613,428,334,27,408,558] 20 . We now briefly review
these results.
We can write the power spectrum up to one-loop corrections as
P (k, τ) = P (0)(k, τ) + P (1)(k, τ) + . . . , (162)
where the superscript (n) denotes an n-loop contribution, the tree-level (0-
loop) contribution is just the linear spectrum,




and the one-loop contribution consists of two terms (see Fig. 7),











3 (k,q,−q)PL(k, τ)PL(q, τ)d3q. (166)
Here Pij denotes the amplitude given by a connected diagram representing the
contribution from 〈δiδj〉c to the power spectrum. We have assumed Gaussian
20 Multi-loop corrections to the power spectrum were considered in [237], including
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Contributions to the one-loop power spectrum as a function of spectral index n.
initial conditions, for which Pij vanishes if i + j is odd. Note the different
structure in the two contributions, Eq. (165) is positive definite and describes
the effects of mode-coupling between waves with wave-vectors k − q and q,
i.e. if PL(k) = 0 for k > kc, then P22(k) = 0 only when k > 2kc. On the other
hand, Eq. (166) is in general negative (leading to the effects of previrialization
mentioned above) and does not describe mode-coupling, i.e. P13(k) is propor-
tional to PL(k). This term can be interpreted as the one-loop correction to
the propagator in Eq. (87) [569], i.e. the nonlinear correction to the standard
a(τ) linear growth.
The structure of these contributions can be illustrated by their calculation for
scale-free initial conditions, where the linearly extrapolated power spectrum
is PL(k) = Aa
2kn, shown in Table 5. The linear power spectrum is cutoff
at low wavenumbers (infrared) and high wavenumbers (ultraviolet) to control
divergences that appear in the calculation; that is, PL(k) = 0 for k <  and
k > kc. These results assume k   and k  kc, otherwise there are additional
terms [428,558].
The general structure of divergences is that for n ≤ −1 there are infrared
divergences that are caused by terms of the kind
∫
P (q)/q2d3q; these are can-
celled when the partial contributions are added. In fact, it is possible to show
that this cancellation still holds for leading infrared divergences to arbitrary
number of loops [336]. It was shown in [557] that this cancellation is general,
infrared divergences arise due to the rms velocity field (whose large-scale limit
variance is
∫
P (q)/q2d3q), but since a homogeneous flow cannot affect equal-
time correlation functions because of Galilean invariance of the equations of
motion, these terms must cancel at the end.
Ultraviolet divergences are more harmful. We see from Table 5 that as n ≥ −1
the P13 contribution becomes ultraviolet divergent (and when n ≥ 1 for P22 as
well), but in this case there is no cancellation. Thus, one-loop corrections to the
power spectrum are meaningless at face value for scale-free initial conditions
with n ≥ −1. Furthermore, one-loop corrections to the bispectrum are also
divergent for scale-free initial spectra as n→ −1. Of course, it is possible that
these divergences are cancelled by higher-order terms, but to date this has not
been investigated. This seems a rather academic problem, since no linear power
spectrum relevant in cosmology is scale-free, and for CDM-type spectra there
are no divergences. On the other hand, understanding this problem may shed
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Fig. 12. One-loop corrections to the power spectrum of the density field as a function
of spectral index [see Eq. (169)]. Also shown is the one-loop corrections to the veloc-
ity divergence power spectrum, αθ(n). Note that non-linear effects can slow down
the growth of the velocity power spectrum for a broader class of initial conditions
than in case of the density field.
light on aspects of gravitational clustering in the transition to the non-linear
regime.
To characterize the degree of non-linear evolution when including one-loop
corrections, it is convenient to define a physical scale from the linear power




d3k PL(k, τ) W
2(kR0) ≡ 1. (167)
For scale-free initial conditions and a Gaussian filter, W (x) = exp(−x2/2),
Eq. (167) gives Rn+30 = 2piAa
2Γ[(n + 3)/2]. This is related to the non-linear
scale defined from the power spectrum, ∆(knl) = 4pik
3
nlP (knl) = 1 by
knlR0 = Γ[(n+ 5)/2]. (168)
Figure 12 displays the one-loop correction to the power spectrum in terms of









which measures the strength of one-loop corrections (and similarly for the
velocity divergence spectrum replacing αδ by αθ). This function has been cal-
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Fig. 13. The power spectrum for n = −2 scale-free initial conditions. Symbols denote
measurements in numerical simulations from [560]. Lines denote linear PT, one-loop
PT [Eq. (169)] and the Zel’dovich Approximation results [Eq. (181)], as labeled.
culated using the technique of dimensional regularization in [558] (see Ap-
pendix D for a brief discussion of this). From Fig. 12 we see that loop cor-
rections are significant with αδ close to unity or larger for spectral indices
n <∼ −1.7. For nc ≈ −1.4 one-loop corrections to the power spectrum vanish
(and for the bispectrum as well [559]). For this “critical” index, tree-level PT
should be an excellent approximation. One should keep in mind, however, that
the value of the critical index can change when higher-order corrections are
taken into account; particularly given the proximity of nc to n = −1 where
ultraviolet divergences drive α → −∞. On the other hand, recent numerical
results agree very well with nc ≈ −1.4, at least for redshifts z ∼ 3 evolved
from CDM-like initial spectra [702].
Figure 12 also shows the one-loop correction coefficient αθ for the velocity
divergence spectrum. We see that generally velocities grow much slower than
the density field when non-linear contributions are taken into account. For
n >∼ −1.9 one-loop PT predicts that velocities grow slower than in linear PT.
Although this has not been investigated in detail against numerical simula-
tions, the general trend makes sense: tidal effects lead to increasingly non-
radial motions as n increases, thus the velocity divergence should grow in-
creasingly slower than in the linear case.
Figure 13 compares the results of one-loop corrections for n = −2 against
numerical simulations, whereas the top left panel in Fig. 14 shows results for
n = −1.5. In both cases we see very good agreement even into considerably
non-linear scales where ∆(k) ∼ 10−100, providing a substantial improvement
over linear PT. Also note the general trend, in agreement with numerical
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Fig. 14. The left top panel shows the non-linear power spectrum as a function of scale
for n = −1.5 scale-free initial conditions. Symbols denote measurements in numeri-
cal simulations, whereas lines show the linear, and the fitting formulas of [335,494]
and one-loop perturbative results, as indicated. The other three panels show the
reduced bispectrum Q for triangle configurations with k1/k2 = 2, as a function
of the angle θ between k1 and k2, in numerical simulations and for tree-level and
one-loop PT. The panels correspond to stages of non-linear evolution characterized
by ∆(k1). Taken from [560].
simulations, that non-linear corrections are significantly larger for n = −2
than for n = −1.5.
4.2.3 The One-Loop Bispectrum
The loop expansion for the bispectrum, B = B(0) +B(1) + . . ., is given by the
tree-level part B(0) in terms a single diagram from second-order PT (see Fig. 5)
plus its permutations over external momenta (recall that k1 + k2 + k3 ≡ 0)




The one-loop contribution consists of four distinct diagrams involving up to
fourth-order solutions [559,560]







2 (−q,q + k1)PL(|q + k1|, τ)





3 (−q,q− k2,−k3)PL(|q− k2|, τ)
×F (s)2 (q,k2 − q) + permutations, (173)












For the reduced bispectrum Q˜ [see Eq. (154)], the loop expansion yields:
Q˜ ≡ B
(0) +B(1) + . . .
Σ(0) + Σ(1) + . . .
, (176)
where Σ(0) ≡ PL(k1)PL(k2) + PL(k2)PL(k3) + PL(k3)PL(k1), and its one-loop
correction Σ(1) ≡ P (0)(k1)P (1)(k2)+permutations (recall P (0) ≡ PL). For large








Note that Q˜(1) depends on the normalization of the linear power spectrum,
and its amplitude increases with time evolution. For initial power-law spectra
PL(k) = Aa
2kn with n = −2 the calculation using dimensional regularization
(see Appendix D) yields a closed form; otherwise the result can be expressed
in terms of hypergeometric functions of two variables [559] or computed by
direct numerical integration [560].
Figure 14 shows the predictions of one-loop PT compared to N-body simula-
tions for scale-free initial conditions with n = −1.5. In the top right panel, we
see that the predictions of Eq. (177) agree very well with simulations at the
nonlinear scale. In the bottom panels, where ∆ > 1, we have used Eq. (176)
instead of Eq. (177). At these scales Eq. (176) saturates, that is, the one-loop
quantities B(1) and Σ(1) dominate over the corresponding tree-level values and
further time evolution does not change much the amplitude Q, because B(1)
and Σ(1) have the same scale and, by self-similarity, time-dependence. At even
more non-linear scales, simulations show that the configuration dependence of
the bispectrum is completely washed out [560].
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Fig. 15. One-loop bispectrum predictions for equilateral configurations for scale-free
spectra with n = −2, Eq. (178), and n = −1.5, Eq. (179), against N-body simula-
tions measurements from [560]. Error bars come from different output times, assum-
ing self-similarity, see Sect. 4.5.1. This might not be well obeyed for n = −2, due
to the importance of finite-volume effects for such a steep spectrum, particularly at
late times, see [418] and discussion in Sect. 6.12.1.
Using the one-loop power spectrum for n = −2 given in Table 5, P (1)(k) =
A2a4 55pi3/(98k), Q˜(1) follows from Eq. (177). The calculation can be done








pi3/2kR0 = 0.57[1 + 3.6 kR0], (n = −2) (178)





3/2 = 0.57[1 + 2.316 (kR0)
3/2], (n = −1.5) (179)
Figure 15 compares these results against N-body simulations. We see that
despite the strong corrections, with one-loop coefficients larger than unity,
one-loop predictions are accurate even at kR0 = 1. As we pointed out before,
many of the scale-free results carry over to the CDM case taking into account
the effective spectral index. Figure 16 illustrates the fact that one-loop cor-
rections can increase quite significantly the configuration dependence of the
bispectrum at weakly non-linear scales (left panel) when the spectral index is
n < −2, in agreement with numerical simulations. On the other extreme, in
the highly non-linear regime (right panel), the bispectrum becomes effectively
independent of triangle shape, with amplitude that approximately matches
that of colinear amplitudes in tree-level PT.
Based on results from N-body simulations, it has been pointed out in [234]
(see also [240]) that for n = −1 nonlinear evolution tends to “wash out” the
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Fig. 16. The left panel shows the one-loop bispectrum predictions for CDM model
at scales approaching the non-linear regime, for k1/k2 = 2 and ∆ ≈ 1 (left) against
numerical simulations [560]. The right panel shows the saturation of Q˜ at small
scales in the highly non-linear regime, for two different ratios for k1/k2 = 2, 3 and
∆ >∼ 100 [563]. Dashed lines in both panels correspond to tree-level PT results.
configuration dependence of the bispectrum present at the largest scales (and
given by tree-level perturbation theory), giving rise to the so-called hierarchical
form Q ≈ const in the strongly non-linear regime (see Sect. 4.5.5). One-loop
perturbation theory must predict this feature in order to be a good description
of the transition to the nonlinear regime. In fact, numerical integration [559]
of the one loop bispectrum for different spectral indices from n = −2 to
n = −1 shows that there is a change in behavior of the nonlinear evolution:
for n <∼ −1.4 the one-loop corrections enhance the configuration dependence
of the bispectrum, whereas for n >∼ −1.4, they tend to cancel it, in qualitative
agreement with numerical simulations. Note that this “critical index” nc ≈
−1.4 is the same spectral index at which one-loop corrections to the power
spectrum vanish, marking the transition between faster and slower than linear
growth of the variance of density fluctuations.
4.3 The Power Spectrum in the Zel’dovich Approximation
The Zel’dovich approximation (ZA, [705]) is one of the rare cases in which
exact (non-perturbative) results can be obtained. However, given the drastic
approximation to the dynamics, these exact results for the evolution of clus-
tering statistics are of limited interest due to their restricted regime of validity.
The reason behind this is that in the ZA when different streams cross they
pass each other without interacting, because the evolution of fluid elements is
local. As a result, high-density regions become washed out. Nonetheless, the
ZA often provides useful insights into non-linear behavior.
For Gaussian initial conditions, the full non-linear power spectrum in the
ZA can be obtained as follows [77,430,556,220,642]. Changing from Eule-
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rian to Lagrangian coordinates, the Fourier transform of the density field is
δ(k) =
∫




d3q exp(ik · q) 〈 exp(ik ·∆Ψ) 〉, (180)
where ∆Ψ ≡ Ψ(q1)−Ψ(q2) and q = q1 − q2. For Gaussian initial conditions
the ZA displacement is a Gaussian random field, so Eq. (180) can be evaluated
in terms of the two-point correlator of Ψ(q). An analytic result for the power
spectrum in the ZA has been obtained in [642] for scale-free initial conditions























where the non-linear wavenumber obeys ∆L(knl) = 1. This result is shown
in Fig. 13 (note that in the figure we use R0 to characterize the non-linear
scale, knlR0 = Γ[(n + 5)/2]), together with the prediction of one-loop PT,
linear theory and measurements in N-body simulations (symbols with error
bars). Clearly the lack of power at small scales due to shell-crossing makes the
ZA prediction a poor description of the non-linear power spectrum. Attempts
have been made in the literature to truncate the small-scale power in the
initial conditions and then use ZA [138], this improves the cross-correlation
coefficient between ZA and N -body simulation density fields [138,106,455] but
it does not bring the power spectrum into agreement [106,455]. Similar results
for the effect of shell crossing on the power spectrum hold for 2LPT and 3LPT,
see e.g. [106,455,367].
4.4 Non-Gaussian Initial Conditions
4.4.1 General Results
So far we have discussed results for Gaussian initial conditions. When the
initial conditions are not Gaussian, higher-order correlation functions are non-
zero from the beginning and their evolution beyond linear PT is non-trivial [238].
Here we present a brief summary of the general results for the power spectrum
and bispectrum, in the next section we discuss the application to the χ2 model,
for which correlation functions beyond linear perturbation theory have been
derived [565]. This belongs to the class of dimensional scaling models, in which
the hierarchy of initial correlation functions obey ξN ∼ ξN/22 . Another dimen-
sional scaling model that has been studied is the non-linear σ-model [333].
In addition, hierarchical scaling models, where ξN ∼ ξN−12 as generated by
gravity from Gaussian initial conditions, have been studied in [414,670]. Most
quantitative studies of non-Gaussian initial conditions, however, have been
done using one-point statistics rather than correlation functions, we review
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them in Sect. 5.6.
It is worth emphasizing that the arguments developed in this section (and
in Sect. 5.6) are valid only if the history of density fluctuations can be well
separated into two periods, (i) imprint of non-Gaussian initial fluctuations at
very early times, where σI  1, and then (ii) growth of these fluctuations due
to gravitational instability. This is a good approximation for most physically
motivated non-Gaussian models.
Let us consider the evolution of the power spectrum and bispectrum from
arbitrary non-Gaussian initial conditions 21 . The first non-trivial correction to
the linear evolution of the power spectrum involves second-order PT, since
〈δ2〉 = 〈(δ1 + δ2 + . . .)2〉 ≈ 〈δ21〉+2〈δ1δ2〉+ . . .; the second term which vanishes
for the Gaussian case (since 〈δ1δ2〉 ∼ 〈δ31〉) leads instead to 22
P (k) = P I(k) + 2
∫
d3q F2(k + q,−q) BI(k,q), (182)
which depends on the initial bispectrum BI , and similarly for the non-linear









d3q F2(k1 + k2 − q,q) P I4 (k1,k2,k1 + k2 − q,q),
(183)
where BI123 denotes the contribution of the initial bispectrum, scaled to the
present time using linear PT, BI123(τ) ∝ [D(+)1 (τ)]3, BG123 represents the usual
gravitationally induced bispectrum, Eq. (155), and the last term represents
the contribution coming from the initial trispectrum linearly evolved to the
present, P I4 given by
〈δI(k1)δI(k2)δI(k3)δI(k4)〉c≡ δD(k1 + k2 + k3 + k4) P I4 (k1,k2,k3,k4).
(184)
Clearly, the complicated term in Eq. (183) is the last one, which involves a con-
volution of the initial trispectrum with the second-order PT kernel F2(k1,k2).
Note that only the first term scales as [D
(+)
1 (τ)]
3, the last two terms have the
same scaling with time, [D
(+)
1 (τ)]
4, and therefore dominate at late times. The
structure of these contributions is best illustrated by considering a specific
model, as we now do.
4.4.2 χ2 Initial Conditions
An example that shows how different the bispectrum can be in models with
non-Gaussian initial conditions, is the chi-squared model [513,514]. There are
21 See [672] for a recent study of the trispectrum for non-Gaussian initial conditions.
22 See Sect. 5.6 for additional explanation of the new contributions that appear due
to primordial non-Gaussianity.
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in fact a number of inflationary models in the literature that motivate χ2 initial
conditions [380,7,404,512]. It is also possible that this particular model may be
a good representation of the general behavior of dimensional scaling models,
and thus provide valuable insight. In this case, the density field after inflation
is proportional to the square of a Gaussian scalar field φ(x), ρ(x) ∝ φ(x)2.









































where rij ≡ |ri− rj|. However, non-linear corrections are more difficult to cal-
culate in real space [238], so we turn to Fourier space. The initial density power
spectrum and bispectrum read (a similar expression holds for the trispectrum,
see [565]),
P I(k) = 2
∫
d3q Pφ(q)Pφ(|k− q|), (188)
BI(k1, k2, k3) = 12
∫
d3q Pφ(q)Pφ(|k1 − q|)Pφ(|k2 + q|), (189)
where Pφ(k) denotes the power spectrum of the φ field. For scale-free spectra,
Pφ(k) ∝ knφ , P I(k) ∝ k2nφ+3, with amplitude calculable in terms of Gamma
functions; similarly the bispectrum can be expressed in terms of hypergeo-
metric functions [565]. To calculate the hierarchical amplitude to tree-level
we also need the next-to-leading order evolution of the power spectrum, that
is Eq. (182), which depends on the initial bispectrum, Eq. (189). A simple
analytic result is obtained for the particular case, Pφ(k) = Ak
−2, not too far











Defining the non-linear scale knl from the linear power spectrum as usual,















Then the tree-level hierarchical amplitude reads [565],
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Fig. 17. The reduced bispectrum Q˜ for triangles with sides k1 = 0.068 h/Mpc and
k2 = 2k1 as a function of the angle θ between k1 and k2 (left panel). Right panel
shows Q˜ for equilateral triangles as a function of scale k. Triangles denote linear
extrapolation from χ2 initial conditions, whereas square symbols show the result of
non-linear evolution. Dot-dashed lines show the predictions of non-linear PT from







k1 + k2 + k3
− 192
7pi2
k1k2 + k2k3 + k3k1
(k1 + k2 + k3)2
+ Q˜G123 + Q˜123(P4),
(192)
where Q˜G123 denotes the hierarchical amplitude obtained from Gaussian ini-
tial conditions, and Q˜123(P4) denotes the contribution from the last term in
Eq. (183) which is difficult to calculate analytically. In particular, for equilat-
eral configurations Q˜Ieq = (4
√
2/3pi)(knl/k). On the other hand, for Gaussian
initial conditions, Q˜Geq = 4/7 independent of spectral index; similarly there is
a contribution from non-Gaussian initial conditions that is scale independent,
δQ˜eq = −64/7pi2. Since Q˜123(P4) is also independent of scale, it turns out that
the signature of this type of non-Gaussian initial conditions is that Q˜123 shows
a strong scale dependence at large scales as k/knl → 0. This is not just a pecu-
liar property of this particular model, but rather of any non-Gaussian initial
conditions with dimensional scaling 23 . Note also that Q˜I shows, in some sense,
the opposite configuration dependence from Q˜G, for triangles where k1/k2 = 2
as in Fig 9, Q˜I(θ) is an increasing function of θ, as expected from the scale
dependence, in particular Q˜I(pi)/Q˜I(0) = 3/2.
Figure 17 shows the results of using 2LPT (see Sect. 2.7) evolved from χ2 initial
conditions [565]. The auxiliary Gaussian field φ was chosen to have a spectral
index nφ = −2.4, leading to n = −1.8 as proposed in [513]. The amplitude of
the power spectrum has been chosen to give knl ≡ 0.33 h/Mpc. The dashed
23 See Sect. 5.6 for a more detailed discussion of this point and its generalizations.
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lines in Fig. 17 (left panel) show the predictions of the first term in Eq. (192) for
the reduced bispectrum at k1 = 0.068 h/Mpc, k2 = 2k1, as a function of angle
θ between k1 and k2. This corresponds to n = −1, however, it approximately
matches the numerical results (triangles, n = −1.8). The latter show less
dependence on angle, as expected because the scale dependence in the n =
−1.8 case (Q˜I ∝ k−0.6) is weaker than for n = −1 (Q˜I ∝ k−1). The right panel
in Fig. 17 shows equilateral configurations as a function of scale for χ2 initial
conditions (triangles) and Q˜Ieq(k) = 0.8(k/knl)
−0.6 (dashed lines), where the
proportionality constant was chosen to fit the numerical result, this is slightly
larger than the prediction in the first term of Eq. (192) for n = −1 equilateral
configurations, and closer to the real-space result Qeq(x) = 0.94(x/xnl)
0.6.
The behavior of the χ2 bispectrum is notoriously different from that generated
by gravity from Gaussian initial conditions for identical power spectrum (dot-
dashed lines in Fig. 17) [225]. The structures generated by squaring a Gaussian
field roughly correspond to the underlying Gaussian high-peaks which are
mostly spherical, thus the reduced bispectrum is approximately flat. In fact,
the increase of Q˜I as θ → pi seen in Fig.17 is basically due to the scale
dependence of Q˜I , i.e. as θ → pi, the side k3 decreases and thus Q˜I increases.
As shown in Eq. (192), non-linear corrections to the bispectrum are significant
at the scales of interest, so linear extrapolation of the initial bispectrum is
insufficient to make comparison with current observations. The square symbols
in left panel of Fig. 17 show the reduced bispectrum after non-linear corrections
are included. As a result, the familiar dependence of Q˜123 on the triangle
shape due to the dynamics of large-scale structures is recovered , and the scale
dependence shown by Q˜I is now reduced (right panel in Fig. 17). However,
the differences between the Gaussian and χ2 case are very obvious: the χ2
evolved bispectrum has an amplitude about 2-4 times larger than that of an
initially Gaussian field with the same power spectrum. Furthermore, the χ2
case shows residual scale dependence that reflects the dimensional scaling of
the initial conditions. These signatures can be used to test this model against
observations [225,567,211], as we shall discuss in Sect. 8.
4.5 The Strongly Non-Linear Regime
In this section we consider the behavior of the density and velocity fields in
the strongly non-linear regime, with emphasis on the connections with PT.
Only a limited number of relevant results are known in this regime, due to the
complexity of solving the Vlasov equation for the phase-space density distribu-
tion. These results, based on simple arguments of symmetry and stability, lead
however to valuable insight into the behavior of correlations at small scales.
4.5.1 The Self-Similar Solution
The existence of self-similar solutions relies on two assumptions within the
framework of collisionless dark matter clustering,
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(1) There are no characteristic time-scales, this requires Ωm = 1 where the
expansion factor scales as a power-law, a ∼ t2/3.
(2) There are no characteristic length-scales. This implies scale-free initial
conditions, e.g. Gaussian with initial spectrum PI(k) ∼ kn.
Since gravity is scale-free, there are no scales involved in the solution of the
coupled Vlasov and Poisson equations. As a result of this, the Vlasov equation
admits self-similar solutions with [171]





where β = α + 1/3 and t is cosmic time. Integration over momentum leads
to correlation functions that are only functions of the self-similarity variables
si ≡ xi/tα, in particular the two-point correlation function reads,






and similarly for higher-order correlation functions, e.g. ξ3(x1,x2,x3, t) =
f3(s1, s2, s3). Note that this solution holds in all regimes, from large to small
scales. Using the large-scale behavior expected from linear PT, it is then pos-
sible to compute the index α, requiring that ξL(x, a) ∼ a2x−(n+3) be a function





Note that the self-similar scaling of correlation functions can also be obtained
from the fluid equations of motion [558], as expected since only symmetry
arguments (which have nothing to do with shell crossing) are involved 24 . Self-
similarity reduces the dimensionality of the equations of motion; it is possible
to achieve further reduction by considering symmetric initial conditions, e.g.
planar, cylindrical or spherical. In these cases, exact self-similar solutions can
be found by direct numerical integration, see e.g. [214,60]. Although this pro-
vides useful insight about the non-linear behavior of isolated perturbations,
it does not address the evolution of correlation functions. Detailed results for
correlation functions in the non-linear regime can however be obtained by
combining the self-similar solution with stable clustering arguments, as we
now discuss.
4.5.2 Stable Clustering
Stable clustering asserts that at small scales, high-density regions decouple
from the Hubble expansion and their physical size is stable, i.e. it does not
24 For n = −2, where finite volume effects become very important, self-similarity
has been difficult to obtain in numerical simulations. However, even in this case
current results show that self-similarity is obeyed [338].
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Fig. 18. The ratio of the mean pair (peculiar) velocity to the Hubble velocity,
−u/Hx, as a function of the mean correlation function ξav for a CDM model.
The pair conservation equation is used to solve for −u/Hx using the evolution
of ξav(a, x). The three curves are for a = 0.3, 0.6, 0.8. They would coincide for a
scale-free spectrum. They seem to approach the stable clustering value −u/Hx = 1
for ξav > 200. Taken from [337].
change with time [171]. This implies that the relative motion of particles within
gravitationally bound structures should compensate on average the Hubble ex-
pansion. Following this idea general relations can be obtained for the behavior
of the two-point correlation function from the continuity equation alone. In-






〈(1 + δ(x1))(1 + δ(x2)) 〉
= 〈−∇1[(1 + δ(x1))u(x1)](1 + δ(x2)) 〉
− 〈(1 + δ(x1))∇2[(1 + δ(x2))u(x2)] 〉 . (196)




+∇12 · [u12(1 + ξ12)] = 0, (197)
where the pairwise velocity is defined as
u12 ≡ 〈(1 + δ(x1))(1 + δ(x2))(u(x1)− u(x2)) 〉〈(1 + δ(x1))(1 + δ(x2)) 〉 . (198)
In the non-linear regime, ξ  1, stable clustering implies that the pairwise
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velocity exactly cancels the Hubble flow, u12 = −Hx12. Under this assumption,
Eq. (197) can be readily solved to yield
ξ(x, τ) ≈ 1 + ξ(x, τ) = a3(τ)f2(a x), (199)
which means that the probability of having a neighbor at a fixed physical








which shows that the pairwise velocity is intimately related to the behavior of







and u12 is the norm of u12 that can only be along the x2 − x1 direction.
From Eq. (200) it follows that if the time evolution is modeled as following
linear PT, then the rhs becomes 2fξav/3. As ξav >∼ 1, ξav grows faster than lin-
ear theory and thus pairwise velocities overcompensate the Hubble flow; this
leads to the well-known “shoulder” (a sudden increase of slope) in the two-
point correlation function [271]. These regimes are illustrated in Fig. 18 25 .
From Eq. (200) it is also clear that a way to model the evolution of the two-
point correlation function is by modeling the dependence of pairwise velocities
on ξav [289,479,358,213,112]. The analysis of high resolution N-body simula-
tions [358] run by the Virgo Consortium [342] show that the slope of ξ2(r)
indeed exhibits a “shoulder” in the form of an inflection point d2ξ2(r)/dr
2 = 0
at separation r∗ close to the correlation length r0 where ξ2(r0) = 1. This
property has been recently corroborated for different initial power-spectrum
shapes [260]. The equality between r∗ and r0 is related to the fact that loop
corrections become important close to the non-linear scale in CDM models at
z = 0, giving rise to a change in slope. For models where the spectral index
at the non-linear scale is very negative (such as CDM models at high redshift,
z ∼ 3, see e.g. [702]), loop corrections can be very large (see Fig. 12), and
the non-linear scale r0 can be much smaller than that where loop corrections
become important (related to r∗).
A similar approach can be used to obtain the behavior of higher-order corre-
lation functions under additional stable clustering conditions [508,337]. The
starting point is again the continuity equation, Eq. (16), and for the three-
25 See [244] for a recent study of the time dependence of the pairwise velocity in the
non-linear regime due to merging.
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point case we have
∂h123
∂τ
= −〈∇1 · (A123u1) +∇2 · (A123u2) +∇3 · (A123u3) 〉, (202)
where A123 ≡ (1 + δ(x1))(1 + δ(x2))(1 + δ(x3)) and h123 ≡ 〈A123 〉 = 1 + ξ12 +
ξ23 + ξ31 + ξ123. Analogous calculations to the two-point case show that
∂h123
∂τ
+∇12 · (w12,3 h123) +∇23 · (w23,1 h123) = 0, (203)
where
w12,3 ≡ 〈A123 (u1 − u2) 〉
h123
, (204)
and similarly for w23,1. Note that these three-body weighted pairwise veloci-
ties are actually three-point quantities [337], since a third object is involved,
so they are different from Eq. (198). However, in the same spirit as in the
two-point case, if we assume that stable clustering leads to wij,k = −Hxij in-
dependently of the position of object k, it follows that the solution of Eq. (203)
is
ξ3(x1,x2,x3) ≈ h123 = a6(τ) f3(ax1, ax2, ax3), (205)
and thus the probability of having two neighbors at a fixed physical separation
ax12 and ax23 from a given object at x2, becomes independent of time [e.g.
see Eqs. (128-129)]. Similar results hold for higher-order N -point correlation
functions ξN [508], and imply that ξN/ξ
N−1
2 as a function of physical separation
become independent of time in the highly non-linear regime (1 ξ2  . . .
ξN). Note however that the additional stability conditions such as w12,3 ≈
−Hx12 have not been so far tested against numerical simulations.
4.5.3 Scale Invariance
The joint use of stable clustering arguments and the self-similar solution leads
to scale-invariant correlation functions in the non-linear regime, with precise
predictions for the power-law indices. Equations (194) and (199) impose that
f2(x) follows a power law in x,
ξ(x) ∼ x−γ (206)








Thus, self-similarity plus stable clustering fixes the full time and spatial depen-
dence of the two-point correlation function in the non-linear regime in terms
of the initial conditions [171].
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A simple generalization of this argument is to assume that in the non-linear
regime u12 = −hHx12, where h is some constant, not necessarily unity. In this
case, Eq. (199) becomes ξ(x, τ) = a3h(τ)f(ah x), and this leads to γ = 3h(n+
3)/[2+h(n+3)] [485,697]. Interestingly, if h(n+3) is a constant independent of
spectral index n, then the slope of the two-point correlation function becomes
independent of initial conditions 26 . Current scale-free simulations do not see
evidence for a spectral index dependence of the asymptotic value of pairwise
velocities and are in reasonable agreement with stable clustering [150,337,164],
although the dynamic range in the highly non-linear regime is still somewhat
limited. For a different point of view see [486].
The behavior of the higher-order correlation functions can similarly be con-
strained. Since stable clustering implies that QN ∼ ξN/ξN−12 is independent
of time, adding self-similarity leads to QN being independent of overall scale
as well; this leads to a scaling relation for higher-order correlations that can
be formulated in general as,
ξN(λx1, ..., λxN) = λ
−(N−1)γ ξN(x1, ...,xN), (208)
where γ is the index of the two-point function, Eq. (207). As a result, self-
similarity plus stable clustering does not fix completely the behavior of the
three-point and higher-order correlation functions. Although QN does not de-
pend on the overall scale, it does in principle depend on the configuration of
the N points, i.e. it can depend on ratios such as x12/x23. This is the same as
in tree-level PT, where Q3 depends on the triangle shape (Figs. 9 and 10).
We should at this point reconsider the results in this section from the point
of view of the dynamics of gravitational instability. The equations of motion
for the two and three-point correlation functions, Eqs. (197) and (203), which
express conservation of pairs and triplets, were obtained from the equation of
continuity alone. These are rigorous results. The validity of self-similarity is
also rigorous for scale-free initial conditions in a Ωm = 1 universe. On the other
hand, the conditions of stable clustering are only a (physically motivated)
ansatz, and they replace what might be obtained by solving the remaining
piece of the dynamics, i.e. momentum conservation, in the highly non-linear
regime. Note however that the conditions of stable clustering can only be part
of the story for higher-order correlation functions since these do not explain
why e.g. Q3 tends to become constant independent of triangle configuration
in the non-linear regime.
26 A more detailed analysis of the BBGKY hierarchy shows that, in the absence
of self-similarity, power-law solutions for the two-point function in the non-linear
regime exist, but their relation to the initial spectral index depends on h, the scaling
of ξ3 in terms of ξ2 and the skewness of the velocity distribution. Furthermore,
perturbations away from self-similarity may not be stable [542,697,698].
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4.5.4 The Non-Linear Evolution of Two-Point Statistics
Self-similarity gives a powerful constraint on the space and time evolution of
correlation functions, by requiring that these depend only of the self-similarity
variables. However, different initial spectra can lead to very different functions
of the self-similarity variables. Hamilton et al. [289] suggested a useful way of
thinking about the non-linear evolution of the two-point correlation function,
by which the evolution from different initial spectra can all be described by
the same (approximately) universal formula, obtained empirically by fitting
to numerical simulations.







Thus, a sphere of radius x such that x3(1 + ξav) ≡ x3L is independent of time
will contain the same number of neighbors throughout non-linear evolution. At
early times, when fluctuations are small, xL ≈ x; as clustering develops and
becomes non-linear, x becomes smaller than xL. This motivated the ansatz
that the non-linear average two-point correlation function at scale x should
be a function of the linear one at scale xL [289]
ξav(x, τ) = Fmap[ξav L(xL, τ)], (210)
where the mapping Fmap was assumed to be universal, i.e. independent of
initial conditions. Using more recent numerical simulations [335] showed that
there is a dependence of Fmap on spectral index (particularly as n < −1);
in addition [493] extended the mapping above to the power spectrum and
arbitrary Ωm and ΩΛ. In this case, the non-linear power spectrum at scale k is
assumed to be a function of the linear power spectrum at scale kL, such that
k = [1 + ∆(k)]1/3kL, where ∆(k) ≡ 4pik3P (k),
∆(k, τ) = Fn,Ωm,ΩΛ [∆(kL, τ)], (211)
where it is emphasized that the mapping depends on spectral index and cos-
mological parameters. Several groups have reported improved fitting formulae
that take into account these extra dependences [335,30,494]. In the most often
used version, the fitting function Fmap contains 5 free functions of the spec-
tral index n which interpolate between Fmap(x) ≈ x in the linear regime and
Fmap ≈ x3/2 in the non-linear regime where stable clustering is assumed to
hold [494]
Fmap(x) = x
[ 1 +Bβx+ [Ax]αβ
1 + [(Ax)αg3(Ω)/(V x1/2)]β
]1/β
, (212)
where A = 0.482(1 + n/3)−0.947, B = 0.226(1 + n/3)−1.778, α = 3.310(1 +
n/3)−0.244, β = 0.862(1 + n/3)−0.287, V = 11.55(1 + n/3)−0.423, and the linear
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(1+Ωm/2)(1+ΩΛ/70)] [114]. For models which are not scale free, such as CDM
models, the spectral index is taken as n(kL) ≡ [d lnP/d ln k](k = kL/2) [494].
Extensions of this approach to models with massive neutrinos are considered
in [417]; for a description of the non-linear evolution of the bispectrum along
these lines see [568].
The ansatz that the non-linear power spectrum at a given scale is a func-
tion of the linear power at larger scales is a reasonable first guess, but this
cannot be expected to hold in detail. First, as we described in Section 4.2.2,
mode-coupling leads to a transfer of power from large to small scales (in CDM
spectra with decreasing spectral index as a function of scale) and the result-
ing small-scale power has a contribution from a range of scales in the linear
power spectrum. In addition, the mapping above is only based on the pairs
conservation equation, and thus only takes into account mass conservation.
The conditions of validity of the HKLM mapping have been explored in [479],
where it is shown that if the scaled pairwise velocity u12/(Hx12) is only a
function of the average correlation function, u12/(Hx12) = H(ξav), then con-
servation of pairs implies








where xL and x are related as in the HKLM mapping. In linear PT, H =
2ξav/3, and if stable clustering holds H = 1. In general however H cannot
be strictly a function of ξav alone (e.g. due to mode-coupling in the weakly
non-linear regime). A recent numerical model for the evolution of the pairwise
velocity is given in [112], which is used to model the non-linear evolution of
the average correlation function.
4.5.5 The Hierarchical Models
The absence of solutions of the equations of motion in the non-linear regime
has motivated the search for consistent relations between correlation functions
inspired by observations of galaxy clustering and the symmetries of dynamics,
i.e. the self-similar solution. The most common example is the so-called hier-
archical model for the connected p-point correlation function [275,231] which
naturally obeys the scaling law (208),









The product is over N −1 edges that link N objects (vertices) A,B, ..., with a
two-point correlation function ξXY assigned to each edge. These configurations
can be associated with ‘tree’ graphs, called N -trees. Topologically distinct N -
trees, denoted by a, in general have different amplitudes, denoted by QN,a, but
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those configurations which differ only by permutations of the labels 1,...,N
(and therefore correspond to the same topology) have the same amplitude.
There are tN distinct N -trees (t3 = 1, t4=2, etc., see [232,85]) and a total of
NN−2 labeled trees.
In summary, the hierarchical model represents the connected N -point func-
tions as sums of products of (N − 1) two-point functions, introducing at each
level only as many extra parameters QN,a as there are distinct topologies. In a
degenerate hierarchical model, the amplitudes QN,a are furthermore indepen-
dent of scale and configuration. In this case, QN,a = QN , and the hierarchical
amplitudes SN ' NN−2 QN . In the general case, it can be expected that
the amplitudes QN depend on overall scale and configuration. For example,
for Gaussian initial conditions, in the weakly non-linear regime, σ2  1, per-
turbation theory predicts a clustering pattern that is hierarchical but not
degenerate.
It is important to note that if the degenerate hierarchical holds in the nonlinear
regime, the QN ’s should obey positivity constraints. By requiring that the












where M and N are integers or odd half-integers. Similar constraints 27 have







There is no proof, not even indications, that any model fulfilling these con-
straints is mathematically valid. This is a serious limitation for building such
models.
Using the BBGKY hierarchy obtained from the Vlasov equation and assuming
a hierarchical form similar to Eq. (214) for the phase-space N-point distribution
27 A more physically motivated constraint can be derived by imposing that cluster






Qp−1 ≥ . . . ≥ p!
2p−1pp−2
(217)
which appear more stringent than the constraints above. These constraints are sat-
urated in the model of Eq.(220) with Q = 1/2.
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function in the stable clustering limit Fry [228,231] obtained (N ≥ 3)









in this case, different tree diagrams all have the same amplitude, i.e., the
clustering pattern is degenerate. On the other hand, Hamilton [286], correcting
an unjustified symmetry assumption in [228,231], instead found
QN,snake = Q
N−2
3 , QN,star = 0 (220)
where “star” graphs correspond to those tree graphs in which one vertex is
connected to the other (N − 1) vertices, the rest being “snake” graphs (if
Q3 = 1/2 this corresponds to the Rayleigh-Le´vy random walk fractal described








Unfortunately, as emphasized in [286], these results are not physically mean-
ingful solutions to the BBGKY hierarchy, but rather a direct consequence of
the assumed factorization in phase-space. As a result, this approach leads to
unphysical predictions such as that cluster-cluster correlations are equal to
galaxy-galaxy correlations to all orders. It remains to be seen whether physi-
cally relevant solutions to the BBGKY hierarchy which satisfy Eq. (214) really
do exist. Despite these shortcomings, the results in Eq. (219) and Eq. (220) are
often quoted in the literature as physically relevant solutions to the BBGKY
hierarchy!
Another phenomenological assumption on the parameters QN,a, which has the
virtue of being closer to the mathematical structure found in PT, is provided
by the tree hierarchical model [41,473,57]. In this case the parameters QN,a
are obtained by the product of weights νi associated to each of the vertex




In this expression the product is made over all vertices appearing in configu-
ration a, νi is weight of the vertex connected to i lines and di(a) is the number
of such vertices. The parameter QN,a is therefore completely specified by the
star diagram amplitudes. This pattern is analogous to what emerges from PT
at large scales, although the parameters QN,a are here usually taken to be con-
stant, independent of scale and configuration. But even in the absence of this
latter hypothesis the genuine tree structure 28 of the tree hierarchical model
28 In the sense that any part of the diagram can be computed irrespectively of the
global configuration.
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Fig. 19. HEPT compared to N-body simulations for scale-free initial conditions (left)
and CDM (right).
turned out to be very useful for phenomenological investigations (see [57] and
Sect. 7.1).
4.5.6 Hyperextended Perturbation Theory
More direct connections with PT results have been proposed to build models
of non-linear clustering. One is known as the “hyperextended perturbation
theory” (HEPT, [563]) 29 . Its construction is based on the observation that
colinear configurations play a special role in gravitational clustering, which
become apparent in the discussion on the bispectrum loop corrections (see
Sect. 4.2.3). They correspond to matter flowing parallel to density gradients,
thus enhancing clustering at small scales until eventually giving rise to bound
objects that support themselves by velocity dispersion (virialization). HEPT
conjectures that the “effective” QN clustering amplitudes in the strongly non-
linear regime are the same as the weakly non-linear (tree-level PT) colinear
amplitudes, as shown in Fig. 16 to hold well for three-point correlations.
Note that by effective amplitudes QeffN the overall magnitude of QN is under-
stood: it is possible that QN , for N > 3, although independent of overall scale,
is a function of configuration. To calculate the resulting SN parameters, it is
further assumed that SN ' NN−2 QeffN , that is, the SN are given by the typical
configuration amplitude QeffN times the total number of labeled trees, N
N−2,
neglecting a small correction due to smoothing [85]. The resulting non-linear
SN amplitudes follow from tree-level PT [563]
Ssat3 (n) = 3 Q
sat




29 A more phenomenological model, EPT (Extended Perturbation Theory), is pre-
sented in Sect. 5.13.
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Ssat4 (n) = 16 Q
sat
4 (n) = 8
54− 27 2n + 2 3n + 6n
(1 + 6 2n + 3 3n + 6 6n)
. (224)








where n is the spectral index, obtained from (n + 3) ≡ −d ln σ2L(R)/d lnR,
N = 1536 − 11522n + 1283n + 664n + 646n − 98n − 212n − 24n, D = 1 +
122n + 123n + 164n + 246n + 248n + 1212n + 2424n. One can check that these
QN amplitudes satisfy the above positivity constraints, Eqs. (216,218) and
even the constraint in Eq. (217) as long as n <∼ 0.75, which is well within the
physically interesting range.
The left panel of Fig. 19 shows a comparison of these predictions with the
numerical simulation measurements in [150] for scale-free initial conditions
with Ωm = 1. The plotted values correspond to the measured value of Sp when
the non-linear variance σ2 = 100. We see that the N-body results are generally
in good agreement with the predictions of HEPT, Eqs. (223), (224) and (225),
keeping in mind that for n = −2 finite-volume corrections to the Sp measured
in the simulations are quite large and thus uncertain (see Sect. 6.12.1). The
right panel shows a similar comparison of HEPT with numerical simulations
in the non-linear regime for the SCDM model (Γ = 0.5, σ8 = 0.34, [147]). The
agreement between the N-body results and the HEPT predictions is excellent
in this case. The small change in predicted value of Sp with scale is due to the
scale-dependence of the linear CDM spectral index.
Is interesting to note that for n = 0, HEPT predicts Sp = (2p − 3)!!, which
agrees exactly with the excursion set model developed in [588] for white-noise
Gaussian initial fluctuations. In this case, the one-point PDF yields an inverse
Gaussian distribution, which has been shown to agree well in the non-linear
regime when compared to numerical simulations [588]. This remarkable agree-
ment between HEPT and the excursion set model deserves further study.
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5 From Dynamics to Statistics: The Local Cosmic Fields
We have seen in Section 4 that the non-linear nature of gravitational dynamics
leads, through mode coupling effects, to the emergence of non-Gaussianity. In
the previous section we have explored the behavior of multi-point correlation
functions. Here we present statistical properties related to the local density
contrast in real space. We first describe the results that have been obtained for
the moments of the local density field. In particular we show how to compute
the full cumulant generating function of the one-point density contrast at
tree level. Results including loop corrections are given when known. Finally,
we present techniques for the computation of the density PDF and various
applications of these results. When dealing with smoothed fields, we shall
assume that filtering is done with a top-hat window unless specified otherwise.
5.1 The Density Field Third Moment: Skewness
5.1.1 The Unsmoothed Case
The first non-trivial moment that emerges due to mode coupling is the third
moment of the local density probability distribution function, characterized
by the skewness parameter. The computation of the leading order term of
〈δ3〉 is obtained through the expansion 〈δ3〉 = 〈(δ(1) + δ(2) + . . .)3〉. When the
terms that appear in this formula are organized in increasing powers of the
local linear density, we have 〈δ3〉 = 〈(δ(1))3〉 + 3 〈(δ(1))2 δ(2)〉 + . . ., where the
neglected terms are of higher-order in PT. The first term of this expansion is
identically zero for Gaussian initial conditions. The second term is therefore









d3k1 . . .
∫
d3k4 〈δ1(k1) δ1(k2) δ1(k3) δ1(k4)〉 ×
F2(k2,k3) exp[i(k1 + k2 + k3 + k4) · x]. (227)
For Gaussian initial conditions, linear Fourier modes δ1(k) can only correlate
in pairs [Eq. (122)]. If k2 and k3 are paired, the integral vanishes [because
〈δ〉 = 0, see the structure of the kernel F2 in Eq. (45)]. The other two pairings
give identical contributions, and thus




d3k2 P (k1)P (k2)F2(k1,k2). (228)
Integrating over the angle between k1 and k2 leads to 〈δ3〉 = (34/7)〈δ2〉2 [508].
30 For simplicity, calculations in this section are done for the Einstein-de Sitter case,
Ωm = 1.
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For the reasons discussed in Sect. 4.1.1, it is convenient to rescale the third







The skewness measures the tendency of gravitational clustering to create an
asymmetry between underdense and overdense regions (see Fig. 20). Indeed,
as clustering proceeds there is an increased probability of having large values
of δ (compared to a Gaussian distribution), leading to an enhancement of the
high-density tail of the PDF. In addition, as underdense regions expand and
most of the volume becomes underdense, the maximum of the PDF shifts to
negative values of δ. From Eq. (144) we see that the maximum of the PDF is




to first order in σ. We thus see that the skewness factor S3 contains very useful
information on the shape of the PDF.
5.1.2 The Smoothed Case
At this stage however the calculation in Eq. (229) is somewhat academic be-
cause it applies to the statistical properties of the local, unfiltered, density
field. In practice the fields are always observed at a finite spatial resolution
(whether it is in an observational context or in numerical simulations). The
effect of filtering, which amounts to convolving the density field with some
window function, should be taken into account in the computation of S3. The
main difficulty lies in the complexity this brings into the computation of the
angular integral. To obtain the skewness of the local filtered density, δR, one
indeed needs to calculate,






















d3k2 δ(k1) δ(k2) exp[i(k1 + k2) · x]×
F2 (k1,k2) W3(|k1 + k2|R), (233)
where W3(k) is the 3D filtering function in Fourier space. It leads to the





d3k2 P (k1)P (k2)W3(k1R)W3(k2R)×
F2(k1,k2)W3(|k1 + k2|R), (234)
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so that the relative angle between k1 and k2 appears in both F2 and W3. The
result depends obviously on the filtering procedure. It turns out that the final










[sin(k)− k cos(k)] . (235)
Following the investigations initiated in [355] for the properties of the top-hat



































It is easy to see that F2 can be expressed with the help of the two polynomials








The skewness thus depends on the power spectrum shape (mainly at the fil-
tering scale). For a power-law spectrum, P (k) ∝ kn, it follows that S3 =
34/7 − (n + 3) [355]. Galaxy surveys indicate that the spectral index n is of
the order of n ≈ −1.5 close to the non-linear scale. Comparisons with numer-
ical simulations have shown that the prediction of Eq. (238) is very accurate,
as can be seen in Fig. 27.
5.1.3 Physical Interpretation of Smoothing
To understand the dependence of the skewness parameter with power spec-
trum shape it is very instructive to examine in detail the nature of the con-
tributions that appear when the filtering effects are taken into account.
For this purpose let us consider the same problem in Lagrangian space. If one
calculates J (2), the second-order expansion of the Jacobian, one obtains [from
Eqs. (90,94) and assuming Ωm = 1],






d3k2 δ(k1) δ(k2) exp[i(k1 + k2) · q]
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31 These properties have been obtained from the summation theorem of Bessel func-









Evolution of an initially
underdense region
regions that were initially
smaller
regions that were initially
larger
density field after
case of a flat spectrum
case of a steep spectrum
Fig. 20. Skewness is a measure of the asymmetry of the local density distribution
function. It appears because underdense regions evolve less rapidly than overdense
regions as soon as nonlinearities start to play a role. The dependence of skewness
with the shape of the power spectrum comes from a mapping between Lagrangian
space, in which the initial size of the perturbation is determined, and Eulerian space.
For a given filtering scale R, overdense regions come from the collapse of regions that
had initially a larger size, whereas underdense regions come from initially smaller
regions. As a result, the skewness is expected to be smaller for power spectra with
more small scale fluctuations (steep spectra case, that is when k3 P (k) is rapidly
increasing with k).
This gives for the density [e.g. Eq. (91)], once the Jacobian (which is a direct








2 δ(k1) δ(k2) exp[i(k1 + k2) · q]×[
W (k1R)W (k2R)− 2
7
W (|k1 + k2|R)
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Fig. 21. The skewness S3 as a function of Ωm for zero-ΩΛ Universes (solid lines)
and flat universes with Ωm + ΩΛ = 1 (dashed lines). The upper and lower curves
correspond to a power law spectrum with n = −3 and n = −1, respectively.
Because smoothing effects are calculated in Lagrangian space (denoted by q),
this expression is different from the Eulerian space filtering result, Eq. (233).
In fact, it follows that SLag3 = 34/7 even when filtering effects are taken into
account. The mere fact that one does not obtain the same result should not
be surprising. In this latter case the filtering has been made at a given mass
scale. The difference between the two calculations comes from the fact that
the larger the mass of a region initially is, the smaller the volume it occupies
will be. Filtering at a fixed Eulerian scale therefore mixes different initial mass
scales. The asymmetry will then be less than one could have expected because,
for a standard hierarchical spectrum, larger mass scales correspond to smaller
fluctuations.
5.1.4 Dependence of the Skewness on Cosmological Parameters
As the skewness is induced by gravitational dynamics, it is important to know
how much it can depend on cosmological parameters. In general the parameter
S3 depends on the growth rate of the second-order PT solution, see Sect. 2.4.3,
through












obtained by expansion about Ωm = 1 for ΩΛ = 0











− (n+ 3). (243)
A similar result follows when ΩΛ 6= 0, see [46,313] and also [223]. In practice,
for current applications to data, such a small dependence on cosmological
parameters can simply be ignored, as illustrated in Fig. 21. This turns out to
be true even when cosmologies with non-standard vacuum equation of state
are considered (e.g. quintessence models) [366,259,34].
5.1.5 The Skewness of the Local Velocity Divergence
The skewness of the velocity divergence can obviously be calculated in a similar
fashion. However, because of the overall f(Ωm,ΩΛ) factor for the linear growth
of velocities, it is natural to expect that the velocity divergence skewness












Taking into account the specific time dependence of µ2 we get,











which within a very good accuracy implies that T3 ≈ −[26/7−(n+3)]/Ω0.6m for
a power-law spectrum. This makes the dimensionless quantity T3 a very good
candidate for a determination of Ωm independent of galaxy biasing. Attempts
to carry out such measurements, however, faced very large systematics in the
data [50]. So far no reliable constraints have been drawn from this technique.
5.2 The Fourth-Order Density Cumulant: Kurtosis
The previous results can be applied to any low-order cumulants of the cosmic
field. Fry [232] computed the fourth cumulant of the cosmic density field, but
without taking into account the filtering effects. These were included later for
top-hat [46] and Gaussian filters [407].
Formally the fourth-order cumulant of the local density is given by,
〈δ4〉c≡〈δ4〉 − 3 〈δ2〉2 (246)
= 12 〈(δ(1))2 (δ(2))2〉c + 4 〈(δ(1))3 δ(3)〉c.
32 But it is valid for all values of Ωm of cosmological interest.
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In these equations it is essential to take the connected part only. There are
terms that involve loop corrections to the variance that are of the same order
in σ but they naturally cancel when the non-connected part of the fourth
moment is subtracted out. The consequence is that,
〈δ4〉c ∼ 〈δ2〉3, (247)
and one can define the kurtosis parameter S4,
S4 ≡ 〈δ4〉c/〈δ2〉3. (248)
This equation allows one to compute the leading part of S4 in the weakly non-
linear regime. In general S4 can be expressed in terms of the functions D1,
ν2 and ν3. This can be obtained by successive applications of the geometrical
properties of the top-hat window function (see [46] and appendix C for details).
We have,
S4 = 4ν3 + 12ν
2



























This result is exact for an Einstein-de Sitter universe. It is extremely accurate,
within a few per cent for all models of cosmological interest. Similar results
can be obtained for the velocity divergence.
5.3 Results for Gaussian Smoothing Filters
So far we have been giving results for a top-hat filter only. The reason is that
they can be given in a closed form for any shape of the power spectrum. An-
other quite natural filter to choose is the Gaussian filter. In this case however
there are no simple closed forms that are valid for any power spectrum shape.
Results are known for power-law spectra only [355,436,407].
The principle of the calculation in this case is to decompose the angular part
that enters in the window function as a sum of Legendre functions,












(pq) are Bessel functions. The integration over ϕ is made simple
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by the orthogonality relation between the Legendre polynomials. Finally each

























which after resummation leads to hypergeometric functions of the kind 2F1.
Eventually the result for S3 is









































































This result is exact for an Einstein-de Sitter Universe but obviously, as for the
top-hat filter, S3 is expected to depend only weakly on cosmological parame-
ters and the dominant dependence of T3 is that proportional to 1/f(Ωm). The
result for S3 is shown as a dashed line in Fig. 26.
The kurtosis cannot be calculated in closed form even for power-law spectra
(although a semi-analytic formula can be given [407]). However there exists a
simple prescription that allows one to get an approximate expression for the
kurtosis. It consists in using the formal expression of the kurtosis obtained for
a top-hat filter but calculated for n = neff such that it gives the correct value
for the skewness. Such a prescription has been found to give accurate results,
about 1% accuracy for n = −1 [407].
5.4 The Density Cumulants Hierarchy
In general the nonlinear couplings are going to induce non-zero cumulants at
any order. We can define [270]
Sp ≡ 〈δp〉c/〈δ2〉p−1, (256)
that generalizes the S3 and S4 parameters considered in the previous section.
All these quantities are finite (and non-zero) at large scales for Gaussian initial
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(1)δ  = δ  =(3)δ  =
(2)
etc...;;
Fig. 22. Diagrammatic representation of δ(p). Each line stands for a factor δ(k).
conditions and can in principle be computed from PT expansions. However,
the direct calculation of Sp becomes extremely difficult with increasing order
p due to the complexity of the kernels Fp and Gp. Fortunately, it turns out to
be possible to take great advantage of the close relationship between the Sp
parameters and the vertices νp describing the spherical collapse dynamics, as
described in Sect. 2.4.2, to compute the Sp parameters for any p.
In the derivation presented here we adopt a pedestrian approach for build-
ing, step by step, the functional shape of the cumulant generating function.
A more direct approach has recently been developed in [660,661] in which the
generating function of the cumulant is obtained directly, via a saddle-point
approximation in the computation of the cumulant generating function which
corresponds to its tree-order calculation. This approach avoids technical diffi-
culties encountered in the computation of the Lagrangian space filtering prop-
erties and in the Lagrangian-Eulerian mapping and is certainly an interesting
complementary view to what we present here.
5.4.1 The Unsmoothed Density Cumulant Generating Function
The computation of Sp coefficients is based on the property that each of them
can be decomposed into a sum of product of “vertices”, at least when filtering
effects are not taken into account. As seen before, S4 = 12 ν
2
2 + 4 ν3. This
property extends to all orders, so that the Sp parameters can be expressed as
functions of νq’s only (q = 2, . . . , p − 1). Note that the vertices νp defined in
Eq. (48) as angular averages of PT kernels correspond to
νp = 〈δ(p)[δ(1)]p〉c/〈[δ(1)]2〉p. (257)
This decomposition of Sp into a sum of product of vertices can be observed




〈δ(q1) . . . δ(qp)〉c, (258)
where each δ has been expanded in PT. Each δ(q) contains a product of q
random Gaussian variables δ(k). Each of these points can be represented by
one dot, so that when the ensemble average is computed, because of the Wick
theorem, dots are connected pairwise. The δ(q) therefore can be represented
as in Fig. 22 with q outgoing lines.
Diagrams that contribute to the leading order of Sp are those which contain




ν σ =63 etc...; ;ν σ =
4
2
Fig. 23. Computation of the simplest graphs. Each line represents a factor σ2. Ver-
tices are obtained from the angular average of the wave vectors leaving νp.
... +  S =5 + ... 
Fig. 24. A graph contributing to S5.
can be built. The number of links for connecting p points is p− 1, we should
then have
∑











An example of such a graph for S5 is shown in Fig. 24.
It is worth noting that all these diagrams are trees, so that the integration
over the wave vectors can be made step by step 33 . Then the value of each
diagram is obtained by assigning each line to the value of σ2 and each vertex
to νp depending on the number p of lines it is connected to, see e.g. Fig. 23.
This order by order decomposition can actually be replaced by a functional
relation at the level of the generating functions. If we define the generating







, (S1 = S2 ≡ 1), (260)








it is possible to show that ϕ and Gδ are related to each other through the
system of equations
ϕ(y)= y Gδ[τ(y)] + 1
2
τ 2(y), (262)
τ(y)=−y G ′δ[τ(y)]. (263)
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 τ = + + + etc...
Fig. 25. Graphical representation of Eq. (263), τ is the generating function of graphs
with one external line.
The demonstration of these equations is not straightforward and is given in
Appendix B. To get some insight about these two equations, one can note that
τ is the conjugate variable to the one-line vertex (that is ν1, set to unity at
the end of the calculation). As such, it corresponds to the generating function
of all graphs with one external line. It is then solution of an implicit equation,
illustrated in Fig. 25, which corresponds to Eq. (263). Naturally, it involves
the vertex generating function. It is to be noted however that in this perspec-
tive the equations (262,263) and the parameter y have no intrinsic physical
interpretation. It has been pointed out recently in [660,661] that this system
can actually be obtained directly from a saddle-point approximation in the
computation of the local density contrast PDF. It gives insights into the phys-
ical meaning of the solutions of Eq. (263). We will come back to this point in
Sect. 5.8.
Recall that vertices describe the spherical collapse dynamics (see Sect. 2.4.2),
thus Gδ(τ) corresponds to the density contrast of collapsing structures with
spherical symmetry when (−τ) is its linear density contrast. The first few


































2 ≈ 12, 700 (268)
. . .
At this stage however, the effects of filtering have not been taken into account.
5.4.2 Geometrical Properties of Smoothing in Lagrangian Space
As the examination of the particular case of S3 has shown, the smoothing
effects for a top-hat filter are entirely due to the mapping between Lagrangian
space and Eulerian space. This can be generalized to any order [44].
The Lagrangian space dynamics is jointly described by the displacement field
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(that plays a role similar to the velocity field) and the Jacobian, whose inverse
gives the density. The latter can be expanded with respect to the initial density
contrast,
J(q) = 1 + J (1)(q) + J (2)(q) + . . . (269)








Jp(k1, . . . ,kp) exp[iq · (k1 + . . .+ kp)].
(270)
The Jacobian is actually given by the determinant of the deformation tensor,
obtained from the first derivative of the displacement field, Ψ, see Eq. (91).
The precise relation is
J(q)≡
∣∣∣∣∣∂x∂q



















The equations of motion are closed by the Euler equation, Eq. (90). This
shows that the kernels of the Jacobian expansion are built recursively from





































W (k1R) W (k2R)W (k3R). (273)
Here again, an exact “commutation property” is observed. Successive appli-
cations of these geometrical properties 35 then imply that [45],
34 We assume Ωm = 1, but the calculations trivially extend to all cosmologies.
35 This demonstration is incomplete here because the displacement in Lagrangian
space is not in general potential (see [45] for a more complete demonstration).
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jp≡ Jp(k1, . . . ,kp)W (|k1 + . . .+ kp|R) (274)
= Jp(k1, . . . ,kp) W (k1R) . . .W (kpR), (275)
where a bar denotes angular averaged quantities. This is a generalization of
the results obtained for parameter S3, which has been found to be insensitive
to filtering effects in Lagrangian space (for a top-hat filter only).
5.4.3 Lagrangian to Eulerian Space Mapping: Smoothed Case
As for the skewness S3, a mapping between Lagrangian and Eulerian space
should permit one to calculate the Sp’s at any order p.
The hierarchy in Eq. (275) gives implicitly the cumulant generating function of
the volume distribution function for a fixed mass scale. One can then make the
following remark: the probability that a mass M occupies a volume larger than
V is also the probability that a volume V contains a mass lower than M . It
suffices for that to consider concentric spheres around a given point x0
36 . It is
therefore possible to relate the real space density PDF to the Lagrangian space
one. At this stage however we are only interested in the leading order behavior
of the cumulants. We can then notice that, in the small variance limit, the
one-point density PDF formally given by Eq. (142), can be calculated by the
steepest descent method. The saddle point position is given by the equation,
dϕ(y)/dy = δ, and in addition we have dϕ(y)/dy = Gδ(τ), when τ is given
implicitly by Eq. (263). The saddle-point position is therefore obtained by a
simple change of variable from the linear density τ to the nonlinear density








with a weakly δ-dependent prefactor. It is important to note that the leading
order cumulants of this PDF do not depend on these prefactors. They are
entirely encoded in the τ -δ relation.
As suggested in the previous paragraph, if we now identify pE(δ > δ0) and
pL(δ < δ0) (one being computed at a fixed real space radius, the other at a








2σ2 [(1 + δ)1/3 R]
, (277)
so that the two have the same leading-order cumulants. Here and in the fol-
lowing we use indices L or E for variables that live respectively in Lagrangian
space or Eulerian space. More precisely we denote by ϕL the cumulant generat-
ing function in Lagrangian space and GLδ the corresponding vertex generating
36 This statement is however rigorous for centered probabilities only.
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Fig. 26. The predicted Sp parameters for power law spectra as functions of the
spectral index. The results are shown for top-hat filter except for the dashed line
which corresponds to the skewness for a Gaussian filter.
function. In Eulerian space we use the E superscript 37 . In the previous equa-
tion, the density contrast is a parameter given a priori. The variables τE and
τL depend formally on δ through the saddle-point equations,
δ = GLδ (τL) = GEδ (τE), (278)
and in Lagrangian space σ is taken at the mass scale corresponding to the
density contrast δ (σ is computed a priori in Eulerian space).
From these equations we can eliminate τL to get an implicit equation between
GEδ and τE,










where GLδ (τL) is known and is obtained from spherical collapse dynamics. The
cumulant generating function, ϕE(y), is then built from GEδ (τE) the same way
as ϕL(y) was from GLδ (τL) [Eqs. (262) and (263)].
Expanding this function around y = 0 leads to explicit expressions for the first
few values of Sp. They can be written as functions of successive logarithmic






37 It is always possible to assume that there exists a function GEδ associated to
ϕE , even if there is no associated diagrammatic representation, assuming the same






Fig. 27. The Sp parameters for 3 ≤ p ≤ 7. Comparisons between theoretical predic-
tions and results from numerical simulations (from [28]) (σ8 is the linear variance






















































































For a power-law spectrum, these coefficients depend only on spectral index n,
through γ1 = −(n + 3) and γi = 0 for i ≥ 2. They are plotted as functions
of n in Fig. 26. They all appear to be decreasing functions of n. The above
predictions were compared against numerical experiments, as illustrated in
Fig. 27 for CDM. The agreement between theory and measurements is close
to perfect as long as the variance is below unity. It is quite remarkable to see
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Table 6
Tree-level and one-loop corrections predicted by various non-linear approximations.
Moment expansions s2,4 S3,0 S3,2 S4,0 S4,2
FFA, Unsmoothed 0.43 3 1 16 15.0
LPA, Unsmoothed 0.72 3.40 2.12 21.22 37.12
ZA, Unsmoothed 1.27 4 4.69 30.22 98.51
Exact PT, Unsmoothed 1.82 4.86 9.80 45.89 −
Exact PT, Top-Hat Smoothing, n = −2 0.88 3.86 3.18 27.56 −
Exact PT, Gaussian Smoothing, n = −2 0.88 4.02 3.83 30.4 −
that the validity domain of PT results does not deteriorate significantly when
the cumulant order increases.
5.5 One-Loop Corrections to One-Point Moments
We now consider results that include the dependence of Sp parameters on the
variance. Due to the complexity of these calculations, only few exact results
are known, but there are useful approximate results from the spherical collapse
model.
5.5.1 Exact Results
To get loop corrections for the one-point density moments, it is necessary to
expand both the second moment and the higher-order moments with respect
to the linear variance σL,













Note that for Gaussian initial conditions, the contributions with n odd van-
ish. The Sp parameters can also be expanded with respect to the non-linear
variance,





and it is easy to see that, Sp,2 = S
L
p,2, Sp,4 = S
L
p,4 − SLp,2 s2,4, etc... for Gaus-
sian initial conditions. Table 6 shows the results of one-loop corrections in
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Table 7
Values for the higher-order perturbative contributions in the SC model for the
unsmoothed (n = −3) and smoothed (n = −2,−1, 0) density fields, for a top-
hat filter an a power-law power spectrum. When known exact one-loop results are
quoted in brackets. More details can be found in [222].
SC Unsmoothed Smoothed
n = −3 n = −2 n = −1 n = 0
s2,4 1.44 [1.82] 0.61 [0.88] 0.40 [∞] 0.79 [∞]
s2,6 3.21 0.34 0.05 0.68
S3,0 4.86 3.86 2.86 1.86
SL3,2 10.08 [9.80] 3.21 [3.18] 0.59 [∞] -0.02 [∞]
SL3,4 47.94 3.80 0.07 0.06
S4,0 45.89 27.56 13.89 4.89
SL4,2 267.72 63.56 7.39 -0.16
SL4,4 2037.2 138.43 1.99 0.31
various approximations to the dynamics described in Sect. 2.8 (frozen flow
approximation, FFA; linear potential approximation, LPA; and ZA), and ex-
act PT [557]. These results, however, ignore the effects of smoothing which,
as is known from tree-level results, are significant.
Taking into account smoothing effects in the exact PT framework has only
been done numerically for the case n = −2, where the one-loop bispectrum
yields a closed form [559]. The resulting one-loop coefficients are shown in
Table 6 as well, for top-hat and Gaussian smoothing. When n ≥ −1, one-loop
corrections to S3 diverge, as for the power spectrum and bispectrum.
5.5.2 The Spherical Collapse Model Approximation
Given the complexity of loop calculations, approximate expressions have been
looked for. The so-called spherical collapse (SC) model prescription [222] pro-
vides a nice and elegant way for getting approximate loop corrections for the
local cumulants 38 .
This model consists in assuming that shear contributions in the equations
of motion in Lagrangian space can be neglected, which implies that density
fluctuations grow locally according to spherical collapse dynamics. In this case,
the cumulants can be obtained by a simple nonlinear transformation of the
local Lagrangian density contrast δ,
δ = (1 + Gδ(−δlin)) 〈 [1 + Gδ(−δlin)]−1 〉L − 1, (288)
38 Another prescription, which turns out to be not as accurate, is given in [534].
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expressed in terms of the linear density contrast δlin assumed to obey Gaus-
sian statistics. Note that the ensemble average in Eq. (288) is computed in
Lagrangian space 39 . Given the fact that the usual ensemble average in Eule-
rian space is related to the Lagrangian one through 〈X〉L ≡ 〈(1 + δ)X〉, the
normalization factor 〈 [1 + Gδ(δlin)]−1 〉L is required to obey the constraint that
〈(1 + δ)−1〉L = 〈1〉E = 1.
For Gaussian initial conditions, the SC model reproduces the tree-level re-
sults. Its interest comes from the fact that estimates of loop corrections can
be obtained by pursuing relatively simple calculations to the required order.
In addition, as we shall see in the next section, it allows a straightforward
extension to non-Gaussian initial conditions. The smoothing effects, as shown
from calculations exact up to tree level, introduce further complications but
can be taken into account by simply changing the vertex generating function
Gδ in Eq. (288) to the one found in Eq. (279). Rigorously, this equation is
valid only at tree level: its extension to loop corrections in the SC model can
hardly be justified 40 , but turns out to be a good approximation.
When comparisons are possible, the SC model is seen to provide predictions
that are in good agreement with exact PT results (see Table 7), in partic-
ular for the Sp parameters. Indeed, for the variance (or cumulants), the SC
prescription does not work as well (see e.g. Fig. 28). The reason for this are
tidal contributions, which are neglected in the SC approximation and lead
to the previrialization effects discussed for the exact PT case in Sect. 4.2.1.
Tidal effects tend to cancel for the Sp because of the ratios of cumulants in-
volved. In the SC prescription no divergences are found for n ≥ −1, thus the
interpretation of those remains unresolved.
When tested against numerical simulations, the SC model provides a good
account of the departure from tree-level results as illustrated by Fig. 28 for
CDM models (see also Fig. 37 in Sect. 5.13).
5.6 Evolution from Non-Gaussian Initial Conditions
We now discuss the effects of non-Gaussian initial conditions on the evolution
of smoothed moments of the density field. As pointed out in Sect. 4.4, this
is a complicated subject due to the infinite number of possible non-Gaussian
initial conditions. For this reason, there are few general results, and only some
particular models have been worked out in detail. Early work concentrated
on numerical simulation studies [464,684,139] of models with positive and
negative primordial skewness and comparison with observations. In addition,
39 Which means that all matter elements are equally weighted, instead of volume
elements.
40 In the SC model, the kernels in the Jacobian of the mapping from Lagrangian
to Eulerian space present no angular dependence, and this is actually incompatible
with the commutation property in Eq. (275).
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Fig. 28. Non-linear evolution of the variance (left panels) and of the skewness pa-
rameter S3 (right panels) from 10 realizations of flat CDM N -body simulations. Two
models are considered, ΛCDM with Ωm + ΩΛ = 1 and Γ = 0.2, and SCDM with
Ωm = 1 and Γ = 0.5, where Γ is the shape parameter of the power-spectrum [201].
In the left panels, symbols show the ratio of the non-linear to the linear variance as
a function of smoothing radius. The value of Γ is indicated on the panels, while σ28
stands for the linear variance in a sphere of radius 8h−1 Mpc. The SC model pre-
dictions are shown as a short-dashed line while one-loop PT predictions are shown
as a solid line. The arrows indicate where σl = 0.5. In the right panels, the output
times correspond to σ8 = 0.5 (top) and σ8 = 0.7 (bottom). Squares and triangles
correspond to measurements in Γ = 0.2 and Γ = 0.5 simulations, respectively. Each
case is compared to the corresponding PT tree-level predictions (solid lines) and SC
model (long-dashed). From [222].
a number of studies considered the evolution of higher-order moments from
non-Gaussian initial conditions given by cosmic strings [146,9] and texture
models [252] using numerical simulations. Recently, measurements of higher-
order moments in numerical simulations with χ2N initial conditions with N
degrees of freedom were given in [689].
General properties of one-point moments evolved from non-Gaussian initial
conditions were considered using PT in [238,333,124,255,195]. To illustrate the
main ideas, let us write the PT expression for the first one-point moments:
〈 δ2 〉= 〈 δ21 〉+
[
2 〈 δ1δ2 〉
]





+ 3 〈 δ21δ2 〉+
[
3 〈 δ22δ1 〉+3 〈 δ21δ3 〉
]
+O(σ6), (290)
〈 δ4 〉= 〈 δ41 〉+
[
4 〈 δ31δ2 〉
]
+ 6 〈 δ21δ22 〉+4 〈 δ31δ3 〉+O(σ7), (291)
where we simply use the PT expansion δ = δ1+δ2+. . .. Square brackets denote
terms which scale as odd-powers of δ1, and thus vanish for Gaussian initial
conditions. A first general remark one can make is that these additional terms
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give to non-Gaussian initial conditions a different scaling than for the Gaussian
case [238,124]. In addition, the other terms in the skewness have contribution
from non-Gaussian initial conditions as well; this does not modify the scaling of
these terms but it can significantly change the amplitude. When dealing with
non-Gaussian initial conditions, the time-dependence and scale dependence
must be considered separately. To illustrate this, consider the evolution of the
Sp parameters as a function of smoothing scale R and redshift z, assuming for
simplicity Ωm = 1 [so that the growth factor is a(z) = (1 + z)
−1], at largest
scales where linear PT applies we have
Sp(R, z) ∼ (1 + z)p−2SIp(R). (292)
For dimensional scaling models, where the initial conditions satisfy SIp(R) ∼
[σI(R)]
2−p, this implies Sp(R, z) ∼ [σI(R, z)]2−p; that is, the Sp parameters
scale as inverse powers of the variance at all times. Note, however, that
Eq. (292) is more general, it implies that irrespective of scaling considerations,
in non-Gaussian models the Sp parameters should be an increasing function
of redshift; this can be used to constrain primordial non-Gaussianity from ob-
servations 41 . However, we caution that, as mentioned in Sect. 4.4, all these
arguments are valid if the non-Gaussian fluctuations were generated at early
times, and their sources are not active during structure formation.
At what scale does the approximation of linear perturbation theory, Eq. (292),
break down? The answer to this question is of course significantly model
dependent, but it is very important in order to constraint primordial non-
Gaussianity. Indeed, we can write the second and third moments from Eqs. (182)
and (183)




d3qF2(k + q,−q) BI(k,q), (293)




d3k2W (k1R)W (k2R)W (k12R)
×
∫
d3qF2(k1 + k2 − q,q) P I4 (k1,k2,k1 + k2 − q,q), (294)
where k12 ≡ |k1 + k2|, BI and P I4 denote the initial bispectrum and trispec-
trum, respectively, and the subscript “G” denotes the usual contribution to
the third moment due to gravity from Gaussian initial conditions. Therefore,
as discussed in Sect. 4.4 for the bispectrum, corrections to the linear evolu-
tion of S3 depend on the relative magnitude of the initial bispectrum and
trispectrum compared to the usual gravitationally induced skewness.
This model dependence can be parametrized in a very useful way under the
additional assumption of spherical symmetry. In the spherical collapse model,
41 Such a method is potentially extremely powerful, as galaxy biasing would tend
if anything to actually decrease the Sp parameters with z, as bias tends to become
larger in the past, see e.g. [635] and discussion in Chapter 8.
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Table 8
Values of the higher-order perturbative contributions in the SC model from non-
Gaussian initial conditions with BJ = 1 for the unsmoothed (n = −3) and smoothed
(n = −2,−1, 0) density fields for a top-hat window and a power-law spectrum.
SC Unsmoothed Smoothed
BJ = 1 n = −3 n = −2 n = −1 n = 0
s2,3 0.62 0.29 -0.05 -0.38
s2,4 1.87 0.74 0.44 0.98
s2,5 3.36 0.60 -0.05 -1.05
S3,0 5.05 4.21 3.38 2.55
SL3,1 7.26 3.91 1.55 0.19
SL3,2 23.53 7.37 1.18 0.20
SL4,−1 19.81 16.14 12.48 8.81
S4,0 85.88 52.84 28.31 12.27
SL4,1 332.51 128.51 32.83 2.70
it is possible to work out entirely the perturbation expansion for one-point
moments from non-Gaussian initial conditions, but the solutions are not exact
as discussed further below 42 . Consider non-Gaussian initial conditions with
dimensional scaling. To take into account non-Gaussian terms, one has to












where σL = σI is given by linear theory as in Eq. (293). The first non-vanishing











































































42 Some additional results have been recently obtained for the PDF from specific





























































































































Here the non-Gaussianity in the initial conditions is characterized via the
dimensionless scaling amplitudes





For non-Gaussian initial conditions seeded by topological defects such as tex-
tures [655,252] or cosmic strings [146,9], Bp is expected to be of order unity
43 .
For reference, Table 8 lists these results for Bp = 1 and power-law initial spec-
tra as a function of spectral index n, in this case it is clear that non-linear
corrections to the linear result, Eq. (292), can be very important even at large
scales. Even more so, χ2 initial conditions (with spectral index such that it
reproduces observations) have B3 ≈ 2.5 and B4 ≈ 10 [514,689]; therefore
non-linear corrections are particularly strong [255,565].
When compared to exact PT calculations or to measurements in numerical
simulations, the SC model is seen to provide quite accurate predictions. This
is illustrated by Fig. 29 for the skewness and kurtosis in texture models [255].
These parameters evolve slowly from non-Gaussian initial conditions towards
the (Gaussian) gravitational predictions. However, even at present time, a
systematic shift can be observed in Fig. 29 between the Gaussian and the
non Gaussian case, well described by the SC predictions taken at appropriate
order. The main signature of non-Gaussianity remains at the largest scales,
where the Sp parameters show a sharp increase: this is the scaling regime of
Eq. (292) where observations can best constrain non-Gaussianity [594,195].
This is explicitly illustrated in Sect. 8.
43 For cosmic strings, this statement is valid if the scale considered is sufficiently
large, R >∼ 1.5(Ωmh2)−1 Mpc, see [9] for details.
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Fig. 29. The skewness and kurtosis, S3 and S4, for texture-like non-Gaussian mod-
els. The triangles show the initial conditions (σ8 = 0.1), which are fitted well by
the dimensional scaling, S3 = B3/σ and S4 = B4/σ
2 with B3 = B4 ' 0.5, shown
as the upper dotted line. Squares show S3 and S4 for a later output corresponding
to σ8 = 1.0. The SC predictions for the σ8 = 1 output are shown as short-dashed
(including the second order contribution) and long-dashed line (including the third
order). The continuous line shows the corresponding tree-level PT prediction for
Gaussian initial conditions. The lower dotted lines correspond to the linear the-
ory prediction. In right panel the dot long-dashed line displays the SC prediction
including the 4th perturbative contribution. From [255].
5.7 Transients from Initial Conditions
The standard procedure in numerical simulations is to set up the initial per-
turbations, assumed to be Gaussian, by using the Zel’dovich approximation
(ZA, [705]). This gives a useful prescription to perturb the positions of particles
from some initial homogeneous pattern (commonly a grid or a “glass” [688])
and assign them velocities according to the growing mode in linear perturba-
tion theory. In this way, one can generate fluctuations with any desired power
spectrum and then numerically evolve them forward in time to the present
epoch.
Although the ZA correctly reproduces the linear growing modes of density
and velocity perturbations, non-linear correlations are known to be inaccurate
when compared to the exact dynamics [274,355,46,116,356], see also Table 7.
This implies that it may take a non-negligible amount of time for the exact
dynamics to establish the correct statistical properties of density and velocity
fields. This transient behavior affects in greater extent statistical quantities
which are sensitive to phase correlations of density and velocity fields; by
contrast, the two-point function, variance, and power spectrum of density
fluctuations at large scales can be described by linear perturbation theory,
and are thus unaffected by the incorrect higher-order correlations imposed by
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the initial conditions.
In Sect. 2.4.6 we presented the solutions involving the full time dependence
from arbitrary initial conditions [561]. Again, we assume Ωm = 1 for simplicity.
The recursion relations for PT kernels including transients results from using
the following ansatz in Eq. (86),
Ψ(n)a (k, z) =
∫
d3k1 . . .
∫
d3kn [δD]n F (n)a (k1, . . . ,kn; z)δ1(k1) · · · δ1(kn),
(298)
where a = 1, 2, z ≡ ln a(τ) with a(τ) the scale factor, and the nth order
solutions for density and velocity fields are components of the vector Ψb, i.e.
Ψ
(n)
1 ≡ δn, Ψ(n)2 ≡ θn. In Eq. (298), [δD]n ≡ δD(k− k1 − . . .− kn).
The kernels F (n)a now depend on time and reduce to the standard ones when
transients die out, that is F (n)1 → Fn, F (n)2 → Gn when z →∞. Also, Eq. (298)
incorporates in a convenient way initial conditions, i.e. at z = 0, F (n)a = I(n)a ,
where the kernels I(n)a describe the initial correlations imposed at the start of
the simulation. For the ZA we have
I(n)1 = F ZAn , I(n)2 = GZAn . (299)
Although most existing initial conditions codes use the ZA prescription to set
up their initial conditions, there is another prescription to set initial velocities
suggested in [199], which avoids the high initial velocities that result from
the use of ZA because of small-scale density fluctuations approaching unity
when starting a simulation at low redshifts. This procedure corresponds to
recalculate the velocities from the gravitational potential due to the perturbed
particle positions, obtained by solving again Poisson equation after particles
have been displaced according to the ZA. Linear PT is then applied to the
density field to obtain the velocities, which implies instead that the initial
velocity field is such that the divergence field Θ(x) ≡ θ(x)/(−f H) has the
same higher-order correlations as the ZA density perturbations. In this case,
I(n)1 = F ZAn , I(n)2 = F ZAn . (300)
The recursion relations for F (n)a , which solve the non-linear dynamics at arbi-
trary order in PT, can be obtained by replacing Eq. (298) into Eq. (86), which
yields [561]






ds en(s−z) gab(z − s)γbcd(k(m),k(n−m))
×F (m)c (k1, . . . ,km; s) F (n−m)d (km+1, . . . ,kn; s), (301)
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where we have assumed the summation convention over repeated indices,
which run between 1 and 2. Equation (301) reduces to the standard recursion
relations for Gaussian initial conditions (I (n)a = 0 for n > 1) when transients
are neglected, i.e. the time dependence of F (n)a is neglected and the lower limit
of integration is replaced by s = −∞. Also, it is easy to check from Eq. (301)
that if I(n)a = (Fn, Gn), then F (n)a = (Fn, Gn), as it should be. Note that PT
kernels in Eq. (301) are no longer a separable function of wave-vectors and
time.
From the recursion relations given by Eq. (301), it is possible to find the
recursion relations for the smoothed vertices νn and µn as functions of scale
factor a and smoothing scale R, and therefore infer the values of the cumulants
as functions of the γp’s [Eq. (280)] similarly as in Sect. 5.4, but with additional
dependence with the scale factor. For the skewness parameters, one finds in


















































where we have assumed ZA initial velocities. On the other hand, for initial














































For Ωm 6= 1, these expressions are approximately valid upon replacing the
scale factor a by the linear growth factor D1(τ). The first term in square
brackets in Eqs. (302) and (304) represents the initial skewness given by the
ZA (e.g. [46]), which decays with the expansion as a−1, as expected from
the discussion on non-Gaussian initial conditions in the previous section. The
second and remaining terms in Eqs. (302) and (304) represent the asymp-
totic exact values (in between braces) and the transient induced by the exact
dynamics respectively; their sum vanishes at a = 1 where the only correla-
tions are those imposed by the initial conditions. Similar results to these are
obtained for higher-order moments, we refer the reader to [561] for explicit
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Fig. 30. The ratio of the tree-level Sp parameters at scale factor a to their asymptotic
exact dynamics value for scale-free initial spectra with spectral indices n = −1, 0.
From top to bottom p = 3, . . . , 8. The values at a = 1 represent those set by the
ZA initial conditions.
expressions. Note that for scale-free initial conditions, the transient contribu-
tions to Sp and Tp break self-similarity. Transients turn out to be somewhat
less important for velocities set from perturbed particle positions, than in the
ZA prescription, as in this case higher-order correlations are closer to those in
the exact dynamics.
Figure 30 illustrates these results for the skewness and higher-order Sp param-
eters as functions of scale factor a for different spectral indices, assuming that
velocities are set as in the ZA. The plots show the ratio of Sp(a) to its “true”
asymptotic value predicted by PT, Sp(∞), for 3 ≤ p ≤ 8. The values at a = 1
correspond to the ratio of ZA to exact dynamics Sp’s, which becomes smaller
as either p or n increases. For the skewness, it takes as much as a = 6 for n = 0
to achieve 10% of the asymptotic exact PT value, whereas spectra with more
large-scale power, where the ZA works better, require less expansion factors
to yield the same accuracy. As p increases, however, the transients become
worse and at p = 8 an expansion by a factor a = 40 is required for n = 0 to
achieve 10% accuracy in S8. This suggests that the tails of the PDF could be
quite affected by transients from initial conditions.
Figure 31 presents a comparison of the perturbative predictions for transients
in Sp parameters with the standard CDM numerical simulations measurements
of [28]. In this case, initial velocities are set as in [199] rather than using the
ZA. The error bars in the measurements correspond to the variance over 10
realizations. If there were no transients and no other sources of systematic un-
certainties, all the curves would approach unity at large scales, where tree-level
PT applies. Unfortunately, there are other sources of systematic uncertainties
which prevents a clean test of the transients predictions from PT, as we now
briefly discuss, but more details will be given in Sect. 6.12.
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Fig. 31. Symbols show the ratio of the Sp parameters for different scale factor a
(simulation began at a = 1) measured in SCDM numerical simulations [28] to their
asymptotic tree-level exact dynamics value as a function of smoothing scale R. Sym-
bols represent a = 1 (open triangles), a = 1.66 (filled triangles), a = 2.75 (open
squares) and a = 4.2 (filled squares). Error bars denote the variance of measure-
ments in 10 realizations. Solid lines correspond to the predictions of transients in
tree-level PT, expected to be valid at large scales.
The different symbols correspond to different outputs of the simulation: open
triangles denote initial conditions (a = 1, σ8 = 0.24), solid triangles (a =
1.66, σ8 = 0.40), open squares (a = 2.75, σ8 = 0.66), and solid squares
(a = 4.2, σ8 = 1.0). For the initial conditions measurements (open triangles)
there is some disagreement with the ZA predictions, especially at small scales,
due to discreteness effects, which have not been corrected for. The initial
particle arrangement is a grid, therefore the Poisson model commonly used to
correct for discreteness is not necessarily a good approximation (see [28] for
further discussion of this point and Sect. 6.12.2 below). The second output time
(solid triangles) is perhaps the best for testing the predictions of transients:
discreteness corrections become much smaller due to evolution away from the
initial conditions, and the system has not yet evolved long enough so that
finite volume corrections are important (see also Sect. 6.12.1). For S3 we see
excellent agreement with the predictions of Eq. (307), with a small excess at
small scales due to non-linear evolution away from the tree-level prediction. For
p > 3 the numerical results show a similar behavior with increased deviation
at small scales due to non-linear evolution, as expected. For the last two
outputs we see a further increase of non-linear effects at small scales, then a
reasonable agreement with the transients predictions, and lastly a decrease of
the numerical results compared to the PT predictions at large scales due to
finite volume effects, which increase with σ8, R, and p [147,28,150,472].
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5.8 The Density PDF
Up to now, we have given exhaustive results on the local density moments.
In the following we show how these results can be used to reconstruct the
one-point density PDF’s [44].
5.8.1 Reconstruction of the PDF from the Generating Function
We use here the relation between the probability distribution function and
the generating function ϕ(y), Eq. (142). To be able to use such a relation
one needs a supplementary non-trivial hypothesis. Indeed ϕ(y) is a priori σ
dependent through every Sp parameter. We assume here that we have
ϕ(y, σ)→ ϕ(y) when σ → 0, (310)
in an uniform way as suggested by numerical simulation results on Sp. No
proof has however been given of such a property. It has even been challenged
recently by calculations presented in [661,663], which suggest that ϕ(y, σ)
is not analytic at y → 0− for finite values of σ. That would affect results
presented below (in particular the shape of the large density tails). In the
following we will ignore these subtleties and assume that, when the variance















where ϕ(y) is given by the system (262,263) by analytic continuation from the
point ϕ(0) = 0.
From this equation numerous results can be obtained. The different forms of
p(δ) have been described in detail in [16,17]. Taking advantage of the approx-














, Gδ(τ) = δ. (312)
This solution is valid when δ ≤ δc where δc is the value of the density con-
trast for which 1 = τG ′′δ (τ)/G ′δ(τ). Here function Gδ(τ) is equal to GLδ (τ) or
GEδ (τ) whether one works in Lagrangian space or Eulerian space while taking
smoothing into account (Sect. 5.4.3).
When δ is larger than δc the saddle point approximation is no longer valid. The
shape of p(δ) is then determined by the behavior of ϕ(y) near its singularity
on the real axis,
ϕ(y) ' ϕs + rs(y − ys)− as(y − ys)3/2, (313)
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Table 9
Parameters of the singularity (313) for different values of the spectral index n (there
is no singularity for n ≥ 0).
n δc ys rs as ϕs
-3 0.656 -0.184 1.66 1.84 -0.030
-2.5 0.804 -0.213 1.80 2.21 -0.041
-2 1.034 -0.253 2.03 2.81 -0.058
-1.5 1.44 -0.310 2.44 3.93 -0.093
-1 2.344 -0.401 3.34 6.68 -0.172












Table 9 gives the parameters describing the singularity corresponding to differ-
ent values of the spectral index, for the PDF of the smoothed density field in
Eulerian space 44 . One sees that the shape of the cut-off is very different from
that of a Gaussian distribution. This shape is due to the analytic properties of
the generating function ϕ(y) on the real axis. We explicitly assume here that
the Eq. (310) is valid, in particular that the position of the first singularity
is at finite distance from the origin when σ is finite. It has been pointed out
in [663] that the equation (263) admits a second branch for ys < y < 0 which
cannot ignored in the computation of the density PDF for finite values of σ.
In practice its effect is modest. It however affects the analytical properties of
ϕ(y) and therefore the shape of the large density tail, Eq. (314).
Numerically it is always possible to integrate Eq. (311) without using the
saddle-point approximation. It is then useful to take advantage of the weak









which is the exact result for the spherical collapse dynamics when Ωm → 0,
ΩΛ = 0. This leads to slight over-estimation of the low-order vertex [in this
case S3 = 5 − (n + 3) for instance] but the power-law behavior at large τ
is correctly reproduced. For this GLδ and for a power-law spectrum τ can be
explicitly written in term of GEδ . It is interesting to note that for n = 0 there
44 The case n = −3 corresponds as well to the PDF in Lagrangian space or to the
unsmoothed case.
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Fig. 32. Comparison between predictions of tree-level PT with results of N -body
simulations in the standard CDM model [predictions were calculated assuming
Eq. (315)]. From [44].
is no singularity, the saddle point approximation reduces to Eq. (312) and the
Eulerian PDF of the smoothed density field reads,
pn=0(δ)dδ=
√














One can also obtain the PDF from the SC model using the local lagrangian
mapping [256,554]. The PDF’s that are obtained are in good agreement with
results of numerical simulations. In Fig. 32, PT predictions for different smooth-
ing scales are compared to measurements in a P3M simulation for the standard
CDM model. The predicted shape for the PDF (computed from the measured
variance and known linear spectral index) is in remarkable agreement with the
N -body results.
5.8.2 Dependence on Cosmological Parameters
The dependence of the shape of the PDF on cosmological parameters is entirely
contained in the spherical collapse dynamics when the density field is expressed
in terms of the linear density contrast. It can be examined for instance in
terms of the position of the critical density contrast, δc. The variation of δc
with cosmology is rather modest as shown in Fig. 33 for ΩΛ = 0. This results
applies also to the overall shape of Gδ (see [44,45]), for which the dependence
on cosmological parameters remains extremely weak, at percent level. This
extends what has be found explicitly for the S3 and S4 parameters.
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Fig. 33. Variation of the position of the critical (linear) value for the density contrast
as a function of Ωm for open cosmologies.
5.8.3 The PDF in the Zel’dovich Approximation
For approximate dynamics such as ZA the previous construction can also be
done. It follows exactly the same scheme and the tree-order cumulant gen-
erating function can be obtained through the ZA spherical collapse dynam-







One could then compute the Laplace inverse transform of the cumulant gen-
erating function to get the one-point density PDF. As in the previous case,
this result is not exact in the sense that it is based on the leading order result
for the cumulants.
In case of the ZA it is actually possible to do an a priori much more ac-
curate calculation with a direct approach. Indeed, the local density contrast
neglecting filtering effects is given by the inverse Jacobian of the deformation
tensor, Eq. (93), and the joint PDF of the eigenvalues can then be explicitly
calculated [190]
p(λ1, λ2, λ3) =
55/227
8piσ6
(λ3 − λ1)(λ3 − λ2)(λ2 − λ1)
× exp
{[
−3(λ1 + λ2 + λ3)2 − 15
2





where we have assumed that λ1 < λ2 < λ3. From this it is possible to compute
the shape of the one-point density PDF [382,49],
45 Extension to other non-linear approximations discussed in Sect. 2.8 is considered
as well in [471]. In addition, recent works have focussed on the PDF generated by









































where Ns is the mean number of streams; Ns = 1 in the single stream regime.
The above prediction for the PDF is however of limited value because, in the
absence of smoothing, there is an accumulation of density values at infinity.
This is due to the fact that there is always a finite probability of forming
caustics (where the Jacobian vanishes). An unfortunate consequence of this
is that the moments of this distribution are always infinite! This does not,
however, contradict the results given in Sect. 5.5 as shown in [49]: when a cut-
off is applied to the large density tail, the moments remain finite, and behave
as expected from the PT calculations. This has been explicitly verified up to
one-loop order [557].
5.9 Two-Dimensional Dynamics
The case of gravitational instability in two spatial dimensions (2D) might
be viewed as quite academic. It is however worth investigating for different
reasons: (i) it is a good illustration of the general method; (ii) numerical
simulations in 2D dynamics can be done with a much larger dynamical range
than in 3D; and, perhaps most importantly, (iii) the 2D results turn out to be
of direct use to study statistical properties of the projected density (Sect. 7.2),
relevant for observations of angular clustering and weak gravitational lensing.
The dynamics we are interested in corresponds actually to density fluctuations
embedded in a 3D space but which are uniform along one direction. The
general equations of motion are left unchanged; here, we consider again only
the Einstein-de Sitter case.
Let us review the different stages of the calculation [48]. For the naked ver-
tices, without smoothing effects, the only change introduced is due to the
cos2(k1,k2) factor that in 2D averages to 1/2 instead of 1/3. The resulting


















(2n+ 3)(n− 1) [3νn−m + nµn−m] , (322)
instead of Eqs. (50) and (51). No simple solution for the generating function of
νn, G2Dδ (τ), is known although it again corresponds to the equation describing
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the “spherical” collapse in 2D 46 . It can however be shown that G2Dδ (τ)− 1 ∼
τ−(
√












provides a good fit. More precisely one can rigorously calculate the expansion
of Gδ(τ) near τ = 0 and it reads
G2Dδ (τ) = −τ +
12
14





τ 4 − 2085
5096
τ 5 + . . . (324)
The resulting values for the S2Dp parameters when smoothing is neglected are
S2D3 = 36/7, S
2D
4 = 2540/49, S
2D
5 = 793, S
2D
6 = 13370. When filtering is taken
into account the vertex generating function becomes 47 ,




1 + GEδ (τ)
]−2−n)
, (325)

















− 38900 (n+ 2)
49
+
3705 (n + 2)2
14
















1815 (n + 2)4
8
. (329)
Obviously, these results can also be obtained from a direct perturbative cal-
culation using the geometrical properties of the 2D top-hat window function
given in Appendix C. The position and shape of the singularity is also changed
in 2D dynamics. In Table 10 we give the parameters of the singularity in ϕ(y).
5.10 The Velocity Divergence PDF
So far our description has been focussed on the density field. The structure of
the equations for the velocity divergence is the same as for the local density.
We briefly account here for the results that have been obtained at tree level
46 To our knowledge there is no closed analytical solution for the 2D spherical
collapse.
47 In 2D dynamics if P (k) ∼ kn then σ(R) ∝ R−(n+2).
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Table 10
Parameters of the singularity, Eq. (313), for the 2D case. There is no singularity for
n ≥ 0.
n ys ϕs rs as
-2 -0.172 -0.197 1.60 -1.72
-1.5 -0.212 -0.252 1.81 -2.25
-1 -0.277 -0.350 2.23 -3.41
-0.5 -0.403 -0.581 3.55 -7.73
for the velocity divergence [44]. Loop corrections with exact PT are discussed
in e.g. [557]. Note that the SC model approximation described in Sect. 5.5.2
does not do as well as for the density contrast, due to tidal contributions 48 ,
but can provide again approximate loop corrections for the cumulants while
still giving exact tree-level results [223].
5.10.1 The Velocity Divergence Cumulants Hierarchy
In what follows, we assume that the velocity divergence is expressed in units of
the conformal expansion rate, H = aH. For convenience, we define the vertex













This definition corresponds to slightly different vertices from those given by
Eq. (49),
µ˘p ≡ 〈θ(n)[δ(1)]p〉c/〈[δ(1)]2〉p. (331)
When the filtering effect is not taken into account the vertex generating func-
tion can be obtained from the one of the density field. From the continuity











[1 + Gδ(a, τ)]−1 . (332)
One can use the fact that function Gδ(a, τ) is nearly insensitive to the values
of Ωm and ΩΛ to obtain a simplified form for the function Gθ(a, τ),




1 + GLδ (τ)
]
, (333)
48 Velocities are more affected by previrialization effects, as shown in Fig. 12.
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so that Gθ(τ) ≈ f(Ωm,ΩΛ)τ (1 + 2τ/3)−1 if approximation in Eq. (315) is used.
This in fact fully justifies the definition of the vertices µp which are seen to
be almost independent of the cosmological parameters, as already discussed
in Sect. 2.4.3.
From now on, we use again for clarity the Lagrangian and Eulerian super-
scripts, in particular GLθ ≡ Gθ, GLδ ≡ Gδ. Including filtering effects requires
taking into account the mapping from Lagrangian to Eulerian space, as ex-
plained in Sect. 5.4.3. As a consequence of this we have









which amounts to say that the velocity divergence should be calculated at the
correct mass scale. This remapping does not further complicate the depen-
dence on cosmological parameters: GEθ (τ)/f(Ωm,ΩΛ) remains independent of
(Ωm,ΩΛ) to a very good accuracy.
It is possible to derive the cumulants Tp from the implicit Eq. (334), rely-
ing on the usual relations given in Sect. 5.4.1 between the the cumulants
and what would be the genuine intrinsic velocity divergence vertices, µintrp ≡
〈θ(n)[θ(1)]p〉c,E/〈[θ(1)]2〉pE that are straightforwardly related to µ˘Ep through µintrp =
µ˘Ep [−f(Ωm,ΩΛ)]−p. The corresponding vertex generating function, G intrθ (τ), is
given by G intrθ (τ) = GEθ [−f(Ωm,ΩΛ)τ ] together with Eqs. (260), (262) and
(263), and replacing Sp with Tp and Gδ with G intrθ , can be used to compute the
velocity divergence cumulant parameters. For an Einstein-de Sitter universe,
the first two read





















. . . ,
where the parameters γp are given by Eq. (280). Furthermore, the dependence
on cosmological parameters is straightforwardly given by 49
Tp(Ωm,ΩΛ) ≈ 1
f(Ωm,ΩΛ)(p−2)
Tp(Ωm = 1,ΩΛ = 0), (337)
which implies a relatively strong Ωm dependence for the shape of p(θ) as we
now discuss.
49 To be compared, for example, to the more accurate result given for T3 in Eq. (245).
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5.10.2 The Shape of the PDF
The above line of arguments provides a general rule for the dependence of the
PDF on cosmological parameters:












Otherwise, the PDF can be calculated exactly the same way as for the density
contrast.
The case n = −1 is worth further investigations since it is then possible to
derive a closed form that fits extremely well the exact numerical integration,
similarly as for the PDF of δ for n = 0. This approximation is based on the












One can then show that













The calculation of the PDF of the velocity divergence from the saddle-point
approximation [e.g. Eq. (312)] then leads to the expression,
p(θ)dθ =










κ = 1 +
θ2
9λf(Ωm,ΩΛ)2
, λ = 1− 2θ
3f(Ωm,ΩΛ)
, (342)
where θ is expressed in units of the conformal expansion rate, H.
5.10.3 Comparison with N-Body Simulations
Measurements in numerical simulations turn out to be much more non-trivial
for the velocity field than for the density field. The reason is that in N -body
simulations, the density field is traced by a Poisson realization. Although it
suffices to count points, in grid cells for instance, to get the filtered density 50 ,
the velocity field is only known in a non-uniform way where particles happen
to be. Therefore, simple averages of velocities do not lead to good estimations
of the statistical properties one is interested in, especially when the number
density of particles is small.
50 Corrected for discreteness effects using factorial moments as discussed in Sect. 6.7.
119
Fig. 34. The PDF of the velocity divergence for two different values of Ωm (Ωm = 1,
left panel and Ωm = 0.2, right panel). The dotted lines correspond to the ap-
proximate analytic fit [Eq. (341)] and the solid lines to the theoretical predictions
obtained from a direct numerical integration of the inverse Laplace transform with
n = −0.7. In right panel the dashed line is the prediction for Ωm = 1 and the same
σθ ≈ 0.4. From [54].
For this purpose specific methods have been developed to deal with veloc-
ity field statistics [52]. The idea is to use tessellations to obtain a continuous
description of the velocity field; two alternative prescriptions have been pro-
posed. One makes use of the Voronoi tessellation; in this case the velocity is
assumed to be uniform within each Voronoi cell, in other words, the local ve-
locity at any space point is the one of the closest particle. The second method
makes use of the Delaunay tessellation. In this case the local velocity is as-
sumed to vary linearly within each Delaunay tetrahedron (such ensemble of
tetrahedra forms a unique partition of space); the local velocity is then defined
by a linear combination of its closest neighbors, see [52,54] for details.
These methods have been applied to results of numerical simulations [54,387].
Comparisons between theoretical predictions, in particular the form (341),
and the measurements are shown in Fig. 34. The simulation used here is a PM
simulation with a scale-free spectrum with n = −1. The prediction, Eq. (341),
gives a good account of the shape of the divergence PDF, especially in the tails.
The detailed behavior of the PDF near its maximum requires a more exact
computation. We obtained it here by an exact inverse Laplace computation
using Eq. (315) for the density vertex generating function [and Eq. (333)] to get
the velocity vertices. Because this expression does not accurately predict the
low-order cumulants 51 the integration has been made with n = −0.7,instead
of n = −1, to compensate for this problem. The agreement with simulations
is quite remarkable.
51 For example, T3 = 4− (n+ 3) instead of T3 = 26/7 − (n+ 3).
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Fig. 35. Example of a joint PDF of the density and the velocity divergence. The color
is in logarithmic scale, the smoothing scale is 15 Mpc/h, the spectrum is scale-free
with n = −1.5, and σ8 ≡ 1, see [56] for details.
5.11 The Velocity-Density Relation
PT also allows one to consider multivariate PDF’s such as the joint distri-
bution of the local density contrast and the local divergence θ. An example
of such PDF is shown in Fig. 35. It illustrates in particular the fact that the
local density and local divergence do not follow in general a one to one corre-
spondence, as it would be the case in linear perturbation theory. Deviations
from this regime induce not only a nonlinear relation between δ and θ, i.e. a
bending in the δ-θ relation, but also a significant scatter.
In general the statistical properties of these two fields can be studied through
their joint cumulants, 〈δpθq〉c. Similarly to cases involving only one variable it
is possible to compute such quantities at leading order, or at next to leading
order (involving loop corrections) in PT. One can define the parameters Up q
as,
〈δpθq〉c = Up q〈δ2〉p+q−1, (343)
where θ is expressed in units of the conformal expansion rate, H. The Up q’s
are finite (and non-zero) at large scales for Gaussian initial conditions and can
be easily computed at tree order. Their calculation follows a tree construction
from the vertices νp and µq. For instance, one obtains
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U1 1 = ν1µ˘1 = µ˘1 = −f(Ωm,ΩΛ),
U2 1 = 2ν2µ˘1 + µ˘2,
U3 1 = 3ν3µ˘1 + µ˘3 + 6ν
2
2 µ˘1 + 6ν2µ˘2,
U2 2 = 2ν3µ˘
2







with µ˘p ≡ −f(Ωm,ΩΛ)µp.
These expressions are straightforward when the smoothing effects are not
taken into account. They are still true otherwise, but they rely on the fact
that the same mapping applies to the density and the velocity divergence.
More generally it is possible to derive explicitly the generating function of the
joint cumulants. The demonstration is presented in Appendix. B.2.
An interesting application of these results is the computation of the joint
density-velocity PDF. Assuming that the leading order contributions to cu-





































where σ2 is the variance of the density field.
As a consequence of this relation one can compute constrained averages such
as the expectation value of θ under the constraint that the local density is
known, 〈θ〉δ. For a vanishing variance (that is, at tree level) the result turns
out to be extremely simple and reads [42],
〈θ〉δ = Gθ(τ), with Gδ(τ) = δ. (345)
This relation can obviously be inverted to get 〈δ〉θ. It is interesting to note
that this result is not quantitatively changed when top-hat smoothing effects
are taken into account (nor it depends on the shape of the power spectrum),
which is not true anymore with Gaussian smoothing [125].
A more pedestrian approach should be used when the variance is not negligible:
〈δ〉θ = a0 + a1 θ + a2 θ2 + a3 θ3 + . . . (346)
〈θ〉δ = r0 + r1 δ + r2 δ2 + r3 δ3 + . . . (347)
Computations should be made order by order and it becomes inevitable to
introduce next-to-leading order corrections, i.e. loop corrections.
The coefficients a0, . . . , a3 and r0, . . . , r3 have been computed explicitly up to
third-order in PT [125,127,56]. It is to be noted that at leading order one has
a0 = −a2 σ2θ and r0 = −r2 σ2 to ensure that the global ensemble average of θ
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Table 11
The coefficients a1, . . . , a3 and r1, . . . , r3 as functions of the spectral index n for
scale-free power spectra and Gaussian smoothing. Results are given at leading order,
except for a1 and r1 for which one-loop corrections are included when available
(correction is infinite for n ≥ −1).
index n a1 a2 a3 r1 r2 r3
-3.0 – 0.190 -0.0101 1+0.3σ2 -0.190 0.0826
-2.5 – 0.192 -0.00935 1+0.202σ2 -0.192 0.0822
-2.0 1-0.172σ2θ 0.196 -0.00548 1+0.077σ
2 -0.196 0.0821
-1.5 1+0.187σ2θ 0.203 -0.000127 1-0.296σ
2 -0.203 0.0822
-1.0 1 + [∞] 0.213 0.00713 1 + [∞] -0.213 0.0835
-0.5 1 + [∞] 0.227 0.0165 1 + [∞] -0.227 0.0865
0 1 + [∞] 0.246 0.0279 1 + [∞] -0.246 0.0928
0.5 1 + [∞] 0.270 0.0408 1 + [∞] -0.270 0.1051
1.0 1 + [∞] 0.301 0.0532 1 + [∞] -0.301 0.1283
and δ vanish. Note also that the third-order PT results for a1 and r1 involve
a loop correction that diverges for n ≥ −1. The known results are given in
Table 11 for the Einstein-de Sitter case and Gaussian smoothing.
The Ωm dependence of these coefficients can be explicitly derived. For instance,
the coefficient r2 can be expressed in terms of the skewness of the two fields (at
leading order only), which leads to r2 = f(Ωm,ΩΛ)(S3+f(Ωm,ΩΛ)T3)/6. For a
top-hat filter, r2 is always given by f(Ωm,ΩΛ) 4/21 and, for a Gaussian window
it varies slightly with the power spectrum index but shows a similarly strong
f(Ωm,ΩΛ) (and therefore Ωm) dependence. Comparisons with numerical sim-
ulations have demonstrated the accuracy and robustness of these predictions
(except for the loop terms) [56,387].
Such results are of obvious observational interest, since one can in principle
measure the value of Ωm from velocity-density comparisons, see [179]. In par-
ticular a detailed analysis of the curvature in the δ− θ relation (through a2 or
r2) would provide a way to break the degeneracy between biasing parameters
(Sect. 7.1) and Ωm [128,56]
52 . Moreover, these results can be extended to take
into account redshift distortion effects (Sect. 7.4) as described in [129]. The
main practical issue is that current velocity surveys are not sufficiently large
to provide accurate density-velocity comparisons going beyond linear PT.
It is finally worth noting that these investigations are also useful for detailed
analysis of the Lyman-α forest [483].
52 The scatter in this relation seen in Fig. 35 can be reduced by including also
off-diagonal components of the velocity deformation tensor [273,429,126].
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 points in cell 2q points in cell 1p
Fig. 36. Structure of the coefficient Cp q in large separation limit: Cp q is given by
the sum of all possible trees joining p points in first cell to q points in the second
with only one crossing line. The sums can be done separately on each side leading
to Cp q = Cp 1 Cq 1.
5.12 The Two-Point Density PDF
Perturbation theory can obviously be applied to any combination of the den-
sity taken at different locations. In particular, for sound cosmic error com-
putations (see Chapter 6) the bivariate density distribution is an important
quantity that has been investigated in some detail.
The object of this sub-section is to present the exact results that have been
obtained at tree-level for the two-point density cumulants [51]. We consider the
joint densities at positions x1 and x2 and we are interested in computing the
cumulants 〈δp(x1)δq(x2)〉c where the field is supposed to be filtered at a given
scale R. In general such cumulants are expected to have quite complicated
expressions, depending on both the smoothing length R and the distance |x1−
x2|. We make here the approximation that the distance between the two points
is large compared to the smoothing scale. In other words, we neglect short-
distance effects.





Because of the tree structure of the correlation hierarchy, we expect the coef-
ficients Cp q to be finite in both the large distance limit and at leading order in
the variance. This expresses the fact that among all the diagrams that connect
the two cells, the ones that involve only one line between the cells are expected
to be dominant in cases when 〈δ(x1)δ(x2)〉  〈δ2〉.
The next remarkable property is directly due to the tree structure of the high-
order correlation functions. The coefficients Cp q are dimensionless quantities,
that correspond to some geometrical averages of trees. It is quite easy to realize
(see Fig. 36) that such averages can be factorized into two parts, corresponding
to the end points of the line joining the two cells. In other words one should
have,
Cp q = Cp 1Cq 1. (349)
This factorization property is specific to tree structures. It was encountered
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originally in previous work in the fully non-linear regime [40]. It has specific
consequences on the behavior of the two-point density PDF, namely we expect
that,
p [ρ(x1), ρ(x2)] = p [ρ(x1)] p [ρ(x2)] (1 + b[ρ(x1)]〈δ(x1)δ(x2)〉b[ρ(x2)]) .
(350)
The joint density PDF is thus entirely determined by the shape of the “bias”
function, b(ρ) 53 .
The general computation of the Cp 1 series is not straightforward, although
the tree structure of the cumulants is indicative of a solution. Indeed the








corresponds to the generating function of the diagrams with one external line.
For exact trees this would be τ(y). However, the Lagrangian to Eulerian map-
ping affects the relation between ϕ(y) and τ(y) and this should be taken into
account. We give here the final expression of ψ(y), derived in detail in [51],
ψ(y) = τ(y)
σ(R)
σ(R[1 + GEδ ]1/3)
(352)
where τ(y) is solution of the implicit Eq. (263). A formal expansion of ψ(y)
with respect to y gives the explicit form of the first few coefficients Cp 1. They
can be expressed in terms of the successive logarithmic derivatives of the













































These numbers provide a set of correlators that describe the joint density
distribution in the weakly nonlinear regime. They generalize the result found
initially in [231] for C2 1. Numerical investigations (e.g. [51]) have shown that
the large separation approximation is very accurate even when the cells are
quite close to each other.
For a comparison of the above results with N-body simulations and the spher-
ical collapse model see [263].
53 The interpretation of this function as a bias function is discussed in Sect. 7.1.2.
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Fig. 37. The cumulants Sp in the τCDM model as functions of ξ ≡ σ2, for p = 3, 4
and 5 (with respectively triangles, squares and pentagons) compared to tree order
PT predictions assuming a local power spectrum (dots), taking into account spectral
index variation, i.e. corrections γp, p > 2 in Eqs. (281-284) (long dashes on right
panel), EPT where neff is inferred from the measured S3 (short dashes) and one loop
perturbation theory predictions based on the spherical model (dots-long dashes on
left panel). From [153].
5.13 Extended Perturbation Theories
The range of validity of perturbation theory results suggests that they provide,
on a sole phenomenological basis, a robust model for describing the correlation
hierarchy in all regimes. In the Extended Perturbation Theory (EPT) ansatz,
the Sp’s are assumed to be given by Eqs. (281-284) with γ1 ≡ −(n + 3) and
γi = 0, i ≥ 2, where n = np(σ) is an adjustable parameter inferred from the
measured value of Sp as a function of the measured variance σ
2:
Sp[n = np(σ)] ≡ Smeasuredp (σ). (356)
As observed in [151], for scale-free initial conditions, the function np(σ) does
not depend on cumulant order p to a very good approximation:
np(σ) ' neff(σ) (357)
in any regime, from very small 54 value of σ to a very large value of σ. A simple
form has been proposed to account for these results [151],






54 Of course, in this regime neff = n, where n is the linear spectral index.
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Table 12






-2 -9.5 -12.4 -7.22 1.6 1.4
-1 -3 -3.8 -2.24 1.4 1.2
0 -1.2 -1.6 -0.86 1.25 0.6
+1 -0.85 -1.17 -0.57 0.7 0.3
where neff is varying from the value of the initial power spectrum index, n, to a
value corresponding to the stable clustering regime, nnonlinear. The location and
the width of the transition between these two regimes depend on the initial
power spectrum index and are described respectively by σ0 and τ . Values of
the parameters involved in Eq. (358) are listed in Table 12 for n ranging from
−2 to 1. These values can be approximately obtained by the following fitting




τ(n)' 0.8− 0.3 n, (360)
log10 σ
2
0(n)' 0.2− 0.1 n. (361)
Equation (359) is in good agreement with measurements of the bispectrum [234]
in N -body simulations as well as predictions from HEPT (Sect. 4.5.6). For a
realistic, scale dependent spectral index (such as CDM models), the situation
becomes slightly more complicated since Eq. (357) is in principle not valid
anymore, at least in the weakly nonlinear regime, due to the γp corrections
in Eqs. (281-284), which should be taken into account. However, these cor-
rections are in practice quite small [44,28,153] an can be neglected in a first
approximation as illustrated by the right panel of Fig. 37. Then, Eq. (357)
extends as well to non-scale-free spectra such as CDM models [151,153,629]
(see Fig. 37).
It is even possible to use scale-free power spectra results, Eq. (358), with
appropriate choice of n in Eqs. (359-361), n = −γ1(R) − 3 obtained from
the linear variance computed at smoothing scale R, to obtain an approximate
fit of function neff(σ) [151]. It is worth noting as well that EPT is a good
approximation for the Sp’s measured in 2D galaxy catalogs, with neff varying
from approximately −2 to −5 depending on the angular scale considered [622].
This description can be extended to the joint moments [623], giving the so-
called E2PT framework [630,153]. This provides a reasonable description of
the joint cumulants in the nonlinear regime, but not as accurate as EPT for
one-point cumulants [153]. However, a first application suggests that this is in
disagreement with observations [623].
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Both EPT and E2PT provide useful ways of describing higher-order statistics
as functions of a single parameter neff and can be used for estimating cosmic
errors on statistics measured in galaxy catalogs as discussed in the next chap-
ter. However, except in the weakly nonlinear regime, these prescriptions lack
any rigorous theoretical background, although some elements towards their
justification can be found in HEPT (see Sect. 4.5.6).
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6 From Theory to Observations: Estimators and Errors
6.1 Introduction
This chapter focuses on issues regarding accurate estimation of clustering
statistics in large-scale galaxy surveys and their uncertainties, in order to prop-
erly constraint theories against observations. We also consider applications to
measurements in N -body simulations, as briefly described in Sect. 6.12.
In many respects, the theory of estimators of large scale structure statistics
was triggered in the seventies and the early eighties by Peebles and his collab-
orators. In a series of seminal works, starting with a fundamental paper [500],
these authors developed the statistical theory of the two-point correlation
function in real and Fourier space, in two- and three-dimensional catalogs,
including estimates of the cosmic errors and the cosmic bias (formulated as
an integral constraint problem), followed soon by investigations on higher-
order statistics. They used several estimators, including count-in-cell statistics.
These results are summarized in [508].
Since then, and particularly in the nineties, a number of techniques were put
forward to allow a more precise testing of cosmological theories against obser-
vations. These include:
- Detailed studies of two-point and higher-order correlation functions esti-
mators.
- Accurate estimation of errors going beyond the simple (and often severe
underestimate) Poisson error bars, to include finite-volume effects, survey
geometry and non-Gaussian contributions due to non-linear evolution.
- The treatment of covariance between measurements at different scales. In
order to properly test theoretical predictions, this is equally important
to an accurate treatment of errors, which are just the diagonal elements
of the covariance matrix. Neglecting off-diagonal elements can lead to a
substantial overestimate of the constraining power of observations (see
e.g. Chapter 8).
- Implementation of techniques for data compression, error decorrelation,
and likelihood analysis for cosmological parameters estimation.
It is clear that the upcoming large-scale galaxy surveys such as 2dFGRS and
SDSS will certainly have to rely heavily on these new developments to extract
all the information encoded by galaxy clustering to constrain cosmological
parameters, primordial non-Gaussianity and galaxy formation models. In ad-
dition to standard second-order statistics such as the power-spectrum or the
two-point correlation function, our review focuses on higher-order statistics
for several reasons:
- As detailed in previous chapters, non-linear evolution leads to deviations
from Gaussianity, so two-point statistics are not enough to characterize
large-scale structure. They do not contain all the information available
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to constrain cosmological theories 55 .
- The additional information encoded by higher-order statistics can be
used, for example, to constrain galaxy biasing (Sect. 7.1), primordial
non-Gaussianity (Sects. 4.4 and 5.6) and break degeneracies present in
measurements of two-point statistics, e.g. those obtained from measure-
ments of the redshift-space power spectrum (Sect. 7.4). PT provides a
framework for accomplishing this 56 .
- The significant improvement in accuracy for higher-order statistics mea-
surements expected in upcoming large scale surveys, see e.g. Fig 40 below.
Needless is to say that measurements in galaxy catalogs are subject to a num-
ber of statistical and systematic uncertainties, that must be properly addressed
before comparing to theoretical predictions, succinctly:
(i) Instrumental biases and obscuration: there are technical limitations due
to the telescopes and the instruments attached to it. For example, in spec-
troscopic surveys using multifiber devices such as the SDSS, close pairs
of galaxies are not perfectly sampled unless several passes of the same
part of the sky are done (e.g. see [74]). This can affect the measurement
of clustering statistics, in particular higher-order correlations. Also, the
sky is contaminated by sources (such as stars), dust extinction from our
galaxy, etc. . .
(ii) Dynamical biases and segregation: unfortunately it is not always possible
to measure directly quantities of dynamical interest: in three-dimensional
catalogs, the estimated object positions are contaminated by peculiar ve-
locities of galaxies. In 2-D catalogs, the effects of projection of the galaxy
distribution along the line of sight must be taken into account. Further-
more, galaxy catalogs sample the visible matter, whose distribution is
in principle different from that of the matter. The resulting galaxy bias
might depend on environment, galaxy type and brightness. Objects se-
lected at different distances from the observer do not necessarily have the
same properties: e.g. in magnitude-limited catalogs, the deeper objects
are intrinsically brighter. One consequence in that case is that the num-
ber density of galaxies decreases with distance and thus corrections for
this are required unless using volume-limited catalogs.
(iii) Statistical biases and errors: the finite nature of the sample induces un-
certainties and systematic effects on the measurements, denoted below
as cosmic bias and cosmic error. These cannot be avoided (although it is
possible to estimate corrections in some cases), only reduced by increasing
55 For example, although one could construct a matter linear power spectrum that
evolves non-linearly into the observed galaxy power spectrum (see Fig. 51); it is
not possible to match at the same time the higher-order correlations at small scales
(see Fig. 54). This implies non-trivial galaxy biasing in the non-linear regime, as we
discuss in detail in Sects. 8.2.4-8.2.5.
56 A quantitative estimate of how much information is added by considering higher-
order statistics is presented in [645].
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the size of the catalog and optimizing its geometry.
In this chapter, we concentrate mainly on the point (iii). Dynamical biases
mentioned in point (ii) will be addressed in the next chapter. These effects
can also be taken into account in the formalism, by simply replacing the values
of the statistics intervening in the equations giving cosmic errors and cross-
correlations with the “distorted” ones, as we shall implicitly assume in the rest
of this chapter 57 . Segregation effects and incompleteness due to instrument
biases, obscuration or to selection in magnitude will be partly discussed here
through weighted estimators, and in Chapter 8 when relevant.
This chapter is organized as follows. In Sect. 6.2, we discuss the basic con-
cepts of cosmic bias, cosmic error and the covariance matrix. Before entering
in technical details, it is important to discuss the fundamental assumptions
implicit in any measurement in a galaxy catalog, namely the fair sample hy-
pothesis [500] and the local Poisson approximation. This is done in Sect. 6.3,
where basic concepts on count-in-cell statistics and discreteness effects correc-
tions are introduced to illustrate the ideas. In Sect. 6.4, we study the most
widely used statistic, the two-point correlation function, with particular at-
tention to the Landy and Szalay estimator [393] introduced in Sect. 6.4.1.
The corresponding cosmic errors and biases are given and discussed in several
regimes. Section 6.5 is similar to Sect. 6.4, but treats the Fourier counterpart
of ξ, the power spectrum. Generalization to higher-order statistics is discussed
in Sect. 6.6.
Section 6.7 focuses on the count-in-cell distribution function, which probes
the density field smoothed with a top-hat window. In that case a full analytic
theory for estimators and corresponding cosmic errors and biases is available.
Section 6.8 discusses multivariate counts-in-cells statistics. In Sect. 6.9 we in-
troduce the notion of optimal weighting: each galaxy or fraction of space can
be given a specific statistical weight chosen to minimize the cosmic error. Sec-
tion 6.10 deals with cross-correlations and the shape of the cosmic distribution
function and discusses the validity of the Gaussian approximation, useful for
maximum likelihood analysis. Section 6.11 reinvestigates the search for op-
timal estimators in a general framework in order to give account of recent
developments. In particular, error decorrelation and the discrete Karhunen-
57 Of course, this step can be non trivial. Measurements in galaxy catalogs (Sect. 8)
and in N -body simulations suggest that in the nonlinear regime the hierarchical
model is generally a good approximation (e.g. [87,234,147,150,472]), but it can
fail to describe fine statistical properties (e.g. for the power spectrum covariance
matrix [564,296]). In the weakly nonlinear regime, PT results including redshift
distortions (Sect. 7.4), projection along the line of sight (Sect. 7.2) and biasing
(Sect. 7.1) can help to compute the quantities determining cosmic errors, biases
and cross-correlations. In addition to the hierarchical model, extensions of PT to
the nonlinear regime, such as EPT, E2PT (Sect. 5.13) and HEPT (Sect. 4.5.6),
coupled with a realistic description of galaxy biasing can be used to estimate the
errors.
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Loe`ve transforms are discussed. Finally, Sect. 6.12 discusses the particular case
of measurements in N -body simulations.
In what follows, we assume we have a D-dimensional galaxy catalog D of
volume V and containing Ng objects, with Ng  1, corresponding to an
average number density n¯g = Ng/V . Similarly we define a pure random catalog
R of same geometry and same number of objects 58 . Despite the fact that we
use three-dimensional notations (D = 3) most of results below are valid as
well for angular surveys except when specified otherwise. Simply, ξ(r) has to
be replaced with w(θ), QN with qN , etc.
6.2 Basic Concepts
6.2.1 Cosmic Bias and Cosmic Error
In order to proceed we need to introduce some new notation. If A is a statistic,
its estimator will be designated by Aˆ. The probability Υ(Aˆ) of measuring
the value Aˆ in a galaxy catalog (given a theory) will be called the cosmic
distribution function. The ensemble average of Aˆ (the average over a large




Due to their nonlinear nature many estimators (such as ratios) are biased, i.e.
their ensemble average is not equal to the real value A: the cosmic bias (to






does not vanish, except when the size of the catalog becomes infinite (if the
estimator is properly normalized).
A good estimator should have minimum cosmic bias. It should as well minimize
the cosmic error, which is usually obtained by calculating the variance of the
function Υ:
(∆A)2 = 〈(δAˆ)2〉 =
∫
(δAˆ)2 Υ(Aˆ) dAˆ, (364)
with
δAˆ ≡ Aˆ− 〈Aˆ〉. (365)
58 Note that R stands as well for a smoothing scale, but the meaning of R will be
easily determined by the context.
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The cosmic error is most useful when the function Υ(Aˆ) is Gaussian. If this is
not the case, full knowledge of the shape of the cosmic distribution function,
including its skewness, is necessary to interpret correctly the measurements 59 .
6.2.2 The Covariance Matrix
As for correlation functions, a simple generalization of the concept of variance
is that of covariance between two different quantities; this can be for example
between two estimators Aˆ and Bˆ
Cov(Aˆ, Bˆ) = 〈δAˆ δBˆ〉 =
∫
δAˆ δBˆ Υ(Aˆ, Bˆ) dAˆdBˆ, (366)
or simply between estimates of the same quantity at different scales; say, for
the power spectrum, the covariance matrix between estimates of the power at
ki and kj reads,
CPij ≡〈Pˆ (ki)Pˆ (kj)〉 − 〈Pˆ (ki)〉〈Pˆ (kj)〉, (367)
where Pˆ (ki) is the estimator of the power spectrum at a band power centered
about ki.
In general, testing theoretical predictions against observations requires knowl-
edge of the joint covariance matrix for all the estimators (e.g. power spectrum,
bispectrum) at all scales considered. We will consider some examples below in
Sects. 6.4.4, 6.5.4 and 6.10.2.
The cosmic error and the cosmic bias can be roughly separated in three con-
tributions [621] if the scale R (or separation) considered is small enough com-
pared to the typical survey size L, or equivalently, if the volume v ≡ vR ≡
(4/3)piR3 is small compared to the survey volume, V :
(i) Finite volume effects: they are due to the fact that we can have access to
only a finite number of structures of a given size in surveys (whether they
are 2-D or 3-D surveys), in particular the mean density itself is not always
well determined. These effects are roughly proportional to the average of
the two point correlation function over the survey, ξ¯(L). They are usually
designated by “cosmic variance”.
(ii) Edge effects: they are related to the geometry of the catalog. In general,
estimators give less weight to galaxies near the edge than those far away
from the boundaries. As we shall see later, edge effects can be partly cor-
rected for, at least for N -point correlation functions. At leading order in
v/V , they are proportional to roughly ξv/V . Note that even 2-D surveys
cannot avoid edge effects because of the need to mask out portions of
the sky due to galaxy obscuration, bright stars, etc... Edge effects vanish
only for N -body simulations with periodic boundary conditions.
59 For example, it could be very desirable to impose in this case that a good estimator
should have minimum skewness [610].
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(iii) Discreteness effects: one usually assumes that the observed galaxy distri-
bution is a discrete, local Poisson representation of an underlying smooth
field whose statistical properties one wants to extract. This discrete na-
ture has to be taken into account with appropriate corrections, not only
to the mean of a given statistic but also to the error. Discreteness errors,
which are proportional to 1/Ng at some power where Ng is the number
of objects in the catalog, become negligible for large enough Ng.
The above separation into three contributions is convenient but somewhat
artificial, since all the effects are correlated with each other. For example,
there are edge-discreteness effects and edge-finite-volume effects [624]. At next
to leading order in R/L, there is a supplementary edge effect contribution
proportional to the perimeter of the survey, which is most important when the
geometry of the survey is complex, and dominant when R/L ≈ 1 [537,154].
6.3 Fair Sample Hypothesis and Local Poisson Approximation
6.3.1 The Fair Sample Hypothesis
A stochastic field is called ergodic if all information about its multi-point prob-
ability distributions (or its moments) can be obtained from a single realization
of the field. For example, Gaussian fields with continuous power spectrum are
ergodic [3].
The Fair Sample Hypothesis [500] states that the finite part of the universe ac-
cessible to observations is a fair sample of the whole, which is represented by a
statistically homogeneous and isotropic (as defined in Sect. 3.2.1) ergodic field.
Together with the ergodic assumption, the fair sample hypothesis states that
well separated parts of the (observable) Universe are independent realizations
of the same physical process and that there are enough of such independent
samples to obtain all the information about its probability distributions (e.g.
[508,61]). Under the fair sample hypothesis, ensemble averages can be replaced
with spatial averages. In the simplest inflationary models leading to Gaussian
primordial fluctuations, the fair sample hypothesis holds, but special cases can
be encountered in models of Universe with non-trivial global topological prop-
erties (see e.g. [389]) where apparently well separated parts of the Universe
may be identical.
6.3.2 Poisson Realization of a Continuous Field
In general, statistical properties of the density field are measured in a discrete
set of points, composed e.g. of galaxies or N -body particles. It is natural to
assume that such point distributions result from a Poisson realization of an
underlying continuous field. This means that the probability of finding N
points in a volume v at location r is given by P PoissonN [n¯gv(1 + δ(r))], where
PPoissonN (N¯) is the probability of finding N objects in a Poisson process with
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δ(r) is the overall density contrast within the volume and n¯g is the average
number density of the random process. It implies that the count probability
distribution function, hereafter CPDF, defined as the probability PN of finding
N galaxies in a cell of size R and volume v thrown at random in the catalog














In the continuous limit, N¯ → ∞, the CPDF of course tends to the PDF of
the underlying density field
PN → P [N¯(1 + δ)]
N¯
. (371)
It is worth at this point to mention the void probability function, P0, which




dδ p(δ) exp[−N¯(1 + δ)], (372)














This property was used in practice to obtain directly the cumulant generating
function from the void probability function (e.g., [445,205,92]), relying on the
local Poisson approximation.
Obviously, the validity of the local Poisson approximation is questionable. A
simple argument against it is that galaxies have an extended size which defines
zones of mutual exclusion and suggests that at very small scales, galaxies do
not follow a local Poisson process because they must be anti-correlated. One
way to bypass this problem is of course to choose the elementary volume such
that it has a sufficiently large size, say ` >∼ a few tens of kpc. One might still
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argue that short-range physical processes depending on environment might
influence small-scale statistics in such a way that it might be impossible to
find a reasonably small scale ` for which the Poisson process is valid. Also, the
galaxy distribution might keep memory of initial fluctuations of the density
field, even at small, nonlinear scales, particularly in underdense regions which
do not experience shell-crossing and violent relaxation. If for example these
initial conditions were locally fractal up to some very small scale, obviously
the local Poisson approximation would break down. Note on the other hand
that sparse sampling strategies [361] which were used to build a number of
galaxy catalogs, make the samples “closer” to Poisson.
It is generally assumed that the observed galaxy distribution follows the local
Poisson approximation. To our knowledge there exists no direct rigorous check
of the validity of this statement, but it is supported indirectly, for example
by the fact that the measured count probability distribution function (CPDF,
see Sect 6.7) in galaxy catalogs compares well with models relying on the local
Poisson approximation (see, e.g. [92]).
InN -body simulations, the local Poisson assumption is in general very good 60 .
However this depends on the statistic considered and there are some require-
ments on the degree of evolution of the system into the nonlinear regime, as
discussed below in Sect. 6.12.2.
Under the assumption of local Poisson approximation, it is possible to derive
the correlation functions of the discrete realization in terms of the underlying
continuous one. In particular, from Eq. (369) the moment generating function
of the discrete realization, Mdisc, is related to that of the continuous field,
M (Sect. 3.3.3), by Mdisc(t) = M(t) [exp(t) − 1]. This leads to the stan-
dard expressions for moments and spectra of discrete realizations in terms of













where δn ≡ (N − N¯)/N¯ denotes the discrete number density contrast. In
Sect. 6.7, which discusses in more detail count-in-cells statistics, we shall see
that there exists an elegant way of correcting for discreteness effects using
factorial moments.








60 Except when dealing with the clustering of dark matter halos; in this case exclu-









(P1 + P2 + P3) +B123
]
δn(k123), (377)
where Pi ≡ P (ki), B123 ≡ B(k1,k2,k3), k12 = k1 +k2 and k123 = k1 +k2 +k3.
6.4 The Two-Point Correlation Function
In this section, we present the traditional estimators of the two-point corre-
lation function based on pairs counting 61 . We assume that the catalog under
consideration is statistically homogeneous. Optimal weighting and correction
for selection effects will be treated in Sect. 6.9. More elaborate estimates taking
into account cross-correlations between bins will be discussed in Sect. 6.10.
6.4.1 Estimators
In practice, due to the discrete nature of the studied sample, the function ξ
[Eq. (115)] is not measured at separation exactly equal to r but rather one





dDr1dDr2 Θ(r1, r2) ξ(r12), (378)
where the function Θ(r1, r2) is symmetric in its arguments (e.g. [624]). In
what follows, we assume that the function Θ is invariant under translations
and rotations, Θ(r1, r2) = Θ(r), r = r12 = |r1 − r2|, is unity on a domain of
values of r, for example in the interval [r, r+∆r[ and vanishes otherwise. The
values where Θ is non-zero define a “bin” which we call Θ as well. We assume
that ξ(r) is sufficiently smooth and that the bin and the normalization, G∞p ,
are such that Eq. (378) would reduce with a good accuracy to ξ(r) in a survey
of very large volume V∞.
Practical calculation of the two-point correlation function relies on the fact
that it can be defined in terms of the excess probability over random δP
of finding two galaxies separated by a distance (or an angle) r [as discussed
already in Chapter 3, Eq. (127)]
δP = n¯2g [1 + ξ(r)] δV1δV2, (379)
where δV1 and δV2 are volume (surface) elements and n¯g is the average number
density of objects.
Let DD be the number of pairs of galaxies in the galaxy catalog belonging
to the bin Θ and RR defined likewise but in a random (Poisson distributed)
61 For a review on existing estimators, see, e.g. [372,525].
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Dr2 Θ(r1, r2) nr(r1) nr(r2), (381)
where ng and nr are local number density fields respectively in the galaxy





where xj are the galaxy positions and likewise for nr. It is easy to derive from





Various alternatives have been proposed to improve the estimator given by
Eq. (383), in particular to reduce the cosmic bias induced by edge effects at
large separations. Detailed studies [373] suggest that the best of them is the
Landy & Szalay (LS) estimator [393] 62
ξˆ(r) =
DD − 2DR +RR
RR
, (384)
where DR is the number of pairs selected as previously but the first object




dDr1dDr2 Θ(r1, r2) ng(r1) nr(r2). (385)
The LS estimator, which formally can be written (D1 − R1)(D2 − R2)/R1R2
corresponds to the “intuitive” procedure of first calculating overdensities and
then expectation values; this has the obvious generalization to higher-order
correlation functions [624], see Sect. 6.6 for more details.
Note that the calculations of DR and RR can be arbitrarily improved by arbi-
trarily increasing Nr and applying the appropriate corrections to DR and RR,
i.e. multiplying DR and RR by the ratioNg/Nr andNg(Ng−1)/[Nr(Nr−1)] re-
spectively, to preserve normalization. Actually, DR and RR can be computed
numerically as integrals with a different method than generating a random
62 See however [525] for a more reserved point of view.
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catalog, the latter being equivalent to Monte-Carlo simulation. It amounts to








dDr1dDr2 Θ(r1, r2). (387)
In that case, the actual measurements are performed on pixelized data.
The LS estimator is theoretically optimal with respect to both cosmic bias
and cosmic error at least in the weak correlation limit [393]; numerical stud-
ies [373] show moreover that for practical purposes it is better than any other
known estimators based on pair counting, among those one can quote (DD−
DR)/RR [311], the popular DD/DR−1 [172,68] and DDRR/(DR)2−1 [291]
which is actually almost as good as LS [373]. In Sect. 6.8 we shall mention
other ways of measuring ξ(r) and higher-order correlation functions, based on
multiple counts-in-cells.
Finally, it is worth mentioning a few efficient methods used to measure ξ(r),
which apply to any of the estimators discussed in this paragraph. The brute
force approach is indeed rather slow, since it scales typically as O(N 2g ). To
improve the speed of the calculation, one often interpolates the sample onto a
grid and creates a linked list where each object points to a neighbor belonging
to the same grid site. For separations smaller than the grid step, λ, this method
scales roughly as O(NgNcell), where Ncell is the typical number of objects
per grid cell. This approach is however limited by the the step of the grid:
measuring the correlation function at scales large compared to λ is rather
inefficient and can become prohibitive. Increasing λ makes Ncell larger and for
too large λ, the method is slow again.
Another scheme relies on a double walk in a quad-tree or a oct-tree accord-
ing to the dimension of the survey (a hierarchical decomposition of space in
cubes/squares and subcubes/subsquares, [461]). This approach is potentially
powerful, since it scales as O(N 3/2g ) according to its authors [461]. It is also
possible to rely on FFT’s or fast harmonic transforms at large scales [636], but
it requires appropriate treatment of the Fourier coefficients to make sure that
the quantity finally measured corresponds to the estimator of interest, e.g. the
LS estimator (see [636] for a practical implementation in harmonic space).
6.4.2 Cosmic Bias and Integral Constraint of the LS Estimator
The full calculation of the cosmic bias and the cosmic error of the LS estima-
tor was done by Landy & Szalay [393] in the weak correlation limit and by
Bernstein [59] for the general case but neglecting edge effects, r  L, where
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L is the smallest size of the survey 63 . At leading order in r/L and assuming




















is the average of the correlation function over the survey volume (or area).





dDr1dDr2dDr3 Θ(r12) ξ3(r1, r2, r3), (390)






i.e. the probability of finding a pair included in the survey in bin Θ. When r/L
is small enough it is simply given byGp ' 4pir2∆r/V (for a bin Θ = [r, r+∆r[).
Assuming the hierarchical model, Eq. (214), we get ξ˘3 ' 2Q3 ξ ξ¯(L) and the
cosmic bias simplifies to
bξ '
(








In the weak correlation limit, it simply reduces to [393]
bξ ' −ξ¯(L)
ξ
, |ξ|, |ξ¯(L)|  1. (393)
The LS estimator, although designed to minimize both the cosmic error and
the cosmic bias and thus quite insensitive to edge effects and discreteness
effects, is still affected by finite-volume effects, proportional to ξ¯(L) (indeed the
latter cannot be reduced without prior assumptions about clustering at scales
larger than those probed by the survey, as discussed below). The corresponding
cosmic bias is negative, of small amplitude in the highly nonlinear regime, but
becomes significant when the separation r becomes comparable to the survey
63 It is however important to notice a subtle difference between the two approaches:
Landy & Szalay use conditional averages with fixed number of galaxies in the catalog
Ng, while Ng is kept random in Bernstein’s approach. This difference is analyzed in
Sect. 6.10.
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size. In this regime, where ξ(r) is expected to be much smaller than unity,
Eq. (393) is generally valid: the correct value of ξ is obtained by adding an
unknown constant to the measured value. This corresponds to the so called
integral constraint problem [502,508]. Physically, it arises in a finite survey
because one is estimating the mean density and fluctuations about it from
the same sample, and thus the fluctuation must vanish at the survey scale. In
other words, one cannot estimate correlations at the survey scale since there
is only one sample available of that size.
This bias cannot be a priori corrected for unless a priori assumptions are
made on the shape of the two-point correlation function at scales larger than
those probed by the survey. One can for instance decide to model the two-point
correlation as a power-law and do a joint determination of all parameters [502].
We will come back to this problem when discussing the case of the power
spectrum, where other corrections have been suggested, see Sect. 6.5.2.
6.4.3 Cosmic Error of the LS Estimator
The general computation of the cosmic error for such estimator is quite in-
volved and has been derived in the literature in various cases. For instance, the
covariance of DD−2DF+FF between two bins Θa and Θb reads [500,291,634]
Cov(DD − 2DF + FF )= n¯4g
∫
dDr1dDr2dDr3dDr4 Θa(r1, r2) Θb(r3, r4)×
[ξ4(r1, r2, r3, r4) + ξ(r1, r3)ξ(r2, r4) + ξ(r1, r4)ξ(r2, r3)]
+4n¯3g
∫
dDr1dDr2dDr3 Θa(r1, r2) Θb(r1, r3) [ξ(r2, r3) + ξ3(r1, r2, r3)]
+2n¯2g
∫
dDr1dDr2 Θa(r1, r2) Θb(r1, r2) [1 + ξ(r1, r2)] . (394)
This is a general expression, i.e. it applies to the two-point correlation function
as well as the power-spectrum, or any pairwise statistics of the density field,
depending on the choice of the binning function Θ. It does not take however
into account the possible cosmic fluctuations of the denominator in the LS
estimator. This latter effect is more cumbersome to compute because one has
to deal with moments of the inverse density. This is possible if one assumes
that fluctuations are small. This leads to the cosmic covariance derived in [59]






























, r/L, |ξ¯(L)|, |ξ¯(L)/ξ|  1, (395)








dDr1 . . .dDr4 Θ(r12) Θ(r34) ξ2(r13) ξ2(r24), (396)
and ξring is the average of the two-point correlation function for pairs inside





dDr1dDr2dDr3 Θ(r12) Θ(r13) ξ(r23). (397)





dDr1dDr2dDr3 Θ(r12) Θ(r13), (398)
i.e. Gt is the probability, given one point, of finding two others in bin Θ, for
example the interval [r, r + ∆r[. As pointed out in [59], ξring >∼ ξ, but
ξring ' ξ (399)
is a good approximation. In Eq. (395), a degenerate hierarchical model (Sect. 4.5.5)
has been assumed to simplify the results. A more general expression can be
found in [59] (See also [291,634].).
The finite volume errors are given by a term in ξ2 and one proportional to ξ¯(L).
It is interesting to compare these two contributions. For a power-law spectrum
of index n, ξ2/ξ2 scales like (r/L)D whereas ξ¯(L) scales like (r0/L)−(D+n) if
r0 is the correlation length (ξ(r0) ≡ 1). Therefore in the quasi-linear regime
for which r  r0 and for surveys with a large number of objects, the first
term is likely to dominate (this is the case typically for wide angular surveys),
whereas for surveys which probe deeply into the nonlinear regime the other
terms are more likely to dominate.
The discreteness error is given by the term in 1/Ng which vanishes for a
randomized purely Poisson catalog. The intrinsic Poisson error is encoded in
the term in (1/Ng)
2. This estimate of the cosmic error neglects however edge
effects that become significant at scales comparable to the size of the survey.
In this latter regime correlations are expected to be weak, and from [393] one















, |ξ|, |ξ¯(L)|  1. (400)
One can note that when r/L is small enough, the term in square brackets is
roughly equal to 1/Gp [as in Eq. (395)], that is the fraction of pairs available
in the survey. This is obviously the dominant contribution of the error when
the bin size ∆r is very small. This pure Poisson contribution can generally be
computed exactly given the geometry of the survey.
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The expressions (395) and (400) can be used to estimate the full cosmic error.
This method however requires prior assumptions about the hierarchical model
parametersQ3 andQ4 and for the integral of the two-point correlation function
over the survey volume, ξ¯(L). For this reason, the Gaussian limit is often used
to compute errors (that is the contribution of ξ2, e.g. [410]), but this might
be a bad approximation when ξ >∼ 1 as we discussed above 64 .
6.4.4 The Covariance Matrix
As discussed above, Eq. (394) gives the cosmic covariance matrix of the two-
point correlation function assuming that n¯g is perfectly determined, while the
calculation of Bernstein [59], for which we gave a simplified expression of the
diagonal terms, takes into account possible fluctuations in n¯g. We refer the
reader to [59] for the full expression of Cξ which is rather cumbersome.
Interestingly the pure Poisson contribution vanishes for non-overlapping bins
in Eq. (394). A simplified formula can be obtained in the Gaussian limit where
non-Gaussian and discreteness contributions can be neglected,





dDr1 . . .dDr4 Θa(r12) Θb(r34) ξ2(r13) ξ2(r24),
(401)
in particular, Cξ(r, r) = ξ2 [Eq. (396)]. This expression can be conveniently





k2dk [P (k)]2 J1/2(kra) J1/2(krb) (402)
where J1/2 is a Bessel function. A similar expression has been derived for 2-D
fields [204],






kdk [P (k)]2J0(kθa)J0(kθb), (403)
where AΩ is the area of the survey, w2(θ) represents the angular two-point
function and wˆ2 its estimator.
Note that as the volume/area of the survey increases, the diagonal terms in
Eq. (401) do not, in general, become dominant compared to the off-diagonal
ones. This is because correlation function measurements are statistically cor-
related, even in the Gaussian limit, unlike binned power spectrum measure-
ments, e.g. see Sect. 6.5.4.
64 Figure 38 below, extracted from [564], illustrates that for the power-spectrum.
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6.4.5 Recipes for Error Calculations
The issue of cosmic error computation is recurrent in cosmological surveys and
the previous computations clearly show that this is a complex issue. Various
recipes have been proposed in the literature. A particularly popular one is
the bootstrap method [24]. We stress that bootstrap resampling is not suited
for correlation function measurements. Indeed, as shown explicitly in [597],
such method does not lead, in general, to a reliable estimate of the cosmic
error [525,373].
Another popular and elementary way of estimating the errors consists in di-
viding the catalog in a number of smaller subsamples of same volume and
compute the dispersion in the measurements corresponding to each subsam-
ple (e.g. [249]). This method is not free of bias and generally overestimates
the errors, since the obtained dispersion is an estimator of the cosmic error
on the subsamples and not the parent catalog. Recent studies on error esti-
mation [572,704] also suggest that the Jackknife method, which is a variant
of the subsample method where the ith sample is obtained by removing the
ith subsample, gives a very good estimate of the cosmic error on the two-
point correlation function. Unlike the subsample method, it does not lead to
overestimation of the cosmic error at large scales 65 .
Of course, methods such as Jackknife and subsamples cannot lead to an ac-
curate estimation of finite-volume errors at the scale of the survey, since only
one realization of such a volume is available to the observer. This can only
be achieved through a detailed computation of the cosmic errors [Eqs. (395)
and (400)] with prior assumptions about the behavior of statistics involved at
scales comparable to the survey size; or else numerically by constructing multi-
ple realizations of the survey, e.g. mock catalogs relying onN -body simulations
or simplified versions thereof (e.g., [571]). On the other hand, methods that
use the actual data are very useful to assess systematic errors, by comparing
to other external estimates such as those just mentioned.
6.5 The Power Spectrum
The power spectrum P (k) is simply the Fourier transform of the two-point
correlation function (see Sect. 3.2.2), and therefore it is formally subject to the
same effects. In fact, a common theoretical framework can be set up for ξ(r)
and P (k) in order to find the best estimators (e.g., [293,294,624]). In practice,
however, power spectrum measurements have been undertaken mostly in lin-
ear or weakly nonlinear scales which are subject to edge effects, difficult to
correct for. In this section, we introduce simple (unweighted) estimators and
discuss the biases and cosmic error introduced by the finiteness of the survey.
65 An alternative to these methods has been suggested by Hamilton [291], in which
many realizations from a given sample are generated by effectively varying the pair-
weighting function.
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The techniques developed to measure P (k) are numerous and sometimes very
elaborate (a nice review can be found in [648]), but most of them rely on the
assumption that the underlying statistics is Gaussian. In this section we prefer
to keep the statistical framework general and thus restrict ourselves to tra-
ditional estimators. More sophisticated methods, using spatial weighting and
cross-correlations between bins, will be discussed in Sects. 6.9 and Sect. 6.11.
6.5.1 Simple Estimators
For convenience, in finite surveys the adopted normalization convention for
the Fourier transforms and the power spectra is often different. This is the







where A˜(k) are the Fourier modes of A(x) and V is the survey volume (and
to recover the convention used in Eq. (36), one can simply use the formal
correspondence V ←→ (2pi)D.) The power spectrum is defined as the Fourier
transform of the two-point correlation function. It differs thus by a V/(2pi)D
normalization factor compared to the adopted normalization in the other sec-
tions. The higher-order spectra are defined similarly from the higher-order
correlation functions in such a way that the functional relation between spec-
tra is preserved [e.g., the coefficients Q˜ in Eq. (154) are left unchanged].
As shown in previous sections, estimating the correlation function consists in
counting pairs in bins, both in the galaxy catalog and in random realizations
with the same survey geometry. This procedure can be generalized to the mea-
surement of the power-spectrum (e.g., [212]) for which the binning function Θ
defined in Sect. 6.4.2 is now different. For one single mode the straightforward





timation of the power is made over a k-bin defined for instance so that the
magnitude of wave vectors belong to a given interval [k, k + ∆k[. It means
that the function Θ to use actually reads,






where Vk is the volume of the bin in k-space. Note that for a rectangular
shaped survey with periodic boundaries modes are discrete and the number





In the following we assume that Vk is large enough to encompass a sufficient
number of modes to make any measurement possible. With this expression of
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Θ the quantities DD, DR, RR, DF and FF defined in (380-387) where Θ is
replaced by Eq. (405) can be used to estimate the power spectrum [624].
Traditionally, the estimate of the power-spectrum is done in the following way:





















The power spectrum estimator is then given by,
Pˆ (k) = 〈|δˆk|2〉Θ − 1
Ng
(409)





(DD − 2DF + FF ) . (410)
Note that the correction for shot noise contribution is automatically taken
into account by the exclusion r1 6= r2 in the integral DD. One can see that
this is analogous to the LS estimator (384) in Fourier space [624].
6.5.2 Cosmic Bias and Integral Constraint
Similarly as for the two-point correlation function, it is possible to show that
the estimator in Eq. (410) is biased [500,492], at least due to finite volume
effects. Again this is generally described as the integral constraint problem.
The expressions for the cosmic bias can be directly inferred from Eqs. (388) and
(393). More specifically, at large, weakly nonlinear scales, where the Gaussian
limit is a good approximation, the cosmic bias reads [492]
bPˆ (k) ' −P∗(0)
〈|Wk|2〉Θ
〈P∗(k)〉Θ . (411)
The quantity P∗ is the true power spectrum convolved with the Fourier trans-
form of the window function of the survey:
P∗(k) = P (k) ∗ |Wk|2. (412)
Note that P∗(0) is nothing but ξ¯(L) [Eq. (389)].
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At smaller scales, in the regime k  1/L, the cosmic bias reads,






− 2〈B∗(k,−k, 0)〉Θ〈P (k)〉Θ , (413)
where B∗ is the bispectrum (convolved with the Fourier transform of the survey
window).
In general the cosmic bias is approximated by the white noise value in the
Gaussian limit [489]
bPˆ (k) ' −〈|Wk|2〉Θ = −FF/N2g , (414)
and the corresponding correction is applied to the estimator (410).
An interesting approach to correct for the cosmic bias takes advantage of
the Gaussian limit expression, Eq. (411). Since the bias is proportional to
the Fourier transform of the window of the survey, construction of a tailored
window such that Wk = 0 for each mode k of interest makes Eq. (411) van-
ish [215,648]. However, one must keep in mind that this procedure is approx-
imate; even in the Gaussian limit there are higher-order corrections to the
result in Eq. (411) which are not proportional to Wk
66 .
6.5.3 The Cosmic Error
The calculation of the cosmic error on the power-spectrum is formally equiv-
alent to that of the two-point correlation function. However, existing results
assume that the average number density of galaxies in the universe is an ex-
ternal parameter, i.e. the ensemble average 〈[δPˆ (k)]2〉 is calculated with Ng
fixed in Eq. (410).
In the limit when k  1/L, where L is the smallest size of the survey, for the












































66 The cosmic bias in this expression comes in fact from the uncertainty in the
mean density ng from the numerator in δ = (ng − ng)/ng; uncertainties from the
denominator lead to additional contributions, see e.g. [328].
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B(ki, kj)≡〈B(k1,k2,−k1 − k2)〉Θki ,Θkj (417)
P (ki, kj)≡ 1
2
〈P (k1 + k2) + P (k1 − k2)〉Θki ,Θkj . (418)
This result assumes that the true power spectrum is sufficiently smooth and
the bin in k-space thin enough that 〈P (k)〉Θk ' P (k), 〈P (k)2〉Θk ' [P (k)]2.
The continuous limit Ng → ∞ of Eq. (415) was computed in [564], and the
Gaussian limit, B = T = 0 in [212].
From the calculations of [564], one gets
T (k, k) ' 232
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[P (k)]3 (419)
in the regime where PT applies, and
T (k, k) ' (8Q4,a + 4Q4,b)[P (k)]3, (420)
if the hierarchical model applies (Sect. 4.5.5) [564,296]. Similar calculations
can be done to evaluate B¯(k, k) and P¯ (k, k).
One must emphasize [452,564] again the fact that the Gaussian limit, tradi-
tionally used to compute errors and optimal weighting (see Sect. 6.9), is invalid
when k >∼ knl, where knl is the transition scale to the nonlinear regime defined
from the power spectrum, 4pik3nlP (knl) ≡ 1. This is clearly illustrated by top
panel of Figure 38. It compares the measured cosmic error obtained from the
dispersion over 20 PM simulations of SCDM with the Gaussian limit [564].
This shows that the Gaussian limit underestimates the cosmic error, increas-
ingly with k/knl. Note however that the correction brought by Eq. (419) is
rather small. As a result the regime where the Gaussian limit is a reason-
able approximation for estimating the cosmic error extends up to values of
k/knl of order of a few. This is unfortunately not true for the full cosmic
covariance matrix CPij ≡ Cov(Pki, Pkj), which deviates from the Gaussian pre-
dictions (vanishing non-diagonal terms) as soon as k ' knl [452,564], as we
now discuss.
6.5.4 The Covariance Matrix
The covariance of the power spectrum, Eq. (367), can be easily written be-
yond the Gaussian approximation neglecting shot noise and the window of the




δij + T (ki, kj), (421)
where δij is a Kronecker delta and T is the bin-averaged trispectrum, (416).
67 See e.g. [293] for expressions including shot noise.
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