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IRREGULAR SETS FOR PIECEWISE MONOTONIC MAPS
YUSHI NAKANO AND KENICHIRO YAMAMOTO
Abstract. For any transitive piecewise monotonic map for which the set of
periodic measures is dense in the set of ergodic invariant measures (such as
monotonic mod one transformations and piecewise monotonic maps with two
monotonic pieces), we show that the set of points for which the Birkhoff aver-
age of a continuous function does not exist (called the irregular set) is either
empty or has full topological entropy. This generalizes Thompson’s theorem
for irregular sets of β-transformations, and reduces a complete description of
irregular sets of transitive piecewise monotonic maps to Hofbauer-Raith prob-
lem on the density of periodic measures.
1. Introduction
Let X be a compact metric space and T : X → X a measurable map. Let C(X)
be the set of continuous functions on X . The irregular set E(ϕ) of ϕ ∈ C(X) is
given by
E(ϕ) =
x ∈ X | limn→∞ 1n
n−1∑
j=0
ϕ(T j(x)) does not exist
 .
It is also called the set of non-typical points ([3]) or divergence points ([9]), and
(the forward orbit of) a point in
⋃
ϕ∈C(X)E(ϕ) is said to have historic behavior
([25, 27]).
Although every irregular set is a µ-zero measure set for any invariant measure
µ due to Birkhoff’s ergodic theorem, the set is known to be remarkably large for
abundant dynamical systems. Pesin and Pitskel [23] obtained the first result for
the largeness of irregular sets from thermodynamic viewpoint. In the paper, they
showed that every irregular set for the full shift is either empty or has full topological
entropy, that is,
E(ϕ) = ∅ or htop(T,E(ϕ)) = htop(T,X)
(they also showed that E(ϕ) has full Hausdorff dimension if and only if E(ϕ) 6= ∅).
Here htop(T, Z) is the (Bowen’s Hausdorff) topological entropy for a (not neces-
sarily compact) Borel set Z given in [7] (see Subsection 2.1 for precise definition;
refer to [13] for relation between entropies for a non-compact set). It is also known
that E(ϕ) 6= ∅ if and only if
∫
ϕdµ1 6=
∫
ϕdµ2 with some ergodic invariant prob-
ability measures µ1, µ2 (refer to [28, Lemma 1.6]). Pesin-Pitskel’s thermodynamic
dichotomy for irregular sets was extended to topologically mixing subshifts of finite
type in [3] (together with the detailed study of the set of points at which Lyapunov
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exponent or local entropy fail to exist), to continuous maps with specification prop-
erty in [9] (see also [28]), and to continuous maps with almost specification property
in [29]. See also [1,2,5,6,20,25,27] and references therein for the study of irregular
sets from other viewpoints.
The aim of this paper is to extend the thermodynamic dichotomy to transitive
piecewise monotonic maps for which the set of periodic measures is dense in the set
of ergodic invariant measures. We emphasize that we do not (explicitly) assume
any specification-like property on T , being in contrast to all the previous works
(see also the remark above Proposition 3.1). Furthermore, we will see that the
transitivity seems to be intractable (Remark 1.1; see also Remark 3.2 for necessity
of the density of periodic measures) and that the density of periodic measures
is shown to hold for abundant classes of transitive piecewise monotonic maps by
several authors while any transitive piecewise monotonic map without the density
of periodic measures is not known at now (see Subsection 1.2 for detail). Hence we
hope that our result would be a nice step to a complete description of irregular sets
of piecewise monotonic maps.
1.1. Main results. Let T : X → X be a measurable map on a metric space X .
We say that T is transitive if for any two non-empty open subsets U and V in X ,
there exists an integer n ≥ 1 such that T nU ∩ V 6= ∅. We denote by MergT (X)
the set of ergodic T -invariant probability measures on X . A probability measure
µ is called a periodic measure if there is a periodic point p of period n such that
µ =
(∑n−1
j=0 δT j(p)
)
/n, where δy is the Dirac measure at y ∈ X , and we letM
per
T (X)
be the set of periodic measures on X . Finally, a measurable map T : [0, 1]→ [0, 1]
on the interval [0, 1] is said to be a piecewise monotonic map if there are disjoint
intervals I1, . . . , Ik such that
⋃k
j=1 Ij = [0, 1] and T |Ij is monotonic and continuous
for each 1 ≤ j ≤ k.
For a discontinuous map, it is reasonable to define the topological entropy only for
subsets contained in an invariant set on which the map is continuous (see Subsection
2.1). Hence we define
(1.1) XT = [0, 1] \
∞⋃
n=0
T−n({i0, . . . , ik}),
where i0, . . . , ik are the endpoints of I1, . . . , Ik. Then it is clear that XT is invariant
and T : XT → XT is continuous. We also note that
⋃∞
n=0 T
−n({i0, . . . , ik}) is only
countable.
Our main theorem is as follows:
Theorem 1. Let T : [0, 1]→ [0, 1] be a transitive piecewise monotonic map. Sup-
pose that MperT ([0, 1]) is dense in M
erg
T ([0, 1]). Then, for each ϕ ∈ C([0, 1]), either
E(ϕ) ∩XT = ∅ or htop(T,E(ϕ) ∩XT ) = htop(T,XT ).
Theorem 1 is a generalization of Thompson’s theorem [29, Theorem 5.1] for
irregular sets of β-transformations.
Remark 1.1. Let T : [0, 1]→ [0, 1] be a (not necessarily transitive) piecewise mono-
tone map for whichMperT ([0, 1]) is dense inM
erg
T ([0, 1]). Assume that there are mu-
tually disjoint invariant intervals J1, . . . , JN with N ∈ N such that
⋃N
j=1 Jj = [0, 1]
and the restriction of T on Jj is transitive for each 1 ≤ j ≤ N . Then for any contin-
uous function ϕ : [0, 1] → R, it follows from Theorem 1 together with [28, Lemma
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1.6] that
htop(T,E(ϕ) ∩XT ) = sup
{
htop(T, Jj ∩XT ) | 1 ≤ j ≤ N such that
inf
µ∈M
erg
T
(Jj∩XT )
∫
ϕdµ < sup
µ∈M
erg
T
(Jj∩XT )
∫
ϕdµ
}
.
As a consequence, one can easily construct non-transitive piecewise monotonic maps
T and continuous maps ϕ for which the dichotomy “E(ϕ)∩XT = ∅ or htop(T,E(ϕ)∩
XT ) = htop(T,XT )” do not hold (for example, take J1 and J2 with htop(T, J1 ∩
XT ) < htop(T, J2∩XT ) and ϕ supported on J1∩XT with infµ∈Merg
T
(J1∩XT )
∫
ϕdµ <
supµ∈Merg
T
(J1∩XT )
∫
ϕdµ).
Theorem 1 is obtained by the following analogous result on coding spaces (see
Subsection 2.3 for definitions).
Theorem 2. Let T : [0, 1] → [0, 1] be a transitive piecewise monotonic map, Σ+T
the coding space of T and σ : Σ+T → Σ
+
T the left shift operator. Suppose that
Mperσ (Σ
+
T ) is dense in M
erg
σ (Σ
+
T ). Then for each ϕ ∈ C(Σ
+
T ), either E(ϕ) = ∅
or htop(σ,E(ϕ)) = htop(σ,Σ
+
T ).
Once Theorem 2 is proved, one can show Theorem 1 in a similar way to the
proof of [29, Theorem 5.1]. Hence we only give a proof of Theorem 2 in this paper.
1.2. Applications. The property that MperT ([0, 1]) is dense in M
erg
T ([0, 1]) has
been intensively studied by many authors independently from irregular sets (e.g. [4,
11, 16, 17]) and shown to hold for a large class of piecewise monotonic maps.
We recall that Hofbauer and Raith [18, 24] proposed a problem asking whether
MperT ([0, 1]) is dense in M
erg
T ([0, 1]) for any transitive piecewise monotonic maps
with positive topological entropy. The Hofbauer-Raith problem has a positive an-
swer in the following three important cases. In the cases, we can apply Theorem 1
and 2 if the map T is transitive:
• The map T is a continuous map with positive topological entropy. It follows
from [4, Corollary 10.5] thatMperT ([0, 1]) is dense inM
erg
T ([0, 1]) in this case.
The result was motivated by the density of periodic measures for continuous
maps with the specification property ([10]).
• The map T is a monotonic mod one transformation (that is, there exists a
strictly increasing and continuous function f : [0, 1]→ R such that T (x) =
f(x) mod 1; this is also called a Lorenz map) with positive topological
entropy. The density of periodic measures was proven in [16, Theorem 2].
A special case of this class is a linear mod one transform, which was first
introduced by Parry ([22]) and defined by
T (x) =
{
βx+ α (mod 1) (x ∈ [0, 1))
lim
x→1−0
T (x) (x = 1)
with β > 1 and 0 ≤ α < 1. When α = 0, the map T is called the β-
transformation (its irregular sets were investigated in [29]). Another special
case of monotonic mod one transformations appears in the Poincare´ maps
of geometric Lorentz flows (refer to [19] in which irregular sets for geometric
Lorentz flows were shown to be residual).
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• The map T has two intervals of monotonicity with positive topological
entropy. That is, there are disjoint intervals I1, I2 such that I1 ∪ I2 = [0, 1]
and both T |I1 and T |T2 are monotonic and continuous. The density of
periodic measures in this case was shown in [18, Theorem 2].
In particular, we can and do apply Theorems 1 and 2 to all transitive monotonic
mod one transformations and all transitive piecewise monotonic maps with two
monotonic pieces. To the best of our knowledge, this is the first result for Pesin-
Pitskel type dichotomy for irregular sets of these transformations.
2. Preliminaries
2.1. Topological entropy for non-compact sets. In this subsection, we recall
the definition of the topological entropy for non-compact sets. Let X be a compact
metric space with a metric d and T : X → X a Borel measurable map. Let Y
be an invariant subset of X (i.e. T (Y ) ⊂ Y ) on which the restriction T : Y →
Y is continuous. In what follows we briefly recall the definition of the (Bowen’s
Hausdorff) topological entropy htop(T, Z) for an arbitrary Borel subset Z ⊂ Y .
For n ≥ 1, x ∈ X and ǫ > 0, we let Bn(x, ǫ) be the ǫ-ball of center x with respect
to the n-th Bowen-Dinaburg metric dn given by dn(x, y) = max{d(T j(x), T j(y)) |
0 ≤ j ≤ n− 1}. For s ∈ R, L ∈ N and ǫ > 0, we set
M(Z, s, L, ǫ) = inf
Γ
 ∑
Bni (xi,ǫ)∈Γ
e−sni

where the infimum is taken over all Γ = {Bni(xi, ǫ)}i being a finite or countable
cover of Z such that xi ∈ X and ni ≥ L for all i. Since the quantity M(Z, s, L, ǫ)
does not decrease with L, we can define m(Z, s, ǫ) given by
m(Z, s, ǫ) = lim
L→∞
M(Z, s, L, ǫ).
Define
htop(T, Z, ǫ) = inf{s ∈ R |M(Z, s, ǫ) = 0} = sup{s ∈ R |M(Z, s, ǫ) =∞},
whose existence is easily seen by the standard argument. Finally we define
htop(T, Z) = lim
ǫ→0
htop(T, Z, ǫ)
and call it the topological entropy of Z.
It is easy to see that htop(T, Z1) ≤ htop(T, Z2) if Z1 ⊂ Z2 ⊂ Y . Moreover,
if T : X → X is continuous, then htop(T,X) coincides with the usual topologi-
cal entropy of T : X → X (we here mean by the usual topological entropy the
topological entropy in the sense of Adler-Konheim-McAndrew or Bowen-Dinaburg;
see e.g. [13]). In particular, by the classical variational principle (for the Adler-
Konheim-McAndrew topological entropy in [12]; see also [30, Corollary 8.6.1.(i)]),
we have
(2.1) htop(T,X) = sup
µ∈M
erg
T
(X)
h(µ),
where h(µ) denotes the metric entropy of µ.
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2.2. Symbolic dynamics. Let D be a countable set. Denote by DN the one-sided
infinite product of D equipped with the product topology of the discrete topology
of D. Let σ be the left shift operator of DN (i.e. (σ(x))j = xj+1 for each j ∈ N and
x = (xj)j∈N ∈ D
N). When a subset Σ+ of DN is σ-invariant and closed, we call it
a subshift, and D the alphabet of Σ+. When Σ+ is of the form
Σ+ = {x ∈ DN |Mxjxj+1 = 1 for all j ∈ N}
with a matrixM = (Mij)(i,j)∈D2 each entry of which is 0 or 1, we call Σ
+ a Markov
shift. When we emphasize the dependence of Σ+ on M , it is denoted by Σ+M , and
M is called the adjacency matrix of Σ+M .
For a subshift Σ+ on an alphabet D, let [x] = {y ∈ Σ+ | (y1, . . . , yn) = x} for
each x ∈ Dn, n ≥ 1, and set L(Σ+) =
{
x ∈
⋃
n≥1D
n | [x] 6= ∅
}
. We say that a
subshift Σ+ on a finite alphabet satisfies the specification property if there is an
integer L > 0 such that for any x, y ∈ L(Σ+), one can find z ∈ L(Σ+) with |z| ≤ L
such that xzy ∈ L(Σ+), where |z| is the length of the word z. (Notice that Bowen
[8] originally called the specification property the above condition with |z| = L
instead of |z| ≤ L, although the difference makes no influence on this paper.) The
following is elementary but important in the proof of Theorem 2.
Lemma 2.1. Let Σ+M be a transitive Markov shift with an adjacency matrix M on
a finite alphabet D. Then Σ+M satisfies the specification property.
Proof. Since Σ+M is transitive, for any (i, j) ∈ D
2, there exists an integer L(i, j) > 0
such that M
L(i,j)
ij > 0. We set L = max(i,j)∈D2 L(i, j). Let x, y ∈ L(Σ
+
M ) and
denote by n the length of x. Since M
L(xn,y1)
xny1 > 0, we can find z1 · · · zℓ ∈ L(Σ
+
M )
such that ℓ = L(xn, y1) − 1 ≤ L and Mxnz1 = Mzℓy1 = 1, which imply that
xzy ∈ L(Σ+M ). 
2.3. Markov diagram for piecewise monotonic maps. Fix a transitive piece-
wise monotonic map T : [0, 1] → [0, 1] and let XT be the invariant set given in
(1.1). Define the coding map I : XT → {1, . . . , k}N of T by
(I(x))j = ℓ if T
j−1(x) ∈ Iℓ.
We note that I is well-defined and injective since T is transitive. Denote the closure
of I(XT ) by Σ
+
T and call it the coding space of T . Again by the transitivity of T , we
can easily see that Σ+T is transitive. In what follows we will construct Hofbauer’s
Markov diagram, which is a countable oriented graph with subsets of Σ+T as vertices.
Let D ⊂ Σ+T be a closed subset with D ⊂ [i] for some 1 ≤ i ≤ k. We say
that a non-empty closed subset C ⊂ Σ+T is a successor of D if C = [j] ∩ σ(D) for
some 1 ≤ j ≤ k. Now we define a set D of vertices by induction. First, we set
D0 = {[1], . . . , [k]}. If Dn is defined for n ≥ 0, then we define Dn+1 by
Dn+1 =
{
C ⊂ Σ+T | there exists D ∈ Dn such that C is a successor of D
}
.
We note that Dn is a finite set for each n since the number of successors of any
closed subset of Σ+T is at most k by the definition. Finally, we set
D =
⋃
n≥0
Dn.
To get the oriented graph, which we call Hofbauer’s Markov diagram, we insert an
arrow from every D ∈ D to all of the successors of D. We write D → C to denote
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that C is a successor of D. We define a matrix M(D) = (MDC)(D,C)∈C2 by
MDC =
{
1 (D → C),
0 (otherwise).
Then Σ+
M(D) = {(Di)i∈N ∈ D
N | Di → Di+1 for all i ∈ N} is a Markov shift with
a countable alphabet D and an adjacency matrix M(D). We define Ψ: Σ+
M(D) →
{1, . . . , k}N by
Ψ((Di)i∈N) = (xi)i∈N for (Di)i∈N ∈ Σ
+
M(D),
where 1 ≤ xi ≤ k is the unique integer such that Di ⊂ [xi] holds for each i ∈ N.
Then it is clear that Ψ is continuous, countable-to-one, and satisfies Ψ ◦ σ = σ ◦Ψ.
We remark that Σ+
M(D) is not transitive in general although Σ
+
T is transitive. We
use the following two theorems shown by Hofbauer.
Theorem 2.2. ([15, Theorem 11]) Suppose that htop(σ,Σ
+
T ) > 0. Then we can
find a subset C0 ⊂ D such that Σ
+
M(C0)
is transitive and Ψ(Σ+
M(C0)
) = Σ+T . Here
M(C) = (MDC(C))(D,C)∈C2 denotes the submatrix of M(D) for C ⊂ D.
Theorem 2.3. ([14, Theorems 1 and 2]) Suppose that htop(σ,Σ
+
T ) > 0 and let
C0 ⊂ D be as in Theorem 2.2. Then there is a unique measure maximizing entropy
both on Σ+
M(C0)
and Σ+T , i.e. there is a unique probability measure m˜ on Σ
+
M(C0)
and a unique probability measure m on Σ+T such that h(m˜) = h(m) = htop(Σ
+
T ).
Furthermore, it holds that m = m˜ ◦Ψ−1.
To prove Theorem 2, we also use the following lemma:
Lemma 2.4. Suppose that htop(σ,Σ
+
T ) > 0. Let C0 be as in Theorem 2.2 and
let F1, F2 be finite subsets of C0. Then, one can find a subset F of C0 such that
F1 ∪ F2 ⊂ F and Ψ(Σ
+
M(F)) satisfies the specification property.
Proof. It is straightforward to see that, by the transitivity of Σ+
M(C0)
, there is a
finite subset F of C0 such that F1 ∪F2 ⊂ F and Σ
+
M(F) is a transitive Markov shift
(on a finite alphabet F). Hence it follows from Lemma 2.1 that Σ+
M(F) satisfies
the specification property. It is a well-known fact that the factor of a system with
the specification property has the specification property (cf. [10, (21.4) Proposition
(c)]). By the property of Ψ noted above, we have that Ψ: Σ+
M(F) → Ψ(Σ
+
M(F)) is a
factor map, which completes the proof of the lemma. 
3. The proof of Theorem 2
In this section, we give the proof of Theorem 2. Let Σ+T be as in Theorem 2 and
suppose that Mperσ (Σ
+
T ) is dense in M
erg
σ (Σ
+
T ). Let ϕ ∈ C(Σ
+
T ) and assume that
E(ϕ) 6= ∅. We will show that htop(σ,E(ϕ)) = htop(σ,Σ
+
T ). Since htop(σ,Σ
+
T ) = 0
immediately implies htop(σ,E(ϕ)) = 0 (and thus htop(σ,E(ϕ)) = htop(σ,Σ
+
T )),
we may assume that htop(σ,Σ
+
T ) > 0. By [28, Lemma 1.6], the assumption that
E(ϕ) 6= ∅ implies
(3.1) inf
µ∈M
erg
σ (Σ
+
T
)
∫
ϕdµ < sup
µ∈M
erg
σ (Σ
+
T
)
∫
ϕdµ.
It was proven in the previous works [3, 9, 29] that if Σ+T satisfies (a weaker form
of) the specification property, then E(ϕ) 6= ∅ implies htop(σ,E(ϕ)) = htop(σ,Σ
+
T ).
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However, in our setting, it seldom happens that Σ+T has the specification property
and it is unclear that there is a specification-like property satisfied by all Σ+T , which
makes the proof of Theorem 2 difficult. To overcome the difficulty, we employed
a strategy to find a subset of Σ+T which satisfies the specification property with
almost full topological entropy:
Proposition 3.1. For any ǫ > 0, there is a compact σ-invariant set Σ+ǫ ⊂ Σ
+
T
such that the following holds.
(I) Σ+ǫ satisfies the specification property.
(II) Mσ(Σ+ǫ ) is nontrivial with respect to ϕ:
inf
µ∈M
erg
σ (Σ
+
ǫ )
∫
ϕdµ < sup
µ∈M
erg
σ (Σ
+
ǫ )
∫
ϕdµ.
(III) htop(σ,Σ
+
ǫ ) ≥ htop(σ,Σ
+
T )− ǫ.
Proof. Let m be the unique measure maximizing entropy on Σ+T in Theorem 2.3.
Then (3.1) implies that there is an ergodic invariant probability measure µ on Σ+T
such that
∫
ϕdµ 6=
∫
ϕdm. Therefore, by the assumption that Mperσ (Σ
+
T ) is dense
in Mergσ (Σ
+
T ), one can find µper ∈ M
per
σ (Σ
+
T ) such that
∫
ϕdµper 6=
∫
ϕdm. Let α
be a positive number such that |
∫
ϕdµper −
∫
ϕdm| > 2α holds. Choose an open
neighborhood U of m inMσ(Σ
+
T ) such that |
∫
ϕdm−
∫
ϕdµ| ≤ α whenever µ ∈ U .
Let C0 ⊂ D be as in Theorem 2.2 and m˜ the unique measure maximizing entropy
on Σ+
M(C0)
such that m = m˜ ◦ Ψ−1 in Theorem 2.3. Since Ψ is continuous, we can
find an open neighborhood V of m˜ such that for any invariant measure µ˜ ∈ V , we
have µ˜ ◦Ψ−1 ∈ U .
Since Σ+
M(C0)
is transitive, it follows from the entropy-approachability theorem
for transitive Markov shifts [26, Main Theorem] that for any ǫ > 0, we can find
a finite subset F1 ⊂ C0 and an ergodic measure ν˜ ∈ V ∩Mergσ (Σ
+
M(F1)
) such that
h(ν˜) ≥ h(m˜) − ǫ = h(m) − ǫ holds. We set ν = ν˜ ◦ Ψ−1. Clearly, ν ∈ U ∩
Mergσ (Ψ(Σ
+
M(F1)
)). Since Ψ: Σ+
M(F1)
→ Ψ(Σ+
M(F1)
) is a countable-to-one factor
map, we can see that h(ν˜) = h(ν) (cf. [21, Theorem 2.1]). Hence we have h(ν) ≥
htop(σ,Σ
+
T )− ǫ.
Let x ∈ Σ+T be a periodic point in the support of µper. Then it follows from
Ψ(Σ+
M(C0)
) = Σ+T and [15, Theorem 8] that there are finite vertices C1, . . . , Cn ∈ C0
such that Ψ(C1 · · ·CnC1 · · ·Cn · · · ) = x. We set F2 = {C1, . . . , Cn}. Since both
F1 and F2 are finite subsets of C0, it follows from Lemma 2.4 that one can find
a subset F of C0 such that F1 ∪ F2 ⊂ F and Ψ(Σ
+
M(F)) satisfies the specification
property.
Set Σ+ǫ = Ψ(Σ
+
M(F)). We have already shown (I). Note that ν, µper ∈M
erg
σ (Σ
+
ǫ ).
Since ν ∈ U , we have |
∫
ϕdν−
∫
ϕdµper| ≥ |
∫
ϕdm−
∫
ϕdµper|−|
∫
ϕdν−
∫
ϕdm| ≥
2α− α > 0, which implies (II). Finally by the variational principle in (2.1),
htop(σ,Σ
+
ǫ ) ≥ h(ν) ≥ htop(σ,Σ
+
T )− ǫ,
which implies (III) and completes the proof of Proposition 3.1. 
Remark 3.2. The first paragraph in the proof of Proposition 3.1 is the only place
where the density of periodic measures is used. It is natural to ask if we can remove
the condition by directly applying [26, Main Theorem] to a lift of the contrasting
measure µ (i.e. µ ∈ Mergσ (Σ
+
T ) satisfying
∫
ϕdµ 6=
∫
ϕdm). However, it is far from
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obvious that the measure µ can be lifted as a measure on Σ+
M(C0)
by Ψ because the
pushforward map µ˜ 7→ µ˜ ◦ Ψ−1 from Mergσ (Σ
+
M(C0)
) to Mergσ (Σ
+
T ) is not surjective
in general (although Ψ : Σ+
M(C0)
→ Σ+T is surjective; notice that the countable
Markov shift Σ+
M(C0)
is not compact in general). This is exactly the reason why we
approximated µ by µper in the proof of Proposition 3.1.
End of the proof of Theorem 2. Fix ǫ > 0 and let Σ+ǫ be the compact σ-
invariant subset of Σ+T given in Proposition 3.1. Then, it follows from [9, Theo-
rem 3.1] that (I) and (II) of Proposition 3.1 imply the full topological entropy on
E(ϕ|Σ+ǫ ):
htop(σ,E(ϕ|Σ+ǫ )) = htop(σ,Σ
+
ǫ ).
So, (III) leads to that
htop(σ,Σ
+
T ) ≥ htop(σ,E(ϕ)) ≥ htop(σ,E(ϕ|Σ+ǫ )) ≥ htop(σ,Σ
+
T )− ǫ.
Since ǫ is arbitrary, we get htop(σ,E(ϕ)) = htop(σ,Σ
+
T ), that is, the irregular set
E(ϕ) has full topological entropy. This completes the proof.
Acknowledgments
We would like to express our deep gratitude to Paulo Varandas for many valuable
comments. This work was partially supported by JSPS KAKENHI Grant Numbers
19K14575, 19K21834 and 18K03359.
References
[1] V. Araujo and V. Pinheiro, Abundance of wild historic behavior, to apprear in Bulletin of
the Brazilian Mathematical Society (2019).
[2] L. Barreira, J. Li, and C. Valls, Irregular sets are residual, Tohoku Mathematical Journal 66
(2014), no. 4, 471–489.
[3] L. Barreira and J. Schmeling, Sets of “non-typical” points have full topological entropy and
full Hausdorff dimension, Israel Journal of Mathematics 116 (2000), no. 1, 29–70.
[4] A. M. Blokh, The “spectral” decomposition for one-dimensional maps, Dynamics reported
(1995), 1–59.
[5] T. Bomfim and P. Varandas, Multifractal analysis of the irregular set for almost-additive
sequences via large deviations, Nonlinearity 28 (2015), no. 10, 3563.
[6] ,Multifractal analysis for weak gibbs measures: from large deviations to irregular sets,
Ergodic Theory and Dynamical Systems 37 (2017), no. 1, 79–102.
[7] R. Bowen, Topological entropy for noncompact sets, Transactions of the American Mathe-
matical Society 184 (1973), 125–136.
[8] , Some systems with unique equilibrium states, Mathematical systems theory 8 (1974),
no. 3, 193–202.
[9] E. Chen, T. Ku¨pper, and L. Shu, Topological entropy for divergence points, Ergodic Theory
and Dynamical Systems 25 (2005), no. 4, 1173–1208.
[10] M. Denker, C. Grillenberger, and K. Sigmund, Ergodic theory on compact spaces, Vol. 527,
Springer, 2006.
[11] B. Faller, Contribution to the ergodic theory of piecewise monotone continuous maps, EPFL,
2008.
[12] T. N. Goodman, Relating topological entropy and measure entropy, Bulletin of the London
Mathematical Society 3 (1971), no. 2, 176–180.
[13] B. Hasselblatt, Z. Nitecki, and J. Propp, Topological entropy for nonuniformly continuous
maps, Discrete & Continuous Dynamical Systems-A 22 (2008), no. 1&2, 201–213.
[14] F. Hofbauer, On intrinsic ergodicity of piecewise monotonic transformations with positive
entropy II, Israel Journal of Mathematics 38 (1981), no. 1-2, 107–115.
IRREGULAR SETS FOR PIECEWISE MONOTONIC MAPS 9
[15] , Piecewise invertible dynamical systems, Probability theory and related fields 72
(1986), no. 3, 359–386.
[16] , Generic properties of invariant measures for simple piecewise monotonic transfor-
mations, Israel Journal of Mathematics 59 (1987), no. 1, 64–80.
[17] , Generic properties of invariant measures for continuous piecewise monotonic trans-
formations, Monatshefte fu¨r Mathematik 106 (1988), no. 4, 301–312.
[18] F. Hofbauer and P. Raith, Density of periodic orbit measures for transformations on the
interval with two monotonic pieces, Fundamenta Mathematicae 157 (1998), no. 2-3, 221–
234.
[19] S. Kiriki, M.-C. Li, and T. Soma, Geometric Lorenz flows with historic behavior, Discrete &
Continuous Dynamical Systems-A 36 (2016), no. 12, 7021–7028.
[20] S. Kiriki and T. Soma, Takens’ last problem and existence of non-trivial wandering domains,
Advances in Mathematics 306 (2017), 524–588.
[21] F. Ledrappier and P. Walters, A relativised variational principle for continuous transforma-
tions, Journal of the London Mathematical Society 2 (1977), no. 3, 568–576.
[22] W. Parry, Representations for real numbers, Acta Mathematica Hungarica 15 (1964), no. 1-2,
95–105.
[23] Y. Pesin and B. Pitskel’, Topological pressure and the variational principle for noncompact
sets, Functional Analysis and its Applications 18 (1984), no. 4, 307–318.
[24] P. Raith, Density of periodic orbit measures for piecewise monotonic interval maps.
https://www.math.iupui.edu/~mmisiure/open/.
[25] D. Ruelle, Historical behaviour in smooth dynamical systems, Global analysis of dynamical
systems, 2001, pp. 72–75.
[26] H. Takahasi, Entropy-approachability for transitive Markov shits over countable alphabet, to
appear in Proceedings of the American Mathematical Society.
[27] F. Takens, Orbits with historic behaviour, or non-existence of averages, Nonlinearity 21
(2008), no. 3, T33.
[28] D. Thompson, The irregular set for maps with the specification property has full topological
pressure, Dynamical Systems 25 (2010), no. 1, 25–51.
[29] , Irregular sets, the β-transformation and the almost specification property, Transac-
tions of the American Mathematical Society 364 (2012), no. 10, 5395–5414.
[30] P. Walters, An introduction to ergodic theory, Vol. 79, Springer Science & Business Media,
2000.
(Yushi Nakano) Department of Mathematics, Tokai University, Kanagawa 259-1292,
JAPAN
E-mail address: yushi.nakano@tsc.u-tokai.ac.jp
(Kenichiro Yamamoto) Department of General Education, Nagaoka University of Tech-
nology, Niigata 940-2188, JAPAN
E-mail address: k yamamoto@vos.nagaokaut.ac.jp
