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Abstract—This paper proposes an approach for segmenting
a task consisting of compliant motions into phases, learning a
primitive for each segmented phase of the task, and reproducing
the task by sequencing primitives online based on the learned
model. As compliant motions can “probe” the environment,
using the interaction between the robot and the environment
to detect phase transitions can make the transitions less prone
to positional errors. This intuition leads us to model a task with
a non-homogeneous Hidden Markov Model (HMM), wherein
hidden phase transition probabilities depend on the interaction
with the environment (wrench measured by an F/T sensor).
Expectation-maximization algorithm is employed in estimating
the parameters of the HMM model. During reproduction, the
phase changes of a task are detected online using the forward
algorithm, with the parameters learned from demonstrations.
Cartesian impedance controller parameters are learned from
the demonstrations to reproduce each phase of the task. The
proposed approach is studied with a KUKA LWR4+ arm in
two setups. Experiments show that the method can successfully
segment and reproduce a task consisting of compliant motions
with one or more demonstrations, even when demonstrations
do not have the same starting position and external forces
occur from different directions. Finally, we demonstrate that
the method can also handle rotational motions.
I. INTRODUCTION
Position uncertainty is a major difficulty in manipulation
tasks such as assembly. Position control in such cases can
cause high contact wrenches (force and torque), ultimately
leading to behaviors such as breakage or unstable control
[1]. Force control can be used to mitigate the adverse effects
by controlling the interaction forces with the environment
while moving in contact. The motions requiring interaction
with the environment are called compliant motions.
Besides direct force control, another approach for perform-
ing compliant motions is impedance control. An impedance
controller uses a force-displacement model between the end-
effector and environment, modelled as a linear spring with
stiffness along an axis of interest [2]. Such a controller
can be used for both non-contact and contact phases of
a task. However, transferring a skill requiring impedance
control to a robot is complicated and planning such motions
automatically is computationally infeasible. For that reason,
the study of learning mechanisms for compliant motions has
received significant interest.
Learning from demonstration (LfD) is an approach in
which a robot can learn compliant motions from human
demonstrations [3], which facilitates the transfer of skills
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Fig. 1: Compliant motion used (a) to align workpieces and
(b) to place a box at the corner of the table
to a robot. LfD can be combined with compliant motions
by taking advantage of the structure of the environment to
reduce the need for positional accuracy [4], [5], for example
to align workpieces (Fig. 1a) or to place an object in a corner
(Fig. 1b). However, the recent work [4], [5] can learn only
individual motions, being unable to learn and reproduce a
task consisting of a sequence of motions such as Fig. 1b.
The segmentation of human motions into compliant phases1
is non-trivial since the actual motion direction during a
phases may vary due to differences in interaction forces. For
example in Fig. 1a sliding along either of the chamfers must
be detected as the same phase.
This paper expands the idea of linear compliant motions
by proposing an approach that segments the task into phases
consisting of a single motion, learns the controller parameters
for each phase using the method presented in [4], and detects
the phase transitions during reproduction, therefore learning
to reproduce entire demonstrated tasks after one or more
demonstrations.
We propose a method that allows segmenting a human
demonstration of a task into phases. We explore how to use
HMM probabilistic encoding approaches for modelling ob-
servations and state transition uncertainties of a manipulation
task as used in [6], [7]. We analyse how the model order
can be predicted and how the model parameters are learned
from multiple demonstrations. We model the phases of a
task as hidden discrete variables. The current phase depends
on the previous phase and the current measured interaction
with the environment. Thus the phase change occurs when
1Can be referred to as mode in hybrid dynamics
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the measured interactions with environment change. The
learned model can be used for sequencing compliant motion
primitives from [4], [5] to reproduce a complete task.
II. RELATED WORK
There has been considerable work on segmenting a ma-
nipulation task into subtasks based on interaction measure-
ment. Some of the works use model-based approaches and
require geometrical knowledge of the task [8]–[11]. Such
an approach can be discrete, estimating the the contact
formation only, as Hovland et al. [12], who use HMM
for monitoring contact formations during an assembly task.
Another approach is the hybrid approach, which estimates
the continuous geometric properties as well, given the state
graph of the possible contact formations [13], [14]. However,
approaches that exploit the geometric knowledge of the
manipulated object require the analysis of geometrical and
dynamical constraint equations, which is often a tedious task.
Other works on segmentation avoid using a model of the
object. Skubic and Volz [15] use a probabilistic classifier
for contact state identification while measuring confidence
level from force signals. Jasim et al. [16] develop a fuzzy
inference system that can model possible contact states using
the available poses and interaction wrenches. In their further
work, Jasim et al. [17] also propose a method that uses Gaus-
sian mixture model for contact state classification. Cabras
et al. [3] use a supervised learning algorithm to perform
segmentation based on the minimization of a nonconvex
function which may result in local minima trapping. Even
though the above data-driven approaches do not depend on
geometrical knowledge, they cannot identify motion direc-
tion for tasks consisting of compliant motions.
In the context of LfD, stochastic approaches such as
HMMs facilitate the generalization of a task without knowing
the geometric parameters of the object. Niekum et al. [18]
show how to use Beta-Process autoregressive HMM for
segmenting a task. Relevant work by Kroemer et al. [6],
[7] tries to perform offline segmentation of a demonstrated
task. In segmenting in-contact tasks such as pushing a box,
Kroemer et al. [6] propose an HMM based method in which
the phase transition depends on position change. In their fur-
ther work, Kroemer et al. [7] propose another model which
models transitions between phases as events, allowing the
algorithm to model the entry and exit conditions of phases.
However, for compliant motions where the environment is
altering the motion and the robot is effectively probing
the environment, the interaction with the environment could
present a more coherent cue for detecting the phase change
than the position, while also reducing the need for positional
accuracy. Our method exploits the wrench measurements to
detect the time-varying phase transition instead of using a
relative position. In addition, our model manages estimation
of parameters from multiple demonstrations with different
starting positions, such as in Fig 1a. During reproduction, our
method sequences Cartesian impedance controllers proposed
by Suomalainen and Kyrki [4] with parameters learned from
the demonstration to complete the task.
III. METHOD
The main idea is to learn a task defined by a sequence
of compliant motions with linear dynamics from a human
demonstration. First the human teacher performs an assembly
task while the position and force data are recorded. From
the recorded data we first learn the number of phases
with Bayesian Information Criterion (BIC). Then our al-
gorithm segments the whole demonstrated task (one or
more demonstrations) into an according number of phases,
and the impedance controller parameters for each phase
are learned individually with the method presented in [4].
During reproduction, our algorithm detects the changes in the
contact dynamics and switches to the next learned impedance
controller accordingly.
We use pose and wrench data recorded during kinesthetic
teaching to learn the probabilistic model of a task. In the
model, the phases of the manipulation task are modelled as
discrete hidden variables as in [6]. In Sect. III-A, we intro-
duce the structure ofthe model and the associated notations.
In Sect. III-B we explain the model selection and in Sect. III-
C we describe how the model parameters are learned.
A. Model
1) Single phase dynamics: The task is reproduced with a
sequence of impedance controllers, defined as
F = K(x∗ − x) + Cv + fdyn , (1)
where x∗ is the desired position, x the current position, K
the stiffness matrix, Cv a linear damping term, and fdyn
the feed-forward dynamics of the robot including gravity.
The trajectory for each phase is calculated in a feed-forward
manner
x∗t = x
∗
t−1 + vˆ
∗
dv∆t (2)
where vˆ∗d is the desired direction of motion, v the velocity
(speed) and ∆t the sample time of the control loop. If the
parameters vˆ∗d and K are learned properly, this model can
take advantage of chamfers in assembly as depicted in Fig.
1a and is robust towards positional uncertainty and small
modifications in the environment, as shown in [5].
For the purpose of segmenting a human demonstration
consisting of multiple phases, we model the state dynamics
of a single phase by a linear Gaussian model, in which the
next state depends on current state, measured interaction,
and current phase p(st+1|st,at, ρt). The state st ∈ Rm
represents the position of the robot TCP. at ∈ Rd is the
measured interaction (contact) wrench, concatenated with 1.
The distribution of the next state is then
st+1 ∼ N (Aρtst +Bρtat,Σρt) (3)
where Aρt ∈ Rm×m represents the uncontrolled dynamics,
Bρt ∈ Rm×d models compliance through interaction forces
and constant offset velocity through the concatenated 1, and
Σρt ∈ Rm×m is the covariance matrix corresponding to
phase ρt. Thus, the model assumes linear system dynamics
and Bρt is used to model contact interaction effects and
constant desired direction of motion.
2) Sequence of phases: The general idea of the sequenc-
ing method was inspired by [6] and adapted for the compliant
motion model described in the previous section. Each phase
ρt ∈ N of a manipulation task is modelled as a hidden state of
the HMM. By combining the autoregressive model from the
previous section with an HMM, we end up with a graphical
model given in Fig. 2.
st−1 st st+1 st+2
ρt−2 ρt−1 ρt ρt+1
at−2 at−1 at at+1
Fig. 2: Observed interaction-based transitions auto-regressive
HMM model. The red circles represent the observed vari-
ables i.e. the states st and the interaction at, whereas the
white circles represent the hidden phases ρt.
We define the state transition probabilities as depending
on the interaction variable at, since in our case the phase
changes are indicated by interaction forces rather than by po-
sition. This gives phase changes robustness against position
uncertainty. More precisely, the phase transition probability
p(ρt|at, ρt−1) is defined by multi-class logistic regression
p(ρt = j|at, ρt−1 = i) = exp(wijφ(at))∑
k exp(wikφ(at))
(4)
where wij ∈ Rd+1 is a weight matrix containing weights
for transitioning from ρ = i to ρ = j, and φ(at) is an
arbitrary feature function of at. The first phase depends on
the first interaction only, i.e. p(ρ1|a1), and the initial phase
distribution is given by
p(ρ1|a1) = exp(w0jφ(a1))∑
k exp(w0kφ(a1))
(5)
where w0j is the weight matrix for each phase. The depen-
dency of the current phase on the previous one is important
since such a model can represent hysteresis effects and
transient state information by taking advantage of the wrench
data. In this paper, identity was found to be sufficient as the
feature function, φ(at) = at.
Given the definition of the variables in the model, the
joint probability for T samples of the observed variables
(s1:T = {s1, · · · , sT },a1:T = {a1, · · · ,aT }) and the hidden
variable (ρ1:T = {ρ1, · · · , ρT }) is given by
p(s1:T+1,a1:T , ρ1:T ) = (6)
p(s1)p(ρ1|a1)
T∏
t=1
p(st+1|st,at, ρt)p(at)
T∏
t=2
p(ρt|at, ρt−1)
As seen from Fig. 2, the transition between phases depends
on the previous phase and the measured interaction at. The
hidden states also satisfy the Markov property, which allows
efficient ways for parameter estimation.
B. Model Selection
For an HMM with N phases, the model order N is directly
related with the fit of the model. However, an improvement
in fit comes with a cost of a quadratic increase in number
of model parameters. A criterion for model selection that
solves the trade-off between the fit and model complexity
is therefore needed. The number of hidden states can be
selected with Bayesian information criterion (BIC) [19]. BIC
tries to find a model that optimally balances the trade-off
between the model fit and the number of model parameters
(i.e. the model complexity).
To estimate the model order for an HMM with normally
distributed observation probabilities, the formulation of BIC
is
BIC = −2 log(L) + p log(T ) (7)
where log(L) is the log-likelihood measuring the fit of the
model, p = N2 +2N −1 refers to the number of parameters
in the model (N − 1 for the initial distribution, N(N − 1)
for the other), and T is the number of observations. Model
selection is based on the BIC value computed for different
orders of the HMM. We choose the model with the lowest
value.
C. Model Learning
The impedance controller parameters for each individual
phase are learned with the method presented in [4]. For
the model defined in Sect. III-A we adapt the expectation-
maximization (EM) algorithm from [6] to learn from multiple
demonstrations the model parameters θ = (w,A,B,Σ). As
shown in Fig. 3, the algorithm starts with an initial guess
of the model parameters, θ0, in addition to the position
S and interaction F recorded during a demonstration. The
model parameters are initialized using k-means clustering.
During the E-step, a forward-backward algorithm is used to
compute the forward and backward messages. The marginal
likelihood γt(j) = p(ρt = j|a1:N ) and the joint distribution
ζt(i, j) = p(ρt = i,ρt+1 = j|a1:N ) of the hidden phases are
computed from the forward and backward messages. The M-
step uses as input γt(j) and ζt(i, j) computed during the E-
step and updates the model parameters θˆ = (wˆj , Aˆj , Bˆj , Σˆj)
using the weighted linear regression for parameters related
to state dynamics and weighted logistic regression for the
parameter related to the probabilistic classifier. The algorithm
iterates until either the estimation converges or the maximum
number of iterations is reached.
1) Expectation-step (E-step): During the E-step, the
marginal likelihood p(ρt = j|a1:N ) and the joint distribution
p(ρt = i,ρt = j|a1:N ) of the hidden phases given the
observed sequence of variables are computed separately for
each demonstration using forward-backward message pass-
ing. The intermediate variables obtained from running E-step
separately for all D demonstrations are conditional hidden
phase probability γ =
[
γ(1) γ(2) · · · γ(D) ] and joint
hidden probability ζ =
[
ζ(1) ζ(2) · · · ζ(D) ].
E-step
(Forward-Backward
Algorithm)
M-step
(Re-estimation of
parameters)
θˆ = (wˆj , Aˆj , Bˆj , Σˆj)
α, β → γ, ζ
S
F
θ0
Fig. 3: Block diagram representation of the EM algorithm
2) Maximization-step (M-step): During the maximization
step of the EM algorithm, the parameters of the HMM are
computed for the maximization of expected log-likelihood
of the observed and hidden variables. We define the total
marginal likelihood as a concatenation of the marginal like-
lihoods of each demonstration as
γ =
[
γ(1) γ(2) · · · γ(D) ] (8)
The state and interaction matrices are estimated using
weighted linear regression. Each column of matrix X con-
sists of the concatenated state s and interaction a of a
demonstration followed by another demonstration until all D
demonstrations are included. Matrix Y is next state matrix
consisting of T1+T2+· · ·+TD columns corresponding to the
a sampled next state of D demonstrations. T1, T2, · · · , TD
represents length of each demonstrations. Formally, we write
X =
[
s
(1)
1 · · · s(1)T1 s
(2)
1 · · · s(2)T2 · · · s
(D)
1 · · · s(D)TD
a
(1)
1 · · ·a(1)T1 a
(2)
1 · · ·a(2)T2 · · ·a
(D)
1 · · ·a(D)TD
]
(9)
where the superscript (1), (2), · · · , (D) is used to indi-
cate the data is from demonstration 1, 2, · · ·D ,respectively.
Similarly, Y is defined as
Y =
[
s
(1)
2 · · · s(1)T1 s
(2)
2 · · · s(2)T2 · · · s
(D)
2 · · · s(D)TD
]
(10)
The new estimates of the parameter matrix from the
combined demonstrations can be derived from[
Aj Bj
]
= min
Aj ,Bj
∥∥Y − ( Aj Bj )X∥∥2 (11)
which leads to[
Aj Bj
]
= YWjX
T
(
XWjX
T
)
(12)
where the superscript T indicates the transpose of a matrix
and Wj is the combined diagonal matrix corresponding to γ,
where the tth diagonal element is given by [W ]tt = p(ρt =
j|a1:N+1, θold).
Let the expected next state for each demonstration, given
the updated A and B matrices, be represented by µ(1)ji =
Ajs
(1)
i +Bja
(1)
i , µ
(2)
ji = Ajs
(2)
i +Bja
(2)
i · · ·µ(D)ji = Ajs(D)i +
Bja
(D)
i . A variable ∆s which represents the difference
between the concatenated next state and the expected next
state is given by
∆s =
[ (
s
(1)
t+1 − µ(1)ji
) (
s
(2)
t+1 − µ(2)ji
)
· · ·
(
s
(D)
t+1 − µ(D)ji
) ]
(13)
Using the combined ∆s, we calculate the new estimates of
the covariance matrices as
Σj =
N∑
i=1
p(ρi = j|a1:N+1, θold)(∆s)T (∆s)
N∑
k=1
p(ρk = j|a1:N+1, θold)
(14)
To estimate the phase transition probability parameter w,
weighted logistic regression is used. Logistic regression is
calculated iteratively using gradient descent. The gradient
of the j-th phase given the i-th phase can be obtained by
derivative of the phase transition distribution with respect to
the phase transition probability parameter w. After derivation
and simplification, the gradient for transition from ρt−1 = i
to ρt = j can be evaluated in terms of three matrices: F,L
and P . The columns of matrix F contain the features of the
sampled states φ(at), matrix L is the joint phase probability
containing weights from E-step ([L]tj = p(ρt−1 = i,ρt =
j|z1:N+1, θold)) and matrix P contains the weights of the
phase transition probabilities. The combined gradient of the
weighted log-likelihood with respect to w are given by
G = F (1)(P (1) − L(1)) + F (2)(P (2) − L(2)) + · · · (15)
+F (D)(P (D) − L(D))
where the superscripts 1 . . . D denote the demonstrations.
Then the update of each weight matrix wij containing
weights of transitioning from ρ = i to ρ = j is done using
gradient descent at each time step from the previous time
step, where k represents iteration time steps for gradient
descent optimization
wk+1 = wk − λG (16)
After the M-step has been completed, the algorithm com-
putes the E-step again with the new parameters, as visualized
in Fig. 3.
D. Reproduction
During online operation, the phase changes need to be
detected to switch between impedance controllers with dif-
ferent parameters. For each phase the controller parameters
are learned using [4]. The current phase is estimated as the
most likely one given the online observations and the learned
model using the forward algorithm. In forward algorithm, the
forward message αt(j) of a phase is the joint probability of
all observed data zt = {st,at} up to time t. Therefore the
probability of being in phase ρt is given by
αt(j) = p(z1:t+1, ρt = j). (17)
The first forward message is initialized according to
α1(j) = p(z2|ρ1, z1)p(ρ1 = j|z1)p(z1) (18)
and the remaining messages are computed recursively using
αt(j) = p(zt+1|ρt = j, zt)
∑
i
αj(t− 1)p(ρt = j|ρt−1 = i).
(19)
After computing αt(j), the current phase is estimated as
ρ = arg max
j
α(j). (20)
As the learned model includes hysteresis effects, they don’t
need to be specified manually.
IV. EXPERIMENTS AND RESULTS
The first research question is how well we can learn the
state dynamics model, i.e. the smoothing problem. The sec-
ond question is to evaluate the prediction of phase transition
during reproduction, i.e. the filtering problem.
The proposed method was implemented and evaluated
experimentally on a KUKA LWR4+ robotic arm with a six-
axis ATI mini 45 F/T sensor rigidly mounted between the
robot’s flange and tool. A regular pen was attached to the
F/T sensor for the valley setup and a hose-coupler for the
hose-coupling setup. The robot was interfaced to an external
computer through the KUKA Fast Research Interface (FRI)
protocol at 100 Hz [20]. The control law for the Cartesian
impedance control of the KUKA LWR4+ through FRI is
τ = JT (diag(kFRI) (x∗ − x) +D(dFRI)v + FFRI) + fdyn
(21)
where x∗ is the desired position, x the current position,
diag(kFRI) is a diagonal matrix constructed of the gain
matrix kFRI , D(dFRI) a linear damping term and fdyn
the feed-forward dynamics of the robot. We implemented
our controller through the FFRI by setting kFRI = 0 and
FFRI = K(x∗ − x), getting a controller equal to (1) where
fdyn is managed by the KUKA’s internal controller.
We carried out three experiments where a human instructor
grabbed the flange of the robot and moved the robot through
the trajectory. The first experiment was performed on a valley
consisting of two aluminium plates set on 45 degrees angle
on the table as shown in Fig. 4. The demonstrated task
included three phases. The first phase was an unconstrained
motion in which the tool moves directly downwards. The
second and third phases were the constrained motions; in
the second one, the pen slid downwards along one of the
aluminium plates, and in the third one the sliding direction
was along the bottom of the valley (i.e. towards the camera
in Fig. 4). Position and force data was recorded throughout
the demonstrations.
In the second experiment, we performed the same task
except that this time we had two different starting positions,
one from left and the other from the right side of the valley
as shown in Fig. 4a and 4b. In both cases, the pen slid
down the corresponding side of the valley until it reached the
bottom, and then it slid towards the camera along the bottom
of the valley. The main goal of the second experiment was
to find a single model that can reproduce the tool alignment
regardless of the initial contact point between the tool and the
(a) Experiment setup from SP 1
(b) Experiment setup from SP 2
Fig. 4: Experiment setup for demonstrations from two dif-
ferent starting positions (SP)
valley (i.e. show that the algorithm learns to take advantage
of chamfers while being robust to positional errors).
As the final experiment, to make sure our method can also
manage tasks that involve rotation, we use the hose-coupler
experimental setup shown in Fig. 5. The task includes two
phases; the first phase is the unconstrained motion in which
tool hose-coupler moves towards the other hose coupler
attached to the table. The second phase rotates the tool,
interlocking the hose couplers. For this task, pose and wrench
data were recorded.
Fig. 5: Hose-coupler Experimental setup
A. Model Learning
The main objective was to segment a workpiece alignment
task into phases and find model parameters that best fit
each phase while learning the controller parameters with [4].
Based on the obtained model parameters, we identified the
phases during reproduction and activated the corresponding
impedance control primitive.
In the valley setup experiments the position of the tool
is considered the state in the HMM, as we assume that the
orientation stays constant. Since this experiment does not
require rotational motions, the feature vector is defined by
the contact force concatenated with scalar one.
To validate how well we can predict the state dynamics
model, we first ran the EM algorithm for recorded data from
a single demonstration to estimate the model parameters. The
algorithm was able to predict the phases of the task as shown
in Fig. 6a. The marked 3D plot of the position of the tool
corresponding to the estimated phase Fig. 6a is shown in
Fig. 6b.
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(a) Estimated phases sequence
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(b) Position of the tool
Fig. 6: Phases estimated by the normalized forward variable
of HMM αt(j) and corresponding tool position. The blue
color corresponds to non-contact phase, the red and yellow
colors corresponds to the sliding across the metal plate
and sliding along the intersection of the two metal plates
respectively.
To check if our implementation can learn that sliding
across either metal plate is the same phase of the manipula-
tion task, two demonstrations with different starting positions
were used. We ran the EM algorithm described in Sect. III-C
to estimate the combined model parameters that generalize
our model to both sides of our setup. As in the case of
estimation from a single demonstration, the algorithm is able
to estimate the phase sequence of the task as shown in the
Fig. 7a and 7b which correspond to the normalized forward
variable of the HMM α for left and right side of the setup,
respectively. The marked 3D plot of the position of the tool
corresponding to the phase sequence of Fig. 7a and 7b is
shown in Fig. 7c.
In addition, we compared our approach in the valley setup
with the state-based phase transition presented in [6] and
show the results in Fig. 8. For the state-based transition, we
took the relative position of the tool to a target position as the
feature vector. A smoother phase transition is achieved when
forces are considered as feature vector in Fig. 8a compared to
the state based transition in Fig. 8b. Therefore, for compliant
motions, the force as a feature vector can distinguish phases
of an alignment task better compared to state-based phase
transition.
To further show that the contact force provides better
prediction of next states and validate the model of (3), the
model parameters estimated for each phase were used to
predict the whole state dynamics. The average error variance
of prediction with respect to the actual position data was
calculated. The average error variance of each phase is given
by
Ej(θi) =
T−1∑
t=0
|st+1(θi)− st+1|2
T − 1 (22)
where Ej(θi) is average error variance corresponding to each
phase j using model parameters θi. st+1(θi) state prediction
and st+1 is the actual state data.
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(a) Phase sequence 1
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(c) Position of tool
Fig. 7: Phase sequence estimated by the normalized forward
variable of HMM αt(j) for two different demonstrations and
their corresponding 3-d plot of tool position. The blue color
corresponds to non-contact phase, the red and yellow colors
corresponds to the sliding across the metal plate and sliding
across the intersection of the two metal plates respectively.
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(a) State-based estimated phases
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(b) force-based estimated phases
Fig. 8: Estimated phase sequence based on state-based and
interaction-based phase transitions
In Fig. 9, the first three bars correspond to the first phase
model parameters, the next three correspond to the second
phase model parameters and the last three correspond to the
last phase model parameters. The prediction accuracy of each
phase is shown by a lower average error variance as indicated
in the figure by E1(θ1), E2(θ2) and E3(θ3) respectively. To
see the effect of feature vector variation on prediction of
state dynamics, the average error variance of prediction of
each phase dynamics using its own model parameters are
compared i.e. E1(θ1), E2(θ2) and E3(θ3). E3(θ3) shows
lower error, which indicates that an increased value in the
feature vector (i.e. more interactions with enviroment) results
in better prediction of states. This shows that taking force as
feature vector will also improve the dynamics prediction for
a task consisting of compliant motions.
BIC described in Sect. III-B can be used to predict the
model order for one or more demonstrations. In Fig. 10,
BIC for both demonstrations in the valley setup are plotted
against the number of states N of the HMM. According
E1(θ1) E2(θ1) E3(θ1) E1(θ2) E2(θ2) E3(θ2) E1(θ3) E2(θ3) E3(θ3)
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Fig. 9: State dynamics prediction average error variance
to BIC, the model with three states is the most appropriate
model number for the demonstrated task, as seen from the
lower log-likelihood. The estimated model order from single
and from two demonstrations is labelled by BIC-1 and BIC-
2, respectively. We note that from noisy demonstrations it
was possible that more than 3 phases were detected. This,
however, did not hinder the overall reproduction performance
of our method, but simply required a new set of parameters
to be learned.
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Fig. 10: HMM order estimation for single (red) and two
demonstrations (blue)
Similar approach was used to learn the model parameters
of the hose-coupler from recorded demonstration data (pose
and wrench). The model order was obtained using BIC and
model parameters were estimated with the EM algorithm.
B. Reproduction
The robot was able to reproduce the task using the learned
model parameters from the valley and hose-coupler setups.
For the hose-coupler setup, the feature vector and the phase
sequence detected during reproduction are plotted side by
side in Fig. 11. As shown in Fig. 11a, the non-contact phase
is characterized by zero contact force. During contact the x
and z components of the contact force become non-zero as
shown in Fig. 11a which results to phase transition indicated
by quick change of the normalized forward variable seen in
Fig. 11b. During the last phase, contact force occurs also in
the y-direction, resulting in the last transition. The trajectory
with phases coloured respectively to Fig. 11b is also given
in Fig. 11c.
The hose-coupler task was also successfully reproduced
with the learned parameters. The feature vector (force and
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Fig. 11: Feature vector, corresponding phase sequence esti-
mated by the normalized forward variable of HMM αt(j)
and 3-d plot of tool position during the reproduction of the
task. The blue color corresponds to non-contact phase, the
red and yellow colors corresponds to the sliding across the
metal plate and sliding across the intersection of the two
metal plates respectively.
torque), forward variable αt(j) and the orientation during
the rotation phase are shown in Fig. 12. As expected and
seen in Fig. 12a and 12b, during the non-contact phase the
wrench is 0. As soon as contact occurs, the feature vector
becomes non-zero and phase transition is detected, as seen
in Fig. 12c. To show the rotation phase of the task, 3D
position and orientation of the tool were plotted. As shown
in Fig. 12d, during reproduction of the second phase rotation
about the z-axis is achieved. We conclude that our method
can successfully learn to reproduce a demonstrated assembly
task consisting of phases with linear dynamics while taking
advantage of chamfers to mitigate positional uncertainty.
V. CONCLUSION
In this paper, we presented a method that can learn
to reproduce a human demonstration including in-contact
compliant motions. First the method segments one or more
demonstrations of the same task into phases comprised
of motions with linear dynamics including compliance to
facilitate in-contact motions. Then impedance controller pa-
rameters are learned individually for each phase using the
method from [4]. Finally, during reproduction our method
sequences the learned impedance controllers to successfully
reproduce the whole task.
The phases were represented as hidden variables of an
HMM. The model parameters can be learned from multi-
ple demonstrations using the EM algorithm. The proposed
model incorporates the observed interaction variables when
predicting the transitions between the hidden phases. The
framework is adapted to cope with non-constrained and
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Fig. 12: Data recorded during reproduction of the hose-
coupler experiment: contact force and torque, corresponding
phase sequence (the blue color corresponds to non-contact
phase, the red color corresponds to the rotation phase) and
a 3-D plot of tool orientation during the reproduction of the
final phase (rotation about z-axis)
constrained motion, handling hidden phase transition in both
cases. Experiments evaluate the performance of the approach,
showing that the off-line estimated model parameters are able
to detect the current phase and transition between phases.
The results show that for a task consisting of compliant mo-
tions the measured interaction-based phase transition allows
the robot to predict the phase changes more accurately than
state-based phase transition, resulting in better predictions
overall. Our implemented algorithm can also be used for
a task involving rotation as shown with the hose coupler
experimental, demonstrating the ability to have different kind
of interactions as the feature vector. Our method learns from
the human to take advantage of possible chamfers in the task
and due to compliance is robust towards positional errors
and small changes in the environment. For tasks requiring
nonlinear motions in free space or exact positioning in free
space, it will still be necessary to use the pose in the feture
vector such as in [6].
The method presented in this paper can mitigate posi-
tional uncertainty by taking advantage of chamfers or other
physical gradients. However, when such a gradient doesn’t
exist, our current method doesn’t have the ability to recover
from positional errors. When a human is faced with such a
situation without vision, he will probe the environment in
a manner possibly remembered from past experience. The
next step in our research will be to see if this kind of search
pattern could be learned from a human demonstration. This
kind of ability to efficiently learn exception strategies from a
human would enhance the method in this paper and further
ease the use of robots in assembly tasks.
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