Let P + n denote the set of all n × n nonnegative matrices. For a function f : R m + → R + and matrices
n ij =1 . For each n × n matrix A we denote its spectral radius by ρ(A). In a previous paper [3] we characterized all functions f :
as well as some functions satisfying
The proofs in [3] use the functional μ(A) for A ∈ P + n , defined by
where the maximum is taken over all integers s, 1 s n, and all distinct indices i 1 , . . . , i s in {1, . . . , n}(i s+1 = i 1 ). The functional μ(A) was originally introduced in [5] . There are several representations of this functional, see, e.g., [4] . Another application of μ(A) has to do with max algebras of matrices. Here in standard matrix operations, one replaces the sum by the maximum, that is, for matrices A, B of compatible dimensions the addition C = A ⊕ B is defined by c ij = max(a ij , b ij ) and the multiplication C = A ⊗ B is defined by c ij = max k a ik b kj . In particular, for A ∈ P + n we consider the eigen equation
It is well known, e.g. [1, 2] , that for an irreducible nonnegative matrix A there is exactly one λ for which (1.1) is solvable. That λ, so called the max eigenvalue of A, is equal to μ(A). Hence, it makes sense to characterize all functions f :
In Section 2 we solve this problem, or actually a somewhat more general problem referring to functions f :
where c > 0 (c may be ∞). In Section 3 we characterize the functions f satisfying f (0) = 0 and In many cases the max eigenvalue behaves pretty much like the spectral radius, and the proofs for the max eigenvalue are simpler. This is the case also here. Furthermore, we use the same matrices to show the necessity of the conditions, and so our proof is similar to the proof of the analogous result in [3] . μ(f (A 1 , . . . , A m )) f (μ(A 1 ), . . . , μ(A m ))
The inequality
In this section we prove the analogue of the following theorem, which is Theorem 2.1 of [3] .
Then the following are equivalent:
and
Furthermore, if f is continuous or m = 1 then it suffices to take only s = 2 in (2.4).
Our results will be of somewhat more general flavor, that is, instead of discussing functions defined on R nn the set of all n × n matrices with entries in I. Note that it follows from the definition of μ that for a matrix A ∈ I nn we have μ(A) ∈ I. Before stating our main result we prove an easy proposition. 
(ii) The function f is increasing monotone on
(ii) ⇒ (i). Since a ⊕ b a, b, it follows from the monotonicity of f that f (a ⊕ b) f (a), f (b), and hence (i) follows.
Our main result is the following: Theorem 2.6. Let f : I m → R + . Then the following are equivalent:
Proof. (i) ⇒ (ii). In order to prove that (2.8) holds it is enough to assume that (2.7) holds for n = 2. Let a, b ∈ I m , and define the matrices
Since for every nonnegative matrix of the type
we have μ(A) = max(x, y) = x ⊕ y, it now follows from (2.7) (for n = 2) that
proving (2.8).
To prove that (2.7) implies (2.9) we imitate the proof of the corresponding implication in Theorem 2.1 of [3] . Let (a 1i , . . . , a mi ) , i = 1, . . . , s, and define the s × s matrices
By the definition of μ, we have μ(A k ) = (a k1 · · · · · a ks ) 1/s , and so
By the definition of μ, it follows from (2.11) that
. . . , A m )). (2.12)
The inequality (2.9) now follows from (2.7), (2.10) and (2.12).
(ii) ⇒ (i Therefore, we have
., μ(A m )).
By the monotonicity of f , proven in Proposition 2.5, it follows that
The relations (2.13), (2.14) and (2.15) give (2.7).
An interesting corollary of Theorems 2.1 and 2.6 is the following.
Corollary 2.16. Let f : R
Proof. In view of Theorems 2.1 and 2.6, it is enough to show that if the function f satisfies Note that f satisfies (2.9) even with equality, even without the nonnegativity requirement on α 1 , . . . , α m . The nonnegativity of the α's guarantees the monotonicity of f , and hence f satisfies (2.8) as well. Therefore, by Theorem 2.6, the function f satisfies (2.7). Nevertheless, it is observed in [3] that in order for f to satisfy (2.9) it should fulfill the extra condition m i=1 α i 1.
Remark 2.21.
As is outlined in [3] , in Theorem 2.6 the assumption (2.9) can be simplified by requiring it only for s = 2, i.e. by
whenever f is continuous. A 1 ), . . . , μ(A m )) μ(f (A 1 , . . . , A m ) )
The inequality f (μ(
In this section we study the set of functions f : I m → R + which satisfy
We very much follow the discussion in [3] . Here too we do not completely characterize this set, but we do identify those functions satisfying (3.1) and f (0) = 0.
Before stating our first main result, we need the following notation. 5) and each f k satisfies
. . , x m ∈ I, let k be a positive integer, 1 k m, and define the matrices
Since by definition of μ the inequality A B implies μ(A) μ(B), it follows from (3.13) that
This, together with (3.12), implies (3.4).
Remark 3.14. Theorem 3.3 is stated for functions f : I m → R + for which f (0) = 0. However, the latter condition is not needed for a function to satisfy (3.4) , as is demonstrated by the constant function f ≡ c > 0.
Remark 3.15. In Sections 2 and 3 we have refrained from considering weaker overall conditions. For example in the case of continuous function f one can replace the interval I by an interval  [a, c), or [a, c], or (a, c), or (a, c] with c > a > 0.
Max-plus algebra
It is well known that the max algebra of nonnegative matrices is isomorphic to the max-plus algebra (historically even younger) which is defined for matrices with entries in R := R ∪ −∞. The isomorphism is given by the logarithmic function, that is, a matrix A = (a ij ) over R + corresponds to the matrix (log(a ij )) over R. The operations ⊕, ⊗ for matrices with compatible dimensions are thus given by The max-plus eigen equation for an n × n matrix A with entries in R is max k (a ik + x k ) = λ + x i , i = 1, . . . , n. We denote the largest such eigenvalue by ν(A). It is easy to verify that ν(A) = log(μ(e A )). Here e A is understood entrywise, i.e. (e A ) ij = e a ij .
The result analogous to Theorems 2.6 and 2.1 is the following theorem. Theorem 4.1 follows immediately from Theorem 2.6, and its proof is thus omitted. 
