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Tato pra´ce se zaby´va´ extrakc´ı hlavn´ıho textu z webovy´ch dokument˚u ve forma´tu HTML.
Jsou zde popsa´ny jizˇ pouzˇite´ metody a jejich rozdeˇlen´ı. Prakticka´ cˇa´st se pak zaby´va´
na´vrhem algoritmu pro detekci hlavn´ıho textu v HTML stra´nka´ch zalozˇene´m na analy´ze
prˇedevsˇ´ım textovy´ch rys˚u stra´nky v kombinaci s vlastnostmi zalozˇeny´ch na pozici v doku-
mentu. Vy´sledna´ klasifikace je rˇesˇena pomoc´ı v´ıcevrstve´ perceptonove´ s´ıteˇ. Je zde rovneˇzˇ
popsa´na implementace navrhnute´ho algoritmu, postup prˇi testova´n´ı a prezentace zjiˇsteˇny´ch
vy´sledk˚u.
Abstract
This thesis deals with the main text extraction from the web documents in HTML format.
It describes some methods that are already used and their separation. The goal of the
practical part is to propose an algorithm for main text detection in HTML pages using
primarily text features in combination with position features. Block classification is solved
by multilayer perceptron. It also describes implementation of the proposed algorithm, the
testing procedure and presentation of the obtained results.
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Tato pra´ce vznikla jako sˇkoln´ı d´ılo na Vysoke´m ucˇen´ı technicke´m v Brneˇ, Fakulteˇ in-
formacˇn´ıch technologi´ı. Pra´ce je chra´neˇna autorsky´m za´konem a jej´ı uzˇit´ı bez udeˇlen´ı opra´vneˇn´ı
autorem je neza´konne´, s vy´jimkou za´konem definovany´ch prˇ´ıpad˚u.
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Na internetu se nacha´z´ı neprˇeberne´ mnozˇstv´ı informac´ı, veˇtsˇinou ve formeˇ HTML stra´nek.
Ty vsˇak neobsahuj´ı pouze uzˇitecˇny´ obsah, ale rovneˇzˇ r˚uzne´ navigacˇn´ı prvky, odkazy, re-
klamy apod. Pro efektivn´ı analy´zu takovy´chto dokument˚u je potrˇeba zna´t hlavn´ı obsah.
Cˇloveˇk jej od neuzˇitecˇny´ch informac´ı jednodusˇe rozliˇs´ı, pocˇ´ıtacˇ ne. Proto je potrˇeba mı´t k
dispozici na´stroj, program, ktery´ je schopen plneˇ samostatneˇ rozliˇsit co je hlavn´ı obsah a co
je genericky´ obsah. Z´ıska´n´ı pouze hlavn´ıho obsahu ma´ pak nesporne´ vy´hody prˇi analy´ze
dokument˚u, hleda´n´ı duplicit a prˇina´sˇ´ı mensˇ´ı datovou na´rocˇnost.
C´ılem te´to pra´ce je navrhnout program pro extrakci hlavn´ıho textu z webovy´ch doku-
ment˚u a implementovat jej. Soucˇasna´ rˇesˇen´ı nejsou cˇasto plneˇ vyhovuj´ıc´ı, zejme´na z d˚uvodu
jejich zameˇrˇen´ı na konkre´tn´ı obor nebo jazyk. Proto se v te´to pra´ci budeme snazˇit navrh-
nout program, ktery´ bude univerza´ln´ı a nebude jazykoveˇ ani oboroveˇ specificky´. Program
bude vyuzˇ´ıvat prˇ´ıstupy z jizˇ zna´my´ch rˇesˇen´ı a vza´jemneˇ je kombinovat, d´ıky cˇemuzˇ by
meˇl dosahovat podobny´ch, v idea´ln´ım prˇ´ıpadeˇ lepsˇ´ıch vy´sledk˚u a nemeˇl by by´t v d˚usledku
zameˇrˇen pouze na jednu oblast. Program mu˚zˇe by´t pak pouzˇit jako soucˇa´st veˇtsˇ´ıch syste´mu
prˇedevsˇ´ım v oblasti dolova´n´ı dat a analy´zy dokument˚u.
Pra´ce je rozdeˇlena na´sleduj´ıc´ım zp˚usobem. V kapitole 2 budou probra´ny r˚uzne´ postupy
vyuzˇ´ıvane´ prˇi detekci hlavn´ıho obsahu, prˇicˇemzˇ bude kladen d˚uraz na metody zalozˇene´
na DOM (objektovy´ model dokumentu). Rovneˇzˇ zde bude uvedena nezbytna´ teorie pro
pochopen´ı na´sledne´ implementace. Kapitola 3 obsahuje na´vrh syste´mu pro extrakci hlavn´ıho
obsahu a porovna´va´ jej s dalˇs´ımi, jizˇ implementovany´mi syste´my. V 4. kapitole bude popsa´na
jizˇ samotna´ implementace syste´mu v jazyce Ruby. Kapitola 5 popisuje pr˚ubeˇh testova´n´ı
a porovna´n´ı s neˇktery´mi jizˇ existuj´ıc´ımi rˇesˇen´ımi. V 6. kapitole, tedy za´veˇru, se nale´za´





Tato kapitola pojedna´va´ o studi´ıch souvisej´ıc´ıch s touto prac´ı. Zahrnuje rovneˇzˇ rozdeˇlen´ı
metod na za´kladeˇ toho na jake´ u´rovn´ı prˇistupuj´ı k dokumentu.
2.1 Dolova´n´ı textu
Extrakce hlavn´ıho textu spada´ do oblasti tak zvane´ho dolova´n´ı textu.
Dolova´n´ı textu lze definovat jako intenzivn´ı proces s vyuzˇit´ım znalost´ı kdy uzˇivatel
interaguje s kolekc´ı dokument˚u za pouzˇit´ı sady na´stroj˚u pro analy´zu. Analogicky k dolova´n´ı
dat, prˇi dolova´n´ı textu se snazˇ´ıme z´ıskat uzˇitecˇne´ informace z datovy´ch zdroj˚u pomoc´ı
zkouma´n´ı a identifikace zna´my´ch vzor˚u v nestrukturovany´ch datech.[5]
2.2 Rozdeˇlen´ı metod
Metody pro rozpozna´va´n´ı hlavn´ıho textu lze rozdeˇlit neˇkolika zp˚usoby. Kohlschu¨tter et
al. [6] deˇl´ı metody na ty, ktere´ analyzuj´ı dokument na za´kladeˇ vizua´ln´ıch vlastnost´ı doku-
mentu a metody, ktere´ prova´deˇj´ı analy´zu na u´rovni DOM.
Da´le je mozˇno rozdeˇlit metody podle toho, jaky´m zp˚usobem funguje dany´ algoritmus,
a to bud’ algoritmy funguj´ıc´ı na principu heuristik bez strojove´ho ucˇen´ı a algoritmy, ktere´
vyuzˇ´ıvaj´ı strojove´ ucˇen´ı.
2.2.1 Principy bez strojove´ho ucˇen´ı
Tyto algoritmy pracuj´ı na za´kladeˇ veˇtsˇinou jednoduche´ heuristiky, poprˇ´ıpadeˇ neˇkolika heu-
ristik. Pro spra´vnou funkci nevyzˇaduj´ı zˇa´dne´ vstupn´ı znalosti ani tre´novac´ı mnozˇinu. Z valne´
veˇtsˇiny je vy´sledek zpracova´n´ı pomoc´ı heuristiky porovna´n v˚ucˇi urcˇite´mu prahu a na za´kladeˇ
vy´sledku je rozhodnuto o tom, do ktere´ mnozˇiny dany´ blok na´lezˇ´ı.
Acˇkoliv tyto metody patrˇ´ı k jednodusˇsˇ´ım metoda´m, prˇi spra´vne´m nastaven´ı a po rˇa´dne´m
otestova´n´ı mu˚zˇou dosahovat velmi dobry´ch vy´sledk˚u. Dı´ky jednoduchosti je lze rˇadit veˇtsˇi-
nou take´ mezi velmi efektivn´ı rˇesˇen´ı a cˇasoveˇ nena´rocˇne´. Jejich hlavn´ı nevy´hodou je zameˇrˇen´ı
na urcˇitou oblast, neprˇesne´ vy´sledky v prˇ´ıpadeˇ nestandardn´ıch dokument˚u a slozˇite´, cˇasto
nemozˇne´ zmeˇny v prˇ´ıpadeˇ, zˇe se chceme zameˇrˇit na jinou oblast. Metody, patrˇ´ıc´ı do te´to
skupiny budou popsa´ny n´ızˇe.
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2.2.2 Principy vyuzˇ´ıvaj´ıc´ı strojove´ ucˇen´ı
Metody spadaj´ıc´ı do te´to kategorie vyzˇaduj´ı urcˇite´ vstupn´ı znalosti resp. tre´novac´ı mnozˇinu
pro spra´vnou funkcionalitu. Na rozd´ıl od metod z prˇedchoz´ı kapitoly, ktere´ nevyzˇaduj´ı prˇed
pouzˇit´ım zˇa´dne´ dalˇs´ı nastaven´ı ani testova´n´ı, u teˇchto metod je to nezbytne´.
Pro hlavn´ı analy´zu je v tomto prˇ´ıpadeˇ vyuzˇito r˚uzny´ch klasifika´tor˚u. Takovy´mto klasi-
fika´torem mu˚zˇe by´t Bayesovsky´ klasifika´tor, neuronova´ s´ıt’ a dalˇs´ı. Prˇed pouzˇit´ım mus´ı by´t
klasifika´tor spra´vneˇ nastaven, cˇehozˇ je doc´ıleno d˚ukladny´m testova´n´ım a experimentova´n´ım
s jednotlivy´mi nastaven´ımi. Tento postup je cˇasto velmi zdlouhavy´ a na´rocˇny´ na zdroje, cozˇ
tyto metody rˇad´ı k metoda´m slozˇiteˇjˇs´ım. Aby mohly by´t provedeny experimenty, je potrˇeba
mı´t k dispozici relevantn´ı a dostatecˇneˇ obsa´hlou mnozˇinu vstupn´ıch resp. tre´novac´ıch dat.
Vy´hodou teˇchto algoritmu˚ je, zˇe pouhou zmeˇnou nastaven´ı klasifika´toru, poprˇ. zmeˇnou
tre´novac´ı mnozˇiny, mu˚zˇeme pokry´t jinou oblast. Tyto metody si cˇasto doka´zˇ´ı velmi dobrˇe
poradit i s nestandardn´ımi a sˇpatneˇ strukturovany´mi dokumenty. Hlavn´ı nevy´hodou je jejich
slozˇitost a nutnost z´ıskan´ı tre´novac´ı mnozˇiny dat a na´sledne´ tre´nova´n´ı klasifika´toru.
Na obra´zku n´ızˇe (2.1) je zobrazen princip fungova´n´ı metod zalozˇeny´ch na strojove´m
ucˇen´ı. Prˇerusˇovane´ cˇa´ry charakterizuj´ı cˇa´st, kdy je prova´deˇno strojove´ ucˇen´ı, plne´ cˇa´ry pak
zobrazuj´ı pr˚ubeˇh, kdy je klasifika´tor pouzˇ´ıva´n jizˇ v praxi pro analy´zu dokumentu.
Obra´zek 2.1: Metody se strojovy´m ucˇen´ım
2.3 Metody zalozˇene´ na vizua´ln´ıch vlastnostech dokumentu
Metody zalozˇene´ na vizua´ln´ıch vlastnostech dokumentu veˇtsˇinou deˇl´ı dokument do mensˇ´ıch
logicky´ch celk˚u na za´kladeˇ r˚uzny´ch mezer a oddeˇlovacˇ˚u a jednotlive´ celky pote´ analyzuj´ı.
Vy´hodou teˇchto metod je, zˇe prˇi pouzˇit´ı relativneˇ jednoduche´ho algoritmu je mozˇno
z´ıskat kvalitn´ı a dostatecˇneˇ prˇesne´ vy´sledky. Hlavn´ı nevy´hoda spocˇ´ıva´ v mnozˇstv´ı infor-
mac´ı, ktere´ je potrˇeba zna´t. Kromeˇ HTML mus´ı by´t k dispozici rovneˇzˇ informace definuj´ıc´ı
vzhled stra´nek, naprˇ´ıklad CSS (kaska´dove´ styly). Tyto informace znacˇneˇ navysˇuj´ı objem dat
nutny´ k analy´ze. Aby stra´nka mohla by´t analyzova´na na za´kladeˇ vzhledu, je veˇtsˇinou nutne´
dokument, vcˇetneˇ prˇipojeny´ch styl˚u, interpretovat. Tato operace je cˇasto dosti vy´pocˇetneˇ
na´rocˇna´ a pomala´.
Nejpalcˇiveˇjˇs´ım proble´mem u algoritmu˚ tohoto typu je, jak danou stra´nku pohodlneˇ
a v ra´mci mozˇnost´ı efektivneˇ renderovat. K tomuto u´cˇelu existuj´ı r˚uzne´ na´stroje. Jedn´ım
z nich je naprˇ´ıklad CSSBox1 vyv´ıjeny´ na Fakulteˇ informacˇn´ıch technologi´ı VUT v Brneˇ2.




pro vykreslova´n´ı a pra´ci s webovy´mi dokumenty. Existuj´ı i dalˇs´ı na´stroje, naprˇ. Selenium3
a dalˇs´ı.
2.3.1 Metody bez strojove´ho ucˇen´ı
Cai et al. [3] rozdeˇluje webovy´ dokument na jake´si za´kladn´ı objekty. Jeden nebo v´ıce ob-
jekt˚u pak tvorˇ´ı logicke´ celky - bloky. Uzly v modelu zalozˇene´m na vizua´ln´ıch vlastnos-
tech nemusej´ı nutneˇ odpov´ıdat uzl˚um v objektove´m modelu dokumentu. To je zp˚usobeno
t´ım, zˇe se´mantika dokumentu nen´ı popsa´na pouze pomoc´ı jazyka HTML, ale rovneˇzˇ po-
moc´ı kaska´dovy´ch styl˚u. Cai et al. [3] popisuje webovy´ dokument jako blok, skla´daj´ıc´ı
se z konecˇne´ mnozˇiny neprˇekry´vaj´ıc´ıch se podrˇ´ızeny´ch blok˚u, ktere´ maj´ı opeˇt vlastnosti
rodicˇovske´ho bloku. Tyto bloky jsou oddeˇleny konecˇnou mnozˇinou jak vertika´ln´ıch tak ho-
rizonta´ln´ıch oddeˇlovacˇ˚u. Kazˇdy´ blok ma´ nav´ıc informaci o vztaz´ıch mezi kazˇdy´mi dveˇma
bloky, ze ktery´ch se skla´da´. Kazˇde´mu oddeˇlovacˇi je rovneˇzˇ prˇiˇrazena va´ha. Algoritmus
zkouma´ oddeˇlovacˇe od nejmensˇ´ı va´hy po nejveˇtsˇ´ı a bloky mezi teˇmito oddeˇlovacˇi spojuje
a tvorˇ´ı bloky nove´. Takto pokracˇuje dokud nenaraz´ı na oddeˇlovacˇ s nejvysˇsˇ´ı va´hou. Prˇi vy-
tvorˇen´ı nove´ho bloku je kontrolova´na spra´vna´ zrnitost. Pokud blok neodpov´ıda´ pozˇadavk˚um,
vrac´ı se algoritmus o krok zpeˇt aby vytvorˇil vnitrˇn´ı obsah bloku. Vy´stupem algoritmu je
dokument rozdeˇleny´ podle jeho vizua´ln´ıch vlastnost´ı na jednotlive´ bloky.
Burget [2] ve sve´ pra´ci popisuje algoritmus, ktery´ pracuje ve 4 kroc´ıch. Nejprve vykresl´ı
dokument, ktery´ je pote´ rozdeˇlen do blok˚u. V te´to kl´ıcˇove´ fa´zi jsou urcˇeny logicke´ seg-
menty, ktere´ mohou by´t uvazˇova´ny jako samostatne´. Na´sledneˇ je urcˇeno fina´ln´ı porˇad´ı jed-
notlivy´ch celk˚u a je generova´n jednoduchy´ HTML ko´d. Pro vykreslen´ı stra´nky je vyuzˇ´ıva´n
jizˇ zminˇovany´ na´stroj CSSBox [?]. Vy´stupem prvn´ı fa´ze je strom blok˚u, kdy je blokem
rozumeˇn obde´ln´ıkovy´ u´tvar, ktery´ nen´ı skryty´. Ve fa´z´ı segmentace jsou nale´za´ny logicke´
celky. Samotny´ proces sesta´va´ ze 3 fa´z´ı. Detekce jednotva´rny´ch oblast´ı, kdy oblast tvorˇ´ı
soused´ıc´ı bloky s konzistentn´ım stylem. Dalˇs´ı fa´zi je detekce nadpis˚u na za´kladeˇ vlast-
nosti fontu. Posledn´ı fa´zi tohoto kroku je detekce logicky´ch celk˚u, ktere´ se skla´daj´ı z v´ıce
blok˚u. Jako vy´choz´ı bod se vyuzˇ´ıvaj´ı detekovane´ nadpisy. Vy´sledkem tohoto kroku je strom
vizua´ln´ıch oblast´ı a informac´ı o nich. Na rozd´ıl od HTML ko´du je tato reprezentace mnohem
blizˇsˇ´ı lidske´mu vn´ıman´ı dokumentu. V kroku na´sleduj´ıc´ım se algoritmus snazˇ´ı prˇesunout
d˚ulezˇite´ oblasti k zacˇa´tk˚u dokumentu. Porˇad´ı zby´vaj´ıc´ıch cˇa´sti se snazˇ´ı zachovat, aby nebyla
narusˇena konzistence obsahu. Na konec je vytvorˇen jednoduchy´ HTML ko´d skla´daj´ıc´ı se v
podstateˇ pouze z element˚u <div> pro kazˇdy´ logicky´ celek a pro textove´ bloky, ktery´m je
rovneˇzˇ prˇiˇrazen odpov´ıdaj´ıc´ı styl. Experimenta´ln´ı vy´sledky ukazuj´ı, zˇe algoritmus funguje
spolehliveˇ pro veˇtsˇinu testovany´ch stra´nek.
2.3.2 Metody se strojovy´m ucˇen´ım
Kunc a Burget [7] ve sve´m prˇ´ıspeˇvku popisuj´ı zp˚usob klasifikace dokument˚u na za´kladeˇ
jejich vizua´ln´ıch rys˚u. V prvn´ım kroku prova´d´ı rekonstrukci vy´sledne´ podoby dokumentu.
Tento krok vyzˇaduje kompletn´ı renderova´n´ı stra´nky, ktere´ mu˚zˇe by´t dosti na´rocˇne´. Pote´
jsou pro kazˇdou oblast ze z´ıskane´ hierarchicke´ struktury urcˇeny jejich vy´znamne´ vizua´ln´ı
rysy a na za´kladeˇ teˇch jsou oblasti spojova´ny do veˇtsˇ´ıch celk˚u. Nakonec jsou pro kazˇdy´ celek
vypocˇ´ıta´ny r˚uzne´ vizua´ln´ı atributy a na za´kladeˇ teˇch je provedena analy´za. Zminˇovany´mi
vlastnostmi jsou pr˚umeˇrna´ velikost p´ısma, prˇevazˇuj´ıc´ı va´ha p´ısma, prˇevazˇuj´ıc´ı styl p´ısma
(skloneˇne´ nebo norma´ln´ı), pocˇet oblast´ı v okol´ı, pocˇet znak˚u textu, pocˇet cˇ´ıslic, maly´ch
3http://docs.seleniumhq.org/
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a velky´ch p´ısmen abecedy a mezer v textu, sveˇtelnost textu a pozad´ı, a nakonec kontrast.
Na za´kladeˇ vypocˇteny´ch atribut˚u je pak mozˇne´ detekovat naprˇ´ıklad text cˇla´nku, protozˇe jak
je v pra´ci popsa´no, tento text je veˇtsˇinou veˇtsˇ´ı nezˇ je pr˚umeˇrna´ velikost textu v dokumentu
a obsahuje delˇs´ı, souvisly´ text. Pro klasifikaci byl vyuzˇit volneˇ dostupny´ na´stroj Weka. i kdyzˇ
tato pra´ce nesouvis´ı prˇ´ımo s extrakc´ı hlavn´ıho textu z dokumentu, lze veˇtsˇinu poznatk˚u
a popisovany´ postup vyuzˇ´ıt i prˇi rˇesˇen´ı tohoto proble´mu.
Obra´zek 2.2: Postup prˇi detekci hlavn´ıho obsahu na za´kladeˇ vizua´ln´ıch vlastnost´ı
2.4 Metody pracuj´ıc´ı na u´rovn´ı DOM
Tyto metody vyzˇaduj´ı pro analy´zu pouze zdrojovy´ ko´d dokumentu ve forma´tu HTML
nebo XML resp. jejich objektovy´ model dokumentu. Dalˇs´ı informace o stra´nce, jako jsou
kaska´dove´ styly nebo soubory se skripty, nejsou vyzˇadova´ny. Dokument je na za´kladeˇ
r˚uzny´ch vlastnost´ı textu, struktury a dalˇs´ıch ukazatel˚u analyzova´n a na za´kladeˇ teˇchto
ukazatel˚u je detekova´n hlavn´ı obsah. Existuje v´ıce zp˚usob˚u jak tyto metody vyuzˇ´ıt v praxi
a jak je implementovat.
Prˇed neˇkolika lety, byla extrakce textu pomeˇrneˇ jednoducha´. Webove´ dokumenty ne-
byly prˇ´ıliˇs komplexn´ı a struktura stra´nky byla tvorˇena veˇtsˇinou pomoc´ı tabulky. Naprˇ´ıklad
McKeown et al. [8] popisuje zp˚usob jaky´m z´ıska´vaj´ı hlavn´ı obsah pa´r slovy. Pokud vybrana´
bunˇka tabulky obsahuje po odstraneˇn´ı znacˇek a odkaz˚u v´ıce znak˚u nezˇ je nastaveny´ pra´h,
je toto povazˇova´no za hlavn´ı obsah.
V dnesˇn´ı dobeˇ je vsˇak situace jina´. Struktura HTML je slozˇiteˇjˇs´ı, tabulkove´ rozvrzˇen´ı
je zrˇ´ıdkakdy pouzˇ´ıva´no a nezˇa´douc´ı prvky, jako je naprˇ´ıklad reklama, se cˇasto vyskytuj´ı
i mezi textem.
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2.4.1 Metody bez strojove´ho ucˇen´ı
Kohlschu¨tter et al. [6] prˇedstavuje postup pro detekci genericke´ho obsahu, tud´ızˇ rozdeˇlen´ı
dokumentu na genericky´ obsah a hlavn´ı text, zalozˇeny´ na za´kladn´ıch vlastnostech textu.
Nejprve je dokument rozdeˇlen do atomicky´ch blok˚u a pote´ jsou pro kazˇdy´ blok zjiˇsteˇny
jeho vlastnosti. Beˇhem deˇlen´ı dokumentu na atomicke´ bloky, je obsah neˇktery´ch znacˇek
prˇ´ımo odstranˇova´n, jelikozˇ je doprˇedu jasne´, zˇe tyto znacˇky neobsahuj´ı hlavn´ı obsah. Jedine´
znacˇky, ktere´ jsou v bloc´ıch ponecha´ny jsou odkazy. Pote´ jsou bloky analyzova´ny prˇedevsˇ´ım
podle dvou vlastnost´ı, pocˇtu slov a hustoty odkaz˚u. Vy´sledky ukazuj´ı, zˇe i pomoc´ı takto
jednoduche´ho rˇesˇen´ı lze dosahovat velmi prˇesny´ch vy´sledk˚u. Algoritmus implementovany´
na za´kladeˇ te´to studie nese na´zev boilerpipe. V za´kladn´ım extraktoru je pro analy´zu vyuzˇit
rozhodovac´ı strom, zalozˇeny´ ve vy´sledku pouze na hustoteˇ odkaz˚u a pocˇtu slov, jak pro
aktua´ln´ı blok, tak pro prˇedchoz´ı a na´sleduj´ıc´ı. i prˇesto, zˇe prˇi implementaci bylo vyuzˇito
na´stroje Weka, rˇad´ım tento algoritmus mezi metody bez strojove´ho ucˇen´ı, jelikozˇ ve fina´le
je pouzˇit hotovy´ rozhodovac´ı strom. Na´stroj Weka byl pouzˇit pouze pro zjiˇsteˇn´ı idea´ln´ıch
prah˚u.
Vieira et al. [13] popisuje postup liˇs´ıc´ı se od prˇedchoz´ıch. Detekci a odstranˇova´n´ı ge-
nericke´ho obsahu prova´d´ı na za´kladeˇ znalosti v´ıce podobny´ch stra´nek. i kdyzˇ se na prvn´ı
pohled mu˚zˇe zda´t, zˇe toto rˇesˇen´ı je neefektivn´ı, kv˚uli nutnosti stahova´n´ı v´ıce stra´nek, nen´ı
tomu tak. Alesponˇ ne v prˇ´ıpadeˇ, kdy je analyzova´no v´ıce dokument˚u z jedne´ dome´ny. V
tomto prˇ´ıpadeˇ je nevy´hoda nutnosti v´ıce stra´nek eliminova´na, jelikozˇ bychom je museli tak
cˇi onak z´ıskat. z vy´sledku je videˇt, zˇe tato metoda dosahuje velmi uspokojivy´ch vy´sledk˚u
a je aplikovatelna´ na te´meˇrˇ jaky´koliv dokument, neza´visle na oboru. Nutnost´ı je vsˇak mı´t
alesponˇ dva dokumenty se stejnou nebo alesponˇ podobnou strukturou.
Pomika´lek a jeho jusText [10] vyuzˇ´ıva´ jednoduche´ heuristiky pro detekci. Vycha´z´ı
z prˇedpoklad˚u, zˇe kra´tke´ bloky obsahuj´ıc´ı odkaz jsou te´meˇrˇ vzˇdy genericky´m obsahem
a tote´zˇ tvrd´ı o bloc´ıch obsahuj´ıc´ıch velke´ mnozˇstv´ı odkaz˚u. Da´le tvrd´ı, zˇe dlouhe´ bloky
obsahuj´ıc´ı gramaticky´ text jsou veˇtsˇinou hlavn´ım obsahem, a naopak jine´ dlouhe´ bloky
jsou te´meˇrˇ vzˇdy genericky´m obsahem. Nakonec jesˇteˇ zava´d´ı tvrzen´ı, ktere´ rˇ´ıka´, zˇe bloky
obsahuj´ıc´ı hlavn´ı text veˇtsˇinou tvorˇ´ı shluky, cozˇ znamena´, zˇe blok s genericky´m obsahem
je cˇasto obklopen jiny´mi bloky s genericky´m obsahem a analogicky pro hlavn´ı obsah. Jeho
algoritmus se skla´da´ ze 3 hlavn´ıch cˇa´sti. Postupneˇ jsou to preprocessing, bezkontextova´
analy´za a kontextova´ analy´za. V prvn´ı cˇa´sti zbavuje dokument zbytecˇny´ch znacˇek. Beˇhem
bezkontextove´ analy´zy rozdeˇluje jednotlive´ bloky do na´sleduj´ıc´ıch trˇ´ıd:
• sˇpatne´ - genericky´ obsah
• dobre´ - hlavn´ı obsah
• kra´tke´ - nelze rozhodnout, prˇ´ıliˇs kra´tky´ blok
• te´meˇrˇ dobre´ - na pomez´ı mezi dobry´mi a kra´tkymi
Toto rozdeˇlen´ı je prova´deˇno pomoc´ı vyhodnocen´ı trˇ´ı vlastnost´ı, a to hustoty odkaz˚u, pocˇtu
stopslov a pocˇtu slov v bloku. V posledn´ı fa´zi je za pomoc´ı kontextove´ analy´zy rozhodnuto
zda jednotlive´ kra´tke´ a te´meˇrˇ dobre´ bloky jsou dobre´ poprˇ. sˇpatne´. Te´meˇrˇ dobre´ bloky
soused´ıc´ı s alesponˇ jedne´ strany s dobry´m blokem, je vyhodnocen takte´zˇ jako dobry´. Kra´tke´
bloky soused´ıc´ı z obou stran s dobry´mi nebo te´meˇrˇ dobry´mi jsou oznacˇeny jako dobre´,
zby´vaj´ıc´ı jako sˇpatne´. Je d˚ulezˇite´ uve´st, zˇe jako soused´ıc´ı bloky v te´to analy´ze ignoruj´ı
bloky kra´tke´. Za´rovenˇ pokud se posloupnost kra´tky´ch nebo te´meˇrˇ dobry´ch blok˚u objevuje
na zacˇa´tku nebo na konci dokumentu, jsou tyto bloky ihned oznacˇeny jako sˇpatne´.
8
Evert [4] popisuje sv˚uj algoritmus pod jme´nem NCleaner. NCleaner ma´ dveˇ za´kladn´ı
u´rovneˇ zpracova´n´ı. Prvn´ı fa´ze ma´ za u´kol prˇipravit dokument na dalˇs´ı analy´zu. Jsou beˇhem
n´ı pomoc´ı regula´rn´ıch vy´raz˚u odstranˇova´ny nezˇa´douc´ı znacˇky vcˇetneˇ jejich obsahu (obra´zky,
komenta´rˇe a skripty), pote´ je dokument zkonvertova´n na cˇisteˇ textovy´. Da´le jsou odmaza´ny
lehce detekovatelne´ prvky genericke´ho obsahu, naprˇ. ty, ktere´ obsahuj´ı mnoho znak˚u |.
Druhou fa´z´ı je samotne´ ja´dro algoritmu, sesta´vaj´ıc´ı z dvou samostatny´ch znakovy´ch n-
gram [14] jazykovy´ch model˚u, jeden pro ”spra´vny´”a druhy´ pro ”sˇpatny´”text. Tyto modely
jsou pouzˇity na kazˇdou cˇa´st dokumentu a pokud model pro sˇpatny´ text vypocˇ´ıta´ veˇtsˇ´ı
pravdeˇpodobnost, je tato cˇa´st povazˇova´na za genericky´ obsah a tud´ızˇ odstraneˇna.
Z existuj´ıc´ıch na´stroj˚u jesˇteˇ zmı´n´ım Readability4. Tento na´stroj byl ze zacˇa´tk˚u pouze
jednoduchy´m algoritmem naprogramovany´m v Javascriptu, postupneˇ byl vsˇak prˇetvorˇen
na kompletn´ı platformu pro extrakci hlavn´ıho textu cˇla´nku a usnadneˇn´ı cˇten´ı. K extrakci
vyuzˇ´ıva´ jednoduchy´ch heuristik, kdy ohodnocuje bloky pozitivneˇ cˇi negativneˇ na za´kladeˇ
r˚uzny´ch textovy´ch vlastnost´ı a vlastnost´ı na u´rovn´ı znacˇek cˇi jejich atribut˚u. Vy´sledne´ sko´re
jednotlivy´ch blok˚u jsou porovna´ny v˚ucˇi urcˇite´mu prahu a na za´kladeˇ vy´sledku je rozhodnuto
zda blok vyhovuje hlavn´ımu textu cˇi ne.
2.4.2 Metody se strojovy´m ucˇen´ım
Pasternack et al. [9] popisuje metodu zameˇrˇenou na dokumenty se cˇla´nky, ktera´ je schopna
se vyporˇa´dat i s dokumenty, ktere´ nejsou tvorˇene´ pomoc´ı tabulek. Proble´m rozdeˇluje do
dvou cˇa´sti. Detekce zda stra´nka obsahuje cˇla´nek a zjiˇsteˇn´ı kde prˇesneˇ cˇla´nek zacˇ´ına´ a kde
koncˇ´ı. V cˇa´sti druhe´ navrhuje odstranit ze cˇla´nku reklamy a jine´ nezˇa´douc´ı prvky. Pro tento
u´kon popisuje jednoduchou heuristiku, ktera´ nejdrˇ´ıve odstran´ı obsah uvnitrˇ vsˇech znacˇek
<iframe> a <table> a pote´ odstran´ı obsah vsˇech znacˇek <div>, obsahuj´ıc´ıch znacˇky odkaz
(<a>), <iframe>, <table>, <img>, <embed>, <applet> nebo <object>. Prˇi implementaci
byl pouzˇit naivn´ı bayesovsky´ klasifika´tor [15] pracuj´ıc´ı na za´kladeˇ pouze dvou jev˚u: tri-
gramy a nejblizˇsˇ´ı neuzavrˇena´ znacˇka. Vstupem pro klasifika´tor jsou pouze dveˇ za´kladn´ı
vlastnosti, a to trigramy a posledn´ı neuzavrˇeny´ element. Byly zkousˇeny rovneˇzˇ dalˇs´ı vlast-
nosti jako bigramy, unigramy a posledn´ı dva neuzavrˇene´ elementy, nicme´neˇ experimenta´lneˇ
bylo zjiˇsteˇno, zˇe na prˇesnost algoritmu to nema´ zˇa´dny´ vliv. Pro strojove´ ucˇen´ı byl zvoleno
ucˇen´ı s ucˇitelem a kombinovane´ ucˇen´ı, prˇicˇemzˇ druhe´ zminˇovane´ poda´valo lepsˇ´ı vy´sledky.
Kombinovane´ ucˇen´ı spocˇ´ıvalo v naucˇen´ı na tre´novac´ı mnozˇineˇ, predikce extrakce z nea-
notovany´ch dokument˚u a iterace, kdy byly nalezeny d˚ulezˇite´ va´hy v mnozˇineˇ vybrany´ch
dokument˚u, natre´novan´ı nove´ho Bayessovske´ho klasifika´toru pomoc´ı trigramu˚ a predikce
nove´ extrakce pro dalˇs´ı dokumenty. Vy´sledky experiment˚u jasneˇ dokazuj´ı velice dobrou
prˇesnost algoritmu.
Scha¨fer [11] ve sve´ pra´ci popisuje algoritmus vyuzˇ´ıvaj´ıc´ı MLP (Multilayer Perceptrons)
cozˇ je v´ıcevrstva´ umeˇla´ neuronova´ s´ıt’. Pro klasifikaci vyuzˇ´ıva´ mnoho r˚uzny´ch vlastnost´ı.
Vlastnosti spojene´ se znacˇkami jako jsou naprˇ. pomeˇr znacˇek v bloku a typ obaluj´ıc´ı znacˇky
(<article>, <div> apod.). Vlastnosti souvisej´ıc´ı s odkazy (pocˇet emailovy´ch adres v bloku),
de´lka textu a jeho pozice v ra´mci dokumentu. Da´le vyuzˇ´ıva´ vlastnosti na u´rovn´ı jednot-
livy´ch znak˚u. Hodnot´ı pomeˇr interpunkcˇn´ıch zname´nek, velky´ch p´ısmen, cˇ´ısel, znak˚u abe-
cedy a konecˇneˇ vy´skyt copyright znaku. Posledn´ı dveˇ vlastnosti, ktere´ vyuzˇ´ıva´ ke klasifi-
kaci, jsou lingvisticke´ (pr˚umeˇrna´ de´lka veˇty, jejich pocˇet a posledn´ı znak veˇty) a vlastnosti
ty´kaj´ıc´ı se cele´ho dokumentu (typ dokumentu - doctype a proporce znacˇek). Vsˇechny tyto
vlastnosti jsou vyja´drˇeny jako normalizovane´ sko´re v rozmez´ı od −1 resp. 0 po 1. Toto je
4https://www.readability.com/
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rozmez´ı hodnot nutne´ pro vstup MLP. Jako tre´novac´ı algoritmus byl v tomto prˇ´ıpadeˇ pouzˇit
algoritmus RPROP. Tre´novac´ı mnozˇina sesta´vala z jednotlivy´ch blok˚u, kdy sˇpatne´ bloky
byly oznacˇeny hodnotou −0, 1 a spra´vne´ hodnotou 1. Experimenta´ln´ı vy´sledky ukazuj´ı, zˇe
algoritmus funguje velmi dobrˇe.
Spousta et al. [12] prezentuje ve sve´ pra´ci prˇ´ıstup zalozˇeny´ na CRF (Conditional ran-
dom field). Je to statisticka´ metoda cˇasto vyuzˇ´ıvana´ prˇi rozpozna´van´ı vzor˚u a strojove´m
ucˇen´ı, a vy´stupem je strukturovana´ predikce. Samotny´ proces extrakce sesta´va´ z neˇkolika
krok˚u. Nejdrˇ´ıve jsou dokumenty filtrova´ny na za´kladeˇ jednoduche´ho ngram klasifika´toru,
a nevyhovuj´ıc´ı jsou zahozeny. Pote´ prob´ıha´ standardizace dokument˚u a vy´stupem jsou
validn´ı dokumenty, ktere´ jsou na´sledneˇ vycˇiˇsteˇny od nepotrˇebny´ch znacˇek (skripty, styly,
objekty atd.). Na´sledneˇ prob´ıha´ identifikace textovy´ch blok˚u, pro ktere´ jsou v na´sleduj´ıc´ım
kroku z´ıska´ny jejich vlastnosti. Prˇedposledn´ım krokem je ucˇen´ı klasifika´toru s ucˇitelem,
kdy tre´novac´ı mnozˇina obsahuje bloky manua´lneˇ oznacˇene´ jako hlavicˇka, text a ostatn´ı. Po
naucˇen´ı klasifika´toru je jizˇ mozˇno extrahovat hlavn´ı text, kdy jsou v dokumentu ponecha´ny
pouze bloky oznacˇene´ jako hlavicˇka nebo text a ostatn´ı jsou zahozeny. Vlastnostmi, na
ktery´ch je klasifikace zalozˇena, jsou vlastnosti zalozˇene´ na znacˇka´ch (typ bloku), vlastnosti
zalozˇene´ na obsahu (absolutn´ı a relativn´ı pocˇty slov, znak˚u, duplika´t˚u apod.) a vlastnosti
zalozˇene´ na cele´m dokumentu (pozice, pocˇet slov, veˇt apod.).
2.5 Umeˇla´ neuronova´ s´ıt’
Umeˇla´ neuronova´ s´ıt’ je syste´m, zalozˇeny´ na fungova´n´ı biologicky´ch neuronovy´ch s´ıt´ı. [1]
S´ıt’ tvorˇ´ı vza´jemneˇ propojene´ neurony tak, zˇe vy´stup neuronu je vstupem neuron˚u jiny´ch.
Kazˇda´ s´ıt’ mus´ı obsahovat vstupn´ı vrstvu, vy´stupn´ı a libovolny´ pocˇet vrstev skryty´ch.
Pomoc´ı neuronovy´ch s´ıt´ı lze rˇesˇit mnoho r˚uzny´ch proble´mu˚, zejme´na pak ty, ktere´ by
byly rˇesˇitelne´ velmi obt´ızˇneˇ pomoc´ı klasicke´ho linea´rn´ıho programu, poprˇ´ıpadeˇ by nebyly
rˇesˇitelne´ v˚ubec. Mezi takove´to proble´my patrˇ´ı naprˇ´ıklad rozpozna´van´ı obrazu nebo rˇecˇi.
Dalˇs´ı vy´hodou je, zˇe v prˇ´ıpadeˇ selha´n´ı neuronu, s´ıt’ mu˚zˇe bez proble´mu pokracˇovat d´ıky jej´ı
paraleln´ı povaze. Umeˇla´ neuronova´ s´ıt’ je pomeˇrneˇ jednodusˇe implementovatelna´ a mu˚zˇe
by´t vyuzˇita ve veˇtsˇineˇ aplikac´ı. Mezi hlavn´ı nevy´hody patrˇ´ı nutnost neuronovou s´ıt’ naucˇit.
Jednak je trˇeba mı´t k dispozici vhodnou a pomeˇrneˇ velkou mnozˇinu tre´novac´ıch dat a jednak
je ucˇen´ı vy´pocˇetneˇ na´rocˇne´.
Existuj´ı dva za´kladn´ı modely pro ucˇen´ı umeˇle´ neuronove´ s´ıteˇ: ucˇen´ı s ucˇitelem a ucˇen´ı
bez ucˇitele. V prvn´ım prˇ´ıpadeˇ je s´ıti prˇedlozˇen vstup i pozˇadovany´ vy´stup. S´ıt’ vzˇdy vy-
hodnot´ı vstup a sv˚uj vy´stup porovna´ s pozˇadovany´m. Pokud se vy´stup liˇs´ı, je provedena
korekce vah poprˇ. prah˚u neuron˚u a proces je opakova´n, dokud nedosa´hneme na´mi stanovene´
minima´ln´ı chyby. V prˇ´ıpadeˇ ucˇen´ı bez ucˇitele nen´ı prˇedem zna´m vy´stup. Rozdeˇlen´ı vzor˚u
do skupin je cˇisteˇ v rezˇii neuronove´ s´ıteˇ.
Kazˇdy´ jednotlivy´ neuron v s´ıti obsahuje aktivacˇn´ı funkci. Tyto funkce mohou by´t bina´rn´ı
nebo spojite´, v za´vislosti na povaze neuronove´ s´ıteˇ. Aktivacˇn´ı funkce urcˇuj´ı zda neuron
bude na za´kladeˇ vstupu aktivova´n nebo z˚ustane v pasivn´ım mo´du. Nastaven´ı spra´vny´ch
aktivacˇn´ıch funkc´ı je steˇzˇejn´ı pro z´ıska´n´ı prˇesny´ch vy´sledk˚u.
2.5.1 Vı´cevrstva´ doprˇedna´ neuronova´ s´ıt’
Vı´cevrstve´ doprˇedne´ s´ıteˇ odstranˇuj´ı oproti jednovrstvy´m doprˇedny´m neuronovy´m s´ıt´ım
(perceptron˚um) neˇktera´ omezen´ı. Pro ucˇen´ı takovy´chto s´ıti se veˇtsˇinou pouzˇ´ıva´ metoda
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zpeˇtne´ho sˇ´ıˇren´ı (backpropagation) a jej´ı variace nebo take´ algoritmus Rprop (resilient bac-
kpropagation). U obou teˇchto algoritmu˚ se jedna´ o ucˇen´ı s ucˇitelem. Metoda zpeˇtne´ho sˇ´ıˇren´ı
funguje ve trˇech fa´z´ıch, sˇ´ıˇren´ı signa´lu smeˇrem doprˇedu, zpeˇtne´ sˇ´ıˇren´ı chyby a v posledn´ı fa´zi
jsou aktualizova´ny va´hy neuron˚u.
Vı´cevrstvy´ perceptron je mozˇne´ pouzˇ´ıt v mnoha oblastech a dosahuje velmi dobry´ch
vy´sledk˚u, v prˇ´ıpadeˇ, zˇe je pouzˇita kvalitn´ı mnozˇina tre´novac´ıch dat. z prˇedchoz´ıho tedy




V te´to pra´ci se zaby´va´m extrakci hlavn´ıho textu z webovy´ch dokument˚u zalozˇene´ na tex-
tovy´ch rysech. Pro tento prˇ´ıstup jsem se rozhodl prˇedevsˇ´ım proto, zˇe algoritmy zalozˇene´ na
te´to metodeˇ dosahuj´ı velmi dobry´ch vy´sledk˚u prˇi zachova´n´ı efektivity i prˇi male´ na´rocˇnosti
na vy´pocˇetn´ı vy´kon. Na na´sleduj´ıc´ıch rˇa´dc´ıch bude postupneˇ popsa´n na´vrh tohoto algo-
ritmu, od prˇedzpracova´n´ı p˚uvodn´ıho dokumentu, prˇes na´slednou analy´zu azˇ po samotnou
extrakci hlavn´ıho textu a vizualizaci vy´sledk˚u. Ja´dro programu, tedy samotna´ analy´za, bude
vyuzˇ´ıvat umeˇlou v´ıcevrstvou neuronovou s´ıt’. Na obra´zku 3.1 je zobrazen na´vrh programu
a rozdeˇlen´ı na jednotlive´ cˇa´sti a vstupy resp. vy´stupy jednotlivy´ch cˇa´st´ı.
Obra´zek 3.1: Na´vrh programu - jednotlive´ cˇa´sti
3.1 Prˇedzpracova´n´ı dokumentu
Aby mohl by´t webovy´ dokument potazˇmo HTML stra´nka da´le analyzova´n a mohlo doj´ıt
k extrakci hlavn´ıho textu, je trˇeba jej nejdrˇ´ıve dostat do podoby, se kterou bude moci
algoritmus da´le pracovat. Pro tento u´cˇel bude slouzˇit jaky´si preprocesor, jehozˇ vstupem
bude webovy´ dokument ve forma´tu HTML a vy´stupem bude posloupnost objekt˚u, ktere´
budeme nazy´vat za´kladn´ımi bloky.
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V prvn´ı fa´zi preprocesor dostane na vstupu HTML stra´nku, kterou pomoc´ı neˇktere´ho
z dostupny´ch syntakticky´ch analyza´tor˚u jazyka HTML prˇevede na DOM. Pote´ z doku-
mentu odstran´ı znacˇky, o ktery´ch v´ıme, zˇe urcˇiteˇ nemohou obsahovat hlavn´ı obsah. Nejdrˇ´ıve
bude tedy odstraneˇna cela´ znacˇka <head>, prˇicˇemzˇ budou ulozˇene´ neˇktere´ uzˇitecˇne´ infor-
mace, ktere´ tato znacˇka mu˚zˇe obsahovat. Takovouto informaci mu˚zˇe obsahovat naprˇ´ıklad
<title>, kterou mu˚zˇeme vyuzˇ´ıt prˇi na´sledne´ analy´ze. Na´sledneˇ se odstran´ı znacˇky jako
jsou <script>, <style>, <object> a dalˇs´ı s podobny´m se´manticky´m vy´znamem.
Posledn´ım u´konem v te´to cˇa´sti je jizˇ pomeˇrneˇ zredukovany´ DOM prˇeve´st do vnitrˇn´ı
reprezentace, tedy posloupnosti za´kladn´ıch blok˚u, ve stejne´m porˇad´ı, jako se nale´zaj´ı v
DOM. Beˇhem tohoto prˇevodu budou jesˇteˇ z DOM odstraneˇny vesˇkere´ rˇa´dkove´ znacˇky (naprˇ.
<span>, <strong>) a budou nahrazeny pouze jejich obsahem. Urcˇite´ znacˇky, jako naprˇ´ıklad
odkazy, budou pocˇ´ıta´ny a prˇiˇrazova´ny jako vlastnosti za´kladn´ıch blok˚u a pozdeˇji vyuzˇity
pro analy´zu. Za´kladn´ım blokem tedy budou ve vy´sledku blokove´ znacˇky obsahuj´ıc´ı text.
Za´kladn´ım blokem je vzˇdy blokovy´ HTML element, ktery´ neobsahuje zˇa´dne´ dalˇs´ı blokove´
elementy. Vy´jimku tvorˇ´ı elementy, ktere´ obsahuj´ı jak samotny´ text, tak blokove´ znacˇky. V
tomto prˇ´ıpadeˇ bude text obalen do nove´ znacˇky, stejne´ jako obaluj´ıc´ı, a bude z neˇj vytvorˇen
za´kladn´ı blok v za´vislosti, kde se text nacha´z´ı. Blokove´ elementy neobsahuj´ıc´ı text budou
automaticky ignorova´ny. Takte´zˇ budou ignorova´ny elementy obsahuj´ıc´ı pouze b´ıle´ znaky,
a posloupnosti v´ıce nezˇ jednoho b´ıle´ho znaku budou nahrazeny b´ıly´m znakem jedn´ım.
3.2 Analy´za dokumentu
Ta´to cˇa´st algoritmu bude mı´t za u´kol analy´zu jednotlivy´ch blok˚u a pozdeˇji na za´kladeˇ te´to
analy´zy detekovat a extrahovat hlavn´ı obsah dokumentu. Prˇi detekci jsem se rozhodl vyuzˇ´ıt
mnoho r˚uzny´ch vlastnost´ı zalozˇeny´ch jak na textovy´ch rysech, tak i na za´kladeˇ vlastnost´ı
samotny´ch blok˚u, jako je naprˇ´ıklad jejich pozice v posloupnosti a vlastnosti prˇedchoz´ıho
a na´sleduj´ıc´ıho bloku.
3.2.1 Textove´ rysy
Steˇzˇejn´ı roli prˇi rozhodova´n´ı, zda blok obsahuje cˇi neobsahuje hlavn´ı text, jsou textove´ rysy.
V te´to fa´zi analy´zy budeme zkoumat neˇktere´ z nich pro kazˇdy´ za´kladn´ı blok samostatneˇ.
Vypocˇ´ıta´ny budou parametry jako pr˚umeˇrna´ de´lka slov, pr˚umeˇrna´ de´lka veˇty, pocˇty veˇt
v bloku, pocˇet slov, pocˇet p´ısmen, pocˇet slov zacˇ´ınaj´ıc´ıch velky´m p´ısmenem a pocˇet slov
vysa´zeny´ch pouze verza´lkami.
Vsˇechny hodnoty mus´ı by´t prˇed vstupem do klasifika´toru, tedy neuronove´ s´ıteˇ norma-
lizova´ny a upraveny tak, aby byly v intervalu < 0, 1 >. Vsˇechny pocˇty jsou upraveny podle
vzorce vstup = 1pocet . Tedy pod´ıl pocˇtu dane´ vlastnosti v bloku v˚ucˇi maxima´ln´ımu nale-
zene´mu pocˇtu v dokumentu. U pr˚umeˇrny´ch de´lek bude situace podobna´ a bude se pocˇ´ıtat
analogicky.
3.2.2 Specia´ln´ı znaky
Jako dalˇs´ı ukazatel prˇi klasifikaci bude pocˇet vy´skytu r˚uzny´ch specia´ln´ıch znak˚u a slov v
bloku. Specia´ln´ı znaky budou v programu implicitneˇ nastaveny. Naprˇ´ıklad blok obsahuj´ıc´ı
znak ’ c©’ nen´ı veˇtsˇinou hlavn´ım obsahem ale paticˇkou. Navigacˇn´ı prvky stra´nky zase cˇasto
obsahuj´ı znak ’|’. Tyto znaky a rˇada jiny´ch budou v te´to fa´zi spocˇ´ıta´ny a pocˇty ulozˇeny
jako atributy blok˚u.
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Vstupem do neuronove´ s´ıteˇ je pak pouze prˇ´ıznak tedy hodnota 0 resp. 1 cozˇ odpov´ıda´
vy´znamu obsahuje resp. neobsahuje dany´ specia´ln´ı znak.
3.2.3 Hustotn´ı rysy
V te´to fa´zi jsou jizˇ zna´my za´kladn´ı ukazatele´ a pocˇty a z nich budou vypocˇ´ıta´ny dalˇs´ı.
Jednou z d˚ulezˇity´ch vlastnost´ı je hustota odkaz˚u v˚ucˇi pocˇtu slov poprˇ´ıpadeˇ hustota veˇt
obsahuj´ıc´ıch odkaz oproti veˇta´m bez odkazu. Dalˇs´ı ukazatele zalozˇene´ na hustoteˇ, ktere´ bu-
dou pocˇ´ıta´ny je pomeˇr slov vysa´zeny´ch verza´lkami oproti slov˚um obsahuj´ıc´ı male´ p´ısmena,
hustota specia´ln´ıch znak˚u, hustota slov obsahuj´ıc´ı v´ıce znak˚u nezˇli je pr˚umeˇrna´ de´lka slov
v bloku. Konecˇneˇ bude vypocˇ´ıta´na i hustota neˇktery´ch znacˇek v bloku v˚ucˇi textu.
Jelikozˇ hustota je pocˇ´ıta´na podle vzorce vstup = pocet vyskytu vlastnosticelkovy pocet , tedy pod´ıl pocˇtu
pocˇ´ıtane´ vlastnosti (naprˇ. odkaz˚u) v˚ucˇi celkove´mu pocˇtu (naprˇ. slov), nen´ı nutno hodnoty
da´le upravovat, protozˇe vy´sledkem je vzˇdy hodnota z pozˇadovane´ho intervalu. V prˇ´ıpadeˇ,
zˇe se ve jmenovateli objev´ı 0, je vy´sledkem 1.
3.2.4 Vnorˇene´ rˇa´dkove´ elementy
Prˇi analy´ze budeme bra´t ohled take´ na to, jake´ rˇa´dkove´ elementy za´kladn´ı blok obsahoval.
Naprˇ´ıklad pozitivn´ım zp˚usobem budeme hodnotit bloky se znacˇkami jako jsou <cite>,
<code> a dalˇs´ı.
Hodnoty pro vstup do klasifika´toru jsou v tomto prˇ´ıpadeˇ normalizova´ny stejneˇ jako
pocˇty u textovy´ch rys˚u.
3.2.5 Pozice v dokumentu
Prˇi zkouma´n´ı webovy´ch dokument˚u jsem zjistil, zˇe ve veˇtsˇineˇ prˇ´ıpad˚u jsou webove´ do-
kumenty strukturovane´ podobny´m zp˚usobem. Na zacˇa´tku se nale´za´ hlavicˇka na´sledova´na
hlavn´ım obsahem a r˚uzny´mi dalˇs´ımi bloky a na konci se nale´za´ paticˇka. Proto budou
za´kladn´ı bloky na okraj´ıch posloupnosti hodnoceny negativneˇ, kdezˇto naopak bloky bl´ızˇe
strˇedu pozitivneˇ.
Na vstup neuronove´ s´ıteˇ je v tomto prˇ´ıpadeˇ prˇivedena relativn´ı pozice v dokumentu,




Prˇi d˚ukladneˇjˇs´ım pohledu na HTML stra´nky nale´zaj´ıc´ı se na internetu jsem zjistil, zˇe cˇasto
lze cˇa´sti stra´nky rozpoznat na za´kladeˇ hodnot atribut˚u znacˇek. Naprˇ´ıklad velice obl´ıbeny´m
pravidlem je oznacˇovat hlavicˇku, obsah a paticˇku pomoc´ı atribut˚u id nebo class s hod-
notami header, content, footer. Tyto a dalˇs´ı ukazatele zalozˇene´ na podobne´m principu
budou v navrhovane´m algoritmu vyuzˇity.
V tomto prˇ´ıpadeˇ jsou opeˇt na vstup klasifika´toru prˇivedeno pouze prˇ´ıznaky, tedy hod-
noty 0 nebo 1, zda blok nebo neˇktery´ z jeho rodicˇ˚u obsahuje pozitivneˇ hodnocenou trˇ´ıdu.
3.3 Klasifikace blok˚u
V prˇedchoz´ıch odstavc´ıch byla popsa´na veˇtsˇina vlastnost´ı, na za´kladeˇ ktery´ch budeme
prova´deˇt v te´to cˇa´sti klasifikaci jednotlivy´ch blok˚u.
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Pro samotnou klasifikaci jednotlivy´ch blok˚u bude vyuzˇita umeˇla´ doprˇedna´ v´ıcevrstva´
neuronova´ s´ıt’. S´ıt’ bude mı´t vstupn´ı vrstvu, vy´stupn´ı vrstvu s jedn´ım neuronem a trˇi
skryte´ vrstvy. Na vstup budou prˇivedeny hodnoty vlastnost´ı vypocˇ´ıtany´ch v prˇedchoz´ıch
kroc´ıch, nejdrˇ´ıve vsˇak budou tyto hodnoty normalizova´ny. Na vstupu budou rovneˇzˇ vlast-
nosti prˇedchoz´ıho a na´sleduj´ıc´ıho bloku. Pocˇet neuron˚u v jednotlivy´ch skryty´ch vrstva´ch
nelze doprˇedu urcˇit, a proto budou spra´vne´ pocˇty urcˇeny na za´kladeˇ d˚ukladne´ho testova´n´ı.
Rovneˇzˇ aktivacˇn´ı funkce neuron˚u ve vrstva´ch a strmost teˇchto funkc´ı bude trˇeba urcˇit azˇ
prˇi implementaci. Jako nejlepsˇ´ı ucˇ´ıc´ı algoritmus se jev´ı v tomto prˇ´ıpadeˇ metoda pruzˇne´ho
zpeˇtne´ho sˇ´ıˇren´ı chyby (resilient backpropagation, Rprop). Budou vsˇak odzkousˇeny i alter-
nativn´ı ucˇ´ıc´ı algoritmy.
Kritickou u´lohou bude spra´vne´ nastaven´ı hranicˇn´ıch hodnot. Vy´stupem neuronove´ s´ıteˇ
bude cˇ´ıslo v rozmez´ı < −1, 1 > a je trˇeba nastavit pra´h, kdy se ma´ s blokem zacha´zet jako
s blokem obsahuj´ıc´ım hlavn´ı text, blokem obsahuj´ıc´ım sˇablonu a kdy bude blok povazˇova´n
za te´meˇrˇ spra´vny´. Tyto prahy budou v programu nastaveny implicitneˇ, pravdeˇpodobneˇ ale
poskytnu mozˇnost je explicitneˇ prˇenastavit.
3.4 Na´sledna´ analy´za
Tato cˇa´st programu bude mı´t za u´kol cˇa´stecˇneˇ eliminovat chybovost neuronove´ s´ıteˇ. Jelikozˇ
se webove´ dokumenty veˇtsˇinou dosti liˇs´ı, mu˚zˇe doj´ıt prˇi klasifikaci i k znacˇne´ chybovosti.
Veˇtsˇinou se jedna´ o sˇpatne´ vyhodnocen´ı hlavn´ıho nadpisu, blok z dlouhy´m textem v paticˇce
mu˚zˇe by´t oznacˇen jako hlavn´ı text poprˇ. kra´tky´ text v ra´mci hlavn´ıho obsahu mu˚zˇe by´t
oznacˇen za nevyhovuj´ıc´ı. Veˇtsˇinu teˇchto nedostatk˚u se budu snazˇit v te´to fa´zi eliminovat
pomoc´ı r˚uzny´ch heuristik. Tuto cˇa´st bude mozˇno explicitneˇ zaka´zat.
3.4.1 Spolecˇne´ nadrˇazene´ znacˇky
Prˇi klasifikaci bude rovneˇzˇ bra´n ohled na nadrˇazene´ elementy. Da´ se totizˇ prˇedpokla´dat, zˇe
hlavn´ı obsah bude oddeˇlen od genericke´ho obsahu, tzn. bude obalen stejnou znacˇkou. Tato
znacˇka vsˇak mu˚zˇe by´t neˇkolik u´rovn´ı nad za´kladn´ım blokem. Proto bude nutne´ porovna´vat
u za´kladn´ıch blok˚u cesty k nadrˇazeny´m element˚um a tyto porovna´vat. Kazˇdy´ za´kladn´ı
blok bude mı´t ve vy´sledku ulozˇenou informaci o tom, se ktery´mi jiny´mi bloky ma´ spolecˇne´
nadrˇazene´ elementy. Zjistil jsem, zˇe tento ukazatel ve znacˇne´ mı´ˇre prˇisp´ıva´ k zprˇesneˇn´ı
klasifikace u teˇzˇko rozhodnutelny´ch blok˚u.
3.4.2 Vlastnosti sousedn´ıch blok˚u
Za prˇedpokladu, zˇe hlavn´ı obsah tvorˇ´ı souvisly´ text, lze u teˇzˇko rozhodnutelny´ch blok˚u
hodnotit i vlastnosti jejich soused˚u, a to na´sledovny´m zp˚usobem. Blok je povazˇova´n za
hlavn´ı obsah pokud se v jeho bl´ızke´m okol´ı nale´zaj´ı z obou stran bloky s hlavn´ım obsahem
nebo se blok nale´za´ bl´ızko zacˇa´tku a na´sleduj´ıc´ı blok je hlavn´ım obsah nebo analogicky
pro blok nale´zaj´ıc´ı se ke konci dokumentu. V opacˇne´m prˇ´ıpadeˇ je blok povazˇova´n sp´ıˇse za
genericky´ obsah. Za´rovenˇ bude zacha´zeno poneˇkud rozd´ılny´m zp˚usobem s r˚uzny´mi typy
blok˚u. Naprˇ´ıklad pro nadpis budou pravidla jina´ nezˇ je tomu naprˇ´ıklad u polozˇky seznamu.
3.4.3 Detekce zacˇa´tku hlavn´ıho obsahu
Du˚lezˇity´ ukazatel, ktery´ mu˚zˇe znacˇneˇ prˇispeˇt ke znacˇne´mu zvy´sˇen´ı prˇesnosti algoritmu, je
detekce, kde hlavn´ı obsah zacˇ´ına´. K tomu na´m mu˚zˇe pomoci obsah elementu <title> v
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<head>, protozˇe by´va´ dobry´m zvykem, zˇe tato znacˇka obsahuje alesponˇ jako podrˇeteˇzec
nadpis hlavn´ıho obsahu. Pokud prˇedpokla´da´me, zˇe nadpis je obsazˇen ve znacˇce <h1> poprˇ.
<h2>, pak lze pomeˇrneˇ jednoduchy´m postupem nale´zt zacˇa´tek hlavn´ıho textu. V prˇ´ıpadeˇ,
zˇe takovy´to nadpis byl nalezen, budou bloky nad nadpisem oznacˇeny za genericky´ obsah.
3.5 Rozhran´ı programu
Program bude vytvorˇen jako knihovna, s rozhran´ım pro prˇ´ıkazovy´ rˇa´dek a bude rovneˇzˇ
obsahovat jednoduche´ webove´ rozhran´ı.
3.5.1 Vy´stup programu
Vy´stupem programu bude kolekce jednotlivy´ch za´kladn´ıch blok˚u. Pomoc´ı metod, ktere´ bude
mı´t blok implementova´n, bude mozˇno prˇistoupit k vypocˇ´ıtany´m vlastnostem, zjistit zda je
blok hlavn´ım obsahem cˇi genericky´m obsahem atd.
3.5.2 Knihovna
Aby byla zarucˇena univerza´lnost, jednoducha´ instalace a mozˇna´ integrace do jiny´ch syste´mu,
bude program distribuova´n jako knihovna. Knihovnu bude pak mozˇno pouzˇ´ıt v jake´mkoliv
syste´mu napsane´m ve stejne´m jazyce a da´le pracovat s vy´stupem.
3.5.3 Webove´ rozhran´ı a vizualizace vy´sledk˚u
Webove´ rozhran´ı bude jednoduche´ a uzˇivatelsky prˇ´ıveˇtive´. Bude obsahovat pouze za´kladn´ı
funkcˇnost, zada´n´ı URL stra´nky, ze ktere´ se ma´ extrahovat text, vy´pis vsˇech blok˚u, vy´pis
blok˚u pouze z hlavn´ım obsahem a mozˇnost zaka´zat cˇi povolit na´slednou analy´zu. Ke
kazˇde´mu bloku bude kromeˇ textu zobrazeno jeho vy´sledne´ hodnocen´ı a typ elementu.
3.5.4 Prˇ´ıkazovy´ rˇa´dek
Program bude mozˇno spustit rovneˇzˇ prˇ´ımo z prˇ´ıkazove´ rˇa´dky, kdy na za´kladeˇ URL poprˇ. cesty
k souboru bude extrahova´n hlavn´ı text z dokumentu a na´sledneˇ zapsa´n do zadane´ho sou-




V te´to kapitole popisuji samotnou implementaci syste´mu. V samotne´m u´vodu kapitoly jsou
shrnuty ve zkratce technologie pouzˇ´ıvane´ pro tvorbu webovy´ch dokument˚u, implementacˇn´ı
jazyk a pouzˇite´ gemy (knihovny).
4.1 Znacˇkovac´ı jazyky pro tvorbu webovy´ch dokument˚u
Pro tvorbu webovy´ch dokument˚u se ve veˇtsˇineˇ prˇ´ıpad˚u vyuzˇ´ıva´ znacˇkovac´ıho jazyka HTML
(HyperText Markup Language). V soucˇasne´ dobeˇ prˇevazˇuj´ı dokumenty vytvorˇene´ za pomoc´ı
HTML ve verzi 4.011 nebo v HTML52. Vytva´rˇen´ı standard˚u pro HTML ma´ na starosti
konsorcium W3C3. i kdyzˇ je HTML5 v soucˇasnosti sta´le ve sta´diu na´vrhu a schva´len by
meˇl by´t azˇ prˇ´ıˇst´ım rokem, je jizˇ naprosto beˇzˇneˇ vyuzˇ´ıva´n. Oproti prˇedchoz´ım verz´ım jizˇ nen´ı
za´visly´ na SGML (Standard Generalized Markup Language), prˇida´va´ nove´ znacˇky a neˇktere´
zastarale´ odstranˇuje.
Pro vytva´rˇen´ı webovy´ch dokument˚u lze kromeˇ jazyka HTML vyuzˇ´ıt take´ XML (Ex-
tensible Markup Language), cozˇ je obecny´ znacˇkovac´ı jazyk a vycha´z´ı z jazyka SGML.
Stejneˇ jako HTML je standardizova´n a spravova´n konsorciem W3C4.
Jelikozˇ se zdrojovy´m ko´dem ve znacˇkovac´ıch jazyc´ıch nen´ı mozˇne´ pracovat prˇ´ımo, je
trˇeba je nejdrˇ´ıve interpretovat a t´ım z´ıskat reprezentaci dokumentu v DOM (Document
Object Model, objektovy´ model dokumentu). Dokument v te´to strukturˇe na´m pak umozˇnˇuje
jeho modifikaci, cˇten´ı a prohleda´va´n´ı.
4.2 Programovac´ı jazyk Ruby
Ruby je interpretovany´ skriptovac´ı programovac´ı jazyk. Dı´ky sve´ jednoduche´ syntaxi je
pomeˇrneˇ snadny´ k naucˇen´ı, prˇesto vsˇak dostatecˇneˇ vy´konny´, aby doka´zal konkurovat zna´meˇj-
sˇ´ım jazyk˚um jako je Python a Perl [16].
Ruby5 je plneˇ objektovy´m jazykem, cozˇ znamena´, zˇe vsˇe je objekt. Existuje neˇkolik
r˚uzny´ch interpret˚u Ruby, liˇs´ıc´ıch se zejme´na v jazyce, ve ktere´m jsou implementova´ny







GIL zarucˇuje, zˇe soucˇasneˇ mu˚zˇe vykona´vat pra´ci pouze jedno vla´kno. Pu˚vodn´ı, a dnes
pravdeˇpodobneˇ nejrozsˇ´ıˇreneˇjˇs´ı interpret jazyka Ruby pod na´zvem MRI (Matz’s Ruby In-
terpreter) GIL obsahuje.
Tento jazyk jsem zvolil pro implementaci syste´mu v ra´mci te´to pra´ce zejme´na pro poho-
dlny´ a rychly´ vy´voj. Rovneˇzˇ komunita kolem tohoto jazyka je pomeˇrneˇ rozsa´hla´ a dostup-
nost r˚uzny´ch knihoven je obsˇ´ırna´. Za´rovenˇ v ruby podobny´ syste´m nen´ı zat´ım implemen-
tova´n nebo nen´ı rozsˇ´ıˇren. Ruby je sta´le aktivneˇ vyv´ıjeno a d´ıky velke´mu za´jmu ze strany
vy´voja´rˇ˚u nic nenaznacˇuje tomu, zˇe by v bl´ızke´ budoucnosti tomu meˇlo by´t jinak. Tyto
d˚uvody prˇedurcˇuj´ı Ruby jako vhodny´ jazyk pro implementaci tohoto syste´mu.
Knihovny jsou v Ruby distribuova´ny pomoc´ı tzv. gemu˚. Instalace prob´ıha´ jednodusˇe po-
moc´ı prˇ´ıkazu gem install NAME, vsˇe ostatn´ı, od stazˇen´ı azˇ po instalaci vcˇetneˇ dokumentaci
jizˇ probeˇhne automaticky.
Ruby je soucˇasneˇ ve verzi 2, nicme´neˇ sta´le hojneˇ vyuzˇ´ıvana´ je rovneˇzˇ verze 1.9.3,
poprˇ. starsˇ´ı 1.9.2. Ja´ se zameˇrˇ´ım prima´rneˇ na vy´voj pro verzi >= 2.0.0, nebudu vsˇak
pouzˇ´ıvat konstrukce mozˇne´ pouze v te´to verzi, tud´ızˇ program by nemeˇl mı´t proble´m i s nizˇsˇ´ı
verz´ı Ruby.
Ruby jako takove´ neposkytuje jmenne´ prostory, lze je vsˇak nahradit modulem, ktery´
neimplementuje zˇa´dnou funkcionalitu, pouze obaluje dane´ trˇ´ıdy nebo moduly. Toto se v
praxi hojneˇ vyuzˇ´ıva´ a bude rovneˇzˇ pouzˇito v te´to pra´ci. Vy´hodou tohoto rˇesˇen´ı je eliminace
konflikt˚u mezi na´zvy trˇ´ıd prˇi pouzˇit´ı gemu v syste´mu.
4.3 Pouzˇite´ gemy
Nı´zˇe pop´ıˇsu steˇzˇejn´ı gemy prˇi vy´voji programu. Podp˚urne´ gemy zde neuva´d´ım, jelikozˇ se
jedna´ veˇtsˇinou pouze o r˚uzna´ vylepsˇen´ı nebo za´vislosti gemu jiny´ch.
4.3.1 Syntakticky´ analyza´tor Nokogiri
Nokogiri6 je nejpouzˇ´ıvaneˇjˇs´ım syntakticky´m analyza´torem pro XML a HTML v Ruby. Ob-
sahuje prˇehledne´ rozhran´ı, prˇ´ıstup k element˚um pomoc´ı r˚uzny´ch za´pisu jako je XPath nebo
CSS notace, je flexibiln´ı a porad´ı si i s nevalidn´ımi cˇi posˇkozeny´mi dokumenty. Umozˇnˇuje
vesˇkerou manipulac´ı s DOM, cˇten´ı, za´pis nebo modifikaci jizˇ existuj´ıc´ıch element˚u.
4.3.2 Umeˇla´ neuronova´ s´ıt’ RubyFann
RubyFann7 je gem, ktery´ umozˇnˇuje pouzˇ´ıt prˇ´ımo v Ruby volneˇ sˇ´ıˇrenou knihovnu FANN
(Fast Artificial Neural Network)8, implementovanou v jazyce C. Tato knihovna zvla´da´ jak
plneˇ propojene´ tak pouze cˇa´stecˇneˇ propojene´ neuronove´ s´ıteˇ. Knihovna dovoluje pomeˇrneˇ
rozsa´hle´ a podrobne´ nastaven´ı. Pro ucˇen´ı lze vyuzˇ´ıt cˇtyrˇ r˚uzny´ch variac´ı metody zpeˇtne´ho
sˇ´ıˇren´ı chyby, mezi jiny´mi podporuje i algoritmus RProp. Aktivacˇn´ı funkci i jej´ı strmost lze
jednodusˇe nastavit pro kazˇdou vrstvu zvla´sˇt’, pro vsˇechny skryte´ vrstvy najednou a v prˇ´ıpadeˇ
potrˇeby lze nastavit aktivacˇn´ı funkci pro kazˇdy´ neuron zvla´sˇt’. Prˇi ucˇen´ı je potrˇeba zvolit
maxima´ln´ı pocˇet epoch, po kolika epocha´ch se ma´ vypsat na vy´stup aktua´ln´ı stav ucˇen´ı





z prˇipravene´ho souboru. Natre´novanou s´ıt’ lze jednodusˇe ulozˇit do souboru pro pozdeˇjˇs´ı
pouzˇit´ı, kdy je s´ıt’ nacˇtena prˇ´ımo ze souboru a nen´ı trˇeba nove´ho ucˇen´ı.
4.3.3 Dome´noveˇ specificky´ jazyk Sinatra
Sinatra9 je intern´ı dome´noveˇ specificky´ jazyk napsany´ v Ruby, urcˇen pro tvorˇen´ı maly´ch
webovy´ch aplikac´ı v Ruby. Umozˇnˇuje jednoduchy´m zp˚usobem definovat cesty URL, a defi-
novat jejich chova´n´ı. Sinatra je navrzˇena´ tak, aby za´pis cesty a chova´n´ı byl co nejjednodusˇsˇ´ı
a nejkratsˇ´ı, viz. Zdrojovy´ ko´d 4.1
# app . rb
r e q u i r e ” s i n a t r a ”
get ”/” do
”Ahoj sve t e ! ”
end
Zdrojovy´ ko´d 4.1: Prˇ´ıklad aplikace ”Ahoj svete”v Sinatrˇe
4.3.4 Verzovac´ı syste´m Git
Git10 je jeden z nejzna´meˇjˇs´ıch a nejrozsˇ´ıˇreneˇjˇs´ıch distribuovany´ch syste´mu spra´vy verz´ı.
Prˇi vy´voji jej pouzˇ´ıva´m pro udrzˇova´n´ı verz´ı ko´du. Git byl p˚uvodneˇ vytvorˇen Linusem
Torvaldsem a byl urcˇen pro vy´voj ja´dra Linuxu. Pozdeˇji se vsˇak d´ıky sve´ univerza´lnosti
a dobre´ pouzˇitelnosti masivneˇ rozsˇ´ıˇril a dnes jej pouzˇ´ıva´ mnoho dalˇs´ıch velky´ch i maly´ch
projekt˚u. Jedna´ se o svobodny´ software.
4.4 Kostra programu
Prˇed samotnou implementac´ı programu jsem si vytvorˇil za´kladn´ı kostru programu. Kostra
obsahuje pouze nezbytne´ adresa´rˇe a soubory. Za´kladem kazˇde´ modern´ı aplikace v Ruby
je soubor Gemfile, ve ktere´m definujeme gemy, ktere´ bude aplikace vyuzˇ´ıvat. Standardn´ı
gemy, ktere´ obsahuje jazyk Ruby, nen´ı trˇeba uva´deˇt, uva´d´ı se pouze gemy trˇet´ıch stran.
Definice pomocny´ch u´loh, ktere´ jsou spousˇteˇny prˇ´ımo z prˇ´ıkazove´ rˇa´dky jsou obsazˇeny
v souboru Rakefile. Jelikozˇ jsem jizˇ od zacˇa´tku pocˇ´ıtal se sˇ´ıˇren´ım programu v podobeˇ
gemu, vesˇkery´ ko´d potrˇebny´ k fungova´n´ı aplikace je umı´steˇn v adresa´rˇi lib. Program jsem
nazval Textractor, tud´ızˇ jsem vytvorˇil jesˇteˇ v adresa´rˇi lib soubor textractor.rb, ktery´
bude obsahovat potrˇebne´ prˇ´ıkazy pro prˇipojen´ı potrˇebny´ch gemu˚ a take´ za´kladn´ı modul
Textractor, ktery´ je v tomto kontextu pouzˇit jako jmenny´ prostor, protozˇe klasicke´ jmenne´
prostory v Ruby neexistuj´ı. Po vytvorˇen´ı kostry jsem udeˇlal inicializacˇn´ı commit do Gitu.
Commity jsem prova´deˇl da´le vzˇdy, kdyzˇ byla prˇida´na nova´ funkcˇnost, poprˇ. opravena´ chyba.
4.5 Za´kladn´ı modul
Za´kladn´ım modulem aplikace, jak uzˇ bylo zmı´neˇno vy´sˇe je modul Textractor. Tento mo-




blokovy´ nebo rˇa´dkovy´. Neˇktere´ ve skutecˇnosti blokove´ elementy jsem prˇerˇadil k rˇa´dkovy´m
a opacˇneˇ, zejme´na kv˚uli tomu, zˇe se veˇtsˇinou ve skutecˇnosti pouzˇ´ıvaj´ı v jine´m kontextu
nezˇ byly p˚uvodneˇ navrhnuty. Da´le modul obsahuje trˇ´ıdy HTTPClient, Configuration,
Preprocessor, Analyser, PostAnalyser, Block, BlockFeatures, BlockCollection a App.
Jak jednotlive´ trˇ´ıdy mezi sebou interaguj´ı je mozˇne´ videˇt na Obra´zku 4.1.
Obra´zek 4.1: Diagram trˇ´ıd a vztah˚u mezi nimi
4.6 Konfigurace a HTTP klient
Trˇ´ıda Configuration implementuje nacˇ´ıta´n´ı konfiguracˇn´ıho souboru z adresa´rˇe config
a poskytuje prˇ´ıstup k polozˇka´m konfigurace. Prˇesto, zˇe v jazyce Ruby neexistuj´ı staticke´
trˇ´ıdy jak je zna´me trˇeba z C++, tato trˇ´ıda je takto mysˇlena. Pro prˇ´ıstup ke konfiguraci
obsahuje pouze trˇ´ıdn´ı metody, tud´ızˇ nen´ı potrˇeba jej´ı instanciace. Nacˇteny´ konfiguracˇn´ı
soubor je ulozˇen do trˇ´ıdn´ı promeˇnne´, je tedy nacˇten pouze jednou.
Pro stazˇen´ı dokumentu z internetu slouzˇ´ı objekt trˇ´ıdy HTTPClient, ktery´ obaluje roz-
hran´ı gemu curb, cozˇ je gem poskytuj´ıc´ı vazbu na knihovnu libcurl.
4.7 Vstup programu
Vstupem aplikace mu˚zˇe by´t bud’ soubor nebo URL adresa webove´ho dokumentu, ktery´
ma´ by´t analyzova´n. Pokud je jako vstup uveden soubor pak je otevrˇen pro cˇten´ı a da´le
zpracova´va´n, pokud je na vstupu URL, je stra´nka nejdrˇ´ıve stazˇena s vyuzˇit´ım instance trˇ´ıdy
HTTPClient. V te´to chv´ıli jsou data prˇipravena´ k analy´ze a jsou prˇeda´na trˇ´ıdeˇ Preprocess
k prˇedzpracova´n´ı. Vstup programu je prˇeda´va´n beˇhem vytva´rˇen´ı nove´ instance trˇ´ıdy App.
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4.8 Prˇedzpracova´n´ı dokumentu
Tento proces zastrˇesˇuje trˇ´ıda Preprocess, ktera´ na vstupu obdrzˇ´ı webovy´ dokument ve
forma´tu HTML poprˇ. XML. Vy´stupem je pak kolekce neboli pole za´kladn´ıch blok˚u prˇiprave-
ny´ch k dalˇs´ı analy´ze.
Trˇ´ıda ma´ pouze dveˇ verˇejne´ metody. Metoda new jako parametr vyzˇaduje webovy´ doku-
ment ve formeˇ rˇeteˇzce. Metoda druha´, perform, jizˇ spousˇt´ı samotne´ prˇedzpracova´n´ı a jej´ı
na´vratovou hodnotou je pozˇadova´na kolekce blok˚u.
Prˇedzpracova´n´ı prob´ıha´ na´sleduj´ıc´ım zp˚usobem. Jizˇ prˇi vytvorˇen´ı instance je webovy´
dokument zpracova´n pomoc´ı Nokogiri a je ulozˇen pouze objektovy´ model dokumentu. Prˇi
zavola´n´ı metody perform je nejdrˇ´ıve z´ıska´n z dokumentu obsah elementu title pomoc´ı
metody get title a jeho obsah je ulozˇen pro dalˇs´ı pouzˇit´ı. Na´sledneˇ metoda remove head
z dokumentu odstran´ı cely´ element head resp. nahrad´ı promeˇnnou s dokumentem obsahem
elementu body. Nyn´ı jsou odstraneˇny zbytecˇne´ elementy, konkre´tneˇ: komenta´rˇe, script,
noscript, object, video, style, canvas, iframe, svg, embed. Odstranˇova´n´ı element˚u
prob´ıha´ pomoc´ı metody remove tags, ktere´ pomoc´ı parametru prˇeda´m na´zev elementu,
ktery´ je trˇeba odstranit. Na´sledneˇ je na za´kladeˇ takto zredukovane´ho dokumentu vytvorˇena
kolekce blok˚u. Rozdeˇlen´ı na bloky ma´ plneˇ ve sve´ rezˇii objekt trˇ´ıdy BlockCollection, jej´ızˇ
chova´n´ı bude popsa´no n´ızˇe. Pote´ jsou pomoc´ı metod remove blank blocks!
a remove whitespaces! z kolekce odstraneˇny pra´zdne´ bloky resp. bloky obsahuj´ıc´ı pouze
b´ıle´ znaky a posloupnosti dvou a v´ıce b´ıly´ch znak˚u v bloc´ıch jsou nahrazeny b´ıly´m znakem
jedn´ım. Nakonec kazˇde´mu bloku nastav´ım jeho pozici v ra´mci kolekce. T´ımto prˇedzpracova´n´ı
koncˇ´ı.
4.9 Kolekce blok˚u
Kolekce blok˚u je instanc´ı trˇ´ıdy BlockCollection, ktera´ deˇd´ı od trˇ´ıdy standardn´ı trˇ´ıdy
Array, a jej´ı chova´n´ı rozsˇiˇruje o dalˇs´ı metody a neˇktere´ z metod redefinuje. Konstruktor
vyzˇaduje na vstupu jeden povinny´ a jeden volitelny´ parametr, jmenoviteˇ: prˇedzpracovany´
objektovy´ model dokumentu a na´zev (title). V ra´mci instanciace trˇ´ıdy je prvn´ı z para-
metr˚u zkonvertova´n na pole za´kladn´ıch blok˚u cˇili jednotlive´ instance trˇ´ıdy Block.
Konvertova´n´ı prova´d´ı metoda convert. Metoda rekurzivneˇ procha´z´ı DOMem. Pro kazˇdy´
je pomoc´ı metody terminal node? zjiˇsteˇno, zda aktua´ln´ı element obsahuje neˇjake´ dalˇs´ı
blokove´ elementy. V prˇ´ıpadeˇ negativn´ıho vyhodnocen´ı metoda vola´ sama sebe a zanorˇuje
se da´le. V opacˇne´m prˇ´ıpadeˇ je na za´kladeˇ elementu vytvorˇen novy´ za´kladn´ı blok, vlozˇen do
kolekce a metoda se vynorˇuje zpeˇt.
Objekt si nav´ıc prˇi vytvorˇen´ı ulozˇ´ı pro dalˇs´ı pouzˇit´ı hodnotu parametru title.
4.10 Za´kladn´ı blok
Nejrozsa´hlejˇs´ı a steˇzˇejn´ı trˇ´ıdou cele´ho programu je Block. Kazˇda´ instance te´to trˇ´ıdy obsa-
huje instancˇn´ı promeˇnne´ pro origina´ln´ı element z objektove´ho modelu dokumentu, vyex-
trahovany´ a upraveny´ text pro potrˇeby programu, na´zev rodicˇe, cestu k elementu v ra´mci
dokumentu v XPath reprezentaci, atributy class a id vsˇech element˚u nadrˇazeny´ch, odkaz
na celou kolekci bloku aby mohl z´ıskat informace o svy´ch sousedech, pozici v ra´mci kolekce.
Kazˇdy´ objekt obsahuje rovneˇzˇ podp˚urne´ promeˇnne´ a metody pro dalˇs´ı zpracova´n´ı.
Do instancˇn´ı promeˇnne´ nn score bude ulozˇen vy´sledek z klasifikace pomoc´ı neuronove´
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s´ıteˇ a promeˇnna´ score bude mı´t fina´ln´ı hodnotu po na´sledne´ analy´ze. Pro vsˇechny vy´sˇe
zminˇovane´ promeˇnne´ jsou dostupne´ metody pro cˇten´ı hodnot a pro neˇktere´ rovneˇzˇ zapi-
sovacˇe. Pro analy´zu a na´slednou analy´zu jsou rovneˇzˇ prˇipraveny metody good? a bad? a ana-
logicky stejne´ metody s prˇedponou nn . Metody jako headline?, paragraph? apod. jsou
urcˇeny pro zjiˇst’ova´n´ı typu bloku. Metoda features slouzˇ´ı pro z´ıskan´ı vlastnost´ı bloku a jej´ı
na´vratovou hodnotou je instance trˇ´ıdy BlockFeatures.
Metody features data a data for neural slouzˇ´ı k z´ıskan´ı vstup˚u pro neuronovou s´ıt’.
Prvn´ı jmenovana´ vrac´ı normalizovane´ vlastnosti aktua´ln´ıho bloku, cˇili vsˇechny hodnoty
jsou v rozmez´ı < 0, 1 >, kdezˇto druha´ metoda vrac´ı i hodnoty pro prˇedchoz´ı a na´sleduj´ıc´ı
blok. Vy´stupy teˇchto metod jsou ulozˇeny do instancˇn´ıch promeˇnny´ch, aby prˇi dalˇs´ım vola´ni
nemusely by´t pocˇ´ıta´ny znovu.
4.11 Vlastnosti bloku
Pro z´ıska´n´ı a kalkulaci vlastnost´ı bloku vyuzˇ´ıva´m trˇ´ıdu BlockFeatures. Samotna´ trˇ´ıda
sesta´va´ z neˇkolika za´kladn´ıch metod pro z´ıskan´ı slov, veˇt a odkaz˚u. Do trˇ´ıdy jsou vsˇak
prˇipojeny jednotlive´ moduly neboli mixiny, ktere´ implementuj´ı pomoc´ı zmı´neˇny´ch za´kladn´ıch
metod dalˇs´ı propocˇty. Moduly se postupneˇ jmenuj´ı na´sledovneˇ Counts, Averages, Densities,
NestedElements a SpecialChars. Dle me´ho na´zoru je jizˇ z jejich na´zvu jasne´ jejich urcˇen´ı
a nen´ı potrˇeba je da´le popisovat.
Tato trˇ´ıda obsahuje nav´ıc instancˇn´ı metodu good parent class?, ktera´ zkouma´ trˇ´ıdy
a identifika´tory nadrˇazeny´ch element˚u, a v prˇ´ıpadeˇ nalezen´ı vhodne´ hodnoty vrac´ı true
jinak false. Tato metoda je d˚ulezˇita´ beˇhem na´sledne´ analy´zy, ktera´ bude teprve popsa´na.
4.12 Implementace analy´zy dokumentu
Postup pro hlavn´ı analy´zu dokumentu je implementova´n ve trˇ´ıdeˇ Analyser. Konstruktor
akceptuje pouze jeden parametr block collection, ve ktere´m prˇeda´me objektu kolekci
blok˚u. Dalˇs´ı a posledn´ı verˇejnou metodou je perform, podobneˇ jako u trˇ´ıdy Preprocess.
Tato metoda pomoc´ı neuronove´ s´ıteˇ vyhodnot´ı kazˇdy´ jeden blok a nastav´ı mu nn score.
Prˇed samotny´m vyhodnocen´ım se kontroluje zda neuronova´ s´ıt’ jizˇ byla inicializova´na.
V kladne´m prˇ´ıpadeˇ se prˇistupuje ihned ke klasifikaci, naopak pokud s´ıt’ jesˇteˇ neexistuje je
vola´na metoda train network, ktera´ ma´ za u´kol s´ıt’ vytvorˇit a ulozˇit do trˇ´ıdn´ı promeˇnne´
pro pozdeˇjˇs´ı vyuzˇit´ı. Po vytvorˇen´ı s´ıteˇ je s´ıt’ ulozˇena do souboru, aby mohla by´t prˇ´ıˇsteˇ
nacˇtena bez ucˇen´ı. Pokud vsˇak zˇa´dna´ s´ıt’ zat´ım vytvorˇena nebyla, je trˇeba vytvorˇit zcela
novou s´ıt’ a prove´st ucˇen´ı. S´ıt’ je vytvorˇena i ucˇena prostrˇednictv´ım gemu RubyFann.
Vstupn´ı vrstva neuronove´ s´ıteˇ obsahuje 78 neuron˚u a vy´stupn´ı vrstva neuron pouze
jeden. Na vstup jsou prˇivedeny na´sleduj´ıc´ı hodnoty:
• Pocˇet p´ısmen
• Pocˇet slov
• Pocˇet slov zacˇ´ınaj´ıc´ıch velky´m p´ısmenem






• Pocˇet svisly´ch cˇar
• Pocˇet obra´zk˚u
• Pocˇet ”pozitivneˇ hodnoceny´ch”rˇa´dkovy´ch element˚u (naprˇ. cite)
• Zda obsahuje specia´ln´ı znak ’ c©’
• Zda obsahuje znaky ’<’ nebo ’>’
• Pr˚umeˇrna´ de´lka slov
• Pr˚umeˇrna´ de´lka veˇt
• Hustota obra´zk˚u v˚ucˇi textu
• Hustota svisly´ch cˇar
• Hustota odkaz˚u
• Hustota slov vysa´zeny´ch verza´lkami
• Hustota dlouhy´ch slov
• Hustota kra´tky´ch slov
• Zda neˇktery´ z nadrˇazeny´ch element˚u obsahuje ”pozitivneˇ hodnocenou”trˇ´ıdu cˇi iden-
tifika´tor
• Zda je to nadpis
• Zda je to element type <p>
• Zda je to prvek seznamu
• Relativn´ı pozice v dokumentu
Vsˇechny tyto hodnoty jsou nav´ıc pomoc´ı metody normalize for neural normalizova´ny
do intervalu < 0, 1 >. Pro kazˇdy´ element jsou tyto hodnoty pos´ıla´ny trˇikra´t. Pro prˇedchoz´ı
blok, aktua´ln´ı blok a na´sleduj´ıc´ı.
Aby s´ıt’ poda´vala korektn´ı vy´sledky a byla co nejprˇesneˇjˇs´ı, musel jsem nejdrˇ´ıve naj´ıt
vhodne´ nastaven´ı aktivacˇn´ıch funkc´ı a jejich strmosti, vhodny´ ucˇ´ıc´ı algoritmus, vhodny´
pocˇet skryty´ch vrstev a pocˇty neuron˚u v jednotlivy´ch vrstva´ch. Mnou nalezeny optima´ln´ı
parametry s´ıteˇ jsou uvedeny v Tabulce 4.1. Informace o tom, jak jsem nasˇel vhodne´ nasta-
ven´ı budou uvedeny v neˇktere´ z na´sleduj´ıc´ıch kapitol.
Vy´stupem te´to analy´zy je kolekce blok˚u, kdy kazˇdy´ blok jizˇ obsahuje svoje hodnocen´ı
na za´kladeˇ vy´stupn´ı hodnoty z neuronove´ s´ıteˇ. Tyto hodnoty jsou na´sledneˇ porovna´ny v˚ucˇi
implicitneˇ nastaveny´m prah˚um a na za´kladeˇ vy´sledku jsou bloky rozdeˇleny do trˇ´ı trˇ´ıd:
spra´vne´ bloky, te´meˇrˇ spra´vne´ a sˇpatne´.
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Vlastnost Typ/Hodnota
Pocˇet neuron˚u ve vstupn´ı vrstveˇ 78
Pocˇet skryty´ch vrstev 3
Pocˇet neuron˚u v 1. skryte´ vrstveˇ 39
Aktivacˇn´ı funkce v 1. skryte´ vrstveˇ Sigmoid stepwise
Strmost aktivacˇn´ı funkce v 1. skryte´ vrstveˇ 0.65
Pocˇet neuron˚u v 2. skryte´ vrstveˇ 19
Aktivacˇn´ı funkce v 2. skryte´ vrstveˇ Gaussian symmetric
Strmost aktivacˇn´ı funkce v 2. skryte´ vrstveˇ 0.75
Pocˇet neuron˚u v 3. skryte´ vrstveˇ 9
Aktivacˇn´ı funkce v 3. skryte´ vrstveˇ Gaussian symmetric
Strmost aktivacˇn´ı funkce v 3. skryte´ vrstveˇ 0.75
Pocˇet neuron˚u ve vy´stupn´ı vrstveˇ 1
Aktivacˇn´ı funkce ve vy´stupn´ı vrstveˇ Linear piece symmetric
Strmost aktivacˇn´ı funkce ve vy´stupn´ı vrstveˇ 0.8
Tabulka 4.1: Nastaven´ı neuronove´ s´ıteˇ
4.13 Na´sledna´ analy´za
V te´to cˇa´sti se snazˇ´ım eliminovat chybovost neuronove´ s´ıteˇ. Urcˇite´ bloky v ra´mci hlavn´ıho
textu totizˇ mu˚zˇou mı´t vlastnosti genericke´ho obsahu. Takovy´mi bloky jsou zpravidla kra´tke´
bloky obsahuj´ıc´ı velke´ mnozˇstv´ı odkaz˚u, nadpisy nizˇsˇ´ı u´rovneˇ apod.
Na´sledna´ analy´za je implementova´na ve trˇ´ıdeˇ PostAnalyser a stejneˇ jako veˇtsˇina im-
plementovany´ch trˇ´ıd obsahuje pouze dveˇ verˇejne´ metody new a perform.
Prvn´ı algoritmus na´sledne´ analy´zy je implementova´n v metodeˇ main text start a snazˇ´ı
se nale´zt zacˇa´tek hlavn´ıho textu, cˇili startovac´ı hlavn´ı nadpis na za´kladeˇ podobnosti s na´zvem
stra´nky. Pokud je takovy´ nadpis nalezen, algoritmus mu nastav´ı sko´re 1.0 a vsˇechny ele-
menty prˇed n´ım ve vzda´lenosti alesponˇ trˇ´ı blok˚u jsou oznacˇeny jako sˇpatne´, tedy je jim
nastaveno sko´re 0.
Dalˇs´ı metoda, common path, zkouma´ spolecˇne´ nadrˇazene´ elementy. Pokud alesponˇ trˇi
bloky vyhodnoceny jako spra´vne´ maj´ı nadrˇazeny´ prvek se stejnou cestou, pak vsˇechny
bloky v kolekci se stejnou vlastnost´ı jsou oznacˇeny jako spra´vne´.
Prˇedposledn´ı metodou je metoda alone blocks, ktera´ procha´z´ı bloky odzadu a v prˇ´ıpadeˇ,
zˇe nalezne blok, prˇed ktery´m nejda´le 5 blok˚u se nenacha´z´ı zˇa´dny´ spra´vny´ blok, je oznacˇen
za sˇpatny´. Tento algoritmus koncˇ´ı ve chv´ıl´ı kdy nalezne spra´vny´ blok, ktery´ nelze oznacˇit
na za´kladeˇ prˇedchoz´ıho tvrzen´ı za sˇpatny´.
Ve fina´le je vyuzˇita metoda block neighbours, ktera´ zkouma´ okol´ı aktua´ln´ıho bloku
a na za´kladeˇ okoln´ıch blok˚u rozhoduje o spra´vnosti te´meˇrˇ spra´vny´ch blok˚u. Naprˇ´ıklad
nadpis je oznacˇen za spra´vny´ v prˇ´ıpadeˇ, zˇe v okol´ı 3 blok˚u obeˇma smeˇry se nale´za´ spra´vny´
nebo te´meˇrˇ spra´vny´ blok, nebo pokud se maxima´lneˇ 3 bloky pod vyskytuje spra´vny´ blok.
4.14 Hlavn´ı trˇ´ıda
Trˇ´ıda App propojuje vsˇechny vy´sˇe uvedene´ trˇ´ıdy dohromady. Postupneˇ tvorˇ´ı instance kazˇde´
z nich a prova´d´ı extrakci od prˇedzpracova´n´ı azˇ po samotnou extrakci. Konstruktor vyzˇaduje
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jako parametr cestu k souboru s dokumentem nebo adresu URL. Metody preprocess,
analyse a post analyse prova´d´ı jednotlive´ u´kony. Tyto metody jsou verˇejne´ a vsˇechny
vrac´ı kolekci blok˚u ve stavu odpov´ıdaj´ıc´ımu dane´mu u´konu. Metoda perform provede
vsˇechny operace najednou a vrac´ı jizˇ klasifikovanou kolekci blok˚u.
Pokud je program prˇipojen do jine´ho syste´mu jako gem, lze extrakce doc´ılit naprˇ´ıklad
takto: Textractor::App.new(’/path/to/doc.html’).perform. Vy´stupem pak bude in-
stance trˇ´ıdy BlockCollection, s vlastnostmi pole a pro kazˇdy´ blok obsazˇen v kolekci budou
dostupne´ vsˇechny jeho vlastnosti, sko´re atd.
4.15 Prˇ´ıkazovy´ rˇa´dek
Rozhran´ı pro ovla´dan´ı z prˇ´ıkazove´ rˇa´dky je implementova´no v adresa´rˇi bin v souboru
textractor ve trˇ´ıdeˇ TextractorCLI pomoc´ı gemu Thor. Prˇ´ıklady pouzˇit´ı lze naj´ıt ve Zdro-
jove´m ko´du 4.2.
t e x t r a c t o r go ! URL OR FILE [−P bool ] # Extrakce t e x t u ze s t ra nky
t e x t r a c t o r he lp [COMMAND] # Napoveda
t e x t r a c t o r s e r v e r # S p u s t i webove ro zhr an i
Zdrojovy´ ko´d 4.2: Prˇ´ıklady pra´ce z programem v prˇ´ıkazove´ rˇa´dce
Obra´zek 4.2: Webove´ rozhran´ı programu
4.16 Webove´ rozhran´ı
V ra´mci programu jsem implementoval jednoduche´ webove´ rozhran´ı za pouzˇit´ı gemu sinatra.
Toto rozhran´ı je implementova´no v ra´mci modulu Server. Uka´zka webove´ho rozhran´ı je
na na Obra´zku 4.2, kde mu˚zˇeme videˇt vy´sledek zpracova´n´ı stra´nky. Jednotliva´ zasˇkrta´vac´ı
tlacˇ´ıtka na´m dovoluj´ı zapnout resp. vypnout na´slednou analy´zu a zobrazit cˇ´ı skry´t nevyho-
vuj´ıc´ı bloky. V tabulce jsou pak informace o jednotlivy´ch bloc´ıch, kdy prvn´ı sloupec urcˇuje
vy´sledne´ ohodnocen´ı bloku, v na´sleduj´ıc´ım sloupci je informace o typu bloku a v posledn´ım
je jizˇ samotny´ obsah bloku. V prˇ´ıpadeˇ, zˇe zasˇkrtneme nezobrazova´n´ı nevyhovuj´ıc´ıch blok˚u,




V te´to cˇa´sti popisuji pr˚ubeˇh testova´n´ı a porovna´va´m vy´sledky oproti jiny´m, jizˇ existuj´ıc´ım
rˇesˇen´ım. Hlavn´ım u´kolem beˇhem testova´n´ı bylo naj´ıt odpov´ıdaj´ıc´ı nastaven´ı neuronove´ s´ıteˇ.
5.1 Tre´novac´ı mnozˇina
Abych byl schopen dostatecˇneˇ otestovat a naj´ıt spra´vne´ nastaven´ı neuronove´ s´ıteˇ, musel
jsem nejdrˇ´ıve z´ıskat dostatecˇneˇ obsa´hlou mnozˇinu dat pro ucˇen´ı.
Do tre´novac´ı mnozˇiny jsem zahrnul nejzna´meˇjˇs´ı cˇeske´ zpravodajske´ servery, na´hodneˇ vy-
brane´ cˇeske´ blogy a stra´nky z wikipedie. Vsˇechny webove´ dokumenty byly z´ıska´va´ny rucˇneˇ
pomoc´ı webove´ho prohl´ızˇecˇe a na´sledneˇ ulozˇeny pro dalˇs´ı zpracova´n´ı. Tre´novac´ı mnozˇina
obsahuje celkem 4519 blok˚u z 34 stra´nek. Podrobny´ prˇehled pouzˇity´ch stra´nek lze videˇt v
tabulce 5.1. Ve vsˇech prˇ´ıpadech byly pouzˇity cˇla´nky z uvedeny´ch web˚u. Stra´nky pouzˇite´
pro vytvorˇen´ı tre´novac´ı mnozˇiny lze rovneˇzˇ naj´ıt na prˇilozˇene´m CD.
Abych nemusel soubor s tre´novac´ı mnozˇinou generovat manua´lneˇ, vytvorˇil jsem trˇ´ıdu
TrainUtils v ra´mci modulu Train. Instancˇn´ı metoda trˇ´ıdy prˇij´ıma´ jako argument cestu
k adresa´rˇi s dokumenty pro tre´nova´n´ı. Pote´ stra´nky deˇl´ı na bloky a ke kazˇde´mu bloku se
dota´zˇe zda je blok spra´vny´. Takto pokracˇuje dokud nenaraz´ı na konec adresa´rˇe. Tre´novac´ı
data ukla´da´ do souboru, tyto pak budou vyuzˇity prˇi tre´nova´n´ı s´ıteˇ. Metoda za´rovenˇ ukla´da´
do vedlejˇs´ıho souboru otisky jednotlivy´ch blok˚u a zda je blok spra´vny´. Prˇi dalˇs´ım ucˇen´ı
tedy nen´ı nutne´ hodnotit jizˇ zna´me´ bloky.
Pro kazˇdy´ dokument jsou tedy rucˇneˇ anotova´ny vsˇechny bloky a za´rovenˇ je generova´n
soubor ve forma´tu, ktery´ je vyzˇadova´n knihovnou FANN. Tento soubor je pak nacˇten a na
za´kladeˇ informac´ı obsazˇeny´ch v neˇm je s´ıt’ tre´nova´na.
5.2 Experimenty s nastaven´ım neuronove´ s´ıteˇ
V te´to fa´zi testova´n´ı jsou jizˇ k dispozici tre´novac´ı data a je tedy mozˇne´ experimentovat s na-
staven´ım s´ıteˇ a naj´ıt tak vhodne´ hodnoty jednotlivy´ch parametr˚u neuronove´ s´ıteˇ. Za´rovenˇ
jsem na za´kladeˇ vy´sledku a experiment˚u opravoval prˇ´ıpadne´ chyby a neprˇesnosti v imple-
mentaci, zejme´na pak optimalizoval na´slednou analy´zu.
V prvn´ı iteraci testova´n´ı jsem pouzˇil pouze 26 vstup˚u, nebyly tedy pouzˇity data ze
sousedn´ıch blok˚u a neuronova´ s´ıt’ byla ponecha´na ve vy´choz´ım nastaven´ı, tedy na hodnoty,
ktere´ jsou nastaveny knihovnou FANN. Tato knihovna ma´ k dispozici na vy´beˇr ze cˇtyrˇ
r˚uzny´ch ucˇ´ıc´ıch algoritmu˚:
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Zdroj Stra´nky Zdroj Stra´nky
idnes.cz 2 blog.idnes.cz 1
blesk.cz 1 blog.filosof.biz 1
blog.komart.cz 1 blog.nic.cz 1
blogs.technet.com 1 ct24.cz 3
ctsport.cz 1 denikreferendum.cz 1
digitalniekonomika.cz 2 g.cz 1
itbiz.cz 1 jenpromuze.cz 1
lidovky.cz 1 mozkyinternetu.cz 1
moravskoslezsky.denik.cz 1 mywindows.cz 1
novinky.cz 1 sip.denik.cz 1
sport.cz 1 super.cz 2
trail-busters.com 1 tyinternety.cz 1
wikipedie.cz 2 zive.cz 2
Tabulka 5.1: Tre´novac´ı mnozˇina
• Incremental - klasicka´ implementace algoritmu zpeˇtne´ho sˇ´ıˇren´ı chyby. Va´hy jsou
aktualizova´ny mnohokra´t beˇhem jedne´ epochy. Urcˇite´ proble´my se t´ımto algoritmem
tre´nuj´ı velmi rychle, na druhou stranu u urcˇity´ch proble´mu je tre´nova´n´ı velmi pomale´
azˇ nemozˇne´.
• Batch - klasicky´ algoritmus zpeˇtne´ho sˇ´ıˇren´ı chyby. V tomto prˇ´ıpadeˇ jsou va´hy aktuali-
zova´ny na za´kladeˇ strˇedn´ı kvadraticke´ odchylky po vycˇerpa´n´ı cele´ tre´novac´ı mnozˇiny.
Jelikozˇ, na rozd´ıl od prˇedchoz´ıho algoritmu, docha´z´ı k prˇesneˇjˇs´ımu vy´pocˇtu chyby,
urcˇite´ proble´my mohou dosahovat lepsˇ´ıch vy´sledk˚u. Tre´novan´ı je pomalejˇs´ı nezˇ v
prˇ´ıpadeˇ prˇedchoz´ıho.
• Rprop - pokrocˇilejˇs´ı forma prˇedchoz´ıho algoritmu. Je velmi obecny´, pouzˇitelny´ pro
veˇtsˇinu rˇesˇeny´ch proble´mu. Je adaptivn´ı, a proto nen´ı mozˇne´ explicitneˇ urcˇit tempo
ucˇen´ı.
• Quickprop - podobneˇ jako Rprop, je to pokrocˇilejˇs´ı forma Batch algoritmu. V tomto
prˇ´ıpadeˇ lze explicitneˇ nastavit tempo ucˇen´ı. Velmi efektivn´ı pro mnoho proble´mu˚,
nicme´neˇ u neˇktery´ch proble´mu mu˚zˇe selha´vat.
Prˇi prvn´ım testu jsem pouzˇil s´ıt’ s jednou skrytou vrstvou s 26 neurony. Jizˇ na prvn´ı
pohled se vsˇak zda´lo toto nastaven´ı nevyhovuj´ıc´ı a po neˇkolika testech jsem skoncˇil s 13
neurony ve skryte´ vrstveˇ. Hlavn´ım c´ılem v te´to fa´zi bylo zjiˇsteˇn´ı mozˇnosti nastaven´ı s´ıteˇ, jak
jednotliva´ nastaven´ı ovlivnˇuj´ı vy´sledky a zejme´na vyzkousˇen´ı vsˇech tre´novac´ıch algoritmu˚.
Vy´hodou takto jednoduche´ neuronove´ s´ıteˇ je rychlost tre´nova´n´ı, lze tedy bez proble´mu
testovat velke´ mnozˇstv´ı r˚uzny´ch kombinac´ı nastaven´ı. Nejdrˇ´ıve jsem zkousˇel tre´novac´ı algo-
ritmy. Algoritmy Batch a Quickprop se uka´zaly jako naprosto nepouzˇitelne´ pro testova´n´ı.
Tre´nova´n´ı velmi pomale´, i po neˇkolika des´ıtka´ch tis´ıc epoch byla chyba prˇ´ıliˇs vysoka´. Nej-
lepsˇ´ı vy´sledky jsem z´ıska´val pomoc´ı algoritmu Rprop, prˇicˇemzˇ Incremental poda´val take´
zaj´ımave´ vy´sledky. Vhodnost tre´novac´ıho algoritmu jsem hodnotil zejme´na podle vy´sledne´
chyby po 15000 epocha´ch, kdy tre´nova´n´ı jsem prova´deˇl vzˇdy v 5 cyklech a do u´vahy jsem
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bral nejlepsˇ´ı vy´sledek. Srovna´n´ı nejmensˇ´ı dosazˇene´ chyby lze videˇt v tabulce 5.2. Pro tes-
tova´n´ı jsem tedy zvolil jako vy´choz´ı algoritmus Rprop. Vhodnost tohoto algoritmu bude
pak jesˇteˇ prˇehodnocena po nalezen´ı idea´ln´ıho nastaven´ı neuronove´ s´ıteˇ. Jak se dalo jizˇ na
zacˇa´tku prˇedpokla´dat, takto jednoducha´ s´ıt’ poda´vala velmi zmatene´ vy´sledky. V neˇkolika
ma´lo prˇ´ıpadech detekovala bloky spra´vneˇ, veˇtsˇinou vsˇak naopak. Nejveˇtsˇ´ım proble´mem
v te´to konfiguraci bylo prˇ´ıliˇs jednoznacˇne´ ohodnocen´ı blok˚u, kdy se hodnoty te´meˇrˇ vzˇdy
vyskytovaly v podobeˇ 0 nebo 1. Jak jizˇ jsem zminˇoval, s´ıt’ detekovala bloky zmateneˇ a jed-
noznacˇne´ ohodnocen´ı je naprosto nevyhovuj´ıc´ı pro dalˇs´ı zpracova´n´ı.
Algoritmus Pocˇet epoch Nejmensˇ´ı dosazˇena´ chyba
Incremental 15000 0, 01279
Batch 15000 0, 03651
Rprop 15000 0, 01025
Quickprop 15000 0, 03429
Tabulka 5.2: Dosazˇene´ chyby pro r˚uzne´ ucˇ´ıc´ı algoritmy
V dalˇs´ı fa´z´ı jsem prˇida´val postupneˇ dalˇs´ı skryte´ vrstvy a experimentoval jsem s r˚uzny´m
pocˇtem neuron˚u v jednotlivy´ch vrstva´ch. Jizˇ prˇi dvou skryty´ch vrstva´ch bylo viditelne´
zlepsˇen´ı, zejme´na se zmensˇovala vy´sledna´ chyba beˇhem ucˇen´ı s´ıteˇ. Po neˇkolika des´ıtka´ch
test˚u jsem zvolil nastaven´ı se trˇemi skryty´mi vrstvami s pocˇtem neuron˚u postupneˇ 13, 7,
4. Je d˚ulezˇite´ zmı´nit, zˇe ostatn´ı nastaven´ı bylo sta´le ponecha´no na vy´choz´ıch hodnota´ch,
tedy sigmoida´ln´ı skokova´ aktivacˇn´ı funkce se strmost´ı 0, 5. Takto nastavena neuronova´
s´ıt’ poda´vala jizˇ podstatneˇ uspokojiveˇjˇs´ı vy´sledky, zejme´na pak nebylo ohodnocen´ı jizˇ tak
jednoznacˇne´, a bloky bylo mozˇno deˇlit do v´ıce trˇ´ıd, tedy na vyhovuj´ıc´ı, te´meˇrˇ vyhovuj´ıc´ı
a nevyhovuj´ıc´ı, cozˇ je nezbytne´ pro dalˇs´ı zpracova´n´ı, zejme´na pro na´slednou analy´zu.
Da´le jsem se snazˇil naj´ıt vhodneˇjˇs´ı aktivacˇn´ı funkce jednotlivy´ch vrstev nezˇli je vy´choz´ı,
tedy sigmoida´ln´ı skokova´. Knihovna FANN poskytuje mnoho r˚uzny´ch aktivacˇn´ıch funkc´ı.
Jizˇ na zacˇa´tku se vsˇak uka´zalo, zˇe pro rˇesˇen´ı me´ho proble´mu jsou pouzˇitelne´ pouze 3, a to
sigmoida´ln´ı symetricka´ skokova´ aktivacˇn´ı funkce, symetricka´ Gaussova aktivacˇn´ı funkce
a symetricka´ saturovana´ linea´rn´ı aktivacˇn´ı funkce. Vhodnost jednotlivy´ch funkc´ı byla opeˇt
vyhodnocena na za´kladeˇ chyby prˇi ucˇen´ı dosazˇene´ po 3000 epocha´ch, prˇi pouzˇit´ı algoritmu
Rprop. Nejlepsˇ´ı vy´sledky byly dosazˇeny prˇi na´sleduj´ıc´ım nastaven´ı: sigmoida´ln´ı symetricka´
skokova´ aktivacˇn´ı funkce pro 1. skrytou vrstvu, symetricka´ Gaussova aktivacˇn´ı funkce pro
2. a 3. skrytou vrstvu a symetricka´ linea´rn´ı aktivacˇn´ı funkce pro vy´stupn´ı vrstvu.
V dalˇs´ı fa´z´ı jsem upravoval jesˇteˇ strmost dany´ch aktivacˇn´ıch funkc´ı. Du˚vodem procˇ
bylo potrˇeba upravit strmost je zejme´na metoda, pomoc´ı ktere´ normalizuji hodnoty do
intervalu < 0, 1 >. Jelikozˇ tato normalizace veˇtsˇinou vrac´ı hodnoty z intervalu < 0; 0, 3 >, je
trˇeba strmost aktivacˇn´ıch funkc´ı zvy´sˇit. Ru˚zny´m posouva´n´ım strmost´ı ve skryty´ch vrstva´ch
a vy´stupn´ı vrstveˇ jsem dosˇel k na´sleduj´ıc´ımu nastaven´ı, postupneˇ pro prvn´ı skrytou vrstvu
azˇ vrstvu vy´stupn´ı, 0, 65, 0, 75, 0, 75, 0, 8.
V te´to konfiguraci neuronova´ s´ıt’ dosahovala jizˇ velmi dobry´ch vy´sledk˚u, ale sta´le nebyly
vy´sledky dostacˇuj´ıc´ı. Napadlo meˇ tedy prˇidat na vstup i vlastnosti okoln´ıch blok˚u a otesto-
vat zda se detekce zlepsˇ´ı. Pocˇet vstup˚u byl tedy navy´sˇen na 78 a na vstup se zacˇaly prˇiva´deˇt
i vlastnosti prˇedchoz´ıho i na´sleduj´ıc´ıho bloku. Jelikozˇ v prˇedchoz´ıch experimentech jsem jizˇ
urcˇil idea´ln´ı pocˇet skryty´ch vrstev, ponechal jsem tedy toto nastaven´ı, s podobny´mi para-
metry, cˇili v na´sleduj´ıc´ı vrstveˇ vzˇdy polovicˇn´ı pocˇet neuron˚u nezˇ ve vrstveˇ prˇedchoz´ı, cozˇ
ve vy´sledk˚u da´va´ 39, 19 a 9 neuron˚u v jednotlivy´ch skryty´ch vrstva´ch. S pocˇtem neuron˚u
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jsem experimentoval, uka´zalo se vsˇak, zˇe p˚uvodn´ı nastaven´ı je opravdu vhodne´. Strmost ak-
tivacˇn´ıch funkc´ı a jejich typ byl rovneˇzˇ ponecha´n z prˇedchoz´ı fa´ze testova´n´ı. Protozˇe rapidneˇ
vzrostl pocˇet vstup˚u, odrazilo se to i na dobeˇ tre´nova´n´ı, ktere´ bylo nyn´ı o mnoho pomalejˇs´ı.
Vy´sledna´ chyba prˇi tre´nova´n´ı vsˇak byla o jeden rˇa´d nizˇsˇ´ı nezˇ v prˇ´ıpadeˇ 26 vstup˚u. Rovneˇzˇ
rea´lne´ vy´sledky zacˇaly by´t jizˇ velmi uspokojive´ a v mnoha prˇ´ıpadech byly bloky detekova´ny
spra´vneˇ anebo bylo ohodnocen´ı na hranici. Proble´m cˇin´ı zejme´na nadpisy v ra´mci cˇla´nku,
ktere´ jsou cˇasto vyhodnocova´ny, stejneˇ jako v prˇ´ıpadech prˇedchoz´ıch, nespra´vneˇ. Tento ne-
duh nicme´neˇ ve veˇtsˇineˇ prˇ´ıpad˚u odstranˇuje na´sledna´ analy´za, ktera´ ohodnocen´ı koriguje na
za´kladeˇ okoln´ıch blok˚u, ktere´ jsou vyhodnoceny spra´vneˇ.
V grafu 5.1 je mozˇno videˇt pr˚ubeˇh ucˇen´ı neuronove´ s´ıteˇ s 26 vstupy a 78 vstupy ve
fina´ln´ım nastaven´ı. Jak je videˇt, s´ıt’ s 78 vstupy, kdy jsou bra´ny do u´vahy i okoln´ı bloky, se
ucˇ´ı podstatneˇ rychleji a vy´sledna´ chyba je mnohem mensˇ´ı. Vy´sledne´ nastaven´ı neuronove´
s´ıteˇ, ktera´ je pouzˇita prˇi na´sledne´m vyhodnocen´ı, je zna´zorneˇno v tabulce 4.1.
Obra´zek 5.1: Pr˚ubeˇh ucˇen´ı neuronove´ s´ıteˇ pro 26 vstup˚u a 78 vstup˚u
5.3 Vy´sledky
V te´to cˇa´sti budou popsa´ny vy´sledky algoritmu. Bude zde vyhodnocena u´speˇsˇnost dete-
kova´n´ı spra´vny´ch resp. sˇpatny´ch blok˚u a u´speˇsˇnost detekova´n´ı zacˇa´tku a konce hlavn´ıho
obsahu. Zameˇrˇ´ım se hlavneˇ na prˇedn´ı cˇeske´ zpravodajske´ servery, zahrnu vsˇak i neˇktere´
za´jmove´ weby a zahranicˇn´ı zpravodajske´ porta´ly a jine´.
Porovna´n´ı jsem prova´deˇl manua´lneˇ. z kazˇde´ho webu resp. porta´lu jsem z´ıskal veˇtsˇinou
alesponˇ dveˇ stra´nky s cˇla´nkem, extrahoval hlavn´ı text pomoc´ı mnou vytvorˇene´ho programu
a manua´lneˇ porovnal s ocˇeka´vany´m vy´stupem. Vy´sledky jsem zanesl do tabulek.
Tabulka 5.3 ukazuje vy´sledky pro 33 webovy´ch dokument˚u. V prvn´ım sloupci je vzˇdy
uveden zdroj, ze ktere´ho byl dokument s cˇla´nkem z´ıska´n, v na´sleduj´ıc´ı sloupec urcˇuje celkovy´
pocˇet blok˚u na stra´nce. Da´le je uveden celkovy´ pocˇet blok˚u, ktere´ neuronova´ s´ıt’ detekovala
jako bloky hlavn´ıho obsahu. Dalˇs´ı dva sloupce postupneˇ urcˇuj´ı, kolik z blok˚u oznacˇeny´ch
za spra´vne´ je detekova´no nespra´vneˇ a kolik blok˚u nebylo nalezeno. V neˇktery´ch prˇ´ıpadech
jsou v za´vorce uvedeny detaily ohledneˇ nespra´vneˇ urcˇeny´ch blok˚u resp. nenalezeny´ch blok˚u.
Jak je videˇt, veˇtsˇinou jsou chybneˇ oznacˇeny bloky jako spra´vne´ v prˇ´ıpadeˇ, zˇe se jedna´ o
popisky k fotografiım v ra´mci hlavn´ıho obsahu, poprˇ´ıpadeˇ urcˇite´ doplnˇuj´ıc´ı texty, nepatrˇ´ıc´ı
k hlavn´ımu obsahu nicme´neˇ cˇasto souvisej´ıc´ı. Vy´sledky rovneˇzˇ ukazuj´ı, zˇe se cˇasto chybneˇ
interpretuj´ı bloky, ktere´ jsou polozˇkami seznamu a neobsahuj´ı mnoho textu, a jsou cˇasto
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Porta´l CB DB NDB NB Z K
ct24.cz 155 20 1 5 (4LI) ok ok
ct24.cz 130 8 0 0 ok ok
ct24.cz 147 12 2 5 (3LI) ok -1
ctsport.cz 121 6 1 1 ok -1
ctsport.cz 130 10 3 1 ok -2
idnes.cz 262 8 3 1 -1 -2
idnes.cz 277 11 2 (1H, 1F) 2 -1 ok
lidovky.cz 452 20 8 (2H, 1F, 1IN) 0 ok -6
lidovky.cz 437 17 3 (2IN) 3 ok -2
sport.cz 125 11 6 (6F) 0 ok ok
sport.cz 109 7 2 (2F) 0 ok ok
ihned.cz 159 9 5 (2H) 8 -1 -4
ihned.cz 159 12 6 (2H,1IN) 7 -1 -4
novinky.cz 104 17 4 (1F,2IN) 1 ok -1
novinky.cz 93 11 5 (2F) 0 -1 -2
denik.cz 173 24 0 0 ok ok
denik.cz 151 6 0 1 +1 ok
ceskenoviny.cz 125 6 2 (1F) 4 +1 +3
ceskenoviny.cz 121 11 6 (1F) 2 +1 -5
super.cz 44 5 1 (1F) 0 -1 ok
super.cz 37 6 2 (1F) 0 -1 -1
extra.cz 71 11 6 (3F, 2H) 1 -1 -5
extra.cz 68 6 3 (3F) 2 ok -2
digitalniekonomika.cz 26 7 1 0 ok -1
blog.respekt.ihned.cz 86 12 0 1 +1 ok
blog.respekt.ihned.cz 89 7 1 1 +1 -1
blog.scuk.cz 27 12 2 7 -2 +6
blog.tomashajzler.com 109 12 8 1 -1 -8
cnn.com 297 10 2 13 ok +13
cnn.com 342 10 2 36 ok +20
reuters.com 268 10 1 9 -1 +2
blogs.afp.com 147 26 11 (9F) 1 ok -3
Tabulka 5.3: Vy´sledky dosazˇene´ bez pouzˇit´ı na´sledne´ analy´zy
CB Celkem blok˚u na stra´nce
DB Pocˇet blok˚u oznacˇeny´ch programem za spra´vne´
NDB Pocˇet sˇpatneˇ oznacˇeny´ch blok˚u za spra´vne´
NB Pocˇet spra´vny´ch blok˚u, ktere´ nebyly nalezeny
z Spra´vneˇ detekova´n zacˇa´tek obsahu
K Spra´vneˇ detekova´n konec obsahu
F Popisek fotografie v ra´mci obsahu
H Nadpis
IN Vedlejˇs´ı text v ra´mci obsahu
LI Polozˇka seznamu
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chybneˇ oznacˇeny za bloky nevyhovuj´ıc´ı i kdyzˇ k hlavn´ımu obsahu patrˇ´ı. Toto je zp˚usobeno
t´ım, zˇe obdobne´ polozˇky jsou veˇtsˇinou pouzˇ´ıva´ny pro vytva´rˇen´ı menu na stra´nce. Posledn´ı
dva sloupce urcˇuj´ı zda byl spra´vneˇ detekova´n zacˇa´tek resp. konec hlavn´ıho obsahu. Za´porne´
cˇ´ıslo urcˇuje, kolik blok˚u bylo oznacˇeny´ch nespra´vneˇ jako vyhovuj´ıc´ı prˇed zacˇa´tkem resp. kon-
cem hlavn´ıho obsahu. Kladne´ cˇ´ıslo naopak urcˇuje, kolik blok˚u prˇed koncem hlavn´ıho obashu
chybeˇlo, to znamena´, zˇe byly nespra´vneˇ oznacˇeny za bloky nevyhovuj´ıc´ı. Nutno podotknout,
zˇe vy´sledky, popsa´ny vy´sˇe, jsou vy´sledky z´ıskane´ pouze pomoc´ı neuronove´ s´ıteˇ, bez pouzˇit´ı
na´sledne´ analy´zy.
Tabulka 5.4 zobrazuje vy´sledky, ktery´ch bylo dosazˇeno prˇi pouzˇit´ı neuronove´ s´ıteˇ spolu
s na´slednou analy´zou. Tabulka je ve stejne´m forma´tu jako prˇedchoz´ı. z tabulky je na prvn´ı
pohled jiste´, zˇe na´sledna´ analy´za velmi u´speˇsˇneˇ eliminuje chybovost neuronove´ s´ıteˇ. Ve
veˇtsˇineˇ prˇ´ıpad˚u u´speˇsˇneˇ odstranˇuje nespra´vneˇ oznacˇene´ bloky za hlavn´ım obsahem. Proble´m
nasta´va´ vsˇak ve chv´ıli, kdy neuronova´ s´ıt’ nespra´vneˇ urcˇ´ı celou posloupnost blok˚u jako
spra´vne´, v tom prˇ´ıpadeˇ se sta´va´, zˇe na´sledna´ analy´za vy´sledek jesˇteˇ zhorsˇ´ı. Nasˇteˇst´ı k
tomuto jevu prˇ´ıliˇs cˇasto nedocha´z´ı. z vy´sledku je rovneˇzˇ patrne´, zˇe d´ıky na´sledne´ analy´ze
je cˇasto dodatecˇneˇ urcˇen zacˇa´tek obsahu a take´ jsou oznacˇeny za spra´vne´ bloky v ra´mci
hlavn´ıho obsahu. Veˇtsˇinou se jedna´ o bloky obsahuj´ıc´ı velmi kra´tky´ text, prˇ´ıliˇs mnoho
odkaz˚u apod., ktere´ jsou cˇasto vyhodnoceny neuronovou s´ıt´ı jako bloky nevyhovuj´ıc´ı.
5.4 Porovna´n´ı s existuj´ıc´ımi algoritmy
5.4.1 jusText
V porovna´n´ı s algoritmem jusText program dosahuje podobny´ch vy´sledk˚u. Da´ se rˇ´ıci, zˇe
program, ktery´ jsem implementoval si le´pe porad´ı s dokumenty se slozˇiteˇjˇs´ı strukturou.
Na druhou stranu jusText dosahuje prˇesneˇjˇs´ıch vy´sledk˚u pokud je hlavn´ı text prˇi sobeˇ.
Pomika´lk˚uv algoritmus sp´ıˇse ohodnot´ı spra´vny´ blok za sˇpatny´, opacˇneˇ ma´lokdy, cozˇ je
prˇesneˇ opacˇny´ prˇ´ıpad nezˇli v prˇ´ıpadeˇ me´ho programu. Ota´zkou z˚usta´va´, ktery´ z prˇ´ıpad˚u
je vhodneˇjˇs´ı. Dle me´ho na´zoru lze chybneˇ oznacˇene´ dobre´ bloky pomoc´ı dalˇs´ıch heuristik
dodatecˇneˇ odstranit, opacˇneˇ je to jizˇ slozˇiteˇjˇs´ı, protozˇe sˇpatny´ch blok˚u je v dokumentu
zpravidla neˇkolikana´sobneˇ v´ıce nezˇ–li spra´vny´ch. V tabulce 5.5 mu˚zˇeme videˇt porovna´n´ı
jusText s mou implementac´ı. Sloupce oznacˇene´ jako ”u´speˇsˇne´”uda´vaj´ı pomeˇr blok˚u, ktere´
byly detekova´ny spra´vneˇ jako vyhovuj´ıc´ı v˚ucˇi vsˇem vyhovuj´ıc´ım blok˚um v dokumentu.
Sloupec ”neu´speˇsˇne´”naopak uda´va´ pomeˇr chybneˇ oznacˇeny´ch blok˚u za vyhovuj´ıc´ı v˚ucˇi vsˇem
vyhovuj´ıc´ım blok˚um na stra´nce. Z tabulky je patrne´, zˇe co se u´speˇsˇnost´ı ty´cˇe, jsou algoritmy
srovnatelne´. Cˇasto se sta´va´, zˇe tam kde jusText mı´rneˇ selha´va´, mu˚j program dosahuje
lepsˇ´ıch vy´sledk˚u a opacˇneˇ. Hodnoty ve sloupci uda´vaj´ıc´ı chybne´ urcˇen´ı blok˚u mu˚zˇou by´t
vsˇak matouc´ı. Jak jizˇ bylo zmı´neˇno vy´sˇe, cˇasto se v tomto prˇ´ıpadeˇ jedna´ o popisky k
fotografiım cˇi urcˇity´ doplnˇuj´ıc´ı text a je v tomto prˇ´ıpadeˇ sporne´, zda tyto bloky do hlavn´ıho
obsahu patrˇ´ı nebo ne. V tomto porovna´n´ı jsem je za hlavn´ı text nepovazˇoval a takove´to
bloky jsem bral jako chybneˇ vyhodnocene´.
5.4.2 boilerpipe
Jelikozˇ jsem se v ra´mci hodnocen´ı vy´sledk˚u zameˇrˇil zejme´na na cˇeske´ webove´ stra´nky a niko-
liv anglicke´, bylo porovna´n´ı s boilerpipe dosti slozˇite´. U tohoto algoritmu je na prvn´ı pohled
videˇt, zˇe je optimalizova´n zejme´na na pra´veˇ anglicky psane´ weby. Prˇi extrakci z cˇesky´ch
stra´nek se cˇasto sta´valo zˇe byl chybneˇ detekova´n konec hlavn´ıho obsahu a do vy´sledku se
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Stra´nka CB DB NDB NB Z K
ct24.cz 155 21 1 4 (4LI) ok ok
ct24.cz 130 8 0 0 ok ok
ct24.cz 147 13 0 3 (3LI) ok ok
ctsport.cz 121 5 0 1 ok ok
ctsport.cz 130 8 0 0 ok ok
idnes.cz 262 11 5 (1F) 0 ok -3
idnes.cz 277 12 1 (1F) 0 ok ok
lidovky.cz 452 24 12 (3H, 2F, 1IN) 0 ok -9
lidovky.cz 437 18 1 (1IN) 0 ok ok
sport.cz 125 14 9 (8F) 0 ok ok
sport.cz 109 7 2 (2F) 0 ok ok
ihned.cz 159 5 1 (1H) 8 ok -1
ihned.cz 159 15 3 (1H, 2IN) 1 ok -1
novinky.cz 104 17 3 (1F, 2IN) 0 ok ok
novinky.cz 93 9 3 (2F) 0 -1 ok
denik.cz 173 25 1 (1F) 0 ok ok
denik.cz 151 7 0 0 ok ok
ceskenoviny.cz 125 10 2 (2F) 0 ok ok
ceskenoviny.cz 121 15 8 (1F, 1H) 0 ok -7
super.cz 44 5 1 (1F) 0 -1 ok
super.cz 37 5 1 (1F) 0 ok -1
extra.cz 71 9 3 (3F) 0 ok -3
extra.cz 68 5 2 (2F) 2 -1 -2
digitalniekonomika.cz 26 8 2 0 ok -2
blog.respekt.ihned.cz 86 13 0 0 ok ok
blog.respekt.ihned.cz 89 7 0 0 ok ok
blog.scuk.cz 27 16 0 2 ok ok
blog.tomashajzler.com 109 10 5 0 ok -5
cnn.com 297 25 4 (4IN) 0 ok -4
cnn.com 342 51 7 (4F, 3IN) 0 ok -4
reuters.com 268 20 1 0 ok ok
blogs.afp.com 147 28 12 (9F) 0 ok -3
Tabulka 5.4: Vy´sledky dosazˇene´ s pouzˇit´ım na´sledne´ analy´zy
CB Celkem blok˚u na stra´nce
DB Pocˇet blok˚u oznacˇeny´ch programem za spra´vne´
NDB Pocˇet sˇpatneˇ oznacˇeny´ch blok˚u za spra´vne´
NB Pocˇet spra´vny´ch blok˚u, ktere´ nebyly nalezeny
z Spra´vneˇ detekova´n zacˇa´tek obsahu
K Spra´vneˇ detekova´n konec obsahu
F Popisek fotografie v ra´mci obsahu
H Nadpis
IN Vedlejˇs´ı text v ra´mci obsahu
LI Polozˇka seznamu
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Zdroj Textractor Textractor JusText JusText
U´speˇsˇne´ Neu´speˇsˇne´ U´speˇsˇne´ Neu´speˇsˇne´
ct24.cz 83.33% 4.17% 100.0% 16.67%
ct24.cz 100.0% 0.0% 100.0% 75.0%
ct24.cz 81.25% 0.0% 75.0% 31.25%
ctsport.cz 83.33% 0.0% 100.0% 100.0%
ctsport.cz 100.0% 0.0% 100.0% 87.5%
idnes.cz 100.0% 83.33% 100.0% 16.67%
idnes.cz 100.0% 9.09% 100.0% 18.18%
lidovky.cz 100.0% 100.0% 100.0% 41.67%
lidovky.cz 100.0% 5.88% 88.24% 17.65%
sport.cz 100.0% 180.0% 100.0% 80.0%
sport.cz 100.0% 40.0% 100.0% 40.0%
ihned.cz 33.33% 8.33% 91.67% 8.33%
ihned.cz 92.31% 23.08% 92.31% 7.69%
novinky.cz 100.0% 21.43% 100.0% 14.29%
novinky.cz 100.0% 50.0% 66.67% 0.0%
denik.cz 100.0% 4.17% 100.0% 4.17%
denik.cz 100.0% 0.0% 100.0% 0.0%
ceskenoviny.cz 100.0% 25.0% 100.0% 12.5%
ceskenoviny.cz 100.0% 114.29% 100.0% 14.29%
super.cz 100.0% 25.0% 100.0% 0.0%
super.cz 100.0% 25.0% 75.0% 0.0%
extra.cz 100.0% 50.0% 66.67% 16.67%
extra.cz 60.0% 40.0% 40.0% 0.0%
digitalniekonomika.cz 100.0% 33.33% 100.0% 0.0%
blog.respekt.ihned.cz 100.0% 0.0% 92.31% 0.0%
blog.respekt.ihned.cz 100.0% 0.0% 71.43% 0.0%
blog.scuk.cz 88.89% 0.0% 88.89% 5.56%
blog.tomashajzler.com 100.0% 100.0% 100.0% 0.0%
cnn.com 100.0% 19.05% 90.48% 285.71%
cnn.com 100.0% 15.91% 90.91% 136.36%
reuters.com 100.0% 5.26% 94.74% 0.0%
blogs.afp.com 100.0% 75.0% 100.0% 68.75%
Tabulka 5.5: Porovna´n´ı s JusText
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tak dosta´valy naprosto nerelevantn´ı bloky. V teˇchto prˇ´ıpadech boilerpipe za my´m rˇesˇen´ım
znacˇneˇ zaosta´val a poda´val dosti neuspokojive´ vy´sledky. Vyzkousˇel jsem rovneˇzˇ neˇkolik cizo-
jazycˇny´ch stra´nek, kdy byla situace uzˇ jina´ a algoritmus dosahoval velmi dobry´ch vy´sledk˚u,
kdy se mu darˇilo extrahovat veˇtsˇinou prˇesneˇ cely´ hlavn´ı obsah a hlavneˇ bez zˇa´dny´ch chybneˇ
vyhodnoceny´ch blok˚u. Boilerpipe poskytuje verˇejneˇ prˇ´ıstupne´ webove´ API, ktere´ je bohuzˇel
cˇasto prˇet´ızˇene´ a nepouzˇitelne´, testova´n´ı bylo proto velmi obt´ızˇne´ a zdlouhave´, soustrˇedil
jsem se tedy proto hlavneˇ na porovna´n´ı s jusText a Readability.
5.4.3 Readability
Readability je kompletn´ı platforma pro jednoduche´ cˇten´ı cˇla´nk˚u, prˇedpokla´dal jsem tedy
jizˇ prˇedem, zˇe bude dosahovat velmi dobry´ch vy´sledk˚u. Toto tvrzen´ı se i beˇhem testova´n´ı
potvrdilo jak je videˇt v tabulce 5.6. Do tabulky jsem nezahrnul neu´speˇsˇnou detekci blok˚u,
a to z jednoduche´ho d˚uvodu. Zat´ımco ja´ v me´m rˇesˇen´ı povazˇuji popisky k fotografiım a
vedlejˇs´ı text jako nevyhovuj´ıc´ı, Readability se naopak snazˇ´ı tyto data za´meˇrneˇ z´ıska´vat.
Porovna´n´ı by bylo tedy nepr˚ukazne´. Nicme´neˇ naprˇ´ıklad v prˇ´ıpadeˇ stra´nek ct24.cz na´stroj
Readability chybneˇ detekoval konec obsahu a do obsahu se tak dostal i text formula´rˇ˚u.
Da´le se u neˇktery´ch dokument˚u dosta´val do vy´sledku komenta´rˇ. Ve vy´sledku se vsˇak da´
rˇ´ıci, zˇe je tento algoritmus v mnoha prˇ´ıpadech prˇesneˇjˇs´ı nezˇli mu˚j, zejme´na co se chybne´ho
detekova´n´ı spra´vny´ch blok˚u ty´cˇe. Rozd´ıly nejsou vsˇak nijak markantn´ı, a pomoc´ı prˇida´n´ı









































C´ılem te´to pra´ce bylo vytvorˇit univerza´ln´ı program pro extrakci hlavn´ıho textu z webovy´ch
dokument˚u. Na zacˇa´tku byl cˇtena´rˇ sezna´men s existuj´ıc´ımi rˇesˇen´ımi a mozˇny´mi metodami
pro extrakci textu. V za´veˇru prvn´ı kapitoly byly strucˇneˇ popsa´ny neuronove´ s´ıteˇ. V dalˇs´ıch
kapitola´ch jizˇ byl popsa´n na´vrh samotna´ implementace, ktere´ prˇedcha´zel strucˇny´ u´vod do
pouzˇity´ch technologi´ı a knihoven.
Program byl vyv´ıjen prima´rneˇ pro Ruby 2.0.0, nemeˇl by vsˇak by´t proble´m ani s nizˇsˇ´ımi
verzemi. Vy´voj prob´ıhal prima´rneˇ na syste´mu OS X, d´ıky multiplatformn´ı povaze jazyka
Ruby bude vsˇak mozˇno vyuzˇ´ıvat program i na alternativn´ıch operacˇn´ıch syste´mech.
V pra´ci je na´zorneˇ uka´za´no, zˇe doprˇedne´ v´ıcevrstve´ umeˇle´ neuronove´ s´ıteˇ jsou vhodny´m
na´strojem prˇi extrakci hlavn´ıho textu a poda´vaj´ı velice dobre´ vy´sledky. V pr˚ubeˇhu realizace
jsem si uveˇdomil, zˇe jsem mohl urcˇite´ vlastnosti vynechat a naopak neˇktere´ prˇidat. Hlavn´ım
d˚uvodem pro vynecha´n´ı vlastnost´ı je pak velika´ podobnost s vlastnostmi jiny´mi, jako prˇ´ıklad
uvedu pocˇet dlouhy´ch slov v bloku a hustotu teˇchto slov. i prˇes tyto nedostatky se mi
podarˇilo vytvorˇit dobrˇe pouzˇitelny´ na´stroj pro extrakci hlavn´ıho textu, ktery´ v jazyce Ruby
zat´ım chybeˇl.
Du˚lezˇity´m poznatkem je, zˇe i prˇesto, zˇe tre´novac´ı mnozˇina sesta´vala z pouze cˇesky´ch
webovy´ch dokument˚u, program dosahoval velice uspokojivy´ch vy´sledk˚u i v prˇ´ıpadeˇ ci-
zojazycˇny´ch stra´nek. Na za´kladeˇ te´to skutecˇnosti lze vysledovat, zˇe veˇtsˇina stra´nek ob-
sahuj´ıc´ıch cˇla´nek, ma´ podobnou strukturu a mnou vytvorˇeny´ program je tedy jazykoveˇ
neza´visly´.
I kdyzˇ vy´sledky klasifikace neuronove´ s´ıteˇ byly uspokojive´, d´ıky te´to pra´ce jsem si oveˇrˇil,
zˇe je vhodne´ prove´st po klasifikaci urcˇitou korekci vy´sledk˚u, kterou v tomto prˇ´ıpadeˇ zajiˇst’uje
na´sledna´ analy´za.
Do budoucna bych chteˇl zkusit naucˇit neuronovou s´ıt’ na rozd´ılny´ch datech, aby bylo
dosazˇeno dobry´ch vy´sledk˚u i v prˇ´ıpadech extrakce produkt˚u z internetovy´ch obchod˚u nebo
analy´ze hlavn´ıch stra´nek web˚u. V tomto prˇ´ıpadeˇ by vsˇak bylo nutne´ upravit znacˇny´m
zp˚usobem i na´slednou analy´zu. V ra´mci dalˇs´ı pra´ce na programu bych se rovneˇzˇ snazˇil
da´le experimentovat se vstupy s´ıteˇ. V prˇ´ıpadeˇ dalˇs´ı pra´ce bych v kazˇde´m prˇ´ıpadeˇ rozsˇ´ıˇril
i mnozˇstv´ı tre´novac´ıch dat na v´ıce r˚uzny´ch jazyk˚u. Zaj´ımavy´m rozsˇ´ıˇren´ım by mohlo by´t
i poskytnut´ı webove´ho API.
Dle me´ho na´zoru byly c´ıle pra´ce z veˇtsˇiny naplneˇny, cozˇ dokla´daj´ı i prˇedchoz´ı tvrzen´ı. V
urcˇity´ch smeˇrech se nepodarˇilo dosa´hnout vytycˇeny´ch c´ıl˚u, na druhou stranu byl vytvorˇen
pouzˇitelny´ program, lehce rozsˇiˇritelny´ s mozˇnost´ı jednoduche´ integrace do jiny´ch syste´mu.
Acˇkoliv jsem v rane´ fa´zi nepocˇ´ıtal s pouzˇit´ım neuronove´ s´ıteˇ pro klasifikaci, ve vy´sledk˚u se
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