Abstract. In Virtual Reality environments, real humans can meet virtual humans to collaborate on tasks. The agent Max is such a virtual human, providing the human user with a face-toface collaboration partner in the SFB 360 construction tasks. This paper describes how Max can assist by combining manipulative capabilities for assembly actions with conversational capabilities for mixed-initiative dialogue. During the interaction, Max employs speech, gaze, facial expression, and gesture and is able to initiate assembly actions. We present the underlying model of Max's competences for managing situated interactions, and we show how the required faculties of perception, action, and cognition are realized and connected in his architecture.
Introduction
Virtual humanoid agents offer an exciting potential for interactive applications in Virtual Reality (VR). Cohabiting a virtual environment with the human users, virtual agents appear as equal partners that share the very situation with the user and can collaborate on or assist in any task to be carried out. The way they are conceived (Gratch, Rickel, Andre, Badler, Cassell, Petajan, 2002) , they can engage with the human partner in face-to-face conversation and demonstrate many of the same communicative behaviors as displayed by humans. Thus they allow for the exanimation of multimodal conversational behavior in various situational contexts. During the last years, the collaborative research centre SFB 360, has introduced one such virtual human as an instance of a situated artificial communicator, the anthropomorphic agent Max (Kopp, Jung, Leßmann, Wachsmuth, 2003) . Max is visualized in human-size in a CAVE-like VR environment where he assists a human user in assembling complex aggregates with virtual Baufix parts (see Fig. 1 ). In this setting, the two interactants meet in a familiar face-to-face fashion and become collaboration partners in a situated interaction. The human user-who is equipped with stereo glasses, data gloves, optical position trackers, and a microphone-can issue natural language commands along with coverbal gestures, or can directly grasp and manipulate the 3D Baufix models to carry out assembly actions. Likewise, the user can employ natural language and gesture when addressing Max. The agent has the same capabilities, being able to initiate assembly actions or to engage in multimodal dialogue using prosodic speech, gesture, eye gaze, and emotional facial expressions.
The rationale for our research is to use an embodied conversational agent in this setting in order to investigate aspects of situated communication and collaborative, mixed-initiative dialogue in a dynamic environment. The scenario is an extension of the original SFB 360 setting, in which the human had the fixed role of an instructor and the artificial communicator the role of an executive constructor. Our scenario is more symmetric. While the overall interaction is guided by the user's wish to build a certain assembly, roles may flexibly switch between the interaction partners according to their competences. That is, either the human or Max may carry out an action or may instruct the other one to perform an action. Section 2 explains this setting in detail and points out the characteristics of the interactions that take place. This analysis will lead the focus to the capabilities of goal-directed, interactive behavior in face-to-face conversations that are required from the agent.
To date, research on interactive systems has mostly concentrated either on dialogue, seen as spoken exchange of information, or on planning and executing goal-directed action to follow instructions. Little work has aimed at integrating both realms. Our setting, however, demands both since the agent shall be able to collaborate by taking actions in the world and conversing about it, possibly in an intertwined manner. Section 3 presents an interaction model that forms a basis for attaining these capabilities. It extends existing models to an account of both communicative and manipulative intentional actions, as well as of nonverbal, unwitting communication occurring in situated dialogues. It lends itself to realization through nested rational behaviors, which can be regarded as different kinds of intentional actions originating from shared processes. Building on this model, we have developed an underlying cognitive architecture that allows Max to communicate and cooperate with a human partner in a scenario of interleaving actions and perceptions. Section 4 describes our architectural approach and the interplay of the agent's capabilities of perception, action, and cognition. Section 5 takes an in-depth view at these processes and demonstrates how this architectural framework is applied to accomplish the capabilities of situated interaction we are targeting here for Max.
Interaction Scenario
Max's overall task is to assist the human user in VR-based construction procedures of Baufix assemblies. Both collaboration partners stand across a table that has a number of Baufix parts lying on it. The human can perform assembly actions in the aforementioned manners. Max is able to provide support whenever his partner does not know how to go on constructing an aggregate. Figure 2 shows a typical interaction in which both partners then cooperatively solve a construction problem.
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Figure 2: Max assists the human partner in building a propeller [translated from German] .
Looking at this interaction example, we can identify several challenges that the agent has to master: ! Interplay of communication and manipulation: Communicative actions and assembly actions are equal, each in their own rights, intertwined parts of the goal-directed interaction. That is, both participants contribute by either communicating something or directly manipulating objects, with different types of actions being more appropriate in different contexts. ! Dynamic environment: The environment, in which the interaction takes place, is constantly changing. Both interactants can freely move and manipulate objects or carry out assembly actions at any time. Max thus monitors the scene, including his partner, and keeps track of the current state of the assembly procedure. ! Mixed initiative: Initiative in the interaction switches between the interlocutors, without one participant being permanently the master and the other one following slavishly. Initiative can be seen as the license to induce an intention with the interaction partner. While the human has the initiative in the beginning (1) when he poses a goal to achieve, Max assumes initiative in 3 by bringing up a new sub-goal. The human user takes the initiative back in 4 or 12 by performing a request. When having the initiative, Max recognizes that his interaction partner refuses (as in 11) or hesitates to conduct an action (as in between 14 and 15), and he performs the action himself. ! Goal concretization: Originally, the user asks in 1 for a propeller to be built, defining the overall goal of the assembly procedure. Since there are several possibilities to construct a propeller out of Baufix parts, however, this goal needs to be concretized further. This is done implicitly by the user who employs specific parts in his construction actions 7 and 10. Max recognizes and keeps track of these implicit situational commitments, and he refines his subsequent explanations accordingly in 11 (now mentioning a three-hole-bar). ! Failure detection, feedback & retrace: The agent detects wrong assembly actions performed by his partner (as in 7) and informs the human about the occurrence and the specific kind of the failure.
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Furthermore, Max undoes the action and retraces his assembly explanations. He then re-explains the wrongly performed manipulation in a more elaborated way, now emphasizing that the bolt must be put in the middle hole of the bar (9). ! Turn-taking: Throughout the dialogue, both interactants manage the exchange of turns. In 4, the human interlocutor interrupts Max and rigorously takes the turn to pose a clarification question. Max grants the floor at the next possible point (after 5) and answers the question (6). Turn-taking generally occurs more smoothly employing specific, mostly non-verbal behaviors to coordinate the flow of conversation. ! Engagement & emotional display: Both agents establish and maintain a connection while jointly undertaking the construction, i.e. they show engagement in their collaboration (Sidner et al. 2005) .
Max demonstrates this by committing himself and contributing to the task, and by displaying on his face that even his mood is affected by the outcome of actions.
In summary, we note that the collaborative construction procedures we are looking at here are characterized by a high degree of interactivity, with frequent switches of initiative and roles of the interactants. The participants reconcile their contributions to the interaction with the need for regulating it by performing multiple activities simultaneously, asynchronously, and in multiple modalities. In consequence, though being goal-directed, the interaction runs in nested threads and appears fairly unpredictable. Contributions are either communicative or manipulative, and the effects of the latter can only be taken in from the situational context.
Aspects of Interaction -Modeling Dialogue Behavior
Participating in situated interactions like the ones explained in the previous section requires the agent to cope with numerous aspects of dialogue and more generally collaborative action. The basis for this is a sufficiently comprehensive model of what is going on in the interaction, along with powerful capabilities of managing it. Adopting the information state approach to dialogue (Traum & Larsson, 2003) , we frame in this section an interaction model to define the aspects along which interaction evolves from the agent's point of view, and we lay down a formal notion of interaction move to explicate what actions can bring about. We thus stipulate what facets of interaction Max must take into account, we do not make any provisions as to how these aspects can be fully represented or reasoned about. In fact, one of our main tenets is that only by means of situated interaction management, i.e. by closely coupling these processes to external and discourse context, the agent is able to meet the abovementioned demands.
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Interaction Model
Traditional approaches to dialogue modelling can roughly be distinguished as state-based/frame-based approaches or agent-based approaches (McTear, 2002) . The state-based approaches rest upon explicitly represented dialogue states, and define how a dialogue move leads from one state to another, frequently employing some form of dialogue grammar. Agent-based approaches adopt notions of dialogue as collaboration between two or more agents with mental states. To model their dialogue behavior, speakers are assigned mental attitudes like beliefs, goals or plans, as well as social attitudes like commitments or obligations (e.g. see Traum, 1996) . The recent information state approach provides a framework for formalizing both dialogue models in a unified manner (Traum & Larsson, 2003) . It assumes that each agent maintains information states (IS) that are employed in deciding on next actions and are updated in effect of dialogue acts performed by either interactant. A particular dialogue manager, then, consists in a formal representation of the contents of the ISs plus update processes that map from IS to IS given certain dialogue moves.
Several systems have been based on this theoretical framework, concentrating on different aspects of dialogue, e.g., the GODIS system (Larsson, Ljunglöf, Cooper, Engdahl, Ericsson, 2000) , or in the WITAS project (Lemon, Bracy, Gruenstein, Peters, 2001 ). On the same basis, Traum & Rickel (2002) have proposed a model of multimodal dialogues in immersive virtual worlds that comprises layers for contact, attention, conversation, obligations, and negotiation. The conversation layer further defines separate dialogue episodes in terms of participants, turn, initiative, grounding, topic, and rhetorical connections to other episodes. Rules state how communicative signals can be recognized and selected to cause welldefined changes to a layer. Building on this previous work, we also define a model that frames interaction along a set of layers. An interaction state is then defined as combination of states across these layers.
However, most existing models have focused either on dialogues where the agents are only planning (e.g. (Chu-Carroll and Carberry, 2000) )-with the plan to be executed at a later time-or on dialogues where the agents are only executing some previously created plan (e.g. Ardissono et al., 1996) . As Blaylock et al. (2003) point out, this does not allow for modeling dialogues where mixed-initiative collaboration and interleaving acting and planning take place, as in our setting. In addition, we posit that not only spoken communicative acts contribute to an interaction and count as conversational acts, but also manipulative actions must be characterized as such. We therefore introduce a model that includes a layer accounting for the formation, maintenance, overlap, and rejection of the goals of interactants. Goals cover the rational behind any kind of intentional action and abstract away from their situational realization.
The interaction model consists of the following layers:
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! Initiative: Who has brought up the goal that the interactants are pursuing in the current discourse segment. ! Turn: Who has the turn. We distinguish between four states: my-turn, others-turn (or a unique name for a specific interaction partner, respectively), gap, overlap. ! Goals: The goals that have been pursued so far as well as the, possibly nested, goals that are still on the agent's agenda for the remainder of the interaction. Each goal may either have arisen from the agent's own desires, or was induced due to obligations following social norms or a power relation Max is committed to (Traum & Allen 1994 ). ! Content: The propositional content that has been or will be subject of the discourse, defined in a logic-based notation. ! Grounding: The discourse state of content facts, denoting whether the agent assumes a fact to be new to the conversant or part of the common ground (Clark & Brennan, 1991) . ! Discourse structure: The organization of the discourse in segments that can relate to goals and refer to or group the entries in the content and goal layers. Each discourse segment has a purpose (DSP; Grosz & Sidner 1986 ) and they are related based on the relationships among their DSPs, all of which are part of one intentional structure. ! Partner model: What is known about the dialogue partner(s), also covering aspects of negotiation and obligations. It is the basis of retrospective analysis and thus plays a central role for the agent being situated in an evolving interaction.
Interaction Moves
Any action by an interactant may alter the agent's internal representation of the state of interaction. In general, actions can be twofold. On the one hand, there are subtle signals that are immediately displayed in reaction to a change of internal states of an agent, for example, facial display of emotion. Though not being communicatively intended, these actions may alter an agent's interaction model, e.g., by allowing to assert new information to the partner model. We focus here on intentional actions, either communicative or manipulative, which make up for the progress of interaction. They are selected and performed in order to achieve a desired state of the world. In mental attitudes terms, we think of them as being produced following specific kinds of nested intentions, which in turn are resultant of some goal-directed planning process. For example, when touching a bolt or saying "move the bolt closer to the bar", one might have the intention not just of manipulating the object but of mating it with a bar, building a propeller, and assisting the partner. Modelling such behaviors requires having an account of their functional aspects, in addition to their mere overt actions. For manipulative acts, these aspects can easily be defined as the direct consequences (or post-conditions) of the manipulation in the world, which in turn need to be related to the current intention structure. For communicative acts, the functional aspects are not so easy to pinpoint in the first place. However, there is a long tradition of viewing speaking as acting. Austin (1962) pointed out multiple acts (or "forces") of making a single utterance: the locutionary act of uttering words, and the perlocutionary act of having some effects on the listeners, possibly even effecting some change in the world. To its perlocutionary end, an utterance always performs a certain kind of action, the illocutionary act. Adopting this notion, Searle (1969) coined the term speech act which is supposed to include an attitude and a propositional content. Other researchers have used terms like communicative acts (Allwood, 1976; Airenti et al., 1993; Poggi & Pelachaud, 2000) , conversational moves (Carletta et al., 1997) , or dialogue moves (Cooper et al., 1999) for related ideas.
The notion of functional aspects of communicative actions is particularly beneficial to multimodal systems, for it allows abstracting away from a signal's overt form to core aspects that only got realized in certain ways (e.g., (Traum & Rickel 2002) ). The basic idea, as pointed out by Cassell et al. (2000) , is that every verbal and nonverbal behavior (e.g. an eyebrow raise) fulfils a function, and that it may serve several communicative goals. That is, a single behavior can be employed in various circumstances to fulfil different conversational functions and the same function may be realized through different sets of behaviors. The function a behavior fulfils is either propositional (meaning-bearing) or interactional (regulative), and several behaviours are frequently employed at once in order to pursue both facets of discourse in parallel. Poggi & Pelachaud (2000) define a communicate act, the minimal unit of communication, as a pair of a signal and a meaning. The meaning includes the propositional content conveyed, along with a performative that represents the action the act performs (e.g. request, inform, etc.). By defining large lexicons, worked out in detail for gaze behavior and facial expression, the authors map performatives onto appropriate nonverbal signals.
Having formulated the main aspects of a communicative act and a manipulative action, we can now define the basic units of interaction in our setting. Such a unit can be either communicative or manipulative, for both actions contribute to the collaborative assembly procedure. We thus subsume them under the concept of an interaction move that is defined in terms of the following slots: ! Action: The illuocutionary act the move performs. The act can either be purely manipulative (connect, disconnect, take, or rotate) or communicative. In the latter case, a performative encodes the kind of action as described below. ! Goal: The perlocutionary force of the move, i.e., what the move is meant to accomplish. This can be either a desired state of the world (achieve something), or it can be the mere performance of an action (perform something).
! Content: Propositional facts that are conveyed by the move and that are needed to further specify the action and the goal. ! Surface form: The entirety of the move's overt verbal and nonverbal behaviors, employed to convey all of the aspects represented here. ! Turn-taking: The function of the move with respect to turn-taking, either take-turn, want-turn, yield-turn, give-turn, or keep-turn. ! Discourse function: The function of the move with respect to the segmental discourse structure, either start-segment, contribute, or close-segment (cf. Lochbaum, Grosz, Sidner, 1999) . ! Agent: The agent that performs the move. ! Addressee: The addressee(s) of the move.
These slots together capture all informational aspects that are relevant about an action in our model of interaction. They are not independent from each other, nor are they self-sufficient. Instead, the slots are supposed to mark the specific signification of particular informational aspects. In general, they provide a frame structure that can be incrementally filled when interpreting or generating an action. Some of the slots may thereby remain empty, e.g., for smallish moves like raising a hand which may solely fulfil a turn-taking function.
Semantics -Expectations -Obligations
The meaning of an interaction move is defined by what it realizes, i.e. by the effects it brings about in terms of the aspects captured by the interaction model. These effects can often not be defined in a clear-cut way as they can depend on multiple aspects of the interaction move and the context in which it is performed. For example, even a simple move that fulfils the turn-taking function want-turn will result in a new turntaking state self only when executed in the state gap (no one has the turn). For this reason, information state based systems typically employ a large number of update rules to model the context-sensitive effects of particular moves.
For a manipulative move, the effects are directly implied by the action and can be extracted via perception of the environment. Given powerful enough perceptive capabilities, the current scene thus serves as an external part of the representation of the interaction state for the agent. Communicative moves can generally bear a multitude of different actions, and we explicitly encode the action of each move by its performative. One can differentiate between general types of performatives, e.g., Poggi & Pelachaud (2000) distinguish the three types inform, query, request. Extending these, we add a fourth type, namely, propose-an action playing a central role in collaborative situations where the course of action is frequently being negotiated: 1. inform-performatives: provide informational facts, i.e., characterized by the desire to change the addressee's beliefs 2. query-performatives: procure informational content in order to establish a new belief or to verify an existing one 3. request-performatives: request a manipulative action 4. propose-performatives: propose propositional content or an action
The first two performatives mainly concern the propagation of information carried out by communicative acts. Request acts aim at manipulative actions, whereas propose applies to both kinds of action but is characterized by a high degree of tentativeness. Originating in one of these general types, a performative can often be narrowed down through subsequent specification during interpretation or generation (Poggi & Pelachaud 2000) . The final performative will be tailored to the content on which it operates (e.g., whether it asserts or requests a propositional fact, an action, or an opinion) as well as to contextual factors like the actual situation, the addressee, the type of encounter, or the degree of certainty. This can even happen retrospectively, when the performative of a previous move is fully disclosed at a later point in the conversation. We represent these refinements using a compositional notation, e.g. inform.agree, and we start out with a, yet extensible, set of performatives as shown in Table 1 The agent-based approach allows us to utilize-in addition to mental categories like beliefs, goals, and plans-social attitudes like the expectations a sender connects to a move or the obligations it imposes on the recipient. Traum (1996a) argues that obligations guide the agent's behavior, without the need for recognizing a goal behind an incoming move, and enable the use of shared plans at the discourse level. That is, obligations form a direct source of intentions besides the individual goals of the agent, both of which may even be contrary to each other. Still, the agent has the choice whether to adopt an obligation or not and this decision can be influenced by social conventions or the social relationship between the interlocutors.
In our case, Max is supposed to be cooperative and to help his human interlocutor whenever possible. Therefore, obligations are modelled to directly lead to the instantiation of a perform-goal in response to an interaction move. If this move was a query or request, Max will thus be conducting the action asked for in a reactive manner. In case of a proposal, he is only obliged to address the request, and his further deliberation decides upon how to react.
The core semantics of an inform-performative is to provide information to the interlocutor. When performing such an action, Max does not expect an answer and, if no response is given, the agent assumes the addressee to understood the information and to agree with it; the agent believes his goal to be achieved just by performing the communicative act in absence of a complaint. In contrast to inform, the agent will expect some reaction when having used a query-
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performative. The addressee can inform the agent that he does not know the answer or does not want to answer, but he is obliged to react in some form. If the interlocutor does not respond at all, the agent's goal will not be satisfied and he may try to encourage the interlocutor to respond. The same holds for a request-performative, which, however, differs w.r.t. the sender's expectations. Here only the performed action will satisfy the agent's goal. The agent will therefore wait for the addressee either to act or to refuse. The propose-performative lies in between the other performatives since the agent also expects a reaction, but it may range from performing the proposed action to agreeing/disagreeing to the proposal.
With respect to initiative, the performative along with the discourse function of the move are needed to state rules for identifying the holder of the initiative. The idea is that initiative is subordinate to the intentional hierarchy of discourse structure (Strayer & Heeman 2001). As Lochbaum et al. (1999) point out, the initiative is held by the segment initiator while the non-initiator contributes to the purpose of the current segment, e.g. answering a question in a sub-dialogue. If the general performative is an inform-performative, the speaker has the initiative when a new discourse segment is started. In case of a queryperformative, the speaker has the initiative, except when following up on a question or command or if the question is a clarification question and contributes to the discourse segment. The request-performative always leaves the initiative with the speaker as longs as the interlocutor obeys. For propose-performatives, it is not clear from the beginning whether they lead to an initiative shift or not, for this depends on the interlocutor's reaction. If the speaker tries to start a new discourse segment and the interlocutor accepts the proposal, the initiative gets transferred to the speaker; if the proposal is not acknowledged, initiative does not switch.
To illustrate our model, we analyse in Table 2 the first seven interaction moves of our example dialogue in Fig. 2 . To represent propositional facts in the goal and content slots, we use a formal, logiclike notation in which predicates/relations are indicated by a capital letter, and unbound variables are prefixed with a $. For example, "(Inform.ref $s)" represents that a reference will be communicated, with the unbound variable $s being the referent. An unbound variable indicates underspecification inherent to the content of the move (in this example, there is no particular entity being referred to, yielding an indefinite article). Note further that the content and the goal slot together specify the informational aspects of the move, with some of these aspects marked as being the goal.
Interaction Move
"Let us build a propeller." 
Architectural Approach
The previous section laid down a formal basis for modeling dialogue behavior, building on an agent-based approach. To employ this model for situated discourse in a dynamic environment, Max needs to rest upon an architecture that realizes and tightly integrates all the faculties of perception, action, and cognition required. This architecture is outlined in Fig. 3 . While at first sight it seems to employ the classical perceive-reason-act triad, it was conceived such that all processes of perception, reasoning, and action are running concurrently. Perception and action are directly connected through a reactive component, affording reflexes and immediate responses to situation events or user actions. Perceptions are also fed into deliberative processes taking place in the reason section. These processes are responsible for interaction management by interpreting user input or environmental manipulations into interaction moves, deciding which action to take next, and composing interaction moves to realize it. To this end, they draw upon different kinds of knowledge from different types of memories and
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employ an extensible set of self-contained planners. As symbolized by the cognitive, inner loop, they further draw upon internal feedback information, e.g., originating from the body model of the agent. Both the reactive and the deliberative component act through instantiating behaviors in the act section of the architecture. Finally, an integrated emotion system (Becker et al 2004) defines an explicit emotional state of the agent and how it changes over time, being influenced by and influencing all parts of the architecture. This architecture complies with design criteria that have been successfully employed in other dialogue systems and embodied conversational agents (e.g. the STEVE system (Ríckel & Johnson, 1999) or the FXPAL architecture employed in the REA agent (Cassel et al. 2002) ). In contrast to these systems, however, Max's architecture is based on a more cognitively motivated layout and interplay of its components. Additionally, it is specifically geared towards situated interaction, embedding deliberation into na hybrid architecture to account for fast reactive responses and the agent's embodiment. This enables Max to deliberate and reason even when he is not holding the turn-a capability indispensable for dealing with a dynamic environment or being able to intervene, e.g., when the human partner is performing a wrong manipulative action.
Perception
Situatedness refers to the ability to exploit the current situation as a source of knowledge. Being situated in a dynamic environment and engaging in highly situated interactions thus requires Max to pay close attention to the dynamic environment as well as to his human interaction partner. Visual perception of the virtual environment is emulated by virtual sensors attached to Max's eyes, simulating his point of view and computing the virtual objects sighted in a view frustum (see Fig. 4, left) . In addition, the agent relies on information about the success or failure of construction actions, emanating from an underlying assembly simulation system . Perception of the human partner in the real world is achieved by an infrared tracking system that detects the positions and orientations of the user's head and hands, as well as by data gloves gathering information about hand posture (Latoschik 2001) . Verbal input from the user is fed into this framework through an auditory sensor. This sensor encapsulates a speech recognizer developed in SFB 360 (Fink et al. 1998 ), operating on a vocabulary appropriate for the Baufix construction scenario.
Building on these input devices, perception is led by contextsensitive foci and, in addition, directly triggers reactive responses. Inspired by the ACT-R (Anderson & Lebiere, 1998) approach to connect perceptual with cognitive processing, percepts that have been acquired and interpreted are encapsulated in dedicated modules that assert the most relevant information as beliefs in a central working memory. This either happens when new data is recognized, or when the focus of attention is shifted. Note that new data may also arise from internal reasoning. For example, when a known aggregation of Baufix parts is recognized, i.e. it is conceptualized, this information immediately pops up as a new belief.
Figure 4: Virtual and real-world perception of Max
Memories and Knowledge Bases
The central working memory of the architecture contains all current beliefs the agent's reasoning and deliberation is operating on. These beliefs may concern different kinds of knowledge, and they may originate from perceptions of the agent, be entries of specialized knowledge bases that got activated, or relate to individual plan-contexts of the pursued intentions. Beliefs are represented as relations with attribute lists, augmented with information about its origin (perception, interaction move, etc.), the time of assertion, and the frequency of its retrieval. The link to the information source of a relation eases the retrieval of additional information on demand. If the agent seeks information not present in his working memory, these associations can lead to the activation of related background knowledge. An example for this is an incorporated COAR knowledge bases (Jung 1998) , which provides the agent with taxonomic knowledge about Baufix parts and their possible functional roles in the construction of an aeroplane. The tags indicating assertion time and number of retrievals are used to simulate characteristics of natural cognitive memory, namely limited capacity and decay of information due to forgetting. If a belief has been asserted for a long time and only retrieved rarely, it is removed from the working memory. That is, the agent's world model is situated in that it is restricted to only those beliefs that are relevant for processing the current state of interaction. This helps keeping the amount of facts in a bearable range and allows for faster reasoning.
Still, being situated does not only pertain to drawing upon the external context, but also refers to having an account of the actions in the immediate past that have led to the current situation. The working memory thus also maintains a close connection to a discourse memory, which serves to keep track of the temporal order of events and the history of interaction in terms of different, possibly nested contexts. It is modeled as a stack of limited size in which the last elements are removed after a period of time. Its entries are composed of interaction moves (Sect. 3.2) along with fields for representing their discourse-level interrelations as inferred from the agent's intention structure.
Reasoning and Deliberation
The deliberative processes of the agent are carried out based upon a general, widely respected model of rational reasoning, the Belief-DesireIntention approach (Bratman, 1987; Rao & Georgeff, 1991) . BDI provides good facilities for modeling intentional actions, performing complex tasks under specific context conditions, and recovering from failure or interruption. The basic idea of BDI is to describe the internal state of an agent by means of a set of mental categories, and to define a control architecture by which the agent rationally selects actions based on their representation. The mental categories are (1) beliefs comprising the agent's knowledge about the world, (2) desires representing the states of the world the agent wants to achieve or actions the agent seeks to perform, and (3) intentions, each of which consists of a current goal combined with a plan chosen to achieve it. Plans represent intended courses of action. They are augmented with pre-conditions and context conditions constraining their applicability, as well as with a utility function that helps assessing their utility for achieving a goal in a certain situation. We distinguish between perform-and achieve-plans, which differ with respect to the goals they can be used for. While perform-plans are used for merely executing a plan, achieve-plans are used to reach a certain state of the world and are only executed as long as this goal has not been achieved. The BDI-interpreter continually pursues the plan with the highest utility value as an intention. We use JAM/UM-PRS (Huber 1999 , Lee et at. 1994 for our BDI interpreter, suitably extended for our purpose as follows.
Plans as mental attitudes
One key aspect of the architecture is that plans are employed to abstractly guide the agent's behavior, as well as to uniquely determine the exact actions to be executed. Plans can either directly trigger specific behaviors to act, but may also invoke dynamic, self-contained planners that construct context-dependent actions or, again, plans. That way, complex plans can be hierarchically expanded on demand by the instantiation of lower-level plans. For example, an integrated assembly planner derives construction plans of aggregates on-the-fly from assembly group representations being specified in the frame-based representation language COAR (Jung, 1998) . These plans consist of abstract constructions steps that state which kinds of objects need to be assembled in which ways to build e.g. a propeller or a tail plane rudder.
A judicious use of plans thus allows the agent to reduce the complexity of controlling dynamic behavior and to constrain itself to work towards goals, while still keeping options to adapt to the run-time situation (Winikoff 2002) . Plans are therefore kept as general as possible and are refined to situated context not until necessary. That is, we regard plans as mental attitudes, as opposed to recipes that just consist of the knowledge by which actions a goal might be achieved (cf. Pollack 1992 , Pollack 1990 . Our architecture comprises a plan library (see Fig. 3 ) that can, at first, be seen as a collection of recipes representing possible courses of actions. Once the agent rationally selects a plan and binds or constrains its arguments, however, it becomes an intention on an intention stack, encompassing information about the context and the goals responsible for it to come into existence. In result, the plan has become more than just a recipe since it is characterized by the agent's attitudes towards the realization of his goal.
Commitments can concern e.g. individual variables in specific plan contexts-which frequently occurs in underspecified instructions (cf. Sect. 2). For example, the type of an object used in a certain action is restricted, whereas its identity need not be fully stipulated (use a bar, regardless which one). We thus extended the BDI interpreter to the use of constraints. A variable can thereby be confined by constraints possibly arising in the ongoing discourse interaction. As a variable is used in a specific plan context, and as variable bindings are passed on 18/34 to sub-goals and sub-plans, constraining a variable affects its value in the complete context. Abstract concepts as well as situated specified propositions and actions become thus readily manageable in the BDI framework.
Implicit Learning of Variants
To supplement conversational aspects of memory, Max must be able to deal with user initiated variants of well-known structural aggregates, e.g. the user starts to build a propeller out of 5-hole bars as opposed to the known 3-hole-bar propeller. That is, Max must be able to dynamically conceptualize what the user is assembling and to constrain and adapt its plans accordingly. Exploiting information from the underlying assembly simulation system , this dynamic conceptualisation is done in an episodic short term memory capable of grouping recent construction steps into an episode, based on the aggregate that has been assembled (Voss 2003) . When the user demands a variant of an aggregate built in a recently completed episode, Max extends his long-term memory to this new aggregate concept in accordance with his recent episodic experiences (Voss & Wachsmuth 2003) . After augmenting his long-term knowledge through this unsupervised and concurrent implicit learning mechanism, Max can then conceptualise a learnt variant as such in the following situations. Moreover, this capability is one way for him to get to know different variants of an assembly goal, which in turn allows him to perform goal concretisation during interaction (see Sect. 2).
Acting and reacting
The act section of the architecture is in charge of processing all behaviors triggered by the reactive and deliberative components, e.g., to perform manipulative or communicative actions. Once instantiated there, behaviors can activate themselves dynamically when certain preconditions set in and, then, compete for control over the required effectors (certain joints of Max's skeleton, muscles of his face model, or speech). A mediator manages access to the effectors and resolves conflicts in favor of the behavior with the highest priority value. Reactive behaviors include gaze tracking and focusing the user in response to prompting signals (calling "Max" or touching his shoulder). In addition, incessant secondary behaviors reside in this component. They can be triggered or modulated by deliberative processes as well as the emotional state of the agent. These behaviors make the agent appear more lifelike and include eye blink, breathing, and sway. With regard to deliberatively triggered, intentional actionsabove all interaction moves-the act section must comprise of modules that turn them into executed behaviors. This includes generating and synthesizing tightly synchronized speech and graphics animation for multimodal utterances as explained in Sect. 5.4.
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Situated Interaction Management
Based on the basic architectural principles described in the previous section, situated interactive behavior of Max is realized by the interplay of several modules. Figure 5 shows a zoom-in on some of the individual modules the agent's architecture comprises of. Interaction moves are the main data structure for interfacing between these modules. On the input side, they are used to specify and structure the incoming information, possibly relating the information to external objects or previous interaction moves; on the output side, they serve as a container which gets filled during the generation process of an agent's response. Every move by both Max and his human partner gets memorized in the discourse memory which serves as a dialogue history. 
Input processing
In the perception module (top left section of Fig. 5 ), components that are responsible for the processing of sensory input data are displayed. The perception module is responsible for providing the agent with a permanent flow of situational changes. Information is gathered by view and touch sensors as well as from the assembly system underlying the VR simulation. Additionally, input data is processed by speech parsing, by applying detectors for gesture recognition, and by multimodal integration. The detectors are realized using compute nodes that are combined in hierarchically organized networks (using the PrOSA framework Latoschik 2001 , Biermann & Wachsmuth, 2003 . Special detectors are set up for turn-taking signals, e.g., responding to the user holding up a hand with fingers stretched (see Fig. 4 , right) or starting to speak. These turn-taking detectors are activated according to the conversational state serving as a situated attention focus. Whenever the detectors are activated and observe a certain combination of signals, this information is fed into the cognitive loop for being processed by appropriate reactive plans.
As for the analysis of speech input, several processing steps take place leading from perception to the reasoning layer where longer-term mental states are taken into account (cf. Fig. 6 ). A keyword-spotter linked to the parser is used to calculate a first guess for the general performative of the utterance by analysing its syntactical structure. This helps to distinguish between queries and informs. A semantic analysis and reference resolution are evoked to differentiate between the external objects and actions involved. Additionally, the utterance is scanned by the parser for cue words that may indicate a general performative (e.g. "I propose" clearly signals a propose-performative). The evolving data is filled into an interaction-move frame that is passed on to reasoning processes. Here, it is matched against the context of the agent's current mental state as well as against the discourse history to determine candidate interpretations (see Sect. 5.2). Fig. 6 illustrates how data originates from processes on different levels of the cognitive architecture during handling an incoming interaction move. 
Plan-based interaction management
How the agent behaves in the interaction is determined by the BDI control architecture. It draws upon specific plans for analysing input moves as well as selecting and generating responses in a context dependent manner, leading to either communicative or manipulative moves.
Dealing with incoming interaction moves
A variety of plans are used for handling incoming interaction moves. These plans differ with regard to what informational aspects they focus on, how they are executed, and if they constitute a single step in a longer processing pipeline or if the plan triggers a direct reaction of the agent.
Turn-taking functions are processed in a direct manner. Yet, to decide whether to allow an immediate interruption, the corresponding plan must take into account the mental state of the agent, the goal he pursues, and the dominance relationship between the interlocutors. For example, depending on the performative Max is using, he will allow an immediate interruption in some cases even before he has analysed the content of the interlocutors interaction move. To handle such situations, a turn-taking model is used (Leßmann et al. 2004 ) that combines concepts of the FMTB architecture (Cassell et al. 2000) , i.e. to distinguish a behavior from its conversational function, with ideas of the turn-taking layer of the dialogue model of Traum & Rickel (2002) . Our model consists of two steps: First, a rule-based, context-free evaluation of the possible turn-taking reactions takes into account the current conversational state and the action of the user utterance. These rules are incessantly applied and integrated using data-driven conclude plans to ensure cooperative dialogue behavior. The second step is the The propositional content of an incoming interaction move, if present, is processed by plans for determining the context it belongs to (e.g. to resolve anaphora). To this end, it is checked whether the move relates to the current goals, or to an interaction move performed before. This is done by calculating a correlation value between the content facts carried by the interaction move and the goal context. For example, to find the correct context for the user's clarifying question in Fig. 2 (4) is a prerequisite to respond properly. As the content of the question is a reference to an object which is constrained to the type bolt, and this fits perfectly with the context of the agent's current goal to connect a bolt and a bar, the agent's current goal can serve as a valid context. In addition, the agent needs also to be able to resolve references to external objects in the virtual world, which is done using a constraint satisfaction-based algorithm (Pfeiffer & Latoschik 2004) .
If the agent succeeds in searching a candidate context, it adds an obligation-goal to handle the interaction move as a sub-goal to the goal to which the move contributes to. Otherwise, a new obligation-goal is added as a top-level goal. By associating the interaction move with one of his goals, the agent is able to deal with multiple threads at the same time and keep apart their individual contexts. In result, incoming information is structured according to its content, but also depending on the context-an important aspect of being situated in the ongoing interaction.
Finally, the action of the incoming move, i.e., its performative as determined during interpretation, is essential for drawing the right conclusions and taking the proper reactions. Different plans are thus used to handle moves with different performatives. For example, these plans may include verifying a proposition, answering a question, or constraining a parameter involved in a plan as explained in the following section.
Situated refinement of underspecified task representations
Being situated in ongoing assembly tasks, the agent has to adapt his planned courses of action to events occurring during the plan execution e.g. the usage of specific objects or proposals made by the interlocutor. In our example interaction (Fig. 2) , the original goal of the assembly procedure was to build a propeller (1), which, then, gets refined to a three-hole-bar propeller. The agent has to keep track of these commitments, and then to refine further explanations accordingly. Constraint specifications are used to represent goals in an abstract, underspecified manner which then can be concretized implicitly and dynamically in the ongoing interaction. Fig. 2 . An arbitrary bolt ($obj1) has to be inserted into the center hole ($port2) of a bar ($obj2). However, when the user performs an incompatible action by putting a bolt in a wrong hole, Max is able to detect the violation of the center-hole constraint and to verbalize the violation (interaction move (8)). Refinements to this task representation, as they occur when the user chooses to connect a yellow bolt with a three-hole bar in move (10), are then represented as variable bindings being effective throughout the plan context. In Fig. 2, move (11) , Max explains the next construction step, which has a more complex structure. Its goal representation, which is subject to effective variable bindings, is shown in Figure 8 . Because the first object variable ($obj1) is now bound to a specific yellow slot-
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headed bolt (Bolt-12), Max uses a pointing gesture to refer to it. The second object ($obj3) is constrained to be a bar and not to be identical with the three-hole bar that has been used before (bound to $obj2). Max thus stresses this aspect by describing the object as "another" bar. Yet another constraint relating the lengths of the bars stems from Max's long-term assembly knowledge base. It states that for a valid propeller, the rotor blades must have equal lengths. When told to perform the assembly action himself (12), Max is able to choose an appropriate bar as second rotor blade where to insert the yellow bolt.
Output planning
If the agent has the goal to achieve a certain state of the world he will reason about which courses of action may lead to this goal. In result, he will formulate and aggregate situated plans that lead to the desired state of affairs. Each behavior that any of these plans incorporates may either be a communicative or a manipulative move. Both kinds of behaviors hence stand in a meaningful relationship to each other and can be carried out in a nested way when suitable. The decision is based upon the role that the agent currently fulfills. If Max is to act as the instructor-his initial role upon being asked by the human-, he will verbalize the steps.
Planning communicative moves
When Max has decided to employ a communicative act, he has to decide what meaning should be conveyed and how to convey it in natural language, gesture, etc. In general, the behavior produced must be tailored to the agent's current role in the collaboration, expressing his beliefs and goals. It also must account for the current situational context including his interaction partner and the previous discourse. Thereby, real-time throughput is needed if the system is to seem natural, especially given other processing of input and output (Traum, Fleischman & Hovy, 2003) . Generation methods that involve complex calculations are thus not appropriate. In general terms, natural language generation starts with a communicative goal to be achieved and relies on various sources of knowledge. Among these are task and conversational competencies, a model of the addressee, and a discourse history (McTear 2002; Reiter & Dale 2000) . The generation process itself consists of, first, selecting the content to be conveyed (content selection), secondly, structuring this content in messages that fit into and relate to ongoing discourse in meaningful ways (discourse planning) and, lastly, turning these messages into overt language and gesture (sentence planning and realization). In our approach, this process is an integral part of the agent's plan-based deliberations and is carried out naturally by dedicated plans when Max's mental attitudes decline him towards making an utterance. The communicative goal derives directly from the 25/34 currently active intention on the agent's plan stack, e.g. to request the interaction partner to connect two objects: request.order "user" "connect" "SCHRAUBE_23" $obj3.
The goal of the generation process, then, is to determine all information about this communicative move needed to render it as a multimodal utterance. Starting from a message (goal) as above, the general performative (action) is first derived directly from the type of the intended act (in our example request.order). Content selection then works to determine the information that specifies the parameters of the communicative act to concrete values and, if possible, refines the performative. Discourse planning determines the move's discourse function and the discourse segment (DSP) it is contributing to, both being derivable from the actual structure and ordering of the plans on the intention stack.
The final stage of output generation is to form a specific utterance which satisfies the intended communicative goal by fulfilling the corresponding action and conveying the selected content. Our approach to this is inspired by systemic grammars [Halliday, 1985] , which explicate the choices made in this derivation based on the functional aspects of a communicative act. Our generator employs dedicated decision modules in a suitable order to model this generation process (Fig 9) . Each of these modules implements paradigmatic choices and results in realizations statements that are collected in an intermediate representation. The representation contains a central template node for the performative, along with nodes for the entities that play semantic roles in the respective event (e.g. agent, action, or objects in the request template), thus laying down the constituents of the sentence. By traversing the representation and accumulating the realization statements in the various nodes, the syntagmatic structure of the utterance is constrained. Such statements may concern the insertion, ordering, or conflation of grammatical functions (e.g. +Subject +Finite). For example, statements in our grammar cover subject-verb congruency or attribute-noun congruency, or state how the type of an object can influence the lexical item chosen for the associated verb.
During sentence planning, the nodes are processed to build referring expressions, also considering gestures that can augment or even supplement the content of the verbal utterance. This includes deictic gestures that directly refer to entities in the environmental context as well as iconic gestures (as in utterance 15 of Fig. 2 ) that contribute visuospatial information. In our generation process, gestures can be stated either explicitly in terms of the form features of the meaningbearing phase or by specifying a desired communicative function to fulfill . Currently, the latter mechanism is utilized to assign coverbal gestures, where the function is derived by the planner form the goal, action, and content of the interaction move. In addition, decisions are made whether to use an active or a passive form, e.g., depending on whether an agent entity is specified or not.
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In the realization phase, the nodes are traversed again to choose a verbal item for each entity. This is done by retrieving words in their principled (not yet inflected) form from a lexicon. Additionally, the nodes are processed and filled with required lexico-grammatical information about the constituents (case, number, gender, determiner) in the form of further realization statements. For example, verb entries in the lexicon imply additional grammatical constraints to be met by the verb constituents. Likewise, subject-verb congruency leads to constraints entered in the finite's or predicate's realization statements. To account for the move's discourse function, Max is able to insert cue words into the template node to be prepended to the utterance. If the first communicative act is the first in a multi-step plan, e.g. the first construction step for an aggregate, the cue word will be "at first". If it is a successive step, the cue words consist of discourse connectives chosen dependant on the rhetorical relations between this utterance and the previous one ("then", "and now", "this time", "again"), and if it is the last step of a discourse segment Max will use "finally" or "at last".
Finally, the nodes are processed a last time to determine the final, inflected form of the lexical items and to combine them to a clause in accord with the realization statements. During this processing, gestures get adjusted to enclose the expressions they relate to. To this end, tags are used to state the start and end point of an accompanying gesture and are specified in an XML-notation. The generation process is able to create utterances in which a deictic gesture is employed to refer to an individual object, or an iconic gesture to depict a spatial relation (see examples for both in Fig. 2 ). The complete multimodal utterance is then translated into MURML (Multimodal Utterance Representation Markup Language (Kranstedt et al. 2002) ) to be sent to the next levelrealization of the overt output behavior (see Sect. 5.4).
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Figure 9: Workflow of generating a multimodal expression.
Creating turn-taking signals
When an interaction move is ready for being uttered, specific plans are invoked to find out which of the two interlocutors is currently holding the turn. If Max holds the turn or if the communicative act entails a turn-taking function value of take-turn, the agent performs the utterance right away, possibly interrupting the human interlocutor. If the agent is not the turn-holder, turn-taking achieve-plans are executed that first attempt to obtain the turn by producing predefined wanting-turn behavior, automatically adapted to the situation and only running until the goal relation is met (Leßmann et. al 2004) . Likewise, if the agent decides to give up the turn after an utterance, respective behaviors are executed subsequently. Some examples of nonverbal turn-taking behaviors employed by Max are illustrated in Fig. 10 . 
Output realization
The final step in output generation is to turn the planned interaction move into multimodal output behavior of Max. It starts out with information about the surface form, defined by a multimodal utterance tree out of textually defined words and possible gesture definitions in MURML, along with meta-information about the actual action and goal of the utterance. Organized as a pipeline architecture, it consists in two consecutive steps, behavior augmentation and behavior realization.
Behavior augmentation is meant to augment the XML specification, which only amounts to intended behaviors derived from communicative goals, with apposite nonverbal and paraverbal behaviors like intonation, eyebrow raise, head nod, or posture shifts. These behaviors do not encode explicit communicative goals, and are thus not conceived during output planning, but are essential to meaning as they underscore the central parts of the utterance. Behavior augmentation draws upon information about grammatical units (clause structure), information structure (theme and rheme), word newness, and contrast, each of which represented by dedicated tags in the XML tree. This tree is augmented with appropriate behaviors by applying each of an extensible set of generators to all of its nodes. Such generators are employed for gaze, intonation (specified in GToBI notation (Grice & Baumann 2001) ), eyebrow raises, and head nods. The information at 29/34 disposal is thereby currently limited to clause structure and information structure.
The second step is to turn the multimodal utterance tree with its morphologically and phonologically-specified behaviors into synthesized speech and intonation, expressive gestures and other animations for Max's face and body, and to schedule them into synchronized multimodal output. For this task, we employ our Articulated Communicator Engine . It provides modules for the synthesis of gestural, verbal, and facial behaviors, and embeds them in an incremental process model that schedules and links their deliveries into synchronized, fluent utterances. It produces continuous speech and gesture in successive chunks, each of which being a synchronized pair of a intonation phrase and a coexpressive gesture. Synchrony between the modalities is thereby achieved by timing the gesture and adjusting the duration of silent pauses in speech.
For the synthesis of gesture, Max is based on a kinematic skeleton (comprising 103 DOF in 57 joints) and is equipped with a module able to generate, in real-time and from the scratch, all animations required to drive the skeleton as specified. Especially the latter is indispensable for the degree of situated behavior targeted here. Animation planning includes the allocation of body parts to perform a gesture with, the expansion of complex movements constraints for symmetry or repetitions, and the preparation of co-articulation effects by planning the gesture retraction to lead into an interim rest position when another gesture is about to follow. While all of these steps are still operating on the gesture specification in MURML, a final motor planning stage processes both the form definition originating from microplanning and the timing constraints set up during scheduling, and turns them into applicable motor programs. That is, the motor planner seeks a solution to drive the kinematic skeleton for complete gestural movements that meet all form and timing constraints; see for details on how computer animation techniques are employed to simulate unrestrained hand and arm movements.
Conclusion
We have presented the embodied conversational agent Max, who serves as a cooperative construction partner in assembly tasks. Due to the Virtual Reality environment in which the agent is situated, the human interactant engages with Max in a familiar face-to-face scenario. Max is able to deal with human conversational behaviors occurring in situated interaction like interruptions, turn-taking, incomplete references, interventions, multimodal input, and the anticipation of assembly action. But Max is not only able to deal with these behaviors on the perceptional side; he is also able to live up to some of the expectations arising from his anthropomorphic appearance, namely, to generate natural conversational behavior himself. His perception, generation and reasoning processes are running concurrently and in parallel and lead to the production of multimodal utterances, active expression of turntaking signals, and the intelligent management of construction tasks. The dynamic nature of the environment and the resulting partial predictability of discourse with the user-combined with the overall need for knowledge, planning, communication, and acting-have led to the development of Max's cognitive architecture that connects a deliberation based on a belief-desire-intention interpreter with fast reactive behavior.
Compared to the scenarios of other conversational agents, the collaborative assembly VR environment provides both Max and the user with rich possibilities for interaction, bringing acting and communicating closely together. This gain comes at the costs of less predictability and a harder manageability of the interaction. To account for the various aspects of such situated interaction, we arrived at a formal interaction model that characterizes the dimensions along which these situated interactions out of interleaving perception and action evolve. Part of this is to subsume both communicative as well as manipulative contributions to the interaction in order to allow the agent to handle both types of action in a unified way in his cognitive architecture. In summary, the setting of Max as a face-to-face communication partner in an immersive VR installation proved to be a very attractive environment for the study and simulation of situated conversational behavior, and it has helped us achieving a better understanding of how situated artificial communicators as targeted in the SFB 360 can be built.
