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Abstract
With the advent of cooperative diversity, much attention has been paid to the
introduction of better cooperative protocols in the past decade. The ability to
use the existing infrastructure to create a virtual multiple-input multiple out-
put (MIMO) wireless environment without additional hardware requirements has
opened up numerous cooperative communication possibilities. Several attempts
that have been made to design protocols that optimize both the throughput and
error performance simultaneously can be seen in the open literature. Among
these, amplify-and forward (AF) type protocols have found a prominent place
due to the simplicity of the implementation and for not requiring additional com-
putational overhead at the receiver. Thus, numerous variants of AF protocols
have been proposed in the past few years.
Although AF type protocols are popular for their easy implementation, the the-
oretical performance limits of these protocols are seldom fully understood due to
the difficulties that arise in analysing them. These difficulties are exacerbated
when block fading and spatial correlations are encountered. Thus, apart from
diversity multiplexing trade-off (DMT), performance metrics such as outage, er-
ror probability and capacity per channel use have been difficult to characterize.
The work presented in this thesis attempts to address the analysis difficulties
presented above and produce solutions. In particular, in the first part of the
thesis, the probability density function of cascaded Nakagami-m type channel
is analysed whereby the exact tail behaviour of the probability density function
(pdf) is obtained, and an accurate approximation for the pdf is also obtained.
These results are useful in analysing channel-assisted AF protocols with respect
to outage and extreme behaviour.
ii
The second part of the thesis looks into the ergodic capacity of the slotted amplify
and forward (SAF) protocol and the non-orthogonal AF (NAF protocol). As such,
in this part the performance of SAF and NAF is analysed for the case of “large”
number of relays and finite number of relays.
In the case of “large” number of relays, the exact eigenvalue distribution of the
system matrix, which is necessary to determine the capacity of the system, is anal-
ysed. Eigenvalue distribution is analysed for the cases of uncorrelated channel
gains and exponentially correlated channel gains between source to relay and relay
to destination. The exact eigenvalue distributions are derived using a “resolvent”
and Stieltjes transform based method, and the ergodic capacity is numerically
evaluated. This research shows that the capacity of the system reaches multi-
ple input single output capacity (MISO) bound when channels are independent.
However, when channels are exponentially correlated, the capacity per channel
use is much lower and exponentially related to the inter-relay distance factor.
For the case of a finite number of relays, using similarity transformations, upper
and lower bounds for the ergodic capacity are derived. It is verified that for
significantly high-SNR, in the absence of channel correlations, the capacity of
the system reaches MISO bound. Finally, the ergodic capacity of the NAF relay
channel under block fading conditions is investigated using a continued fractions
method and a lower bound is derived.
To the best of the author’s knowledge this is the first attempt to analyse the
performance of SAF and NAF protocols in terms of ergodic capacity. Hence, the
analysis and the results presented in this thesis will aid in designing, benchmark-
ing and evaluating new cooperative protocols.
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Chapter 1
Introduction
1.1 Background
The systematic study of relaying and cooperation in the context of digital com-
munication goes back to the groundbreaking work on relay channel by van der
Meulen, Cover and El Gamal [1]. A basic relay channel [1, 2] consists of a source,
a destination and a relay node. Cooperative communication on the other hand
encompasses the traditional relay-based communication methods apart from the
numerous new cooperative methodologies that have been introduced in the past
two decades. There has been a remarkable growth in cooperative communications
since the late 1990s. However, the study of cooperative wireless communication
is different from the basic relay channel introduced by van der Meulen Cover, and
El Gamal [1]. The channel models used in the early work on cooperative commu-
nication system analysis were restricted to either discrete memory-less channels
(DMC) or continuous valued channels which were characterized by flat fading
and additive white Gaussian noise.
Aside from the fading model, the defining aspects of a cellular communication
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system are base stations and the mobile nodes. Base stations are connected to
an infrastructure known as the backhaul, which has much higher capacity and
reliability than the cellular links. The mobile nodes of the system are mobile
stations that operate subject to energy constraints (battery) as well as the con-
straints driven by the physical size of the device. This leads to restrictions and
limitations on computational complexity and the number of antennas, among
other considerations. This standard topology would be significantly changed by
the use of cooperative communications. Within the context of the cellular radio,
cooperative communication may be used to enhance the capacity, improve the
reliability or increase the coverage. A relay station (a cooperative terminal in
its simplest form) can be used to extend the coverage area of a base-station or
to provide coverage in the so-called cellular coverage holes. In addition, thanks
to the advances in antenna array techniques, relays can also be used to improve
the throughput and the capacity. Relay-based cooperative communication has
also been considered for practical applications such as IEEE 802.16j and LTE
standards [3].
1.2 Amplify and Forward (AF) Protocols
A vast number of cooperative relaying protocols are available in the open liter-
ature. These can be roughly classified into two groups: transparent and regen-
erative relaying protocols [4]. In a cooperative system where a protocol of the
family of transparent relaying is used, the relay does not modify the information
represented by a chosen waveform. The relay node usually performs very basic
operations such as amplification and phase rotation, etc. Since no digital opera-
tions are performed on a signal, the analog signal received in one frequency band
is amplified and momentarily retransmitted. On the other in non-transparent
relaying such as the renown decode-and-forward protocol digital information is
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recovered before the retransmission phase. The foci of this thesis are variants of
transparent relaying protocols. Example of such protocols are [4]:
• Amplify-and-forward relaying (AF): Constituting the simplest and the most
popular relaying methods, the signal received by the relay is amplified
• Linear process and forward (LF): This relaying method includes some basic
linear operations which are performed on the signal in the analog domain
after the amplification. An example of such linear operation is phase shifting
which facilitates the implementation of distributed beamforming.
• Non-linear process and forward (nLF): Not yet fully explored this method
performs some non-linear operations on the received analog signal prior to
retransmission. An example application is the non-linear amplification of
the received signal that minimizes the end-to-end error rate.
AF protocol, which belongs to the transparent relaying family, is in general
straightforward to implement. Furthermore, decoding at intermediate relay nodes
is not required and signal processing techniques to be applied are relatively low
in complexity; thus power requirements of AF protocols are less. AF protocols
have been extensively researched in the past few years [5–9], due to the above
advantages, to explore and introduce efficient and productive variants of AF with
reduced resource usage, and maximized throughput and diversity. AF cooper-
ative protocols can be classified broadly under two categories according to the
structure of cooperative communication phases. These are the orthogonal AF
(OAF) and non-orthogonal AF (NAF). The slotted-AF (SAF) class of protocols
is a variant of NAF sub-class. It has been proven to achieve optimal diversity and
throughput [10]. Both NAF and SAF protocols have overlapping source trans-
mission and relay transmission phases, unlike orthogonal AF (OAF). However,
in SAF relay, transmissions are also allowed to overlap with each other. This
difference is discussed further in Chapter 2.
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In brief the advantages of SAF protocol are:
• Optimal diversity multiplexing trade-off (DMT) performance, maximum
diversity and multiplexing
• Does not require orthogonal channels
• Allows the use of more sophisticated network coding schemes
Considering those advantages, it is inevitable that, in the near future, AF type
protocol will find itself more widely used in practical applications. However,
performances of AF type protocols have not been fully established with respect
to performance metrics such as the Shannon capacity. This provides justification
that the behaviour of these protocols should be further studied to validate their
usefulness in practical systems.
1.3 Ergodicity
A majority of the work presented in this thesis involves the evaluation of ergodic
capacity. Hence the physical meaning of ergodic capacity will be explained here
for the convenience of the reader. A channel characteristic typically assumed in
the context of Shannon capacity is that of an ergodic channel. Strictly speaking, a
process is ergodic if the time averages can be used to replace ensemble averages. In
more practical terms, this means that the channel varies sufficiently rapidly over
the duration of transmission and hence traverses over all fading states. Ergodicity
allows one to apply the concept of averages and an ergodic channel can support
the following maximum error-free transmission rate with 100% reliability:
C = Eg
[
log2
(
1 + g
S
N
)]
(1.1)
where g is the instantaneous channel gain/power and Eg[·] denotes the expectation
operator with respect to g. Although the random channel fluctuation g may
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Figure 1.1: Behaviour of ergodic channel
comprise the effects of fading and shadowing, only fading is considered in this
thesis, as shadowing is a slowly varying effect. The notion of an ergodic channel
with respect to two transmission codewords of infinite duration is illustrated
in Figure 1.1. Note that the average of the signal does not change over two
codewords.
In contrast to an ergodic channel, fading of a non-ergodic channel does not vary
sufficiently fast enough to traverse all fading states over the duration of the com-
munication. In other words, a process is non-ergodic if the stochastic process
is very sensitive to initial conditions. Practical situations where this occurs are
when the channel is very slow fading and/or experiences severe and long-lasting
shadowing. The notion of a non-ergodic channel with respect to two transmitted
codewords of infinite duration is illustrated in Figure 1.2.
1.4 Performance of SAF and variation with the
relay-to-cooperative slot length ratio
It was pointed out in Section 1.2 that the performance of AF type protocols is
not well understood with respect to certain performance metrics that are useful
6
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slot length ratio
Figure 1.2: Behaviour of non-ergodic channel
in a practical sense. An example is the “time averaged” capacity given by (1.1).
It is even more difficult to perform this analysis in the presence of block fading
conditions, in which the “randomness” of the wireless channel changes rapidly.
To be specific, the main obstacle of evaluating performance metrics such as the
ergodic capacity is the absence of knowledge on the eigenvalue distributions per-
taining to the transmission model of SAF. From the literature survey done on
random matrices, it was evident that depending on the p/N ratio, where p is the
number of relays operating in one slot and N the number of transmission slots
dedicated for relays, the ergodic capacity can be analysed under three regimes.
These regimes are,
1. p/N  1, p,N →∞
2. p = constant, N →∞
3. p/N < 1, p,N →∞
It is worthwhile here to describe in brief the limits p → ∞ and N → ∞. First
take the limit N → ∞. This limit assumes the presence of ergodicity of the
system performance, or in other words there is no transient behaviour. The limit
imposed on p represents the total number of nodes operating in one cooperative
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slot of the nodes of the wireless network. Condition-3 above represents a highly
dense network where the number of nodes operating in one slot grows with the
number of nodes and the “density” is high. On the contrary, condition-2 dictates
a no growth scenario where the numbers of nodes are constant in a cooperative
slot when the network grows. Condition 1 illustrate a slow growth scenario, where
the number of nodes per cooperative slot increases, very slowly compared to the
total number of operating nodes in the system. Note that case-3 mentioned above,
governs the conditions for a highly dense network in terms of nodes; hence it is
likely that the channel gains are correlated. Thus it is of interest to analyse the
performance of SAF protocols in correlated channels.
1.5 Motivation
Having introduced the basic terminology, and the historic aspects, the motivation
to find solutions to problems that have not been analysed previously will be
presented in this section.
• As already mentioned, AF protocols are highly desirable, because of the
simplicity of implementation. However, due to the complexity of the trans-
mission model, many performance metrics are difficult to calculate. In
fact other than DMT, metrics like outage and pair-wise error probability
are rarely considered due to the mathematical challenges that arise. To
elaborate further, for AF class protocols, calculating the mathematical ex-
pectation of (1.1) or even determining the distribution over which it should
be done poses serious challenges. For AF class protocols, in comparison
to the competing decode-and-forward (DF) protocols of the regenerative
class, it is relatively difficult to calculate pair-wise error probabilities and
outage since the relays do not perform a full decoding in such cases. In ad-
dition, metrics like ergodic or time-averaged capacity give more practically
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important measures on the performance. Hence it is interesting to evaluate
metrics like the ergodic capacity for optimal (in the sense of DMT) AF
protocols.
• Capacity of cooperative communication systems depends highly on channel
correlations and the prevalent fading condition, i.e. block fading or quasi-
static flat fading. In practice, block fading environments are not uncommon.
For example, the block fading model fits the fading profile for a fast moving
mobile station. While the surrounding area and the geographical profile
may not change significantly, the best statistical model that fits the fading
phenomena, due to the fast movement, is a block fading scenario. Lowly
correlated channel gains correspond to the intermediate state between the
block fading case and the quasi-static channel where the stochastic channel
does not change with time. In this case, the channel gains are correlated
along time, but also slowly decay with time. Performance metrics like DMT
are unable to identify the detrimental effects of these diverse conditions and
only metrics such as ergodic capacity, error probability and bit error ratio
can give an insight into the effects these conditions. Yet again, as men-
tioned in the above case, evaluation of expressions such as (1.1) under such
block fading and correlated channel gain environments poses mathematical
challenges.
• One of the main factors that complicate the mathematical tractability of
practical performance metrics in relation to AF is the presence of cascaded
fading models. Absence of simple expressions for the probability density
function (pdf) of the cascaded Nakagami-m fading model presents difficul-
ties related to the analysis of AF protocols. Apart from AF protocols, the
statistics of product Nakagami channel are required in other areas of wire-
less communications as well. Examples are, analysing wireless scattering
environments, Hybrid Automatic ReQuest (H-ARQ) and the performance
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of product combiners. The expressions available to date are either too com-
plex to proceed with further analysis or prohibit simplifications altogether.
Thus, this presents an interesting problem to search for the existence and
obtain simple pdf approximations for the cascaded or product Nakagami
random variables.
1.6 Research Objectives
As a result of the motivations presented above, the following research questions
arise:
1. Can a simpler mathematically tractable expression for the pdf of prod-
uct of independent and identically distributed (iid), and independent and
non-identically distributed (inid) Nakagani-m random variables, which is
asymptotically exact, be proposed?
2. What is the ergodic capacity a cooperative communication system employ-
ing the SAF protocol under the conditions of infinite and finite number
relays?
3. For the case of an infinite number of relays, how do the channel correlations
affect the ergodic capacity?
4. What are the bounds for the ergodic capacity of the NAF relay channel?
In accordance with the research questions presented above, the key research ob-
jectives of this thesis can be laid down as follows.
1. To analyse the ergodic capacity of uncorrelated NAF and SAF relay chan-
nels where only a finite number of relays are cooperating in one cooperative
slot, under block fading:
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The performance of the NAF and the SAF protocols in terms of ergodic
(time averaged) capacity will be analysed, for the case where the cooperative
terminals (relays) are grouped in such a way that both spatial independence
(spatially uncorrelated) and time independence (uncorrelated in time) of
the wireless channel are present and the number of relays transmitting per
cooperative slot is finite.
2. To analyse the ergodic capacity of the uncorrelated SAF relay channel when
the number of relays operating in a cooperative slot are “large” (but sub-
stantially smaller than the number of cooperative sub-frames), under block
fading.
This case is similar to case 1 above in terms of channel correlations. How-
ever, the number of relays operating per cooperative slot is considered to be
large. As such, a completely different method needs to be employed when
analysing the eigenvalue structure.
3. To analyse the correlated SAF protocol when the number of relays operating
in a cooperative slot are “large” (but substantially smaller than the number
of cooperative sub-frames).
The transmission matrix in this case is again the same as cases 1 and 2.
However, the presence of correlation between the elements of the random
matrix forces us to follow a different path in analysis and subsequently gives
us different results to that of case 2.
4. To obtain an approximation with the “exact” tail behaviour for the pdf
of the product of iid Nakagami random variables that model the cascaded
fading channel in AF protocols, and the exact tail approximation for the
pdf of the product of inid gamma variables.
The first three problems are related to the performance of the SAF protocol. The
final problem, although broadly related to the analysis of the general AF class
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of protocols, is useful in the analysis stages of SAF. In addition, the results thus
obtained would also be useful in other areas of wireless communication. The
objectives 1, 2 and 3 correspond to the cases
• p− constant, N →∞
• p→∞, N →∞, c = p/n 1
• p→∞, N →∞, c = p/n 1
respectively. It might occur to an interested reader what the implications of
the limits N → ∞, p → ∞ might mean in a practical sense, or how “large”
numerically N and p must be such that these asymptotic formulas would become
valuable pragmatically. In the case of MIMO systems number of antennas of the
order of 10 per terminal is enough for sufficiently fast convergence to asymptotic
limits. The same order holds for cooperative systems and for the ergodic capacity
limits to be accurate. Frame length N ∼ 100 and relay numbers of p ∼ 20
(relevant for only the cases 2 and 3) would be sufficient. The objectives 1, 2
and 3 above are closely associated with the eigenvalue distribution of random
Gram type hermitian matrices which are decomposed into upper and lower band
matrices of bandwidth p (p corresponds to the number of relays operating in one
cooperative slot). The work related to these type of matrices and central limit
theorems for the eigenvalue statistics are not available in the open literature. This
makes this research problem challenging from a mathematical perspective. In
objective 1, due to the absence of the self-averaging property of the transmission
model the problem is made even more complicated, since traditional approaches
cannot be employed.
1.7 Contributions
The main contributions made thorough this research can be highlighted as below.
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• New results obtained on the ergodic capacity of the SAF relay channel under
various channel behaviours, and p/N ratio regimes:
As a consequence of this work, we have re-examined and modified the results
applicable to random Gram type matrices and determined the conditions
under which they can be applied to random Gram matrices with a upper
and lower band matrix factorization. As such, the ergodic capacity of the
SAF relay channel has been evaluated, under the conditions p → ∞ and
p = constant. For the case p → ∞, both independent and correlated
channels have been considered, while in the case p = constant, independent
channels have been assumed.
• New results obtained for the bounds for the ergodic capacity of the NAF
relay channel:
In the process a new methodology has been introduced to approach the
eigenvalue problem of a random Jacobian type matrix by using continued
fractions where the Jacobian random matrices are linked with continued
fraction through Markov chains. A lower bound for the ergodic capacity
of the NAF relay channel under block fading has been derived using this
method which is also a novel result.
• Approximations and tail-bounds obtained for product Nakagami-m random
variables:
Nakagami-m distribution is the most common and popular distribution
used to model the statistical fading in wireless communication. The cas-
caded Nakagami-m channel has been analysed both for the iid and the inid
cases and accurate approximations and tail bounds have been obtained for
the pdf. The simpler product Rayleigh case can also be derived from the
Nakagami-m case since Rayleigh is a special case of Nakagami-m. The
expressions that have been derived are of such form that the cumulative
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distribution, characteristic function and the inverse function of the pdf all
turn into mathematically tractable quantities. Since the inverse function
of Meijer-G function which appears in the exact expression for the pdf of
product Nakagami-m distribution has not been determined thus far, this
becomes an important discovery.
Having mentioned the research objectives, it is worthwhile to mention that the
significance and the advances made by the work presented in this thesis pro-
duce an impact on some other areas of wireless communication such as design of
cooperative communication systems, mobile cellular systems, and etc.
• To further elaborate, in this work, the optimality of the SAF protocol under
block fading conditions has been verified for various relays per slot/cooperative
frame length ratios. The case c = p/N < 1 has been analysed under cor-
related fading performance. In addition to the SAF protocol, the NAF
protocol ergodic capacity bounds under block fading has not previously
been described. As such, these results will serve as guidelines in selecting
between various cooperative protocols. Furthermore, the analysis carried
out is applicable to other areas in wireless communication, for example, per
sum cell rate of a mobile network, with a highway topology and where mo-
biles stations are moving along the highway continuously while performing
the soft-handover procedure. For the case where the mobile is only served
by two base stations, the work by Levy [11] is applicable. The results ob-
tained in this thesis are applicable for a higher number of base stations
simultaneously serving the mobile.
• Product Nakagami type fading channels present mathematical complexities
in analysing AF protocol and multihop network performance. The tail ap-
proximations and other approximations that have been obtained will aid
calculations in a number of other areas in wireless communication. Fur-
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thermore, the method adopted here is not only applicable to Nakagami-m,
fading but to a wide class of fading profiles including Weibull fading and
Generalized Nakagami fading. It is the belief of the author that researchers
would find a wide use of this method in a variety of wireless communication
methods where the fading profile is arbitrarily selected.
1.8 List of Publications
[1] A. Widanagamage and D. Jayalath, “Ergodic capacity of the SAF with fi-
nite relays and NAF relay channels,” To be Submitted to IEEE Transactions
on Information Theory.
[2] A. Widanagamage and D. Jayalath, “On the probability density function
of the product of Rayleigh distributed random variables,” in 6th Interna-
tional Conference on Signal Processing and Communication Systems (IC-
SPCS’12), 2012.
[3] A. Widanagamage and D. Jayalath, “Ergodic capacity of the slotted amplify
and forward relay channel with finite relays,” in Proceedings of Australasian
Telecommunication Networks and Applications Conference (ATNAC’12),
2012.
[4] A. Widanagamage and D. Jayalath, P.J. O’Shea, “Ergodic Capacity of the
exponentially correlated slotted Amplify and forward relay channel,” in Pro-
ceedings of the IEEE wireless communications and networking conference
(WCNC’11), 2011.
[5] A. Widanagamage and D. Jayalath, P.J. O’Shea, “On the empirical eigen-
value distribution of Slotted Amplify-and-Forward relaying protocol,” in
First International Conference on Engineering, Designing and Developing
the Built Environment for Sustainable Wellbeing (eddBE’11). , 2011.
1.9 Organization 15
[6] Yiyong Chin, A. Widanagamage and D. Jayalath, “Sequential slotted amplify-
and-forward with partial relay isolation,” in Proceedings of IEEE 23rd Inter-
national Symposium on Personal Indoor and Mobile Radio Communications
(PIMRC’12), 2012.
[7] Yiyong Chin, A. Widanagamage and D. Jayalath, “Sequential slotted amplify-
decode-and-forward,” in Proceedings of IEEE Wireless Communications
and Networking Conference, (WCNC’13), 2013.
1.9 Organization
The organization of the rest of this thesis is as follows.
Chapter 2: In this chapter, the basic concepts and the mathematical tools that
are used in the ensuing work are presented. These include the basic concepts
on random matrix theory, an introduction to continued fractions, and the
important integral transforms that will be used in the derivations of the
work that follows. Under random matrix theory, various methodologies that
can be employed to derive eigenvalue distributions of large random matrices
are discussed. The results that are known to this date are mentioned as
well. An introduction to the continued fractions has been included to aid
in comprehension of the proofs involving the ergodic capacity of the NAF
protocol. Finally, several integral transforms, mainly the Mellin transform
that is pivotal in the analysis of the pdf of cascaded Nakagami-m channels,
are stated.
Chapter 3: This chapter presents the methodology of analysis, and the results
obtained for the pdf of the product Nakagami-m distribution for iid and the
inid cases. It begins with a brief introduction of the main research problem
involving product random variables, applications where it finds its presence,
16 1.9 Organization
and then continues on to the introduction of the tools of analysis. The tools
include Sterling approximation and the saddle-point approach. First, the
“exact” tail approximation for the pdf of the product of iid Rayleigh (special
case of Nakagami-m) random variables is analysed using the saddle point
approach. This methodology is then extended to analyse the pdf of iid
Nakagami-m random variables. As a consequence, apart from the “exact”
tail bound, a highly accurate approximation for the pdf is also derived.
Thereafter, the case of inid gamma random variables, which is directly
related to Nakagami-m random variables via a Jacobian transformation, is
analysed. This is followed by a discussion of the analytical and simulation
results. Finally, some applications are highlighted.
Chapter 4: This chapter takes the first look at the SAF protocol, and analyzes
the ergodic capacity of this relay channel for the case p,N → ∞, with
p/N  1. The analysis follows under two main branches. The first one is
the case of uncorrelated channels, and the other is the case of exponentially
correlated source to relay and relay to destination channels. The exact
eigenvalue distributions are derived, and the ergodic capacity is numerically
evaluated. In both cases, the methodology used for deriving the eigenvalue
distribution is the Stieltjes transform method. Finally, the analytical and
simulation results are compared.
Chapter 5: In this chapter, the upper and lower bounds for ergodic capacity of
the SAF and NAF protocols, under the constraints of independent wireless
channels and p = constant, N → ∞ is analysed. The first part of the
chapter investigates the upper and lower bounds of the ergodic capacity of
the SAF protocol with a finite number of relays, and the rest is dedicated to
the analysis of a lower bound for the ergodic capacity of the NAF protocol.
Similarity transformations are used to derive the upper and lower bound
for the ergodic capacity of the SAF protocol, while the continued fraction
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method is used to analyse the NAF protocol.
Chapter 6: This chapter summarizes the findings and deductions of this mono-
graph and concludes the thesis. It further elaborates future research pos-
sibilities as well as other applications to which the results derived in this
work can be applied.

Chapter 2
Literature Review
2.1 Multihop communication
Multihop communications concept recently emerged as a viable option for provid-
ing efficient high data-rate coverage both in traditional (e.g. bent pipe satellites)
and modern (e.g. ad-hoc, WLAN) communications networks. In contrast to
conventional wireless networks, several intermediate terminals operate as relays
between source and the destination in multihop systems. In addition to improve-
ment of coverage, relaying systems realize a number of benefits over traditional
systems in the areas of deployment, connectivity, adaptability, and capacity [12–
21]. Minimizing the need for fixed infrastructure, results in networks that are
easier, faster, and cheaper to deploy. The coverage of existing networks can be
improved by extending the periphery and closing internal gaps [22]. Mesh connec-
tivity, adaptive routing, and load-balancing lead to networks that are inherently
robust and adaptable to changing environments [23]. Shorter transmission dis-
tances and more efficient use of the transmitted signal energy result in lower
power levels throughout the system [5]. This implies increased system capacity,
decreased interference levels, reduced terminal radiation, and longer battery life.
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The application of various spatial-diversity techniques enabled by the mesh con-
nectivity of the mobile terminals has the potential to further compound these
improvements. The special case of dual-hop transmission was encountered orig-
inally in bent-pipe satellites. The primary function of the spacecraft, which is
to relay the uplink carrier into a downlink [24] is a dual-hop transmission. It
is also common in various fixed microwave links by enabling greater coverage
without the need of large power at the transmitter. In the past decade, this con-
cept has gained new actuality in collaborative/cooperative wireless communica-
tion systems [5] and in multihop-augmented networks in which packets propagate
through many hops before reaching their destination.
Cooperation between pairs of mobile terminals has been proposed in cellular
and ad-hoc networks as a method of achieving the benefits of spatial diversity
without requiring the use of physical antenna arrays [5, 25–27]. These cooperative
protocols involve the sharing of information on an inter-mobile channel, such that
each user sends information using both of the terminals. Each transmission period
is divided into two slots, where in the first slot, each terminal transmits its own
information directly, and in the second slot, each terminal retransmits a portion
of the partner’s information. In general, these protocols are shown to improve
the capacity and outage performance of the system.
Relaying protocols may not restrict to the case of just one intermediate node.
These protocols can be easily extended to the case of multiple relaying terminals
in parallel [25], or multihop scenarios where each destination is instead a relay
itself, and is paired with a different cooperating terminal with which it cooperates
to transmit to the actual destination or the next relay. In such cases, the concept
of multihop diversity [28] is applicable, where the benefits of spatial diversity are
achieved from the concurrent reception of signals that have been transmitted by
multiple previous terminals along a single primary route. This scheme exploits
the broadcast nature of wireless networks where the communications channel is
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Figure 2.1: overlapping cooperation
shared between multiple terminals. This form of spatial diversity is especially ap-
plicable to packet relaying [29, 30] and multihop ad-hoc networks since diversity
gain can be achieved with minimal impact to existing serial relaying transmission
protocols that already involve each terminal along the multihop path retransmit-
ting the original signal. AF multihop systems as mentioned in Chapter 1 have
gained popularity due to the simplicity of deployment. However, determination
of key performance metrics is not simple. The work produced in this research
revolves around the performance of AF type protocols. Hence a solid background
pertaining to the general operational details and performance metrics should be
introduced. The sections that follow are dedicated to serving this purpose.
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Figure 2.2: non-overlapping cooperation
2.2 Introduction to NAF and SAF Protocol Mod-
els
2.2.1 Cooperative Protocol Structure
A cooperative protocol generally has two phases. One is the broadcast phase,
where the source transmits the information, and the other is the cooperative
phase or the multiple access phase, where the relays transmit the received infor-
mation. There is no necessity for the two phases to be separated in time. AF type
protocol can be termed as the “simplest” cooperative protocol. The task of the
cooperative terminal is simply to retransmit the received data. In this respect,
AF protocols can be classified into orthogonal AF (NAF) and non-orthogonal AF.
In non-orthogonal AF (NAF), there is a time-domain overlap in the broadcast
and cooperative phases. Clearly, in an NAF the multiplexing ability is higher
than OAF. This is at the cost of additional possible interference which must be
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eliminated through elaborate schemes. However, in most cases relay grouping
or logically clustering relay nodes allow us to separate them in such a manner
that the interference in the shared or overlapping phases is minimal. Slotted AF
(SAF) is another advancement of NAF. NAF allows only 50% overlap between
the cooperative and broadcast phases where as in SAF nearly 100% (theoretically
<100%) overlap is allowed. Thus the multiplexing gain of SAF is optimal. It has
to be emphasized though that relay grouping or ordering is necessary to achieve
the optimal multiplexing gain.
2.2.2 Channel State Models of Popular Cooperative Pro-
tocols
OAF
As the name suggests, under this two-phase protocol, the source broadcasts a
signal to relay and destination, in the first phase. This is then followed by a
relaying phase, wherein the relay amplifies and forwards the signals received by
it to the destination [5]. Let us assume that the source s input vector is given
by the sequence x = {xti}Ni=1 and that the ri relay receives the signal vector
ytr = {yr,i}Ni=1,i even. Note that at denotes the transpose of vector a. According
to [5], the output signal vector of the OAF protocol is given by [ytd,y
t
r] where
ytd = {yd,i}Ni=1,i odd is the signal vector received at destination d due to source
transmission. The transmission model is governed by the equations,
yd = g0xi + nd,i, i odd, (2.1)
yr,i = hr,ixi + nr,i, i even, (2.2)
where g0, hr,i are the channel gain between the source and the destination and that
between rth relay and source respectively (in the ith slot). nd,i, nr,i are additive
white noise components. In simplicity, time slots are reserved for reception from
24 2.2 Introduction to NAF and SAF Protocol Models
source and relay to the destination. This is in contrast to the NAF protocol which
shall be described next.
NAF
The NAF protocol is easily understood in the presence of one relay. In this case,
the relay listens to data transmitted by the source in one slot and transmits the
data in the subsequent slot. In this subsequent slot, the source also transmits a
copy of the same data, which was received by the relay in the previous slot (Note
that in OAF, the source didn’t transmit any data in this particular slot). Thus,
when the source transmits N slots of data, the relay transmits in only N/2 of
the slots. This protocol was introduced in [6] with the expectation of obtaining
maximum diversity from a relay while conforming to the half-duplex restriction.
When the restriction i odd is removed from equation (2.1), i.e. contiguous trans-
mission assumed for source, the same input and output equations (2.1), (2.2) can
be employed for the representation of the NAF protocol. To be more specific, the
received signals at the relay and the destination can be written as [6],
yd,i = g0xi + gd,jxr,j + nd,i + nd,j j even, (2.3)
yr,j = hr,jxi + nr,j j even, (2.4)
where yd,i is the received signal at the destination, and yr,j is the received signal at
the relay rj. g0, gd,j, hr,j are the channel gains within the pairs, source-destination,
relay rj-destination and source-relay rj. Moreover, xr,j is the symbols transmitted
by relay rj and nd,i, nd,j, nr,j are additive white noise components.
SAF
There is no data overlap in the NAF protocol discussed previously. For example,
the destination will not receive a combination of the 1st and 2nd data slots. It will
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receive only one sequence of data either via source or the source-relay combina-
tion. However, by assuming that the destination can perform simple algebraical
operations to decode linear combinations of source-relay transmitted data, SAF
protocol breaks this convention. It allows multiple sequences of data to be re-
ceived in a single slot at the receiver. For example, in SAF the receiver will
receive both the 1st slot transmitted by the relay and the 2nd slot transmitted by
the source in the 2nd cooperative slot. The idea behind the introduction of this
protocol [10] was to reduce the repetition induced by the source having to repeat
the same information as in the NAF protocol. The input and output equations
for SAF is as follows [10].
yi = g0xi +
N∑
j=1
gjxrj,i + zd,i (2.5)
yrj,i = hjxi +
N∑
k=1,k 6=j
γk,jxrk,i + zr,i (2.6)
The random variables g0, gj, hj are the channel gains within the pairs source-
destination, relay rj-destination and source-relay rj. xi is the source transmitted
symbol as usual and xrj,i is the corresponding symbol transmitted by relay rj.
The received symbols at the destination and the relay rj is given by yi and yrj,i
respectively. The channel gain between relays rj, rk, j 6= k is given by γk,j. zd,i, zr,i
are the additive white noise components. It is interesting to note that due to the
overlapped transmission, the destination receives a number of source transmitted
symbols xi−1, xi−2, . . . via the relay paths when the source is transmitting xi.
Additionally inter-relay gain γk,j which doesn’t come into picture in OAF and
NAF should be considered in an ideal analysis of SAF protocol.
2.2.3 General Assumptions
The following are generally assumed throughout this monograph.
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• Flat fading: The fading model is selected to be frequency-non-selective.
• The shadowing effects are neglected.
• Additive white Gaussian noise is assumed, i.e additive noise will be repre-
sented by a random variable with zero mean and variance one
• Let s represent the source and ri, i ∈ [1, p], represent the intermediate
nodes and d the destination. Thus s
⋃
ri represent the set of transmitting
stations and d
⋂
ri the set of receiving stations. Each terminal ri transmits
a discrete-time signal with complex baseband amplitude given by Si =
√
ei (αi + βi), where αi is the complex amplitude and βi is the noise.
2.3 Performance metrics of cooperative proto-
cols
2.3.1 Outage SNR
Outage in SNR is simply the probability that the instantaneous received SNR falls
below a certain threshold value for a particular communication protocol (Note
that instantaneous SNR is the ratio between the signal power envelope and that
of noise power at a particular instance). Mathematically this can be written as,
P (SNR < R).
2.3.2 Outage capacity
Let x,y denote the source transmitted information and information received at
destination respectively. Furthermore, let I (y,x|H) denote the instantaneous
mutual information between the source information and the received information
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given a particular channel model H for a transmission protocol which by defini-
tion is related to the entropy H of the source and the receiver by the relation
I (y,x|H) = H(y|H) − H(x|H). Then, for a multiple input multiple output
system, it has been shown [31] that,
I (y,x|H) = 1
N
N∑
i=1
log det
(
I + SNR ·HH†) , (2.7)
where H is the N ×M channel matrix I an N × N identity matrix. Now the
outage capacity is the probability that the instantaneous mutual information falls
below a certain threshold, i.e.
P (I (y,x|H) < r) = P
(
1
N
N∑
i=1
log det
(
I + SNR ·HH†) < r) . (2.8)
2.3.3 Diversity multiplexing tradeoff (DMT)
Before describing DMT, it is important to define the terms diversity and multi-
plexing. Diversity is related to the bit error probability Pe while multiplexing is
connected to the instantaneous mutual information. It is evident that the mutual
information I (y,x|H) (or simply the Shannon capacity) depends on the SNR,
and so does Pe given a particular modulation scheme and a transmission proto-
col. Due to the logarithmic behaviour of these two functions with respect to the
SNR, at high SNR the curvature of Pe and the capacity becomes constant. In
other words, the slope becomes fixed. In more precise mathematical terms, this
behaviour can be presented as,
lim
SNR→∞
Pe (SNR)
SNR
= d, (2.9)
lim
SNR→∞
C (SNR)
SNR
= r, (2.10)
where d and r are known as the diversity and the multiplexing gains respectively.
In 2003, Zheng et. al. [32] proved that for a MISO system like a cooperative
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protocol, diversity and multiplexing always satisfies a certain linear relationship,
i.e.
d = −mr + k. (2.11)
This relationship is known as the diversity and the multiplexing tradeoff (DMT)
which suggests that if r increases d would decrease and vice versa and that the
tradeoff rate is governed by m.
2.3.4 Ergodic capacity
From the definition of the instantaneous capacity, it is evident that it depends on
the underlying channel matrix which in terms depends on the fading behaviour,
and shadowing, which are random quantities, and the path loss which varies
only with respect to spatial positioning. Ergodic capacity is obtained when the
instantaneous capacity is averaged over all the time variations. In mathematical
terms, this can be obtained from (2.7) by simply applying the law of large numbers
as,
Cerg =
∫
R+
log (1 + SNRx) dPHH† (x) , (2.12)
where PHH† (x) is the eigenvalue distribution of the random matrix HH
† if it
exists.
2.4 Asymptotic analysis of eigenvalues of large
random matrices
The primary objective in this thesis, as has been mentioned in Chapter 1 is the
analysis of the ergodic capacity of the SAF protocol under constraints placed on
the number of relays available. There are two major obstacles that stand in the
way of this analysis. They are,
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• The analysis of eigenvalues of large random matrices having the form HH†
where H is the channel matrix of a system employing the SAF protocol,
• The cascaded fading model that has to be used to model the end-to-end fad-
ing behaviour of a multi-hop communication link where each link undergoes
Rayleigh fading (The reader is referred to Chapter 3).
In the ensuing section, mathematical tools which are paramount for the first
obstacle will be discussed while Chapter 3 is devoted to overcoming the second
obstacle.
2.4.1 Role of Normalized Eigenvalue counting measure
and the Eigenvalue distribution
Assuming that the channel matrix H is completely known at the receiver the
capacity under input power constraints (SNR dependence) depends on the dis-
tribution of the singular values of H. Let us focus our attention to the simplest
setting to illustrate this point. Suppose that the entries of the input vector x
are iid. The empirical cumulative distribution function of the eigenvalues (also
known as the spectrum or empirical distribution) of an N ×N Hermitian matrix
A denoted by FN is given by,
FN,A (x) =
1
N
N∑
i=1
1 (λi (A) < x) , (2.13)
where 1 (·) is the indicator function and λ1 . . . λN are the eigenvalues of the ma-
trix A. Now with an iid Gaussian input the normalized mutual information
conditioned on H can be written as,
I (y,x|H) = 1
N
log det
(
I + SNRHH†
)
=
1
N
N∑
i=1
log
(
1 + λi
(
HH†
))
=
∫ ∞
0
log (1 + SNRx) dFN,HH† (x) . (2.14)
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The previous expression highlights the importance of the eigenvalue distribution
in determining the instantaneous capacity. Now consider the matrix H to be the
transmission matrix highlighting the channel gain structure of a cooperative pro-
tocol over time. In this case, the above expression (2.14) can be interpreted as the
ergodic capacity, or the time averaged capacity of the system. FN,A(x) depends
on N or the size of the channel matrix. Exact results for FN,A(x) can be obtained
for the special case of Gaussian iid distributed H when HH† becomes a Wishart
matrix [33]. Furthermore, for the asymptotic case of N → ∞, few results are
available as well [34, 35]. Given the fact that exact results are available for finite
N , the reader might be interested as to why asymptotic results are important.
The main reason behind this is that in the case of cooperative protocols that are
considered in this thesis, the number of cooperative slots may tend to be large
and fading is not assumed to be quasi-static. Hence, rather than looking at the
complicated and in some cases cumbersome closed infinite series form equations,
it would be more insightful to look at the asymptotic results which are in a sim-
pler form. In addition, we identify the reasons below for considering asymptotic
eigenvalue distributions.
Insensitivity of the asymptotic eigenvalue distribution to the shape of the pdf of
the random matrix entries - This property implies, for example, that in the
case of a single-user multi-antenna link the results obtained asymptotically
hold for any type of fading statistic.
Ergodic behaviour makes it sufficient to observe a single matrix realization in
order to obtain convergence to a deterministic limit - In other words, the
eigenvalue histogram of any matrix realization converges “almost surely” to
the average asymptotic eigenvalue distribution. As such, it is not necessary
to average over a number of histograms (of several realizations of the random
matrix) to observe the central limit behavior. This phenomenon is known
as the “hardening” of the eigenvalues [33]. Hardening of the singular values
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lends operational significance to the capacity formulas even in cases where
the random channel parameters do not vary ergodicaly within the span of
a codeword.
Fast convergence of the empirical singular-value distribution to its asymptotic
limit - Asymptotic analysis is especially useful when the convergence is fast
such that, even for small values of the parameters (for example the size
of the random matrix), the asymptotic results come close to the finite-size
results. Recent works have shown that the convergence rate is of the order
of the reciprocal of the number of entries in the random matrix [34, 36].
Next some preliminary mathematical concepts and results are presented.
2.4.2 Joint element density of random matrices
Joint element density of a random N × N matrix A is simply the joint element
density of the elements of A which is given by PA1,1,A1,2,...,A1,n,A2,1,...,AN,N (A). In
the case of independent matrix elements, this can be written as the product of
the independent elements of A, i.e.
∏i=N,j=N
i=1,j=1 P (Ai,j).
2.4.3 Marc˘enko-Pastur Law
As already mentioned, exact results on the empirical distribution (eigenvalue
distribution) are seldom found in the literature. However, a central result in
random matrix theory states that when entries of H (a k ×N matrix) are zero-
mean iid with variance 1/N then the empirical distribution of the eigenvalues
of HH† converges almost surely as k,N → ∞ with k/N = β to the so called
Marc˘enko-Pastur law [35] (1967) whose density function is
fβ(x) =
(
1− 1
β
)
δ (x) +
√
(x− a)+ (b− x)+
2piβx
, (2.15)
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where z+ = max (0, z) and a =
(
1−√β)2, b = (1 +√β)2.
2.4.4 Difficulties in analysing eigenvalue distribution of
random matrices
Analysis of the ergodic capacity of SAF protocol requires the knowledge on eigen-
value distribution of random matrices For matrices that satisfy the so called “self-
averaging” property, this is analysis becomes relatively mathematically tractable.
To be more specific, self-averaging exists in a random matrix if, the normalized
continous power profile of HN given by
PN (r, t) = E
[|HN (i, j) |2] , i
M
< r <
i+ 1
M
,
j
N + 1
< t <
j + 1
N + 1
, (2.16)
converges uniformly to a bounded, piecewise continuous function as, N →∞ [11].
In simple terms, self-averaging suggests, if this property exists, then to obtain the
eigenvalue distribution, “averaging ” over a large number of random matrices is
not required. It is sufficient to investigate the eigenvalues of one instance of
a random matrix. Thus, in essence, absence of self-averaging property can be
termed as a key obstacle in averaging certain random matrices.
The term self-averaging was mentioned above without giving a proper mathe-
matical interpretation. Hence, next a simple description of self-averaging and
existence of the empirical measure will be given. Self-averaging is related to the
Lth moment PLN of the normalized trace of a random matrix which is related to
the spectrum via,
PLN = E
[
gLN
]
= E
[
tr
(
AN
L
)]
=
∫
R
1
λ− zdσ (λ) , (2.17)
where tr denotes the trace. If the above moment relation converges into a de-
terministic expression then self-averaging exists. An easy way to check this is to
consider the moment generating function of E
[
tr
(
AN
L
)]
and verify convergence
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asymptotically with N , in other words,
E[ANKANL−K−1]− E
[
AN
K
]
E
[
AN
L−K−1]→ O (var (A (x, y))) . (2.18)
Let us define A = ξNi,j=1, |i−j| < p (N) where p (N) is the bandwidth (bandwidth
is the number of non-zero diagonals in random matrix terminology) of the matrix
and ξi,j are iid random variables. Depending on the growth conditions put on
p with respect to N , three subcases can be identified. Let us investigate these
three subcases and discuss them with respect to self-averaging.
Band matrices-growth conditions,[34, 35, 37–41]
Case-1: Slow growth The case pN = o(N) is known as the slow growth condi-
tion. In this case pN , N →∞ while pN  N and self-averaging is present.
Case 2: Proportional growth In this case p ∼ ρN where 0 < ρ < 1 and thus
the name proportional growth. Self-averaging is present in this case as well.
Case-3: Constant band In this case pN = p where p is a constant. Self-
averaging is absent in this case, e.g. tridiagonal matrix
Consider the behaviour of a symmetric random matrix with iid entries as an ex-
ample under the above conditions. According to the well-known work by Wigner
[42] for the case pN = N case the empirical distribution tends to the semi-circle
law, i.e.
f (λ) =
√
4− λ2. (2.19)
According to [43], under condition-1 the empirical distribution tends to the semi-
circle law although with a slight difference. Although the limit is semi-circle law,
its tail is non-zero with probability one. On the contrary, for cases-2 and 3 the
limit law was proved not to be the semi-circle law. Take case-3 for example. It
was shown in [42] that the moments of the empirical distribution converge to,
λm (b) = λm +O
(
1
b
)
. (2.20)
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2.4.5 Common approaches to analyse empirical spectrum
Moment approach and Resolvent approach
Before the advent of free probability theory, broadly speaking, moment approach
and the resolvent approach were the two ways to obtain limiting spectrum of self-
averaging matrices. In both these cases self-averaging assures that an invariant
eigenvalue distribution exists.
• Moments approach: The basic idea in this case as has been already men-
tioned is to consider the convergence of the Lth moment MLN = E
[
tr (AN)
L
]
or the asymptotics with N . In certain cases (e.g. semi-circle law) the dis-
tribution can be identified from the moments (as moments are unique to a
particular distribution).
• Resolvent approach: The resolvent approach is closely tied with the Steltjes
transform (introduced later in the chapter) of the eigenvalue distribution.
Consider the resolvent GN (z) = (AN − z)−1 , z ∈ C (note the similarity to
the definition of eigenvalue and eigenvector, i.e. the characteristic equation).
E [gN ] = E
[
1
N
tr (GN (z))
]
can be identified as the moment generating func-
tion of MN = E
[
1
N
tr (AN)
]
. It was proved by F. Berezin that PLN given
by (2.17) can be factorized into powers of fW (z) the Stieltjes transform
of σW (z). When self-averaging is present E [gN ] can be proven to satisfy
an infinite system of recursive relations which has a certain deterministic
equivalent asymptotically, i.e. N →∞.
Details of these approaches can be are available in [34, 37, 38],
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Free probability theory
In the last few years, a large fraction of the new results on the asymptotic con-
vergence of the eigenvalues of random matrices has been re-established using the
tools of free probability. This is a discipline founded by Voiculescu [44] in the
1980s that spawned from his work on operator algebras. Unlike classical scalar
random variables, random matrices are noncommutative mathematical objects.
Knowing the eigenvalues of two matrices is in general, not sufficient to find the
eigenvalues of the sum of the two matrices (unless they commute). However, ac-
cording to free probability theory, certain sufficient conditions (called asymptotic
freeness) may be identified such that the asymptotic spectrum of the sum can be
obtained from the individual asymptotic spectra without involving the structure
of the eigenvectors of the matrices. When two matrices are asymptotically free,
there exists a rule to compute any asymptotic moment of the sum of the matrices
(and thus the asymptotic spectrum) as a function of the individual moments.
The central result in the application of free probability to random matrices is
that the integral transform known as R-transform of the asymptotic spectrum
of the sum of asymptotically free matrices is equal to the sum of the individual
R-transforms. Analogously, another transform known as the S-transform of the
product of asymptotically free random matrices is equal to the product of the in-
dividual S-transforms. Computation of the R-transform and S-transform follows
from certain combinatorial approaches studied by Speicher [45]. The power of free
probability is evident, not only in the new results on random matrices it unveils,
but on the fresh view it provides on established results. For example, it shows
that the semi-circle law and the Marc˘enko-Pastur laws are the free counterparts
of the Gaussian and Poisson distributions, respectively, in classical probability.
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2.4.6 Markov Chains Approach
As highlighted in the case of the band- matrices (case-3), absence of self-averaging
makes use of free probability, moment methods and resolvent methods redundant.
In such cases, the Markov chain method may be used to obtain bounds on the
empirical spectrum. The main feature of this method is to obtain a recursive
relation for the eigenvalues of the random matrix which can also be interpreted
as the defining recursive relation for a Markov chain. This can be successfully
done for a tridiagonal matrix only. Although this method was used in [46] for a
tridiagonal Grammian matrix, its usage dates much further into the 1980s where
in [47] using a similar method the existence of an invariant empirical distribution
has been proved for a Gaussian random tridiagonal matrix. Obtaining central
limit results for the spectrum of Hermitian tridiagonal matrices has an even older
history back to the pioneering work by Dyson [48] in analysing eigenfunctions of
random Schro¨dinger operators. The N ×N matrix A considered by Dyson was,
Ai,j = 0 if |i− j| > 1 (2.21)
Ai,j = −1, if |i− j| < 1, i 6= j (2.22)
Ai,i =
{ ξ0 − cotψ if i = 1
ξi if 0 < i < L
ξN−1 − tanψ if i = N
. (2.23)
The eigenvalues of this matrix are tied in a Markov chain given by,
ξ2NxN − xN−1 − xN+1 = 0. (2.24)
Dyson was interested on the central limit behaviour of the summand
∑N
i=1 F (xi)
where F (·) is a square integrable function. Since xi s are inter-related via the
Markov chain its ergodic properties directly affect any central limit behaviour on
xis. On the other hand, this problem is far more complicated than the case of the
sum of iid random variables. This scenario is quite similar to the random Jacobi
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type matrices that are encountered in communication theory [46]. For a random
Jacobi matrix HH† with H a N ×N matrix defined by ,
Hi,j = 0, if |i− j| > 1 (2.25)
Hi,j = bi, if|i− j| < 1, i 6= j (2.26)
Hi,i = ai, for 1 ≤ i ≤ N. (2.27)
where ai and bi are iid random variables it can be proven that the eigenvector xi
can be written as a polynomial of the eigenvalues, i.e.
xi+1 (λ) =
1
a∗i+1bi
N∏
i=1
(λ− λi) . (2.28)
Hence the capacity CN (P ) for a system with channel matrix H (example- 1-
dimensional cellular network with soft-handoff [46]) and power P can be given
as,
CN(P ) = logP − 1
N
log xN+1(λ) +
1
N
N∑
i=1
log a∗i+1bi. (2.29)
Hence in this case F (·) is a logarithmic function. The term 1
N
∑N
i=1 log a
∗
i+1bi
tend to Epia log x + Epib log x (by the strong law of large numbers) where pia and
pib are the distribution functions of {ai} and {bi}. In [46] the authors have used
the special properties of Feller type Markov chains to prove the existence of an
invariant probability for the empirical distribution. In light of the future work
presented in this thesis the important result discovered in [46] is given below.
Theorem:
Let the diagonal and subdiagonal elements of a N × N bidiagonal matrix X be
given by {ai}Ni=1 and {bi}Ni=1 respectively. Then the following upper and lower
bounds for the quantity log det
[
I + SNRHH†
]
which gives the Shannon capacity
per channel are valid.
max(Epia [log(1 + SNRx2)],Epib [log(1 + SNRy
2)])
≤ C(SNR) ≤ Epia,pib [log(1 + SNR(x2 + y2))]. (2.30)
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Here, pia and pib are the probability distributions of the set of matrix elements
{ai}Ni=1 and {bi}Ni=1, SNR, the end-to-end signal to noise ratio between the source
and the destination and C (SNR), the relevant Shannon capacity. This result has
proved crucial to the findings in Chapter 5.
2.4.7 Continued fractions approach
The continued fractions approach has rarely been used in the analysis of the
spectrum of random matrices. This approach is used to analyse a case, which is
rather difficult to analyse using common techniques (analysis of the NAF protocol
- Chapter 5, Section 5.3). Although Levy et.al, in [46], has used the Feller Markov
chain approach to prove the existence of an invariant measure for the Hermitian
Jacobian matrix HH† this is not the only way to prove this. There is a close
relationship between random continued fractions and Jacobian type random ma-
trices. To present the implications of this approach, a brief introduction will be
given on random continued fraction. Let a and b be positive integers. Consider
the fraction a
b
. Let us denote the integer part of a
b
by [a/b]. It was proven that
by Euler that a/b can be written as,
a
b
= β0 +
1
r
, (2.31)
where β0 =
[
a
b
]
and 1 ≤ r ≤ ∞. As long as [a
b
]
does not terminate (2.31) can be
written as,
a
b
= β0 +
1
β1 +
1
β2 +
1
β3 + . . .
(2.32)
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(2.32) is an example for a continued fraction. In general a continued fraction can
be written as,
a
b
= β0 +
α1
β1 +
α2
β2 +
α3
β3 + . . .
. (2.33)
In shorthand (2.33) is written as, β0 +
α1
β1+
α2
β2+
α3
β3+...
or [β0;α1, β1, α2, . . .]. Con-
tinued fractions may be finite or infinite. Given the continued fraction (2.33)
consider the nth convergent,
QN = β0 +
α1
β1+
α2
β2+
α3
β3 + . . .
. (2.34)
If limN→∞QN exists one may write,
β0 +
α1
β1+
α2
β2+
α3
β3 + . . .
αN
βN
= lim
N→∞
QN . (2.35)
The connection between a Jacobian matrix and continued fractions can be illus-
trated as follows. Let,
RN = RN (β0, α1, β1, . . . , αN , βN) , SN = SN (β0, α1, β1, . . . , αN , βN) , (2.36)
with initial conditions,
R−1 = 1 ; S−1 = 0 ; R0 = β0 ; S0 = 1. (2.37)
Then the ratio RN
SN
gives the nth convergent continued fraction Qn. Now, it can
be shown that the recurrence relation (2.35) satisfies the three term recurrence
relation that the eigenvalues of a Jacobian matrix given by (2.25),(2.26), (2.27)
satisfy [49]. If {βi}Ni=1 and {αi}Ni=1 are replaced with positive random variables,
then a random continued fraction is obtained. Furthermore, if the nth convergent
of this random continued fraction QN possesses a stable distribution, then one can
say that the dictating Jacobian matrix has an invariant eigenvalue distribution.
It is in this respect that the recent work of [50] becomes important. This work, in
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fact, ties the relationship between general Markov chains and continued fractions
which in turn are related to random Jacobian matrices. Hence by using [50],
an alternative proof can be provided to the first part of Levy’s work [46] which
ascertains the existence of a non-invariant measure for the empirical distribution
of a random Jacobian matrix. Consider the semi-infinite triangular (Jacobian)
random matrix HH† where H is given by,
H =

a0 − z b∗0 0 · · · 0
b0 a1 − z b∗1 · · · 0
0 b1 a2 − z · · · 0
...
...
. . . . . . 0
0
. . . . . . . . . . . .

. (2.38)
Since the eigenvalues of the matrix satisfy the three term recurrence relation it
can be proven that the eigenvalues satisfy the continued fraction relation,
XN =
1
a0 − z +
|b0|2
a1 − z +
|b1|2
a2 − z +
|b2|2
a3 − z . . .
. (2.39)
Now in relation to the HH† matrix with H given by (2.38) the related Markov
chain can be written as [46],
XN = z −
(|aN−1|2 + |bN−1|2)− |aN |2|bN−1|2
XN−1
. (2.40)
This Markov chain is related to the continued fraction of the form of (2.39).
Following in the lines of [50] we may have the following theorem. Let Zi =
z − (|aN−1|2 + |bN−1|2) and Yi = |aN |2|bN−1|2.
Theorem-1: Assume that Zi and Yis are non-degenerate. Then,
[a] the Markov Chain {XN , N = 0, 1, . . .} on S = (0,∞) has a unique invariant
probability pi
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[b] the invariant probability pi is non-atomic
Here note that the term “degenerate” in the sense of a random variable means
that it takes only a single value, example: a two headed coin can be interpreted
as giving only the value 1 (no value otherwise). Furthermore note that the term
“non-atomic” here implies that pi is not a discrete distribution.
proof: Before proving the above theorem, first “splitting condition” [50–52]
should be explained. Consider a sequence of iid random maps {γi}Ni=1 on a com-
pact set S = [a, b]. If there exists a number x0 and a positive integer n and a
constant δ > 0 such that,
P (γn . . . γ1 ≤ x0, x0 ∈ S) >= δ (2.41)
P (γn . . . γ1 ≥ x0, x0 ∈ S) >= δ, (2.42)
then it can be asserted that {γi}Ni=1 satisfies the splitting condition. Consider the
sequence γn of iid random maps on S = (0,∞) defined by γn (x) = Zn+ Ynx , n > 1.
The process Xn, n > 0 is then the Markov Chain generated by the iteration of
the random maps γn, that is, for each n > 1, Xn = γn ◦ γn−1 ◦ . . . ◦ γ1 (X0)
[53],[54]. Here, ◦ denotes composition of maps. Clearly, the random maps γn
are monotone decreasing on S = (0,∞). Next it is shown that the chain {Xn}
satisfies the splitting condition.
Since the Zn are non-degenerate, there exist 0 < a
′ < a < b′ < b < ∞
such that α = min{P [Z1 6 a] , P [Z1 > b] , P [Y1 6 a′] , P [Y1 > b′]} > 0. Clearly,
[a; a′, b, b′, a, . . .] < [b; b′, a, a′, b . . .]. Choose any x0 with [a; a′, b, b′, a, . . .] < x0 <
[b; b′, a, a′, b . . .]. Then denoting by {rn} and {r˜n} the sequences of convergents for
the infinite continued fractions [a; a′, b, b′, a, . . . ] and [b; b′, a, a′, b . . .] respectively,
one may find m > 1 such that r4m < x0 while r˜4m > x0. It is now easy to show
that (2.41), (2.42) holds with n = 4m and δ = α4m. Note that 4m is a result of
the 4-fold repetition pattern of the continued fraction; a glance at the continued
fraction will verify this. Part (a) now follows from [51], Corollary 2.2.
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Before proceeding to part-b, some preliminaries should be introduced. Let T ∗n
denote the distribution of Xn when X0 has distribution µ. Thus, if, p (n) (x, dy)
denotes the n-step transition probability of the Markov Chain (2.40), then for all
Borel subsets B of S = (0,∞) (sets B derived from (0,∞) through union and
intersection operations),
(T ∗n) (B) =
∫
S
p (n) (x,B)µ(dx), n > 1. (2.43)
Let dK denote the Kolmogorov distance on the set P (S) of all probability mea-
sures on (the Borel σ-field of) S. That is, writing Fν for the distribution function
of ν ∈ P (s),
dK(ν, ν˜) = sup
x
|Fν (x)− F˜ν˜ (x)|, ν, ν˜ ∈ P (S). (2.44)
for x ∈ R. Now to prove part-b, following [51] or [52], note that if X0 has a
non-atomic distribution, then so also does X1 = Z1 +
YN
X0
, because Z1, Y1and X0
are independent and 1
X0
is non-atomic. This means that, if the initial distribution
µ of the Markov Chain is taken to be non-atomic, then so also is T ∗1µ. Then,
by induction, T ∗nµ will be non-atomic for all n, that is, the distribution function
FT ∗nµ is continuous for all n. By the uniform convergence on S (orR) in part-
a, namely, supx|FT ∗nµ − Fpi| → 0, it follows that the invariant probability Fpi is
non-atomic which concludes the proof.
2.5 Integral Transforms
This section is devoted to introducing integral transforms that are used in the
analysis carried out in the sequel. It includes a basic and brief introduction to
Mellin [55] and Stieltjes transforms [55].
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2.5.1 Mellin transform
The Mellin transform is a vital integral transform which becomes useful in analysing
product random variables. It is defined as,
F (s) =M (f (x) ; s) =
∫ ∞
0
xs−1f (x) dx, (2.45)
for a real function f (x). Inverse Mellin transform is defined by,
M−1 (F (s)) =
∫ c+i∞
c−i∞
xsF (s) ds, (2.46)
where c ∈ R such that the integration contour includes all the poles of the inte-
grand. Next a number of properties of Mellin transform that will be used in the
ensuing work will be mentioned here without proof.
• M (f (x) g (x) ; s) =M (f (x) ; s)M (g (x) ; s)
• M (f (ax) ; s) = a−sF (s), where a is a constant
• M (xaf (x) ; s) = F (s+ a), where a is a constant
• M (f (xa) ; s) = 1
a
F
(
s
a
)
where a is a constant
A fundamental result in Mellin transform theory is known as the Parseval formula.
Suppose functions f (x) and g (x) are such that the integral,
I =
∫ ∞
0
f (x) g (x) dx (2.47)
exists. Let F (x; s) and G (x; s) be the Mellin transforms as usual. Furthermore
assume thatMF (x; 1− s) have a common strip of analyticity and take < (s) = c
to lie in this common strip. Then according to the Parseval property we have,∫ ∞
0
f (x) g (x) dx =
1
2pii
∫ c+∞
c−i∞
F (1− s)G (s) ds. (2.48)
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2.5.2 Stieltjes transform
Stieltjes transform is a widely used transform in analysing the asymptotic analysis
of eigenvalue distributions. Rather than directly obtain formulas or systems of
equations for eigenvalue distribution, it is much easier to obtain expressions for
the Stieltjes transform of eigenvalue distribution and then invert to obtain the
final results. Let X be a real-valued random variable with distribution FX(·). Its
Stieltjes transform is defined for complex arguments as,
SX (z) = E
[
1
X − z
]
=
∫ ∞
−∞
1
λ− z dFX (λ) . (2.49)
Although (2.49) is an analytic function on the complement of the support of FX (·)
on the complex plane, it is customary, to further restrict the domain of SX (z)
to arguments having positive imaginary parts. According to the definition, the
signs of the imaginary parts of z and SX (z) coincide. In the following examples,
the sign of the square root should be chosen so that this property is satisfied.
Given SX (·), the inversion formula that yields the pdf of X is,
fX (λ) = lim
ω→0+
1
pi
= [SX (λ+ jω)] . (2.50)
If the distribution of X is the averaged empirical eigenvalue distribution of an
N × N random matrix A, then E [Xk] can be regarded as the kth moment
E
[
1
N
trAk
]
. As a consequence, SX (z) can be regarded as a generating func-
tion for the moments of the random matrix whose averaged empirical eigenvalue
distribution is FX .
2.6 Summary
To conclude this chapter, we will highlight the usefulness of the concepts presented
thus far, for the progression of the rest of the thesis. We began the chapter with
an introduction to cooperative protocols and proceeded to present the operation
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of SAF and NAF protocols. These protocols will be studied in detail in Chap-
ters 4 and Chapter 5. Next, the definitions of performance metrics such as the
ergodic capacity, which is in the center of analysis of Chapters 4 and Chapter 5,
were introduced. This was followed by an introduction to eigenvalue distribu-
tion analysis methods, which are crucial in understanding the analytical methods
presented in Chapters 4 and Chapter 5. Finally, some integral transforms were
recalled. Out of these, the Mellin transform is vital to the next chapter, where
the statistics of product random variables are analysed.

Chapter 3
Product of Nakagami Random
Variables
As established in Chapter 2, the cascaded Nakagami-m channel is often encoun-
tered in AF protocol performance analysis. Thus, knowledge of the statistics
of the product Nakagami-m random variable proves vital. However, the closed
form solution is in the form of a Meijer-G function, which is hard to manipulate
mathematically, and the approximations that have been presented thus far do not
contain the “exact” tail-behaviour. Thus the purpose of this chapter is to obtain
simple expressions for the pdf of the product Nakagami-m type random variables
with “exact” tail behaviour. This Chapter begins with an introduction and a
brief history of the cascaded Nakagami-m channels. Then, the Mellin transform
method is presented to analyse the pdf of product Nakagami-m random variables
and applied to the iid product Rayleigh case, iid product Nakagami-m case, and
to the i.ni.d Nakagami-m case. The results obtained are then applied to analyse
AF protocols. In addition, implications of these results in the investigation of
SAF protocols is highlighted at the end.
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3.1 History of Cascaded Nakagami-m Channels
Communication channel of many wireless systems can be well described as a
product of independent random variables. For example, in a multihop wireless
relaying system using the AF protocol with fixed amplification factor and sta-
tistically independent hops, the cascaded channel from source to destination can
be modelled as the product of the random variables that describe the channel
gains for the individual hops [56]. Moreover, in an MIMO keyhole system, the
electromagnetic wave propagates through several keyholes, such that the overall
channel gain can be modelled as the product of the random variables that de-
scribe the individual keyhole channels [57]. In addition to channel modeling, the
product of random variables also arises in several cases, where the performances
of wireless communications systems are considered. For example, the rate off-
set or the -outage capacity of H-ARQ transmission at high SNR’s can be well
approximated as the logarithm of the product of the channel gains for the data
blocks in the transmission [58], [59]. In addition, the outage probability of the
received signal in a multihop wireless relaying system is a function of the prod-
uct of the channel gains for all the hops [60]. To design wireless systems based
on these channel models and analyse wireless systems for accurate performance
prediction, the statistics of the product are required.
Previous works on the statistics of the product of independent random variables
include the following: In [61], the pdf of the product of independent Gaussian
random variables was derived in the form of an infinite series, whereas, in [62], the
pdf of the same product was derived in terms of the special Meijer-G function. In
addition to Gaussian, [63] also obtained pdfs for the products of Cauchy, Beta,
and Gamma random variables. In [64], the pdf of the product of independent
random variables was derived for the H-function distribution, which includes most
of the commonly used distributions as special cases, and the results were given in
the form of the special H-function. In [65], the pdf of the product of independent
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Rayleigh random variables was derived in terms of both the Meijer-G function
and the infinite series. In [61], the pdf of the product of independent Nakagami
random variables was derived using an infinite series approach, whereas, in [66],
it was given in terms of the Meijer-G function.
All the aforementioned works can be categorized into two methods; infinite se-
ries and the special function methods. However, in the infinite series method,
the series has to be truncated, and the number of truncated terms has to be
heuristically determined for each number of independent random variables in the
product, making it difficult to implement in software. On the other hand, the spe-
cial function method provides closed-form results for the pdf without truncation.
However, special functions such as the Meijer-G and H-functions are essentially
contour integrals; thus, to calculate the pdf, one has to either solve the contour
integral using mathematical software or construct a lookup table with all possi-
ble values of these functions. Solving these contour integrals is time consuming,
whereas the construction of a lookup table is memory consuming. Therefore, both
the infinite series and special function methods are computationally complicated.
3.2 The Mellin transform method on obtaining
the pdf of products and quotients of random
variables
The Mellin transform method and its properties were presented in Chapter 2,
Section 2.5.1 and this information will be used in order to explain the Mellin
transform method of analysing pdf of products and quotients of random vari-
ables. Let {xi}Li=1 be a sequence of independent random variables and fXi(xi) be
their pdf’s and M (fi; s) the corresponding Mellin transforms. Let y =
∏L
i=1 xi,
i.e. the product of the xis, fY (y) its pdf andM (fY ; s) the corresponding Mellin
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transform. Now the objective is to find fY (y). Using the property-1 of Sec-
tion 2.5.1 we may write,
M (fY ; s) =
L∏
i=1
M (fi; s) , (3.1)
Hence what remains is to invert the Mellin transformed variable of L.H.S of
(3.1) thereby obtaining the pdf. However, to make the matter more complicated
the inversion integral given by (2.46) is not quite straightforward for the type
of fading models that are used in wireless communication theory. To illustrate
this let us consider the simplest fading model, the Rayleigh fading model with
parameter σ of which the pdf is given by f (x) = x
σ
exp
{
−x2
σ2
}
. In general for
wireless environments where non-line of sight communication is assumed and
the scattering environment is rich, the fading component can be modeled via a
Rayleigh random variable. The Mellin transform of f (x) can be calculated as,
M (f (x) ; s) =
∫ ∞
0
xs
σ
exp
{
−x
2
σ2
}
dx, (3.2)
where the definition (2.46) has been applied. The integral yields a solution in-
volving gamma functions Γ (·) in the form of,
M(f(x); s) = σs−1Γ
(
s+ 1
2
)
, (3.3)
in which case the inversion formula of fY is of the form,
f(x) =
∫ c+i∞
c−i∞
xs
L∏
i=1
σ
L(s−1)
i Γ
L
(
s+ 1
2
)
ds, (3.4)
where L is the number of multi-hop links in the communication channel. The
terms c and s have the same meaning as when they were introduced in (2.46).
Eq (3.4) is known as a Mellin-Barnes integral. The integrand contains a Gamma
function (or in general a ratio of products of Gamma functions) along with another
simple function. Explicit solutions to Mellin-Barnes integrals are possible without
the involvement of Meijer-G functions only in some special cases. For example
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in (3.4) if the integrand had two gamma functions in the numerator and another
gamma function in the denominator the integral could have been solved by using
the so called Barnes lemmas.
3.3 Solutions for Mellin-Barnes Integrals and pdf
of Cascaded Nakagami model
Consider a wireless channel i that is assumed to undergo Nakagami-m fading.
Its pdf is given by, fXi (xi) =
x
2mi−1
i
θ
exp
{
−x2i
θ
}
where mi and θi are known as
the parameters of the fading model. The Rayleigh case can be considered as
the special case of Nakagami-m, since m = 1, θ = σ gives the Rayleigh pdf.
The Mellin transform of this Nakagami-m model by a simple calculation yields,
θs−1i Γ
(
mi +
s−1
2
)
. In an L-hop communication link the source symbols undergo
fading in each of its L individual links. Due to this multiplicative nature, the
end-to-end fading coefficient takes the form of product of a sequence of {xi}Li=1
random variables, hence the name cascaded Nakagami-m model. For the general
case of L Nakagami-m random variables we have the Mellin-Barnes formula as
[67],
f
(2)
Y (y) =
1
Γ2 (m)
∫ c+∞
c−i∞
(
Ω
m
)L (s−1)
2
y−sΓL
(
s+ 2m− 1
2
)
ds. (3.5)
3.3.1 Explicit solutions
Explicit solutions to (3.5) are possible in the case of L = 2 without involving
Meijer-G functions. The integral, which has to be evaluated, is,
f
(2)
Y (y) =
1
ΓL (m)
∫ c+∞
c−i∞
(
Ω
m
)(s−1)
y−sΓ2
(
s+ 2m− 1
2
)
ds. (3.6)
Consider two functions,
g (x) = xa−1 exp{−x} ; h (x) = zbxa−b exp{−x}. (3.7)
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where a, b > 0 are arbitrary. By a simple calculation the Mellin transform of
these functions can be obtained as,
M (g (x) ; s) = Γ (s+ a) ;M (h (x) ; s) = z−bΓ (s+ b) . (3.8)
For <(1− s) > −1 using the Parseval property (2.48) one may obtain,
1
2pii
∫ c+∞
c−i∞
Γ (s+ 1) Γ (1− s) z−sds = 1
2pii
∫ ∞
0
Γ (s+ 1) Γ (s+ 1) z−sds
= z
∫ ∞
0
x−2e−x−z/xdx = 2zK0
(
2z1/2
)
,
(3.9)
where, K0 (x) is the modified Bessel function of the second kind and 0
th order.
Now revisiting (3.8) the Parseval theorem may be applied once more, noting that
M−1 [Γ2 (s)] = 2K0
(
2z1/2
)
to rewrite (3.9) as,
f
(2)
Y (y) =
y
pii
∫ c+i∞
c−i∞
y−2(s−1)Γ2 (s) ds. (3.10)
Note that (3.6) has been modified by displacing the integration contour such that,
< (s) < 1. Using the property M (δ [s− (y)2]) = y2s,
f
(2)
Y (y) = 4yK0 (2y) (3.11)
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3.4.1 Tools
Stirling formula
Expanding Ω (u) in an inverse factorial series one may obtain the following upper-
bound for the Gamma function, known as the Stirling’s formula [55].
Γ (u) = (2pi)1/2 e−uuu−1/2
{
1 +O (u−1)} , (3.12)
where O denotes the order of increase.
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Saddle point method [68]
Consider the integral of the form of
∫ b
a
eMf(t)dt where M is a large number and
f (t) is a twice differentiable function. Using Taylor series to expand f (t) and
considering the exponential growth of the integrand the above integral may be
approximated into the form of,∫ b
a
eMf(t)dt ≈
{
2pi
M |f ′′ (t0)|
}1/2
exp {Mf (t0)} , (3.13)
where, t0 is a saddle point of the function f (t) with a global maxima and f
′′ (t0)
is the second derivative of f (t) [69] evaluated at t0.
3.4.2 Proof of convergence of Mellin-Barnes Integral
Prior to approximating the Mellin-Barnes type integrals, the convergence of the
integrals must be verified, so that the approximations obtained by applying or
using series solutions are valid. For the Mellin-Barnes integral to converge, it is
sufficient to prove that the integrand has a uniform decay for the whole integration
interval (in this case [0,∞]). Let us investigate (3.5) for a more general case, i.e.
when L is arbitrary. The logarithm of the integrand of (3.5) can be written as,
logA = −s log y + L
2
(1− s) log a− L
(
s+ 1
2
)
+
L
2
log 2pi + L
(
s+ 1
2
)
log
(
s+ 1
2
)
+ LΩ
(
s+ 1
2
)
. (3.14)
Now consider the asymptotic behaviour |s| → ∞ and |arg s| < pi, in which case
according to [55] Ω (s)→ O(1). Eq (3.14) can be rewritten as,
logA = −s log y + L
2
(1− s) log a− L
(
s+ 1
2
)
+
L
2
log 2pi
+ L
(
s+ 1
2
)
log
(
s+ 1
2
)
+O(1). (3.15)
Note that logA < 0 and thus an exponential decay is present in the integrand,
which proves that the Mellin-Barnes integral converges.
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3.4.3 Tail Approximations for the Distribution of Product
of Rayleigh distributed Variables
Consider (3.4) for the general case of L arbitrary Rayleigh distributed random
variables. Applying Stirling’s formula, (3.12),
|Γ (σ + it)| ≤ K1e−σ|σ + it|σ+it−1/2, (3.16)
for some |s| > K2 and |arg s|≤ pi/2, whereby K1 and K2 are constants. Now
(3.16) can be further manipulated to obtain,
|Γ(σ + it)| ≤ K1e−σe−tψ(s)
(
σ2 + t2
)1/2(σ−1/2)
≤ K2eσσσ−1/2
(
1 + τ 2
)1/2(σ−1/2)
exp{−στ arctan τ}, (3.17)
where ψ (s) = arg (s) = arctan (t/σ), for t/σ > 0 and τ = t/σ. Hence for
|Γ (σ/k + α + it/k)|L, where α = 1/2 one may write,
|Γ ((σ + 1 + it) /k)|L ≤ K2 (σ/k)(Lσ)/k
(
1 + τ 2
)(Lσ)/2k
e(−Lσ)/k
exp {(−Lσ/k)τ arctan τ} .
(3.18)
Let k = 2. Hence the Mellin-Barnes integral denoted by (3.4) can be written as,
with a = 1 for Rayleigh distribution with unity variance,
|f (L)Y (y)| ≤ (2pi)
L
2 e−Lσ/2
(σ
2
)Lσ/2
|y|−σ
∫ ∞
0
exp
{
Lσ
2
f(τ)
}
dτ,
where f(τ) is given by,
f(τ) =
1
2
log
(
1 + τ 2
)− τ arctan τ + θτ, (3.19)
where θ = arg (y). Furthermore note that the Stirling’s formula (3.12) has been
used to obtainK2. Equation (3.19) may be solved using Laplace’s steepest descent
method for σ → ∞ or for sufficiently large σ and L. Accordingly, using (3.13)
(3.19) can be written as,
|f (L)Y (y)| ≤ |y|−σ
(σ
2
)Lσ
2
e−
Lσ
2 exp
{
Lσ
2
log sec θ
}[
2(2pi)L
σL cos2 θ
]1/2
. (3.20)
Note that, here the facts,
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• f ′ (τ) = θ − arctan τ
• Saddle point of f (τ) is τ0 = tan θ.
• f (τ0) = log sec θ
• f ′′ (τ0) = − cos2 θ
has been used. Further manipulating (3.20) and noting that setting σ/2 =
y2/L cos θ produces a lower bound,
|f (L)Y (y)| ≤
[
2pi
L
]L/2
y1/L exp
{
−Ly 2L cos θ
}
sec θ. (3.21)
Finally, for θ → 0 one may write,
|f (L)Y (y)| ≤
[
2pi
L
]L/2
y1/L exp
{−Ly2/L} , (3.22)
which is a tail-approximation for f
(L)
Y (y).
3.4.4 Approximation for the Distribution of Product of
iid Nakagami-m Random Variables
The product of Rayleigh distributed random variables were analysed in the pre-
vious section. In this section, the general case of product of Nakagami-m random
variables is investigated. In this case, the integral to be evaluated is given by,
f
(L)
Y (y) =
1
ΓL (m)
∫ c+∞
c−i∞
(
Ω
m
)L (s−1)
2
y−sΓL
(
s+ 2m− 1
2
)
ds. (3.23)
Using the Stirling’s formula (3.12) for some |s| = σ > K1 one may write,
|Γ (σ + it)| ≤ (2pi)1/2K2e−σ|σ + it|σ+it−1/2 exp
{∣∣(−1)n an
un
∣∣} , (3.24)
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for |arg s| ≤ pi/2 and an are the coefficients of the Stirling series. Now (3.24) can
be further manipulated to obtain,
|Γ(σ + it)| ≤ (2pi)1/2e−σσσ−1/2 (1 + τ 2)1/2(σ−1/2)
exp
{
στ tan−1 τ
}
exp
{
(−1)n+1 an (1 + τ 2)−(2n−1)/2
σ2n−1
cosnθ
}
,
(3.25)
where θ = arg (s) = tan−1 (t/σ), for τ = t/σ > 0. Hence for |Γ (σ + it+ ρ)|L,
truncating the infinite series in the R.H.S (3.25) with n = 1 and with ρ = (2m−
1)/2,
|Γ (σ + it+ ρ)|L ≤ (2pi)L/2KL2 e−Lσσ−L(σ)
(
1 + τ 2
)L(σ+ρ−1/2)/2
exp
{
Lστ tan−1 τ
}
exp
{
La1 (1 + τ
2)
−1/2
σ
cos θ
}
. (3.26)
Now (3.23) can be rewritten as,
f
(L)
Y (y) =
∫ c−ε+∞
c−ε−i∞
(
Ω
m
)L (s−1)
2
y−sΓL
(s
2
+ ρ
)
ds, (3.27)
where ε denotes the amount the integration contour in the complex plane can
be shifted to the left in the real line without compromising the poles of the
integrand, i.e. the poles of the Γ (·) functions. Let m = 1, such that ρ = 1/2.
Later it will be proven that case of general m can be derived from this specific
case. Hence, considering a first order approximation with n = 1, and using the
fact that |Γ (s+ a) /Γ (s+ b)| ≤ sa−b for a ≥ 0, b− a ≤ 1,<(s) > 0 (3.27) with a
change of variables t→ στ , (3.27) can be written as,
|f (L)Y (y)| ≤ (2pi)
L−1
2 KL2 e
−LσσL(σ−ε)+1|y|−σ∫ ∞
0
1
(1 + τ 2)η/2
exp
{
L
(
σ (τ) +
1
σ
g (τ)
)}
dτ,
(3.28)
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where f(τ) and g(τ) is given by,
f (τ) =
1
2
log
(
1 + τ 2
)− τ tan−1 τ + ατ (3.29)
g (τ) =
a1
σ
(
1 + τ 2
)−1/2
cos θ, (3.30)
where α = arg (y), (taking y ∈ C) and η = ε + 1
2
. Now the approximating
procedure of (3.28) using the saddle point method may follow in two manners.
In the first case the asymptotic behaviour of σ  1 is considered and in the
second case σ  1 is examined. Accordingly, using (3.13) for the first case with
Lσ  1, setting K2 = (2pi)1/L for some K1 > 1 (3.28) may be approximated as,
|f (L,1)Y (y)| ≤ (2pi)(L−1)/2 |y|−σσL(σ−ε)+1e−Lσ cosη θ
exp {Lσ log (sec θ)}
[
2pi
σL cos2 θ
]1/2
. (3.31)
For Lσ  1, 1
σ2
g (τ) → 0 and thus f ′ (τ) = α − tan−1 τ giving an approximate
stationary point τ0 as τ0 = tanα. Furthermore one may use the approximation
for the second derivative as f ′′τ + σ−2g′′ (τ) ≈ f ′′ (τ0) = − cos2 α. Further ma-
nipulating (3.31) and noting that setting σ = y1/L cosα produces a lower bound,
we now have an asymptotic expression σ  1 with θ → pi as,
|f (L,1)Y (y)| ≤
[
(2pi)L
L
]1/2
y2/L−2Lη exp
{
−Ly 1L cosα
}
secα. (3.32)
Finally, for α→ pi and recalling that (3.23) has a scaling factor of 1/2 by change
of variables s→ 2s one may write,
|f (L,1)Y (y)| ≈
[
(2pi)L
L
]1/2
y
1
L
−Lη exp
{−Ly2/L} , (3.33)
which also is a tail-approximation for large L for f
(L)
Y (y). Now take the case
σ  1. In this case taking M = 1/σ, at the saddle point α = tan−1 τ0 +
a1σ
−2 (1 + τ 20 )
2
(sinα + cosα). Since the second term in this expression is several
orders smaller than the first term, this can be approximated again as τ0 = tan θ.
Furthermore using the same order approximation we have σ2f ′′τ + σ−1g′′ (τ) ≈
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σ2 (1 + τ 2) which would give the second derivative for f (τ) + g (τ) in this case
as σ2 (1 + τ 2) approximately. Hence, similar to (3.33), for the case σ  1, K2 =
(2pi)1/L, and |s| < K1 < 1 we have,
|f (L,2)Y (y)| ≈
[
(2pi)L
L
]1/2
y
1
L
−Lη exp
{−La1y−2/L} , . (3.34)
To obtain an estimation of ε note that in the case σ  1, the contour can be moved
left as far as the stationary point of (3.33) (since the exponential decay dominates
for σ  1 and this holds up to the stationary point) and thus ε = 1
2
( 1
2L
)L/2.
Keeping in mind the variable change y → y + ε and neglecting second order
terms we have,
|f (L,1)Y (y)| ≈
[
(2pi)L
L
]1/2
y
1
L
−L
2 (
1
2L)
L/2
exp
{−Ly2/L} . (3.35)
However, for the case 0 < σ << 1, the contour can be moved only up to ρ = 1/2.
Thus similar to (3.35) neglecting second order terms again we obtain,
|f (L,2)Y (y)| ≈
[
(2pi)L
L
]1/2
y
1
L exp
{
−La1 (y + 1/2)−2/L
}
. (3.36)
Notice that the exponential function belongs to the class of functions that satisfy
the relationship f(x+y) = f(x)f(y) and also an additive perturbation y = δ1  1
results in a multiplicative perturbation f (δa) = δm → 1 such that f(x+y) ≈ f(x).
Furthermore y
L
2
( 1
2L
)L/2 → 1 for moderate values of L ∈ Z+. Thus, assuming that
the effect on σ  1 is minimal on σ  1 case and vice versa, for moderate values
of L, taking into account the reciprocal nature of exp (y) , exp (1/y) in the limits
y → 0, y →∞ in relation to perturbations, from (3.35) and (3.36) we have,
|f (L)Y (y)| ≈
[
(2pi)L
L
]1/2
y
1
L
−L
2 (
1
2L)
L/2
exp
{
−L
(
y2/L + 1/12 (y + 1/2)−2/L
)}
.
(3.37)
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Finally, the general m case can be derived from the m = 1 case as follows.
Consider (3.23). With a change of variable s
′−1
2
= s+2m−1
2
, s′ = s+ 2m we have,
f
(L)
Y (y) =
1
ΓL (m)
∫ c+∞
c−i∞
(
Ω
m
)L (s−1)
2
y−sΓL
(
s+ 2m− 1
2
)
ds
=
y−2m
ΓL (m)
∫ c+2m+∞
c+2m−i∞
(
Ω
m
)L (s−1)
2
y−sΓL
(
s+ 2m− 1
2
)
ds. (3.38)
Hence we have,
|f (L)Y (y)| ≈
[
(2pi)L
L
]1/2
y
1
L
−L
2 (
1
2L)
L/2−2m exp
{
−L
(
y2/L + 1/12 (y + 1/2)−2/L
)}
.
(3.39)
3.4.5 Tail-bound for the product of inid Gamma Random
Variables
In this section, the “exact” tail-bound for the product of inid gamma random
variables which are directly related to Nakagami-m random variables will be anal-
ysed. If the fading envelope is a random variable that can be represented by a
Nakagami-m random variable, then the power is distributed as a gamma random
variable. Consider the product of L gamma-distributed random variables with
pdf, f (xXi) =
1
θ
ki
i Γ(ki)
xki−1i e
−xi/θ with distinct shape parameters θi and scale pa-
rameters ki. To highlight an application that produces interest in such an analysis
situation, consider an application where the asymptotic behaviour of fY (y), of
the distribution of the product Y =
∏L
i=1Xi is required to determine the distribu-
tion of W = max (Y ) using extreme-value theory (EVT). Depending on the type
of “exact” asymptotic behaviour of Y , pdf of W may belong to one of Gumbel,
Fre´chet or inverse-Weibull domains of attraction (detailed analysis is provided in
Section 3.5.3). Such requirements arise in scenarios of cross-layer optimization
where the “best case” SNR may be considered among a number of multi-hop AF
relayed paths with each link experiencing inid Nakagami-m fading (as we have
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assumed in this case) as a network layer routing metric where multi-objective
decision making is employed.
Use of the exact solution for fY (y) given by [67] for the determination of fW (w)
is a cumbersome task. On the other hand for inid variables, expressions of [67]
cannot be directly applied. Yet, the approach given as presented above, can be
used to approach our problem. Our task would be to estimate the inverse Mellin
transform,
fXi (xi) =
1
2pii
∫ c+i∞
c−i∞
s−y
L∏
i=1
θs−1i Γ (s+ ki − 1)
Γ (ki)
ds. (3.40)
Let Θ =
∏L
i=1 θi, K =
∑L
i=1 ki, G =
∏L
i=1 Γ (ki). Similar to (3.33) for some
|s| > K1 > 1 we have,
|f (L)Y (y)| ≤ (2pi)
L−1
2 e−LσσL(σ−η)+1|y|−σ∫ ∞
0
1
(1 + τ 2)η/2
exp
{
L
(
σ (τ) +
1
σ
g (τ)
)}
dτ,
(3.41)
with f (τ) and g (τ) given by the same expressions (3.30). Note here the so called
Wendel’s formula [68] has been used,
sa−b
Γ (s+ b)
Γ (s+ a)
∼ 1 + (b− a) (a+ b− 1)
2s
+
(b− a) (b− a− 1) [3 (a+ b− 1)2]− b+ a− 1
24s2
+ . . .
(3.42)
for b − a > 1. This equation is vital in determining K2. Using the saddle point
approach and taking σ → ∞ and noting now that (Θy)1/L = σ sets a minimum
on the estimate we have,
f
(L)
Y (y) =
(2pi)(L−1)/2 pi2
GΘ
K2
( y
Θ
)K/L−3/2
exp
(
−L
( y
Θ
)1/L)
. (3.43)
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In determining K2 to a first order approximation, consider,
s
∑L
i=1(a−bi)
∏L
i=1 Γ (s+ bi)
ΓL (s+ a)
∼ 1 +
L∑
i=1
(bi − a) (a+ bi − 1)
2s
+O (1/s2)
< 1 +
K3
s
. (3.44)
As a rule of thumb selecting |s| ≥ K2, K2 = 10, one obtains K2 = 1 + K3 which
gives the required constant for a minimum bound.
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product gamma variates by (3.43) - pdf
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Figure 3.6: k = 3, Simulation and theoretical results for tail-approximation for
product gamma variates by (3.43) - pdf
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3.4.6 Discussion on Simulation and Theoretical Results
In this section, the analytical results obtained for iid Nakagami random variables
and inid gamma random variables are compared with simulation results. It can be
seen from Figure 3.1, Figure 3.2 that the analytical results are in good agreement
with the simulation results for various distribution parameters. It is also evident
from the results that the analytical expansion in (3.37) is more accurate for the
tail-bound. From Figure 3.1, Figure 3.2 it can be seen that the approximation
given in [67] is also highly accurate. However the advantage (3.37) is the regularity
of the error, i.e.  = |f (x) − fˆ | where fˆ is the approximation (3.39). Let the
stationary point of f
(L)
Y (y) = fˆ (3.37) be denoted as y0. Now since fˆ has been
obtained assuming sufficiently large σ and L in one instance and small σ and L in
the other, one may observe that as y → y+0 , y → y−0 , the absolute error increases
slightly. Thus in the limits y → 0 and y → ∞ the approximation exhibits
the “exact” asymptotic behaviour while increase in error is seen for moderate y.
Furthermore, it has been verified that the maximum absolute relative error of the
approximation (3.37) is less than 0.5%.
To understand the error behaviour of the approximation (3.39) in comparison
with approximations proposed in [67] (which is the only approximation available
to date for the pdf of the cascaded Nakagami-m channel) consider the following
which was proposed in [67].
fX (x) ≈ 2
nΓ (m0 +mL− L)
(
2m0
Ω0
)m0+mL−L
x
2m0
L
+2m−2−1 exp
{
−2m0
Ω0
x
2
L
}
(3.45)
The constants m0 = 0.6102L+ 0.4263 and Ω0 = 0.8808L
−0.9661 + 1.12 have been
heuristically obtained. Before a formal comparison it is worthy to mention the
mathematical background of expression (3.45). The main result that is used in
the derivation of (3.45) is the following approximation [67].
1
2pii
∫ c+i∞
c−i∞
x−sΓL (s) ds ≈
(
2m0
Ω0
)m0 1
LΓ (m0)
x
m0
L
−1 exp
{
−2m0
Ω0
x
1
L
}
(3.46)
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Eq (3.46), has not been arrived at using a rigorous mathematical procedure.
Specifically, (3.46) has been obtained using the Matlab pdf matching tool by us-
ing the heuristic assumption, that the pdf of product of L exponential random
variables can be approximated by the generalized Nakgami-m pdf. Obviously,
since this is a heuristic which has only been validated to date by software simu-
lation without rigorous mathematical evidence, the result given in (3.39) can be
claimed to be the first approximation derived for the cascaded Nakagami-m pdf
using a sound mathematical analysis.
Now let us turn to the error behaviour of the two expressions (3.39) and (3.46).
It is clear that due to the heuristic nature involved in the derivation of (3.45) and
the absence of mathematical evidence to verify the validity of (3.46) the exact
error behaviour of (3.45) cannot be characterized. In other words, a globally valid
error pattern cannot be identified for (3.45). All that can be said is that the error
should be decreasing since the pdf of a continuous random variable (continuous
for all x) should be tending to 0 as x→∞ and (3.45). Apart from this no other
error pattern can be identified. In fact by performing Monte-Carlo simulations it
has been shown that the error behaviour is of an oscillating nature.
In contrast consider the approximation derived in (3.39). The approximations
that have been used in the derivation, are; the saddle point approach and the
Stirling series. Both these tools take into account the x → 0, x → ∞ limits.
However, saddle-point approximation becomes weaker for values of x that cor-
respond to the mean which is the intermediary case for the above limits. This
pattern can be identified for all the cases simulated. Due to the ability to char-
acterize the error behaviour and the asymptotic exactness of the pdf it can be
claimed that (3.39) is a far superior approximation than (3.45) in applications
where the exact tail distribution is required. The asymptotic exactness allows one
to apply the result (3.39) and (3.43) to analysis scenarios involving extreme value
theory. An example is the “best case” SNR-outage performance of N multihop
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links each having iid or inid L hops in the communication link.
3.5 Applications
In the first part of this chapter, statistics related to product random variables were
derived. The random variables that were investigated were Rayleigh, Nakagami-
m and gamma distributed. Applications and analysis scenarios of AF protocols
which may use the above results will be presented in the rest of the chapter. In
addition, a result that pertains to the analysis of the SAF protocol with a finite
number of relays will also be presented.
3.5.1 Outage calculations of wireless multi-hop networks
L = 2, product Nakagami-m case
In this section, an infinite series type alternate equation for the cumulative dis-
tribution function cdf of the product of two Nakagami random variables will be
presented.
F2 (ξ) =
4
Γ2 (m)
(m
Ω
)2m ∫ ξ
0
y2m−1K0
(
2m
Ω
y
)
dy
=
2
Γ2 (m)
m
Ω
∫ ∞
0
tm−1e−t
∫ ξ2
4t
0
ym−1e−ydydt
=
2
Γ2 (m)
(m
Ω
)∫ ∞
0
tm−1e−tγ
(
m,
ξ2
4t
)
dt, (3.47)
where the integral representation of the modified Bessel function of the second
kind has been substituted, the order of integration changed and finally a change
of variables y
2
4t
→ y is performed. Furthermore γ (·, ·), denotes the well known
upper incomplete gamma function. Now using the power series expansion of
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γ (a, x) given by,
γ (a, x) = exxaΓ (a)
∞∑
n=0
xn
Γ (a+ n+ 1)
. (3.48)
which converges for every finite x we may finally obtain F2 (ξ) in a convergent
series form as,
F2 (ξ) =
1
Γ (m)
m
Ω
∞∑
n=0
ξ2m+n
22m+n−2
Kn (ξ) . (3.49)
General L, product Nakagami-m case
One of the fundamental objectives of multihop networks is to enhance the relia-
bility of the communication link. Hence in most cases the outage is expected to
be as small as possible, for example, 99.99% reliability or 0.01% outage. In such
cases, it is easier to consider tail-approximations to obtain the outage rather than
work with exact expressions. To further highlight this, consider the SNR outage
of a multihop network given by the probability,
P (SNR < r) = F (r) = 1− F˜ (r) , (3.50)
where F (·) denotes the cumulative distribution function and F˜ (·) the comple-
mentary cumulative distribution function. Now it can be observed that if one is
mainly concerned with lower outages, this corresponds to “high” r values thus
what matters most in an approximation for F (r) is the right end-point behaviour.
This indeed corresponds to the tail behaviour of the pdf of f (u) the density func-
tion of F (r) since F (r) =
∫ r
0
f (u) du = 1−∫∞
r
f (u) du. Thus, the more accurate
the approximation for f (u) as u → ∞ is, the better the outage approximation
will be. In the subsequent sections, the asymptotic SNR-outage for different
wireless fading conditions will be derived.
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Rayleigh Outage
From (3.22) and (3.50) by integration, SNR-outage for the Rayleigh case may be
obtained as,
P (x < r) ≈ 1−
[
2pi
L
]L/2 ∫ ∞
r
y1/L exp{−Ly2/L}dy
= 1−
[
1
2L(L−1)/2
] [
2pi
L
]L/2
Γ
(
L+ 1
2
, Lu2/L
)
, (3.51)
where Γ (·, ·) is the upper-incomplete gamma function. Thus, making the Jaco-
bian transformation SNR = x2 (as Rayleigh fading corresponds to the amplitude
and SNR corresponds to power) we have,
P (SNR < r) ≈ 1−
[
1
2L(1+L)/2
] [
2pi
L
]L/2
Γ
(
L+ 1, Lu1/L
)
. (3.52)
iid Nakagami-m Outage
Similar to the above section using (3.35),(3.39) (the tail approximation for prod-
uct Nakagami-m variates) and (3.50) the SNR-outage for the iid Nakagami case
can be obtained as,
P (SNR < r) ≈ 1−
2 (L)L/2−1/(2L)−L/4(
1
2L)
L/2−m
[
2pi
L
]L/2
Γ
(
L
4
+
1
2L
− L
4
(
1
2L
)L/2
−m,Lu1/L
)
. (3.53)
inid Nakagami-m Outage
Again similar to the previous two sections using (3.43) and (3.50),
P (SNR < r) ≈ 1−
[
1
LK−L/2−1
]
(2pi)(L−1)/2 pi2
GΘ
K2Γ
(
K − L
2
, L
( u
Θ
)1/L)
.
(3.54)
72 3.5 Applications
3.5.2 Applications to Eigenvalue Analysis of SAF with Fi-
nite Relays
This section shows the usefulness of the above results in analysing the ergodic
capacity of the SAF protocols with finite number of relays (complete analysis is
provided in Chapter 5). Consider the random variable ξ given by ξ = gh
α
where,
α =
(
p∑
k=1
|gi|2|hi|2
) 1
2
, (3.55)
g, h and {gi}pi=1 , {hi}pi=1 are Rayleigh random variables with mean 1. The in-
tention here is to investigate the tail behaviour of the random variable ξ. Using
elementary inequalities, from (3.55) one may obtain,
α ≤
[
p∏
i=1
(gihi)
] 2
p
. (3.56)
From (3.22) it follows that the tail behaviour of β =
∏p
i=1 (gihi) follows the pdf
bound Kpy
1/(2p) exp
{−2py1/p} where Kp = [2pi2p]p. Furthermore, from (3.56) and
the definition of ξ,
ξ ≤ (gh)(1/2−1/p)
p∏
i=1
(ghgihi)
2/p . (3.57)
Let β =
∏p
i=1 (ghgihi). Taking into account the 2p+2 Rayleigh random variables
inside the product one may write,
P (β = y) ≤ K2p+2y
1
(2p+2) exp
{−2 (p+ 1) y1/(p+1)} . (3.58)
Thus recalling E [gh] = 1 one may write that there exists y such that,
P (ξ = y) ≤ Kpp
2
y
1
4(1+1/p) exp
{
−2 (p+ 1) y 12(1+1/p)
}
. (3.59)
Thus, for moderate values of p, the exponential decay dominates “large ” y be-
haviour. In other words, moderate p > 1 the random variable ξ is “rarely” large.
This result will prove to be pivotal in the perturbation analysis performed in
Section 5.2.1, of Chapter 5.
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3.5.3 Maximum Domains of Attraction of Product of Gamma
Variates
This is an analysis scenario which appears when confronting with the study of
asymptotic SNR-outage of the best link of N multihop links with each link having
L hops. The fading condition may be iid Rayleigh, iid Nakagami-m or inid
Nakagami-m. Some background of asymptotic analysis of maxima of random
variables using extreme value theory (EVT) is presented below before proceeding
to the analytical findings.
Extreme value theory and maximum domains of attraction
EVT involves the analysis of the asymptotic behaviour of maxima of N , inde-
pendent and identically distributed (iid) random variables, although the results
of EVT ideally apply for the maxima of an infinite numbers of random variables.
Results hold valid within a high degree of accuracy for finite but sufficiently large
number of random variables. Let X1, X2, . . . , XN be N iid random variables such
that Xi ∼ L, ∀i ∈ {1, N}, (L denotes a probability density/law) then depending
on the tail behaviour of F (xi), MN = max (X1, X2, . . . , XN) belongs to one of
the following laws φ [70].
Gumbel : φG = exp (− exp (−x)) , x ∈ R
Frechet : φF =
{
exp
(−xβ) ; x ≥ 0
0 ; x ≤ 0
reverse−Weibull : φF =
{
exp
(− (−xβ)) ; x ≤ 0
0 ; x ≥ 0
As already explained, the tail-behaviour of F (xi) can also be characterized by
F˜ (xi) = 1−F (xi). If the “large” xi behaviour of F˜ (xi) is good, so is the “large”
xi behaviour of F (xi). Now, several definitions are in order.
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Definition (Slowly and regularly varying functions)
• A positive, Lebesgue measurable function L on (0,∞) is slowly varying at
infinity, i.e. L ∈ R0 if
lim
x→∞
L (tx)
L (x)
= 1, t > 0. (3.60)
• A positive, Lebesgue measurable function h on (0,∞) is regularly varying
at infinity of index α ∈ R, i.e. h ∈ Rα if,
lim
x→∞
h (tx)
h (x)
= tα. (3.61)
Definition (Von Misses Function)[70] The cdf F is a Von Misses function if,
lim
x→∞
f ′(x) [1− F (x)]
f 2 (x)
= −1. (3.62)
Proposition:1 (von Misses Function)[70]- Suppose distribution function F is a
von Misses function. Then F belongs to the maximum domain of attraction of
the Gumbel distribution, i.e F ∈ Λ.
Theorem:2 (Maximum domain of attraction of the Fre´chet distribution Φα(x))[70]-
The distribution function F belongs to the maximal domain of attraction of
Fre´chet distribution Φα, α > 0, if and only if F (x) = x
αL (x) for some slowly
varying function L (x) with a proper choice of norming constants.
Now based on the above definitions and our findings on the tail behaviour of
product of inid Nakagami-m variates, the following theorem may be proposed.
Theorem:3 The L-product inid Nakagami-m variates with scale parameters
{θi}Li=1 and shape parameters {ki}Li=1 belong to the Gumbel domain of attrac-
tion with norming constants,
bn = 1− F←
(
1− 1
n
)
(3.63)
cn =
F (bn)
f (bn)
, (3.64)
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where, F
←
is the inverse function of F given by,
F (n) = 1−
[
1
LK−L/2−1
]
(2pi)(L−1)/2 pi2
GΘ
K2Γ
(
K − L
2
, L
( n
Θ
)1/L)
, (3.65)
with K =
∑L
i=1 ki, Θ =
∏L
i=1 θi and G =
∏L
i=1 Γ (ki).
Proof
First let us show that F is a von Misses function. In this case it has to be proved
that FΞ (ξ) ∈ R0, i.e. product of gamma variates belongs to the Gumbel domain
of attraction. From (3.62) we have,
lim
x→∞
f ′ (ξ) (1− F (ξ))
f 2 (ξ)
= lim
x→∞
(
f ′(ξ)
f(ξ)
)(
F (ξ)
f (ξ)
)
= lim
ξ→∞
(
− f (ξ)
f ′ (ξ)
)
lim
ξ→∞
(
f ′(ξ)
f(ξ)
)
, (3.66)
where the second line of (3.66) follows from the L’Hoˆpital’s rule. Calculating
the derivatives and simplifying we have limξ→∞
f(ξ)
f ′(ξ) = Θ and limξ→∞
f ′(ξ)
f(ξ)
= Θ.
Hence R.H.S = −1 of (3.66), which in terms imply that FΞ (ξ) is a von Mises
function and hence, FΞ (ξ) belongs to the Gumbel domain of attraction R0. Next
note that the complementary cumulative distribution function (ccdf) F can be
obtained from (3.54) as (3.65). Finally, according to [70] the exact norming
constants can be obtained by,
bn = 1− F←
(
1− 1
n
)
: cn =
F (bn)
f (bn)
, (3.67)
where bn is the centering constant and cn is the scaling constant such that
ξ−bn
cn
∈
R0.
3.6 Conclusions
This chapter highlighted the applications of product Nakagami-m random vari-
able in AF relaying and analysed the pdf of product of both iid and inid Nakagami-
m random variables. An accurate approximation for the iid case and exact tail
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bounds for inid case were derived. These results were applied to find the outage
probability of an AF relaying network to highlight the importance of the findings.
However, these results are applicable to many other analysis scenarios discussed
at the beginning of the chapter. Subsequent chapters present the analysis of the
SAF relay channel.

Chapter 4
Ergodic Capacity of the SAF
Relay Channel with Infinitely
Large Number of Relays
SAF protocol as introduced in Chapter 1 belongs to the class of NAF protocols,
where the broadcast and the cooperative phases overlap. First introduced in [10],
it has an interesting characteristic of having near-optimal DMT performance
when compared with an optimal MISO protocol. In this chapter, we undertake
the task of calculating the ergodic capacity of the SAF protocol under block
fading and the regime p/N → c 1, p,N →∞ as stated in Chapter 1.
4.1 Introduction to SAF
As mentioned in Chapter 1, when analysing the performance of cooperative pro-
tocols one is confronted with the basic transmission model y = Hx + n, where
x,y ∈ Cl×1 are transmit and receive code vectors, n is the noise vector and H is
the n×l channel matrix [24]. If the eigenvalue distribution of the matrix HH† can
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be computed, then the ergodic capacity can be calculated using (1.1) (where the
mathematical expectation E shall be taken over the eigenvalue density function
of HH†). Thus in the first step, prior to analysis, the transmission model must
be reduced to the above mentioned general form and the assumptions must be
stated under which it is valid.
4.2 The SAF Relay Channel
4.2.1 Transmission Model
Next, a brief description of the basic form of the SAF protocol will be presented
and the corresponding transmission model will be derived.
• The protocol operates with overlapping broadcast and cooperative phases.
One cooperation frame consists of N slots.
• In each cooperative slot s will be transmitting and d will be receiving.
• Any arbitrary relay rj listens to a total of p sequential source transmissions,
starting from slot t continuously.
Then starting from the (k = p+ t)th subframe rj begins its transmission
of p slots of data. The transmission and reception pattern of all relays
are being sequentially continuous, the relay rj + 1 - starts reception from
(t+ 1)th subframe and begins its transmission from (p+ t+ 1)th slot. These
operations are illustrated in a timing diagram in Fig 4.1
• Destination starts decoding its desired messages after receiving the whole
cooperation frame.
• Following the same procedure presented in [25], the expressions for the
received signals at the destination d and the relay rj during the i
th subframe
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Figure 4.1: Timing Diagram for SAF
can be written as:
yd,i =
√
SNRg
(i)
0 xi +
1√
p
√
SNR
i−1∑
k=i−p−1
b
(i)
k xrk,i + zd,i (4.1)
yrj ,i =
√
SNRh
(i)
j xi +
√
SNR
1
p
i−1∑
u=1
u−2∑
v=u−p−1
γ
(u)
v−1,vb
(u)
v−1yru,v + zrj ,i. (4.2)
Here xi denotes the source transmitted i
th symbol, xrk,i , the “unamplified” i
th
symbol of relay rk,i, and yd, yrj denote the symbol received at the destination and
the rthj relay. The channel gains between destination d and relay rj and the relay
rj and the source are represented by g
(i)
j and h
(i)
j respectively, while g
(i)
0 stands for
the source to destination gain. The amplification factor at the relay rj is given by
b
(i)
j while γ
(i)
j,j′ stands for the inter-relay channel gain between rj and rj′ relays.The
additive white noise components at the destination and the relay is given by zd,i,
and zrj ,i and SNR denotes the SNR at the destination.
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Following the same manipulations performed in [10] the following transmission
model input-output relation in vector form can be obtained,
yd =
√
SNRdiag(g) · x + Ucyr + zd (4.3)
yr =
√
SNRdiag (Ud) x + zr, (4.4)
where, diag (g) =
{
g
(i)
0
}N
i=1
, Uc, Ud being (N )× (N ) matrices defined as,
Uc ,
0T 0
c 0
 : Ud ,
0T 0
d 0
 , (4.5)
with c,d ∈ C(N−1)×(N−1) defined by,
c = diag (ci) , ci =
{
g
(i)
j
}p
j=1
(4.6)
d = diag (di) , di =
{
h
(i)
j
}p
j=1
. (4.7)
Now the channel matrix for the transmission model is of the form:
H = gI + UcUd. (4.8)
Proceeding this way, the channel matrix H can be given by the equation,
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H =
1√
p

g
(1)
0 0 · · · 0 · · · 0
0 g
(2)
0 · · · 0 · · · 0
0 0 · · · 0 · · · 0
...
. . . . . . . . . . . . 0
0 0 · · · g(p−2)0 · · · 0
0 0 · · · g(1)p−1h(1)p−1 · · · 0
0
. . . . . . . . . . . . 0
...
. . . . . . . . . . . . 0
0 0 · · · 0 · · · g(N)0

(4.9)
For sice the channel is assumed to be ergodic, for all calculations with regard
to the ergodic capacity, the initial conditions of the above channel matrix can
be neglected. More specifically, the channel matrix given by (4.9) can be shifted
“up” p rows where p  N . Furthermore, as all random variables involved are
not identical, the subscripting of channel gains can be arranged in an arbitrary
way of preference. Hence H can be written as,
H =
1√
p

g
(1)
0 0 · · · 0
g
(1)
1 h
(1)
1 g
(2)
0 · · · 0
g
(1)
2 h
(1)
2 g
(2)
1 h
(2)
1 · · · 0
...
. . . . . . 0
g
(1)
p−1h
(1)
p−1
. . . . . . 0
0
. . . . . . 0
...
. . . . . . 0
0 · · · g(N−1)1 h(N−1)1 g(N)0

(4.10)
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4.2.2 Channel Correlations
Capacity of the transmission scheme is critically dependent upon the channel
correlations. Usually the effect of channel correlations are detrimental unless
special encoding/precoding methods are used. Hence for any communication
protocol, whether cooperative or not, analysing the effect of channel correlations
is of high importance. The insight provided in this work on the performance
of the SAF protocol follows along two lines. One is the case where none of the
wireless channels in the network are correlated with each other. The other case
is of course, correlated wireless channels. However the analysis is possible and
mathematically tractable under certain correlation conditions. Furthermore, it
should be mentioned here that these conditions are quite common in a wireless
environment.
Consider the capacity in environments with correlated channel gains. Assume a
hypothetical cooperative protocol where a source s and a set of relays {ri}qi=1 take
turns in transmitting information to destination d in successive broadcast and
cooperative phases in a fading wireless environment. The correlation in channel
gains can be due to two reasons. The first possibility is that correlation arises
because of the physical proximity of the relays to one another and to the source
and destination. In this case the correlation is dependent on the distances between
the source(s), destination(s) and relay(s). The second possibility is that there is
correlation in time between successive transmissions.
Further assumptions are made for the following analysis. These are assumed to
hold true for both the correlated and uncorrelated channel gain cases.
• In all channel gains described above, those between source, destination and
the relays are modeled as complex Gaussian random variables with zero
mean and unit variance. Furthermore it is assumed that a suitable relay
isolation scheme as described in [10] is in operation for the protocol, which
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orders the relays such that the inter-relay gain, between relays rj and rj′ can
be taken to be γ
(i)
j,j′ = 0.
• The relay nodes are assumed to be distributed uniformly in a given area.
• It is assumed that the additive noise Gaussian elements at the destina-
tion and the relays, zd,i and zrj ,i are circular symmetric complex Gaussian
variables with zero mean and unit variance.
• It is considered that the amplification gain given by b(i)j at the jth relay is
constant for a particular p.
• It is assumed that the amplification factors obey the power normalization
given by,
E
[
u−2∑
v=u−p−1
| 1√
p
bv−1yru,v|2
]
≤ 1. (4.11)
This condition assures that the total power utilized by the relays in trans-
mitting source information is normalized to unity.
4.3 Eigenvalue Distribution of the Gram Matrix
HH† of the SAF Relay Channel - Indepen-
dent Channel Case
As already mentioned, in this case there exists no correlations among the source-
to-destination, relay-to-destination or the source-to-relay channels. Furthermore
no correlation exists among the channel gains in two separate transmission in-
stances. In other words, all space and time correlations are absent. Under these
conditions we state and prove the following theorem related to the eigenvalue dis-
tribution of the HH† matrix with H given by (4.10) for the case p/N  1, p,N →
∞.
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Theorem:1 Let H be defined as in (4.10) and assume that all the entries of H
are independent r.v’s. Consider the normalized trace m (z) = 1
N
tr (G (z)) of its
resolvent G (z) =
(
HH† − z)−1. Then for arbitrarily small δ, we have
|m (z)−mρ (z)| < δ, (4.12)
where,
mρ(z) =
1
1− r − z − zrmρ (z) , (4.13)
with high probability where r = 1 − c, c = p/N , as p,N →, p  N , mρ (z) the
Stieltjes transform of the Marc˘enko-Pastur law.
Note that details of the derivation of (4.13) as the Stieltjes transform of Marc˘enko-
Pastur law can be found in [33] and [35]. Before proceeding to the proof, we shall
introduce a quantity that is central to our analysis both in the correlated and
independent channel gain cases.
4.3.1 Resolvent of a Matrix
Let M = {Mij}Ni,j=1 an N ×N matrix with complex entries, the algebra of which
is equipped with the Euclidean norm, ‖ · ‖. If M is Hermitian or real-symmetric
its resolvent given by,
G = (M− z)−1 , (4.14)
is defined for =z 6= 0 and the inequalities,
‖G (z) ‖ ≤ |=z|−1 , |Gij (z)| ≤ |=z|−1, (4.15)
are satisfied.
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4.3.2 Proof of Theorem:1
Consider the resolvent defined by G (z) =
(
HH† − z)−1. First part of the proof is
to expand the resolvent of the matrix using its minors to obtain a self-consistent
formula for m(z) = 1
N
tr (G (z)), which is the normalized trace of the resolvent.
In the limit N → ∞, m (z) → f (z) where f (z) is the Stieltjes transform of
the eigenvalue distribution of HH†. The resulting formula is close to the final
expression except for an additional term Y (j). Our next step is to apply large
deviation techniques to obtain a bound for this term. In other words by studying
the stability of the self-consistent equation obtained by applying perturbation
methods it will be proven that for large N the empirical eigenvalue distribution
of matrix HH† where H is given by (4.10) is equivalent to (4.13) with high
probability.
Denote the first column of H as h1 († denotes the conjugate transpose) and B(1)
the N × (N − 1) matrix obtained by ordering the last N − 1 columns of H. Thus
A = HH† may be written as,
A =
 h1h†1 B(1)h†1
h1B
(1)† B(1)B(1)†
 . (4.16)
Denote the first column of the resolvent G as (G1,1, G1,2, G1,N)
† = (x,w)† where
x = G1,1, then from the definition of the resolvent we have,(
h1h
†
1 − z
)
x+ B(1)h†1.w = 1 (4.17)
x
(
h1B
(1)†)+ (B(1)B(1)† − z) .w = 0. (4.18)
From (4.18), one may obtain w = x
(
G(1)B(1)†h1
)
where G(1) is the resolvent of
the matrix B(1)B(1)†, after which this being substituted to (4.17) we have,
G1,1 =
1
h1h
†
1 − z − h1.B(1)B(1)† (B(1)B(1)† − z) h†1
. (4.19)
Let the normalized eigenvectors and the non-zero eigenvalues of B(1)B(1)† be
denoted as ν
(1)
α and µ
(1)
α respectively with α = (1, . . . , N − 1). Clearly the matrix
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elements of BB† is given by,
(
B(1)B(1)†
)
i,j
=
N−1∑
α=1
µα
(
ν(1)†α
)
i
(
ν(1)α
)
j
. (4.20)
Note that the representation (vs)t denotes the t
th entry of vector vs. Thus using
(4.20) (4.19) can be written as,
G1,1 =
1
h1h
†
1 − z − 1N
∑N
α=1
µαξα
µα−z
, (4.21)
where ξ
(1)
α = p|h1ν(1)†α |2. Note that E
[
ξ
(1)
α
]
= 1, i.e.
pE
[
h1h
†
1ν
(1)
α ν
(1)†
α
]
= pE
[
|g(1)0 |2 +
p−1∑
k=1
|g(k)1 |2|h(k)1 |2
]
. (4.22)
The result for G1,1 can be generalized to obtain an expression for the normalized
trace as,
mN (z) =
1
N
N∑
u=1
1
huh
†
u − zr − z(N−p)N
∑N−1
α=1
1
µ
(u)
α −z
−X(u) , (4.23)
where,
X(u) =
1
N
N−1∑
α=1
µ
(u)
α
µ
(u)
α − z
(
ξ(u)α − 1
)
. (4.24)
Note that since, E
[
ξ
(u)
α
]
= 1, E
[
X(u)
]
= 1. Let,
m
(u)
N =
1
N − 1tr
(
B(u)Bu† − z)−1 , (4.25)
where r = 1− c, c = p/N , (4.23) can be written as,
mN (z) =
1
N
N∑
u=1
1
1− z − r − zrmN (z) + Y (u) , (4.26)
where,
Y (u) =
(
huh
†
u − 1
)− 1
N
− z
N
{
(N − 1)m(u)N−1 (z)−NmN (z)
}
−X(u) (z) , (4.27)
Now given that Y = maxu
(
Y (u)
)
, (4.25) can be expanded as,
mN +
1
z + z
r
mN +
1
r
− 1 = O (Y ) . (4.28)
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Provided that |z + z
r
mN +
1
r
− 1| > 0. Now an estimate for Y (u) will be ob-
tained. Applying the Hanson and Wright theorem (Appendix A, section A.1) we
immediately obtain,
P
(|huh†u − 1| ≥ Kr1/2) ≤ C exp{−cK}, (4.29)
for some c, C,K. Recall that r  1. Now consider the term within the curly
braces of (4.27). To see how this term in bounded we recall a theorem by Le-
dermann [71] (1944). This theorem simply states that the perturbation in the
“normalized” spectrum of a matrix altered from an original matrix by k columns
and the corresponding k rows is of the order O (2k/N) (see also Appendix A,
section A.2). Now since the Stieltjes transform of the spectrum is bounded by
the same order as that of the spectrum we have,
z
N
{
(N − 1)m(u)N−1 (z)−NmN (z)
}
≤ κη
N
, (4.30)
where η = = (z) and κ is a constant. Now consider the term X(u) in (4.30).
X(u) =
1
p
N−1∑
α=1
µ
(u)
α
µ
(u)
α − z
(
ξ(u)α − 1
)
=
1
N
N−1∑
α=1
µ
(u)
α
µ
(u)
α − z
[
N
N∑
l,k=1
∣∣ (hu)l (h†u)k (να(u))l (ν(u)†α )k ∣∣
]
−NE
[
N∑
l,k=1
|(hu)l
(
h†u
)
k
(
ν(u)α
)
l
(
ν(u)†α
)
k
|
]
. (4.31)
Recall that the eigenvectors are normalized and E [|hk|2] = 1. Now noting that
the eigenvectors ν
(u)
α and hu are independent (ν
(u)
α constant with respect to hu
in taking expectation), one may write (4.31) as,
X(u) =
N∑
l,k=1
σ
(u)
l,k
(
huh
†
u − E
[
huh
†
u
])
, (4.32)
where,
σ
(u)
l,k =
1
N
N∑
l,k=1
µ
(u)
α
(
ν
(u)
α
)
l
(
ν
(u†)
α
)
k
µα(u) − z
. (4.33)
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Taking into account the trivial bounds ‖G (z) ‖ ≤ η, ‖G (s, t) ‖ ≤ η we have,
N∑
l,k=1
σ2 =
1
N
∑
α
|µ(u)α |2
|µ(u)α |2 − z
≤ K
′
Nη
, (4.34)
for some K ′. From (4.29),(4.31),(4.34) summing up one may obtain that Y (u) ∼
O (N−1), hence the theorem is proved.
4.4 Eigenvalue Distribution of the Gram Matrix
HH† of the SAF Relay Channel - Correlated
Channel Case
As has already been stated, the capacity of the system depends on correlations
between the channel gains g
(i)
j and h
(i)
j . As such the analysis proceeded along
two cases, one where all the channels are uncorrelated and the other, where only
source to relay and relay to destination channels are correlated, i.e. g
(i)
j s are
correlated and so are h
(i)
j s but not g
(i)
j s and h
(i)
j s.
In this work it is assumed that the source-to-relay gains and relay-to-destination
gains are exponentially correlated according to the relationship,
E
[
<
(
g
(i)
j
)
<
(
g
(i)
j′
)]
= E
[
<
(
h
(i)
j
)
<
(
h
(i)
j′
)]
= E
[
=
(
g
(i)
j
)
=
(
g
(i)
j′
)]
= E
[
=
(
h
(i)
j
)
=
(
h
(i)
j′
)]
= exp (−λ|j − j′|) . (4.35)
These model the case where correlations between relay channels are in the form
of exp (−λdj,j′) where dj,j′ is the distance between relay nodes j and j′ and λ is a
medium dependent constant. This correlation model has been used in a number of
previous studies as well. For example, according to the “jointly Gaussian model”
for spatial data gathering from a cluster of nodes to a certain center node used in
[72] and [73], ρab in general can be modeled as ρab = exp (−λf (dab)) where f (dab)
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is an increasing function of dab.Furthermore we assume that, g
(i)
j′ ’s and h
(i)
j′ ’s to
be uncorrelated. In a more recent study, the same correlation model [74],[75]
(termed “power exponential model”) has been used in analysing a wireless sensor
network, where a number of sensor nodes obtain information from a single source,
just as assumed in the current instance of the generalized SAF protocol. In most
cases relays physically reside in the midst of the space between the source and
the receiver. Thus it is justifiable to make this assumption.
4.4.1 Analysis of the Eigenvalue Distribution
In this section the main result with regard to the eigenvalue distribution of the
HH† matrix will be introduced and proven. Note here that the term (hj)x is used
to denote Hj,x where hj is the j
th vector of H. Hj,x is the j
th row xth column
element of H.
Theorem-2: Let the covariance matrix V of (hj)x satisfy the summability con-
dition, ∑
x∈Z
|V (x)| = Vmax <∞. (4.36)
Then,
1. the sequence σN (λ) =
1
N
]
{
λ
(N)
i ≤ λ
}
which denote the normalized eigen-
value counting functions converges in probability to a non-random function
σ (λ), in the limit N, p→∞, p/N → c > 0
2. the eigenvalue distribution f (z) =
∫
(λ− z →)−1 dσ (λ), z ∈ C\R can be
found from the relation,
f (z) =
∫ 1
0
g˜ (q, z) dq (4.37)
where g˜ (q, z) is a solution to the equation,
g˜ (q, z) =
(
−z + cV˜ (q)
1 +
∫ 1
0
V˜ (r) g˜ (r, z) dr
)−1
(4.38)
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and,
V˜ (q) =
∑
x∈Z
V 2 (x) exp {−2pii (xq)} . (4.39)
Note that c = p/N  1. Prior to commencing with the proof some preliminary
tools and definitions are in order.
4.4.2 Analysis Tools and Definitions
Some mathematical tools involving the resolvent introduced in (4.14) are impor-
tant to be mentioned here for this analysis to proceed.
Resolvent Identity
If M1 and M2 are two Hermitian or real-symmetric matrices, of which G1,G2
are the resolvents respectively, then the resolvent identity,
G1 −G2 = G1 (M1 −M2) G2. (4.40)
Using this identity one can easily obtain the identity,
∂Gij
∂Hpq
= −z
p
Gpi
[
h∗qG
]
j
, (4.41)
where G is the resolvent of the matrix HH† with H given by (4.10). In a similar
manner one may obtain,
∂Gij
∂Hpq
∗ = −
z
p
[Ghq]iGpj. (4.42)
Integration by Parts Formula
Let ξ = {ξi}Ni=1 be a 1×N complex Gaussian vector with mean zero and covariance
matrix Ξ. Let Φ
(
ξ, ξ
)
be a differentiable function bounded together with its
derivatives. Then,
E [ξiΦ] =
N∑
j=1
ΞijE
[
∂Φ (ξ)
∂ξi
]
. (4.43)
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Poincare´-Nash Inequality
Consider the complex Gaussian vector ξ = {ξi}Ni=1 and the function Φ(ξ, ξ) with
bounded partial derivatives. Then the following inequality holds [76]:
var(Φ) = E
[|Φ|2]− |E [Φ]|2 ≤ N∑
i,j=1
Ξi,j
[∣∣∂Φ
∂ξj
∣∣2 + ∣∣∂Φ
ξ∗j
∣∣2] , (4.44)
where Ξ is the covariance matrix of ξ.
4.4.3 Proof of Theorem-2
First, the steps of obtaining an expression for the eigenvalue density function
shall be presented.
1. Consider the expectation of the trace of the resolvent GN (z), (N , z shall
be dropped henceforth) of HH†. First the resolvent identity (4.40) shall be
applied upon this term and expanded in terms of G and entries of HH†
2. Thereafter the integration by parts formula shall be applied twice, first with
respect to g
(i)
j and then h
(i)
j
3. Next by applying the Poincare´-Nash inequality the terms that contribute
in the order of O(1/N) will be isolated and then a deterministic expression
that still depends on random quantities will be obtained
4. Following this, the deterministic approximation of step-3 will be used to
obtain another deterministic expression that does not depend on the ran-
dom quantities of H or G. Finally, Fourier transform equivalent of this
deterministic expression shall be taken finally producing Eq (4.38)
First consider the resolvent (1/N)E[trG]. A diagonal term of G can be written
as,
E [Gx,x] = E
[
(Ghx)uH
∗
u,x
]
=
∑
s
E
[
Gx,sHs,uH
∗
u,x
]
, (4.45)
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where a term by term expansion has been performed in the form of,
E
[
[Ghx]uH
∗
u,x
]
=
N∑
s=1
E[Gx,sHs,uH∗u,x], u ≤ p+ x, (4.46)
where hx is the x
th column vector of H. Applying the resolvent identity to R.H.S
of (4.46) we end up with,
E [Gu,s] = − z
N
E
[
Gu,sHs,xH
∗
u,x
]
. (4.47)
Applying integration by parts formula (4.43) to R.H.S of (4.47) we have,
E
[
Gx,sHs,uH
∗
u,x
]
= w2E
[
g
(s)
0 g
(s)∗
0
]
+ E
[
Gx,x
∂g
(u)∗
0
∂g
(u)∗
0
]
+
w2
p
∂Gu,s
∂g
(s)
0
+
w2
p
E
[
∂Gx,u
∂g
(x)
u
g(x)∗u h
(x)∗
u h
(x)
s
]
+
∑
s,s 6=u
V (s− x)
p
E
[
∂Gx,s
∂g
(x)
u
g(x)∗u h
(x)∗
u h
(x)
s
]
,
(4.48)
where V (s− x) = Vx,x − Vs,x. Simplifying (4.48) and using the facts
∂Gu,s
∂g
(s)
0
=
∂Gu,s
∂Hu,s
∂Hu,s
∂g
(s)
0
,
∂Gu,s
∂g
(x)
u
=
∂Gu,s
∂Hu,x
∂Hu,x
∂g
(x)
u
, (4.49)
we obtain,
E
[
Gu,sHs,xH
∗
u,x
]
= w2E [Gx,x]− w2 z
p
E
[
(Ghu)x g
(u)∗
0 g
(x)
0
]
−
z
p
E
[
(Ghs)x h
(x)∗
s h
(x)
u
]
V (s− x) . (4.50)
Next the integration by parts formula (4.43) shall be applied once more to the
third term of R.H.S of (4.50) to obtain,
E
[
Gu,sHs,xH
∗
u,x
]
= w2E [Gx,x]− w2 z
p
E
[
(Ghu)x g
(u)∗
0 g
(x)
0
]
−
z
p
E
[
(Ghu)x g
(x)
u h
(x)
u
]
V (s− x) + Ξs, (4.51)
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where Ξs is given by the expression,
Ξs =
N∑
a,b=1
V (s− x) z
p2
E
[
(Ghs)x (Gha)b h
(x)∗
a h
(x)
(u)
]
V (a− b) . (4.52)
It shall be later proven that Ξs has an effect of ∼ O (p−1) on the normalized trace
of the resolvent. Hence simplifying (4.51) we have,
E[Gu,sHs,xH∗u,x] = w2E [Gx,x]− w2
z
p
E[(Ghu)xHu,x]V
2(s− x) + Ξs. (4.53)
Let β = 1
N
tr(GV), α = β, βˆ = β + α. Now substituting in (4.53) we have,
E
[
Gu,sHs,xH
∗
u,x
]
= w2E [Gx,x]− zV 2 (s− x)αE [(Ghu)xHu,x]
− zV 2 (s− x)E
[
βˆ (Ghu)xHu,x
]
+ Ξs.
(4.54)
Next one may solve (4.54) for E [(Ghu)xHu,x], neglecting O (p−1) terms to obtain,
E [(Ghu)xHu,x] = w
2rs,xE [Gx,x]− zV 2 (s− x) rs,xE
[
βˆ (Ghu)xHu,x
]
, (4.55)
where,
rs,x =
1
1 + zV 2 (s− x)α. (4.56)
Now summing (4.55) over s we obtain,
E
[(
G
HH†
N
)
x,x
]
= αˆE [Gx,x]− zE
[
βˆ
[
G
HRH†
p
]]
x,x
, (4.57)
where, R = diag(rj(t)) = (I + zV
2α)
−1
, αˆ = 1
N
tr (R). To obtain an expression
for E[Gx,x] the resolvent identity shall be used once again,
E[Gx,x] = 1− zE
[
G
HH†
p
]
x,x
. (4.58)
From (4.57) and (4.58) we obtain,
E [Gx,x] = rx + z2rxE
[
βˆ
[
G
HRH†
p
]
x
]
. (4.59)
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Let us denote the second term of R.H.S of (4.59) by Θx. Again it shall be later
proven that Θx ∼ O (p−1). Summing over x we obtain the relation,
E [tr (G)] = tr (R) +O (p−1) . (4.60)
Now consider the deterministic relationships,
T =
(
I− zV2φ)−1 , (4.61)
φ (z) = V
(
I + φ (z) V2
)−1
. (4.62)
Next it shall be proven that R can be approximated with T up to an accuracy
o (1). To observe this, it will be first shown that 1
N
tr (R−T) is related to α(z)−
φ (z) asymptotically. To see this consider the standard matrix identity,
R−T = R (T−1 −R−1)T. (4.63)
Substituting for R and T we obtain,
1
N
tr (R−T) = z
N
(α (z)− φ (z)) tr (RV2T) . (4.64)
Note from the definitions (4.61) and (4.62) it follows that, V2T = φ which implies
that, tr (φ) = 1
N
tr (V2T). Hence from (4.60) it follows that,
α (z)− φ (z) = 1
N
tr
(
V2 (R−T))+O ((pN)−1) . (4.65)
Using (4.64) we obtain,
α (z)− φ (z) = z
N
(α (z)− φ (z)) tr (RV2T)+O ((pN)−1) . (4.66)
Now since the spectral norms of R,T are bounded, supN (‖R‖, ‖T‖) ≤ 1, thus
giving,
1
N
tr
(
RV2T
) ≤ V 4max, (4.67)
where Vmax = maxa,b (Va,b). Eq (4.66), (4.67) along with (4.65) immediately
yields that 1
N
tr (V2 (R−T)) = o (1), which suggests R can be approximated by
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T up to an accuracy o (1). Next it remains only to take the Fourier transform
of the relation (4.62) in the same way as [77] (Lemma-2.1, Lemma-2.2) which
finally proves the theorem. To complete the proof it needs to be shown that
Ξs,Θx ∼ O (p−1). The proofs for both these terms follow exactly the same steps,
hence we only lay down the proof of Ξs. Consider (4.52).
Ξs =
N∑
b=1
V (s− x)V (a− s) z
p2
E
[
(Ghs)x (Gha)s h
(x)∗
a h
(x)
a
]
. (4.68)
By repeated application of Cauchy-Scwartz inequality we have,
Ξs ≤ V (s− x){var [(Ghs)x]}1/2
N∑
a=1
z
p2
E
[{|(Gha)s|2|h(x)a |2|h(x)u |2V 2 (a− s)}]
≤ V (s− x){var [(Ghs)x]}1/2
N∑
a=1
z
p2
E
[
{
N∑
t=1
|Gs,tHt,a|2|h(x)a |2|h(x)u |2V 2(a− s)}
]
≤ V (s− x) {var [(Ghs)x]}1/2
NηVmax
p2
, (4.69)
where in the third line, the fact |Gb,t| < (= (z))−1 has been used, and thereafter
the Cauchy-Scwartz inequality has been applied after which finally the expec-
tation is over individual terms (Note η = = (z)). Next it can be shown that
var [(Ghs)x] ∼ O(p−2). What needs to be proved is that the effect on the nor-
malized trace of the resolvent is O(p−1). When (4.69) is summed over s, giving
expression of the order O(p−1) the proof is complete. Summing (Ghs)x over x, s
and normalizing by N we obtain 1
N
tr(GH). Now applying Poicare´-Nash inequal-
ity to this term we get,
1
N
var [tr(GH)] =
N∑
c,d,e,f
V (c− d)E
[∣∣∣∣∂Ge,f∂Hc,d
∣∣∣∣2 + ∣∣∣∣∂Ge,f∂H∗c,d
∣∣∣∣2
]
Hf,e
+ V (c− d)Ge,f
[∣∣∣∣∂Hf,e∂Hc,d
∣∣∣∣2 + ∣∣∣∣∂Hf,e∂H∗c,d
∣∣∣∣2
]
.
(4.70)
Clearly
∣∣∣∂Hf,e∂Hc,d ∣∣∣2 = 1p2 for , c = e, d = f, 0, otherwise. Furthermore, |Ge,f | ≤
|(=(z))−1. Hence the third and fourth terms of (4.70) are O (p−2). To see how
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the first and second and fourth terms of (4.70) are bounded (4.42) shall be applied
to
∣∣∂Ge,f
∂Hc,d
∣∣2 and then the Chauchy-Schwarz inequality applied. This gives,
N∑
c,d,e,f
V (c− d) E
[∣∣∂Ge,f
∂Hc,d
∣∣2Hf,e] = z
p2
N∑
c,d,e,f
V (c− d)
∣∣∣∣E [(Ghd)e|2Gc,fHf,e]
1
p3
E
[
tr
(
hdGVGGVG
(
HH†
p
)
h†dH
)] ∣∣∣∣
≤ 1
p3
E
[
‖G‖4‖V‖2‖tr
(
HH†
p
)
H‖
]
≤ k
p2
(
N
p
)
=
ck
p2
, p N, (4.71)
where k, c are constants concluding the proof.
4.5 Capacity Analysis for the SAF System
In solving (4.37) V (x)is taken as, V (x) = exp {−ρx} where ρ is a medium depen-
dent constant. V (r) will be computed with the aid of (4.39), and then shall be
substituted in (4.38) to obtain a non-linear integral equation which can be solved
by the method highlighted in [78]. The non-linear integral equation (4.37) can
be written as,
g˜ (q, z)
(
cV˜ (q)− z
)
− 1 = (zg˜ (q, z) + 1)
∫ 1
0
V (r) g˜ (r, z) dr. (4.72)
According to [78] the non-linear integral equation,
h (τ, z) = ϕ
(
ψ˜ (τ, z)
)∫ 1
0
G (t, ψ (t, z)) dt, (4.73)
has the solution,
µϕ
(
ψ˜ (z)
)
− h (z) = 0 (4.74)
µ− F (µ) = 0; F (µ) =
∫ b
a
G
(
t, ψ˜ (t)
)
dt. (4.75)
98 4.5 Capacity Analysis for the SAF System
Comparing (4.73) and (4.72)
ψ˜ (z)→ g˜ (z)
ϕ
(
ψ˜ (τ, z)
)
→ zg˜ (τ, z) + 1 (4.76)
h (τ, z)→ ψ˜ (τ, z)
{
cV˜ (τ)− z
}
− 1 (4.77)
G (t, ψ (t, z))→ V˜ (t) ψ˜ (t, z) . (4.78)
From (4.75) and (4.78) we obtain,
F (µ) =
∫ 1
0
(1 + µ) V˜ (t) /4
cV (t)− z − µzdt, (4.79)
F (µ) =
∫ 1
0
(1 + µ) /4
c/4− (1− ρe−2piit) (z + µz)dt. (4.80)
The solution to (4.80) is of the form,∫ 1
0
1
aekx + b
dx =
x
b
− 1
bk
ln aekx + b. (4.81)
Hence F (µ) can be evaluated to be,
F (µ) =
1 + µ
c− 4z − 4µz . (4.82)
According to (4.75), µ has two solutions. Let µk, k = 1, 2 be the solutions obtained
in this way. From (4.74) and (4.77) we obtain ψ˜ (r, z) as,
ψ˜ (r, z) =
µk + 1
cV˜ (r)− z − µkz
. (4.83)
Substituting (4.83) to (4.37) we obtain,
f (z) =
ρ
8pi
∫ 1
0
(1 + µk) (e
2piir − ρ)
c/4− (z + µkz) (1− ρe−2piir)dr. (4.84)
Eq. (4.84) could be rewritten as,
f (z) =
ρ
8pi
(I1 − I2)
I1 =
∫ 1
0
(1 + µk) e
2piir
c/4− (z + µkz) (1− ρe−2piir)dr (4.85)
I2 =
∫ 1
0
(1 + µk) ρ
c/4− (z + µkz) (1− ρe−2piir)dr. (4.86)
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Now,
I1 = I11 + I12
I11 =
(1 + µ) (z + µz) ρ
c/4− z − µz∫ 1
0
1
(c/4− z − µz) + (z + µz) ρe−2piir dr (4.87)
I12 =
1 + µ
c/4− z − µz
∫ 1
0
e2piirdr. (4.88)
Applying (4.81) it can be seen,
I11 =
(1 + µ) (z + µz) ρ
(c/4− z − µz)2 . (4.89)
Furthermore,
I2 =
1
c/4− z − µz . (4.90)
Hence,
f(z) =
(1 + µ)(µz)ρ
(c/4− z − µz)2 + ρ
1 + µ
c/4− z − µz . (4.91)
Furthermore,
f (µk) =
ρcµ2k
1 + µi
, (4.92)
where µk, k = 1, 2 are roots to the equation F (µ)−µ = 0. Let µk = α+ iβ, then
manipulating (4.92) we have,
f (z) = β
c− z
z
. (4.93)
Furthermore, by solving the equation F (µ)− µ = 0, we obtain,
µ2z + (z − c+ 1)µ+ 1 = 0. (4.94)
Then we have,
µk = −(z − c+ 1)
2z
± i
[
2z − (z − c+ 1)2
4z2
]1/2
, (4.95)
f (z) =
(c− z) {2z − (z − c+ 1)2}1/2
2z
. (4.96)
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To recover the pdf one may use the Stietjes-Perron inversion formula (2.50) (note
that f (z) is continuous),
pΩ (ω) = lim
y→0
1
pi
d
dω
={f (α + iω)} . (4.97)
Using (4.97), we may obtain,
pΩ (ω) = ρ
(c− 4ω)+
√[
(4ω − c+ 1)2 − 4ω]+
16pi2ω
. (4.98)
Note that y = [x]+ represents values of y with x ≥ 0 strictly such that y is real.
Finally, the ergodic capacity of the system can be estimated by evaluating the
following integral [33],
C =
∫ ∞
0
ln(1 + SNR.ω)pΩ(ω)dω. (4.99)
Eq. (4.99) can be evaluated numerically with the results obtained discussed (along
with other simulation results) in the next section.
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Figure 4.2: Eigenvalue distributions for exponentially correlated system p =
50, 100, 200, 400 relays and N = 4000 number of slots; µ ∈ R+
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Figure 4.3: Theoretical and simulation eigenvalue distribution comparison for
exponentially correlated system p = 150, N = 2000; µ ∈ R+
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Figure 4.5: Capacity per channel use for exponentially correlated system, p =
50, 100, 200, 400 number of relays and N = 2000
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Figure 4.6: Theoretical and simulation capacity per channel use comparison for
exponentially correlated system p = 200, N = 2000
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4.6 Discussion
In this section, the simulation results for eigenvalue distribution and capacity
results for the SAF model with correlated channel gain environment outlined in
section 4.4.1 are presented. Furthermore the simulation results will be compared
with the theoretical results derived in section 4.5. Figure 4.2 and Figure 4.5 show
the results of the eigenvalue distribution and the capacity per channel use for
relay numbers of p = 50, 100, 200, 400 and subframe size of M = 4000. The latter
information completely determines the parameters of (4.98). In Figure 4.3 and
Figure 4.5 the simulation results are compared with the theoretically obtained
results for the eigenvalue distribution and the channel capacity for an SAF system
with p = 150, N = 2000 and p = 150, N = 2000 respectively. The constant ρ
is set to unity in both cases. It can be observed that the theoretical results of
both eigenvalue distribution and the capacity are in good agreement with the
simulation results.
From Figure 4.5 it can be seen that, as the network density or the number of
nodes increases, the capacity per channel use deceases. The decrease obeys a
non-linear law. This can be clearly established and verified by using the eigen-
value distributions depicted in Figure 4.2. As highlighted in Figure 4.2, it can
be observed that as the number of nodes within a given subframe, p, increases
the singularity of the spectrum at the origin increases thus increasing the possi-
bility of outage. Furthermore, according to (4.98),(4.99) it can be deduced that
the improvement or decrease in capacity is proportional to ρ. Hence it can be
concluded that a serious degradation in the capacity per channel use manifests as
the node density in the network is increased, which results in correlation among
relay channels.
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As highlighted in Chapter 2 there is no numerical method to calculate the eigen-
value distribution of a random matrix. In fact, even the verification of the ex-
istence of eigenvalue distribution should be done case by case for each type of
channel matrix, and there is no empirical method to do this. This is equally true
for both the independent and correlated channel gain cases. Thus the analysis
carried out in this chapter is unique in the analysis of eigenvalue distribution
of random Gram type matrices related to cooperative communication systems,
which enable one to evaluate the ergodic capacity. For both the cases of inde-
pendent and correlated channel gains we were able to verify the self-averaging
property which suggests that to obtain the eigenvalue distribution one need not
average over the histograms of a number of HH† matrices. Instead by consider-
ing a single matrix whose dimensions are large, the eigenvalue distribution can
be obtained. The self-averaging property has not been verified up to date for
any type of channel matrices that appear in cooperative communication. For a
multiple-input, single output (MISO) system, in the case of asymptotically large
inputs, the spectrum of the random Gram matrix HH† follows the Marc˘enko-
Pastur distribution given by (2.15). It has been proven in section 4.3 that for the
SAF protocol with independent channel gains and infinite number of relays with
relay to cooperative frame ration c = p/N , the limiting spectrum converges to
the Marc˘enko-Pastur law. Thus we have proven for the infinite relay case with
independent channel gains, the limiting ergodic capacity reaches the MISO ca-
pacity bound for all SNR. Although it has been proven in previous studies, e.g.
[10], that this is the case for SNR → ∞, this has not been verified for all SNR
regimes. Hence, this is a vital discovery made with respect to the performance of
the SAF protocol.
Consider Figure 4.2 which depicts the behaviour of the spectrum of the Gram
matrix related to the SAF channel with correlated channel gains. Due to the
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nature of the capacity formula (4.99) the spectrum of the random Gram matrix
HH† fully characterize the behaviour of the limiting ergodic capacity. Thus
knowledge of the singular behaviour about the origin in the spectrum provides
valuable information as to the increase or decrease in capacity. If the singularity
near the origin increases, the ergodic capacity will decrease.
Furthermore, it can be seen that the ergodic capacity per channel use is directly
proportional to the medium dependent constant ρ. If ρ increases, according to
the correlation profile V (x) = exp (−ρx), the correlation among channel gains
shall decrease, thus the ergodic capacity shall increase accordingly. This can be
termed as a vital contribution that has been made as a result of this work.
The ergodic capacity of the SAF relay channel with finite number of relays are
discussed in the next chapter.

Chapter 5
Ergodic Capacity of the SAF
Relay Channel with Finite
Number of Relays
Chapter 4 outlined an analysis of the the ergodic capacity of the SAF relay
channel when the number of relays is infinite. Although the results were exact
expressions with respect to eigenvalue distribution, the number of relays is often
finite in practical communication systems. As such, the number of relays ais in
the order of 2 − 3 at most, in most cases, e.g. IEEE 802.16j [79]. Hence this
chapter is devoted for analysing the “finite” relay case. More specifically, ergodic
capacity of the SAF protocol is analysed in the regime p–finite, N → ∞. In the
process, the upper and lower bounds which are tight for high SNR, for the ergodic
capacity per channel use will be derived. The results obtained in Chapter 3 will
prove to be useful here. In the final part of the chapter, the ergodic capacity
of the simpler NAF protocol will also be investigated and a lower bound will be
derived.
An overview of the preliminary tools that are essential to the analysis will be
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presented prior to the analysis.
5.1 Analysis Tools
5.1.1 Householder and Golub-Kahan Bidiagonalization of
Matrices
Householder transformation converts a symmetric matrix to a tri-diagonal matrix
without affecting or altering the eigenvalue density function [80]. Golub-Kahan
transformation is similar to Householder method, but transforms a matrix to the
Gram product BB† where matrix B is bi-diagonal without altering the eigenvalue
distribution. If T is arbitrary complex column vector (with N elements), then
T†T is a real scalar and TT† is a square (N ×N) matrix. Then by definition
[80], the matrix Q given by,
Q = I− 2
(
TT†
)
T†T
. (5.1)
is a Householder matrix and is Hermitian and orthonormal. If a Householder
matrix is used to multiply a vector or another matrix, its effect on that vector
or matrix is called a Householder transformation. When any orthonormal matrix
premultiplies a column vector, it leaves the spectral norm of the resulting column
vector the same as the original vector. For any given vector, Householder matrix
can be constructed so that all this “energy” (the spectral norm) is compacted
into a selected component. Let ej be the column vector whose jth component is
unity and whose other components are all zeros. Now suppose we are given an
arbitrary column vector u. Consider the problem of constructing the Householder
matrix Q [81] so that,
Qu = σej. (5.2)
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For a complex vector u, this would be possible only if,
u†u = |σ|2 =
∑
i
uiu
∗
i . (5.3)
Proof : Premultiply each sides of (5.2) by its transpose,
u†Q†Qu = u†u = e†jσ
∗σej. (5.4)
Constructing Q is similar to finding T in (5.1). Let us elect,
T = u + σej, (5.5)
where the magnitude of σ follows from (5.3) but the angle is unknown. Then,
Q = I− 2
(u + σej)
(
u† + σ∗e†j
)
(
u† + σ∗e†j
)
(u + σej)
, (5.6)
and,
Qu = u− 2 (u + σej) u
†u + σ∗uj
2u†u + σ∗uj + σu∗j
(5.7)
σ can be chosen so that σuj is real (there are two distinct choices) giving for the
scalar denominator 2
(
u†u + σ∗uj
)
exactly twice the numerator. Now when Q is
used to premultiply u we have,
Qu = u− (u + σej) = −σej, (5.8)
where,
σ = ±
(
uj
|uj|
)√
u†u. (5.9)
Comparing (5.8) to (5.2), it can be seen that the only difference lies in the sign
of σ. But this is because the two allowed choices of σ are negatives of each other.
When forming σ the plus sign can be arbitrarily chosen. Equation (5.9) conveys
that the complex number σ has the angle (argument) of uj and the magnitude
required by (5.3).
Thus far it has been shown how to construct an orthonormal matrix which, by
postmultiplication, compresses all the energy in a particular row vector into its
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jth entry. From the preceding analysis it will occur to the reader that any sym-
metric matrix B with complex values can be transformed into a tridiagonal ma-
trix by the transformation B → QBQ† where Q is of course the Householder
matrix. The difference of Golub-Kahan transformation is that it can transform
any given matrix into a bi-diagonal form without altering the spectrum, how-
ever, the premultiply and post multiply matrices are not the same (although
they are constructed the same as Householder procedure). Furthermore Golub-
Kahan transformation is possible only if the matrix B can be decomposed into
the Garammian product B = ΞΞ†.
Take for instant a channel matrix in the lower triangular form as H. Consider to
Householder matrices U and V. With a proper choice, H can be bi-diagonalized
and the matrix HH† can be tri-diagonalized by the transformation H → UHV
or HH† → UHVV†H†U. As a result of orthogonality of V and V† the tridiag-
onization can be done by the transformation HH† → UHH†U. A full detailed
description and a mathematical treatment of these transformations known as
“similarity” transformations can be found in [82],[81].
5.1.2 The Capacity of a Transmission System with a Ja-
cobian Transmission Matrix
The following result is of prime importance to the ensuing analysis and relates
to the capacity of a wireless communication system of which the N ×N system
matrix H takes the form of a bidiagonal random matrix,
HN =

a0 0 0 0 . . . 0
b1 a1 0 0 . . . 0
0 b2 a2 0 . . . 0
...
...
...
. . .
...
...
0 0 0 . . . bN aN

. (5.10)
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The sequence of rv’s {ai}, {bi} are iid each having the common distribution pia
and pib. The theorem first proven by Levy et.al. [11] gives the following result.
Theorem:1 Let CN (P ) be the Shannon capacity defined as,
CN (P ) =
1
N
log det
(
IN + PHNH
†
N
)
, (5.11)
where P is the average power. Then we have,
1. for every P > 0, CN(P ) converges to a limit as N → ∞. Let this limit be
C(P ).
2. for C(P ) the following bounds are valid,
max
(
Epia
[
log
(
1 + Px2
)]
,Epib
[
log
(
1 + Py2
)])
≤ C (P ) ≤ Epia,pib
[
log
(
1 + P
(
x2 + y2
))]
.
(5.12)
5.2 Ergodic Capacity of the SAF Protocol with
finite p relays
To obtain the limiting (in the sense that the number of cooperative slots is very
large) ergodic capacity, the following steps will be done in succession.
• First, it will be ascertained whether similarity transformations can be ap-
plied on the HH† matrix without altering the joint element density signifi-
cantly, thus it is “almost” orthogonal invariant.
• Next, the Golub-Kahan bidiagonalization [81] procedure will be applied to
the channel matrix H. This method is similar to the Householder similar-
ity transformation which reduces a matrix to a tri-diagonal matrix with-
out affecting the spectrum, but involves two Householder matrices for pre-
multiplication and post-multiplication and essentially may not be the same.
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This procedure reduces the HH† matrix to the product of a conjugate pair
of bidiagonal matrices resulting in a tridiagonal matrix.
• The diagonal entries of the transformed matrix can be proved to be unal-
tered while the off-diagonal entries approximately take the form of gamma
distributed random variables
• Thereafter the result (5.12) can be applied, since the system is in the form
of a random Jacobi matrix.
Let us apply these steps to the H matrix given by expression (4.10).
5.2.1 Step-1
First, it needs to be proven that the matrix A = HH† is orthogonal invariant.
Let U be a complex orthogonal matrix such that UU† = I and let P (A) be the
joint probability density function of the elements of A. The matrix A is orthog-
onal invariant if the probability that A belongs to the volume element dA, i.e.
P (A)dA is invariant under the transformation HH† → UHH†U†. Before deter-
mining whether A is orthogonal invariant the joint probability density function
P (A) needs to be evaluated. Let (4.10) be written as,
H =
1√
p

γ1,1 0 · · · 0
γ2,1 γ2,2 · · · 0
...
. . . . . . 0
γ(p−1),1
. . . . . . 0
...
. . . . . . 0
0 · · · γN,(N−1) γN,N

. (5.13)
Here g
(i)
0 is denoted with γi,i and g
(j)
i h
(j)
i with γi,j. Now, γi,i is obviously dis-
tributed with a complex Gaussian distribution, and γi,j has the probability dis-
tribution of the modified Bessel function of the second kind which corresponds
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to the probability distribution of a product of two complex Gaussian random
variables. It can be noticed that if all the entries of H were complex Gaussian
then A = HH† is in the form of a complex Wishart matrix hence using [83],[84]
the joint element density could have directly been obtained. However, since all
off-diagonal entries are in the form of product Gaussian random variables (distri-
bution of γi,j, i 6= j is product complex Gaussian) the joint distribution must be
ascertained by a different method. One may write H as the summation of N pairs
of matrices and vectors consisted of a diagonal matrix of the form ηk = diag(g
(k)
i )
and a vector {νk = h(k)i }, k = [1,m]. Consider the joint distribution of the
elements of the product Zk = ηkν
†
k.
Zk,1|η ∼ N (0, ‖ηk‖) : Zk,2|η ∼ N (0, ‖ηk‖) , (5.14)
where, ‖ηk‖, is the Euclidean norm of ηk. Now taking into account the inde-
pendence of Zk,1|η and Zk,2|η, the joint distribution of ΨZk,1|η ,Zk,2|η (z1, z2) can be
written as,
ΨZk,1|η ,Zk,2|η (z1, z2) =
1
(2pi)p/2
∫
Cp
1√
2pi‖ηk‖
exp−
{
z21 + z
2
2
‖ηk‖2 ‖ηk‖
2
}
dηk
=
1
(2pi)(1+p)/2
K0
(
z21 + z
2
2
)
, (5.15)
where, K0(·) is a modified Bessel function of the second kind. Hence the joint
pdf of the elements of A = HH† is,
P (H) =
1
(2pi(p+1)N/2)
N∏
i=1
exp−{|g(i,1)0 |2 + |g(i,2)0 |2}
i=N,l=p,i 6=p∏
i=1,l=1
K0
({< (Hi,l)}2 + {= (Hi,l)}2) .
(5.16)
The additional second numerals 1 and 2 in the superscripts of the channel gains
stand for the real and imaginary parts of the corresponding complex random
variables. Next, note that A = HH† is already in a Cholesky form, hence similar
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to a Wishart matrix joint density for elements of A [83] can be determined as,
P (A) =
1
det A
N∏
i=1
Ai,iP (H) . (5.17)
Next, consider the following Givens type matrix and observe that it is unitary,
i.e. GG† = I.
G =

cos θ 0 · · · 0 − sin θ
0 1 · · · 0 0
...
...
...
...
...
sin θ 0 · · · 0 cos θ
 . (5.18)
The intention is to prove that Golub-Kahan bidiagonalization procedure leaves
A almost orthogonal invariant, thus the joint element density almost unchanged.
That is for the successive Golub-Kahan operators applied on the random ma-
trix HH† for bidiagonalization, the joint element distribution stays almost the
same. One method to prove this, is to illustrate that upon operating Householder
(Golub-Kahan belongs to the same type of similarity transformations) operators,
the joint eigenvalue density does not vary significantly. If upon application of
the similarity transformation, the perturbation on the joint eigenvalue density is
bounded upper and lower by two orthogonal invariant functions, then the validity
of the approach can be confirmed. Consider the following transformation,,
A→ G†AG→ G†HH†G. (5.19)
If the following conditions are satisfied the claim is proven.
• The joint distribution of the elements of G†H (or H†G for that matter)
does not change considerably from H.
• The Jacobian transformation for G†AG = G†HH†G→ A′ does not change
considerably from the transformation HH† → A.
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To observe the first of the above mentioned properties consider G†H whereby
one can obtain,
G†H =

γ1,1 cos θ − γ2,1 sin θ −γ1,2 sin θ 0 · · · 0
γ2,2 cos θ − γ2,1 sin θ γ2,2 cos θ 0 · · · 0
γ3,1 γ3,2 γ3,3 · · · 0
...
...
...
...
...
0 0 0 0 γN,N

. (5.20)
Clearly if the rotation angle θ is sufficiently small, a major part of the first
claim is proven. Accordingly from [85], (section 5.3) it follows that the rota-
tion angle for single Givens rotation (eliminate one off-diagonal entry) is θ1,1 =
sin−1 (|γp−1,1|/γp−1,2). Furthermore, according to [86], p − 1 Givens rotations on
the same column vector (and the corresponding row vector) corresponds to a
Householder transformation for the related column vector. Thus, by a simple
calculation, the total rotation Θ1 angle for a Householder rotation on the first
column vector shall be,
Θ1 =
γγ2,2∑p−1
k=1 γk,j
< δ. (5.21)
For moderate p > 1 values, δ to be sufficiently small. A detailed analysis of this
was provided in Section 3.5.2 of Chapter 3.
Next it shall be proven that the joint distribution of eigenvalues of HH† can
be upper and lower bounded by functions fupper (H) and flower (H). Using the
integral representation of the modified Bessel from (5.16) we have,
P (H) =
1
(2pi(p+1)N/2)
∫ ∞
0
∫ ∞
0
· · ·
∫ ∞
0
exp−
[
N∑
k=1
|γ(r)k,k|2 +
N∑
k=1
|γ(i)k,k|2
]
exp−
[
k=p,j=N∑
k=j+1,j=1
|γ(r)k,j |2 + |γ(i)ij |2
4tk,j
]
exp−
(
k=p,j=N∑
k=j+1,j=1
tk,j
)
dt1,2 · · · dtk,j · · · dtN,N−1
t1,2 · · · tk,j · · · tN,N−1 . (5.22)
Since exp (−a/t) , a > 0 is a slowly varying function using Karamata’s theorem
(Appendix A, Section A.3), for t 1 the terms γ(r)k,j , γ(i)k,j and γ(r)k,k, γ(i)k,k inside the
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exponentials can be manipulated to obtain,
P (H) > 1
(2pi(p+1)N/2)
∫ ∞
0
exp−[ N∑
k=1
|γ(r)k,k|2 +
N∑
k=1
|γ(i)k,k|2
+
∑k=p,j=N
k=j+1,j=1
(
|γ(r)k,j |2 + |γ(i)k,j|2
)
4t
+ t
]exp (−Nt)
tN
dt
> 1
(2pi(p+1)N/2)
∫ ∞
0
exp−
[ |(tr (HH†))|
4t
+ t
]
exp (−Nt)
tN
dt
= flower (H) , (5.23)
for some t < tk,j, tk,j → ∞,∀k, j ∈ {1, j + 1}, {1, N}. Now clearly it can be
seen that flower given by (5.23) is invariant under an orthogonal transformation
since tr
(
GHH†G†
)
= tr
(
HH†
)
(recall that tr (AB) = tr (BA) for any pair of
N × N matrices A and B). Next (5.16) will be upper bounded. In this respect
the relation,
Kν (x)
Kν (y)
≤
{y
x
}ν
exp (y − x) : y > x, x > 0, (5.24)
shall be used. Using (5.24) we have,
P (H) 6 1
(2pi(p+1)N/2)
exp−[ N∑
k=1
|γ(r)k,k|2 +
N∑
k=1
|γ(i)k,k|2 +
k=p,j=N∑
k=j+1,j=1
(
|γ(r)k,j |2 + |γ(i)k,j|2
)
=
1
(2pi(p+1)N/2)
exp−{tr (HH†)} = fupper (H) , (5.25)
for N →∞. Again it can be seen that since tr (HH†) is invariant under orthogo-
nal transformations fupper (H), is also invariant under orthogonal transformations.
Next it should be verified whether the upper bounds and lower bounds for
p
(
HH†
)
are invariant under orthogonal transformations. From [84] it can be
seen that the Jacobian for a change of variables A = LL† where L is lower
triangular is of the form,
|J | = 2
N∏
i=1
Lm+1−ii,i = 2
N∏
i=1
det (Li) , (5.26)
where Li are the submatrices of i × i sub-matrices of L pivoted on L1,1 and L·,·
are the elements of L. Clearly a Givens type transformation only affects two
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submatrices with O (Θ1) perturbations, hence as N → ∞, the perturbation on
the Jacobian can be taken to be small for N →∞ and Θ1 → 0.
5.2.2 Step-2
From the analysis done in Section 5.2.1 it can be deduced that Householder
type transformations can be applied on A without significantly changing its joint
element density function. Let us apply Golub-Kahan bidiagonalization procedure
which is a Householder type transformation to A in order to reduce it to the
product of a conjugate pair of bidiagonal matrices. Let U1 and V1 be Householder
matrices for H and Q1 = U1H. Notice that in this particular case A = HH
† is
in a Cholesky form, hence, V1 = I where I is the identity matrix. Furthermore,
since H† is the conjugate of H it can be deduced that U†1 is a Householder matrix
for H†. The first Householder vector u(1) of U1 can be computed as follows. Set,
u1 (1) = 0 (5.27)
u2 (1) =
[
1
2
(
1− H12
α1
)]1/2
(5.28)
ul (1) =
H1l
2α1u1 (1)
, 3 ≤ l ≤ p, (5.29)
where, α1 = ‖u (1) ‖ is the Euclidean norm of u (1). Now the Householder matrix
U1 can be constructed as,
U1 = I− 2u (1)
† u (1)
α21
. (5.30)
Thus we obtain,
Q1 =

g
(1)
0 0 · · · 0
|α1|2
0 P1
...
0

. (5.31)
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with Q1 = U1H. Observe that P1 is (N − 1)× (N − 1) matrix. Let’s denote the
(N − 1)× (N − 1) matrix that is derived from H,Q1,U1 from removing its first
column and row by H1,S1,R1. It can be deduced from properties of U1, (defined
by (5.30)) that, S1 = R1H1, and furthermore elements of H1 are independent
of R1. In addition S1S
†
1 = R1H1H
†
1R
†
1 and hence R1 produces an orthogonal
transformation. Since P
(
H1H
†
1
)
is almost orthogonal invariant, S1 belongs
to the same class of matrices as that of H whereby one ends up with another
(N − 1) × (N − 1) matrix of the form of HH† while H is (N − 1) × (N − 1) as
well. Finally the following matrix Q with QQ† having the same spectrum as that
of HH† is derived.
Q =

g
(1)
0 0 0 · · · 0
|α1|2 g(2)0 0 · · · 0
0 |α2|2 g(3)0 · · · 0
...
. . . . . . . . .
...
0 · · · · · · |αN−1|2 g(N)0

, (5.32)
where, αk =
∑l=k+p
l=k+1|g(l)k |2|h(l)k |2.
5.2.3 Step-3
In this final step the result obtained for random Jacobi matrices due to Levy
given by (5.12) to obtain an expressions for upper and lower bounds for the ca-
pacity per channel will be used. In the present case according to the analysis
that has been done so far, it has been deduced that pia is unity power Rayleigh
distributed. As for the subdiagonal elements it can be seen that the absolute
value of these rv’s carries the distribution of the summation of pairwise products
of independent Rayleigh distributed random variables according to (5.32). Before
determining the summation of pairwise products of Rayleigh distributed random
variables a result due to Chen et.al [67] shall be recalled which gives the proba-
bility distribution for the product of two Rayleigh distributed random variables
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as,
fY (x) ≈ x
m0−1
Γ (m0)
(
2m0
Ω0
)m0
exp
{
−2m0
Ω0
x
}
(5.33)
where, m0 = 1.6467 and Ω0 = 2.0307. Note that (5.33) will be used here rather
than (3.39) to ease mathematical tractability. Next to sum p pairwise product
Rayleigh functions in order to arrive at the distribution of the off-diagonal com-
ponents Laplace transform may be used. Let us write (5.33) in the form of
K (Ω0,m0)x
m0−1 exp
{
−2m0
Ω0
x
}
, (5.34)
where K (Ω0,m0) =
1
Γ(m0)
(
2m0
Ω0
)m0
. Now taking the Laplace transform of (5.33)
yields,
L (fY (x)) = K (Ω0,m0)
∫ ∞
0
e−rxxm0−1 exp
{
−2m0
Ω0
x
}
dx
=
1(
r + 2m0
Ω0
)− k
2
, (5.35)
where, k = m0 − 1. Now let gX (x) be the pdf of the sum of p such product
Rayleigh distributed variables. Then from Laplace transform rules we have,
L (gX (x)) = Kp (Ω0,m0)
p∏
j=1
L (fY (xj))
=
(
r +
2m0
Ω0
)− 1
2
kp
. (5.36)
Hence it can be seen that the Laplace transform of the sum of the product
of Rayleigh variables can be obtained by the Laplace transform of the prod-
uct Rayleigh distribution by simply setting k → kp. This indicates an increase
in the number of degrees of freedom in (5.33), hence the required distribution
becomes,
pib = gX (x) ≈ x
p(m0−1)
Γ (m0)
(
2m0
Ω0
)m0
exp
{
−2m0
Ω0
x
}
. (5.37)
Now the lower bound given in (5.12) can be evaluated. First the maximum
(max term) inside (5.12) must be resolved. Note that the eigenvalues of the
5.2 Ergodic Capacity of the SAF Protocol with finite p relays 123
random Jacobian type matrix HH† is always positive, hence it can be deduced
that log det (1 + SNRx2) ≥ 0. Hence the pdf’s pia and pib decide which of the
terms are maximum. That is the distribution which has the slower decay and the
higher mean gives the maximum for the lower bound. Taking the derivative for
the unity power Rayleigh distribution we have,
|dpia
dx
| = e−x2 (1− x2) . (5.38)
Now taking the derivative of (5.37) we have,
|dpib
dx
| = y
p(m0−2)
Γ (m0)
m0
Ω0
e
− 2m0
Ω0
y
[
1−
(
1
m0
2y
Ω0
)]
. (5.39)
Furthermore, we see that since m0 = 1.6467 [67], setting y → x in (5.39),
xp(m0−2)e−
2m0
Ω0
x ≥ exp{−x2}, (5.40)
for some x > x0. As the mean of pia is higher than that of pib the lower bound of
(5.11) can be obtained by,
C (SNR) ≥ Epib
[
log
(
1 + SNRy2
)]
. (5.41)
Finally, the capacity per channel use can be obtained by using the formula,
C (SNR) =
1
Γ (m0)
(
2m0
Ω0
)m0 ∫
xp(m0−1) exp
{
−2m0
Ω0
x
}
log
[
1 + SNRx2
]
dx.
(5.42)
Eq (5.42) can be simplified by treating it as a Laplace integral and using [87,
Eq 2.5.1.11] to obtain,
C (SNR) = 2µ
(2pi)1/2
Θ(µ+1)
G1,44,2
SNR( 2
Θ
)2 ∣∣∣∣∣∣ ∆ (2, p (m0 − 1)) , 1, 11
 , (5.43)
where ∆ (k, a) = a/k, (a+ 1) /k, . . . , (a+ k − 1) /k, Θ = 2m0/Ω and G (·) is the
Meijer-G function (see section 9.3 [87] for definition). For high SNR using [87,
Eq. 2.5.1.3], (5.43) can be approximated to obtain,
C (SNR) = log (SNR) +
Γ (µ+ 1)
Θµ+1
[ψ (µ+ 1) + log Θ] , SNR→∞ . (5.44)
124 5.3 Ergodic Capacity of the NAF Protocol
where µ = p (m0 − 1), and ψ(·) is the log-gamma function. In a similar manner,
the upper bound for the capacity per channel use can be obtained from (5.12) to
be,
C (SNR) =
1
Γ (m0)
(
2m0
Ω0
)m0 ∫ ∞
0
∫ ∞
0
xp(m0−1)y exp
{
−2m0
Ω0
x
}
exp
(
y2
)
log
[
1 + SNR
(
x2 + y2
)]
dxdy.
(5.45)
As Eq. (5.45) is difficult to be evaluated even for high SNR regime in close form,
thus will be evaluated numerically. It has to be mentioned here that (5.45) need
not be evaluated in closed form to observe the MISO steady state behaviour. In
other words the ergodic capacity of the generalized SAF relay channel behaves
as the sum of p individual relay links for small p under our assumptions. To
elaborate this one only needs to recall the fact that Gamma distribution is self
decomposable, i.e. a gamma distributed random variable can be expressed as the
sum of an arbitrary number of gamma distributed random variables [88]. It can
be seen clearly that the approximation given by (5.33) is in the form of a Gamma
distributed random variable with the shape parameterm0 and the scale parameter
2m0
Ω0
. Since pib takes the form of a gamma distribution with shape parameter pm0,
clearly it can be represented as the sum of p gamma random variables. Hence
ergodicity in capacity per channel use for the protocol is verified.
5.3 Ergodic Capacity of the NAF Protocol
In the previous section, the upper and lower bounds for the ergodic capacity of
the generalized SAF protocol was discussed and it was proved and concluded
that even for a moderately high and finite number of relays, the MIMO ergodic
capacity bounds are reached even at moderate SNR. In this section the focus
will be the simpler NAF protocol with block-fading to obtain bounds for ergodic
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capacity. It may be proven that the channel matrix in this case is of the form [9],
H =
1√
p

g
(1)
0 0 · · · 0
g1h1 g
(2)
0 · · · 0
0 0 · · · 0
...
. . . . . .
...
0
. . . . . . g
(N−1)
0
0 · · · 0 g(N)0

, (5.46)
where the case of single relay (p = 1) is only considered (since p = 1 the super-
scripts for the source to relay and relay to destination channel gains have been
dropped). It is clear from (5.46) that the channel matrix is in the form of a block
bi-diagonal form. Hence the Hermitian matrix HH† is in the form of a block
tri-diagonal form. It is well known that the eigenvalues of a tridiagonal matrix
satisfy a three terms recurrence relation [85]. Thus it can be written,
|g(N)0 |2xN + g(N)0 g∗Nh∗NxN+1 = λNxN , (5.47)
where λN , xN is the N
th eigenvalue and the eigenvector respectively. Now a
similar recurrence relation can be written for λN+1, xN+1 which will give,(
|g(N)0 |2 + |gN |2|hN |2
)
xN + g
(N)∗
0 g
∗
Nh
∗
NxN = λN+1xN+1. (5.48)
Using equations (5.47) and (5.48) one may obtain the recurrence relation,
µN+1 =
|g(N)0 |2|gN |2|hN |2
µN
+ |gN+1|2|hN+1|2, (5.49)
where µN = λN − |g(N)0 |2. Now let us investigate the ergodic properties of the
Markov chain which follows the state equation of (5.49) and prove that this
Markov chain admits an invariant probability measure. To proceed the following
lemma needs to be proven.
Theorem-1: Let S be an interval or a closed subset in of R. Suppose βN , N ≥ 1,
is a sequence of iid maps on S satisfying the splitting condition, i.e. there exists
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a number µ0 and a positive integer N and a constant δ > 0, such that,
P (βNβN−1 . . . β1µ ≤ µ0 ∀µ ∈ S) ≥ δ
P (βNβN−1 . . . β1µ ≥ µ0 ∀µ ∈ S) ≥ δ , (5.50)
then there exists a unique invariant probability pi.
Proof: Consider the sequence of iid monotone maps {βN} on S = (0,∞) defined
by,
βN =
AN
µ
+BN+1. (5.51)
The process µN , N ≥ 1 is the Markov chain generated by the iteration of the
random maps βN . Clearly the random maps βN are monotone decreasing on
S = (0,∞). Hence all that needs to be shown is that the chain µN , N ≥ 1
satisfies the splitting condition. Since the pdf’s of AN and BN have only positive
support there exists c < ∞ and 0 < a′ < a < b′ < b < ∞ such that P (AN) > c
and ξ = min {P [BN ] ≤ a, P [BN ] ≥ b > 0, P [AN ] ≤ a′, P [AN ] ≥ a′}. Consider
the two continued fractions [a; b, a′, b′, . . .] and [b′; a′, b, a, . . .]. Since 0 < a′ <
a < b′ < b, [a; b, a′, b′, . . .] < [b′; a′, b, a, . . .] and hence one can find µ0 such
that [a; b, a, b, . . .] < µ0 < [b
′; a′, b, a, . . .]. Denote the nth convergents for the
continued fractions [a; b, a′, b′, . . . , a′, b′] and [b′; a′, b, a, . . . , b, a] by rn,a,b and rn,a′,b′
respectively. One can find m > 1 such that r4m,a,b < µ0 and r4m,a′,b′ > µ0 (note
that the factor 4m comes in as a result of the 4-fold repetition pattern of the
continued fraction). Thus it can be concluded that the chain µn, n ≥ 1 admits a
unique invariant probability measure by Theorem-1. The proof is complete.
As the next step it shall be proven that pi satisfies the distributional identity,
µ
L
=
A
µ
+B, (5.52)
where A = An, ∀n denotes the pdf of |g(n)0 |2|gn|2|hn|2 and B = Bn,∀n is the pdf
of |gn+1|2|hn+1|2.
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Let T ∗N (µ) denote the distribution of µN when µ0 has the distribution ξ. If
T ∗N (µ) proves to be non-atomic then by uniform convergence, the Kolmogorov
distance supµ
{
FT ∗N (µ) − Fpi
} → 0, pi proves to be non-atomic as well and thus
the claim is proven. It can be seen that if µ0 is non-atomic (has a non-discrete
distribution), then so does 1/µ0 and since BN+1 and AN are independent, µ1
is also non-atomic hence so is T ∗1. Thus, by induction one may arrive at the
conclusion that T ∗N (µ) is non-atomic ∀N . Hence pi satisfies the distributional
identity (5.52). Now consider the Markov chain related to (5.49) given by νN+1
L
=
1
νN
+BN . Note A is absent. It has been proven in [89] that if νN ,∀n ≥ 1 admits
a unique invariant probability density pi′, it is given by the inverse Gaussian
distribution,
pY (y) =
1
2Kk (2θ)
yk−1 exp
{
−θ
(
y +
1
y
)}
, (5.53)
where Kk is the modified Bessel function of the second kind with order k when
Bn follows a gamma distribution with parameters k, θ. Now comparing (5.53)
with the chain νN , N ≥ 1 it is clear since E [A] = 1, that there exists some C
such that for y > yc,
µ
L
= Cpi′ L= pY (y) . (5.54)
As a rule of thumb we may set C = 1/10 to obtain an approximation for the
limiting pdf. Thus the lower bound for capacity of the NAF protocol can be
computed by Epic [log (1 + SNRy2)] where pic is given by (5.53). Again even for
high SNR this expression is tedious to be evaluated in closed form and has to be
evaluated numerically.
128 5.3 Ergodic Capacity of the NAF Protocol
 0 10 20 30
0
0.5
1
1.5
2
2.5
3
3.5
SNR(dB)
ca
pa
ci
ty
(na
t/s
)
 
 
Simulations
Theoretical Lower Bound
Theoretical Upper Bound
Figure 5.1: Comparison of theoretical and simulation values of the upper and
lower bounds of the capacity for channel use of the generalized SAF protocol
N = 600 subframes p = 2
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Figure 5.2: Comparison of theoretical and simulation values of the upper and
lower bounds of the capacity for channel use of the generalized SAF protocol
N = 600 subframes p = 3
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Figure 5.3: Lower bound of the ergodic capacity of the NAF protocol with one
relay, N = 600
5.4 Discussion
The systems model depicted in Eq. (4.10) for a finite p has been simulated and the
resulting capacity has been plotted and compared with the analytical results. In
Figure 5.1 and Figure 5.2 the comparisons are shown between theoretical bounds
and simulations (upper and lower) for capacity with p = 2 and p = 3 cases
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respectively. It can be seen that the upper and lower bounds uniformly converges
to the actual ergodic capacity. The bounds are loose for low and medium SNR
but tight for high SNR. Furthermore if one compares the cases p = 2 with p = 3
it can be deduced that the capacity per channel use is more or less the same
and thus ergodicity has been established. In the case of the NAF protocol for
the case of one relay, in Figure 5.3 once again it can be observed that the lower
bound for the capacity reaches the theoretical limits for high-SNR and thus is
slowly converging. Now if one turns back to the observations for [10] it has been
deduced that as the number of cooperative slots N → ∞ the capacity of the
system reaches the MISO bounds in terms of the DMT, i.e. for high SNR. It can
be stated here that according to the observations made above, that the MISO
capacity bound is reached not only for high-SNR but also for moderate SNR as
well, under block fading conditions.
In addition, if one compares the capacity per channel use values of the corre-
lated SAF system for large number of relays of Figure 4.5 with the bounds of
Figures 5.1-5.2, it can be observed that the capacity per channel use is indeed
much lower in the case of correlated channels. This is to be expected, that it is
generally accepted that channel correlations reduce the capacity per channel use.
It might occur to an interested reader why the results of the NAF protocol cannot
be generalized for an arbitrary number of relays. Note that in the present work
we have considered the case of only one relay with regard to NAF. The reason
for this case is that the block-band behaviour of the channel matrix prohibits
the use of complex Householder transformation without altering the spectrum
considerably, i.e. the channel matrix becomes a block matrix.
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As pointed out in Chapter 2 absence of self-averaging poses a serious obstacle
in evaluating the spectrum of a random matrix. The Stieltjes transform based
methods like the resolvent approach that we employed in Chapter 4 for analysing
the infinite relay cases becomes inapplicable. Hence for analysing the eigenvalue
distribution of random Gram type matrices HH† where H is the channel ma-
trix for SAF with finite number of relays different methods have to be employed,
which is also true for the NAF protocol. Only one such case has been analysed
to date in relation to wireless communication which involves a random Jacobian
matrix, i.e. (2.30). This result cannot be employed directly for analysing the case
when H has an arbitrary number of finite bands, instead of two. The work done
in this Chapter extends this result for a more general case which is a significant
advancement made in the study of random matrices encountered in wireless com-
munication, especially cooperative systems. Furthermore, the continued fractions
method that was proposed for the analysis of the spectrum of the Gram matrix
encountered in NAF is the first of its kind. It has to be additionally mentioned
that the SAF and NAF protocols have not been analysed for ergodic capacity
under block fading conditions prior to the work presented here.
It was proven in [10] that even for two relays for large number of cooperative
slots the SAF relay channel attains the MISO performance bound at high SNR
regime. One objective of this analysis was to observe whether this performance
is reached even at medium and low SNR regimes. For the non asymptotic case of
finite number of relays the MISO capacity bound corresponds to the capacity of a
single link. It was proven that the ergodic capacity of the SAF relay channel with
finite relays was indeed bounded by the ergodic capacity of a cascaded Rayleigh
faded link when Rayleigh fading is assumed for all channel gains. Simulation
results confirmed that the performance of SAF relay channel with finite relays
is close to this upper bound even for low and medium-SNR which validates the
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near optimal performance of the SAF relay channel with finite relays. This result
would pave the way for benchmarking other protocols which shall be proposed as
alternatives while serving as an encouragement for the use of SAF.
Next chapter concludes this thesis with a summary of the research findings, and
a discussion on future research possibilities.
Chapter 6
Conclusion
In this final chapter, the results and contributions of this thesis are summarized
and future research possibilities are introduced. During the first part of the
thesis, the published ground work for advancement in the area of capacity and
outage analysis of cooperative communication systems is laid down. Specifically,
it concentrates on the different performance matrices of cooperative protocols.
Also presented are the theory and literature relevant to asymptotic analysis of
eigenvalues of large random matrices. A summary of the key research findings of
the second part of the thesis and future research possibilities are presented next.
6.1 Summary of Research Findings and Contri-
butions
The importance of the pdf of product Nakagami-m random variable was explained
in the analysis of cooperative communications systems in Chapter 2. The analysis
of this pdf was carried out in Chapter 3. The application of the results obtained,
in AF networks and in extreme value theory was also presented.
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In Chapter 4 the ergodic capacity of SAF protocol for the case of a large number
of relays cooperating in the cooperative slot was presented. The case of a large
number of cooperating relays is much more relevant to large networks such as
wireless sensor networks.
In Chapter 5 the ergodic capacity of SAF protocol was analysed, when a finite
number of relays are cooperating in a given slot. In this case, the upper and lower
bounds of capacity per channel use were derived. Additionally an upper bound
for the capacity of the NAF protocol was also derived. The analytical results
presented in Chapter 4, and Chapter 5 were compared with the numerical results
and were found to be in good agreement. Major contributions of the thesis are
presented next.
Related to the statistics of the product of random variables the following major
contributions were made in this thesis.
1. The “exact” tail bound was derived for the pdf of iid Nakagami-m random
variables using Mellin transform and saddle-point approach. To the best of
the author’s knowledge this type of method has not been proposed to date to
analyse the pdf of product of random variable. As a special case, the “exact”
tail-bound of the pdf of the product of Rayleigh random variables were also
derived. Furthermore, using the same method, a novel accurate first degree
approximation for the product of iid Nakagami-m random variables was
also obtained.
2. The exact tail-approximation for the product of inid gamma random vari-
ables was obtained using the same approximation procedure. Furthermore,
it was proven that in relation to extreme value theory, the inid product
gamma random variable belongs to the Gumbel domain of attraction.
The ergodic capacity of the SAF protocol with block fading has not been investi-
gated to date. As such, the following contributions with regard to the performance
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of SAF were made in this thesis.
1. The eigenvalue distribution of the HH† matrix, where H is the channel
matrix of the SAF protocol was analysed under the following conditions.
• Infinite number of relays with independent channel gains
• Infinite number of relays with source to relay and relay to destination
channel correlations following an exponential profile
• Finite number of relays with independent channel gains
2. For the infinite number of relays case, the exact eigenvalue statistics were
obtained. These results were used to numerically evaluate the ergodic ca-
pacity per channel use. It was verified that in the absence of channel cor-
relations, the SAF relay channel with an infinite number of relays attains
MISO performance limits. Moreover, it was proven that the reduction in
the capacity per channel use, in an SAF network with exponential correla-
tions followed a non linear law. More specifically, the capacity degradation
was proven to be proportional to the correlation factor exp{−2λ} where λ
is a function of the node density.
3. For the finite number of relays case, upper and lower bounds for the capac-
ity per channel use were derived, and it was noted that the capacity per
channel use does not differ greatly with the number of relays. It was further
established that the SAF relay channel with finite relays and block fading
conditions behave very similar to a MISO channel at high-SNR.
4. A lower bound was derived for the ergodic capacity per channel use of the
NAF protocol using a method which uses continued fractions and Markov
chain theory. To the best of author’s knowledge, such a method has not been
used to analyse the eigenvalue distribution of a random Jacobian matrix to
this date.
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6.2 Future Research Possibilities
Some of the work presented in this thesis can be extended. In relation to the
product Nakagami-m random variables studied in Chapter 3, some future research
possibilities are as follows.
1. Applications in extreme value theory: The tail bounds found in this work
can be utilized in applications such as the asymptotic performance of the
best link, in a number of AF communication links, where each individual
hop undergoes Nakagami-m fading.
2. Approximations for the pdf of product of generalized Nakagami-m random
variables. The fading model that has been used in this thesis which is
Nakagami-m model has an even more general form which is known as the
generalized Nakagami-m distribution given by the density function,
fY (y) =
vmm
ΩmvΓ(m)
xmv−1 exp{−mx
v
Ωv
}. (6.1)
Note that compared to (3.37), there is an additional parameter v known as
the scale parameter. The methods applied in Chapter 3 can be applied to
studying the pdf of product of such generalized Nakagami-m random vari-
ables as well. In fact this approach can be used to obtain an approximation
on the pdf of product of any inid random variables belonging to the class
of distribution functions which has a sub-exponential decay. The reason
behind this is that is the Mellin transform of the pdf becomes a gamma
function to which the analysis of Chapter 3 can be directly applied.
3. The cascaded fading model that has been considered in this thesis involves
only iid or inid Nakagami-m random variables. In general, a cascaded fading
link or multi-hop link might include multiple non-identical fading profiles.
It would be interesting to derive approximations or tail bounds for the most
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general case which is an L hop link each link experiencing fading that can
be modeled as a random variable having a sub-exponential pdf. In addition,
many of the problems related to product Nakagami-m random variables can
be analysed using the results that have been produced in this work, some
of which are, MIMO key hole systems and the rate offset or the ε-outage
capacity of H-ARQ at high SNR. Since these calculations can be performed
for distributions like the generalized Gaussian distribution given by the pdf,
fY (y) =
p
√
Γ
(
3
p
)
2σΓ
(
1
p
)√
Γ
(
1
p
) exp
−|y|
p
σp
Γ
(
3
p
)
Γ
(
1
p
)
p/2
 , (6.2)
where p is the shape parameter and σ2 is the mean, it is the author’s
belief that the methodology would be useful in other areas of study, e.g.
economics.
4. In relation to SAF, in the analysis done in this monograph, it has been as-
sumed that the inter-relay interference would be removed via relay group-
ing methods as assumed in [10]. However it is possible to use the same
methodology to analyse the capacity per channel use, when inter-relay gain
is present, although the calculations would be laborious.
5. Following the same lines of analysis of Chapters 4 and 5 there exists the
possibility of analysing the ergodic capacity of DF type protocols under
block fading conditions.
To conclude this thesis, it can be stated that in addition to the novel results
obtained with regard to the cascaded Nakagami-m variates and ergodic capacity of
AF type protocols, the analysis methods provided, will aid and abet in designing,
evaluating and benchmarking the performance of new cooperative protocols.
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Appendix A
A.1 Appendix-A1
In this section we mention an important theorem related to the bounds of quadratic
sum of random variables.
Theorem-A1
Let Xi for i = 0,±1, . . . be independent random variables whose distribution are
symmetric about zero and such that,
P {|Xi| ≥ x} ≤M
∫ ∞
x
e−γt
2
dt (A.1)
for all i and all x ≥ 0 where M and γ are positive constants. Suppose aij for
i, j = 0,±1, . . . are real numbers such that aij = a∗ji for all i and j, such that,
Λ2 =
∑
i,j
|a2i,j|2 (A.2)
Let A denote the matrix (|ai,j|)i,j=0,±1,... and ‖A‖ be the norm of A considered as
an operator on l2, the index on the sequence in l2 taking on the values 0,±1, . . ..
Define,
S =
∑
i,j
aij (XiXj − E [XiXj]) (A.3)
Then S exists as a limit, both in quadratic mean and almost surely, of sequence{
SN =
N∑
i,j=−N
aij (XiXj − E [XiXj])
}
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and there exists constants C1 and C2 depending on M and γ (but not on the
coefficients of aij) such that for every 
P (S ≥ ) ≤ exp
(
−min
{
C1

‖A‖ , C2
2
Λ2
})
(A.4)
A.2 Appendix-A2
This theorem is due to Ledermann (1944). Without the technical details we may
state this theorem as follows.
Theorem-A2
If in a Hermitian matrix the elements of r rows and their corresponding columns
are modified in any way whatever, provided only that the matrix remains Her-
mitian, then the number of latent roots which lie in any given interval cannot
increase or decrease by more than 2r.
A.3 Appendix-A3
Karamatas’s theorem involves the behavior of slowly varying and regularly vary-
ing functions. It simply says that the integrals of regularly varying functions
(definition given in (3.61)) are again regularly varying, or more precisely, one can
take the slowly varying function (definition given in (3.60)) out of the integral.
This result is vital in arriving at the asymptotic outage calculations where the
expectation has to be taken over a fading distribution which is the product of a
power law and an exponential decay (which can be proved to be slowly varying).
Theorem-A3
Let L ∈ R0 be locally bounded in [x0,∞) for some x0 ≥ 0. Then,
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1. for α > −1, ∫ x
x0
tαL (t) dt ∼ (α + 1)−1 xα+1L (x) , x→∞ (A.5)
2. for α < −1 ∫ x
x0
tαL (t) dt ∼ − (α + 1)−1 xα+1L (x) , x→∞ (A.6)
A.4 Appendix-A4
Here we give a brief account of the Meijer-G function. The Meijer-G function is
defined by the complex integral,
Gp,qm,n
z
∣∣∣∣∣∣ a1, a2, . . . , apb1, b2, . . . , bq
 = 1
2pii
∫
L
∏m
j=1 Γ (bj + s)
∏n
j=1 Γ (1− aj + s)∏q
j=m+1 Γ (1− bj − s)
∏p
j=n+1 Γ (aj + s)
ds
(A.7)
To illustrate how (5.42) can be reduced to (5.43) consider the integral,
1
Γ (m0)
(
2m0
Ω0
)m0 ∫
xp(m0−1) exp
{
−2m0
Ω0
x
}
log
[
1 + SNRx2
]
dx (A.8)
It can can be seen that (A.8) can be treated as a Laplace integral with p as the
Laplace variable. Thus the following result can be derived.
L (xν ln (1 + axl/k)) = lν+1/2p−ν−1
(2pi)k+(l−3)/2
G2k+l,2kk,2k+l
ak ( l
p
)l ∣∣∣∣∣∣ ∆ (i,−ν) ,∆ (k, 1) ,∆ (k, 1)∆ (k, 1) ,∆ (k, 0)

(A.9)
where ∆ (u, v) = a
k
, a+1
k
, . . . , a+k−1
k
. Now from (A.8) and (A.9) one may easily
derive (5.43).

