Abstract. In this paper we consider the problem of testing bipartiteness of general graphs. The problem has previously been studied in two models, one most suitable for dense graphs, and one most suitable for bounded-degree graphs. Roughly speaking, dense graphs can be tested for bipartiteness with constant complexity, while the complexity of testing bounded-degree graphs is ¢´ÔÒµ, where Ò is the number of vertices in the graph. Thus there is a large gap between the complexity of testing in the two cases. In this work we bridge the gap described above. In particular, we study the problem of testing bipartiteness in a model that is suitable for all densities. We present an algorithm whose complexity is Ç´Ñ Ò´ÔÒ Ò ¾ Ñµµ where Ñ is the number of edges in the graph, and match it with an almost tight lower bound.
in the graph?" That is, the algorithm may probe the adjacency matrix representing the graph. We refer to such queries as vertex-pair queries. The notion of distance is also linked to this representation: a graph is said to be¯-far from having property È if more than¯Ò ¾ edge modifications should be performed on the graph so that it obtains the property, where Ò is the number of vertices in the graph. In other words,¯measures the fraction of entries in the adjacency matrix of the graph that should be modified. This model is most suitable for dense graphs in which the number of edges Ñ is ¢´Ò ¾ µ. This model was studied in [8, 3, 2, 1, 4, 11, 7] .
The second model, introduced in [9] , is the (bounded-degree) incidence-lists model. In this model, the algorithm may perform queries of the form: "Who is the 'th neighbor of vertex Ú in the graph?" That is, the algorithm may probe the incidence lists of the vertices in the graph, where it is assumed that all vertices have degree at most for some fixed degree-bound . We refer to these queries as neighbor queries. Here too the notion of distance is linked to the representation: A graph is said to be¯-far from having property È if more than¯ Ò edge modifications should be performed on the graph so that it obtains the property. In this case¯measures the fraction of entries in the incidence lists representation (among all Ò entries), that should be modified. This model is most suitable for graphs with Ñ ¢´ Òµ edges; that is, whose maximum degree is of the same order as the average degree. In particular, this is true for sparse graphs that have constant degree. This model was studied in [10, 9, 6] .
In [15] it was suggested to decouple the questions of representation and type of queries allowed from the definition of distance to having a property. Specifically, it was suggested to measure the distance simply with respect to the number of edges, denoted Ñ, in the graph. Namely, a graph is said to be¯-far from having a property, if more than Ñ edge modifications should be performed so that it obtains the property. In [15] the algorithm was allowed the same type of queries as in the bounded-degree incidence-lists model, but no fixed upper-bound was assumed on the degrees and the algorithm could query the degree of any vertex. The main advantage of this model over the boundeddegree incidence-lists model is that it is suitable for graphs whose degrees may vary significantly.
The Model Studied in this Paper. In this work we are interested in a model that may be useful for testing all types of graphs: dense, sparse, and graphs that lie in-between the two extremes. As is discussed in more detail in the next subsection, the two extremes sometimes exhibit very different behavior in terms of the complexity of testing the same property. We are interested in understanding the transformation from testing sparse (and in particular bounded-degree) graphs to testing dense graphs.
Recall that a model for testing graph properties is defined by the distance measure used and by the queries allowed. The model of [15] is indeed suitable for all graphs in terms of the distance measure used, since distance is measured with respect to the actual number of edges Ñ in the graph. 1 Thus this notion of distance adapts itself to the density of the graph, and we shall use it in our work.
The focus in [15] was on testing properties that are of interest in sparse (but not necessarily bounded-degree) graphs, and hence they allowed only neighbor queries. However, consider the case in which the graph is not sparse (but not necessarily dense). In particular suppose that the graph has ´Ò ½ µ edges, and that we are seeking an algorithm that performs Ó´ÔÒµ queries. While in the case of sparse graphs, there is no use in asking vertex-pair queries (i.e., is there an edge between a particular pair of vertices), such queries may become helpful when the number of edges is sufficiently large. Hence, we allow our algorithms to perform both neighbor queries and vertex-pair queries.
Testing Bipartiteness
One of the properties that has received quite a bit of attention in the context of property testing, is bipartiteness. Recall that a graph is bipartite if it is possible to partition its vertices into two parts such that there are no edges with both endpoints in the same part. This property was first studied in [8] where it was shown that bipartiteness can be testing by a simple algorithm using Ç´½ ¯¿µ queries. This was improved in [3] to Ç´½ ¯¾µ queries. The best lower bound known in this model is ª´½ ¯½ µ, due to [7] . Thus the complexity of this problem is independent of the number of vertices Ò and polynomial in ½ ¯.
The complexity of testing bipartiteness changes significantly when considering the bounded-degree incidence-lists model. In [10] a lower bound of ª´ÔÒµ is established in this model, for constant¯and (the degree bound). An almost matching upper bound of Ç´ÔÒ ¡ ÔÓÐÝ´½ ¯µµ is shown in [9] . Thus, in the case of bipartiteness there is a large gap between the results that can be obtained for dense graphs and for constant-degree graphs. Here we venture into the land of graphs that are neither necessarily sparse, nor necessarily dense, and study the complexity of testing bipartiteness. Other graph properties exhibit similar (and sometimes even larger) gaps, and hence we believe that understanding the transformation from sparse to dense graphs is of general interest.
Our Results
In this work we present two complementary results for Ò-vertex graphs having Ñ edges:
We describe and analyze an algorithm for testing bipartiteness in general graphs whose query complexity (and running time) is Ç´Ñ Ò´ÔÒ Ò ¾ Ñµ ¡ ÔÓÐÝ´ÐÓ Ò ¯µµ.
The algorithm has a one-sided error (i.e., it always accepts bipartite graphs). Furthermore, whenever it rejects a graph it provides evidence that the graph is not bipartite in the form of an odd-length cycle of length ÔÓÐÝ´ÐÓ Ò ¯µ.
We present an almost matching lower bound of ª´Ñ Ò´ÔÒ Ò ¾ Ñµµ (for a constant ). This bound holds for all testing algorithms (that is, for those which are allowed a two-sided error and are adaptive). Furthermore, the bound holds for regular graphs.
As seen from the above expressions, as long as Ñ Ç´Ò ½ µ, that is, the average degree is Ç´ÔÒµ, the complexity of testing is ¢´ÔÒµ. Once the number of edges goes above Ò ½ , we start seeing a decrease in the query complexity which in this case is at most Ç´´Ò ¾ Ñµ ¡ ÔÓÐÝ´ÐÓ Ò ¯µµ. In terms of our algorithm, this is exactly the point where our algorithm starts exploiting its access to vertex-pair queries. Our lower bound shows that this behavior of the query complexity is not only an artifact of our algorithm but is inherent in the problem. Note that even if the graph is sparse then we obtain a new result that does not follow from [9] . Namely, we have an algorithm with complexity Ç´ÔÒ ¡ÔÓÐÝ´½ ¯µµ for sparse graphs with varying degrees.
Our Techniques
We present our algorithm in two stages. First we describe an algorithm that works for almost-regular graphs, that is, graphs in which the maximum degree is of the same order as the average degree. The algorithm and its analysis closely follow the algorithm and analysis in [9] . Indeed, as long as the degree of the graph is at most Ô Ò, we execute the [9] algorithm. The place where we depart from [9] is in the usage of vertex-pair queries once Ô Ò. We refer to our first algorithm as Test-Bipartite-Reg.
In the second stage we show how to reduce the problem of testing bipartiteness of general graphs to bipartiteness of almost-regular graphs. Namely, we show how, for every given graph , it is possible to define a graph ¼ such that: (1) ¼ has roughly the same number of vertices and edges as , and its maximum degree is of the same order as its average degree (which is roughly the same as the average degree in ); (2) If is bipartite then so is ¼ , and if is far from bipartite then so is ¼ . We then show how to emulate the execution of the algorithm Test-Bipartite-Reg on ¼ given query access to , so that we may accept if it accepts ¼ , and reject if it rejects ¼ .
In the course of this emulation we are confronted with the following interesting problem: We would like to sample vertices in according to their degrees (which aids us in sampling vertices uniformly in ¼ , a basic operation that is required by TestBipartite-Reg). The former is equivalent to sampling edges uniformly in . In order not to harm the performance of our testing algorithm, we are required to perform this task in Ç´Ñ Ò´ÔÒ Ò ¾ Ñµµ queries. If Ñ is sufficiently large (once again, if Ñ Ò ½ ), this can be performed simply by sampling sufficiently many pairs of vertices in . However, we do not know how to perform this task exactly (in an efficient manner) when the number of edges is significantly smaller than Ò ½ . Nonetheless, we provide a sampling procedure that selects edges according to a distribution that approximates the desired uniform distribution on edges, and is sufficient for our purposes. The approximation is such that for all but a small fraction of the Ñ edges, the probability of selecting an edge is ª´½ Ñµ. This procedure may be of independent interest.
We also conjecture that variants of our construction of ¼ (and in particular a probabilistic construction we suggest in the long version of this paper [12] ), may be useful in transforming other results that hold for graphs whose maximum degree is similar to their average degree, to results that hold for graphs with varying degrees.
We establish our lower bound by describing, for every pair Ò (Ò even, ), two distributions over -regular graphs. In one distribution all graphs are bipartite by construction. For the other distribution we prove that almost all graphs are far from bipartite. We then show that every testing algorithm that can distinguish between a graph chosen randomly from the first distribution (which it should accept with probability at least ¾ ¿), and a graph chosen randomly from the second distribution (which it should reject with probability at least ¾ ¿), must perform ª´Ñ Ò´ÔÒ Ò µµ ª´Ñ Ò´ÔÒ Ò ¾ Ñµ queries. In the lower bound proof we show the necessity of both neigbhor queries and vertex-pair queries. Specifically by using only one type of queries the lower bound increases.
Further Research
As noted previously, there are other problems that exhibit a significant gap between the query complexity of testing dense graphs (in the adjacency-matrix model) and the complexity of testing sparse, bounded-degree graphs (in the bounded-degree incidencelists model). In particular this is true for testing -colorability. It is possible to test dense graphs for -colorability using ÔÓÐÝ´ ¯µ queries [8, 3] , while testing sparse graphs requires ª´Òµ queries [6] . We stress that these bounds are for query complexity, where we put time complexity aside. We would like to understand this transformation from essentially constant complexity (for constant and¯) to linear complexity, and we would like to know whether any intermediate results can be obtained for graphs that are neither sparse nor dense. Other problems of interest are testing whether a graph has a relatively large clique [8] , testing acyclicity of directed graphs [5] , and testing that a graph does not contain a certain subgraph [1] .
Preliminaries
Let ´Î µ be an undirected graph with Ò vertices labeled ½ Ò, and let Ñ Ñ´ µ ´ µ be the total number of edges in . Unless stated otherwise, we assume that contains no multiple edges. For each vertex Ú ¾ Î let ´Úµ denote its set of neighbors, and let ´Úµ ´Úµ denote its degree. The edges incident to Ú (and their end-points, the neighbors of Ú), are labelled from ½ to ´Úµ. Note that each edge has two, possibly different, labels, one with respect to each of its end-points. We hence view edges as quadruples. That is, if there is an edge between Ú and Ù, and it is the -th edge incident to Ú and the -th edge incident to Ù, then this edge is denoted bý Ù Ú µ. When we want to distinguish between the quadruple´Ù Ú µ and the paiŕ Ù Úµ then we refer to the latter as an edge-pair. We let Ñ Ü Ñ Ü´ µ denote the maximum degree in the graph and Ú Ú ´ µ denote the average degree in the graph (that is, Ú ´ µ ¾Ñ´ µ Ò).
Distance to having a property. Consider a fixed graph property È. For a given graph , let È´ µ be the minimum number of edges that should be added to or removed from so that it obtain property È. The distance of to having property È is defined as È´ µ Ñ´ µ. In particular, we say that graph is¯-far from having the property È for a given distance parameter ¼ ¯ ½, if È´ µ ¯¡ Ñ´ µ. Otherwise, it is¯-close to having property È. In some cases we may define the distance to having a property with respect to an upper bound Ñ Ñ Ü Ñ´ µ on the number of edges in the graph (that is, the distance to having property È is defined as È´ µ Ñ Ñ Ü ). For example, if the graph is dense, so that Ñ´ µ ª´Ò ¾ µ then we set Ñ Ñ Ü Ò ¾ , and alternatively, if the graph has some bounded degree , then we set Ñ Ñ Ü ¡ Ò. (In the latter case we could set Ñ Ñ Ü ´ ¡ Òµ ¾, but for simplicity we set the slightly higher upper bound.) If È´ µ Ñ Ñ Ü ¯then we shall say that the graph is¯-far from property È with respect to Ñ Ñ Ü .
Testing algorithms. A testing algorithm for a graph property È is required to accept with probability at least ¾ ¿ every graph that has property È and to reject with probability at least ¾ ¿ every graph that is¯-far from having property È, where¯is a given distance parameter. If the algorithm always accepts graphs that have the property then it is a one-sided error algorithm. The testing algorithm is given the number of vertices in the graph, the number of edges in the graph, or an upper bound on this number, and it is provided with query access to the graph. Specifically we allow the algorithm the following types of queries.
The first type of queries are degree queries. That is, for any vertex Ù of its choice, the algorithm can obtain ´Ùµ. We assume that a degree query has cost one. In fact it can be easily implemented using neighbor queries with cost Ç´ÐÓ Ñ Ü µ Ç´ÐÓ Òµ.
The second type of queries are neighbor queries. Namely, for every vertex Ù and index ½ ´Ùµ, the algorithm may obtain the -th neighbor of vertex Ù.
The third type of queries are vertex-pair queries. Namely, for any pair of verticeś Ù Úµ, the algorithm can query whether there is an edge between Ù and Ú in . Bipartiteness. In this work we focus on the property of bipartiteness. Let´Î ½ Î ¾ µ be a partition of Î . We say that an edge´Ù Úµ ¾ is a violating edge with respect tó Î ½ Î ¾ µ, if Ù and Ú belong to the same subset Î , (for some ¾ ½ ¾ ). A graph is bipartite if there exists a partition of its vertices with respect to which there are no violating edges. By definition, a graph is¯-far from bipartite if for every partition of its vertices, the number of violating edges with respect to the partition is greater than¯¡ Ñ.
Recall that a graph is bipartite if and only if it contains no odd-length cycles.
The Algorithm for the Almost-Regular Case
In this section we describe an algorithm that accepts every bipartite graph and that rejects with probability at least ¾ ¿ every graph that is¯-far from bipartite with respect to an upper bound Ñ Ñ Ü Ñ Ü Ò on the number of edges. Namely, this algorithm rejects (with probability at least ¾ ¿) graphs for which the number of edges that need to be removed so that they become bipartite is greater than¯¡ Ñ Ñ Ü ¯¡ Ñ Ü Ò.
The query complexity (and running time) of this algorithm is Ç´Ñ Ò´ÔÒ Ò Ñ Ü µ ¡ ÔÓÐÝ´ÐÓ Ò ¯µµ.
In the case where the graph is almost-regular, that is, the maximum degree of the graph Ñ Ü is of the same order as the average degree, Ú , then we essentially obtain a tester as desired (since in such a case¯ Ñ Ü Ò Ç´¯Ñµ). However, in general, Ñ Ü may be much larger Ú (for example, it is possible that Ñ Ü ¢´Òµ while Ú ¢´½µ). To deal with the general case we show in the next section (Section 4) how to reduce the problem in the general case to the special case of Ñ Ü Ç´ Ú µ.
A High Level Description of the Algorithm. Throughout this section let Ñ Ü . Our algorithm builds on the testing algorithm for bipartiteness described in [9] whose query complexity is Ç´ÔÒ ¡ ÔÓÐÝ´ÐÓ Ò ¯µµ (and which works with respect to Ñ Ñ Ü Ò as well). In fact, as long as Ô Ò our algorithm is equivalent to the algorithm in [9] . In particular, as in [9] , our algorithm selects ¢´½ ¯µ starting vertices and from each it performs several random walks (using neighbor queries), each walk of length ÔÓÐÝ´ÐÓ Ò ¯µ. If Ô Ò then the number of these walks is Ç´ÔÒ¡ÔÓÐÝ´ÐÓ Ò ¯µµ, and the algorithm simply checks whether an odd-length cycle was detected in the course of these random walks (possibly relying on information from more than one random walk to find an odd cycle). . The important property of the random walk is that the stationary distribution it induces over the vertices is uniform.
For every walk (or, more generally, for any sequence of steps), there corresponds a path in the graph. The path is determined by those steps in which an edge is traversed (while ignoring all steps in which the walk stays at the same vertex). Such a path is not necessarily simple, but does not contain self loops. Note that when referring to the length of a walk, we mean the total number of steps taken, including steps in which the walk remains at the current vertex, while the length of the corresponding path does not include these steps.
Test-Bipartite-Reg(Ò Ñ Ü ¯)
Repeat Ì ¢´½¯µ times:
If Odd-Cycle(×) returns found then output reject.
In case no call to Odd-Cycle returned found then output accept.
Odd-Cycle(s)
1. If Note that the algorithm can work when contains self-loops and multiple-edges. The latter will be of importance in the next section. The corollary below will become useful in the next section as well. Since the proof of Theorem 1 has similar structure to the proof given in [9] , we omit it from this extended abstract. All details of this proof, as well as other proofs, can be found in the full version of this paper [12] .
Theorem 1 The algorithm Test-Bipartite-Reg accepts every graph that is bipartite, and rejects with probability at least

The Algorithm for the General Case
In this section we build on the testing algorithm presented in the previous section and show a one-sided error bipartite testing algorithm that works with respect to the actual If we had direct access to ¼ , then by the above we would be done: by running the algorithm Test-Bipartite-Reg on ¼ we could decide whether is bipartite or far from bipartite. However, we only have access to . Nonetheless, given query access to we can efficiently "emulate" queries in ¼ . This would almost suffice for running TestBipartite-Reg on ¼ . One more issue is the uniform selection of starting vertices in ¼ , required by Test-Bipartite-Reg. As we shall see, selecting a vertex uniformly from ¼ is (roughly) equivalent to uniformly selecting an edge in . We shall approximate the latter process.
In what follows we assume that Ñ Ò ¼ and that there are no multiple edges (where we can actually deal with the case in which there are multiple edges but they do not constitute more than a constant fraction of the total number of edges). The main theorem of this subsection follows. We note that for every graph there is actually a family of graphs ¼ with the above properties (all defined over the same set of vertices). When we run algorithm TestBipartite-Gen, we construct one such (arbitrary) graph ¼ in the family as we go along.
As a corollary to Theorem 3 and Corollary 2 we obtain: Figure 2 ) accepts every graph that is bipartite, and rejects with probability at least ¾ ¿ every graph that is¯-far from bipartite (with respect to Ñ´ µ). 
Test-Bipartite-Gen(Ò Ú ¯)
Repeat Ì ¢´½¯µ times: 1. Set¯¼ ¯ ½¼ .
Select a vertex × in
¼ by calling the procedure Sample-Vertices-Almost-Uniformly-in-G' with AE ¯¼ (where is a sufficiently large constant).
3. Apply Odd-Cycle'(×).
4. If Odd-Cycle'(×) returns found then output reject.
In case no call to Odd-Cycle' returned found then output accept. 
Defining ¼ and proving the first item in Theorem 3
In all that follows, let Ú ´ µ, and let ¼ Ñ Ü´ ¼ µ. We shall assume that is a sufficiently large constant. If Ú ´ µ is not sufficiently large then we still set in the construction below to be sufficiently large, and run the algorithm with¯set tō and let À´Úµ be a bipartite expander where each of its sides has × vertices (× ). Each vertex in À´Úµ has degree . All eigenvalues of the adjacency matrix of À, but the largest one and the smallest one (which are equal to and , respectively), are at most in their absolute values. Explicit constructions of such expanders can be found, e.g., in [14, 13] . Furthermore, these constructions allow the determination of the -th neighbor of any given vertex in constant time.
We In the long version of this paper [12] we suggest the following alternative prob- The probabilistic construction is simpler and more robust than the deterministic one, and it may be applicable to other problems as well. However in this construction we need that ª´½ ¯µ.
Establishing Items 2 and 3 in Theorem 3
The proofs of these two items are ommitted from this extended abstract, and can be found in [12] . We note that Item 2 builds on the expander graphs defined in the construction of ¼ .
Establishing Item 4 in Theorem 3
In this subsection we provide a sketch for the proof of the last item in Theorem 3.
Consider the construction of ¼ . Sampling a vertex uniformly at random from ¼ is equivalent to sampling a vertex Ú from with probability proportional to its degree (and then taking randomly and uniformly one of the vertices belong to À´Úµ). The latter is equivalent to sampling randomly uniformly an edge from , and taking one of its end-points at random. Thus, the proof of this item is based on a presentation of a procedure for sampling edges almost uniformly from .
We consider two cases: 
A Lower Bound
In this section we present a lower bound on the number of queries necessary for testing bipartiteness. Similarly to the lower bound presented in [9] , this lower bound holds for testing algorithms that are allowed a two-sided error, and the graphs used for the lower bound construction are regular graphs. However, the lower bound of ª´ÔÒµ (for constant¯) established in [9] , holds for graphs having constant degree (e.g., degree 3), and when the algorithm is allowed only neighbor queries. Our lower bound is more general in that it allows the algorithm to perform both neighbor queries and vertex-pair queries, and it is applicable to all graphs. The high-level structure of our proof is similar to other lower-bound proofs for testing, which can be traced back to [17] . We present two distributions over graphs, where all graphs generated by one distribution are bipratite (and hence should be accepted), while with very high probability a graph generated according to the other distribution is far from bipartite. We then show that any algorithm with query complexity below the lower bound, cannot distinguish between the two distributions (and hence must have a large failure probability).
Theorem 5 Every algorithm for testing bipartiteness with distance parameter¯
Specifically, both distributions, denoted ´Ò µ, and ´Ò ¾ Ò ¾ µ, are overregular graphs having Ò vertices, where we assume for simplicity that Ò is even. A graph generated according to ´Ò µ is obtained by selecting, uniformly and independently, perfect matchings between the Ò vertices. A graph generated according to ´Ò ¾ Ò ¾ µ is obtained by first randomly partitioning the Ò vertices into two equal parts, and then selecting, uniformly and independently, perfect matchings between the two parts. By definition, all graphs in the support of ´Ò ¾ Ò ¾ µ are bipartite, and we prove that graphs generated according to ´Ò µ are¯-far from bipartite with high probability, for¯ ½ ½ and
We then show that the following two claims hold when a graph is generated either according to ´Ò µ or according to ´Ò ¾ Ò ¾ µ: (1) Any algorithm that asks Ó´Ò ¾ Ñµ Ó´Ò µ queries, will not detect an edge by any vertex-pair query with very high probability. (2) Any algorithm that asks Ó´ÔÒµ queries will not receive as an answer to any neighbor query, a vertex it has already observed in a previous query (with very high probability as well). From this we can conclude that any algorithm that asks Ó´Ñ Ò´ÔÒ Ò ¾ Ñµµ queries cannot distinguish between the two distributions, as desired. In the lower bound proof we show the necessity of both neigbhor queries and vertex-pair queries. Specifically by using only one type of queries the lower bound increases.
