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Abstract
In thiswork, we develop and analyse a novelHybridHigh-Order discretisation of theBrinkman
problem. The method hinges on hybrid discrete velocity unknowns at faces and elements
and on discontinuous pressures. Based on the discrete unknowns, we reconstruct inside each
element a Stokes velocity one degree higher than face unknowns, and a Darcy velocity in
the Raviart–Thomas–Nédélec space. These reconstructed velocities are respectively used to
formulate the discrete versions of the Stokes and Darcy terms in the momentum equation, along
with suitably designed penalty contributions. The proposed construction is tailored to yield
optimal error estimates that are robust throughout the entire spectrum of local (Stokes- or Darcy-
dominated) regimes, as identified by a dimensionless numberwhich can be interpreted as a friction
coefficient. The singular limit corresponding to the Darcy equation is also fully supported by the
method. Numerical examples corroborate the theoretical results. This paper also contains two
contributions whose interest goes beyond the specific method and application treated in this work:
an investigation of the dependence of the constant in the second Korn inequality on star-shaped
domains and its application to the study of the approximation properties of the strain projector in
general Sobolev seminorms.
Key words. Brinkman, Darcy, Stokes, Hybrid High-Order methods, Korn inequality, strain
projector
AMS subject classification. 65N30, 65N08, 76S05, 76D07
1 Introduction
In this work, we develop and analyse a novel Hybrid High-Order (HHO) method for the Brinkman
problem robust across the entire range of (Stokes- or Darcy-dominated) local regimes.
Let Ω ⊂ Rd, d ∈ {2, 3}, denote a bounded connected open polygonal (if d = 2) or polyhedral (if
d = 3) set that does not have cracks, i.e., it lies on one side of its boundary ∂Ω. Let two functions
µ : Ω→ R and ν : Ω→ R be given corresponding, respectively, to the fluid viscosity and to the ratio
between the viscosity and the permeability of the medium. In what follows, we assume that there
exist real numbers µ, µ and ν, ν such that, almost everywhere in Ω,
0 < µ ≤ µ ≤ µ, 0 ≤ ν ≤ ν ≤ ν. (1)
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Let f : Ω → Rd and g : Ω → R denote volumetric source terms. The Brinkman problem reads:
Find the velocity u : Ω→ Rd and the pressure p : Ω→ R such that
−∇·(2µ∇su) + νu + ∇p = f in Ω, (2a)
∇·u = g in Ω, (2b)
u = 0 on ∂Ω, (2c)∫
Ω
p = 0, (2d)
where ∇s denotes the symmetric part of the gradient. The PDE (2) locally behaves like a Stokes or
a Darcy problem depending on the value of a dimensionless parameter, which can be interpreted as
a local friction coefficient. Our goal is to handle both situations robustly, while keeping the usual
convergence properties of HHO methods.
The literature on the discretisation of problem (2) is vast, and giving a detailed account lies out
of the scope of the present work. As noticed in [39], the construction of a finite element which is
uniformly well-behaved for both the Stokes and Darcy problems is not trivial. Some choices tailored
to the Stokes problem fail to convergence in the Darcy limit (as is the case for the unstabilised
Crouzeix–Raviart finite element [17]), or experience a loss of convergence and, possibly, a lack of
convergence for the divergence of the velocity (as is the case for the Taylor–Hood element [45] or
the minielement [6]). Concerning the Crouzeix–Raviart element, a possible fix was proposed in [14]
based on jump penalisation terms inspired by Discontinuous Galerkin methods. In [13], the same
authors study a discretisation based on piecewise linear velocities and piecewise constant pressures for
which (generalised) inf–sup stability is obtained through pressure stabilisation. Stabilised equal-order
finite elements are also proposed and analysed in [11]. A generalisation of the classical minielement is
studied in [36], where uniform a priori and a posteriori error estimates are derived. The use of Darcy-
tailored, H(div;Ω)-conforming finite element methods is investigated in [38], where the continuity of
the tangential component of the velocity across interfaces is enforced via symmetric interior penalty
terms. Finite element methods have also been developed starting from weak formulations different
from the one discussed in Section 2 below. Vorticity–velocity–pressure formulations are considered,
e.g., in [3, 4]. Finally, new generation technologies have been recently proposed for the discretisation
of problem (2). We cite, in particular, the isogeometric divergence-conforming B-splines of [33], the
Weak Galerkin method of [40], the two-dimensional Virtual Element methods of [15, 47] (see also
the related work [7]), and the multiscale hybrid-mixed method of [5].
In the HHO method studied here, for a given polynomial degree k ≥ 1, the discrete unknowns
for the velocity are vector-valued polynomials of total degree ≤ k over the mesh faces and of degree
≤ l B max(k − 1, 1) inside the mesh elements. The discrete unknowns for the pressure are scalar-
valued polynomials of degree ≤ k inside each element. Based on the discrete velocity unknowns,
we reconstruct, inside each mesh element T : (i) a Stokes velocity inspired by [22] which yields
the strain projector of degree (k + 1) inside T when composed with the local interpolator and (ii) a
Darcy velocity in the local Raviart–Thomas–Nédélec space [43, 41] of degree k. The Stokes and
Darcy velocity reconstructions are used to formulate the discrete counterparts of the first and second
terms in (2a). Coercivity is ensured by stabilisation terms that penalise the difference between the
discrete unknowns and the interpolate of the corresponding reconstructed velocity. Owing to this
finely tailored construction, the resulting method behaves robustly across the entire range of local
(Stokes- or Darcy-dominated) regimes.
We carry out an exhaustive analysis of the method. We first show in Theorem 11 that the method
is inf–sup stable and, based on this result, that the discrete problem is well-posed. We next prove
in Theorem 12 an estimate in hk+1 (with h denoting, as usual, the meshsize) for the energy-norm of
the error defined as the difference between the discrete solution and the interpolate of the continuous
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solution. This estimate is robust in the sense that the multiplicative constant in the right-hand side:
(i) is prevented from exploding in both the Stokes- and Darcy-limits by cutoff factors; (ii) has an
explicit dependence on the local friction coefficient that shows how the relative importance of the
Stokes- and Darcy-contributions varies according to the local regime; (iii) does not depend on the
pressure, thereby ensuring robustness when f has large irrotational part (see [26] and references
therein for further insight into this point). The Darcy velocity reconstruction in the Raviart–Thomas–
Nédélec space plays a key role in achieving the aforementioned robust features while retaining optimal
convergence. We point out that, to the best of our knowledge, estimates for the Brinkman problem
where the various local regimes are identified by a dimensionless number are new, and they contribute
to shedding new light on aspects of this problem that had often been previously treated only in a
more qualitative fashion. Finally, it is worth mentioning that the theoretical results extend to the
Darcy problem (corresponding to µ = 0 and ν > 0) thanks to a stabilisation term that strengthens the
coercivity norm for the Darcy term in (2a); see Remark 14 and the numerical tests in Section 5.
Besides the results specific to the Brinkman problem, this paper also contains two important
contributions of more general interest. The first contribution is a study of the dependence of the
constant in the second Korn inequality for polytopal domains that are star-shaped with respect to
every point of a ball. We show, in particular, that this type of inequality holds uniformly inside each
mesh element when considering regular mesh sequences, a key point to prove stability and error
estimates for discretisation methods. The second contribution of general interest, linked to the latter
point, are optimal approximation results for the strain projector, stated in Theorem 24 and Corollary
26, which extend [22, Lemma 2] to more general Sobolev seminorms. The proof hinges on the
framework of [19, Section 2.1] for the study of projectors on local polynomial spaces, based in turn
on the classical theory of [31].
The rest of the paper is organised as follows. In Section 2 we recall a classical weak formulation of
problem (2). In Section 3 we discuss the discrete setting: mesh, local and broken polynomial spaces,
and L2-orthogonal projectors thereon. In Section 4 we describe the construction underlying the HHO
method, formulate the discrete problem, and state the main results (whose proofs are postponed to
Section 6). Numerical results are collected in Section 5. The paper is completed by an appendix
made of two sections. A.1 is dedicated to proving a uniform Korn inequality for star-shaped polytopal
sets. This inequality is used in A.2 to study the approximation properties of the strain projector on
local polynomial spaces for such sets. The material is structured so that multiple levels of reading
are possible. Readers mainly interested in the numerical recipe and results can focus on Sections 2 to
5. Those interested in the details of the convergence analysis can additionally consult Section 6 and,
possibly, A.
2 Continuous problem
In what follows, for any X ⊂ Ω, we denote by (·, ·)X the usual inner product of L2(X), by ‖·‖X the
corresponding norm, and we adopt the convention that the subscript is omitted whenever X = Ω. The
same notation is used for the spaces of vector- and tensor-valued functions L2(X)d and L2(X)d×d,
respectively. We assume henceforth that f ∈ L2(Ω)d and g ∈ L2(Ω). Setting
U B H10 (Ω)d, P B
{
q ∈ L2(Ω) :
∫
Ω
q = 0
}
, (3)
the weak formulation of problem (2) reads: Find (u, p) ∈ U × P such that
a(u, v) + b(v, p) = ( f , v) ∀v ∈ U, (4a)
−b(u, q) = (g, q) ∀q ∈ P, (4b)
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with bilinear forms a : U × U → R and b : U × P→ R such that
a(u, v) B (2µ∇su,∇sv) + (νu, v), b(v, q) B −(∇·v, q).
We recall that, for a vector-valued function u = (ui)i=1,...,d, ∇u is the matrix (∂jui)i, j=1,...,d and
the symmetric gradient of u is ∇su = 12 (∇u + (∇u)T). The well-posedness of (4) results from the
Lax-Milgram theorem and the first Korn inequality, which states the existence of a constant C such
that, for all u ∈ U , ‖∇u‖ ≤ C‖∇su‖; see, e.g., [2, Lemma 5.3.2].
We assume in what follows that both µ and ν are piecewise constant on a finite polygonal or
polyhedral partition PΩ = {Ωi : 1 ≤ i ≤ NΩ} of the domain. The assumption that ν is piecewise
constant is often verified in practice in subsoil modelling. On the other hand, the assumption that
µ is piecewise constant does not have a particular physical meaning, and should be regarded as a
reasonable compromise which enables us to address all the relevant mathematical difficulties related
to the use of the symmetric gradient without having to deal with unnecessary technicalities. We
notice, in passing, that the extension of the method to the case where µ and ν vary polynomially
inside each element is straightforward, and the analysis can be modified following the ideas of [23].
The case of smoothly varying ν is treated numerically in Section 5.2 below. The extension to nonlinear
viscous terms is possible following the ideas of [9], inspired in turn by [29, 18, 19]. The case when
ν is a full tensor is a special case of the above.
3 Discrete setting
We consider a conforming simplicial mesh Th of Ω, i.e., a set of triangular (if d = 2) or tetrahedral
(if d = 3) elements such that (i) every T ∈ Th has non-empty interior; (ii) two distinct mesh
elements T1,T2 ∈ Th have disjoint interiors; (iii) the intersection of two disjoint mesh elements is
either the empty set or a common vertex, edge, or face (the latter case only if d = 3); (iv) it holds
h = maxT ∈Th hT , where hT denotes the diameter of T ∈ Th. It is additionally assumed that Th is
compliant with the partition PΩ on which both µ and ν are piecewise constant and we let, for all
T ∈ Th,
µT B µ |T , νT B ν |T
denote their constant values inside T .
For any mesh element T ∈ Th, we denote by FT the set of its edges (if d = 2) or faces (if
d = 3). For the sake of conciseness, the term face will be used henceforth for both the two- and
three-dimensional cases. For any T ∈ Th and any F ∈ FT , we denote by nTF the unit vector normal
to F pointing out of T . The sets of internal and boundary faces are respectively denoted by F i
h
and
F b
h
, and we set Fh B F ih ∪ F bh . The diameter of a face F ∈ Fh is denoted by hF . For any mesh
element T ∈ Th, we denote by F iT B FT ∩ F ih the set of internal faces lying on the boundary ∂T of T .
Our focus is on the h-convergence analysis, so we consider a sequence of refined meshes (Th)h∈H ,
whereH ⊂ R∗+ denotes a countable set of meshsizes having 0 as its unique accumulation point. From
this point on we assume, without necessarily recalling this fact at each occurrence, that the mesh
sequence is regular, i.e., there exists a real number % > 0 such that, for all h ∈ H and all T ∈ Th,
hT/rT ≤ %, with rT denoting the inradius of T . This implies, in particular, that the diameter of one
element is uniformly comparable to those of its faces.
To avoid the proliferation of generic constants, we will write a . b to mean a ≤ Cb with
multiplicative constant C > 0 independent of h and, for local inequalities, of the mesh element or
face, as well as on the problem data µ, ν, f , and g, and on the corresponding exact solution (u, p).
The notation a ' b means a . b . a. When useful, the dependencies of the hidden constant are
further specified.
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The construction underlying HHO methods hinges on projectors on local polynomial spaces. Let
X denote an open bounded connect set of Rn with n ∈ {1, 2, 3} (in what follows, X will typically
represent a mesh element or face). For a given integer ` ≥ 0, we denote by P`(X) the space spanned by
the restriction to X of n-variate, real-valued polynomials of total degree ≤ `. The local L2-orthogonal
projector pi`X : L
2(X) → P`(X) is defined as follows: For any v ∈ L2(X), pi`Xv ∈ P`(X) is the unique
polynomial that satisfies
(pi`Xv − v,w)X = 0 ∀w ∈ P`(X). (5)
As a projector, pi`X is linear and idempotent so that, in particular, it holds pi
`
Xv = v for all v ∈ P`(X).
The vector and tensor versions of the L2-projector, both denoted by pi`X , are obtained applying pi
`
X
component-wise. The following boundedness property follows from [18, Corollary 3.7]: For any X
mesh element or face, any s ∈ {0, . . . , ` + 1} and any function v ∈ Hs(X), it holds that
|pi`Xv |H s (X) . |v |H s (X), (6)
with hidden constant equal to 1 for s = 0. Optimal approximation properties for the L2-orthogonal
projector have also been proved in [18] in a very general setting. For the present discussion, it will
suffice to recall the following results, that are a special case of [18, Lemmas 3.4 and 3.6]: Let an
integer s ∈ {0, . . . , ` + 1} be given. Then, for any mesh element T ∈ Th, any function v ∈ Hs(T), and
any exponent m ∈ {0, . . . , s}, it holds that
|v − pi`T v |Hm(T ) . hs−mT |v |H s (T ). (7)
Moreover, if s ≥ 1 and m ≤ s − 1,
|v − pi`T v |Hm(FT ) . h
s−m− 12
T |v |H s (T ), (8)
where Hm(FT ) B
{
v ∈ L2(∂T) : v |F ∈ Hm(F) for all F ∈ FT
}
is the broken Sobolev space on FT
and |·|Hm(FT ) the corresponding broken seminorm.
At the global level, we denote by P`(Th) the space of broken polynomials on Th whose restriction
to every mesh element T ∈ Th lies in P`(T). The corresponding global L2-orthogonal projector
pi`
h
: L2(Ω) → P`(Th) is such that, for all v ∈ L2(Ω),
(pi`hv) |T B pi`T v |T ∀T ∈ Th . (9)
Also in this case, the vector version pi`
h
: L2(Ω)d → P`(Th)d is obtained applying pi`h component-wise.
The regularity requirements in the error estimates will be expressed in terms of the broken Sobolev
spaces
Hs(Th) B
{
v ∈ L2(Ω) : v |T ∈ Hs(T) ∀T ∈ Th
}
.
4 Discrete problem
In this section we formulate the discrete problem and state the main results of the analysis.
4.1 Discrete unknowns
Let an integer k ≥ 1 be fixed and set
l B max(k − 1, 1). (10)
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This choice for the polynomial degrees is motivated in Remark 4 below. We define the following
space of discrete velocity unknowns:
Ukh B
{
vh = ((vT )T ∈Th, (vF )F ∈Fh ) : vT ∈ Pl(T)d ∀T ∈ Th, vF ∈ Pk(F)d ∀F ∈ Fh
}
.
For all vh ∈ Ukh, vh (not underlined) denotes the function in Pl(Th)d obtained patching element-based
unknowns, that is to say,
(vh) |T B vT ∀T ∈ Th . (11)
The global interpolator Ikh : H
1(Ω)d → Ukh is such that, for all v ∈ H1(Ω)d,
Ikhv B ((pilT v |T )T ∈Th, (pikF v |F )F ∈Fh ).
For any mesh element T ∈ Th, the restrictions ofUkh and vh ∈ Ukh to T are respectively denoted byUkT
and vT = (vT , (vF )F ∈FT ). Similarly, the local interpolator IkT : H1(T)d → UkT is obtained restricting
Ikh to T , and is therefore such that, for all v ∈ H1(T)d,
IkT v B (pilT v, (pikF v |F )F ∈FT ). (12)
The spaces of discrete unknowns strongly accounting for the boundary condition (2c) on the velocity
and the zero-average constraint (2d) on the pressure are, respectively,
Ukh,0 B
{
vh ∈ Ukh : vF = 0 ∀F ∈ F bh
}
, Pkh B P
k(Th) ∩ P. (13)
4.2 Stokes term
Let an element T ∈ Th be fixed. We define the local Stokes velocity reconstruction rk+1S,T : UkT →
Pk+1(T)d such that, for all vT ∈ UkT ,
(∇srk+1S,T vT ,∇sw)T = −(vT ,∇·∇sw)T +
∑
F ∈FT
(vF,∇swnTF )F ∀w ∈ Pk+1(T)d . (14a)
This equation defines rk+1S,T vT up to a rigid-body motion, which we prescribe by further imposing that∫
T
rk+1S,T vT =
∫
T
vT ,
∫
T
∇ssrk+1S,T vT =
1
2
∑
F ∈FT
∫
F
(vF ⊗ nTF − nTF ⊗ vF ) , (14b)
where ∇ss denotes the skew-symmetric part of the gradient operator and ⊗ the tensor product.
Remark 1 (Link with the strain projector and approximation properties of the Stokes velocity recon-
struction). Definition (14) can be justified observing that it holds, for all v ∈ H1(T)d,
rk+1S,T I
k
T v = pi
k+1
ε,T v, (15)
where pik+1ε,T : H
1(T)d → Pk+1(T)d is the strain projector defined by (106) below, i.e., for all
v ∈ H1(T)d, pik+1ε,T v is such that
(∇spik+1ε,T v,∇sw)T = (∇sv,∇sw)T ∀w ∈ Pk+1(T)d,∫
T
pik+1ε,T v =
∫
T
v,
∫
T
∇sspik+1ε,T v =
∫
T
∇ssv.
(16)
To prove (15), write (14) with IkT v instead of vT , use the definition (5) of pi
l
T and pi
k
F to cancel these
projectors from the right-hand sides of (14a) and (14b), integrate by parts the right-hand sides of
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(14a) and of the second equation in (14b), and compare the result with (16). In order to deduce
from (15) that, for any T ∈ Th with Th belonging to a regular mesh sequence, rk+1S,T IkT v optimally
approximates v in Pk+1(T)d, it suffices to apply Theorem 24 and Corollary 26 below with X = T and
` = k + 1 after observing that the multiplicative constants in (107) and (111) do not depend on h or
T , but only on %.
The Stokes term is discretised by means of the bilinear form aS,h : Ukh × Ukh → R such that, for
all wh, vh ∈ Ukh,
aS,h(wh, vh) B
∑
T ∈Th
aS,T (wT , vT ) (17)
with local contribution such that
aS,T (wT , vT ) B 2µT (∇srk+1S,T wT ,∇srk+1S,T vT )T + sS,T (wT , vT ). (18)
The first term in aS,T is the usual Galerkin contribution responsible for consistency, while the second
is a stabilisation term satisfying the following assumption, which will be implicitly kept throughout
the rest of the exposition.
Assumption 2 (Stokes stabilisation bilinear form). The Stokes stabilisation bilinear form sS,T :
UkT × UkT → R enjoys the following properties:
(S1) Symmetry and positivity. sS,T is symmetric and positive semidefinite;
(S2) Stability and boundedness. It holds, for all vT ∈ UkT ,
aS,T (vT , vT )
1
2 C ‖vT ‖S,T ' (2µT )
1
2 ‖vT ‖ε,T (19)
with local discrete strain seminorm
‖vT ‖ε,T B
(
‖∇svT ‖2T + |vT |21,∂T
) 1
2
, |vT |1,∂T B
©­«
∑
F ∈FT
1
hF
‖vF − vT ‖2Fª®¬
1
2
; (20)
(S3) Polynomial consistency. For all w ∈ Pk+1(T)d and all vT ∈ UkT , it holds that
sS,T (IkTw, vT ) = 0.
Remark 3 (Global stability and boundedness for the Stokes bilinear form). Raising (19) to the power
2, summing over T ∈ Th, accounting for (1), and passing to the square root, we infer the following
global uniform seminorm equivalence valid for all vh ∈ Ukh:
(2µ) 12 ‖vh ‖ε,h . ‖vh ‖S,h . (2µ)
1
2 ‖vh ‖ε,h (21)
with
‖vh ‖S,h B aS,h(vh, vh)
1
2 and ‖vh ‖ε,h B
( ∑
T ∈Th
‖vT ‖2ε,T
) 1
2
. (22)
Adapting the reasoning of [22, Proposition 5], one can prove that the map ‖·‖ε,h defines a norm on
the space Ukh,0 with strongly enforced boundary conditions.
The following stabilisation bilinear form, classical in HHO methods, fulfils Assumption 2:
sS,T (wT , vT )T B
∑
F ∈FT
2µT
hF
((δkS,TF − δlS,T )wT , (δkS,TF − δlS,T )vT )F . (23)
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Here, the Stokes difference operators δlS,T : U
k
T → Pl(T)d and, for all F ∈ FT , δkS,TF : UkT → Pk(F)d
are such that, for all vT ∈ UkT ,
δlS,T vT B pi
l
T (rk+1S,T vT − vT ), δkS,TF vT B pikF (rk+1S,T vT − vF ) ∀F ∈ FT .
Remark 4 (Choice of the polynomial degrees for the discrete velocity unknowns). The assumption
k ≥ 1 and the choice (10) of the degree for element-based discrete unknowns (which implies, in
particular, l = 1 when k = 1) are required to prove condition (S2) for the bilinear form defined by
(23). The key point is to ensure that rigid-body motions and their traces are captured by element and
face unknowns, respectively. For further insight into this point, we refer the reader to [22, Lemma
4], where (19) is proved for a variation of the stabilisation bilinear form (23) corresponding to the
case l = k. Stability for k = 0 could be recovered by penalising the jumps of the Stokes velocity
reconstruction similarly to [14]. This modification would, however, introduce additional links among
element-based velocity unknowns, so that the static condensation strategy discussed in Remark 10
below would no longer be an interesting option. Further details on this point are postponed to a future
work.
In passing, we notice that, when µ is constant, problem (2) can be simplified replacing the term
−∇·(2µ∇su) by −µ∆u. In this case, the discretisation of the Stokes term can go along the lines of
[25, 16] with k ≥ 0 and l = max(0, k − 1).
4.3 Darcy term
Let an element T ∈ Th be fixed, and denote by RTNk(T) B Pk(T)d + xPk(T) the Raviart–Thomas–
Nédélec space of degree k on T . We define the local Darcy velocity reconstruction rkD,T : U
k
T →
RTNk(T) such that, for all vT ∈ UkT ,
(rkD,T vT , w)T = (vT , w)T ∀w ∈ Pk−1(T)d (24a)
(rkD,T vT ·nTF, q)F = (vF ·nTF, q)F ∀F ∈ FT , ∀q ∈ Pk(F). (24b)
Classically, the relations (24) identify rkD,T vT uniquely; see, e.g., [8, Proposition 2.3.4]. For fur-
ther use, we also define the global Darcy velocity reconstruction rkD,h : U
k
h → RTNk(Th) with
RTNk(Th) B {v ∈ H(div;Ω) : v |T ∈ RTNk(T) for all T ∈ Th} such that, for all vh ∈ Ukh,
(rkD,hvh) |T B rkD,T vT ∀T ∈ Th .
Some remarks are in order.
Remark 5 (Reformulation of (24)). Conditions (24a) and (24b) are respectively equivalent to
pik−1T (rkD,T vT ) = pik−1T vT and (rkD,T vT ) |F ·nTF = vF ·nTF for all F ∈ FT . (25)
In particular, accounting for (10) and using the idempotency of pik−1T , the former condition implies
pilT (rkD,T vT ) = pik−1T (rkD,T vT ) = vT when k ≥ 2.
Remark 6 (Link with the Raviart–Thomas–Nédélec interpolator). A direct verification shows that,
for all T ∈ Th, the local Darcy velocity reconstruction composed with the local interpolator (12) gives
the Raviart–Thomas–Nédélec interpolator, i.e., for all v ∈ H1(T)d
rkD,T I
k
T v = I
k
RTN,T v, (26)
where IkRTN,T : H
1(T)d → RTNk(T) is such that, for all v ∈ H1(T)d,
(IkRTN,T v, w)T = (v, w)T ∀w ∈ Pk−1(T)d, (27a)
(IkRTN,T v·nTF, q)F = (v·nTF, q)F ∀F ∈ FT , ∀q ∈ Pk(F). (27b)
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The Darcy term is discretised by means of the bilinear form aD,h : Ukh × Ukh → R such that, for
all wh, vh ∈ Ukh,
aD,h(wh, vh) B
∑
T ∈Th
aD,T (wT , vT ) (28)
with local contribution
aD,T (wT , vT ) B νT (rkD,TwT , rkD,T vT )T + sD,T (wT , vT ).
Once again, the first term in the right-hand side of the above expression is responsible for consistency,
while the second is the following stabilisation bilinear form, which plays a crucial role in the Darcy
limit (see also Remark 14 on this subject):
sD,T (wT , vT ) B νT (δlD,TwT , δlD,T vT )T +
∑
F ∈FiT
νT hF (δkD,TFwT , δkD,TF vT )F, (29)
with Darcy difference operators δlD,T : U
k
T → Pl(T)d and, for all F ∈ FT , δkD,TF : UkT → Pk(F)d
such that, for all vT ∈ UkT ,
δlD,T vT B pi
l
T (rkD,T vT − vT ), δkD,TF vT B pikF (rkD,T vT − vF ) ∀F ∈ FT . (30)
Recalling the characterisation (25) of the local Darcy velocity together with the definition (30) of the
Darcy difference operator δlD,T , it holds that
δlD,T vT = 0 if k ≥ 2. (31)
The role of the stabilisation term is illustrated by the following proposition.
Proposition 7 (Darcy norm). The function that maps every vh ∈ Ukh on
‖vh ‖D,h B
( ∑
T ∈Th
‖vT ‖2D,T
) 1
2
where, for all T ∈ Th, ‖vT ‖D,T B aD,T (vT , vT )
1
2 (32)
is a norm on Ukh,0.
Proof. The seminorm property being evident, it suffices to prove that, for all vh ∈ Ukh,0, ‖vh ‖D,h = 0
implies vh = 0. Let vh ∈ Ukh,0 be such that ‖vh ‖D,h = 0. Then, we have that
∀T ∈ Th rkD,T vT = 0, (33)
∀T ∈ Th δlD,T vT = 0, (34)
∀T ∈ Th δkD,TF vF = 0 ∀F ∈ F iT . (35)
Plugging condition (33) into (34) and (35) we infer, respectively, that pilT vT = vT = 0 for all T ∈ Th
and pikF vF = vF = 0 for all F ∈ F ih . On the other hand, by definition (13) of Ukh,0, vF = 0 for all
F ∈ F b
h
, which concludes the proof. 
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4.4 Velocity–pressure coupling
The velocity–pressure coupling is realised by the bilinear form bh : Ukh × Pk(Th) such that, for all
(wh, qh) ∈ Ukh × Pk(Th),
bh(wh, qh) B
∑
T ∈Th
©­«(wT ,∇qT )T −
∑
F ∈FT
(wF, qT nTF )Fª®¬ , (36)
where, for all T ∈ Th, we have let, for the sake of brevity, qT B qh |T . This choice is motivated by the
following property.
Proposition 8 (Consistency of the velocity–pressure coupling bilinear form). For all w ∈ H1(Ω)d
and all qh ∈ Pk(Th), it holds that
bh(Ikhw, qh) = −(∇·w, qh). (37)
Proof. Writing (36) for wh = I
k
hw, we obtain
bh(Ikhw, qh) =
∑
T ∈Th
©­«(pilTw,∇qT )T −
∑
F ∈FT
(pikFw, qT nTF )Fª®¬
=
∑
T ∈Th
©­«(w,∇qT )T −
∑
F ∈FT
(w, qT nTF )Fª®¬ = −(∇·w, qh),
where we have used the fact that, for all T ∈ Th, ∇qT ∈ Pk−1(T)d ⊂ Pl(T)d (see (10)) and, for all
F ∈ FT , qT |FnTF ∈ Pk(F)d together with (5) to remove the projectors in the second line, and an
element by element integration by parts to conclude. 
The following proposition establishes a link between the divergence of the Darcy velocity recon-
struction and the bilinear form bh. As we will see in Remark 14, this property plays a key role when
extending the method to the Darcy problem.
Proposition 9 (Link with the divergence of the Darcy velocity reconstruction). For all vh ∈ Ukh and
all qh ∈ Pk(Th), it holds that
bh(vh, qh) = −(∇·rkD,hvh, qh). (38)
Proof. We have that
−(∇·rkD,hvh, qh) =
∑
T ∈Th
©­«(rkD,T vT ,∇qT )T −
∑
F ∈FT
(rkD,T vT ·nTF, qT )F
ª®¬
=
∑
T ∈Th
©­«(vT ,∇qT )T −
∑
F ∈FT
(vF ·nTF, qT )Fª®¬ = bh(vh, qh),
where we have used an element by element integration by parts in the first line, the definition (24)
of the Darcy velocity in the second line after observing that, for any T ∈ Th, ∇qT ∈ Pk−1(T)d and
qT |F ∈ Pk(F) for all F ∈ FT , and recalled the definition (36) of bh to conclude. 
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4.5 Discrete problem and main results
We define the global bilinear form ah : Ukh × Ukh → R such that
ah B aS,h + aD,h
with bilinear forms in the right-hand side respectively defined by (17) and (28). The discrete problem
reads: Find (uh, ph) ∈ Ukh,0 × Pkh such that
ah(uh, vh) + bh(vh, ph) = ( f , rkD,hvh) ∀vh ∈ Ukh,0, (39a)
−bh(uh, qh) = (g, qh) ∀qh ∈ Pkh . (39b)
Remark 10 (Static condensation). The size of the linear system corresponding to the discrete prob-
lem (39) can be significantly reduced by resorting to static condensation. Following the procedure
hinted to in [1] and detailed in [26, Section 6.2], it can be shown that the only globally coupled
variables are the face unknowns for the velocity and the mean value of the pressure inside each mesh
element. Hence, after statically condensing the other discrete unknowns, the size of the linear system
matrix is
Ndof B d
(
k + d − 1
k
)
card(F ih) + card(Th). (40)
We start by studying the well-posedness of problem (39). We equip henceforth Ukh,0 with the
norm such that, for all vh ∈ Ukh,0,
‖vh ‖U,h B
( ∑
T ∈Th
‖vT ‖2U,T
) 1
2
where, for all T ∈ Th, ‖vT ‖U,T B
(
‖vT ‖2S,T + ‖vT ‖2D,T
) 1
2 (41)
with local Stokes and Darcy (semi)norms respectively defined by (19) and (32). Given a linear
functional f on Ukh,0, its dual norm is classically given by
‖f‖U∗,h B sup
vh ∈Ukh,0\{0}
〈f, vh〉
‖vh ‖U,h
. (42)
Theorem 11 (Well-posedness). Problem (39) is well-posed with a priori bound:
‖uh ‖U,h + β‖ph ‖ . (2µ)−
1
2 ‖ f ‖ + β−1‖g‖ with β B (2µ + ν)− 12 . (43)
Proof. See Section 6.2. 
We next investigate the convergence of the method. We measure the error as the difference
between the discrete solution and the interpolate of the exact solution defined as
(uˆh, pˆh) B (Ikhu, pikhp) ∈ Ukh,0 × Pkh .
After noticing that, for any qh ∈ Pkh ,
− bh(uˆh, qh) = (∇·u, qh) = (g, qh) = −bh(uh, qh) (44)
owing to the consistency property (37) of bh together with the continuous (4b) and discrete (39b)
mass conservation equations, it is a simple matter to check that the discretisation error
(eh, h) B (uh − uˆh, ph − pˆh)
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solves the following problem:
ah(eh, vh) + bh(vh, h) = 〈R(u, p), vh〉 ∀vh ∈ Ukh,0,
−bh(eh, qh) = 0 ∀qh ∈ Pkh,
(45)
where R(u, p) is the linear functional on Ukh,0 representing the consistency error and such that, for all
vh ∈ Ukh,0,
〈R(u, p), vh〉 B ( f , rkD,hvh) − ah(uˆh, vh) − bh(vh, pˆh). (46)
Theorem 12 (Error estimates and convergence). Denote by (u, p) ∈ U×P and by (uh, ph) ∈ Ukh,0×Pkh
the unique solutions to (4) and (39), respectively. Then, the following error estimate holds with β
defined by (43):
‖eh ‖U,h + β‖h ‖ . ‖R(u, p)‖U∗,h . (47)
Moreover, assuming the additional regularity u ∈ Hk+2(Th)d and p ∈ H1(Ω), it holds that
‖R(u, p)‖U∗,h .[ ∑
T ∈Th
(
(2µT )min(1,C−1f,T )h2(k+1)T |u |2Hk+2(T )d + αµνT min(1,Cf,T )h
2(k+1)
T |u |2Hk+1(T )d
)] 12
(48)
where, for all T ∈ Th, we have introduced the local friction coefficient
Cf,T B
νT h2T
2µT
(49)
with the convention that C−1f,T B +∞ if νT = 0, and we have set
αµ B
{
µ/µ if k = 1 and minT ∈Th Cf,T ≤ 1,
1 otherwise.
(50)
Proof. See Section 6.3. 
Some remarks are in order.
Remark 13 (Robustness of the error estimate). The error estimate (47) is robust across the entire
range of values Cf,T ∈ [0,+∞) (and, as we will see in the next remark, +∞ can also be included)
thanks to the presence of the cutoff factors min(1,C−1f,T ) and min(1,Cf,T ) that prevent the multiplicative
constants in the right-hand side from exploding. Those mesh elements for which Cf,T < 1 are in
the Stokes-dominated regime and, correspondingly, the first contribution inside the sum in (48)
dominates. On the other hand, those elements for which Cf,T > 1 are in the Darcy-dominated regime
and, correspondingly, the second contribution dominates. Since the method is designed so that these
contributions are equilibrated, convergence in O(hk+1) is attained irrespectively of the local regime.
The specific forms of the Stokes and Darcy velocity reconstructions play a key role in attaining this
goal; see the discussion in Remark 14 below. Comparing, e.g., with [38, Theorem 3.2], where a
Raviart–Thomas–Nédélec approximation of the velocity is used also in the Stokes term, we gain one
order of convergence in the Stokes-dominated regime. Similar considerations hold for the Virtual
Element method of [47], see in particular the error estimate in Theorem 5.2 therein.
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Remark 14 (Application to the Darcy problem). Assume ν > 0. A close inspection of the proofs
in Section 6 below reveals that the proposed method can be used also when µ = 0 formally setting
Cf,T B +∞ for all T ∈ Th. In this case, denoting by γn the normal trace operator on ∂Ω, the
velocity space becomes U = {v ∈ H(div;Ω) : γn(v) = 0 on ∂Ω}, and (4) coincides with the mixed
formulation of the Darcy problem. In particular, the well-posedness results of Theorem 11 remain
valid replacing the term (2µ)−1‖ f ‖ by ν−1‖ f ‖ in (43), and so is the case for the error estimates of
Theorem 12 under the regularity u ∈ H1(Ω)d ∩ Hk+1(Th)d.
The key point to achieve well-posedness when µ = 0 is the introduction of the stabilisation term
(29) in the local Darcy bilinear form. Thanks to this term, we can control the discrete unknowns
that are not controlled by the L2-norm of the Darcy velocity reconstruction, namely the tangential
velocity unknowns on interfaces and the linear component of the element unknowns when k = 1;
see Proposition 7. The tangential components of velocity unknowns on boundary faces, on the other
hand, are set to zero in the definition (13) of the space Ukh,0, and do not appear in the formulation of
the method when µ = 0. This means that they are discarded, coherently with the fact that we cannot
enforce their value when µ = 0. It is precisely for this reason that the boundary term in (29) is only
taken on interfaces.
The key point to retain convergence in hk+1 when µ = 0 is the specific form (24) of the Darcy
velocity reconstruction, and its use both in the Darcy contribution and in the source term in (39a). The
role of this choice is to make the termT4 in the proof of Theorem 12 vanish (the corresponding crucial
property is stated in Proposition 9). More trivial discretisations of the Darcy term (obtained, e.g., by
taking for all T ∈ Th the element unknowns in Pk(T)d and setting rkD,T vT = vT ) would reduce by one
the order of convergence of the method. Using a discretisation of the Darcy contribution inspired by
the Mixed High-Order method of [24], on the other hand, would reduce by one the convergence rate
for µ , 0. As a matter of fact, the convergence in hk+1 for this choice is intimately linked to the fact
that νu is a gradient (which is true for the Darcy problem but not for the Brinkman problem).
We conclude this remark by noticing that the method for the Darcy problem can also be extended
to treat the case k = l = 0. This point is numerically demonstrated in Section 5.
Remark 15 (Pressure-robustness). It is also interesting to notice that the right-hand side of the error
estimate (47) does not depend on the pressure. The key to that property is the exact formula (44)
that relates the velocity–pressure coupling applied to the approximate velocity uh and the interpolant
uˆh = I
k
hu of the exact velocity. As pointed out in [26] and references therein, this means that the
proposed method is robust with respect to source terms f with a large irrotational part.
5 Numerical examples
In this section we present some numerical examples.
5.1 Convergence for the Darcy, Brinkman, and Stokes problems with constant coeffi-
cients
We start by assessing the convergence rates predicted by Theorem 12 in various regimes. Set
Ω B (0, 2) × (−1, 1), and define the global friction coefficient Cf,Ω B νµ , corresponding to a unit
global reference length. We consider the family of solution parametrised by Cf,Ω ∈ [0,+∞] such that,
setting χS(ξ) B exp(ξ)−1 for any ξ ∈ R+ and χS(+∞) B 0, it holds for any x ∈ Ω,
u(x) = χS
(
Cf,Ω
)
uS(x) + (1 − χS)
(
Cf,Ω
)
uD(x), p(x) B cos x1 sin x2 − p0, (51)
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where p0 ∈ R is such that the zero average condition on p is verified and, defining the stream function
ψ(x) B − sin x1 cos x2, we have set
uD(x) B
{
−ν−1∇p(x) if ν , 0,
0 otherwise,
uS(x) B curlψ(x).
The boundary condition on u ifCf,Ω < +∞ or u · n ifCf,Ω = +∞, as well as the source terms f and g,
are chosen coherently with (51). It can be easily checked that uD and uS are the limit solutions in the
Darcy and Stokes case corresponding, respectively, to Cf,Ω = +∞ (χS = 0) and Cf,Ω = 0 (χS = 1).
We consider a refined sequence (Thi )0≤i≤4 of triangular meshes in which the meshsize is halved
at each refinement, that is to say, hi+1 = hi/2 for 0 ≤ i ≤ 3; see Figure 1. The tests were run on
a 2016 MacBook Pro equipped with an Intel Core i7 CPU clocked at 2.7GHz and 16Gb of RAM,
and the implementation was based on the SpaFEDte platform. The linear systems were solved
using the sparse LU solver from the Eigen library; see http://eigen.tuxfamily.org. We consider the
values (µ, ν) ∈ {(0, 1), (1, 1), (1, 0)} for the coefficients. The corresponding solutions are represented
in Figures 2–4, respectively. The results for polynomial degrees k up to 4 are collected in Tables
1–3, which display: the number of degrees of freedom Ndof after static condensation (see (40)), the
number Nnz of nonzero entries in the statically condensed matrix, the energy-norm error ‖eh ‖U,h
on the velocity, the L2-error ‖eh ‖ on the velocity, the L2-error ‖h ‖ on the pressure, as well as the
assembly time τass and the resolution time τsol. Denoting by ei the error in a given norm at the
refinement iteration i, the corresponding estimated order of convergence (EOC) is obtained according
to the following formula:
EOC =
log ei − log ei+1
log 2
.
The expected orders of convergence are observed in all the cases, and the method behaves robustly
also in the limit cases corresponding to the Stokes and Darcy problem. As for the L2-norm of the
velocity, it converges as hk+1 in the Darcy case (see the fifth and sixth columns of Table 1) and as
hk+2 in the Brinkman and Stokes cases (see the fifth and sixth columns of Tables 2 and 3). This
behaviour is expected, as for the Darcy problem the L2-norm of the velocity coincides with the energy
norm, and no superconvergent behaviour can be triggered. For the Stokes problem, on the other hand,
superconvergence in the L2-norm for HHO methods has been proved in, e.g., [1, Theorem 4.5] and
[26, Theorem 7], and similar arguments can lead to analogous estimates in the Brinkman case. For
the Brinkman and Stokes problems, an inspection of the last lines of Tables 2 and 3 reveals that
numerical precision is approached on the finest mesh for k = 4 and, correspondingly, the order of
convergence deteriorates (see the starred values in the tables).
From the rightmost columns of Tables 1–3, it can be noticed that the assembly time becomes
negligible with respect to the resolution time as finer and finer meshes are considered. This behaviour
had already been observed in other HHO implementations (see, e.g., the numerical results in [27]).
5.2 Convergence for the Darcy problem with spatially varying permeability
It is clear from the analysis that the key feature to handle all the possible regimes is the robustness
in the singular limit corresponding to the Darcy problem. In this section we further investigate
the numerical performance of the proposed method in this case considering: (a) a smooth spatially
varying coefficient ν over Ω, (b) a piecewise constant discontinuous coefficient ν over Ω.
As for case (a), setting Ω = (0, 3pi) × (0, 2pi), we consider the exact solution originally proposed
in [42] which, for a fixed value of the parameter α ∈ (0, 1], corresponds to
u(x) =
(−1 − α sin(x1) cos(x2)
α cos x1 sin x2
)
(52)
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Figure 1: First three meshes of the sequence used for the numerical test of Section 5.
with
µ = 0, ν(x) = (1 + 2α sin x1 cos x2 + α2 cos2 x2)−1.
In what follows, we take (1 − α)2 = 10−3 which implies a variation of ν spanning three orders
of magnitude: indeed the permeability ranges from (1 − α)−2 to (1 + α)−2 over Ω. An analytical
expression for the pressure is not available in this case. The numerical solution computed with a
k = 4 degree discretization on the finest grid is represented in Figure 5.
As for case (b), setting Ω = (−1, 1) × (−1, 1), we rely on the exact solution originally proposed in
[37] where, for a given value of the permeability jump ν1ν2 over the horizontal and vertical center-lines,
the authors provide a means to compute the parameters γ, ρ, σ such that the exact pressure reads
p(r, θ) = rγs(θ), (53)
with tan(θ) = yx , r =
√
x2 + y2 and
s(θ) =

cos((pi/2 − σ)γ) cos((θ − pi/2 + ρ)γ) if 0 ≤ θ ≤ pi/2,
cos(ργ) cos((θ − pi + σ)γ) if pi/2 ≤ θ ≤ pi,
cos(σγ) cos((θ − pi − ρ)γ) if pi ≤ θ ≤ 3pi/2,
cos((pi/2 − ρ)γ) cos((θ − 3pi/2 − σ)γ) if 3pi/2 ≤ θ ≤ 2pi.
Inwhat follows, we take ν1ν2 = 100, leading to γ = 0.1269020697222, ρ = pi/4 andσ = −11.5926215980874.
Neumann boundary conditions are enforced according to the exact solution. Computational meshes
are compatible with the distribution of ν over Ω, that is ν1 = 100 in the first and third quadrant
and ν2 = 1 in the second and fourth quadrant, in order to ensure that permeability jumps do not
occur inside mesh elements. The solution is singular at the origin, and its regularity depends on the
parameter γ, namely p ∈ H1+γ(Ω). Accordingly, the expected convergence rate for the velocity and
the pressure in L2-norm is γ and 2γ, respectively. The numerical solution computed with k = 4 on
the finest grid is represented in Figure 6.
The convergence results on a sequence of refined triangular meshes for polynomial degrees
k ∈ {0, . . . , 4} are collected in Table 4 and Table 5 for case (a) and (b), respectively. The columns
have the same meaning as in the previous section, except for the fact that, for the case (a), the pressure
errors and the corresponding estimated orders of convergence are not displayed. For case (a), it can
be seen that the predicted asymptotic orders of convergence are matched or exceeded. Notice that we
had to increase the degree of exactness of the quadrature rule in this case to account for the fact that
the coefficient ν varies inside the elements. This is crucial for obtaining the expected convergence
rates for k > 1. For case (b), pressure and velocity convergence rates are slightly suboptimal at
the highest polynomial degree, a consequence of the well known Runge phenomenon, but in line
with results obtained in [44] by means of a SWIP dG discretization. Remarkably, both pressure and
velocity errors decrease when increasing the polynomial degree.
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Figure 2: Solution (51) with (µ, ν) = (0, 1) (Darcy problem). Arrows indicate orientation and
magnitude of the velocity at a given point.
Table 1: Convergence results for the Darcy problem; see Remark 14.
Ndof Nnz ‖eh ‖U,h EOC ‖eh ‖ EOC ‖h ‖ EOC τass τsol
k = 0
113 1072 1.69e-01 – 1.69e-01 – 1.39e-01 – 2.26e-03 9.68e-04
481 4944 8.84e-02 0.94 8.84e-02 0.94 4.27e-02 1.70 1.19e-02 5.34e-03
1985 21136 4.47e-02 0.98 4.47e-02 0.98 1.18e-02 1.86 3.34e-02 5.83e-02
8065 87312 2.22e-02 1.01 2.22e-02 1.01 3.69e-03 1.67 1.12e-01 1.02e+00
32513 354832 1.09e-02 1.03 1.09e-02 1.03 1.45e-03 1.35 3.94e-01 3.39e+01
k = 1
193 3456 1.33e-02 – 3.89e-03 – 5.15e-03 – 4.24e-03 1.71e-03
833 16192 2.65e-03 2.32 7.73e-04 2.33 1.01e-03 2.36 1.98e-02 1.91e-02
3457 69696 6.55e-04 2.02 1.90e-04 2.03 2.27e-04 2.15 6.16e-02 1.35e-01
14081 288832 1.66e-04 1.98 4.80e-05 1.98 5.53e-05 2.03 2.05e-01 1.94e+00
56833 1175616 4.32e-05 1.94 1.25e-05 1.94 1.37e-05 2.01 7.70e-01 6.49e+01
k = 2
273 7216 4.84e-03 – 1.25e-03 – 2.48e-04 – 7.61e-03 2.57e-03
1185 34000 7.55e-04 2.68 1.94e-04 2.68 2.94e-05 3.08 3.64e-02 4.46e-02
4929 146704 1.00e-04 2.91 2.59e-05 2.90 3.76e-06 2.97 1.23e-01 2.39e-01
20097 608656 1.29e-05 2.95 3.36e-06 2.95 4.77e-07 2.98 4.02e-01 3.84e+00
81153 2478736 1.64e-06 2.98 4.25e-07 2.98 5.94e-08 3.00 1.55e+00 8.75e+01
k = 3
353 12352 1.33e-04 – 2.53e-05 – 1.29e-05 – 1.98e-02 3.63e-03
1537 58368 8.03e-06 4.05 1.48e-06 4.09 8.93e-07 3.85 6.52e-02 4.05e-02
6401 252160 5.17e-07 3.96 9.48e-08 3.97 5.64e-08 3.99 2.17e-01 5.34e-01
26113 1046784 3.28e-08 3.98 5.98e-09 3.99 3.56e-09 3.98 8.46e-01 7.84e+00
105473 4264192 2.08e-09 3.98 3.80e-10 3.98 2.22e-10 4.01 3.39e+00 1.27e+02
k = 4
433 18864 1.34e-05 – 2.31e-06 – 5.47e-07 – 3.36e-02 5.35e-03
1889 89296 5.24e-07 4.68 8.94e-08 4.69 1.79e-08 4.93 1.30e-01 4.59e-02
7873 386064 1.70e-08 4.95 2.91e-09 4.94 5.91e-10 4.92 4.04e-01 7.72e-01
32129 1603216 5.51e-10 4.95 9.45e-11 4.95 1.88e-11 4.97 1.48e+00 1.02e+01
129793 6531984 1.92e-11 4.84 3.26e-12 4.86 5.84e-13 5.01 6.11e+00 1.70e+02
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Figure 3: Solution (51) with (µ, ν) = (1, 1) (Brinkman problem). Arrows indicate orientation and
magnitude of the velocity at a given point.
Table 2: Convergence results for the Brinkman problem.
Ndof Nnz ‖eh ‖U,h EOC ‖eh ‖ EOC ‖h ‖ EOC τass τsol
k = 1
193 3456 6.48e-02 – 3.51e-03 – 3.40e-02 – 4.86e-03 1.87e-03
833 16192 2.78e-02 1.22 7.40e-04 2.24 9.34e-03 1.86 1.65e-02 2.05e-02
3457 69696 8.93e-03 1.64 1.18e-04 2.65 2.60e-03 1.84 6.32e-02 1.19e-01
14081 288832 2.43e-03 1.88 1.62e-05 2.87 6.84e-04 1.93 2.20e-01 1.69e+00
56833 1175616 6.30e-04 1.95 2.10e-06 2.95 1.75e-04 1.97 8.13e-01 4.38e+01
k = 2
273 7216 3.72e-03 – 1.21e-04 – 1.74e-03 – 8.64e-03 2.76e-03
1185 34000 7.56e-04 2.30 1.24e-05 3.28 1.98e-04 3.13 3.56e-02 3.12e-02
4929 146704 1.13e-04 2.74 9.35e-07 3.73 2.29e-05 3.12 1.28e-01 1.87e-01
20097 608656 1.52e-05 2.89 6.30e-08 3.89 2.70e-06 3.08 4.23e-01 2.97e+00
81153 2478736 1.96e-06 2.95 4.08e-09 3.95 3.27e-07 3.04 1.71e+00 5.92e+01
k = 3
353 12352 2.44e-04 – 6.48e-06 – 1.41e-04 – 1.74e-02 3.93e-03
1537 58368 1.99e-05 3.62 2.68e-07 4.60 9.32e-06 3.92 7.41e-02 4.50e-02
6401 252160 1.27e-06 3.97 8.50e-09 4.98 5.65e-07 4.04 2.53e-01 4.28e-01
26113 1046784 8.26e-08 3.94 2.79e-10 4.93 3.58e-08 3.98 9.11e-01 5.58e+00
105473 4264192 5.19e-09 3.99 8.78e-12 4.99 2.23e-09 4.00 3.67e+00 8.72e+01
k = 4
433 18864 1.10e-05 – 2.61e-07 – 6.84e-06 – 3.13e-02 1.15e-02
1889 89296 3.98e-07 4.78 4.75e-09 5.78 2.14e-07 5.00 1.39e-01 4.46e-02
7873 386064 1.33e-08 4.90 7.93e-11 5.90 6.83e-09 4.97 4.80e-01 8.31e-01
32129 1603216 4.26e-10 4.96 1.26e-12 5.97 2.13e-10 5.00 1.79e+00 8.10e+00
129793 6531984 1.08e-10 1.98∗ 1.80e-13 2.81∗ 2.87e-11 2.89∗ 7.09e+00 1.33e+02
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Figure 4: Solution (51) with (µ, ν) = (1, 0) (Stokes problem). Arrows indicate orientation and
magnitude of the velocity at a given point.
Table 3: Convergence results for the Stokes problem.
Ndof Nnz ‖eh ‖U,h EOC ‖eh ‖ EOC ‖h ‖ EOC τass τsol
k = 1
193 3456 1.10e-02 – 6.07e-04 – 1.82e-02 – 6.74e-03 2.36e-03
833 16192 3.79e-03 1.54 1.09e-04 2.48 5.06e-03 1.85 1.61e-02 2.31e-02
3457 69696 1.04e-03 1.86 1.52e-05 2.84 1.32e-03 1.94 7.64e-02 1.33e-01
14081 288832 2.71e-04 1.94 1.99e-06 2.93 3.37e-04 1.96 2.32e-01 1.68e+00
56833 1175616 6.98e-05 1.96 2.56e-07 2.96 8.53e-05 1.98 8.35e-01 4.41e+01
k = 2
273 7216 1.38e-03 – 4.97e-05 – 1.70e-03 – 9.99e-03 2.82e-03
1185 34000 1.95e-04 2.83 3.47e-06 3.84 2.39e-04 2.83 4.15e-02 3.44e-02
4929 146704 2.74e-05 2.83 2.39e-07 3.86 3.06e-05 2.96 2.38e-01 2.09e-01
20097 608656 3.58e-06 2.94 1.55e-08 3.94 3.90e-06 2.97 4.52e-01 3.11e+00
81153 2478736 4.50e-07 2.99 9.77e-10 3.99 4.90e-07 2.99 1.74e+00 6.17e+01
k = 3
353 12352 1.17e-04 – 3.38e-06 – 1.51e-04 – 1.78e-02 4.03e-03
1537 58368 8.48e-06 3.79 1.26e-07 4.74 1.07e-05 3.83 7.66e-02 4.63e-02
6401 252160 5.43e-07 3.96 4.01e-09 4.98 6.70e-07 3.99 2.58e-01 4.51e-01
26113 1046784 3.45e-08 3.98 1.28e-10 4.97 4.24e-08 3.98 9.33e-01 5.87e+00
105473 4264192 2.18e-09 3.99 4.04e-12 4.99 2.66e-09 3.99 3.63e+00 9.27e+01
k = 4
433 18864 7.92e-06 – 2.20e-07 – 7.41e-06 – 3.28e-02 1.26e-02
1889 89296 2.45e-07 5.02 3.39e-09 6.02 2.39e-07 4.96 1.38e-01 4.53e-02
7873 386064 7.87e-09 4.96 5.43e-11 5.96 7.68e-09 4.96 4.54e-01 8.91e-01
32129 1603216 2.46e-10 5.00 8.43e-13 6.01 2.41e-10 4.99 1.92e+00 9.18e+00
129793 6531984 1.18e-10 1.07∗ 1.93e-13 2.13∗ 3.43e-11 2.81∗ 7.61e+00 1.37e+02
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Figure 5: Solution (52) (Darcy problem with variable permeability). Arrows indicate orientation and
magnitude of the velocity at a given point.
Table 4: Convergence results for the Darcy problem with variable permeability.
Ndof Nnz ‖eh ‖U,h EOC ‖eh ‖ EOC τass τsol
k = 0
173 1688 1.54e+01 – 3.68e+00 – 4.21e-03 1.61e-03
729 7584 7.59e+00 1.03 2.10e+00 0.81 1.99e-02 1.10e-02
2993 32048 2.30e+00 1.72 1.08e+00 0.95 8.56e-02 1.64e-01
12129 131664 8.04e-01 1.51 5.02e-01 1.11 2.00e-01 2.90e+00
48833 533648 3.13e-01 1.36 2.23e-01 1.17 7.38e-01 1.28e+02
k = 1
297 5472 4.79e+01 – 2.42e+00 – 8.49e-03 3.23e-03
1265 24896 1.06e+01 2.18 6.64e-01 1.87 4.68e-02 3.01e-02
5217 105792 2.26e+00 2.23 1.27e-01 2.39 1.36e-01 2.57e-01
21185 435776 3.79e-01 2.58 1.59e-02 2.99 4.29e-01 5.28e+00
85377 1768512 4.58e-02 3.05 2.15e-03 2.89 1.73e+00 1.85e+02
k = 2
421 11448 1.66e+01 – 5.69e-01 – 2.39e-02 5.40e-03
1801 52320 8.73e-01 4.25 5.60e-02 3.34 9.45e-02 6.97e-02
7441 222768 6.72e-02 3.70 5.29e-03 3.40 2.82e-01 5.16e-01
30241 918480 4.68e-03 3.84 5.85e-04 3.18 1.04e+00 8.94e+00
121921 3729168 4.15e-04 3.50 6.88e-05 3.09 4.13e+00 2.65e+02
k = 3
545 19616 3.23e+00 – 9.54e-02 – 5.24e-02 8.26e-03
2337 89856 1.93e-01 4.06 5.31e-03 4.17 1.59e-01 7.70e-02
9665 382976 9.29e-03 4.38 2.49e-04 4.42 5.54e-01 1.00e+00
39297 1579776 4.17e-04 4.48 1.21e-05 4.36 2.14e+00 1.56e+01
158465 6415616 1.67e-05 4.65 6.55e-07 4.21 8.35e+00 3.59e+02
k = 4
669 29976 9.15e-01 – 1.49e-02 – 1.16e-01 9.69e-03
2873 137504 3.33e-02 4.78 4.92e-04 4.92 3.08e-01 1.09e-01
11889 586416 2.13e-04 7.29 1.05e-05 5.55 1.19e+00 1.65e+00
48353 2419664 1.28e-05 4.06 3.34e-07 4.97 4.91e+00 2.68e+01
195009 9827856 1.20e-07 6.74 1.00e-08 5.06 1.87e+01 4.89e+02
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Figure 6: Solution (53) (Darcy problemwith discontinuous permeability). Arrows indicate orientation
and magnitude of the velocity at a given point.
Table 5: Convergence results for the Darcy problem with variable permeability.
Ndof Nnz ‖eh ‖U,h EOC ‖eh ‖ EOC ‖h ‖ EOC
k = 0
113 1440 1.12e+00 – 2.62e-01 – 4.30e-02 –
481 5696 1.03e+00 0.13 2.44e-01 0.11 2.58e-02 0.74
1985 22656 9.36e-01 0.13 2.22e-01 0.13 1.49e-02 0.79
8065 90368 8.55e-01 0.13 2.04e-01 0.12 9.51e-03 0.65
32513 360960 7.81e-01 0.13 1.89e-01 0.11 7.29e-03 0.38
k = 1
193 4800 1.37e+00 – 2.52e-01 – 1.24e-02 –
833 18944 1.24e+00 0.13 2.35e-01 0.10 8.97e-03 0.46
3457 75264 1.14e+00 0.13 2.19e-01 0.10 6.84e-03 0.39
14081 300032 1.05e+00 0.12 2.05e-01 0.10 5.69e-03 0.26
56833 1198080 9.67e-01 0.12 1.93e-01 0.09 4.90e-03 0.22
k = 2
273 10144 1.62e+00 – 2.05e-01 – 9.69e-03 –
1185 40000 1.49e+00 0.12 1.92e-01 0.09 7.05e-03 0.46
4929 158848 1.38e+00 0.11 1.81e-01 0.09 5.75e-03 0.29
20097 633088 1.27e+00 0.11 1.71e-01 0.08 4.92e-03 0.23
81153 2527744 1.18e+00 0.11 1.62e-01 0.08 4.25e-03 0.21
k = 3
353 17472 1.84e+00 – 1.79e-01 – 7.00e-03 –
1537 68864 1.70e+00 0.11 1.69e-01 0.08 5.82e-03 0.27
6401 273408 1.57e+00 0.11 1.61e-01 0.07 5.03e-03 0.21
26113 1089536 1.45e+00 0.11 1.53e-01 0.07 4.36e-03 0.20
105473 4349952 1.35e+00 0.11 1.46e-01 0.07 3.78e-03 0.21
k = 4
433 26784 2.05e+00 – 1.62e-01 – 6.24e-03 –
1889 105536 1.90e+00 0.11 1.55e-01 0.07 5.33e-03 0.23
7873 418944 1.77e+00 0.11 1.48e-01 0.07 4.62e-03 0.21
32129 1669376 1.64e+00 0.11 1.41e-01 0.07 4.01e-03 0.21
129793 6664704 1.52e+00 0.11 1.35e-01 0.07 3.46e-03 0.21
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6 Proofs
This section collects the proofs of Theorems 11 and 12 preceded by the required intermediate results.
6.1 Comparison of local seminorms
In this section we prove a technical proposition that contains comparison results for the local Stokes
and Darcy seminorms.
Proposition 16 (Comparison of the local Darcy and Stokes seminorms). Let a mesh element T ∈ Th
be fixed. Recalling the definition (20) of the boundary seminorm |·|1,∂T , it holds for all vT ∈ UkT that
‖rkD,T vT − vT ‖T . hT |vT |1,∂T (54)
and
|vT |2D,T . (2µT )Cf,T |vT |21,∂T where |vT |D,T B sD,T (vT , vT )
1
2 . (55)
Moreover,
(2µT )‖vT ‖2ε,T . C−1f,T ‖vT ‖2D,T if νT > 0. (56)
Proof. (i) Proof of (54). We apply the estimate ‖ϕT ‖T .
(‖pik−1T ϕT ‖2T +∑F ∈FT hF ‖ϕT ·nTF ‖2F ) 12
valid for any function ϕT ∈ RTNk(T) to ϕT = rkD,T vT − vT to infer
‖rkD,T vT − vT ‖T .
©­«
∑
F ∈FT
hF ‖(rkD,T vT − vT )·nTF ‖2F
ª®¬
1
2
=
©­«
∑
F ∈FT
hF ‖(vF − vT )·nTF ‖2Fª®¬
1
2
≤ hT |vT |1,∂T ,
where we have used the characterisation (25) of the local Darcy velocity reconstruction in the first
two passages and the fact that hF ≤ hT for all F ∈ FT to conclude.
(ii) Proof of (55). The volumetric term in |·|D,T is zero if k ≥ 2 (see (31)). If k = 1, on the other
hand, we can write
νT ‖δ1D,T vT ‖2T = νT ‖pi1T (r1D,T vT − vT )‖2T ≤ νT ‖r1D,T vT − vT ‖2T . (2µT )Cf,T |vT |21,∂T , (57)
where we have used the definition (30) of δ1D,T in the equality, the boundedness of pi
1
T expressed by
(6) with X = T , ` = 1, and s = 0 in the first bound, and (54) together with the definition (49) of the
local friction coefficient to conclude.
On the other hand, for all F ∈ FT we have that
‖δkD,TF vT ‖F = ‖pikF (rkD,T vT − vF )‖F ≤ ‖rkD,T vT − vF ‖F . h
− 12
F ‖rkD,T vT − vT ‖T + ‖vF − vT ‖F,
where we have used the definition (30) of δkD,TF in the equality, invoked the boundedness of pi
k
F
expressed by (6) with X = F, ` = k, and s = 0 in the first bound, inserted ±vT into the norm and
used the triangle inequality together with a discrete trace inequality (see, e.g., [21, Lemma 1.46])
to conclude. Squaring the above inequality, multiplying it by νT hF , summing over F ∈ FT , and
recalling the definition (49) of the local friction coefficient after observing that hF ≤ hT , we obtain∑
F ∈FiT
νT hF ‖δkD,TF vT ‖2F . νT ‖rkD,T vT − vT ‖2T + (2µT )Cf,T |vT |21,∂T .
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Using (54) and again (49) to bound the first term in the right-hand side, we arrive at∑
F ∈FiT
νT hF ‖δkD,TF vT ‖2F . (2µT )Cf,T |vT |21,∂T . (58)
Estimate (58), added to (57) in the case k = 1, concludes the proof of (55).
(iii) Proof of (56). For any F ∈ FT , recalling the definition (30) of the Darcy difference operators,
we have that
‖vF − vT ‖F ≤ ‖δkD,TF vT ‖F + ‖δlD,T vT ‖F + ‖pikF rkD,T vT − pilT rkD,T vT ‖F,
where we have inserted ±(pikF rkD,T vT − pilT rkD,T vT ) into the norm and used the triangle inequality to
conclude. Using l ≤ k (see (10)) and the idempotency, linearity, and boundedness of pikF to write
‖pikF rkD,T vT − pilT rkD,T vT ‖F = ‖pikF (rkD,T vT − pilT rkD,T vT )‖F ≤ ‖rkD,T vT − pilT rkD,T vT ‖F together with
a standard discrete trace inequality, we can go on writing
‖vF − vT ‖F . ‖δkD,TF vT ‖F + h
− 12
F ‖δlD,T vT ‖T + h
− 12
F ‖rkD,T vT − pilT rkD,T vT ‖T
. ‖δkD,TF vT ‖F + h
− 12
F ‖δlD,T vT ‖T + h
− 12
F ‖rkD,T vT ‖T ,
where the conclusion follows using the triangle inequality in the last term together with the bounded-
ness of pilT expressed by (6) with X = T , ` = l, and s = 0. Raising the above inequality to the square,
multiplying by (2µT )h−1F both sides, summing over F ∈ FT , and using the uniform equivalence
hF ' hT followed by the definition (49) of the local friction coefficient, we conclude that
(2µT )|vT |21,∂T . C−1f,T ‖vT ‖2D,T . (59)
We next write
(2µT ) 12 ‖∇svT ‖T . (2µT ) 12 h−1T ‖vT ‖T
≤ (2µT ) 12 h−1T ‖rkD,T vT − vT ‖T + C
− 12
f,T ‖ν
1
2
T r
k
D,T vT ‖T
≤ (2µT ) 12 |vT |1,∂T + C
− 12
f,T ‖ν
1
2
T r
k
D,T vT ‖T . C
− 12
f,T ‖vT ‖D,T , (60)
where we have used a standard discrete inverse inequality (see, e.g., [32, Section 1.7]) in the first line,
we have inserted ±rkD,T vT into the norm and used a triangle inequality together with the definition
(49) of the local friction coefficient to pass to the second line, and we have used (54) to pass to the
third line and (59) to conclude. Squaring (60), summing it to (59), and recalling the definition (20)
of the local strain seminorm, the conclusion follows. 
6.2 Well-posedness
Well-posedness classically hinges on the following inf–sup condition on bh.
Lemma 17 (Stability of the velocity–pressure coupling). For all qh ∈ Pkh , it holds with β defined by
(43)
β‖qh ‖ . sup
vh ∈Ukh,0\{0}
bh(vh, qh)
‖vh ‖U,h
. (61)
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Proof. (i) Boundedness of Ikh. We start by proving the following boundedness property for I
k
h: For
all v ∈ H10 (Ω)d,
‖Ikhv‖U,h . β−1‖v‖H1(Ω)d . (62)
A straightforward adaptation of the arguments of [18, Proposition 7.1] gives for the Stokes norm of
Ikhv:
‖IkT v‖2S,h . (2µ)|v |2H1(Ω)d . (63)
We next estimate the Darcy norm of Ikhv. Recalling the definitions (32) and (55) of the local Darcy
norm ‖·‖D,T and seminorm |·|D,T , and replacing rkD,T IkT v by IkRTN,T v for each T ∈ Th (see (26)), we
can write
‖Ikhv‖2D,h =
∑
T ∈Th
(
νT ‖IkRTN,T v‖2T + |IkT v |2D,T
)
.
For any mesh element T ∈ Th, using the seminorm comparison (55) and recalling the definition
(49) of the local friction coefficient together with the bound |IkT v |1,∂T . |v |H1(T )d (see again [18,
Proposition 7.1]), it is readily inferred that
|IkT v |D,T . ν
1
2
T hT |IkT v |1,∂T . ν
1
2 dΩ |v |H1(T )d . ν
1
2 |v |H1(T )d,
with dΩ denoting the diameter of Ω. Hence, denoting by IkRTN,h : H
1(Ω)d → RTNk(Th) the global
Raviart–Thomas–Nédélec interpolator whose restriction to each mesh element T ∈ Th coincides with
IkRTN,T (see (27)), we arrive at
‖Ikhv‖2D,h . ν
(
‖IkRTN,hv‖2 + |v |2H1(Ω)d
)
. ν‖v‖2
H1(Ω)d, (64)
where we have used standard boundedness properties of IkRTN,h (see, e.g., [34, Lemma 4.4]) to
conclude. Summing (63) and (64), recalling the definition (41) of ‖·‖U,h with vh = Ikhv, and passing
to the square root, (62) follows.
(ii) Conclusion. Let qh ∈ Ph. From the surjectivity of the continuous divergence operator from U
to P (see, e.g., [35, Section 2.2]), we infer the existence of vqh ∈ U such that −∇·vqh = qh and
‖vqh ‖H1(Ω)d . ‖qh ‖, with hidden constant depending only on Ω. Using the above fact, we can write
‖qh ‖2 = −(∇·vqh, qh) = bh(Ikhvqh, qh),
where we have used the consistency property (37) of bh with w = vqh to conclude. Hence, denoting
by $ the supremum in the right-hand side of (61) and using (62), it holds that
‖qh ‖2 ≤ $‖Ikhvqh ‖U,h . $β−1‖vqh ‖H1(Ω)d . $β−1‖qh ‖.
This concludes the proof. 
In the proof of Theorem 11 below, we will need the following global discrete Korn inequality that
descends from [9, Proposition 20] (based, in turn, on the results of [12]): For all vh ∈ Ukh,0, recalling
the definition (11) of vh ∈ Pl(Th)d, it holds that
‖vh ‖ + ‖vh ‖1,h . ‖vh ‖ε,h where ‖vh ‖21,h B
∑
T ∈Th
(
‖∇vT ‖2T + |vT |21,∂T
)
. (65)
We are now ready to prove well-posedness.
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Proof of Theorem 11. The bilinear form ah is coercive and bounded (with coercivity and boundedness
constants equal to 1) onUkh,0 equipped with the ‖·‖U,h-norm (see (22), and (32)), and the bilinear form
bh is inf–sup stable on this space (see (61)). Hence, using the fact that Ukh,0 is finite-dimensional, we
can apply [32, Theorem 2.34] to infer that problem (39) is well-posed and that the following a priori
bound holds:
‖uh ‖U,h + β‖ph ‖ . ‖f‖U∗,h + β−1‖g‖, (66)
where we have denoted by f the linear functional on Ukh,0 such that, for all vh ∈ Ukh,0, 〈f, vh〉 B
( f , rkD,hvh). We next observe that, for all T ∈ Th,
( f , rkD,T vT )T = ( f , vT )T + ( f , rkD,T vT − vT )T
≤ ‖ f ‖T
(
‖vT ‖T + ‖rkD,T vT − vT ‖T
)
. ‖ f ‖T
(‖vT ‖T + hT |vT |1,∂T ) ,
where we have used the Cauchy–Schwarz inequality to pass to the second line and (54) to conclude.
Using the previous bound, a discrete Cauchy–Schwarz inequality on the sum over T ∈ Th, and the
fact that, for all T ∈ Th, hT ≤ dΩ with dΩ denoting the diameter of Ω, we arrive at
|( f , rkD,hvh)| . ‖ f ‖
(‖vh ‖ + ‖vh ‖ε,h ) . ‖ f ‖‖vh ‖ε,h . (2µ)− 12 ‖ f ‖‖vh ‖U,h,
where we have used the discrete Korn inequality (65) in the second bound and, to conclude, we
have invoked the uniform global norm equivalence (21) together with (41) to write ‖vh ‖ε,h .
(2µ)− 12 ‖vh ‖S,h . (2µ)−
1
2 ‖vh ‖U,h. Plug this bound into the definition (42) of ‖f‖U∗,h to infer (43). 
6.3 Convergence
This section contains the proof of Theorem 12 preceded by two intermediate lemmas containing
consistency results for the Stokes and Darcy bilinear forms
6.3.1 Consistency of the Stokes bilinear form
Lemma 18 (Consistency of the Stokes bilinear form). It holds for all w ∈ H1(Ω)d ∩Hk+2(Th)d such
that ∇·(2µ∇sw) ∈ L2(Ω)d,
sup
vh ∈Ukh,0, ‖vh ‖U,h=1
ES,h(w; vh) . ( ∑
T ∈Th
(2µT )min(1,C−1f,T )h2(k+1)T |w |2Hk+2(T )d
) 1
2
(67)
with Stokes consistency error
ES,h(w; vh) B −(∇·(2µ∇sw), vh) − aS,h(Ikhw, vh). (68)
Proof. We proceed to bound the consistency error for a generic vh ∈ Ukh,0. For the sake of brevity,
throughout the proof we let, for all T ∈ Th, wˇT B rk+1S,T IkTw = pik+1ε,T w (see (15)).
We start by noting the following consistency property for the stabilisation term valid under
Assumption 2, whose proof follows using the arguments of [28, Proposition 3.1]: For all T ∈ Th,
|IkTw |S,T . (2µT )
1
2 hk+1T |w |Hk+2(T )d where, for all vT ∈ UkT , |vT |S,T B sS,T (vT , vT )
1
2 . (69)
We next find a more convenient reformulation of the terms composing the consistency error.
Integrating by parts element by element, and using the continuity of the normal component of
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2µ∇sw across interfaces together with the strongly enforced boundary conditions to insert vF into
the boundary term, we have that
− (∇·(2µ∇sw), vh) =
∑
T ∈Th
©­«2µT (∇sw,∇svT )T +
∑
F ∈FT
2µT (∇swnTF, vF − vT )Fª®¬ . (70)
On the other hand, plugging (18) into (17), and expanding, for all T ∈ Th, the consistency term
involving rk+1S,T vT according to its definition (14a) with w = wˇT , it is inferred that
aS,h(Ikhw, vh) =∑
T ∈Th
©­«2µT (∇swˇT ,∇svT )T +
∑
F ∈FT
2µT (∇swˇT nTF, vF − vT )F + sS,T (IkTw, vT )T ª®¬ . (71)
Subtracting (71) from (70), taking absolute values, and using the definition (16) of the strain projector
to cancel the first terms in parentheses, we get
|ES,h(w; vh)| =
 ∑T ∈Th ©­«
∑
F ∈FT
2µT (∇s(w − wˇT )nTF, vF − vT )F − sS,T (IkTw, vT )T ª®¬

≤
∑
T ∈Th
(
(2µT )h
1
2
T ‖∇s(w − wˇT )‖∂T |vT |1,∂T + |IkTw |S,T |vT |S,T
)
.
∑
T ∈Th
(
(2µT ) 12 hk+1T |w |Hk+2(T )d (2µT )
1
2 ‖vT ‖ε,T
)
,
(72)
where we have used Cauchy–Schwarz inequalities to pass to the second line, and we have concluded
using the approximation properties (111) of the strain projector and (69) of the Stokes stabilisation
bilinear form, as well as the uniform local seminorm equivalence (19). Let now an element T ∈ Th
be fixed. We distinguish two cases according to the value of the local friction coefficient. If C−1f,T ≤ 1
(which means, in particular, that νT > 0), by virtue of (56) we can write
(2µT ) 12 ‖vT ‖ε,T . C
− 12
f,T ‖vT ‖D,T = min(1,C−1f,T )
1
2 ‖vT ‖D,T ≤ min(1,C−1f,T )
1
2 ‖vT ‖U,T .
If, on the other hand, C−1f,T > 1 (with C
−1
f,T = +∞ corresponding to νT = 0), recalling the uniform local
seminorm equivalence (19), it holds
(2µT ) 12 ‖vT ‖ε,T . ‖vT ‖S,T = min(1,C−1f,T )
1
2 ‖vT ‖S,T ≤ min(1,C−1f,T )
1
2 ‖vT ‖U,T .
Plugging the above estimates into (72) and using a discrete Cauchy–Schwarz inequality on the sum
over T ∈ Th, the conclusion follows. 
6.3.2 Consistency of the Darcy bilinear form
To prove Lemma 19 below, we will need the following optimal approximation properties (see, e.g.,
[34, Lemma 3.17] for a proof): For all T ∈ Th and all m ∈ {0, . . . , k + 1},
|IkRTN,Tw − w |Hm(T )d . hk+1−mT |w |Hk+1(T )d . (73)
Using the trace inequality (112) below with X = T in conjunction with (73) for m = 0 and m = 1, we
additionally infer that it holds, for all F ∈ FT ,
‖IkRTN,Tw − w‖F . h
k+ 12
T |w |Hk+1(T )d . (74)
25
Lemma 19 (Consistency of the Darcy bilinear form). For all w ∈ H1(Ω)d ∩Hk+1(Th)d, it holds that
sup
vh ∈Ukh,0, ‖vh ‖U,h=1
ED,h(w; vh) . ( ∑
T ∈Th
νT min(1,Cf,T )h2(k+1)T |w |2Hk+1(T )d
) 1
2
(75)
with Darcy consistency error
ED,h(w; vh) B (νw, rkD,hvh) − aD,h(Ikhw, vh). (76)
Proof. We decompose the consistency error as follows:
ED,h(w; vh) C T1 + T2 =
∑
T ∈Th
T1(T) +
∑
T ∈Th
T2(T) (77)
where, for all T ∈ Th, we have set
T1(T) B νT (w − rkD,T IkTw, rkD,T vT )T , T2(T) B sD,T (IkTw, vT ).
(i) Estimate of T1. For any T ∈ Th such that Cf,T > 1, using (26) to replace rkD,T IkTw by IkRTN,Tw, we
can write
|T1(T)| = |νT (w − IkRTN,Tw, rkD,T vT )T |
≤ ν
1
2
T ‖w − IkRTN,Tw‖T ‖ν
1
2
T r
k
D,T vT ‖T
. ν
1
2
T min(1,Cf,T )
1
2 hk+1T |w |Hk+1(T )d ‖vT ‖D,T
≤ ν
1
2
T min(1,Cf,T )
1
2 hk+1T |w |Hk+1(T )d ‖vT ‖U,T ,
(78)
where we have used the Cauchy–Schwarz inequality to pass to the second line, the approximation
properties (73) with m = 0 and the fact that 1 = min(1,Cf,T ) since Cf,T > 1 together with the
definition (32) of the ‖·‖D,T -norm to pass to the third line, and the definition (41) of the ‖·‖U,T -norm
to conclude.
If Cf,T ≤ 1 and k ≥ 2, on the other hand, we can write
|T1(T)| = |νT (w − IkRTN,Tw, rkD,T vT − vT )T |
≤ νT ‖w − IkRTN,Tw‖T ‖rkD,T vT − vT ‖T
. ν
1
2
T h
k+1
T |w |Hk+1(T )d ν
1
2
T hT |vT |1,∂T
. ν
1
2
TC
1
2
f,T h
k+1
T |w |Hk+1(T )d ‖vT ‖S,T ,
= ν
1
2
T min(1,Cf,T )
1
2 hk+1T |w |Hk+1(T )d ‖vT ‖U,T ,
(79)
where we have used the definition (27a) of IkRTN,T to insert vT ∈ Pk−1(T)d in the first line, the
Cauchy–Schwarz inequality to pass to the second line, the approximation properties (73) of IkRTN,T
withm = 0 together with the bound (54) to pass to the third line, the definition (49) of the local friction
coefficient together with the uniform local seminorm equivalence (19) to pass to the fourth line, and
the fact Cf,T = min(1,Cf,T ) since Cf,T ≤ 1 together with the definition (41) of the ‖·‖U,T -norm to
conclude.
The case Cf,T ≤ 1 and k = 1 has to be treated separately because the reasoning in the first line of
(79) breaks down as we cannot insert vT ∈ P1(T)d inside the second argument of the L2-product. To
overcome this difficulty, we insert instead pi0T vT , write r
1
D,T vT − pi0T vT = r1D,T vT − vT + vT − pi0T vT
26
and, proceeding in a similar manner as before with the additional use of a local Poincaré inequality
corresponding to (7) with ` = 0, s = 1, and m = 0, we arrive at the following bound:
|T1(T)| . ν
1
2
T min(1,Cf,T )
1
2 h2T |w |H2(T )d (2µT )
1
2
(
‖∇vT ‖2T + |vT |21,∂T
) 1
2
. (80)
Gathering (78)–(80), using a discrete Cauchy–Schwarz inequality on the sum over T , invoking
the discrete Korn inequality (65) followed by the first inequality in (21) for the case Cf,T ≤ 1 and
k = 1 to further bound (introducing αµ) the term resulting from the last factor in the right-hand side
of (80), and using the fact that, by definition, αµ ≥ 1, we arrive at
|T1 | .
( ∑
T ∈Th
αµνT min(1,Cf,T )h2(k+1)T |w |2Hk+1(T )d
) 1
2
‖vh ‖U,h . (81)
(ii) Estimate of T2. To bound the second elementary contribution in the right-hand side of (77), we
preliminarily estimate the L2-norms of the Darcy difference operators (30) when their argument is
IkTw. Clearly, δ
l
D,T I
k
Tw vanishes when k ≥ 2 (see (31)). When k = l = 1, on the other hand, we can
write, accounting for (26),
‖δ1D,T I1Tw‖T = ‖pi1T (I1RTN,Tw − w)‖T ≤ ‖I1RTN,Tw − w‖T . h2T |w |H2(T )d,
where we have used the boundedness of pilT expressed by (6) with X = T , ` = k, and s = 0 in the first
bound and the approximation properties (73) with k = 1 and m = 0 to conclude. On the other hand,
for any F ∈ F iT we can write
‖δkD,TF IkTw‖F = ‖pikF (IkRTN,Tw − w)‖F ≤ ‖IkRTN,Tw − w‖F . h
k+ 12
T |w |Hk+1(T )d,
where we have used (26), the boundedness of pikF expressed by (6) with X = F, ` = k, and s = 0, and
(74). Using the Cauchy–Schwarz inequality together with the above bounds yields
|T2(T)| ≤ |IkTw |D,T |vT |D,T . ν
1
2
T h
k+1
T |w |Hk+1(T )d |vT |D,T
with |·|D,T -seminorm defined by (55). If Cf,T > 1, observing that |vT |D,T ≤ ‖vT ‖D,T ≤ ‖vT ‖U,T (see
(32), (55), and (41)), this immediately yields
|T2(T)| . ν
1
2
T min(1,Cf,T )
1
2 hk+1T |w |Hk+1(T )d ‖vT ‖U,T .
If Cf,T ≤ 1, on the other hand, recalling (55) we can go on writing
|T2(T)| . ν
1
2
TC
1
2
f,T h
k+1
T |w |Hk+1(T )d (2µT )
1
2 |vT |1,∂T
≤ ν
1
2
T min(1,Cf,T )
1
2 hk+1T |w |Hk+1(T )d ‖vT ‖S,T
. ν
1
2
T min(1,Cf,T )
1
2 hk+1T |w |Hk+1(T )d ‖vT ‖U,T
where we have used the fact that Cf,T ≤ 1 to replace C
1
2
f,T by min(1,Cf,T )
1
2 together with the uniform
local seminorm equivalence (19) in the second line, and the definition (41) of the ‖·‖U,T -norm to
conclude. Gathering the above bounds and using a discrete Cauchy–Schwarz inequality on the sum
over T ∈ Th, we arrive at
|T2 | .
( ∑
T ∈Th
νT min(1,Cf,T )h2(k+1)T |w |2Hk+1(T )d
) 1
2
‖vh ‖U,h . (82)
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(iii) Conclusion. Take the absolute value of (77), use (81) and (82) (after recalling that, by (50),
αµ ≥ 1) to estimate the terms in the right-hand side, and use the resulting bound to estimate the
supremum in (75). 
Remark 20 (Cut-off factors). The proof and usage of the local cut-off factors are inspired by [20], in
which an advection–diffusion–reaction model is considered. In this reference, a seamless treatment
of both advection–dominated and diffusion–dominated regimes is carried out by introducing two
discrete norms (advective and diffusive); the consistency errors due to the advective and diffusive
terms are estimated using either one of the norm, depending on the locally dominating regime as
determined by the value of a local Péclet number. Here, we defined Stokes and Darcy norms, and
similarly estimated the consistency errors of the Stokes and Darcy terms using either norm, depending
on the locally dominating regime as determined by the friction coefficients Cf,T .
6.3.3 Error estimate and convergence
We are now ready to prove the main convergence result.
Proof of Theorem 12. (i) Error estimates. The a priori error estimate (47) is inferred proceeding as
in the proof of the a priori bound (66) in Theorem 11, this time for the error equation (45).
(ii) Convergence rate. To estimate the convergence rate, we bound the dual norm of the consistency
error R(u, p). Using its definition (46) together with the fact that (2a) is satisfied almost everywhere
in Ω by the weak solution (u, p) of (4), it is inferred for all vh ∈ Ukh,0 that
〈R(u, p), vh〉 =
(∇·(2µ∇su), vh − rkD,hvh) + ES,h(u; vh) + ED,h(u; vh) +
[
(∇p, rkD,hvh) − bh(vh, pˆh)
]
(83)
with Stokes and Darcy errors defined by (68) and (76), respectively. Denote by T1, . . . ,T4 the terms
in the right-hand side. Recalling (24a), for the first term we can write
T1 =
∑
T ∈Th
2µT (∇·∇su − pik−1T (∇·∇su), vT − rkD,T vT )T .
Hence, using Cauchy–Schwarz inequalities followed by the optimal approximation properties (7) of
pik−1T with ` = s = k − 1 and m = 0 together with (54), we have that
|T1 | .
∑
T ∈Th
(2µT ) 12 hk+1T |u |Hk+2(T )d (2µT )
1
2 |vT |1,∂T . (84)
When C−1f,T > 1, we can write using the uniform local seminorm equivalence (19) and recalling the
definition (41) of the ‖·‖U,T -norm,
(2µT ) 12 |vT |1,∂T . min(1,C−1f,T )
1
2 ‖vT ‖S,T ≤ min(1,C−1f,T )
1
2 ‖vT ‖U,T .
On the other hand, when C−1f,T ≤ 1 (so that, in particular, νT > 0), (56) gives
(2µT ) 12 |vT |1,∂T . C
− 12
f,T ‖vT ‖D,T = min(1,C−1f,T )
1
2 ‖vT ‖D,T ≤ min(1,C−1f,T )
1
2 ‖vT ‖U,T .
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Plugging the above bounds into (84) and using a discrete Cauchy–Schwarz inequality on the sum over
T ∈ Th finally yields
|T1 | .
( ∑
T ∈Th
(2µT )min(1,C−1f,T )h2(k+1)T |u |2Hk+2(T )d
) 1
2
‖vh ‖U,h . (85)
The second term is readily estimated using the consistency properties (67) of the Stokes bilinear form:
|T2 | .
( ∑
T ∈Th
(2µT )min(1,C−1f,T )h2(k+1)T |u |2Hk+2(T )d
) 1
2
‖vh ‖U,h . (86)
Similarly, the consistency properties (75) of the Darcy bilinear form yield
|T3 | .
( ∑
T ∈Th
νT min(1,Cf,T )h2(k+1)T |u |2Hk+1(T )d
) 1
2
‖vh ‖U,h . (87)
In order to estimate the fourth term, we observe that
(∇p, rkD,hvh) = −(∇·rkD,hvh, p) = −(∇·rkD,hvh, pˆh) = bh(vh, pˆh),
where we have used a global integration by parts in the first passage, standard properties of Raviart–
Thomas–Nédélec functions to infer ∇·rkD,hvh ∈ Pk(Th) (see, e.g., [8, Proposition 2.3.3]) and replace
p by pˆh in the second passage, and property (38) to conclude. This readily implies
T4 = 0. (88)
Plugging the bounds (85)–(88) into (83), using the resulting inequality to estimate the supremum
in (42), and recalling (47) yields (48). 
A Uniform Korn inequalities with application to the study of optimal
approximation properties for the strain projector
This appendix contains two technical results whose interest goes beyond the application to the
Brinkman problem: the proof of uniform Korn inequalities on star-shaped polytopal domains, and
their application to the study of optimal approximation properties for the strain projector on polynomial
spaces.
A.1 Uniform local second Korn inequality
The goal of this section is to establish a uniform second Korn inequality for mesh elements. We
consider generic regular polytopal elements, which is more general than the setting considered in
Section 3; note that, even if some parts of the proofs can be simplified when the elements are
triangular/tetrahedral, most of the difficulty remains even for such elements. The main result of this
section is stated in the following proposition. Besides the second Korn inequality, we also state a
uniform Nečas inequality which is strongly related to the Korn inequality.
Proposition 21. Let % > 0. There exists C depending only on d and % such that, for any polytope
T ⊂ Rd, of diameter hT , that is star-shaped with respect to every point in a ball of radius %hT ,
‖v − pi0T v‖T ≤ C‖∇v‖H−1(T )d ∀v ∈ L2(T), (89)
and
‖∇u − pi0T (∇ssu)‖T ≤ C‖∇su‖T ∀u ∈ H1(T)d . (90)
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Figure 7: Illustration of the proof of Lemma 22
Before proving this proposition, we establish the following lemma that gives the existence of
a uniform atlas for all mesh elements star-shaped with respect to every point in a ball of radius
comparable to their diameter. In this lemma, for given positive number ζ and unit vector r , we let Bζ
be the open ball in Rd centred at the origin and of radius ζ , and we define the semi-infinite cylinder
M(r, ζ) B {x B x⊥ + zr : x⊥ ∈ Bζ is orthogonal to r and z ∈ [0,+∞)}.
Figure 7 provides an illustration of this definition, as well as of other notations used in the proof of
the lemma.
Lemma 22 (Uniform atlas for star-shaped elements). Let % > 0. There exists a finite number of
unit vectors (r1, . . . , rm) in Rd and a real number L > 0, all depending only on d and %, such that
B1 ⊂ ⋃ml=1 M(r l, %/2) and, if T is a polytope of Rd contained in B1 and star-shaped with respect to
every point in B%, for any l = 1, . . . ,m,
T ∩ M(r l, %/2) = {x = (x1, . . . , xd) ∈ M(r l, %/2) : xd ≤ ϕl(x1, . . . , xd−1)} ,
where the system of orthogonal coordinates (x1, . . . , xd) is chosen such that xd is the coordinate
along r l, Hd = {x ∈ Rd : xd = 0} is the horizontal hyperplane in this system of coordinates, and
ϕl : B%/2 ∩ Hd → R is a Lipschitz-continuous function with Lipschitz constant bounded by L.
Proof. In the following, a . bmeans that a ≤ Cbwith C depending only on d and %. We first notice
that, since B1 is determined by d, there is a fixed number m of unit vectors (r1, . . . , rm), depending
only on d and %, such that B1 ⊂ ⋃ml=1 M(r l, %/2). The proof is complete by showing that, in each
M(r l, %/2) and in the coordinates associated with r l as in the lemma,T is the hypograph of a Lipschitz
function ϕl, with a controlled Lipschitz constant. From thereon we drop the index l for legibility.
Since the boundary of T is made of the faces F ∈ FT , this function ϕ is piecewise affine on each
affine part corresponding to a face F, and it holds that
nTF =
(−∇d−1ϕ, 1)√
1 + |∇d−1ϕ|2
,
30
where ∇d−1ϕ is the gradient in Hd of ϕ with respect to its (d − 1) variables. Hence, nTF ·r =
(1 + |∇d−1ϕ|2)− 12 and if we can prove that
1 . nTF ·r ∀F ∈ FT , (91)
then we have |∇d−1ϕ| . 1, that is, the uniform control of the Lipschitz constant of ϕ.
To prove (91), let F ∈ FT , a ∈ F ∩ M(r, %/2) and let us translate the fact that T is star-shaped
with respect to every point in B%. Working as in the proof of [30, Lemma B.1], we see that this
assumption forces B% to be fully on one side of the hyperplane spanned by F, which translates into
(a − x)·nTF ≥ 0 ∀x ∈ B% . (92)
On the other, hand since a ∈ M(r, %/2), we have a = a⊥ + zr with z > 0 and a⊥ orthogonal to r and
in B%/2. Apply (92) to x = a⊥ + (%/2)nTF , which belongs to B% since |a⊥ | ≤ %/2. Noticing that
a − x = zr − (%/2)nTF , this yields
0 ≤ zr ·nTF − %2 . (93)
Since a ∈ B1 and r is a unit vector, we have 0 < z ≤ 1 and (93) therefore gives r ·nTF =
z−1(zr ·nTF ) ≥ z−1%/2 ≥ %/2. The proof of (91) is complete. 
We are now in a position to prove the uniform Nečas and second Korn inequalities.
Proof of Proposition 21. The reasoning of [46] shows that if the Nečas inequality (89) holds with a
certain C, then the second Korn inequality (90) holds with the constant
√
1 + 2C2. Hence, we only
have to prove that the mesh elements T considered in the proposition satisfy (89) with a constant C
that depends only on d and %. This is achieved proceeding in two steps: first, we scale the problem
in order to reduce the proof to the case of a polytopal set contained in the unit ball and star-shaped
with respect to B%; second, we prove the sought result in the latter case.
(i) Scaling. Since the inequality is obviously invariant by translation, we can assume that T is
star-shaped with respect to every point in B%hT . We then scale T so that its diameter is equal to 1.
Precisely, define T̂ = T/hT and, for f ∈ L2(T), set f̂ ∈ L2(T̂) such that f̂ (x̂) = f (hT x̂) for all x̂ ∈ T̂ .
Then hT̂ = 1 and T̂ is star-shaped with respect to every point in B%. Moreover, by the change of
variable T̂ 3 x̂ 7→ x = hT x̂ ∈ T , ∫
T
f = hdT
∫
T̂
f̂ (94)
and, if f ∈ H1(T),
∇ f̂ = hT ∇̂ f . (95)
These properties show that, for any v ∈ L2(T),
‖v − pi0T v‖T = hd/2T ‖v̂ − pi0T̂ v̂‖T̂ , (96)
and that
‖∇v‖H−1(T )d = sup
ψ∈H10 (T )d
∫
T
v∇·ψ
‖ψ‖H10 (T )d
= sup
ψ∈H10 (T )d
hdT
∫
T̂
v̂ ∇̂·ψ
‖∇ψ‖T
= sup
ψ∈H10 (T )d
hdT
∫
T̂
v̂h−1T ∇·ψ̂
hd/2T ‖∇̂ψ‖T̂
= sup
ψ̂∈H10 (T̂ )d
hdT h
−1
T
∫
T̂
v̂∇·ψ̂
hd/2T h
−1
T ‖∇ψ̂‖T̂
= hd/2T ‖∇v̂‖H−1(T̂ ),
(97)
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where we have used, in sequence, the definition of the norm in H−1(T)d, the change of variable (94)
with f = v∇·ψ together with the definition ‖·‖H10 (T )d B ‖∇·‖T of the norm H
1
0 (T)d, (95) with f =
components of ψ and the change of variables (94) with f = |∇ψ |, once again the relation (95) with
f = components of ψ, and finally the definition of ‖∇v̂‖H−1(T̂ )d . If we prove (89) for all polytopal
sets T̂ of diameter 1 and star-shaped with respect to every point in B%, with C depending only on d
and %, the relations (96)–(97) show that (89) also holds for T with the same constant. To simplify the
notations, in the following we drop the hat and we simply write T and v for T̂ and v̂. In other words,
we have reduced the proof to the case where T is a polytopal set contained in B1 and star-shaped with
respect to every point in B%.
(ii) Proof of (89) and (90) in the scaled case. [10, Theorem IV.1.1] establishes the existence of
CT such that
‖w‖T ≤ CT
(
‖w‖H−1(T ) + ‖∇w‖H−1(T )
)
∀w ∈ L2(T). (98)
The proof [10, Theorem IV.1.1] gives a clear dependency on the constant CT in terms of an atlas of
∂T . For any T contained in B1 and star-shaped with respect to every point in B%, Lemma 22 provides
an atlas of ∂T , whose open covering and domains and Lipschitz constant of the maps depend only on
d and %. Using this atlas in the proof of [10, Theorem IV.1.1], we see that (98) holds with CT = C0
depending only on d and %. Applying this inequality to w = v − pi0T v (that has a zero integral over T),
the Nečas estimate (89) follows if we show that
‖w‖H−1(T ) ≤ C1‖∇w‖H−1(T )d ∀w ∈ L2(T) such that
∫
T
w = 0 (99)
with C1 depending only on d and %. This estimate is established in [10, Proposition IV.1.7], but with
a proof that does not show the independence of C1 with respect to the domain T . We adapt here this
proof to show that (99) holds with a constant that is uniform with respect to the mesh element T .
The proof proceeds by contradiction. Assume that (99) does not hold uniformly with respect to
T . Then there is a sequence (Tn,wn)n∈N such that Tn is contained in B1 and is star-shaped with respect
to every point in B%, wn ∈ L2(Tn) has a zero average over Tn, and
‖wn‖H−1(Tn) ≥ n‖∇wn‖H−1(Tn)d . (100)
Replacing wn with wn/‖wn‖H−1(Tn), we can also assume that
‖wn‖H−1(Tn) = 1. (101)
Let w˜n be the extension of wn to B1 by 0 outside Tn. By (98) (in which we recall that CT = C0 only
depends on % and d), ‖wn‖Tn is bounded, and so w˜n is bounded in L2(B1). Hence, L2(B1) being
compactly embedded in H−1(B1), upon extracting a subsequence we can assume the existence of
w ∈ L2(B1) such that
w˜n → w weakly in L2(B1) and strongly in H−1(B1) as n→∞. (102)
The weak convergence in L2(B1) together with the relation 0 =
∫
Tn
wn =
∫
B1
w˜n shows that∫
B1
w = 0. (103)
Considering the uniform atlas of ∂Tn (independent of n) given by Lemma 22, we see that the
correspondingmaps (ϕl,n)l=1,...,m are uniformly Lipschitz, with a constant not depending on n. Hence,
upon extracting another subsequence, we can assume that these maps converge uniformly to some
Lipschitz functions (ϕl)l=1,...,m. These Lipschitz functions define a Lipschitz open set U and, by
uniform convergence of the maps, the following two properties hold:
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(i) the characteristic function 1Tn of Tn converges strongly in L2(B1) towards the characteristic
function 1U of U, and
(ii) for any ψ ∈ C∞c (U)d there is an N(ψ) ∈ N such that supp(ψ) ⊂ Tn for all n ≥ N(ψ).
We exploit Property (i) by writing w˜n = 1Tn w˜n (since w˜n is equal to zero outside Tn), and by passing
to the L2-weak limit in the left-hand side and the weak/strong distributional limit in the right-hand
side, to see that w = 1Uw. In particular, this shows that w = 0 outside U and, together with (103),
that ∫
U
w = 0. (104)
Consider now Property (ii) of (Tn)n∈N. Fixing ψ ∈ C∞c (U)d, for any n ≥ N(ψ) we can write∫
B1
w˜n∇·ψ
 = ∫
Tn
wn∇·ψ
 = −〈∇wn,ψ〉H−1(Tn),H10 (Tn)
≤ ‖∇wn‖H−1(Tn)d ‖ψ‖H10 (Tn)d ≤
1
n
‖ψ‖H10 (U)d
where the first line follows from the definitions of w˜n and∇wn together with the fact thatψ ∈ C∞c (Tn)d
(since supp(ψ) ⊂ Tn), and the second line is a consequence of (100)–(101) and of the fact that ψ has
a compact support in U. Combined with the weak convergence in (102) this shows that∫
B1
w∇·ψ = 0.
Since this is true for any ψ ∈ C∞c (U)d, this proves that ∇w = 0 in D ′(U)d. By construction, U is
connected and thus w is constant overU. Invoking (104), we deduce that w = 0 onU and thus, since
w = 0 outside U, that w = 0 on B1. The strong convergence in (102) therefore shows that
w˜n → 0 strongly in H−1(B1) as n→ +∞. (105)
To conclude the proof, recall (101) and notice that any function ϕ ∈ H10 (Tn) can be considered, after
extension by 0 outside Tn, as a function in H10 (B1) with ‖ϕ‖H10 (Tn) = ‖ϕ‖H10 (B1). Hence, by definition
of the norms in H−1(B1) and H−1(Tn),
‖w˜n‖H−1(B1) = sup
ϕ∈H10 (B1)
∫
B1
w˜nϕ
‖ϕ‖H10 (B1)
≥ sup
ϕ∈H10 (Tn)
∫
Tn
wnϕ
‖ϕ‖H10 (Tn)
= ‖wn‖H−1(Tn) = 1.
On the other hand, property (105) shows that the left-hand side goes to 0 as n → +∞, which
establishes the sought contradiction. 
Remark 23 (SecondKorn inequality in Lq). Following [10, Remark IV.1.1], we could as well establish
a uniform local second Korn inequality in Lq spaces, with 1 < q < +∞, rather than in the L2 space.
A.2 Approximation properties of the strain projector
Let T be a polytopal open connected set of Rd and ` ≥ 1 be a given integer. The strain projector
pi`ε,T : H
1(T)d → P`(T)d is such that, for any v ∈ H1(T)d,
(∇spi`ε,T v,∇sw)T = (∇sv,∇swT )T ∀w ∈ P`(T)d, (106a)∫
T
pi`ε,T v =
∫
T
v,
∫
T
∇sspi`ε,T v =
∫
T
∇ssv. (106b)
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By the Riesz representation theorem in ∇sP`(T)d for the inner product of L2(T)d×d, relation (106a)
defines a unique element ∇spi`ε,T v, and thus a unique polynomial pi`ε,T v after accounting for the
additional conditions in (106b) (which prescribe a rigid-body motion).
Theorem 24 (Approximation properties of the strain projector). Let % > 0 and take T ⊂ Rd a
polytopal set, of diameter hT , that is star-shaped with respect to every point of a ball of radius %hT .
Let two integers ` ≥ 1 and s ∈ {1, . . . , ` + 1} be given. Then, there exists a real number C > 0
depending only on d, %, `, and s such that, for all m ∈ {0, . . . , s} and all v ∈ Hs(T)d,
|v − pi`ε,T v |Hm(T )d ≤ Chs−mT |v |H s (T )d . (107)
Proof. We apply the abstract results of [19, Lemma 2.1], which readily extend to the vector case.
This requires to prove that it holds, for all v ∈ H1(T)d,
|pi`ε,T v |H1(T )d . |v |H1(T )d, if m ≥ 1, (108a)
‖pi`ε,T v‖T . ‖v‖T + hT |v |H1(T )d if m = 0. (108b)
Inside the proof, we note a . b the inequality a ≤ Cb with generic positive constant C having the
same dependencies as in (107).
(i) The case m ≥ 1. We start by observing that equation (106a) implies
‖∇spi`ε,T v‖T ≤ ‖∇sv‖T , (109)
as can be easily checked letting w = pi`ε,T v and using a Cauchy–Schwarz inequality in the right-hand
side. We can now write
|pi`ε,T v |H1(T )d = ‖∇pi`ε,T v‖T
≤ ‖∇pi`ε,T v − pi0T (∇sspi`ε,T v)‖T + ‖pi0T (∇ssv)‖T
. ‖∇spi`ε,T v‖T + ‖pi0T (∇ssv)‖T
. ‖∇sv‖T + ‖∇ssv‖T . |v |H1(T )d,
(110)
where we have inserted 0 = pi0T (∇ssv)−pi0T (∇sspi`ε,T v) (see (106b)) into the norm and used the triangle
inequality to pass to the second line, the local Korn inequality (90) to pass to the third line, and we
have invoked (109) together with the boundedness of pi0T expressed by (6) with s = 0 to conclude.
This proves (108a).
(ii) The case m = 0. We can write
‖pi`ε,T v‖T ≤ ‖v‖T + ‖pi`ε,T v − v‖T . ‖v‖T + hT ‖∇(pi`ε,T v − v)‖T . ‖v‖T + hT |v |H1(T )d,
where we have inserted ±v into the norm and used the triangle inequality in the first bound, we have
used a local Poincaré inequality (resulting from the approximation properties (7) of pi0T with s = 1 and
m = 0) for the zero-average function pi`ε,T v − v in the second bound, and we have concluded using the
triangle inequality together with (108a) to write ‖∇(pi`ε,T v−v)‖T ≤ ‖∇pi`ε,T v‖T + ‖∇v‖T . |v |H1(T )d .
This proves (108b). 
Remark 25 (Uniform Korn inequality). Notice that a crucial point in the first step of the above proof
is that the constant in the Korn inequality invoked to pass to the third line in (110) only depends on d
and %. This fact is non-trivial, as seen in A.1.
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Corollary 26 (Trace approximation properties of the strain projector). Assume that T ⊂ Rd is a
polytopal set which admits a partition ST into disjoint simplices S of diameter hS and inradius rS ,
and that there exists a real number % > 0 such that, for all S ∈ ST ,
%2hS ≤ %hT ≤ rS .
Assume also that T is star-shaped with respect to every point in a ball of radius %hT . Let s ∈
{1, . . . , ` + 1}, and denote by FT the set of faces of T . Then, there exists a real number C depending
only on d, %, `, and s such that, for all m ∈ {0, . . . , s − 1} and all v ∈ Hs(T)d,
|v − pi`ε,T v |Hm(FT )d ≤ Ch
s−m− 12
T |v |H s (T )d . (111)
Here, Hm(FT ) B {v ∈ L2(∂T) : v |F ∈ Hm(F)d for all F ∈ FT } is the broken Sobolev space on FT
and |·|Hm(FT )d the corresponding broken seminorm.
Proof. Under the assumptions on T , we have the following trace inequality (see, e.g., [21, Lemma
1.49]): For all w ∈ H1(T),
‖w‖L2(∂T ) . h−
1
2
T ‖w‖T + h
1
2
T ‖∇w‖T , (112)
with hidden multiplicative constant in . having the same dependencies as in (111). For m ≤ s − 1,
applying (112) to the components of ∂α(v − pi`ε,T v) for every multi-index α ∈ Nd such that
∑d
i=1 αi =
m, we obtain
|v − pi`ε,T v |Hm(FT )d . h
− 12
T ‖v − pi`ε,T v‖Hm(T )d + h
1
2
T ‖v − pi`ε,T v‖Hm+1(T )d .
The conclusion follows using (107) for m and m + 1 to bound the terms in the right-hand side. 
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