Rapid, robust computation of effective connectivity between neural regions is an important next step in characterizing the brain's organization, particularly in the resting state. However, recent work has called into question the value of causal inference computed directly from BOLD, demonstrating that valid inferences require transformation of the BOLD signal into its underlying neural events as necessary for accurate causal inference. In this work we develop an approach for effective connectivity estimation directly from deconvolution-based features and estimates of inter-regional communication lag. We then test, both in simulation as well as whole-brain fMRI BOLD signal, the viability of this approach. Our results show that deconvolution precision and network size play outsized roles in effective connectivity estimation performance. Idealized simulation conditions allow for statistically significant effective connectivity estimation of networks of up to four hundred regions-of-interest (ROI). Under simulation of realistic recording conditions and deconvolution performance, however, our result indicate that effective connectivity is viable in networks containing up to approximately sixty ROIs. We then validated the ability for the proposed method to reliably detect effective connectivity in whole-brain fMRI signal parcellated into networks of viable size.
Introduction
An open question in neuroimaging is whether whole-brain resting state functional magnetic resonance imaging (fMRI) blood-oxygen-level dependent (BOLD) signal contains sufficient information to consistently and accurately identify causal relationships between brain regions. Currently, large scale functional brain organization analyses, such as independent component analyses and graph theory analyses [1, 2] rely primarily on non-causal measures, i.e. functional connectivity. Given the common understanding that the human brain operates as a distributed network of information processing [3] , it is essential that we develop methods that accurately characterize causal connectivity networks, i.e., effective connectivity [4] , in order to foster an understanding of both normative and pathological brain processes. Moreover, addressing this open question is a crucial step toward unifying functional brain organization with theoretical [5] and physiological [6] understanding of neural systems, which is deeply rooted in networks of causal information processing elements.
FMRI captures neuronal activity dependent changes in local magnetic fields [7, 8, 9] . Neuronal activity induces an influx of oxygenated hemoglobin molecules into the region of activity which alters the ratio between oxygenated and deoxygenated hemoglobin molecules in the local blood supply [10] ; due to oxygen's role in masking the magnetic field of hemoglobin, this changing ratio alters the local magnetic field surrounding the neural activity and is captured as BOLD. The causal relationship between neural activation and BOLD contrast is well-approximated by the hemodynamic response function (HRF) [11, 12] . In the HRF model, a BOLD response is formed in proportion to the neural activation according to a nonlinear kernel function, well-approximated by a double gamma distribution, shown in Figure 1a . The HRF model also assumes that kernels are linearly additive; neural events occurring in close temporal proximity produce a BOLD response that combines the individual HRF kernels, depicted in Figure 1b . Noise processes (both physiological and thermal) confound real-world fMRI BOLD signal acquisition [13, 14] , as depicted in Figure 1c .
It is well-known that there exists significant temporal variability (+/− 2 s) in the HRF kernel's time-to-peak across different regions of the brain [15, 16, 17, 18] . Thus, there exists conflicting conclusions in the most recent literature on the viability of causal modeling based on fMRI BOLD. Smith et al. [19] used simulations of small scale brain activation networks to conduct a comparative survey of algorithms that estimate functional connectivity and effective connectivity directly from BOLD. However, this work cited, but failed to address, earlier work by David et al. [20] which called into question the value of causal inference computed directly from BOLD [20, 21] . By pairing high-temporal fidelity intracerebral EEG recordings with fMRI recordings of the same brain regions, David et al. convincingly demonstrated that region-wise variations in HRF confounded the discovery of the system's key causal relationship directly from BOLD. Rather, identification of the BOLD signal's underlying HRF (in this case, through temporal comparison of EEG and fMRI BOLD) followed by explicit deconvolution was found to be a necessary condition for identifying the true, directed brain organization.
Causal inference from whole-brain resting state fMRI BOLD also raises concerns about algorithmic scale-up. Progress has been made toward solving causal inference on smallscale neural systems via dynamic causal modeling (DCM), a form of Bayesian model comparison which estimates the causal structure of coupled dynamical systems [22] , as well as structural equation modeling (SEM) [23, 24, 25] , Granger causal modeling (GCM) [26, 27] , and autoregressive methods [26, 28] . There are, however, computational limits to scaling DCM to whole-brain as it is not feasible to search model spaces of this magnitude [19] , a weakness also of structural equation modeling (SEM). Also, external system inputs are unknown or undefined for causal models of resting state data. Similar computational scaleup limitations have been reported for autoregressive approaches [28] .
The purpose of this work is to explore an effective connectivity estimation approach that scales to whole-brain fMRI BOLD signals via massively parallelized maximum likelihood estimation of structured neural activation models. A key innovation of this work is to avoid the computational complexity of existing approaches by separating the neural activity identification step (i.e. deconvolution) from the effective connectivity identification step. This two-step process greatly reduces the size of the search space, making whole-brain causal structure identification tractable within the constraints of existing hardware. Separation of these search steps also facilitates independent verification of the effective connectivity estimation via controlled simulation experiments in which neural activity is known. This validation technique avoids questions surrounding the validity of causal inferences under hemodynamic variability [21] .
The remainder of this manuscript details the connectivity estimation algorithm as well as supporting algorithms and implementation techniques required for its scale to whole brain; a simulation of whole-brain neural activation; the collection and subsequent deconvolution of real-world whole-brain fMRI BOLD signal; the effective connectivity estimation algorithm; and, the analysis methods by which effective connectivity was validated both in simulation and on real-world, human data.
Materials and Methods

Effective Connectivity Estimation
Our approach to effective connectivity estimation incorporates anatomical constraints to the problem [29, 30] via a spatio-temporally structured model of neural activations underlying fMRI BOLD, as depicted in Figure 2 . The proposed estimation method requires two inputs: 1) a dataset of estimated whole-brain neural activations (i.e., deconvolved fMRI BOLD), and 2) estimates of intra-voxel communication lag. The quantity L(v i , v j ) describes the time required for a neural activation in voxel, v i , to influence voxel, v j . Using these inputs, the modeling approach estimates the probability that an activation in v i causes activation in v j , defined as p(v j |v i ), by minimizing the cost function, J, the sum of voxel-wise squared errors between the whole-brain activations described by the model and the observed whole-brain activations. We achieve this via backtracking line-search gradient descent along a path minimizing the cost function with respect to the causal probabilities ∂J/∂p(v j | v i ) for all v i and v j . The computational complexity of this approach is O(TV 2 /P) calculations per iteration of gradient descent where T is the number of time points of the signal, V is the number of voxels, and P is the number of available processors. Details of the optimization are provided in Appendix A. Analysis of the computational complexity is provided in the Appendix B.
Simulation of the Functional Network and Neural Event Generation
We employ a parametric model of the functional network and neural event generation process to test the efficacy of the connectivity estimation approach against a known ground truth. The mathematical model used here is identical to the functional network and neural event generation processes described in earlier work [31] . Parameters of this model are given in Appendix C.
Simulation of Deconvolution Error
Hemodynamic deconvolution of fMRI BOLD signal is a poorly determined problem. A recent survey of deconvolution algorithms [32] found that classification performance, using deconvolved features of realistically confounded fMRI BOLD signal, achieves on the order of 0.6-0.7 area-under-the-curve (AUC) of the receiver-operator characteristic (ROC) curve. Using additional machine learning techniques can improve performance into the range 0.7-0.8 AUC but at the expense of removing time points from the classification problem as unknown (a knows-what-it-knows approach) [33] . Thus, deconvolution yields temporal identification of neural events that is significantly better than random but also contains error due to numerous confounding factors, notably noise and low sample-rate (high TR).
As effective connectivity estimation is directly linked to the error embedded in the underlying deconvolved neural events on which it relies, deconvolution error must be incorporated into effective connectivity performance analysis. We propose that the error in the estimation of the probability of a neural event at a given time by a deconvolution algorithm is well-approximated by a Gaussian distribution having a mean value equal to the neural event's true time and a variance dictated by the quality of the algorithm.
To simulate deconvolution error in our analysis we convolve the neural events generated via simulation (see Section 2.2) with a deconvolution error kernel, which we construct via discrete approximation to the Gaussian distribution (parameterized by both neural generate rate, FG (Appendix C) in units Hz, and σ, in units s). The kernel is bounded (truncated) at a width of +/−3 σ. 1 Thus, by varying the kernel's 3σ parameter the resulting convolved timeseries approximates the neural events that would be estimated via deconvolution of fMRI BOLD signal using an algorithm with 3σ-precision. For clarity, we demonstrate the consequences of 3σ-precision on deconvolution performance in Figure 3 .
Algorithm Performance Analysis for Simulated Neural Events
We evaluated the performance of the effective connectivity estimation algorithm effectiveness according to AUC of the ROC curve calculated from classification of estimated conditional probabilities of effective connectivity. Performance was measured as follows. For each trial, we fit the effective connectivity estimate, p(v j | v i ), for all voxels i and j. We then classified effective connectivity, b(j, i), for all voxels i, j : i ≠ j, [1] Where γ is the ROC-threshold parameter. By comparing the detected connectivity matrix against the true connectivity matrix, p(v j | v i ), the specificity and sensitivity of the detected effective connectivities was calculated for each threshold value, γ ∈ [0,1] sampled at intervals of 0.01, generating a 101-point ROC curve. Note, one ROC curve was generated for each trial. Using the trapezoid rule to numerically integrate the AUC, we computed the distribution of AUCs achieved over S i.i.d. samples. This distribution constitutes the performance of the estimation algorithm for the respective experimental parameters: random classification performance achieves AUC=0.5 and ideal classification performance achieves AUC=1.0.
Human Data Collection
We tested performance on real fMRI BOLD data collected among 17 healthy adults (9 female; mean age = 31.7; SD = 9.5) undergoing resting-state fMRI. Participants were included based on the absence of current mental health diagnoses, major medical conditions, or MRI contraindications (e.g., internal ferrous objects). The resting-state task was a 7.5 min scan during which participants were presented a fixation cross and told to lie still and not think about anything specific.
We used a 3T Achieva X-series small bore magnet using an 8-channel head coil (Philips Healthcare, USA) to acquire imaging data. We acquired anatomic images with a MPRAGE sequence (matrix=192×192, 160 slices, TR/TE/FA=min/min/90°, final resolution=1×1×1mm 3 resolution). The echo planar imaging sequences used to collect the functional images were: TR/TE/FA=2000ms/30ms/90°, FOV=192×192mm, matrix=64×64, 34 oblique slices (parallel to AC-PC plane to minimize OFC sinal artifact), slice thickness=3mm, final resolution 3×3×3 mm 3 .
We preprocessed images using AFNI software [34] and followed standard steps. In order, images underwent despiking, slice timing correction, deobliquing, motion correction using rigid body alignment, alignment to participant's normalized anatomical images, spatial smoothing using a 6 mm FWHM Gaussian filter, temporal bandpass filtering (.01-.1 Hz), and scaling into percent signal change. We normalized images using the ICBM 452 template brain. Additionally, to correct for respiratory and cardiovascular artifacts, we regressed fluctuations in white matter voxels and CSF out of time courses from grey matter voxels following segmentation using FSL [35] and used restricted maximum likelihood to account for autocorrelation. This step was implemented directly after motion correction and normalization of the EPI images in the preprocessing stream. We inspected the resulting images for each participant for artifacts and accuracy of normalization [36] .
Data parcellation method
We used a previously published n spatially constrained spectral clustering method [2] to construct variable-granularity parcellations of whole-brain fMRI BOLD. We then extracted the principal component time series of the voxels within each ROI through singular value decomposition (AFNI's 3dmaskSVD) [34] . We focused specifically on the posterior cingulate cortex (PCC), medial prefrontal cortex (mPFC), and right dorsolateral prefrontal cortex (dlPFC). Prior research suggests causal relationships between the PCC and mPFC [37] , but not between the PCC and dlPFC [38] ; thus, focusing analyses on identified effective connectivity between these regions provides a means of comparing the observed results to that which would be expected theoretically (significant PCC to mPFC effective connectivity, null PCC to dlPFC effective connectivity).
BOLD Deconvolution
We used the deconvolution algorithm of Bush and Cisler [32] , in all experiments. For application to whole-brain human images we utilized a massively parallelized implementation based upon C++ threads [39] and Armadillo C++ linear algebra library [40] . For all real-world estimation experiments the parallelized code was executed (using a thread pool size of 60) on a Hewlett Packard ProLiant DL980 G7 Server (80 processors and 4TB single-addressable memory).
Estimation of Communication Lag
The range of neural communication velocities were computed as follows. First, we computed pairwise distances between all parcellations (using the mean coordinates of the regions as the endpoints of the segment being measured). From this set we selected the maximum distance. Second, we estimated the range of inter-brain communication velocity by combining the maximum lag distance with an estimated range of maximum temporal delays [21] having the form [maximum distance/maximum lag, maximum distance/ minimum lag]. The resulting velocity range was [8.38,16 .76] m/s. We can then generate a random lag model by uniformly, randomly sampling from the velocity range and multiplying this value with the pairwise distances.
We acknowledge that there exist numerous sources of error in computing these values including voxel registration errors [41, 42, 43, 44] , complex inter-neuron and inter-regional neural pathways [45, 46] , neural conduction velocity [47, 48, 49, 50, 51] , and physical connectivity [52, 53] . Uniform, random sampling over the estimated velocity range is the mechanism by which we marginalized the impact of these factors in effective connectivity estimation.
Analysis of Human Effective Connectivity Estimation
Estimates of effective connectivity between each node pair for each participant were calculated as described above. Given prior research suggesting positive effective connectivity between PCC and mPFC, p(v mPFC |v PCC ) and null effective connectivity between PCC and dlPFC, p(v dlPFC |v PCC ), we focused group-level analyses on these regions. We compared with paired samples t-tests the mean effective connectivity estimates for these two node pair relationships against the mean degree of neural activation given PCC activity for all nodes p(·|v PCC ). This comparison provides a test of the degree to which the hypothesized relationship (e.g., PCC to mPFC) is significantly greater than the mean PCC effective connectivity estimates for all other nodes.
Simulation Experiments
Our simulation experiments explore the performance and robustness of the effective connectivity estimation approach to various confounding factors, specifically, network size, deconvolution performance, and uncertainty of inter-voxel communication lag. Then, using the simulation results as parametric guidance, we applied the approach to estimate effective connectivity in human resting-state fMRI BOLD signal.
Effective Connectivity Estimation of Simulated Neural Events
We simulated networks of size V ∈ {5, 10, 20, 30, 40, 50, 75, 100, 200, 250, 500, 1000}. The total simulation time was 200 s. Neural events were generated at 20 Hz (i.e., each simulation step is 50 ms). For all ROIs, the probability of a neural event caused by an external (unmodeled) factor is ρ = .05. Time-lags between all nodes i and j, i ≠ j, were uniformly, randomly sampled on the range [10, 50] ms. For each V-sized network, V nonzero conditional probabilities p(v j | v i ) = .982 were chosen such that i ≠ j. 2 Deconvolution performance was varied over 3σ-precision ∈ {75, 1525, 3375, 7525} ms. Each combination of network size and deconvolution performance was sampled, independently identically S=30 times (thus, neural events, lag, and network connectivity vary for each trial).
Simulation Results
A summary of the performance and computational complexity of the effective connectivity approach (applied in simulation) is presented in Figure 4 . As would be expected, estimation performance is negatively impacted by network size and deconvolution precision. The upper bound of statistically significant estimation is V=500, which is achieved only in the case of near perfect deconvolution performance. Significant estimation performance is achievable for realistic deconvolution precisions for network sizes on the range V ≠ [5, 60] , approximately four times larger than has been detected in the prior literature [19] .
Computational complexity grows quadratically with network size, and, as expected, increases inversely proportional to deconvolution precision (lack of precision introduces error in the optimization problem, which slow the convergence rate). The nonlinear structure of the plot occurring at V ≤ 250 ROIs is likely an artifact of overhead produced by the specific hardware used in this experiment (see Section 2.7). Moreover, as the approach scales strictly linearly with the number of processors, we predict real-world convergence run-times of approximately 12/V s for existing deconvolution algorithms on network sizes V in [5, 60] where simulation results have been shown to exhibit significant effective connectivity estimation performance.
Whole-brain Resting State BOLD Experiments
Guided by the simulation results, each of the 17 subjects' whole-brain fMRI BOLD images were parcellated into ROI networks of V ∈ [10,60] sampled at intervals of 10 ROIs. In accordance with the procedures described in Sections 2.6-2.7, BOLD signals were extracted from the parcellations and deconvolved. Thirty (S=30) unique lag models were sampled by uniformly, randomly sampling neural communication velocities from the range calculated in Section 2. We fit effective connectivity maps, p(v j | v i ), for all voxels i and j, and computed the average connectivity for each subject.
The parcellation indexes (i.e., ROI number) associated with the PCC, mPFC, and dlPFC were identified for each subject for each parcellation size, V (footnote: conducted by manually scanning parcellation indexes in AFNI). Two such parcellations (sizes 10-and 60-ROIs) with associated PCC, mPFC, and dlPFC labels are presented in Figure 5 . From these indices we identified the mean p(v mPFC |v PCC ) and mean p(v dlPFC |v PCC ) values as well as the mean p(· |v PCC ). The comparison between these inter-subject effective connectivity estimates is shown in Figure 6 . Consistent with hypotheses, our algorithm detects significantly stronger effective connectivity from the PCC to mPFC and significantly weaker effective connectivity from the PCC to dlPFC.
Discussion
We have described an effective connectivity approach, based on deconvolution and anatomical lag constraints, that is designed for scale to whole-brain fMRI BOLD. A key insight of this approach is that it decouples the identification of neural events occurring within an ROI from the estimation of the conditional probabilities by which ROIs communicate. This decoupling serves two roles. First, it dramatically reduces the search space of possible solutions. Second, it provides insight into a potential source of algorithm failure, the quality of the neural event timings by which causality is based. Indeed, we know of no previous work in which the issue of neural event timing error has been discussed as a variable in effective connectivity estimation. Rather, the debate has centered on the fundamental utility of deconvolution.
The results here are decidedly split. Precise neural event identification leads to statistically significant effective connectivity estimation for extremely large networks (up to 400 ROIs). Such results, however, require neural event identification at a level of precision that is currently unavailable. Existing deconvolution algorithms, even when assuming idealized imaging conditions, yield neural event estimation precision that largely obviates the role of deconvolution (see Figure 4 : 3σ-precisions induce effective connectivity estimations that are, largely, invariant to the role of deconvolution). Excellent effective connectivity performance is possible up to approximately 20 ROIs and statistically significant effective connectivity can be identified up to 60 ROIs. These scales are between 2 and 5 times larger than network sizes previously reported [19] , however, they are far below a desired finegrained scale of network connectivity (the 1000 ROI atlas [2] ). Indeed, simulation results suggest that achievement of effective connectivity at this scale is not feasible without making additional assumptions about network structure, a fruitful area future exploration. It is possible, even likely, that there exists exploitable network structure at the ROI level. There are, however, enormous challenges in validating such methods. Ground truth of network level structure at the scale desired is unavailable; and, imaging technology that could conclusively identify such structure using existing methods does not yet scale to whole-brain.
Within the range of network sizes for which we expect effective connectivity estimation to work, results from human experiments are encouraging. At each ROI parcellation size, we observed significant effective connectivity between PCC and mPFC and null or negative effective connectivity between PCC and dlPFC, which is consistent with what would be expected based on prior default mode research [38, 39] . Accordingly, these results provide evidence for the validity of this proposed effective connectivity methodology on real-world data. One consideration here is the high TR (2s) of the data in our real-world analysis. We could expect performance improvements in our estimations as TR decreases (shorter TRs, e.g., 1s are commonly used in practice) as this 1) correlates with significantly improved deconvolution performance [32] and 2) increases the number of datapoints on which the conditional probability is estimated for a fixed signal length. Nonetheless, in the absence of ground truth on real-world data, these results remain speculative. Future research along these lines may benefit from obtaining resting-state fMRI and DTI within the same participants, allowing mapping of structural connectivity pathways with which to compare estimates of the effective connectivity. [A.1] where the joint probability of a neural event at voxel i coinciding with neural event at voxel j is marginalized over all voxels, i. We decompose this expression into an explicitly causal representation via the product rule, [A.2] Physics, however, requires acknowledgement that causality is not instantaneous; there exists a lag in the influence between voxel i and voxel j, which we denote as the function L(i, j) for which the values are provided in anatomically plausible ranges. Therefore, we may rewrite the causal model using a more rigorous temporal notation, A graphical depiction of the impacts of a deconvolution algorithm's 3σ-precision on estimating the timing of neural events from fMRI BOLD: 3σ=75 ms exhibits close to perfect binary accuracy of the true neural events whereas 3σ=18 exhibits significant loss of temporal structure. Existing deconvolution algorithms operating on ideally recorded fMRI BOLD signal (minimal motion artifacts, negligible autocorellation, TR=1, and hemodynamics close to the canonical HRF) are estimated to achieve 3σ-precision on the range 1,525-3,375 ms. Effective connectivity estimation and computational complexity on simulated neural systems: (a) Effective connectivity performance, measured as AUC, with respect to network size and simulated 3σ-precision of the deconvolution algorithm; the dashed lines represent the 95% confidence interval of a random classifier (classifying the true connections with randomly assigned connections); (b) quadratic complexity growth exhibited by the effective connectivity estimation algorithm with respect to network size and 3σ-precision of the deconvolution algorithm, see (a) for legend, executed on a single process (i.e. sequential).
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