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Abstract 
The construction of pointwise confidence intervals and simultan-
eous confidence bands for the cumulative hazard rate function, 
based on right censored survival data, is considered. Intervals 
and bands based on the Nelson-Aalen estimator and certain trans-
forms of this es·timator are derived using asymptotic theory. 
These intervals and bands are illustrated by data on the survival 
of salmons suffering from the Hitra disease, and their small 
sample performance are studied by Monte Carlo simulations. The 
non-transformed intervals and (particularily). bands tend to 
achieve too low confidence levels. A great improvement is obtained 
by applying the transformed intervals and bands. 
Keywords: Censored survival data; confidence intervals; confi-
dence bands; hazard rate function; Nelson-Aalen estimator; small 
sample properties. 
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1. Introduction 
Let X be a positive random variable (lifetime) with absolutely 
continuous distribution function F, survival function S = 1-F 
and intensity, or hazard rate function, ~ = F•js. The cumulative 
hazard rate function is A(t) = f~ ~(u)du. Nonparametric estimates 
of this function is useful, e.g. for assessing the validity of 
model assumptions in survival analysis. In this paper we develop 
pointwise confidence intervals and simultaneous confidence bands 
for A, based on right censored survival data, and study their 
small-sample properties. 
Our confidence intervals and bands are based on the empirical 
cumulative intensity estimator, or the Nelson-Aalen estimator. 
This estimator is given as follows. Let x1 , ... ,Xn be independent, 
each having the same distribution as X. We consider the set-up 
with right censoring, where X. 
~ 
is only observed exactly if it 
does not exceed a (possibly random) censoring time Z .. Thus, the 
~ 
observed data. are (X. ,D.); i=1, 2, ... ,n; where 
~ ~ 
-X. =X.AZ., and 
~ ~ ~ 
sAt= min{s,t} and I{•} is the indicator D. = I{X.=X. }. Here 
l. ~ ~ 
function. Let 
n I I{X. )t} 
. 1 ~ ~= 
( 1 • 1 ) 
denote the number at risk at t-. Then 
1\ 
A (t) = 
n 
I [Y (X. >]- 1 
n ~ 
( 1 • 2 ) 
{i:X. ~t, D. =1} 
~ ~ 
is the Nelson-Aalen estimator. 
This estimator was proposed independently by Nelson (1969, 
1972) and Altshuler (1970). Later Aalen (1978) generalized the 
estimator to counting process models, and showed how the theory of 
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counting processes, martingales and stochastic integrals can be 
used to study its statistical properties. Among other things, 
Aalen showed that the Nelson-Aalen estimator is almost unbiased, 
with a variance that may be estimated almost unbiasedly by 
1\ 
a2 ( t) = 
n 
{i:X. <t,D. =1} 
l. l. 
[ ~ ]-2 y (X. ) • 
n l. 
( 1 • 3) 
For a review of these results, see Andersen and Bergan ( 1985). 
In Section 2 below, we review the large sample properties of 
the Nelson-Aalen estimator, and show how these may be used to de-
velop various pointwise confidence intervals and simultaneous con-
fidence bands. These intervals and bands are illustrated in Section 
3 on data from a controlled trial. The trial assessed the effect 
of vitamin E and selenium on the survival of salmons suffe!ing 
from the Hitra disease. Section 4 describes the survival and cen-
soring distributions used in the simulations and gives a brief 
summary of the applied Monte Carlo techinque. The results and 
comparisons for the pointwise confidence intervals and the simul-
taneous confidence bands are presented in the Sections 5 and 6. 
Some concluding remarks are given in Section 7. 
2. Pointwise confidence intervals and simultaneous confidence 
bands. Asymptotic theory 
To be able to derive confidence intervals and bands for the cumu-
lative hazard rate function, we first review some large sample re-
sults for the Nelson-Aalen estimator. These results presuppose 
that the censoring is independent in the sense of Kalbfleisch and 
Prentice ( 1 980, p. 1 20), see also Gill ( 1 980, Theorem 3. 1 . 1 ) . This 
is the case for all the usual types of right censoring, like ran-
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dom censorship and (progressive} censoring of Type I and II (Gill, 
1980, Corollary 3.1 .1 }. Moreover, we assume that there exists a 
constant T > 0 and a function y with y(T) > 0 such that 
Y (t} defined in (1 .1) satisfies 
n 
sup jY (t)/n- y(t}j ~ 0 
tE[O,T] n ' 
( 2. 1 ) 
as n • ~. (Note that this implies that S(T} > 0, or equivalently 
that A(T) < ~.) 
Then, by the results reviewed by Andersen and Bergan {1985, 
Appendix), the following holds true: 
(I) The Nelson-Aalen estimator (1 .2} is uniformly consistent, 
i.e. 
sup ~~ (t)-A(t)j ~ 0, as n + ~. 
tE[O,T] n 
(II) Let U be a mean zero Gaussian process with U{O} = 0, and 
Cov(U(s},U(t}) = a2(sAt) ~ 
Then 
-
t 
a2 ( t) = J {a { s ) /y { s) } ds. 
0 
-A D ln{A -A) • U, as n + ~, 
n 
( 2. 2) 
where the weak convergence takes place in the space D[O,T] 
(cf. Billingsley, 1968). 
(III) With defined by (1.3) and by (2.2} we have 
~up jn~ 2 (t)-a 2 (t)j ~ 0, 
tE[O,T] n 
as n + ~. 
In the rest of Section 2, (I)-{III) are assumed to hold true, and 
they will be used repeatedly without explicit reference. 
We now turn to the construction of pointwise confidence inter-
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vals for A(t) for a fixed tE[O,T]. The standard 100(1-ct) per 
cent. interval is 
(2.3) 
where ca./2 is the upper ct/2-fractile of the standard normal 
distribution. It turns out (Section 5 below) that this interval is 
unsatisfactory for small sample sizes, however, and we therefore 
consider transformations to improve the approximation. 
This well known idea works as follows. If g is a function 
which is differentiable in a neighbourhood of A(t), and g• (x) 
is continuous and different from zero at x = A(t), then by the 
6-method 
as n + ~ (e.g. Serfling, 1980, p. 118-119). It follows that a 
100(1-a.) per cent confidence interval for g(A(t)) is 
1\ 1\ 1\ 
g (A ( t) ) ± c 12 1 g • (A ( t) ) I cr ( t) . n a n n ( 2. 4) 
For a given function g this interval may be converted into a 
100(1-ct) per cent interval for A(t). 
In this paper we consider the transformations g(x) = log x 
and g(x) = arcsin(e-x/2 ), the latter being variance stabilizing 
for the situation with no censoring. These transformations corres-
pond to the log-minus-log transformation and the arc sine-square 
root transformation suggested by Kalbfleisch and Prentice (1980, 
pp. 14-15) and Nair (1984~, respectively, for the survival func-
tion based on the Kaplan-Meier estimator. The logarithmic-trans-
formation gives the 100(1-ct) per cent confidence interval 
1\ A (t) 
n 
e 
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1\ 1\ 
±c 12 a (t)IA (t) o: n n 
while the arc sine-transformation gives the interval 
1\ 1\ . 
(2.5) 
-A (t)l2 A (t) 
- 2log[sin{min(~l2, arcsin(e n ) + ~co:l 2~n(t)(e n -1 )-~)}] 
~ A(t) ~ 
1\ 1\ 
-A ( t ) I 2 1\ A ( t ) l.. 
~- 2log(sin{max(O,arcsin(e n ) - ~co: 12 an(t)(e n -1 )-~)}]. 
(2.6) 
We then consider the construction of simultaneous confidence 
bands for A on subintervals of [O,T]. A class of such bands may 
be derived as follows (e.g. Doksum and Yandell, 1984). Let q be 
a continuous and nonnegative function on [t 1 ,t2 ] where 0 ~ t 1 
< 1;. 2 ~ T. Then 
- 1\ in(A -A) 
n qo 1\ 
1 +na 2 
n 
on D[t 1,t2 ] as n +~,where U and a2 are defined in (II) 
above, and o denotes composition. Let w0 be the standard 
.. 
Brownian bridge. Then the ·processes (UI(l+a2))qo(a2l(l+a2)) and 
(qW 0 )o(cr 2 l(l+a2 )) have the same distribution, both being zero 
mean Gaussian processes with the same covariance function. It 
follows that 
- 1\ 1\ in(A (t)-A(t)) na2(t) 0 
_ sup 1-..__;n;.;../\.,.----- q ( ~ ) I + 
tElt 1 ,t2 ] l+na~(t) l+na~(t) 
as n + "", where 
sup lq(x)W 0 (x) I, 
xE[c 1 ,c 2 ] 
c. = a 2 ( t . ) I ( 1 +a 2 ( t . ) ) 
~ ~ ~ 
( 2. 7) 
for i = 1,2. 
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This result may be inv~rted to yield simultaneous confidence 
bands. More precisely the 100(1-a) per cent confidence band for 
A on [t 1,t2 ] is 
1\ 
A (t) 
n 
(2.8) 
with K (c 1 ~c 2 ) the upper a fractile in the distribution of q,a 
sup jq(x)W 0 (x)j. For situations where one or both of c 1 and 
xE[c 1 ,c 2 ] 
are not known, the unknown c. may be replaced by 
]. 
1\ 1\ 1\ 
c. = na2(t. )/(1+na 2 (t.)) 
l. n l. n l. 
in (2.8). 
(2.9) 
Two choices of the weight function q in (2.8) seem to be of 
particular. interest. The choice q 1 (x) = {x(1-x)}-~ yields confi-
dence bands proportional to the pointwise one (2.3). With this 
choice we may consider confidence bands on [t 1 ,t 2 ]~ where 
O<t 1 <t2(T are such that O<c 1 <c 2 <11 cf. (2.7). The resulting 
100(1-a) per cent confidence band for A on [t 1 ~t 2 ] is 
(2.10) 
where da (c1 1 c2) = Kq a (cl 1 c2) is the upper a. fractile in the dis-
1 I 
tribution of SUP. jw 0 (x)/lx(1-x) I. This fractile may be found 
c 1 (xi0c 2 
by the asymptotic approximation (Miller and Siegmund, 1982, formu-
la ( 8)) 
P{ sup l wo(x) ~~) d} 
c 1 (x.;;c 2 {x(l-x)} 
4$ (d) 1 c 2 ( 1 -c 1 ) 
= d + $(d)(d-d)log{c 1 ( 1-c 2 )} + o{$(d)/d}, 
as d ~ ~, where $(d) is the standard normal density 
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(2~}-~exp(-~d 2 ). We note that (2.10} is equivalent to the confi-
dence band proposed by Hjort (1985} based on a transformation to 
the Ornstein-Uhlenbeck process. Following Nair (1984}, who consid-
ered a band similar to our (2.10} for the survival function, we 
will denote (2.10}" the (nontransformed) equal probability band or 
EP-band for short. 
An alternative choice of weight function is q 2 (x} = 1. The 
resulting 100(1-a) per cent confidence band for A on [t 1,t2 ] is 
1\ 1\ 
e (c ,c } 
a 1 2 (1+n~2(t)} In n 
1\ 
An (t) ± (2.11} 
= Kq a(c1,c2) 
2, I 
is the upper a fractile in the 
distribution of sup jw 0 (x}j. 
c 1 <x~c 2 
For this band we will typically 
let [t1 ,t2 ] be the whole of [O,T], in which case tables of 
ea(c 1 ,c2 ) = ea{O,c 2 ) are. given'by Koziol and Byar (1975) and Hall 
and Wellner (1980) for selected values of a and c 2 . An expres-
sion for the distribution of sup jw 0 (x}j is given by Hall and 
O<x~c2 
Wellner (1980, formula (2.9}). The band (2.11} is similar to the 
one proposed by Hall and Wellner (1980) for the survival function, 
and we will denote (2.11} a (nontransformed} Hall-Wellner type 
band or HW-band for short. 
As was the case for the pointwise confidence intervals, it 
may also for confidence bands be advantageous to consider trans-
formations to improve the approximation of the asymptotic distri-
bution. Let O<t 1 <t2 <T and q be as above, and let g be a 
function such that g' (X} * 0 and continuous on [x 1-e:,x 2+e:] for 
- 1\ D 
an E>O, where x. = A( ti}. Then ln(goAn-goA} ~ (g'oA)U on l. 
where U is given in (II} above (cf. the 
- 1\ 1\ ln(goA -goA)/g'oA has the same asymptotic 
n n 
Appendix). Therefore 
distribution as - 1\ ln(A -A) 
n on 
[t 1 ,t2 ]. By the argument leading to 
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(2.8), it follows that a 100(1-a} per cent confidence band for 
goA on [t1 ,t2 ] is 
A 
g(An (t)) ± 
As for the pointwise interval (2.4), this band may, for a 
given function g, be converted into a 100(1-a) per cent confi-
dence band for A. For the transformations g(x) = log x and 
g(x) = arcsin(e-x/ 2) we get bands corresponding to (2.5) and 
(2.6), respectively. For the weight function q 1 (x) = {x(1-x)}-~, 
the bands are found by replacing ca/2 by in ( 2. 5) 
and (2.6). These bands, which we will denote the logarithmic- and 
arc sine-transformed EP-bands, are valid on [t 1,t2 ] where 
are such.that O<c 1 <c 2 <1, cf. (2.7). For 
A 
the bands are .. ~ound by replacing ca/ 2 an(t) by 
-~ A A A 
n ea(c 1 ,c 2 )(1+na~(t)) in (2.5) and (2.6). These bands will be 
denoted the logarithmic- and arc sine-transformed HW-bands, and 
they are valid on [t 1,t2 ], where O<t 1 <t 2<T with A(t 1 ) > 0. In 
practice one may here use the (slightly) conservative approxima-
tion ea(c 1 ,c 2 ) • e~(O,c 2 ), when c 1 is close to zero. 
3. An example 
The data were obtained from a controlled trial evaluating the 
effect of vitamin E and selenium in the treatment of a fish 
desease of unknown etiolgy (the Hitra disease) causing mass death 
of salmons in Norwegian hatcheries (R. Salte, pers.comm.). We will 
only consider the results from the group given both vitamin E 
and selenium. This group initially consisted of 50 fish. At day 
2, 20 and 42 five fish, randomly drawn among the survivors, were 
slaughtered for histological· and farmacological examinations. 
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Moreover, five fish were censored by the closing of the study at 
day 63. This is an example of independent censoring, and the 
results presented in Section 2 apply. 
In Fig la, the Nelson-Aalen estimator is shown together with 
the standard 95% intervals (2.3) and the corresponding 95% EP-band 
(2.10). The EP-band is given with 
(2.9)), corresponding to t 1 = 7 
t\ t\ 
c 1 = 0.05 and c 2 = 0.885 (cf. 
and t 2 = 63. Fig. lb shows the 
logarithmic-transformed intervals (2.5) and the corresponding 
logarithmic-transformed EP-band, while Fig. 1c shows the arc sine-
transformed intervals (2.6) and the corresponding arc sine-trans-
formed EP-band. Note that the transformations induce clearly non-
symmetric intervals and bands. Note also that there are easily 
detectable differences between the two transformed bands. These 
differences are most marked durins the first days of the trial, 
where the logarithmic-transformed band has boundaries which are 
shifted upwards compared to those of the arc sine-transformed band. 
(Although not easily seen from the figure, the difference is also 
marked at the lower boundary, e.g. at day 7 the values for the 
intervals are 0.011 and 0.004, respectively.) Fig ld shows the 
HW-band (2.11) and the logarithmic- and arc sine-transformed HW-
bands. The lower boundary of the (nontransformed) HW-band as well 
as the upper boundary of the transformed bands, were not monotone. 
In case of the (nontransformed) HW-band, the highest value of the 
lower boundary was extended to the end of the trial, and similarily 
the lowest values of the upper boundary for the transformed bands 
were extended back to the time of the first death. Note that the 
HW-bands are broader than the EP-bands at early and late points in 
time. Moreover, the transformed bands are clearly nonsymmetric, and 
the logarithmic-transformed bands are shifted upwards compared to 
the arc sine-transformed band during the early part of the trial. 
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4. Survival and censoring distributions, simulation technique 
In the Monte Carlo simulations, we adopt the random censorship 
model, where the censoring times z 1 , ••• ,zn of Section 1 are inde-
pendent and identically distributed with absolutely continuous 
distribution function H, and independent of the X.' s. ·Then, by l. 
the Gli venko-Cantelli theorem, · ( 2. 1 ) is valid with y = 
(1-F}(l-H}, so that (I)-(III) of Section 2 hold true provided that 
(1-F(T}}(l-H(T)} > Q. 
Various combinations of three survival distributions and two 
censoring distributions have been simulated. In many respects all 
the combinations gave similar results, and much of the discussion 
is therefore restricted to a standard situation where both the 
survival and the censoring follow a standard exponential distribu-
tion (with parameter 1 }. By changing the param~ter of one of the 
exponential distributions different degrees of censoring may be 
obtained. Note also.that, except for the time scale, these expo-
nential models represent all models of the form 1-H = (1-F} 9 for 
some a (the Koziol-Green models}. 
The two other survival distributions are of the Weibull type. 
The first is a Weibull (1 .35,2}, i.e. it has survival function 
-1.3St 2 
e , and it represents a situation where the majority of the 
deaths occurs at intermediate times (mode approximately 0.6}. 
Combined with a standard exponential censoring distribution, the 
degree of censoring will be approximately 50%. The second Weibull 
,- o.s 
d ' 'b , h ' 1 f ' Y 2t d' l.strl. utJ.on as survJ.va unctJ.on e correspon l.ng to an 
expected life length of 1, but with a large variance, i.e. many 
early deaths combined with a heavy right tail. This last distribu-
tion gave results which did not deviate markedly from those ob-
tained with the exponential distributions, and no results are 
therefore given in the tables below. The second censoring distri-
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bution applied, is a uniform distribution on the interval [0,1 .6]. 
Combined with the standard exponential survival distribution, the 
degree of censoring is close to SO%. 
In the simulations, it is advantageous to generate directly 
- - -x( 1 )'···<X(n) , i.e. the ordered X. 's, and the corresponding l. 
D(i) 's. Let~= F'/(1-F) and ~ = H'/(1-H) be the hazard rate 
functions corresponding to the survival and censoring distribu-
tions. Then, given the i-th censored lifetime X(i) (with X(O)=O), 
-the next censored life time X(i+l) is generated as follows. Two 
pseudo-random variates Xl+1 and Zl+l are generated (by the in-
version principle) with hazard rate functions equal to (n-i)a(t) 
(n-i)~(t), -and repectively, for t > X ( i) I and zero otherwise. 
- Zj_+~ I{X(i+1)=Xj_+1}. Then x(i+l) = xi+1 A and 0 (i+l) = It is a 
simple exercise to see that this generation procedure produces the 
same results as does the direct generation of x. IS 
l. and 
which would then have to be sorted. However, this generation proce-
dure gives a dramatic reduction in computer time. The computer pro-
grams were written in the language C, and run on a VAX 11/780. 
The simulated results for the confidence intervals and bands 
with nominal level of confidence 90% and 95% are based on 10 000 
replications, corresponding to a standard error on the estimated 
error rates of (approximately) 0.003 and 0.002, respectively. (The 
error rate of an interval or band with level of confidence 1-a is 
a.) The simulations for the confidence intervals with nominal 
level of confidence 99% are based on 20 000 replications, corres-
ponding to a standard error of (approximately) 0.0007 on the 
estimated error rates. 
5. Pointwise confidence intervals. Small sample properties 
Table 1 shows the error rates of confidence intervals with nominal 
confidence level 95% at 5 points in time, for three combinations 
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of survival and censoring distributions and for n equal to 25, 
SO, 100, and 200. The error rates obtained when applying the stan-
dard interval (2.3) are too high, especially for n = 25. This is 
seen at all points in time and for all survival/censoring distri-
butions. (The censoring is in all cases about 50%, see Section 4.) 
A considerable improvement is obtained by applying one of the 
transformed intervals. Although the logarithmic-transformed inter-
val (2.5) gives slightly too low error rates, and the arc sine-
transformed interval (2.6) slightly too high rates, the achieved 
confidence levels seem acceptable even for n = 25. 
A change of the censoring distribution from exponential to 
uniform gives no essential changes in the results. Similarily, a 
change of survival distribution from standard exponential to 
Weibull (12,0.5) gives only small changes in the results (not 
shown). With the Weibull (1 .35,2) survival distribution very high 
error rates are seen at points early in time. This may be expec-
ted, however, since it reflects the fact that almost no deaths 
have occurred at so low values of t. (For n = 25 and t = 0.2 
the expected number of deaths is only slightly above 1 .) At 
t = 0.6, when the expected number of deaths is near 7, the error 
rates are close to those obtained for the other survival/censoring 
distributions. 
To be completely satisfactory, a confidence interval should 
fall above and below the true parameter value an approximately 
equal number of times. Table 2 shows that this is a more difficult 
task than to achieve an acceptable total error rate. All the inter-
vals produce unbalanced number of failures. However, the trans-
formed intervals are clearly better than the standard one, and the 
arcsine-transformed interval seems to be somewhat better than the 
logarithmic-transformed interval. Similar results are obtained at 
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other points in time and with other survival/censoring distribu-
tions. 
Table 3 shows that the qualitative results found for the 95% 
confidence intervals carry over to the 90% intervals. However, 
with a nominal confidence level of 99%, the approximation becomes 
less satisfactory, implying that a larger number of individuals is 
needed to achieve acceptable confidence levels. 
Table 4 shows results obtained with the standard exponential 
survival distribution and with an exponential censoring distribu-
tion with a parameter value adjusted to obtain various degrees of 
censoring. When interpreting this table, it should be realized 
that the Nelson-Aalen estimator is nonparametric and may only at-
tain a finite number of values. This is also the case for the esti-
mator for its variance, cf. (1 .3). Because of this discretness it 
may be impossible to achieve a true level of confidence of exactly 
95%. This phenomenon is most pronounced when there is no censor-
ing, since for this situation the Nelson-Aalen estimator and the 
estimator for its variance may take fewer values than when censor-
ing is present. This explains the unsystematic pattern seen for 0% 
censoring in Table 4. Neglecting this phenomenon, the table shows 
the expected decrease in performance with increasing amount of 
censoring. Note, however, that even with 75% censoring, the trans-
formed intervals produce acceptable results. With the survival and 
censoring distributions shown in the table, the logarithmic-trans-
formed interval performs better than the arc sine-transformed, but 
this is less pronounced in other situations. 
6. Simultaneous confidence bands. Small sample properties 
The pointwise intervals are based on the weak convergence of 
(transforms of) the Nelson-Aalen estimator for a fixed value of t. 
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On the other hand, the simultaneous confidence bands are based on 
the weak convergence of the estimator viewed as a stochastic pro-
cess. One may expect that a larger number of individuals is needed 
to ensure that the limiting process is a good approximation, than 
is the case for a fixed value of t, and that this will be reflec-
ted in the performance of the confidence bands. Table 5 shows that 
this effect is marked for the nontransformed EP-band (2.10} and 
HW-band (2.11}. Both of these bands achieve confidence levels 
which are far from the nominal ones, even for n = 200. Also for 
the bands, however, the transformations improve the results con-
siderably, and in terms of total error rates the results are ac-
ceptable. Note that the results do not depend much on the survival 
and censoring distributions. 
Table 6 illustrates, for n = SO, at which points in time the 
confidence bands fail to cover the true cumulative hazard rate for 
the first time, and whether they are above or below the true value 
when they miss. It is seen that the nontransformed bands nearly 
always are below the true cumulative hazard rate when they miss. 
For the logarithmic-transformed EP-band a rather high lower boun-
dary (cf. Fig. 1) causes a large number of errors at points 
early in time. At points later in time the new cases of non-cover-
ing bands are caused by a too low upper boundary. The arc sine-
transformed EP-band produces the majority of its errors by having 
a too low upper boundary. The HW-bands concentrate their errors at 
intermediate points in time (cf. Fig. 1), but otherwise produce 
results similar to those seen for the EP-bands. These time pat-
terns of the errors are not satisfactory. A restriction of the 
time interval, over which the bands are computed, improves the 
results, as does a change to 90% confidence level (shown for the 
logarithmic-transformed EP-band in Table 7). However, an increase 
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in the number of individuals seems to be neccessary to get comple-
tely satisfactory results (Table 7). Note also that in this re-
spect the arc sine-transformed band seems to be somewhat better 
than the logarithmic-transformed one. 
1. Concluding remarks 
The most important conclusion of the present study is that confi-
dence intervals and bands for the cumulative hazard rate function, 
based on right censored survival data, can be markedly improved 
through the use of transformations. In our opinion, the advantages 
clearly outweigh the extra calculations needed, and transformed 
intervals and bands should therefore be used in most cases. We 
have, however, only considered two transforms, and there may exist 
better ones. 
Considering the confidence intervals, it seems as if about 10 
deaths, and a similar number still at risk, are sufficient for the 
transformed intervals to perform reasonably well, and even with 5 
individuals in these categories, the intervals will probably be 
accurate enough for many purposes. The main difference between the 
logarithmic- and the arc sine-transformed intervals is that the 
former tends to be slightly conservative, while the latter tends 
to achieve levels of confidence slightly below the nominal ones. 
Corresponding to this, the arc sine-transformed interval tends to 
be more narrow than the logarithmic-transformed one. Moreover, the 
logarithmic-transformed interval more often falls above than below 
the true parameter value, while the opposite is the case for the 
arc sine-transformed interval. The choice between these two trans-
formed intervals will thus depend on the purpose, and we can see 
no reason for suggesting any standard choice. 
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Considering the confidence bands, it is more difficult to 
state necessary sample sizes. For the transformed bands, the 
achieved levels of confidence are acceptable with fairly few obser-
vations, but the way the bands distribute the errors (above or 
below the true value, time pattern) may appear less satisfactory. 
Although there is no unique best way for a band to distribute the 
errors over time, the observed dependence on the number of obser-
vations is undesirable (Table 7). Thus, if only a rough estimate 
of the uncertainty of the estimated hazard is wanted, a band based 
on 20-30 deaths (or ever fewer) may be satisfactory, while larger 
numbers may be necessary for other purposes. It appears as if the 
arc sine-transformed EP-band may have some a~vantages over the log-
-transformed one regarding the distribution of the errors over 
time. For the EP-bands, better statistical properties can be 
achieved by restricting the time interval covered by the band. The 
main difference between the EP-bands·and the HW-bands is how the 
errors are distributed over time, and the choice between them 
will depend on the time interval over which one wants a narrow 
band. 
Our study has been restricted to the set-up with right cen-
sored survival data. However, the Nelson-Aalen estimator may also 
be used for other purposes, e.g. to estimate the cumulative trans-
ition intensities in a Markov chain model (cf. Andersen and Borgan, 
1985). With minor modifications the results of Section 2 are valid 
for these other situations. The small sample properties of the 
confidence intervals and bands may be different, however, and 
further studies are needed here. 
- 17 -
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Appendix •. Weak convergence of 
- 1\ In (goAn- goA) 
We consider the situation of Section 2. Let O~t 1 < t2 ~T, and let 
g be a function such that g' (x) * 0 and continuous on 
for an e > 0, where x. = A(t. ). We will prove that l. l. 
(A. 1 ) 
on D[t 1,t2 ], as n + ~, where U is the Gaussian process defined 
in (II) of Section 2. Our proof is extracted from the proof of 
Theorem A.1 in Bergan and Gill (1982). 
To prove (A.l) we apply a Skorohod construction (cf. Breslow 
and Crowley, 1974) to the sequence {ln(~n-A)} of random elements 
of D[t 1 ,t2 ] which converges weakly to u. Thus we may replace 
- 1\ {ln(An-A)} and U by random functions, defined on a new sample 
space, having the same distribution for each n, but which also 
- 1\ satisfy In (An-A) + U aLmost surely, as n + ~, in the Skorohod 
topology. (We use the same notation for these new processes.) 
Since U is continuous, we actually have almost sure convergence 
in the supremum norm 11•11 on D[ t 1 ,t 2 ]. On this new sample space 
we shall prove 
- 1\ llln(goAn- goA)-(g'oA)UII + 0 (A. 2) 
almost surely, as n +~,which will imply (A.l) in the original 
set-up. 
Now g' is bounded and uniformly continuous on [x 1-e,x2+e]. 
By the mean value theorem we have on the event 
that 
- 1\ 1\ In (g(An (t) )-g(A(t))) = g' (C:n (t)) Iii (An (t)-A(t)), 
where is between 
1\ 
A (t) 
n 
and A(t). Therefore, on this 
event 
- 19 -
- 1\ Uln(goA0 - goA)-(g•oA)UU 
-I\ 
< ug•o/; 0 - g 1 oAU•IIIn(A0 -A)U 
- 1\ 
+ ug• oAU • Uln(A -A)-UU. 
n 
Now, A0 E [x 1-e,x2+ej almost surely for all large enough n, 
which proves (A.2). 
- 20 -
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Legend to Figure 1: 
Figure 1 . Confidence intervals and confidence bands for the cumu-
lative hazard function applied to a setofdata concerning the sur-
vival of salmons affected by the Hitra disease (see text). In all 
subfigures the fully drawn line represents the Nelson-Aalen esti-
mator. In lathe inner pair of lines (•••) represents the non-
transformed pointwise confidence limits, and the outer pair 
(---) the nontransformed EP-band. In lb the inner pair is the 
logarithmic-transformed confidence intervals, and the outer pair 
is the logarithmic-transformed EP-band. 1c shows the arc sine-
transformed intervals (inner pair) and the arc sine-transformed 
EP-band (outer pair). In ld the three different HW-bands are com-
pared: the non-transformed band (-•-•-), the logarith~c-trans­
formed one (e••••e) and the arc sine-transformed one (----). 
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Table l . Achieved error rates of confidence intervals with nominal level of confidence 95% 
t = 
Standard n= 25 
interval n= 50 
( 2. 3) n=lOO 
n=200 
Logarithmic- n= 25 
transformed n= 50 
interval n=lOO 
(2.5) n=200 
Arc sine- n= 25 
transformed n= 50 
interval n=lOO 
(2.6) n=200 
Exponential/ExEonentiala 
0.2 0.4 0.6 0.8 1 • 0 
.08 .08 .07 .01 .09 
.01 .06 .06 .06 .06 
.06 .06 .06 .06 .06 
.06 .05 .05 .05 .OS 
. 04 • 04 • 04 . 04 . 04 
.04 .05 .OS .04 .04 
. 05 • 05 . 05 . OS . 05 
.05 .05 .05 .OS .05 
.08 .06 .06 .06 .06 
.06 .OS .06 .05 .OS 
.OS .OS .06 .OS .06 
.05 .OS .OS .OS .05 
ExEonential/Uniformb 
0.2 0.4 0.6 0.8 1.0 
.08 .08 .01 .07 .08 
.01 .06 .06 .06 .06 
.01 .06 .06 .OS .06 
.05 .05 .05 .OS .05 
• 04 . 04 • 04 • 04 • 03 
.04 .04 .05 .OS .04 
.05 .05 .05 .OS .05 
.05 .05 .05 .05 .05 
.01 .06 .06 .06 .OS 
.06 .05 .06 .06 .06 
.. 05 .OS .05 .OS .OS 
.OS .05 .05 .OS .OS 
WeibullLExEonentialc 
0.2 0.4 0.6 0.8 1 • 0 
• 31 • 10 .08 .08 .09 
• 10 .08 .06 .06 .06 
.09 .07 .06 06 .05 
.07 .06 .06 .05 .OS 
.34 .05 .04 .04 .03 
• 1 3 • 04 • 04 . 04 . 04 
.05 .OS .05 .05 .05 
• 04 . 05 • OS . 05 . 05 
.32 .08 .06 .06 .OS 
• 11 .06 .OS .06 .06 
.07 .06 .OS .05 .OS 
.06 .05 .OS .OS .05 
a) Both survival and censoring distributions are standard exponential. 
b) Survival distribution is standard exponential, censoring distribution is uniform over [0,1.6]. 
c) Survival distribution is Weibull (1.3S,2), censoring distribution is standard exponential. 
Table 2. The distribution of the errors above and below the true value of the 
cumulative hazard function at t=0.4 for confidence intervals with 
nominal level 95%. 
Standard 
interval 
(2.3) 
Logarithmic-
transformed 
interval 
( 2 . 5 ) 
Arc sine-
transformed 
interval 
(2.6) 
n= 25 
n= 50 
n=lOO 
n=200 
n= 25 
n= 50 
n=lOO 
n=200 
n= 25 
n= 50 
n=lOO 
n=200 
Exponential/ 
. a Exponent1al 
Below Above 
. 081 .002 
.056 .008 
.050 .010 
.038 .015 
.010 .029 
.017 .031 
.021 .027 
.020 .028 
.042 .019 
.032 .022 
.033 .022 
. 027 .024 
a,b,c) See footnotes of Table 1. 
Exponential/ 
. b Un1form 
Weibull/ 
E . c xponentl.al 
Below Above Below Above 
.074 .002 .094 .002 
.056 .006 .075 .004 
.045 .008 .058 .008 
.038 .015 .045 .012 
.009 .028 .008 .031 
.017 .026 .018 .032 
.019 .026 .017 .033 
.020 .029 .020 .028 
.039 .019 • 041 .035 
.034 .018 .040 .018 
.030 .020 .036 .021 
.027 .022 .032 . 021 
Table 3. Achieved error rates for varying nominal level of 
confidence. (Survival and censoring are both standard 
exp:mential and t=O • 4 • ) 
n= 25 
Standard 
interval n= so 
(2.3) 
n=100 
n=200 
n= 2S 
Logarithmic-
transformed n= 50 
interval 
( 2. s) n=100 
n=200 
n= 2S 
Arc sine-
transformed n= so 
interval 
( 2. 6) n=100 
n=200 
Nominal level of confidence 
90% 9S% 
• 1 2 .08 
• 1 1 .06 
• 1 0 .06 
• 1 0 .OS 
.09 .04 
• 1 0 .os 
. 1 0 .os 
• 1 0 .OS 
• 1 2 .06 
. 1 1 .OS 
. 1 0 .os 
. 1 0 .OS 
a 
99% 
.042 
.024 
.017 
.013 
.006 
.009 
.009 
.009 
.016 
.014 
.010 
.010 
a) Based on 20 000 simulations. 
Table 4. Achieved error rates with varying degree of censoring 
for confidence intervals with nominal level of confidence 
95%. (Survival and censoring are both standard exponential 
and t=O. 4.) 
Amount of censoring 
0% 25% 50% 75% 
n= 25 ~OS .07 .08 • 1 1 
Standard 
interval n= 50 .07 .06 .07 .08 
{2.3) 
n=lOO .07 .OS .06 .06 
n=200 .os .os .OS .06 
n= 25 .05 .04 .04 .OS 
Logarithmic-
transformed n= 50 .os .os .os .as 
interval 
(2.S) n=100 .04 .os ·OS .04 
n=200 .os • OS .os .OS 
n= 25 . 07 . .06 .06 .08 
Arc sine-
transformed n= 50 .OS .os .06 .06 
interval 
( 2 . 6 ) n=100 .06 .os .06 .06 
n=200 .os .os .as .OS 
Table S Achieved error rates of confidence bands with nominal 
level of confidence 9S%. 
Exponential/ Exponential/ 
Exponential a 
n= 2S . 1 9 
EP-band n= 50 • 1 7 
(2.10)d n=100 • 1 1 
n=200 .oa 
Logarithmic- n= 2S .06 
transformed n= so .06 
EP-band d n=100 .06 
n=200 .as 
Arc sine- n= 2S .OS 
transformed n= so .as 
EP-band d n=lOO .OS 
n=200 .os 
n= 2S • 1 7 
HW=band n= so • 1 5 
( 2 . 1 1 ) n=lOO • 1 1 
n=200 .08 
Logarithmic- n= 2S .06 
transformed n= so .06 
HW-band n=lOO .OS 
n=200 .OS 
Arc sine- n= 2S .06 
transformed n= so .06 
HW-band n=100 .06 
n=200 .OS 
a, b, c) See footnotes of Table 
d) The bands are evaluated with 1\ c 1=0.0S 
Uniformb 
• 1 6 
• 1 2 
.oa 
.07 
.as 
.OS 
.OS 
.as 
.04 
.04 
.OS 
.as 
0 1 3 
. 1 1 
.09 
.08 
• OS 
.OS 
.OS 
.OS 
. OS 
.OS 
.OS 
.OS 
and 
Weibull/ 
Exponentialc 
• 21 
• 20 
• 1 3 
.09 
.06 
.06 
.06 
.OS 
.as 
.os 
.as 
.as 
.20 
. 1 6 
. 1 1 
.o8 
.06 
.06 
.OS 
.OS 
.06 
.06 
.OS 
.OS 
Table 6. The points in time when confidence bands with nominal level 95% miss 
the true cumulative hazard function for the first time. (Survival and 
censoring are both standard exponential and n=50.) 
EP-bandb 
(2.10) 
Logarithmic-
transformed 
EP-bandb 
Arc sine-transformed 
EP-bandb 
HW-band 
(2.11) 
Logarithmic-
transformed 
HW-band 
Arc sine-transformed 
HW-band 
Below 
Above 
Below 
Above 
Below 
Above 
Below 
Above 
Below 
Above 
Below 
Above 
a) Right endpoint not included 
b) The bands are evaluated with 
Time intervala 
0-. 2 • 2-. 4 • 4-. 6 • 6-. 8 • 8-1 • 0 1 • 0-1 • 2 1 . 2-
.016 
.000 
.000 
.037 
.000 
.003 
.ooo 
.000 
.000 
.016 
.000 
.003 
1\ 
c 1=0.05 
.040 
.000 
.000 
.005 
.ooa 
.002 
.010 
.000 
.000 
.014 
.000 
.006 
and 
.019 
.000 
.000 
.003 
.004 
.003 
.024 
.000 
.000 
.004 
.003 
.002 
1\ 
c 2=0.95 
.012 
.000 
• 001 
.001 
.004 
.001 
.027 
.000 
0 001 
.000 
.009 
.002 
.009 
.000 
.001 
.000 
.003 
.000 
• 021 
.000 
.004 
.000 
.010 
.000 
.010 
.000 
• 001 
.000 
.003 
.000 
.019 
.000 
.004 
.000 
.008 
.000 
.041 
.000 
.008 
.000 
.017 
.000 
.058 
.000 
.018 
.000 
.025 
.000 
Table 7. The effect of varying the nominal level of confidence, the sample size 
and the time interval on the distribution in time of the first errors 
of the transformed EP-bands. 
Logarithmic-
transformed, 
n= 50, 95%, 
~1=.0~, ~2=.95 
Logarithmic-
transformed, 
n= 50, 95%, 
1\ 1\ 
c 1=.10, c 2=.90 
Logarithmic-
transformed, 
n= 50, 90%, 
1\ 1\ c 1=.05, c 2=.95 
Logarithmic-
transformed, 
n= 50, 90%, 
~1=.10, ~2=.90 
Logarithmic-
transformed, 
n=200, 95%, 
1\ 1\ 
c 1=.05, c 2=.95 
Arc sine-
transformed, 
n=200, 95%, 
1\ 1\ 
c 1=.05, c 2=.95 
Below 
Above 
Below 
Above 
Below 
Above 
Below 
Above 
Below 
Above 
Below 
Above 
o-.2 
.000 
.037 
.000 
.027 
.000 
.055 
.000 
.041 
. 001 
.022 
.007 
.005 
a) Right endpoint not included 
Time intervala 
.2-.4 .4-.6 
.000 .ooo 
.005 .003 
.000 .ooo 
.005 .002 
.000 .001 
.008 .005 
.000 .003 
.011 .007 
.002 • 001 
.004 .003 
.005 .003 
.002 .003 
• 6-. 8 • 8-1 • 0 1 • 0-1 • 2 1 • 2-
.001 .001 .001 .008 
.001 .000 .000 .000 
• 001 • 001 .002 .009 
.002 .000 .000 .000 
.001 .003 .002 .014 
.003 .001 .000 .ooo 
.003 .004 .003 .016 
.003 .001 .000 .000 
.002 .002 .003 .009 
.002 .002 .001 .000 
.003 .003 .003 • 011 
.001 .001 .001 .000 

