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ABSTRACT 
 
Coastal zones receive massive terrestrial inputs of nutrients and organic matter, and play 
an important role in biogeochemical cycles. The interactions of river inputs, ocean currents, 
atmospheric exchanges, anthropogenic influences, and biologically active ecosystems make CO2 
system studies in coastal waters highly challenging.  This work focuses on improving our 
understanding of the CO2 system in coastal waters through (1) development of a new 
methodology for measurements of CO2 system parameters in the field; (2) observations of large 
spatial and temporal CO2 system variations in coastal waters; and (3) characterization of the 
influence of organics on CO2 system behavior in coastal waters.    
A novel portable light-emitting-diode (LED) photometer was developed to provide low-
cost seawater pH measurements in the field. With meta cresol purple (mCP) as the indicator, the 
photometer produces pHT measurements within ± 0.01 units of state-of-the-art 
spectrophotometric measurements (7.6 ≤ pH ≤ 8.2, 30 ≤ S ≤ 36.2, and 15 oC ≤ t ≤ 30 oC). With a 
simple “do-it-yourself” (DIY) construction design, a hundredfold reduction in cost relative to 
benchtop spectrophotometric systems, and routine calibration-free operation in the field, the DIY 
photometer is an ideal replacement for pH test strips or consumer-level potentiometric probes.  
Applications of special interest include education, citizen science, coastal zone monitoring, and 
aquaculture and aquarium management. 
Subannual variability of total alkalinity (TA) distributions in the northeastern Gulf of 
Mexico (GOM) was examined through the use of TA data from ship-based water sampling, 
 viii 
historical records of riverine TA, and contemporaneous model output of surface currents and 
salinity. Variability of TA observed in the upper 150 m of the GOM water column was primarily 
controlled by subannual variations in the extent of mixing between seawater and river water. A 
transition in TA distribution patterns between the river-dominated northern margin (near the 
Mississippi–Atchafalaya River System) and the ocean current-dominated eastern margin (West 
Florida Shelf) was observed. A riverine alkalinity input index was developed to highlight 
riverine TA contributions. 
Contributions of organic alkalinity (Org-Alk) to TA were investigated in coastal waters 
from three different environments (estuary, urban, mangrove) and offshore sites in the Gulf of 
Mexico. The difference in alkalinity (∆TA) between TA measured by direct titration (TAmeas) 
and calculated (TAcal) from observations of DIC and pH was used as an estimate of Org-Alk. 
Average values of ∆TA were 0.1 ± 5.0 µmol kg-1 at coastal sample sites outside the Mississippi-
Atchafalaya River Estuary (n = 17), 1.9 ± 5.2 µmol kg
-1
 in offshore waters (n = 14) in the 
northern Gulf of Mexico, 33.6 ± 18.0 µmol kg
-1
 in the Suwannee River Estuary (n = 17), and 
16.0 ± 25.4 µmol kg
-1
 in sites that included Tampa Bay, the Caloosahatchee River, and the Ten 
Thousand Islands area (n = 55). In addition to Org-Alk assessments based on measurements of 
∆TA, a novel two-step spectophotometric titration method was developed for the 
characterization of Org-Alk. Direct titrations showed substantial Org-Alk in coastal samples (n = 
5), and the Org-Alk values obtained from the two-step titrations showed good agreement with 
results from ∆TA calculations. The spectrophotometric titration data were used in model fits to 
evaluate the dissociation constants (pKi) of the natural organic acids. The pKi of the organic 
acids were within the previously reported range for riverine fulvic acids.  
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CHAPTER ONE 
 
INTRODUCTION 
 
1.1 Atmospheric Carbon Dioxide (CO2) and Seawater CO2 System   
The global atmospheric CO2 concentration reached 400 ppm for the first time in recorded 
history in April 2014[1]. Data from ice-cores and continuous atmospheric measurements (Mauna 
Loa Observatory, Hawaii, USA) document a 40% increase in atmospheric CO2 since the onset of 
industrial revolution (Figure 1.1). 
 
 
Figure 1.1 Atmospheric CO2 (Ice-core data before 1958, Mauna Loa data after 1958) [2] 
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The Intergovernmental Panel on Climate Change (IPCC) has projected that atmospheric 
CO2 may rise to a level between 575 ppm and 950 ppm by 2100 [3]. With approximately 30% of 
anthropogenic CO2 being taken up by the oceans, leading to decreased seawater pH and carbonate 
saturation state [4, 5], ocean acidification has become a matter of urgent concern for both the 
scientific community and the general public. Field surveys and laboratory experiments indicate 
that decreases in seawater pH and carbonate saturation state can strongly impact calcifying 
organisms such as corals, shellfishes, and some plankton, which leads to further impacts on the 
food web, nutrient cycles, and even ecosystems [6-9].   
When dissolved in seawater, CO2 exists in multiple forms: CO2, carbonic acid (H2CO3), 
bicarbonate ion (HCO3−), and carbonate ion (CO32−). The relative concentrations of these 
chemicals are described using equilibrium constants (Ki), which are functions of temperature, 
salinity, and pressure. The dissolution and chemical behavior of CO2 in seawater can be described 
by the following equilibria:  
CO2g K0⇔ CO2*                                                             1.1 
Where CO2(g) is gas-phase CO2, and CO2* includes both CO2 and H2CO3 in the aqueous phase. 
CO2* reacts with H2O to form HCO3−, and HCO3− dissociates to form CO32−:   
CO2
*
⇔ H+ + HCO                                                           1.2 
HCO3
 ′⇔ H+ + CO                                                         1.3 
 An especially important carbonate-related process in seawater is the 
formation/dissolution of calcium carbonate (CaCO3), which can be summarized by the following 
equilibrium: 
CaCO3
′ Ca2+ + CO                                                     1.4 
where K’sp is a solubility product in seawater that is temperature, salinity, and pressure dependant. 
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A carbonate saturation state index (Ω) is used to describe the propensity of each calcium 
carbonate polymorph (e.g., aragonite, calcite) toward dissolution: 
Ωaragonite = [][] !"#$%&′    or   Ωcalcite =
[][]
-.-$%&
                                1.5  
When Ω < 1, the system is undersaturated and dissolution of CaCO3 occurs. If Ω > 1, the system 
is supersaturated and precipitation of CaCO3 is favored.  
One concerning aspect of increasing atmospheric and oceanic CO2 is the reduction in 
aqueous CO32− concentrations (Equation 1.6), which has negative effects on the production of 
CaCO3 by marine calcifiers. 
CO+HO+CO3 ⟺ 2HCO                                                   1.6 
 
1.2 Seawater CO2 System Measurements 
 Solution pH, total alkalinity (TA), dissolved inorganic carbon (DIC or CT), and partial 
pressure of carbon dioxide (pCO2) or CO2 fugacity (fCO2) are the principal four directly 
measurable parameters used for characterization of the seawater CO2 system. Based on 
thermodynamically controlled equilibria (Equations 1.1 to 1.4), measurements of any two of these 
four parameters allow the other two to be calculated.  
1.2.1 pH 
Solution pH can be defined as the  negative log of the activity of hydrogen ions in 
solution or, alternatively,  the  negative log of the concentration of hydrogen ions in solution . 
However, pH measurements are complicated by the chemical interactions of H+ ions in seawater, 
which leads to several distinct definitions of pH scales in chemical oceanography [10].  
The International Union of Pure and Applied Chemistry (IUPAC) defines a series of 
standard buffer solutions across a range of pH values [11], which are often denoted as NBS or 
NIST scale buffers. However, these solutions have low ionic strength (~0.1 mol kg-1), compared 
with seawater (~0.7 mol kg-1). The difference in ionic strength between the standard buffer 
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solutions and seawater samples causes changes in the liquid junction potentials of pH electrodes 
between a calibration and subsequent sample measurement. The irreproducible nature of these 
changes makes these standards inappropriate for pH measurements of seawater.  
To resolve this problem, Hansson et al. [12] developed a series of buffers based on 
artificial seawater. The pH of these buffers were expressed in terms of total hydrogen ion 
concentrations ([H+]T), which is the sum of free (unassociated hydrogen ions)  and hydrogen ions 
associated with sulfate ions: 
[H+]T = [H+] + [HSO4−]                                                       1.7 
where [H+] is the concentration of free hydrogen ions, and pH on the total scale is given as: 
                                                             pHT = -log[H+]T                                                   1.8 
The total hydrogen ion concentration scale is used throughout this dissertation, unless otherwise 
specified.  
 In oceanographic research, seawater pH is typically measured potentiometrically or 
spectrophotometrically. For typical potentiometric measurements, glass electrodes are calibrated 
using tris (2-amino-2-methyl-1, 3-propanediol) buffers prepared in artificial seawater media [13, 
14]. Recent studies have also shown that ion-sensitive field-effect transistors (ISFET) are useful 
for seawater pH measurements [15, 16] because they have lower drift and noise than conventional 
glass electrodes [15]. 
 Spectrophotometric measurements of seawater pH [17-19] are based on observations of 
absorbance (A) ratios (R) from distinctly colored acidic (HL−) and basic (L2−) forms of pH-
sensitive indicator dyes (generally diprotic sulfonephthalein indicators) that are dissolved in 
seawater samples:  
HL  ⇔ H2 + L                                                              1.9 
For seawater pH on the total scale [17-20], measurements are obtained using equation 1.10: 
)/1)/(-( log)( logpH 23122T eeReReK
T
⋅−+−=
                                            1.10 
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where K2T is the equilibrium constant for equation 1.9; R is the ratio of sulfonephthalein 
absorbances (R = λ2A/λ1A) at λ1 and λ2 (the wavelengths of maximum absorbance of the L2− and 
HL− forms of the indicator); and the ei coefficients are ratios of indicator molar absorptivities (ε) 
at wavelengths λ1 and λ2: 
34 =  5678 5678 ;  3 =
 568
 5678 ;  3 =
 568
 5678                                                1.11 
Meta cresol purple (mCP) is the most commonly used indicator for seawater pH 
measurements, because its indicating range (7.2 ≤ pHT ≤ 8.1) provides good coverage of typical 
saltwater environments [19, 20].  Protocols for purification and characterization of mCP have 
been well documented [21, 22]. The precision of spectrophotometric pH measurements is on the 
order of ±0.0004 [19, 21, 23].  
1.2.2 TA 
Total alkalinity (TA) is defined as “the number of moles of hydrogen ion (H+) equivalent 
to the excess of proton acceptors (bases formed from weak acids with dissociation constant K ≤ 
10−4.5 at 25°C and zero ionic strength) over proton donors (acids with K > 10−4.5)) in one kilogram 
of sample” [24]. TA can be expressed in terms of component concentrations as follows:  
TA = [HCO] + 2[CO] + [BOH>] + [OH] + [HPO>] + 2[PO>] + [HSiO>] + [NH] +
[HS] + ⋯ − [H2] − [HSO>] − [HF] − [HPO>] − ⋯                                                             1.12 
where “…” indicates acids and bases present at low concentrations.  
 TA can be measured using open/close cell potentiometric titrations [14, 24-27] or 
spectrophotometric titrations [28]. Both methods require the use of certified reference materials 
(CRMs) to ensure accuracy [29]. The desired accuracy is ± 0.1% (± 2µmol∙kg-1) [14]. 
1.2.3 DIC 
DIC is the summation of all inorganic carbon species in seawater: 
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DIC = [CO∗ ] + [HCO] + [CO]                                                             1.13 
To determine DIC, seawater samples are acidified with hydrochloric acid, allowing all 
forms of carbon to be converted to CO2, and then the dissolved CO2 is transferred with an inert 
carrier gas (usually high purity N2) to a coulometer [30, 31] or a non-dispersive infrared (NDIR) 
sensor [32] for CO2 measurement. Certified reference materials (CRMs) are used to assess the 
accuracy of DIC measurements, with a desired accuracy of ± 0.1% (± 2µmol∙kg-1) [14].  
1.2.4 pCO2 and fCO2 
The pCO2 of seawater sample can be determined by measuring the partial pressure of 
CO2 in air that is in equilibrium with a flowing stream of the seawater sample, and is defined as 
the fraction of CO2 (xCO2) in the equilibrated gas phase multiplied by the total pressure (p) of the 
gas at equilibrium: 
pCO2 = xCO2 ∙ p                                                         1.14 
 However, in the expression of partial pressure, all gases are considered as ideal gases that 
are conceptualized as comprising molecules with no volume or intermolecular interactions. By 
accounting for the non-ideal behavior of gases, an expression for fugacity is introduced based on 
the CO2 equation of state: 
fCO2 = pCO2 ∙ φ                                                         1.15 
where φ is function of total pressure, molar volume, and temperature. 
The autonomous underway pCO2/fCO2 measuring systems [33, 34] have been developed 
and put into large-scale practice since the 1990s. These systems have been deployed on research 
vessels and volunteer observing ships (VOS) from 14 nations around the world, and have 
contributed to two data synthesis projects: the Lamont-Doherty Earth Observatory (LDEO) 
database and the Surface Ocean CO2 Atlas (SOCAT).  
 In a typical underway pCO2/fCO2 measuring system, seawater is pumped through a 
ship's uncontaminated seawater intake system and equilibrates with a fixed volume of air in an 
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equilibrator. The air is then recirculated through and NDIR CO2 detector [14, 33, 34]. The system 
is calibrated against several CO2 gas standards, and the analytical precision is 0.3–0.4 ppm [33].  
 
1.3 Research Rationale 
 Terrestrial inputs, ocean currents, anthropogenic influences, and highly-active 
ecosystems make CO2 system studies in coastal waters highly challenging.  The major theme of 
this dissertation is improvement of our understanding of the CO2 system in coastal waters. The 
dissertation includes (1) development of new methodology and instrumentation for measurements 
of CO2 system parameters in the field; (2) large spatial and temporal scale observations of the 
CO2 system in coastal waters; and (3) chemical characterization of CO2 system behavior in 
coastal waters.    
1.3.1 Development of a Low-cost Photometer for pH Measurements in the Field 
 Solution pH is an important water quality parameter in routine monitoring programs 
associated with coastal zone, aquaculture, and aquarium management. In coastal waters, temporal 
and spatial variations of pH are much larger than in the open ocean. In these applications, the 
benchtop spectrophotometers used for high-precision open-ocean study can be unnecessary and 
expensive. On the other hand, although pH test strips or consumer-level potentiometric pH probes 
offer the benefits of low cost and good portability in the field, their precision and accuracy is 
generally unacceptable for scientific purposes.  
To fill the intermediate niche of simplicity and adequate accuracy/precision, Chapter Two 
focuses on development of a light-emitting diode (LED) based photometer that provides 
convenient, high-quality, low-cost measurements of seawater pH in a variety of marine and 
freshwater settings. 
1.3.2 Subannual Variability of TA Distributions in the Northeastern Gulf of Mexico  
Although TA is influenced by primary production, remineralization, and 
dissolution/precipitation of calcium carbonate [35, 36], its distribution in the surface ocean is 
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dominantly controlled by mixing and evaporation, the same factors that govern salinity [37]. Prior 
work has defined the general mechanisms that underlie TA variations in the Gulf of Mexico, but 
there are few observations that can be used to assess TA temporal variability. Previous studies 
principally focused on the Mississippi Atchafalaya River System-influenced area and the West 
Florida Shelf [38-40], leaving a data gap in the northeastern Gulf of Mexico.  
The work in Chapter Three focuses on subannual variability of TA distribution patterns 
in the northeastern Gulf of Mexico and the mechanisms that underlie TA distributions. 
1.3.3 Contribution of Organic Bases to TA in Coastal Waters 
 Because TA is not affected by CO2 exchange between seawater and the atmosphere, TA 
is one of the most frequently measured CO2 system parameters, and is often used for  CO2 system 
calculations. State-of-the-art software packages for seawater CO2 system calculation (e.g. 
CO2SYS) account for the contributions of boric, phosphate, and silicate species to alkalinity [41], 
but usually assume that alkalinity contributions from organic bases are negligible. However, in 
coastal waters with high concentrations of dissolved organic matter (DOM), organic bases have 
significant contributions to TA, which leads to substantial offsets in CO2 system calculations.  
 Chapter Four of this dissertation focuses on (a) measurements of the contributions of 
organic bases to TA in coastal waters along Gulf of Mexico and (b) the development of new 
spectrophotometric methods for characterization of these organic bases. 
  
1.4 Overview of Dissertation 
 This dissertation presents three manuscripts as chapters two, three and four, with 
embedded figures and figures. References for each chapter are listed at the end of each chapter. 
· Chapter Two introduces a DIY (do it yourself) photometer designed for seawater pH 
measurement in the field. This work has been published in Marine Chemistry [42].  
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· Chapter Three examines the subannual variability of TA distributions in the 
northeastern Gulf of Mexico. This manuscript has been published by the Journal of 
Geophysical Research: Oceans [43]. 
· Chapter Four examines the contributions of organic bases to TA in coastal waters.  New 
spectrophotometric methods are developed for characterizations of the concentrations and 
equilibrium behavior of organic bases in seawater. This work has been submitted for 
publication. 
· Chapter Five outlines future studies. 
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CHAPTER TWO 
 
SEAWATER pH MEASUREMENTS IN THE FIELD: 
A DIY PHOTOMETER WITH 0.01 UNIT pH ACCURACY 
 
Note to Reader 
 This chapter has been published as: Yang, B., M.C. Patsavas, R.H. Byrne et al., Seawater 
pH measurements in the field: A DIY photometer with 0.01 unit pH accuracy. Marine Chemistry, 
2014. 160(0): p. 75-81. It is included with the permission of the publisher. 
 
2.1 Abstract 
A portable light-emitting-diode (LED) photometer has been developed to provide low-
cost seawater pH measurements. The benefits of the new system include a simple “do-it-yourself” 
construction design, a hundredfold reduction in cost relative to benchtop spectrophotometric 
systems, routine calibration-free operation in the field, and precision and accuracy well suited to 
applications such as education, coastal zone monitoring (including citizen-science programs), and 
aquaculture and aquarium management. The photometer uses a high-sensitivity light-to-voltage 
integrated circuit as a detector, two LED light sources, and an open-source Arduino 
microcontroller for system control and data processing. Measurements are based on observations 
of absorbances of a pH-sensitive indicator. With meta cresol purple, a sulfonephthalein indicator 
appropriate to natural seawater, the photometer system produces pHT measurements within 0.01 
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units of state-of-the-art spectrophotometric measurements (7.6 ≤ pH ≤ 8.2, 30 ≤ S ≤ 36.2, and 15 
oC ≤ t ≤ 30 oC) and has a pH precision of ±0.002. Measurement accuracy is achieved with a one-
time calibration that relates absorbance ratios measured by the broadband photometer (RB) to 
absorbance ratios measured by a high-quality (narrowband) spectrophotometer (RN). Calculation 
of RN from RB allows the use of published algorithms that yield seawater pH as a function of RN, 
temperature, and salinity.  
 
2.2 Introduction 
Solution pH is a key variable used to describe the equilibrium and kinetics of chemical 
processes in oceanic and fresh waters [2, 3]. The development of highly precise 
spectrophotometric pH methods has led to the increasing use of spectrophotometric procedures in 
marine CO2-system characterizations [4-6]. Because pH measurements based on sulfonephthalein 
indicators are highly reproducible and calibration-free, these methods obviate some of the 
disadvantages associated with the use of pH-sensitive glass electrodes (e.g., requirements for 
frequent calibration [7]). 
Spectrophotometric measurements of seawater pH [4, 8, 9] are based on observations of 
absorbance (A) contributions from distinctly colored acidic (HL−) and basic (L2−) forms of pH-
sensitive indicator dyes (generally diprotic sulfonephthalein indicators) that are dissolved in 
seawater at low concentrations:  
HI  ⇔ H2 + I                                                                              2.1 
Seawater pH on the total hydrogen ion concentration scale [4, 8-10] is obtained using Eq. 2.2: 
[ ])/1)/(-( log)( logpH 23122T eeReReK T ⋅−+−=                                               2.2 
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where 
TK2 is the equilibrium constant for Eq 2.1; R is the ratio of sulfonephthalein absorbances at 
λ1 and λ2, the wavelengths of maximum absorbance of the L2− and HL− forms of the indicator (i.e., 
R = λ2AL2−/λ1AHL−); and the ei coefficients are ratios of indicator molar absorptivities (ε) at 
wavelengths λ1 and λ2: 
34 =  5678 5678 ;  3 =
 568
 5678 ;  3 =
 568
 5678                                                2.3 
Sulfonephthalein indicators (e.g., cresol red, bromocresol purple, thymol blue) have been 
used for high-precision measurements of pH, total alkalinity, and total dissolved inorganic carbon 
in seawater and freshwater [4-6, 8, 9, 11-13]. The indicator meta cresol purple (mCP) is often 
used because its ideal indicating range (7.2 ≤ pHT ≤ 8.1) provides good coverage of the pH ranges 
typically encountered in a variety of saltwater environments [4, 10]. Since the indicator impurities 
can contribute to pH offsets as large as 0.01 pH units [14-16], procedures to purify commercially 
available indicator powders have been developed and the properties of some purified indicators, 
including mCP, have been reported [15, 16]. The precision of spectrophotometric pH 
measurements is on the order of ±0.0004 [4, 15, 17], in accord with the requirements of open-
ocean and laboratory studies of ocean acidification.  
Solution pH also serves as an important water quality parameter in monitoring programs 
associated with coastal zone, aquaculture, and aquarium management. In these applications, the 
benchtop spectrophotometers used for high-precision open-ocean and laboratory work would be 
unnecessarily expensive and cumbersome, especially for fieldwork. In coastal waters, temporal 
and spatial variations of pH are much larger than in the open ocean. For example, the average 
range of diel pH variation in Tampa Bay, Florida, can be as great as 0.22 [18], In the controlled 
environments of marine aquaria and especially aquaculture, pH measurement requirements are 
likewise less stringent than in open ocean settings. For a saltwater aquarium, a pH range of 8.1– 
8.3 is acceptable [19]. A typical aquaculture pond should have a pH of 7– 8 [20]. 
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In many operational settings, the use of pH test strips or consumer-level potentiometric 
probes is common. These methods offer the benefits of low cost and portability but have 
precisions on the order of 0.1–0.5 pH units. Few options have been available in the intermediate 
ranges of simplicity, accuracy, and precision. 
Recently, technological innovations have paved the way for the development of new 
sensors to fill this intermediate niche at low cost. Light-emitting diodes (LEDs), widely used in 
many spectrophotometric devices [21-26], are inexpensive, power-saving, compact, and 
sufficiently robust for field use. The combination of LED light sources, integrated optical 
detection circuits, and simple microcontrollers enables the development of sturdy, easy-to-use 
photometers that can provide pH field measurements of much higher accuracy and precision than 
pH electrodes but at roughly the same cost.   
This paper describes the development of a portable microcontrolled LED photometer for 
spectrophotometric seawater pH measurements using meta cresol purple (mCP). The instrument 
components are commercially available and the design is sufficiently simple that “do-it-yourself” 
(DIY) construction is possible. A one-time calibration method was also developed to improve the 
accuracy of the pH measurements. The performance of the photometer was evaluated by 
comparisons against the performance of a high-accuracy benchtop spectrophotometer in 
laboratory, shipboard, and aquarium settings.  
 
2.3 Materials and Methods 
2.3.1 Reagents 
The indicator mCP was purified from sodium salt (Alfa Aesar, Batch H11N06) according 
to the procedure of Patsavas et.al [16]. A 10 mmol·L−1 mCP stock solution in 0.7 mol∙kg−1 NaCl 
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was used for all measurements. The R-ratio of the stock solution was adjusted to 1.6 by addition 
of 1 N HCl or 1 N NaOH (Sigma-Aldrich). Tris acidimetric SRM 723e (tris (hydroxymethyl) 
aminomethane) was obtained from the National Institute of Standards and Technology (NIST), 
for preparing the tris-buffered synthetic seawater [27]. High-purity salts (NaCl, KCl, and Na2SO4) 
were obtained from Sigma-Aldrich. 
2.3.2 Characterization of Purified mCP 
The terms on the right side of Eq 2.2 must be experimentally determined such that they 
are internally consistent. The equilibrium constant 
TK2  is a function only of solution salinity, 
temperature, and pressure and is thus independent of the configuration of the optical 
instrumentation. In contrast, the molar absorptivity terms are generally a function not of solution 
chemistry but of instrument configuration. The values of the ε ratios (Eq 2.3) therefore depend on 
whether they are determined using a narrowband or broadband instrument. (Within the class of 
narrowband spectrophotometers—i.e., bandwidths on the order of 2 nm or less—instrumental 
differences are insignificant.)  
In the original development of high-precision spectrophotometric methods for measuring 
seawater pHT [4], Eqs 2.4–2.7 were determined using monochromatic light (bandwidth ~ 1 nm) to 
assess the relative concentrations of the unprotonated and protonated (L2– and HL–) forms of 
indicator. Subsequent characterizations of purified indicator were likewise conducted using 
narrowband spectrophotometers. For purified mCP [15] : 
[ ])/1)/(-( log)( logpH 23N1N22T eeReReK T ⋅−+−=                                        2.4 
where RN = 578AL2−/434AHL−. (This RN is equivalent to the R of Eq 2.2 of Liu et al. [15]) 
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The corresponding (narrowband) ei coefficients are a function of temperature (T) and salinity (S):  
e1= − 0.007762 + 415174 × 10−5T                                               2.5 
 
e3/e2 = −0.020813 + 2.60262 ×10-4T + 1.0436 × 10-4 (S −35)                     2.6 
at a measurement pressure of 1 atm. The equilibrium constant term of Eq 2.2 is given as: 
dTTc
T
b
aeK T −++=− ln)( log 22                                                                              2.7  
where 
a = –246.64209 + 0.315971S + 2.8855×10−4S2 
b = 7229.23864 –7.098137S – 0.057034S2 
c = 44.493382 – 0.05271S 
d = 0.078134 
This characterization is appropriate for 278.15 ≤ T ≤ 308.15 and 20 ≤ S ≤ 40. 
2.3.3 Instrumentation 
Figure 2.1 illustrates the structure of the DIY LED photometer. For the light 
source module, LED1 (MV5B60, Everlight) and LED2 (LTL1CHKGKNN, Lite-On) 
were used to generate light with outputs centered near 434 nm and 578 nm, the 
wavelengths of maximum absorbance of the acidic and basic forms of mCP. The 
emission spectra of both LEDs were measured with a USB-4000 spectrophotometer 
(Ocean Optics, Inc). The detector module is based on a light-to-voltage optical converter 
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TSL257 (TAOS Inc.), which combines a photodiode and a transimpedance amplifier on a 
single monolithic complementary metal-oxide-semiconductor (CMOS) integrated circuit. 
The system can be powered by either 4 AA batteries or 5V DC from a standard USB port. 
A 100 ml PYREX® (Corning Inc., USA) screw-cap round glass bottle seated within a 
foam nest serves as the sample bottle, reaction chamber, and optical cell (path length = 
5.6 cm). The photometer measures 90×90×100 mm and weighs 370 g. 
During each measurement, the two LEDs are activated alternately, and the signals 
obtained from each LED are sent to the microcontroller via a simple 1 sec RC filter. A 16 
MHz open-source Arduino Uno microcontroller, which has a 10-bit analog-to-digital 
(A/D) converter, 32 KB of flash memory, 2 KB RAM, and 1 KB EEPROM, is used for 
controlling and data processing. The optical absorbance readings are averaged over 1 sec 
and then displayed on a 16×2-character liquid crystal display (LCD). The readings are 
manually recorded.  
 
Figure 2.1 LED photometer developed for measurements of seawater pH. Dimensions are 
90×90×100 mm. 
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Sample temperature was measured with a Testoterm® 7010 digital thermometer 
(Testoterm Inc., Germany), and salinity was measured with a Sper Scientific® 850036 
Salinity Pen (SperDirect.com, USA). The accuracies of the temperature and salinity 
measurements were ±0.1oC and ±0.1, respectively. 
2.3.4 Seawater pH Measurement Protocol 
Seawater was collected into the 100 ml glass bottle, which was capped, wiped clean, and 
seated in the photometer for a blank (baseline) measurement of absorbances. The bottle cap was 
then removed, and mCP indicator (0.03 mL) was injected into the sample with a 1 ml plastic 
syringe (B-D, USA) to provide a final mCP concentration of 3 µmol∙kg−1. The sample and 
indicator were manually mixed with a glass stir rod, the bottle was recapped, and mCP 
absorbances were measured and recorded. Finally, temperature and salinity were measured and 
recorded. The entire procedure for a single sample takes ~3 min.  
To calculate pHT, the ratio of final (baseline-corrected) absorbances was calculated. This 
broadband RB was converted to the RN of Eq 2.4 according to a previously determined calibration 
(described below). Finally, sample pHT was calculated as a function of RN, S, and T (Eqs 2.4–2.7).  
 To assess the accuracy of the photometer pH measurements, sample pH values were also 
measured using an Agilent 8453 benchtop spectrophotometer. Standard operating procedures 
were followed [27]. In brief, a 10 cm optical cell was filled with seawater sample, and a blank 
measurement was taken. Then 10 µL of 10 mmol∙L−1 stock mCP solution was added to the sample, 
and absorbances were again measured. Sample pHT was calculated using Eqs 2.4–2.7.  
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2.3.5 Calibration of the LED Photometer  
A key point in our photometer pH measurement protocol is that for every RB value 
measured with the broadband LED photometer there is a corresponding RN value (Eq 2.4) that a 
narrowband spectrophotometer would report for the same sample. The functional relationship 
between RN and RB depends solely on physical factors (e.g., emission and absorbance bandwidths, 
system geometries) and is independent of the solution chemistry of the measured samples. As 
such, with an experimentally determined transform function (RN = f(RB)), photometer RB values 
can be converted to RN values, which (along with sample T and S) can be used to calculate 
seawater pHT (Eqs 2.4–2.7).  
To experimentally determine the f(RB) function, we used the broadband LED photometer 
and a narrowband benchtop spectrophotometer to measure mCP absorbance ratios (RB and RN, 
respectively) in well-buffered seawater samples over a range of pHT. Stock tris-buffered synthetic 
seawater (S = 35) was prepared gravimetrically, following the method of Dickson [27]. The 
synthetic seawater had an initial pHT of 8.113 (determined using mCP and the narrowband 
spectrophotometer). A series of solutions with pHT values ranging from 7.6 to 8.2 was then 
prepared by adding 1N HCl or 1N NaOH to the buffered synthetic seawater. Indicator (mCP) was 
added, and RN was measured. Corresponding RB values were measured using the LED photometer 
at the same sample temperature.  
2.3.6 Indicator Perturbation 
 Addition of an acid–base pair (e.g., the HL− and L2− forms of mCP) to natural (unbuffered) 
seawater creates a small perturbation from the original pH of the sample. For our natural seawater 
samples, perturbation corrections for RN were determined and applied according to standard 
procedures [4, 27]. No perturbation corrections were applied to RB. Such perturbations are too 
small for the photometer to reliably measure, and pHT errors caused by indicator additions (on the 
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order of ~0.002 at pHT = 7.9) are much smaller than the target accuracy for the photometer 
measurements (±0.01). For our tris-buffered artificial seawater samples, the solutions were 
sufficiently buffered that indicator-induced pH perturbations were negligible.  
2.3.7 Laboratory Comparisons  
 Laboratory analyses were conducted using surface seawater collected at two locations in 
the Gulf of Mexico (29o44’N, 86o20’W and 29o50’N, 86o11’W). Original sample salinities were 
36.2 and 36.1, respectively. Sample compositions (S and pHT) were varied by adding deionized 
H2O and 1 N HCl. These additions produced a total of 136 seawater samples of 31.0 ≤ S ≤ 36.2 
and 7.6 ≤ pHT ≤ 8.2. Paired measurements of sample pHT were then made using the narrowband 
spectrophotometer and the LED photometer.   
To evaluate the performance of the LED photometer at different sample temperatures, the 
laboratory seawater samples were warmed or cooled with a Huber Polystate CC3 waterbath 
(Huber Kaltemaschinenbau GmbH, Germany) to achieve a temperature range of 15 ≤ t ≤ 30 oC. 
At each target temperature, pHT was measured using the narrowband spectrophotometer and the 
LED photometer. 
2.3.8 Field Comparisons 
 One field test was conducted during an August 2013 R/V Weatherbird II cruise to the Gulf 
of Mexico. The pHT of seawater samples (collected at 28.75o N, 88.40o W) was measured 
shipboard (t = 25 oC) using the LED photometer and the Agilent 8453 benchtop 
spectrophotometer.  
A second field test was conducted in an aquarium setting. In this case, seawater samples were 
drawn from a 350-gallon saltwater reef aquarium system. The tank contained artificial seawater 
with a salinity of approximately 33–34 (made from deionized water and Seachem's Aqua Vitro 
Salinity sea salt blend). Also present were “live rock” from the Florida Keys, several species of 
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scleractinian corals (Acropora cervicornis, Montastarea faveolata, Montastraea cavernosa, 
Diploria strigosa, Diploria clivosa, and Colpophyllia natans), and two types of urchins (Diadema 
antillarum and Eucidaris tribuloides). The system was controlled by an Apex AquaController 
(Neptune Systems, Inc.), which consisted of two 1000-watt 10,000-kelvin Reeflux® metal halide 
lamps (Coral Vue, Inc.), a water circulation pump, protein skimmer, heater, thermometer, and two 
pH probes. The probes were standard pH electrodes (Neptune Systems, Inc.) with an internal 
Ag/AgCl reference. Both probes were calibrated in standard buffer solutions (pHNBS = 7.01 and 
pHNBS = 10.01; Milwaukee Instruments, Inc.). Immediately following this calibration, four pH 
instruments (the LED photometer, the narrowband spectrophotometer, and the two electrodes) 
were used to monitor the pH of the aquarium water over a 16 h period (measurement interval = 
30 min). 
 
2.4 Results  
2.4.1 LED Characteristics 
 The emission bandwidths of the LEDs in the photometer are substantial compared to the 
absorbance bandwidths of the L2− (basic) and HL− (acidic) forms of mCP (Figure 2.2). LED1 has 
an emission maximum at λ = 427 nm (near the HL− absorbance maximum of λ1 = 434 nm) with a 
full width half maximum (FWHM) of 66 nm. LED2 has an emission maximum at λ = 574 nm 
(near the L2− absorbance maximum of λ2 = 578 nm) with a FWHM of 13 nm.  
Ideally, the peaks of the light sources should provide output at the two absorbance peaks 
of the indicator. In this case, to minimize the cost of instrument construction, no monochromator 
was used and the match was approximate.  A calibration was necessary to link absorbance ratios 
measured with the broadband photometer to absorbance ratios determined using a narrowband 
spectrophotometer.   
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Figure 2.2 Intensity spectra of the LED light sources (solid lines) and absorbance spectra of the 
acidic and basic forms of mCP (dashed lines). 
 
2.4.2 Photometer Calibration 
 Calibration of the LED photometer was required to link the broadband measurements of 
absorbance ratios (RB) to the original narrowband measurements (RN) on which the pHT and 
indicator characterizations of Eqs 2.4–2.7 are based [15]. The relationship between RN and RB, 
derived from data obtained in well-buffered solutions, is shown in Figure 2.3. To a very good 
approximation, RN is a linear function of RB:  
      )012.0 3079.0)0069.0 1892.1 ±−±= （（ BN RR                                 2.8 
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Figure 2.3 Calibration of the LED photometer  
  
Operationally, this equation is used to convert the photometer measurements of RB for 
seawater samples to their corresponding RN values (i.e., the sample absorbance ratios that would 
have been reported by a narrowband spectrophotometer). These RN values are then used in Eq 2.4 
to calculate the pHT of the seawater sample.  
This particular relationship (Eq 2.8) is specific to the photometer system used in our 
study. The function may vary somewhat for other systems, even those of nominally identical 
construction, because the electrical and optical characteristics of the components (i.e., LEDs and 
optical converter) may vary by producer and batch. Only one calibration is needed for the lifetime 
of a broadband LED photometer.  Purified indicator should be used in the initial instrument 
calibration and all subsequent pHT measurements. 
2.4.3 Laboratory Comparisons 
 Differences between seawater pH values determined using the broadband LED 
photometer (pHT(B)) and the narrowband benchtop spectrophotometer (pHT(N)) are shown in 
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Figure 2.4a. These samples covered a typical range of surface seawater conditions: 7.6 ≤ pH ≤ 8.2, 
30 ≤ S ≤ 36.2, and 15 oC ≤ t ≤ 30 oC. The average difference between the prototype and research-
grade measurements was 0.001 (n = 136). The standard deviation (SD = ±0.008) can be 
considered as an index of photometer measurement accuracy relative to conventional state-of-the 
art spectrophotometric procedures. The precision of the broadband measurements was ±0.002 (at 
pHT(B) = 7.991; n = 6). Figures 2.4b and 2.4c show that no systematic pH deviations were 
observed for measurements obtained over a sizable range of salinity and temperature. 
 
Figure 2.4 Differences between pHT measurements obtained using the broadband (B) LED 
photometer and the narrowband (N) benchtop spectrophotometer as a function of (a) pHT(N), (b) 
salinity, and (c) temperature. ∆pHT = pHT(B) – pHT(N). 
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2.4.4 Field Comparisons 
 Although the LED photometer was not designed for high-precision open-ocean work, we 
tested its performance at sea (relative to the performance of a standard seagoing 
spectrophotometer) in order to evaluate (a) its durability in a demanding shipboard environment 
and (b) its accuracy over the full range of pHT values encountered in a surface-to-deep vertical 
ocean profile. The DIY photometer worked properly during the research cruise without any issues. 
Figure 2.5 shows vertical profiles of seawater pHT(B) and pHT(N) measured at a sample station in 
the northeastern Gulf of Mexico (sea surface to 1450 m depth). The results are in generally good 
agreement. Average ∆pHT for the station profile was –0.001 (SD = 0.006, n = 14).  
 
 
Figure 2.5 Profiles of seawater pH measured by the broadband LED photometer (pHB) and a 
narrowband spectrophotometer (pHN) at a station in the northeastern Gulf of Mexico. 
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A second field test was conducted in an aquarium setting. Figure 2.6 shows temporal 
changes in the pH of a saltwater reef aquarium as measured by four different instruments: the 
LED photometer, a research-grade spectrophotometer, and two glass pH electrodes designed for 
aquarium use.  
 
 
Figure 2.6 Temporal evolution of seawater pH in a reef aquarium over a 16 h period, as measured 
by two potentiometric pH probes, a narrowband spectrophotometer (Agilent 8453), and the 
broadband LED photometer. The aquarium was illuminated from 9:00 to 19:00. 
 
Over the course of the 16 h monitoring period (Figure 2.6), all of the instruments showed 
a similar temporal pattern of aquarium chemistry, with pH increasing over the course of 
illumination, then decreasing in the dark. In terms of absolute pH values, however, the four 
instruments differed. The identical potentiometric probes reported pHNBS values that differed by 
as much as 0.05 from each other and by as much as 0.2 from the pHT measured by 
spectrophotometer. The nearly constant offset of approximately 0.2 units is due to the pH scale 
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established by the standard buffers supplied with the aquarium electrodes. The buffers were of 
low ionic strength, with pH values reported on a scale different from the total hydrogen ion 
concentration scale of the spectrophotometric measurements [28-30]. Values of pHT obtained 
using the LED photometer showed good agreement with those obtained using the narrowband 
spectrophotometer. Average ∆pHT was –0.008 (SD = 0.006, n = 32).  
 
2.5 Discussion 
 Based on a single calibration, our  DIY photometer provided quality pH measurements 
over the range of 7.6 ≤ pHT ≤ 8.2 and a substantial range of salinity (30 ≤ S ≤ 36.2) and 
temperature (15 oC ≤ t ≤ 30 oC). Agreement relative to narrowband spectrophotometric pHT 
measurements was on the order of ±0.008, with a precision of ±0.002. These results demonstrate 
that LED photometers can be conveniently and routinely used to make seawater pHT 
measurements in the field and that these measurements will be closely comparable to 
measurements obtained using research-grade spectrophotometers in the laboratory.   
Table 2.1 summarizes the characteristics of several types of pH sensors, including the 
new LED photometer. The photometer’s inexpensive hardware, comparatively good accuracy, 
and one-time calibration make this instrument suitable for applications where cost-effective pH 
precision and accuracy are desirable but extremely high precision is not required. Such 
applications might include aquaculture, aquarium management, coastal environmental monitoring, 
and citizen-science and educational programs. Photometer construction is straightforward.  All 
components are readily available off the shelf, and their assembly requires only a moderate level 
of do-it-yourself technical expertise.  
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Table 2.1 Specifications of instruments used for seawater pH measurements  
 
Instrument 
Cost 
(USD) 
Accuracy 
Repeated calibration 
required? 
LED photometer (this study) <50 0.01 (or better) No 
pH electrode for general use 50 0.1 Yes 
pH electrode for aquarium use  300 0.01 Yes 
pH electrode for scientific use 1,500 0.002 Yes 
Diode array (narrowband) 
spectrophotometer 
8,000 0.0004 No 
In situ spectrophotometric pH sensor 20,000 0.001 No 
 
The portable broadband photometer can also be adapted for other chemical analyses 
through the use of different colorimetric indicators and LED light sources. Because different 
sulfonephthalein indicators (e.g., cresol red, thymol blue) are well suited for different pH ranges, 
judicious selection of indicators and LEDs can provide accurate pH measurements over much of 
the broad range of conditions characteristic of both natural and manipulated fresh and marine 
waters. Combined with other techniques (e.g., acidimetric titration) and other colorimetric 
indicators (e.g., bromocresol purple, bromocresol green), LED photometers could also be used to 
measure concentrations other than hydrogen ions—for example, concentrations of total alkalinity, 
total dissolved inorganic carbon, or nutrients. In summary, LED photometers show great promise 
for providing convenient, high-quality, low-cost measurements of seawater pH and other analytes 
in a variety of marine and freshwater settings.  
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CHAPTER THREE 
 
SUBANNUAL VARIABILITY OF TOTAL ALKALINITY DISTRIBUTIONS  
IN THE NORTHEASTERN GULF OF MEXICO 
 
Note to Reader 
 This chapter has been published as: Yang, B., R.H. Byrne, and R. Wanninkhof, 
Subannual variability of total alkalinity distributions in the northeastern Gulf of Mexico. Journal 
of Geophysical Research: Oceans, 2015. It is included with the permission of the publisher. 
 
3.1 Abstract 
The subannual variability of total alkalinity (TA) distributions in the northeastern Gulf of 
Mexico was examined through the use of TA data from ship-based water sampling, historical 
records of riverine TA, and contemporaneous model output of surface currents and salinity. TA 
variability was restricted to the upper 150 m of the water column, where relationships between 
salinity and TA were controlled primarily by subannual variations in the extent of mixing 
between seawater and river water. A transition in TA distribution patterns between the river-
dominated northern margin (near the Mississippi–Atchafalaya River System) and the ocean 
current-dominated eastern margin (West Florida Shelf) was observed. An index for riverine 
alkalinity input was formulated to provide insights about riverine alkalinity contributions in the 
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upper water column. Spatial and temporal variations of total alkalinity in the northeastern Gulf of 
Mexico are primarily controlled by riverine TA inputs and ocean currents.  
 
3.2 Introduction 
Total alkalinity (TA) is a keystone variable for investigations of the marine carbonate 
system. This parameter is defined as “the number of moles of hydrogen ion (H+) equivalent to the 
excess of proton acceptors (bases formed from weak acids with dissociation constant K ≤ 10−4.5 
at 25°C and zero ionic strength) over proton donors (acids with K > 10−4.5))” [1]. TA can be 
expressed in terms of component concentrations as follows:  
TA = [HCO] + 2[CO] + [BOH>] + [OH] + [HPO>] + 2[PO>] + [HSiO>] + [NH] +
[HS] + ⋯ − [H2] − [HSO>] − [HF] − [HPO>] − ⋯                                                               3.1 
where “…” indicates acids and bases present at low concentrations. As indicated by this 
definition, TA is not affected by CO2 exchange between seawater and the atmosphere [2]. 
Although TA is influenced by primary production, remineralization, and dissolution/precipitation 
of calcium carbonate [3, 4], its distribution in the surface ocean is dominantly controlled by the 
same factors that govern salinity (e.g., mixing, evaporation) [5]. Total alkalinity is therefore often 
treated as a “conservative” variable.  
 Based on surveys of TA distributions along the western margins of the North Atlantic 
Ocean, Cai et al. [6] concluded that alkalinity distributions along the margins (0–250 m depth) are 
dominantly controlled by two types of mixing regimes: (1) river–dominated margins (e.g., 
Amazon River), where mixing diagrams of total alkalinity versus salinity (TA–S diagrams) are 
characterized by simple linear relationships, and (2) current-dominated margins (e.g., Labrador 
Sea, Gulf of Maine), where TA–S diagrams are characterized by segmented mixing lines and a 
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shared mid-salinity end-member. These ideal two-member mixing patterns are not always 
observed, especially along ocean margins where water mass mixing includes the combined 
effects of river input, alongshore and ocean current transports, and deep-water upwelling [7]. 
Using the area of the northeastern Gulf of Mexico that is influenced by the Mississippi–
Atchafalaya River System (MARS) as an example, Cai et al. [6] proposed three possible 
explanations for observed complex TA–S relationships: (a) variations in river end-member 
alkalinity, (b) mixing among three end-members, and (c) variations in alkalinity losses due to 
biogenic carbonate production.  
Data from the Gulf of Mexico and East Coast Carbon Cruises of July 2007 and July 2012 
(GOMECC-1 and GOMECC-2) [8, 9] suggest that complex TA–S patterns in the MARS-
influenced area can be attributed to TA inputs from multiple riverine sources. Uniformly high TA 
and salinity on the West Florida Shelf, in contrast, indicates a lack of riverine input and the 
existence of a high-TA, high-S boundary current. In view of these observations, it is reasonable to 
propose that alkalinity distribution patterns along the Gulf margin may gradually transition from 
river-dominated in the north to current-dominated in the east. 
Although prior work has defined the general mechanisms that underlie TA variations in 
the Gulf of Mexico, there are few observations that can be used to assess TA temporal variability. 
Moreover, most studies have focused on the MARS-influenced area and the West Florida Shelf [6, 
8, 9], leaving a data gap in the northeastern Gulf of Mexico.  
This study is the first to systematically examine the subannual variability of alkalinity 
distribution patterns in the northeastern Gulf of Mexico. In combination with prior data and the 
essential context of ocean current information, our observations over the course of a year help to 
illuminate the mechanisms responsible for alkalinity distributions in the northeastern Gulf of 
Mexico.  
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3.3 Methodology 
3.3.1 Study Area 
Total alkalinity (TA) samples were collected along two shore-normal transects in the 
northeastern Gulf of Mexico (Figure 3.1) during three cruises of the R/V Weatherbird II (15–24 
February 2012, 8–15 May 2012, and 2–12 August 2012). These cruises, collectively labeled 
“NEGOM”, were primarily focused on impacts of the Deepwater Horizon oil spill, so all 
hydrographic stations were sited east of the wellhead. The deep-slope hydrocast (DSH) transect, 
located 150–200 km south of Mobile Bay, consisted of three stations with bottom depths ranging 
from 1000 to 2500 m. The Panama City Beach (PCB) transect, located 20–130 km southwest of 
Panama City, Florida, consisted of five stations with bottom depths ranging from 20 to 400 m.  
 
Figure 3.1 Northeastern Gulf of Mexico study area. The three research cruises of this work 
(NEGOM) sampled transects DSH and PCB. A complementary NOAA cruise (GOMECC-2) 
sampled transects LA and TPA. Colors indicate water depth. The deep bathymetric feature just 
offshore the PCB transect is the De Soto Canyon. 
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3.3.2 NEGOM Sample Collection and Analysis 
TA samples were collected from 20 L Niskin bottles into 300 ml borosilicate 
glass bottles (Wheaton Industries, Inc., USA), which were then poisoned with saturated 
HgCl2 solution. Depth and salinity data were obtained from an SBE 25 Sealogger (Sea-
Bird Electronics, USA) on the CTD rosette. All samples were analyzed in a shore-based 
laboratory within two weeks of sampling. TA was measured using a single-point 
spectrophotometric titration method [10], with a custom automatic titration system 
consisting of a USB-4000 fiber optic spectrometer (Ocean Optics, Inc., USA), a 665 
Dosimat auto-titrator with stir plate (Metrohm AG, Switzerland), and a purging system 
with high-purity N2 gas. The system was calibrated with certified reference material 
(CRM) [11] provided by A.G. Dickson of Scripps Institution of Oceanography. The 
precision of the TA measurements was determined to be better than ±0.1% (±2 µmol kg–
1).  
3.3.3 Complementary Data 
Additional TA and salinity data were available from the Louisiana (LA) and Tampa 
(TPA) transects (Figure 3.1) sampled during the GOMECC-2 (July 21–August 13, 2012) cruise 
[12]. TA precision and accuracy were reported to be better than ±0.1% (±2 µmol kg–1). Sea 
surface salinity and ocean current model output obtained from the Hybrid Coordinate Ocean 
Model (HYCOM, www.hycom.org) [13] were expressed as averages over the sampling period of 
each R/V Weatherbird II cruise, using custom MATLAB (The MathWorks, Inc., USA) code. 
Monthly 2012 riverine alkalinity data were obtained from the USGS “Water Quality Data for the 
Nation” database (http://waterdata.usgs.gov/nwis). 
 
39 
 
3.3.4 Mixing model and characterization of riverine alkalinity input index (∆nTA) 
 For the case of upper water column mixing involving two end-members, with one being a 
composite freshwater end-member (S = 0 and TA = TA0) and the other being an oceanic end-
member (S = Soce and TA = TAoce), the TA of any water samples along the mixing line can be 
expressed as: 
 0
oce
0
oce TA
TATA
TA +×
−
= S
S
                                                    3.2 
 Equation 3.2 can be transformed such that the dependent variable, TA×Soce/S, is 
equivalent to a conventional salinity-normalized total alkalinity (nTA) with the salinity of the 
oceanic end-member as the reference salinity (Soce): 
( )0oceoce0oce TATATATA −+×=×
S
S
S
S
                                            3.3 
 Using the relationship described in equation 3.3, with Soce defined as the highest observed 
salinity in each plot, regressions of TA×Soce/S against 1/S provide TA0 from the slope of the linear 
relationship (TA0×Soce) and TAoce from the intercept (TAoce – TA0). Obtaining TA0 in this way 
provides a visual representation of the quality of the TA0 determinations (i.e., as can be seen from 
the deviations of individual data points from the regression line). In contrast, obtaining TA0 from 
conventional TA–S regressions (i.e., the intercept of equation 3.2) requires long-distance 
extrapolation from a narrow range of high TA and S values and provides no such graphical 
representation of quality. Nevertheless, as is shown in Appendix 3, TA0 determined from 
equation 3.2 and equation 3.3 regressions are in very close agreement. 
 With the conventional salinity normalization concept [14], wherein TA and S vary only 
through evaporation and atmospheric precipitation, the TA of any water sample along the mixing 
line can be expressed as: 
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S
×=
oce
oceTATA'                                                           3.4 
This equation ignores contributions from sources with non-zero TA0, thereby causing modeled 
deviations from observed mixing behavior [15, 16].   
To examine freshwater contributions to TA over a range of salinities, for each water 
sample we calculated differences between TA, the equation 3.2 dependent variable, and TA′, the 
equation 3.4 dependent variable. As shown in equation 3.5, the difference between the two forms 
of salinity-normalized alkalinity (∆nTA) serves as an index of riverine alkalinity input. The 
normalization is relative to the oceanic endmember, Soce: 
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                                       3.5 
Equation 3.5 shows that water masses with significant inputs of high riverine alkalinity (i.e., large 
TA0 and low S) will have appreciable ∆nTA values. Because the factor (1 – S/Soce) is the 
freshwater fraction of freshwater/seawater mixtures, ∆nTA is equal to the contribution of 
alkalinity from the freshwater composite endmember, and ∆nTA/TA is the fractional contribution 
of each sample’s measured TA that was derived from the composite freshwater endmember. 
 
3.4 Results and Discussion  
3.4.1 Spatial Distribution of TA in the Northeastern Gulf of Mexico, July–August 2012 
With two cruises and four transects, we have a snapshot of alkalinity distributions for the 
summer of 2012 (July–August). For each transect, Figure 3.2 shows TA−S relationships (full 
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water column), TA×Soce/S vs. 1/S relationships (equation 3.3, 0−150 m), and vertical profiles of 
∆nTA (equation 3.5, 0−150 m). Regressed TA0 values obtained in the upper 150 m of each 
transect, along with standard errors for each TA0 estimate, are provided in the upper left corners 
of Figure 3.2(b, e, h, k). 
3.4.1.1 River-dominated and Ocean Current–dominated Mixing Patterns  
Data from the study-region boundaries (Figure 3.1) show two TA–S patterns: the river-
dominated mixing of the LA transect (Figure 3.2a) and the oceanic current–dominated pattern of 
the TPA transect (Figure 3.2j). The LA transect (Figure 3.1) is just offshore of the MARS, the 
major freshwater source for the Gulf of Mexico. The TPA transect crosses the West Florida Shelf 
near Tampa Bay, where there is no significant freshwater inflow.  
For the LA transect (Figure 3.2a), the TA–S relationships demonstrate the existence of 
distinct mixing regimes in upper (0–150 m) and mid-depth (150–600 m) waters. Both regimes 
share a common oceanic end-member whose properties (S ≈ 36.7, TA ≈ 2400 µmol·kg–1) are 
consistent with the properties of Loop Current core water [8]. The upper-water regime shows a 
typical river-dominated mixing pattern, with linear TA variations over 33.5 < S < 36.9 (Figure 
3.2a) and a composite freshwater end-member TA0 of 2165.2 ± 25.7 µmol·kg–1 (obtained from 
the slope of the linear regression of TA×Soce/S vs. 1/S; Figure 3.2b). The vertical profile of ∆nTA 
values (Figure 3.2c) also demonstrates significant riverine TA input to the upper water column. 
For mid-depth waters, the TA–S pattern approximately follows a simple dilution line with a TA0 
= 0 (dashed line in Figure 3.2a), but with a “tongue” of elevated TA in deep water (>600 m) on 
the continental slope. The TA of this tongue varies between 2320 and 2340 µmol·kg–1 over a very 
narrow range of salinity (34.8–35.0). This feature is created by the mixing of shelf water with 
high-TA waters from the deep basin beyond the continental slope [8].  
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Along the TPA transect (Figure 3.2j), the upper waters show consistently high TA (2378 
± 18 µmol·kg–1) over a narrow range of S (35.9–36.5). The TA×Soce/S vs. 1/S plot for the upper 
waters (0–150 m; Figure 3.2k) shows a low slope and weak correlation (R2=0.2226) and indicates 
a low TA0 value of 616.4 ± 130.4 µmol·kg–1. The TA–S and ∆nTA patterns are both consistent 
with the limited riverine input in this area. The corresponding ∆nTA profile (Figure 3.2l) also 
shows consistently low ∆nTA. The low slope of  the TA×Soce/S vs. 1/S relationship and the low 
value of ∆nTA indicate weak riverine end-member contributions to TA, and it seems likely that 
the non-zero TA0 was the result of mixing contributions from multiple freshwater inputs with a 
composite alkalinity lower than that of the MARS system. At depths below 150 m, the TPA 
transect pattern of TA–S (Figure 3.2j) is similar to that of the LA transect (Figure 3.2a). 
Conservative mixing is indicated at mid-depths (150–600 m), and elevated TA is observed in 
deep water (>600 m). Riverine influences along this transect are clearly minimal. TA 
distributions in this area are instead controlled primarily by ocean currents.  
3.4.1.2 Transitional Mixing Patterns  
Data from the August 2012 DSH and PCB transects (Figure 3.2, second and third rows) 
show a transition in TA distribution patterns between the river-dominated north (LA transect) and 
the ocean current–dominated east (TPA transect). This pattern is consistent with the existence of 
only minor freshwater inputs between the LA and TPA transects (Figure 3.1). Compared to the 
MARS freshwater discharge (average rate of 19,920 m3·s–1, [17]), riverine discharges in this part 
of Gulf Coast are quite small: Mobile Bay, 1800 m3·s–1 [18]; Pensacola Bay, 252 m3·s–1 [19], and 
St. Andrews Bay, 28 m3·s–1 [20]).  
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Figure 3.2 TA vs. S (full water column), TA× Soce /S vs.1/S (0−150 m), and ΔnTA (0−150 m) for 
four summer 2012 transects in the northeastern Gulf of Mexico. On the left panels, the blue 
dashed lines are simple dilution lines for the case of end-member mixing with TA0 = 0. Regressed 
TA0 values obtained in the upper 150 m of each transect, along with standard errors for each TA0 
estimate, are provided in the upper left corners of Figure 3.2 (b, e, h, k). 
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In the upper water column, the LA–DSH–PCB–TPA sequence of transects (Figures 3.2b, 
3.2e, 3.2h, and 3.2k) demonstrate decreasing composite freshwater end-member alkalinities (TA0): 
TA0 = 2165.2 ± 25.7 µmol·kg–1 at LA, 2128.5 ± 74.7 µmol·kg–1 at DSH, 1764.7 ± 85.9 µmol·kg–1 
at PCB, and 616.4 ± 130.4 µmol·kg–1 at TPA. The corresponding ∆nTA profiles between 0–150 
m (Figures 3.2c, 3.2f, 3.2i, and 3.2l) also show transitional patterns from the LA transect to the 
TPA transect. 
The PCB stations (Figure 3.2g) are all too shallow to show mid-depth or deepwater 
characteristics. For the other three transects, the mid-depth mixing patterns are highly consistent, 
with only minor deviations from the lines of simple dilution (dashed lines in Figure 3.2a, 3.2d, 
and 3.2j). For the deep (>600 m) offshore stations at the DSH transect, elevated TA is observed in 
continental slope waters, just as for the LA and TPA transects. This elevated TA is attributable to 
mixing of shelf waters with high-alkalinity deep water from the adjacent basin.   
3.4.2. Subannual variability of TA Distributions   
 For two transects, DSH and PCB, data are available from not only August 2012 but also 
the preceding February and May (Figures 3.3 and 3.4).  
3.4.2.1 DSH Transect       
Figure 3.3 shows TA vs. S (full water column), TA×Soce/S vs. 1/S (0−150 m), and ∆nTA 
(0−150 m) along the DSH transect (Figure 1) for February, May, and August of 2012. As 
described in section 3.4.1, TA distributions at DSH in August (Figure 3.3g) indicate river-
dominated mixing in the upper water column (0–150 m), mixing along a simple dilution line in 
mid-depth waters (150–600 m), and a high-TA tongue in deep water (>600 m).  
For earlier months of that year (Figures 3.3a and 3.3d), significant differences are seen in 
the upper waters, but not in mid-depth or deep waters. In February, no water samples with 
45 
 
elevated TA are observed for S ≤ 35. Between February (Figure 3.3b) and May (Figure 3.3e), TA0 
increased significantly (from 1618.4 ± 194.8 to 2131.4 ± 108.3 µmol·kg–1), and the range of 
salinity expanded. These changes can be attributed to increasing high-TA riverine input. This 
seasonal process is also evident in the ∆nTA profiles (Figures 3.3c and 3.3f). Subsequently, from 
May to August, changes in TA0 are much smaller (from 2131.4 ± 108.3 to 2128.5 ± 74.7 
µmol·kg–1). Minor changes in the slopes and intercepts of TA×Soce/S vs. 1/S (Figure 3e and 3h) 
and similar ∆nTA profiles (Figures 3.3f and 3.3i) suggest that riverine influences were similar in 
these two months. The subannual TA0 patterns obtained from the DSH regression results are also 
consistent with the riverine TA of the Mississippi River shown in Figure 3.6a.  
3.4.2.2 PCB transect       
Figure 3.4 shows TA vs. S (full water column), TA×Soce/S vs. 1/S (0−150 m), and ∆nTA 
(0−150 m) along the PCB transect in February, May, and August of 2012. Two dominant mixing 
regimes are observed across these months: (1) above the 150 m depth horizon, significant riverine 
influence and strong subannual variability are evident, and (2) below 150 m, mixing follows a 
simple dilution line (dashed line in Figures 3.4a, 3.4d, and 3.4g) that exhibits little variability.  
In February (Figure 3.4a), only small variations in TA or salinity were observed in the 
upper water column (<150 m). This upper-water homogeneity may be attributable to strong wind-
driven mixing associated with a low pressure system and severe weather that occurred in the area 
during 18–19 February 2012 [21]. Consistent with this scenario, ∆nTA values of ~20 µmol·kg–1 
were observed to depths of 80 m. In other months, non-zero ∆nTA values were observed to only 
30 m depth. This transect’s highest TA0 value, 1797.7 ± 205.5 µmol·kg–1, was also observed in 
February (Figure 3.4b), but this value shows substantial uncertainty due to the small range of 
salinities encountered in upper waters during this period of strong wind mixing. 
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Figure 3.3 DSH transect: TA vs. S (full water column), TA× Soce /S vs.1/S (0−150 m), and ΔnTA 
(0−150 m) in February, May, and August of 2012. On the left panels, the blue dashed lines are 
simple dilution lines for the case of end-member mixing with TA0 = 0. Regressed TA0 values 
obtained in the upper 150 m of each transect, along with standard errors for each TA0 estimate, 
are provided in the upper left corners of Figure 3.3 (b, e, h). 
 
∆nTA (µmol kg-1)
0 50 100 150 200 250 300 350
D
e
p
th
 (
m
)
0
20
40
60
80
100
120
140
160
D
e
p
th
 (
m
)
0
20
40
60
80
100
120
140
160
D
e
p
th
 (
m
)
0
20
40
60
80
100
120
140
160
T
A
*S
/S
o
c
e
 (
µ m
o
l 
k
g
-1
)
2300
2400
2500
2600
2700
February
T
A
*S
/S
o
c
e
 (
µ m
o
l 
k
g
-1
)
2300
2400
2500
2600
2700
2800
May
August
1/S
0.027 0.028 0.029 0.030 0.031 0.032
T
A
*S
/S
o
c
e
 (
µ m
o
l 
k
g
-1
)
2300
2400
2500
2600
2700
2800
TA*Soce/S=59073/S+784.9
R
2
=0.8314
TA*Soce/S=77902/S+267.8
R
2
=0.9627
TA*Soce/S=77491/S+260.5
R
2
=0.9807
TA
0
=1618.4±194.8 µmol kg-1
TA
0
=2131.4±108.3 µmol kg-1
TA
0
=2128.5±74.7 µmol kg-1
S
34 35 36 37
T
A
 (
µ m
o
l 
k
g
-1
)
2250
2300
2350
2400
2450
T
A
 (
µ m
o
l 
k
g
-1
)
2250
2300
2350
2400
2450
T
A
 (
µ m
o
l 
k
g
-1
)
2250
2300
2350
2400
2450
Sample Depth 0-150 m Sample Depth > 600 m Simple Dilution Line TA*S/S
oce
-1/S regression (0-150 m)
a b c
d e f
g h i
47 
 
 
Figure 3.4 PCB transect: TA vs. S (full water column), TA× Soce /S vs.1/S (0−150 m), and ΔnTA 
(0−150 m) in February, May, and August of 2012. On the left panels, the blue dashed lines are 
simple dilution lines for the case of end-member mixing with TA0 = 0. Regressed TA0 values 
obtained in the upper 150 m of each transect, along with standard errors for each TA0 estimate, 
are provided in the upper left corners of Figure 3.4 (b, e, h).  
 
Between February and August, the ranges of both TA and salinity increased substantially 
(Figures 3.4d and 3.4g). In May, TA0 (Figure 3.4e) was 1361.3 ± 153.5 µmol·kg–1 and the 
minimum salinity was ~35.0; in August, TA0 (Figure 3.4h) was 1764.7 ± 85.9 µmol·kg–1 and the 
minimum salinity was 33.5. This increase in TA0, along with the accompanying changes in the 
∆nTA profiles (Figure 3.4f and 3.4i), indicate increasing riverine TA input between May and 
August. However, the regressed subannual TA0 patterns at the PCB transect were inconsistent 
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with the temporal TA variations of the Mississippi River (Figure 3.6a). This suggests that the 
observed TA0 “riverine end-members” at PCB were composites of several freshwater components.  
Below 150 m, the mixing patterns generally follow a simple dilution line in May and 
August (Figures 3.4d and 3.4g). The February TA–S pattern exhibits a significant deviation from 
the simple dilution line (Figure 3.4a). Such deviations may potentially result from the enhanced 
vertical mixing noted above. 
 
3.4.3 Controls of Upper Water Column Alkalinity in the Northeastern Gulf of Mexico 
As shown in sections 3.4.1–3.4.2, the most significant subannual TA variability is 
observed in shallow waters of the northeastern Gulf of Mexico. Therefore, to interpret TA 
distribution patterns in the context of contemporaneous sea-surface currents and salinities, 
vertically averaged ∆nTA data (0–20 m) were used to explore controls on TA distributions and 
subannual variability. Figure 3.5 shows vertically averaged ∆nTA (0–20 m) at hydrographic 
stations sampled during the four summer 2012 transects, along with model (HYCOM) outputs of 
sea-surface currents and salinities. At the time, a low-salinity plume (S < 35) extended southward 
in two lobes from the northern gulf coast, encompassing the LA, DSH, and PCB transects. The 
TPA transect (S > 35), in contrast, was mainly influenced by the Loop Current eddy periphery. 
Correspondingly, vertical averages of ∆nTA along the LA, DSH, and PCB transects were 
significantly higher than ∆nTA averages for the TPA transect. These patterns (high ∆nTA in the 
freshwater plume and lower ∆nTA in the Loop Current–dominated area) strongly suggest that 
riverine inputs exert a dominant control on alkalinity distributions in the northeastern Gulf of 
Mexico.  
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Figure 3.5 Gulf of Mexico surface currents, salinities, and vertically averaged ∆nTA for August 
2012. Colors represent salinity. Numbers give the average ∆nTA (0−20 m) for each station (units: 
µmol·kg–1).  
 
At the two central transects, DSH and PCB (Figure 3.1), we can also look at vertically 
averaged ∆nTA during the preceding spring and late winter (Figure 3.6). We compare these 
temporal patterns to changes in total alkalinity concentrations in the Mississippi River. River TA 
concentrations (i.e., TA0) increased continuously, from 1908 µmol·kg–1 in February to 2840 
µmol·kg–1 in August. If upper-water alkalinity distributions at the DSH and PCB transects were 
controlled solely by riverine input, then continuous increases of average ∆nTA should also be 
observed at these transects. However, observations along these two transects show intra-annual 
complexity. At the DSH transect, ∆nTA at the nearshore DSH stations (DSH08 and DSH10) 
showed patterns (Figure 3.6b) very similar to the Mississippi River TA pattern. A sizable increase 
was observed between February and May, and then a smaller increase was seen between May and 
August. The seawardmost station (DSH09), however, showed a different (increasing) pattern, 
with most of the increase in ∆nTA occurring between May and August (Figure 3.6b). Along the 
PCB transect (Figure 3.6c), average ∆nTA at the four inner stations (PCB01–PCB04) decreased 
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or remained nearly constant from February to May, but then ∆nTA greatly increased between 
May and August. At the seawardmost station (PCB05), average ∆nTA increased continuously 
from February to August. These contrasting characteristics, with continuously increasing riverine 
TA concentrations but more complex average ∆nTA patterns in some Gulf areas, indicate that 
riverine input is not the sole control on TA distributions in the northeastern Gulf of Mexico. 
The accompanying Gulf of Mexico surface conditions, along with vertically averaged 
(0−20 m) ∆nTA, are shown in Figure 3.7. In February (Figures 3.7a and 3.7d), a low-salinity 
plume (S < 35) was observed along the Gulf Coast from the Mississippi River estuary to as far as 
85°W (including the inner stations of the PCB transect). At the DSH transect, DSH08 and DSH10 
were impacted by the eastward Mississippi freshwater plume, but DSH09 was controlled by the 
high-salinity periphery of the Loop Current and Loop Current eddy (note the high-salinity tongue 
extending northward between 85°W and 89°W). Therefore, within the DSH transect, ∆nTA 
values also declined as distance from shore increased and the impact from riverine input 
decreased (Figures 3.6b and 3.7a). For the PCB transect, because the alongshore current was 
weak during this period, the extra TA input was from the local freshwater inputs with low TA0. 
Therefore, ∆nTA values declined from PCB01 to PCB05 (except PCB04), as distance from shore 
increased and the impact from local freshwater input decreased. The depressed salinities observed 
for the PCB04 samples (0.4−0.7 lower than PCB03 and PCB05) are not consistent with the time-
averaged salinity field shown in Figure 3.7a. The high ∆nTA observed at PCB04 (33.4 µmol·kg–1) 
was possibly spurious, caused by low salinity values from the rosette’s CTD. (Surface S from the 
rosette CTD was 0.7 lower than S obtained from the ship’s underway CTD at this station.)  
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Figure 3.6 Seasonal changes in riverine TA and vertically averaged ΔnTA (0−20 m) at 
hydrographic stations in the northeastern Gulf of Mexico, Feb–Aug 2012. (a) Mississippi River 
TA at Belle Chasse, LA (USGS Site 07374525). (b) Average ΔnTA at DSH stations. (c) Average 
ΔnTA at PCB stations.  
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In May (Figures 3.7b and 3.7e), as the Loop Current eddy weakened and moved off to the 
southwest, the northern-Gulf freshwater plume stretched offshore, forming a low-salinity tongue 
(S ≈ 35) between the DSH and PCB transects (Figure 3.7b). As the riverine TA was much higher 
than in February (Figure 3.6a), ∆nTA at the DSH and PCB transects increased substantially in 
May (Figure 3.6b and Figure 3.7b). Surface current from the Mississippi River mouth went 
southeast across the upper DSH transect (DSH08 and DSH10); part of this current turned 
northeast and went through the PCB transect, from PCB05 to PCB01. As was the case in 
February, ∆nTA values at the DSH transect declined spatially from DSH08 to DSH09 as the 
distance from the Mississippi River mouth increased (Figure 3.7b). At the PCB transect, as the 
Mississippi River freshwater plume became the major source of extra TA input, ∆nTA values 
generally declined from PCB05 to PCB01, along the path of the surface current from the 
Mississippi River mouth.   
In August (Figures 3.7c and 3.7f), the high-salinity peripheries of the Loop Current and 
Loop Current eddy exerted minimal influences on the northeastern Gulf of Mexico, and the 
surface current field was more complicated. During this time, the study area was mostly covered 
by low-salinity (S < 35) water, and the influence of riverine TA input was strongest. Therefore, 
average ∆nTA values for both the DSH and the PCB transects substantially increased, reaching 
their maximum values observed during the 6-month study period (Figure 3.6b and 6c). Surface 
currents from the mouth of the Mississippi River moved clockwise across the DSH transect from 
the northeast to southwest, resulting in decreasing ∆nTA from DSH08 to DSH09. At the PCB 
transect, the nearshore surface current brought extra TA input from the northern Gulf Coast. As 
the surface current went clockwise to the southwest from PCB02 to PCB05, ∆nTA values 
decreased as the distance from shore increased. However, no significant surface current activity 
was observed at the most inshore station, so ∆nTA at PCB01 was lowest among the PCB stations.  
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Figure 3.7 Evolution of surface conditions in the northeastern Gulf of Mexico in February (top 
panel), May (middle), and August (bottom) of 2012: average surface salinities (indicated by 
colors), surface currents (indicated by vectors), and vertically averaged ΔnTA (0−20 m, indicated 
by numbers in parentheses; units are µmol·kg–1). White arrows indicate the approximate paths of 
surface current from the riverine sources. In panels d–f, the white lines show the locations of 
transects DSH and PCB, and the white boxes show the location of the northeastern Gulf area 
shown in panels a–c. The locations of the Loop Current (LC) and Loop Current eddy (LCE), as 
inferred from surface currents and salinities, are also shown in panels d-f. 
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3.5 Summary and Conclusions 
In the northeastern Gulf of Mexico, significant subannual TA variability was observed in 
the upper water column (0–150 m). Linear changes in TA were observed over a 33.5−36.8 range 
of salinity, and TA0 and ∆nTA increased sharply between February and August 2012. This 
pattern, which is consistent with observations of increasing Mississippi River TA concentrations 
over the same period, indicates the importance of riverine input as a control on the subannual 
variability of TA distributions in this area. Riverine influence declined along the Gulf Coast from 
the MARS-influenced area toward the West Florida Shelf, as well as from nearshore to offshore 
locations. The subannual variability of the changes was strongly modulated by variations in ocean 
currents in the region. Simultaneous consideration of surface currents, salinity, ∆nTA, and 
riverine TA conditions (Figures 3.6 and 3.7) shows that interactions of riverine inputs (TA0 
values) with ocean currents dominate subannual total alkalinity distributions in the northeastern 
Gulf of Mexico. Based on the present findings we suggest that ∆nTA, determined from equations 
3.3–3.5, is a useful indicator of riverine alkalinity input in the upper water column.  
TA distributions in the upper water column are attributable, in part, to biogeochemical 
processes (respiration, photosynthesis, and calcification). Because the regressions used here 
account for variations attributable to physical mixing, influences from biogeochemical processes 
should be revealed as systematic deviations from the linear TA vs. 1/S and TA vs. S relationships 
provided by equations 3.2 and 3.3. Our work suggests that with more frequent CO2 system 
observations, better accounts of freshwater discharges, and high-temporal-resolution ocean 
models for surface currents, the mechanisms that underlie TA distributions, including both 
physical mixing and biogeochemical processes, can be increasingly well defined.  
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CHAPTER FOUR 
 
CONTRIBUTIONS OF ORGANIC ALKALINITY TO TOTAL ALKALINITY  
IN COASTALWATERS: A SPECTROPHOTOMETRIC APPROACH 
 
Note to Reader 
 This chapter has been submitted to Marine Chemistry. 
 
4.1 Abstract 
Contributions of organic alkalinity (Org-Alk) to total alkalinity (TA) were investigated in 
surface waters from three different coastal environments (estuary, urban, mangrove) and offshore 
sites in the Gulf of Mexico. ∆TA was calculated as the difference between directly measured TA, 
and TA calculated from total dissolved inorganic carbon (DIC) and pH.  In low nutrient surface 
waters, ∆TA should be dominated by Org-Alk with minor contributions from inorganic nutrients 
(e.g., HPO42- and SiO(OH)3-). Average values of ∆TA were 0.1 ± 5.0 µmol kg-1 at coastal sites 
outside the Mississippi-Atchafalaya River Estuary (n = 17), 33.6 ± 18.0 µmol kg-1 in the 
Suwannee River Estuary (n = 17), 16.0 ± 25.4 µmol kg-1, in the Tampa Bay, Caloosahatchee 
River, and Ten Thousand Islands area (n = 55), and -1.0 ± 4.9 µmol kg-1 in offshore waters (n = 
14) in the northern Gulf of Mexico. In addition to Org-Alk assessments based on ∆TA, 
procedures were developed for direct spectrophotometric measurements of Org-Alk via titrations 
of samples that were purged of CO2. Two-step titrations of these DIC-free samples consisted of a 
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first titration from pH 4.5 to 6.0 performed using bromocresol purple (BCP), and a second 
titration, from pH 6.0 to about 8, using cresol red (CR) as the indicator. By diluting all samples, 
including the offshore reference sample, to a common salinity (the lowest salinity of the coastal 
samples), borate alkalinity was identical for all samples. Org-Alk values were calculated as 
differences between titration results obtained for coastal samples and the offshore reference 
sample and, through ancillary nutrient measurements, accounted for alkalinity contributions from 
silicate and phosphate.  The direct titrations confirmed the existence of substantial Org-Alk in 
coastal samples. Spectrophotometric titration data were also used for model fitting in order to 
assess the dissociation constants (pKi) of the organic acids. The pKi of the organic acids were 
within the previously reported range for riverine fulvic acids.  
 
4.2 Introduction 
Total alkalinity (TA), pH, dissolved inorganic carbon (DIC), and partial pressure of 
carbon dioxide (pCO2) are four parameters used to describe the carbon dioxide system in 
seawater. Based on characterizations of relevant thermodynamic equilibria, measurements of any 
two of these parameters allow the other two to be calculated. TA is one of the most frequently 
measured parameters among these four because it is not affected by air/sea CO2 exchange. TA is 
defined as “the number of moles of hydrogen ion (H+) equivalent to the excess of proton 
acceptors (bases formed from weak acids with dissociation constant K ≤ 10−4.5 at 25°C and zero 
ionic strength) over proton donors (acids with K > 10−4.5) in one kilogram of sample” [1].  
Hydrogen ion acceptors include bicarbonate and carbonate ions (CA), borate ions (BA), 
phosphate (P-Alk), silicate (Si-Alk), and organic (Org-Alk) species. With the definition given 
above , TA can be expressed as follows [2]:  
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TA = CA + BA + P-Alk + Si-Alk + Org-Alk… 
= [HCO] + 2[CO] + [BOH>] + 2[PO>] + [HPO>] − [HPO>] 
+[SiOOH3- ]+Org-Alk+[OH-] − [H+]…                                                                                   4.1 
State-of-the-art software packages for seawater CO2 system calculations (e.g., CO2SYS) 
are commonly used to account for the contributions of CA, BA, P-Alk and Si-Alk, [3],  and 
contributions from organic species such as the bases of humic acids are usually assumed to be 
negligible when TA is used in carbonate system calculations. However, a number of studies have 
shown that TA contributions from dissolved organic matter (DOM) can be significant, especially 
in riverine and coastal waters.  
Cai et al. [2] developed a potentiometric titration method to directly determine the Org-
Alk of estuarine waters. The method consisted of an initial open-cell potentiometric titration for 
determination of TA, and a subsequent titration that was performed after (a) CO2 had been 
removed from the sample and (b) NaOH was used to return the sample to its initial pH. The study 
showed significant contributions of humic materials (20−120 µmol·kg–1) to TA in riverine waters.  
Org-Alk has also been measured indirectly as a difference (∆TA) between TA measured 
by direct titration (TAmeas) and TA calculated (TAcal) from observations of DIC and pH: 
∆TA = T-Alkmeas − TAcal                                                 4.2 
It is important to note that ∆TA obtained from Eq.4.2 is equal to Org-Alk plus alkalinity 
contributions from P-Alk and Si-Alk. However, nutrient concentrations are usually low in surface 
waters. For example, the values of dissolved phosphorus and silica in surface waters were no 
more than 0.9 and 11 µmol kg-1 at the Suwannee River plume [4],  and about 0.7 and 15 µmol kg-1 
in Tampa Bay [5]. At these levels, the P-Alk and Si-Alk in combination only contributed about 1 
µmol kg-1 to TA, therefore the ∆TA values serve as a good indicator of Org-Alk.  
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               Although TA does not vary with changes in temperature, it should be noted that, due to 
the varying influences of temperature on dissociation constants, the relative proportions of the 
components of TA (i.e., CA, BA, Org-Alk, etc.) will, in general, be somewhat different at 
different temperatures. Because TAcal is obtained from pH measured at 25.0 oC, it follows that CA, 
BA, and Org-Alk all have concentrations appropriate to 25.0 oC. As such, ∆TA calculated with 
Eq.4.2 refers to values at 25.0 oC. 
Hernandez-Ayon et al. [6] reported potential contributions of organic bases to TA in both 
microalgae cultures (Org-Alk = 400−800 µmol·kg–1) and coastal waters (Org-Alk  ≥ 50 µmol·kg–
1) by using potentiometric pH measurements combined with DIC and TA estimations based on 
closed-cell titrations [7]. Muller and Bleie [8] used the same method on samples from an in-situ 
mesocosm system in coastal waters. Although the Org-Alk values they obtained were relatively 
low (2−22 µmol·kg–1), their results showed reproducible trends of increasing Org-Alk over time. 
Using  potentiometric measurements of pH and TA, and non-dispersive infrared (NDIR) 
measurements of DIC, Hunt et al.[9] showed that non-carbonate alkalinity (NC-Alk) represented 
a significant buffer component (21−100% of TA) of New England and New Brunswick rivers. 
Kuliński et al. [10] used state-of-the-art techniques (spectrophotometric pH measurements, 
closed-cell potentiometric titrations of TA, and coulometric measurements of DIC) to study the 
influence of DOM on the acid-base system of the Baltic Sea. Their results showed Org-Alk in the 
range of 22−58 µmol·kg–1, corresponding to 1.5−3.5% of TA. 
Efforts have also been made to characterize Org-Alk with modeling approaches. By using 
potentiometric titration data from Satilla River estuarine waters, Cai et al. [2] divided organic 
anions into four groups (with pKa values of 4.46, 6.64, 8.94, and ~10, respectively). Using closed-
cell potentiometric titration data, Muller and Bleie [8] identified two classes of titratable organic 
species in coastal seawaters with pKa values around 4.0 ± 0.2 and 9.1 ± 0.2. Kuliński et al. (2014) 
and Ulfsbo et al. [11] used a bulk dissociation constant of DOM, KDOM, to represent all weakly 
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acidic functional groups in DOM. By using the KDOM obtained from Baltic Sea field data they 
formulated an equation to calculate Org-Alk with pH and dissolved organic carbon (DOC) data.  
The present study is the first to use spectrophotometric titrations for systematic 
quantification and characterization of organic bases that contribute to TA. Compared with 
conventional potentiometric titrations, spectrophotometric titrations have advantages of quick 
response, high sensitivity, and freedom from liquid junction potential issues created by variations 
in ionic strength [12]. As the first step in this investigation, samples from estuaries, urban areas, 
mangroves, and offshore sites were collected for coulometric measurements of DIC and 
spectrophotometric measurements of pH and TA. These measurements were used for indirect 
assessments of Org-Alk based on ∆TA observations (Eq. 4.2). Subsequently, spectrophotometric 
titrations were performed on offshore reference and organic-rich coastal samples for direct 
quantification and characterization of the organic bases. Finally, the full pH range titration data 
were used for modeling the dissociation constants (pKi) of the organic acids/bases. 
 
4.3 Materials and Methods 
4.3.1 Sample Collection 
Eighty-six surface samples with S > 20 were collected in Gulf of Mexico coastal waters 
(Figure 4.1). Sampled areas included estuaries of the Mississippi-Atchafalaya River, the 
Suwannee River, the Caloosahatchee River, urban estuaries (Tampa Bay and Old Tampa Bay), 
and mangrove areas (Tampa Bay and Ten Thousand Islands). Surface and water column samples 
were taken from three offshore sites with bottom depths greater than 1000 m. Each sample was 
collected in a 300 ml borosilicate glass bottle (Wheaton Industries, Inc., USA), filtered using a 
0.45 µm pore size MF-Millipore Membrane Filter (EMD Millipore, USA), and preservedwith 
saturated HgCl2 solution. The purpose of the filtration was to remove particles that could 
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contribute to DIC and TA. Due to gas exchange during the filtration process, pH and DIC will 
change from their original values in the environment.  TA is not affected by the filtration process 
and, due to the fact that DIC and pH measurements were both obtained from the same filtered 
sample, calculations of TA from DIC and pH are also unaffected by the filtration process.  
 
Figure 4.1 Map of sampling sites along the Gulf of Mexico 
 
4.3.2 Measurement of pH and DIC 
The pH of each filtered sample was measured immediately after the conjugate DIC 
measurement in order to avoid gas exchange between the two measurements.  This procedure 
ensured that, although DIC and pH are altered by filtration, the coupled measurements could be 
directly used for calculation of the TA of each sample. Spectrophotometric pH was measured at 
25.0oC with purified meta-cresol purple on a Agilent 8453 UV-Visible spectrophotometer 
(Agilent Technologies, USA) following the protocol described by Dickson et al. [13] and Liu et 
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al. [14]. DIC was measured using a CM5014 CO2 coulometer (UIC, Inc., USA) with custom 
automatic acidification/purging system, following the protocol described by Dickson et al. [13]. 
The precisions of the pH and DIC measurements were determined as 0.001 and ±0.1% (±2 
µmol·kg–1).  
4.3.3 Measurement of TA 
After sampling for pH and DIC, the remaining seawater in the sample bottle was used for 
a TA measurement. TA was measured using a single-point spectrophotometric titration method  
with bromocresol purple (BCP) [15]. Throughout each titration the pH of each sample was 
continuously monitored by measuring the absorbance ratio (R) of the basic/acidic forms of BCP 
as the titration was in progress. The custom automated titration system used in this work (Figure 
4.2) consisted of a USB-4000 fiber optic spectrometer (Ocean Optics, Inc., USA), a 665 Dosimat 
auto-titrator with stir plate (Metrohm AG, Switzerland), and a purging system with high-purity N2 
gas. The system was calibrated with certified reference material (CRM) [16] provided by A.G. 
Dickson of Scripps Institution of Oceanography. Repeat measurements on CRM batch 109 
showed a standard deviation of ±0.29 µmol·kg–1 (n=7). This is substantially better than the 
generally expected precision of ±3 µmol·kg–1 for TA measurements. 
 
Figure 4.2 Automated titration system 
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4.3.4 Carbonate System Calculations 
Measured pH (25.0 oC), DIC, and TA were input to the CO2SYS Excel macro version 
2.1 [17] for carbonate system calculations. The calculation was performed on the total pH scale 
using the carbonate dissociation constants (K1´ and K2´) of Lueker et al. [18]. The HSO4- 
dissociation constant was taken from Dickson et al. [19], and the BT/S ratio was taken from Lee et 
al. [20].  
4.3.5 Full pH Range Titration for Org-Alk  
Using an offshore sample as the reference, coastal samples with substantial ∆TA were 
selected for direct full-range pH titrations and characterization of Org-Alk. The automatic 
titration system described in section 4.3.3 was also used for the full-range pH titrations. These 
titrations were performed at room temperature (~25 oC). 
 
Figure 4.3 Process for full pH range titration of Org-Alk 
Sample (adjusted to S=21.7)
150 g (for BCP titration) 150 g (for CR titration)
R=R1, VHCl=V1 →TA
BCP          HCl titration   
CR
Add HCl (VHCl=V1)     
N2 purge (5 min) N2 purge (5 min)
Add NaOH under N2 atmo. Add    NaOH under N2 atmo.
R=2.5 R=2.5
HCl titration   HCl titration   
pH 4.5-6
Titration curve
pH 6-8
Titration curve
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Figure 4.3 illustrates the full-range pH titration processes. Prior to each titration, samples 
were adjusted to a common salinity (in this case to the lowest salinity of all measured samples, 
21.7) by dilution with deionized water. This procedure ensured that BT was the same in all 
samples, and thereby that the borate alkalinities (BA) for all samples were identical at a given pH.  
Two indicators (BCP and cresol red, CR) were used to cover the full pH range between pH 4.5 
and 8. For BCP titrations, a 150 g seawater sample was first titrated with HCl following the TA 
protocol described above. After CO2 was removed from the sample with a stream of N2 gas, 0.1 
M NaOH (Fisher Scientific, USA) solution was added using a Gilmont burette to bring the R ratio 
to 2.5 (under an N2 atmosphere). The solution was then titrated with HCl again under the N2 
atmosphere, bringing the R ratio to 0.045 and thereby covering the pH range between 4.5 and 6. 
A second 150 g sample of the same seawater was used for the subsequent CR titration. The same 
amount of HCl that was used in the first (BCP) titration was added to the sample, and CO2 in the 
sample was removed by N2 purging. After taking the blank absorbance reading and adding 100 
µL 10 mmol kg-1 CR, the 0.1 M NaOH solution was added to bring the R ratio to 2.5. Then the 
solution was titrated with HCl to bring the R ratio to 0.045, covering the pH range of 6–8. 
Throughout the full-range pH titrations, readings of R ratios and corresponding volumes of added 
HCl (VHCl) were taken continuously at an interval of 0.25 sec. The R ratios, along with the 
salinity and temperature, were then used to calculate pHT and plot titration curves (pHT versus 
VHCl).  
To examine the possible influence from the trace amounts of CO32- in the NaOH titrant 
solution, 150 g of a 0.7 M NaCl solution was titrated with the procedure described above and then 
purged of CO2with a stream of N2. Subsequently, 1 ml of the 0.1 M NaOH solution was added 
under an N2 atmosphere, and the DIC of this solution was measured using the coulometric 
method described above. The carbonate ion concentration of the 0.1 M NaOH solution was 
determined as 1.5 mM. Consequently, an addition of 100 – 150 µL of the 0.1 M NaOH solution 
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to the 150 g sample solutions caused alkalinity additions (as CO32-) to the sample solutions 
equivalent to about 2 – 3 µmol kg-1. In view of the fact that the NaOH titrant is added to both the 
sample solution and the reference solution, this concentration is negligibly small.  
For the samples used in the full range pH titrations, the phosphate and silicate 
concentrations were measured spectrophotometrically using the method described by Clescerl et. 
al (1999) [21]. Measured ∆TA values along with P-Alk and Si-Alk were used to calculate Org-
Alk. 
4.3.6 Characterization of Organic Anion Contributions to TA  
Assuming that the Org-Alk of the offshore reference sample was zero, by using the 
differences in the amounts of HCl (∆VHCl) observed for the reference and coastal full-range pH 
titrations, the Org-Alk of coastal samples were determined with Eq. 4.3. 
Org-Alk = ∆VHCl×CHClUVWXY − P-Alk − Si-Alk =
VHClSampleVHClRef×CHCl
UVWXY − P-Alk − Si-Alk                             4.3 
In order to show the hydrogen ion neutralization capacity of organic anions at each pH 
point, ∆VHCl –pHT was plotted for each titration point.  As the starting point in this analysis, to 
obtain the amount of added HCl at each pH point for both reference and sample, the pHT –VHCl 
data were interpolated with an interval of 0.1 pH units. Subsequently, differences (∆VHCl) in the 
amounts of HCl used for the reference and the sample at each pH point were plotted against the 
pHT. A positive ∆VHCl at a given pH indicates that more HCl was added to reach that pH. This 
indicates in turn that, relative to the offshore reference, organic anions were contributing to TA. 
The shapes of the ∆VHCl –pHT curves reflect different compositions of organic anions in different 
samples. 
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The full range pH titration data were also used for modeling the dissociation constants 
(pKi) of organic anions in the samples. In this study, the model (Eq. 4.4) developed by Cai et al [2] 
was used for this purpose. 
V0 ∑ XiT1+aH+bTKi
+V0 BT1+aH+bTKB
+i V0 PT1+aH+bTKP
+ V0 SiT1+aH+bTKSi
− V0+v e[H+]T − Kw'[H+]Th − vCHCl + V0
Kw'
CH0 =0 
4.4 
where Ki, KB, KP, and KSi are the dissociation constants of organic acids (Xi), boric acid, 
phosphate (as H2PO4-) and silicic acid, Kw’ is the ion product of seawater, XiT, BT, PT, and SiT are 
the total concentrations of Xi, borate, phosphate, and silicate, v is the volume of the HCl solution, 
V0 is the volume of the sample that was titrated with base, CHCl is the concentration of the HCl 
titrant solution, and CH0 is the hydrogen ion concentration after the sample was titrated with base.  
 With the [H+]T, v, and Xi values obtained from the full-range pH titrations, parametric fits 
of 
Kw
'
CH
0  and Ki were performed progressively with the Matlab® Curve Fitting Toolbox (MathWorks, 
Inc., USA). In this case, data from the first titration (BCP as indicator, pH 4.5–6) was first used to 
determine 
Kw
'
CH
0  and K1, and then and K1 were fixed so that 
Kw
'
CH
0  and K2 could be determined with the 
data from the second titration (i.e., with CR, pH 6–8). It is important to note that the 
Kw
'
CH
0  term is 
slightly different in each titration due to the fact that the hydrogen ion concentration (CH0) varies 
slightly after the sample was titrated with base. 
 
4.4 Results and Discussion 
4.4.1 Org-Alk Distributions along the Gulf Coast 
No significant ∆TA (0.1 ± 5.0 µmol kg-1, n = 17) was observed at sample sites 
adjacent to  the Mississippi-Atchafalaya River Estuary, with values ranging from -9.7 to 
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7.9 µmol kg-1(Table 1).  ∆TA values ranged from -8.7 to 7.7 µmol kg-1for offshore sites 
in the northern and northeastern Gulf of Mexico, showing near-zero ∆TA values (-1.0 ± 
4.9 µmol kg-1, n = 14) in offshore waters (Table 1). For samples from the depth profile at 
the offshore sites, nutrient data from a nearby station (27.582 N, 89.998 W, [22]) were 
used to correct the ∆TA values for nutrient alkalinity. The corrected results are shown in 
parentheses in Table 4.1. 
High ∆TA values (33.6 ± 18.0 µmol kg-1, n = 17) were found at the Suwannee River 
Estuary, with values ranging from -12.6 to 75.0 µmol kg-1(Table 4.2). Samples from urban areas 
of Tampa Bay exhibited substantial ∆TA (16.0 ± 25.4 µmol kg-1, n = 55), with values as large as 
89.8 µmol kg-1 (Table 4.2).  
Based on estimated TAmeas uncertainties of 3 µmol kg-1 (1σ), and1σ uncertainties in TAcal 
(based on pH-DIC) equal to  2.7 µmol kg-1 [23],  the calculated 1σ uncertainty of ∆TA (σz) is 4.0 
µmol kg-1 (i. 3. , σm = nσo + σp). As such, for two samples with identical alkalinities and Org-
Alk = 0, it follows that ∆TA would be 0.0 ± 4.0 µmol kg-1 (± 1σ). Thus, in cases where Alk-Org + 
P-Alk + Si-Alk = 0, it is expected that an appreciable fraction of ∆TA observations would have 
negative values (and positive values) simply due to imprecisions in DIC, TA and pH 
measurements.  Given that the 3σ ∆TA imprecision is estimated as 12 µmol kg-1, and the number 
of samples measured in this work is 86, it is expected that no ∆TA observations more negative 
than –12 µmol kg-1 would be observed. Observations of ∆TA in the northern and northeastern 
Gulf of Mexico (Table 4.1) showed no value more negative than –9.7 µmol kg-1. Observations in 
the Suwannee River estuary showed one value as low as -12.6 µmol kg-1, and Tampa Bay had 
only one ∆TA observation more negative than – 8.9 µmol kg-1. Thus, for ∆TA values calculated 
with Eq. 4.2, observations of negative ∆TA residuals are generally consistent with 1σ ∆TA 
uncertainties equal to ± 4 µmol kg-1. In contrast, of the four ∆TA observations obtained in the 
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Caloosahatchee River and the Ten Thousand Islands area, two had ∆TA values of –16.3 µmol kg-
1 and –17.1 µmol kg-1. These values are somewhat larger than the expected 3σ uncertainties for 
∆TA calculations. The origin of the unusual ∆TA values in the Caloosahatchee River and the Ten 
Thousand Islands area cannot be identified at this time.  
 
Table 4.1 Sample Information and ∆TA data for Northern and Northeastern Gulf of Mexico. All 
samples were collect from the surface unless otherwise noted. 
 
Sample NO Sample Name Type Lat long S pH CT 
µmol kg-1 
T-Alkmeas 
µmol kg-1 
T-Alkcal 
µmol kg-1 
∆TA 
µmol kg-1 
Northern Gulf of Mexico (outside Mississippi-Atchafalaya River Estuary)  
1 13-10 Estuary 28.223 -90.460 35.59 8.062 2040.1 2360.1 2364.0 -3.9 
2 13-11 Estuary 28.311 -90.471 35.80 8.058 2059.6 2385.3 2384.4 0.9 
3 13-12 Estuary 28.420 -90.489 36.02 8.053 2070.4 2388.3 2394.6 -6.3 
4 13-3 Estuary 28.846 -90.533 22.95 8.252 1874.8 2190.8 2183.9 6.9 
5 13-4 Estuary 28.772 -90.529 24.04 8.223 1893.8 2198.7 2198.0 0.7 
6 13-5 Estuary 28.684 -90.516 30.82 8.082 1995.6 2278.2 2286.5 -8.3 
7 13-7 Estuary 28.542 -90.500 35.93 8.047 2070.7 2386.5 2390.2 -3.7 
8 13-8 Estuary 28.475 -90.489 35.91 8.046 2069.1 2385.7 2387.7 -2.0 
9 13-6 Estuary 28.617 -90.505 34.79 8.047 2058.4 2362.8 2367.1 -4.3 
10 UW1 Estuary 28.976 -90.558 31.73 8.023 2066.4 2325.6 2335.3 -9.7 
11 UW2 Estuary 28.950 -90.551 32.05 8.003 2068.9 2333.3 2328.8 4.5 
12 UW3 Estuary 28.847 -90.538 32.67 8.033 2054.7 2328.2 2336.3 -8.1 
13 UW4 Estuary 28.738 -90.522 33.30 8.042 2037.4 2336.3 2328.4 7.9 
14 UW5 Estuary 28.661 -90.510 34.42 8.052 2040.2 2342.7 2347.4 -4.7 
15 UW6 Estuary 28.525 -90.490 35.40 8.065 2044.2 2372.2 2368.5 3.6 
16 UW7 Estuary 28.383 -90.468 35.79 8.075 2044.5 2384.1 2379.2 4.9 
17 UW8 Estuary 28.300 -90.454 35.97 8.044 2048.7 2369.6 2364.2 5.4 
18 13-9 Offshore 27.861 -90.475 35.60 8.066 2064.5 2386.6 2393.5 -6.9 
19 GMT14 Offshore 27.529 -90.343 36.08 8.084 2052.9 2393.5 2397.6 -4.2 
20 CTD_1000m Offshore 27.537 -90.344 34.96 7.685 2194.0 2331.9 2321.7 10.2 (7.7) 
21 CTD_25m Offshore 27.537 -90.344 36.26 8.063 2071.5 2401.4 2405.1 -3.7 (-3.7) 
22 CTD_Surface Offshore 27.537 -90.344 35.98 8.061 2068.2 2395.4 2397.3 -1.9 (-1.9) 
23 CTD_700m Offshore 27.537 -90.344 34.92 7.598 2217.0 2313.9 2310.7 3.2 (0.4) 
24 CTD_480m Offshore 27.537 -90.344 35.13 7.615 2214.4 2317.5 2315.5 2.1 (-0.5) 
25 CTD_400m Offshore 27.537 -90.344 35.30 7.655 2198.8 2325.5 2315.8 9.7 (7.2) 
26 CTD_300m Offshore 27.537 -90.344 35.60 7.706 2197.6 2336.5 2337.2 -0.7 (-2.5) 
27 CTD_200m Offshore 27.537 -90.344 36.17 7.807 2179.0 2365.7 2367.4 -1.7 (-3.1) 
28 CTD_100m Offshore 27.537 -90.344 36.40 7.989 2113.2 2398.9 2402.2 -3.3 (-3.3) 
29 CTD_75m Offshore 27.537 -90.344 36.31 8.017 2094.9 2399.6 2399.8 -0.2 (-0.2) 
30 CTD_50m Offshore 27.537 -90.344 36.21 8.054 2066.4 2398.2 2392.7 5.5 (5.5) 
Northeastern Gulf of Mexico 
31 PCB Offshore 29.114 -87.265 34.00 8.119 2132.6 2484.7 2493.3 -8.7 
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Table 4.2 Sample Information and ∆TA data for Eastern Gulf of Mexico surface waters 
Sample 
NO 
 Sample Name Type Lat long S pH CT 
µmol kg-1 
T-Alkmeas 
µmol kg-1 
T-Alkcal 
µmol kg-1 
∆TA 
µmol kg-1 
Suwannee River Estuary 
1  Swa1_10 Estuary 29.308 -83.325 32.03 7.962 2101.0 2372.0 2339.5 32.4 
2  Swa1_11 Estuary 29.308 -83.293 30.47 7.963 2154.0 2400.1 2385.6 14.5 
3  Swa1_12 Estuary 29.308 -83.262 29.99 7.964 2157.6 2424.2 2386.6 37.6 
4  Swa1_13 Estuary 29.308 -83.231 28.76 7.959 2174.0 2451.0 2392.5 58.5 
5  Swa1_9 Estuary 29.309 -83.364 32.30 7.939 2107.6 2350.6 2335.6 15.0 
6  Swa1-5 Estuary 29.252 -83.305 32.58 7.728 1151.9 1233.2 1245.9 -12.6 
7  Swa2_1 Estuary 29.307 -83.201 21.78 7.937 2436.5 2627.1 2609.0 18.1 
8  Swa2_10 Estuary 29.308 -83.364 31.58 7.963 2120.4 2355.0 2357.9 -2.9 
9  Swa2_3 Estuary 29.266 -83.243 26.00 7.972 2236.9 2475.4 2445.6 29.7 
10  Swa2_4 Estuary 29.239 -83.240 26.70 7.963 2216.8 2460.6 2424.8 35.8 
11  Swa2_5 Estuary 29.229 -83.281 28.44 7.914 2197.9 2414.8 2392.6 22.1 
12  Swa2_6 Estuary 29.222 -83.320 31.10 7.889 2104.5 2373.8 2298.8 75.0 
13  Swa2-2 Estuary 29.286 -83.222 26.70 7.812 2401.8 2586.4 2548.3 38.1 
14  Swa3-13 Estuary 29.308 -83.262 22.24 7.724 1806.7 1909.6 1879.9 29.7 
15  Swa3-3 Estuary 29.239 -83.240 24.81 7.774 1885.3 2029.0 1987.6 41.4 
16  Swa3-5 Estuary 29.274 -83.363 30.06 7.855 2017.9 2218.5 2184.5 34.0 
17  Swa3-9 Estuary 29.308 -83.325 27.03 7.841 1945.1 2109.2 2085.1 24.1 
Tampa Bay Area 
18  Clam Bayou Mangrove 27.739 -82.691 23.50 7.624 2460.6 2512.1 2521.0 -8.9 
19  Coquina Key Mangrove 27.735 -82.640 28.50 7.786 2324.4 2475.6 2466.9 8.7 
20  Maximo Mangrove 27.710 -82.684 31.50 8.082 2208.0 2572.9 2526.4 46.5 
21  Point Pinellas Mangrove 27.704 -82.641 29.50 8.028 2221.5 2483.1 2488.7 -5.6 
22  Veteran Mangrove 27.800 -82.770 32.50 7.332 2491.8 2500.2 2485.8 14.4 
23  Alafia 1 Estuary 27.855 -82.394 20.16 7.868 2233.1 2353.1 2356.5 -3.4 
24  Bayboro1 Urban 27.759 -82.633 25.00 7.744 2240.0 2434.0 2344.2 89.8 
25  FWC_1 Urban 28.020 -82.675 21.53 7.856 2272.6 2401.4 2401.1 0.2 
26  FWC_10 Urban 27.772 -82.579 26.54 7.877 2285.8 2458.4 2455.3 3.1 
27  FWC_2 Urban 27.972 -82.673 23.06 7.914 2297.5 2458.2 2461.1 -2.9 
28  FWC_3 Urban 27.980 -82.620 23.79 7.905 2296.8 2464.4 2461.0 3.4 
29  FWC_4 Urban 27.949 -82.561 24.44 7.890 2330.0 2488.8 2493.9 -5.0 
30  FWC_5 Urban 27.957 -82.622 23.53 7.919 2295.2 2464.1 2464.3 -0.2 
31  FWC_6 Urban 29.308 -83.325 27.03 7.889 2266.7 2449.5 2443.6 5.9 
32  FWC_7 Urban 27.906 -82.605 24.30 7.863 2313.5 2457.6 2463.8 -6.1 
33  FWC_8 Urban 27.924 -82.550 24.69 7.868 2279.9 2438.6 2433.2 5.4 
34  FWC_9 Urban 27.861 -82.589 25.41 7.902 2304.9 2460.5 2479.3 -18.8 
35  JFWC_1 Urban 28.020 -82.675 23.31 8.091 2176.9 2459.6 2423.2 36.4 
36  JFWC_2 Urban 27.972 -82.673 23.95 8.061 2199.2 2441.4 2436.0 5.5 
37  JFWC_3 Urban 27.980 -82.620 24.85 7.923 2260.1 2436.7 2437.9 -1.3 
38  JFWC_4 Urban 27.949 -82.561 25.41 7.966 2271.9 2475.1 2475.2 -0.1 
39  JFWC_5 Urban 27.957 -82.622 24.39 7.950 2245.2 2457.3 2431.6 25.7 
40  JFWC_6 Urban 27.942 -82.675 23.85 8.206 2127.7 2451.3 2445.3 6.0 
41  JFWC_7 Urban 27.906 -82.605 25.25 7.937 2273.4 2462.4 2461.5 0.9 
42  JFWC_8 Urban 27.924 -82.550 26.42 7.910 2242.2 2418.3 2423.6 -5.3 
43  JFWC_9 Urban 27.861 -82.589 27.03 7.877 2260.1 2424.9 2431.2 -6.2 
44  OTB_1 Urban 28.020 -82.675 20.00 7.880 2163.9 2373.0 2288.1 84.9 
45  OTB_10 Urban 27.772 -82.579 25.92 7.953 2163.2 2390.4 2356.9 33.5 
46  OTB_3 Urban 27.980 -82.620 20.86 7.988 2209.9 2415.0 2386.3 28.7 
47  OTB_5 Urban 27.957 -82.622 20.93 7.988 2170.5 2375.4 2345.3 30.1 
48  OTB_6 Urban 27.942 -82.675 20.41 7.939 2172.3 2364.4 2322.4 42.0 
49  OTB-2 Urban 27.972 -82.673 20.10 7.996 2150.7 2370.0 2321.8 48.3 
50  FAU_1 Urban 27.622 -82.687 32.69 7.832 2307.4 2486.8 2494.8 -8.1 
51  FAU_4 Urban 27.639 -82.647 29.07 7.828 2335.9 2493.2 2500.9 -7.7 
Caloosahatchee River Estuary 
52  Caloo1 Estuary 26.459 -82.034 35.57 8.073 2142.5 2468.1 2485.2 -17.1 
53  Caloo2 Estuary 26.523 -81.999 32.82 8.016 2145.6 2418.1 2426.0 -7.9 
Ten Thousand Islands Area 
54  TTI_1 Mangrove 25.941 -81.586 37.24 7.414 3721.0 3754.1 3761.7 -7.6 
55  TTI_2 Mangrove 25.912 -81.530 38.28 7.691 3085.4 3250.5 3266.8 -16.3 
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4.4.2 Full Range Spectrophotometric pH Titrations 
Table 4.3 shows the results of full pH range titrations on reference and coastal samples, 
along with auxiliary data, and Figure 4 shows examples of full pH range titration curves and 
calculations of Org-Alk from full-range pH titration data.  
 
Table 4.3 Sample information and results of full range pH titrations. Org-Alk1 was calculated 
using Eq. 4.3 with the measured pH, DIC, T-Alk, and nutrient data. Org-Alk2 was determined 
using Eq. 4.4 with the full pH titration data. Units for DIC, P, Si, T-Alk, and Org-Alk are µmol 
kg-1. 
Sample Location S S pH DIC P Si T-
Alkmea 
T-
Alkcal 
Org-
Alk1 
Org-
Alk2 
Org-
Alk1 
Org-
Alk2 
  Original In diluted samples Converted to 
original S 
Offshore Reference             
PCB_2 
Gulf of 
Mexico 
35.2 21.7 8.119 1508.9 1.76 16.80 1699.7 1701.2 -1.2 - -1.9 - 
Coastal Samples             
PC 
Panama City, 
FL 
32.2 21.7 8.169 1651.4 1.71 12.51 1880.9 1880.4 0.5 
-0.2 0.7 -0.3 
TB 
Tampa Bay, 
FL 
21.7 21.7 8.013 2104.5 0.97 6.85 2299.0 2293.6 5.4 
8.5 5.4 8.5 
COQ-S 
Tampa Bay, 
FL 
28.1 21.7 7.850 1945.0 1.07 13.83 2073.2 2060.7 12.5 
11.5 16.1 14.9 
COQ-N 
Tampa Bay, 
FL 
28.0 21.7 8.187 1775.1 1.17 14.43 2038.0 2025.0 13.0 
10.9 16.8 14.0 
Bayboro 
Tampa Bay, 
FL 
33.0 21.7 7.905 2082.9 0.99 7.02 2251.6 2224.6 27.0 
26.4 41.0 40.2 
 
Titration curves (pHT vs VHCl) for the offshore reference (PCB_2) and two coastal 
samples (COQ-N and Bayboro) are given in Figure 4.4a (pH 6−8) and Figure 4.4b (pH 4.5−6). 
The figures show that more acid is required to titrate samples with higher Org-Alk. Based on the 
intercepts of the titration curves on the VHCl axis (solid circles in Figure 4.4a and 4.4b), the 
overall differences in the amounts of HCl (∆VHCl) used for reference and coastal sample titrations 
can be determined. These intercept ∆VHCl values were used in Eq. 4.4 to calculate the Org-Alk 
results shown as Org-Alk2 in Table 4.3. 
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 Figure 4.4 Titration curves and the process to determine Org-Alk 
Table 4.3 shows that organic alkalinity determined with the full pH titration method 
(Org-Alk2) is in good agreement with values calculated (Org-Alk1) from pH, DIC, TA, and 
nutrient measurements. The Org-Alk values in Table 4.3 range from -0.2 to 26.4 µmol kg-1 (in 
diluted samples). The last two columns show the Org-Alk in the original samples (corrected for 
dilution). The comparisons in Table 4.3 indicate that the direct spectrophotometric titrations 
developed in this work can provide precise assessments of Org-Alk in coastal areas.  
Figure 4.5a and Figure 4.5b show high resolution relationships between ∆VHCl and pHT. 
Titrations start at pH ~ 8, with ∆VHCl = 0. Subsequently ∆VHCl increases as organic anions are 
neutralized by added hydrogen ions. For the Bayboro sample, organic anion concentrations were 
highest within the pK range of 4.5−6, while for COQ-N sample, organic anion contributions to 
V
HCl
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0.00 0.01 0.02 0.03 0.04 0.05
p
H
T
6.0
6.5
7.0
7.5
8.0
0.01 0.02 0.03 0.04 0.05 0.06
4.5
5.0
5.5
6.0
Offshore ref.
Bayboro
CKN 
V
HCl
 (mL)
p
H
T
Titration with CR as Indicator
Titration with BCP as Indicator
Sample
VHCl
1
mL
ΔVHCl
1
mL
PCB_2 0.037 –
COQ-N 0.0415 0.0045
Bayboro 0.046 0.009
Sample
VHCl
2
mL
ΔVHCl
2
mL
PCB_2 0.0225 –
COQ-N 0.026 0.0035
Bayboro 0.0305 0.008
a
b
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TA were similar in the two titration ranges (4.5−6 and 6−8). Moreover, from the shape of the 
∆VHCl − pHT curves, the speciation of organic anions in the different samples can be roughly 
compared. For example, Bayboro and COQ-N samples had similar ∆VHCl − pHT trends for the 
5.9−7.0 pH range, which indicates that they might have similar organic anions. In contrast, ∆VHCl 
− pHT trends for Bayboro and COQ-N were distinct below pH 5.9 or above pH 7.0, which 
indicates that contributions to TA were from different species of organic anions.  
 
Figure 4.5 ∆VHCl versus pHT relationships for COQ-N and Bayboro samples. ∆VHCl is the 
difference of HCl used for the reference and the sample at each pH point. 
 
4.4.3 Model Characterization of Organic Anions 
Dissociation constants (pKi) of organic anions from model fitting of COQ-N and 
Bayboro samples are shown in Table 4.4 (see supplementary information for additional details). 
Based on the pH range of each titration (BCP and CR), the K1 and K2 boundary conditions were 
specified as (10-7, 10-4) and (10-8, 10-6), respectively.  
 
pH
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∆∆ ∆∆V
H
C
l 
(m
L
)
0.000
0.005
0.010
0.015
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pH
6.0 6.5 7.0 7.5 8.0
∆∆ ∆∆V
H
C
l 
(m
L
)
0.000
0.005
0.010
0.015
0.020
b.     Titration with CR as Indicatora.     Titration with BCP as Indicator
Bayboro
COQ-N
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Table 4.4 Boundary conditions and model fitting results using full pH titration data of diluted 
samples  
Sample 
Boundary Conditionsa Model Output 
pK1 pK2 
K1 K2 K1 K2 
COQ-N (10-7,10-4) (10-8, 10-6) 4.85×10-6 8.89×10-8 5.31 7.05 
Bayboro (10-7,10-4) (10-8, 10-6) 3.55×10-6 4.75×10-8 5.45 7.32 
a Boundary condition for 
Kw
'
CH
0  was set to (0, 2×10
-4) 
 
The riverine fulvic acid studies of Paxeus and Wedborg [24] showed six titratable groups 
with pKi of 2.66  (Group 1), 4.21 (Group 2), 5.35 (Group 3), 6.65 (Group 4), 8.11 (Group 5), and 
9.54 (Group 6). Since sample pH ranged from 4.5 to 8.1 during the TA titrations, only Group 2 
(partially) and Group 3−5 in Paxeus and Wedborg’s work contributed substantially to the TA. 
The pKi of the two groups from our full pH range titration data are all confined within this range, 
with pK1 = 5.31 for COQ-N and 5.45  for the Bayboro sample, and pK2 = 7.05  for COQ-N and 
7.32  for Bayboro. Therefore it is reasonable that Group I in this study is a combination of Paxeus 
and Wedborg’s Groups 2 and 3, and our Group II is a combination of their Groups 4 and 5. In 
either case, our work supports the contention that organic anions of fulvic acids contributed 
substantially to our Org-Alk observations.  
 
4.5 Implications 
As a conservative variable which is independent of temperature and pressure, TA is one 
of the most frequently measured CO2 system parameters, and is often used for calculations of 
other parameters. Table 4.5 shows an example of the influence of Org-Alk on CO2 system 
calculations. The initial conditions of a hypothetical seawater sample were defined as shown in 
Table 4.5a. With nutrient concentrations equal to zero, measured TA (TAmeas) is the sum of Org-
Alk and CA+BA+[OH−]. In Table 4.5b, we compare the results of CO2 system calculations with 
and without consideration of Org-Alk. With the DIC-TA as the input pair in CO2SYS 
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calculations, if a seawater sample has an Org-Alk concentration of 20 µmol kg-1 that is not taken 
into account, subsequent pH and pCO2 calculations lead to an 0.028 unit overestimation of pH 
and a −23.7 ppm underestimation of pCO2. With pH-TA as the input pair, if a seawater sample 
has an Org-Alk value of 20 µmol kg-1 that is not explicitly accounted for, DIC will be 
overestimated by 18 µmol kg-1 and pCO2 will be overestimated by 3.1 ppm.  
With the same initial conditions shown in Table 5a, the influence of increasing levels of 
Org-Alk on CO2SYS calculations of pCO2 are shown in Figure 4.6. These results show that, 
when Org-Alk in samples is not explicitly taken into account, use of DIC-TA as the input pair for 
pCO2 calculations causes much larger misestimation than is the case when pH-TA is used as the 
input pair. Org-Alk contributions to TA can cause errors in pCO2 (calculated from DIC-TA) that 
are  very large compared with the typical precision of direct pCO2 measurement (0.3 – 0.4 ppm, 
[25]), and errors that are even substantial compared to the average diurnal pCO2 change in Tampa 
Bay (140 ppm, [26]). Therefore, for rigorous CO2 system calculations in coastal waters, it is 
important to consider the contributions of organic anions to TA.  
 
Table 4.5 Influence of Org-Alk on CO2 system calculations 
 
 
 
a. Initial Conditions 
S = 35, t = 25oC, p = 0, [P] = 0, [Si] = 0 
pH 
DIC 
µmol kg-1 
Org-Alk  
µmol kg-1 
CA+BA+[OH−]  
µmol kg-1 
TAmeas  
µmol kg-1 
pCO2  
ppm 
8.100 2000.0 20.0 2340.7 2360.7 345.8 
b. CO2SYS Calculation  
Input Output 
DIC 
µmol kg-1 
TA 
µmol kg-1 
pH ∆pH 
pCO2 
ppm 
∆pCO2 
ppm 
2000.0 2340.7 8.100 − 345.8 − 
2000.0 2360.7 8.128 0.028 322.1 -23.7 
pH 
 
TA 
µmol kg-1 
DIC 
µmol kg-1 
∆DIC 
µmol kg-1 
pCO2 
ppm 
∆pCO2 
ppm 
8.100 2340.7 2000 − 345.8 − 
8.100 2360.7 2018.0 18.0 348.9 3.1 
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Figure 4.6 Influence of Org-Alk on pCO2 calculations 
 
Although ∆TA from TAmeas and TAcal can be used to estimate Org-Alk, our study shows 
the limitation of this indirect approach. Based on the most negative value of ∆TA obtained in this 
work (-18.8 µmol kg-1), ∆TA values between the range of (-20, 20) were used in a histogram 
analysis to evaluate the potential errors in estimation of Org-Alk using ∆TA. Analysis of this 
dataset passed the normality test (Shapiro-Wilk) with a W-Statistic of 0.980, and P value of 0.368. 
With the mean = -1.1 µmol kg-1 and σ = 7.6, a conservative estimate is that ∆TA values within 
the range of (-7.6, 7.6) may be a result of measurement uncertainties or operational errors.  As 
such, positive ∆TA values of 8 µmol kg-1 or smaller are not strongly indicative of Org-Alk 
contributions to TA. On the other hand, ∆TA values substantially larger than ~ 8 (N = 29 in this 
study) provide substantial evidence for Org-Alk contributions to TA. Because uncertainties in 
evaluations of Org-Alk via ∆TA analyses are relatively large, direct measurement of Org-Alk (i.e., 
full range spectrophotometric pH titrations), with uncertainties much smaller than 8 µmol kg-1, 
are highly advisable for use in coastal systems where Org-Alk concentrations are suspected to be 
significant.  
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The full-range spectrophotometric pH titration method presented in this work allows for 
direct quantification of organic anion contributions to TA. Org-Alk obtained from full-range pH 
titrations showed good agreement with results from indirect measurements. Results from 
numerical modeling of titration data show substantial variations in both Org-Alk concentrations 
and pKi values from two coastal samples in relatively proximate locations. As such, it appears 
that the distributions and equilibrium characteristics of organic anions in coastal waters can be 
quite complex.  
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CHAPTER FIVE 
 
FUTURE WORK 
 
5.1 Low Cost Spectrophotometric Measurement Platform for Field Use   
Chapter Two of this dissertation described a low cost photometer for pH measurements in 
the field [1]. Several useful extensions of this work are listed as follows. 
(a) For the instrument described in the work of Chapter two, meta cresol purple (mCP) 
was used as indicator for the typical pH range in seawater. However, there are many other 
sulfonephthalein indicators used for pH measurements in different water bodies, including thymol 
blue for surface seawater [2], cresol red for low-pH marine environment (e.g., upwelling waters, 
high-latitude cold surface waters, pore waters, and oxygen minimum zones) [3, 4], and  
bromocresol purple or phenol red for fresh water [5]. By replacing the LEDs to match the two 
maximum absorbance peaks of a certain indicator, and performing a one-time calibration against 
a high-quality narrowband spectrophotometer [1], this device can easily be adapted for pH 
measurements in different water bodies. 
(b) For standard-curve-based colorimetric measurements that utilize a single wavelength 
to determine analyte concentrations there is no need to perform calibrations between a broadband 
LED photometer and a high-quality narrowband spectrophotometer as described in Chapter Two. 
For measurements that utilize a single wavelength, a single LED can be selected to match the 
maximum absorbance peak of a certain colorimetric measurement.  As such, the device described 
in Chapter Two can simply be modified for other uses (e.g. nutrients, metals). One successful 
example is the measurement of chromate in drinking water [6].        
83 
 
 (c) Over the past two decades, significant progress has been made in the developments of 
in-situ sensors for nutrients [7-12] and carbon system parameters [13-19], based on the wet 
chemical techniques and spectrophotometric/florescence detection. However, for applications like 
water quality monitoring programs associated with coastal zone, aquaculture, and aquarium 
management, these sensors designed for high-precision scientific research are unnecessarily 
expensive and cumbersome. By adding autonomous mechanisms (pumps, valves), water-proof 
and pressure-resistant housings, data storage units, and auxiliary sensors (thermometer, 
salinometer), the LED photometer described above can be modified for use as a low-cost in-situ 
sensor for water quality monitoring.      
 
5.2 Time Series Assessments of Carbon System Properties in the Northeastern Gulf of Mexico  
In Chapter Three of this dissertation, the subannual variability of total alkalinity (TA) 
distributions in the northeastern Gulf of Mexico was examined using TA data collected in 2012. 
From 2012 to 2014, a complete set of carbon system parameters (pH, TA, CT) was obtained from 
seven repeated cruises in this area. By combining the field data from ship-based water sampling, 
historical records of riverine carbon system parameters, and contemporaneous model output of 
surface currents and salinity, it should be possible to generate improved insights surrounding (a)  
subannual and interannual carbon system variations in this area, and (b) the mechanisms that 
underlie NEGROM carbon system dynamics. 
 
5.3 Characterization of Acid-base Properties of Dissolved Organic Matter in Coastal Waters 
 Chapter Four used spectrophotometeric pH titrations to characterize the equilibrium 
behavior of organic acid-bases in coastal waters. The results indicated that the organic ligands 
that contribute to TA are most likely fulvic acids. However, an understanding of the compositions 
of these organic ligands is still limited.  
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 Technological innovations over the last few decades have led to the development of new 
techniques for characterization of dissolved organic matter (DOM) in aquatic environments.  New 
technologies include solid phase extraction, ultrafiltration, electrospray ionization fourier- 
transform ion cyclotron resonance mass spectrometry (ESI-FTICR-MS), and nuclear magnetic 
resonance (NMR) spectroscopy [20-25]. By applying these techniques to organic-rich waters, the 
characteristics of the organic acid-organic base pairs that contribute to TA can be well addressed 
in the near future. 
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Table A2.1 Part List of DIY photometer 
Description Quantity Manufacturer Part NO. Vendor Part NO. 
Arduino Uno open-source 
Microcontroller (or any 
replicates) 
1 Arduino            
A000073 
Digi-key   
1050-1041-ND 
TSL 257 Light-to-voltage IC 1 AMS-TAOS      
TSL257LF  
Digi-key   
TSL257LF –ND 
Mouser 
856-TSL257-LF 
16×2 LCD module (any HD44780-
compatible version will work) 
1 Lumex Opto/Components  
LCM-S01602DTR/A 
Digi-key   
67-1779 –ND 
Mouser 696-LCM-
S01602DTRA 
430 nm Blue LED 1 Everlight  
MV5B60 
Mouser 
638 - MV5B60 
575 nm Green LED 1 Lite-On 
LTL1CHKGKNN 
Mouser 
859-LTL1CHKGKNN 
Push button switch 2 Schurter 
1301.9303 
Mouser 
693-1301.9303 
1kΩ potentiometer 3 Panasonic Electronic Components 
EVN-D8AA03B13 
Digi-key   
D4AA13 -ND 
1kΩ resistor 3 Stackpole Electronics  
CF14JT1K00 
Digi-key 
CF14JT1K00CT - ND 
10 µF capacitor 1 Panasonic Electronic Components 
ECA-1HM100I 
Digi-key 
P10425TB-ND 
Mouser 
667-ECA-1HM100I 
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Figure A2.1 Electronic circuit schematic of DIY photometer  
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A2.1 Arduino Source Code 
 
#include <LiquidCrystal.h>   //use LCD library 
 
LiquidCrystal lcd(12, 11, 5, 4, 3, 2);// LCD pin 
 
int potPin = 4; //detector pin 
int i; 
 
int x1a=0; 
int y1a=0; 
int x2a=0; 
int y2a=0; 
 
float A_1 = 0.000;//absorbance 
float A_2 = 0.000;//absorbance 
float R=0.000; 
 
long vala = 0;  //"blank" button value 
long valb = 0; //"sample" button value 
 
int apin = 8;//pin8 blank button 
int bpin = 9;//pin9 sample button 
 
void setup(){ 
  Serial.begin(9600); 
 
  lcd.begin(16, 2);  //Initialize LCD 
 
  lcd.print("MiniSpec B.Y");  //Display Mini Spectrophotomete 
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  delay(1000); //Delay1000ms 
 
  pinMode(apin,INPUT); //setup blank button 
  pinMode(bpin,INPUT);//setup sample button 
  pinMode(6,OUTPUT); 
  pinMode(7,OUTPUT); 
} 
 
void loop (){ 
  vala = digitalRead(apin); //read "blank" button 
 
  if (vala==HIGH){ 
    digitalWrite(7,HIGH); 
 
    delay(2000); 
 
    x1a = 0; 
    for(i=0; i<10; ++i){ 
      x1a +=analogRead(potPin); 
    } 
     
    x1a /= 10 ; //read the blank 
 
    digitalWrite(7,LOW); 
    digitalWrite(6,HIGH); 
 
    delay(2000); 
 
    y1a = 0; 
    for(i=0; i<10; ++i){ 
      y1a += analogRead(potPin); 
    } 
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    y1a /= 10 ; //read the blank 
 
    digitalWrite(6,LOW); 
 
    lcd.clear(); //clear 
 
    lcd.print("Blank("); 
    lcd.print(x1a); 
    lcd.print(")"); 
 
    lcd.setCursor(0, 1) ; 
    lcd.print("Blank("); 
    lcd.print(y1a); 
    lcd.print(")");  
  } 
   
  valb = digitalRead(bpin);//read sample button 
  if (valb==HIGH) 
  { 
    digitalWrite(7,HIGH); 
 
    delay(2000); 
    x2a = 0; 
    for(i=0; i<10; ++i){ 
      x2a +=analogRead(potPin); 
    } 
    x2a /= 10 ; //read the sample 
 
    Serial.print(x1a); 
     
    digitalWrite(7,LOW); 
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    digitalWrite(6,HIGH); 
    delay(2000); 
 
    y2a = 0; 
    for(i=0; i<10; ++i){ 
      y2a += analogRead(potPin); 
    } 
 
    y2a /= 10 ; //read the sample 
 
    digitalWrite(6,LOW); 
 
    A_1 = log((float)x1a/(float)x2a)/(log(10));//calculate the absorbance 
    A_2 = log((float)y1a/(float)y2a)/(log(10));//calculate the absorbance 
    R=(float)A_2/(float)A_1; 
 
    lcd.clear();  
 
    lcd.print("A1="); 
    lcd.print(A_1,3); 
    lcd.print("("); 
    lcd.print(x2a); 
    lcd.print(")"); 
 
    lcd.setCursor(0, 1) ; 
 
    lcd.print("A2="); 
    lcd.print(A_2,3); 
    lcd.print("("); 
    lcd.print(y2a); 
    lcd.print(")"); 
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    Serial.print(x1a); 
    Serial.print(x2a); 
 
    Serial.print(y1a); 
    Serial.print(y2a); 
  } 
} 
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A2.2 Building tips (example) 
a. Find a proper bottle  
A transparent cylinder glass bottle with sealable cap is ideal. We use a 100 ml PYREX® 
(Corning Inc., USA) screw-cap round glass bottle with a path length of 5.6 cm, but any 
similar bottle would work. 
 
b. Packaging and assembly 
As shown in Figure A2.2, a plastic box (the white one) is used as the body. The 
electronics and LCD screen are mounted outside the box, and the LEDs and detector are 
mounted inside. The LEDs and detector need to be aligned. Then two pieces of foam are 
inserted in the box as the bottle holder. Notice that the bottom one (Foam1) has two 
openings so that the light from LEDs can pass through to the detector. Foam2 needs to be 
thick enough to cover the whole bottle (except the cap), so that ambient light doesn’t 
affect the measurement. Similarly, the detector also needs to be well-sealed to avoid any 
influence from ambient light.   
 
 
Figure A2.2 Packaging and assemble 
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This is just an example for packaging design. You can design your own based on the size 
your bottle and available materials. 
 
c. Adjustment of light strength  
The photometer can be powered either by 4 AA batteries, or 5V DC from a standard USB 
port or a wall charger. But since the voltage outputs of these sources can vary, you may 
need to adjust the resistors (R4 and R5 in Figure S1) to keep the light source at a proper 
strength. With the source code provided above, the photometer will display the light 
strength with the absorbance. You can adjust light strength while performing the “blank” 
measurement. Make sure it is in the range of 600-900. 
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A3.1 Derivation of Equations 3.2–3.5 and Calculation of the Fractional Contribution of Riverine 
TA  
 
For the case of mixing involving two end-members, with one being a freshwater end-member (S0 
= 0 and TA = TA0) and the other being an oceanic end-member (S = Soce and TA = TAoce), the 
TA and S of any water sample on the mixing line can be determined as follows: 
0
oce TA)1(TATA xx −+=                                                       (a) 
0oce )1( SxxSS −+=                                                            (b) 
where x is the fractional contribution of the seawater end-member. 
Then, assuming S0 = 0, it follows that  
oceS
S
x =                                                            (c) 
Substituting equation (c) into equation (a), it follows that 
0
oce
oce
oce
TA)1(TA)(TA
S
S
S
S
−+=                                                       (d) 
 By rearranging equation (d), we obtain an equation that is identical to manuscript equation 3.2: 
0
oce
0
oce TA
TATA
TA +×
−
= S
S
                                                     3.2 
Equation 3.2 can then be rearranged such that the dependent variable, TA*Soce/S, is equivalent to 
a conventional salinity-normalized total alkalinity (nTA) with the salinity of the oceanic end-
member as the reference salinity (Soce): 
( )0oceoce0oce TATATATA −+×=×
S
S
S
S
                                            3.3 
With the conventional salinity-normalization concept, wherein TA and S vary only through 
evaporation and atmospheric precipitation, the TA of any water sample along the mixing line can 
be expressed as: 
S
S
×=
oce
oceTATA'                                                           3.4 
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This equation ignores contributions from sources with non-zero TA0, thereby causing modeled 
deviations from observed mixing behavior. 
To examine freshwater contributions to TA over a range of salinities, we calculated for each 
water sample the difference between TA, the dependent variable of equation 3.2, and TA′, the 
dependent variable of equation 3.4. As shown in equation 3.5, the difference between the two 
forms of salinity normalized alkalinity (∆nTA) serves as an index of riverine alkalinity input. 
The normalization is relative to the oceanic endmember, Soce: 
         
)1(TA                     
TA
TA
TATA
                     
TA'TAnTA
oce
0
oce
oce0
oce
0
oce
S
S
S
S
S
S
−×=
×−+×
−
=
−=∆
                                       3.5 
Because the factor (1 – S/Soce) is the freshwater fraction of freshwater/seawater mixtures, ∆nTA 
is equal to the contribution of alkalinity from the freshwater composite end-member. 
The fractional contribution of riverine TA in a seawater sample is then given as: 
)1(
TA
TA
TA
)1(TA
TA
nTA
oce
0
oce
0
S
SS
S
−×=
−×
=
∆
                                   (e) 
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Table A3.1     TA0 Calculated Using Two Types of Regression 
Transect DSH Feb DSH May DSH Aug PCB Feb PCB May PCB Aug 
GOMECC2-
LA 
GOMECC2-
TPA 
TA0± Standard Error  
from TA*Soce/S vs 1/S 
1618±195 2131±108 2129±75 1798±206 1361±154 1764±86 2165±26 616±130 
TA0± Standard Error   
from TA vs S 
1620±198 2127±115 2120±77 1799±206 1365±155 1753±84 2158±27 613±130 
Unit: µmol·kg-1 
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Table A3.2 Depth, Salinity, and TA for NEGOM (PCB and DSH) and GOMECC-2 (LA and 
TPA) Samples in 2012  
 
Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
NEGOM Feb DSH09 272.126 28.637 2 36.304 2400.0 
NEGOM Feb DSH09 272.126 28.637 12 36.301 2413.1 
NEGOM Feb DSH09 272.126 28.637 27 36.296 2388.9 
NEGOM Feb DSH09 272.126 28.637 52 36.297 2400.4 
NEGOM Feb DSH09 272.126 28.637 71 36.299 2398.5 
NEGOM Feb DSH09 272.126 28.637 121 36.501 2404.5 
NEGOM Feb DSH09 272.126 28.637 198 36.121 2373.7 
NEGOM Feb DSH09 272.126 28.637 300 35.711 2352.1 
NEGOM Feb DSH09 272.126 28.637 399 35.371 2340.0 
NEGOM Feb DSH09 272.126 28.637 499 35.072 2324.0 
NEGOM Feb DSH09 272.126 28.637 747 34.900 2326.2 
NEGOM Feb DSH09 272.126 28.637 997 34.922 2331.4 
NEGOM Feb DSH09 272.126 28.637 1097 34.935 2334.3 
NEGOM Feb DSH09 272.126 28.637 1197 34.947 2332.2 
NEGOM Feb DSH09 272.126 28.637 1497 34.963 2339.0 
NEGOM Feb DSH09 272.126 28.637 2118 34.970 2334.7 
NEGOM Feb DSH10 272.147 28.981 2 36.060 2389.7 
NEGOM Feb DSH10 272.147 28.981 12 36.186 2404.1 
NEGOM Feb DSH10 272.147 28.981 33 36.255 2390.9 
NEGOM Feb DSH10 272.147 28.981 51 36.287 2398.8 
NEGOM Feb DSH10 272.147 28.981 101 36.445 2404.1 
NEGOM Feb DSH10 272.147 28.981 200 35.962 2354.2 
NEGOM Feb DSH10 272.147 28.981 301 35.502 2332.4 
NEGOM Feb DSH10 272.147 28.981 400 35.209 2315.7 
NEGOM Feb DSH10 272.147 28.981 497 35.011 2310.6 
NEGOM Feb DSH10 272.147 28.981 749 34.899 2320.5 
NEGOM Feb DSH10 272.147 28.981 999 34.924 2319.4 
NEGOM Feb DSH10 272.147 28.981 1102 34.938 2324.6 
NEGOM Feb DSH10 272.147 28.981 1497 34.963 2328.7 
NEGOM Feb DSH08 272.157 29.138 11 35.367 2374.4 
NEGOM Feb DSH08 272.157 29.138 24 35.609 2389.9 
NEGOM Feb DSH08 272.157 29.138 49 36.313 2402.1 
NEGOM Feb DSH08 272.157 29.138 66 36.376 2399.2 
NEGOM Feb DSH08 272.157 29.138 98 36.437 2393.2 
NEGOM Feb DSH08 272.157 29.138 200 35.961 2357.1 
NEGOM Feb DSH08 272.157 29.138 300 35.301 2326.2 
NEGOM Feb DSH08 272.157 29.138 401 35.052 2315.9 
NEGOM Feb DSH08 272.157 29.138 503 34.975 2315.7 
NEGOM Feb DSH08 272.157 29.138 753 34.900 2320.4 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
NEGOM Feb DSH08 272.157 29.138 999 34.928 2331.1 
NEGOM May DSH09 272.135 28.624 2 36.250 2383.3 
NEGOM May DSH09 272.135 28.624 13 36.247 2379.4 
NEGOM May DSH09 272.135 28.624 26 36.246 2389.5 
NEGOM May DSH09 272.135 28.624 48 36.355 2402.2 
NEGOM May DSH09 272.135 28.624 72 36.397 2399.5 
NEGOM May DSH09 272.135 28.624 103 36.550 2394.1 
NEGOM May DSH09 272.135 28.624 200 36.033 2372.1 
NEGOM May DSH09 272.135 28.624 298 35.498 2337.7 
NEGOM May DSH09 272.135 28.624 401 35.171 2323.1 
NEGOM May DSH09 272.135 28.624 499 34.995 2315.1 
NEGOM May DSH09 272.135 28.624 753 34.902 2331.6 
NEGOM May DSH09 272.135 28.624 1001 34.929 2330.4 
NEGOM May DSH09 272.135 28.624 1100 34.942 2331.8 
NEGOM May DSH09 272.135 28.624 1209 34.951 2336.1 
NEGOM May DSH09 272.135 28.624 1509 34.963 2326.5 
NEGOM May DSH09 272.135 28.624 2110 34.968 2349.4 
NEGOM May DSH10 272.135 28.978 11 34.978 2388.2 
NEGOM May DSH10 272.135 28.978 22 35.815 2377.3 
NEGOM May DSH10 272.135 28.978 42 36.378 2399.4 
NEGOM May DSH10 272.135 28.978 53 36.398 2408.5 
NEGOM May DSH10 272.135 28.978 103 36.490 2403.1 
NEGOM May DSH10 272.135 28.978 201 35.875 2356.4 
NEGOM May DSH10 272.135 28.978 300 35.453 2345.0 
NEGOM May DSH10 272.135 28.978 402 35.119 2336.7 
NEGOM May DSH10 272.135 28.978 500 34.980 2343.6 
NEGOM May DSH10 272.135 28.978 752 34.900 2337.8 
NEGOM May DSH10 272.135 28.978 998 34.924 2344.1 
NEGOM May DSH10 272.135 28.978 1103 34.932 2336.2 
NEGOM May DSH10 272.135 28.978 1206 34.947 2335.4 
NEGOM May DSH10 272.135 28.978 1514 34.963 2337.4 
NEGOM May DSH08 272.120 29.117 2 32.779 2288.6 
NEGOM May DSH08 272.120 29.117 4 33.549 2380.0 
NEGOM May DSH08 272.120 29.117 24 35.909 2398.0 
NEGOM May DSH08 272.120 29.117 38 36.425 2400.6 
NEGOM May DSH08 272.120 29.117 51 36.245 2410.7 
NEGOM May DSH08 272.120 29.117 67 36.245 2407.2 
NEGOM May DSH08 272.120 29.117 99 36.476 2403.3 
NEGOM May DSH08 272.120 29.117 201 35.858 2365.9 
NEGOM May DSH08 272.120 29.117 306 35.396 2337.8 
NEGOM May DSH08 272.120 29.117 401 35.130 2323.6 
NEGOM May DSH08 272.120 29.117 500 34.995 2323.9 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
NEGOM May DSH08 272.120 29.117 1006 34.929 2327.6 
NEGOM May DSH08 272.120 29.117 1076 34.936 2334.4 
NEGOM Aug DSH09 272.125 28.63 1 35.018 2374.6 
NEGOM Aug DSH09 272.125 28.63 9 35.001 2373.2 
NEGOM Aug DSH09 272.125 28.63 25 35.855 2378.5 
NEGOM Aug DSH09 272.125 28.63 48 36.008 2382.2 
NEGOM Aug DSH09 272.125 28.63 64 36.205 2393.1 
NEGOM Aug DSH09 272.125 28.63 99 36.321 2400.6 
NEGOM Aug DSH09 272.125 28.63 199 36.074 2365.6 
NEGOM Aug DSH09 272.125 28.63 301 35.486 2337.0 
NEGOM Aug DSH09 272.125 28.63 401 35.179 2322.5 
NEGOM Aug DSH09 272.125 28.63 500 34.998 2315.1 
NEGOM Aug DSH09 272.125 28.63 747 34.894 2319.5 
NEGOM Aug DSH09 272.125 28.63 1000 34.923 2329.7 
NEGOM Aug DSH09 272.125 28.63 1099 34.934 2336.3 
NEGOM Aug DSH09 272.125 28.63 1201 34.946 2330.9 
NEGOM Aug DSH09 272.125 28.63 1502 34.958 2332.7 
NEGOM Aug DSH09 272.125 28.63 2072 34.964 2335.0 
NEGOM Aug DSH10 272.133 28.973 2 33.809 2374.3 
NEGOM Aug DSH10 272.133 28.973 10 34.534 2369.2 
NEGOM Aug DSH10 272.133 28.973 27 35.828 2373.1 
NEGOM Aug DSH10 272.133 28.973 51 36.013 2379.4 
NEGOM Aug DSH10 272.133 28.973 64 36.029 2378.1 
NEGOM Aug DSH10 272.133 28.973 99 36.318 2399.8 
NEGOM Aug DSH10 272.133 28.973 201 35.882 2354.1 
NEGOM Aug DSH10 272.133 28.973 300 35.505 2330.8 
NEGOM Aug DSH10 272.133 28.973 401 35.183 2319.9 
NEGOM Aug DSH10 272.133 28.973 498 35.048 2314.1 
NEGOM Aug DSH10 272.133 28.973 749 34.896 2314.9 
NEGOM Aug DSH10 272.133 28.973 999 34.918 2323.3 
NEGOM Aug DSH10 272.133 28.973 1098 34.932 2326.6 
NEGOM Aug DSH10 272.133 28.973 1199 34.942 2330.6 
NEGOM Aug DSH10 272.133 28.973 1518 34.959 2333.4 
NEGOM Aug DSH08 272.130 29.123 2 34.016 2382.4 
NEGOM Aug DSH08 272.130 29.123 10 34.198 2376.3 
NEGOM Aug DSH08 272.130 29.123 24 35.522 2377.0 
NEGOM Aug DSH08 272.130 29.123 50 36.165 2387.7 
NEGOM Aug DSH08 272.130 29.123 64 36.304 2395.1 
NEGOM Aug DSH08 272.130 29.123 98 36.407 2394.7 
NEGOM Aug DSH08 272.130 29.123 200 35.936 2355.4 
NEGOM Aug DSH08 272.130 29.123 300 35.656 2339.6 
NEGOM Aug DSH08 272.130 29.123 400 35.246 2325.7 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
NEGOM Aug DSH08 272.130 29.123 500 35.096 2317.5 
NEGOM Aug DSH08 272.130 29.123 749 34.895 2316.8 
NEGOM Aug DSH08 272.130 29.123 1106 34.932 2326.1 
NEGOM Feb PCB05 273.220 29.44 2 36.290 2393.0 
NEGOM Feb PCB05 273.220 29.44 15 36.311 2386.6 
NEGOM Feb PCB05 273.220 29.44 20 36.333 2388.5 
NEGOM Feb PCB05 273.220 29.44 30 36.327 2387.9 
NEGOM Feb PCB05 273.220 29.44 50 36.303 2391.3 
NEGOM Feb PCB05 273.220 29.44 150 36.288 2386.2 
NEGOM Feb PCB05 273.220 29.44 200 35.847 2354.0 
NEGOM Feb PCB05 273.220 29.44 300 35.381 2329.2 
NEGOM Feb PCB05 273.220 29.44 378 35.090 2327.6 
NEGOM Feb PCB04 273.417 29.568 2 35.508 2381.9 
NEGOM Feb PCB04 273.417 29.568 6 35.622 2384.6 
NEGOM Feb PCB04 273.417 29.568 10 35.748 2381.4 
NEGOM Feb PCB04 273.417 29.568 16 35.752 2383.2 
NEGOM Feb PCB04 273.417 29.568 26 35.781 2391.5 
NEGOM Feb PCB04 273.417 29.568 32 35.786 2393.7 
NEGOM Feb PCB04 273.417 29.568 51 35.799 2388.5 
NEGOM Feb PCB04 273.417 29.568 75 35.875 2388.1 
NEGOM Feb PCB04 273.417 29.568 101 36.170 2389.5 
NEGOM Feb PCB04 273.417 29.568 108 36.206 2391.1 
NEGOM Feb PCB04 273.417 29.568 180 35.902 2347.3 
NEGOM Feb PCB03 273.644 29.734 2 35.956 2381.6 
NEGOM Feb PCB03 273.644 29.734 4 35.973 2376.2 
NEGOM Feb PCB03 273.644 29.734 10 35.995 2380.8 
NEGOM Feb PCB03 273.644 29.734 18 36.124 2390.7 
NEGOM Feb PCB03 273.644 29.734 23 36.118 2387.8 
NEGOM Feb PCB03 273.644 29.734 32 36.112 2390.9 
NEGOM Feb PCB03 273.644 29.734 53 36.119 2398.4 
NEGOM Feb PCB03 273.644 29.734 75 35.948 2406.6 
NEGOM Feb PCB02 273.816 29.832 2 35.885 2799.7 
NEGOM Feb PCB02 273.816 29.832 6 35.885 2384.9 
NEGOM Feb PCB02 273.816 29.832 12 35.885 2389.0 
NEGOM Feb PCB02 273.816 29.832 16 35.889 2386.5 
NEGOM Feb PCB02 273.816 29.832 23 35.881 2386.0 
NEGOM Feb PCB02 273.816 29.832 33 35.905 2388.4 
NEGOM Feb PCB02 273.816 29.832 45 35.902 2399.2 
NEGOM Feb PCB01 274.173 30.056 6 35.708 2375.1 
NEGOM Feb PCB01 274.173 30.056 12 35.698 2376.0 
NEGOM Feb PCB01 274.173 30.056 15 35.637 2381.7 
NEGOM Feb PCB01 274.173 30.056 20 35.625 2376.5 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
NEGOM May PCB04 273.418 29.569 2 35.571 2374.5 
NEGOM May PCB04 273.418 29.569 5 35.569 2373.5 
NEGOM May PCB04 273.418 29.569 10 35.563 2375.0 
NEGOM May PCB04 273.418 29.569 15 35.615 2381.6 
NEGOM May PCB04 273.418 29.569 24 35.807 2377.9 
NEGOM May PCB04 273.418 29.569 31 35.836 2381.4 
NEGOM May PCB04 273.418 29.569 51 36.151 2397.1 
NEGOM May PCB04 273.418 29.569 71 36.133 2399.6 
NEGOM May PCB04 273.418 29.569 101 36.179 2394.1 
NEGOM May PCB04 273.418 29.569 154 36.063 2364.6 
NEGOM May PCB04 273.418 29.569 182 35.919 2361.6 
NEGOM May PCB03 273.651 29.735 3 35.853 2383.5 
NEGOM May PCB03 273.651 29.735 5 35.854 2381.7 
NEGOM May PCB03 273.651 29.735 11 35.864 2373.4 
NEGOM May PCB03 273.651 29.735 17 35.940 2379.5 
NEGOM May PCB03 273.651 29.735 20 35.939 2387.4 
NEGOM May PCB03 273.651 29.735 29 35.885 2386.0 
NEGOM May PCB03 273.651 29.735 52 36.192 2400.4 
NEGOM May PCB03 273.651 29.735 70 36.243 2404.0 
NEGOM May PCB03 273.651 29.735 92 36.151 2396.9 
NEGOM May PCB01 274.171 30.059 2 35.791 2388.1 
NEGOM May PCB01 274.171 30.059 6 35.791 2399.2 
NEGOM May PCB01 274.171 30.059 10 35.788 2391.8 
NEGOM May PCB01 274.171 30.059 15 35.786 2392.7 
NEGOM May PCB01 274.171 30.059 18 35.779 2395.2 
NEGOM May PCB02 273.826 29.834 4 35.755 2375.2 
NEGOM May PCB02 273.826 29.834 5 35.756 2372.8 
NEGOM May PCB02 273.826 29.834 10 35.753 2372.9 
NEGOM May PCB02 273.826 29.834 15 35.830 2383.7 
NEGOM May PCB02 273.826 29.834 24 35.908 2393.2 
NEGOM May PCB02 273.826 29.834 28 36.010 2396.9 
NEGOM May PCB02 273.826 29.834 37 36.159 2394.7 
NEGOM May PCB05 273.223 29.437 2 35.033 2351.4 
NEGOM May PCB05 273.223 29.437 3 35.077 2368.1 
NEGOM May PCB05 273.223 29.437 16 35.908 2376.8 
NEGOM May PCB05 273.223 29.437 21 36.239 2380.1 
NEGOM May PCB05 273.223 29.437 31 36.249 2383.1 
NEGOM May PCB05 273.223 29.437 50 36.388 2390.3 
NEGOM May PCB05 273.223 29.437 77 36.253 2406.5 
NEGOM May PCB05 273.223 29.437 101 36.395 2394.7 
NEGOM May PCB05 273.223 29.437 151 36.195 2367.2 
NEGOM May PCB05 273.223 29.437 203 35.850 2346.3 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
NEGOM May PCB05 273.223 29.437 304 35.452 2330.9 
NEGOM May PCB05 273.223 29.437 392 35.289 2323.5 
NEGOM Aug PCB01 274.174 30.055 1 34.420 2343.4 
NEGOM Aug PCB01 274.174 30.055 4 34.454 2340.8 
NEGOM Aug PCB01 274.174 30.055 10 34.813 2338.1 
NEGOM Aug PCB01 274.174 30.055 15 35.551 2373.6 
NEGOM Aug PCB02 273.812 29.8335 1 32.432 2314.4 
NEGOM Aug PCB02 273.812 29.8335 3 32.424 2367.1 
NEGOM Aug PCB02 273.812 29.8335 10 35.056 2388.7 
NEGOM Aug PCB02 273.812 29.8335 19 35.990 2393.8 
NEGOM Aug PCB02 273.812 29.8335 29 36.003 2393.1 
NEGOM Aug PCB02 273.812 29.8335 42 36.091 2386.6 
NEGOM Aug PCB03 273.653 29.733 2 33.706 2324.4 
NEGOM Aug PCB03 273.653 29.733 4 33.703 2325.0 
NEGOM Aug PCB03 273.653 29.733 10 33.735 2338.7 
NEGOM Aug PCB03 273.653 29.733 10 33.733 2337.7 
NEGOM Aug PCB03 273.653 29.733 19 35.086 2383.1 
NEGOM Aug PCB03 273.653 29.733 29 35.795 2384.3 
NEGOM Aug PCB03 273.653 29.733 51 36.262 2399.6 
NEGOM Aug PCB03 273.653 29.733 76 36.321 2398.4 
NEGOM Aug PCB03 273.653 29.733 95 36.345 2394.0 
NEGOM Aug PCB04 273.416 29.563 2 33.691 2341.5 
NEGOM Aug PCB04 273.416 29.563 4 33.335 2367.5 
NEGOM Aug PCB04 273.416 29.563 10 34.545 2366.1 
NEGOM Aug PCB04 273.416 29.563 14 35.033 2374.6 
NEGOM Aug PCB04 273.416 29.563 20 35.473 2379.5 
NEGOM Aug PCB04 273.416 29.563 29 35.872 2379.0 
NEGOM Aug PCB04 273.416 29.563 49 36.254 2392.3 
NEGOM Aug PCB04 273.416 29.563 59 36.250 2396.3 
NEGOM Aug PCB04 273.416 29.563 74 36.291 2405.0 
NEGOM Aug PCB04 273.416 29.563 100 36.363 2389.4 
NEGOM Aug PCB04 273.416 29.563 148 36.230 2374.0 
NEGOM Aug PCB04 273.416 29.563 195 35.979 2364.4 
NEGOM Aug PCB05 273.217 29.44 2 33.869 2337.0 
NEGOM Aug PCB05 273.217 29.44 10 34.443 2354.6 
NEGOM Aug PCB05 273.217 29.44 20 35.525 2383.7 
NEGOM Aug PCB05 273.217 29.44 29 35.900 2387.4 
NEGOM Aug PCB05 273.217 29.44 48 36.364 2394.8 
NEGOM Aug PCB05 273.217 29.44 76 36.344 2405.2 
NEGOM Aug PCB05 273.217 29.44 101 36.354 2394.4 
NEGOM Aug PCB05 273.217 29.44 153 36.325 2377.1 
NEGOM Aug PCB05 273.217 29.44 203 36.024 2363.7 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
NEGOM Aug PCB05 273.217 29.44 300 35.526 2324.5 
GOMECC-2 12 274.017 25.983 10 36.040 2358.1 
GOMECC-2 12 274.017 25.983 25 35.928 2355.6 
GOMECC-2 12 274.017 25.983 50 36.270 2376.6 
GOMECC-2 12 274.017 25.983 70 36.583 2395.6 
GOMECC-2 12 274.017 25.983 100 36.772 2404.5 
GOMECC-2 12 274.017 25.983 149 36.578 2390.5 
GOMECC-2 12 274.017 25.983 199 36.196 2366.2 
GOMECC-2 12 274.017 25.983 298 35.568 2337.0 
GOMECC-2 12 274.017 25.983 397 35.205 2323.9 
GOMECC-2 12 274.017 25.983 496 35.012 2316.7 
GOMECC-2 12 274.017 25.983 595 34.931 2316.5 
GOMECC-2 12 274.017 25.983 794 34.901 2321.5 
GOMECC-2 12 274.017 25.983 992 34.934 2330.1 
GOMECC-2 12 274.017 25.983 1189 34.956 2328.8 
GOMECC-2 12 274.017 25.983 1387 34.964 2328.7 
GOMECC-2 12 274.017 25.983 1583 34.967 2335.3 
GOMECC-2 12 274.017 25.983 1780 34.970 2332.9 
GOMECC-2 12 274.017 25.983 2076 34.971 2328.1 
GOMECC-2 12 274.017 25.983 2372 34.972 2331.8 
GOMECC-2 12 274.017 25.983 2666 34.973 2335.0 
GOMECC-2 12 274.017 25.983 2960 34.974 2332.9 
GOMECC-2 12 274.017 25.983 3156 34.975 2335.6 
GOMECC-2 13 274.333 26.217 4 36.044 2355.3 
GOMECC-2 13 274.333 26.217 11 36.044 2356.6 
GOMECC-2 13 274.333 26.217 25 36.001 2349.0 
GOMECC-2 13 274.333 26.217 50 36.152 2361.4 
GOMECC-2 13 274.333 26.217 80 36.506 2395.4 
GOMECC-2 13 274.333 26.217 100 36.727 2398.8 
GOMECC-2 13 274.333 26.217 124 36.807 2410.2 
GOMECC-2 13 274.333 26.217 149 36.670 2390.5 
GOMECC-2 13 274.333 26.217 248 35.997 2358.1 
GOMECC-2 13 274.333 26.217 298 35.709 2338.5 
GOMECC-2 13 274.333 26.217 348 35.453 2326.6 
GOMECC-2 13 274.333 26.217 397 35.250 2325.0 
GOMECC-2 13 274.333 26.217 496 35.048 2320.0 
GOMECC-2 13 274.333 26.217 650 34.914 2309.7 
GOMECC-2 13 274.333 26.217 794 34.904 2315.5 
GOMECC-2 13 274.333 26.217 1090 34.944 2329.7 
GOMECC-2 13 274.333 26.217 1386 34.963 2328.5 
GOMECC-2 13 274.333 26.217 1682 34.968 2334.1 
GOMECC-2 13 274.333 26.217 1978 34.970 2330.5 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
GOMECC-2 13 274.333 26.217 2272 34.972 2329.4 
GOMECC-2 13 274.333 26.217 2567 34.973 2327.6 
GOMECC-2 13 274.333 26.217 2861 34.973 2327.7 
GOMECC-2 13 274.333 26.217 3156 34.974 2329.1 
GOMECC-2 14 274.667 26.433 4 36.014 2354.6 
GOMECC-2 14 274.667 26.433 10 36.035 2354.5 
GOMECC-2 14 274.667 26.433 24 35.997 2351.4 
GOMECC-2 14 274.667 26.433 49 36.130 2366.5 
GOMECC-2 14 274.667 26.433 84 36.594 2389.8 
GOMECC-2 14 274.667 26.433 99 36.515 2398.7 
GOMECC-2 14 274.667 26.433 148 36.539 2398.5 
GOMECC-2 14 274.667 26.433 199 36.439 2380.3 
GOMECC-2 14 274.667 26.433 248 36.066 2362.9 
GOMECC-2 14 274.667 26.433 347 35.568 2335.1 
GOMECC-2 14 274.667 26.433 446 35.214 2318.8 
GOMECC-2 14 274.667 26.433 545 35.006 2318.6 
GOMECC-2 14 274.667 26.433 644 34.929 2320.7 
GOMECC-2 14 274.667 26.433 793 34.904 2320.1 
GOMECC-2 14 274.667 26.433 942 34.920 2324.8 
GOMECC-2 14 274.667 26.433 1188 34.950 2323.0 
GOMECC-2 14 274.667 26.433 1485 34.964 2325.8 
GOMECC-2 14 274.667 26.433 1780 34.968 2332.0 
GOMECC-2 14 274.667 26.433 2076 34.970 2325.9 
GOMECC-2 14 274.667 26.433 2371 34.972 2324.7 
GOMECC-2 14 274.667 26.433 2665 34.972 2328.6 
GOMECC-2 14 274.667 26.433 3155 34.974 2329.8 
GOMECC-2 14 274.667 26.433 3270 34.975 2335.1 
GOMECC-2 15 274.997 26.663 4 35.984 2356.1 
GOMECC-2 15 274.997 26.663 10 35.984 2360.4 
GOMECC-2 15 274.997 26.663 25 36.044 2372.7 
GOMECC-2 15 274.997 26.663 50 36.231 2376.1 
GOMECC-2 15 274.997 26.663 80 36.531 2396.7 
GOMECC-2 15 274.997 26.663 99 36.746 2402.3 
GOMECC-2 15 274.997 26.663 124 36.564 2397.3 
GOMECC-2 15 274.997 26.663 148 36.507 2390.1 
GOMECC-2 15 274.997 26.663 248 36.047 2353.3 
GOMECC-2 15 274.997 26.663 298 35.760 2346.3 
GOMECC-2 15 274.997 26.663 347 35.492 2334.8 
GOMECC-2 15 274.997 26.663 397 35.380 2324.0 
GOMECC-2 15 274.997 26.663 496 35.126 2316.4 
GOMECC-2 15 274.997 26.663 645 34.918 2313.2 
GOMECC-2 15 274.997 26.663 793 34.901 2325.1 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
GOMECC-2 15 274.997 26.663 1090 34.932 2330.1 
GOMECC-2 15 274.997 26.663 1386 34.959 2327.7 
GOMECC-2 15 274.997 26.663 1682 34.966 2326.9 
GOMECC-2 15 274.997 26.663 1977 34.969 2327.1 
GOMECC-2 15 274.997 26.663 2273 34.971 2325.2 
GOMECC-2 15 274.997 26.663 2567 34.972 2329.6 
GOMECC-2 15 274.997 26.663 2861 34.973 2328.9 
GOMECC-2 15 274.997 26.663 3155 34.974 2330.5 
GOMECC-2 15 274.997 26.663 3277 34.975 2330.8 
GOMECC-2 16 275.333 26.89 4 35.937 2351.1 
GOMECC-2 16 275.333 26.89 20 35.923 2349.1 
GOMECC-2 16 275.333 26.89 30 35.924 2353.0 
GOMECC-2 16 275.333 26.89 40 36.082 2374.6 
GOMECC-2 16 275.333 26.89 50 36.011 2378.9 
GOMECC-2 16 275.333 26.89 70 36.428 2398.7 
GOMECC-2 16 275.333 26.89 79 36.468 2401.8 
GOMECC-2 16 275.333 26.89 100 36.336 2394.4 
GOMECC-2 16 275.333 26.89 110 36.357 2392.8 
GOMECC-2 16 275.333 26.89 129 36.443 2383.0 
GOMECC-2 16 275.333 26.89 148 36.289 2374.0 
GOMECC-2 16 275.333 26.89 198 36.019 2363.3 
GOMECC-2 16 275.333 26.89 219 35.989 2368.5 
GOMECC-2 17 275.666 27.112 4 35.733 2347.7 
GOMECC-2 17 275.666 27.112 10 35.727 2347.8 
GOMECC-2 17 275.666 27.112 21 35.773 2348.9 
GOMECC-2 17 275.666 27.112 31 35.876 2363.7 
GOMECC-2 17 275.666 27.112 40 36.225 2373.5 
GOMECC-2 17 275.666 27.112 50 36.402 2388.8 
GOMECC-2 17 275.666 27.112 60 36.410 2399.3 
GOMECC-2 17 275.666 27.112 70 36.421 2399.5 
GOMECC-2 17 275.666 27.112 80 36.357 2401.0 
GOMECC-2 17 275.666 27.112 85 36.376 2401.0 
GOMECC-2 17 275.666 27.112 90 36.406 2400.7 
GOMECC-2 17 275.666 27.112 100 36.532 2385.5 
GOMECC-2 17 275.666 27.112 110 36.440 2383.9 
GOMECC-2 17 275.666 27.112 119 36.441 2386.7 
GOMECC-2 17 275.666 27.112 125 36.434 2392.7 
GOMECC-2 18 276.017 27.317 5 35.734 2368.8 
GOMECC-2 18 276.017 27.317 11 35.843 2364.7 
GOMECC-2 18 276.017 27.317 11 35.843 2365.8 
GOMECC-2 18 276.017 27.317 20 35.981 2365.0 
GOMECC-2 18 276.017 27.317 30 36.027 2368.9 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
GOMECC-2 18 276.017 27.317 41 36.306 2389.8 
GOMECC-2 18 276.017 27.317 50 36.424 2396.7 
GOMECC-2 18 276.017 27.317 60 36.328 2396.3 
GOMECC-2 18 276.017 27.317 65 36.337 2396.2 
GOMECC-2 19 276.333 27.533 5 35.813 2363.8 
GOMECC-2 19 276.333 27.533 11 35.798 2364.8 
GOMECC-2 19 276.333 27.533 11 35.798 2363.2 
GOMECC-2 19 276.333 27.533 21 35.872 2363.9 
GOMECC-2 19 276.333 27.533 31 35.915 2369.5 
GOMECC-2 19 276.333 27.533 31 35.915 2370.2 
GOMECC-2 19 276.333 27.533 40 36.259 2392.2 
GOMECC-2 19 276.333 27.533 44 36.325 2393.1 
GOMECC-2 20 276.667 27.767 5 36.119 2377.4 
GOMECC-2 20 276.667 27.767 11 36.119 2377.0 
GOMECC-2 20 276.667 27.767 15 36.111 2377.2 
GOMECC-2 20 276.667 27.767 21 36.109 2375.8 
GOMECC-2 20 276.667 27.767 25 36.060 2375.1 
GOMECC-2 21 276.969 28.017 4 35.631 2374.3 
GOMECC-2 21 276.969 28.017 8 35.626 2368.9 
GOMECC-2 21 276.969 28.017 12 35.643 2370.2 
GOMECC-2 1 270.002 27.582 5 35.908 2381.8 
GOMECC-2 1 270.002 27.582 10 35.966 2376.3 
GOMECC-2 1 270.002 27.582 21 36.119 2385.6 
GOMECC-2 1 270.002 27.582 30 36.186 2397.3 
GOMECC-2 1 270.002 27.582 55 36.428 2397.2 
GOMECC-2 1 270.002 27.582 70 36.521 2395.5 
GOMECC-2 1 270.002 27.582 89 36.491 2398.3 
GOMECC-2 1 270.002 27.582 126 36.395 2378.8 
GOMECC-2 1 270.002 27.582 149 36.351 2368.2 
GOMECC-2 1 270.002 27.582 199 36.062 2360.4 
GOMECC-2 1 270.002 27.582 248 35.726 2342.6 
GOMECC-2 1 270.002 27.582 298 35.543 2336.2 
GOMECC-2 1 270.002 27.582 397 35.237 2329.5 
GOMECC-2 1 270.002 27.582 546 34.961 2323.1 
GOMECC-2 1 270.002 27.582 694 34.905 2324.8 
GOMECC-2 1 270.002 27.582 843 34.915 2312.3 
GOMECC-2 1 270.002 27.582 991 34.931 2316.7 
GOMECC-2 1 270.002 27.582 1243 34.956 2316.8 
GOMECC-2 2 270.000 27.75 5 34.286 2374.5 
GOMECC-2 2 270.000 27.75 10 35.632 2375.4 
GOMECC-2 2 270.000 27.75 20 35.996 2381.4 
GOMECC-2 2 270.000 27.75 30 36.035 2379.8 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
GOMECC-2 2 270.000 27.75 40 36.336 2385.1 
GOMECC-2 2 270.000 27.75 50 36.360 2389.8 
GOMECC-2 2 270.000 27.75 60 36.378 2390.0 
GOMECC-2 2 270.000 27.75 75 36.428 2396.9 
GOMECC-2 2 270.000 27.75 100 36.531 2390.8 
GOMECC-2 2 270.000 27.75 149 36.345 2372.5 
GOMECC-2 2 270.000 27.75 199 36.106 2360.8 
GOMECC-2 2 270.000 27.75 298 35.599 2327.6 
GOMECC-2 2 270.000 27.75 397 35.258 2313.4 
GOMECC-2 2 270.000 27.75 497 35.007 2310.2 
GOMECC-2 2 270.000 27.75 596 34.924 2307.1 
GOMECC-2 2 270.000 27.75 695 34.905 2311.9 
GOMECC-2 2 270.000 27.75 794 34.906 2314.7 
GOMECC-2 2 270.000 27.75 837 34.909 2315.1 
GOMECC-2 3 270.000 27.584 4 33.612 2363.0 
GOMECC-2 3 270.000 27.584 11 33.631 2369.5 
GOMECC-2 3 270.000 27.584 20 36.006 2382.8 
GOMECC-2 3 270.000 27.584 30 36.157 2386.1 
GOMECC-2 3 270.000 27.584 40 36.365 2387.0 
GOMECC-2 3 270.000 27.584 50 36.357 2393.7 
GOMECC-2 3 270.000 27.584 60 36.314 2391.1 
GOMECC-2 3 270.000 27.584 100 36.515 2382.5 
GOMECC-2 3 270.000 27.584 100 36.515 2400.6 
GOMECC-2 3 270.000 27.584 131 36.433 2380.4 
GOMECC-2 3 270.000 27.584 150 36.339 2368.6 
GOMECC-2 3 270.000 27.584 200 36.088 2361.5 
GOMECC-2 3 270.000 27.584 250 35.781 2346.8 
GOMECC-2 3 270.000 27.584 350 35.367 2321.1 
GOMECC-2 3 270.000 27.584 447 35.045 2331.9 
GOMECC-2 3 270.000 27.584 546 34.989 2307.2 
GOMECC-2 3 270.000 27.584 649 34.956 2305.1 
GOMECC-2 4 270.002 28.083 5 34.164 2364.0 
GOMECC-2 4 270.002 28.083 10 34.989 2375.9 
GOMECC-2 4 270.002 28.083 20 36.129 2390.2 
GOMECC-2 4 270.002 28.083 31 36.232 2386.5 
GOMECC-2 4 270.002 28.083 40 36.243 2389.8 
GOMECC-2 4 270.002 28.083 50 36.460 2384.3 
GOMECC-2 4 270.002 28.083 60 36.428 2390.1 
GOMECC-2 4 270.002 28.083 71 36.434 2396.8 
GOMECC-2 4 270.002 28.083 81 36.454 2402.8 
GOMECC-2 4 270.002 28.083 91 36.541 2399.1 
GOMECC-2 4 270.002 28.083 150 36.264 2374.3 
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Cruise Station Longitude Latitude Depth(m) Salinity TA (µmol∙kg-1) 
GOMECC-2 4 270.002 28.083 175 36.170 2366.0 
GOMECC-2 4 270.002 28.083 250 35.706 2343.1 
GOMECC-2 4 270.002 28.083 351 35.359 2327.5 
GOMECC-2 4 270.002 28.083 406 35.333 2323.6 
GOMECC-2 4 270.002 28.083 422 35.260 2326.2 
GOMECC-2 5 270.017 28.25 31 36.170 2386.9 
GOMECC-2 5 270.017 28.25 46 36.405 2390.9 
GOMECC-2 5 270.017 28.25 56 36.417 2393.5 
GOMECC-2 5 270.017 28.25 70 36.431 2396.0 
GOMECC-2 5 270.017 28.25 81 36.520 2396.7 
GOMECC-2 5 270.017 28.25 91 36.527 2394.8 
GOMECC-2 5 270.017 28.25 100 36.469 2383.6 
GOMECC-2 5 270.017 28.25 111 36.420 2376.1 
GOMECC-2 5 270.017 28.25 130 36.237 2369.3 
GOMECC-2 5 270.017 28.25 150 36.191 2362.1 
GOMECC-2 5 270.017 28.25 161 36.167 2364.2 
GOMECC-2 6 270.002 28.5 5 34.755 2378.0 
GOMECC-2 6 270.002 28.5 11 35.468 2377.5 
GOMECC-2 6 270.002 28.5 21 36.183 2392.9 
GOMECC-2 6 270.002 28.5 31 36.203 2388.2 
GOMECC-2 6 270.002 28.5 31 36.203 2390.5 
GOMECC-2 6 270.002 28.5 41 36.339 2390.8 
GOMECC-2 6 270.002 28.5 51 36.393 2395.0 
GOMECC-2 6 270.002 28.5 56 36.327 2389.6 
GOMECC-2 6 270.002 28.5 61 36.357 2390.7 
GOMECC-2 6 270.002 28.5 71 36.457 2392.2 
GOMECC-2 6 270.002 28.5 81 36.483 2395.7 
GOMECC-2 6 270.002 28.5 90 36.511 2386.5 
GOMECC-2 7 270.002 28.748 4 33.223 2360.9 
GOMECC-2 7 270.002 28.748 21 36.015 2379.0 
GOMECC-2 7 270.002 28.748 31 36.262 2380.0 
GOMECC-2 7 270.002 28.748 31 36.262 2383.6 
GOMECC-2 7 270.002 28.748 40 36.228 2387.6 
GOMECC-2 7 270.002 28.748 40 36.228 2386.7 
GOMECC-2 7 270.002 28.748 43 36.228 2393.0 
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Table A3.3 Data for TA*Soce/S vs 1/S Regression, and ∆nTA for NEGOM (PCB and DSH) and 
GOMECC-2 (LA and TPA) Samples (0−150 m) in 2012   
 
Cruise Station Depth (m) S TA (µmol/kg) Soce TA*Soce/S ∆nTA  (µmol/kg) 
NEGOM Feb PCB05 150 36.288 2406.2 36.333 2409.1 2.2 
NEGOM Feb PCB05 75 36.278 2441.0 36.333 2444.7 2.7 
NEGOM Feb PCB05 50 36.303 2411.3 36.333 2413.2 1.5 
NEGOM Feb PCB05 30 36.327 2407.9 36.333 2408.3 0.3 
NEGOM Feb PCB05 20 36.333 2408.5 36.333 2408.5 0.0 
NEGOM Feb PCB05 15 36.311 2406.6 36.333 2408.0 1.1 
NEGOM Feb PCB05 2 36.290 2413.0 36.333 2415.9 2.1 
NEGOM Feb PCB04 108 36.206 2411.1 36.333 2419.5 6.3 
NEGOM Feb PCB04 101 36.170 2409.5 36.333 2420.3 8.0 
NEGOM Feb PCB04 75 35.875 2408.1 36.333 2438.8 22.7 
NEGOM Feb PCB04 51 35.799 2408.5 36.333 2444.5 26.4 
NEGOM Feb PCB04 32 35.786 2413.7 36.333 2450.6 27.1 
NEGOM Feb PCB04 26 35.781 2411.5 36.333 2448.6 27.3 
NEGOM Feb PCB04 16 35.752 2403.2 36.333 2442.2 28.7 
NEGOM Feb PCB04 10 35.748 2401.4 36.333 2440.7 29.0 
NEGOM Feb PCB04 6 35.622 2404.7 36.333 2452.7 35.2 
NEGOM Feb PCB04 2 35.508 2401.9 36.333 2457.7 40.8 
NEGOM Feb PCB03 75 35.948 2426.6 36.333 2452.6 19.0 
NEGOM Feb PCB03 53 36.119 2418.4 36.333 2432.8 10.6 
NEGOM Feb PCB03 32 36.112 2410.9 36.333 2425.7 10.9 
NEGOM Feb PCB03 23 36.118 2407.8 36.333 2422.1 10.6 
NEGOM Feb PCB03 18 36.124 2410.7 36.333 2424.7 10.4 
NEGOM Feb PCB03 10 35.995 2400.8 36.333 2423.4 16.7 
NEGOM Feb PCB03 4 35.973 2396.2 36.333 2420.2 17.8 
NEGOM Feb PCB03 2 35.956 2401.6 36.333 2426.8 18.6 
NEGOM Feb PCB02 45 35.902 2419.2 36.333 2448.2 21.3 
NEGOM Feb PCB02 33 35.905 2408.4 36.333 2437.1 21.2 
NEGOM Feb PCB02 23 35.881 2405.9 36.333 2436.2 22.4 
NEGOM Feb PCB02 16 35.889 2406.5 36.333 2436.3 22.0 
NEGOM Feb PCB02 12 35.885 2409.0 36.333 2439.1 22.2 
NEGOM Feb PCB02 6 35.885 2404.9 36.333 2434.9 22.2 
NEGOM Feb PCB02 2 35.885 2399.7 36.333 2429.6 22.1 
NEGOM Feb PCB01 6 35.708 2395.1 36.333 2437.1 30.9 
NEGOM Feb PCB01 12 35.698 2396.0 36.333 2438.6 31.4 
NEGOM Feb PCB01 15 35.636 2401.7 36.333 2448.6 34.5 
NEGOM Feb PCB01 20 35.625 2396.5 36.333 2444.1 35.0 
NEGOM Feb DSH09 121 36.501 2404.5 36.501 2404.5 0.0 
NEGOM Feb DSH09 71 36.299 2398.5 36.501 2411.8 8.9 
NEGOM Feb DSH09 52 36.297 2400.4 36.501 2413.9 9.0 
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Cruise Station Depth (m) S TA (µmol/kg) Soce TA*Soce/S ∆nTA  (µmol/kg) 
NEGOM Feb DSH09 27 36.296 2388.9 36.501 2402.4 9.1 
NEGOM Feb DSH09 12 36.301 2413.1 36.501 2426.4 8.9 
NEGOM Feb DSH09 2 36.304 2400.0 36.501 2413.0 8.7 
NEGOM Feb DSH10 101 36.445 2404.1 36.501 2407.8 2.5 
NEGOM Feb DSH10 51 36.287 2398.8 36.501 2413.0 9.5 
NEGOM Feb DSH10 33 36.255 2390.9 36.501 2407.1 10.9 
NEGOM Feb DSH10 12 36.186 2404.1 36.501 2425.0 13.9 
NEGOM Feb DSH10 2 36.060 2389.7 36.501 2418.9 19.5 
NEGOM Feb DSH08 98 36.437 2393.2 36.501 2397.4 2.8 
NEGOM Feb DSH08 66 36.376 2399.2 36.501 2407.4 5.5 
NEGOM Feb DSH08 49 36.313 2402.1 36.501 2414.5 8.3 
NEGOM Feb DSH08 24 35.609 2389.9 36.501 2449.8 39.5 
NEGOM Feb DSH08 11 35.367 2374.4 36.501 2450.5 50.3 
NEGOM May DSH09 103 36.550 2394.1 36.550 2394.1 0.0 
NEGOM May DSH09 72 36.397 2399.5 36.550 2409.6 8.9 
NEGOM May DSH09 48 36.355 2402.2 36.550 2415.1 11.4 
NEGOM May DSH09 26 36.246 2389.5 36.550 2409.5 17.7 
NEGOM May DSH09 13 36.247 2379.4 36.550 2399.2 17.6 
NEGOM May DSH09 2 36.250 2383.3 36.550 2403.0 17.5 
NEGOM May DSH10 103 36.490 2403.1 36.550 2407.0 3.5 
NEGOM May DSH10 53 36.398 2408.5 36.550 2418.6 8.9 
NEGOM May DSH10 42 36.378 2399.4 36.550 2410.7 10.0 
NEGOM May DSH10 22 35.815 2377.3 36.550 2426.1 42.9 
NEGOM May DSH10 11 34.978 2388.2 36.550 2495.5 91.6 
NEGOM May DSH08 99 36.476 2403.3 36.550 2408.2 4.3 
NEGOM May DSH08 67 36.245 2407.2 36.550 2427.4 17.8 
NEGOM May DSH08 51 36.245 2410.7 36.550 2431.0 17.8 
NEGOM May DSH08 38 36.425 2400.6 36.550 2408.8 7.3 
NEGOM May DSH08 24 35.909 2398.0 36.550 2440.8 37.4 
NEGOM May DSH08 4 33.549 2379.9 36.550 2592.8 175.0 
NEGOM May PCB04 101 36.179 2394.1 36.394 2408.4 8.1 
NEGOM May PCB04 71 36.132 2399.6 36.394 2417.0 9.8 
NEGOM May PCB04 51 36.151 2397.1 36.394 2413.3 9.1 
NEGOM May PCB04 31 35.836 2381.4 36.394 2418.5 20.9 
NEGOM May PCB04 24 35.807 2377.9 36.394 2416.9 22.0 
NEGOM May PCB04 15 35.615 2381.6 36.394 2433.7 29.2 
NEGOM May PCB04 10 35.563 2375.0 36.394 2430.5 31.1 
NEGOM May PCB04 5 35.569 2373.5 36.394 2428.6 30.9 
NEGOM May PCB04 2 35.571 2374.5 36.394 2429.4 30.8 
NEGOM May PCB03 92 36.151 2396.9 36.394 2413.0 9.1 
NEGOM May PCB03 70 36.243 2404.0 36.394 2414.1 5.7 
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Cruise Station Depth (m) S TA (µmol/kg) Soce TA*Soce/S ∆nTA  (µmol/kg) 
NEGOM May PCB03 52 36.192 2400.4 36.394 2413.8 7.6 
NEGOM May PCB03 29 35.884 2386.0 36.394 2419.9 19.1 
NEGOM May PCB03 20 35.939 2387.4 36.394 2417.7 17.0 
NEGOM May PCB03 17 35.940 2379.5 36.394 2409.6 17.0 
NEGOM May PCB03 11 35.864 2373.4 36.394 2408.5 19.9 
NEGOM May PCB03 5 35.854 2381.7 36.394 2417.7 20.2 
NEGOM May PCB03 3 35.853 2383.5 36.394 2419.5 20.3 
NEGOM May PCB01 18 35.779 2395.2 36.394 2436.4 23.0 
NEGOM May PCB01 15 35.786 2392.7 36.394 2433.4 22.8 
NEGOM May PCB01 10 35.788 2391.8 36.394 2432.3 22.7 
NEGOM May PCB01 6 35.791 2399.2 36.394 2439.7 22.6 
NEGOM May PCB01 2 35.791 2388.1 36.394 2428.3 22.6 
NEGOM May PCB02 37 36.159 2394.7 36.394 2410.3 8.8 
NEGOM May PCB02 28 36.010 2396.9 36.394 2422.6 14.4 
NEGOM May PCB02 24 35.908 2393.2 36.394 2425.6 18.2 
NEGOM May PCB02 15 35.830 2383.7 36.394 2421.2 21.1 
NEGOM May PCB02 10 35.753 2372.9 36.394 2415.5 24.0 
NEGOM May PCB02 5 35.756 2372.8 36.394 2415.2 23.9 
NEGOM May PCB02 4 35.755 2375.2 36.394 2417.7 23.9 
NEGOM May PCB05 101 36.394 2394.7 36.394 2394.7 0.0 
NEGOM May PCB05 77 36.253 2406.5 36.394 2415.9 5.3 
NEGOM May PCB05 50 36.388 2390.3 36.394 2390.8 0.2 
NEGOM May PCB05 31 36.249 2383.1 36.394 2392.7 5.5 
NEGOM May PCB05 21 36.239 2380.1 36.394 2390.3 5.8 
NEGOM May PCB05 16 35.907 2376.8 36.394 2409.0 18.2 
NEGOM May PCB05 3 35.077 2368.1 36.394 2457.0 49.3 
NEGOM May PCB05 2 35.033 2351.4 36.394 2442.8 50.9 
NEGOM Aug PCB01 18 36.021 2321.4 36.364 2343.5 16.6 
NEGOM Aug PCB01 15 35.551 2373.6 36.364 2427.9 39.4 
NEGOM Aug PCB01 10 34.813 2338.1 36.364 2442.3 75.3 
NEGOM Aug PCB01 4 34.454 2340.8 36.364 2470.5 92.7 
NEGOM Aug PCB01 1 34.420 2343.4 36.364 2475.7 94.3 
NEGOM Aug PCB02 1 32.432 2314.4 36.364 2594.9 190.8 
NEGOM Aug PCB02 3 32.424 2367.1 36.364 2654.8 191.2 
NEGOM Aug PCB02 10 35.056 2388.7 36.364 2477.8 63.5 
NEGOM Aug PCB02 19 35.990 2393.8 36.364 2418.7 18.1 
NEGOM Aug PCB02 29 36.003 2393.1 36.364 2417.0 17.5 
NEGOM Aug PCB02 42 36.091 2386.6 36.364 2404.6 13.3 
NEGOM Aug PCB03 19 35.086 2383.1 36.364 2469.9 62.0 
NEGOM Aug PCB03 10 33.733 2337.7 36.364 2519.9 127.7 
NEGOM Aug PCB03 10 33.735 2338.7 36.364 2520.9 127.6 
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Cruise Station Depth (m) S TA (µmol/kg) Soce TA*Soce/S ∆nTA  (µmol/kg) 
NEGOM Aug PCB03 2 33.706 2324.4 36.364 2507.7 129.0 
NEGOM Aug PCB03 29 35.795 2384.3 36.364 2422.1 27.6 
NEGOM Aug PCB03 51 36.262 2399.6 36.364 2406.3 4.9 
NEGOM Aug PCB03 76 36.321 2398.4 36.364 2401.3 2.1 
NEGOM Aug PCB03 95 36.345 2394.0 36.364 2395.3 0.9 
NEGOM Aug PCB03 4 33.703 2325.0 36.364 2508.5 129.1 
NEGOM Aug PCB04 2 33.691 2341.5 36.364 2527.3 129.7 
NEGOM Aug PCB04 4 33.335 2367.5 36.364 2582.6 147.0 
NEGOM Aug PCB04 10 34.545 2366.1 36.364 2490.6 88.2 
NEGOM Aug PCB04 14 35.033 2374.6 36.364 2464.8 64.6 
NEGOM Aug PCB04 20 35.473 2379.5 36.364 2439.3 43.2 
NEGOM Aug PCB04 29 35.872 2379.0 36.364 2411.5 23.9 
NEGOM Aug PCB04 49 36.254 2392.3 36.364 2399.6 5.3 
NEGOM Aug PCB04 59 36.250 2396.3 36.364 2403.9 5.5 
NEGOM Aug PCB04 74 36.291 2405.0 36.364 2409.8 3.5 
NEGOM Aug PCB04 100 36.363 2389.4 36.364 2389.4 0.0 
NEGOM Aug PCB04 148 36.230 2374.0 36.364 2382.7 6.5 
NEGOM Aug PCB05 76 36.344 2405.2 36.364 2406.6 1.0 
NEGOM Aug PCB05 101 36.354 2394.4 36.364 2395.0 0.5 
NEGOM Aug PCB05 2 33.869 2337.0 36.364 2509.2 121.1 
NEGOM Aug PCB05 10 34.443 2354.6 36.364 2485.9 93.2 
NEGOM Aug PCB05 14 34.751 2336.3 36.364 2444.8 78.3 
NEGOM Aug PCB05 20 35.525 2383.7 36.364 2440.0 40.7 
NEGOM Aug PCB05 29 35.900 2387.4 36.364 2418.2 22.5 
NEGOM Aug PCB05 48 36.364 2394.8 36.364 2394.8 0.0 
NEGOM Aug DSH09 1 35.018 2374.6 36.407 2468.8 81.2 
NEGOM Aug DSH09 9 35.000 2373.2 36.407 2468.5 82.2 
NEGOM Aug DSH09 25 35.855 2378.5 36.407 2415.1 32.3 
NEGOM Aug DSH09 48 36.008 2382.2 36.407 2408.6 23.3 
NEGOM Aug DSH09 64 36.205 2393.1 36.407 2406.4 11.8 
NEGOM Aug DSH09 99 36.321 2400.6 36.407 2406.3 5.0 
NEGOM Aug DSH10 2 33.809 2374.3 36.407 2556.8 151.9 
NEGOM Aug DSH10 10 34.534 2369.2 36.407 2497.7 109.5 
NEGOM Aug DSH10 27 35.828 2373.1 36.407 2411.5 33.8 
NEGOM Aug DSH10 51 36.013 2379.4 36.407 2405.3 23.0 
NEGOM Aug DSH10 64 36.029 2378.1 36.407 2403.1 22.1 
NEGOM Aug DSH10 99 36.318 2399.8 36.407 2405.6 5.2 
NEGOM Aug DSH08 2 34.016 2382.4 36.407 2549.8 139.7 
NEGOM Aug DSH08 10 34.198 2376.3 36.407 2529.8 129.2 
NEGOM Aug DSH08 24 35.522 2377.0 36.407 2436.2 51.7 
NEGOM Aug DSH08 50 36.165 2387.7 36.407 2403.6 14.1 
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Cruise Station Depth (m) S TA (µmol/kg) Soce TA*Soce/S ∆nTA  (µmol/kg) 
NEGOM Aug DSH08 64 36.304 2395.1 36.407 2401.8 6.0 
NEGOM Aug DSH08 98 36.407 2394.7 36.407 2394.7 0.0 
GOMECC-2 1 149 36.351 2368.2 36.541 2380.6 11.3 
GOMECC-2 1 126 36.395 2378.8 36.541 2388.3 8.7 
GOMECC-2 1 89 36.491 2398.3 36.541 2401.6 3.0 
GOMECC-2 1 70 36.521 2395.5 36.541 2396.9 1.2 
GOMECC-2 1 55 36.428 2397.2 36.541 2404.6 6.7 
GOMECC-2 1 30 36.186 2397.3 36.541 2420.8 21.0 
GOMECC-2 1 21 36.119 2385.6 36.541 2413.5 25.0 
GOMECC-2 1 10 35.966 2376.3 36.541 2414.3 34.1 
GOMECC-2 1 5 35.908 2381.8 36.541 2423.8 37.5 
GOMECC-2 2 149 36.345 2372.5 36.541 2385.3 11.6 
GOMECC-2 2 100 36.531 2390.8 36.541 2391.5 0.6 
GOMECC-2 2 75 36.428 2396.9 36.541 2404.3 6.7 
GOMECC-2 2 60 36.378 2390.0 36.541 2400.7 9.7 
GOMECC-2 2 50 36.360 2389.8 36.541 2401.7 10.7 
GOMECC-2 2 40 36.336 2385.1 36.541 2398.6 12.1 
GOMECC-2 2 30 36.035 2379.8 36.541 2413.2 30.0 
GOMECC-2 2 20 35.996 2381.4 36.541 2417.4 32.3 
GOMECC-2 2 10 35.632 2375.4 36.541 2436.0 53.9 
GOMECC-2 2 5 34.286 2374.5 36.541 2530.6 133.6 
GOMECC-2 3 150 36.339 2368.6 36.541 2381.8 12.0 
GOMECC-2 3 131 36.433 2380.4 36.541 2387.5 6.4 
GOMECC-2 3 100 36.515 2400.6 36.541 2402.3 1.5 
GOMECC-2 3 100 36.515 2382.5 36.541 2384.2 1.5 
GOMECC-2 3 60 36.314 2391.1 36.541 2406.1 13.5 
GOMECC-2 3 50 36.357 2393.7 36.541 2405.8 10.9 
GOMECC-2 3 40 36.365 2387.0 36.541 2398.6 10.4 
GOMECC-2 3 30 36.157 2386.1 36.541 2411.4 22.8 
GOMECC-2 3 20 36.006 2382.8 36.541 2418.2 31.7 
GOMECC-2 3 11 33.631 2369.5 36.541 2574.6 172.4 
GOMECC-2 3 4 33.612 2363.0 36.541 2568.9 173.6 
GOMECC-2 4 91 36.541 2399.1 36.541 2399.1 0.0 
GOMECC-2 4 81 36.454 2402.8 36.541 2408.5 5.2 
GOMECC-2 4 71 36.434 2396.8 36.541 2403.8 6.3 
GOMECC-2 4 60 36.428 2390.2 36.541 2397.6 6.7 
GOMECC-2 4 50 36.460 2384.3 36.541 2389.6 4.8 
GOMECC-2 4 40 36.243 2389.8 36.541 2409.5 17.7 
GOMECC-2 4 31 36.232 2386.5 36.541 2406.9 18.3 
GOMECC-2 4 20 36.129 2390.2 36.541 2417.5 24.4 
GOMECC-2 4 10 34.989 2375.9 36.541 2481.3 92.0 
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Cruise Station Depth (m) S TA (µmol/kg) Soce TA*Soce/S ∆nTA  (µmol/kg) 
GOMECC-2 4 5 34.164 2364.0 36.541 2528.4 140.8 
GOMECC-2 5 130 36.237 2369.3 36.541 2389.2 18.0 
GOMECC-2 5 111 36.420 2376.1 36.541 2384.0 7.2 
GOMECC-2 5 100 36.469 2383.6 36.541 2388.3 4.3 
GOMECC-2 5 91 36.527 2394.8 36.541 2395.7 0.8 
GOMECC-2 5 81 36.520 2396.7 36.541 2398.0 1.2 
GOMECC-2 5 70 36.431 2396.0 36.541 2403.3 6.5 
GOMECC-2 5 56 36.417 2393.5 36.541 2401.6 7.3 
GOMECC-2 5 46 36.405 2390.9 36.541 2399.8 8.1 
GOMECC-2 5 31 36.170 2386.9 36.541 2411.4 22.0 
GOMECC-2 5 11 34.063 2355.8 36.541 2527.1 146.8 
GOMECC-2 5 5 33.817 2354.5 36.541 2544.1 161.4 
GOMECC-2 7 43 36.228 2393.0 36.541 2413.7 18.5 
GOMECC-2 7 40 36.228 2386.7 36.541 2407.3 18.5 
GOMECC-2 7 40 36.228 2387.6 36.541 2408.2 18.5 
GOMECC-2 7 31 36.262 2383.6 36.541 2402.0 16.5 
GOMECC-2 7 31 36.262 2380.0 36.541 2398.3 16.5 
GOMECC-2 7 21 36.015 2379.0 36.541 2413.7 31.2 
GOMECC-2 7 4 33.223 2360.9 36.541 2596.6 196.6 
GOMECC-2 12 149 36.578 2390.5 36.807 2405.4 3.8 
GOMECC-2 12 100 36.772 2404.5 36.807 2406.8 0.6 
GOMECC-2 12 70 36.583 2395.6 36.807 2410.3 3.8 
GOMECC-2 12 50 36.270 2376.6 36.807 2411.8 9.0 
GOMECC-2 12 25 35.928 2355.6 36.807 2413.2 14.7 
GOMECC-2 12 10 36.040 2358.1 36.807 2408.3 12.8 
GOMECC-2 13 149 36.670 2390.5 36.807 2399.4 2.3 
GOMECC-2 13 124 36.807 2410.2 36.807 2410.2 0.0 
GOMECC-2 13 100 36.727 2398.8 36.807 2404.0 1.3 
GOMECC-2 13 80 36.506 2395.4 36.807 2415.1 5.0 
GOMECC-2 13 50 36.152 2361.4 36.807 2404.2 11.0 
GOMECC-2 13 25 36.001 2349.0 36.807 2401.6 13.5 
GOMECC-2 13 11 36.044 2356.6 36.807 2406.5 12.8 
GOMECC-2 13 4 36.044 2355.3 36.807 2405.2 12.8 
GOMECC-2 14 148 36.539 2398.5 36.807 2416.1 4.5 
GOMECC-2 14 99 36.515 2398.7 36.807 2417.9 4.9 
GOMECC-2 14 84 36.594 2389.8 36.807 2403.7 3.6 
GOMECC-2 14 49 36.130 2366.5 36.807 2410.9 11.3 
GOMECC-2 14 24 35.997 2351.4 36.807 2404.3 13.6 
GOMECC-2 14 10 36.035 2354.5 36.807 2405.0 12.9 
GOMECC-2 14 4 36.014 2354.6 36.807 2406.5 13.3 
GOMECC-2 15 148 36.507 2390.1 36.807 2409.7 5.0 
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Cruise Station Depth (m) S TA (µmol/kg) Soce TA*Soce/S ∆nTA  (µmol/kg) 
GOMECC-2 15 124 36.564 2397.3 36.807 2413.3 4.1 
GOMECC-2 15 99 36.746 2402.3 36.807 2406.3 1.0 
GOMECC-2 15 80 36.531 2396.7 36.807 2414.8 4.6 
GOMECC-2 15 50 36.231 2376.1 36.807 2413.9 9.6 
GOMECC-2 15 25 36.044 2372.7 36.807 2422.9 12.8 
GOMECC-2 15 10 35.984 2360.4 36.807 2414.4 13.8 
GOMECC-2 15 4 35.984 2356.1 36.807 2410.0 13.8 
GOMECC-2 16 148 36.289 2374.0 36.807 2407.9 8.7 
GOMECC-2 16 129 36.443 2383.0 36.807 2406.8 6.1 
GOMECC-2 16 110 36.357 2392.8 36.807 2422.4 7.5 
GOMECC-2 16 100 36.336 2394.4 36.807 2425.5 7.9 
GOMECC-2 16 79 36.468 2401.8 36.807 2424.1 5.7 
GOMECC-2 16 70 36.428 2398.7 36.807 2423.7 6.3 
GOMECC-2 16 50 36.011 2378.9 36.807 2431.5 13.3 
GOMECC-2 16 40 36.082 2374.6 36.807 2422.3 12.1 
GOMECC-2 16 30 35.924 2353.0 36.807 2410.8 14.8 
GOMECC-2 16 20 35.923 2349.1 36.807 2406.9 14.8 
GOMECC-2 16 4 35.937 2351.1 36.807 2408.0 14.6 
GOMECC-2 17 125 36.434 2392.7 36.807 2417.2 6.2 
GOMECC-2 17 119 36.441 2386.7 36.807 2410.7 6.1 
GOMECC-2 17 110 36.440 2383.9 36.807 2407.9 6.1 
GOMECC-2 17 100 36.532 2385.5 36.807 2403.5 4.6 
GOMECC-2 17 90 36.406 2400.7 36.807 2427.2 6.7 
GOMECC-2 17 85 36.376 2401.0 36.807 2429.4 7.2 
GOMECC-2 17 80 36.357 2401.0 36.807 2430.7 7.5 
GOMECC-2 17 70 36.421 2399.5 36.807 2424.9 6.5 
GOMECC-2 17 60 36.410 2399.3 36.807 2425.4 6.6 
GOMECC-2 17 50 36.402 2388.8 36.807 2415.4 6.8 
GOMECC-2 17 40 36.225 2373.5 36.807 2411.7 9.7 
GOMECC-2 17 31 35.876 2363.7 36.807 2425.0 15.6 
GOMECC-2 17 21 35.773 2348.9 36.807 2416.8 17.3 
GOMECC-2 17 10 35.727 2347.8 36.807 2418.7 18.1 
GOMECC-2 17 4 35.733 2347.7 36.807 2418.3 18.0 
GOMECC-2 18 65 36.337 2396.2 36.807 2427.2 7.9 
GOMECC-2 18 60 36.328 2396.3 36.807 2427.9 8.0 
GOMECC-2 18 50 36.424 2396.7 36.807 2421.9 6.4 
GOMECC-2 18 41 36.306 2389.8 36.807 2422.8 8.4 
GOMECC-2 18 30 36.027 2368.9 36.807 2420.1 13.1 
GOMECC-2 18 20 35.981 2365.0 36.807 2419.3 13.8 
GOMECC-2 18 11 35.843 2364.7 36.807 2428.3 16.1 
GOMECC-2 18 11 35.843 2365.8 36.807 2429.5 16.1 
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Cruise Station Depth (m) S TA (µmol/kg) Soce TA*Soce/S ∆nTA  (µmol/kg) 
GOMECC-2 18 5 35.734 2368.8 36.807 2439.9 18.0 
GOMECC-2 19 44 36.325 2393.1 36.807 2424.8 8.1 
GOMECC-2 19 40 36.259 2392.2 36.807 2428.3 9.2 
GOMECC-2 19 31 35.915 2370.2 36.807 2429.0 14.9 
GOMECC-2 19 31 35.915 2369.5 36.807 2428.4 14.9 
GOMECC-2 19 21 35.872 2363.9 36.807 2425.5 15.7 
GOMECC-2 19 11 35.798 2363.2 36.807 2429.8 16.9 
GOMECC-2 19 11 35.798 2364.8 36.807 2431.4 16.9 
GOMECC-2 19 5 35.813 2363.8 36.807 2429.4 16.6 
GOMECC-2 20 25 36.060 2375.1 36.807 2424.3 12.5 
GOMECC-2 20 21 36.109 2375.8 36.807 2421.7 11.7 
GOMECC-2 20 15 36.111 2377.2 36.807 2423.0 11.7 
GOMECC-2 20 11 36.119 2377.0 36.807 2422.2 11.5 
GOMECC-2 20 5 36.119 2377.4 36.807 2422.7 11.5 
GOMECC-2 21 12 35.643 2370.2 36.807 2447.6 19.5 
GOMECC-2 21 8 35.626 2368.9 36.807 2447.4 19.8 
GOMECC-2 21 4 35.631 2374.3 36.807 2452.7 19.7 
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Table A3.4 Vertically Averaged ∆nTA (0−20 m) for NEGOM (DSH and PCB) and GOMECC-2 (LA and 
TPA) Stations in 2012 
 
Cruise Station 
0−20m Averaged  
∆nTA (µmol∙kg-1) Cruise Station 
0−20m Averaged  
∆nTA (µmol∙kg-1) 
NEGOM Feb PCB05 1.6 GOMECC-2 1 32.3 
NEGOM Feb PCB04 33.4 GOMECC-2 2 73.3 
NEGOM Feb PCB03 15.9 GOMECC-2 3 125.9 
NEGOM Feb PCB02 22.1 GOMECC-2 4 85.7 
NEGOM Feb PCB01 33 GOMECC-2 5 154.1 
NEGOM Feb DSH09 8.8 GOMECC-2 7 113.9 
NEGOM Feb DSH10 16.7 GOMECC-2 12 12.8 
NEGOM Feb DSH08 50.3 GOMECC-2 13 12.8 
NEGOM May DSH09 17.6 GOMECC-2 14 13.1 
NEGOM May DSH10 91.6 GOMECC-2 15 13.8 
NEGOM May DSH08 106.3 GOMECC-2 16 14.7 
NEGOM May PCB04 30.5 GOMECC-2 17 17.8 
NEGOM May PCB03 19.3 GOMECC-2 18 16.0 
NEGOM May PCB01 22.7 GOMECC-2 19 16.5 
NEGOM May PCB02 23.2 GOMECC-2 20 11.6 
NEGOM May PCB05 39.5 GOMECC-2 21 19.7 
NEGOM Aug PCB01 63.7 
NEGOM Aug PCB02 115.9 
NEGOM Aug PCB03 115.1 
NEGOM Aug PCB04 94.5 
NEGOM Aug PCB05 83.3 
NEGOM Aug DSH09 81.7 
NEGOM Aug DSH10 130.7 
NEGOM Aug DSH08 134.5 
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APPENDIX 4 
 
Supporting Information for Chapter Four 
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A4.1 Fitting Result 
 
Sample: COQ-N 
K1 fitting 
Coefficients (with 95% confidence bounds): 
       
Kw
'
CH
0   =   3.511e-05  (3.312e-05, 3.71e-05) 
       K1 =   4.846e-06  (-9.853e-07, 1.068e-05) 
 
Goodness of fit: 
  SSE: 1.279e-05 
  R-square: 0.9922 
  Adjusted R-square: 0.9915 
  RMSE: 0.0007301 
 
 
Figure A4.1 K1 fitting result for COQ-N 
 
K2 fitting 
Coefficients (with 95% confidence bounds): 
       C0 =   6.963e-05  (6.499e-05, 7.427e-05) 
       K2 =    8.89e-08  (-1.171e-07, 2.949e-07) 
 
Goodness of fit: 
  SSE: 0.0001344 
  R-square: 0.9681 
  Adjusted R-square: 0.9663 
  RMSE: 0.001988 
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Figure A4.2 K2 fitting result for COQ-N 
 
 
Sample: Bayboro 
K1 fitting 
Coefficients (with 95% confidence bounds): 
       
Kw
'
CH
0  =   5.733e-05  (5.673e-05, 5.793e-05) 
       K1 =   3.548e-06  (2.914e-06, 4.182e-06) 
 
Goodness of fit: 
  SSE: 3.754e-06 
  R-square: 0.999 
  Adjusted R-square: 0.999 
  RMSE: 0.0003373 
 
 
Figure A4.3 K1 fitting result for Bayboro 
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K2 fitting 
Coefficients (with 95% confidence bounds): 
       
Kw
'
CH
0  =   9.472e-05  (9.36e-05, 9.584e-05) 
       K2 =   4.753e-08  (1.991e-08, 7.516e-08) 
 
Goodness of fit: 
  SSE: 1.221e-05 
  R-square: 0.9973 
  Adjusted R-square: 0.9972 
  RMSE: 0.0005906 
 
Figure A4.4 K2 fitting result for Bayboro 
 
 
 
 
 
 
 
 
