An algorithm for construction of optimal compactly supported N-tap orthonormal wavelet for signal denoising is presented in this paper. A square norm cost function employing universal soft-threshold in wavelet domain is minimized with respect to the parameterized wavelet FIR filter bank coefficients by using the principle of simulated annealing. Few simulation results presented for signal denoising.
INTRODUCTION
Extracting useful informatisn about a signal from an observed random process is one of the most essential goals of statistical estimation. This information may either completely characterize the signal itself or specify some useful parameters of the signal pertaining to the problem at hand (e.g. transient detection). This information is generally obtained by using some auxiliary knowledge about the random process itself. For estimating a deterministic signal embedded in noise, one generally uses the prior statistical information about the noise itself. Optimization of a risk function over a chosen functional space is the preferred approach for signal estimation. Like other numerous studies, the problem of estimation of an unknown signal embedded iii Gaussian noise is the center of focus in this paper. In this case, one generally'uses the least square criterion as the yard stick to compare the performances of different estimation methods.
The recent emergence of wavelet bases, as unconditional orthogonal bases for a large class of smoothness spaces, has led to resurgence of interest [n nonparametric estimation. Any given wavelet basis may not be optimally adapted to a deterministic signal embedded in noise, particularly when the signal itself contains high frequency components (e.g. sharp transients). It is, therefore, necessary to select a wavelet basis optimally adapted to the given signal. In this paper we propose a method to search for the optimal basis for signal denoising over the space of N-tap orthogonal wavelets. The optimal basis is picked up by optimizing a square norm cost function. We have used parameterization (Section 2) of the wavelet FIR filter bank coefficients to gain freedom of basis selection. Parameterization also provides additional benefits by reducing the number of independent parameters and by imposing a bound on the value of each parameter. We then use the method of simulated annealing to optimize the cost function. In Section 3, we formulate the problem statement for signal denoising and explain our motivation for selecting the particular cost function. Finally, in Section 4, we illustrate the proposed algorithm with few simulations of signal denoising using 4 and 6 tap wavelets. We have obtained optimal wavelets which are distinctly different, in shape, from the standard 4 and 6 tap Daubechies wavelets. With these optimal wavelets, in many cases, we have obtained better results when compared with standard Daubechies wavelets of same number of coefficients (taps).
PARAMETERIZATION OF ORTHONORMAL WAVELETS OF COMPACT SUPPORT
The FIR filter bank coefficients {ci}gil of an orthonormal compactly supported scaling function satisfies the 2-scale dilation equation [6], [7] . 'The sequence {ci}Li' is of even length and satisfies the admissibility, orthonormality and regularity conditions [6], [7] .
One can relax the regularity condition by choosing the lowest permissible value for the maximum number of vanishing moments which is unity (in order to satisfy the admissibility condition). This minimum permissible value gives the freedom of choice of wavelets even when the length of the sequence { c i } is kept fixed. The scale and wavelet filters of a sub-band system are given as [5] (Ho(z) H1(z) Combining these two numbers we get the total number of independent parameters as ($ -1) .
PROBLEM FORMULATION
In this paper we consider the specific problem of signal denoising. We assume an additive degradation model. The observed data consists of a signal component and an additive white Gaussian noise. We select universal soft-threshold [8] in wavelet domain as the basic denoising process W(.). Let Y be the observed noisy signal vector and W ( Y ) be the processed version of Y based on some wavelet, say ?+!J(.).
We define a cost hnction d(Y, W ( Y ) ) IIY -W(Y)l12.
The ideal cost function for signal denoising would be IIX -W(Y)112, which cannot be evaluated in practice, since the noise-free signal X is unknown. In Fig. 2(b) ) We assume $(.) to be a compactly supported orthonormal wavelet. Therefore, $(.) and W ( . ) are completely characterized by the FIR filter bank coefficients {ci}:;'. The problem of constructing optimal wavelets can be expressed as subject to admissibility, orthonormality and the relaxed regularity conditions as given in section 2.
The computational complexity of (1) can be reduced by using the parameterized form of the FIR filter bank coefficients. It has been shown in Section 2 that the the sequence {ci}&' can be parameterized by another sequence {e,}& with proper restrictions on the value of N (Proposition I). Thus one can recast (1) as
E -1
Here the length of sequence {&} remains constant while the individual values of Bk's are variable within a bound. Thus the main problem boils down to the selection of d(., .) and constrained minimization of d(., .). Note, d(., .) in general can exhibit several local minima. (2) is the final expression for our algorithm.
SIMULATION RESULTS AND DISCUSSIONS
We have applied our method for various synthetic and reallife signals. In this paper we depict the simulation results for two types of synthetic signals. We have used the simulated annealing method [9] for constrained minimization, since it has a property of convergence towards the global minimum in probability.
We have used aperiodic wavelet transform on interval [ 121 to avoid the boundary effects at both ends of the signal without the need for any pre-processing. This type of wavelet transform algorithm does not put any restriction on the signal length to be a power of two or divisible by a high power of two. All the signals shown in this paper are of length 1024. We have applied universal soft-threshold for the three finest resolutions.
Example 1: Fig. 2(a) shows "Bumps" signal. Fig. 2(b) shows the noisy "Bumps" signal corrupted with a Gaussian white noise resulting in a SNR of 7.13816 db. In Fig. 2(c) we show the denoised version of "Bumps" (SNR 9.427009 db) by using the 4 tap optimal wavelet. The shape of the scale function of the corresponding optimal wavelet is shown in Fig. 2(d) . We can see that its shape is distinctly different from standard Daubechies 4 (D4) tap wavelet [6] , [7] . Denoising "Bumps" by using D4 resulted in a SNR of 8.1 18402 db i.e. its denoising performance is inferior to the 4 tap optimal wavelet by 1.308607 db.
The denoised "Bumps" using 6 tap optimal wavelet is shown in Fig. 2(e) . Fig. 2(f) shows the shape of scale function for 6 tap optimal wavelet. This optimal wavelet is also distinctly different in shape from its standard Daubechies 6 (D6) tap counterpart.
By using D6, we have obtained a SNR of 8.016916 db. The improvement of denoising performance of the optimal 6 tap wavelet over D6 is 1.199407 db.
Example 2: Fig. 2(g) shows "Sawtooth" signal and Fig.  2(h) shows the noisy version of "Sawtooth" with an added Gaussian white noise (SNR 23.995797 db). Fig. 2(i) and Fig. 2(k) show the denoised "Sawtooth" for 4 and 6 tap optimal wavelets respectively. In Fig. 20') and Fig. 2(1) , we show the shapes of the corresponding scale fbctions for 4 and 6 tap wavelets respectively. In this case, we find the optimal wavelets are closer to Haar wavelets[ 61 in appearance.
The SNRs obtained after denoising with D4 and D6 are 29.01 7357 db and 28.939772 db respectively. Thus, the improvements of denoising performances of 4 and 6 tap optimal wavelets over D4 and D6 are 2.10367 db and 2.163227 db respectively.
In this paper we have used a simple cost function to obtain the optimal bases over the space of N-tap wavelets. We have demonstrated that the optimal wavelets can be signal dependent. We have obtained these results without pre-processing the input data vector because of the type of algorithm used for wavelet transform. It is also shown that the optimal wavelets can outperform the standard Daubechies wavelets.
