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Summary.
We consider the problem of detecting change points (structural changes) in long sequences
of data, whether in a sequential fashion or not, and without assuming prior knowledge of the
number of these change points. We reformulate this problem as the Bayesian ﬁltering and
smoothing of a non standard state-space model. Towards this goal, we build a hybrid algorithm
that relies on particle ﬁltering and MCMC ideas. The approach is illustrated by a GARCH
change point model.
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1. Introduction
The assumption that an observed time series follows the same ﬁxed stationary model over
a very long period is rarely realistic. In economic applications for instance, common sense
suggests that the behaviour of economic agents may face abrupt changes under the eﬀect of
economic policy, political events, etc. In particular Mikosch and Starica (2002, 2003) point
out that GARCH models ﬁt very poorly to too long sequences of ﬁnancial data, say twenty
years of daily log-returns of some speculative asset. Despite this, these models remain
highly popular, owning to their forecast ability (at least on short to medium-sized time
series) and their elegant simplicity (which facilitates economic interpretation). Against
the common trend of building more and more sophisticated stationary models that may
spuriously provide a better ﬁt for such long sequences, the aforementioned authors argue
that GARCH models remain a good ‘local’ approximation of the behaviour of ﬁnancial data,
provided that their parameters are allowed to change ‘from time to time’, that is at some
unknown dates denominated ‘change points’.
This paper addresses the general problem of detecting change points in time series
data, whether in an on-line fashion or not, within a Bayesian framework, and without
prior knowledge of the exact number of change points (for the case where the number
of change points is known a priori, see for instance Chib, 1998). By ‘on-line’ we mean
‘sequentially, as data points are collected’. Our point is that even for daily data as in the
application discussed above, it may be of interest to provide a ‘quick’ update of inference
as soon as the day’s observation is available, rather than re-analysing the whole available
data, implementing an independent algorithm, etc. We will also show that or approach is
appealing in ‘oﬀ-line’ scenarios, that is when the complete data set is available at once.
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In addition to its usual intellectual appeal, the Bayesian approach is particularly suited to
the problem of change point detection as it does not resort to asymptotic justiﬁcations,
which would be clearly haphazard in a situation where each considered parametric model
is restricted to a ﬁnite, possibly small interval of time.
The paper is organised as follows. In Section 2, we formulate the problem of sequentially
detecting change points as the sequential ﬁltering of a non-standard Bayesian state space
model. As a consequence, we show in Section 3 that this problem can be tackled in practice
through particle ﬁltering, a general sequential Monte Carlo strategy for the analysis of state
space models. We also show in this section how to take into account the speciﬁcities of our
non state space model in order to improve signiﬁcantly the performances of the algorithm.
Section 4 explains how to adapt our approach to oﬀ-line scenarios, when data need to be
processed as a whole rather than sequentially. Section 5 discusses the issues related to prior
speciﬁcation. Section 6 provides some numerical experiments. Section 7 gives concluding
remarks.
2. State space representation of change point models
We consider a generic discrete time series model indexed by a changing parameter θt, t ≥ 1,
yt ∼ p(yt|y1:t−1,θt), (1)
where y1:t−1 denotes the subsequence y1,...,yt−1. The changing parameter is assumed to
follow a piece-wise constant process
θt = ξk, provided that
k−1  
i=1
δi < t ≤
k  
i=1
δi,
that is, for the δ1 ﬁrst observations, the parameter value is ξ1, then for the δ2 following
observations, it is ξ2, etc. The behaviour of the observed sequence within one of these periods
of time will be informally referred to as a ‘regime’. The δi’s and the ξk’s are unknown, and
assigned some prior densities πδ( ) and πξ( ), the former with support over the set of positive
integers. For simplicity these quantities are assumed to be prior independent and identically
distributed, but we will see later that this assumption can be relaxed.
Clearly the aspects of the model that have not been speciﬁed so far (in particular the
prior distribution on the durations) may have a profound impact on the analysis, as we
shall discuss in detail later on, see §5. Our point here however is that this generic model
can always be formulated as a non-standard state space model (also known as hidden
Markov models), that is the model of an observed process (yt) whose behaviour is expressed
conditional upon a hidden Markov process xt. To see this, let dt the duration at time t since
last change, that is dt = t − δ1 − ... − δk−1 if in regime k, xt = (θt,dt), then conditional
upon xt−1 = (ξ,d),
xt =
 
(ξ,d + 1) with probability πδ(δ ≥ d + 1|δ ≥ d),
(ξ∗,1) with probability πδ(δ = d|δ ≥ d), (2)
where ξ∗ is drawn independently from the prior πξ( ).
Typical operations related to state space models include the (possibly sequential) deriva-
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p(x1:t|y1:t) (smoothing), where p( | ) denote conditional posterior densities with respect to
the appropriate measure. In our particular problem, ﬁltering amounts to estimate the date
of last change, and the parameter value since then. Additionally, observation forecasting
allows for predicting the next observation yt+1. State forecasting by itself should of little
interest here, as we cannot expect to predict accurately the occurrence of a change point at
time t+1 given the data until t. More reasonably we may expect to detect a recent change,
as suggested by the title of the paper. What may be also of interest in some cases is the
forecast of yt+1 conditional upon the assumption that this observation remains in the same
regime as yt. Finally smoothing will be useful in oﬀ-line scenarios.
Outside some speciﬁc cases (including the normal linear state model, Kalman and Bucy,
1961), these operations cannot be carried out analytically. In the following section, we
describe a sequential Monte Carlo strategy tailored to this particular problem.
3. Particle ﬁltering
3.1. A ﬁrst algorithm
Particle ﬁltering consists of generating and updating a stream of weighted simulations x
(j)
t ,
j = 1,...,H, commonly denominated ‘particles’, through iterative steps described below.
Step 1. Simulate independently for j = 1,...,H,
x
(j)
t ∼ p(xt|x
(j)
t−1),
where p(xt|xt−1) stands for the conditional density of hidden Markov chain (xt).
Step 2. Weight particles , for j = 1,...,H,
w
(j)
t = p(yt|y1:t−1,x
(j)
t ),
where p(yt|y1:t−1,xt) stands for the conditional likelihood of observed process (yt).
Step 3. ‘Resample’ the particles, that is replace the current set of particles by a set
containing n
(j)
t replicates of x
(j)
t , j = 1,...,H, where n
(j)
t is random and fulﬁlls E[n
(j)
t ] =
Hw
(j)
t /
 H
j=1 w
(j)
t and
 H
j=1 n
(j)
t = H.
Step 4. t ← t + 1. Go to Step 1.
Step 1 of the ﬁrst iteration (t = 1) generates independently the x
(j)
1 ’s from the prior
distribution on x1. Then the iteration of Step 1 and Step 2 are equivalent to a sequence of
importance sampling operations. In particular, Step 1 transforms the target density from
p(xt−1|y1:t−1) to p(xt|y1:t−1); then Step 2 computes the importance weights corresponding
to the passage from p(xt|y1:t−1) to p(xt|y1:t). Note that for our particular model the Markov
transition p(xt|xt−1) in Step 1 is given by (2) and the conditional likelihood p(yt|y1:t−1,xt)
in Step 2 is simply p(yt|y1:t−1,θt) as deﬁned by (1), since xt = (θt,dt). The third step is a
‘Darwinian’ procedure that reproduces the most representative particles (those with large
weights) and eliminates the others. A simple way of resampling is to draw independently
H times from the multinomial distribution which produces x
j
t with a probability propor-
tional to w
(j)
t (Gordon et al., 1993), but more eﬃcient alternatives exist, such as systematic
resampling (Kitagawa, 1996; Carpenter et al., 1999) or residual resampling (Liu and Chen,4 N. Chopin
1998). For a more general presentation of particle ﬁlters, the reader is referred to K¨ unsch
(2001) and Doucet et al. (2001).
The weighted particle sample produced by the second step approximates the true ﬁltering
density p(xt|y1:t) in the sense that
 H
j=1 w
(j)
t ϕ(x
(j)
t )
 H
j=1 w
(j)
t
→ E[ϕ(xt)|y1:t]
almost surely as H → +∞, for any ϕ such that the expectation above exists. Under
appropriate assumptions, asymptotic normality also holds (Chopin, 2004)
H1/2
  H
j=1 w
(j)
t ϕ(x
(j)
t )
 H
j=1 w
(j)
t
− E[ϕ(xt)|y1:t]
 
D → N{0,Vt(ϕ)}
for a given sequence of asymptotic variances Vt(ϕ).
While many variants exist and may be more eﬃcient, the algorithm above (initially
proposed by Gordon et al., 1993) typically works well for ﬁltering a state space model whose
hidden Markov process is continuously-valued and fast mixing, say a Gaussian random
walk for instance. In particular, the depletion in simulated values due to resampling is
counterbalanced by the rejuvenation due to simulating from the Markov transition of the
model. Under appropriate conditions (Del Moral and Miclo, 2000; Chopin, 2004), the
sequence of Vt(ϕ)’s remains below some constant bound. Additionally the computational
load remains constant along iterations.
When applied to our problem however, this algorithm produces extremely poor results.
In particular the Markov transition of our model is not mixing properly as it its ﬁrst
component remains constant with positive probability, see (2). We develop in the following
sections various methods for improving this initial particle algorithm.
3.2. Rao-Blackwellisation of the discrete component
Rao-Blackwellisation (Casella and Robert, 1996) is a general variance reduction principle
for Monte Carlo schemes. It boils down to reduce the Monte Carlo sampling space’s di-
mension by getting rid of any component that can be marginalised out analytically. The
application of Rao-Blackwellisation to particle ﬁlters has been formalised by Doucet et al.
(2000), see also Chen and Liu (2000). ‘Rao-Blackwellised’ particle ﬁlters always lead to
smaller asymptotic variances (Chopin, 2004).
Consider the simulation of x
(j)
t conditional upon x
(j)
t−1 in Step 1 of iteration t. Given
the particular structure of p(xt|xt−1), see (2), this would involve the simulation of a binary
component, that is whether a change point occurs at time t or not. Since the probability
of this event can be computed exactly, this binary component can be Rao-Blackwellised.
Assume x
(j)
t−1 = (ξ,d), and create two particles, each corresponding to one of the two
possibilities, with weights as follows:
x
(j,1)
t = (ξ,d + 1), w
(j,1)
t = πδ(δ ≥ d + 1|δ ≥ d)p(yt|y1:t−1,θt = ξ),
x
(j,2)
t = (ξ∗,1), w
(j,2)
t = πδ(δ = d|δ ≥ d)p(yt|y1:t−1,θt = ξ∗),
where ξ∗ is drawn independently from πξ. In this way we obtain a set of 2H particles, which
can be resampled with respect to the weights w
(j,1)
t , w
(j,2)
t , so as to obtain H resampledDynamical detection of change points in long time series 5
particles. Note the probabilities πδ(δ ≥ d + 1|δ ≥ d), πδ(δ = d|δ ≥ d) do not need to be
available in closed form. Since
πδ(δ = d|δ ≥ d) = 1 − πδ(δ ≥ d + 1|δ ≥ d) =
πδ(δ = d)
1 −
 d−1
k=1 πδ(δ = k)
,
one can store the partial sums
 d−1
k=1 πδ(δ = k) when they are computed for the ﬁrst time
and re-use them as often as necessary.
Our Rao-Blackwellised algorithm is more computationally intensive than the initial algo-
rithm, as it involves 2H rather than H evaluations of the likelihood function p(yt|y1:t−1,xt).
But this is largely compensated in practice by the gains in performance. Actually this al-
gorithm has an interesting connection with the optimal proposal strategy of Doucet et al.
(2000). Regarding the simulation of the next state (Step 1 of the initial algorithm), these
authors suggest to replace p(xt|x−1) by a proposal distribution qt(xt|x−1) which takes into
account the information carried by yt in some way, in order to reduce the discrepancy of the
weights. (When particles are simulated according to qt(xt|xt−1), the weight function has the
more general expression wt(xt−1,xt) = p(yt|y1:t−1,xt)p(xt|xt−1)/qt(xt|xt−1).) They show
that the proposal distribution that minimises the variance of the weights is p(xt|xt−1,y1:t).
In our case simulating from this optimal distribution would amount exactly to choose be-
tween x
(j,1)
t and x
(j,2)
t , with respective probabilities proportional to w
(j,1)
t , w
(j,2)
t , the pro-
portionality constant being retrieved by normalisation. Thus this optimal strategy would
have exactly the same computational cost as our Rao-Blackwellised particle ﬁlter, but the
latter leads to even further variance reduction as the randomness inherent to the simulation
of the binary component is removed.
3.3. Fractional move
Our Rao-Blackwellised particle ﬁlter remains highly ineﬃcient due to the lack of mixing
properties of the hidden process (xt), as explained in (3.1). Considering the problem posed
by constant parameters included in the hidden Markov process, Gilks and Berzuini (2001)
propose to create an artiﬁcial rejuvenation eﬀect by ‘moving’ the particles through a Markov
Chain Monte Carlo (MCMC) kernel which is invariant by the current target density. Thanks
to the invariance property the method remains essentially correct, i.e. the asymptotic results
given in §3.1 still hold. The reader is referred to Robert and Casella (1999) for a general
presentation of MCMC methods.
In our context however it seems generally diﬃcult to build a MCMC kernel whose
invariant distribution is p(xt|y1:t). Would we be able to do so, the computational cost
of moving would be presumably in O(t). For instance the computation of an Hasting-
Metropolis acceptance ratio would involve t factors. Hence we would trade an algorithm
with divergent variance for an algorithm with divergent computational cost.
Since the degeneracy of our Rao-Blackwellised algorithm is mainly due to the presence
of constant parameters in the state variable, we propose to ‘move’ only the θt-component
of each particle x
(j)
t = (θ
(j)
t ,d
(j)
t ) through a MCMC kernel with invariant distribution
η
(j)
t (ξ) = p(θt = ξ|dt = d
(j)
t ,y1:t) ∝ πξ(ξ)
t  
k=t−d
(j)
t +1
p(yk|y1:k−1,θk = ξ) (3)6 N. Chopin
This boils down to implement a MCMC move with respect to the model corresponding to
the current period, that is since latest change, which is conceptually simpler and computa-
tionally cheaper, say in O(d
(j)
t ).
Moving all the particles would cost O(
 H
j=1 d
(j)
t ), which remains unsatisfactory. We
propose to move only a subset S of the particle system, under the constraint
 
j∈S d
(j)
t ≈ C,
for some constant C, to force a constant computational time along iterations. This subset
is obtained by drawing randomly without replacement among the resampled particles, until
the sum of the d
(j)
t ’s is larger than C. Then the last selected particle is discarded, and the
remaining particles are moved.
The rationale for this fractional move strategy is that the degeneracy eﬀect due to
constant parameters tend to decrease as the number of observations in the considered regime
accumulates. As the corresponding conditional distribution concentrates on a smaller and
smaller region, exploring locally becomes less and less necessary. Chopin (2002) provides a
more formal argument for this phenomenon. More importantly, we will see in our simulation
experiments that this strategy indeed stabilises the Monte Carlo error over iterations, even
if the numbers of moved particles becomes eventually extremely small.
In summary, our Rao-Blackwellised fractional move particle ﬁlter can be described as
follows.
Step 1. Simulate independently for j = 1,...,H, ξ(j) ∼ πξ( ), and conditional on
x
(j)
t−1 = (θ
(j)
t−1,d
(j)
t−1),
x
(j,1)
t = (θ
(j)
t−1,d
(j)
t−1 + 1),
x
(j,2)
t = (ξ(j),1).
Step 2. Reweight particles, for j = 1,...,H,
w
(j,1)
t = πδ(δ ≥ d
(j)
t−1 + 1|δ ≥ d)p(yt|y1:t−1,θt = θ
(j)
t−1)
w
(j,2)
t = πδ(δ = d
(j)
t−1|δ ≥ d)p(yt|y1:t−1,θt = ξ∗(j))
Step 3. ‘Resample’ the 2H particles with respect to the weights w
(j,1)
t , w
(j,2)
t , so as to
obtain H resampled particles.
Step 4. Select a subset S of the resampled particles such that
 
j∈S d
(j)
t ≤ C as
explained above, and for each selected particle x
(j)
t = (θ
(j)
t ,d
(j)
t ), replace θ
(j)
t by
  θ
(j)
t ∼ k
(j)
t (θ
(j)
t , ),
where k
(j)
t is a MCMC kernel with invariant distribution η
(j)
t as deﬁned in (3).
Step 5. t ← t + 1. Go to Step 1.
3.4. Practical implementation of the MCMC moves
Recall that the MCMC move in Step 4 of our algorithm is built with respect to the time-
series model restricted to the current period (since last change point), that is, its invariant
distribution is given by (3). Gibbs sampling may be an interesting option whenever the fullDynamical detection of change points in long time series 7
conditionals of this distribution are available in closed form. Our purpose in this section
is to propose a general strategy for cases where Gibbs sampling is not feasible, as in our
GARCH example, see §6. Hopefully it should work reasonably well in many applications,
although we do not pretend that it may not be outperformed by more tailored strategies in
some of them.
Consider a generic Metropolis-Hastings update, that is ξ ∼ q(ξ|θ
(j)
t ) for some arbitrary
proposal distribution q( | ), and
  θ
(j)
t =



ξ with probability 1
  q(θ
(j)
t |ξ)η
(j)
t (ξ)
q(ξ|θ
(j)
t )η
(j)
t (θ
(j)
t ),
θ
(j)
t otherwise.
We propose to set q( | ) to a Gaussian random walk, scaled to the empirical variance of
the resampled particle system, that is q(ξ|θ
(j)
t ) = N(θ
(j)
t ,γ2  Σt) where
  Σt =
1
H
H  
j=1
θ
(j)
t (θ
(j)
t )T − (
1
H
H  
j=1
θ
(j)
t )(
1
H
H  
j=1
θ
(j)
t )T,
and γ is a tuning parameter. Random walks allow for eﬃciently exploring locally a given
target distribution, without precise knowledge on its particular shape or structure, which
is clearly appealing here. However the calibration of the random step is often an important
issue, as two small steps slow down the exploration of the target distribution, and too large
steps are rarely accepted. Scaling our proposal distribution through   Σt is convenient in that
this quantity does contain information on the range (and correlations between components)
of ‘plausible’ values for the θ
(j)
t , although   Σt is not a proper estimate of the covariance
matrix of any of the target densities η
(j)
t (ξ).
In our simulation experiments (see §6) we found that values between 0.5 and 1 for γ
were leading to the best performance of the algorithm, in terms of low variability of the
estimates (as measured through the standard deviation of a given estimate over independent
runs of the algorithm). Interestingly, this led to an average acceptance rate over iterations
of about 25%, which is considered as ‘optimal’ in standard implementations of random walk
algorithms (Roberts et al., 1997).
We also experimented a Langevin proposal strategy, namely,
q(ξ|θ
(j)
t ) = N
 
θ
(j)
t +
1
2
{H
(j)
t }1/2∇logη
(j)
t (θ
(j)
t ),H
(j)
t
 
(4)
where ∇logη
(j)
t denotes the gradient function of logη
(j)
t , and
H
(j)
t = −γ2{∇′∇logη
(j)
t (θ
(j)
t )}−1,
that is −γ2 times the inverse of the Hessian matrix of logη
(j)
t at point θ
(j)
t . For γ = 1, this
proposal density can be seen as a second-order approximation of target density η
(j)
t around
θ
(j)
t , see Robert and Casella (1999, p. 266) for more details. The gradient term should
push the exploration towards zones of higher posterior probability, whereas the Hessian
term should ensure that each proposed step is scaled with respect to the target density, in
contrast with our initial strategy whose scaling was identical for all particles.8 N. Chopin
Our motivations for this second strategy were, ﬁrst, that likelihood derivatives are not
too computationally expensive for the GARCH model considered in our simulated experi-
ments, and second, that it may lead to signiﬁcant improvements at least at times shortly
after change points, that is at iterations where quite diﬀerent particles may co-exist, some
of them corresponding to the new regime that have just been detected while the others
correspond to the previous regime. In that case, a diﬀerent scaling for each particle seems
more appropriate.
However this second strategy did not lead to signiﬁcant improvements in comparison
with the ﬁrst one in our GARCH example, even around change points. Therefore the
increased computational cost (by a factor of two) and the increased complexity of the
program were not justiﬁed. Nonetheless this also seems to indicate that our simple random
walk strategy performs ‘well enough’, even around change points.
In our simulation studies we did notice that the ﬁltered estimates could be less sta-
ble around change times, but for a reason independent of the implemented move strategy.
Consider a time t when a change does occur. Typically the probability that this change
is detected at time t is small, as the observation yt alone is not enough to provide sig-
niﬁcant evidence of a change. Thus few particles that correspond to a change at time t,
see §3.2, survive the resampling step, even if they may become predominant shortly after-
wards. Therefore, and despite the successive applications of the MCMC step, they may be
a temporary lack of diversity among particles in the following iterations, since most of them
originate from a few diﬀerent values. To avoid this, we propose to boost the population size
of those ‘young’ particles through ‘positive discrimination’: at iteration t, for any particle
such that its dt-component is equal to d with d ≤ k, say k = 10, multiply its weight before
resampling by λk−d+1, say λ = 1.75; then after the resampling and the move steps, assign
weight λ−(k−d+1) to any particle such that its dt-component equals d (while the other par-
ticles are assigned an unit weight). Note that since particles do not have equal equal weight
after the move step anymore, these weights must be propagated appropriately in Step 2,
that is
w
(j,1)
t = w
(j)
t−1πδ(δ ≥ d
(j)
t−1 + 1|δ ≥ d)p(yt|y1:t−1,θt = θ
(j)
t−1)
w
(j,2)
t = w
(j)
t−1πδ(δ = d
(j)
t−1|δ ≥ d)p(yt|y1:t−1,θt = ξ∗(j))
where w
(j)
t−1 stands for the weight of resampled (possibly moved) particle θ
(j)
t . This positive
discrimination strategy incurs virtually no additional computational cost, and did increase
signiﬁcantly the stability of the ﬁltered estimated in our simulations, see §6.
4. Particle Smoothing
Our algorithm only requires a minor modiﬁcation in order to provide simulated samples
from the smoothing distribution p(x1:T|y1:T), that is the posterior distribution of the whole
state trajectory until some ﬁnal time T. As already said, this is useful when the data y1:T
need to be processed as a whole rather than sequentially.
A ﬁrst solution would be to carry forward the past values x
(j)
1:t−1 of each particle x
(j)
t along
iterations. Then the resampled trajectories obtained at the last iteration (t = T) should
approximatively represent draws from the smoothing distribution. This is very ineﬃcient in
practice as these samples tend to be extremely correlated in the ﬁrst dimensions. Typically
even for a large number of particles, the x
(j)
1 ’s may all take the same value (Kitagawa, 1996).Dynamical detection of change points in long time series 9
Rather, we propose to reconstruct the simulated trajectories backwards, starting from
the set of resampled particles obtained at the last iteration of our algorithm. Draw with
replacement such a particle, and denote it   xT, say   xT = (ξ,d). By virtue of resampling, this
value can be considered as a draw from p(xT|y1:T). Clearly the previous states are already
known up to time T′ = T − d + 1, that is   x
(j)
t = (ξ,d − T + t), for T′ ≤ t ≤ T. We then
need to append a draw from
p(xT ′−1|xT ′ = (ξ,1),y1:T) = p(xT ′−1|cT ′ = 1,y1:T ′−1),
where ct is the indicator variable of a change point occurrence at time t. Such draws may
have been obtained at iteration T′ of our ﬁltering algorithm: for each resampled particle x
(j)
T ′
such that d
(j)
T ′ = 1, store its ‘ancestor’ x
(j
′)
T ′−1, that is the particle from which x
(j)
T ′ has been
simulated. Then draw with replacement one of these stored values, say   xT ′−1 = (ξ′,d′),
reconstruct the sequence   xT ′−d′:T ′−1 up to time T′ − d, and process by induction.
In summary, one has to add the following step to our algorithm to turn it into a smooth-
ing algorithm:
Step 4bis. For each resampled particle x
(j)
t such that d
(j)
t = 1, j = 1,...,H, store a
copy of its ancestor x
(j
′)
t .
Provided this modiﬁcation is implemented, it is possible to obtain at the ﬁnal stage of
the algorithm as many simulated trajectories from the smoothing distribution as required,
using the backward construction principle stated above. Note the number of stored values
at iteration t is proportional to the ﬁltered probability of a change point occurrence at time
t, which seems cost-eﬀective in terms of storage. Moreover we have the ability to tune this
number of stored values through the factor λk introduced by our positive discrimination
strategy, see §3.4, and that represents an additional advantage of this strategy. In contrast
the particle smoothers of Kitagawa (1996) and Godsill et al. (2004) require to store the
whole set of particles at every iteration, but these are general methods while our approach
is speciﬁc to change point models.
5. Prior elicitation
Whilst this paper addresses the problem of change point detection in full generality and
concentrates on its computational aspects, the issues related to prior speciﬁcation should
not be overlooked. In particular the elicitation of the prior distribution with respect to
durations between change points may have an important impact on the results.
In our simulated examples, we set πξ to the uniform distribution on the set of integers
between some values δ and δ. The rationale of this prior is that we should have at least
some prior information on the range of plausible durations; say for daily data, δ = 10 as 10
points should be barely enough to identify one regime, and δ = 10∗365.25−0.5 as assuming
stationarity over a longer period than ten years may not be acceptable in the considered
application. Of course setting δ to an extremely large value should not be considered as
‘non-informative’, as it would imply that the probability of a change is very small, and in
practice would hinder in change point detection. On the other hand too small a value may
‘trigger false alarms’ (detect spurious changes). One must bear in mind that setting for
instance δ = 1, δ = 1000, means that the prior probability of one change between time 110 N. Chopin
and time 1000 is 0.749, of two changes is 0.214, etc., and no change only 1/1000. Thus our
recommendation would be to set δ to a value that is ‘large, but not too large’, depending
on prior information available.
Another interesting prior density for durations may be
πξ(δ) =
αΓ(α + β)
Γ(β)
Γ(δ + β − 1)
Γ(δ + α + β)
,
for δ = 1,2,   , where α, β > 0, and Γ( ) denotes the standard Gamma function. This
density is a decreasing function over the set of positive integers. It is equivalent to the
hierarchical prior of Chib (1998), that is δ given some p follows a Geometric distribution
with parameter p, and p follows a Beta distribution with hyper-parameters α, β. The
elicitation of α and β may be slightly more complicate than of δ and δ.
It must be noted that our approach can accommodate prior Markov dependence among
the δ’s and the ξ’s. For instance, in Step 2 of our algorithm, see §3.4, the parameter of a
new regime ξ(j) can be drawn from some prior conditional on the previous regime parameter
θ
(j)
t−1. One may specify a Markov prior for the ξ’s that penalises successive regimes which
are too similar, in the spirit of the discriminating factor of Chopin and Pelgrin (2004).
This should reduce to some extent the probability of detecting a spurious change, and
consequently make it safer to set δ to smaller values.
6. Numerical illustration
We consider a change point Gaussian GARCH model,
yt ∼ N(0,σ2
t),
where
σ2
t = m
−1
t + αty2
t−1 + βtσ2
t−1, (5)
and θt = (mt,αt,βt) denotes the three-dimensional changing parameter, constrained to
mt > 0, αt > 0, βt > 0, αt + βt < 1, the last constraint ensuring stationarity (within each
regime). A number of T = 1500 data points are simulated from ﬁve successive regimes,
whose respective durations are 300, 200, 100, 400 and 500. The successive parameter
values are respectively for mt, (0.5,3.33,0.33,1,1), for αt, (0.2,0.2,0.2,0.3,0.8), and for βt,
(0.1,0.1,0.7,0.2,0.1). Figure 1 plots the simulated data and indicates the change times by
a vertical line.
The prior distribution on durations is set to be uniform, as described in §5, with δ = 10
and δ = 2000. The prior distribution πξ for regime parameters ξ = (m,α,β) is the product
of Gamma(1,0.5) for m and Dirichlet(1,1,1) for (α,β).
We executed our algorithm ten times, with H = 50000 particles. Figure 2 reports the
estimated ﬁltered expectation of each component of θt as given by the ﬁrst execution, and
the standard deviation of these estimates over the ten runs, the latter quantity being of
order 0.05 for the ﬁrst component mt, of order 0.01 for the other components αt, βt. This
ﬁgure also provides the estimated 10% and 90%-quantiles of each marginal distribution of
π(θt|y1:t).
Note (5) departs from the standard parameterisation of GARCH models, say (µ,α,β)
with µ = m−1. This diﬀerent parameterisation was initially motivated by the Langevin
move strategy evoked in §3.4, as it ensures that H
(j)
t in (4) is always deﬁnite positive. ItDynamical detection of change points in long time series 11
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Fig. 2. From top to bottom, estimate of the ﬁltered expectation of resp. mt, αt, βt (solid line), same
quantity plus/minus twice its standard deviation over ten exercises (dotted lines), estimated ﬁltered
10% and 90%-quantiles (dashed lines).12 N. Chopin
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Fig. 3. Histograms of the simulated values of the regime parameters ξk = (mk,αk,βk), k = 1,...,5,
and of the regime durations δk, k = 1,...,4, from posterior distribution conditional on y1:T and on
having ﬁve regimes.
turned out however that this was also beneﬁcial for the random walk move strategy (as
implemented in these simulations), possibly because it reduces the tails of the posterior
density and therefore facilitates its exploration by a Gaussian random walk.
From the output of the ﬁrst run, we built 10000 smoothing samples, out of which 9.5%
featured four regimes, 69.5% ﬁve regimes, 18.5% six, and 2.5% seven or more. From the
samples featuring ﬁve regimes, we constructed histograms of simulated values for the ﬁve
regime parameters and the durations of the four ﬁrst regimes, the last regime having not
necessarily ended, see Figure 3.
The constant C described in §3.3 was set to H, so that the number of moved particles
were H at iteration 1, H/2 at iteration 2, etc., and obviously became small rapidly, for
instance around 100 at iteration 1500. The tuning factor γ was set to 0.75, which led
to an average acceptance rate of approximatively 25%. Simulations with a diﬀerent value
of γ led to either similar results, for 0.5 ≤ γ ≤ 1, or larger variability of the estimates,
for values outside that interval. Note the ‘positive discrimination’ strategy described in
§3.4 was applied, with the same constants as given in that section. The same simulations
without positive discrimination gave signiﬁcantly larger standard deviations for the ﬁltering
estimates around the true change points, for instance up to four times larger after the secondDynamical detection of change points in long time series 13
change point at time 600. Each iteration of the algorithm took an average of 1.2 second on
a 2.8 Gigahertz desktop computer, 40% of that time being dedicated to the move step. A
program in Matlab may be requested from the author.
These results are more than satisfactory, given the challenging nature of the prob-
lem. GARCH models are notoriously diﬃcult to estimate, as they produce rather ﬂat
and complex-shaped likelihoods. Moreover some of the changes in the simulated data were
deliberately small: for instance more than 150 observations after time t = 1000 were nec-
essary to detect the last change signiﬁcantly, see Figure 2. Despite this, the algorithm has
been able to carry over a small number of particles that predict a change around 1000 as
long as necessary, then to make them evolve as a larger and more diverse population as the
estimated probability of a change around 1000 grew.
7. Concluding remarks
We feel that the approach developed in this paper is quite promising, although much remains
to be done. In the sequential framework, the application to forecasting deserves further
developments. Note little is needed to turn our ﬁltering algorithm into a forecasting tool:
after Step 1, draw y
(j)
t ∼ p(yt|y1:t−1,θ
(j,1)
t ), for j = 1,...,H, in order to obtain a weighted
discrete representation of the marginal posterior distribution of yt, conditionally on y1:t−1
and the event that there is not a change point at time t. We are currently investigating a
ﬁnancial application of such a dynamical Bayesian forecasting procedure.
For non sequential applications, it is still unclear whether our smoothing algorithm is
an interesting alternative to the reversible jump methodology of Green (1995), Richardson
and Green (1997). The former reference in particular gives an example of a change point
problem treated with this methodology. We anticipate that our algorithm might be simpler
to implement in a number of cases, as the design of eﬀective reversible jumps between
dimensions is admittedly an arduous task. Also putting a prior distribution on the durations
between change points (rather than on the number of change points over the observed period,
as required by the reversible jump approach) seems slightly more natural, in particular
because it generalises more easily to the sequential framework, but this is a debatable
point. More importantly, what we ﬁnd particularly appealing with particle ﬁlters is that
they are unbiased in some sense: in our simulation experiments we could obtain reasonable
estimates even with 5000 particles (that is ten times less than for the results given in
the previous section) at the expense of course of an approximatively
√
10 times larger
Monte Carlo variability. Therefore we have been able to experiment various values for the
prior and tuning parameters with a small number of particles, before making our choice
and increasing the number of particles for a better precision. In contrast convergence is
sometimes an awkward issue with complex Markov chain Monte Carlo schemes, and, given
the initial value of the chain, many iterations may be required before reaching the vicinity
of the posterior mode.
Beyond the computational aspects of this problem, we are convinced that change point
modelling is a very promising way of dealing with non stationarity. However it does not
solve, and in some sense complicates, the issue of choosing an appropriate model within
each period of time. To paraphrase George Box’s famous statement: all models are wrong;
some models ﬁt longer.14 N. Chopin
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