Abstract-Self-Aware Adaptive computing systems are capable of adapting their behavior and resources thousands of times based on changing environmental conditions and demands. This allows them to automatically find the best way to accomplish a given goal with the resources at hand. This capability would benefit the full range of computer systems, from embedded devices to servers to supercomputers. Although such a system may seem rather far fetched, we believe that basic semiconductor technology, computer architecture and software systems have advanced to the point that the time is ripe to realize such a system.
I. INTRODUCTION
The amount of available resources such as quantities of transistors and memory, the level of integration and the speed of components have increased dramatically over the years. Even though technologies have improved, we continue to apply outdated approaches to our use of these resources, and key computer science abstractions have not changed since the 1960 s. On one hand, the advantages of complex, highlyparallel, heterogeneous multicore systems could be applied in various fields, such as: telecommunications (e.g., adaptive intelligent routers and cognitive networks that are looking for high-performance, adaptable mobile devices), Data Center on Chip (e.g., spatially organized modular applications architecture taking lessons from internet-like distributed, fault-tolerant, applications), high accuracy speech processing, intelligent transducers at bio-electronic interfaces, etc. On the other hand, system complexities are skyrocketing, making it unfeasible for the average programmer to weight all the constraints and optimize the program for a wide range of machines and scenarios. Self-Aware Adaptive computing is a research area aimed at leveraging the new balance of resources to improve performance, utilization, reliability and programmability, overcoming the burden imposed by the increasing complexity and the associated workload of modern computing systems. Within this context, imagine an interaction capability of digital systems by which designers and users can specify their desired goals rather than how to perform a task, along with constraints in terms of an energy budget, time, preference for an approximate answer over an exact answer and possibly the confidence level of such answers. Such an architecture will enable, for example, a hand-held radio or a cell phone that can run cooler the longer the connection time. Or, a system that can perform reliably and continuously in a range of environments by tolerating hard and transient failures through self healing. Self-Aware Adaptive systems will be capable of adapting their behavior and resources thousands of times a second to automatically find the best way to accomplish a given goal despite changing environmental conditions and demands. Such a scenario would benefit the full range of computer infrastructures, from embedded devices to personal computers to servers to supercomputers as demonstrated by the interest of major companies such as IBM [1] (IBM Touchpoint Simulator, the K42 Operating System [2] ), Oracle (Oracle Automatic Workload Repository [3] ), and Intel (Intel RAS Technologies for Enterprise [4] ).
Within this scenario, we,
• developed a first implementation of an FPGA-based Self-Aware Adaptive computing system, • defined and implemented the Implementation Switch Service, based on the Hot-Swap mechanism, to switch at run-time between different implementations of a functionality which is not performing as expected, • introduced the Application Heartbeats in the GNU/Linux operating system, executed on the FPGA, to set the performance goals of the applications and to monitor at runtime the performance of the system, • presented a case study to prove the validity and the effectiveness of the proposed approach.
The remainder of this paper is organized as follows. Section II identifies the key system components of a self-aware systems, while Section III presents the enabling technologies proposed in this paper to realize an FPGA-based Self-Aware Adaptive system. We present a summary of related work in Section V and in Section IV our experimental results are presented. Finally, our conclusions are summarized in Section VI.
II. SELF-AWARE ADAPTIVE SYSTEMS: DEFINITION AND GENERAL OVERVIEW To achieve the vision just described, a Self-Aware Adaptive computing system is no longer view as a static bunch of hardware components with a passive set of applications running on top of an operating system, that properly coordinate the underling architecture. It becomes an active system where either the hardware, the applications and the operating system have to be seen as an unique entity that have to be able to autonomously adapt itself to achieve the best performance 1 . Fig. 1 presents the general overview of the hardware and software architecture components of a selfaware computing system. As presented in [5] , a Self-Aware System must be able to monitor its behavior to update one or more of its components (hardware architecture, operating system and running applications), to achieve its goals. A self-aware computing system has four major properties:
• It is goal-oriented in that, given application goals, it takes actions automatically to meet them; • It is adaptive in that it observes itself, reflects on its behavior to learn, computes the delta between the goal and observed state, and finally takes actions to optimize its behavior towards the goal; • It is self healing in that it constantly monitors for faults and continues to function through them, taking corrective action as needed; • It is approximate in that it uses the least amount of computation or energy to meet accuracy goals and accomplish a given task.
Given a goal, a set of resources and their availability, a Self-Aware Adaptive computing system finds the best way to accomplish the goal while optimizing constraints of interest, i.e., accomplish the goals with the minimal amount of resources and energy. Of course, it is also provided with many possible procedures to accomplish subtasks, each of which might use different types of architectural components. In a mobile phone scenario, a self-aware system is given the goal of maintaining a connection to a receiver with a desired bit rate, using the least amount of energy. The software and architecture collaborate on achieving this goal. The underlying architecture has cognitive hardware mechanisms in its trusted core to both observe and to affect the execution. Since it is impossible to pre-configure all possible scenarios, the Self-Aware Adaptive computing system also implements learning and decision making engines in a judicious combination of hardware and software to determine the appropriate actions based on given observations. To adapt what the selfaware computing system is doing or how it is doing a given task at run time, it is necessary to develop a control system as part of the system that observes execution, measures thresholds and compares them to goals, and then adapts the architecture, the operating system or algorithms as needed. A key challenge is to identify what parts of a computer need to be adapted and to quantify the degree to which adaptation can afford savings in metrics of interest to us.
III. THE PROPOSED SELF-AWARE ADAPTIVE SYSTEMS
In this paper we present a first implementation of an FPGA-based Self-Aware Adaptive computing system which blends techniques developed in different research fields, i.e., monitoring, decision making, and self adapting. The result is a system built on top of a set of enabling technology that proves the effectiveness of using Self-Aware Adaptive computing systems. Our approach merges the potentiality brought by reconfigurable hardware with the state-of-theart in performance assertions, monitoring, and adaptation: FPGAs offer tremendous computational power while the possibility of running an operating system on top of it makes it possible to observe performance and take actions that can involve both software and hardware adaptation.
The operating system is in charge of choosing at runtime among the set of possible implementations (hardware or software among the available implementations) according to different criteria, such as expected performance, available area (set of resources) on the FPGA, input data type and size, functionalities already implemented and available as hardware components. The runtime decision of the most suitable implementation, based on the Observe-Decide-Act (ODA) loop, allows this work to be considered one of the first attempts to the definition of Self-Aware Adaptive system in the embedded domain. Within this context the system monitors its performance (Observe), the gathered data feed a decision engine (Decide), and the decisions can be translated in a variety of actions (Act), i.e., , by choosing at runtime the best 2 implementation for functionality which is not performing as expected. These phases have been implemented within the proposed system, by using different software libraries. Such a solution:
• makes use of the Application Heartbeats [6, 7] (or simply Heartbeats) to set performance goalsand monitor the progress of the execution; • has knowledge (i.e., static performance, reconfiguration time, etc. . . ) over different implementations of the exposed functionality; • features a decision mechanism to choose the best implementation. The decision on which implementation has to be used can be taken using different techniques, i.e., machine learning [8] , control theory, competitive algorithm [9] , etc. . . .
• presents an hot-swap mechanism, used to create the Implementation Switch Service, to switch between different implementations (i.e., from software to software, from software to hardware, from hardware to software or from hardware to hardware) of a functionality which is not performing as expected. In the following more details on the Application Heartbeats and on the Implementation Switch Service are presented.
A. Application Heartbeats
The Application Heartbeats implements a simple yet extremely powerful monitoring infrastructure. Specifically it is an API made of a small set of functions that makes it straightforward to use. Through the Application Heartbeats it is possible to declare performance goals and monitor the 2 Remembering that a Self-Aware Adaptive system is approximate, best does not mean the optimal solution but the one that can guarantee the best performance considering the runtime conditions in which it has to be executed.
progress of the execution. Any software component that wants to make use of the framework first has to register to the Application Heartbeats specifying a certain number of parameters: minimum and maximum heart rate, size of the window of observation, size of the heartbeats history buffer, and others. During execution the same component has to update the progress through the call to a function that signifies an heartbeat. The framework automatically updates all the necessary information about the global heart rate, the windowed heart rate and other internal information. Such data is made available to either external observers or the component itself. In our implementation the Implementation Switch Service is in charge of registering to the framework, issuing heartbeats, and retrieve all the information need for the decision process. A typical example of usage is a video encoder: the application might set a certain goal (e.g., 30 frames per second) and issue an heartbeat for each produced frame (e.g., the goal is in this case 30 heartbeats per second).
B. Implementation Switch Service
The adoption of an Implementation Switch Service (ISS) is fundamental for the system to take decisions and act. The Application Heartbeats makes possible to query the progress of the execution and obtain an overall history of the heart rate on a given time window. Fed with such information, the decision mechanism chooses at runtime the best implementation to use in accordance to given constraints (e.g., avoid oscillations) and goals (i.e., desired heart rate).
The need for a dynamic choice between available implementations is given by the fact that the system is live and lives in an unpredictable environment: for such reason it is impossible to decide statically which implementation proves to be the most convenient. For instance a static analysis might show that for any given input data size there exists an implementation which outperforms the others; yet many other factors, such as the variable system load, might prevent the static analysis to get real. For this reason the system must monitor the surrounding context and take decisions accordingly hence dynamically balancing all the constraints.
For Self-Aware Adaptive computing system the ability to switch between different implementations of the same functionality while the system is running proves to be fundamental. To hot-swap an implementation with another one is a non-trivial process; threads within a single process can access data structures concurrently and different implementations can use completely different data structures; state quiescence and state translation are the most visible problems the hot-swap process generates. In Self-Adaptive computing literature this is a well-known problem and a general framework to solve it has already been proposed in [2] . This general framework inspired our hot-swap mechanism which is divided in 3 sub-phases as illustrated in Fig. 3 : (a) a prior phase representing a common working condition; (b) a transfer phase in which new requests are blocked in order to reach a quiescent state which is translated to fit another data structure; (c) a post phase in which both blocked and new requests are allowed to proceed. Even though our approach is inspired by the state-ofthe-art framework, it differs since it works solely on data structures instead of objects because the different implementations of a certain functionality are provided by means of Dynamic-Link Libraries (DLLs) that decouple the data structure from the actual implementation. This means only the data structures are actively involved in the hot-swap process. This translates in the advantage of not requiring every implementation to conform to a single interface. Furthermore, our approach defines a technology able to manage also the adaptation of the underlying physical architecture using, where possible, hardware implementations.
ISS

IV. PRELIMINARY RESULTS
This Section presents preliminary results to support the validity of the proposed approach. In Section IV-A we give more details about the final implementation while the case study used to present the effectiveness of our techniques and to validate them has been described in Section IV-B.
A. Implementation
Our environment is based on a Xilinx University Program Virtex-II Pro board featuring a PowerPC 405 processor and 256 MB of system memory. On top of this architecture a streamlined Linux-based operating system is loaded to execute applications accessing both the software implementation and the hardware implementation (eventually dynamically reconfigured). Given the system presented in Fig. 2 we implemented the Data Encryption Standard (DES) [10] , to prove the validity of the proposed technology, not as a breakthrough in cryptography.
It is indeed true that many problems are more efficiently solved using hardware implementations instead of software implementations. Yet this claim actually depends on the expected Quality-of-Service (QoS) which may be such that a software implementation might perform sufficiently well with respect to given constraints. Therefore we designed two DES implementations, one in software and one in hardware. The applications specify 3 an expected performance goal over time i.e., heart rate while the current heart rate is updated every time a block is computed. The Application Heartbeats makes it possible to check if the current heart rate fits the expected goal enabling the library to take decisions in accordance. When the throughput (i.e., heart rate) over a certain window of time drops under or excessively overcomes the expectations a heuristic is activated. The heuristic knows the available implementations and acts to improve performance hot-swapping them when needed. It takes into account several parameters such as the last instant when the implementation has been swapped (to avoid short-term oscillations), the setup time needed to activate an implementation, and so on. Fig. 4 shows a possible execution progress. Even though in (t 0 , t 1 ) the application heart rate is dropping due to the context switches we are not observing any change in the implementation because the current heart rate is still inside the desired heart rate window. In (t 1 , t 2 ) the computed heart rate exits this window for more than Δ 1 time instants hence the ISS decides to spend (t 2 , t 3 ) reconfiguring the FPGA 4 and to switch to the hardware implementation. In (t 3 , t 4 ) the heart rate increases entering the desired heart rate window. The sudden decrease of the heart rate in (t 4 , t 5 ) proceeding in (t 5 , t 6 ) is caused by resources contention (e.g., buses, memory, etc. . . ). Therefore, after waiting for Δ 2 time instants the software implementation is swapped in to try increasing the heart rate as it happens in (t 6 , t 7 ). With Δ i we denote the time spent on the decision mechanism used within the system. So far, we used an heuristic based decision mechanism to identify at run-time the best implementation, nevertheless other decision mechanism i.e., machine learning, control theory, competitive algorithm, etc. . . , can be used to improve the overall quality of the application. The advantage of this library is the fact that it hides complexity from the applications which are unaware of the presence of multiple implementations and are only required to set an expected performance goal.
B. Results validation
The first result of our work is to statically analyze the ideal behavior of the two DES implementations. We run both the implementations varying the input data size and averaging the results on tens of different trials. The results are shown in Fig. 5 : the hardware implementation (square) is faster than the software implementation (circle) when the input size is bigger than 50 blocks. The hardware implementation might need to be configured hence the hardware implementation considering the reconfiguration time (triangles) gets faster than the software implementation when the input size is bigger than 400 blocks. This analysis might seem to prove Figure 5 . Execution times that, depending on the input size (number of blocks), it is possible to choose the best implementation statically. Yet in a dynamic scenario such execution times might change completely due to the system load or constraints (e.g., power consumption) and a statical approach might fail. Since plenty of factors cannot be predicted it is necessary to monitor the throughput of the active implementation and decide when to switch one in favor of the other at run-time.
We adopted the Application Heartbeats to support the decision process, however, to truly improve performance it is necessary for the monitoring infrastructure to be lightweight. To prove this we have considered the encryption of 1 to 1000 blocks with and without the Application Heartbeats: the average overhead on the execution time is a moderate 3.52%. This overhead is due to a series of system calls the Application Heartbeats requires in order to initialize its data structures and updates the global heart rate. Moreover, the overhead seems to decrease while the number of blocks increases due to the fact that the weight of the initialization tends to decrease.
V. RELATED WORK
Different FPGA-based adaptive systems have been presented in the literature. In the following, we are summarizing, at the best of our knowledge, the key contributions considering the two main aspects described in our work: system monitoring and the runtime reconfiguration management.
FPGA-based reconfigurable architecture has been used in cooperation with ad-hoc, or extended version of standard compiler to create runtime adaptable system, as presented in [11, 12] . These approaches take advantages by the use of the compiler optimization to create the supposed to be, best configuration for a given application. Unfortunately these solutions lack in online adaptability, limit that has been faced in [13] and in [14] . In [14] , the FPGA has been used as a sort of filter to monitor, using the dependability analysis, the data flowing through a certain part of the system. This approach, even without introducing overhead into the computation, cannot be considered as non intrusive with respect to the overall system. A partial reconfiguration approach, due to the reconfiguration capabilities of modern FPGAs, has been proposed in [13] to implement an online adaptive system, able to update its underlying architectural implementation to optimize the power consumption. This is an interesting approach but it is only proving that partial reconfiguration can be used to implement an online solution, but the runtime environment has not been realized nor information on how to monitor online its behavior has been outlined.
In the context of reconfigurable systems, many approaches focused on effective utilization of the dynamically reconfigurable hardware resources. In [15] custom monitoring components, implemented using a text based description language called SiLLis, have been presented in a reconfigurable FPGA scenario. These components, called listeners, are able to filter the data and use it for monitoring, debugging, and control purposes. This approach is very promising, but compared to the one proposed in this paper, it requires extra hardware to be included in the final architecture. Noguera and Badira [16] proposed a design framework for dynamically reconfigurable systems, introducing a dynamic context scheduler and HW/SW partitioner. Banerjee et al. [17] introduced a partitioning scheme that is aware of the placement constraints during the context scheduling of the partially reconfigurable datapath of the SoC. In [18] the authors propose a new methodology to allow the platforms to hot-swap application specific modules without disturbing the operation of the rest of the system. This goal is achieved through the use of partial dynamic reconfiguration. The authors presented an effective and flexible reconfigurable architecture, but unfortunately no information on how to take the decision on when it would be necessary to reconfigure the system have been presented. Several works [19] [20] [21] have focused their attention of the effective combined utilization of dynamically reconfigurable hardware and soft-ware resources at runtime. Within this context, the runtime implementation, hardware or software, of specific elements of the systems is taken online during the system execution. These works lack (i) in the usage of an online monitoring system able to observe the performance of the system itself and (ii) in the definition of a self-aware mechanism able to autonomously take decision, based on the online observations, regarding the hardware or software implementation for a certain functionality. Decision that can be in contrast to standard behaviors, as described in Section IV-A.
VI. CONCLUSION AND FUTURE WORK This paper presents an implementation of an FPGAbased Self-Aware Adaptive system which blends techniques developed in different research fields. Our approach merges the potentiality brought by reconfigurable hardware with the state-of-the-art in performance assertions, monitoring, and adaptation. With the Implementation Switch Service we have shown an example of action that can take advantage by the application performance measurements to adapt to a challenging computing environment. Our results show that the Application Heartbeats is low-overhead and, in addition, we have demonstrated the use of such a technology in a GNU/Linux operating system to perform constraint based optimization of an application incorporating that application s performance and goals. Extensions of the present work will use the same framework for a multi-core system together with an FPGA, used as external accelerator, where the operating system is executed on top of the multi-core machine and the hot-swap mechanism allows to use the FPGA when needed without modifying the original code. Within this context we will also able to combine multiple effects deriving by the simultaneous usage of different services, e.g., the Implementation Switch Service, the Core Allocator [6] , Smartlocks [8] .
