Abstract. Storing and disseminating coded information instead of the original data can bring significant performance improvements to sensor network protocols. Such methods reduce the risk of having some data replicated at many nodes, whereas other data is very scarce. This is of particular importance for data persistence in sensor networks. While coding is generally beneficial, coding over all available packets can be detrimental to performance, since coded information might not be decodable after a network failure. In this paper we investigate the suitability of different codeword degree distributions with respect to the dynamics of the underlying wireless network and design a corresponding data management algorithm. We further propose a simple buffer management scheme for continuous data gathering. The performance of the protocols is demonstrated by means of simulation, as well as experiments with an implementation on MICAz motes.
Introduction
Data collection is the primary task of a wireless sensor network. To this end, the sensed data has to be transported to the sink node(s) or should be stored within the network in case no sink node is currently available. Due to the power and memory constraints of the sensor nodes, this has to be done as efficiently as possible. Network coding [1] was shown to provide significant benefits in such networks. Several papers have analyzed the benefits of random network coding [2] for information dissemination and data persistence [3] (the amount of information that can be decoded at any give time). These methods reduce the risk of having some data replicated at many nodes, whereas other data is very scarce (in analogy to the coupon collector's problem [4] ). The robustness that can be achieved through the diversity of available information by coding at intermediate nodes can be crucial in sensor networks, where node failures may be common.
While coding is generally beneficial, coding over all available packets might leave coded information undecodable after a network failure, thus reducing data persistence. Algorithms such as Growth Codes (GC) [5] , a variant of LT codes [6] , address this issue by using low complexity coding algorithms together with a code degree distribution that maximizes data persistence. These concepts are generalized in [7] , considering coding over multiple snapshots of data and more general random mixed coding schemes. Growth Codes are designed for networks where the information available at neighboring nodes is uncorrelated, i.e., very sparse networks with a topology that changes significantly from one transmission to the next.
In this paper we investigate the suitability of different codeword degree distributions with respect to the dynamics of the underlying wireless network. In particular, we also investigate more static settings than those analyzed in previous research and discuss their implications on the optimum degree distribution. We then design a corresponding data dissemination algorithm that works well over a wide range of different network scenarios. To allow autonomous operation over an extended period of time in the face of a small amount of available RAM, nodes usually use their on-board flash memory. Since writing to (and to a lesser degree also reading from) the flash is very energy consuming, the coding algorithm has to make sure that the data required for encoding and decoding is available in RAM, and only data that is unlikely to be used again in the near future is written to the flash. We propose a simple buffer management scheme that allows for continuous data gathering, without using an excessive amount of writes to the flash memory.
The protocol is implemented on the MICAz mote platform. We perform a range of experiments to demonstrate its performance and compare it to previously proposed solutions. We further use simulation to investigate the scalability of the proposed approach in larger networks.
The paper is structured as follows. In Section 2 we review related work. Section 3 gives a brief overview of network coding. In Section 4 we present our novel algorithm based on network coding, analyzing suitable degree distributions for coding. Section 5 provides detailed simulation and experimental results on real sensor nodes for the different coding algorithms and degree distributions. In Section 6 we present a buffer management scheme to handle multiple temporal generations of data and Section 7 concludes the paper.
Related Work
The usefulness of network coding for data storage was investigated in [3] , where the authors showed that a simple distribution scheme using network coding and only based on local information can perform almost as well as the case where there is complete coordination among nodes. Similar considerations also apply to sensor networks.
Growth Codes [5] were specifically designed to enhance data persistence, i.e., to maximize the amount of information that can be decoded at any time instant. Sensor nodes send out codewords that can be coded over multiple original information units. Nodes exchange codewords with their neighbors and combine received codewords with the existing local information, such that the stored information is coded over more and more information units over time.
The number of original information units a stored codeword is coded over is referred to as codeword degree. The authors in [5] propose to gradually increase the codeword degree with the amount of received information, hence the name "Growth Codes". This codeword degree distribution optimizes sensor network data persistence in the presence of node failures, as it allows to decode the joint information of any subset of nodes with high probability. Intuitively, a high degree increases the probability that transmissions are innovative in that they bring new information to neighbors, while a low degree increases the probability that the information can be decoded immediately upon reception,
