II. METHODOLOGY
This study adopts a systematic literature review approach to retrieve relevant articles. The literature search was conducted using academic databases such as IEEE Xplore, Scopus and Web of Science. The search strategy was based on a combination of keywords as follows: "natural hazard" OR crisis OR disaster OR avalanche OR landslide OR earthquake OR "volcanic eruption" OR flood OR tsunami AND messag* OR warn* OR communicat* AND "artificial intelligence" OR "expert system" OR "machine learning" OR "deep learning" OR robotics OR "neural network" OR "natural language processing". This search returned a total of 184 articles after removing duplicates. Three of these articles were immediately excluded because they were not written in English language. The title and abstract of the remaining 181 articles were examined to ascertain their relevance to the study. For inclusion, article must convey an application of AI to disaster risk management, preferably in the communication of risks. This resulted in the exclusion of 133 articles. The remaining 48 articles were thoroughly examined and included in the study, with 18 focusing on information extraction and classification for situational awareness and 30 related to prediction and monitoring for early warning.
III. RESULTS AND DISCUSSIONS
Examination of the 48 relevant articles retrieved for this study revealed that the application of AI in disaster risk communication has focused on two broad areas: (1) prediction and monitoring for early warning, and (2) information extraction and classification for situational awareness. These broad areas are discussed in the following sections.
A. Artificial Intelligence in Disaster Prediction and Monitoring for Early Warning
Artificial intelligence has emerged as a viable technology for disaster risk management due to advancement in image recognition, natural language processing, object recognition, and robotic processes automation. Several studies have proposed the use of AI techniques in improving prediction and monitoring to enable emergency agencies gain lead time for early warning. Common research activities in this area include the prediction and early warning of natural disasters using neural networks and other machine-learning techniques [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] , natural disaster monitoring using swarm roboticsbased solutions [21] , prediction of dam failure using artificial neural network (ANN) [22] , volcanic ash observation using robotic tools [23] , and water level prediction using techniques such as NNARX and ANN with particle swarm optimization model [24] [25] [26] [27] [28] [29] [30] .
There are many success stories of AI applications in disaster risk management that are worth highlighting. For example, deep learning technology can now be used to effectively predict earthquake and gain lead time for early warning. Using historical seismic events in Taiwan, Huang et al. [19] derived a topographic map and images labelled according to risk of M6 or greater earthquake in the upcoming 30 days. This dataset was used in training and testing a deep learning network model that successfully predicts earthquakes in the upcoming 30 days. The technique can be applied to predict earthquake and foster early warnings in other seismic zones, allowing for best performance when historic seismic event data from the past 120 days are used [19] . Pyayt et al. [31] show how AI can be used in detecting abnormal dike behavior. An integration of this AI module to an early warning system for the EUsponsored UrbanFlood project proved effective when validated with real-time measurements from sensors installed in the dike. The POLINT-112-SMS system for supporting emergency information management and decision making relies on natural language processing and PolNet (a WordNet for Polish) to meaningfully process short message service (SMS) texts provided by the humans [32] . Similarly, EYDENET exploits arti¿cial intelligence techniques for interpreting sensor monitoring data about rock movements and climatic conditions in the landslide-prone Valtellina alpine valley of Northern Italy, generating natural language explanations and alarm messages for responsible authorities [33] .
Furthermore, a genetic algorithm (GA)-based ANN proposed by Wu and Chau [16] demonstrates the capability of AI in forecasting water level and flooding, potentially gaining lead time for issuing disaster warnings and evacuating citizens from vulnerable areas. Similarly, novel machine learning techniques such as support vector machines (SVMs) has been demonstrated to be effective and robust for hourly forecasting of typhoon rainfall, with potentials to support reservoir operation and early warning systems for floods, landslides and debris flow [34] . Based on 5-year flood risk data (i.e., 1000 flood records) extracted from the website of the United Kingdom's environmental agency in charge of flood warnings and river level monitoring, Khalaf et al. [35] explored various machine learning algorithms to classify flood data according to their severity. Four machinelearning algorithms were utilized, namely Random Forest, Bagging, Decision Tree, and HyperPipes, producing classification accuracies of 99.5%, 97.7 %, 94.6% and 89.8 % respectively. This level of classification accuracy is encouraging, potentially enhancing confidence to rely on AI techniques for predicting severity and for supporting future early warning decisions.
B. Artificial Intelligence in Information Extraction and Classification for Situational Awareness 1) Background
During disaster events, millions of microblogs are generated by social media users, including personal opinions, sentiments and time-critical informative contents that are of interest to emergency managers [36] . Informative social media contents are not only useful for generating situational awareness (e.g., disaster mapping), but also form a vital part of 21st century crisis communication. Hence, social media features significantly in the discourse of disaster risk communication. The major challenge, though, is how to extract relevant disaster information from social media contents, considering that there are several militating factors such as informal vocabulary, presence of short hand words, mixture of multiple languages, and the high volume and velocity of social media data streams that are often impossible to be manually analyzed in real-time [36, 37] .
Artificial intelligence such as machine learning techniques is an enabling technology for harnessing such crowdsourced social media data to improve situational awareness and crisis risk communication. There are several supervised and semi-supervised machine learning approaches for extracting relevant social media contents and for sorting them into various topical classes as required for supporting emergency decision making. These often entail humans and machines working together by providing accurately labelled training and testing dataset from which machines can learn to process future streams of social media data. Commonly used learning algorithms and classifiers include Artificial Neural Networks (ANN), Support Vector Machine (SVM), Naïve Bayes, Decision Tree, K-Nearest Neighbor (K-NN) and Random Forest [37, 38] . There is also the Structured SVM, which helps to predict multivariate structured output labels including on complex objects like natural language parsing and parts of speech tagging [39] . Most of these algorithms can be implemented computationally within the R programming environment using a machine learning library known as the caret package (short for classification and regression training). Each of the aforementioned algorithms is a potential candidate for machine learning tasks and it is difficult to establish one as the absolute best for an obvious reason-a comparative assessment of machine learning algorithms must utilize the same experimental setting to be considered reliable [38] .
However, there are some general guides when choosing a suitable machine learning algorithm. SVM are more accurate when using large training dataset whereas Naïve Bayes can still perform with high accuracy using relatively smaller training set [38] . When the learning speed is a highly desirable factor, K-NN should be preferred, but the solution may be compromised due to its high sensitivity to noisy data [38] . But when learning speed is not crucial, ANN and SVM can be very reliable, especially if the problem is nonlinear. Naïve Bayes and Decision Tree still ranks better in terms of learning speed and interpretability of results as compared to ANN and SVM [38] . Naive Bayes and SVM have been reported to be the most effective for text classification, with SVM consistently outperforming Naïve Bayes [40] . Regardless of the classification algorithm chosen, it is important to address certain limitations to ensure high accuracy performance. These limitations include the need for large sample of labelled training set, richness and quality of content, term distribution over time, and class distribution within the training set [37] . It is well known that the contents of social media messages often depend on the phase of the crisis as well as spatiotemporal factor; failure to account for these distributions in the labelled training set could potentially undermine the accuracy of the classifier in assigning messages to their respective classes [37] .
To further enhance the classification accuracy of machine learning algorithms, researchers often adopt additional techniques to explore the contents of social media messages (see Table 1 ). For instance, content features such as the names of people, organizations and places can be identified within social media messages using the named entity recognition (NER) technique [37, 38] . Other techniques such as the N-gram approximate matching can also be used to automatically detect location information in tweets [38] . Hashtags in tweets can be used to identify user-defined topics, further assisting in filtering relevant contents and in labelling data for classification [37] . In-depth linguistic processing to identify meanings in words can benefit from using stemming and lemmatization techniques [41] . Stemming is an elementary technique that simply removes the derivational affixes or the ends of words in order to obtain their base or dictionary forms while lemmatization provides a more thorough approach of achieving same by relying on vocabulary and morphological analysis of words to remove inflectional endings [41] . Stemming and lemmatization can be implemented computationally using available text mining libraries such as the tm package and the koRpus package within the R programming environment [41] .
2) Artificial Intelligence in Harnessing Social Media Disaster Messages
In extracting relevant disaster-related social media contents, there seems to be a gradual shift away from a simple keyword approach that is often characterized by a large proportion of false alarms to more robust computational approaches engendered by AI techniques [42] . For example, Acerbo and Rossi [41] proposed a machine learning approach to classify disaster-related social media posts according to their informativeness, where informativeness is everything that can be used to improve disaster situational awareness for both citizens and emergency managers. The proposed solution utilised the Random Forest classifier and focused on identifying informative contents about fire, earthquake and floods. The elimination of non-informative contents involved significant data pre-processing (e.g., removal of stop words, punctuations, numbers, usernames, words that are less than three letters, etc.) and content labelling as required for model training. Words of the same meaning were aggregated using stemming and lemmatization. This helped in examining similarities and differences in the words that mostly occurred across the different natural disasters investigated. Classification based on 36,186 tweets about 6 flood events, 2 bushfires incidence and 4 earthquakes across the world produced an accuracy of 76%. This result is promising for supporting emergency managers with informative contents extracted from noisy social media data during natural disasters. The locationindependent approach and the use of word segmentation and translation make the proposed solution robust for application in any language and location where a lemmatizer and a translator are available. However, a major drawback of the solution is its limited use for disaster mapping due to none consideration of location names.
The need for social media-based disaster mapping and location-aware solutions has been addressed by other researchers utilizing machine learning techniques. For example, Pandey and Natarajan [36] proposed a semisupervised machine learning technique for extracting situation awareness information from social media contents to support the creation of interactive maps, clearly highlighting high vulnerability areas. The solution, which utilizes the SVM classification algorithm, was applied to analyze 210,655 tweets about floods in Chennai, India producing disaster mapping with accuracy of 90%. A similar Naïve Bayesian classification model, utilizing 5000 tweets about Chennai floods, produced an accuracy of 89% in disaster severity mapping [39] . Locations were computationally extracted from tweets by using the open source R package known as tm-geo parser. Tm-geo parser is a geo-parsing tool that helps to convert text descriptions of places (e.g., "Chennai") into their respective geographic identifiers (i.e., latitude and longitude coordinates) [39] . To facilitate the classification of tweets into different categories for emergency decision making (e.g., casualties, missing persons, infrastructure damage, warnings, shelter, etc.), tagging and labelling of tweets was carried out, allowing the model to learn in the process. This semantic analysis and tagging of tweets was implemented based on adaptive-filtering and the Latent Dirichlet Allocation (LDA) algorithm, which is a powerful topic modelling tool for extracting meaning from text [39] . LDA can be implemented using the Python library known as Gensim package.
There are many more studies focusing on utilizing machine learning techniques for the extraction and classification of relevant disaster information (see Table 1 ). Kiatpanont et al. [38] utilized the SVM to train a machine learning algorithm that can classify future tweets with accuracy of 74%, based on manually labelled sample tweets selected from 131,493 valid tweets about the 2011 Thailand flood event. 353,714 tweets related to Thailand flood (#thaiflood) were initially retrieved, after which relevant messages were differentiated from irrelevant ones using the hashtag technique. Interviews with several disaster managers in Thailand were used to validate the relevance of message. Fersini et al. [42] proposed to identify situational information by employing natural language processing techniques to sieve the answers to 4 questions: WHAT (magnitude or criticality of event), WHO (the user type), WHERE (the location), and WHEN (time of event). By combining filtering techniques of content features based on hashtag association and named-entity recognition (NER), Roy et al. [37] proposed a social media data processing engine called DSieve that can be utilized in further improving the accuracy of a classifier for real-time applications. In other words, DSieve is a post classification processing engine that takes results of previous supervised classification solutions as its input and attempts to further improve the accuracy of the classification. This is achieved by establishing more reliable set of hashtags and named entities using the true positives and true negatives in the pre-classified data. By analyzing 20,000 tweets about the 2012 Hurricane Sandy and the 2013 Queensland floods, D-Sieve consistently produced better quality results than the baseline algorithm because it was able to accurately classify previously misclassified tweets. Sakai et al. [43] show how a pre-trained deep convolutional neural network such as VGG-16, VGG-19, or GoogLeNet can be used to accurately classify disaster-related photo images in tweets according to the emergency topic they convey (e.g., "heavy rain"). Balamurugan and Raj [44] discussed an AI powered disaster emergency alert system that relies on SVM machine learning and the Naive Bayes algorithm to classify disaster-related tweets. Filtering of relevant tweets was based on stemming and keyword extraction. The study focused on the system architecture and the proposed AI solution was discussed at a conceptual level without any actual data analysis to assess its performance. In addition to disaster information classification (e.g., disaster or not, impact assessment, etc.), Yin et al. [40] explored cross-disaster classification settings using twitter datasets, where training was based on three different types of natural disasters and testing was based on a fourth type. The results indicate that generic features (e.g., hashtag count and mention count) are more effective than event-specific features such as actual hashtag or mention values.
3) Artificial Intelligence in Harnessing Online Disaster News Reports
Few studies have aimed to apply AI in extracting disaster information from online news articles (see Table 1 ). For example, Téllez-Valero et al. [45] presented TOPO-a system for extracting disaster information from Spanish news articles. The system, which is currently been used in Mexico, avoids sophisticated linguistic analysis of texts, but rather models the information extraction task as a text classification problem that relies on machine learning algorithms such as SVM, Naive Bayes, C4.5 and kNN. The underlying hypothesis for the work is that lexical items or words combinations around the interesting information provide sufficient ground to learn the required extraction patterns [45] . Experimental results from TOPO recorded F-measure as high as 72%. This performance is slightly better than the 66.7% F1 measure recorded by the EquatorNLP model proposed by Döhling and Leser [46] for extracting disaster information from news articles. The Joint Research Centre of the European Commission has also proposed a real-time news event extraction system [47] . This system, which has been evaluated for violent events, has huge potentials to be applied to harness disaster information in online news articles.
IV. OPEN ISSUES
There are several issues that need to be considered when proposing to deploy artificial intelligence (AI) in disaster risk communication. One of such matters is legal issues. During natural disasters, citizens rely on information from emergency agencies to make decisions. It is not uncommon to have litigations against government agencies on the ground that information issued to citizens was inadequate, imprecise or misleading. When machines are allowed to facilitate or control the information generation and dissemination process, a key question arises: who is accountable should such inadequacies ensue? Are there clear guidelines or regulatory frameworks to ensure that blames are not endlessly passed around between the involved parties, including users, operators, technology providers, etc.? This is crucial considering that AI-based systems deployed for realworld operations can sometimes function autonomously, continuously learning from their environment and adapting their functioning through new sets of complex tasks, such that humans, even their creators, can hardly decipher the integrity of this fast-pace learning and adaptation to predict when they will deliver outcomes with unintended consequences. Hence, there are ongoing debates in the European Union (EU) and in different technologically advanced countries around the world on how best to regulate and manage legal issues in the use of artificial intelligence in society. The discourse of legal responsibility of autonomous machines remains an open issue and has recently been receiving significant attention in the literature [53, 54] .
Another issue that needs to be considered is data quality. Machine learning algorithms are as good as their training data set and the concept of "garbage in garbage out" holds true. When the quality of the dataset is compromised, the solution generated by the algorithm will be defective as well. AI training dataset can be compromised in several ways, including through unintentional encoding of personal biases at the data generation or data cleansing process, utilization of data belonging to a different or proxy population, utilization of incomplete data that does not comprehensively capture the true characteristics of the target population or phenomenon of interest, and the use of erroneous data. For these reasons, significant amount of work is often required to cleanse the dataset before using it in the machine learning process. This could sometimes require that erroneous data be annotated, covering a wide range of possible errors and their correct constructs, so that the machine can recognize and appropriately handle any such errors in the future.
Loss of control is also a key issue that militates against wide-spread adoption of AI in disaster risk communication. In emergency events like natural disasters, responsible authorities and combating agencies are expected to have control over the emergency operations, including what messages are sent out, who receives such messages and the timing of the messaging. The use of chat bots and other forms of AI-based communication systems can potentially degrade such level of control. This is a concern that needs to be carefully considered as it is difficult to be accountable for a system beyond one's control. On the flip side of this issue is trust. Emergency agencies may not be ready to fully embrace AI technologies for disaster risk communication with citizens, except they can trust the system to be consistently reliable, accurate and robust enough to tackle the complex realities of emergency operations. Trust issues can also arise from the citizens themselves. People at risk may not take appropriate protective actions if, for one reason or the other, they do not trust the accuracy of automated messages issued by AI machines.
Culture is another key issue that needs to be considered when proposing artificial intelligence for disaster risk communication. Culture and language are inseparable and one influences the other. In multicultural societies, an emergency message may be interpreted differently due to difference in people's culture. In fact, culture has previously been reported to have strong influence on risk perception [55] . However, the application of AI in disaster risk communication has not paid adequate attention to culture and ethnicity. There is therefore the need for future research to develop "culturally intelligent AI machines" that are capable of engendering disaster risk communication (e.g., tailored emergency warnings) based on learned culture and communication protocols practiced within different language and ethnic groups in the society.
V. CONCLUSION AND FUTURE DIRECTION
This study, which reviewed the literature applying artificial intelligence (AI) to disaster risk communication, has contributed in several ways. The study has found that applications of AI in disaster risk communication tend to focus on two broad areas: (1) prediction and monitoring for early warning, and (2) information extraction and classification for situational awareness. These broad areas were discussed. Typical of any literature review paper, this study and the results conveyed are limited by the scope of keywords used in searching for articles. The keywords used are selected to justify the focus of the research, that is, AI in disaster risk communication. The broad areas of research that were eminent from the retrieved articles are indications of the focus of AI applications in disaster risk communication, and even though this study cover most of them, we do not claim to be presenting an exhaustive list of research papers besides those retrieved systematically.
According to the results, researchers have applied various machine learning algorithms and classifiers such as Random Forest, Support Vector Machine (SVM), and Naïve Bayes in achieving the extraction of informative social media contents and the topical classification of same to improve situational awareness and emergency decision making. SVM featured as the most commonly used machine learning algorithm, producing accuracy of up to 90%. As a guide for researchers and practitioners, information about selecting an appropriate algorithm for machine learning tasks was provided along with other background information to support future AI initiatives in the domain of disaster risk communication. Additional techniques to improve AI classification accuracy of machine learning algorithms were discussed, including the named entity recognition (NER), N-gram approximate matching, hashtag topic filtering, Latent Dirichlet Allocation (LDA) algorithm for topic modelling, and in-depth linguistic processing of social media messages using stemming and lemmatization. Few software implementation solutions were highlighted, including the tm R package (for stemming and lemmatization), the koRpus R package (for lemmatization), and the Gensim Python package (for LDA topic modelling).
It is important to note that Natural Language Processing (NLP) is sensitive to language and application domain, with further complications arising due to slangs, abbreviations, typographical and grammatical errors associated with social media messages. To improve NLP of disaster social media contents, several researchers [5, 48] have begun creating Twitter corpora with human annotations, which can be used as training data set for machine learning algorithms. The Twitter corpora, led by Imran et al. [48] and co-created by volunteers and paid crowdsourced workers, has over 52 million crisis-related tweets from 19 events between 2013 -2015. There are over 50,000 annotated messages-a significant corpus with diversity to accommodate different variants of English language (e.g., American English, Indian English etc.). Given the significant time and money required to develop a rich corpora, it is essential that the research community build progressively on this kind of work, rather than wasting time in re-inventing the wheel. Essentially, the process of annotation requires that messages are assigned into distinct classes (e.g., missing persons, caution, and infrastructure damage). We call intention to the need for the research community to work harmoniously by maintaining consistency and uniform standards in defining these classes.
Furthermore, it was observed that, although, machine learning techniques have been explored to classify various types of non-situational tweets that are capable of disrupting communal harmony during natural disasters [49] , majority of the articles have focused on harnessing social media communication to improve situational awareness and decision making during different phases of disaster management (see Table 1 ). Understandably, machine learning algorithms require significant data sample for training and testing, and the enormous amount of publicly accessible social media data generated by citizens during disaster events provides a compelling ground for AI researchers to explore such data. The drawback, though, is that other aspects of disaster risk communication have been left underexplored even with the increasing opportunities that AI technologies can offer.
For example, there is need to explore how AI techniques can help to facilitate effective tailoring of disaster warning messages to citizens, taking several key factors into consideration, including language, culture, spatial distribution of elements at risk and their associated cost/value (e.g., children in care or school, uninsured property, etc.), exposure to natural hazards (e.g., nearness to bushfire or high risk flood zone), individual disaster plans (e.g., stay and defend home against bushfire or evacuate), previous experience of natural disasters, changes in disaster risk, etc. All of these factors contribute to form an operating picture for personalizing support to individuals during natural disasters. While this challenge may first appear as a multiobjective optimization problem [50] , the absence of human intelligence and the presence of social factors make it less so. AI is a promising solution, but there are inherent challenges such as availability of training data set, potential litigations arising from errors, computer processing power, privacy concerns and societal demand for accountability in the implementation of ethical moral machines [51] . These challenges are key research priorities that should be explored in future research.
Finally, in a typical emergency scenario where the ratio of emergency support workers to citizens is very small and the resources to provide personalized service is grossly inadequate, AI powered chatbots can potentially harness details about the varying information needs of different individuals and accordingly tailor real-time communication to meet these needs. In this two-way communication, citizens will be able to request safety-critical information and obtain rapid feedbacks that take their personal circumstances into account. Importantly, culturally and linguistically diverse (CALD) communities, including migrants who often have limited proficiency in English, need tailored disaster warnings that are more understandable, relevant and appropriate to provoke desired response from vulnerable community members. Future work should therefore explore the role of AI and other associated technologies in delivering such services to CALD communities.
