Abstract This brief technique paper presents a method of reconstructing the global, time-varying distribution of some physical quantity Q that has been sparsely sampled at various locations within the magnetosphere and at different times. The quantity Q can be essentially any measurement taken on the satellite including a variety of waves (chorus, hiss, magnetosonic, and ion cyclotron), electrons of various energies ranging from cold to relativistic, and ions of various species and energies. As an illustrative example, we chose Q to be the electron number density (inferred from spacecraft potential) measured by three Time History of Events and Macroscale Interactions during Substorms (THEMIS) probes between 2008 and 2014 and use the SYM-H index, taken at a 5 min cadence for the 5 h preceding each observed data point as the main regressor, although the predictor can also be any suitable geomagnetic index or solar wind parameter. Results show that the equatorial electron number density can be accurately reconstructed throughout the whole of the inner magnetosphere as a function of space and time, even capturing the dynamics of elementary plasmaspheric plume formation and corotation, suggesting that the dynamics of various other physical quantities could be similarly captured. For our main model, we use a simple, fully connected feedforward neural network with two hidden layers having sigmoidal activation functions and an output layer with a linear activation function to perform the reconstruction. The training is performed using the Levenberg-Marquardt algorithm and gives typical RMS errors of~1.7 and regression of >0.93, which is considered excellent. We also present a discussion on the different applications and future extensions of the present model, for modeling various physical quantities.
Introduction
The Earth's inner magnetosphere is a complex, interconnected system that is driven by energy inputs from the Sun and solar wind (e.g., see introductory discussions in Kivelson and Russell [1995] and Khazanov [2011] ). There are a variety of components that comprise the magnetospheric environment, such as the ionosphere, background electric and magnetic fields, plasma waves, electrons ranging from cool (<1 eV) to ultrarelativistic (>5 MeV) energies, and different species and energies of ions. These components can be externally or internally driven and typically couple to one another in subtle and often unexpected ways. Understanding the dynamical behavior of these various magnetospheric components is interesting and important scientifically and also has important societal implications in that the near Earth space environment can impact human technological systems in dramatic ways (see, for instance, the National Research Council's Decadal Survey report "Solar and Space Physics: A Science for a Technological Society").
A number of different approaches to specify and predict the state of the inner magnetosphere have been employed in previous studies. The first and most familiar involves the construction of first principles physics-based models, and a number of efforts are currently underway in pursuit of this goal [e.g., Wolf et al., 1991; Toffoletto et al., 2003 Toffoletto et al., , 2004 Jordanova et al., 2008 Jordanova et al., , 2010 Wang et al., 2004; Wiltberger et al., 2004; Goodrich et al., 2004; Pembroke et al., 2012] . The major advantage of physics-based models is that they employ fundamental physical principles and thus can be useful in extrapolating to situations that have not been previously observed. The disadvantage is that these models are typically large, complex, and computationally intensive. The coupling between various component systems is not straightforward, and if there are missing physical processes from the models (which there inevitably always are), the models can produce erroneous results when operated in unusual regimes.
On the other end of the spectrum, the state of the inner magnetosphere can be specified simply by plotting a particular quantity in a plane or a volume, broadly parameterized by some controlling parameter. For example, Meredith et al. [2012] plot the intensity of whistler mode chorus waves in the inner magnetosphere, parameterized by three ranges of the AE index representing quiet, moderate, and active conditions, based on data collected by the DE1, Combined Release and Radiation Effects Satellite, Cluster 1, Double Star TC1, and Time
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History of Events and Macroscale Interactions during Substorms (THEMIS). Such models give realistic distributions but are essentially static and do not reflect the spatiotemporally changing conditions in the magnetosphere. In fact, this problem was described by Fung [1996] in relation to radiation belt fluxes, who also outlined the need for a new generation of models that would be data driven and spatiotemporal in nature.
Recent models have attempted to make such data-based models by performing function fitting to the data under various geomagnetic activity levels. For instance, Orlova et al. [2014] derive a model of plasmaspheric hiss intensity in two local time sectors and calculate weighting coefficients using linear stepwise regression for a quadratic polynomial with variables in L shell, latitude, and Kp. An extension of this approach was employed by J.-H. , who fit up to seventh-order polynomials at every 2 h magnetic local time (MLT) interval to chorus wave intensity, in two latitude ranges and driven by either solar wind conditions or geomagnetic indices. While these functional fits make the models more flexible and dynamic, the functional forms used for fitting are only applicable to the parameter at hand and a new approach will inevitably need to be taken if a different parameter is to be predicted. One way to automatically perform nonlinear function fitting is to use the sophisticated machinery of the NARMAX (Nonlinear AutoRegressive Moving Average with eXogenous inputs) technique, as has been recently reported by Boynton et al. [2013] in studying energetic particle fluxes at geosynchronous orbit. An alternative approach is using artificial neural network (ANN) to perform the nonlinear function fitting. The use of ANN and other techniques in "artificial intelligence" to problems in solar-terrestrial physics has been discussed for quite some time [Jocelyn et al., 1993] , but application to magnetospheric problems has been relatively spare to date. A recent example was reported by K.-C. Kim et al. [2013 for the modeling of whistler mode chorus and plasmaspheric hiss, respectively. In these studies the authors perform extensive cross-correlation analyses to determine the parameters and time lags that produce the highest correlation with the quantity to be predicted and then use only those values to train a single-layer ANN to perform the function fitting. While this work represents the most sophisticated approach in this category of models, it nevertheless requires extensive hand selection of the model inputs, which often may not be obvious, and having a shallow ANN precludes the model from constructing its own optimal feature set. In fact, the problem of selecting the correct input parameters for the model was the main barrier in the development of the first ANN (then known as "perceptrons" [e.g., Minsky and Papert, 1969] ).
In order to overcome some of the difficulties discussed above and come up with a universal model that can specify any given quantity in the inner magnetosphere (based on satellite data) without necessarily knowing the most important driving parameters a priori, we propose the use of deep neural networks, regressed upon a suitable driver, such as the time history of a relevant geomagnetic index. Section 2 describes the methodology and shows an application of this approach to creating a dynamic plasma density model. A summary and conclusions are given in section 3.
Methodology and Application
The general problem we aim to address can be stated as follows: given a sequence of measurements of some quantity Q i , at time t i and location r i , where i = 1, …, N and N is a "large" number, specify the distribution of Q at every point r in the model domain at time t and let that spatial distribution evolve as a function of time. In order to illustrate our technique, we present the application where the quantity Q i is chosen to be the plasma density N e , inferred from the spacecraft potential of three THEMIS probes [Angelopoulos, 2008] , A, D, and E, using the method described in Li et al. [2010] . That data set covers the range of altitudes extending from well below L = 2 to approximately L = 12, over all local times, and extends from 1 June 2008 to 31 October 2014 and is reduced to 5 min averages, which results in~10 6 data points (942,842 to be precise). We also performed some minimal data cleaning by removing all point with density values below 0.01 el/cm 3 , observations at L > 10, as well as data points within 2 h of midnight at low L shells having values <10 el/cm 3 .
In order to organize the data into a dynamic model, we choose a time series to regress the data against that will act as a suitable predictor and contain enough information embedded within it so as to explain the various behaviors of the data. For our application of density prediction, we use the preceding 5 h of the SYM-H index (also at 5 min cadence, giving 60 points) as the only predictor, since this index is simple, readily available through the OMNI database (ftp://spdf.gsfc.nasa.gov/pub/data/omni/high_res_omni/), and has been used by previous researchers in driving more complex plasmasphere-ionosphere models [e.g., Huba and Sazykin, 2014] , i.e., it should contain sufficient information to act as a predictor for the cold plasma density. Our selection of SYM-H is not unique, and we could have just as easily used other geomagnetic indices such as AE or Kp (suitably subsampled to a 5 min cadence since plasmaspheric dynamics typically do not occur on timescales faster than 5 min), a combination of indices, or indeed solar wind parameters. However, for the purposes of demonstrating the technique (and to be consistent with Huba and Sazykin [2014] ), it was not considered necessary to explore alternative inputs such as other geomagnetic indices or other time lags. However, when network performance is inadequate, varying the number and types of input parameters is an obvious thing to try. In addition, solar wind data tend to contain many data gaps which would result in losing many of our data points, whereas SYM-H is available for long periods of time with no data gaps.
The design matrix X, and target matrix, that results is where the angle ϕ i represents the MLT angle (MLT/24 × 2π) which is used with cosine and sine to guarantee continuity across midnight. L i is the L shell of the satellite at time t i , together with the corresponding log 10 of the electron density Q i observed by the spacecraft at that time, and i = 1, …, N such that X and T both have~10 6 rows, and 63 columns.
For the purposes of our illustration, we only consider the electron density in the magnetic equatorial plane, but the model could be readily extended to three dimensions by including in the design matrix X a column that contains the latitude λ i of the satellite at time index i (this is readily accomplished with the present data set but only for nearequatorial regions. For regions further off the equator, additional data sets such as DE1 and POLAR need to be included in the training set, being ever mindful of intercalibration issues between different satellites).
The problem now becomes to create a model that predicts T given the design matrix X. This problem could be solved with a variety of techniques, and essentially, all machine learning techniques that deal with regression aim to solve a problem of this type [e.g., Marsland, 2009] . The simplest approach is to create a linear model by creating a set of weight A = [a 1 , …, a m ]
T such that XA = T and invert to obtain the ordinary least squares solution, giving:
but there is no guarantee that the response of our target quantity (electron density) is necessarily linear and in fact will most likely be a nonlinear function of the inputs.
The technique we present in this study is based on the artificial neural network (ANN), which is a very powerful and general approach to modeling complex, nonlinear functions and in fact has been shown to be a universal approximator to any smooth function, given that there are a sufficient number of neurons [Hornik et al., 1989; Cybenko, 1989] . The architecture of our ANN is shown schematically in Figure 1 and contains an input layer with 63 features, two hidden layers with 10 and 20 neurons in the first and second layers, respectively, each having an identical sigmoid activation function (i.e., S(z) = 1/(1 + exp(Àz))) and output layer. We choose a two-hidden layer ANN because there is now good theoretical reason to believe that "deep" neural nets are more computationally efficient than "shallow" nets [Bengio, 2009] and (more importantly) that deep nets constitute better predictors because they are able to learn a more effective set of input parameters (called a "feature set" in machine learning parlance) than the inputs that are initially presented to the ANN [Hinton et al., 2006] . In our application, we use a two-hidden layer ANN since this is the shallowest deep network, that is, deep in the sense that it has more than one hidden layer. The number of neurons in each hidden layer was chosen somewhat arbitrarily, and no attempt has been made at either optimizing performance or producing the most parsimonious network possible.
In general, the first layer will reconstruct the input parameters into its own optimal set of features, and by choosing 10 neurons in this layer we force a data compression, that is, a reduction in the dimensionality of the system from 63 to 10. This is intuitively plausible since the 63 input parameters are not all independent, and in particular, the 60 point, 5 h time history of SYM-H can be reduced significantly by extracting only the relevant information, for example, one might look for features such as the extent and intensity of dips in SYM-H and their duration. For our example of density prediction, one might guess at the most important features and present those directly to the ANN inputs, but in the general case, we would not necessarily know which aspects of the input time series contain the most relevant information, and it is best to let the ANN construct its own optimal set of features in the first few layers. The second layer in our ANN contains 20 neurons, and it is in this layer that the optimal features are recombined to capture the physical behavior of our system. In principle, the deep ANN should not normally need more than two hidden layers, since this architecture should be able to approximate any smooth functional mapping (see illustration in Marsland [2009, section 3.3.3] ). In order to train the neural network, we divide our data into three sequential blocks: a training set containing 70% of the samples, a validation set containing 15% of the samples, and a test set containing the remaining 15% of the samples. The training set of points is used to train the ANN together with 5 h time series of SYM-H preceding each data point, and here we used the Levenberg-Marquardt algorithm to perform the training [Marsland, 2009] . The training of the ANN continues, and the RMS error between predicted and observed values is calculated at each time step for all three sets of points. There are a variety of ways to judge neural net "goodness," but the approach we take here is to focus on the generalizability of the network, so we continue training until the RMS error of the validation set of points stops improving for several consecutive time steps (here we arbitrarily choose 10 time steps). Note that the validation set of points is not involved in the training per se and is thus independent (except that it is involved in stopping of the training step). The test set of points is truly an independent set of samples and acts as a check on the generalizability of the ANN and its performance. Figure 2 shows the regression of ANN predictions versus the THEMIS observations for all three classes of data points and shows that the ANN has a correlation of 0.93 with the observations for the training, validation, and test data points, and further, that all three classes of points have roughly similar correlations so that the~0.93 level can be considered the general power of the ANN in making predictions. Another way to state this goodness of fit is with r 2 measure, and here we see that the ANN can "explain" (0.93 2 =) >86% of the variability of the observed data, which is considered to be excellent by the authors, especially given that this is an illustrative study and no attempt has been made at optimizing the predictive model. Figure 3 shows the distribution of the errors, that is, the differences between the ANN-predicted values compared to observed values and having an overall RMS value of~0.24. This translates to roughly a factor of INNER MAGNETOSPHERIC STATE PREDICTION 2427 0.24~1 .7, which is well within the factor of~2 error inherent in the method of obtaining density values from spacecraft potential [Li et al., 2010] .
Perhaps the most important aspect of the ANN is its ability to perform global, time-dependent specification and prediction. To demonstrate this capability, we choose a time period which contains a moderate storm and is completely out of sample from our training period, i.e., during March 2008. A few snapshots of the global evolution are shown in Figure 4 below, where the plasmasphere [e.g., Nishida, 1966; Lemaire and Gringuaz, 1998 ] is seen to be initially large and extended (particularly on the dayside) at the start of the event. As geomagnetic activity intensifies in 9 March 2008, the plasmasphere becomes smaller due to the erosion of its outer layers and extended on the dayside. In fact, the ANN is able to infer the existence of an elementary "plume" structure on the dayside (observed in the 09:35, 10:00, and 10:25) even though this structure is probably very poorly sampled in the data, and (by design) our model will only capture histories of 5 h or less, thereby neglecting long-lived plumes [Borovsky et al., 2014] .
Even a relatively simple model such as the one shown in Figure 4 is already of value and can be immediately deployed in conjunction with physical models or used in its own right to compare against physical models of the plasmasphere.
Summary and Discussion
The basic problem we set out to address in this paper was to find a method to reconstruct the global, timevarying distribution of some physical quantity Q that has been sparsely sampled at various locations within the magnetosphere and at different times. As an illustration, we chose the electron number density (inferred from spacecraft potential) measured by three THEMIS probes between 2008 and 2014 and used a simple, fully connected feedforward neural network with two hidden layers having sigmoidal activation functions and an output layer with a linear activation function to perform the reconstruction. The training was performed using the Levenberg-Marquardt algorithm and gave typical RMS errors of~1.7 and regression of >0.93, which is considered excellent. The main regressor was a time series of the SYM-H index, taken at a 5 min cadence for the 5 h preceding each observed data point, giving a time series containing 60 points.
A few important points should be made regarding our choice of model. While the ANN model described in section 2 is one possible archetype of a machine learning approach that could be used for the purposes of specifying and predicting the quantities of interest to us, it should be noted that there are many alternatives to "learning" subtle features in data (e.g., multiple linear regression, linear and nonlinear autoregressive models with exogenous inputs, support vector machines, regression trees, and hidden Markov Models). Although we believe that ANN and particularly ANN with deep architectures are particularly well suited to the problem at hand [Bengio, 2012] , there is nevertheless good evidence [Banko and Brill, 2001] showing that the quantity of data available for training, in fact, trumps the choice of model and that the worst performing model with a given quantity of data typically outperforms the best performing model, when the amount of training data is increased tenfold (this finding might be considered foundational for the recent popularity of "big data" or "data science"). Exploring different models and the effects of varying the quantity of training data should be an important continuation of the present work. Focusing on density alone, with the data we currently have in hand, it is entirely feasible to scale the data set used in our illustrative study by several times and extend the model to offequatorial latitudes (currently, this simple model is only equatorial, though it could be immediately extended with off-equatorial scaling functions such as presented by Denton et al. [2006] ).
We have chosen electron number density for our pilot study because this is a simple scalar quantity (as opposed to a vector magnetic field, for instance), and the physical processes controlling its behavior are more easily predictable than the subtle interplay that governs something like radiation belt dynamics, which is a delicate balance between source and loss processes [e.g., Reeves et al., 2003] . However, we emphasize that the electron density in our pilot study can be viewed as a placeholder for a number of other quantities, such as electron (and ion) fluxes at a range of energies of interest (e.g., from thermal to ultra-relativistic), a variety of waves (e.g., chorus, plasmaspheric hiss, electromagnetic ion cyclotron, magnetosonic, and possibly even ultralow frequency waves), and even background quantities such as the magnetic and electric fields.
Another point to note is that we have used a very simple predictor in our pilot study, namely, the SYM-H index (chosen here to follow the work of Huba and Sazykin [2014] ), which has proven to be remarkably powerful in being able to predict the number density distribution and evolution. It should, in principle, reflect all the geoeffective features in the solar wind that impinge upon the magnetosphere, has the added advantage that it is readily available, and does not contain data gaps, as compared to solar wind data, for example. Nevertheless, it would be important to explore the time series of various solar wind parameters as the regressor in future work, which could shed important insights into the physics governing the state of the inner magnetosphere. Since different physical quantities evolve on different timescales, different cadences and lengths of time history should also be explored (being ever mindful of the "curse of dimensionality"). For very long input time series, convolutional neural networks might prove advantageous, due to the inherent translational invariance properties they possess [Bengio, 2009] .
Finally, we make the point that statistical predictive techniques are not and could never be a substitute for physical modeling/understanding as suggested in recent reports [Anderson, 2008] . Models such as ANN perform well in regions that are densely sampled but generally do not perform well when making extrapolations. Physical models, on the other hand, should perform well in extrapolating from their typical operating domains, assuming that all the physical processes have been correctly represented. In the authors' opinion, the optimal use of machine learning techniques is in the so-called "insight discovery,"i.e., to discover any potentially important physical processes that may not have been included in the physics-based models, so that the physicsbased modeling could be used to predict and specify in situations that have not been previously encountered.
