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Abstract
We prove the existence of solutions of a cross-diffusion parabolic population
problem. The system of partial differential equations is deduced as the limit
equations satisfied by the densities corresponding to an interacting particles
system modeled by stochastic differential equations. According to the values
of the diffusion parameters related to the intra and inter-population repulsion
intensities, the system may be classified in terms of an associated matrix. For
proving the existence of solutions when the matrix is positive definite, we use
a fully discrete finite element approximation in a general functional setting.
If the matrix is only positive semi-definite, we use a regularization technique
based on a related cross-diffusion model under more restrictive functional
assumptions. We provide some numerical experiments demonstrating the
weak and strong segregation effects corresponding to both types of matrices.
Keywords: Cross-diffusion system, population dynamics, interacting
particles modeling, existence of solutions, finite element approximation,
numerical examples.
1. Introduction
The effects of spatial cross-diffusion on interacting population models
have been widely studied since Kerner [32] and Jorne´ [31] examined the
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linear cross-diffusion model
∂tui − ai1∆u1 − ai2∆u2 = (−1)i+1ui(αi − βiuj),
with non-negative self-diffusivities aii, and non-zero cross-diffusivities aij, for
i, j = 1, 2, i 6= j, and demonstrated that while self-diffusion tends to damp
out all spatial variations in the Lotka-Volterra system, cross-diffusion may
give rise to instabilities [42] and to non-constant stationary solutions.
First nonlinear cross-diffusion models seem to have been introduced by
Busenberg and Travis [10] (see also Gurtin and Pipkin [30] for a related
model), and Shigesada et al. [45] from different modeling points of view.
Shigesada et al. approach starts with the assumption of a single population
density evolution determined by a continuity equation
∂tu− div J(u) = u(α− βu), with J(u) = ∇((c+ au)u) + bu∇Φ. (1)
The divergence of the flow J is thus decomposed into three terms: a random
dispersal, c∆u, a dispersal caused by population pressure, a∆u2, and a drift
directed to the minima of the environmental potential Φ. Generalizing this
scalar equation to two populations they propose the system, for i = 1, 2,
∂tui − div Ji(u1, u2) = fi(u1, u2),
with
Ji(u1, u2) = ∇
(
(ci + ai1u1 + ai2u2)ui
)
+ biui∇Φ, (2)
and fi of the competitive Lotka-Volterra type. Disregarding the linear dis-
persals (c = ci = 0) representing a random contribution to the motion, the
nonlinear part of the flow J in Eq. 1 may be expressed in conservative form as
J(u) = uJ˜(u), with J˜ given by the potential J˜(u) = ∇(2au+ bΦ). However,
rewriting the flows (2) in a similar way leads to the more intricate expression
J˜i(u1, u2) =
(
2aiiui + aij
uj
ui
)∇ui + aij∇uj + bi∇Φ,
which, in general, can not be deduced from a potential. This fact has been
one of the main difficulties in finding appropriate conditions ensuring the
existence of solutions to the model proposed by Shigesada et al. (SKT model,
from now on), see [33, 18, 54, 38, 21, 22, 13, 4, 52, 20] and their references.
The generalization of the flow in (1) to several populations (with c =
b = 0) given by Busenberg and Travis [10] is perhaps more natural from the
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modeling point of view. They assume that the individual population flow Ji
is proportional to the gradient of a potential function, Ψ, that only depends
on the total population density U = u1 + u2,
Ji(u1, u2) = a
ui
U
∇Ψ(U).
Note that in this way the flow of U is still given in the form (1), with J(U) =
a∇Ψ(U) (and c = b = 0). Assuming the power law Ψ(s) = s2/2, we obtain
individual population flows given by
Ji(u1, u2) = aui∇U, (3)
as those introduced by Gurtin and Pipkin [30] and mathematically analyzed
by Bertsch et al. [7, 9].
In this article we propose a generalization of the Busenberg-Gurtin model
consisting on the assumption that the individual flows Ji depend, instead of
in the total population density u1+u2, in a general linear combination of both
population densities, possibly different for each population. As remarked in
[30], these weighted sums are motivated when considering a set of species with
different characteristics, such as size, behavior with respect to overcrowding,
etc. In addition, we also assume that the flows may contain environmental
and random effects, which altogether lead to the following form
Ji(u1, u2) = ui∇(ai1u1 + ai2u2 + biΦ) + ci∇ui,
which (for ci = 0) has a conservative form similar to that of the scalar case.
We shall refer to this model as the BT model.
Let us finally remark that cross-diffusion parabolic systems have been
used to model a variety of phenomena ranging from ecology [28, 50, 24, 20, 44,
1], to semiconductor theory [14, 16], granular materials [3, 23, 39] or turbulent
transport in plasmas [17], among others. Apart from global existence and
regularity results for the evolution problem, construction of traveling wave
solutions [53] or exact solutions [15] have been accomplished. For the steady
state problem, existence of non constant steady state solutions has been
proven in [37, 38]. Other interesting properties, such as pattern formation,
has been studied in [51, 26, 43, 27]. Finally, the numerical discretization has
received much attention, and several schemes have been proposed [21, 22, 4,
25, 2, 6].
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The article is organized as follows. In Section 2, for a better physical un-
derstanding of our model, we sketch a heuristic deduction based on stochastic
dynamics of particle systems. In Section 3 we give the precise assumptions on
the data problem and state the main results. In Section 4, we introduce the
approximated problems and perform some numerical experiments showing
the behavior of solutions under several choices of the parameters, including a
comparison between the SKT and the BT models. In Section 5, we prove the
theorems stated in Section 3 , finally, in Section 6 we present our conclusions.
2. Mathematical modeling
In recent years there has been a trend to the rigorous deduction of Eq. (1)
as the equation satisfied by the limit density distribution of suitable particle
stochastic systems of differential equations, see [40, 41, 49, 34] and their
references. We sketch here the formulation and the main ideas contained in
these works which allow us to deduce our model.
Consider a system of N = N1 + N2 interacting particles of two different
types described by their trajectories X iji : R+ → Rm, ji = 1, . . . , Ni, i = 1, 2
(stochastic processes). We take N1 = N2 = n to simplify the notation. The
Lagrangian approach to the description of the system is based on specifying
suitable interacting laws among particles in such a way that their trajecto-
ries are determined by solving the following stochastic system of ordinary
differential equations (SDE)
dX ij(t) = F
i
j (X
1
1 (t), . . . , X
1
n(t), X
2
1 (t), . . . , X
2
n(t))dt+ σ
i
ndW
i
j (t), (4)
together with some initialization of the processes X ij(0) = X
i
j0, j = 1, . . . , n,
i = 1, 2. Functions F ij : R
2n → Rm describe deterministic interactions
among particles while the constants σiN are the intensities of random dis-
persal, due to a variety of factors, described by the Brownian motions W ij ,
with {W i1, . . . ,W in}, i = 1, 2, two families of independent standard Wiener
processes valued in Rm.
The individual particles state may be modeled as positive Radon measures
ǫXij(t)(B) =
{
1 if X ij(t) ∈ B
0 if X ij(t) /∈ B for all B ∈ B(R
m),
where B(Rm) denotes the Borel σ−algebra generated by open sets in Rm,
while the collective behavior of the discrete system may be given in terms of
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the spatial distribution of particles at time t, expressed through the empirical
measures
uin(t) =
1
n
n∑
j=1
ǫXij(t) ∈M(Rm), (5)
which give the spatial relative frequency of particles of the i-th population,
at time t. Introducing, for ε > 0, a regularization-scaling kernel ζε(·) =
ε−mζ(·/ε), with ζ ∈ C∞0 (Rm), ζ ≥ 0 and
∫
ζ = 1, we may assume that the
force exerted on the j-th single particle of the i-th population located at
X ij(t) due to the interaction with all the other particles is given by
I ij =
2∑
k=1
aik
n
n∑
l=1
ζε(X
i
j(t)−Xkl (t)),
which may be expressed, using the convolution product, as
I ij =
2∑
k=1
aik(u
k
n(t) ∗ ζε)(X ij(t)).
Here, the non-negative coefficients aik represent the repulsion, pressure or
compression intensity of inter- and intra-specific types, while parameter ε
determines the type of interaction: macro, micro or mesoscale, see [40]. The
Lagrangian description of the dynamics of our system of interacting particles
(4) may be rewritten in terms of the empirical measures as
dX ij(t) = F
i[u1n(t), u
2
n(t)](X
i
j(t))dt+ σ
i
ndW
i
j (t), j = 1, . . . , n. (6)
We distinguish two kinds of deterministic interactions assuming F i = F i1+F
i
2,
with F i1 a repulsive interaction between particles given as
F i1[u
1
n(t), u
2
n(t)](X
i
j(t)) = −∇I ij = −
2∑
k=1
aik(u
k
n(t) ∗ ∇ζε)(X ij(t)),
and F2 a local force, independent of the scaling parameter, derived from a
potential Φ : Rm → R
F2[u
1
n(t), u
2
n(t)](X
i
j(t)) = bi∇Φ(X ij(t)),
with bi ∈ R. Finally, with respect to the stochastic part of system (6), we
assume
lim
n→∞
σin = σi ≥ 0.
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Observe that, in some contexts, σin stands for the mean free path, i.e., the
average distance covered by a moving particle between successive collisions.
Therefore, the sequence σin > 0 should be decreasing with respect to n, and
a vanishing limit σi must not be discarded.
2.1. The Euler description
A fundamental tool in the derivation of the Eulerian model corresponding
to the Lagrangian description (6) is Ito’s formula for the time evolution of
any smooth scalar function f(X ij(t), t). Introducing the notation
〈µ, g〉 =
∫
g(s) dµ(s),
for the duality M(Rm)× C0(Rm), we deduce for i = 1, 2
〈
uin(t), f(·, t)
〉
=
1
n
n∑
j=1
f(X ij(t), t) =
〈
uin(0), f(·, 0)
〉
(7)
−
2∑
k=1
aik
∫ t
0
〈
uin(s), (u
k
n(s) ∗ ∇ζε)(·)∇f(·, s)
〉
ds
+bi
∫ t
0
〈
uin(s),∇Φ · ∇f(·, s)
〉
ds
+
∫ t
0
〈
uin(s),
∂
∂s
f(·, s) + 1
2
(σin)
2∆f(·, s)
〉
ds
+
σin
n
n∑
j=1
∫ t
0
∇f(X ij(s), s) · dW ij (s).
The last term of this identity
M in(f, t) =
σin
n
n∑
j=1
∫ t
0
∇f(X ij(s), s) · dW ij (s)
is the only explicit source of stochasticity in the equation and shows how,
when the number of particles n is large but still finite, also from the Eulerian
point of view the system keeps the stochasticity which characterizes each
individual. However, Doobs inequality [19] implies that M in(f, t) → 0 as
n → ∞ in probability, for any f ∈ L∞(0, T ;W 1,∞(Rm)). In other words,
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the Eulerian description becomes deterministic when the size of the particle
system tends to infinity.
Now assume that uin(t) tends, as n → ∞, to a deterministic process
ui∞(t) which may be represented by a density function ui with respect to the
Lebesgue measure on Rm so that, for any t > 0
lim
n→∞
〈
uin(t), f(·, t)
〉
=
〈
ui∞(t), f(·, t)
〉
=
∫
Rm
f(x, t)ui(x, t)dx.
Then, in the limit n → ∞ we formally obtain from (7) (see [11, 34] for the
rigorous deduction of this limit)
∫
Rm
f(x, t)ui(x, t)dx =
∫
Rm
f(x, 0)ui(x, 0)dx
−
2∑
k=1
aik
∫ t
0
∫
Rm
ui(x, s)∇uk(x, s) · ∇f(x, s)dxds
+bi
∫ t
0
∫
Rm
ui(x, s)∇Φ(x) · ∇f(x, s)dxds
+
∫ t
0
∫
Rm
ui(x, s)
( ∂
∂s
f(x, s) +
1
2
σ2i∆f(x, s)
)
dxds,
which may be recognized as a weak formulation of the following Cauchy PDE
problem for the unknowns ui : R
m × R+ → [0, 1]
∂tui − div
(
ui(ai1∇u1 + ai2∇u2 − bi∇Φ)
)− ci∆ui = 0 in Rm × R+, (8)
for initial data ui(·, 0) = ui0 in Rm, and ci = σ2i /2.
Let us, finally, remark that the deduction of the Cauchy problem (8) is not
easily extended to boundary value problems. In which respects to the non-
flow boundary conditions studied in the next section, the corresponding SDE
system seem to be the so-called Skorohod or reflecting boundary (stochastic)
problem, in which particles are reflected in some prescribed direction when
hitting the boundary. Although there exists an abundant literature on this
problem, see for instance [36, 48, 47] and their references, to the knowledge
of the authors there is not a rigorous deduction of a PDE problem satisfied
by the corresponding limit density.
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3. Assumptions and main results
Inspired by the problem deduced in the previous section, we set the
following one: Given a fixed T > 0 and a bounded set Ω ⊂ Rm, find
ui : Ω× (0, T )→ R such that, for i = 1, 2,
∂tui − div Ji(u1, u2) = fi(u1, u2) in QT = Ω× (0, T ), (9)
Ji(u1, u2) · n = 0 on ΓT = ∂Ω× (0, T ), (10)
ui(·, 0) = ui0 in Ω, (11)
with flow and competitive Lotka-Volterra functions given by
Ji(u1, u2) = ui
(
ai1∇u1 + ai2∇u2 + biq
)
+ ci∇ui, (12)
fi(u1, u2) = ui
(
αi − βi1u1 − βi2u2
)
, (13)
where the coefficients aij, ci, bi, αi, βij , i, j = 1, 2 are assumed to be func-
tions, and not merely constants. Observe that we also replaced the potential
field ∇Φ of the model derived in the previous section by a general field q. We
make the following hypothesis on the data, which we shall refer to as (H):
1. Ω ⊂ Rm (m = 1, 2 or 3) is a bounded set with Lipschitz continuous
boundary ∂Ω.
2. For i, j = 1, 2, the coefficients aij , ci, αi, βij ∈ L∞(QT ) are non-
negative a.e. in QT , and bi ∈ L∞(QT ). Besides, there exists a constant
a0 > 0 such that
4a11a22 − (a12 + a21)2 > a0 a.e. in QT . (14)
3. The drift function satisfies q ∈ (L2(QT ))m.
4. The initial data are non-negative and satisfy ui0 ∈ L∞(Ω), i = 1, 2.
Notice that condition (14) implies the following ellipticity condition on
the matrix A = (aij)
2
i,j=1:
ξTA ξ ≥ a0‖ξ‖2 a.e. in QT and for all ξ ∈ R2. (15)
Theorem 1. Let T > 0 and assume (H). Then problem (9)-(11) has a weak
solution (u1, u2) satisfying ui ≥ 0 in QT and
ui ∈ L2(0, T ;H1(Ω)) ∩ Lr(QT ) ∩W 1,p(0, T ; (W 1,p′(Ω))′), i = 1, 2,
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where p = (2m + 2)/(2m + 1), r = 2(m + 1)/m and p′ = 2(m + 1), in the
sense that for all ϕ ∈ Lp′(0, T ;W 1,p′(Ω)), i = 1, 2,
∫ T
0
< ∂tui, ϕ > +
∫
QT
Ji(u1, u2) · ∇ϕ =
∫
QT
fi(u1, u2)ϕ, (16)
with < ·, · > denoting the duality product between W 1,p′(Ω) and its dual
(W 1,p
′
(Ω))′.
As in [22] (for m = 1) and in Chen and Ju¨ngel [13] (for m ≤ 3), the main
tool for the analysis of problem (9)-(11) is the use of the entropy functional
E(t) =
2∑
i=1
∫
Ω
F (ui(·, t)) ≥ 0, with F (s) = s(ln s− 1) + 1, (17)
which allows us to deduce formally the identity
E(t) +
∫
Qt
( 2∑
i=1
(aii|∇ui|2 + 2ci|∇√ui|2) + (a12 + a21)∇u1 · ∇u2
)
= E(0) +
∫
Qt
2∑
i=1
(
− bi q · ∇ui + fi(u1, u2) ln ui
)
,
by using F ′(ui) = ln ui as a test function in the weak formulation of (9)-
(11). From assumptions (H) and, specially, bound (14), one easily obtains
the entropy inequality
E(t) + a0
∫
Qt
(|∇u1|2 + |∇u2|2) ≤ (E(0) + C1) eC2t, (18)
providing the key L2(0, T ;H1(Ω)) estimate of u1 and u2 which allows to
prove Theorem 1. Thus, bound (14) provides a sufficient condition on the
diffusion operator to prove the existence of solutions of problem (9)-(11)
under conditions (H). However, these conditions are not necessary, as the
following result shows. First, we state the precise assumptions to treat this
degenerate case, to which we refer to as (H’):
1. The boundary ∂Ω is H2 (Ho¨lder continuous with exponent 2).
2. aij = a, bi = b, ci = c, fi(s1, s2) = si(α−β(s1+s2)) for some constants
a, b, c, α, β such that a > 0 and c, α, β ≥ 0.
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3. The drift function satisfies q ∈ (L∞(QT ))m, div q ∈ L∞(QT ).
4. u0 = u10 + u20 ∈ H2(Ω), with u0 > u˜, for some constant u˜ > 0, and(
au0∇u0 + bqu0 + c∇u0
) · n = 0 on ∂Ω (compatibility condition).
Under assumptions (H’), the equation satisfied by ui, for i = 1, 2, is
∂tui − div
(
aui∇(u1 + u2) + bqui + c∇ui
)
= ui(α− β(u1 + u2)), (19)
which is closely related to the model introduced by Gurtin and Pipkin [30].
An important case included in assumptions (H’) is the contact inhibition
problem arising in tumor modeling, see for instance Chaplain et al. [12], i.e.
that in which the initial data, describing the spatial distribution of normal
and tumor tissue, satisfy {u10 > 0} ∩ {u20 > 0} = ∅. This free boundary
problem was mathematically analyzed by Bertsch et al. for one [7] and several
spatial dimensions [9] by using regular Lagrangian flow techniques. However,
our approach is different and more general in some aspects, like that of the
data regularity assumptions or the consideration of a drift term.
Theorem 2. Let T > 0 and assume (H’). Then problem (9)-(11) has a weak
solution (u1, u2) such that
ui ∈ L∞(QT ) ∩H1(0, T ; (H1(Ω))′), u1 + u2 ∈ L2(0, T ;H2(Ω))
and an identity similar to (16) is satisfied for all ϕ ∈ L2(0, T ;H1(Ω)).
We finish this section by showing some connections between the Shigesada
et al. model (SKT) and the Busenberg and Travis model (BT) studied in
this article. Let
JBTi (u1, u2) = ui(ai1∇u1 + ai2∇u2), JSKTi (u1, u2) = ∇
(
ui(ai1u1 + ai2u2)
)
,
(20)
be the nonlinear diffusive flows corresponding to the BT (12), and SKT (2)
models, respectively. First, we observe that
JSKTi (u1, u2) = J
BT
i (u1, u2) + (ai1u1 + ai2u2)∇ui,
indicating that the support of diffusion for JSKTi is, at least, equal to that
of JBTi , and explaining the smoother behavior of solutions corresponding to
JSKTi observed in the numerical experiments. We may approximate J
BT
i by
introducing the perturbation
JBT,δi (u1, u2) = J
BT
i (u1, u2) +
δ
2
JSKTi (u1, u2), (21)
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for some δ > 0. Although JBT,δi can not be recast in the same functional
form as JSKTi , the diffusion matrices corresponding to both flows share an
important property, e.g. both give rise to a positive definite matrix once the
change of unknowns ui = exp(wi) is introduced. Being this idea the main
ingredient introduced in [22] for the proof of existence of solutions of the SKT
model, we may follow the steps given in Chen and Ju¨ngel [13] for proving the
existence of solutions (u
(δ)
1 , u
(δ)
2 ) corresponding to the problem with nonlinear
flow JBT,δi and, after obtaining suitable a priori estimates, pass to the limit
δ → 0 to deduce the existence of solutions of problem (9)-(11) according
to conditions (H) or (H’). Although we have followed this approach for the
proof of Theorem 2, we have preferred to use a direct technique to prove
Theorem 1 by adapting the Finite Element Method employed by Barrett
and Blowey [4] which provides a convergent fully discrete numerical scheme
for our numerical experiments.
4. Approximated problems and numerical experiments
In this section we describe the regularized problems and the discretization
employed to perform the numerical experiments. For approximating problem
(9)-(11) under conditions (H) we adapted the FEM technique used in [4].
This FEM approach is also used to discretize the SKT model, i.e. problem
(9)-(11) with JBTi replaced by J
SKT
i , see (20), for comparison purposes. In
Experiments 1 and 2, we show these comparisons for data problem taken
from [21]. In general terms, the qualitative behavior of solutions is similar,
although we may observe that model BT produces less regular solutions than
model SKT. Although we lack of a rigorous proof, it seems that solutions of
the BT model generate spatial niches.
For approximating problem (9)-(11) under conditions (H’) we proceed
as mentioned in the previous section. We first replace JBTi by J
BT,δ
i , see
(21), which has similar structural properties than the flow of the SKT model.
Then, we use the same approach as that under conditions (H), and inspect the
behavior of solutions when δ → 0. In Experiments 3 and 4 we present results
related to the contact inhibition problem. The most interesting phenomenon
is the development of discontinuities of (u
(δ)
1 , u
(δ)
2 ) in the contact point as δ →
0, indicating a parabolic-hyperbolic transition in the behavior of solutions,
as already noticed in [7].
Since the numerical scheme is common for the three nonlinear diffusion
11
flows under study, we describe it for the general flow
JGi (u1, u2,∇u1,∇u2) = JDi (u1, u2) + biuiq + ci∇ui, (22)
with D = BT, SKT or D = BT, δ. For the numerical experiments, we have
chosen constant coefficients for both the flow and the Lotka-Volterra terms
and an affine environmental field q. However, general L∞(QT ) coefficients
and L2(QT ) environmental field may be also considered. For the time dis-
cretization, we take in the experiments a uniform partition of [0, T ] of time
step τ . For t = t0 = 0, set u
0
εi = u
0
i . Then, for n ≥ 1 find unεi such that for
i = 1, 2,
1
τ
(
unεi − un−1εi , χ)h +
(
JGi (Λε(u
n
ε1),Λε(u
n
ε2),∇unε1,∇unε2),∇χ
)h
=
=
(
αiu
n
εi − λε(unεi)(βi1λε(un−1ε1 ) + βi2λε(un−1ε2 )), χ
)h
,
(23)
for every χ ∈ Sh, the finite element space of piecewise P1-elements. Here,
(·, ·)h stands for a discrete semi-inner product on C(Ω). The parameter ε > 0
makes reference to the regularization introduced by functions λε and Λε,
which converge to the identity as ε→ 0. See the Appendix for details
Since (23) is a nonlinear algebraic problem, we use a fixed point argument
to approximate its solution, (unε1, u
n
ε2), at each time slice t = tn, from the
previous approximation un−1εi . Let u
n,0
εi = u
n−1
εi . Then, for k ≥ 1 the problem
is to find un,kεi such that for i = 1, 2, and for all χ ∈ Sh
1
τ
(
un,kεi − un−1εi , χ)h +
(
JGi (Λε(u
n,k−1
ε1 ),Λε(u
n,k−1
ε2 ),∇un,kε1 ,∇un,kε2 ),∇χ
)h
=
=
(
αiu
n,k
εi − λε(un,k−1εi )(βi1λε(un−1ε1 ) + βi2λε(un−1ε2 )), χ
)h
.
We use the stopping criteria maxi=1,2 ‖un,kε,i − un,k−1ε,i ‖∞ < tol, for values of
tol chosen empirically, and set uni = u
n,k
i . In some of the experiments we
integrate in time until a numerical stationary solution, uSi , is achieved. This
is determined by maxi=1,2 ‖un,1ε,i − un,0ε,i ‖∞ < tolS, where tolS is chosen also
empirically. Finally, for the spatial discretization we take a uniform partition
of the interval Ω in M subintervals.
Experiment 1. We compare graphically the phenomenon of segregation of
populations arising from the Shigesada et al. model (2), and from the model
studied in this article (9)-(11). To do this we use Example (c) of [21] in which
12
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Figure 1: Experiment 1. Numerical results for several values of b1 using Shigesada
et al. model (left panel) and the model studied in this article (right panel).
an implicit finite differences method was used to compute the approximated
solution, see also [4, 25] for the same experiment reproduced with alternative
methods. The parameters are fixed as follows: Ω = (0, 3), aij = 1, ci = 1,
i, j = 1, 2, b2 = 1 and b1 = 4, 8, 20, 40. The initial data is constant, ui0 = 10,
for i = 1, 2, and the environmental field is given by q(x) = −3(x− 0.5). For
the Shigesada et al. model we take M = 301 and τ = 10−3, as in [21].
However, the convergence properties of problem (9)-(11) lead us to choose
values of M and τ in the range 301 − 1001 and 10−5 − 10−3, respectively,
depending on the b1 values. For both models we take tolerances tol ∼ 10−7
and tolS ≤ 5× 10−8.
In Fig. 1 we plot the approximate steady state solution for both models.
Labels on curves give the corresponding b1 value. We observe a stronger
segregation effect in the model studied in this article compared to the model
of Shigesada et al., although they behave similarly from a qualitative point
of view. The loss of regularity of solutions when one of them vanishes is also
observed. To check this fact more clearly, we run an experiment for the same
data as above but: a11 = 4, a12 = 0, a21 = 3.9, a22 = 1, bi = di = 0, for
i = 1, 2. Observe that matrix (aij) satisfies the positiveness condition (14).
A transient state of the solution is shown in the right panel of Fig. 6.
From the mathematical and numerical point of view, the most interest-
ing situation of problem (9)-(11) is that of the degenerate case covered by
assumptions (H’), i.e. when aij = a > 0 and, therefore, matrix (aij) is
only semi-definite positive. In this particular case, the following property
holds. Let (u
(δ)
1 , u
(δ)
2 ) be a solution of problem (9)-(11) with Ji replaced by
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Figure 2: Experiment 2. The case of semi-definite positive matrix (aij)
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Figure 3: Experiment 2. Regularizing parameter δ = 0.001.
JBT,δi , see (21), to which we refer to as Problem (P)δ, and assume (H’). Then
u = u
(δ)
1 + u
(δ)
2 solves
∂tu− div J (δ)(u) = f(u) in QT = Ω× (0, T ), (24)
J (δ)(u) · n = 0 on ΓT = ∂Ω × (0, T ), (25)
u(·, 0) = u10 + u20 in Ω, (26)
for J (δ)(u) = (a + δ)u∇u + bqu + c∇u and f(u) = u(α − βu), which is a
uniformly parabolic problem in view of (H’).
In the following experiments we take, unless otherwise stated, Ω = (0, 1),
bi = ci = 0, and ui0 = exp((x − xi)2/0.001), fi = 0 for i = 1, 2, with
x1 = 0.4 and x2 = 0.6. We chose a larger tolerance parameter for the fixed
point algorithm than in the previous experiment, tol = 10−4, in view of the
slow convergence observed for the discretization parameters M = 1001 and
τ = 10−5. Although the initial data do not satisfy condition (H’)4, this
does not seem to affect the convergence or stability of the algorithm for the
different cases under study.
Experiment 2. We run experiments for solving problem (9)-(11) with coeffi-
cients aij = 1, for i, j = 1, 2, and the corresponding regularized version given
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Figure 4: Experiment 2. Zoom into the supports intersection region.
by Problem (P)δ. We set the final time to 0.17 and investigate the behavior
of solutions during the transient state.
Due to diffusion, after a while the supports of ui intersect with each
other at one point. In this moment, an important qualitative difference
arises between the solutions of the degenerate and the regularized problems.
For ε = 0, no mixture of populations is observed at subsequent times, and a
steep gradient or discontinuity is formed at the so-called contact inhibition
point. Numerical instabilities are clearly seen around this point, see Fig. 2.
However, since u1+u2 is a solution of problem (24)-(26) and therefore smooth
and non-negative (Barenblatt type, see Theorem 2) these instabilities must
remain bounded.
In Fig. 3 we plot the solution of problem (P)δ, for δ = 0.001, approximat-
ing the solution of the degenerate problem shown in Figure 2. As it can be
seen, instabilities do not arise (at the scale of the plot) for this regularized
problem. We also observe that the components of the solution mixes in an
interval of δ−dependent length.
Finally, in Fig. 4 we show a zoom of the solutions of problem (9)-(11) and
problems (P)δ, for several choices of δ, around the intersection point x = 0.5.
As suggested by estimate (51) (with c = 0), the square of the L2 norm of the
gradient of the solutions seems to be proportional to, and not just bounded
by, 1/δ.
Experiment 3. In this experiment, we look at the question (Q2) stated in
[8], in which the invasion of one population (mutated abnormal cells) over
an initially dominant population (normal cell) is produced. The initial data
is taken as u10(x) = 0.1 exp((x − xi)2/0.001) and u20 = 1− u10. The Lotka-
Volterra competitive term is taken of the usual form (13), with α1 = α2 = 1,
β11 = β12 = 1 and β21 = β22 = 2. In Fig. 6 we show the initial distributions
and two instants of the transient state, in which the pressure exerted by the
15
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Figure 5: Experiment 3. Evolution of the invasion.
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Figure 6: Experiments 4-6. Transient state profiles of solutions corresponding to:
left: d1 = 1, d2 = 10, center: a11 = a12 = 3, a21 = a22 = 1, right: a11 = 4, a12 =
0, a21 = 3.9, a22 = 1.
mutant population drives the system to a change of equilibrium. The steady
state, not shown in the figure, is of extinction of the normal cells.
Experiment 4. In the following simulations we investigate other parameter
ranges out of those stated in (H’). We take the same parameters than in
Experiment 2 but
1. Changing matrix (aij) to a11 = a12 = 3, a21 = a22 = 1, so still positive
semi-definite. We may see a transient state of the solution in the left
panel of Fig. 6.
2. Changing the transport coefficients to d1 = 1 and d2 = 10, and setting
q(x) = −3(x − 0.5). A transient state is plotted in the center panel of
Fig. 6.
As we see, both set of parameters produce continuous solutions with discon-
tinuous gradients at the contact inhibition point. This, again, suggests that
our conditions (H’) are not optimal. In particular, a solution to the case 1.
may be constructed by using Lagrangian coordinates, see [7].
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5. Proofs of the theorems
5.1. Proof of Theorem 1
To make the entropy inequality (18) rigorous one has to go through a
regularization procedure. We use the approach introduced by Barrett and
Blowey [4], even though alternative approaches are also possible, see Chen
and Ju¨ngel [13]. Although the results in [13, 4] can not be directly applied
to prove Theorem 1, we use similar techniques in its proof. For the sake of
completeness, we replicate some of the arguments used in [4], showing how
they adapt to problem (9)-(11) under assumptions (H).
Let ε ∈ (0, 1) and consider Fε : R→ [0,∞) given by
Fε(s) :=


s2−ε2
2ε
+ s(ln ε− 1) + 1 if s ≤ ε,
s(ln s− 1) + 1 if ε ≤ s ≤ ε−1,
ε(s2−ε−2)
2
+ s(ln ε−1 − 1) + 1 if ε−1 ≤ s.
(27)
Notice that function F given in (17) is defined in [0,∞), whereas Fε is defined
in the whole real line, R. Besides, Fε ∈ C2,1(R), so we may as well define the
Ho¨lder continuous function
λε(s) := 1/F
′′
ε (s). (28)
The corresponding regularized version of problem (9)-(11) reads: For i = 1, 2,
find uεi : QT → R such that
∂tuεi − div Jεi(uε1, uε2) = fεi(uε1, uε2) in QT , (29)
Jεi(uε1, uε2) · n = 0 on ΓT , (30)
uεi(·, 0) = ui0 in Ω, (31)
with regularized flow and competitive Lotka-Volterra functions given by
Jεi(v1, v2) = λε(vi)
(
ai1∇v1 + ai2∇v2 + biq) + ci∇vi, (32)
fεi(v1, v2) = αivi −
(
βi1λε(v1) + βi2λε(v2)
)
λε(vi). (33)
5.1.1. Finite element approximation
We consider a fully discrete approximation using finite elements in space
and backward finite differences in time. We consider a quasi-uniform family
of meshes of Ω (polygonal), {Th}h, composed by right-angled tetrahedra,
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with parameter h representing its diameter. We introduce the finite element
space of piecewise P1-elements:
Sh = {χ ∈ C(Ω); χ|K ∈ P1 for all K ∈ Th}.
The Lagrange interpolation operator is denoted by Πh : C(Ω)→ Sh. We also
introduce the discrete semi-inner product on C(Ω) and its induced discrete
seminorm:
(η1, η2)
h =
∫
Ω
Πh(η1η2), |η|h =
√
(η, η)h.
Finally, Qh : L2(Ω)→ Sh stands for the L2(Ω)-projection.
For each ε ∈ (0, 1) we consider the construction of the linear operator Λε :
Sh → L∞(Ω)m×m given in [4, 29] which, for all zh ∈ Sh and a.e. in Ω, has a
symmetric and positive image Λεz
h, and satisfies (Λεz
h)∇Πh(F ′ε(zh)) = ∇zh.
Then, due to the right angled constraint requirement, the following bound
holds
|∇Πhλε(χ)|21 ≤ (∇χ,∇Πhλε(χ)) for all χ ∈ Sh. (34)
For the time discretization, we take a possibly non-uniform partition of
[0, T ] in N subintervals: 0 = t0 < t1 < . . . < tN−1 < tN = T . We denote the
time steps by τn = tn − tn−1 (n = 1, . . . , N), and τ = maxn=1,··· ,N τn.
For the discrete problem we need more regularity on the coefficients
than that assumed in (H). Therefore, we introduce sequences of nonnega-
tive functions aσij , c
σ
i , α
σ
i , β
σ
ij ∈ P1([0, T ]; C(Ω¯)), as well as functions bσi ∈
P1([0, T ]; C(Ω¯)) and qσ ∈ (P1([0, T ]; C(Ω¯)))m for σ > 0, such that, as σ → 0,
aσij → aij , bσi → bi, cσi → ci, ασi → αi, βσij → βij strongly in L∞(QT ),
qσ → q strongly in (L2(QT ))m,
and satisfying (14) uniformly in σ (i.e. with a0 a constant independent of σ).
We use the following notation for the time-space discretization of coefficients:
aσnij = Π
h(aσij(·, tn)), qσn = (Πh(qσ1 (·, tn)), . . . ,Πh(qσm(·, tn))), etc.
Finally, we collect here some restrictions on the discretization-regularization
parameters that we shall use in this section:
ε ∈ (0, e−2), h > 0, σ > 0, ωτ ≤ 1− δ < 1, for some δ > 0 (35)
with ω = maxi=1,2{2‖αi‖L∞(QT ) + ‖βi1‖L∞(QT ) + ‖βi2‖L∞(QT )}.
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5.1.2. The discrete problem
In this subsection we prove the existence of solutions of the fully discrete
problem corresponding to problem (29)-(31) and deduce uniform estimates
on the solutions which will allow us to pass to the limit in the discretization-
regularization problem to obtain a solution of the continuous problem. Along
this subsection we omit the superindex σ in the unknowns for clarity in the
notation.
Lemma 1. Assume (35) and let, for n ≥ 1, un−1εi ∈ Sh, being u0εi := Qhui0.
Then, there exists unεi ∈ Sh solution of the n-th step of the fully discrete
problem
(unεi − un−1εi
τn
, χ)h + (Λε(u
n
εi)
(
aσni1 ∇unε1 + aσni2 ∇unε2 + bσni qσn
)
+ cσni ∇unεi,∇χ)h =
= (ασni u
n
εi − λε(unεi)
(
βσni1 λε(u
n−1
ε1 ) + β
σn
i2 λε(u
n−1
ε2 )
)
, χ)h,
(36)
for every χ ∈ Sh, and satisfying, for a constant C independent of ε, h, τ and
σ,
max
n=1,...,N
( 2∑
i=1
(Fε(u
n
εi), 1)
h + ε−1|Πh[unεi]−|20 + |unεi|0,1
)
+ a0
N∑
n=1
τn
2∑
i=1
||unεi||21 ≤ C,
and, for r = 2(m+ 1)/m and p = 2(m+ 1)/(2m+ 1),
N∑
n=1
τn
2∑
i=1
(
|Λε(unεi)|r0,r + |Πh(λǫ(unεi))|r0,r + |unε,i|r0,r + |λε(unεi)|r0,r
+||G(u
n
εi − un−1εi
τn
)||p1,p
)
≤ C.
Proof of Lemma 1. We split the proof into three steps.
Step 1. We prove the existence of solutions of the discrete problem with a
proof by contradiction. Let us define A ≡ (A1, A2) : Sh × Sh → Sh × Sh by
(Ai(v1, v2), χ)
h = (vi − un−1εi , χ)h + τn (Λε(vi)
(
aσni1 ∇v1 + aσni2 ∇v2 + bσni qσn
)
,∇χ)h
+τn(c
σn
i ∇vi,∇χ)h − τn (ασni vi − λε(vi)
(
βσni1 λε(u
n−1
ε1 ) + β
σn
i2 λε(u
n−1
ε2 )
)
, χ)h,
(37)
for every χ ∈ Sh. Then, the n-th step of the fully discrete problem, (36),
consists of finding unεi ∈ Sh (i = 1, 2) such that
A(unε1, unε2) = (0, 0). (38)
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Suppose a solution does not exist and let R > 0 be such that
2∑
i=1
|Ai(v1, v2)| > 0 for all (v1, v2) ∈ ShR = {(v1, v2) ∈ Sh×Sh; |v1|2h+|v2|2h ≤ R2}.
Consider the function B = (B1, B2) : S
h
R → ShR given by
Bi(v1, v2) := −RAi(v1, v2)
( 2∑
j=1
|Aj(v1, v2)|2h
)−1/2
.
We have: (i) ShR is a convex a compact subset of S
h×Sh, (ii) B is continuous
in ShR, since A|ShR is well defined and continuous, and (iii) B(ShR) ⊂ ShR. Then,
Brouwer’s fixed-point theorem guarantees the existence of (w1, w2) ∈ ShR such
that B(w1, w2) = (w1, w2) which, in particular, satisfies |w1|2h + |w2|2h = R2.
Taking v1 = w1, v2 = w2 and χ = Π
hF ′ε(wi) in (37), we obtain, using our
assumption (35) on τ ,
2∑
i=1
(Ai(w1, w2),Π
hF ′ε(wi))
h ≥ ε
4
R2 − C, (39)
with C a constant independent of ε, R, w1 and w2. Then, for R > 0 large
enough, the following contradiction arises: On one hand, by (39) and using
that (w1, w2) is a fixed point of B, we obtain
2∑
i=1
(wi, F
′
ε(wi))
h ≤ −R (ε
4
R2 − C)(
2∑
j=1
|Aj(w1, w2)|2h
)−1/2
< 0.
On the other hand, by standard properties of function Fε, we deduce
2∑
i=1
(wi, F
′
ε(wi))
h ≥
2∑
i=1
(
(Fε(wi)− Fε(0), 1)h + ε
2
|wi|2h
)
≥ −2|Ω|+ ε
2
R2 > 0.
Step 2. We now pass to the proof of the first estimate of Lemma 1. Taking
χ = ΠhF ′ε(u
n
εi) in (36) and summing over i = 1, 2 we deduce
2∑
i=1
(1−ωτn) (Fε(unεi), 1)h+
a0τn
2
2∑
i=1
|unεi|21 ≤ (1+τn)
2∑
i=1
(Fε(u
n−1
εi ), 1)
h+C τn,
20
from where we obtain
(1−ωτn)
2∑
i=1
(Fε(u
n
εi), 1)
h ≤
n−1∑
j=1
2∑
i=1
(τj+1+ωτj)(Fε(u
j
εi), 1)
h+
2∑
i=1
(Fε(u
0
εi), 1)
h+T C.
By (35) and the discrete Gronwall’s lemma, we get
max
n=1,...,N
2∑
i=1
(Fε(u
n
εi), 1)
h ≤ 1
δ
(
1+T (1+ω)e(1+ω)T
)( 2∑
i=1
(Fε(u
0
εi), 1)
h (τ+1)+T C
)
.
(40)
Similarly, choosing χ = 1 as test function in (36), leads to
max
n=1,...,N
(unεi, 1)
h ≤ 1
δ
(
1 +
ωT
δ
e
ωT
δ
)
(u0εi, 1)
h. (41)
Since |unεi|0,1 ≤ (unεi, 1)h+2 |Πh[unεi]−|0,1, and |Πh[unεi]−|0,1 ≤ C ε1/2 (Fε(unεi), 1)h,
we also obtain, using (40), (41) and standard properties of function Fε,
max
n=1,...,N
|unεi|0,1 + ε−1|Πh[unεi]−|20,1 ≤ C. (42)
Step 3. We finish the proof of the lemma proving the last estimate. Using
the properties of the mapping of the reference element onto an element K ∈
Th as well as Sobolev embedding theorem (for r = 2(m+ 1)/m), we obtain
|Λε(unεi)|r0,r ≤ C
∑
K∈Th
∫
K
1 |Πhλε(unεi)|r0,∞,K ≤ C |Πhλε(unεi)|r0,r,Ω
≤ C |Πhλε(unεi)|r−20,1 ||Πhλε(unεi)|21.
By Poincare´ inequality and (34), ||Πhλε(unεi)||21 ≤ C (|Πhλε(unεi)|20,1 + |unεi|21).
Besides,
|Πhλε(unεi)|0,1 ≤ ε
∫
Ω
1 + |unεi|0,1.
Therefore, |Λε(unεi)|r0,r ≤ C (1 + |unεi|21). Moreover,
|Πhλε(unεi)|r0,r + |λε(unεi)|r0,r ≤ C (1 + |unεi|r0,r).
Using |unεi|r0,r ≤ C ||unεi||21, we deduce
|Πhλε(unεi)|r0,r + |λε(unεi)|r0,r ≤ C (1 + ||unεi||21).
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Finally, let G : (W 1,p′(Ω))′ →W 1,p(Ω) be given by
∫
Ω
(∇Gv · ∇w + Gv w) = 〈v, w〉 for all w ∈ W 1,p′(Ω),
being 〈·, ·〉 the duality product (W 1,p′(Ω))′ ×W 1,p′(Ω). From problem (36)
we deduce
∫
Ω
(∇Gu
n
εi − un−1εi
τn
· ∇w + Gu
n
εi − un−1εi
τn
w) =
= −(Λε(unεi)
(
aσni1 ∇unε1 + aσni2 ∇unε2 + bσni qσn
)
+ cσni ∇unεi,∇Qhw)h
+(ασni u
n
εi − λε(unεi)
(
βσni1 λε(u
n−1
ε1 ) + β
σn
i2 λε(u
n
ε2)
)
, Qhw)h
for w ∈ W 1,p′(Ω). In consequence,
∫
Ω
(∇Gu
n
εi − un−1εi
τn
· ∇w + Gu
n
εi − un−1εi
τn
w) ≤
≤ C ||w||1,p′
(
(1 + |Λε(unεi)|0,r) (1 +
2∑
j=1
|unεj|1) +
2∑
j=1
|λε(unεi)|0,2 |λε(unεj)|0,r
)
for w ∈ W 1,p′(Ω), and therefore
||Gu
n
εi − un−1εi
τn
||p1,p ≤ C
(
(1+|Λε(unεi)|0,r) (1+
2∑
j=1
|unεj|1)+
2∑
j=1
|λε(unεi)|0,2|λε(unεj)|0,r
)
.
The statement follows recalling that |λε(unεi)|0,2 ≤ C (1 + ||unεi||21). ✷
5.1.3. Passing to the limits
In this subsection we construct the solution to the continuous problem.
We make now explicit the dependence of the solution on parameter σ. For
each n = 1, 2, . . . , N , we define
uσεi(t) :=
t− tn−1
τn
uσnεi +
tn − t
τn
u
σ(n−1)
εi ∀t ∈ [tn−1, tn], (43)
and also consider
(uσεi)
−(t) := u
σ(n−1)
εi and (u
σ
εi)
+(t) := uσnεi ∀t ∈ (tn−1, tn]. (44)
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In terms of this notation, the fully discrete problem (which has a solution
ensured by Lemma 1), is written as
∫ T
0
(
(∂tu
σ
εi, χ)
h +
(
Λε((u
σ
εi)
+)
(
aσi1∇(uσε1)+ + aσi2∇(uσε2)+ + bσi qσ
)
+ cσi∇(uσεi)+,∇χ
)h)
=
=
∫ T
0
(ασi (u
σ
εi)
+ − λε((uσεi)+)
(
βσi1λε((u
σ
ε1)
−) + βσi2λε((u
σ
ε2)
−)
)
, χ)h ,
(45)
uεi ∈ C([0, T ];Sh), i = 1, 2, and for every χ ∈ L2((0, T );Sh), and satisfying a
discrete version of the initial condition:
uσεi(0) = u
0
εi ∈ Sh. (46)
Theorem 1 is a direct consequence of the uniform convergence properties of
the sequence constructed through the solutions to the fully discrete problem,
and stated in the following lemma. The proof of Lemma 2 mimics that of
Lemma 3.1 and Theorem 3.1 of [4], and therefore we omit it.
Lemma 2. Assume (35) and let s ∈ [2,∞] if m = 1, s ∈ [2,∞) ifm = 2, and
s ∈ [2, 6) if m = 3. Consider regularization and discretization parameters
satisfying
σ → 0, τ → 0, and εh− mm+1 → 0 as h→ 0, (47)
and the first time step satisfying τ1 ≤ Ch2. Then, there exist non-negative
functions ui, i = 1, 2, with
ui ∈ L2((0, T );H1(Ω)) ∩ Lr(QT ) ∩W 1,p((0, T ); (W 1,p′(Ω))′),
such that any sequence of solutions uσεi ∈ C([0, T ];Sh) (i = 1, 2) of (45)-(46)
has a subsequence (not relabeled) such that
(uσεi)
(±) ⇀ ui weakly in L
2(0, T ;H1(Ω)) ∩ Lr(QT ),
G(∂tuσεi)⇀ G(∂tui) weakly in Lp(0, T ;W 1,p(Ω)),
(uσεi)
(±) → ui strongly in L2((0, T );Ls(Ω)),
λε((u
σ
εi)
±)→ ui strongly in L2((0, T );Lr(Ω)),
Πh(λε((u
σ
εi)
±))→ ui strongly in L2((0, T );Lr(Ω)),
Λε((u
σ
εi)
±)→ uiI strongly in L2((0, T );Lr(Ω)m×m).
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In addition, for all η ∈ Lp′((0, T );W 1,p′(Ω)) and i = 1, 2, we have
∫ T
0
(
〈∂tui, χ〉p′ +
(
ui
(
ai1∇u1 + ai2∇u2 + biq
)
+ ci∇ui,∇χ
))
=
=
∫ T
0
(
(αiui − ui
(
βi1 u1 + βi2 u2
)
, χ)
)
.
5.2. Proof of Theorem 2
We consider the perturbation JBT,δi introduced in (21), and recall that
the following result is a consequence of Theorem 1 of [13].
Lemma 3. Assume (H’). Then there exists a weak solution (u
(δ)
1 , u
(δ)
2 ) of
problem (P)δ in the following sense (for i = 1, 2):
(i) u
(δ)
i ≥ 0 satisfy the regularity properties
u
(δ)
i ∈ L∞(QT ) ∩ L2(0, T ;H1(Ω)) ∩H1(0, T ; (H1(Ω))′).
(ii) For all ϕ ∈ L2(0, T ;H1(Ω)) we have
∫ T
0
〈∂tu(δ)i , ϕ〉+
∫
QT
J
(δ)
i (u
(δ)
1 , u
(δ)
2 ) · ∇ϕ =
∫
QT
fi(u
(δ)
1 , u
(δ)
2 ) ϕ, (48)
where 〈·, ·〉 denotes the duality product of (H1(Ω))′ ×H1(Ω).
(iii) The initial conditions (11) are satisfied in the sense
lim ‖u(δ)i (·, t)− ui0‖(H1(Ω))′ = 0 as t→ 0.
In addition,
‖u(δ)1 ‖L∞(QT ) + ‖u(δ)2 ‖L∞(QT ) + ‖u(δ)1 + u(δ)2 ‖L2(0,T ;H2(Ω)) ≤ C, (49)
with C independent of δ.
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Proof. The proof is given in two steps. Step one consists on showing the
existence of solutions of problem (P)δ using the ideas of the problem solved
by Chen and Ju¨ngel [13], which strongly resembles ours. The only difference
between both problems is in the definition of the diffusion matrices which,
for the problem treated in [13] is of the form
A1 =
(
c1 + 2a11u1 + a12u2 a12u1
a21u2 c2 + 2a22u2 + a21u1
)
,
whereas for problem (P)δ is given by
A2 =
(
c+ (a+ δ)u1 +
δ
2
u2 (a +
δ
2
)u1
(a+ δ
2
)u2 c+ (a + δ)u2 +
δ
2
u1
)
, (50)
which can not be recast in the form of A1. However, as may be easily seen in
[13], this difference does not affect the proof as long as the matrix resulting
from the change of unknowns ui = exp(wi) is symmetric and positive definite.
And this is certainly the case since, rewriting the diffusion matrix obtained
after this change of unknowns we get
A˜2 =
(
cew1 + (a+ δ)e2w1 + δ
2
ew1+w2 (a+ δ
2
)ew1+w2
(a+ δ
2
)ew1+w2 cew2 + (a+ δ)e2w2 + δ
2
ew1+w2
)
which is positive definite for all δ > 0. We may therefore adapt the results
in [13] to obtain the existence of a solution of problem (P)δ, but in a weaker
sense than the notion of solution stated in Lemma 3.
The second step of the proof is intended to justify this point, and to this
end we use that u(δ) = u
(δ)
1 +u
(δ)
2 satisfies, in a weak sense, problem (24)-(26).
Being this the case and recalling that assumptions (H’) imply the uniform
parabolicity of problem (24)-(26), we may apply Theorem 3.1, Chapter V
of [35] to deduce uniform bounds for ‖u(δ)‖L∞(QT ) and ‖u(δ)‖L2(0,T ;H2(Ω)). In
particular, the L∞(QT ) bound on u
(δ) together with the non-negativity of u
(δ)
i
obtained in [13] imply the uniform L∞(QT ) bounds on u
(δ)
i . In consequence,
all the terms in the weak formulation (48) make sense for test functions in
L2(0, T ;H1(Ω)). ✷
The proof of Theorem 2 is completed by passing to the limit δ → 0. Let
(u
(δ)
1 , u
(δ)
2 ) be the solution of problem (P)δ found in Lemma 3. As shown in
[13], an entropy type inequality implies
2∑
i=1
∫
QT
(
2c|∇
√
u
(δ)
i |2 + δ|∇u(δ)i |2
) ≤ C, (51)
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with C independent of δ. In particular, the L∞(QT ) bound for u
(δ)
i found in
Lemma 3 implies∫
QT
|∇u(δ)i |2 ≤ 4‖u(δ)i ‖L∞(QT )
∫
QT
|∇
√
u
(δ)
i |2 ≤ C, (52)
where C capture several constants independent of δ. However, observe that
we only assume c ≥ 0, so bound (52) is irrelevant for the most interesting
case of c = 0. From (48) we deduce the following estimate for all ϕ ∈
L2(0, T ;H1(Ω)):∫ T
0
〈∂tu(δ)i , ϕ〉 ≤ ‖J (δ)i (u(δ)1 , u(δ)2 )‖L2(QT )‖∇ϕ‖L2(QT )
+‖fi(u(δ)1 , u(δ)2 )‖L2(QT )‖ϕ‖L2(QT ).
We have
‖J (δ)i (u(δ)1 , u(δ)2 )‖L2(QT ) ≤ a‖u(δ)i ‖L∞(QT )‖∇(u(δ)1 + u(δ)2 )‖L2(QT )
+|b|‖u(δ)i ‖L∞(QT )‖q‖L2(QT ) + c‖∇u(δ)i ‖L2(QT ) + δ‖u(δ)i ‖L∞(QT )‖∇u(δ)i ‖L2(QT )
+
δ
2
(
‖u(δ)1 ‖L∞(QT )‖∇u(δ)2 ‖L2(QT ) + ‖u(δ)2 ‖L∞(QT )‖∇u(δ)1 ‖L2(QT )
)
.
Using the L∞(QT ) uniform estimates in (49), bound (52) and assumptions
(H’) we get∫ T
0
〈∂tu(δ)i , ϕ〉 ≤ C1
(
1 + ‖∇(u(δ)1 + u(δ)2 )‖L2(QT )
)
‖∇ϕ‖L2(QT ) + C2‖ϕ‖L2(QT )
+δC3
(‖∇u(δ)1 ‖L2(QT ) + ‖∇u(δ)2 ‖L2(QT ))‖∇ϕ‖L2(QT ),
and from the L2(QT ) uniform estimates for∇(u(δ)1 +u(δ)2 ) in (49) and estimate
(51) we deduce
‖∂tu(δ)i ‖L2(0,T ;(H1(Ω))′ ≤ C(1 +
√
δ). (53)
Thus, using (49), (51) and (53), we deduce the existence of subsequences (not
relabeled) and functions ui ∈ H1(0, T ;L2(Ω))∩L∞(QT ) and u ∈ H1(0, T ;L2(Ω))∩
L2(0, T ;H2(Ω)) ∩ L∞(QT ) such that (see [46])
∂tu
(δ)
i ⇀ ∂tui weakly in L
2(0, T ; (H1(Ω))′),
u
(δ)
i
∗
⇀ ui weakly * in L
∞(QT ), (54)
∇(u(δ)1 + u(δ)2 )→∇u strongly in L2(QT ), (55)
u
(δ)
1 + u
(δ)
2 → u strongly in L2(QT ). (56)
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As a first observation, we may identify u as u1 + u2 due to (54) and (56).
Using estimate (51) and the uniform L∞(QT ) estimate of u
(δ)
i in (49) we also
deduce, for i, j = 1, 2 ,
δ
∫
QT
u
(δ)
i ∇u(δ)j · ∇ϕ ≤ δ‖u(δ)i ‖L∞(QT ))‖∇u(δ)j ‖L2(QT ))‖∇ϕ‖L2(QT )) ≤ C
√
δ.
Finally, in the passing to the limit δ → 0 in (48) there are only two non-
standard terms, ∫
QT
u
(δ)
i ∇(u(δ)1 + u(δ)2 ) · ∇ϕ
and ∫
QT
fi(u
(δ)
1 , u
(δ)
2 )ϕ =
∫
QT
u
(δ)
i (α− β(u(δ)1 + u(δ)2 )ϕ,
which converge to their corresponding limits in view of (54)-(56). ✷
6. Conclusion
We have shown that a natural election for cross-diffusion modeling, from
the point of view of limit densities corresponding to systems of particles, is
that introduced by Busenberg and Travis [10] from macroscopic ad-hoc con-
siderations, in the discipline of population dynamics. Although a rigorous
deduction for boundary value problems has not been accomplished yet, the
results for the Cauchy problem seems to point to the model considered in this
article. Mathematically, the problem of existence of solutions has two cases.
The first is the case in which the system matrix (aij) is positive definite, for
which we have given a rather general proof based on previous results for the
Shigesada et al. model [45]. The second, is the case in which this matrix
is only positive semi-definite. We have given a partial result of existence of
solutions which generalizes previous results based on the solution construc-
tion by Lagrangian flows. In this case, the problem is specially interesting
for segregated initial data, giving rise to the contact inhibition problem aris-
ing from tumor modeling. After checking the qualitative similarities, from
a numerical simulation point of view, between the BT and the SKT models
when the problem is parabolic (positive definite matrix), we have reviewed
several situations in which the presumably non-parabolic problem (positive
semi-definite matrix) gives rise to discontinuous solutions. We have also per-
formed simulations out of the range of the assumptions for the existence
27
proof, showing that they seem to be just technical restrictions. In future
work, we shall investigate the possibilities of broadening such conditions.
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