Histone modifications tend to be lost during chromosome duplication. Several recent studies suggest that the RNA interference pathway becomes active during the weakened transcriptional repression occurring at centromeres in S phase, resulting in the re-establishment of histone modifications that direct the formation of heterochromatin.
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Post-translational modifications to histone proteins, the building blocks of nucleosomes, play a role in many processes including gene expression, DNA repair and chromosome segregation. Dividing cells that maintain specific patterns of nucleosomal modifications face considerable challenges as they proceed through the cell cycle: nucleosomal marks are prone to dilution during chromosome replication as a result of fresh nucleosomes being deposited onto the newly replicated DNA. In addition, competing marks tend to be imposed onto nucleosomes to facilitate specific cell-cycle events, such as chromosome condensation. An article from Rob Martienssen's group [1] , in a recent issue of Current Biology, and a recent article from Shiv Grewal's group [2] examine how histone marks present in fission-yeast heterochromatin are transmitted from one generation to the next in this dynamic context. Heterochromatic marks were found to cycle, as were both the transcriptional activity in centromeric regions and the processing of heterochromatic transcripts by the RNA interference (RNAi) machinery. The discovery that centromeric transcription and RNAi occur in a specific window of the cell cycle when chromatin integrity is compromised sheds light on the seemingly paradoxical observation that transcription can take place in repressive domains from which no detectable steady-state transcripts are produced [3] . The new insights also reveal how cells use the weakened transcriptional repression occurring in S phase to re-enforce silencing.
Fission-yeast heterochromatin is characterized by its association with the chromodomain protein Swi6 and the methylation of histone H3 lysine 9 (H3K9me). Thus, heterochromatin is found at centromeres, telomeres, and in the mating-type region, occupying regions ranging from 20 to 100 kilobases. Reporter genes introduced into these regions are silenced and native transcripts are in low abundance or not detectable. Silencing constitutes a major biological function of heterochromatin in the mating-type region. In addition, heterochromatin can direct or inhibit recombination and perform structural roles, contributing, for instance, to centromere formation and sister-chromatid cohesion.
Different combinations of factors operate at each heterochromatic region to attract a shared core of histone-modifying enzymes. One prominent player in centromeric regions is the RNAi pathway. RNAi mutants are largely -although not totally -devoid of centromeric heterochromatin [3, 4] . Bi-directional centromeric transcripts, termed the forward and reverse transcripts, accumulate in RNAi mutants concomitant with a decrease in H3K9me and Swi6 association. In wild-type cells, forward transcription is inhibited by heterochromatin. Reverse transcripts are synthesized but either cleaved by a protein of the Argonaute family called Ago1, or converted to double-stranded RNA by an RNA-dependent RNA polymerase and processed into w21-24 nucleotide centromeric siRNAs by a ribonuclease called Dicer. siRNAs subsequently loaded onto Ago1 are believed to guide the association of the Ago1-containing complex RITS with nascent centromeric transcripts. RITS can furthermore be tethered to heterochromatin through another of its components, the chromodomain protein Chp1, which binds to H3K9me [5] . Once localized, RNAi components prevent the accumulation of reverse transcripts. Importantly, the process also attracts the histone H3K9 methyl-transferase Clr4 by a mechanism that is incompletely understood. This prominent role of RNAi reveals that transcription of regions once thought to be inert is essential for heterochromatin formation. In support of this notion, three mutations affecting RNA polymerase II (Pol II) have been reported to perturb centromeric heterochromatin [6] [7] [8] .
What then allows transcription to proceed through heterochromatin? One might speculate that RNA Pol II is actually capable of transcribing through nucleosomes bearing heterochromatic marks, perhaps while associated with dedicated co-factors. The new study by Kloc et al. [1] provides an alternative explanation. This study finds that transcription of centromeric repeats occurs during S phase, at a time when the heterochromatic factor Swi6 has been partially displaced from centromeric regions and when the levels of H3K9me are reduced (Figure 1 ). Both forward and reverse centromeric transcripts accumulate transiently at that time, concomitant with a burst of siRNAs. Curiously, there seems to be a correlation between the order of appearance of centromeric transcripts and the location of transcribed regions relative to centromeric origins of replication, as if transcription were coupled to DNA replication. These results indicate that RNA Pol II may not have to transcribe through heterochromatin after all -at least not fully fledged heterochromatin.
The timing of centromeric transcript accumulation [1] coincides neatly with an increased RNA Pol II occupancy in the transcribed regions [2] . Outside of S phase, RNA Pol II is relatively scarce at centromeres compared with centromere-flanking euchromatic regions [2] . Pol II occupancy increases in S phase or throughout the cell cycle in a mutant lacking H3K9me, indicating that H3K9me normally inhibits transcription. Although seemingly trivial, this new result addresses a currently unresolved issue -the relative importance of transcriptional and post-transcriptional gene silencing in heterochromatic regions. While the fact that heterochromatin can silence genes is not disputed, the mechanism that ultimately leads to silencing has been a matter of debate. Heterochromatin might prevent transcription per se, or it might target transcripts for degradation in various ways, involving the exosome or the RNAi machinery. The detailed mapping of RNA Pol II localization across centromere 1 [2] puts previous results examining fewer sites [9] into perspective, indicating that high RNA Pol II occupancy at centromeres is the exception not the rule. The old-fashioned idea of transcriptional repression might be ready for a comeback.
Admittedly, the centromeric transcripts produced in S phase are unstable. Processing by Dicer is likely to contribute to the degradation of these transcripts [1] and the nuclear exosome certainly contributes to their degradation as well [10] . Accumulation of reverse centromeric transcripts is still cell-cycle dependent in cells lacking Dicer, consistent with an involvement of the exosome at the end of S phase [1] . The exosome affects the turnover of other S-phase-specific transcripts, such as histone transcripts in Saccharomyces cerevisiae, perhaps by a similar mechanism [11, 12] .
Key events allowing transcription of the centromeric repeats in S phase are the displacement of Swi6 and the reduction in H3K9me levels. How are these changes brought about? In fission yeast, the G1 phase of the cell cycle is very short. S phase follows mitosis so closely that, by the end of septation, newly born cells are already in G2. As in other eukaryotes, an Aurora kinase phosphorylates histone H3 at serine 10 (generating H3S10ph) in fission yeast mitosis [13] . In mammalian systems, Aurora B phosphorylation of H3K9me3 at serine 10 causes dissociation of HP1, which is homologous to Swi6, from mitotic chromosomes [14, 15] . Similarly, in the case of Schizosaccharomyces pombe (fission yeast), H3S10ph and Swi6 association with centromeric repeats are inversely correlated [1, 2] and inhibition of Aurora kinase leads to mitotic cell-cycle arrest with no dissociation of Swi6 [1] , consistent with the idea that H3S10 phosphorylation normally displaces Swi6 from its H3K9me docking sites. This displacement would allow increased transcription in S phase. Testing whether depletion of Aurora kinase affects heterochromatin in the long term is not possible because Aurora kinase is essential in fission yeast [13] . However, a histone H3 mutant with an alanine substitution at position 10 is viable [16] but deficient in heterochromatin formation, consistent with the proposal that H3S10 phosphorylation indirectly facilitates heterochromatin maintenance by promoting RNAi.
The molecular details of the changes occurring at H3K9 and H3S10 are of great interest to those in the chromatin field. The new studies [1, 2] did not investigate whether dual H3K9meS10ph marks are placed on fission-yeast histones in M phase and the fate of the H3K9me mark is not totally clear. H3K9me levels, as assayed by chromatin immunoprecipitation, are reduced in parallel with the increase of H3S10ph. The H3K9me mark might be partially masked by adjacent H3S10ph, removed by demethylases, and/or diluted by new nucleosomes later in S phase. Studies of whether and how demethylation or dephosphorylation reactions affect the re-establishment of heterochromatin will help refine the model. Heterochromatin is characterized by the association of proteins of the HP1 family (Swi6 in fission yeast) with nucleosomes in which histone H3 is methylated at lysine 9 (H3K9me). As cells go through mitosis, Aurora kinase (Ark1) phosphorylates histone H3 at serine 10 (H3S10ph). Serine 10 phosphorylation displaces Swi6. Displacement of Swi6 and partial loss of the methylated nucleosomes as chromosomes are duplicated in S phase prompt an increase in transcriptional activity. Both strands are transcribed by RNA Pol II, producing first forward centromeric (cenF), then reverse centromeric (cenR) transcripts. The RNAi machinery amplifies the signal through an RNA-dependent RNA polymerase and processes the doublestranded RNA into 22-24 nucleotide siRNAs that are then loaded onto Ago1. By a mechanism that is incompletely understood, this process helps to recruit the histone H3 methyltransferase Clr4, leading to restoration of Swi6 binding and transcriptional silencing in G2.
Notably, H3S10 phosphorylation is also known to affect transcription directly; for example, it facilitates the transition of poised to actively transcribing RNA Pol II in Drosophila [17] and transcription initiation at some budding-yeast promoters [18] . In the case of fission-yeast heterochromatin, an indirect effect mediated by displacement of Swi6 is the most parsimonious explanation at this point and is supported by the fact that H3S10ph levels peak before centromeric transcription.
The discovery that RNAi-induced heterochromatin formation is coupled to the cell cycle provides a new tool to investigate the order of events involved in the process. Genetic and biochemical studies have revealed the participation of many factors. It is now possible to examine the order in which these factors associate with centromeres as heterochromatin is being re-established, and the study from Shiv Grewal's laboratory represents an important first step [2] . A technical difficulty in this approach stems from the fact that RNAi is temperature sensitive [1] , precluding the use of temperature-sensitive mutants to synchronize cells for these analyses.
Mathematical modeling has suggested that highly localized effects transmitted solely by the state of adjacent nucleosomes are inadequate for the maintenance of heterochromatin [19] . Notably, the requirement for long-range inter-nucleosomal interactions is more pronounced in S phase.
Transcription and RNAi could provide a means to satisfy this requirement, because these processes involve an RNA polymerase that moves across many nucleosomes. Microelectrode recordings from the human auditory cortex suggest that the tuning of individual neurons can account for sound frequency discrimination thresholds and that this tuning varies in a context-dependent fashion with the type of sound used to measure it. Jan W.H. Schnupp and Andrew J. King
Our ears can easily distinguish thousands of objects and events: human voices, musical instruments, approaching vehicles, shattering glass, and so on. What all auditory objects have in common is that they contain vibrating parts -for example, strings, membranes, vocal folds, engine valves, buzzing insect wings -which differ greatly in their mechanical properties, so that each emits its own 'fingerprint' of sound frequencies. The capacity of the auditory system to resolve the constituent frequencies of each 'fingerprint' is therefore a critical step in the identification of auditory objects. A recent paper by Bitterman et al. [1] provides new insights into how this may be done, by illustrating the remarkable selectivity and adaptability of the neural filters in the human central auditory system. Non-invasive techniques for measuring neural activity -or, in the case of functional imaging, the
