Mutations that confer a selective advantage to an organism are the raw material upon which natural selection acts. The number of such mutations that are available is a central quantity of interest for understanding the tempo and trajectory of adaptive evolution. While this quantity is typically unknown, it can be estimated with varying levels of accuracy based on data obtained experimentally. We propose a method for estimating the number of beneficial mutations that accounts for the evolutionary forces that generate the data. Our model-based parametric approach is compared to an adjusted nonparametric abundance-based coverage estimator. We show that, in general, our estimator performs better. When the number of mutations is small, however, the performances of the two estimators are similar.
Introduction
The total number of beneficial mutations that can arise on the background of the same microbial genotype is a central quantity of interest for understanding microevolutionary processes. One approach for estimating the total number of onestep beneficial mutations is to employ experimental evolution coupled with the appropriate statistical methodology. In order to determine this quantity, an adaptation experiment must be replicated, and each mutation that arises as the first step of adaptation documented. Since the number of experiments that can be carried out is limited, usually some one-step beneficial mutations are missed.
Viruses and bacteria are examples of microorganisms that are commonly used in evolutionary experiments. One-step beneficial mutations are typically observed as a result of flask transfer experiments. In such experiments, a population is grown for a specific amount of time and then it is bottlenecked by transferring a fixed fraction (e.g. 10 −4 of the population) to fresh media where growth starts again. This cycle is repeated and at some point a one-step beneficial mutation arises and sweeps to fixation, and it is evident by an increase in fitness of the population (e.g. Rokyta, Joyce, Caudle, and Wichman 2005) or a rapid change in frequency of genetic marker assumed to be hitchhiking with a beneficial mutation (e.g. Rozen, de Visser, and Gerrish 2002 , Barrett, MacLean, and Bell 2006 , Perfeito, Fernandes, Mota, and Gordo 2007 . Subsequently, a fitness assay is conducted to determine fitness of the mutant. An alternate method is to identify gain-of-function mutations by subjecting large, independent populations to a non-permissive growth condition such as high temperature (Bull, Badgett, and Wichman, 2000) , a novel host (Ferris, Joyce, and Burch, 2007) or the presence of an antibiotic (Kassen and Bataillon, 2006 , MacLean and Buckling, 2009 , McDonald, Cooper, Beaumont, and Rainey, 2011 . Again, fitness of isolated mutations is determined by fitness assay. Regardless of how beneficial mutations are obtained, if the number of beneficial mutations is to be estimated, the identity of the mutations must be observed through complete or partial genome sequencing (e.g. Rokyta et al. 2005 , Bull et al. 2000 , Ferris et al. 2007 , McDonald et al. 2011 ).
In the case of flask transfer experiments adaptive evolution favors the more fit mutations, making them more likely to fix and thus more likely to be sampled than less fit alleles. In addition, transition / transversion rate differences cause some adaptive mutations to occur more often than others. Thus, there is a need for developing an estimation procedure that explicitly accounts for these unequal sampling probabilities. Here we develop methods for estimating the number of beneficial mutations specifically for flask passaging experiments. These methods complement previous work focused on transition / transversion rates differences (Ferris et al., 2007 ) that applies to gain-of-function experiments.
Estimating the number of beneficial mutations is an example of well studied problem of estimating the number of classes. Bunge and Fitzpatrick (1993) and Chao (2005) review a whole family of methods applicable to this problem. They distinguish two main groups of methods. The first group are methods based on sampling models. Among the sampling models listed by Bunge and Fitzpatrick, the Multinomial Model's assumption of sampling with replacement and fixed sample size is consistent with the procedure of sampling beneficial mutations by replicating an evolutionary experiment where one mutation is observed each time. Another group of methods that could be used for estimating the number of classes are dataanalytic methods. These methods are based on curve fitting and extrapolation of a curve in order to determine the number of classes that were missed. However, these methods require large sample sizes and large number of classes for fairly accurate inference. In the case of estimation of the number of beneficial mutations, sample sizes and number of classes are usually too small to use such methods. Therefore, application of data-analytic methods for estimation of the number of beneficial mutations would be very limited.
Methods of estimation of the number of classes have been widely applied in wildlife biology for estimation of population sizes (e.g. Miller, Joyce, and Waits 2005) . They have also been used in other areas such as numismatics (e.g. Holst 1981 ) and linguistics (e.g. Efron and Thisted 1976) . Based on the methods of estimation of population sizes in wildlife biology, Ferris et al. (2007) derived estimators of the number of one-step adaptive mutations for gain-of-function experiments. In those experiments sampling probabilities of mutations do not depend on their selective advantage, but only on their mutation rates. In effect, estimators derived by Ferris et al. (2007) do not account for differences in sampling probabilities due to natural selection and they cannot be applied to the data resulting from flask transfer experiments.
Here we present two parametric methods of estimation of the number of one-step beneficial mutations which are based on the assumptions of the Gillespie's model of adaptation (Gillespie, 1983 (Gillespie, , 1984 (Gillespie, , 1991 . Both proposed estimators account for the effect of natural selection as well as unequal mutation rates. We compare their performance to the nonparametric abundance-based coverage estimator (Chao and Lee, 1992 ) that has been adjusted to the assumed sampling model and is therefore expected to perform better than other applicable nonparametric methods.
2008). This model assumes "strong selection and weak mutation" (SSWM) conditions, meaning that Ns 1 and Nµ < 1 (N is population size, s is the selection coefficient, and µ is the per site per generation mutation rate). Under SSWM conditions, adaptation involves the fixation of single-step nucleotide changes.
For a given DNA sequence, let r be the number of available one-step beneficial mutations. In a single process of adaptation only one of those r mutations fixes. As a result of replicating an experiment in which one-step mutations arise and fix, we observe a subset of the whole set of r available beneficial mutations.
Let Y be a random variable that denotes the number of beneficial mutations observed in n experiments. The distribution of Y is dependent on the sampling probabilities of available one-step beneficial mutations.
Simplified model
Assuming SSWM conditions, Gillespie (1984) derived the following formula for the probability of sampling the j-th beneficial mutation out of r available beneficial mutations
where s = (s 1 , s 2 , ..., s r ) are selection coefficients of mutations. Following Ohta (1977) , Kimura (1979) , and Gillespie (1983) we assumed that selection coefficients of mutations are a random sample from a statistical distribution. Gillespie pointed out that beneficial mutations fall in the right tail of the fitness distribution of all available one-step mutations, and therefore the distribution of fitness of beneficial mutations is subject to extreme value theory (EVT). According to EVT there are three domains of attraction that correspond to three types of tail distributions. Of these, Gillespie assumed that the distribution of fitness always belongs to the Gumbel domain. This assumption implies that fitness effects of beneficial mutations follow the exponential distribution. However, Beisel, Rokyta, Wichman, and Joyce (2007) and Joyce et al. (2008) argued that two other domains of attraction (Weibull and Fréchet) can also occur, and the distribution of selection coefficients of beneficial mutations is then described by the Generalized Pareto Distribution (GPD), where the exponential distribution is a special case. Nevertheless, Joyce et al. (2008) discovered that some general predictions about one-step adaptation derived by Orr (2002) under assumption of the Gumbel domain are robust when the actual distribution of fitness belongs to the Weibull domain. Taking into consideration those results, we derived estimators of r under the assumption of the Gumbel domain of attraction; then we checked if they are robust when this assumption is violated.
Since selection coefficients are assumed to be a sample from the exponential distribution, sampling probabilities of beneficial mutations given by equation (1) have the symmetric Dirichlet distribution with parameter 1 P r+1,1 , P r+1,2 , ..., P r+1,r ∼ Dir(1).
Therefore, the sampling model based on Gillespie's formula given by equation (1) turns out to be equivalent to the broken stick model of species abundances (Pielou, 1977) . The sampling model based on equation (1) accounts for the effect of natural selection, but it does not account for unequal mutation rates. Hence, this is a simplified model of sampling.
Full model
The full model of sampling accounts for both natural selection and unequal mutation rates. It is based on the adjusted formula obtained by Rokyta et al. (2005) 
where µ j is the mutation rate of j-th mutation. We assume that mutation rates µ 1 , µ 2 , ..., µ r are independent, identically distributed random variables which can assume one of two possible values: µ T I or µ TV , corresponding to transitions and transversions, respectively. For convenience, we use relative mutation rates scaled by µ TV . As a result, the relative mutation rate that corresponds to transversions equals 1, while the relative mutation rate for transitions equals
and is denoted by the parameter m. Therefore, we assume that mutation rates are assigned using the following distribution
where X j ∼ Bernoulli 1 3 . The parameter of the Bernoulli distribution is equal to 1 3 because there are twice as many possible transversions than transitions, and therefore the probability that a randomly selected mutation is a transition equals 1 3 . Typically, parameter m is estimated using external data (Rokyta et al., 2005 , Ferris et al., 2007 .
In this section we have covered most of the notation for parameters and random variables used in our models. Table 1 provides a summary of these along with several important terms introduced later in the paper. selection coefficient of j-th mutation µ j mutation rate of j-th mutation α 1 , α 2 , α 3 coefficients of bias correction term when r < 20 β 1 , β 2 coefficients of bias correction term when r ≥ 20
Estimators for the simplified model
The first proposed estimator of r is a method of moments estimator (MME). Let g(r) be a formula representing the expected value of Y , i.e. E(Y ) = g(r), then by the method of moments principle we assume that
To obtain the MME for r, the above equation has to be solved for r, resulting in r = g −1 (Y ). However, under the full model of sampling which assumes both natural selection and unequal mutation rates, the exact formula for g(r) could not be obtained. Instead, we derived the MME using the formula for the expected value of Y under the simplified model. Since this estimator is expected to be biased when applied to data generated under the full model, in the next section we derive a bias correction term that improves its performance. The expected value of Y under the simplified model is given by the following formula (Keener, Rothman, and Starr 1987 ; see also appendices A, B, and C for details of the derivation)
To obtain the MME, we substituted the left side of equation (4) into formula (5) and we solved the resulting equation for r. In effect, the MME for the simplified model of sampling has the following form
Note that the MME is equivalent to the estimator derived by Huillet and Paroissin (2009) . Keener et al. (1987) derived an estimator that applies in a more general case, when species total abundances or selection coefficients are assumed to be a sample from the gamma distribution. In the special case when selection coefficients are drawn from the exponential distribution, their estimator has the following form (Huillet and Paroissin, 2009) 
which is similar to the MME. Both the MME and the Keener estimator are based on Y , which is a sufficient statistic for r under the simplified model (Keener et al., 1987) . Under this model, the Keener estimator is the UMVUE (uniformly minimum variance unbiased estimator) if n ≥ r. Computer simulations confirmed that the Keener estimator outperforms the MME when the simplified model is true, but they also showed that difference is small. Moreover, if data are generated under the full model, the MME turns out to be more robust and it performs slightly better than the Keener estimator. In addition, in appendix D we derived the second moment of Y for the simplified model, using the formula obtained by Harris (1959) 
Then, the variance of Y is given by the following formula
which is equivalent to the variance formula derived by Keener et al. (1987) . We applied this formula in the interval estimation procedure described in section 8.
Bias correction for the MME
As stated earlier, the MME given by equation (6) and the Keener estimator given by equation (7) were derived under the simplified model, and therefore they do not account for unequal mutation rates. When applied to the data generated under the full model these estimators are likely to be biased, which means that the expected value of r is not equal to the true value of r. To improve performance of the MME, we determined approximate level of bias of that estimator using simulations and then we used the results to correct the MME for bias. The same approach might be used in the case of the Keener estimator. However, these two estimators are similar and they perform similarly. Therefore, we focused on one of them -the MMEwhich is slightly more robust when data is generated under the full model.
Denote the initial estimator of r given by equation (6) as r 0 and the estimator with reduced bias as r, then
where b( r 0 , m) is a bias correction term.
Simulations to determine the level of bias were run for combinations of r, m, and n that were assumed to include those values usually occurring in real experiments. In particular, we determined bias for combinations of r = 1, 2, ..., 50, m = 1, 2, ..., 20, and n = 20, 30, 40, 50. Based on the results we concluded that bias is almost invariant when n changes from 20 to 50. Therefore, we assumed that bias is a function of r and m, and does not depend on n. It was also observed that if m < 3, then bias is low and bias correction is not necessary.
The next step was to define a functional relationship between bias and r and m. Based on the plots of bias against r (Appendix E), it was established that for fixed m and r < 20 bias can be approximated by a quadratic function of r b(r) = α 1 r 2 + α 2 r + α 3 and for r ≥ 20 bias can be approximated by a linear function of r b(r) = β 1 r + β 2 .
Since the coefficients of the above equations are dependent on m, we used plots to determine the functional relationship between these coefficients and m (see Appendix F) . Based on the plots we concluded that the coefficients can be approximated using rational or quadratic functions of m. To obtain the final version of the bias correction formula we applied the least squares method to fit data to the selected functions. Below we present a complete procedure of estimation of r using the MME with a bias correction term that accounts for unequal mutation rates. 
Note that the bias correction term is a function of r. Here r is an unknown parameter and we substitute it by the estimator r 0 . But r 0 underestimates r. Since bias increases with r, the bias correction term based on r 0 does not remove bias completely. Further reduction of bias is possible using either an iterative procedure in which r 0 in the bias correction term is substituted by an estimate from the previous iteration, or by multiplying an estimate by a factor that can be determined using simulations. However, further reduction of bias leads to increase of mean squared error (MSE) due to increase of variance of the estimator. As MSE is our primary criterion for evaluation of performance of the estimators, an estimator with lower MSE, i.e. the MME with a single bias correction, is preferred.
Simulation based maximum likelihood estimator
The second proposed method is the maximum likelihood estimator (MLE). The MLE is a value r such that the likelihood function of r attains the maximum at r. The likelihood function of r is given by
where r is an integer, and r ≥ Y . For the simple model assuming equal mutation rates, the likelihood function derived by Keener et al. (1987) can be applied. But for the full model we use simulations to obtain an approximate value of the likelihood. In order to find the maximum of the likelihood function, our strategy is to calculate P(Y |r = k) for consecutive values of k, starting from k = Y , and terminate the procedure when the maximum is identified. The P(Y |r = k) is approximated using a large number of simulated data sets. For example, in the evaluation procedure described in section 7 we simulated 3000 Y 's in each iteration. Below we present the procedure of simulating a single Y :
1. There are r = k available one-step beneficial mutations. Draw selection coefficients of these mutations from the exponential distribution or any other distribution that is assumed to be a distribution of selection coefficients. 2. Assign mutation rates by sampling from the distribution defined by formula (3). 3. Calculate sampling probabilities of mutations using formula (2).
4. Draw a sample from the multinomial distribution with n trials, k outcomes, and sampling probabilities calculated in the previous step. 5. Let Y sim be the number of mutations sampled at least once.
For each k this procedure is replicated and then, the approximation of P(Y |r = k) is obtained by dividing the number of simulations for which Y sim = Y by the total number of simulations.
6 Abundance-based coverage estimator Chao and Lee (1992) proposed a nonparametric abundance-based coverage estimator (ACE), which applies in the case when class sizes are unequal. Chao and Lee used the concept of sample coverage (C) to derive this estimator. Sample coverage is defined as the sum of the probabilities of the observed classes
where J i is an indicator function such that J i = 1 if i-th class was observed at least once 0 otherwise and π i denotes the probability of sampling the i-th class. Note that J i is a random variable, and therefore C is also a random variable. Chao and Lee used the "estimator" of C derived by Good (1953) 
where f 1 is number of observed singletons. Since C is a random variable, C is not an estimator in a classical sense. It is an estimator in the sense that E( C) ≈ E(C).
The estimator of the number of classes proposed by Chao and Lee (1992) has the following form
The first term (Y / C) is the coverage based estimator of the number of classes for the equal class sizes case. It is a lower bound for the estimated number of classes in the case when class sizes are unequal (Chao, 1984 (Chao, , 1987 . The second term is a bias correction that depends on the coefficient of variation of class sizes (γ). Chao and Lee (1992) provide two nonparametric estimators of γ. However, coefficient of variation of class sizes can be determined analytically based on the assumed model of sampling of beneficial mutations. For the simplified model assuming equal mutation rates the coefficient of variation is equal to 1 because selection coefficients are drawn from the exponential distribution. Under the full model where sampling probabilities are given by formula (2) and mutation rates are drawn from distribution (3), the coefficient of variation of class sizes is given by the following equation
Our simulations showed, however, that if γ = 1 is used instead of γ m in the case when data is generated under the full model, then mean squared error of the ACE is lower. Since the ACE with γ = 1 performs better, we used this version of the estimator for evaluation described in the next section.
Evaluation of the proposed estimators
In this section we evaluate the method of moments estimator with bias correction (MME) and simulation based maximum likelihood estimator (MLE). We also compare their performance to the abundance-based coverage estimator (ACE), adjusted as described in the previous section. Our primary criterion for evaluation of the estimators is mean squared error (MSE), which is defined as an average squared deviation of an estimate from the true value of a parameter. This is equivalent to the sum of variance and the squared bias of an estimator. Additionally, we examine bias of the estimators and verify robustness of the MME and MLE in the case when the estimate of m is inaccurate. We used simulations to determine MSE of the estimators for combinations of m = 8, n = {20, 30, 40, 50}, and r = {10, 40}. For each combination we simulated at least 10000 data sets using the procedure described in section 5, and then we estimated r for each simulated Y . Next, we used estimates of r to calculate approximated values of both components of MSE, i.e. variance and squared bias. In the graphs demonstrating the results of those simulations (figures 1 and 2) we present coefficient of variation (CV) which is defined as the square root of the MSE divided by the true value of r.
First, we determined MSE of the estimators using data simulated under the exponential distribution of selection coefficients (figure 1). According to the results, if r is small then MSEs of the MME and ACE are similar, while the MLE performs slightly worse. If r is large, the MME performs better than ACE and MLE, except the case when the number of replicates is much smaller than r. In such case the MSEs of the MME and ACE are about the same.
Figure 1: Coefficient of variation (
√ MSE/r) of the estimators of number of available one-step beneficial mutations (r) in the case where beneficial mutations are exponentially distributed. Mean squared error (MSE) was determined using simulations. Left panel corresponds to a small number of available beneficial mutations (r = 10) and right panel to a large number of mutations (r = 40); n denotes the number of replicates of an experiment. The method of moments estimator (MME) outperforms the other estimators when r is large, but if r is small, then MSE of the adjusted abundance-based coverage estimator (ACE) is similar to MSE of the MME.
Next, we checked if the estimators are robust when the assumption of the exponential distribution of selection coefficients is violated. A plausible alternative to this assumption is the uniform distribution (Rokyta, Beisel, Joyce, Ferris, Burch, and Wichman, 2008) . Therefore, we simulated selection coefficients of beneficial mutations using the uniform distribution and then determined MSE of the estimators using the same approach as earlier. According to the results presented in figure  2 , the MME is robust since its performance does not worsen when the assumption of the exponential distribution of selection coefficients is not met. Unlike the MME, the MLE is not robust when the distribution of selection coefficients is different than exponential. It can be observed that when r = 40, MSE of the MLE is much higher compared to the case when the selection coefficients were generated using the exponential distribution. Also, note that the change of the distribution of selection coefficients from exponential to uniform leads to decrease of MSE of the ACE if r is large.
Figure 2: Coefficient of variation (
√ MSE/r) of the estimators of number of available one-step beneficial mutations (r) in the case where beneficial mutations are uniformly distributed. Mean squared error (MSE) was determined using simulations. Left panel corresponds to a small number of available beneficial mutations (r = 10) and right panel to a large number of mutations (r = 40); n denotes the number of replicates of an experiment. The assumption of the exponential distribution of selection coefficients is violated and performance of the maximum likelihood estimator (MLE) worsens. By contrast, the method of moments estimator (MME) is a robust estimator and its performance is not affected. Also, performance of the adjusted abundance-based coverage estimator (ACE) improves.
We next examined bias of the estimators. In figures 3 and 4 we present approximated level of bias divided by the true value of r. Notice that if the total number of available beneficial mutations is small (r = 10), then bias of all estimators is low. If r is large (r = 40), differences in bias level are more substantial. When the assumption of the exponential distribution selection coefficients is met (figure 3), the MLE is the least biased estimator, the MME is moderately biased, and the adjusted ACE is characterized by strong negative bias. If selection coefficients are sampled from the uniform distribution ( figure 4, right panel) , bias of the MME and ACE estimator decreases, while bias of the MLE increases substantially.
In addition, we verified robustness of the MME and MLE when the estimate of m was inaccurate. We simulated data under m = 8, but we estimated r assuming that the estimate of m was equal to 4, 6, 10, or 12. This analysis indicated that the Figure 3 : Scaled bias of the estimators of number of available one-step beneficial mutations (r) in the case where beneficial mutations are exponentially distributed. Bias was determined using simulations. Left panel corresponds to a small number of mutations (r = 10) and right panel to a large number of mutations (r = 40); n denotes the number of replicates of an experiment. If r is small, bias of all estimators is low. When r is large, the maximum likelihood estimator (MLE) is the least biased estimator, while the adjusted abundance-based coverage (ACE) estimator has the largest bias. MME was robust even if the estimate of m was off by 4, i.e. m = 4 and m = 12 was used instead of m = 8 (detailed results not shown). In such cases MSE of the MME was increased usually by no more than 15%. In the case where the estimate of m was off by 2 (m = 6 and m = 10 was used while the actual value of m was 8), MSE was increased by at most a few percent. Moreover, despite using inaccurate estimates of m, the MME still performed better than the ACE when r was large, and similar to the ACE when r was small. Unlike the MME, the MLE was robust only if m was underestimated. In fact, underestimating of m led to decreasing MSE of the MLE. But if m was overestimated, MSE of the MLE increased considerably. According to the results of our simulations, when m = 10 was used while the actual m was 8, MSE of the MLE was increased by about 30%. In the same case when m = 12 was applied, MSE was increased by about 60%. Therefore, when the MLE is applied, we recommend using the lower bound on m.
Since the overall performance of bias corrected the MME is better than the other considered estimators, we applied it to a bacteriophage dataset (Rokyta et al., 2005) . Rokyta et al. observed 9 different beneficial mutations in 20 replicates, Figure 4 : Scaled bias of the estimators of number of available one-step beneficial mutations (r) in the case where beneficial mutations are uniformly distributed. Bias was determined using simulations. Left panel corresponds to a small number of mutations (r = 10) and right panel to a large number of mutations (r = 40); n denotes the number of replicates of an experiment. When r is large, violation of the assumption of the exponential distribution of selection coefficients leads to decrease in bias of the method of moments estimator (MME) and the adjusted abundancebased coverage estimator (ACE), and substantial increase in bias of the maximum likelihood estimator (MLE).
while the mutation rate of transitions was estimated to be 8.5 times higher than the mutation rate of transversions. In this case the estimate of r obtained with the MME with bias correction equals 19.22. For comparison, the adjusted ACE applied to the same data set gave an estimate equal to 21.43, and the ML estimate was equal to 25.
Interval estimation
We present two methods of interval estimation for r. In the first method the 95% confidence interval for r is approximated using an analytical procedure, while the second method is an iterative procedure based on simulations of the distribution of Y given r. Below we describe these two methods and compare their performances.
In the first method, the 95% confidence interval for r is approximated using 2.5 and 97.5 percentiles of the distribution of r given r. Since r is a function of Y , the distribution of r given r is dependent on the distribution of Y given r. Therefore, as a first step the 2.5 and 97.5 percentiles of the distribution of Y given r are determined under assumption that r = r. Then, the MM estimates of r are calculated for the obtained values. The resulting values are the estimates of the confidence limits. Since the distribution of Y given r is nearly symmetric, unimodal, and bell-shaped, 2.5 and 97.5 percentiles of that distribution are approximated by the values that are two standard deviations from observed Y . The standard deviation of Y comes from taking the square root of the value calculated with formula (8).
Preliminary simulations showed that the coverage of confidence intervals obtained by strictly applying the method described above is close to 95% only in the case when mutations rates are equal (m = 1) and otherwise the actual coverage is often much below the intended 95%. This problem is caused by two factors. First, the formula for variance of Y was derived under the assumption of equal mutation rate, while the actual variance of Y is higher if this assumption does not hold. Second, the MME (which is used to calculate the confidence limits and is based on appropriate percentiles of the distribution of Y given r) is a biased estimator despite partial bias reduction with bias correction term. Therefore, confidence limits obtained with this method might also be biased. To circumvent these problems we adjusted the MME and variance of Y by multiplying them by factors. The following values for the factors were determined and validated using simulations:
1. Multiply estimate of variance of Y (formula (8)) by 1.2 if 2 ≤ m < 6 or by 1.3 if m ≥ 6. 2. Multiply the MME with bias correction (formula (9) or (10)) by 1.1 if 3 ≤ m < 5, by 1.2 if 5 ≤ m < 9, by 1.3 if 9 ≤ m < 13, or by 1.4 if m > 13.
After applying these adjustments, the coverage is approximately 95% (see table 2 as an example).
The following provides a summary of our first method for estimating 95% confidence intervals for r:
1. Calculate variance of Y using formula (8) and adjust the obtained value as described above. In the formula for variance of Y substitute r by r adjusted as recommended above. Calculate s Y , the standard deviation of Y , as a square root of variance of Y . 2. Calculate 2.5 and 97.5 percentiles of the distribution of Y given r = r:
. Determine lower and upper confidence limits for r using the MME adjusted as described above: r L = r(Y L ) and r U = r(Y R ). Round r L and r U to the nearest integers. If r L < Y obs , then let r L = Y obs .
The second method of interval estimation for r is based on the following theorem (Bain and Engelhardt, 1992) : if G(Y |r) is a cumulative density function of Y and G(Y |r) is an increasing function of r, then 100(1 − α)% confidence limit for r is given by r U , such that G(Y |r U ) = α. In order to determine a specific value of r U , an iterative procedure has to be run. Additionally, in each iteration G(Y |r) has to be determined by simulations. Below we present an algorithm that applies the above theorem for estimation of 100(1 − α)% confidence interval for r:
1. Let r = r. Round r to the nearest integer. 2. Increase r by 1 and simulate the distribution of Y under current value of r, using the procedure of simulating Y described in section 5. 3. Calculate P(Y ≤ Y obs. ) using the distribution of Y simulated in previous step. 4. If P(Y ≤ Y obs. ) ≤ α then assume that r U is equal to the current value of r.
Otherwise, go back to 2.
This procedure provides a one-sided upper tail confidence interval for r, while Y is a lower bound for r. A similar procedure might be used to determine two-sided confidence interval. However, according to the results of the preliminary evaluation, one-sided upper tail confidence intervals obtained with this method are usually shorter than two-sided confidence intervals. Therefore, in the case of the second method we recommend employing one-sided intervals. We compared performance of the two methods described above using simulated data sets. In particular, we checked length and coverage of the intervals. Since the mean length of the confidence intervals is influenced by extremely long intervals occurring in rare cases when Y is close to n, we used median confidence interval as a criterion for comparison. In tables 2 and 3 we present the results. Table  2 refers to the case where the assumption of the exponential distribution of selection coefficients is met, while table 3 presents the results for the case where the data were simulated under the uniform distribution of selection coefficients. Notice that the median length of confidence intervals obtained with the first method is, in most cases, lower than the median length of the intervals resulting from the second method. However, confidence intervals estimated with the second method are conservative and their coverage is not lower than 95%, while the coverage of the intervals obtained using the first method is sometimes slightly lower than 95%.
According to the table 3 both methods are robust in the case when the assumption of the exponential distribution of the selection coefficients is violated. Median length of the interval is usually higher, but the coverage also increases which means that confidence intervals are more conservative.
In a typical case where n ≤ 50 and r ≤ 50, we recommend using the first method, which is simple and convenient, and the coverage of resulting confidence intervals is approximately equal to 95%. The second method requires running simulations in order to estimate a confidence interval, and the resulting confidence intervals are, in some cases, excessively conservative. This method is recommended for the cases when n is much greater than 50, i.e. in the range in which the MME with bias correction should not be used used for point estimation because the bias correction term has only been validated for n ≤ 50 and r ≤ 50. In those instances, the adjusted ACE or the MLE can be used for point estimation. In fact, the algorithm for the MLE involves generating the distribution of Y given r for consecutive values of r; therefore the same procedure can be used for both point estimation and interval estimation. Finally, we applied the first method to the phage ID11 data (Rokyta et al., 2005) . According to the results, the lower confidence limit of the 95% confidence interval for the number of available one-step beneficial mutations equals 9, while the upper confidence limit equals 53.
Final conclusions
We have developed two estimators of the number of beneficial mutations that account for unequal sampling probabilities due to natural selection and unequal mutation rates. The first of these two estimators, the MME with bias correction, was designed to be applied in most typical cases, when the number of replicates of an experiment and the total number of available mutations do not exceed 50. If r is large (r = 40) it performs better than the other estimators. When r is small (r = 10) its performance is similar to the adjusted ACE, but is less biased than this estimator. The MME is convenient to use since a direct formula for the estimator is provided and there is no need to use computer simulations. Moreover, the MME is robust when the assumption of the exponential distribution of selection coefficients is violated, and it is not required that the distribution of the selection coefficients be determined before applying the MME. Furthermore, the performance of the MME is also robust to inaccuracies in the estimate of the parameter m.
Because the bias correction term of the MME was determined for the number of replicate experiments n ≤ 50 and the available number of first-step mutations r ≤ 50, this estimator is not recommended to be used far outside of this range. In rare cases when n is much greater than 50, we recommend the simulation-based ML estimator that we developed in section 5, or the adjusted ACE. While the adjusted ACE is more convenient to use since direct formula for the estimator is provided, the MLE is expected to be less biased than the adjusted ACE when the assumption of the exponential distribution of selection coefficients is met. However, the MLE is sensitive to departures from the assumed distribution of selection coefficients. Therefore, it is suggested that the analysis is preceded by inference about this distribution, and then the appropriate distribution is used in the estimation procedure. An available procedure for inferring the distribution of selection coefficients from observed data based on a likelihood ratio test (LRT) comes from Beisel et al. (2007) .
We have also presented two methods of interval estimation for r. The first method is a procedure based on approximation of 2.5 and 97.5 percentiles of the distribution of r, where r is a function of Y . This method performs better than the second presented method, which is an iterative procedure based on simulations of the distribution of Y . However, the first method involves using the MME formula with the bias correction, which has only been validated when n ≤ 50 and r ≤ 50. Therefore, if the number of replicates of an experiment is much greater than 50, we recommend the second method.
A Expected value of Y , given vector of selection coefficients
Result:
If I j,n is an indicator function, such that I j,n = 1 if j-th mutant was observed at least once in n replicates 0 if j-th mutant was not observed in n replicates
The probability of not sampling j-th mutant in n trials is equal to (1 − P r+1, j ) n , where P r+1, j is the probability of sampling j-th mutation in one experiment given by equation (1). Therefore
The above formula is equivalent to the expected value of I j,n given s:
Based on that, we obtained the expected value of Y given s
In order to derive the expected value of Y , we used the approach proposed by Harris (1959) . In the appendix A we derived E(Y |s) to be
Since selection coefficients are random variables, the expectation with respect to s has to be taken to obtain E(Y )
To simplify the above formula we used the symmetry argument analogous to Joyce et al. (2008) 
In order to derive the expectation in the right side of the above equation, the first step was to determine the distribution of the term s j / ∑ Then, by equation (11) E(Y ) = r − r(r − 1) r + n − 1 = rn r + n − 1 . Using the symmetry argument analogous to Joyce et al. (2008) , we obtained the formula for expected value of Y 2 :
E Y 2 = rE[1 − (1 − P r+1, j ) n ] + r(r − 1)E[1 − (1 − P r+1, j ) n − (1 − P r+1,i ) n + + (1 − P r+1, j − P r+1,i ) n ] = = rn r + n − 1 + r(r − 1) 1 − 2(r − 1) r + n − 1 + E(1 − P r+1, j − P r+1,i ) n .
The n-th moment of 1 − P r+1, j − P r+1,i given by
(1 − P r+1, j − P r+1,i ) n = 1 − s j Using the well known formula for the n-th moment of a beta distributed random variable, we derived a formula for E 1 − .
Finally, we derived the second moment of Y E Y 2 = rn r + n − 1 + r(r − 1) 1 − 2(r − 1) r + n − 1 + (r − 1)(r − 2) (r + n − 1)(r + n − 2) = rn r + n − 1 + r(r − 1) n(n − 1) (r + n − 1)(r + n − 2) = rn r + n − 1 1 + (r − 1)(n − 1) r + n − 2 .
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To determine the bias correction term, a functional relationship between bias and r had to be identified for different values of m. Bias was assessed using simulations. Then, based on plotting bias versus r for different values of m, it was concluded that for r < 20, the relationship between bias and r can be described by a quadratic function; for r ≥ 20 it can be described by a linear function (figure 5). F Functional relationship between coefficients of the bias correction term for the MME and m
After concluding that bias of the MME may be approximated by a quadratic or linear function of r (appendix E), the next step was to find the coefficients of these functions for different values of m. The coefficients of quadratic and linear functions were plotted against m and the relationship between m and the coefficients was identified as a rational function (α 1 , β 1 , β 2 ) or a quadratic function (α 2 , α 3 ) (figure 6). 
