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Eines der großen Mysterien im Schnittgebiet zwischen algebraischer Geometrie,
Zahlentheorie und komplexer Geometrie ist die Struktur der absoluten Galois-
Gruppe Gal(Q/Q). Ziel vieler Anstrengungen in den letzten 20 Jahren war es,
diese Gruppe besser zu verstehen. Ein großer Schritt in diese Richtung ist die
Definition der Grothendieck-Teichmu¨ller-Gruppe ĜT . Diese durch Erzeuger und
Relationen angegebene Gruppe entha¨lt Gal(Q/Q). Bis heute ist jedoch nicht klar,
ob beide Gruppen sogar gleich sind.
Will man Gal(Q/Q) verstehen, so ist es nu¨tzlich, ein Kriterium zu haben, um
die u¨ber Q definierten algebraischen Varieta¨ten von denen zu unterscheiden, die
nicht u¨ber Q definiert sind. In Dimension 1 ist dies vollsta¨ndig gelungen durch
den Satz von Belyi (siehe Kapitel 2): U¨ber Q definierte projektive nichtsin-
gula¨re Kurven sind genau diejenigen, die P1C endlich und ho¨chstens u¨ber drei
Punkten verzweigt u¨berlagern. Belyi konstruiert im Beweis seines Satzes einen
Algorithmus, mit dessen Hilfe man fu¨r jede u¨ber Q definierte nichtsingula¨re pro-
jektive Kurve X einen solchen Belyi-Morphismus erha¨lt. Da der Algorithmus
von einem beliebigen nichtkonstanten Element des Funktionenko¨rpers von X/Q
ausgeht, erha¨lt man sehr viele verschiedene Belyi-Morphismen fu¨r eine gegebene
Kurve X. Nun hat jede nichtsingula¨re projektive Kurve u¨ber C die Struktur einer
Riemannschen Fla¨che. Ist die Kurve u¨ber Q definiert, so kann man sich auf ihr
das Urbild des reellen Intervalls [0, 1] ⊂ P1 unter einem Belyi-Morphismus an-
sehen. Das ergibt eine kombinatorische Struktur auf X, die Grothendieck dessin
d’enfants, Kinderzeichnung, genannt hat. Es stellt sich heraus, daß Gal(Q/Q)
treu auf der Menge der Kinderzeichnungen operiert. Das genaue Studium die-
ser Operation fu¨hrt zu einem besseren Versta¨ndnis der absoluten Galois-Gruppe,
genu¨gt aber bisher nicht, um sie vollsta¨ndig zu beschreiben.
Nun erscheint es natu¨rlich, als na¨chstes den zweidimensionalen Fall zu betrachten,
um sich weitere Strukturen zu verschaffen, auf denen Gal(Q/Q) operiert. Deshalb
versucht man, die u¨ber Q definierten algebraischen Fla¨chen in a¨hnlicher Weise
wie im Satz von Belyi zu charakterisieren. Hierzu hat Grothendieck in seiner Es-
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quisse d’un programme (siehe [GRO]) vorgeschlagen, den Modulraum M0,5 der
stabilen projektiven Kurven vom arithmetischen Geschlecht 0 mit 5 ausgezeich-
neten Punkten zu u¨berlagern. Dieser Ansatz wird auch in der vorliegenden Arbeit
verfolgt. Im Zweidimensionalen gibt es, anders als im Eindimensionalen, keinen
eindeutig bestimmten nichtsingula¨ren projektiven Abschluß von M0,5. Deshalb
wird in dieser Arbeit die folgende Vermutung als Verallgemeinerung des Satzes
von Belyi auf Dimension 2 betrachtet:
Vermutung 1. Sei X eine nichtsingula¨re u¨ber C definierte projektive Fla¨che.
Genau dann ist X u¨ber Q definiert, wenn X birational a¨quivalent zu einer pro-
jektiven normalen Fla¨che X ′ ist, die einen nichtsingula¨ren u¨ber Q definierten
projektiven Abschluß von M0,5 endlich und u¨ber M0,5 unverzweigt u¨berlagert.
Proposition 3.3 in Kapitel 3 zeigt, daß jeder solche Abschluß von M0,5 im Sinne
der Vermutung gleich gut ist, denn hat man fu¨r einen solchen Abschluß von M0,5
eine U¨berlagerung wie in der Vermutung gefunden, so auch fu¨r jeden anderen. Im
allgemeinen sind die hierbei betrachteten u¨berlagernden Fla¨chen jedoch lediglich
normal. Will man nichtsingula¨re Fla¨chen bekommen, die eine in Vermutung 1
geforderte U¨berlagerung tragen, so muß man sich bei der Wahl des projektiven
Abschlusses von M0,5 einschra¨nken. Obwohl Vermutung 1 nicht vollsta¨ndig be-
wiesen ist, soll dennoch eine wesentlich scha¨rfere Formulierung betrachtet werden:
Vermutung 2. Sei X eine u¨ber C definierte nichtsingula¨re projektive Fla¨che.
Genau dann ist X u¨ber Q definiert, wenn X birational a¨quivalent ist zu einer
nichtsingula¨ren projektiven Fla¨che X ′ u¨ber Q, die eine endliche U¨berlagerung
auf einen nichtsingula¨ren u¨ber Q definierten projektiven Abschluß von M0,5 be-
sitzt, die ho¨chstens u¨ber dem Komplement von M0,5 verzweigt.
In der Tat zeigen die zentralen Resultate der vorliegenden Arbeit, Satz 11 und
Satz 8, die Vermutung 2 fu¨r Abelsche und hyperelliptische Fla¨chen. Fu¨r Fla¨chen,
die birational a¨quivalent zum Produkt zweier u¨ber Q definierter Kurven sind, gilt
Vermutung 2 ebenfalls.
Volker Braungardt hat in seiner Dissertation [BR1] auch fu¨r die elliptischen und
Enriques-Fla¨chen, sowie fu¨r einige K3-Fla¨chen einen Beweis von Vermutung 1
gefunden. Die dort pra¨sentierten Resultate werden in der vorliegenden Arbeit
der Vollsta¨ndigkeit halber kurz zusammengetragen. Da in [BR1] jedoch immer
M0,5 u¨berlagert wird, konnten Braungardts Resultate in einigen Fa¨llen durch
die gro¨ßere Flexibilita¨t, die Vermutungen 1 und 2 bei der Wahl eines projektiven
Abschlusses von M0,5 liefern, verbessert werden.
Es sei hier noch erwa¨hnt, daß Igor Ronkine in seiner Diplomarbeit [RON], sowie
Kapil Hari Paranjape in seinem Artikel [PAR] den konzeptionellen Weg Grothen-
diecks verlassen haben und auf andere Art und Weise vollsta¨ndige Charakteri-
sierungen der u¨ber Q definierten nichtsingula¨ren projektiven Fla¨chen gefunden
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haben. Erwa¨hnt sei an dieser Stelle auch die Dissertation [WEN] von Andreas
Weng. Diese bescha¨ftigt sich ebenfalls mit einer Verallgemeinerung des Satzes von
Belyi auf ho¨here Dimension und formuliert Vermutung 1. Desweiteren bescha¨ftigt
sie sich mit einer Verallgemeinerung der dessins d’enfants auf ho¨here Dimensi-
on. Im Rahmen eines Kurzaufenthaltes bei Professor Wolfart in Frankfurt hat
mich Andreas Weng darauf aufmerksam gemacht, wie das Bild des Komplements
von M0,5 in der Realisierung auf P1 × P1 nach Ausdividieren der Operation der
symmetrischen Gruppe S2 auf P
1 × P1 aussieht. Dies ermo¨glichte es mir in der
weiteren Diskussion, eine erste Vorversion des in Abschnitt 3.3 angegebenen Mor-
phismus zu konstruieren, was zum Beweis von Vermutung 1 fu¨r Abelsche Fla¨chen
fu¨hrt. Diese Version findet sich auch in Wengs Dissertation [WEN] wieder. In der
Zwischenzeit konnte ich dieses Resultat jedoch deutlich verbessern.
Ein Wort zur Gliederung der vorliegenden Arbeit.
Kapitel 2 entha¨lt die wesentlichen Schritte im Beweis des Satzes von Belyi. Dieser
wird im weiteren Verlauf der Arbeit eine zentrale Rolle spielen.
Kapitel 3 stellt den Zusammenhang des Satzes von Belyi mit den erwa¨hnten
Modulra¨umen her und erla¨utert die von Grothendieck vorgeschlagene Vorgehens-
weise. Danach wird mit den Vermutungen 1 und 2 das erhoffte Ziel abgesteckt.
Proposition 3.3 und Abschnitt 3.3 sind erste Schritte, die spa¨ter im Beweis der
Vermutungen fu¨r einige Klassen von Fla¨chen beno¨tigt werden.
Kapitel 4 faßt die in der Dissertation [BR1] von Volker Braungardt enthalte-
nen Beweise der Vermutung 1 fu¨r einige Klassen von Fla¨chen zusammen und
verbessert diese Resultate teilweise. Insbesondere wird in Kapitel 4 gezeigt, daß
fu¨r Fla¨chen von Kodaira-Dimension −∞ und fu¨r hyperelliptische Fla¨chen die
scha¨rfere Vermutung 2 gilt. Dies ist ein neues Resultat.
Kern der vorliegenden Arbeit ist Kapitel 5. In diesem wird Vermutung 2 fu¨r
Abelsche Fla¨chen bewiesen. Dazu werden einige Resultate aus der Theorie der
Abelschen Fla¨chen beno¨tigt, die in diesem Kapitel ebenfalls bereitgestellt werden.
In Kapitel 6 werden fu¨r spezielle kritische Orte im P2 sowie fu¨r spezielle Fla¨chen,
die fast alle vom allgemeinen Typ sind, die Vermutungen 1 bzw. 2 bewiesen.
Diese decken zwar den allgemeinen Fall nicht ab, sind aber dennoch ein Schritt
in Richtung eines allgemeinen Beweises der Vermutungen.
Kapitel 7 faßt die Ergebnisse der vorliegenden Arbeit zusammen und entha¨lt
einen kurzen Ausblick auf Mo¨glichkeiten und Probleme, die sich in Dimensionen
gro¨ßer als 2 ergeben.
Im Anhang wird anhand eines konkreten Beispiels nachgerechnet, daß es sinnvoll
ist, Vermutungen 1 und 2 in der in dieser Arbeit betrachteten Form zu formulie-
ren.
Am Ende eines Vorhabens, wie es die vorliegende Arbeit darstellt, ist es immer
scho¨n, sich bei all denen zu bedanken, die das Zustandekommen ermo¨glicht haben.
Dazu geho¨rt mit Sicherheit an erster Stelle Prof. Dr. Frank Herrlich, der dieses
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Promotionsvorhaben ermo¨glichte und dessen Betreuung beispielhaft war. Seine
Tu¨r steht fu¨r seine Studenten immer offen, wofu¨r ihm nicht genug gedankt werden
kann [EV]. Außer mittwochs. Aber das hat seine Gru¨nde (siehe [BR1]). Weiter
mo¨chte ich mich bei allen Mitarbeitern des Lehrstuhls bedanken, besonders bei
Dr. Stefan Ku¨hnlein und Dr. Markus Even. Dank gebu¨hrt auch meinen Eltern
und meinem Bruder fu¨r die Unterstu¨tzung und das Korrekturlesen, sowie Monika
Behrens fu¨r das Erstellen der Abbildungen im Anhang, sowie fu¨r verschiedenste
TEX-Problemlo¨sungen. Ganz am Schluß des Dankes steht jedoch meine Freundin,
Claudia Marcks, die die Endkorrektur u¨bernommen hat. Sie hat in den letzten
Monaten dafu¨r gesorgt, daß ich ein Mensch geblieben bin, und durch ihre Geduld
und ihre aufmunternden Worte einen wesentlichen Beitrag zum Gelingen dieser
Arbeit geleistet.
Kapitel 2
Der Satz von Belyi
Im folgenden sei eine Kurve ein integres projektives Schema der Dimension 1 von
endlichem Typ u¨ber einem algebraisch abgeschlossenen Ko¨rper k beziehungsweise
eine in einen Pnk eingebettete Version davon.
Definition 2.1. Ist k′ ein Teilko¨rper von k, so heißt ein Schema X/k u¨ber k′
definiert, wenn sich X schreiben la¨ßt als X ∼= X0×k′ k mit einem Schema X0/k′.
In der Sprache der Varieta¨ten bedeutet dies, daß es eine projektive Einbettung
von X gibt, so daß die Koeffizienten der definierenden Polynome von X in k′
liegen.
Satz 1 (Belyi, 1979). Sei X eine u¨ber C definierte nichtsingula¨re projektive
algebraische Kurve. Genau dann ist X u¨ber Q definiert, wenn es einen endlichen
Morphismus β : X → P1C gibt, der ho¨chstens u¨ber drei Punkten verzweigt. Diese
sind ohne Einschra¨nkung 0, 1 und ∞.
Andre´ Weil beweist in [WE], daß die Existenz eines solchen Morphismus garan-
tiert, daß X u¨ber Q definiert ist. Dabei wird an die Dimension der Varieta¨t keine
Bedingung gestellt. Man beno¨tigt lediglich eine endliche U¨berlagerung auf eine
u¨ber Q definierte Varieta¨t, so daß der kritische Ort der U¨berlagerung ebenfalls
u¨ber Q definiert ist.
Wesentlich interessanter fu¨r die vorliegende Arbeit ist die andere Richtung dieser
Aussage. Man geht aus von einer nichtsingula¨ren projektiven Kurve X u¨ber Q
und will nun einen solchen Belyi-Morphismus β : X → P1
Q
konstruieren. Da der
von Belyi gefundene Algorithmus in dem spa¨ter betrachteten zweidimensionalen
Fall eine große Rolle spielen wird, sei er hier im Detail aufgefu¨hrt.
2.1 Der 1. Schritt
Man beginnt mit einem nichtkonstanten Element des Funktionenko¨rpers von
X/Q. Da man im Eindimensionalen ist, induziert dieses eine endliche, u¨berall
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definierte U¨berlagerung u : X → P1
Q
. Die endlichen kritischen Werte von u haben
Koordinaten in Q. Nun betrachtet man das Produkt f0 ∈ Q[z0] der Minimalpo-
lynome dieser kritischen Werte. Bezeichnet S die Menge der Galois-Konjugierten





Die wesentliche Konstruktion des ersten Schrittes ist es, die endlichen kritischen








Dabei bedeute Reszj die Resultante der angegebenen Polynome, aufgefaßt als
Polynome in der Variablen zj.
Proposition 2.2. Seien f, g ∈ k[X] Polynome in einer Variablen u¨ber einem
Ko¨rper k. Dann sind a¨quivalent:
a) Die Resultante von f und g ist ungleich Null.
b) f und g haben in einem algebraischen Abschluß k von k keine gemeinsame
Nullstelle.
Beweis: Siehe [BO, Kapitel 4.4, Korollar 8, Seite 172]. 
Proposition 2.2 besagt in der oben beschriebenen Situation, daß die Nullstellen
von fj+1 genau die endlichen kritischen Werte von fj sind. Da die in der Re-
sultante auftretenden Polynome Koeffizienten in Q haben, ist dies auch fu¨r ihre
Resultante so. Wegen der Ableitung ist der Grad von fj+1 als Polynom in zj+1
kleiner als der Grad von fj als Polynom in zj. Somit erha¨lt man nach endlich
vielen Schritten ein lineares Polynom fn. Nun setzt man
β ′ := fn ◦ fn−1 ◦ . . . ◦ f0 ◦ u.
Das ist nach Konstruktion ein endlicher Morphismus X → P1
Q
. Die kritischen
Werte von β ′ liegen in Q: Fu¨r die kritischen Werte Cg◦f zweier Morphismen
gilt ganz allgemein Cg◦f = Cg ∪ g(Cf). Da jedes der fj die kritischen Werte
seines Vorga¨ngers auf 0 abbildet, alle vorkommenden Polynome Koeffizienten in
Q haben und das letzte Polynom linear ist, also selbst keine kritischen Werte hat,
liegen die kritischen Werte von β ′ in Q.
Bemerkung 2.3. Der so konstruierte Morphismus β ′ : X → P1 hat ho¨chstens
Grad(f0) viele verschiedene endliche kritische Werte. Hat β
′ kritische Werte, so
ist 0 einer davon.
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Beweis: Die endlichen kritischen Werte von u werden durch f0 auf 0 abgebildet.
Hat f0 Grad n, so hat es ho¨chstens n− 1 verschiedene endliche kritische Werte,
die Bilder unter f0 der Nullstellen der Ableitung von f0. Diese werden von f1
alle auf 0 abgebildet. Somit hat f1 ◦ f0 ◦ u die kritischen Werte 0, f1(0) und die
n− 2 Bilder der Nullstellen der Ableitung von f1, usw. Insbesondere folgt, daß 0
kritischer Wert von β ′ ist, als Bild unter fn des kritischen Werts von fn−1. 
2.2 Der 2. Schritt
Nun liegt die Menge S ′ der endlichen kritischen Werte von β ′ in Q.
1.) |S ′| ≤ 2. Dann genu¨gt eine Mo¨biustransformation, um S ′ auf die Menge
{0, 1} abzubilden. Da 0 bereits ein kritischer Wert ist, beno¨tigt man sogar
nur eine Mo¨biustransformation der Form x 7→ ax, a ∈ Q. Der Punkt ∞ ist
auch ein kritischer Punkt, wird aber von allen vorkommenden Morphismen
auf ∞ abgebildet, weshalb der Satz in diesem Fall bewiesen ist.
2.) |S ′| ≥ 3. Man wa¨hlt drei geordnete Punkte in S ′. Zu diesen gibt es immer
eine Mo¨biustransformation x 7→ ax + b, a, b ∈ Q, die diese Punkte auf
0, 1 und c
d
abbildet, wobei 0 < c
d
< 1 ist: Man bildet den kleinsten der
kritischen Werte auf 0 ab und den gro¨ßten auf 1. Der mittlere ist dann von
der angegebenen Form, da Mo¨biustransformationen orientierungserhaltend
sind. Nun schreibt man c
d
in der Form m
m+n
mit natu¨rlichen Zahlen m und
n. Das ist immer mo¨glich, da 0 < c
d
< 1 ist. Weiter betrachtet man die
Abbildung




Diese bildet 0 und 1 auf 0 ab, m
m+n
auf 1 und verzweigt u¨ber den Punkten
0, 1 und ∞. Der kritische Punkt ∞ wird von allen betrachteten Abbildun-
gen auf ∞ abgebildet. Somit hat man die Anzahl der endlichen kritischen
Werte um eins reduziert. Fa¨hrt man hiermit fort bis man nur noch zwei
endliche kritische Werte u¨brig hat, so ist man im Fall 1.). Verkettet man
nun alle in Schritt 2 und Schritt 1 erhaltenen Abbildungen, hat man einen
endlichen Morphismus β : X → P1
Q
konstruiert, der ho¨chstens u¨ber der
Menge {0, 1,∞} verzweigt. 
Na¨heres zu Belyis Algorithmus und einen Beweis des zitierten Satzes von Weil in
moderner Sprache fu¨r Kurven findet man beispielsweise in [KOE], in [WOL] und
in [HAM].
Kapitel 3
Belyis Satz und Modulra¨ume
Um den Satz von Belyi auf die zweidimensionale Situation u¨bertragen zu ko¨nnen,
muß man sich zuna¨chst daru¨ber klar werden, welche Objekte man u¨berlagern
mo¨chte. Dazu gibt es verschiedene Ansa¨tze. So hat Igor Ronkine in seiner Di-
plomarbeit [RON] den Ansatz verfolgt, weiter P1 zu u¨berlagern und so eine Be-
schreibung der u¨ber Q definierten komplexen Fla¨chen gefunden. Die dabei be-
trachteten Morphismen sind aber schon aus Dimensionsgru¨nden keine endlichen
U¨berlagerungen.
Des weiteren muß man sich u¨berlegen, was man als kritischen Ort zulassen
mo¨chte. Der naive Ansatz, vier Geraden in allgemeiner Lage im P2 als zula¨ssigen
kritischen Ort zu betrachten, ist zum Scheitern verurteilt, wie der folgende Satz
lehrt (siehe [HOL, Theorem 6.10.1, Seite 391]):
Satz 2. Sei X 6= P2 eine regula¨re U¨berlagerung des P2. Dabei heißt eine U¨ber-
lagerung regula¨r, wenn ihr kritischer Ort aus glatten Kurven besteht, von denen
sich je ho¨chstens zwei in einem Punkt transversal schneiden. Dann gilt:
c21(X) ≤ 2c2(X).
Da es u¨ber Q definierte Fla¨chen vom allgemeinen Typ mit c21(X) > 2c2(X) gibt,
muß man im kritischen Ort mindestens Tripelpunkte zulassen. Ein Ansatz in
diese Richtung, der geometrisch rigide Divisoren in P2 benutzt und eine Cha-
rakterisierung der u¨ber Q definierten Fla¨chen liefert, findet sich in [PAR]. Dieser
Ansatz hat den Nachteil, daß der kritische Ort im allgemeinen sehr groß wird.
In der vorliegenden Arbeit wird ein anderer Ansatz verfolgt, der zuerst von
Alexandre Grothendieck in seiner Esquisse d’un programme [GRO] vorgeschla-
gen wird. Um diesen formulieren zu ko¨nnen ist es notwendig, sich einige Grund-
kenntnisse auf dem Gebiet der Modulra¨ume fu¨r stabile Kurven mit n markierten
Punkten anzueignen. Diese werden im na¨chsten Abschnitt beschrieben.
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3.1 Die Modulra¨ume M0,4 und M0,5
Diese sollen zusammenha¨ngende stabile Kurven vom arithmetischen Geschlecht
0 mit vier bzw. fu¨nf markierten Punkten parametrisieren.
Definition 3.1. Eine (nicht notwendig irreduzible oder nichtsingula¨re) projektive
zusammenha¨ngende Kurve (X; x1, . . . , xn) mit n markierten Punkten heißt sta-
bil, wenn sie ho¨chstens gewo¨hnliche Doppelpunkte als Singularita¨ten hat und ihre
Automorphismengruppe endlich ist.
Dabei sei die Menge der singula¨ren Punkte disjunkt zu {x1, . . . , xn} und die xi
paarweise verschieden. Automorphismen seien solche, die die Menge {x1, . . . , xn}
der markierten Punkte sowie die Menge der singula¨ren Punkte punktweise fix
lassen.
Stabile Kurven vom arithmetischen Geschlecht 0 sind Ba¨ume von endlich vie-
len projektiven Geraden. Sollen diese endliche Automorphismengruppen haben,
mu¨ssen auf jeder Komponente der Ba¨ume mindestens drei besondere Punkte lie-
gen, also mindestens drei singula¨re oder markierte Punkte, da die Automorphis-
mengruppe des P1 dreifach transitiv auf P1 operiert. Da man fordert, daß diese
Ba¨ume zusammenha¨ngend sind, gibt es fu¨r jedes n nur eine Art nichtsingula¨rer
stabiler Kurven vom arithmetischen Geschlecht 0 mit n markierten Punkten, den
P1 mit n markierten Punkten.
Bemerkung 3.2. Da man nur Automorphismen zula¨ßt, die die markierten Punk-
te fix lassen, ko¨nnen diese Automorphismen im Fall von Geschlecht 0 keine ir-
reduziblen Komponenten vertauschen. Es folgt, daß diese Automorphismen auch
die singula¨ren Punkte fix lassen, man muß dies nicht extra fordern. 
3.1.1 M0,4
Nichtsingula¨re stabile Kurven vom arithmetischen Geschlecht 0 mit vier mar-
kierten Punkten sind projektive Geraden mit vier ausgezeichneten Punkten. Drei
dieser Punkte nennt man 0, 1 und∞, der vierte bleibt beliebig, darf aber nicht 0, 1
oder ∞ sein. Die nichtsingula¨ren der hier betrachteten stabilen Kurven mit vier
markierten Punkten werden also von A1\{0, 1} parametrisiert. Am Rand dieses
Modulraums sitzen singula¨re stabile Kurven. Auch hier gibt es nur drei Arten:
Man muß einen der Punkte 0, 1,∞ zum gewo¨hnlichen Doppelpunkt machen und
hat dann drei verschiedene Mo¨glichkeiten, auf jede der zwei projektiven Geraden
zwei der markierten Punkte zu legen. Damit hat man alle stabilen Kurven vom
arithmetischen Geschlecht 0 mit vier markierten Punkten gefunden. U¨ber einen
verallgemeinerten Begriff des Doppelverha¨ltnisses, siehe [GHvP], kann man die
singula¨ren unter ihnen mit den Punkten 0, 1 und ∞ im P1 identifizieren. Der
(grobe) Modulraum M0,4, der stabile vierfach punktierte projektive Kurven vom
arithmetischen Geschlecht 0 parametrisiert, ist somit isomorph zu P1.
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Mit diesem Vorwissen kann man schreiben:
Satz 3 (Belyi, Version von Grothendieck). Sei X eine nichtsingula¨re pro-
jektive Kurve u¨ber C. Genau dann ist X u¨ber Q definiert, wenn es eine end-
liche U¨berlagerung β : X → M0,4 (∼= P1) gibt, die ho¨chstens u¨ber dem Rand
M0,4\M0,4 (das ist die Menge {0, 1,∞}) verzweigt. 
3.1.2 M0,5
Dies ist der zweidimensionale unter den hier betrachteten Modulra¨umen und
deshalb ein Objekt, das sich fu¨r eine Verallgemeinerung des Satzes von Belyi auf
Dimension 2 anbietet.
Wie im Eindimensionalen gibt es nur eine Art nichtsingula¨rer stabiler Kurven
vom arithmetischen Geschlecht 0 mit fu¨nf markierten Punkten: Den P1 mit fu¨nf
markierten Punkten, von denen wieder drei die Punkte 0, 1 und ∞ seien. U¨brig
bleiben die letzten zwei Punkte. Diese du¨rfen nicht 0, 1 oder ∞ und auch nicht
gleich sein. Das ergibt
M0,5 ∼= (P1\{0, 1,∞})2\(Diagonale).
Die dazu passende Realisierung von M0,5 erha¨lt man durch Aufblasen des P1×P1
in den Punkten ((0 : 1), (0 : 1)), ((1 : 1), (1 : 1)) und ((1 : 0), (1 : 0)) (siehe
[GHvP, Example 2, Seite 151]). Das ergibt eine Fla¨che, die isomorph ist zu der
del Pezzo-Fla¨che P̂2, die in [BHH, Seite 195/196] beschrieben ist.
Nach [BHH] la¨ßt sich P̂2 auch realisieren als Aufblasung des P2 in vier Punkten in
allgemeiner Lage. Der Randdivisor besteht dann aus den exzeptionellen Geraden
und den strikten Transformierten der sechs Verbindungsgeraden der vier Punkte
im P2, einer Konfiguration, die vollsta¨ndiges Viereck heißt.
Abbildung 3.1: Vollsta¨ndiges Viereck
Essentiell gibt es nur ein vollsta¨ndiges Viereck im P2, da die Automorphismen-
gruppe des P2 vierfach transitiv auf Punkten in allgemeiner Lage operiert und
deshalb jedes vollsta¨ndige Viereck durch einen Automorphismus des P2 auf jedes
andere abgebildet werden kann.
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3.2 Die Verallgemeinerung
Um den Satz von Belyi auf Varieta¨ten der Dimension n > 1 zu verallgemeinern
hat Grothendieck vorgeschlagen, die Modulra¨ume M0,n+3 zu u¨berlagern.
Anders als bei Kurven gibt es fu¨r Varieta¨ten ho¨herer Dimension kein einzelnes
ausgezeichnetes Modell mehr, auf dem alle Morphismen definiert sind. Zu jeder
projektiven Varieta¨t X und jeder rationalen Abbildung ϕ : U ⊆ X → Y in eine
projektive Varieta¨t Y gibt es jedoch eine zu X birational a¨quivalente Varieta¨t
X ′, die U als offenen dichten Teil entha¨lt, und einen Morphismus φ : X ′ → Y
mit φ |U= ϕ. Deshalb wird im folgenden statt einer einzelnen u¨ber Q definierten
projektiven Varieta¨t ihre birationale A¨quivalenzklasse u¨ber Q betrachtet.
Des weiteren gibt es im ho¨herdimensionalen Fall anders als im eindimensiona-
len keinen eindeutig bestimmten projektiven Abschluß des Modulraums M0,n+3
mehr.
Die vorliegende Arbeit bescha¨ftigt sich mit dem zweidimensionalen Fall. Hier ist
die Situation noch recht u¨bersichtlich, wie die folgende Proposition zeigt. Sei X
eine nichtsingula¨re u¨ber Q definierte projektive Fla¨che, Y ein nichtsingula¨rer u¨ber
Q definierter projektiver Abschluß von M0,5 und (∗XY ) die folgende Bedingung:
(∗XY ) Es gibt eine normale u¨ber Q definierte projektive Fla¨che X ′, die
birational a¨quivalent zu X ist, und einen endlichen Morphismus
X ′ → Y , der u¨ber M0,5 unverzweigt ist.
Proposition 3.3. Seien Y1 und Y2 nichtsingula¨re u¨ber Q definierte projektive
Abschlu¨sse von M0,5, sowie X eine nichtsingula¨re u¨ber Q definierte projektive
Fla¨che. Genau dann erfu¨llt X die Bedingung (∗XY1), wenn X die Bedingung (∗XY2)
erfu¨llt.
Beweis: Sei X ′ birational a¨quivalent zu X und ϕ : X ′ → Y1 ein endlicher Mor-
phismus, der u¨ber M0,5 unverzweigt ist. Da die projektiven Fla¨chen Y1 und Y2
beide den offenen, dichten Teil M0,5 enthalten, sind sie birational a¨quivalent. Sei
ψ : Y1 → Y2 eine solche birationale Abbildung. Diese ist nach [BEAU, Seite 14]
ho¨chstens in endlich vielen Punkten im Komplement von M0,5 nicht definiert.
Nach [BEAU, Theorem II.7] kann man ψ zu einem birationalen Morphismus
fortsetzen, indem man in den Punkten, in denen ψ nicht definiert ist, endlich oft
aufbla¨st. Sei Y˜1 das so aufgeblasene Y1 und f : Y˜1 → Y2 der aus ψ erhaltene















Dabei sei η die Projektion der aufgeblasenen Fla¨che auf Y1. Da mit Y1 auch
Y˜1 nichtsingula¨r und projektiv ist, ist f ein projektiver Morphismus und damit
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surjektiv, da er dominant ist. Da man im Komplement von M0,5 aufgeblasen hat
und das obige Diagramm kommutativ ist, werden die exzeptionellen Geraden der
Aufblasungen ins Komplement von M0,5 in Y2 abgebildet.
Durch die Aufblasungen im Bild ist aus dem Morphismus ϕ : X ′ → Y1 eine
rationale Abbildung ϕ˜ : X ′ → Y˜1 geworden. Da Theorem II.7 in [BEAU] nur fu¨r
nichtsingula¨re Fla¨chen gilt, X ′ jedoch als normale Fla¨che noch singula¨re Punkte
enthalten kann, muß man nun anders vorgehen. Zuna¨chst bemerkt man, daß ϕ
u¨ber M0,5 unverzweigt und damit lokal injektiv ist. Da Y1 nichtsingula¨r ist, liegen
Singularita¨ten von X ′ ho¨chstens u¨ber dem Komplement von M0,5. Man bildet










Da man u¨ber M0,5 Basiswechsel mit einem Isomorphismus durchgefu¨hrt hat,
ist X˜ birational a¨quivalent zu X ′. Da ϕ ein endlicher Morphismus ist und dies
unter Basiswechsel erhalten bleibt, ist ν ebenfalls endlich und u¨ber M0,5 gleich ϕ.
Insbesondere ist ν u¨ber M0,5 unverzweigt. Der zusammengesetzte Morphismus
f ◦ ν : X˜ → Y2 ist generisch endlich. Unendliche Fasern liegen jedoch ho¨chstens
u¨ber Punkten im Komplement von M0,5 in Y2. Nun macht man mit f ◦ ν Stein-
Faktorisierung (siehe [HAR, Chapter III, Corollary 11.5, Seite 280]). Man erha¨lt
eine Fla¨che X̂ und einen endlichen Morphismus µ : X̂ → Y2, der u¨ber M0,5
gleich ϕ ist. X̂ ist eventuell keine normale Fla¨che, die nicht normalen Punkte
von X̂ liegen jedoch u¨ber dem Komplement von M0,5 in Y2. Nun besitzt X̂ wie
jede Fla¨che eine Normalisierung pi : X1 → X̂. pi ist ein endlicher surjektiver
Morphismus, auf den normalen Punkten von X̂ sogar ein Isomorphismus, also
insbesondere u¨ber M0,5. X1 ist eine normale projektive Fla¨che, die birational
a¨quivalent zu X̂ und X ′ ist. Nach Konstruktion ist X1 eine endliche U¨berlagerung
von Y2, die ho¨chstens u¨ber dem Komplement von M0,5 in Y2 verzweigt.
Dieselbe Konstruktion funktioniert natu¨rlich auch, wenn man anfangs einen end-
lichen Morphismus auf Y2 gehabt hat. Sie produziert dann eine Fla¨che X2, die
birational a¨quivalent zu X ′ ist und eine endliche U¨berlagerung X2 → Y1, die nur
u¨ber dem Komplement von M0,5 in Y1 verzweigt. 
Proposition 3.3 zeigt, daß es im zweidimensionalen Fall ohne Bedeutung ist, fu¨r
welchen projektiven Abschluß von M0,5 man sich entscheidet. Dies rechtfertigt,
die folgende Vermutung als Verallgemeinerung des Satzes von Belyi auf den zwei-
dimensionalen Fall anzusehen:
KAPITEL 3. BELYIS SATZ UND MODULRA¨UME 15
Vermutung 1. Sei X eine nichtsingula¨re u¨ber C definierte projektive Fla¨che.
Genau dann ist X u¨ber Q definiert, wenn X birational a¨quivalent zu einer pro-
jektiven normalen Fla¨che X ′ ist, die einen nichtsingula¨ren u¨ber Q definierten
projektiven Abschluß von M0,5 endlich und u¨ber M0,5 unverzweigt u¨berlagert.
Der Beweis von Proposition 3.3 liefert zwar, daß alle nichtsingula¨ren projektiven
Abschlu¨sse von M0,5 im Hinblick auf Vermutung 1 gleich gut sind. Um von einem
projektiven Abschluß von M0,5 zu einem anderen zu kommen, muß man jedoch
im allgemeinen Stein-Faktorisierung durchfu¨hren. Dabei ko¨nnen in der u¨berla-
gernden Fla¨che Singularita¨ten entstehen. Im Verlauf der na¨chsten Kapitel wird
sich fu¨r einige Fla¨chen herausstellen, daß es zumindest einen nichtsingula¨ren pro-
jektiven Abschluß von M0,5 gibt, so daß die Fla¨chen, die die U¨berlagerungen aus
Vermutung 1 tragen, nichtsingula¨r sind. Deshalb soll an dieser Stelle, obwohl
Vermutung 1 weit davon entfernt ist, bewiesen zu sein, dennoch eine wesentlich
scha¨rfere Version dieser Vermutung aufgestellt werden:
Vermutung 2. Sei X eine u¨ber C definierte nichtsingula¨re projektive Fla¨che.
Genau dann ist X u¨ber Q definiert, wenn sie birational a¨quivalent ist zu einer
nichtsingula¨ren projektiven Fla¨che X ′ u¨ber Q, die eine endliche U¨berlagerung
eines nichtsingula¨ren u¨ber Q definierten projektiven Abschlusses von M0,5 ist, die
ho¨chstens u¨ber dem Komplement von M0,5 verzweigt.
3.3 P1 × P1 und P2
In Abschnitt 3.1.2 hat man gesehen, daß sowohl P1×P1 als auch P2 nichtsingula¨re
projektive Abschlu¨sse von M0,5 sind. In diesem Abschnitt soll ein endlicher Mor-
phismus β : P1 × P1 → P2 konstruiert werden, der das Komplement von M0,5 in
P1 × P1 auf das Komplement von M0,5 in P2 abbildet und auch ho¨chstens u¨ber
diesem Komplement verzweigt.
Das Komplement von M0,5 in P1 × P1 besteht aus den Geraden (0 : 1) × P1,
(1 : 0)×P1, (1 : 1)×P1, P1× (0 : 1), P1× (1 : 0), P1× (1 : 1) und der Diagonalen
{((s : t), (u : v)) ∈ P1 × P1 | sv = ut}. Die symmetrische Gruppe S2 operiert in
natu¨rlicher Weise durch Vertauschen der Punkte auf P1×P1. Dividiert man diese
Operation aus, so erha¨lt man einen endlichen Morphismus β1 : P
1 × P1 → P2.
Dieser schreibt sich in projektiven Koordinaten in folgender Weise:
β1 :
{
P1 × P1 → P2
((s : t), (u : v)) 7→ (su : tv : sv + tu) =: (a : b : c).
Das Komplement vonM0,5 wird von β1 auf die Geraden V (a), V (b) und V (a + b− c),
sowie auf V (ab − 1
4
c2) abgebildet. β1 hat Grad 2, Verzweigungspunkte sind ge-
nau die Punkte auf der Diagonalen, die ohnehin im Komplement von M0,5 liegt.
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Somit ist das Bild des Komplements von M0,5 der Divisor V (f) ⊂ P2 mit
f := ab(a + b− c)(ab− 1
4
c2).
Darin enthalten ist der kritische Ort V (ab − 1
4
c2) von β1.
1 Man betrachtet f als
Polynom vom Grad 3 in einer Variablen c mit Koeffizienten in Q[a, b]. Auf f kann
man den ersten Schritt im Beweis des eindimensionalen Satzes von Belyi anwen-
den (siehe Abschnitt 2.1) und erha¨lt ein Polynom β2(a, b, c). Ganz offensichtlich
gilt in dieser Situation Bemerkung 2.3 immer noch, allerdings liegen die kriti-




nicht in Q, sondern
in Q[a, b]. Das etwas seltsam anmutende Verfahren soll nun gerechtfertigt werden.
Da f als Polynom in c den Grad 3 hat, erha¨lt man mit Bemerkung 2.3 die drei
kritischen Werte 0, p(a, b) und q(a, b). Dabei sind p(a, b) und q(a, b) homogene





(a : b : c) 7→ (β2(a, b, c) : p(a, b) : q(a, b)) =: (x : y : z).
Die hier auftretenden Polynome lassen sich beispielsweise mit Maple berechnen:
β2(a, b, c) = (b + a− 3c)2(2b2 + 40ab+ 6cb− 9c2 + 6ac + 2a2)2,
p(a, b) = 4(14ab+ b2 + a2)3,
q(a, b) = 4(a+ b)2(a2 − 34ab+ b2)2.
Die Abbildung β3 ist ein endlicher Morphismus, wovon man sich leicht u¨berzeugt:
p(a, b) und q(a, b) haben genau die gemeinsame Nullstelle a = b = 0 und fu¨r diese
Werte von a und b wird β2 genau dann 0, wenn auch c = 0 ist, was aber kein
Punkt in P2 ist. Da jede der Variablen in mindestens einem der Polynome in der
ho¨chsten vorkommenden Potenz allein steht, ist β3 endlich.
























































1Auf diesen Sachverhalt hat mich Andreas Weng von der Universita¨t Frankfurt am Main
aufmerksam gemacht. Im Rahmen eines kurzen Gastaufenthaltes bei Professor Wolfart entstand
daraufhin aus allgemeinen Voru¨berlegungen, die ich vorher schon gemacht hatte, der Prototyp
des nachfolgenden Morphismus. Damals hatten wir allerdings f als Polynom in einer Variablen
b mit Koeffizienten in Q[a, c] angesehen, was lediglich eine rationale Abbildung P2 → P2 liefert.
Dieses Resultat konnte ich inzwischen wesentlich verbessern.
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x = 0, x = p und x = q. Damit erha¨lt man als Teil des kritischen Ortes von β3 die
Geraden V (x), V (x− y) und V (x− z). Die Geraden V (a) und V (b) im Bild des
Komplements von M0,5 unter β1 werden auf die Gerade V (y− z) abgebildet, die
Gerade V (a+ b− c) sowie der kritische Ort von β1 auf die Gerade V (x− z). Nun












mit Maple berechnet sich dieser Ausdruck zu
10368(a+ b)(a2 − 34ab+ b2)(14ab+ b2 + a2)2(b− a)3.
Bilder der Nullstellen dieses Polynoms unter β3 sind offensichtlich die Geraden
V (y − z), V (z) und V (y).
Zusammenfassend hat man einen endlichen Morphismus P1×P1 → P2 konstruiert,
der ho¨chstens u¨ber V (x), V (y), V (x−y), V (x−z), V (y−z) und V (z) verzweigt.
Diese Geraden bilden ein vollsta¨ndiges Viereck, also das Komplement von M0,5
in P2. Das Komplement von M0,5 in P1×P1 wird ebenfalls auf dieses vollsta¨ndige
Viereck abgebildet. Dies zeigt die folgende Proposition:
Proposition 3.4. Jede endliche U¨berlagerung X → P1 × P1, die ho¨chstens
u¨ber dem Komplement von M0,5 verzweigt, induziert eine endliche U¨berlagerung
X → P2, die ebenfalls ho¨chstens u¨ber dem Komplement von M0,5 verzweigt. 
Kapitel 4
Einige Klassen von Fla¨chen
In diesem Kapitel werden die Ergebnisse der Dissertation [BR1] von Volker Braun-
gardt vorgestellt, der Vermutung 1 fu¨r einige Klassen von Fla¨chen bewiesen hat
(siehe hierzu auch den Compositio-Artikel [BR2]). Dazu werden zuna¨chst die
Klassifikationstabelle der algebraischen Fla¨chen nach Enriques-Kodaira wieder-
gegeben und einige Eigenschaften der verschiedenen Klassen vorgestellt, die dann
benutzt werden, um Vermutung 1 fu¨r diese Klassen von Fla¨chen zu zeigen. In
einigen Fa¨llen konnte ich die Resultate von Braungardt verbessern und sogar
Vermutung 2 fu¨r diese Klassen von Fla¨chen beweisen.
4.1 Fla¨chenklassifikation
Die folgende Tabelle gibt die Klassifikationstheorie der algebraischen Fla¨chen
nach Enriques und Kodaira wieder (siehe [BPvV, Seite 188]). Die auftretenden
Gro¨ßen sind
• X, eine nichtsingula¨re projektive minimale Fla¨che,
• K = KX , ein kanonischer Divisor auf X,





− 1 = maxn∈N0 dim ϕ(X), wobei ϕ
die von dem linearen System |nK| bestimmte rationale Abbildung X → PN
ist. κ(X) heißt Kodaira-Dimension von X.
• b1(X), die erste Betti-Zahl von X,
• K2 = K.K, der Selbstschnitt des kanonischen Divisors. Fu¨r eine Definition
des Schnittprodukts auf nichtsingula¨ren projektiven Fla¨chen siehe beispiels-
weise [HAR, Chapter V, Section 1].
• pa(X) := χ(OX) − 1, wobei χ(OX) die Euler-Poincare´-Charakteristik von
X ist. pa(X) ist das arithmetische Geschlecht von X.
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Fu¨r Details u¨ber die verwendeten Begriffe sei auf die Literatur, insbesondere
[BPvV], [BEAU] und [HAR, Kapitel V], verwiesen. Es sei noch angemerkt, daß
die vorkommenden Zahlen fu¨r die minimalen Modelle wohlbestimmt sind. Die
nachfolgende Klassifikationstabelle stammt aus [BPvV, Seite 188].
Klasse von X κ(X) b1(X) K
2
X pa(X)
1.) rationale Fla¨che −1 0 8 oder 9 0
2.) Regelfla¨che vom Geschlecht g ≥ 1 −1 2g 8(1− g) −g
3.) Enriques-Fla¨che 0 0 0 0
4.) hyperelliptische Fla¨che 0 2 0 −1
5.) K3-Fla¨che 0 0 0 1
6.) Abelsche Fla¨che 0 4 0 −1
7.) elliptische Fla¨che 1 0 ≥ −1
8.) Fla¨che vom allgemeinen Typ 2 ≡ 0(2) > 0 ≥ 0
4.2 Beweis der Vermutungen fu¨r einige Klassen
In diesem Abschnitt werden fu¨r die Vermutungen 1 und 2 relevante Eigenschaf-
ten der verschiedenen Klassen von Fla¨chen sowie die Resultate der Dissertation
[BR1] zusammengetragen. Da in [BR1] stets M0,5 u¨berlagert wird, ko¨nnen die-
se Ergebnisse teilweise durch die gro¨ßere Flexibilita¨t der Vermutungen 1 und 2
verbessert werden.
4.2.1 Minimale Fla¨chen mit Kodaira-Dimension −1
Von diesen gibt es zwei Arten:
1.) Rationale Fla¨chen. Diese sind alle zu P2 birational a¨quivalent.
2.) Regelfla¨chen vom Geschlecht g ≥ 1. Das sind Fla¨chen, die birational a¨qui-
valent sind zu C × P1, wobei C eine nichtsingula¨re projektive Kurve vom
Geschlecht g ist.
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Der Fall κ(X) = −1 ist schnell abgeschlossen: Ist X birational a¨quivalent zu P2
und damit auch zu M0,5, so gibt es in der birationalen A¨quivalenzklasse von X
sogar fu¨r jeden nichtsingula¨ren u¨ber Q definierten projektiven Abschluß Y von
M0,5 eine glatte Fla¨che, die Y unverzweigt u¨berlagert, na¨mlich Y selbst.
Ansonsten ist X birational a¨quivalent zu C × P1, wobei C eine nichtsingula¨re
u¨ber Q definierte projektive Kurve vom Geschlecht g ≥ 1 ist. Der eindimensionale
Satz von Belyi produziert einen endlichen Morphismus β : C → P1, der nur u¨ber
{0, 1,∞} verzweigt. Damit verzweigt der endliche Morphismus C×P1 (β,id)−→ P1×P1
nur u¨ber (0 : 1)× P1, (1 : 1)× P1 und (1 : 0)×P1, also u¨ber einem Teil des Kom-
plements von M0,5 in P1×P1. Insbesondere erha¨lt man fu¨r die Wahl von P1×P1
als projektiven Abschluß von M0,5 und mit dem in Abschnitt 3.3 gefundenen
Morphismus auch fu¨r die Wahl von P2 als projektiven Abschluß von M0,5 in die-
sem Fall immer eine glatte Fla¨che, die die gewu¨nschte U¨berlagerung tra¨gt.
Dasselbe Vorgehen funktioniert fu¨r alle Fla¨chen, die birational a¨quivalent zu einer
Fla¨che der Form C × C ′ sind, wobei C und C ′ u¨ber Q definierte nichtsingula¨re
projektive Kurven seien. Man setzt Belyi-Morphismen fu¨r C und C ′ zusammen
und erha¨lt eine endliche U¨berlagerung von P1×P1 und damit auch von P2 durch
eine glatte Fla¨che, die sogar u¨ber der Diagonalen unverzweigt ist.
4.2.2 Minimalfla¨chen mit κ(X) = 0
Hier ist die Situation bereits bedeutend komplizierter:
1.) Enriques-Fla¨chen. Diese haben unter anderem die folgenden Eigenschaften:
Satz 4. Jede Enriques-Fla¨che besitzt eine elliptische Faserung u¨ber P1, also
einen surjektiven Morphismus auf P1, dessen Fasern fast alle elliptische
Kurven sind.
Beweis: Siehe [BPvV, Theorem 17.5, Seite 274]. 
Des weiteren hat die invertierbare Garbe OX(K) zum kanonischen Divisor
K auf einer Enriques-Fla¨che X die Ordnung 2, das heißt OX(K)⊗2 ist iso-
morph zu OX . Zu einer solchen invertierbaren Garbe geho¨rt eine zweibla¨tt-
rige unverzweigte U¨berlagerung von X. Es gilt:
Satz 5. Sei X eine Enriques-Fla¨che und pi : X˜ → X die zu OX(K) geho¨ren-
de zweibla¨ttrige unverzweigte U¨berlagerung. Dann ist X˜ eine K3-Fla¨che.
Beweis: Siehe [BEAU, Seite 104/105]. 
2.) Hyperelliptische Fla¨chen. Diese haben nach [BPvV, Seite 189] eine ellipti-
sche Faserung u¨ber einer elliptischen Kurve. Eine weitere Eigenschaft der
hyperelliptischen Fla¨chen ist die folgende:
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Satz 6. Jede hyperelliptische Fla¨che X ist Quotient einer Produktfla¨che der
Form C1 × C2, wobei C1 und C2 elliptische Kurven sind, nach einer endli-
chen Untergruppe G der Translationsgruppe von C1, die auf C2 durch eine
Darstellung G→ Aut(C2) operiert, deren Bild nicht ganz in der Translati-
onsgruppe von C2 enthalten ist. Die Abbildung C1×C2 → (C1×C2)/G = X
ist eine unverzweigte U¨berlagerung.
Beweis: Siehe [BPvV, Seite 147/148]. 
3.) Abelsche Fla¨chen. Das sind Fla¨chen, die eine Struktur als abelsche Gruppe
tragen. Diese werden in Kapitel 5 genauer beschrieben. Eines der Hauptre-
sultate der vorliegenden Arbeit ist der Beweis von Vermutung 2 fu¨r Abelsche
Fla¨chen.
Fu¨r Enriques-Fla¨chen und die K3-Fla¨chen aus Satz 5 hilft der folgende
Satz 7. Jede elliptisch gefaserte Fla¨che erfu¨llt Vermutung 1.
Beweis: Siehe [BR1, Seite 58]. 
In Verbindung mit Satz 4 sagt Satz 7, daß Vermutung 1 fu¨r alle Enriques-Fla¨chen
gilt. Desweiteren erha¨lt man aus Satz 5 auch sofort einen Beweis der Vermu-
tung 1 fu¨r diejenigen K3-Fla¨chen, die Enriques-Fla¨chen unverzweigt u¨berlagern:
Man schaltet die von Satz 7 garantierte U¨berlagerung mit richtigem Verzwei-
gungsverhalten hinter die nach Satz 5 existierende unverzweigte U¨berlagerung
der Enriques-Fla¨che.
Da hyperelliptische Fla¨chen eine elliptische Faserung u¨ber einer elliptischen Kurve
tragen, folgt der Beweis von Vermutung 1 fu¨r diese Fla¨chen ebenfalls aus Satz 7.
Fu¨r die hyperelliptischen Fla¨chen gilt jedoch der scha¨rfere
Satz 8. Jede u¨ber Q definierte hyperelliptische Fla¨che erfu¨llt Vermutung 2.
Beweis: Man benutzt Satz 6. Ist C eine elliptische Kurve mit j-Invariante j, so
ist C u¨ber Q[j] definiert, ebenso jede endliche Untergruppe von Aut(C). Damit ist
die U¨berlagerung C1×C2 → X und insbesondere auch X u¨ber Q[j1, j2] definiert.
Liegt j1 oder j2 nicht in Q, so ist auch der Quotient X nicht u¨ber Q definiert.
Da dies nach Voraussetzung jedoch der Fall ist, sind C1 und C2 u¨ber Q definiert.
Dann sind auch C1 × C2 und die U¨berlagerung u¨ber Q definiert. Nun betrachtet
man den Funktionenko¨rper K(C1) von C1. Dieser hat Transzendenzgrad 1 u¨ber
Q. Sei K(C1)
G ⊆ K(C1) der Teilko¨rper der G-invarianten rationalen Funktionen
auf C1. Dann ist [K(C1) : K(C1)
G] = |G|, man hat also sehr viele nichtkon-
stante G-invariante Funktionen. Dies gilt auch fu¨r C2 mit der anderen Operation
von G. Seien u ∈ K(C1)G und v ∈ K(C2)G nichtkonstante G-invariante ratio-
nale Funktionen. Diese induzieren auf C1 bzw. C2 eine endliche U¨berlagerung
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des P1. Ihr Produkt (u, v) definiert somit einen G-invarianten endlichen Morphis-
mus C1 × C2 → P1 × P1, der nach Konstruktion u¨ber endlich vielen Geraden der
Form (a : b)×P1 bzw. P1×(c : d) verzweigt. Da (u, v) G-invariant ist, faktorisiert
es u¨ber X und man erha¨lt einen Morphismus X → P1 × P1, der ebenfalls nur
u¨ber Geraden dieser Form verzweigt. Nun konstruiert man jeweils fu¨r u und v
Belyi-Morphismen βu und βv : P
1 → P1. (βu, βv) bildet die Geraden aus dem
vorigen Schritt auf das Komplement von M0,5 in P1 × P1 ab und verzweigt auch
ho¨chstens u¨ber diesem Komplement. 
4.2.3 Minimalfla¨chen mit κ(X) = 1
Diese heißen elliptische Fla¨chen. Diese Begriffsbildung wird gerechtfertigt durch
Satz 9. Sei X eine minimale Fla¨che mit κ(X) = 1. Dann gelten:
a) K2 = 0.
b) Es gibt eine glatte Kurve C und einen surjektiven Morphismus f : X → C,
dessen generische Faser eine elliptische Kurve ist.
Beweis: Siehe [BEAU, Proposition IX.2, Seite 112].
Auch fu¨r diese Fla¨chen liefert somit Satz 7 den Beweis fu¨r Vermutung 1.
4.2.4 Minimalfla¨chen mit κ(X) = 2
Hier ist die Situation am kompliziertesten, da nach Definition Fla¨chen vom allge-
meinen Typ diejenigen sind, die keine speziellen Eigenschaften haben. Immerhin
ist zu bemerken, daß fu¨r diejenigen Fla¨chen vom allgemeinen Typ, die birational
a¨quivalent zum Produkt zweier Kurven von mindestens Geschlecht 2 sind, sogar
Vermutung 2 gilt. Hierzu benutzt man wie im Fall κ(X) = −1 die nach Voraus-
setzung existierenden Belyi-Morphismen der beiden Kurven und erha¨lt so einen
endlichen Morphismus nach P1×P1 und damit auch nach P2, der das gewu¨nschte
Verzweigungsverhalten hat.
In Kapitel 6 werden weitere Fla¨chen vom allgemeinen Typ behandelt, die spezielle
U¨berlagerungen auf dort na¨her beschriebene Konfigurationen von Geraden im P2
tragen.
Des weiteren werden in Kapitel 6 fu¨r einige kritische Orte von U¨berlagerungen
des P2 Vorgehensweisen aufgezeigt, wie man diese auf das vollsta¨ndige Viereck
abbilden kann. Zu jedem dieser kritischen Orte gibt es normale Fla¨chen, die den
P2 mit dem jeweiligen Verzweigungsverhalten u¨berlagern. Viele davon sind vom
allgemeinen Typ. Eine vollsta¨ndige Einordnung aller so behandelbaren Fla¨chen




Abelsche Varieta¨ten sind projektive Varieta¨ten, die eine Struktur als (abelsche)
Gruppe tragen. Jede komplexe Abelsche Varieta¨t X la¨ßt sich realisieren als kom-
plexer Torus, das heißt als Quotient eines komplexen Vektorraums V nach einem
Gitter Λ mit einer amplen invertierbaren Garbe L auf X. Einfachstes Beispiel
sind elliptische Kurven. In diesem Kapitel sollen einige Resultate aus der Theorie
der Abelschen Varieta¨ten zusammengetragen werden, die in Abschnitt 5.3 dazu
benutzt werden, um Vermutung 2 fu¨r Abelsche Fla¨chen zu beweisen.
5.1 Isogenien
Definition 5.1. Ein surjektiver Morphismus f : X → Y zwischen Abelschen
Varieta¨ten heißt Isogenie, wenn er ein Homomorphismus bezu¨glich der Gruppen-
strukturen ist und sein Kern eine endliche Untergruppe von X ist. Gibt es eine
Isogenie zwischen X und Y, so heißt X isogen zu Y.
Offensichtlich ist ein surjektiver Homomorphismus Abelscher Varieta¨ten X und
Y genau dann eine Isogenie, wenn dim(X) = dim(Y ) ist.
Bemerkung 5.2. Jede Isogenie f zwischen Abelschen Varieta¨ten ist eine unver-
zweigte U¨berlagerung.
Beweis: Kraft Voraussetzung ist f surjektiv. Dann folgt aus dem Homomorphie-
satz fu¨r Gruppen, daß jeder Punkt in Y genau |Kern(f)| <∞ Urbilder hat, was
die Aussage beweist. 





ist ein Homomorphismus, dessen Kern Xn nach [BL, Proposition 1.2.5, Seite 12]
isomorph ist zu (Z/nZ)2g. Insbesondere ist nX fu¨r n 6= 0 eine Isogenie. Xn heißt
Gruppe der n-Teilungspunkte von X.
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Proposition 5.3. Sei f : X → Y eine Isogenie und n = nf := |Kern(f)|. Dann
gibt es eine bis auf Isomorphismen eindeutig bestimmte Isogenie g : Y → X mit
g ◦ f = nX und f ◦ g = nY . Insbesondere definieren die Isogenien eine A¨quiva-
lenzrelation auf der Menge der Abelschen Varieta¨ten von gegebener Dimension.
Beweis: Siehe [BL, Proposition 1.2.6, Seite 13]. 
Bemerkung 5.4. Hat man zu einer u¨ber Q definierten Abelschen Fla¨che Y eine
endliche U¨berlagerung wie in Vermutung 1 oder 2 auf einen nichtsingula¨ren u¨ber
Q definierten projektiven Abschluß von M0,5 gefunden, so hat man eine solche
auch fu¨r jede Abelsche Fla¨che in der Isogenieklasse von Y.
Beweis: Ist f : Y ′ → Y eine Isogenie, so ist nach Proposition 5.3 der Kern
von f enthalten in Y ′nf und damit u¨ber Q definiert, da Y
′
nf
fu¨r jedes n ∈ N
u¨ber Q definiert ist. Nach Voraussetzung ist der Quotient Y = Y ′/Kern(f) und
damit auch Y ′ u¨ber Q definiert. Da Isogenien nach Bemerkung 5.2 unverzweigte
U¨berlagerungen sind, erha¨lt man die Behauptung. 
5.2 Klassifikation der Abelschen Fla¨chen
Ziel dieses Abschnitts ist ein Beweis des folgenden klassischen Resultats:
Proposition 5.5. Eine prinzipal polarisierte Abelsche Fla¨che ist entweder das
Produkt von zwei kanonisch polarisierten elliptischen Kurven oder die Jacobische
einer nichtsingula¨ren Kurve vom Geschlecht 2.
Definition 5.6. Eine Polarisierung auf einer Abelschen Varieta¨t X ∼= V/Λ der
Dimension n ist die erste Chern-Klasse c1(L) einer positiv definiten amplen in-
vertierbaren Garbe L auf X.
Nach [BL, Chapter 2, §1] entsprechen die Chern-Klassen der invertierbaren Gar-
ben auf X eineindeutig denjenigen Hermite-Formen H auf V , deren Imagina¨rteil
E auf dem Gitter Λ Werte in Z annimmt. Nach dem Elementarteilersatz gibt es




mit D = diag(d1, . . . , dn). Dabei sind die dν natu¨rliche Zahlen mit dν | dν+1 fu¨r
1 ≤ ν ≤ n−1. Diese sind durch H und Λ, und damit durch L, eindeutig bestimmt.
Die Polarisierung heißt dann vom Typ (d1, . . . , dn). L heißt positiv definit, wenn
die obige Matrix D positiv definit ist, also alle dν gro¨ßer als 0 sind. Siehe [BL,
Chapter 3, §1, Seite 46].
Definition 5.7. Eine Polarisierung H = H(L) auf X heißt prinzipal, wenn die
zugeho¨rige Matrix D = diag(1, . . . , 1) ist.
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Es sei an dieser Stelle an die Konstruktion der Jacobischen einer nichtsingula¨ren
projektiven Kurve C vom Geschlecht g und ihre Eigenschaften erinnert.
Sei H0(ωC) der g-dimensionale C-Vektorraum der holomorphen 1-Formen auf C.
Die Homologiegruppe H1(C,Z) ist eine freie abelsche Gruppe vom Rang 2g, und
nach dem Satz von Stokes ist fu¨r jedes γ ∈ H1(C,Z) die Abbildung




eine wohldefinierte Linearform auf H0(ωC). Man erha¨lt eine Abbildung
H1(C,Z) → H0(ωC)∗ = Hom(H0(ωC),C)
γ 7→ γ′.
Diese ist nach [BL, Lemma 11.1.1, Seite 316/317] injektiv, H1(C,Z) ist sogar ein
Gitter in H0(ωC)
∗. Faktorisiert man dieses aus, so erha¨lt man einen g-dimensiona-
len komplexen Torus, die Jacobi-Varieta¨t J(C) von C. J(C) ist eine Abelsche
Varieta¨t, siehe [BL, Seite 317/318]. Dort wird auch gezeigt, daß jede Jacobische
einer Kurve eine Prinzipalpolarisierung L hat. Jeder effektive Divisor Θ ∈ |L| auf
J(C) heißt ein Theta-Divisor von J(C).
Der Satz von Abel-Jacobi (siehe [BL, Theorem 11.1.3, Seite 319]) zeigt, daß J(C)
als abelsche Gruppe zur Divisorenklassengruppe Pic0(C) isomorph ist. Fu¨r festes
P0 ∈ C gibt die Abbildung P 7→ [P − P0] eine Einbettung i : C ↪→ J(C).
Sei C eine nichtsingula¨re Kurve und Symn(C) das n-fache symmetrische Produkt
von C (n ≥ 1). Faßt man die Punkte in Symn(C) auf als effektive Divisoren vom
Grad n auf C, so erha¨lt man eine kanonische Abbildung
ρn : Sym
n(C) → Picn(C).
Fixiert man einen Divisor Dn aus Sym
n(C), so erha¨lt man eine Abbildung
Divn(C) → J(C) = Pic0(C), D 7→ OC(D −Dn).
Schra¨nkt man diese Abbildung auf Symn(C) ein, erha¨lt man eine Abbildung
αDn : Sym
n(C) → J(C). Insbesondere ist αD1 = i. Schließlich erha¨lt man fu¨r
Ln := O(Dn) durch die Abbildung
αLn : Pic
n(C) → J(C), L 7→ L⊗ L−1n
ein kommutatives Diagramm






88qqqqqqqqqq αDn // J(C).
Fu¨r jedes n > 0 ist αDn ein eigentlicher Morphismus, fu¨r 1 ≤ n ≤ g ist er biratio-
nal auf sein Bild (siehe [GH, Seite 338]). Insbesondere istWg−1 := αDg−1(Sym
g−1(C))
ein Divisor in J(C). Nach dem Satz von Riemann (siehe [BL, Theorem 11.2.4,
Seite 324] oder [GH, Seite 338/339]) ist Wg−1 ein Theta-Divisor auf J(C).
Die Jacobische einer Kurve hat die folgende universelle Eigenschaft:
Satz 10. Jeder Morphismus ϕ : C → X von einer nichtsingula¨ren projektiven
Kurve C in eine Abelsche Varieta¨t X faktorisiert u¨ber J(C).
Beweis: Siehe [BL, 11.4.1, Seite 330]. 
Da die Dimension der Jacobischen einer Kurve C gleich dem Geschlecht von C
ist, folgt aus Satz 10, daß keine Abelsche Varieta¨t eine Kurve vom Geschlecht 0
enthalten kann, da die Einbettung dieser Kurve u¨ber ihre Jacobische faktorisieren
mu¨ßte. Diese ist aber lediglich ein Punkt.
Die folgenden Bemerkungen stellen einige weitere Eigenschaften Abelscher Va-
rieta¨ten bereit, die man im Beweis von Proposition 5.5 und Satz 11 braucht.
Bemerkung 5.8. (Adjunktionsformel) Sei C eine nichtsingula¨re projektive
Kurve vom Geschlecht g auf einer nichtsingula¨ren projektiven Fla¨che X. Ist K
ein kanonischer Divisor von X, so gilt
2g − 2 = C.(C +K).
Beweis: Siehe [HAR, Chapter V, Proposition 1.5, Seite 361]. 
Sei (X,L) eine polarisierte Abelsche Fla¨che, L eine Polarisierung von Typ (d1, d2).
Nach [BL, Theorem 3.4.5, Seite 61 und Proposition 4.5.2, Seite 85] ist h1(L) =
h2(L) = 0 und es gilt L.L = L2 > 0. Dabei ist das Schnittprodukt auf den
invertierbaren Garben das u¨bliche Schnittprodukt auf Fla¨chen. Es gilt sogar






Beweis: Siehe [BL, Seite 282]. 
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Bemerkung 5.10. Ist (X,L) eine polarisierte Abelsche Varieta¨t, so gibt es eine
prinzipal polarisierte Abelsche Varieta¨t (X1, L1) und eine Isogenie ϕ : X → X1,
so daß L = ϕ∗(L1) ist.
Beweis: Siehe [BL, Proposition 4.1.2, Seite 71]. 
Da Isogenien nach Bemerkung 5.2 unverzweigte U¨berlagerungen sind, genu¨gt es
fu¨r unsere Zwecke, sich prinzipal polarisierte Abelsche Varieta¨ten anzusehen.
Beweisskizze zu Proposition 5.5: Diese Skizze ist ein auf die Situation der
Abelschen Fla¨chen vereinfachter Beweis des viel allgemeineren Kriteriums von
Matsusaka-Ran, siehe [BL, 11.8.1, Seite 341].
Sei L die invertierbare Garbe vom Typ (1, 1), die die Prinzipalpolarisierung indu-
ziert. Nach Bemerkung 5.9 ist das lineare System |L| eindimensional, also geho¨rt





Dabei sind die ri > 0 natu¨rliche Zahlen und die Ci irreduzible projektive Kur-
ven auf X. Nach dem Kriterium von Nakai-Moishezon (siehe [HAR, Chapter V,
Theorem 1.10, Seite 365]) gilt fu¨r jedes der Ci:






Da weiter 2 = C2 ≥
n∑
i=1
C.Ci ist, folgt zuna¨chst n ≤ 2. Nun gibt es zwei Fa¨lle:
1.) n = 1. Dann ist 2 = C2 = r21C
2
1 , damit r1 = 1, C1 = C und C
2 = 2. Sei C˜ die
Normalisierung von C. Dann faktorisiert nach Satz 10 die Abbildung
ι : C˜ → C ↪→ X
u¨ber J(C˜), wobei die Abbildung ψ : J(C˜) → X ein Homomorphismus ist. Da
C im Bild von ψ liegt, ist ψ surjektiv: Denn ansonsten ist C in einer echten
Abelschen Untervarieta¨t von X enthalten, ist also eine nichtsingula¨re elliptische
Kurve. Nach der Adjunktionsformel ist dann C2 = 0 6= 2, da der kanonische
Divisor K auf einer Abelschen Fla¨che a¨quivalent zu 0 ist.
ι∗C ist ein effektiver Divisor auf C˜ und hat nach [BPvV, Seite 67] Grad 2. Sei
α2 := αι∗C : Sym
2(C˜) → J(C˜)
wie auf Seite 25 definiert. Sei weiter fu¨r x ∈ X die Abbildung tx : X → X die
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Dabei ist Pic0(X) die zu X duale Abelsche Fla¨che der invertierbaren Garben
vom Grad 0 und φL der durch x 7→ t∗xL ⊗ L−1 definierte Homomorphismus. Da
L eine Prinzipalpolarisierung ist, ist φL nach [BL, Proposition 2.4.9, Seite 37]
ein Isomorphismus. Das prinzipal polarisierte J(C˜) ist mit demselben Argument
isomorph zu seinem Dual und τ ∗ ist die Komposition von ι∗ mit dem von der
Prinzipalpolarisierung auf J(C˜) induzierten Isomorphismus von J(C˜) mit seinem
Dual. Das Diagramm ist kommutativ, da fu¨r fast alle x ∈ X gilt:
τ ∗φL(x) = τ
∗OX(t∗xC − C) = O eC(τ ∗t∗xC − τ ∗C) = α2h(x).
Somit ist τ ∗ = ψ∗ die zu ψ duale Abbildung. Da ψ surjektiv ist, ist τ ∗ und damit
auch τ ∗φL injektiv. Die Kommutativita¨t des Diagramms zeigt, daß auch h injek-
tiv ist. Aus der Surjektivita¨t von h folgt, daß h dominant ist, da X und Sym2(C˜)
die gleiche Dimension haben. Somit ist im(α2) = im(α2 ◦h) = τ ∗φL(X). Da J(C˜)
die kleinste Abelsche Varieta¨t ist, die im(α2) entha¨lt, ist τ
∗φL surjektiv, also ein
Isomorphismus. Dies zeigt, daß die Dimension von J(C˜) gleich 2 ist und C˜ eine
Kurve vom Geschlecht 2. ψ∗(C) ist das eingebettete C˜ in seiner Jacobischen. Da
C˜ Geschlecht 2 hat, ist die Einbettung Sym1(C˜) = C˜ ↪→ J(C˜) gleich αD1 . Nach
dem Satz von Riemann ist das eingebettete C˜ ein Theta-Divisor auf J(C˜) und
induziert eine Prinzipalpolarisierung auf J(C˜).
2.) n = 2. Dann ist










1 + r2C1.C2 = 1 = r2C
2
2 + r1C1.C2 = C.C2.
Damit ist r21C
2




2 + r1r2C1.C2 = r1 + r2 = 2, also r1 = r2 = 1.
Nun macht man fu¨r C1 und C2 einzeln dieselbe Konstruktion wie in Fall 1 und














τ∗ // J(C˜1)× J(C˜2)
(ψ1×ψ2)
// X.
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Wie im ersten Fall erha¨lt man, daß ψ1 × ψ2 ein Isomorphismus ist. Damit sind
C˜1 und C˜2 elliptische Kurven und J(C˜1)× J(C˜2) ist isomorph zu C˜1 × C˜2.
Fu¨r i = 1, 2 hat die invertierbare Garbe ψ∗i (L) auf C˜i den Selbstschnitt 1 und
ist ampel. Dazu geho¨rt jeweils ein reduzierter effektiver Divisor auf C˜i, also ein
Punkt xi ∈ C˜i. Zieht man L u¨ber den Isomorphismus ψ1×ψ2 auf C˜1× C˜2 zuru¨ck,
ist ein zugeho¨riger Divisor D := ({x1} × C˜1) + (C˜2 × {x2}) mit D2 = 2. Da
h0((ψ1 × ψ2)∗(L)) = deg(ψ1 × ψ2) · h0(L)
ist, folgt h0((ψ1 × ψ2)∗(L)) = 1, also ist (ψ1 × ψ2)∗(L) nach Bemerkung 5.9 eine
Prinzipalpolarisierung auf X. 
5.3 Vermutung 2 fu¨r Abelsche Fla¨chen
In diesem Abschnitt soll der folgende Satz bewiesen werden:
Satz 11. Sei X eine u¨ber Q definierte Abelsche Fla¨che. Dann ist X birational
a¨quivalent zu einer nichtsingula¨ren projektiven Fla¨che, die eine endliche u¨ber
M0,5 unverzweigte U¨berlagerung des P2 ist. Insbesondere erfu¨llt X Vermutung 2.
Beweis: Da man nach Bemerkung 5.10 lediglich prinzipal polarisierte Abelsche
Fla¨chen zu betrachten braucht, gibt es nach Proposition 5.5 nur noch zwei Fa¨lle:
1.) Ist X isogen zum Produkt zweier u¨ber Q definierter elliptischer Kurven E
und E ′, so nimmt man Belyi-Morphismen β und β ′ fu¨r E und E ′ und erha¨lt
eine endliche U¨berlagerung
E × E ′ (β,β
′)−→ P1 × P1,
die nur u¨ber (0 : 1)×P1, (1 : 0)×P1, (1 : 1)×P1, P1×(0 : 1), P1 × (1 : 0) und
P1 × (1 : 1) verzweigt. Diese Geraden liegen im Komplement von M0,5 in
P1×P1. Mit Proposition 3.4 erha¨lt man daraus eine endliche U¨berlagerung
des P2, die nur u¨ber dem Komplement von M0,5 verzweigt. Da das kartesi-
sche Produkt zweier nichtsingula¨rer Kurven nichtsingula¨r ist, hat man den
Satz in diesem Fall bewiesen.
2.) Ansonsten ist X die Jacobi-Varieta¨t einer u¨ber Q definierten Kurve C vom
Geschlecht 2. Solch eine Jacobische ist birational a¨quivalent zum zweifachen
symmetrischen Produkt Sym2(C) der Kurve. Nun nimmt man einen Belyi-
Morphismus fu¨r C und erha¨lt daraus das folgende kommutative Diagramm:





P1 × P1 /S2 // P2.
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Dabei sind die horizontalen Morphismen jeweils das Ausdividieren der Ope-
ration der symmetrischen Gruppe S2 auf den Produkten. Da (β, β) ein Pro-
dukt von Belyi-Morphismen ist, ist der kritische Ort von (β, β) ho¨chstens
das Komplement von M0,5 in P1 × P1. Der untere horizontale Morphismus
in diesem Diagramm ist der erste Morphismus in Proposition 3.4. Man kann
somit Proposition 3.4 anwenden und erha¨lt aus dem obigen kommutativen
Diagramm das folgende Diagramm:





P1 × P1 /S2 // P2 β3 // P2.
Der Morphismus ϕ : C × C → P1 × P1 → P2 → P2 hat nach Proposition
3.4 als kritischen Ort genau das vollsta¨ndige Viereck, also das Komplement
von M0,5 in P2. Da das obige Diagramm kommutativ ist, faktorisiert ϕ
u¨ber Sym2(C). Damit hat man einen endlichen Morphismus Sym2(C) → P2
gefunden, der ho¨chstens u¨ber dem Komplement von M0,5 verzweigt. Da
Sym2(C) nichtsingula¨r und birational a¨quivalent zur Jacobischen von C
ist, ist Vermutung 2 auch in diesem Fall gezeigt. 
Kapitel 6
Spezielle Situationen
In den vorangegangenen Kapiteln ist Vermutung 1 fu¨r alle Klassen von Fla¨chen
bewiesen worden bis auf die K3-Fla¨chen, die nicht unverzweigte U¨berlagerungen
von Enriques-Fla¨chen sind, und die Fla¨chen vom allgemeinen Typ, die nicht bira-
tional a¨quivalent zum Produkt zweier Kurven sind. Hierfu¨r steht ein allgemeiner
Beweis aus. In diesem Kapitel werden jedoch einige Resultate zusammengefaßt,
die sich mit Hilfe der in den vorangegangenen Kapiteln entwickelten Techniken
behandeln lassen. Im ersten Abschnitt geht es um spezielle kritische Orte, im
zweiten um spezielle Fla¨chen vom allgemeinen Typ.
6.1 Spezielle kritische Orte
In diesem Abschnitt geht es darum, fu¨r spezielle kritische Orte im P2 die Ver-
mutungen 1 bzw. 2 zu zeigen. Sei dazu X eine u¨ber Q definierte nichtsingula¨re
Fla¨che, die birational a¨quivalent ist zu einer nichtsingula¨ren Fla¨che X ′, die eine
endliche U¨berlagerung des P2 mit dem jeweils angegebenen kritischen Ort ist.
Verbundene Doppelbu¨schel. Ein Bu¨schel ist eine endliche Familie von Gera-
den in der projektiven Ebene, die sich alle in einem Punkt schneiden. Dieser Punkt
heißt Bu¨schelzentrum. Ein Doppelbu¨schel ist die Vereinigung zweier Bu¨schel mit
verschiedenen Bu¨schelzentren. Geht eine der Geraden durch beide Bu¨schelzen-
tren, so heißt das Doppelbu¨schel verbunden.
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Proposition 6.1. Verzweigt X ′ → P2 ho¨chstens u¨ber einem verbundenen Dop-
pelbu¨schel, so gilt Vermutung 2 fu¨r X ′.
Beweis: Ohne Einschra¨nkung seien die Bu¨schelzentren die Punkte (0 : 1 : 0)
und (1 : 0 : 0). Sind (x : y : z) die homogenen Koordinaten des P2, so haben
die Bu¨schelgeraden die Form V (x−aiz) bzw. V (y− bjz). Die Verbindungsgerade
der beiden Bu¨schelzentren ist V (z). Die ai und die bj liegen kraft Voraussetzung
alle in Q. Nun konstruiert man mit Hilfe des eindimensionalen Satzes von Belyi





(x : y : z) 7→ (β1(x, z) : β1(y, z) : zdeg(β1)) =: (a : b : c).
Dieser bildet die Geraden V (x − aiz) auf V (a) und V (a − c) ab, die Geraden
V (y − bjz) auf V (b) und V (b − c). β verzweigt nach Konstruktion u¨ber densel-
ben Geraden und V (c). Man erha¨lt als kritischen Ort einen Teil des vollsta¨ndigen
Vierecks und kann sogar noch die Gerade V (x−y) zum urspru¨nglichen kritischen
Ort dazu nehmen, da diese von β auf V (a− b) abgebildet wird. Man erha¨lt einen
endlichen Morphismus mit dem in Vermutung 2 geforderten Verzweigungsverhal-
ten. 
Offensichtlich funktioniert der Beweis von Proposition 6.1 auch fu¨r Bu¨schel, sowie
fu¨r die Vereinigung von zwei Bu¨scheln.
Proposition 6.2. Verzweigt die U¨berlagerung X ′ → P2 ho¨chstens u¨ber einem
Divisor der Form V (r(x, z)s(y, z)(p(y, z) − q(x, z))) =: V (f), wobei p,q,r und s
homogene Polynome sind und p und q gleichen Grad haben, so gilt Vermutung 1
fu¨r X ′. Haben p(y, 1) und q(x, 1) gleichen Grad, so gilt sogar Vermutung 2.
Beweis: Ohne Einschra¨nkung ist x kein Teiler von q(x, z) und y kein Teiler von
p(y, z), da es immer einen projektiven Koordinatenwechsel
(x′ + az′ : y′ + bz′ : z′) = (x : y : z)
gibt, der zu dieser Situation fu¨hrt. Weiter sei ohne Einschra¨nkung der Grad von
q(x, 1) gro¨ßer oder gleich dem von p(y, 1) und z kein Teiler von p und q; denn teilt
z beide Polynome, so schla¨gt man die gemeinsame Potenz von z zu r(x, z)s(y, z)




(x : y : z) 7→ (p(y, z) : q(x, z) : zdeg(p(y,z))) =: (a : b : c).
Ist der Grad von p(y, 1) gleich dem von q(x, 1), so ist β1 ein endlicher Morphis-
mus. Ansonsten ist β1 nicht definiert im Punkt (0 : 1 : 0), und der Rest der
Geraden V (z) wird auf den Punkt (0 : 1 : 0) kontrahiert, der im Komplement
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· deg(p(y, z)) · zdeg(p(y,z))−1.
Da p und q homogene Polynome sind, sind auch ihre Ableitungen homogen, man
erha¨lt endlich viele Geraden der Form V (x − a′iz), V (y − b′jz), sowie V (z) als
Verzweigungsort. Diese werden auf V (b − aic), V (a − bjc) und V (c) abgebildet.
Nun muß man sich ansehen, wohin V (f) abgebildet wird. Bild von V (p− q) ist
die Gerade V (a− b). Ist z ein Teiler von f und der Grad von p(y, 1) gleich dem
von q(x, 1), so wird die Gerade V (z) auf V (c) abgebildet. Wie gesehen, wird V (z)
ansonsten kontrahiert. Bild der Geraden V (r(x, z)) und V (s(y, z)) sind Geraden
der Form V (a − aic) bzw. V (b − bjc). Diese Geraden bilden bis auf die Gerade
V (a−b) ein verbundenes Doppelbu¨schel. Im Beweis von Proposition 6.1 hat man
jedoch gesehen, daß man V (a− b) dazunehmen darf. Proposition 6.1 liefert einen
Morphismus, der alle so erhaltenen Geraden auf das vollsta¨ndige Viereck abbildet
und ho¨chstens u¨ber diesem verzweigt. Die zusammengesetzte Abbildung ist genau
dann ein endlicher Morphismus, wenn p(y, 1) und q(x, 1) gleichen Grad haben.
Dann erfu¨llt X ′ die Vermutung 2. Ansonsten bla¨st man im ersten P2 auf, bis
β1 ein Morphismus wird. Diese Aufblasungen zieht man mit dem Faserprodukt
wie im Beweis von Proposition 3.3 auf X ′ hoch. Nun fu¨hrt man, wenn no¨tig,
Stein-Faktorisierung durch, damit der entstandene Morphismus endlich wird, und
normalisiert das Urbild. Man erha¨lt eine zu X ′ birational a¨quivalente normale
Fla¨che, die eine U¨berlagerung des P2 mit richtigem Verzweigungsverhalten ist. 
Proposition 6.3. (Polynome vom Grad 3) Verzweigt X ′ → P2 ho¨chstens
u¨ber V (f) mit f = p(y, z)(x3 + r(y, z)x+ s(y, z)) homogen, wobei r und s keinen
gemeinsamen Faktor haben, so gilt Vermutung 2 fu¨r X ′.
Beweis: Man faßt f auf als Polynom in einer Variablen x und macht den ersten








x 7→ −78732x2(x2 + r)2.
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β1 verzweigt u¨ber 0, 11664r
3 und ∞. Bild von x3 + rx+ s = 0 ist −78732s2. Nun




(x : y : z) 7→ (−27x2(x2 + r)2 : 4r3 : −27s2) =: (a : b : c).
Da r und s keinen gemeinsamen Faktor haben, ist β ein endlicher Morphismus.
Nach Konstruktion verzweigt β u¨ber V (a), V (a− b), V (a− c) und u¨ber endlich
vielen Geraden der Form V (b−aic). Die Geraden V (p(y, z)) werden ebenfalls auf
Geraden der Form V (b − aic) bzw. V (c) abgebildet. Das ist bis auf die Gerade
V (a−b) ein verbundenes Doppelbu¨schel. Diese darf man aber wieder dazunehmen.
Nun wendet man Proposition 6.1 an, um das Doppelbu¨schel auf das vollsta¨ndige
Viereck abzubilden und hat die Proposition bewiesen. 
Bemerkung 6.4. Haben in der Situation von Proposition 6.3 die Polynome r
und s einen gemeinsamen Faktor a1y − a2z, so gilt immer noch Vermutung 1.
Beweis: Man ist im wesentlichen in der Situation von Proposition 6.3. Die Ab-
bildung β ist nun in (0 : a2 : a1) nicht definiert und der Rest der Geraden
V (a1y− a2z) wird auf den Punkt (1 : 0 : 0) kontrahiert, der im Komplement von
M0,5 liegt. Daraus erha¨lt man wieder durch Aufblasungen im Urbild sowie an-
schließende Stein-Faktorisierung und Normalisierung eine endliche U¨berlagerung
des P2, die richtig verzweigt. Dabei ko¨nnen in der u¨berlagernden Fla¨che Singula-
rita¨ten entstehen. 
Da man durch eine Mo¨biustransformation jedes homogene Polynom vom Grad
3 in die oben angegebene Form bringen kann, hat man mit Proposition 6.3 und
Bemerkung 6.4 alle homogenen Polynome vom Grad drei abgedeckt.
Proposition 6.5. Verzweigt die endliche U¨berlagerung X ′ → P2 u¨ber V (f),
wobei f := p(y, z)x3 + r(y, z)x+ s(y, z) homogen sei, so gilt Vermutung 1 fu¨r X ′.
Beweis: Essentiell ist man in derselben Situation wie in Bemerkung 6.4. Aller-




(x : y : z) 7→ (−27px2(px2 + r)2 : 4r3 : −27ps2) =: (a : b : c).
Der weitere Beweis soll lediglich fu¨r den Fall durchgefu¨hrt werden, daß f homo-
gen vom Grad 4 ist. Die Konstruktion der rationalen Abbildung β ist unabha¨ngig
vom Grad, man erha¨lt im allgemeinen aber wesentlich mehr Punkte, an denen die
Abbildung nicht definiert ist und mehr Geraden, die kontrahiert werden. Kon-
traktionen finden jedoch immer lediglich u¨ber den Punkten (1 : 0 : 0), (0 : 1 : 0)
und (0 : 0 : 1) statt, also im Komplement von M0,5.
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Ist p ein Teiler von r und s, so klammert man p aus und ist in der Situation von
Proposition 6.3 oder Bemerkung 6.4. Ansonsten ist die Abbildung nicht definiert
in (1 : 0 : 0). Ist p ein Teiler von r, so dividiert man p aus jeder Komponente der
Abbildung aus. Nun wird die Gerade V (p) auf den Punkt (0 : 0 : 1) kontrahiert.
Ist p kein Teiler von r, so wird die Gerade V (p) auf den Punkt (0 : 1 : 0)
kontrahiert. Geraden, die zu gemeinsamen Faktoren von r und s geho¨ren, werden
auf den Punkt (1 : 0 : 0) kontrahiert. Wieder erha¨lt man durch Aufblasungen im
Urbild und anschließende Stein-Faktorisierung einen endlichen Morphismus, der
u¨ber einem Doppelbu¨schel verzweigt, und ist mit Proposition 6.1 fertig. 
Proposition 6.6. (Polynome vom Grad 4) VerzweigtX ′ → P2 u¨ber V (p(x, y, z))
mit p homogen vom Grad 4, so gilt Vermutung 1 fu¨r X ′.
Beweis: Ist p ein Polynom von niedrigerem Grad in einer der Variablen, so
benutzt man Proposition 6.5 mit dieser Variablen. Ansonsten macht man den
Koordinatenwechsel (x : y : z) 7→ (x : y + ax : z) =: (x′ : y′ : z′). Nun ist
der Koeffizient von (x′)4 in p(x′, y′, z′) ein nichtkonstantes Polynom in a. Wa¨hlt
man a als Nullstelle dieses Polynoms, so ist p(x′, y′, z′) ein Polynom vom Grad 3
in x′ und Proposition 6.5 liefert die Behauptung. 
Proposition 6.7. VerzweigtX ′ → P2 ho¨chstens u¨ber V (xn+p(y, z)xa+q(y, z)) =:
V (f) mit f homogen und 0 < a < n, so gilt Vermutung 1 fu¨r X ′.
Beweis: Man muß ein Polynom in Q(y, z)[v1] finden, das die endlichen kritischen
Werte von f auf 0 abbildet. Die Ableitung von xn + pxa + q nach x ist
nxn−1 + apxa−1 = xa−1(nxn−a + ap).
Nullstellen davon sind x = 0 und die Lo¨sungen von xn−a = − a
n
p. Ein Polynom,
das das Gewu¨nschte leistet, ist somit beispielsweise (mit v := q − v1)
g(v) := v(nnvn−a + (−1)a−1aa(n− a)n−apn).
Die Ableitung von g(v) nach v ist
nnvn−a + (−1)a−1aa(n− a)n−apn + nn(n− a)vn−a
= (n− a + 1)nnvn−a + (−1)a−1aa(n− a)n−apn.
Nullstellen dieses Polynoms sind die Lo¨sungen von vn−a = (−1)a aa(n−a)n−a
(n−a+1)nn p
n.
Diese werden annulliert von einem Polynom h(w) := bwn−a + cp2n mit kon-
stanten Koeffizienten b, c. h(w) hat als einzigen kritischen Wert cp2n. Definiert





nach Konstruktion u¨ber 0 und cp2n. V (f) wird auf ein weiteres
Polynom r(y, z) abgebildet: Man setzt v = q in g(v) ein und den so erhaltenen




(x : y : z) 7→ (β1(x, y, z) : cp(y, z)2n : r(y, z)).
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Ist r = 0 oder r = p2n, so nimmt man ein zu p teilerfremdes Polynom an Stelle
von r. β ist dann ein Morphismus. Nun wendet man Proposition 6.1 an und
hat sogar Vermutung 2 gezeigt. Haben p und r keinen gemeinsamen Faktor, so
ist β ebenfalls ein Morphismus, und man hat auch in diesem Fall nach einer
Anwendung von Proposition 6.1 Vermutung 2 bewiesen. Andernfalls muß man
wieder im Urbild aufblasen und anschließend Stein-Faktorisierung machen. Nun
wendet man auch hier Proposition 6.1 an und hat zumindest noch Vermutung 1
bewiesen. 
Bemerkung 6.8. Zu jedem der obigen kritischen Orte V (f(x, y, z)) gibt es eine
normale Fla¨che Xf und eine endliche U¨berlagerung Xf → P2, die ho¨chstens u¨ber
V (f) verzweigt. Da man sich nur fu¨r V (f) interessiert, sei ohne Einschra¨nkung
f reduziert. Ist V (f) nichtsingula¨r und der Grad von f gro¨ßer als 4, so ist auch
Xf nichtsingula¨r und vom allgemeinen Typ.
Beweis: Sei d := deg(f) und Xf := V (f(x, y, z)+ t
d) ⊆ P3. Offensichtlich haben
die singula¨ren Punkte von Xf Koodinaten (a : b : c : 0), wobei (a : b : c) die
Koordinaten eines singula¨ren Punktes von V (f) sind. Somit ist Xf genau dann
nichtsingula¨r, wenn V (f) nichtsingula¨r ist. Ansonsten hat Xf isolierte singula¨re
Punkte und ist damit nach [HAR, Chapter II, Proposition 8.23, Seite 186] normal.
Projiziert man diese Fla¨che vom Punkt (0 : 0 : 0 : 1) aus auf den P2, erha¨lt man
genau V (f) als kritischen Ort. Ist d > 4 und Xf nichtsingula¨r, so ist Xf nach
[BEAU, Proposition VII.5, Seite 90] vom allgemeinen Typ. Wie gesehen erfu¨llen
alle so konstruierten Fla¨chen die Vermutung 1. Ist der kritische Ort V (f) nicht-
singula¨r, erfu¨llt Xf die Vermutung 2 genau dann, wenn die in der entsprechenden
Proposition konstruierte Abbildung bereits ein endlicher Morphismus ist. Dies ist
beispielsweise fu¨r die Fermat–Fla¨chen V (xn + yn + zn + tn) ⊂ P3 der Fall. 
6.2 Spezielle Fla¨chen
Nun geht es darum, Vermutung 2 fu¨r ganz spezielle Fla¨chen vom allgemeinen
Typ zu zeigen. Dazu gibt man sich als kritischen Ort das vollsta¨ndige Viereck
im P2 vor und sucht dazu passende Fla¨chen, die eine u¨ber dem Komplement
des vollsta¨ndigen Vierecks unverzweigte endliche U¨berlagerung mit Zusatzeigen-
schaften tragen. Systematisch untersucht werden diese U¨berlagerungen in [BHH].
Lokal konstant verzweigte U¨berlagerungen. Das sind solche, die la¨ngs jeder
der sechs Geraden Lj =: V (lj(z0, z1, z2)) des vollsta¨ndigen Vierecks konstant und
unabha¨ngig von den anderen Geraden n-fach zyklisch verzweigt sind. Dazu gibt
es immer passende U¨berlagerungsfla¨chen, die Kummerfla¨chen. Diese haben als
Funktionenko¨rper die Kummererweiterung
K = C(P2)( n
√
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des rationalen Funktionenko¨rpers C(P2) = C(z1/z0, z2/z0) des P
2 und werden
geometrisch realisiert durch
Xn := {(u, v) ∈ P2 × P5 | vni lj(u) = vnj li(u) fu¨r 1 ≤ i < j ≤ 6}.
Die zugeho¨rige gewu¨nschte U¨berlagerung des P2 ergibt sich als Projektion von
Xn auf die erste Komponente.
Bemerkung 6.9. Die Fla¨chen Xn erfu¨llen Vermutung 2.
Beweis: Nach [BHH, 1.2 H] liegen in dieser speziellen Situation nur u¨ber den vier
Dreifachpunkten des vollsta¨ndigen Vierecks Singularita¨ten der U¨berlagerungs-
fla¨che. Bla¨st man jeden der vier Dreifachpunkte auf, geht also zu M0,5 u¨ber, und
bla¨st dann in der u¨berlagernden Fla¨che jeden der singula¨ren Punkte einmal auf,
so erha¨lt man nach [BHH, 1.2 G] eine glatte Fla¨che X̂, die M0,5 endlich und nur
u¨ber dem Rand verzweigt u¨berlagert. 
Fla¨chen vom allgemeinen Typ
Einfach erweiterte Fast-Bu¨schel. Das sind Bu¨schel, zu denen noch zwei wei-
tere Geraden hinzugenommen werden, so daß deren Schnittpunkt nicht auf einer
Bu¨schelgeraden liegt, also spezielle Doppelbu¨schel.
Bemerkung 6.10. Jede konstant n-fach verzweigte U¨berlagerung eines einfach
erweiterten Fast-Bu¨schels durch eine Kummerfla¨che erfu¨llt Vermutung 2. Wa¨hlt
man n ≥ 4, so sind diese Kummerfla¨chen vom allgemeinen Typ.
Beweis: Die Fla¨chen erfu¨llen Vermutung 2 wieder wegen [BHH, 1.2 G/H]. Dort
wird an die Anzahl der Geraden im Bu¨schel keine Bedingung gestellt. Laut [BHH,
Abschnitt 3.2 M] erha¨lt man als Kummersche U¨berlagerungsfla¨chen minimale
Fla¨chen vom allgemeinen Typ, sobald n ≥ 4 ist. Diese sind gefasert u¨ber einer
Basiskurve B. Ist k > 4 die Anzahl der Geraden im Fast-Bu¨schel, so gilt fu¨r die
Eulerzahlen der Basiskurve bzw. der allgemeinen Faser F :
χ(B) = −nk−4((n− 1)(k − 4)− 2) < 0,
χ(F ) = −n(n− 3) < 0.
Gewichtete Verzweigungskonfigurationen. Diese unterscheiden sich von den
eben beschriebenen lokal konstant verzweigten U¨berlagerungen dadurch, daß man
jeder irreduziblen Komponente der Geradenkonfiguration eine ganze Zahl nj, den
singula¨ren Schnittpunkten mν als Gewichte zuordnet. Nun bla¨st man wieder die
Mehrfachpunkte des kritischen Ortes auf. Eine dazu passende U¨berlagerung ist
eine glatte Fla¨che X̂, die u¨ber den strikten Transformierten L′j der Geraden der
Konfiguration lokal von Ordnung nj und u¨ber den exzeptionellen Geraden Eν
lokal von Ordnung mν zyklisch verzweigt ist.
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Verbundene Doppelbu¨schel. [BHH, Seite 132] zeigen, daß man auch u¨ber ver-
bundenen Doppelbu¨scheln nichtsingula¨re Fla¨chen vom allgemeinen Typ erha¨lt,
die P1×P1 und damit auch P2 endlich und mit Proposition 6.1 u¨ber M0,5 unver-
zweigt u¨berlagern, wenn man die Gewichte groß genug wa¨hlt. Diese Konstruk-
tion liefert allerdings keine neuen Erkenntnisse, da die u¨berlagernden Fla¨chen
isomorph zum Produkt zweier Kurven sind.
Ballquotienten. Die Frage, wie die Gewichte zu Ballquotienten aussehen mu¨ssen,
die eine endliche U¨berlagerung des M0,5 sind, die ho¨chstens u¨ber dem Rand ver-
zweigt, ist schon sehr fru¨h untersucht worden. Eine vollsta¨ndige Liste findet sich
in der Dissertation von Le Vavasseur [LeV] und ist in [BHH, Abschnitt 5.4] wieder-
gegeben. Die fu¨r die vorliegende Arbeit interessierenden Fla¨chen sind diejenigen
mit den Nummern 1 bis 18. Diese sind kompakte Ballquotienten und insbeson-
dere Fla¨chen vom allgemeinen Typ, die eine U¨berlagerung des M0,5 tragen, die




Wie im Kapitel 5 gesehen, findet man fu¨r jede u¨ber Q definierte Abelsche Fla¨che
X eine zu X birational a¨quivalente nichtsingula¨re projektive Fla¨che X ′ und ei-
ne endliche U¨berlagerung X ′ → P2, die ho¨chstens u¨ber dem Komplement von
M0,5 verzweigt ist. Die Berechnungen im Anhang zeigen, daß man (zumindest
mit dieser Konstruktion) keine nichtsingula¨re Fla¨che bekommt, die die entspre-
chende endliche U¨berlagerung von M0,5 tra¨gt. Andererseits erha¨lt man fu¨r die
in Abschnitt 6.2 betrachteten Fla¨chen vom allgemeinen Typ jeweils eine zu der
gegebenen Fla¨che birational a¨quivalente nichtsingula¨re Fla¨che, die Vermutung 2
mit M0,5 als u¨berlagerter Fla¨che erfu¨llt. Deshalb scheint es vernu¨nftig, sich nicht
auf eine einzelne projektive Realisierung von M0,5 einzuschra¨nken, wenn man
nichtsingula¨re U¨berlagerungsfla¨chen bekommen mo¨chte, sondern wie in den Ver-
mutungen 1 und 2 alle u¨ber Q definierten projektiven Realisierungen von M0,5
als zu u¨berlagernde Fla¨chen zuzulassen.
Fla¨chen, die birational a¨quivalent zum Produkt von Kurven sind, erfu¨llen eben-
falls Vermutung 2; sie sind endliche U¨berlagerungen des P1 × P1, die ho¨chstens
u¨ber dem Komplement von M0,5 verzweigen. Mit Bemerkung 3.4 sind diese auch
endliche U¨berlagerungen des P2 mit dem richtigen Verzweigungsverhalten.
Satz 8 zeigt die Aussage fu¨r hyperelliptische Fla¨chen. Die Propositionen und
Bemerkungen aus Kapitel 6 liefern noch einige spezielle Fla¨chen vom allgemeinen
Typ. Damit ist Vermutung 2 gezeigt fu¨r
• alle rationalen Fla¨chen und alle Regelfla¨chen
• alle hyperelliptischen Fla¨chen
• alle Abelschen Fla¨chen
• alle Fla¨chen vom allgemeinen Typ, die Produkt zweier Kurven sind
• einige weitere Fla¨chen vom allgemeinen Typ
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7.2 Ho¨here Dimension
Das Besondere an den Modulra¨umen M0,n ist, daß sich ihr Rand immer aus Ko-
pien von M0,n−1 zusammensetzt. Deshalb lassen sich die hier erzielten Resultate
sofort auf solche ho¨herdimensionalen Objekte verallgemeinern, die Produkt von
Objekten sind, fu¨r die man die Vermutung bereits in kleinerer Dimension gezeigt
hat. Dies geschieht wie im zweidimensionalen Fall durch einfaches Zusammen-
setzen der nach Voraussetzung existierenden Belyi-Abbildungen im Niedriger-
dimensionalen. Leider sind das immer nur Randerscheinungen. Die generischen
Fa¨lle werden dadurch nicht abgedeckt.
Dennoch gilt die zu Vermutung 2 analoge Vermutung im Dreidimensionalen bei-
spielsweise fu¨r alle Produkte von drei nichtsingula¨ren Kurven. Bei Abelschen
3-Mannigfaltigkeiten gilt die zu Vermutung 2 analoge Vermutung fu¨r diejenigen,
die entweder Produkt dreier elliptischer Kurven oder Produkt einer elliptischen
Kurve mit der Jacobischen einer Kurve vom Geschlecht 2 sind. Der generische
Fall, also der der Jacobischen einer Kurve vom Geschlecht 3, ist leider nicht ab-
gedeckt. Eine zu Satz 11 analoge Vorgehensweise scheitert daran, daß die beim
Ausdividieren der Operation von S3 auf P
1 × P1 × P1 auftretenden Fla¨chen im
kritischen Ort keine solchen sind, fu¨r die Vermutung 1 oder gar Vermutung 2
bewiesen ist.
Ein weiteres Problem in ho¨herer Dimension ist, daß hier nicht mehr jeder nichtsin-
gula¨re u¨ber Q definierte projektive Abschluß einfach in einen anderen u¨berfu¨hrt
werden kann, da der bei Fla¨chen gu¨ltige Satz u¨ber die Faktorisierung birationaler
Abbildungen in eine Abfolge von Auf- und Niederblasungen nicht mehr stimmt.
Damit geht auch Proposition 3.3 verloren.
Was jedoch in ho¨herer Dimension immer noch funktionieren wu¨rde, wa¨re eine
analoge Vorgehensweise zu der in dieser Arbeit des o¨fteren angewandten: Man
gibt sich einen kritischen Ort im Pn vor und benutzt Schritt 1 im Satz von Belyi.
Wu¨rde es gelingen, die Anzahl der kritischen Punkte dieses Morphismus auf n+2
zu dru¨cken, so wa¨re man im Satz von Belyi fu¨r Dimension n− 1 angelangt und
wu¨rde induktiv einen Morphismus mit richtigem Verzweigungsverhalten finden,




In diesem Kapitel soll noch einmal die Jacobische einer Kurve vom Geschlecht 2
betrachtet werden. In Kapitel 5 wurde ein endlicher Morphismus Sym2(C) → P2
konstruiert, der Vermutung 2 fu¨r solche Jacobische beweist. Nun geht es darum,
das in Kapitel 3 beschriebene Verfahren anzuwenden, um aus dem Morphismus
Sym2(C) → P2 einen endlichen Morphismus von einer zu Sym2(C) birational
a¨quivalenten Fla¨che X ′ nach M0,5 zu konstruieren, der nur u¨ber dem Rand ver-
zweigt. Es wird sich herausstellen, daß man verschiedene Typen von Singula-
rita¨ten in der u¨berlagernden Fla¨che X ′ erha¨lt, wogegen P2 von der nichtsingula¨ren
Fla¨che Sym2(C) u¨berlagert wird.
Der U¨bergang nach M0,5 ist nicht direkt mo¨glich, da man den Morphismus
Sym2(C) → P2 nicht explizit kennt. Man muß u¨ber P1 × P1 und C × C ge-
hen. Dazu betrachtet man den Morphismus P1×P1 → P2 aus Kapitel 5 genauer.
Dieser setzt sich aus den folgenden Einzelabbildungen zusammen:
β1 :
{
P1 × P1 → P2




(a : b : c) 7→ ((a+ b− 3c)2(2a2 + 40ab+ 6ca− 9c2 + 6bc + 2b2)2
: 4(14ab+ b2 + a2)3 : 4(a+ b)2(a2 − 34ab + b2)2).
Um nachM0,5 zu kommen, muß man im zweiten P2 die Dreifachpunkte (1 : 0 : 0),
(0 : 1 : 0), (0 : 0 : 1) und (1 : 1 : 1) des vollsta¨ndigen Vierecks aufblasen und
diese Aufblasungen in ihren Urbildern auf Sym2(C) so mitmachen, daß wieder
ein endlicher Morphismus entsteht. Das soll fu¨r die einzelnen Punkte in fu¨nf
Schritten geschehen: Zuerst berechnet man die Urbilder der vier Punkte unter
β2. Dann schaut man sich an, welche davon im Verzweigungsort von β2 liegen,
also Nullstellen der Jacobideterminante von β2 sind.
Nun bla¨st man in diesen Urbildern im ersten P2 auf, bis wieder ein Morphismus
entsteht. Da Aufblasen lokal geschieht, seien dabei die Koordinaten immer so
gewa¨hlt, daß der aufzublasende Punkt der Nullpunkt eines umgebenden A2 ist.
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Liegt der betrachtete Urbildpunkt nicht im Verzweigungsort des jeweiligen Mor-
phismus, muß man in ihm lediglich die gleichen Aufblasungen wie im Bildpunkt
durchfu¨hren und erha¨lt wieder einen endlichen Morphismus. Die Urbildpunkte,
die im Verzweigungsort liegen, muß man einzeln betrachten.











In den Urbildern der Punkte, die nicht im kritischen Ort von ϕ liegen, muß man
auf Sym2(C) lediglich dieselben Aufblasungen machen wie in P2 und erha¨lt wieder
einen endlichen Morphismus.
Von den restlichen Punkten berechnet man die Urbilder in P1 × P1 und macht
aus β1 wieder einen Morphismus.
Nun geht man zu C ×C u¨ber und setzt (β, β) wieder zu einem Morphismus fort.
Diesen muß man noch endlich machen und dann die entsprechenden Aufblasungen
und Kontraktionen auf Sym2(C) durchfu¨hren.
8.1 Der 1. Schritt
In diesem Abschnitt geht es darum, im zweiten P2 die Tripelpunkte des vollsta¨ndi-
gen Vierecks aufzublasen und dann aus β2 wieder einen Morphismus zu machen.
Der Punkt (1 : 0 : 0)
Dieser hat unter β2 nur den Punkt (0 : 0 : 1) als Urbild, der im Verzweigungsort
von β2 liegt. Man bla¨st den Punkt (1 : 0 : 0) im Bild und seinen Urbildpunkt
(0 : 0 : 1) auf. Das ergibt im Urbild zwei affine Teile, Aff1 und Aff2. Auf beiden
hat man bereits wieder einen Morphismus. Der auf die exzeptionelle Gerade der



























Diese wird somit auf die exzeptionelle Gerade der Aufblasung im Bild abgebildet.
Der Punkt (0 : 1 : 0)
Auf a = 0 liegen keine Urbilder des Punktes (0 : 1 : 0), da dann auch b = 0
sein mu¨ßte, womit die zweite Koordinate ebenfalls 0 wa¨re. Also ist man auf dem
affinen Teil a = 1 und muß dort (in affinen Koordinaten) die folgenden Punkte
betrachten:
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Punkt Koordinaten Punkt Koordinaten
p1 (−1, 0) p6 (17 + 12
√
2, 18 + 12
√
2)
p2 (−1, 2i) p7 (17− 12
√
2,−6 + 4√2)
p3 (−1,−2i) p8 (17− 12
√
2, 6− 4√2)
p4 (17 + 12
√
2,−6− 4√2) p9 (17− 12
√
2, 18− 12√2)
p5 (17 + 12
√
2, 6 + 4
√
2)
Diese liegen alle im Verzweigungsort von β2 und im kritischen Ort von ϕ. Man
muß jeden Punkt einzeln betrachten. Der auf die exzeptionellen Geraden der
jeweiligen Aufblasungen eingeschra¨nkte Morphismus berechnet sich wie folgt:
















































































































































































































































Auch hier erha¨lt man jeweils bereits nach einer Aufblasung wieder einen endlichen
Morphismus auf das aufgeblasene Bild.
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Der Punkt (0 : 0 : 1)
Dieser hat auf a = 0 keine Urbilder, da ansonsten b = 0 sein mu¨ßte, weshalb
die dritte Koordinate auch 0 wa¨re. Sei also a = 1. Dann erha¨lt man in affinen
Koordinaten (b, c) die folgenden Punkte als Urbilder von (0 : 0 : 1):
Punkt Koodinaten Punkt Koordinaten











Diese liegen im Verzweigungsort von β2, aber nicht im kritischen Ort von ϕ. Man
bla¨st im Bild den Punkt (0 : 0 : 1) und seine beiden Urbildpunkte auf. Das ergibt
im Urbild jeweils zwei affine Teile, Aff1 und Aff2. Auf Aff1 hat man bereits einen
Morphismus, auf Aff2 muß man im Nullpunkt nochmals aufblasen. Die auf die
jeweiligen exzeptionellen Geraden eingeschra¨nkten Morphismen sind:




































































































Die exzeptionelle Gerade der zweiten Aufblasung im Urbild wird somit auf die
exzeptionelle Gerade der Aufblasung im Bild abgebildet, die exzeptionelle Gerade
der ersten Aufblasung im Urbild wird kontrahiert.
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Der Punkt (1 : 1 : 1)
Urbilder unter β2 sind hier
Punkt Koordinaten Punkt Koordinaten
p1 (0 : 1 : 0) p5 (1 : 1 : −2)
p2 (0 : 1 : 1) p6
(





0 : 1 : −1
3
)
p7 (1 : 1 : 2)
p4
(





1 : 1 : −2
3
)
Von diesen liegen p2 und p3 nicht im Verzweigungsort von β2, p6 und p8 liegen
nicht im kritischen Ort von ϕ. Die u¨brigen Punkte muß man einzeln betrachten.
Man geht im Bild auf den affinen Teil z = 1. In jedem Fall ist man im Urbild auf
dem affinen Teil b = 1. Es wird sich als nu¨tzlich herausstellen, vor der Aufblasung
Koordinatenwechsel im Urbild zu machen, da sich dadurch die affine Darstellung
der Aufblasungen erheblich vereinfacht: Die Aufblasung des Nullpunkts im A2 ist
gegeben als
X := {(x, y), (a : b) ∈ A2 × P1 | xb = ya}.
Die beiden affinen Teile sind Aff1 mit Abbildung (u0, v0) 7→ (v0, u0v0) = (x, y),
also a = 1, v0 = x, u0 = b, und Aff2 mit der Abbildung (u1, v1) 7→ (u1v1, v1) =
(x, y), also b = 1, v1 = y, u1 = a. Will man den Punkt mit Koordinaten
(u : v), u, v 6= 0 auf der exzeptionellen Geraden weiter aufblasen, also den Punkt
( v
u
, 0) auf Aff1 bzw. den Punkt (
u
v
, 0) auf Aff2, so macht man vor der ersten
Aufblasung im A2 den folgenden Koordinatenwechsel:
(x′, y′) 7→ (x′, y′ − v
u
x′) = (x, y).
Die Ursprungsgerade mit Steigung v
u
in den alten Koordinaten wird dadurch zur
x′-Achse und liegt nur noch auf dem affinen Teil b = 1, also auf Aff1.
Nun bla¨st man im zweiten P2 den Punkt (1 : 1 : 1) und jeden seiner Urbildpunkte
im ersten P2 auf. Man erha¨lt jeweils im Urbild zwei affine Teile Aff1 und Aff2.
p1 : Auf Aff1 hat man bereits einen Morphismus. Auf Aff2 bla¨st man im Null-
punkt nochmals auf und hat dann auch hier einen Morphismus. Fu¨r die
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Die Exzeptionelle der ersten Aufblasung wird kontrahiert, die der zweiten
Aufblasung auf die exzeptionelle Gerade im Bild abgebildet.
p2 : Hier muß man einmal aufblasen und hat dann bereits einen Morphismus.
p3 : Auch hier muß man einmal aufblasen und hat wieder einen Morphismus.
p4 : Auf Aff1 hat man bereits einen Morphismus, auf Aff2 muß man im Null-
punkt ein zweites Mal aufblasen.































Die exzeptionelle Gerade der ersten Aufblasung wird somit kontrahiert, die
der zweiten Aufblasung wird auf die exzeptionelle Gerade der Aufblasung
im Bild abgebildet.
p5 : Man macht im Urbild den Koodinatenwechsel (a
′, c′) 7→ (a′, a′− c′) = (a, c)
und bla¨st dann im Nullpunkt auf. Die resultierende Abbildung ist auf Aff1
im Nullpunkt nicht definiert, auf Aff2 hat man einen Morphismus. Nun




0) 7→ (u′0, v′0 + 4u′0) =
(u0, v0) und bla¨st im Nullpunkt auf. Das ergibt die affinen Teile Aff1,1 und
Aff1,2. Auf Aff1,2 hat man einen Morphismus, auf Aff1,1 macht man den
Koordinatenwechsel (u′2, v
′
2) 7→ (u′2, v′2 + 18u′2) = (u2, v2) und bla¨st im Null-
punkt weiter auf. Man erha¨lt die affinen Teile Aff1,1,1 und Aff1,1,2. Auf Aff1,1,2
hat man einen Morphismus, auf Aff1,1,1 muß man nochmals im Nullpunkt
aufblasen und erha¨lt dann auch hier einen Morphismus.



















(−(512u7 + 12), 0) .
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Somit werden alle exzeptionellen Geraden kontrahiert bis auf die der letzten
Aufblasung, welche auf die exzeptionelle Gerade der Aufblasung im Bild
abgebildet wird.
p6 : Man macht im Urbild den Koodinatenwechsel (x
′, y′) 7→ (x′, y′ + 5
3
x′) und
bla¨st im Nullpunkt auf. Auf Aff1 ist das im Nullpunkt nicht definiert, auf
Aff2 hat man einen Morphismus. Nun macht man auf Aff1 den Koordinaten-
wechsel (u′0, v
′
0) 7→ (u′0, v′0−4u′0) = (u0, v0) und bla¨st im Nullpunkt auf. Das
ergibt die affinen Teile Aff1,1 und Aff1,2. Auf Aff1,2 hat man einen Morphis-




2) 7→ (u′2, v′2+ 18u′2)
und bla¨st im Nullpunkt weiter auf. Man erha¨lt die affinen Teile Aff1,1,1 und
Aff1,1,2. Auf Aff1,1,2 hat man einen Morphismus, auf Aff1,1,1 muß man noch-
mals im Nullpunkt aufblasen und erha¨lt dann auch hier einen Morphismus.

















(512u7 − 12, 0) .
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Auch hier werden alle exzeptionellen Geraden kontrahiert bis auf die der
letzten Aufblasung. Diese wird auf die exzeptionelle Gerade der Aufblasung
im Bild abgebildet.
p7 : Man macht im Urbild den Koodinatenwechsel (x
′, y′) 7→ (x′, y′ + x′) und
bla¨st im Nullpunkt auf. Auf Aff1 ist das im Nullpunkt nicht definiert, auf
Aff2 hat man einen Morphismus. Bla¨st man auf Aff1 noch den Nullpunkt
auf, so hat man u¨berall einen Morphismus.



















(−16u1(4u1 + 1), 0) .









p8 : Man macht im Urbild den Koodinatenwechsel (x
′, y′) 7→ (x′, y′ − 1
3
x′) und
bla¨st im Nullpunkt auf. Auf Aff1 ist das im Nullpunkt nicht definiert, auf
Aff2 hat man einen Morphismus. Bla¨st man auf Aff1 noch den Nullpunkt
auf, so hat man u¨berall einen Morphismus.

















(−16u3(4u3 − 1), 0) .
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8.2 Der 2. Schritt
Nun geht es darum, die im vorigen Schritt gemachten Aufblasungen auf P1 × P1
so mitzumachen, daß man wieder einen Morphismus nach M0,5 bekommt.
Der Punkt (1 : 0 : 0)
Urbilder von (1 : 0 : 0) auf P1 × P1 sind (1 : 0), (0 : 1) und (0 : 1), (1 : 0). Man
ist nicht im Verzweigungsort von β1 und da man im ersten P
2 lediglich einmal
aufblasen mußte, erha¨lt man einen endlichen Morphismus nach M0,5, indem man
in jedem der beiden Urbildpunkte einmal aufbla¨st.
Der Punkt (0 : 1 : 0)
Die Urbilder von (0 : 1 : 0) auf P1 × P1 liegen auf s = u = 1 und sind dort in
affinen Koordinaten (t, v) die folgenden Punkte (mit a := 3 + 2
√
2):
Punkt Urbild 1 Urbild 2 Punkt Urbild 1 Urbild 2
p1 (1,−1) (−1, 1) p6 (1, 17 + 12
√
2) (17 + 12
√
2, 1)
p2 (i, i) n.v. p7 (−3 + 2
√
2,−3 + 2√2) n.v.
p3 (−i,−i) n.v. p8 (3− 2
√
2, 3− 2√2) n.v.
p4 (−a,−a) n.v. p9 (1, 17− 12
√
2) (17− 12√2, 1)
p5 (a, a) n.v.
In den Punkten p1, p6 und p9 ist man nach einer Aufblasung bereits fertig, da
diese Punkte keine Urbilder auf der Diagonalen in P1 × P1 haben.
Im Urbild der restlichen Punkte macht man den Koordinatenwechsel (t′, v′) 7→
(t′, v′−t′) = (t, v) und bla¨st dann den Nullpunkt auf. Die resultierende Abbildung
ist auf Aff1 im Nullpunkt nicht definiert, auf Aff2 hat man einen Morphismus.
Bla¨st man auf Aff1 noch den Nullpunkt auf, so hat man u¨berall einen Morphismus.






2(u2v2 − u2 + c1)
)




















, v1(u1v1 + c1 − u21v1)
)
(u1v1 + c1 − u21v1), v1) .
Dabei sind (c1, c2) die Koordinaten des jeweiligen Urbildpunktes. Nun betrach-
tet man wieder den auf die einzelnen exzeptionellen Geraden eingeschra¨nkten
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Diese wird somit auf die Exzeptionelle der Aufblasung im Bild abgebildet. Die















wird also auf einen Punkt kontrahiert.
Der Punkt (1:1:1)
Urbilder von (1 : 1 : 1) auf P1×P1, die noch weiter betrachtet werden mu¨ssen, sind
Punkt Urbild 1 Urbild 2 Punkt Urbild 1 Urbild 2





: 1), (0 : 1)
p2 (0 : 1), (1 : 1) (1 : 1), (0 : 1) p5 (1 : −1), (1 : −1) n.v.
p3 (0 : 1), (−13 : 1) (−13 : 1), (0 : 1) p7 (1 : 1), (1 : 1) n.v.
Man macht im ersten P2 die im vorigen Abschnitt ausgerechneten Aufblasungen
und bla¨st dann die Urbildpunkte in P1 × P1 auf:
p1 : Man macht im Urbild den Koordinatenwechsel (s
′, u′) 7→ (s′, u′−s′) = (s, u)
und bla¨st den Nullpunkt auf. Das ist auf Aff1 im Nullpunkt nicht definiert,
auf Aff2 hat man einen Morphismus. Bla¨st man auf Aff1 noch den Nullpunkt
auf, hat man u¨berall einen Morphismus. Bild der exzeptionellen Geraden

















Diese wird auf die exzeptionelle Gerade der ersten Aufblasung im Bild ab-
gebildet.


















(−u1(u1 − 1), 0) .
Diese wird auf die exzeptionelle Gerade der zweiten Aufblasung im Bild
abgebildet.
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p2 : Hier muß man in jedem der beiden Urbildpunkte dieselben Aufblasungen
wie in p2 machen, also genau einmal aufblasen.
p3 : Hier ist man in der gleichen Situation wie bei p2, man muß in jedem der
beiden Urbildpunkte genau einmal aufblasen.
p4 : Man bla¨st im Urbild den Nullpunkt auf, dann nochmals im Nullpunkt auf
Aff2 und erha¨lt u¨berall einen Morphismus. Die exzeptionelle Gerade der

























was die exzeptionelle Gerade der zweiten Aufblasung im Bild ist.























was die exzeptionelle Gerade der ersten Aufblasung im Bild ist.
p5 : Die im Urbild durchzufu¨hrenden Aufblasungen sind sehr kompliziert. Da
das qualitative Ergebnis des Kapitels auch ohne diese Aufblasungen zu-
stande kommt, seien sie hier nicht ausgefu¨hrt.
p7 : Man macht im Urbild den Koordinatenwechsel (s
′, u′) 7→ (s′, u′−s′) = (s, u)
und bla¨st den Nullpunkt auf. Auf Aff2 erha¨lt man einen Morphismus, auf
Aff1 muß man nochmals im Nullpunkt aufblasen. Der auf die exzeptionelle




















(u3 − 1, 0) .
Diese wird auf die Exzeptionelle der ersten Aufblasung im Bild abgebildet.


















(u1(u1 − 1), 0)
(n.def., 0),
was die exzeptionelle Gerade der zweiten Aufblasung im Bild ist.
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8.3 Der 3. Schritt
Nun geht es darum, aus der rationalen Abbildung von C×C auf den aufgeblasenen
P1 × P1 wieder einen Morphismus zu machen. Dies geht nicht direkt, da man
den Morphismus (β, β) nicht explizit kennt. Da (β, β) jedoch ein Produkt von
Morphismen zwischen nichtsingula¨ren Kurven ist, kann man nach [SE, GAGA]
zur analytischen Kategorie u¨bergehen und (β, β) lokal auf Kreisscheiben betrach-
ten. Dort ist der Morphismus in lokalen Koordinaten gegeben durch
(x, y) 7→ (xn, ym),
wobei ohne Einschra¨nkung n ≥ m sei. Es wird sich als nu¨tzlich erweisen, zu Be-
ginn nicht einen beliebigen Belyi-Morphismus zu benutzen, sondern einen Mor-
phismus β ′′ zu wa¨hlen, der bei ∞ voll verzweigt. Die Existenz eines solchen β ′′
wird von Riemann-Roch garantiert. Hinter β ′′ setzt man die endliche U¨berlage-
rung
ϕ : P1 → P1, (x : z) 7→ ((x2 − z2)2 : z4).
Diese verzweigt u¨ber {0, 1,∞} und alle Verzweigungsindizes sind nun 1 (unver-
zweigt) oder gerade. Insbesondere ist ϕ u¨ber ∞ voll verzweigt. Sei β ′ := ϕ ◦ β ′′.
Aus β ′ baut man sich einen sogenannten reinen Belyi–Morphismus, indem man
hinter β ′ den Morphismus
ψ : P1 → P1, (x : z) 7→ (−4x(x− z) : z2)
setzt. Dieser verzweigt u¨ber 1 und ∞ und bildet 0 und 1 nach 0 ab. U¨ber ∞
ist auch ψ voll verzweigt. Nun definiert man β := ψ ◦ β ′ und benutzt diesen
Morphismus β. Das hat lokal folgenden Effekt:
Außerhalb des kritischen Ortes von (β, β) ist m = n = 1. Im kritischen Ort aus-
serhalb der Schnittpunkte der sechs Geraden ist m = 1, n gerade. Fu¨r Punkte
der Form (1 : 1), (a : b) ist in der lokalen Beschreibung n = 2. U¨ber Punkten
der Form (1 : 0), (a : b) ist n = deg(β), in Punkten der Form (0 : 1), (a : b)
ist n beliebig, aber kleiner als deg(β). Fu¨r manche Punkte ist es sinnvoll, die
Aufblasungen in der lokalen Beschreibung im Urbild mitzumachen, bis wieder
ein Morphismus entsteht. Oft bietet sich jedoch eine andere Vorgehensweise an:
Man berechnet lokal Gleichungen fu¨r das Faserprodukt




(P1 × P1)bl // P1 × P1.
Diese Konstruktion garantiert die Endlichkeit des entstehenden Morphismus vom
Faserprodukt auf den aufgeblasenen P1 × P1, hat aber den Nachteil, daß das Fa-
serprodukt im allgemeinen keine normale Fla¨che ist. Da Normalisierung jedoch
KAPITEL 8. ANHANG 53
endlich ist und die Singularita¨ten des zuru¨ckgezogenen C × C lediglich u¨ber den
exzeptionellen Geraden im Bild liegen, kommt man durch Normalisieren zu ei-
ner normalen Fla¨che, ohne die Endlichkeit oder das Verzweigungsverhalten des
Morphismus zu zersto¨ren.
Der Punkt (1 : 0 : 0)
Dieser hat die Urbilder (1 : 0), (0 : 1) und (0 : 1), (1 : 0) unter β1. Der Morphismus
ist lokal gegeben durch (x, y) 7→ (xd, yn) mit d := deg(β) und n < d. Nun muß
man im P1 × P1 einmal in jedem der Punkte aufblasen. Das ergibt jeweils zwei
affine Teile Aff1 und Aff2 mit den folgenden affinen Koordinatenringen:
Aff1 : Der affine Koordinatenring von Aff1 ist R := k[u, x, y]/(ux
d − yn). Um R
zu normalisieren, geht man folgendermaßen vor: Sei r := ggT(d, n), sowie
d = ar, n = br. Man nimmt ξ := y
b
xa
dazu. Dann ist ξr = y
n
xd
= u und man
erha¨lt
R[ξ] = k[u, x, y, t]/(uxd − yn, txa − yb, tr − u) = k[x, y, t]/(txa − yb).
Nun ist man in der Situation r = 1. Ist a > b, so nimmt man ξ := y
x
dazu.
Dann ist ξb = y
b
xb
= txa−b und R[ξ] hat dieselbe Normalisierung wie
k[x, t, z]/(txc − zb)
mit c := a − b. Ist c > b, so wiederholt man diesen Schritt so lange, bis
c < b ist. Ist dann c = 1, so erha¨lt man eine Ab−1-Singularita¨t in der
normalisierten Fla¨che. Ansonsten folgt man [BPvV, Seite 84], definiert die
Zahl q durch q ≡ −c mod b und erha¨lt im Nullpunkt der normalisierten
Fla¨che eine Singularita¨t vom Typ Ab,q.
Aff2 : Hier hat man den Ring R := k[u, x, y]/(uy
n − xd) zu normalisieren. Ist










= u. Man erha¨lt
R[ξ] = k[u, x, y, t]/(uyn − xd, tyb − xa, tr − u) ∼= k[x, y, t]/(tyb − xa).
Hier ist b bereits kleiner als a. Ist b = 1, so hat man eine normale Fla¨che
mit einer isolierten Aa−1-Singularita¨t im Nullpunkt. Ansonsten definiert
man wieder q durch q ≡ −b mod a und erha¨lt in der normalisierten Fla¨che
eine Singularita¨t des Typs Aa,q.
Der Punkt (0 : 1 : 0)
Die Urbilder der Punkte p2, p3, p4, p5, p7 und p8 liegen nicht im kritischen Ort von
(β, β). Man macht in ihnen die Koordinatenwechsel und Aufblasungen im Bild
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mit und ist in diesen Punkten fertig. U¨brig sind noch die Urbilder der Punkte
p1, p6 und p9. In diesen hat man n = 2, m = 1 und muß im Bild lediglich einmal
aufblasen. Auf C ×C erha¨lt man damit lokal die folgenden affinen Koordinaten-
ringe, die man normalisieren muß:
k[u, v, x, y]/(v − x2, uv − y) ∼= k[x, u]
k[u, v, x, y]/(uv − x2, v − y) ∼= k[u, x, y]/(uy− x2).
Diese Ringe sind beide normal: Der erste ist sogar regula¨r, auf dem ersten affinen
Teil befinden sich keine Singularita¨ten. Die Normalita¨t des zweiten Rings folgt aus
[HAR, Chapter II, Proposition 8.23, Seite 186]. Hier befindet sich im Nullpunkt
eine Singularita¨t vom Typ A1.
Der Punkt (1 : 1 : 1)
Wie schon in den vorherigen Schritten schaut man sich die Punkte einzeln an.
p1 : Hier bla¨st man den Punkt (0 : 1), (0 : 1) auf. Da die exzeptionelle Gerade
der zweiten Aufblasung im vorigen Schritt auf die exzeptionelle Gerade der
ersten Aufblasung in Schritt 1 abgebildet wird, die man ohnehin kontrahie-
ren muß, erha¨lt man einen endlichen Morphismus nach M0,5, indem man
nur einmal aufbla¨st. Diese Aufblasung zieht man u¨ber das Faserprodukt
nach C×C hoch: In den alten Koordinaten (s, u) ist der Morphismus lokal
gegeben als (x, y) 7→ (xn, ym). Nun macht man das Inverse des Koordina-
tenwechsels in P1×P1 und erha¨lt als Morphismus in den neuen Koordinaten
(x, y) 7→ (xn, ym + xn). Dann bla¨st man im Bild einmal im Nullpunkt auf
und zieht das auf C × C zuru¨ck. Man erha¨lt zwei affine Teile mit den fol-
genden affinen Koordinatenringen:
k[u, x, y]/(uxn − ym − xn) ∼= k[u′, x, y]/(u′xn − ym) und
k[u, x, y]/(u(ym + xn)− xn).
Dabei ist u′ := u− 1. Der erste dieser Ringe ist genauso zu normalisieren,
wie im Punkt (1 : 0 : 0) beschrieben, man erha¨lt ho¨chstens eine Singularita¨t
des Typs Ab,q.
Die Normalisierung des zweiten Rings ist bedeutend komplizierter. Da diese
fu¨r das qualitative Ergebnis des Kapitels nicht von entscheidender Bedeu-
tung ist, sei sie nicht explizit ausgerechnet.
p2 : Dieser hat in P
1×P1 die Urbilder (0 : 1), (1 : 1) und (1 : 1), (0 : 1). Somit ist
in der lokalen Beschreibung n gerade und m = 2, also lokal die Abbildung
gegeben durch (x, y) 7→ (xn, y2). Nun muß man im Bild den Nullpunkt
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aufblasen. Zieht man diese Aufblasung auf C × C zuru¨ck, so erha¨lt man
zwei affine Teile mit den folgenden affinen Koordinatenringen:
k[u, v, x, y]/(v − xn, uv − y2) ∼= k[u, x, y]/(uxn − y2) und
k[u, v, x, y]/(uv − xn, v − y2) ∼= k[u, x, y]/(uy2 − xn).
Dies sind im wesentlichen dieselben Ringe wie im Punkt (1 : 0 : 0), aller-
dings mit der zusa¨tzlichen Voraussetzung m = 2, also ggT(n,m) = m = 2.
Mit derselben Argumentation wie im Punkt (1 : 0 : 0) erha¨lt man die
folgenden Ringe als Normalisierungen:
k[u, x, y]/(ux
n
2 − y) ∼= k[u, x] und
k[u, x, y]/(uy− xn2 ).




p3 : Dieser hat in P
1×P1 die Urbilder (0 : 1), (− 1
3
: 1) und (−1
3
: 1), (0 : 1). Man
hat somit n gerade und m = 1, also die Abbildung (x, y) 7→ (xn, y). Nun
muß man im Bild den Nullpunkt aufblasen. Zieht man diese Aufblasung
auf C×C zuru¨ck, so erha¨lt man zwei affine Teile mit den folgenden affinen
Koordinatenringen:
k[u, v, x, y]/(v− xn, uv − y) ∼= k[u, x] und
k[u, v, x, y]/(uv− xn, v − y) ∼= k[u, x, y]/(uy− xn).
Diese sind beide normal, u¨ber den Urbildern von p3 in C ×C sitzen jeweils
An−1-Singularita¨ten.
p4 : Dieser hat in P
1×P1 die Urbilder (0 : 1), ( 2
3
: 1) und (2
3
: 1), (0 : 1). Man hat
somit n gerade, m = 1, also lokal die Abbildung (x, y) 7→ (xn, y). Nun muß
man im Bild den Nullpunkt aufblasen und dann auf dem zweiten affinen



















Nun bla¨st man im Urbild den Nullpunkt auf und erha¨lt die beiden affinen
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Auf Aff2 hat man bereits einen Morphismus, auf Aff1 muß man im Null-















































Man erha¨lt einen Teil, auf dem man bereits einen Morphismus hat und
einen, der genauso aussieht wie Aff1. Man hat somit einen Algorithmus





















































































































Alle exzeptionellen Geraden werden wieder kontrahiert, bis auf die der n
2
-ten
Aufblasung und die der n-ten Aufblasung. Erstere wird auf die exzeptio-
nelle Gerade der zweiten Aufblasung im Bild abgebildet, zweitere auf die
exzeptionelle Gerade der ersten Aufblasung im Bild.
p5 : Dieser liegt nicht im kritischen Ort von (β, β), man muß auf C × C exakt
dieselben Aufblasungen machen wie in P1 × P1.
p7 : Hier ist man im Punkt (1 : 1), (1 : 1) auf P
1 × P1. (β, β) ist lokal gegeben
durch (x, y) 7→ (x2, y2). Nun macht man mit dieser lokalen Beschreibung
den Koordinatenwechsel und die Aufblasungen im Bild sowie im Urbild den



















Nun bla¨st man im Urbild den Nullpunkt auf. Man erha¨lt die beiden affinen
Teile Aff1 und Aff2. Auf beiden muß man im Nullpunkt weiter aufblasen,
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was die affinen Teile Aff1,1,Aff1,2,Aff2,1 und Aff2,2 ergibt. Auf Aff1,1 und
Aff2,1 hat man bereits einen Morphismus, auf Aff1,2 und Aff2,2 muß man
jeweils noch einmal im Nullpunkt aufblasen. Nun betrachtet man den auf
die exzeptionellen Geraden eingeschra¨nkten Morphismus, zuerst auf Aff1:






















Das ist die exzeptionelle Gerade der zweiten Aufblasung im Bild.
























Das ist die exzeptionelle Gerade der ersten Aufblasung im Bild.
Nun betrachtet man die Situation auf Aff2. Die exzeptionelle Gerade der






















Das ist wieder die exzeptionelle Gerade der zweiten Aufblasung im Bild.
























Das ist die exzeptionelle Gerade der ersten Aufblasung im Bild.
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8.4 Der 4. Schritt
Der in Schritt 3 konstruierte Morphismus vom normalisierten zuru¨ckgezogenen
bzw. aufgeblasenen C ×C auf M0,5 ist nicht endlich, da man in einigen der vor-
hergehenden Schritte exzeptionelle Geraden wieder ha¨tte kontrahieren mu¨ssen.
Dies soll nun auf C × C geschehen.
Der Punkt (1 : 0 : 0)
Hier mußte man in keinem der vorhergehenden Schritte wieder kontrahieren.
Normalisieren ist ebenfalls endlich, der Punkt (1 : 0 : 0) ist erledigt.
Der Punkt (0 : 1 : 0)
U¨ber den Punkten p1, p6 und p9, deren Urbilder nicht u¨ber der Diagonalen in
P1 × P1 liegen, erha¨lt man jeweils A1-Singularita¨ten im normalisierten C × C.
U¨ber den Diagonalpunkten p2, p3, p4, p5, p7 und p8 muß man zweimal aufblasen
und dann die exzeptionelle Gerade der ersten Aufblasung kontrahieren. Das ergibt
ebenfalls Singularita¨ten des Typs A1.
Der Punkt (1 : 1 : 1)
p1 : Diesen hat man bereits in Schritt 3 behandelt.
p2 : Hier erha¨lt man u¨ber den Urbildern in C×C Singularita¨ten des Typs An
2
−1.
p3 : Hier muß man in keinem Schritt kontrahieren und erha¨lt im aufgeblasenen
C × C u¨ber jedem der Urbilder von p3 eine An−1-Singularita¨t.




hieren, was nicht zu Singularita¨ten fu¨hrt. Des weiteren muß man die ersten
n
2
− 1 exzeptionellen Geraden kontrahieren. Diese sind (−2)-Geraden, da
man immer im Nullpunkt auf dem zweiten Teil aufgeblasen hat, also nicht
im Schnittpunkt von zweien der vorhergehenden exzeptionellen Geraden.
Man erha¨lt u¨ber jedem Urbild von p4 in C × C eine An
2
−1-Singularita¨t.
p5 : Da die in P
1×P1 zu machenden Aufblasungen im dritten Schritt nicht aus-
gerechnet wurden, ist an dieser Stelle keine Aussage u¨ber die auftretenden
Singularita¨ten mo¨glich. Der Verdacht ist aber, daß es sich um Singularita¨ten
des Typs Ak fu¨r ein k ∈ N handelt.
p7 : Hier sieht die Konfiguration der exzeptionellen Geraden im aufgeblasenen
C × C folgendermaßen aus:




Nun muß man alle exzeptionellen Geraden kontrahieren, die auf die exzep-
tionelle Gerade der ersten Aufblasung im P2 abgebildet werden. Das sind
die beiden (−1)-Geraden und die beiden (−2)-Geraden. Man erha¨lt somit
im aufgeblasenen C × C u¨ber p7 keine Singularita¨ten.
8.5 Der 5. Schritt
In diesem letzten Schritt betrachtet man die Auswirkungen der in den vorheri-
gen Schritten gemachten Aufblasungen auf Sym2(C). Außerhalb der Diagonalen
in C × C gibt es fu¨r jeden Punkt (x, y) analytische Umgebungen, die disjunkt
sind von den entsprechenden Umgebungen von (y, x). Diese Umgebungen sind
isomorph zu ihrem Bild in Sym2(C) und man erha¨lt lokal fu¨r den Morphismus
Sym2(C) → P2 exakt dieselben Aufblasungen wie fu¨r ϕ.
Der Punkt (1 : 0 : 0)
Da dieser keine Urbilder auf der Diagonalen in C ×C hat, erha¨lt man ho¨chstens
Singularita¨ten des Typs An,q u¨ber den Urbildern in Sym
2(C).
Der Punkt (0 : 1 : 0)
Die Urbildpunkte von p1, p6 und p9 in P
1×P1 liegen nicht auf der Diagonalen. So-
mit hat auch Sym2(C) u¨ber den Punkten p1, p6 und p9 jeweils A1-Singularita¨ten.
Die Urbilder der restlichen Punkte liegen auf der Diagonalen in P1 × P1. Man
macht Fallunterscheidung:
1.) Urbildpunkte, die nicht auf der Diagonalen in C×C liegen. Hier erha¨lt man
durch die Kontraktion der (−2)-Kurve in Sym2(C) jeweils A1-Singularita¨ten.
2.) Urbildpunkte auf der Diagonalen in C × C. Hier ist der Morphismus nach
Sym2(C) lokal gegeben durch (x, y) 7→ (xy, x + y), da dies die invarianten
Polynome unter der Operation von S2 auf C×C sind. Man muß auf Sym2(C)
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zweimal aufblasen, erha¨lt dann wieder einen Morphismus, und muß die
exzeptionelle Gerade der zweiten Aufblasung kontrahieren. Da dies eine
(−1)-Gerade ist, erha¨lt man in den Urbildpunkten von (0 : 1 : 0) im Bild
der Diagonalen in Sym2(C) keine Singularita¨ten.
Der Punkt (0 : 0 : 1)
Man muß hier in jedem der Urbildpunkte auf Sym2(C) einmal aufblasen und dann
nochmals jeweils in einem Punkt der exzeptionellen Geraden. Dann kontrahiert
man die exzeptionelle Gerade der ersten Aufblasung, was eine A1-Singularita¨t zur
Folge hat. U¨ber (0 : 0 : 1) liegen somit lediglich A1-Singularita¨ten.
Der Punkt (1 : 1 : 1)
p1 : In den Urbildpunkten, die nicht im Bild der Diagonalen in C × C liegen,
erha¨lt man mindestens Singularita¨ten des Typs Ab,q. Da die Normalisie-
rung des zweiten Teils nicht ausgerechnet wurde, ist hier auch keine weitere
Aussage mo¨glich.
p2 : Dieser hat keine Urbilder auf der Diagonalen in C×C. Deshalb erha¨lt man
im aufgeblasenen Sym2(C) Singularita¨ten vom Typ An
2
−1.
p3 : Auch dieser Punkt hat keine Urbilder auf der Diagonalen in C×C. Deshalb
erha¨lt man u¨ber p3 im aufgeblasenen Sym
2(C) jeweils Singularita¨ten des
Typs An−1.
p4 : Da p4 keine Urbilder auf der Diagonalen in C × C hat, erha¨lt man in
Sym2(C) u¨ber jedem Urbild von p4 eine Singularita¨t vom Typ An
2
−1.
p5 : Da der dritte Schritt mit p5 nicht durchgefu¨hrt wurde, ist hier keine Aussage
mo¨glich.
p6 : Dieser liegt nicht im kritischen Ort von ϕ; man macht auf Sym
2(C) die-
selben Aufblasungen wie in P2. Das ergibt in jedem der Urbildpunkte die
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Nun muß man alle (−2)-Geraden kontrahieren. Das hat jeweils eine A3-
Singularita¨t zur Folge.
p7 : 1.) In den Urbildpunkten, die nicht im Bild der Diagonalen von C × C
liegen, erha¨lt man keine Singularita¨ten in Sym2(C), da ihre Urbilder
auf C × C nichtsingula¨r sind.
2.) Urbilder von p7 in Sym
2(C) im Bild der Diagonalen von C × C. Hier
ist der Morphismus C × C → Sym2(C) lokal gegeben durch (x, y) 7→
(xy, x + y). Nun macht man im Urbild den Koordinatenwechsel und
bla¨st im Nullpunkt auf. Das ergibt die affinen Teile Aff1 und Aff2. Man
hat nun die folgenden Morphismen nach Sym2(C):
Aff1 : (u0, v0) 7→ (i(u20 + 1)v20, (1 + i)(1 + u0)v0)
Aff2 : (u1, v1) 7→ (i(u21 + 1)v21, (1 + i)(1 + u1)v1).
Da man in p7 aufgeblasen hat und vorher einen Morphismus von
Sym2(C) nach P2 hatte, muß man Sym2(C) in jedem Fall in den Urbil-
dern von p7 aufblasen. Die konkrete Rechnung liefert, daß man dann
keinen Morphismus von C × C nach Sym2(C) mehr hat. Man muß
in einem Punkt der exzeptionellen Geraden der ersten Aufblasung in
Sym2(C) nochmals aufblasen und dann die exzeptionelle Gerade der
ersten Aufblasung wieder kontrahieren. Letztlich erha¨lt man u¨ber den
Urbildern von p7, die im Bild der Diagonalen in Sym
2(C) liegen, jeweils
eine A1-Singularita¨t.
p8 : Da p8 nicht im kritischen Ort von ϕ liegt, muß man in jedem der Urbild-
punkte auf Sym2(C) zweimal aufblasen und dann die exzeptionelle Gerade
der ersten Aufblasung kontrahieren. Das ergibt u¨ber jedem der Urbildpunk-
te von p8 in Sym
2(C) eine A1-Singularita¨t.
Als Fazit dieser Berechnungen la¨ßt sich somit festhalten, daß es im Hinblick auf
Vermutung 1 ohne Bedeutung ist, welchen projektiven Abschluß von M0,5 man
betrachtet, da in Vermutung 1 lediglich die Normalita¨t der u¨berlagernden Fla¨che
gefordert wurde. Die Rechnungen zeigen jedoch, daß man beim U¨bergang von
einem projektiven Abschluß von M0,5 zu einem anderen im allgemeinen ver-
schiedenste Arten von Singularita¨ten in der u¨berlagernden Fla¨che bekommt. Die
Flexibilita¨t der Vermutungen 1 und 2 erlaubt es, einen projektiven Abschluß von
M0,5 zu wa¨hlen, bei dem die Singularita¨ten mo¨glichst milder Natur sind. Im vor-
liegenden Fall erha¨lt man in P2 sogar einen projektiven Abschluß von M0,5, so
daß die u¨berlagernde Fla¨che nichtsingula¨r ist. Dies rechtfertigt die Formulierung
der Vermutungen an einem konkreten Beispiel.
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