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Abstract
We formulate an isoperimetric deformation of curves on theMinkowski plane, which is governed
by the defocusing mKdV equation. Two classes of exact solutions to the defocusing mKdV equation
are also presented in terms of the τ functions. By using one of these classes, we construct an explicit
formula for the correspondingmotion of curves on the Minkowski plane even though those solutions
have singular points. Another class give regular solutions to the defocusing mKdV equation. Some
pictures illustrating typical dynamics of the curves are presented.
1
1 Introduction
It is well-known that a certain class of integrable systems describes motions of plane and space curves
in various settings. For instance, the nonlinear Schro¨dinger equation describes a motion of space curves
which is a physical model of vortex filaments [1], and the modified Korteweg-de Vries (mKdV) equation
describes motion of space and plane curves preserving the arc length [2, 3]. Curve motions have been
studied not only in the Euclidean geometry but also in various Klein geometries [4, 5, 6, 7, 8]. For
example, the KdV equation describes a motion of plane curves that preserves the areal velocity [9].
Moreover, in recent years, explicit formulas for these curve motions have been established in [10, 11,
12, 13] by using the theory of τ functions.
In this paper, we consider the isoperimetric motions of curves on the Minkowski plane, namely, motions
preserving the arc length, and show that the simplest nontrivial motion is described by the defocusing
mKdV equation,
∂κ
∂ t
=
∂ 3κ
∂x3
−
3
2
κ2
∂κ
∂x
. (1.1)
The regular soliton type solutions of the defocusing mKdV equation show rather different behavior from
other equations; it admits the solutions where the solitons run on a shock wave [14, 15]. On the other
hand, the focusing mKdV equation
∂ κˆ
∂ t
=
∂ 3κˆ
∂x3
+
3
2
κˆ2
∂ κˆ
∂x
, (1.2)
which governs the curve motions preserving the arc length in the Euclidean plane describes the ordinary
dynamics of solitons. Those two mKdV equations cannot be transformed to each other by scale change.
It should be remarked that the defocusing mKdV equation has not been studied well because of less
physical relevance compared to the focusing mKdV equation.
This paper is organized as follows. In Section 2, we review some basic notions of curves on the
Minkowski plane. In Section 3, we formulate an integrable isoperimetric deformation of curves on
the Minkowski plane. In Section 4.1, we first construct a class of exact solutions to the defocusing
mKdV equation in terms of the τ functions. Those solutions, however, give singular solutions. We
also construct regular solutions to the defocusing mKdV equation in Section 4.2 by suitable choice of
parameters and reductions on the τ functions, following the idea given in [16]. We finally present the
formulas for corresponding curve motions on the Minkowski plane.
2 Curves on the Minkowski plane
In this section, we state a curve theory on the Minkowski plane. We provide the vector space R2 with
the Lorentzian inner product 〈 · , · 〉
〈v,w〉= v1w1− v2w2
for arbitrary vectors v = t [v1,v2] and w =
t [w1,w2]. We write R
1,1 for
(
R
2,〈 · , · 〉
)
, and call it the
Minkowski plane. We say that a vector v ∈ R1,1 is spacelike if 〈v,v〉 > 0 or v= 0, timelike if 〈v,v〉 < 0,
and lightlike if 〈v,v〉 = 0 and v 6= 0. For a vector v ∈R1,1, its norm |v| is defined as
|v|=


〈v,v〉1/2 if v is spacelike,
(−〈v,v〉)1/2 if v is timelike,
0 if v is lightlike.
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Therefore a spacelike (resp. timelike) vector v ∈ R1,1 is of unit length if and only if v ∈ H1+ (resp. H
1
−),
where H1± are the hyperbolas of two sheets
H1+ =
{
v ∈R1,1
∣∣ 〈v,v〉 = 1} , H1− = {v ∈ R1,1 ∣∣ 〈v,v〉=−1} .
The Lorentz group
O(1,1) =
{
A ∈ GL(2,R)
∣∣ tAE ′A= E ′} , E ′ = [1 0
0 −1
]
,
preserves the inner product. Indeed the equality 〈Av,Aw〉= 〈v,w〉 holds for all v,w ∈ R1,1 if and only if
A ∈ O(1,1). We also consider the subgroup SO(1,1) = O(1,1)∩SL(2,R), which has two connected
components
SO+ (1,1) =
{[
a b
c d
]
∈ SO(1,1)
∣∣∣∣ d > 0
}
=
{[
coshφ sinhφ
sinhφ coshφ
] ∣∣∣∣ φ ∈ R
}
,
SO− (1,1) =
{[
a b
c d
]
∈ SO(1,1)
∣∣∣∣ d < 0
}
=
{[
−coshφ sinhφ
sinhφ −coshφ
] ∣∣∣∣ φ ∈R
}
.
Let γ : I ⊂R→R1,1, ξ 7→ γ (ξ ) be a regular curve on the Minkowski plane, parametrized by an arbitrary
parameter ξ . We say that γ is spacelike if its velocity (d/dξ )γ is spacelike everywhere. A spacelike
curve γ is said to be unit-speed if its velocity is of unit length everywhere. Therefore, the velocity T of
a unit-speed spacelike curve γ moves along the hyperbola of two sheets H1+. Since T is a continuous
vector field along γ , T moves along one of the sheets of H1+. Similarly the notion of unit-speed timelike
curve is defined. Hereafter, we consider a unit-speed spacelike curve
γ (x) =
[
γ1 (x)
γ2 (x)
]
,
and assume that γ1
′ (x) > 0. We say that such a tangent vector field T = γ ′ is positive pointing. The
positive pointing tangent vector field T is obviously expressed as
T =
[
coshθ
sinhθ
]
(2.1)
with some function θ . We define the normal vector field by
N = J′T =
[
sinhθ
coshθ
]
, J′ =
[
0 1
1 0
]
.
They satisfy |T | = |N| = 1 and 〈T,N〉 = 0. Introducing a frame Φ : I → SO+ (1,1) by Φ = [T,N], we
have the Frenet formula
Φ′ = ΦL, L=
[
0 θ ′
θ ′ 0
]
. (2.2)
On the other hand, there exists a function κ called the curvature of γ , such that T ′ = κN because
〈T,T ′〉= 0. Thus we have κ = θ ′, from which θ is sometimes referred to as the potential function. The
discussion is summarized as the fundamental theorem of plane curves as follows.
Proposition 2.1 For a given function κ = κ (x), there exists a unit-speed spacelike curve γ = γ (x) on
R
1,1 with a positive pointing tangent vector field, such that κ is the curvature of γ . In fact γ is given by
the integral
γ (x) =
∫ x
x0
[
coshθ
sinhθ
]
dx, θ (x) =
∫ x
x0
κ dx. (2.3)
3
Moreover, if two unit-speed spacelike curves γ , γ have the same curvature, then they differ only by a
Lorentzian motion, namely there exists a matrix A ∈ SO(1,1) and a vector v ∈ R1,1 such that γ (x) =
Aγ (x)+ v.
Remark 2.2 The arclength function of a curve γ(ξ ) on the Minkowski plane is defined by
x(ξ , t) =
∫ ξ
ξ0
∣∣γξ ∣∣dξ . (2.4)
so that the arclength parametrized curve γ(x) is unit-speed.
Remark 2.3 In terms of an arbitrary parameter ξ , we can rewrite Proposition 2.1 as follows. Let
κ˜ = κ˜ (ξ ) be a function and x = x(ξ ) be a monotonously increasing function. Then, up to Lorentzian
motions, there uniquely exists a spacelike curve γ˜ = γ˜ (ξ ) on R1,1 with a positive pointing tangent vector
field, such that κ˜ is the curvature of γ˜ and x is the arclength of γ˜ . In fact γ˜ is given by the integral
γ˜ (ξ ) =
∫ ξ
ξ0
[
cosh θ˜
sinh θ˜
]
x′dξ , θ˜ (ξ ) =
∫ ξ
ξ0
κ˜x′dξ . (2.5)
3 Deformation of curves on the Minkowski plane
We formulate an arclength preserving deformation of a unit speed spacelike curve γ = γ (x) on R1,1
with positive pointing tangent vector field, and show that it can be governed by the defocusing mKdV
equation. Introducing a deformation parameter t, we denote again by γ = γ (ξ , t) the deformation, where
γ (ξ ,0) is the initial unit-speed curve γ (x). We decompose (∂/∂ t)γ in the form
γt = f T +gN, (3.1)
where T =
∣∣γξ ∣∣−1 γξ and N = J′T . Here the subscripts mean differentiation with respect to the indicated
variables.
Proposition 3.1 Let γ = γ (ξ , t) be a family of spacelike curves on R1,1 with positive pointing tangent
vector fields, such that the initial curve γ (ξ ,0) is unit speed. Then the arclength is independent of t if
and only if
〈
γtξ ,γξ
〉
= 0.
Proof. Differentiating (2.4) by t, we have
xt =
∫ ξ
ξ0
〈
γtξ ,γξ
〉∣∣γξ ∣∣ dξ .
Therefore xt = 0 for all ξ if and only if
〈
γtξ ,γξ
〉
= 0. 
Since we have from (2.5) that Tξ = xξ κN, where κ is the curvature of γ at each t, it follows from the
expression (3.1) that
γtξ =
(
fξ + xξ κg
)
T +
(
gξ + xξ κ f
)
N.
Therefore the isoperimetric condition
〈
γtξ ,γξ
〉
= 0 is equivalent to the equality fξ + xξ κg = 0. In the
followings, we consider an isoperimetric deformation of a unit-speed spacelike curve, and hence we can
assume that ξ itself is the arclength parameter. Thus, the isoperimetric condition becomes
fx+κg= 0, (3.2)
and the frame Φ = [T,N] is deformed as
Φt = ΦM, M =
[
0 gx+κ f
gx+κ f 0
]
. (3.3)
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Under the isoperimetric condition (3.2), the compatibility condition between (2.2) and (3.3), Lt −Mx−
LM+ML= 0, is
κt = (gx+κ f )x = Ωg,
where Ω = ∂ 2x −κ
2−κx∂
−1
x (κ ·) is the recursion operator of the defocusing mKdV hierarchy. In view
of this, it is reasonable to choose g as g= κx and hence f =−κ
2/2. Thus we have:
Theorem 3.2 (defocusing mKdV flow) Let γ = γ (x, t) be a family of unit speed spacelike curves on
R
1,1 with positive pointing vector field, and κ the curvature of γ at each t. Then γ is an arclength
preserving deformation, and it varies according to the formula
γt =−
κ2
2
T +κxN (3.4)
if and only if κ satisfies the defocusing mKdV equation
κt = κxxx−
3
2
κ2κx. (3.5)
Proof. The frame is deformed as
Φt = ΦM, M =
[
0 κxx−
1
2
κ3
κxx−
1
2
κ3 0
]
. (3.6)
The compatibility condition between (2.2) and (3.6) is (3.5). 
We call the deformation (3.4) the defocusing mKdV flow. If γ is a defocusing mKdV flow, then the
potential function θ satisfies the potential defocusing mKdV equation
θt = θxxx−
1
2
θx
3. (3.7)
4 Solutions
We construct solutions to the defocusing mKdV equation in terms of τ functions, and derive an explicit
formula for the defocusing mKdV flow (3.4).
4.1 Explicit formula
Let τ = τ (x, t;y) and τ = τ (x, t;y) be real-valued functions, where y is an auxiliary variable. For a real
constant c, we consider the system of bilinear equations
DxDy τ · τ =−2τ
2, (4.1)
DxDy τ · τ =−2τ
2, (4.2)(
D2x− c
)
τ · τ = 0, (4.3)(
D3x−Dt−3cDx
)
τ · τ = 0. (4.4)
Here Dx, Dy and Dt are Hirota’s bilinear differential operators [17], defined as
DixD
j
y f ·g=
(
∂
∂x
−
∂
∂x′
)i( ∂
∂y
−
∂
∂y′
) j
f (x,y)g
(
x′,y′
)∣∣∣∣∣
x′=x,y′=y
.
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Theorem 4.1 For a pair of solutions τ , τ to (4.1)–(4.4), we define θ and γ by
θ = 2log
τ
τ
,
γ =
1
2
∂
∂y
[
− log(ττ)
log (τ/τ)
]
.
Then, for any y, θ and γ satisfy the potential defocusing mKdV equation (3.7) and the defocusing mKdV
flow (3.4).
Proof. First we have from (4.1) and (4.2) that
T = γx =
1
2
[
−(logτ + logτ)xy
(logτ − logτ)xy
]
=
1
4
[
−τ−2DxDyτ · τ − τ
−2DxDyτ · τ
τ−2DxDyτ · τ − τ
−2DxDyτ · τ
]
=
1
2
[
(τ/τ)2+(τ/τ)−2
(τ/τ)2− (τ/τ)−2
]
=
1
2
[
eθ + e−θ
eθ − e−θ
]
=
[
coshθ
sinhθ
]
,
which yields that T is positive pointing, and we have the Frenet formula (2.2). Thus Tt = θtN, by which
it is sufficient for (3.6) to show
θt = κxx−
κ3
2
. (4.5)
We have
θt −κxx+
1
2
κ3 = 2
Dt τ · τ
ττ
−2
(
Dx τ · τ
ττ
)
xx
+4
(
Dx τ · τ
ττ
)3
=
2
ττ
(
Dt τ · τ −D
3
x τ · τ +3
D2x τ · τ
ττ
Dx τ · τ
)
.
On the other hand, it immediately follows from the bilinear equations (4.3) and (4.4), hence we have
(4.5). Equation (4.5) is the potential defocusing mKdV equation (3.7). 
We give a solution to the bilinear equations (4.1)–(4.4). For a positive integer N and an integer k, we
denote by ρN the determinant
ρN (k) = det


f
(1)
k f
(1)
k+1 · · · f
(1)
k+N−1
f
(2)
k f
(2)
k+1 · · · f
(2)
k+N−1
...
...
. . .
...
f
(N)
k f
(N)
k+1 · · · f
(N)
k+N−1

 , (4.6)
and set ρ0 = 1. Here the entries f
(i)
k+ j−1 are functions in x, t, and auxiliary variables y, z.
Proposition 4.2 For a positive integer N and an integer k, define the entries of (4.6) by
f
(i)
n = αip
n
i e
ηi +βi (−pi)
n
e−ηi ,
ηi = pix+4p
3
i t+
y
pi
,
where αi,βi ∈R and pi ∈ R
× are arbitrary constants, and set
τN (k) =
e−xy
∏Ni=1 p
k
i
ρN (k) .
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Then the pair of functions τ = τN (k) and τ = τN (k+1) satisfy the bilinear equations (4.1)–(4.4). In
particular,
θ = 2log
ρN (k)
ρN (k+1)
(4.7)
satisfies the potential defocusing mKdV equation (3.7).
To prove this, we make use of the following well-known lemma.
Lemma 4.3 Let f
(i)
n (i,n ∈ Z) be a sequence of functions in x, t, y and z, which satisfy
∂
∂x
f
(i)
n = f
(i)
n+1,
∂
∂ z
f
(i)
n = f
(i)
n+2,
∂
∂ t
f
(i)
n =−4 f
(i)
n+3,
∂
∂y
f
(i)
n = f
(i)
n−1.
(4.8)
For a positive integer N and an integer k, define a function σ (k) = σ (x, t;y,z;k) by σ (k) = e−xyρN (k).
Then σ (k) satisfies the bilinear equations
DxDy σ (k) ·σ (k) =−2σ (k+1)σ (k−1) , (4.9)(
D2x−Dz
)
σ (k+1) ·σ (k) = 0, (4.10)(
D3x +Dt +3DxDz
)
σ (k+1) ·σ (k) = 0. (4.11)
The system of bilinear equations (4.9)–(4.11) are included in the discrete two-dimensional Toda lattice
hierarchy [12, 17, 18, 19, 20, 21, 22, 23, 24]. A typical example of f
(i)
n satisfying the condition (4.8) is
given by
f
(i)
n = αip
n
i e
pix+p
2
i z−4p
3
i t+p
−1
i y+βiq
n
i e
qix+q
2
i z−4q
3
i t+q
−1
i y, (4.12)
where αi,βi ∈ R and pi,qi ∈ R
× are arbitrary constants.
Proof. Let us prove Proposition 4.2. Fix N and k. Let σ (k) a function as introduced in Lemma 4.3 with
entries (4.12). Imposing on it the reduction condition qi =−pi, we have for all integers i and n that
f
(i)
n+2 =
∂
∂ z
f
(i)
n = pi
2 f
(i)
n ,
which yields
σ (k+2) = σ (k)
N
∏
i=1
p2i ,
∂
∂ z
σ (k) = σ (k)
N
∑
i=1
p2i . (4.13)
Because σ (k) = τN (k)∏
N
i=1 p
k
i , equations (4.13) are rewritten in terms of τN (k) as
τN (k+2) = τN (k) ,
∂
∂ z
τN (k) = τN (k)
N
∑
i=1
p2i . (4.14)
Therefore the system of bilinear equations (4.1)–(4.4) with c= 0 immediately follows from (4.9)–(4.11)
on writing τ = τN (k) and τ = τN (k+1). 
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Figure 1: Profiles of the solution to the defocusing mKdV equation (3.5) κ = θx, where θ is in (4.7).
Parameters in Proposition 4.2 are N = 2, p1 = 0.3, p2 = 0.9, α1 = β1 = β2 = 1 and α2 =−1, and t =−7
(a), t = 0 (b), t = 7 (c).
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Figure 2: Profiles of the defocusing mKdV flow (3.4) given in Theorem 4.1. Parameters in Proposition
4.2 are N = 2, p1 = 0.3, p2 = 0.9, α1 = β1 = β2 = 1 and α2 =−1, and t =−7 (a), t = 0 (b), t = 7 (c).
4.2 Regular solutions
The formula in Theorem 4.1 together with Proposition 4.2 gives exact solutions to the potential defo-
cusing mKdV equation (3.7) and the corresponding defocusing mKdV flow (3.4). However, as shown
in Figures 1 and Figure 2, they have singular points since the τ function ρN (k), ρN (k+1) have zeros in
general. Actually, it seems difficult to choose parameters such that those τ functions are positive valued.
In contrast to this, by using the τ functions ρN (k), ρN+1 (k) appropriately, we are able to give regular
solutions to the potential defocusing mKdV equation (3.7) according to the idea suggested in [16]. With
this choice of τ functions, however, it is difficult to construct an explicit formula for the corresponding
motion of curves on the Minkowski plane since functions τ = τN(k) and τ¯ = τN+1(k), which are defined
by the same way as that in Proposition 4.2, do not satisfy the bilinear equations (4.1) and (4.2). There-
fore, we only present a regular solutions to the potential defocusing mKdV equation and observe the
corresponding defocusing mKdV flow by using a numerical method. First we introduce the following
lemma:
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Lemma 4.4 Let g
(i)
n (i,n ∈ Z) be a sequence of functions in u, v and w, which satisfy
∂
∂u
g
(i)
n = g
(i)
n+1,
∂
∂v
g
(i)
n = g
(i)
n+2,
∂
∂w
g
(i)
n = g
(i)
n+3. (4.15)
For a positive integer N and an integer k, we denote by hN the determinant
hN (k) = det


g
(1)
k g
(1)
k+1 · · · g
(1)
k+N−1
g
(2)
k g
(2)
k+1 · · · g
(2)
k+N−1
...
...
. . .
...
g
(N)
k g
(N)
k+1 · · · g
(N)
k+N−1

 ,
and set h0 = 1. Then hN satisfies the bilinear equations of the mKP hierarchy [18, 25, 26, 27, 28](
D2u−Dv
)
hN+1(k) ·hN(k) = 0,(
D3u−4Dw+3DuDv
)
hN+1(k) ·hN(k) = 0.
(4.16)
Here we note that, for integers n, i and parameters αi,βi, pi,qi, the function
g
(i)
n (u,v,w) = αip
n
i e
piu+p
2
i v+p
3
i w+βiq
n
i e
qiu+q
2
i v+q
3
i w
satisfies (4.15). Imposing on this a reduction condition qi = −pi, it follows that the determinant func-
tion hN satisfies (∂/∂v)hN = hN ∑
N
i=1 p
2
i , and hence DvhN+1 · hN = (pN+1)
2
hN+1hN . Thus the bilinear
equations (4.16) become (
D2u− pN+1
2
)
hN+1 ·hN = 0,(
D3u−4Dw+3pN+1
2Du
)
hN+1 ·hN = 0.
(4.17)
Using Lemma 4.4 and the bilinear equations (4.17), we construct a class of regular solutions the potential
defocusing mKdV equation (3.7) by applying the Galilean transformation and by imposing appropriate
conditions on the parameters as follows. We denote by sgn the sign function:
sgnx=
{
1 if x> 0
−1 if x< 0.
Proposition 4.5 Fix an integer k. For a positive integer N, define the entries of (4.6) by
f
(i)
n = αip
n
i e
ηi +βi (−pi)
n
e−ηi ,
ηi = pix+4pi
3
(
1−
3
2
api
2
)
t,
where a, αi, βi and pi are arbitrary real constants for i = 1,2, . . . ,N+ 1. Then putting a = p
−2
N+1, the
function
θ = 2log
ρN (k)
ρN+1 (k)
(4.18)
satisfies the potential defocusing mKdV equation (3.7). Moreover, if we choose the parameters in such a
way that
0< p1 < · · ·< pN+1,
αi > 0, sgnβi = (−1)
k+i−1
(4.19)
for all i, then θ gives a regular solution to (3.7).
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Proof. First we only prove that θ is a solution to the potential defocusing mKdV equation (3.5), and
afterward we shall verify regularity of θ on the condition (4.19). We change the independent variables
from (u,v,w) to (x, t,z) by
x= u+
3
2
r2w, t =
1
4
w, z= v,
where r is a real constant, and define ρN (x, t) = hN (u,0,w). Then putting r = p
2
N+1, we have(
D2x− r
2
)
ρN+1 ·ρN = 0,(
D3x−Dt−3r
2Dx
)
ρN+1 ·ρN = 0.
Thus the pair ρN+1, ρN gives a solution to the bilinear equations (4.3) and (4.4). Therefore (4.18) satis-
fies the potential defocusing mKdV equation (3.7). 
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Figure 3: Profiles of the solution to the defocusing mKdV equation (3.5) κ = θx, where θ is in (4.18).
Parameters in Proposition 4.5 are N = 2, p1 = 0.5, p2 = 0.7, p3 = 0.9, α1 = α2 = α3 = β1 = 1, β2 =−1
and β3 = 0, and t =−30 (a), t = 0 (b), t = 30 (c).
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Figure 4: Profiles of the solution to the defocusing mKdV equation (3.5) κ = θx, where θ is in (4.18).
Parameters in Proposition 4.5 are N = 2, p1 = 0.5, p2 = 0.7, p3 = 0.9, α1 = α2 = α3 = β1 = β3 = 1 and
β2 =−1, and t =−30 (a), t = 0 (b), t = 30 (c).
Now we establish the regularity of θ by proving the positivity of ρN in Proposition 4.2. The condition
on the parameters (4.19) plays a crucial role.
Lemma 4.6 Fix an integer k. For a positive integer N, let F be an N×N matrix
F =


α1p
k
1e
η1 +β1q
k
1e
ξ1 · · · α1p
k+N−1
1 e
η1 +β1q
k+N−1
1 e
ξ1
...
. . .
...
αN p
k
Ne
ηN +βNq
k
Ne
ξN · · · αN p
k+N−1
N e
ηN +βNq
k+N−1
N e
ξN

 ,
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where αi, βi, pi, qi, ηi and ξi are arbitrary real parameters for all i. Choose these parameters as
qN < qN−1 < · · ·< q1 < 0< p1 < p2 < · · ·< pN ,
αi > 0, sgnβi = (−1)
k+i−1 (i= 1,2, . . . ,N) .
(4.20)
Then detF is positive.
Proof. The matrix F is expressed as a product of N×2N and 2N×N matrices as
F =


α1 β1 0 0 · · · 0 0
0 0 α2 β2 · · · 0 0
...
...
...
...
. . .
...
...
0 0 0 0 · · · αN βN




pk1e
η1 · · · pk+N−11 e
η1
qk1e
ξ1 · · · qk+N−11 e
ξ1
pk2e
η2 · · · pk+N−12 e
η2
qk2e
ξ2 · · · qk+N−12 e
ξ2
...
. . .
...
pkNe
ηN · · · pk+N−1n e
ηN
qkNe
ξN · · · qk+N−1n e
ξN


.
Then by using the Cauchy-Binet formula, we have
detF = ∑
µ1,µ2,...,µN
d (µ1,µ2, . . . ,µN) , (4.21)
where the summation in (4.21) is taken over all possible combinations of
µ1 ∈ {α1,β1} , µ2 ∈ {α2,β2} , . . . , µN ∈ {αN ,βN} ,
d (µ1,µ2, . . . ,µN) = det


µ1 0 · · · 0
0 µ2 · · · 0
...
...
. . .
...
0 0 · · · µN

det


νk1e
ω1 · · · νk+N−11 e
ω1
νk2e
ω2 · · · νk+N−12 e
ω2
...
. . .
...
νkNe
ωN · · · νk+N−1N e
ωN


=
N
∏
n=1
µnν
k
ne
ωn det


1 ν1 · · · ν
N−1
1
1 ν2 · · · ν
N−1
2
...
...
. . .
...
1 νN · · · ν
N−1
N


=
N
∏
n=1
µnν
k
ne
ωn ∏
1≤i< j≤N
(ν j−νi) ,
and each (νi,ωi) is accordingly given by
(νi,ωi) =
{
(pi,ηi) if µi = αi
(qi,ξi) if µi = βi.
It suffices for the positivity of detF to show that d (µ1,µ2, . . . ,µN) > 0 for each (µ1,µ2, . . . ,µN). We
arbitrarily fix a choice (µ1,µ2, . . . ,µN). If µi = αi for all i, then d (µ1,µ2, . . . ,µN) is obviously positive.
If µi = βi for all i, then d (µ1,µ2, . . . ,µN) is positive, because
sgn
N
∏
n=1
βnq
k
n = (−1)
N(N−1)/2 , sgn ∏
1≤i< j≤N
(q j−qi) = (−1)
N(N−1)/2 .
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For the remaining cases, we divide the set µ = {µ1,µ2, . . . ,µN} into µ = µ
α ∪µβ , where
µα =
{
α j1 ,α j2 , . . . ,α jN−r
}
, µβ = {βi1 ,βi2 , . . . ,βir}
with some r ∈ {1,2, . . . ,N−1}. Here the indices are sorted in ascending order, namely j1 < j2 < · · ·<
jN−r and i1 < i2 < · · ·< ir. Then we have
sgn
N
∏
n=1
µnν
k
n = (−1)
i1+···+ir−r, (4.22)
because
N
∏
n=1
µnν
k
n = µ1µ2 · · ·µN (ν1ν2 · · ·νN)
k
= α j1 · · ·α jN−rβi1 · · ·βir (p j1 · · · p jN−rqi1 · · ·qir )
k
= α j1 · · ·α jN−r(−1)
i1+···+ir+rk−r |βi1 · · ·βir |(−1)
rk (p j1 · · · p jn−r |qi1 · · ·qir |)
k
= (−1)i1+···+ir−r
N
∏
n=1
∣∣µnνkn ∣∣ .
Similarly we have
sgn ∏
1≤i< j≤N
(ν j−νi) = (−1)
i1+···+ir−r. (4.23)
In fact, for each j ∈ {2,3, . . . ,N}, it follows for all i= 1,2, . . . , j−1 that
sgn(ν j−νi) =
{
1 if ν j = p j
−1 if ν j = q j,
and consequently
sgn
j−1
∏
i=1
(ν j−νi) =
{
1 if j ∈ { j1, . . . , jN−r}
(−1) j−1 if j ∈ {i1, . . . , ir}.
Thus we readily have (4.23) if i1 6= 1. We note that, if i1 = 1, we have
sgn ∏
1≤i< j≤N
(ν j−νi) = (−1)
i2+i3+···+ir−(r−1) = (−1)i1+i2+···+ir−r .
Therefore it follows from (4.22) and (4.23) that
sgnd (µ1,µ2, . . . ,µN) = sgn
(
N
∏
n=1
µnν
k
ne
ωn ∏
1≤i< j≤N
(ν j−νi)
)
= 1.
Thus every d (µ1,µ2, . . . ,µN) is positive, and hence detF is positive. 
The positivity of ρN(k) and thus the regularity of θ follow immediately from Lemma 4.6 by putting
qi =−pi and ξi =−ηi for i= 1,2, . . . ,N. We illustrate some spacelike curves by using the representation
formula (2.3) and the regular solution in Proposition 4.5. By applying a numerical integration in (2.3)
with θ in (4.18), we have the following figures.
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Figure 5: Profiles of the defocusing mKdV flow (3.4) given as (2.3) with θ in (4.18). Parameters in
Proposition 4.5 are N = 2, p1 = 0.5, p2 = 0.7, p3 = 0.9, α1 = α2 = α3 = β1 = 1, β2 =−1 and β3 = 0,
and t =−18 (a), t =−5 (b), t = 8 (c).
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Figure 6: Profiles of the defocusing mKdV flow (3.4) given as (2.3) with θ in (4.18). Parameters in
Proposition 4.5 are N = 2, p1 = 0.5, p2 = 0.7, p3 = 0.9, α1 = α2 = α3 = β1 = β3 = 1 and β2 =−1, and
t =−15 (a), t = 0 (b), t = 15 (c).
5 Concluding remarks
In this paper, we formulated the motion of spacelike curves on the Minkowki plane preserving the arc
length which is governed by the defocusing mKdV equation. Then we constructed two classes of exact
solutions to the defocusing mKdV equation in terms of the τ functions. Especially, one of them can
be used to construct the explicit formula for the corresponding defocusing mKdV flow in terms of the
same τ functions. However those solutions contains singular points where the τ functions have zeros.
Since we are usually interested in regular solutions, we have also presented the regular solutions to the
defocusing mKdV equation by using different type of the τ functions and choosing suitable parameters.
These solutions describe the solitons running on a shock wave, including the dark solitons as the special
cases, whose behavior is different from solutions of other soliton equations. On the other hand, it seems
that this class of solutions does not allow the similar explicit formula to the solutions mentioned above.
Therefore we used a numerical integration to observe the dynamics of the corresponding mKdV flow on
the Minkowski plane curves. It may be an interesting and important problem to extend the motion of
curves in this paper to those of discrete curves.
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