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Resumo
Construções dadas por N. Gupta e S.N. Sidki em [6] mostram que um grupo de torção residual-
mente finito não necessariamente é localmente finito. Um questionamento natural, portanto, é
o seguinte: Sob quais condições pode-se concluir que um grupo de torção residualmente finito
é localmente finito?
Os trabalhos de V.P. Shunkov [32] e B. Hartley [8, 9] evidenciam que uma ferramenta
próspera no estudo de grupos de torção é impor condições sobre centralizadores. Shunkov
prova, por exemplo, que se G é um grupo de torção possuindo uma involução g tal que CG(g) é
finito, então G é localmente finito.
Utilizando Métodos de Lie, A. Shalev prova no artigo Centralizers in residually finite torsion
groups [28], referência principal deste trabalho, que se G é um grupo de torção residualmente
finito, sem 2–elementos, que é agido por um 2–grupo finito Q de modo que CG(Q) é solúvel ou
têm expoente finito, então G é localmente finito. Na classe dos grupos residualmente–(finito
nilpotente), A. Shalev obtém em [28] o seguinte resultado mais forte: se G é um grupo de
torção residualmente–(finito nilpotente), sem 2–elementos, que é agido por um 2–grupo finito
Q de modo que CG(Q) satisfaz uma identidade não trivial de grupo, então G é localmente finito.
A. Shalev ainda generaliza em [28] o resultado de Shunkov provando que se G é um grupo de
torção residualmente finito possuindo um 2–subgrupo finito Q tal que CG(Q) é finito, então G
é localmente finito.
Palavras-chave: Centralizadores, Grupos de Torção, Métodos de Lie.

Abstract
Examples given by N. Gupta and S.N. Sidki in [6] show that a residually finite torsion group is
not necessarily locally finite. A natural question, therefore, is: Under which conditions is it
possible to conclude that a residually finite torsion group is locally finite?
The works of V.P. Shunkov [32] and B. Hartley [8, 9] show that a thriving tool in the study
of torsion groups is to impose conditions on the centralizers. Shunkov proves, for instance,
that if G is a torsion group admitting an involution g such that CG(g) is finite, then G is locally
finite.
Using Lie Methods, A. Shalev proves in the article Centralizers in residually finite torsion
groups [28], main reference of this dissertation, that if G is a residually finite torsion group, with
no 2–elements, acted by a finite 2–group Q such that CG(Q) is soluble or has finite exponent,
then G is locally finite. For the class of residually–(finite nilpotent) groups, A. Shalev obtains
in [28] the next stronger result: if G is a residually–(finite nilpotent) group, with no 2–elements,
acted by a finite 2–group Q such that CG(Q) satisfies a non trivial group identity, then G is
locally finite. A. Shalev further generalizes in [28] Shunkov’s result, proving that if G is a
residually finite torsion group that has a finite 2–subgroup Q such that CG(Q) is finite, then G
is locally finite.
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Introdução
Um grupo G é dito de torção se todo elemento de G tem ordem finita. E G é dito ser localmente
finito se todo subgrupo finitamente gerado de G é finito. O Problema Geral de Burnside é o
seguinte questionamento: É verdade que todo grupo de torção é localmente finito? Dizemos
que G tem expoente finito se os elementos de G têm ordens finitas limitadas por um número
inteiro positivo n. Assim, uma versão mais restrita do problema anterior é a seguinte: É verdade
que todo grupo de expoente finito é localmente finito? Tal problema ficou conhecido como
Problema de Burnside. O Problema Geral de Burnside recebeu resposta negativa em 1964 dada
por E.S. Golod em [3]. Já o Problema de Burnside recebeu resposta negativa em 1968 dadas
por P.S. Novikov e S.I. Adian em [21–23].
Permita-nos denotar por C uma classe de grupos finitos fechadas para subgrupos, imagens
epimórficas e produtos diretos finitos. Um grupo G é chamado residualmente–C se todo
elemento não trivial de G possui uma imagem não trivial em um grupo na classe C. Nosso
interesse particular neste trabalho é quando C denota a classe dos grupos finitos, neste caso
um grupo residualmente–C é chamado residualmente finito. Uma outra resposta negativa
ao Problema Geral de Burnside foi dada por N. Gupta e S.N. Sidki em [6], onde os autores
construíram, para cada primo ímpar p, um p–grupo infinito 2–gerado e residualmente finito.
Portanto, um questionamento natural é o seguinte: Sob quais condições pode-se concluir que
um grupo de torção residualmente finito é localmente finito?
Sejam G e Q dois grupos e suponha que Q age em G. Vários resultados foram obtidos
entre os anos 60 e 80 do século passado que mostram como impor condições sobre o subgrupo
dos pontos fixos CG(Q) nos retorna informações sobre o grupo G. Por exemplo, se G e Q são
solúveis de ordens finitas e coprimas, J.G. Thompson prova em [33] que a altura de Fitting de G
é limitada superiormente por uma função da altura de Fitting de CG(Q) e do número de primos
dividindo a ordem de Q. Posteriormente, em [32], V.P. Shunkov mostra que se G é grupo de
torção e G possui uma involução g cujo centralizador CG(g) é finito, então G é localmente
finito. Tal resultado foi estendido por N.R. Rocco e P. Shumyatsky em [24], onde provam que
se G é um grupo de torção residualmente finito que possui um 2–elemento g tal que CG(g) é
finito, então G é localmente finito. Ainda neste contexto, B. Hartley prova em [8] que se G
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é grupo de torção e possui um automorfismo involutivo ϕ tal que |CG(ϕ)|= n < ∞, então G
possui um subgrupo normal H tal que H ′ ≤CG(ϕ) e [G : H] é limitado superiormente por uma
função de n.
Os trabalhos de V.P. Shunkov e B. Hartley evidenciam que um caminho próspero no estudo
de grupos de torção é o de impor condições sobre centralizadores. Neste sentido, no artigo
Centralizers in residually finite torsion groups [28], principal referência deste trabalho, A.
Shalev prova o seguinte resultado.
Teorema A. Seja G um grupo de torção residualmente finito e sem 2–elementos. Suponha que
Q seja um 2–grupo finito agindo em G de modo que CG(Q) seja solúvel ou possua expoente
finito. Nestas condições, G é localmente finito.
A ideia principal para provar o Teorema A é notar que podemos assumir que G é finitamente
gerado e, neste último caso, mostrar que todo fator finito de G é solúvel de altura de Fitting
limitada por um inteiro positivo fixo m. Para fazer isto, iremos utilizar um resultado de A.
Turull, melhorando o resultado de J.G. Thompson anteriormente citado e um resultado devido
a A. Shalev, também provado em [28], limitando a altura de Fitting de um grupo finito solúvel
em função de seu expoente.
Seja G um grupo arbitrário. Dizemos que G satisfaz uma identidade não trivial de grupo se
existe um elemento não trivial w = w(x1, . . . ,xn) no grupo livremente gerado por x1, . . . ,xn de
modo que para todos g1, . . . ,gn ∈G vale w(g1, . . . ,gn) = 1. Na classe dos grupos residualmente–
(finito nilpotente), A. Shalev obtém uma versão mais forte do Teorema A.
Teorema B. Seja G um grupo de torção residualmente–(finito nilpotente) e sem 2–elementos.
Suponha que Q seja um 2–grupo finito agindo em G de modo que CG(Q) satisfaça uma
identidade não trivial de grupo. Nestas condições, G é localmente finito.
Nas condições do Teorema B, assumindo que G é finitamente gerado, mostra-se que G é
produto direto de p–subgrupos maximais e residualmente um p–grupo finito, p ̸= 2, o que
reduz a prova ao caso em que G é residualmente–p, p ̸= 2. Neste caso particular, quando
G é residualmente–p, uma das técnicas essenciais utilizadas na demonstração é a técnica de
Métodos de Lie, que consiste em traduzir à linguagem de álgebras de Lie um problema sobre
o grupo G, demonstrar resultados sobre álgebras de Lie, e então retornar estes resultados à
linguagem de Teoria de Grupos e deduzir consequências sobre a estrutura do grupo G.
Ainda motivado pelos resultados de V.P. Shunkov, N.R. Rocco e P. Shumyatsky, A. Shalev
também prova em [28] o seguinte resultado, como um corolário imediato do Teorema A.
Corolário A. Seja G um grupo de torção residualmente finito. Se G possui um 2–subgrupo
finito Q tal que CG(Q) é finito, então G é localmente finito.
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Finalizamos estas notas iniciais observando que este trabalho está divido em 4 capítulos. No
primeiro capítulo nos dispomos a expor as ferramentas fundamentais sobre Teoria de Grupos a
serem utilizadas ao longo do trabalho. Iremos neste capítulo, essencialmente, obter resultados
fundamentais sobre ações de grupos, grupos nilpotentes e grupos solúveis.
No capítulo seguinte, iremos construir as noções essenciais sobre álgebras de Lie que
serão comumente utilizadas nos capítulos posteriores. Noções como Np–séries e o anel de
Lie associado serão construídas neste capítulo, além do conceito de identidades em álgebras e
PI–álgebras.
No terceiro capítulo deste trabalho, nos devotamos a provar dois resultados essenciais para a
utilização de Métodos de Lie na demonstração do Teorema B. O primeiro deles, provado em [37]
por E.I. Zelmanov, afirma que se G é um grupo de torção finitamente gerado e residualmente–p
e o anel de Lie associado a G construído no Capítulo 2 satisfaz uma identidade polinomial,
então G é finito. Para a prova deste resultado iremos utilizar um resultado obtido por E.I.
Zelmanov em [36], onde Zelmanov prova que se L é uma álgebra de Lie sobre um corpo F , de
característica positiva p, satisfazendo uma identidade polinomial, sob convenientes suposições
adicionais, pode-se concluir que L é nilpotente. Observamos que este último resultado é o
principal teorema provado por Zelmanov em [36], resultado este que foi essencial para dar uma
solução positiva ao Problema Restrito de Burnside. Posteriormente, iremos provar um resultado
estabelecido em [1] por Y.A. Bahturin e M.V. Zaicev sobre álgebras de Lie graduadas.
No capítulo final deste trabalho, iremos inicialmente expor os resultados básicos sobre
grupos localmente finitos que serão utilizados na demonstração do Teorema A. Posteriormente,
iremos demonstrar o Teorema B. A seção seguinte se devota a estabelecer um resultado A.
Shalev, limitando a altura de Fitting de um grupo solúvel G em função de seu expoente.




Neste capítulo expomos noções básicas e resultados preliminares que necessitaremos ao longo
deste trabalho. Resultados como Teoremas de Isomorfismo, Teoremas de Sylow e Teorema da
Correspondência são assumidos conhecidos. As principais referências bibliográficas utilizadas
neste capítulo são os livros de H.E. Rose [26], I.M. Isaacs [13] e H. Kurzweiel e B. Stellmacher
[19]. Quando X ,Y forem conjuntos e f : X −→ Y uma função utilizaremos a notação expo-
nencial x f para denotar a imagem do elemento x ∈ X pela função f . Ainda, quando G for um
grupo finito e g ∈ G, |G| denota a ordem de G e pomos |g|= |⟨g⟩|.
1.1 Ações de grupos
1.1.1 Noções gerais de ações de grupos
Em toda esta subseção, G denota um grupo arbitrário.
Definição 1.1. Dizemos que G age no conjunto não vazio X se para cada g ∈ G e x ∈ X existe
um elemento bem definido xg ∈ X de modo que para cada g,h ∈ G e x ∈ X valem
(i) x1 = x;
(ii) xgh = (xg)h.
Da definição acima, se G age no conjunto não vazio X , a aplicação que associa o elemento
x ∈ X ao elemento xg é uma bijeção de X . Mais do que isto, a aplicação
ρ : G −→Sym(X)
g 7−→ gρ : X −→ X
x 7−→ xg
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é um homomorfismo de grupos, onde Sym(X) denota o grupo das permutações do conjunto
X . O conjunto K = {g ∈ G; xg = x ∀ x ∈ X} é chamado o núcleo da ação. Usamos esta
nomenclatura pois K coincide com o núcleo de ρ .
Reciprocamente, se ρ : G−→ Sym(X) é um homomorfismo, xg := xg
ρ
define uma ação de G
em X . Vemos, pois, que uma ação de G em X determina e é determinada por um homomorfismo
de G em Sym(X).
Lema 1.2. Suponha que G age no conjunto não vazio X e seja NG um subgrupo contido no
núcleo da ação. Então, a ação de G em X induz uma ação de G/N em X.
Demonstração. Sejam x ∈ X e g,h ∈ G. Se Ng = Nh, então gh−1 ∈ N. Por hipótese, N
está contido no núcleo da ação e portanto xgh
−1
= x, isso é, xg = xh. Finalmente, dados
Ng,Nh ∈ G/N e x ∈ X fica bem definido o elemento xNg := xg e vale xN1 = x1 = x e xNgNh =
xNgh = xgh = (xg)h = (xNg)Nh. Isso é, G/N age em X .
Suponha que G age no conjunto não vazio X . Definimos uma relação ∼ em X do seguinte
modo: dados x,y ∈ X , x ∼ y se existe g ∈ G tal que xg = y. Observe que a relação ∼ é relação
de equivalência em X . A classe de equivalência de x ∈ X é chamada a órbita de x e é denotada
por OG(x). Ainda, se x ∈ X , definimos o estabilizador de x em G como sendo o subgrupo
stabG(x) := {g ∈ G;xg = x}. O seguinte teorema relaciona estes dois últimos conjuntos, sua
prova pode ser encontrada em [26, pág. 95, Teorema 5.7].
Teorema 1.3 (da Órbita-Estabilizador). Para todo x ∈ X existe uma bijeção entre os conjuntos
OG(x) e o conjunto das classes laterais à direita de stabG(x).
Seja p um primo. Um elemento g ∈ G é chamado um p–elemento se |g| é alguma potência
de p. Assim, G é chamado um p–grupo se todo elemento em G é um p–elemento. Em particular,
pelo Teorema de Cauchy, G é um p–grupo finito se, e somente se, |G| é uma potência de p.
Lembramos que para cada x,g ∈ G o conjugado de x por g é o elemento xg = g−1xg.
Lema 1.4. ([26, pág.105, Lema 5.21]) Se G é um p–grupo finito, p um primo, então Z(P) ̸= 1.
Seja G um grupo arbitrário e S(G) o conjunto formado por todos os subgrupos de G.
Para todo g ∈ G, a função Ig : G −→ G definida por x 7→ xg = g−1xg é automorfismo de
G. Dado H ∈ S(G), definindo Hg = g−1Hg = Ig(H), vemos que G age por conjugação em
S(G). O estabilizador stabG(H) do elemento H ∈ S(G) é chamado o normalizador de H em
G e é denotado por NG(H). Este subgrupo é o menor subgrupo de G no qual H é normal.
Agora, a órbita de H é o conjunto formado pelos seus conjugados. Então, se G é finito, pelo
Teorema 1.3 o número de conjugados de H em G é igual a [G : NG(H)]. Finalmente, definindo
CG(H) := {g ∈ G;gh = hg ∀ h ∈ H}, o centralizador de H em G, temos que CG(H)NG(H).
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Dizemos que o grupo G age transitivamente no conjunto X se para todos x,y ∈ X existe
g ∈ G de modo que xg = y. Um dos principais resultados sobre ações transitivas é demonstrado
a seguir.
Teorema 1.5 (Argumento de Frattini). Suponha que G age no conjunto não vazio X e G possui
um subgrupo normal N agindo transitivamente em X. Nestas condições, para todo x ∈ X,
G = stabG(x)N.
Demonstração. Seja x ∈ X um elemento arbitrário e g ∈ G. Como N age transitivamente em
X , existe n ∈ N de modo que xg = xn. Segue que gn−1 ∈ stabG(x), isso é, g ∈ stabG(x)N. A
arbitrariedade da escolha de g ∈ G mostra que G ≤ stabG(x)N e o resultado está demonstrado.
Corolário 1.6. ([19, pág. 66, Teorema 3.2.7]) Suponha que G é finito e seja NG. Sejam p
um primo e P um p–subgrupo de Sylow de N. Então, G = NG(P)N.
1.1.2 Ações via automorfismos
Sejam A um grupo e suponha que A age no conjunto subjacente ao grupo G. Então sabemos
que esta ação determina e é determinada por um homomorfismo ρ : A −→ Sym(G). Como
G é grupo, Aut(G)≤ Sym(G). Dizemos, então, que A age via automorfismos no grupo G se
Im(ρ) ≤ Aut(G). Isso é, A age via automorfismos no grupo G se A age no conjunto G e a
aplicação aρ : G −→ G definida por g 7→ ga é um homomorfismo de G.
Durante esta subseção, assuma que A é um grupo agindo no grupo G, B ≤ A, H ≤ G e
ρ : A −→ Aut(G) é o homomorfismo determinado pela ação de A no grupo G. Nestas condições,
para qualquer subconjunto X de G e a ∈ A, Xa denota a imagem de X pelo automorfismo aρ de
G. A seguir fixamos algumas notações.
Definição 1.7. Pomos por definição as seguintes:
(i) NB(H) = {b ∈ B;Hb = H};
(ii) CB(H) = {b ∈ B;hb = h, ∀h ∈ H};





(v) g−a := (g−1)a para todos g ∈ G e a ∈ A;
(vi) [g,a] := g−1ga e [a,g] := g−ag, para todos g ∈ G e a ∈ A.
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Note que NB(H),CB(H)≤ B, CH(a),CH(B)≤ H e CA(G) é o núcleo da ação de A no grupo
G. O subgrupo CG(A) = {g ∈ G;ga = g, ∀a ∈ A} é chamado o centralizador de A em G e é
de particular interesse neste trabalho. Ainda, H é chamado A–invariante se NA(H) = A o que
ocorre se, e somente se, para todo h ∈ H e a ∈ A, ha ∈ H.
Lema 1.8. Seja N um subgrupo normal A–invariante de G. Então, a ação de A em G induz a
uma ação de G em G/N.
Demonstração. Sejam g,h ∈ G e suponha que gN = hN. Temos que g−1h ∈ N e, portanto,
para todo a ∈ A, temos que (g−1h)a = g−aha ∈ N, isso é, haN = gaN. Segue que (gN)a := gaN
define uma ação de A em G/N.
Suponha que NG, G=HN e N∩H = 1. Neste caso, dizemos que G é produto semi-direto
interno de N por H, H é chamado um complemento para N em G e escrevemos G = N oH.
Neste caso, todo elemento de g ∈ G pode ser escrito de modo único na forma hn onde h ∈ H e
n ∈ N. Ainda, desde que NG, para todo h ∈ H, a aplicação n 7→ nh é um automorfismo de N
e, portanto, H age em N por conjugação. Note ainda que dados h1,h2 ∈ H e g1,g2 ∈ N, vale
h1g1h2g2 = h1h2h−12 g1h2g2 = h1h2g
h2
1 g2.
Por sua vez, considere o conjunto A×G = {(a,g);a ∈ A,g ∈ G}. Lembramos que A age
em G via automorfismos e a ação é determinada pelo homomorfismo ρ : A −→ Aut(G). Defina
(a,g) · (b,h) := (ab,gbh), para cada (a,g),(b,h) ∈ A×G. É possível conferir que A×G com a
multiplicação assim definida é um grupo, o qual denotamos por Goρ A, chamado o produto
semi-direto externo de G por A com relação ao homomorfismo ρ . Se a ∈ A e g ∈ G, note que
(a,1)−1(1,g)(a,1) = (a−1,1)(1,g)(a,1) = (a−1,g)(a,1) = (1,ga), o que mostra que a ação de
A em G é por conjugação. Em tempo, A×1 e 1×G são subgrupos de Goρ A isomorfos a A e
G, respectivamente, e 1×GGoρ A. Como (A×1)∩(1×G) = 1, (A×1)(1×G) = Goρ A e
1×GGoρ A, o grupo Goρ A é produto semidireto interno de 1×G por A×1. Identificando
A×1 com A e 1×G com G, podemos observar Goρ A como um produto semidireto interno
de G por A.
Dizemos que A age coprimamente em G se A e G são grupos finitos de ordens relativamente
primas. Nosso interesse particular em ações coprimas é no estudo de centralizadores, mas, antes
de expormos alguns resultados nesse sentido, enunciamos um importante resultado conhecido
como Teorema de Schur–Zassenhaus. Uma prova deste resultado pode ser encontrada em [13,
pág. 79, Teorema 3.8]
Teorema 1.9 (de Schur–Zassenhaus). Suponha que G é um grupo finito e NG é tal que |N| e
[G : N] são relativamente primos. Então existe um subgrupo H de G tal que G = N oH. Mais
do que isto, quaisquer dois complementos para N em G são conjugados em G.
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Lema 1.10. Suponha que a ação de A em G é coprima e seja H um subgrupo A–invariante de
G. Seja g ∈ G um elemento tal que (Hg)a = Hg para todo a ∈ A. Então, existe c ∈CG(A) tal
que Hg = Hc.
Demonstração. Para cada a ∈ A temos que gag−1 ∈ H. Trabalhando no produto semidireto
Goρ A, temos que [a,g−1]∈H para todo a∈ A. Isso mostra que Ag
−1
≤ AH. Dado que HAH
e |H| e [AH : H] são relativamente primos, pelo Teorema 1.9, A e Ag
−1
são conjugados em AH
e existe a ∈ A e h ∈ H de modo que Ag
−1
= Aah = Ah. Logo, Ag
−1h−1 = A e, portanto, hg ∈
NGoρ A(A). Pondo c = hg, c ∈ NGoρ A(A)∩Hg e ⟨[a,c]; a ∈ A⟩= ⟨c
−ac; a ∈ A⟩ ≤ A∩G = 1,
isso é, c ∈CG(A).
No que segue, expomos o principal resultado no nosso estudo de ações coprimas.
Teorema 1.11. Seja A um grupo finito agindo no grupo finito G e suponha que A e G possuem
ordens coprimas. Seja N um subgrupo normal A–invariante de G. Nessas condições
CG/N(A) =CG(A)N/N.
Demonstração. Claramente temos que CG(A)N/N ≤ CG/N(A). Reciprocamente, se Ng ∈
CG/N(A), para todo a ∈ A vale que (Ng)a = Ng. Pelo Lema 1.10, existe c ∈ CG(A) tal que
Ng = Nc ∈CG(A)N/N. Logo CG/N(A)≤CG(A)N/N e o resultado está demonstrado.
O grupo G é chamado de torção, ou periódico, se todo elemento em G tem ordem finita.
Note que subgrupos, grupos quocientes e produtos diretos finitos de grupos de torção são,
também, de torção. A seguinte versão do Teorema 1.11 foi provada em [24] por N.R. Rocco e
P. Shumyatsky.
Teorema 1.12. Suponha que A é um 2–grupo finito agindo num grupo de torção G. Suponha
que G não possui 2–elementos. Então, para qualquer subgrupo normal A–invariante N de G,
temos que
CG/N(A) =CG(A)N/N.
Demonstração. Inicialmente, todo elemento em G tem ordem ímpar. Logo, para todo x ∈ G
existe um único elemento y∈ ⟨x⟩ tal que y2 = x. Permita-nos escrever y= x
1
2 e, definindo x−
1
2 =




2 . Como x
1
2 ∈ ⟨x⟩, para todo ϕ ∈ Aut(G) vale que (x
1









2 )ϕ = xϕ . Segue-se que (x
1
2 )ϕ = (xϕ)
1




2 )ϕ = (x−ϕ)
1
2 . Assumindo adicionalmente que ϕ tem ordem 2, temos que
(x(x−ϕx)−
1



















A prova é por indução em |A|. Note antes que nosso trabalho se resume a verificar que
CG/N(A) ≤ CG(A)N/N pois claramente CG(A)N/N ≤ CG/N(A). Suponha inicialmente que
|A| = 2 e seja A = ⟨ϕ⟩. Seja xN ∈ CG/N(A) um elemento fixado. Temos que x−ϕx ∈ N.




2 , temos das considerações do




2 N = x(x−ϕx)−
1
2 N ∈CG(ϕ)N/N =CG(A)N/N.
Podemos, então, supor que |A| > 4 e o resultado vale para 2–grupos finitos com ordem
estritamente menor que |A|. Pelo Lema 1.4, podemos escolher um elemento ϕ ∈ Z(A) de ordem
2. Seja H =CG(ϕ). Para cada h ∈ H e a ∈ A, note que (ha)ϕ = haϕ = hϕa = (hϕ)a = ha, isso
é, H é subgrupo A–invariante de G. Do fato que N é A–invariante, concluimos que H ∩N é
A–invariante e, portanto, A age em H/(H ∩N). Em tempo, se K é o núcleo da ação de A em H,
ϕ ∈ K e |A/K|< |A|. Por hipótese de indução, temos que
CH/(H∩N)(A/K) =CH(A/K)(H ∩N)/(H ∩N).
Desde que CH/(H∩N)(A/K) =CH/(H∩N)(A) e CH(A/K) =CH(A) =CG(A), temos que
CH/(H∩N)(A) =CG(A)(H ∩N)/(H ∩N).





que ϕ tem ordem 2, x(x−ϕx)−
1






Para todo a ∈ A ainda obtemos que xaN = (x(x−ϕx)−
1
2 )aN = xN = x(x−ϕx)−
1





2 ∈ N. Vemos, pois, que x(x−ϕx)−
1
2 (H ∩N) ∈ CH/(H∩N)(A). Então
existem c ∈CG(A) e d ∈ H ∩N tais que x(x−ϕx)−
1





cdN = cN ∈ CG(A)N/N. A arbitrariedade da escolha de xN ∈ CG/N(A) estabelece que
CG/N(A)≤CG(A)N/N e o resultado está demonstrado.
Terminamos esta seção com o próximo resultado, também obtido em [24] por Rocco e
Shumyatsky. Este é um primeiro resultado que mostra como impor condições em centralizado-
res de grupos de torção nos retornam informações sobre o grupo.
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Teorema 1.13. Suponha que A é um 2–grupo finito agindo no grupo de torção G. Se CG(A)
não possui 2–elementos, então G não possui 2–elementos.
Demonstração. Argumentamos por indução em |A|. Se |A| = 2, seja A = ⟨ϕ⟩. Se G possui
um 2–elemento, podemos tomar uma involução g ∈ G. Note que (ggϕ)ϕ = gϕg = (ggϕ)−1.
Desde que G é grupo de torção, |ggϕ | < ∞. Se |ggϕ | = 2n, n > 1, temos que |(ggϕ)n| = 2 e
((ggϕ)n)ϕ = ((ggϕ)ϕ)n = ((ggϕ)−1)n = ((ggϕ)n)−1 = (ggϕ)n. Assim, (ggϕ)n é uma involução
em CG(ϕ) =CG(A). Podemos então supor que |ggϕ |= 2n+1, n > 0. Então, (gϕg)n+1g é uma
involução e ((gϕg)n+1g)ϕ = ((gϕg)n+1)−1gϕ = (gϕ(gϕg)n+1)−1 = (g(gϕg)n)−1 = (gϕg)n+1g.
Isso é, (gϕg)n+1g é uma involução em CG(A).
Podemos então supor que |A|> 4 e que o resultado vale para 2–grupos finitos com ordens
estritamente menores a |A|. Pelo Lema 1.4 podemos tomar ϕ um elemento de ordem 2 em
Z(A). Se G possui um 2–elemento, o parágrafo anterior mostra que H = CG(ϕ) possui um
2–elemento. Como ϕ está no núcleo K da ação de A em H, temos que A/K é um 2–grupo finito
agindo em H e tal que |A/K|< |A|. Por indução, temos que CH(A/K) possui um 2–elemento.
Finalmente o resultado segue pois CH(A/K) =CG(A).
1.2 Grupos nilpotentes
Nesta seção temos por objetivo expor as noções essenciais que precisaremos sobre grupos
nilpotentes.
Lembramos que para todo grupo G e elementos x,y ∈ G, o comutador de x e y é definido
como sendo o elemento [x,y] = x−1y−1xy. Assim, para todos subconjuntos X e Y de G fica
definido o conjunto [X ,Y ] = ⟨[x,y];x ∈ X ,y ∈ Y ⟩. O subgrupo G′ := [G,G] é chamado o
subgrupo derivado de G. Pode-se verificar que para todo subgrupo normal N de G, G/N é
abeliano se, e somente se, G′ ≤ N.
Seja X um conjunto não vazio. Definimos comutadores no conjunto X (como expressões
formais) indutivamente pelo seu peso. Se x ∈ X , então x é um comutador de peso 1. Se c1,c2
são comutadores em X de pesos r1,r2 > 1, respectivamente, então [c1,c2] é comutador de peso
r1 + r2. Indutivamente, temos definido comutador de qualquer peso em X . Os comutadores
simples de peso n > 1 em X são definidos indutivamente pelas regras [x1] = x1 e, para todo
n > 2, [x1, . . . ,xn] = [[x1, . . . ,xn−1],xn].
O seguinte resultado é uma coleção de várias propriedades de comutadores válidas em
qualquer grupo. Propriedades estas que podem ser verificadas manualmente. Lembramos que
um subgrupo H de um grupo G é dito ser característico em G, o que denotamos por H char G,
se para todo automorfismo ϕ de G, Hϕ ⊆ H.
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Teorema 1.14. Sejam G um grupo e x,y,z ∈ G.
(i) [x,y] = [y,x]−1;
(ii) [x,y]z = [x,y][x,y,z];
(iii) [xy,z] = [x,z]y[y,z] e [x,yz] = [x,z][x,y]z;
(iv) [x−1,y] = [y,x]x
−1









= 1 (Identidade de Hall–Witt);
(vi) Se H,K ≤ G, então [H,K] ⟨H,K⟩ e [H,K] = [K,H];
(vii) Se H,K,L são subgrupos normais de G, então [HK,L]=[H,L][K,L];
(ix) Para todo grupo G1 e homomorfismo ϕ : G −→ G1, vale ([x,y])ϕ = [xϕ ,yϕ ]. Em particu-
lar, G′charG.
Sejam G um grupo e X1, . . . ,Xn ⊆ G. Definimos indutivamente [X1] = X1 e
[X1, . . . ,Xn−1,Xn] = [[X1, . . . ,Xn−1],Xn].
O seguinte resultado é conhecido como Lema dos Três Subgrupos, sua prova pode ser encon-
trada em [4, pág. 19, Teorema 2.3].
Lema 1.15. Sejam H,K,L subgrupos de um grupo G e NG. Então se [H,K,L], [K,L,H]≤N,
temos que [L,H,K]≤ N.
Por uma série de um grupo G entendemos uma cadeia de subgrupos
1 = K0 ≤ K1 ≤ ·· · ≤ Kn = G.
A série é chamada normal se KiG para todo i = 0, . . . ,n. Neste último caso, cada grupo
Ki+1/Ki é chamado um fator da série.
Uma série de subgrupos normais 1 = K0 ≤ K1 ≤ ·· · ≤ Kn = G de um grupo G é chamada
central se Ki+1/Ki ≤ Z(G/Ki) para todo i = 0, . . . ,n−1.
Lema 1.16. Sejam G um grupo e H,KG com H ≤ K. Então K/H ≤ Z(G/H) se, e somente
se, [G,K]≤ H.
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Lembramos que um grupo G é chamado nilpotente se possui uma série central. Note que,
por definição, todo grupo abeliano é nilpotente, nesse sentido, nilpotência pode ser observada
como uma generalização de abelianidade.
O seguinte resultado determina algumas propriedades básicas de grupos nilpotentes, sua
prova pode ser encontrada em [26, pág. 213, Teorema 10.6].
Teorema 1.17. Se G é um grupo nilpotente, então todos subgrupos e grupos quocientes de G
são nilpotentes. Se G e Q são grupos nilpotentes, então G×Q é grupo nilpotente. Finalmente,
para cada primo p e p–grupo finito G, G é nilpotente.
Definição 1.18. Seja G um grupo. Defina γ1(G) = G e para todo n > 1, defina indutivamente
γn(G) = [γn−1(G),G]. Ainda, defina Z0(G) = 1 e para todo n> 0 defina indutivamente Zn+1(G)
pela regra Zn+1(G)/Zn(G) = Z(G/Zn(G)). As cadeias de subgrupos G = γ1(G) ≥ γ2(G) ≥
·· · ≥ γn(G)≥ ·· · e 1 = Z0(G)≤ Z1(G)≤ ·· · são chamadas, respectivamente, de série central
inferior e série central superior do grupo G.
Lema 1.19. Sejam G um grupo e G = K1 ≥ K2 ≥ ·· · ≥ Kn ≥ ·· · uma cadeia de subgrupos
normais de G com a propriedade de que [Kn,G]≤ Kn+1 para todo i > 1. Então, γn(G)≤ Kn
para todo n > 1.
Demonstração. Argumentamos por indução em n, com resultado claro se n = 1. Se n > 1 e
γn−1(G)≤ Kn−1, então temos que γn(G) = [γn−1(G),G]≤ [Kn−1,G]≤ Kn.
O Lema 1.19 mostra que se G é um grupo nilpotente, a série central inferior de G é uma
série central de G de menor comprimento. Neste caso, o menor n tal que γn+1(G) = 1 é
chamado a classe de nilpotência de G.
Teorema 1.20. Sejam G um grupo e γn(G) o n–ésimo termo da série central inferior de G.
Vale as seguintes:
(i) Para todos inteiros positivos n,m temos que [γn(G),γm(G)]≤ γn+m(G);
(ii) γn(G) contém todos os comutadores em G de peso > n;
(iii) γn(G) = ⟨[g1, . . . ,gn]; g1, . . . ,gn ∈ G⟩.
Demonstração. Argumentamos por indução em m para provar o item (i). Se m = 1, veja que
[γn(G),γ1(G)] = [γn(G),G] = γn+1(G). Podemos, portanto, supor m > 1 e que o resultado
vale para m− 1. Assim, temos que [G,γn(G),γm−1(G)] = [γn+1(G),γm−1(G)] ≤ γn+m(G) e
[γn(G),γm−1(G),G]≤ [γn+m−1(G),G] = γn+m(G).
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Pelo Lema 1.15 temos que
[γn(G),γm(G)] = [γn(G), [γm−1(G),G]] = [[γm−1(G),G],γn(G)]≤ γn+m(G)
e o item (i) está verificado.
Para provar o item (ii), argumentamos por indução em n. Se n = 1 o resultado é imediato.
Se n > 1 e c é comutador em G de peso maior ou igual a n, podemos escrever c = [c1,c2] onde
c1 e c2 são comutadores de peso r1,r2, respectivamente, e r1 + r2 > n. Por indução, temos que
c1 ∈ γr1(G) e c2 ∈ γr2(G). Pelo item (i), temos que c = [c1,c2]∈ [γr1(G),γr2(G)]≤ γr1+r2(G)≤
γn(G). Isto prova o item (ii).
Para todo inteiro positivo n , defina Kn = ⟨[g1, . . . ,gn];gi ∈ G⟩. Dado que para todos
g1, . . . ,gn,g ∈ G vale que [g1, . . . ,gn]g = [gg1, . . . ,g
g
n], KnG e, pelo item (ii), Kn ≤ γn(G).
Provamos a inclusão contrária por indução em n. O caso n = 1 é óbvio. Se n > 1, por hipótese
de indução, temos que γn−1(G)≤ Kn−1. Para cada g1, . . . ,gn ∈ G, note que [g1, . . . ,gn−1]gn =
gn[g1, . . . ,gn−1][[g1, . . . ,gn−1],gn], isso é, [g1, . . . ,gn−1]gnKn = gn[g1, . . . ,gn−1]Kn. Isso mos-
tra que Kn−1/Kn ≤ Z(G/Kn). Lema 1.16 estabelece que [G,Kn−1] ≤ Kn e então γn(G) =
[γn−1(G),G]≤ [Kn−1,G]≤ Kn. O item (iii) está verificado.
O seguinte resultado verifica que no caso de grupos nilpotentes, as séries centrais inferior e
superior têm o mesmo comprimento. Sua prova pode ser encontrada em [26, pág. 211, Teorema
10.4]
Teorema 1.21. Seja G um grupo arbitrário. Se Zn(G) = G, então γn+1(G) = 1 e
γr+1(G)≤ Zs−r(G)
para todo r = 0, . . . ,n. Reciprocamente, se γn+1(G) = 1, então Zn(G) = G e a igualdade acima
ainda vale.
O resultado anterior mostra que se um grupo G é nilpotente, então existe n tal que Zn(G)=G.
Portanto, se um grupo G é não trivial e Z(G) é trivial, então G não é nilpotente. Em particular,
o grupo D3 = ⟨r,s; r3 = s2 = 1, sr = r2s⟩ é não nilpotente, dado que possui centro trivial.
O seguinte resultado estabelece condições equivalentes para que um grupo finito G seja
nilpotente, sua prova pode ser encontrada em [26, pág. 216, Teorema 10.9].
Teorema 1.22. Para todo grupo finito G, são equivalentes:
(i) G possui uma série central;
(ii) Existe n > 0 de modo que γn+1(G) = 1;
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(iii) Existe n > 0 de modo que Zn(G) = G;
(iv) Se H < G, então H < NG(H);
(v) Todo subgrupo maximal de G é normal em G;
(vi) Todos os subgrupos de Sylow de G são normais em G;
(vii) G é produto direto de seus subgrupos de Sylow;
(viii) Se g,h ∈ G são quaisquer elementos de ordens coprimas, então g e h comutam.
Dado um grupo G, a intersecção de todos os subgrupos maximais de G é chamado o
subgrupo de Frattini de G, denotado por Φ(G). No caso em que G não possui subgrupos
maximais, definimos Φ(G) = G. De qualquer modo, vemos que Φ(G) é subgrupo característico
de G.
Teorema 1.23. Seja G um grupo finito. Então Φ(G) é nilpotente.
Demonstração. Seja H um subgrupo arbitrário de G. Se H < G, então existe K um subgrupo
maximal de G contendo H. Por definição, Φ(G) ≤ K e daí HΦ(G) ≤ K < G. Em outras
palavras, se H é subgrupo de G tal que G = HΦ(G), então H = G. Seja P um subgrupo de
Sylow de Φ(G). Pelo Corolário 1.6 do Argumento de Frattini, temos que G = NG(P)Φ(G) e
portanto NG(P) = G, isso é, PG. Em particular PΦ(G) e o resultado segue do Teorema
1.22.
O seguinte teorema mostra que Φ(G) é muito útil para concluir nilpotência em G quando G
é grupo finito. Sua prova pode ser encontrada em [26, pág. 219, Teoremas 10.16 e 10.17].
Teorema 1.24. Seja G um grupo finito. Então G é nilpotente se, e somente se, G/Φ(G) é
nilpotente. Ainda, G é nilpotente se, e somente se, G′ ≤ Φ(G).
Teorema 1.25. Seja G um grupo finito e ϕ ∈ Aut(G) um automorfismo de ordem coprima com
|G|. Se o automorfismo induzido por ϕ em G/Φ(G) é trivial, então ϕ = 1.
Demonstração. Pelo Teorema 1.11, temos que G/Φ(G) =CG/Φ(G)(ϕ) =CG(ϕ)Φ(G)/Φ(G).
Isso é, G =CG(ϕ)Φ(G). Pela prova do Teorema 1.23, vemos que CG(ϕ) = G, logo ϕ = 1.
Um p–grupo G é chamado abeliano elementar se G é abeliano e |g|= p para todo elemento
não trivial g ∈ G. Seja G um p–grupo abeliano elementar. Definindo g+h := gh e αg := gα ,
onde g,h ∈ G e α ∈ Fp, vemos que G pode ser observado como espaço vetorial sobre o corpo
finito com p elementos Fp.
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O seguinte resultado é conhecido como Teorema de Bases de Burnside. Uma prova pode
ser encontrada em [25, pág. 140, 5.3.2]. A seguir Gp é o subgrupo gerado pelas p–ésimas
potências do grupo G, ou seja, Gp = ⟨gp; g ∈ G⟩.
Teorema 1.26 (de Bases de Burnside). Seja G um p–grupo finito. Então Φ(G) = G′Gp e Φ(G)
é o menor subgrupo normal de G cujo quociente é um p–grupo abeliano elementar. Ainda, se
[G : Φ(G)] = pr, todo conjunto de geradores de G possui um subconjunto de r elementos que
também gera G.
Se G é um grupo arbitrário e H,KG são subgrupos nilpotentes, é natural se perguntar se
HK é nilpotente. Isto é estabelecido no próximo resultado.
Teorema 1.27 (H. Fitting). Sejam G um grupo arbitrário e H,K dois subgrupos normais
nilpotentes de G, de classes r e s, respectivamente. Então HK é nilpotente de classe no máximo
r+ s.
Demonstração. Basta-nos mostrar que γr+s+1(HK) = 1. Pelo Teorema 1.14, temos que
γ2(HK) = [HK,HK] = [H,H][H,K][K,H][K,K]. Indutivamente, vemos que γn(HK) é pro-
duto de subgrupos da forma [H1, . . . ,Hn] onde Hi ∈ {H,K} para todo i = 1, . . . ,n. Tomando
n = r+s+1, em todo subgrupo da forma [H1, . . . ,Hn], onde Hi ∈ {H,K}, H ocorre pelo menos
r+1 vezes ou K ocorre pelo menos s+1 vezes. Logo, γr+s+1(HK)≤ γr+1(H)γs+1(K) = 1.
O Teorema 1.27 mostra que em todo grupo finito G o produto de todos os subgrupos normais
nilpotentes é, ainda, um subgrupo normal nilpotente de G, denotado por F(G), chamado
o subgrupo de Fitting de G, em homenagem a H. Fitting. Claramente, F(G) é subgrupo
característico de G.
Sejam G um grupo finito e p um primo. Se P1, . . . ,Pn são todos os p–subgrupos de Sylow de
G, definimos Op(G) =∩ni=1Pi. O subgrupo Op(G) é um subgrupo característico de G, chamado
o p–radical de G. Observamos que Op(G) é um p–subgrupo normal de G e contém todos os
p–subgrupos normais de G.
Teorema 1.28. Sejam G um grupo finito e p1, . . . , pn todos os primos distintos dividindo a










Opi(G). Então pelos Teoremas 1.17 e 1.27 temos que N é sub-
grupo normal nilpotente de G. Portanto, N ≤ F(G). Reciprocamente, como F(G) é nilpotente,
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pelo Teorema 1.22 temos que F(G) é produto direto de seus subgrupos de Sylow os quais,
sendo característicos em F(G), são característicos em G. Em particular, se P é um p–subgrupo
de Sylow de F(G), então PG e P ≤ Op(G). Isto mostra que F(G)≤ N.
1.3 Grupos solúveis
Um grupo G é chamado solúvel se possui uma série normal 1 = N0 ≤ N1 ≤ ·· · ≤ Nk = G da
qual todo fator é um grupo abeliano. Uma tal série é chamada uma série solúvel para G. Note
que imediatamente da definição concluímos que todos os grupos nilpotentes são solúveis. Neste
sentido, solubilidade pode ser entendida como uma generalização de nilpotência.
Decorre da definição que se G é um grupo solúvel, então todo subgrupo e grupo quociente
de G é, também, solúvel. Um fato ainda trivial é que se um grupo G possui um subgrupo
normal K tal que ambos K e G/K são solúveis, então G é solúvel. Isto estabelece uma
diferença entre a classe dos grupos nilpotentes e a classe dos grupos solúveis. Considere
D3 = ⟨r,s; r3 = s2 = 1 e sr = r2s⟩. Então, 1 < ⟨r⟩ < D3 é série solúvel de D3, isso é, D3 é
grupo solúvel não-nilpotente.
Lema 1.29. Seja G um grupo finito solúvel não trivial. Existe um subgrupo normal K de G tal
que [G : K] é um número primo.
O seguinte resultado, obtido por W. Feit e J.G. Thompson em [2], é possivelmente um dos
maiores resultados da Teoria de Grupos Finitos Solúveis.
Teorema 1.30. Seja G um grupo finito de ordem ímpar. Então G é solúvel.
Lema 1.31. ([26, pág. 235, Teorema 11.1]) Seja G um grupo finito solúvel e K um subgrupo
normal minimal de G. Então, K é um p–grupo abeliano elementar para algum primo p.
Seja G um grupo arbitrário. Definimos os subgrupos G(n) de G indutivamente pelas regras
G(0) = G e para todo n > 1, G(n) = [G(n−1),G(n−1)]. Note que G(1) = G′ = γ2(G) é o subgrupo
derivado de G. Por isto, para todo n > 0, G(n) é chamado o n–ésimo subgrupo derivado de G.
Se G é qualquer grupo e NG, sabemos que G/N é abeliano se, e somente se, G′ ≤ N.
Indução em n mostra que para toda cadeia G = K0 ≥ K1 ≥ ·· · ≥ Kn ≥ ·· · da qual cada grupo
Kn/Kn+1 é abeliano, vale que G(n) ≤ Kn, para todo n > 0. Em particular, G é solúvel se, e
somente se, G(n) = 1 para algum n > 0. Assim, se G é solúvel, podemos definir o comprimento
derivado d(G) como sendo o menor inteiro não negativo n tal que G(n) = 1.
Definição 1.32. Seja G um grupo arbitrário. Uma série 1 = K0 ≤ ·· · ≤ Kn = G de subgrupos
normais de G é chamada uma série de Fitting se, para todo i = 0, . . . ,n−1, Ki+1/Ki é um grupo
nilpotente.
18 Noções preliminares
Note que, desde que grupos abelianos são nilpotentes, grupos solúveis possuem séries de
Fitting.
Definição 1.33. Seja G um grupo solúvel. O menor inteiro não negativo n tal que G possui
uma série de Fitting 1 = K0 ≤ ·· · ≤ Kn = G é chamado a altura de Fitting de G e é denotado
por h(G).
Lema 1.34. Sejam G um grupo solúvel, H ≤ G e KG. Então, h(H),h(G/K)6 h(G).
Demonstração. Seja 1 = K0 ≤ ·· · ≤ Kn = G uma série de Fitting de G. Então 1 = (K0 ∩H)≤
·· · ≤ (Kn∩H) = H e 1 = K0K/K ≤ ·· · ≤ KnK/K = G/K são séries de Fitting de H e G/K. De
fato, para todo i = 0, . . . ,n−1 vale que (Ki+1 ∩H)/(Ki ∩H) = (Ki+1 ∩H)/(Ki+1 ∩H)∩Ki ∼=
(Ki+1 ∩H)Ki/Ki ≤ Ki+1/Ki é nilpotente. Ainda, para cada i = 0, . . . ,n−1, seja ϕi : Ki+1 −→
Ki+1K/KiK definida por g 7→ gKiK para todo g ∈ Ki+1. Então, ϕi é homomorfismo sobrejetor
de núcleo Ki(Ki+1 ∩K). Logo, Ki+1/Ki(Ki+1 ∩K)∼= Ki+1K/KiK. Segue-se que
(Ki+1K/K)/(KiK/K) ∼= Ki+1K/KiK ∼= Ki+1/Ki(Ki+1 ∩K)
∼= (Ki+1/Ki)/(Ki(Ki+1 ∩K)/Ki)
é nilpotente, para todo i = 0, . . . ,n−1.
Lema 1.35. Sejam G e H dois grupos solúveis. Então h(G×H) = max{h(G),h(H)}.
Demonstração. Sejam r = h(G) e s = h(H). Então, sejam 1 = K0 ≤ K1 ≤ ·· · ≤ Kr = G e
1 = H0 ≤ H1 ≤ ·· · ≤ Hs = H séries de Fitting de G e H, respectivamente. Suponha sem perda
de generalidade que r > s. Temos que
1 = (K0 ×H0)≤ K1 ×H0 ≤ ·· · ≤ Kr−s ×H0 ≤ Kr−s+1 ×H1 ≤ ·· · ≤ Kr ×Hs = G×H
é série de Fitting de G×H desde que para quaisquer grupos A,B e subgrupos normais CA e
DB vale que (C×D) (A×B) e (A×B)/(C×D)∼= (A/C)× (B/D). Deste modo, temos
que h(G×H)6 r = max{h(G),h(H)}. Por outro lado, G ∼= G×1 ≤ G×H e, portanto, pelo
Lema 1.34, temos que r = h(G)6 h(G×H). O resultado está demonstrado.
Seja G um grupo finito solúvel. Definimos o n–ésimo subgrupo de Fitting de G indutiva-
mente pelas regras F0(G) = 1 e para todo n > 0, Fn+1(G)/Fn(G) = F(G/Fn(G)). A cadeia
1 = F0(G)≤ F1(G) = F(G)≤ ·· · ≤ Fk(G)≤ ·· · é formada por subgrupos característicos em
G da qual todo fator é um grupo finito nilpotente, chamada a série de Fitting superior de G.
Lema 1.36. Seja G um grupo finito solúvel. Então h(G) é o menor n tal que Fn(G) = G. Se
G ̸= 1, então h(G) = h(G/F(G))+1.
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Demonstração. Seja 1 = K0 ≤ K1 ≤ ·· · ≤ Kn = G uma série de Fitting de G. Afirmamos
que Ki ≤ Fi(G) para todo i = 0, . . . ,n. De fato, o resultado é claro para i = 0. Se i > 1
suponha que nossa afirmação está demonstrada para i−1. Então, Ki−1 ≤ Fi−1(G) e, portanto,
temos que (Ki/Ki−1)/(Ki ∩Fi−1(G)/Ki−1)∼= Ki/(Ki ∩Fi−1(G)). Desde que Ki/Ki−1 é grupo
nilpotente, temos que KiFi−1(G)/Fi−1(G)∼= Ki/(Ki ∩Fi−1(G)) é subgrupo normal nilpotente
de G/Fi−1(G). Logo, temos que KiFi−1(G)/Fi−1(G) ≤ F(G/Fi−1(G)), isso é, Ki ≤ Fi(G).
Nossa afirmação está verificada. Finalmente, se h(G) = n, as considerações anteriores mostram
que Fn(G) = G. Como Fk(G) = G para k < n contraria a minimalidade da escolha de n, temos
que h(G) é o menor n tal que Fn(G) = G.
Supondo que G ̸= 1, então h(G) > 1. Seja n = h(G/F(G)). Se h(G) 6 n, tomemos
uma série de Fitting 1 = K0 ≤ K1 ≤ ·· · ≤ Kn = G de G. Então, desde que K1 ≤ F(G), 1 ≤
K2F(G)/F(G) ≤ ·· · ≤ KnF(G)/F(G) = G/F(G) é uma série de Fitting de G/F(G). Logo,
h(G/F(G))6 n−1, uma contradição.
No que segue, terminaremos nossa seção de grupos solúveis generalizando-se a própria
noção de solubilidade e considerando alguns resultados obtidos por P. Hall e G. Higman em
[7]. A partir de agora, nesta seção, seja π ⊆ P onde P denota o conjunto dos números primos.
Definimos π ′ = P\π .
Um grupo finito G é chamado π–grupo se π contém o conjunto dos primos dividindo
a ordem de G (note que esta definição é equivalente à de p–grupos finitos no caso em que
π = {p}, p um primo). Definimos π(G) := {p ∈ P; p divide |G|} e π(g) = π(⟨g⟩) para todo
g ∈ G.
Definição 1.37. Um grupo G é chamado π–separável se G possui uma série de subgrupos
normais 1 = K0 ≤ K1 ≤ ·· · ≤ Kn = G da qual todo fator é π–grupo ou π ′–grupo. No caso em
que cada π–fator é solúvel, dizemos que G é π–solúvel.
Note que subgrupos, grupos quocientes e produtos diretos finitos de grupos finitos π–
separáveis são, ainda, π–separáveis. Um caso de particular interesse é quando π = {p} onde p
é um número primo. Neste caso, um grupo π–separável é chamado p–separável e um grupo
π–solúvel é chamado p–solúvel. Contudo, desde que p–grupos finitos são nilpotentes, logo
solúveis, temos que as noções de p–separabilidade e p–solubilidade são equivalentes.
Seja G um grupo finito solúvel. Então, podemos tomar 1 = F0(G)≤ F(G)≤ ·· · ≤ Fh(G) =
G a série de Fitting superior de G. Todo fator desta série é nilpotente, logo produto direto
de seus subgrupos de Sylow. Portanto, utilizando o Teorema da Correspondência, podemos
refinar a série de Fitting superior de G à forma 1 = K0 ≤ K1 ≤ ·· · ≤ Kn = G onde Ki+1/Ki é
p–grupo para algum primo p, para todo i = 0, . . . ,n−1. Em resumo, grupos finitos solúveis
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são π–solúveis. A recíproca é também válida: Um grupo G finito é solúvel se for π–solúvel
para qualquer conjunto de primos π .
Sejam G um grupo finito e H e K dois π–subgrupos normais do grupo G. Então, dado que
|HK| divide |H||K|, HK é π–subgrupo normal de G. Consequentemente, o produto de todos os
π–subgrupos normais de G, denotado por Oπ(G), é o maior π–subgrupo normal de G e, por
isso, Oπ(G)charG. Analogamente obtém-se Oπ ′(G), o maior π
′–subgrupo normal de G.
Sendo π1, . . . ,πn, . . . uma sequência de conjuntos de primos, definimos indutivamente
Oπ1,...,πn(G) pela regra Oπ1,...,πn(G)/Oπ1,...,πn−1(G) = Oπn(G/Oπ1,...,πn−1(G)), para todo n > 2.
No caso particular em que π2n−1 = π ′ e π2n = π , para todo n > 1, chegamos à série 1 ≤
Oπ ′(G) ≤ Oπ ′,π(G) ≤ Oπ ′,π,π ′(G) ≤ ·· · , chamada a π–série superior de G. No caso ainda
mais particular em que π = {p}, p um primo, obtemos a série 1 ≤ Op′(G) ≤ Op′,p(G) ≤
Op′,p,p′(G)≤ ·· · chamada a p–série superior de G.
Seja G um grupo finito π–separável. Então, G possui uma série de subgrupos normais
1 = K0 ≤ K1 ≤ . . .≤ Kn = G da qual todo fator é π–grupo ou π ′–grupo. Suponha sem perda de
generalidade que K1 é π ′–grupo e que Ki/Ki−1 é π ′-grupo se, e somente se, Ki+1/Ki é π–grupo
para todo i > 1. Por simplicidade, permita-nos escrever Hn para denotar o n–ésimo termo da
π–série superior de G. Afirmamos que K2n−1 ≤ H2n−1 e K2n ≤ H2n para todo n > 1. Provamos
isto por indução. Desde que K1 é π ′–subgrupo normal de G, temos que K1 ≤ H1 = Oπ ′(G).
Suponha, então, que n > 1 e K2n−1 ≤ H2n−1. Temos que K2n/K2n−1 é π–grupo e portanto,
K2nH2n−1/H2n−1 ∼= K2n/(K2n ∩H2n−1) é π–subgrupo normal de G/H2n−1. Isso mostra que
(K2nH2n−1)/H2n−1 ≤ Oπ(G/H2n−1) = H2n/H2n−1, isso é K2n ≤ H2n. Analogamente, como
K2n+1/K2n é π ′–grupo, temos que K2n+1H2n/H2n ∼= K2n+1/(K2n+1 ∩H2n) é π ′–subgrupo nor-
mal de G/H2n. Segue-se que K2n+1 ≤ H2n+1. Nossa afirmação está verificada. Um resultado
análogo pode ser obtido supondo que K1 é π–grupo.
O último parágrafo estabelece que a π–série superior do grupo finito π–separável G sempre
alcança o grupo G e é a série com menor número de π–fatores, este número é chamado o
π–comprimento de G, denotado por lπ(G). No caso em que π = {p}, p um primo, denotamos
lπ(G) = lp(G) e o chamamos de p–comprimento de G. Análogo aos resultados considerados an-
teriormente sobre altura de Fitting, expomos a seguir resultados básicos sobre o p–comprimento
de grupos finitos p–solúveis. A prova pode ser encontrada em [11, pág. 689, Lema 6.4].
Lema 1.38. Sejam G e Q dois grupos finitos p–solúveis, p um número primo. Sejam H ≤ G e
KG. Valem as seguintes:
(i) lp(G/K), lp(H)6 lp(G);
(ii) lp(G×Q) = max{lp(G), lp(Q)}.
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No que segue, estabelecemos alguns dos principais resultados que serão utilizados nesta
dissertação para estabelecer limite no p–comprimento de grupos finitos p–solúveis.
Teorema 1.39. Seja G um grupo finito π–separável. Então
CG/O
π′(G)
(Oπ ′,π(G)/Oπ ′(G))≤ Oπ ′,π(G)/Oπ ′(G).
Demonstração. Suponha inicialmente que Oπ ′(G) = 1. Seja C =CG(Oπ(G)) e assim defina
B =C∩Oπ(G). Desde que Oπ(G) é característico em G, também o são ambos B e C. Deseja-
mos mostrar que B=C. Suponha por absurdo que B<C. Então C/B é grupo finito π–separável
não trivial e podemos tomar subgrupo característico K/B não trivial que é π–grupo ou π ′–grupo.
Por um lado, temos que B ≤ Oπ(G) e portanto B é π–subgrupo de G. Por outro lado, temos que
K/B é característico em C/B, que por sua vez é normal em G/B. Segue-se que K/BG/B,
isso é, KG. Ora, se K/B é π–grupo, temos que K é π–grupo. Como K é normal em G,
temos que K ≤ Oπ(G) e, então, K ≤C∩Oπ(G) = B, uma contradição. Podemos, então, supor
que K/B é π ′–grupo. Pelo Teorema 1.9, existe H ≤ K tal que K = H oB. Ora, desde que
B ≤ Oπ(G), temos que H ≤ K ≤C ≤CG(B), isso é, HK. Finalmente, H sendo π ′–subgrupo
normal de K, H é característico em K e normal em G. Isso mostra que H ≤ Oπ ′(G) = 1 e
K = B, uma nova contradição. Estas considerações estabelecem o caso particular em que
Oπ ′(G) = 1.
Podemos, então, supor que G é qualquer grupo finito π–separável. Então, G/Oπ ′(G) é
π–separável e Oπ ′(G/Oπ ′(G)) = 1. O último parágrafo estabelece o resultado desejado.
Sejam p um primo e G um grupo finito. Sabemos que Op′(G) e Op′,p(G) são subgrupos
característicos de G. Portanto, definindo A ≤ G pela regra A/Op′(G) = Φ(Op′,p(G)/Op′(G)),
temos que A é, também, um subgrupo característico de G. Concluímos então que G age no
grupo Op′,p(G)/A e podemos considerar CG(Op′,p(G)/A), o núcleo desta ação.
Teorema 1.40. Sejam p um primo e G um grupo finito p–solúvel. Seja A ≤ G definido por
A/Op′(G) = Φ(Op′,p(G)/Op′(G)). Então,
CG(Op′,p(G)/A) = Op′,p(G).
Demonstração. Suponha inicialmente que Op′(G) = 1. Assim, A = Φ(Op(G)). Pelo Teorema
1.26, Op(G)/A é um p–grupo abeliano elementar, logo, Op(G)≤CG(Op(G)/A). Suponha que
Op(G)<C =CG(Op(G)/A). Dado que CG, temos que C não é p–subgrupo de G e podemos
tomar elemento c∈C\Op(G) de ordem coprima com p. O automorfismo α : Op(G)−→Op(G)
dado por x 7→ xc = c−1xc tem ordem coprima com p e induz um automorfismo trivial em
Op(G)/A. Pelo Teorema 1.25 temos que α = 1 e portanto c ∈CG(Op(G)). Mas, pelo Teorema
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1.39, CG(Op(G))≤ Op(G) desde que G é p–solúvel e Op′(G) = 1. Segue-se que c = 1, uma
contradição.
Podemos assumir finalmente que G é qualquer grupo finito p–solúvel. Então G/Op′(G)
é grupo finito p–solúvel tal que Op′(G/Op′(G)) = 1. Seja A/Op′(G) = Φ(Op(G/Op′(G)) =
Φ(Op′,p(G)/Op′(G)). Pelas considerações anteriores temos que
CG/Op′(G)(Op′,p(G)/A) = Op′,p(G)/Op′(G)
o que, por sua vez, resulta em CG(Op′,p(G)/A) = Op′,p(G).
Seja G um grupo finito p–solúvel, p um primo. Pelo Teorema 1.40, temos que Op′,p(G) é o
núcleo da ação de G em Op′,p(G)/A. Pelo Teorema 1.26 podemos observar V = Op′,p(G)/A
como espaço vetorial sobre Fp. Portanto, G/Op′,p(G) é isomorfo a um grupo de automorfismos
lineares de V .
Teorema 1.41. Sejam G um grupo finito, A,BG e B ≤ A. Suponha que A/B é um p–grupo
abeliano elementar, o qual observamos como espaço vetorial sobre Fp, e seja ρ : G −→
AutFp(A/B) o homomorfismo determinado pela ação de G em A/B.
(i) Se a ∈ A e x1, . . . ,xn ∈ G, então
(aB)(ρ(x1)−1) · · ·(ρ(xn)−1) = [a,x1, . . . ,xn]B.
(ii) Para cada a ∈ A, x ∈ G e n ∈ N∗, vale
x−n(xa)nB = (aB)(1+ρ(x)+ · · ·+ρ(x)n−1).
Demonstração. Nas condições do item (i), temos que
(aB)(ρ(x1)−1) = ax1B−aB =−aB+ax1B = a−1ax1B = [a,x]B.
Utilizando raciocínio análogo, o resultado segue por indução em n. Com respeito ao item (ii),
temos que




B+ · · ·+axB+aB





Neste capítulo, temos por objetivo estabelecer as noções principais sobre álgebras e álgebras de
Lie satisfazendo identidades polinomiais que serão de maior utilidade nesta dissertação, bem
como expor a construção de um anel de Lie associado a um grupo G.
2.1 Módulos e álgebras
Nesta seção nos dispomos a estabelecer as principais noções sobre álgebras e álgebras de Lie
que serão utilizadas neste trabalho.
Por um anel entendemos um conjunto R munido de duas operações + e ·, chamadas
respectivamente de adição e multiplicação, de modo que
(i) (R,+) é grupo abeliano;
(ii) Para todos x,y,z ∈ R valem x(y+ z) = xy+ xz e (x+ y)z = xz+ yz.
Se a multiplicação no anel R é associativa (respec., comutativa) dizemos que R é anel
associativo (respec., comutativo). Ainda, se o anel R possui elemento neutro com relação à
multiplicação, dizemos que R é anel unitário. Vamos assumir conhecidas as noções básicas
da Teoria de Anéis, a saber, definições de subanéis, ideiais, Teoremas de Homomorfismo e
Correspondência, etc.
Exemplo 2.1. Os conjuntos numéricos Z,Q,R e C são exemplos clássicos de anéis associativos,
comutativos e unitários. Se R é qualquer anel associativo e n é um inteiro positivo, o conjunto
Mn×n(R) das matrizes n×n sobre R é um anel associativo com adição e multiplicação usuais
de matrizes.
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Exemplo 2.2. Considere R3 = {(x1,x2,x3);x1,x2,x3 ∈ R}. Defina “+” em R3 componente-a-
componente e defina · : R3 ×R3 −→ R3 como segue:
(x1,x2,x3) · (y1,y2,y3) = (x2y3 − y2x3,−x1y3 + y1x3,x1y2 − y1x2).
Então, (R3,+, ·) é um anel satisfazendo as seguintes condições;
• u ·u = 0 para todo u ∈ R3;
• (u · v) ·w+(v ·w) ·u+(w ·u) · v = 0 para todos u,v,w ∈ R3.
Definição 2.3. Um anel R é chamado anel de Lie se satisfaz as seguintes condições:
(i) Lei anticomutativa: xx = 0 para todo x ∈ R;
(ii) Identidade de Jacobi: (xy)z+(yz)x+(zx)y = 0 para todos x,y,z ∈ R.
O primeiro item na definição acima recebe este nome pois para cada x,y em um anel de
Lie R vale (x+ y)(x+ y) = xx+ xy+ yx+ yy = xy+ yx = 0, isso é, xy =−yx. O segundo item
recebe esse nome em homenagem ao matemático alemão C.J.J. Jacobi.
Definição 2.4. Seja R um anel associativo comutativo e com unidade. Um grupo abeliano
aditivo (M,+) é chamado um R–módulo à esquerda se para cada α ∈ R e m ∈ M existe um
elemento bem definido αm ∈ M de modo que para todos α,α1,α2 ∈ R e m,m1,m2 ∈ M valem:
(i) (α1 +α2)m = α1m+α2m;
(ii) α(m1 +m2) = αm1 +αm2;
(iii) (α1α2)m = α1(α2m);
(iv) 1m = m.
Note-se que a definição acima de módulos é uma generalização da definição de espaços
vetoriais sobre corpos. Assim, por exemplo, um submódulo do R–módulo à esquerda M é um
subgrupo de M fechado com relação à multiplicação por escalar, o R–submódulo gerado por um
subconjunto S de M é o menor dos R–submódulos de M contendo S e uma função ϕ : M −→ M′
entre os R–módulos à esquerda M e M′ é chamada um homomorfismo de R–módulos se




2 para todos α ∈ R e m1,m2 ∈ M.
Definição 2.5. Seja R um anel associativo comutativo e com unidade. Um R–módulo M é
chamado livremente gerado pelo conjunto X se M é gerado por X e para todo módulo M′
e função f : X −→ M′ existe um único homomorfismo de R–módulos ϕ : M −→ M′ tal que
ϕ|X = f .
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Note que /0 gera livremente o R–módulo trivial. Dado um conjunto não vazio X , podemos
considerar o conjunto M das R–combinações lineares finitas formais de elementos em X .
Definindo adição em M de modo natural, temos que M é R–módulo livremente gerado por X .
Definição 2.6. Seja R um anel associativo comutativo e com unidade. Sejam A,B dois R–
módulos e M o R–módulo livremente gerado pelo conjunto A×B. Em M, nós consideramos N,
o R–submódulo gerado por todas as expressões da forma
• α(a,b)− (αa,b), (αa,b)− (a,αb);
• (a,b1 +b2)− (a,b1)− (a,b2), (a1 +a2,b)− (a1,b)− (a2,b),
onde a,a1,a2 ∈ A, b,b1,b2 ∈ B e α ∈ R. O R–módulo quociente A⊗B := M/N é chamado o
produto tensorial de A e B. Para cada a ∈ A, b ∈ B identificando a⊗b = (a,b)+N, temos que
os elementos de A⊗B são da forma ∑
i, j
ai ⊗b j, pois os elementos a⊗b geram A⊗B e neste
R–módulo vale α(a⊗b) = (αa)⊗b = a⊗ (αb).
Definição 2.7. Sejam R um anel associativo comutativo com unidade e A,B,C três R–módulos.
Uma função f : A×B −→C é chamada bilinear se para todos a,a′ ∈ A,b,b′ ∈ B e α ∈ R vale
f (αa+a′,b) = α f (a,b)+ f (a′,b) e f (a,αb+b′) = α f (a,b)+ f (a,b′).
Lema 2.8. Sejam R,A,B,C como na definição anterior. Então, para toda função bilinear
f : A × B −→ C existe um único homomorfismo de R–módulos f ∗ : A ⊗ B −→ C tal que
f ∗ϕ = f onde ϕ : A×B −→ A⊗B é a função que leva (a,b) em a⊗b.
Demonstração. Nas condições acima, sejam M e N como na Definição 2.6. Então, existe um
único homomorfismo ψ : M −→C que estende a função f . A saber, ψ leva ∑αab(a,b) em
∑αab f (a,b). Desde f é bilinear, temos que N ⊆ Ker(ψ) e então
ψ : M/N = A⊗B −→C
∑αab(a,b)+N 7−→ ∑αab f (a,b)
é um homomorfismo bem definido de R–módulos. Então note que para cada (a,b) ∈ A×B vale
que f (a,b) = ψ(a⊗b) = ψ(ϕ(a,b)) = (ψϕ)(a,b). O resultado segue tomando ψ = f ∗.
Definição 2.9. Seja R um anel associativo comutativo e unitário. Um anel (L,+, ·) que é ao
mesmo tempo um R–módulo à esquerda é chamado uma R–álgebra, ou uma álgebra sobre R,
se para todos α ∈ R e l1, l2 ∈ L vale α(l1l2) = (αl1)l2 = l1(αl2).
Se (L,+, ·) é anel associativo, dizemos que a R–álgebra L é associativa e caso (L,+, ·) seja
anel de Lie, dizemos que a álgebra é uma R–álgebra de Lie.
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Exemplo 2.10. Para cada anel associativo comutativo e com unidade R e inteiro positivo n, o
anel associativo Mn×n(R) é uma álgebra associativa e unitária sobre o anel R com multiplicação
escalar usual. Ainda, o anel no Exemplo 2.2 é uma álgebra de Lie sobre o corpo dos números
reais com multiplicação escalar usual.
Na Teoria de Álgebras de Lie é bastante comum o uso de colchetes para denotar a operação
de multiplicação. A partir de então, adotamos esta convenção. O seguinte exemplo fornece
uma vasta classe de álgebras de Lie.
Exemplo 2.11. Sejam R um anel associativo comutativo e com unidade e A uma R–álgebra
associativa. Defina [ , ] : A×A −→ A por [a,b] = ab−ba para todo a,b ∈ A. Então, para todos
a,b,c ∈ A vale
• [[a,b],c] = [ab−ba,c] = abc−bac− cab+ cba;
• [[b,c],a] = [bc− cb,a] = bca− cba−abc+acb;
• [[c,a],b] = [ca−ac,b] = cab−acb−bca+bac.
Por isso segue que
[[a,b],c]+ [[b,c],a]+ [[c,a],b] = (abc−bac− cab+ cba)+(bca− cba−abc+acb)
+ (cab−acb−bca+bac) = 0.
Como [a,a] = 0 para todo a ∈ A e as demais propriedades da definição de R–álgebra de
Lie seguem do fato que (A,+, ·) é uma R–álgebra associativa, temos que (A,+, [ , ]) é uma
R–álgebra de Lie, chamada a álgebra de Lie associada à álgebra associativa (A,+, ·).
Definição 2.12. Sejam R um anel associativo comutativo e unitário e L1,L2 duas R–álgebras.
Uma aplicação ϕ : L1 −→ L2 é chamada um homomorfismo de R–álgebras se
(i) ϕ é homomorfismo de R–módulos;
(ii) Para todos l,m ∈ L1 vale (lm)ϕ = lϕmϕ .
Definição 2.13. Sejam R um anel associativo comutativo e com unidade e L uma R–álgebra.
Para cada U,V ⊆ L, defina
UV = +⟨uv;u ∈U,v ∈V ⟩.
Assim, um R–submódulo U de L é chamado uma R–subálgebra de L se UU ⊆U . Ainda, U é
chamado um ideal de L se UL+LU ⊆U . No caso particular em que L é uma R–álgebra de Lie,
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a anticomutatividade de L mostra que [U,L] = [L,U ] e por isso U é ideal de L se, e somente
se, [U,L]⊆ L. Mais do que isto, se U e V são ideais de L, segue da identidade de Jacobi que
[U,V ] é ideal de L.
A prova do seguinte resultado pode ser encontrada em [12, pág. 324, Teorema 8.13]
Lema 2.14. Sejam R um anel associativo comutativo unitário e L uma R–álgebra de Lie. Seja
R∗ um anel associativo comutativo unitário contendo R e tal que 1R = 1R∗ . Nestas condições,
R∗ pode ser observado como R–módulo e então podemos considerar L∗ = L⊗R R∗. Defina
(a) [ , ] : L∗×L∗ −→ L∗,
[
∑ li ⊗αi,∑z j ⊗β j
]
= ∑[li,z j]⊗ (αiβ j);




= ∑ li ⊗ααi.
Assim, valem as seguintes:
(i) L∗ com a multiplicação escalar e colchete acima definidos é uma R∗–álgebra de Lie;







i ⊗αi é um automorfismo de L
∗;
(iii) Se R∗ é um R–módulo livre, para todos U e V submódulos de L, U ⊗R∗ é R∗–submódulo
de L∗, [U,V ]⊗R∗ = [U ⊗R∗,V ⊗R∗] e se I é ideal de L, então I ⊗R∗ é ideal de L∗;
(iv) Dado um automorfismo ϕ de L, seja ϕ∗ como definido no item (ii). Então, para todo
R–submódulo U de L contendo todos os elementos invariantes por ϕ , U ⊗R∗ contém
todos os elementos de L∗ invariantes por ϕ∗.
Dado um subconjunto X de uma R–álgebra de Lie L, podemos falar sobre o R–submódulo
gerado por X , da R–subálgebra ⟨X⟩ de L gerada por X e do ideal id(X) de L gerado por X , este
último sendo o menor ideal de L contendo X .
Lema 2.15. Seja /0 ̸= X um subconjunto da R–álgebra de Lie L. Então
(i) ⟨X⟩= +⟨[l1, . . . , ln]; n > 0, l1, . . . , ln ∈ X⟩;
(ii) Assuma L = ⟨Y ⟩. Então,
id(X) = +⟨[l, l1, . . . , ln]; l ∈ X , n > 0, l1, . . . , ln ∈ Y ⟩.
Demonstração. Façamos a prova de (i), a prova do item (ii) é análoga. Permita-nos definir
T = +⟨[l1, . . . , ln]; n > 0, l1, . . . , ln ∈ X⟩. Por definição, ⟨X⟩= ∩S onde X ⊆ S e S é subálgebra
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de L. Se S é uma subálgebra de L contendo X , então, para todos l1, . . . , ln ∈ X vale que
[l1, . . . , ln] ∈ S, logo T ⊆ S. Por outro lado, pela identidade de Jacobi, vale que
[x, [y,z]] =−[y,z,x] = [x,y,z]+ [z,x,y].
Vemos, portanto, que para todos n,m > 1 e elementos l1, . . . , ln,y1, . . . ,ym ∈ X , o comutador
[[l1, . . . , ln], [y1, . . . ,ym]] pode ser escrito como combinação linear de comutadores simples de
peso m+n com entradas em X . Então, T é uma subálgebra de L. Dado que X ⊆ T , temos que
⟨X⟩ ⊆ T . Portanto, T é a menor subálgebra de L contendo X .
Definição 2.16. Seja L uma álgebra de Lie sobre R. Defina γ1(L) = L e para todo n > 1 defina
indutivamente γn(L) = [γn−1(L),L].
Note que por indução sobre n, é possível ver que L = γ1(L)⊇ γ2(L)⊇ ·· · ⊇ γn(L)⊇ ·· · é
uma série de ideais da R–álgebra de Lie L, chamada a série central inferior de L.
Teorema 2.17. Sejam R um anel associativo comutativo e unitário e L uma álgebra de Lie
sobre R. Então valem as seguintes:
(i) [γn(L),γm(L)]⊆ γn+m(L) para todos n,m > 0;
(ii) γn(L) contém todos os comutadores de peso maior ou igual a n;
(iii) γn(L) é gerado pelos comutadores simples de peso n.
Demonstração. Note que se U,V,W ⊆ L, então [[U,V ],W ] ⊆ [[V,W ],U ]+ [[W,U,V ]], o que
decorre imediatamente de identidade de Jacobi. Provamos o item (i) por indução em m, com
caso óbvio se m = 1. Se m > 1 e o resultado vale para m−1, temos que
[γn(L),γm(L)] = [γn(L), [γm−1(L),L]] = [[γm−1(L),L],γn(L)]
⊆ [[L,γn(L)],γm−1(L)]+ [[γn(L),γm−1(L)],L]⊆ γn+m(L).
O item (i) está, portanto, verificado. O item (ii) decorre imediatamente do item (i), utilizando
raciocínio igual à prova do item (ii) do Teorema 1.20. Finalmente, o item (iii) decorre de uma
indução em n.
Definição 2.18. Seja L uma álgebra de Lie sobre R. L é chamada nilpotente se existe inteiro
não negativo n tal que γn+1(L) = 0. Neste caso, o menor número n tal que γn+1(L) = 0 é
chamado a classe de nilpotência de L. O seguinte resultado é uma consequência imediata do
Teorema 2.17.
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Teorema 2.19. Seja L uma R–álgebra de Lie. São equivalentes:
(i) γc+1(L) = 0;
(ii) L possui uma série de ideais L = L1 ⊇ L2 ⊇ ·· · ⊇ Lc ⊇ Lc+1 = 0 tal que [Li,L]⊆ Li+1
para todo i = 1, . . . ,c;
(iii) Para todos l1, . . . , lc+1 ∈ L vale [l1, . . . , lc+1] = 0.
Se L é uma R–álgebra de Lie, para todo ideal I de L o R–módulo quociente L/I se torna
uma álgebra de Lie com o colchete definido por [x+ I,y+ I] = [x,y]+ I, para todos x,y ∈ L.
Teorema 2.20. Seja L uma R–álgebra de Lie. Então para todo ideal I de L valem:
(i) L/I é nilpotente de classe no máximo c se, e somente se, γc+1(L)⊆ I;
(ii) L/I é nilpotente de classe no máximo c se L é nilpotente de classe no máximo c.
Demonstração. As duas afirmações decorrem imediatamente do fato, por exemplo obtido por
indução em n, que γn(L/I) = (γn(L)+ I)/I.
2.2 Np–séries e o anel de Lie associado
Durante toda esta seção, p denota um primo fixado.
Definição 2.21. Uma filtração de um grupo G é uma cadeia de subgrupos G = K1 ≥ K2 ≥
·· · ≥ Ki ≥ ·· · tal que para todos i, j > 1 vale que [Ki,K j]≤ Ki+ j. Assim, uma Np–série de G é
definida como sendo uma filtração G = K1 ≥ K2 ≥ ·· · ≥ Ki ≥ ·· · tal que para todo i > 1 vale
K pi ≤ Kpi.
Seja, então, G um grupo e seja G = K1 ≥ K2 ≥ ·· · ≥ Ki ≥ ·· · uma Np–série de G. Por
definição de Np–série, para cada i > 1 vale que o grupo Ki/Ki+1 é um p–grupo abeliano
elementar e, portanto, pelo Teorema 1.26, pode ser observado como espaço vetorial sobre o




Definimos um colchete de Lie [ , ] em L(G) do seguinte modo: Sendo i, j > 1, para cada
gKi+1 ∈ Ki/Ki+1 e hK j+1 ∈ K j/K j+1 defina
[gKi+1,hK j+1] := [g,h]Ki+ j+1 ∈ Ki+ j/Ki+ j+1.
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Se gKi+1 = g′Ki+1 e hK j+1 = h′K j+1 existem di ∈ Ki+1 e d j ∈ K j+1 tais que g = g′di e h = h′d j.
Disto, segue-se que
[gKi+1,hK j+1] = [g,h]Ki+ j+1 = [g′di,h′d j]Ki+ j+1 = [g′,h′d j]di[di,h′d j]Ki+ j+1.
Por um lado temos que
[di,h′d j] ∈ [Ki+1,K j]≤ Ki+ j+1.
Por outro lado, [g′,d j] ∈ [Ki,K j+1]≤ Ki+ j+1, [g′,h′,d j] ∈ [Ki,K j,K j+1]≤ Ki+ j+1 e
[g′,h′d j,di] ∈ [Ki,K j,Ki]≤ Ki+ j+1. Portanto, vemos que
[g′,h′d j]diKi+ j+1 = [g′,h′d j][g′,h′d j,di]Ki+ j+1
= [g′,d j][g′,h′][g′,h′,d j][g′,h′d j,di]Ki+ j+1
= [g′,h′]Ki+ j+1.
Segue-se que
[gKi+1,hK j+1] = [g′,h′d j]di[di,h′d j]Ki+ j+1 = [g′,h′]Ki+ j+1 = [g′Ki+1,h′K j+1].
Estas considerações verificam que o colchete [ , ] não depende da escolha de representantes.
Estendendo-o por linearidade em L(G), vamos mostrar que (L(G),+, [ , ]) é uma álgebra de Lie
sobre Fp. Por definição de L(G), já sabemos que L(G) é um espaço vetorial sobre Fp. Vamos
mostrar aqui que o colchete acima definido satisfaz a identidade de Jacobi. As propriedades de
bilinearidade e anticomutatividade podem ser verificadas manualmente mas suas provas serão
omitidas.

















[x,y,z][y,z,x][z,x,y]Ki+ j+s+1 = 0.
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Isso é, em L(G) vale
[xKi+1, yK j+1, zKs+1]+ [yK j+1, zKs+1, xKi+1]+ [zKs+1, xKi+1, yK j+1] = 0.
Desde que [ , ] foi estendido por linearidade em L(G), temos que [ , ] satisfaz a identidade de
Jacobi em L. Pelas nossas considerações iniciais (L(G),+, [ , ]) é uma álgebra de Lie sobre o
corpo Fp.
As considerações anteriores mostram como a partir de um grupo G podemos construir uma
álgebra de Lie sobre o corpo Fp. O anel L(G) construído a partir de uma Np–série de G é
chamado o anel de Lie de G associado à Np–série de G.
Definição 2.22. Sejam R um anel associativo, comutativo e com unidade e L uma R–álgebra
de Lie. Para cada l ∈ L, definimos adl : L −→ L por adl(z) = [z, l] para todos l ∈ L. Assim, um
elemento l ∈ L é chamado ad–nilpotente se existe n> 1 tal que adnl = 0. Isto é, se [z, l, . . . , l︸ ︷︷ ︸
n
] = 0
para todo z ∈ L.
O seguinte resultado é provado em [20, pág. 131, Corolário 6.8] por M.P. Lazard.
Teorema 2.23. Seja G um grupo e G = K1 ≥ ·· · ≥ Kn ≥ ·· · uma Np–série de G. Dado
x ∈ Ki \Ki+1, seja x∗ = xKi+1. Então, adpx∗ = ad(xp)∗ . Em particular, se x tem ordem finita,
então x∗ é ad–nilpotente.
No que segue, iremos construir uma Np–série para qualquer grupo G, chamada a série de
Jennings–Lazard–Zassenhaus de G. Esta série será utilizada nos próximos capítulos e nas
provas de alguns dos principais resultados deste trabalho.
Sejam G um grupo e m um inteiro positivo. Definimos Gm = ⟨gm; g ∈ G⟩. Note que Gm é
subgrupo característico de G e para todo NG vale (G/N)m = GmN/N. Finalmente notamos
que para todos inteiros positivos n,m vale Gmn ≤ (Gm)n.
Lembramos que nesta seção estamos assumindo que p é um primo fixado.






Note que para cada grupo G vale D1(G) = G e D2(G) = Gp[G,G]. Em particular, se G é
p–grupo finito, então D2(G) = Φ(G) onde Φ(G) denota o subgrupo de Frattini de G. Note
ainda que para cada n ≥ 1, Dn(G) é um subgrupo característico de G, logo, G = D1(G) ≥
D2(G)≥ ·· · ≥ Dn(G)≥ ·· · é uma cadeia de subgrupos característicos de G, chamada a série
de Jennings–Lazard–Zassenhaus de G associada ao primo fixado p.
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Lema 2.25. Seja G um grupo e N G. Então Dm(G/N) = Dm(G)N/N para todo inteiro
positivo m.
Demonstração. Pelo Teorema 1.20, para todo inteiro positivo j vale
γ j(G/N) = ⟨[g1N, . . . ,g jN]; g1, . . . ,g j ∈ G⟩= ⟨[g1, . . . ,g j]N; g1, . . . ,g j ∈ G⟩= γ j(G)N/N.
Analogamente, verifica-se que para todo inteiro positivo i vale γ j(G/N)i = γ j(G)iN/N. O
resultado segue da definição de Dm(G/N).
Para cada inteiro positivo n, seja n∗ o menor inteiro positivo k tal que kp > n. Nossa
intenção é provar o seguinte resultado.
Teorema 2.26. Se G é um grupo arbitrário, então a série de Jennings–Lazard–Zassenhaus de
G associada ao primo p é uma Np–série de G. Mais do que isto, valem as seguintes:
(i) Dn(G) = [Dn−1(G),G]Dn∗(G)p, ∀n > 2 ;
(ii) Se G possui um Np–série G = K1 ≥ K2 ≥ ·· · ≥ Ki ≥ ·· · , então para cada n > 1 vale
Dn(G)≤ Kn.
Para a prova deste teorema precisamos de alguns resultados iniciais, os quais serão
provados a seguir. A prova do próximo resultado, contudo, pode ser encontrada em [11,
cap. III, pág. 317].
Teorema 2.27 (Identidade de Hall–Petrescu). Seja G um grupo e x,y ∈ G. Para cada n > 2,
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, para todo n > 1;
































2 . . .cpn onde, para cada j = 2, . . . , p
n, c j ∈ γ j(⟨x,y⟩). Seja
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j = 2, . . . , pn fixado e permita-nos escrever vp(l) para denotar o expoente da maior potência de
p dividindo o inteiro positivo l. Note que para todos os inteiros positivos a,b vale vp(ab) =





































































2 . . .cpn ≡ (xy)
pn(modN).













































. Então, NG e obtemos o resultado mostrando
que [xp
k
,y] ∈ N para todos x ∈ γ j(G) e y ∈ γi(G). Sejam, portanto, x ∈ γ j(G) e y ∈ γi(G)
elementos fixados. Se k = 0 o resultado vale pelo Teorema 1.20, por isso supomos k > 1.
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Sabemos que γ2(H) = ⟨[z1, . . . ,zs]; s > 2,z1, . . . ,zs ∈ {x, [x,y]}⟩. Assim, como x ∈ γ j(G)





Ainda, dado que H = ⟨x, [x,y]⟩ ≤ γ j(G) e γ2(H)≤ γi+2 j(G), temos por indução em r que para





≤ N. Nossas considerações iniciais estabelecem o
resultado.















Demonstração. Provamos o resultado por indução em n > 2.
Note que γ2(⟨x,R⟩) = [R,⟨x,R⟩]. De fato, se x1,x2 ∈ ⟨x⟩ e r1,r2 ∈ R, temos que [x1r1,x2r2]
= [x1,x2r2]r1[r1,x2r2] = [x1,r2]r1[r1,x2r2]. Desde que RG, temos que R ⟨x,R⟩ = ⟨x⟩R.
Segue-se que [R,⟨x,R⟩] ⟨x,R⟩ e [x1,r2]r1[r1,x2r2] ∈ [R,⟨x,R⟩]. Logo, γ2(⟨x,R⟩)≤ [R,⟨x,R⟩].
Ora, x ∈ γi(G) e R ≤ γi(G) e portanto
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Finalmente, suponha n > 2 e que o resultado vale para todo s 6 n−1.







































Vemos pois que o resultado vale também para n. O resultado está provado.






Demonstração. Pelo Lema 2.29 podemos supor k > 0. Sejam x ∈ γi(G) e y ∈ γ j(G) e considere
H = ⟨x, [x,yp
h

































. Pelo Lema 2.29, temos que [x,yp
h
] ∈ H1 e por isso temos que
H = ⟨x, [x,yp
h
]⟩ ≤ ⟨x,H1⟩. (2.2)
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Por outro lado, como [x,yp
h


















Sejam m ∈ {0, . . . ,k} e r ∈ {0, . . . ,h}. Então, m+h− r > k se, e somente se, m+ h− k > r,
isso é, se e somente se m+h− k+1 > r. Por outro lado, se m+h− r > k, temos por definição
de Dt(G), t > 1, que γipm+ jpr(G)p
h−r


















pm ≤ Dipk+ jph(G)γipm+ jps(G)
pk−m 6 Dipk+ jph(G) (2.6)











pm ≤ Dipk+ jph(G). (2.7)
Vemos pois que xp
k
Dipk+ jph(G) comuta com y
phDipk+ jph(G) em G/Dipk+ jph(G). Isto é, cada
elemento de γi(G)p
k







O resultado está, portanto, demonstrado.
A prova do seguinte resultado pode ser encontrada em [25, pág. 159, Teorema 6.1.1] e [25,
pág. 164, Teorema 6.1.8].
Lema 2.32 (Lema de Schreier). Seja G um grupo finitamente gerado e H um subgrupo de G
de índice finito. Então H é finitamente gerado.
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Para expormos a prova do Teorema 2.26, necessitamos ainda um resultado sobre grupos
nilpotentes.
Teorema 2.33. Seja G um grupo finitamente gerado e suponha que gs = 1 para todo g ∈ G. Se
G é nilpotente, então G é finito.
Demonstração. Argumentamos por indução na classe de nilpotência de G. Se cl(G) = 1 nada
temos que fazer. Suponha que cl(G) > 2 e G = ⟨g1, . . . ,gm⟩. Então, dado que G/γ2(G) é
abeliano, todo elemento em G/γ2(G) é da forma g
r1
1 . . .g
rm
m γ2(G) onde 0 6 r1, . . . ,rm 6 s. Isto
mostra que |G/γ2(G)| 6 sm. Em particular, pelo Lema 2.32, temos que γ2(G) é finitamente
gerado. Por indução, temos que γ2(G) é finito e então G é finito.
Estamos, pois, em condições de verificar que a série de Jennings–Lazard–Zassenhaus de
um grupo G é, de fato, uma Np–série.
Demonstração do Teorema 2.26. Seja G um grupo e Di(G) o i–ésimo termo da série de
Jennings–Lazard–Zassenhaus de G associada ao primo p. Vamos verificar que dados n,m > 1
vale
[Dn(G),Dm(G)]≤ Dn+m(G), Dn(G)p ≤ Dpn(G) (2.8)


























Isto mostra a primeira relação em (2.8).
Para provar a segunda relação em (2.8), vamos reduzir a prova ao caso em que G é um
p–grupo finito. Inicialmente, dados x ∈ Dn(G) e y ∈ Dm(G), podemos tomar um subgrupo H
de G finitamente gerado e tal que x ∈ Dn(H) e y ∈ Dm(H). Logo, podemos assumir que G é
finitamente gerado. Se o resultado vale para p–grupos finitos, considere G/Dpn(G). Note que
para cada g ∈ G vale que gp
k
∈ Dpn(G) para algum inteiro fixo k. Logo, todo elemento em
G/Dpn(G) tem ordem dividindo pk. Ainda, G/Dpn(G) é finitamente gerado e nilpotente pois
γpn(G) ≤ Dpn(G). Pelo Teorema 2.33, vemos que G/Dpn(G) é um p–grupo finito. Como o
resultado vale para p–grupos finitos, vemos pelo Lema 2.25 que
(Dn(G/Dpn(G))p = (Dn(G)/Dpn(G))p = Dn(G)pDpn(G)/Dpn(G)≤ Dpn(G)/Dpn(G),
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isto é, Dn(G)p ≤ Dpn(G).
Finalmente, assumindo que G é um p–grupo finito, temos que γp(Dn(G)/Dpn(G)) = 1 o





≤ Dpn(G). Isto é, Dn(G)/Dpn(G) é gerado por elementos de ordem p. Isto
mostra que (Dn(G)/Dpn(G))p = 1 e Dn(G)p ≤ Dpn(G). Portanto, concluímos que a série de
Jennings–Lazard–Zassenhaus de um grupo G é uma Np–série de G. Resta-nos demonstrar os
itens (i) e (ii) do Teorema 2.26.
Seja G um grupo e Di(G) o i–ésimo termo da série de Jennings–Lazard–Zassenhaus de G
associada ao primo p. Dado n> 2, desde que a série G=D1(G)≥ ·· · ≥Di(G)≥ ·· · é uma Np–
série de G, temos que [Dn−1(G),G]Dn∗(G)p ≤ Dn(G). Suponha que ipk > n. Se k = 0, i > n e
temos que γi(G)p
k
= γi(G)≤ γn(G) = [γn−1(G),G]≤ [Dn−1(G),G]. Ainda, se k > 0, temos que





p ≤ Dn∗(G)p. Em qualquer caso
vemos que γi(G)p
k
≤ [Dn−1(G),G]Dn∗(G)p. Portanto, Dn(G)≤ [Dn−1(G),G]Dn∗(G)p e o item
(i) está verificado. Finalmente, suponha que G = K1 ≥ ·· · ≥ Ki ≥ ·· · é qualquer Np–série de G.
Se n > 2 e Dn−1(G)≤ Kn−1, temos que Dn(G) = [Dn−1(G),G]Dn∗(G)p ≤ [Kn−1,G]K pn∗ ≤ Kn.
O item (ii), portanto, segue por indução em n.
Seja G um grupo arbitrário. Pelo Teorema 2.26, a série de Jennings–Lazard–Zassenhaus
de G associada ao primo p é uma Np–série de G. Pelas considerações iniciais desta seção,
sabemos que L(G) =
⊕
n>1
Dn(G)/Dn+1(G) possui uma estrutura de Fp–álgebra de Lie. Nosso
interesse particular com a álgebra L(G) é mais específico na subálgebra de L(G) gerada por
D1(G)/D2(G). Tal subálgebra será denotada por Lp(G) e será utilizada na demonstração de
alguns dos principais resultados deste trabalho.
2.3 Identidades polinomiais
Nesta seção temos como objetivo principal a expor as noções essenciais da teoria de álgebras
satisfazendo identidades polinomiais.
Seja X um conjunto não vazio. Definimos um monômio não associativo de grau 1 em X
como sendo um elemento de X . Supondo definidos os monômios não associativos de grau k
em X para todo k = 1, . . . ,n−1, n > 1, definimos os monômios não associativos de grau n em
X como sendo uma expressão da forma (u)(v) onde u é monômio não associativo de grau i < n
e v é monômio não associativo de grau n− i em X . Indutivamente, definimos os monômios não
associativos de grau n para todo inteiro positivo n.
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Exemplo 2.34. Se X é um conjunto arbitrário, os monômios não associativos de graus 3
e 4, por exemplo são da forma (xy)z,x(yz) e ((xy)z)w,(x(yz))w,(xy)(zw),x((yz)w),x(y(zw)),
respectivamente, onde x,y,z,w ∈ X .
Dado X um conjunto não vazio, podemos considerar o conjunto Γ(X) dos monômios não
associativos sobre X munido com a operação de justa-posição. Se w ∈ Γ(X), escrevemos
w = w(x1, . . . ,xn) para descrever o fato que x1, . . . ,xn são os únicos elementos de X ocorrendo
em w.
Definição 2.35. Seja R um anel associativo comutativo e com unidade e C uma classe de R–
álgebras. Uma R–álgebra L da classe C é chamada livre nesta classe, livremente gerada (como
álgebra) por um conjunto X ⊆ L, se L = ⟨X⟩ e para toda R–álgebra L1 e função f : X −→ L1
existe um único homomorfismo ϕ : L −→ L1 tal que ϕ|X = f .
Teorema 2.36. Se R é um anel associativo comutativo e com unidade, para todo conjunto X,
existe uma R–álgebra livre na classe de todas as R–álgebras e livremente gerada por X.
Demonstração. Se X = /0, a R–álgebra trivial é livre na classe de todas as R–álgebras e é por
definição livremente gerada pelo X . Então suponha X ̸= /0 e seja R(X) o R–módulo livremente
gerado por Γ(X). Um elemento em R(X) é chamado um polinômio não associativo em X .
Assim, um elemento em R(X) é da forma ∑
u∈Γ(X)
αuu onde αu ̸= 0 somente para um número























É fácil ver que R(X) com as operações acima definidas se torna uma R–álgebra não associativa
gerada pelo conjunto X .
Seja, agora, L uma R–álgebra e f : X −→ L uma função. Para todo monômio não associativo
u de grau 1 em X defina uϕ = u f . Supondo n > 1 e que foram definidos vϕ ∈ L para todos
monômios não associativos v de grau menor que n, para todo monômio não associativo de grau
n, digamos u = (v)(w) onde v e w são de grau menor que n, podemos definir uϕ = (v)ϕ(w)ϕ .
Estendendo por linearidade a função ϕ definida em Γ(X) e tomando valores em L, obtemos um
homomorfismo de R(X) em L estendendo f . A unicidade é imediata e concluímos.
Sejam R um anel associativo comutativo e unitário e R(X) a R–álgebra livre não associativa
livremente gerada por X . Seja f ∈ R(X) um elemento arbitrário. Então, existem v1, . . . ,vm ∈
40 Álgebras de Lie
Γ(X) e α1, . . . ,αm ∈ R tais que f = α1v1 + · · ·+αmvm. Se x1, . . . ,xn são todas as variáveis
ocorrendo nos monômios v1, . . . ,vm, escrevemos f = f (x1, . . . ,xn). Ainda, para cada R–álgebra
L é bem definido o elemento f = f (l1, . . . , ln) ∈ L obtido trocando-se a variável xi por li ∈ L,
i = 1, . . . ,n.
Definição 2.37. Sejam R um anel associativo comutativo e unitário e L uma R–álgebra. Sejam
R(X) a R–álgebra livre não associativa livremente gerada por X e f (x1, . . . ,xn),g(x1, . . . ,xn) ∈
R(X). A fórmula
f (x1, . . . ,xn)≡ g(x1, . . . ,xn) (2.9)
é chamada uma identidade. A identidade (2.9) é satisfeita em L se para todos l1, . . . , ln ∈ L vale
f (l1, . . . , ln) = g(l1, . . . , ln).
Em nosso trabalho, identidades da forma f (x1, . . . ,xn)≡ 0 são de particular interesse, por
isto provamos a seguinte caracterização.
Lema 2.38. Sejam R um anel associativo comutativo e unitário e L uma R–álgebra arbitrária.
Então f (x1, . . . ,xn)≡ 0 é uma identidade satisfeita em L se, e somente se, f ϕ = 0 para todo
homomorfismo ϕ : R(X)−→ L.
Demonstração. Sejam R, L e f como no enunciado. Se f (x1, . . . ,xn) ≡ 0 é satifeita em L,
então para todo homomorfismo ϕ : R(X)−→ L vale f ϕ = ( f (x1, . . . ,xn))ϕ = f (xϕ1 , . . . ,x
ϕ
n ) = 0.
Reciprocamente, suponha que f é anulado por todos os homomorfismos de R–álgebras de R(X)
em L. Sejam l1, . . . , ln ∈ L escolhidos arbitrariamente e f : X −→ L a função que leva xi em
li, i = 1, . . . ,n e x em 0 para todos os demais x ∈ X . Então, f estende-se de modo único a um
homomorfismo ϕ de R(X) em L e vale que f (x1, . . . ,xn)ϕ = f (x
ϕ
1 , . . . ,x
ϕ
n ) = f (l1, . . . , ln) = 0.
Isso é, f (x1, . . . ,xn)≡ 0 é identidade satisfeita em L.
Como uma consequência imediata do Lema 2.38, temos o seguinte.
Lema 2.39. Sejam R um anel associativo comutativo e unitário e L uma R–álgebra arbitrária.
Então T (L) = { f ∈ R(X); f ≡ 0 é satifeita em L} é um ideal de R(X), chamado o ideal das
identidades polinomiais de L em R(X).
Definição 2.40. Seja C uma classe de R–álgebras. Dizemos que a identidade f (x1, . . . ,xn)≡ 0
é uma identidade não trivial na R–álgebra L de C se tal identidade é satisfeita em L mas existe
uma R–álgebra L′ na classe C que não satisfaz esta identidade. Neste caso, dizemos que L é
uma álgebra da classe C satisfazendo uma identidade polinomial.
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Exemplo 2.41. Seja C a classe das R–álgebras de Lie. O centro de uma R–álgebra de Lie
L é o conjunto Z(L) = {z ∈ L; [z, l] = 0 ∀ l ∈ L}. Note que Z(L) é um ideal de L; L é
chamada abeliana se Z(L) = L. Neste caso, f (x,y) = xy ≡ 0 é uma identidade não trivial
satisfeita em L. Ainda, se L é uma R–álgebra de Lie nilpotente, de classe c por exemplo, então
f (x1, . . . ,xc+1) = x1 . . .xc+1 ≡ 0 é uma identidade em L, vide Teorema 2.19.
A seguir damos um exemplo de cunho mais geral.
Exemplo 2.42. Seja C a classe de todas as F–álgebras, F um corpo. Seja L uma F–álgebra de
dimensão estritamente menor que n. Provamos a seguir que L satisfaz a seguinte identidade
não trivial
f = f (x1, . . . ,xn) = ∑
σ∈Sn
sign(σ)xσ(1) . . .xσ(n) ≡ 0. (2.10)
Seja σ um elemento arbitrário do grupo simétrico Sn. Pondo mσ (x1, . . . ,xn) = xσ(1) . . .xσ(n),
temos que para cada α ∈ Sn vale mσ (xα(1), . . . ,xα(n)) = xασ(1) . . .xασ(n) = mασ (x1, . . . ,xn).
Por exemplo se n = 4, σ = (12)(34) e α = (1234), então mσ (x1, . . . ,x4) = x2x1x4x3 e por
isso mσ (xα(1), . . . ,xα(4)) = mσ (x2,x3,x4,x1) = x3x2x1x4 = xασ(1) . . .xασ(4) = mασ (x1, . . . ,x4).
Segue-se que para todo α ∈ Sn vale
f (xα(1), . . . ,xα(n)) = ∑
σ∈Sn
sign(σ)mσ (xα(1), . . . ,xα(n))
= ∑
σ∈Sn
sign(α)sign(α)sign(σ)mασ (x1, . . . ,xn)
= sign(α) ∑
σ∈Sn
sign(α)sign(σ)mασ (x1, . . . ,xn)
= sign(α) ∑
σ∈Sn
sign(ασ)mασ (x1, . . . ,xn)
= sign(α) ∑
β∈Sn
sign(β )mβ (x1, . . . ,xn)
= sign(α) f (x1, . . . ,xn).
Portanto, se 1 6 i ̸= j 6 n, tomando α = (i j) ∈ Sn temos que
f (xα(1), . . . ,xα(n)) =− f (x1, . . . ,xn).
Da igualdade acima, se substituirmos as variáveis xi e x j pela mesma variável y, obtemos um
polinômio sendo igual ao seu oposto, isso é, obtemos o polinômio nulo.
Seja {e1, . . . ,ek} uma base de L. Por hipótese, temos que n > k. Como f é linear em cada
uma de suas entradas, temos que os valores que f assume em L são combinações lineares de
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valores da forma f (l1, . . . , ln) onde l1, . . . , ln ∈ {e1, . . . ,ek}. Contudo, escolhendo l1, . . . , ln ∈
{e1, . . . ,en}, algum ei é tomado pelo menos 2 vezes e, portanto, o resultado obtido é zero como
estabelece o último parágrafo. Portanto, f é identicamente nulo em L.
Finalmente, seja Mn×n(F) a F–álgebra associativa das matrizes n×n sobre F. Sendo Euv a
(u,v)–ésima matriz elementar, sabemos que EuvEst = Eut se v = s e EuvEst = 0 se v ̸= s. Por
isso, f (E11, . . . ,E(n−1)n) = E1n ̸= 0. Nossa afirmação está verificada.
Definição 2.43. Seja X um conjunto não vazio e Γ(X) o monoide dos monômios sobre X .
Dadas x1, . . . ,xn ∈ X , podemos considerar o subconjunto de Γ(X) que consiste dos monômios
com entradas exclusivamente em S = {x1, . . . ,xn} ⊆ X . Para cada monômio w com entradas
em S está associada uma n–upla α = (m1, . . . ,mn) onde, para cada i = 1, . . . ,n, mi é o número
de ocorrências de xi em w. O número mi é chamado o grau de w com relação à variável xi e α é
chamado o multigrau de w.
Definição 2.44. Seja X um conjunto não vazio e R(X) a R–álgebra livre não associativa
livremente gerada por X . Um polinômio f = f (x1, . . . ,xn) ∈ R(X) é chamado homogêneo com
relação à variável xi se f é uma combinação linear de monômios com mesmo grau com relação
à variável xi. Neste caso, o grau de um monômio de f com relação a xi é chamado o grau
de f com relação a xi. Ainda, f é chamado multi-homogêneo se f é combinação linear de
monômios cada um dos quais associados ao mesmo multigrau. Finalmente, f é dita multilinear
se f é multi-homogêneo e cada monômio de f tem multigrau (1,1, . . . ,1)︸ ︷︷ ︸
n
.
Por exemplo, o multigrau do monômio w = w(x1,x2,x3) = (x1x2)((x1x3)x2) é (2,2,1).
O polinômio f (x1,x2,x3) = (x2(x1x2))x3 + x2(x1(x3x2)) é multihomogêneo não linear e o
polinômio f (x1, . . . ,x4) = (x1x2)(x3x4)+((x1x3)x4)x2 é multilinear.
Se f (x1, . . . ,xn)≡ 0 é uma identidade satisfeita na R–álgebra L e o polinômio f é multilinear,
dizemos que a identidade é multilinear. Em vários sentidos, pode ser mais interessante trabalhar
com identidades multilineares. Logo, um importante resultado é que toda identidade tem
“consequências” multilineares. Isso é provado a seguir.
Teorema 2.45. Sejam R um anel associativo comutativo e unitário e L uma R–álgebra. Suponha
que a identidade f (x1, . . . ,xn) ≡ 0 seja satisfeita em L. Então, a partir de f podemos obter
uma identidade multilinear satisfeita em L.
Demonstração. Seja f (x1, . . . ,xn)≡ 0 uma identidade satisfeita na R–álgebra L. Escreva
f = f0 + f1 + · · ·+ ft , (2.11)
onde para cada i = 0, . . . , t, fi é polinômio homogêneo de grau i em x1. Se f0 ̸= 0, então o
número de variáveis ocorrendo em f0 é estritamente menor que n. Escolhendo-se l2, . . . , ln ∈ L,
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temos que f (0, l2, . . . , ln) = f0(l2, . . . , ln) = 0. Isso é, f0 ≡ 0 é satisfeita em L. Por indução no
número de variáveis, obtemos que f0 tem consequência multilinear. Podemos, então, supor que
f0 = 0. Se t = 1, f é linear em x1 e podemos considerar outras variáveis. Se t > 1, considere f
como sendo um polinômio em x1 e tome g(y,z,x2, . . . ,xn) = f (x+ y)− f (y)− f (z). Note que
o número total de ocorrências de y ou z em qualquer monômio de g é igual a t e o número de
ocorrências de y e z em qualquer destes é no máximo t − 1. Por definição de g, vemos que
g(a,b, l2, . . . , ln) = 0 para todos a,b, l2, . . . , ln ∈ L. Isso é g(y,z,x2, . . . ,xn)≡ 0 é satisfeita em
L. Repetidas aplicações deste processo reduz o número de variáveis ocorrendo um número
máximo de vezes. Logo, em um número finito de passos obtemos uma identidade multilinear
satisfeita em L.
Para encerrar este capítulo, tecemos mais um comentário. Sejam R um anel associativo
comutativo e unitário, X = {x1, . . . ,xn, . . .} um conjunto enumerável de variáveis e R(X) a
R–álgebra livre na classe de todas as R–álgebras, livremente gerada por X , definida no Teorema
2.36. Seja I o ideal de R(X) gerado pelo conjunto { f f , ( f g)h+(gh) f +(h f )g; f ,g,h ∈ R(X)}.
Então, a R–álgebra quociente R(X)/I é uma R–álgebra de Lie gerada por X (identificando x com
x+ I). Mais do que isto, se L é uma R–álgebra de Lie, seja f : X −→ L uma função arbitrária.
Existe um único homomorfismo ϕ : R(X) −→ L estendendo a função f . Por definição de I,
vemos que I está contido no núcleo de ϕ e, portanto, ϕ : R(X)/I −→ L definida por f + I 7→ f ϕ
é um homomorfismo bem definido de R–álgebras de Lie estendendo a função x+ I 7→ x f . Isto
mostra que R(X)/I é uma R–álgebra de Lie livre na classe de todas as R–álgebras de Lie,
livremente gerada por X . Notamos ainda que uma R–álgebra de Lie L satisfaz uma identidade
não trivial na classe de todas as R–álgebras de Lie se, e somente se, existe um elemento
f = f (x1, . . . ,xn) não trivial de R(X)/I tal que f (l1, . . . , ln) = 0 para todos l1, . . . , ln ∈ L.

Capítulo 3
Os resultados de Zelmanov e
Bahturin–Zaicev
Neste capítulo, iremos introduzir as noções e obter alguns resultados básicos sobre grupos
residualmente–C, onde C denota uma classe de grupos finitos fechada para subgrupos, imagens
epimórficas e produtos diretos finitos. Nossa atenção particular, inicialmente, será no caso em
que C for a classe dos p–grupos finitos. Neste caso um grupo residualmente–C será chamado
residualmente–p. Se G é um grupo arbitrário, pelo Teorema 2.26, sabemos que dado um primo




Di(G)/Di+1(G) admite uma estrutura de Fp–álgebra de Lie. Temos como objetivo
principal neste capítulo demonstrar um resultado, obtido em [37] por E.I. Zelmanov, onde é
mostrado que se G é um grupo de torção finitamente gerado e residualmente–p e a subálgebra
Lp(G) = ⟨D1(G)/D2(G)⟩ da álgebra de Jennings–Lazard–Zassenhaus de G associada ao primo
p satisfaz uma identidade polinomial não trivial, então G é finito. Após isto, para que possamos
utilizar tal resultado de E.I. Zelmanov no capítulo final deste trabalho, iremos demonstrar um
resultado obtido em [1] por Y.A. Bahturin e M.V. Zaicev, onde é provado que se L é uma
álgebra de Lie sobre um corpo F agida por um grupo finito solúvel G de modo que |G| não é
divisível pela característica de F e a subálgebra CL(G) dos pontos fixos satisfaz uma identidade
polinomial não trivial, então L também satisfaz uma identidade polinomial não trivial.
3.1 Propriedades residuais
Em toda esta seção, C denota uma classe de grupos finitos que é fechada para subgrupos,
imagens epimórficas e produtos diretos finitos. Um grupo G é chamado residualmente–C se para
todo elemento não trivial g em G existem Q = Qg em C e um homomorfismo ϕ = ϕg : G −→ Q
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tal que gϕ ̸= 1. Note que todo grupo G na classe C é claramente residualmente–C pois para
cada elemento não trivial g ∈ G basta-nos tomar Qg = G e ϕg = id(G), este último sendo o
automorfismo idêntico de G.
Se o grupo G está na classe C, permita-nos escrever G ∈ C. O seguinte teorema estabelece
uma condição necessária e suficiente para que um grupo G seja residualmente–C.
Teorema 3.1. Para um grupo arbitrário G, são equivalentes:
(i) G é residualmente–C;
(ii)
⋂
{NG;G/N ∈ C}= 1.
Demonstração. Suponha inicialmente que G é residualmente–C. Então, dado 1 ̸= g ∈ G,
existem um grupo Q = Qg na classe C e um homomorfismo ϕ = ϕg : G −→ Q tal que gϕ ̸= 1.
Desde que C é fechada para subgrupos e G/ker(ϕ) ∼= Im(ϕ), temos que ker(ϕ) ∈ {N 
G;G/N ∈ C}. Em outras palavras, ker(ϕ) é um subgrupo normal de G que não contém g
e cujo grupo quociente está em C. Pela arbitrariedade da escolha de 1 ̸= g ∈ G, temos que⋂
{NG;G/N ∈ C}= 1.
Reciprocamente, suponha que
⋂
{NG;G/N ∈ C}= 1. Então, para cada 1 ̸= g ∈ G existe
N = NgG tal que G/N ∈ C e g /∈ N. Tomando ϕ : G −→ G/N como sendo o homomorfismo
canônico, vemos que gϕ é não trivial em G/N. Por definição, temos que G é residualmente–
C.
O Teorema 3.1 mostra que na intenção de provar que um grupo G é residualmente–C, às
vezes, é conveniente trabalhar com a família de subgrupos normais definidas no seu enunciado.
Assim, para cada grupo G iremos denotar por τC(G) o conjunto {NG; G/N ∈ C}.
Ao definirmos uma nova classe de grupos, no nosso caso, a classe dos grupos residualmente–
C, denotada por rC, é natural desejar saber se esta classe é também fechada para subgrupos,
imagens epimórficas e produtos diretos finitos. Desejamos responder estes três questionamentos
no caso rC e trabalhamos neste sentido nos próximos parágrafos. O fechamento de rC para
subgrupos é estabelecido a seguir.
Lema 3.2. Se um grupo G é residualmente–C, então H também o é para todo H 6 G.
Demonstração. Sejam H um subgrupo arbitrário de G e N ∈ τC(G). Então, H∩NH e, como
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Novamente pelo Teorema 3.1, temos que H é residualmente–C.
Iremos, agora, definir a classe dos grupos livres.
Definição 3.3. Sejam F um grupo e X ⊆ F . F é dito ser livre de base X se para toda função
f : X −→ G, onde G é um grupo arbitrário, existe um único homomorfismo ϕ : F −→ G tal que
ϕ|X = f . Dizemos que F é livre se existe um subconjunto X de F tal que F é livre com base X .
Note que por definição o grupo trivial é livre com base X = /0 e que (Z,+) é livre com base
1 ∈ Z. A seguir mostramos como a partir de qualquer conjunto não vazio X é sempre possível
construir um grupo F tendo X como um conjunto de geradores livres.
Seja X um conjunto arbitrário e não vazio. Definimos X−1 como sendo o conjunto das
expressões formais x−1, x ∈ X e assim pomos X±1 := X ∪X−1. Por uma palavra em X de
comprimento n > 0 entendemos uma justaposição de n elementos em X±1. Se n = 0 obtemos a
palavra vazia, a qual denotamos por 1. Definimos igualdade de duas palavras em X do seguinte
modo: se u = xe11 . . .x
en
n e v = y
d1
1 . . .y
dm
m são duas palavras em X , n,m > 1, então u = v se e
somente se n = m, xi = yi e ei = di para todo i = 1, . . . ,n.
Se u = xe11 . . .x
en
n é uma palavra em X , definimos uma subpalavra de X como sendo a palavra
vazia ou uma palavra da forma u = xerr . . .x
es
s onde 1 6 r 6 s 6 n. Ainda, definimos o inverso
de u como sendo u−1 = x−enn . . .x
−e1
1 . Note então que (u
−1)−1 = u.
Seja u uma palavra em X . Uma operação elementar é ou uma inserção ou um cancelamento
em u de uma subpalavra da forma xx−1 onde x ∈ X . Por exemplo, se u = xyy−1z, x,y,z ∈ X ,
então uma operação elementar é a troca de u por w = aa−1xyy−1z onde a ∈ X . Outra operação
elementar é o cancelamento da subpalavra yy−1 de u, obtendo-se portanto w = xz. Se w é
qualquer palavra em X , escrevemos w −→ w′ para denotar que a palavra w′ pode ser obtida de
w por uma redução elementar.
Se u e v são duas palavras em X , dizemos que u e w são equivalentes, o que denotamos por
u ∼ v, se existem palavras u = v1, . . . ,vn = v tais que u = v1 −→ ·· · −→ vn = v. Claramente, ∼
é relação de equivalência em W (X), onde W (X) é o conjunto das palavras em X , e denotamos
por [u] a classe de equivalência da palavra u em X .
Lembramos que um semigrupo é qualquer conjunto munido de uma operação associativa e
um monóide é um semigrupo com unidade. Se M1,M2 são quaisquer monóides e f : M1 −→
M2 é uma função, f é dita ser homomorfismo de monóides se para todos g1,g2 ∈ M1 vale






M1 = 1M2 .
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A prova do seguinte resultado pode ser encontrada em [27, pág. 300, Lema 5.70].
Lema 3.4. Seja X um conjunto não vazio e W (X) o conjunto das palavras em X. Então,
W (X) é um monóide com a operação de concatenação. Se u,u′,v,v′ ∈W (X) e u ∼ u′ e v ∼ v′,
então uv ∼ u′v′. Ainda, se G é um grupo arbitrário e f : X −→ G é uma função, então a
função ψ : W (X) −→ G definida por ψ(1W (X)) = 1G e ψ : (x
e1
1 . . .x
en
n ) 7→ f (x1)e1 . . . f (xn)en
é um homomorfismo de monóides tal que se u,u′ são duas palavras em X e u ∼ u′, então
ψ(u) = ψ(u′).
Uma palavra u em X é dita ser reduzida se u não possui uma subpalavra da forma xx−1
onde x ∈ X±1. Note que 1 é uma palavra reduzida. A prova do seguinte resultado pode ser
encontrada em [27, pág. 301, Prop. 5.71].
Lema 3.5. Seja X um conjunto não vazio e W (X) o conjunto das palavras em X. Então, todo
elemento em W (X) é equivalente a uma única palavra reduzida.
Teorema 3.6. Seja X um conjunto não vazio e F = {[u];u ∈W (X)}. Então, F é um grupo com
a operação [u][v] = [uv] e F é livre com base X.
Demonstração. Pelo Lema 3.4, temos que [·] é uma operação bem definida em F . Clara-
mente [1] é elemento neutro para [·] e para todo [u] ∈ F , [u][u−1] = [u−1][u] = [1]. Ainda, se
[u], [v], [w] ∈ F , temos que ([u][v])[w] = [uv][w] = [(uv)w] = [u(vw)] = [u]([v][w]). Portanto,
F é um grupo. Ainda, se w = xe11 . . .x
en
n é uma palavra em X , então [w] = [x1]
e1 . . . [xn]en o
que mostra que F é gerado por X , onde identificamos X com o conjunto {[x];x ∈ X}. No-
tamos que pelo Lema 3.5, para todo [u] ∈ F , existe uma única palavra reduzida w tal que
[u] = [w]. Se f : X −→ G é uma função arbitrária, onde G é um grupo, defina ϕ : F −→ G por
[x1]e1 . . . [xn]en 7→ f (x1)e1 . . . f (xn)en , onde w = xe11 . . .x
en
n é palavra reduzida em X . Pelo Lema
3.5, ϕ é bem definida, estende f e se w é uma palavra reduzida em X , ϕ([w]) = ψ(w), onde ψ
é a função definida no Lema 3.4. Sejam u,v,w palavras reduzidas em X e suponha que uv ∼ w.
Por um lado, desde que w é reduzida temos que ϕ([u][v]) = ϕ([uv]) = ϕ([w]) = ψ(w). Por
outro lado, desde que u e v são reduzidas, temos que ϕ([u])ϕ([v]) = ψ(u)ψ(v) = ψ(uv). Pelo
Lema 3.4 obtemos que ϕ([u])ϕ([v]) = ψ(uv) = ψ(w) = ϕ([u][v]). Isto mostra que ϕ é um
homomorfismo e o resultado está verificado.
Seja X um conjunto não vazio e F o grupo livre com base X construído no Teorema 3.6.
Vimos que todo elemento de F é a classe de uma palavra reduzida em X . Assim, podemos
observar os elementos de F como palavras reduzidas em X e, fazendo isto, a operação de F é a
concatenação seguida de redução.
Sejam X1 e X2 dois conjuntos e f : X1 −→X2 uma bijeção. Sejam F1 e F2 os grupos com base
X1 e X2, respectivamente, construídos na prova do Teorema 3.6. Nós podemos observar f tendo
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F2 como contra-domínio e então existe um único homomorfismo ϕ1 : F1 −→ F2 estendendo
f . Analogamente, existe um único homomorfismo ϕ2 : F2 −→ F1 estendendo f−1. É fácil ver
que ϕ2 = (ϕ1)−1 e portanto F1 e F2 são isomorfos. Então, se X1 = X = X2, temos que todos os
grupos livres com base X são mutuamente isomorfos. Em particular, todo grupo livre com base
X é gerado por X .
No que segue, provamos que todo grupo livre é residualmente–p para qualquer primo p.
Pelo Teorema 3.6, obtemos portanto uma vasta classe de grupos residualmente–p.
Teorema 3.7. Sejam F um grupo livre e p um número primo. Então F é residualmente–p.
Demonstração. Suponha que F é livre com base /0 ̸= X ⊆ F . Então, todo elemento de F é
uma palavra reduzida em X . Assim, se 1 ̸= w ∈ F , existem inteiros r,q, i1, . . . , ir,m1, . . . ,mr
e xi1, . . . ,xir ∈ X de modo que 1 6 q 6 r, {i1, . . . , ir} = {1, . . . ,q} e xiu ̸= xiu+1 para todos
u = 1, . . . ,r−1 e w = xm1i1 . . .x
mr
ir .
Escolha n um inteiro positivo suficientemente grande de modo que pn - m1 . . .mr e seja R o
anel das matrizes (r+1)× (r+1) sobre Zpn . Considere G como sendo o conjunto das matrizes
superiores de R cujos elementos na diagonal principal são iguais a 1. Então, como tais matrizes
têm determinante 1, G é grupo com a multiplicação de R. Mais do que isto, |G|= p
nr(r+1)
2 e G é
um p–grupo finito.
Pela arbitrariedade da escolha de 1 ̸= w ∈ F , o resultado estará verificado se encontrarmos
um homomorfismo ϕ = ϕw : F −→ G tal que wϕ ̸= 1.
Para cada 1 6 u,v 6 r+1, seja Euv = [ai j] a matriz de R dada por ai j = 0 se (i, j) ̸= (u,v)
e ai j = 1 se (i, j) = (u,v). Então sabemos que dados 1 6 u,v,s, t 6 r+1 vale que EuvEst = Eut
se v = s e EuvEst = 0 se v ̸= s.
Seja 1 6 j 6 q fixado. Se iu = iv = j, temos que u ̸= v+1 e v ̸= u+1. Assim, temos que
(1+Eu(u+1))(1+Ev(v+1)) = 1+Eu(u+1)+Ev(v+1) = (1+Ev(v+1))(1+Eu(u+1)). Portanto, fica
bem definido o elemento
g j = ∏
iu= j
(1+Eu(u+1)).
Note que para cada l ∈ Z vale
glj = 1+ l ∑
iu= j
Eu(u+1).
Considere g = gm1i1 . . .g
mr
ir . Dado que g j ∈ G para cada j = 1, . . . ,q, temos que g é um elemento
do grupo G.
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Ainda, como















na expansão de g ocorre o termo E1(r+1) com coeficiente m1 . . .mr, que é não trivial em Zpn .
Isto mostra que g ̸= 1G.
Seja f : X −→ G a função definida do seguinte modo: x fiu = giu para todo u = 1, . . . ,r e
x f = 1 para todos os demais x em X . Então, existe um único homomorfismo ϕ : F −→ G
que estende a função f . Finalmente, temos que wϕ = (xm1i1 . . .x
mr
ir )
ϕ = gm1i1 . . .g
mr
ir = g ̸= 1G. O
resultado está, portanto, verificado.
Se G é um grupo arbitrário, podemos considerar F o grupo livremente gerado pelos
elementos de G. Tomando a função identidade de G, obtemos um único homomorfismo de
F em G que estende tal função. Este homomorfismo deve ser sobrejetor e, sendo assim, G é
quociente de F . Isto mostra que todo grupo é quociente de algum grupo livre.
Suponha que C seja a classe dos grupos finitos. Um grupo residualmente–C é chamado
residualmente finito. As considerações do último parágrafo e a existência de grupos infinitos
simples mostram que a classe dos grupos residualmente finitos não é fechada para imagens
epimórficas. Um exemplo de grupo infinito simples é obtido por G. Higman em [10]. Neste
artigo, G. Higman constrói um grupo finitamente gerado G que não possui subgrupos normais
próprios de índice finito. Mais especificamente, G é um grupo gerado por elementos a,b,c,d e
valem em G as seguintes relações a−1ba = b2, b−1cb = c2, c−1dc = d2,d−1ad = a2. Como
todo grupo finitamente gerado possui pelo menos um subgrupo normal maximal, a partir de G
podemos obter um grupo infinito, finitamente gerado e simples.
Seja C′ uma classe de grupos finitos fechada para subgrupos, imagens epimórficas e produtos
diretos finitos. Suponha que todo grupo na classe C é também um grupo na classe C′. Então
um grupo residualmente–C é também residualmente–C′. Ora, desde que todo p–grupo finito,
p um primo, é nilpotente e todo grupo nilpotente é solúvel, temos que a classe dos grupos
residualmente–C não é fechada para imagens epimórficas sendo C a classe dos p–grupos finitos,
a classe dos grupos finitos nilpotentes ou a classe dos grupos finitos solúveis. Para finalizar
esta seção, respondemos afirmativamente nossa última pergunta.
Teorema 3.8. A classe rC é fechada para produtos diretos finitos.
Demonstração. Sejam G1, . . . ,Gm grupos residualmente–C. Se g = (g1, . . . ,gm) ∈ G := G1 ×
·· · ×Gm é um elemento não trivial, existe i ∈ {1, . . . ,m} tal que gi ̸= 1Gi . Desde que Gi
é residualmente–C, existe Ni = Ngi Gi de modo que gi /∈ Ni e Gi/Ni ∈ C. Segue-se que
g /∈ K := G1 ×·· ·×Gi−1 ×Ni ×·· ·×Gm e G1 ×·· ·×Gi ×·· ·Gn/K ∼= Gi/Ni ∈ C.
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Em toda esta seção, p denota um primo fixado e Cp denota a classe dos p–grupos finitos.
Um grupo G que é residualmente–p pode, naturalmente, não ser um p–grupo (vide a classe
dos grupos livres). Isto não ocorre, entretanto, se G for de torção, como estabelece o próximo
resultado.
Lema 3.9. Se G é um grupo de torção residualmente–p, então G é um p–grupo.
Demonstração. Suponha que G não é um p–grupo. Então, existe 1 ̸= g ∈ G que não é um
p–elemento. Como G é de torção, g tem ordem finita e, assim, podemos supor sem perda
de generalidade que |g| = q, q um primo diferente de p. Seja N ∈ τCp(G), então G/N é um
p–grupo finito e por isso g ∈ N. Pela arbitrariedade de escolha de N ∈ τCp(G) e o fato de ser G
um grupo residualmente–p, temos que g = 1, uma contradição.
Seja G um grupo de torção e suponha que as ordens dos elementos de G são limitadas por
um inteiro positivo n. Neste caso dizemos que G têm expoente finito e o mínimo múltiplo
comum das ordens dos elementos de G é chamado o expoente de G, que é denotado por exp(G).
Note que claramente todo grupo finito G tem expoente finito. Mais do que isto, exp(G) é o
produto dos expoentes dos subgrupos de Sylow de G.
Lembramos que para cada inteiro positivo i e para todo grupo G, Di(G) denota o i–ésimo
termo da série de Jennings–Lazard–Zassenhaus de G associado ao primo p. O seguinte
resultado nos mostra uma propriedade particular de grupos residualmente–p.




Demonstração. Seja G um grupo arbitrário e NG. Pelo Lema 2.25, sabemos que Di(G/N) =
Di(G)N/N para todo inteiro positivo i.
Suponha, então, que G é residualmente–p e seja N ∈ τCp(G). Temos que G/N é um
p–grupo finito e, pelo Teorema 1.17 obtemos que G/N é um grupo nilpotente. Assim, se
c e pe denotam, respectivamente, a classe de nilpotência e o expoente de G/N, temos que
Dcpe(G/N) = 1. Segue que Dcpe(G)6 N e, em particular, D∞(G)6 N. Pela arbitrariedade da
escolha de N ∈ τCp(G) e o fato de G ser residualmente–p, obtemos que D∞(G) = 1.
O Lema 3.10 mostra que a série de Jennings–Lazard–Zassenhaus, associada ao primo p, de
um grupo residualmente–p é muito útil no seguinte sentido: Seja G um grupo residualmente–
p e suponha que desejemos provar que, sobre algumas suposições a mais convenientes, G
é finito. Uma ideia, então, é mostrar que nas condições impostas a ordem dos quocientes
|G/Di(G)|, i um número inteiro positivo, é limitada superiormente por uma função que não
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depende de i. Neste caso, deve existir i tal que Di(G) = Di+k(G) para todo inteiro positivo k
e, consequentemente, Di(G) = D∞(G). Pelo lema anterior, concluímos que Di(G) = 1 e G é
finito. Dadas estas observações, provamos o seguinte resultado.
Teorema 3.11. ([31, Proposição 2.11]) Seja G um grupo gerado pelos elementos g1, . . . ,gm e
tal que a álgebra Lp(G) é nilpotente de classe no máximo c. Seja ρ1, . . . ,ρs a lista de todos os
comutadores simples de peso menor ou igual a c com entradas em {g1, . . . ,gm}. Então, para
qualquer inteiro não negativo i, G pode ser escrito como produto
G = ⟨ρ1⟩ · · · ⟨ρs⟩Di+1(G).
dos subgrupos cíclicos gerados por ρ1, . . . ,ρs e o subgrupo Di+1(G).
Demonstração. Primeiramente, como G = ⟨g1, . . . ,gm⟩, para cada inteiro não negativo i
pode-se verificar, utilizando as identidades do Teorema 1.14 e do Lema 2.28, que Di(G) =
⟨[b1, . . . ,b j]p
k
,Di+1(G); jpk > i, b1, . . . ,b j ∈ {g1, . . . ,gm}⟩.
A prova é por indução em i. Assumindo que i > 0 e G = ⟨ρ1⟩ · · · ⟨ρs⟩Di+1(G), iremos
provar que G = ⟨ρ1⟩ · · · ⟨ρs⟩Di+2(G).
Desde que Lp(G) é nilpotente de classe no máximo c, pelo Lema 2.19, sabemos que
γc+1(Lp(G)) = 0 e todo comutador simples de peso maior ou igual a c+ 1, em Lp(G), é
trivial. Em particular, dados b1, . . . ,bc+1 ∈ G, em Lp(G) vale [b1D2(G), . . . ,bc+1D2(G)] =
[b1, . . . ,bc+1]Dc+2(G) = 0, isso é, [b1, . . . ,bc+1] ∈ Dc+2(G). Pelo Teorema 1.20, obtemos que
γc+1(G)≤ Dc+2(G). Mais do que isto, para todo d > c+1, temos que γd(G)≤ Dd+1(G).
Por hipótese, temos que G = ⟨ρ1⟩ · · · ⟨ρs⟩Di+1(G). Então, dado g ∈ G, podemos escrever
g = ρα11 . . .ρ
αs
s z








onde cada βn ∈Z e cada wn é um comutador simples, com entradas em {g1, . . . ,gm}, de peso jn
e jn pkn > i+1 e y∈Di+2. Seja n∈ {1, . . . , l}. Se jn 6 c temos que wn ∈ {ρ1, . . . ,ρs}. Por outro
lado, se jn > c+1 obtemos que wp
kn
n ∈ γ jn(G)p
kn ≤ D jn+1(G)
pkn ≤ D( jn+1)pkn (G)≤ Di+2(G).
Finalmente, desde que g = ρα11 . . .ρ
αs
s z = ρ
α1





β1 . . .(wp
kl
l )
βl y, resta-nos obser-
var que Di+1(G)/Di+2(G) é subgrupo do centro de Di(G)/Di+2(G). Portanto,
g ∈ ⟨ρ1⟩ · · · ⟨ρs⟩Di+2(G)
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e o resultado está verificado.
O seguinte teorema é o conteúdo principal da celebrada solução dada por E. Zelmanov em
1989 ao Problema Restrito de Burnside, solução esta que o fez receber uma medalha Fields em
1994. O Problema Restrito de Burnside é o questionamento se é verdade que todo grupo finito
gerado por n elementos e de expoente m tem ordem limitada superiormente por uma função
de m e n. Pela densidade deste resultado, não podemos dar uma demonstração completa nesta
dissertação. Contudo, daremos em linhas gerais a ideia de sua prova.
Teorema 3.12. Seja L uma álgebra de Lie sobre um corpo F de característica p > 0 gerada
pelos elementos l1, . . . , ln. Assuma que
1. todo comutador em l1, . . . , ln é ad–nilpotente;
2. L satisfaz uma identidade polinomial.
Nessas condições, L é nilpotente.
Seja L uma álgebra de Lie sobre um corpo F de característica positiva p. Suponha que L
é gerada pelos elementos l1, . . . , ln, todo comutador nestes elementos é ad–nilpotente e que L
satisfaz uma identidade polinomial não trivial. Então, podemos assumir que L satisfaz uma
identidade multilinear. Seja K a F–álgebra gerada pelos elementos e1,e2, . . ., e com as relações
e2i = 0 e eie j = e jei para todos i, j ∈ N∗. Desde que L satisfaz uma identidade multilinear,
temos que L = L⊗FK satisfaz uma identidade multilinear.
Seja F um corpo infinito de característica p e suponha que F ⊆ F . Desde que L satisfaz
uma identidade multilinear, temos que L⊗F F também satisfaz uma identidade multilinear.
Estas considerações mostram que podemos assumir que F é um corpo infinito.
Seja A uma qualquer álgebra de Lie. Um elemento a ∈ A é dito um elemento sanduíche se
para todos x,y ∈ A vale [x,a,a] = 0 = [x,a,y,a]. Ainda, A é dita ser localmente nilpotente se
toda subálgebra finitamente gerada de A é nilpotente. O seguinte teorema foi provado em [16]
por A.I. Kostrikin e E.I. Zelmanov.
Teorema 3.13. Seja A uma álgebra de Lie sobre um corpo de característica p. Se A é gerada
por uma família de elementos sanduíches, então A é localmente nilpotente.
Ainda, o seguinte resultado foi provado em [15] por A.I. Kostrikin.
Teorema 3.14. Seja A uma álgebra de Lie satisfazendo uma identidade polinomial. Então, A
possui um único ideal maximal localmente nilpotente, denotado por Loc(A). Mais do que isto,
A/Loc(A) não possui nenhum ideal localmente nilpotente não nulo.
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Os Teoremas 3.13 e 3.14 sugerem o seguinte esboço de prova para o Teorema 3.12: Desde
que L satisfaz uma identidade polinomial, temos pelo Teorema 3.14 que L possui um único
ideal maximal localmente nilpotente, a saber Loc(L), e L/Loc(L) não possui qualquer ideal
não nulo localmente nilpotente. Note que L/Loc(L) satisfaz as mesmas condições de L no
Teorema 3.12. Se Loc(L) = L, desde que L é finitamente gerada, obtemos que L é nilpotente.
Podemos então assumir que Loc(L) ̸= L. Neste caso, desde que L/Loc(L) não possui ideais
não nulos localmente nilpotentes, podemos assumir que Loc(L) = 0 e L não possui ideais não
nulos localmente nilpotentes.
Suponha que seja possível encontrar um polinômio f = f (x1, . . . ,xr) não identicamente
nulo em L e tal que para todos l1, . . . , lr ∈ L, f (l1, . . . , lr) é um elemento sanduíche. Desde que
F é infinito, o subespaço I de L gerado pelo conjunto f (L) = { f (l1, . . . , lr); l1, . . . , lr ∈ L} é um
ideal de L. Contudo, pelo Teorema 3.13, temos que I é localmente nilpotente, uma contradição.
Dadas essas considerações, podemos enfim provar o principal resultado desta seção.
Teorema 3.15. ([37, pág. 572, Teorema 1.6]) Seja G um grupo de torção finitamente gerado e
residualmente–p. Então se Lp(G) satisfaz uma identidade polinomial, G é finito.
Demonstração. Seja G um grupo de torção gerado pelos elementos g1, . . . ,gm. Suponha que G
é residualmente–p e que Lp(G) satisfaz uma identidade polinomial. Pelo Lema 3.9, temos que
G é p–grupo. Seja w = w(x1, . . . ,xn) um comutador de grupo no grupo livremente gerado por
X := {x1, . . . ,xn} e w o correspondente comutador de Lie na álgebra de Lie livremente gerada
por X . Se h1, . . . ,hn ∈ G então w(h1, . . . ,hn) tem ordem finita. Para cada i = 1, . . . ,n denotando
por hi o elemento hiD2 ∈ Lp(G), pelo Teorema 2.23, temos que w(h1, . . . ,hn) é ad–nilpotente.




D1(G)/D2(G) e G = ⟨g1, . . . ,gm⟩, temos que Lp(G) = ⟨g1D2(G), . . . ,gmD2(G)⟩ é finitamente
gerada por elementos nos quais todo comutador é ad–nilpotente. Assim, Lp(G) satisfaz as
condições do Teorema 3.12 e, portanto, é nilpotente.
Pelo Teorema 3.11, sendo c a classe de nilpotência de Lp(G), temos que para todo i > 1
vale
G = ⟨ρ1⟩ · · · ⟨ρs⟩Di(G) (3.1)
onde ρ1, . . . ,ρs são todos os comutadores simples de peso menor ou igual a c com entradas no
conjunto {g1, . . . ,gm}.
Se l > 2 é arbitrário, o número de comutadores simples de peso exatamente l com entradas
no conjunto {g1, . . . ,gm} é (m−1)ml−1. Segue-se que, para todo l > 1, o número de comu-
tadores simples com entradas em {g1, . . . ,gm} de peso no máximo l é m+(m−1)m+(m−
1)m2 + · · ·+(m−1)ml−1 = ml . Isto mostra que s = mc.
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Como G é grupo de torção, podemos considerar k como sendo a maior ordem de um





Da desigualdade em (3.2), temos que existe i0 ∈ N tal que Di0(G) = Di0+n(G) para todo
natural n e, em particular, temos que Di0(G) = D∞(G).
Como G é residualmente–p, pelo Lema 3.10 temos que D∞(G) = 1. A desigualdade em
(3.2) e o fato que Di0(G) = D∞(G) implica que |G|6 k
mc , isso é, G é finito. O teorema está
demonstrado.
3.3 Sobre identidades em álgebras de Lie graduadas
Sejam G um grupo e L uma álgebra de Lie sobre um anel associativo comutativo e unitário
R. Dizemos que G age em L via automorfismos de R–álgebras de Lie se para cada g ∈ G e
l ∈ L existe um elemento bem determinado lg ∈ L de modo que para todos g,h ∈ G e l ∈ L vale
lgh = (lg)h e a aplicação l 7→ lg é um homomorfismo de R–álgebras de Lie de L. Neste caso,
o conjunto CL(G) := {l ∈ L; lg = l ∀ g ∈ G} é chamado o centralizador de G em L. Note que
CL(G) é uma R–subálgebra de Lie de L.
Nesta seção temos por objetivo provar o seguinte resultado fundamental provado em [1]
por Y.A. Bahturin e M.V. Zaicev.
Teorema 3.16. Sejam F um corpo arbitrário e L uma álgebra de Lie sobre F. Suponha que L
seja agida por um grupo finito solúvel G e que a característica de F não divida a ordem de G.
Nestas condições, se a subálgebra dos pontos fixos CL(G) satisfaz uma identidade polinomial,
então L também satisfaz uma identidade polinomial.
Observamos que satisfazer uma identidade polinomial é uma condição essencial para que
possamos utilizar o Teorema 3.15. O Teorema 3.16 é, portanto, crucial aos nossos objetivos
pois nos fornece uma condição suficiente para que uma álgebra de Lie satisfaça uma identidade
polinomial.
Definição 3.17. Sejam S um semigrupo com unidade e R um anel associativo comutativo e
com unidade. Uma álgebra A sobre R é chamada S–graduada se para cada elemento g no
semigrupo S existe um R–submódulo de A, denotado por Ag, de modo que para todos g,h ∈ S
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Neste caso, para cada g ∈ S, Ag é chamado uma componente homogênea de A.
Note que, na definição acima, como S tem unidade, o R–submódulo A1 é subálgebra de A.
Sejam S um semigrupo com unidade, R um anel comutativo com unidade e A uma R–álgebra
S–graduada. Um elemento arbitrário não nulo no R–submódulo Ag, g ∈ S, é chamado um
elemento homogêneo de grau g. Nós dizemos que A tem S–graduação finita se existe um
número finito de elementos g em S tais que Ag ̸= 0. Assim, A tem graduação finita se, e
somente se, existe um subconjunto finito H de S tal que sempre que Ag ̸= 0 temos que g ∈ H.
Neste último caso podemos supor sem perda de generalidade que 1 ∈ H. De fato, se 1 /∈ H,
basta-nos considerar H ′ = H ∪{1}.
A seguir, damos dois exemplos de álgebras graduadas.
Exemplo 3.18. Considere S = N o semigrupo aditivo dos inteiros não negativos e R um anel
associativo comutativo e com unidade. Sejam s um inteiro positivo e A := R[x1, . . . ,xs] o
anel dos polinômios em s variáveis {x1, . . . ,xs} comutativas e associativas sobre R. Então,
sabemos que A é uma R–álgebra. Dado n > 1, dizemos que um monômio xα11 . . .x
αs
s é de grau
n se α1 + · · ·+αs = n. Seja n ∈ N. Se n = 0, então pomos An = 0 e, se n ̸= 0, An denota
o R–submódulo de A gerado pelos monômios de grau n. Ora, se n,m ̸= 0 e f ,g são dois
monômios em A de graus n e m, respectivamente, então temos que f g é um monômio de grau
n+m. Segue-se que A é a soma dos R–submódulos An com n ∈ N e para todos n,m ∈ N vale
AnAm ⊆ An+m. Isto mostra que A é uma R–álgebra N–graduada.
Exemplo 3.19. Sejam S um semigrupo e R um anel associativo comutativo e com unidade.
Para cada g ∈ S nós consideramos um conjunto enumerável Zg := {zg1,z
g
2, . . . ,z
g
i , . . .}. Então,
considere Z a união de todos os conjuntos Zg com g ∈ S e R(Z) a R–álgebra livre não associativa
gerada por Z, definida no Capítulo 3. Vamos mostrar que R(Z) admite uma S–graduação.
Para cada g ∈ S e todo número inteiro positivo i escrevemos |zgi | = g. Assim, se w =
zg1i1 . . .z
gn
in é um monômio em Z de tamanho n > 1, definimos |w|= |z
g1
i1 | . . . |z
gn
in |= g1 . . .gn ∈ S.
Então, para cada g ∈ S, seja R(Z)g = +⟨w; w é monômio em Z e |w|= g⟩.




Mais do que isto, se w1 e w2 são dois monômios em Z, é fácil ver que |w1w2| = |w1| · |w2|.
Assim, para quaisquer elementos g e h em S vale R(Z)gR(Z)h ⊆ R(Z)gh. Concluimos, assim,
que R(Z) é S–graduada.
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A partir de agora, nesta seção, denotaremos por S um semigrupo arbitrário com unidade e
F um corpo, também, arbitrário. Ainda, denotaremos por F(Z) a F–álgebra livre gerada por Z
definida no Exemplo 3.19.
Definição 3.20. Sejam A uma F–álgebra S–graduada e f = f (zg1i1 , . . . ,z
gn
in ) ∈ F(Z). Dizemos
que o polinômio f é dito uma identidade graduada em A se
f (a1, . . . ,an) = 0
para todos a1, . . . ,an ∈ A tais que ar ∈ Agr , r = 1, . . . ,n.
Definição 3.21. Sejam A e B duas F–álgebras S–graduadas. Um homomorfismo ϕ : A −→ B
é chamado S–graduado se para cada g ∈ S vale Aϕg ⊆ Bg. Assim, podemos definir para toda
F–álgebra S–graduada A o conjunto
T G(A) = { f ∈ F(Z); f ϕ = 0 para todo homomorfismo S–graduado ϕ : F(Z)−→ A}.
Dada A uma F–álgebra S–graduada, o próximo lema nos diz que T S(A) é um ideal de F(Z)
e também caracteriza T S(A) como o conjunto das identidades graduadas de A.
Lema 3.22. Seja A uma F–álgebra S–graduada. Então, T S(A) é um ideal de F(Z) e um
elemento f ∈ F(Z) é uma identidade graduada em A se, e somente se, f ∈ T S(A).
Demonstração. A primeira afirmação sobre T S(A) decorre imediatamente da definição de
T S(A) e de homomorfismos de álgebras. Então, provamos a segunda afirmação.
Suponha, inicialmente, que f = f (zg1i1 , . . . ,z
gn
in ) seja uma identidade graduada em A. Consi-
deremos um homomorfismo S–graduado ϕ de F(Z) em A. Então temos que (zgrir )
ϕ ∈ Agr com
r = 1, . . . ,n. Segue que
f ϕ = f ((zg1i1 )
ϕ , . . . ,(zgnin )
ϕ) = 0.
Portanto, a arbitrariedade da escolha do homomorfismo S–graduado ϕ : F(Z)−→ A mostra
que f ∈ T S(A).
Reciprocamente, suponha que f = f (zg1i1 , . . . ,z
gn
in ) seja anulado por todos os homomorfismos
S–graduados ϕ : F(Z) −→ A. Sejam a1, . . . ,an ∈ A e suponha que ar ∈ Agr com r = 1, . . . ,n.
Definimos a função ϕ : Z −→ A como segue: para todo r = 1, . . . ,n pomos (zgrir )
ϕ = ar e
zϕ = 0 para todos os demais z em Z. Então, ϕ estende-se de modo único a um homomorfismo
ϕ : F(Z)−→ A que satisfaz ϕ|Z = ϕ . Desde que A é S–graduada, pela definição de ϕ temos que
ϕ é S–graduado. Segue por hipótese que f ϕ = 0, isso é, f (a1, . . . ,an) = 0. Da arbitrariedade
da escolha de ar ∈ Agr , r = 1, . . . ,n, temos que f é identidade graduada em A.
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Definindo X = {xi; i > 1}, podemos considerar F(X) a subálgebra de F(Z) gerada pelo
conjunto X . Pelo seguinte teorema provado em [17] por A. G. Kurosh, temos que F(X) é
álgebra livre.
Teorema 3.23 (A. G. Kurosh). Seja F um corpo e A uma álgebra não associativa livre sobre
F. Então, toda subálgebra de A é livre não associativa sobre F.
Seja n um inteiro positivo fixo. Então, escrevemos Vn para denotar o subespaço de F(X)
gerado por todos os produtos da forma (xσ(1) . . .xσ(n)), sendo considerados todos os possíveis
rearranjamentos de parênteses, onde σ varia arbitrariamente no grupo simétrico Sn. Ainda, para
cada g = (g1, . . . ,gn), onde g1, . . . ,gn ∈ H, denotamos por V gn o subespaço de F(Z) gerado por
todos os produtos da forma
(z
gσ(1)
σ(1) . . .z
gσ(n)
σ(n) ),
onde novamente estamos considerando todos os possíveis rearranjamentos de parênteses e σ









Ainda, seja T (A) o ideal das identidades polinomiais de A em F(X), introduzido no Capítulo 2.





e cSn(A) = dim
( V Sn
V Sn ∩T S(A)
)
.
Lema 3.24. Nas condições anteriores vale cn(A)6 cSn(A) para todo n > 1.
Demonstração. Seja n > 1 fixado. Nós, inicialmente, afirmamos que Vn ⊆ V Sn . Como H é
finito, seja H = {h1, . . . ,hs}. Assim, temos que xi = zh1i + · · ·+ z
hs
i para todo i > 1. Sejam
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1 6 i, j 6 n. Note que
xix j = (z
h1













Seja σ ∈ Sn um elemento arbitrário e (xσ(1) . . .xσ(n)) um produto com ordenamento de parên-




σ(1) . . .z
gσ(n)
σ(n) ),
com estrutura de parêntesis exatamente igual à sua. Portanto, (xσ(1) . . .xσ(n)) ∈ V Sn e, por
definição de Vn, concluímos que Vn ⊆V Sn .
Ainda, mostremos que T (A)⊆ T S(A). Seja f ∈ T (A) e suponha, sem perda de generalidade,
que f = f (x1, . . . ,xm). Assim, para todo homomorfismo graduado ϕ : F(Z)−→ A temos que
f ϕ = ( f (x1, . . . ,xm))ϕ = f (x
ϕ
1 , . . . ,x
ϕ
m)
= f ((zh11 )
ϕ + · · ·+(zhs1 )
ϕ , . . . ,(zh1m )
ϕ + · · ·+(zhsm )ϕ) = 0,
desde que ϕ|F(X) : F(X)−→ A é um homomorfismo. Temos pelo Lema 3.22 que f ∈ T S(A).
A arbitrariedade da escolha de f ∈ T (A) mostra, enfim, que T (A)⊆ T S(A).
Ainda, afirmamos que Vn ∩ T (A) = Vn ∩ T S(A). De fato, seja f ∈ Vn ∩ T S(A). Então,
podemos escrever f = f (x1, . . . ,xn) e para cada homomorfismo S–graduado ϕ : F(Z)−→ A









ah ji , i = 1, . . . ,n




ah ji com i = 1, . . . ,n e j = 1, . . . ,s e z
ϕ = 0 para todos os demais z ∈ Z. Então, ϕ estende-se
de modo único a um homomorfismo ϕ : F(Z) −→ A que é, por definição de ϕ , S–graduado
e portanto f ϕ = f (ah11 + · · ·+a
hs
1 , . . . ,a
h1
n + · · ·+ahsn ) = f (a1, . . . ,an) = 0. Pela arbitrariedade
da escolha de a1, . . . ,an ∈ A, temos que f ∈ T (A) e assim Vn ∩ T S(A) ⊆ Vn ∩ T (A). Como
T (A)⊆ T S(A), temos que Vn ∩T (A)⊆Vn ∩T S(A), isto mostra nossa última afirmação.
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Das considerações acima, concluímos que
Vn/Vn ∩T (A) = Vn/Vn ∩T S(A) =Vn/V Sn ∩Vn ∩T S(A)
∼= Vn +(V Sn ∩T S(A))/(V Sn ∩T S(A))⊆V Sn /V Sn ∩T S(A).
Disto concluímos que cn(A)6 cSn(A) e o lema está demonstrado.
Para que possamos demonstrar o principal resultado provado em [1] por Y.A. Bahturin e
M.V. Zaicev, iremos utilizar o próximo resultado cuja prova por ser muito técnica será omitida
aqui, mas pode ser encontrada em [1, Lema 4]. No que segue, para qualquer grupo G, G#
denota o conjunto dos elementos não triviais de G.
Lema 3.25. Seja A uma álgebra de Lie sobre o corpo F finitamente graduada por um grupo
G. Suponha que a componente unitária A1, que é subálgebra de A, satisfaz uma identidade
polinomial não trivial da forma
x0x1 . . .xd−1 ≡ ∑
σ∈(Sd−1)#
ασ x0xσ(1) . . .xσ(d−1) (3.4)
onde cada produto acima é normalizado à esquerda e ασ ∈ F para todo σ ∈ (Sd−1)#. Então,





Podemos, então, demonstrar o principal teorema obtido em [1] por Y.A. Bahturin e M.V.
Zaicev. A saber, o seguinte resultado.
Teorema 3.26. Seja A = ∑
g∈G
Ag uma álgebra de Lie sobre o corpo F finitamente graduada por
um grupo G. Se a componente homogênea A1 satisfaz uma identidade não trivial como em
(3.4), então também A satisfaz uma identidade não trivial como em (3.4).
Demonstração. Tome b = 1. Pelo Lema 3.25, para n suficientemente grande, temos que
cGn (A)< n!.
Segue pelo Lema 3.24 que cn(A) < n!. Considerando V o subespaço de Vn gerado pelos
produtos normados à esquerda xσ(1) . . .xσ(n), onde σ varia sobre o grupo simétrico Sn, temos
que dim(V ) = n!. Por outro lado, desde que
V/(V ∩T (A)) =V/(V ∩ (Vn ∩T (A)))∼=V +(Vn ∩T (A))/(Vn ∩T (A))⊆Vn/Vn ∩T (A),
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temos que dim(V/V ∩T (A))< n!. Concluímos portanto que V ∩T (A) ̸= 0 e A satisfaz uma
identidade não trivial como em (3.4).
Antes de provarmos o resultado principal desta seção, precisamos de mais um resultado
sobre automorfismos de álgebras de Lie.
Teorema 3.27. Sejam F um corpo e L uma álgebra de Lie sobre F. Seja ϕ um automorfismo
de L de ordem n e ω uma n–ésima raiz primitiva da unidade. Considere L∗ = L⊗F[ω]
com estrutura de álgebra de Lie sobre F[ω] e permita-nos escrever ϕ = ϕ ⊗ 1. Para cada
i = 0, . . . ,n−1, defina iL∗ = {l ∈ L∗; lϕ = ω il}. Então valem as seguintes afirmações:
(i) Para cada i = 0, . . . ,n−1, iL∗ é um F[ω]–subespaço ϕ–invariante de L∗;
(ii) [iL∗, jL∗]⊆ i+ j(modn)L∗ para todos i, j = 0, . . . ,n−1;
(iii) H := 0L∗+ · · ·+ (n−1)L∗ é F[ω]–subálgebra ϕ–invariante de L∗ e nL∗ ⊆ H;
(iv) Se char(F) - n, H é soma direta dos subespaços iL∗, i = 0, . . . ,n−1, e L∗ = H.
Demonstração.
(i) Seja i ∈ {0, . . . ,n−1} fixado. Claramente, 0 ∈ iL∗. Se l1, l2 ∈ iL∗ e λ ∈ F[ω], temos que





il1 +ω il2 = ω i(λ l1 + l2).
Isto mostra que iL∗ é um subespaço de L∗. A ϕ–invariância é devida ao fato de ϕ ser
transformação linear de L∗.
(ii) Sejam i, j ∈ {0, . . . ,n−1} fixados. Considere li ∈ iL∗ e l j ∈ jL∗. Temos que




j ] = [ω
ili,ω jl j] = ω i+ j[li, l j].
Isto mostra que [li, l j] ∈ i+ j(modn)L∗. A arbitrariedade da escolha de li ∈ iL∗ e l j ∈ jL∗ e a
definição de [iL∗, jL∗] mostram que [iL∗, jL∗]⊆ i+ j(modn)L∗.
(iii) Sejam h1,h2 ∈ H. Então, podemos escrever h1 = l10 + · · ·+ l1n−1 e h2 = l20 + · · ·+ l2n−1


















j ] ∈ 0L∗+ · · ·+ (n−1)L∗ = H.
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Isto mostra que H é F[ω]–subálgebra de L∗. Desde que H é soma de F[ω]–subespaços
ϕ–invariantes, concluímos então que H é F[ω]–subálgebra ϕ–invariante. Vamos, agora,
mostrar que nL ⊆ H.































































































(1+ω−s +ω−2s + · · ·+ω−(n−1)s)lϕ
s
.





Obtemos finalmente que nL∗ ⊆ H.
(iv) Suponha que li ∈ iL∗, i ∈ {0, . . . ,n− 1 }, e que l0 + · · ·+ ln−1 = 0. Assim, para todo
k = 0, . . . ,n− 1, aplicando ϕk na igualdade l0 + · · ·+ ln−1 = 0, obtemos as seguintes
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igualdades
l0 + l1 + · · ·+ ln−1 = 0
l0 +ωl1 + · · ·+ωn−1ln−1 = 0
l0 +ω2l1 + · · ·+ω2(n−1)ln−1 = 0
...
l0 +ωn−1l1 + · · ·+ω(n−1)
2
ln−1 = 0.
Seja i ∈ {0, . . . ,n− 1} fixado e k ∈ {1, . . . ,n}, note que o coeficiente de li na k–ésima
igualdade é ω i(k−1). Multiplicando a k–ésima igualdade por ω−i(k−1), o coeficiente
resultante de li na nova igualdade será igual a 1. Por outro lado, se i ̸= j ∈ {1, . . . ,n},
o coeficiente resultante de l j na k–ésima equação será ω( j−i)(k−1). Agora, se i ̸= j ∈




(ω j−i)k−1 = 0.
Logo, somando as n equações resultantes da multiplicação da k–ésima equação por
ω
−i(k−1), vemos que nli = 0, para todo i = 0, . . . ,n−1.
Se l0+ · · ·+ ln−1 = a1+ · · ·+an−1 e li,ai ∈ iL∗, i= 0, . . . ,n−1, temos que que (l0−a0)+
· · ·+(ln−1 − an−1) = 0. Pelas considerações anteriores temos que n(li − ai) = 0 para
todo i = 0, . . . ,n−1. Supondo aditivamente que char(F) - n, para todo tal i vale li = ai.
Isto mostra que H é soma direta dos subespaços iL∗ com i = 0, . . . ,n−1. Finalmente,
como char(F) - n, temos que l = n(n−1l) para todo l ∈ L∗. Segue do item (iii) que
L∗ = nL∗ = H.
Estamos, finalmente, em condições de demonstrar o principal resultado desta seção.
Demonstração do Teorema 3.16. Suponha que F seja um corpo e L seja uma álgebra de Lie
sobre o corpo F. Suponha que o grupo finito solúvel G aja em L por automorfismos de
álgebras de Lie e que char(F) - |G|. Suponha, ainda, que a subálgebra dos pontos fixos
CL(G) = {l ∈ L; lg = l, ∀g ∈ G} satisfaz uma identidade polinomial.
Pelo Teorema 2.45, sabemos que toda identidade polinomial tem consequência multilinear.
Portanto, podemos assumir que CL(G) satisfaz uma identidade da forma
f = ∑
σ∈Sn
ασ x0xσ(1) · · ·xσ(n)
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onde para cada σ ∈ Sn, ασ ∈F. Isso é, CL(G) satisfaz uma identidade como em (3.4). Provamos
o resultado por indução em |G|.
Suponha inicialmente que |G| = p, p um primo, e seja g um gerador de G. Se F é
algebricamente fechado, desde que char(F) - p, temos que o polinômio xp − 1 possui em
F exatamente p raízes distintas e, portanto, g é diagonalizável. Se ω denota uma p–ésima
raiz primitiva da unidade, então 1,ω, . . . ,ω p−1 são todas as p–ésimas raízes da unidade e
desde que F é algebricamente fechado, temos que F= F[ω]. Para todo i = 0, . . . , p−1 defina
iL : {l ∈ L; lg = ω il}. Pelo Teorema 3.27, temos que
L = 0L+ · · ·+ p−1L. (3.7)
Além disso, a decomposição em (3.7) determina uma G–graduação finita em L com relação à
qual a álgebra unitária, no caso 0L =CL(G), satisfaz uma identidade polinomial como em 3.4.
Pelo Teorema 3.26, temos que L satisfaz uma identidade polinomial não trivial.
Podemos, então, supor que F não é algebricamente fechado. Neste caso, considere F o
fecho algébrico de F e L∗ = L⊗F com estrutura de álgebra de Lie sobre F. Desde que CL(G)
satisfaz uma identidade multilinear como em (3.4), temos que CL∗(G) satisfaz a identidade
multilinear. Pelo argumento utilizado no caso algebricamente fechado, temos que L∗ satisfaz
uma identidade polinomial com coeficientes em F. Como F é espaço vetorial sobre F, podemos
decompor os coeficientes da identidade satisfeita em L∗ numa base de F sobre F. Assim, a
F–álgebra L∗ satisfaz uma identidade polinomial com coeficientes em F e o mesmo ocorre para
sua subálgebra L.
Finalmente, podemos supor que |G| não é prima. Lembrando que G é solúvel, tomemos
H um subgrupo normal próprio de G e consideremos CL(H) a subálgebra dos pontos fixos
dos automorfismos induzidos pelos elementos de H. Sendo H um subgrupo normal de G,
para todos g ∈ G e h ∈ H existe h′ ∈ H tal que gh = h′g. Portanto, se l ∈CL(H), temos que
(lg)h = lgh = lh
′g = (lh
′
)g = lg. Segue-se que CL(H) é G–invariante e, então, agida por G. Como
H está contido no núcleo da ação de G em CL(H), temos que G/H age via automorfismos de
álgebras de Lie em CL(H). Ora, G/H é grupo solúvel com ordem estritamente menor que |G| e
CCL(H)(G/H) =CL(G) satisfaz identidade como em (3.4). Por hipótese de indução obtemos
que CL(H) satisfaz uma identidade polinomial. Logo, como H é próprio em G e char(F) - |H|,
usando uma vez mais indução, obtemos que L satisfaz uma identidade polinomial não trivial, o
que completa a demonstração.
Capítulo 4
Resultados principais
Lembramos que um grupo G é dito ser localmente finito se todo subgrupo finitamente gerado
de G é finito. Note que todo grupo localmente finito G é de torção. O Problema Geral de
Burnside é o seguinte questionamento: É verdade que todo grupo de torção é localmente finito?
Note que grupos de torção não necessariamente possuem expoente finito, podemos considerar
por exemplo o grupo das raízes complexas da unidade. Assim, uma versão do Problema Geral
de Burnside é a seguinte, conhecida como Problema de Burnside: É verdade que todo grupo de
expoente finito é localmente finito? Ambos os problemas receberam respostas negativas dadas
por E. Golod em [3] e P.S. Novikov e S.I Adian em [21–23].
N. Gupta e S.N. Sidki construíram em [6], para cada primo ímpar p, um p–grupo infinito
2–gerado que é residualmente finito. Lembramos que um grupo G é dito ser residualmente
finito se todo elemento não trivial de G possui uma imagem não trivial em um grupo finito. Em
particular, um grupo de torção residualmente finito não necessariamente é localmente finito. É,
portanto, natural desejar descobrir sob quais hipóteses um grupo de torção residualmente finito
é localmente finito.
Em [8], B. Hartley prova que se G é um grupo de torção possuindo um automorfismo
involutivo ϕ tal que |CG(ϕ)|= n < ∞ , então G possui um subgrupo normal K tal que [G : K] é
limitado por uma função de n e K′ ≤CG(ϕ). Mais do que isto, G possui um subgrupo normal
nilpotente de índice n–limitado e classe de nilpotência no máximo 2.
Em [32], V. P. Shunkov prova que se G é um grupo de torção que possui uma involução
g cujo centralizador CG(g) é finito, então G é localmente finito. Posteriormente, em [30], P.
Shumyatsky estende o resultado de Shunkov mostrando que todo grupo de torção residual-
mente finito possuindo um 4–subgrupo cujo centralizador é finito deve ser, necessariamente,
localmente finito.
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Os dois últimos parágrafos mostram que um caminho para conclusão de finitude local em
grupos de torção residualmente finitos é supor condições sobre centralizadores. Nesse sentido,
A. Shalev prova em [28, Teorema 1.1] o seguinte resultado, objeto principal deste trabalho.
Teorema 4.1. Seja G um grupo de torção residualmente finito e sem 2–elementos. Suponha
que Q seja um 2–grupo finito agindo em G de modo que CG(Q) seja solúvel ou possua expoente
finito. Nestas condições, G é localmente finito.
Como um corolário imediato do resultado acima, A. Shalev prova em [28, Corolário 1.2] a
seguinte generalização dos resultados anteriormente citados de V.P. Shunkov e P. Shumyatsky.
Corolário 4.2. Seja G um grupo de torção residualmente finito. Se G possui um 2–subgrupo
finito Q tal que CG(Q) é finito, então G é localmente finito.
Para a prova destes resultados, iremos expor na primeira seção deste capítulo noções
essenciais sobre grupos localmente finitos.
Na segunda seção deste capítulo utilizaremos a série de Jennings–Lazard–Zassenhaus para
demonstrar o Teorema 4.1 no caso em que G é grupo residualmente–(finito nilpotente). Neste
caso, contudo, a suposição de CG(Q) ser solúvel ou de expoente finito será trocada por uma
hipótese mais geral. Neste ponto, utilizaremos os resultados de E.I. Zelmanov e Y.U Bahturin e
M.V. Zaicev descritos no Capítulo 3.
Posteriormente, na terceira seção do capítulo, utilizando alguns resultados obtidos em [7]
por P. Hall e G. Higman com relação ao p–comprimento de grupos p–solúveis, provaremos
um resultado de A. Shalev, também obtido em [28, Lema 2.5], limitando a altura de Fitting de
grupos finitos solúveis em termo de seus expoentes.
Finalmente, iremos concluir este trabalho na quarta seção deste capítulo onde iremos
demonstrar ambos o Teorema 4.1 e o Corolário 4.2.
4.1 Grupos localmente finitos
Seja G um grupo localmente finito. Afirmamos que todo grupo quociente de G é também
localmente finito. De fato, dado N um subgrupo normal arbitrário de G, suponha que X
seja um conjunto finito de elementos em G/N. Então, existem g1, . . . ,gr ∈ G tais que X =
{g1N, . . . ,grN} e, portanto, ⟨X⟩= ⟨g1, . . . ,gr⟩N/N. Desde que G é localmente finito, temos que
⟨g1, . . . ,gr⟩ é finito e disto segue que ⟨X⟩ é finito. Como X ∈ G/N foi escolhido arbitrariamente,
temos que G/N é localmente finito.
Por sua vez, sejam G um grupo e N um subgrupo normal de G tal que ambos N e G/N
são localmente finitos. Sejam g1, . . . ,gr ∈ G escolhidos arbitrariamente e H = ⟨g1, . . . ,gr⟩.
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Desde que G/N é localmente finito e HN/N é subgrupo finitamente gerado de G/N, temos
que H/(H ∩N)∼= HN/N é finito. Isso é, [H : H ∩N]< ∞. Pelo Lema 2.32, temos que H ∩N
é subgrupo finitamente gerado de H. Contudo, H ∩N ≤ N e N é localmente finito. Concluímos
portanto que H ∩N é finito. Finalmente, [H : H ∩N]< ∞ e H ∩N finito mostra que H é finito.
Em suma, acabamos de provar o seguinte resultado.
Lema 4.3. Seja G um grupo. Suponha que existe um subgrupo normal N de G tal que ambos
N e G/N sejam localmente finitos. Nessas condições, G é localmente finito.
Corolário 4.4. Sejam G e H dois grupos arbitrários. Então, G×H é localmente finito se, e
somente se, G e H são localmente finitos.
Demonstração. Se G×H é localmente finito, o fato que G e H são isomorfos a G×1 e 1×H,
respectivamente, mostra que G e H são localmente finitos. Reciprocamente, se G e H são
locamente finitos, dado que (G×H)/(G×1) ∼= H e G×1 ∼= G, temos que a finitude local de
G×H é garantida pelo Lema 4.3.
O seguinte resultado enfraquece a condição do Lema 4.3.
Lema 4.5. Um grupo G é localmente finito se, e somente se, G possui uma série de subgrupos
normais G = G0G1 · · ·Gk = 1 da qual todo fator é localmente finito.
Demonstração. Seja G um grupo que possui uma série G = G0G1 · · ·Gk = 1 da qual
todo fator é localmente finito. Verificamos a finitude local de G por indução em k. Se k = 1,
não há nada a provar. Se k > 1, por hipótese de indução, G1 é localmente finito. Desde que
G/G1 é localmente finito, segue do Lema 4.3 que G é localmente finito.
A recíproca é imediata e o resultado está demonstrado.
4.2 Restrição aos grupos de torção residualmente–(finito
nilpotente)
Lembramos que um grupo G é dito ser residualmente–(finito nilpotente) se para todo 1 ̸= g ∈ G
existem um grupo finito nilpotente N e um homomorfismo ϕ : G −→ N tal que gϕ ̸= 1.
Nosso interesse principal nesta seção é provar o seguinte resultado estabelecido em [28]
por A. Shalev.
Teorema 4.6 (A. Shalev). Seja G um grupo de torção residualmente–(finito nilpotente) e sem
2–elementos. Suponha que Q seja um 2–grupo finito agindo em G de modo que CG(Q) satisfaça
uma identidade não trivial de grupo. Nestas condições, G é localmente finito.
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Dizemos que uma identidade w = 1 não trivial de grupo é satisfeita no grupo G se existem
variáveis x1, . . . ,xn e w=w(x1, . . . ,xn) um elemento não trivial do grupo livremente gerado pelo
conjunto X = {x1, . . . ,xn} tal que para todos g1, . . . ,gn ∈ G vale w(g1, . . . ,gn) = 1. Para a prova
do Teorema 4.6 iremos inicialmente fazer algumas considerações sobre grupos residualmente–
(finito nilpotente).
Nesta seção, permita-nos escrever C f .n. para denotar a classe dos grupos finitos nilpotentes
e Cp para denotar a classe dos p–grupos finitos, p um primo. Lembramos, então, que para
cada classe de grupos finitos C fechada para subgrupos, imagens epimórficas e produtos diretos
finitos e para cada grupo G, τC(G) denota a família dos subgrupos normais N de G tais que
G/N está na classe C.
Lema 4.7. Seja G um grupo de torção residualmente–(finito nilpotente). Se g,h ∈ G possuem
ordens coprimas então g e h comutam.
Demonstração. Dado N ∈ τC f .n(G), G/N é grupo finito nilpotente. Desde que g e h possuem
ordens coprimas, gN,hN ∈ G/N possuem ordens coprimas. Pelo Teorema 1.22, temos que gN
e hN comutam, isso é, [g,h] ∈ N. Pela arbitrariedade da escolha de N ∈ τC f .n(G) e o fato de G
ser residualmente–(finito nilpotente), o Teorema 3.1 mostra que [g,h] = 1.
O seguinte resultado estabelece que grupos de torção finitamente gerados residualmente–
(finito nilpotente) são produtos diretos de p–subgrupos maximais e residualmente–p, p um
primo. Uma vantagem de ter esse resultado é que todas as propriedades mantidas por produtos
diretos e verificadas em grupos de torção residualmente–p são diretamente estendidas aos
grupos de torção finitamente gerados e residualmente–(finito nilpotente).
Lema 4.8. Seja G um grupo de torção finitamente gerado e residualmente–(finito nilpotente).
Então, G é produto direto de um número finito de p–subgrupos maximais que são característicos
e residualmente–p, com p primo.
Demonstração. Seja p um primo arbitrário. Para cada N ∈ τC f .n.(G), G/N é um grupo finito
nilpotente e, pelo Teorema 1.22, possui um único p–subgrupo de Sylow, normal em G/N.
Assim, pelo Teorema da Correspondência, existe um único subgrupo normal em G, o qual






é um p–subgrupo de G contendo todos os p–subgrupos de G.
4.2 Restrição aos grupos de torção residualmente–(finito nilpotente) 69
Suponha, por absurdo, que K(p) não seja um p–grupo. Então, existe um elemento 1 ̸=
g ∈ K(p) que não é um p–elemento. Desde que G é de torção, g tem ordem finita e podemos
supor que g tem ordem coprima com p. Qualquer que seja N ∈ τC f .n.(G), por definição de
K(p), temos que a imagem de g em G/N é um p–elemento. Assim, desde que a ordem de g é
coprima com p, temos que g ∈ N. Pela arbitrariedade da escolha de N ∈ τC f .n.(G) e o Teorema
3.1, temos que g = 1, uma contradição. Portanto, K(p) é um p–subgrupo de G, como afirmado.
Suponha, agora, que Q seja um p–subgrupo arbitrário de G. Para cada N ∈ τC f .n.(G), temos
que QN/N é um p–subgrupo de G/N. Disto, segue-se que QN ≤ P(N) e Q ≤ P(N). Como





mostrando que K(p) é o maior p–subgrupo de G. Em particular, dado que automorfismos
preservam as ordens dos elementos, temos que K(p) é um subgrupo característico de G.
Do fato que G é residualmente–(finito nilpotente) e pelo Teorema 3.1, vemos que
⋂
N∈τC f .n.(G)
(K(p)∩N) = 1. (4.1)
Por outro lado, se N ∈ τC f .n.(G), temos que K(p)N/N é um p–grupo finito. Isso mostra que
τ(K(p)) := {K(p)∩N;N ∈ τC f .n.(G)} ⊆ τCp(K(p)). (4.2)
Por (4.1), (4.2) e o Teorema 3.1, temos que K(p) é residualmente–p.
Resta-nos mostrar que K(p) é não trivial somente para um número finito de primos p e que
G é produto direto dos K(p).
Por hipótese, temos que G é finitamente gerado, digamos por a1, . . . ,am. Desde que G é
de torção, para cada i = 1, . . . ,m podemos considerar π(ai) = {pi1, . . . , piri}, o conjunto dos
primos dividindo |ai|. Assim, fixado i = 1, . . . ,m, existem gi j ∈ K(pi j), j = 1, . . . ,ri, de modo
que ai = gi1 . . .giri . Dado que G = ⟨a1, . . . ,am⟩, temos que G = ⟨gi j; i = 1, . . . ,m, j = 1, . . . ,ri⟩.
Pelo Lema 4.7, se a,b ∈ G possuem ordens coprimas, temos que |ab|= |a||b|. Obtemos então
que K(p) ̸= 1 se, e somente se, p ∈ π := {p11, . . . , p1r1, . . . , pm1, . . . , pmrm}.
Seja g ∈ G um elemento arbitrário. Pelas considerações anteriores podemos tomar primos
p1, . . . , pr ∈ π , distintos dois a dois, e gi ∈ K(pi), i = 1, . . . ,r, de modo que g = g1 . . .gr.
Suponha que para cada i = 1, . . . ,r existe g′i ∈ K(pi) tais que g = g′1 . . .g′r. Dado N ∈ τC f .n.(G),
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vale que




1N) . . .(g
′
rN).
Desde que G/N é finito e nilpotente, pelo Teorema 1.22, G/N é produto direto de seus




i ∈ N. Assim,
pela arbitrariedade da escolha de N ∈ τC f .n.(G) e o Teorema 3.1, temos que gi = g
′
i para todo
i = 1, . . . ,r.
Finalmente, verificamos que todo elemento em G é escrito de modo único como um produto
de elementos nos grupos K(p), p um primo. Desde que K(p) ̸= 1 somente para um número
finito de primos p, o resultado está verificado.
Sejam G um grupo satisfazendo uma identidade não trivial de grupo e Dn(G) o n–ésimo
termo da série de Jennings–Lazard–Zassenhaus associada ao primo p introduzida no Capítulo 2,
Definição 2.24. Do fato que G satisfaz uma identidade não trivial de grupo, é natural conjecturar




partir da identidade não trivial satisfeita em G. Isto é estabelecido no que segue. Antes disto,
generalizamos a definição de identidade de grupo.
Definição 4.9. Sejam G um grupo, H um subgrupo de G e a1, . . . ,an ∈ G. Dizemos que uma
identidade não trivial w é satisfeita nas classes a1H, . . . ,anH se existe um elemento não trivial
w = w(x1, . . . ,xn) no grupo livremente gerado pelo conjunto X = {x1, . . . ,xn} tal que para todos
h1, . . . ,hn ∈ H vale w(a1h1, . . . ,anhn) = 1.
Note que se um grupo G satisfaz uma identidade não trivial de grupo, então tal identidade
será satisfeita nas classes a1G, . . . ,anG para todos a1, . . . ,an ∈ G. Assim, o seguinte resultado,
provado em [35, Teorema 1] por J.S. Wilson e E.I. Zelmanov, mostra que se G é um grupo
satisfazendo uma identidade não trivial de grupo, a Fp–álgebra de Lie associada à série de
Jennings–Lazard–Zassenhaus de G satisfaz uma identidade polinomial não trivial.
Teorema 4.10 (Wilson–Zelmanov). Sejam G um grupo e H um subgrupo de G de índice finito.
Sejam a1, . . . ,an ∈ G e suponha que uma identidade não trivial w = w(x1, . . . ,xn) é satisfeita
nas classes a1H, . . . ,anH. Então, para cada primo p, a Fp–álgebra de Lie Lp(G) associada à
série de Jennings–Lazard–Zassenhaus de G satisfaz uma identidade polinomial não trivial.
Demonstração. Para cada grupo Q, deixe-nos denotar por δ (q) o grau de q ∈ Q com relação à
série de Jennings–Lazard–Zassenhaus associada ao primo p. Isto é, δ (q) = ∞ se q ∈ D∞(Q) e
se q /∈ D∞(Q), δ (q) é o inteiro positivo i tal que q ∈ Di(Q)\Di+1(Q).
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Sejam F o grupo livremente gerado por x1, . . . ,xn e p um primo fixado. Pelo Lema 3.7
temos que F é residualmente–p. Por outro lado, pelo Lema 3.10 temos que D∞(F) = 1. Assim,
δ (w) = m < ∞. Podemos supor m > 1 e, trocando w por [w,xi], se necessário, podemos supor
que m é coprimo com p. Assim, se j,k são inteiros não negativos tais que jpk = m, temos que
j = m e k = 0. A definição de Dm(F) mostra que Dm(F) = γm(F)Dm+1(F). Por outro lado,
γm+1(F) ≤ Dm+1(F). Segue-se que existem r > 1, α1, . . . ,αr comutadores simples de peso
exatamente m com entradas em x1, . . . ,xn e 1 6 k1, . . . ,kr < p tais que




onde w′ tem grau pelo menos m+1.
Para cada i = 1, . . . ,n seja di o número de ocorrências da variável xi em α1. Dado que α1 é





Dadas novas variáveis z1, . . . ,zm, seja Y = {x1, . . . ,xn,z1, . . . ,zm} e F1 o grupo livremente
gerado pelo conjunto Y . Em F1, considere o elemento
w1 = w(x1z1 . . .zd1,x2zd1+1 . . .zd1+d2, . . . ,xnzd1+d2+···+dn−1+1 . . .zm).
Então, w1 tem grau m com relação à série de Jennings–Lazard–Zassenhaus de F1 e podemos
escrever
w1 = β1 · · ·βq (4.3)
onde cada βi é comutador de peso no mínimo m com entradas em Y . Por definição de w1 e o
fato de que comutadores de peso m são lineares em suas entradas módulo o grupo gerado pelos
comutadores de peso m+1, numa escrita como acima para w1, pelo menos algum βi tem peso
exatamente m e contém cada uma das variáveis z1, . . . ,zm.
Sabemos que em qualquer grupo A vale a igualdade ab = ba[a,b]. Utilizando isto, em (4.3)
podemos levar à esquerda, na ordem em que aparecem, todos os comutadores βi não contendo a
variável z1, pagando-se um preço de acrescentar novos comutadores, até mais complexos, mas
todos os acrescentados contendo a variável z1. Então, no produto de comutadores contendo z1 ,
levamos à esquerda, na ordem em que aparecem, os comutadores não contendo z2. Fazendo
isto ordenadamente de 1 até m, escrevemos w1 = σ1 . . .σmσm+1 onde, para cada i = 1, . . . ,m,
σi é um produto de comutadores não contendo a variável zi mas contendo a variável z j para
todo j < i, e σm+1 é um produto de comutadores cada um dos quais contendo todas as variáveis
z1, . . . ,zm.
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Sejam h1, . . . ,hm ∈ H. Então, desde que a lei w = 1 é satisfeita nas classes a1H, . . . ,anH,
temos que
w1(a1, . . . ,an,h1, . . . ,hm) = w(a1h1 . . .hd1, . . . ,anh(d1+···+dn−1+1) . . .hm) = 1.
Defina, para cada i = 2, . . . ,m+1, wi = σi . . .σm+1 e suponha que dado 1 6 i 6 m vale
wi(a1, . . . ,an,h1, . . . ,hm) = 1, para todo h1, . . . ,hm ∈ H.
Desde que wi+1 é produto de comutadores envolvendo a variável zi, tomando h1, . . . ,hm ∈ H
com a única condição que hi = 1, obtemos que
σi(a1, . . . ,an,h1, . . . ,1, . . . ,hm) = 1,
isto porque wi = σiwi+1 e wi+1(a1, . . . ,an,h1, . . . ,1, . . . ,hm) = 1. Por outro lado, σi é produto
de comutadores não envolvendo a variável zi e por isso para cada h1, . . . ,hm ∈ H temos que
σi(a1, . . . ,an,h1, . . . ,hm) = 1.
Finalmente, concluímos que
wi(a1, . . . ,an,h1, . . . ,hm) = 1 = wi+1(a1, . . . ,an,h1, . . . ,hm).
Por indução, vemos que para cada h1, . . . ,hm ∈ H vale
wm+1(a1, . . . ,an,h1, . . . ,hm) = 1.
Por definição, wm+1 = σm+1 é produto de comutadores de peso maior ou igual a m nos quais
aparecem todas as variáveis z1, . . . ,zm. Portanto, como F1 é livremente gerado por Y e pelo
Lema 1.20, nós podemos escrever wm+1 = uv onde u é um produto de comutadores simples
de peso exatamente m com entradas em z1, . . . ,zm e v é produto de comutadores de peso pelo
menos m+1 contendo cada uma das variáveis z1, . . . ,zm e, possivelmente, alguma variável xi,
1 6 i 6 n. Então, u ̸= 1 e para cada h1, . . . ,hm ∈ H vale
u(h1, . . . ,hm) = v(a1, . . . ,an,h1, . . . ,hm)−1. (4.4)
Seja Di = Di(G) o i–ésimo termo da série de Jennnings–Lazard–Zassenhaus de G associada
ao primo p. Para cada g ∈ G lembramos que δ (g) denota o grau de g com relação e esta série.
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Pela igualdade em (4.4), temos que para cada h1, . . . ,hm ∈ H vale





Por outro lado, sejam k1, . . . ,km ∈ G e suponha que possamos escrever ki = hici onde δ (ci)>
1+δ (ki) para cada i = 1, . . . ,m. Desde que u é um produto de comutadores de peso exatamente
m com entradas no conjunto z1, . . . ,zm, podemos escrever u(k1c−11 , . . . ,kmc
−1
m ) na forma g1g2
onde g1,g2 ∈G, g1 é um produto de comutadores de peso m com entradas no conjunto k1, . . . ,km
e g2 é um produto de comutadores de peso maior ou igual a m, os comutadores de peso m






Por outro lado, kic−1i ∈ H para cada i = 1, . . . ,m. Segue de (4.5) que











pois para todos a,b ∈ G vale δ (ab) = min{δ (a),δ (b)}. Das desigualdades em (4.6) e (4.7),
temos que





Agora, desde que [G : H] < ∞, a série G ≥ HD2 ≥ HD3 ≥ . . . ≥ HDt ≥ . . . deve estaci-
onar, isso é, existe um inteiro positivo t tal que para todo l > t vale Dt ≤ HDl . Sejam
g11, . . . ,g1t , . . . ,gm1, . . . ,gmt elementos arbitrários de G e, para cada i = 1, . . . ,m, defina ki =
[gi1, . . . ,git ]. Desde que {Di; i > 1} é uma Np–série, temos que
ki = [gi1, . . . ,git ] ∈
[





j=1 δ (gi j)
, i = 1, . . . ,m.




δ (gi j), i = 1, . . . ,m. Por outro lado, para cada i = 1, . . . ,m vale que
[gi1, . . . ,git ] ∈ Dt ≤ HDl para todo l > t. Segue-se que






δ (gi j). (4.8)
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Finalmente, escreva u = [zλ1, . . . ,zλm] . . . [zµ1, . . . ,zµm ] e considere o elemento correspondente
f1(z1, . . . ,zm) = [zλ1, . . . ,zλm ]+ · · ·+[zµ1 , . . . ,zµm]
na álgebra de Lie sobre Fp livremente gerada por z1, . . . ,zm. Então, escolhendo novas variáveis
x11, . . . ,x1t , . . . ,xm1, . . . ,xmt , podemos considerar o elemento
f = f1([x11, . . . ,x1t ], . . . , [xm1, . . . ,xmt ])
na Fp–álgebra de Lie livremente gerada por {x11, . . . ,xmt}. Para cada i = 1, . . . ,m e j = 1, . . . , t,
seja gi j um elemento arbitrário de G. Então, se gi j denota a imagem de gi j em Dδ (gi j)/Dδ (gi j)+1,
de (4.8) segue que:
f (g11, . . . ,g1t , . . . ,gm1, . . . ,gmt) = f1([g11, . . . ,g1t ], . . . , [gm1, . . . ,gmt ])
= u([g11, . . . ,g1t ], . . . , [gm1, . . . ,gmt ])D1+∑i, j δ (gi j)
= 0.
Isto mostra que f = 0 em Lp(G) e, portanto, Lp(G) satisfaz uma identidade polinomial.
Note que na prova do Teorema 4.10, a única propriedade utilizada da série de Jennings–
Lazard–Zassenhaus do grupo G associada ao primo p é que para todos inteiros positivos n e
m vale [Dn(G),Dm(G)]≤ Dn+m(G). Contudo, tal propriedade é também válida em qualquer
Np–série de G e portanto o resultado é obtido para qualquer Np–série de G.
Podemos, então, provar o Teorema 4.6.
Demonstração do Teorema 4.6. Seja G um grupo de torção residualmente–(finito nilpotente),
sem 2–elementos, agido por um 2–grupo finito Q. Suponha que CG(Q) satisfaça uma identidade
não trivial de grupo. Nessas condições, vamos mostrar que G é localmente finito.
Seja X = {x1, . . . ,xn} ⊆ G um conjunto fixado. Desde que Q é finito, temos que XQ :=
{xqi ; i = 1, . . . ,n e q ∈ Q} é um conjunto finito e ⟨X⟩ ≤ ⟨X
Q⟩. Por outro lado, vemos que ⟨XQ⟩ é
um subgrupo Q–invariante de G e C⟨XQ⟩(Q)≤CG(Q). Estas condições mostram que podemos
assumir, sem perda de generalidade, que G é finitamente gerado.
Adicionalmente, se G é finitamente gerado, o Lema 4.8 mostra que G é produto direto
de p–subgrupos maximais característicos e residualmente–p, p ̸= 2 desde que G não possui
2–elementos.
Das considerações anteriores e pelo Corolário 4.4 temos que o Teorema 4.6 estará demons-
trado se o verificarmos no caso particular em que G é residualmente–p, p ̸= 2.
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Seja, então, G um grupo de torção residualmente–p, p ̸= 2, agido por um 2–grupo finito Q
de modo que CG(Q) satisfaz uma identidade não trivial de grupo. Assuma que G é finitamente
gerado e vamos mostrar que G é finito.
Seja Di = Di(G) o i–ésimo termo da série de Jennings–Lazard–Zassenhaus de G, associada





tem estrutura de álgebra de Lie sobre o corpo Fp.
Como cada subgrupo Di é característico em G, temos que Q age via automorfismos em cada
Di e, pelo mesmo motivo, Q age via automorfismos em cada fator Di/Di+1. Observando cada
fator anterior como espaço vetorial sobre o corpo Fp, vemos que Q age em cada fator Di/Di+1
via automorfismos lineares. Segue-se que a ação de Q em G induz uma ação via automorfismos
lineares de Q no espaço vetorial L(G). Por definição de [·, ·] em L(G), temos que a ação de Q
em G induz uma ação via automorfismos de álgebras de Lie de Q em L(G).
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Ora, desde que Q é 2–grupo finito e Di/Di+1 é grupo de torção sem 2 torção, vale pelo Teorema
1.12 que









Por outro lado, temos que {CG(Q)∩Di; i ≥ 1} define uma Np–série de CG(Q). Como CQ(G)













satisfaz uma identidade polinomial não trivial. Desde que p = char(Fp) - |Q| e Q é grupo finito
solúvel, temos pelo Teorema 3.16, que L(G) é uma álgebra de Lie satisfazendo uma identidade
polinomial não trivial. Portanto, a subálgebra Lp(G) satisfaz uma identidade polinomial.
Em resumo, G é grupo de torção finitamente gerado, residualmente–p, e Lp(G) satisfaz
uma identidade polinomial. Segue do Teorema 3.15 que G é finito. Isso conclui a prova do
resultado.
4.3 Limite na altura de Fitting em função do expoente
Nesta seção, nos dispomos a provar um resultado de A. Shalev [28, Lema 2.5] limitando a
altura de Fitting de grupos finitos solúveis em termos de seus expoentes. Neste propósito,
fazemos algumas considerações e provamos alguns resultados preliminares.
Em [7], P. Hall e G. Higman estabeleceram um limite ao p–comprimento de grupos finitos
p–solúveis em termos do expoente de um subgrupo de Sylow. Nós iremos provar este resultado
nas páginas seguintes. Antes precisamos da seguinte definição.
Definição 4.11. Seja p um primo. Se existe um inteiro não negativo m tal que p = 22
m
+ 1,
então p é chamado um primo de Fermat (em homenagem a Pierre de Fermat). Por outro lado,
se existe um inteiro positivo n tal que p = 2n−1, então dizemos que p é um primo de Mersenne
(em homenagem a Marin Mersenne).
Os seguintes dois resultados são alguns dos principais resultados provados em [7] por P.
Hall e G. Higman. Suas provas podem ser encontradas, por exemplo, em [12, pág. 426, ,
Teorema 2.9] e [12, pág. 440, Teorema 3.9], respectivamente.
Teorema 4.12 (Teorema B de Hall–Higman). Seja K um corpo de característica positiva p e
V um espaço vetorial de dimensão finita sobre o corpo K. Seja G um grupo finito p–solúvel de
automorfismos lineares de V tal que Op(G) = 1. Se g é um elemento de G de ordem pn, então
o polinômio minimal de g é (t −1)r onde r 6 pn. Se r < pn, existem inteiros n0 6 n para os
quais pn0 −1 é potência de um primo q e os q–subgrupos de Sylow de G são não-abelianos.
Mais do que isto, se n0 é o menor tal inteiro, então r > pn−n0(pn0 −1).
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Lembramos que para cada grupo finito G e primo p, Op(G) denota a intersecção de todos
os p–subgrupos de Sylow de G.
Teorema 4.13. Seja K um corpo de característica positiva p e V um espaço vetorial de
dimensão finita sobre o corpo K. Seja G um grupo finito p–solúvel de automorfismos lineares
de V e suponha que Op(G) = 1. Suponha que g e h sejam elementos de um p–subgrupo de




não comutam. Então, ou (g−1)p
m−1 ̸= 0 ou (h−1)p
m−1 ̸= 0.
Na intenção de utilizar os Teoremas 4.12 e 4.13 no estudo de p–comprimento de grupos
finitos p–solúveis, se faz conveniente estudar soluções da equação pa = qb +1, onde p e q são
números primos e a e b são inteiros positivos. Isto é feito no próximo resultado.
Lema 4.14. ([12, pág. 424, Lema 2.7]) Sejam p,q números primos e a,b inteiros positivos.
Suponha que pa = qb +1. Então, vale uma das seguintes:
(i) p = 2, b = 1, a é primo e q = 2a −1 é um primo de Mersenne;
(ii) q = 2, a = 1, b = 2m e p = 22
m
+1 é um primo de Fermat;
(iii) pa = 9 e qb = 8.
Demonstração. Claramente, p = 2 ou q = 2.
Se p = 2, então a > 1. Se b = 2c, então q2c −1 = 2a −2 = 2(2a−1 −1) ̸≡ 0(mod4). Por
outro lado, desde que q é ímpar, temos que q2c −1 é múltiplo de 4, uma contradição. Vemos,
portanto, que b é ímpar. Se b > 1, considere f (x) = xb−1 − xb−2 + · · ·+1 no anel F2[x]. Como
q é ímpar, temos que f (q) = 1 = q. Desde que 2a = (q+1)(qb−1−qb−2+ · · ·+1), vemos que
q+1 = 2d para algum inteiro d e temos o seguinte absurdo:
2a−d = qb−1 −qb−2 + · · ·+1 ≡ 1(mod2).
Então, temos que b = 1. Finalmente, se a = e f e vale que e e f são maiores que 1, então
q = 2a −1 = 2e f −1 = (2e −1)(2e( f−1)+2e( f−2)+ · · ·+1), um absurdo desde que q é primo.
Concluímos, portanto, que a é número primo e que estamos no caso (i).
Supomos, então, que q = 2. Desse modo pa = 2b +1.
Se a > 1 escrevemos
2b = pa −1 = (p−1)(pa−1 + pa−2 + · · ·+ p+1).
Disto obtemos que p−1 = 2c e pa−1 + pa−2 + · · ·+1 = 2b−c > 1 para algum c. Considerando
o polinômio f (x) = xa−1 + xa−2 + · · ·+1 em F2[x], temos que f (p) = a. Das considerações
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anteriores vemos que a ≡ 2b−c ≡ 0(mod2), isso é, a é número par. Escrevendo a = 2d, temos
que 2b = p2d −1= (pd −1)(pd +1). Segue-se que pd +1= 2e e pd −1= 2 f para convenientes
e e f . Claramente f = 1, e = 2 e por isso obtemos pd = 3, isso é, pa = 9 e 2b = 8, ou seja,
estamos no caso (iii).
Finalmente, se a = 1, p = 2b +1 e resta-nos mostrar que b = 2m. Se b = 2cd, d um ímpar,
temos que
p = 22





Por isso vemos que b = 2c e p = 22
c
+1 é primo de Fermat, como indicado no item (ii).
A demonstração está completa.
Sejam G um grupo finito e p um primo fixados. Denote por pep(G) o expoente de um
p–subgrupo de Sylow P de G. Dado que subgrupos de Sylow em grupos finitos são conjugados,
logo isomorfos, temos que ep(G) independe da escolha de P ∈ Sp(G), onde Sp(G) denota o
conjunto dos p–subgrupos de Sylow de G. Mais do que isto, ep(G) é um invariante numérico
no sentido que se G é isomorfo ao grupo G′, então ep(G′) = ep(G). Em tempo, é fácil ver que
se H ≤ G e NG, então ambos ep(H) e ep(G/N) são menores ou iguais a ep(G).
Definição 4.15. Sejam G um grupo finito e p um número primo. Seja P um p–subgrupo de
Sylow de G. Lembramos que, por definição, P = 1 se p não divide a ordem de G. Para cada
n > 0 defina µ2n(P) := ⟨xp
n








Assim, temos a seguinte cadeia de subgrupos de P
P = µ0(P)≥ µ1(P)≥ µ2(P)≥ ·· · ≥ µi(P)≥ ·· · .
Como µ2ep(G)(P) = ⟨x
pep(G);x ∈ P⟩= 1, a cadeia acima sempre alcança o grupo trivial em G.
No caso particular em que p divide a ordem de G, note que µ2(ep(G)−1)(P) ̸= 1, então, o menor
número m tal que µm(P) = 1 é 2ep(G)−1 ou 2ep(G). Em qualquer caso, denotando por e∗p(G)





onde “⌊·⌋” denota a função maior inteiro. Note que e∗p(G) é também um invariante numérico
pois subgrupos de Sylow de G são conjugados.
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Teorema 4.16. ([12, pág. 405, Lema 4.2]) Seja G um grupo finito p–solúvel tal que p divide a
ordem de G. Então, vale:
(i) ep(G/Op′,p(G))6 ep(G)−1 se vale uma das seguintes condições:
(a) p é impar e não é primo de Fermat;
(b) p é primo de Fermat e os 2–subgrupos de Sylow de G são abelianos;
(c) p= 2 e os q–subgrupos de Sylow de G são abelianos para todos primo de Mersenne
q.
(ii) Se p > 3, então e∗p(G/Op′,p(G))6 e
∗
p(G)−1.
Demonstração. Seja P um subgrupo de Sylow de G e escreva
A/Op′(G) = Φ(Op′,p(G)/Op′(G)).
Desse modo, sabemos que V = Op′,p(G)/A pode ser visto como espaço vetorial sobre Fp. Con-
siderando a ação natural de G em V , pelo Teorema 1.40 o núcleo da ação é CG(Op′,p(G)/A) =
Op′,p(G) e, por isso, temos que G/Op′,p(G) é isomorfo a um grupo de automorfismos lineares
de V e, como sabemos, Op(G/Op′,p(G)) = 1. Seja ρ : G −→ AutFp(V ) o homomorfismo





̸= 1 ou (xy)p
n
̸= 1. Inicialmente, dado que Fp é um corpo de característica
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A = (yA)(1+ρ(x)+ · · ·+ρ(x)p
n−1) = (yA)(ρ(x)−1)p
n−1 ̸= 1.







] ̸= 1. De fato, se v = (yA)(ρ(x)− 1)p
n−1, pelo item (ii) do Teorema 1.41
temos que























Para a prova do item (i) do Teorema 4.16, seja n = ep(G/Op′,p(G)). Desde que P é um
p–subgrupo de Sylow de G, vemos que POp′,p(G)/Op′,p(G) é um p–subgrupo de Sylow de
G/Op′,p(G) e existe x ∈ P de modo que |xOp′,p(G)|= pn = |ρ(x)|.
Afirmamos que não existe inteiro positivo n0 tal que pn0 −1 seja potência de um primo q e
os q–subgrupos de Sylow de G sejam não–abelianos. De fato, se existem inteiros positivos n0,b
e um primo q tal que pn0 −1 = qb, então pelo Lema 4.14, temos que valem uma das seguintes
(a) p = 2, b = 1, n0 é primo de q = 2n0 −1 é primo de Mersenne;
(b) q = 2, n0 = 1, b = 2m e p = 22
m
+1 é primo de Fermat;
(c) pn0 = 9 e qb = 8.
As condições do teorema, portanto, verificam nossa afirmação. Pelo Teorema 4.12, o polinômio
minimal de ρ(x) é (t −1)p
n
. Desde que Op′,p(G)G, temos que P∩Op′,p(G) é p–subgrupo
de Sylow de Op′,p(G) e consequentemente (P∩Op′,p(G))A/A é o p–subgrupo de Sylow de
Op′,p(G)/A. Ora, desde que Op′,p(G)/A é um p–grupo, (P∩Op′,p(G))A/A = Op′,p(G)/A,
isso, é (P∩Op′,p(G))A = Op′,p(G). Deste modo, existe y ∈ P∩Op′,p(G) tal que
(yA)(ρ(x)−1)p
n−1 ̸= 1.
Pelas nossas considerações iniciais, vemos que xp
n
̸= 1 ou (xy)p
n
̸= 1. Isso é, ep(G)> n, o que
conclui a prova do item (i).
Para a prova do item (ii), suponha que p > 3. Vamos mostrar que e∗p(G/Op′,p(G)) 6
e∗p(G)−1.
Suponha inicialmente que e∗p(G/Op′,p(G)) = 2n. Desde que p divide a ordem de G, temos
que ep(G)> 1 e então e∗p(G)> 1. O resultado segue se 2n = 0. Nós podemos, então, supor que
2n> 0. Sabemos que POp′,p(G)/Op′,p(G) é p–subgrupo de Sylow de G/Op′,p(G). Logo, desde









não comutam. Pelo Teorema 4.13, temos que (ρ(x1)− 1)p
n−1 ̸= 0 ou
que (ρ(x2)−1)p
n−1 ̸= 0. Escreva x para o elemento satisfazendo a diferença anterior. Então,
desde que Op′,p(G) = (P∩Op′,p(G))A, existe y ∈ P∩Op′,p(G) tal que
(yA)(ρ(x)−1)p
n−1 ̸= 0.
4.3 Limite na altura de Fitting em função do expoente 81
Pelas considerações iniciais, vemos que xp
n
̸= 1 ou (xy)p
n
̸= 1. Isso é, µ2n(P) ̸= 1 e e∗p(G)> 2n.
Finalmente, podemos supor que e∗p(G/Op′,p(G)) = 2n+1. Neste caso, ep(G/Op′,p(G)) = n+1
e existe x ∈ P tal que |xOp′,p(G)|= |ρ(x)|= pn+1. Pelo Teorema 4.12, o polinômio minimal
de ρ(x) é (t −1)p
r
com r 6 pn+1. Mas, mais do que isto, vale r > pn+1 − pn.
Como p > 3, mostra-se por indução que pm > 3pm−1 para todo inteiro positivo m. Então,
temos que r > pn+1 − pn > 2pn > 2pn −1. Por isso, existe y ∈ P∩Op′,p(G) tal que
(yA)(ρ(x)−1)2p
n−1 ̸= 1.
Pelas considerações iniciais, vemos que [(xy)pn,xp
n
] ̸= 1. Isso mostra que µ2n+1(P) ̸= 1 e por
isso e∗p(G)> 2n+1 = e
∗
p(G/Op′,p(G)).
Teorema 4.17. ([12, pág. 451, Teorema 4.3]) Suponha que G seja um grupo finito p–solúvel,
p um primo. Sejam lp = lp(G) o p–comprimento de G e pep(G) o expoente de um p–subgrupo
de Sylow de G. Então, valem as seguintes.
(i) lp 6 ep(G) se for satisfeita uma das seguintes condições:
(a) p é impar e não é primo de Fermat;
(b) p é primo de Fermat e os 2–subgrupos de Sylow de G são abelianos;
(c) p= 2 e os q–subgrupos de Sylow de G são abelianos para todos primo de Mersenne
q.
(ii) Se p é primo de Fermat, então lp 6 2ep(G).
Demonstração. Façamos nossa prova de (i) por indução em lp. Se lp 6 1, nada temos a
fazer. Se lp > 1, o p–comprimento de G = G/Op′,p(G) é lp − 1. Por indução, temos que
lp − 1 6 ep(G). Por outro lado, pelas condições (a)− (c) e o Teorema 4.16, temos que
ep(G)6 ep(G)−1. Logo, temos que lp 6 ep(G) e (i) está verificado.
Para a prova de (ii), usamos indução em lp para verificar que lp 6 e∗p(G). Se lp 6 1, nada
temos a fazer. Se lp > 1, então por indução temos que lp −1 6 e∗p(G/Op′,p(G))6 e∗p(G)−1,
isso é, lp ≤ e∗p(G). Nossa afirmação está verificada. Finalmente, temos que lp 6 e∗p(G) 6
2ep(G).
Note que o Teorema 4.17 não estabelece um limite no 2–comprimento de um grupo finito
2–solúvel arbitrário. Este resultado foi estabelecido em [5] por F. Gross no caso particular de
grupos solúveis. Em [5], F. Gross mostra que o 2–comprimento de um grupo finito solúvel
G de ordem par é no máximo 2e2(G)−1. Deste modo, pelo Teorema 4.17, para cada grupo
finito solúvel G e primo p vale que lp(G) 6 2ep(G). Em outras palavras, o p–comprimento
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de um grupo finito solúvel G é limitado superiormente por uma função do expoente de um
p–subgrupo de Sylow de G.
Podemos, portanto, demonstrar o principal resultado desta seção. No que segue, lembramos
que para cada grupo finito solúvel G, F(G) denota o subgrupo de Fitting de G e h(G) denota a
altura de Fitting de G.
Teorema 4.18 (A. Shalev). A altura de Fitting de um grupo finito solúvel de expoente n =
pe11 . . . p
en
n é limitada superiormente por uma função de n.




Vamos mostrar por indução em |G| que
h(G)< b(G). (4.9)
Note que tal desigualdade já vale na classe dos grupos finitos nilpotentes.
Suponha que |G| > 1 e h(Q) < b(Q) para todo grupo finito solúvel Q com |Q| < |G|.
Suponha inicialmente que G possui dois subgrupos normais minimais distintos H e K. Então,
H ∩K = 1 e G é isomorfo a um subgrupo do grupo (G/H)× (G/K). Pelos Lemas 1.34 e 1.35,
vemos que
h(G)6 h((G/H)× (G/K)) = max{h(G/H),h(G/K)}. (4.10)
Por outro lado, por hipótese de indução temos que
max{h(G/H),h(G/K)}< max{b(G/H),b(G/K)}. (4.11)
Pelo Lema 1.38, temos que b(G/H),b(G/K)6 b(G). Segue-se que h(G)< b(G).
Podemos, portanto, assumir que G possui um único subgrupo normal minimal. Neste caso,
desde que G é solúvel, pelo Lema 1.31, tal subgrupo é um p–grupo abeliano elementar para
algum primo p e, mais do que isto, Oq(G) = 1 para cada primo q diferente de p. Deste modo,
temos que Op′(G) = 1 e Op′,p(G) = Op(G) = F(G). Desde que F(G) ̸= 1, por hipótese de
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(lq(G)+1) = b(G). (4.13)
Finalmente pelo Lema 1.36 temos que h(G) = h(G/F(G)) + 1. Segue das desigualdades
em (4.12) e (4.13) que h(G) = h(G/F(G))+1 6 b(G/F(G))< b(G). Nossa afirmação está
verificada.










Finalmente desde que, para cada grupo finito G, o expoente de G é o produto dos expoentes de
seus subgrupos de Sylow, (4.14) mostra que a altura de Fitting de um grupo finito solúvel de
expoente n é limitada superiormente por uma função de n.
4.4 O Teorema Principal de A. Shalev
Na seção final deste trabalho temos como objetivo demonstrar o Teorema 4.1, obtido em [28,
Teorema 1.1] por A. Shalev, que diz o seguinte: se um grupo de torção residualmente–finito
G, sem 2–elementos, é agido por um 2–grupo finito Q de modo que CG(Q) é solúvel ou de
expoente finito, então G é localmente finito. Para isto, inicialmente demonstramos um resultado
de A. Turull sobre altura de Fitting de grupos finitos solúveis e posteriormente demonstramos
um resultado sobre grupos residualmente–(finito solúveis).
Para cada grupo finito G, seja |G|= p1 . . . pn, com p1, . . . , pn primos não necessariamente
distintos. Definimos k(G) = n, isto é, k(G) é o número de primos dividindo a ordem de G,
contando-se as multiplicidades.
Em 1964, no artigo Automorphisms of Solvable Groups, J.G. Thompson iniciou o estudo
de relações entre a altura de Fitting de um grupo finito solúvel G, agido coprimamente por
um grupo finito Q, com a altura de Fitting do centralizador CG(Q). Mais especificamente, J.G.
Thompson provou o seguinte resultado cuja prova pode ser encontrada em [33].
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Teorema 4.19 (Thompson). Seja G um grupo finito solúvel agido por um grupo finito solúvel
Q e suponha que (|Q|, |G|) = 1. Então, h(G)6 5k(Q)h(CG(Q)).
Posteriormente em [18], H. Kurzweil melhorou o resultado de Thompson na seguinte
versão.
Teorema 4.20 (Kurzweil). Seja G um grupo finito solúvel agido coprimamente por um grupo
finito solúvel Q. Então, h(G)6 4k(Q)+h(CG(Q)).
Finalmente em 1984, no artigo Fitting Height of Groups and of Fixed Points, A. Turull
melhorou o resultado de Kurzweil obtendo, como prova em seu artigo, o melhor resultado
possível, que enunciamos a seguir.
Teorema 4.21 (A. Turull). Seja G um grupo finito solúvel agido por um grupo finito solúvel Q
e suponha que (|Q|, |G|) = 1. Nestas condições, h(G)6 2k(Q)+h(CG(Q)).
Sendo o Resultado de Turull o melhor possível, fazemos sobre ele algumas considerações.
Para a prova do Teorema 4.21, A. Turull utilizou a ferramenta de torres de grupos que
vamos descrever a seguir.
Sejam Q e G dois grupos finitos e suponha que Q age em G. Uma Q–torre de G de altura
h > 1 é uma sequência (Pi)i=1,...,h de subgrupos Q–invariantes de G para a qual valem as
seguintes condições:
(i) Pi é pi–grupo, pi um primo, para cada i = 1, . . . ,h.
(ii) Pi ≤ NG(Pj) sempre que 1 6 i < j 6 h.
(iii) Os grupos definidos pelas regras
(a) P′h = Ph
(b) P′i = Pi/CPi(P
′
i+1), i = 1, . . .h−1,
são não triviais.
(iv) pi ̸= pi+1 para cada i = 1, . . . ,h−1.
O Teorema 4.21 decorre dos seguintes resultados, cujas provas podem ser encontradas em
[34, Lemas 1.5, 1.9 e Teorema 3.1], respectivamente.
Teorema 4.22. Sejam Q e G dois grupos finitos, Q agindo em G, e (Pi)i=1,...,h uma sequência
de subgrupos Q–invariantes satisfazendo as condições (i)− (iii) da definição de Q–torre.
Nestas condições, para qualquer função crescente f : {1, . . . ,h1} −→ {1, . . . ,h}, definindo-se
P1i = Pf (i) para cada i = 1, . . . ,h1, temos que (P
1
i )i=1,...,h1 satisfaz as condições (i)− (iii) da
definição de Q–torre.
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Teorema 4.23. Seja G um grupo finito solúvel e Q um grupo finito agindo em G tal que
(|Q|, |G|) = 1. Então, a altura de Fitting de G é a maior altura de uma Q–torre (Pi)i=1,...,h de
G.
Teorema 4.24. Seja Q um p–grupo de ordem prima agindo no grupo finito G tal que p não
divide |G|. Seja (Pi)i=1,...,h uma Q–torre de G e assuma que Q centraliza Pk (possivelmente
com k = 0 e Pk = 1). Então, existe um j > k de modo que (CPi(Q))i=1,..., j−1, j+1,...,h satisfaz as
condições (i)− (iii) da definição de Q–torre. Se 2 - |Pk|, então podemos tomar j > k.
Vamos mostrar como destes últimos resultados podemos provar o Teorema 4.21.
Sejam Q e G dois grupos finitos solúveis de ordens coprimas e suponha que Q age em G.
Vamos provar por indução em |Q| que vale h(G)6 2k(Q)+h(CG(Q)). Suponha inicialmente
que |Q| não é número primo. Desde que Q é grupo finito solúvel, pelo Lema 1.29, podemos
escolher NQ de modo que |Q/N| é um número primo p. Por indução, temos que h(G) 6
2k(N)+h(CG(N)). Por outro lado, desde que NQ, a ação de Q em G induz uma ação de Q/N
em CG(N). Novamente por indução, temos que h(CG(N)) 6 2k(Q/N)+h(CCG(N)(Q/N)) =
2+h(CG(Q)), pois CCG(N)(Q/N) =CG(Q) e |Q/N| é número primo. Disto, segue-se que
h(G)6 2k(N)+h(CG(N))6 2k(N)+2+h(CG(Q)) = 2k(Q)+h(CG(Q)).
Podemos, portanto, supor que Q é um grupo de ordem prima agindo no grupo finito solúvel
G tal que (|Q|, |G|) = 1. Pelo Teorema 4.23, h(G) é a maior altura de uma Q–torre de G.
Se h = h(G) é a altura de Fitting de G, podemos tomar (Pi)i=1,...,h uma Q–torre de G. Pelo
Teorema 4.24, existe um j > 0 de modo que (CPi(Q))i=1,..., j−1, j+1,...,h satisfaz as condições
(i.)–(iii.) da definição de Q–torre. Pelo Teorema 4.22, a partir desta sequência podemos obter
uma Q–torre de CG(Q). Novamente pelo Teorema 4.23, temos que h(CG(Q))> h(G)−2, isso
é, h(G)6 2+h(CG(Q)). Desde que k(Q) = 1, Teorema 4.21 está demonstrado.
Anterior à prova do Teorema 4.1, mostramos mais um único resultado sobre grupos
residualmente–(finito solúvel). Lembramos que um grupo G é residualmente–(finito solúvel)
se para todo 1 ̸= g ∈ G existem um grupo finito solúvel F e um homomorfismo ϕ : G −→ F de
modo que gϕ ̸= 1.
Lema 4.25. Sejam h um inteiro positivo e G um grupo finitamente gerado e residualmente–
(finito solúvel). Suponha que todo fator finito de G é solúvel com altura de Fitting no máximo
h. Então, existe uma série de subgrupos característicos
G = G1 ≥ G2 ≥ ·· · ≥ Gh ≥ Gh+1 = 1
tal que Gi/Gi+1 é residualmente–(finito nilpotente) para todo i = 1, . . . ,h.
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Demonstração. Desde que G é finitamente gerado, podemos utilizar um resultado de M. Hall
[14] que afirma que todo grupo finitamente gerado possui somente um número finito de
subgrupos com um mesmo índice finito fixado. Portanto, se A é um subgrupo normal de índice




é um subgrupo característico de índice finito em G contido em A.
Vamos provar este resultado por indução em h. Se h = 1, G é residualmente–(finito
nilpotente) e o resultado segue. Se h > 1, seja H a intersecção de todos os subgrupos normais
N de índice finito de G tais que h(G/N) 6 h− 1. Então, H G. Dado que o subgrupo
∩{N/H; NG, [G : N]< ∞ e h(G/N)6 h−1} é trivial em G/H, o Teorema 3.1 mostra que
G/H é residualmente–(finito solúvel). Mais do que isto, por definição de H, todo fator finito de
G/H é solúvel com altura de Fitting no máximo h−1. Por indução, podemos tomar uma série
1G/H = (H/H) = Gh/H ≤ Gh−1/H ≤ ·· · ≤ G1/H = G/H
de subgrupos característicos de G/H, tal que todo fator da série é residualmente–(finito
nilpotente).
Seja K a intersecção dos subgrupos característicos N de índice finito em G tais que
h(G/N) ≤ h − 1. Claramente H ≤ K. Seja M um subgrupo normal de índice finito em
G tal que h(G/M) 6 h− 1. Desde que G é finitamente gerado, pelas considerações inici-
ais temos que M contém um subgrupo N, característico e de índice finito em G, e tal que
h(G/N) = h(G/M) 6 h− 1. Por definição temos que K ≤ N ≤ M. Isso mostra que K ≤ H,
isso é, H = K e H é subgrupo característico de G. Portanto, temos que
1 = Gh+1 ≤ H = Gh ≤ ·· · ≤ G1 = G (4.15)
é uma série de subgrupos característicos de G. Desde que para todo i = 1, . . . ,h−1 vale que
Gi/Gi+1 é grupo residualmente–(finito nilpotente), o resultado estará verificado se mostrarmos
que H é residualmente–(finito nilpotente).
Seja 1 ̸= g ∈ H. Desde que G é residualmente–(finito solúvel) podemos tomar SG de
índice finito e tal que g /∈ S. Agora, g /∈ S mostra que h(G/S) = h. Podemos então tomar uma
série
1G/S = S/S ≤ Sh/S ≤ ·· · ≤ S1/S = G/S
de subgrupos normais de G/S tal que todo fator da série é um grupo finito nilpotente. Note que
h(G/Sh)6 h−1 e então H ≤ Sh. Dado que H/(H ∩S)∼= HS/S ≤ Sh/S, temos que H/(H ∩S)
é grupo finito nilpotente. Como g /∈ H ∩S, obtemos um subgrupo normal de H não contendo g
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e cujo grupo quociente obtido é finito e nilpotente. A arbitrariedade da escolha de 1 ̸= g ∈ H
mostra que H é residualmente–(finito nilpotente).
Estamos prontos para demonstrar o Teorema 4.1.
Demonstração do Teorema 4.1. Seja G um grupo de torção, sem 2–elementos, sendo agido
por um 2–grupo finito Q de modo que CG(Q) é solúvel ou de expoente finito. Iremos provar
que G é localmente finito. Sejam x1, . . . ,xn ∈ G elementos arbitrários. Pondo X = {x1, . . . ,xn},
temos que XQ := {xqi ; i = 1, . . . ,n e q ∈ Q} é finito, desde que Q é 2–grupo finito. Ainda,
⟨X⟩ ≤ ⟨XQ⟩. Agora, ⟨XQ⟩ é Q–invariante e C⟨XQ⟩(Q) = ⟨XQ⟩∩CG(Q) é solúvel ou de expoente
finito. Portanto podemos supor, sem perda de generalidade, que G é finitamente gerado.
Suponha inicialmente que CG(Q) é solúvel. Seja NG um subgrupo Q–invariante de índice
finito. Desde que G não possui 2–elementos, temos que G/N é grupo finito de ordem ímpar.
Pelo Teorema 1.30, temos que G/N é solúvel. Pelo Teorema 1.12, temos que CG/N(Q) =
CG(Q)N/N e, portanto, h(CG/N(Q))6 h(CG(Q)). Segue do Teorema 4.21 que
h(G/N)6 2k(Q)+h(CG/N(Q))6 2k(Q)+h(CG(Q)). (4.16)
Por um lado vemos que a altura de Fitting de qualquer fator finito de G por um subgrupo normal
Q–invariante N de G é limitada por uma função que não depende da escolha de N.
Por outro lado, desde que G é finitamente gerado, todo subgrupo normal de índice finito em
G contém um subgrupo característico de índice finito em G.
As considerações anteriores mostram que todo quociente finito de G é solúvel com altura
de Fitting limitada superiormente por m = 2k(Q)+h(CG(Q). Pelo Lema 4.25 podemos tomar
uma série de subgrupos característicos
G = G1 ≥ G2 ≥ ·· · ≥ Gm ≥ Gm+1 = 1
da qual todo fator é residualmente–(finito nilpotente). Ora, para cada i = 1, . . . ,m, Q age no
grupo Gi/Gi+1 e pelo Lema 1.12 temos que
CGi/Gi+1(Q) =CGi(Q)Gi+1/Gi+1 = (CG(Q)∩Gi)Gi+1/Gi+1
é solúvel. Pelo Teorema 4.6, temos que Gi/Gi+1 é localmente finito para cada i = 1, . . . ,m. O
Lema 4.5 então mostra que G é localmente finito. Isto conclui o caso da demonstração em que
CG(Q) é solúvel.
Podemos, então, assumir que CG(Q) é de expoente finito. Seja NG um subgrupo Q–
invariante de índice finito em G. Novamente pelo Teorema 1.30 temos que G/N é solúvel e,
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pelo Teorema 1.12, temos que CG/N(Q) =CG(Q)N/N. Em particular, CG/N(Q) tem expoente
dividindo exp(CG(Q)). Escrevendo exp(CG(Q)) = p
e1
1 . . . p
er












Isso é, a altura de Fitting de todo quociente finito de G por um subgrupo normal Q–invariante
N é limitada por uma função que não depende da escolha de N. O resultado segue exatamente
como no caso onde CG(Q) é solúvel.
Na introdução ao Capítulo 4, vimos que V.P. Shunkov prova em [32] que se G é um grupo
de torção possuindo uma involução cujo centralizador é finito, então G é localmente finito.
Ainda, vimos que P. Shumyatsky prova em [30] que se G é um grupo de torção residualmente
finito possuindo um 4–subgrupo cujo centralizador é finito, então, G é localmente finito. Iremos
finalmente, expor a prova do Corolário 4.2, generalizando os resultados de V.P. Shunkov e P.
Shumyatsky.
Demonstração do Corolário 4.2. Seja G um grupo de torção residualmente finito possuindo
um 2–subgrupo finito Q cujo centralizador CG(Q) é finito. Como CG(Q) é finito e G é
residualmente finito, existe um subgrupo normal NG de índice finito tal que CG(Q)∩N = 1.
Desde que NG, temos que Q age em N e por hipótese temos que CN(Q) = N ∩CG(Q) = 1.
Pelo Teorema 1.13, N não possui 2–elementos. Portanto, pelo Teorema 4.1, podemos concluir
que N é localmente finito. Posto que ambos N e G/N são localmente finitos, pelo Lema 4.3
concluímos que G é localmente finito.
O trabalho de A. Shalev evidencia que para a conclusão de que um grupo de torção
residualmente finito G seja localmente finito, um caminho próspero a ser seguido é o de impor
condições em centralizadores. Por exemplo, sendo G e Q como nas condições do Teorema 4.1,
pode-se provar que G é localmente finito se assumirmos que CG(Q) satisfaz uma condição de
Engel ou, utilizando o Lema 1.34 e o Teorema 4.18, se assumirmos que CG(Q) possui uma
cadeia finita de subgrupos normais tal que todo fator da série é solúvel ou de expoente finito.
Ainda, observamos que variações do Teorema 4.1 podem ser obtidas encontrando-se
resultados que limitem a altura de Fitting de grupos finitos solúveis.
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Se A é qualquer grupo finito, denotamos por q(A) o maior primo dividindo a ordem de A.
Seguindo as ideias de Shalev, P. Shumyatsky prova em [29] uma generalização do Teorema 4.1,
que expomos a seguir.
Teorema 4.26 (P. Shumyatsky). Seja A um grupo finito solúvel agindo num grupo de torção
residualmente finito G. Suponha que todo elemento de G tem ordem coprima com |A| e CG(A)
é solúvel ou tem expoente finito. Nestas condições, se todo subgrupo (q(A)−1)–gerado de G é
finito e solúvel, temos que G é localmente finito.
Observe que nas condições do Teorema 4.26, se q(A) = 2, então A é 2–grupo finito e por
isso obtemos o Teorema 4.1.
Finalmente observamos que P. Shumyatsky ainda obtém em [29] a seguinte generalização
do Corolário 4.2.
Corolário 4.27 (P. Shumyatsky). Sejam G um grupo residualmente finito e q um primo. Supo-
nha que todo subgrupo 2–gerado de G é finito e que G possui um q–subgrupo finito Q tal que
CG(Q) é finito. Nestas condições, G é localmente finito.
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F(G) Subgrupo de Fitting do grupo finito G
Φ(G) Subgrupo de Frattini do grupo G
Op(G) O produto de todos os p–subgrupos normais de um grupo finito G
Dn(G) O n–ésimo termo da série de Jennings–Lazard–Zassenhaus de um grupo G
γn(G) O n–ésimo termo da série central inferior do grupo G
Sp(G) O conjunto dos p–subgrupos de Sylow do grupo finito G
h(G) Altura de Fitting do grupo solúvel G
lp(G) O p–comprimento do grupo finito p–solúvel G
ep(G) O inteiro k tal que pk é o expoente de um p–subgrupo de Sylow do grupo finito G
δ (g) O peso do elemento g com respeito à série de Jennings–Lazard–Zassenhaus do grupo G
Gm O subgrupo gerado pelas m–ésimas potências dos elementos do grupo G
Lp(G) A álgebra gerada pelo primeiro fator da série de Jennings–Lazard–Zassenhaus do grupo G

