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This thesis studies the calibration of stochastic computer models. Computer 
models are widely used to simulate complex and costly real processes and 
systems. When a computer model is used to predict the behavior of the real 
system for decision making, it is often important to calibrate the computer 
model so as to improve the model’s predictive accuracy. Calibration is a 
process to adjust the unknown input parameters in the computer model by 
comparing the computer model output with the real observed data so as to 
ensure that the computer model fits well to the real process. With the 
complexity of both the real process and the computer model, the available real 
observations and simulation data may be limited. Therefore, an effective and 
efficient calibration method is usually required to improve the calibration 
accuracy and predictive performance with limited data resources.  
This thesis first proposes an automated calibration approach for stochastic 
computer models based on the stochastic approximation (SA) method that can 
search for the optimum calibration parameter values accurately and efficiently. 
Moreover, an approach to quantify and account for the calibration parameter 
uncertainty in the subsequent application of the calibration model for 
prediction is further provided using asymptotic approximations. The results 
show that the proposed SA approach performs well in terms of calibration 
accuracy and significantly better in terms of computational search time 
compared with another direct calibration search method, the genetic algorithm.  
In order to use the limited data resources more efficiently when computer 
models are extremely time consuming and computationally expensive, and 
better quantify the various uncertainties, this thesis proposes a surrogate based 
Bayesian approach for stochastic computer model calibration and prediction. 
The proposed Bayesian approach is much more efficient as it uses the 
surrogates, where simpler and faster statistical approximations are used instead 
of the original complex computer models. Moreover, the proposed approach 
accounts for various uncertainties including the calibration parameter 
vii 
 
uncertainty in the follow up prediction and computer model analysis. The 
numerical results show the accuracy and efficiency of the proposed Bayesian 
calibration approach.  
Furthermore, in order to effectively allocate the limited data resources, a 
general two-stage sequential approach is proposed for stochastic computer 
model calibration and prediction. Different criteria are provided and studied in 
the proposed sequential approach and several examples are used to illustrate 
and compare their calibration and prediction performance.  
Other than calibration, it is also important to validate the computer model 
so as to assess the model’s predictive capability. Validation is a process to 
confirm whether the computer model precisely represents the real system. This 
thesis further provides a general framework to combine calibration, validation 
and prediction. Based on the proposed framework, an integrated approach is 
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This thesis contributes to the calibration of stochastic computer models. 
The background of computer model and the differences between deterministic 
and stochastic computer models are first introduced in Section 1.1. In Section 
1.2, computer model calibration, validation and prediction are explained and 
the challenges to address these problems are highlighted. Based on the 
challenges specified in Section 1.2, the objective and scope of this thesis are 
given in Section 1.3. Section 1.4 provides the organization of this thesis. 
1.1 Computer Model 
A computer model is generally designed to simulate the behavior of a real 
process or a specific actual system. In real applications, most processes are 
quite complex, making it impossible to develop realistic analytical models of 
the system, thus computer models become one of the best choices to represent 
the real complex systems.  
There are several advantages of using a computer model instead of directly 
analyzing the real system. First, computer models reduce the cost and/or time 
required to conduct the experiments on a system. Experiment on a real system 
may be quite time consuming, costly and even infeasible due to the system’s 
complexity. Sometimes it may be unrealistic or impossible to do physical 
experiments with the actual system as it may lead to harmful results. 
Computer models provide alternative (usually cheaper) experiments for 
analysis without experimenting on a real system. Second, computer models 
provide an efficient way to learn and understand the complex real system, 
such as to recognize the cause and effect relationships and identify the 
importance of different factors in a system. Third but not the least, computer 
models can be used to predict the behavior of a system at unknown conditions 
or predict the future outcome of a system.  
With its efficiency and effectiveness, computer models have been applied 
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in science, engineering, business, economics and social science etc. For 
instance, Watson & Johnson (2004) discussed the application of computer 
models in meteorological and environmental research. Rao & Balakrishnan 
(1999) reviewed the application of computer models in electromagnetic 
engineering design problem. Greendwood et al. (2005) applied computer 
models in assessing changes in operations and managerial policies. For 
different applications, the way to develop a computer model may be different 
due to the specific requirements or constraints. Nonetheless, following steps 
provide a general way to develop a computer model for analysis, see Law & 
McComas (2001).  
1. Formulate the problem: define the overall objectives of the study and a 
few specific issues; define the performance measures; identify the 
system configurations; define the scope of the model, the time frame for 
the study and the required resources. 
2. Collect information / data: collect data to specify model parameters and 
probability distributions; collect performance data from existing system. 
3. Formulate and develop a model: develop a conceptual model; translate 
the conceptual model to computer code; verify that the computer model 
executes as intended. 
4. Validate the model and update the model if necessary: validate the 
model by comparing the model performance and the real system 
performance; update the computer model if needed. 
5. Document model for future use. 
On the basis of characteristics, computer models can be categorized in 
different ways. For instance, they can be classified as discrete or continuous, 
static or dynamic. One commonly used categorization way is to divide 
computer models as deterministic or stochastic. For a deterministic computer 
model, the simulation outputs are always the same for the specified input set. 
While for a stochastic computer model, there exist some random components 
and a fixed input set may produce different simulation outputs. The difference 
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between the deterministic and stochastic computer models leads to the 
different methods for computer model analysis. In the following two 
subsections, the development of both the deterministic and stochastic 
computer models will be introduced.  
1.1.1 Deterministic Computer Model 
Deterministic computer models have been widely used in practice due to its 
convenience and relatively lower cost. It gives the average behavior of the 
system and is easier to build and interpret. Examples can be found in various 
areas such as Computer Aided Engineering (CAE) and Computer Aided 
Design (CAD), see Kleijnen (2008). The deterministic model requires much 
less computational cost to obtain the results when the inputs of the model are 
known in advance or can be set as the average values. Therefore, when we 
want to assess the average behavior of a system and a deterministic computer 
model is able to represent the process to be analyzed, it is preferred to use a 
deterministic model.  
Accordingly, the theoretical analysis of the deterministic computer model 
has been comprehensively studied. For instance, Santner et al. (2003) 
discussed the statistical design and analysis of computer experiments for 
deterministic computer model. In the deterministic model, randomness is 
ignored although it often exists in the real system. This simplification makes 
the deterministic computer model comparatively easier to develop and analyze. 
However, due to the increased complexity of the computer model, even a 
single simulation run may be quite expensive and time consuming. Therefore, 
the computational cost of the simulation run becomes a critical issue for the 
deterministic model.  
To overcome the heavy computational expense of running the computer 
simulation model, one popular and much more efficient way is to develop a 
surrogate, also known as emulator and metamodel, where simpler and faster 
statistical approximation is used instead of the original complex computer 
model. Various surrogate models have been proposed to approximate the 
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computer model, such as polynomial regression, radial bases function, 
artificial neural networks, adaptive regression splines and Gaussian process. 
Among all types of these surrogate models, Gaussian process, also known as 
kriging in geostatistics, is one of the most commonly used surrogates due to its 
flexibility and convenience. As the interpolating characteristic of the Gaussian 
process model is appropriate for the deterministic model, the Gaussian process 
surrogate model has been successfully applied to solve many deterministic 
computer model problems.  
1.1.2 Stochastic Computer Model 
Different from the deterministic computer models, there is randomness in 
the stochastic computer models and simulation outputs from a stochastic 
model may be different for the same input level. In most applications, the real 
systems of interest, such as complex engineering systems and expensive 
commercial systems, are often stochastic in nature. Although the stochastic 
computer models are relatively more complex and harder to build, they can 
more accurately represent the real behavior of the real process.  
For instance, to simulate a queuing system, the inputs such as the arrival 
rate and the service time are random variables in the real process. In order to 
better simulate the real system, a stochastic computer model is required to 
account for these randomness. Stochastic computer models have been 
developed and applied in various areas, such as nuclear reactor safety, see 
Helton (1994), civil and structural engineering, see Ang & Tang (2007), 
environmental impact assessment, see Frank (1999), operation research and 
financial engineering, see Asmussen & Glynn (2007).  
Due to the randomness and complexity of the stochastic computer models, 
the critical issue is that a single simulation run is no longer sufficient for a 
specified input set. More simulation runs (replications) are required to 
estimate the expectation or distribution of the stochastic simulation output. 
Therefore, the stochastic computer models can be much more difficult and 
time consuming to analyze than the deterministic computer models. This 
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motivates the using of surrogate model to solve the stochastic computer model 
problems. In recent years, the surrogate model designed for the deterministic 
situations has been extended to take accounts of the stochastic situations. For 
instance, the modified nugget effect kriging model proposed by Yin et al. 
(2011) and the stochastic kriging model proposed by Ankenman et al. (2010) 
have been proposed to deal with stochastic computer models.  
1.2 Computer Model Calibration, Validation and 
Prediction 
With continually increasing computer power, analysis of real systems relies 
more and more heavily on computer models. Computer models are often used 
to predict the behavior of the real system so as to assist decision making. 
When using the computer model for prediction, both calibration and validation 
are closely related to the model predictive performance.  
Calibration is a process to adjust the unknown parameters in the computer 
model using the observations from the real process and the simulation outputs 
from the computer model so as to improve the fitting of the computer model to 
the real process. The importance of model calibration has been recognized in 
many practical models, such as nuclear radiation release model, hydrologic 
model, traffic simulation model and biological model.  
For instance, disease transmission models are usually built to model the 
spread of the infectious diseases such as influenza A (H1N1) virus in order to 
find the best strategy to control their speed. In the real process, the real 
observations are typically the attack rate or reproduction number. The 
computer model is developed to simulate these similar outputs. Within the 
computer model, the illness transmission probability is required to be set 
which is often unknown in the real transmission process. This transmission 
probability is the calibration parameter. Its value may significantly influence 
the predictive performance of the computer model and the subsequent 
accuracy of the decision making. Therefore, it is important to estimate or 
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adjust this value by comparing the real observations (e.g. observed attack rate 
or reproduction number) and the computer model outputs (e.g. simulated 
attack rate or reproduction number). This procedure is known as calibration.  
After calibration, the computer model can then be used for further analysis 
such as for validation and prediction. This dissertation is motivated by the 
importance of the calibration problems. New approaches are proposed to 
address the stochastic computer model calibration problem.  
Validation is a process to confirm whether the computer model precisely 
represents the real process by comparing the simulation outputs from a 
computer model to the observations collected from a real process. This is also 
an important procedure before the computer model can be used to predict the 
behavior of the real process.  
The objective of using the computer model is often to predict the behavior 
of the real process for decision making. Before the computer model is used for 
prediction, calibration and validation should be considered first. However, due 
to the increasingly large and complex computer models, computer model 
calibration, validation and prediction face many challenges, see Kennedy & 
O’Hagan (2001), Henderson et al. (2009), and Arendt et al. (2012).  
First, automatic calibration procedures are usually required for quick 
response to the new data to facilitate decision making. For instance, in the 
disease transmission model, an automatic calibration method is often desirable 
to obtain an accurate transmission probability that can quickly adapt and 
update the transmission probability with new incoming data. Many automatic 
calibration approaches have been applied for computer model calibration. The 
results from Ma et al. (2007) show that the stochastic approximation method is 
accurate and also fast for stochastic computer model calibration. Nonetheless, 
it is hard to find an appropriate and fast automatic calibration approach for 
different stochastic computer model calibration problems.  
Second, experiments on both the real process and the computer model may 
be expensive and time consuming to run and the available data resources may 
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be limited. For instance, there is often little historical data for a new pandemic 
and a simulation run of a complex disease transmission model may take 
several hours or several days. This problem is much harder for stochastic 
computer models as they usually require more simulation runs or replications 
for analysis than the deterministic computer models.  
Third, there are various uncertainties in computer model analysis need to be 
considered. For instance, the computer model may not accurately represent the 
real process. There may be a model inadequacy between the real process and 
the computer model. Besides, the unknown parameters in the computer model 
that need to be calibrated also have uncertainties. Most of these uncertainties 
should be accounted for in computer model analysis as they may significantly 
influence the analytical results such as the predictive accuracy. This issue is 
especially important and harder for stochastic computer model analysis as 
there is an additional uncertainty due to the stochastic error in the stochastic 
computer model.  
Fourth, as it is time consuming to conduct experiments and only a limited 
number of data are available, this makes the design of computer experiments 
an important issue. It is necessary to select appropriate sequential design 
approach for different purpose.  
Fifth, when the computer model is used to predict the behavior of the real 
process, both calibration and validation can have significant influence on the 
predictive performance. In order to improve the predictive accuracy, it is 
important and also hard to combine calibration, validation and prediction as a 
whole procedure.   
In summary, all these challenges should be appropriately handled so as to 
better use the computer model and this dissertation develops different 
approaches to address these challenges especially for stochastic computer 
model analysis. 
1.3 Objective and Scope 
Previous section indicates that there are several challenges for computer 
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model analysis, especially for stochastic computer model calibration, 
validation and prediction. Research gaps for the current study of computer 
model analysis are summarized below. 
• Calibrate manually is tedious, time consuming and usually requires an 
experienced person. Hence automatic calibration methods are usually 
required and preferred. However, most automatic calibration methods 
require a large number of simulation runs to find the optimal calibration 
parameter value. This makes the calibration a difficult problem as many 
computer models are time consuming to run. Ma et al. (2007) show that 
the SA approach is one of the fast and easy to implement automatic 
calibration approaches to overcome the heavy computational expensive 
of running the computer model. This phenomenon is further illustrated 
by Lee & Ozbay (2009). However, they only empirically show the 
application of the SA methods to the calibration problem. Therefore, it 
is required to provide a rigorous proof of the feasibility and 
convergence of applying the SA methods for stochastic computer model 
calibration. Moreover, the quantification of the calibration parameter 
uncertainty needs to be further discussed when the SA methods are used 
for calibration.  
• Calibration using surrogates is preferred when the computer models are 
extremely time consuming and computationally expensive to run. 
However, current surrogate based calibration methods are usually based 
on deterministic computer models (see e.g. Kennedy & O’Hagan 
(2001)). To solve stochastic computer model calibration problem, it is 
much more difficult than the deterministic one as it is required to 
consider the stochastic error. This stochastic error will influence the 
whole calibration and prediction procedure and make the calibration 
more complicated. Compared to deterministic model calibration 
considered by Kennedy & O’Hagan (2001), there are many differences 
for stochastic model calibration. First, the model form is different, 
8 
 
which is extended to include stochastic error. Second, there are 
additional terms and parameters need to be considered, such as the 
variance of the stochastic error. Third, it is more difficult to solve the 
stochastic calibration problem due to more complexity in integration 
and more parameters to estimate. For instance, the variance matrix used 
in Bayesian approach will be contaminated by the stochastic error. If 
we do not consider this stochastic error, the calibration and prediction 
results may not be accurate. With increasing application of the 
stochastic computer models, it is necessary to extend the methods to 
solve stochastic computer model calibration problem, as it is important 
to account for the stochastic error in calibration and prediction. 
Henderson et al. (2009) considered the stochastic computer model 
calibration. The Markov chain Monte Carlo (MCMC) method is used in 
their approach, which is quite time consuming for computation. 
Therefore, faster computation for the stochastic computer model 
calibration approach is required to improve the efficiency of calibration 
and prediction.  
• Experimental designs are important for computer model calibration and 
prediction. Sequential designs usually perform better as they can 
allocate resources more efficiently. Most proposed calibration 
approaches only consider the one time calibration (see e.g. Kennedy & 
O’Hagan (2001)). The sequential approaches should be proposed for 
computer model calibration and prediction so as to better use the data 
resources. Kumar (2008) proposed a sequential calibration approach 
based on the deterministic computer model. As the stochastic computer 
model calibration is much harder to analyze, the sequential calibration 
approach should further be proposed to solve the stochastic computer 
model calibration problem.  
• Computer models are generally used to predict the behavior of the real 
processes. Both calibration and validation are important to improve the 
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model predictive performance. Most studies either focus on calibration 
only or validation only (see e.g. Han et al. (2009) and Wang et al. 
(2009)). A framework to integrate calibration, validation and prediction 
for computer model analysis should be provided. Oberkampf & Roy 
(2010) and Arendt et al. (2012) both provided frameworks to combine 
calibration, validation and prediction. However, they treat the 
calibration as part of the validation process and the issue of sequentially 
improving the calibration and prediction performance is not well 
addressed. Therefore, a more general framework with integrated 
approach is necessary to better combine the calibration, validation and 
prediction.  
This thesis intends to provide more effective and efficient calibration 
approaches for stochastic computer models. The main contributions of this 
thesis are:  
• Theoretically illustrate the feasibility and convergence of applying the 
SA methods for stochastic computer model calibration, and provide an 
approach to quantify the calibration parameter uncertainty in the follow 
up prediction when using the SA methods. 
• Propose a surrogate based Bayesian approach for stochastic computer 
model calibration and prediction which quantifies various uncertainties 
including the stochastic error produced from stochastic computer model, 
the calibration parameter uncertainty, the model inadequacy etc. 
Moreover, the fast computation is achieved compared to the MCMC 
method.  
• Propose a general sequential approach for stochastic computer model 
calibration which can improve the calibration and prediction 
performance by effectively allocating the limit data resources. Different 
criteria are discussed and compared in the proposed sequential approach. 
• Develop a framework associated with an integrated approach to 
combine calibration, validation and prediction all together for computer 
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model development and analysis. The integrated approach is 
incorporated with the proposed sequential calibration approach for 
stochastic computer model.  
Overall, this thesis propose different efficient calibration approaches for 
stochastic computer model calibration when the computer model is time 
consuming to run and limit data resources are available. More specifically, this 
thesis extend the current approaches to further solve the stochastic computer 
model calibration problems, quantify the calibration parameter uncertainty in 
the model analysis and consider the effects of the stochastic error that inherent 
the stochastic computer model, and better use the limit data to improve the 
calibration and prediction performance. The results of this study may provide 
more insights into the development and statistical analysis of stochastic 
computer models, especially for stochastic computer model calibration.  
It is understood that in some real applications, there may not be only one 
computer model. Several different computer models may be developed to 
represent the same real process. Moreover, when surrogate based approaches 
are used, several different surrogates may be used to approximate the 
computer model and which surrogate model is more appropriate needs to be 
considered. However, the computer model and surrogate model form 
uncertainty is beyond the scope of this study and the comparison studies can 
be conducted in the future research.  
1.4 Organization 
This thesis contains 7 chapters. In Chapter 2, a literature review is provided 
for computer model calibration including the automatic calibration approach, 
the surrogate based calibration approach, the experimental design issue and 
the integrated approach. The review of the automatic calibration approach 
gives an overview of the calibration approaches that are faster and easier to 
implement and automate. The review of the surrogate based calibration 
approach gives an overview of the calibration approaches that are more 
efficient when the available data resources are limit and also the approaches 
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that can effectively account for the various uncertainties. The review of the 
experimental design issue gives an overview of the sampling methods that can 
better use the limit data resources to improve the calibration and prediction 
performance. The review of the integrated approach gives an overview of the 
methods that combine calibration, validation and prediction.  
In Chapter 3, we propose an effective and efficient algorithm based on the 
stochastic approximation approach that can be easily automated. We first 
demonstrate the feasibility of applying stochastic approximation to stochastic 
computer model calibration and apply it to several stochastic simulation 
models. The proposed stochastic approximation approach is compared with 
another direct calibration search method, the genetic algorithm. We further 
consider the calibration parameter uncertainty in the subsequent application of 
the calibrated model and propose an approach to quantify it using asymptotic 
approximations. 
In Chapter 4, a surrogate based Bayesian approach is proposed for 
stochastic computer model calibration. This approach is preferred over the 
automatic calibration approach proposed in Chapter 3 when the computer 
model is extremely time consuming to run. Moreover, this approach is easy to 
account for various uncertainties including the calibration parameter 
uncertainty in the follow up prediction and computer model analysis. We 
derive the posterior distribution of the calibration parameter and the predictive 
distributions for both the real process and the computer model which quantify 
the calibration and prediction uncertainty and provide the analytical 
calibration and prediction results. We also derive the predictive distribution of 
the discrepancy term between the real process and the computer model that 
can be used to validate the computer model. The accuracy and efficiency of 
the proposed approach are illustrated by several numerical examples. 
In Chapter 5, a general two-stage sequential approach is proposed for 
stochastic computer model calibration which can effectively allocate the 
limited resources. This is an extension of the calibration approach proposed in 
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Chapter 4 where only one time calibration is considered. In the proposed two-
stage sequential approach, different criteria are used and further discussed. 
First, an EIMSPE based sequential approach is proposed for stochastic 
computer model calibration which is to reduce the overall prediction error. 
Second, an entropy based sequential approach is provided for stochastic 
computer model calibration which can directly improve the calibration 
accuracy with limited data resources. To further efficiently use the data 
resources to improve the performance of both calibration and prediction, a 
combined criteria approach is introduced to balance the resource allocation 
between the calibration and prediction. The performance of each proposed 
sequential approach is illustrated by several numerical examples. 
In Chapters 3-5, different types of calibration approach are proposed and 
studied. In addition to calibration, validation is also an important procedure 
before the computer model can be used for prediction. In Chapter 6, a general 
framework that combines calibration, validation and prediction is developed 
for computer model analysis. Based on the proposed framework, an integrated 
approach is proposed for stochastic computer model calibration, validation and 
prediction. A case study is given to demonstrate the integrated approach.  
Finally, Chapter 7 summarizes these studies for the statistical analysis of 





This chapter reviews the methods proposed for computer model calibration 
problem. Computer models are usually used to represent the real processes. 
Before the computer model is used to predict the behavior of the real process 
for decision making, it is often important to calibrate and validate the 
computer model. In calibration, differences between the variable inputs and 
the calibration parameters should first be identified. Variable inputs are design 
inputs to both the computer model and the real process. Calibration parameters 
exist in the computer model and have meaning in the real process. Their 
values can be controlled in the computer model. However, they are always 
unknown or unmeasureable in the real process. The calibration procedure is to 
estimate or adjust these unknown calibration parameters so as to improve the 
fitting of the computer model to the real process. Figure 2.1 illustrates the 
calibration procedure. In Section 2.1, we review the automatic calibration 
approach for the computer model analysis where the calibration is done 
automatically for quick response to the new data. In Section 2.2, a review of 
another popular surrogate based calibration approach is provided. Finally in 
Section 2.3, the experimental design issue for the computer model calibration 
problem is reviewed. Experimental design is often used in sequential 
calibration approach to select follow up design points. 
 
Figure 2.1. Calibration procedure for stochastic computer model.  
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2.1 Review of Automatic Calibration Approach 
Many methods have been proposed for the calibration process. The simple 
and direct way is to calibrate manually (Senarath et al. (2000)). However, this 
is tedious, time consuming and requires an experienced person to implement 
the calibration. In many practical applications, automatic calibration 
procedures are usually required for quick response to the new data to facilitate 
decision making.  
Take a disease transmission model for instance, it is not easy to calibrate 
manually for a new outbreak due to the lack of historical data and shortage of 
expert’s opinion. In such cases, automatic calibration techniques are more 
suitable as they can calibrate parameters quickly for new data such as for a 
new population in a new region. Hence they can provide a more accurate 
model to help assess different interventions or strategies designed to control or 
halt the spread of the disease. Moreover, if the model itself is quite expensive 
to run, fast automatic calibration methods are preferred. Thus, numerous 
automatic calibration methods which are fast and easy to implement have been 
proposed and applied in computer model calibration (e.g. Frazier et al. (2009), 
Kong et al. (2011) and Chandra & Lin (2012)). These methods are 
computationally feasible, and they can minimize the human induced bias and 
shorten the time spent on model calibration.  
Computer models are usually quite expensive to do experiments due to 
their complexity, which makes the calibration a time consuming procedure. 
This problem is much harder for stochastic computer model calibration as it 
often requires more simulation runs/replications. To overcome the heavy 
computational expense of running the computer simulation model, one 
approach is to use surrogate-based methods, which will be reviewed in the 
following section. Another way to deal with this computational expense is to 
find an effective and efficient algorithm which can be directly applied with 
limited data resources. As the data used in this approach are directly obtained 
from the simulation model, this avoids the bias introduced when building 
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surrogates. The basic goal of these algorithms is to find the best fitting values 
of the calibration parameters by using heuristics or search methods.  
This direct approach has been widely applied in practical calibration 
problems (e.g. hydrologic model calibration and microscopic traffic simulation 
model calibration). Some optimization algorithms such as genetic algorithm 
(GA), simulated annealing algorithm (SAA), and shuffled complex evolution 
algorithm (SCE) are popular in the calibration of the practical models’ 
parameters. Simultaneous perturbation stochastic approximation (SPSA) has 
also been used in microscopic traffic simulation models (see Lee & Ozbay 
(2009) and references therein). Many comparison studies indicate that 
evolutionary algorithms, such as GA, can give equal or even better 
performance than other methods (e.g. Liu et al. (2007), Zhang et al. (2009), 
and Guzman-Cruz et al. (2009)). Recently results from Ma et al. (2007) show 
that SPSA has the same level of accuracy with less computing time compared 
to other heuristic algorithms like GA.  
Some studies have also been conducted to investigate the calibration of 
health disease microsimulation models. These microsimulation models 
simulates the individuals in the host population and integrates all achievable 
information to predict the outcomes of interest, such as mortality rate and 
disease prevalence, or to estimate the effects of different medical interventions. 
Typically, as the real disease transmission process is usually complicated and 
not well understood, the mathematical or computer model built may be quite 
different from the real process, and it can be quite large and complex. Hence, 
there are usually some parameters are not observable and need to be specified 
in the simulation model. This makes the model parameter values selection and 
calibration important issues in the development and usage of microsimulation 
models. Kong et al. (2009) compared two automated parameter search 
algorithms (GA and SAA) for disease simulation calibration. Rutter et al. 
(2009) proposed a Bayesian method to calibrate microsimulation models that 
incorporates Markov chain Monte Carlo (MCMC).  
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As seen in the studies in the literature, the evolutionary algorithm GA is 
one of the most popular direct methods for calibration, and it has equal or even 
better performance than other direct calibration search methods. The GA 
method has several advantages, of which an important advantage is that the 
gradient information is not required. However, it also suffers several 
disadvantages. Firstly, the GA method usually requires a large number of 
function evaluations, and this can be especially time consuming when there 
are many calibration parameters. Secondly, it is not straightforward to 
implement due to the complex algorithm structure. In order to handle the 
difficulty of time consuming simulation runs in the calibration of stochastic 
computer models, it is required to propose an alternative direct algorithm 
based on stochastic approximation (SA).  
The SA approach has been widely used to solve the problems when only 
noisy measurements of the objective function are available. Compared to the 
other methods such as GA, it is easier to understand, implement and automate. 
Moreover, this approach can generally obtain accurate parameter values within 
a reasonable computational search time. Lee & Ozbay (2009) and references 
therein has applied an extension of SA, SPSA, to traffic simulation calibration 
with promising results. Ma et al. (2007) empirically show that SPSA provides 
equivalent accuracies with much less computational time than other 
metaheuristics. However, the rigorous proof of the feasibility and convergence 
of the SA methods for general stochastic simulation calibration under various 
conditions needs to be further discussed. In addition, the effect of the 
calibration parameters' uncertainty on the calibrated computer model's outputs 
needs to be quantified. In Chapter 3, we will discuss the details of applying the 
stochastic approximation methods to stochastic computer model calibration. 
2.2 Review of Surrogate Based Calibration Approach 
As stated in the previous section, one way to deal with the computational 
expense is to find an effective and efficient algorithm which can be directly 
applied with limited data resources, such as the stochastic approximation 
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methods discussed by Lee & Ozbay (2009). However, this type of approach 
may not be efficient when the computer models are extremely time consuming 
and computationally expensive as it usually requires a relatively large number 
of simulation runs before converging to the optimal calibration parameter 
value. Another popular and much more efficient approach is to use surrogates, 
also known as emulators and metamodels, where simpler and faster statistical 
approximations are used instead of the original complex computer models. 
More discussion on using and developing surrogates for computer models can 
be found in O’Hagan (2006) and Drignei (2011).  
One way to solve the computer model calibration problem based on 
surrogate model is to find the optimal calibration parameter value using the 
heuristic search methods by applying with the data obtained from the 
surrogate model instead of computer model. For instance, Matott & Rabideau 
(2008) discussed the calibration of complex subsurface reaction models using 
heuristic methods based on a surrogate model. However, the accuracy of these 
approaches highly depends on the accuracy of the surrogate model. If the 
surrogate model cannot precisely represent the computer model, the results 
may not be accurate as the data obtained from the surrogate model are far from 
the real simulation outputs.  
Cox et al. (2001) provided a frequentist approach to solve the calibration 
problem based on the Gaussian process surrogate model. They use the 
Gaussian process to approximate the computer model and obtain the predictive 
values of the computer model at the input points where the observations from 
the real process are available. With the predicted outputs from the computer 
model and the real observations from the real process, the calibration 
parameter values can then be estimated by comparing them. Cox et al. (2001) 
proposed to estimate the calibration parameters by minimizing the 
approximate residual sum of squares between the predicted computer model 
outputs and the real observations, or by the maximum likelihood methods. 
However, in their discussion, they assume that the computer model can 
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accurately represent the real process, which is rarely happened in the real 
applications. Hence their approach does not consider the model inadequacy 
between the computer model and the real process. Moreover, the estimated 
calibration parameter values are treated as known in the subsequent analysis in 
their discussion. Therefore, their approach does not appropriately quantify the 
calibration parameter uncertainty and does not account for this uncertainty in 
the subsequent analysis such as for prediction.  
When surrogate based methods are used, a computer model is used to 
approximate the real process and the surrogate model is used to approximate 
the computer model. There are various uncertainties arising in calibrating the 
computer model and using the surrogate model to predict the behavior of the 
real process, such as parameter uncertainty, model inadequacy, observation 
error, etc. When the model is used for decision making, not only the point 
estimator but also the uncertainty information about the estimator is required 
to make more informed decisions and to have a better assessment of risk. 
Uncertainty quantification is an important issue for system’s risk assessment 
and in conveying the credibility and confidence in system’s reliability in order 
to support making better decisions. Therefore, it is important to account for 
various uncertainties in predicting the behavior of the real process. Within 
these uncertainties, calibration parameter uncertainty sometimes may have 
significant effects on overall predictive uncertainty, which plays an important 
role in decision making. Therefore, it is important to consider this uncertainty 
and its effects on the subsequent prediction in many real applications.  
Kennedy & O’Hagan (2001) proposed a Bayesian approach for computer 
model calibration using the Gaussian process as a surrogate model. Their 
approach takes into account all sources of uncertainty in the computer model 
analysis including the calibration parameter uncertainty and the model 
inadequacy. However, their discussion is based on deterministic computer 
models. Hence the inherent stochastic error introduced in the stochastic 
computer model is not accounted for. Different from the deterministic model, 
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simulation outputs from a stochastic model may be different for the same input 
levels. In most applications, the real systems of interest are often stochastic in 
nature. The stochastic models are usually required to assess the probability 
distribution of the outcome of interest and the expected output is a typical 
measure of performance of such systems. With the increasing application of 
the stochastic computer model, it is important to consider this stochastic error 
in the calibration and prediction so as to improve the calibration accuracy and 
the predictive performance.  
Henderson et al. (2009) discussed the calibration of the stochastic computer 
model using a Gaussian process model based Bayesian approach. In their 
study, the Markov chain Monte Carlo (MCMC) method was used to simulate 
values from the posterior distribution of the calibration parameter and to 
obtain the predictive values. Their approach requires many millions of 
samples to guarantee the convergence, so it is time consuming to implement 
although they attempt to reduce the computational burden by simplifying the 
surrogate model. Similarly in Higdon et al. (2004), they also discussed the 
Bayesian calibration approach using the MCMC method, and Higdon et al. 
(2008) further discussed the calibration using high-dimensional output. 
Therefore, it is necessary to provide a more efficient surrogate based Bayesian 
approach that accounts for various uncertainties and much faster than the 
MCMC approach for stochastic computer model calibration. In Chapter 4, we 
will discuss the Gaussian process model based Bayesian calibration approach 
in details. 
2.3 Review of Sequential Calibration Approach 
Experimental design is often used to select data as it can increase the 
information gained from the experiments and reduce the relevant time and cost 
required for experimentation. The experiments can be either selected from the 
real process or from the computer model. As both real process and computer 
model may be expensive and time consuming to do experiments, the design 
issue becomes important and it has been comprehensively studied (see e.g. 
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Santner et al. (2003)). The designs can be divided into different types based on 
their purpose. Santner et al. (2003) categorized the experimental designs as the 
space filling type of design and the criterion based type of deign.  
For computer model calibration, the design problem becomes more difficult 
and complex as there are more uncertainties need to be considered especially 
for stochastic computer model calibration. Most studies on calibration discuss 
the proposing of different calibration methods. The design issue has not 
received much attention. Usually, the spacing filling designs such as Latin 
hypercube design (LHD) are used to select the experiments at once 
irrespective of the objective of the experiment. For instance, the well-known 
calibration approach proposed by Kennedy & O’Hagan (2001) uses the LHD 
method to collect the experiment data.  
In many practical calibration problems, both the real process and the 
computer model may be quite complex and time consuming to run. The 
available real observations and simulation data may be limited. Therefore, it is 
important to efficiently use the limited resources to obtain more accurate 
calibration parameter and improve the model predictive performance. To 
achieve these targets, using a sequential design approach to select more data 
would perform better than just using a one-stage approach (e.g. use Latin 
hypercube design (LHD) to select all data at one time), as it can allocate 
resources more efficiently (Williams et al. (2011)). 
 Kumar (2008) proposed an approach to improve the calibration and 
prediction performance by sequentially selecting the follow up design point 
(one point at a time). Their approach is to select the follow up design point 
with the maximum standard error for prediction, which can improve the fit of 
the surrogate model to the computer model, and should therefore give better 
calibration parameter estimators. However, their approach focuses on 
deterministic computer model and does not explicitly model the discrepancy 
between the computer model and the real process. In their approach, they treat 
the obtained calibration parameter values as the best fitting values in the 
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subsequent analysis. Therefore, their approach does not account for the 
calibration parameter uncertainty in the subsequent prediction and sequential 
design.  
The literature review indicates that it is necessary to propose a sequential 
approach for stochastic computer model calibration that accounts for various 
uncertainties including the model discrepancy and the calibration parameter 
uncertainty. In Chapter 5, we will discuss the sequential calibration of the 
stochastic computer model in details. Different criteria are proposed and 
studied. 
2.4 Review of Integrated Approach 
Computer model is often used to represent the real process. As a major 
objective of using the computer model is to predict the behavior of the real 
process (for purposes of planning, optimization, etc.), and both validation and 
calibration can have significant influence on the predictive performance, it is 
important to provide a framework to combine calibration, validation and 
prediction together for computer model analysis. Moreover in practice, the 
model development, calibration and validation are done together before the 
model is applied. However, most studies either focus on calibration or 
validation only. For instance, Kennedy & O’Hagan (2001) and Han et al. 
(2009) look specifically at calibration and do not consider the validation issue. 
Wang et al. (2009) looks specifically at validation and assumes that the 
computer model is calibrated already.  
To integrate calibration, validation and prediction, one possible relationship 
among them is provided by Oberkampf & Roy (2010). Arendt et al. (2012) 
also provides a framework of model updating (including calibration), model 
validation and model refinement. However, in these frameworks, calibration is 
treated as a part of the validation process, and once the model is validated, 
model calibration or updating is also stopped.  Furthermore, the calibration 
and validation process are mostly discussed with a single set of experimental 
data and no detailed procedures are provided for sequential improvements of 
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the calibration and prediction performances. Hence, these frameworks may not 
be suitable for situations where the predictive performance of the calibrated 
and validated model can be further improved to facilitate more accurate 
decision making on the system. To address this situation, it is required to 
provide a more general model calibration, validation and prediction 
framework. In Chapter 6, we will discuss the integrated approach for 




CALIBRATION OF STOCHASTIC 
COMPUTER MODELS USING STOCHASTIC 
APPROXIMATION METHODS 
3.1 Introduction 
In this chapter, an automatic calibration approach is proposed for stochastic 
computer model. Computer models are usually built based on some 
assumptions. Therefore, comparison between the simulation outputs and the 
real observations are required before they can be used for prediction, so as to 
ensure that the computer models can accurately represent the real processes. In 
order to verify the usefulness of computer models, the meaning of verification, 
validation and calibration should be first distinguished.  
Verification is a process to address whether the computer model has been 
built accurately to represent the conceptual model in model builder’s mind. It 
does not link to the real process directly. Instead, validation is a process to 
confirm whether the computer model precisely represents the real process and 
the model predictive value is close to the real observation. Different from both 
verification and validation, calibration is a procedure to adjust the unknown 
calibration parameters by comparing the computer model output with the real 
observed data. This is to ensure that the computer model fits well to the real 
process. Then the adjusted model is used for prediction. Trucano et al. (2006) 
give a comprehensive discussion about the differences between calibration and 
validation for computational science and engineering.  
In calibration, calibration parameters should first be identified. In most 
practical applications, these calibration parameters may significantly influence 
the performance of the computer model. Thus it is important to set appropriate 
values for these parameters. There are some cases where the computer model 
is quite complicated and the calibration parameters may not be easy to identify. 
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In this situation, some initial research or experiments should be conducted to 
clearly identify the problem and categorize the calibration parameters. 
Nevertheless, the calibration parameters should be clearly identified before 
implementing a calibration procedure.  
There are various difficulties in real calibration problems, such as multi-
model plausibility and parameter non-uniqueness (Matott & Rabideau (2008)). 
One significant difficulty is that the computer model itself may be large and 
complicated (see Kennedy & O’Hagan (2001), Matott & Rabideau (2008), 
Zhang et al. (2009)). Although cheaper and faster than the real process 
analysis, the computer model may still be time consuming and 
computationally expensive, especially for stochastic computer models. 
Numerous studies have discussed the calibration of the deterministic computer 
models. In this chapter, we will consider the calibration of stochastic computer 
models. Stochastic computer models have been developed and applied in 
various areas such as business, industry, insurance, and health care. However, 
since stochastic computer models require more simulation runs (replications) 
to estimate the expectation or distribution of the stochastic simulation output, 
it can be much more difficult and time consuming to calibrate than 
deterministic models. 
Many methods have been proposed for the calibration process while 
automatic calibration procedures are usually required. Moreover, if the model 
itself is quite expensive to run, fast automatic calibration methods are 
preferred. Numerous automatic calibration methods which are fast and easy to 
implement have been proposed and applied in computer model calibration (e.g. 
Kong et al. (2009)). These methods are computationally feasible, and they can 
minimize the human induced bias and shorten the time spent on model 
calibration.  
To overcome the heavy computational expense of running the computer 
simulation model, one way is to find an effective and efficient algorithm 
which can be directly applied with limited data resources. The basic goal of 
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these algorithms is to find the best fitting values of the calibration parameters 
by using heuristics or search methods. The literature review indicates that 
many optimization algorithms have been applied to practical calibration 
problems, such as GA, SAA, SCE and SPSA. Some comparison studies show 
that GA can give equal or even better performance than other methods, see Liu 
et al. (2007), Zhang et al. (2009), and Guzman-Cruz et al. (2009). However, 
GA suffers several disadvantages, such as that it usually requires more 
function evaluations and it is not straightforward to implement.  
Recently, Ma et al. (2007) show that SPSA has similar performance in 
terms of accuracy while it requires less computing time compared to other 
heuristic algorithms like GA. Moreover, it is easier to implement and automate. 
Therefore, the stochastic approximation (SA) method seems to be a promising 
approach for stochastic computer model calibration in many applications. 
However, the theoretical proof of feasibility and convergence of applying the 
SA methods to stochastic computer model calibration is still missing.  
In this chapter, we prove the feasibility and convergence of the SA 
algorithm and its multivariate extensions, finite-difference stochastic 
approximation (FDSA) and simultaneous perturbation stochastic 
approximation (SPSA), for general stochastic simulation calibration under 
various conditions. In addition, we go beyond the physical calibration of the 
computer model and quantify the effect of the calibration parameters' 
uncertainty on the calibrated computer model's outputs. We use asymptotic 
results of the SA method combined with the delta method to analyze the 
calibration uncertainty on the overall prediction uncertainty.  
This chapter is organized as follows. In Sections 3.2 and 3.3, we first show 
the feasibility and convergence of the SA methods for general stochastic 
computer model calibration. We then provide a procedure for the calibration 
of complex simulation models with multiple plausible calibration solutions. In 
Section 3.4, we illustrate the quantification of the calibrated parameter 
uncertainty on the simulation output using the asymptotic normality results. In 
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Section 3.5, three numerical examples on a chemical kinetic model, a health 
disease microsimulation model and a stochastic biological model are provided 
to compare our proposed SA approach with GA. The discussion is given in 
Section 3.6. 
3.2 Modeling Details 
In the proposed calibration procedure, the simulation outputs are compared 
to the real process observations to find the best calibration parameter value 
which makes the computer model fits best to the real process. The inputs in 
the calibration process are the real observations from the real process at given 
design points and the simulation outputs from the computer model at given 
design points (with calibration parameter value), while the simulation outputs 
are sequentially updated with the updating of the optimal calibration parameter 
value. By comparing these two sets of data, the optimal calibration parameter 
value can be obtained in each recursion. The following section illustrates the 
stochastic model formulation.  
3.2.1 Stochastic Model Formulation 
In this discussion, we adopt the model proposed by Kennedy & O’Hagan 
(2001), where for a specified variable input xi, the relationship among the 
observation from the real process zi, the true output from the real process ζ(xi) 
and the computer model output S(xi,θ*) is represented by  
 zi = ζ(xi)+ei = S(xi,θ*)+δ(xi)+ei,  (3.1) 
where ei is the observation error for the ith observation (with variable input xi), 
δ(xi) denotes the model inadequacy or discrepancy term between the real 
process ouput ζ(xi) and the simulation output S(xi,θ*), and θ* denotes the 
optimum calibration parameter. Similar to previous works, we see the 
optimum θ* as the value of θ that best fits the computer model output to the 
real process observations. This does not necessarily equate to the true physical 
values of the calibration parameter if it exists in the real process. As the 
purpose is to improve the applicability of the computer model, we focus on 
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finding the best parameter value that matches the computer model to the real 
process. In this model form, δ(xi) is not depend on θ, εi is not depend on xi and 
θ, i is the index for the design points, and Equation (3.1) holds only for θ*. 
Here we assume that the observations are made with observation error e, 
and that the relationship between the simulation code and reality can be 
modeled by the simulation model output and a discrepancy (bias) term. It 
should be noted that Equation (3.1) is just one possible way to represent the 
relationship between computer model output and real observation. Other 
relationship forms may be more appropriate in specific applications where 
more detailed structure is known. This relationship form is adopted in this 
discussion as we are interested in more general-purpose applications that 
assume less structure. This form has also been applied in many other 
calibration studies (see e.g. Loeppky et al. (2006) and Han et al. (2009)).  
However, S(xi,θ) is treated as deterministic in most studies, where the 
computer model output is always identical with the same inputs xi and θ. In 
many practical applications, the computer models built are stochastic. This 
means that simulations at the same input levels give different outputs. One 
typical way to represent the relationship between the observed and expectation 
of the stochastic simulation output is  
  ( , ) ( , )i i iy x S xθ θ ε= +  ,  (3.2) 
where S(xi,θ) denotes the expectation of the stochastic simulation output for a 
given xi and θ, ( , )iy x θ  is the observed stochastic simulation output or average 
of the several stochastic simulation output replications under a specified xi and 
θ, and εi is the sampling variability inherent in a stochastic simulation, which 
is assumed to follow a mean zero distribution. The relation form in Equation 
(3.2) is also used by Henderson et al. (2009), where a Bayesian approach 
incorporating Markov chain Monte Carlo scheme is proposed for stochastic 
biological model calibration. Rewriting Equation (3.1), we can represent our 
stochastic model as 
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  ( , ) ( )i i i i iz y x x eθ ε δ= − + + .  (3.3) 
3.2.2 Data 
For the large and complex stochastic simulation models we consider here, 
the theoretical values of S(xi,θ) are not observable or available. Due to the 
computational requirements, it is also practically impossible to run a large 
number of simulation replications for the specified inputs xi and θ to 
accurately determine it. In reality, one would typically run several simulation 
replications at each input point and take the average of the replication outputs 
at each point as an approximate value. Here yij denotes the jth simulation 
replication output for the ith input set. It is assumed that there is a total of m 
replications for each i, then the average 
1
( , ) (1/ ) ( , )mi i ij ijy y x m y xθ θ== = ∑  is 
taken as the observed stochastic simulation output for the ith input set. It is 
also assumed that the simulation observations for each replication and iteration 
are independent. Therefore, the two sets of observable data for a total of N 
input sets in the calibration of these stochastic models are the following. 
1) Real observations: z = (z1, z2,…, zN)′,  
2) Stochastic simulation outputs: y = ( 1y , 2y ,…, Ny )′. 
3.2.3 Objective Function 
Many objective functions have been proposed for the calibration problem, 
such as the absolute difference between observed value and simulation output 
(Liu et al. (2007)), the mean percent error and the root of mean squared error 
(Balakrishna et al. (2007)). One of the most commonly used objective 
functions is the sum of squares error (SSE) (see e.g. Guzman-Cruz et al. (2009) 
and Cho et al. (2010)). When there are multiple outputs in the objective 
function, the weighted sum of squares error (WSSE) is used (see e.g. Matott et 
al. (2008) and Kong et al. (2009)). As the ultimate purpose of calibration is to 
find the “best” parameter value such that the “true” simulation output fits well 
to the real observation, we adopt the SSE measure between the “true” 
simulation output and the real observation as our objective function. The SSE 
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and WSSE are given by 
 2
1
( ) ( ( , ))N i iiL z S xθ θ== −∑  (SSE) (3.4) 
 
1 1
( ) ( ( , )) ( ( , ))N M Tit t i it it t ii tL z S x W z S xθ θ θ= == − −∑ ∑  (WSSE) (3.5) 
where L(θ) is the (weighted) sum of squares error between the real observation 
zi and the expectation of stochastic simulation output S(xi,θ) for all i (i=1,…,N), 
Wit is the weighting factor for ith observation of tth target (t=1,…,M targets).  
If L(θ) is observable, least square method can be used to find the “best” 
parameter value. Since S(xi,θ) is not directly observable in stochastic 
simulations, the objective loss value L(θ) is not obtainable. Replacing S(xi,θ) 
with ( , )iY x θ , a random variable of observed simulation output, a noisy 
observable loss Q(θ) can be obtained. The expectation of Q(θ) with respect to 
the stochastic error ε is then taken as our actual objective function.  
 [ ] 21( ) ( ( , ))
N
i ii
E Q E z Y xθ θ
=
 = − ∑ . (3.6) 
Although E[Q(θ)] may not be the same with L(θ) due to the stochastic 
simulation output error ε, Q(θ) is the closest obtainable data to represent L(θ). 
Moreover, since the goal of using this objective function is to find the 
optimum calibration parameter value, in the subsequent section, we further 
show that under certain reasonable assumptions, using Q(θ) in SA, the 
algorithm will converge to the same optimum calibration parameter value as 
when using L(θ). Hence it is reasonable to use Q(θ) in place of the 
unobtainable L(θ). 
3.3 Applying SA to Stochastic Computer Model 
Calibration 
3.3.1 Stochastic Approximation Methods 
SA methods have been applied in various practical problems (see Kushner 
& Yin (2003) and Spall (2003)). It was first introduced by Robbins & Monro 
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(1951). They used this method to find the root of a continuous function with a 
noisy gradient direction. Their algorithm required the gradient form to be 
known or obtainable. However, the gradient may not be known in most real 
applications and is estimated instead. Kiefer & Wolfowitz (1952) proposed the 
finite difference form of SA (FDSA), which uses the finite difference method 
to approximate the gradient. Although FDSA can estimate the gradient 
effectively, it is not efficient when there are a large number of parameters as 
the amount of objective function evaluations become very large. Spall (1992) 
proposed an alternative simultaneous perturbation SA (SPSA) approach. This 
approach requires only two evaluations of the objective function at each 
iteration, regardless of the number of parameters, and is more efficient when 
the number of parameters is large. 
SA is generally used to find the optimum value(s) of θ that minimize a 
function L(θ) whose expression is unknown but the noisy measurements are 
available, where θ is a vector of parameters of interest. L(θ) normally 
represents the objective function in the minimization problem, which can be 
continuous, hybrid or purely discrete. In our discussion, L(θ) is assumed to be 
continuous and has a unique minimum.  
Essentially, if L(θ) is differentiable, the problem of finding the optimum 
values θ that minimize L(θ) is similar to that of finding the solutions of the 
equation g(θ)=∂L(θ)/∂θ=0, where g(θ) is the deterministic gradient. When L(θ) 
is known and it is continuously differentiable, finding the optimum value θ* 
that minimize L(θ) becomes a classical problem. Some recursive procedures 
such as steepest descent method can be used to estimate the optimum value. 
This recursive form is given by 1ˆ ˆ ˆ( )k k k k ka gθ θ θ+ = − , where kˆθ  is the estimated 
parameter value in the kth iteration, ak is the step size, and gk( kˆθ ) is the 
deterministic gradient of L(θ) in the kth iteration.  
However, the form of L(θ) may not be known in some real applications, but 
instead, noisy measurements of L(θ) are available. Accordingly, an analogous 
recursive form can be used in which the deterministic gradient is replaced by 
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the “noisy” gradient that is derived from the noisy measurements. This “noisy” 
gradient is referred to as the stochastic gradient in Spall (2003). Here ( )κ θ  is 
used to represent the noisy measurement of L(θ) and ˆ ( )g θ  is used to denote 
the stochastic gradient. If the form of ( )κ θ  is known, then the stochastic 
gradient can be obtained by ˆ ( ) ( ) /g θ κ θ θ= ∂ ∂ . After replacing g(θ) with 
ˆ ( )g θ , the general recursive form of SA is expressed by  
 1ˆ ˆ ˆˆ ( )k k k k ka gθ θ θ+ = − , (3.7) 
where k denotes the iteration number.  
The performance of SA significantly depends on the selection of the gain 
sequence {ak}. Meanwhile, the convergence of SA generally requires that the 
stochastic gradient be an unbiased estimator of the deterministic gradient (i.e. 
E[ ˆ ( )g θ ]=g(θ)), or if bias exists, it will converge to zero when the iteration 
number approaches infinity (see Kushner & Yin (2003)).  
It is assumed that the form of ( )κ θ  is known in the above discussion. 
However, in many real applications, the formal structure of ( )κ θ  is not known, 
thus the stochastic gradient cannot be obtained by simply taking its derivative. 
An alternative way is to use FDSA or SPSA in which the stochastic gradient is 
estimated using the noisy measurements. The main difference between FDSA 
and SPSA is in the way the stochastic gradient is estimated.  
The FDSA gradient estimation form is  
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where ck is the perturbation value in the kth iteration, and ξi is a vector in 
which the ith element is 1 and others are 0.  
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where Δk is a p-dimensional (dimension of calibration parameters) random 
perturbation vector. One effective way to generate this is by sampling from a 
Bernoulli distribution where each ±1 has an equal probability (1/2). For more 
details see Spall (2003).  
3.3.2 Application of SA for Stochastic Computer Model 
Calibration 
In this section, we show that SA can be applied to stochastic computer 
model calibration. We first state the assumptions made and the conditions 
required for the general convergence of SA. The first assumption we make in 
our discussion here is 
a1) L(θ) is assumed to be continuous and has a unique minimum value (The 
non-unique case is discussed in subsections 3.3.3 and 3.3.4).  
As mentioned, due to the computational expense of stochastic simulations, 
it is practically impossible to obtain the true value of L(θ) and its gradient g(θ). 
However, the observable loss measure Q(θ) (the noisy measurement of L(θ)) is 
available. The second assumption we make in our discussion is  
a2) Q(θ) is assumed to be differentiable with derivative gradient 
ˆ ( ) ( ) /g Qθ θ θ= ∂ ∂ .  
In order to apply SA to find the optimum calibration parameter values that 
minimize L(θ), the convergence of SA to the optimum value generally requires 
an unbiased derivative gradient, i.e. E[ ˆ ( )g θ ]=g(θ). Even if bias exists, the bias 
should converge to zero when the iteration number approaches infinity. 
Therefore, the convergence condition of SA to the optimum calibration 
parameter value for gradient estimation can be stated as (see Spall (2003), 
p106-107, section 4.3.2): 
A. Strong condition (referred to as “statistics” condition in Spall (2003)): 
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the derivative gradient from the noisy measurement is an unbiased 
estimator of the deterministic gradient, i.e. E[ ˆ ( )g θ ]=g(θ), or 
B. Weak condition (referred to as “engineering” condition in Spall (2003)): 
if the bias exists, the bias should converge to zero in the recursive form 
when iteration number approaches infinity (asymptotically unbiased 
estimate of g(θ)).  
Note that the convergence of SA will be satisfied if either condition A or B 
holds. Following, we show that at least one of these conditions holds for 
stochastic computer model calibration when applying the SA methods. 
Convergence Analysis for the Gradient-based SA 
In this section, we show that ˆ ( )g θ  is an unbiased estimator of g(θ) when 
applying the gradient-based SA in a stochastic computer model.  
First, we examine the expectation of Q(θ). Assuming a zero mean for εi for 
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Here the expectation is taken with respect to the stochastic error εi and not the 
observation error ei. zi is taken as constant as the goal is to match the 
simulation outputs to the limited real observations. A similar approach of 
matching the simulation outputs to real observations is taken by Kong et al. 
(2009). Equation (3.10) shows that the observable loss measure Q(θ) is not an 
unbiased estimator of L(θ). The bias term b consists of the stochastic errors 
from the simulation. This theoretically can be driven to zero when the number 
of replications at each design point is sufficiently large. However, this may not 
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be practical as many of these stochastic computer models are expensive to run, 
hence practically, this bias will exist. Next we explore how this bias term 
affects the application of the SA algorithm for the calibration of a stochastic 
computer model. 
It can be seen that the gradient estimation depends on the bias b. Hence, 
there are two cases to be considered. The first case considered is when the 
variance of the stochastic error is independent of the calibration parameter, 
and the second case is when the variance of the stochastic error is dependent 
on the calibration parameter. 
Case 1: the variance of εi for all i is independent of θ. 
In the gradient-based SA, assuming the variance of the stochastic error is 
independent of the given calibration parameter θ, then the bias b is 
independent of the calibration parameter, and we can show that  
 [ ]( ) / ( ) /L E Qθ θ θ θ∂ ∂ = ∂ ∂ . (3.11) 
In addition to assumptions a1 and a2, if the following additional assumptions 
given in Spall (2003) are satisfied, 
a3) The expectation of the observable loss measure can be written in the 
form E[Q(θ,ε)]=∫ΩQ(θ,ε)p(ε)dε, where ε denotes the random effects in 
the stochastic computer model generating the simulation output, p(ε)is 
the density function, and Ω is the domain of ε,  
a4) The derivative and integral can be interchanged,  
a5) ε is independent of the calibration parameter θ.  
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(3.12) 
From Equations (3.11) and (3.12), we see that  
 [ ] [ ]ˆ( ) ( ) ( ) ( )g L E Q E gθ θ θ θ θ θ= ∂ ∂ = ∂ ∂ = .  (3.13) 
This shows that condition A holds. Therefore in this case, it is feasible to 
apply the gradient-based SA for stochastic computer model calibration.  
Case 2: the variance of εi is dependent on θ. 
It can be seen that ∂L(θ)/∂θ=∂E[Q(θ)/∂θ]+∂bθ/∂θ, where bθ denotes the bias 
term for a given θ. In addition to the assumptions a1 and a2, if the following 
assumption holds,  
b1) The derivative and the expectation can be interchanged,  
it can be shown that g(θ)=E[ ˆ ( )g θ ]+∂bθ/∂θ. This indicates that there is a bias 
of ∂bθ/∂θ in the gradient estimation. From Equation (3.7), the bias introduced 
into the recursive form of SA becomes ak⋅∂bθ/∂θ. With the additional 
condition that the step size ak→0 as k increases (a typical condition adopted in 
SA), and assuming further the following,  
b2) The derivative of the bias term ∂bθ/∂θ is uniformly bounded, (this 
assumption is reasonable as bθ is typically bounded when the number of 
observations N is small, and can also be driven to zero when the number 
of replications is sufficiently large)  
we have supk≥0||ak⋅∂bθ/∂θ||<∞ and limk→∞ ||ak⋅∂bθ/∂θ||=0, hence confirming that 
convergence condition B will be satisfied. Consequently, it is also feasible to 
use the gradient-based SA for stochastic computer model calibration in this 
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second case.  
Based on the discussions for cases 1 and 2, we see that it is practically 
feasible to apply gradient-based SA for stochastic computer model calibration.  
Next we consider the situation where the stochastic gradient is not available 
and FDSA or SPSA is applied instead.  
Bias and Convergence Analysis for FDSA and SPSA 
The stochastic gradient of FDSA and SPSA are estimated using the 
observable loss measure, hence the bias term will exist for FDSA and SPSA. 
Therefore, it is necessary to show that condition B holds in order to apply 
FDSA and SPSA effectively for stochastic computer model calibration.  
In FDSA, the objective function L(θ) is assumed to be differentiable in 
several orders. Here ( )iL θ′ , ( )iL θ′′ ,  ( )iL θ′′′  are used to denote the first, second 
and third derivative of L(θ) for the ith component of θ respectively. Then, the 
following equations can be obtained according to the third order form of 
Taylor’s theorem. 
 2 3ˆ ˆ ˆ ˆ( ) ( ) ( ) (1/ 2) ( )k k i k k i k k ii kL c L c L c L Rθ ξ θ θ θ +′ ′′+ = + + +  (3.14) 
 2 3ˆ ˆ ˆ ˆ( ) ( ) ( ) (1/ 2) ( )k k i k k i k k ii kL c L c L c L Rθ ξ θ θ θ −′ ′′− = − + −  (3.15) 
where 3R±  denote the remaining terms of Taylor’s expansion. From Equations 
(3.2) and (3.6), the relationship between Q(θ) and L(θ) can be expressed by  
 [ ] 2( ) ( ) 2 ( ( , )) ( ) ( )i i i ii iQ L z S x L bθθ θ ε θ ε θ ν θ= + − + = + +∑ ∑ ,  (3.16) 
In addition to assumptions a1 and a2, if it is also assumed that  
c1) The mean of ν(θ) is zero for all θ (i.e. E[ν(θ)]=0 for all θ). This will 
hold if E[εi]=0. 
Then following equation is obtained. 
37 
 
( ) ( )
( ) ( )
( ) ( ) ( )( ) ( )
ˆ ˆ
ˆ ˆ 3 3
ˆ ˆ ˆˆ ( ) ( ) ( ) 2
ˆ ˆ                  ( ( ) ) ( ( ) ) 2
ˆ                  ( ) 2 1/ 2 2
k k i k k i
k k i k k i
ki k k k i k k i k
k k i k k i kc c
i k k kc c
E g E Q c Q c c
L c b L c b c
L b b c R R c
θ ξ θ ξ
θ ξ θ ξ
θ θ ξ θ ξ





   = + − −   
= + + − − +
′= + − + +
 
(3.17) 
where ˆˆ ( )ki kg θ  is the stochastic gradient for the ith element of the calibration 
parameter in the kth iteration. The bias term (1/6)( 3R+ + 3R− )/(2ck) will 
converge to zero when iteration number approaches infinity. This result has 
been extensively discussed and the convergence conditions are given (see 
Kushner & Yin (2003) and Spall (2003)). The bias term 
ˆ ˆ( ) / (2 )k k i k k i kc cb b cθ ξ θ ξ+ −−  is generated from the stochastic computer model, 
which is dependent on b (sum of stochastic errors) and the gain value ck. Here 
we consider two cases for the variance of ε. In the first case, it is assumed that 
the variance of the stochastic error in the simulation is homogeneous, and in 
the second case, it is non-homogeneous. 
Case 1: The variance of ε is homogeneous. 
When the variance of the stochastic error in the simulation is constant for 
all θ, it can be seen that ˆ ˆ( ) 0k k i k k ic cb bθ ξ θ ξ+ −− = , canceling this bias term out. 
This ensures that convergence condition B holds, making it feasible to use 
FDSA for stochastic computer model calibration in this case. 
Case 2: The variance of ε is non-homogeneous. 
If the variance of the stochastic error in the simulation is non-constant, the 
convergence will depend on the gain values ak and ck. Spall (2003) gives the 
general guidelines on how to choose ak and ck, where ak=a/(k+1+A)α and 
ck=c/(k+1)γ are recommended. ak and ck are the gain values in kth iteration. 
Practically, α and γ are typically set to α=0.602 and γ=0.101, and c is set to be 
the standard deviation of the measurement noise of the observed loss value. 
One recommended value of A is 10 percent of the maximum expected iteration 
number. The value of a is selected based on the estimated magnitude change 
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of calibration parameter in early iterations. Based on the general recursive 
form of SA given in Equation (3.7), the estimated gradient is multiplied by ak, 
resulting in the additional bias in the recursive procedure 
ˆ ˆ( ) / (2 )k k i k k ik kc ca b b cθ ξ θ ξ+ −− . If the gain selection guidelines mentioned above 
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Further assuming that b is uniformly bounded, we can show 
ˆ ˆ0sup || ( ) / ||k k i k k ik k kc ca b b cθ ξ θ ξ≥ + −− < ∞  & ˆ ˆlim || ( ) / || 0k k i k k ik kc ck a b b cθ ξ θ ξ+ −→∞ − = . Thus, 
the bias will converge to zero when iteration number approaches infinity. 
Although this result is based on the values α=0.602 and γ=0.101, we can show 
that this result is valid as long as α>γ. Therefore to sum up, if the following 
conditions c2 and c3 hold,  
c2) α > γ, 
c3) b (sum of variance of stochastic errors) is continuous and uniformly 
bounded.  
the convergence condition B will be satisfied. Hence it is feasible to apply 
FDSA to stochastic computer model calibration in this case. 
The bias derivative and convergence of SPSA can be similarly shown.  
Although the above convergence results are based on asymptotic 
requirements on k, numerical results indicate that FDSA and SPSA can 
converge in some practical applications.  
3.3.3 Selection of the Calibration Parameter Values 
In our discussion, it is assumed that the objective function is continuous 
and has a unique minimum, thus the estimated calibration parameter will 
converge to the unique optimum value when the iteration number approaches 
infinity. However, it is practically impossible to take infinite iterations. 
Therefore, for the different runs of the algorithm, the final estimated 
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calibration parameter values may be different within finite iterations due to the 
random noise in the computer model. When only one run of the algorithm is 
executed, the final estimated value is chosen to be the “best” value of the 
calibration parameter. On the other hand, when there are several runs of the 
algorithm, we first compute the 95% confidence interval (CI) of the mean 
using the sample which consists of the values resulting from these runs. Then 
we take the average of the values that fall within the 95% CI as the optimum 
or “best” value. This removes the effects of possible extreme values. These 
runs can start from the same or different initial calibration parameter values.  
In addition, the optimum value of the calibration parameter may not be 
unique and local optimum may exist in some real applications. When the 
optimum value is not unique, it is required to select the best value among the 
possible values. One way to find all possible optimum values is to run the 
algorithm from sufficient different starting points. Each starting point may 
have several runs of the algorithm. Then comparison methods can be applied 
to select the best one among candidate values. As only noisy measurements of 
the objective loss value can be obtained from stochastic simulations, it is 
generally inadequate to choose the best value by simply comparing the noisy 
measurements.  
Spall (2003) discussed some statistical and selection methods to find the 
optimum value among several possible solutions when only noisy 
measurements are available. One way to compare the possible calibration 
parameter values is to use statistical tests such as the t-test. However, these 
statistical tests are not appropriate when the number of possible calibration 
parameter values is large as they require a large number of comparisons. A 
recommended range for the number of possible values given by Goldsman & 
Nelson (1998) is from 2 to 20. If larger, general multiple comparisons 
approaches can be applied. For example, Nelson et al. (2001) proposed a 
procedure to select the best value when the number of possible solutions is 
large. After the starting point with the best observed loss value is determined, 
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the average of the calibration parameter values that fall within the 95% CI for 
that starting point is selected as the best. There is only one optimal calibration 
parameter value for this specified starting point, but different runs of algorithm 
may obtain different optimal values. These obtained values are located around 
the true optimal value. Hence the average is taken to get one optimal value. 
There are also other methods that apply ranking and selection techniques 
which can provide acceptable optimum values within a reasonable time (see 
Ahmed & Alkhamis (2002)).  
The global optimization of SA has been discussed in Yin (1999). The use 
of SPSA for global minimization among multiple local minima is discussed by 
Maryak & Chin (2008). However, the parameter non-uniqueness and global 
optimization is beyond the scope of current discussion and is an important area 
for future research. In the next section, we give a general and simplistic 
approach of how one might address this problem when the objective function 
does not have a unique minimum.  
3.3.4 Implementation Details 
The general implementation steps of SA for stochastic computer model 
calibration are discussed in this section. In calibration, the computer model is 
calibrated to fit the real process. If mathematical forms of both the real process 
and the computer model are known, gradient-based SA can be employed for 
calibration. However, in many real applications, the computer model or/and 
the real process may be too complicated such that the mathematical forms may 
not be known. In this situation, FDSA or SPSA can be applied for calibration. 
Both circumstances (mathematical forms are known or unknown) are 
considered in this discussion.  
Before applying the SA methods for practical problems, it is necessary to 
verify the convergence conditions. Many sets of sufficient conditions for 
convergence of the SA algorithms have been given in the SA literature (see 
Kushner & Yin (2003), Spall (2003), and references therein). For instance, 
two general convergence settings (include “statistics” and “engineering” 
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conditions) are given by (Spall (2003), p105-107, section 4.3.2, p159-161, 
section 6.4.2, p183, section 7.3). If one set of these convergence conditions are 
satisfied and the assumptions a1 and a2 hold, SA will converge to the 
optimum calibration parameter for the stochastic computer model calibration. 
However, it may not be possible to check all conditions in many practical 
problems. Many studies provide more practical conditions which are simple 
and easy to verify (see e.g. Andrieu et al. (2005)). The practitioner should 
determine which set of conditions is easier to verify, and check all the 
conditions within that set.  
There are situations where some conditions may not be straightforward to 
verify. Under these circumstances, the SA algorithms can still be applied if 
some prior knowledge is available to ensure that the application of the 
algorithms for the calibration problem is intuitively plausible. In situations 
where one or more of the convergence conditions are not satisfied, the SA 
algorithms may still be applied as they may still provide satisfactory results. 
Here satisfactory results mean that the computer model is acceptable to 
represent the real process with obtained calibration parameter value. For this 
situation, a simplified model can be first used to check the performance of the 
SA algorithms before they are applied for the more complex problem. 
Nevertheless, these convergence conditions should be carefully verified so as 
to guarantee that the SA algorithms can produce satisfactory results.  
After verifying the applicability of the algorithm, calibration procedure can 
be implemented. Here, we consider the implementation under two different 
scenarios. The first scenario is when the objective function is continuous and 
has a unique optimum value (i.e. assumption a1). The second scenario 
considered is when the optimum value of the calibration parameter is not 
unique and local optimum exists (which will be the focus of our future work). 
Figure 3.1 illustrates the implementation steps for these two scenarios.  
In the first scenario, after the real process data is obtained and the computer 
model has been built, the first step to implement SA is to set the values of the 
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gain coefficients and choose the initial calibration parameter values. For 
gradient-based SA, the gain value ak is required, while for FDSA and SPSA 
both the gain value ak and the perturbation value ck are required. In addition 
for SPSA, the simultaneous perturbation vector Δ has to be generated before 
the next step. In practical applications, the gain values and the initial values 
should be chosen appropriately such that the algorithm can converge fast and 
accurately. Inappropriate gain values and initial values may lead to a failure in 
convergence.  
 
Figure 3.1. Implementation steps for the first scenario (unique optimum) and 
the second scenario (non-unique optimum). 
For the gain selection, one usual way is to choose these values by trial and 
error. A partially automatic method for gain selection provided by Spall (2003) 
(p164, section 6.6; p189, section 7.5.2) seems to work well in many practical 
applications. This method is also employed in this discussion and it performs 
well in the following numerical examples. However, we note that there is still 
a need to carefully choose and refine the gain values for each specific problem. 
The gain values can first be selected according to the guidelines given by Spall 
(2003). If the selected gain values do not perform well, we can try values 
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around the selected values and run initial iterations to check the performance, 
until suitable gain values are found. For initial value selection, if there is some 
prior knowledge about the calibration parameter, as illustrated in the examples 
in section V where the prior distribution of the calibration parameter is 
available, we can select the initial value appropriately by using characteristics 
of the distribution like the prior mean. If some expert’s knowledge provides 
useful information about the initial values, we can select the initial value 
according to the expert’s opinion. When prior information about the 
calibration parameter is not available, sampling methods such as Latin 
hypercube sampling can be used to select some random initial values in some 
uniform and distributed fashion.  
The second step is then to obtain the simulation output by running the 
computer model and calculating the noisy measurements of the objective 
function. Following, the third step of the implementation is the gradient 
estimation. In this step, the stochastic gradient can be obtained from the noisy 
measurements of the objective function. Particularly, the stochastic gradient 
can be obtained from the derivative of the observed loss function for the 
gradient-based SA, or it can be obtained from Equation (3.8) for FDSA and 
Equation (3.9) for SPSA. After the gradient estimation, the fourth step is to 
update the calibration parameter values using Equation (3.7).  
The fifth step is then to decide whether the procedure should continue or 
terminate. In this step, the stopping criterion should be chosen appropriately. 
When the stopping criterion is not reached, the procedure returns to step 2. 
When the stopping criterion is satisfied, the sixth step is to select the optimum 
calibration parameter values. When there is only one run of the algorithm, as 
the optimum value is assumed to be unique in this scenario, the final estimated 
value from the algorithm is chosen to be the “best” value. When more than 
one run of the algorithm is made, the average of the values that fall within the 
estimated 95% CI of the mean is taken to be the “best” value. Then the 
procedure terminates.  
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In the second scenario, the implementation steps provided by the first 
scenario may not be able to find several optimum values and may fail to reach 
the global optimum. Here we provide a simple approach to address this 
problem. The general steps in the second scenario are the same with the first 
scenario. Since the optimum value is not unique and local optimum exists, 
some methods can be used to select or find the global optimum value.  
One possible method is to use sampling approaches such as Latin 
hypercube sampling to select several different starting points, then apply 
ranking and selection methods such as the t-test or more general multiple 
comparison approaches, to choose the optimum value among several candidate 
values obtained from the different starting points. For instance, several runs of 
the algorithm can be conducted for each starting point. Then a sample of 
observed loss values and a sample of optimum calibration parameter values 
can be obtained for each starting point. For each sample, points outside the 
95% CI are discarded. The remaining sample data are then used in the 
comparison. The two sample t-test can be used to compare the observed loss 
value and the optimum calibration parameter value for each pair of starting 
points.  
If there exist one starting point that has a significantly lower observed loss 
value than all the others, then the average of the optimum calibration 
parameter values for this starting point is chosen as the best value. If there are 
no significant differences among all the starting points for both the observed 
loss value and the calibration parameter value, then the average of the 
optimum calibration parameter values for the starting point with lowest mean 
observed loss value is chosen as the best value.  
If there are several starting points among which the differences of the 
observed loss value are not significant but the differences of the optimum 
calibration parameter value are significant, then several sets of the optimum 
calibration parameter values have the same performance in the computer 
model. Under this situation, we can further select the optimum value by 
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adding more experimental data or using some other criteria such as the 
computer model running time for each set of optimum value to choose the best 
set of optimum value. This type of multi-start methods has been used in many 
metaheuristics (e.g. GA) and more details about multi-start methods for global 
optimization of metaheuristics can be found in Marti (2003).  
It should be noted that if there are many local optimal solutions, the 
proposed SA methods may not perform better than the other algorithms such 
as GA. Therefore, future work should be done to analyze for complex multiple 
optimal solution problems.  
3.4 Parameter Uncertainty and Predictive Uncertainty 
In the previous sections, we illustrate the feasibility and procedures of 
applying SA to estimate the optimum calibration parameter value θ*. However, 
the search for the best calibration parameter value is hardly the final intent of 
the model for practitioners. Once the computer model is calibrated, it is 
typically used to predict future behavior of the process.  
Let kˆθ  denote the optimum estimated calibration parameter value at the kth 
iteration of the algorithm. In practice, due to the stochastic nature of the 
computer model, it is impossible to obtain S(x0, kˆθ ) as a predictor directly. 
Therefore, the mean 0 ˆ( , )ky x θ  of the several computer model replications at 
point x0 is used instead. This introduces stochastic errors in the prediction as 
seen in Equation (3.2). We call this stochastic uncertainty. In addition, since it 
is often practically impossible to have unlimited iterations to obtain the 
asymptotic estimator, estimation uncertainty of kˆθ exists at any specified finite 
iteration k. The predictive uncertainty caused by this is known as the 
parameter uncertainty (see Cheng & Holland (1997)). When the calibrated 
computer model is used for prediction, it is important to account for these 
uncertainties to better reflect the overall confidence in the predictor.  
The stochastic uncertainty is usually estimated by the sample variance of 
several computer model replications. However, the parameter uncertainty is 
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not straightforward to assess. Here we use the delta method to assess this 
uncertainty. In the remaining part of this section, we will first describe how to 
estimate the stochastic uncertainty. Then we state the asymptotic normality 
results of the SA methods to quantify the calibration parameter uncertainties 
and employ the delta method to assess their effects on the predictor. Given the 
estimated stochastic and parameter uncertainties, we can then quantify the 
predictive uncertainty. This quantification can further assist in the balance of 
computing resource allocation to replication and iteration in order to reduce 
the overall predictive uncertainty. 
If kˆθ  is applied as the calibration parameter value θ* in the computer model, 
a predictor at an unobserved location x0 can be obtained by running r 
replications at x0 and computing the mean, 0 01( , ) (1/ ) ( , )
r
jj
y x r y xθ θ
=
= ∑ . 
Given the stochastic noise of the computer model and parameter uncertainty, 
the variance of this predictor can be written as Var( y )=VS+Vθ (see Cheng & 
Holland (1997)), where the variance VS is due to the stochastic error ε0 
(stochastic uncertainty) and the variance Vθ is caused by the estimation 
uncertainty of kˆθ  (parameter uncertainty). VS can be estimated by  
 2 2
1
( ) ( )rS jjV y y r r== − −∑ .  (3.19) 
To estimate Vθ, we apply the delta method with the asymptotic results of 
the calibrated parameters to approximate the effect of the parameter 
uncertainties on the predictor.  
Asymptotic normality of kˆθ  for FDSA 
Let H(θ*) denotes the Hessian matrix for L(θ*) at θ*, and let 2σ  be such that 
2 2
ˆ ˆ
ˆ ˆ( ( ) ( ) )
k k i k k ik k i k k i c cE c c b bθ ξ θ ξν θ ξ ν θ ξ σ+ − + − − + − →    as k→∞. Furthermore, 
let β=α−2γ, and P be orthogonal with PH(θ*)PT=a-1diag(λ1,…,λp). Assume 
α<6γ. Then  
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 dist/2 *ˆ( ) (0, )Tkk N PMPβ θ θ− →  , k →∞ ,  (3.20) 
where 2 2 2 1 11(1/ 4) diag[(2 ) ,..., (2 ) ]pM a c σ λ λ− − −=  , and p denotes the dimension 
of the calibration parameter. (see Spall (1992)) 
Asymptotic normality of θˆk for SPSA 
Similar to FDSA, let 2σˆ , ρ2 be such that 
2 2
ˆ ˆ
ˆ ˆ ˆ( ( ) ( ) )
k k k k k kk k k k k k c cE c c b bθ θν θ ν θ σ+ ∆ − ∆ + ∆ − − ∆ + − →  , 
2 2
klE ρ−∆ →  as 
k→∞ for ∀ l. Then  
 dist/2 *ˆ ˆ( ) (0, )Tkk N PMPβ θ θ− → , k →∞ ,  (3.21) 
where 2 2 2 2 1 11ˆ ˆ(1/ 4) diag[(2 ) ,..., (2 ) ]pM a c σ ρ λ λ− − −= . (see Spall (1992)) 
Both asymptotic normality distributions of FDSA and SPSA require 
calculating the Hessian matrix H(θ*). H(θ*) can be estimated with H(θˆk) after 
kˆθ  is obtained. Here we apply an approach proposed by Spall (2000) to 
estimate H(θˆk).  
Let ˆ ˆˆ ˆ( ) ( )k k k k kG g c g cθ θ= + ∆ − − ∆ . ˆˆ ( )k kg cθ + ∆  and ˆˆ ( )k kg cθ − ∆  can be 
estimated either by Equation (3.8) (requires more simulation runs) or Equation 
(3.9) (requires fewer simulation runs). Then the Hessian matrix can be 
estimated by  
 ( ) ( )*ˆ ( ) 1 2 (2 ) (2 ) TT Tk kH G c G cθ  = ∆ + ∆     (3.22) 
where the matrix / 2TkG c∆  is obtained by an operation that the ijth element of 
the resulting matrix corresponds to the ratio of the ith element of the 
numerator row vector to the jth element of the denominator column vector (see 
Spall (2000)), and the operation that plus the transpose matrix divided by 2 is 
to make the obtained Hessian matrix symmetric. Here Gk is obtained by two 
sided simultaneous perturbation of kˆθ  with cΔ. It also can be obtained with 
finite difference perturbation similar to Equation (3.8), but more simulation 
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runs is usually required. To use fewer simulation runs, one sided perturbation 
way can be applied (see Spall (2000)).  
After assessing the uncertainties in kˆθ , we use the delta method to quantify 
their effects on the computer model output. Conditioned on Equation (3.20) or 
Equation (3.21), the variance Vθ can be expressed as 
 ( ) ( )* * * *0 0( , ) ( , )T TV k S x PMP S xβθ θ θ θ θ−= ∂ ∂ ∂ ∂ ,  (3.23) 
where Μ = M  for FDSA and Μ = Mˆ  for SPSA. ∂S(x0,θ*)/∂θ* can be estimated 
with ∂S(x0, kˆθ )/∂ kˆθ . This can be estimated using two sided finite difference 
gradient estimation method shown by Equation (3.8) or two sided 
simultaneous perturbation gradient estimation method shown by Equation 
(3.9), where S(x0, kˆθ ) can be treated as L(θ) and 0 ˆ( , )ky x θ=  can be treated as 
noisy measurement ( )κ θ . It also can be estimated by other methods like the 
one sided gradient estimation method proposed in Spall (2000). 
With VS and Vθ, the total predictive variance can be obtained by  
Var( y )=VS+Vθ. It is then straightforward to use this variance to quantify the 
uncertainty about the predictor and computing confidence intervals of y . In 
addition, it can be seen from Equation (3.19) and Equation (3.23) that 
increasing replications can reduce the stochastic uncertainty and increasing 
iterations can reduce the parameter uncertainty. Therefore, we can balance the 
allocation of additional computing resources to replication and iteration by 
comparing the reduction of VS and the reduction of Vθ. Each iteration usually 
includes several replications (we assume m here), which means the cost of 
running one more iteration is m times the cost of running one more replication. 
Assuming there are already r replications available for prediction, we can 
calculate the reduced stochastic uncertainty with m more replications to be 
approximately ΔVS=mVS/(r+m). Alternatively with one more iteration, we can 
calculate the reduced parameter uncertainty to be approximately 
ΔVθ=(1−(k/(k+1))β)Vθ. If ΔVS<ΔVθ, it would be more effective to run more 
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iterations to reduce the predictive uncertainty and then improve the predictive 
capability. Otherwise, more replications are preferred.  
3.5 Examples 
In this section, we apply the two SA algorithms, FDSA and SPSA to three 
numerical examples. We compare their performance to GA. All methods are 
coded using MATLAB and the GA is implemented using MATLAB genetic 
algorithm toolbox.  
Four performance measures are taken. The first is the observed loss value at 
the specified number of iteration. This measures the accuracy of the different 
algorithms. A smaller observed loss value indicates that the estimated 
calibration parameters are closer to the true values and algorithm is more 
accurate. An additional measure, the absolute difference between the 
approximated parameter value and the known optimum value is taken for the 
chemical kinetic model as the true optimum parameter is known in that 
example.  
The next two measures are used to evaluate the speed of the algorithms. 
They are the number of iterations before reaching the stopping criterion and 
the amount of time before reaching the stopping criterion. The operation time 
is a popular performance measure to indicate the algorithm speed. This is a 
useful measure when comparing the time performance of GA. In GA, when 
the population size is large, the iteration number before termination is small, 
but the computational time within each iteration would be long. Conversely, a 
small population size requires a large number of iterations but a short 
operation time within each iteration. Thus, the average operation time before 
reaching the stopping criterion for GA will not change significantly with the 
population size, making it a more robust performance measure.  
The fourth measurement is the number of simulation replications or runs 
before reaching the stopping criterion. Since each simulation run can be time 
consuming especially for the complex stochastic computer models, it is 
important to measure the number of simulation runs for each algorithm to 
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show its efficiency.  
In these examples, the observable loss value Q(θ) is measured instead of 
the objective value L(θ) since most of the time it is practically impossible to 
obtain the true value of L(θ). As seen in (10), the expectation of Q(θ) is not 
equal to L(θ), and there exists a bias b which consists of the stochastic errors 
from the simulation. When the variance is non-homogeneous, the optimum 
parameter value θ* that minimize the L(θ) may not minimize the expectation 
of Q(θ). However, since the SA method will converge to the optimum value θ*, 
and the bias value is small compared to the objective value most of the time, it 
is reasonable to use Q(θ) instead of L(θ). In the second example, we use 
asymptotic normality property to estimate the calibration parameter 
uncertainty and quantify the prediction uncertainty combined with the delta 
method. 
For each example, all the comparing algorithms are run with the same 
starting point and they have the same maximal iteration number and same 
replication runs for each point. They all run on the same computer with a 2.67 
GHz processor and 4 GB RAM. 
3.5.1 Chemical Kinetic Model Example 
The model used in this example is based on Loeppky et al. (2006), which 
predicts the concentration y(x) of the chemical as a function of time x, with 
mean response governed by the equation ϕ(x|T)=u+r0exp(−Tx), where u 
represents the residual concentration of the chemical at the end of the reaction 
process, r0 is the initial concentration of the chemical and T is an unknown 
decay rate that is specific to the chemical reaction under consideration.  
The real process model is assumed to be 
z=ϕ(x|T=1.7)=1.5+3.5exp(−1.7x)+e, where x∈[0,3] and e∼N(0,0.04). Five 
input points are evenly collected from x domain, and one observation at each 
input point. We further suppose that the stochastic computer model is coded as 
y=κ(x,θ)=5exp(−θx)+ε, where x∈[0,3] and ε∼N(0,0.01). In this example, we 
assume that the computer model fits well to the real process and there is no 
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discrepancy term. For each specified x and θ, m=5 replications are taken, and 
the average 5
1
(1/ 5)i ijjy y== ∑  is used as the observed simulation output. The 
gain values for FDSA are set using the guidelines given by Spall (2003), with 
a=0.5, c=0.15, and A=50. It is assumed that the initial value of θ for both 
FDSA and GA is 3, and the population size of GA is set to 5 in each iteration. 
The deterministic simulation output Si(i=1,…,5) for each input point xi is 
calculated by Si=5exp(−θxi) for a given θ. Then the optimum parameter value 
θ* is obtained by minimizing the SSE between the real observations and the 
deterministic simulation outputs. There are 100 runs for each algorithm with 
the same starting point.  
The left plot of Figure 3.2 demonstrates that the value of θ approaches to 
the optimum value θ*=0.548 after about 45 iterations. The right plot of Figure 
3.2 indicates that FDSA drops to the near optimum value faster in the early 
iterations. The observed loss value Q(θ) is used to compare the accuracy of 
two algorithms. Results are shown in Table 3.1.  
t-test of the two sample means is carried out. The 95% CI is: 
0.0197<μFDSA−μGA<0.0203, where μFDSA is the mean of Q(θ) for FDSA and 
μGA is the mean of Q(θ) for GA at the 100th iteration. Under this measurement, 
GA obtains relatively small and stable observed loss value. One possible 
reason is that GA has a population of observed loss value within each iteration 
and the best value is selected, while FDSA only has one observed loss value 
within each iteration. Due to the stochastic nature of the observed loss value, 
choosing the best one among several observed loss values makes GA perform 
better. However, it can be seen that the difference of mean observed loss value 
between GA and FDSA is smaller than one standard deviation of the 
stochastic observed loss value. This means that the difference is within an 
acceptable tolerance. Meanwhile, the results indicate that both algorithms 
converge to the same optimum calibration parameter value. Therefore, the two 
algorithms can be treated to perform as well in terms of accuracy. Next, the 
iteration numbers and operation times before termination are compared. The 
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stopping criterion is L(θ)−Q(θ*)<0.1. Table 3.1 gives the results. 
t-test on the mean iteration numbers indicates that 95% CI is: 
−9.861<μFDSA−μGA<−8.263, where μFDSA and μGA are the means of iteration 
number before termination for FDSA and GA respectively. Thus the 
performance of FDSA is significantly better than GA at alpha level of 0.05 
under this speed measurement.  
 
Figure 3.2. The convergence and comparison results in chemical kinetic model. 
Left plot is the convergence of the calibration parameter for FDSA. Right plot 
is the comparison of FDSA and GA using mean observed loss value of 100 
runs of each algorithm with the same starting point. 
Table 3.1. Mean and standard deviation of Q(θ) at the 100th iteration, iteration 
number before termination and operation time (in seconds) before termination, 
for n runs of each algorithm with the same starting in the chemical kinetic 
model example. 
Method 
Mean (StDev) of 
Q(θ) 
Mean (StDev) of 
iteration number 
Mean (StDev) of 
operation time 
n 
FDSA 0.4023 (0.051) 17.8 (2.63) 0.0028 (0.0004) 100 
GA 0.3826 (0.037) 26.2 (3.56) 0.0756 (0.0093) 100 
 
Meanwhile, when the amount of time before reaching the stopping criterion 
is used, the result of t-test indicates that the 95% CI is: 
−0.0732<μFDSA−μGA<−0.0694, where μFDSA and μGA are the means of 
operation time before termination for FDSA and GA respectively. Both lower 
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and upper limit is negative, indicating that the difference between FDSA and 
GA is statistically significant at an alpha level of 0.05. Therefore, FDSA 
performs better than GA when simulation time is taken as measurement.  
Finally, when the number of simulation runs before termination is used to 
compare the performance of these two algorithms, it can be seen that two 
sided FDSA requires 10 simulation runs in each iteration and GA requires 25 
simulation runs with a population size of 5 in each iteration. This means that 
the number of simulation runs required for FDSA is smaller than that required 
for GA in each iteration. As the results from comparing the iteration numbers 
before termination indicate that FDSA performs better than GA, we infer that 
the total number of simulation runs before termination for FDSA is much 
smaller than GA in this example. 
The results in this example suggest under the same accuracy performance, 
FDSA is faster than GA in terms of computational time and FDSA performs 
better than GA in terms of the number of simulation runs required for this 
chemical kinetic model.  
3.5.2 Adenoma Prevalence Microsimulation Model  
In this example, the calibration model is based on the adenoma risk model 
from Rutter et al. (2009) while the mathematical form of the real process is 
unknown. In their study, microsimulation model (MSM) is used to simulate 
the natural history of colorectal cancer (CRC). The model consists of four 
model components: adenoma risk, adenoma growth, transition from adenoma 
to preclinical cancer, and transition from preclinical to clinical cancer. We 
focus on first component, adenoma risk model, as adenoma risk estimates play 
an important role in MSM to evaluate the influence of screening on CRC 
incidence and mortality (see Rutter et al. (2009)).  
In this model, the number of adenoma infected persons in a specified 
population follows a binomial distribution, yj~Binomial(Nj,pij), where yj is the 
number of infected persons in population j, Nj is population size, and pij is the 
prevalence rate for individual i in population j. For each individual, the 
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number of adenomas is based on the Poisson distribution. The occurrence of 
adenomas is modeled using a nonhomogeneous Poisson process (NHPP) with 
a piecewise age effect (see Rutter et al. (2009)). The following equation shows 
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where α0i is an individual’s baseline risk, α1 indicates the difference in risk for 
men (sexi=−1) versus women (sexi=+1), α2k illustrates the changes in risk with 
age in kth interval, and η(∙) is an indicator function with η(x)=1 when x is true, 
and η(x)=0 otherwise. Rutter et al. (2009) did not consider the individuals 
before age 20 as they assumed they are not at risk of developing adenomas, 
thus only following age-risk intervals are considered: A1=20, A2=50, A3=60, 
A4=70, A5=120. These risks depend on age and sex. According to the NHPP, 
the probability of each individual will not have adenoma is 
pi{n=0}=exp[−mi(t)], while the probability of each individual having 
adenomas is pi{n≥1}=1−exp[−mi(t)], where mi(t) is the NHPP mean and n is 
the number of adenomas.  
The observed real data are given by Strul et al. (2006), where the observed 
prevalence rates of three age groups (40-49, 50-75, and 76-80) are 
z={z1,z2,z3}={0.1,0.22,0.29}. Here we assume a constant discrepancy term 
which is δ(x)=0.02.  
Three calibration parameters related to the risk changes with age effect are 
selected, θ={α21,α23,α24}. The initial starting value of all the calibration 
parameters is 0.03, which corresponds to the prior means from Rutter et al. 
(2009). The other parameters are set at the posterior estimated mean values, 
α0=−6.6, α1=−0.24 and α22=0.031. In the simulation, the population size is set 
at 1000 for age group 40-49, 5000 for age group 50-75, and 1000 for age 
group 76-80. These rounded values are chosen according to the balance 
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between the running time of the computer model and the stochastic error of 
the simulation outputs. The age distribution within each population sample is 
assumed to be uniform. 
In each iteration, we take m=10 replications of the simulation model for the 
specified input set. The average is taken as the observed MSM output. SPSA 
and GA are compared in this example. The gain selection of SPSA follows the 
guidelines by Spall (2003), with a={a1,a2,a3}={0.002,0.07,0.005}, 
c={c1,c2,c3}={0.001,0.002,0.001}, and A=50. For the GA method, the starting 
value is the same as that of SPSA, and the population size is 10. For each 
algorithm, a total of 100 runs are made with the same starting point. 
 
Figure 3.3. Comparison of SPSA and GA in adenoma prevalence 
microsimulation model using mean observed loss value of 100 runs of each 
algorithm with the same starting point. 
Figure 3.3 indicates that both methods converge to the approximated 
minimum loss value, and Table 3.2 provides the average Q(θ) values. When 
comparing the observed loss value Q(θ) at the 100th iteration, the t-test 
indicates that GA performs better. However, the difference of mean observed 
loss value between GA and SPSA is around one standard deviation of the 
stochastic loss value and both algorithms converge to the same optimum 
calibration parameter values. Therefore, we can conclude that the two 
algorithms perform as well in terms of accuracy. This result is similar to the 
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chemical kinetic model example. Meanwhile, with the estimated optimum 
calibration parameter values from SPSA, the simulated prevalence rates of the 
three age groups are given in Table 3.3. These simulated rates are close to the 
observed prevalence rates.  
Table 3.2. Mean and standard deviation of Q(θ) at the 100th iteration, iteration 
number before termination and operation time (in seconds) before termination 
for SPSA and GA, for n runs of each algorithm with the same starting in the 
adenoma prevalence microsimulation model example 
Method Mean (StDev) of Q(θ) 
Mean (StDev) of 
iteration number 
Mean (StDev) of 
operation time 
n 
SPSA 0.912×10-3 (0.210×10-4) 28.9 (9.13) 11.832 (2.738) 100 
GA 0.894×10-3 (0.163×10-4) 22.6 (5.38)  127.317 (26.308)  100 
 
Table 3.3. The final calibration parameter values, simulated prevalence rates 
(including discrepancy term) and mean observed loss value (MOLV) for the 
SPSA algorithm under the two scenarios.  
Scenario α21   α23 α24  







1 0.02603 0.02168 0.02884 0.1068 0.2183 0.2917 0.00054 
2 0.02594 0.02216 0.02912 0.1112 0.2146 0.2859 0.00058 
 
Table 3.2 gives the average iteration numbers before termination for the 
two methods when the stopping criterion is set at Q(θ)<0.0005. Table 3.4 
shows the t-test results between the two algorithms. It indicates that GA 
performs better than SPSA under this measurement in this example. 
Table 3.4. t test results between two algorithms under observed loss value, 
iteration number and operation time (in seconds) measurements in adenoma 
prevalence microsimulaiton model.  
Difference Loss Value Iteration Number Operation Time 
95% CI  (0.15×10-4, 0.26×10-4) (4.268, 8.501) (-114.946, -103.679) 
p value <0.001 <0.001 <0.001 
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Table 3.2 gives the average operation time before termination. Table 3.4 
compares the differences between the both algorithms, and it can be seen that 
SPSA performs significantly better than GA. 
Under the number of simulation runs before termination measurement, it 
can be seen that two sided SPSA requires 20 simulation runs in each iteration 
and the GA requires 100 simulation runs in each iteration. With the mean 
number of iterations number before termination from Table 3.2, it can be 
shown that the total simulation runs before termination is approximately 580 
for SPSA, and 2300 for GA. Comparing these numbers, SPSA performs 
significantly better than GA. Although in this example, we consider only three 
calibration parameters, it suggests already that when the dimension of the 
calibration parameters is high, SPSA would be a better choice when the 
simulation model is quite expensive to run.  
The results in this example also demonstrate that under the same accuracy 
performance, the speed of SPSA is significantly better than GA, especially for 
high dimensional calibration parameters. Thus, SPSA methods are very 
promising application techniques for the calibration of computationally 
expensive stochastic computer models.  
The results above indicate the performance of the algorithms based on the 
performance measures. Here, we further discuss the problem of calibration 
parameter selection under the two scenarios described in Section 3.3.3. First 
we assume that a unique optimum value for the calibration parameter exists 
and illustrate how to select the final calibration values, following which we 
relax this assumption. Meanwhile, the final calibration parameter values under 
the two scenarios for the algorithm SPSA are given to show the validity of the 
unique optimum assumption in this example. 
Unique optimum assumption 
As described, for each algorithm, a total of 100 runs are made with the 
same starting point (0.03), resulting in 100 different values of the estimated 
observed loss value. Under the unique optimum assumption, the 95% CI for 
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the mean is first calculated using this sample. The results indicate that all the 
observed values fall within this CI. Therefore, the sample mean of these 100 
values for each calibration parameter is taken to estimate the optimum 
calibration parameter values. The final calibration parameter values for the 
algorithm SPSA under this unique optimum scenario are given in Table 3.3. 
Non-uniqueness assumption 
As with many complex simulation models, it may not be clear at the start to 
assume uniqueness of the solution. Here we consider implementing a simple 
set of steps described in Figure 3.1 when this assumption does not hold. For 
each algorithm, first, the ranges of the calibration parameter values are chosen 
according to the 95% CI of the posterior estimates from Rutter et al. (2009), 
which are [0.01,0.05] for all the three calibration parameters. Then, five 
different starting points are selected using Latin hypercube sampling in this 
range. Following, 10 runs of the algorithm (e.g. SPSA) for each starting point 
were conducted where each run consisted of 500 iterations. For each starting 
point, the 95% CIs for the mean observed loss value and the optimum 
calibration parameter value are calculated using 10 estimated values from the 
10 runs respectively.  
The results show that all values are within the CI for all the five starting 
points. Then two sample t-test is used to compare the observed loss value and 
the optimum calibration parameter value respectively for each pair of starting 
points. The results indicate that there is no significant difference among these 
points for the algorithm SPSA. Based on this, the optimum values of the 
calibration parameters are chosen according to the point with the lowest mean 
of the observed loss value. The final calibration parameter values for the 
algorithm SPSA under this non-unique optimum scenario are also given in 
Table 3.3.  
The above discussion illustrates how to select the optimum calibration 
parameter values in both the unique and non-unique scenarios. The calibration 
results indicate that the SPSA algorithm converges to the same area from all 
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the different starting points in both scenarios. Therefore, the unique optimum 
assumption within the given range of the calibration parameters is reasonable 
in this example.  
Next we use the method explained in Section 3.4 to quantify the predictive 
uncertainty. For the stochastic uncertainty, we assume 100 replications are 
available for prediction. The estimated variances of three age groups 
calculated by Equation (3.19) are 1.12×10-6, 3.54×10-5 and 4.89×10-6 
respectively. For the parameter uncertainty, the estimated calibration 
parameter values at 100th iteration are taken as the optimum values. The 
estimated variances for three age groups are then 8.94×10-8, 1.21×10-6 and 
3.76×10-6 respectively. As each iteration contains 20 replications in this 
example, we can approximate the reduced stochastic variance with 20 more 
replications for three age groups to be 1.87×10-7, 5.90×10-6 and 8.15×10-7 
respectively. With one additional iteration, we can approximate the reduced 
parameter uncertainty for three age groups to be 3.58×10-10, 4.84×10-9 and 
1.50×10-8 respectively.  
It can be seen that with the equivalent computing resources, the reduction 
in the stochastic uncertainty is much larger than the reduction in the parameter 
uncertainty. Therefore in this example, if additional computing resources are 
available to improve the prediction, more effort should be placed on running 
more replications first to reduce the prediction errors. 
3.5.3 Stochastic Biological Model 
Henderson et al. (2009) described a biological model of mtDNA population 
dynamics which simulate the mtDNA deletion accumulation in substantia 
nigra neurons and the death of neurons. This model is helpful in assessing 
interventions that are designed to halt or reverse the decline in neurons 
associated with Parkinson’s disease accurately. It can also be used to predict 
changes in the incidence of Parkinson’s disease in aging populations (see 
Henderson et al. (2009)).  
The population of mtDNA within a cell includes two species. One is the 
60 
 
number of copies of healthy mtDNA denoted by Y1, and the other is the 
number of copies of mtDNA with deletions denoted by Y2. There are three 
unknown parameters in this biological model that need to be calibrated. They 
are the mutation rate c1, the degradation rate c3, and the lethal threshold τ. The 
lethal threshold is used to determine the death of the cell. A cell dies if its 
proportion of mtDNA deletions, p=Y2/(Y1+Y2), is equal to or larger than the 
lethal threshold τ. In our discussion, the threshold τ is treated as known for 
simplicity, and its value is taken as the posterior mean τ=0.962 obtained from 
Henderson et al. (2009). Therefore, the unknown parameters c1 and c3 are 
considered and their log-transformed parameters θ1=log(c1) and θ2=log(c3) are 
treated as calibration parameters.  
Henderson et al. (2009) provide the experimental data on the accumulation 
with age of mtDNA deletions in substantia nigra neurons. The observed data 
from technique 2 are used in this discussion. The observations for age 19, 32, 
42, 51, 56, 75, 81 and 89 are used for calibration and the remaining 
observations for age 20, 44, 72, 77 and 91 are used for validation. The mean of 
the real-time polymerase chain reaction (RT-PCR) measurement of deletion 
accumulation iz  for each age i is taken as the real observed data from the real 
process. For the simulation outputs, we run the stochastic biological computer 
model with multiple replications until there are 10 cells survival for each input 
set. The simulation output for each input set is quantified by –log2(1–pi), 
where pi is the sampled proportion of deletions Y2i/(Y1i+Y2i). Then the mean of 
the 10 observed outputs for each input set is taken as the obtained simulation 
output.  
FDSA, SPSA and GA are compared in this example. The calibration 
procedure for non-unique optimum scenario is implemented. For the starting 
points, as the computer model is time consuming to run in this example, only 
four starting points are selected. These are the combinations of the lower and 
upper bound of the 95% CIs of the two calibration parameters, where the 95% 
CIs of the priors of θ1 and θ2 given by Henderson et al. (2009) are 
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[−13.93,−6.87] and [−4.53,−3.07] respectively. The gains of FDSA and SPSA 
are a=0.25, c=0.5, and A=10, which are selected according to the guidelines by 
Spall (2003). GA has the same starting values with FDSA and SPSA, and the 
population size is 20. For each starting point, 10 runs of each algorithm were 
conducted where each run has 100 iterations.  
 
Figure 3.4. Comparison of FDSA, SPSA and GA in stochastic biological 
model using mean observed loss value of 10 runs of each algorithm with four 
different starting points: (a) is with the starting point (-13.93, -4.53); (b) is 
with starting point (-6.87, -3.07); (c) is with starting point (-13.93, -3.07); (d) 
is with starting point (-4.53, -6.87). 
The mean observed loss value of 10 observations for each algorithm is 
shown in Figure 3.4. The figure shows that all the three algorithms converge 
to the minimum loss value, while FDSA and SPSA perform almost the same 
and they both converge faster than GA. The 95% CIs for the mean observed 
loss value and the optimum calibration parameter value are calculated 
respectively for each starting point using 10 observations. For all the three 
algorithms, the results show that no loss value and no optimum calibration 
parameter value lie outside the CIs for all the four starting points. Then a two 
sample t-test is used to compare the observed loss value and the optimum 
calibration parameter value for each pair of starting points for each algorithm. 
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The results show that there is no significant difference among these points for 
each algorithm. Therefore, the calibration parameters obtained from the point 
with the lowest mean observed loss value are chosen as the optimum values.  
Here the starting point (−13.93,−4.53) with the lowest mean observed loss 
value for SPSA is selected to compare the performances of the three 
algorithms for illustrative purpose. The optimum estimated calibration 
parameter value of θ1 is −10.19 which is close to the posterior mean obtained 
by Henderson et al. (2009). The optimum value of θ2 is −4.86 which is smaller 
than the posterior mean obtained by Henderson et al. (2009). Similar results 
can obtained for the other starting points.  
Table 3.5. Mean and standard deviation of Q(θ) at the 100th iteration, iteration 
number before termination and operation time (in hours) before termination 
for FDSA, SPSA and GA, for n runs of each algorithm with the same starting 
in the stochastic biological model.  
Method 
Mean (StDev) of 
Q(θ) 
Mean (StDev) of 
iteration number 
Mean (StDev) of 
operation time 
n 
FDSA 0.6295 (0.0952) 18.4 (1.43) 11.69 (1.86) 100 
SPSA 0.6012 (0.0867) 16.9 (1.20) 5.34 (1.37) 100 
GA 0.4927 (0.0274) 21.0 (2.87) 74.79 (7.86) 100 
 
Table 3.5 gives the mean and standard deviation of the observed loss value 
at the 100th iteration, the iteration number before termination when stopping 
criterion is set at 0.6, and the operation time before termination. Table 3.6 
summarizes the t-test results of each pair of algorithms under the three 
measurements. The results are similar to the previous two examples. Under the 
observed loss value measurement, the results indicate that GA obtains 
relatively small and stable observed loss value. However, the differences of 
the mean observed loss values between FDSA/SPSA and GA are only around 
one standard deviation of the stochastic observed loss value. Meanwhile, the 
results show that all the three algorithms converge to the same optimum 
calibration parameter values. Therefore, FDSA and SPSA can obtain an 
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equally optimum solution compared with GA.  
When comparing the iteration number and operation time before 
termination which are used to measure the speed of the algorithm, the results 
indicate that the SA methods perform significantly better than GA. Under the 
iteration number measurement, SPSA performs better than FDSA and both 
require less iteration than GA. Under more robust operation time measurement, 
the results indicate that SPSA is faster than FDSA and both perform 
significantly better than GA. Another useful speed measurement, the number 
of simulation runs required before termination, is also compared. It can be 
found that in each iteration, SPSA requires 20 simulation runs, FDSA requires 
40 simulation runs, while GA requires 200 simulation runs. Combined with 
the results of the number of iterations before termination measurement, it can 
be seen that SPSA requires much less simulation runs (an average of 340) 
before termination, FDSA requires an average of 736 simulation runs, and 
both SA methods perform much better than GA which requires an average of 
4200 simulation runs.  
Table 3.6. t test results between each pair of algorithms under observed loss 
value, iteration number and operation time (in hours) measurements in 
stochastic biological model.  
Difference Loss value Iteration number Operation time 
FDSA-
SPSA 
95% CI  (-0.057, 0.114) (0.26, 2.74) (4.802, 7.900) 
p value 0.497 0.021 <0.001 
FDSA-
GA 
95% CI  (0.067, 0.207) (-4.79, -0.41) (-68.785, -57.406) 
p value 0.001 0.023 <0.001 
SPSA-
GA 
95% CI  (0.045, 0.173) (-6.24, -1.96) (-75.153, -63.740) 
p value 0.004 0.001 <0.001 
 
Similar to the previous examples, the results in this example also indicate 
that under the same accuracy performance, the SA methods are faster than GA 
and SPSA is the fastest. Therefore, SPSA would be a better choice for the 
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calibration of computationally expensive stochastic computer model.  
Next we quantify the predictive uncertainty based on SPSA and use the 
remaining real observations to validate the calibrated computer model. The 
results are shown by Figure 3.5, which indicates that the 95% CI of the 
computer model prediction can cover the most real observations. This means 
that the computer model with adjusted calibration parameters is valid for 
prediction.  
 
Figure 3.5. 95% CI of the predicted RT-PCR measurement and the real 
observed measurements. The circles are the real measurements. The dots are 
the predictive means. 
3.6 Discussion 
In order to handle the difficulty of running complex computer models that 
are time consuming and computationally expensive, in this chapter, we 
illustrate the feasibility and efficiency of applying SA methods to the general 
stochastic computer model calibration. Three numerical examples are 
provided to illustrate the application of these SA methods for calibration and 
to compare the performance of these methods with GA.  
In the chemical kinetic model, the adenoma prevalence microsimulation 
model and the stochastic biological model examples, SA and GA perform 
nearly well under the accuracy measurement, indicating that the results of both 
methods will approach to true optimum values. However, when comparing the 
amount of time before reaching the stopping criterion, one dimensional 
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example (chemical kinetic example) indicates that FDSA is faster than GA 
and multi-dimensional example (adenoma prevalence example and biological 
model) shows that SPSA is significantly faster than GA. In the comparison of 
the number of simulation runs before termination, FDSA performs better than 
GA in the chemical kinetic model and SPSA performs better in the adenoma 
prevalence microsimulation model and biological model.  
Overall, SA is easy to understand (amid theoretical justifications) and 
simple to automate. Thus the SA method seems to be a promising approach for 
calibration when the cost of computation is high. Particularly, SPSA is one of 
the best choices when the dimension of the calibration parameter is high. 
Furthermore, we provide an approach to estimate the calibration parameter 
uncertainty based on asymptotic normality. Then their effects on the 




BAYESIAN CALIBRATION, VALIDATION 
AND PREDICTION OF STOCHASTIC 
COMPUTER MODELS 
4.1 Introduction 
When the computer model is used to predict the behavior of the real system 
so as to assess and certify the system’s reliability and safety that eventually is 
used for better decision making, it is important to improve the model’s 
predictive accuracy and capability. In computer model analysis, both 
validation and calibration are closely related to the model’s predictive 
performance. One possible relationship among calibration, validation and 
prediction is provided by Oberkampf & Roy (2010) which shows that both 
calibration and validation are important to improve the model’s predictive 
performance.  
In this chapter, we focus on providing a calibration procedure to update the 
model. A brief discussion is also provided for validation based on our 
proposed calibration procedure. More details about validation in scientific 
computing can be found in Oberkampf & Roy (2010) and references therein. 
More specifically, we propose a calibration procedure to adjust the unknown 
parameters and obtain the predictive distributions of the calibrated model. The 
calibrated model usually has better predictive performance as it fits better to 
the real process with more accurate unknown calibration parameter values. 
These obtained predictive distributions can be further used for validation and 
eventual prediction purposes. Then the final calibrated and validated model 
can be applied for intended use.  
Model calibration is an important problem which has been recognized in 
many practical models that are used to evaluate the reliability and safety of 
complex physical and social systems, such as nuclear radiation release model 
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(see Kennedy & O’Hagan (2003)), hydrologic model (see Kanso et al. (2006)), 
and biological model (see Henderson et al. (2009)). Various approaches have 
been proposed for computer model calibration. One type of calibration 
approach is to find an effective and efficient algorithm which can be directly 
applied with limited data resources, such as the stochastic approximation 
methods discussed in Chapter 3. The automatic calibration approach proposed 
in Chapter 3 is fast and easy to implement. However, when a computer model 
is extremely time consuming to run, another popular and much more efficient 
surrogate based calibration approach is preferred where simpler and faster 
statistical model is used to approximate the computer model.  
In this chapter, a surrogate based Bayesian approach is proposed for 
stochastic computer model calibration. Kennedy & O’Hagan (2001) proposed 
a Gaussian process based Bayesian approach for computer model calibration. 
However, their approach is based on the deterministic computer model. 
Stochastic computer models have been increasingly applied in various areas. It 
is necessary but more complicated to account for the stochastic error inherent 
the stochastic computer model for calibration. The proposed work in this 
discussion can be considered as an extension to solve stochastic computer 
model calibration problem. Henderson et al. (2009) discussed a surrogate 
based Bayesian approach for stochastic computer model calibration using 
MCMC, which requires millions of samples to guarantee the convergence. 
Their approach is quite time consuming.  
In this chapter, we extend the Bayesian approach using surrogates for 
calibration to stochastic computer model calibration and prediction, which 
accounts for all the uncertainties mentioned in Kennedy & O’Hagan (2001) 
and also the inherent stochastic error. Different from Henderson et al. (2009) 
that use MCMC to approximate the calibration parameter distribution and the 
predictive distribution, we derive these distributions by estimating some 
parameters that are empirically shown to have insignificant effects on the 
predictive performance. We derive the predictive distributions for both the 
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computer model and the real process which quantify the predictive 
uncertainties. We also derive the predictive distribution for the inadequacy 
term which measures the discrepancy between the computer model and the 
real process. This can be used for computer model validation such as in the 
validation procedure proposed by Wang et al. (2009). The derived posterior 
distributions provide analytical calibration and prediction results. Meanwhile, 
the proposed approach can significantly reduce the computational time 
compared to MCMC and this result is illustrated by the numerical examples.  
This chapter is organized as follows. In Section 4.2, we describe the model 
used for calibration and prediction. In Section 4.3, we explain the proposed 
Bayesian calibration approach and derive the predictive distributions of the 
computer model, the real process and the model inadequacy term. In Section 
4.4, several numerical examples are provided to illustrate the proposed 
approach. The discussion is given in Section 4.5 
4.2 Model Formulation  
4.2.1 Stochastic Model 
In this chapter, the relationship between the real observation and simulation 
output is represented by  
*( ) ( , ) ( )i i i i i iz x e S x x eζ θ δ= + = + +   
where θ* denotes the optimal value of the calibration parameter θ. In this 
relationship form, the calibration parameter is assumed to be independent of 
the variable input. It is also assumed that the model output, model inadequacy 
and the observation error are independent of each other. These assumptions 
are used in many analytical studies for simplification and should be carefully 
verified in practical applications. To relax some of these assumptions in the 
model form is an important area for future work.  
The relationship between the observed and expectation of the stochastic 
simulation output is represented by Equation (3.2), which is widely used in 
many studies. When the Gaussian process is used to model the stochastic 
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computer model, both the uncertainty in the response surface and the 
stochastic nature of the computer model (sampling variability) should be 
considered. More details about this modeling form can be found in Ankenman 
et al. (2010) and Yin et al. (2011). Here the calibration and prediction of 
stochastic computer model is discussed, where the stochastic error ε is 
considered and only noisy observations y  are available.  
4.2.2 Gaussian Process Model 
Gaussian process models have been widely used as surrogates of computer 
models because of their flexibility and convenience (see Kennedy & O’Hagan 
(2003)). A comprehensive study is given by Santner et al. (2003). In this 
discussion, we use a Gaussian process model as a surrogate model for the 
computer model. It should be noted that it is important to validate the use of 
the surrogate model, and methods for validation of GP model can be found in 
Bastos & O’Hagan (2009). Based on Equations (3.1) and (3.2), we assume the 
following: 
1) The computer model output S(x,t) is a Gaussian process with mean 
μS(x,t)=hS(x,t)TβS and covariance function σS2RS, where t denotes the 
specified input calibration parameter value which can be controlled in 
the computer model. Here t is used to distinguish between the unknown 
calibration parameter θ that we want to calibrate for the computer 
model. ( ),1 ,( , ) ( , ),..., ( , )S
T
S S S kh x t h x t h x t=  is a vector of kS functions of x 
and t and ( ),1 ,,..., S
T
S S S kβ β β=  is a vector of kS unknown coefficients. 
The correlation function RS has an exponential form  
( ) { } { }2 2, , , , , ,
1 1
( , ), ( , ) exp ( ) exp ( )x
p q
S i i j j S u i u j u S v i v j v
u v
R x t x t x x x xθφ φ
= =
= − − − −∏ ∏
 (4.1) 
where p is the dimension of x, q is the dimension of θ. The parameters 
, 0xS uφ >  and , 0S vθφ > . We write ( ),1 , ,1 ,,..., , ,...,x x
T
S S S p S S qθ θφ φ φ φ φ= . εi is 
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treated as a nugget effect with εi~N(0,σε2) for all i which is independent 
of the input values. This assumption can be released to account for 
dependency in future work. It should be noted that Equation (4.1) is just 
one possible form assumed for illustrative purpose and other forms can 
also be used. A more general form is to replace (ti,v−tj.v)2 with |ti,v−tj.v|λ 
where λ can be assigned a particular value or can be treated as an 
unknown parameter to be estimated. More details about various 
different correlation forms can be found in Cressie (1993). 
2) The model inadequacy term δ(x) is a Gaussian process with mean 
μδ(x)=hδ(x)Tβδ and covariance function σδ2Rδ, where 
( ),1 ,( ) ( ),..., ( ) Tkh x h x h xδδ δ δ=  is a vector of kδ functions of x, 
( ),1 ,,..., Tkδδ δ δβ β β=  is a vector of kδ unknown coefficients, and Rδ has 
an exponential form 
 { }2, , ,
1
( , ) exp ( )
p
i j u i u j u
u
R x x x xδ δφ
=
= − −∏   (4.2) 
where ϕδ,u>0. We write ϕδ=(ϕδ,1,…,ϕδ,p)T. 
3) The observation error e has a normal distribution with mean 0 and 
variance σe2. 
4) S(x,θ), δ(x), ε and e are mutually independent. 
4.2.3 Prior Distributions for Parameters 
In the stochastic model defined in Section 4.2.1 and the GP model defined 
in Section 4.2.2, the parameters need to be specified are: {βS, σS2, ϕS, βδ, σδ2, ϕδ, 
σε
2, σe2, θ}. One advantage of using Bayesian approach is that we can use the 
prior knowledge about the computer model and the real process to quantify the 
uncertainties of these parameters by assigning prior distributions on these 
parameters. Therefore, we can quantify various uncertainties including model 
inadequacy, observation error, inherent stochastic error, surrogate model 
parameters uncertainty, and calibration parameter uncertainty.  
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Many different priors can be used in Bayesian analysis. Although the 
impact of the subjectivity in choosing the initial priors can be reduced with 
more information from the available resources, the priors should be selected 
appropriately as improper priors may lead to improper posteriors. In this 
discussion, we assume the following mathematical convenience priors 
according to Qian & Wu (2008):  
 2 2| ~ ( , )S S S S SN b Vβ σ σ , 2 2| ~ ( , )N b Vδ δ δ δ δβ σ σ ;  (4.3a) 
2 ~ IG( , )S S Sσ α γ , 2 ~ IG( , )δ δ δσ α γ , 2 ~ IG( , )ε ε εσ α γ , 2 ~ IG( , )e e eσ α γ ;  (4.3b) 
 , ~ ( , )xS i x xG a cφ , for i=1,…,p,  (4.3c) 
 , ~ ( , )S i G a cθ θ θφ , for i=1,…,q,  (4.3d) 
 , ~ ( , )S i G a cδ δ δφ , for i=1,…,p.  (4.3e) 
where N(b,σ2V) denotes a multivariate normal distribution with mean vector b 
and covariance matrix σ2V. IG(α,γ) denotes an inverse gamma distribution 
with density function 
 1 /( ; , ) / ( )wp w w eα α γα γ γ α− − −= Γ , w>0, α>0, γ>0. (4.4) 
and G(a,c) denotes the gamma distribution with density  
 1( ; , ) / ( )a a cwG w a c c w e a− −= Γ , w>0, a>0, c>0. (4.5) 
Here we do not assign a specific prior for the calibration parameter θ. This 
means any prior can be used in the following calibration procedure. As it is 
assumed that θ is an independent parameter, and S(x,θ), δ(x), ε and e are 
mutually independent, we have that {θ}, {βS, σS2, ϕS}, {βδ, σδ2, ϕδ}, {σε2} and 
{σe2} are mutually independent. We further assume that {βS, σS2} and {ϕS} are 
independent; {βδ, σδ2} and {ϕδ} are independent. Then we can write the prior 




2 2 2 2
2 2 2 2
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    ( ) ( , ) ( ) ( , ) ( ) ( ) ( )
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S S S e
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θ β σ φ β σ φ σ σ=
. (4.6) 
4.3 Calibration, Prediction and Validation  
4.3.1 Observed Data 
As stated in Section 3.2.2, two sets of observable data in the calibration of 
these stochastic models are obtained, which are the real observations and the 
average stochastic simulation outputs:  
1) Real observations: z = (z1, z2,…, zN)T,  
2) Stochastic simulation outputs: ( )1 2, ,..., Tny y y y= . 
where N is the number of inputs where the real observations are available and 
n is the number of inputs where the simulation outputs are available. The full 
set of available data for analysis is dT=( y T,zT). When the available resources 
and the computing budget are limited, the sequential design approach to 
collect the experimental data is especially useful as it selects more appropriate 
points to sample at, such that the surrogate model is more accurate and the 
calibration and prediction results improved.  
4.3.2 Calibration 
It is often necessary to calibrate the computer model first before it can be 
used to accurately predict the real process. The calibration parameter 
uncertainty is also important to account for in the subsequent prediction as it 
may significantly influence the predictive performance. In this section, we 
explain the posterior analysis of the calibration problem which is important in 
predicting the behavior of the real process.  
4.3.2.1 Posterior Distribution of Calibration Parameter 
Before deriving the posterior distribution of the calibration parameter, we 
first specify some notations. Let DS={(x1,t1),…,(xN,tN)} denote the set of input 
points at which the computer model outputs are available. Similarly, let 
Dz={x1*,…,xn*} denote the set of input points where the real observations are 
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available. Let Dz(θ)={(x1*,θ),…,(xn*,θ)} denote the set of input points with the 
calibration parameter θ. We further let HS(DS)=(hS(x1*,t1),…,hS(xN*,tN))T. 
Similarly we have Hδ(Dz) and HS(Dz(θ)). We define RS(DS,DS) to be the 
covariance matrix of yˉ with (i, j) element RS((xi,ti),(xj,tj)). Similarly we define 
RS(DS,Dz(θ)), RS(Dz(θ),Dz(θ)), and Rδ(Dz,Dz). We further define τ12=σε2/σS2, 
τ2
2=σδ2/σS2, and τ32=σe2/σS2, which are the new parameters reparameterized for 
the convenience of integrating out σS2 in the posterior distributions. For 
simplicity, we let β=(βST,βδT)T, σ2={σS2,σε2,σδ2,σe2}, ϕ={ϕS,ϕδ} and 
τ2={τ12,τ22,τ32}. 
The full data set d is assumed to be normally distributed given {θ,β,σ2,ϕ}. 
This will yield the likelihood function and further we can derive the posterior 
distribution of all the parameters. First, we give the mean and the variance 
matrix of d. 
 [ ]2| , , , ( ) ( )dE d Hθ β σ φ µ θ θ β= = ,  
where ( )
( ) 0
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where IN and In are the N×N and n×n identity matrix respectively. 
With the prior distributions given in Section 4.2.3, we can derive the full 
posterior distribution of all the parameters.  
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, β|(σS2,σδ2)~N(b,σS2V).  
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Proposition 4.1. Integrating out β and σS2, the posterior distribution of the 
parameters θ, ϕ and τ2 is  
(
( ) )
1/22 2 1 2 1 2 1
1 2 3
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11 1( ) ( ) ( )T dA H V H Vθ θ θ
−− − = +  , 
1 1( ) ( )T dH V d V bυ θ θ − − = +  .  
Proof. See Appendix A.  
To obtain the posterior distribution of the calibration parameter p(θ|d), we 
can further integrate out the parameters ϕ and τ2. However, p(θ|d) is a highly 
intractable function and it is computationally intensive to numerically 
integrate out these terms. Therefore, we propose to estimate these parameters. 
Then the conditional posterior distribution given the estimated parameters is 
used for inference about θ.  
By estimating these parameters and plugging into the calibration procedure, 
we do not fully account for all sources of uncertainties. The computer model 
uncertainty is not fully accounted for when plugging in ϕS and τ12, the model 
inadequacy uncertainty is not fully accounted for when plugging in ϕδ and τ22, 
and the observation error uncertainty is not fully accounted for when plugging 
in τ32. Although results in Kennedy & O’Hagan (2001) indicate that the 
uncertainties in these plug-in parameters are likely to have only a “second 
order” effect on the overall uncertainty, it is important to make sure that the 
ignored uncertainties do not have a significant influence on the predictive 
performance before plugging in these estimated parameters.  
If the effects of the uncertainties of the estimated parameters on the 
predictive performance cannot be ignored, the uncertainties of these 
parameters should be accounted for, and a general MCMC should be applied 
(although at a larger computational expense). However, in the examples given 
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in Section 4.4, we compare the calibration and prediction results using 
estimated parameters to the results obtained when considering all uncertainties 
using MCMC. The numerical results show that the predictive performance 
from estimating these parameters is almost the same as when fully considering 
their effects.  
Similar in Henderson et al. (2009), in order to reduce the computational 
burden, they also estimate some parameters and their results indicate that the 
effect on prediction performance by plugging in these parameters is negligible. 
The stochastic model form used in Henderson et al. (2009) is similar to the 
model form used in this discussion except that Henderson et al. (2009) did not 
consider the inadequacy term. Moreover, Henderson et al. (2009) did not 
directly model the latent data (the same as simulation output in this discussion). 
Instead they model the logit-transformed simulation output. For the stochastic 
error, it is treated as a Gaussian process in Henderson et al. (2009) while it is 
treated as a nugget effect in this discussion. Following, we provide a method 
to estimate these parameters. 
4.3.2.2 Parameters Estimation 
The parameters are estimated in two steps. In the first step we use data y  to 
estimate parameters ϕS and τ12. Since data z depends on all the parameters and 
the number of observations in z is usually much smaller than the number of 
observations in y , little information is lost when we use only y  in the first 
step. In the second step we use data d to estimate remaining parameters ϕδ, τ22 
and τ32 given estimated ϕS and τ12 from the first step. 
Step1: 
Since we have  
 ( )( )2 2 2 21 1| , , , ~ ( ) , ( , )S S S S S S S S S S Ny N H D R D D Iβ σ φ τ β σ τ+ , (4.9) 
Proposition 4.2. With the prior distributions in Section 4.2.3, the posterior 
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Proof. Similar to the proof of Equation (4.8).  
Then, we can obtain the estimators of ϕS and τ12 by maximizing p(ϕS,τ12| y ). 
This can be done using readily available optimization functions in MATLAB. 
Step2: 
In this step, we use the EM algorithm to estimate the remaining parameters 
ϕδ, τ22 and τ32. EM algorithm is a powerful computational method to find the 
maximizer of the posterior distribution. For more details on the EM algorithm, 
refer to Wei & Tanner (1990). Similar to Step1, we can derive the posterior 
distribution of the parameters given θ p(ϕδ,τ22,τ32|d,θ, Sˆφ , 21ˆτ ) and the posterior 
distribution of θ given the parameters p(θ|d,ϕδ,τ22,τ32, Sˆφ , 21ˆτ ).  
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Proof. Similar to the proof of Equation (4.8). 
Proposition 4.4. The conditional posterior distribution of θ is given as  
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Proof. Similar to the proof of Equation (4.8). 
To obtain the maximizer of the posterior p(ϕδ,τ22,τ32|d,θ, Sˆφ , 21ˆτ ), we provide 
the following procedure.  
1) Given the initial estimators ϕδ(0), τ2(0)2, τ3(0)2,  
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2) E step: calculate posterior mode θˆ  with respect to  
p(θ|d,ϕδ(0),τ2(0)2,τ3(0)2, Sˆφ , 21ˆτ ), 
3) M step: maximize p(ϕδ,τ22,τ32|d,θ, Sˆφ , 21ˆτ ) for given θˆ  to obtain the 
updated ϕδ(i), τ2(i)2, τ3(i)2, 
4) The procedure terminates if the maximum iteration number is reached 
or the difference between the two sequential estimators are small 
enough (see Wei & Tanner (1990)). Otherwise return to E step.  
The standard optimization functions in MATLAB can be used to find the 
maximizers of the conditional posterior distributions. The final estimators 
obtained are taken as the best estimators of these parameters, and the posterior 
distribution of θ can be derived by plugging in these parameters into Equation 
(4.12).  
With the estimated parameters φˆ  and τˆ , the conditional posterior 
distribution p(θ| φˆ , τˆ , d) can be used to make inference about θ, such as 
quantifying the calibration parameter uncertainty, and this uncertainty can be 
accounted for in the subsequent prediction by integrating out θ with respect to 
p(θ|φˆ ,τˆ , d). In general, the posterior mean is often used as the best value for 
the parameters. Alternatively, the posterior mode can be used and set as the 
best estimate of the parameter when the mode is preferred. The posterior mode 
is preferred when some “outlying” values exist as it is less sensitive to these 
values. It is important to choose the appropriate best value according to the 
shape of the posterior distribution, especially for the bimodal and multimodal 
distributions. If the posterior distribution is complicated, posterior mean and 
mode(s) should be compared by their predictive performance in order to select 
the best one. 
However, with θ present in the joint posterior density, and treated as a 
latent parameter in the EM approach, the accuracy of these estimated 
parameters is closely related to the accuracy of the estimated calibration 
parameter value. More specifically, it is closely related to the estimated 
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posterior mode of the calibration parameter. It is observed in following 
Section 5.2 that when the estimated posterior mode of the calibration 
parameter is close to the true calibration parameter value, this empirical Bayes 
approach does not have significant effects on the predictive performance by 
estimating these parameters. However, when little information is known about 
the calibration parameter and the initial data is not sufficient to obtain the 
accurate calibration parameter value (posterior mode), the accuracy of the 
calibration parameter may influence the accuracy of the estimated parameters 
and further influence the model predictive performance. Hence, due to the 
dependency of the parameters in this estimation approach, the selection of data 
points and accuracy of the calibration parameter can affect estimated 
parameters and the predictive performance of the model.  
Alternatively, τ can be first estimated using the observed data. As τ12 
represents the ratio of the noise variance to the signal variation, the sample 
variance of the noise process and the signal process can be used to estimate the 

















where 2is  represents the sample variance observed at location xi, jy  represents 
the sample mean observed at location xi, and y  is the grand mean of all the 
observed sample means at all locations. Similarly, τ22 can be estimated using 
the observed discrepancies between the computer model output and the real 
observation, and τ32 can be estimated using the observed real process outputs. 
With τˆ  estimated from the observed data, ϕ can then be estimated by 
maximizing the marginal distribution of ϕ after integrating out θ. In the 
situation that θ cannot be integrated out into a closed form, numerical 
integration approach can be used. 
ˆ ˆarg max ( , | , )p d d
φ
φ φ θ τ θ
Θ
= ∫  
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This approach estimates τ directly using the observed data and then 
estimate ϕ by maximizing the marginal distribution, which reduced the 
dependence of the model on the estimation of θ. With more observations at 
each design point of both the computer model and the real process, more 
accurate estimation can be obtained. However, in this discussion, it is assumed 
that both the computer model and the real process are time consuming to run 
and limited replications can be taken at each design point. Moreover, in most 
examples used in this discussion, only one observation of the real process is 
used. Therefore, this estimation approach is not used in this discussion but it 
can be applied in other applications if the observed data are satisfied.  
4.3.3 Prediction 
With the calibrated model, predictions can then be made for the computer 
model and the real process. In this section, we derive the predictive 
distributions for both the computer model and the real process. We also derive 
the predictive distribution for the inadequacy term which can be used in the 
model validation process.  
4.3.3.1 Predictive Distribution for Computer Model 
Let S(x0) denote the true simulation output we want to predict at x0 with θ. 
Given the data y , we obtain the following proposition. 
Proposition 4.5. Assume that ϕS and τ12 are known, the computer model 
prediction at x0 with θ is a non-central t distribution  
 ( )2 20 1 1 | | |( ) | , , , ~ , ,S S y S y S yS x y Tφ τ θ ν µ σ   ,  (4.13) 
where |S yν =N+2αS,  
( ) ( )( ) ( )12| 0 | 0 1 |( , ) ( , ), , ( )S y S S y S S S S S N S S S yh x R x D R D D I y H Dµ θ β θ τ β−= + + − ,  
with ( ) ( )11 1| | |S y S y S S y S SA V B y V bβ −− −= + + , 
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( ) 12| 1( ) ( , ) ( )TS y S S S S S N S SA H D R D D I H Dτ −= +  and 
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Proof. See Appendix B.  
With this distribution, it is easy to quantify the computer model predictive 
uncertainty and obtain the pointwise prediction intervals for the computer 
model output. The 100(1-α)% prediction interval for the computer model 
output at any input x with a specified α is 
 || | , /2( ) ( ) S yS y S yx x tν αµ σ± ⋅ ,  (4.14) 
where | , / 2S ytν α  is the upper α/2 critical point of a univariate t distribution with 
|S yν  degrees of freedom. 
4.3.3.2 Predictive Distribution for Real Process 
Let ζ(x0) be the real process output at x0 to be predicted. Given the full set 
of available data d, we obtain the following proposition.  
Proposition 4.6. Assume that ϕ and τ2 are known, the real process prediction 
at x0 is a non-central t distribution  
 [ ] ( )20 1 | | |( ) | , , , ~ , ,d d dx d T ζ ζ ζζ φ τ θ ν µ σ ,  (4.15) 
where νζ|d=n+N+2αS,  
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( )1| 0 | 0 |( , ) ( , ) ( ) ( )T Td d d dh x V x V d Hζ ζ ζ ζµ θ β θ θ θ β−= + − ,  
with ( ) ( )( )20 0 0 2 0( , ) ( , ), , ( , ), ( ) ( , ) TS S S z zV x R x D R x D R x Dζ δθ θ θ θ τ= + ,  
( ) ( )11 1| | |d d dA V B d V bζ ζ ζβ −− −= + + , ( )2 1| 21 ( ) ( ) ( )Td dA H V Hζ τ θ θ θ−= + , and 
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Proof. Similar to Proposition 4.5.  
With this distribution, it is easy to quantify the real process predictive 
uncertainty and obtain the pointwise prediction intervals for the real process 
output. The 100(1-α)% prediction interval for the real process at any input x 
with given α is 
 
|| | , /2( ) ( ) dd dx x t ζζ ζ ν αµ σ± ⋅ , (4.16) 
where 
| , /2dt ζν α  is the upper α/2 critical point of a univariate t distribution with 
νζ|d degrees of freedom. 
4.3.3.3 Predictive Distribution for Inadequacy Term 
The predictive distribution of the inadequacy δ(x) can be used to validate 
the computer model so as to check whether the computer model matches the 
real process well. Wang et al. (2009) provided a validation procedure using 
this predictive distribution. Therefore, it is useful to derive the predictive 
distribution of the model inadequacy term. Let δ(x0) denotes the inadequacy 
term to be predicted at x0 and DSx={x1,…,xN} denote the set of variable input 
points where the computer model outputs are available. To derive the 
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predictive distribution of the inadequacy term, two situations need to be 
considered.  
The first situation: when Dz∈DSx, we obtain the following proposition. 
Proposition 4.7. Under the assumption that Dz∈DSx and that ϕ and τ2 are 
known, the model inadequacy prediction at x0 is a non-central t distribution 
 [ ] ( )20 1 | | |( ) | ( ), , , ~ , ,z d d dx z y D T δ δ δδ φ τ θ ν µ σ− , (4.17) 
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Proof. Similar to Proposition 4.5. 
The second situation: when Dz∉DSx, we can either run the computer 
simulations at the set of points in Dz but not in DSx to make Dz∈DSx if it is not 
expensive to run, or we can use the predictive mean values (obtained from 
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Proposition 4.5) of the computer model outputs at the set of points in Dz but 
not in DSx. Additional uncertainties arise when the predictive mean values are 
used. However, these may be small if the available computer model data are 
sufficiently large as the accuracy of the prediction usually improves with the 
number of observed data points. After obtaining the computer model outputs 
at all points in Dz, we have the same situation as the first and hence 
Proposition 4.7 follows.  
All the derived predictive distributions and predictive intervals in this 
section are conditional on θ. To account for the calibration parameter 
uncertainty in the following analysis, it has to integrate out θ with respect to 
the posterior distribution of θ. We do not specify a certain prior for the 
calibration parameter in the proposed Bayesian approach, and for most 
obtained posterior distribution of the calibration parameter, these derived 
predictive distributions and predictive intervals cannot integrate out θ into a 
close form. Therefore, in this discussion, this integration is done using 
numerical integration approaches (e.g. MCMC approach). 
4.3.4 Validation 
Various validation methods have been proposed to assess the validity of the 
computer models (see Oberkampf & Roy (2010)). A simple and 
straightforward method is to graphically compare the computer model outputs 
to the test data to assess the performance. The predictive intervals obtained 
from the predictive distributions in the previous section can be used for 
validation purpose. For instance, the validation approach proposed in Hills & 
Trucano (2002) is to reject the computer model at the input point if the 
predictive interval for the real process (or the inadequacy term) does not 
contain the computer model output (or zero) and fail to reject otherwise. 
 Wang et al. (2009) proposed a validation approach based on the predictive 
interval for the inadequacy term which also can be used with our current 
calibration procedure. First, it is easy to obtain the pointwise prediction 
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intervals for the inadequacy term. From Equation (4.17), the 100(1-α)% 
prediction interval for the inadequacy term at any input x is 
 
|| | , /2( ) ( ) dd dx x t δδ δ ν αµ σ± ⋅ , (4.18) 
where 
| , /2dt δν α  is the upper α/2 critical point of a univariate t distribution with 
νδ|d degrees of freedom. Here, to obtain the predictive interval, the MCMC 
approach is used to numerically integrate out θ with respect to the posterior of 
θ so as to account for the calibration parameter uncertainty. Let lδ(x) and uδ(x) 
be the lower bound and upper bound of the 100(1-α)% prediction interval. 
Define  
{min 0,                           if 0 ( ( ), ( ))( ) min{| ( ) |,| ( ) |}, otherwise                l x u xx l x u x δ δδ δ ∈∆ =  and  
Δmax(x)=max{|lδ(x)|,|uδ(x)|}.  
Let Δ0 be the maximum allowable deviation between computer model and real 
process specified based on expert knowledge. Then the following validation 
rules are used to validate the computer model. If Δmin(x)>Δ0, then the 
computer model is rejected at x; If Δmax(x)<Δ0, then the computer model is 
accepted at x; If Δmin(x)<Δ0<Δmax(x), then no conclusion can be made, and 
more experimental data are required.  
It is important to validate the computer model after calibration to assess the 
predictive capability of the calibrated model. If the model is inadequate, it is 
usually required to collect more data to further update the model or build a 
more accurate model. If the model is validated, then the calibrated and 
validated model can be further applied for its intended use.  
4.4 Examples 
In this section, two examples are used to illustrate the calibration and 
prediction accuracy of the proposed approach. The first quadratic example is 
used for illustrative purposes, to assess our approach with a model with known 
analytical solutions. The second is a practical mitochondrial DNA deletions 
86 
 
example where the calibrated computer model can be further used to evaluate 
intervention policies in public health and safety.  
We compare the proposed stochastic model calibration and prediction 
approach (stochastic approach) to the approach that only considers 
deterministic computer model (deterministic approach) to evaluate the benefits 
of considering the stochastic error. We also compare the approach to the full 
MCMC approach that accounts for all the parameters’ uncertainties to check 
that the predictive performance will not be significantly influenced by 
estimating some parameters. For the DNA deletions example, we use some 
test data to validate the calibrated model so as to verify the accuracy of the 
proposed approach. The Gaussian process models of both examples are 
assumed to have a constant mean which is reasonable in many practical 
applications (see Santner et al. (2003)). According to Qian & Wu (2008), we 
select the “location-flat” priors N(0,σS2) and N(0,σδ2) for βS and βδ. The 
“vague” prior IG(2,1) is chosen for σS2, σδ2, σε2 and σe2, and G(2,0.1) is chosen 
as prior for each element in ϕ.  
4.4.1 The Simple Quadratic Example 
We first use a simple quadratic function to illustrate the proposed method. 
The real process model is assumed to be z=θ*x2+e with e~N(0,4). The 
computer model is coded as y=θx2+ε with ε~N(0,σε2). Here the discrepancy 
term is set to be 0 so that the influence of the stochastic error on the predictive 
performance can be clearly identified. We further assume that the true value of 
θ* is 5.000, and θ has a uniform prior distribution θ~U(0,10). For the real 
model, 7 experimental input points are evenly collected from x∈[-3,3] and one 
real observation for each input point. For the computer model, the LHD 
method is used to collect 20 input sets with x∈[-3,3] and θ~U(0,10). Each 
input set has 100 replications whose mean is taken as the simulation output.  
We first compare the calibration and prediction results for low (σε2=10) and 
high (σε2=1000) variance values using the deterministic approach (A1), the 
proposed stochastic approach (A2), and the full MCMC approach (A3) that 
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accounts for all the uncertainties. The results are shown by Figure 4.1. The 
results indicate that when the variance of the stochastic error is small, all the 
three approaches perform well for both calibration and prediction.  
 
Figure 4.1. Posterior distributions of θ, predictive means and 95% predictive 
intervals of real process in low variance scenario (a and b) and high variance 
scenario (c and d) for different approaches. 
When the variance of the stochastic error is large, Plot c in Figure 4.1 
shows that the calibration performance of both the MCMC approach and the 
proposed approach are better than the deterministic approach as their 
calibration results are closer to the true calibration parameter value. More 
specifically, the posterior mean/mode of the calibration parameter for the 
MCMC approach (with 4.992/5.013) and the proposed approach (with 
4.986/4.997) are closer to the true value 5.000 than the deterministic approach 
(with 4.574/4.628). The results also indicate that the posterior variance of the 
calibration parameter for both the MCMC approach (with 0.973) and the 
proposed approach (with 0.971) are slightly larger than the deterministic 
approach (with 0.956). This is reasonable as the deterministic approach does 
not account for the stochastic simulation uncertainty in calibration.  
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From plot d in Figure 4.1, it can be seen that both the MCMC approach and 
the proposed approach predict the true objective value better than the 
deterministic approach. For more accurate comparison, we implement the 
calibration and prediction procedure and calculate the root mean square 
prediction error (RMSPE) for 10 sets of random observed real process and 
computer model data. The average RMSPEs for the three approaches are 
obtained and two-sample t-test is used to compare the predictive performance 
between each pair of approaches (at α=0.05). The results show that the 
average RMSPEs between the MCMC approach (with 2.319) and the 
proposed approach (with 2.385) are not significantly different while they are 
both significantly smaller than the deterministic approach (with 6.306).  
From these results, we can conclude that it is important to consider the 
stochastic error for calibration and prediction when the stochastic error cannot 
be ignored. The results also indicate that the calibration and prediction 
performance for both the MCMC approach and the proposed approach are 
almost the same. This shows that estimating some parameters in the proposed 
approach will not significantly influence the calibration results and the 
predictive mean of the real process. Moreover, when comparing the 
computational time required to obtain the calibration and prediction results for 
the proposed approach and the MCMC approach, the proposed approach is 
about 23 times faster than the MCMC approach. Therefore, the proposed 
approach can obtain equivalent calibration and prediction performances as 
MCMC and it is generally much faster than the MCMC approach. 
In order to further check the effect on the overall prediction error by 
estimating some parameters, we compare the difference of the real process 
predictive variance between the proposed approach and the MCMC approach 
under the high variance scenario (σε2=1000). For a better comparison, 10 sets 
of random observed real process and computer model data are used. For each 
set of data, we calculate the predictive variance of the real process at 100 input 
points that are evenly located in the domain of x for both approaches. Then we 
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can obtain the difference of the predictive variance at each point between the 
two approaches. We use the ratio of this underestimated variance to the overall 
variance obtained from MCMC to see the impact of the ignored uncertainties 
by estimating parameters. The mean, minimum and maximum ratios among 
100 points for the 10 sets of data are shown in Table 4.1. The results indicate 
that the underestimated variance of the proposed approach is mostly less than 
1 percent of the total predictive variance. This means the effect on predictive 
performance by estimating these parameters is not significant. Therefore, it is 
practical to estimate these parameters which have little impact on predictive 
performance but can significantly reduce the computational burden.  
Table 4.1. Mean, minimum and maximum ratios of the underestimated 
predictive variance using the proposed approach to the overall predictive 
variance using the MCMC approach among 100 evenly selected input points 
for 10 sets of random observed data.  
Set 1 2 3 4 5 6 7 8 9 10 
Mean (%) 0.82 0.95 0.85 0.76 0.88 0.79 0.91 0.84 0.77 0.89 
Min (%) 0.56 0.61 0.54 0.49 0.52 0.47 0.58 0.53 0.51 0.55 
Max (%) 1.31 1.37 0.98 1.02 1.25 0.92 1.17 1.06 0.96 1.19 
 
4.4.2 Mitochondrial DNA Deletions Example 
The biological model of mtDNA population dynamics described by 
Henderson et al. (2009) is used to assess the accuracy of the proposed 
calibration and prediction approach. Due to the complex nature of the real 
process and the limited data resources, it is important to calibrate the model 
well first. The population of mtDNA within a cell includes two species. One is 
the number of copies of healthy mtDNA denoted by Y1, and the other is the 
number of copies of mtDNA with deletions denoted by Y2. There are three 
unknown parameters in this biological model that need to be calibrated. They 
are the mutation rate c1, the degradation rate c3, and the lethal threshold τ. The 
lethal threshold is used to determine the death of the cell. A cell dies if its 
proportion of mtDNA deletions, p=Y2/(Y1+Y2), is equal to or larger than the 
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lethal threshold τ. In our discussion, the threshold τ is treated as known for 
simplicity, and its value is taken as the posterior mean τ=0.962 obtained from 
Henderson et al. (2009). Therefore, the unknown parameters c1 and c3 are 
considered and their log-transformed parameters θ1=log(c1) and θ2=log(c3) are 
treated as calibration parameters.  
Henderson et al. (2009) provide the experimental data on the accumulation 
with age of mtDNA deletions in substantia nigra neurons. The observed data 
from technique 2 are used in this discussion. The observations for individuals 
with age 20, 32, 44, 56, 72, 75, 81 and 91 are used for calibration and the 
remaining observations for individuals with age 19, 42, 51, 77 and 89 are used 
for validation. The mean of the real-time polymerase chain reaction (RT-PCR) 
measurement of deletion accumulation iz  for each age i is taken as the real 
observed data from the real process. For the simulation outputs, we use LHD 
to select a total of 150 input sets with the given normal priors of the 
calibration parameters and the uniform age x∈U(1,110). For each input set, we 
run the stochastic biological computer model with multiple replications until 
there are 10 cells surviving. The simulation output for each input set is 
quantified by –log2(1-pi), where pi is the sampled proportion of deletions 
Y2i/(Y1i+Y2i). Then the mean of the 10 observed outputs for each input set is 
taken as the obtained simulation output.  
The calibration performance of the proposed approach (T1) is compared to 
the MCMC approach (T2). Figure 4.2 shows the marginal posterior 
distributions of the calibration parameters for the two approaches together 
with their prior distributions. The results show that the proposed approach has 
almost the same performance with the MCMC approach. This indicates that 
the calibration results are not significantly influenced by the ignored 
uncertainty of the estimated parameters in the proposed approach. However, 
the proposed approach runs approximately 21 times faster than the MCMC 
approach. Compared to the prior distributions, Figure 4.2 also shows that the 
uncertainties about θ1 and θ2 have been reduced and the posterior mean and 
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mode of θ2 have moved to the left. These results are similar to the results 
given by Henderson et al. (2009). The posterior means and 95% equal-tailed 
posterior confidence intervals (CIs) of the calibration parameters obtained 
from the proposed approach are given in Table 4.2.  
 
Figure 4.2. Prior together with posterior distributions of θ1 (left) and  (right) 
for the proposed approach (T1) and the MCMC approach (T2). 
 
Figure 4.3. Posterior predictive means and 95% predictive intervals for the 
RT-PCR measurement of deletion accumulation; the circles denote the real 
observations used for validation, the solid lines denote the predictive mean and 
interval of the proposed approach, the dashed lines denote the predictive mean 
and interval of the MCMC approach. 
Then we use the 5 remaining individuals’ observations to assess the validity 
of the calibrated model and compare the proposed approach with the MCMC 
approach to assess the effects of plugging in the estimated parameters. Figure 
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4.3 shows the observed data together with the posterior predictive mean and 
the 95% predictive intervals of the proposed approach and the MCMC 
approach. It can be seen that the most observations lie within or fall just 
outside the 95% posterior predictive interval except the only one extreme 
observation for the age 51 individual. This shows that the model calibrated 
using the proposed approach predicts well for the real observations and is 
valid for further analysis. This result is similar to the result of Henderson et al. 
(2009).  
The calibrated and validated biological model has an improved predictive 
performance. Hence it can provide more reliable assessment of the real 
biological process for decision makers to make better intervention strategies. 
Figure 4.3 also shows that the differences of the predictive mean and 95% 
predictive interval between the proposed approach and the MCMC approach 
are not significant. This indicates that the effect of plugging in the estimated 
parameters on the predictive performance is negligible. Therefore, it is 
practical to estimate some parameters which have insignificant effects on the 
predictive performance, and this can significantly reduce the computational 
burden.  
Table 4.2. Means and 95% equal-tailed CIs of calibration parameters 
Parameter Mean 95% CI 
θ1 -10.26 (-11.23, -9.27) 
θ2 -4.23 (-4.88, -3.58) 
 
4.5 Discussion 
When the computer model is used to assess and certify the real process or 
system’s reliability and safety so as to assist better decision making, it is 
important to improve the calibration accuracy and predictive performance of 
the computer model.  
In this chapter, we propose an accurate and efficient surrogate based 
Bayesian approach to stochastic computer model calibration and prediction. 
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The proposed approach can account for various uncertainties including the 
calibration parameter uncertainty and it provides the analytical results for 
calibration and prediction. We derive the posterior distribution of the 
calibration parameter and the predictive distributions for both the computer 
model outputs and the real process outputs by combining all the available 
computer model data and the real observations. We also derive the predictive 
distribution for the inadequacy term which measures the discrepancy between 
the computer model and the real process. Two numerical examples are 
provided to illustrate the accuracy of the proposed calibration approach. All 
the numerical results indicate that the proposed approach performs well in 





SEQUENTIAL CALIBRATION APPROACH 
5.1 Introduction 
Various approaches have been proposed for computer model calibration 
and validation. One type of calibration approach is to find an effective and 
efficient search algorithm which can be directly applied with limited data 
resources, such as the stochastic approximation methods discussed in Chapter 
3. Another popular approach is to use surrogates, also known as emulators or 
metamodels, such as Gaussian process based Bayesian approach proposed in 
Chapter 4. These surrogate based calibration approaches are preferred when 
the computer model is extremely time consuming to run. However, the 
approach proposed in Chapter 4 is a one-time calibration approach, and most 
proposed approaches mentioned only consider the one time calibration (see e.g. 
Kennedy & O’Hagan (2001)).  
In many practical calibration problems, both the real process and the 
computer model can be quite complex and time consuming to run. The 
available real observations and simulation data may be limited. Therefore, it is 
important to efficiently use the limited resources to obtain more accurate 
calibration parameter and improve the model predictive performance. To 
achieve these targets, using a sequential approach to select more data would 
perform better than just using a one-stage approach (e.g. use Latin hypercube 
design (LHD) to select all data at one time), as it can allocate resources more 
efficiently (Williams et al. (2011)).  
Kumar (2008) discussed sequential calibration problem. However, their 
approach only considered deterministic computer model and it does not 
account for the stochastic error inherent the stochastic computer model, model 
inadequacy, calibration parameter uncertainty etc. To account for all these 
uncertainties for sequential calibration problem, in this chapter, we propose a 
two-stage sequential approach for stochastic computer model calibration and 
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prediction so as to obtain a better set of real and computer data required to 
build accurate surrogate and sequentially learn and improve the model by 
effectively allocating resources to select more appropriate points to sample at.  
We first propose a sequential approach that is to select the follow up design 
points by minimizing the overall prediction error (i.e. expectation of the 
integrated mean square prediction error (EIMSPE)) and the approach accounts 
for various uncertainties including the model discrepancy and the calibration 
parameter uncertainty. However, in this sequential approach, the proposed 
EIMSPE criterion accounts for the calibration parameter uncertainty 
conditional only on the initial data set. This facilitates the computation of the 
criterion but the calibration parameter uncertainty is not fully updated and 
accounted for in the search for the optimal follow up design points. This is 
shown to be reasonable when the initial estimation of the calibration parameter 
is good, but overall, the EIMSPE criterion is restricted in finding better follow 
up design points that can provide more information on the calibration 
parameter.  
This EIMSPE approach focuses directly on reducing the prediction error, 
and this is a reasonable criterion for eventual use in prediction. However, in 
real applications, in addition to the predictive performance, the calibration 
accuracy may in itself be an important objective with broad-reaching 
implications for system improvement and it may result in more accurate 
prediction over a broader set of input regions (Arendt et al. (2012)). 
Furthermore, the predictive performance may be significantly improved by 
improving the calibration parameter accuracy and precision. This is illustrated 
by a simple example.  
Assume the real model is z=exp(0.5x)+x+e with observation error e~N(0,1) 
and the computer model is y=exp(θx)+ε with stochastic error ε~N(0,100). The 
relationship between the real model and the computer model can be 
demonstrated by the simulation output and a discrepancy term according to 
Kennedy & O’Hagan (2001) where both the simulation output and the 
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discrepancy term are modeled as a Gaussian process. θ is the calibration 
parameter needs to be adjusted in the computer model. The true value of θ is 
0.500. Initial experimental data are selected from both the real model and the 
computer model. For the real process model, 4 experimental input points are 
evenly selected from x∈[0,6] and one observation taken at each input point. 
For the computer model, the LHD method is used to collect 10 initial input 
sets with x∈[0,6] and θ∈[0,4]. Each input set has 100 replications and the 
mean is taken as the simulation output.  
The Bayesian approach proposed in Chapter 4 is used for computer model 
calibration and prediction. Then different sets of follow up design points 
selected for different purposes are used to illustrate the impact of the 
calibration parameter accuracy on the predictive performance. Firstly, the 
sequential approach based on the EIMSPE criterion (to be explained in detail 
in Section 5.4) is used to select a set of 10 follow up computer model design 
points. Secondly, we select another set of 10 follow up computer model design 
points based on improving the calibration parameter accuracy (to be explained 
in detail in Section 5.5). With these two different sets of follow up design 
points, the average root mean square prediction error (RMSPE) of the real 
model over 10 macroreplications of the design and two sample t-test are used 
to compare the predictive performance. 
 The results show that at α level of 0.05, the average RMSPE (0.8352) 
obtained with the follow up design points that have more accurate calibration 
parameter is significantly smaller than the average RMSPE (1.0164) obtained 
with the follow up design points collected from the EIMSPE criterion. This 
illustrates that selecting follow up design points with more accurate calibration 
parameter not only results in better calibration performance but also has a 
better predictive performance. Therefore, it is better to select the follow up 
design points to improve the calibration accuracy in this example. This 
phenomenon is also observed and further illustrated in the kinetic model 
example in Section 5.7.2.  
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The results of the above example indicate that in certain situations, it is 
important to obtain more accurate and precise calibration parameter first as it 
can provide better predictive performance. In this chapter, we also propose 
and study an entropy based sequential calibration approach that directly 
improves the calibration accuracy. Moreover, we provide an improved 
EIMSPE based sequential approach which has better calibration and 
prediction performance than the EIMSPE based sequential approach. Noting 
that the entropy criterion directly improves the calibration performance and 
the EIMSPE criterion works well in reducing predictive errors when the model 
is sufficiently calibrated, we further provide an adaptive procedure to combine 
the entropy and EIMSPE criteria for sequential calibration and prediction 
which can balance the resources allocation between the calibration purpose 
and the prediction purpose 
This chapter is organized as follows. In Section 5.2, we first study the 
effects of different initial data on calibration and prediction performance. In 
Section 5.3, we propose a general two stage sequential approach for stochastic 
computer model calibration. In Section 5.4, we discuss the details of the 
proposed sequential approach when EIMSPE is used as a criterion. In Section 
5.5, we explain the sequential approach when entropy is used as a criterion. In 
Section 5.6, we provide an improve EIMSPE based sequential approach. Two 
numerical examples are used to compare the calibration and prediction 
performance for different criteria based sequential approaches in Section 5.7 
and the insights of follow up design points’ location for different criteria are 
illustrated in Section 5.8. Finally in Section 5.9, we provide a combined 
approach that both EIMSPE and entropy criteria are used so as to balance the 
resources allocation between calibration and prediction. The discussion is 
given in Section 5.10.  
5.2 Effects of Different Initial Data 
In this section, we will numerically examine the effects of different initial 
data on calibration and prediction performance. Specifically, we vary the 
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random noise level and design size. The chemical kinetic model example is 
used as an illustrative example. The real process model is assumed to be 
z=ϕ(x|T=1.7)=1.5+3.5exp(-1.7x)+e, where x∈[0,3] and e~N(0,0.1). We further 
suppose that the stochastic computer model is coded as y=κ(x,θ)=5exp(-θx)+ε, 
where ε~N(0,σ2). In modeling, the Gaussian process surrogate model is 
assumed to have a constant mean. The “location-flat” priors are selected for β, 
the “vague” priors are chosen for σ2, and G(2,0.1) is chosen as prior for each 
element in ϕ. 
 
Figure 5.1. Posterior distributions of the calibration parameter for different 
variances of the stochastic error together with target posterior.  
We vary the value of the variance σ2 and the number of initial data points to 
assess their effects on the calibration accuracy and the predictive performance. 
The experimental data for real process are collected from different number of 
input points which are evenly distributed between 0 and 3. Only one 
observation is taken at each input point. The Latin hypercube design method is 
used to collect the initial computer experimental design input sets with x∈[0,3] 
and θ∈[0,2]. Each input has 100 replications and mean is taken as the 
simulation output.  
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First, we examine the effects of different values of the variance σ2 on 
calibration and prediction performance. We choose initial 15 real process 
design points and 30 computer model design points. The value of variance σ2 
is set to be low (100) and high (10000). The posterior distribution of the 
calibration parameter for different variance values together with the target 
posterior distribution obtained with a large set of data (50 real process design 
points and 150 computer model design points) are shown in Figure 5.1. As 
expected, the results show that the posterior distribution of the calibration 
parameter for low variance scenario is closer to the target posterior than the 
posterior for high variance scenario.  
Table 5.1. Mean (variance) of the plug-in parameters estimated for different 
variance and the target values obtained with sufficient data.  
Variance 
level 

































Target  0.504 1.145 3.512 0.103 0.378 0.342  
*Significantly different from Target at α=0.05; †Significantly different from 
(High) at α=0.05; **Significantly smaller than (High) at α=0.05 
 
To further assess the effects on the predictive performance, we first 
compute the average values and the variances of the estimated parameters of 
the surrogate model over 10 macroreplications for different variance levels. 
The results are given in Table 5.1 which shows that the accuracy of the 
parameters is significantly affected when the variance is high. The average 
root mean square prediction error (RMSPE) of the real process over 10 
macroreplicaions of the design is also provided. The results show that the 
predictive performance is significantly worse in the high variance case. The 
average RMSPE is also computed when the MCMC approach is applied in 
100 
 
both cases, with results 1.453 (low variance case) and 2.327 (high variance 
case).  
In summary, the results show that the inherent noise in the computer model 
will influence the accuracy of the calibration parameter and can affect the 
accuracy of the plug-in parameters and the model predictive performance.  
 
Figure 5.2. Posterior distributions of the calibration parameter with different 
number of initial data together with target posterior.  
Next, we assess the effects of the size of the initial data on the calibration 
and prediction performance. The value of the variance σ2 is set at 100. We 
compare the calibration and prediction performance for small initial data 
design (with 10 real process design points and 20 computer model design 
points) and large initial data design (with 20 real process design points and 50 
computer model design points). The posterior distributions of the calibration 
parameter for different set of initial data together with the target posterior are 
shown in Figure 5.2. As expected, the posterior distribution of the calibration 
parameter with more initial data is closer to the target posterior than with less 
initial data.  
Table 5.2 gives the average value and variance of the estimated parameters. 
The average RMSPE over 10 macroreplications for different sets of initial data 
are also provided. Here we observe that with a larger initial design, more 
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accurate model parameter estimates can be obtained, providing for a more 
accurate empirical Bayes approach in modeling and prediction. The average 
RMSPE is also computed for the MCMC approach with 0.213 (less initial data) 
and 0.105 (more initial data). It can be seen that more initial data results in 
better calibration performance and also results in more accurate estimated 
parameters. Hence better surrogate model and better predictive performance 
can be obtained. When the initial data is small, the calibration accuracy will 
significantly influence the accuracy of the estimated parameters and also the 
predictive performance.  
Table 5.2. Mean (variance) of the plug-in parameters estimated for different 
number of initial data and the target values obtained with sufficient data.  
No. of 
initial data 

































Target  0.504 1.145 3.512 0.103 0.378 0.342  
*Significantly different from Target at α=0.05; †Significantly different from 
(Small) at α=0.05; **Significantly smaller than (Small) at α=0.05 
 
The above results indicate that when the initial data is not sufficient and/or 
stochastic noise is small, the empirical Bayes approach (with the partially 
estimated model parameters) perform reasonably well, and the additional 
computational time required for a fully Bayesian MCMC approach is not 
necessary. However, when the initial data is insufficient (not enough 
simulation replications when the stochastic error is large or the number of the 
initial data is limited), the accuracy of the calibration parameter and the 
partially estimated model parameters can be affected in the Bayesian approach. 
These will further affect the predictive performances of the model. In such 
cases, the MCMC approach may provide more accurate predictions (with 
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slightly smaller RMSPE values), but the time required to obtain the calibration 
and prediction results is about 23 times longer.  
From these observations, we see that if the set of initial data can be 
increased and/or noise reduced (by potentially increasing the replications), the 
model calibration and predictions can be improved without requiring time 
consuming MCMC analysis. In the following sections, we will discuss 
different criteria which are suitable for different situations. 
5.3 A General Two Stage Sequential Calibration 
Approach 
Most studies about computer model calibration and prediction use space 
filling designs such as Latin hypercube design (LHD) to select all the 
experimental data at one time. In order to improve the model accuracy and 
predictive performance, better allocation of limited resources to the design 
points can be applied, especially when additional resources are available. Here, 
for the stochastic computer model calibration and prediction, we address this 
design problem via a two stage sequential design approach to improve the 
calibration accuracy and predictive performance. The two stages of a general 
sequential approach to stochastic computer model calibration are provided as 
follows. 
Stage 1: Use a space filling design (e.g. LHD) to obtain the initial data. 
Implement the calibration procedure described in Section 4.3.2 and obtain the 
predictive distributions derived in Section 4.3.3.  
Stage 2: Run a follow up experiment based on a given design criterion. 
Update the calibration and prediction results using the entire data set.  
The percentage of the total resources allocated to the initial stage should be 
decided appropriately according to the practical problem itself and the amount 
of the available resources. If a large amount of resources is available, the 
percentage of the total resources allocated to the initial stage can be less than 
50%, so more resources can be allocated later in a more directed manner in 
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order to improve the performance of interest. If the total resources are limited, 
the percentage can be more than 50% to first focus on obtaining a more 
accurate surrogate model.  
There are various design criteria that can be used in the second stage to 
search for the optimal follow up design points. As the main purpose of using 
the computer model is for prediction, we propose a sequential approach based 
on the EIMSPE criterion. The approach is to improve the predictive 
performance by reducing the overall mean square prediction error, which is 
believed to also have a better calibration performance. The details of using the 
EIMSPE criterion will be discussed in this chapter.  
Alternatively, as seen in the illustrative example in the instruction, in 
situations where initial fit is inadequate (especially with respect to the 
calibration parameters), a design that focuses on improving the calibration 
accuracy can improve the overall prediction error than a EIMSPE design. In 
this chapter, we also propose and study an entropy based sequential approach 
based on the information of the calibration parameter, which can directly 
improve the calibration accuracy (e.g. reduce the calibration parameter 
uncertainty). In addition, we provide an improved EIMSPE based sequential 
approach which has better calibration and prediction performance than the 
approach given by Section 5.4. Next we will discuss the details of the 
EIMSPE based sequential approach first.  
5.4 EIMSPE Based Sequential Approach 
5.4.1 EIMSPE Based Sequential Design 
In this section, we propose a EIMSPE based sequential approach by 
accounting for the calibration parameter uncertainty only using the initial data. 
Since the computer model and the real process may both be available for the 
additional runs, we propose sequential designs for two scenarios. 
Scenario 1. Only computer experiments are available for sequential design, 
the real process data is fixed. 
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In this scenario, adding more computer simulation data may significantly 
improve the fitting of the Gaussian process model to the computer model. The 
improvement to the real process may not be so obvious. However, since the 
final purpose is to improve the predictive performance for the real process, we 
can use the follow up design criterion either based on the computer model 
predictive performance or the real process predictive performance. We use the 
integrated mean squared prediction error (IMSPE) as the criterion to select the 
follow up designs so as to reduce the overall predictive uncertainty for the 
computer model.  
Given the prediction variance 2|S yσ  of the computer model by Equation 
(4.13) and the prediction variance 2|dζσ of the real process by Equation (4.15), 
we assume there are initial n design points D1={(x1,t1),…,(xn,tn)} for the 
computer model, and let ny  denote the simulation outputs for these design 
points. Now we would like to select the new m design points 
D2={(x1’,θ),…,(xm’,θ)} which will minimize the integrated mean square 
prediction error (IMSPE) either for the computer model or the real process. 
When the criterion is for the computer model, it can improve the computer 
model predictive performance first which results in better real process 
predictive performance. When the criterion is for the real process, it can 
directly improve the real process predictive performance.  
Let xc={x1’,x2’,…,xm’}, ˆmS  denote the predicted simulation outputs for the 
new design points, Θ denotes the domain of θ, and χ denotes the domain of the 
variable input x. The calibration parameter uncertainty is accounted for in the 
prediction error by integrating out θ. As this involves looking at the design 
problem before the real experiment is run, we take the prior expected value of 
the posterior variance. Then the design criteria based on the computer model 
and the real process are shown below 
Minimize EIMSPE based on the computer model prediction: 
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 2 2ˆ| , ,ˆ ˆ ˆ ˆ( , ) min ( | , , , )n m c
c
c c m S y S xx
J x S E p d dxd
χ
σ θ φ σ τ θ
Θ
 =  ∫ ∫ ; (5.1) 
Minimize EIMSPE based on the real process prediction:  
 2 2ˆ| , ,ˆ ˆ ˆ ˆ( , ) min ( | , , , )m c
c
r c m d S xx
J x S E p d dxdζχ σ θ φ σ τ θΘ  =  ∫ ∫ . (5.2) 
The integrations in these criteria and the following criteria in scenario 2 can 
be done using the numerical integration functions in MATLAB and/or the 
MCMC approach. The minimization can also be done using the standard 
optimization functions in MATLAB.  
Scenario 2. Both computer experiments and real process runs are available 
for the sequential design. 
In this scenario, we need to decide the allocation of the additional resources 
to the simulation runs or the real process runs by comparing the improved 
predictive performance. The overall MSPE for the real process prediction is 
used for the comparison. Assume there are initial nS computer design points 
( ) ( ){ }1 1 1, ,..., ,S SS n nD x t x t= , Sny  denote the simulation outputs for these design 
points, and there are initial nz real process inputs { }1 1,..., zz nD x x′ ′= , znz  denote 
the initial real observations. Therefore, there are total n=nS+nz initial input 
points and the available data set is ( ),S zT T Tn nd y z= . The allocation procedure 
proposed is as follows. 
First, before the resource allocation is decided, the cost comparison 
between a computer model run and a real process run is required. Assume the 
cost of adding one real process follow up design point is equal to the cost of 
adding ω computer model follow up design points.  
Second, find the ω new computer model design points and calculate the 
reduced optimum EIMSPE. Let xS={xS1,xS2,…,xSω} denote the ω new points 
we want to find if the additional resources are allocated to the computer 
experiments and Sˆω  denote the predicted simulation outputs for the new 
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design points. Then the design criterion to minimize the overall MSPE for the 
real process prediction is  
 2 2ˆ| , ,ˆ ˆ ˆ ˆ( , ) min ( | , , , )m S
S
S m d S xx
J x S E p d dxdζχ σ θ φ σ τ θΘ  =  ∫ ∫ . (5.3) 
After finding xS, we can also obtain the reduced optimum EIMSPE when the 
new predicted computer simulation outputs are used for prediction. 
 2 2ˆ| , , ˆ ˆ ˆEIMSPE( ) ( | , , , )m SS d S xx E p d dxdζχ σ θ φ σ τ θΘ  =  ∫ ∫ . (5.4) 
Third, find the new real process design point and calculate the reduced 
optimum EIMSPE. Let xr denote the new point we want to find if the 
additional resources are allocated to the real process runs and ζ^r denote the 
predicted real process output for the new design point. The design criterion is  
 2 2ˆ| , ,ˆ ˆ ˆ ˆ( , ) min ( | , , , )r r
r
r r d xx
J x E p d dxdζ ζχζ σ θ φ σ τ θΘ  =  ∫ ∫ . (5.5) 
After finding xr, we then calculate the reduced optimum EIMSPE when the 
new predicted real process output is used for prediction. 
 2 2ˆ| , , ˆ ˆ ˆEIMSPE( ) ( | , , , )r rr d xx E p d dxdζ ζχ σ θ φ σ τ θΘ  =  ∫ ∫ . (5.6) 
Finally, we compare EIMSPE(xS) and EIMSPE(xr) to decide the allocation 
of the resources. If EIMSPE(xS)<EIMSPE(xr), we would like to run ω more 
computer experiments. If EIMSPE(xS)≥EIMSPE(xr), we would like to collect 
more real process data. Here we consider only one additional real process run 
compared to ω computer model runs. It is easy to extend this to more than one 
real process run by replacing xr with more points. For this scenario, we assume 
that only one option is available at the next stage, either choosing the 
computer model runs or choosing the real process runs. It can be further 
extended to split the resources between the computer model and the real 
process either through allocating the resources point by point until exhausted 




After the follow up design points with the minimized EIMSPE are obtained, 
the real computer model experiments or the real process experiments are run at 
these points to obtain the new experimental data. Then these new data are 
added to the original data to implement the calibration procedure again. By 
using this two stage sequential design approach, more appropriate points with 
minimized EIMSPE are selected to sample at as compared to a one stage 
approach. This will improve the fit of the GP models as more informative data 
(with less predictive error) are provided. More specifically, all the estimated 
parameters including the calibration parameter are more accurate using this 
approach. This will make the posterior conditional distribution of the 
calibration parameter more precise. Moreover, as more useful information are 
provided for calibration, the variance of the calibration parameter should be 
reduced. Therefore, by using this two stage design approach, not only will the 
EIMSPE be reduced, but the calibration parameter uncertainty will also be 
reduced. These results are illustrated by the numerical examples.  
5.4.2 Examples 
In this section, the same two examples described in Section 4.4 are used to 
illustrate the EIMSPE based sequential approach. We compare the proposed 
sequential approach with a one stage approach using LHD to select all the 
experimental data to illustrate the improvement obtained when using the 
sequential approach.  
5.4.2.1 The Simple Quadratic Example 
We first use a simple quadratic function to illustrate the proposed method. 
We consider the sequential design issue for this example based on the same 
settings with Section 4.4.1. The scenario with variance of 1000 is taken to 
illustrate the sequential approach. The situation that both the computer 
experiments and the real process runs are available for sequential design is 
considered. The proposed two stage sequential approach is used to select the 
best follow up design points. Then its calibration and prediction performance 
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are compared to the one stage approach which use LHD to select all the design 
points at one time.  
It is assumed that there are initially 6 real process design points and 15 
computer model LHD points. First, we assume the cost of adding one real 
process design point is equal to the cost of adding one computer model design 
point and additional 5 new design points can be selected either from the real 
process or from the computer model. Second, we find the new design points 
when computer model runs are selected based on Equation (5.3) and the 
calculated new EIMSPE is 2.1964. Third, we find the new design points when 
real process data are selected based on Equation (5.5) and the calculated new 
EIMSPE is 1.5731. Since EIMSPE with more real process design points is 
smaller than with more computer model design points, we would like to 
collect more real process data at the new design points. This is expected as 
more real process data are favored when the costs of adding real process 
design points and computer model design points are the same while the 
initially obtained real process data are less than the initially obtained 
simulation data.  
In order to check the EIMSPE values, we calculate the observed average 
EIMSPE over 10 macroreplications of the design after we obtain the new 
computer model data and the real process data. Table 5.3 summarizes the 
predicted EIMSPE values when we calculate for allocation purpose and the 
observed average EIMSPE after we obtain the experimental data. The 
predicted EIMSPE is close to the observed average EIMSPE and both 
sequential design scenarios reduce EIMSPE significantly. 
Then we compare the calibration and prediction performances of this two 
stage approach to the one stage approach. As the remaining resources are 
decided to allocate to the real process, there are a total of 11 real process 
design points and 15 computer model design points. Hence in the one stage 
approach, we select 11 real process design points evenly from the input space 
and 15 computer model design points are the same with the initial stage.  
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Figure 5.3 indicates the posterior distribution of the calibration parameter 
and the predictive mean and 95% predictive interval of the real process for the 
proposed two stage approach with only initial stage data (M1), with 5 more 
real process design points (M2), and for the one stage approach (M3). The 
results show that the posterior calibration parameter distributions from all the 
approaches have almost the same posterior mean and mode which are close to 
the true value.  
 
Figure 5.3. Posterior distributions of θ (left), predictive means and 95% 
predictive intervals of real process (right) for different approaches. 
To compare the posterior variance of the calibration parameter for the 
different design approaches, a sample of posterior variance is obtained from 
10 macroreplications of the design for each design approach. Then two-sample 
t-test is used to compare the difference of the posterior variance between the 
two stage approach and the one stage approach. The results show that the 
posterior variance of the calibration parameter from the two stage approach 
with more real data (with mean variance 0.952) is significantly smaller than 
the one stage approach (with mean variance 1.108). Smaller variance means 
that the calibration results are more precise as the uncertainty about the 
calibration parameter becomes smaller. Therefore, the two stage approach 
with more real data performs better than the one stage approach.  
For the predictive performance, the right plot in Figure 5.3 shows that the 
two stage approach with more real process points predicts the real process 
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better than the one stage approach. For better comparison, the average root 
mean square prediction error (RMSPE) over 10 macroreplications of the 
design and two-sample t-test are used to compare the predictive performance 
of the different approaches. The results show that the average RMSPE of the 
two stage approach with more real data is 1.4267, which is significantly 
smaller than the average RMSPE of the one stage approach 1.9683. 




After 6 more computer model 
design points 










4.2854 2.1964 2.1687  1.5731 1.5672 
 
5.4.2.2 Mitochondrial DNA Deletions Example   
The experimental setting of this example is the same with Section 4.4.2. 
For the simulation outputs, we consider both the one stage approach and the 
proposed two stage sequential approach. Only computer experiments are 
available for the sequential design in this example and the real observed data 
is fixed. For the one stage approach, we use LHD to select a total of 150 input 
sets with the given normal priors of the calibration parameters and the uniform 
age x∈U(1,110). For the two stage approach, we first use LHD to select 140 
input sets and then use the proposed two stage approach to select the 
remaining 10 input sets. Only 10 input sets are allocated to the second stage 
for computational convenience and illustrative purpose. For each input set, we 
run the stochastic biological computer model with multiple replications until 
there are 10 cells surviving.  
The calibration performance of the proposed two stage approach (S1) is 
compared to the one stage approach (S2). Figure 5.4 shows the marginal 
posterior distributions of the calibration parameters for the different 
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approaches together with their prior distributions. It can be seen that the 
uncertainty of the calibration parameters from the proposed two stage 
approach (with tighter posterior distributions) is smaller than the one stage 
approach (with more spread posterior distributions).  
 
Figure 5.4. Prior together with posterior distributions of θ1 (left) and θ2 (right) 
for different approaches. 
For better comparison, a sample of posterior variance is obtained from 5 
macroreplications of each design. Then a two-sample t-test is used to compare 
the difference of the posterior variance between the two stage approach and 
the one stage approach. The results show that the two stage approach has 
significantly smaller posterior calibration parameter variances (with mean 
variance 0.512 for θ1 and 0.336 for θ2) than the one stage approach (with mean 
variance 0.603 for θ1 and 0.361 for θ2). This means the proposed two stage 
approach provides more precise calibration results than the one stage approach.  
5.5 Entropy Based Sequential Approach 
As seen in the Section 5.2, in situations where the results from initial 
experiments indicate that the data is insufficient (resulting in a poor fit) or the 
uncertainty in the calibration parameters are still high, further data can be 
collected to improve on the model before it is applied.  Furthermore, due to the 
dependencies of the parameters in the EM estimation approach, the accuracy 
of the calibration parameters θ can affect the estimation and use of the model.   
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In this section, we propose an entropy based criterion that balances the 
selection of computer design points and real process design points in a way 
that improves on the uncertainty in the calibration parameter.  This not only 
provides for better model estimations (in the EM algorithm) but also provides 
for more accurate estimates of the calibration parameter in the eventual use of 
the computer model.  Here for the purpose of calibration and subsequent 
prediction, we assume that both computer model and real process are available 
for additional sampling (although at different costs) in a follow-up experiment. 
5.5.1 Entropy Criterion 
Entropy is intended to be a measure of the anticipated uncertainty of a 
random variable. Several authors (see e.g. Lindley (1956), Shewry (1987), 
Santner et al. (2003)) proposed the use of the expected decrease in entropy 
given by an experiment as an optimal design criterion to select the values for 
the design parameters for the experiment. Here, we adopt this idea to select the 
experiments so as to maximize the gain in information of the calibration 
parameter. In this approach, the entropy criterion is used to quantify the 
knowledge about the calibration parameter and find the next design point that 
best improves the knowledge of the parameter. 
The entropy of the calibration parameter θ before the experiment is defined 
as  
( ) ( )ln( ( ))H p p dθ θ θ θ=−∫ , 
where p(θ) is the prior density function of θ. 
The conditional entropy of θ after the experiment using design D is defined 
as  
( | ) ( | )ln( ( | ))H D p D p D dθ θ θ θ=−∫ .  
Then the optimal entropy design can be obtained by maximizing the 
expected change in entropy  
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[ ]max ( ) ( | )
D
E H H Dθ θ− . 
Since H(θ) is independent of design D, the optimal entropy design is 
essentially obtained by minimizing the expected conditional entropy  
 [ ]min ( | )
D
E H Dθ .  (5.7) 
As this design is applied as a follow-up, after the initial experiment is 
conducted and d observed, Equation (5.7) can be written as 
 [ ]min ( | , )
D
E H D dθ   (5.8) 
To adopt this criterion for a sequential design, we consider the design 
budget consisting of both computer experimental runs and real process runs. 
The case where only computer experimental runs are available is a special 
case.  
5.5.2 Design Sampling 
In practical applications, the real process runs are generally preferred if 
they are available. However, the real process run is usually quite time 
consuming. On the other hand, computer model data (although cheaper) does 
provide more information about the computer model itself. Therefore, a better 
surrogate model can be obtained with more computer model data, especially in 
cases where the computer model is large and complex, and initial computer 
model data is small. In addition, for the calibration purpose, more computer 
model data can also result in better calibration parameter values if it can 
provide for a better surrogate model. In this discussion, we use the predictive 
model, which is typically subsequently used for analyses of the system, as a 
means to determine allocation. The allocation procedure is provided as follows.  
First, before the resource allocation is decided, the cost comparison 
between a computer model run and a real process run is required. Assume the 
cost of adding one real process follow up design point is equal to the cost of 
adding ω computer model follow up design points. 
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Second, find the new real process design point and calculate the anticipated 
optimal entropy value if the additional resource is allocated to the real process. 
Let p(ζr|d) denote the predictive distribution of the real process output at new 
design point xr conditional on the initial data d, which can be obtained by 
Equation (3.15). Given this predictive distribution and the conditional 
posterior distribution of θ, the expected conditional entropy given the 
candidate design point xr can be obtained by  
[ ] ( )( )( | , , ) ( | ) ( | , , ) ln ( | , , )r rr r r r r r r rE H d x p d p d x p d x d dθ ζ ζ θ ζ θ ζ θ ζΖ Ζ Θ= −∫ ∫
 (5.9) 
where the expectation is taken with respect to the predictive random variable 
Zr of the real process output ζr, and Θ is the domain of θ. Then the optimal 
follow up design point for the real process can be found by  




x E H d xθ ζΖ
∈Χ
= .  (5.10) 
where X is the domain of x. After finding xr*, the anticipated minimal expected 
conditional entropy can be obtained by  
 * *( | , , )
r r rE H d xθ ζΖ    , (5.11) 
where ζr* denote the predicted real process output at the optimal design point. 
Third, find the ω new computer model design points and calculate the 
anticipated optimal entropy value if the additional resource is allocated to the 
computer experiments. Let Dcω={(x1,t1),(x2,t2),…,(xω,tω)} denote the ω new 
design points we want to find and scω={s1,s2,…,sω} denote the simulation 
outputs for these ω design points. Let ( | )cp s yω  denote the predictive 
distribution of the simulation outputs at new design points conditional on the 
initial simulation outputs y , which can be obtained by Equation (3.13). Then 
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where the expectation is taken with respect to the predictive random vector Scω 
of the simulation outputs. Then the optimal next evaluation points can be 
found by  
 * S
{ , , for all }




D x t i




 =   . (5.13) 
After finding Dcω*, the anticipated minimal expected conditional entropy can 
be obtained by  
 * *S ( | , , )c c cE H d D sω
ω ωθ   . (5.14) 
where scω* denote the predicted computer model outputs at the optimal design 
points.  
Finally, compare * *S ( | , , )c c cE H d D sω
ω ωθ    and 
* *( | , , )
r r rE H d xθ ζΖ     to 
decide the allocation of the resources. If 
* *
S ( | , , )c c cE H d D sω
ω ωθ   <
* *( | , , )
r r rE H d xθ ζΖ    , we would like to run ω 
more computer experiments. If 
* * * *
S ( | , , ) ( | , , )rc c c r rE H d D s E H d xω
ω ωθ θ ζΖ   ≥    , we would like to collect 
more real process data.  
Here we consider only one additional real process run compared to ω 
computer model runs. It is easy to extend this to more than one real process 
run by replacing xr with more points. It can be further extended to split the 
resources between the computer model and the real process either through 
allocating the resources point by point until exhausted or by comparing the 
performances of all possible resources allocation combinations. Furthermore, 
for situations where only computer experiments are available for sequential 
design, the optimal design points can be obtained using only Equation (5.13). 
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When the optimal design data at the follow-up design points are collected, 
they should be augmented with the original data, and the complete data set 
reanalyzed for calibration again. This can be continued until the change in the 
entropy value is small enough or when the available resources are exhausted. 
All the obtained data can finally be used for calibration and prediction as the 
procedure proposed in Chapter 4 so as to obtain the optimal calibration 
parameter value and use the calibrated model for prediction. By using this 
sequential design approach, more appropriate points with minimized entropy 
are selected to sample at as compared to a one-stage approach. This will result 
in better calibration performance (more accurate and more precise calibration 
parameter values). Moreover, the predictive performance should also be 
improved with better calibration results.  
5.5.3 Computation 
To search for the optimal follow up design points, the expected conditional 
entropy (e.g. Equation (5.9)) has to be computed, and Monte Carlo integration 
can be applied to evaluate this. For computational efficiency, an alternative 
discretization approach proposed by Vasicek (1976) is adopted. For the 
evaluation of Equation (5.9), let ZG={ζr1,ζr2,…,ζrN} be a vector of N 
discretized values of Zr in ascending order with a quantization operator G, 
where G is defined as that the cumulative probability between each two 
consecutive discretized values is the same. N can be set large when more 
accurate approximation is required and set small when less computational cost 
is required. The entropy conditioned on each potential discretized value can be 
estimated by a random sample of observations (see Vasicek (1976)). Let 
{θ1,…,θn} denote the n independent observations from the posterior 
distribution of θ. The entropy estimator is then given by 
( )1 ( ) ( )
1
( | ( )) ( | ( )) ln ( | ( )) ln
2
n
i m i m
i
nH p p d n
m
θ θ θ θ θ θ− + −
=
⋅ = − ⋅ ⋅ = −∑∫  
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where {θ(1),…,θ(n)} denote the order statistics of the independent sample 
observations {θ1,…,θn}, θ(j)=θ(1) if j<1 and θ(j)=θ(n) if j>n. The order of 
spacings m is a positive integer smaller than n/2. This entropy approximation 
method has also been used in many other studies and its accuracy has been 
shown empirically (see e.g. Song (2002)). 
Then the expected conditional entropy in Equation (5.9) becomes 
[ ] ( )1 ( ) ( )
1 1
( | , , ) ( | ) ln
2G
N n
r r G ri i m i m
i i
nE H d x p d n
m
θ ζ ζ θ θ−Ζ + −
= =
 
= Ζ = − 
 
∑ ∑ . (5.15) 
Therefore, the criterion to find the optimal next design point in Equation (5.10) 
becomes  




x E H dθ ζΖ
∈Χ
= . (5.16) 
The minimization in Equation (5.16) can be done using the standard 
optimization functions in MATLAB. Similarly, to evaluate and search for the 
optimal follow up design points for the computer model, Scω in Equation (5.12) 
can be discretized. The computational cost can be significantly reduced by 
using these estimation methods instead of using numerical integration methods.   
5.6 Improved EIMSPE Based Sequential Approach 
Chapter 5.3 proposed a EIMSPE based sequential approach to improve the 
predictive performance by reducing the overall prediction error. For search 
efficiency, in their EIMSPE criterion, the calibration parameter uncertainty is 
considered using the posterior distribution of the calibration parameter 
conditional only on the initial data set and the follow up design value of the 
calibration parameter is set at the posterior mode. It is shown that when the 
initial data is sufficient to obtain good calibration parameter estimates (i.e. The 
posterior mode is close to the true value), it is reasonable to set the follow up 
design value of the calibration parameter as the best obtained value (e.g. 
Posterior mode), and the optimal design and predictive performance are not 
significantly affected. This significantly reduces the computational costs as 
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pre-posterior analysis on the calibration parameters conditional on the 
candidate follow-up design points is not necessary. This further facilitates the 
search for the optimal design.  
However, when the calibration parameter uncertainty is high and the initial 
data is not sufficient to obtain an accurate calibration parameter value as seen 
in example in Chapter 5.2, it is important to design on the calibration 
parameter with the follow up design points in order to gain more information 
about the calibration parameter first. Let ˆrx  denote a potential new real 
process design point and 1 1 2 2ˆ {( , ), ( , ),..., ( , )}cD x t x t x tω ω ω=  denote potential 
new computer model design points. Then the improved EIMSPE criterion can 
be written as  
2
ˆ 0ˆ| , ,X
ˆˆ( | , , )
r c r cd x D
E p d x D d dxω ωζσ θ θΘ
 
 ∫ ∫  
 where 2 ˆˆ| , ,r cd x Dωζσ  is given in Equation (4.15).  
The optimal follow up design point for the real process and the optimal 
follow-up design points for the computer model can be found by minimizing 
the improved EIMSPE with respect to the prior expectation of the real process 
observations Zr and the prior expectation of the computer model output ˆcsω  
respectively.  
 * 2 ˆ| , , 0
Xˆ X
ˆ ˆarg min ( | , , )r r r
r
r Z d x Z r r
x
x E p d x Z d dxζσ θ θ
Θ∈
 =  ∫ ∫   (5.17) 
 * 2 ˆ 0| , ,Xˆ { X, , for all }
ˆ ˆarg min ( | , , )
c c c
c i i
c c cS d D S
D x t i
D E p d D S d dxω ω ω
ω
ω ω ω
ζσ θ θΘ∈ ∈Θ
 =  ∫ ∫   (5.18) 
The difference in the improved EIMSPE criterion from the EIMSPE 
criterion proposed in Chapter 5.3 is that Equations (5.17) and (5.18) use 
posteriors of θ conditional on the initial data d and the new design points 
instead of using posterior conditional only on d. Hence, the optimal follow up 
computer model design points found by Equation (5.18) explicitly selects 
design on both variable input x and the calibration parameter θ while the 
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criterion in Chapter 5.3 places the design points on θ at the posterior modes. 
As the improved EIMSPE based approach sequentially updates the posterior 
distribution of the calibration parameter with more appropriate consideration 
of the calibration parameter uncertainty and considers the placement of design 
points on the calibration parameter, it enables better improvements on the 
calibration and prediction performance although it may significantly increase 
the computational time. This result is further illustrated by the following 
examples. 
5.7 Examples for Sequential Calibration 
In this section, two examples are used to illustrate the proposed sequential 
calibration approach. The proposed entropy criterion and the improved 
EIMSPE criterion are compared to the EIMSPE criterion so as to assess their 
calibration and predictive performances. In modeling, the Gaussian process 
models in both examples are assumed to have a constant mean, which is 
reasonable in many practical applications Santner et al. (2003). Similar to 
Qian & Wu (2008), we select the “location-flat” priors N(0,σS2) and N(0,σδ2) 
for βS and βδ. The “vague” prior IG(2,1) is chosen for σS2, σδ2, σε2 and σe2, and 
G(2,0.1) is chosen as prior for each element in ϕ. 
5.7.1 Simple Quadratic Example 
We first use a simple quadratic function to illustrate the proposed approach. 
The real process model is assumed to be z=θ*x2+e with e~N(0,1). The 
computer model is coded as y=θx2+ε with ε~N(0,100). Here the discrepancy 
term is set to be 0 for illustrative purpose. We further assume that the true 
value of *θ  is 5.000, and θ has a uniform prior distribution θ~U(0,10). For the 
real model, 5 experimental input points are evenly collected from x∈[-3,3] and 
one real observation for each input point. For the computer model, Latin 
hypercube design method is used to collect 10 input sets with x∈[-3,3] and 
θ∈[0,10]. Each input set has 100 replications and mean is taken as the 
simulation output.  
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To consider the allocation of the additional resources, it is assumed that the 
cost of adding one real process design point is equal to the cost of adding two 
computer model design points. First we consider the potential allocation of 5 
additional real process design points or 10 computer model design points and 
applied the procedure described in Section 5.5.2. When 5 additional real 
process runs are selected, the new design points are found based on Equation 
(5.10) and the expected optimal entropy value is 3.616. Alternatively, when 10 
additional computer model runs are selected, the new design points are found 
based on Equation (5.13) and the expected optimal entropy value is 2.985. 
Since entropy with more computer model design points is smaller (and hence 
more information can be gained with more computer model design points), it 
is preferred to collect more computer model data points.  
Figure 5.5 also shows that the calibration parameter uncertainty is much 
smaller by adding more computer model design points. The results in this 
example indicate that for calibration purpose, computer model data are 
sometimes preferred over the real process data. One possible reason is that 
they provide more information about the computer model itself hence more 
accurate surrogate model can be obtained.  
Next the calibration and prediction performance for the entropy based 
sequential approach (M1), the EIMSPE based sequential approach (M2), the 
improved EIMSPE based sequential approach (M3), and the one-stage 
approach (M4) are compared. 10 additional runs are sequentially allocated 
using the entropy criterion, the EIMSPE criterion and the improved EIMSPE 
criterion. It is assumed that each real process run is equivalent to 2 computer 
model runs. All the design criteria resulted in selecting 10 additional computer 
model design points sequentially. A one-stage approach is used for 
comparison, where the same 5 initial real process design points are used, and 
the remaining budget is distributed to 20 computer model design points 
selected using the LHD method.  
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Figure 5.6 shows the posterior distribution of the calibration parameter for 
all the approaches. The figure illustrates that the posterior calibration 
parameter distributions from all the approaches have almost the same posterior 
mean and mode which are close to the true value. For the variances, it shows 
that the entropy based sequential approach has the smallest variance, followed 
by the improved EIMSPE based sequential approach. The variances from all 
the sequential approaches are smaller than that from the one-stage approach.  
For better comparison, a sample of posterior variance is obtained from 10 
macroreplications of the design for each design approach. Then two-sample t-
test is used to compare the difference of the posterior variance between each 
pair of the approaches. The results show that the posterior variance from the 
entropy based sequential approach (with mean variance 0.0843) is 
significantly smaller than the posterior variance from the improved EIMSPE 
based sequential approach (with mean variance 0.4217). It is also significantly 
smaller than the posterior variance from the EIMSPE based sequential 
approach (with mean variance 0.7364). The posterior from all the sequential 
approaches are significantly smaller than the posterior variance from the one-
stage approach (with mean variance 0.8501). This indicates that the entropy 
based sequential approach has the best calibration performance and the 
improved EIMSPE approach has better calibration performance than the 
EIMSPE approach.  
For the predictive performance, the average root mean square prediction 
error (RMSPE) of the real process over 10 macroreplications of the design and 
two sample t-test are used to compare the differences among all the 
approaches. The results show that the average RMSPE of the improved 
EIMSPE based sequential approach (3.274) is significantly smaller than the 
EIMSPE based sequential approach (3.926). The EIMSPE sequential approach 
is significantly smaller than the entropy based sequential approach (5.198), 
which is also significantly smaller than the one-stage approach (5.682). This 
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indicates that the improved EIMSPE based sequential approach has the best 
predictive performance. 
 
Figure 5.5. Posterior distributions of the calibration parameter with more 
computer model data (A1) and more real process data (A2) using the entropy 
criterion in simple quadratic example.  
 
Figure 5.6. Posterior distributions of calibration parameter for different 
approaches in simple quadratic example. 
The results in this example show that all the sequential approaches perform 
better than the one-stage approach in both calibration and prediction. While 
for the sequential approaches, the entropy based sequential approach has the 
best calibration performance and the improved EIMSPE based sequential 
approach has the best predictive performance. This is expected as the entropy 
based approach is directly to reduce the calibration parameter uncertainty 
while the improved EIMSPE based approach is directly to reduce the overall 
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prediction error. We also compare the calibration and prediction performance 
of the different approaches if the resources are allocated to select 5 more real 
process design points and similar results are obtained. Therefore, this example 
illustrates that if it is desired to significantly improve the calibration accuracy, 
then the entropy criteria can be used to select more data. If the predictive 
performance is the most important objective, then the improved EIMSPE 
criteria can be used to improve the predictive performance. 
5.7.2 Kinetic Model Example 
The model used in this example is based on Loeppky et al. (2006), which 
predicts the concentration y(x) of the chemical as a function of time x, with 
mean response governed by the equation ϕ(x|T)=u+r0exp(-Tx), where u 
represents the residual concentration of the chemical at the end of the reaction 
process, r0 is the initial concentration of the chemical and T is an unknown 
decay rate that is specific to the chemical reaction under consideration.  
The real process model is assumed to be z=ϕ(x|T=1.7)=1.5+3.5exp(-1.7x)+e, 
where x∈[0,3] and e~N(0,0.1). The experimental data are collected from 4 
input points which are evenly distributed between 0 and 3, and only one 
observation at each input point. We further suppose that the stochastic 
computer model is coded as y=κ(x,θ)=5exp(-θx)+ε, where ε~N(0,100). Latin 
hypercube design method is used to collect the initial 10 computer 
experimental design input sets with x∈[0,3] and θ∈[0,2]. For the computer 
model, each input set has 100 replications and mean is taken as the simulation 
output.  
To consider the resources allocation for the entropy based sequential 
approach, it is assumed that the cost of adding one real process design point is 
equal to the cost of adding two computer model design points. Considering an 
additional 5 real process design points or 10 computer model design points can 
be selected, Equations (5.10) and (5.13) are used to determine the optimal real 
process design points and computer design points respectively, and compared 
to determine the optimal entropy design points. This resulted in additional data 
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pointes collected at the optimal computer model design points and Figure 5.7 
shows the posterior distributions of the calibration parameter for different 
allocation choices and the target posterior distribution which is obtained from 
a large set of data (50 real process design points and 150 computer model 
design points). The figure indicates graphically that the posterior distribution 
with more computer model data is closer to the target posterior.  
For more accurate comparison, we calculated the average posterior mean, 
mode and variance of the calibration parameter for both allocation choices and 
the target posterior. The results are given in Table 5.4. It shows that the 
posterior mean and mode obtained with more computer model data are closer 
to the target posterior mean and mode than with more real process data. 
Meanwhile, the posterior variance with more computer model data is smaller 
than with more real process data. Hence more computer model design points 
are preferred in this example as they result in better calibration performance. It 
also can be seen that the posterior mean and mode obtained with more real 
process data are far from the target values than with more computer model 
data. This indicates that for calibration purpose, more computer model data are 
preferred when the initial data are scarce. One possible reason is that the 
computer model points has design on both the variable input x and the 
calibration parameter θ. This not only provides more information about the 
computer model itself with more accurate surrogate model, but also provides 
more information about the calibration parameter.  
Next the calibration and prediction performance are compared for the 
entropy criterion based sequential approach (M1), the EIMSPE criterion based 
sequential approach (M2), the improved EIMSPE criterion based sequential 
approach (M3), and the single-stage approach (M4). 10 additional computer 
model design points are selected with the entropy criterion, EIMSPE criterion 
and improved EIMSPE criterion. For the single-stage approach, the 4 initial 
real process design points are the same with the sequential approaches while 
20 computer model design points are selected using the LHD method.  
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Table 5.4. Average posterior mean, mode and variance for different allocation 
choices. 
Posterior Initial 
With 10 more computer 
data points 
With 5 more real 
data points 
Target 
Mean 0.635 1.141 0.596 1.147 
Mode 0.182 0.919 0.283 1.096 
Variance 0.272 0.204 0.211 0.198 
 
Figure 5.8 shows the posterior distribution of the calibration parameter for 
all the approaches. The figure shows that the posterior calibration parameter 
distribution from the entropy based sequential approach is closer to the target 
posterior distribution than both the EIMSPE based approach and the improved 
EIMSPE based sequential approach, and the posterior distributions from all 
the sequential approaches are closer to the target posterior distribution than the 
single-stage approach.  
For a better comparison, samples of posterior mean, mode and variance are 
obtained from 10 macroreplications of the design for each design approach. 
Then two-sample t-test is used to compare the difference of them between 
each pair of the approaches. The results show that the entropy based sequential 
approach has closest posterior mean (1.141) and mode (0.919) to the target 
mean (1.147) and mode (1.096) and has the smallest posterior variance (0.204). 
This is followed by the improved EIMSPE based sequential approach (with 
mean 1.076, mode 0.841, variance 0.230), and the EIMSPE based sequential 
approach (with mean 1.025, mode 0.723, variance 0.232). All the sequential 
approaches perform better than the one-stage approach (with mean 0.937, 
mode 0.574, variance 0.248). The t-test results show that the differences 
between each pair of approaches are all significant at α=0.05. These results 
indicate that the entropy based sequential approach provides the best 
calibration performance.  
For the predictive performance, the average root mean square prediction 
error (RMSPE) of the real process over 10 macroreplications of the design and 
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two sample t-test are used to compare the differences among the approaches. 
The results show that the entropy based sequential approach has the smallest 
average RMSPE (0.357), followed by the improved EIMSPE based sequential 
approach (0.382). The average RMSPEs of these two sequential approaches 
are both significantly smaller than the EIMSPE based sequential approach 
(0.455). The values of all the sequential approaches are significantly smaller 
than the RMSPE from the single-stage approach (0.503). This indicates that 
the entropy based sequential approach has the best predictive performance 
even though the two EIMSPE criteria are directly used to reduce the overall 
prediction error. This result differs from the observations from the simple 
quadratic example.  
Table 5.5. Mean (variance) of the plug-in parameters estimated for different 
sequential approaches and the target values obtained with sufficient data.  
Sequential 
approach 











































0.507 1.143 3.516 0.106 0.379 0.343 
 
To further assess the performance of the different design approaches, we 
calculate the average values and the variances of the estimated model 
parameters over 10 macroreplications of each complete design. The results 
together with the target values (more accurate values estimated using a larger 
set of data) are given in Table 5.5. The results show that the estimated values 
obtained from the entropy based sequential design approach are closer to the 
target values. This indicates that when the initial data is not sufficient to obtain 
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an accurate calibration parameter value, the entropy based design sequential 
approach is able to provide for more accurate calibration parameter estimates. 
This also results in more accurate values for the estimated model parameters, 
and hence, a more accurate surrogate model is obtained. This also explains 
why the entropy based sequential approach would have better predictive 
performance than the EIMSPE based approaches. This shows that the 
accuracy of the calibration parameter plays an important role in the predictive 
performance, and it is important to obtain accurate calibration parameter value 
first as it can provide a more accurate surrogate model which results in better 
predictive performance.  
 
Figure 5.7. Posterior distributions of the calibration parameter with more 
computer model data (A1) and more real process data (A2) using the entropy 
criterion in kinetic model example. 
The results in this example also show that all the sequential approaches 
perform better than the single-stage approach in both calibration and 
prediction. Overall, the entropy based sequential approach has the best 
calibration and prediction performances. Similar performance results are 
observed when the number of initial design points is increased. Therefore, in 
this example, regardless of whether calibration or predictive performance is 




Figure 5.8. Posterior distribution of calibration parameter for different 
approaches in the kinetic model example. 
5.8 Insights of Follow up Design Points’ Location for 
Both Criteria 
To further examine how the different sequential approaches spread the 
follow up design points in the design space, the plots of design point locations 
for both examples are given in Figures 5.9-5.11.  
− The EIMSPE criterion selects the follow up design points for θ at the 
posterior mode for each sequential step. From Figure 5.9, we see that 
when the posterior mode is close to the true calibration parameter 
value after the initial experiment, the follow-up design points for the 
calibration parameter θ are clustered around the true calibration 
parameter value (see left plot in Figure 5.9).  When the posterior 
distributions are still far from the target or ‘true’ value, we see that the 
θ design points are cluster around each updated posterior mode, and 
the design points move sequentially towards the target posterior mode 
(see right plot in Figure 5.9). For the x design values with the EIMSPE, 
it can be seen from this figure that they spread out in the design space 
(space filling).  
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− For the improved EIMSPE criterion, it can be seen from Figure 5.10 
that this criterion spreads out the design points in the design space for 
both the x design values and the θ design values, as it designs on both x 
and θ (i.e. space filling on both x and θ). Moreover, in the sequential 
allocation, the improved EIMSPE criterion places points in areas that 
are far from the existing observed points (as these are points with 
larger spatial uncertainty and hence higher predictive error).  
− For the entropy criterion shown in Figure 5.10, it can be seen from 
both examples that this criterion locates some points at the border of 
the design space which reduces the variability in the estimated 
calibration parameter (similar characteristics to the Ds-optimal design 
in optimal design theory). This placement of points at the boundaries 
differs from the EIMSPE criterion. Also different from the improved 
EIMSPE criterion, it can be seen from both examples that the entropy 
criterion locates more calibration parameter design points in the areas 
with high posterior probability. This would make the posterior 
distribution of the calibration parameter “tighter” (i.e. smaller 
uncertainty). Overall, from Figure 8, we see that the x design values 
are spread out across the design domain (similar to that observed for 
the EIMSPE based criteria), and the follow-up θ design points are also 
relatively spread out in the domain with a closer focus in areas with 
high posterior probabilities.  
These results show that the EIMSPE criterion, the improved EIMSPE 
criterion and the entropy criterion have different characteristics in choosing 
the following up design points, which result in different calibration and 




Figure 5.9. Follow up design points’ location for EIMSPE design in quadratic 
example (left) and kinetic model example (right). 
 
Figure 5.10. Follow up design points’ location for improved EIMSPE design 
in quadratic example (left) and kinetic model example (right). 
 
Figure 5.11. Follow up design point’s location for entropy design in quadratic 
example (left) and kinetic model example (right). 
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5.9 The Combined Sequential Approach 
In the simple quadratic example, the results show that the posterior 
distributions of the calibration parameter obtained from the entropy criterion 
and the improved EIMSPE criterion have almost the same posterior means and 
modes. In this example, the use of the entropy criterion can only significantly 
reduce the posterior variance of the calibration parameter while the improved 
EIMSPE criterion provided the best predictive performance. Hence for 
predictive purposes, the improved EIMSPE criterion is preferred in this 
example. However, the results in the kinetic model example show that the 
entropy criterion has significantly better calibration performance and has the 
best predictive performance. Therefore, the entropy criterion is preferred in 
this example.  
The results from both examples show that when the calibration parameter is 
highly uncertain and its accuracy has significant influence on the predictive 
performance, the entropy criterion seems to be more favorable as it focuses on 
getting a more accurate calibration parameter estimate which can improve the 
model fit and result in better predictive performances. In situations where the 
improvement of the calibration parameter accuracy cannot significantly 
improve the predictive performance, the improved EIMSPE criterion is 
preferred as it can better reduce the overall prediction error.  
This observation motivates the combination of the entropy and the 
improved EIMSPE criteria in a sequential manner to improve both the 
calibration accuracy and overall predictive performance. This approach to 
combine both criteria can provide good performances on both the calibration 
and prediction by appropriately balancing the resources allocated between 
them. The main idea in the combined approach is to first improve on the 
calibration estimation, as it is shown to further improve on the surrogate 
estimation, and then focus on reducing the overall EIMSPE once the model is 
sufficiently calibrated and model estimated. We provide the following 
procedure to combine both criteria in the proposed sequential approach.  
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a. With initial data d, obtain the posterior distribution of the calibration 
parameter p(θ|d) and the predictive distributions using the approach 
described in Chapter 4; 
b. Choose a design criterion to search for the optimal follow up design 
points: 
1 Find optimal follow up design points D using entropy criterion 
and obtain the predictive outputs O at the design points D.  
Depending on D, O can include Z or Sc;  
2 Significance test (assess the calibration performance of entropy 
design): 
i. With D, sample r sets of random observations of 
predicted output O; 
ii. For each set of O, obtain the posterior distribution 
p(θ|d,D,Oi), where i=1,2,…,r; 
iii. Calculate the expected conditional posterior distribution 
E[p(θ|d,D,O)] with respect to O (as O has not been 
observed, the expected conditional distribution is 
obtained); 
iv. Choose an appropriate test method to test the difference 
between p(θ|d) and E[p(θ|d,D,O)] and calculate the test-
statistic; 
v. Determine the significance of the test; 
3 Decide which design is chosen to select the optimal follow up 
design points:  
i. If the test result from step b.2 is significant, choose 
entropy design to obtain the optimal follow up design 
points; 
ii. If the test result from step b.2 is not significant, choose 
improved EIMSPE design to obtain the optimal follow 
up design points; 
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c. Run experiments at the new design points obtained from step b.3 to get 
new data; 
d. Use all available data to obtain the updated posterior calibration 
parameter distribution and the predictive distributions using the 
approach described in Chapter 4; 
e. Iteration and stopping criterion: 
1 If the test result from step b.2 is significant and resources are 
available, go to step b.1; 
2 If the test result from step b.2 is not significant, go to step b.3.ii 
until resources exhausted or the change in the EIMSPE value is 
small enough (as specified by user or application). 
The significance test in Step b.2 is an important step which assesses the 
calibration performance for the entropy design. The aim is to determine if the 
entropy criterion can further improve significantly the estimation of the 
calibration parameter.  Here, the calibration performance improvement is 
determined by testing the difference between the posterior calibration 
parameter conditional on the initial data and the expected pre-posterior 
conditional on the initial and follow-up data.  If significant improvements can 
be achieved, then the next design point should be placed in order to do so. If 
not, then the next design point should focus on improving the overall 
prediction performance. The details of implementing step b.2 will be discussed 
in the subsequent Sections 5.9.1 and 5.9.2. In this step, either one design point 
or several design points can be selected at a time. In practice, the number of 
design points selected at a time depends on the available resources and should 
be specified by the user. 
Steps c and d describes the collection of the new data and the updating of 
the calibration and prediction results. Step e provides for the iteration and 
procedure termination. If the test for the improvement in entropy design (from 
step b.2) is significant, the resources should be allocated to design points 
obtained with the entropy criterion to improve the calibration estimation and 
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model development. If the test is not significant, the remaining resources 
should be allocated to the design points obtained from improved EIMSPE 
criterion to improve the overall predictive performance. 
This procedure should be repeated until all resources are exhausted or the 
change in EIMSPE is small or negligible, indicating that further improvements 
in the predictive performance with more design points is unlikely to be 
significant.  
5.9.1 Significance Test Based on Kullback-Leibler Divergence 
To determine if the new experiment based on the entropy criterion can 
significantly improve the calibration parameter estimation, a comparison of 
the posterior distribution of the calibration parameter after the initial 
experiment can be made with the expected pre-posterior distribution of the 
parameter if the additional new experiment were to be conducted. Various 
methods have been proposed to assess the difference between two 
distributions. The intuitive way is to plot the posterior distributions of the 
calibration parameter to determine the significance visually by the users. A 
more rigorous way is to use a goodness of fit test to assess the significance. 
Here, we use the goodness of fit test based on Kullback-Leibler divergence 
proposed by Song (2002) which is closely related to the entropy used for 
sequential design.  
Let P denote the distribution conditional on the initial data d with density 
function p(θ|d).  Since we are interested in assessing the value of design D, we 
compare the posterior distribution after experiment D has been conducted.  
However, since this is to be assessed before D is conducted, we compare P to 
Q, the expected posterior distribution of θ, conditional on the initial data d and 
the follow-up design D, and observations from D, denoted as O.  Depending 
on D, O can include Z or Sc.  The Kullback-Leibler divergence between the 
two distributions is defined as  
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is the entropy of Q.  
It is known that KL(Q,P) is always non-negative and KL(Q,P)=0 if and 
only if Q=P almost everywhere. KL(Q,P) measures the discrepancy between Q 
and P. Therefore, for the test of the null hypothesis Q=P, it is true when 
KL(Q,P)=0 and false otherwise. However, the evaluation of KL(Q,P) is 
usually not practical and a sample estimate is used instead (see Song (2002)). 
For the estimation of H(Q), The entropy estimator proposed in Vasicek (1976) 
is used which is given by 
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where {Θ(1),…,Θ(n)} denote the order statistics of the independent sample 
observations {Θ1,…,Θn} from Q, Θ(j)=Θ(1) if j<1 and Θ(j)=Θ(n) if j>n. The 
order of spacings m is a positive integer smaller than n/2 which needs to be 
specified. Song (2002) proposed to select m by  
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That is to select the smallest m* that maximize the sample entropy ˆ ( )H Q  
constrained by the observed log likelihood.  
The second term [ ]( | , , ) ln ( | )E p d D O p d dθ θ θ
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−∞∫  is estimated by  
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Then the estimated test statistic is  
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The null hypothesis Q=P is rejected if  *( , ) ( , )KL Q P KL Q P≥  for some 
critical value *( , )KL Q P . The results in Song (2002) show that the asymptotic 









and lim ( ln )n nR nγ →∞= − , 1Z α−  is the 100(1-α) percentage point of the 
standard normal distribution. Therefore, the null hypothesis is rejected 
whenever  
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Moreover, Song (2002) also show that for the finite sample sizes, the null 
hypothesis is rejected whenever 
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5.9.2 Significance Test Procedure 
Based on the test given by Song (2002), we provide the following test 
procedure: 
i. With D, generate r sets of random predicted outputs O;  
ii. For each set of Oi, obtain the posterior distribution p(θ|d,D,O) with 
respect to O; 
iii. Calculate the expected conditional posterior distribution E[p(θ|d,D,O)] 
with respect to O; 
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iv. Generate a random sample of size n from E[p(θ|d,D,O)], select the 
order of spacings m based on Equation (5.22), and calculate the 
estimated Kullback-Leibler divergence 
  ( )[ ( | , , )], ( | )KL KL E p d D O p dθ θ=  based on Equation (5.24) ; 
v. The resulting value of KL  is compared to the critical value KL* which 
is obtained by Equation (5.26) to determine the significance. 
In this test procedure, to assess if the calibration performance can be 
significantly improved by adding the entropy based follow up design points, 
the difference between p(θ|d) and E[p(θ|d,D,O)] is tested. The test statistic 
applied is the Kullback-Leibler divergence between p(θ|d) and E[p(θ|d,D,O)]. 
When the test statistic is smaller than the critical value, this indicates that the 
pre-posterior distribution of the calibration parameter (with the additional 
follow-up data) is similar to posterior distribution (without additional data) 
p(θ|d), hence suggesting that the calibration performance will not be improved 
by adding these follow up design points. When the null hypothesis is rejected, 
this suggests that the additional design points can significantly improve the 
calibration parameter distribution, and potentially, the overall model. It is also 
noted that if the same discretization approach is adopted in step b.1 (in the 
overall procedure) and step b.2, then the samples from the optimal design D 
can be used in Step i above. This eliminates the need to resample at this step 
again. 
5.9.3 Example for the Combined Approach 
The kinetic model example is used to compare the entropy sequential 
approach (T1), the improved EIMSPE sequential approach (T2) and the 
combined sequential approach (T3). The experimental settings are the same 
with Section 5.7.2 except that there are 6 initial real process design points and 
20 initial computer model design points. Additional 20 runs are made 
available to allocate between real process data or computer model data 
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collection, where one real process run is equivalent to two computer model 
runs.  
The results show that the entropy sequential approach allocates all 
resources to 20 more computer model design points, the improved EIMSPE 
sequential approach allocates all resources to 10 more real process design 
points, while the combined sequential approach allocates the resources to 
select 12 more computer model design points and 4 more real process design 
points.  
In the combined approach, the Kullback-Leibler test is compared with the 
two other commonly used tests (i.e. Chi-square test, see Greenwood & Nikulin 
(1996), and Kolmogorov-Smirnov (K-S) test, see Massey (1951)). The 
resource allocation results using the Chi-square test and the K-S test are 
exactly the same with Kullback-Leibler test showing that the Kullback-Leibler 
approximate test can accurately test the significance of the difference between 
the two distributions.  
Meanwhile, the approximate values of the Kullback-Leibler divergence 
obtained from Equation (5.24) are compared to the values obtained from 
Equation (5.19) using the MCMC method for different number of follow up 
computer model design points. The results given in Table 5.6 show that the 
approximate values of the Kullback-Leibler divergence are close to the values 
obtained from the MCMC method and the approximated values will not 
influence the resource allocation results. Moreover, the results show that the 
approximate method is much faster than the MCMC method. Therefore, it is 
reasonable and efficient to use the approximate Kullback-Leibler divergence 
in this example.  
The posterior distributions of the calibration parameter for the three 
approaches are shown in Figure 5.12. The figure shows that the posterior 
distributions of both the entropy approach (T1) and the combined approach 
(T3) are close to the target posterior and both approaches have better 
calibration performance than the improved EIMSPE approach (T2). To better 
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compare the calibration and prediction performance for different approaches, 
we calculate the average entropy value for the posterior distribution of the 
calibration parameter and the average RMSPE for the real process over 10 
macroreplications of each sequential design.  
The results for different choices of additional runs are shown in Table 5.7. 
According to the average entropy values, the results show that the entropy 
approach always has the best calibration performance (with smallest average 
entropy value) and the combined approach has almost the same calibration 
performance with the entropy approach. According to the average RMSPE 
values, the results show that the combined approach always has the best 
predictive performance (with smallest average RMSPE).  
When additional runs are small, the average RMSPE for the entropy 
approach is significantly smaller than the value of the improved EIMSPE 
approach. This indicates that the entropy approach may perform better than the 
improved EIMSPE approach even for prediction when the available data are 
scarce and the accuracy of the calibration parameter plays an important role in 
the overall predictive performance. However, when there are enough data 
resources, the improved EIMSPE approach will eventually perform better than 
the entropy approach in prediction as shown by the average RMSPE values for 
more additional runs in Table 5.7.  
Table 5.6. Approximate values of the Kullback-Leibler divergence and the 
values obtained from the MCMC method for different number of follow up 
computer model design points.  
No. of follow up design points 2 4 6 8 10 12 
Approximate value 0.218 0.187 0.162 0.142 0.129 0.117 
Value obtained from MCMC 0.215 0.189 0.165 0.139 0.131 0.113 
 
Nonetheless, the combined approach always has good performance on both 
calibration and prediction with appropriate allocation of the resources. More 
specifically, the combined approach can calibrate the computer model 
sufficiently to an accepted accuracy while not wasting resources to over 
140 
 
calibrate the computer model. Therefore, the combined approach would be 
preferred if both the calibration accuracy and the predictive performance are 
of interest with limited data resources.  
Table 5.7. Average entropy and RMSPE values for entropy based sequential 
approach (T1), improved EIMSPE based sequential approach (T2) and 
combined approach (T3) with different additional runs.  
Runs  10 additional runs  20 additional runs 
Approach  T1 T2 T3  T1 T2 T3 
Average entropy  4.085 4.413 4.086  3.638 4.107 3.675 
Average RMSPE  0.317 0.339 0.315  0.197 0.112 0.104 
 
 
Figure 5.12. Posterior distributions of the calibration parameter for three 
sequential approaches. 
5.10 Discussion 
In this chapter, we propose a general two-stage sequential approach to 
stochastic computer model calibration and prediction. Within this sequential 
approach, different criteria are discussed and studied. First is the EIMSPE 
criterion, which is to reduce the overall prediction error. Two examples are 
provided to illustrate the improvement of using the proposed two-stage 
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sequential approach. Both numerical results indicate that the two-stage 
sequential approach can efficiently use the available resources. This approach 
accounts for the calibration parameter uncertainty conditional only on the 
initial data set. This facilitates the computation of the criterion but the 
calibration parameter uncertainty is not fully account for in the search for the 
optimal follow up design points.  
In this chapter, we further propose an entropy based sequential approach 
for stochastic computer model calibration which is directly to improve the 
calibration accuracy and also provide an improved EIMSPE based sequential 
approach. Two examples are used to illustrate the performance of the entropy 
based sequential approach and the improved EIMSPE based sequential 
approach by comparing with the EIMSPE based sequential approach. The 
results show that the entropy based sequential approach has better calibration 
performance and sometimes even has better predictive performance. However, 
with the increasing of the data resources, the improved EIMSPE based 
sequential approach will eventually perform better than the entropy based 
sequential approach.  
As predictive performance is usually the final objective of using the 
computer model, it is required to calibrate the computer model sufficiently but 
not expected to waste resources to over calibrate the computer model. 
Therefore, we provide a combined approach using an adaptive criterion to 
improve the performance of both calibration and prediction by effectively 
allocating the resources. The results of an illustrative example indicate the 




AN INTEGRATED APPROACH TO 
STOCHASTIC COMPUTER MODEL 
CALIBRATION, VALIDATION AND 
PREDICTION 
6.1 Introduction 
When the computer model is applied to evaluate various policy scenarios or 
is used to predict the behavior of the real system to facilitate decision making 
on the system, it is important to obtain accurate calibration parameters and to 
improve the model’s predictive accuracy and capability. In computer model 
analysis, in addition to calibration, validation is also an important procedure 
which is to ensure that the computer model accurately represents the real 
process. As one of the major objectives of using the computer model is to 
predict the behavior of the real process (for purposes of planning, optimization, 
etc.), and both validation and calibration can have significant influence on the 
predictive performance, it is important to provide a framework to combine 
calibration, validation and prediction together for computer model analysis. 
Moreover in practice, the model development, calibration and validation are 
typically done together before the model is applied.  
Both Oberkampf & Roy (2010) and Arendt et al. (2012) provided 
frameworks to integrate calibration, validation and prediction. However, their 
frameworks treat the calibration as a part of the validation process, and no 
detailed procedures are provided for sequential improvements of the 
calibration and prediction performance. In this chapter, to address this problem, 
we provide a more general model calibration, validation and prediction 
framework shown in Figure 6.1. Within this framework, the model is first 
calibrated, and some resources are allocated specifically for the calibration 
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process. Then model validation is conducted to assess the predictive capability 
of the calibrated model. If the model is not valid, either more data should be 
collected to improve the validation process or a refinement / remodeling of the 
computer model should be done. If the model is valid, the model can then be 
applied for its intended use.  
 
Figure 6.1. Framework of model development, model updating (including 
calibration), model validation and prediction. 
Different from the existing frameworks, a stopping criterion for calibration 
is included (in addition to the stopping criterion for validation) to enable a 
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more detailed treatment of the calibration and validation processes. In addition, 
this framework also naturally allocates the resources between calibration and 
validation through appropriate definitions of design and allocation criteria. 
Based on this framework, an integrated approach to stochastic computer 
model calibration, validation and prediction is proposed. More specifically, we 
propose a sequential calibration procedure to adjust the unknown parameters 
and incorporate a validation procedure. Within this sequential approach, an 
adaptive sampling criterion is proposed to effectively allocate resources to 
improve the overall predictability of the model. This framework together with 
the sequential approach provides a systematic and comprehensive method to 
model development, validation, prediction and also allows for sequential 
updating.  
The chapter is organized as follows. In Section 6.2, we provide a general 
formulation for the integrated calibration, validation and prediction approach. 
In Section 6.3, we provide the implementation details of the integrated 
approach. In Section 6.4, the integrated approach is illustrated with a case 
study. 
6.2 Integrated Calibration, Validation and Prediction 
Approach 
Based on the framework of Figure 6.1, we provide four general stages for 
the integrated calibration, validation and prediction approach. 
Stage 1: Use space filling design (e.g. LHD) to obtain the initial data. With 
the data, develop and validate the surrogate model. 
Stage 2: Calibrate (sequential calibrate) the computer model with the entire 
data set (including the initial data and the sequentially obtained 
data) and obtain the predictive distributions of interest. 
Stage 3: Validate the computer model and refine the model if necessary. 
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Stage 4: Apply the calibrated and validated model to intended use (e.g. to 
predict the behavior of the real system for purpose of planning 
optimization, etc). 
After the initial set of experiments is conducted (Stage 1), two sets of 
observable data, which are the real observations z = (z1, z2,…, zN)T at N input 
points from the real process and the observed stochastic simulation outputs 
1 2( , ,..., )Tny y y y=  at n input points from the stochastic model are obtained. 
Define this set of data as ( , )T T Td y z= . 
In the following subsections, the formulation of a one-step calibration and 
prediction approach for stochastic computer model together with a validation 
method for stochastic computer model are briefly discussed (Stages 2 and 3). 
The detailed implementation procedure of the integrated approach will be 
described in Section 6.3.  
6.2.1 Calibration 
It is often necessary to calibrate the computer model first before it can be 
used to accurately predict the real process. This is the model updating step as 
shown in the framework of Figure 6.1. It is also important to account for the 
calibration parameter uncertainty in the subsequent prediction as it may 
significantly influence the predictive performance. In this section, we briefly 
explain the posterior analysis of the calibration problem. More details can be 
seen in Section 4.3.2. 
As stated in Section 3.2.1, the relationship between the real observation and 
simulation output is represented by Equation (3.1). This model formulation is 
also used for calibration as described in Section 4.2.1. Gaussian process model 
is used as a surrogate model. Detailed Gaussian process model formulation is 
given in Section 4.2.2. The unknown model parameters are β=(βST,βδT)T, 
σ2={σS2,σε2,σδ2,σe2}, ϕ={ϕS,ϕδ} and θ. We further define τ12=σε2/σS2, τ22=σδ2/σS2, 
and τ32=σe2/σS2, which are the new parameters reparameterized for the 
convenience of integrating out σS2 in the posterior distributions. We let 
τ2={τ12,τ22,τ32}. Given the observed d (assumed to be normally distributed 
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givenθ, β, σ2, ϕ) and prior distributions, the full posterior distribution of all the 
parameters can be obtained. Furthermore, the marginal of θ, p(θ|d), describes 
the uncertainty surrounding the calibration parameter and is important for 
determining the estimation of θ (e.g. in the setting of θ for future computer 
runs).  
Different priors can be adopted in the Bayesian analysis, depending on the 
prior information available. The advantage of this Bayesian approach is that 
with the observed data, it provides a quantification of the uncertainty about θ, 
and accounts for the parameter uncertainties in the subsequent predictions 
from the model. In this discussion, we adopt mathematical convenient priors, 
where βS and βδ are assumed to have multivariate normal distributions 
conditional on σS2 and σδ2 respectively, σS2, σδ2, σε2 and σe2 are assumed to have 
inverse gamma distributions, ϕS and ϕδ are assumed to have gamma 
distributions.  A uniform prior is placed on the calibration parameter θ.  More 
details about these prior distributions can be found in Section 4.2.3. 
With the given prior distributions, a closed form joint posterior distribution 
of θ, τ2 and ϕ can be obtained.  However, it is not practical to further integrate 
out the parameters ϕ and τ2 to obtain the posterior distribution of the 
calibration parameter p(θ|d) for fully a Bayesian analysis. Although the 
MCMC approach can be used to integrate them numerically, it significantly 
increases the computational cost while the improvement on the model 
predictive performance may not be significant. Therefore, the parameters ϕ 
and τ2 are first estimated and an empirical Bayes approach taken instead.  
These parameters can then be estimated by the modes of the joint density.  
Section 4.3.2  proposed an approach to estimate them in two steps.   
 In the first step, data y  is used to estimate parameters ϕS and τ12 by 
maximizing their posterior distribution.  
 In the second step, data d is used to estimate the remaining parameters 
ϕδ, τ22 and τ32 by the EM algorithm given the estimated ϕS and τ12 from 
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the first step. In this procedure, θ is treated as a latent parameter. The 
complete procedure is detailed in Section 4.3.2.  
With the estimated parameters φˆ  and τˆ , the conditional posterior 
distribution ˆ ˆ( | , , )p dθ φ τ  can be used to make inference about θ, such as 
quantifying the calibration parameter uncertainty. This uncertainty can be 
accounted for in the subsequent prediction by integrating out θ with respect to 
ˆ ˆ( | , , )p dθ φ τ .  
6.2.2 Prediction 
With the calibrated model, predictions can then be made for the computer 
model, the real process and also the model inadequacy term. At any input x0, 
given the data d and the estimated parameters ϕ and τ2, it can be derived that 
the computer model prediction, the real process prediction and the inadequacy 
term prediction have non-central t distributions, see Equations (4.13), (4.15) 
and (4.17). All the derived predictive distributions are conditional on θ. To 
account for the calibration parameter uncertainty in the subsequent prediction, 
it has to integrate out θ with respect to the posterior distribution of θ. It is often 
not possible to obtain the close form of prediction by integrating out θ. 
Therefore, numerical integration approach (e.g. MCMC approach) can be used.  
6.2.3 Validation 
It is important to validate the computer model after calibration to assess the 
predictive capability of the calibrated model. Various validation methods have 
been proposed to assess the validity of the computer models, see Oberkampf 
& Roy (2010). The predictive intervals obtained from the predictive 
distributions can be used for validation purpose. In this discussion, the 
validation approach proposed by Wang et al. (2009) is incorporated in the 
integrated approach.  
The validation approach given in Wang et al. (2009) is based on the 
predictive interval for the inadequacy term. To obtain the predictive interval, θ 
has to be integrated out with respect to its posterior distribution. As it is often 
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not possible to get close form by integrating out θ, numerical integration 
approaches (e.g. MCMC approach) are often used. The details of this 
validation approach are given in Section 4.3.4. According to validation results, 
if the model is inadequate, it is usually required to collect more data to further 
update the model or build a more accurate model. If the model is valid, then 
the calibrated and validated model can be further applied for its intended use, 
such as that the predictive distributions can then be used to predict the 
behaviour of the real process. 
This validation process is the validation step in the framework of Figure 6.1. 
Together with the calibration and prediction discussed in Section 6.2.1 and 
6.2.2 respectively, they contribute the three main parts of the integrated 
approach. The detailed implementation of the integrated approach is described 
in the following section.  
6.3 Implementation Details of the Integrated Approach 
The general steps for integrated calibration, validation and prediction 
approach can be summarized as follows. 
Stage 1) Use the space filling designs such as a LHD to obtain the initial 
data. Jones et al. (1998) recommends to select at least 10 
experimental points per dimension. Develop the surrogate model 
(the GP model is used here) and validate the GP model (see e.g. 
Bastos & O’Hagan (2009)). If the GP model is not valid, refine 
the surrogate model. 
Stage 2) Sequential calibration 
a. Apply the initial data to obtain the posterior calibration 
parameter distribution and the predictive distributions using the 
approach described in Sections 4.3.2 and 4.3.3. 
b. Use a design criterion to search for the optimal follow up 
design points. 




d. Use all the available data to obtain the updated posterior 
calibration parameter distribution and the predictive 
distributions. 
e. Iterate steps b to d until the stopping criterion is met. 
Stage 3) Validate the calibrated computer model as discussed in Section 
4.3.4. If the computer model is not valid, collect more data and 
revise the computer model until it is adequate for the intended use. 
Stage 4) Apply the calibrated and validated model for intended use. 
To implement stage 2, a sequential calibration approach is proposed and 
discussed in detail in Chapter 5. In step 2b to search for the optimal follow up 
design points, the design criteria discussed in Chapter 5 can be used, including 
the EIMSPE criterion, the entropy criterion, the improve EIMSPE criterion 
and the combined criteria. Stopping criterion is required in step 2e in the 
sequential calibration. If the entropy criterion alone is used to search for the 
optimal follow up design points, the stopping criterion such as when the 
change in the entropy value is small enough or when the available resources 
are exhausted can be applied, see Section 5.5.2. If the EIMSPE criterion or the 
improved EIMSPE criterion is used to search for the optimal follow up design 
points, the stopping criterion such as when the change in the EIMSPE value is 
small enough or when the available resources are exhausted can be applied, 
see Section 5.4.1. If the combined criteria are used to search for the optimal 
follow up design points, the stopping criterion can be defined as step e in the 
combined sequential approach in Section 5.9. 
6.4 Case Study 
The mitochondrial DNA deletions example is used as a case study to 
illustrate the integrated approach proposed for stochastic computer model 
calibration, validation and prediction. Henderson et al. (2009) described a 
biological model of mtDNA population dynamics which simulate the mtDNA 
deletion accumulation in substantia nigra neurons and the death of neurons. 
More description about this model can be found in Section 3.5.3. Due to the 
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complex nature of the real process and the limited data resources, it is 
important to calibrate the model well first. We use this model to illustrate the 
application and accuracy of the integrated approach. Similarly, the unknown 
parameters c1 and c3 are considered and their log-transformed parameters 
θ1=log(c1) and θ2=log(c3) are treated as calibration parameters.  
Henderson et al. (2009) provide the experimental data on the accumulation 
with age of mtDNA deletions in substantia nigra neurons. The observations for 
individuals with age 20, 32, 44, 56, 72, 75, 81 and 91 are used to calibrate the 
computer model and the remaining observations for individuals with age 19, 
42, 51, 77 and 89 are used to validate the calibrated computer model. For the 
age 51 individual, one extreme observation is eliminated for better illustration.  
The mean of the real-time polymerase chain reaction (RT-PCR) 
measurement of deletion accumulation iz  for each age i is taken as the real 
observed data from the real process. For the simulation data, the LHD method 
is used to select 140 initial input sets with the given normal priors of the 
calibration parameters and the uniform age x∈U(1,110). For each input set, we 
run the stochastic biological computer model with multiple replications until 
there are 10 cells surviving. The simulation output for ith input set is 
quantified by –log2(1-pi), where pi is the sampled proportion of deletions 
Y2i/(Y1i+Y2i). Then the mean of the 10 observed outputs for each input set is 
taken as the obtained simulation output. With these initial data, the GP model 
is first developed and the approach proposed by Bastos & O’Hagan (2009) is 
used to validate the GP model. The results show that the GP model is valid to 
represent the computer model in this example.  
For the sequential calibration, the real observed data is fixed and only 
computer experiments are available for the sequential design. The combined 
sequential approach proposed in Section 5.9 is used to select 10 follow up 
computer model design points for illustrative purpose. The calibration 
performance of the combined approach is compared to the EIMSPE based 
sequential approach proposed in Chapter 5.3. Figure 6.2 shows the marginal 
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posterior distributions of the calibration parameters for the different 
approaches together with their prior distributions. It can be seen that the 
uncertainty of the calibration parameters from the combined approach (with 
tighter posterior distributions) is smaller than the EIMSPE based approach 
(with more spread posterior distributions).  
For better comparison, a sample of posterior variance is obtained from 5 
macroreplications of each design. Then a two-sample t-test is used to compare 
the difference of the posterior variance between the two approaches. The 
results show that the combined approach has significantly smaller posterior 
calibration parameter variances (with mean variance 0.409 for θ1 and 0.278 for 
θ2) than the EIMSPE based approach (with mean variance 0.512 for θ1 and 
0.336 for θ2). This means the combined approach provides more precise 
calibration results. Compared to the prior distributions, Figure 6.2 also shows 
that the uncertainties about θ1 and θ2 have been reduced and the posterior 
mean and mode of θ2 have moved to the left. These results are similar to the 
results given by Henderson et al. (2009).  
 
Figure 6.2. Prior together with posterior distributions of θ1 (left) and θ2 (right) 
for the EIMSPE based sequential approach (EA) and the combined approach 
(CA). 
After calibration, the validation approach discussed in Section 4.3.4 is used 
to validate the calibrated model with the 5 remaining individuals’ observations. 
First, the predictive distribution of the inadequacy term can be obtained 
152 
 
according to Equation (4.17) and the 95% predictive interval at each 
individual age is obtained according to Equation (4.18). Then Δmin and Δmax 
are calculated according to Section 4.3.4. The maximum allowable deviation 
Δ0 between the computer model and the real process is specified as one 
standard deviation of the real observations for each individual age. Finally, the 
rules discussed in Section 4.3.4 are used to assess the validity. The results 
show that Δmax<Δ0 for all the 5 test ages. Therefore, the computer model is 
accepted at these ages.  
The validation results have also been illustrated by Figure 6.3, which shows 
the observed data together with the posterior predictive mean and the 95% 
predictive intervals obtained from the integrated approach at these ages. It can 
be seen that all the observations lie within the 95% posterior predictive 
intervals. This shows that the calibrated model predicts well for the real 
observations and is valid for further analysis. This result is similar to the result 
of Henderson et al. (2009). With an improved predictive performance, the 
calibrated and validated biological model can provide more reliable 
assessment of the real biological process for decision makers to make better 
intervention strategies.  
 
Figure 6.3. Posterior predictive means and 95% predictive intervals for the 
RT-PCR measurement of deletion accumulation; the circles denote the real 




When the computer model is used to represent and predict the real process 
or system’s behavior for better decision making, it is important to improve the 
calibration accuracy and assess the model validity so as to improve the 
predictive accuracy and capability. In this chapter, we provide a general 
framework to combine calibration, validation and prediction as a whole 
procedure. An integrated approach is then proposed to stochastic computer 
model calibration, validation and prediction based on this framework. A case 
study is used to illustrate the integrated approach. The results show that the 





This study contributes to the calibration of stochastic computer models. In 
this study, an efficient and effective automatic approach based on the 
stochastic approximation method is first proposed for stochastic computer 
model calibration. Then a surrogate based Bayesian approach is proposed for 
stochastic computer model calibration which accounts for various 
uncertainties. After that, the sequential calibration approaches based on 
different criteria are proposed and studied so as to efficiently use the limited 
data resources. Furthermore, an integrated approach is proposed for stochastic 
computer model calibration, validation and prediction. In this chapter, the 
study is concluded by summarizing the main findings and also the possible 
future works.  
7.1 Main Findings 
In this thesis, the using of the stochastic approximation methods to 
stochastic computer model calibration is first investigated in Chapter 3. In 
order to handle the difficulty of running complex computer models that are 
time consuming and computationally expensive, the feasibility and efficiency 
of applying SA methods (including gradient-based SA, FDSA, and SPSA) to 
the general stochastic computer model calibration are illustrated. The 
application of SA is translated into the calibration problem for stochastic 
computer models, and the convergence of the SA methods is proved when 
parameter uniqueness is assumed. A possible framework to apply SA is also 
provided when this assumption is not met.  
Several numerical examples are provided to illustrate the application of 
these SA methods for calibration and to compare the performance of these 
methods with another popular used direct method, GA. The numerical results 
indicate that SA is easy to understand (amid theoretical justifications) and 
simple to automate. Thus, the SA method seems to be a promising approach 
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for calibration when the cost of computation is high. Particularly, SPSA is one 
of the best choices when the dimension of the calibration parameter is high. 
Furthermore, an approach is provided to estimate the calibration parameter 
uncertainty based on asymptotic normality. Then their effects on the 
prediction uncertainty are analyzed using the delta method.  
The SA method discussed in Chapter 3 is an efficient and effective 
calibration approach which can be directly applied with limited data resources. 
However, this approach may not be efficient when the computer models are 
extremely time consuming and computational expensive as it usually requires 
a relatively large number of simulation runs before convergence. In this 
situation, the surrogate based methods are preferred as they are much more 
efficient by using the simpler surrogates instead of directly using the original 
complex computer models.  
In Chapter 4, a surrogate based Bayesian approach is proposed for 
stochastic computer model calibration and prediction. The proposed approach 
can account for various uncertainties including the calibration parameter 
uncertainty and it provides the analytical results for calibration and prediction. 
In the proposed approach, the posterior distribution of the calibration 
parameter and the predictive distributions for both the computer model outputs 
and the real process outputs are derived by combing all the available computer 
model data and the real observations. The predictive distribution for the 
inadequacy term is also derived which measures the discrepancy between the 
computer model and the real process. Two numerical examples are provided to 
illustrate the accuracy of the proposed Bayesian calibration approach. The 
numerical results indicate that the proposed approach performs well in both 
calibration and prediction.  
The approach proposed in Chapter 4 is a one-time calibration approach. To 
further efficiently use the limited data resources to obtain more accurate 
calibration parameter and improve the model predictive performance, the 
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sequential calibration approach is more favorable as it can allocate resources 
more efficiently.  
In Chapter 5, a general two-stage sequential approach is proposed which 
can improve the calibration accuracy and the predictive performance by 
effectively allocating the limited resources. In this sequential approach, 
different criteria are provided and studied, including the EIMSPE criterion and 
the entropy criterion.  
First, an EIMSPE based sequential calibration approach is proposed which 
is to reduce the overall prediction error. The results from the two numerical 
examples show that the EIMSPE based sequential approach performs better 
than the one-stage approach in both calibration and prediction. Then an 
entropy based sequential approach is proposed for stochastic computer model 
calibration which is directly to improve the calibration accuracy. Moreover, an 
improved EIMSPE based sequential approach is provided to overcome the 
shortcomings of the EIMSPE based sequential approach.  
Two examples are used to illustrate the performance of the entropy based 
sequential approach and the improved EIMSPE based sequential approach by 
comparing with the EIMSPE based sequential approach. The results show that 
the improved EIMSPE based sequential approach has better calibration and 
prediction performance than the EIMSPE based sequential approach. The 
entropy based sequential approach always has the best calibration performance 
and sometimes even has better predictive performance. This is because that the 
entropy based sequential approach with more accurate calibration parameter 
value may also result in more accurate surrogate model. Hence better 
predictive performance can be obtained.  
As the predictive performance is usually the final objective of using the 
computer model, it is required to calibrate the computer model sufficiently but 
not expected to waste resources to over calibrate the computer model. 
Therefore, a combined approach that combines entropy criterion and the 
improved EIMSPE criterion is provided to improve the performance of both 
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calibration and prediction by effectively allocating the resources. The results 
of an illustrative example indicate the advantage of using the combined 
approach.  
When the computer model is used to represent and predict the real process 
or system’s behavior for better decision making, it is important to improve the 
calibration accuracy and assess the model validity so as to improve the 
predictive accuracy and capability. In Chapter 6, a general framework is 
provided to combine calibration, validation and prediction as a whole 
procedure. An integrated approach is then proposed to stochastic computer 
model calibration, validation and prediction based on this framework. A 
practical example is used to illustrate the integrated approach. The results 
show that the integrated approach performs well in calibration, validation and 
prediction. 
7.2 Future Works 
The current work can be extended in several directions. 
1. For the SA methods in Chapter 3, future works include considering the 
calibration parameter non-uniqueness problem in further detail and 
incorporating uncertainty and sensitivity analysis in the application of 
the calibration model. 
2. For the Bayesian calibration approach in Chapter 4, it is assumed that 
the stochastic error has a constant variance and is independent of the 
design variable and the calibration parameter. This may not be the case 
in some situations. Therefore, one possible important future work is to 
take into account the dependency of the input parameters.  
3. For the Bayesian calibration approach, the mathematically convenient 
conjugate priors are assumed for the unknown parameters. A more in 
depth study on the effects of different priors is also an area for further 
study. 
4. In the proposed calibration approaches, a computer model is used to 
represent or predict the real process, and a GP model is used as a 
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surrogate model to the computer model for its generality and flexibility. 
However, in many real applications, there may be several possible 
computer models that can be used and the GP model may not be the 
best surrogate model in all situations. Therefore, the computer model 
form uncertainty and surrogate model uncertainty are important issues 
to be addressed in the future work.  
5. In the proposed Bayesian calibration approach discussed in Chapter 4, 
some parameters are estimated. However, the results from Section 5.2 
show that their estimation may not be accurate when the calibration 
parameter is not accurate and this may further influence the predictive 
performance. Therefore, one important future work is to provide a 
criterion that design on all the estimated parameters so as to better 
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Proof of Proposition 4.1 
First, integrate out β: 
{ }
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with A-1=[H(θ)TVd(θ)-1H(θ)+(σS2V)-1] and υ=[H(θ)TVd(θ)-1d+(σS2V)-1b].  
To prove 1/21exp / 2 exp / 2T T TA d A Aβ β υ β β υ υ−   − + ∝   ∫ , we consider a 
multivariate normal distribution NN+n(Aυ,A). As  
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rearranging the terms gives the results. 
Second, integrate out σS2: collecting all the terms that dependent on σS2 and 
integrating out it we obtain  
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Proof of Proposition 4.5 
Given that 0( ( ), )T TS x y  is a multivariate normal distribution given the 
parameters βS, σS2, ϕS, τ12 and θ, we can obtain the conditional distribution of 
S(x0) based on y  and these parameters:  
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This gives us 2 20 1( ( ) | , , , , , )S S Sp S x y β σ φ τ θ . Assume that ϕS and τ12 are 
known, we can obtain the predictive distribution of S(x0) conditional on y , ϕS, 
τ1
2 and θ by integrating out βS and σS2: 
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= ∫
.  (B.1) 
As βS and σS2 are assumed to be independent of θ, p(βS,σS2| y ,ϕS,τ12,θ) in the 
right hand side of Equation (B.1) can be obtained from 
2 2 2 2 2
1 1( , | , , ) ( , ) ( | , , , )S S S S S S S Sp y p p yβ σ φ τ β σ β σ φ τ∝ . Since p(βS,σS2) and 
p( y |βS,σS2,ϕS,τ12) are known, the form of (B.1) can be obtained. To integrate 
out βS and σS2 is similar in spirit to that of Appendix A. After integrating out βS 
and σS2, we have Proposition 4.5. 
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