Correlated evolution among traits can happen due to genetic constraints, on-10 togeny, and selection and have an important impact on the trajectory of phenotypic evolution. 11 Thus, shifts in the pattern of evolutionary integration may allow the exploration of novel regions 12 of the morphospace by lineages. Here we use phylogenetic trees to study the pace of evolution of 13 several traits and their pattern of evolutionary correlation across clades and over time. We use 14 regimes mapped to the branches of the phylogeny to test for shifts in evolutionary integration. 15 Our approach incorporates the uncertainty related to phylogeny, ancestral state estimates and 16 parameter estimates to produce posterior distributions using Bayesian Markov chain Monte 17 Carlo. We implemented the use of summary statistics to test for regime shifts based on a series 18 of attributes of the model that can be directly relevant to biological hypotheses. In addition, 19 we extend Felsenstein's pruning algorithm to the case of multivariate Brownian motion models 20 with multiple rate regimes. We performed extensive simulations to explore the performance of 21 the method under a series of scenarios. Finally, we provide two test cases; the evolution of a 22 novel buccal morphology in fishes of the family Centrarchidae and a shift in the trajectory of 23 evolution of traits during the radiation of anole lizards to the Caribbean islands. 24 25
Patek, our approach has good performance under diverse scenarios of correlated evolution. 148 
Methods

149
A new pruning algorithm for multivariate Brownian motion with multiple regimes 150 To test for shifts in the pattern of evolutionary integration among traits we need to estimate the 151 rates of evolution for the individual traits and their evolutionary covariation, i.e. by estimating 152 the evolutionary rate matrix (R; Revell and Harmon, 2008) . Revell and Collar (2009) derived 153 a general form of the likelihood function for the model that allows for several independent 154 matrices assigned to different branches of the phylogenetic tree.
Where y is a vector of length n · r derived by concatenating the columns of a n by r matrix 156 of trait values for n tips and r traits; D is a n · r by r design matrix composed of 1 for each (i, j) computation of the matrix inversion and determinant by applying Cholesky factors (Gustavson et al., 2010; Clavel et al., 2015) whereas Goolsby (2016) recently introduced the use of pairwise 173 composite likelihoods, which consists of the product of the pairwise likelihoods computed for 174 all combinations of traits. These methods reduce the computational time for the evaluation of 175 the likelihood but are still more time consuming than the pruning algorithm (Felsenstein, 1973; 176 Freckleton, 2012; Caetano and Harmon, 2017) . Here, we expand the pruning algorithm applied 177 to the multivariate Brownian motion model (Felsenstein, 1973; Freckleton, 2012) to compute 178 the likelihood even when multiple evolutionary rate matrices are fitted to different branches of 179 the phylogenetic tree. This algorithm is implemented in the R package ratematrix (Caetano 180 and Harmon, 2017) and we provide a detailed description in the Supplementary Material.
181
MCMC prior densities and sampling strategy 182 We have developed and implemented a Bayesian method to estimate one or more evolutionary 183 rate matrices from phylogenetic comparative data. Our primary objective is to provide a 184 framework to incorporate uncertainty in the estimates of R as well as to build a flexible model 185 to study shifts in evolutionary integration across clades and over time. Our method requires 186 a phylogenetic tree with branch lengths, continuous data for two or more traits for each tip 187 species, and it uses Metropolis-Hastings Markov chain Monte Carlo (MCMC, Metropolis et al., 188 1953; Hastings, 1970) . 189 We model the prior density for the vector of root values (a) as an uniform or normal 190 distribution and we use an uniform sliding window proposal density to sample the root value 191 for every trait simultaneously. In contrast, the prior density and sampling scheme for the 192 evolutionary rate matrix requires more elaboration because variance-covariance matrices are 193 positive definite and are relatively hard to be estimated. We model R with two independent 194 distributions; one for the vector of standard deviations and another for the correlation matrix 195 (Barnard et al., 2000; Zhang et al., 2006) . This method allows the prior density for the rates 196 (vector of standard deviations) to be parametrized independently of the evolutionary integration 197 (correlation matrix). Under this parametrization, one can assign any distribution of positive 198 real values to the vector of standard deviations (here we use an uniform or a exponential density) 199 and the correlation matrix is modelled as the Cholesky decomposition of variance-covariance 200 matrices sampled from an inverse-Wishart distribution (Zhang et al., 2006) . This parameter 201 extension approach is named 'separation-strategy ' (Barnard et al., 2000; Zhang et al., 2006) 202 because it relies on the independent modelling of the vector of standard deviations and the 203 correlation matrix that together compose the evolutionary rate matrix. The advantage of 204 the separation-strategy is twofold; it allows for intuitive modelling of rates of evolution and 205 evolutionary integration and it is an efficient proposal scheme, because matrices are guaranteed 206 to be positive definite at every draw (Barnard et al., 2000; Zhang et al., 2006) .
207
Incorporating uncertainty in regime configurations and phylogenetic trees attributes of the R matrix, such that one can collapse the rates of evolution of the traits into 262 a single regime while accepting a shift in the pattern of evolutionary correlation among traits.
263
Simulation study 264 We performed simulations to test the performance of our Bayesian MCMC estimates and the 265 use of summary statistics under different scenarios of correlated and uncorrelated evolution.
266
For each simulation we used rejection sampling to generate a phylogenetic tree with 200 tips 267 and at least one monophyletic clade containing 50 tips under a birth-death model. Then, we 268 simulated data using a multivariate Brownian motion model for three continuous traits with 269 two evolutionary rate matrix regimes, one for the 50 tips clade and another for the background 270 group (Fig. 1 ). We performed four simulation scenarios: no shift (equal matrices), shift of 271 orientation (positive versus negative evolutionary correlations), shift of rates (same evolutionary 272 correlation but varying rates of evolution), and shift of integration (same rates but different 273 degrees of evolutionary correlation). We applied two treatments for the scenario of shift of 274 rates and shift of integration by varying the magnitude of the shifts. Figure 2 shows the total 275 number of simulation treatments and their true parameter values.
276
For all simulations we used a uniform prior for the vector of standard deviations, a marginally 277 uniform prior for the correlation matrix (Barnard et al., 2000) , and a multivariate normal prior 278 for the vector of phylogenetic means centered in the mean of the tip data for each trait and 279 with standard deviation equal to two times the standard deviation of the tip data ( Fig. 3 and used the package 'phytools' (Revell, 2012) to estimate the transition rates between the 342 states in both directions using an unconstrained model (e.g., the 'all rates different' model) and 343 to perform 100 stochastic mapping simulations. We set the model to estimate one R matrix for each mapped state ('island' or 'mainland') and we used the pool of 100 stochastic maps in the likelihood estimate is definitely faster, since the MCMC chain requires many more evaluations of the likelihood function. However, our new extension of Felsenstein (1973) pruning algorithm 432 applied when multiple R matrices are fitted to the same tree reduces the computation time of 433 the likelihood for the model significantly. The integration of uncertainty in parameter estimates 434 provided by the posterior distribution and the use of summary statistics to describe patterns 435 in the data that can be directly relevant to our biological predictions are significant rewards 436 for the longer time invested in data analysis.
437
The use of summary statistics to evaluate the overlap between the posterior distributions 438 of parameter estimates from different regimes is a intuitive and reliable framework to make 439 decisions of whether or not the data show a strong signal for multiple regimes. Our simulations 440 showed that results from this approach are, in average, congruent with the likelihood ratio test.
441
More importantly, summary statistics computed from the posterior distribution can recognize 442 meaningful discrepancies between distinct evolutionary rate matrix regimes across a series of 443 simulation scenarios. In this study we focused on the evolutionary rates for each trait (ss-rates) to extend such tests to be focused on any attribute of the evolutionary rate matrix that might 518 fit the biological predictions of a specific study. Another important advantage of simulation based approaches, such as the Bayesian MCMC, is that proposals can be modified to integrate 520 over different number of regime configurations, distinct models of trait evolution, and even 521 simultaneously estimate parameters for the trait evolution model and the phylogenetic tree.
522
Thus, our implementation lays the groundwork for future advancements towards flexible models 523 to explore multiple facets of the evolution of integration over long time scales using phylogenetic 524 trees. Integration among traits is a broad and yet fundamental topic in evolutionary biology.
525
Understanding the interdependence among traits over the macroevolutionary scale can be key 534 Table 1 : Proportion of simulation replicates showing support for two R matrix regimes under likelihood ratio test (LRT) and using summary statistics computed from the posterior distribution of parameter estimates. The 'ss-overall' summary statistics compares the entire evolutionary rate matrix, 'ss-rates' refers to the rates of evolution for the individual traits and 'ss-correlation' represents only the structure of evolutionary correlation among traits. Simulations were performed with no shift (Single), shift of orientation (Orient), weak shift of rates (Rates I), strong shift of rates (Rates II), weak shift of integration (Integ I), and strong shift of integration (Integ II). Figure 2 show the true value for each simulation and a plot of the posterior distribution of one simulation replicate and S1 show the posterior distribution of root values. Figure 1 : Example of phylogeny used for the simulation study. We simulated phylogenies with 200 tips using a homogeneous birth-death model. Then, we randomly selected one node with exact 50 daughter tips to set the location of the transition between the background rate regime R 1 and the focus clade regime R 2 showed in red. Estimates for the background regime are showed in black and for the focus regime in red (see Fig. 1 Figure S2 : Example of posterior distribution of root values for the six simulation treatments with three traits each using a uniform prior for the vector of root values. Simulation treatments are the same as showed on Figure 2 and Figure S1 . The true value for the ancestral state of each trait in all simulations was equal to 10. The pruning algorithm used to calculate the likelihood of multiple R matrices fitted to the tree Here we describe in details the pruning algorithm (Felsenstein, 1973 (Felsenstein, , 1985 applied to calculate the log-likelihood of a multivariate Brownian motion model in which the rates vary throughout the branches of the tree. The pruning algorithm explores the property that trait changes in each of the branches can be modelled independently and applies a multivariate normal density to compute the likelihood of evolutionary changes at each branch assuming a Brownian motion model (Felsenstein, 2004; Freckleton, 2012) . When multiple rate regimes are fitted to a phylogeny, the likelihood is often computed by scaling the branch lengths by the rates (e.g., Eastman et al., 2011) . However, this procedure is not applicable to the multivariate case, since the product of the length of a branch and the BM rate is a matrix. We derived the pruning algorithm for multiple rate regimes by following the same procedures described by Felsenstein (1973, 2004) , but assuming that all rates are multivariate, that rates are different at each branch and that branches can have more than one rate regime (after Revell and Collar, 2009 ).
This algorithm completely avoids the calculation of the matrix inverse and the determinant of the phylogenetic covariance matrix (C) or the Kronecker product between R and C matrices.
However, the inverse of the R matrix, which will have dimensions equal to the number of traits in the data set, is still required.
In this extension of the algorithm, each branch of the phylogeny can be assigned to one or more evolutionary rate matrix (R) regimes and the sum of the portions of the branch assigned to each regime need to be equal to the total length of that branch (Revell and Collar, 2009) .
We demonstrate that the algorithm yields the same likelihood as in Felsenstein (1973) and Freckleton (2012) by showing that all calculations converge when a single regime is fitted to tree. The pruning algorithm works by visiting the tips and going down node by node. At each step the contrast between two tips is computed and a new "phenotype" value replaces the two original tips, becoming the new tip. The likelihood of the contrast is calculated and we move to the next contrast until we reach the root node. From here on we will refer to the following phylogenetic tree as an example:
Where x i is a vector with r trait values for tip i and v i is the branch length leading to tip or node i. We will refer to the node representing the common ancestor of tips 1 and 2 as the node 4 and the node representing the common ancestor of all tips as the root node. The method works as following:
1. Calculate the contrast. Choose a pair of tips i and j with a unique and exclusive common ancestor k. In our example, the selected species are 1 and 2. Compute the
2. Compute the log-likelihood. Use the vector of contrasts (u ij ), the number of traits in the data (r), the branch lengths (v i and v j ), and the length of the branches assigned to each of the k evolutionary rate matrix regimes (Revell and Collar, 2009 ) to compute the log-likelihood:
If we assume a single evolutionary rate matrix is fitted to the whole tree, equation 1 reduces to equation 10 in Freckleton (2012):
We know, from equation 1, that the sum of the portions of the branch length assigned to each regime is equal to the total length of the branch. Then:
S i = Rv i as well as S j = Rv j and S i + S j = R(v i + v j )
Substituting into equation 1, we have:
Which is the same as equation 10 in Freckleton (2012) 1 .
3. Calculate the new phenotype vector x n for the node n. This quantity is originally calculated as the weighted average of the vector of species means for species i and j with weights equal to the length of the branches v i and v j . For the case of a single trait, x 1i and x 1j , we would have:
When σ 2 i = σ 2 j , equation 3 becomes equivalent to equation 7 in Felsenstein (1973) and the rates of each branch can be omitted. However, here we assume that rates are different in every branch, that the evolutionary covariance among traits are non-zero and that more than one rate regime can be assigned to the same branch. As a result, the rates need to be represented as variance-covariance matrices (R 1 , R 2 , . . . , R k ) and the sum of the product between the portions of each branch and their rate regimes is given by the matrices S i and S j (see equation 1). By expanding equation 3, we have:
x n = S i (S i + S j ) −1 x j + S j (S i + S j ) −1 x i (4) 1 Note that the published equation in Freckleton (2012) has a printing error. The corrected form is L = − 1 2 k log(2π) + log |C| + k log V i + u t i C −1 ui Vi . The correct form can be appreciated in the function 'clik-General' on line 393 of the Supporting Information file MEE3 220 sm demo.R available online (Freckleton, 2012) .
In the first step of our example, we calculate the phenotype value for the node 4 (x 4 ).
Then, we prune the tips 1 and 2 from the tree, leaving only the tip 3 and the new tip 4 with vector of trait values x 4 . The next contrast will be calculated between x 4 and x 3 .
4.
Compute the variance of x n . After computing the vector of trait values for the node n, we need to calculate the variance associated with the uncertainty in the estimation of x n . This uncertainty is added to the variance of the branch immediately bellow the node n. For a single trait and we would have:
Where m, . . . , n are the indexes for the branches that connect the root to the node n of the tree. Again, when a single rate regime is fitted to the tree, equation 5 is equivalent to equation 9 in Felsenstein (1973) . For the multivariate case, this quantity becomes a variance-covariance matrix which is added to S n (the branch length below the node n multiplied by the rate regimes; see equation 2) and can be calculated as:
var[x n ] = (S i ) −1 + (S j ) −1 −1 + S n
The equivalence between equations 5 and 6 can be easily verified by checking the computation of the harmonic mean of matrices. For two scalar quantities the harmonic mean is given by 2 a b a+b whereas for matrices we have ((A) −1 + (B) −1 ) −1 .
5.
Repeat. Steps 1 to 4 are repeated until only two tips remains. The root node will have a zero contrast. The variance associated with the root node is computed as:
var[root] = (S i ) −1 + (S j ) −1 −1 (7)
6. Compute the final log-likelihood. The final log-likelihood conditioned on the phylogenetic tree, rate regime and trait data is computed as the sum of all partial (node-by-node) log-likelihoods computed in step 2.
