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2   Introduzione
La   trasformazione  della   rete   Internet   da   semplice   struttura   di   trasporto   dati   ad   una 
complessa architettura per il supporto di servizi eterogenei ha portato ad un requisito che 
l'Internet originaria non richiedeva: la Qualità del Servizio (QoS – Quality of Service).
Il supporto della QoS è oggi uno degli elementi portanti nello sviluppo della rete Internet 
e   l'evoluzione  delle   architetture   ha   ormai   superato   il   semplice  modello   Best   Effort 
dell'Internet originaria tanto da coniare il termine “Next Generation Internet”.
In   questo   nuovo   contesto   l'Internet   Traffic   Engineering   (TE)   è   divenuto   un   aspetto 
estremamente   importante   nel   processo   di   gestione   della   QoS.   Il   TE   si   occupa   di 
ottimizzare  l'utilizzazione delle risorse della rete e  le performance del  traffico servito 
attraverso la scelta dei percorsi da utilizzare per l'instradamento dei dati. Il TE moderno 
ha  come base  l'architettura MPLS­TE che,   a  differenza del   routing destination­based 
dell'IP classico, consente un controllo completo sui percorsi che un dato aggregato di 
traffico deve seguire. Il TE non deve comunque essere identificato con la QoS, il primo è 
un mezzo necessario per consentire  il   raggiungimento di  determinati  livelli  di  QoS e 
costituisce solo una parte del processo di gestione della qualità del servizio. La QoS deve 
poi essere tradotta in termini concreti che riguardano il trattamento ricevuto dai singoli 
pacchetti in termini di ritardo, jitter, packet loss, ecc. L'architettura IntServ (Integrated 
Services) è stata introdotta proprio per permettere di fornire tali garanzie sui pacchetti di 
un determinato flusso di traffico. La QoS viene garantita riservando esplicitamente delle 
risorse al flusso, questa operazione comporta tuttavia il mantenimento di informazioni di 
stato a livello di singoli flussi di dati provocando gravi problemi di scalabilità. Questo 
problema ha portato alla definizione dell'architettura DiffServ (Differentiated Services) 
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che cerca di ovviare ai problemi di IntServ gestendo la QoS a livello di classi di servizio 
anziché   di   singoli   flussi.   L'allocazione   delle   risorse   e   quindi   il   mantenimento   di 
informazioni di   stato   avviene a   livello  di  aggregati  di   traffico ovvero un  insieme di 
microflussi che appartengano alla stessa classe di servizio. 
La definizione di classi di servizio introdotta da DiffServ ha portato alla necessità di poter 
differenziare   il   traffico anche a   livello di  Traffic  Engineering permettendo quindi   di 
definire obiettivi di ottimizzazione diversi per classi di servizio diverse.   L'architettura 
Diffserv­TE   è   stata   introdotta   proprio  per   fornite   tale   supporto,   le   risorse  della   rete 
possono essere   suddivise  fra più   classi   attraverso  l'utilizzo dei  bandwidth  constraints 
models (BCM) che sono sostanzialmente dei modelli di allocazione della banda dei links.
Lo scopo di questa tesi è quello di analizzare il comportamento di alcuni algoritmi di 
calcolo dei paths adattandoli all'ambiente MPLS Diffserv­TE,  determinando inoltre come 
l'introduzione dei  bandwidth constraints incida su alcune performance tipiche del Traffic 
Engineering. L'analisi riguarderà in dettaglio tre algoritmi di constraints based routing: il 
Minimum Hop Algorithm (MHA), lo Shortest Distance (SD o CSPF) ed il Minimum 
Interference Routing (MIRA). Questi tre algoritmi verranno testati nell'ambiente Diffserv­
TE utilizzando il Maximum Allocation Model (MAM) ed il Russian Dolls Model (RDM) 
in scenari con e senza preemption. Il lavoro di analisi ha inoltre richiesto lo sviluppo e 
l'estensione di alcune componenti del simulatore NS2, lo strumento utilizzato per l'analisi 
simulativa.   Il   documento   è   strutturato   nel   modo   seguente:   il   capitolo   1   presenta 
l'architettura Diffserv­TE e gli algoritmi di CBR valutati; nel capitolo 2 viene presentato il 
lavoro di  estensione e sviluppo delle componenti   richieste per  il   simulatore NS2; nel 
capitolo 4 sono presentati i risultati dell'analisi simulativa; infine il documento si chiude 
con il capitolo 5 che riporta le conclusioni derivanti dal lavoro svolto.
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3  Diffserv­aware Traffic Engineering
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3.1   Traffic Engineering e qualità del servizio
3.1.1   Traffic Engineering
L'ingegneria del traffico(Traffic Engineering, TE) consiste in un insieme di metodologie 
che hanno come obiettivo l'ottimizzazione delle prestazioni di una rete. Le prestazioni che 
si cerca di ottimizzare attraverso il TE possono essere:
● Orientate al traffico
In questo caso si cerca di ottimizzare la QoS dei flussi di traffico che attraversano 
la rete. La QoS può essere migliorata ottimizzando numerose metriche quali il 
ritardo, il jitter, la packet loss, ecc. Con l'introduzione dei Differentiated Services 
(Diffserv)   e   dei   Service   Level  Agreements   (SLA)   l'ottimizzazione  di   queste 
metriche si è fatta ancora più importante per cui risulta vitale ricorrere al TE per 
fornire efficacemente tali tipi di servizi. 
● Orientate alle risorse
Gli obiettivi orientati alle risorse consistono nell'ottimizzare l'utilizzazione delle 
risorse di rete disponibili. Il tipico esempio è quello del bilanciamento del traffico 
che consente di evitare situazioni in cui parte della rete è congestionata mentre 
un'altra   parte   risulta   sottoutilizzata.   In   questo   esempio   si   otterrà,   oltre   ad 
un'ottimizzazione delle risorse, anche un miglioramento delle prestazioni legate al 
traffico; tuttavia è possibile ottimizzare le risorse della rete anche da un punto di 
vista economico minimizzando i costi della rete e/o massimizzando i ricavi forniti 
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da essa. 
Il TE costituisce principalmente un problema di controllo nel quale, dati degli obiettivi, si 
eseguono delle   azioni  sulla  rete   tali   da portare questa  nello  stato  desiderato.  Questo 
processo di   controllo   può   essere  riassunto   in  quattro   fasi:   definizione degli  obiettivi 
(politica di controllo), monitoraggio dello stato della rete, caratterizzazione del traffico e 
manipolazione della rete al fine di guidarne lo stato (azioni di controllo). Le azioni di 
controllo consistono nella manipolazione di parametri che permettono di modificare lo 
stato della rete, idealmente si possono avere tre classi di parametri:
● Parametri relativi al traffico
Si tratta di quei parametri che caratterizzano il traffico della rete come ad esempio 
il rate medio, il rate massimo, la priorità, ecc.
● Parametri relativi alle risorse della rete (attributi e vincoli)
Sono parametri  che consentono di caratterizzare le risorse della rete attraverso 
attributi amministrativi per i link, vincoli sull'utilizzazione delle risorse, ecc. 
● Parametri relativi al routing
Sono composti da tutti quei parametri che consentono di modificare il piano di 
routing all'interno della rete.
L'ultimo punto è   uno dei più   delicati,  se  non  si  è   in  grado di  controllare  il   routing 
all'interno della rete risulterà molto difficile raggiungere gli obiettivi di ottimizzazione 
voluti. Per questo motivo il routing destination­based utilizzato nel protocollo IP non è più 
sufficiente dato che tutto il traffico diretto verso una certa destinazione seguirà lo stesso 
percorso. Una politica di Traffic Engineering richiede di poter differenziare il traffico ed 
instradarlo  nella   rete   in  modo  tale   da   raggiungere  determinati   obiettivi   che  possono 
riguardare, come detto in precedenza, la QoS fornita al traffico e/o un ottimale utilizzo 
delle risorse della rete. Dunque è chiaro che lo schema di routing destination­based pone 
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dei  forti   limiti  a  questa politica,  per questi   (ed altri)  motivi  il  Traffic Engineering si 
appoggia   sulla   tecnologia   MPLS   che,   come   vedremo,   fornisce   molti   strumenti 
indispensabili per applicare le politiche descritte in precedenza.  
3.1.2   Multiprotocol Label Switching (MPLS)
In questo paragrafo diamo una breve introduzione dell'architettura MPLS con particolare 
riguardo alle sue applicazioni nel Traffic Engineering (MPLS­TE). Come accennato nel 
paragrafo precedente il forwarding destination­based del protocollo IP pone dei seri limiti 
sia all'applicazione delle politiche di traffic engineering, sia al controllo della qualità del 
servizio   fornita   dalla   rete.   La   tecnologia  MPLS   consente   di   superare  questo   limite 
separando completamente le operazioni di routing (Control Plane) da quelle di forwarding 
(Data Plane), questo avviene inserendo un ulteriore livello nella pila protocollare, che va 
ad inserirsi fra il livello di collegamento (Layer2) ed il livello di rete (Layer3), nel quale il 
forwarding dei pacchetti non avviene più sulla base del destination address ma sulla base 
della label, in MPLS si parla quindi di label switching.
La label è un'intestazione posta in testa ad un pacchetto IP utilizzata per le operazioni di 
forwarding dei pacchetti, ogni MPLS Label Switching Router (LSR) effettua il forwarding 
dei pacchetti sulla base del valore dalla label. Attraverso un table lookup la label dei 
pacchetti in ingresso (incoming label) su un'interfaccia (incoming interface) viene tradotta 
in una nuova label in uscita (outgoing label) e interfaccia d'uscita (outgoing interface). La 
label del pacchetto viene quindi sostituita con l'outgoing  label dopodiché   il  pacchetto 
viene rilanciato sull'interfaccia d'uscita.  La  tabella utilizzata  per questa  operazione di 
“label swapping” è chiamata Label Forwarding Information Base (LFIB). All'interno del 
domino MPLS il percorso seguito da un pacchetto è quindi determinato dalla serie di label 
che vengono apposte ad ogni hop, questo percorso è chiamato Label Switched Path (LSP), 
è chiaro che tutti i pacchetti che entrano nel domino MPLS con una data label seguono 
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tutti lo stesso LSP. L'assegnazione di un pacchetto IP ad un dato LSP avviene agli edge 
LSR del domino MPLS e si basa sul concetto di Forwarding Equivalence Class (FEC). Un 
FEC è costituito da un insieme di valori utilizzati per la classificazione di un pacchetto. 
Questa classificazione risulta particolarmente flessibile dato che può basarsi su molteplici 
caratteristiche del pacchetto che vanno dal semplice destination address fino ad insiemi di 
attributi quali la porta sorgente, la porta di destinazione, il campo ToS, ecc. Ad ogni FEC 
è associata una label che verrà assegnata a tutti i pacchetti che matchano quel FEC e che 
determina univocamente l'LSP seguito dal pacchetto nel domino MPLS. Gli Edge LSR 
contengono dunque una tabella chiamata Forwarding Information Base (FIB) la quale 
contiene binding <FEC, label> da utilizzare per porre la label all'ingresso dei pacchetti nel 
domino MPLS,   questa   operazione   è   detta   “label   imposition”.  All'uscita   del   dominio 
MPLS gli   edge  LSR si  occupano   infine  di   rimuovere   la   label  (label disposition)  ed 
instradare   il   pacchetto   così   come  avviene nel   protocollo   IP   classico   (in   presenza di 
Penultimate Hop Popping questa operazione, per motivi di maggior efficienza, è fatta dal 
penultimo LSR dell'LSP).
Il Control Plane di MPLS è responsabile della distribuzione delle informazioni di routing 
fra   gli   LSR  e   della   conversione  di   queste   informazioni   nelle   tabelle   di   forwarding 
utilizzate dal Data Plane descritto in precedenza. La distribuzione delle informazioni di 
routing può essere effettuata da tutti i classici protocolli di routing del mondo IP (OSPF, 
BGP, ecc). Sono poi necessarie altre procedure, per il binding tra label e FEC e per la 
distribuzione di queste informazioni agli LSR. Il lavoro di questa tesi è concentrato sul 
constraints  based  routing per cui non descriveremo ulteriormente  il  Control  Plane di 
MPLS. Nel  CBR  il  paths di  un  LSP è   calcolato  al  nodo sorgente ed  il   setup viene 
effettuato tramite protocolli di segnalazione e distribuzione della label quali RSVP­TE e 
CR­LDP. Tramite questi protocolli le label ed i relativi mapping vengono installati negli 
LSR lungo il path desiderato.
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3.1.3   Differentiated Services (Diffserv)
Come accennato nell'introduzione l'architettura Diffserv è nata con lo scopo di rimediare 
ai problemi di scalabilità di IntServ. L'idea alla base di Diffserv è quella di definire delle 
classi di servizio (Classes of Service o CoS) che accolgano aggregati di traffico e gestire 
la   QoS   a   livello   di   classi   di   servizio   anziché   a   livello   di   singolo   flusso   di   dati. 
L’appartenenza di  un  flusso dati   ad un aggregato  di   traffico determina quale  sarà   il 
trattamento riservato ai pacchetti di quel flusso nei nodi della rete. DiffServ consente 
infatti la gestione delle risorse interne ai nodi con un meccanismo di tipo per­hop. Non vi 
è   alcun   concetto   di   percorso   del   flusso   dati   come  in   IntServ   poiché   l’approccio  è 
completamente connectionless.  Il   trattamento  riservato ad un aggregato di   traffico da 
parte di un singolo nodo Diffserv è definito Per Hop Behaviour (PHB). L'appartenenza di 
un   dato   pacchetto   ad   una   certa   CoS   è   determinata   dal   contenuto   del   campo   ToS 
dell'header IP. Questa informazione, denominata Diffserv Code Point (DSCP), consente 
ad ogni  nodo di  determinare il  PHB da applicare al pacchetto. Il  servizio end­to­end 
ricevuto  da  un  pacchetto  è   quindi  dato  dall'insieme dei  PHB che  i   singoli  nodi   del 
percorso applicano ad esso. 
Affinché MPLS possa supportare DiffServ, è necessario che gli LSR determinino il DSCP 
dei pacchetti senza accedere all'header IP. Gli LSR, infatti, non analizzano l'header IP 
poiché   effettuano   le   operazioni   di   forwarding   basandosi   esclusivamente   sulla   label 
contenuta nello shim­header di MPLS. Le soluzioni proposte sono due. La prima prevede 
di mappare il DSCP del pacchetto sul campo Exp dello shim header. In questo modo gli 
LSR   possono   determinare   il   DSCP   dal   mapping   Exp­>DSCP   configurato   su   essi. 
L’inconveniente di questo approccio è dato dalla ridotta dimensione del campo Exp (3 bit) 
rispetto a quella del campo ToS (6 bit). Con questa soluzione si possono supportare al 
massimo otto diversi DSCP (e quindi otto diversi PHB). Un LSP per il quale il campo Exp 
è utilizzato in questo modo prende il nome di E­LSP.  
La seconda soluzione proposta prevede di  utilizzare  la  label stessa per determinare  il 
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DSCP, in pratica la coppia <label, exp> consente di determinare il DSCP del pacchetto. 
Questa   soluzione  supera  il   limite   al   numero   di   PHB   configurabili   tuttavia   richiede 
un'estensione nella segnalazione dei binding <FEC,label> utilizzati dal Control Plane di 
MPLS che ora devono riportare anche il PHB associato alla label; i nuovi binding saranno 
quindi del tipo <FEC, label, PHB>. Gli LSP per cui il PHB è determinato dalla label nel 
modo appena descritto sono definiti L­LSP.
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3.2   Diffserv­aware Traffic Engineering (DS­TE)
3.2.1   Introduzione
Nei paragrafi precedenti abbiamo visto come l'ottimizzazione delle risorse della rete e la 
gestione della QoS siano problematiche strettamente legate tuttavia il Traffic Engineering 
non deve essere confuso con la qualità del servizio (QoS) e le tecnologie mirate ad essa 
come   Diffserv.   Le   politiche   di   Traffic   Engineering   sono   comunque   un   elemento 
indispensabile per fornire, in modo efficiente, la QoS. Al fine di ottenere una più efficace 
ottimizzazione delle risorse e delle performance della rete si pone quindi la necessità di 
poter distinguere le varie classi di servizio anche a livello di Traffic Engineering anziché 
trattare aggregati di traffico indistinti. L'obiettivo dell'architettura Diffserv­TE è dunque 
quello di mappare le risorse della rete sulle varie classi di  servizio in modo da poter 
considerare i diversi requisiti di ogni classe e garantire che il traffico di una data classe 
utilizzi  le risorse allocate a quest'ultima. In conclusione l'architettura Diffserv­TE può 
essere vista come un ulteriore passo verso la differenziazione dei servizi e l'ottimizzazione 
delle risorse come è possibile vedere dalla figura 3.1, tuttavia questo introduce un ulteriore 
livello di complessità nella gestione della rete.
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3.2.2   Possibili Applicazioni
La possibilità di mappare le risorse della rete, in particolare la banda dei link, sulle varie 
classi di servizio può avere numerose applicazioni, di seguito riportiamo gli scenari di 
applicazione descritti in [DSTE­REQ]:
● Limitare il traffico di una classe in un link:
Per alcune classi di servizio può essere utile evitare che la quantità di traffico su di 
un  link non superi  una certa percentuale.  Ad esempio,  trasportare una elevata 
quantità di traffico VoIP su un link può rendere difficoltoso garantire bassi valori 
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Figura 3.1.: Evoluzione delle tecnologie
di ritardo e jitter, risulta invece preferibile trasportare una bassa percentuale di 
questo traffico su più   link ed utilizzare la banda residua per classi  di  servizio 
delay­insensitive.
● Vincolare le proporzioni fra traffico di classi diverse in un link 
Controllare le proporzioni fra traffico di classi di servizio diverse su ogni link può 
essere molto utile al fine di garantire che la ripartizione del traffico sia conforme 
ai PHB configurati sul link ovvero alla politica di scheduling utilizzata.
 
● Supportare   classi   di   servizio   ad   alte   prestazioni   (Guaranteed  Bandwidth 
Services)
Alcune classi di servizio possono richiede prestazioni, in termini di ritardo e jitter, 
molto elevate, in queste situazioni la soluzione tipica è quella di garantire che i 
pacchetti di queste classi “vedano una rete scarica” ovvero garantire che le risorse 
allocate   a   tali   classi   siano   abbondantemente  superiori   rispetto   al   volume   di 
traffico. Al contrario, per altre classi di servizio, si possono avere vincoli molto 
meno stringenti. In questa situazione si rende necessario poter limitare il traffico 
sui link con vincoli diversi a seconda della classe di servizio.
3.2.3   Classtypes
Il requisito fondamentale dell'architettura Diffserv­TE è quello di poter definire dei vincoli 
sulla banda a  livello di  classi  di servizio ovvero di  definire un partizionamento delle 
risorse e associare queste a porzioni di traffico relative a classi di servizio diverse. La 
differenziazione delle risorse, cioè   la banda dei  link, avviene attraverso il concetto di 
Classtype (CT) che nell'RFC3564 viene definito come “un insieme di traffic trunks che 
attraversano un link e sono soggetti ad uno specifico set di vincoli sulla banda”. Dunque 
la caratteristica  fondamentale è   l'associazione del  classtype ad un set  di  vincoli sulla 
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banda  (Bandwidth  Constraints) che  regolano  il  partizionamento delle  risorse del  link 
definendo un limite massimo alla banda utilizzabile dai traffic trunks appartenti ad uno 
specifico   classtype.   Un'altra   caratteristica   importante   è   data   dal   fatto   che   questa 
definizione   non   contiene   nessun   riferimento   alle   classi   utilizzate   in   Diffserv   (PHB 
Scheduling Class) quindi il partizionamento delle risorse è completamente indipendente 
da queste tuttavia c'è una forte analogia fra i classtype di Diffserv­TE e i PSC di Diffserv. 
La specifica di Diffserv­TE consente di definire fino ad otto classtypes ad ognuno dei 
quali viene associato un set di bandwidth constraints.
3.2.4   Priorità e TE­Class
Uno degli obiettivi che sono alla base dell'architettura Diffserv­TE è quello di garantire, 
per quanto possibile, la compatibilità con le tecnologie esistenti. Per questo motivo è stato 
scelto di integrare il meccanismo delle priorità e della preemption, definito in [MPLS­
TE], in Diffserv­TE garantendone un medesimo funzionamento. 
Al fine di ottenere questo obiettivo è stato introdotto il concetto di TE­Class definito dalla 
coppia   di attributi <classtype, preemption priority>, sono quindi possibili 64 TE­Class 
date dalla combinazione degli 8 classtypes e dagli 8 livelli di priorità tuttavia la specifica 
di Diffserv­TE consente di utilizzare solo otto TE­Class. Le priorità agiscono in modo 
trasversale rispetto ai classtypes, in altre parole la preemption può avvenire anche fra LSP 
appartenenti a classtypes diversi.
3.2.5   Bandwidth Contraints Models
Come detto in precedenza ad ogni classtype è associato un set di vincoli  sulla banda 
(bandwidth constraints) i quali, considerando anche la preemption priority, determinano la 
banda residua sul link per un data TE­Class. Questa informazione viene poi utilizzata per 
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le operazioni di calcolo dei paths e di admission control. Un bandwidth constraints model 
definisce il numero di bandwidth constraints utilizzati e le regole per la loro applicazione 
ai   classtypes.   Le   informazioni   utilizzate  da   un  BCM per   definire   l'applicazione   dei 
bandwidth constraints sono le seguenti:
● CT x : Classtype x (0 <= x < MaxCT)
● BC x : Bandwidth constraint x (0 <= x <= MaxBC)
● Reserved CT x  : La banda totale allocata agli LSP appartenenti al classtype 
CT x
● Reserved CT x , p : La banda totale allocata agli LSP appartenenti al classtype 
CT x e con holding priority p. E' da notare che per le coppie < CT x ,p> che 
non corrispondono ad una delle otto TE­Class configurate questo valore sarà zero.
● Unreserved TECi : La banda libera per gli LSP appartenenti alla TE­Class i
● MaxResvBw  : Massima banda riservabile sul link
Gli   obiettivi   principali   di   un   bandwidth   constraints   model   sono   l'isolamento   dei 
classtypes,   ovvero   la   protezione  dei   classtypes  rispetto   al   comportamento   degli   altri 
(bandwidth   protection),   e   l'efficienza   nell'utilizzo   delle   risorse   del   link   (bandwidth 
utilization). Questi due obiettivi rappresentano un tradeoff nelle prestazioni di un BCM 
dato che, se si trascura la preemption, isolare i classtypes significa rigettare delle richieste 
anche quando  si  hanno  risorse   disponibili   sul   link  e  di   conseguenza  si   provoca una 
inefficiente   utilizzazione   di   quest'ultime.   In   pratica   la   valutazione   di   un   bandwidth 
constraints model avviene considerando le seguenti metriche:
1) Blocking Probability
La  probabilità   che  una   richiesta   venga   rifiutata   dalla   procedura di   admission 
control a seguito dell'applicazione dei bandwidth constraints.
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2) Preemption Probability
La probabilità che un LSP subisca preemption da una richiesta a più alta priorità.
3) Link Utilization
Rappresenta l'utilizzazione totale delle risorse del link (in particolare la banda), 
questa metrica è   strettamente  legata alle  prime due ma a differenza di  queste 
rappresenta una valore aggregato dei vari classtypes.
Di seguito presentiamo una descrizione completa dei principali BCM e dei cenni ad altri 
modelli presentati in letteratura.
3.2.5.1   Maximum Allocation Model (MAM) 
Il  MAM è   il  modello più semplice in quanto definisce una relazione uno ad uno tra 
classtypes e bandwidth constraints. Il MAM è definito nel modo seguente:
1. Il numero massimo di  BCs è pari al numero massimo di classtypes quindi:
MaxBC = MaxCT = 8 
2. Per ogni classtype c (0 <= c < MaxCT) vale il vincolo:
Reserved CT c≤BC c≤MaxResvBw
3. La banda riservata per tutti i classtypes è soggetta al vincolo:
∑
c=0
MaxCT−1
Reserved CT c ≤MaxResvBw
Dunque   ogni   classtype è   soggetto   a   due  vincoli   sulla   banda.  I  BCs  possono  essere 
configurati in modo tale da isolare la banda assegnata ai vari classtypes o per condividere 
parte della banda fra essi, in pratica se :
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∑
c=0
MaxBC−1
BC c≤MaxResvBw (Banda Isolata)
i classtypes sono completamente isolati fra loro per cui il vincolo descritto al punto 3 non 
avrà alcun effetto. Al contrario se:
∑
c=0
MaxBC−1
BC cMaxResvBw (Banda Condivisa)
i  classtypes condividano parte della banda del  link fra  loro.  La figura 3.2 riporta un 
esempio di configurazione dei bandwidth constraints nel caso di tre classtypes e senza 
condivisione della banda, è possibile osservare come i BCs siano applicati direttamente ai 
singoli classtypes isolando completamente la banda del link.
Dai vincoli appena descritti è possibile definire una formula per il calcolo della banda 
residua (unreserved bandwidth) per una data TE­Class da utilizzare ai fini dell'admission 
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Figura 3.2.: 
control. E' da notare che la specifica di un bandwidth constraints model non definisce 
come calcolare la unreserved bandwidth, si tratta di una scelta implementativa, quello che 
è   richiesto è  che tale formula rispecchi  i  vincoli del modello. Nel  caso del MAM la 
unreserved bandwidth (UBw) della TE­Class K può essere calcolata nel seguente modo:
UBw TECk =UBw 〈ct , sp 〉
UBw 〈ct , sp〉 =MIN {MaxResvBw− ∑
c=0
MaxCT−1
∑
p=0
sp
RBw c , p , BC ct−∑
p=0
sp
RBw ct , p}
Dove ct ed sp sono il classtype e la priorità associati alla TE­Class k e RBw(x,y) indica la 
banda allocata agli LSP appartenenti al classtype x e con holding priority y.
Il MAM rappresenta un modello molto semplice da gestire e configurare e questo è il 
principale vantaggio tuttavia risulta difficile ottenere un buon compromesso fra efficienza 
nell'utilizzo della banda e isolamento dei classtypes. 
3.2.5.2   Russian Dolls Model (RDM)
Il Russian Dolls Model si basa su una definizione ricorsiva dei bandwidth constraints che 
cerca di rendere più flessibile la condivisione della banda sul link. Il RDM è definito nel 
modo seguente:
1. Il numero massimo di BCs è pari al numero massimo di classtypes quindi:
MaxBC = MaxCT = 8
2. Per ogni classtype c (0 <= c < MaxCT) vale il vincolo:
∑
b=c
MaxCT−1
Reserved CT b≤BC c
3. Il bandwidth constraint BC0 coincide con la massima banda riservabile sul link per 
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cui:
∑
c=0
MaxCT−1
Reserved CT c ≤BC 0=MaxResvBw
La figura 3.3 riporta, tramite un esempio con tre classtypes, il modello concettuale del 
RDM.     Possiamo   notare   come   il   classtype   2   non   possa   essere   protetto   rispetto   al 
comportamento del classtype 0 ed 1 e a sua volta il classtype 1 rispetto al classtype 0. Il 
RDM, quindi, consente un efficiente condivisione della banda ma non può garantire un 
buon livello di isolamento dei classtypes. 
Per ottenere la protezione della banda occorre utilizzare le priorità. Assegnando priorità 
più alte alle “pipe” interne è possibile ottenere sia protezione della banda che efficienza 
nell'utilizzo delle risorse. Per esempio la banda inutilizzata dal classtype 2 può essere 
utilizzata dai classtypes 0 ed 1 e, se necessario, il classtype 2 può utilizzare tutta la banda 
assegnatagli   attraverso   la   preemption   sugli   altri   classtypes.   In   conclusione   il   RDM 
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Figura 3.3.: 
consente un'alta condivisione della banda che porta ad un efficiente utilizzo delle risorse 
del link ma è in grado di offrire protezione dei classtypes solo ricorrendo al meccanismo 
della preemption.
Come nel caso del MAM riportiamo ora una formula per il calcolo della banda residua 
(unreserved bandwidth) per una data TE­Class da utilizzare ai fini dell'admission control:
UBw TECk =UBw 〈ct , sp 〉
UBw 〈ct , sp〉 =MIN 0≤c≤ct { BC c− ∑
x=c
MaxCT−1
∑
y=0
sp
RBw x , y}
Dove ct ed sp sono il classtype e la priorità associati alla TE­Class k e RBw(x,y) indica la 
banda allocata agli LSP appartenenti al classtype x e con holding priority y.
3.2.5.3   Altri modelli
Oltre   ai   due   bandwidth   constraint   models   descritti   in   precedenza  sono   presenti   in 
letteratura altre proposte che citiamo per completezza.  Una di  queste,   l'unica definita 
dall'IETF oltre al MAM e al RDM, è il Maximum Allocation with Reservation Model 
(MAR) [MAR], che si  basa sostanzialmente sull'idea di  consentire  lo sforamento dei 
bandwidth constraints quando l'utilizzazione del link è sotto una certa soglia. Un altro 
modello recentemente proposto in [BCM] è il Blocking Constraint Model (BCM), si tratta 
di un modello progettato per tener conto degli effetti relativi all'utilizzo di diversi livelli di 
priorità. 
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3.2.6   Algoritmi di supporto alla preemption per i BCM
Gli   algoritmi   di   preemption   si   occupano   di   selezionare   gli   LSP   da   chiudere   o 
ridimensionare al fine di liberare le risorse necessarie all'apertura di un LSP a più alta 
priorità. In letteratura sono presenti moltissimi lavori che presentano vari tipi di algoritmi 
che mirano ad ottimizzare una qualche metrica  come ad esempio  il   numero  di  LSP 
selezionati,   la   banda   totale   di   tali   LSP,   la   probabilità   di   effettuare   con   successo  il 
rerouting, ecc. In questa parte non trattiamo gli algoritmi di preemption ma solamente il 
supporto   che   i   BCM possono   dare   a   tali   algoritmi.   In   particolare  i   BCM  possono 
preventivamente individuare le TE­Class su cui recuperare la banda necessaria per l'LSP a 
più   alta   priorità.   Successivamente   è   possibile   applicare   un   qualsiasi   algoritmo   di 
preemption per selezionare gli LSP appartenenti ad ognuna di queste TE­Class. Quindi il 
compito di un algoritmo di preemption a livello di BCM si occupa di determinare la 
quantità totale di banda che occorre liberare ed infine da quale/i TE­Class liberare tali 
risorse. Di seguito riportiamo gli algoritmi di preemption proposti in [DSTE­BWM] per il 
MAM e il RDM.
3.2.6.1   Algoritmo di preemption per il MAM
L'algoritmo di preemption proposto per il MAM prevede di verificare se la banda richiesta 
dall'LSP causa una violazione del bandwidth constraints associato al classtype. In questo 
caso la banda da liberare viene selezionata all'interno del classtype seguendo livelli di 
priorità crescenti. Successivamente si verifica se è necessario liberare banda anche dagli 
altri classtypes, questo si verifica quando viene violata la massima banda riservabile sul 
link. In questo caso la banda da liberare viene cercata fra tutti i classtypes seguendo livelli 
di  priorità  crescenti. Lo pseudo­codice dell'algoritmo è   riportato di seguito.  L'input  è 
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composto   dallo   stato   attuale   della   banda   riservata   (dato   dalla   matrice 
Reserved[MaxCT][MaxPrio]) e dalle informazioni relative alla richiesta ovvero la banda 
(bwreq), il classtype (ct) e la priorità di setup (setupPrio).
request=∅
bw preempt=[bwreq− ∑
j=0
MaxPrio−1
Reserved ct , j ]
..
p=MaxPrio−1
while bwpreempt0  and  psetupPrio {
bw=min Reserved ct , p , bwpreempt 
add preemption request bw , ct , p
bwpreempt=bwpreempt−bw
p=p−1
}
bw preempt=[bwreq−MRB− ∑
i=0
MaxCT−1
∑
j=0
MaxPrio−1
Reserved i , j]
..
c=0 ; p=MaxPrio−1 ;
while bwpreempt0  and cMaxCT {
whilebwpreempt0 and  p≥setupPrio{
bw=min Reserved c , p , bwpreempt 
add preemption request bw ,ct , p
bwpreempt=bw preempt−bw
p=p−1
}
c=c1
}
return request
Il   risultato   dell'algoritmo   è   quindi   una   serie   di   richieste   <bw_to_preempt,   from_ct, 
from_priority> che verranno passate all'algoritmo di preemption per la selezione degli 
LSP da chiudere/ridimensionare.
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3.2.6.2   Algoritmo di preemption per il RDM
L'algoritmo di preemption per il RDM proposto in [DSTE­BWM] prevede di verificare in 
cascata i bandwidth constraints a cui è soggetta la richiesta partendo dal classtype più 
interno (quello della richiesta appunto) fino al classtype più esterno (il classtype 0). In 
questo  modo   si  minimizza  il   numero   di   preemption   necessarie   per   rispettate   tutti   i 
bandwidth constraints dato che, nel RDM, la preemption di un LSP appartenente ad un 
classtype interno può ridurre la reserved bandwidth dei classtype più esterni. Di seguito 
riportiamo lo pseudo­codice dell'algoritmo:
request=∅
for (x = ct; x >=0; x­­) {
bw preempt=[bwreq− BC x− ∑
i= x
MaxCT −1
∑
j=0
MaxPrio−1
Reserved i , j ]
..
y=x
whilebw preempt0 and  yMaxCT {
p=MaxPrio−1
whilebw preempt0  and psetupPrio{
bw=min bw preempt , Reserved y , p
bw preempt=bw preempt−bw
add preemption request y , p ,bw
p=p−1
}
y=y1
}
}
return request
3.2.7   Mapping tra CT e classi di servizio Diffserv
Come accennato nel paragrafo 3.2.3 la specifica di DS­TE non indica come il traffico di 
una data  classe di  servizio  Diffserv  venga mappato  su  un  certo classtype  in DS­TE. 
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Questo mapping consiste nel decidere a quale classtype deve essere associato un LSP che 
trasporta traffico di una o più classi Diffserv. Una soluzione tipica consiste nell'assegnare 
un classtype ad ogni PHB Scheduling Class (PSC) definita in Diffserv realizzando un 
mapping uno ad uno. In questo modo è possibile applicare i bandwidth constraints in 
modo coerente alle politiche di scheduling Diffserv. Per rispettare questa coerenza occorre 
anche garantire che un LSP trasporti traffico soggetto allo stesso PSC. In MPLS­Diffserv, 
infatti, le classi di servizio possono essere indicate sia attraverso il campo exp della label 
(E­LSP)   sia   tramite   la   label   stessa   (L­LSP).   Le   classi  DS­TE  sono   invece   indicate 
dall'attributo classtype associato all'LSP al momento della sua apertura. Questo significa 
che tutti i pacchetti che viaggiano all'interno di un LSP apparterranno allo stesso classtype 
dunque   si   pone  un   primo  problema   nell'utilizzo  degli  E­LSP poiché   questi   possono 
trasportare traffico appartenente a classi Diffserv diverse. L'utilizzo degli L­LSP risulta 
quindi il più naturale, tuttavia è possibile utilizzare anche gli E­LSP a patto che tutte le 
classi trasportate siano mappate su un unico classtype.  
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3.3   Estensioni richieste ai protocolli esistenti
3.3.1   Parametri di configurazione
L'implementazione di DS­TE deve consentire la configurazione di una serie di parametri a 
livello di LSR, LSP e link. Per quanto riguarda gli  LSR questi  devono permettere di 
configurare   il  mapping  fra TE­Class  e   la   relativa  coppia  <classtype,priority>,  questo 
mapping deve essere univoco in tutto il dominio DS­TE.
Nella   richiesta   di   apertura   di   un   LSP   occorre   poter   indicare   il   classtype   ovvero   i 
bandwidth constraints a cui deve sottostare la banda richiesta da tale LSP. Questo può 
essere considerato come un ulteriore parametro che il LSR consente di configurare all'atto 
di apertura di un LSP. Infine, per quanto riguarda i link, occorre poter configurare il BCM 
da utilizzare ed i relativi bandwidth constraints.
3.3.2   Estensioni ai protocolli IGP
Le estensioni ai protocolli IGP (OSPF­TE, ISIS­TE) definite in [DSTE­EXT] introducono 
un nuovo sub­TLV e la ridefinizione della semantica di alcuni sub­TLV definiti in [OSPF­
TE].
● Maximum Reservable Bandwidth (MRB) sub­TLV
La semantica di questo sub­TLV, definito in [OSPF­TE], viene generalizzata per 
l'architettura DS­TE.  In particolare  la massima banda riservabile sul   link deve 
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essere   interpretata   come   la   massima   banda   allocabile   aggregata   ovvero: 
MRB≤ ∑
i=0
MaxCT−1
Reserved CT i
● Unreserved Bandwidth sub­TLV
Anche   per   questo   sub­TLV,   specificato   in   [OSPF­TE],   viene   ridefinita   la 
semantica. I valori contenuti in questo sub­TLV non indicano più la unreserved 
bandwidth dei vari  livelli  di priorità  ma indicano ora  la unreserved bandwidth 
delle   TE­Class   configurate   sul   link.   Questi   valori   sono   il   risultato 
dell'applicazione del bandwidth constraints models e sono utilizzati ai  fini  del 
constraints based routing.
● Bandwidth Constraints sub­TLV
Questo sub­TLV è specifico dell'architettura DS­TE e viene definito in [DSTE­
EXT]. Lo scopo di questo nuovo sub­TLV è  quello di fornire informazioni sul 
bandwidth   constraints   utilizzato   sul   link,   in   particolare   contiene   le   seguenti 
informazioni:
○ Bandwidth Constraints Model ID
Identificatore del BCM utilizzato (MAM,RDM,MAR,ecc)
○ Bandwidth Constraints
Il valore dei bandwidth constraints configurati per ogni classtype
L'utilità   di   queste   informazioni non è   indicata   dall'RFC  la  quale   si   limita   a  
specificare che possono essere utilizzate ai fini del constraints based routing. Il  
sub­TLV è comunque opzionale.   
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3.3.3   Estensione del protocollo RSVP­TE
L'estensione   al   protocollo  RSVP­TE   definita   in   [DSTE­EXT]  riguarda   l'introduzione 
dell'oggetto opzionale Classtype per il messaggio di PATH. L'oggetto classtype ha un solo 
campo che trasporta l'identificativo del classtype a cui appartiene il TE­Tunnel. Per la 
segnalazione di TE­Tunnel associati al classtype 0 questo oggetto non deve essere inserito 
nel messaggio di PATH, inoltre, un LSR che riceve un messaggio di PATH senza oggetto 
classtype, associa per default il classtype 0 al TE­Tunnel. Questa specifica consente di 
ottenere   compatibilità   con   versioni   legacy   di   RSVP­TE   che   non   supportano   questa 
estensione. Il valore del classtype viene memorizzato dall'LSR che processa il messaggio 
di PATH nel PSB relativo alla sessione RSVP, questa informazione è poi utilizzata per fini 
di admission control.  
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3.4   Constraint Based Routing
3.4.1   Introduzione
Il   Constraint   Based   Routing   (CBR)   è   una   delle   componenti   più   importanti   di 
un'architettura di Traffic Engineering; il CBR si occupa di costruire dei paths col fine di 
raggiungere   determinati   obiettivi.   Questi   obiettivi   possono   essere   classificati   in   due 
categorie:
● Obiettivi di Traffic Engineering
Sono gli obiettivi descritti  nel paragrafo 3.1.1, mirano all'ottimale utilizzo delle 
risorse e ad un miglioramento della QoS fornita dalla rete. Alcuni esempi sono la 
riduzione della blocking probability, il bilancio del traffico della rete, ecc.
● Garanzia della QoS richiesta dal traffico
In questo caso gli obiettivi riguardano parametri di QoS del traffico da instradare. 
Spesso tali obiettivi si traducono in vincoli che il path generato deve garantire 
come ad esempio il rate minimo, il ritardo massimo, la packet loss rate, ecc.
Spesso la presenza di più obiettivi da ottimizzare rende il problema non risolvibile, ad 
esempio non è possibile minimizzare contemporaneamente l'utilizzo di banda nella rete e 
la massima utilizzazione dei link questo perché il primo obiettivo richiede di utilizzare il 
minor numero possibile di link al fine di ridurre l'utilizzo di banda nella rete mentre il 
secondo richiede di utilizzare paths più lunghi al fine di aggirare i link più saturi.
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Gli   algoritmi   possono   essere  classificati   anche   sulla  modalità   di   calcolo  dei   paths, 
possiamo avere:
● Algoritmi Online/Offline
Negli algoritmi online il calcolo dei paths avviene per ogni singola richiesta di 
apertura di LSP man a mano che queste si presentano alla rete e quindi non si è a 
conoscenza delle richieste future. Negli algoritmi offline si suppone di conoscere 
a priori le richieste da soddisfare, tipicamente attraverso un'analisi del traffico da 
gestire.   Le   richieste   vengono   quindi   presentate   in   input   all'algoritmo   che 
restituisce i paths per ognuna di esse.
● Algoritmi centralizzati/distribuiti
Negli algoritmi centralizzati il calcolo dei paths avviene su un unica entità che 
serve le richieste dell'intera rete. Negli algoritmi distribuiti ogni nodo della rete 
esegue l'algoritmo per calcolare i paths relativi alle proprie richieste.
3.4.2    Obiettivi  di  Traffic  Engineering  per  gli  algoritmi  di 
CBR
L'algoritmo di calcolo dei paths utilizzato per determinare l'instradamento del  traffico 
nella rete costituisce uno dei principali  mezzi per  il   raggiungimento degli  obiettivi di 
traffic engineering. Come detto in precedenza tali obiettivi possono essere molteplici e di 
diversa natura e non tutti possono essere raggiunti/ottimizzati attraverso la scelta dei paths 
da  utilizzare,  per   questo  motivo  descriviamo ora una  serie   di   obiettivi   tipici   per   un 
algoritmo di  calcolo dei  paths  che possono quindi  essere utilizzati come metriche di 
valutazione.
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Occorre precisare che, in questo lavoro, ci occupiamo dell'instradamento di tunnel MPLS­
TE quindi occorre distinguere bene tra banda riservata e banda effettivamente utilizzata. 
In MPLS­TE la banda riservata su un link è data dalla somma delle bande degli LSP che 
attraversano   quel   link.   La   banda   utilizzata   è   data   invece   dalla   somma   del   traffico 
trasportato da questi LSP e può essere molto diversa. Diamo ora alcune definizioni che 
verranno utilizzate in seguito: 
A:insiemedei links della rete
P :insiemedelle coppie sorgente−destinazione dellarete
c l :capacitàdel link l
r l : banda riservata sul link l
ul :utilizzazione percentuale del link l
s , d : maxflowtra il nodo sed il nodo d
● Utilizzazione massima dei link:  umax=max l∈A
rl
cl
L'utilizzazione massima dei link è una delle metriche principali dato che influisce 
molto   sulla QoS del   traffico che  attraversa  il   link  degradando valori  quali   il 
ritardo,   la   packet   loss   ed   il   jitter.   Quindi   un   obiettivo   del   TE   è   quello   di 
minimizzare questa grandezza. 
● utilizzazione media dei link: uavg=
1
∣A∣∑l∈A
r l
c l
L'utilizzazione   media   dei   links   fornisce   una   misura   del   ritardo   medio   di 
attraversamento   della   rete,   l'obiettivo   è   dunque   quello   di  minimizzare  questa 
grandezza.
● minimo maxflow tra le coppie sorgente­destinazione: min=min s ,d ∈Ps ,d 
Il maxflow rappresenta la banda massima disponibile tra una coppia sorgente­
destinazione. Quando il maxflow è zero significa che non è possibile riservare 
ulteriore   banda  per   quella   coppia   sorgente­destinazione.  Massimizzare  questa 
grandezza consente di aumentare la probabilità di poter accettare richieste future 
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di apertura e ridimensionamento degli LSP.
● maxflow totale delle coppie sorgente­destinazione: tot= ∑
s ,d ∈P
s , d 
Il maxflow totale indica la banda residua tra tutte le coppie sorgente­destinazione 
della rete. Massimizzare questo valore significa ottimizzare il numero di richieste 
future che la rete potrà soddisfare.
Le metriche appena descritte possono misurare la qualità di un algoritmo di routing ma 
possono anche rappresentare la funzione obiettivo di un dato algoritmo. Questo avviene 
specialmente negli algoritmi offline nei quali nota la matrice di traffico(o una sua stima) e 
la topologia della rete è possibile ottimizzare una funzione obiettivo ricorrendo ad una 
modellizzazione matematica del problema.
3.4.3   Algoritmi CBR
Come detto nel paragrafo precedente gli algoritmi di CBR possono avere diversi tipi di 
obiettivi  da raggiungere per questo motivo si possono avere innumerevoli algoritmi di 
CBR; in questo lavoro ci concentreremo su algoritmi on­line che supportano come unico 
vincolo relativo alla QoS il rate minimo.
3.4.3.1   Shortest Path Algorithm (SP o MHA)
Lo shortest path è l'algoritmo CBR più semplice, fra tutti i path che soddisfano il vincolo 
sul  rate minimo viene selezionato quello col minor numero di  hop, per questo viene 
chiamato   Minimum   Hop   Algorithm   (MHA).   Il   MHA   è   in   pratica   una   variante 
dell'algoritmo di Dijkstra nella quale il  costo di ogni  link è  pari  ad uno e, al fine di 
rispettare il vincolo sul rate minimo, prima di applicare l'algoritmo vengono tolti dalla 
topologia tutti i links che non soddisfano il vincolo sulla minima banda disponibile.
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3.4.3.2   Widest Shortest Path Algorithm (WSP)
Il Widest Shortest Path è una variante dello SP nella quale viene selezionato, fra tutti i 
paths con il minor numero di hop, quello con la massima banda disponibile. In pratica 
questo algoritmo ha come obiettivo il bilanciamento del traffico fra percorsi di uguale 
lunghezza.
3.4.3.3   Shortest Widest Path Algorithm (SWP)
Lo shortest widest path cerca di massimizzare la banda residua dei links scegliendo il 
percorso con la massima banda disponibile(Widest Path), in caso vi siano più percorsi con 
tale valore viene scelto quello col minor numero di hop. La banda disponibile su un dato 
path è data dalla minima banda residua sui links che appartengono al path. Questa metrica 
è quindi di tipo concavo e non può essere massimizzata con l'algoritmo di Dijkstra poiché 
questo utilizza metriche additive.  
3.4.3.4   Shortest Distance Algorithm (SD o CSPF)
Lo shortest distance è sempre basato sull'algoritmo di Dijkstra per il calcolo del path di 
costo minimo, come nello SP vengono preventivamente eliminati dalla topologia i links 
che non rispettano  il  vincolo sulla minima banda disponibile. La differenza sta  nella 
diversa assegnazione dei costi ai link, in particolare lo SD utilizza la seguente funzione di 
costo:
W l=
1
R l
  Dove Rl è la banda residua sul link l.
Assegnando un costo inversamente proporzionale alla banda residua sul link lo SD cerca 
di bilanciare il carico sulla rete evitando il formarsi di zone congestionate. La funzione di 
costo dell'algoritmo Shortest  Distance è  quella  raccomandata dalla  maggior parte dei 
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produttori di router MPLS­TE (Cisco, Juniper, ecc) per il Constraint Shortest Path First, 
per questo motivo l'algoritmo SD viene spesso chiamato CSPF.
3.4.3.5   Minimum Interference Routing Algorithm (MIRA)
MIRA è un algoritmo di routing online che sfrutta la conoscenza delle possibili coppie 
ingress­egress per ridurre la blocking probability nell'apertura di LSP.  MIRA si basa sul 
concetto   di   interferenza  fra   coppie   di   nodi,   questa  è   definita   come  la   riduzione del 
maxflow fra una coppia ingress­egress dovuto all'apertura di un path fra un'altra coppia 
ingress­egress. Ricordiamo che il maxflow di una coppia di nodi è costituito dal flusso 
massimo che è possibile inviare da un nodo all'altro. 
L'idea   alla   base   di  MIRA  è   dunque   quella   di   selezionare   il   path   che   minimizza 
l'interferenza fra le varie coppie ingress­egress, più precisamente la funzione obiettivo 
consiste nel calcolare  il  path che massimizza  la  somma dei maxflow di  ogni  coppia 
ingress­egress(problema WSUM­MAX):
max  ∑
s , d ∈P
sdsd
I  coefficienti      hanno  lo scopo associare un  importanza diversa alle varie coppie 
ingress­egress,  in pratica sono dei pesi che possono essere assegnati sulla base di un 
importanza amministrativa delle coppie.  Il problema WSUM­MAX, come dimostrato in 
[MIRA],   risulta   NP­hard   per   cui   occorre   trovare   un'euristica   per   una   risoluzione 
approssimata. La soluzione proposta in [MIRA] si basa sul concetto di “link critico”, un 
link è  critico per una coppia  ingress­egress (s,d) se  la riduzione di un'unità  di  banda 
disponibile su quel link provoca la riduzione di un'unità di banda del maxflow. Da un 
punto di vista operativo l'individuazione dei link critici per una coppia ingress­egress (s,d) 
richiede le seguenti operazioni:
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1. Calcolare il maxflow  sd della coppia (s,d)
2. Costruire il Residual Graph (RG) associato al maxflow  sd
3. Il link l, che collega il nodo x al nodo y è critico per (s,d) se:
a) RG(l) = 0
b) Nel Residual Graph non esiste nessun path tra:
• x ed y
• s ed y
• x e d
Le due condizioni per l'individuazione dei links critici possono essere interpretate nel 
seguente modo: il punto  a  richiede che tutta la banda residua del link sia utilizzata dal 
maxflow, se così non fosse una richiesta unitaria di banda su quel  link non potrebbe 
ridurre il maxflow. Il punto b richiede invece che non esista un diverso grafo associato al 
maxflow che non includa il link l, questa verifica è necessaria poiché il residual graph 
ottenuto dal calcolo del maxflow è solo una delle possibili soluzioni. 
A questo punto abbiamo l'insieme  Cs ,d   dei link critici per la coppia (s,d). Una volta 
determinato   l'insieme   dei   link   critici   per   ogni   coppia   ingress­egress   si   passa 
all'assegnazione dei pesi ai link:
W l= ∑
s ,d ∈P
sd f  s , d  , l 
f  s , d  , l =1 se l∈C s , d 
0altrimenti
Quindi la funzione di costo assegnerà un costo molto elevato ai links che risultano critici 
per  molte coppie  ingress­egress ovvero  per  quei   links  che  rappresentano dei  colli   di 
bottiglia. Il path viene quindi calcolato utilizzando l'algoritmo di Dijkstra, in questa fase è 
inoltre possibile eliminare dalla topologia quei links che non rispettano i vincoli di QoS 
richiesti dal path.  
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3.4.4   Estensione di MIRA per l'ambiente Diffserv­TE
L'estensione più   semplice di  MIRA per  l'ambiente  Diffserv­TE consiste nell'applicare 
direttamente l'algoritmo originario alla topologia “vista” dalla TE­Class per cui stiamo 
calcolando il path. In pratica il grafo della topologia, su cui sono calcolati i maxflow ed 
individuati i link critici, viene costruito settando la capacità dei links col rispettivo valore 
della unreserved bandwidth  per  la  TE­Class  a  cui  appartiene  l'LSP.  Questo  semplice 
adattamento di MIRA all'ambiente Diffserv­TE è  corretto solo nel caso di  assenza di 
banda condivisa  nel BCM. In presenza di  banda condivisa  fra  i  classtypes,  infatti,  è 
presente un'ulteriore componente d'interferenza che possiamo definire come “interclass 
interference” ovvero l'interferenza provocata da un LSP della TE­Class x su una qualsiasi 
coppia  ingress­egress   di   una  TE­Class   y.  Ricordiamo   che   in  MIRA  l'interferenza  è 
definita   come  la   riduzione del  maxflow di  una data   coppia  ingress­egress provocata 
dall'apertura di un LSP di un'altra coppia; in assenza di banda condivisa l'allocazione di 
banda ad una certa TE­Class non può ridurre la banda disponibile per una diversa TE­
Class, al contrario, in presenza di banda condivisa, questo può accadere poiché parte della 
banda residua del link è condivisa fra  le varie TE­Class. E' importante notare che con il 
RDM si avrà sempre banda condivisa fra i classtypes mentre con il MAM si avrà banda 
condivisa solo in caso di overprovisioning dei bandwidth constraints.
Dunque l'interferenza, su cui si basa l'individuazione dei link critici, deve essere calcolata 
per ogni coppia ingress­egress e per ogni TE­Class. L'algoritmo per l'individuazione dei 
link critici richiede una modifica solo nel caso in cui la TE­Class della richiesta (TECreq) 
sia diversa da quella a cui appartiene la coppia ingress­egress per cui stiamo calcolando i 
links critici (TECpair). In questo caso, affinché un link sia critico, occorre che vi sia 
interferenza fra le due TE­Class ovvero che l'allocazione della banda richiesta per la TE­
Class “TECreq” riduca la unreserved bandwidth della TE­Class “TECpair”. Se questa 
condizione è  verificata  si  procede con il  normale algoritmo d'individuazione dei  link 
critici.
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Il problema che si presenta ora è dunque quello di definire quando si ha interferenza fra le 
TE­Class.   Possiamo   osservare   che   si   ha   interferenza   quando   l'apertura   di   un   LSP 
appartenente alla TE­Class x richiede l'utilizzo di banda condivisa con un un'altra TE­
Class,   questo   ovviamente   dipende   dal   BCM   utilizzato.   Per   motivi   di   semplicità 
implementativa l'interferenza viene calcolata direttamente dal modulo che implementa il 
BCM ed   utilizzata   dall'algoritmo MIRA.  Questa   funzione  calcola  la   riduzione  della 
unreserved bandwidth di una TE­Class x a seguito dell'allocazione di una banda b per la 
TE­Class   y.   In   un'implementazione   reale   l'algoritmo   deve   poter   calcolare   tale 
informazione a partire dagli attributi del link propagati dal protocollo di routing; questi 
attributi sono quelli previsti dalle estensioni descritte in [DSTE­EXT]] ovvero il BCM 
utilizzato,   la   massima   banda   prenotabile,   i   bandwidth   constraints   e   i   valori   delle 
unreserved bandwidth. 
3.4.5   Estensione dell'algoritmo SD per l'ambiente DS­TE
L'estensione dell'algoritmo SD per l'ambiente DS­TE risulta particolarmente naturale, la 
banda residua utilizzata nella funzione di costo sarà quella della TE­Class per cui stiamo 
calcolando il percorso:
W l=
1
U l TEC 
Quindi il costo del link l dipenderà dalla TE­Class a cui appartiene l'LSP per cui stiamo 
calcolando il path.
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4    Implementazione dell'architettura 
Diffserv­TE in NS2
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4.1   Introduzione
La valutazione dell'architettura Diffserv­TE è   stata   effettuata   implementando  le  varie 
componenti necessarie all'interno del simulatore NS2. L'utilizzo di  NS2, al  fine delle 
valutazioni effettuate, può sembrare eccessivo tuttavia si è scelto tale strumento poiché i 
moduli implementati potranno risultare utili per lavori futuri.
Per   una   completa   realizzazione  dell'ambiente   Diffserv­TE   occorrono   una   serie   di 
componenti che elenchiamo di seguito:
● MPLS
NS2 contiene già un'implementazione di MPLS chiamata MNSv2, le estensioni 
necessarie si limitano alla configurazione e gestione delle TE­Class.
● Protocollo di segnalazione (RSVP­TE o CR­LDP)
Il modulo MNSv2, accennato precedentemente, contiene un'implementazione del 
protocollo CR­LDP, inoltre è disponibile in rete un'implementazione di RSVP per 
NS2. Sebbene  la  prima sia  già   integrata  con MNSv2 si  è   scelto  di  estendere 
l'implementazione di RSVP poiché CR­LDP non è più supportato per cui eventuali 
estensioni future riguarderanno solo il protocollo RSVP­TE.
● Protocollo di routing (ISIS­TE, OSPF­TE) 
NS2 contiene l'implementazione di un semplice protocollo di routing linkstate, 
tale implementazione non intende simulare algoritmi linkstate reali quali ISIS o 
OSPF,   tuttavia,   per   i   nostri   scopi,   tale  modulo   è   sufficiente   come  base   per 
l'implementazione delle estensioni necessarie.
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● Modulo di calcolo dei paths (Costraints Based Routing)
● Admission control basato sui Bandwidth Costraint Models
Questi ultimi due componenti verranno invece implementati da zero
La figura 4.1 riporta l'architettura di un LSR realizzata in NS2. Descriviamo brevemente 
le varie componenti: partendo dal livello più basso, quello che si occupa del forwarding 
dei pacchetti, troviamo il modulo MPLS e gli scheduler(uno per ogni link in uscita dal 
nodo). Per la parte di controllo abbiamo, per ogni link in uscita, il modulo di Admission 
Control (ADC) che implementa i Bandwidth Constraint Models (MAM o RDM) ed il 
Resource Manager   (RM) che si  occupa di   allocare  risorse agli  LSP configurando  lo 
45
Figura 4.1: 
scheduler. Sempre nella parte di controllo troviamo il modulo Linkstate­TE che si occupa 
di  mantenere   e   scambiare   informazioni   relative   allo   stato   dei   links   della   rete;   tale 
informazioni verranno poi utilizzate dal modulo di calcolo dei paths (Path Computation) 
per   generare   le   routes   esplicite   da   utilizzare  nell'apertura   degli   LSP.   Infine   l'ultimo 
componente, è il modulo RSVP­TE che si occupa della segnalazione degli LSP.  
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4.2    Implementazione delle estensioni TE per il 
modulo RSVP/ns
4.2.1   Architettura di RSVP/ns
Marc Greis,   ricercatore dell'Università   di  Bonn, ha   rilasciato  un'implementazione del 
protocollo RSVP per NS2, il modulo RSVP/ns. Tale modulo implementa quasi tutti gli 
oggetti di RSVP specificati nell'RFC2205, il formato degli oggetti è semplificato rispetto 
alle specifiche dello standard, tuttavia si tratta di semplificazioni generalmente legate al 
fatto che certe problematiche del mondo reale non si presentano in uno scenario simulato. 
RSVP/ns implementa tutti i messaggi previsti dall'RFC2205 ad eccezione del messaggio 
di PathErr, quest'ultimo non è stato implementato poiché ha il solo scopo di notificare 
errori   che   in   questa   implementazione  di  RSVP  non   possono   verificarsi.   Per   quanto 
riguarda gli oggetti supportati e non riportiamo di seguito un elenco:
Oggetto Supportato Note
SESSION
RSVP_HOP
INTEGRITY In   una   simulazione   non   possono   esserci   messaggi 
corrotti o alterati.
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TIME_VALUES
ERROR_SPEC
STYLE Solo lo stile FF è supportato
SCOPE Non   supportato   poichè   richiesto   solo   per   lo   stile 
Wildcard Filter
FLOWSPEC
FILTER_SPEC
SENDER_TEMPLA
TE
SENDER_TSPEC
ADSPEC
POLICY_DATA
RESV_CONFIRM
Anche l'architettura interna per il mantenimento delle informazioni di stato sulle sessioni 
aperte,   come   possiamo   osservare   dalla   figura   4.2,   ricalca   abbastanza   fedelmente 
l'architettura reale del protocollo.
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Le sessioni, una volta create, vengono inserite nella Session List; un'ulteriore  lista, la 
Timer List, si occupa di ordinare le sessioni che richiedono un refresh(cioè quelle che 
hanno almeno uno state block) in ordine cronologico. Per ogni sessione sono presenti tre 
liste: Path State Block List, Resv State Block List e Traffic Control State Block List; le 
prime due mantengono le informazioni relative ai messaggi di Path e di Resv ricevuti per 
la sessione, la terza mantiene l'effettiva allocazione di risorse risultante dagli RSB della 
sessione. 
4.2.2   Nuovi oggetti e modifiche agli oggetti esistenti
La realizzazione del protocollo RSVP­TE è partita dall'implementazione di RSVP di Marc 
Greis per NS­2.26. Le modifiche apportate sono molteplici dato che RSVP­TE differisce 
molto rispetto a RSVP “standard”, per ridurre l'entità delle modifiche si è quindi scelto di 
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Figura 4.2: Architettura interna del modulo RSVP/ns
realizzare  un'implementazione  non   compatibile   con   la   versione   precedente  ovvero   è 
possibile   utilizzare  la   nuova   implementazione  solo   in  modalità   TE  e   non   più   come 
protocollo   RSVP   “standard”.   Iniziamo   descrivendo   i   nuovi   oggetti   introdotti   e   le 
modifiche agli oggetti esistenti:
● SESSION
L'oggetto   session   è   stato   modificato   per   supportare   il   nuovo   classtype 
LSP_TUNNEL_IPv4,   dato   che,   come   detto   in   precedenza,   la   “backward 
compatibility” non è un requisito della nuova implementazione, questo è l'unico 
classtype supportato per l'oggetto SESSION. I campi dell'oggetto sono:
dest: l'indirizzo dell'egress LSR
tunnelID: l'identificatore del tunnel
Il campo “extendedTunnelId”, introdotto in [RSVP­TE], non è stato implementato.
● FILTERSPEC e SENDER_TEMPLATE
Gli  oggetti   filterspec e   sender   template   sono  stati   estesi   con  il   nuovo campo 
“lspid”   che   contiene   l'identificatore   di   un   lsp   appartenente   al   tunnel.   Per 
comprendere meglio  questo campo occorre precisare  che  la   sessione RSVP è 
associata ad un TE­Tunnel e non ad un LSP, in generale un tunnel può essere 
formato   da   più   LSP   per   cui   è   necessario   poter   identificare   un   preciso  LSP 
appartenente alla sessione. In pratica questo distinzione è utilizzata, nel caso di 
LSP point­to­point, per eseguire procedure di lsp rerouting o bandwidth increase 
attraverso il paradigma “make­before­break”.
● LABEL
L'oggetto label è stato implementato così come previsto in [RSVP­TE], l'oggetto è 
formato da un solo campo contenente la label assegnata dal downstream LSR.
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● LABEL_REQUEST
L'oggetto label request è stato implementato nella sola versione senza label range. 
L'unico campo presente “l3pid” contiene l'identificatore del protocollo di livello 3.
● ERO
L'explicit route object, per semplicità implementativa, contiene la lista dei nodi 
della route esplicita considerati sempre strict; non è quindi stato implementato il 
formato previsto dall'RFC3209 che consente di riportare il  tipo di nodo (IPv4, 
IPv6, AS) ed il tipo di hop (strict o loose).
● SESSION_ATTRIBUTE
Il session attribute object è stato implementato nella sola versione senza resource 
affinities, l'oggetto contiene i campi:
setupPrio: setup priority dell'LSP
     holdPrio: holding priority dell'LSP
     flags: il campo flags è presente tuttavia non viene gestito dall'implementazione 
corrente
Il campo “Session Name” non è stato implementato. 
● CLASSTYPE
L'oggetto   classtype   riporta,   come   previsto   dall'RFC3209,   un   solo   campo 
contenente il classtype associato all'LSP.
● OGGETTI NON IMPLEMENTATI
Alcuni oggetti definiti dall'RFC3209 non sono stati implementati, questi sono il 
RecordRoute Object e l'Hello Object.
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4.2.3   Interfacciamento al modulo MPLS (MNSv2)
L'interfacciamento del modulo RSVP­TE al modulo MPLS è piuttosto semplice dato che 
si   limita   all'allocazione   delle   label   ed   all'installazione  delle   entry   nella   LIB.  Come 
accennato   in   precedenza   l'implementazione   dell'oggetto   LABEL_REQUEST   non 
supporta i range per cui le label vengono allocate in modo incrementale. Ovviamente 
questa è una soluzione semplificata dato che non viene gestito un pool delle label (le label 
rilasciate non vengono riutilizzate ed è presente il problema del turnaround) ed infine si 
utilizza obbligatoriamente un “per­platform” label space dato che non possono essere 
allocate due label uguali in interfacce diverse. Questa scelta implementativa è comunque 
ragionevole dato che la label è implementata da un intero senza segno per cui il numero di 
label che un nodo può generare è molto elevato e può essere ritenuto sufficiente per la 
maggior parte degli scenari simulati. 
Per   quanto   riguarda   la   gestione   delle   entry   della   LIB   il  modulo  RSVP­TE   utilizza 
l'interfaccia OTcl del modulo MPLS che permette di installare e rimuovere le entry.
4.2.4   LSP Admission Control
La decisione di accettare o meno una prenotazione di risorse(e quindi un LSP con banda 
garantita nel caso di RSVP­TE) da parte di un nodo è presa, come specificato in [RSVP], 
dal modulo di Admission Control e dal modulo di Policy Control. Il primo verifica se il 
nodo ha sufficienti risorse per fornire la QoS richiesta mentre il secondo si occupa di 
verificare   che   l'utente   che   richiede   la   prenotazione  ne   abbia,   da   un   punto   di   vista 
amministrativo, la facoltà. In RSVP/ns non è stata implementata la parte relativa al Policy 
Control e questa scelta è  stata mantenuta anche nell'implementazione di RSVP­TE. In 
questa parte tralasciamo i dettagli relativi alla procedura di accettazione di un LSP (Call 
Admission Control)   in   quanto   specifica  del  modulo di  Admission  Control   utilizzato; 
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quello che descriveremo in questo paragrafo riguarda  l'interazione  tra RSVP­TE ed  il 
modulo di Admission Control.
Nella specifica di RSVP l'admission control viene effettuato durante  il  processing del 
messaggio di reservation (Upstream Adc) seguito dalla fase di allocazione delle risorse, 
nel   caso   di   RSVP­TE   può   essere   più   utile   effettuare   l'admission   control   durante  il 
processing del messaggio di Path (Downstream Adc) dato che il messaggio di reservation, 
tipicamente, richiede la prenotazione della stessa banda specificata nel SENDER_TSPEC 
del  messaggio  di  Path.   In  generale possiamo dire   che   la   scelta  di  quando  effettuare 
l'allocazione delle risorse costituisce un dettaglio implementativo dato che non porta a 
nessun tipo di incompatibilità fra implementazioni diverse del protocollo.
In questa implementazione si è scelto di effettuare l'admission control sia downstream che 
upstream,   l'allocazione   delle   risorse   avviene   solo   alla   ricezione   del   messaggio   di 
reservation   così   come  avviene  in  RSVP  “standard”.  Questa   soluzione  ha   i   seguenti 
vantaggi:
1) Nel caso in cui un nodo vicino all'head dell'LSP non abbia risorse sufficienti si 
evita di proseguire inutilmente la segnalazione lungo tutto il percorso poiché il 
messaggio di Path non verrà propagato da questo nodo.
2) Nel caso in cui un nodo vicino al tail dell'LSP non abbia risorse sufficienti si evita 
di allocare inutilmente delle risorse che poi dovranno essere rilasciate.
3) Nel caso di utilizzo della preemption si evita, per quanto descritto ai punti 1 e 2, di 
chiudere o reinstradare inutilmente uno o più LSP.
Ovviamente ci sono anche degli  aspetti  negativi, principalmente un maggior overhead 
computazionale dovuto all'esecuzione della Call Admission Control sia nel messaggio di 
Path che in quello di Resv. 
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4.2.5   Gestione della preemption
In presenza di diversi livelli di priorità è possibile che un LSP possa essere accettato ma le 
risorse   necessarie   siano   allocate   ad   uno   o   più   LSP   di   priorità   inferiore.   In   questa 
situazione alcuni  LSP devono essere  chiusi  o   ridimensionati per  liberare  tali   risorse, 
questa operazione è caratterizzata da due fasi:
1) La scelta degli LSP da chiudere o ridimensionare
questo   punto   non   rientra   nelle   operazioni   del   protocollo   RSVP,   in   pratica 
occorrerà eseguire un algoritmo (Preemption Algorithm) che genererà la lista di 
LSP che subiranno preemption o che saranno ridimensionati.
2) Segnalazione della preemption 
Questa   fase   è   invece   specifica   dell'implementazione  del   protocollo  RSVP.   In 
generale esistono due possibili paradigmi per la gestione della preemption:
a) Hard Preemption
Gli   LSP   che   subiscono   preemption   vengono   immediatamente   distrutti 
rilasciando le risorse richieste dall'LSP a più alta priorità. In questo modo tutto 
il   traffico degli  LSP viene  instradato  attraverso  il  normale  routing  IP con 
potenziale perdita di moltissimi pacchetti.  Solo al momento in cui l'ingress 
LSR riceve un PathErr Message, che notifica l'avvenuta preemption, l'LSP può 
essere reinstradato su un nuovo percorso.
b) Soft Preemption
La soft preemption segue la filosofia “make­before­break” ovvero gli LSP che 
subiscono preemption vengono  reinstradati   su un nuovo percorso prima di 
essere chiusi in modo da evitare la perdita di pacchetti. Per ottenere questo 
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obiettivo si effettua una sorta di overprovisioning delle risorse ammettendo 
contemporaneamente   sia   il   nuovo   LSP   sia   gli   LSP   che   hanno   subito 
preemption. Questa fase di overprovisioning è limitata all'intervallo di tempo 
necessario  ad effettuare  il   rerouting degli  LSP; è  da notare  che  in questo 
intervallo di tempo possono manifestarsi delle perdite di pacchetti dovute a 
possibili situazioni di congestione.
A   seconda  del   paradigma  scelto   si   avrà   un  certo  meccanismo di   segnalazione della 
preemption; è importante sottolineare che tale meccanismo non è specificato nelle RFC in 
quanto  non  porta   ad  una   incompatibilità   fra   implementazioni  diverse  del   protocollo. 
Riportiamo di seguito alcuni modelli di segnalazione della preemption:
Il primo metodo può essere utilizzato sia nell'Hard Preemption che nella Soft Preemption, 
mentre gli altri  due sono utilizzabili  solo per l'Hard Preemption. Il metodo scelto per 
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questa implementazione di RSVP­TE è il secondo; questo schema costituisce il metodo 
più diretto per l'abbattimento di un LSP poiché non richiede il teardown dell'LSP da parte 
dell'ingress LSR o la rimozione dello stato a seguito di un timeout. Lo stato viene rimosso 
da ogni LSR downstream attraverso il messaggio di PathTear e da ogni LSR upstream 
attraverso il messaggio di PathErr. E' da notare che l'RFC2205 specifica che il messaggio 
di  PathErr  non modifica  in  nessun modo  lo   stato  della   sessione per cui  risulterebbe 
incorretto rimuovere il Path State,   tuttavia in [SIGNAL] (nel quale è proposto questo 
schema) viene introdotto un ulteriore flag (Path_State_Removed flag) nel messaggio di 
PathErr che permette di notificare al nodo upstream l'avvenuta rimozione del Path State. 
In questa implementazione di RSVP­TE viene utilizzata l'Hard Preemption in quanto, per 
gli  scopi di  questa  tesi,   la brusca distruzione di  un LSP non comporta  alcun  tipo di 
problema dato che non si è  interessati alla parte di forwarding dei dati. La figura 4.3 
riporta lo schema del meccanismo di preemption implementato. 
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Figura 4.3.: Meccanismo di preemption
Il modulo di Admission Control, a seguito della richiesta di apertura di un LSP (punto 1), 
verifica se è necessario rilasciare degli LSPs per ottenere le risorse necessarie; in questo 
caso invia una richiesta di preemption al modulo RSVP­TE (punto 2). Questa richiesta 
indica la quantità di banda da liberare, la priorità dell'LSP e l'interfaccia interessata. Nel 
caso  in  cui   il  modulo  di  ADC sia  un BCM questa   fase può   essere  leggermente più 
complessa dato che è possibile generare più richieste ognuna delle quali indica da quale 
TE­Class segliere gli LSP da chiudere. La richiesta (o le richieste) vengono gestite nel 
modulo RSVP­TE dalla funzione di “Preemption Handling” la quale compie le seguenti 
operazioni:
a) Seleziona   gli   LSP   che   subiranno   preemption   attraverso   il     “Preemption 
Algorithm” (punto 3)
b) Rimuove lo stato degli LSP selezionati
c) Segnala   l'avvenuta   preemption   upstream,   con   un   messaggio   di   PathErr,   e 
downstream con un messaggio di PathTear (punto 4)
Se le tre fasi elencate sono state eseguite con successo la funzione ritorna un risultato 
positivo al modulo di Admission Control (punto 5) che a sua volta ritornerà un risultato 
positivo per la richiesta di apertura dell'LSP (punto 6).
L'algoritmo di preemption implementato è estremamente semplice in quanto si limita a 
scorrere tutte le sessioni selezionando gli LSP da chiudere finché non si raggiunge la 
banda richiesta; non è quindi implementata nessuna particolare politica di selezione degli 
LSP. A riguardo esistono numerose proposte di algoritmi che mirano ad ottimizzare una 
qualche funzione obiettivo come ad esempio minimizzare il numero di LSP selezionati, 
massimizzare   la   probabilità   che   gli   LSP   selezionati   possano  essere   reinstradati   con 
successo, ecc.   
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4.3   Estensioni DS­TE del modulo MNSv2
4.3.1   Introduzione a MNSv2
Il modulo MNS (MPLS Network Simulator) implementa il  protocollo MPLS e le sue 
funzionalità  principali   (LDP e  label   switching). Creato  dai   ricercatori  della Southern 
California University  Gaeil Ahn e  Woojik  Chun, è   stato   successivamente esteso alla 
versione 2 (MNS­v2.0), in cui il protocollo CR­LDP ha preso il posto del protocollo LDP 
[MNS].
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Figura 4.4.: Architettura di un LSR in MNSv2
In MNSv2 un nodo MPLS è formato da vari componenti, come mostra la figura 4.4 tra 
cui:
● LDP/CR­LDP: 
Si   occupa   della   segnalazione   degli   LSP   generando  e   processando messaggi 
LDP/CR­LDP;
● MPLS Classifier: 
Esegue le operazioni sulle label dei pacchetti (push, pop e swap);
● Service Classifier: 
classifica i servizi che devono essere forniti ai pacchetti che arrivano, grazie alle 
informazioni delle label e delle interfacce, e associa ad ogni pacchetto la relativa 
prenotazione;
● Admission Control: 
Determina se il nodo MPLS ha abbastanza risorse per fornire la QoS richiesta da 
un LSP;
● Resource Manager: 
crea e cancella le code e gestisce le informazioni sulle risorse;
● Packet Scheduler: 
gestisce i pacchetti nelle code in modo che ricevano il servizio richiesto.
In particolare, per estendere  il   simulatore NS (IP­based) alle  funzionalità  MPLS, nel 
classico nodo   IP  sono  stati   aggiunti  un  classifier  MPLS e  un  agente  LDP.  Come è 
possibile   osservare   dalla   figura   4.5,   quando   un   nodo  MPLS  riceve   un   pacchetto,   il 
classifier  MPLS determina se effettuare un  forwarding L3  (IP) od uno switching L2 
(MPLS).   Se   il   pacchetto   ha   una   label   o,   per   gli   Edge  LSR,   un  match   con   i   FEC 
configurati,   il  classifier esegue  il   label switching altrimenti   il  pacchetto viene  inviato 
all’Address Classifier, che esegue il normale forwarding di livello 3.
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Il   classifier  MPLS utilizza  tre  tabelle  per gestire  le  operazioni  di   forwarding, queste 
tabelle sono:
● Partial Forwarding Table (PFT): 
è la tabella usata per il mapping tra FEC e label; contiene per ogni riga il FEC, il 
PHB e un puntatore ad una entry della tabella LIB. In pratica questa tabella svolge 
la funzione della FIB.
● Label Information Base (LIB): 
Contiene  tutte   le   informazioni   necessarie   al   label   switching   dei   pacchetti;   in 
particolare per ogni LSP contiene le label e le interfacce di ingresso e di uscita;
● Explicit Route information Base (ERB): 
Questa tabella è utilizzata per la gestione della QoS in MNSv2 e non rientra nel 
processo di forwarding dei pacchetti.
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Figura 4.5.: Architettura interna di un nodo MPLS
La figura 4.6 illustra il processo di gestione del forwarding da parte del classifier MPLS. 
Quando arriva un pacchetto senza label viene cercato un match nella PFT utilizzando il 
FEC come indice, se tale match esiste si effettua il push della label ed il forwarding L2. 
Ogni entry della PFT punta ad una entry della LIB che indica l'interfaccia d'uscita e la 
label da utilizzare per le operazioni di push e forwarding. Nel caso in cui il pacchetto 
contenga la label questa, insieme all'interfaccia d'ingresso, viene utilizzata come indice 
per la LIB. L'entry così  individuata viene utilizzata per determinare l'outgoing label e 
l'outgoing interface per il label switching e il packet forwarding.  
La ERB viene utilizzata per la gestione della QoS, in particolare MNSv2 utilizza uno 
scheduler   CBQ  e   la   tabella   ERB  consente  di   determinare   l'appropriato   servizio   di 
accodamento da applicare ai pacchetti di un certo LSP. Questo aspetto di MNS non verrà 
approfondito ulteriormente in quanto, nel lavoro di questa tesi, non verrà trattata la parte 
di forwarding dei dati. 
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Figura 4.6.: Precessing dei pacchetti in MNSv2
4.3.2   Configurazione delle TE­Class
Un LSR, così come indicato nella specifica di Diffserv­TE (RFC4124), deve consentire la 
configurazione del mapping fra TE­Class, classtypes e priorità. Il modulo MNSv2 è stato 
così esteso con delle strutture dati e dei comandi per la gestione di questo mapping, in 
particolare sono stati modificati i file mpls­module.h e mpls­module.cc. I comandi per la 
gestione delle TE­Class sono i seguenti:
● te­class <tec> <ct> <prio>
Configura la TE­Class <tec> con Classtype <ct> e Priority <prio>
● get­te­class­ct <tec>
Ritorna il Classtype della TE­Class <tec>
● get­te­class­prio <tec>
Ritorna la Priority della TE­Class <tec>
● te­class­used? <tec>
Ritorna 1 se la TE­Class <tec> è configurata, 0 altrimenti
● get­te­class <ct> <prio>
Ritorna, se configurata, la TE­Class con Classtype <ct> e Priority <prio>
4.3.3   Interfaccia per la gestione degli LSP
L'interfaccia   del  modulo  MNSv2  è   stata   estesa  anche  per   la   gestione  degli  LSP,   in 
particolare sono stati introdotti una serie di comandi che permettono di aprire e rilasciare 
gli LSP.
● Setup­erlsp   <egressLSR>  <tunnel­id>   <lsp­id>   <ttl>   <er>   [<rate>]   [<sprio>] 
[<hprio>] [<classtype>]
Questo comando invoca l'apertura di un TE­Tunnel (o di un nuovo LSP all'interno 
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di un TE­Tunnel esistente)
<egressLSR> : L'id (identificatore NS) della destinazione
<tunnel­id> :   Identificatore del TE­Tunnel  (può  essere  l'identificatore di  un  
nuovo tunnel oppure di un tunnel esistente)
<lsp­id> : L'identificatore dell'LSP
<ttl> : Il TTL da utilizzare nei messaggi RSVP
<er> : La route esplicita da utilizzare per l'apertura dell'LSP, in pratica è 
una stringa contenente  la  lista dei nodi del percorso separata e  
terminata dal carattere '_'
<rate> : (Parametro opzionale) La banda richiesta dall'LSP
<sprio> : (Parametro opzionale) La setup priority dell'LSP
<hprio> : (Parametro opzionale) La holding priority dell'LSP
<classtype> : (Parametro opzionale) Il classtype dell'LSP
● MPLS setup­crlsp <egressLSR> <tunnel­id> <lsp­id> <ttl> <rate> <stec> <htec>
Questo comando è  specifico dell'ambiente Diffserv­TE e consente di aprire un 
LSP lungo una route esplicita calcolata online attraverso il modulo di calcolo dei 
path.
<stec>: TE­Class utilizzata per il setup dell'LSP
<htec>: TE­Class utilizzata per l'holding dell'LSP 
Gli altri  parametri hanno lo stesso significato descritto per il comando “setup­
erlsp”
● MPLS release­tunnel <tunnel­id>
Rilascia il TE­Tunnel identificato da <tunnel­id> (viene rilasciata l'intera sessione 
RSVP quindi tutti gli LSP appartenenti al tunnel vengono rilasciati.
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● MPLS release­lsp <tunnel­id> <lsp­id>
Rilascia l'LSP identificato da <lsp­id> appartenente al TE­Tunnel identificato da 
<tunnel­id>
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4.4     Estensioni   TE   per   il   modulo   di   routing 
Linkstate di NS2
4.4.1   Introduzione
Il  modulo Linkstate   rappresenta   un'implementazione  semplificata   di  un protocollo di 
routing basato sullo stato dei link. Questa implementazione è comunque sufficiente per i 
nostri scopi poiché consente ad ogni nodo di mantenere informazioni sulla topologia della 
rete e di scambiare messaggi che trasportano informazioni sullo stato dei link (Link State 
Advertisement).  Le  estensioni   necessarie   riguardano principalmente   l'aggiunta   di  una 
serie di attributi nello stato del link (questi attributi rappresentano un sottoinsieme degli 
attributi specificati per il Traffic Engineering come descritto in dettaglio nel paragrafo 
successivo) e la loro gestione.  
4.4.2   Modifiche apportate
Descriviamo ora gli attributi di Traffic Engineering aggiunti allo stato dei links e la loro 
modalità di gestione (aggiornamento, flooding, ecc).
Attributi dei link
La struttura “linkstate”, che rappresenta lo stato di un link(definita nel file ls.h), è stata 
ampliata   con  gli   attributi   richiesti   da  DS­TE.  Di   seguito   riportiamo  in   dettaglio   gli 
attributi aggiunti:
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■ maxReservableBw;
Massima banda riservabile sul link
■ tecost
Il costo associato al link, utilizzato per il calcolo delle route esplicite 
■ bwConstraints;
TLV   specifico   dell'architettura   DS­TE,   indica   il   bandwidth   constraint 
model utilizzato e i bandwidth constraints configurati per ogni classtype.
■ unreservedBw;
Banda disponibile sul link. In un'architettura TE sono presenti 8 valori, 
uno per ogni livello di priorità. In un'architettura DS­TE sono sempre 8 
valori tuttavia questi non sono più riferiti alle priorità ma alle TE­Class.
Aggiornamento degli attributi
Per   l'aggiornamento   degli   attributi   dei   link   è  stato   aggiunto   il   metodo 
“updateTeAttributes” attraverso il quale vengono aggiornati, nel Link State Database, gli 
attributi dei link locali (cioè delle interfacce in uscita dal nodo). Questa funzione utilizza 
una serie di comandi che sono stati aggiunti all'oggetto OTcl “link”; i comandi, definiti 
nel file ns­rtProtoLS.tcl, sono i seguenti:
● get­max­reservable­bw
● get­unreserved­bw { prio }
● get­bcmodel­id
● get­bw­constraint { ct }
questa interfaccia ha lo scopo di rendere il modulo “LinkState” indipendente dal contesto 
in cui viene utilizzato, in pratica basta riscrivere queste procedure per modificare il modo 
in   cui   vengono   recuperati   gli   attributi   di   un   link   senza dover  modificare  il  modulo 
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“LinkState”. Nell'implementazione attuale questi comandi si occupano di recuperare gli 
attributi utilizzando il modulo di Admission Control del link che, in ambiente DS­TE, è 
costituito dal Bandwidth Constraints Model.
La procedura di aggiornamento degli attributi dei link può essere invocata utilizzando il 
comando   “infAttributeChanged” che è stato aggiunto all'oggetto OTcl “LS”. Attraverso 
questo comando è possibile notificare la variazione di un attributo al modulo LinkState, 
quest'ultimo  rispenderà  avviando  l'aggiornamento  degli   attributi   del   link   attraverso  il 
metodo “updateTeAttributes” descritto in precedenza (è da notare che la variazione di un 
attributo non provoca il ricalcolo delle routes così come avviene quando varia lo stato di 
un  link).  L'aggiornamento  degli   attributi   termina   con  l'invio  in   rete dei  messaggi  di 
Update (gli LSA) che hanno lo scopo di distribuire le nuove informazioni agli altri router 
della   rete.  Dato   che   l'implementazione  originaria   prevede   il   trasferimento   dell'intera 
struttura “linkstate”, attraverso i messaggi LSA,   non c'è stato bisogno di modificare il 
meccanismo di flooding per distribuire nella rete le nuove informazioni sui link.
Collegamento con il modulo ErComputing
Il calcolo delle route esplicite non è stato implementato nel modulo LinkState ma in un 
modulo separato  (ErComputing). Al  fine di  poter utilizzare  il   link state database nel 
modulo ErComputing la classe è stata dichiarata “friend” nel modulo LinkState. In questo 
modo tutti i moduli di calcolo dei paths (che derivano dalla classe ErComputing) possono 
accedere al link state database mantenuto dal modulo Linkstate.
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4.5    Moduli per il calcolo dei paths (Constraints 
Based Routing)
4.5.1   Introduzione
I  moduli  di  constraints  based routing  implementano specifici algoritmi di calcolo dei 
paths.  Questi  moduli   s'interfacciano al  modulo “Linkstate” di  NS2 per  accedere alle 
informazioni   relative   alla   topologia   della   rete   ed   allo   stato   dei   links.  Gli   algoritmi 
implementati   sono   tutti   di   tipo   “online”   per   cui   il   calcolo  del   path   viene   eseguito 
indipendentemente per ogni richiesta di apertura di LSP ricevuta da un LSR. La figura 4.7 
illustra come il modulo di CBR si interfaccia con gli altri moduli dell'architettura.
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Figura 4.7.: Integrazione del modulo CBR
Ad ogni richiesta di apertura di un LSP il modulo MPLS effettua una richiesta di calcolo 
del path fornendo i vincoli richiesti che, nell'implementazione attuale, sono costituiti dal 
solo vincolo sulla banda minima. Il modulo CBR calcola il path eseguendo lo specifico 
algoritmo che implementa. Il path calcolato viene quindi utilizzato come route esplicita 
nella segnalazione RSVP­TE. Le informazioni necessarie al calcolo del path vengono 
recuperate   dal   Link   State   Database   del   modulo   “Linkstate”,   queste   informazioni 
riguardano la  topologia della rete e gli  attributi  dei  links. Di seguito riportiamo i   tre 
algoritmi implementati in questo lavoro.
4.5.2   Shortest Path Algorithm (SP)
La classe ErComputing implementa il modulo di calcolo delle routes esplicite basate sul 
CSPF. Questa classe può essere usata come classe base per altri algoritmi poiché consente 
di accedere alla topologia della rete (ovvero al Linkstate Database del modulo Linkstate) 
ed inoltre fornisce l'implementazione dell'algoritmo di Dijkstra modificato per tener conto 
dei vincoli (per il momento solo vincoli sulla banda minima). L'algoritmo utilizza come 
costo l'attributo “tecost” dei link e non il costo IGP utilizzato dal modulo Linkstate, in 
questo modo il routing IP ed il Constraints Based Routing vengono mantenuti distinti. Per 
default l'attributo “tecost” viene settato ad uno per tutti  i  links, in questo modo viene 
implementato il Minimum Hop Algorithm (MHA).
4.5.3   Shortest Distance Algorithm (SD)
Lo Shortest Distance Algorithm è implementato come semplice variante del MHA; in 
pratica, prima del calcolo di un path, i pesi di tutti i link vengono calcolati tramite la 
funzione di costo descritta nel paragrafo 3.4.5:
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W l ,TEC=
1
U l ,TEC
dove l indica il link per il quale calcoliamo il peso e t la TE­Class a cui appartiene l'LSP 
per il quale stiamo calcolando il path. Una volta calcolati e settati tutti i pesi dei link viene 
utilizzato l'algoritmo di Dijkstra modificato per calcolare il path di costo minimo.  
4.5.4   Minimum Interference Routing Algorithm (MIRA)
L'implementazione   di  MIRA  risulta  molto  più   complessa delle  precedenti   in   quanto 
richiede il calcolo di diversi MaxFlow e di alcune “esplorazioni” del grafo della topologia. 
Per questi motivi ci si è appoggiati alla libreria Boost [BOOSTLIB] la quale fornisce una 
serie  di   algoritmi  da  applicare  ai  grafi   tra   cui   l'algortimo Push Relabel Maxflow di 
Goldberg per il calcolo del maxflow.
Anche in questo caso la classe “ercMira” utilizza come classe base “erComputing” in 
modo da poter accedere alla topologia della rete e poter utilizzare l'algoritmo di Dijkstra 
modificato. Per quanto riguarda l'implementazione vera e propria, il calcolo di un path, è 
costituito dalle seguenti fasi:
1) Partendo   dal   Linkstate  Database   viene   costruito   il   grafo   della   topologia   nel 
formato utilizzato dalla libreria Boost
2) Vengono calcolati i pesi dei link così come descritto nel paragrafo 3.4.4, questa 
fase richiede i seguenti passi:
a) Calcolo  del  maxflow per   ogni   coppia  ingress­egress   e   per   ogni  Te­Class 
configurata
b) Individuazione dei link critici
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3) I pesi calcolati vengono settati come valore dell'attributo “tecost” dei links
4) Si calcola il path di costo minimo con l'algoritmo di Dijkstra modificato
Il punto 1 viene in realtà eseguito solo alla prima richiesta di calcolo di un path ed il grafo 
creato   viene  poi   riutilizzato  per   le   successive   richieste;   questo   perché,   negli   scenari 
simulati in questa tesi, non si verificano variazioni della topologia. Nel caso in cui si 
possano verificare variazioni della topologia occorre richiamare la funzione di creazione 
del grafo per mantenere quest'ultimo  in  linea con  la  topologia descritta del Linkstate 
Database.  
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4.6    Implementazione dei Bandwidth Contraints 
Models
4.6.1   Introduzione
I  Bandwidth  Constraint  Models   sono   stati   implementati   come moduli   di  Admission 
Control, le funzioni svolte dal modulo sono principalmente tre:
1. Implementare   la   funzione   di   admission   control   di   uno   specifico   Bandwidth 
Constraint Model
2. Fornire il supporto necessario  per l'aggiornamento degli attributi dei link
3. Gestire, insieme al modulo RSVP, la preemption degli LSP
Attualmente sono  implementati   il  Maximum Allocation Model  (MAM) ed  il  Russian 
Dolls  Model  (RDM),  il   codice è   organizzato   come  segue:  la   classe DSTE_bcmodel 
rappresenta la classe base per ogni BCM mentre le classi DSTE_MAM e DSTE_RDM 
sono le implementazioni dei due BCM ottenute come specializzazione della classe base; 
la specializzazione riguarda la funzione di calcolo della banda disponibile per una data 
TE­Class e la funzione di gestione della preemption.
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Aggiornamento degli attributi dei links
Il modulo di Admission Control interagisce con il modulo Linkstate per l'aggiornamento e 
la propagazione nella rete delle informazioni relative agli attributi dei link. Gli attributi 
gestiti dal modulo ADC sono i seguenti:
● massima banda allocabile (maximum reservable bandwidth)
● banda residua (unreserved bandwidth)
● bandwidth constraints
Quando   uno   di   questi   attributi   varia   il   modulo   ADC   invoca   il   comando   OTcl 
“intfAttributeChanged”   del  modulo  Linkstate.   In   risposta   a   tale   comando   il  modulo 
Linkstate aggiorna  il  Linkstate Database con  i  nuovi valori  degli  attributi e,  se sono 
avvenute   delle   variazioni,   invia   dei   Link   State   Advertisement   per   propagare   queste 
informazioni in tutta la rete. E' possibile configurare un intervallo di tempo minimo fra 
notifiche successive degli attributi dei links, in questo modo è possibile ridurre l'overhead 
di messaggi dovuto al  flooding di LSA generato dal modulo Linkstate ogni volta che 
cambia lo stato di un link.
Implementazione dell'LSP Admission Control
Ogni volta che si  richiede  l'allocazione di  risorse per un LSP su un certo  link viene 
eseguita   la   funzione di  Admission Control, questa   si  occupa di  verificare  se ci   sono 
risorse disponibili per accettare la richiesta. Nel caso dei BCM questa funzione si limita a 
verificare che la banda richiesta dall'LSP sia minore o uguale alla banda residua della TE­
Class a cui appartiene l'LSP (più presisamente della TE­Class identificata dal classtype e 
dalla setup priority dell'LSP). L'algoritmo utilizzato per calcolare la banda residua di una 
TE­Class è invece specifico del Bandwidth Constraint Model implementato.
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Gestione della preemption
La gestione della preemption è stata descritta dettagliatamente nel paragrafo 4.1.5, quello 
che è   importante descrivere  in questa  parte è   la   richiesta  di  preemption generata  dal 
modulo   di  Admission  Control.  Al   paragrafo   3.2.6  si   è   descritto   il   supporto   che,   in 
ambiente Diffserv­TE, un BCM può dare nel processo di gestione della preemption; in 
particolare  il  BCM può   raffinare  la  richiesta  di preemption specificando, come  input 
dell'algoritmo di  preemption vero e  proprio,  da quali TE­Class scegliere gli  LSP che 
subiranno   preemption.   Dunque   l'implementazione   dei   BCM   include   una   funzione, 
specifica del BCM, che genera una o più richieste di preemption al modulo RSVP (che 
implementa l'algoritmo di preemption), per ogni richiesta viene indicata la quantità di 
banda da liberare, il classtype e la priorità da cui selezionare gli LSP per la preemption 
così come descritto nello pseudo­codice riportato al paragrafo 3.2.6.
Riepilogo comandi
Riportiamo di   seguito   un   riepilogo dei  principali  comandi  OTcl   forniti   dagli   oggetti 
DSTE_MAM e DSTE_RDM:
● advLinkAttributes
Attraverso   questo   comando   è   possibile   notificare   al   modulo   Linkstate   la 
variazione di un attributo del link; il modulo Linkstate risponde a questo comando 
aggiornando lo stato del link nel Link State Database e, se necessario, propagando 
il nuovo stato agli altri nodi della rete.
● get­bcmodelid
Ritorna l'identificatore del Bandwidth Constraint Model
● get­maxresvbw
Ritorna la massima banda prenotabile sul link
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● dump
Stampa   in   output   lo   stato   interno   (BCs   configurati,   Reserved   Bandwidth, 
Unreserved Bandwidth, ecc)
● get­bwconstraint <ct>
Ritorna il Bandwidth Constraint configurato per il classtype <ct>
● get­unreservedbw <tec>
Ritorna la Unreserved Bandwidth per la TE­Class <tec>
● get­reservedbw <tec>
Ritorna la Reserved Bandwidth per la TE­Class <tec>
● setBC <ct> <bc>
Configura il Bandwidth Constraint per il classtype <ct> al valore <bc>
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5   Analisi Simulativa
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5.1   Introduzione
5.1.1   Topologie utilizzate
La   valutazione   degli   algoritmi   di   routing   e   dell'architettura   DS­TE   riguarda 
principalmente la topologia di un dominio ovvero viene studiato il comportamento intra­
AS.  Definire  una  topologia  standard  di  un  AS  risulta  molto  difficile  data   la  grande 
variabilità di dimensione e livello di interconnessione delle reti reali. Per le simulazioni 
seguenti sono state utilizzate due topologie “well­known” ovvero frequentemente presenti 
in lavori inerenti algoritmi di routing e traffic engineering; queste topologie non hanno lo 
scopo di fornire una rappresentazione esaustiva delle possibili   topologie reali ma solo 
l'obiettivo di verificare che i risultati ottenuti non siano legati alla particolare topologia 
utilizzata.   Le   due   topologie   sono   riportate   nelle   figure   5.1   e   5.2.   I   nodi   in   rosso 
rappresentano gli ingress­egress nodes per le richieste di apertura degli LSP, le coppie 
ingress­egress sono formate da tutte le possibili combinazioni di questi nodi. abbiamo 
quindi 90 coppie per la prima rete e 56 per la seconda. I links in “grassetto” hanno una 
dimensione quattro volte superiore a quella degli altri links.
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Figura 5.1.: Miranet
Figura 5.2.: Ispnet
5.1.2   Modelli di traffico
Data la molteplicità di servizi offerti attualmente dagli ISP risulta molto difficile definire 
un modello di traffico che riproduca fedelmente la realtà. Nelle simulazioni realizzate, 
quindi, non ci poniamo come obiettivo quello di ricreare scenari realistici ma solo quello 
di catturare, per quanto possibile, alcune caratteristiche comuni relative al traffico offerto 
ad una rete. Di seguito riportiamo i parametri  principali utilizzati per caratterizzare il 
traffico:
Sorgente e Destinazione
Ogni richiesta di apertura di un LSP è caratterizzata da una coppia sorgente­destinazione 
selezionata, con probabilità uniforme, fra una lista di coppie. Nel caso più generale le 
coppie possono essere formate dalla combinazione di  tutti   i  nodi  della rete  tuttavia è 
possibile considerare anche un sottoinsieme di essi. 
Tempo d'interarrivo (T)
Il tempo d'interarrivo si riferisce al tempo che intercorre fra due richieste consecutive, 
conoscendo il  tempo medio d'interarrivo è  possibile calcolare il rate medio  λ  con cui 
arrivano le richieste:
=
1
T
. 
dato   il   tempo   medio   d'interarrivo   delle   richieste   in   tutta   la   rete,   il   tempo   medio 
d'interarrivo ad un dato nodo è:
n=

N
dove N è il numero di nodi che possono essere sorgenti di un LSP. Questa relazione vale 
in virtù del fatto che le coppie sorgente­destinazione hanno una distribuzione uniforme.
Al fine di rendere il modello di traffico più realistico, il tempo d'interarrivo è modellizzato 
attraverso una distribuzione esponenziale con valor medio T.  
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Tempo di vita (L)
Il tempo di vita indica la durata di ogni singolo LSP ovvero il tempo che intercorre tra 
l'apertura ed il teardown dell'LSP. Nel caso particolare di tempo di vita infinito gli LSP 
restano in vita per l'intera durata della simulazione per cui il carico totale della rete cresce 
continuamente. Al contrario, in presenza di un tempo di vita finito, il carico della rete si 
stabilizza su un certo livello. Il tempo di vita è stato modellizzato con una distribuzione 
esponenziale a valor medio L.
Rate
In tutte le simulazione il rate richiesto dagli LSP viene selezionato da una distribuzione 
uniforme. Al fine di garantire una granularità sufficientemente piccola il valor medio di 
tale   distribuzione viene  impostato   ad  un   valore   non  superiore   al   5% del   bandwidth 
constraint associato al classtype a cui appartiene l'LSP.
Carico della rete
Come detto in precedenza, nel caso di LSP con tempo di vita finito, il carico della rete si 
stabilizza ad un valore costante; seguendo l'approccio utilizzato in [SHAIKH] il carico 
della rete può essere espresso come:
=
nN l hr
L R
 
Dove λn è il rate d'arrivo delle richieste al nodo n, N è il numero di nodi sorgente, l il 
tempo di vita medio degli LSP, h  la  lunghezza media dei paths, r  il   rate medio, L il 
numero di link della rete e R la capacità media dei links.
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5.2    Valutazione  degli   algoritmi  di   calcolo   dei 
paths
5.2.1   Introduzione
La  seguente  serie   di   simulazioni  ha   lo   scopo  di   analizzare,   all'interno   dell'ambiente 
Diffserv­TE, il comportamento di tre algoritmi di calcolo dei paths presentati nel capitolo 
3 ovvero il Minimum Hop Algorithm (MHA), lo Shortest Distance Algorithm (a cui ci 
riferiremo d'ora in avanti con CSPF) e MIRA. Le metriche utilizzate per la valutazione 
sono le seguenti:
Blocking Ratio: rapporto tra il numero di richieste respinte e il numero totale di richieste
Preemption Ratio:   rapporto  tra  il  numero di  LSP che hanno subito  preemption e   il 
numero totale di richieste
Maximum Link Utilization: L'utilizzazione massima tra tutti i links della rete
Per   ogni   simulazione  sono  state   effettuate  10   repliche   indipendenti   ed   i   valori   delle 
metriche utilizzate riportano gli intervalli di confidenza al 90%.
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5.2.2   Caso statico: LSP con tempo di vita infinito
In questo scenario viene valutato il comportamento dei tre algoritmi di routing in presenza 
di bandwidth constraints. Lo scenario prevede l'utilizzo di tre classtypes e le priorità sono 
uguali per tutti gli LSP (la preemption è disabilitata); non essendoci preemption le TE­
Class coincidono con i classtypes. Gli LSP hanno un tempo di vita infinito quindi, una 
volta aperti, restano instaurati per tutta la durata della simulazione. Di seguito riportiamo i 
profili di traffico utilizzati per ogni TE­Class:
TE­Class Interarrival Time Lifetime Bandwidth % of Traffic
TEC 0 20s inf [1,9]x2500 Kbps 44%
TEC 1 20s inf [1,9]x2000 Kbps 35%
TEC 2 10s inf [1,5]x1000 Kbps 21%
 
Le simulazioni sono state effettuate utilizzando tre configurazioni diverse per i bandwidth 
constraints. Le prime due utilizzano il MAM, la prima con banda isolata fra i classtypes e 
la seconda con un 25% di banda condivisa. La terza configurazione utilizza il RDM. I 
valori utilizzati per i bandwidth constraints sono riportati nella tabella seguente:
Configurazione BC 0 BC 1 BC 2
MAM Banda Isolata 40% 35% 25%
MAM Banda Condivisa 50% 45% 30%
RDM 100% 70% 30%
La simulazione prevede la richiesta di apertura di 5000 LSP. La figura 5.3 riporta  la 
probabilità  di  bloccaggio di  ogni classtype al variare del  numero  totale di  richieste e 
quindi del carico della rete.
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Per tutti i classtypes il valore più basso di blocking probability è registrato dall'algoritmo 
CSPF seguito da MIRA ed infine dall'algoritmo MHA. In molti casi il CSPF riduce la 
blocking probability  di  oltre   il   5%  rispetto   al  MHA,  inoltre  occorre  notare   che   tale 
miglioramento   è   visibile   anche   a   livelli   relativamente   bassi   di   blocking   probability. 
Quest'ultimo fatto è molto importante dato che difficilmente una rete può essere portata 
ad livello di carico tale da rigettare gran parte delle richieste di apertura degli LSP. Anche 
MIRA, per livelli di blocking probability molto bassi, presenta un netto miglioramento 
rispetto al MHA mentre all'aumentare del carico della rete la blocking probability risulta 
superiore rispetto al CSPF. Questo comportamento è giustificato dal fatto che MIRA non 
ha nessun meccanismo di minimizzazione della lunghezza dei paths quindi, all'aumentare 
del carico della rete, questa maggior utilizzazione di risorse viene pagata in termini di una 
maggiore blocking probability. 
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Figura 5.3.: Blocking Ratio with MAM
La figura 5.4 presenta l'evoluzione dell'utilizzazione massima dei links per ogni TE­Class. 
L'algoritmo CSPF riduce notevolmente questa metrica essendo un algoritmo che mira 
esplicitamente al bilanciamento del carico. MIRA presenta dei valori inferiori al MHA 
ma che   risultano  comunque   significativamente  superiori   a   quelli   del  CSPF.  Occorre 
comunque notare che nonostante questo il punto di carico in cui si presentano i primi 
bloccaggi   è   lo   stesso   presentato   dal   CSPF.   Questo   significa   che  MIRA  individua 
correttamente i links meno critici sui quali è possibile consumare banda senza incidere 
sulla blocking probability delle coppie ingress­egress.
La figura 5.5 riporta la blocking probability dei tre classtypes nella configurazione con 
banda condivisa del MAM.
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Figura 5.4.: Maximum Link Utilization
La presenza di banda condivisa non sembra modificare il comportamento dei tre algoritmi 
dato   che   la   differenza  fra   essi   in   termini   di   blocking   probability   rimane   pressoché 
invariata. Al contrario le performance dei tre classtypes risultano diverse. La presenza di 
banda   condivisa   riduce   notevolmente   la   blocking   probability   della   classe   CT0 
principalmente  a   discapito   della   classe  CT2,   questo   è   dovuto   al   fatto   che   la   banda 
condivisa viene sfruttata dai classtypes più carichi. 
L'utilizzazione massima dei link, riportata in figura 5.6, mostra ancora come l'algoritmo 
CSPF presenti buone caratteristiche di load balancing riducendo di molto l'utilizzazione 
massima rispetto agli altri algoritmi. Da questo grafico è inoltre possibile notare gli effetti 
della   modifica   apportata   a   MIRA   relativa   all'interferenza   fra   TE­Class   diverse. 
L'evoluzione dell'utilizzazione massima subisce infatti delle flessioni ai livelli di carico in 
cui si inizia ad utilizzare la parte di banda condivisa con le altre TE­Class.  
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Figura 5.5.: Blocking Ratio for MAM with shared bandwidth
Infine presentiamo i risultati relativi al RDM. I valori dei bandwidth constraints sono stati 
scelti in modo da ottenere un comportamento simile al MAM con banda condivisa ed in 
effetti,   come   è   possibile   osservare   dalla   figura   5.7,   la   blocking   probability   è 
sostanzialmente identica a quella del MAM per tutti gli algoritmi. 
Per quanto riguarda la massima utilizzazione dei links, riportata in figura 5.8, possiamo 
osservare come le TE­Class 0 ed 1 riportino valori superiori rispetto a quelli del MAM, 
questo è ovviamente dovuto al fatto che nel RDM ogni TE­Class “vede” tutta la banda 
residua delle TE­Class interne. Per questa metrica occorre notare che MIRA si comporta 
in modo decisamente diverso dagli altri algoritmi, in particolare la massima utilizzazione 
della TE­Class 0 risulta molto superiore. 
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Figura 5.6.: Maximum Link Utilization for MAM with shared bandwidth
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Figura 5.7.: Blocking Ratio with RDM
Figura 5.8.: Maximum Link Utilization with RDM
5.2.3   Caso statico: LSP con tempo di vita infinito e differenti 
priorità
L'obiettivo   di   questa   simulazione  è   quello   di   confrontare   il   comportamento   dei   tre 
algoritmi  in presenza di   livelli  di  priorità  diversi.  Ai  tre classtypes sono quindi  stati 
assegnati tre diversi livelli di priorità così come indicato nella tabella seguente:
TE­Class Classtype Priority
0 0 2 (Low Priority)
1 1 1 (Medium Priority)
2 2 0 (High Priority)
I profili di traffico delle tre TE­Class sono gli stessi utilizzati nello scenario senza priorità 
mentre i bandwidth constraints dei modelli MAM e RDM sono stati modificati per tener 
conto delle priorità introdotte. In particolare sono stati ridotti i bandwidth constraints dei 
classtypes 1 e 2 in modo da evitare di penalizzare eccessivamente il classtype 0. I valori 
utilizzati sono riportati nella tabella seguente:
Configurazione BC 0 BC 1 BC 2
MAM 60% 40% 20%
RDM 100% 55% 20%
Gli LSP di un dato classtype utilizzano un unico livello di priorità per cui la preemption 
può avvenire solo fra classtypes diversi. La simulazione prevede il rerouting degli LSP 
che   subiscono   preemption,   nel   caso   in   cui   il   rerouting   fallisca   la   richiesta   viene 
considerata bloccata. E' da notare che lo stesso LSP può subire preemption più volte.
La   figura   5.9   riporta   la   blocking   probability   e   la   preemption   probability   ottenute 
utilizzando il MAM. 
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Per quanto riguarda la blocking probability le performance dei tre algoritmi sono in linea 
con i risultati ottenuti nello scenario precedente. Il comportamento più interessante è dato 
dalla   netta   riduzione   della   preemption   ottenuta   dall'algoritmo   CSPF,   in   questa 
simulazione il numero di LSP che subiscono preemption può essere fino al 20% inferiore 
a quello registrato per gli altri algoritmi. Questo è da imputare al maggior bilanciamento 
della rete ottenuto dallo CSPF; il traffico dei vari classtypes sui link aumenta in maniera 
piuttosto omogenea riducendo di molto la necessità di ricorrere alla preemption da parte 
dei classtypes a priorità più alta.
89
Figura 5.9.: Blocking and Preemption Ratio with MAM
Anche con il RDM, come possiamo osservare dalla figura 5.10, non si hanno variazioni 
nelle performance ottenute dai tre algoritmi in termini di blocking probability. Per quanto 
riguarda la preemption, riportata in figura 5.11, possiamo notare che l'algoritmo CSPF 
continua a registrare una significativa riduzione anche con il RDM. E' interessante notare 
come, per l'algoritmo CSPF, sia i bloccaggi che la preemption iniziano allo stesso livello 
di carico della rete (circa 2500 richieste). Per gli altri algoritmi la preemption si manifesta 
molto prima (dopo circa 1500 richieste) a causa dell'assenza di qualsiasi meccanismo di 
bilanciamento del traffico. Nel caso di MIRA la preemption è molto elevata tuttavia la 
blocking probability è poco maggiore di quella dell'algoritmo CSPF, questo significa che 
il rerouting degli LSP ha buone probabilità di avere successo.
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Figura 5.10.: Blocking Ratio with RDM
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Figura 5.11.: Preemption Ratio with RDM
5.2.4   Caso dinamico
In questo scenario gli  LSP hanno un tempo di vita finito e modellizzato  tramite una 
distribuzione esponenziale con un certo valor medio. Il valor medio è scelto in modo da 
portare la rete ad un livello di carico tale da sperimentare dei bloccaggi su ogni TE­Class. 
Di seguito riportiamo i profili di traffico utilizzati per le TE­Class:
TE­Class Interarrival Time Lifetime Bandwidth % of Traffic
0 20s 4000s [1,9]x8000 Kbps 42%
1 20s 4000s [1,9]x6000 Kbps 32%
2 10s 4000s [1,4]x5000 Kbps 26%
La simulazione prevede l'apertura di 18000 LSP, una quantità sufficiente a portare la rete 
in una situazione stabile ovvero ad esaurire completamente il transitorio iniziale di carico. 
La blocking probability è  stata quindi analizzata  in una finestra di 3000 richieste (da 
15000   a   18000)   in   cui   il   valore  è   praticamente  stabilizzato.  I   bandwidth   constraints 
utilizzati sono il MAM con banda condivisa e il RDM, le configurazioni utilizzate sono 
riportate nella tabella seguente:
Configurazione BC 0 BC 1 BC 2
MAM 50% 45% 30%
RDM 100% 70% 30%
 
La figura 5.12 riporta la blocking probability per il MAM, anche in questo caso il minor 
valore di blocking probability è registrato dall'algoritmo CSPF. La riduzione di blocking 
probability rispetto al MHA risulta inferiore a quella registrata nel caso statico dove per 
analoghi valori  di blocking probability si  ottenevano miglioramenti  superiori  al 5%. I 
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risultati  non possono essere direttamente confrontati dato il  diverso profilo di traffico 
utilizzato nei due scenari, tuttavia è ragionevole pensare che le performance del MHA 
migliorino  in  questo  scenario  dato  che un  link saturato  non  rimane  tale per  tutta   la 
simulazione come avviene nel caso statico. In altre parole, selezionare il path più breve, 
avrà un impatto minore sulla blocking probability.
Con il  RDM, come nel  caso statico,  le performance relative dei  tre algoritmi restano 
pressoché invariate. Dalla figura 5.13 possiamo notare come la blocking probability della 
TE­Class 0 sia, per tutti gli algoritmi, inferiore rispetto al MAM. Questo miglioramento 
viene pagato  in parte con un aumento della blocking probability delle altre TE­Class 
tuttavia il valore complessivo dei bloccaggi risulta inferiore. Questo è dovuto alla maggior 
condivisione  della banda del RDM il quale consente al classtype 0 di utilizzare tutta la 
banda lasciata libera dagli altri classtypes.
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Figura 5.12.: Blocking Ratio with MAM
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Figura 5.13.: Blocking Ratio with RDM
5.2.5     Nuova   funzione   di   costo   per   la   riduzione   della 
preemption
In   questa   sezione   introduciamo  una   possibile   variazione  all'algoritmo  CSPF  volta   a 
ridurre   l'impatto  della preemption.  L'idea alla  base del  nuovo algoritmo consiste  nel 
definire quando, l'eventuale accettazione della richiesta di banda su un link, richiede la 
preemption e di conseguenza modificare la funzione di costo in modo da tener conto di 
questo   aspetto.   La   preemption   si   rende   necessaria   quando,   per   una   richiesta 
<ct , sp ,reqbw > , si verificano le seguenti condizioni:
U ct , sp ≥ reqbw
U ct , lp   reqbw
Dove con “sp” indichiamo la priorità di setup della richiesta e con “lp” (Lowest Priority) 
la   priorità   più   bassa  configurata   nel   dominio.  La  modifica   proposta   consiste   quindi 
nell'introdurre un ulteriore  termine nella funzione di costo in modo da penalizzare  in 
modo   graduale  i   link   che   si   stanno   avvicinando   ad   un   carico   tale   da   richiedere  la 
preemption. Riportiamo la funzione di costo del nuovo algoritmo:
W l ct , sp=
1−
U ct , sp  1
 
U ct , lp  1
Il   coefficiente      è   utilizzato  per bilanciare  i   due  termini  di   costo.  Con   =0  
l'algoritmo si comporta esattamente come il CSPF mentre con  =1  il costo dipende 
solo dalla banda effettivamente residua (e non da quella che è possibile ottenere grazie al 
meccanismo   della   preemption),   vengono   così   privilegiati   i   link   che   non   richiedono 
preemption.  
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Il problema nell'applicazione di questo algoritmo è dato dal fatto che la quantità U(ct,lp) 
può non essere direttamente nota in quanto non è detto che la TE­Class <ct, lp> sia una 
classe configurata. 
In un caso particolare di configurazione delle priorità nel RDM questa informazione può 
essere facilmente ricavata. Supponiamo che le priorità siano assegnate in modo tale che 
valga la seguente relazione:
prioTEC x prioTEC y ∀ x , y | ct TEC x ct TEC y  
ovvero   che   le   priorità   dei   classtypes   siano   strettamente   crescenti   (numericamente 
decrescenti) man mano che ci si sposta verso le”pipe” più interne del modello. In questo 
caso U(ct,lp) si ottiene come:
U ct , lp =min0≤i≤ct{U i , prioi }
Dove con prio(i) s'intende la priorità assegnata al classtype i. Questa configurazione è tra 
l'altro una delle più comuni dato che assegnare priorità più elevate ai classtypes interni 
consente  al  RDM di   ottenere  protezione  della   banda  rispetto   al   comportamento   dei 
classtypes più esterni.
Per la valutazione del nuovo algoritmo è stato realizzato il seguente scenario:
TE­Class CT Priority Interarrival Time Bandwidth % of Traffic
0 0 2 25s [1,3]x12000 Kbps 35%
1 1 1 25s [1,3]x12000 Kbps 35%
2 2 0 30s [1,3]x12000 Kbps 30%
I bandwidth constraints del RDM sono i seguenti: BC0 100%, BC1 75% BC2 38%.
La   simulazione   è   stata   effettuata   per   quattro   livelli   di   carico   della   rete   ottenuti 
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aumentando il tempo di vita medio degli lsp così come indicato dalla tabella seguente (il 
network load è stato calcolato così come descritto nel paragrafo 5.1.2):
Simulazione Lifetime Network Load
1 7200s 70%
2 7600s 74%
3 8000s 78%
4 8400s 82%
 
Per ogni livello di carico della rete sono state simulate 15000 richieste al fine di portare la 
rete ad un livello stabile in cui la preemption e la blocking probability risultano pressoché 
costanti. Gli LSP che subiscono preemption vengono reinstradati nella rete, nel caso in cui 
questa operazione di rerouting fallisca l'LSP viene conteggiato fra quelli bloccati. Tutte le 
simulazioni sono state fatte utilizzando il valore 0.5 per la costante  . 
La figura 5.14 riporta  la preemption probability dei classtypes 0 ed 1 registrata per  i 
quattro valori di carico della rete simulati:
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La modifica introdotta riesce a ridurre significativamente la preemption subita dagli LSP 
del   classtype   0.  Questa   riduzione   è   visibile   anche   a   bassi   livelli   di   carico  mentre 
all'aumentare di quest'ultimo la riduzione diventa molto più significativa. Il classtype 1 
non   ottiene   invece   nessuna   riduzione   della   preemption.   Il   motivo   di   questo 
comportamento è dovuto in parte al basso livello di preemption a cui è esposto ed in parte 
alle caratteristiche della nuova funzione di costo cerca di instradare gli LSP del classtype 
1 sui paths che incidono meno sulla preemption del classtype 0. Questa scelta può portare 
ad un maggior consumo delle risorse allocate al classtype 1 rendendolo più soggetto a 
subire preemption da parte del classtype 2.
Dalla figura 5.15 possiamo notare che, in generale, la nuova funzione di costo aumenta 
leggermente la blocking probability di tutti i classtypes all'aumentare del carico della rete. 
Per i classtypes 1 e 2 questo maggior bloccaggio è causato dalla scelta di percorsi non 
ottimali.  In pratica la nuova funzione di costo può generare paths che non provocano 
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Figura 5.14.: 
preemption ma che possono risultare più lunghi o con link caratterizzati da una scarsa 
banda disponibile. Questo porta anche ad un maggior utilizzo globale delle risorse della 
rete che provoca quindi un aumento della blocking probability del classtype 0.
In   ogni   caso   l'aumento   della   blocking   probability   risulta   nettamente   inferiore   alla 
riduzione della preemption e per bassi volumi di carico l'aumento dei bloccaggi risulta 
praticamente irrilevante. 
Il nuovo algoritmo è stato infine testato sullo scenario con priorità ed LSP “statici” (cioè 
con   tempo   di   vita   infinito)   presentato   al   paragrafo   5.2.3.   I   risultati   confermano  la 
riduzione della preemption come è possibile osservare dalla figura 5.16, in questo scenario 
il carico del classtype 1 è piuttosto elevato per cui la nuova funzione di costo produce 
effetti positivi anche su questo classtype. La blocking probability, riportata in figura 5.17, 
risulta sostanzialmente identica fra i due algoritmi.
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Figura 5.15.: 
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Figura 5.16.: 
Figura 5.17.: 
5.3     Valutazione   degli   effetti   dei   bandwidth 
constraints
Le simulazioni seguenti hanno lo scopo di verificare l'impatto dei bandwidth constraints 
sulla  blocking probability  delle varie TE­Class e   l'interazione fra esse  in  presenza di 
banda condivisa.
5.3.1   Differenziazione della banda degli LSP
In   questo   scenario   vengono   configurate  tre  TE­Class  che  differiscono  soltanto   nella 
distribuzione   della   banda   richiesta   dagli   LSP.   Nella   tabella   1   vengono   riportate   le 
caratteristiche del traffico degli LSP delle tre TE­Class.
TE­Class Interarrival Time LSP Bandwidth LSP Lifetime % of Traffic
0 15s [10,14]*10000Kbps 1000s 50%
1 15s [6,10]*10000Kbps 1000s 33%
2 15s [2,6]*10000Kbps 1000s 17%
Table 1: Profili di traffico delle TE­Class
Per quanto riguarda i bandwidth constraints è stato utilizzato il MAM e sono state valutate 
due configurazioni diverse: una con classtypes  isolati  e   l'altra con condivisione della 
banda   (overprovisioning);   la   tabella   2   riporta   i   parametri   utilizzati   nelle   due 
configurazioni.
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Configurazione BC0 BC1 BC2
Standard (MAM) 50% 33% 17%
Shared Bandwidth (MAMsb) 80% 53% 27%
Table 2: Configurazione dei bandwidth constraints
I bandwidth constraints rispettano, in entrambe le configurazioni, i rapporti di carico fra 
le varie TE­Class, per questo motivo ci aspetteremmo che la blocking probability non 
differisca molto fra i classtypes. La simulazione è stata fatta su un intervallo di 12000 
richieste (dunque circa 4000 richieste per classtype) tralasciando le prime 3000 richieste 
che costituiscono  il   transitorio della   simulazione ovvero   la  parte  in cui   la   rete  viene 
caricata.
La   figura   5.18   riporta   la   blocking   probability   delle   tre   TE­Class   in   entrambe   le 
configurazioni del MAM. La prima osservazione è data dalla netta riduzione del numero 
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Figura 5.18.: 
di richieste bloccate in presenza di overprovisioning, tutti i classtypes beneficiano della 
banda extra che possono utilizzare. In assenza di overprovisioning la blocking probability 
dei   tre   classtype   si   assesta   in   un   intervallo   tra   il   14%   ed   il   17%   mentre   con 
l'overprovisioning si hanno valori molto più bassi ma all'interno di un intervallo maggiore, 
tra 1% ed il 6%. In presenza di overprovisioning si ha quindi una differenza, in termini di 
richieste bloccate, piuttosto marcata fra  i vari  classtypes;  in particolare i  classtypes si 
trovano in ordine di rate medio degli LSP quindi con il classtype 0 che presenta il maggior 
numero di   richieste   bloccate   seguito   dal   classtype   1   e   dal   classtype   2.  Nel   caso di 
classtypes isolati questa differenza è minore ed inoltre non sussiste una relazione con il 
rate   degli  LSP dato   che   il   classtype  che   sperimenta   il  maggior   numero  di   richieste 
bloccate è il classtype 1. 
Possiamo   concludere,   osservando   questo   grafico,   che   l'overprovisioning   consente   di 
utilizzare con più efficienza la banda dei links riducendo la blocking probability, tuttavia 
la banda condivisa risulta maggiormente accessibile agli LSP con rate più basso. Questo 
porta ad una discreta differenziazione dei classtypes in termini di blocking probability.  
Per comprendere meglio questa differenza di comportamento fra i classtypes in presenza 
di overprovisioning si è pensato di monitorare l'utilizzazione media dei link in modo da 
poter evidenziare eventuali sbilanciamenti nell'utilizzazione della banda. Le due figure 
seguenti     riportano   l'utilizzazione  media   dei   classtypes   0   e   2   normalizzata   rispetto 
all'utilizzazione totale del link. Per semplicità sono riportati i 30 links con l'utilizzazione 
totale più alta:
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Dal primo grafico è possibile notare come, in presenza di overprovisioning, nella maggior 
parte dei link la porzione di traffico della classe CT0 sia inferiore rispetto al caso di bande 
isolate. Per il classtype 2,   riportato nel secondo grafico, la situazione è rovesciata: la 
maggior parte dei  links  trasportano una porzione di  traffico maggiore in presenza di 
overprovisioning. La tabella seguente riporta la proporzione di traffico media calcolata 
sui 10 links più critici (cioè con utilizzazione totale più alta) nelle due configurazioni del 
MAM; dai valori riportati è possibile notare come il classtype 0, nella configurazione con 
banda condivisa, perda oltre il 2% di utilizzazione.
Configurazione CT0 CT1 CT2
MAM 50,7% 32,7% 16,6%
MAM With Shared Bandwidth 48,2% 34,3% 17,5%
Table 3: Valor medio della proporzione di traffico nei 10 link più critici
Possiamo quindi   concludere che  l'utilizzo dell'overprovisioning consente di   ridurre   la 
blocking   probability   aumentando   l'utilizzazione  media   dei   links   e   quindi   l'efficienza 
nell'utilizzo  delle   risorse  di   rete.  La  banda  condivisa   risulta,   tuttavia,  maggiormente 
accessibile agli LSP con un più basso rate medio; questo porta ad un certo sbilanciamento 
nell'accesso alla banda condivisa per cui occorre  tener conto di  questo fenomeno nel 
dimensionamento dei bandwidth constraints.   
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5.3.2   Differenziazione del rate d'arrivo
In   questo   nuovo   scenario   verrà   modificato   il   profilo   di   traffico   dei   classtypes,   in 
particolare  il   traffico   verrà  differenziato   sulla base del   rate di   arrivo  delle   richieste 
anziché sulla base della banda;  in questa simulazione, dunque,  tutti  gli  LSP hanno la 
stessa distribuzione per quanto riguarda il rate. 
TEC Interarrival Time (sec) Bandwidth Lifetime % of Traffic
0 8s [1,4]*5000Kbps 7000s 50%
1 12s [1,4]*5000Kbps 7000s 33%
2 24s [1,4]*5000Kbps 7000s 17%
Table 4: Profili di traffico delle TE­Class
 
Il rate d'arrivo delle richieste per le TE­Class 0 ed 1 è rispettivamente il triplo ed il doppio 
di quello della TE­Class 2, di conseguenza i bandwidth constraints sono stati configurati 
per rispettare questo rapporto in entrambe le configurazioni:
Configurazione BC0 BC1 BC2
Standard (MAM) 50% 33% 17%
Shared Bandwidth (MAMsb) 80% 53% 27%
Table 5: Configurazione dei bandwidth constraints per il MAM
La figura 5.15 riporta la blocking probability misurata su un intervallo di 30000 richieste 
da cui sono state scartate le prime 24000. Possiamo osservare ancora una volta la netta 
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diminuzione di blocking probability ottenuta tramite l'overpovisioning. 
Un fenomeno particolarmente interessante è dato dalla unfairness presente fra i classtypes 
nel caso di bande isolate; è ovvio che tale differenziazione nella blocking probability non 
può essere legata ad una iniqua distribuzione della banda dei links dato che i classtypes 
sono   completamente  isolati.   La   spiegazione   di   tale   fenomeno  può   essere  affrontata 
ricorrendo ad una nota   formula per   il   calcolo  della  blocking probability  nelle   reti   a 
circuito, la formula di Erlang per il calcolo della Loss Ratio. Questa formula non può 
essere direttamente  applicata   a   questo   scenario  dato   che  non   stiamo  trattando   reti   a 
circuito e, ancora più importante, tale formula vale per un singolo link; tuttavia la formula 
di  Erlang  evidenzia  come  la   relazione  tra   risorse   allocate,  rate  di   arrivo   e  blocking 
probability non sia lineare.
Supponiamo che ogni LSP richieda un'unità di banda, che il tempo d'interarrivo medio 
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Figura 5.19.: 
delle richieste su un link sia T e il tempo di vita medio L. Il traffico medio offerto al link 
può essere calcolato come:
OfferedTraffic=A=
L
T
Quindi variando il tempo d'interarrivo e mantenendo costante il tempo di vita il traffico 
offerto al link varia. Il bandwidth constraint rappresenta la quantità di risorse allocabili 
sul link e viene espresso come numero di unità di  banda allocabili  (N). Il bandwidth 
constraint viene configurato in modo tale da mantenere costante il rapporto tra traffico 
offerto al link e risorse allocate:
A
N
=
L
T N
=C
N=
L
CT
Sfruttando la formula di Erlang possiamo calcolare la probabilità che il link sia saturo 
ovvero che non possa accettare ulteriori LSP:
PB=EB N , A=
AN
N !
∑
j=0
N A j
j !
Ovviamente questa probabilità non coincide con la probabilità di blocco di un LSP dato 
che,   affinché     una   richiesta   sia  bloccata,  deve  essere  saturo  almeno un  link  di  ogni 
possibile  paths   tra   la   sorgente   e   la   destinazione  tuttavia  queste   due  probabilità   sono 
strettamente legate fra loro.
Il grafico seguente riporta la funzione EB(N,A) al variare del tempo d'interarrivo T da 
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100s a 600s con C ed L fissate rispettivamente ad 1 e 7000s. L'intervallo [100s,600s] è 
stato scelto in modo tale da rappresentare, in modo decisamente grossolano,  il   tempo 
d'interarrivo delle richieste sui link dello scenario simulato.
Possiamo osservare che la blocking probability aumenta all'aumentare del tempo medio 
d'interarrivo   delle   richieste,   quindi   configurare   i   bandwidth   constraints   in   modo 
proporzionale   al   volume   di   traffico   non   garantisce   uno   stesso   livello   di   blocking 
probability fra i classtypes. In pratica la differente probabilità di bloccaggio registrata in 
assenza di  overprovisioning è  dovuta  ad un sottodimensionamento delle  risorse per  i 
classtypes con un maggiore tempo d'interarrivo. In presenza di overprovisioning questo 
fenomeno sparisce in quanto la banda extra condivisa può essere sfruttata maggiormente 
dai classtypes 2 ed 1 che, come dimostra la formula di Erlang, richiedono un quantità di 
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risorse maggiore.  
Dato che il volume di traffico offerto al link è dato dal rapporto fra il tempo di vita ed il 
tempo d'interarrivo delle richieste, lo stesso fenomeno si presenta variando il volume di 
traffico attraverso il  tempo di vita medio. In questo caso, mantenendo costante il rapporto 
tra traffico offerto e risorse allocate, la blocking probability aumenta al   diminuire del 
tempo di vita come è possibile osservare dalla figura seguente.
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6   Conclusioni
Il lavoro svolto nell'ambito di questa tesi ha portato allo sviluppo di numerose estensioni 
per il simulatore NS2 relative ad alcune componenti di una moderna architettura di Traffic 
Engineering   intra­domain.  Queste   componenti   potranno  in   futuro   consentire   l'analisi 
dell'impatto di determinate politiche di TE sulla qualità del servizio fornita dalla rete.
La parte simulativa di questo lavoro si è concentrata sull'analisi di alcuni algoritmi di 
costraints  based  routing presenti  in   letteratura  e   sulla  loro applicazione nell'ambiente 
Diffserv­TE. I risultati ottenuti mostrano come le performance di tali algoritmi, una volta 
adattati, siano sostanzialmente indifferenti all'introduzione dei bandwidth constraints dato 
che la variazione dei parametri Diffserv­TE provoca generalmente gli stessi effetti su tutti 
gli  algoritmi.  Tra gli  algoritmi  testati   lo Shortest  Distance (o CSPF) ha presentato  le 
migliori  performance eguagliando (e spesso migliorando),  in  termini di probabilità  di 
bloccaggio delle richieste, un algoritmo appositamente studiato per la riduzione di questa 
metrica come MIRA.   Questo risultato è provato anche dalla presenza in letteratura di 
molti algoritmi che presentano performance superiori  a MIRA utilizzando funzioni di 
costo dei link più o meno legate a quella utilizzata dal CSPF. L'analisi dell'architettura 
Diffserv­TE si è quindi concentrata su questo algoritmo ed ha portato alla definizione di 
una modifica  in grado di ridurre  l'incidenza della preemption nel caso di utilizzo del 
Russian Dolls Model.   
Al contrario di quanto detto per gli algoritmi di routing, le metriche di TE analizzate 
risultano   fortemente   legate   ai   bandwidth   constraints   che,   se   non   configurati 
adeguatamente, possono portare ad un sottoutilizzo della rete. Nelle simulazioni effettuate 
i bandwidth constraints sono stati configurati in modo euristico partendo dal volume di 
traffico  dei   vari   classtypes  e   si  è  mostrato   come  caratteristiche  del   traffico  quali   la 
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distribuzione della  banda,   il   rate medio  di  arrivo  e  ed   il   tempo medio  di  vita  delle 
richieste, a parità di volume di traffico,  influenzino molto le performance ottenute e che 
quindi   debbano   essere   presi   in   considerazione  nel   processo   di   configurazione   dei 
bandwidth constraints. 
Possiamo concludere affermando che i vantaggi offerti dall'architettura Diffserv­TE quali 
l'isolamento   delle   risorse   (Bandwidth   Protection)   e   la   possibilità   di   vincolare   le 
proporzioni di traffico sui links, vengono pagati con una minor efficienza nell'utilizzo 
delle  risorse della   rete.   Il  motivo è  piuttosto  naturale:  forzare  il   traffico della   rete   a 
dislocarsi secondo certi vincoli richiederà maggior risorse rispetto al caso di far passare il 
traffico semplicemente dove ci sono risorse sufficienti. I vantaggi offerti da Diffserv­TE 
sono   comunque  molto   importanti   poiché   costituiscono   uno   strumento   efficacie   nel 
processo di provisioning delle risorse in un domino MPLS­Diffserv.
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