We justify the incompressible limit of the Ericksen-Leslie hyperbolic liquid crystal model in compressible flow in the framework of classical solutions. We first derive the uniform energy estimates on the Mach number ǫ for both the compressible system and its differential system with respect to time under uniformly in ǫ small initial data. Then, based on these uniform estimates, we pass to the limit ǫ → 0 in the compressible system, so that we establish the global classical solution of the incompressible system by the compactness arguments. Moreover, we also obtain the convergence rates associated with L 2 -norm in the case of well-prepared initial data.
Introduction
1.1. Ericksen-Leslie hyperbolic liquid crystal model in compressible flow. Liquid crystals are an orientational well-ordered fluid and an intermediate state which exist in the conversion process between solid and liquid. They thereby have both optical properties of solid crystals and fluidity of liquids. The hydrodynamic theory of liquid crystals was established by Ericksen [10, 11] and Leslie [29] in the 1960s (see also Section 5.1 of [33] ) through conservation laws for liquid crystals. In this paper, we choose some appropriate parameters of the model (from [29] ) for simplicity. We consider the following Ericksen where ρ(t, x) ≥ 0 denotes the fluid density, u(t, x) ∈ R n is the bulk velocity, d(t, x) ∈ R n is the direction field of the liquid molecules with the geometric constraint |d| = l, respectively.
Here l is the averaged length of the rod-like nematic liquid crystal molecular. The pressure p(t, x) ∈ R satisfies p(ρ) =ãρ γ with the constantsã > 0 and γ > 1. Here,ḋ andd are the first-order and secondary material derivative of d, respectively, i.e., d = ∂ t d + u · ∇d ,d = ∂ tḋ + u · ∇ḋ .
The notations A = 1 2 (∇u + ∇u ⊤ ) , B = 1 2 (∇u − ∇u ⊤ ) represent the rate of strain tensor and skew-symmetric part of the strain rate, respectively. The notations Σ i (i = 1, 2, 3) are defined as follows: Σ 1 := 1 2 µ 4 (∇u + ∇u ⊤ ) + ξdiv u I, Σ 2 := 1 2 κ|∇d| 2 I − κ∇d ⊙ ∇d , Σ 3 :=σ µ (u, d,ḋ) , (1.2) where the matrix ∇d ⊙ ∇d is of form (∇d ⊙ ∇d) ij = ∂ i d · ∂ j d andσ µ (u, d,ḋ) is the stress tensor with the forms of entries:
(σ µ (u, d,ḋ)) ij =µ 1 
Here µ = (µ 1 , µ 2 , µ 3 , µ 5 , µ 6 ). These parameters µ are called Leslie coefficients, µ 4 and ξ are the usual viscosities, and κ is the Frank constant, which measure the elasticity of liquid crystal molecular. Usually, the following relations are frequently introduced in the literature:
The first two relations are necessary conditions in order to satisfy the equation of motion identically, while the third relation is called Parodi's relation, which is derived from Onsager reciprocal relations expressing the equality of certain relations between flows and forces in thermodynamic systems out of equilibrium. For the analytical effects of Parodi's relation, see [45] . Moreover, the Lagrangian multiplier Γ has the following form:
For the detailed rewriting from Leslie's paper [29] to the system (1.1), see [22] . Note that in [22] , the coefficient κ appeared in Σ 2 of (1.2) was taken as 1. But in this paper, we keep it as κ since the scaling of κ is important. Another important difference with previous literature needed to be pointed out is that in the Lagrangian multiplier Γ (1.5), we add a factor 1 l 2 , which comes from the geometric constraint |d| = l. The reason is that the system (1.1) is dimensional, |d| has to have the unit length to make the units of the system (1.1) match, while in the previous literature, |d| was set as 1, which express the unit not in an explicit way. Now, since the main concern of this paper is about the asymptotic behavior of system (1.1), we have to write system (1.1) into the dimensionless form. First we set the units for the different physical quantities. Let L * , T * and U * be the units for (macroscopic) length, time and bulk velocity, respectively, where U * = L * /T * . Let ρ * , c * and µ * be the units of density, sound speed and viscosity, and let κ * = K/l 2 be the unit of Frank constant, where K is the so-called elastic constant.
To nondimensionalize system (1.1), we set x = L * x , t = T * t , u = U * û , ρ = ρ * ρ , p = ρ * c 2 * p , d = ld , κ = κ * κ , µ 4 = µ * μ4 , ξ = µ * ξ , µ 1 = µ * l 4μ1 , µ i = µ * l 2μi for i = 2, 3, 5, 6 .
system (1.8) will converge to the much more studied parabolic Ericksen-Leslie system, see [20, 21, 23] . In the Q-tensor version, say, the Beris-Edwards system, Wu-Xu-Zarnescu [46] justify the limit letting the Reynolds and Ericksen numbers go to infinity (in the setting χ=0).
Since we concern with the low Mach number limit in this paper, we set the coefficients Re, Er and χ as 1, and set Mach number Ma = ǫ. Then the system (1.8) reads as
(1.10)
We consider the density with a small perturbation around the equilibrium stateρ = 1 as ρ ǫ = 1 + ǫφ ǫ ,
(1.11)
For the system (1.11), the initial data are given as 12) and the boundary conditions at infinity are (φ ǫ , u ǫ , d ǫ ) → (0, 0,d), as |x| → ∞ , (1.13) whered is a constant vector with |d| = 1. Formally, supposing that the limit (ρ ǫ , u ǫ , d ǫ ) → (1, u, d) exists and initially ρ ǫ 0 = 1 + ǫφ ǫ 0 → 1, u ǫ 0 → u 0 , d ǫ 0 → d 0 , d ǫ 0 → d 0 as ǫ → 0, then the limiting system will be        div u = 0 , ∂ t u + (u · ∇)u − 1 2 µ 4 ∆u + ∇π = −κdiv(∇d ⊙ ∇d) + divσ µ (u, d,ḋ) , d = κ∆d + Γd + λ 1 (ḋ + Bd) + λ 2 Ad , (1.14) where ∇π is the "limit" of 1
, and Γ is the formal limit of Γ ǫ :
(1.15) Moreover, the system (1.14) is endowed with the initial data:
(u, d,ḋ)| t=0 = (u 0 , d 0 , d 0 ) ∈ R n × S n−1 × R n , (1.16) and the boundary conditions at infinity (u, d) → (0,d), as |x| → ∞ .
(1.17)
The main goal of our paper is to justify the above limit rigorously in the framework of classical solutions.
1.2. Historical remarks. In fluid (and related) models, Mach number measures the compressibility of fluids. As Mach number goes to zero, the compressible models behave asymptotically as the incompressible models. The rigorous mathematical justifications were initialized from Klainerman and Majda [27, 28] in the framework of classical solutions, which addressed the limit from compressible Euler to incompressible Euler equations. After then, there has been vast of literature on this topic in different models (Navier-Stokes, MHD, etc.), different contexts of solutions (classical solutions, weak solutions, strong solutions, etc.) and different domains (whole space, periodic domain, bounded domain, etc.). Among them, we mention Ukai [43] (initial layer in R n ), Schochet and Grenier [40, 14] (fast acoustic waves on torus), Lions and Masmoudi [31] (incompressible limit for global in time weak solutions of isentropic compressible Navier-Stokes equations), Métivier and Schochet [36, 39] (incompressible limit for non-isentropic Euler equations), Alazard [2] (low Mach number limit of the full Navier-Stokes equations in R n ), Jiang, Ju and Li [25] (incompressible limit for non-isentropic MHD equations in R n ), and Jiang et al. [26] (low Mach number limit of the full MHD equations in R n ). The interested readers can refer the survey papers [6, 35] and the monograph [13] for more references. We now review some related results on the incompressible limits for the parabolic-type Ericksen-Leslie's system without the inertia ρ ǫdǫ , which is (1.18) where f (d) and F (d) denote the penalty function and the bulk part of the elastic energy, respectively, satisfying the relation f (d) = ∇ d F (d). The constants µ, λ, θ denote the viscosity, the competition between kinetic energy and potential energy, and the microscopic elastic relation time for the molecular orientation field, respectively. When taking the typical form for a constant σ 0 > 0, Wang and Yu [44] studied weak solutions to weak solutions of the incompressible limit for the system (1.18) with the general initial data in a bounded domain by employing the method of spectral analysis and Duhamel's principle, see also [15] . By adding the geometric constraint |d| = 1 and choosing F (d) = 0 and f (d) = |∇d| 2 d, the incompressible limit was studied by several authors, see Ding et al. [9] (small classical solutions on torus), Yang [47] , [32] and Zeng-Ni-Ai [48] ( small classical solutions on bounded domain), and Bie et al. [3] ( small strong solutions in Besov space). For the studies of the well-posedness to (1.18), see [9] and its references cited therein. The interested readers can refer the nice summary papers [34, 16] and the monographs [8, 42] for more results on the parabolic-type Ericksen-Leslie's system. For the inertial case, the research on the Ericksen-Leslie system is much less. When taking ǫ = 1 and κ = 1 in the compressible flow (1.9), Jiang, Luo and Tang [22] established both the local existence of the classical solution with finite initial energy under λ 1 ≤ 0, and the global well-posedness with small size of the initial data under a damping effect λ 1 < 0. Recently, Huang et al. [18] proved the global well-posedness of the compressible system without damping effect (λ 1 = 0) under small size of initial data but without the kinematic transport.
For the incompressible Ericksen-Leslie hyperbolic liquid crystal model (1.14) with κ = 1 and the inertial termd replaced by ρ 1d for an inertial constant ρ 1 > 0, Jiang and Luo [19] not only verified the local existence and uniqueness of the classical solution with finite initial energy and λ 1 ≤ 0, but also obtained the global classical solution under the small initial energy with an additional damping effect (say, λ 1 < 0). Later on, Huang et al. [17] and Cai-Wang [5] proved the global existence of the incompressible hyperbolic Ericksen-Leslie's liquid crystal model without damping effect (i.e. λ 1 = 0) and kinematic transport under the assumption of small initial data. The main concern of this paper is to connect the solutions of [22] and [19] of the inertial Ericksen-Leslie systems in the context of classical solutions.
The incompressible hyperbolic liquid crystal model in the Q-tensor framework is called Qian-Sheng model, which couples a hyperbolic type equation involving a second order material derivative with a forced incompressible Navier-Stokes equation. De Anna and Zarnescu [7] derived the energy law and proved the local well-posedness for bounded initial data and global well-posedness under the assumptions that the initial data are small in some suitable norm and the coefficients satisfy some further damping property. To the best knowledge of the authors, [7] might be the first work that treats the second-order material derivative for multidimensional case in the field of liquid crystal equations. In [7] , they also provided an example of twist-wave solutions, which are solutions of the coupled system for which the flow vanishes for all times. Furthermore, for the inviscid version of the Qian-Sheng model, Feireisl et al. [12] proved a global existence of the dissipative solution which is inspired from that of incompressible Euler equation defined by P.-L. Lions [30] .
Notations and main results.
In order to state our main results and for simplicity of the presentation, we introduce some notations. For p ∈ [1, ∞], we introduce the weighted L p w (:= L p w (R n )) spaces endowed with the norms
for some positive weight function w : R n → R + . If the weight function w ≡ 1, L p 1 stands for the usual L p space. For p = 2, we use the symbol ·, · to represent the L 2 -inner product in L 2 . We denote A = (a ij ) to mean that a ij is the (ij) th element of n × n matrix A. The notation u ⊗ v is the tensor product of vectors u and v, which reads as u ⊗ v = (u i v j ). The symbol A : B stands for the scalar product of the matrixes A and B, specifically, A : B = i,j a ij b ij . And we use the notation A : B to substitute for´R n A : Bdx.
For the multi-index m = (m 1 , m 2 , · · · , m n ) ∈ N n , we denote the m-th derivative operator ∂ m f as
where |m| = m 1 + m 2 + · · · + m n . The notation m ≤m means that each component of m is not greater than that ofm. In addition, m <m represents m i ≤m i (i = 1, · · · , n) and |m| < |m|. Let s ≥ 0 be an integer. The symbols H s w andḢ s w stand for the weighted Sobolev space H s w (R n ) and the weighted homogeneous Sobolev spaceḢ s w (R n ), respectively, with the norms
for some positive weighted function w : R n → R + . If w ≡ 1, H s = H s 1 andḢ s =Ḣ s 1 are the usual Sobolev space and homogeneous Sobolev space, respectively. Moreover, if s = 0, we have L 2 w = H 0 w . Furthermore, we define the local Sobolev space H s loc in the mean of Ω |∂ m f | 2 dx < +∞ for all multi-index m ∈ N n with |m| ≤ s and any compact domain Ω ⊆ R n .
For convenience, the symbol [∂ m , f ]g denotes ∂ m (f g) − f ∂ m g. The same letter C denotes various positive constants independent of the Mach number ǫ. The notation a b means that there exists some constant C > 0 such that a ≤ Cb. Moreover, if there are some positive constants C 1 and C 2 , independent of ǫ, such that C 1 a ≤ b ≤ C 2 a, we denote it by a ≈ b. Now we state our main results in the following.
Theorem 1.1. Let 0 < ǫ ≤ 1 and integer s > n 2 + 1 with n = 2, 3. Let the initial data
where ρ ǫ 0 = 1 + ǫφ ǫ 0 . We further assume that the Leslie coefficients satisfy (1.4) and
Then following two statements hold:
• If there is a small δ > 0, independent of ǫ ∈ (0, 1], such that
then the Cauchy problem (1.11)-(1.12) admits a unique global solution
where the constant C d > 0 is independent of ǫ. • If besides the smallness condition (1.22), the initial data are "well-prepared", i.e. φ ǫ 0 and u ǫ 0 further satisfy
for some ǫ-independent constants C φ , C u > 0, then, φ ǫ and u ǫ have better regularity, i.e. for any T > 0,
where the constants C φu (T ), C ′ φu (T ) > 0 are all independent of ǫ ∈ (0, 1]. Remark 1.1. In the above Theorem, if setting ǫ = 1, we automatically recover the existence results in [22] . However, Theorem 1.1 here proved much more precise estimates. In fact, even in Part 1 of Theorem 1.1 we justify the uniform in ǫ bounds on the perturbations with size ǫ.
The next theorem is about the limit from the Ericksen-Leslie hyperbolic liquid crystal model in compressible flow to the corresponding model in incompressible flow. 
as ǫ → 0. Let ρ ǫ = 1 + ǫφ ǫ , u ǫ , d ǫ be the family of solutions to the system (1.11) constructed in Theorem 1.1. Then there exist u ∈ R n , π ∈ R and d ∈ S n−1 with u,ḋ, ∇d ∈ L ∞ (R + ; H s ) ∩ C(R + ; H s−1 loc ), ∇u ∈ L 2 (R + ; H s ) and π ∈ L ∞ (R + ; H s−1 ), such that (in the sense of subsequences)
weakly-⋆ for t > 0, weakly in H s and strongly in C(R + ; H s−1 loc ) as ǫ → 0. Here (u, π, d) is the solution to the Ericksen-Leslie hyperbolic liquid crystal model in incompressible flow (1.14) with initial data (1.16) . Moreover, the following global energy bound holds:
where δ is the small constant in the assumption (1.22) .
The last result is about the convergence rate of the limit in Theorem 1.2.
Under the assumptions of Theorem 1.2, we further assume that In view of interpolation inequality, the convergence space L 2 can be raised to the Sobolev space H s ′ (0 < s ′ < s), correspondingly, the convergence rate will become slowly.
Sketch of proofs.
The key ideas of the current paper is that we obtain the uniform estimates for the unknown functions (φ ǫ , u ǫ , d ǫ ,ḋ ǫ ), their time derivatives (∂ t φ ǫ , ∂ t u ǫ , ∂ t d ǫ , ∂ tḋ ǫ ) and the singular quantities ( 1 ǫ divu ǫ , 1 ǫ 1 ρ ǫ p ′ (ρ ǫ )∇φ ǫ ). While justifying Theorem 1.1, we divide the proof into four steps as follows:
(1) We derive the a priori estimate of the system (1.11). The key point is to deal with the singular terms 1 ǫ divu ǫ in the φ ǫ -equation and 1 ǫ 1 ρ ǫ p ′ (ρ ǫ )∇φ ǫ in the u ǫ -equation of (1.11). More precisely, we utilize the following cancellation under the relation ρ ǫ = 1 + ǫφ ǫ to overcome the singular terms:
of which derivations will be given later. We note that [∂ m , 1 ρ ǫ p ′ (ρ ǫ )∇] vanishes when m = 0, and will generate a coefficient ǫ under the relation ρ ǫ = 1 + ǫφ ǫ when m = 0. In other word, the term 1
(2) We prove the local well-posedness of the system (1.11) with uniform in ǫ small initial data (1.12) by employing the iterative scheme. Actually, we also could obtain a local existence time T ∈ (0, 1) which is independent of ǫ. Based on the previous constructed local solutions, we seek some more dissipative structures about the density fluctuation of φ ǫ and the direction field d ǫ , say, ∇φ ǫ 2
with w(ρ ǫ ) = 1 ρ ǫ p ′ (ρ ǫ ) and ∇d ǫ 2Ḣ
so that we can globally extend the constructed local solution.
(3) We derive the uniform bounds (1.25) and (1.27) , which are concerned on the time derivatives ∂ t u ǫ , ∂ t φ ǫ , ∂ t d ǫ and ∂ tḋ ǫ . These uniform bounds will be employed to derive some strong convergences by utilizing the Aubin-Lions-Simon Theorem given in Lemma 3.1. The key point is still to deal with the singularity. Noticing that the evolution of d ǫ and ∂ t d ǫ =ḋ ǫ − u ǫ · ∇d ǫ do not involve singular terms, we can directly deduce (1.25) from the uniform bound (1.23), (1.24) and the equations of d ǫ in (1.11). However, the evolutions of φ ǫ and u ǫ contain the singular terms 1 ǫ divu ǫ and 1 ǫ 1 ρ ǫ p ′ (ρ ǫ )∇φ ǫ , respectively, which have not yet controlled uniformly in ǫ ∈ (0, 1]. Thus, when deriving the uniform bounds of ∂ t φ ǫ and ∂ t u ǫ , we need to eliminate these singular effects under the following coupled cancellation:
where the last term in the right-hand side is obviously not a singular term and the first term in the right-hand side is actually not singular as explained before. Therefore, we derive the energy inequality (2.85), i.e.,
for all t ∈ [0, T ], where T > 0 is an any fixed number, and the energy functional E s (∂ t φ ǫ , ∂ t u ǫ ) is defined in (2.84) . In order to obtain the uniform bound of E s (∂ t φ ǫ , ∂ t u ǫ ), we only need to ensure the initial energy E s (∂ t φ ǫ (0), ∂ t u ǫ (0)) is uniformly bounded. So the additional initial conditions (1.26) is required. While proving Theorem 1.3, we employ the modulated energy method or, say, the relative entropy approach, motivated by [24] . There is an important observation (4.16) in Lemma 4.3, i.e.,
where the quantity C disp is given in (4.12), so that we get the convergence rates for the case of well-prepared initial data.
1.5. Organizations of current paper. In next section, we prove the global well-posedness of the compressible system (1.11) under uniformly in ǫ small initial data and give the uniform (in ǫ) bounds of the solutions, their time derivatives and the singular quantities 1 ǫ divu ǫ ,
In Section 3, we rigorously show the limit process between (1.11) and (1.14) by employing compactness arguments. In Section 4, based on Theorem 1.2, we prove the convergence rates in L 2 space with well-prepared initial data.
Global uniform energy bounds: Proof of Theorem 1.1
In this section, we mainly aim at proving the global well-posedness of the system (1.11) with small initial data (1.12) for any fixed ǫ ∈ (0, 1], and deriving the uniform in ǫ globalin-time energy bounds, namely justifying Theorem 1.1. We first derive the a priori estimates of the system (1.11). Secondly, we prove the local well-posedness of the system (1.11) with uniform in ǫ small initial data (1.12) by employing the iterative scheme. Thirdly, we derive the uniform bounds (1.25) and (1.27) , which are concerned on the time derivatives ∂ t φ ǫ , ∂ t u ǫ , ∂ tḋ ǫ and ∂ t d ǫ . Finally, based on the uniform bounds (1.23), (1.24), (1.25) and (1.27), we easily derive the uniform bound (1.28) of the singular terms 1 ǫ divu ǫ and 1 ǫ 1 ρ ǫ p ′ (ρ ǫ )∇φ ǫ from the structures of evolutions (1.11).
2.1. Preliminaries. In this subsection, we first give some basic conclusions, which will be used frequently in the procedure of proving Theorem 1.1.
Lemma 2.1 (Moser-type calculus inequalities [27] ). Assume f, g ∈ H s . Then for any multiindex m = (m 1 , · · · , m n ) ∈ N n with 1 ≤ |m| ≤ s, we have
In particular, if s > n 2 , then f g ∈ H s and
Lemma 2.2 (Sobolev's embedding inequalities [37] ). The following conclusions holds:
Here 2 < p < +∞ for n = 2 and 2 < p ≤ 2n n−2 for n ≥ 3. Lemma 2.3 ([22] ). Assume that ρ ≤ ρ 0 (x) ≤ ρ for some constants ρ , ρ > 0 and ρ(t, x) ≥ 0 satisfies the continuity equation
for some given velocity u(t, x). Then there holds
Lemma 2.4 ( [22] ). Let f (ρ) be a smooth function, then for any multi-index m ∈ N n with |m| ≥ 1 and ρ ∈ H |m| ∩ L ∞ , we have
Furthermore, if s > n 2 , f (ρ) = 1 ρ and ρ satisfies the assumption stated in Lemma 2.3, we then have
for all t ∈ R + with some generic constants κ 1 , κ 2 > 0, where P k (y) = k i=1 y i and
We remark that, in what follows, the notation Q κ 2 (u) will be used frequently with different constant lower index κ 2 .
Lemma 2.5. Let integer s > n 2 +1 with n = 2, 3. For any functions u, g ∈ H s and multi-index m ∈ N n with 1 ≤ |m| ≤ s, we have
Proof. It follows from Lemma 2.2 that
2.2.
A priori estimates for the system (1.11). In this subsection, we intend to get the uniform estimates independent of ǫ for the system (1.11) . Observing that the two singular terms 1 ǫ divu ǫ and 1 ǫ 1 ρ ǫ p ′ (ρ ǫ )∇φ ǫ occur in the continuity equation (1.11) 1 and the momentum equation (1.11) 2 , respectively, and the two singular terms own some kind of skew-symmetry, our motivation is canceling the singularity to give the uniform estimates. For fixed ǫ, Jiang, Luo and Tang [22] obtained the uniform estimates about time for the system equivalent to (1.11) . Inspired by the method developed in [22] , it is also effective for us to get the uniform estimates on both time and the Mach number, which not only helps us cancel the singularity but also enhance the regularity.
We first introduce the following energy functional
and the energy dissipative rate functional
Lemma 2.6. Let integer s > n 2 + 1 (n = 2, 3) and 0 < ǫ ≤ 1. Assume that (φ ǫ , u ǫ , d ǫ ) is a sufficiently smooth solution to (1.11). Then there is a constant c > 0, independent of ǫ, such
and Q c (u ǫ ) is given in (2.1).
Proof. We will divide it into two steps.
Step 1. Basic energy estimates. We first multiply the φ ǫ -equation of (1.11) by p ′ (ρ ǫ )φ ǫ and integrate by parts over x ∈ R n . We then have
As same calculations in Section 2 of [22] , taking the L 2 -inner products of u ǫ -equation and d ǫ -equation in (1.11) with ρ ǫ u ǫ and ρ ǫḋǫ , respectively, tells us that
and
For the singular terms (with coefficient 1 ǫ ) in (2.6) and (2.7), we employ the following cancellation to eliminate the singularity:
(2.9) Furthermore, from the analogous calculations in Section 2 of [22] , one easily derives the following cancellation relations:
It is thereby derived from adding the equalities (2.6)-(2.7) to (2.8) and combining the cancellations (2.9)-(2.10)-(2.11) that
(2.12)
Recalling that ∂ t ρ ǫ + div(ρ ǫ u ǫ ) = 0, we have
Then the quantity A 1 can be calculated as
for some constant c ′ 0 > 0, independent of the Mach number 0 < ǫ ≤ 1, where the last two inequalities are implied by the Hölder inequality, Lemma 2.2, the expression p ′′ (ρ ǫ ) = aγ(γ − 1) ρ ǫ γ−2 and Lemma 2.3. Moreover, similar arguments in estimating A 1 reduce to
From substituting the bounds (2.14) and (2.15) into the equality (2.12), we thereby derive that
Step 2. Higher order energy estimates for φ ǫ , u ǫ andḋ ǫ . For all 1 ≤ |m| ≤ s, applying the differential operator ∂ m to the first φ ǫ -equation of (1.11) and taking L 2 -inner product via multiplying by p ′ (ρ ǫ )∂ m φ ǫ , we have
(2.17)
We then employ the operator ∂ m to the u ǫ -equation of (1.11) and multiply by ρ ǫ ∂ m u ǫ , and integrate the resulting equation over R n with respect to x. We thereby derive
We finally derive from applying the operator ∂ m to the d ǫ -equation of (1.11) and taking L 2 -inner product with ρ ǫ ∂ mḋǫ that
(2. 19) In order to deal with the singular terms (with coefficient 1 ǫ ) in (2.17) and (2.18), we calculate the following cancellation
where the last formally singular term in (2.20) is not a real singularity, due to the commutator operator ∂ m , 1 ρ ǫ p ′ (ρ ǫ )∇ will generate a small coefficient ǫ. By adding the equalities (2.17)-(2.18) to the relation (2.19) and combining the cancellation (2.20), one has
.
(2.23)
It remains to estimate the terms I and J , respectively. For the quantity I 1 , by employing the evolution (2.13), we obtain
for all 0 < ǫ ≤ 1, where the constant c 1 > 0 is independent of ǫ and Lemmas 2.2 and 2.3 are also utilized. Here s > n 2 + 1 is required. Similarly in (2.24), one has
for all ǫ ∈ (0, 1] and some c 2 > 0 independent of ǫ. Moreover, it follows from the estimates I 3 (see (3.16) in Page 138 of [22] ) and I 4 (see (3.17) in Page 140 of [22] ) that
respectively, for all 0 < ǫ ≤ 1, where the constant c 4 > 0 is independent of ǫ, and Lemma 2.3 and the expansion ρ ǫ = 1 + ǫφ ǫ are also used. Furthermore, from the same arguments in Page 140-142 of [22] , we deduce that
For the term I 6 , we estimate it as 
Next, we estimate the term J in (2.23). One notices that the term J 2 be of singularity, namely, with the coefficient 1 ǫ in the front. Fortunately, the derivative of f (ρ ǫ ) = p ′ (ρ ǫ ) ρ ǫ with ρ ǫ = 1 + ǫφ ǫ can product an ǫ to balance the singularity. Specifically, the term J 2 can be controlled as
for all 0 < ǫ ≤ 1 and some constant c ⋆ 2 > 0, independent of ǫ, where we have made use of Lemma 2.4, Lemma 2.1 and the expansion ρ ǫ = 1 + ǫφ ǫ .
As for the other remained terms, (J 1 , J 3 , J 4 , J 5 , J 6 , J 7 , J 8 + J 9 , J 10 ) are the same as the terms (J 1 , J 3 , J 8 , J 9 , J 10 , J 11 , J 12 + J 13 , J 4 ), respectively, defined in Page 137 of [22] . It easily follows from the same technical arguments in Page 143-146 of [22] that
for all 0 < ǫ ≤ 1 and some positive constant c ⋆ 3 > 0, which is independent of ǫ. Here we have made use of the bounds ρ ǫ Ḣs = ǫ φ ǫ Ḣs ≤ φ ǫ Ḣs ≤ φ ǫ H s for ǫ ∈ (0, 1], which are derived from the expansion ρ ǫ = 1 + ǫφ ǫ . Consequently, from substituting the inequalities (2.31) and (2.32) into (2.23), we deduce that
From plugging the bounds (2.30) and (2.33) into (2.21), summing up for all 1 ≤ |m| ≤ s and adding them into the inequality (2.16), one immediately derives that
Then the bounds (2.34) and (2.35) finish the proof.
2.3.
Local well-posedness for the system (1.11). In this subsection, we will construct the local existence of the system (1.11) with uniformly in ǫ small initial data by employing the nonlinear iteration method. More precisely, we will give the following result of local existence. 
then the Cauchy problem (1.11)-(1.12) admits a unique classical solution
Proof. First, we construct the approximate system of (1.11) by iteration. More precisely, the iterative approximate equations are constructed as follows:
We start the iteration from k = 0 with
It easily follows from Lemma 5.1 of [22] that the following conclusions hold: Suppose that the integer s > n 2 +1 and the initial data
Then, for all k ≥ 0, there is a maximal time T ⋆ ǫ,k+1 > 0 such that the iterative approximate system (2.37) admits a unique solution (φ ǫ,k+1 , u ǫ,k+1 , d ǫ,k+1 ,ḋ ǫ,k+1 ) satisfying |d ǫ,k+1 | = 1 and
Second, we shall obtain the uniform (in k ≥ 0) energy bound of the iterative approximate system (2.37) and the uniform (in k ≥ 0 and ǫ ∈ (0, 1]) lower bound T > 0 of the time sequence {T ⋆ ǫ,k+1 } given in the previous. We now introduce the following iterative approximate energy E s,k+1 (t) and energy dissipative rate D s,k+1 (t):
Then, following the similar arguments in Lemma 2.6, we deduce that
F (|ρ ǫ,k |, |ρ ǫ,k | −1 , |ρ ǫ,k−1 | −1 , |ρ ǫ,k−2 | −1 ) 1 + E for all ǫ ∈ (0, 1] and t ∈ [0, T ⋆ ǫ,k+1 ]. Here, F (·, ·, ·, ·) is the polynomial function of |ρ ǫ,k |, |ρ ǫ,k | −1 , |ρ ǫ,k−1 | −1 and |ρ ǫ,k−2 | −1 , which takes the one form as
for some positive integer n 1 , n 2 , n 3 and n 4 .
In view of Young's inequality, the term D 1 2 s,k+1 on the right-hand side of (2.38) can be controlled by its left dissipation term D s,k+1 . Thus, we have
Solving the ordinary differential inequality (2.40) gives
Putting the above inequality into (2.40), and integrating on [0, t], we thereby derive that
(2.42)
Noticing ρ ǫ,k+1 = 1 + ǫφ ǫ,k+1 , the continuity equation in the approximate system (2.37) reads as
Using the characteristic method to solve the above equation, we have
Recalling the notation Q c (u) defined by (2.1), it infers that
where we have utilized ρ ǫ 0 (x) = 1 + ǫφ ǫ 0 (x) ∈ [ 1 2 , 3 2 ] for all ǫ ∈ (0, 1] and x ∈ R n , which is derived from the initial condition φ ǫ 0 L ∞ ≤ 1 2 given in (2.36) . Then, by the Sobolev embedding H s−1 ֒→ L ∞ (s > n 2 + 1) with the generic constant C and Hölder's inequality, we
] × R n and ǫ ∈ (0, 1]. With a similar process to (2.43), we have
Now we claim that for any fixed r 1 ∈ (0, 1 2 ) and r 2 ∈ ( 3 2 , +∞), there exist δ 0 , T ∈ (0, 1), independent of ǫ ∈ (0, 1] and integer k ≥ 0, such that if the initial data (1.12) satisfies (2.36) and and
Once the claim (2.47) holds, the induction principle tells us that we obtain a uniform (in k ≥ 0) energy bounds
for all t ∈ [0, T ] and x ∈ R n . Then, the standard compactness arguments can finish the proof of Proposition 2.1.
We next prove the claims (2.47) and (2.48) . Indeed, we easily know from the initial condition (2.36) that for all k ≥ 0, for some constant C, and
where F(t) and G(t) are continuous and strictly increasing in [0, t 0 ] for some finite and positive constant t 0 independent of ǫ, and G(0) = 0. By the initial bound (2.49) and the induction energy inequality (2.42), we arrive at
Here, H(t) is continuous and increasing in [0, t 1 ] for some positive constant t 1 (< t 0 ) independent of ǫ, and H(0) = δ 0 2 . Thus, there exists a t 2 with 0 < t 2 ≤ t 1 , independent of ǫ, such that 
exp Cδ
where g(t) is continuous and strictly decreasing in R + with g(0) = 1 2 and h(t) is continuous and strictly increasing in R + with h(0) = 3 2 . Then, it is easy to know that there exists a t 3 with 0 < t 3 ≤ t 2 , independent of ǫ, such that
for all t ∈ [0, t 3 ] and x ∈ R n . We thereby take T such that 0 < T < min{1, t 3 }. As a result, the claims (2.47) and (2.48) hold. Thus, the proof is completed.
2.4. Global uniform energy bound (1.23): global well-posedness. In this subsection, we will globally extend the solution constructed in Proposition 2.1 by seeking some additional dissipative structures on φ ǫ and d ǫ . Consequently, we can derive a uniform global energy bound. We emphasize that, based on the solution to (1.11)-(1.12) constructed in Proposition 2.1, the values of density function ρ ǫ (t, x) = 1 + ǫφ ǫ (t, x) on (t, x) ∈ [0, T ] × R n are ranged in [r 1 , r 2 ] for some positive constants 0 < r 1 < 1 2 < 3 2 < r 2 , where T > 0 is given in Proposition 2.1. Consequently, for any α ∈ R + , there are two constants r 1 and r 2 such that
for all (t, x) ∈ [0, T ] × R n and 0 < ǫ ≤ 1. For any η ∈ (0, 1), we define the following so-called instant energy functional E s,η (φ ǫ , u ǫ , d ǫ ):
52)
and the so-called instant energy dissipative rate functional D s,η (φ ǫ , u ǫ , d ǫ ):
with ρ ǫ = 1 + ǫφ ǫ and C, C 0 > 0 are some fixed constants, independent of ǫ ∈ (0, 1]. Notice that the above instant functionals may be not positive for all η ∈ (0, 1]. However, one can derive the following lemma.
where the global energy dissipative rate functional D s (φ ǫ , u ǫ , d ǫ ) is defined as follows:
Here the energy dissipative rate D s (u ǫ , d ǫ ) is given in (2.3).
Proof. We first notice that
for some constant C 3 > 0, independent of ǫ, and for all η ∈ (0, 1), 0 < ǫ ≤ 1, where the last inequality is implied by the bound (2.51). We thereby have
We now consider the instant energy dissipative rate functional D s,η (φ ǫ , u ǫ , d ǫ ). Observing that (recalling that µ 4 > 0 and λ 1 < 0)
. Consequently, we can take
∈ (0, 1) , and the proof of Lemma 2.7 is completed. Now, we derive the following proposition.
is the solution on [0, T ] to the Cauchy problem (1.11)-(1.12) constructed in Proposition 2.1. Then there is constant C 4 > 0, independent of ǫ, such that
for all t ∈ [0, T ] and ǫ ∈ (0, 1], where η 0 > 0 is given in Lemma 2.7.
Proof. We now prove this proposition by three steps.
Step 1. Estimate the dissipation of φ ǫ .
For all |m| ≤ s − 1, making use of the derivative operator ∂ m to the second equation of (1.11), and taking the inner product with ǫ∂ m ∇φ ǫ , we have
. From the first φ ǫ -equation of (1.11), we derive that
Consequently, we have that for 0 < ǫ ≤ 1 and |m| ≤ s − 1, 
(2.55)
The term O 4 is equal to zero for m = 0. We estimate the term O 4 for the case 1 ≤ |m| ≤ s − 1.
The direct calculations imply that
where we have made use of the fact 1 w(ρ ǫ ) 1, derived from the bound (2.51). From Lemma 2.4, Lemma 2.1 and the bound (2.51), we deduce that for all 1 ≤ |m| ≤ s,
Here ǫ ∈ (0, 1] is required. Consequently, we have
For the terms O 5 , O 6 and O 7 , it follows from the similar estimates ( see (6.11), (6.12) and (6.14), respectively, in Section 6 of [22] ) that for 0 < ǫ ≤ 1, 
for all t ∈ [0, T ], 0 < ǫ ≤ 1 and for some ǫ-independent constant C > 0. Here we also have utilized the Young's inequality, the bound (2.51), the relation
Step 2. Estimate the dissipation of d ǫ .
Noticing that the d ǫ -equation of (1.11) does not involve any singular term, then we know that the estimates of dissipation of d ǫ are almost the same as the arguments (6.31) in Step 4 of Section 6 in [22] (from Page 172 to Page 178). We therefore only sketch the process of proof and omit the details of calculations here. More precisely, for all 1 ≤ |m| ≤ s, acting the derivative operator ∂ m on the third d ǫ -equation of (1.11), taking the inner product with ∂ m d ǫ , and making use of integration by parts, we have
(2.62)
Following the same estimates in Step 4 of Section 6 in [22] and summing up for all 1 ≤ |m| ≤ s, we thereby have where the polynomial P s (·) is given in Lemma 2.4. From the bounds (2.51) and (2.61), one easily derives that for all 0 < ǫ ≤ 1 and for some ǫ-independent constant C 0 > 0,
(2.64) Then, following from the inequalities (2.63) and (2.64), we have
for all t ∈ [0, T ] and 0 < ǫ ≤ 1.
Step 3. Close the global energy estimates.
First, from the inequalities (2.64), (2.51) and (2.61), the functional A s (φ ǫ , u ǫ , d ǫ ) defined in (2.5) can be bounded by
Furthermore, Proposition 2.1 tells us that Q c (u ǫ ) 1. Consequently, the inequality (2.4) in Lemma 2.6 implies that
From adding the η 0 times of the inequalities (2.60) and (2.65) into the inequality (2.66), recalling the definitions of the instant energy functional E s,η 0 (φ ǫ , u ǫ , d ǫ ) and the instant energy dissipative rate functional D s,η 0 (φ ǫ , u ǫ , d ǫ ) in (2.52) and (2.53), respectively, we deduce that
for all t ∈ [0, T ] and 0 < ǫ ≤ 1. Here η 0 > 0 is given in Lemma 2.7 and the last inequality is derived from Lemma 2.7 and Proposition 2.1, namely 1 + E s+3
Then the proof is finished. Now, based on Proposition 2.2, we justify the global well-posedness and the uniform bound (1.23) in Theorem 1.1.
Proof of Theorem 1.1: global well-posedness and uniform bounds (1.23) and (1.24). From Proposition 2.2, we have that for all t ∈ [0, T ] and 0 < ǫ ≤ 1
(2.67) which, combining Lemma 2.7 and Proposition 2.1, easily implies that E s,η 0 (φ ǫ , u ǫ , d ǫ ) is continuous on t ∈ [0, T ], where T > 0 is given in Proposition 2.1. By the initial conditions in Theorem 1.1, we know that E s (φ ǫ (0), u ǫ (0), d ǫ (0)) ≤ δ, where δ > 0 is to be determined. We first take δ ≤ δ 0 2 such that Proposition 2.1 holds. From Lemma 2.7, one deduces that there are constants C 5 , C 6 > 0, independent of ǫ ∈ (0, 1], such that
(2.68)
We now take δ such that
We therefore have
We define
Then, the continuity of E s,η 0 (φ ǫ , u ǫ , d ǫ ) and the initial bound (2.69) imply that T ⋆ > 0. We then claim that T ⋆ = T . Indeed, if 0 < T ⋆ < T , we derive from (2.67) that
T ⋆ ] and 0 < ǫ ≤ 1. Integrating the previous inequality over [0, t] ⊆ [0, T ⋆ ], we have
for all t ∈ [0, T ⋆ ] and 0 < ǫ ≤ 1, which reduces to sup t∈[0,T ⋆ ]
The continuity of E s,η 0 (φ ǫ , u ǫ , d ǫ ) tells us that there is a small t ⋆ > 0 such that
which contradicts to the definition of T ⋆ . Thus, we have T ⋆ = T . We thereby know that the energy bound (2.70) holds for all t ∈ [0, T ] and 0 < ǫ ≤ 1. We now further take δ with 0 < δ ≤ min δ 0 2 , 1
. Then the inequality (2.68) yields 24) , we will show the uniform estimate for the derivative of the system (1.11) with respect to time. Own to the third equation of the system (1.11) without singularity, it inspires us to deduce the uniform estimates of ∂ tḋ ǫ and ∂ t d ǫ by the structure of the equation itself. As for the first two equation of the system (1.11) with singularity, we also use the ideas of cancellation the singularity to give the uniform estimates of ∂ t φ ǫ and ∂ t u ǫ . Next, we divide it into two parts to discuss.
2.5.1. Uniform estimate of ∂ tḋ ǫ and ∂ t d ǫ . By the equation (1.11) 3 , and noticing thatd ǫ = ∂ tḋ ǫ + u ǫ · ∇ḋ ǫ , we have
Acting the derivative operator ∂ m (0 ≤ |m| ≤ s − 1) on the above equation (2.71), we get
For all |m| ≤ s − 1, we deal with the right-hand side of (2.72) term by term. By Moser-type calculus inequalities in Lemma 2.1 and the bound (1.24), one has
Recalling the structure of the Lagrangian multiplier Γ ǫ , the third term on right-hand side of the equality (2.72) can be divided into three parts as follows:
For the second part, we have
. Finally, for the third part, it deduces that
With the above three estimates at hand, it leads to
Similarly, the last three terms of the right-hand side of (2.72) can be controlled as
(2.73)
We now turn to estimate ∂ t d ǫ . Notice ∂ t d ǫ =ḋ ǫ − u ǫ · ∇d ǫ , using Minkowski's inequality and Moser-type calculus inequality, we derive that
(2.74) By (2.73) and (2.74), and combining the uniform bound (1.23), it holds
where the constant C 1 > 0 is independents of ǫ.
2.5.2.
Uniform estimates of ∂ t φ ǫ and ∂ t u ǫ . By differentiating both the continuity equation (1.11) 1 and the momentum equation (1.11) 2 with respect to t, we get
76)
where ρ ǫ = 1 + ǫφ ǫ . For all multi-index m ∈ N n with |m| ≤ s − 2, applying the derivative operator ∂ m to the above two equations, and taking the inner product with p ′ (ρ ǫ )∂ m ∂ t φ ǫ and ρ ǫ ∂ m ∂ t u ǫ , respectively, gives
(2.77) and
(2.78)
One notices that the key point is to deal with the singular term S φ and S u in (2.77) and (2.78), respectively. The other terms will be controlled by carefully utilizing the Moser-type calculus inequalities in Lemma 2.1, the embedding inequalities in Lemma 2.2 and integration by parts, similar to the calculations of the a priori estimates in the proof of Lemma 2.6. We emphasize that the terms Y 3 and Y 4 are not a real singular term, although there is a coefficient 1 ǫ in the front of it. This is because ρ ǫ = 1 + ǫφ ǫ will separate out an ǫ after operate the derivative, so that the singularity 1 ǫ will be canceled, Fortunately, for the singular terms S φ and S u , adding the singular term S φ to S u gives
where we have made use of the integration by parts over x ∈ R n and the relation ρ ǫ = 1 + ǫφ ǫ . Thus, the summation of the singular terms S φ and S u in (2.79) will successfully cancel the singularity, namely, the quantity Z is not of singularity.
Combining with the singularity cancellation (2.79) and summing up for (2.77) and (2.78) tell us
for all |m| ≤ s − 2 and 0 < ǫ ≤ 1. Now we estimate the terms X i (1 ≤ i ≤ 5), Y j (1 ≤ j ≤ 7), and Z in (2.80), respectively. We point out that the terms X 2 , Y 1 and Y 7 are equal to zero for |m| = 0. Since the estimates of these terms are similar to that of the a priori estimates in Lemma 2.6 and the uniform bound (1.23) holds, we only list the results and omit the details here for simplicity. More precisely, we have and for all t ∈ R + and 0 < ǫ ≤ 1. One easily solves the above differential inequality to obtain that for any fixed T > 0,
holds for all t ∈ [0, T ] and 0 < ǫ ≤ 1. From the first two equations of (1.11), we deduce from
From the initial data (1.22) and (1.26), one easily deduces that
Consequently, the inequality (2.85) reduces to the bound (1.27), i.e.,
(1) If p < +∞, the embedding of E p,r in L p (0, T ; B 1 ) is compact.
(2) If p = +∞ and r > 1, the embedding of E p,r in C(0, T ; B 1 ) is compact.
From Theorem 1.1, we deduce that the Cauchy problem (1.11)-(1.12) admits a global
, which subjects to the uniform global energy estimates (1.23), (1.24), (1.25), (1.27) and (1.28) . Then there is a positive constant C, independent of ǫ, such that
) for any fixed T > 0 and some ǫ-independent C(T ) > 0 and for all 0 < ǫ ≤ 1.
From the uniform bounds (3.1), there exist the functions (φ, w, d, u, π 1 ) with
as ǫ → 0. The limits may hold for some subsequences. But, for convenience, we still employ the original notations of the sequences to denote by the subsequences throughout this paper. One notices that
where the embedding of H s in H s−1 loc is compact derived from Rellich-Kondrachov Theorem (see [1] , for instance) and the embedding of H s−1 loc in H s−1 loc (or H s−2 loc ) is naturally continuous. Then, from Aubin-Lions-Simon Theorem in Lemma 3.1, the bounds (3.1), (3.2), (3.3) and the embeddings (3.6), we deduce that
strongly in C(R + ; H s−1 loc ) as ǫ → 0. We immediately know that u ǫ · ∇d ǫ → u · ∇d strongly in C(R + ; H s−1 loc ) as ǫ → 0. Moreover, from the convergences (3.5) and uniform bound (3.2), one easily deduces that
as ǫ → 0. Combining withḋ ǫ = ∂ t d ǫ + u ǫ · ∇d ǫ , we have
Noticing that ∂ t d ǫ =ḋ ǫ − u ǫ · ∇d ǫ and ∂ t d =ḋ − u · ∇d, we have
which implies that d dt d ǫ − d L 2 ≤ ḋ ǫ −ḋ L 2 + u ǫ · ∇d ǫ − u · ∇d L 2 , namely, for any fixed T > 0 and for all t ∈ [0, T ],
Here the convergence (3.7), (3.8) and the initial conditions in Theorem 1.2 are utilized. Consequently, we have
for any fixed T > 0. This does not mean that d ǫ → d strongly in L 2 , because neither d ǫ nor d are in L 2 .
3.2. Convergence to limit equations. In this subsection, we will derive the incompressible hyperbolic Ericksen-Leslie's liquid crystal flow (1.14) from the corresponding compressible model (1.9) and the convergences obtained in the previous subsection. 
for any fixed T > 0, which implies ǫφ ǫ ∂ t u ǫ → 0 strongly in L ∞ (0, T ; H s−2 ) for any fixed T > 0 , 
(3.16)
For the first term in (3.16), we have
It follows from the Moser-type calculus inequalities in Lemma 2.1, the uniform bound (3.1), the fact |d ǫ | = 1, d ∈ L ∞ (R + ; L ∞ ) and the convergences (3.7) and (3.9) that
loc ) as ǫ → 0. We denote by A = 1 2 (∇u + ∇u ⊤ ) and B = 1 2 (∇u − ∇u ⊤ ). Then, from the convergence (3.7), we derive that
In summary, we have
strongly in C(R + ; H s−2 loc ) as ǫ → 0. By similar arguments in (3.17), one can easily derive from the convergences (3.7) and (3.9) that strongly in C(R + ; H s−3 loc ) as ǫ → 0. For any T > 0, let a vector-valued test function ψ(t, x) ∈ C 1 (0, T ; C ∞ c (R n )) with ψ(0, x) = ψ 0 (x) ∈ C ∞ c (R n ) and ψ(t, x) = 0 for t ≥ T ′ , where T ′ < T . Then we deduce from the initial conditions in Theorem 1.2 and the convergence (3.5) that
as ǫ → 0. As a consequence, the limits (3.11), (3.12), (3.13), (3.14) , (3.15) , (3.19) and (3.20) imply that u(t, x) ∈ L ∞ (R + ; H s ) ∩ L 2 (R + ;Ḣ s+1 ) subjects to the evolution 
From the convergence (3.7) and the relation (3.8), we have u ǫ · ∇ḋ ǫ → u · ∇ḋ strongly in C(R + ; H s−2 loc ) as ǫ → 0. Furthermore, from the Moser-type calculus inequalities in Lemma 2.1, and the uniform bounds (3.1) and (3.2), we deduce that
which means that ǫφ ǫ ∂ tḋ ǫ , ǫφ ǫ u ǫ · ∇u ǫ → 0 (3.22) strongly in L ∞ (R + ; H s−1 ) as ǫ → 0. The convergence (3.7) also tells us κ∆d ǫ → κ∆d (3.23) strongly in C(R + ; H s−2 loc ) as ǫ → 0. It follows from the convergence (3.7), the similar arguments in the limit (3.17) and the analogous derivations of (3.22) that
strongly in C(R + ; H s−2 loc ) as ǫ → 0. Notice that Γ ǫ d ǫ = Γ ǫ (d ǫ − d) + Γ ǫ d. Then the limit (3.24) reduces to Γ ǫ d → Γd strongly in C(R + ; H s−2 loc ) as ǫ → 0. Moreover, for the term Γ ǫ (d ǫ − d), we derive from the Moser-type calculus inequalities in Lemma 2.1, the fact |d ǫ | = 1, the uniform bound (3.1), and the convergences (3.7) and (3.9) that 
Then we deduce from the initial conditions in Theorem 1.2 and the convergence (3.5) that
as ǫ → 0. We summarize the limits (3.21), (3.22) , (3.23) , (3.25) , (3.26) and (3.27 ) thatḋ obey the evolution ∂ tḋ + u · ∇ḋ = κ∆d + Γd + λ 1 (ḋ + Bd) + λ 2 Ad with initial dataḋ | t=0 = d 0 (x) .
Furthermore, we have proved that d ǫ → d strongly in C(R +Ḣ s loc ) as ǫ → 0 in (3.7). Using the relations ∂ t d ǫ =ḋ ǫ − u ǫ · ∇d ǫ and ∂ t d =ḋ − u · ∇d, combining with the initial data conditions given in Theorem 1.2, it follows from the similar process as (3.27) that d| t=0 = d 0 (x) .
Consequently, the limit functions (u, d)(t, x) satisfy the system  
Then the proof of Theorem 1.2 is completed.
4.
Convergence rate: Proof of Theorem 1.3
In this section, we aim at proving the convergence rate (in L 2 -norms) of the limit process in Theorem 1.2 by employing the modulated energy method, see for example [24] .
Proof of Theorem 1.3. Multiplying the two equations (1.11) 2 and (1.11) 3 by (ρ ǫ u ǫ , ρ ǫḋǫ ), respectively, integrating over R n with respect to x, using the continuity equation (1.11) 1 and integration by parts, and noticing that |d ǫ | = 1, we infer the basic energy (see also Section 2 of [22])
where
For any fixed T > 0, integrating (4.1) over (0, t) ⊆ (0, T ] with respect to t, we get
where Π ǫ 0 is from replacing the ρ ǫ by ρ ǫ 0 in the quantity Π ǫ .
Applying the calculations in Section 2 of [19] , we can derive the following basic energy law of the incompressible system (1.14):
holds for all t ∈ [0, T ], where T > 0 is an arbitrary fixed number.
Taking the inner product of (1.11) 2 with u, with the help of integration by parts, and combining the equation (1.14) 2 , it can be inferred that
where we also make use of divu = 0. Noticing that the divergence free property of u implies
and Σ ǫ 2 = 1 2 κ|∇d ǫ | 2 I − κ∇d ǫ ⊙ ∇d ǫ , thus the equality (4.4) can be further rewritten as
The term R ǫ u contains various difference forms, which will be easily estimated later. From taking the inner product of (1.11) 3 withḋ, by means of integration by parts, and along with the equation (1.14) 3 , it can be deduced that
which can be equivalently rewritten as
(4.8)
We emphasize that every term in R ǫ d contains a difference, which will be easily controlled, excluding the term −´t 0 ρ ǫḋǫ , Γd + ḋ , Γ ǫ d ǫ dτ . However, it can be also transformed into a difference form by using the geometric constraints |d ǫ | = 1 and |d| = 1. The detailed derivations will be given later.
Noticing that
and u, div(∇d ǫ ⊙ ∇d ǫ ) = u · ∇d ǫ , ∆d ǫ + u, ∇( 1 2 |∇d ǫ | 2 ) = u · ∇d ǫ , ∆d ǫ , where divu = 0 is utilized, we can derive From summing up for (4.2), (4.3), (4.5), (4.7) and utilizing the cancellation (4.9), we deduce that
where R ǫ u , R ǫ d are defined in (4.6), (4.8), respectively, and R ǫ sum is given as
which also contains some difference factors what we need in every term, and C disp reads
(4.12)
We notice that there is a difference form d ǫ − d in R ǫ sum . Thus, a norm d ǫ − d 2 L 2 is required in the left-hand side of the equality (4.10) to control the difference form d ǫ − d. Since
Multiplying by d ǫ − d in the previous equality and integrating over [0, t] × R n , we obtain
(4.13)
From adding (4.13) into the equality (4.10), we deduce
where the term R ǫ 0 is given as Next, we will estimate the terms C disp , R ǫ 0 , R ǫ u , R ǫ d , R ǫ sum and R ǫ L2 in (4.14) . We first give the following three lemmas. 
for all t ∈ [0, T ] and 0 < ǫ ≤ 1, where T > 0 is an arbitrary number and η 1 > 0 is small to be determined. can be rewritten as d,ḋ) ) dτ and Σ ǫ 3 is given below in (4.39). Moreover, the term R ǫ Σ can be bounded by
for all t ∈ [0, T ], in which η 1 > 0 is small to be determined and T > 0 is an any fixed number. 
for all t ∈ [0, T ] and 0 < ǫ ≤ 1, where η 1 > 0 is small to be determined. We then take η 1 > 0 is sufficiently small such that (4.17) reduces to
is given as
Then, the Grönwall inequality tells us Proof of Lemma 4.1. It is easy to justify that the following elementary inequalities
hold for some positive constants K 1 , K 2 , depending only on γ. We thereby have
Similarly, combining the initial conditions in Theorem 1.3, we can easily prove that
Thus the proof of Lemma 4.1 is finished.
Proof of Lemma 4.2. We will justify this lemma by three steps: 1) to prove the bounds of R ǫ 0 , R ǫ L2 and R ǫ sum ; 2) to prove the bound of R ǫ u ; 3) to prove the bound of R ǫ d . We emphasize that, in what follows, the difference forms 
which, combining with the initial conditions given in Theorem 1.3, implies that
Then, we estimate the term R ǫ L2 defined in (4.13) . Notice that
where the last inequality is derived from the Young's inequality and Lemma 4.1.
Finally, we estimate the term R ǫ sum given in (4.11) . For the term κ´t 0 u · ∇(d ǫ − d), ∆(d ǫ − d) dτ , we have where the first equality is derived from divu = 0. For the term κ´t 0 (u ǫ −u)·∇(d ǫ −d), ∆d dτ , we have for all t ∈ [0, T ], where η 1 > 0 is small to be determined and the last second inequality is derived from Lemma 4.1. For the term´t 0 ḋ ǫ −ḋ, 
Step 2. Estimates for the term R ǫ u in (4.6). First, we derive from Lemma 4.1 that
for a small η 1 > 0 to be determined. By the divergence free property of u, one haŝ 
From the similar arguments in (4.22), we havê t 0 u, ρ ǫ u ǫ · ∇u dτ (1 + T )ǫ 2 + ǫ 1+ α 0 2 + η 1 Π ǫ , 1 +ˆt 0 Π ǫ , 1 dτ for small η 1 > 0 to be determined. Furthermore, we estimatê
Consequently, we havê for all t ∈ [0, T ] and η 1 > 0 is small to be determined. As a result, from collecting the bounds (4.24), (4.25), (4.26), (4.27) and (4.28), we deduce that
Step 3. Estimates for the term R ǫ d in (4.8). From the analogous estimates in (4.24) and (4.25), we can derive that √ ρ ǫ ( √ ρ ǫ − 1)u ǫ , u ǫ 2 + η 1 Π ǫ , 1 For the quantity´t 0 ḋ ǫ −ḋ, Γ ǫ (d ǫ − d) dτ , we havê
where the last inequality is derived from the Young's inequality and Lemma 4.1. Furthermore, we similarly havê
Recalling the definitions of Γ ǫ and Γ in (1.10) and (1.15), respectively, one easily has By the same derivations in Section 2 of [19] , we can infer that
Denote by R ǫ Σ =´t 0 u ǫ − u, div( Σ ǫ 3 −σ µ (u, d,ḋ)) dτ . Then, by the definition of C disp in (4.12), we know that the equality (4.16) holds. We only need to estimate the term R ǫ Σ . First, we have
(4.40)
we bound it as
Similarly, we have
Then, we obtain that
As a consequence, plugging the bound (4.41) into (4.40) and employing the Young's inequality, we infer that 
