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KINETIC RELAXATION TO ENTROPY BASED COUPLING CONDITIONS
FOR ISENTROPIC FLOW ON NETWORKS
YANNICK HOLLE
Abstract. We consider networks for isentropic gas and prove existence of weak solutions for
a large class of coupling conditions. First, we construct approximate solutions by a vector-
valued BGK model with a kinetic coupling function. Introducing so-called kinetic invariant
domains and using the method of compensated compactness justifies the relaxation towards
the isentropic gas equations. We will prove that certain entropy flux inequalities for the kinetic
coupling function remain true for the traces of the macroscopic solution. These inequalities
define the macroscopic coupling condition. Our techniques are also applicable to networks
with arbitrary many junctions which may possibly contain circles. We give several examples
for coupling functions and prove corresponding entropy flux inequalities. We prove also new
existence results for solid wall boundary conditions and pipelines with discontinuous cross-
sectional area.
1. Introduction
This paper considers networks modeled by one dimensional conservation laws which are coupled
at a junction. We are especially interested in (isentropic) gas flows in pipeline networks, but
there are many other applications for example in traffic, supply chains, data networks or blood
circulation. This field became of interest of many researchers in the last two decades and was
studied in various directions (analysis, numerics, modeling, optimization,...). See for example
the overview by Bressan et al. [12]. In this paper we will rigorously prove existence of solutions to
the coupled Cauchy problem. We use a kinetic BGK model to construct approximate solutions
and justify the limit with the compensated compactness method. The obtained macroscopic
solution satisfies inherited entropy flux inequalities at the junction.
Bouchut [10] introduced a (vector-valued) BGK model relaxing to the isentropic gas equations.
We will use this model to construct a sequence of approximate solutions. Berthelin and Bouchut
proved the relaxation of finite mass and energy solutions rigorously for initial value problems
[4, 5] and initial boundary value problems [6]. The construction of BGK solutions is simple and
can be done by a characteristics formula and a fixed point argument. We adopt these techniques
to networks with a kinetic coupling condition.
To justify the relaxation process, we will use Tartar’s method of compensated compactness
[27]. The method can be used for strictly hyperbolic conservation laws with a rich family of
entropies. DiPerna [17] adopted this technique to the isentropic gas equations which are not
strictly hyperbolic in the vacuum. DiPerna’s result holds if the finite mass and energy initial
data is bounded in L8 and the adiabatic exponent is given by γ “ 1 ` 2{n, where n P Ně3
denotes the degrees of freedom of the molecules. In the meantime this result was extended to
every γ ě 1. We will restrict ourselves to the case γ P p1, 3q, which contains the cases of air and
the shallow water equations. Since the arguments of compensated compactness are local, we
can apply a result by Lions, Perthame and Souganidis [25] separately to every single pipeline.
Network models for the isentropic gas equations were addressed by many researchers [2, 3, 14,
21]. Most of the results are based on the wave front tracking technique proposed by Dafermos
[15]. The first step consists of finding solutions to so-called generalized Riemann problems at the
junctions. These Riemann problems can be used to construct solutions to Cauchy problems if
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the total variation of the initial data is sufficiently small. Notice, that this is a strong restriction
to the technique. Furthermore, the front tracking method is not able to handle networks with
arbitrary many junctions which may contain circles.
There are also some publications which use a kinetic approach to derive coupling conditions
for the macroscopic model [7, 8, 9, 20]. Recently, Borsche and Klar studied half-Riemann
problems for scalar [8] and linear [7] equations with a kinetic approach to derive macroscopic
coupling conditions. Their coupling conditions are defined in a more explicit way compared
to our conditions, and they are more interested in numerical aspects. On the other hand,
coupling conditions introduced by entropy flux inequalities seem to be the more natural choice
for analytical considerations.
The most important problem in studying networks is to define the (physically correct) coupling
condition. In the case of BV -solutions, the trace of the variables ρ and u always exists, and
we can simply give explicit conditions for these traces. A natural condition is conservation of
mass or equivalently that the mass-in-flux is equal to the mass-out-flux at the junction. One
can simply check that this condition is not sufficient to ensure uniqueness of the solution. The
most common additional conditions are equality of pressure, momentum flux or the Bernoulli
invariant at the junction. As proven by Reigstad [26], the first two coupling constants do not
produce physically correct solutions in the sense that energy could increase at the junction.
Equality of the Bernoulli invariants ensures this property, but this condition is not able to
explain the Bernoulli principle. Furthermore, all these macroscopic coupling conditions are not
able to describe different geometries of the junction.
Next, we explain our approach to construct physically correct coupling conditions. First, notice
that we cannot ensure existence of boundary traces of ρ and u itself since we consider L8-
solutions. A similar problem appears if one considers initial boundary value problems. Since
the seminal paper by Dubois and LeFloch [18], it is a standard approach to define boundary
conditions by inequalities for certain entropy fluxes at the boundary. Existence of solutions
with these boundary conditions was proven in [6] for the isentropic gas equations. This result
motivates to adapt this idea to networks and illustrates why we want to express the coupling
condition in terms of entropy flux traces. The conditions are inherited from the coupling
condition on the kinetic level. We couple the kinetic BGK solutions by a certain coupling
function Ψ, which satisfies inequalities for increasing functions of the kinetic entropy flux traces.
As for the Godunov scheme [22], we can show that the entropy flux traces are lower semi-
continuous with respect to the limit ǫÑ 0. Therefore, the entropy flux inequalities remain true
for the macroscopic limit.
Our main existence result for the macroscopic solution holds for a large class of kinetic coupling
functions Ψ with controlled mass and entropy production. This generality can be used to model
the geometry and the local behavior of the junction. In particular, we expect that there is no
unique physically correct coupling condition. A similar phenomenon appears in the theory of
non-conservative products [16] which can be used to model gas pipelines with discontinuous
cross-sectional area [23]. We conjecture that a sufficiently large set of entropy flux inequalities
at the junction leads to (in some sense) unique solutions.
We give some examples for coupling functions and prove corresponding entropy flux inequalities.
For example coupling functions given by a convolution operator or given by linear combinations
of the incoming data with the same velocity. Furthermore, we get results for solid wall boundary
conditions and pipelines with discontinuous cross-sectional area since they are special cases of
our setting.
The paper is organized as follows. In the first part, we use very general coupling conditions
to prove the main results in Section 2. In Section 3, we introduce the kinetic model and all
necessary properties of it. In Section 4, we prove existence for the coupled kinetic BGK equation.
In Section 5, we give a maximum principle on the Riemann invariants which is used to justify
the limit ǫ Ñ 0 and to prove the macroscopic boundary conditions in Section 6. This finishes
the proofs of the main results, and we continue with some examples for coupling functions and
prove entropy flux inequalities in Section 7. In Section 8, we show how to generalize our results
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to networks with arbitrary many junctions and give a short outlook for further research.
We finish the introduction with some notation. The natural space to consider kinetic boundary
traces is L1µ with the measure dµ “ |ξ|dξdt. Sometimes we consider locally integrable functions
in x in the sense that f P L1pp0,8qt ˆ Ωx ˆ Rξq for every compact set Ω Ă p0,8q and use the
simpler notation f P L1pp0,8qt ˆ p0,8qloc,x ˆ Rξq. We write f P L1pΩq for both f P L1pΩ,Rq
and f P L1pΩ,R2q. For f P L1pRξ,R2q with f P Diξ for a.e. ξ P R, we write f P L1pRξ,Diξq.
Furthermore, we use combinations or small extensions of these notations.
2. Main Results
We study gas networks consisting of d P N (infinitely long) pipelines connected by a single
junction. Each pipeline is modeled by a one-dimensional half-space solution to the isentropic
gas equations #
Btρi ` Bxpρuqi “ 0,
Btpρuqi ` Bxpρu2 ` κργqi “ 0,
for t ą 0, x ą 0, (2.1)
with pressure ρipt, xq ě 0, flow velocity uipt, xq P R and κ ą 0, 1 ă γ ă 3. The cross-section of
the i-th pipeline is given by Ai ą 0. Bouchut [10] introduced a semi-kinetic BGK model for the
isentropic gas equations given by
Btf i ` ξBxf i “ M rf
is ´ f i
ǫ
, for t ą 0, x ą 0, ξ P R, (2.2)
where f i “ f ipt, x, ξq P R2. M is a vector-valued Maxwellian for this system and will be defined
later. We ask for solutions to the BGK model satisfying
f ipt, x, ξq P D “ tpf0, f1q P R2|f0 ą 0 or f0 “ f1 “ 0u, (2.3)
with initial data
f ip0, x, ξq “ f0,ipx, ξq, x ą 0, ξ P R, (2.4)
and coupling condition
f ipt, 0, ξq “ Ψirt, fpt, 0, ¨qspξq, t ą 0, ξ ą 0. (2.5)
The coupling function is given by
Ψ: p0,8q ˆ L1µpp´8, 0qξ ,Dqd Ñ L1µpp0,8qξ ,Dqd;
pt, gq ÞÑ Ψrt, gs, (2.6)
and satisfies the continuity property:
L1µpp0,8qloc,t ˆ p´8, 0qξ ,Dqd Ñ L1µpp0,8qloc,t ˆ p0,8qξ ,Dqd;
g ÞÑ `pt, ξq ÞÑ Ψrt, gpt, ¨qspξq˘ is continuous. (2.7)
Theorem 2.1. Assume that f0 P L1pp0,8qx ˆRξ,Dqd and
dÿ
i“1
Ai
ĳ
p0,8qˆR
Hpf0,ipx, ξq, ξq dxdξ ă 8. (2.8)
Let Ψ satisfy (2.6 – 2.7). Assume that there exist b0, bH P L1pp0,8qloc,t, r0,8qq such that for
a.e. t P p0,8q
dÿ
i“1
Ai
ż 8
0
|ξ| Ψi0rt, gspξq dξ ď
dÿ
i“1
Ai
ż
0
´8
|ξ| gi0pξq dξ ` b0ptq, (2.9)
dÿ
i“1
Ai
ż 8
0
|ξ| HpΨirt, gspξq, ξq dξ ď
dÿ
i“1
Ai
ż
0
´8
|ξ| Hpgipξq, ξq dξ ` bHptq, (2.10)
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for all g P L1µpp´8, 0qξ ,Dqd. Then, there exists a solution f “ pf1, ..., fdq to (2.2 – 2.5)
satisfying
f i P Cpr0,8qt, L1pp0,8qx ˆ Rξqq X Cpr0,8qx, L1µpp0,8qloc,t ˆ Rξqq, (2.11)
for any t ě 0, f ipt, x, ξq P D a.e. in p0,8qx ˆ Rξ, (2.12)
Hpf ipt, x, ξq, ξq P L8pp0,8qt, L1pp0,8qx ˆ Rξqq, (2.13)
Bt
ˆż
R
f i dξ
˙
` Bx
ˆż
R
ξf i dξ
˙
“ 0. (2.14)
Furthermore, we have for any t P r0,8q
dÿ
i“1
Ai
ĳ
p0,8qˆR
f i0pt, x, ξq dxdξ
ď
dÿ
i“1
Ai
ĳ
p0,8qˆR
f
0,i
0
px, ξq dxdξ `
ż t
0
b0psq ds (2.15)
dÿ
i“1
Ai
ĳ
p0,8qˆR
Hpf ipt, x, ξq, ξq dxdξ
ď
dÿ
i“1
Ai
ĳ
p0,8qˆR
Hpf0,ipx, ξq, ξq dxdξ `
ż t
0
bHpsq ds. (2.16)
If we additionally assume equality in (2.9) for a.e. t P p0,8q, we obtain equality in (2.15).
In the next step, we want to take the limit ǫÑ 0 to obtain a macroscopic solution to the isen-
tropic gas equations (2.1). As usual, we ask for an entropy solution to (2.1) which additionally
satisfies
BtpηSpρi, uiqq ` BxpGSpρi, uiqq ď 0 in p0,8qt ˆ p0,8qx (2.17)
for entropy pairs pηS , GSq parametrized by a convex function S : R Ñ R of class C1 with
|Spvq| ď Bp1` v2q for a constant B ą 0.
To justify the limit, we will need uniform L8-bounds on the solutions which can be obtained by
a maximum principle for the (kinetic) Riemann invariants. We introduce the family of kinetic
invariant domains (D˜1ξ , . . . , D˜
d
ξ q by
D˜iξ “ tf P D; f “ 0 or ωimin ď ω1pf, ξq ď ω2pf, ξq ď ωimaxu. (2.18)
We assume f0,i P L1pp0,8qx ˆRξ, D˜iξq and for a.e. t P p0,8q
dÿ
i“1
Ai
ż 8
0
|ξ| HSiωpΨirt, gspξq, ξq dξ ď
dÿ
i“1
Ai
ż
0
´8
|ξ| HSiωpgipξq, ξq dξ,
for all g P L1µpp´8, 0qξ ,Dqd, where Siωpvq “ pv ´ ωimaxq2` ` pωimin ´ vq2`.
(2.19)
This assumption implies f P D˜iξ a.e. t, x, ξ and leads to the uniform L8-bounds (see Theorem
5.1).
Theorem 2.2. Let fǫ be the solution obtained in Theorem 2.1 with initial data f
0,i P L1pp0,8qxˆ
Rξ, D˜
i
ξq satisfying (2.8) and coupling function Ψ satisfying (2.6), (2.7) and (2.19) for some
´8 ă ωi
min
ă ωimax ă 8. Then pρiǫ, ρiǫuiǫqpt, xq “
ş
R
f iǫpt, x, ξqdξ are uniformly bounded in
L8pp0,8qt ˆ p0,8qxq. After passing if necessary to a subsequence, pρiǫ, ρiǫuiǫq converge a.e. in
p0,8qt ˆ p0,8qx to an entropy solution pρi, ρiuiq to (2.1), (2.17) remaining in D˜i with initial
data pρ0,i, ρ0,iu0,iq “ ş
R
f0,idξ. Furthermore, after passing if necessary to a subsequence again,
GSpρi, uiqpt, 0q ď ψiSptq :“ w*-lim
ǫÑ0
ż
R
ξ HSpfǫpt, 0, ξq, ξq dξ (2.20)
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a.e. t ą 0, where S : RÑ R is convex, of class C1 and |Spvq| ď Bp1` v2q for a constant B. In
particular, GSpρi, uiqpt, 0q and ψiSptq are bounded in L8t p0,8q.
Corollary 2.1. Let all assumptions in Theorem 2.2 be satisfied. Let p P N, il P t1, . . . , du,
Sl : RÑ R convex, of class C1 with |Slpvq| ď Blp1` v2q, l “ 1, . . . , p. Let Γ: p0,8qt ˆRp Ñ R
be such that Γrt, ¨s is uniformly bounded on compact sets and increasing in every argument with
Sl R spant1, vu. Then,
Γrt,GS1pρi1 , ui1qpt, 0q, . . . , GSppρip , uipqpt, 0qs ď Γrt, ψi1S1ptq, . . . , ψ
ip
Sp
ptqs ď bΓ,Sptq a.e. t ą 0,
where bΓ,S P L8t p0,8q depend only on Ψ.
3. Basic Properties of the BGK Model
In this section, we recall several properties of the BGK model for isentropic gas. The section is
based on [4, 5, 6] and all proofs are given there. Almost all results in this section are point-wise
or independent of the coupling condition. Therefore, we restrict ourselves to the case d “ 1 and
omit the indices. The Maxwellian is given by
M rf spt, x, ξq “Mpρpt, xq, upt, xq, ξq (3.1)
with
ρpt, xq “
ż
R
f0pt, x, ξq dξ , ρpt, xqupt, xq “
ż
R
f1pt, x, ξq dξ (3.2)
and
Mpρ, u, ξq “ pχpρ, ξ ´ uq, pp1 ´ θqu` θξqχpρ, ξ ´ uqq, (3.3)
χpρ, ξq “ cγ,κpa2γργ´1 ´ ξ2qλ`, (3.4)
θ “ γ ´ 1
2
, λ “ 1
γ ´ 1 ´
1
2
, cγ,κ “ a
´2{pγ´1q
γ
Jλ
, (3.5)
Jλ “
ż
1
´1
p1´ z2qλ dz “
?
πΓpλ` 1q
Γpλ` 3{2q , aγ “
2
?
γκ
γ ´ 1 . (3.6)
The Maxwellian satisfies the following moment propertiesż
R
Mpρ, u, ξq dξ “ pρ, ρuq, (3.7)ż
R
ξMpρ, u, ξq dξ “ pρu, ρu2 ` κργq “ F pρ, uq, (3.8)
for every ρ ě 0 and u P R. A useful property of the isentropic gas equations is the huge class of
entropies parametrized by convex functions S : RÑ R. The kinetic entropies are defined by
HSpf, ξq “
ż
R
Φpρpf, ξq, upf, ξq, ξ, vqSpvq dv for f ‰ 0, (3.9)
HSp0, ξq “ 0, (3.10)
where
upf, ξq “ f1{f0 ´ θξ
1´ θ , (3.11)
ρpf, ξq “ a´
2
γ´1
γ
˜ˆ
f1{f0 ´ ξ
1´ θ
˙2
`
ˆ
f0
cγ,κ
˙1{λ¸ 1γ´1
, (3.12)
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is the inverse relation to f “Mpρ, u, ξq. The kernel Φ is defined by
Φpρ, u, ξ, vq “ p1´ θq
2
θ
cγ,κ
Jλ
1ω1ăξăω21ω1ăvăω2 |ξ ´ v|2λ´1Υλ´1pzq, (3.13)
z “ pξ ` vqpω1 ` ω2q ´ 2pω1ω2 ` ξvqpω2 ´ ω1q|ξ ´ v| , (3.14)
Υλ´1pzq “
ż z
1
pz2 ´ 1qλ´1 dy, z ě 1. (3.15)
Φ is symmetric in ξ, v, satisfies Φ ě 0 and ş
R
p1, vqΦpρ, u, ξ, vq dv “Mpρ, u, ξq. The macroscopic
entropy and entropy flux are given by
ηSpρ, uq “
ż
R
χpρ, v ´ uqSpvq dv “
ż
R
HSpMpρ, u, ξq, ξq dξ, (3.16)
GSpρ, uq “
ż
R
rp1´ θqu` θvs χpρ, v ´ uqSpvq dv (3.17)
“
ż
R
ξHSpMpρ, u, ξq, ξq dξ. (3.18)
The kinetic entropy parametrized by Spvq “ v2{2 is given by
Hpf, ξq “ θ
1´ θ
ξ2
2
f0 ` θ
2c
1{λ
γ,κ
f
1`1{λ
0
1` 1{λ `
1
1´ θ
1
2
f21
f0
´ θ
1´ θ ξf1, (3.19)
and the corresponding macroscopic entropy is the physical energy
ηpρ, uq “ ρu
2
2
` κ
γ ´ 1ρ
γ , Gpρ, uq “ ρu
3
2
` γκ
γ ´ 1ρ
γu. (3.20)
The isentropic gas equations admit the Riemann invariants
ω1 “ u´ aγρθ, ω2 “ u` aγρθ, (3.21)
for ρ ‰ 0. A kinetic version of them is given by
ω1 “ upf, ξq ´ aγρpf, ξqθ, ω2 “ upf, ξq ` aγρpf, ξqθ, (3.22)
for f ‰ 0. We recall several properties of the previous definitions:
Lemma 3.1 ([5, Lemma 3.1]). The sets tf0 ą 0u and tω1 ă ξ ă ω2u are in bijection by the
functions
Qpfq “
¨
˚˝˚ f1{f0´θξ1´θ ´
c´
f1{f0´ξ
1´θ
¯2 ` ´ f0
cγ,κ
¯1{λ
f1{f0´θξ
1´θ `
c´
f1{f0´ξ
1´θ
¯2 ` ´ f0
cγ,κ
¯1{λ
˛
‹‹‚ (3.23)
and
Rpωq “
¨
˚˝ cγ,κ
´`
ω2´ω1
2
˘2 ´ `ξ ´ ω1`ω2
2
˘2¯λ
``p1´ θqω1`ω2
2
` θξ˘ cγ,κ ´`ω2´ω12 ˘2 ´ `ξ ´ ω1`ω22 ˘2¯λ`
˛
‹‚. (3.24)
Proposition 3.1 ([5, Lemma 3.2, Proposition 3.3, Corollary 3.4]). (i) If S : R Ñ R is of
class Ck, then the functions pρ, uq ÞÑ ηSpρ, uq and pρ, qq ÞÑ ηSpρ, uq with q “ ρu are Ck
in tρ ą 0u.
(ii) If S : RÑ R is of class Ck, then HSp¨, ξq is Ck in tf0 ą 0u.
(iii) If S : R Ñ R is bounded on compact sets, then the function pω1, ω2q ÞÑ GSpρ, u, ξq :“
HSpMpρ, u, ξq, ξq is continuous differentiable in tω1 ă ξ ă ω2u with
BGS
Bωi pρ, u, ξq “
ż
R
BΦ
Bωi pρ, u, ξ, vqSpvq dv, for i “ 1, 2.
(iv) If S : R Ñ R is bounded on compact sets, then HSp¨, ξq is continuous at 0 in tf P
D; |f1| ď Af0u, for any A ą 0.
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(v) If S : R Ñ R is of class C1, then we have H 1SpMpρ, u, ξq, ξq “ η1Spρ, uq whenever
Mpρ, u, ξq0 ą 0.
Proposition 3.2 ([5, Proposition 3.5]). (i) If S : R Ñ R is convex and of class C2, then
ηS is convex in tρ ą 0u and if S2 ą 0, then η2S ą 0.
(ii) If S : RÑ R is convex, then HSp¨, ξq is convex in D.
Lemma 3.2 ([4, Lemma 2.3]). There exist ǫ0, ǫ1 ą 0 such that for any f P D, ξ P R, we have
Hpf, ξq ě ǫ0fp00 ` ǫ1|f1|p1 , (3.25)
with
p0 “ 1` 1{λ ą 1, p1 “ 2p1` λq{p1` 2λq ą 1. (3.26)
Furthermore,
|f1| ď
a
2Hpf, ξq f0.
Proposition 3.3 (Subdifferential inequality, [5, Proposition 4.1]). If S : R Ñ R is convex, of
class C1, then for every f P D, ρ ě 0 and u, ξ P R, we have
HSpf, ξq ě HSpMpρ, u, ξq, ξq ` TSpρ, uqpf ´Mpρ, u, ξqq, (3.27)
with
TSpρ, uq “ 1
Jλ
ż
1
´1
p1´ z2qλ
ˆ
Spu` aγρθzq ` pθaγρθz ´ uqS1pu` aγρθzq
S1pu` aγρθzq
˙
dz, (3.28)
which coincides with η1Spρ, uq for ρ ą 0. If f ‰ 0, we have
pH 1Spf, ξq ´ TSpρ, uqqpMpρ, u, ξq ´ fq ď 0. (3.29)
Corollary 3.1 (Entropy minimization principle, [5, Corollary 4.4]). Assume that S : RÑ R is
convex, of class C1 and such that |Spvq| ď Bp1 ` v2q for some B ě 0. Consider f P L1pRξq
such that f P D a.e. and ş
R
Hpfpξq, ξq dξ ă 8. Then, HSpfpξq, ξq and HSpM rf spξq, ξq lie in
L1pRξq with ż
R
HSpM rf spξq, ξq dξ ď
ż
R
HSpfpξq, ξq dξ. (3.30)
4. Solution to the BGK Model
In this section, we prove Theorem 2.1 by adapting the arguments in [4].
Lemma 4.1. Let h P L1pp0, T qt, L1pp0,8qx ˆ Rξqqd, f0 P L1pp0,8qx ˆ Rξqd and
Ψ: p0, T q ˆ L1µpp´8, 0qξqd Ñ L1µpp0,8qξqd.
Then there exists a unique solution
f i P Cpr0, T st, L1pp0,8qx ˆ Rξqq X Cpr0,8qx, L1µpp0, T qt ˆ Rξqq (4.1)
to the problem $’&
’%
Btf i ` ξBxf i “ h
i´f i
ǫ
, t P p0, T q, x ą 0, ξ P R,
f ip0, x, ξq “ f0,ipx, ξq, x ą 0, ξ P R,
f ipt, 0, ξq “ Ψirt, fpt, 0, ¨qspξq, t P p0, T q, ξ ą 0,
(4.2)
for i “ 1, ..., d. Furthermore, for any t P r0, T s, a.e. x ą 0, ξ P R,
f ipt, x, ξq “
„
f0,ipx´ tξ, ξqe´t{ǫ ` 1
ǫ
ż t
0
e´s{ǫhipt´ s, x´ sξ, ξq ds

xątξ
`
„
Ψirt´ x{ξ, fpt´ x{ξ, 0, ¨qspξqe´x{pǫξq ` 1
ǫ
ż x{ξ
0
e´s{ǫhipt´ s, x´ sξ, ξq ds

xătξ
, (4.3)
and
‖f i‖Cxpr0,8q,L1µpp0,T qtˆRξqq ď ‖f i,0‖L1 ` ‖Ψir¨, fpx “ 0qs‖L1µ `
1
ǫ
‖hi‖L1 . (4.4)
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Proposition 4.1. Let f P L1pp0,8qx ˆ Rξ,Dqd be such that
dÿ
i“1
Ai
ĳ
p0,8qˆR
Hpf ipx, ξq, ξq dxdξ ď CH ,
dÿ
i“1
Ai
ĳ
p0,8qˆR
f i0px, ξq dxdξ ď C0.
Then, we have
dÿ
i“1
Ai
ĳ
p0,8qˆR
|f i1px, ξq| dxdξ ď
a
2C0CH , (4.5)
dÿ
i“1
Ai
ĳ
p0,8qˆR
ξ2f i0px, ξq dxdξ ď
4
θ
CH , (4.6)
dÿ
i“1
Ai
ĳ
p0,8qˆR
|ξ| |f i1px, ξq| dxdξ ď
c
8
θ
CH , (4.7)
f ik is bounded in L
pkpp0,8qx ˆ Rξq for i “ 1, ..., d and k “ 0, 1. (4.8)
Proposition 4.2. Let f0 P L1pp0,8qx ˆ Rξ,Dqd and let Ψ be as in (2.6 – 2.7). Let C0, CH P
L8t p0, T q and g, gn P L8pp0, T qt, L1pp0,8qx ˆ Rξ,Dqqd such that
dÿ
i“1
Ai
ĳ
p0,8qˆR
Hpgipt, x, ξq, ξq dxdξ ď CHptq,
dÿ
i“1
Ai
ĳ
p0,8qˆR
pgiq0pt, x, ξq dxdξ ď C0ptq,
dÿ
i“1
Ai
ĳ
p0,8qˆR
Hpginpt, x, ξq, ξq dxdξ ď CHptq,
dÿ
i“1
Ai
ĳ
p0,8qˆR
pginq0pt, x, ξq dxdξ ď C0ptq,
for a.e. t P p0, T q. Set ρ “ pρ1, ..., ρdq, ρu “ pρ1u1, ..., ρdudq and
pρipt, xq, ρiuipt, xqq “
ż
R
gipt, x, ξq dξ,
pρinpt, xq, ρinuinpt, xqq “
ż
R
ginpt, x, ξq dξ.
If ρn Ñ ρ and ρnun Ñ ρu as nÑ8 in L1pp0, T qtˆp0,8qloc,xqd, then there exists a subsequence
such that F pgnq Ñ F pgq in Cpr0, T st, L1pp0,8qloc,x ˆ Rξqqd, where F pgq is a solution to (4.2)
with hi “M rgis.
Proof. First, we have to check that F pgq is well-defined. Notice that we are not exactly in
the setting of Lemma 4.1 since the domain of Ψ is different. Therefore we apply Lemma 4.1
with Ψ˜rt, rs :“ Ψrt, r˜s where r˜ipξq “ ripξq if ripξq P D and ripξq “ 0 else. Corollary 3.1 and
Proposition 4.1 imply M rgis,M rgins P L8pp0, T qt, L1pp0,8qx ˆ Rξq with uniform bounds. It
remains to prove that F pgq is a solution to (4.2) with the coupling function Ψ or equivalently
F ipgqpt, 0, ξq P D for a.e. t P p0, T q, ξ ă 0. The solution formula is
F ipgqpt, 0, ξq “ f0,ip´tξ, ξqe´t{ǫ ` 1
ǫ
ż t
0
e´s{ǫM rgispt´ s,´sξ, ξq ds,
for a.e. t P p0, T q, ξ ă 0, which gives F ipgq0pt, 0, ξq ě 0 for a.e. t P p0, T q, ξ ă 0. Assuming
F i0pgqpt, 0, ξq “ 0 implies f0,i0 p´tξ, ξq “ 0 and M rgis0pt ´ s,´sξ, ξq “ 0 a.e. s P p0, tq, but
f0,i P D and M rgis P D a.e. imply F pgiq1pt, 0, ξq “ 0 a.e. t P p0, T q, ξ ă 0. We conclude that
F ipgqpt, 0, ξq P D a.e. t P p0, T q, ξ ă 0. The proof for F pgnq works in the same way.
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We continue with the stability of F . As in [4], we have
M rgins ÑM rgis as nÑ8 in L1pp0, T qt ˆ p0,8qloc,x ˆ Rξq.
We fix an t P r0, T s and consider the parts tx ą tξu and tx ă tξu of the domain separately. For
the domain tx ą tξu, we proceed as in [4]. We haveĳ
p0,Rqˆp´S,Sq
|F ipgnq ´ F ipgq|pt, x, ξq1txątξu dxdξ
“ 1
ǫ
ż t
0
e´s{ǫ
ĳ
p0,Rqˆp´S,Sq
|M rgins ´M rgis|pt´ s, x´ sξ, ξq1txątξu dxdξ ds
ď 1
ǫ
‖M rgins ´M rgis‖L1pp0,T qtˆp0,R`TSqxˆp´S,Sqξq Ñ 0 as nÑ8,
for arbitrary constants R,S ą 0. On the other hand, we haveĳ
p0,8qˆRzr´S,Ss
|F ipgnq ´ F ipgq|pt, x, ξq1txątξu dxdξ
ď 1
ǫ
ż t
0
e´s{ǫ
ĳ
p0,8qˆRzr´S,Ss
|ξ|
S
|M rgins ´M rgis|pt´ s, x´ sξ, ξq1txątξu dxdξ ds
ď 1
ǫS
‖ξM rgins ´ ξM rgis‖L1pp0,T qˆp0,8qxˆRξq.
Since Proposition 4.1, the last norm is bounded and we get convergence on the domain tx ą tξu.
On tx ă tξu, we have
|F ipgnq ´ F ipgq|pt, x, ξq
ď |Ψirt´ x{ξ, F pgnqpt´ x{ξ, 0, ¨qs ´Ψirt´ x{ξ, F pgqpt ´ x{ξ, 0, ¨qs|pξq
` 1
ǫ
ż x{ξ
0
|M rgins ´M rgis|pt´ s, x´ sξ, ξq ds. (4.9)
The second term on the right hand side can be handled with similar arguments as above. The
remaining term isĳ
p0,8qˆp0,8q
|Ψirt´ x{ξ, F pgnqpt´ x{ξ, 0, ¨qs ´Ψirt´ x{ξ, F pgqpt ´ x{ξ, 0, ¨qs|pξq1txătξu dxdξ
“
ĳ
p0,tqˆp0,8q
ξ |Ψirs, F pgnqps, 0, ¨qs ´Ψirs, F pgqps, 0, ¨qs|pξq dsdξ,
but this goes to zero sinceĳ
p0,T qˆp´8,0q
|ξF kpgnq ´ ξF kpgq|pt, 0, ξq dtdξ
ď 1
ǫ
¡
p0,T qtˆp0,tqsˆp´8,0qξ
|ξM rgkns ´ ξM rgks|pt´ s,´sξ, ξq dtdsdξ Ñ 0
as n Ñ 8 for k “ 1, ..., d and the continuity assumption (2.7) on Ψ. This completes the
convergence proof on tx ă tξu and gives the stability result since the estimates are uniform in
t P r0, T s. 
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Fix T ą 0, f0 P L1pp0,8qxˆRξ,Dqd, Ψ: p0,8qˆL1µpp´8, 0q,Dqd Ñ L1µpp0,8qξ ,Dqd such that
the assumptions in Theorem 2.1 are satisfied. We set
CHptq “
dÿ
i“1
Ai
ĳ
p0,8qˆR
Hpf0,ipx, ξq, ξq dxdξ `
ż t
0
bHpsq ds, (4.10)
C0ptq “
dÿ
i“1
Ai
ĳ
p0,8qˆR
f
0,i
0
px, ξq dxdξ `
ż t
0
b0psq ds. (4.11)
We define the set C by all functions g P L8pp0, T qt, L1pp0,8qx ˆRξqqd satisfying (C1 – C3) for
a.e. t P r0, T s, where
gipt, x, ξq P D a.e. in p0,8qx ˆ Rξ, (C1)
dÿ
i“1
Ai
ĳ
p0,8qˆR
Hpgipt, x, ξq, ξq dxdξ ď CHptq, (C2)
dÿ
i“1
Ai
ĳ
p0,8qˆR
gi0pt, x, ξq dxdξ ď C0ptq. (C3)
Let us also introduce
C˜ “
!
g P Cpr0, T st, L1pp0,8qx ˆ Rξqqd satisfying (C4)
and (C1 – C3) for all t P r0, T s
)
,
with
ˆ
Btgi ` ξBxgi ` g
i
ǫ
˙
i
P C
ǫ
. (C4)
Lemma 4.2. If g P C, then pM rg1s, ...,M rgdsq P C and F pgq P C˜.
Proof. Let g P C. As in the proof of Proposition 4.2, we have M rgis P L8pp0, T qt, L1pp0,8qx ˆ
Rξqq and we easily get pM rg1s, ...,M rgdsq P C. We continue with the proof of F pgq P C˜. F pgq
is well-defined and Lemma 4.1 is applicable (see proof of Proposition 4.2). Hence, we have
F ipgq P Cpr0, T st, L1pp0,8qx ˆRξqq. Next, we verify (C1 – C4) for F pgq and fix t P r0, T s. The
characteristics formula for F pgq in (4.2) and Ψrs, F pgqps, 0, ¨qs P D a.e. imply that F ipgq0 ě
0 a.e. x, ξ. If we assume F ipgq0 “ 0 and use again (4.2), we get F ipgq1 “ 0 a.e. since
f0,i,M rgis,Ψirs, F pgqps, 0, ¨qqs P D a.e. s, x, ξ. This proves (C1). Using Jensen’s inequality
KINETIC RELAXATION TO ENTROPY BASED COUPLING CONDITIONS ON NETWORKS 11
with the convex function H givesĳ
p0,8qˆR
HpF ipgqpt, x, ξq, ξq dxdξ
ď
ĳ
p0,8qˆR
Hpf0,ipx´ tξ, ξq, ξqe´t{ǫ 1txątξu dxdξ
`
ĳ
p0,8qˆp0,8q
HpΨirt´ x{ξ, F pgqpt ´ x{ξ, 0, ¨qspξq, ξqe´x{pǫξq 1txătξu dxdξ
` 1
ǫ
ĳ
p0,8qˆR
ż
minpt,x{ξ`q
0
HpM rgispt´ s, x´ sξ, ξq, ξqe´s{ǫ ds dxdξ
“
ˆ ĳ
p0,8qˆR
Hpf0,ipx, ξq, ξq1txą´tξu dxdξ
`
ĳ
p0,tqˆp0,8q
HpΨirs, F pgqps, 0, ¨qspξq, ξqes{ǫ dµps, ξq
` 1
ǫ
¡
p0,tqˆp0,8qˆR
HpM rgisps, x, ξq, ξqes{ǫ 1txąps´tqξu dsdxdξ
˙
e´t{ǫ. (4.12)
On the other hand, we haveĳ
p0,tqˆp´8,0q
HpF jpgqps, 0, ξq, ξqes{ǫ dµps, ξq
ď
ĳ
p0,tqˆp´8,0q
Hpf0,jp´sξ, ξq, ξq dµps, ξq
` 1
ǫ
ĳ
p0,tqˆp´8,0q
ż s
0
HpM rgj sps´ r,´rξ, ξq, ξqeps´rq{ǫ dr dµps, ξq
“
ĳ
p0,8qˆp´8,0q
Hpf0,jpx, ξq, ξq1txă´tξu dxdξ
` 1
ǫ
¡
p0,tqˆp0,8qˆp´8,0q
HpM rgj sps, x, ξq, ξqes{ǫ1txăps´tqξu dsdxdξ, (4.13)
by Jensen’s inequality. These two estimates and (2.10) lead to
dÿ
i“1
Ai
ĳ
p0,8qˆR
HpF ipgqpt, x, ξq, ξq dxdξ
ď
dÿ
i“1
Ai
˜ ĳ
p0,8qˆR
Hpf0,ipx, ξq, ξq dxdξ
` 1
ǫ
¡
p0,tqˆp0,8qˆR
HpM rgisps, x, ξq, ξqes{ǫ dsdxdξ
¸
e´t{ǫ `
ż t
0
bHpsqeps´tq{ǫ ds
ď CHp0q ` 1
ǫ
ż t
0
ż s
0
bHprqeps´tq{ǫ drds`
ż t
0
bHpsqeps´tq{ǫ ds “ CHptq. (4.14)
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We used the entropy minimization principle and the definition of CHptq for the second inequality
and integration by parts for the equality. This proves (C2) for all t P r0, T s. The proof of (C3)
works the same and condition (C4) is satisfied because pM rg1s, ...,M rgdsq P C. 
Lemma 4.3. The sets C and C˜ are convex and non-empty, C is compact for the weak topology
of L1pp0, T qt ˆ p0,8qloc,x ˆ Rξqd and C˜ is closed in Cpr0, T s, L1pp0,8qloc,x ˆ Rξqqd.
Proof. C and C˜ are convex because H is convex. The constant f0 belongs to C and F pf0q
belongs to C˜ by Lemma 4.2. We continue with the compactness of C. We prove that Ci
Ω
“
tgi|xPΩ, g P Cu is equi-integrable for a fixed compact set Ω Ă p0,8q. Since Proposition 4.1, CiΩ
is uniformly bounded in Lppp0, T qt ˆ Ωx ˆ p´R,Rqq with p ą 1 and
sup
g˜PCi
Ω
¡
p0,T qˆΩˆRzr´R,Rs
|g˜| dtdxdξ Ñ 0 as RÑ8.
Standard arguments imply the equi-integrability. Since Dunford-Pettis’ theorem, the equi-
integrability is equivalent to the relative compactness of Ci
Ω
in L1pp0, T qtˆΩxˆRξq. It remains
to prove that CΩ,i is closed in weak L
1pp0, T qt ˆ Ωx ˆ Rξq. Since CΩ,i is convex, it is enough
to show that CΩ,i is closed in strong L
1pp0, T qt ˆ Ωx ˆ Rξq. Let pg˜nqn be a sequence in CΩ,i
which converges to g˜ P L1pp0, T qt ˆ Ωx ˆ Rξq, where g˜n and g˜ are extended by 0 outside of Ω.
We want to show that the extension of g˜ is in C or equivalently g˜ P CΩ,i. After extraction of a
subsequence we have g˜npt, ¨q Ñ g˜pt, ¨q in L1pΩx ˆRξq and a.e. x, ξ, for a.e. t P p0, T q. pg˜nq0 ě 0
implies pg˜q0 ě 0. By Lemma 3.2, Fatou’s lemma and Cauchy-Schwarz’ inequality, we get for
a.e. t P p0, T q for any measurable set V Ă Ωx ˆ Rξĳ
V
|pg˜nq1pt, x, ξq| dxdξ ď lim inf
nÑ8
ĳ
V
a
2Hpg˜n, ξqpg˜nq0 dxdξ
ď lim inf
nÑ8
¨
˝2CHptq
Ai
ĳ
V
pg˜nq0 dxdξ
˛
‚
1{2
“
¨
˝2CHptq
Ai
ĳ
V
g˜0 dxdξ
˛
‚
1{2
Taking V “ tpx, ξq P Ωx ˆ Rξ, g˜0pt, x, ξq “ 0u, we obtain g˜1pt, x, ξq “ 0 a.e. in V, a.e. t. Thus,
gpt, x, ξq P D a.e.. Another argument with Fatou’s lemma gives
Ai
ĳ
ΩˆR
Hpg˜pt, x, ξq, ξq dxdξ “ Ai
ĳ
g˜0ą0
Hpg˜pt, x, ξq, ξq dxdξ
ď Ai lim inf
nÑ8
ĳ
g˜0ą0
Hpgnpt, x, ξq, ξq dxdξ
ď CHptq,
but this is (C2). g˜ P L8pp0, T qt, L1pΩx ˆ Rξqq and (C3) follow with a similar application
of Fatou’s lemma. We conclude that g˜ P CΩ,i which proves the weak compactness of C in
L1pp0, T qtˆp0,8qloc,xˆRqd. The proof of the closedness of C˜ in Cpr0, T st, L1pp0,8qloc,xˆRξqqd
is similar. (C4) follows from the compactness of C. 
Lemma 4.4. F : C˜ Ñ C˜ is continuous with respect to Cpr0, T st, L1pp0,8qloc,x ˆRξqqd.
Proof. Let gn, g P C˜ with gn Ñ g in Cpr0, T st, L1pp0,8qloc,x ˆ Rξqqd. With the notation of
Proposition 4.2 we have ρn Ñ ρ and ρnun Ñ ρu in Cpr0, T st, L1loc,xp0,8qqd. Proposition 4.2
gives the existence of a subsequence such that F pgnq Ñ F pgq in Cpr0, T st, L1pp0,8qloc,xˆRξqqd,
but this implies the continuity of F . 
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Lemma 4.5. F pC˜q is relatively compact in Cpr0, T st, L1pp0,8qloc,x ˆ Rξqqd.
Proof. Let tF pgnq, n P Nu be a sequence in F pC˜q. Since C˜ Ă C and Lemma 4.3, there exists
g P C and a subsequence such that gn á g in weak L1pp0, T qt ˆ p0,8qloc,x ˆ Rξqd. Then, with
the notation of Proposition 4.2, ρn á ρ and ρnun á ρu in weak L1pp0, T qt ˆ p0,8qloc,xqd and
by (C4), we have a hn P C such that
Btgin ` ξBxgin `
gin
ǫ
“ h
i
n
ǫ
.
The compactness averaging lemma of [19] applied to every pipeline and the equi-integrability of
g imply that
ş
R
gnpt, x, ξq dξ is compact in L1locpp0, T qtˆp0,8qxqd “ L1pp0, T qtˆp0,8qloc,xqd. We
conclude that ρn Ñ ρ and ρnun Ñ ρu in strong L1pp0, T q ˆ p0,8qloc,xqd. Proposition 4.2 gives
the existence of a subsequence such that F pgnq Ñ F pgq in Cpr0, T st, L1pp0,8qloc,x ˆRξqqd. 
Proof of Theorem 2.1. We apply the Tychonoff-Schauder fixed point theorem to F : C˜ Ñ C˜.
Cpr0, T st, L1pp0,8qloc,x ˆ Rξqqd is a locally convex topological vector space. C˜ is a non-empty,
closed, convex subset of Cpr0, T st, L1pp0,8qloc,x ˆ Rξqqd, F : C˜ Ñ C˜ is continuous and F pC˜q is
relatively compact. We obtain the existence of a fixed point f P C˜ verifying F ipfq “ f i, i “
1, ..., d. This gives the existence of a solution to the kinetic model in r0, T s for every T ą
0. Extracting a diagonal subsequence gives a global (in time) solution. (2.14) follows from
integrating (2.2) over Rξ since Proposition 4.1. 
5. Maximum principle
In this section, we prove kinetic invariance and a maximum principle for a subclass of coupling
conditions which are compatible with the so-called kinetic invariant domains.
Definition 5.1. We call pD˜1ξ , . . . , D˜dξ q a family of kinetic invariant domains for Ψ if
for all i, f0,ipx, ξq P D˜iξ, a.e. x, ξ, (5.1)
implies
for all t, i, f ipt, x, ξq P D˜iξ, a.e. x, ξ, (5.2)
where pf1, ..., fdq is the solution obtained in Theorem 2.1.
We start with a characterization of kinetic invariant domains by certain entropies. The first
equivalency was shown in [5].
Lemma 5.1. Let f i P D, ξ P R and ´8 ă ωi
min
ă ωimax ă 8. The following assertions are
equivalent:
(i) f i P D˜iξ “ tf P D; f “ 0 or ωimin ď ω1pf, ξq ď ω2pf, ξq ď ωimaxu,
(ii) HSi
M
pf i, ξq ď 0 and HSimpf i, ξq ď 0,
where SiM pvq “ pv ´ ωimaxq2` and Simpvq “ pωimin ´ vq2`,
(iii) HSiωpf i, ξq ď 0, where Siωpvq “ SiM pvq ` Simpvq.
Furthermore, SiM , S
i
m, S
i
ω are positive, convex and of class C
1.
Proof. One easily checks that SiM , S
i
m, S
i
ω are positive, convex, of class C
1 and that the corre-
sponding kinetic entropies are positive. For ξ P R, we have
HSi
M
pf i, ξq ď 0 ðñ f i “ 0 or Φpρpf i, ξq, upf i, ξq, ξ, vqpv ´ ωimaxq2` “ 0 a.e. v
ðñ f i “ 0 or pv ´ ωimaxq` “ 0 a.e. in pω1pf i, ξq, ω2pf i, ξqq
ðñ f i “ 0 or ω2pf i, ξq ď ωimax.
A similar result holds for Sim and we get
HSi
M
pf i, ξq ď 0 and HSimpf i, ξq ď 0 ðñ f i P D˜iξ.
The second equivalence relation follows from the fact, that HSi
M
, HSim, HSiω ě 0. 
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Theorem 5.1. Assume that all assumptions in Theorem 2.1 hold true and
D˜iξ “ tf P D; f “ 0 or ωimin ď ω1pf, ξq ď ω2pf, ξq ď ωimaxu, (5.3)
for ´8 ă ωi
min
ă ωimax ă 8. Let f0,ipx, ξq P D˜iξ a.e. x, ξ and for a.e. t P p0,8q
dÿ
i“1
Ai
ż 8
0
|ξ| HSiωpΨirt, gspξq, ξq dξ ď
dÿ
i“1
Ai
ż
0
´8
|ξ| HSiωpgipξq, ξq dξ, (5.4)
for all g P L1µpp´8, 0qξ ,Dqd. pD˜1ξ , . . . , D˜dξ q is a family of convex kinetic invariant domains for
Ψ. The sets D˜iξ are associated with the invariant domains
D˜i “ tpρ, uq P r0,8q ˆ R; ρ “ 0 or ωimin ď ω1pρ, uq ď ω2pρ, uq ď ωimaxu (5.5)
of the isentropic gas equations (2.1) in the following sense:
(i) If pρ, uq P D˜i, then Mpρ, u, ξq P D˜iξ for all ξ P R.
(ii) For any f P L1pRξq such that fpξq P D˜iξ a.e. ξ, the averages pρ, ρuq “
ş
R
fpξq dξ verify
pρ, uq P D˜.
Furthermore, if ξ R rωi
min
, ωimaxs, then D˜iξ “ t0u.
Proof. Since Proposition 3.2 and Lemma 5.1, D˜iξ and D˜
1
ξ ˆ ... ˆ D˜dξ are convex. Let f be the
solution obtained in Theorem 2.1. For the kinetic invariance, we proceed as in (4.12 – 4.14) and
get ĳ
p0,8qˆR
HSiωpf ipt, x, ξq, ξq dxdξ
ď
ĳ
p0,8qˆR
HSiωpf ip0, x, ξq, ξq dxdξ `
ĳ
p0,tqˆp0,8q
HSiωpf ipt, 0, ξq, ξq dtdξ “ 0
for all t P r0,8q. With Lemma 5.1, we conclude that pD˜1ξ , ..., D˜dξ q is a family of kinetic invariant
domains for Ψ. The relation between D˜iξ and D˜
i was proven in [5, Theorem 1.4]. 
Remark 5.1. Since we introduced the additional assumption (5.4), the coupled half-space so-
lutions depend only on Ψrt, gs with g P Śdi“1 L1µpp´8, 0qξ , D˜iξq. Therefore, it is equivalent to
define a coupling function
Ψ˜ : p0,8qt ˆ
dą
i“1
L1µpp´8, 0qξ ,Diξq Ñ
dą
i“1
L1µpp0,8qξ ,Diξq
and to extend it by zero for g RŚdi“1 L1µpp´8, 0qξ ,Diξq.
Proposition 5.1. Let f0 and Ψ be as in Theorem 5.1. Then ρiǫ, u
i
ǫ, f
i
ǫ , M rf iǫ s are uniformly
bounded in L8. Furthermore, we have suppξ f
i
ǫ Ă rωimin, ωimaxs, suppξM rf iǫ s Ă rωimin, ωimaxs and
|pf iǫq1| ď Apf iǫq0 for a constant A ą 0.
Proof. This follows from Theorem 5.1 and Lemma 3.1. 
Corollary 5.1. Let S : R Ñ R be convex, of class C1 and satisfies |Spvq| ď B p1 ` v2q for a
constant B ě 0.
(i) The sequence pt, x, ξq ÞÑ HSpf iǫpt, x, ξq, ξq is bounded in Cpr0,8qt, L1pp0,8qx ˆ Rξqq.
(ii) The sequence pt, x, ξq ÞÑ HSpf iǫpt, x, ξq, ξq is bounded in Cpr0,8qx, L1µpp0, T qt ˆ Rξqq.
Proof. The boundedness in (i) follows from Proposition 5.1, the definition of H and the upper
bound on S. Lebesque’s theorem, the continuity of HS in tf P D, |f1| ď Af0u (Proposition 3.1)
and f iǫ P Cpr0,8qt, L1pp0,8qx ˆ Rξqq give the continuity. Part (ii) works similar but we use
f iǫ P Cpr0,8qx, L1µpp0, T qt ˆ Rξqq. 
We end the section with a relation for the kinetic entropy fluxes at the junction.
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Proposition 5.2. Let f0 and Ψ be as in Theorem 5.1. Let S “ pS1, . . . , Sdq, with convex
functions Si : R Ñ R of class C1 and |Sipvq| ď Bi p1 ` v2q for constants Bi ě 0. Then, there
exists a function bS P L8t p0,8q Ă L1loc,tp0,8q such that for a.e. t ą 0
dÿ
i“1
Ai
ż 8
0
|ξ|HSipΨirt, gspξq, ξq dξ ď
dÿ
i“1
Ai
ż 8
0
|ξ|HSipg, ξq dξ ` bSptq,
for all g PŚdi“1 L1µpp´8, 0qξ , D˜iξq. Furthermore, we have for a.e. t P p0,8q
dÿ
i“1
Ai
ż
R
ξ HSipΨirt, fpt, 0, ¨qspξq, ξq dξ ď bSptq,
for all solutions f obtained in Theorem 2.1.
Proof. Since (5.4), we have Ψirt, gs P D˜iξ for a.e. t, ξ and get a L8-bound for Ψirt, gs independent
of g. The first part follows from the definition of H and |Sipvq| ď Bip1` v2q. As in (4.13) and
with Lemma 5.1, we get fpt, 0, ξq P D˜iξ a.e. t, ξ. The claim follows from the first part. 
6. Relaxation to the Macroscopic Limit
In this section we prove convergence of the kinetic solutions for ǫÑ 0 based on the arguments in
[6]. Until the end of this section, we assume that the assumptions in Theorem 2.2 are satisfied.
6.1. Interior Relaxation. Since part (v) in Proposition 3.1, Proposition 3.3 and Proposition
5.1, we have H 1Spf iǫ , ξq P L8pp0, T qt ˆ p0,8qx ˆ Rξq. A modification of Theorem 1.1 in [11] for
vector-valued equations gives
BtpHSpf iǫ , ξqq ` ξBxpHSpf iǫ , ξqq “ H 1Spf iǫ , ξq
M rf iǫ s ´ f iǫ
ǫ
, (6.1)
and M rf iǫ s ´ f iǫ “ 0 a.e. where f iǫ “ 0. Let ϕi P Dpr0,8qt ˆ r0,8qxq. Using the continuity
properties in Corollary 5.1 justifies
´
¡
p0,8q2ˆR
HSpf iǫ , ξq Btϕi dtdxdξ
´
ĳ
p0,8qˆR
HSpf iǫpt “ 0q, ξqϕip0, xq dxdξ
´
¡
p0,8q2ˆR
ξ HSpf iǫ , ξq Bxϕi dtdxdξ
´
ĳ
p0,8qˆR
ξ HSpf iǫpx “ 0q, ξqϕipt, 0q dtdξ
“
¡
p0,8q2ˆR
H 1Spf iǫ , ξq
M rf iǫ s ´ f iǫ
ǫ
ϕi dtdxdξ
“
¡
p0,8q2ˆR
`
H 1Spf iǫ , ξq ´ TSpρiǫ, uiǫq
˘M rf iǫ s ´ f iǫ
ǫ
ϕi dtdxdξ,
(6.2)
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where we used that TSpρǫ, uǫq is independent of ξ and the definition of the Maxwellian for the
second equality. By Proposition 3.3, we obtain that
´
¡
p0,8q2ˆR
HSpf iǫ , ξq Btϕi dtdxdξ ´
¡
p0,8q2ˆR
ξ HSpf iǫ , ξq Bxϕi dtdxdξ
´
ĳ
p0,8qˆR
ξ HSpf iǫpx “ 0q, ξqϕipt, 0q dtdξ ď 0,
for ϕi P Dpp0,8qt ˆ r0,8qxq, ϕi ě 0 or equivalently
´
ĳ
p0,8q2
ηSpρiǫ, uiǫq Btϕi dtdx´
ĳ
p0,8q2
GSpρiǫ, uiǫq Bxϕi dtdx
´
ĳ
p0,8qˆR
ξ HSpf iǫpx “ 0q, ξqϕipt, 0q dtdξ ´ xRiS,ǫ, ϕiy ď 0,
(6.3)
with
xRiS,ǫ, ϕiy “
¡
p0,8q2ˆR
pHSpf iǫ , ξq ´HSpM rf iǫ s, ξqq Btϕi dtdxdξ
`
¡
p0,8q2ˆR
ξpHSpf iǫ , ξq ´HSpM rf iǫ s, ξqq Bxϕi dtdxdξ.
(6.4)
Since (6.2) and Corollary 5.1,ĳ
p0,8qˆR
HSpf iǫpt “ T q, ξq dxdξ ´
ĳ
p0,8qˆR
HSpf iǫpt “ 0q, ξq dxdξ
´
¡
p0,8qˆR
ξ HSpf iǫpx “ 0q, ξq dtdξ
“
¡
p0,T qˆp0,8qˆR
`
H 1Spf iǫ , ξq ´ TSpρiǫ, uiǫq
˘M rf iǫ s ´ f iǫ
ǫ
dtdxdξ.
(6.5)
Proposition 5.1 implies that
QiS,ǫ “
ż
R
pH 1pf iǫ , ξq ´ Tv2{2pρiǫ, uiǫqq
M rf iǫ s ´ f iǫ
ǫ
dξ, ǫ ą 0,
is uniformly bounded in L1pp0, T qt ˆ p0,8qxq for every T ą 0.
(6.6)
This, together with the fact that f iǫ ,M rf iǫ s are bounded in L8pp0,8qt ˆ p0,8qx ˆ Rξq and the
property of uniform compact support implies f iǫ ´M rf iǫ s Ñ 0 a.e. t, x, ξ with the arguments of
Proposition 6.2 in [5].
Next, we prove the convergence RiS,ǫ Ñ 0 in W´1,ploc . We have that
0 ď
ż
R
HSpf iǫ , ξq ´HSpM rf iǫ s, ξq dξ ď
ż
R
H 1Spf iǫ , ξq ¨ pf iǫ ´M rf iǫ sq dξ Ñ 0 (6.7)
in L1
loc
pp0,8qt ˆ p0,8qxq, since (6.6). The same holds true forż
R
ξ pHSpf iǫ , ξq ´HSpM rf iǫ s, ξqq dξ, (6.8)
because f iǫ ´M rf iǫs Ñ 0 a.e. and the fact that fǫ has uniform compact support w.r.t. ξ (see
Proposition 6.4 in [5]). Since we have also boundedness of (6.7 – 6.8) in L8pp0, T qt ˆ p0, Rqxq,
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we get convergence in Lp
loc
pp0,8qt ˆ p0,8qxq for any 1 ď p ă 8. We conclude that RiS,ǫ Ñ 0 in
W
´1,p
loc
for any 1 ă p ă 8. Then, (6.2) with ϕi P Dpp0,8qt ˆ p0,8qxq reads
BtηSpρiǫ, uiǫq ` BxGSpρiǫ, uiǫq “ QiS,ǫ `RiS,ǫ, (6.9)
where
QiS,ǫ lies in a bounded set of the space of measures and
RiS,ǫ Ñ 0 in W´1,ploc for any 1 ă p ă 8 as ǫÑ 0.
(6.10)
Since ρiǫ, u
i
ǫ are bounded in L
8, we can apply the compensated compactness result of [25]. We
summarize that, up to a subsequence, pρiǫ, ρiǫuiǫq converge a.e. in p0,8q ˆR to an entropy solu-
tion pρi, ρiuiq of (2.1), (2.17). Furthermore, we have pρi, ρiuiq P D˜i a.e. x, t and the initial data
is attained in the sense pρi, ρiuiqpx “ 0q “ ş
R
f0,i dξ of the weak trace. The weak entropy flux
boundary traces GSpρi, uiqpt, 0q exist and are unique since Theorem 9.1.
6.2. Boundary Relaxation. Next, we consider the relaxation at the boundary. For S : RÑ R
convex, of class C1 with |Spvq| ď Bp1` v2q and ǫ ą 0, we define
ψiS,ǫptq “
ż
R
ξ HSpf iǫpt, x, ξq, ξq dξ, t ą 0. (6.11)
The sequence pψiS,ǫqǫą0 is bounded in L8t p0,8q and there exists ψiS P L8t p0,8q such that
ψiS,ǫ á ψiS in L8w˚p0,8q as ǫÑ 0, (6.12)
after passing if necessary to a subsequence. Next, we derive a relation between ψiS and the weak
traces GSpρi, uiq.
Proposition 6.1. Let all assumptions of Theorem 2.2 be satisfied and fix S : RÑ R convex, of
class C1, with |Spvq| ď Bp1` v2q, then
GSpρi, uiqpt, 0q ď ψiSptq a.e. t ą 0.
Furthermore, we have equality if Spvq P t1, vu.
Proof. We recall from (6.3), that
´
ĳ
p0,8q2
ηSpρiǫ, uiǫq Btϕi dtdx´
ĳ
p0,8q2
GSpρiǫ, uiǫq Bxϕi dtdx
´
ż
p0,8q
ψiS,ǫptqϕipt, 0q dt ´ xRiS,ǫ, ϕiy ď 0,
for ϕi P Dpp0,8qt ˆ r0,8qxq, ϕi ě 0. Taking the limit gives
´
ĳ
p0,8q2
ηSpρi, uiq Btϕi dtdx´
ĳ
p0,8q2
GSpρi, uiq Bxϕi dtdx
´
ż
p0,8q
ψiSptqϕipt, 0q dt ď 0
for a subsequence ǫÑ 0. Using Theorem 9.1 with pηS , GSq leads toĳ
p0,8q2
divt,xpηSpρi, uiq, GSpρi, uiqqϕi dtdx
`
ż 8
0
´
GSpρi, uiqpt, 0q ´ ψiSptq
¯
ϕipt, 0q dt ď 0.
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We set ϕipt, xq “ ϕi
1,hpxqϕi2ptq with ϕi1,hpxq “ 1 for x ď h{2, ϕi1,hpxq “ 0 for x ě h
and |pϕi
1,hq1| ď C{h. We take the limit h Ñ 0 with Lebesque’s theorem for the measure
divt,xpηSpρi, uiq, GSpρi, uiqq and getż 8
0
´
GSpρi, uiqpt, 0q ´ ψiSptq
¯
ϕi2ptq dtdξ ď 0,
for every ϕi2 P Dpp0,8qtq. 
This completes the proof of Theorem 2.2.
Proof of Corollary 2.1. The uniform bound on Γrt, ¨s ensures that the obtained quantities are
still bounded functions. The result follows from Proposition 6.1 and the monotonicity of Γrt, ¨s.

7. Examples
In this section, we give examples for coupling functions which fit in the framework of Theorem
2.2. In the first part, we define three general classes of coupling functions and derive some
of their basic properties. In the second part, we give more explicit coupling and boundary
conditions and show that they fit in our framework. We begin with a remark about the physical
interpretation of the functions bΓ,S .
Remark 7.1. Let all assumptions in Theorem 2.2 be satisfied. Let il, Sl, l “ 1, . . . , k and
Γ: p0,8qt ˆ Rk Ñ R be as usual with
Γrt,GS1pρi1 , ui1qpt, 0q, . . . , GSkpρik , uikqpt, 0qs ď bΓ,Sptq a.e. t ą 0,
where bΓ,S P L8t p0,8q is independent of the initial data. It is important to observe that bΓ,S
depends strongly on the choice of the kinetic invariant domains D˜iξ:
Set for example d “ 2 and Ψirt, gspξq “ pgj
0
p´ξq,´gj
1
p´ξqq, t ą 0, ξ ą 0, i ‰ j. The best func-
tion bΓ,Sptq for Γrt,GS1 , GS2s “
ř
2
i“1A
iGSi ,S “ p1, 0q is given by bΓ,Sptq “ supt
ş
p´8,0q |ξ|g0pξq dξ; g P
L1pp´8, 0qξ ,D2ξ qu, but this constant depends on D2ξ and goes to infinity as ω2min Ñ ´8. For
several examples in this section, we get functions bΓ,S which are independent of the kinetic
invariant domain and depend only on Ψ. Such a behavior was expectable, since the L8-bounds
on the initial data and the kinetic invariant domains Diξ were introduced for technical reasons
and are unphysical.
7.1. Maxwellian Coupling Conditions. Since Ψ is used to couple the half-space problems
on the kinetic level, we expect that some information will be lost, if we take the limit. Therefore,
we are especially interested in the behavior of half-moments of f and HSpf, ξq. As in [6] it can
be useful to define the outgoing data to be the Maxwellian of certain macroscopic variables ρˆi, uˆi
depending on the incoming data. For a given coupling condition Ψ, we construct a coupling
function Ψˆ with Maxwellian outgoing data by
Ψˆirt, gspξq “Mpρˆi, uˆi, ξq, ξ ą 0, where pρˆi, uˆiq satisfyż 8
0
ξ Mpρˆi, uˆi, ξq dξ “
ż 8
0
ξΨirt, gs dξ.
(7.1)
We get the following result:
Proposition 7.1. Let Ψ be defined as in (2.6). Then, Ψˆ : p0,8q ˆ L1µpp´8, 0qξ ,Dqd Ñ
L1µpp0,8qξ ,Dqd as in (7.1) is well-defined. Furthermore, if the assumptions in Theorem 2.2
are satisfied for Ψ, then the same holds true for Ψˆ.
Proof. To prove that Ψˆ is well-defined, we have to show that tf P R2; f0 ą 0u is in bijection
with tpρ, uq P p0,8q ˆ Rq; ω2pρ, uq ą 0u by
ş8
0
ξ Mpρˆ, uˆ, ξq dξ “ f . One can prove this with
monotonicity properties with respect to the Riemann invariants ω1, ω2. The entropy flux in-
equalities for Ψˆ follow from Proposition 3.3. Therefore, it remains to prove (2.7).
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Since the obtained solution will only depend on Ψrt, gs with gi P L1µpp´8, 0qξ , D˜iξq, we can set
Ψˆ to zero for gi R Lµpp´8, 0qξ , D˜iξq. We take gin P L1µpp0,8qloc,t ˆ p´8, 0qξ , D˜iξq converging
to gi in L1µpp0,8qloc,t ˆ p´8, 0qξ ,Dq. Proposition 3.3 and (2.19) imply that Ψˆrt, gnpt, ¨qspξq
is uniformly bounded in L8µ pp0,8qt ˆ p0,8qξ ,Dqd. Since Lebesque’s theorem, it remains to
prove point-wise convergence a.e. t, ξ. Since (2.7), we can take a subsequence such that
Ψrt, gnpt, ¨qspξq Ñ Ψrt, gpt, ¨qspξq in L1µpp0,8qξ ,Dqd for a.e. t ą 0. Since f ÞÑ pρˆ, uˆq withş8
0
ξ Mpρˆ, uˆ, ξq dξ “ f is continuous on tf P D; |f1| ď Af0u, we get pρˆn, uˆnqptq Ñ pρˆ, uˆqptq for
a.e. t ą 0. This implies Ψˆrt, gnpt, ¨qspξq Ñ Ψˆrt, gnpt, ¨qspξq a.e. t, ξ and we get the result. 
7.2. Linear Coupling Conditions. Next, we introduce a simple class of linear coupling func-
tions for d P N pipelines. Let
cij ě 0 be such that
dÿ
j“1
cij “ 1 and
dÿ
i“1
Aicij “ Aj . (7.2)
Notice that the second condition is satisfied after possibly taking new A˜i. We define the coupling
function by
Ψc,irt, gspξq “
dÿ
j“1
cij
ˆ
g
j
0
p´ξq
´gj
1
p´ξq
˙
, ξ ą 0. (7.3)
Furthermore, we fix a tuple S “ pS1, . . . , Sdq P C1pR,Rdq of convex functions with |Sipvq| ď
Bip1` v2q and
AjSjpvq “
dÿ
i“1
AicijSip´vq, for every v P R. (7.4)
Since (7.2), this condition is satisfied for Sipvq “ Spvq and Spvq “ Sp´vq. Since Proposition
3.2 and the definition of HSi , we get
dÿ
i“1
Ai
ż 8
0
|ξ|HSipΨc,irt, gspξq, ξq dξ “
dÿ
i“1
Ai
ż 8
0
|ξ|HSip
dÿ
j“1
cij
ˆ
g
j
0
p´ξq
´gj
1
p´ξq
˙
, ξq dξ
ď
dÿ
i“1
dÿ
j“1
Aicij
ż 8
0
|ξ|HSip
ˆ
g
j
0
p´ξq
´gj
1
p´ξq
˙
, ξq dξ
“
dÿ
i“1
dÿ
j“1
Aicij
ż
0
´8
|ξ|HSip
ˆ
g
j
0
pξq
´gj
1
pξq
˙
,´ξq dξ
“
dÿ
i“1
dÿ
j“1
Aicij
ż
0
´8
|ξ|HSip´¨qpgjpξq, ξq dξ
“
dÿ
j“1
Aj
ż
0
´8
|ξ|HSj pgjpξq, ξq dξ,
or equivalently
dÿ
i“1
Ai
ż
R
|ξ|HSipf iǫpt, 0, ξq, ξq dξ ď 0, a.e. t ą 0, (7.5)
for every kinetic solution fǫ to Ψ
c and every S with (7.4). We set Sipvq “ 1 and Sipvq “ v2{2
in (7.5) and get conservation of mass and energy at the junction. Applying Theorem 2.2 after
setting ω1
min
“ ¨ ¨ ¨ “ ωd
min
“ ´ω1max ¨ ¨ ¨ “ ´ωdmax. We obtain for the macroscopic solution
pρi, uiq:
dÿ
i“1
AiGSipρi, uiqpt, 0q ď 0, a.e. t ą 0, (7.6)
for every S with (7.4).
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7.3. Convolutional Coupling Conditions. We present coupling conditions defined by a con-
volution operator. For aij P L1µpp0,8qξ , L8p´8, 0qξ1q, i, j “ 1, . . . , d, we define
Ψa,irt, gspξq “
dÿ
j“1
ż
0
´8
ξ1aijpξ, ξ1q
ˆ
g
j
0
p´ξ1q
´gj
1
p´ξ1q
˙
dξ1. (7.7)
Notice that the limit case aijpξ, ¨q “ cijδξ gives the coupling function in (7.3). In contrast to this
special case and (7.4), we are not able to prove similar entropy flux inequalities under possibly
additional restrictions on S. Nevertheless, (2.9) and a scaling argument imply b0 “ 0 and
dÿ
i“1
Ai
ż 8
0
ξ aijpξ, ξ1q dξ “ Aj , for all ξ1 ă 0. (7.8)
7.4. Maxwellian Boundary Conditions. This subsection is devoted to restoring the results
from [6] for initial boundary value problems
ρpt, 0q “ ρbptq, ρpt, 0qupt, 0q “ ρbptqubptq, t ą 0. (7.9)
Since the seminal paper by Dubois and LeFloch [18], it is well-known that this problem is
overdetermined and we have to use the weaker boundary conditions
GSpρ, uq ´GSpρb, ubq ´ η1Spρb, ubq ¨ pF pρ, uq ´ F pρb, ubqq ď 0, a.e. t ą 0. (7.10)
We choose d “ 1 and
Ψbrt, gspξq “Mpρbptq, ubptq, ξq, ξ ą 0, (7.11)
with pρb, ubq P L8pp0,8qt, D˜iq. Proposition 3.3 with equality for ξ ą 0 givesż
R
ξ HSpfǫpt, 0, ξq, ξq dξ ď
ż
R
ξ HSpMpρbptq, ubptq, ξq, ξq dξ
` TSpρb, ubq
ż
R
ξ pfǫpt, 0, ξq ´Mpρbptq, ubptq, ξq dξ,
(7.12)
for every kinetic solution fǫ to Ψ
b. The existence follows from Theorem 2.2 and (7.10) follows
from (7.12) and Corollary 2.1.
7.5. Solid Wall Boundary Conditions. Solid wall boundary conditions can be modeled by
the special case of (7.3) with d “ 1 and c11 “ 1. The coupling function is
Ψwrt, gspξq “
ˆ
g0p´ξq
´g1p´ξq
˙
, for ξ ą 0. (7.13)
The macroscopic boundary traces satisfy
GSpρ, uqpt, 0q ď 0, a.e. t ą 0, (7.14)
for every convex S P C1pRq with Spvq “ Sp´vq and |Spvq| ď Bp1` v2q for all v P R.
Another way to introduce solid wall boundary conditions is
Ψw
1rt, gspξq “Mpρw, 0, ξq, ξ ą 0, where ρw ě 0 withż 8
0
|ξ|M0pρw, 0, ξq dξ “
ż 8
0
|ξ| g0p´ξq dξ.
(7.15)
First notice that one can easily check that this definition is well-defined and different to the
coupling condition (7.1) with Ψ “ Ψw. Since Proposition 3.3 and the definition of ρw, we haveż
R
ξ HSpfǫpt, 0, ξq, ξq dξ ď GSpρwptq, 0q ` TSpρwptq, 0q
ż
0
´8
ξ
´
fpξq ´Mpρwptq, 0, ξq
¯
dξ
“ 0,
for every convex S P C1pRq with Spvq “ Sp´vq and |Spvq| ď Bp1` v2q for all v P R. Again, we
get (7.14) after applying Theorem 2.2 with ω1 “ ´ω2.
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7.6. Nozzles with discontinuous cross-sections. Our results can be used to study pipelines
or nozzles with discontinuous cross-section. Usually these problems are solved by an approach
called non-conservative products introduced by Dal Maso, LeFloch and Murat [16], but these
tools require BV -regularity of the solutions. We can tackle this problem by setting d “ 2 in the
results of Section 2 after a variable transformation on the second pipeline. For non-conservative
products one has some freedom in picking different Lipschitz-paths, which give different coupling
conditions at the discontinuity. We have a similar phenomenon in our approach: In most of
the applications we expect b0 “ bH “ 0 in (2.9 – 2.10) and equality in the mass constrained
(2.9). Now, we can use the arguments in the Subsections 7.1 – 7.3 to construct many different
coupling conditions which satisfy these assumptions.
8. Extensions and Outlook
8.1. Networks with arbitrary many junctions. We want to show how to deal with net-
works consisting of m P N junctions and d P N pipelines since some modifications are necessary.
Notice, that networks with arbitrary many junctions may contain circles. These circles can pos-
sibly lead to circulations with increasing speed such that the speed goes to infinity after finite
time. We will show that this does not occur if we assume to have kinetic invariant domains.
First, we introduce some new notation. A pipeline is modeled by a compact, non-empty in-
terval rai´, ai`s, i “ 1, . . . , d, ai˘ P R (Remark: The following analysis can be extended to
closed intervals). Every pipeline is connected to exactly one junction at each end ai´ and
ai` and the functions θ´, θ` : t1, . . . , du Ñ t1, . . . ,mu give the junctions at a´ and a`. The
sets T´pkq, T`pkq Ă t1, . . . , du are the sets of pipelines i which are connected to the junction
k “ 1, . . . ,m at ai´ and ai` or equivalently T˘pkq “ θ´1˘ ptkuq. Sometimes we use the index ˘
to treat the cases ` and ´ together and we write ř˘ for the sum of both cases.
We couple the kinetic solutions f i by
f ipt, ai´, ξq “ Ψθ´piq´ rt, f jpt, aj˘, ¨q; j “ 1, . . . , dspξq, ξ ą 0,
f ipt, ai`, ξq “ Ψθ`piq` rt, f jpt, aj˘, ¨q; j “ 1, . . . , dspξq, ξ ă 0.
(8.1)
The coupling functions Ψk are defined by
Ψk : p0,8qt ˆ L1µpp´8, 0qξ ,Dqd ˆ L1µpp0,8qξ ,Dqd Ñ L1µpp0,8qξ ,Dqd ˆ L1µpp´8, 0qξ ,Dqd;
rt, g´, g`s ÞÑ pΨk´,Ψk`q,
where Ψk depends only on gi˘ with θ˘piq “ k and Ψk,i˘ rt, g´, g`s “ 0 if θ˘piq ‰ k.
(8.2)
They satisfy the continuity property:
L1µpp0,8qloc,tˆp´8, 0qξ ,Dqd ˆ L1µpp0,8qloc,t ˆ p0,8qξ ,Dqd Ñ
L1µpp0,8qloc,t ˆ p0,8qξ ,Dqd ˆ L1µpp0,8qloc,t ˆ p´8, 0qξ ,Dqd;
g ÞÑ
´
pt, ξq ÞÑ pΨ´,Ψ`qrt, g´pt, ¨q, g`pt, ¨qspξq
¯
is continuous.
(8.3)
The conditions (2.9), (2.10) and (2.19) can be generalized in the following way. There exists
bk
S´,S`
P L1
loc,tp0,8q such that
dÿ
i“1
Ai
ż 8
0
|ξ|HSi
´
pΨk,i´ rt, g´, g`spξq dξ `
dÿ
i“1
Ai
ż
0
´8
|ξ|HSi
`
pΨk,i` rt, g´, g`spξq dξ
ď
dÿ
i“1
Ai
ż
0
´8
|ξ|HSi
´
pg´pξq, ξq dξ `
dÿ
i“1
Ai
ż 8
0
|ξ|HSi
`
pg`pξq, ξq dξ ` bkS´,S`ptq,
(8.4)
for a.e. t P p0,8q, for S´ “ S` P tS0 “ p1, . . . , 1q, SH “ pv2{2, . . . , v2{2q, Sω “ pS1ω, . . . , Sdωqu,
where Siωpvq “ pv ´ ωimaxq2` ` pωimin ´ vq2`, bSω ,Sω “ 0 and pg´, g`q P L1µpp´8, 0qξ ,Dqd ˆ
L1µpp0,8qξ ,Dqd.
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Theorem 8.1. Let f0,i P L1ppai´, ai`qxˆRξ, D˜iξq with
ť
pai
´
,ai
`
qˆRHpf0,ipx, ξq, ξq dxdξ ă 8. Let
Ψ be such that (8.3) holds and (8.4) holds for S´ “ S` P tS1,SH ,Sωu, bSω,Sω “ 0. Then, there
exist coupled BGK solutions f iǫ to Ψ for every ǫ ą 0. After passing if necessary to a subsequence
pρiǫ, ρiǫuiǫq converge a.e. to an entropy solution pρi, ρiuiq to the isentropic gas equations with
initial data pρ0,i, ρ0,iu0,iq “ ş
R
f0,idξ.
Furthermore, after passing if necessary to a subsequence again, we have
˘GSpρi, uiqpt, ai˘q ě ˘ψi,˘S ptq :“ ˘w*-limǫÑ0
ż
R
ξ HSpfǫpt, ai˘, ξq, ξq dξ (8.5)
a.e. t ą 0, where S : RÑ R is convex, of class C1 and |Spvq| ď Bp1` v2q for a constant B.
Proof. We use the same arguments as we used to prove Theorem 2.2, but we have to modify
two parts.
Part 1: The first part is the stability estimate after (4.9). Since
M rgins ÑM rgis in L1pp0, T qt ˆ pai´, ai`qplocq,x ˆ Rξq,
we can handle all integrals containing |M rgins ´M rgis| easily and just denote all of them by
δpM rgnsq for simplicity. By the characteristics formula, we have
ĳ
pai
´
,bi
`
qˆR
|F ipgnq ´ F ipgq|pt, x, ξq1˘ξă0 dxdξ
ď
ĳ
p0,tqˆR
|ξ| |Ψθ˘piq˘ rt, F pgnqpt, ai˘, ¨qs ´Ψθ˘piq˘ rt, F pgqpt, ai˘, ¨qs|pξq1t˘ξă0u dxdξ ` δpM rgnsq,
Since (8.3), it remains to prove
dÿ
i“1
ÿ
˘
ĳ
p0,T qˆR
|ξ| |F pgnqpt, ai˘, ξq ´ F pgqpt, ai˘, ξq|1t˘ξą0u dxdξ Ñ 0.
Because we assumed to have kinetic invariant domains, we get by the characteristics formula
dÿ
i“1
ÿ
˘
ĳ
p0,T qˆR
|ξ| |F pgnqpt, ai˘, ξq ´ F pgqpt, ai˘, ξq|1t˘ξą0u dxdξ (8.6)
ď
dÿ
i“1
ÿ
˘
ĳ
p0,T´∆qˆR
|ξ| |Ψθ˘piq˘ rt, F pgnqpt, ai˘, ¨qs ´Ψθ˘piq˘ rt, F pgqpt, ai˘, ¨qs|pξq1t˘ξă0u dxdξ ` δpM rgnsq,
with
∆ “ inf
i
ai` ´ ai´
maxt|ωi
min
|, |ωimax|u
ą 0. (8.7)
We do rT {∆s iterations of the estimate (8.6) and use (8.3) to prove the desired stability result.
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Part 2: Additionally, we have to modify the estimates (4.12 – 4.14). By the characteristics
formula and Jensen’s inequality, we get
dÿ
i“1
Ai
ĳ
pai
´
,ai
`
qˆR
HpF ipgqpt, x, ξq, ξq dxdξ
`
dÿ
i“1
ÿ
˘
Ai
ĳ
p0,tqˆR
|ξ|HpF ipgqps, ai˘, ξq, ξq eps´tq{ǫ1t˘ξą0u dtdξ
ď
dÿ
i“1
Ai
ĳ
pai
´
,ai
`
qˆR
Hpf0,ipt, x, ξq, ξqe´t{ǫ dxdξ
`
dÿ
i“1
ÿ
˘
Ai
ĳ
p0,tqˆR
|ξ|HpF pgqps, ai˘, ξq, ξq eps´tq{ǫ1t˘ξă0u dtdξ
`
dÿ
i“1
Ai
ǫ
¡
p0,tqˆpai
´
,ai
`
qˆR
HpM rgisps, x, ξq, ξqeps´tq{ǫ dsdxdξ.
The entropy bound (8.4) with Si˘ “ v2{2 and integration by parts imply
dÿ
i“1
Ai
ĳ
pai
´
,ai
`
qˆR
HpF ipgqpt, x, ξq, ξq dxdξ
ď
dÿ
i“1
Ai
ĳ
pai
´
,ai
`
qˆR
Hpf0,ipt, x, ξq, ξqe´t{ǫ dxdξ `
ż t
0
bSH ,SH psq ds.
But this is the generalized version of pC2q and we get the result. 
Remark 8.1.
‚ We used the kinetic invariant domains in part 1 of the proof. Therefore, the generalized
version of Theorem 2.1 is weaker than the original one.
‚ We give a generalization of Corollary 2.1: Let p P N, il P t1, . . . , du, Sl : R Ñ R convex,
of class C1 with |Slpvq| ď Blp1` v2q, l “ 1, . . . , p. Let Γ: p0,8qtˆRpˆRp Ñ R be such
that Γrt, ¨, ¨s is uniformly bounded on compact sets. Furthermore, let Γrt, ¨, G`s (resp.
Γrt,G´, ¨s) be increasing (resp. decreasing) in every argument with Sl R spant1, vu.
Then,
Γrt,GS1pρi1 , ui1qpt, ai1˘q, . . . , GSppρip , uipqpt, ai1˘qs ď Γrt, ψi1,˘S1 ptq, . . . , ψ
ip,˘
Sp
ptqs ď bΓ,Sptq, (8.8)
a.e. t ą 0, where bΓ,S P L8t p0,8q depends only on Ψ
‚ Notice that (8.8) can be decomposed to local inequalities at the juncions k “ 1, . . . ,m
by functions Γk.
8.2. Further Generalizations and Outlook.
Non-local in time coupling conditions. We considered coupling conditions local in time, what
means that Ψrt, fǫs depend only on fǫpt, 0, ξq. Our arguments can be adapted to the more
general case that Ψrt, fǫs depend on fǫps, 0, ξq, s P r0, ts. This allows to model the case that gas
entering the junction at a certain time leaves the junction at a later time. It turns out that (2.9
– 2.10) and (2.19) are still sufficient to prove convergence. Notice that bSptq in (2.1) is a bound
for the entropy leaving at t, but enters the junction at an possibly earlier time. Therefore, bS
can be a very bad bound and it seems to be necessary to introduce more precise conditions.
Otherwise we can not expect to get (in some sense) uniqueness for the macroscopic problem.
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Omitting the L8-bounds. As shown in [24], it is possible to omit the L8-bounds on the initial
data to get existence of finite mass and energy solutions to the isentropic gas equations on the
full line (with 1 ă γ ă 5{3). The solutions are constructed by the limit of solutions with bounded
initial data. The key problem in adapting these techniques to networks is to approximate the
coupling condition Ψ by Ψn, where Ψn admits a family of kinetic invariant domains. In some
cases we get this naturally by setting Ψn “ Ψ (for example (7.3)). Furthermore, we need a
generalization of Theorem 9.1 for equi-integrable solutions.
Outlook. Our results could be used to study and justify numerical methods which use the kinetic
BGK model. Furthermore, these techniques could be adapted to other hyperbolic equations
with kinetic models, but notice that the rich family of entropies is very important to pass to the
macroscopic limit. We obtained entropy-flux inequalities at the junction for our macroscopic
limit. It is an interesting question if these inequalities ensure uniqueness of the solutions or
at least in some special cases. On the other hand one could study if different kinetic coupling
conditions converge to the same macroscopic limit and one could try to characterize the obtained
equivalence classes.
9. Appendix
We recall an existence result for weak traces of divergence measure fields [1, 13].
Theorem 9.1. Let V “ pV0, V1q P L8pp0,8qt ˆ p0,8qxq be a vector field such that divt,x V P
Mppt1, t2qt ˆ p0, Rqxq for any 0 ă t1 ă t2 ă 8 and R ą 0. Then there exists a unique solution
V 1 P L8t p0,8q to
´
ĳ
p0,8q2
ϕdiv V ´
ĳ
p0,8q2
V0 Btϕ dtdx´
ĳ
p0,8q2
V1 Bxϕ dtdx
´
ż 8
0
V 1 ϕpt, 0q dt “ 0 (9.1)
for any ϕ P Dpp0,8qtˆr0,8qxq. In fact V 1 depends only on V1 and satisfies
∥
∥V 1
∥
∥
L8
ď ‖V1‖L8 .
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