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Abstract
The Euklidean correlation functions and vacuum expectation val-
ues of products of n field operators φki(xi) of some Lorentz spin li and
dimension di are expressed through Mellin amplitudes Mkn,...k1({δij})
which depend on complex dimensions δij = δji, 1 ≤ i < j ≤ n subject
to linear constraints
∑
j δij = di. The constraints can be solved in
terms of conserved momenta pi whose squares are given by the field
dimensions di, and related Mandelstam variables sij = (pi+ pj)
2, viz.
δij = −pipj . The Mellin amplitudes furnish a universal representation
of conformal field theories without explicit reference to D. The cos-
tumary principles of quantum field theory plus conformal invariance
and operator product expansions (OPE) say that the Mellin ampli-
tudes are amplitudes of dual resonance models with exact duality and
a form of factorization which follows from OPE. It suffices to ensure
these properties for all 4-point functions, together with positivity of all
2-point functions. A field with spin l and dimension d in the OPE’s of
scalar field products φk2φk1 and of φk3∗φk4∗ produces simple poles in
the 4-point Mellin amplitudeMk4...k1 at s12 == d−l+2n, n = 0, 1, 2....
Their residues are polynomials of l-the order; they depend on D. The
leading pole determines the satellites n = 1, 2, 3, ...
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1 Introduction
There has recently been renewed interest in conformal field theories (CFT)
in more than two space time dimensions D. Besides the perennial interest in
the critical behavior of D = 3 dimensional models of statistical mechanics,
including the Ising model, additional motivation comes from the AdS/CFT
correspondence discovered by Maldacena [1, 9] which relates string theories
to supersymmetric Yang Mills Theories in D = 4 dimensions. They are
conformal field theories with the atypical property of admitting an expansion
parameter, and are being studied vigorously [7]. CFT might also be useful
in the description of unparticles [28].
Assuming Osterwalder Schrader positivity [57, 58], Euklidean Green func-
tions, furnished e.g. by the correlation functions of a critical statistical me-
chanical system, can be analytically continued to Minkowski space and fur-
ther to the ∞-sheeted cover MD ≃ S
D−1 × R of compactified Minkowski
space [49]. This space admits a conformal invariant global causal ordering
[48].
Conformal theories on compactified Minkowski space, whose fields have
half-integral dimensions, are also being studied [56, 4, 55].
But here I am interested in theories with fields with anomalous dimen-
sions.
The AdS/CFT correspondence also stimulated interest in relations be-
tween theories which live on space time manifolds of different dimension D
(including relations between quantum field theories [65]). The known way
how this can happen is through a holographic principle [68, 63]. I hope
to pave the way for the study of different possibilities such as dimensional
induction.
In conformal field theory, operator product expansions (OPE)[75, 76] have
special properties. As noted first by Ferrara et.al [16, 17, 19], the contri-
butions from derivatives of fields are determined by the others; a partial
summation is therefore possible. The conformal OPE are partially summed
forms of the Wilson OPE in which the contributions from all derivatives of
a field are summed. Moreover, the conformal operator product expansions
converge on the vacuum Ω.
This was proven in four dimensions [46] and also in two [39] and is gen-
erally true because it has a simple reason: It furnishes the orthogonal de-
composition of the Hilbert space H of physical states in irreducible positive
2
energy representation spaces Hχ of the conformal group 1. The positive
energy representations in 4 dimensions were determined in ref.[45].
A field φ with Lorentz spin l takes its values in a finite dimensional
representation space V l of the Lorentz group. Its components φα are obtained
by expanding in a basis of V l. I will mostly use vector notation.
In a conformal theory, the OPE take the form [46]2
φj(x)φi(y)Ω =
∑
k
∑
a
gjik,a
∫
dDzφk(z)Ω (1)
Qa(χk, z;χj , x, χi, y)
The z-integration is over Minkowski space (or a conformal translate of it in
the tube MD; the result is independent of the translation), and summation
is over nonderivative fields.
Qa(χk, z;χj , x, χi, y) : V
lk 7→ V lj ⊗ V li (2)
are kinematically determined generalized c-number functions (amputated three-
point functions, see later). For scalar fields φj, φi there is only one of them,
so that the index a and the sum over it can be dropped. The spin and
dimension χk = [lk, dk] of all the fields and the coupling constants g
ij
k,a are
what has to be consistently determined to fix a theory, and in addition the
normalizations ck of some two point functions which have a physical meaning
(i.e. for currents and the stress energy tensor).
There is the freedom of choosing a normalization factor in Q. The cou-
pling constants gjik depend on this choice. I will later adopt a particular
choice of normalization; the kernel Q(χ...) with this normalization will be
denoted by Qu(χ˜...).
In any quantum field theory with operator product expansions which con-
verge on the vacuum Ω, all the vacuum expectation values (n-point Wight-
man functions)
Win,...,i1(xn, ..., x1) = 〈Ω, φ
in(xn)...φ
i1(x1)Ω〉
∈ V lin ⊗ ...⊗ V li1 (3)
1It was conjectured in [47] that convergent operator product expansions exist also in
the absence of conformal symmetry
2Throughout the paper, I use a special font, Q,V, M, to indicate kinematically deter-
mined quantities.
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for arbitrary field operators φi(x) can be constructed from a consistent set
of two- and three-point functions [47]. Consistency requires that all the 4-
point functions obtained in this way satisfy locality. The four point functions
possess a factorization property as a consequence of the OPE, see section 2
below, and they are positive if all 2-point functions are positive.
As shown in [47], any collection of 4-point functions with these properties
defines a consistent quantum field theory. In CFT, the two and three-point
functions of fields of given Lorentz spin and dimension are finite linear com-
binations of kinematically determined quantities [54, 53, 46]. The difficulty
lies in satisfying locality.
All this was spelled out in detail long ago in the paper [47] on duality in
quantum field theory, and it was also observed there that structures much
reminiscent of dual resonance models emerge.
In particular, locality is a duality property. Here I derive more detailed
results.
In conformal theories, the dynamical content is in functions of anharmonic
ratios. Performing a Mellin transformation on these, one obtains a Mellin
representation in which amplitudes M cin...i1({δij}) figure as coefficients. It
represents the holomorphic function, whose boundary values are the Wight-
man functions, on their axiomatic domain of analyticity [67]. The same
dual amplitude M c enters the Mellin representation of the Euklidean Green
functions, eqs.(47,48), the Wightman functions, eq.(50), and also the time or-
dered Green functions in Minkowski space, eq.(56). The latter two differ only
through iǫ-prescriptions. The momentum space version of the Mellin repre-
sentation of the time ordered Green function involves a generalized Feynman
integral in the sense of Speer [66].
The Mellin amplitudes depend on complex dimensions δij = δji, 1 ≤ i <
j ≤ n subject to linear constraints
∑
i δij = dj. In the case n = 4, there
are two independent variables. Using variables βij which differ from δij by a
shift, so that
∑
i βij = 0, β12 and γ12 = β23 − β13 may be used.
I conjecture that the Mellin representation is also valid for massive field
theories. The constraint
∑
i δij = dj on the variables δij of integration is
characteristic of conformal symmetry and will have to be relaxed in order to
produce the subleading, i.e. less singular, contributions to the coefficients in
the Wilson OPE. In contrast with scale invariant theories, these coefficients
no longer scale like single powers of the distance in massive theories.
In this paper I show how the costumary principles of local relativistic
quantum field theory plus conformal invariance and OPE, for 4-point func-
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tions, translate into the statement that the Mellin amplitudes M ci4...i1 have
properties of dual resonance models.
Locality and some information from the OPE translate into exact dual-
ity, i.e. crossing symmetry and meromorphy in δij with simple poles in single
variables δij [for n=4] whose residues are polynomials in the other indepen-
dent variable(s). Duality is a D-independent property. CFT’s in different
dimensions D may have the same Mellin amplitude; for more on this see
section 4.1. The precise relation between fields φk(x) of Lorentz spin lk and
dimension dk which figure in the OPE and poles in the Mellin amplitudes
depends on D and will be explained below. To every field there correspond
a leading pole and satellites labeled by n = 1, 2, ....
I emphasize that the meromorphy of the dual amplitudes considered here
is an exact property. In contrast to the dual resonance models of old, there is
no “narrow resonance approximation” [74] involved, and no need to consider
multiloop dual diagrams to satisfy unitarity [33]. The deeper reason for this is
that the conformal two-point functions of fields φk usually have non-vanishing
absorptive parts.
The interest in this result is in that there exist lots of examples of dual
amplitudes; Veneziano’s Beta-function Ansatz [73] was the first example.
Given duality, OPE translate into factorization properties of the residues
of poles. Their precise form for scalar 4-point functions is described in section
9. Basically it is required that the residues of the leading poles factorize and
the satellites are determined by them.
By the Osterwalder Schrader (OS) reconstruction theorem, both the spec-
trum condition and Wightman-positivity (unitarity) is satisfied if the Euk-
lidean Green functions satisfy OS-positivity. Given duality and factorization,
OS-positivity will hold if all the 2-point functions of the fields φk are OS-
positive. This requires that χk = [lk, dk] label unitarizable representations of
the confomal group, and it exorcizes (−)-signs in the factorization properties
which signal ghosts.
Now I turn to the positions of the poles, for 4-point functions of scalar
fields φi4, ..., φi1. I abbreviate [lij , dij ] by [lj , dj].
If pi are Lorentz vectors in any dimension, not necessarily equal to D,
subject to the conservation law
∑n
i=1 pi = 0, and with squares given by
the dimensions of the external fields, p2i = di, then the linear constraints∑
i δij = dj can be solved in terms of Mandelstam variables
sij = (pi + pj)
2 (4)
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viz.
δij = −pipj = −
1
2
(sij − di − dj) (5)
Consider a particular channel (21) 7→ (43) or, equivalently, the Wightman
function Wi4...i1 with ordering of the fields as in eq.(3). Fields φ
k 6= 1 with
spin lk and dimension dk which appear in the OPE of both φ
i2φi1 and of
φi3∗φi4∗ will lead to an integer spaced family of poles of Mi4...i1 in δ12.
Stated in terms of the Mandelstam variables (5), poles in the channel
(21) 7→ (43) are at positions
s12 = dk − lk + 2n, n = 0, 1, 2, ... (6)
independent of the dimensions d1, ..., d4 of the external fields. This is the
key result which permits the interpretation as dual resonance models, with
twists dk − lk substituting for mass squares. (For scalar fields lk = 0.) To
appreciate this, remember that in a 4-point scattering amplitude, poles in
the Mandelstam variable s12 = (p1 + p2)
2 are determined by masses squared
of resonances, independent of the masses of the particles which form the
resonances.
To appreciate the role of field dimensions di, remember that a CFT with
anomalous dimensions lives on MD ≃ S
D−1 × R. There is a conformal
Hamiltonian H which translates R, and the radius of the compact space
SD−1 furnishes a unit of length. The states φi(x)Ω span an irreducible rep-
resentation space labeled by χi = [li, di], and the eigenvalues of H in it are
di + n, n = 0, 1, 2, ... [49, 45]. Thus, di are energies in appropriate units.
What kinds of poles do we expect? It is expected that the fields which
figure in the OPE, with Lorentz spin s and dimension ds lie on trajectories
ds = α(s) involving fields with different s. These trajectories are what cor-
responds in quantum field theory to Regge-trajectories in S-matrix theory;
they determine light cone singularities. It is expected that these trajectories
are approximately, but not exactly, linear with slope 1. The evidence for this
comes from the study of models which possess an expansion parameter. In
φ6-theory in D = 6 + ǫ dimensions [41], there is a fundamental real field of
dimension d = D
2
− 1 +∆, ∆ = 1
18
ǫ+ . . . , and a trajectory of traceless sym-
metric tensor fields of even rank s ≥ 2 with dimensions ds = D − 2 + s+ σs
whose anomalous part is given by the formula
1
2
σs =
[
1
18
−
2
3(s+ 2)(s+ 1)
]
ǫ+ . . . (7)
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so that ds − s 7→ 2d as s 7→ ∞. Callan and Gross showed that this property
of the asymptotic behavior of ds is always true in scalar field theory [8].
The member of the trajectory with s = 0 is absent. It is the shadow in
the sense of Ferrara et al. [16] of the fundamental field. i.e. d0 = D−d. The
member s = 2 is the stress energy tensor; it has dimension d2 = D.
The result (7) was obtained by conformal bootstrap. Expansions for
anomalous dimensions in φ4-theory in 4 − ǫ dimensions and in N -vector
models are also known [77, 71, 36, 72].
In the maximally supersymmetric Yang Mills theory in 4 dimensions,
there is a trajectory whose anomalous part behaves as γ ln s for large s. This
contribution is known as the cusp anomalous dimension; its coefficient γ was
recently calculated [6].
Let us now examine what trajectories and satellites in the dual resonance
model will correspond to the trajectories of fields φk. If dk = α(lk) then eq.(6)
produces a trajectory of poles in the dual resonance model whose position in
s12 is independent of the dimensions of the external fields
s12 = (α(lk)− lk) + 2n, (8)
n = 0, and satellites at n = 1, 2, 3, .... We see that an exactly linear field
trajectory of slope 1 would produce poles which fall on top of each other, i.e
a linear trajectory of slope 0, plus satellites. In this paper, I am interested
in fields with anomalous dimensions which lie on approximately linear field
trajectories and I assume that there are at most finitely many poles in the
Mellin amplitude which fall on top of each other. In a situation like (7), which
is expected to occur in Ising-models, there will be limit points of poles. On
the other hand, in the presence of a cusp anomalous part of the dimension,
α(lk) − lk will go like γ ln lk and there are no limit points. In either case,
the CFT’s correspond to a 0-slope limit of dual resonance models with only
approximately linear trajectories.
It is a challenge to find a substitute for the operator formalism of old in
dual resonance models [26] which ensures the appropriate form of factoriza-
tion.
An alternative is to appeal to string theory. String theories were an
outgrowth of dual resonance models [23, 31, 25, 32] and they are also 2-
dimensional CFT’s. Positivity in the CFT is needed to have a probability
interpretation and would therefore be ensured by a consistent quantization
of the string theory, i.e. a positive definite Hilbert space of its states, if the
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state spaces can be identified. Identification of the states of the narrow reso-
nances with states of a 2-dimensional CFT was an important tool in the old
studies of dual resonance models. In the case of the Maldacena AdS/CFT
-duality, the identification of the state spaces was established by group the-
oretical means, showing that the global symmetry and its representations
are identical [9, 34]. The hope is, ultimately, that string theory will help to
construct local relativistic quantum field theories. Exploiting relation (5),
where pi are Lorentz vectors of some dimension (determined by a string the-
ory) with p2i = di, one could try to get n-point Mellin amplitudes M({δij)
from string field expectation values by an Ansatz like
δ(
∑
pi)M({−pipj}) = 〈
∫
dV ei
P
i piµX
µ(σi,τi)〉 . (9)
The prototype of such a formula is in Veneziano’s 1970 Erice lectures [74]. dV
is an invariant volume element which integrates over (n−3) of the arguments
(σi, τi) of the string field X
µ. The time ordered Green functions of the D-
dimensional CFT with scalar fields φi of dimension di are expressed in terms
of M by eq.(56), viz.
〈Ω, T
{
φn(xn)...φ
1(x1)
}
Ω〉
= (2πi)−n(n−3)/2
∫ ∫
dδ M({δij})∏
i>j
Γ(δij)(−
1
2
x2ij + iǫ)
−δij .
Connected parts may have to be taken, see below.
To incorporate supersymmetry requires consideration of amplitudes with
spin. This is postponed. The ultimate desire is to find an explicit duality
transformation between quantum field theory at strong coupling and string
theory at weak coupling.
There is a technical complication which affects the Mellin representation.
It comes from the presence of disconnected parts and leads to an unexpected
feature of the dual amplitudes. It is best stated in terms of the Euklidean
Green functions Gin...i1(xn, ...,x1) which are the analytic continuation of the
Wightman functions.
It is the full disconnected Greens functionGin...i1(xn, ...,x1) which satisfies
the Osterwalder Schrader axioms, and to which operator product expansions
apply.
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In the dual resonance models of old, there are no disconnected parts,
because they would correspond to processes i, j 7→ nothing in some channel,
which is impossible on-shell.
The full disconnected Green functions decompose into a sum of discon-
nected parts and the connected Green functions Gcin...i1. In case of the 4-point
functions, the disconnected parts involve only two-point functions,
Gi4...i1(xn, ...,x1) = Gi4i3(x4,x3)Gi2i1(x2,x1) +
Gi4i2(x4,x2)Gi3i1(x3,x1) +
Gi4i1(x4,x1)Gi3i2(x3,x2) +
Gci4...i1(x4, ...,x1) . (10)
There is one disconnected part for each channel (ji), e.g. (21) 7→ (43); it is
given by the contribution of the unit operator 1 to the operator product φjφi
and vanishes if there is no such contribution.
For technical reasons, it is necessary to write a Mellin representation
involving the dual amplitude M c for the connected Green functions. Now
consider the contribution from field φk in the operator product expansion
of φi2φi1. It furnishes contributions to the asymptotic expansion of the full
disconnected Green functionGi4...i1(x4, ...,x1) when x12 = x1−x2 7→ 0. These
contributions must match with contributions from the asymptotic expansion
which obtains from the Mellin representation of the connectedGreen function,
plus the disconnected parts. If φk = 1, then the matching contribution is the
disconnected part associated with channel (ji). Suppose φk 6= 1. Then the
matching contribution comes from the integer spaced family of poles (6) of
M c in δ12.
However, if there are other non-vanishing disconnected parts than the
afore mentioned one associated with channel (ji), then they must be can-
celled by contributions from the Mellin representation of the connected Green
function. For generic anomalous dimensions they would have the wrong de-
grees of homogeneity in x21 for contributions from OPE. Therefore the dual
amplitude for the connected part must have kinematical poles in addition to
the dynamical ones. They are fully determined in their positions and residues
by the requirement that their contribution cancels the asymptotic expansion
of disconnected parts (when they are nonzero and incompatible with OPE).
The Euklidean partial wave expansions suggest that these technical com-
plications could be avoided by an illegitimate interchange of sums and inte-
grations, which amounts to writing down a formal Mellin representation of
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the full disconnected Green function. But I do not know how to do this in a
legitimate way.
This paper deals with scalar amplitudes, mostly 4-point functions. n-
point functions will be considered in section 3.3. The strategy of the paper
is as follows. It would be difficult to find the polynomial residues of the dual
amplitudes directly from the match between asymptotic expansions from
OPE and from the Mellin representation. Therefore I will make a detour,
using results established in the 70’s on partial waves expansions of Euklidean
Green functions (on the Euklidean conformal group GE = Spin(1, D + 1)),
and their relation to OPE in Minkowski space [42, 43, 12, 11, 14]. As a check
of the result, I will verify that the match between asymptotic expansions
obtains for the special case of the contribution of a scalar field to the OPE
and the associated family of poles in the Mellin amplitude.
The dynamical information on the scalar four point function Gi4i3i2i1
within the Euklidean partial wave expansion in channel (21) 7→ (43) resides
in a complex function g(43)(21)(χ) of χ = [l, δ], where l is again a (traceless
symmetric tensor) representation of the (Euklidean) Lorentz group, and δ is
a complex dimension. It has the symmetry property
g(43)(21)(χ) = g(43)(21)(χ˜)
where χ˜ = [l¯, D − δ], with l¯ the dual representation to l. Validity of OPE
expansions requires that g(43)(21)(χ) is a meromorphic function of δ and there
is a bijective correspondence between (pairs of) poles of g(43)(21)(χ) and fields
φk in the OPE as follows. A field with Lorentz spin and dimension χk =
[lk, dk] and which contributes to the OPE (1) of φ
i2φi1, with coupling constant
g21k and of φ
i3∗φi4∗, with coupling constant g¯43k requires a pole of g
(43)(21)([lk, δ])
at δ = dk with residue
g¯43k g
21
k ck (11)
times a kinematical factor. ck is given by the normalization of the 2-point
function of φk. I will first derive the Mellin representation of individual Eu-
klidean conformal partial waves, using an integration formula of Symanziks
[70], and then deduce the meromorphy properties of the dual amplitude,
including its residues, from the meromorphy properties of g(43)(21)(χ). The
factorization properties of the dual amplitude come from the factorized ex-
pression (11) of the residue of g(43)(21)([lk, δ]).
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2 Positivity
2.1 Fields and positive energy representations
I consider collections of nonderivative field operators φi(x), including the unit
operator 1, which are closed under OPE. The conformal transformation law
of φi is specified by
χi = [li, di] (12)
where di are positive real, called the dimension of the field φ
i, and li specifies
an irreducible finite dimensional representation of the Lorentz group M by
operators Dli(m) in a vector space V li . I write l = 0 for the trivial 1-
dimensional representation of M . Scalar fields have l = 0. For the unit
operator, l = 0, d = 0. Physically allowed values of χ are in bijective
correspondence with unitary irreducible positive energy representations of
the conformal group G in D dimensions. They depend on D. Fields φiα(x)
with spinor indices α are obtained by expanding the vector φi(x) ∈ V li in a
multispinor basis of V li .
For the sake of transparency, I will write multispinor indices α of fields
φiα(x) in this section.
When anomalous (i.e. not half integral) field dimensions are admitted,
CFT lives on the ∞-sheeted simply connected universal covering MD of
conformally compactified Minkowski space, and G is the infinite sheeted uni-
versal covering of SO(2, D) [49]. The Wightman functions are determined
by their values on Minkowski space, but admit unique analytic continuation
to MD and appropriately defined field operators may be regarded to live on
MD. State vectors of the special form φ
k
α(z)Ω span irreducible representation
spaces Hk of G. These state vectors are periodic onMD so that they can be
regarded as sections of vector bundles over compactified Minkowski space.
(In even dimensions this follows from Schur’s lemma, applied to the center
of G). In the following, all integrations
∫
dDz are over Minkowski space.
2.2 Positivity from Operator Product Expansions
I demand the standard properties of Wightman functions [67] - spectrum
condition, positivity and locality plus conformal invariance, and validity of
operator product expansions (OPE) (1) which converge on the vacuum Ω.
Let us analyze positivity. Consider finite sequences f of test functions on
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Minkowski space,
f ∅, f i1α1(x1), . . . , f
i1...iN
α1...αN
(x1, . . . , xN)
where f ∅ is a constant. For given sequence f , consider the state vector
Ψ(f) = f ∅Ω +
N∑
n=1
∫
dDxn...
∫
dDx1f
i1...in
α1...αn
(x1...xn)
φinαn(xn) . . . φ
i1
α1
(x1)Ω . (13)
Summation over all repeated indices α1, ..., in is understood. Ψ(f) is an
element of the Hilbert space of physical states, and must therefore have
positive semidefinite norm,
〈Ψ(f),Ψ(f)〉 ≥ 0 (14)
Inserting the definition (13) one obtains an inequality on Wightman functions
[67] which is known as Wightman positivity. It is related to unitarity in the
language of time ordered Green functions.
The analysis of Wightman positivity is much simplified by validity of
OPE. Consider first sequences with N = 2. Inserting in definition (13) the
OPE (1) for φi2α2(x2)φ
i1
α1
(x1)Ω we obtain
Ψ(f) =
′∑
k
∫
dDzhkα(z)φ
k
α(z)Ω + h
∅Ω (15)
Summation
∑′ is over all non-derivative fields other than the unit operator.
Explicitly, the functions hkα(z) are given by
hkα(z) =
′∑
a
gi2i1k,a
∫ ∫
dDx2d
Dx1f
i1i2
α1α2(x1, x2)
Qaαα2α1(χk, z;χi2 , x2, χi1 , x1) + f
k
α(z)
h∅ = gi2i10
∫ ∫
dDx2d
Dx1f
i1i2
α1α2
(x1, x2)
Q∅α2α1(0, z;χi2 , x2, χi1 , x1) + f
∅ .
Here I write χ = 0 for the trivial 1-dimensional representation and α = ∅
when there is no index. The kernel Q in the expression for h∅ is actually a
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two-point function independent of z. There is only one such, therefore there
is no index a to sum over in the formula for h∅.
Inserting eq.(15), and using that in a conformal theory 〈Ω, φkα(z)Ω〉 = 0
for all fields φk other than the unit operator, we obtain
〈Ψ(f),Ψ(f)〉 =
′∑
k
′∑
k′
∫ ∫
dDzdDz′ (16)
h¯kα(z)〈Ω, φ
k∗
α (z)φ
k′
α′(z
′)Ω〉hk
′
α′(z
′)
+h¯∅h∅〈Ω,Ω〉 (17)
This is positive semidefinite provided the two-point functions of all the fields
are positive.
Using the OPE repeatedly as described in ref. [47] it is seen that eq.(15)
generalizes to arbitrary finite sequences f , and the same is therefore also true
of the result (16).
Conformal invariant two point functions are determined by conformal
symmetry up to an overall factor. Taking linear combinations of fields if
necessary,
〈Ω, φk∗α (z)φ
k′
α′(z
′)Ω〉 = ckδkk′∆
χk
αα′(z, z
′) (18)
where ∆χk(z, z′) is kinematically determined. If the field transformation law
is given by χk = [lk, dk] which determines a unitarizable representations,
then ∆χk is positive and the two point functions are either positive or neg-
ative semidefinite, depending on whether the overall factor ck is positive or
negative. Fields whose two-point function is negative are called ghosts.
In conclusion, once validity of OPE is assured and if the fields φk have
spin and dimension χk = [lk, dk] which correspond to unitary representations
of G, positivity is assured if none of the fields is a ghost.
The requirement that χk should label unitary positive energy represen-
tations of G will be called the requirement of no tachyons. Actually it also
comes out of the requirement of positivity. But it is convenient to divide pos-
itivity into two requirements: Absence of tachyons which gives D-dependent
restrictions on the allowed positions of poles of Mellin amplitudes, and ab-
sence of ghosts which could be inherited from a 2-dimensional theory.
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2.3 Factorization properties from Operator Product
Expansions
Consider two pairs of fields, labeled by j, i and l,m. Assume that fields are
labeled in such a way that φk∗ = φk¯.
Inserting the OPE (1) for φjφiΩ and for φlφmΩ, and using the formula
(18) for the conformal invariant two-point functions, the OPE for the four-
point Wightman functions takes the form
Wm¯,l¯,j,i(x4, ..., x1) = 〈Ω, φ
m¯(x4)φ
l¯(x3)φ
j(x2)φ
i(x1)Ω〉
=
∑
k
∑
a,b
ckg¯
lm
k,bg
ji
k,aW
ba
χk,m¯,l¯,j,i
(x4, ..., x1) (19)
etc., where W are kinematically determined quantities,
Wbaχk ,m¯,l¯,j,i(x4, ..., x1) =
∫ ∫
dz dz′ (20)
Q¯b(χk, z;χl, x3, χm, x4)∆
χk(z, z′)Qa(χk, z
′;χj, x2, χi, x1)
Suppose that a particular field φk contributes to both φjφiΩ and φlφmΩ.
Then it will contribute to all of the following Wightman functions and its
contributions are related as follows.
Assume for transparency that there is only one invariant 3-point function
so that the label a on Qa in eq.(1) is redundant. Then the contribution of
the field φk to the 4-point Wightman functions is
Wm¯,l¯,j,i(x4, ..., x1) = ckg¯
lm
k g
ji
k Wχk,m¯,l¯,j,i(x4, ..., x1)
+ . . . ,
Wi¯,j¯,j,i(x4, ..., x1) = ckg¯
ji
k g
ji
k Wχk ,¯i,j¯,j,i(x4, ..., x1)
+ . . . ,
Wm¯,l¯,l,m(x4, ..., x1) = ckg¯
lm
k g
lm
k Wχk,m¯,l¯,l,m(x4, ..., x1)
+ . . . .
The real constants ck are determined by the two-point functions (18). They
are positive in a theory without ghosts.
We see that the coefficients of the kinematically determined factors W
factorize in a product of coupling constants in a way which is familiar from
dual resonance models. These factorization properties are at the origin of the
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factorization properties of the residues of the poles in the Mellin amplitude,
and they assure positivity under the above mentioned conditions.
For future use we note that the kinematically determined factors W can
be written in another way.
Consider three-point functions. There is a finite number of kinematically
determined conformal invariant 3-point functions Va , so that
〈Ω, φk(x3)φ
j(x2)φ
i(x1)Ω〉 (21)
=
∑
a
g˜jik,aV
a(χk, x3, χj, x2, χi, x1)
with dynamically determined coupling constants g˜jik,a which will be related to
gjik,a below.
Inserting the OPE in the 3-point function and using (18) gives
〈Ω, φk¯(x3)φ
j(x2)φ
i(x1)Ω〉 = ck
∑
a
∫
dz∆χk(x3, z) (22)
gjik,aQ
a(χk, z;χj , x2, χi, x1)
Exploiting the freedom of taking linear combinations of the kinematically
determined quantities we may demand the following amputation identity
Va(χk¯, x3, χj, x2, χi, x1) = (23)∫
dz.∆χk(x3, z)Q
a(χk, z;χj , x2, χi, x1)
. and
g˜jik,a = ckg
ji
k,a (24)
This shows that Q is an amputatedWightman 3-point function. It is uniquely
determined by this and by the requirement that its partial Fourier transform
in z is a holomorphic function of p.
Inserting eq.(22 simplifies the defining formula (20) of W. The resulting
formula will be used in section 11 for four-point functions of real scalar fields;
the labels a, b are redundant in this case, and l¯ = l etc..
Wbem¯,l¯,j,i(x4, ..., x1) = (25)∫
dz.Q¯b(χk, z;χl, x3, χm, x4)V
a(χk, z, χj , x2, χi, x1)
= Qb(χk, p;χm, x4, χl, x3)V
a(χk, z, χj , x2, χi, x1)|z=0 .
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. In the last formula, Q(χk, p; ...) is the partial Fourier transform of Q with
respect to the variable z; it has the reality property (87). p is to act as a
differential operator with respect to z, p = −i∇z . As noted before, indices
a, b are redundant when scalar four-point amplitudes are expanded.
3 Universal Mellin representation
3.1 Euklidean Green functions
Wightman functions admit analytic continuation to Euklidean points x,
defining Euklidean Green functions
Gin...i1(xn, ...,x1) ∈ V
ln ⊗ ..⊗ V l1. (26)
Euklidean points x have imaginary time components x0 and real space com-
ponents xi, i = 1, ..., D − 1. They can also be specified by real coordinates
x = (x1, ..., xD), xD = ix0. Whenever x and x will appear in the same
formula, they are understood to be related in this way. In particular,
−x2 = x2 > 0
in Euklidean space.
By Weyls unitary trick, the finite dimensional representation spaces V l of
the Lorentz group are identified with representation spaces of its Euklidean
brother Spin(D). The Euklidean Green functions so defined include discon-
nected parts, and satisfy Oterwalder Schrader positivity as a substitute for
spectrum condition and positivity of Wightman functions. Locality becomes
(crossing) symmetry,
Gipin...ipi1(xπn, ...,xπ1) = ± πˆ Gin...i1(xn, ..., x1) (27)
for arbitrary permutations π of 1...n. ± depends on how many Fermi fields
are interchanged, and
πˆ : V ln ⊗ ..⊗ V l1 7→ V lpin ⊗ ..⊗ V lpi1
is the map which permutes multispinor indices. It is redundant for scalar
Green functions.
16
The Euklidean Green functions decompose into connected Greens func-
tions plus possibly disconnected parts as in eq.(10). The above symmetry
property is shared by the connected Greens functions.
The Eukidean Green functions are invariant under the Euklidean confor-
mal group Spin(D+1, 1) which is isomorphic to the Lorentz group in D+2
dimensions.
3.2 Mellin representation of scalar 4-point functions
Let us first consider Euklidean 4-point Green functions of four scalar fields of
dimensions d1, ..., d4 including in particular the Greens functionG0000(x4, ...,x1) ∈
C of a single scalar field φ0 of dimension d0. For the latter, the symmetry
property simplifies to
G0000(xπ4, ...,xπ1) = G0000(x4, ...,x1). (28)
The arbitrariness in a scalar conformal invariant 4-point functions resides in
an arbitrary function F (ω) of anharmonic ratios. They are defined as follows,
with xij = xi − xj .
ω1 =
x212x
2
34
x213x
2
24
, ω2 =
x214x
2
23
x212x
2
34
, ω3 =
x213x
2
24
x214x
2
23
, (29)
and satisfy
ω1ω2ω3 = 1 . (30)
For non-coinciding Euklidean points,
x2ij = −|xij |
2 < 0
and all the anharmonic ratios are positive. We write ω = (ω1, ω2, ω3) for
triples of anharmonic ratios subject to (30). Permutations π of arguments
x1...x4 act on such triples ω as follows. Consider transpositions (ij) of two
arguments i and j.
(12) or (34) : ω1 7→ ω
−1
2 , ω2 7→ ω
−1
1 , ω3 7→ ω
−1
3 ,
(13) or (24) : ω1 7→ ω
−1
3 , ω2 7→ ω
−1
2 , ω3 7→ ω
−1
1 ,
(14) or (23) : ω1 7→ ω
−1
1 , ω2 7→ ω
−1
3 , ω3 7→ ω
−1
2 ,
Note that some even permutations of xi act trivially on (ω1, ω2, ω3),
πω = ω for π = (12)(34) or (13)(24) or (14)(23) . (31)
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The other even permutations of xi act as cyclic permutations of (ω1, ω2, ω3).
Consider complex exponents δij = δji attached to unordered pairs (ij) of
distinct i, j = 1...4 subject to the constraint∑
i
δij = dj (32)
There is a unique real solution {δ0ij = δ
0
ij(d1, ..., dn)} of this system of equa-
tions which satisfies the condition
δ0πiπj(dπ1, ..., dπn) = δ
0
ij(d1, ..., dn) (33)
For n = 4 it is given by
δ012 =
1
6
(2d1 + 2d2 − d3 − d4) etc. (34)
Given the dimensions d = {di} of the four scalar fields, i = 1...4 define the
fundamental scalar 4-point function
f(x1, ..., x4|d) =
∏
ij
(−
1
2
x2ij)
−δ0ij (35)
The most general conformal invariant Euklidean scalar 4-point Green func-
tion has the form
Gi4...i1(x1, ...,x4) = f(x1, ..., x4|d)Fi4...i1(ω) (36)
and locality reads
Fipi4...ipi1(πω) = Fi4...i1(ω) (37)
In particular, F0000(πω) = F0000(ω), and these relations depend neither on D
nor on the dimensions di of the scalar fields.
We also see that locality condition (28) is automatically fulfilled for those
permutations π, given by eq.(31), for which πω = ω.
In general, the full disconnected Green function is the sum of disconnected
parts and a connected Green function Gc, as in eq.(10). This translates into
sums of terms of the form (36) in the obvious way. For the amplitude G0000
of four equal fields of dimension d0 with two-point function
G00(x2,x1) = Nd0(−
1
2
x212)
−d0 ,
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the decomposition reads
F0000(ω) = N
2
d0
((
ω2
ω1
)d0/3
+
(
ω1
ω3
)d0/3
+
(
ω3
ω2
)d0/3)
+F c0000(ω) . (38)
Note that the sum of disconnected parts fulfills locality constraint (37) as it
must be. In a generalized free field theory, F ci4...i1 = 0.
Now we subject F c(ω) to Mellin transformation. Given the dimensions
of fields, OPE yield information about the strength of the singularities of the
Euklidean Green functions at coinciding arguments, and this translates into
information on the strength of the singularities of F (ω) when some ωa 7→ 0 or
∞. If these singularities are not too strong, and if some further boundedness
properties hold, a Mellin expansion exists with paths that can be taken along
the imaginary axis 3. It is convenient to write the expansion in the following
form.
The general solution of eq.(32) is of the form
δij = δ
0
ij + βij (39)
where β = {βij} is a solution of the homogeneous equation, whence
β34 = β12, β24 = β13, β14 = β23, (40)
β12 + β13 + β23 = 0 . (41)
It depends on two independent parameters, e.g. β12 and β13. Abbreviating
(i4...i1) = a to specify a quadruple of scalar fields, the Mellin expansion reads
F ca(ω) = (2πi)
−2
∫ i∞
−i∞
∫ i∞
−i∞
d2β Mˆ ca(β)ω
−s1
1 ω
−s2
2 ω
−s3
3 , (42)
where si are determined by β up to a common additive constant, which is
irrelevant by (30), and
s2 − s1 = −β12, s3 − s2 = −β23, s1 − s3 = −β13 (43)
3It is known that an expansion of this form exists order by order in a skeleton graph
expansion, for Greens functions of fundamental fields. It can be derived using Symanzik’s
integration formula (143)
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d2β is integration over two independent variables, e.g. d2β = dβ12dβ13.
Mˆ ca will be called the reduced Mellin amplitude. There is an obvious action
of permutations π of the four space time points on β, viz.
(πβ)ij = βπ−1iπ−1j (44)
and locality reads
Mˆπa(πβ) = Mˆa(β) (45)
There is neither an explicit reference to D nor to the dimensions of the scalar
fields.
Defining, for δij = δ
0
ij + βij the Mellin amplitude M
c by
M ca({δij}) = Mˆ
c
a({βij})
∏
ij
Γ(δij)
−1, (46)
the connected scalar 4-point function can be written as
Gca(x4, ...,x1) = (2πi)
−2
∫ ∫
dδ M ca({δij})∏
ij
Γ(δij)(−
1
2
x2ij)
−δij , (47)
with a = (i4...i1), dδ = d
2β = dβ12dβ13 and integration over imaginary
β12, β13. In contrast with the reduced Mellin amplitude, M
c depends on the
dimensions of the scalar fields.
The explicit Γ-functions decrease exponentially in the imaginary direc-
tions. They are included in order that the growth conditions on the Mellin
amplitude, which ensure the axiomatic analyticity in coordinate space, take
a simple form; cf. section 3.4.
It will be shown in section 8 that OPE in some channel, let us say (21) 7→
(43), determine the poles of M c in δ12 (and δ34) and their residues. But
there are also zeroes at non-positive integers δ12 and δ34 so that the reduced
Mellin amplitude Mˆ c, which is related to M c by eq.(46), does not have extra
poles at non-positive integers δ12 and δ34. The result suggests to regard the
factor M c in the Mellin representation (47) as an operator which creates the
integrand of (47) from the raw material
∏
Γ(δij)(−
1
2
x2ij)
−δij by shifting poles
and modifying residues.
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3.3 Scalar n-point functions for n > 4
The generalization of the Mellin representation to n > 4 is straightforward.
Given the field dimensions di, i = 1...n, consider again solutions δij = δji,
j 6= i of the system of equations∑
i
δij = dj j = 1 . . . n
The solution space is 1
2
n(n−3) dimensional [70]. There is a unique solution δ0ij
of this system of equations with the property (33), and the general solution is
δij = δ
0
ij+βij , where βij is the general solution of the homogeneous equation;
1
2
n(n−3) of these variables are independent. We may choose βij with 2 ≤ i <
j < n, excepting δ23 as the independent ones [70]. The Mellin representation
of the connected Green function reads
Gca(xn, ...,x1) = (2πi)
−n(n−3)/2
∫ ∫
dδ M ca({δij})∏
ij
Γ(δij)(−
1
2
x2ij)
−δij , (48)
with a = (in, ..., i1) and dδ = d
n(n−3)/2β. A reduced Mellin amplitude Mˆ c(β)
can be defined by eq. (46).
The n-point functions and their Mellin amplitudes can be constructed
from two- and three-point functions, and these in turn are furnished by a
collection of factorizing local four-point functions. The meromorphy and
factorization properties of the n-point Mellin amplitudes follow from this.
The coordinate space integrations which are involved in constructing n-point
functions from lower ones can be converted into operations on the Mellin
amplitudes by using Symanzik’s integration formula with spin.
Abbreviating δ = {δij}, retaining a = (in, ..., i1), and defining (πδ)ij =
δπ−1iπ−1j, locality reads
M cπa(πδ) =M
c
a(δ) (49)
3.4 Spectrum condition
Given suitable growth conditions on M ca, the right hand sides of the Mellin
representations (47,48) also defines the analytic continuation of the Euk-
lidean Green function throughout the axiomatic analyticity domain, known
21
as the permuted extended tube, and also its boundary values, the Wightman
functions, when the appropriate iǫ-prescriptions are understood which are
appropriate for a particular ordering of the fields.
The iǫ-prescriptions assure validity of the spectrum condition, and follow
from it.
Consider the Wightman function which is defined by a particular iǫ-
prescription, and its Fourier transform
〈Ω, φin(xn)...φ
i1(x1)Ω〉 =
(2π)−nD
∫
...
∫ ( n∏
i=1
dpie
−ipixi
)
Wa(pn, ..., p1)
= (2πi)−n(n−3)/2
∫ ∫
dδ M ca({δij})∏
i>j
Γ(δij)(−
1
2
x2ij + iǫx
0
ij)
−δij , (50)
with the abbreviation a = (in, ..., i1).
The spectrum condition says that all physical states must haveD-momentum
p in the closed forward light-cone V+. This is equivalent [67] to the require-
ment that W (pn, ..., p1) vanishes unless
qk ≡ −
k∑
i=1
pi ∈ V+ (51)
for all k = 1...n− 1. Now insert the integral representation of the factors
Γ(δ)(−
1
2
x2 + iǫx0)−δ = ρD(δ)
∫
V+
dpe−ipx
(
p2
2
)−h+δ
, (52)
with
ρD(δ) = 2
−2δ+1π−h+1Γ(δ)[Γ(2h− δ)Γ(δ − h + 1)]−1 ,
h = 1
2
D. Define variables of integration pij for 1 ≤ j < i ≤ n, one for each
unordered pair (ij), and set pij = −pji for i < j, and pii = 0. Inserting the
integral representation (51) for each x-dependent factor in expression (50),
one can read off the Fourier transform
(2π)nDW (pn, ..., p1) = (53)∫
V+
...
∫
V+
∏
i>j
dpij
∏
k
δ(pk −
n∑
m=1
pkm)M˜
c({pij})
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with
M˜({pij}) = (2πi)
−n(n−3)/2
∫ ∫
dδ M c({δij})
∏
i>j
ρD(δij)
(
p2ij
2
)−h+δij
(54)
From the δ-functions it follows that
−
k∑
i=1
pi =
n∑
j=k+1
k∑
i=1
pji ∈ V+
throughout the domain of integration. Therefore the spectrum condition is
fulfilled.
Conversely, it follows [67] from the spectrum condition that the Wight-
man function, considered as a function of differences of coordinates, is holo-
morphic in the half planes Im x0ij < 0, for i > j. The iǫ prescription shifts
infinitesimally into this half plane since −1
2
(x0 − iǫ)2 = −1
2
(x0)2 + iǫx0.
Concerning the growth conditions, we do not need to worry about them
once we have Osterwalder Schrader positivity as a consequence of OPE, see
section 5.6. Since the other Euklidean axioms are fulfilled by construction,
the Osterwalder Schrader reconstruction theorem can then be applied [57,
58]. It will guarantee validity of the spectrum condition and analyticity in
coordinate space in the axiomatic domain.
It is nevertheless instructive to have a look. Suppose that some xij in
expression (50) is positive time-like. Then
(−
1
2
x2ij + iǫx
0
ij)
−δij = (
1
2
|x2ij |)
−δije(π−ǫ)ℑm δij · phase
The second factor increases exponentially when the imaginary part of δij
becomes large. The Γ-functions in expression (50) decay exponentially in
the imaginary directions. One finds in a case by case study for n = 4 that
the Γ-functions always keep the integrand bounded at large imaginary parts
of δij , provided M
c does not grow exponentially.
3.5 Time ordered Green functions in Minkowski space
The time ordered Green functions are vacuum expectation values of time
ordered products of fields. Time ordered means that the fields with later
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times as arguments stand further to the left. According to this definition,
they can be expressed in terms of the Wightman functions. For Bose fields
〈Ω, T
{
φin(xn)...φ
i1(x1)
}
Ω〉 = 〈Ω, φipin(xπn)...φ
ipi1(xπ1)Ω〉 (55)
where π is that permutation of 1, ..., n which assures that
x0πn ≥ ... ≥ x
0
π2 ≥ x
0
π1 .
Inserting the Mellin representation of the Wightman function and using the
locality property (49) of the Mellin amplitude, it follows that the time ordered
Green function in Minkowski space possesses the Mellin representation
〈Ω, T
{
φin(xn)...φ
i1(x1)
}
Ω〉 (56)
= (2πi)−n(n−3)/2
∫ ∫
dδ M cin...i1({δij})∏
i>j
Γ(δij)(−
1
2
x2ij + iǫ)
−δij .
It differs from the Wightman functions only through the iǫ-prescriptions.
Γ(δ)(−1
2
x2 + iǫ)−δ is a generalized Feynman propagator in the sense of
Speer [66]. Therefore the x-dependent factor is the inverse Fourier-transform
of a generalized Feynman integral. In momentum space, the result looks like
expression (53), (54) except that the factor ρD(δ) is different, pij-integrations
are over all of momentum space, and p2 is to be read as p2 + iǫ, as is appro-
priate for Feynman propagators.
4 Relations to theories in lower dimensions
4.1 Dimensional reduction: AdS-orbits & their bound-
ary
The conformal group in D dimensions, G = universal covering of SO(2,D) ,
acts transitively on the tube MD ≃ S
D−1 ×R (the ∞-sheeted cover of con-
formally compactified Minkowski space). Under the subgroup which covers
SO(2, D− 1), MD decomposes into orbits as follows
MD =MD−1 ∪AdSD ∪ AdSD (57)
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There are two copies of Anti-de Sitter space in D dimensions - or rather,
its simply connected covering. The first factor is their common boundary.
Points on the spaceMD can be coordinatized by (e, τ),∞ < τ <∞, and e a
unit D-vector with components (e1, ..., eD−1, eD+1) The orbit MD−1 consists
of points with eD−1 = 0, the equator of the sphere S
D−1.
This is most easily seen by using Dirac’s manifestly covariant formalism
[10]. In place of points x of (conformally compactified) Minkowski space it
uses rays of light-like D + 2-vectors ξ = (ξ0, ξ1...ξD−1, ξD+1, ξD+2). Light-like
means
(ξ0)
2 − (ξ1)
2 − ...− (ξD−1)
2 − (ξD+1)
2 + (ξD+2)
2 = 0 (58)
Vectors ξ and ξ′ = λξ, λ > 0 are on the same ray.
Elements of the group SO(2, D) act as pseudo-rotations on the D + 2-
vectors ξ. The subgroup SO(2, D − 1) leaves ξD−1 invariant. There are
therefore two invariant domains: rays with ξD−1 = 0 and rays with ξD−1 6= 0.
The covering of the first domain isMD−1. For the second domain we may use
homogeneity to scale ξ to rξ, r > 0 such that either ξD−1 = 1 or ξD−1 = −1.
In either case Eq.(58) then tells us that we are dealing with Anti-de Sitter
space.
The relation between the rays and the coordinates (τ, e) is as follows [49]:
ξ0 = r cos τ, ξD+2 = r sin τ, ξk = rek (59)
for (k = 1, ..., D−1, D+1). Therefore, ξD−1 = 0 means eD−1 = 0 as claimed,
and ξD−1 > 0 means eD−1 > 0 while ξD−1 < 0 means eD−1 < 0.
For future use I also give the relation between Minkowski space coordi-
nates xµ and ξ. Set
κ = ξD+1 + ξD+2. Then xµ = ξµ/κ, (µ = 0...D − 1).
Abbreviating {in, ..., i1} = a as before, the Mellin representation of a
conformally invariant scalar n-point Wightman function can be written in
manifestly covariant form as follows.
Wa(ξ
n, ..., ξ1) ≡ κ−d11 ...κ
−dn
n Wa(xn, ..., x1) (60)
= (2πi)−n(n−3)/2
∫
dδMa({δij})
∏
i>j
(ξiξj)
−δij .
We see that the restriction of the amplitude Wa to MD−1 × ...×MD−1, (i.
e to points with ξiD−1 = 0) exists and is given by identically the same Mellin
representation with the same Mellin amplitude Ma, with the understanding
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that ξiD−1 = 0. Conversely, this restriction suffices to determine the Mellin
amplitude Ma, and the Mellin amplitude yields the amplitude Wa on all of
MD× ...×MD. This is why I call the Mellin representation a D-independent
representation.
Wightman positivity as discussed in section 2.2 can be formulated for
scalar amplitudes Wa(ξn, ...ξ1) by using sequences of test functions
f ∅, f i1(ξ1)...f i1...iN (ξ1, ..., ξN) (61)
which are homogeneous functions of ξk of degree −D + dk. The existence of
the restriction implies that test functions are permissible which are concen-
trated on the hyper-surface ξkD−1 = 0, i.e.
f i1...ik(ξ1, ..., ξk) ∝ δ(ξ1D−1)...δ(ξ
k
D−1) (62)
Thus, Wightman positivity of the restricted Wightman functions in D −
1 dimensions follows from Wightman positivity of the original Wightman
functions. Therefore a unitary CFT in D dimensions restricts to a unitary
CFT in D − 1 dimensions.
The operator content of D − 1-dimensional CFT’s which are obtainable
by dimensional reduction has special properties. Together with every field
φi of dimension di there is a tower of fields φ
i
,n, n = 1, 2, 3, ... of dimensions
di + n. They arise because derivatives of fields in D dimensions need not be
derivatives in D − 1 dimensions. In the manifestly covariant formalism,
φi,n = DD−1...DD−1φ
i|ξD−1=0 (63)
(n factors DD−1). DA is the SO(2, D) covariant interior differential operator
on the D + 2-dimensional cone ξ2 = 0 [5]. The missing generators JAB,
B = D − 1 of SO(2, D) transform φi ↔ DD−1φ
i, leaving 2- and 3-point
functions invariant.
4.2 Dual amplitudes from 2-dimensional conformal field
theories
In two dimensions, some things are different. S1×R is not simply connected,
and is therefore not the universal covering of compactified Minkowski space.
Spin needs not be half integral, and more general types of statistics, known
as braid statistics, are possible [24]. There exist chiral theories, in which
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fields depend only on one of the light-cone variables x± = x0 ± x1; they are
effectively 1-dimensional. All this gives rise to possibilities which do not exist
in higher dimensions, such as anyons [2].
Let us examine sufficient conditions, such that a universal Mellin repre-
sentation as discussed in section 3 exists and furnishes a dual amplitude. It
will turn out that invariance under space reflections and conventional locality,
i.e. Bose/Fermi-statistics are sufficient.
In two dimensionsional Minkowski space x2 = x+x−. As a result, the
anharmonic ratios factorize,
ω1 = ω
+
1 ω
−
1 , ω2 = ω
+
2 ω
−
2 , ω3 = ω
+
3 ω
−
3 , (64)
ω±1 =
x±12x
±
34
x±13x
±
24
, ω±2 =
x±14x
±
23
x±12x
±
34
, ω±3 =
x±13x
±
24
x±14x
±
23
. (65)
They share the property that ω1ω2ω3 = 1. But it follows from the definition
(65) that the three quantities ω+i are actually all dependent. Take ω
+
1 as the
independent one and call it x, temporarily. Then
ω+1 = x, (ω
+
3 )
−1 = 1− x, ω+2 = (1− x)/x, (66)
and similarly for ω−i .
Space reflection takes x1 7→ −x1, therefore x+ ↔ x− and ω+i ↔ ω
−
i . Let
us now use the above equations to determine the two independent quantities
ω+1 and ω
−
1 in terms of two independent anharmonic rations ω1 and ω2 of the
two-dimensional theory. There are two solutions which go into each other by
interchanging ω+1 ↔ ω
−
1 . This is expected since space reflections leave all ωi
invariant, but interchange ω+1 and ω
−
1 . In other words, ω
+ and ω− depend
on a variable σ = ±1 in addition to ω1, ω2. Explicitly,
ω+ = −b+ σ
√
b2 − ω1,
ω− = −b− σ
√
b2 − ω1,
b = −
1
2
(ω1(ω2 − 1)− 1) . (67)
Retain the notation ω for triples (ω1, ω2, ω3) subject to ω1ω2ω3 = 1. Confor-
mal 4-point Green functions Gi4...i1 are products of kinematical factors times
functions of ω+1 and ω
−
1 , that is functions Fi4...i1(ω, σ).
Under space reflections, σ 7→ −σ, while ω is invariant. Suppose now
that the 2-dimensional theory is space reflection invariant and obeys conven-
tional locality. Then Fi4...i1(ω, σ) is independent of σ, and obeys the crossing
relation (37).
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Now we may Mellin transform Fi4...i1(ω) as in eq.(42) and this yields a
dual amplitude Mˆ c(β).
In terms of the quantities ω±1 , the factor
ω−s11 ω
−s2
2 ω
−s3
3 = (ω
+
1 )
−β12(1− ω+1 )
−β23
(ω−1 )
−β12(1− ω−1 )
−β23 . (68)
Space reflection invariance is not a necessary condition. Consider chiral the-
ories whose fields depend only on one variable; let us say x+. The 4-point
amplitudes will be equal to kinematical factors times functions Fi4...i1(ω
+)
of anharmonic ratios. There is now only one independent anharmonic ratio,
and Mellin transformation is of no help. But suppose that the construction
of F yields an integral representation
Fa(ω
+) = (2πi)−2
∫ ∫
dβ12dβ23Mˆa({βij})
(ω+1 )
−β12(1− ω+1 )
−β23 . (69)
Then this can serve as a substitute for a Mellin transformation. Considering
Mˆa as a function of variables βij = βji, i 6= j subject to the constraints (40,41)
will serve to define the action β 7→ πβ of permutations π on β = {βij}.
Suppose that Fa(ω), a = i4, ..., i1 is invariant under the fractional linear
transformations of ω+1 which amount to permutations π of ω
+
i as defined by
eq.(66), invariance meaning that Fπa(πω
+) = Fa(ω
+). Suppose that this is
implemented by Mˆπa(πβ) = Mˆa(β). And suppose further that Mˆa({βij})
has poles in individual variables, with residues that are polynomials in the
other(s). Then Mˆa furnishes a dual amplitude.
When Fa come from a dual resonance model, then the supposition re-
garding poles and residues is true by construction.
5 Euklidean partial wave expansion of scalar
4-point functions
5.1 Fundamental fields
Fields with dimension d < D
2
will be called fundamental fields. By the re-
strictions on χ, they must be either scalar or spinor fields, in D = 4 dimen-
sions. A theory may have fundamental fields or not. This does not affect
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duality. But fundamental fields play a special role in the Euklidean partial
wave expansions, requiring exorcision of a ghost - the shadow pole of Ferrara
Gatto, Grillo and Parisi [16]. Absence of this ghost is equivalent to validity
of renormalized Schwinger Dyson equations for all n-point Green functions
in Lagrangean field theory, see the end of subsection 5.2.
5.2 Euklidean partial wave expansions
Typically, the scalar Euklidean Greens functions are correlation functions of
a statistical mechanical system, e.g.
Gi4i3i2i1(x4, ...,x1) =
< ϕEi4(x4), ϕ
Ei3(x3), ϕ
Ei2(x2), ϕ
Ei1(x1) > .
where the (commuting) Euklidean fields ϕE are variables of the statistical
mechanical system. Suppose that we replace the two fields on the right,
ϕE2(x2) and ϕ
E1(x1) by their conformally transformed brothers, transformed
by one and the same element g ∈ GE. The result will be a function Gˆi4i3i2i1
of g. It follows from the transitivity of the action of the Euklidean conformal
group on triples of distinct points, that G0000 is determined for all x1, ...,x4
if we know this function Gˆ of g for some standard choice of xˆ1, ..., xˆ4, with
xˆ1 6= xˆ2, xˆ3 6= xˆ4. One may now perform a partial wave expansion (i.e.
expansion in representation functions of GE of Gˆ(g) on GE) for this standard
choice of xˆ4, ..., xˆ1. For scalar amplitudes, such partial wave expansions have
been extensively studied in the 70’s. The program was initiated by the
author [42, 43, 44] and completed by Todorov and his collaborators [14].
Normalization factors are computed in [11]; a review in book form is [12].
The result, rewritten for Gi4i3i2i1 is as follows.
It is convenient to introduce the notation
h =
D
2
(70)
The representations which enter are labeled 4 by χ = [l, δ = h + c] just like
the representations of G, where l is now interpreted as a representation of the
Euklidean Lorentz group ME = Spin(D) in a vector space V l (this makes
no difference by Weyl’s unitary trick). But the dimension δ is now either of
4The representations which we here label by χ = [l, h + c] are labeled by χ = [l, c] in
the literature on Euklidean partial wave expansions
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the form δ = h+ c, c imaginary (principal series of representations) or c real
in some interval (complementary series). There is also a discrete series if D
is odd, but it does not contribute to scalar amplitudes. The representations
χ = [l, h + c] and χ˜ = [l¯, h − c] of the principal or complementary series
are equivalent, where l¯ is the dual representation to l; for symmetric tensor
representations l¯ ≃ l. I write l = 0 for the trivial representation.
The unitary representations of GE are special cases of elementary repre-
sentations. They are constructed as induced representations and are labeled
by χ = [l, h+ c] with complex c.
Suppose the scalar Euklidean fields ϕEi1, ... have real dimensions d1, ..., d4
so that they transform according to representations χ1 = [0, d1], ...χ4 =
[0, d4]. Given χ = [l, δ], a conformal invariant three point functionV(x3, χ,x2, χ2,x1, χ1) ∈ V
l
exists only if l is a traceless symmetric tensor representation of ME ; in this
case it is unique up to normalization.
There exists a unique canonically normalized conformal invariant 2-point
function ∆χ(x,y). The three point functions can be normalized in such a
way that ∫
dDy∆χ(x,y)V(y, χ˜,x2, χ2,x1, χ1)
= V(x, χ,x2, χ2,x1, χ1) (71)
Validity of this amputation identity for arbitrary χ requires that
∆χ˜ = (∆χ)−1 , (72)
the inverse being meant in the convolution sense.
Referring to 4-point functions only for now, a channel is a division of the
four arguments of a 4-point function labeled by 4, 3, 2, 1 into two groups of
two, viz. (43)(21) or (42)(31) or (41)(32). I will sometimes write (21) in
place of (43)(21) for short.
There is no way of doing partial wave expansions of 4-point Wightman
functions in positive energy representations in different channels without
commuting the fields. But for Euklidean Green functions this can be done,
because they are symmetric in their arguments - the classical statistical me-
chanical observables ϕEik(xk) commute - in the bosonic case. The above
mentioned expansion is the partial wave expansion in the channel (43)(21).
The Euklidean partial wave expansion of the connected scalar 4-point
function of four hermitean scalar field φi4 , ..., φi1 with spin and dimension
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χk = [0, dk], k = 4, ..., 1, in a theory in which no fundamental field appears
in the OPE of both φi2φi1 and φi3φi4 reads as follows
Gci4i3i2i1(x4,x3,x2,x1) =
∫
dχg
(43)(21)
i4i3i2i1
(χ) (73)∫
dDx〈V(x, χ˜,x4, χ4,x3, χ3),V(x, χ,x2, χ2,x1, χ1)〉
The superscript (43)(21) on g(χ) indicates the channel in which we expand.
〈, 〉 is contraction of tensor indices.
The χ-integration is over the part of the principal series χ = [l, D
2
+ c], c
imaginary, where l is a completely symmetric traceless tensor representation,
with Plancherel measure dχ. Thus [14]∫
dχ... =
1
2πi
∑
l
∫ ∞
−i∞
dc ρl(c)...
ρl(c) =
Γ(l + h)
2(2π)hl!
Γ(h− 1 + c)Γ(h− 1− c)
Γ(c)Γ(−c)
[(h+ l − 1)2 − c2] (74)
In even dimensions D, the Plancherel weight ρl(c) is a polynomial in c. Ex-
pansion (73) can be written in a more symmetrical form by inserting eq.(71),
but is more convenient for our purpose as it stands.
The contribution from a single χ is called the partial wave. Since all the
other factors are kinematically determined, I will also refer to g(43)(21) as the
partial wave. It depends on normalization conventions including (71).
If the OPE of both φi2φi1 and φi3φi4 contains a fundamental scalar field
of dimension df then a Born term must be added to the right hand side of
eq.(73). It has the same form as the integrand of the χ-integration, with χf =
[0, df ] substituted for χ, and a product of coupling constants substituting for
g
(43)(21
i4i3i2i1
(χ). It can be included by altering the path of the c-integration, see
section 6 below and figure 1 a).
Let us now consider situations in which there exist non-vanishing discon-
nected parts other than a contribution Gi4i3(x4,x3)Gi2i1(x2,x1) [which may
be interpreted as the contribution of the unit operator in the OPE]. This will
be so in the case of four equal hermitean scalar fields φi1 = φi2 = φi3 = φi4 =
φ0 with dimension d0. Set χ0 = [0, d0].
There exists a choice of normalization factors such that the coefficient in
the Euklidean partial wave expansion of the sum G00(x4,x2)G00(x3,x1) +
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Figure 1: Path of the c-integration in the complex c-plane in the derivation
of OPE, for fixed l in the presence of a fundamental field with Lorentz spin
l and dimension df = h + cf , cf < 0: a) before and b) after the shift of
the path of integration. To each field φk in the OPE of Lorentz spin l and
dimension dk = h+ ck there corresponds a pole • at c = ck in g
(43)(21)
... ([l, c]),
and a shadow pole ◦ at c = −ck. The contributions in a) from the the circles
around the poles at c = ±cf represent the Born term.
G00(x4,x1)G00(x3,x2) of disconnected parts is identically equal to 1. This
will be the case if the normalization factors in eq.(76) for V satisfy eq.(79).
Adopting these normalization conventions, the expansion of the full Green
function will be
G40000(x4,x3,x2,x1) (75)
= G00(x4,x3)G00(x2,x1) +
+
∫
dχ[1 + g
(43)(21)
0000 (χ)]
∫
dDx
〈V(x, χ˜,x4, χ0,x3, χ0),V(x, χ,x2, χ0,x1, χ0)〉
+ possibly a Born term
The representation (75) is also valid for a generalized free field theory,
with g(43)(21)(χ) = 0.
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5.3 Explicit form of the 3-point function
In our later computations, we will need the explicit form of the three point
function V(x, χ,x2, χ2,x1, χ1) .
It is convenient for our purposes to use a particular realization of the
representation space V l of traceless symmetric tensors of rank l. With every
such tensor tµ1,...,µl one associates a homogeneous polynomial in a complex
D-vector z with z2 = 0,
t(z) =
∑
tµ1,...,µlz
µ1 ...zµl ,
and one regards V l as a space of such homogeneous polynomials. [Here and
everywhere, I simply write l for the rank of a symmetric tensor representation
l].
In this realization, the vertex function V become functions of z.
I use notations for the normalization factors which are in accord with the
literature [14]. Let di = h + ci and set c
+ = 1
2
(c1 + c2), c− =
1
2
(c1 − c2) and
χ = [l, δ] = [l, h + c]. Then
V(x0, χ, z,x2, χ2,x1, χ1) = Nl(c+, c−, c) (76)
Vu(x0, χ, z,x2, χ2,x1, χ1)
with
Vu(x0, χ, z,x2, χ2,x1, χ1) = (2π)
−h(λ · z)l (77)(
2
x212
) 1
2
(h−c+l)+c+ ( 4
x210x
2
20
) 1
2
(h+c−l)(
x220
x210
)c−
,
λ = 2
(
x10
x210
−
x20
x220
)
. (78)
The right hand side defines the analytic continuation throughout the ax-
iomatic analyticity domain. In Euklidean space −x2 = x2 > 0. In Minkowski
space, iǫ-prescriptions have to be put , which depend on the ordering of the
fields, similarly as in section 3.4.
There exists a canonical choice of the normalization factors Nl(c+, 0, c) in
the expression (76) for the 3-point function . They have been determined in
the literature from the requirement that appropriate orthonormality prop-
erties of the expansion functions, and amputation identities such as eq.(71)
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hold [11]. The result gives the product
Nl(c+, 0, c)Nl(c+, 0,−c) = (79)
Γ(1
2
(h− c+ l) + c+)Γ(
1
2
(h+ c+ l) + c+)
Γ(1
2
(h− c+ l)− c+)Γ(
1
2
(h+ c+ l)− c+)
One sees that this is a meromorphic function of c.
5.4 Note on the use of normalization conventions
Let us finally comment on normalization factors in the general case of not
necessarily equal dimensions d4, d3, d2, d1 of the external scalar fields.
Disconnected parts other than the first term in the Euklidean partial
wave expansion (75) can only appear when either d1 = d3 and d2 = d4 or
d1 = d4 and d2 = d3. When neither is the case, it is less convenient to use
the canonical normalization factors, because they have branch cuts such that
the product Nl(c
12
+ , c
12
− , c)Nl(c
34
+ , c
34
− ,−c) is in general not meromorphic. One
may choose Nl ≡ 1 instead, at the cost of introducing (meromorphic) factors
in amputation identities like eq.(71). The orthogonality relations remain
unchanged. In any case, the quantity
Nl(c
12
+ , c
12
− , c)Nl(c
34
+ , c
34
− ,−c)g
(43)(21)
i4i3i2i1
([l, h + c]) (80)
is independent of normalization conventions, and validity of OPE requires
meromorphy of this product.
In the case of equal dimensions d4, ..., d1 the canonical product (79) of
normalization factors is meromorphic, so that also g(43)(21)([l, h+ c]) is mero-
morphic.
5.5 OPE from Euklidean partial wave expansions
From eq.(75), operator product expansions (19) for the 4-point function have
been derived, assuming meromorphy properties of partial waves g(43)(21)([l, c]).
A complete derivation was given in ref. [14] for even dimension D and under
some restrictions on the field dimensions d1, ..., d4. It was stated that the re-
sult can be generalized. I will briefly review the result and slightly generalize
it to emphasize factorization.
The first step exploits the equivalence of representations χ = [l, h + c]
and χ˜ = [l, h − c] of the Euklidean conformal group to split the three point
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function into Clebsch-Gordan kernels of the second kind in a way modeled
after the split of Legendre functions Pl into Legendre functions of the second
kind, Ql,
V(x0, χ˜,x2, χ2,x1, χ1) = (81)
π
sin(l + c)
[Q(x, χ˜,x2, χ2,x1, χ1)−
−
∫
dDy∆χ˜(x,y)Q(y, χ,x2, χ1,x1, χ2)] .
such that the partial Fourier transform Q(p, χ˜,x2, χ2,x1, χ1) is an entire
holomorphic function of p.
As a consequence of this split, the integrand of the Euklidean partial wave
expansion becomes a sum of two terms. Upon a change of variables c 7→ −c,
the second term becomes equal to the first, producing a factor of 2.
The result can be rewritten in terms of the partial Euklidean Fourier
transforms as
Gci4i3i2i1(x4,x3,x2,x1) =
∫
dχ
2π
sin π(l + c)
g
(43)(21)
i4i3i2i1
(χ)∫
(dp)〈Q(−p, χ˜,x4, χ4,x3, χ3),V(p, χ,x2, χ2,x1, χ1)〉
Integration is over Euklidean momenta, i.e. over imaginary p0 = ipD, with
(dp) = (2π)−Ddp1...dpD.
Let us now restrict attention to (Euklidean) arguments xi where the Eu-
klidean time components satisfy inequalities
xD1 > 0, x
D
2 > 0 , x
D
3 < 0, x
D
4 < 0 . (82)
Inserting the split (81) with χ substituted for χ˜ also for the remaining factor
V, a sum of two terms appears, but the term involving the entire function
Q(−p, χ˜...)Q(p, χ, ...) of p will make zero contribution after the following
deformation of the path of the p-integration (figure 2. The path of the p0-
integration is deformed as shown in figure 2. The closure of the path is
allowed, because the integrand has exponential falloff as ℜe p0 7→ ∞.
Let ∆χ(p) be the function of p which is the analytic continuation of the
Euklidean Fourier transform of ∆χ, with a cut along the positive p0-axis.
Writing the discontinuity as
i
π
sin π(l − c)∆χ+(p) ,
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then ∆χ+(p) is a Wightman function which is positive when χ labels a positive
energy representation of the conformal group.
a)
6
6
q
p0
b)
q
ff
-
ff
-


0
p0
Figure 2: Deformation of the path of integration in the complex energy plane.
a) Integration over Euklidean space involves integration over imaginary p0.
b) The deformed path
In the light of the remarks of the last subsection, I will extract normal-
ization factors,
Q(x, χ˜,x2, χ2,x1, χ1) = Nl(c
12
+ , c
12
− ,−c)
Qu(x, χ˜,x2, χ2,x1, χ1)
An explicit formula for Qu is given the appendix, eq.(175).
The notation for the normalization factor has been chosen to be in agree-
ment with the literature [14]; c21± =
1
2
(c2± c1) when d1 = h+ c1, d2 = h+ c2.
Extracting normalization factors, the result after the deformation of the
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path of integration reads
Gci4i3i2i1(x4,x3,x2,x1) =
∫
dχ
−2π
sin π(l + c)
Nl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c)g
(43)(21)
i4i3i2i1
(χ)∫
V+
(dp)〈Qu(−p, χ˜,x4, χ4,x3, χ3),
∆χ+(p)Q
u(p, χ˜,x2, χ2,x1, χ1)〉
The integration now runs over the forward light cone V+ in Minkowskian
momentum space, (dp) = (2π)−Ddp0...dpD−1.
Thereafter, the path of the c-integration is closed in the half plane Re c >
0 as shown in figure 1, assuming growth conditions on partial wave amplitudes
g(χ). Remember that dχ includes a factor ρl(c), the Plancherel weight.
Assume meromorphy of
ρl(c) Nl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c) g
(43)(21)
i4i3i2i1
(χ) (83)
in c with simple poles at real positions c = ck > 0 for l = lk. Every such pole
will make a discrete contribution which is in accord with the presence of a field
φk in the OPE with spin and dimension lk, dk = h+ ck, provided the residue
has factorization properties as detailed below. The absence of contributions
from other poles, notably from the poles of π/ sin π(l+ c) in even dimensions
D is a subtle issue in the derivation of OPE. It was discussed in detail in [14]
and will concern us again later. In the present paper, I assume the validity
of OPE and conclude that the partial waves g(χ) must have properties such
that there are no other contributions, cf. section 6.2.
Suppose expression (83) has simple poles at χ = χk = [lk, h + ck] with
residues which factorize as follows
2π
sin π(ck + l)
resc=ck[
ρl(c)Nl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c) g
(43)(21)([l, h + c])
]
= g¯i3i4k g
i2i1
k . (84)
Then we obtain as our final result
Gi4i3i2i1(x4...x1) =
∑
k
g¯i3i4k g
i2i1
k
∫
V+
(dp) (85)
〈Qu(−p, χ˜k,x2, χ2,x1, χ1)∆
χ
+(p)Q
u(p, χ˜k,x4, χ4,x3, χ3)〉
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This admits analytic continuation to Minkowski space, and satisfies Oster-
walder Schrader positivity as shown below.
Consider now also the situation with disconnected parts. Eq.(85) is valid
as it stands for G0000 except that the contribution G00(x4x3)G00(x2x1) of the
unit operator to the OPE must be added on the right hand side. But in the
definition (84) of coupling constants, [1+ g
(43)(21)
0000 (χ)] is to be substituted for
g
(43)(21)
i4i3i2i1
(χ), and normalization conventions (79) are in force.
In conclusion, there is a bijective correspondence between poles at χ =
χk = [lk, h+ ck], ck > 0 of expression (83) and contributions of fields φ
k with
conformal transformation law specified by χk to the OPE for the 4-point
function, and the residues must have appropriate factorization properties.
If there is a fundamental field φf transforming according to χf = [0, df ]
with df < D/2 in the OPE then the above statement must be qualified
as follows: Among the poles of expression (83), there is a pole at χ = χf
whose contribution must be included, but the contribution of its “shadow”
at χ = χ˜f = [l, D − df ] must be omitted, as shown in figure 1 b).
This has a deep reason which was extensively discussed in the literature
[42, 43, 14], and will be briefly reviewed in section 6 below.
5.6 Osterwalder Schrader positivity
In section 2 it was pointed out that validity of OPE implies positivity of
Wightman functions. This statement has a Euklidean version. It involves
Osterwalder Schrader (OS) positivity, also known as reflection positivity [29].
This result is useful for us because it saves us from having to worry about
validity of the spectrum condition. Validity of the spectrum condition follows
from OS- positivity and other Euklidean axioms by the Osterwalder Schrader
reconstruction theorem [57, 58]. The other Euklidean axioms include crossing
symmetry and are fulfilled by construction in the present approach.
Similarly as for Wightman functions, it suffices to have OS-positivity of
all 4-point functions, for all fields, including those of higher spin. Here I only
consider scalar 4-point functions. Moreover, OS-positivity implies conver-
gence of conformal OPE on the vacuum because these expansions amount to
an orthogonal decomposition of a vector in a Hilbert space.
I pause for some explanatory remarks. In the Euklidean approach the
Hilbert space H is the completion of a space of sequences of test functions
f with support in half spaces, and the scalar product is furnished by OS-
positivity. H carries a contractive representation of a sub-semigroup S of
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the Euklidean conformal group GE . S leaves half spaces invariant. Its con-
tractive representations possess an analytic continuation to unitary positive
energy representations of G. This was proven in [49], and generalized in
[40]; in mathematics a similar method was later introduced by Gel’fand and
Gindikin [27]. S possesses a polar decomposition. Such semigroups are nowa-
days known in mathematics as Ol’shanskii-semigroups [38]. It would be in-
teresting to reformulate axiomatic analyticity as holomorphy on a quadruple
of semigroups S which are sewn together along parts of their boundaries.
OS positivity of 4-point functions is the following statement. Write θ
for the Euklidean time reflection xD 7→ −xD. Consider finite sequences
f = {fi2i1(x2,x1)} of test functions which vanish with all their derivatives
unless the Euklidean time components satisfy xD1 > 0 and x
D
2 > 0. Then
Af ≡
∑
i4,i3,i2,i1
∫
...
∫
dx4...dx1 (86)
f¯i3i4(θx3, θx4)Gi4...i1(x4, ...,x1)fi2i1(x2,x1) ≥ 0
Let us verify that this follows from OPE (85) of Euklidean 4-point functions,
given positivity of the Wightman 2-point functions ∆χk+ (p) of all the fields
φk in the OPE.
For Euklidean points x = (x0, ..., xD−1), x0 is imaginary, and Euklidean
time reflection θ is equivalent to complex conjugation x 7→ x¯. For Minkowski
momenta p, including in particular all p ∈ V+, the analytic continuation
(175) of the Qu kernels has the following reality property.
Qu(−p, χ˜, x¯4, χ4, x¯3, χ3) = Qu(p, χ˜, x3, χ3, x4, χ4) . (87)
Insert eq. (85) for Gi4...i1 in expression (86) for Af . Define
vk(p) =
∑
i2,i1
gi2i1k
∫ ∫
dx2 dx1
fi2i1(x2,x1)Q
u(p, χ˜,x2, χ2,x1, χ1)
Then
Af =
∑
k
∫
V+
(dp) 〈v¯k(p),∆
χk
+ (p)vk(p)〉 ≥ 0 . (88)
Remember that 〈, 〉 stands for the bilinear form which is given by contraction
of tensor indices; there is no complex conjugation involved in it.
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6 Lessons from Lagrangean field theory
6.1 Renormalized Schwinger Dyson equations
Lagrangean field theories are theories of fundamental fields. For simplicity,
assume that there is one such field φ0. In Lagrangean field theory there
exists an infinite set of renormalized Schwinger Dyson equations which the
collection of all connected n-point Green functions of φ0 must satisfy; it
involves no coupling constants [69, 20, 21]. The equations [35] for φ4-theory
could be simplified by introducing a second fundamental field : (φ0)2 :.
Renormalized perturbation theory is the iterative solution of all these
equations, together with renormalization conditions which introduce the renor-
malized coupling constants. When only the equations for the higher n-point
functions are solved by iteration, the result is known as a skeleton graph ex-
pansions. This leaves the renormalized Schwinger Dyson equations for two-
and three-point functions to be solved; they are also known as bootstrap
equations in the context of conformal field theory [54, 53, 61, 52].
As an aside: It has been known for some time that gravity has a polyno-
mial action in suitable variables [78]. In the presence of a cosmological term
it can be brought to a F 2-form, where F is a de Sitter (or anti de Sitter) field
strength [50]. Although they are not in the literature, as far as I know, renor-
malized Schwinger Dyson equations could be written down, after introducing
suitable composites as auxiliary fields, similarly to : (φ0)2 : above, assuming
that an appropriate gauge fixing can be found. But these equations do not
admit an iterative solution. This is in agreement with the conviction that
gravity is perturbatively non-renormalizable. The possibility of a conformal
invariant short distance behaviour is being discussed [37].
Let us return to conformal field theory. Suppose that the fundamental
field φ0 has spin 0 and dimension d0.
The [totality of] renormalized Schwinger Dyson equations have been solved
by Euklidean conformal partial wave expansions [42, 43, 14], and this leads to
relations between the square of a coupling constant which appears in a Born
term, and the residue of a pole of g(43)(21)(χ) = g(43)(21)(χ˜) at χ = χ0 = [0, d0].
As a consequence, a Born term can be included in the Euklidean partial
wave expansion by altering the path of the c-integration as shown in figure
1 a).
When the path of the c-integration is shifted (after a split of the inte-
grand) in the derivation of OPE from the Euklidean partial wave expansion
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(section 5.5) there results a cancellation of the contribution of the shadow
pole as shown in figure 1 b). This cancellation was first proposed by Ferrara,
Gatto, Grillo and Parisi [16], see also [18, 17].
The cancellation is illustrated at the example of φ3-theory in D = 6 + ǫ
dimensions by the result eq.(7) and remarks following it.
6.2 Consequences of Bethe Salpeter equations
Now consider composite fields. Lagrangean field theory teaches that all three
point Green functions V with one composite and two fundamental fields
should satisfy the Bethe Salpeter equation. In short hand, it reads BV = V ,
where B is the Bethe Salpeter kernel. It has the same form as the Schwinger
Dyson equation for the 3-point function in case of a fundamental field.
In conformal theories, V is a sum of kinematically determined three-point
functions Va times coupling constants. Currents and stress tensor have been
examined in [51] and [15].
Consider fields φk, with spin and dimension χk = [lk, dk]. Assuming nor-
malization convention (79), validity of the Bethe Salpeter equation amounts
to the requirement b(χk) = 1 on the Euklidean partial wave b of the Bethe
Salpeter kernel B.
If φ0 is the fundamental field of a Lagrangean field theory, this can be used
to give an argument that the physical fields φk which appear in the OPE of
φ0φ0Ω are in bijective correspondence with pairs of poles of g(χ) ≡ g
(43)(21)
0000 (χ)
at χ = χk and χ = χ˜k .
This result implies that the OPE contains no contributions other than
from poles of g(χ). In particular, the poles from the normalization factor
(79) in Nl(...)Nl(...)[1 + g(χ)] must all be cancelled by zeroes of [1 + g(χ)].
The argument is based on the Bethe Salpeter equation for the 4-point
function. It is an equation for the 4-point Green functionG which is 1-particle
irreducible in the given channel, i.e. without the above mentioned Born term.
It reads, in shorthand, G = B+BG. Upon Euklidean partial wave expansion,
this translates into g(χ) = b(χ) + b(χ)g(χ), or g(χ) = b(χ)[1 − b(χ)]−1.
Therefore, g(χ) has a pole at χ = χk. Because g(χ) = g(χ˜), it also has a
pole at χ = χ˜k. .
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7 Mellin amplitudes of individual Euklidean
partial waves
Here I derive the Mellin representation of an individual Euklidean partial
wave Iχ, χ = [l, h + c], which enters the Euklidean partial wave expansion
of the 4-point function of four scalar fields φi1, ..., φi4 of dimension d1, ..., d4.
Without loss of generality I assume that the scalar fields are real and that
the normalization constants in the 3-point functions are chosen real for real
c.
To make contact with the formulae in earlier work, I introduce the nota-
tions, for (ij) = (12), (34)
1
2
(di + dj) = h + c
ij
+ = h + c
ji
+
1
2
(di − dj) = c
ij
− = −c
ji
−
By definition
Iχ(d4,x4, ..., d1,x1) = (89)∫
dDx〈V(x, χ˜,x4, χ4,x3, χ3),V(x, χ,x2, χ2,x1, χ1)〉
= (2π)−D
∫
dDxNl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c)〈f
λ
l , f
µ
l 〉
(
1
2
x212)
− 1
2
(h−c+l)−c12
+ (
1
2
x34)
− 1
2
(h+c+l)−c34
+
(
1
2
x210)
− 1
2
(h+c−l)−c12
− (
1
2
x220)
− 1
2
(h+c−l)+c12
−
(
1
2
x230)
− 1
2
(h−c−l)−c34
− (
1
2
x240)
− 1
2
(h−c−l)+c34
−
with
λ = 2
(
x10
x210
−
x20
x220
)
, (90)
µ = 2
(
x40
x240
−
x30
x230
)
. (91)
fλl is the vector in the representation space V
l of the Euklidean Lorentz
group SO(D) associated with the homogeneous polynomial fλl (z) = (λz)
l.
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The bilinear form
〈fλl , f
µ
l 〉 = (λν1...λνl − traces)(µν1...µνl − traces) .
fλl is invariant under the SO(D − 1) subgroup of rotations which leave λ
invariant, and it is homogeneous in λ of degree l. The expression 〈fλl , f
µ
l 〉
is therefore given by the zonal spherical function of SO(D) multiplied with
(|λ||µ|)l times the norm squared |cl|
2 of f el , e= unit vector. It depends on
the angle θ between λ and µ, i.e. cos θ = λµ/|λ||µ| . The zonal sperical
function of a irreducible representation l of SO(D) is the matrix element
of the corresponding representation operator Dl(g) for g ∈ SO(D) between
normalized SO(D − 1)-invariant states. It depends on g only through one
angle of rotation θ. It is proportional to the Gegenbauer polynomial Ch−1l . I
choose to absorb the normalization factor |cl|
2 into the definition of the zonal
spherical function Y Dl . Explicitly
〈fλl , f
µ
l 〉 = (|λ||µ|)
lY Dl (cos θ) (92)
=
l!
(h− 1)l
2−l(|λ||µ|)lCh−1l (cos θ)
|cl|
2 = 2−l
(2h− 2)l
(h− 1)l
(93)
Inserting this result we get
Iχ = (2π)−D23h+c
12
+
+c34
+
−lNl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c)
(x212)
− 1
2
(h−c)−c12
+ (x234)
− 1
2
(h+c)−c34
+∫
dDx0(x
2
10)
− 1
2
(h+c)−c12
− (x220)
− 1
2
(h+c)+c12
−
(x230)
− 1
2
(h−c)−c34
− (x240)
− 1
2
(h−c)+c34
− Y Dl (cos θ) .
The integral can be evaluated with the help of the generalized Symanzik
4-star formula (162) of section 12.1 with
δ1 =
1
2
(h+ c) + c12− ,
δ2 =
1
2
(h+ c)− c12− ,
δ3 =
1
2
(h− c) + c34− ,
δ4 =
1
2
(h− c)− c34− , (94)
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The result involves variables which I denote by δ′ij subject to the constraints∑
j δ
′
ij = δi, and an integration over imaginary parts s1, s2 of two independent
ones among the so constrained variables. Iχ comes out to equal
π−h2c
12
+ +c
34
+ −l+hNl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− ,+c)
(2πi)−2
∫ i∞
−i∞
∫ i∞
−i∞
ds1ds2P
D
l ({δ
′
ij})
′∏
Γ(δ′ij)(x
2
ij)
−δ′ij
Γ(δ′12 −
1
2
l)(x212)
−δ′12−
1
2
(h−c)−c12+
Γ(δ′34 −
1
2
l)(x234)
−δ′34−
1
2
(h+c)−c34+
The product
∏′ runs over the four links (13), (14), (23), (24).
Introduce new variables
δ12 = δ
′
12 +
1
2
(h+ c) + c12+ (95)
δ34 = δ
′
34 +
1
2
(h− c) + c34+
δij = δ
′
ij , (ij) 6= (12), (34) .
They satisfy the constraints
∑
j δij = di.
We may compare with the general form (47) of the Mellin representation
of a 4-point function to deduce the Mellin amplitude Mχ of a Euklidean
partial wave Iχ,
Mχ({δij}) = Nl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c)M˜χ({δij}) ,
M˜χ({δij}) = (π/2)
−h2−lPDl ({δ
′
ij}) (96)
Γ(δ12 −
1
2
(h+ c+ l)− c12+ )
Γ(δ12)
Γ(δ34 −
1
2
(h− c+ l)− c34+ )
Γ(δ34)
where δ′ij is supposed to be expressed in terms of δij using eqs.(95)ff, and the
polynomials PDl are defined in Appendix 12.
Let us express the result in terms of the independent variables β12 and
γ12 = β23 − β13 which determine the variables δij according to the rules of
section 3.2, given the field dimensions d1, ..., d4. It is helpful to use, in place
of β12 the shifted variable
δ(43)(21) = β12 −
1
6
(d1 + d2 + d3 + d4) = −
1
2
s12 .
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It is related to the Mandelstam variable s12 of the introduction. Its signifi-
cance transpires from the relations
δ12 −
1
2
(d1 + d2) = δ
(43)(21) = δ34 −
1
2
(d3 + d4) (97)
One computes
δ′12 = δ
(43)(12) +
1
2
(h+ c) ,
δ′34 = δ
(43)(12) +
1
2
(h− c) ,
δ′13 = −
1
2
δ(43)(12) +
1
2
(c12− + c
34
− − γ12) ,
δ′14 = −
1
2
δ(43)(12) +
1
2
(c12− − c
34
− + γ12) ,
δ′23 = −
1
2
δ(43)(12) +
1
2
(−c12− + c
34
− + γ12) ,
δ′24 = −
1
2
δ(43)(12) +
1
2
(−c12− − c
34
− − γ12) , (98)
Define, for χ = [l, h+ c] the polynomial in γ12 which depends parametrically
on the differences of dimensions c12− =
1
2
(d1 − d2) and c
34
− =
1
2
(d3 − d4), and
on δ(43)(21) by
PDχ (c
12
− , c
34
− ; δ
(43)(21)|γ12) = P
D
l ({δ
′
ij}) , (99)
evaluated at {δ′ij} as given by eq.(98). Then
M˜χ({δij}) = (π/2)
−h2−lPDχ (c
12
− , c
34
− ; δ
(43)(21)|γ12) (100)
Γ(δ(43)(21) + 1
2
(h− l)− 1
2
c)
Γ(δ12)
Γ(δ(43)(21) + 1
2
(h− l) + 1
2
c)
Γ(δ34)
.
We see that M˜χ has two families of poles in δ12 which are related to each
other by the substitution c 7→ −c, and it is a polynomial of degree l in the
other independent variable γ12.
The factors Γ(δ12)
−1Γ(δ34)
−1 were left in this form in order not to obscure
the cancellation which occurs in the Mellin representation (47), and which
ensure that the reduced Mellin amplitude Mˆ c, which is related to M c by eq.
(46), does not have extra poles at non-positive integer δ12 and δ34.
After splitting the pairs of poles and shifting the path of the c-integration
as described in section 8, expression (100) will (only) produce the poles inM c
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coming from fields of Lorentz spin l in the OPE. It is nevertheless amusing to
compare with the structure of the Veneziano Beta-function B(−α(s),−α(t)).
Its poles in s come from a quotient of Γ-functions Γ(−α(s))/Γ(−α(s)−α(t)),
so that their positions are obtained by a shift from the positions of its zeroes.
It follows from the amputation identity (71) that
Mχ = Mχ˜ .
This reflects the equivalence of representations χ and χ˜. This implies the
same for M˜χ up to a factor. One finds by inspection that
PDχ (c
12
− , c
34
− ; δ
(43)(21)|γ) = PDχ˜ (c
34
− , c
12
− ; δ
(43)(21)|γ) . (101)
Therefore
M˜χ = M˜χ˜ if c
12
− = c
34
− . (102)
To verify eq.(101) note that c ↔ −c, c12− ↔ c
34
− takes δ1 ↔ δ3, δ2 ↔ δ4
and δ′34 ↔ δ
′
12. The result now follows from eqs.(159,160) by a change of
summation variables k14 ↔ k23.
The coefficient of the leading power in γ in the polynomial PDχ (c
12
− , c
34
− ; δ
(43)(21)|γ)
can be evaluated in closed form, starting from the defining equations (159)
and (160) and using expressions (98) for δ′ij.To leading order in γ,
∏′(δij)kij = (−)k13+k24 ∏′(γ/2)kij .
Inserting the standard integral representation (8.381) of [30], the summations
over the four kij can be performed with the help of the multinomial theorem.
The result reads
PDχ (c
12
− , c
34
− ; δ
(43)(21)|γ) = (103)
al0(D)(h+ c− 1)l(h− c− 1)lp
D
χ (c
12
− , c
34
− )(−γ/4)
l + ...
with
pDχ (c
12
− , c
34
− ) = Γ(
1
2
(h+ c) + c12− )
−1Γ(
1
2
(h+ c)− c12− )
−1
Γ(
1
2
(h− c) + c34− )
−1Γ(
1
2
(h− c)− c34− )
−1
The important observation is that the dependence on c12− and on c
34
− in
p(c12− , c
34
− ) factorizes.
The result (103)f is in agreement with the relation (101). It permits to ex-
tract the constant factor which relatesPDχ (c
12
− , c
34
− ; δ
(43)(21)|γ) and PDχ˜ (c
12
− , c
34
− ; δ
(43)(21)|γ).
The same factor is obtained from eq.(96) and expressions in the literature
[11] for the normalization factors.
In later applications of the result (103), χk will substitute for χ; it will
be given by spin and dimension of some field in the OPE.
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8 Poles in the Mellin amplitude
8.1 Dynamical poles from poles in the partial wave
Inserting the Mellin representation (100) of the individual partial waves into
the partial wave expansion (73), one finds that the connected 4-point Green
function admits a Mellin representation with Mellin amplitude
M c({δij}) =
∫
dχ g(43)(21)(χ) Mχ({δij}). (104)
χ = [l, h+ c], and this formula involves a sum over l and an integration over
c along the imaginary axis (or along another path if there is a Born term,
see below).
OPE imply asymptotic expansions of the full Greens functions, not of
their connected parts. Nonvanishing disconnected partsGi4i2(x4,x2)Gi3i1(x3,x1)
and Gi4i1(x4,x1)Gi3i2(x3,x2) require that d4 = d2, d3 = d1 and d4 = d1, d3 =
d2, respectively. We discuss first the case when neither of these two discon-
nected parts is present.
Both the amplitude g(43)(21)(χ) and the normalization factors Nl depend
on normalization conventions, but the productNl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c)g
(43)(21)(χ)
does not. We know from section 5.5 that non-derivative Lorentz-irreducible
fields φk with spin and dimension χk = [lk, dk = h+ ck] which appear in the
OPE of both φi1φi2 and of φi3∗φi4∗ are in bijective correspondence with pairs
of poles in Nl(c
34
+ , c
34
− , c)Nl(c
12
+ , c
12
− ,−c) g
(43)(21)(χ) for l = lk in c at c = ±ck.
A complete derivation of the result was published in ref.[14] for even space
time dimension D, and under some restrictions on the field dimensions. It
was stated that the result can be generalized.
We wish to avoid restrictions on differences c12− and c
34
− of dimensions of
the external fields, because factorization of 4-point functions is a constraint
on the dependence of residues on the external fields. For the canonical choice
of normalization factors [11] which is used in ref. [14], the product of nor-
malization factors Nl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c) has branch cuts, for general
c12− , c
34
− . Therefore it is only M˜χ rather than Mχ which is meromorphic. We
need to extract the product of normalization factors from Mχ. It is conve-
nient to postpone this, however.
Our object is to show that to each of the aforementioned pairs of poles
there corresponds a family of poles ofM c({δij}) in the variable β12, or equiv-
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alently, in δ(43)(21) = −1
2
s12 = δ12 −
1
2
(d1 + d2) at positions
δ(43)(21) = δnl (dk) , n = 0, 1, 2, ...
δnl (d) = −
1
2
(d− l)− n . (105)
Poles ofM c in the βij can only arise when the path of the c-integration in the
integral (104) gets pinched between singularities of the integrand when βij is
moved in the complex plane. It follows then from the polynomial character
of the factor PDχ in the expression (100) for M˜χ that the only poles are in β12
and their residues are polynomials of degree l in the remaining independent
variable γ12 = β23 − β13.
To get more explicit results, the symmetry in c 7→ −c is exploited in the
same way as in the derivation of OPE from Euklidean partial wave expan-
sions. The first step was to decompose the Euklidean partial wave into two
parts such that the second part is obtained from the first by substitution
c 7→ −c, and the strength of the singularity of the first part at x212 = 0 de-
creases as the real part of c is increased; this is achieved by the split (81) of
the 3-point function. It is analog to the split of Legendre functions P− 1
2
+iσ
of the first kind into Legendre functions of the second kind which appears
in the group theoretical approach to Regge theory [64]. The corresponding
decomposition of the Mellin representation Mχ of the Euklidean partial wave
reads
Mχ =
π
sin π(c+ l)
[
Nl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c)M
+
χ
− Nl(c
34
+ , c
34
− , c)Nl(c
12
+ , c
12
− ,−c)M
+
χ˜
]
(106)
with the requirement on M+χ that the poles in c of M
+
χ occur only at the
positions of the poles of Γ(δ12 −
1
2
(h − c + l)− c12+ ), i.e. when the condition
(105) is fulfilled. For the canonical choice [11], the ratio of the two products
of normalization factors in eq.(106) is meromorphic; therefore M+χ shares the
meromorphy properties of M˜χ.
Since we know that poles in β12 arise only from pinches, it suffices to
represent M˜χ as a formal sum of pole terms in c labeled by n = 0, 1, 2, ....
5
5This is true in spite of the fact that the formal sum of pole terms does not indicate
the correct asymptotic behavior as the imaginary part of c tends to∞. We know from the
work in [14] that the path of the c-integration in the Euklidean partial wave expansion can
be shifted, after the split. This results from the good asymptotic behavior of the Q-kernels
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Using that Γ(−n− c) = π[sin π(−c− n)Γ(1 + n+ c)]−1, we find from the
requirements on its poles that
Γ(δ12)Γ(δ34)M
+
χ = −(π/2)
−h
∞∑
n=0
(−2)−l
n!Γ(n+ c+ 1)
(δ(43)(21) − δnl (h+ c))
−1PDχ (c
12
− , c
34
− ; δ
n
l (h+ c)|γ12)
+nonsingular (107)
Remember that the factor Γ(δ12)Γ(δ34) cancels in the Mellin representa-
tion (47).
Inserting the split (106) and making a change of variables c 7→ −c in the
second term, the integral (104) becomes
M c({δij}) =
2π
sin π(c+ l)
∫
dχ
Nl(c
34
+ , c
34
− ,−c)Nl(c
12
+ , c
12
− , c) g
(43)(21)(χ)M+χ ({δij}) .
Using the pole structure of M+ as given by eq.(107) we can identify the
pinches which lead to poles in δ(43)(21).
Let us initially ignore the poles of sinπ(c+ l). It will turn out that they
make no contribution.
Consider fixed n and start with δ(43)(21) large and positive. Then the pole
of (δ(43)(21) + 1
2
(h + c − l) + n)−1 in c is at large negative c. As we move
δ(43)(21) in negative direction, the pole will eventually touch the path of c-
integration. We can deform the path of c-integration to avoid the pole, until
the path gets pinched between the pole of (δ(43)(12) + 1
2
(h+ c− l) + n)−1 and
of Nl(c
34
+ , c−, c)Nl(c
12
+ , c−,−c) g
(43)(21)([l, h + c]) at c = ck.
Suppose now that the residue of the latter pole factorizes as in eq.(84)
The pinch will lead to a pole in M c at position δ(43)(21) = δnl (h+ ck) with
residue given by
Γ(δ12)Γ(δ34)res M
c = g¯i3i4k g
i1i2
k (108)
rnχkP
D
χk
(c12− , c
34
− ; δ
n
l (h+ ck)|γ12).
rnχ = −(π/2)
−h (−2)
−l
n!Γ(n + c+ 1)
(109)
χk = [l, h+ ck] .
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If the OPE contains fields φa, φb of the same Lorentz spin l which differ
in dimension by an even integer db − da = 2N , then a coincidence of the
positions of poles δnl (da) = δ
(n+N)
l (db) occurs.
It remains to discuss possible contributions from pinches with poles of
1/ sinπ(c+l) at integer c. The same problem occurs in the derivation of OPE
from Euklidean partial wave expansions and was discussed in ref.[14], for even
D. The result is that all such contributions cancel in a subtle way, partly
because of zeroes of the Plancherel measure and partly because of partial
equivalences of elementary representations χ at so-called exceptional integer
points. For odd D, the cancellation follows from zeroes of the Plancherel
weight ρl at integer c. But in this case the Plancherel weight has zeroes at
half odd integral values of c, whose contributions need to be cancelled either
by zeroes of g(43)(21)(χ), or by partial equivalences among exceptional integer
points. [Discrete series representations cannot occur for scalar amplitudes].
Let us now turn to situations with disconnected parts. Consider the
extreme case of four equal real fields φ of dimension d4 = d3 = d2 = d1 =
h+c+ where all three disconnected parts are present. One of them represents
the contribution of the unit operator to OPE. We have now c34+ = c
12
+ = c+
and c− = 0. We assume that normalization conventions are so chosen that
the Euklidean partial wave expansion of the 4-point function involves
Nl(c+, 0, c)Nl(c+, 0,−c)[1 + g
(43)(21)([l, h + c])] , (110)
where 1 is the contribution of the disconnected part. The appropriate product
of normalization factors is given in eq.(79); it is a meromorphic function of
c.
In this situation, the fields in the OPE of φφ with Lorentz spin l and
dimension dk = h + ck are in bijective correspondence with pairs of poles of
expression (110) at c = ±ck. We distinguish two sets of poles of
Nl(c+, 0, c)Nl(c+, 0,−c)g
(43)(21)([l, h+ c]).
i) poles of
Nl(c+, 0, c)Nl(c+, 0,−c)[1 + g
(43)(21)([l, h+ c])]
I call these dynamical poles
ii) poles of Nl(c+, 0, c)Nl(c+, 0,−c) at which g([l, h+ c]) = −1.
I call these kinematical poles.
The dynamical poles make contributions as discussed before; in the ex-
pression for the residue, [1 + g(43)(21)([l, h + c])] should be substituted for
g(43)(21)([l, h+ c]).
8.2 Kinematical poles in M c
In the generic case of anomalous dimensions, when the disconnected parts
have asymptotic expansion which involve integer powers of x212 which are
incompatible with OPE, the purpose of the kinematical poles is to cancel
the disconnected parts of the full amplitude. As will be shown right below,
it follows from this that it must be true that g(χ) = −1 at all the poles of
Nl(c+, 0, c)Nl(c+, 0,−c). Therefore, all the poles ofNl(c+, 0, c)Nl(c+, 0,−c)[1+
g(43)(21)([l, h+ c])] will actually be poles of [1 + g(χ)]. Another argument for
this, which is valid when φ is the fundamental field of a Lagrangean field
theory, was given in section 6.2.
To see the cancellation, compare with the generalized free field theory
which has the same disconnected parts as the interacting theory, but zero
connected part; its conformal partial wave expansion is given by eq.(75) with
g(χ) ≡ 0. Inserting the Mellin representation Mχ of individual partial waves,
we end up with a sum over l and an integral over c. To avoid divergences,
we imagine that the summation over l is done at the end. Repeating the
procedure above, we get poles in the Mellin representation of the contribu-
tions from individual l from the poles of Nl(c+, 0, c)Nl(c+, 0,−c) which are
the negative of the contributions from the contribution of kinematical poles
to the connected amplitude M c in the interacting theory.
Because positivity is a property of the full Wightman functions, it follows
from this cancellation that the contributions from the kinematical poles to
the connected amplitude do not violate positivity.
8.3 Born terms
A word should be added concerning the case, when a fundamental field φf of
dimension h+ cf , cf < 0 contributes to the OPE. This happens in φ
4-theory
in 3 dimensions, for instance, with φf =: φ2 :. As discussed in section 6.1
the initial path of the c-integration is different in this case, see figure 1 a),
because it is possible to include the Born term by altering the path of the
c-integration.
Because of the symmetry of the partial wave g(43)(21)([l, h + c]) under
c 7→ −c, the situation is unchanged after the split (106) and subsequent
substitution c 7→ −c in the second term. Upon shifting the path of the
c-integration, there will be a contribution from the pole at c = cf which re-
produces the contribution of φf to the OPE, but there will be no contribution
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from its shadow at c = −cf , see figure 1 b).
9 Factorization of scalar 4-point functions
In the following I consider the Mellin amplitudes of 4-point functions of scalar
fields φi4, ..., φi1. They may be regarded as functions of two independent
variables β12 and γ12 = β23 − β13. Fields φk which appear in the OPE of
φi2φi1 and φi3∗φi4∗ are symmetric tensor fields of some rank lk and some
dimension dk. As we saw, they determine integer spaced families of poles in
β12 at positions of β12 = δ
(43)(21) + 1
6
(d1 + d2 + d3 + d4) given by δ
(43)(21) =
δnlk(h+ ck) = −
1
2
(h+ ck− lk)−n. Their residues are polynomials of degree lk
in γ12. Factorization is a statement about the i4, ..., i1 dependence of these
residues which follows from OPE.
First I explain how the spin and dimension χk = [lk, dk] of all the fields is
read off from the poles ofM ci4...i1. In doing so, the amplitudeM
c
i4...i1
, regarded
as formal sums of pole terms, will be rewritten so that the integer spaced
families of poles which correspond to individual fields φk will be exhibited,
as in eq.(111) below. I write c12− = di1 − di2 etc. for differences of dimensions
of the external fields.
M ci4...i1 = Γ(δ12)
−1Γ(δ34)
−1
∑
k
∞∑
n=0
gi4...i1k r
n
k (111)
PDχk(c
12
− , c
34
− ; δ
n
lk
|γ12)
1
δ(43)(21) − δnlk(dk)− n
Herein, P are the kinematically determined polynomials in γ12 defined
by eq.(99), using the Appendix (section 12), and r are kinematically deter-
mined factors which govern the n-dependence of the residues of satellite poles
n = 1, 2, ..., see eq.(109). There is a dependence on differences of external
dimensions in these quantities.
I assume that the normalization of fields is so chosen that the normaliza-
tion factor ck of their two-point function is +1 for physical fields, and −1 for
ghosts.
Factorization now requires that the coefficients gi4...i1k factorize in products
gi4...i1k = g¯
i4i3
k g
i1i2
k (112)
for physical fields φk. In the case of a ghost, there would be an overall −-sign.
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Let me explain how the spin and dimension χk = [lk, dk] of the fields and
the coefficients gi4...i1k are determined from the poles of M
c
i4...i1
.
I assume again that field dimensions are anomalous, so that there is at
most a finite number of fields with given twist dk− lk. Nevertheless there can
be limit points of poles, as mentioned in the introduction. The procedure
outlined below must then be carried out in an appropriate order, as specified
below, in order to find the fields in all trajectories associated with the different
limit points.
Consider what remains ofM ci4...i1, considered as a sum of pole terms, after
the contributions of zero or some fields φj in the OPE are subtracted. These
contributions have the form of individual terms in the sum over k in the
right hand side of eq.(111). Suppose that the remainder has a leading pole
in β12 (i.e. the pole with largest β12) whose residue is a polynomial in γ12 of
degree lk, at a position which is such that δ
(43)(21) = δ0lk(dk) ≡ −
1
2
(dk−lk); this
determines dk. Thereby spin lk and dimension dk of a field φk are determined
which has to be introduced in order to reproduce this pole. Abbreviate
χk = [lk, dk] as usual. The coefficient of the highest power −(γ12/4)
lk of the
polynomial residue can be written in the form
gi4...i1k rχka
lk
0 (D)(dk − 1)lk(D − dk − 1)lkp
D
χk
(c12− , c
34
− )
with some suitable coefficient gi4...i1k which depends on the labels i4...i1 of
the external fields.[The quantities al0 are the coefficients in the power series
expansion (157) of the zonal spherical function, while r and p are kinemati-
cally determined quantities defined in eqs. (109), and (103)f.] Now subtract
the contribution of this field in the OPE from the remainder of M ci4...i1. It
follows from the definition (103) of pDχk(c
12
− , c
34
− ) as coefficient of the leading
power (−γ12/4)
lk in the polynomial Pχk(c
12
− , c
34
− ; δ
(43)(21)|γ12) that the leading
pole of what remains afterwards will either have a smaller position β12 or a
residue of lower order.
If there are no limit points of poles, all poles can be subtracted recursively,
typically in infinitely many steps. In the case with limit points, one must
proceed in a slightly different order, removing successively the finitely many
poles outside smaller and smaller neighborhoods of the limit points and of
β12 =∞.
53
10 Asymptotic expansions from the Mellin
representation
Like the Mellin representation itself, the formulas of this section are valid for
arguments throughout the axiomatic domain of analyticity (the permuted
extended tube.) If xi are in Minkowski space, appropriate iǫ-prescriptions
are to be imposed to obtain the Wightman function with a particular ordering
of the fields. If xi are Euklidean, −x
2
ij = x
2
ij .
Here I examine the asymptotic expansion of a 4-point function with Mellin
representation (47) as x12 7→ 0. It is determined by the poles of M
c in δ12.
Remember that the exponents δij in the Mellin representation of a scalar
4-point-function have the form δij = δ
0
ij + βij , where δ
0
ij are kinematically
determined by the dimensions di, i = 1, . . . d4 of the fields whose 4-point
function is considered, and βij are integration variables, two of which are
independent. As independent variables we may take β12 and γ12,
γ12 = β23 − β13 (113)
The exponents βij are expressed through the independent ones as
β13 = −
1
2
β12 −
1
2
γ12 = β24
β23 = −
1
2
β12 +
1
2
γ12 = β14 (114)
The measure in the Mellin representation is dδ ≡ d2β = 1
2
dβ12dγ12.
We examine here the particular channel (43)(21), and for this purpose
it is again convenient to use in place of β12 the shifted variable δ
(43)(21) =
β12 −
1
6
(d1 + d2 + d3 + d4) (= −
1
2
s12) so that
δ12 −
1
2
(d1 + d2) = δ
(43)(21) = δ34 −
1
2
(d3 + d4) . (115)
Suppose the Mellin amplitude M ca({δij}) of a connected scalar 4-point func-
tion Gca has a pole in β12 at position δ
(43)(21) = δˆ with residue P (δˆ|γ12) which
is a polynomial in γ12. In applications it will depend on the position δˆ of the
pole.
When the path of the β12-integration in the Mellin representation is
shifted past such a pole, a contribution from the residue is obtained which is
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equal to
R(δˆ|x4, . . . , x1) = Γ(δˆ12)
(
−
1
2
x212
)−δˆ12
Γ(δˆ34)
(
−
1
2
x234
)−δˆ34
(116)
(−2πi)−1
∫ i∞
−i∞
1
2
dγ12P (δˆ|γ12)X
with
X =
∏
(ij)
′Γ(δij)
(
−
1
2
x2ij
)−δij
(117)
Herein, δˆ12 and δˆ34 are determined by δˆ = δ
(43)(21) through eq.(115), and the
product
∏′ runs over the four unordered pairs (13), (23), (14), (24), i.e. all
except (12) and (34). In eq.(117), δij = δ
0
ij + βij with βij as in eq.(114).
The factors in the first line may become singular when x12 7→ 0 and/or
x34 7→ 0, while the factor X is not singular when x1, x2 stay away from x3, x4.
It remains to perform the γ12-integration.
The following well known identity can be used to combine the product of
four x-dependent factors into a single factor, at the cost of introducing some
variables of integration.
Γ(ν)A−νΓ(µ)B−µ =
∫ 1
0
duuν−1(1− u)µ−1Γ(µ+ ν)
(uA+ (1− u)B)−ν−µ . (118)
We combine first the x13-dependent factor with the x14-dependent factor,
using integration variable u1, and the remaining two factors using integration
variable u2. As a result, there appears a product of two propagators,
X =∫ ∫
du1du2u
δ13−1
1 (1− u1)
δ14−1uδ24−12 (1− u2)
δ23−1
Γ(δ13 + δ14)
(
−
1
2
u1x
2
13 −
1
2
(1− u1)x
2
14
)−δ13−δ14
Γ(δ23 + δ24)
(
−
1
2
u2x
2
24 −
1
2
(1− u2)x
2
23
)−δ23−δ24
. (119)
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Let us introduce
x5(u) = ux3 + (1− u)x4 (120)
As u varies from 0 to 1, the point x5 runs along the straight line from x3 to
x4. Defining x15(u) = x1 − x5(u) and x25(u) = x2 − x5(u), one can rewrite
the arguments of the above two propagators by using identities like
ux2i3 + (1− u)x
2
i4 = xi5(u)
2 + u(1− u)x234 (121)
for i = 1, 2. This shows that expression (119) is a product of two factors
of the form Γ(ν)
(
−1
2
x2i5 −
1
2
m2i5
)−ν
, which we can interpret as propagators
from x1 to x5(u1) and from x2 to x5(1 − u2). These “propagators” do not
have good positivity properties, though.
In the special case u1 = 1 − u2 the two points x5(u1) and x5(1 − u2)
coincide, and another application of identity (118) (with integration variable
denoted v) would produce a formula with a single propagator connecting
x0(v) = vx1 + (1− v)x2 (122)
to x5(u1). The point x0(v) runs along the straight line connecting x1 and x2.
In general u1 6= 1 − u2. But it turns out that performing the γ12-
integration in expression eq.(116) produces a derivative of a Dirac δ-function
δ(u1 + u2 − 1).
Expecting this, the two x-dependent factors in expression (119) are com-
bined using identity (118), with integration variable v. Noting that the ex-
pression (121) is linear in u, and using identity (121) appropriately, the result
for X can be written as follows, using eq.(114)
X =
∫ ∫
du1du2
(
u1
1− u1
u2
1− u2
)− 1
2
γ12
Y (u1, u2|x4, . . . , x1)
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with βˆ12 = δˆ12 − δ
0
12 and
Y (u1, u2|x4, . . . , x1) = (123)
u
δ013−
1
2
βˆ12−1
1 (1− u1)
δ0
14
− 1
2
βˆ12−1
u
δ024−
1
2
βˆ12−1
2 (1− u2)
δ0
23
− 1
2
βˆ12−1∫
dvvδ
0
13+δ
0
14−βˆ12−1(1− v)δ
0
23+δ
0
24−βˆ12−1
Γ(∆12)
(
−
1
2
x05(v, 1− u2)−
1
2
v(1− v)x212−
−
1
2
u2(1− u2)x
2
34 −
1
2
v(u1 + u2 − 1)(x
2
13 − x
2
14)
)−∆12
with
∆12 = δ
0
13 + δ
0
14 + δ
0
23 + δ
0
24 − 2βˆ12
= d1 + d2 − 2δˆ12
= d3 + d4 − 2δˆ34 . (124)
All integrations over u1, u2 and v run from 0 to 1. It is understood that
x05(v, 1− u2) = x0(v)− x5(1− u2) and βˆ12 = δˆ12 − δ
0
12.
The factor Y (u1, u2|x4, . . . , x1) does not depend on γ12.
The expression (116) for R involves
(2πi)−1
∫ i∞
−i∞
dγ12P (δˆ12|γ12)X = (2πi)
−1
∫ i∞
−i∞
dγ12
∫ ∫
du1du2P (δˆ12|γ12)
(
u1
1− u1
u2
1− u2
)− 1
2
γ12
Y (u1, u2|x4, . . . , x1)
The γ12-integration can be performed. P being a polynomial in γ12, we get a
derivative of a Dirac δ-function δ(y1 + y2) with y1 = −
1
2
ln(u1/(1− u1)) and
y2 = −
1
2
ln(u2/(1− u2))..
The argument of the δ-function becomes 0 if and only if u2 = 1−u1. One
may use the formula
δ(f(x)) = |f ′(x0)|
−1δ(x− x0) ,
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which is valid when f(x) has a single zero at x = x0. In our case the variable
is u1, and f(u1) = y1 + y2, so that f
′(u1)
−1 = −2u1(1− u1). The result is
(2πi)−1
∫ i∞
−i∞
1
2
dγ12P (δˆ12|γ12)X (125)
=
∫ ∫
du1du2 u1(1− u1)Y (u1, u2|x4, . . . , x1)
P
(
δˆ12|2u1(1− u1)
∂
∂u1
)
δ(u1 + u2 − 1)
This can be inserted into the expression (116) for R. Thanks to the pre-
scription u2 = 1 − u1, which results from the δ-function, the x-dependent
last factor in Y becomes a propagator. But before the prescription can be
applied, the derivatives with respect to u1 must be performed. This gives a
sum of terms involving propagators whose exponents differs from −∆12 by
non-positive integers, and extra factors of x213−x
2
14, which tend to zero when
x3 − x4 7→ 0.
Now we wish to obtain an asymptotic expansion as x12 ≡ x1 − x2 7→ 0
and x13 ≡ x3−x4 7→ 0, keeping the two pairs of points x1, x2 and x3, x4 well
separated. In this limit, x05 tends to a nonzero limit which is independent of
v and u2.
To obtain an asymptotic expansion for future use expand the x-dependent
last factor in Y in powers of x212 and x
2
34, using the expansion formula
Γ(α) (A− ǫ)−α =
∑
k
1
k!
ǫkΓ(α + k)A−α−k (126)
We use this first for ǫ = 1
2
v(1− v)x212 and then again for ǫ =
1
2
u2(1− u2)x
2
34.
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The result is
Y (u1, u2|x4, . . . , x1) =
∞∑
p=0
∞∑
q=0
(−)p+q
p!q!
(
−
1
2
x212
)p(
−
1
2
x234
)q
(127)
u
δ0
13
− 1
2
βˆ12+q−1
1 (1− u1)
δ0
14
− 1
2
βˆ12+q−1
u
δ0
24
− 1
2
βˆ12−1
2 (1− u2)
δ0
23
− 1
2
βˆ12−1∫
dv vδ
0
13
+δ0
14
−βˆ12+p−1(1− v)δ
0
23
+δ0
24
−βˆ12+p−1
Γ(∆12 + p+ q)
(
−
1
2
x05(v, 1− u2)
2
−
1
2
v(u1 + u2 − 1)(x
2
13 − x
2
14)
)−∆12−p−q
−R is obtained by multiplying expression (125) with the two propagators
Γ(δˆ12)
(
−1
2
x212
)−δˆ12 Γ(δˆ34) (−12x234)−δˆ34 , inserting eq.(127) for Y , and perform-
ing the differentiations in P .
For future reference let us specialize to the case when the polynomial P
is constant in γ12,
P (δˆ|γ12) = r(δˆ) ∈ R ,
and for equal dimensions d1 = d2 = d3 = d4 = d, whence
δˆ34 = δˆ12 = δˆ + d
by eq.(115).
The resulting asymptotic expansion for R is
R(δˆ|x4, . . . , x1) = −r(δˆ)
∞∑
p=0
∞∑
q=0
(−)p+q
p!q!
Γ(δˆ12)
(
−
1
2
x212
)−δˆ12+p
Γ(δˆ12)
(
−
1
2
x234
)−δˆ12+q
∫
du
∫
dv[u(1− u)]d−δˆ12+q−1[v(1− v)]d−δˆ12+p−1
Γ(2d− 2δˆ12 + p+ q)
(
−
1
2
x205(v, u)
)−2d+2δˆ12−p−q
, (128)
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where x0(v) = vx1 + (1 − v)x2, x5(u) = ux3 + (1 − u)x4 and x05(v, u) =
x0(v)− x5(u).
11 Comparison of contributions to asymptotic
expansions as x12 7→ 0 from OPE and from
families of poles in the Mellin amplitude
We compare the contribution to the asymptotic expansion of the scalar 4-
point Green function G0000 as x12 7→ 0 and/or x34 7→ 0 which come from a
scalar field in the OPE with the contribution of the corresponding family of
dynamical poles in the Mellin amplitude. The kinematical poles need not be
considered since they just cancel disconnected parts, by their definition.
11.1 Summation of the contributions from a family of
poles in the Mellin amplitude which corrresponds
to a scalar field in the OPE
Consider the four-point function G0000 of four real fields φ
0 of dimension d.
As we have seen in section 8.1, a scalar field φk of dimension δ = h + c
which contributes to the operator product expansion in the (12)-channel pro-
duces a family of poles in δ12 in the Mellin amplitude at positions δ
(43)(21) =
δn0 (δ), whence
δˆn12 = d−
1
2
δ − n, , n = 0, 1, ... (129)
with residues as follows: For the scalar case, χ = [0, h+c], the polynomial PDχ
is of degree 0 and equals
∏4
n=1 Γ(δn)
−1, with δi given by eqs.(94). Therefore
the residue rn of the n-th pole obtains from eq.(108)f as
rn =
const
Γ(δ12)Γ(δ34)
(−)n
n!
Γ(−n− c) . (130)
with
const = −
sin πc
π
|g00k |
2(π/2)−h (131)
Γ(
1
2
(h + c))−2Γ(
1
2
(h + c))−2
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In the expression for rn, the arguments δ12 = δ34 are determined by the
position of the pole and the two inverse Γ-functions cancel against the first
two Γ-functions in expression (128) for R.
The residues have the same sign for all n. 6
The n-th pole makes a contribution Rn to the asymptotic expansion of
the four-point function, which is given by eq.(128), with δn0 (δ) substituted
for δˆ, and
r(δˆ) = rn.
We wish to sum these contribution over n.
To do so, we introduce new summation variables N ,K in place of p, q by
n+ p = N
n + q = K (132)
They run over N ≥ n,K ≥ n, but we may extend the summation from
0, because the extra contributions vanish, since 1
p!
= Γ(N − n + 1)−1 = 0
when N < n, and similarly for K. Inserting expression (129), the sum of the
contributions Rn comes out as∑
n
R(δn0 (δ)|x4, ..., x1) = −const
∑
N,K
SN,K(c)
(
−
1
2
x212
)−d+ 1
2
δ+K (
−
1
2
x234
)−d+ 1
2
δ+N
∫ ∫
dudv[u(1− u)]
1
2
δ+K−1[v(1− v)]
1
2
δ+N−1
Γ(δ +N +K)
(
−
1
2
x205(v, u)
)−δ−N−K
(133)
where δ = h+ c is the dimension of the field φk in the OPE and
SN,K =
∑
n
(−)n
n!
Γ(−c− n)
(−)N+K
(N − n)!(K − n)!
(134)
6This implies that the contribution from individual poles is not positive. Canceling a
pole with n > 0 would require adding a ghost field of dimension δ + 2n which contributes
to the OPE
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SN,K is manifestly symmetrical in N and K. We may therefore assume
without generality that N ≥ K. The sum can be evaluated by writing
Γ(−c− n)
Γ(N − n+ 1)
=
B(−c− n, c+N + 1)
Γ(c+N + 1)
,
inserting the standard integral representation for the Beta-function and in-
terchanging sum and integral.The result can be written in the form
SN,K =
−π
sin πc
1
K!N !
(−)K
Γ(c+N + 1)
Γ(−c−K)
Γ(−c−K −N)
(135)
for N ≥ K.
11.2 Short distance behavior from the OPE
Consider the Wightman 4-point function of four scalar fields φi4, ..., φi1 of
dimensions di4 , ..., di1.
According to eq.(19), the operator product expansion takes the form
Wi¯4,i¯3,i2,i1(x4, ..., x1) =
∑
k
ckg¯
i3i4
k g
i2i1
k (136)
Wχk,i¯4,i¯3,i2,i1(x4, ..., x1) ;
where g¯ is the complex conjugate of g.
The term labeled by k represents the contribution of field φk with Lorentz
spin and dimension given by χk = [lk, dk]; ck > 0 fixes the normalization of
its two point functions. The ck and coupling constants g
.
.. are the dynamical
quantities which need to be determined in order to construct a theory, and
W are kinematically determined quantities.
There is freedom of choosing normalization factors.
According to eq.(25),
Wl,m,j,i(x4, ..., x1) = Q(χk, p;χl, x4, χm, x3) (137)
V(χk, z, χj , x2, χi, x1)|z=0 .
with p = −i∇z . It is understood that c
43
− = dl − dm etc.
The kinematically determined quantity W given by eq. (137) is boundary
value of an analytic function, whose domain of analyticity (the tube) includes
Euklidean points. Upon substitution of Qu and Vu for Q and V, I denote this
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quantity by (2π)−DIul , where l is the Lorentz spin of the field φ
k in the OPE.
I will evaluate this quantity for l = 0, thereby computing the contribution of
a scalar field in the OPE to the short distance behavior.
Inserting the formulas (77) for Vu, and (175) for the partial Fourier trans-
form of Qu into eq.(137), the factor eip[ux4+(1−u)x3] acts as a translation op-
erator which shifts z form 0 to x5 = ux4 + (1 − u)x3, and p
2 acts as −5.
Inserting the power series expansion of Jc, one obtains
Iu0 =
−1
Γ(1
2
(h− c) + c43− )Γ(
1
2
(h− c)− c43− )
∞∑
N=0
(−1)N
N !Γ(c+N + 1)
2−N
(−
1
2
x243)
− 1
2
(h−c)−c43
+
+N(−
1
2
x212)
− 1
2
(h−c)−c12
+ (−5)
N
∫ 1
0
du u
1
2
(h+c)+c43
−
+N−1 (1− u)
1
2
(h+c)−c43
−
+N−1
(−
1
2
x225)
− 1
2
(h+c)+c12
− (−
1
2
x215)
− 1
2
(h+c)−c12
−
x5 ≡ ux4 + (1− u)x3
Now the two propagators in the last line are combined into a single propagator
by use of the standard identity (118), introducing an auxiliary variable of
integration v. Defining
x0(v) = vx2 + (1− v)x1, (138)
and x05 = x0− x5, the new propagator can be rewritten with the help of the
identity
vx220 + (1− v)x
2
10 = x
2
05 + v(1− v)x
2
12 .
and comes out proportional to
Γ(h+ c)(−
1
2
x205 −
1
2
v(1− v)x212)
−h−c = (139)
∞∑
K=0
1
K!
(
1
2
v(1− v)x12)
2)KΓ(h+ c+K)(−
1
2
x205)
−h−c−K
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Finally, the differentiation N5 is carried out with the help of the formula
(5)
NΓ(δ)
(
−
1
2
x205
)−δ
= (140)
2N
Γ(−δ + h)
Γ(−δ + h−N)
Γ(δ +N)
(
−
1
2
x205
)−δ−N
Collecting everything and noting that δχ =
1
2
(h+ c) produces the final result
Iu0 =
−1
Γ(1
2
(h− c) + c43− )Γ(
1
2
(h− c)− c43− )
1
Γ(1
2
(h+ c) + c12− )Γ(
1
2
(h+ c)− c12− )
∞∑
N=0
∞∑
K=0
(−1)K
K!N !
Γ(−c−K)
Γ(c+N + 1)Γ(−c−K −N)(
−
1
2
x243
)− 1
2
(h−c)−c43+ +N
(
−
1
2
x212
)− 1
2
(h−c)−c12+ +K
∫ 1
0
du u
1
2
(h+c)+c43
−
+N−1(1− u)
1
2
(h+c)−c43
−
+N−1
∫ 1
0
dv v
1
2
(h+c)−c12
−
+K−1(1− v)
1
2
(h+c)+c12
−
+K−1
Γ(h+ c+K +N)
(
−
1
2
x205
)−h−c−N−K
. (141)
x0 = ux1 + (1− u)x2
x5 = vx3 − (1− v)x4
and x05 = x0−x5. According to eqs.(19,23), the contribution of a real scalar
field φk of dimension dk = h+ c in the OPE to the 4-point function Wi4,...,i1
equals
(2π)−Dg¯i3i4k g
i2i1
k ckI
u
0 , (142)
where ck is determined by the normalization of the two-point function of φ
k.
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11.3 Comparison with the expansion from the Mellin
representation
We now compare the contribution (142 ) of a scalar field to the OPE (85) of
the Euklidean 4-point function with the sum (133) of the contribution of the
corresponding family of poles in the Mellin representation, with expressions
(135) for SN,K and (131) for const, for c
12
− = c
43
− = 0.
We see that both expressions agree, up to a constant factor which may
be attributed to the normalization of two point functions.
The formulas obtained by summation of contributions from a family of
Mellin poles generalize to arbitrary dimensions of the scalar fields and agree-
ment is again obtained.
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12 Appendix. Symanziks n-star integration
formula in Euklidean space
In ref.[70], Symanzik presented a formula which gives a Mellin representa-
tion of the integral of n ≥ 3 conformal invariant scalar propagators over
D-dimensional Euklidean space under conditions which guarantee the con-
formal invariance of the result.
In the following, all variables xi will be in Euklidean space, and
xij = xi − xj .
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The formula reads as follows
(π)−
1
2
D
∫
dDx0
n∏
i=1
(
x20i
)−δi Γ(δi) = (143)
(2πi)−
1
2
n(n−3)
∫ i∞
−i∞
...
∫ i∞
−i∞
ds1...ds 1
2
n(n−3)∏
1≤i<j≤n
Γ(δij(s))(x
2
ij)
−δij(s)
provided
0 < ℜeδi <
1
2
D (144)
for all i, and , ∑
i
δi = D. (145)
Integration is over the hyper-surface of all solutions (with fixed real part)
δij = δji, (i, j = 1...n, i 6= j) of the system of equations∑
j 6=i
δij = δi, (146)
parametrized by 1
2
n(n− 3) imaginary variables s1, ..., s 1
2
n(n−3) as follows.
Choose a particular solution δ0ij of eqs.(146) subject to the inequalities
(144), and real coefficients cij,k = cji,k which obey
cii,k = 0,
∑
j 6=i
cij,k = 0. (147)
Then
δij = δ
0
ij +
1
2
n(n−3)∑
k=1
cij,ksk. (148)
To obtain the proper normalization of the measure on the hyper-surface it
is demanded that the (1
2
n(n − 3))2 coefficients cij,k with 2 ≤ i < j ≤ n,
excepting c23,k, which may be taken as the independent ones, must satisfy
|det cij,k| = 1. (149)
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If n = 3 there is no integration over s to be performed, and eq.(143) is a
star-triangle relation.
Our main interest will be in the case n = 4 and its generalization with
spin. The general solution of eqs.(146) takes the form
δij = δ
0
ij + βij, (150)
with βij = βji and
β34 = β12, β24 = β13, β14 = β23 (151)
β12 + β13 + β23 = 0 (152)
Choosing s1 = β12, s2 = β13 the above conditions on the coefficients cij,k are
fulfilled, and similarly for any other choice of two out of the three variables
β12, β13, β23. Thus we may write
ds1ds2 = d
2β = dβ12dβ13 = ... (153)
12.1 Generalization of the 4-star formula
In the computation of the Mellin representation Mχ of a Euklidean par-
tial wave, a generalization of the Symanzik 4-star formula is needed which
includes a factor Y Dl (cos θ) where
cos θ =
λµ
|λ||µ|
(154)
is the cosine of the angle between the Euklidean D-vectors
λ = 2
(
x10
x210
−
x20
x220
)
(155)
and
µ = 2
(
x40
x240
−
x30
x230
)
. (156)
In applications, Y Dl (cos θ) is the zonal spherical function in D dimensions
Its presence reflects the fact that the quantum numbers of a field of
Lorentz spin l are exchanged between legs 1, 2 and 3, 4. But the result holds
for arbitrary polynomials of the form
Y Dl (t) =
E[l/2]∑
k=0
alk(D)t
l−2k , (157)
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i.e. which involves even powers of t for even l, and odd powers for odd l.
E[l/2] is the largest integer ≤ l/2,.
Given the external dimensions δi, the result of the Symanzik integration
formula involves an integration over two independent variables s1, s2 - e.g.
δ12 and δ13 - which determine the six δij = δji subject to the constraint∑
j
δij = δi . (158)
We may equally well consider functions of δi and these variables as functions
of the six δij . Because validity of the Symanzik integration formula presup-
poses
∑
δi = D, they obey
∑
i
∑
j δij = D, but the definition of P
D
l will
make sense for arbitrary δij .
The result will involve functions PDl ({δij}) which are polynomials of de-
gree l in the independent variables among the δij , for given δi, and such that
PDl ({δij})
∏4
i=1 Γ(δi+
l
2
) is a polynomial also in the δi. The only explicit de-
pendence on D, for given {δij}, is through the expansion coefficients a
l
k(D)
of Y Dl (t). Explicitly, the polynomials are defined as follows
PDl ({δij}) =
E[l/2]∑
k=0
alk(D) (δ12 −
1
2
l)k(δ34 −
1
2
l)kPl−2k({δij}) (159)
where Pm depends neither explicitly on D nor on l and is explicitly defined
as follows.
The definition involves a sum over nonnegative integers kij = kji attached
to the four links (ij) = (13), (14), (23), (24). A sum or product over these
four links will be denoted by
∑′ and ∏′ respectively. In the definition of
Pm, the variables are subject to the constraint
∑′ kij = m.
The definition of Pm is as follows.
Pm({δij}) = 2
−mm!
∑
{kij}:
P
′ kij=m
(−)k14+k23∏′ kij!
′∏
(δij)kij
4∏
n=1
Γ
(
δn −
m
2
+
∑
j
kjn
)−1
. (160)
Here as everywhere we use the notation
(α)k = Γ(α + k)/Γ(α) = α(α + 1)...(α + k − 1) ,
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and δn is to be read as
∑
j δnj .
For fixed δi, Pm is a polynomial in the remaining variables, and
∏4
n=1 Γ(δn+
l
2
)Pl−2k({δij}) is a polynomial also in the δn.
The generalization of the Symanzik 4-star formula reads as follows. Given
δi, i = 1...4 subject to the constraint
∑
i δi = D, let cos θ be defined through
eqs.(154)ff. Then
Sl ≡ π
− 1
2
D
∫
dDx0Y
D
l (cos θ)
4∏
i=1
(x2i0)
−δi (161)
= (2πi)−2
∫ ∫
ds1ds2P
D
l ({δij}) (162)
Γ
(
δ12 −
1
2
l
)
(x212)
−δ12Γ
(
δ34 −
1
2
l
)
(x234)
−δ34
′∏
Γ(δij)(x
2
ij)
−δij .
The integrations are as in the ordinary Symanzik 4-star formula. It corre-
sponds to the special case l = 0, with
PD0 ({δij}) =
4∏
i=1
Γ(δi)
−1.
12.2 Derivation of the generalized 4-star formula
One computes
λ2 = 4
x212
x210x
2
20
(163)
µ2 = 4
x234
x230x
2
40
(164)
λµ = 2
(
x213
x210x
2
30
+
x224
x220x
2
40
−
x214
x210x
2
40
−
x223
x220x
2
30
)
. (165)
The multinomial theorem asserts
(λµ)l−2k = 2l−2k
∑
{kij}:
P
′ kij=l−2k
(l − 2k)! (−)k14+k23∏′ kij !
′∏
(x2ij)
kij (x2i0x
2
j0)
−kij
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Inserting the power series expansion (157) of Y Dl , one obtains
π
1
2
DSl =∫
dDx0
E[l/2]∑
k=0
alk(D)(λ
2µ2)−
1
2
l+k(λµ)l−2k
∏
(xi0)
−δi
=
∫
dDx0
E[l/2]∑
k=0
alk(D)2
−l+2k(l − 2k)!(x212x
2
34)
− 1
2
l+k
∑
{kij}:
P
′ kij=l−2k
(−)k14+k23∏′ kij !
′∏
(x2ij)
kij
∏
i
(x20i)
−δ′i , (166)
with
δ′i = δi +
∑
j
kij −
1
2
l + k . (167)
One verifies that
∑
δ′i = D. Therefore the integral can be performed with
the help of the Symanzik 4-star formula. It will involve exponents δ′ij subject
to the constraint
∑
j δ
′
ij = δ
′
i, and produce factors
4∏
n=1
Γ(δ′n)
−1
∏
ij
Γ(δ′ij)(x
2
ij)
−δ′ij
which multiply the preexisting factors (x212x
2
34)
− 1
2
l+k
∏′(x2ij)kij . Transform to
new variables
δij = δ
′
ij − kij , (ij) 6= (12), (34),
δ12 = δ
′
12 +
1
2
l − k ,
δ34 = δ
′
34 +
1
2
l − k . (168)
As a consequence of the constraint on the δ′ij , they satisfy the constraint∑
j δij = δi .
It follows that
Γ(δ′ij) = Γ(δij)(δij)kij , (ij) 6= (12), (34)
Γ(δ′12) = Γ(δ12 −
1
2
l)(δ12 −
1
2
l)k
Γ(δ′34) = Γ(δ34 −
1
2
l)(δ34 −
1
2
l))k
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Inserting this and carrying out the sum over the kij with the help of the
definition of Pm, and the sum over k with the help of the definition of P
D
l
one obtains the final result, eq.(162).
The polynomial properties of Pm and therefore of P
D
l for fixed δi are
obvious from the fact that (α)k = Γ(α + k)/Γ(α) is a polynomial in α of
degree k.∏4
n=1 Γ(δn +
l
2
)Pl−2k({δij}) is a polynomial also in δn because Γ(δn +
l
2
)Γ(δn−
l
2
+k+
∑
j kjn)
−1 is a polynomial. This is so because −l+k+
∑
j kjn
is an integer ≤ −k since
∑
j kjn ≤ l − 2k.
13 Appendix: 3-point vertex functions and
coefficients in the operator product ex-
pansion
13.1 Notations
In D = 2h space time dimensions, let χ = [l, δ = h+ c]. Introduce
χ˜ = [l¯, h− c], (169)
δχ =
1
2
(h+ c− l) (170)
δχ˜ =
1
2
(h− c− l) (171)
l¯ is the conjugate representation to l which is the same as l for symmetric
tensor representations.
I also use the shorthand
(α)k =
Γ(α + k)
Γ(α)
= α(α+ 1) . . . (α + k − 1) .
13.2 The differential operators Dl
Following ref.[14], a convenient alternative expression for the conformal in-
variant 3-point function V can be written down which uses a l-th order
differential operator Dl. It acts on functions of x1 and x2. It is homogeneous
in the complex light-like D-vector z of degree l.
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Dl(δχ + c−, z∇1, δχ − c−, z∇2) is defined by
Dl(a, α; b, β) = (172)
l∑
k=0
(
l
k
)
(a+ k)l−k(b+ l − k)k(−α)
kβl−k
= (a)l(α + β)
lF
(
a+ b+ l − 1,−l; a;
α
α + β
)
where F = 2F1 is the hypergeometric function.
The following identity is valid, and easily checked by use of the binomial
theorem
(a)l(b)l
(
2
x213
)a(
2
x223
)b
(λ · z)l (173)
= Dl(a, z · ∇1; b, z · ∇2)
(
2
x213
)a(
2
x223
)b
with λ = 2
(
x13
x2
13
− x23
x2
23
)
13.3 The un-amputated 3-point vertex function with
one spinning leg
Let χ1 = [0, d1 = h + c1], χ2 = [0, d2 = h + c2], χ = [l, h + c], and c+ =
1
2
(c1 + c2), c− =
1
2
(c1 − c2), and retain the definition δχ =
1
2
(h + c − l) of
subsection 13.1 Using the identity (173), expression (77) for the three-point
function can be written in the alternative form
Vu(x0, χ,x1, χ1,x2, χ2) = (174)
(2π)−h
1
(δχ + c−)l(δχ − c−)l
(
−
2
x212
) 1
2
(h−c+l)+c+
Dl(δχ + c−, z∇1, δχ − c−, z∇2)[(
−2
x210
) 1
2
(h+c−l)+c− (−2
x220
) 1
2
(h+c−l)−c−
]
This involves a Minkowski space scalar product so that −x212 > 0 when x12
is space-like or Euklidean. The 3-point functions in Euklidean space and
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in Minkowski space are obtained from each other by analytic continuation.
iǫ-prescriptions as appropriate for Wightman functions are understood in
Minkowski space. They follow from the spectrum condition.
13.4 The coefficient in the operator product expansion
From the formula (2.34) of [14] for the scalar-leg-amputated coefficient Q− the
un-amputeted coefficient is obtained by changing c1, c2 7→ −c1,−c2, assuming
normalization conditions so that the scalar two-point function in momentum
space for a field of dimension h+c is
(
1
2
p2
)c
, and rewriting the normalization
factor in terms of Nl(c+, c−,−c) by use of eq.(3.42) of ref. [11] . Using the
notation of subsection 13.1, the result is as follows, for the partial Fourier
transform
Qu(p, χ˜; x1, χ1, x2, χ2) = (175)
−(2π)−h
1
Γ(1
2
(h− c + l) + c−)Γ(
1
2
(h− c+ l)− c−)(
−
1
2
x212
)− 1
2
(h+c+l)−c+
Dl(δχ˜ + c−, z∇1, δχ˜ − c−, z∇2)
∫
du[u(1− u)]
h
2
−1
(
1− u
u
)−c− (−x212
p2
) l
2
+ c
2
Jl+c
(
[−x212p
2u(1− u)]
1
2
)
eip[ux1+(1−u)x2]
This is an entire function of p. In Euklidean space, the sign of the scalar
product is reversed, so that p2 = −p2 < 0 and x212 = −x
2
12 < 0. One can
use that z−νIν(zρ) = (e
iπ/2z)−νJν(e
iπ/2zρ) for real ρ in order to express the
result in Euklidean space in terms of the modified Bessel function Il+c.
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