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In this paper we establish a connection between the onset temperature of glassy dynamics with the change
in the entropy for a wide range of model systems. We identify the crossing temperature of pair and excess
entropies as the onset temperature. Below the onset temperature, the residual multiparticle entropy(RMPE),
the difference between excess and pair entropies, becomes positive. The positive entropy can be viewed
as equivalent to the larger phase space exploration of the system. The new method of onset temperature
prediction from entropy is less ambiguous, as it does not depend on any fitting parameter like the existing
methods. Our study also reveals the connection between fragility and the degree of breakdown of the Stokes
Einstein (SE) relation.
I. INTRODUCTION
On fast cooling of liquids, if the crystallization is
avoided, they enter the supercooled state. In the super-
cooled state, many liquids exhibit slow dynamics, leading
eventually to structural arrest in the form of the glass
transition. Since the structure of the liquid in the super-
cooled state does not change much, the main question
arises whether this slow down and eventual arrest/glass
transition is kinetically driven1 or it is a reflection of a
thermodynamic event2,3.
When cooled from high temperature, a glass forming
liquid shows a number of characteristic temperatures over
which qualitative changes occur in the dynamics of the
system. Around the melting temperature one observes
a crossover temperature termed the onset temperature
(Tonset) where the liquid begins to display non-Arrhenius
temperature dependence of the relaxation time4,5 and
sometimes it can be identified from the development of a
plateau in the time correlation functions6. Also, one ob-
serves the emergence of spatially heterogeneous dynamics
near Tonset
7. According to kinetically constrained models
based on the concept of dynamical facilitation, dynamic
heterogeneity is an effect of segregation of fast and slow
particles1,8. On the other hand, RFOT theory, based
on a thermodynamic perspective, describes dynamic het-
erogeneity as an effect of entropy driven nucleation. In-
deed, at the onset temperature there are thermodynamic
changes and the energy of inherent structures (local en-
ergy minima) starts to drop from a near constant value as
the system begins to sample deeper minima in the poten-
tial energy landscape9. This temperature is also found
to be associated with a change in the nature of the local
potential energy minima.4 Thus the crossover tempera-
ture from ‘normal’ to ’slow’ dynamics can be treated as
a)Electronic mail: mb.sarika@ncl.res.in
an onset of slow dynamics4,9,10. On further cooling, the
system reaches a temperature called mode coupling tran-
sition temperature Tc, at which the power law behavior
of the mode coupling theory (MCT) predicts a diver-
gence of the dynamics11,12. Earlier studies have reported
that the saddle order nearby extrema of the potential en-
ergy surface goes to zero at this temperature13–16, thus
connecting a landscape property to the dynamical MCT
transition temperature.
The actual divergence of the dynamical properties oc-
cur at a much lower temperature. At low temperatures,
the dynamical properties like relaxation time (τ) or vis-
cosity (η) grow rapidly with decreasing temperature and
can be fitted to a well known Vogel-Fulcher-Tammann
(VFT) form which may be written as,
τ(T ) = τo exp
[
1
KV FT (
T
TV FT
− 1)
]
, (1)
where KV FT is the kinetic marker for the growth rate
known as fragility, and TV FT is the temperature where
the relaxation time diverges. The laboratory glass tran-
sition temperature Tg is higher than TV FT , so TV FT is
physically unattainable. Empirically it has been found
that for a wide range of systems TV FT is close to the
Kauzmann temperature TK where the configurational en-
tropy goes to zero. The kinetic fragility (KV FT ) has also
been connected to a thermodynamic quantity via Adam-
Gibbs relationship17–28. Thus it appears that all the dy-
namical temperatures have a thermodynamic connection.
Apart from the ones described above, there are a few
other connections between the dynamical transition tem-
peratures and thermodynamics. In a recent work, we
have reported that the configurational entropy can be di-
vided into two parts - pair configurational entropy, Sc2,
and residual multiparticle entropy, ∆S29. Interestingly
the temperature at which Sc2 vanishes is found to be close
to the MCT transition temperature12. The vanishing of
pair configurational entropy (Sc2) implies that the pair
2relaxation times as obtained via the AG relation diverges
at the MCT transition temperature. The AG relation is
based on activated dynamics and MCT is a mean field
theory which at the two body level does not address any
activation. Also note that the microscopic MCT does
not have any apparent connection to entropy. Despite
the absence of any such connection, our study revealed
that the vanishing of Sc2 is closely related to the MCT
transition. In this way, we have further connected a dy-
namical transition temperature Tc to a thermodynamic
temperature TK2.
In this present study we focus on the connection be-
tween the onset temperature and thermodynamics. As
mentioned earlier, from the dynamic point of view, this
temperature is usually associated with the non Arrhe-
nius temperature dependence of the relaxation time and
the stretched exponential behaviour of the time corre-
lation function. It is also identified from the onset of
plateau behaviour of self intermittent scattering function
and the Stokes Einstein breakdown temperature7,30–32.
From the thermodynamic point of view this is the tem-
perature where inherent structure potential energy (eIS)
starts to drop9 and the nature of the local potential en-
ergy minima changes4. Sciortino et al.18,33 have found
that in the supercooled state, the inherent structures al-
most completely decouples from “vibrational” thermody-
namics and have identified a temperature as onset below
which this phenomenon occurs.
Brumer et al11, while connecting the onset to the mi-
croscopic MCT transition temperature, have reported a
different value of Tonset as obtained from fitting the inher-
ent structure energy values to two straight lines. Thus,
we can conclude that there exists an ambiguity in pre-
dicting the onset temperature using different protocols
given that they attempt to assign a particular temper-
ature to the behaviour that may be characterized as a
broad crossover. We find this onset temperature can
be solely described from another thermodynamic quan-
tity, the entropy. We observe that the temperature at
which the two body entropy and excess entropy undergo
a crossing is related to the onset of dynamical coopera-
tivity in supercooled liquids. The residual multi parti-
cle entropy (RMPE)34–37, the difference between the two
body entropy and excess entropy, becomes positive be-
low the crossing temperature. In the present work we
have studied a wide range of systems with varying den-
sities, fragilities to prove that our observation is generic
in nature.
The paper is organized as follows: The simulation de-
tails are given in Sec. II. In Sec. III we describe the
methods used for evaluating the various quantities of in-
terest and provide other necessary background. In Sec.
IV we present the results and discussions. Sec. V con-
tains a brief conclusion.
II. SIMULATION DETAILS
In this study, we perform extensive molecular dynam-
ics simulations for three-dimensional binary mixtures in
the canonical ensemble. The system contains NA parti-
cles of type A and NB particles of type B under peri-
odic boundary conditions. The total number density is
fixed at ρ = N/V with the total number of particles
N = NA + NB and a system volume V . The mod-
els studied here, are the well-known models of glass-
forming liquids: the binary Kob-Andersen Lennard-
Jones (LJ) liquids38and the corresponding WCA version
(WCA)39, the binary Wahnstro¨m (WAHN) liquids40 and
a network-forming (NTW)41 liquid that mimics SiO2
with short-range spherical potentials. The molecular dy-
namics (MD) simulations have been carried out using the
LAMMPS package42. For all state points, three to five
independent samples with run lengths > 100τ (τ is the
α- relaxation time) are analyzed.
A. KALJ and KAWCA: binary mixture of Kob Andersen
Lennard-Jones particles and corresponding WCA version
The most frequently studied model for glass forming
liquids is Kob-Andersen model which is a binary mix-
ture (80:20) of Lennard-Jones (LJ) particles38. The in-
teratomic pair potential between species α and β, with
α, β = A,B, Uαβ(r) is described by a shifted and trun-
cated Lennard-Jones (LJ) potential, as given by:
Uαβ(r) =
{
U
(LJ)
αβ (r;σαβ , ǫαβ)− U (LJ)αβ (r(c)αβ ;σαβ , ǫαβ), r ≤ r(c)αβ
0, r > r
(c)
αβ
(2)
where U
(LJ)
αβ (r;σαβ , ǫαβ) = 4ǫαβ[(σαβ/r)
12 − (σαβ/r)6]
and r
(c)
αβ = 2.5σαβ for the LJ systems (KALJ) and
r
(c)
αβ is equal to the position of the minimum of U
(LJ)
αβ
for the WCA systems (KAWCA)39. Length, tempera-
ture and time are given in units of σAA, kBT/ǫAA and
τ =
√
(mAσ
2
AA/ǫAA), respectively. Here we have simu-
lated Kob Andersen Model with the interaction param-
eters σAA = 1.0, σAB =0.8 ,σBB =0.88, ǫAA =1, ǫAB
=1.5, ǫBB =0.5, mA = mB=1.0. We have performed
MD simulations in the canonical ensemble (NVT) us-
ing Nose´-Hoover thermostat with integration timestep
0.005τ . The time constants for Nose´-Hoover thermostat
are taken to be 100 timesteps. The sample is kept in a
cubic box with periodic boundary condition. System size
is N = 500, NA = 400 (N = total number of particles,
NA = number of particles of type A) and we have studied
a broad range of density ρ from 1.2 to 1.6.
3B. WAHN: : binary mixture of Wahnstro¨m Lennard-Jones
particles
The Wahnstro¨m model, which is a binary mixture
(50:50) of Lennard-Jones (LJ) particles40, follows Lorentz
Berthelot rule of mixing i.e. σAB = (σAA + σBB)/2 and
ǫAB =
√
ǫAAǫBB. The interaction potentials are the
same as in Eq. 2, in which the size, mass, and energy
ratios are given as σAB =
11
6 σAA, σBB =
5
6σAA,mA =
1,mB = 0.5, ǫAB = ǫAA = ǫBB = 1. Length, tem-
perature and time are given in units of σAA, kBT/ǫAA
and τ =
√
(mAσ
2
AA/ǫAA), respectively. System size is
N = 500, NA = 250 (N = total number of particles, NA
= number of particles of type A). The number density of
WAHN mixtures is ρ = 1.2959.
C. NTW: tetrahedral network-forming liquids
We study a model of network-forming liquids41 inter-
acting via spherical short-ranged potentials. This model
is simple model which mimics SiO2 glasses, in which
tetrahedral networks dominate the dynamics. The in-
teraction potentials are given as
Uαβ(r) = ǫαβ [(
σαβ
r
)12 − (1 − δαβ)(σαβ
r
)6]. (3)
Here δαβ is the Kronecker delta function. The inter-
action is truncated and shifted at r = 2.5σαβ . The
size, mass, and energy ratios are given as σAB/σAA =
0.49, σBB/σAA = 0.85,mB/mA = 0.57, ǫAB/ǫAA =
24, ǫBB/ǫAA = 1.
Following the earlier work41, we simulated a system
where N = 500, NA = 165 (N = total number of parti-
cles, NA = number of particles of type A). The number
density of NTW mixtures is ρ = 1.655.
III. DEFINITIONS AND BACKGROUND
A. Relaxation time
We have calculated the relaxation times from the decay
of the overlap function q(t), from the condition q(t) =
1/e. q(t) is defined as
q(t) ≈ 1
N
〈
N∑
i=1
δ(ri(t0)− ri(t+ t0))
〉
. (4)
Again, the δ function is approximated by a Heaviside
step function Θ(x) which defines the condition of over-
lap between two particle positions separated by a time
interval t:
q(t) ≈ 1
N
〈
N∑
i=1
Θ(| ri(t0)− ri(t+ t0) |)
〉
Θ(x) = 1, x ≤ a implying overlap
= 0, otherwise. (5)
For the calculation of q(t) the cut off parameter ‘a’
is chosen as 0.3 for the KA model with LJ and WCA
potentials28 and for the WAHN model. For NTW model,
the cut off parameter for overlap function is taken as
a = 0.232.
Since relaxation times from q(t) and Fs(k, t) behave
very similarly, we have used the time scale obtained from
q(t).
B. Diffusivity
Diffusivities (D ) are obtained from the mean squared
displacement (MSD) of the particles. We have calculated
MSD as follows,
R2(t) =
1
N
∑
i
〈(ri(t)− ri(0))2〉, (6)
and from the long time behavior of MSD, the diffusion
coefficient D can be written as,
D = lim
t→∞
R2(t)
6t
. (7)
At longer time by fitting the MSD with time, we obtain
D from the slope of the fitted plot.
C. Excess Entropy
The thermodynamic excess entropy, Sex, is defined as
the difference between the total entropy (Stotal) and the
ideal gas entropy (Sid) at the same temperature (T ) and
density (ρ)for all the model glass formers. The Sex has
been evaluated using the procedure given in Ref-43. The
entropy was initially evaluated at a high temperature and
low reduced density for each model, where the system
can be assumed to behave as an ideal gas. Entropies
at any other state points, relative to this reference ideal
state point, can be calculated using a combination of iso-
choric and isothermal paths, ensuring that no phase tran-
sitions occur along the path. The entropy change along
an isothermal path is given by,
S(T, V ′)−S(T, V ) = U(T, V
′)− U(T, V )
T
+
∫ V ′
V
P (V )
T
dV,
(8)
and along the isochoric path it is given by,
S(T, V ′)− S(T, V ) =
∫ T ′
T
1
T
(
∂U
∂T
)
V
dT. (9)
4D. Pair entropy
As discussed earlier the excess entropy Sex, defined
as the difference between the total entropy (Stotal) and
the ideal gas entropy (Sid ) at the same temperature
(T ) and density (ρ), can also be expanded in an in-
finite series, Sex = S2 + S3 + ..... = S2 + ∆S using
Kirkwood factorization44 of the N-particle distribution
function45–47. Sn is the “n” body contribution to the
entropy. Thus the pair excess entropy is S2 and the
higher order contributions to excess entropy is given
by the residual multiparticle entropy (RMPE), ∆S =
Sex − S234–37. The pair entropy S2 for a binary system
can be written in terms of the partial radial distribution
functions,
S2
kB
= −2πρ
∑
α,β
xαxβ
∫
∞
0
{gαβ(r) ln gαβ(r)− [gαβ(r) − 1]}r2dr, (10)
where gαβ(r) is the atom-atom pair correlation between
atoms of type α and β, ρ is the density of the system, xα
is the mole fraction of component α in the mixture, and
kB is the Boltzmann constant.
IV. RESULTS
In this paper we mainly focus on the determination of
the onset temperature from the information of different
components of the entropy. However, before we do that
we review the existing methods of Tonset determination.
A. Earlier methods: From Dynamics
The onset temperature has been identified as a tem-
perature where the temperature dependence of relax-
ation time changes from Arrhenius to super-Arrhenius
behaviour9. At high temperatures, the time dependence
of Fs(k, t) is exponential, whereas at lower tempera-
tures, it can be fitted to the Kohlrausch-Williams-Watts
stretched exponential form given by,
Fs(k, t) = exp
[
(t/τ(T ))β(T )
]
, (11)
where the exponent, β < 14,9,48. For KALJ model at
ρ = 1.2 it has been identified as Tonset = 1.0.
Kob et al.6 have identified the onset temperature from
the first time appearance of the plateau in the time
correlation function. They have reported that for the
KA model at ρ = 1.2 the plateau appears at T = 0.8.
Chakravarty et al. have identified the Tonset from the
onset of the plateau in MSD and for KA model at the
same density this has a higher value43. We plot q(t) of
KA model at ρ = 1.2 for different temperatures in Fig.
1. As shown in Fig. 1, it is difficult to exactly identify
a particular temperature at which the plateau begins to
appear. The value of Tonset from the appearance of the
plateau for the different systems are given in TableI.
0.001 0.01 0.1 1 10 100
t
0
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T=0.70
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FIG. 1. Overlap function q(t) at different temperatures
for LJ system at ρ = 1.2. From this figure, it is difficult to
identify a particular temperature at which the plateau arises.
B. Earlier Method: From potential energy landscape
As mentioned earlier the onset temperature has also
been connected to energy landscape4,9. Sastry et al.9
demonstrated that below the onset temperature, the av-
erage inherent structure potential energy (< eIS >) of
the systems decreases drastically with decreasing tem-
perature, and above it, the < eIS > is a constant. They
have argued that above Tonset the dynamics is landscape
independent and below it, the dynamics is “landscape in-
fluenced”. For KA LJ model at ρ = 1.2, they have identi-
fied Tonset = 1.0
9. It has also been shown that there is a
change in the nature of local potential energy minima at
this temperature4. Brumer and Reichman have followed
the same protocol and identified the onset temperature
for KA model at T = 0.9 by fitting two straight lines
to high and low temperature regions11. They have also
solved the microscopic MCT using the inputs of the sim-
ulated static correlation function and have shown that
the transition temperature as predicted by this theory is
higher than that predicted by fitting the simulated dy-
50 1 2 3 4 5
T
-7.68
-7.66
-7.64
-7.62
-7.6
-7.58
-7.56
-7.54
<
e>
IS
LJ 1.2
T
onset=0.78 
FIG. 2. Average inherent structure energy (< eIS >) vs. tem-
perature for KA LJ model. The solid lines are straight line
fits to high and low temperature slopes. The onset temper-
ature can be defined from the point where the two lines un-
dergo crossover11 or from the drop of average inherent struc-
ture energy9. Following the same protocol as mentioned in
Ref-11 we find Tonset = 0.78 for KA model at ρ = 1.2. Note
that, the onset temperature determination from this method is
extremely fitting depended.
namics to the MCT predicted power law behaviour11.
Moreover, they have shown that the transition temper-
ature predicted by microscopic MCT is similar to the
onset temperature. However, note that the identifica-
tion of the onset temperature is fitting dependent. As
shown in Fig.2 we perform a similar fitting exercise, and
by changing the fitting range we can identify the onset
temperature near 0.78.
Sciortino et al.33 have shown that below a certain tem-
perature, the harmonic basin approximation used to cal-
culate the vibrational entropy is valid. They have identi-
fied this temperature as onset temperature below which
the the thermodynamics of the inherent structures decou-
ples from the “vibrational” thermodynamics. They have
used the same basin entropy estimate to infer the config-
urational entropy and at high temperatures, a harmonic
basin entropy estimate fails. Thus they have identified
this T = 0.8 as an onset temperature for KA model.
Note that all the methods require the same inherent
structure energy as input, but predicts different temper-
atures as “onset”. Thus, in the literature even in the de-
termination of Tonset from thermodynamics, there exists
an ambiguity. The values of Tonset for different systems
as obtained by fitting eIS to two different straight lines
are given in Table I.
TABLE I. The value of onset temperatures as obtained from
different methods for different systems.
ρ = 1.2 ρ = 1.4 ρ = 1.6 WAHN NTW
LJ WCA LJ WCA LJ WCA
TPlateau−arises 0.9-0.8 0.7-0.6 1.7-1.6 1.6-1.4 3.25-2.75 3.25-2.75 1.0-0.9 0.51-0.44
TeIS−drop 0.9-0.78 0.7-0.6 1.6-1.5 1.5-1.4 2.80-2.85 2.8-3.75 0.8-0.75 0.55-0.5
TSEbreakdown 0.781 0.609 1.57 1.43 2.782 2.707 0.8 0.492
Tcrossing 0.77 0.61 1.50 1.43 2.86 2.85 0.86 0.58
C. Earlier Method: From Stokes Einstein Breakdown
According to SE relation the Dη/T should be indepen-
dent of the temperature where D is the diffusion coeffi-
cient and η is the viscosity. Since via simulation studies
it is demanding to calculate the η, often η is replaced by
the relaxation time, τ . In literature it has been found
that η ∝ τ/T 49–51, hence Dτ is treated as a numerical
quantity to investigate the validity of the SE relation.
In the last few decades, several experiments and simu-
lation studies have conclusively shown that the SE re-
lation breaks down at low temperature52–56. Although
some studies claim that the breakdown of the SE rela-
tion occurs around the mode coupling temperature Tc
57,
a couple of simulation studies show that it is connected to
the crossover from high-temperature to low-temperature
behavior, referred to as the onset temperature of slow
dynamics7,9.
In this present work, we study the SE breakdown for
KA model with LJ and WCA potentials at different den-
sities, WAHN model at ρ = 1.2959 and NTW model
at ρ = 1.655. We plot SE breakdown in Fig. 3a and
the fitting parameters are given in the Table II. At high
temperature the systems follow D ∼ τ−α where the ex-
ponent α ∼ 1 for all the systems, supporting the validity
of SE relation at high temperatures. However at low
temperatures the exponent α′ in the relation D ∼ τ−α′
shows a deviation from unity. The degree of the depar-
ture of the value of α′ from unity gives a measure of the
breakdown. The value of α′ and its connection to the
fragility will be addressed later. As reported earlier31,
the SE breakdown for all the systems happen at a par-
6ticular value of alpha-relaxation time (τ ≈ 4.92 as seen in
Fig.3a). The breakdown temperature is identified from
the temperature dependence of relaxation time as given
in Fig.3b. We have tabulated the SE breakdown temper-
atures in Table I. The breakdown temperature for the
LJ system at ρ = 1.2 is close to that reported by Sen-
gupta et al.7, but higher than that predicted by Szamel
et al.
31. Note that, this result is also completely fitting
dependent. For NTW model the breakdown temperature
obtained from our study is similar to that predicted by
Szamel et al.32 by using the viscosity as a marker for sol-
vent dynamics. Note that in a recent study it has been
shown that the SE breakdown temperature depends on
the wave number at which the relaxation time is calcu-
lated. The breakdown temperature decreases with the
wave number58 However, the temperature, at which the
SE relationship breaks down between diffusion coefficient
and viscosity, is similar to the onset temperature.
Note that our study of SE breakdown also shows that
the degree of SE breakdown is correlated with fragility.
We find that the systems which are more fragile show a
larger departure from SE prediction (note the values of α′
in Table II). This is similar to that found for the square
well fluids59. For the NTW model the difference between
α and α′ is very little. This is similar to the observation
by Mishra et al.60 where they have found that for strong
liquids there is no change in exponent in the SE relation.
TABLE II. The exponents obtained from Fig. 3 have been
given below. The breakdown is maximum (α′ is lowest )for
the WAHN system which is most fragile among the systems
studied here and the breakdown is minimum (α′ is highest)
for NTW model which the strongest system among all.
ρ = 1.2 ρ = 1.4 ρ = 1.6 WAHN NTW
LJ WCA LJ WCA LJ WCA - a=0.2
α 1.024 1.061 1.032 0.987 0.981 0.987 1.001 1.030
α′ 0.803 0.793 0.788 0.777 0.808 0.772 0.6139 0.851
D. Present Method: Connection with Entropy
Here we aim to explore a connection between onset
temperature and entropy. The present method appears
to be less ambiguous and is independent of numerical fit-
tings. We have calculated the excess entropy and pair
entropy as mentioned in the earlier section (Sec-III). As
we lower the temperature, we find that both the entropies
decrease at different rates. The common belief is that the
many body interaction slows down the dynamics, thus S2
should be higher than Sex. As expected, at high temper-
atures S2 is higher than Sex, however as temperature
decreases the S2 becomes smaller than Sex. This gives
rise to a crossing between the two entropies. Thus the
RMPE, ∆S, undergoes a change in sign, being negative
at high temperatures and positive at low temperatures.
We identify the temperature at which ∆S = 0, where
S2 and Sex have a crossing, as the “onset temperature”.
Note that the change in sign of ∆S predicts a role reversal
of multiparticle entropy in the dynamics29. The positive
value of RMPE means that it contributes to the increase
in the entropy. Thus, the effect of RMPE on dynamics is
similar to activation and helps the system to explore more
phase space. Note that the temperature corresponding to
zero RMPE has also been identified as the freezing tem-
perature in three dimension34,35,37,61. In Fig.4 we plot
S2 and Sex for all the models and tabulate the crossing
temperature in Table I. Within the error bar of S2 and
Sex calculation we can precisely identify the Tcrossing.
We like to emphasis that this method is independent of
any fitting procedure. We find that as density increases
the crossing temperatures of the LJ and WCA systems
come closer which is consistent with our earlier obser-
vation where we find that different dynamical and ther-
modynamical quantities for LJ and WCA systems come
closer as the density increases62. For all the systems, we
can identify this crossover temperature as the tempera-
ture where the plateau in q(t) first appears (not shown
here) and the SE relation shows a breakdown. Our re-
sult is similar to an earlier observation where it has been
shown that the growth of domains of locally preferred
structures (which should lead to many body correlation)
signals the onset of slow-dynamics63.
V. CONCLUSION
While cooling, the behaviour of a liquid undergoes
a transition at a temperature below which the land-
scape properties of the system starts to contribute to
its dynamics9. This is often referred to as the onset tem-
perature. The identification of the onset temperature is
tricky and there have been multiple routes to identify the
temperature both using thermodynamical and dynamical
properties of the system. In this work we review the ex-
isting methods of the onset temperature determination
and find that there exists an ambiguity in determining it
both from dynamics as well as from thermodynamics. In
most of the cases, the methods require fitting parameters
which reduce the accuracy.
In this present study we explore a connection between
the onset temperature and the entropy for a wide range
of systems by varying density and fragility. We inde-
pendently calculate the excess entropy, Sex and its pair
counterpart, S2. The difference between these two en-
tropies is considered as the residual multiparticle entropy
(RMPE), which has contribution from higher order cor-
relations. At high temperature, since the higher order
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FIG. 3. (a)Diffusion coefficient vs relaxation time for all
the systems. The solid lines are fit of the data to D ≈ τ−α
at high temperature and D ≈ τ−α′ at low temperature. The
exponent values are given in Table II. We find the SE break-
down occurs almost at a particular value of relaxation time
for all the systems. Note that the SE breakdown tempera-
ture is also fitting dependent. (b) The plot of relaxation time
(τ ) vs. temperature for different systems. The dashed lines
are VFT fits. We can identify the temperature at which the
SE breakdown occurs. The vertical dash dotted line in (a)
corresponds to the horizontal dash dotted line in (b).
correlations slow down the dynamics, the Sex is smaller
than the S2. However, the temperature dependence of
Sex and S2 are different. At a certain temperature, they
cross each other and the Sex becomes higher than S2.
Thus, the RMPE undergoes a change in sign, being nega-
tive at high temperature and positive at low temperature.
The role of RMPE in the dynamics also changes with the
change in the sign. At high temperature where RMPE
is negative, it slows down the dynamics. The positive
value of RMPE actually speeds up the dynamics over the
value predicted by the two body part29. Thus, its effect
on the dynamics is similar to that of activation. Positive
value of RMPE increases the entropy of the system and
activation helps the system to overcome the barrier in
the landscape and eventually explore more phase space.
Note that activation is also believed to be a many body
process. We identify the temperature of zero residual
multiparticle entropy as the “onset temperature” below
which the RMPE is positive. In this present method we
do not use any fitting parameter to identify the onset,
thus it is expected to be a less ambiguous method.
Note that in 3-D the ∆S = 0 is also connected to the
freezing temperature34. However it has been shown that
this connection does not exist in other dimensions61. It
will be interesting to study the correlation between Tonset
and Tcrossing in other dimensions.
As mentioned above we expect the RMPE to play the
role of activation in the dynamics. It will also be inter-
esting to understand the role of RMPE in systems which
are mean field in nature and where activation is known
not to play a dominant role.
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FIG. 4. The crossing between S2 and Sex for different models-
(a-c) KA model with LJ and WCA potentials at different
densities, (d) WAHN model, (e) NTW model. As density
increases, the values of crossing temperature for KALJ and
KAWCA systems come closer. The crossing temperature can
be identified as the “onset temperature”.
