We introduce the point spectrum of a represented spaces as a substructure of the Medvedev degrees. The point spectrum is closely linked to isomorphism type of a space w.r.t. countably continuous maps, and via this, also with the dimension. Through this new connection between descriptive set theory and degree theory (as part of computability theory) we can answer several open questions.
Introduction
We associate a substructure of the Medvedev degrees with a represented space, which we call its point degree spectrum. Recall that computable metric spaces [49] and quasi-Polish spaces [9] can be seen as special cases of represented spaces. This substructure provides an invariant for countably computable isomorphisms. For Polish spaces, this invariant appears to be an effective counterpart to some dimension-related properties of spaces.
The present paper contributes to the following research programmes:
• In the context of computable analysis, there has for a long time been an interest in how complicated the set of codes of some element in a suitable spaces may be. Pour-El and Richards [41] observed that any real number, and more generally, any point in a Euclidean space, has a Turing degree. They subsequently raised the question whether the same holds true for any computable metric space. Miller [32] later proved that C([0, 1], [0, 1]) and [0, 1] ω contain points which lack Turing degrees, i.e. have no simplest code w.r.t. Turing reducibility.
Our definitions provide a general framework for questions of this kind (and in particular, generalize [32] ). We can also prove that all points in a Polish space have Turing degrees if and only if the small inductive dimension of that space exists 1 .
• Extending the preceding point, conditions on the point degree spectrum of a space naturally appear in elimination results for Weihrauch degrees (e.g. [4, 3, 18, 23, 5] ) proven with the help of recursion theory. One such example is [5, Theorem 14.11] showing that a single-valued probabilistic function into a space where points have Turing degrees is already computable, by employing a theorem by Sacks [43] . Another example is hidden in [22] by the first author, and will be extracted in the present paper.
• When studying Polish spaces up to countably continuous isomorphisms (an endeavor belonging to descriptive set theory) as done e.g. in [33] by Motto-Ros,Schlicht and Selivanov, dimension is a highly useful invariant. Dimension (precisely, small inductive dimension) is less well-behaved for quasi-Polish spaces though, as observed in [33] . The point degree spectrum provides an invariant generalizing the role of the small inductive dimension to more general spaces. In particular, we answer an open question from [33] whether there are more than two equivalence classes of perfect Polish spaces w.r.t. countable continuous isomorphisms in the positive.
• This work is part of a general development to study the descriptive theory of represented spaces, together with approaches such as synthetic descriptive set theory proposed in [38, 37] .
• There are various instances of properties of spaces and sets that start making sense for points in an effective treatment. Martin-Löf randomness of points corresponds to Lebesgue measure of sets and 1-genericity is the analogue to being co-meagre [35] . Likewise, effective Hausdorff dimension [27, 28, 29] is applicable to individual points. In all these cases, individual points can carry some amount of complexity -e.g. a Martin-Löf random point is in some sense too complicated to be included in computable Π 0 2 -set having effectively measure 0. Our work provides an effective notion corresponding to topological invariants such as small inductive dimension or metrizability, and e.g. allows us to say that certain points are too complicated to be (computably) a member of a (finite-dimensional) Polish space.
Side-results include a characterization of represented spaces with effectively-fiber-compact representations (which are relevant for complexity approaches to complexity theory along the lines of Weihrauch 's [50] ) as precisely the computable metric spaces.
Background

Represented spaces
We briefly present some fundamental concepts on represented spaces following [36] . A represented space is a pair X = (X, δ X ) of a set X and a partial surjection δ X :⊆ N N → X. A function between represented spaces is a function between the underlying sets. For f : X → Y and F :⊆ N N → N N , we call F a realizer of f (notation F ⊢ f ), iff δ Y (F (p)) = f (δ X (p)) for all p ∈ dom(f δ X ), i.e. if the following diagram commutes:
A map between represented spaces is called computable (continuous), iff it has a computable (continuous) realizer. Similarly, we call a point x ∈ X computable, iff there is some computable p ∈ N N with δ X (p) = x.
Based on the UTM-theorem, we can introduce the space C(X, Y) of continuous functions between X and Y such that function evaluation and the other usual notions are computable.
In the following, we will want to make use of two special represented spaces, N = (N, δ N ) and S = ({⊥, ⊤}, δ S ). The representation are given by δ N (0 n 10 N ) = n, δ S (0 N ) = ⊥ and δ S (p) = ⊤ for p = 0 N . It is straightforward to verify that the computability notion for the represented space N coincides with classical computability over the natural numbers.
We then have the space O(X) ∼ = C(X, S) of open subsets of a represented space X by identifying a set with its characteristic function, and the usual set-theoretic operations on this space are computable, too. We write A(X) for the space of closed subsets, where names are names of the open complement.
The canonic function κ X : X → O(O(X)) mapping x to {U ∈ O | x ∈ U } is always computable. If it has a computable inverse, then we call X computably admissible. Admissibility in this sense was introduced by Schröder [45, 44] . Intuitively, the computably admissible represented spaces are those that can be understood fully as topological spaces.
A particularly relevant subclass of represented spaces are the computable Polish spaces, which are derived from complete computable metric spaces by forgetting the details of the metric, and just retaining the representation (or rather, the equivalence class of representations under computable translations). Forgetting the metric is relevant when it comes to compatibility with definitions in effective descriptive set theory as shown in [13] . Definition 1. We define a computable metric space with its Cauchy representation such that:
1. A computable metric space is a tuple M = (M, d, (a n ) n∈N ) such that (M, d) is a metric space and (a n ) n∈N is a dense sequence in (M, d). 
The relation
We thus see p ≤ T q ⇔ {p} ≤ M {q}, and can indeed understand the Turing degrees to be a subset of the Medvedev degrees. The continuous degrees were introduced by Miller in [32] . Enumeration degrees have received a lot of attention in recursion theory, and were originally introduced by Friedberg and Rogers [11] . In both cases, we can provide a simple definition directly as a substructure of the Medvedev degrees later on.
A further reducibility notion is relevant, although we are not particularly interested in its degree structure. This is Muchnik reducibility ≤ w [34] , defined again for sets A, B ⊆ N N via
, but the converse is false in general. In particular, we can and will consider Muchnik reducibility as a partial order on M. A detailed investigation of both Medvedev and Muchnik degrees can be found in [16, 17] .
Dimension theory
As general source for dimension theory, we point to Hurewicz and Wallman [20] . The small inductive dimension of subsets of a topological space is an ordinal number defined by dim(∅) = −1, and:
In words, any point of a space must have arbitrarily small closed neighbourhoods whose boundary has strictly smaller dimension than that of the space itself. If the dimension of a space X is not well-defined by the above expression, we write dim(X) = ∞ and call X infinite dimensional. If dim(X) is some countable ordinal, then X is called countably dimensional. Note that a Polish space is either countably dimensional or infinite dimensional.
Proof. Any non-trivial boundary is homeomorphic to [0, 1] ω again, so the induction is not wellfounded.
While the notion of (inductive) dimension is well-defined for general topological spaces, it does display some oddities once non-metrizable spaces are considered. For example, dim(S) = 1 and dim(N < ) = ∞, where N < = (N, {{0, . . . , n} | n ∈ N} ∪ {∅, N}). There is a very nice decomposition result for Polish spaces though: Theorem 3 (e.g. Hurewicz and Wallman [20, p50-51] ). The following are equivalent for a Polish space X:
Non-uniform computability and countable continuity
There are four variants of classes of functions that are similar to countable continuity (including countable continuity) itself, two effective and two non-effective versions (with the latter being the relativizations of the former). The distinction between the concepts of the same magisteria is easily missed -and in fact, for functions between sane spaces, they actually coincide. countably continuous if there are sets (X n ) n∈N such that X = n∈N X n and each f | Xn is continuous.
non-uniformly computable if for any p ∈ dom(δ X ) there is a q ≤ T p with δ Y (q) = f (δ X (p)).
non-uniformly computable w.r.t. some oracle if there is some r ∈ N N such that for any p ∈ dom(δ X ) there is a q ≤ T p, r with δ Y (q) = f (δ X (p)).
Note that by non-uniform computability sometimes the weaker property that every computable input has a computable output is meant. In most uses of the term in similar work however, it does not actually matter which of the two definitions is employed. The following table summarizes the implications between the different concepts -and all implications are strict! countably computable ⇒ countably continuous ⇓ ⇓ non-uniformly computable ⇒ non-uniformly computable w.r.t. some oracle It is to be expected that the definition of countably continuous appears far more appealing than that of non-uniformly computable w.r.t. some oracle -and the former has been studied quite extensively in the literature, whereas the latter probably appears only in [2] . However, non-uniform computability is ultimately better behaved than countable computability -and again, the former has been studied before quite extensively, whereas the latter less so. Luckily, for a large class of spaces, these pairs of definition coincide, and removing the requirement to choose amongst them.
We will often be interested in isomorphisms of a particular kind, this always means a bijection in that function class, such that the inverse is also in that function class. For notation, let ∼ = c be computable isomorphism, ∼ = T c continuous isomorphism, ∼ = σ be isomorphism by countably computable functions and ∼ = T σ is countably continuous isomorphism. By ∼ = ν we denote nonuniform computable isomorphisms, the relativized version again is ∼ = T ν . For any of these notions, we write X ≤ Y with the same decorations on ≤ if X is isomorphic to a subspace of Y in that way. If X ≤ Y and X is not isomorphic to Y in the designated way, then we also write X < Y, again with the suitable decorations on <. If ≤∈ {≤ σ , ≤ T σ , ≤ ν , ≤ T ν } then the Cantor-Bernstein argument can be used to show that X ≤ Y ∧ Y ≤ X implies that X and Y are isomorphic w.r.t. the corresponding function class.
Non-uniform computability and Weihrauch reducibility
The claim that non-uniform computability is better behaved than countable computability shall be substantiated by a brief detour to Weihrauch reducibility. Let N be the lower set in the Weihrauch degrees W induced by functions of type f : X → N. One can easily see that N is an ideal (in the terms of [7] ), and even more closed under both × and ⋆. The existence of a minimal pair of Turing degrees shows that N is not a prime ideal, though. The functions in N are exactly those multivalued functions f : X ⇒ Y satisfying that for any p ∈ dom(δ X ) there is some q ∈ δ −1 Y (f (δ X (p))) such that q ≤ T p -i.e. the non-uniformly computably functions (cf. [8, Proposition 3] ). Alternatively, they can be understood as those computable with discrete advice [52] .
We will use N on the right hand side of statements about Weihrauch-reduciblity as if it were a Weihrauch degree, this is shorthand for the existence of some member of N making the statement true. As 0 ∈ N, having N on the left hand side would always yield a true statement.
We can compare this to the same statement holding true for T, the Turing degrees embedded canonically into the Weihrauch degrees, in place of N. Note also that f
Likewise, we can introduce Weihrauch-reducibility up to non-uniform computability as f ≤ ν W g :⇔ f ≤ W g ⋆ N. By combining the two notions, we obtain f ≤ c,ν
The functions in T × N are precisely the functions that are non-uniformly computable w.r.t. some oracle.
Point degree spectra
Now we move on to the main concept of the present paper:
be the point degree spectrum of X.
We observe that if X ⊆ Y then Spec(X) ⊆ Spec(Y), and if X ∼ = Y, then Spec(X) = Spec(Y) (the latter making sure that the point degree spectrum is a well-behaved property of represented spaces).
Observation 7. Some spectra of known spaces:
This is essentially the definition of the continuous degrees given by Miller in [32] . As any separable metric space embeds into the Hilbert cube [0, 1] N , we find in particular that Spec(X) ⊆ C for any computable metric space X.
Spec(O(N)) =: E
A straight-forward comparison with the usual definition of enumeration degrees shows this.
As mentioned above, we shall use this observation as the definition of E. As any countably based admissible space embeds into O(N), we find that Spec(X) ⊆ E for all those spaces.
Theorem 8. The following are equivalent for a represented space X:
The point spectrum is preserved by computable isomorphism and Spec n∈N X n = n∈N Spec(X n ), so the claim follows.
Observation 9. If X and Y have uniformly proper representations (this includes all computable metric spaces), then the X n may be assumed to be Π 0 2 -sets. Compare the preceding theorem with Theorem 3 and the observation that any metric space admits a uniformly proper representation to obtain: Corollary 10. The following are equivalent for a Polish space X:
Using the Cantor-Bernstein-argument, we can show that the point spectrum (almost) classifies a space up to countably computable isomorphisms:
Note that the relativization of Theorem 12 is ∃t ∈
With this, the point spectrum can help to investigate the complexity of isomorphisms between (e.g.) quasi-Polish spaces as done in [33] :
Proof. This follows from relativizing Miller's observation in [32] that the enumeration degrees are a proper superset of the continuous degrees.
Proof. E.g., let X contain all points with Turing degrees. Such a construction will not yield a Polish space, of course.
The subspace of [0, 1] ∞ containing precisely the points without Turing degrees also has the property that it is infinite dimensional, but has no uncountable subspace that embeds computably into a countably dimensional Polish space. That this remains true even relativized was shown in [39] .
The notion of the point spectrum is also useful to understand the precise relationship between relativized non-uniform computability and countable continuity. Say that Medvedev and Muchnik reducibility coincide for some subset D ⊆ M, if for any A ∈ M, B ∈ D we find that
Theorem 15. For a space X, the following properties each imply the following:
Proof. ¬2. ⇒ ¬1. With the negation of 2., we find that for any p ∈ {0, 1} N there is some
Now consider the function f : {0, 1} N × X → Y mapping (p, x p ) to p, and any other point to 0 N . The construction of Y makes f non-uniformly computable. Now assume there is some oracle q = 0 N , such that {0, 1} N × Y admits a decomposition into parts 3 such that f restricted to any part is computable relative to q. But now the relative computable realizer on the part containing (q,
Then there is a cover (A n ) n∈N of dom(δ X ) such that f has a realizer that is computable relative to q on each A n . This in turn implies that for any
. Let X n be the set of all x such that the n-th TM witnesses the latter claim. Then f | Xn is computable via the n-th machine relative to q, and X = n∈N X n , i.e. f is countably continuous.
Then Medvedev and Muchnik reducibility do not coincide for any relativization of Spec(X). Hence, we find that there is a function defined on X that is non-uniformly computable but not piecewise continuous.
Theorem 17 ([46] , cf [32] ). Medvedev and Muchnik reducibility coincide for Spec(O(N)).
Corollary 18. Let X be a countably based admissible space. Then for f : X → Y, relativized non-uniform computability and countably continuity coincide.
This allows to strengthen Corollary 13 to:
Recently, Motto-Ros found a set-theoretic proof of Corollary 13, which can be generalized to obtain separation results for point degree spectra based on properties of the specialization orderof the space. Recall that the specialization order ≺ on a topological space X is defined via x ≺ y :⇔ x ∈ {y}. In particular, the specialization order on O(N) coincides with subsetinclusion. The T 1 separation property asserts that no two elements are comparable w.r.t. ≺, i.e. that the specialization order is a single antichain.
2. If (X, ≺ X ) contains an antichain of length κ, then so does (Y, ≺ Y ).
Proof. By assumption κ is not expressible as the sum of ℵ 0 -many cardinals smaller than κ. When restricting to subspaces, the specialization order remains unchanged. Thus, any countable partition of X must involve some piece containing a (anti)chain of length κ, too. The homeomorphism to a subset of Y then ensures that such a chain is present in Y, too.
Corollary 21. Let R < be the reals with the lower topology. Then R| T σ R < .
Proof. As a T 1 -space of cardinality 2 ℵ 0 , the specialization order of R is an antichain of length 2 α 0 . On the other hand, the specialization order of R < is a chain of length 2 ℵ 0 .
Internal characterization of continuous degrees through a metrization theorem
In this section, we will provide a rather strong metrization theorem, namely that any computably admissible space with an effectively fiber-compact representation can be computably embedded in a computable metric space. This also gives us a characterization of the continuous degrees inside the Medvedev degrees that does not refer to represented spaces at all.
. It is known that any computable metric space has a computably admissible effectively fiber-compact representation (e.g. [50] ).
We shall prove that the converse holds, too, based on the following two lemmata and a result by Weihrauch.
Lemma 24. Let X admit an effectively fiber-compact representation. Then there is a space Y such that:
1. X ֒→ Y (as a closed subspace), 2. Y has an effectively fiber-compact representation, 3. Y has a computable dense sequence,
Proof. Construction of Y: We start with some preliminary technical notation. Let Wrap :
Let the presumed representation of X be δ X :⊆ {0, 1} N → X. Our construction of Y will utilize a notation ν Y : {0, 1} * → Y ′ as auxiliary part, this notation (or alternatively, equivalence relation on {0, 1} * ) will be dealt with later. We set Y = X ∪ Y ′ (in particular, we add only countably many elements to X) and then define
In order to define ν Y , we do need to refer to the effective fiber-compactness of δ X . From the function realizing x → δ −1 X ({x}) : X → A({0, 1} N ) we can obtain an indexed family of finite trees (T w ) w∈{0,1} * with the following properties:
1. Each T w has height |w|.
Proof of the properties: To see that X ֒→ Y it suffices to note that both Wrap and Wrap −1 are computable. That X embeds as a closed subspace follows from dom(Wrap −1 ) being closed in {0, 1} N .
Next we shall see that δ Y is effectively fiber-compact by reversing the step from the function
Thus, the function that maps p to the set of all infinite pathes through n∈N T ′ p ≤n does define some function t : {0, 1} N → A({0, 1} N ), and one can verify readily that t
It is clear that Y has a computable dense sequence: Fix some standard enumeration ν : N → {0, 1} * , and consider (y n ) n∈N with y n = δ Y (0ν(n)(1) . . . 0ν(n)(|ν(n)|)1 ω ).
It remains to show that if δ X is admissible, so is δ Y . It is this step which requires the identification of some points via ν Y , and through this, also depends on δ X being effectivelyfiber-compact. Given some tree encoding some δ −1 Y ({x}), we need to be able to compute a path through it. As long as the tree seems to have a path without repeating 1's, we lift the corresponding map for δ X . If x = ν Y (w) for some w ∈ {0, 1} * , we notice eventually, and can extend the current path in a computable way by virtue of the identifications.
The preceding lemma produces spaces with a somewhat peculiar property: The designated dense sequence is an open subset of the space, unlike the usual examples. In [12] , Gregoriades has explored a general construction yielding Polish spaces with such properties (cf. [14, Theorem 2.5]), which in particular serves to prevent effective Borel isomorphisms between spaces.
Lemma 25. Let X admit a computably admissible effectively fiber-compact representation. Then X is computably regular.
Proof. The properties of the representations mean that we can consider X as a subspace of A({0, 1} N ) containing only pair-wise disjoint sets. Let A ∈ A(A({0, 1} N )) be a closed subset in X. Note that we can compute A ∈ A({0, 1} N ), as every infinite path computes the relevant tree. Furthermore, given x ∈ X ⊆ A({0, 1} N ) and A, we can compute x ∩ A ∈ A({0, 1} N ). As X only contains pair-wise disjoint points, this set is empty if and only if x and A are disjoint. As {0, 1} N is compact, the corresponding tree will have to die out at some finite level, which means that the trees for x and A are disjoint below this level. Let I be the vertices at this level belonging to x. We may now define two open sets U I , U I C ∈ O(A({0, 1} N )) by letting U X for X ∈ {I, I C } accept its input sets A as soon as A∩X{0, 1} N = ∅ is verified. Then U I ∩U I C = {∅}, thus X ∩ U I and X ∩ U I C are disjoint open sets. Moreover, we find A ⊆ U I and x ∈ U I C , so the two open sets are those we needed to construct for computable regularity.
Theorem 26. A represented space X admits a computably admissible effectively fiber-compact representation iff X embeds computably into a computable metric space.
Proof. The ⇐-direction is present e.g. in [50] . We can use Lemma 24 to make sure w.l.o.g. that X has a computable dense sequence. By Lemma 25, the space is computably regular. As shown in [15, 51] , a computably regular space with a computable dense sequence admits a compatible metric.
Intermediate Point Degree Spectra in Computability Theory
Let Pol and CP be the set of all uncountable Polish spaces and the set of all uncountable compact Polish spaces, respectively. We would like to know the structure of Pol/ ∼ = σ , i.e. either of the equivalence classes w.r.t. countably continuous isomorphisms, or equivalently, the structure of those substructures of the Medvedev degrees that arise as point spectra of uncountable Polish spaces up to relativization.
It is well-known that for every X ∈ Pol:
Problem 28 (cf. [33] ). Does there exist a X ∈ Pol satisfying the following?
Or equivalently, does there exist a third degree structure of Polish spaces?
Note that it is nontrivial even whether there exists X ∈ Pol such that X is not transfinite dimensional, but X does not contain a Hilbert cube as a subspace, i.e., {0, 1} N < T σ X < T c [0, 1] N . One can see that there is no difference between the structures of σ-dimension types of uncountable Polish spaces and uncountable compacta.
Proof. Let X be an uncountable Polish space.
Lelek [25] showed that every Polish space X has a compactification γX such that γX \ X is countable-dimensional. It suffices to show that γX satisfies X ∼ = T σ γX. Clearly X ≤ c γX. Then, we have γX \ X ≤ T σ {0, 1} N ≤ T σ X, since X is uncountable Polish and γX \ X is countable-dimensional. Consequently, X, γX \ X ≤ T σ X, and this implies γX = X ∪ (γX \ X) ≤ T σ X.
Now, we provide a concrete example having an intermediate degree spectrum. We say that a point (r n ) n∈N ∈ [0, 1] N is an ω-left-pseudojump of x ∈ 2 N if r n+1 is left-c.e. in x, r 0 , r 1 , . . . , r n uniformly in n ∈ N. We can fix an effective enumeration of all ω-left-pseudojumps of x uniformly in x ∈ N. Note that in classical recursion theory, an operator Ψ is called a pseudojump or a CEAoperator if there is a c.e. procedure W such that Ψ(A) = A, W (A) for any A ⊆ N. An ωpseudojump (an ω-CEA-operator) is the ω-th iteration of a uniform sequence of pseudojumps. We say that a continuous degree is ω-left-pseudojump-above or ω-left-CEA if it contains an ωleft-pseudojump r of a point z ∈ 2 N such that z ≤ r r. The point degree spectrum of the space ωCEA (as a subspace of [0, 1] N ) can be described as follows. Proof. Consider the Scott set A z = {x ∈ 2 N : (∃n ∈ N) x ≤ T z (ω·n) }. Suppose for the sake of contradiction that a point p = (e, x, r) ∈ ωCEA realizes A z . Then, x ≤ r r implies x ∈ A z . Then, x ≤ T z (ω·n) for some n ∈ N. However, p = (e, x, r) ≤ r x (ω) ≤ T z (ω·(n+1)) since r is ω-left-CEA in x. In particular, z (ω·(n+2)) ≤ r p, which contradicts z (ω·(n+2)) ∈ A z .
Consequently, the ω-left-CEA space is not countably isomorphic to Hilbert cube. Note that Day and Miller [10] showed that every countable Scott set I is realized by a neutral measure. Hence, we can also conclude that there is a neutral measure whose continuous degree is not ω-left-CEA.
We can deduce a separation result for a wider class of spaces from Miller's theorem [32] that every countable Scott ideal is realized by continuum many points in [0, 1] N (indeed, continuum many neutral measures [10] ). Note that f : e, x, r → e, x is a continuous map from ωCEA into 2 N such that each fiber f −1 {x} is singleton.
Proposition 33. Let X be a separable metrizable space. If there is a continuous map f : X → 2 N such that the cardinality of each fiber f −1 {x} is less than 2 ℵ 0 , then X is not countably isomorphic to Hilbert cube. Note that if X is compactum, f : X is continuously fiber-compact, that is, f −1 : X → A(X) is continuous, and the cardinality of each fiber f −1 {x} is less than 2 ℵ 0 , then X is countabledimensional.
Next, we have to show that the ω-left-CEA space is not countable-dimensional. For X ⊆ [0, 1] N , we inductively define min X ∈ X as follows:
where π n : [0, 1] N → [0, 1] is the n-th projection.
Proof. Consider an effective upper-approximation {X s } s∈ω of a Π 0 1 set X. Given a sequence a 0 , a 1 , . . . , a n of reals, we denote by C(a 0 , a 1 , . . . , a n ) the cylinder obtained as the intersection of hyperplanes π −1 i [a i ]. We may compute the value of min π n+1 [X s ∩ C(a 0 , a 1 , . . . , a n )], and it is nondecreasing as s increases if the sequence a 0 , a 1 , . . . , a n is fixed. In particular, π n+1 (min X s ) is left-c.e. in π i (min X s ) i≤n uniformly in n.
We use the following relativized versions of Miller's lemmas. 
Proof. By Lemmas 32 and 37.
Intermediate Point Degree Spectra in Dimension Theory
In this section, we will shed light on dimension-theoretic perspectives of the ω-left-CEA space. Note that ωCEA is a totally disconnected infinite dimensional space. We first compare our space ωCEA and a totally disconnected infinite dimensional space RSW which is constructed by Rubin, Schori, and Walsh ([26]). A continuum is a connected compact metric space, and a continuum is nondegenerated if it contains at least two points. We define the Rubin-Schori-Walsh space RSW ( [26, 31] ) as follows:
Lemma 39. Every point of RSW is ω-left-CEA.
Proof. By Lemma 34, min
In the definition of the Rubin-Schnor-Walsh space, we may assume that the e-th z-computable continuum is equal to the e, z -th continuum.
Proof. Fix an ω-pseudojump operator J generated by W n n∈N such that J(z) = x. We think of each W n as a lower semi-computable function W n : [0, 1] n+1 → [0, 1]. Consider an algorithm Ψ which tries to construct a continuum A. First Ψ guesses "I am p", where p = e, z for some e ∈ N. Now, we have a computable function Φ with Φ(p) = z, and then, redefine W 0 to be W 0 • Φ. In this way, we may assume that J(p) = x.
At stage 0, Ψ constructs A compactification of RSW is well-known in the context of Alexandrov's old problem in dimension theory. P. Alexandrov introduced the notion of weakly/strongly infinite dimensional space. We say that C is a dimension-theoretic partition (abbreviated as a d-partition) of a pair (A, B) in a space X if there are two pairwise disjoint open sets A ′ ⊇ A and B ′ ⊇ B such that A ′ ⊔ B ′ = X \ C. A family {(A i , B i )} i∈Λ of pairwise disjoint closed sets in X is essential if for every sequence {C i } i∈ω of closed sets in X, if C i is a d-partition of (A i , B i ) in X for every i ∈ ω, then i∈ω C i is nonempty. By a result from dimension theory, a separable metrizable space is dimension ≥ n iff it has an essential family of length n (i.e., #Λ = n). A space X is said to be strongly infinite dimensional if it has an essential family of infinite length. Otherwise, X is said to be weakly infinite dimensional.
Note that Hilbert cube is strongly infinite dimensional, and every countable-dimensional space is known to be weakly infinite dimensional. Alexandrov's old problem was whether there exists a compactum which is weakly infinite dimensional, but not countable-dimensional. In other words, does there exist a weakly infinite dimensional compactum X ∈ CP satisfying the following?
{0, 1} N < T σ X Alexandrov's problem was solved by R. Pol [40] . There exists a weakly infinite-dimensional compactum X which is not countable-dimensional. Pol's compactum RP is given as a compactification in the sense of Lelek of the space RSW. Hence, we can see that RP and RSW have the same point degree spectra (modulo an oracle) as in the proof of Theorem 29.
Theorem 41. The following spaces have the same point degree spectra (modulo an oracle).
1.
The ω-left-CEA space ωCEA.
2. Rubin-Schori-Walsh's totally disconnected strongly infinite dimensional space RSW.
Roman Pol's counterexample RP to P. Alexandrov's problem.
Dimension-theoretically, the properness of RSW < T σ [0, 1] N can also be obtained from Radul's theorem [42] that Hilbert cube (indeed, any strongly infinite dimensional compactum) cannot be the union of countably many hereditarily disconnected subspaces. However, it is difficult to find a computability-theoretic meaning since the proof is quite complicated and indirect.
We may extract computability-theoretic contents from the construction of Rubin-Schori-Walsh's strongly infinite-dimensional totally disconnected space RSW. The standard proof of non-countable-dimensionality of RSW (hence, the existence of a non-Turing degree in RSW) indeed implies the following computability theoretic result. Proof. Define H i,j ⊆ [0, 1] N to be the set of all points which can be identified with an element in 2 N via the witnesses Φ i and Φ j . Then, n H n is the set of all points in [0, 1] N having Turing degrees. Note that each H n is zero-dimensional since it is homeomorphic to a subspace of 2 ω .
Consider the hyperplane P i n = [0, 1] n × {i} × [0, 1] N for each n ∈ N and i ∈ {0, 1}. It is well known that {(P 0 n , P 1 n )} n∈N is essential in [0, 1] N . Then, by using the dimension-theoretic fact (see van Mill [31, Theorem 4.2.2 (5)]), we can find a d-partition L n of (P 0 n+1 , P 1 n+1 ) in [0, 1] N such that L n ∩ H n = ∅ since H n is zero-dimensional.
Put L = n L n . Then, L contains no point having Turing degree, since L ∩ H n = ∅ for every n ∈ N. Moreover, L contains a continuum A from P 0 0 to P 1 0 (see van Mill [31, Proposition 4.7.8]). Proof. Note that there is n ∈ ω such that P ) is essential in A), since A is not zero-dimensional. Therefore, the pair (P p n , P q n ) is essential in the compact subspace A * = A ∩ P ≃ [0, 1] N mapping P p n and P q n to P 0 0 and P 1 0 , respectively. Then, h[A * ] is a continuum intersecting with Rubin-Schori-Walsh's space RSW.
As a corollary, we can see that every compactum A ⊆ [0, 1] N of positive dimension contains a point of an ω-left-CEA continuous degree. Our proof of Theorem 42 is essentially based on the fact that for any sequence of zero-dimensional spaces {X i } i∈N , there exists a continuum avoiding all X i 's. Contrary to this fact, Theorem 43 says that {X i } i∈N cannot be replaced with a sequence of totally disconnected spaces.
Reflection Theorem
In this section, we show a surprising reflection theorem of a degree structure into the piecewise embeddability ordering ≤ T σ of compact metrizable spaces. As seen in the previous sections, the notion of a Scott ideal plays a role of a (piecewise) topological invariant. Roughly speaking, closure properties of Scott ideals reflects piecewise homeomorphism types of Polish spaces. For a total function G from 2 N into 2 N , we inductively define G 0 (x) = x and G n+1 (x) = G n (x) ⊕ G(G n (x)). The following notion estimate the strength of closure properties of functions up to the arithmetical equivalence.
Definition 45.
A function G is almost arithmetical reducible to a function H (written as G ≤ aa H) if on a cone r ∈ 2 N , for any x, there isx ≤ a G t (x) ⊕ r for some t ∈ N such that for every n ∈ N, there is m ∈ N such that G n (x) ≤ a H m (x) ⊕ r, where ≤ a denotes the arithmetical reducibility.
An oracle Π 0 2 -singleton is a total function G : 2 N → 2 N whose graph is Π 0 2 . For instance, the α-th Turing jump G(x) = x (α) is an oracle Π 0 2 -singleton for every computable ordinal α. A map f from a preorder (P, ≤) into a preorder (Q, ) is order-reflecting if for every x, y ∈ P , f (x) f (y) implies x ≤ y.
Theorem 46 (Reflection Theorem). There is an order-reflecting map from the almost arithmetical degrees of oracle Π 0 2 singletons into the piecewise embeddability ordering of compact metrizable spaces.
Definition 47. The space ωCEA(G) consists of (d, e, r, x) ∈ N 2 × 2 N × [0, 1] N such that for every i, 1] is the e-th left-c.e. real in r, x <i , x l(u) and
x l(u) = G l(u) (r), where l(u) = Φ d (u, r, x <v ).
Moreover, for a set P ⊆ [0, 1] N , define ωCEA(G, P ) to be the set of all points (d, e, r, x) ∈ ωCEA(G) with (r, x) ∈ P .
Lemma 48. Suppose that G is an oracle Π 0 2 -singleton, and P is a Π 0 2 subset of [0, 1] N . Then, ωCEA(G, P ) is Polish.
Proof. It suffices to show that ωCEA(G) is Π 0 2 . The condition (1) is clearly Π 0 2 . Let ∀a∃b > a G(a, b, l, r, x) be a Π 0 2 condition representing x = G l (r), and l(u)[s] be the stage s approximation of l(u). The condition (2) The following is the key lemma, which states that any collection of Turing ideals generated by an oracle Π 0 2 -singleton has to be the collection of Turing ideals realized in a Polish space up to the arithmetical equivalence! Lemma 49. Suppose that G is an oracle Π 0 2 -singleton. For every oracle r ∈ 2 N , consider two Turing ideals defined as
where ≤ a is the arithmetical reducibility. Then,
Proof of Lemma 49 (1) . We have (r, x) ∈ Fix(Ψ) for every (d, e, r, x) ∈ Ref (G). For every i ∈ N, we inductively assume that for every j < i, x j is arithmetical in G n (r) for some n ∈ N. Now, either x i = G i (r) or x i is left-c.e. in (r, x <i , G l (r)) for some l. In both cases, x i is arithmetical in G k (r) for some k.
To show the condition (2), indeed, we will construct indices d and e such that for every r ∈ 2 N , there is x with (d, e, r, x) ∈ Ref (G), where x i = G i (r) for infinitely many i ∈ N. The e-th left-c.e. procedure W e (r, x <i , x l(u) ) is a simple procedure extending r, x <i , x l(u) to a fixed point of Ψ. The function Φ d searches for a safe coding location c(n) from a given name of x ≤c(n−1) , where c(n − 1) is the previous coding location. This coding location will be obtained as a fixed point in the sense of Kleene's recursion theorem. Hence, one can effectively find such a location in the following sense.
Lemma 50 (Miller [32, Lemma 9.2] ). Suppose that (r, x <i ) can be extended to a fixed point of Ψ, and fix a partial computable function τ which sends x <i to its name τ (x <i ) ∈ ρ −1 i (x <i ). From an index t of τ and the sequence x <i , one can effectively find a location p = Γ(t, r, x <i ) such that for every real y, the sequence (r, x <i ) can be extended to a fixed point (r, x) of Ψ such that x p = y.
To make sure the search of the next coding location is bounded, as in Definition, we have to restrict the set of names of x <v to at most v candidates.
Lemma 51. For every n, there is a partial computable injection ν n :⊆ (n + 1) × R n → N N such that for every x ∈ R n , there is k ≤ n such that (k, x) ∈ dom(ν n ) and ρ n • ν n (k, x) = x.
Structure of Piecewise Homeomorphism Types
In this section, we apply Theorem 46 to analyze the structure of piecewise homeomorphism types of Polish spaces. The main results in this section are follows.
Theorem 52.
1. There is an ℵ 1 chain of piecewise homeomorphism types of Polish spaces.
2. There is a pairwise incomparable pair of piecewise homeomorphism types of Polish spaces.
First, we will give an infinitely many different piecewise homeomorphism types of Polish spaces.
Lemma 53. There is an ℵ 1 -chain of almost arithmetical degrees of oracle Π 0 2 singletons. Indeed, if α < β, then TJ (ω α ) < aa TJ (ω β ) .
Proof. Clearly, TJ (ω α ) ≤ aa TJ (ω β ) . Suppose for the sake of contradiction that TJ (ω β ) ≤ aa TJ (ω α ) . Then, in particular, for every x ≤ a ∅ (ω β ·t) with t ∈ N, we must have ∅ (ω β ·(t+1)) ≤ a x (ω α ·m) for some m ∈ N. Thus, there is n such that ∅ (ω β ·t+ω β ) ≤ T ∅ (ω β ·t+ω α ·m+n) < T ∅ (ω β ·t+ω α+1 ) . This is a contradiction.
By Theorem 46, this lemma implies the existence of an ℵ 1 chain of piecewise homeomorphism types of Polish spaces:
Our key observation was that closure properties of Scott ideals reflects piecewise homeomorphism types of Polish spaces. Based on this idea, we introduce the following (piecewise) topological invariant.
Definition 54. The jump-dimension of X (denoted by jdim(X)) is the least ordinal α such that for every oracle z ∈ 2 N with α < ω (z) CK , there is some β < ω 1+α such that there is no point x ∈ X whose ideal I z (x) is closed under the β-th Turing jump. We write jdim(X) = ∞ if there is no such an ordinal α.
The following is a list of basic properties of jump-dimensions.
Proposition 55. Suppose that X is a separable metrizable space.
To show this, we need the following lemma.
Lemma 61 (Enderton and Putnam). For every computable ordinal α ≥ 1, the Turing degree 0 (α) is a 2-least upper bound of {0 (β) : β < α}.
Proof of Lemma 60. To see H ω α+1 ≤ aa TJ (ω α ) , we note that H ω α+1 (r) ≤ T r (ω α ·m) for every m ∈ N. In particular, H ω α+1 (H t ω α+1 (∅)) ≤ T (H t ω α+1 (∅)) (ω α ·m) for every t and m. This condition clearly implies H ω α+1 ≤ aa TJ (ω α ) .
To see TJ (ω α ) ≤ aa H ω α+1 , we first note that (H m β (x)) (β) ≤ T x (β) for any x ∈ 2 N and m ∈ N. This is because H m+1
Suppose for the contradiction that TJ (ω α ) ≤ aa H ω α+1 . Then, in particular, there exists x ≤ a ∅ (ω α ·t) with t ∈ N, for every n, ∅ (ω α ·n) ≤ a H m ω α+1 (x) holds for some m ∈ N. In particular, ∅ (ω α ·n) ≤ T (H m ω α+1 (x)) (ω) for every n. By Lemma 61, ∅ (ω α+1 ) ≤ T (H m ω α+1 (x)) (ω+2) . However,
This is a contradiction. Thus, our results are also refinements of R. Pol's solution to P. Alexandrov's problem asking the existence of a weakly infinite dimensional compactum which is not piecewise homeomorphic to Cantor space. Our results imply that there are infinitely many piecewise homeomorphism types of weakly infinite dimensional compacta, and there is a incomparable pair of piecewise homeomorphism types of weakly infinite dimensional compacta.
Avoiding countably-dimensional subspaces
In the short note [19] from 1932, Hurewicz had shown that the continuums hypothesis implies that there is an infinite dimensional subspace Z ⊆ [0, 1] N , such that any finite dimensional subspace X ⊆ Z is already countable. It is a straight-forward observation that the existence of such a Z in turn implies the continuums hypothesis. We can use our methods to generalize this result and give a new proof using almost no topological arguments. Moreover, we will explore the same question for O(N), and will see that the dependence on the continuums hypothesis disappears there.
We start by investigating how not having a Turing degree relativizes:
Proposition 63 (( 4 )). For any q ∈ C \ T we find that for all p ∈ T, p × q ∈ T iff p M q.
Proof. Let r = (r(n)) n∈N ∈ [0, 1] N be a representative of q ∈ C \ T. As shown by Miller [32] , its Turing lower ideal forms a countable Scott set I. Choose a real x whose Turing degree is incomparable with I. Then, x is algebraically transcendent with all reals in I. So, there is x-computable homeomorphism sending r to a sequence of irrationals. Hence, given any name of (x, r), we first obtain x, and by using x, transform r into irrationals, and then we get the least Turing degree name of (x, r).
The preceding proposition shows -in Miller's words -that the continuous degrees are almost Turing degrees. More concrete, any continuous degree is relativized into a Turing degree by all Turing degrees except the smaller ones. Making the connection to Hurewicz' result, we see that in order to obtain a space which relative to any fixed oracle contains only countably many Turing degrees, we need to make sure that every Turing degree is below all but countably many degrees occurring in this space. This in turn essentially results in an ascending chain of enumeration degrees whose lower cone are the entire enumeration degrees. Since there are at most countably many enumeration degrees below any given enumeration degree, any ascending chain can have at most length Ω. On the other hand, any set of enumeration degrees having C as lower cone must have cardinality c -and this is where the continuums hypothesis comes into play.
Theorem 64. The following are equivalent: 5. ⇒ 1. Note that any subspace of [0, 1] N with cardinality less than 2 ℵ 0 has dimension 0. In particular, we find here that |Z| = 2 ℵ 0 . Let κ be some cardinal with κ < 2 ℵ 0 . Pick some subspace Y ⊂ Z with |Y| = κ. Then dim(Y) = 0, hence by assumption κ = ℵ 0 -but this is CH.
3. ⇒ 6. By choosing I := Ω and (slightly) relaxing the criterion.
6. ⇒ 1. As the computable witness of a reduction A ≤ M B together with B ∈ C completely determine A ∈ C, there are only countable many continuous degrees below any given continuous degree. Thus, the maximum length of an ascending chain in C is Ω. An ascending chain eventually above any Turing degree thus implies 2 ℵ 0 ≤ ℵ 1 × ℵ 0 = ℵ 1 , i.e. CH.
In contrast to the results above, in O(N) we can avoid non-trivial spaces that are countably homeomorphic to a subspace of N N . Note that the stronger property about countable homeomorphisms is required here to make an interesting statement, as O(N) has countable infinite dimensional subspaces.
Recall from [21] that a set A ⊆ N is called semirecursive, if there is a computable function f : N × N → N such that for all n, m ∈ N we find f (n, m) ∈ {n, m}, and if n ∈ A or m ∈ A, then f (n, m) ∈ A. We call an enumeration degree q ∈ E semirecursive, if is the degree of a semirecursive point in O(N).
Theorem 65 (Arslanov,Kalimullin & Cooper [1, Theorem 2(2)]). Let B be semirecursive and X ⊆ N be arbitrary. Then for all A ⊆ N we find that:
A ≤ e (B ⊕ X) ∧ A ≤ e (B C ⊕ X)
Corollary 66. Let q ∈ E be semirecursive and p ∈ T. Then (q × p) ∈ T iff q ≤ M p.
Proof. Pick a semirecursive representative B of q, and a representative X of p. Assume that (q × p) ∈ T. Then (B ⊕ X) ≡ e (B C ⊕ X), so by the theorem of Arslanov,Kalimullin & Cooper, we find that B ≡ e B ⊕ X, but that implies q ≤ M p.
Corollary 67. Let Sr ⊂ O(N) be the subspace consisting of the semirecursive sets. Then Sr has cardinality c, and any subspace X ⊆ Sr which is countably homeomorphic to a subspace of N N is already countable.
A next step in further investigation along the lines of this section could be to look into dimension-theoretic constructions avoiding subspaces with positive finite dimension entirely. Such constructions can be found in e.g. [48] .
Application to Weihrauch reducibility
We shall proceed to provide two results that use the notion of a point spectrum as a gateway to apply some recursion-theoretic theorems to the theory of Weihrauch degrees.
In [6] , L k,n is defined as (J −1 ) •k • lim •k+n , where lim :⊆ N N → N N is defined via lim(p)(n) = lim i→∞ p( n, i ) and J : {0, 1} N → {0, 1} N is the Turing jump. The following was (essentially) proven in [22] based on the Shore-Slaman-join theorem [47] :
