Whole-genome association studies present many new statistical and computational challenges due to the large quantity of data obtained. One of these challenges is haplotype inference; methods for haplotype inference designed for small data sets from candidate-gene studies do not scale well to the large number of individuals genotyped in whole-genome association studies. We present a new method and software for inference of haplotype phase and missing data that can accurately phase data from whole-genome association studies, and we present the first comparison of haplotype-inference methods for real and simulated data sets with thousands of genotyped individuals. We find that our method outperforms existing methods in terms of both speed and accuracy for large data sets with thousands of individuals and densely spaced genetic markers, and we use our method to phase a real data set of 3,002 individuals genotyped for 490,032 markers in 3.1 days of computing time, with 99% of masked alleles imputed correctly. Our method is implemented in the Beagle software package, which is freely available. Multilocus analysis can provide improved power to detect associations between complex traits and densely spaced genetic markers, compared with that of single-marker methods.
Multilocus analysis can provide improved power to detect associations between complex traits and densely spaced genetic markers, compared with that of single-marker methods. 1 Most methods for multilocus analysis that are suitable for whole-genome association data require phased haplotypes because methods that allow for uncertainty in haplotype phase typically use small sliding windows of markers, which cannot make full use of the correlation structure in the data. Inference of haplotype phase for whole-genome association data can be performed with a high degree of accuracy, as we demonstrate, but is computationally challenging and requires methods that scale well to thousands of individuals, as well as to hundreds of thousands or millions of genetic markers. It has been common to compare haplotype-inference methods with HapMap data 2, 3 ; however, because each of the ethnicities in the HapMap study has at most 60 unrelated individuals, results from such comparisons are not necessarily good predictors of haplotype-phasing performance for data sets with thousands of individuals.
We propose a new haplotype-inference method and show that our method outperforms existing methods in terms of both computational speed and measures of accuracy for large whole-genome data sets with thousands of individuals and hundreds of thousands of or even a million genetic markers. The method is one or two orders of magnitude faster than the most accurate competing methods, enabling accurate haplotype phasing of data from whole-genome association studies in a few days of computing time, instead of months or years. An efficient software implementation of our method is freely available in version 2.1 of the Beagle genetic analysis software package, 1 which is written in Java and includes software for haplotype and missing-data inference, single-marker and multilocus association analysis, and permutation testing.
Early methods for haplotype inference were based on a multinomial model for haplotype frequencies that used no prior information about the haplotype frequency distribution. [4] [5] [6] Such methods include those commonly referred to as "expectation-maximization (EM) methods," reflecting the algorithm that is used to maximize the likelihood. These methods should be referred to as "multinomial model methods," because EM algorithms are also used in methods employing more-complex statistical models, such as fastPHASE 7 and HaploRec. 8 The multinomial model methods work fairly well on a small handful of markers but break down with larger numbers of markers. When the number of markers increases, so does the number of observable haplotypes, and the frequencies of these haplotypes become too small to estimate directly. Also, the computational time quickly becomes intractable, since all feasible haplotypes must be considered. Extensions such as partition-ligation (PL)-EM 9 have extended the usefulness of the multinomial model to a somewhat larger number of markers, but multinomial methods are still less accurate than are other types of models. 8 PHASE 10 and later related methods applied a coalescent model to haplotype frequencies. This model implies that haplotypes similar to ones we have already seen are more likely to be seen than are completely different haplotypes, since changes to haplotypes occur through recombination and mutation. Although it produces very accurate results, application of the coalescent model is computationally intensive, limiting its applicability for large data sets.
A variety of other approaches has been proposed, some of which make use of haplotype blocks. 11 Although the concept of haplotype blocks is useful, haplotype blocks do not adequately explain all the correlation structure between markers, because linkage disequilibrium (LD) can extend beyond block boundaries and can have complex patterns within blocks. 2 Another haplotype-phasing method is needed because all existing methods for haplotype inference either are too slow for routine application to whole-genome association studies or have severely suboptimal accuracy. We address these two issues with the method that we propose here. Our method is a novel application of the recently proposed localized haplotype-cluster model that has been used for association testing. 1, 12 The localized haplotypecluster model is an empirical LD model that adapts to the local structure in the data. Relative to other methods, it does particularly well with large sample sizes, where the data are, in a sense, allowed to speak for themselves. The model can be fit to haplotypes by use of an algorithm that is very fast, and we apply an iterative approach to haplotype phasing in which an initial guess of haplotype phase is made, the model is fit, improved estimates of haplotype phase are obtained, the model is refit, and so forth. This is essentially an EM approach, as are most other non-Bayesian haplotype-inference methods. (Bayesian methods also employ iteration, by means of Markov chain-Monte Carlo techniques. ) We compared the speed and accuracy of our proposed method with those of a selection of alternative haplotypeinference methods. We excluded any method that is excessively slow or whose current implementation does not allow it to be applied to at least a few hundred densely spaced genetic markers. We also excluded methods that showed significantly lower accuracy than that of competing methods in the only previous study that considered large numbers of individuals. 8 In particular, we excluded Gerbil 13 (version 1.0) and PL-EM 9 (version 1.5), which had low accuracy relative to that of HaploRec. 8 The methods we chose for comparison, on the basis of these criteria, were fastPHASE (version 1.2.3), HaploRec (version 2.1), HAP (version 2.9), and 2SNP (version 1.5.1, for 64-bit architecture). All methods were used with the default settings except as noted. fastPHASE 7 uses a haplotype-clustering model with a fixed number of clusters. For data sets with small numbers of individuals, such as the HapMap data, fastPHASE is almost as accurate as PHASE but is much faster. 7 Although an earlier study found that fastPHASE performed poorly compared with HaploRec for large data sets, 8 we included it because we knew that we could decrease the running time by turning off the default cross-validation procedure (as recommended for data sets with only several hundred markers) and because we felt that the default choices of 5, 10, and 15 for the number of clusters, K, used in the previously published comparison of fastPHASE version 1.1.3 and HaploRec were too low for accurate phasing of large numbers of individuals. Because the default numbers of clusters that are considered by fastPHASE version 1.2.3 in the cross-validation procedure (which was omitted to reduce running times) are and , we ran K p 10 K p 20 fastPHASE with each of these values.
HaploRec 8 uses frequencies of haplotype fragments in a segmentation model (HaploRec-S) or in a variable-order Markov-chain model (HaploRec-VMM). HaploRec was run with increased memory allocation (as was necessary for its operation) and with both the segmentation model and the variable-order Markov model. The segmentation model is generally slower but more accurate than is the variable-order Markov model. 8 One limitation of HaploRec is that it does not currently have the capability to impute missing data, which limits its usefulness for genetic association studies.
HAP 11 uses haplotype blocks with imperfect phylogeny constraints that limit inference of haplotypes that would imply back-mutations or recombinations within blocks. 2SNP
14 uses a very fast algorithm based on consideration of two-marker haplotypes.
Methods
We first describe the localized haplotype-cluster model, which is a special class of directed acyclic graph. We show how the localized haplotype-cluster model defines a hidden Markov model (HMM) that can be used to sample haplotype pairs or to find the most likely haplotype pair for each individual conditional on the individual's genotypes. We then describe the phasing algorithm, which involves iteratively sampling haplotype pairs and building the localized haplotype-cluster model from the sampled haplotype pairs. We conclude with a description of the real and simulated data sets and the metrics we used to compare haplotypeinference algorithms.
The Localized Haplotype-Cluster Model
Correlation between markers is a localized phenomenon, since LD decays with distance. If this localization is not considered when genotype data are phased over an extended region, noise will be introduced by sampling variation, resulting in apparent correlations observed between distant markers, which reduces the accuracy of the haplotype inference. Existing approaches to this problem include explicitly modeling the recombination in the coalescent model, 15 using haplotype blocks, 11,13 taking a slidingwindow approach with window size varying with LD structure, 16 employing an HMM, 7 and using frequent haplotype fragments. 8 Our approach to making use of the localized LD structure is a localized haplotype-cluster model, 1, 12 which empirically models haplotype frequencies on a local scale.
The localized haplotype-cluster model clusters haplotypes at each marker to improve prediction of alleles at markers , t ϩ 1 , , given alleles at markers t, , on a hapt ϩ 2 t ϩ 3, … t Ϫ 1 t Ϫ 2, … lotype. This is achieved by defining clusters according to a Markov property-given cluster membership at position t, the sequence The clust ϩ 1 t ϩ 2 t ϩ 3, … tering is localized, so that haplotypes in the same cluster at position t are likely to be in the same cluster at position but t ϩ 1 need not be. This model has a number of important advantages. By clustering the haplotypes, a parsimonious model is obtained, which is important for obtaining good estimates of haplotype frequencies. By allowing the number of clusters and the relationships between clusters at different positions to be determined largely by the data rather than by a restrictive model, the model adapts to the data, which is particularly useful when the number of individuals in the sample is large, as it will be for well-powered association studies. Finally, the model can be fit using a computationally efficient algorithm 1, 12, 17 that is extremely fast. Suppose that we have a sample of haplotypes for M markers and that the haplotypes have no missing alleles. A localized haplotype-cluster model for this sample is a directed acyclic graph with the following four properties:
1. The graph has one root (initial) node with no incoming edges and has one terminal node with no outgoing edges. The root node represents all haplotypes before any markers are processed, whereas the terminal node represents all haplotypes after all markers are processed. 2. The graph is leveled with levels. Each node A has a M ϩ 1 level, m. All incoming edges to A have the parent (originating) node at level , and all outgoing edges from A m Ϫ 1 have the child (destination) node at level . The root m ϩ 1 node has level 0, and the terminal node has level M.
For each
, each edge with the child node at m p 1,2, … ,M level m is labeled with an allele for the mth marker. Two edges originating from the same parent node cannot be labeled with the same allele. 4. For each haplotype in the sample, there is a path from the root node to the terminal node, such that the mth allele of the haplotype is the label of the mth edge of the path. Each edge of the graph has at least one haplotype in the sample whose path traverses the edge.
Each edge, e, of the graph represents a cluster of haplotypes consisting of all haplotypes whose path from the initial node to the terminal node of the graph traverses e. Haplotypes are defined over the whole chromosome, but haplotypes within a cluster corresponding to an edge at level m will tend to have similar patterns of alleles at markers immediately to the right of marker m. Thus, each edge defines a localized haplotype cluster that is determined by local LD patterns.
For each edge, e, of a localized haplotype-cluster model, we define the edge count, , to be the number of haplotypes in n(e) the sample whose path traverses the edge, and we define the parent node count, , to be the number of haplotypes in the n (e) p sample whose path traverses the parent node of the edge. Table 1 and figure 1 illustrate these concepts. The data in table 1 do not correspond to any real data set but are merely for illustration. The bold-line edges from the root node to the terminal node in figure 1 Localized haplotype-cluster models are especially well suited for modeling LD structure. Recombination between haplotypes is modeled as merging edges (i.e., edges with the same child node). 12 Unlike haplotype-block-based models, which permit recombination only between haplotype blocks, localized haplotype-cluster models can model the complex recombination patterns found in real data. Unlike models with fixed numbers of clusters at each locus, the localized haplotype-cluster model is flexible and can vary the number of clusters at each locus to model the data.
A computationally efficient algorithm for fitting a localized haplotype model to haplotype data has been described in detail elsewhere. 1, 12 The algorithm scales linearly in the number of markers and slightly more than linearly (less than quadratically) in the number of individuals, 1 so that it can quickly process largescale data sets. Since the model-fitting algorithm is a published algorithm, we do not repeat the details of the model-fitting algorithm in this work but refer the reader to our earlier work, 12 which contains a detailed worked example of fitting a localized haplotype-cluster model to the haplotype data in table 1.
We show below that localized haplotype-cluster models can be interpreted as a special class of HMMs. By viewing localized haplotype-cluster models as HMMs, we are able to extend the model to diplotypes and to use efficient HMM sampling algorithms. In "The Beagle Phasing Algorithm" section, we describe an iterative process for haplotype phasing that involves fitting a localized haplotype model to estimated haplotype data and sampling haplotype estimates conditional on the fitted localized haplotype model and the genotype data.
The Induced HMM
A localized haplotype-cluster model determines an HMM for which the states of the HMM are the edges of the localized haplotype-cluster model, and the emitted symbol for each state is the allele that labels the edge of the localized haplotype-cluster model. To specify the HMM, we must specify the emission probabilities, the initial-state probabilities, and the transmission probabilities. 18 Each state (i.e., edge) emits with probability 1 the allele that labels the edge. Thus, the state uniquely determines the observed allele, but the observed allele for a marker does not generally determine the state, because edges with distinct parent nodes at the same level of the graph can be labeled with the same allele.
The initial-state probabilities and the transition probabilities are computed from the edge counts. The initial-state probabilities are if the parent node of edge e is the root node P(e) p n(e)/n (e) p and are otherwise. The transition probabilities are P(e) p 0 if the parent node of edge is the child P(e Fe ) p n(e )/n (e ) e . For example, by considering the haplotype counts in P(e Fe ) 1 2 table 1 and the corresponding graph in figure 1 ,
, whereas be-P(e Fe ) p n(e )/n (e ) p 237/484 p 0.49
cause the parent node of is not the child node of . e e C E
We have described a haploid HMM; however, a diploid HMM is needed because we observe diploid data (i.e., genotypes) rather than haploid data. We create a diploid HMM from ordered pairs of edges in each level of the graph. Since the graph is leveled, the states of the haploid HMM (the edges of the graph) can be partitioned into classes , where is the level of L m p 1,2, … ,M m the edge's child node in the graph. For example, in figure 1 , , , , and .
For the diploid HMM, the state space is the union over m of ( ), and the emitted symbol for each state is the unordered
pair of alleles that label the state's ordered pair of edges. If is a state of the diploid HMM, then the unordered genotype (e ,e ) 1 2 determined by the two alleles that label edges and is emitted e e 1 2 with probability 1. We assume Hardy-Weinberg equilibrium, so that the diploid initial and transition probabilities are the product of the corresponding haploid probabilities: P(e ,e ) p P(e )P(e ) ordered, so that factors of 2 are not needed when the ordered edge pairs represent heterozygote genotypes.
Sampling from an HMM
Our phasing algorithm samples from the diploid HMM conditional on the observed data by use of a forwards-backwards algorithm (see the work of Rabiner 18 for a review of the forwardsbackwards and Viterbi algorithms for HMMs, and see section 7.1 in the work of Thompson 19 for an example of conditional HMM sampling). For a given individual, let be the observed unorg m dered genotype at marker m, and let the state be an s p (e ,e ) can be computed inductively by the forward algorithm 1,2, … ,M as follows.
For our purposes, the need be known only up to a constant a m of proportionality for each m. Appendix A gives a worked example of forward calculation.
The probabilities are always either zero or one, de-
pending on whether the genotype is consistent with the labels on the ordered pair of edges. Our model could be extended to incorporate genotype error by allowing these probabilities to take intermediate values; however, for low error rates, we expect that genotype-error modeling will not add significant value. Our results (see the "Results" section) show that our method outperforms existing methods for real data, despite the undoubted presence of some genotype errors. In our application, one or both alleles in a genotype may be missing. If both alleles of are missing, then in the g P (g 
The sampled path of hidden states corresponds to an ordered pair of haplotypes that are consistent with the individual's genotype. A worked example of sampling the hidden state (and thus the haplotype pair) conditional on genotype data is given in appendix A.
We have given a sampling algorithm for the diploid HMM. It is also possible to determine the most likely ordered pair of haplotypes conditional on the genotype data and the diploid model by use of the Viterbi algorithm. 18 
The Beagle Phasing Algorithm
The Beagle phasing algorithm is conceptually simple: at each iteration of the algorithm, phased input data are used to build a localized haplotype-cluster model as described elsewhere. 1, 12 After the localized haplotype-cluster model is built, phased haplotypes for each individual are sampled from the induced diploid HMM conditional on the individual's genotypes. The sampled haplo-types are the input for the next iteration. In the final iteration, instead of sampling haplotypes, we use the Viterbi algorithm to select the most-likely haplotypes for each individual, conditional on the diploid HMM and the individual's genotype data, and these most-likely haplotypes are the output of the phasing algorithm. We have found that, when starting from randomly phased data, 10 iterations gives good accuracy and that using 110 iterations yields very little improvement in accuracy.
We have made two enhancements to this algorithm that increase accuracy. First, at each iteration of the phasing algorithm, we reverse the marker order, processing the chromosome from left to right in the odd-numbered iterations and from right to left in the even-numbered iterations. Second, we sample multiple haplotype pairs per individual for use in building the model at the next iteration, taking into account the correlation between haplotype pairs from the same individual; this yields significant improvements in accuracy when small numbers of individuals are phased.
Let be the number of samples per individual. In the ini-R у 1 tialization step, we copy the genotype data for each individual R times, so that, if there are N distinct individuals, we have NR individuals after copying. For each copy of each individual, missing alleles are randomly imputed according to allele frequencies, and the data for each individual are phased by randomly ordering the genotypes. The randomly phased data are the input for the first iteration of the phasing algorithm.
The model-building algorithm uses scale and shift parameters that control the complexity of the model. 1 When building the localized haplotype-cluster model, we use a scale parameter of 1.0 if there are samples per individual. If there are more R p 1 than one sample per individual ( ), the haplotypes are not R 1 1 independent, and, to account for the decreased effective sample size, we increase the scale parameter. If the haplotypes were determined without error, each haplotype pair from the same individual would be identical, and a scale factor of would be ͱ R appropriate. However, since the haplotype pairs are not perfectly correlated, we gain accuracy by using a scale factor of , ͱ c # R where c is a positive constant !1. We use because, in c p 0.75 real and simulated data sets, we found that this value works well for a variety of sample sizes and marker densities (authors' unpublished data), although the optimal choice of c will differ slightly from one data set to another. The shift parameter is always set to 0.0 and does not depend on the number of sampled haplotypes, R, for each individual.
After the localized haplotype-cluster model is built, R phased haplotype pairs are sampled for each individual, conditional on the genotypes for the individual and the diploid HMM model. The NR sampled haplotype pairs are used as input in the next iteration. The output phased haplotype pair for each individual is the most likely haplotype pair conditional on the individual's genotype and the diploid HMM in the last iteration of the phasing algorithm.
Our haplotype-phasing software, Beagle, will sample R p 4 haplotype pairs per individual with the default settings. Increasing the number of sampled haplotype pairs per individual improves the accuracy but also increases the computing time. The results of our experiments below show that, for data sets with small numbers of individuals when the computing time is not an issue, it is worthwhile to increase the number of samples (e.g., to
, as we do in this study), whereas, for very large data R p 25 sets with thousands of individuals, the use of one sample per individual ( ) results in significant savings in computational R p 1 time with an insignificant loss of accuracy.
The computational time required by our algorithm scales linearly with the number of markers for a given marker density. We must estimate the scaling of our algorithm with respect to sample size empirically because the running time depends on the rate at which the number of nodes and edges at each level grows as the sample size increases.
The algorithm that we have described is similar to a stochastic EM algorithm 20, 21 ; however, our model does not include a likelihood. In place of maximizing a likelihood, we fit a localized haplotype-cluster model. An advantage of using a stochastic EMtype algorithm is that such algorithms are less likely to get stuck in local maxima than are regular EM algorithms. Sampling multiple haplotype pairs per individual, as described above, also helps to stop the algorithm from getting stuck in local maxima, particularly for data sets with small numbers of individuals. The localized haplotype-cluster model also helps because "merging edges" in the model cause the model to assign nonzero probability to many haplotypes not seen in the input data.
Simulated Data
We compared the accuracy of our new method with that of other phasing algorithms, using realistic simulated data generated by Cosi, 22 with parameters calibrated to empirical human data. Three sample sizes were simulated: small (200 haplotypes), medium (2,000 haplotypes), and large (10,000 haplotypes). For each sample size, multiple data sets with 1 Mb of marker data were simulated using the "best-fit" parameters obtained from fitting a coalescent model to real data. 22 Samples were taken from a "European" population, and each simulated data set has a recombination rate sampled from a distribution matching the deCODE map, 22, 23 with recombination clustered into hotspots. For each simulated data set, we selected a set of tagging markers, using a greedy pairwise selection algorithm. 24 The parameters for the marker-selection algorithm were set to produce either a lowdensity set with ∼100 SNPs (1 SNP per 10 kb) or a high-density set with ∼333 SNPs (1 SNP per 3 kb). First, a screening set of markers was randomly selected from among those markers with minor-allele frequency 10.05. For the low density, the screening set contained 1 SNP per 4 kb (∼250 markers), and, for the high density, the screening set contained 1 SNP per 0.7 kb (∼1,428 markers). The tag SNP-selection algorithm was applied to 120 randomly selected haplotypes, to identify a set of genotyped markers such that every marker in the screening set with sample minor-allele frequency 10.05 (on the basis of the 120 haplotypes) either was a genotyped marker or had pairwise squared correlation coefficient (low density) or (high density) 2 2 r 1 0.7 r 1 0.9 with at least one genotyped marker. The median number of markers selected for the low-density tagging set was 108, with a range of 42-179 markers, and the median number of markers selected for the high-density tagging set was 344, with a range of 51-688 markers.
For the small and medium sample sizes, 100 low-density and 100 high-density data sets were generated. For the large sample sizes, 40 low-density and 10 high-density data sets were generated.
Real Data
We applied our method to data from the Wellcome Trust Case Control Consortium (WTCCC) control group,
site). These individuals were genotyped on the Affymetrix GeneChip Human Mapping 500K Array Set. 26 We applied our method to the complete set of autosomes (490,032 SNPs) and also analyzed subsets of the data with our method and with the other haplotyping methods considered in the simulation study. The genotypes were called using the Bayesian robust linear model with Mahalanobis distance classifier (BRLMM) algorithm (an extension of RLMM). 27 Genotypes with a BRLMM score !0.50 were set to missing, which resulted in 0.8% missing genotypes for the autosomal chromsosomes.
Three sample sizes of real autosomal data were considered: small (100 individuals), medium (1,000 individuals), and large (3, 
We used the male X-chromosome data (10,536 SNPs) to create artificial pairs of X chromosomes for which the phasing is known. Male genotypes appear homozygous, except where genotype errors have occurred. Rather than use the reported sex, we used the proportion of heterozygous X-chromosome markers to determine which individuals are male. The individuals clearly clustered into two groups on this basis: 1,535 females had at least 2,115 of 10,536 markers that were heterozygous, whereas 1,465 males had up to 95 markers (0.9%) that were heterozygous. Two individuals had 537 and 1,141 markers that were heterozygous; these are presumably males with high genotype error rates and were removed from all subsequent analyses. To have an even number of male chromosomes to create pairs, the chromosome with 95 heterozygous markers (i.e., the chromosome with the highest apparent error rate for the remaining male X chromosomes) was removed. Thus, 732 pairs of X chromosomes were created. Before the male chromosomes were paired, heterozygous genotypes were turned into missing data, and 193 markers with 110% missing data (including the previously heterozygous markers) in males were removed from all subsequent analyses, leaving 10,343 SNPs. After pairing, when one allele of an artificial genotype was missing at a marker, the second allele was also set to missing, to mimic typical diploid data in which it is always whole genotypes, rather than single alleles, that are missing. The final paired data had 0.4% missing data. For comparison of phasing algorithms, we created 50 sets of 200 nonoverlapping consecutive markers. These were obtained by taking markers 201-400, 401-600,…, and 10,001-10,200.
Measurement of Phasing Accuracy
We consider two measures of accuracy for haplotype inference. Because the regions considered are large, it is unlikely that any algorithm will be able to infer the haplotypes perfectly; however, the inferred haplotypes should be as correct as possible. For most applications, it is most important that the haplotypes are locally correct and is less important for the haplotypes to be entirely correct.
The switch error rate 28, 29 measures the proportion of successive pairs of heterozygote markers in an individual that are phased incorrectly with respect to each other. For example, suppose the actual haplotypes over seven markers for one individual are ACA-TGCA and TCACCCT, and the inferred haplotypes are ACATCCT and TCACGCA. The first, fourth, fifth, and seventh markers are heterozygous for this individual. The first and fourth markers are correctly phased with respect to each other in the inferred haplotypes. The fourth and fifth markers are incorrectly phased (a switch error), and the fifth and seventh markers are correctly phased. Thus, for this individual for these markers, the switch error rate is 1/3. To determine the switch error rate, the true haplotypes must be known, which is possible for simulated data but not for real autosomal genotype data from individuals with no genotyped relatives. As the marker density increases, the number of heterozygote markers will increase, and the switch error rate will tend to drop, even if the haplotype phasing does not improve. For that reason, the average number of observed switches per individual is more useful than is the switch error rate as an absolute measure of phasing accuracy. However, for the purposes of comparing methods, the switch error rate is adequate.
The allelic-imputation error rate is the proportion of missing alleles incorrectly imputed and measures the ability to infer missing-genotype data as part of the haplotype-inference procedure. We can determine this error rate from real (or simulated) data by randomly selecting and masking a small percentage of the genotypes and determining the proportion of alleles that are correctly inferred. For the results presented here, we masked 1% of the genotypes. The allelic-imputation error rate is available only for methods that infer missing data, which includes all the methods studied except HaploRec. We note that, although imputation error rate is of interest in its own right, it is also a measure of phasing accuracy, since good haplotype-phase estimates will lead to high rates of imputation accuracy.
Comparison of Running Times
All timing results (unless otherwise noted) were obtained from a Linux server with eight Dual-Core AMD Opteron 8220 SE processors (running at 2.8 GHz, with 1 MB cache, and using a 64-bit architecture) and a total of 32 GB RAM. Times were obtained by adding the user and system times from the Linux "time" command. These times are sums over all processes; thus, multithreaded programs would not receive a reported time advantage from the multiple dual cores on this system (i.e., times are those that would be seen on an equivalent single processor with a single core).
One data set was selected from each class of data (defined by marker density and sample size) for the timing study. In each case, the masked version of the data (with 1% of genotypes set to missing) was used. This makes the timing results more applicable to real data, which generally include some missing data. For the simulated data, a data set was chosen that had approximately the median number of markers for that class of data set (to reflect an "average" data set). For the WTCCC autosomal data sets, the 50th data set (in chromosomal order) was chosen, whereas, for the WTCCC X-chromosome-paired male haplotype data, the 25th data set was used. Thus, timing results are only indicative, but consistent patterns over the various classes of data size allow us to draw conclusions about the relative time performance of the methods. Tables 2 and 3 give allelic-imputation and switch error rates for each haplotype-inference method, and figure 2 gives the error rates with error bars (mean ‫2ע‬ SEs) for the best-performing methods. The error bars are larger for the estimated average absolute error than for the estimated average difference in error (i.e., relative error) between two methods. This is because the methods are all applied to the same data sets, so the variability due to differences in data sets partially cancels out when the differences in error rates are viewed. Thus, the relative-error plots are useful for determining whether apparent differences in accuracy between methods are statistically significant. Although we are able to identify statistically significant differences between the best methods, the actual differences are quite small (typically !1%) and may have a negligible effect in a subsequent analysis that uses the inferred haplotypes. We show below that these methods have significant differences in computational speed. Thus, for differentiating between the most accurate methods, differences in computation burden will be important. We examined two measures of accuracy: switch error and allelic-imputation error. Depending on one's purpose, one might want to minimize a specific error measure. For example, if the data have a high proportion of missing genotypes, one might be particularly interested in obtaining a low allelic-imputation error rate, whereas, if the data have very little missing data, the switch error rate might be of greater interest.
Results
We compared haplotype-phasing methods by using both allelic-imputation error rates and switch error rates for simulated data with six combinations of marker density (1 SNP per 10 kb or 1 SNP per 3 kb) and sample size (100, 1,000, or 5,000 individuals). For the simulated data, we found that the relative rankings by switch error rates were largely consistent with the rankings by allelicimputation error rates.
We also compared haplotype-phasing methods by using real data. We assessed allelic-imputation error rates for three different sample sizes (100, 1,000, or 3,002 individuals) of phase-unknown, real autosomal data from the WTCCC control panel, and we assessed switch error rates for 732 phase-known pairings of X-chromosome data from the WTCCC control panel. Below we give the four best-performing method and parameter combinations for each class of data set, first ranked by allelic-imputation error rate and then ranked by switch error rate.
Allelic-Imputation Error
For the low-density data sets with 100 individuals, the best-performing methods with regard to allelic-imputation error rate (in order, best first) were fastPHASE with , Beagle with , Beagle with , and K p 20 R p 25 R p 4 fastPHASE with . (Note that HaploRec does not in-K p 10 fer missing data and thus was not included in the comparisons of allelic-imputation error rates.) For the highdensity data sets with 100 individuals, the best-performing methods (in order, best first) were Beagle with , R p 25 fastPHASE with , Beagle with , and fastPHASE K p 20 R p 4 with . For the Affymetrix 500K data with 100 in-K p 10 dividuals, the best-performing methods (in order, best first) were fastPHASE with , Beagle with , K p 20 R p 25 fastPHASE with , and Beagle with . K p 10 R p 4 For the low-and high-density simulated data with 1,000 and 5,000 individuals and for the Affymetrix 500K autosomal data with 1,000 and 3,002 individuals, the bestperforming methods with regard to allelic-imputation error rate (in order, best first) were Beagle with , R p 25 Beagle with , Beagle with , and fastPHASE with R p 4 R p 1 , in each case. K p 20
Switch Error Rates
For the low-density simulated data with 100 individuals, the best-performing methods with regard to switch error a Parameters for selection of tag SNPs for 1 Mb of simulated data were chosen to obtain approximate densities of 1 SNP per 10 kb (low density) or 1 SNP per 3 kb (high density). For each density, three sample sizes were considered: 100 (small), 1,000 (medium), and 5,000 (large) individuals.
b "WTCCC X" represents 50 nonoverlapping sets of 200 markers on 732 X-chromosome pairs. The chromosome pairs were created from WTCCC control male X chromosomes genotyped on the Affymetrix 500K platform.
c
rate (in order, best first) were Haplorec-S, fastPHASE with , Beagle with , and fastPHASE with . K p 20 R p 25 K p 10 For the low-density simulated data with 1,000 and 5,000 individuals, the best-performing methods (in order, best first) were Haplorec-S, Beagle with , Beagle with R p 25 , and Haplorec-VMM, in each case. R p 4
For the high-density simulated data with 100 individuals, the best-performing methods with regard to switch error rate (in order, best first) were HaploRec-S, fastPHASE with , Beagle with , and Beagle with . K p 20 R p 25 R p 4 For 1,000 individuals, the best-performing methods were Beagle with , Beagle with , HaploRec-S, and R p 25 R p 4 Beagle with , and, for 5,000 individuals, the best-R p 1 performing methods were Beagle with , Beagle with R p 25 , Beagle with , and HaploRec-S. R p 4 R p 1 For the 732 X-chromosome pairs from the WTCCC control data, the best-performing methods with regard to switch error rate (in order, best first) were Beagle with , Beagle with , HaploRec-S, and fastPHASE R p 25 R p 4 with . K p 20
Summary of Allelic-Imputation and Switch Error Results
Beagle gave consistently the best or close to the best accuracy. It does particularly well with high-density genotype data and large sample sizes. Increasing R, the number of samples per individual per iteration, within the range considered ( , 4, or 25) always increased the accuracy R p 1 for the data sizes we considered, with the largest improve-
HaploRec-S also gave the best or close to the best switch accuracy for the simulated data sets and X-chromosome data. HaploRec-VMM had inconsistent performance, doing poorly with some high-density data sets. HaploRec could not be compared with the other methods for the real autosomal data or in terms of imputation error, because it does not impute missing data.
For the data sets considered here, fastPHASE with K p clusters always gave more-accurate results than fast-20 PHASE with
. We have found, in general, that, for K p 10 data sets with fairly large numbers of individuals, increasing the number of clusters, K, is helpful, at least up to values of , so increasing the number of clusters be-K p 30 yond 20 could improve the accuracy of fastPHASE. On the other hand, computing time is quadratic in the number of clusters, so, with clusters already taking a very K p 20 long time to compute, it may not be feasible to increase K further for large data sets. For the small data sets, fastPHASE with gave slightly higher accuracy than K p 20 did Beagle, but, for the medium and large data sets, it gave slightly lower accuracy than that of Beagle.
HAP and 2SNP had consistently poor accuracy compared with that of the other phasing methods. Their error rates were always at least 40% higher than those of the best methods and often were much higher than that. The gap between these two methods and the others did narrow somewhat for the real data, but a significant difference remained.
Timing Results
On the basis of the computation times given in table 4, we see the following patterns: 2SNP is by far the fastest program. Beagle (with , 4, or 25 samples per indi-R p 1 vidual) is the next fastest, followed in order by HaploRec-VMM, HaploRec-S, fastPHASE with , and fastPHASE K p 10 with . HAP is much slower than fastPHASE with K p 20 for the large data sets but is slightly faster for the K p 20 small and medium-sized data sets. It is possible that, with a different compiling option or with a little re-engineering, HAP could be faster than fastPHASE with , al-K p 20 though it would probably still be slower than fastPHASE with . The differences in times are large enough to K p 10 have practical significance. Between Beagle with R p 1 and fastPHASE with , there is typically a 100-300-K p 20 fold difference in timing results. Depending on the data set, HaploRec-S was 5-172 times slower than Beagle with , with the largest relative differences in running time R p 1 resulting from the real data sets genotyped with the Affymetrix 500K SNP array.
Regression analysis of timing results for the medium and large sample sizes for the low-density, high-density, and WTCCC autosomal data indicates that the running time for the Beagle phasing algorithm scales slightly less than quadratically in the number of samples ( ). We did not 1.9 n place constraints on our model, but improved scaling with sample size would be possible by constraining the size of the model as the sample size increases. For example, if we limited the maximum number of nodes per level, the scaling would be much closer to linear in the number of samples, at the cost of some loss in accuracy.
Although we used a computer with 32 GB of memory when we compared phasing algorithms, the implementation of our method in the Beagle software package has an extremely low memory footprint. We phased the WTCCC chromosome 1 control data (3,002 individuals and 40,220 markers) by using a 1.8-GHz laptop computer with 1 GB RAM running Windows XP. The running time a Parameters for selection of tag SNPs for 1 Mb of simulated data were chosen to obtain approximate densities of 1 SNP per 10 kb (low density) or 1 SNP per 3 kb (high density). For each density, three sample sizes were considered: 100 (small), 1,000 (medium), and 5,000 (large) individuals.
b For the WTCCC data, sets of 200 consecutive markers were used. Three sample sizes were considered: 100 (small), 1,000 (medium), and 3,002 (large) individuals.
c "X" represents 732 X-chromosome pairs constructed from male X-chromosome data. 
Discussion
Because of the incomplete information contained in a given data set, there is an upper limit to the accuracy of phasing that can be achieved. The upper bound on accuracy increases with the number of individuals and the marker density. It is likely that the most-accurate methods considered in this article-HaploRec-S, fastPHASE with , and Beagle-approach these limits. As these limits K p 20 are approached, computational speed and feasibility for large data sets become paramount. To the best of our knowledge, Beagle is the first highly accurate phasing algorithm capable of phasing whole-genome data in as little as a few days of computing time. Timing results presented here suggest that the best competing methods would require months or years of computing time to complete this task.
We have shown that the autosomal chromosomes from a whole-genome scan genotyped with the Affymetrix 500K SNP set can be phased using Beagle with sam-R p 1 ples per individual in 3.1 d for 3,002 individuals. On the basis of the results for the masked subsets from the WTCCC data (table 2) , we would expect allelic-imputation error rates for imputation of missing genotypes to be ∼0.8%. For 1,000 individuals with use of samples R p 4 per individual, we expect the phasing of Affymetrix 500K SNP data to take ∼2 d (extrapolating from table 4), with ∼1% allelic-imputation error.
Extrapolating from the results for the simulated lowdensity data (high-density data), we expect that phasing of the autosomal chromosomes from a whole-genome scan with 300,000 (1 million) tag SNPs for 5,000 individuals would take ∼6 d (48 d) by use of Beagle with . R p 1 Thus, by parallelizing by chromosome and with use of multiple processors, the phasing of 1 million SNPs genotyped for 5,000 individuals could be achieved within 1 wk. For 1,000 individuals, phasing would take 13 h (4 d) for 300,000 (1 million) tag SNPs phased using Beagle with . R p 4
In comparing the haplotyping methods, we found lower differences in the accuracy of the different phasing algorithms for the WTCCC control data than for the simulated data. Although the simulated data were tuned to real data, it is expected that some differences will exist. Also, the differences in relative performance may be explained partially by differences in marker ascertainment between the simulated data and the real data. The simulated data used tag SNPs, which intentionally eliminate redundant highly correlated SNPs, whereas the SNPs on the Affymetrix 500K array were selected according to other criteria (e.g., technical quality). Consequently, there is substantial redundancy in the Affymetrix 500K array 30 that is not present in the simulated marker sets. Also, ∼12% of the Affymetrix 500K SNPs are monomorphic in the British population. 31 Like Beagle, fastPHASE uses an HMM approach but with several important differences that have implications for speed and accuracy. The model underlying fastPHASE has parameters that are fit as part of the EM cycle, whereas Beagle's localized haplotype-cluster model is empirical and is fit using a one-step algorithm based on current haplotype estimates. This means that the fastPHASE model structure has to be kept simple (e.g., with a fixed number of clusters) to enable estimation of parameters at each cycle in a reasonable time, and it also means that more EM iterations are needed (35 iterations per random start and 15 random starts, with the default settings). Because Beagle just updates haplotype estimates at each iteration, a very small number of iterations is needed (we found that 10 iterations suffice). The fixed number of clusters in the model used by fastPHASE means that it cannot adapt locally to the structure of the data to the extent that Beagle can. The performance of fastPHASE is quadratic in the number of clusters, so that, although its accuracy might be increased by increasing the number of clusters above the values considered here, this may not be practical for large data sets.
HaploRec uses haplotype-fragment frequencies to obtain empirically based probabilities for longer haplotypes. The current implementation of HaploRec-S has high memory requirements-for example, 13 GB were needed to analyze 200 SNPs for the 3,002 individuals in the WTCCC control data. (By comparison, Beagle used !0.45 GB of memory to phase all 40,220 SNPs on chromosome 1 for the 3,002 individuals in the WTCCC control data.) To apply HaploRec to larger numbers of markers, it is necessary to analyze overlapping windows of markers, 8 which further increases the computing time, whereas Beagle can analyze seamlessly an entire chromosome. We were not able to compare HaploRec for data with missing genotypes for the accuracy metrics that we considered, and we note that previous work indicates that the accuracy of HaploRec-S decreases more than that of other methods as the rate of missing data increases. 8 2SNP is fast, but its accuracy is significantly worse than that of fastPHASE, HaploRec-S, and Beagle. Although we did observe a reduction in the difference in performance between 2SNP and the other methods for the real data compared with for the simulated data, the difference remained consequential.
Similarly, HAP's relative performance was better for the real data than for the simulated data; however, the computational requirements of the version that we used were very high, so that it would not be possible to apply it to a full whole-genome association data set with thousands of genotyped individuals. The version of HAP that we used seemed to have been compiled with a 1-GB memory allocation. We suspect that the computational time for the larger data sets would be significantly reduced if this limitation were removed. On the basis of the timing results for the smaller simulated data sets, we would expect its computing times to be of the same order of magnitude as those of fastPHASE or HaploRec-S. However, HAP was consistently less accurate than were fastPHASE, HaploRec-S, and Beagle for simulated and real data sets.
Thus, Beagle is the best of the algorithms we considered for phasing large-scale data sets. Its efficient heuristic model fitting and its use of HMM methods for sampling mean that Beagle is significantly faster than the other methods, with comparable accuracy. Since the model used by Beagle is not constrained in size, the algorithm is able to exploit the increased information contained in large high-density marker sets to achieve significantly better accuracy than that of fastPHASE or HaploRec-S at the default parameter settings. These other algorithms presumably could be improved for large high-density data sets by adjustment of default parameters to allow growth of the underlying models; however, such improvements would come at the cost of even longer computing times.
Beagle will output the most-likely haplotype pairs by default but also includes an option for sampling haplotype pairs conditional on an individual's genotypes at the end of the phasing algorithm. Sampled or most-likely inferred haplotype pairs may be used in association testing for casecontrol status or other traits of interest. Although it is not optimal to first infer phase and then perform multilocus association testing, 32 this is a practical approach that can be applied to multilocus analysis of large-scale data sets from whole-genome association studies. For large data sets, the accuracy of inferred haplotypes is very high, and, provided that all individuals are phased together (regardless of trait status) and that trait status is independent of genotype quality (i.e., genotype error rates and missingdata rates), the type I error rate of the downstream association test will not be affected. For large numbers of markers, it is not necessary to have haplotypes that are completely correct, because the association tests will be based on localized haplotypes, rather than on whole haplotypes, so the inferred haplotypes need to be only locally correct. For multilocus association testing based on localized haplotype clustering, switch error rates of 5% resulted in reduced power of a multilocus test, but the multilocus test remained more powerful than single-marker tests for low-frequency susceptibility variants. 
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