The purpose of this paper is to give the classification of the Bott-Virasoro coadjoint orbits, with nonzero central charge, in the functional analytic setting of smooth Hilbert manifolds. The central object of the paper is thus the completion of the Bott-Virasoro group with respect to a Sobolev topology, giving rise to a smooth Hilbert manifold and topological group, called the Sobolev Bott-Virasoro group. As a consequence of this approach, analytic and geometric properties of the coadjoint orbits are studied.
Introduction
The classification of the coadjoint orbits of the Virasoro algebra in the smooth category can be found in different formulations in Lazutkin and Pankratova [1975] , Segal [1981] , Kirillov [1982] , Witten [1988] and others. Balog, Fehér and Palla [1998] reformulate and complete these results; see also Dai [2000] and Dai and Pickrell [2003] for another approach. In this paper the classification problem of the coadjoint orbits of the Virasoro algebra is studied in the setting of smooth infinite dimensional Hilbert manifolds. The techniques are extensions of those in Balog, Fehér and Palla [1998] to the Sobolev manifold category.
The classical approach to the Bott-Virasoro group consists in seeing it as a onedimensional central extension of the group D C ∞ + (S 1 ) of smooth orientation preserving diffeomorphisms of the circle. This group can be endowed with the structure of a smooth infinite dimensional Fréchet manifold, making it into a regular Lie group. Analysis on Fréchet manifolds can be made rigorous by using the convenient calculus of Kriegl and Michor [1997] , for example. See Guieu and Roger [2007] for an extensive study of the Bott-Virasoro group.
Unfortunately, many fundamental results such as the implicit function theorem, valid on finite dimensional manifolds, do not generalize to the case of Fréchet manifolds, without appeal to the Nash-Moser theorem. Consequently, it has been of fundamental interest to consider completions of diffeomorphism groups, or more generally, of manifolds of maps, with respect to C k , Hölder, or Sobolev H s topologies, in order to obtain smooth Banach or Hilbert manifolds. This approach was successfully used, for example, in Ebin [1968] , Ebin and Marsden [1970] , Isenberg and Marsden [1982], Fischer Tromba [1984] , Gay-Balmaz and Ratiu [2007] , Gay-Balmaz, Marsden and Ratiu [2008] to address different problems in mathematical physics and geometry.
The present paper is one more step in this direction. It studies the classification and geometric properties of the Bott-Virasoro coadjoint orbits, in the setting of smooth Hilbert manifolds. More precisely, we consider the Sobolev Bott-Virasoro group, which is the H r -completion of the smooth Bott-Virasoro group, acting via the coadjoint action on the H s -completion of the regular part of its dual Lie algebra. We will see that the coadjoint action is well-defined provided r ≥ s + 3 and s > 1/2. When classifying the coadjoint orbits, the natural choice will appear to be r = s + 3. Using this rigorous functional analytic approach new results concerning coadjoint orbits are found.
2 Sobolev vector fields and diffeomorphisms on S 1 Consider the circle S 1 and its universal covering map x ∈ R −→ s = e i2πx ∈ S 1 . We denote by ∂ the smooth vector field on S 1 defined by ∂(e i2πx ) := i2πe i2πx ∈ T e i2πx S 1 .
Any vector field u ∈ X(S 1 ) on the circle can be identified with the Z-periodic function u : R −→ R, through the relation u(e i2πx ) = u(x)∂(e i2πx ).
For any real number s ≥ 0 we have the equivalence In terms of Fourier series, the space H s Z (R) is characterized by H s Z (R) = n∈Z a n e i2πx n∈Z |n| 2s |a n | 2 < ∞, a n = a −n .
Recall that for k ≥ 0 and s > 1/2 + k, the Sobolev embedding theorem states that we have the continuous inclusions
for any bounded open subset U of R, where X C k (S 1 ) denotes the space of C k vector fields on S 1 . Recall also that for s > 1/2 and r ≥ −s, pointwise multiplication on C ∞ (U ) extends to a continuous bilinear map H r (U ) × H s (U ) −→ H min{r,s} (U ), (u, v) −→ uv; (2.1) see Corollary 9.7 of Palais [1968] for a proof.
Denote by D C 1 + (S 1 ) the group of C 1 orientation preserving diffeomorphisms of the circle. Any g ∈ D C 1 + (S 1 ) determines, up to an additive constant m ∈ Z, a strictly increasing C 1 function g : R −→ R such that g(x + 1) = g(x) + 1 and
For all r > 3/2, we denote by D r + (S 1 ) the set of Sobolev class H r orientation preserving diffeomorphisms of S 1 . The equality
proven in Ebin [1968] , implies the equivalence
The relation between the derivatives of g and g is given by the equality
.
From now on, we will use the symbols D r + (S 1 ), r > 3/2, and X s (S 1 ), s > 1/2, but their elements will be denoted by g and u as if they would belong to D r + Z (R) and H s Z (R). Recall that for all r > 3/2, the set D 
where D C k + (S 1 ) denote the smooth Banach manifold of class C k orientation preserving diffeomorphisms of S 1 . The reader can consult Ebin [1968] and Ebin and Marsden [1970] for proofs and details concerning the Hilbert manifold structure of the group of Sobolev diffeomorphisms of a compact manifold.
The Sobolev Bott-Virasoro group
The completion of the Bott-Virasoro group in the Sobolev topology H s is presented in this section.
The Bott-Virasoro group is, up to isomorphism, the unique nontrivial central extension of the diffeomorphism group of the circle by R. This group, denoted by BVir is, as a set, the Cartesian product
The group multiplication on BVir is defined by
where B :
The Lie algebra vir of BVir is called the Virasoro algebra and is given by the central extension of X(S 1 ) associated to the Gelfand-Fuchs two-cocycle
Consequently, the Lie bracket is given by
Identifying the dual Lie algebra of vir with itself (regular dual) through the L 2 pairing, the coadjoint action reads
where S is the Schwarzian derivative defined by
We now show that for all r > 3/2 it is possible to complete the Bott-Virasoro group with respect to the Sobolev H r topology. To see this, it suffices to observe that for all r > 3/2, the Bott-Thurston two-cocycle is well defined as a map
Indeed, for g, h ∈ D r + (S 1 ), we have log(g • h) ∈ H r−1 and d log h ∈ H r−2 . Using the condition r > 3/2, we obtain that the L 2 -pairing involved in the definition of B makes sense. Thus the H r completion of the Bott-Virasoro group is given by (g,α) . The tangent map to R (g,α) is given by
For all s > 1/2 and r ≥ s + 3, the coadjoint representation extends to a continuous representation
To see this, it suffices to note that, for all r ≥ s+3, the map g → S(g) is continuous (and in fact smooth) as a map with values in X s (S 1 ). This is a consequence of Lemma 3.1 below. Remark that for (g, α) fixed, (u, c) → Ad † (g,α) (u, c) is smooth since it is continuous and linear. However, for (u, c) fixed, the map (
The following lemma is a particular case of a result we will prove in Lemma 5.2.
4 Hill's equation and the conjugacy classes of SL(2, R)
In this section we recall from Lazutkin and Pankratova [1975] and Segal [1981] the link between the Hill's equation and the Bott-Virasoro coadjoint action and the fact that the monodromy is a coadjoint invariant. We adapt these results to the case of the smooth Hilbert manifold BVir r . In what follows we shall use the notations of Balog, Fehér and Palla [1998] .
For u ∈ X s (S 1 ), s > 1/2, the Hill's equation with potential u is the second order linear ODE defined by
Consider a vector solution Ψ := (ψ 1 , ψ 2 ), where ψ i ∈ C 2 (R) are two independent normalized solutions of (4.1), that is, ψ 1 ψ 2 − ψ 1 ψ 2 = 1. Such a Ψ is called a normalized base of solutions associated to u. If Φ = (ϕ 1 , ϕ 2 ) is another normalized base of solutions, then there exists A ∈ SL(2, R) such that Ψ = ΦA.
For example, forΨ(x) := Ψ(x + 1) we obtain the existence of M Ψ ∈ SL(2, R), called the monodromy matrix of Ψ, such thatΨ
One can show that for all A ∈ SL(2, R) we have
so we obtain a well defined map
where SL(2, R)/conj denotes the set of conjugacy classes of SL(2, R), Ψ = (ψ 1 , ψ 2 ) are two independent normalized solutions of (4.1) with potential u, and [M Ψ ] conj denotes the conjugacy class of M Ψ . Note that the map M has the remarkable property to be invariant under the coadjoint action of the Bott-Virasoro group BVir r , r ≥ s + 3, for central charge c = 1/2, that is,
Indeed, one can compute that if ψ is a solution of (4.1) with potential u, then
is a solution of (4.1) with potential
, we obtain (4.2). Note that if Ψ is normalized, then Ψ g is normalized. Thus M induces a well-defined map
denotes the set of coadjoint orbits with central charge c = 1/2 and u is any element in the coadjoint orbit O. We will see that the natural choice for r is r = s + 3. In this case we will denote by O s the coadjoint orbits of BVir s+3 . As we will see later, the map M is surjective and not injective.
We list below, for future use, the elements of SL(2, R)/conj. The terminology elliptic, hyperbolic, and parabolic corresponds to the three cases | Trace | < 2, | Trace | > 2 and | Trace | = 2, respectively.
(i) An elliptic conjugacy class is represented by a matrix Ell ± (α) of the form
(ii) A hyperbolic conjugacy class is represented by a matrix Hyp ± (β) of the form
(iii) A parabolic conjugacy class is represented by a matrix Par ± (ν) of the form
The corresponding isotropy groups, with respect to conjugation in SL(2, R), are given by
Classification of the coadjoint orbits and isotropy groups
In this section we obtain the classification of the Bott-Virasoro coadjoint orbits, associated to the coadjoint representation of the H r completion BVir r of the Bott-Virasoro group BVir. We show that the method used in Balog, Fehér and Palla [1998] for the classification of the coadjoint orbits of BVir can be adapted to the case of the smooth Hilbert manifold BVir s+3 , s > 1/2 acting on the completed Virasoro algebra vir s . This will use in a crucial way the two following results involving properties of Sobolev class H s functions.
Lemma 5.1 Let u ∈ X s (S 1 ), s > 1/2 be an H s vector field on S 1 , and consider a solution ψ of the Hill equation with potential u. Then ψ ∈ H s+2 loc (R).
Proof. Let ψ be a solution of ψ + uψ = 0 and U be an open and bounded subset of R.
If 1/2 < s ≤ 3/2, then u is continuous, so we have ψ ∈ C 2 (R) and ψ ∈ C 2 (U ) ⊂ H s (U ), and we obtain ψ = −uψ ∈ H s (U ), by property (2.1). If 3/2 < s ≤ 4/2, then u is of class C 1 , so we have ψ ∈ C 3 (R) and ψ ∈ C 3 (U ) ⊂ H s (U ), and we obtain ψ = −uψ ∈ H s (U ). More generally, if 1/2 + k < s ≤ 1/2 + k + 1, then u is of class C k , so we have ψ ∈ C k+2 (R) and ψ ∈ C k+2 (U ) ⊂ H s (U ), and we obtain ψ = −uψ ∈ H s (U ). This proves that ψ ∈ H s+2 (U ) for all s > 1/2.
Proof. It suffices to prove that for each open and bounded subset U of R we have f • u ∈ H s (U ). We will show this first, by induction, for s = k ∈ N, k ≥ 1. Suppose that u ∈ H 1 (U ). By the Sobolev embedding theorem we have u ∈ C 0 (U ), so we obtain that f
On the other hand we have
so we obtain that
This proves formula (5.1). Fix k ∈ N and suppose that for each
A candidate for the k + 1 distributional derivative is given by
where
are the constants such that the formula is true for the smooth case. The first term is in
In the second term, all the j l are strictly smaller than k + 1, so the u
, we obtain that the second term is in H 1 (U ), so w ∈ H 0 (U ). The same argument as before shows that w is the distributional derivative of (f • u) (k) . We now consider the case of u ∈ H s loc (R) with s > 1/2 and s / ∈ N.
If 1/2 < s < 1, then the norm of the Hilbert space H s (U ) is given by
For u ∈ H s (U ), by the Sobolev embedding theorem, we have f •u ∈ C 0 (U ), so we obtain
As before, the second term is in
, so by the property (2.1) we obtain that the first term is also in
Using these results, we can now proceed to the classification of the coadjoint orbits, by adapting the method used in Balog, Fehér and Palla [1998] .
Coadjoint orbits with elliptic monodromy
, where α ∈ ]0, π[. Such an orbit always exists. It suffices to consider the orbits generated by the constant vector fields α 2 or (α + π) 2 . Indeed, in this case a normalized base of solutions associated to α 2 is given by
and we have M Ψ = Ell + (α). If we consider (α + π) 2 we obtain M Ψ = Ell − (α). For any u ∈ O s , there exists a normalized base of solutions Ψ such that M Ψ = Ell ± (α). Such a Ψ = (ψ 1 , ψ 2 ) is unique up to right multiplication by an element of SL(2, R) Ell ± (α) . So the Z-periodic function R u := ψ 
By Lemma 5.2, we have
. A normalized base of solutions associated to a 2 is given by
, we obtain that a u = α + πn for some n = 0, 1, 2 .... Note that for a 1 = a 2 , the corresponding coadjoint orbits are disjoint. Indeed, since a u does not depend on u in a given elliptic orbit, given a 1 , a 2 two constant vector fields in the same orbit we have a a 1 = a a 2 . Using that
we obtain a a i = a i . This proves that a 1 = a 2 . To see that a u does not depend on u in the orbit we consider a vector field v of the form v = Ad † g (u, 1/2), where
We conclude that the coadjoint orbits with elliptic monodromy are exactly the coadjoint orbits generated by the vector fields
We will use the notation Ell s (α, n) for the orbit generated by the group BVir s+3 acting on ell(α, n). Note that we have M(Ell
Coadjoint orbits with hyperbolic monodromy
For any vector field u ∈ O s , there exists a normalized base of solutions Ψ such that M Ψ = Hyp ± (β). Let N(u) = 0, 1, 2 ... be the number of zeros of ψ 2 on [0, 1[. Since Ψ is unique up to a right multiplication by an element of SL(2, R) Hyp ± (β) , the map N is well-defined, that is, it depends only on u. Moreover we have N(Ad † g (u, 1/2)) = N(u), indeed, the number of zeros is invariant under the transformation ψ 2 −→ ψ g 2 .
The case
Note that an orbit with M(O s ) = [Hyp + (β)] always exists: it suffices to consider the orbit generated by the constant vector field −β 2 . Indeed in this case a normalized base of solutions associated to −β 2 is given by
and we have M Ψ = Hyp + (β) and N(−β 2 ) = 0.
For any u ∈ O s , consider a normalized base of solutions Ψ such that M Ψ = Hyp ± (β). Ψ is unique up to a right multiplication by an element of SL(2, R) Hyp ± (β) . Let
so by Lemma 5.2 we have f ∈ H s+2 loc (R). Moreover, since
, we obtain, again with Lemma 5.2, that f ∈ H s+3 loc (R). Let
since f (x + 1) = e 2β f (x) and f > 0, we have f > 0, so g is well defined and g(x + 1) = g(x) + 1. By Lemma 5.2 we obtain g ∈ D s+3 . This also shows that it does not exist a hyperbolic orbit with N(u) = 0 and with monodromy Hyp − (β).
Note that an orbit with M(O s ) = [Hyp (−1) n (β)] always exists: it suffices to consider the orbit generated by the smooth vector field
Indeed, in this case a normalized base of solutions associated to hyp(β, n) is given by + (S 1 ) such that Ad † g (u, 1/2) = hyp(β, n). This is a consequence of the following Lemma.
Proof. Let Ψ = (ψ 1 , ψ 2 ) and Ψ = (ψ 1 , ψ 2 ) be normalized bases of solutions associated to u and u such that M Ψ = M Ψ = Hyp ± (β). It suffices to show that there exists g ∈ D
s+3
+ (S 1 ) such that Ψ g = Ψ (see §4). Let 0 ≤ x 1 < ... < x n < 1 and 0 ≤ x 1 < ... < x n < 1 denote the n zeros of ψ 2 and ψ 2 on [0, 1[. The other zeros are given and denoted by
We have f (x + 1) = e 2β f (x) and
So f is of class C 3 away from the set of zeros and
We denote by f and f k the corresponding functions associated to u.
where d is such that, for each k, the sign of ψ 2 (x k ) and ψ 2 (x k+d ) are the same. Note that g is continuous, C 3 away from the set of zeros and we have
By multiplication of the preceding two equalities we obtain
For all x such that x = x k and ψ 1 (x) = 0, we have:
Since ψ 1 (x k ) = 0 by the wronskian condition, the previous expression is well-defined and continuous near x k . This proves that g is a C 1 orientation preserving diffeomorphism. We still need to show that g ∈ D s+3 + (S 1 ). We have ψ 2 ∈ H s+2 loc (R). By the proof of Lemma 5.2, we know that 1/ψ 2 is in
Since s + 2 > 1/2, by property (2.1) we obtain
Since
and is a C 1 diffeomorphism, we obtain that f 
k is well-defined in a neighborhood of x k since ψ 1 (x k ) = 0, because of the wronskian condition. We have h k (x + 1) = e −2β h(x) and
diffeomorphism. The corresponding function associated to u and to the zero x k+d is denoted by h k+d and has the same properties. So (
Thus we have shown that for each β > 0 and n ∈ N ∪ {0}, there exists exactly one hyperbolic orbit O s denoted by Hyp s (β, n) such that M(O s ) = [Hyp ± (β)] and N(u) = n for u ∈ O s . Representant vector fields are given by hyp(β, 0) = −β 2 , and hyp(β,
Coadjoint orbits with parabolic monodromy
Recall that a parabolic conjugacy class is represented by a matrix Par ± (ν) of the form Par ± (ν) = ± 1 0 ν 1 , ν ∈ {−1, 0, 1}.
The case
. Such an orbit always exists, it suffices to consider the orbit generated by the constant vector field (nπ) 2 , n ∈ N. Indeed in this case a normalized base of solutions associated to (nπ) 2 is given by
and we have M Ψ = Par (−1) n (0). For any u ∈ O s , there exists a normalized base of solutions Ψ such that M Ψ = Par ± (0). Such a Ψ = (ψ 1 , ψ 2 ) is unique up to a right multiplication by an element of SL(2, R) Par ± (0) = SL(2, R). We will proceed as in the elliptic case. Define the Z-periodic function R := ψ .
As before we have g ∈ D s+3
+ (S 1 ). A normalized base of solutions associated to a 2 is given by
Since we must have
, we obtain that a = nπ for some n ∈ N. Note that for n 1 = n 2 , the corresponding coadjoint orbits associated to (n 1 π) 2 and (n 2 π) 2 are disjoint.
These disjoint parabolic coadjoint orbits are denoted by
We have M(Par s (0, n)) = [Par (−1) n (0)]. The corresponding vector fields representing these orbits are given by par(0, n) := (nπ) 2 ∈ Par s (0, n).
The case
s , there exists a normalized base of solutions Ψ such that M Ψ = Par ± (ν). Let N(u) ∈ N ∪ {0} be the number of zeros of ψ 2 on [0, 1[. Since Ψ is unique up to right multiplication by an element of SL(2, R) Par ± (ν) , the map N is well-defined, that is, it depends only on u. Moreover we have N(Ad † g (u, 1/2)) = N(u). For any u ∈ O s , consider a normalized base of solutions Ψ such that M Ψ = Par ± (ν). Ψ is unique up to a right multiplication by an element of SL(2, R) Par ± (ν) . As in the elliptic case, consider the function
loc (R). Note also that g(x + 1) = g(x) + ν. Using that g is strictly increasing we obtain that the case ν = −1 is impossible and that g ∈ D 
The case N(u) = 0
Consider 
Indeed, in this case a normalized base of solutions associated to par(ν, n) is given by Remark on other central charges. Strictly speaking, the representative vector fields given above should be written with the central charge c = 1/2. For example, the representative vector fields associated to the coadjoint orbit Ell(α, n), α ∈]0, π[, n = 0, 1, 2, ..., and Par(0, n), n = 1, 2, ..., should be written as ((α + πn) 2 , 1/2) and ((πn) 2 , 1/2).
Note that for other non-zero central charges c the coadjoint classification is the same, but then corresponding representative vector fields are given by (2c(α + πn) 2 , c) or (2c(πn) 2 , c). (u,c) the isotropy group of (u, c) under the coadjoint action of D r + (S 1 ), r > 3/2. We are here especially interested in the isotropy groups D s+3 + (S 1 ) (u,c) . Using the equality
Classification of isotropy groups
2 ) it suffices to compute the isotropy groups for momenta with central charge c = 1/2.
Since all isotropy groups of the elements of an orbit are conjugate to a given one, it suffices to compute the isotropy group of the representative vector fields ell(α, n), hyp(β, n), and par(ν, n).
The classification of isotropy groups is known in the case of the coadjoint action of the smooth diffeomorphisms D C ∞ + (S 1 ) on the smooth vector fields; see for example Balog, Fehér and Palla [1998] . We are here interested in the coadjoint action of the Hilbert manifold D (u,c) . In fact this is not the case, since one can use the arguments given in Appendix B and C of Balog, Fehér and Palla [1998] , replacing the smooth diffeomorphisms by Sobolev class H s+3 diffeomorphisms, and obtain that for u ∈ {ell(α, n), hyp(β, n), par(ν, n)} we have
More precisely, following Balog, Fehér and Palla [1998] , we get
for all n = 0, 1, 2, ..., α ∈ ]0, π[, and β > 0; and The isotropy groups D s+3 + (S 1 ) (hyp(β,n),1/2) and D s+3 + (S 1 ) (par(ν,n),1/2) , ν = ±1, n = 1, 2, ..., are isomorphic to R + × Z n .
The table below, gives the classification of the Bott-Virasoro coadjoint orbits, together with the corresponding monodromy, representative vector fields, and isotropy groups.
Coadjoint Monodromy Representative
The domain of the variables is
The space of coadjoint orbit of the Bott-Virasoro group can be illustrated as follows. The space of coadjoint orbits of BVir s+3 acting on X s (S 1 ) for nonzero central charge. The "comb" together with the "floating points" is the space of coadjoint orbits. The vertical lines, each of which is parametrized by β > 0, and labeled by an integer n = 0, 1, 2, . . ., represent the hyperbolic orbits Hyp s (β, n). The non-integer points on the horizontal axis represent the elliptic orbits Ell s (α, n). The integer points represent those parabolic orbits Par s (ν, n) with ν = 0. The parabolic orbits Par s (ν, n) with ν = ±1 and n = 0, 1, 2, . . . are represented by the "floating points". The open circle at n = 0, β = 0 is an empty point with no corresponding orbit. The groups under the orbit labels are the associated coadjoint isotropy subgroups. The points representing Par s (±1, n) can be separated from any other point, but the points representing Par s (0, n) contain in any neighborhood the two "floating points" next to it. The rest of the topology of the "comb" is that induced from the plane. All orbits are closed submanifolds of X s (S 1 ) with the possible exception of Par s (±1, n) whose closure could intersect only Par s (0, n) for each n = 1, 2, 3, . . .. Figure adapted from Balog, Fehér and Palla [1998] .
Geometric properties of the isotropy groups
Recall that a C 1 map f : M −→ N between Banach manifolds is said to be a subimmersion if and only if for each m ∈ M there exists a neighborhood U of m in M , a Banach manifold P , a submersion s : U −→ P and an immersion i :
It is known that, that f : M −→ N is a subimmersion if and only if the tangent bundle to the fibers ker(T f ) is a subbundle of T M and for each m ∈ M , T m f (T m M ) is closed and splits in T m N (see Theorem 3.5.18 in Abraham, Marsden and Ratiu [1988] ).
The principal property of a subimmersion is that for each n ∈ N , the set Q := f −1 ({n}) is a submanifold of M and T m Q = ker(T m f ).
Lemma 6.1 For u ∈ X s+k (S 1 ), s > 1/2, k ≥ 1, and c = 0, the coadjoint action
is a subimmersion of class C k . The tangent map at g = id is given by
Proof. By the definition of the topologies, the map
is smooth. The map
is smooth by property (2.1). For u ∈ X s+k (S 1 ), k ≥ 1, the map
is of class C k by the α-lemma (see Ebin [1968] ). By property (2.1) we obtain that the map D s+3
is of class C k . We now show that the Schwarzian derivative
. By the α-lemma, the map
, is smooth. Thus, the Schwarzian derivative
is smooth by property (2.1). Using the formula
for the infinitesimal coadjoint action, we now show that ker(T Ad
+ (S 1 ), by right-invariance, we have
where T R g is the tangent map to the right composition of diffeomorphisms. So we obtain
Since ker(T ad † (u, c)) = {ξ ∈ X s+3 (S 1 ) | cξ + 2uξ + u ξ = 0} is finite dimensional (≤ 3), we obtain that ker(T Ad † (u, c)) is a subbundle of T D s+3 + (S 1 ), by Lemma 3 in Appendix A of Ebin and Marsden [1970] .
We now show that for each g ∈ D s+3
+ (S 1 ), the range of T g Ad † (u, c) is closed in X s (S 1 ). Since we have
it suffices to show that ad
. By the classification of the coadjoint orbits presented in the previous section, we know that there exists a diffeomorphism g ∈ D s+3
that is, u is a smooth vector field. By a general property of coadjoint actions we know that
Consider the linear map ad † (u, c) :
Since c = 0 and u is smooth, the map ad † (u, c) is a third order elliptic differential operator. So its range is closed in X s (S 1 ).
This lemma immediately yields the following result.
Theorem 6.2 For u ∈ X s+k (S 1 ), s > 1/2, k ≥ 1, and c = 0, the coadjoint isotropy groups D s+3 + (S 1 ) (u,c) are closed C k submanifolds of D s+3 + (S 1 ), and the tangent space at the identity is given by
Remarks on the Lie group structure. The isotropy group of a vector field u ∈
Lie group, since it is C k conjugated to a smooth Lie group, given by S 1 , PSU(1, 1) Segal [1981] and Dai [2000] , which takes values in the conjugacy classes of the universal cover SL(2, R) of SL(2, R).
For u ∈ X s (S 1 ), s > 1/2, consider the unique normalized base of solution Ψ u = (ψ u,1 , ψ u,2 ) of the Hill's equation such that
Note that its monodromy matrix is given by
We will also need the following Wronskian map
Note that we have W u (0) = I 2 and W u (1) = M Ψu . Recall that the universal cover SL(2, R), can be identified with the set of homotopy classes of the Banach manifold P(I 2 , SL(2, R)) := {c ∈ C 0 ([0, 1], SL(2, R)) | c(0) = I 2 }, and that the quotient map
is continuous (see Duistermaat and Kolk [2000] for example). The projection on SL(2, R) 
is a complete coadjoint invariant, that is, for all u, v ∈ X s (S 1 ) we have the equivalence For the third equality we used the property (1). For the last one we used property (3) and the fact that 
with m − n = 2k, k ∈ Z. Since the three cases are similar, we only treat the elliptic case. Without loss of generality, we can suppose that u = ell(α, n) = (α + nπ) 2 and v = ell(α, n + 2k) = (α + (n + 2k)π) 2 . We have
which is conjugated to
Remark that W u and W are curves in SL(2, R) with same endpoints. Since they are homotopic, we must have k = 0. This proves that m = n and then that O Lemma 7.2 The lifted monodromy
is a continuous map.
Proof. Since the maps
are continuous, it suffices to prove that the map u ∈ X The following theorem shows that all coadjoint orbits, except for Par s (±1, n), n ≥ 1, are closed subsets of X s (S 1 ). The proof uses in a crucial way the fact that the lifted monodromy is a continuous map and a complete coadjoint invariant.
Proof. Let (u n ) ⊂ O s be a sequence of vector fields converging to u ∈ X s (S 1 ) in the H s topology. By Lemma 7.2, we know that M(u n ) converges to M(u) in SL(2, R)/conj. Since M is constant on the coadjoint orbits, we obtain that the sequence M(u n ) has a constant value denoted by m. So we obtain that each neighborhood of M(u) contains m. Since the topological space SL(2, R)/conj is not a Hausdorff space, we cannot immediately conclude that m = M(u). However, using the remark below concerning the topology of SL(2, R)/conj and the fact that m does not project to Par ± (±1), we obtain that m = M(u). Using Theorem 7.1 we obtain that u is an element of O s and therefore that O s is closed. .
Note that if m projects to Par ± (±1), in the previous proof, then M(u) is not necessarily equal to m. Indeed, M(u) can project to Par ± (0), since each neighborhood of Par ± (0) contains Par ± (±1). This shows that for a sequence (u n ) ⊂ Par(±1, n) which converges to u ∈ X s (S 1 ), we only know that u ∈ Par(±1, n) ∪ Par(0, n). This does not exclude that the orbit Par(±1, n) is also closed. Note that this argument shows that the orbit Par(1, 0) is closed. This is the only orbit among the "floating points" in Figure 5 .1 which is known to be closed.
Remark on the topology of PSL(2, R)/conj. Consider the trace map Tr : SL(2, R) −→ R.
We know that a matrix A is hyperbolic if | Tr(A)| > 2, is elliptic if | Tr(A)| < 2, and parabolic if | Tr(A)| = 2. This shows that the sets of hyperbolic and elliptic matrices are open subsets of SL(2, R) and that the set of parabolic matrices different from ±I 2 is a submanifold of SL(2, R) of dimension 2. Indeed, the map Tr : SL(2, R) −→ R is a submersion at A if and only if A is not equal to ±I 2 .
We endow SL(2, R)/conj with the quotient topology. From the preceding considerations it follows that for each m, n ∈ SL(2, R)/conj, m = n, such that (m, n) = (Par + (0), Par + (±1)) and (m, n) = (Par − (0), Par − (±1)) we can find two disjoint open subsets, one containing m and the other containing n. If m = Par + (0) and n = Par + (±1), then we can find an open neighborhood of n which does not contain m, but all open neighborhoods of m contain n. This shows that SL(2, R)/conj, endowed with the quotient topology, is not a Hausdorff space. Remark that SL(2, R)/conj − {Par ± (±1)} is Hausdorff. The same observations apply to the quotient space PSL(2, R)/conj, since these spaces are locally homeomorphic.
In order to prove that the coadjoint orbits are submanifolds, we will need the following result (see Proposition 14 (iii) in Chapter III of Bourbaki [1972] ). (u, c)) ).
In particular, if v ∈ O s is in H s+1 we have
