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Abstract
CubeSats, limited by size and mass, have limited functionality. These miniaturised satellites suffer from a
low power budget, short radio range, low transmission speeds and limited data storage capacity. Regardless
of these limitations, however, CubeSats have been deployed to carry out many research missions, for
instance, gravity mapping and tracking air and marine navigation. One method of increasing their
functionality and reducing their limitations is to form CubeSat networks, or swarms, where many CubeSats
work together to carry out a mission. Nevertheless, due to given limitations of range, the network may still
have intermittent connectivity and, accordingly, data communication becomes challenging in such a
disjointed network where there is no contemporaneous path between source and destination. When the
network is disjointed, the rate of dropped packets increases making the performance of traditional TCP/IP
protocols inefficient. The alternative Delay Tolerant Network (DTN) protocols can improve network
performance by storing, carrying and forwarding data packets and disseminating different numbers of
replicas across the network with respect to the capacity of the network. In this thesis, various inter-satellite
routing protocols based on the Open System Interconnection (OSI) that follows TCP/IP standards are
considered with the limitations of these protocols discussed, particularly with regard to when the CubeSat
network is disjointed. As a solution to this limitation, DTN approaches are more comprehensively discussed
and analysed with the limitations and advantages of each approach highlighted to realise that the
performance of routing protocols used in aerospace communications are highly dependent on the evolving
topology of the network over time and reaching the conclusion that TCP/IP routing protocols will work
efficiently if the network is dense enough to establish reliable links between CubeSats, and, if not, DTN
routing protocols can be implemented to route the data packets. Emphasis is also given to network capacity
in terms of how buffer, energy, bandwidth and contact duration affect the performance of DTN routing
protocols where, for example, flooding-based DTN protocols can provide superior performance in terms of
maximizing delivery ratio and minimizing delivery delay. Such protocols, however, are not suitable for
CubeSat networks as they harvest the limited resources of these tiny satellites and are contrasted with
forwarding-based DTN routing protocols that are resource-friendly and produce minimum overheads to the
cost of degraded delivery probability. The literature review found that quota-based DTN routing protocols
can provide the necessary balance between delivery delay and overhead costs in many CubeSat missions.
With the rapid growth of NanoSat networks, in particular CubeSat networks, presenting adequate
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networking architecture and topology design techniques that suit the limitations of CubeSats have become
crucial. Within the conventional satellite architecture, TCP/IP, Asynchronous Transfer Mode (ATM) and
Performance Enhancement Proxies (PEPs) technologies are used to provide multimedia and data
communication services. However, for the CubeSat networks, characterised by frequent partitioning, long
delays and low communication capabilities, the application of these technologies is unreliable.
Consequently, DTN CubeSat network architecture is proposed as a solution for these limitations. While
current DTN research mostly focuses on data routing and forwarding decisions to optimise network
performance, more appropriate topology design techniques, in conjunction with suitable network
architecture, can significantly enhance the overall network performance for the emerging CubeSat networks
that may consist of hundreds of CubeSats. In this thesis, a comprehensive review is conducted on the state
of the art CubeSat missions that use Inter-Satellite Links (ISL) for multi-hop communication with major
CubeSat networking challenges and implications summarised accordingly. In addition, space
communication standards are surveyed to understand the underlying requirements for CubeSat
architectures.
Moreover, a Distance-Based Circular Movement Model (DBCMM) is proposed for the accurate movement
determination in CubeSat networks. This movement model is based on the Fourth-order Runge-Kutta
method that considers a two-body relative motion with the DBCMM in solving n-body relative motion
among all CubeSats in the network. Two DTN CubeSat network architectures are also introduced, namely:
1) Single-Layer Hybrid Integrated CubeSats System (SL-HICS) architecture; and 2) MEO/LEO MultiLayered Hybrid Integrated CubeSat System (ML-HICS) architecture. The conceptual design of these
proposed architectures is presented and the network performance with different categories of DTN routing
protocols is discussed to highlight the advantages and disadvantages of both architectures.
Two novel Shortest and Energy Reliable Path (SERP) routing protocols are also presented in this thesis,
namely: SERP-Breadth-First Search (SERP-BFS) and SERP-Dijkstra. Both algorithms aim to minimise the
overall energy costs and maintain connectivity over time and both choose the shortest paths that have
CubeSats with energy levels higher than or equal to an energy reliability threshold. The two proposed SERP
algorithms are evaluated and compared with an epidemic routing algorithm with the results showing the
outperformance of the proposed algorithms in terms of saving on overall energy costs.
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Abbreviations
APDUs

Application Layer Protocol Data Units

ATM

Asynchronous Transfer Mode

BP

Bundle Protocol

BPA

Bundle Protocol Agent

CCSDS

Consultative Committee for Space Data Systems

CLA

Convergence Layer Adapter

COTS

Commercial Off-The-Shelf

DBCMM

Distance-Based Circular Movement Model

DSS

Direct Spread Spectrum

DSTG

DTN Space-Time Graph

DTN

Delay/Disruption Tolerant Network

ERT

Energy Reliability Threshold

GPS

Global Positioning System

ICT

Information and Communication Technologies

IONet

IP Operational Network

ISL

Inter-Satellite Links

ITU

International Telecommunications Union

J-SSOD

Japanese Small Satellite Orbital Deployer

LEO

Low Earth Orbit

ML-HICS

Multi-Layered Hybrid Integrated CubeSat System

MLSNs

Multi-Layer Satellite Networks

MSS

Mobile Satellite Services

NRCSD

NanoRacks CubeSat Deployer

NTIA

National Telecommunication and Information Administration

OSI

Open System Interconnection

PAN

Personal Area Network

PDH

Payload Data Handling

PEP

Performance Enhancement Proxies
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PSLV

Polar Satellite Launch Vehicle

QPSK

Quadrature Phase Shift Keying

SERP

Shortest and Energy Reliable Path

SERP-BFS

SERP-Breadth-First Search

SL-HICS

Single-Layer Hybrid Integrated CubeSat System

SNIS

Space Network IP Services

SOS

Satellite-Over-Satellite

S-PCN

Satellite Personal Communication Networks

SSI

Space-to-Sensor Interface

TDRSS

Tracking and Data Relay Satellite System

TEC

Total Electron Content

TTL

Time-To-Live
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1 Introduction
1.1 Background
Satellite networking has become an extensive telecommunication domain that has rapidly advanced
since the first communication, remote sensing and navigation satellites were launched into space
with developments from mobile satellite service and satellite television broadcasting to broadband
satellite and Internet. With the great demand on communication bandwidth and the significant
expansion in networking technology, satellite networks integrated with the terrestrial networks and
have become a substantial part of the global network infrastructure. Satellites can be classified in
many different ways, including satellite function, orbit, size and mass. Mass is the most common
satellite category as it can show the launching costs per kilogram. Table 1 illustrates the in-orbit
mass range of satellites. In 1999, a novel miniaturised type of NanoSat, known as a CubeSat, was
developed by California Polytechnic State University and Stanford University as a satellite
paradigm for space research [1]. The smallest CubeSat unit is 1U of 10 cm cubic units while larger
CubeSat sizes can be built up from multiples of the 1U base as illustrated in Figure 1.

Figure 1 Standard CubeSat Sizes (1U-12U)
Table 1 Satellite classification

Satellite
Group

Large

Medium

Mini

Micro

Nano

Pico

Femto

Mass (kg)

> 1000

500-1000

100-500

10-100

1-10

0.1-1

< 0.1

The 1U CubeSat weights about 1 kg. These NanoSats are mostly built from commercial off-theshelf (COTS) materials. Adeptly, CubeSats can be launched as a piggyback on different launch
vehicles, such as a Polar Satellite Launch Vehicle (PSLV), or even using one of the International
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Space Station CubeSat deployers, such as the NanoRacks CubeSat Deployer (NRCSD) or the
Japanese Small Satellite Orbital Deployer (J-SSOD), to then eject the CubeSats into space. The
affordable cost of CubeSat development and launch compared with the conventional satellites have
attracted many researchers and space communities. Table 2 shows some CubeSat features compared
to the conventional satellites. Since the CubeSat was introduced, CubeSat networks have emerged
and many universities, space agents and even amateurs have developed and launched their own
CubeSats [2] [3].
Table 2 Major specification comparison between CubeSats and conventional satellites

Type

Mass
(kg)

Cost (US $)

Time to
Build (years)

Antenna
Gain

Power
Consumption

Nanosatellites
(CubeSats)

1-1.3

20-200 K

1-2

Low

1-3.5 W

Conventional
satellites

>1000

0.1-2 B

>5

Very high

~ 1000 W

In comparison to conventional satellites that cost $0.1-$2B, the expenditure for constructing a
CubeSat is only $20-$200K and the launching cost of a CubeSat can be as low as $12,500 [4]. More
importantly, new technologies can be tested on CubeSats before using them on more expensive
satellites [5]. Hence, it makes economic sense to replace conventional satellites with CubeSats for
deployment in Low Earth Orbit (LEO) and in deep space to perform different missions [6].
According to the Nanosatellites Database [2], over 2200 NanoSats and CubeSats were launched by
2018 and over 3000 NanoSats will be launched in the next six years. For instance, Planet Labs
launched and operated a series of 3U CubeSat constellations for Earth observation, known as Flock
missions, with a total number of about 250 CubeSats from 2014 to 2017. Another notable example
can be seen in the series launches of Lemur-2 NanoSats where the mission consisted of 73 3U
CubeSats developed by Spire Global to serve as a part of their remote sensing commercial satellite
constellation that offers global ship tracking and weather observation [3]. Indeed, the largest batch
launched into space on a single rocket was Flock-3p which consisted of 88 CubeSats [7]. Figure 2
shows the current and future NanoSats launch statistics.

13

Figure 2 NanoSat launch by size statistics [2]

The advancement of miniaturised space technology and the capability of multi-satellite missions
have allowed the establishment of enormous NanoSat networks. These satellites can communicate
with each other without human intervention by means of Inter-Satellite Links (ISL) where the ISL
provides essential capabilities of real-time or quasi-real-time communication. Deploying low-cost
swarms or constellations of NanoSats with ISL opportunities can improve the spatial and temporal
data collection from different parts of space simultaneously [8].
CubeSat networks can be deployed in different formations/topologies according to mission
objectives. Saptarshi et al. categorised 39 CubeSat missions according to the mission objectives,
satellite number and type of formation flying. The topology of small satellites can mostly be divided
into three types, namely: leader-follower; cluster; and constellation. In leader-follower missions,
NanoSats are deployed in ad hoc fashion on the same orbit with a specific separation distance and
all follow the leader. While a constellation mission includes a group of satellites distributed in
different orbits to provide full coverage of the Earth, a cluster mission is when a group of satellites
covers an appointed area on the Earth by being deployed close to each other on different orbits [5].
CubeSat network topology provides an extraordinary scale of communication and data analysis
prospects that are beneficial for space agencies, scientists and researchers. Due to the considerable
data synchronously collected by the members of the network and the ability to forward it to the
ground over multiple paths, wireless communication over ISLs suffers from large data loss and
delivery delay. Resultantly, robust routing protocols and advanced data recovery mechanisms are
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required to optimise network performance because the wireless ISLs over LEO orbits are unreliable.
For instance, CubeSats can be affected by celestial gravity causing their positions and signals to
fluctuate, leaving the ISLs absolutely non-deterministic. Additionally, as the network topology in
LEO is highly dynamic, the network suffers from a lack of contemporaneous paths between satellites
[9], a paradigm that creates a network called Delay/Disruption Tolerant Network (DTN). This
network is created when CubeSats have a short radio range and their density is low such that
connectivity may not always be established. When the CubeSats are mobile this becomes even more
challenging because higher mobility creates a highly dynamic network topology where the links
between them will not be stable for long periods. Data cannot be delivered in networks such as these
by applying traditional TCP/IP routing protocols [10], however, it can be delivered using store, carry
and forward mechanisms. While discussing and analysing the suitability and scalability of using
TCP/IP protocols that are particularly used in CubeSat communications, many routing approaches
have briefly been considered in this thesis for Mobile Satellite Services (MSS) based on the Internet
Protocol (IP) [11-13] and Asynchronous Transfer Mode (ATM) [14, 15]. The IP-based routing
protocols assume that continuous connectivity between satellites is available even though, mission
to mission, the topology of the network and the evolvement changes over time may create
intermittent connectivity, which negatively affects these protocols because if a route is not
discovered, data packets will be dropped. As a solution to this problem, this thesis more
comprehensively considers DTN routing protocols based on the different capacities of network
resources.
A wide-range of CubeSat networks have been studied in recent years due to their economic benefits
and greater spatial and temporal performance. In [16], the CubeSat missions which are based on
cross-link communication are surveyed. The main focus was on the physical connectivity among
CubeSats such as frequency allocation. Similarly, in [17], the suitability and the challenges of intrasatellite and inter-satellite links in wireless sensor space networks are discussed. Also, different
types of planar antennas for CubeSats communication applications are studied in [18]. In [5], the
communication capabilities of small satellites over inter-satellite links are presented from the view
of the three lower layers of the OSI. Most of the previous work on inter-satellite communications is
focusing on developing Physical Layer links i.e., antenna design. In [19], some routing approaches
for conventional satellite networking are reviewed with the focus on networking challenges in the
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space environment. More recently, some features of small satellites and CubeSats are reviewed,
including mission objectives, CubeSat subsystems, topology examples and communication
protocols [20]. However, there is insufficient emphasis on the variety of routing protocols that can
be used for CubeSat networking.

1.2 Challenges in CubeSat networking
This section discusses the challenges raised by the characteristics of CubeSat communication where
network resources are limited and the topology of the network is highly dynamic. Independent
challenges regarding communication in space will also be highlighted.
As discussed earlier, it is the very small size of the CubeSats which enables them to be suitable for
many missions and be more cost-effective when compared to other satellite options. However, this
small size restricts the area available for each subsystem onboard which limits the capacity of the
resources to the area provided, such as the size and the efficiency of a CubeSat power battery, solar
cells and antenna. The size of the CubeSat antenna, for example, is bound by the required gain and
operating frequency, as well as the size of the area available on the surface of the CubeSat, which
confines it to a limited transmission range of 5-200 km and, correspondingly, this short radio range
antenna results in a network with intermittent connectivity. This is more critical when the topology
of the network is highly dynamic because CubeSats, on LEO, are orbiting the Earth with a high
speed that causes the contact duration between them to be short. For example, where two CubeSats
are travelling in crossing directions at a velocity of 7.8 km/s with a radio range of 5 km, the link
between these two CubeSats will only remain for 1.3s, assuming a negligible channel discovery
time, and such short contact duration will influence the network performance when the data rate is
low. As LEO CubeSats can be deployed on different altitudes 200-1200 km above the ground, each
satellite can have a different inclination in degrees from 0o – 1800 that will specify its trajectory. As
such, if two satellites are orbiting on top of each other on different altitudes but on the same orbit
inclination, the encounter period may last longer than if they are orbiting on different orbit
inclination even if they are on the same altitude. Thus, one important factor that affects the link
availability between any pair of CubeSats is its relative motion.
The orbital period of LEO satellites is an additional source of intermittent connectivity in CubeSat
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networks that result in a short communication period between a CubeSat and the corresponding
ground station. This intermittent connectivity comes from a satellite orbital period of about 90-110
minutes at a speed of about 7.8km/s with an encounter window of about 5-15 minutes to the ground
station during every cycle [21].
The energy budget allocated to the CubeSats is another problem that worsens the intermittent
connectivity. The limited size and structure of CubeSats do not allow many solar panels to be fitted,
especially with the available surface area being shared with some other instruments, such as
antennas and sensors. With the maximum energy producible from the solar panels thus limited, only
when the solar cells are pointing in the direction of the sun can they charge the batteries. Indeed,
due to the inability of loading CubeSats with altitude determination and stabilization control devices
to ensure that the solar cells are actually pointing towards the sun, the solar cells may be further
limited from providing energy due to limited productive encounter times with the sun. Resultantly,
this causes some CubeSats to fail to continue on their mission because they run out of power quickly
and, as a consequence, the failure of one CubeSat may lead to disruption and discontinuity in
multiple links. Moreover, the ground station links and inter-CubeSat communication links are
considered a significant source of power consumption [22]. The estimated communication power
budget of a CP1 CubeSat mission, for example, is 267 mW, which is 36.77% of the available power
produced from the solar cell; the battery is obviously going to discharge quickly. To date, many
energy-efficient routing protocols, which will be discussed in the next chapter, have been proposed
to tackle the said issue.
Where satellites on LEO are usually deployed on orbits of 160-1200 km they are additionally
associated with a natural drag that increases when the satellites are orbiting closer to the Earth due
to the gravitational forces. This will force CubeSats to change their trajectory over time such that
the meeting time with other CubeSats will also change. As the limited resource capability of the
CubeSats also restrict the application of advanced stability control devices for correcting the orbital
drag and stabilizing the rotation of CubeSat, even when two CubeSats are nearby, communication
may be impossible because a rotation of a CubeSat can also change the antenna direction, leading
to link disruption and data loss.
The above-mentioned reasons make routing in CubeSat networks extremely challenging, yet another
issue that may cause link disruption in CubeSat networks is the failure of the CubeSat itself.
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CubeSats are characterized by high failure rates as most of them are made from COTS components
with the impossibility of recovery in the case of failure. Failure of one CubeSat may result in the
failure of multiple routing paths which leads to data dropping and the necessity for routing table
recalculations. Table 3 summarizes the routing challenges and implications that CubeSat networks
may encounter in LEO, including space communication challenges and the other constraints due to
the CubeSat structure limitations.
Table 3 Operating conditions of CubeSats on LEO challenges and implications

Challenges

Intermittent
connectivity

Orbital period

Inter-CubeSat
links

Up/Downlinks
with a ground
station
Altitude and
inclination ranges
Natural drag

High failure rate

Energy

Implications
-Satellites on this orbit characterised by scheduled predictable/semipredictable intermittent connectivity, whether for satellite to ground links
or inter-satellite links
-No contemporary paths present for satellite and ground station
communication or cross-link communication
-LEO satellite orbital velocity ~= 7800 m/s, based on satellite altitude
An orbital period of about 90-110 minutes for 160-1200 km altitudes
respectively
-Limited encounter time between satellites which in turn bounds the data
transfer rate
-Transmission range between two satellites approximately 5-200 km
-Inter-CubeSat transmission range bound by a cross-link antenna to
transmit power
-Limited antenna size and capability compared with the conventional
satellites
-Limited antenna coverage compared with the conventional satellites
-Transmission range between satellite and ground station approximately
200-1200 km.
-CubeSat transmission range bound by downlink antenna to transmit
power
-Satellite revisit time
-Limited antenna size and capability
-Orbit altitude range is 200 – 1200 km above the Earth and orbit
inclination ranges 0ο- 180ο.
-Common de-orbiting behaviour leads to changes in orbital height and
hence meeting time between CubeSats will also change over time.
-Orbiting at lower altitudes increases the drag process.
-Drag upsurges with increasing solar activity (sunspots).
-On-orbit radiation influences on electronic components, particularly
Commercial off-the-shelf (COTS) components.
-Impossibility of recovery under failure.
-Limited solar cells space on the small size of the CubeSat body
-Small storage batteries
-High power consumption of up/downlinks and cross-links

Topology density

-Satellite dissemination and encounter times

CubeSat stability
on orbit

-No space on the CubeSats for advanced stability control devices
-limited antenna directionality and steering ability
-Limited single CubeSat data rate
-CubeSat swarms and constellations provide a higher overall system data
rate, however, networking CubeSats in these systems is challenging and
requires advanced routing protocols.

Data rate
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Advantageously, networks of CubeSats serve to provide a wider communication window and
coverage as well as gaining better data rates from the whole network. However, the networks that
are usually formed as swarms and constellations require reliable routing protocols, according to the
link metric and QoS requirements, to define one or more reliable paths for its users. The integrated
satellite network structure, consisting of a space segment and the terrestrial network, creates three
main types of routing segments which are: space segment routing; access routing; and boundary
routing [19]. Of these segments, space segment routing includes data routing between satellites over
one or more reliable paths to satisfy system requirements while access routing controls satellite
access to a ground station or a mobile ground user with the election of the access satellite based on
link efficiency regarding elements such as signal strength and delay. The boundary routing,
however, is responsible for enhancing the interoperability between the space segment and the
terrestrial network where communication capability mismatch is present. The capability mismatch
at the borders between the satellite and ground networks requires a resilient routing protocol to
provide reliable communication. Thus, highly sophisticated routing techniques are essential to cope
with these routing challenges.

1.3 Research Problems
Given the challenging abovementioned CubeSat network problems, this thesis investigates the
following research questions:


How can data be routed over an integrated CubeSat network architecture that includes interCubeSat links and the capability of data forwarding between ground stations through the
Internet?



How can topology design and control enhance the performance of routing in disjointed
CubeSat networks?



How can the overall energy use of a CubeSat network be minimised for a given amount of
routable data?

To the best of our knowledge, prior works have not comprehensively investigated the suitability and
applicability of both TCP/IP and DTN routing protocols for the different topological variations in
CubeSat networks. Hence, this thesis discusses and analyses the suitability and scalability of using
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single-layer and multi-layer TCP/IP routing protocols as well as DTN routing protocols in CubeSat
networks. For the transfer of data across ISL from a source node to a destination node one or more
intermediate nodes will possibly be encountered as a complete ISL path may not always be available
between the source and destination due to an evolving network topology or limited network
resources such as energy and radio range. Given such a challenging environment, many routing
approaches have already been considered for Mobile Satellite Services (MSS) based on the Internet
Protocol (IP) [11-13] and Asynchronous Transfer Mode (ATM) [14, 15]. These IP-based protocols
are generally classified into two categories based on the network architecture, namely: (i) singlelayer routing protocols where a certain number of satellites are distributed on one standard orbit, for
example, LEO; and (ii) multi-layer routing protocols where the satellites are distributed over two or
three standard orbits such as LEO/MEO/GEO.
While the IP-based routing protocols assume that continuous connectivity between satellites is
available, when network capacity is limited, for example, where node density is low, intermittent
connectivity negatively affects these protocols as they experience a high rate of dropped packets. A
solution to this is to use relays (intermediate CubeSats) to receive the packets and carry them for a
while until the nearest encounter opportunity with the next hop occurs. Accordingly, the DTN
paradigm will be discussed and analysed further as a solution for disjointed CubeSat networks.

1.4 Contributions
From the literature, this thesis considers the routing problem in CubeSat networks given the
abovementioned challenges and problems. The main contributions of the thesis are listed as follows:


A comprehensive review of space routing protocols, including TCP/IP based and DTN routing
protocols, and including a qualitative comparison between the single-layer and multi-layer
routing as well as DTN routing protocols to analyse the suitability and scalability of these
protocols in CubeSat networks.



A comprehensive survey for major NanoSat and CubeSat missions that use inter-satellite
links. These missions were compared and analysed based on the number of satellites, mission
lifetime, communication frequencies and mission type.



Transport Layer protocols are studied in different space environment architectures including
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TCP and DTN architectures.


An analysis of the applicability of different network architectures for CubeSat networks
considering both the challenges of the space environment and the resource limitations of
CubeSats.



Standards of Space Comunication protocols, in particular, the Consultative Committee for
Space Data Systems (CCSDS) standards are surveyed and discussed to investigate the
underlying requirements for CubeSat networks.



Development and implementation of a Distance-Based Circular Movement Model (DBCMM)
for an accurate yet simple movement determination of CubeSats. This model considers the
relative motion of each pair of CubeSats and then solves the problem of n-body relative
motion between all CubeSats in the network.



Proposal of two novel CubeSat architectures, namely: 1) Single-Layer Hybrid Integrated
CubeSats System (SL-HICS) architecture; and 2) MEO/LEO Multi-Layered Hybrid
Integrated CubeSat System (ML-HICS) architecture. The conceptual design of these proposed
architectures is presented and the network performance with different categories of DTN
routing protocols is discussed to highlight the advantages and disadvantages of both
architectures.



Design and development of new heuristic-based routing protocols to solve the energy problem
in CubeSat networks. A proposal of two novel Shortest and Energy Reliable Path (SERP),
namely: SERP-Breadth-First Search (SERP-BFS) and SERP-Dijkstra. Both algorithms aim
to minimize the overall energy cost and maintain connectivity over time and both choose the
shortest paths that have CubeSats with energy levels higher than or equal to an energy
reliability threshold.

1.5

Thesis outline

This thesis is structured as follows:


Chapter 2 includes a comprehensive literature review of space-related routing protocols.
Routing protocols are categorised into three main categories which are: TCP/IP based single-
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layer routing protocols; TCP/IP based multi-layer routing protocols; and DTN routing
protocols which can be used in both single-layered and multi-layered network architectures.
DTN routing protocols are then categorised based on the message replication policy to three
different categories, namely: (i) DTN flooding-based techniques; (ii) DTN quota-based
techniques; and (iii) DTN forwarding-based techniques. Accordingly, a broad qualitative
comparison is conducted to identify gaps in the literature.


Chapter 3 studies and investigates the effect of different network architectures and topology
on routing in CubeSat networks. A wide-range of CubeSat missions that support the concept
of inter-CubeSat communication is extensively surveyed. In addition, significant space
communication standards are reviewed considering the requirements for CubeSat networking
at different layers of the OSI model. Moreover, Transport Layer protocols are studied in
different space environment architectures including TCP and DTN architectures



Chapter 4 presents our proposed CubeSat movement model that can be used for different
CubeSat network topologies. Furthermore, according to CubeSat communication capabilities,
two DTN CubeSat network architectures are designed and evaluated based on the different
DTN categories that have been studied in chapter 2.



Chapter 5 proposes and analyses two new energy-aware routing protocols to minimise the
overall network energy consumptions in networks with enormous numbers of CubeSats. The
network is modelled and described as a DTN space-time graph. Both of the proposed routing
protocols are quantitatively evaluated with flooding-based DTN protocol.

1.6 Thesis related publications


M. A. Madni, S. Iranmanesh, and R. Raad, "TCP/IP and DTN Routing Protocols for InterCubeSat Communications: a comprehensive survey" Electronics, vol. x, no. x, p. x, 2019
[submitted, under revision]



M. A. Madni, R., Raad, and M. Raad, "Energy-Aware Routing for CubeSat Swarms,"
International Journal of Digital Information and Wireless Communications (IJDIWC), vol. 8,
no. 3, pp. 150-155, 2018.
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M. A. Madni, R. Raad, and F. EM Tubbal, "Inter-CubeSat Communications: Routing Between
CubeSat Swarms in a DTN Architecture", 4th Interplanetary CubeSat Workshop, London,
United Kingdom, May 2015.



F. EM Tubbal, R. Raad, K. Chin, and M. A. Madni, "Low Profile Aperture Coupled Microstrip
Antenna for Inter-CubeSat Communications", 4th Interplanetary CubeSat Workshop,
London, United Kingdom, May 2015.
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2 Literature Review: TCP/IP and DTN Routing
Protocols for Inter-CubeSat Communications
2.1 Outline
This chapter presents a comprehensive review of routing protocols that may be used for interCubeSat communication. Routing protocols were divided into two main categories. Firstly, TCP/IP
based routing protocols for connected CubeSat networks, which is further divided into two
categories: single-layer routing protocols and multi-layer routing protocols. Secondly, DTN routing
protocols for disjointed CubeSat networks, which is categorised into three groups based on the
number of message replicas, namely: (i) flooding-based protocols; (ii) quota-based protocols; and
(iii) forwarding-based protocols. The applicability of using the abovementioned protocols in
different CubeSat network scenarios is discussed and analysed based on the communication
challenges of CubeSats which were discussed in the previous chapter.

2.2

Space-Time graph Model

The space-time graph model is used to represent network connectivity over time for networks that
are characterized by intermittent connectivity and tolerance for the long delay. In [23], Liu et al.
proposed an Expected Minimum Delay (EMD) metric and EMD-based routing protocol called
Routing in Cyclic MobiSpace (RCM) for networks that are characterised by cyclic and intermittent
connectivity. The network is modelled as a probabilistic space-time graph, where each encounter
time of a node is anticipated from the historical encounter information or previous awareness about
the network, with an assumption that it will not change later. In addition to this, [24] proposed a
Mobility-Based Routing Protocol (MBRP) for routing data in DTNs, where the mobility of nodes
is characterized by semi-predictable patterns in a finite time period. MBRP creates its space-time
graph based on historical mobility pattern information and node encounters. In [25], Merugu et al.
considered the routing problem in wireless networks that are characterized by predictable mobility.
The Shortest Paths in Space and Time (SPST) routing algorithm is designed based on the spacetime graph model to specify the appropriate next hop and upcoming neighbours to minimize the
end-to-end delay. On the other hand, in [26], the authors studied the problem of Topology Control
(TC) for DTNs with predictable movements where the network topology shape can be known prior
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through time evolution. They proposed three greedy-based algorithms that can maintain the
connectivity over time, while considerably decreasing the total cost of network topology. The TC
problem was defined for predictable DTNs with consideration of time evolution. There was,
however, an assumption about the reliability of future links to deliver data without any errors or
distortion. In reality, while such a strong assumption might be acceptable for particular forms of
DTNs, it cannot be applied to CubeSat swarms due to its limited resources. In [27], Li et al. also
studied the reliable topology design problem in space DTN based on the space-time graph approach.
However, the aforementioned space-time graph-based protocols do not take into account the energy
required for communication as most of them are proposed for conventional satellites.

2.3 Routing protocols in connected CubeSat networks
Given a connected CubeSat network, the routing protocols can be categorised into two groups based
on the network topology over one or more standard satellite orbits, namely: (i) single-layer routing
protocols where nodes are clustered and communicate within the same level of orbit [28-34]; and
(ii) multi-layer routing protocols where nodes communicate with other nodes from other orbit levels
[12, 35-41]. These protocols, originally proposed for Mobile Satellite Services (MSS) and Satellite
Personal Communication Networks (S-PCN), include constellations of conventional satellites to
provide voice and data mobile satellite services such as Iridium and Inmarsat. These two categories
will be discussed comprehensively in the following section with an analysis of each routing protocol.

2.3.1

Single-layer routing for satellite networks

Satellites in the single-layer networks are usually disseminated on one orbit at different altitudes.
Most of the CubeSat swarms and constellations are deployed into the LEO layer that is characterized
by high-speed satellites, a short round-trip time and short contact times between satellites and
ground stations. In addition to these characteristics, the NanoSats have limited resources such as
energy, low antenna performance, and limited storage.
Single-layer routing protocols are categorised based on two strategies, namely: (i) virtual topology
and (ii) virtual node. The virtual topology-based routing protocols are dependent on the principle of
the space-time graph where the satellite network can be considered over a certain period with this
period then divided into time slots, each of which will represent a static snapshot of the network
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topology at that time slot. This provides a complete picture for the network with a large number of
2D network topology snapshots. Thus, defining paths between any pair of nodes will be determined
over time using the current static snapshot topology knowledge as well as the future consecutive
static topologies. However, in general, there is no great difference in the topology connectivity of
two consecutive snapshots. The second strategy, virtual node-based routing protocols, considers
connectionless datagram delivery [42]. Where the Earth is modelled as a grid that indicates the
logical location of each satellite (node) according to the satellite longitude and latitude, the
movement of a satellite over its orbit is represented by filling the current logical position with the
information of the next satellite travelling on the same orbit. This strategy is based on removing the
dynamic factor from the network topology. Hence, the network is represented as a fixed topology
which considers the logical locations as hops and any routing decisions will be made accordingly.
The currently proposed techniques of virtual topology and virtual node for single-layer routing are
summarised in Table 4.
Table 4 Single-layer routing algorithms

Algorithms
DV-DVTR
[28]

Network type
Connectionoriented

CAL-LSN
[32]

Connectionoriented
Connectionoriented
Connectionoriented
Connectionoriented

PAR [33]

Connectionless

ePAR

Connectionless

DDRA [43]

Connectionless

LAOR [44]

Connectionless

DODR [45]

Connectionless

FSA [29]
CEMR [30]
ELB [31]

Topology
information
Predictable
/Off-line
Predictable
/Off-line
Predictable
/Off-line
Predictable
/Dynamic
Predictable
/Dynamic
Predictable
/Dynamic
/Mesh-grid
Predictable
/Dynamic
/Mesh-grid
Predictable
/Dynamic
/Mesh-grid
Predictable
/Dynamic
/Mesh-grid
Predictable
/Dynamic
/Mesh-grid
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Decision
criteria

Resources
consumption

Links
recovery

Link metric

High

No

Link metric

High

No

Link metric

High

No

Link metric
/Congestion

High

Yes

Link metric

High

Yes

High

Yes

High

Yes

Link metric

High

Yes

Node info

High

No

Node info

Medium

Yes

Historical
Info /Link
metric
Historical
Info /Link
metric

Algorithms

Network type

DRA [46],
[47]

Connectionless

LCRA [48]
and LCPR
[49]

Connectionless

LRS [50]

Connection
oriented

SLSR [51]

Connectionless

Topology
information
Predictable
/Logical
locations
/Mesh-grid
Predictable
/Logical
locations
/Mesh-grid
Predictable
/Dynamic
/Mesh-grid
/MSN
Predictable
/Dynamic
/Mesh-grid
/MSN

Decision
criteria

Resources
consumption

Links
recovery

Node info

Low

No

Node info

Low

No

Node info
/Zone info

Medium

No

Node info
/Topology
info

Medium

Yes

Discrete Time-Dynamic Virtual Topology Routing (DT-DVTR) is an ATM-based connectionoriented routing scheme for LEO Satellite Personal Communication Networks (S-PCN) that
confirms the feasibility of ATM application in LEO [28]. DT-DVTR is a baseline routing technique
that uses a space-time graph to model the network connectivity where each time interval represents
a static network topology at that time. Correspondingly, all available paths can be discovered over
the consecutive topology snapshots. Eventually, DT-DVTR runs the Dijkstra shortest path algorithm
to find all of the least-cost paths. However, it is assumed that satellites always have periodic
movement and hence, the acquired topology snapshots from one cycle do not change in next cycle.
Although this assumption could be realistic for S-PCNs, the network topology is not always fixed.
This is because of the restricted resources of the CubeSats, meaning that where a CubeSat fails to
continue its mission, the network topologies will be changed over time especially as a CubeSat
cannot maintain its trajectory due to the natural drag and the lack of altitude and stability control. A
Finite State Automaton (FSA) algorithm was proposed for LEO satellite mobile communication
networks to address the mentioned issue of DT-DVTR. The FSA algorithm aims to take full
advantage of ISL assignment by modelling the dynamic topology as a finite state machine.
Accordingly, each state reflects the network connectivity over a single static topology [29]. The
FSA combined the problem of routing with that of link assignment and simplified the link
assignment problem in the dynamic satellite network to a group of static topology link assignment
problems. Then, the single state link assignment issue is determined as a mixed-integer linear
programming problem. Due to the NP-hardness of the mixed-integer linear programming problem,
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iterative optimisation methods are applied. Results of the FSA algorithm suggested that the
simulated annealing method outperformed the other regular link assignment methods. Both DTDVTR and FSA algorithm are connection-oriented routing protocols that consider their network
topology based on predetermined satellite motion calculations. However, neither is efficient in
sudden changes in the topology because they do not have regular routing table updates.
Compact Explicit Multipath Routing (CEMR) is a multipath routing technique for mobile satellite
networks [30]. In similar fashion to the DT-DVTR and FSA algorithms, CEMR models the dynamic
topology as sequences of discrete-time static topologies. However, CEMR introduces the concept
of a compact path identifier (PathID) that includes the ISL identifiers of all hops along the path to
the endpoint. This technique allows all the nodes along the path to transmit their packets based on
the embedded information in the PathID. A PathID verification process is also implemented in
CEMR to regularly evaluate the precision of the PathID. Thus, CEMR can provide lower overheads
compared with other previous source multipath routing or Multiprotocol Label Switching (MPLS)
techniques [52]. Contrary to the traditional LEO satellite routing techniques, CEMR considers
propagation delay as well as queuing delay as a routing cost metric and the possibility of forwarding
data over multiple separate paths causes CEMR to provide load balancing, minimise overall delay
and improve throughput. Packet loss, however, is not considered to be detected for the next hop.
Explicit Load Balancing (ELB) is a multi-hop routing algorithm introduced as a solution to the issue
of load balancing in congested mobile satellite networks [31]. In the ELB algorithm, the adjacent
satellites can exchange their congestion status to minimise the load on a congested satellite and
select an alternative path with less traffic. The congested satellite broadcasts a “soon to be
congested” message to its adjacent satellites to minimise their transmission rate through it. The
adjacent satellites will respond to that by exploring alternative paths excluding the congested
satellite. ELB routing is based on metrics for both queue and reduction ratios to provide restored
data flow and avoid congestion that results in data dropping. More recently, a load balancing routing
algorithm was proposed for broadband LEO satellite networks [32]. The authors designed and
implemented a Cross-layer design and Ant-colony optimisation-based Load-balancing routing
algorithm (CAL-LSN) that uses Physical Layer information to make routing decisions. Mobile
agents that are known as “ants” are used to collect link status information. Their proposed multiobjective optimisation model considers the smallest bandwidth limit, the upper limit of the LEO
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satellite network delay tolerance and link disruption probability.
The discrete time-dynamic virtual topology of the satellite networks typically contains multiple
shortest paths between the source and destination. Accordingly, a Priority-based Adaptive Routing
(PAR) technique for routing load balancing was proposed for non-geosynchronous orbit missions
[33]. The priority technique in PAR utilises the historical information and the ISL buffering status
to make decisions at each node along the path and forms a complete path to the destination. The
satellite network is modelled and simulated as a grid that provides multiple shortest paths to the
destination. The enhanced version of PAR (ePAR) also proposed an alternative to minimise needless
data traffic and increase link utilisation efficiency. For instance, not only will the congested links
be avoided but, by the use of ePAR, the links with smaller queues will also be more favourable.
Although PAR uses the minimum hop count as a metric to reach the destination, it can be enhanced
to consider the link length and archive minimised delays. In terms of data redirection at congested
links, ePAR parameters should be adjusted to ensure a small initial data rate transmission over the
alternative links, otherwise the alternative link itself may become congested. The ePAR is analysed
to show the effect of adjusting the priority metric parameters to attain optimal performance,
however, this analysis assumes an unlimited buffer size and long aging periods for prioritisation. To
observe the application of the ePAR on the CubeSat networks, the buffer size should be adjusted.
In addition, the aging technique that uses the information from the previous time slots should be
modified to reduce storage complexity. Similar to this PAR algorithm, the Dynamic Detection
Routing Algorithm (DDRA) examines routing in virtual grid topology that partitions the network
topology into small slots of time with two link status changes considered: a predictable change that
defines the link alternation between two-time slots and a sudden change that reflects any link
congestion or failure at a specific time slot [34]. The advantage of DDRA is that the delay is limited
to the topology slot and any sudden change is handled to avoid any delay coming from the link
disruption caused by link congestion or failure.
Henceforth, apart from routing protocols based on “virtual topology” which are discussed above,
the second category of single-layer “virtual node” routing protocols will be highlighted. In satellite
networks, especially the CubeSats which are characterized by high failure rates, the absence of one
satellite may lead to multiple link disruption. As some dynamic routing techniques cannot handle
the regular occurrence of link and node failures, virtual node routing typically considers the network
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status based on the node status to update the path for better performance. For example, the LocationAssisted On-Demand routing (LAOR) protocol proposed for the IP-based LEO satellite systems
[44] establishes the path discovery process using a route request and route reply handshake method
among each pair of source and destination, considering shortest paths. Even though on-demand
routing may create precise information about the network’s current situation, high routing overheads
are expected due to the flooding of path discovery messages. The weakness of LAOR is that it does
not consider the node or link failures required for path reestablishment. Destruction-resistant onDemand Routing (DODR) has, however, been introduced to solve this issue by using a node-based
repair technique [45]. In the case of failure, the local repair technique of DODR protocol allows for
a quick response from the current node right before its failure to define a new path to maintain the
stream to the destination based on the information collected in the path discovery phase.
A Datagram Routing Algorithm (DRA) was proposed to maintain minimum propagation links in
the LEO environment [42, 47]. Basically, decisions at DRA are made locally at a node for each
individual packet. The network is modelled as a static grid of logical locations above the Earth. Each
satellite has two neighbours on the same orbital trajectory and two neighbours on nearby trajectories.
The packet travels from one fixed logical location to another until it reaches its destination using the
path with the least delivery delay. Routing overhead is zero in DRA due to the absence of signalling
to collect topology information. In [49], the Low-Complexity Routing Algorithm (LCRA) and LowComplexity Probabilistic Routing (LCPR) were both proposed for polar orbit constellations based
on the concept of logical locations introduced by the Datagram Routing Algorithm (DRA). LCRA
considers both propagation delay and queuing delay in addition to balancing the traffic load to avoid
congestion. Likewise, LCPR allows each node to take its next hop decision based on a minimum
propagation delay and the congestion status information collected from its neighbours. Compared
to the DV-DVTR and FSA protocols that compute the routing tables off-line and then upload them
to the nodes, the LCPR can reasonably reduce the computational and storage complexity on board.
A Localised Routing Scheme (LRS) is used for the LEO satellite network with the network modelled
as a mesh-like Manhattan Street Network (MSN) [50]. The LRS aims to save processing resources
by reducing the size of routing tables calculated onboard a satellite to decrease the overall onboard
computation complexity including path definitions and exchange. This LRS algorithm basically
utilises two routing techniques that are divided into intra-zone routing and inter-zone routing. The
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whole network is divided into zones; any adjacent virtual nodes are grouped in one zone. In the
intra-routing stage, LRS elects a node to coordinate the routing within the zone and also selects a
minimum hop path to the other zones utilising the MSN binary method. In the inter-routing stage,
data will be routed among the zones based on the shortest path, however, the traffic load among the
zones is not considered in the inter-zone routing which may lead to performance degradation. Using
the same MSN model, a Satellite network Link State Routing (SLSR) scheme was proposed to
address the high overheads and long delays on satellite networks [51]. Routing includes two phases
with propagation delay routing tables based on the satellite dynamics with the first phase calculated
off-line. In the second phase, the topology is regularly updated to determine any broken links or
failed satellites as well as any congestion information. An enhanced flooding mechanism is used in
this second phase to exchange network information to ensure reliability and reduce the high
overhead caused by the original flooding technique.

2.3.2

Multi-layer routing protocols in connected CubeSat networks

With multi-layer routing proposed to resolve some of the single-layer routing drawbacks such as the
low persistency and efficiency of the network, the concept of Multi-Layer Satellite Networks
(MLSNs) is introduced to improve routing capabilities in satellite networks. In the multilayered
architecture, satellites are disseminated over two or three orbits such as LEO, MEO and GEO orbits.
In other words, MLSN architecture allows the satellites in the higher layer to coordinate with those
in the lower layer, which means that all the computational and storage complexity will be more
relaxed on the lower layer satellites without the need for ground segment intervention. Figure 3
illustrates the multi-layer architecture that includes GEO, MEO and LEO layers.
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Figure 3 Multi-layer satellite network hierarchy

In multi-layered architecture, the management of any lower layer is the responsibility of the higher
layer, for instance, GEO satellites will manage the MEO satellites whereas LEO satellites are
accountable to the ground access. While a satellite can communicate with another satellite on the
same orbit using inter-satellite or intra-satellite links, the inter-layer links are used for establishing
communication between satellites on different orbits. Satellites in the higher orbit will have a wider
communication window with satellites in the lower orbit, increasing the efficiency of the network
management and providing flexible routing.
In general, routing algorithms proposed for multi-layer satellite networks depend on the masterslave concept. Table 5 summarises the multi-layer routing algorithms proposed for a variety of
multi-layered satellite networks.
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Table 5 Multi-layer routing algorithms

Topology
information

Decision
criteria

Links
recovery

Protocol type

Resources
consumption

Routing
algorithm

HSRP [35]

Connection
oriented

Logical locations
/Mesh-grid
/flooding

Node info
/Topology state
/Resource status

High

Yes

MLSR [36]

Connection
oriented

Logical locations
/Mesh-grid

Node info
/Topology state
/Resource status

High

Yes

RSSBN [37]

Connection
oriented

Logical locations
/Mesh-grid

Node info
/Topology state

High

No

ARS-MLSN
[38]

Connectionless

Logical locations
/Mesh-grid

Link load

High

No

SGRP [12]

Connectionless

Predictable
/Logical locations
/Mesh-grid

Link metrics

Medium

Yes

SARA [39]

Connectionless

Predictable
/Logical locations
/Mesh-grid

Link metrics

Medium

Yes

PSNRP [40]

Connectionless

Predictable
/Dynamic

Link metrics

Medium

Yes

NDRA [41]

Connectionless

Logical locations
/Mesh-grid

Data-driven
/Link metrics

High

No

Satellite-Over-Satellite (SOS) architecture was introduced to enhance routing efficiency over ISLs
of broadband and real-time satellite networks [35]. The authors proposed a Hierarchical Satellite
Routing Protocol (HSRP) that is a multilayered, dynamic and QoS-based routing algorithm for highdensity SOS networks to provide multimedia and real-time services. In SOS, satellites are assumed
to be distributed over multiple orbits and communication between the satellites and the ground
stations involves three types of links: inter-orbit links; inter-satellite links; and ground links. Interorbit links are incorporated for communication between different layers, inter-satellite links to
connect satellites on the same layer and the ground links allow satellites in the lower layer of the
network hierarchy to communicate with the ground stations. The SOS network is modelled as a
connected grid with logical locations around the Earth to provide full coverage, assuming that each
satellite from the higher layer will have a cluster of lower layer satellite covered by its footprint.
Although SOS architecture can provide a better performance, the HSRP flooding mechanism used

33

to collect the topology information leads to high overheads and complexity. Based on the same
concept of SOS, a Multi-Layered Satellite Routing (MLSR) algorithm was developed for LEO,
MEO and GEO three-layered satellite IP architecture [36]. With a large number of multilayered
satellites, MLSR decentralises routing table calculations among the high-level management GEO
satellites to reduce the computational complexity. MLSR also reduces communication costs by
grouping LEO satellites to update GEO satellites with outlined link delays. MLSR considers
propagation delay as well as computation and queueing delays. The link recovery technique in the
case of satellite failure is also considered in the routing table calculations. In the same way, a threedimensional hierarchy satellite network is evaluated using an OPNET network simulator [37].
In [38], a Multi-Layer Satellite Network (MLSN) based on the Walker Delta satellite constellation
was developed and tested with the introduced Adaptive Routing Strategy (ARS) with the proposed
structure providing continuous connectivity among satellites on the same layer and intermittent
connectivity between different layers. The ARS design is based on the Bellman-Ford backwardforward routing protocol to select optimal paths. The path with the least total path weight is
considered the most optimal path from among all other available paths. A Satellite Grouping and
Routing Protocol (SGRP) was proposed for two-layered LEO/MEO structures [12]. The LEO
satellites are modelled as a logical location grid that changes over time to show the different
snapshots of the topology. The LEO satellites are then grouped according to the footprints of MEO
satellites. The MEO satellites are in charge of routing table calculations and updates, and these tables
are then sent and stored at LEO satellites. SGRP route the data over paths with minimum delay
considering link propagation delay and congestion as well as transmission delays at the satellites.
SGRP uses the same recovery technique as MLSR in the case of detected satellite failure. However,
only routes affected by a satellite failure will be rerouted by the MEO satellites to reduce
computational complexity. A Snap-based Autonomous Routing Algorithm (SARA) was introduced
to enhance satellite failure link recovery. Compared to SGRP, SARA achieved a similar propagation
delay but it outperforms SGRP in terms of overhead minimisation and boosting delivery rates.
A Predictable Satellite Network Routing Protocol (PSNRP) was proposed for two-layer LEO/MEO
MLSNs [40]. PSNPR addresses some drawbacks of the previous multi-layered routing protocols for
enhancing routing robustness and network survivability. For example, the lack of effective
application of satellite movement predictability in the previously mentioned multilayered protocols
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is solved. Also, instead of assigning the routing table management to the MEO satellites, control
centres on the ground are employed in conjunction with the MEO satellites to fulfil this task. In this
case, the computational burden on the MEO satellites is reduced to avoid any congestion at these
major nodes which may otherwise lead to performance degradation. PSNRP utilises a simple link
recovery technique that separates the user data from control data and floods link states to all LEO
satellites as a response to any detected disruption. Additionally, to enhance QoS requirements such
as delay and bandwidth, a routing algorithm based on heuristic techniques was adapted by PSNRP
and is considered an NP-complete problem. The simulation results show that PSNRP outperforms
SGRP in terms of achieving minimum end-to-end-delay, lower overhead and robust link recovery.
A Novel Distributed Routing Algorithm (NDRA), which is data-driven-based, was proposed for
hybrid LEO/GEO multilayer satellite networks [41]. The algorithm imports a Distributed Routing
Algorithm (DRA) introduced for virtual node routing and applies it in multilayer architecture. The
proposed architecture includes 3 GEO satellites and 288 LEO satellites to cover the Earth which is
divided to logical locations with the LEO satellites divided into three groups according to the GEO
satellite footprints. These GEO satellites will be used as a one-hop relay to avoid congestion over
the LEO links. Also, the packets in NDRA are categorised to real-time and non-real-time packets in
accordance with the packets categorisation idea proposed in [53]. The non-real-time packets can be
forwarded via the long propagation delay links of GEO whereas the sensitive real-time packets are
forwarded by LEO links. Although NDRA is deemed to have better performance than DRA, this
comes at the expense of high overheads at congested satellites.

2.3.3

Discussion

Both single-layer and multi-layer architectures and their related routing protocols have been
discussed throughout this section. These routing protocols have mainly been proposed for
conventional satellites featured with high communication capability and reliability. Most of these
protocols have assumed that a continuous connectivity between satellites can be established and that
traditional TCP/IP can be modified and used in such environments. The single-layer networking
architecture and its associated routing protocols can generally provide better performance when
compared with a single satellite, particularly in terms of maximising the connection window with
the ground stations, increasing spatial and temporal data collection, and connecting two or more
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points on the ground through satellites. However, the existing single-layer architecture routing
protocols cannot meet CubeSat networking survivability requirements. The alternative concept of
routing in a multi-layered satellite network demonstrates itself as very beneficial for resource-scarce
networks when compared with the typical single-layer architecture. Having satellites function as a
backbone support system with suitable specifications in high layers of a multi-layered system allows
for better networking capabilities by reducing the intermittent connectivity among the lower layer
satellites. Nevertheless, the highly dynamic environment created by the mobility pattern of a large
number of CubeSats remains challenging especially with the restriction of the limited resources
available for these satellites such as radio range, bandwidth and the high failure rates that result in
intermittent connectivity. Accordingly, traditional TCP/IP based protocols are not reliable, as if a
node cannot find a route towards the packet’s destination the packet will be dropped which, in turn,
leads to a lower delivery ratio. Hence, in the next section, DTN routing protocols that tackle the
problem of dis-connectivity in a network will be considered.

2.4 DTN routing protocols in disjointed satellite networks
As discussed in [24, 54, 55], DTN routing protocols are categorised into three groups, namely: (i)
flooding-based protocols in which an unlimited number of replicas for each generated bundle can
be disseminated throughout the network; (ii) quota-based protocols in which the number of replicas
is limited and fixed for every generated bundle; and (iii) forwarding-based protocols where a single
copy of messages/bundles is forwarded onto contacts until it reaches its destination or has been
dropped in accordance with the message dropping policy. This final group implies that at any given
time there is only one copy of each generated bundle throughout the network. Although forwardingbased protocols are considered resource-friendly protocols at the cost of producing long delays,
flooding and quota-based protocols can actually provide better performance in terms of minimising
delay and increasing throughput. However, flooding-based protocols acquire high overheads
because of the high rate of bundle replication and dissemination. This section discusses the features
and limitations of these generic protocols and considers their application in CubeSat constellation
and swarm environments. Table 6 summarises the different categories of DTN routing protocols
based on their major features.
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Table 6 Delay tolerant network routing algorithms

Advantages

Complexity*

Decision
criteria

Overhead

Category

Protocols

Limitations

Delivery ratio

Average delay

High if resources
unlimited

Low if resources
unlimited

High

O(n)

High if resources
unlimited

Low if resources
unlimited

High

O(n)

High if resources
unlimited

Low if resources
unlimited

High

O(n)

-Simple, no prior
knowledge required

PROPHET [57]

History

-Universal, based on
the delivery probability

Davis et al. [58]

History

-Dropping policies
-Considers limited
buffer size

-High drop ratio
-High overhead ratio
-High drop ratio
-Acts like Epidemic
-Low delivery
probability
-Incur high traffic load
-Considers unlimited
bandwidth

Harras et al [59]

History

-Reduces the number of
messages

-High drop ratio with
limited resources

High if resources
unlimited

Low if resources
unlimited

High

O(n)

None

-Recovery process to
clear unnecessary
messages
-No prior knowledge
required

-High drop ratio
-High power
consumption

High if resources
unlimited

Low if resources
unlimited

High

O(n)

High if resources
unlimited

Low if resources
unlimited

High

O(n)

High if resources
unlimited

Low if resources
unlimited

High

O(n)

High if resources
unlimited

Low if resources
unlimited

High

O(n)

(p, q)-Epidemic [60]

Flooding

None

Epidemic [56]

NECTAR [61]

History

-Less messages traffic

FRESH [62]

History

-Reduced route
discovery overheads

SEPR [63]

History

-Reducing the number
of messages
-Power-efficient

-High drop ratio with
limited resources
-High power
consumption
-High drop ratio if
resources limited
-High power
consumption
-Average drop ratio if
resources limited
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MaxProp [66]

Quota

Spray and Wait [69]

Average delay

High if resources
unlimited

Low if resources
unlimited

High

O(n+m2 )

-Less messages traffic

-High drop ratio if
resources limited
-High power
consumption

High if resources
unlimited

Low if resources
unlimited

High

O(n+m2)

-Less messages traffic

-High drop ratio is
limited
-High power
consumption

High if resources
unlimited

Low if resources
unlimited

High

O(n+m2)

-Less messages traffic

-High drop ratio if
resources limited
-High power
consumption

High if resources
unlimited

Low if resources
unlimited

High

O(n+m2)

History

-Less messages traffic

-High drop ratio if
resources limited
-High power
consumption

High if resources
unlimited

Low if resources
unlimited

High

O(n+m2)

None

-Simple and resourcefriendly

-High drop ratio if
resources limited
-High power
consumption

High if resources
unlimited

Low if resources
unlimited

Medium

History

History

PREP[68]

Delivery ratio

-High drop ratio
-High power
consumption

History

MV [67]

Limitations

-Less messages traffic

History

Flooding

MEED [65]

Advantages

Complexity*

MobySpace [64]

Decision
criteria

Overhead

Category

Protocols
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O(r)

Advantages

None

ORWAR [71]

History

-Simple and resourcefriendly

Bulut et al. [72]

None

-Simple, no prior
knowledge required

UDM [73]

History

-Resource friendly

MCSR [74]

History

-Resource friendly

MFC [75]

Space-time
graph

-Resource friendly

History

-Resource friendly

History

-Resource friendly

EBR [76]

DBRP [55]

Quota

Spray and Focus [70]

-Simple and resourcefriendly

Limitations

-High drop ratio if
resources limited
-High power
consumption
-High drop ratio if
resources limited
-High power
consumption
-High drop ratio if
resources limited
-High power
consumption
-High drop ratio if
resources limited
-High power
consumption
-High drop ratio if
resources limited
-High power
consumption
-High computational
complexity
-High drop ratio
-High power
consumption
-High drop
-High power
consumption
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Complexity*

Decision
criteria

Overhead

Category

Protocols

Delivery ratio

Average delay

High if resources
unlimited

Low if resources
unlimited

Medium

O(r)

High if resources
unlimited

Low if resources
unlimited

Medium

O(r)

High if resources
unlimited

Low if resources
unlimited

Medium

O(r)

High if resources
unlimited

Low if resources
unlimited

Medium

O(r)

High if resources
unlimited

Low if resources
unlimited

Medium

O(r)

High if resources
unlimited

Low if resources
unlimited

Medium

O(m2+m2)

High if resources
unlimited

Low if resources
unlimited

Low

O(r)

High if resources
unlimited

Low if resources
unlimited

Low

O(r)

Advantages

Limitations

Delivery ratio

Average delay

Complexity*

Decision
criteria

Overhead

Category

Protocols

History

-Resource friendly

-High drop ratio
-High power
consumption

High if resources
unlimited

Low if resources
unlimited

Low

O(r)

MBRP [24]

Space-time
graph

-Resource friendly

-High computational
complexity

High if resources
unlimited

Low if resources
unlimited

Low

O(m2+m2)

Space-time
graph

-Resource friendly

-High computational
complexity

Low

High

Low

O(m2+m2)

Space-time
graph

-Resource friendly

-High computational
complexity

Low

High

Low

O(m2+m2)

Merugu et al [79]

Space-time
graph

-Resource friendly

-High computational
complexity

Low

High

Low

O(m2+m2)

SCS [80]

None

-Simple, no prior
knowledge required

-High drop ratio
-High power
consumption

Low

High

Low

O(1)

CAR [81]

History

-Resource friendly

-High drop ratio
-High power
consumption

Low

High

Low

O(n)

RCM [23]

Huang et al. [26, 78]

Forwarding

AMRT [77]

* Where m, n and r represent the number of nodes, number of nodes without the given bundle, and number of bundle replicas respectively in the computational complexity
column.
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2.4.1

DTN flooding-based techniques

The well-known flooding-based Epidemic routing is a baseline routing algorithm in the DTN world.
The bundles in Epidemic routing are mainly distributed through the network in the same manner as
the spread of a viral epidemic [54] which can result in a high probability of messages reaching their
destinations in the shortest periods of time if the storage and bandwidth of the nodes are unlimited.
Epidemic routing does, however, lead to wasteful usage of resources in terms of power, bandwidth
and buffers at each node. In addition, even after a copy has already been delivered to its destination,
message replicas may continue exhausting network resources as a consequence of the lack of
negative acknowledgements. The simple epidemic scheme was enhanced by introducing some
bundle dropping policies [82]. In this scheme, the buffer size of each node has been restricted to
only be able to store a limited number of bundles based on the assigned dropping policy. Four types
of dropping policies were studied, namely: Drop-Random (DRA); Drop-Least-Recently-Received
(DLR); Drop-Oldest (DOA); and Drop-Least-Encountered (DLE). The results of their simulation
has demonstrated that the best performance can be achieved by DLE and DOA. The DLE policy
focuses on dropping bundles according to information with regard to node mobility and location
whereas the DOA policy focuses on dropping bundles according to a message delivered duration
where the oldest bundles have the highest probability of already having been delivered to their
planned bundle endpoints. A (p,q)-Epidemic routing is proposed as another modified form of the
simple Epidemic [60]. The (p,q)-Epidemic protocol is designed for networks with random mobility
and unpredictable future meetings that make it unreasonable for satellite networks. However, a
VACCINE recovery technique that is used to delete needless replicas from the network can be
adapted for satellite networks. New schemes were proposed to control flooding in sparse mobile
DTNs [59]. These probabilistic schemes are based on a Time-To-Live (TTL) protocol in addition
to an expiration time associated with every bundle. Moreover, once a message is received by the
destination, all unnecessary message replicas will be cleared from the network based on a healing
process. This healing process is based on a death certificate technique used in the replicated database
maintenance framework that is originally introduced in [83].
A PROPHET routing protocol which employs probabilistic routing by means of the history of
contacts and the mobility of nodes was proposed [57]. This approach considers using the benefits
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of non-random mobility which may include typical real-world scenarios such as the periodic satellite
movement. A global unique bundle ID should be assigned to all bundles to identify the bundles
which have already been seen as well as any unnecessary re-transmissions. Where hop count is
considered one of the most important metrics effecting a protocol resources utilisation, in the same
manner as the TTL field in the IP packets, there is also a hop count field associated with each bundle
to specify a bundle detouring threshold. In contrast, NECTAR, a history-based routing technique
for networks with random probability patterns proposed by Oliveira and Albuquerque, uses previous
contacts with neighbouring nodes and stores this information as a neighbourhood index [61]. The
neighbourhood index, based on a distance measure, is determined from the number of hops as well
as an aging measure that specifies the number of time slots where two nodes are out of
communication range. In the encounter time, nodes will exchange the neighbouring information and
choose the node that had previous contact with the destination as it may have a quicker likelihood
of future contact. While the NECTAR protocol does not require any previous information for the
entire network topology, all nodes cache current neighbouring contacts to minimise resource
harvesting where, due to the assumption of limited storage availability, a discarding policy is
introduced. Each node has two counters: one to count the number of received bundles and another
to count the elapsed time for each bundle since its arrival. The product of these counters is used to
calculate the aging index and bundles with a higher aging index are dropped first. According to the
message scheduling policy of NECTAR, bundles with the least hop count to their destination will
have higher delivery priority. NECTAR showed better performance compared with the Epidemic
and PROPHET protocols in regards to having higher data rates and lower resource consumption in
networks with restricted resources. Even though some features of NECTAR are reasonably suitable
for CubeSat networks, maintaining all routing computations onboard and not considering the
periodicity of satellite movement make it unfavourable. The concept of routing based on historical
encounters and an aging index was originally proposed for Mobile Ad-hoc Network (MANET) in
FResher Encounter SearcH (FRESH) by [84].
A Shortest Expected Path Routing (SEPR) was introduced to overcome the routing problem in semiconnected ad hoc networks that include randomly dynamic nodes with limited resources [85].
Instead of flooding data like in Epidemic, routing in SEPR uses an Expected Path Length Metric
(EPLM) to reduce the message copies, where each node develops its own topology map by
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exchanging link-state information with its neighbouring nodes. Once a complete topology map is
collected, the node runs the Dijkstra algorithm to define all the expected path lengths among all
pairs in the network. Regardless of the fact that these protocols considered the limitation of the
resources at the nodes, no recovery techniques were developed to deal with link and node failures.
In a similar manner, MobySpace uses Euclidean space as a method to improve forwarding decisions
in the generic DTN routing protocols for networks that have predictable mobility [64]. Each node
is defined in the Euclidean space by coordinates that reflect the probability of its appearance in all
different locations. The forwarding decision is made according to historical topology information.
Based on this information, MobySpace selects a suitable next hop based on the mobility pattern
similarity of the node compared with the mobility of the destination node. Where two nodes have a
similar encounter history, this means they regularly meet with the same connection nodes due to
being close to each other in their mobility pattern. Delivery probability is directly proportional to
the pattern similarity.
A Minimum Estimated Expected Delay (MEED) algorithm was proposed to calculate the estimated
average delay to the next hop nodes for networks with unpredictable behaviour, yet assumes that an
encounter with a node in the past indicates the probability of a future encounter [65]. The average
delay metric is adapted from the delay metric originally introduced in [86]. In MEED, Global
network topology information is gained by flooding link state messages using a link-state routing
algorithm with routing tables dynamically updated after each encounter to consider any
unpredictable encounters. Even without prior knowledge about the topology, MEED outperforms
other protocols that have predetermined global knowledge, in terms of providing a minimum delay
path. From here, MEED could be a suitable candidate for dense CubeSat networks, assuming that
there is no restriction on the onboard storage. However, this algorithm still generates high overheads
due to the flooding of link state messages and no recovery technique has been proposed.
MaxProp is a restricted flooding-based algorithm which, although originally proposed for a
vehicular DTN environment, can actually be generalised to any other DTN [66]. MaxProp is an
extension of the MV protocol [67]. The main concept behind MaxProp is to improve the decision
mechanisms as proposed for forwarding and dropping messages, where messages are prioritised
based on the probability of their encounter with the destination in the future. Based on historical
information, higher probability is given to a message according to its delivery probability, for
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example, if it has a minimum hop count to the destination. MaxProp also developed some techniques
to boost delivery rates and decrease delays. In the encounter time, those messages with one hop
away from their destination are delivered first while routing information will be given second
priority. Additionally, all delivered messages are acknowledged by flooding acknowledgment
messages, which are much smaller than the data itself, to all the other nodes not only the source – a
technique which serves to clear any other copies of the message from the buffers. MaxProp uses a
hop list in the message that includes all the encountered nodes so as to avoid sending the message
to the same node twice, including the source node. Compared with the Dijkstra algorithm with
predicated mobility, MaxProp showed better performance in achieving a lower average latency and
higher delivery rates. While some of these proposed techniques will be favourable in satellite
network scenarios considering the periodic mobility of satellites, MaxProp still produces high
overheads in a restricted resources network and path recalculation in the case of link disruption
resulted from node malfunctioning has not been taken into consideration. Similarly, a PRioritised
EPidemic (PREP) was designed to mitigate the load on resources by assigning a scheduled priority
to each message but the transmission overheads are still excessive [68].

2.4.2

DTN quota-based techniques

DTN quota-based techniques were introduced to moderate the negative effect of flooding data and
acknowledgment throughout the network by controlling the number of message replicas produced.
Spray and Wait is one of the DTN routing protocols which tries to take the advantage of both the
high delivery ratio that is achieved by replication-based routing and the intelligent resources
utilisation of forwarding-based routing [69]. It attains an intelligent employment of network
resources by using a limited number of replicas distributed throughout the network. This can be
accomplished by injecting a small number of copies into the network and waiting until the message
reaches its destination while accounting for delay circumstances. This protocol has two phases:
Spray and Wait. All created messages are assigned a number L that shows the maximum acceptable
number of copies. In the Spray phase, the source is accountable for delivering a copy of the message
to the L selected nodes (relays). These L nodes will hold the message in the Wait phase until the
destination comes into direct contact with one of them. The Spray and Wait protocol is divided into
two main types: Vanilla and Binary. The two types are almost the same except in the way L replicas
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spread to L selected nodes in the Spray phase. The vanilla type is simple with the source sending
copies of the message to the first (L-1) selected nodes it contacts after creating the message. In the
Binary type, while the source follows the same process as with the Vanilla type, the selected nodes
will then send 50% of the number of copies to future encountered nodes if they do not already have
copies of the message. The advantage of the Binary Spray and Wait is that messages are distributed
more quickly than the Vanilla type and expand their reach to destinations that are two hops away
from the sources. The Binary Spray and Wait protocol has been approved as the best among all
Spray and Wait schemes with regard to minimum expected delay.
Spray and Focus enhanced the performance of Spray and Wait by developing a Focus phase instead
of the Wait phase [70]. In the Focus phase each node that has received a message from the Spray
phase will actually search for another intermediate node with a higher probability of meeting the
destination to forward the message to it, instead of just waiting to meet the destination directly. This
is obtained by using a utility function that counts the elapsed time since the last encounter of each
two nodes. A small elapsed time indicates the proximity mobility pattern among the two nodes;
incorporating this information increases the probability of future delivery. These timers are based
on the technique that is originally proposed in the FRESH protocol [84].
Similar to Spray and Wait, an Opportunistic Routing with Window-Aware Replication (ORWAR)
utilises the concept of a limited number of the message copies except that copies of the message
will not be randomly disseminated to the first encountered nodes [71]. Instead, the ORWAR
evaluates the contact window at the node to select the most suitable message to be forwarded first.
The contact window is calculated based on the node speed, movement pattern and radio capabilities.
The selection criteria are based on the utility per bit mechanism, and thereafter, the algorithm selects
the message with the size that is suitable for the contact window to ensure complete message
delivery and avoid retransmissions that will reduce the consumption of resources, such as the power
and bandwidth, from the overall network view. The ORWAR evaluation against other DTN
algorithms such as Epidemic, Spray and Wait and MaxProp suggests ORWAR’s performance is
better in providing greater delivery rates with less overhead. Consideration of the message size and
the contact window for networks with asymmetric data rates and variable message lengths such as
the CubeSat networks is crucial. In [72], another similar work, the proposed multiple spraying
technique divides the deadline time span for a message to be delivered to its destination into multiple
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smaller periods. Every single period will contain Spray and Wait phases and each message is
associated with Time-To-Live (TTL) as a deadline to consider the minimum possible Wait phase.
Thus, a limited number of replicas are injected for the Wait phase to start and if no acknowledgment
is received at the end of the Wait phase the algorithm injects more replicas to raise the delivery
probability. Similarly, the Utility-based Distributed routing algorithm with Multi-copies (UDM)
allows a source node to deliver multi-copies to a fixed number of its adjacent nodes [73]. After that,
these intermediate nodes forward message copies to nodes with a higher probability of encountering
the destination node according to the utility function. The UDM algorithm varies from Spray and
Wait in two main aspects. Firstly, instead of using direct routing to deliver the packet to the
destination after injecting a finite number of replicas into the Spray phase, predicted routing based
on a utility function is used. Secondly, UDM incorporates some buffer control techniques to handle
packet congestion. Resultantly, compared with Epidemic and Spray and Wait algorithms, the UDM
can provide reduced overheads with a reasonable delivery delay.
In [87], a Multi-Copy Spray Routing (MCSR) protocol was proposed. MCSR uses the same concept
of wisely spraying a finite number of replicas at the first stage but then forwards the message to its
destination in the second phase using a single-copy forwarding technique. Using this strategy,
MCSR can form an equilibrium by reducing the number of replicas of flooding-based algorithms
and reducing the extensive delay produced by single-copy forwarding algorithms. More recently,
[76] proposed a heuristic-based algorithm that forwards the limited replicas to nodes that have a
larger number of encounters with other nodes in their history as this implies that these nodes also
have a higher probability of encountering the destination nodes. However, under these
circumstances, if the destination node is isolated and in a low node density area, the packet may
never be delivered. To overcome this problem, [88] proposed a heuristic-based algorithm that gives
more weight to the nodes that encounter particular destinations. Hence, if a node has a low frequency
of encounters with other nodes but has evidenced several encounters with a destination, that node is
allocated a higher weighting to receive more replicas of packets associated with that destination. In
another more recent work by [77], an Adaptive Message Replication Technique (AMRT) that fits
onto quota protocols was proposed. AMRT assigns different numbers of replicas to each generated
packet based on the congestion which exists amongst the sender’s neighbours. In [24], a Mobility
Based Routing Protocol (MBRP) was introduced to assess encountered nodes according to their
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logged mobility patterns with the purpose of forwarding a restricted number of packet copies. In the
case of a disjointed space-time graph, unlike history-based routing protocols which uses prior
encounters for future contact estimation, the MBRP uses mobility patterns to evaluate encountered
nodes reachability.
While some quota-based algorithms only rely on retrieved information from the space-time graph
for data routing in networks with mobile nodes, [75] developed Multi-copy Forwarding in Cyclic
(MFC) MobiSpace for DTNs with periodic mobility. This MFC extends the Expected Minimum
Delay (EMD) originally proposed by the authors for a single-copy forwarding scenario [23] where
the network is modelled as a state-space graph before an optimal stopping technique is used to
extract the extended EMD.

2.4.3

DTN forwarding-based techniques

In forwarding-based routing, one copy of each message is forwarded on an optimised path until it
reaches the designated destination. As a solution for problems through intermittent connectivity in
random mobility DTNs, in [81], a Context-aware Adaptive Routing (CAR) is proposed. CAR
estimates the next hop based on the prediction techniques of the Kalman Filter algorithm and the
utility function. The prediction techniques used in CAR do not require the nodes to keep track and
store information on the history of the encounter with other nodes, an advantage which makes the
CAR algorithm suitable for networks with limited resources. The CAR can reduce transmission
overheads compared with other single-copy protocols as well as with multi-copy protocols such as
Spray and Wait. In contrast, Liu et al., proposed a novel Expected Minimum Delay (EMD) metric
and EMD-based routing protocol which they called Routing in Cyclic MobiSpace (RCM) for
networks with periodic mobility [23, 89]. This expected delay time represents the minimum time
needed for an optimal forwarding scheme to transmit a message over a path to a destination at a
certain time in a network characterised by its cyclic and intermittent connectivity. Inspired by the
Euclidean space used by MobySpace originally introduced in [64], a Cyclic MobiSpace network
has been modelled as a probabilistic space-time graph, where each encounter time of a node with
other nodes is assumed from historical encounter information or previous awareness about the
network topology, with an assumption that the mobility pattern will not subsequently change.
Proceeding to interpret this network model as a probabilistic state-space graph, it is comprised of a
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different state for each encounter of each node to remove the time dimension. Then, the Markov
Decision Process (MDP) has been applied to obtain the EMDs of the messages over time.
The routing problem in wireless networks characterised by predictable mobility is investigated in
[79], where these networks suffer from the unavailability of continuous paths between all nodes.
The continuous movement of nodes leads to a frequent absence of end-to-end paths between a source
and destination at a particular time instant which in turn makes using ordinary ad hoc routing
protocol inappropriate. Although node movements may create a path with the progression of time
between any two nodes in the network by using store, carry and forward techniques, finding these
paths is very challenging especially in wireless networks with large numbers of nodes. In such a
network, the node’s mobility can be predicted by a finite time limit or based on the periodic
movement of nodes. The space-time graph model was proposed as a solution to this problem of
routing in predictable wireless networks [79]. In particular, the routing problem is being resolved
by extracting a space-time routing table derived from node movement over time to consider the time
and place in which a node can forward the message to the next hop or destination where forwarding
a message to the next hop becomes a function of both the destination and time. In this model, the
network topology is captured over time to determine connected parts of the network on different
time slots. A Shortest Paths in Space and Time (SPST) routing algorithm was designed based on
this space-time graph model to specify appropriate next hops and upcoming neighbours to minimise
the end-to-end delay. The SPST algorithm was then compared with another three routing algorithms
which are based on heuristics: Hot Potato Routing (HPR); Most Frequent Neighbour Routing
(MFN); and Epidemic Routing (ER). A network of 128 nodes with 61 links was examined with only
one message in the network in the first scenario and with realistic message traffic in the second
scenario. The lack of continuous connectivity between some nodes invalidates traditional ad hoc
routing protocols and, even if there was a path between two nodes, this path could be disrupted
repeatedly. In terms of successful message delivery, SPST can deliver almost all the messages
created because, even though the network is not fully connected at certain times, there were space
and time paths which form a source and destination connection over time. While these paths were
detected by the SPST routing algorithm, it is still possible for SPST to fail in identifying some spacetime paths within a particular time horizon. The performance of the other three heuristic algorithms
was comparatively insignificant where, although they disseminate the data through the network until
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it reaches its destination, they otherwise fully consume the node's resources. While the performance
of the HPR, MFN and ER could be enhanced by increasing resource capacity, this would be at the
expense of increasing resource exploitation. Some structural features of the network topology, such
as node density, can also affect the performance of these heuristics. Compared to these routing
protocols, SPST also achieves a higher performance in terms of end-to-end delivery delay with the
authors assuming that the prediction of upcoming links is perfect and the links on the extracted
space-time graph are continuously reliable for connection, for example, all packets on spatial or
temporal links will be delivered and without any errors.
In [26], the problem of topology control (TC) was studied for DTNs with predictable movements
where the network topology can be known prior based on the predictable mobility of nodes over
time. Previous studies had, however, mostly concentrated on routing and data dissemination and, as
maintaining efficient and dynamic topology of the DTN becomes difficult with numerous wireless
nodes participants, the authors time-evolving model of DTN as a directed space-time graph can
show spatial and temporal data about the network nodes. The challenge with the topology control
problem is in discerning how to extract a sparse space-time graph from the original directed spacetime graph while maintaining the connectivity of the network such that any two nodes can still
communicate with each other. The extracted space-time graph, in this case, will have a minimised
total cost compared to the original one. An example of a DTN network where the sparser structure
is needed is the interplanetary space DTN as it is very expensive to build high-density networks
[90]. In order to reduce the energy consumption or any other costs of the network, it is necessary to
wisely organise the DTN topology by minimising the number of communication links. To that end,
the TC problem has primarily proven to be an NP-hard problem by relating it to the directed Steiner
tree (DST) problem [26, 91]. Then, the TC problem is defined as a problem of extracting a sparser
space-time graph from the original space-time graph while maintaining the network connectivity
and minimising the total cost. Accordingly, three greedy-based algorithms were proposed to be able
to maintain the connectivity over time while considerably decreasing the total cost of network
topology. These three algorithms were known as: “Union of Least Cost Path Algorithm” (ULCP);
“Greedy Algorithm Based on Least Cost Path”; and “Greedy Algorithm Based on Least Density
Bunch”. For these algorithms, a group of edges was repetitively added to the topology to link one
or more pairs of nodes in the space-time graph. In each iteration, one least-cost path was added to

49

link one pair of nodes, as with the second algorithm, and a bunch of paths were added to link multiple
pairs, as with the third algorithm. The near-optimal solution can theoretically be achieved by the
third algorithm. This new definition of the TC problem is, however, quite dissimilar to the typical
space-time-routing [79, 92] which focus on finding the most cost-efficient space-time route between
one pair of source and destination nodes. The authors also discussed the possibility of addressing
the topology control problem in undirected delay-tolerant networks by using the proposed greedy
algorithms.
The cost-efficient topology control problem (CETC) is also defined in [78] with a new factor added
to the TC problem being that the cost of the least-cost path that links any two nodes in the extracted
space-time graph should be more cost-efficient as compared with the least cost path in the original
space-time graph. Towards this aim, two new greedy algorithms: Greedy Algorithm to Delete Links
(GrdDL) and Greedy Algorithm to Add Links (GrdAL), were introduced to minimise the total
network topology cost while ensuring the connectivity and the cost-efficient paths among any two
nodes during time evolution. All aforementioned algorithms were investigated by conducting
simulations for each algorithm on both the random DTN networks generated by a classical random
graph generator and the real-world DTN networks based on CRAWDAD statistics [93]. The
simulation results show that the proposed algorithms can save, in cases of the low-density network,
about 50 percent of the network cost and 50 percent of the number of edges, however, about 95
percent of costs and edges can be saved in the high-density networks. Even though the results
demonstrate a proportional efficiency of the proposed methods, some limitations and weaknesses
still exist. Firstly, the CETC considers the network from time slot (0) to time slot (T) on the spacetime graph and packets were generated at the time (0). In some cases, packets that may arrive in the
middle slots may not be delivered to the destination at the end of the period (T) on that extracted
space-time graph. Secondly, the complexity of some algorithms is high, so if the number of the
nodes and the number of the time slots is increased, the algorithm may experience long delays.
Thirdly, the TC problem is defined for predictable DTNs with the consideration of time evolution
where there was an assumption about the reliability of future links to deliver data without any errors
or distortion, and, additionally, no link recovery techniques were suggested. In reality, such a strong
assumption might be acceptable for particular forms of DTNs but it cannot be applied to general
DTNs as, practically speaking, the satellite wireless links are unreliable because of the instability of
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wireless channels. Although the mobility in some DTN can be predicted prior according to historical
statistics or the nature of user movement, in some cases these predictions can be incorrect and, as
such, it would be quite remarkable to investigate the TC problem with the consideration of DTN
routing reliability as a new and important factor. Finally, all of these proposed algorithms have
aimed to reduce the number of links on the extracted space-time graph to minimise costs. This
process can, however, reduce the performance of the network in aspects such as routing. Therefore,
it is important to study the effect of cost minimisation resultant from TC on the routing performance
to consider more optimum routing.

2.4.4

Discussion

Flooding based routing algorithms are considered to provide the highest delivery rates with
minimum end-to-end delay compared to other quota-based protocols, however, these protocols
exhaust the network with large overheads. In quota-based routing protocols, the focus was on how
an algorithm can mitigate the high overheads produced by flooding-based algorithms, enhance
network performance by increasing the delivery rate, and minimise the end-to-end delay. Most of
these algorithms build a complete knowledge about the networks using historical information
collected over time from exchanging data and acknowledgments between nodes. Resultantly, these
algorithms still yield high overheads for networks with limited resources like the CubeSat network.
However, no link recovery techniques have been proposed in these algorithms, and the lack of
consideration for regular link failure caused by congestion and node failure may lead to network
degradation, especially in networks with restricted resources. Furthermore, most of these protocols
are proposed for unpredictable mobile networks, losing the advantage of predictable or semipredictable satellite movement in developing routing tables. It has been proven through some of the
aforementioned research that networks with global knowledge tend to have better performance
while it is forwarding-based routing, based on a space-time graph, which guarantees the delivery of
a message if there is a complete path between a source and its corresponding destination. The
forwarding-based routing protocols also save network resources due to no message replication
although this is at the cost of high delay and low delivery rates.

2.5 Summary
Small satellite networks, particularly CubeSat networks, create a challenging environment for
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efficient data routing considering that both the CubeSat mobility model, which creates a highly
dynamic network that causes the network to be disjointed, and the CubeSat network limitations,
such as the size of the CubeSats, energy, radio range, and bandwidth, resulting in intermittent
connectivity among the satellites over time. This chapter highlights the main challenges in satellite
communications, specifically when the network suffers from intermittent connectivity, with routing
actually being the most challenging issue in satellite communications where traditional routing
protocols do not work.
By conducting this comprehensive survey on the state-of-the-art space routing protocols, some
issues related to applying existing routing protocols on CubeSat networks were identified. Besides
some incompetence in the use of IP-based routing protocols on CubeSat networks due to the
intermittent connectivity and the continuous topology changes over time, single-layer and multilayer routing protocols continue to face additional issues. In single-layer routing, each CubeSat must
maintain its own routing table which will consume some of its limited energy and will be also
associated with some computational delay and storage complexity. The multi-layer protocols can
solve this issue by transferring the routing table costs from the core satellites to a limited number of
satellites in the higher layer. These higher-layer satellites should be featured with higher
performance capabilities so that each one of them can coordinate with a certain number of satellites
in the lower layer. However, this poses another issue regarding increasing the traffic on cross-layer
links where congesting such important links could raise the possibility of the failure of one or more
of these backbone links leading to the unfortunate result of severe degradation and actually
jeopardise the mission. The assumption of network connectivity and the application of IP based
routing protocols in the existing single-layer and multi-layer routing protocols make them inefficient
for the disjointed CubeSat networks resulting in DTN routing protocols being adopted as a
reasonable alternative.
DTN routing protocols can work on top of both single-layer and multi-layer CubeSat networks. This
will open new avenues for routing optimisation under the new communication conditions of
CubeSat networks based on the intended mission objectives. Accordingly, current DTN routing
protocols have been compared and analysed to find that while the flooding-based routing can
provide the highest delivery rates and minimum delivery delay, it is still inefficient for use in the
resources-scarce CubeSat networks. This has been concluded because of the very expensive
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overheads that may harvest these limited resources and which conversely lead to rapid network
degradation. The DTN quota-based routing protocol can be used to overcome the limitations of
flooding by limiting the number of the message copies, however, quota-based routing protocols still
produce high overheads that may lead to high congestion in such a restricted environment. As an
alternative, the DTN single-copy forwarding protocols can be used and will not acquire any
overheads as there is only one copy of the message to be forwarded to the destination. Unfortunately,
these single-copy forwarding protocols suffer from long delays and a low delivery ratio. The DTN
history-based routing protocols can build global knowledge about the whole network by exchanging
information with all encountered satellites and using negative feedback. These negative
acknowledgments will actually produce more traffic in the overall network, and in some cases, there
is insufficient time for negative acknowledgments especially during short encounter periods or when
the path between a source and a destination no longer exists. In addition, most of the reviewed
routing protocols are unable to differentiate between link failure caused by link congestion and that
caused by the failure of the satellite itself. Therefore, consideration for which QoS management
techniques, such as load balancing, dropping policies and link recovery in case of satellite failure
that can be used to enhance routing performance in the challenging environment, is crucial.
Minimising the energy consumption from the communication power budget is one of the more
important factors that need to be considered in designing routing protocols for CubeSat networks.
Chapter 5 will introduce new proposed energy-aware routing protocols for CubeSat networks.
From the literature, CubeSat networks can be deployed based on different network architecture and
formed in a variety of network topologies where CubeSat networks can be connected, disjointed or
partially connected. The created heterogeneous network requires integration between different types
of routing protocols. Furthermore, an investigation about the application of hybrid routing protocols
that can handle both DTN-based and TCP/IP based CubeSat networks simultaneously is needed.
For example, TCP/IP-based protocols can deal with the connected parts of the network and the DTN
protocols can route data among disjointed parts of the network. Chapter 3 will discuss several
satellite network architectures, topologies and standards. While most routing protocol research
concentrates on data forwarding decisions to enhance network performance, consideration towards
enhancing suitable network architecture can actually serve to more significantly improve routing
performance in the network.
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3 CubeSat Networking Architectures and Standards
3.1 Outline
The previous chapter investigated the applicability and efficiency of current space routing protocols
in networking CubeSats. In this chapter, different space network architectures, including DTN, TCP
and PEP architectures, will be discussed. This chapter firstly presents a review of current and nearfuture CubeSat and NanoSat missions that include multiple satellites with a focus on the missions
that utilise Inter-Satellite Links (ISL) for multi-hop communication. Highlighting the CubeSat
communication challenges and implications that need to be considered for any CubeSat network
design, the important standard requirements for space communication architectures, Physical Layer
to Application Layer, are also correspondingly presented and discussed. The Consultative
Committee for Space Data Systems (CCSDS) standards and its development phases are especially
deliberated with the five OSI model based CCSDS communication layers introduced to show the
overall communication requirements of space network architectures. Transport Layer protocols in
space network architecture are introduced and discussed in this chapter, including modified TCPbased transport protocols used in terrestrial networks as well as DTN transport protocols. Different
Transport Layer issues in the space environment are highlighted such as congestion and load
balancing policies.

3.2 CubeSat networks overview
CubeSat networks, which are also known as formation flying, have become the promising affordable
technology that can substitute conventional bulky satellites in many space missions. Figure 4 shows
the conventional satellite size compared to CubeSat sizes. Prospective applications of CubeSat
networks can include but are not limited to, surveillance missions, weather conditions experiments
and climate measurements. Beneficially, CubeSats can be launched and operated in different flying
formations such as swarms and constellations. A notable example is the launch series of Lemur-2
NanoSats. Figure 5 depicts one of the Lemur-2 3U CubeSats loaded into the NanoRacks. This
mission consisted of 73 3U CubeSats developed by Spire Global to serve as a part of their remote
sensing commercial satellite constellation that offers global ship tracking and weather observation
[3]. These multiple satellites are usually launched in close proximity and require some integration
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and communication between all members of the constellation or swarm to accomplish the intended
mission [94]. For example, the CubeSat members of a particular flying formation can
simultaneously collect data from different locations and forward this on to the ground station via a
sink node. The efficiency and productivity of satellite networks can be increased by creating more
reliable paths for data forwarding using unified communication protocols with inter-networking
constellations or swarms of CubeSats that belong to different organisations. However, to enhance
the network performance and achieve an efficient topology design that maximises the meeting time
between the CubeSats, an accurate relative position among all CubeSats should be determined.
Thus, global knowledge of relative motion measurements, including the relative position and
velocity of all satellites in the network, is crucial. Our proposal for a Distance-Based Circular
Movement Model (DBCMM), which is introduced in the next chapter, serves to calculate this
relative motion among all CubeSats in the network and determines the network connectivity over
time based on the predefined minimum communication distance between satellites.

Figure 4 Conventional satellite compared to standard CubeSat sizes (1U-3U)

Figure 5 A LEMUR-2 loaded into the NanoRacks [3]

The advancement of this miniaturised space technology and the capability of multi-satellite missions
have allowed the establishment of enormous small satellite networks. A massive number of
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sophisticated yet affordable CubeSats can be launched into space with these satellites which then,
without human intervention, can communicate with each other by means of Inter-Satellite Links
(ISL). The ISL provides the essential capabilities of real-time or quasi-real-time communication
where deploying low cost swarms or constellations of CubeSats with these ISL opportunities could
serve to improve the spatial and temporal determinations [8]. Figure 6 illustrates CubeSat leaderfollowers and star formations with ISLs. CubeSat networks can be deployed in different formations
according to the mission objectives. In [95], 39 multiple CubeSat missions were reviewed with the
missions categorised according to the mission objective, satellite number and type of formation
flying. Formation flying of small satellites is generally divided into three types, namely: leaderfollower; cluster; and constellation. In leader-follower missions, all satellites are deployed on the
same orbit, are separated by a specific distance and all follow the leader. A cluster mission exists
where a group of satellites are deployed close to each other on different orbits to cover an appointed
area on the Earth and contrasts with the constellation type which includes a group of satellites
disseminated in different orbits to provide full coverage to the Earth [5]. CubeSat formations
seriously qualify for an extraordinary scale of communication and data analysis prospects beneficial
for space agencies, scientists and researchers. In such a challenging space environment where
wireless communication over ISLs is associated with data loss and message delay, robust routing
protocols and advanced data recovery mechanisms would be required to optimise the network
performances. These protocols must be resilient to deal with the potentially big data created and
downloaded from the different CubeSat networks. This big data refers to the enormous amount of
data such as sensors readings, audio, video and space images that can be downloaded from the space
using CubeSat networks [96].

Figure 6 CubeSat formations with ISLs
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Routing data over ISLs is important for networks with a large number of small satellites. In a LEO
space network where hundreds of satellites can function simultaneously, the main purpose of a
routing protocol is to identify one or more paths for linking any pair of nodes in the network under
a certain number of constraints. LEO orbits are not entirely deterministic and fluctuate because of
celestial gravity effects. Thus, LEO networks are characterised by a continuous dynamic changing
of their topology due to the lack of continuous paths between satellites which makes routing in such
a challenging environment difficult. However, the predictable or semi-predictable behaviour of LEO
satellite dynamics allows for a predetermination of ISLs. Hence, the prediction of accurate relative
motion measurements, including the relative position and velocity of all satellites in the network, is
crucial to determine available ISLs over time. An understanding of the dynamics of satellites in
proximity would be very beneficial for mission design and management in addition to aiding routing
algorithms development and network optimisation.
Considering that a CubeSat network may consist of any number of CubeSats, which could be a few
hundred, each CubeSat in this network can communicate and participate in a unified system that
aims to achieve certain objectives. The ability to structure such an integrated system of small
satellites allows for many opportunities and possibilities that would be impractical to be carried out
by conventional satellites networks due to their extreme costs of design, application and launch.
Advantageously, CubeSat networks facilitate global measurements and are capable, compared to a
single CubeSat, of having higher data rates and providing a wider communication window with
ground stations while also allowing for a synchronised data collection from different parts of space.
Consequently, a CubeSat network with inter-CubeSat communication capabilities can help monitor
the Earth and, as such, is useful for conducting atmospheric measurements and support missions
related to space weather [97] as well as Earth imaging services.
One promising form of a complete CubeSat network architecture is our proposed LEO CubeSat
Delay Tolerant Network (DTN) architecture with inter-CubeSat links [98]. Figure 7 shows the
proposed architecture. This architecture provides integration between the CubeSat network and the
ground stations with the capability of data forwarding through the Internet. The advantage of having
data forwarding via the inter-CubeSat links and the ground links is that this will increase the overall
data rate compared with a single CubeSat as well as provide an improved spatial and temporal
resolution. CubeSats in this type of constellation can communicate with one another without ground
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intervention and forward the data to the nearest ground station. To allow inter-networking between
the space segment and the ground segment of the whole system, however, there are many routing
challenges, such as asymmetric data rates, borders technology mismatch and intermittent
connectivity that need to be considered to provide reliable communication. In order to achieve this,
standardised networking protocols and techniques are required.

- CubeSat Swarm/Swarms orbiting on LEO
- Uplink and downlink for ground station communications
- Inter-CubeSat Links (Cross-Links)
- Cross-Support points (can be controlled by different institutions/administrative domains)
- High speed links between control centre and ground stations for a particular institution

Figure 7 Inter-CubeSat communication architecture supported by ground station links

The network architecture of a mission depends on the intended service of the mission and the
communication capabilities of the satellites. For instance, the Global Positioning System (GPS)
constellation consisted of 73 satellites to support a global navigation system as of December 2018
[99]. The architecture of the GPS system is designed to allow any point on the planet to be
simultaneously covered by at least three satellites. Satellites in this GPS constellation are equipped
with sophisticated control systems that help satellites maintain their accurate position on orbit. In
contrast, CubeSat networks include CubeSats with limited capabilities of maintaining the right
position and orbit at all times due to the effects of high orbital drag and their size restrictions limiting
position stabilisation control systems that could otherwise be accommodated on these miniaturised
CubeSats [100]. According to these space challenges and other CubeSat specific challenges which
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are discussed in Chapter 1, the application of TCP/IP and PEP architecture and their associated
routing and transport protocols on CubeSat networks may be unreliable [101]. Therefore, to tackle
these challenges, DTN architecture is proposed as an alternative solution.

3.3 DTN, TCP and PEP space networks architectures
Many conventional satellite networks have been launched to perform different missions with the
enormous size and mass of these satellites allowing for robust communication capability, including
high gain antennas and stabilisation systems. Resultantly, networking satellites using some
terrestrial technologies such as IP networking has become feasible. IP technology is adopted in
space and has been used in many Mobile Satellite Services (MSS) missions which provide mobile
and portable wireless telephony services. MSS is a network of bulky satellites deployed in
LEO/MEO to deliver global communication coverage with Globalstar, Iridium, Odyssey and
Inmarsat being well-known examples of these phone satellite constellations. In [11], the APRS
routing and handoff scheme is proposed for Mobile Satellite Networks (MSNs) to enhance the QoS
of the worldwide IP network. MSN is combined with ATM to modify the IP datagram that can be
utilised in space. APRS relies on the predictable movement pattern and capabilities of an IP-overLEO/MEO-SATATM mobile satellite network that uses ISLs. Based on the prior knowledge of
satellite positions, potential handoffs can be determined, and some alternative paths can be reserved
in the database and used before the handoff occurs. Thus, delays and path interruptions can be
minimised. In [102], NASA Space Network provides services to many missions through the
Tracking and Data Relay Satellite System (TDRSS) with services including clients’ data
transmission via the NASA ground station and their local network which is known as the IP
Operational Network (IONet). However, as there is no end-to-end IP connection for the client data
transferred on TDRSS, NASA introduced Space Network IP services (SNIS) to allow clients to
control their satellites as nodes in the network using end-to-end IP connectivity. In [36], a MultiLayered Satellite IP Network that includes satellites disseminated across three layers in the LEO,
MEO and GEO orbits is introduced. This arrangement of three hierarchical layers allows satellites
in the higher altitude layers to have a wider footprint on the lower layer satellites. The satellite orbits
are illustrated in Figure 8.
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Figure 8 Standard satellite orbits

All satellites that are covered by one satellite from the higher layer are grouped together and
coordinated by that satellite. Communication between satellites is considered to occur by means of
ISLs and Inter-Orbital Links (IOLs). A Multi-Layered Satellite Routing algorithm (MLSR) is
proposed by the authors to determine routing tables for all satellites that uses the shortest paths with
low overhead. In [35], a Multi-Layered Satellite over Satellite (SoS) architecture and a Hierarchical
Satellite Routing Protocol (HSRP) are proposed for the broadband constellation. A multi-layered
satellite system with two-tier LEO-MEO satellites is also introduced for MSS in [103]. Even though
IP technology was successfully applied to networks of bulky satellites, the applicability and
suitability of such a technology on the CubeSats is still restricted by the limitations of their
resources. DTN architecture is an alternative solution that can accommodate the networking
requirements of CubeSat networks.
In DTNs, data can be delivered using store, carry and forward mechanisms instead of applying
traditional routing TCP/IP protocols with an end-to-end path connecting the source and destination
which may only be intermittently available for a brief time such that data cannot be delivered
effectively [10]. This means that in contrast to the IP schemes which are characterised by bidirectional continuous end-to-end paths, high reliability, short Round Trip Time (RTT) and
symmetric data rates, the DTN schemes can involve any combination of the following features:
asymmetric data rates, long or variable delays, low reliability, frequent partitioning, intermittent
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connectivity, sparse connectivity and random or predictable mobility [24]. In general, DTN can be
applied to a wide-range of challenging environments, such as satellite swarms, interplanetary
networks, vehicular networks and disaster-recovery/rescue operation networks [104] [77].

Figure 9 DTN-BP and PEP architecture comparison: (a) PEP and (b) DTN

In [101], Caini et al. introduce DTN architecture as a solution for future space communications. A
broad overview of DTN has been given to show the different characteristics between DTN and
conventional TCP/IP networking architectures as well as a comparison between the DTNs and the
Performance Enhancement Proxies (PEPs). Space communication can be categorised as space links
with long delays, packet errors and in many cases discontinuous connectivity and link disturbance.
In such environments, the TCP/IP stack and PEPs are inefficient in addressing many space
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networking challenges, so DTN architecture was introduced as an alternative solution for the
intermittent connectivity in space. A Bundle Protocol (BP) is a DTN overlay protocol that can fit on
top of the Transport Layer, the Data Link Layer or the Physical Layer as depicted in Figure 9. With
DTN, intermediate nodes can be engaged to store data for a long time before being forwarded to
another intermediate node or its final destination. This mechanism provides the ability to deal with
link disruption, long delays and sporadic connectivity so that the end-to-end path can be divided
into DTN multi-hops. This DTN model actually extends the TCP splitting theory that is used in
most PEPs [105].
In [106], Diana et al. presented the existing technologies for space networking and communication.
The authors outlined the concepts of the Interplanetary Internet Network (IPN) and Delay-Tolerant
Networking (DTN) as well as the different sorts of satellite constellations that had recently been
launched. The design and operations of interplanetary networking have also been highlighted to
show the substantial areas that still need improvement and additional wide-ranging research. Since
the DTN protocol is an overlay protocol on the Transport Layer or other lower-layer protocols, the
delay and disruption can be controlled at each hop between source and destination. Each node on
the path will store the application data before forwarding it to the next hop on the path in order to
provide necessary data of any retransmission request. Thus, any Automatic Repeat reQuest (ARQ)
[107] can be replied to by an intermediate node without any necessity of end-to-end connectivity
between the source and destination. Therefore, the key advantage of applying DTN protocols is that
there is no need for a continuous path between source and destination, while this is essential in the
case of TCP and other standard internet transport protocols to ensure data delivery [108]. Figures
10-12 depict some possible applications of interplanetary DTN CubeSats networks.
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Figure 10 One hop connection between different control centres a lander element [109]

Figure 11 Multiple orbiters connection with a lander and multiple control centres [109]

Figure 12 Multiple orbiters connection with a local lander network and multiple control centres [109]
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BP design [110] is based on DTN architecture [111]. A bundle is the data unit of BP, a message,
which includes the names of the source and destination, Application Layer protocol data units
(APDUs) and any other necessary data for end-to-end connectivity. Different types of Convergence
Layer Adapters (CLAs), such as DTN-TCP-CLP [112], UDP-CLs [113] and the Licklider
Transmission Protocol (LTP) [114], [115], can interface with the BP in addition to other CLAs
including NORM [116], DCCP [117] and Bluetooth which are commonly used by an open-source
implementation of the BP known as DTN2. The BP allows for each DTN node to use whichever
CLA is deemed appropriate for its next forwarding action. Generally, the DTN architecture works
as an overlay on top of a heterogeneous network involving various segments, for example, ad hoc
networks, wired Internet, LANs and satellite links. When a Bundle Protocol Agent (BPA) is installed
on endpoints and nodes at the boundary of homogeneous segments, the path between sender and
destination can, if required, be split into many DTN hops. Different CLA can be used on each hop,
although, in cases where the same CLA is used for a bundle on both boundaries, various types of
the same protocol can be implemented, for instance, variants of TCP. The following section
discusses and analyses the communication aspects of the state-of-the-art NanoSat and CubeSat
missions that support inter-satellite communication in order to identify the best architectural and
topological requirements for CubeSat networks.

3.4 An extensive review of major NanoSat and CubeSat missions
that include ISLs
In recent years, many NanoSat missions, especially CubeSats, have been designed and deployed
into space to perform different objectives. In this section, an extensive review of these missions is
conducted. The missions are summarised in Table 7 which focuses on the ISL communication and
routing aspects of these missions.
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Table 7 Major NanoSat and CubeSat missions that include ISLs

Mission name

NanoSats

Type
Size/Mass

S-Net (Tubsat 13-16)
[118]

4

8 kg

GomX-4 [119] [120]

2

6U/8 kg

Launch date /
Lifetime
01-02-2018 /
1yr
02-02-2018 / 35yr

ISL availability

Mission status

Communication

Yes

Operational - last
report 06-07-2018

Yes

Operational

UHF (TM/TC) and Sband (UL/DL/ISL)
S-band UHF (UL/DL)
Software Defined Radio
(SDR) (ISL)

Operational,
9x re-entry,
10x launch failure
and 1x deployment
failure.
Operational,
about 40X launch
failures

Mission type
Space technology

Space technology

Lemur-2 [3] mission
series:
Lemur-2-1 to
Lemur-2-81

81

3U/~4.6
kg

Sep 2015-May
2018 / 1yr

No

Flock [121]: Flock-1,
Flock-2 and Flock-3

~320

3U/~5 kg

Jan 2014-Jan
2018 / 1yr

No

CanX-4 and 5 [122]

2

7 kg

30-06-2014

Yes

Operational - last
update 05-2018

EDSN 1 - EDSN 8
[123]

8

1.5U

04-11-2015

Yes

Launch failure

RANGE-A and
RANGE-B [124]

2

1.5U

29-11-2018

Yes

Not Launched

UHF- FSK (DL)

Space technology / Flight
dynamics / Position,
navigation and timing

Operational until
02-2015

UHF-MSK (UL), VHF
(DL)

Space technology / System
design and verification

Not Launched

UHF and S-band

Space technology / Formation
flying demonstration

HumSat [125]

1

1U

21-11-2013

No, one-hop relay
with ground
sensors

IDSES-FFD mission
[126]

4-6

3U

Not Launched

Yes
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S-band (DL)
UHF (TM/TC/UL)

Space activity /
Meteorology

X-Band, S-Band, VHF

Space activity / Earth
observation

UHF (UL), S-band TX
(DL), S-band TX/RX
(ISL) and VHF (Beacon)
S-band TX/RX (DL,
UL), S-band TX/RX
(ISL) and UHF (Beacon)

Space technology /
Flight dynamics / Position,
navigation and timing
Space technology

Mission name

NanoSats

Type
Size/Mass

Launch date /
Lifetime

ISL availability

Communication

Mission type

Operational

UHF (DL)

Space technology / System
design and verification

Operational

UHF (DL), VHF-TX and
UHF-RX

Space technology / System
design and verification

S-band and UHF (DL)

Space technology / System
design and verification

SMDC-ONE:
SMDC-ONE 3.1 and
SMDC-ONE 3.2

2

3U/4 kg

06-12-2013 /
1yr

SNAP-3: SNAP-3 A
- SNaP-3 C

3

3U/5 kg

08-10-2015

Yes

Nodes K: Re-entry
23-09-2017
Nodes J: Re-entry
19-09-2017

Yes

Not Launched

UHF

Space science / Upper
atmosphere
Space technology / Flight
dynamics / Position,
navigation and timing
Space technology / System
design and verification

NODES: Nodes K,
Nodes J

2

1.5U

06-12-2015,
deployed from
ISS on
16-05-2016

SPATIUM project:
SPATIUM-I,
SPATIUM-II and
SPATIUM-III

111

2U and 3U

1st launch on
31-12-2018

No, one-hop relay
with ground
sensors
No, one-hop relay
with ground
sensors

Mission status

VCC 1-VCC 3 [127]

3

1U

21-11-2018

Yes

Not Launched

UHF (70cm) (UL/ DL)
GMSK

VELOX 1 [128] –
(VELOX PIII,
N-Sat), VELOX-I
N-Sat

2

3U/0.193
kg

30-06-2014

Yes

Was operational

VHF (UL), UHF (DL)

VELOX-II [129]

1

6U/9 kg

16-12-2015

Yes

Kepler-1 KIPP

1

3U

19-01-2018

Yes

Kepler-2 CASE

1

3U

30-12-2018

Yes

Operational - last
report 05-2017
Operational - last
report 07-2018
Not launched
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VHF (UL), UHF (DL)
UHF (DL), VHF (UL),
Ku-band (UL/ DL)
UHF (DL), VHF (UL),
Ku-band (UL/ DL)

Space technology / System
design and verification
Space activity /
Telecommunication
Space activity /
Telecommunication

Mission name

NanoSats

Type
Size/Mass

Launch date /
Lifetime

ISL availability

Mission status

Communication

Mission type
Space activity /
Telecommunication

Kepler-4 – Kepler14 (Kepler 1st
generation)

10

6U

31-12-2019

Yes

Not launched

UHF (Dl), VHF (UL),
Ku-band (UL/ DL),
S-band (UL/ DL)

CLE A - CLE C

3

12U

31-12-2021

Yes

Not launched

VHF

Space science /
Observational astronomy

4

30 g

19-09-2015

Yes

Operational

VHF

Space technology / System
design and ISL verification

1

1U

19-09-2015

Yes

Operational

VHF

Space technology / System
design and ISL verification

TT-3: Dust 1 (XC 1,
Xingchen 1,
Tiantuo-3, TT-3) Dust 4 (XC 4,
Xingchen 4,
Tiantuo-3, TT-3)
TT-3: NUDTPhoneSat (CAS 3I,
Kaituo 1B)
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In [118], S-Net is a NanoSat network mission that investigates and establishes ISLs for distributed
and autonomous satellite systems in LEO. An S-band transceiver for inter-satellite communication
(SLink) is the S-Net hardware payload that performs Physical Layer, Data Link Layer and Network
Layer responsibilities with the assistance of the Payload Data Handling computer (PDH). The SLink
operates on two communication modes: an up/downlinks mode and a crosslinks mode, and provides
1 Mbps downlink and 100 Kbps cross-link data rate abilities. The S-Net satellites have been
experimented in different possible proximity configurations, for example, in line and star topologies.
Line topology can be represented as an ad hoc network with a fixed distance between nodes so that
every two nodes in the line can communicate with one another. In the star configuration, satellites
are disseminated on the same orbit with the possibility of having a master satellite in the middle. In
this topology, each paired node is connected directly or through this master node. Hence, routing
can be coordinated by the master node. Pure ALOHA has been proposed as a possible randomaccess protocol where the configuration differs from the usual topology with satellites disseminated
in a multi-hop configuration, possibly on different orbits and without a master satellite, but the
topology of such a network is prone to change over time making routing in it more complicated.
In [120] [119], GomX-4 is a GomSpace mission that consists of two 6U CubeSats, known as GomX4A and GomX-4B placed on the sun-synchronous orbit. The main aim of this mission is to validate
some substantial technologies that can be used for orbital configuration and ISLs. ISLs are tested
with different distances between the two satellites, ranging between 200 km and 4500 km. GomX4A remains on the same orbit while GomX-4B manoeuvres away on a slightly different orbit 340
m below GomX-4A. The faster drift of GomX-4B increases the daily separation distance by about
60 km. Data is then routed on the ISLs from GomX4A to the ground station through GomX4B as a
one-hop relay. As ITU regulations limit the level of the power flux density allowed in space to
minimise the interference with the Earth, two different communication modulations have been used:
Quadrature Phase Shift Keying (QPSK) has been used for short separation distances under 600 km
and Direct Spread Spectrum (DSS) has been used for longer distances. Thus, there is only one path
on which data is forwarded and there is no need for any advanced routing protocols in this case.
The Lemur-2 mission is a remote sensing satellite constellation that comprises 81 3U CubeSats.
These CubeSats were launched as a series of small batches as a piggy-back on different rockets with
some of them later deployed from the ISS. The broad mission of the Lemur-2 launch series is to
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provide remote sensing services for governments and commercial firms. These services include
meteorology measurements and ship traffic tracking. For Lemur-2, (78-81) CubeSats of the mission
were equipped with AirSafe ASD-B technology to provide airplane tracking services. The Lemur
satellites use a direct download fashion when they encounter the ground stations. Even though internetworking such a large number of satellites would be very beneficial in terms of providing higher
levels of spatial and temporal data simultaneously, no ISLs were established in the Lemur-2 mission.
Flock is an imaging constellation of Earth observation NanoSats that is led by Planet Labs [130].
To date, there are about 320 3U CubeSats launched on LEO under the Flock series of missions. The
Flock-3p mission is the largest NanoSats constellation that has been launched over a single launch
vehicle with 88 CubeSats [121]. Flock CubeSats collect a wide range of images and download them
to the eight geographically distributed ground stations. In the Flock-3p mission, the data rate is
improved to achieve 220 Mbit/s by utilising 16 APSK modulations compared to the 100 Mbit/s by
utilising 32 APSK modulation achieved in the Flock-2e mission. Each CubeSat in the Flock
constellation would only be capable of downloading data when it passes over the ground stations as
there is no multi-hop communication capability over ISLs. This drawback would cause data delivery
delay and limit the overall throughput of the constellation. Establishing ISLs and applying efficient
routing protocols to the constellation could significantly improve the overall performance.
In [122], CanX 4&5 are twin formation flight NanoSats that were launched by the University of
Toronto’s Institute for Aerospace Studies/Space Flight Laboratory to demonstrate the ability of
autonomous formation flight control on orbit. CanX 4 was programmed to control the position of
CanX 5 autonomously via the ISL. On orbit, CanX 5 successfully performed the expected
manoeuvre by raising its orbit, as confirmed by the mission control centre - UTIAS/SFL and joint
space operation centre - USA. The ISL was basically designed with a maximum full-duplex
operation range of 5 km and a data rate of 10 kbps, however, the two NanoSats were still able to
communicate at a distance of 200 km.
In [123] [131], the EDSN mission is planned to perform some science experiments and interCubeSat links validation using the low-cost CubeSat swarm. The eight identical CubeSats were
designed to be able to function autonomously with very limited intervention from the ground. These
CubeSats are equipped with AstroDev Lithium 1 UHF transceiver to be used for the inter-CubeSat
omnidirectional communications, providing a 9.6 Kbit/s data rate. EDSN applied a simple network
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communication design based on a hub-and-spoke technique. Over each cycle, which was specified
to be 25 hours, one CubeSat will take the role of the swarm leader ‘Captain’ (CPT) and collect data
from the other seven followers, ‘Lieutenants’ (LT). Each LT has a unique identifier. The data is
transferred from an LT to the CPT in a process known as a transaction; only one LT at a time can
transfer data to the CPT to avoid any collision which may otherwise occur with simultaneous
transfers. At each transaction, the CPT sends an omnidirectional 6 pings in 50 seconds to ensure
that it will be received by the intended LT. The LT checks the unique CubeSat identifier to confirm
that the ping was actually sent to it and analyses the pinged message to make sure that it has not
expired by checking the checksum, for example. Then, the LT passes all its data packets to the CPT
which in turn forwards this data to the ground station at the nearest opportunity.
RANGE is a leader-follower formation flight that intends to achieve accurate positioning and
relative measurements of small satellites. RANGE-A and RANGE-B CubeSats are being loaded
with an advanced dual-frequency GPS receiver and miniaturised inter-CubeSat laser ranging
system. The inter-CubeSat laser link and the onboard GPS will measure the relative position of the
CubeSats. These measurements will be confirmed by performing precision orbit determination using
a ground International Laser Ranging Service (ILRS), with the assistance of retroreflectors that are
attached around the CubeSat’s body [124].
HumSat is an international educational project of deploying a constellation of CubeSats that is
capable of globally providing telecommunication services to areas with no infrastructure available.
In [125], HumSat is the first 1U CubeSat designed to validate the mission of the Global Educational
Network for Satellite Operations (GENSO) that was initiated by the European Space Agency (ESA).
The main objective of GENSO is to build an educational worldwide space network with ground
stations that are linked through the Internet by ESA software standards. The CubeSats in this
constellation collect humanitarian and emergency data from the sensors which are disseminated on
the ground and then download the collected data to the ground stations at the encounter times based
on the one-hop store-and-forward concept. The HumSat architecture is divided into five segments
which include the following interface variations. Firstly, the Space-to-Sensor Interface (SSI) is a bidirectional interface between the CubeSats and the sensors on the ground with UHF band at 437
MHz uplink and VHF band at 145 MHz downlinks. Data rates of 1.2 kbit/s and 9.6 kbit/s are used
for uplink and downlink respectively on the basis of CCSDS frame and channel coding protocol.
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Next, the Space-to-Ground interface provides the necessary direct communication between a
CubeSat and the ground station. Meanwhile, the User-to-HumSat interface will give secured access
to authorised users via the Internet to their data sensors. Additionally, the Satellite Control Centreto-Ground Station Interfaces and the HumSat Payload Control Facility-to-Satellite Control Centre
Interfaces are interfaces that define the data exchange between the CubeSats and the ground stations
as well as the data exchange between control centres of each CubeSat and payload control facility.
IDSES-FFD mission [126] is a conceptual formation flying demonstration mission. Two different
formation flying technology designs have been proposed. The first formation is known as an active
formation maintenance design and consists of a swarm of four CubeSats flying in a disseminated
proximity of 50 m and keeping tetrahedron geometry among the CubeSats to maintain inter-CubeSat
links. This configuration requires a persistent positioning update from all CubeSats. Thus, CubeSats
have to regularly determine their position and altitude and fire their thrusters to sustain their
appropriate position leading to a very high level of power and fuel usage, the loss of which may, in
turn, shorten the life cycle of the mission. The second formation, however, by using a passive
formation maintenance technology requires very low fuel consumption. In this design, six CubeSats
are disseminated into J2 invariant relative orbits [132] with a separation distance of 500 m. J2
invariant relative orbits provide a collision-free orbit for the formation flying where CubeSats
remain close to each other with insignificant dispersing. CubeSats on this orbit are periodically
reconfigured into new J2 invariant relative orbits and return to their original position after a fixed
number of intervals such that this configuration consumes very little fuel to compensate for the J2
effects. The authors analyse existing system engineering subsystems of CubeSats with their proposal
which includes possible sensors and actuators, on-board computing, GPS options, thruster options,
power options and inter-satellite communication options. Among their six proposed inter-satellite
communication options, Xbee has the highest transmission power of 20 dBm at 2.4 GHz.
SMDC-ONE [133] is a US Army Space and Missile Defence Command program to build and launch
an experimental military low-cost NanoSat constellation. The three SMDC-ONE missions include
the launch of five 3U CubeSats to validate the ability to build CubeSats for military purposes. The
network is designed to allow the CubeSats to receive data from the scattered unattended ground
sensors and retransmit it to the ground station. The CubeSats receive instructions by the command
and control station or forward capable operating base. The main aim of the SMDC-ONE 2 mission
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is to use military radios to demonstrate voice and data communication. The third mission, SMDCONE 3, has been developed to use software-defined radio to evaluate more NanoSats technologies.
SNAP is the SMDC-ONE follow-up program where SNAP-3 is a mission of three 3U CubeSats
with improved communication capabilities.
The NODES [134] mission aims to address some of the multiple small satellite related challenges.
The three main objectives of this mission are autonomously self-configured by electing a leader
CubeSat using Inter-CubeSat links, exploring command and control related issues between the
CubeSats and the ground as well as among CubeSats and demonstrating the ability of synchronised
multipoint data collection. The two CubeSats in this network will communicate and operate
independently without intervention from the ground station by following predetermined rules and
schedules. The leader CubeSat acts as a sink node collecting data from the other CubeSat and passes
the processed data to the ground station. The leadership alternates among the CubeSats at the end
of each cycle to show the network resilience in case of a single CubeSat failure. The design of the
NODES CubeSat is based on the aforementioned EDSN [123] mission hardware and software
specifications. The NODES inter-CubeSat communication is established according to the EDSN
hub-and-spoke technique.
The SPATIUM project [135] aims to launch a CubeSat constellation to study ionosphere total
electron content. Total Electron Content (TEC) has a significant effect on the radio signals
transmitted to ground stations from space. The SPATIUM constellation will include 111 CubeSats
that will be launched in three phases. SPATIUM-I is a pathfinder mission to test ionosphere
technologies in space. The SPATIUM-II mission includes ten 2U CubeSats that will allow for
continuous transmission of ionosphere data to various ground stations simultaneously. The
SPATIUM-III mission is planned to contain a constellation of about 100 CubeSats. SPATIUM
CubeSats are loaded with Chip Scale Atomic Clock (CSAC) to achieve instantaneous 3D ionosphere
plasma density mapping at 200-400 km altitudes. The SPATIUM-I 2U CubeSat is designed to
demonstrate the operation of CSAC in space. A 10 MHz counter value CSAC clock signal will be
modulated with PRN code and transmitted on the duel frequency of 467 MHz and 401 MHz to
ground stations. The space CSAC counter value is compared with the reference CSAC on the ground
stations to detect and correct any signal delays or shifting occurring through atmospheric and
ionosphere effects. The instantaneous data collection window is significantly increased by allowing
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for crosslink communication where data can be collected and routed over inter-CubeSat links to the
ground station without waiting for the next encounter of a source CubeSat with a ground station.
In [127], the Virginia CubeSat Constellation (VCC) mission is a multi-university collaboration of
launching a constellation of three 1U CubeSats to achieve science and technology goals. While the
scientific goal of this mission is to measure the multiple spacecraft orbital decay to attain real
atmospheric drag and atmospheric properties variability measurements, the technology evaluation
goal aims to demonstrate intercommunication of absolute relative position and distance of orbiting
CubeSats over ISL. At specific intervals, and when the CubeSats are not in communication with the
ground stations, CubeSats are programmed to talk to each other over low-powered ISL radio.
CubeSats will communicate with one another based on a master-minion technique where one
CubeSat will be selected as a master and the other two CubeSats will act as minions. The master
CubeSat sends its message using a GPS pulse-per-second signal that will be received by one of the
minion CubeSats. The minion CubeSats are responsible for setting a timer to measure the time which
the message takes to travel between the master and the individual minion. This time value will then
be used to determine the distance between them according to the speed of light.
VELOX-I [128] is a 3U NanoSat space technology demonstration mission. These technologies are
designed and built by university students using COTS parts and include imaging payload, GPS and
inter-satellite communication payload. A VELOX-PIII 0.193 kg PicoSat is loaded inside VELOXI and then deployed from the VELOX-I NanoSat to assess a short-range <5 km inter-satellite
communication using a ZigBee protocol. ZigBee is a Network Layer protocol which works on top
of the IEEE 802.15.4 standard that defines Physical and Media Access Control (MAC) Layers. It
also provides a platform for the Application Layer. ZigBee supports different network topologies,
such as star and mesh, and allows interconnection between large numbers of Wireless Sensor
Networks (WSNs) over inter-satellite links. Besides the VELOX-I mission, a 6U VELOX-II [129]
CubeSat was designed by Nanyang Technological University (NTU) and launched into LEO with
the primary objective of demonstrating inter-satellite data relay through geostationary satellites
(Inmarsat). With the advantage of having a continuous connection between the Inmarsat satellites
and the ground station at NTU, VELOX-II can continuously communicate with the ground without
a direct encounter with the ground station. In the meantime, VELOX-II carries a GPS for precise
orbital measurements and electronic technology evaluation payload to demonstrate the survivability
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of the Electrically Erasable Programmable Read-Only Memory (EEPROM). In [136], [17], a review
of wireless standards and suitability of their application in WSN inter-satellite and intra-satellite
communication is provided.
Table 8 Wireless standards for satellite links [17]

Parameter

IEEE 802.15.4
(ZigBee,
IEEE 802.15.1
WirelessHART,
(Bluetooth)
ISA100.11a)

IEEE 802.11
family (WiFi)

IEEE 802.16
(d/e)
(WiMax)

Maximum data rate

250 kbit/s

1 Mbit/s
(Classic)
600 Mbit/s
3 Mbit/s (EDR)

1 Gbit/s (fixed)

Modulation

DSSS

GFSK 4DQPSK,
DSSS OFDM
8 DPSK (EDR)

OFDM

Operating
frequencies

868 MHz,
915 MHz,
2.4 GHz
2.4 GHz
(780 MHz Japan,
950 MHz China)

2.4, 3.65, 4.9, 5,
5.9 GHz

2–66 GHz
(fixed)
2–11 GHz
(mobile)

100 mW
(up to 1 W)

Base station
(20 W)
Mobile
(200 mW)

Typical Tx power

1–100 mW

100 mW max
(class 1)
2.5 mW max
(class 2)
1 mW max
(class 3)

Network topologies

Star, Mesh,
Ad hoc

Piconet

Point-tomultipoint,
Peer-to-peer

Point-tomultipoint,
Mesh

Network size

65536

8

32

Dependent on
system capacity

Typical terrestrial
range

10–50 m
(indoors)
100–250 m
(outdoors)

100 m
(class 1)
10 m
(class 2)
1 m (class 3)

Up to 150 m
(indoors)
Up to 5000 m
(outdoors)
Typically 250 m

Up to 48 km
(outdoors)

Satellite
communication
applications

Intra-satellite
Inter-satellite
(<5 km)

Intra-satellite
Inter-satellite
(<5 km)

Intra-satellite
Inter-satellite
(<5 km)

Inter-satellite
(≥5 km)

As depicted in Table 8, ZigBee, Bluetooth and Wi-Fi provide short-range intra-satellite and intersatellite communication with WiMax providing longer ranges above 5 km. While implementing
WSNs in space based on the current wireless standards and protocols may minimise the costs, time
and risks of developing customised wireless devices for space missions, a custom wireless approach
is still required for some applications.
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In [137], the use of standard communication protocols to connect satellite clusters to each other and
down to the ground station is investigated. Terrestrial wireless network standards were assessed to
investigate the ability to employ such standards in Heterogeneous Spacecraft Networks (HSNs) of
small satellite clusters from the perspective of Physical and MAC Layers. The IEEE 802.11 family
of wireless network standards, the WCDMA 3G standard and IEEE 802.15.4 Personal Area
Network (PAN) standard using ZigBee technology specifications were studied to evaluate tradeoffs between these three standards in terms of providing space communication. Two links were
considered: Ground-to-Space (G-S) and Space-to-Space (S-S) communications. Even though
conventional satellites can establish inter-satellite communications and communicate with ground
stations, small satellite missions are always associated with considerable restrictions such as power
consumption, satellite positioning and stabilisation control as well as total volume and mass, and it
is the sophisticated technologies which are demanded to tackle constraints such as these. One
fundamental challenge for this is in choosing the right communication technology capable of both
operating in the circumstances of space as well as providing the needs of G-S and S-S data
communications without exhausting the limited resources of the small satellites. The abovementioned standards were mainly compared in terms of the communication ranges, data rates,
topology design, network security, link margin and transmission duty cycles in addition to some
other features in order to show the efficiency of each standard in space communication. In particular,
besides conforming to spectrum management restraints, the development of the Physical Layer to
reach a 1200 km range was an important factor. In LEO communications, 1200 km is a decent
operational reference for the G-S connection which can produce a proper coverage to the missions
at altitudes of around 600 Km, while 200 km may be a decent operational reference for the S-S
connection for most of the small satellite clusters which disseminate in an individual launch. Spread
Spectrum techniques play a significant role in minimising interference and, while the Direct
Sequence Spread Spectrum (DSSS) was applied to all examined standards, there are several other
forms of spread spectrums which are also appropriate for wireless communication standards such
as Frequency Hopping Spread Spectrum (FHSS) or Orthogonal Frequency Division Multiplexing
(OFDM). Additionally, the MAC Layer also needs to be adjusted to manage the authentication and
encryption requirements of the space environment and to be intelligent in improving data
transmission rates across large distances.
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The results in [137] show that every space mission has its own particular requirements, so
considering adjustments to all proposed standards may be more practical for space communication.
Although these standards cannot be utilised directly as each one has a different purpose with special
characteristics, the Figure of Merits (FOMs) completed in this study can help in the selection of an
appropriate standard for a particular space mission. FOMs illustrated that, in terms of link margin,
WCDMA can attain the highest Physical Layer performance since it can reach the 1200 km range
condition in cases of low data rates. However, if the data rate was increased, the WCDMA would
operate similarly to Wi-Fi in terms of coverage. In addition, Wi-Fi can attain the highest data rate
compared with WCDMA and ZigBee. Wi-Fi is the best for missions with dense satellite
constellations and aiming for high data rates. From the perspective of component availability, Opensource MAC software is only obtainable for Wi-Fi at present, while ZigBee software is licensed
software. The exact cost of WCDMA software is unknown although it appears to be the most
expensive due to the complications of its MAC Layer. Moreover, it is difficult for WCDMA to be
implemented on S-S links as a result of its connection protocol complexity and it requires a great
performance base station making it difficult to match the size constraint of the small satellites. The
WCDMA standard is more suitable for G-S links. In terms of network topology, Wi-Fi and
WCDMA correspond to star networks, while ZigBee corresponds to tree networks. When multiple
satellites come into the range of a ground station, the ground station can perform as the hub for the
star network and communicate with these satellites simultaneously. When Wi-Fi is in infrastructure
mode it may be used for S-S links when multiple satellites are in the ground station range. In terms
of low power consumption, ZigBee is the best due to its low duty cycle for communications. Where
ZigBee supports network routing on the MAC level which can clearly increase the communication
range by using multi-hop routing, neither Wi-Fi nor WCDMA support this MAC Layer routing. As
routing is performed at the Network Layer protocol or in some cases in the Application Layer,
routing mechanisms, for instance, DTN protocols, may actually be employed with any of the
aforementioned wireless communication links.
The Kepler [138] NanoSat constellation is a mission of Machine-To-Machine (M2M), Internet of
Things (IoT) and inter-satellite communication. It aims, in particular, to provide centralised and
extremely affordable Inter-Satellite Links (ISL) in conjunction with terrestrial wired and wireless
networks. Some advanced CubeSat technologies will be introduced in this mission such as custom-
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built Software Defined Radio (SDR), antenna design and networking protocols. Kepler-1 KIPP and
Kepler-2 CASE are pathfinder 3U CubeSat missions that operate in Ku-band to demonstrate store
and forward capabilities. Following these two Kepler CubeSats, a 6U Kepler-3 TARS (IOD-5) will
be launched as the final technology demonstration prototype before launching the first generation
of Kepler constellations in 2020 that will include 10 CubeSats. In addition to the store and forward
payload, Kepler-3 TARS will carry a bi-directional S-band communication payload to collect some
data from various IoT devices. A Kepler second generation with about 50 CubeSats and a Kepler
third generation with about 140 CubeSats are planned to be launched, 2021-2023, to support more
sophisticated communication capabilities including mobile customers support and provide high data
rate ISL and real-time satellite access [139].
The final two operations from Table 8 include missions that were launched in 2015 and are still
operational. CubeSat Low-Frequency Explorer (CLE) is a lunar exploration mission. CLE-A - CLEC has three 12U CubeSats with inter-satellite capabilities and extremely low frequency SDR (down
to 10 kHz). Each CubeSat is equipped with three 5 m monopole antennas [140]. Tiantuo-3 (TT-3)
formation flight [141] is an inter-satellite communication demonstration mission. TT-3 is a
heterogeneous formation that consists of a main NanoSat LvLiang-1 (~20 kg), NUDT-PhoneSat
CubeSat and four FemtoSats. NUDT-PhoneSat is a smartphone technology demonstration with the
Android operating system.
Currently, all of the different missions are using a variety of communication standards for the lower
layers of the OSI model to promote their mission objectives such as different antenna design, gain
and capabilities. Having more standardised communication capabilities and architectures for all
NanoSat missions would, however, allow for better interoperability and more efficient networking
between the different missions. Some important standards that should be considered for space
missions will be discussed in the next section.

3.5 Important Standards for space networks
Space missions are generally dependent on some widely implemented space standards in order to
sustain co-operation between the different space agencies. In 1982 the Consultative Committee for
Space Data Systems (CCSDS) was established by several famous worldwide space agencies.
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CCSDS is an assembly that is interested in all matters related to the space sciences and spacecraft
missions. It produces strategies for space mission operation and development. The CCSDS regularly
updates its document library which includes recommendations and standards about different aspects
of space missions to give exhaustive technical guidelines to all space agencies and to develop their
data handling systems of the numerous space missions. Information about data formats in addition
to the characteristics and requirements of Physical and Transport Layers can be found at the CCSDS
library. At present, the CCSDS standards have already been applied to more than 900 space
missions. CCSDS currently includes 11 members and 32 observers from different well-known
government organisations and semi-government space agencies [142]. The development phases of
CCSDS Standards of Space Communication protocols will be introduced in the next subsection. In
the rest of the thesis, message, bundle and packet are used reciprocally.
The Space Link Services Area (SLS) is a division of CCSDS that supports the development of
effective space link communication systems shared to all contributing agencies. A space link
provides a connection between a spaceship and its ground station or the interconnection among
spacecraft. The new generations of space missions require more advanced telecommand and
telemetry capacities than existing technologies. These new requirements are targeted at better data
rates, enhanced link performances, better performing ranging systems, as well as lower costs, mass
and power in addition to higher security. Specifically, the SLS Area focuses on the Data Link and
Physical Layers of the OSI reference model, explicitly: RF modulation and channel coding, for both
long-haul (spacecraft to the ground) and proximity links (orbiter to lander or orbiter to orbiter).
Besides this, the SLS area supports two other functions of data compression for end-to-end data
transfer optimisation and ranging for precise orbit determination [143]. Furthermore, the Space
Inter-networking Services Area (SIS) is another division of CCSDS which provides services and
protocols to address the inter-networking problems of the following different forms: between
spacecraft and earth-based ground stations; between spacecraft; among spacecraft and lander
elements; and within heterogeneous satellites. The SIS Area focuses on the Application Layer of
the OSI protocol stack and it deals with all ranges of delay, interactivity and directionality, despite
not all OSI protocols being suitable for all environments [144].
Another important space networking aspect is the radio frequency spectrum which is governed by
standards of The International Telecommunications Union (ITU). ITU is a specialized department
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of the United Nations for Information and Communication Technologies (ICT). ITU is responsible
for allocating frequency bands and satellite orbits and supports ICT global Interoperability.
Currently, ITU includes the membership of 193 countries as well as more than 800 private-sector
bodies and academic organisations [145]. The allocation of radiofrequency spectrums for space
missions in the USA also has to comply with the standards of the National Telecommunication and
Information Administration (NTIA) [146]. While the Space Frequency Coordination Group (SFCG)
is another group interested in the space-frequency spectrum standards, it is less formal than the ITU
so it has more flexibility in relation to adapting to the restrictions.

3.5.1

Development Phases of CCSDS Standards of Space Communication
Protocols

In the past, a Time Division Multiplexing (TDM) method was used to form telemetry data
transmitted from the spacecraft with the data units multiplexed into a sequential stream of fixedlength frames according to the planned multiplexing criteria. Even though there was a standard for
the ground tracking network, there was no common standard in the area of data systems for the
spacecraft which were designed and implemented based on customised systems for each new
project. The introduction of microprocessor technology to build the components and subsystems of
spacecraft led to more flexibility in telemetry systems with higher throughput so that the on-board
software can process and transmit data more effectively.
At the beginning of the 1980s, an international standard for a Packet Telemetry protocol was
developed by CCSDS, named the Source Packets, to be used for processed telemetry transmission
via sending variable-length frames from the spacecraft to the ground station. This standard allowed
for many space missions to share data processing subsystems either on-board spacecraft or on
ground stations. After a short time, CCSDS introduced another international standard for a Packet
Tele-command, based on a similar concept of Packet Telemetry, to be used for transmitting
commands to spacecraft through a data unit called TC Packet.
A few years later, sophisticated orbiting systems, such as the International Space Station (ISS),
motivated CCSDS to extend the aforementioned standards and a new standard so-called the
Advanced Orbiting Systems (AOS) Space Data Link Protocol was formed. This standard extended
the Packet Telemetry standard by adding services for sending a vast variety of online data, for
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example audio and video, which works in both the uplink and downlink directions. Its packet
structure is similar to the Packet Telemetry standard although there is a little difference in its frame
format [147].
In the 1990s, CCSDS developed a group of protocols, Space Communications Protocol
Specifications (SCPS), which contained the following four protocols: SCPS Network Protocol
(SCPS-NP) [148], SCPS Security Protocol (SCPS-SP) [149], SCPS Transport Protocol (SCPS-TP)
[150] and SCPS File Protocol (SCPS-FP) [109]. The SCPS protocols were mostly designed as a
modified version of conventional internet protocols with extended capabilities to meet the increased
requirements of space missions. Recently, CCSDS retired all SCPS groups excluding the SCPS-TP.
In the 2000s, Packet Telemetry protocol, Packet Telecommand and AOS standards were
restructured by CCSDS to introduce space protocols in a more organised and unified manner. The
original standards were replaced with the following standards: firstly, Space Packet Protocol [151];
secondly, TM, TC and AOS Space Data Link Protocols [152], [153], and [154] respectively; and
thirdly, TM and TC Synchronisation and Channel Coding [155] and [156] respectively. In 2007,
CCSDS File Delivery Protocol (CFDP) [157] was developed and updated by CCSDS in response to
the necessity of space missions to send files to and from spacecraft. This protocol has the ability to
transfer files reliably and efficiently over unreliable protocols such as the Space Packet Protocol
[151].
In the past decade, CCSDS has developed and updated two standards in the area of data
compression: a Lossless Data Compression (LDC) standard [158] and an Image Data Compression
(IDC) standard [159], [160]. In the LDC standard, full reconstruction of the original data can be
guaranteed whereas IDC uses a quantisation and approximation mechanism which may cause some
distortion to the original data.
During the last three decades, a Radio Frequency and Modulation Systems standard [161] was
developed and updated by CCSDS to be used as an international standard for the RF signal between
a spacecraft and a ground station. This standard identifies the features of the RF signal used to
convey Packets and Frames. In addition, Proximity-1 Space Link Protocols [162], [163], and [164]
were also developed by CCSDS to be employed on proximity space links. Proximity space links can
be defined as limited range, two-directional, static or mobile radio links, mostly used to interconnect
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between fixed probes, landers, rovers, satellite relays and satellite swarms. Proximity-1 standards
describe a data link protocol [162], coding and synchronisation approaches [163], Physical Layer
features [164] and rationale, architecture, and Scenarios of Proximity-1 Space Link Protocol [165].
In terms of data security and data protection, several recommendations have been published by
CCSDS, such as The Application of CCSDS Protocols to Secure Systems [166], Security
Architecture for Space Data Systems [167], and CCSDS Cryptographic Algorithms [168]. These
recommendations offer a guideline to space missions that intend to use CCSDS Space
Communication protocols to control and handle spacecraft data systems, although enhancement of
their system security level is still necessary.

3.5.2

CCSDS Space Communication Protocol Layers

The OSI basic reference model [169] is used as a reference model for classifying space
communication protocols. Not all space communication protocols, however, fit well with the OSI
seven-layer model. The space communication protocols were developed to be associated with only
one of the following five layers of the OSI: Physical Layer; Data Link Layer; Network Layer;
Transport Layer; and Application Layer. There are actually two additional layers in the OSI model
between the Application Layer and the Transport Layer but these are hardly ever used over space
links. Table 9 displays the space communication protocols classified into the applicable five layers.
Where it is observed that the CFDP protocol and Proximity-1 Space Link Protocols both contribute
to two layers where the CFDP protocol may function on both the Transport and Application Layers
while Proximity-1 Space Link Protocols may function on both the Data Link and Physical Layers.
Although Application Program Interfaces (APIs) for the space communication protocols was not
formally described by CCSDS, an abstract specification was introduced in most CCSDS standards
based on conventions for the definition of OSI Services [170]. These abstract service definitions can
be employed in the development of APIs. The following subsections will discuss the five CCSDS
OSI space layers.
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Table 9 CCSDS Space Communication Protocols with corresponding OSI model layers

Application
Layer

-Asynchronous
Message
Service
-ApplicationSpecific
Protocols
-Lossless Data
Compression
-Image Data
Compression

Transport
Layer

-(SCPSTP)
-TCP
-UDP
-IPSec

CCSDS File Delivery
Protocol (CFDP)

3.5.2.1

Network
Layer

-IP over
CCSDS
-Space
Packet
Protocol
-Encapsulation
Service
-IP

Data Link Layer
Sync. and
Data Link
Channel
Protocol
Coding
Sublayer
Sublayer
-TM Space
-TM Sync.
Data Link
and
Protocol*
Channel
-TC Space
Coding
Data Link
-TC Sync.
Protocol*
and
-AOS Space
Channel
Data Link
Coding
Protocol*
-Proximity-1
-Proximity-1
(Coding and
(Data Link
Sync. Layer)
Layer)

Physical
Layer

-RF and
Modulation
Systems
-Proximity-1
(Physical
Layer)

* Space Data Link Security Protocol Function can be optionally
included

Physical Layer

The Radio Frequency and Modulation Systems standard [161] was developed by CCSDS to be used
as a general standard for the Physical Layer in order to form the RF signal between a spacecraft and
a ground station. This standard identifies the features of the RF signal used to transfer packets and
frames. Also, CCSDS has developed a Proximity-1 Space Link Protocol-Physical Layer [164]
offering some recommendations for the Physical Layer communication of short-range space links
such as the space link between two orbiters or between orbiter and lander. This standard is very
important for CubeSats that are usually distributed in close proximity.

3.5.2.2

Data Link Layer

CCSDS divided The Data Link Layer of the OSI Model into two Sublayers: the Data Link Protocol
Sublayer and the Synchronisation and Channel Coding Sublayer. The former Sublayer identifies
approaches for conveying data items received from the upper layer over a Point-to-Point space link
by data items termed Transfer Frames, while the latter Sublayer identifies approaches of
synchronisation and channel coding for conveying Transfer Frames via a space link. The Data Link
Protocol Sublayer includes four protocols developed by CCSDS: TM Space Data Link Protocol
[152] that can be used to send telemetry from a spacecraft to a ground station (downlink); TC Space
Data Link Protocol [153] that can be used to send commands from a ground station to a spacecraft
(uplink); Advanced Orbiting Systems (AOS) Space Data Link Protocol [154] that can be used for
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downlinks or bi-directional linking; and finally Proximity-1 Space Link Protocol-Data Link Layer
[162] that can be used for proximity space links. Additionally, The Synchronisation and Channel
Coding Sublayer includes three standards which are: TM Synchronisation and Channel Coding
[155]; TC Synchronisation and Channel Coding [156]; and Proximity-1 Space Link ProtocolCoding and Synchronisation [163]. Generally, TM or AOS Space Data Link Protocol is used with
TM Synchronisation and Channel Coding, TC Space Data Link Protocol is used with TC
Synchronisation and Channel Coding, and Proximity-1 Space Link Protocol-Data Link Layer is
used with Proximity-1 Space Link Protocol-Coding and Synchronisation. The TM and AOS Space
Data Link Protocols involve fixed-length Transfer Frames in order to meet the synchronisation
requirements over a noisy downlink, while TC Space Data Link Protocol and the Proximity-1 Space
Link Protocol involve variable-length Transfer Frames in order to enable the transmission of short
messages with a small delay [147].
The concept of Virtual Channels (VC) is a major feature of all Space Data Link Protocols. The VC
ability permits one Physical Channel, a one-way stream of bits transmitted over a space link, to be
shared between multiple higher-layer data streams, which may have divergent service needs, so that
this one Physical Channel can be separated into many isolated logical data channels with each
logical channel identified as a VC. Therefore, each Transfer Frame transported over a Physical
Channel is related to one VC [147].
The TC Space Data Link Protocol and the Proximity-1 Space Link Protocol have a data
retransmission function in order to confirm data delivery on the space link. The TC Space Data Link
Protocol employs a retransmission control mechanism known as Communications Operation
Procedure-1 (COP-1) [171], while Proximity-1 Space Link Protocol employs a similar mechanism
known as COP-P [162]. Although neither TM Space Data Link Protocol nor the AOS Space Data
Link Protocol have this retransmission function, they can achieve full delivery of data with a higherlayer protocol.

3.5.2.3

Network Layer

At the Network Layer, space communication protocols offer the function of finding an appropriate
forwarding route through the whole data system which contains both space and ground subnetworks.
CCSDS has developed two standards for the Network Layer interoperation: Space Packet Protocol
(SPP) [151] and Encapsulation Service [172]. The Protocol Data Units (PDUs) of the SPP are
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created and handled by the application processes which are either on-board or on the ground station.
The Encapsulation Service provides the function of encapsulating the PDUs of CCSDS classified
protocols, as introduced in the records office of Space Assigned Numbers Authority (SANA) [173],
[174], into Space Packets or Encapsulation Packets. Consequently, the packets are forwarded over
the CCSDS Space Data Link Protocol link. Furthermore, the internet datagrams identified by
CCSDS [175], such as IPv4 datagram or Frame Relay, can be transferred by CCSDS Space Data
Link Protocols over a multiplexed or non-multiplexed space link by employing the Network Layer
protocol IP over CCSDS [176].
The Space Packet Protocol (SPP) is capable of conveying data between different spacecraft or
between the spacecraft and a ground station in a manner of one to one or one to many transmissions.
Since the SPP can be used to deliver space application data over a route which contains ground-tospace or space-to-space connections, CCSDS-recognised Network Protocols such as Delay-Tolerant
Networking (DTN) and IP over CCSDS can be exploited over space links [147]. The data units of
such network protocols are transported within the Space Data Link Protocols. An application
identifier (APID) is part of each SPP packet. This APID is used to select the route that the packet
will take through the entire data system of a space project such as onboard networks, onboard data
handling systems, control centres and ground stations. All packet forwarding and handling
decisions, as determined by APID, are inserted by management arrangement and do not form a
fundamental portion of the protocol. These standards can be adopted and improved to meet the
requirements of different CubeSat networks.
The space data link protocols can load many protocol data units of the IP, multiplexed or Nonmultiplexed, into the Encapsulation packet. More details about how CCSDS-recognised IP
datagrams can be transported over the space link can be found in the IP over CCSDS protocol [176].
QoS techniques for reliable delivery, in-order delivery, or duplicate suppression are controlled by a
higher network layer, for example, the Transport Layer where neither SPP nor IP can perform these
functions.
In terms of addressing a Network Layer, there are two types of addresses: a Path Address and an
End System Address. Firstly, the Path Address is responsible for identifying a Logical Data Path
(LDP) in the entire data system from a source to one or many destinations and is used by SSP. While
the Path Address is not an address as described in the OSI model [169], in [151], SPP describes how
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this Path Address can be used to identify logical connections. The Logical Data Path configuration
cannot be done by SPP; it should be done by management actions according to the specific
agreements of the mission. Secondly, the End System Address (ESA) is responsible for identifying
one end system or multiple end systems and is used by IP and DTN. In cases where identifying both
the source and destination is necessary, two End System Addresses need to be employed. End
System Addresses are identified in the IP or DTN packet data units and are employed by the IP or
DTN routing nodes to conduct forwarding decisions at each stage of the end-to-end path [147].

3.5.2.4

Transport Layer

At the Transport Layer, space communication protocols can establish end-to-end communication
services. CCSDS developed a Space Communication Protocol Specification-Transport Protocol
(SCPS-TP) [150] for the Transport Layer which can provide these end-to-end links between
applications and was introduced to facilitate the requirements of a wide range of space missions.
While the CCSDS File Delivery Protocol (CFDP) [157] can achieve functionality in the Application
Layer, it may also accomplish some functions of the Transport Layer. Transport Layer protocol data
units can be combined and then transferred with a protocol of the Network Layer over the space
link, however, Transport Layer PDUs can also be transmitted directly by Space Data Link Protocols
or Internet transport protocols such as TCP [177] and UDP [178] which can also be employed on
top of a Space Packet, an Encapsulation Packet or on IP over CCSDS. Moreover, end-to-end data
security can be achieved by using IPSec [179] on top of the Internet transport protocol. It has been
shown that there is clearly great interoperability between the Transport Layer and the Network Layer
for achieving end-to-end connectivity in space networks.

3.5.2.5

Application Layer

At the Application Layer, space communication protocols can establish end-to-end application
services. CCSDS developed five different protocols for this layer, including: Asynchronous
Messaging Service (AMS) [180] and [181]; CCSDS File Delivery Protocol (CFDP) [157]; Lossless
Data Compression [158]; Image Data Compression [159]; and Lossless Multispectral &
Hyperspectral Image Compression [182]. CFDP can provide some useful functions for the
Application Layer such as file management. The store-and-forward capability of CFDP allows for
application-specific transmission of data through multiple link-layer hops. Application-specific
protocols that are not recognised by CCSDS can also be used in the Application Layer over CCSDS
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space communication protocols to accommodate the requirements of different projects. Application
Layer protocol data units can be combined and then transferred with a protocol from the Transport
Layer over the space link, however, Protocol Data Units (PDUs) from the Application Layer can be
directly transmitted with Network Layer protocols. In addition, internet application protocols, such
as the File Transfer Protocol (FTP) [183], can be used to transfer files with Transport Layer
protocols over a space link. The following section will focus on current transport protocols in the
space environment and takes into consideration a modified TCP used in terrestrial networks as well
as DTN transport protocols.

3.6 Space transport protocols in relation to the terrestrial
communication protocols
In terms of communication requirements, space networking differs from terrestrial networking due
to long-distance communications and other constraints such as satellite size and energy. Therefore,
conventional terrestrial communication protocols cannot be directly applied on space
communication. For instance, transport protocols in space must be able to cope with the challenges
of the space environment where limited bandwidth, high propagation delays, high bit error rates,
asymmetric data rates and intermittent connectivity are usually present. However, some of these
protocols may be modified to meet the space communication needs. Transport protocols for the
Internet in space can be categorised based on existing terrestrial Internet protocols into three
categories as presented in Table 10 [184].
Table 10 Classification of Space Transport Protocols

Modified TCP and/or
Network architecture

Modified TCP

Transport protocols
in DTN

-Stream Control

-Explicit Congestion Control (XCP)

-Bundle Protocol

Transmission Protocol

[193]

Specification (BP)

(SCTP) [185]

-Proportional XCP (P-XCP) [194]

[110]

-Satellite Transport

-Recursive Explicit and Fair Window

-CCSDS Bundle

Protocol (STP) [186]

Adjustment (REFWA) [195]

Protocol

-Extended Satellite

-XFWA [196]

Specification [204]

Transport Protocol

-REFWA Plus [197]

-CCSDS File

(XSTP) [187]

-SCPS-TP Space Communication

Delivery Protocol

-TCP Peach [188]

Protocol Standard-Transport Protocol

(CFDP) [205] [206]

-TCP-Peach+ [189]

(SCPS-TP) [198] [199]

[207]
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Modified TCP

Modified TCP and/or
Network architecture

Transport protocols
in DTN

-TCP-Peach++ [190]

-EPBT PEP [200]

-Licklider

-Transport Protocol-

-Advanced-PEP [201]

Transmission

Planet (TP-Planet) [191]

-Mobile-PEP [202]

Protocol (LTP)

-TCP Westwood (TCPW)

-A burst-based TCP, TCP Noordwijk

[208], [209], [210],

[192]

(TCPN) [203]

[115]

3.6.1

Modified TCP

One of the major issues of the native TCP is that it cannot differentiate between data losses caused
by congestion or by link disruption. This TCP considers any link disruption or error as congestion
and adjusts the congestion window according to the TCP congestion control policy. Hence, the
transmission rate will be reduced in the case of any packet loss. In [185], the Stream Control
Transmission Protocol (SCTP) that was originally introduced for Internet protocols is also proposed
as a candidate for space communication. In addition to the modified features of TCP, SCTP provides
some sophisticated features that qualify its application for satellite networks. SCTP introduces
important features of multi-streaming and multi-homing. In general, the TCP connection between a
client and server consists of a single data stream. Having a single stream poses a problem of data
blockage if one packet becomes lost at any point in the connection. This problem is solved in SCTP
by allowing for a multi-stream connection service that is known as an association in SCTP. In the
case that one stream is blocked, data on other streams can still be delivered. In [211], the authors
evaluated the application of SCTP over satellite networks and recommended SCTP as a transport
protocol for the satellite networks. Based on their results that included a simulation of Iridium LEO
constellation, SCTP multi-streaming can provide considerably better channel goodput over
disturbed satellite links, with limited buffer at the receiver endpoint. Additionally, a multi-homing
feature at either or both ends of the association can provide fault tolerance at the Network Layer. At
each multi-homing endpoint of the association, a set of eligible transport addresses is defined using
the same port number with multiple IP addresses. Thus, if one path is disrupted, another path can be
utilised. This technique increases the reliability of data transmission and supports fault tolerance.
SCTP could also distinguish between losses caused by link congestion or by corruption. However,
some issues related to the space dynamics and high BER, such as header compression, handling
long RTT association in case of congestion avoidance and the collaboration among Automatic
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Repeat Request (ARQ) link layer protocol and SCTP retransmission, remain unresolved. In contrast,
the Satellite Transport Protocol (STP) was specifically designed and optimised as a satellite
transport protocol. STP is developed by utilising an existing ATM Adaption Layer-Service Specific
Connection Oriented Protocol (SSCOP) link layer protocol recommended by ITU [212]. STP is like
TCP with some improvements that make it capable of performing well over the challenging satellite
links. For instance, STP uses a selective negative acknowledgement (SNACK) method instead of
the positive acknowledgement of TCP and, instead of using a timer for retransmission, STP adopts
a rate-based congestion control. STP also reduces the acknowledgment traffic by frequently sending
acknowledgment requests from the source to the receiver to send back what is abbreviated to an
‘ACK’ for all successfully received data and any packet loss detected by the receiver is negatively
acknowledged, rather than sending an ACK for every received packet in TCP. The drawback of STP
is its inability to discriminate between losses occurred by traffic congestion or by link disruption. In
[187], XSTP is an extension of STP. XSTP introduces an end-to-end probing technique that solves
the issue of the lack of multiple kinds of error detection. The XSTP probing technique is only
configured on the sender and it retains the end-to-end semantics of STP.
TCP-Peach is another congestion control technique that solves the large bandwidth-delay problem
with satellite links as well as the high bit error rates. Instead of the slow start and fast recovery
processes of the native TCP, TCP-Peach introduced a sudden start algorithm and a rapid recovery
algorithm while the traditional TCP congestion avoidance and fast retransmit processes are still
combined into the proposed algorithms. The sudden start solves the slow start drawback of TCP
over satellite links and the rapid recovery differentiates between packet corruption and link
congestion. The proposed algorithms produce a low priority dummy segment to consider the
availability of the resources between the sender and the receiver. In general, these dummy segments
will be the first to be dropped if there is a congestion along the path because of their low priority
otherwise they will be acknowledged by the receiver and in this case, the sender interprets this as
an indication of resources availability, and hence it boosts its data rate through the path [188]. Even
though the results of TCP-Peach show better performance compared to the other TCP techniques in
terms of the throughput and the fair utilisation of the network resources, TCP-Peach requires priority
dropping policies on the routers and the instability of the congestion window increases
implementation complexity. In [189], TCP-Peach+ was proposed as an enhancement to TCP-Peach.
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It is very similar to its former version except that it uses a jump start algorithm and a quick recovery
algorithm as well as new low priority NIL segments instead of the dummy segments. The NIL
segment does not carry duplicated data like the ones in the dummy segments of TCP-Peach. TCPpeach+ adopts the TCP selective acknowledgment SACK proposed in [213] to ignore off order
segments retransmissions. The receiver sends a SACK for each packet it receives, which may
increase congestion over the feedback channel and lead to lower overall performance. To address
this issue, a delayed SACK is developed in the further enhanced TCP-peach ++ [190]. The amount
of feedback data traffic is reduced by sending a SACK only after receiving a certain number of
packets. In a similar fashion, TP-Planet was proposed to adjust TCP for application in the
interplanetary Internet environment [191]. TP-Planet introduces end-to-end rate-based congestion
control through Additive-Increase Multiplicative-Decrease (AIMD) with two new algorithms:
initial-state and steady-state. In [192], TCP Westwood (TCPW) was proposed as another TCP-based
congestion control for both wired and wireless networks. TCPW, based on the acknowledgment rate
coming from a receiver, relies on the idea of measuring the bandwidth from the sender-side only
with the bandwidth measurement used to adjust the congestion window and the slow start after each
congestion period. Even with a better bit-error-rate performance compared with TCP, TCPW is not
preferable for satellite Internet because it does not address the main issues that satellite networks
must overcome, such as long propagation delays and link asymmetry.

3.6.2

Modified TCP and/or Network architecture

In [193], eXplicit Control Protocol (XCP) is designed based on the proposal of a network working
group to enhance TCP/IP with Explicit Congestion Notification (ECN) [214]. XCP is developed to
enhance TCP to cope with the requirements of networks characterised by a high bandwidth-delay
product, similar to satellite networks. Opposing the idea of having a sender propping network to
identify congestion and resource availability as with the TCP-Peach protocols, the XCP design, that
consists of endpoint hosts and routers, uses explicit congestion control feedback. The router updates
the sender with the level of the bottleneck congestions. XCP introduces the concept of separating
link utilisation control from fairness control. This link utilisation adjusts the flow rate according to
link capacity based on the feedback which leads to dropping rate minimisation and queuing
prevention. In order to control fairness, XCP reallocates bandwidth among different flows based on
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the fair share threshold. XCP presented an effective solution for the congestion issue at both
Network Layer and Transport Layer levels that solves the issue of the high bandwidth-delay product
over satellite links. However, XCP still suffers from some limitations regarding dealing with high
bit-error rates and link asymmetry. While considering XCP a promising candidate for space
networks, Proportional XCP (P-XCP) was presented to further enhance the XCP performance. PXCP mainly solves the poor performance of XCP under high BER and the unfairness issue of
underutilisation created when two asymmetric connections simultaneously arrive at the XCP router.
Similar to the idea of XCP, REFWA [195], which enhances the efficiency and fairness of TCP to
cope with the requirements of multi-hop LEO satellite networks, matches the overall traffic rate
with the total available link capacity and buffer size to control the efficiency of the network. It also
provides fair share among different flows by allocating a bandwidths proportion with flows round
trip times based on the feedback from the receiver, a technique which does not require any
modifications to the TCP signalling from the receiver side. The main advantage of REFWA
compared to its initial implementation XFWA [196] is that the recursive technique allows REFWA
to perform better in more challenging scenarios where multiple congested links are present and
variable bandwidth could be available during transmission times. REFWA also enhanced its former
design through REFWA Plus [197] and [215], with an error recovery scheme that differentiates
between diverse sources of errors.
In [198] and [199], TCP Extensions (TCPE) for space applications introduces a Space
Communications Protocol Standards-Transport Protocol (SCPS-TP) that contains TCP
implementation and specification modifications. Each SCPS-TP extension aims at solving one of
the TCP limitations in the space environment, for example, dealing with different sources of data
loss. Even though SCPS-TP provides enhancements to some other space issues such as asymmetric
links and limited channel capacity and uses an acknowledgment strategy that produces less frequent
acknowledgments compared with TCP, this strategy still requires some improvement to avoid
feedback channel congestion.
Performance Enhancing Proxies (PEPs) are network agents that can be implemented at degraded
segments of a network to enhance the end-to-end TCP as well as some communication protocols
performance degradation, such as the Internet, and on some other environments that are
characterised by high BER of the channels and limited bandwidths. PEPs can be used in Very Small
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Aperture Terminal (VSAT) satellites, GSM and wireless LAN settings. PEP standards are presented
in the Network Working Group report RFC 3135. In [200], the authors discussed the TCP and TCPPEP current implementation challenges and implications where they introduced EPBT PEP-clientserver architecture to enhance TCP efficiency and handover latency. The enhanced packet-buffering
segment of the EPBT algorithm briefly stores the packets travelling through the PEP between the
client and the server. These stored packets remain available to be retransmitted in the case of packet
loss. Similarly, an Advanced-PEP (A-PEP) architecture is proposed for TCP-based satellite and
bandwidth control [201]. In [202], Mobile-PEP, introduced as a new PEP design to address the
limitations of other PEP architectures, deals with handovers where there is a path update and
maintains a connection continuity in the satellite mesh network configuration. Without having any
extra components or protocols to complete context exchange between nodes or maintaining the
continuous connection required in other PEPs, Mobile-PEP could manage a handover between two
nodes with no explicit signalling implementation. According to the tested scenarios, the simulation
results confirm the proposed architecture stability over satellite links. TCP Noordwijk (TCPN),
proposed in [203], is an extension for Interoperable-PEP (I-PEP) that was developed by SatLab as
a protocol stack for satellites at the borders of a Digital Video Broadcasting-Return Channel over
Satellite (DVB-RCS) channels. While I-PEP uses SCPS-TP at its Transport Layer to achieve
efficient transmission to the upper layers, the low performance of I-PEP with DVB-RCS comes
from the demand to assign multiple access mechanisms and resultant long delays. The extension,
TCPN, changes TCP window-based with burst-based transmission to enhance the performance for
networks with predictable features such as buffer size and bandwidth.

3.6.3

Transport protocols in DTN

DTN architecture is generalized from the concept of Interplanetary Internet (IPN) [216], an
emulating standard Internet network in the space environment which NASA prosposed as the nextgeneration network architecture for deep space networks. Inspired from ordinary Internet
architecture to form a system gateway between regions, the IPN is divided into many IPN regions
linked with each other by an IPN backbone where conventional Internet protocols can be employed
locally in some regions while particular long-haul transport protocol can be used to provide
communication between peer gateways [106]. DTN forwarding protocols usually operate on top of
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existing routing protocols. One such protocol is the Bundle Protocol (BP). The DTN BP was
proposed by the DTN Research Group (DTNRG) in RFC 5050 [110] and RFC 4838 [111] as a
networking protocol that can operate on top of the Transport Layer and provides end-to-end
connectivity between different space entities like satellites, landers and crewed space-crafts. BP uses
convergence layer adapters as transport protocols like Saratoga [217] and the Licklider
Transmission Protocol (LTP) [209] to transfer data between different networks. Saratoga is mainly
intended to deal with high link asymmetry in the Low Earth Orbit (LEO) satellite communications,
while LTP is designed to cope with the long delays of space networks.
In DTNs, bundles can be buffered and forwarded by intermediate nodes until reaching their final
destination, which in some cases may not be reachable and are instead discarded. There is no
guarantee that a bundle will be delivered. DTN routing protocols are preferable in the space
environment that is characterised by intermittent connectivity where, with satellite communications
for example, the end-to-end path between source and destination can be disrupted over time. A DTN
architecture [111], demonstrated in Figure 13, presents a model of store, carry and forward by
adding an overlaying protocol layer, known as a Bundle Layer, under the Application Layer and
above the Transport Layer. A Bundle Layer offers internetworking between diverse networks which
are using different communication capabilities [216]. The Bundle is the data unit of BP, a message
that includes names of the source and destination, Application Layer protocol data units (APDUs)
and any necessary data for end-to-end connectivity. The Bundle Layer requires Convergence Layer
Adapters (CLAs) to send and receive bundles using the service of some native Internet protocol.
Well-known CLAs include DTN-TCP-CLP [112], UDP-CLs [113] and the LTP [210], [115] and
there are others which can also be used, including NORM [116], DCCP [117] and Bluetooth, which
are commonly used by an open-source implementation of the BP known as DTN2. The BP allows
for each DTN node to use whichever CLA is appropriate for its next forwarding action. Generally,
the DTN architecture works as an overlay on top of the heterogeneous network involving various
segments, for example, ad hoc networks, wired Internet, LANs, and satellite links. When the Bundle
Protocol Agent (BPA) is installed on endpoints and nodes at the boundary of homogeneous
segments, the path between the sender and destination can be split into many DTN hops. A different
CLA can be used on each hop. However, where the same CLA is being used for a bundle on both
boundaries, different types of the same protocol can be implemented, such as the varieties of TCP.
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An important concept used by the BP involves a custody transfer which is discussed next.

Figure 13 BP model of DTN architecture

3.6.3.1

Custody transfer

In some DTN applications, a source node might, in some cases, be unable to retransmit the
application data to an intermediate node or to a final destination, for example, when the node needs
to go in power saving mode due to its limited energy. In BP, the custody transfer concept is
introduced to deal with similar scenarios. When a custody transfer is required, the source node can
inform other nodes on the path to take custody of the bundle by declaring a custody request in the
bundle header [218]. This means the new custodian node will take the responsibility for any future
retransmission requests. Thus, even though the source node is no longer connected to the network,
the bundle can still be retransmitted to deal with any future disruption. To acknowledge the custody
request, the custodian node sends an acceptance signal back to the source node that is declared on
bundle header so that the source can release storage as there is no need to retain a copy of this bundle
anymore. There are two other reasons which allow the source node to release storage: receiving
notification for data delivery or reaching data lifetime expiration [110]. In general, placing
custodians adjacent to links susceptible to disruption can significantly decrease the overall delay.
The custody feature enhances reliability with its main advantages appearing when a source node is
equipped with restricted storage and/or energy resources, which occurs in sensor networks as well
as in some military applications when information must be removed from the memory of a source
node for confidentiality reasons. The data generated by many applications is generally large and, as
such, something which needs to be fragmented. The fragmentation feature included in BP is detailed
in the next section.

93

3.6.3.2

Bundle Fragmentation

BP has a bundle fragmentation capability [110] which provides two types of fragmentation:
proactive and reactive fragmentation. The former deals with networks with predictable connectivity
where the encounter volume, the amount of data that can be transferred at one encounter time, and
the encounter time may be measured previously as with pre-scheduled satellite encounters based on
orbital information. Accordingly, when the bundle size is larger than the encounter volume, the
bundle can be fragmented into smaller multiple segments to be transmitted on multiple encounter
times. By contrast, reactive fragmentation is designed to act at the time of an ongoing bundle
transmission disruption where the bundle is divided into two fragments to avoid retransmission of
successfully transmitted data. The first one contains the successfully transmitted data, while the
second fragment holds the residual data to be retransferred separately on the next encounter. These
fragments will be transferred and treated in the rest of the network as regular bundles. This latter
type of fragmentation is mainly beneficial when disruptions more frequently happen unexpectedly,
as is the case with the communication between a satellite and mobile nodes where some obstacles
such as buildings and tunnels can stop the reception of satellite signals.

3.6.3.3

Late Binding

Late binding is another feature in BP where the bundle destinations of BP are known by bundle
endpoints. A bundle endpoint is a group of zero or more bundle nodes that can all be identified by
some single text string, called an endpoint Identifier (EID), where a sensor network might form a
set of bundle nodes. An endpoint that contains only one node is named a “singleton”. The singleton
endpoints are the most common type of bundle endpoints. Each bundle node must belong to at least
one singleton endpoint. In BP, the hop-by-hop routing is entirely dependent on the names of nodes
instead of their addresses. It assumes that all DTN nodes are known by EIDs, using Uniform
Resource Identifiers (URIs) [219] to identify the endpoints of communication. CLAs, however, use
both names and addresses to forward bundle between the Bundle Layer and lower layers. At every
hop on the end-to-end path, the forwarding routing protocol selects a next hop node to forward data
to, then, at the final hop, it decides what CLA endpoint to transmit to, which, in turn, delivers the
bundle to the destination node based on its IP address. For example, a TCP CLA can employ the
domain name system (DNS) to find an IP address of a certain node at a certain network segment to
make a local connection [108].
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3.6.3.4

Data Storage at Intermediate Nodes

Another key difference between DTN and conventional TCP/IP networking is the information
storage method. In traditional networks, when continuous connectivity and short delays are
assumed, routers accomplish non-permanent storage, for example, for a limited period of time, and
data is only permanently stored at the destination node. In such reliable transmission networks, data
is assumed to be simply recovered directly from the source node. Obviously, this is not the case in
the challenging environments and for this reason, storage of the DTN data at intermediate nodes for
a longer period of time can be a way to deal with long delays, link disruptions and the lack of endto-end paths. This type of data storage is also different from the one used by Performance
Enhancement Proxies (PEPs) [101] where some segments are temporally stored for synchronization
purposes. In BP, bundles, which are commonly larger than segments, may be stored for prolonged
periods, while in DTN, bundles are permanently stored in intermediate nodes to deal with
intermittent connectivity and long delays. Bundle storage in DTN may, however, pose another
problem of storage overflow for some nodes with limited storage capability, such as the CubeSats,
meaning that the data storage of intermediate nodes, such as satellites, depends on the size of the
satellite and the communication quota reserved on the storage device in the system design.

3.7 Summary
This chapter has considered different space networking architectures for CubeSat networks and has
focused on enhancing the performance of routing in large CubeSat networks by choosing the right
network architecture and applying suitable routing protocols at different segments of the network
architecture. Firstly, a comprehensive review of major CubeSat missions that consider ISLs has
been conducted, demonstrating that most of the current missions are investigating the applicability
of inter-CubeSat links from the perspective of the Physical Layer. Furthermore, space network
standards concerning CubeSat network requirements has highlighted the Physical Layer to
Application Layer current space communication standards to show the overall requirements for
CubeSat networks. Also, this chapter has discussed Transport Layer protocols for different
architectures to remove any ambiguity between the Transport Layer and Network Layer protocols
and highlights the interoperability between these two important layers.
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4 Routing in CubeSat Networks based on Architecture
and Topology Design
4.1

Outline

Understanding that a single CubeSat produces a low data rate, networking CubeSats can maximise
the benefits of collecting big data from space using an affordable platform that can perform some
of the objectives of conventional satellites. CubeSat networks, however, suffer from limited
resources at each CubeSat as well as the challenging conditions of the space environment, such as
the intermittent connectivity. The small size of the CubeSats also limits the area where solar cells
and the storage battery can be placed, so both the generated and the stored energy are limited. To
compensate, as the network topology design is an essential part of any network architecture design,
the proposal and implementation of a distance-based circular movement model for small satellite
networks, based on the Fourth-order Runge-Kutta method, is introduced here. This movement
model allows for the designing and implementation of different CubeSat network topologies. Also,
several conceptual and rational CubeSat networking scenarios being presented serve to highlight the
positive and negative consequences of different DTN network architectures on the network
performance. More specifically, two types of DTN CubeSat network architectures are discussed: (i)
single-layered CubeSat DTN architecture that consists of distributed satellites over a single standard
orbital layer such as LEO; and (ii) multi-layered DTN architecture that consists of multiple satellites
distributed over two or three standard orbital layers such as LEO, MEO and GEO.
This chapter introduces a Single-Layer Hybrid Integrated CubeSats System (SL-HICS) LEO
architecture as a solution for the CubeSat resources limitation, particularly regarding the low energy
and data rates. Accordingly, it also proposes a High Data Rate and Low Power Consumption
Shortest Path (HDRLP-SP) routing algorithm that maximises the overall network performance
based on the smart utilisation of the CubeSat resources. Also, two multi-layered CubeSat network
architectures are proposed, namely; (i) MEO/LEO Multi-Layered Hybrid Integrated CubeSat
System (ML-HICS) architecture, and (ii) ML-HICS architecture with MEO satellites and ground
control centres integration. The movement model and the associated proposed network architectures
are designed and simulated using MATLAB simulation software.
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4.2 Distance-Based Circular Movement Model (DBCMM) for
CubeSat Networks
Determining the relative position and motion of satellites is key for considering the connectivity
between them. Although there are several movement models proposed for the celestial n-body
relative motion problem, the Fourth-order Runge-Kutta method is used as the most appropriate
method for solving the fundamental equation of relative two-body motion in circular orbits. This
solution is then developed to find the relative motion of n bodies orbiting on different altitudes. Our
circular movement model finds the connectivity between any pair of satellites at every time slot t
based on the distance between the satellites. Figure 14 illustrates the network topology evolution
over time according to the movement of eight CubeSats over different LEO orbits. Figure 15 depicts
the connectivity between the CubeSats represented over a 2D space-time graph where a snapshot of
the network topology is represented at each time slot on the graph.

Figure 14 Movement pattern of 8 CubeSats over 4 time slots
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Figure 15 Network connectivity over space-time graph

DBCMM represents the complete network topology over a certain time span, by gathering all of the
network topology snapshots in one 3D space-time graph, to maintain the simplicity of tracking
connectivity over time and allows for a predetermining of the overall connectivity of any network
architecture. Figure 16 shows this overall connectivity of CubeSats throughout the 4 time slots. The
output of this movement model is an undirected space-time graph 3D adjacency matrix 𝑎𝑑𝑗 (: , : , 𝑡)
which represents the connectivity between any pair of satellites during the whole simulation
interval 𝑇. Time is represented as discrete equally spaced slots, i.e., 𝑡 = {1, 𝑇}, where 𝑡 is the
simulation time step. Each layer of the adjacency matrix represents the connectivity of all nodes 𝑣
𝑡
in the network at the particular time slot 𝑡, where ν = {v𝑗 | 𝑗 = 1, … . . 𝑛 𝑎𝑛𝑑 𝑡 = 1 … … 𝑇 }. Hence,
the relative position of each node with all other nodes can be checked to discover if there is any
connectivity between all pairs of satellites during a simulation time step 𝑡. Connectivity is
determined based on the distance between satellites as any satellite can communicate with another
if the distance between them is less than or equal to 𝑑. Therefore, the encounter period between any
pair of satellites becomes deterministic based on how long these satellites will remain in the
transmission range of each other over how many time steps. Table 11 summarises the important
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parameters that are considered in the movement model design.

Figure 16 Overall network connectivity represented by 3D space-time graph

Table 11 Movement Model Parameters

Parameter

Value

Number of satellites in
the network (N)
Simulation time step 𝑡

Ranging from 10-1000 satellites

Simulation interval 𝑇
Initial state vectors of
satellites

4 days
Spreadsheet input to the code, including initial position and
velocity of each satellite in the network

Earth radius
Altitude range
Orbits radius
Orbital period
Orbital velocity
Earth orbital velocity

6378 km
Random range of altitudes 100-2000 km for LEO
Random range of altitudes plus Earth radius
About 88-127 minutes for 160-1200 km for LEO
~= 7800 m/s for LEO
~= 29790 m/s
Any two satellites can communicate with one another if the
distance between them is less than or equal to 200 km.
Number of time steps where two satellites are connected multiplied
by data rate

Connectivity distance 𝑑
Encounter period

1 second
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4.2.1

DBCMM simulation results

The main feature of DBCMM is providing a simple yet accurate movement model for satellite
networks. Figure 17 illustrates the positions of eight CubeSats orbiting LEO at time slot t = 500
seconds. The network topology at t = 500 seconds is depicted in Figure 18. DBCMM allows for
trajectory tracing among all relative pairs of CubeSats, for example, Figure 19 presents the trajectory
of CubeSat-3 relative to CubeSat-1.

Figure 17 Graphical representation of 8 CubeSat's position on LEO orbits at time slot t = 500 seconds

Figure 18 Network topology at t = 500 seconds
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Figure 19 Trajectory of CubeSat-3 relative to CubeSat-1

Another important feature in DBCMM is the ability to simulate the network connectivity among all
contributed CubeSats based on a predefined distance. For instance, the distance between CubeSat1 and CubeSat-3 over a time frame of four days is illustrated in Figure 20. The encounter period of
CubeSats 1 and 3 during the four days is 9795 seconds.

Figure 20 Distance between CubeSat-1 and CubeSat-3

This movement model allows for routing optimisation over the resulted 3D adjacency
matrix 𝑎𝑑𝑗 (: , : , 𝑡). For example, the resultant adjacency matrix size of the network with eight
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CubeSats is 𝑎𝑑𝑗 (8,8,345600) during the time span of four days. This adjacency matrix represents
the network connectivity at each and every second, however, variable time slot sizes can be used in
this model. The following adjacency matrix represents the network connectivity at t = 500 seconds.
adj(:,:,500) =
1

0
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4.3 Next generations of CubeSat network architectures.
The performance of CubeSat networks in terms of maximizing the amount of data extracted from
space can be enhanced by designing suitable network architecture for the desired mission. From the
literature, most of the current research has been focusing on improving satellite network
performance, by minimising delay, maximising the throughput and reducing data loss, through
choosing and designing appropriate routing protocols that suit the space environment, yet with little
focus on the design of the network architecture that significantly affects network performance. There
are important benefits for consideration regarding network architecture where an intelligent
selection of the network topology, including the right dissemination of the satellites and the ground
stations, leads to better performance by maximising the communication window among satellites
on different orbits, between the satellites and the ground stations and where choosing suitable
network architecture technologies that efficiently connect different segments of the network
enhances routing performance throughout the network. Network architecture can be divided into
two categories, namely: single-layer architecture and multi-layer architecture. CubeSat missions that
support ISLs typically include two or more CubeSats disseminated on a single-layer such as LEO,
as discussed in the previous chapter. These CubeSats usually work together to fulfil the mission of
one organisation without the ability to forward data over the CubeSats of other organisations.
Resultantly, the amount of data that can be routed back and forth to the ground is bounded by the
number of the CubeSats in one specific mission which encounter limited multi-hop paths. The
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cooperation between different space agencies, however, could significantly increase the probability
of achieving an enormous increase in data traffic from space simultaneously. The following
subsections present our proposed single-layer and multi-layer CubeSat architectures that can be
applied to single or multiple organisation missions, for example, supporting the 5G [220] and the
Internet of Things (IoT) [221] [138] networks.

4.3.1

Single-Layer CubeSat architecture

Our proposal for a DTN Single-Layer Hybrid Integrated CubeSats System (SL-HICS) LEO
architecture is based on a combination of a CubeSat constellation and CubeSat formation flights
(swarms) as well as a ground station network. Figure 14 illustrates the top-level configuration of
SL-HICS. Different routing technologies can be used in the three segments of the system which are:
(i) the disjointed constellation of master gateways where DTN routing protocols can be applied; (ii)
local area network that is associated with each master gateway where several TCP/IP and ad hoc
routing protocols can be used based on the network topology; (iii) the ground section that connects
different ground stations through the Internet. SL-HICS architecture can reduce routing complexity
and save the limited resources of the CubeSat swarm members. For example, instead of determining
and computing a routing table at each CubeSat in the network, only a small number of CubeSats,
which are the gateways, will be responsible for routing table determination and will regularly update
the other swarm members with the best routes available to forward their data. These selected
members in the constellation will act as the master gateway for each swarm and inter-CubeSat links
will enable the capability of the CubeSats to communicate with each other. The constellation
members can be distributed around the Earth with a long separation distance of up to 4500 km. The
CubeSat size of these constellation members could be 6U or 12U to provide robust communication
capabilities and high performance as well as longer survivability. Each of these members in the
constellation is associated with a swarm of CubeSats and works as a coordinator, mimicking WLAN
router. By contrast, the size of the swarm members can be 3U, or smaller, according to the mission
requirements. Each member of the swarm can communicate locally with the other members of their
swarm through intra-CubeSat links and can communicate with a member of another swarm through
the inter-CubeSat link of its master gateway. The swarm members can be formed with a separation
distance of 5 km to 200 km in different topology designs such as the leader-followers topology, star
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topology or mesh topology. In the leader-followers configuration, all members are connected in one
line in ad hoc fashion and the leader will act as the master gateway. In the star topology, the master
gateway acts as a hub between all the swarm members. In the meshed topology, however, the swarm
members communicate directly and dynamically to as many other swarm members as possible. This
meshed topology allows the members to cooperate with each other to competently route data to the
master gateway. The master gateways are responsible for passing data back and forth to the ground
station network. Meanwhile, the ground stations should be geographically distributed in such a way
that two or more master gateways are in contact with the ground network at any given time.

Figure 21 Top-level architecture of single-layer hybrid integrated CubeSats system

SL-HICS is a sophisticated yet affordable satellite system which can provide cooperation between
different organisations to perform multi-objective missions. It allows for overall performance
optimisation of space networks by mitigating the limitations of CubeSats such as low energy,
transmission power, and data rates. This architecture provides high temporal and spatial resolution
where the multiple CubeSat swarms can collect a great amount of data from different locations
simultaneously and direct it to the ground stations via the constellation of master gateways. Having
master gateways collecting data from their swarms minimises the number of satellites which are

104

needed to communicate with the ground stations while limiting the communication of the swarm
members with the ground to only sending beacons could significantly minimise the overall
communication energy budget. One important feature of SL-HICS is that the ground station
network, in cooperation with master gateways, can regularly exchange routing tables over ground
links and inter-CubeSat links to update the routing tables of local and global members. The master
gateways can determine and control the relative position of each member in the swarm over time
and update the routing tables of all members of the swarm accordingly. The ground station network
can be used to predetermine and regularly update relative motion and other necessary routing
information based on current data received from the master gateways to ensure accurate
determination of the topology, including any faulty satellites for which alternative paths can be
considered, providing alternative high-speed paths to route data from one CubeSat to another
through one or more of the ground stations in the network.
SL-HICS architecture requires advanced networking protocols that can cope with the extreme
operating conditions of space. These conditions include but are not limited to intermittent
connectivity, orbital perturbation, high failure rate, orbital relative motion and common de-orbiting
behaviour in addition to the routing conditions of link-state, link reliability, delay, overhead,
disruption and the impossibility of recovery under failure associated with CubeSat networks. The
architecture needs to consider, for example, the high traffic on the inter-CubeSat links of the master
gateways that require link-state policies to manage any congestion. Also, another CubeSat should,
as a precautionary measure, be prepared to act as a new gateway for the associated swarm in the
case of master gateway failure. Both intra-CubeSats and inter-CubeSat links, as well as the ground
links, will experience changes over time as, inevitably, some links will disappear, and new links are
always being created. Thus, SL-HICS architecture opens the door to investigating new approaches
for solving space routing problems under the space operating conditions. SL-HICS includes
different segments with different types of communications which will require special gateway
routing protocols at the borders of these heterogeneous segments. In addition, as this architecture is
based on the cooperation between different organisations, some data security protocols should be
considered to ensure data privacy and integrity of the involved organisations.

4.3.1.1

SL-HICS architecture description (network modelling)

SL-HICS architecture can be modelled as an undirected weighted space-time graph. Time is
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represented as discrete equally spaced intervals where 𝑡 = {1 … , 𝑇}. Consider 𝑉 = {𝑣1 … , 𝑣𝑛 } is
the set of all nodes i.e., CubeSats and ground stations, connected by 𝐸 = {𝐸1 … , 𝐸2𝑛 } set of
undirected edges, where edges are the links that connect a CubeSat with another CubeSat or master
gateway CubeSat. Also, links that connect a CubeSat with a ground station and links between ground
stations are considered as edges on the same space-time graph. The position of each node in the
space segment is dynamically changing over time which results in a different topology at each time
slot. Hence, the performance of the overall network can be considered by dividing the time 𝑇 into
intervals, each of which will represent the current connectivity topology among the nodes within
each specific interval. The accumulation of these different topologies represents the overall
interaction between all nodes in the network over period 𝑇. Given that an undirected graph 𝐺𝑡 =
(𝑉𝑡 , 𝐸𝑡 ), where 𝑉𝑡 is a set of nodes 𝑛 and 𝐸𝑡 is a set of undirected weighted edges, indicating a
snapshot of the topology at time slot t, an edge →𝑡

𝑣𝑖 𝑣𝑗𝑡

∈ 𝐸𝑡 indicates that node 𝑣𝑖 can transmit and

receive from node 𝑣𝑗 at time slot 𝑡 when the distance 𝑑𝑖−𝑗 is less than a certain threshold. Each edge
has two weights, namely, power cost weight 𝑃𝑖−𝑗 and data rate weight 𝐷𝑅𝑖−𝑗 . It is assumed that
there is at least one weighted undirected edge for any connected pairs of nodes so that in the extreme
case the graph has |𝐸| = 2𝑛 edges. Therefore, the dynamic network can be represented by the
combination of all topology snapshots {𝐺𝑡 |𝑡 = 1 … … . 𝑇}. In graph 𝐺𝑡 , which represents a network
connectivity snapshot at one time 𝑡, a fundamental path of length 𝑙 from node 𝑣𝑖 to node 𝑣𝑗 is a
sequence of 𝑙 edges (hops) connecting nodes 𝑣𝑖 and 𝑣𝑗 without recursive nodes. However, analysing
and designing routing protocols using the sequence of static graphs with a large number of nodes is
impractical. For that reason, the static sequence of graphs can be assembled to create a space-time
graph 𝑔 = (𝜈, 𝜀), which is an undirected graph with two types of weighted links (spatial and
temporal links) to be added among consecutive layers of the graph, allowing self-loop edges. Figure
22 depicts a space-time graph of six nodes and six time slots.
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Figure 22 Space-time graph g with 6 nodes and 6 time slots

In Figure 22, 𝑇 + 1 layers of nodes are presented with six nodes in each layer. Hence, ν =
𝑡
{v 𝑗 | 𝑗 = 1, … . . 𝑛 𝑎𝑛𝑑 𝑡 = 1 … … 𝑇 }, where 𝜈 is the set of all nodes over the space-time graph =
(𝜈, 𝜀). A temporal link →𝑡−1
𝑣𝑗

𝑣𝑗𝑡

connects the node 𝑣𝑗 with itself across successive 𝑡 − 1 and 𝑡 layers

and this represents keeping a message on 𝑣𝑗 , so the message is not forwarded to another node during
the current time slot and thus the power cost weight 𝑃𝑖−𝑗 is equal to zero and the data rate weight
𝐷𝑅𝑖−𝑗 is the maximum in this case. A spatial link →𝑡−1
𝑣𝑗

𝑣𝑘𝑡

represents forwarding the message from

node 𝑣𝑗 to its neighbour 𝑣𝑘 at time slot 𝑡. The power cost weight 𝑃𝑖−𝑗 and data rate weight 𝐷𝑅𝑖−𝑗
have various values based on the power consumption and data rates requirements of the interCubeSat links and downlinks with all temporal and spatial links →𝑡−1
𝑣𝑗

𝑣𝑗𝑡

and→𝑡−1
𝑣𝑗

𝑣𝑘𝑡

∈ 𝜀, where 𝜀 is the

set of all links in the space-time graph 𝑔.
Defining all temporal and spatial links on the graph 𝑔 allows for data routing simulation and
optimisation. For example, there are multiple paths between 𝑣4 and 𝑣1 , where 𝑣4 can keep the
1
2
message using the temporal link up to v or v before forwarding it to 𝑣3 at time slot 𝑡 = 2 or 𝑡 =
4
4
3. Also, 𝑣4 can directly forward the message to 𝑣3 at time slot 𝑡 = 1 using the spatial link and then
3
𝑣3 can hold the message using the temporal link up to v . Then, 𝑣3 can directly forward the bundle
3
to 𝑣1 at time slot 𝑡 = 4. Therefore, the decision of which path the message should take to reach its
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destination becomes an optimisation problem. Practically speaking, the decision regarding whether
a node holds the message or forwards it to another node depends on many factors, one factor, for
example, being the amount of energy which can be saved by holding onto the message.

4.3.1.2

High Data Rate and Low Power Consumption Shortest Path (HDRLP-SP)
routing algorithm

CubeSats in the SL-HICS architecture have an evolving topology over time such that the encounter
time among CubeSats and the period of the encounter are always changing over time. Indeed, the
encounter period between any pair of nodes is associated with certain link data rates and power
consumption costs. While the SL-HICS architecture is itself characterized by intermittent semiperiodic connectivity, there are four different link types in this architecture where data can be routed
among nodes. These can be described as the following: (i) the intra-CubeSat links which connect
any pair of CubeSats in the swarm including connecting any CubeSat in the swarm with the master
gateway; (ii) the inter-CubeSat links, which connect the master gateways with each other; (iii)
Down/Up links, which connect the master gateway CubeSats with ground stations; and (iv) the
Internet link which connects the ground stations with each other. All four of these links are
associated with different data transmission capabilities and various power consumption costs.
Therefore, our proposal for a High Data Rate and Low Power Consumption Shortest Path (HDRLPSP) algorithm is based on the DTN space-time graph model. HDRLP-SP is an optimization routing
protocol, which aims to extract a reduced space-time graph R that only includes All Pairs Shortest
Paths (APSPs) that have the Most Reliable Data Rate Paths (MRDRPs) including links with the
highest data rate that is higher than or equal to a predetermined minimum threshold as well as the
Most Energy Reliable Paths (MERPs). The resulted space-time graph R would be a sparser version
of the original space-time graph 𝑔. At the first stage, HDRLP-SP defines all links, which meet the
Highest Data Rate Links (HDRLs) and Most Lowest Power Consumption Links (MLPCLs)
requirements, and then considers only the shortest paths among all of these available paths to build
the new sparser space-time graph R with the minimum possible delivery delay.
Definition-1: All Pairs Shortest Path (APSP) defines the minimum hop path which connects any two
nodes in the network over time T on the space-time graph.
Definition-2: Highest Data Rate Link (HDRL) is the link which has the highest data rate among all
available links between any pair of nodes.
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Definition-3: Most Reliable Data Rate Path (MRDRP) is the path which only consists of links with
Highest Data Rate Links (HDRLs).
Definition-4: Power Consumption Reliability Threshold (PCRT) is the maximum power
consumption level that can consider a link unreliable and drop it from the space-time graph.
Definition-5: Most Lowest Power Consumption Links (MLPCLs) are all available sourcedestination links that have a minimum power consumption cost that should be lower than the Power
Consumption Reliability Threshold (PCRT).
Definition-6: Most Energy Reliable Path (MERP) is the minimum path, among all available paths
between two nodes, which only consist of MLPCLs.

High Data Rate and Low Power Consumption Shortest Path (HDRLP-SP) algorithm
Input: 3D adjacency matrix 𝐴𝑑𝑗(: , : , 𝑡)
Output: space-time graph 𝑅
Start,
1. Create space-time graph g = 𝑛 ∗ (𝑇 + 1), where 𝑡 = 1 − 𝑇 and 𝑛 is the number of nodes.
2. graph 𝑅 = [ ]
0 𝑇
3. for all pairs in graph (v , 𝑣 ) ∈ 𝑔, where 1 ≤ 𝑖, 𝑗 ≤ 𝑛
𝑖 𝑗
4.

do
find
- highest data rate link (HDRL)
- all most reliable data rate path (MRDRP)
0 𝑇
if (v , 𝑣 ) meets PCRT condition
𝑖 𝑗
then
find
- most lowest power consumption links (MLPCLs)
- most energy reliable path (MERP)
- all shortest paths
- find shortest paths among all 𝑝𝑎𝑡ℎ𝐻𝐷𝑅𝐿𝑃
if 𝑝𝑎𝑡ℎHDRLP−SP ∈ graph g and 𝑝𝑎𝑡ℎ𝑆𝐸𝑅𝑃 ∉ graph R
then
graph 𝑅 = graph 𝑅 ∪ 𝑝𝑎𝑡ℎ𝑆𝐸𝑅𝑃

5.

end if

6. end for
return graph 𝑅

At each segment of the network, different routing protocols can be used. For the intra-CubeSat links,
local area routing protocols, such as ad hoc protocols, can be used according to the topology of the
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local network associated with each master gateway. However, inter-CubeSat links can use different
DTN protocols, such as quota-based and forwarding-based protocols, for data routing based on the
concept of the proposed HDRLP-SP algorithm. At the borders between the space segment and the
ground segment of the network, CLAs should be employed to handle the divergent capability
between these segments, like the data rate mismatch.
Applying the HDRLP-SP algorithm over SL-HICS architecture can provide better routing
performance in CubeSat networks by saving precious overall power and maximizing the amount of
data conveyed throughout the network. Resultantly, the communication power budget will
significantly decrease, as only links that meet the algorithm requirements will be used for building
routing tables and, by choosing the links that have higher data rates, a larger data transfer between
the CubeSats is allowed for in the short encounter times. Another advantage of this architecture is
having master gateway CubeSats to collect data from the associated CubeSats and forward it to the
ground station. It is, therefore, unnecessary for the associated CubeSats, which are the majority in
the network, to directly communicate with the ground stations allowing the communication of these
associated CubeSats to be limited to intra-CubeSat communication and, as such, the communication
cost of each individual CubeSat is severely reduced. All necessary global routing information is
collected and processed by the master gateways and each master gateway is responsible for updating
the associated CubeSats with the latest routing information.
In general, the space-time graph model is associated with a high computational complexity as a
result of defining all paths in most routing techniques. Resources limited CubeSats cannot handle
this high computational complexity, however, this issue can be solved by using the multi-layered
architecture which will be discussed in the next section.

4.4 Multi-Layer CubeSat Architecture
Multi-layered architecture is a network configuration that consists of satellites on one or more
standard orbits such as LEO, MEO and GEO. The multi-layered concept was originally proposed
for Satellite-Over-Satellite architecture to enhance routing performance in broadband networks [35].
Many routing protocols have been introduced for multi-layered conventional satellite missions to
provide enhanced multimedia and real-time services [36], [37], [38], [12], [39], [40], [41]. In this
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subsection, two novel multi-layered architectures will be introduced, namely: MEO/LEO MultiLayered Hybrid Integrated CubeSat System (ML-HICS) architecture; and ML-HICS architecture
with MEO satellites and ground control centres integration. In a typical CubeSat network, CubeSats
are distributed over one standard orbit and each CubeSat has to maintain its routing table
recalculation, which will increase its computational complexity, especially in networks with a large
number of CubeSats. However, the multi-layered architecture allows for a limited number of
CubeSats to be distributed on a higher orbital layer to coordinate CubeSats in the lower layer using
inter-layer links. To increase the efficiency of coordinating the lower layer CubeSats, MEO
CubeSats should be distinguished from the LEO CubeSats by having higher technical specifications
such as larger sizes, high gain antenna, advanced processers, high storage capacity and longer
lifetime batteries. Having these higher layered CubeSats can improve routing performance in two
aspects, firstly, by taking the responsibility of collecting routing information and building routing
tables that will be forwarded to the lower layer CubeSats and secondly, as these higher layer
CubeSats are constantly in direct communication with some CubeSats from the lower layer, they
can serve as a relay point between CubeSats within their footprint. Not only can these two important
features of multi-layered architecture significantly enhance the overall routing performance by
reducing the complexity and load on the lower layer CubeSats, data delivery rates can be increased
and the delivery delay can be minimised by using these fast one-hop relays.

4.4.1.1

MEO/LEO Multi-Layered Hybrid Integrated CubeSat System (ML-HICS)
architecture

In ML-HICS architecture, the space segment is extended to include two orbital layers. Figure 23
presents the top-level architecture of ML-HICS. MEO CubeSats can form a constellation that allows
for communication over intra-layer links. The orbital speed of a MEO CubeSat is higher than LEO
CubeSats so the MEO CubeSats will constantly have communication with several CubeSats in the
LEO layer through inter-layer links. Each MEO layer CubeSat is responsible for collecting
information from these LEO layer CubeSats over time and updating those CubeSats within its
footprint with the latest routing information. Under this circumstance, the burden of routing table
calculation will be removed from CubeSats in the LEO layer, although the LEO layer CubeSats will
still need to download data directly to the ground segment, which will carry certain computational
complexity at each CubeSat.
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ML-HICS architecture provides a unique platform for routing data using different DTN routing
protocols. The advantages and disadvantages of two DTN routing protocol categories will be
discussed for unicast and multicast communication over this proposed architecture.

Figure 23 Top-level architecture of the MEO/LEO multi-layered hybrid integrated CubeSat system

4.4.1.1.1

DTN HDRLP-SP single-copy forwarding-based routing protocol over ML-HICS
architecture

ML-HICS architecture provides a better routing environment for networks with large numbers of
CubeSats. In ML-HICS, CubeSats in the MEO constellation will work together to create global
knowledge about the network connectivity and each LEO CubeSat in the network will only update
its global routing table every once in a while when it encounters one of the MEO CubeSat
constellations. Thus, there is no need for each LEO CubeSat to collect routing information from the
other LEO CubeSats that it may encounter over time. This will lead to less overhead at each LEO
CubeSat and less congestion over the intra-CubeSat links. From the perspective of routing data over
ML-HICS architecture, the decision for finding the best next hop CubeSat to forward data is an
optimisation problem. ML-HICS architecture can be modelled with a space-time graph that, apart
from being able to find different paths between a source and destination, represents the overall
connectivity of the networks where the time of the encounter of each LEO CubeSat with the MEO
CubeSats and the other LEO CubeSats can be determined.
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The decision for which data can be forwarded on can be determined based on different heuristics.
Accordingly, a DTN HDRLP-SP single-copy forwarding-based routing protocol over the spacetime graph is proposed. This routing protocol is based on the HDRLP-SP algorithm that has been
introduced at 4.3.1.2 subsection. Using DTN forwarding-based routing protocols will minimise
overhead on each CubeSat as there will be one copy from each message in the network which will
also reduce overall congestion in the network. However, as DTN forwarding-based routing
protocols are associated with high delay and low delivery rates which may lead to high overall data
dropping rates, a controlled multicast routing for ML-HICS architecture will be discussed in the
following subsection.
4.4.1.1.2

DTN HDRLP-SP multi-copy quota-based routing protocol over ML-HICS
architecture

As discussed above, single-copy forwarding-based routing protocols are associated with some
drawbacks that may not be suitable for many CubeSat missions. The DTN HDRLP-SP multi-copy
quota-based routing protocol over ML-HICS architecture is proposed to overcome those issues. Due
to the availability of different paths between the source and destination, replication-based routing
protocols can provide better routing performance compared to single-copy forwarding protocols.
However, as flooding-based routing protocols may exhaust the limited resources of CubeSats, the
DTN HDRLP-SP multi-copy quota-based routing protocol can provide a balance between the
drawbacks of both forwarding-based protocols and flooding-based protocols as it can increase
routing efficiency by reducing the number of dropped messages, increasing the delivery ratio as
well as minimising the delivery delay.
Nevertheless, having a limited number of MEO CubeSats connected with the LEO layer by interlayer links in ML-HICS architecture poses other issues of importance: the severe consequences of
losing one or more of these inter-layer links; the high congestion that may occur on these important
links; and the high stress that ML-HICS architecture creates on MEO CubeSats in terms of
computational complicity resulted from the continuous routing table recalculation due to the rapid
evolution of the network topology. Consequently, an upgraded ML-HICS architecture with a direct
link between MEO Satellites and Ground Control Centres (GCC) is proposed to mitigate the effects
of such issues. Figure 24 illustrates the ML-HICS Architecture with the direct link which connects
MEO CubeSats and GCC.
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Figure 24 Top-level ML-HICS architecture with a direct link between MEO Satellites and GCC

Considering the direct connectivity between MEO CubeSats and GCC, MEO CubeSats will be able
to communicate with each other not only by the intra-layer links but also through the ground network
that connects different GCC. In this case, the failure of an MEO inter-CubeSat link will not affect
the routing performance so severely as alternative paths can be accessed. This direct link between
the MEO CubeSat and the GCC can also reduce the congestion from both the intra-layer and interlayer links and has another important advantage of removing the computational stress from MEO
CubeSats by transferring routing table recalculation responsibility to GCCs. In this case, the role of
MEO CubeSats can be reduced to collecting the routing information from the space segment and
forward it to GCC to maintain the global routing table calculation and forward these tables back to
the MEO CubeSats on a regular basis. Each MEO CubeSat will control and coordinate routing
between LEO CubeSats within its footprint accordingly. Therefore, using multi-copy quota-based
routing with this upgraded architecture may guarantee higher delivery rates and reduce the delivery
delay which makes this architecture more favourable for quasi-real time future CubeSat applications
such as 5G and IoT networks.
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4.5 Summary
This chapter introduces and discusses some solutions for routing issues in CubeSat networks based
on topology control and network architecture development. The introduced Distance-Based Circular
Movement Model (DBCMM) for CubeSat networks provides an accurate global knowledge about
network connectivity based on the relative speed and position information of CubeSats. The fourthorder Runge-Kutta method is used to solve the two-body relative motion problem in a circular orbit
and the solution is then developed to determine the 𝑛 bodies’ relative motion. Accordingly, a spacetime graph that reflects the network connectivity is generated to be used as a platform for any routing
heuristic and protocols. Based on this model, two main network architectures, namely; (i)
MEO/LEO Multi-Layered Hybrid Integrated CubeSat System (ML-HICS) architecture, and (ii)
ML-HICS architecture with MEO CubeSat and GCC integration proposed solutions for the routing
problem in CubeSat networks, considering both the harsh space environment and the CubeSat
limitations. The advantages and disadvantages of these architectures are analysed and discussed in
this chapter in addition to consideration of the suitability of using the DTN forwarding-based and
quota-based routing protocols on top of these architectures. For the future, these proposed
architectures open the door for routing protocol designs and implementation for space networks
using different DTN routing protocol categories depending on the network resources and conditions,
investigating both unicast and multicast routing techniques.
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5 Energy-Aware Routing for CubeSat Swarms
5.1 Outline
This chapter considers the energy-aware routing problem for a CubeSat swarm with limited energy
supply and charging ability. Since CubeSats only have a small surface area to install solar panels
for energy collection, the communication capability of a CubeSat is bounded by the level of the
available energy. The transmission range of each CubeSat is also limited by its inter-CubeSat
antenna design [18] and communication power budget. As a CubeSat can only forward messages to
other CubeSats within its transmission range, forwarding decisions based on the energy level for
each CubeSat along the path becomes critical.

5.2 Background
CubeSat communications are characterized by a mix of scheduled/predictable and intermittent
connectivity, delay, limited lifetime [222], and high failure rates [223]. Consequently, these
challenging conditions cause the network topology to undergo continuous changes. These changes
lead to a variation in the encounter time between nodes. Encounter time is the time when two or
more satellites come into communication range with one another. CubeSat communication, whether
with the ground stations or through inter-CubeSat communication, is considered a significant source
of power consumption [22]. Therefore, minimising the power budget of communication subsystems
by considering routing protocols that include energy as a metric for data routing is very important.
Currently, routing protocols proposed for this environment are focusing on message delivery,
throughput and/or delay minimization with most suggesting some improvements to the well-known
flooding based Epidemic routing protocol. Where Epidemic routing aims to increase the possibility
of message delivery by injecting many message replicas into the network, this poses a major
problem of high energy harvesting, especially for networks that include nodes with restricted battery
supply such as CubeSat swarms. In [224], the authors proposed an n-Epidemic routing protocol as
an energy-efficient solution for Delay Tolerant Networks (DTNs) where they restricted the
transmission of messages to the number of neighbours of the node but the energy actually stored at
each node is still not considered.
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This chapter introduces a DTN space-time graph as a networking paradigm for energy-based routing
and forwarding across swarms of low orbiting CubeSats or equivalent picosatellites. The space-time
graph is used to identify all possible paths, which may connect any pair of nodes over time.
Proposing two energy-aware routing protocols to operate on top of the space-time graph, the aim of
our proposal for SERP-BFS and SERP-Dijkstra protocols is to minimize the overall energy cost and
to maintain connectivity over time. Both protocols choose paths that have nodes with energy levels
higher than or equal to an energy reliability threshold which means messages/bundles will only
travel on the shortest energy reliable path. This energy reliable path is the shortest path available
that only includes CubeSats with energy levels equal to or higher than the energy threshold. In this
case, only paths that satisfy these two requirements will be considered as potential path options and
serves to minimize the number of overall network potential links (edges) that connect any two
CubeSats. Resultantly, minimizing the number of overall links will considerably reduce
communication costs including antenna transmutation and reception, processing and computation
time.
Most of the previous works on inter-CubeSat communications have focused on developing Physical
Layer links like the antenna design or study the suitability of current radios for use on CubeSats, see
[18], while some other works have been concentrating on the topology formation [10], [225].
However, to our knowledge, the CubeSat swarm’s energy minimisation problem using DTN
protocols has not been considered.

5.2.1

Routing in a DTN CubeSat swarm

Our proposal incorporates DTN Space-Time Graph (DSTG) routing. DTN networking allows for
nodes to communicate with each other with no contemporary paths present through store, carry and
forward decisions and occurs whenever data cannot be delivered by applying traditional Internet
routing protocols [10]. In contrast to Internet protocols, which are characterized by bi-directional
continuous end-to-end paths, high reliability, short Round Trip Time (RTT), a DTN can involve any
mixture of the following features: frequent partitioning, intermittent connectivity, low reliability,
sparse connectivity and predictable or semi-predictable mobility.
There are different types of routing/forwarding protocols for DTNs which can be classified into two
main categories, namely: single copy/forwarding routing protocols and multiple copy/replication-
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based routing protocols, although there are some other types of DTN routing such as history-based
routing and space-time graph routing. A large number of current generic DTN routing protocols like
Epidemic routing [56], PRoPHET [57], cyclic Mobispace [23], MaxProp [66] and Spray and Wait
[226] have been studied under these different categories targeting different network environments,
and cope with some of the DTN optimization metrics like delay, message delivery ratio, buffer space
and energy.
In this analysis, our consideration for DTN space-time graph routing focuses on single
copy/forwarding routing protocols. Most of the current DTN routing protocols are flooding-based
protocols or quota-based protocols which may exhaust the limited resources of the CubeSat and
result in high overheads. However, in forwarding-based schemes, the utilisation of the network
resources is much less than other routing schemes where there is only one copy of the message in
the node buffer at any one time [227]. In addition, when the message is delivered to its destination
no additional nodes can have a copy of it, thus there is no need for the destination node to give
feedback to the other nodes to delete the message copies.

5.3 The problem
Given a CubeSat swarm of a few hundred CubeSats that can form different network segments and
any two CubeSats have the capability of communicating with each other when they become in the
transmission range of one another, communicating through inter-CubeSat links as well as ground
station links, to minimise the overall energy use of a CubeSat swarm for a given amount of routable
data.

5.4 Shortest and Energy Reliable Path (SERP) Algorithm
The CubeSat swarm topology is always changing over time as the encounter time and period
between nodes is not fixed and the unexpected failure of CubeSats also leads to some nodes
disappearing. Hence, an effective forwarding/routing protocol to optimize network performance is
required. For instance, routing decisions can be taken based on the availability of energy at each
node along a path. The network was modelled using the space-time graph network modelling
method described in 4.3.1.1 sub-section in Chapter 4. As shown in Figure 25, SERP aims to
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construct a space-time graph R which guarantees minimum connectivity between any two CubeSats
over time using only the shortest paths with energy levels equal to or higher than a threshold which
was 0.6 or 60% of charge in this case. This graph is extracted from the original space-time graph 𝑔
that includes a larger number of all possible paths between all pairs in the network as shown in
Figure 26. SERP contains two main components: All Pairs Shortest Path (APSP) and Most Energy
Reliable Path (MERP). In terms of location information, it is assumed that all nodes in the network
have global knowledge and that they are regularly updating their positional information through
ground stations. Also, from the perspective of Data Link and Physical Layers, we assumed that all
CubeSats will be capable of communicating through appropriate communication technology and
antennas.
Definition-1: All Pairs Shortest Path (APSP) defines all minimum hop paths, which connect any two
nodes in the network over time T on the space-time graph.
Definition-2: Most Energy Reliable Path (MERP) is the minimum path among all paths which only
uses nodes (CubeSats) that have energy levels equal to or higher than a certain energy threshold.
Definition-3: Energy Reliability Threshold (ERT) is the minimum energy percentage required for a
node to be selected as a next hop on any path between source and destination.

Shortest and Energy Reliable Path (SERP)
Input: 3D adjacency matrix 𝐴𝑑𝑗(: , : , 𝑡)
Output: space-time graph 𝑅
Start,
1. Create space-time graph 𝑔 = 𝑛 ∗ (𝑇 + 1), where 𝑡 = 1 − 𝑇 and 𝑛 is the
number of nodes.
2. graph 𝑅 = [ ]
0 𝑇
3. for all pairs in the graph (v , 𝑣 ) ∈ 𝑔, where 1 ≤ 𝑖, 𝑗 ≤ 𝑛
𝑖 𝑗
Do
4.
find
- all shortest using Dijkstra or BFS algorithms
- among all shortest paths find 𝑝𝑎𝑡ℎ𝑆𝐸𝑅𝑃
if 𝑝𝑎𝑡ℎ𝑆𝐸𝑅𝑃 ∈ graph g and 𝑝𝑎𝑡ℎ𝑆𝐸𝑅𝑃 ∉ graph R
then
graph 𝑅 = graph 𝑅 ∪ 𝑝𝑎𝑡ℎ𝑆𝐸𝑅𝑃
5.
end if
6. end for, return graph 𝑅
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Figure 25 Space-time graph R extracted from space-time graph 𝒈 at energy reliability threshold = 0.6
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Figure 26 Space-time graph 𝒈 represented as a biograph
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5.5 Results and discussion
The space-time graph 𝑔 is generated from a series of static graphs. Each graph represents network
topology connectivity at one-time slot, as depicted in Figure 19. An adjacency matrix that reflects
network topology at each time slot is generated using a random graph generator, so each node in the
network has a random degree number and some nodes might be isolated. Then, a 3D adjacency
matrix is created from all of the static graphs adjacency matrices. This 3D adjacency matrix
represents the connectivity of all nodes over time T. We simulate a large set of networks with a
different number of nodes spreading across different time slots. SERP is then applied for the spacetime graph g to extract another space-time graph R. Graph R only includes the shortest paths that
satisfy the energy reliability requirements of SERP. SERP restricts the number of paths between
any two nodes by routing bundles through the shortest path that has nodes with the minimum energy
reliability requirement that is higher than or equal to a predefined energy threshold. That means
routing decisions are based on two metrics: the least cost path, which is the shortest path; and the
most energy reliable path.

5.5.1

Simulation

Breadth-first search (BFS) and Dijkstra graph search algorithms have been used with SERP to
identify the shortest paths between all pairs on the 3D adjacency matrix. While SERP-BFS and
SERP-Dijkstra use different methods to search for the shortest path, both enforce the same energy
reliability requirement. Both SEPR algorithms are examined under different values of ERT. ERT
can be any value between (0-1). The energy level at each node was uniformly distributed among all
nodes in the network for all values of ERT. This means that as the ERT value increases, the number
of nodes that have energy levels higher than or equal to the ERT will decrease. Any node with an
energy value less than ERT will not be considered as a potential next hop in any path until this node
recharges its battery to reach the ERT level or higher since a CubeSat can, for example, recharge its
battery using solar cells. From the above, among all of the available shortest paths, SERP only
chooses the shortest path that has nodes with energy levels higher than or equal to ERT. This process
minimises the number of overall utilised edges in the network while maintaining connectivity
between nodes over time. The amount of overall energy which can be saved in this case is equal to
the amount of power per edge (α) multiplied by the number of non-used edges, as in (1). Therefore,
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saving more edges in the network reduces overall energy consumption.

OSE = (g Edges − R Edges )α

Equation (1)

Where OSE is the overall saved energy and R Edges and g Edges are the number of edges in graph R
and graph g respectively.
Graph R is generated by applying SERP algorithms on graph g. Edge ratio is the ratio between the
numbers of edges of graph R to graph g and can be calculated from (2).

Edge ratio =

R Edges
g Edges

Equation (2)

Both of the SERP algorithms are compared with the Epidemic algorithm [56] in terms of edges
utilisation. A lower edge ratio means that an algorithm is capable of saving more edges and in turn
saving more energy. All of these three algorithms are examined under the same environment using
the same space-time graph as an input at each run. The simulation of each scenario is repeated 10
times in order to find the confidence intervals at each point.

5.5.2

Results

In Figure 27, the effect of a different number of time slots is studied. The edge ratio is examined at
a different number of time slots 5-50 with ERT = 0.6. The Epidemic algorithm has almost the same
edge ratio at all time slots with no major impact. Similarly, SERP-Dijkstra is not significantly
affected by the change in the number of time slots. However, the edge ratio of SERP-BFS is
decreasing while the number of time slots is increasing due to the different way that BFS and
Dijkstra search the graph. BFS is searching the graph layer by layer which matches the concept of
the space-time graph. In terms of edge ratio, when compared with the SERP algorithms the Epidemic
algorithm has the highest edge ratio of about 60%. SERP-BFS achieved 40%-5% better performance
than SERP-Dijkstra which has an edge ratio fluctuating around 40%. The most obvious finding to
emerge from this study is that SERP-BFS has a very low edge ratio. This would lead to some links
being saturated and create many bottleneck nodes. These nodes would lose their energy quickly and
fall below the ERT level. In this case, a smooth handover would be required between these nodes
and other neighbouring nodes with energy higher than ERT.
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Figure 27 Edge ratio of Epidemic algorithm compared to SERP algorithms with 5-50 time slots and 50
nodes at ERT = 0.6

The results also show that SERP-BFS can save up to 90% of edges, while Epidemic can save about
40%. Hence, SERP-BFS can save more than double the energy compared with the Epidemic
algorithm. In the meantime, SERP-Dijkstra can reduce the number of utilised edges to 60% of
overall edges in graph g, as shown in Figure 28. Figure 29 depicts the relation between the number
of nodes and the edge ratio at ERT = 0.6.

Figure 28 Number of edges of graph g and graph R of both SERP algorithms vs the number of edges of
Epidemic algorithm
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Figure 29 Edge ratio of Epidemic algorithm compared to SERP algorithms with 5-50 nodes and 20
time slots at ERT = 0.6

One of the more significant findings to emerge from this study is that there is no direct effect on the
number of edges when the number of nodes is increased. However, it confirms the efficiency of the
SERP algorithms.

The relation between the edge ratio and ERT is also investigated. Figure 30 shows the edge ratio of
the Epidemic algorithm against our SERP algorithms at different values of ERT. It can be seen that
as the value of ERT rises the edge ratio gradually decays. The reason behind this is that higher ERT
values will restrict the number of edges to the edges belonging to CubeSats with energy levels higher
than or equal to the ERT level, thus, fewer CubeSats are available to form the SERP paths.
Additionally, minimizing the number of overall edges reduces the number of potential paths, which
in turn reduces the message delivery ratio. Based on this, choosing the right value of ERT depends
on various factors and it is an optimization problem.
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Figure 30 Edge ratio of Epidemic algorithm compared to SERP algorithms with 50 nodes and 50 time
slots at different ERT

The results show that both SERP-BFS and SERP-Dijkstra can significantly minimize the overall
energy cost, while connectivity between CubeSats is maintained over time. Also, minimizing the
number of edges will considerably reduce computational time and the power required for updating
routing tables. Moreover, all CubeSats with power levels less than ERT can go into battery save
mode until they are able to recharge which can also decrease the overall radio transmission and
reception energy.

5.6 Summary
The problem of overall energy minimization for CubeSat swarm is studied. We proposed two novel
SERP algorithms, namely: SERP-BFS and SERP-Dijkstra. These two algorithms are compared with
the Epidemic algorithm. The results show that both SERP algorithms perform better than the
Epidemic in terms of reducing the overall energy consumption, while still maintaining connectivity
between CubeSats. However, SERP-BFS exceeds the SERP-Dijkstra algorithm with the ability to
save many more edges as, by reducing the overall number of edges, the overall energy cost can be
further minimised considering the required power per edge.
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6 Conclusion
CubeSats, limited by size and mass, have scarce resources. These tiny satellites are characterised by
their low power budget, short radio range, low transmission speeds and limited data storage capacity.
Nevertheless, CubeSats have become very popular with many CubeSats being deployed to carry out
many different research missions. One way to overcome individual CubeSat limitations and increase
its functionality is to deploy CubeSat in networks where multiple CubeSats can work together to
complete a mission. However, as a result of given limitations of range, a network may have
intermittent connectivity and, thus, data forwarding becomes challenging in such a disjointed
network. This thesis has studied the routing problem in disjointed CubeSat networks where there is
no contemporary path available to connect CubeSats which evidences a deficiency in current
Internet and ad hoc protocols to support CubeSat networks. Alternative DTN routing protocols can
provide the necessary connectivity between CubeSats overtime by using the store, carry and forward
technique. This thesis investigated and discussed the challenges and limitations raised by the
features of CubeSat communication where network resources are limited and the topology of the
network is extremely dynamic, as discussed in section 1.2 of the introduction.
According to the aforementioned challenges of CubeSat networking, this thesis considered the
subsequent research problems:


How data can be forwarded over a heterogeneous CubeSat network architecture that includes
inter-CubeSat links for data transmission among CubeSats and ground links with the
capability of data forwarding between ground stations through the Internet?



What is the effect of topology design and control on the performance of routing in disjointed
CubeSat networks?



How to minimise the overall energy use of a CubeSat network for a given amount of routable
data?

To address the problem raised in the first research question, Chapter 2 presents a comprehensive
literature review that has been conducted to evaluate the applicability of current space routing
protocols, including TCP/IP based and DTN routing protocols, over CubeSat networks. Firstly,
single-layered and multi-layer TCP/IP-based routing protocols were investigated for the connected
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CubeSat network. Consequently, some of the current TCP/IP protocols have been modified and
proposed to function in the space environment for conventional satellite networks. However, due to
the limited CubeSat capabilities, these protocols can only be used in some connected segments of
the CubeSat network where CubeSats are distributed in ad hoc fashion. Secondly, DTN routing
protocols in disjointed CubeSat networks were analysed and qualitatively compared to identify the
suitability of them in such a challenging network. Among all surveyed DTN routing protocols,
quota-based routing protocols showed themselves to be the best candidate for efficient data routing
in the CubeSat network as the quota-based routing protocols provide a balance between increasing
the delivery ratio and reducing the delivery delay without exhausting the limited resources of
CubeSats.
Chapter 3 discussed the second research question. Based on an extensive review of most of the
CubeSat missions that consider inter-CubeSat links, different CubeSat network architectures were
investigated, including DTN, TCP and PEP space networking architecture. Accordingly, it has been
shown that CubeSat network architecture can vary based on the objective of the mission and the
topology of the network which can be connected, disjointed or partially connected. DTN architecture
and its associated routing protocols are suitable solutions for disjointed CubeSat networks, however,
in the partially connected scenarios, the Hybrid network architecture of both DTN and TCP
architectures is more suitable. Moreover, this chapter considered key standards required in the space
environment. Consequently, Space transport protocols in relation to the terrestrial communication
protocols were discussed and highlight the interoperability between Transport and Network Layers.
Resultantly, DTN architecture is considered the best solution for CubeSat networks where it can
provide the necessary resilience for the space segment of the network, which is the core of the
network. Nevertheless, on top of the DTN-BP protocol, different kinds of convergence layer
adapters such as DTN-TCP-CLP, UDP-CLs and Licklider transmission protocols are needed at the
boundaries of the network to ensure the smooth data flow between mismatched segments.
Based on the outcomes of the Chapter 3, Chapter 4 presented a novel Single -Layer Hybrid
Integrated CubeSat System (SL-HICS) LEO architecture as a solution for CubeSat resource
limitations, mainly, the low energy and data rates. Consequently, a High Data Rate and Low Power
Consumption Shortest Path (HDRLP-SP) routing algorithm that maximises the overall network
performance based on the intelligent utilisation of the limited resources of CubeSat was proposed.
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Furthermore, two new multi-layered CubeSat network architectures were proposed, namely; (i)
MEO/LEO Multi-Layered Hybrid Integrated CubeSat System (ML-HICS) architecture, and (ii)
ML-HICS architecture with MEO satellites and ground control centres integration. These two multilayered architecture enhance routing performance by addressing some of the limitations of singlelayered architecture.
Finally, Chapter 5 studied the problem of overall energy minimization for CubeSat swarms. Based
on the literature and the outcomes of Chapter 3, two novel SERP algorithms namely: SERP-BFS
and SERP-Dijkstra, were proposed and examined under simulation. The results show that both
SERP algorithms perform better than the Epidemic algorithm in terms of reducing the overall energy
consumption, while still maintaining connectivity between CubeSats. However, SERP-BFS exceeds
the SERP-Dijkstra algorithm with the ability to save many more edges as, by reducing the overall
number of edges, the overall energy cost can be minimised considering the required power per edge.
This method of minimising the number of edges from the space-time graph based on a certain
heuristic appears to be efficient for designing and improving different CubeSat networking protocols
and architectures.
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