Abstract-Epilepsy is one of the most common neuronal disorders that can be identified by interpretation of the electroencephalogram (EEG) signal. Usually, the length of an EEG signal is quite long which is challenging to interpret manually. In this work, we propose an automated epileptic seizure detection method by applying a two-step minimization technique: first, we reduce the data points using a statistical sampling technique and then, we minimize the number of features using our novel feature selection algorithm. We then apply different machine learning algorithms for evaluating the performance of the proposed feature selection algorithm. The experimental results outperform some of the state-of-the-art methods for seizure detection using the reduced data points and the least number of features.
Introduction
Epilepsy can be identified by recurrent seizure activity [1] [2] . An epileptic seizure is an abnormal neuronal activity in the brain [3] , [4] . Such seizures may cause a severe effect on the cognitive system of humans [5] - [7] . The abnormal activity can be measured by monitoring electrical impulses on the surface area of the cortex. Electroencephalography (EEG) is one of the powerful clinical tools for epilepsy detection [8] , [9] . Generally, the length of an EEG signal is quite long and requires much time to measure [10] . Therefore, an efficient computer-based method can provide a feasible solution [11] .
The statistical sampling technique for biomedical signal processing is quite a new idea. This technique was first introduced in brain-computer interface (BCI) application by Siuly et al. [12] . Firstly, they divided the whole signal into smaller groups named strata and calculated the sample size for each group named stratum. Next, they merged each stratum to construct the reduced signal data. From this reduced signal data, authors extracted different features and applied a least support vector machine and Naive Bayes classifier for classifying motor imagery tasks. A similar strategy was used by Siuly et al. [13] for detection of multi-category EEG signals. They applied three different conventional classification algorithms including SVM, k-NN, and multinominal logistic regression with a ridge estimator for classification. Kabir et al. [14] also proposed a sampling-based technique for epileptic seizure detection from multi-class EEG signals. We are mostly inspired by their idea of applying statistical sampling technique to analyze the EEG signal. However, all the stated approaches only considered linear features that may not be able to extract the hidden subtle changes in the time series [15] [16] . They did not apply any feature selection method to reduce the feature set and did not show the impact of changing different confidence levels for data reduction.
In this paper, we investigate two key challenges for epilepsy detection: size of data, and the number of features. So, we develop our method in such a way that it can reduce both the size of data and the number of features. To reduce the data size, we apply a statistical sampling technique called optimum sample allocation technique (OA). For reducing the required features, we develop a feature selection algorithm. The contribution of this work can be summarized as follows: 1) Developing a novel feature selection method 2) Minimizing data using the statistical sampling technique 3) Analysing the performance using different classification algorithms: Support Vector Machine (SVM), Random Forest (RF), Nave Bayes (NB), K-Nearest Neighbor (KNN) and Logistic Model Trees (LMT)
The rest of this paper is structured as follows. Section 2 describes the proposed method. Section 3 explains the experimental results, and Section 4 provides the concluding statements.
Materials and methods
In this work, we use a sampling technique for data reduction and develop a feature selection algorithm to select the least number of features. So, first, we estimate the sample size using a different confidence level. Next, we divide the signal into smaller segments known as strata and calculate the sample size for each stratum (singular of strata) using the optimum allocation technique. We then select the sample known as the optimum allocated sample from each stratum. After selecting sample data, we extract features from each stratum. We then apply our proposed feature selection algorithm and evaluate the performance using different classifiers. The block diagram of our proposed method is shown in Figure 1. 
Dataset
In this work, we use benchmark EEG data from University of Bonn [17] . The entire database contains five datasets named as set A to E. Each set includes one hundred individual channels. 
Sample size calculation
The first step for stratified sampling is to find the sample size. In this paper, the entire signal data is expressed by the population, and the representative data from the population is named as the sample. We calculate the sample size using Equation (1) and (2) 
where n is the sample size, z is the standard normal variate, p is the estimated proportion to have a particular characteristic and e is the marginal errors of precision. The value of z is depended upon the confidence levels. For example, 95% confidence level, the value of z is 1.96 while for 99% the value is 2.58. If a given population is finite then the required sample size can be calculated as,
where N represents the population size.
Optimum allocation
Optimum allocation (OA) is a procedure for allocating sample size for each stratum in the population. The allocation process is called optimum because it provides the least variance for estimating a population. After calculating the sample size, we divide the EEG data into different segments or groups named strata. This dividing process is known as stratification. Figure 3 shows the stratification process on how the signal is partitioned into strata. The objective of the stratification is to manage the non-stationary properties of the EEG signal. The statistical properties of a non-stationary signal fluctuate over time. However, small windows or segments of those signals show stationarity. Studies show that selecting samples from stratum often increases the accuracy [18] . For estimating the sample size for each stratum, we applied the OA technique using Equation (3) . More details about OA technique is described in references [12] , [19] .
where n i is the estimated sample size for ith stratum, N i is the data size for ith stratum, s 
Feature extraction
In this work, we extract different types of features including linear and nonlinear features. The extracted features are minimum, maximum, skewness, mean, standard deviation, mode, interquartile range, first quartile, third quartile, Shannon entropy, Hurst exponent, fluctuation index, sample entropy, median, and kurtosis.
Feature selection
Feature selection is a method where the best subset of features is searched automatically from the dataset [20] . The search space contains all feasible combinations of features that can be chosen from the given dataset. The goal is to go through the search space and find out the best combination of the feature set that leverage the performance compare to all features. The key benefits of feature selection are threefold: it reduces the overfitting, improves the accuracy, and minimizes the training time. The proposed feature selection algorithm is described in the following paragraph.
Research shows that a high-grade feature subsets are highly correlated with the class and uncorrelated with each other. So, to see the feature to feature and feature to class correlation, we use Pearson correlation coefficient [21] , which can be formally presented as,
where r i and r j are two random variables, cov is the covariance and σ 2 is the variance. The sample correlation can be calculated using following equation,
where N represents the number of samples, r mi shows the m-th sample of r i ,r i represents the average value of r i . Using the Equation (5), we calculate a matrix that includes correlations between feature to class, and correlations between feature to feature from the all extracted features. We then rank the correlations in decrementing order. Next, we apply the best search technique to get a feature subset with maximum evaluation. For this step, first, we start with a single feature and expand the feature set by adding the next feature. If no enhancement found in the expanded subset outcome, we backtrack and start from the following best-unexpanded subset. If there is no improvement found in the five consecutive expansion, we terminate the search and receive the best feature set. From this feature set, we calculate the mean value of each feature and compute the range value according to the following equation,
where min and max are the minimum and maximum value of each feature. If 80% or more data points not present in this range, we eliminate those features from the best feature set. The example of the weak feature and essential feature are shown in Figure 4 and Figure 5 respectively. After eliminating all the weak features, we get the final feature set for classification. The pseudo code of our proposed feature selection algorithm is shown in Algorithm 1. The novelty of our algorithm is the inclusion of range value. The range value is not calculated in the conventional correlation feature selection algorithm (CFS). More details about CFS is provided in reference [22] . 
. for i = 1 to N (where N represents the number of features from T list) do if 80% or more data points not present in this range, then remove this feature from the feature set end if end for return final feature set.
Classification
In this work, we analyze five different machine learning algorithms for classification including random forest, nave Bayes, support vector machine, k-nearest neighbor and logistic model trees. The following subsections briefly describe these algorithms.
2.6.1. Random Forest (RF) classifier. The RF classifier combines randomized node optimization and bagging [23] . It is built by a collection of simple trees called forest which is able to generate a response with a set of predictor values. For standard trees, each node is divided by the best split from all variables. On the other hand, for random forest trees, each node is divided by the best subset from the predictors. RF classifier shows promising performance compared with other well-known classifiers such as discriminant analysis, SVM, neural networks and so on [23] .
Support Vector Machine (SVM)
. SVM is one of the most commonly used machine learning tools that use decision planes to construct decision boundaries [24] . A decision boundary divides a set of objects that belong to different classes [25] . In SVM, the input data is transformed into higher dimensional space followed by the constructed optimal separating hyperplane between different classes. The data vectors closest to the constructed line are known as support vectors. In this paper, we use LIBSVM version 3.21 for classification [26] . The polynomial kernel function shows better results over different kernels in our experiment.
Naive Bayes (NB).
The core of NB classifier is the Bayesian theorem that is specifically fitted for the high input dimension. This classifier is a simple but effective classifier which can usually outperform more advanced classification methods [27] . It works by assigning a new observation to the most likely class and considers that the features are conditionally independent with the class value. In a default configuration, Laplace correction is used to prevent the high encounters of zero probabilities [28] [29].
k-Nearest Neighbor (k-NN).
The k-NN algorithm uses the similarity measure to classifies new cases from all stored available cases. There are two steps in this algorithm [30] . In the first step, it finds k training samples that are nearest to the invisible sample. In the final step, it takes the commonly occurring classification for these k samples. Then in the regression, it finds the average value of its k-nearest neighbors. The Euclidean distance is used to measure the nearest neighbors. For two given points Y 1 = (y11, y12, , , , y1n) and Y 2 = (y21, y22, , , , y2n)
2.6.5. Logistic Model Trees (LMT). The LMT is a classification model based on logistic regression functions. The basic idea of LMT is combining the logistic regression (LR) and decision tree learning. The ordinary decision trees having constants at their leaves can create a piecewise constant model. This algorithm is robust and can handle binary or multi-class target variables. In each node of the tree, the LogiBoost algorithm creates an LR model. This node is divided using the C4.5 criterion [32] [33] .The pruning technique is used to simplify the model when the tree is expanded completely [34] .
Evaluation
A ten-fold cross-validation method is used for performance evaluation. This cross-validation reduces the bias of training and test data. To determine the consistency of the experimental results, each and every experiment is repeated twenty times, and the average and standard deviation value are reported. The average accuracy (AC) is calculated using the following equation,
where x represents a set of values, and w represents the weight of each data. 
Results and discussion
In this work, we divided the datasets into three categories called healthy (H), interictal (I), and seizure (S). The category H consists of set A and B, category I consist of set C and D, category S consists of set E. We used three different cases for classification: healthy vs. seizure, interictal vs. seizure, and healthy and interictal vs. seizure (see Table 1 ).
The sample size for the EEG data was calculated using the Equation (1) and (2) . The required sample size using various confidence levels is shown in Table 2 . Here, the population size N is 4097, p is 0.50, confidence interval is 99-100%, and e is 0.01. We can reduce 20% data points using 99% confidence level while 60% data points can be reduced using a 70% confidence level.
We divided each EEG signal into four strata denoted as Stratum 1 to 4. Each signal contains 4097 data points, so, the first three strata contain 1024 data points, and the last stratum contains 1025 data points. The time duration of each stratum is 5.9 second. The required sample size for each of this stratum was calculated using Equation (3) . For example, the sample size for each stratum using 95% confidence level is shown in Table 3 .
After calculating the number of samples for each stratum, we selected representative samples which are called optimum allocated sample. Next, we extracted 15 different features (see section 2.4) from each optimum allocated stratum. So, the total number of extracted features for each signal is 60. We then applied our proposed feature selection algorithm (see Algorithm 1) for selecting the least number of features. For the performance measurement of our proposed feature selection algorithm, we compared the results with conventional correlation-based feature selection algorithm (CFS) (see Figure 6 and Figure 7) . We observed that our proposed feature selection algorithm showed similar accuracy with less number of features. After selecting the required features, we applied five different classifiers. According to our experimental results, RF classifier showed better accuracy compared with other classifiers (see Table 4 ). The average accuracy comparison of different confidence levels using RF classifier is shown in Table 5 . We analyzed the results of different confidence levels and observed that the 95% confidence level showed the optimum performance. On average only five features required using 95% confidence level (see Figure 8 ). Average accuracy comparison of different classifiers using all extracted features and after feature selection with 95% confidence level is shown in Table 6 . The point to be noted here is that the accuracy is decreased if we reduce the number of data points. Our experimental results suggested that we should not reduce the data points beyond 30% which corresponds to a confidence level of 95% (see Figure 9) .
Recently, Acharya et al. [35] proposed a deep convolutional neural network-based method to detect seizure from the EEG signal. However, they reported a poor classification accuracy (88.7%) compared with the other state-of-the-art methods. They need more training data to improve perfor- mance while our method shows better results with reduced data points. Zahra et al. [36] presented a method using multivariate EMD and artificial neural network, which is computationally expensive and gained an overall classification accuracy of 87.2%. The performance of some stateof-the-art methods is reported in Table 7 . We select only those methods that use the same database [17] and the same cases for epileptic seizure classification. Our proposed method demonstrates comparable performance even after 30% reduction in data points.
Conclusion
In this work, we present an efficient, cost-effective method for epileptic seizure classification. The objective is to identify the effectiveness of the data reduction using the representative sample data based on the sampling technique. In order to reduce the computational cost, we have also proposed a feature selection algorithm based on correlation and the threshold, which provides better performance compared with the conventional correlation-based feature selection algorithm. Finally, five different machine learning algorithms are used for the classification of the selected features. The experimental results show that our proposed method using sampling technique and feature selection algorithm along with the Random Forest Classifier can be an effective solution for epileptic seizure classification.
