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Zusammenfassung
Okamoto (Crypto 1992) hat die RSA-Repr￿ asentation als Basis eines ge-
gen aktive Angreifer sicheren Identi￿kationsschemas eingef ￿ uhrt. Eine RSA-
Repr￿ asentation von X 2 Z￿
N ist ein Paar (x;r) 2 Ze ￿ Z￿
N mit X ￿
gxre (mod N) f￿ ur vorgegebenes g 2 ZN, RSA-Modul N und primen RSA-
Exponenten e. Das zugeh￿ orige Repr￿ asentationsproblem, also das Au￿n-
den eines Wertes X samt zweier verschiedener Darstellungen, ist ￿ aquiva-
lent zum RSA-Problem, der Berechnung einer e-ten Wurzel von g modu-
lo N. Von Brassard, Chaum und Cr￿ epeau (Journal Computing System
Science, 1988) sowie Damg￿ ard (Journal of Cryptology, 1995) stammt ei-
ne analoge Konstruktion der Form X ￿ gxr2t
(mod N) mit x 2 Z2t f￿ ur
den Spezialfall der Blum-Zahlen als Modul N und gegebenes t ￿ 1, wo die
M￿ oglichkeit, zwei verschiedene Repr￿ asentationen zu berechnen, gleichbedeu-
tend zur Zerlegung des Moduls in die Primfaktoren ist. Im ersten Abschnitt
der vorliegenden Arbeit verallgemeinern wir dieses Konzept systematisch
auf beliebige (RSA-)Module durch die Einf￿ uhrung eines Anpassungspara-
meters ￿ := ￿(N), so dass X ￿ gxr2￿+t
(mod N) mit x 2 Z2t. Basierend
auf dieser als Faktorisierungsrepr￿ asentation bezeichneten Darstellung leiten
wir Identi￿kations-, Signatur- und Blinde-Unterschriften-Verfahren her.
Im zweiten Teil verwenden wir sowohl RSA- als auch Faktorisierungsre-
pr￿ asentation als Grundlage sogenannter non-malleable Commitment-Sche-
mata zur Hinterlegung (Verbriefung) einer geheimen Nachricht. Bei dem von
Dolev, Dwork und Naor (SIAM Journal on Computing, 2000) eingef￿ uhr-
ten Begri￿ der Non-Malleability soll ein Angreifer au￿er Stande sein, die Hin-
terlegung einer Nachricht m so abzu￿ andern, dass er diese sp￿ ater dann mit
einem in Relation zu m stehenden Wert, man denke zum Beispiel an m+1,
aufdecken kann. Von Dolev, Dwork und Naor stammt ein allgemeiner
Ansatz zur Konstruktion von non-malleable Commitment-Schemata aufbau-
end auf einem sogenannten Knowledge-Extraktor. F ￿ ur die RSA-Darstellung
verf￿ ugt das von Okamoto entworfene Protokoll als Proof-Of-Knowledge
￿ uber einen solchen Extraktor, bei dem im Fall der Faktorisierungsrepr ￿ asen-
tation von uns entwickelten Verfahren fehlt allerdings der Extraktor. Aus
diesem Grund stellen wir mit Hilfe des Chinesischen Restsatzes ein neu-
es, auf Commitments zugeschnittenes Protokoll mit Knowledge-Extraktor
vor, das in Verbindung mit der Faktorisierungsrepr￿ asentation ein e￿zientes
Hinterlegungsschema ergibt. Zum Abschlu￿ wird bei einem Commitment-
Verfahren mit abgeschw￿ achter Non-Malleability-Eigenschaft von Di Cre-
scenzo, Katz, Ostrovsky und Smith (Eurocrypt 2001) die RSA- durch
die Faktorisierungsrepr￿ asentation ersetzt und das Schema vereinfacht.ZusammenfassungVorwort v
Vorwort
Die vorliegende Dissertation bildet den Abschlu￿ der vierj ￿ ahrigen Mitarbeit
von 1998 bis 2001 in der Gruppe von Prof. Dr.Schnorr am Fachbereich Ma-
thematik der J.W.Goethe-Universit￿ at. W￿ ahrend dieser Zeit sind mit anderen
Mitarbeitern des Lehrstuhls drei gemeinsame Arbeiten entstanden:
￿ mit Jean-Pierre Seifert: Tensor-Based Trapdoors for CVP and
Their Applications to Public-Key Cryptography, Cryptography and
Coding, 1999.
￿ mit Marc Fischlin: E￿cient Non-Malleable Commitment Schemes ,
Crypto 2000.
￿ mit Marc Fischlin: The Representation Problem Based on Factor-
ing, Cryptographer’s Track, RSA Konferenz 2002.
Diese Dissertation beruht im wesentlichen auf den von mir beigetrage-
nen Teilen zu den beiden gemeinsamen mit meinem Bruder Marc verfa￿ten
Arbeiten. Das gemeinsame Paper mit Jean-Pierre hat keinen Eingang in die
Dissertation gefunden. Die ￿ uber das Tensor-Produkt konstruierten Gitterba-
sen mit Geheimt￿ ure f￿ ur das Closest-Vector-Problem stehen in keinem direk-
ten Zusammenhang mit denen f￿ ur die non-malleable Hinterlegungsverfahren
verwandten RSA-, Faktorisierungs- oder Diskrete-Logarithmus-Repr ￿ asenta-
tionen.
In Kapitel 1 werden grundlegende, zum Verst￿ andnis der beiden anschlie-
￿enden Kapitel notwendige De￿nitionen zusammengefa￿t und anhand des
RSA-Repr￿ asentationsproblems und des davon abgeleiteten Identi￿kations-
schemas von Okamoto verdeutlicht. Ein wichtiger Punkt in Kapitel 2 ist die
Einf￿ uhrung der Faktorisierungsrepr￿ asentation und der Beweis, wonach die
M￿ oglichkeit, zwei verschiedene Darstellungen eines Wertes zu ￿nden ￿ aquiva-
lent zur Zerlegung des Moduls in die Primfaktoren ist. Wir ￿ ubertragen die
von der RSA-Darstellung bekannten Identi￿kations-, Signatur- und Blinde-
Unterschriften-Verfahren und passen diese an die Besonderheiten der Fak-
torisierungsrepr￿ asentation an. Kapitel 3 steht im Zeichen von non-malleablevi
Commitment-Schemata. Wir fassen den Non-Malleable-Gedanken und das
auf der RSA-Repr￿ asentation basierende Verfahren in eigenen Worten zusam-
men, um anschlie￿end eine Konstruktion basierend auf dem Chinesischen
Restsatz zu geben, mit welcher auch (wie in der Kryptographie ￿ ublich) statt
der eigentlichen Nachricht ihr Hashwert hinterlegt wird. Dieser Ersatz des
Proof-Of-Knowledge erlaubt auch die Faktorisierungsrepr ￿ asentation als Aus-
gangspunkt, obwohl im Gegensatz zur RSA-Darstellung das entsprechende
Protokoll kein Proof-Of-Knowledge ist und der f ￿ ur den Non-Malleability-
Beweis zentrale Extraktor fehlt.
An dieser Stelle m￿ ochte ich mich bei meinem Bruder Marc f￿ ur die Zu-
sammenarbeit bedanken. Es sollen auch diejenigen erw￿ ahnt werden, die ich
im Zusammenhang mit meiner Arbeit am Lehrstuhl kennen- und sch￿ atzen
gelernt habe, sei es als kompetente Gespr￿ achspartner, talentierte Sportler
beim traditionellen Crypto-Fu￿ballspiel, oder "einfach\ als Freunde: Ste-
phan Brands, Roland Cramer, Cynthia Dwork, Rosario Gennaro, Shai Hale-
vi, Nick Howgrave-Graham, Danielle Miccancio, Phong Nguyen, Tal Rabin,
Omer Reingold, Alon Rosen und Jean-Pierre Seifert. Bedanken m ￿ ochte ich
mich auch bei meiner Familie, Prof. Dr. Schnorr, der letztlich mein Interesse
an der Kryptographie geweckt hat, sowie der Hermann-Willkomm-Stiftung
f￿ ur die ￿nanzielle Unterst￿ utzung bei Teilnahme an Konferenzen.
Roger Fischlin, Februar 2002.INHALTSVERZEICHNIS vii
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A match made in heaven.
— Shaﬁ Goldwasser
Wir fassen grundlegende, zum Verst￿ andnis der anschlie￿enden Kapitel not-
wendige De￿nitionen zusammen und verdeutlichen diese anhand des RSA-
Repr￿ asentationsproblems und des davon abgeleiteten Identi￿kationsschemas
von Okamoto.
1.1 Deﬁnitionen
Man nennt einen Algorithmus A Polynomialzeitverfahren oder kurz e￿zi-
ent, wenn dessen Laufzeit jAj durch ein Polynom p(n) in der Eingabel￿ ange n
beschr￿ ankt ist. Die Laufzeit bezieht sich auf die Anzahl der Bitoperationen,
so dass zum Beispiel die Addition zweier n-Bit-Zahlen in O(n) Schritten
zu bewerkstelligen ist. Sprechen wir hingegen von arithmetischen Schritten,
z￿ ahlt jede elementare Operation wie u.a. die Addition als ein Schritt.
In der Kryptographie umfa￿t die Menge der Polynomialzeit-Algorithmen
auch probabilistische Verfahren, bei denen den Algorithmen zus ￿ atzlich in-
terne M￿ unzw￿ urfe bzw. Zufallsbits zur Verf￿ ugung stehen und die Laufzeit
im Erwartungswert durch jeweils ein Polynom p(n) beschr￿ ankt ist. Im Fall
eines probabilistischen Verfahrens A steht jAj f￿ ur den Erwartungswert der
Laufzeit. Dieser als auch Wahrscheinlichkeitsaussagen zur Ausgabe des Al-
gorithmus’ beziehen sich (sofern nicht anders vermerkt) jeweils sowohl auf
die zuf￿ allige Eingabe als auch die internen M￿ unzw￿ urfe. Sind die Zufallsbits
! ￿xiert, schreiben wir A! f￿ ur das dann deterministische Verfahren. Die
Wahrscheinlichkeit, dass die Laufzeit eines probabilistischen Polynomialzeit-
Algorithmus A eine vorgegebene Schrittzahl t(n) ￿ uberschreitet, l￿ a￿t sich2 KAPITEL 1. EINLEITUNG
mittels Marko￿-Ungleichung durch den Quotienten
jAj
t(n) nach oben absch￿ at-
zen. Sollte A mit Wahrscheinlichkeit ￿ die gew￿ unschte Ausgabe liefern, so
￿ andert sich folglich die Wahrscheinlichkeit maximal um den Faktor 1 ￿ 1
￿,
bricht man die Berechnung nach t(n) := ￿￿￿1jAj Schritten ab. Auf diese
Weise erhalten wir f￿ ur polynomielles ￿(n) mit ￿ = 2 aus A ein probabilisti-
sches Verfahren mit h￿ ochstens halbierter Erfolgswahrscheinlichkeit, dessen
Laufzeit stets und nicht nur im Erwartungswert polynomiell ist. Man spricht
in diesem Fall von strikter Polynomialzeit. Zur Vereinfachung unterstellt
man, dass ein solcher Algorithmus A in jedem Schritt ein Zufallsbit ver-
wendet, dementsprechend ! eine Folge von jAj zuf￿ allig und unabh￿ angig
gew￿ ahlten Bits ist.
Die Sicherheit kryptographischer Systeme wird im Durchschnitt betrach-
tet. Die Laufzeit jedes potentiellen Angreifers A soll im Erwartungswert
polynomiell und dessen Erfolgswahrscheinlichkeit unbedeutend oder ver-
nachl￿ assigbar klein sein. Allgemein nennen wir eine Funktion ￿ : N !
[0;1] vernachl￿ assigbar (engl. negligible), wenn zu jedem positiven Polynom
p(n) ￿ 0 ein n0 2 N existiert, so dass f￿ ur alle n ￿ n0 gilt ￿(n) < 1
p(n). Man
sagt umgangssprachlich, eine solche Funktion wie beispielsweise ￿(n) := 2￿n
verschwinde (engl. to vanish) schneller als jeder polynomieller Bruchteil. Das
Produkt zweier vernachl￿ assigbarer Funktionen ist ebenfalls vernachl￿ assig-
bar, ebenso das Produkt eines positiven Polynoms p(n) und eines ver-
nachl￿ assigbaren ￿(n). Aus diesem Grund kann man sich bei der Sicherheits-
analyse auf Angreifer A mit strikter polynomieller Laufzeit beschr￿ anken,
weil die Transformation eines Algorithmus’ in einen mit strikter polynomi-
eller Laufzeit die Klassi￿zierung der Erfolgswahrscheinlichkeit nicht ￿ andert.
Sollte eine Funktion ￿(n) nicht vernachl￿ assigbar sein, gibt es ein Po-
lynom p(n), so dass f￿ ur unendlich viele n gilt ￿(n) ￿ 1
p(n). Diese Eigen-
schaft bleibt auch nach Subtraktion einer vernachl￿ assigbaren Funktion ￿(n)
von ￿(n) erhalten. Durch unabh￿ angige Wiederholungen eines probabilisti-
schen Polynomialzeit-Verfahrens A, das mit Wahrscheinlichkeit ￿(n) > 0
die gew￿ unschte Ausgabe liefert, sind wir im Erwartungswert nach ￿￿1jAj
Schritten erfolgreich (geometrische Verteilung), was allerdings f ￿ ur ein ver-
nachl￿ assigbares ￿ au￿erhalb der Polynomialzeit-Schranke liegt. Im Fall der
Erfolgswahrscheinlichkeit ￿(n) = 1 ￿ ￿(n) f￿ ur ein vernachl￿ assigbares ￿(n),
sagen wir, A sei nahezu immer (with overwhelming probability) erfolgreich.
Allgemein nennen wir zwei Wahrscheinlichkeiten nahezu gleich, sofern der
Absolutbetrag ihrer Di￿erenz vernachl￿ assigbar klein ist.
Bitstring ist ein Synonym f￿ ur einen Vektor a 2 f0;1gn und a ￿ b be-
zeichne die (bitweise) XOR-Verkn￿ upfung von a;b 2 f0;1gn. Fa￿t man einen
Bitstring als Vektor ￿ uber F2 auf, entspricht die XOR-Operation der Additi-
on im Vektorraum Fn
2. Ein Wert a 2 Z hei￿t n-Bitzahl oder hat die Bitl￿ ange1.1. DEFINITIONEN 3
n, wenn f￿ ur die Darstellung des Absolutbetrags n Bits hinreichend als auch
notwendig sind:
2n￿1 ￿ jaj < 2n:
Wir schreiben Zm f￿ ur den Faktorring Z=mZ und identi￿zieren die Restklas-
sen modulo m durch die Zahlen f0;1;:::;m ￿ 1g. Z￿
m ist die multiplikative
Gruppe bestehend aus den zu m teilerfremden Restklassen:
Z￿
m := fa 2 Zm j ggT(a;m) = 1g:
Deren Anzahl, die Gruppenordnung von Z￿
m, ist gegeben durch die Euler-























i ). F￿ ur Primzahlen p > 2 und e ￿ 1 gilt
’(pe) = pe￿1(p ￿ 1):
Die Gruppe Z￿
pe ist zyklisch: Es gibt ein erzeugendes Element g (auch als
Primitivwurzel oder Generator bezeichnet), so dass modulo pe die ’(pe)
Potenzen g0;g1;g2;::: s￿ amtliche Restklassen von Z￿
pe durchlaufen. Die Ord-
nung ordm(a) eines Elementes a 2 Z￿
m ist das minimale k 2 N mit ak ￿ 1
(mod m). Diese teilt stets die Gruppenordnung.
Eine Restklasse x 2 Z￿
m hei￿t quadratischer Rest, wenn der Repr￿ asen-
tant modulo m als Quadrat darstellbar ist. Diese bilden eine Untergruppe
von Z￿
m:
QRm := fa2 mod m j a 2 Z￿
mg:
F￿ ur eine Primzahl p > 2 und e ￿ 1 gibt es modulo pe genau zwei Wurzeln
und folglich ist QRpe eine Untergruppe mit Index [Z￿
pe : QRpe] = 2, denn
zu a2 2 QRpe sind | weil Z￿
pe zyklisch ist | die Wurzeln gegeben durch
ax mod pe mit 2x ￿ 1 (mod ’(pe)):
Satz 1.1.1 (L¨ osungsanzahl Kongruenz). Sei m ein Modul und a;b 2 Zm. Die
Kongruenz ax ￿ b (mod m) ist genau dann l￿ osbar, wenn ggT(a;m)jb,
wobei es exakt ggT(a;m)-viele L￿ osungen x 2 Zm gibt.
Da ’(pe) = pe￿1(p ￿ 1) gerade ist, hat 2x ￿ 1 (mod ’(pe)) genau zwei
L￿ osungen. Bei einer zyklischen Gruppe G ungerader Ordnung existiert hin-
gegen exakt ein x 2 [0;jGj) mit 2x ￿ 1 (mod jGj), so dass folglich gilt:4 KAPITEL 1. EINLEITUNG
Korollar 1.1.2. Sei G eine zyklische Gruppe ungerader Ordnung. Dann ist
Quadrieren eine Permutation auf G.
Sei p > 2 prim. F￿ ur Z￿
pe sind zu einem Generator g 2 Z￿
pe die quadrati-
schen Reste exakt diejenigen gx mod pe mit geraden Exponenten x modulo
’(pe). Wegen 2j’(pe) ist daher ein Produkt ab 2 Z￿
pe genau dann ein qua-
dratischer Rest, wenn entweder a;b 2 QRpe oder a;b = 2 QRpe. Falls ￿1 kein
quadratischer Rest modulo pe ist, liegt zu jedem a 2 Z￿
pe exakt einer der
Werte ￿a in QRpe. Aufgrund des Euler-Kriteriums ist ￿1 genau dann ein
quadratischer Rest modulo p > 2, sofern p ￿ 1 (mod 4). Als Konsequenz
entspricht modulo p ￿ 3 (mod 4) Quadrieren auf QRp einer Permutation.
Mit dem erweiterten Euklidischen oder bin￿ aren ggT-Algorithmus kann
man zu a;b 2 Z, jaj;jbj < 2n, Koe￿zienten u;v 2 Z mit ua+vb = ggT(a;b)
in O(n) Iterationen bestimmen [K98, 4.5.2]:
Satz 1.1.3. Gegeben a;b 2 Z mit 0 < jaj;jbj < 2n. Dann sind in O(n)
arithmetischen Schritten auf O(n)-Bit-Zahlen u;v 2 Z mit ua + vb =
ggT(a;b) zu berechnen.
Sei N = pq das Produkt zweier, verschiedener Primzahlen p;q > 2. Nach




’(N) = (p ￿ 1)(q ￿ 1) = N ￿ p ￿ q + 1:
Weil p;q > 2 prim sind, teilt 2 sowohl p ￿1 und q ￿1, so dass ’(N) gerade
ist. Bei Primzahlen p;q gleicher Bitl￿ ange ist die Wahrscheinlichkeit, dass ein
zuf￿ alliger Wert a aus ZN, wir schreiben kurz a 2R ZN, nicht in Z￿
N liegt,
vernachl￿ assigbar in der Bitl￿ ange n des Moduls:
Wsa2RZN[a = 2 Z￿











2n￿1 = 22￿ n
2 :
Die Notation "a 2R M\ verwenden wir im weiteren, falls a uniform und
unabh￿ angig aus der endlichen (Multi-)Menge M gew￿ ahlt wird. Die Schreib-
weise "a1;a2;:::;ak 2R M\ bedeutet, dass wir k Elemente a1;a2;:::;ak aus
M uniform und unabh￿ angig w￿ ahlen.
Seien X = (Xn)n2N und Y = (Yn)n2N zwei Folgen von Verteilungen
(sogenannte Ensembles) auf Mengen, deren Elemente jeweils durch in n
polynomiell viele Bits darstellbar sind. Wir sagen vereinfachend, die Ver-
teilung Xn habe eine bestimmte Eigenschaft, sofern die zugrundeliegende
Folge (Xn)n2N aus dem Kontext hervorgeht. So nennt man eine Verteilung
Xn e￿zient erzeugbar (polynomially samplable), wenn es einen probabi-
listischen Polynomialzeit-Algorithmus gibt, der zur Eingabe 1 n (Eins un￿ ar
kodiert, also n Einsen) ein gem￿ a￿ Xn verteiltes Element x   Xn erzeugt,1.2. RSA-REPR¨ ASENTATION 5
genauer die Verteilung von x zumindest statistisch nah (siehe unten) an Xn
ist. Beispielsweise ist die uniforme Verteilung f0;1gn e￿zient erzeugbar, der
Algorithmus gibt einfach n Zufallsbits aus.
Die Kryptographie kennt verschiedene Auslegungen des Begri￿s der Un-
unterscheidbarkeit von Verteilungen Xn und Yn, je nach Grad spricht man
von perfekter, statistischer oder Polynomialzeit-Ununterscheidbarkeit. Im
Fall von perfekter Ununterscheidbarkeit sind beide Verteilungen identisch.
Xn und Yn hei￿en statistisch nah (statistically close) oder statistisch un-






￿Ws[z   Xn] ￿ Ws[z   Yn]
￿
￿
vernachl￿ assigbar in n ist (der Faktor 1
2 dient zur Normierung). Bezogen
auf n-Bit-Module N ist beispielsweise die Verteilung des Wertes ( z mod N)
f￿ ur z 2R [0;22n] statistisch nah an der uniformen Verteilung auf ZN. Im
Fall N = pq f￿ ur zwei Primzahlen p;q gleicher Bitl￿ ange erhalten wir auf
diese Weise eine zur Gleichverteilung auf Z￿
N statisch nahe Verteilung. Eine
schw￿ achere Forderung ist die der Polynomialzeit-Ununterscheidbarkeit. Zwei
Verteilungen Xn und Yn hei￿en polynomialzeit-ununterscheidbar (compu-
tational indistinguishable), falls kein probabilistischer Algorithmus (Unter-
scheider, engl. Distinguisher) D in der Lage ist, durch f0;1g-Ausgabe zu












vernachl￿ assigbar klein ist (wobei sich die Wahrscheinlichkeiten auf die in-
ternen M￿ unzw￿ urfe und die Eingabe x   Xn bzw. y   Yn beziehen). Statis-
tische (perfekte) Ununterscheidbarkeit impliziert, dass kein Polynomialzeit-
Distinguisher beide Verteilungen unterscheiden kann, die Umkehrung gilt
hingegen in der Regel nicht [Go98]. Die statistische und insbesondere auch
die perfekte Ununterscheidbarkeit sind st￿ arkere Forderungen als die Com-
putational-Indistinguishability.
1.2 RSA-Repr¨ asentation
Eines der ersten Public-Key-Verschl￿ usselungsschemas stammt von Rivest,
Shamir und Adleman [RSA78] aus dem Jahr 1978. Ein sogenannter RSA-
Modul N = pq ist das Produkt zweier gro￿er, unterschiedlicher Primzahlen
p und q gleicher Bitl￿ ange. Ein zugeh￿ origer RSA-Exponent e 2 N soll teiler-
fremd zu ’(N) sein, damit die RSA-Funktion
RSAN;e(m) := me mod N6 KAPITEL 1. EINLEITUNG
eine Permutation auf der Gruppe Z￿
N ist. Bei Kenntnis der Faktorisierung
oder ￿ aquivalent ’(N) kann man d := e￿1 mod ’(N) berechnen und so die
RSA-Funktion invertieren, denn
RSAN;e(m)d ￿ med ￿ m1+k’(N) ￿ m (mod N)
f￿ ur ed = 1 + k’(N) und passendes k 2 Z. Invertieren der RSA-Funktion
bedeutet das Ziehen der e-ten Wurzel modulo N. Dies ist trivialerweise oh-
ne Kenntnis des Secret-Keys d m￿ oglich, wenn e ￿ ￿1 (mod ’(N)). Der
geheime Schl￿ ussel d erlaubt in Verbindung mit dem Public-Key e, ￿ uber das
Vielfache ed ￿ 1 von ’(N) den Modul zu faktorisieren. Allerdings ist o￿en,
ob Invertieren der RSA-Funktion gleichbedeutend zur Kenntnis des Secret-
Keys d ist. Nach Wiener [W90] liefert die Kettenbruchentwicklung zu e
N im
Fall geheimer Schl￿ ussel d < N0;25 diesen Secret-Key und als Konsequenz die
Primfaktorzerlegung des Moduls N. Boneh und Durfee [B00] haben unter
heuristischen Annahmen die Schranke auf N0;292 verbessert. Bei diesem An-
gri￿ erlangt man Kenntnis des geheimen Schl￿ ussels und bricht das komplette
Schema. Ein Verfahren von Coppersmith [Co97, B99] liefert in Polynomi-
alzeit die Nachricht m einer Verschl￿ usselung RSAN;e(m), wenn man ￿ uber
die obersten (1 ￿ 1
e)log2 N Bits von m verf￿ ugt. Mit Blick auf diesen m￿ ogli-
chen Schwachpunkt wird gr￿ o￿eren RSA-Exponenten der Vorzug gegeben.
Neben der Faktorisierung des Moduls N, auf die wir n￿ aher in Abschnitt 2.1
eingehen, sind keine weiteren nennenswerten Angri￿e bekannt [B99].
Beim RSA-Problem soll zu gegebenem Tupel (N;e;g) bestehend aus
RSA-Modul N, zugeh￿ origem RSA-Exponenten e und g 2 Z￿
N die eindeutig
bestimmte e-te Wurzel von g berechnet werden. Abgesehen von den oben
erw￿ ahnten Exponenten e gilt das RSA-Problem f￿ ur zuf￿ alligen, hinreichend
gro￿en RSA-Modul N, beliebigen RSA-Exponenten e zu N und unabh￿ angig,
uniform verteiltes g 2R Z￿
N als schwierig. Wir beschr￿ anken uns f￿ ur unsere
Anwendungen (im Hinblick auf Sicherheitsbeweise) auf prime Exponenten.
Sei RSAIndex(￿) ein e￿zienter Index-Generator, der zur Eingabe 1 n in Poly-
nomialzeit einen n-Bit-RSA-Modul N, einen primen RSA-Exponenten e zu
N und ein uniform verteiltes g 2R Z￿
N erzeugt: (N;e;g)   RSAIndex(1n).
Bei einer naiven Implementierung des Index-Generators RSAIndex(￿) gene-
riert man einen n-Bit-RSA-Modul N bzw. die beiden Primfaktoren, indem
wiederholt zuf￿ allige Werte mit n
2 Bits einem Primzahltest unterworfen wer-
den. Im Durchschnitt ￿nden wir nach O(n) vielen Versuchen eine Primzahl
[CP01, W96]. F￿ ur gro￿e Bitl￿ angen ist dieser Ansatz jedoch zu zeitaufwendig,
stattdessen konstruiert man iterativ Primzahlen wie bei den Verfahren von
Maurer [M95] oder Cramer und Shoup [CrSh00].
Definition 1.2.1 (RSA-Annahme). Die Erfolgswahrscheinlichkeit jedes pro-1.2. RSA-REPR¨ ASENTATION 7







sei vernachl￿ assigbar in n, wobei sich die Wahrscheinlichkeit auf die
Wahl (N;e;g)   RSAIndex(1n) und die internen M￿ unzw￿ urfe von A be-
zieht.




e mod N) 7! (N;e;g)
e￿zient zu berechnen ist, unter der RSA-Annahme die Bestimmung ei-
nes Urbildes, hier der e-ten Wurzel von g modulo N, in Polynomialzeit
allerdings bestensfalls mit vernachl￿ assigbarer Wahrscheinlichkeit bez￿ uglich
Eingabe (N;e;g)   RSAIndex(1n) und interner M￿ unzw￿ urfe gelingt. Man
spricht formal korrekterweise von einer Candidated-Oneway-Funktion, weil
diese Oneway-Eigenschaft unter einer Komplexit￿ atsannahme, hier der RSA-
Annahme, steht.
Mit dem RSA-Repr￿ asentationsproblem von Okamoto [Ok92] beschrei-
ben wir im weiteren eine zu RSA ￿ aquivalente Aufgabe, die als Basis kryp-
tographischer Bausteine wie eines Indenti￿kations-, Unterschriften- und ein
Hinterlegungsschema dient. Eine RSA-Repr￿ asentation f￿ ur X 2 Z￿
N bez￿ ug-
lich (N;e;g)   RSAIndex(1n) ist ein Paar (x;r) 2 Ze ￿ Z￿
N mit:
X ￿ gxre (mod N):
Jedes X 2 Z￿
N hat genau e Darstellungen bez￿ uglich (N;e;g), denn zu x 2 Ze
gibt es exakt ein r 2 Z￿
N mit re ￿ Xg￿x mod N. Geht der Bezug auf (N;e;g)
aus dem Kontext hervor, sagen wir kurz, (x;r) sei eine RSA-Repr￿ asentation
von X. Wir nennen zwei RSA-Darstellungen (x1;r1) und (x2;r2) verschie-
den, wenn (x1;r1) 6= (x2;r2). Weil die e-te Wurzel modulo N eindeutig
bestimmt ist, folgt aus x1 6= x2, dass r1 und r2 ebenfalls ungleich sind.
Definition 1.2.2 (RSA-Repr¨ asentationsproblem). Zu gegebenem Tupel
(N;e;g)   RSAIndex(1n) berechne ein X 2 Z￿
N samt zweier verschieden-
er Repr￿ asentationen (x1;r1);(x2;r2) 2 Ze ￿ Z￿
N bez￿ uglich (N;e;g).
Das RSA-Repr￿ asentationsproblem ist trivial, wenn wir die e-te Wurzel
g
1
e mod N kennen, da f￿ ur beliebiges a 2 Z gilt:




1Im Deutschen ist auch die Bezeichnung als Einweg-Funktion ￿ ublich, wenngleich es
sich ￿ ubersetzt um eine Einbahnstra￿e und weniger um eine zum einmaligen Gebrauch
bestimmte Abbildung handelt.8 KAPITEL 1. EINLEITUNG
Man sagt, das Repr￿ asentationsproblem sei auf RSA reduzierbar, denn mit
einem Algorithmus f￿ ur RSA ist das zugeh￿ orige Darstellungsproblem e￿zi-
ent zu l￿ osen. Weil wir dabei das gegebene Verfahren zur Berechnung e-ter
Wurzeln modulo N als Blackbox betrachten, also uns nicht f￿ ur die interne
Vorgehensweise interessieren, spricht man von einem Orakel f￿ ur das RSA-
Problem.
Definition 1.2.3 (Reduktion kryptographischer Probleme). Seien ￿ und ￿ kryp-
tographische Probleme. ￿ ist auf ￿ reduzierbar, wenn man mit Hilfe
eines probabilistischen Polynomialzeit-Algorithmus’, der ￿ mit nicht
vernachl￿ assigbarer Wahrscheinlichkeit l￿ ost, das Problem ￿ ebenfalls in
Polynomialzeit mit nicht vernachl￿ assigbarer Wahrscheinlichkeit l￿ ost.
Lassen sich die beiden Probleme ￿ und ￿ wechselseitig aufeinander
reduzieren, hei￿en sie ￿ aquivalent.
Sei ￿ auf ￿ reduzierbar. Weil umgangssprachlich formuliert ￿ nicht
schwieriger als ￿ ist, verwendet man in der Komplexit ￿ atstheorie die an-
schauliche Notation "￿ ￿ ￿\ und f￿ ur ￿ aquivalente Probleme "￿ ￿ ￿\.
Bei Sicherheitsbeweisen f￿ uhrt man das Brechen des neuen Systems auf das
L￿ osen kryptographischer Standardprobleme, von denen man annimmt, sie
seien schwierig, zur￿ uck. Entscheidend f￿ ur die Beurteilung der Reduktion aus
kryptographischer Sicht sind die Ver￿ anderungen von Laufzeit und Erfolgs-
wahrscheinlichkeit [Lu96]. Bleiben beide Charakteristiken zumindest weit-
gehend erhalten | bis auf moderate konstante Faktoren |, nennen wir die
Reduktion ￿ ￿ ￿ sicherheitserhaltend . Eine konkrete Sicherheitsannah-
me, d.h. f￿ ur das Problem ￿ existiere kein Algorithmus mit Laufzeit T und
Erfolgswahrscheinlichkeit ￿, ￿ ubertr￿ agt sich nahezu exakt auf ￿. Bei nicht
sicherheitserhaltender Reduktionen mu￿ man hingegen teilweise signi￿kan-
te Absenkungen des (beweisbaren) exakten Sicherheitsniveaus hinnehmen,
wenngleich diese Verfahren asymptotisch sicher sind.
Wir haben bereits gesehen, das RSA-Repr￿ asentationsproblem ist sicher-
heitserhaltend auf RSA reduzierbar, d.h. die L￿ osung des Darstellungspro-
blems kann man auf die Berechnung einer e-ten Wurzel von g modulo N
zur￿ uckf￿ uhren. Die Umkehrung gilt auch, beide Probleme sind f ￿ ur prime
RSA-Exponenten ￿ aquivalent [Ok92]:
Satz 1.2.4 (Okamoto 1992). Der Algorithmus A l￿ ose das RSA-Repr￿ asen-
tationsproblem zu (N;e;g)   RSAIndex(1n) mit Wahrscheinlichkeit ￿.
Dann kann man in nahezu gleicher Zeit (siehe unten) und mit gleicher




Beweis. Seien (x1;r1) und (x2;r2) zwei verschiedene RSA-Repr￿ asentatio-
nen zu X 2 Z￿
N. Setze ￿x := x1 ￿ x2 6= 0 und r := r2r
￿1
1 mod N. Es1.3. IDENTIFIKATIONSSCHEMA 9
gilt:
g￿x ￿ gx1￿x2 ￿ re
2r
￿e
1 ￿ re (mod N):
Aufgrund 1 ￿ j￿xj < e ist der prime Exponent e teilerfremd zu ￿x und es
existieren u;v 2 Z mit u￿x + ve = 1:
g ￿ gu￿x+ve ￿ (g￿x)u ￿ (gv)e ￿ (rugv)e (mod N):
L￿ ost A das RSA-Repr￿ asentationsproblem zu (N;e;g), kann man mit dem
erweiterten Euklidischen Algorithmus u;v berechnen und erh￿ alt in Form
von rugv eine e-te Wurzel von g modulo N.
Bei der Formulierung von Satz 1.2.4 sprechen wir von nahezu gleicher
Laufzeit und umschreiben damit den zus￿ atzlichen Aufwand f￿ ur den erwei-
terten Euklidischen Algorithmus und die Exponentationen. F ￿ ur die Sicher-
heitsbetrachtung sind diese im Vergleich zur anzunehmenden Komplexit ￿ at
des Algorithmus’ A unbedeutend, weshalb wir bei nachfolgenden S￿ atzen je-
weils die Laufzeit f￿ ur linear viele zus￿ atzliche arithmetische Operationen auf
Zahlen der Bitl￿ ange O(n) vernachl￿ assigen und von nahezu gleicher Laufzeit
sprechen.
W￿ ahrend die Reduktion von RSA auf das zugeh￿ orige Repr￿ asentations-
problem f￿ ur beliebige Exponenten gilt, haben wir nur f￿ ur prime Exponen-
ten das Repr￿ asentationsproblem auf RSA zur￿ uckgef￿ uhrt. Die im Beweis zu
Satz 1.2.4 verwandte Methode mit Hilfe des erweiterten Euklidischen Algo-
rithmus’ eine e-te Wurzel zu berechnen, halten wir als Korollar fest:
Korollar 1.2.5. Sei e prim. Gegeben a;b 2 Z￿
N sowie ￿ 2 Z mit ￿ 6￿ 0
(mod e) und a￿ ￿ be (mod N) kann man ohne Kenntnis der Fakto-




Ein Identi￿kationsschema hP;ViId ist ein interaktives Protokoll zwischen
zwei Parteien, in dem der sogenannte Prover P die Kenntnis eines Secret-
Keys sk zum Public-Key pk und damit seine Identit￿ at gegen￿ uber dem Veri-
￿er V beweist. Formal sind beide Seiten, in der Kryptographie oftmals mit
den Namen Alice und Bob belegt, interaktive, probabilistische Turing-
Maschinen mit einem gemeinsamen Kommunikationsband, das wechselsei-
tig beschrieben wird. Man fordert, dass die Laufzeit beider Parteien strikt
polynomiell bezogen auf den sogenannten Sicherheitsparameter n ist.10 KAPITEL 1. EINLEITUNG
F￿ ur die Schl￿ usselgenerierung gibt eine Dritte Partei T zum Sicherheits-
parameter n systemweit allgemeine Daten ￿, die sogenannten Common-
oder Public-Parameters, vor. Die Erzeugung des Schl￿ usselpaares (sk;pk)
mit sk 2 SecretKey(pk) ￿ ubernimmt der Prover P oder wie im folgenden
angenommen, ebenfalls die Dritte Partei T . Beide Teilnehmer, P und V,
erhalten als Eingabe die Public-Parameters ￿, der Prover P zus￿ atzlich das
Schl￿ usselpaar (sk;pk) und der Veri￿er V den Public-Key pk. Von der Dritten
Partei T wird vorausgesetzt, dass sie "ehrlich\ (honest) ist und die Werte
gem￿ a￿ Spezi￿kation w￿ ahlt. Weil die Teilnehmer der Vorgabe von T ver-
trauen, spricht man auch von einer Trusted-Party. Der Prover P erh￿ alt
von dieser ein Zerti￿kat, das den Public-Key pk seiner realen Identit￿ at, zum
Beispiel dem Namen Alice, zuordnet. Jeder Veri￿er kann anhand dieser Ur-
kunde nachpr￿ ufen, ob es tats￿ achlich Alice ist, die im Protokoll ihre Identit￿ at
nachweist.
Ein Prover P(￿;pk;sk) besteht das Protokoll, wenn ein ehrlicher Veri￿er
V(￿;pk) die Identi￿kation akzeptiert. Als symbolische Schreibweise f ￿ ur ei-
ne erfolgreiche Ausf￿ uhrung schreiben wir hP(￿;pk;sk);V(￿;pk)iId 2 Accept
oder, wenn die Eingabe aus dem Kontext hervorgeht, kurz hP;ViId 2 Accept.
Die Wahrscheinlichkeit, mit welcher ein Prover das Protokoll besteht, be-
zieht sich stets auf die Vorgabe durch die Trusted-Party T als auch interne
M￿ unzw￿ urfe. Weicht der Prover respektive der Veri￿er m ￿ oglicherweise von
der Spezi￿kation des Protokolls ab, verwenden wir e P und e V als Kennzeich-
nung. Gezieltes Fehlverhalten ist denkbar bei einem betr ￿ ugerischen Prover
e P, um ohne Kenntnis des Secret-Keys das Protokoll zu bestehen, oder ei-
nem Veri￿er e V, um Informationen ￿ uber den geheimen Schl￿ ussel von P zu
erlangen.
Wir beschreiben im folgenden das Identi￿kationsschema hP;ViRSA von
Okamoto [Ok92], welches auf dem in Abschnitt 1.2 vorgestellten RSA-
Repr￿ asentationsproblem basiert. Die Trusted-Party T gibt als Public-Para-
meters ￿ := (N;e;g)   RSAIndex(1n) vor und w￿ ahlt als geheimen Schl￿ ussel
sk := (x;r) 2R Ze ￿ Z￿
N. Der Public-Key pk zu (x;r) ist X := gxre mod N.
Mit anderen Worten, zum ￿ o￿entlichen Schl￿ ussel X entspricht die Menge
SecretKey((N;e;g);X) der geheimen Schl￿ ussel den RSA-Repr￿ asentationen
von X bez￿ uglich der Public-Parameters (N;e;g). Der Prover kann, mu￿
aber weder die e-te Wurzel von g noch die Faktorisierung von N kennen.
Ohne dieses Wissen k￿ onnen mehrere Teilnehmer (Prover) den gleichen Mo-
dul N verwenden. Wir setzen zur Vereinfachung voraus, der Kehrwert 1
e des
￿ o￿entlichen RSA-Exponenten sei vernachl￿ assigbar im Sicherheitsparameter
und erl￿ autern sp￿ ater, wie das Schema f￿ ur andere Exponenten anzupassen
ist.
Der Prover P beweist seine Identit￿ at gegen￿ uber dem Veri￿er V, in-1.3. IDENTIFIKATIONSSCHEMA 11
Abbildung 1.1: Identi￿kation hP;ViRSA basierend auf RSA-Repr￿ asentation
Prover P N;e;g Verifier V
Repr￿ asentation x;r X = gxre mod N
W￿ ahle y 2R Ze, s 2R Z￿
N
Y := gyse mod N Y ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
c   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ W￿ ahle c 2R [0;e)
z := y + cx mod e
W := srcgb(y+cx)=ec mod N W;z ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! Y Xc !
￿ W egz (mod N)
dem beide Parteien das in Abbildung 1.1 angegebene Protokoll hP;ViRSA
ausf￿ uhren. Dieses hat die auf Fiat und Shamir [FS86, FFS88] zur￿ uckge-
hende Three-Move-Struktur eines Identi￿kationsschemas:
1. Commitment: P hinterlegt die beiden Werte (y;s) in Form von Y .
2. Challenge: V stellt eine zuf￿ allige Frage c.
3. Response: P gibt die Antwort (W;z) auf die Challenge c.
Der Prover P besteht das Protokoll, wenn die Kontrollgleichung Y Xc !
￿
W egz (mod N) bez￿ uglich Public-Key X, Commitment Y , Challenge c und
Response (W;z) erf￿ ullt ist. Damit der Prover P durch seine Antwort nicht
den geheimen Schl￿ ussel o￿enbart, h￿ angt die Response neben Secret-Key
auch von den im ersten Schritt hinterlegten Werten (y;s) ab.
Bei Kenntnis einer RSA-Repr￿ asentation (x;r) von X ist der Prover P in
der Lage, sich gegen￿ uber einem Veri￿er V, der sich an die Spezi￿kation des
Protokolls hP;ViRSA aus Abbildung 1.1 h￿ alt, zu identi￿zieren:
Y Xc ￿ (gyse)(gxre)c
￿ sercegy+cx
￿ (srcgb(y+cx)=ec)e ￿ g(y+cx) mod e
￿ W egz (mod N):
(1.1)
Diese Eigenschaft eines Identi￿kationsschemas hei￿t Completeness. Um-
gekehrt soll jeder, der das Protokoll als Prover besteht einen passenden
Secret-Key, hier eine RSA-Repr￿ asentation zu X, kennen (Soundness). Zu12 KAPITEL 1. EINLEITUNG
einem Prover e P, der in (strikter) Polynomialzeit das Protokoll mit nicht ver-
nachl￿ assigbarer Wahrscheinlichkeit besteht, k￿ onnen wir eine RSA-Repr￿ asen-
tation zum Public-Key X e￿zient berechnen, d.h. eine Darstellung aus e P
extrahieren.
Satz 1.3.1 (Knowledge-Extraktor, Okamoto 1992). Der Prover e P bestehe das
Identi￿kationsschema hP;ViRSA aus Abbildung 1.1 mit Wahrscheinlich-
keit ￿. Dann existiert ein probabilistischer Polynomialzeit-Algorithmus
(Knowledge-Extraktor) E, der eine RSA-Repr￿ asentation zu X bez￿ uglich
(N;e;g) in erwarteter Laufzeit 2 ￿ j e Pj mit Wahrscheinlichkeit ￿ ￿ 1
e be-
stimmt.
Beweis. Wir skizzieren den Beweis [Ok92]. Der Knowledge-Extraktor E
hat volle Kontrolle ￿ uber den Prover e P, weshalb er in der Lage ist, des-
sen Ausf￿ uhrung schrittweise zu simulieren und die Programmzust ￿ ande zu
speichern, um sp￿ ater den Ablauf an diese Stellen zur￿ uckzusetzen. Diesen
Vorgang nennt man auch reseten, angelehnt an den englischen Ausdruck
"Reset\ f￿ ur Zur￿ ucksetzen.
Abbildung 1.2: Knowledge-Extraktor f￿ ur hP;ViRSA
Prover P N;e;g simulierter Veriﬁer V
X = gxre mod N
Y ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
Zur¨ ucksetzen .........................................
ci   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ W￿ ahle ci 2R [0;e)
Wi;zi ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! Y Xci !
￿ W e
i gzi (N)
Algorithmus E simuliert eine Protokollausf￿ uhrung mit dem Prover e P
und ￿ ubernimmt die Rolle des Veri￿ers V, wobei der Zustand nach Senden
von Y gespeichert wird. Sollte e P das Protokoll nicht bestehen, dann stop-
pe. Sonst setze e P an die Stelle zur￿ uck, an welcher er im Anschlu￿ an sein
Commitment Y auf die Challenge c wartet, und wiederhole die Ausf￿ uhrung
mit neuer, unabh￿ angiger Challenge, bis e P erneut erfolgreich ist (Vergleiche
Abbildung 1.2). Auf diese Weise erh￿ alt man zwei erfolgreiche Protokollaus-
f￿ uhrungen (Y;c1;W1;z1) und (Y;c2;W2;z2) f￿ ur dasselbe Commitment Y :
Y Xc1 ￿ W e
1gz1 (mod N)
Y Xc2 ￿ W e
2gz2 (mod N):
(1.2)1.3. IDENTIFIKATIONSSCHEMA 13
Sei ￿c = c1 ￿ c2 die Di￿erenz der beiden Challenges. Wir zeigen, wie man
unter der Pr￿ amisse ￿c 6= 0 aus (1.2) eine RSA-Repr￿ asentation zu X extra-
hiert. Durch Kombination der beiden Kongruenzen (1.2) erhalten wir mit
￿z := z1 ￿ z2:
X￿c ￿ (W1W
￿1
2 )eg￿z (mod N): (1.3)
Aufgrund 0 < j￿cj < e ist ￿c teilerfremd zu e und es gibt u;v 2 Z mit
u￿c + ve = 1. Wir erheben (1.3) in die u-te Potenz:
Xu￿c ￿ (W u
1 W
￿u
2 )egu￿z (mod N):















und wir erhalten eine RSA-Repr￿ asentation (x0;r0) zu X. Im Fall ￿c = 0 ist
der zuvor beschriebene Knowledge-Extraktor E nicht erfolgreich.
Analysieren wir zum Abschlu￿ Laufzeit und Erfolgswahrscheinlichkeit
des oben beschriebenen Extraktors E. Sei ￿(￿) mit ￿ := (N;e;g;X;!) die
Wahrscheinlichkeit, mit welcher e P f￿ ur ￿xierte Public-Parameters (N;e;g),
￿ o￿entlichen Schl￿ ussel X und interne Zufallsbits ! (umfa￿t insbesondere das
gesandte Y ) erfolgreich ist. Das Tupel ￿ entspricht einem Pr￿ a￿x des Proto-
kollablaufs und ￿(￿) gibt an, mit welcher Wahrscheinlichkeit (bezogen auf
die zuf￿ allige Wahl der Challenge) e P diese Teilausf￿ uhrung erfolgreich been-
det. F￿ ur ein gegebenes ￿ stoppt der Extraktor E mit Wahrscheinlichkeit
1￿￿(￿) nach j e Pj Schritten ohne Ausgabe, sonst ist ￿(￿) > 0 und es schlie-
￿en sich im Erwartungswert ￿(￿)￿1j e Pj Schritte an. Zusammenfassend gilt





j e Pj + ￿(￿) ￿ ￿(￿)￿1j e Pj
￿
￿ Ws[Pr￿ a￿x ￿]




= 2 ￿ j e Pj:
Weil mit Wahrscheinlichkeit 1
e die Di￿erenz ￿c gleich Null ist, extrahieren
wir mit Wahrscheinlichkeit mindestens ￿ ￿ 1
e eine Repr￿ asentation.14 KAPITEL 1. EINLEITUNG
Im Fall ￿ ￿ 1
e liefert der Extraktor nicht unbedingt eine Repr￿ asenta-
tion. Dies ist nicht ￿ uberraschend, denn 1
e entspricht der trivialen Erfolgs-
wahrscheinlichkeit, das Protokoll ohne Kenntnis einer Repr ￿ asentation durch
Raten der Challenge c 2 [0;e) zu bestehen:
1. Im ersten Schritt w￿ ahlt der betr￿ ugerische Prover e P zus￿ atzlich e c 2R
[0;e) und sendet e Y := Y X￿e c statt Y .
2. Unter der Voraussetzung, e c stimmt mit der Challenge c ￿ uberein, be-
steht e P das Protokoll durch die Antworten e y := y und f W := s.
Folglich ist es f￿ ur die Sicherheit des Schemas entscheidend, dass sich P auf
Y vor Kenntnis der Challenge c festlegt. Bei unseren Sicherheitsbetrach-
tungen schlie￿en wir Exponenten e mit nicht-vernachl￿ assigbarem Kehrwert
aus. F￿ ur diese wiederholt man das Protokoll ￿ uber m = O(n) Runden, die
triviale Erfolgswahrscheinlichkeit eines betr ￿ ugerischen e P sinkt auf e￿m und
der Extraktor liefert mit Wahrscheinlichkeit etwa ￿ ￿ e￿m die Repr￿ asenta-
tion [BG92, Theorem 5.2]. Die f￿ ur kurze Challenges notwendigen mehreren
Runden f￿ uhren im Vergleich zu 1-Runden-Protokollen zu signi￿kanten E￿-
zienznachteilen.
Die Laufzeit des in Satz 1.3.1 konstruierten Extraktors E ist im Er-
wartungswert polynomiell, man spricht von einem liberalen Knowledge-
Extraktor. Eine generische Transformation des Verfahrens in ein solches
mit strikter polynomieller Laufzeit ist zwar m ￿ oglich, dann sinkt aber die
Wahrscheinlichkeit des Au￿ndens einer Repr￿ asentation. Ein anderes Kon-
zept ist das des ￿-Extraktors [HaMi98], wo f￿ ur alle vorgegebenen Parameter
￿ > 0 das Verfahren in strikter Polynomialzeit bez ￿ uglich n und ￿￿1 mit
der Erfolgswahrscheinlichkeit ￿ des Provers e P abz￿ uglich ￿ und eines ver-
nachl￿ assigbaren ￿ eine Darstellung extrahiert. ￿ Uber die Vorgabe ￿ > 0 be-
stimmen wir, wie nah die Extraktionswahrscheinlichkeit an der Erfolgswahr-
scheinlichkeit des Provers P liegen soll. Sei ￿ wie im Beweis zu Satz 1.3.1
de￿niert und ￿ umfasse alle ￿ mit ￿(￿) ￿ 1
2￿. Der Extraktor wiederholt
den Challenge-Response-Schritt bis zu 8￿￿1 ln(2￿￿1)-mal. F￿ ur die Analyse
verwende die Cherno￿-Schranke, wonach zu einer Folge I1;I2;:::;Ik un-
abh￿ angiger, identisch verteilter Indikatorvariablen mit Ws[ Ii = 1] ￿ p f￿ ur









Vorausgesetzt ￿ 2 ￿, ist dann die Wahrscheinlichkeit, dass unter den k :=
8￿￿1 ln(2￿￿1) Wiederholungen weniger als zwei Erfolge sind, gem ￿ a￿ Cherno￿-
Schranke (mit p = 1
2￿ und ￿ = 1
2) maximal 1
2￿. F￿ ur ￿ = 2 ￿ bestimmt der1.3. IDENTIFIKATIONSSCHEMA 15
Extraktor zwar nicht notwendigerweise eine Repr￿ asentation, aber in diesem
Fall ist die Erfolgswahrscheinlichkeit von e P kleiner als 1
2￿. Addition der
Abweichungen in beiden F￿ allen ergibt die gew￿ unschte Vorgabe:
Ws[h e P;ViRSA 2 Accept] ￿ Ws[E erfolgreich]
￿ Ws
"






















= ￿ + 1
e:
Zur Identi￿kation beweist der Prover P dem Veri￿er V, dass P einen zu
den ￿ o￿entlichen Werten (￿;pk) passenden Secret-Key sk 2 SecretKey(￿;pk)






￿ X ￿ gxre (mod N)
￿
:
Das Protokoll hP;ViRSA, Abbildung 1.1, nennt man einen Proof-Of-Knowl-
edge f￿ ur diese Relation [FS90, BG92]. F￿ ur die allgemeine De￿nition eines
Proof-Of-Knowledge sei R = f(y;z)g eine e￿zient ￿ uberp￿ ufbare Relation,
P(y;z) bezeichne den Prover mit Eingabe (y;z) und V(y) einen Veri￿er mit
Eingabe y. Sei
witnessR(y) := fz j (y;z) 2 Rg
die Menge der sogenannten Zeugen (witness) zu y, wobei wir implizit die
(in der L￿ ange von y) polynomielle Bitl￿ ange der Zeugen voraussetzen. Im
Fall der Identi￿kation hP;ViRSA sind die Zeugen zu y := (N;e;g;X) die
verschiedenen RSA-Repr￿ asentationen von X 2 Z￿
N bez￿ uglich (N;e;g).
Definition 1.3.2 (Proof-Of-Knowledge). Ein Proof-Of-Knowledge f￿ ur die in
Polynomialzeit ￿ uberpr￿ ufbare Relation R ist ein Protokoll hP;ViPOK mit
folgenden Eigenschaften:
a) Completeness: F￿ ur (y;z)   T (1n) besteht ein Prover P(y;z) das
Protokoll hP(y;z);V(y)iPOK nahezu immer, d.h. bis auf vernach-
l￿ assigbare Wahrscheinlichkeit.
b) Soundness: Es gibt einen probabilistischen Polynomialzeit-Algo-
rithmus (Knowledge-Extraktor) E, so dass f￿ ur alle e P und alle e z :=
e z(y) gilt: Besteht e P das Protokoll h e P(y; e z);V(y)iPOK mit Wahr-
scheinlichkeit ￿, dann berechnet E zu (y; e P) einen Zeugen z 2
witnessR(y) mit Wahrscheinlichkeit ￿ ￿ ￿ f￿ ur ein vernachl￿ assigba-
res ￿.16 KAPITEL 1. EINLEITUNG
Das Identi￿kationsschema hP;ViRSA von Okamoto ist sicher gegen An-
gri￿e aus dem Stand, ein Angreifer AAdhoc (engl. Adversary), der ad hoc
versucht, sich als Prover auszugeben, hat nach Satz 1.3.1 nur eine ver-
nachl￿ assigbare Erfolgswahrscheinlichkeit:
Korollar 1.3.3 (Okamoto 1992). Unter der RSA-Annahme ist das Identi￿-
kationsschema hP;ViRSA aus Abbildung 1.1 sicher gegen Angri￿e aus
dem Stand, denn besteht AAdhoc das Protokoll mit Wahrscheinlichkeit
￿, so kann man in erwarteter Laufzeit 2 ￿ jAAdhocj mit Wahrscheinlich-
keit mindestens (1 ￿ 1
e)(￿ ￿ 1
e) die e-te Wurzel von g mod N berechnen.
Beweis. Wir geben die Beweisidee [Ok92]. Angenommen, es g￿ abe einen er-
folgreichen Adhoc-Angreifer AAdhoc. Wir simulieren eine Trusted-Party T :
Zu (N;e;g)   RSAIndex(1n) w￿ ahle einen zuf￿ alligen Secret-Key (x1;r1) 2R
Ze￿Z￿
N und entsprechenden Public-Key X := gx1r1
e mod N. Die simulierte
Umgebung hat keinen Ein￿u￿ auf Verhalten und insbesondere Erfolgswahr-
scheinlichkeit von AAdhoc, weil die Verteilung der Daten identisch mit der
des realen Umfelds (Setting) ist. Gem￿ a￿ Satz 1.3.1 extrahiere aus AAdhoc
eine Repr￿ asentation (x2;r2) von X. Der Public-Key X l￿ a￿t keine R￿ uck-
schl￿ usse auf die von uns gew￿ ahlte Repr￿ asentation zu, die beiden Darstel-
lungen (x1;r1) und (x2;r2) sind unabh￿ angig. Es gibt exakt e verschiedene
RSA-Repr￿ asentationen zu X. Wir verf￿ ugen mit Wahrscheinlichkeit 1 ￿ 1
e in
Form von (x1;r1) und (x2;r2) ￿ uber zwei verschiedene Repr￿ asentationen zu
X, was nach Satz 1.2.4 das Ziehen der e-ten Wurzel von g mod N erm￿ oglicht
| Widerspruch zur RSA-Annahme.
Dieser Sicherheitsbeweis soll auf aktive Angri￿e erweitert werden. Bei
dieser Form eines Angri￿s, dargestellt in Abbildung 1.3, ￿ ubernimmt der An-
greifer A zun￿ achst die Rolle eines Veri￿ers e V gegen￿ uber dem echten Prover
P und f￿ uhrt das Protokoll hP;AiRSA polynomiell oft aus. Im Anschlu￿ an
diese "Lernphase\ versucht A, sich gegen￿ uber einem Veri￿er V als Prover
auszugeben: hA;ViRSA. Die Beweisidee zu Korollar 1.3.3 ist auf diese Situa-
tion ￿ ubertragbar, denn mit Hilfe des Secret-Keys (x1;r1) sind wir in der
Lage, die Protokollausf￿ uhrungen mit A als Veri￿er zu simulieren und so
den aktiven Angri￿ auf AAdhoc zur￿ uckzuf￿ uhren. Nachzuweisen bleibt, dass
die extrahierte RSA-Repr￿ asentation (x2;r2) unabh￿ angig von der gew￿ ahlten
Darstellung (x1;r1) ist, also die Kommunikation des ehrlichen Provers P mit
A bzw. einem unehrlichen Veri￿er e V nicht von der gew￿ ahlten Repr￿ asentation
zu X abh￿ angt.
Definition 1.3.4 (View). Zu einem Protokoll hP;Vi bezeichnet man als View
view(hP;Vi) die Zufallsvariable bestehend aus
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Abbildung 1.3: Aktiver Angri￿
Prover P Angreifer A Veriﬁer V
hP;AiRSA ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
￿￿￿
hA;ViRSA ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
￿ den internen M￿ unzw￿ urfen beider Parteien sowie
￿ der Kommunikation einer Protokollausf￿ uhrung.
Beim View der Partei P bzw. V, viewP(hP;Vi) und viewV(hP;Vi), fehlen
die internen M￿ unzw￿ urfe und die individuelle Eingabe der anderen Seite.











Die Witness-Indistinguishability eines Proof-Of-Knowledge respektive ei-
nes Identi￿kationsprotokolls2 besagt, dass ein Veri￿er e V nicht unterscheiden
kann, welchen Zeugen bzw. Secret-Key der Prover P verwendet:
Definition 1.3.5 (Witness-Indistinguishability). Ein Identi￿kationsschema
hP;ViId oder ein Proof-Of-Knowledge hP;ViPOK f￿ ur die Relation R
hei￿t witness-indistinguishable, wenn f ￿ ur alle e V und alle Zeugen z0 2














2Ein Identi￿kationsprotokoll mu￿ kein Proof-Of-Knowledge sein, dem in Abschnitt 2.2
konstruierten System fehlt der Knowledge-Extraktor. Der Extraktor ist keine Vorausset-
zung f￿ ur Witness-Indistinguishability, daher verwendet man die Bezeichnung auch f ￿ ur
Identi￿kationsschema mit der Relation zwischen Secret- und Public-Key.18 KAPITEL 1. EINLEITUNG
ununterscheidbar sind. Je nach Grad der Ununterscheidbarkeit spricht
man von perfekter, statistischer oder Polynomialzeit-Witness-Indistin-
guishability.
F￿ ur das Protokoll hP;ViRSA gilt die perfekte Witness-Indistinguishabili-
ty, d.h. die Verteilung von viewe V(hP;ViRSA) ist unabh￿ angig von der gew￿ ahl-
ten Repr￿ asentation des Public-Keys X. Man nennt diese Eigenschaft auch
Zeugen-Unabh￿ angigkeit (Witness-Independence) [Go98].
Lemma 1.3.6 (Okamoto 1992). Das Identi￿kationsschema (der Proof-Of-
Knowledge) hP;ViRSA aus Abbildung 1.1 erf￿ ullt die perfekte Witness-
Indistinguishability.
Beweis. Der Prover P = P(X;x;r) verf￿ uge ￿ uber die Repr￿ asentation (x;r)
und der Prover P0 = P(X;x0;r0) ￿ uber die Darstellung (x0;r0) von X. Wir
zeigen, die Kommunikation (Y;c;W;z) entspricht mit gleicher Wahrschein-
lichkeit der Protokollausf￿ uhrung von P und e V(X) als auch der von P0 und
e V(X). Setze ￿x := x0 ￿ x und ￿r := r(r0)￿1 mod N. Wegen re ￿ Xg￿x
(mod N) gilt (￿r)e ￿ g￿x (mod N). P w￿ ahle im ersten Schritt y 2R Ze
und s 2R Z￿
N. P0 votiert mit gleicher Wahrscheinlichkeit f ￿ ur
y0 := y ￿ c ￿ ￿x mod e
s0 := s ￿ ￿rc mod N:
Aufgrund Y 0 = Y stellt bei beiden Ausf￿ uhrungen e V die Challenge c mit
gleicher Wahrscheinlichkeit. Die Antworten (z;W) respektive (z0;W 0) sind
durch den Secret-Key, die hinterlegten Werte (y;s) bzw. (y0;s0) und die
Challenge c vorgegeben. Einsetzen der Daten ergibt (z;W) = (z0;W 0). Die
Wahrscheinlichkeit, dass bei einer Protokollausf ￿ uhrung die Kommunikation
(Y;c;W;z) ist, stimmt bei beiden Provern P und P0 ￿ uberein.
Wir erweitern den Sicherheitsbeweis (Korollar 1.3.3, Seite 16) von Adhoc-
auf aktive Angreifer. Wie geschildert, simuliere mit Hilfe der gew ￿ ahlten Re-
pr￿ asentation (x1;r1) von X zuvor die Protokollausf￿ uhrungen mit dem akti-
ven Angreifer als Veri￿er. Dank perfekter witness-indistinguishabillty, siehe
Lemma 1.3.6, liefert der Knowledge-Extraktors mit Wahrscheinlichkeit 1 ￿ 1
e
eine weitere Repr￿ asentation von X. Diese Aussage gilt auch, wenn die vor-
hergehenden Protokollausf￿ uhrungen mit dem Prover P verschachtelt sind
(Interleaving-Attack ), man spricht dann von parallelen Angri￿en:
Satz 1.3.7 (Okamoto 1992). Unter der RSA-Annahme ist das Identi￿kati-
onsschema hP;ViRSA aus Abbildung 1.1 sicher gegen aktive und paralle-
le Angri￿e, denn besteht A das Protokoll mit Wahrscheinlichkeit ￿, so
kann in erwarteter Laufzeit 2 ￿ jAj mit Wahrscheinlichkeit mindestens
(1 ￿ 1
e)(￿ ￿ 1
e) die e-te Wurzel von g berechnen.1.3. IDENTIFIKATIONSSCHEMA 19
Der Begri￿ des parallelen Angri￿s im Bezug auf Identi￿kationssche-
mas ist nicht kanonisch. Bei Feige, Fiat und Shamir [FFS88] umfa￿t ein
paralleler Angri￿ auch die Kommunikation des Angreifers A mit mehre-
ren Provern P1;P2;:::;Pk, und im Anschlu￿ versucht der Angreifer sich
als einer dieser Prover auszugeben. Diese Attacke kann man auf obigen
Sicherheitsbeweis zur￿ uckf￿ uhren. Um das RSA-Repr￿ asentationsproblem zu
(N;g;e)   RSAIndex(1n) zu l￿ osen, w￿ ahle zuf￿ alliges m 2R [1;k] und wei-
se Pm jene Daten als Public-Parameter zu. Aufgrund der Laufzeitschranke
von A ist k ein im Sicherheitsparameter polynomieller Wert und mit nicht
vernachl￿ assigbarer Wahrscheinlichkeit 1
k versucht der Angreifer, sich als Pm
auszugeben.
Abbildung 1.4: Person-In-The-Middle-Angri￿
Prover P Angreifer APim Veriﬁer V
hP;APimiRSA ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
hAPim;ViRSA ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
Wie andere Identi￿kationsschemas ist das Verfahren hP;ViRSA nicht si-
cher gegen Angri￿e des Typs Person-In-The-Middle (PIM). Der Angreifer
APim ￿ ubernimmt bei dieser, auch als Ma￿a-Attacke bekannten Angri￿sform
die Rolle eines Intermedi￿ ars in der Kommunikation zwischen Veri￿er V und
Prover P ein. Mit Hilfe der Antworten des Provers P versucht APim, sich
gegen￿ uber V als P auszugeben. Der Angreifer APim stimuliert eine Identi-
￿kation mit P und reicht dessen Wert Y an V weiter. Seine Challenge c
￿ ubergibt er seinerseits P, um mit dessen Antwort (z;W) die Identi￿kati-
on als P gegen￿ uber V zu bestehen. Das grunds￿ atzliche Sicherheitsproblem
bei PIM-Angri￿en ist die fehlende M￿ oglichkeit, die ￿ Ubernahme anonymer,
digitaler Daten zu verhindern. Cramer und Damgard [CrDa97] haben
vorgeschlagen, den Veri￿er V ebenfalls mit einem Schl￿ usselpaar auszustat-
ten und so die Identi￿kation an den Veri￿er zu binden (P beweist, er kennt
den Secret-Key von P oder V), mit der Absicht, diese Protokollausf￿ uhrung
nicht-￿ ubertragbar zu machen.20 KAPITEL 1. EINLEITUNG
1.4 Unterschriftenschema
Digitale Unterschriften, eine der zentralen Anwendungen moderner Public-
Key-Kryptographie, dienen der ￿ o￿entlichen Authenti￿zierung einer Nach-
richt m. Der Signer S erzeugt mit Hilfe seines Secret-Keys eine Signatur
￿(m) zur Nachricht m und jeder Anwender (User) U kann eigenst￿ andig
anhand des ￿ o￿entlichen Schl￿ ussels von S nachvollziehen, dass dieser die
Nachricht m in Form von ￿(m) digital unterzeichnet hat. Ein einfaches Bei-
spiel ist die RSA-Unterschrift ￿(m) = m
1
e mod N [RSA78]. Zur Veri￿kation
vergleiche die e-te Potenz der Signatur mit der Nachricht:
￿(m)e !
￿ m (mod N):
Zum Unterschreiben l￿ angerer Nachrichten verwendet man im allgemeinen
das Hash-&-Sign-Prinzip, bei dem statt einer Nachricht m nur ihr signi-
￿kant k￿ urzerer Hashwert h(m) unterzeichnet wird. Die Urbildmenge der
Hashfunktion h(￿) ist deutlich gr￿ o￿er als der Bildbereich, so dass zwar Kol-
lisionen, also Paare (x1;x2) mit x1 6= x2 und h(x1) = h(x2), existieren,
dennoch soll aus Sicherheitsgr￿ unden, weil alle Nachrichten mit identischem
Hashwert die gleiche Signatur haben, jeder Polynomialzeit-Algorithmus ei-
ne solche Kollision bestensfalls mit vernachl ￿ assigbarer Wahrscheinlichkeit
￿nden. Man spricht dann von einer kollisions-resistenten Hashfunktion.
Beispielsweise stellt unter der RSA-Annahme
h(N;g;e)(m;r) := gmre mod N
mit (N;e;g)   RSAIndex(1n) eine kollisions-resistente Hashfunktion h :
Z￿
N ￿ Ze ! Z￿
N dar, denn eine Kollision entspricht einer L￿ osung des RSA-
Repr￿ asentationsproblems. In der Praxis sind solche auf Zahlentheorie ba-
sierenden Hashfunktionen allerdings zu komplex bzw. die Implementierung
zu zeitaufwendig und man greift auf Funktionen wie MD5 oder SHA zur￿ uck
[MOV97].
Fiat und Shamir [FS86] haben bei der Vorstellung des ersten Identi￿ka-
tionsschemas mit Three-Move-Struktur vorgeschlagen, die Challenge durch
einen Funktionswert zu ersetzen, um auf diese Weise die Interaktion zu
eliminieren und ein Unterschriftenschema zu erhalten. Betrachten wir die-
se generische Transformation anhand Okamotos Identi￿kationsprotokoll
hP;ViRSA aus Abbildung 1.1 auf Seite 11:
￿ Der Prover ￿ ubernimmt die Rolle des Unterschreibenden (Signers) S,
￿ die Kommunikation ￿(m) := (Y;W;z) bez￿ uglich Challenge c := c(Y;m)
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￿ zum ￿ Uberpr￿ ufen einer Signatur ￿(m) veri￿ziere, dass dies in der Tat
eine g￿ ultige Kommunikation zur Challenge c(Y;m) ist.
Wir haben gesehen, dass ein Betr￿ uger bei Vorabkenntnis der Challenge c
das Protokoll ￿ uber eine geeignete Wahl von Y auch ohne Wissen einer RSA-
Repr￿ asentation bestehen kann. Aus diesem Grund bestimmt man die Chal-
lenge in Abh￿ angigkeit sowohl von Y als auch der Nachricht m ￿ uber eine
Hashfunktion c := H(Y;m). W￿ ahrend f￿ ur die beim Sign-&-Hash-Ansatz
verwendete Hashfunktion h(￿) Kollisions-Resistenz ausreichte, ist die For-
derung nach dieser Eigenschaft bez￿ uglich H(￿) ungen￿ ugend. Die Kollisions-
Resistenz schlie￿t nicht aus, dass ein Angreifer A e￿zient zu (Y;m) eine
Nachricht m￿ mit h(Y;m) ￿ h(Y;m￿) + 1 (mod e) ￿ndet. Dann kann A
die g￿ ultige Unterschrift zu m in eine zur Nachricht m￿ transformieren, weil
u.a. bei Okamotos Identi￿kation die Werte (W;z) an die um eins erh￿ ohte
Challenge ohne weiteres anzupassen sind. F￿ ur die Sicherheitsanalyse der Si-
gnaturschema wird unterstellt, die Funktion H verhalte sich wie eine echte
Zufallsfunktion. Modelliert wird diese Pr￿ amisse durch das Random-Oracle-
Modell [BR93], bei dem die Funktion H als Blackbox gegeben ist und
Auswertungen ￿ uber Fragen an ein Orakel (Queries) erfolgen. Insbesondere
sind f￿ ur je zwei verschiedene Commitments Y1 und Y2 die Zufallsvariablen
H(Y1;m) und H(Y2;m) unabh￿ angig und uniform verteilt, was der Wahl der
Challenges im Protokoll bei unabh￿ angigen Ausf￿ uhrungen entspricht.
Betrachten wir das aus Okamotos Identi￿kation hP;ViRSA abgeleitete
Unterschriftenschema. Um eine Nachricht m zu unterzeichnen, w￿ ahlt der
Signer S zuf￿ allige y 2R Ze, s 2R Z￿
N und bildet die Unterschrift mit Hilfe
des geheimen Schl￿ ussels (x;r) analog zum Identi￿kationsprotokoll
￿(m) := ( gyse mod N
| {z }
=Y







mit c := H(Y;m). Zur Pr￿ ufung einer Unterschrift ￿(m) = (Y;z;W) veri￿-
ziert man anhand des Public-Keys X, ob
Y XH(Y;m) !
￿ W egz (mod N):
F￿ ur die Sicherheit des Identi￿kationsschemas haben wir die Erfolgswahr-
scheinlichkeit eines (aktiven) Angreifers A, nach einer Lernphase eine Proto-
kollausf￿ uhrung als Prover zu bestehen, betrachtet. Im Fall eines Unterschrif-
tenschemas erh￿ alt der Angreifer A in der Lernphase die Unterschriften zu be-
liebigen, mithin adaptiv gew￿ ahlten Nachrichten, modelliert mit dem Zugang
zu einem Signatur-Orakel. Diese Form des aktiven Angri￿s auf ein Unter-
schriftenschema nennt man Adaptive-Chosen-Message [GMRi88]. Ziel von22 KAPITEL 1. EINLEITUNG
A ist, eine Unterschrift ￿(m) zu einer Nachricht m seiner Wahl zu berech-
nen. Um diese Form der F￿ alschung, eine sogenannte Existentical-Forgery,
nicht zu trivialisieren, darf der Angreifer A keine Unterschrift zu m vom
Signatur-Orakel zuvor erfragen. Ist die Erfolgswahrscheinlichkeit des An-
greifers vernachl￿ assigbar klein (bez￿ uglich Sicherheitsparameter), nennt man
das Schema sicher gegen Existential-Forgery bei Adaptive-Chosen-Message-
Angri￿en:
Satz 1.4.1 (Okamoto 1992, Pointcheval und Stern 1996). Das aus dem Iden-
ti￿kationsschema hP;ViRSA abgeleitete Unterschriftenschema ist unter
der RSA-Annahme im Random-Oracle-Modell bei Adaptive-Chosen-
Message-Angri￿en sicher gegen Existential-Forgery.
Wir skizzieren die Grundidee des Beweises [PSt96a, PSt00]. Angenom-
men, ein Angreifer A erzeuge eine Unterschrift ￿(m) zu einer Nachricht
m. Wir setzen o.B.d.A. voraus, dass A das Hash-Orakel nicht mehrfach
nach dem Hashwert eines Argumentes fragt. Wie im Beweis der Sicherheit
des Identi￿kationsschemas gegen aktive Angreifer (Satz 1.3.7 auf Seite 18)
simulieren wir das Signatur-Orakel mit der von uns gew ￿ ahlten Repr￿ asenta-
tion. Beim Zur￿ ucksetzen gehen wir an die Stelle, an welcher der Angreifer
A das Hash-Orakel nach H(Y;m) 2 Ze fragt und ersetzen die Hashfunktion
H durch eine, die mit H auf den bisherigen ausgewerteten Stellen ￿ uber-
einstimmt. Dies ist im Random-Oracle-Modell m ￿ oglich, weil A nur mit-
tels Fragen ans Hash-Orakel Informationen ￿ uber Hashwerte erh￿ alt und die
Verteilungen der "nachfolgenden\ Hashwerte unabh￿ angig von den bisheri-
gen Auswertungen sind. Die beiden Unterschriften zu m entsprechen zwei
Protokollausf￿ uhrungen mit gleichem Y -Wert und verschiedenen Hashwerten
(Challenges), so dass wir das RSA-Repr￿ asentationsproblem und im Ergebnis
RSA l￿ osen. Die Reduktion ist allerdings nicht sicherheitserhaltend. Ange-
nommen, A gelinge mit Q Hash-Orakel-Fragen in einem Adaptive-Chosen-
Message-Angri￿ eine Existential-Forgery mit Wahrscheinlichkeit ￿ >
7Q
e .
Dann erhalten wir in maximal 216;4Q￿jAj Schritten mit Wahrscheinlichkeit
￿ zwei Unterschriften (Y;c1;z1;W1) und (Y;c2;z2;W2) mit c1 6= c2, um das
RSA-Repr￿ asentationsproblem zu l￿ osen [PSt00, Theorem 10].
Eine wichtige Variante Digitaler Signaturen sind die bereits 1982 von
Chaum [Ch82] eingef￿ uhrten blinden Unterschriften. Umgangssprachlich
ausgedr￿ uckt unterschreibt S einem Anwender U einen Wert ohne die eigent-
liche Nachricht zu kennen. Chaums Idee war, dass in einem Ecash-System
von der Bank signierte Nachrichten digitalen M ￿ unzen entsprechen und durch
die blinde Unterschrift die Anonymit￿ at der Kunden beim sp￿ ateren Bezahlen
im Gesch￿ aft gew￿ ahrleistet ist. Die Blindheit verwehrt der Bank die M ￿ oglich-
keit festzustellen, wem sie die vom Ladenbesitzer eingereichte M ￿ unze zuvor1.4. UNTERSCHRIFTENSCHEMA 23
ausstellte, um so beispielsweise ein Konsumpro￿l der Bankkunden zu gene-
rieren. Der Weg der digitalen M￿ unze ist nicht zu verfolgen, man spricht von
Untraceability.
Wir beschreiben eine Umsetzung des Konzepts der blinden Signaturen
zun￿ achst anhand der RSA-Unterschrift ￿(m) := m
1
e mod N zu einer Nach-
richt m 2 Z￿
N. F￿ ur die blinde Variante w￿ ahlt U zu m einen Randomisierer
￿ 2R Z￿
N und bittet S, die Nachricht m0 := m￿e mod N zu unterzeichnen.
Durch anschlie￿ende Multiplikation der von S erhaltenen Signatur ￿(m0)





e ￿ ￿(m) (mod N):
Bezeichne ￿ die Transformation ￿(m0;￿(m0);￿) := ￿(m0)￿￿1 der geleis-
teten Unterschrift ￿(m0) in die zur eigentlichen Nachricht m. Das Paar
(m0;￿(m0)) ist uniform verteilt in der Menge aller Nachricht-Unterschrift-
Paaren und unabh￿ angig von (m;￿(m)), weshalb man von perfekter Blind-
heit spricht. Bei (m0;￿(m0)) handelt es sich um den Signer-View des Signa-
turprotokolls hS;UiBlSig(m), wobei m als beabsichtigter Wert (engl. inten-
ded value) des Protokolls bezeichnet wird. F ￿ ur die Blindheit fordert man,
dass f￿ ur den Signer e S eine Protokollausf￿ uhrung h e S;UiBlSig(m) nicht dem
Paar (m;￿(m)) bestehend aus Nachricht m und seitens ehrlichem User U





[JLO97]. F￿ ur die De￿nition der Blindheit ist der Signer e S zwar nicht an die
Protokollspezi￿kation gebunden, mu￿ aber eine vom ehrlichen User U akzep-
tierte Antwort geben, die dieser dann in eine Unterschrift zur beabsichtigten
Nachricht m transformieren kann:
Definition 1.4.2 (Blindheit von Unterschriften). Ein Unterschriften-Schema
hS;UiBlSig hei￿t blind, wenn f￿ ur alle e S und alle Nachrichten m1 :=
m1(￿;pk), m2 := m2(￿;pk) die Verteilungen
￿
￿
m1; viewe S(h e S;UiBlSig(m1)); ￿(viewU(h e S;UiBlSig(m1)))
| {z }





m1; viewe S(h e S;UiBlSig(m1)); ￿(viewU(h e S;UiBlSig(m2)))
| {z }
=￿(m2) m2; viewe S(h e S;UiBlSig(m2));
￿
ununterscheidbar sind. Je nach Grad der Ununterscheidbarkeit spricht
man von perfekter, statistischer oder Polynomialzeit-Blindheit.
Man beachte, dass im Falle eines interaktiven Signaturprotokolls die
beide Ausf￿ uhrungen h e S;UiBlSig(m1), h e S;UiBlSig(m2) eventuell verschachtelt
sind. Die Blindheit ist alternativ durch folgendes Experiment zu charak-
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dann in zuf￿ alliger Reihenfolge zum blinden Unterschreiben vorgelegt be-
kommt, um anschlie￿end zu entscheiden, welche der beiden Nachrichten er
als erstes signiert hat, d.h. welche der beide Ausf ￿ uhrungen h e S;UiBlSig(m1),
h e S;UiBlSig(m2) als erste vom User U initiiert wurde. F￿ ur ein blindes Unter-
schriften-Schema ist der Vorteil gegen￿ uber Raten vernachl￿ assigbar. Bei per-
fekter Blindheit sinkt der Vorteil sogar auf Null, denn dann ist der View
viewe S(h e S;UiBlSig(m)) unabh￿ angig von Nachricht und Signatur (m;￿(m)).
Abbildung 1.5: Blinde Unterschrift hS;UiRSABlSig auf RSA-Repr.
Signer S (N;￿;t;g) User U
Repr￿ asentation x;r X = gxre mod N
W￿ ahle y 2R Ze
W￿ ahle s 2R Z￿
N
Y := gyse mod N Y ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! W￿ ahle ￿;￿ 2R Ze
W￿ ahle ￿ 2R Z￿
N
Y 0 := Y g￿￿eX￿ (N)
c := H(Y 0;m) 2 Ze
c0 := c + ￿ mod e
W￿ ahle c00, so dass
c0
  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ c + ￿ = c0 + ec00
z0 := y + c0x mod e
W 0 := src
0
gb(y+c
0x)=ec (N) W 0;z0





z := z0 ￿ ￿ mod e
W￿ ahle z00, so dass
z0 + ￿ = z ￿ ez00






Y 0Xc ￿ W egz
￿(m) := (Y 0;W;z)
Aus Okamotos Identi￿kation hP;ViRSA bzw. dem Signaturverfahren ist
ebenfalls ein Blinde-Unterschriften-Schema abzuleiten [ PSt96b, PSt00]. Ab-
bildung 1.5 zeigt das Signaturprotokoll hS;UiRSABlSig. Mit ￿(m) := (Y 0;W;z)1.4. UNTERSCHRIFTENSCHEMA 25
verf￿ ugt U ￿ uber eine Unterschrift zu m, denn











￿ Y 0Xc (mod N):
(1.5)
Wir rechnen nach, dass (Y;c0;W 0;z0) dank der Randomisierer (￿;￿;￿) un-
abh￿ angig von (Y 0;c;W;z) verteilt ist und als Konsequenz das Signatursche-
ma perfekte Blindheit bietet:
Lemma 1.4.3. Das Unterschriften-Schema hS;UiRSABlSig aus Abbildung 1.5
erf￿ ullt die perfekte Blindheit.
Beweis. Gegeben seien zu den beiden Nachrichten m1;m2 zwei blinde Un-
terschriften ￿(m1) = (Y 0
1;W1;z1) und ￿(m2) = (Y 0
2;W2;z2) mit c1 :=
H(Y 0
1;m1) sowie c2 := H(Y 0




1) beim Unterschreiben von m1 w￿ are mit gleicher Wahr-
scheinlichkeit beim Signieren von m2 aufgetreten. Seien (￿1;￿1;￿1) die beim
Unterzeichnen von m1 verwandten Randomisierer. Wir benennen passende




koll h e S;UiRSABlSig(m2) mit (Y1;c0
1;W 0
1;z0
1) ￿ ubereinstimmt, wenn e S in beiden
Ausf￿ uhrungen gleiche Zufallsbits verwendet.
Die Wahl von Y1 im ersten Schritt h￿ angt weder von den von U sp￿ ater
gew￿ ahlten Werten noch von der Nachricht ab, so dass im Ergebnis e S mit
gleicher Wahrscheinlichkeit Y2 = Y1 vorgibt. Sei ￿c := c0
1￿c2 und ￿z = z2￿
z0
1. Mit der gleichen Wahrscheinlichkeit wie der User beim Unterschreiben
von m1 die Randomisierer (￿1;￿1;￿1) w￿ ahlt, votiert U f￿ ur
￿2 := (￿z mod e) ￿ ￿1 + z1 ￿ z2 (mod e)
￿2 := W2 ￿ (W 0
1)￿1 ￿ gb￿z=ec ￿ Xb￿c=ec (mod N)
￿2 := (￿c mod e) ￿ ￿1 + c1 ￿ c2 (mod e);
denn mit ￿1;￿1;￿1 bzw. ￿1;W 0
1;￿1 sind auch ￿2;￿2;￿2 uniform und un-
abh￿ angig verteilt. F￿ ur die Randomisierer (￿2;￿2;￿2) gilt
c0
2 ￿ c2 + ￿2 ￿ c2 + (￿1 + c1 ￿ c2) ￿ c1 + ￿1 ￿ c0
1 (mod e);






2 ￿ Y 0
2Xc2g￿z2 (mod N);26 KAPITEL 1. EINLEITUNG




2X￿2 ￿ Y1 ￿ Xe￿b￿c=ec+￿2 ￿ ge￿b￿z=ec+￿2 ￿ W e
2(W 0
1)￿e
￿ Y1 ￿ X￿c ￿ g￿z ￿ W e
2(W 0
1)￿e
￿ Y1 ￿ Xc0
1￿c2 ￿ gz2￿z0





Die Verteilung der Antwort (W 0;z0) des Signers e S h￿ angt neben den internen
M￿ unzw￿ urfen von e S nur von Y und c0 ab, wonach der Unterschreibende mit
gleicher Wahrscheinlichkeit (W 0
2;z0
2) = (W 0
1;z0
1) vorgibt. Nach Wahl von ￿2
folgt aus z0
2 = z0
1 und z1 + ￿1 ￿ z0
1 (mod e), dass z0
2 ￿ ￿2 die Vorgabe z2
erf￿ ullt:
z0
2 ￿ ￿2 ￿ z0
1 ￿ (￿1 + z1 ￿ z2) ￿ z0
1 ￿ (z0
1 ￿ z2) ￿ z2 (mod e):
Der verbleibende Nachweis von W2 ￿ W 0
2￿2g￿z00
2Xc00
2 (mod N) anhand der
beiden Kontrollgleichungen Y2Xc0
2 ￿ (W 0
2)egz0
2 und Xc2 ￿ W e
2gz2 modulo
N ist elementar, es handelt sich um eine einfache, algebraische Umformung
des Typs (1.5).
Die De￿nition einer Existential-Forgery ist nicht unmittelbar auf blin-
de Unterschriften zu ￿ ubertragen, denn die Restriktion, dass der Angreifer
A nicht zuvor das Orakel nach der betre￿enden Signatur befragt haben
darf, widerspricht der Eigenschaft blinder Unterschriften. Pointcheval
und Stern [PSt96b, PSt00] haben den Begri￿ der sogenannten (‘;‘ + 1)-
Forgery oder kurz One-More-Forgery eingef￿ uhrt: Der Angreifer A soll nach
‘ Interaktionen mit dem Signatur-Orakel am Ende ￿ uber ‘+1 Unterschriften
verf￿ ugen. Im Beispiel digitaler M￿ unzen ist das Ziel des Angri￿s der Besitz
von mehr Geld als zuvor von der Bank abgehoben. Weil das digitale Unter-
schreiben durch ein interaktives Protokoll bewerkstelligt wird, sind f ￿ ur die
Sicherheit blinder Signaturen ebenfalls parallele Angri￿e relevant. F ￿ ur das
Blinde-Unterschriften-Schema hS;UiRSABlSig gilt [PSt00, Theorem 26]:
Satz 1.4.4 (Pointcheval und Stern 1996). Unter der RSA-Annahme ist das
Blinde-Unterschriften-Schema hS;UiRSABlSig aus Abbildung 1.5 im Ran-
dom-Oracle-Modell bis zu poly-logarithmisch vielen Interaktionen ‘ mit
dem Signatur-Orakel sicher gegen (parallele) One-More-Forgery.
Im Hinblick auf die Sicherheit ist die G￿ ute der Reduktion ern￿ uchternd:
Gelingt A mit Q Hash-Orakel-Fragen eine One-More-Forgery mit Wahr-
scheinlichkeit ￿ ￿ 4Q‘+1e￿1, l￿ osen wir in 220(‘ + 1)2e￿2QjAj Schritten das1.5. COMMITMENT-SCHEMATA 27
RSA-Repr￿ asentationsproblem mit Wahrscheinlichkeit ￿.3 Insbesondere die
Restriktion von lediglich sub-polynomiell vielen Interaktionen mit dem Sig-
natur-Orakel entspricht nicht dem Sicherheitsgedanken der Kryptographie
einer polynomiellen Schranke. Ein theoretisches Resultat von Juels, Lu-
by und Ostrovsky [JLO97] belegt, dass unter kryptographischen Stan-
dardannahmen prinzipiell Blinde-Unterschriften-Schemata, welche auch bei
polynomiell vielen Interaktionen beweisbar sicher sind, existieren.
1.5 Commitment-Schemata
Commitment-Schemata, sie dienen zur sicheren Hinterlegung von geheimen
Daten, sind ein Standardbausteine der Kryptographie [Go98]. Ein solches
Verfahren zur Hinterlegung von m setzt sich aus zwei interaktiven Proto-
kollen, auch Phasen genannt, zusammen:
Hinterlegungs- oder Commitment-Phase: Durch die gesandten Daten im Proto-
koll hS;Ricom(m) bindet sich der Sender S gegen￿ uber dem Empf￿ anger
(Receiver) R an die geheime Nachricht m. Die kommunizierten Daten
M werden als das Commitment bezeichnet.
Aufdeckungs-, ¨ Oﬀnungs- oder Decommitment-Phase: Der Sender deckt im Pro-
tokoll hS;R(M)idecom(m) den verbrieften Wert m auf und beweist dem
Receiver R, dass er diese Nachricht zuvor in Form von M hinterlegt
hatte.
Zur Aufdeckung ￿ ubergibt der Sender S dem Empf￿ anger R in der Regel
seine Zufallsbits aus der Commitment-Phase als Nachweis, dass die o￿en-
barte Nachricht m mit der zuvor hinterlegten ￿ ubereinstimmt. Bei dieser
Form ist die Decommitment-Phase nicht-interaktiv. Wird auch die Hin-
terlegung durch eine Nachricht des Senders S an den Receiver R bewerk-
stelligt, spricht man von einem nicht-interaktiven Commitment-Schema.
Analog zur digitalen Unterschrift gibt es ein Hash-&-Commit-Prinzip:
Statt der eigentlichen Nachricht m hinterlegt man ihren k￿ urzeren Hash-
wert h(m) bez￿ uglich einer kollisions-resistenten Hashfunktion h. Naor [N91]
hat gezeigt, wie aus jedem Pseudozufallsgenerator und im Ergebnis aus
jeder Oneway-Funktion [HILL99] ein einfaches, interaktives, polynomial-
zeit-bindendes Bit-Commitment (d.h. ein einzelnes Bit wird hinterlegt) mit
statistischer Geheimhaltung zu konstruieren ist. In der Commitmentphase
von Naors Schema sendet der Receiver R einen zuf￿ alligen Bitstring, und
3F￿ ur poly-logarithmisches ‘, RSA-Exponent e mit vernachl￿ assigbarem Kehrwert
1
e und
polynomielles Q erf￿ ullt jeder polynomielle Bruchteil ￿ die untere Schranke 4Q
‘+1e
￿1 f￿ ur
hinreichend gro￿es n.28 KAPITEL 1. EINLEITUNG
erh￿ alt von S die Hinterlegung in Form eines Bitstrings gleicher L ￿ ange. Durch
die Vorgabe des zuf￿ alligen Bitstrings durch eine Trusted-Party T statt R,
d.h. als Public-Parameter, erh￿ alt man ein nicht-interaktives Commitment-
Schema.
Das RSA-Repr￿ asentationsproblem ist die Grundlage eines einfachen,
nicht-interaktiven Commitment-Schemas, welches die simultane Hinterle-
gung mehrere Bits erlaubt. Die Trusted-Party T stellt den Teilnehmern die
￿ o￿entlichen Parameter (N;e;g)   RSAIndex(1n) zur Verf￿ ugung. Die Dritte
Partei T sichert beiden Seiten zu, dass die Public-Parameters die Geheim-
haltung als auch (unter der RSA-Annahme) die Festlegung gew￿ ahrleisten.
Um m 2 Ze zu hinterlegen, w￿ ahlt der Sender S ein zuf￿ alliges r 2R Z￿
N und
schickt
M := com(m;r) = gmre mod N (1.6)
an den Empf￿ anger R. In der Aufdeckungsphase publiziert S neben der Nach-
richt m auch den zuf￿ alligen Wert r aus der Commitment-Phase. Der Receiver
R akzeptiert die Aufdeckung, sofern die beiden Werte zum Commitment M
passen, dementsprechend (m;r) eine RSA-Darstellung von M ist. Die tradi-
tionelle Sicherheitsanalyse eines Commitment-Schemas umfa￿t zwei Aspek-
te:
Bindung oder Eindeutigkeit: Durch sein Commitment soll der Sender S an sein
hinterlegtes Datum derart eindeutig gebunden sein, dass S au￿er Stan-
de ist, sp￿ ater die Hinterlegung erfolgreich mehrdeutig, d.h. mit ver-
schiedenen Nachrichten, zu ￿ o￿nen.
Geheimhaltung: Der Empf￿ anger R soll anhand des Commitments keine Hin-
weise auf den hinterlegten Wert erhalten.
Betrachte das Commitment-Schema (1.6). Unter der RSA-Annahme ist f￿ ur
den Sender S seine hinterlegte Nachricht verbindlich, da er sonst das zu-
geh￿ orige Repr￿ asentationsproblem l￿ osen k￿ onnte. Man spricht in dieser Situa-
tion von Polynomialzeit-Bindung, denn die Festlegung gilt nur bei unter-
stellter polynomieller Laufzeit von S. Weil r und somit auch re unabh￿ angig
von der Nachricht m uniform in Z￿
N verteilt sind, gilt dies auch f￿ ur das
Produkt gmre modulo N. Der Empf￿ anger R erh￿ alt keine Hinweise ￿ uber die
hinterlegte Nachricht, selbst bei unbeschr￿ ankter Laufzeit, weil das Commit-
ment M unabh￿ angig von der hinterlegten Nachricht m ein uniform verteilter
Wert in Z￿
N ist. Man spricht in diesem Fall von perfekter Geheimhaltung.
Definition 1.5.1 (Bindung und Geheimhaltung von Commitment-Schemata). Sei-
en hS;Ricom und hS;Ridecom die beiden Protokolle des Commitment-
Schemas mit Trusted-Party T .1.5. COMMITMENT-SCHEMATA 29
￿ Das Schema hei￿t polynomialzeit-bindend, wenn f ￿ ur alle e S und
alle Nachrichten m1 := m1(￿), m2 := m2(h e S;Ricom(m1))) 6= m1
die Wahrscheinlichkeit von
h e S;R(h e S;Ricom(m1))idecom(m2) 2 Accept;
vernachl￿ assigbar ist. Im Fall exponentiell kleiner Wahrscheinlich-
keit spricht man von statistischer Bindung.
￿ Das Schema hei￿t geheimhaltend, wenn f￿ ur alle e R und Nachrich-
ten m1 := m1(￿), m2 := m2(￿) die Verteilungen
–
￿





m1;m2;viewe R(hS; e Ricom(m2))
￿
ununterscheidbar sind. Je nach Grad der Ununterscheidbarkeit
spricht man von perfekter, statistischer oder Polynomialzeit-Ge-
heimhaltung.
Bei einem statistisch bindenden Commitment liegt die Nachricht bereits
durch das Commitment eindeutig fest, wenn im Fall der Polynomialzeit-
Bindung zwar mehrere Aufdeckungen existieren (k￿ onnen), allerdings durch
die Laufzeitbeschr￿ ankung der Sender S nicht in der Lage ist, eine zweite
￿ O￿nung zu generieren. Es gilt [Ok92]:
Satz 1.5.2. Mit (N;e;g)   RSAIndex(1n) und r 2R Z￿
N ist unter der RSA-
Annahme
com(m;r) := gmre mod N mod N
ein polynomialzeit-bindendes, nicht-interaktives Commitment-Schema
mit perfekter Geheimhaltung.
Unter der Annahme, der Sender S kann das RSA-Problem (N;e;g) ef-
￿zient nicht l￿ osen, also eine e-te Wurzel von g mod N bestimmen, ist S an
seinen hinterlegten Wert gebunden. Die Kenntnis von g
1
e mod N versetzt
umgekehrt in die Lage, das Commitment mit jeder beliebigen Nachricht zu
￿ o￿nen. Die e-te Wurzel zu g hei￿t Trapdoor4 bez￿ uglich der Bindungseigen-
schaft, ein Hinterlegungsschema mit einer Geheimt ￿ ure nennt man Trapdoor-
Commitment.5 Trapdoor-Commitments allgemein und das erste explizite
4Bildlich gesprochen, wer nicht ￿ uber diese Information verf￿ ugt, f￿ allt beim Versuch, das
Commitment mehrdeutig zu ￿ o￿nen, in die Fallt￿ ure (engl. Trapdoor). In der deutschen
Literatur wird die Trapdoor-Information auch als Geheimt ￿ ure bezeichnet.
5Es existieren ebenfalls statistisch bindende Verfahren mit Trapdoors bez ￿ uglich der Ge-
heimhaltung, die es dem Simulator erm￿ oglichen, den verbrieften Wert vor der Aufdeckung
durch den Sender S bereits zu bestimmen. Diese Form der Trapdoor ist f ￿ ur unsere An-
wendungen allerdings nicht von Bedeutung, so dass im nachfolgenden Text Geheimt ￿ uren
sich stets auf die Bindung beziehen.30 KAPITEL 1. EINLEITUNG
Verfahren gehen auf Brassard, Chaum und Cr￿ epeau [BCC88] zur￿ uck.
Beaver [Be96] hat in einem generellen Rahmen den Begri￿ Equivocable-
Commitment (engl. zweideutige Commitments) f￿ ur Hinterlegungsschema-
ta, welche bei einer Simulation mehrdeutige Aufdeckung erm ￿ oglichen, ge-
pr￿ agt. Di Crescenzo, Ishai und Ostrovsky [DIO98] haben die Idee der
Equivocable-Commitments f￿ ur ihr nicht-interaktives, non-malleable Hinter-
legung-Schema formalisiert und f￿ ur eine Konstruktion basierend auf einem
Trapdoor-Commitment, genauer Noars Schema [N91], verwandt.
F￿ ur ein Equivocable-Commitment basierend auf der RSA-Repr ￿ asenta-
tion setzen wir voraus, dass eine Trusted-Party T die Werte (N;e;g)  
RSAIndex(1n) vorgibt und g 2R Z￿
N unabh￿ angig von N;e verteilt ist. In einer
realen Ausf￿ uhrung kann der Sender S unter der RSA-Annahme seine Hin-
terlegung nicht mehrdeutig ￿ o￿nen. Bei einer Simulation haben wir jedoch
volle Kontrolle ￿ uber die Trusted-Party T . Der Simulator w￿ ahlt (N;e;g)  
RSAIndex(1n), ersetzt aber g durch he mod N f￿ ur ein zuf￿ alliges h 2R Z￿
N.
Erheben in die e-te Potenz modulo N ist eine Permutation, aufgrunddes-
sen he ebenfalls uniform verteilt in Z￿
N ist. Die simulierte Dritte Partei
gibt das Tupel (N;e;he) vor, dessen Verteilung mit der von RSAIndex(1n)
erzeugten ￿ ubereinstimmt. Daher bleibt das Verhalten, so Laufzeit und die
Erfolgswahrscheinlichkeit, der ￿ ubrigen Teilnehmer bei der Simulation erhal-
ten. Gleichzeitig sind wir in der Lage, das Commitment M des Senders S
mit beliebigem m0 statt m zu ￿ o￿nen:




In Verbindung mit der M￿ oglichkeit, innerhalb der Simulation die Ausf ￿ uhrung
zur￿ uckzusetzen, verwenden wir in Kapitel 3.2 Trapdoor-Hinterlegungen als
Bausteine f￿ ur non-malleable Commitments.
Eine Anwendung von Commitment-Schemata ist das nachstehende Coin-
Flipping-Protokoll, bei dem sich zwei Parteien S und R auf gemeinsamen
Bitstring c 2 f0;1gn einigen, der, bei mindestens einer ehrlichen Seite, uni-
form verteilt in f0;1gn ist [Bl82]:
1. S w￿ ahlt einen Zufallsstring a 2R f0;1gn und sendet an R das Com-
mitment com(a).
2. R w￿ ahlt b 2R f0;1gn und sendet S die Zufallsbits b.
3. S ￿ o￿net seine Hinterlegung com(a) und publiziert a.
4. Beide Parteien verwenden die XOR-Verkn￿ upfung c := a￿b als Zufalls-
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Die XOR-Verkn￿ upfung a ￿ b ist uniform in f0;1gn verteilt, sofern einer
der beiden Werte a oder b zuf￿ allig und unabh￿ angig vom anderen Vektor
ist. Im Fall des RSA-Commitments, Satz 1.5.2, w￿ ahlen S und R statt eines
zuf￿ alligen Bitvektors a;b 2R Ze und bestimmen c := a + b mod e als ge-
meinsammen, zuf￿ alligen Wert aus Ze. In Verbindung mit einem Trapdoor-
Commitment k￿ onnen wir innerhalb der Simulation das Ergebnis des Coin-
Flipping stets an unsere Vorgabe c durch ￿ O￿nen der Hinterlegung mit c￿b




:::in general nothing but frustration
can be expected to come from an attack
on a number of 25 or more digits.
— John Brillhart und John Selfridge (1967)
Does anybody seriously believe
that published attacks represent
the state of the art?
— Arjen. K. Lenstra und Eric R. Verheul
Wir stellen in diesem Kapitel eine Repr￿ asentation vor, f￿ ur welche das Auf-
￿nden zweier verschiedener Darstellungen eines Wertes die Faktorisierung
des RSA-Moduls erm￿ oglicht [FF02]. Analog zur RSA-Repr￿ asentation bildet
diese Darstellung die Grundlage eines Identi￿kations-, sowie eines Signatur-
und eines Blinde-Unterschriften-Schemas.
2.1 Faktorisierungsrepr¨ asentation
Das RSA- als auch das zugeh￿ orige Repr￿ asentationsproblem sind h￿ ochstens
so sicher wie das Faktorisierungsproblem, denn RSA ist bei Kenntnis der
Primfaktorzerlegung des Moduls e￿zient zu l￿ osen. Es ist eine o￿ene Frage-
stellung der Kryptographie, ob die Reduktion auch in umgekehrter Richtung
gilt. Wenngleich man annimmt, RSA sei nicht in Polynomialzeit zu l ￿ osen,
gibt eine Arbeit von Boneh und Venkatesan [BV98] Hinweise, wonach die
Berechnung einer e-ten Wurzel modulo N einfacher als die Faktorisierung
des Moduls N sei.
Eng verbunden mit der Zerlegung eines RSA-Moduls N in die beiden
Primfaktoren p und q ist das Wurzelziehen modulo N. Die quadratischen34 KAPITEL 2. IDENTIFIKATIONS- UND UNTERSCHRIFTENSCHEMATA
Reste modulo N
QRN = fa2 mod N j a 2 Z￿
N g ’ QRp ￿QRq
bilden eine Z￿
N-Untergruppe vom Index 4. Quadrieren modulo eines RSA-
Moduls N ist eine 4:1-Abbildung. Die Gleichverteilung auf QR N ist e￿zi-
ent erzeugbar, zu zuf￿ alligem a 2R Z￿
N ist a2 mod N uniform in QRN ver-
teilt. Modulo der Primzahl p (respektive q) entspricht Quadrieren einer 2:1-
Abbildung, die beiden Wurzeln von x 2 QRp haben die Form ￿ap mod p,




q sind die 4 Wurzeln zu x 2 QRN von der Form
a1 := (+ap;+aq) a3 := (￿ap;+aq)
a2 := (￿ap;￿aq) = ￿a1 a4 := (+ap;￿aq) = ￿a3:
Unterscheiden sich zwei Wurzeln a;b 2 Z￿
N zu x 2 QRN nicht nur im Vorzei-
chen, also a 6￿ ￿b (mod N), teilt genau einer der Primfaktoren die Di￿erenz
a￿b und der andere die Summe a+b. Dann erhalten wir die Faktorisierung
mit Hilfe des Euklidischen Algorithmus’:
ggT(a ￿ b;N) = fp;qg: (2.1)
Mit Hilfe dieser Beobachtung reduziert man die Faktorisierung von N auf
Wurzelziehen modulo N [R78]. Sei A ein Verfahren, dass mit Wahrschein-
lichkeit ￿ eine Wurzel zu x 2R QRN bestimmt. W￿ ahle ein zuf￿ alliges b 2R Z￿
N
und berechne mit A eine Wurzel a zu x := b2 mod N. Aus der Eingabe b2
geht nicht hervor, welche der vier Wurzeln wir gew￿ ahlt haben, weshalb die
Ausgabe a eine von b unabh￿ angige Wurzel ist. In der H￿ alfte aller F￿ alle
gilt a 6￿ ￿b (mod N) und wir erhalten die Primfaktoren durch die ggT-
Berechnung (2.1). Dank Algorithmus A faktorisieren wir in nahezu gleicher
Zeit mit Wahrscheinlichkeit 1
2￿ den Modul. Bei Kenntnis der Primfaktor-
zerlegung ist Wurzelziehen modulo N nach Chinesischem Restsatz auf die
Berechnung modulo p und q reduzierbar, wobei f￿ ur prime Module e￿ziente
Algorithmen zum Wurzelziehen existieren [MOV97]. Im Ergebnis sind Fak-
torisierung von N und Wurzelziehen modulo N ￿ aquivalente Probleme, wobei
die Reduktionen jeweils sicherheitserhaltend sind.
Blum-Zahlen N = pq, spezielle RSA-Module des Typs p;q ￿ 3 (mod 4),
zeichnen sich dadurch aus, dass wegen ￿1 = 2 QRp und ￿1 = 2 QRq zu jedem
quadratischen Rest exakt eine der Wurzeln modulo N ein quadratischer
Rest ist und aufgrunddessen f￿ ur einen solchen Modul Quadrieren einer Per-
mutation auf QRN entspricht. Schnorr [S96] hat diese Beobachtung auf





i bezeichne ￿ die kleinste, nat￿ urliche Zahl, so
dass 2￿+1 f￿ ur 1 ￿ i ￿ r nicht ’(p
ei
i ) teilt. Die 2￿-ten Potenzen
HQRN := fa2￿
mod N j a 2 Z￿
N g
bilden o￿enbar eine Untergruppe von Z￿
N. F￿ ur Blum-Zahlen N = pq gilt





ungerade, so dass f￿ ur diesen Modultyp Quadrieren auf HQRN eine Permuta-
tion darstellt. Dies tri￿t auch f￿ ur beliebige, ungerade Module zu [Ha99, S96]:
Satz 2.1.1. F￿ ur einen ungeraden Modul N permutiert Quadrieren HQRN.
Beweis. Sei pe eine ungerade Primzahlpotenz und ￿p die gr￿ o￿te ganze Zahl
mit 2￿pj’(pe). Die Gruppe Z￿
pe ist zyklisch, somit entspricht die Anzahl der
2￿p-ten Wurzeln modulo pe
ggT(jZ￿
pej;2￿p) = 2￿p:
Erheben in die 2￿p-te Potenz modulo pe ist folglich eine 2￿p:1-Abbildung,
und die 2￿p-ten Potenzen modulo pe bilden eine zyklische Untergruppe
HQRpe mit ungerader Ordnung jZ￿
pej=2￿p. Weil auf dieser nach Korollar 1.1.2
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i des Moduls N. Da nach Wahl von ￿
Quadrieren auf HQRp
ei
i jeweils bijektiv ist, erhalten wir die Behauptung.
Der Beweis zu Satz 2.1.1 liefert als alternative Charakterisierung von
HQRN die Menge der x 2 Z￿
N mit ungerader Ordnung ordN(x). Weil Qua-
drieren auf HQRN eine Permutation ist, folgt induktiv aus Satz 2.1.1, dass
dies auch auf Erheben in die 2k-te Potenz zutri￿t. Wir erhalten als Konse-
quenz:
Korollar 2.1.2. Seien a;b 2 HQRN und k ￿ 0. Aus a2k
￿ b2k
(mod N) folgt
a ￿ b (mod N).
Da auf Z￿
N Quadrieren hingegen eine 4:1-Abbildung ist, tri￿t die Folge-
rung von Korollar 2.1.2 nicht auf a;b 2 Z￿
N zu, man denke zum Beispiel an
a ￿ ￿b (mod N) mit a2 ￿ b2 (mod N). Mit der im Beweis von Satz 2.1.1
verwandten Notation ist die Anzahl der 2￿-ten Wurzeln von a 2 HQRN
gleich 2
P
i ￿pi, und weil Quadrieren auf HQRN einer Permutation entspricht,
gilt diese Anzahl auch f￿ ur die 2k-ten Wurzeln mit k ￿ ￿:36 KAPITEL 2. IDENTIFIKATIONS- UND UNTERSCHRIFTENSCHEMATA
Korollar 2.1.3. Sei k ￿ ￿. Dann h￿ angt zu a 2 HQRN die Anzahl der 2k-ten
Wurzeln modulo N nur von N, aber nicht von a ab.




i gilt 1 ￿ ￿ < n, da ’(p
ei
i ) < N
gerade ist. Um die uniforme Verteilung auf HQR N zu erzeugen, w￿ ahle ein
zuf￿ alliges a 2R Z￿
N und erhebe es in die 2n-te Potenz modulo N. Diese Potenz
ist gleichverteilt in HQRN, denn a2￿
ist uniform verteilt in HQRN und nach
Satz 2.1.1 sind die weiteren Quadrierungsschritte jeweils 1:1-Abbildungen:
Korollar 2.1.4. Sei N ein RSA-Modul. Die uniforme Verteilung auf HQRN
ist ohne Kenntnis von ￿ oder der Primfaktorzerlegung von N e￿zient
erzeugbar.
Analog zum RSA-Problem bezeichne FactIndex(￿) einen e￿zienten Index-
Generator, der zur Eingabe 1n in Polynomialzeit einen n-Bit-RSA-Modul
N = pq, einen ganzzahligen Anpassungsparameter ￿ ￿ ￿ ￿ 1, t ￿ 1 und
ein unabh￿ angiges, uniform verteiltes g 2R HQRN erzeugt: (N;￿;t;g)  
FactIndex(1n). Die Summe ￿ + t ￿ ubernimmt sp￿ ater beim Repr￿ asentations-
problem die Rolle des RSA-Exponenten.
Definition 2.1.5 (Faktorisierungsannahme). Die Erfolgswahrscheinlichkeit je-
des probabilistischen Polynomialzeit-Algorithmus’ A f￿ ur das Faktorisie-
rungsproblem
Ws[A(N;￿) = fp;qg]
sei vernachl￿ assigbar in n, wobei sich die Wahrscheinlichkeit auf die
internen M￿ unzw￿ urfe von A und die Wahl (N;￿;￿;￿)   FactIndex(1n)
bezieht.
Bei dieser Formulierung der Faktorisierungsannahme erh ￿ alt A durch ￿
eventuell Hinweise auf die Zweierpotenzen in p ￿ 1 und q ￿ 1. Wegen 1 ￿
￿ ￿ n kann ein Verfahren ohne die zus￿ atzliche Eingabe ￿ ￿ ￿￿1 alle Werte
￿-Werte ausprobieren, die Laufzeit nimmt maximal um den Faktor n zu.
Die Faktorisierungsannahme ist neben der Pr￿ amisse, die Berechnung des
Diskreten Logarithmus’ sei schwierig, eine der S ￿ aulen der modernen Public-
Key-Kryptographie. Parallel zur zunehmenden Bedeutung der Kryptogra-
phie stieg das Interesse der angewandten Mathematik an schnellen Verfah-
ren, um eine Zahl in ihre Primfaktoren zu zerlegen. Zwar entstanden neue
Faktorisierungsalgorithmen wie das Number-Field-Sieve (NFS) [LL93] oder
die Elliptic-Curve-Methode (ECM) [CP01], dennoch kennt man trotz in-
tensiver Forschung bisher nur Algorithmen mit subexponentieller Laufzeit,
jedoch kein Polynomialzeit-Verfahren. F￿ ur konkrete Anwendungen werden
zur Zeit RSA-Module mit Bitl￿ ange 2024 empfohlen. Lenstra und Verheul2.1. FAKTORISIERUNGSREPR¨ ASENTATION 37
[LV01] haben die bisherigen Fortschritte der Entwicklung neuer Faktori-
sierungsalgorithmen und die erzielten Resultate zusammengetragen, um in
ihrer Studie diese Werte in die Zukunft zu extrapolieren. Bezogen auf RSA-
Module der Bitl￿ ange 2024 kommen sie zu dem Schlu￿, dass solche Zahlen
erst nach dem Jahr 2020 in ihre Primfaktoren zu zerlegen seien. Mit der
Faktorisierung von Modulen der doppelten L￿ ange, also 4048 Bits, sei | so-
fern keine ￿ uberraschenden Forschritte erzielt werden | ihrer Untersuchung
zufolge erst in der Mitte des 21. Jahrhunderts zu rechnen.
F￿ ur das Repr￿ asentationsproblem bez￿ uglich der Faktorisierung ersetze
den primen RSA-Exponenten e der RSA-Repr￿ asentation durch die Zweier-
Potenz 2￿+t f￿ ur ein ￿ ￿ ￿ ￿ 1. Eine Faktorisierungsrepr￿ asentation f￿ ur
X 2 Z￿





F￿ ur die Darstellung in Form einer Faktorisierungsrepr ￿ asentation kommen
nur X 2 HQRN in Frage, denn f￿ ur alle Paare (x;r) ist zum einen gx 2 HQRN
und wegen ￿ + t ￿ ￿ gilt ferner r2￿+t
2 HQRN. Seien (x1;r1) und (x2;r2)
zwei Repr￿ asentationen zu (N;￿;t;g). Im Gegensatz zur RSA-Darstellung
impliziert x1 = x2 nicht, dass die Werte r1 und r2 ebenfalls identisch sind.
So stellen (x;r) und (x;￿r) den gleichen Wert dar und ein unmittelbar
abgeleitetes Repr￿ asentationsproblem w￿ are trivial. Aus diesem Grund sind
beim Faktorisierungsrepr￿ asentationsproblem zwei Darstellungen mit unter-
schiedlichen x-Komponenten zu ￿nden:
Definition 2.1.6 (Faktorisierungsrepr¨ asentationsproblem). Zu gegebenem Tupel
(N;￿;t;g)   FactIndex(1n) berechne ein X 2 Z￿
N samt zweier Repr￿ asen-
tationen (x1;r1);(x2;r2) 2 Ze ￿ Z￿
N bez￿ uglich (N;￿;t;g) mit x1 6= x2.
Das Repr￿ asentationsproblem ist auf die Berechnung einer 2 ￿+t-ten Wur-
zel modulo N bzw. der Primfaktorzerlegung des Moduls reduzierbar, denn
in Verbindung mit einer 2￿+t-te Wurzel von g gilt f￿ ur beliebiges a 2 Z:
gxr2￿+t
￿ X ￿ gx+a(g￿a=2￿+t
r)2￿+t
(mod N):
Der Spezialfall der Faktorisierungsrepr￿ asentation modulo einer Blum-Zahl
N (mit ￿ = 0) sowie t = 1 geht auf Brassard, Chaum und Cr￿ epeau
[BCC88] zur￿ uck und wurde sp￿ ater von Damg￿ ard [D95] auf beliebige t ￿ 1
erweitert. F￿ ur diese Parameter ist die Zerlegung des Moduls auf das Fak-
torisierungsrepr￿ asentationsproblem zur￿ uckzuf￿ uhren. Um die Aufgabe von
Blum-Zahlen auf beliebige RSA-Module unter Beibehaltung der ￿ Aquivalenz
zur Faktorisierung zu verallgemeinern, haben wir den modulabh ￿ angigen An-
passungsparameter ￿ eingef￿ uhrt. Wir zeigen im Anschlu￿ an nachstehendes38 KAPITEL 2. IDENTIFIKATIONS- UND UNTERSCHRIFTENSCHEMATA
Lemma in Satz 2.1.8, dass Faktorisierung auf das zugeh￿ orige Repr￿ asentati-
onsproblem reduzierbar ist und als Konsequenz beide Probleme ￿ aquivalent
sind. Analog zu RSA und dem zugeh￿ origen Repr￿ asentationsproblem, ver-
gleiche Satz 1.2.4 auf Seite 8, sind die Reduktionen ebenfalls sicherheits-
erhaltend. W￿ ahrend man bei der RSA-Repr￿ asentation zu zwei gegebenen
Darstellungen das RSA-Problem direkt l￿ ost, verwenden wir bei der Faktori-
sierungsrepr￿ asentation den Algorithmus, um zwei Darstellungen zu berech-
nen und dann in einem zweiten Schritt den Modul in die Primfaktoren zu
zerlegen.
Lemma 2.1.7. Der Algorithmus A l￿ ose das Faktorisierungsrepr￿ asentati-
onsproblem zu (N;￿;t;g)   FactIndex(1n). Dann kann man eine 2￿+1-te
Wurzel von g modulo N in nahezu gleicher Zeit mit gleicher Wahr-
scheinlichkeit berechnen.
Beweis. Seien (x1;r1) und (x2;r2) zwei Faktorisierungsrepr￿ asentationen zu
X 2 Z￿
N mit x1 6= x2. Setze ￿x := x1 ￿ x2 und r := r2r
￿1
1 mod N, wobei
1 ￿ j￿xj < 2t. Es gilt:





Die Exponenten ￿x und 2￿+t m￿ ussen nicht teilerfremd sein, der gr￿ o￿te
gemeinsame Teiler ist eine Zweier-Potenz maximal so gro￿ wie j￿xj < 2t.
Sei ggT(￿x;2￿+t) = 2k f￿ ur ein k mit 0 ￿ k < t. Es existieren u;v 2 Z mit
u￿x + v2￿+t = 2k:
g2k
￿ gu￿x+v2￿+t
￿ (g￿x)u ￿ (gv)2￿+t
￿ (rugv)2￿+t
(mod N):
F￿ ur b := (rugv)2t￿k￿1






2 HQRN folgt nach Korollar 2.1.2 aus dieser Kongruenz
g ￿ b2￿+1
(mod N) und im Ergebnis ist b eine 2￿+1-te Wurzel von g modulo
N.
Wir wollen die Bedeutung des Anpassungsparameters ￿ ￿ ￿￿1 in Beweis
zu Lemma 2.1.7 herausstellen. Sei ￿1 2 QRN (insbesondere ￿ ￿ 2), t ￿
2 und f￿ ur die von Algorithmus A gelieferten beiden Darstellungen gelte
r2 ￿ ￿g￿1 (mod N) und ￿x = ￿2t￿1. Im Beweis zu Lemma 2.1.7 gilt
ggT(￿x;2t) = 2t￿1, demgem￿ a￿ k = t ￿ 1 sowie u = v = 1:
1 ￿ ￿x + 1 ￿ 2t = ￿2t￿1 + 2 ￿ 2t￿1 = 2t￿1 = 2k:2.1. FAKTORISIERUNGSREPR¨ ASENTATION 39
Dann ist b := (rugv)2t￿k￿1
￿ rg (mod N). Ohne den Anpassungsparameter




Wegen b2 ￿ ￿g (mod N) gilt daher g2 ￿ b4 (mod N). Die ggT-Berechnung
ggT(g ￿ b2;N) liefert jedoch nur f0;Ng statt der erho￿ten Primfaktoren.
Durch den Anpassungsparameter ￿ ￿ ￿ ￿1 ist hingegen gew￿ ahrleistet, dass
b in der Tat eine 2￿+1-te Wurzel von g ist und weil aus g nicht hervorgeht,
welche 2￿+1-te Wurzel a uns bekannt ist, ergibt sich in der H￿ alfte der F￿ alle
die Faktorisierung des Moduls N:
Satz 2.1.8. Der Algorithmus A l￿ ose das Faktorisierungsrepr￿ asentations-
problem zu (N;￿;t;g)   FactIndex(1n) mit Wahrscheinlichkeit ￿. Dann
kann man N in nahezu gleicher Laufzeit mit Wahrscheinlichkeit min-
destens 1
2￿ faktorisieren.
Beweis. W￿ ahle ein zuf￿ alliges a 2R Z￿
N und ersetze g := a2￿+1
mod N. Weil
￿+1 ￿ ￿ und Quadrieren HQRN permutiert, ist g uniform in HQRN verteilt.
Berechne gem￿ a￿ Lemma 2.1.7 eine 2￿+1-te Wurzel b von g modulo N. F￿ ur
c := ab￿1 mod N gilt:
c2￿+1
￿ 1 (mod N): (2.4)
F￿ ur i = ￿ + 1;￿;:::;1 teste, ob ggT(c2i￿1
￿ 1;N) die Primfaktoren liefert.
Wir zeigen, dass f￿ ur i = ￿ dies mit Wahrscheinlichkeit 1
2 der Fall ist. Da





￿ ￿￿￿ ￿ c2￿
￿ 1 (mod N):
Betrachte c2￿
￿ 1 (mod N) modulo der beiden Primfaktoren p und q von
N. Seien p ￿ 1 = 2￿pp0 sowie q ￿ 1 = 2￿qq0 f￿ ur ungerade p0;q0, wonach
￿ = maxf￿p;￿qg. O.B.d.A. gelte ￿ = ￿p, also
c2￿
￿ 1 (mod p) c2￿￿1
￿ ￿p (mod p)
c2￿
￿ 1 (mod q) c2￿￿1
￿ ￿q (mod q)
mit ￿p;￿q 2 f￿1g.1 Wir zeigen im weiteren, dass mit Wahrscheinlichkeit 1
2
gilt ￿p￿q = ￿1, weshalb dann c2￿￿1
6￿ ￿1 (mod N) und die Berechnungen
von ggT(c2￿￿1
￿ 1;N) die beiden Primfaktoren des Moduls N liefert.
1W￿ ahrend ￿p beide Werte ￿1 annehmen kann, gilt ￿q = +1 unter der Pr￿ amisse ￿q < ￿,
denn c
2￿￿1
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Abbildung 2.1: Faktorisierung mit Hilfe von 2 ￿-ten Einheitswurzeln
Die von A bestimmte 2￿+1-te Wurzel b ist unabh￿ angig von a. Daher sind
(c mod p) und (c mod q) unabh￿ angig und uniform verteilt in der Menge der
2￿+1-ten und gleichbedeutend 2￿-ten Einheitswurzeln modulo p respektive
modulo q. Als weitere Konsequenz sind ￿p und ￿q ebenfalls unabh￿ angig. F￿ ur
die H￿ alfte der 2￿-ten Einheitswurzeln w modulo p ist w2￿￿1
gleich ￿1, f￿ ur
die anderen +1. F￿ ur die uniform verteilte 2￿-ten Einheitswurzel (c mod p)
folgt, dass ￿p gleichverteilt in f￿1g ist. Weil ￿p und ￿q unabh￿ angig sind,
besagt dies, dass in der H￿ alfte aller F￿ alle ￿p￿q = ￿1 gilt.
Abbildung 2.1 illustriert den Beweis zu Satz 2.1.8. Der linke Baum ent-
spricht dem Quadrieren modulo p, der rechte modulo q. Die Knoten an den
Spitzen (Baumwurzeln) der beiden B￿ aume sind mit +1 markiert, die Kno-
ten (Bl￿ atter) mit den 2￿p- bzw. 2￿q-vielen 2￿-ten Einheitswurzeln modulo p
bzw. q. Jeder Knoten von den Bl￿ attern in Richtung der Baumwurzel ent-
spricht dem Quadrieren modulo p und modulo q. Die Abbildung zeigt den
Fall ￿q = ￿p ￿ 1, bei dem der letzte Quadrierungssschritt modulo q bijektiv
ist. Jede 2￿-te Wurzel modulo N entspricht unabh￿ angigen Pfaden von den
Baumwurzeln zu einem Blatt in jedem Baum. Die linken Pfade in beiden
B￿ aumen, wir bezeichnen sie als 1-Pfade, entsprechen der 2 ￿-ten Einheits-
wurzel +1 modulo p respektive modulo q. Diesen beiden 1-Pfaden werden
￿ uber die berechnete 2￿-te Einheitswurzel c zwei zuf￿ allige und unabh￿ angige
Pfade, die wir als c-Pfade bezeichnen, gegen￿ ubergestellt. Man erh￿ alt mittels
ggT-Berechnung die Faktorisierung, wenn von der Baumwurzel in Richtung
der Bl￿ atter sich die Pfade in einem Baum trennen und im anderen den glei-
chen Sohnknoten nehmen. In Abbildung 2.1 ist dies im markierten Knoten
auf Stufe ￿q der Fall. Es gilt
c2￿q
￿ 1 (mod p) c2￿q￿1
￿ +1 (mod p)
c2￿q
￿ 1 (mod q) c2￿q￿1
￿ ￿1 (mod q);2.2. IDENTIFIKATION BASIEREND AUF FAKTORISIERUNG 41
weshalb ggT(c2￿q￿1
￿ 1;N) = fp;qg. Im Beweis zu Satz 2.1.8 haben wir
nur die Wahrscheinlichkeit analysiert, mit der sich auf Stufe ￿p exakt in
einem der B￿ aume die Pfade verzweigen. F￿ ur Nicht-Blum-Zahlen, also ￿ > 1,
besteht die M￿ oglichkeit, dass zwar 1- und c-Pfade die jeweils gleichen Knoten
nach der Baumwurzel w￿ ahlen, aber dann in einem nachfolgenden Knoten
in genau einem Baum verzweigen und wir faktorisieren k ￿ onnen. Aus diesem
Grund ist die Erfolgswahrscheinlichkeit in Satz 2.1.8 f￿ ur Nicht-Blum-Zahlen
sogar gr￿ o￿er als 1
2.
Die Aussage von Satz 2.1.8 gilt mit auch f￿ ur festes g 2 HQRN, wenn
￿ ￿ 1 und eine 2￿-te Wurzel a 2 Z￿
N von g ￿ o￿entlich bekannt ist, wo weder
sie noch ihr Negatives ein quadratischer Rest ist: ￿a = 2 QRN. Man quadriere
die berechnete 2￿+1-te Wurzel b, so dass wegen ￿a = 2 QRN und b2 2 QRN
f￿ ur c := ab￿2 gilt ￿c = 2 QRN. Diese bedingt, die 2￿-te Einheitswurzel c
ist modulo genau einer der Primfaktoren p oder q ein quadratischer Rest,
also ungleich ￿1 modulo N. Als konkretes Beispiel nennt Halevi [Ha99]
eine William-Zahl N = pq mit p ￿ 3 (mod 4) und q ￿ 7 (mod 8) in
Verbindung mit g := 4 mod N sowie ￿ := ￿ = 1. Es gilt ￿2 = 2 QRN, ferner
4 2 HQRN, denn (+2;￿2) 2 QRp ￿QRq ist ein quadratischer Rest modulo
N. Als weitere Modi￿kationen des Faktorisierungsrepr ￿ asentationsproblems
sind denkbar:
￿ Modul N: Ersetzt man den RSA Modul N durch einen beliebigen, un-
geraden Modul, liefert das Verfahren zu Satz 2.1.8 statt der kompletten
Faktorisierung einen nicht-trivialen Primfaktor.
￿ Parameter t: Statt t vorzugeben, kann man zu gegebenem (N;￿;g)
den Parameter t ￿ 1 selbst￿ andig bestimmen, so dass eine Repr￿ asen-
tation von X ein Tupel (x;r;t) mit X ￿ gxr2￿+t
(mod N) ist. Im
Beweis zu Lemma 2.1.7 w￿ ahle r := r2r
￿2t1￿t2
1 zu zwei Repr￿ asentatio-
nen (x1;r1;t1) und (x2;r2;t2), f￿ ur die o.B.d.A. t1 ￿ t2 gelte.
￿ Exponent 2￿+t: Teilt e = O(log n) die Gruppenordnung ’(N), ist die
Zweier-Potenz 2￿+t durch e￿+t zu ersetzen, wobei ￿ die kleinste, ganze
Zahl bezeichne, so dass e￿+1 weder p￿1 noch q￿1 teilt. Verwende statt
HQRN die Untergruppe fxe￿
j x 2 Z￿
N g. Nach Ohto und Okamoto
[OO88] ist die Berechnung der e-ten Wurzel in diesem Fall ￿ aquivalent
zur Faktorisierung.
2.2 Identiﬁkation basierend auf Faktorisierung
Aus Okamotos Identi￿kation hP;ViRSA basierend auf der RSA-Repr￿ asen-
tation aus Kapitel 1.3 leiten wir ein Schema hP;ViFact aufbauend auf der42 KAPITEL 2. IDENTIFIKATIONS- UND UNTERSCHRIFTENSCHEMATA
Faktorisierungsdarstellung her, dessen Sicherheit beweisbar auf der Fakto-
risierungsannahme beruht. Okamoto [Ok92] gibt eine Variante eines RSA-
basierten Schemas mit 2e statt e als Exponenten und formuliert (ohne Be-
weis), dass die Sicherheit ￿ aquivalent zur Faktorisierung des Moduls sei. Um
das Protokoll mit Wahrscheinlichkeit 1
2 zu bestehen, gen￿ ugt es allerdings,
das RSA-Problem zu l￿ osen [FF02].
Beim Schema hP;ViFact gibt die Trusted-Party T als Public-Parameters
(N;￿;t;g)   FactIndex(1n) vor und w￿ ahlt als geheimen Schl￿ ussel (x;r) 2R
Z2t ￿ Z￿
N. Der Public-Key zu (x;r) ist X := gxr2￿+t
mod N. Mit anderen
Worten, der Secret-Key zum ￿ o￿entlichen Schl￿ ussel X ist eine Faktorisie-
rungsrepr￿ asentation bez￿ uglich (N;e;g). Der Teilnehmer kann, mu￿ aber we-
der eine 2￿+t-te Wurzel von g noch die Faktorisierung von N kennen. Ohne
dieses Wissen k￿ onnen sich mehrere Teilnehmer (Prover) den gleichen Modul
N als auch t teilen. Analog zum Schema basierend auf der RSA-Repr￿ asen-
tation wollen wir zur Vereinfachung annehmen, 2 ￿t sei vernachl￿ assigbar, da
anderenfalls mehrere Runden des Protokolls auszuf ￿ uhren sind.
Abbildung 2.2: Identi￿kation hP;ViFact auf Faktorisierungsrepr￿ asentation
Prover P N;￿;t;g Verifier V
Repr￿ asentation x;r X = gxr2
￿+t
mod N




mod N Y ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
c   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ W￿ ahle c 2R [0;2t)
z := y + cx mod 2￿+t
W := srcgb(y+cx)=2




Abbildung 2.2 zeigt das Protokoll hP;ViFact des Identi￿kationsschemas.
Die direkte ￿ Ubernahme von Okamotos Protokoll hP;ViRSA, Abbildung 1.1
auf Seite 11, ist nicht m￿ oglich, weil bei der Faktorisierungsrepr￿ asentation
der Exponent x aus Z2t und nicht Z2￿+t ist. Wir ￿ ubertragen das Protokoll
der RSA-Repr￿ asentation mit dem Exponenten 2￿+t statt e, beschr￿ anken
allerdings den Secret-Key x als auch die Challenge c auf jeweils t Bits.
Damit bleibt einerseits die Completeness-Eigenschaft (vergleiche Gleichung2.2. IDENTIFIKATION BASIEREND AUF FAKTORISIERUNG 43











￿ g(y+cx) mod 2￿+t
￿ W 2￿+t
gz (mod N):
erhalten, andererseits ist die Sicherheit auf die Faktorisierung des Moduls
N reduzierbar:
Satz 2.2.1. Unter der Faktorisierungsannahme ist das Identi￿kations-
schema hP;ViFact aus Abbildung 2.2 sicher gegen Angri￿e aus dem
Stand, denn besteht AAdhoc das Protokoll mit Wahrscheinlichkeit ￿, so
kann man in erwarteter Laufzeit 2 ￿ jAAdhocj mit Wahrscheinlichkeit
mindestens 1
4(￿ ￿ 2￿t) den Modul N faktorisieren.
Beweis. Der Beweis orientiert sich am Knowledge-Extraktor zu Okamotos
Identi￿kationsschema basierend auf der RSA-Repr￿ asentation (Satz 1.3.1 auf
Seite 12). Wir zeigen, wie mit Hilfe des betr￿ ugerischen Provers AAdhoc zu
(N;￿;t;g)   FactIndex(1n) eine 2￿+1-te Wurzel von g modulo N in erwarte-
ter Laufzeit 2 ￿jAAdhocj mit Wahrscheinlichkeit 1
2(￿ ￿2￿t) zu berechnen ist.
Die Aussage des Satzes folgt dann wie im Beweis zu Satz 2.1.8 auf Seite 39,
wonach eine 2￿+1-te Wurzel von g modulo N in der H￿ alfte der F￿ alle die
Faktorisierung des Moduls liefert. 2
W￿ ahle zuf￿ alliges (x;r) 2R Z2t ￿Z￿
N. Simuliere eine Protokollausf￿ uhrung
mit dem Prover AAdhoc zu (N;￿;t;g) und X := gxr2￿+t
mod N, wobei der
Zustand nach Senden von Y gespeichert wird. Sollte AAdhoc das Protokoll
nicht bestehen, dann stoppe. Sonst setze AAdhoc an die Stelle zur￿ uck, an
welcher er im Anschlu￿ an sein Commitment Y auf die Challenge c war-
tet, und wiederhole die Ausf￿ uhrung, bis der betr￿ ugerische Prover AAdhoc
das Protokoll erneut besteht. Auf diese Weise erh￿ alt man zwei erfolgreiche
Ausf￿ uhrungen (Y;c1;W1;z1) und (Y;c2;W2;z2) f￿ ur dasselbe Commitment Y :
Y Xc1 ￿ W 2￿+t
1 gz1 (mod N)
Y Xc2 ￿ W 2￿+t
2 gz2 (mod N):
Aus diesen Kontrollgleichungen folgt
X￿c1W 2￿+t
1 gz1 ￿ Y ￿ X￿c2W 2￿+t
2 gz2 (mod N)
2Im Unterschied zu Satz 1.3.1 extrahieren wir keine Repr￿ asentation des Public-Keys,
sondern berechnen eine 2
￿+1-te Wurzel von g.44 KAPITEL 2. IDENTIFIKATIONS- UND UNTERSCHRIFTENSCHEMATA











Diese Kongruenz hat die Form wie Gleichung (2.2) auf Seite 38 im Beweis zu
Lemma 2.1.7. Wir erhalten auf die gleiche Art und Weise in der vorliegen-
den Situation eine 2￿+1-te Wurzel von g, wenn ggT(￿z + x￿c;2￿+t) = 2k
f￿ ur ein k mit 0 ￿ k < t. Es gen￿ ugt im folgenden die Wahrscheinlichkeit,
dass der gr￿ o￿te gemeinsame Teiler mindestens 2 t ist, nach oben durch 1
2 zu
beschr￿ anken. O￿enbar gilt:
ggT(￿z + x￿c;2￿+t) ￿ 2t () x ￿ ￿c ￿ ￿￿z (mod 2t): (2.5)
F￿ ur feste ￿z und ￿c kann man | sofern diese Kongruenz l￿ osbar ist |
wegen 0 < j￿cj < 2t nach Satz 1.1.1 auf Seite 3 die Anzahl der L￿ osungen
angeben mit 2j := ggT(￿c;2t) und 0 ￿ j < t. F￿ ur die Simulation w￿ ahlen
wir zuerst x, die Werte ￿c und ￿z werden sp￿ ater festgelegt. Es gilt:
￿ Der Public-Key X ￿ gxr2￿+t
(mod N) ist unabh￿ angig von x verteilt,
denn Xg￿x 2 HQRN hat f￿ ur alle x die gleiche Anzahl 2￿+t-ter Wurzeln
r (Korollar 2.1.3 auf Seite 36).
￿ Die Challenge c wird bei der Simulation gem￿ a￿ Protokollspezi￿kation
zuf￿ allig und unabh￿ angig aus Z2t gew￿ ahlt. Aus diesem Grund h￿ angt ￿c
nicht von x ab.
￿ Die Antwort z h￿ angt nur von (X;s;Y;c) und internen M￿ unzw￿ urfen
von AAdhoc, aber nicht von x ab.
Als Folgerung entspricht die simulierte Situation dem Fall, dass wir zuerst
￿c;￿z w￿ ahlen und anschlie￿end ein zuf￿ alliges x 2 Z2t. Mit Wahrscheinlich-
keit 2j￿t erf￿ ullt x die Kongruenz
x ￿ ￿c ￿ ￿￿z (mod 2t)
und aufgrund j < t ist nach ￿ Aquivalenz (2.5) die Wahrscheinlichkeit f￿ ur
ggT(￿z + x￿c;2￿+t) ￿ 2t maximal 1
2.
Die Sicherheit des Identi￿kationsschemas hP;ViFact haben wir im obigen
Satz 2.2.1 unmittelbar auf Faktorisierung des Moduls zur ￿ uckgef￿ uhrt, ohne
wie im Fall des RSA-Schemas eine Repr￿ asentation zu extrahieren. In der2.2. IDENTIFIKATION BASIEREND AUF FAKTORISIERUNG 45
Tat ist das Protokoll hP;ViFact aus Abbildung 2.2 wie das Ong-Schnorr-
Schema [OS90, Sh99] kein Proof-Of-Knowledge. Ein Prover e P, welcher ￿ uber
eine Darstellung (x;r) des Public-Keys X zu (N;￿;t;g) mit x1 = 2t ￿ 1
verf￿ ugt, besteht mit (x1;r1) auch das Protokoll bez￿ uglich (N;￿;t;g2) f￿ ur
die H￿ alfte der Challenges (genauer den geraden c) ohne eine entsprechende
Repr￿ asentation zu kennen. Die F￿ ahigkeit, (x1;r1) in eine Darstellung (x2;r2)
bez￿ uglich (N;￿;t;g2) zu ￿ uberf￿ uhren, ist gleichbedeutend mit der Kenntnis




liefert j￿xj = j2x2￿x1j ￿ 2(2t￿1)￿(2t￿1) < 2t und wir erhalten ￿ uber eine
ggT-Berechnung eine 2￿+1-te Wurzel von g, was eine e￿ziente Zerlegung des
Moduls in seine Primfaktoren erm￿ oglicht.
Lemma 2.2.2. Das Identi￿kationsschema hP;ViFact aus Abbildung 2.2 er-
f￿ ullt die perfekte Witness-Indistinguishability.
Beweis. Wir ￿ ubertragen den Beweis zu Lemma 1.3.6, Seite 18, vom RSA-
auf die Faktorisierungsrepr￿ asentation. Der Prover P = P(X;x;r) verf￿ uge
￿ uber die Repr￿ asentation (x;r), der Prover P0 = P(X;x0;r0) ￿ uber die Dar-
stellung (x0;r0) von X. Wir zeigen, die Daten (Y;c;W;z) entsprechen mit
gleicher Wahrscheinlichkeit der Protokollausf ￿ uhrung von P und e V(X) als
auch der von P0 und e V(X). Setze ￿x := x0 ￿ x und ￿r := r(r0)￿1 mod N.
Wegen r2￿+t
￿ Xg￿x (mod N) gilt (￿r)2￿+t
￿ g￿x (mod N). P w￿ ahle im
ersten Schritt y 2R Z2￿+t und s 2R Z￿
N. P0 votiert mit gleicher Wahrschein-
lichkeit f￿ ur
y0 := y ￿ c ￿ ￿x mod 2￿+t
s0 := s ￿ ￿rc mod N:
Aufgrund Y 0 = Y stellt bei beiden Ausf￿ uhrungen e V die Challenge c mit
gleicher Wahrscheinlichkeit. Die Antworten (z;W) respektive (z0;W 0) sind
durch den Secret-Key, die hinterlegten Werte (y;s) bzw. (y0;s0) und die
Challenge c vorgegeben. Einsetzen der Daten ergibt (z;W) = (z0;W 0). Die
Wahrscheinlichkeit, dass bei einer Protokollausf ￿ uhrung die Kommunikation
(Y;c;W;z) ist, stimmt bei beiden Provern P und P0 ￿ uberein.
Aufgrund der Witness-Indistinguishability gilt der Beweis der Sicherheit
gegen Angri￿e aus dem Stand, Satz 2.2.1, auch, wenn man mit Hilfe der
gew￿ ahlten Repr￿ asentation (x;r) von X zuvor die Protokollausf￿ uhrungen mit
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Satz 2.2.3. Unter der Faktorisierungsannahme ist das Identi￿kations-
schema hP;ViFact aus Abbildung 2.2 sicher gegen aktive und parallele
Angri￿e, denn besteht A das Protokoll mit Wahrscheinlichkeit ￿, so
kann man in erwarteter Laufzeit 2￿jAj mit Wahrscheinlichkeit mindes-
tens 1
4(￿ ￿ 2￿t) den Modul N faktorisieren.
Wir vergleichen das vorgestellte Schema hP;ViFact mit bekannten Iden-
ti￿kationsverfahren (1-Runde und Sicherheitsparameter t), deren Sicherheit
ebenfalls auf der Faktorisierungsannahme beruhen. Das Schema von Fi-
at und Shamir [FS86] ist sicher gegen parallele Angri￿e, das Protokoll
stellt einen Proof-Of-Knowledge f￿ ur Quadratwurzeln modulo N dar. Nach-
teilig ist die L￿ ange des Public- bzw. Secret-Keys, die jeweils aus t-vielen
Z￿
N-Werten bestehen. Das an dieses Verfahren angelehnte Ong-Schnorr-
Schema [OS90] basiert auf 2t-ten Wurzeln, weshalb der Schl￿ ussel nur ei-
ne Komponente umfa￿t. Die Sicherheit gegen sequentielle Angri￿e im Fall
von Blum-Zahlen wurde von Shoup [Sh99] bewiesen, Schnorr [S96, S97]
hat die Situation beliebiger RSA-Module behandelt. Das Ong-Schnorr-
Protokoll ist wie das vorgestellte hP;ViFact kein Proof-Of-Knowledge [Sh99].
Von Girault [Gi91] stammt eine Variante der Diskreten-Logarithmus ba-
sierenden Schnorr-Identi￿kation, wo der prime Modul durch einen RSA-
Modul ersetzt wird und die Modulo-Reduktion der Response entf ￿ allt. Die Si-
cherheitsanalyse stammt von Poupard und Stern [PoSt98, PoSt99, PoSt00],
weshalb man auch vom Girault-Poupard-Stern- oder kurz GPS-Schema
spricht. Die Sicherheit des Identi￿kationsverfahrens gegen aktive Angri￿e
beruht auf der Zero-Knowledge-Eigenschaft des Protokolls [ FFS88, Go98]
und nicht auf Witness-Indistinguishability. Dies hat eine kurze Challenge
zur Folge und die notwendigen, mehreren Runden f￿ uhren zu einem E￿zi-
enzverlust. Pointcheval [P00] hat gezeigt, dass man ein einfaches, (statis-
tisch) witness-indistinguishable 1-Runden-Protokoll aus dem GPS-Schema
erh￿ alt, wenn der vom Prover P als erstes hinterlegte Wert im Vergleich zur
Challenge und Secret-Key hinreichend gro￿ ist.
2.3 Unterschriften basierend auf Faktorisierung
Wie beim Identi￿kationsschema von Okamoto in Kapitel 1.4 leiten wir
aus hP;ViFact ein Unterschriftensystem her. Um eine Nachricht m zu un-
terzeichnen, w￿ ahlt der Signer S ein y 2R Z2￿+t sowie s 2R Z￿
N und bildet
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Abbildung 2.3: Blinde Unterschrift hS;UifaktBlSig
Signer S (N;￿;t;g) User U
Repr￿ asentation x;r X = gxr2
￿+t
(N)
W￿ ahle y 2R Z2￿+t




mod N Y ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! W￿ ahle ￿;￿ 2R Z2￿+t
W￿ ahle ￿ 2R Z￿
N
Y 0 := Y g￿￿2
￿+t
X￿ (N)
c := H(Y 0;m) 2 Z2t
c0 := c + ￿ mod 2￿+t
W￿ ahle c00, so dass
c0
  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ c + ￿ = c0 + 2￿+tc00
z0 := y + c0x mod 2￿+t




￿+tc (N) W 0;z0







z := z0 + ￿ mod 2￿+t
W￿ ahle z00, so dass
z0 + ￿ = z ￿ 2￿+tz00





Es gilt mod. N
Y 0Xc ￿ W 2
￿+t
gz
￿(m) := (Y 0;W;z)
mit c := H(Y;m). Um eine Unterschrift ￿(m) = (Y;z;W) zu pr￿ ufen, veri￿-




Der Sicherheitsbeweis von Okamoto [Ok92] als auch derjenige von Point-
cheval und Stern [PSt97] im Fall des Signatur-Schemas basierend auf der
RSA-Repr￿ asentation ￿ ubertragen sich unmittelbar:
Satz 2.3.1. Unter der Faktorisierungsannahme ist das aus dem Identi￿-
kationsschema hP;ViFact abgeleitete Unterschriftenschema im Random-
Oracle-Modell bei Adaptive-Chosen-Message-Angri￿en sicher gegen
Existential-Forgery.
Exakt wie im Fall der RSA-Repr￿ asentation als Basis des zugrundeliegen-
denden Identi￿kationsverfahrens gilt f￿ ur das Blinde-Unterschriften-Schema
(vergleiche Lemma 2.3.2 auf Seite 48):48 KAPITEL 2. IDENTIFIKATIONS- UND UNTERSCHRIFTENSCHEMATA
Lemma 2.3.2. Das Unterschriften-Schema hS;UiRSABlSig aus Abbildung 2.3
erf￿ ullt die perfekte Blindheit.
Der Beweis von Pointcheval und Stern [PSt97] zur Sicherheit der
blinden Unterschriften ￿ ubertr￿ agt sich auf die Faktorisierungsrepr￿ asentation
als Grundlage des Signatur-Schemas:
Satz 2.3.3. Unter der Faktorisierungsannahme ist das Blinde-
Unterschriften-Schema hS;UifaktBlSig aus Abbildung 2.3 im Random-
Oracle-Modell f￿ ur bis zu poly-logarithmisch vielen Interaktionen ‘ mit
dem Signatur-Orakel sicher gegen (parallele) One-More-Forgery.
Das Blinde-Unterschriften-Schema hS;UifaktBlSig ist allerdings vom Auf-
wand her dem der GPS-Variante von Pointcheval [P00] unterlegen.49
Kapitel 3
Commitment-Schemata
To Commit Or Not To Commit
— Session-Titel Crypto 2000
If it is provably secure,
it’s probably not.
— Lars R. Knudsen
Wir stellen den von Dolev, Dwork und Naor [DDN00] eingef￿ uhrten Non-
Malleable-Begri￿ bezogen auf Commitment-Schemata vor und geben im An-
schlu￿ ein solches Verfahren basierend auf der RSA-Repr ￿ asentation und ei-
nem Proof-Of-Knowledge wieder [FF00]. Eine Konstruktion mit dem Chine-
sischen Restsatz er￿ o￿net die M￿ oglichkeit des Hash-&-Commit-Prinzips und
der Faktorisierungsrepr￿ asentation als Grundlage des Commitments. In Ab-
schnitt 3.5 werden einfache, auf den Repr￿ asentationsproblemen beruhende
Verfahren mit einer abgeschw￿ achten Non-Malleability-Eigenschaft beschrie-
ben [FF02].
3.1 Einfache Hinterlegungsverfahren
Analog zur RSA-Darstellung erhalten wir aus der Faktorisierungsrepr ￿ asen-
tation ein Commitment-Schema mit perfekter Geheimhaltung, dessen Bin-
dung auf der Faktorisierungsannahme beruht. Die Geheimhaltung gilt, da
r2￿+t
unabh￿ angig von m (bzw. gm 2 HQRN) uniform in HQRN verteilt ist.
Satz 3.1.1. Mit (N;￿;t;g)   FactIndex(1n) und r 2R Z￿




ein polynomialzeit-bindendes, nicht-interaktives Commitment-Schema
mit perfekter Geheimhaltung.50 KAPITEL 3. COMMITMENT-SCHEMATA
Die Parameter (N;￿;t;g) kann eine Trusted-Party T systemweit vorge-
ben oder der Receiver R stellt diese dem Sender S zur Verf￿ ugung. Durch
die Wahl seitens des Receivers stellt dieser sicher, dass S nicht ￿ uber die
zum mehrdeutigen Aufdecken notwendige Primfaktorzerlegung des Moduls
verf￿ ugt. F￿ ur den Sender S stellen allerdings eventuell fehlerhafte Parameter
die Geheimhaltung in Frage, denn beispielsweise erh￿ alt ein betr￿ ugerischer
e R ￿ uber ein g 2 Z￿
N mit Jacobi-Symbol ￿1 durch das Jacobi-Symbol des
Commitments das unterste Bit der hinterlegten Nachricht. Um diese Sicher-
heitsl￿ ucken zu schlie￿en, schl￿ agt Halevi [Ha99] (implizit) dem Sender S vor,
nur ungerade N zu akzeptieren und ￿ durch die Bitl￿ ange n zu ersetzen. Fer-
ner soll S zun￿ achst g in die 2n-te Potenz heben. Wegen g2n
2 HQRN ist das
Commitment dann in jedem Fall ein unabh￿ angig von m uniform verteilter
Wert in HQRN. Um einerseits die Nachrichtenl￿ ange bei t Bits zu belassen
und andererseits die Bindungseigenschaft weiterhin auf Faktorisierung zu
reduzieren, erh￿ ohe die Zweierpotenz im Exponenten:
com(m;r) := g2nmr22n+t
mod N:
Bei diesem Commitment ist die perfekte Geheimhaltung auch bei Vorlage
falsch gebildeter Parameter (N;￿;t;g) durch einen betr￿ ugerischen Receiver
e R bei ungeradem Modul N gew￿ ahrleistet und der Sender S ist weiterhin
einem ehrlichen Empf￿ anger gegeben￿ uber unter der Faktorisierungsannahme
an seine verbriefte Nachricht gebunden.
3.2 Non-Malleability
Dolev, Dwork und Naor [DDN00] haben Non-Malleability als eine Er-
weiterung der semantischen Sicherheit von Verschl ￿ usselungsverfahren vorge-
stellt und auf Commitment-Schemata, genauer deren Geheimhaltung, ￿ uber-
tragen. Der Sender S hinterlege beim Receiver R die Nachricht m in Form
von hS;Ricom(m). Informell ausgedr￿ uckt ist das Schema malleable (was
w￿ ortlich ￿ ubersetzt verformbar hei￿t), wenn das Commitment hS;Ricom(m)
einen Angreifer A in die Lage versetzt, auch ohne Kenntnis von m diese
Hinterlegung in ein Commitment f￿ ur eine andere, in Beziehung zu m ste-
hende Nachricht m￿ abzu￿ andern. Anderenfalls nennt man das Verfahren
non-malleable. F￿ ur Non-Malleability soll das Ver￿ andern der Commitments
so schwierig sein, dass man gleich mit Hilfe eventueller Seiteninformationen
eigenst￿ andig aus dem Stand, sprich ad hoc, einen passenden Wert hinterle-
gen k￿ onnte.
Eine einfache Anwendung f￿ ur non-malleable Commitments sind Auktio-
nen, wo jeder Teilnehmer S in Form einer Hinterlegung hS;Ricom(m) ein
nicht-￿ o￿entliches Gebot m macht. Auch bei perfekter Geheimhaltung ist3.2. NON-MALLEABILITY 51
nicht auszuschlie￿en, dass ein Mitbieter A das Commitment hS;Ricom(m)
so ver￿ andert, dass dieses dann dem Gebot m￿ := m + 1 entspricht. Zwar
kennt A zu diesem Zeitpunkt noch nicht m respektive m￿, aber nach ￿ O￿-
nen von hS;Ricom(m) durch S gewinnt A stets bei minimalem Aufwand
das Bietverfahren mit m￿ = m + 1. So scheidet das Commitment-Schema
basierend auf der RSA-Repr￿ asentation
M := gmre mod N
aus Satz 1.5.2 aus, denn M￿ := Mg mod N kann A sp￿ ater bei Kenntnis von
(m;r) mit dem Paar (m + 1 mod e;rgbm+1=ec) aufdecken. Weil die Hinter-
legung von m in eine von a + bm mod e f￿ ur a;b 2 Z einfach ￿ uberf￿ uhrbar
ist, spricht man auch von einem highly malleable Commitment, also einer
in hohem Ma￿e verformbaren Hinterlegung. ￿ Ahnliches gilt f￿ ur das Schema
basierend auf der Faktorisierungsrepr￿ asentation aus Satz 3.1.1, es ist ebenso
hochgradig verformbar.
Wir formalisieren schrittweise die intuitive Charakterisierung des Non-
Malleability-Begri￿s. Zur Vereinfachung sei zun ￿ achst vorausgesetzt, der An-
greifer A verhalte sich in der Commitmentphase passiv. Die Beziehung zwi-
schen der von S hinterlegten Nachricht m und derjenigen m￿ des Angreifers
A dr￿ uckt man in Form einer bin￿ aren Relation R auf der Nachrichtenmen-
ge aus. A ist erfolgreich, wenn er sp￿ ater sein Commitment M￿ durch eine
Nachricht m￿ mit (m;m￿) 2 R ￿ o￿net. Falls A die Hinterlegung nicht korrekt
aufdeckt und im Ergebnis erfolglos ist, sei m￿ :=?. Wir haben bisher den
trivialen Fall, dass A die Daten einfach kopiert, d.h. M￿ = M und m￿ = m,
nicht beachtet. Diese Form eines Angri￿s, das anonyme Kopieren digita-
ler Daten, ist stets m￿ oglich, weshalb diese triviale Attacke per De￿nition
mit der Forderung (m;m) = 2 R f￿ ur alle Nachrichten m ausgeschlossen wird.
Um diese Angri￿sart in der Praxis abzuwenden, erweitere zum Beispiel die
Nachricht um die Identit￿ at des Hinterlegenden, so dass ein Angreifer mit
m = m￿ nicht erfolgreich ist, weil seine Identit￿ at nicht mit der verbrief-
ten ￿ ubereinstimmt. Fassen wir zusammen: Eine bin￿ are Relation R auf der
Nachrichtenmenge erweitert um das Symbol ? nennen wir relevant, wenn:
￿ Die Relation R ist in Polynomialzeit zu veri￿zieren.
￿ Es gilt (m;?) = 2 R f￿ ur alle Nachrichten m.
￿ Es gilt (m;m) = 2 R f￿ ur alle Nachrichten m, d.h. R ist irre￿exiv.
Der Angreifer A ist zur relevanten Relation R erfolgreich (bez￿ uglich Aufde-
ckung), wenn es ihm gelingt, sein Commitment M￿ nach der ￿ O￿nung von
M durch m mit einer Nachricht m￿ der Form (m;m￿) 2 R aufzudecken.52 KAPITEL 3. COMMITMENT-SCHEMATA
Wenngleich das vom Sender S verbriefte m dem Angreifer A unbekannt
ist, verf￿ ugt A oftmals ￿ uber Informationen bez￿ uglich des hinterlegten Wer-
tes. So ist im Fall eines Bietverfahrens anzunehmen, dass die Angebote aller
konkurrierenden Beteiligten sich in einem wirtschaftlich sinnvollem Rahmen
bewegen. Man modelliert diese Seiteninformationen wie folgt [ DDN00]:
￿ A kennt die Multimenge M der Nachrichten, aus welcher S eine zuf￿ alli-
ge Nachricht m 2R M hinterlegt oder A darf sogar M in Abh￿ angigkeit
von der Relation R und gegebenenfalls den Public-Parameters vor-
schlagen.
￿ A erh￿ alt in Form einer sogenannten History-Funktion Hist(m) Infor-
mationen ￿ uber das gew￿ ahlte m.
Der Begri￿ Non-Malleability soll ausdr ￿ ucken, ein Commitment M sei nicht
verformbar: Um eine in Relation stehende Nachricht zu hinterlegen, ist ei-
ne Modi￿kation von M mindestens so schwierig, wie eigenst￿ andig nur mit
Hilfe von Hist(m) eine neue Hinterlegung zu erzeugen. Wir haben bis-
her nur passive Angreifer Apassiv betrachtet, welche die Commitmentphase
nur beobachten. Bei interaktiven Hinterlegungsphasen besteht jedoch auch
die M￿ oglicheit eines Person-In-The-Middle-Angri￿s (PIM), wo der Angrei-
fer APim die Rolle eines Intermedi￿ ars ￿ ubernimmt. W￿ ahrend beim passiven
Apassiv die Protokolle hS;Ricom(m) und hApassiv;Ricom(m￿) sequentiell ab-
laufen, sind beim aktiven Angreifer APim beiden Ausf￿ uhrungen verschach-
telt. Die Form des passiven Angreifers Apassiv stellt einen Spezialfall einer
PIM-Attacke dar, weshalb man den Non-Malleability-Gedanken wie folgt
formulieren kann: Existiert ein PIM-Angreifer APim mit Erfolgswahrschein-
lichkeit ￿(APim;R;M), dann gibt es einen Angreifer AAdhoc aus dem Stand
mit mindestens nahezu gleicher Erfolgswahrscheinlichkeit ￿(AAdhoc;R;M).
Definition 3.2.1 (Non-Malleable Commitment-Schema). Ein Hinterlegungsver-
fahren hei￿t non-malleable bez￿ uglich Aufdeckung, wenn zu jedem PIM-
Angreifer APim ein Angreifer AAdhoc aus dem Stand existiert, so dass
bez￿ uglich aller relevanten Relationen R und aller von APim vorgegebenen
Nachrichten-Multimengen M f￿ ur die Erfolgswahrscheinlichkeiten gilt
￿(AAdhoc;R;M) ￿ ￿(APim;R;M) ￿ ￿
f￿ ur ein im Sicherheitsparameter n vernachl￿ assigbares ￿. Je nach Lauf-
zeit von AAdhoc unterscheidet man die folgenden Varianten der Non-
Malleability:
a) strikte Non-Malleability: jAAdhocj ist strikt polynomiell in n.3.2. NON-MALLEABILITY 53
b) liberale Non-Malleability: jAAdhocj ist im Erwartungswert polyno-
miell in n.
Bei ￿-Non-Malleability soll f￿ ur alle ￿ > 0, relevanten Relationen R und
allen von APim vorgegebenen Nachrichten-Multimengen M
￿(AAdhoc;R;M) ￿ ￿(APim;R;M) ￿ ￿ ￿ ￿
gelten, wobei jAAdhocj strikt polynomiell in n und ￿￿1 sei. Im Fall strikter
und ￿-Non-Malleability setzen wir voraus, dass die Laufzeit von APim
wie die des Adhoc-Angreifers AAdhoc strikt polynomiell sei.
Wir schreiben kurz ￿(A) statt ￿(A;R;M), wenn Relation R und Nach-
richtenmenge M aus dem Kontext hervorgehen. Hinterlegungsverfahren
mit strikter Non-Malleability sind bisher nicht bekannt. Die bekannten,
auf Knowledge-Extraktoren aufbauenden Verfahren [DDN00, FF00] er-
reichen liberale als auch ￿-Non-Malleability. Andere Konstruktionen wie
[DIO98, CKOS01] oder die in den Abschnitten 3.4 und 3.5 vorgestellten
Schemata basierend auf der Faktorisierungsrepr￿ asentation bieten ￿-Non-
Malleability. Man zieht allgemein die liberale der ￿-Non-Malleability vor,
da AAdhoc stets in einen Angreifer mit strikter Polynomialzeit in n und
￿￿1 zu transformieren ist. Bei den von uns betrachteten Verfahren mit
Polynomialzeit-Bindung sind f￿ ur ￿-Non-Malleability als Parameter ￿ nur po-
lynomielle Bruchteile von Bedeutung, weil anderenfalls AAdhoc keiner poly-
nomiellen Laufzeitschranke unterliegt und als Konsequenz die Bindung an
den hinterlegten Wert gegebenenfalls hinf￿ allig wird.
Die obige Formulierung 3.2.1 der De￿nition eines non-malleable Com-
mitments unterscheidet sich von der urspr￿ unglichen [DDN00], bei der die
Di￿erenz der Erfolgswahrscheinlichkeiten hinreichend nah sein soll. Unsere
Charakterisierung des Begri￿s erfa￿t hingegen auch solche Adhoc-Angreifer
AAdhoc, deren Erfolgswahrscheinlichkeit signi￿kant ￿ uber der des PIM-An-
greifers APim liegen. Beide De￿nitionen sind ￿ aquivalent, weil die Erfolgs-
wahrscheinlichkeit eines Adhoc-Angreifer AAdhoc gegebenenfalls abgesenkt
werden kann. W￿ ahrend Dolev, Dwork und Naor [DDN00] einen Angrei-
fer aus dem Stand mit nahezu gleicher Erfolgswahrscheinlichkeit im Sinn
haben (statt eines Adhoc-Angreifers sprechen sie von einem Simulator zu
A), folgt unsere De￿nition der intuitiven Vorstellung, dass jenes, was ein
PIM-Angri￿ gestattet, mindestens bereits aus dem Stand m ￿ oglich sei.
F￿ ur statistisch bindende Commitments existiert nur eine Aufdeckung der
Hinterlegung, weshalb der verbriefte Wert unabh￿ angig von der Laufzeit des
Senders S bereits nach der Commitmentphase festliegt, und nur noch o￿en
ist, ob S anschlie￿end die Aufdeckung gelingt. F￿ ur statistisch bindende Sche-
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[FF00, F01]: Non-Malleability bez￿ uglich Hinterlegung bedeutet, wir se-
hen einen Angreifer A bereits dann als erfolgreich an, falls A ein statistisch
bindendes Commitment mit einer zu m in Relation stehenden Nachricht
m￿ generiert. Diese Forderung ist im Public-Parameter-Modell st ￿ arker als
Non-Malleability bez￿ uglich Aufdeckung. Unter der Voraussetzung eines sta-
tistisch geheimhaltenden Bit-Commitment-Schemas, welches non-malleable
bez￿ uglich Aufdecken ist, existiert ein statistisch bindendes Verfahren zur
Bit-Hinterlegung, das
a) zwar non-malleable bez￿ uglich Aufdecken aber
b) malleable bez￿ uglich Hinterlegung ist.
Das von Dolev, Dwork und Naor [DDN00] angegebene (statistisch bin-
dende) Commitment-Verfahren erreicht Non-Malleability bez ￿ uglich Hinter-
legung, allerdings umfa￿t das Protokoll zur Hinterlegung eines einzelnen
Bits im Sicherheitsparameter logarithmisch viele Runden. Weil sich die Bin-
dungseigenschaft der im weiteren betrachteten Schemata nur auf Polyno-
mialzeit-Algorithmen erstreckt (genauer, durch das Commitment ist die
Nachricht m￿ nicht eindeutig festgelegt), beziehe sich im folgenden Non-
Malleability stets auf Aufdeckung.
Ein erster Schritt in Richtung eines non-malleable Hinterlegungsverfah-
rens ist die Erweiterung des eigentlichen Commitments um einen witness-
indistinguishable Proof-Of-Knowledge (POK) bez￿ uglich der hinterlegten
Nachricht. Die Geheimhaltung bleibt gewahrt, der zus￿ atzliche Proof-Of-
Knowledge liefert dank Witness-Indistinguishability keine Hinweise auf die
hinterlegte Nachricht. Abbildung 3.1 zeigt eine solche Konstruktion basie-
rend auf dem RSA-Repr￿ asentationsproblem und dem Proof-Of-Knowledge
von Okamoto aus Kapitel 1.3. Wir konstruieren zum passiven Angrei-
fer Apassiv einen Adhoc-Angreifer AAdhoc mit nahezu gleicher Erfolgswahr-
scheinlichkeit, der auf dem Knowledge-Extraktors des Proof-Of-Knowledge
beruht. Unter der ￿ Uberschrift "Extraction Implies Non-Malleability\ zeigen
Dolev, Dwork und Naor [DDN00, Abschnitt 4.4]:
Satz 3.2.2 (Dolev, Dwork, Naor). Sei E ein Knowledge-Extraktor f￿ ur die hin-
terlegte Nachricht des Commitments. Dann existiert zu allen passiven
Angreifern Apassiv ein Angreifer AAdhoc aus dem Stand mit Laufzeit jEj,
so dass f￿ ur alle relevanten Relationen R und alle von Apassiv vorgegebe-
nen Nachrichten-Multimengen M
￿(AAdhoc;R;M) ￿ ￿(Apassiv;R;M) ￿ ￿
mit einem bez￿ uglich Sicherheitsparameter n vernachl￿ assigbaren ￿ gilt.3.2. NON-MALLEABILITY 55
Abbildung 3.1: RSA-Commitment-Schema mit Proof-Of-Knowledge
Sender S N;e;g Receiver R
Nachricht m
a) Hinterlegungsphase
W￿ ahle r 2R Z￿
N
M := gmre mod N M ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
W￿ ahle y 2R Ze, s 2R Z￿
N
Y := gyse mod N Y ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
c   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ W￿ ahle c 2R [0;e)
z := y + cm mod e
W := srcgb(y+cm)=ec mod N W;z ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! Y Mc !
￿ W egz (mod N)
b) Aufdeckungsphase
m;r ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! M
!
￿ gmre (mod N)
Beweis. Wir fassen den Beweis [DDN00] in eigenen Worten zusammen.
Wendet man auf Apassiv den Knowledge-Extraktor E an, steht die extra-
hierte Nachricht m￿ in Beziehung zu m mit Wahrscheinlichkeit
￿(E) ￿ ￿(Apassiv) ￿ ￿ (3.1)
f￿ ur ein vernachl￿ assigbares ￿. Denn eine gelungene Hinterlegungsphase ist
Voraussetzung f￿ ur eine sp￿ atere, erfolgreiche Aufdeckung von Apassiv und die
Wahrscheinlichkeit, sein Commitment sp￿ ater mit einer anderen Nachricht
zu ￿ o￿nen, ist vernachl￿ assigbar (anderenfalls erhielte man im Widerspruch
zur Bindung zwei verschiedene Aufdeckungen eines Commitments).
Wir de￿nieren mit AHybrid eine Mischform zwischen passivem und Adhoc-
Angri￿, der zwar die History Hist(m), aber statt des Commitments von
m die Hinterlegung eines von uns gew￿ ahlten mfake 2R M erh￿ alt. AHybrid
wird suggeriert, bei der vorliegenden Hinterlegung handele sich um dieje-
nige zu Hist(m), wenngleich das Commitment gef￿ alscht ist (engl. to fake).
Der Adhoc-Angreifer AAdhoc geht wie folgt vor: Er bestimmt eine zuf￿ alli-
ge Nachricht mfake 2R M und ruft AHybrid mit der ihm gegebenen, echten
Seiteninformationen Hist(m) sowie dem Commitment zu mfake auf, um an-56 KAPITEL 3. COMMITMENT-SCHEMATA
schlie￿end die extrahierte Nachricht zu hinterlegen. Daher gilt:
￿(AAdhoc) = ￿(AHybrid): (3.2)
Zur Analyse der Erfolgswahrscheinlichkeit ￿(AHybrid) betrachte nachstehen-
des Gedankenexperiment:
W￿ ahle zwei zuf￿ allige Nachrichten m1;m2 2R M. Wir erhalten
das Commitment zur Nachricht mi f￿ ur ein i 2R f1;2g und sollen
i bestimmen.
Aufgrund der Geheimhaltung ist diese Aufgabe e￿zient h￿ ochstens geringf￿ ugig
besser als Raten, formal mit Wahrscheinlichkeit 1
2 +￿ f￿ ur ein vernachl￿ assig-
bares j￿j, zu l￿ osen. Betrachte folgenden Unterscheider (Distinguisher) D:
1. Lege in einer Simulation Apassiv das Commitment zu mi und Hist(m1)
vor. Sei m￿ die extrahierte Nachricht seiner Hinterlegung. Sollte der
Extraktor keinen Wert bestimmen, setze m￿ :=?.
2. Falls (m1;m￿) 2 R, gib "i = 1\ aus, anderenfalls "i = 2\.
Unter der Annahme i = 1 bestimmt D genau dann den richtigen Wert, sofern
m￿ in Relation zu mi steht, also mit Wahrscheinlichkeit ￿(E). Gilt hingegen
i = 2, liefert der Unterscheider D mit Wahrscheinlichkeit ￿(AHybrid) eine

















Wegen der Geheimhaltung ist j￿j kleiner als jeder polynomielle Bruchteil,
so dass ein vernachl￿ assigbares ￿ mit ￿(AHybrid) ￿ ￿(E) ￿ ￿ existiert. Nach
Gleichung (3.2) und Absch￿ atzung (3.1) gilt
￿(AAdhoc) = ￿(AHybrid) ￿ ￿(E) ￿ ￿ ￿ ￿(Apassiv) ￿ ￿ ￿ ￿: (3.3)
Weil mit den beiden Summanden auch ￿ := ￿+￿ vernachl￿ assigbar ist, folgt
die Behauptung.
O￿enbar gen￿ ugt f￿ ur die Aussage von Satz 3.2.2, wenn der Extraktor E
statt des von A hinterlegten m￿ auch eventuell eine ￿ aquivalente Nachricht
m0 ￿ndet, wobei gleichwertig bedeutet, dass aus (m;m0) 2 R nahezu immer
(m;m￿) 2 R folgt.
Wir ￿ ubertragen Satz 3.2.2 auf ￿-Extraktoren. Absch￿ atzung (3.3) des Be-
weises gilt auch f￿ ur nicht vernachl￿ assigbares ￿, mit ￿ := ￿ folgt:3.2. NON-MALLEABILITY 57
Korollar 3.2.3. Sei E ein ￿-Knowledge-Extraktor f￿ ur die hinterlegte Nach-
richt des Commitments. Dann existiert zu allen passiven Angreifern
Apassiv ein Angreifer AAdhoc aus dem Stand mit Laufzeit jEj, so dass f￿ ur
alle relevanten Relationen R und alle von Apassiv vorgegebenen Nach-
richten-Multimengen M
￿(AAdhoc;R;M) ￿ ￿(Apassiv;R;M) ￿ ￿ ￿ ￿
mit einem bez￿ uglich Sicherheitsparameter n vernachl￿ assigbaren ￿ gilt.
Abbildung 3.2: PIM-Angri￿ auf RSA-Commitment mit POK





M := gmre M
￿ ￿ ￿ ￿ ￿ ￿ ￿ ! M￿ := gM
M￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ !
y 2R Ze, s 2R Z￿
N
Y := gyse Y
￿ ￿ ￿ ￿ ￿ ￿ ￿ ! Y ￿ := Y
Y
￿ ￿ ￿ ￿ ￿ ￿ ￿ !
c￿
  ￿ ￿ ￿ ￿ ￿ ￿ ￿ c￿ := c
c
  ￿ ￿ ￿ ￿ ￿ ￿ ￿ c 2R [0; e)
z := y + c￿m (e)
W := src￿
gb(y+c￿m)=ec W; z
￿ ￿ ￿ ￿ ￿ ￿ ￿ ! z￿ := z + c (e)
W ￿ := Wgb(z+c)=ec W ￿; z￿




￿ ￿ ￿ ￿ ￿ ￿ ￿ ! r￿ := rgb(m+1)=ec
m￿ := m + 1 mod e
m￿; r￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ! M￿ !
￿ gm￿
(r￿)e
Die Konstruktion von AAdhoc aus Satz 3.2.2 bzw. Korollar 3.2.3 gilt zwar
prinzipiell auch f￿ ur PIM-Angreifer APim, die unmittelbare Anwendung schei-
tert aber an der Voraussetzung des Knowledge-Extraktors, also der M ￿ oglich-
keit, die von APim verbriefte Nachricht bereits in der Hinterlegungsphase zu
ermitteln. Einen erfolgreichen PIM-Angri￿ auf das Schema 3.1 bestehend
aus einem Commitment und anschlie￿endem Proof-Of-Knowledge zeigt Ab-
bildung 3.2 (soweit nicht anders angegeben seien alle Kongruenzen modulo
N). Der Intermedi￿ ar APim w￿ ahlt m￿ := m + 1 mod e, reicht die Challenge
des Proof-Of-Knowledge an den Sender S weiter und pa￿t dessen Antworten
z￿ := z + c mod e
W ￿ := W ￿ gb(z+c)=ec mod N
entsprechend seines Commitments M￿ ￿ gM (mod N) an, denn
Y (M￿)c￿
￿ Y Mcgc ￿ W egzgc ￿ W egz+c ￿ (W ￿)egz￿
(mod N):58 KAPITEL 3. COMMITMENT-SCHEMATA
Weil der Intermedi￿ ar APim einfach die Response unabh￿ angig von m￿ modi-
￿ziert (d.h. der Proof-Of-Knowledge ist malleable), fehlt ihm | informell
ausgedr￿ uckt | das Wissen ￿ uber m, weshalb schon sprachlich die Erfolgs-
aussichten des Knowledge-Extraktors fragw ￿ urdig erscheinen. Und in der Tat
tritt beim Zur￿ ucksetzen des Angreifers innerhalb der Simulation durch den
Knowledge-Extraktor ein Problem auf: Man ben￿ otigt f￿ ur die weiteren Chal-
lenges jeweils die Antworten des Senders S, die allerdings uns nicht zur
Verf￿ ugung stehen. Um dieses Hindernis zu umgehen, ist folgende Idee nahe-
liegend:
a) Wir w￿ ahlen eine "gef￿ alschte\ Nachricht mfake 2R M und geben ihr
Commitment Mfake als dasjenige zu den vorliegenden Seiteninforma-
tionen Hist(m) der uns unbekannten Nachricht m aus. Wegen der per-
fekten Geheimhaltung des RSA-Repr￿ asentations-Commitments sind
Mfake und Hist(m) nicht widerspr￿ uchlich.
b) Die Kenntnis einer Repr￿ asentation von Mfake gestattet uns, auch nach
Zur￿ ucksetzen korrekte Antworten des simulierten Senders S zu geben,
aufgrund der perfekten Witness-Indistinguishability ist die Verteilung
der kommunizierten Daten identisch.
Zwar besteht nicht die Gefahr einer Inkonsistenz zwischen Protokollaus-
f￿ uhrung und Seiteninformationen, aber, wie zuvor gesehen, kann APim durch
einfaches Anpassen der Response auch ohne Wissen der Nachricht m bzw. m￿
die Hinterlegungsphase erfolgreich abschlie￿en. Der Knowledge-Extraktor
liefert in diesem Fall keine in Relation zu m, sondern eine in Beziehung
zu mfake stehende Nachricht, im Beispiel aus Abbildung 3.2 n￿ amlich m￿ ￿
mfake +1 (mod e). Die Folgerung aus diesen ￿ Uberlegungen lautet umgangs-
sprachlich, dass wir in der Simulation den Angreifer APim mit weniger
Informationen versorgen d￿ urfen, als wir von ihm erhalten. Beispielsweise
soll beim Zur￿ ucksetzen zwischen S und APim jeweils die gleiche Challenge
gew￿ ahlt werden, w￿ ahrend auf der anderen Seiten APim verschiedene Challen-
ges erh￿ alt, so dass dieser "ohne Hilfe des Senders S\ die passende Response
geben mu￿, mit anderen Worten, ad hoc aus dem Stand. Dieser Idee folgend
zeigen wir in Abschnitt 3.3, wie man basierend auf der RSA-Repr￿ asenta-
tion und zugeh￿ origem Proof-Of-Knowledge mit Hilfe eines Coin-Flipping-
Protokolls ein interaktives, non-malleable Commitment-Schema konstruiert.
3.3 Commitment basierend auf RSA
Unser Ziel ist die Konstruktion eines non-malleable Commitments basierend
auf der RSA-Repr￿ asentation. Das Beispiel in Abbildung 3.1 zeigte, dass die3.3. COMMITMENT BASIEREND AUF RSA 59
einfache Erweiterung um einen Proof-Of-Knowledge keine Non-Malleability
bei Person-In-The-Middle-Angri￿en APim bietet. In der Simulation f￿ ur den
Non-Malleability-Nachweis ￿ ubernehmen wir wie im Beweis zu Satz 3.2.2
auf Seite 54 die Rolle des Receivers R, der von S ein Commitment f￿ ur ein
unbekanntes m erh￿ alt. Wir versuchen, durch den simulierten Person-In-The-
Middle-Angri￿ ￿ uber den Knowledge-Extraktor vorab (d.h. vor Aufdeckung
der Commitments) Informationen ￿ uber die von APim hinterlegte, in Relation
zu m stehende Nachricht m￿ zu erhalten, um unsererseits durch Verbriefen
von m￿ einen erfolgreichen Angri￿ aus dem Stand zu erreichen. Betrachte
die Simulation anhand Abbildung 3.3:
1. Der simulierte APim erh￿ alt das Commitment M von S und hinterlegt
seinerseits einen Wert in Form von M￿.
2. Wir richten eine Challenge c1 an APim, seine Frage c￿
1 reicht der Simu-
lator an S weiter, gibt dessen Antwort (W1;z1) zur￿ uck an APim und
speichert die Response (W ￿
1;z￿
1) des Intermedi￿ ars auf die Challenge c1.
3. Der Simulator setzt APim an die Stelle zur￿ uck, an welcher der Interme-
di￿ ar eine neue Challenge c2 erh￿ alt. Weil wir allerdings keine Kontrolle
￿ uber den Sender S haben, ist es nicht m￿ oglich, S ebenfalls zu reseten
respektive die Challenge c￿
2 von APim an S weiterzuleiten. Der Sen-
der S hat | wie in der Protokollspezi￿kation festgelegt | die eine
Challenge, n￿ amlich c￿
1, bereits beantwortet.
Abbildung 3.3: Zur￿ ucksetzen bei Commitment-&-Proof-Of-Knowledge
Sender S APim simulierter Receiver R
M ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! M￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ !
Y ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! Y ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
Zur¨ ucksetzen .......................................................
c￿
  ￿ ￿ ￿ ￿ ￿ ￿ ￿ c   ￿ ￿ ￿ ￿ ￿ ￿ ￿
W;z
￿ ￿ ￿ ￿ ￿ ￿ ￿ !
W ￿;z￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ !
Um bei der Extraktion dieses Hindernis zu umgehen, modi￿ziere die Be-
stimmung der Challenge c innerhalb des Protokolls. Die Wahl seitens R ga-
rantiert, dass, einen ehrlichen Empf￿ anger vorausgesetzt, die Challenge uni-
form verteilt ist. Diese f￿ ur die Analyse des Proof-Of-Knowledge verwandte60 KAPITEL 3. COMMITMENT-SCHEMATA
Charakteristik bleibt erhalten, wenn die Challenge durch ein Coin-Flipping-
Protokoll (vergleiche Abschnitt 1.5) zwischen S und R bestimmt wird:
￿ S hinterlegt a 2R Ze.
￿ R publiziert b 2R Ze
￿ S ￿ o￿net sein Commitment und beide Parteien w￿ ahlen c := a+b mod e
als Challenge1 f￿ ur den Proof-Of-Knowledge.
F￿ ur die Simulation plazieren wir eine Trapdoor in das im Coin-Flipping-
Protokoll verwandte Commitment, um dann in der Simulation die Hinter-
legung von S mit der Di￿erenz c￿ ￿ b modulo e zu ￿ o￿nen. Auf diese Art
und Weise sind wir in der Lage, beim Zur￿ ucksetzen in Abbildung 3.3 zu
erreichen, dass S und APim sich stets auf die gleiche Challenge c￿ einigen.
Dies erm￿ oglicht, die von S bei der ersten Ausf￿ uhrung gegebene Antwort zu
wiederholen, w￿ ahrend durch das Zur￿ ucksetzen der Angreifer APim die Daten
der vorherigen Wiederholung verliert und folglich nicht bemerkt, dass stets
die gleiche Challenge generiert wird.
Eine universelle Trapdoor f￿ ur das Coin-Flipping-Protokoll stellt uns vor
ein neues Problem. Einerseits soll der Simulator in der Lage sein, das Coin-
Flipping-Commitment dank einer Geheimt￿ ure mehrdeutig zu ￿ o￿nen, w￿ ah-
rend auf der andere Seite dem Angreifer APim genau dies verwehrt sein mu￿,
damit wir dessen Nachricht extrahieren k￿ onnen. Unser Ziel ist daher eine in-
dividuelle, auf den Sender S zugeschnittene Geheimt￿ ure. Wir haben bisher
noch nicht verwandt, dass, um ￿ uberhaupt erfolgreich zu sein, der Angreifer
APim per De￿nition eine andere Nachricht m￿ als diejenige des Senders S
w￿ ahlen mu￿. Diesen Unterschied nutzen wir f￿ ur eine personen- oder genau-
er nachrichtenbezogene Trapdoor und bestimmen dazu die Parameter des
Coin-Flipping-Commitments abh￿ angig von der hinterlegten Nachricht.
F￿ ur das non-malleable Schema gibt die Dritte Partei T neben (N;e;g)  
RSAIndex(1n) als Public-Parameters zus￿ atzlich G;h0;h1 2R Z￿
N vor. Im ers-
ten Schritt hinterlegt der Sender S die eigentliche Nachricht m 2 Ze in
Form eines RSA-Repr￿ asentations-Commitments bez￿ uglich (N;e;G) in Ver-
bindung mit einer kollisions-resistenten Hashfunktion H : Z￿
N ! Ze, welche
die Hinterlegung nach Ze abbildet:
x := H(GmRe):
Wir gehen auf die Bedeutung von GmRe sp￿ ater ein, entscheidend ist zu
diesem Zeitpunkt, dass unter der RSA-Annahme f￿ ur unterschiedliche Nach-
richten m￿ und m auch bis auf vernachl￿ assigbare Wahrscheinlichkeit die
1Wir behalten den Begri￿ der Challenge bei, wenngleich es eigentlich keine von R an
S gerichtete Frage ist, sondern sich beide Parteien auf diese einigen.3.3. COMMITMENT BASIEREND AUF RSA 61
Abbildung 3.4: Hinterlegungsphase bei non-malleable RSA-Schema
Sender S N;e;g;G;h0;h1 Receiver R
H : Z￿
N ! Ze
Nachricht m 2 Ze
i) eigentliches Commitment
W￿ ahle R;r 2R Z￿
N
x := H(GmRe)
M := gmre mod N x;M ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
ii) POK: Commitment-Schritt
W￿ ahle s 2R Ze;t 2R Z￿
N
S := gste mod N S ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
iii) POK: Challenge-Schritt (Coin-Flipping)
W￿ ahle a 2R Ze;u 2R Z￿
N
A := (hx
0h1)aue mod N A ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! W￿ ahle b 2R Ze b   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿




c := a + b mod e
iv) POK: Response-Schritt
y := s + cm mod e






beiden Hashwerte x￿ und x nicht identisch sind, denn sonst ￿ndet man eine
Kollision oder zwei RSA-Darstellungen des gleichen Wertes. Um a 2 Ze f￿ ur




Im Gegensatz zur ￿ ublichen Hinterlegung h￿ angt hier die Basis hx
0h1 vom
Hashwert x und letztlich von der Nachricht m ab. F￿ ur die Simulation,
um aus APim die hinterlegte Nachricht zu extrahieren, geben wir h1 :=
h
￿x
0 we mod N f￿ ur ein zuf￿ alliges w 2R Z￿
N vor. Die Trapdoor w, d.h. die e-ten62 KAPITEL 3. COMMITMENT-SCHEMATA
Abbildung 3.5: Non-malleable RSA-Commitment-Schema
Sender S N;e;g;G;h0;h1 Receiver R
H : Z￿
N ! Ze
Nachricht m 2 Ze
a) Hinterlegungsphase
W￿ ahle R 2R Z￿
N
x := H(GmRe)
W￿ ahle a;s 2R Ze
W￿ ahle r;t;u 2R Z￿
N
M := gmre mod N
A := (hx
0h1)aue mod N
S := gste mod N x;M;A;S ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! W￿ ahle b 2R Ze
b   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
c := a + b mod e
y := s + cm mod e














0h1 modulo N, erlaubt dem Simulator das Commitment A be-
liebig zu ￿ o￿nen. Dem Angreifer APim ist hingegen unter der RSA-Annahme
diese M￿ oglichkeit verwehrt, denn unterstellt x￿ 6= x erhalten wir ￿ uber zwei
verschiedene Aufdeckungen von A￿ eine e-te Wurzel w￿ von hx￿
0 h1 modulo
N. Wegen h1 ￿ h
￿x
0 we (mod N) gilt mit ￿x := x￿ ￿ x 6￿ 0 (mod e)
(w￿w￿1)e ￿ hx￿
0 h1w￿e ￿ hx￿
0 h
￿x
0 wew￿e ￿ h￿x
0 (mod N);
und wie in Korollar 1.2.5 auf Seite 9 festgehalten, gestatteten ￿x und w￿w￿1
die e￿ziente Berechnung der e-ten Wurzel von h0 modulo N im Widerspruch
zur RSA-Annahme.
Wir ￿ ubernehmen das zuvor beschriebene Commitment A f￿ ur das Coin-
Flipping, ￿ uber welches die Challenge im Proof-Of-Knowledge generiert wird.3.3. COMMITMENT BASIEREND AUF RSA 63
Die gesamte Hinterlegungsphase, wie in Abbildung 3.4 auf Seite 61 dar-
gestellt, umfa￿t das eigentliche Commitment, das Coin-Flipping und den
Proof-Of-Knowledge. Das Coin-Flipping ist integraler Bestandteil des Proof-
Of-Knowledge, denn wie in Kapitel 1.3 erl￿ autert, mu￿ der Commitment-
Schritt des Proof-Of-Knowledge vor Vereinbarung der Challenge erfolgen.
Die einzelnen Schritte k￿ onnen teilweise zusammengefa￿t werden, Abbil-
dung 3.5 zeigt das kompakte non-malleable RSA-Commitment-Schema.
Satz 3.3.1. Die von APim vorgegebene Nachrichtenmenge M aus Ze h￿ ange
nur vom ￿ o￿entlichen Parameter e ab. Dann ist unter der RSA-Annahme
und der Voraussetzung einer kollisions-resistenten Hashfunktion das
interaktive Hinterlegungsverfahren in Abbildung 3.5 ein polynomialzeit-
bindendes, bez￿ uglich Aufdeckung non-malleable Commitment-Schema
mit perfekter Geheimhaltung.
Durch die Restriktion der Wahl von M k￿ onnen wir uns auf den Kern des
Non-Malleability-Beweises fokussieren. Um die Einschr ￿ ankung aufzuheben,
modi￿zieren wir anschlie￿end den Beweis (nicht das Schema) und erhalten
die Non-Malleability als Korollar 3.3.2.
Beweis. Der Beweis folgt [FF00, F01]. Die perfekte Geheimhaltung ist die
Konsequenz aus der perfekten Geheimhaltung des grundlegenden RSA-Re-
pr￿ asentations-Commitments (Satz 1.5.2 auf Seite 29) und der perfekten
Witness-Indistinguishability des Proof-Of-Knowledge (Lemma 1.3.6 auf Sei-
te 18). Die Polynomialzeit-Bindung folgt ebenfalls aus Satz 1.5.2. Nach
Satz 3.2.2 von Seite 54 impliziert die Existenz eines Extraktors E, der zu ei-
nem Commitment von m die von APim hinterlegte Nachricht m￿ bestimmt,
Non-Malleability. O￿enbar gen￿ ugt es, wenn der Extraktor E eine ￿ aquivalente
Nachricht m0 ￿ndet, also aus (m;m0) 2 R nahezu immer (m;m￿) 2 R folgt.
Abbildung 3.6: PIM-Angri￿ auf non-malleable RSA-Commitment
Sender S APim Receiver R
x;M;A;S
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
x￿;M￿;A￿;S￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
b￿
  ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ b   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
a;u;y;z
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
a￿;u￿;y￿;z￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
Als Eingabe erhalten wir analog zum Beweis von Satz 3.2.2 auf Sei-
te 54 neben den Public-Parameters zu einer uns unbekannten Nachricht64 KAPITEL 3. COMMITMENT-SCHEMATA
m 2R M die Commitmentphase (x;M;A;S;b;a;u;y;z) samt Seiteninfor-
mationen Hist(m). Unser Ziel ist, ￿ uber einen Extraktor E die von APim
hinterlegte Nachricht m￿ (oder ein ￿ aquivalentes m0) zu extrahieren. F￿ ur die




0 we mod N:
Die ￿ ubrigen ￿ o￿entlichen Werte, also (N;e;g;G;h0), bleiben unber￿ uhrt. We-
gen hx
0h1 ￿ we (mod N) sind wir im Stande, f￿ ur diese Public-Parameters
dank Geheimt￿ ure das gegebene Coin-Flipping-Commitment A beliebig zu
￿ o￿nen.
Abbildung 3.7: Simulation APim beim non-malleable RSA-Commitment
gegeb. Sender S APim sim. Receiver R
x;M;A;S
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
x￿;M￿;A￿;S￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
Zur¨ ucksetzen .................................................................
b￿
i   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
bi   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
b + a ￿ ai + b￿
i
ai;ui;y;z





i ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
Wir setzen o.B.d.A. die in Abbildung 3.6 auf Seite 63 angegebene Rei-
henfolge der kommunizierten Daten voraus. Denn die Ordnung der zwischen
APim und R ausgetauschten Nachrichten ist durch die Spezi￿kation vorgege-
ben, die Abfolge der Kommunikation zwischen S und APim garantiert f￿ ur den
Angreifer bestm￿ ogliche Datenlage unter Einhaltung der de￿nierten Nach-
richtenfolge. In der Simulation wird APim, wie in Abbildung 3.7 skizziert, an
die Stelle vor Senden des Anteils b zum Coin-Flipping zur￿ uckgesetzt. Analog
zum Knowledge-Extraktor aus Satz 1.3.1 auf Seite 12 durchlaufen wir in der
Simulation eine Hinterlegungsphase. Akzeptiert der simulierte Receiver R
nicht die Hinterlegung von APim oder gilt x = x￿, stoppe. Anderenfalls set-
ze die Ausf￿ uhrung zur￿ uck und wiederhole die Challenge-Response-Schritte,
bis APim erneut erfolgreich ist oder f￿ ur das Coin-Flipping A￿ abweichend
von der bisherigen ￿ O￿nung aufdeckt. Durch die Geheimt￿ ure ist der Simu-
lator in der Lage, zu b￿
i das Coin-Flipping-Commitment A mit dem ent-
sprechenden ai aufzudecken, so dass ci := ai + b￿
i mod e modulo e stets
gleich der Challenge a + b der uns gegebenen Hinterlegung ist. Im Fall des
ersten Abbruch-Kriteriums berechne aus zwei akzeptierten Antworten auf3.3. COMMITMENT BASIEREND AUF RSA 65
verschiedene Challenges eine Nachricht m0. F￿ ur die Analyse dieses Extrak-
tors E zeigen wir, dass unter der Voraussetzung der RSA-Annahme sowie
der Kollisions-Resistenz von H(￿) gilt:
a) Die Wahrscheinlichkeit f￿ ur einen erfolgreichen APim mit x = x￿ ist
vernachl￿ assigbar.
b) Die Wahrscheinlichkeit f￿ ur einen erfolgreichen APim, der beim Zur￿ uck-
setzen dann eine alternative ￿ O￿nung von A￿ gibt, ist vernachl￿ assigbar.
c) Der Extraktor E liefert mit Wahrscheinlichkeit mindestens ￿(APim)￿ 1
e
eine Aufdeckung des Commitments M￿ in Form einer Nachricht m0.
d) Die extrahierte Nachricht m0 steht bis auf vernachl￿ assigbare Wahr-
scheinlichkeit in Relation R zu m.
Falls Behauptung a) nicht zutr￿ afe, simuliere f￿ ur die von der Dritten Par-
tei uns vorgegebenen Public-Parameters einen regul￿ aren Angri￿ von APim
inklusive Aufdeckung, wenn S eine von uns gew￿ ahlte Nachricht m 2R M
hinterlegt. Sofern APim mit x = x￿ erfolgreich ist, erhalten wir zus￿ atzlich
zu (m;R) in der Aufdeckungsphase (m￿;R￿) mit h(GmRe) = h(Gm￿
(R￿)e).
Entweder liefert dies eine Kollision der Hashfunktion oder im Fall GmRe ￿
Gm￿
(R￿)e (mod N) zwei verschiedene RSA-Repr￿ asentationen und als Kon-
sequenz entgegen der RSA-Annahme die e-te Wurzel von G modulo N.
Tr￿ afe Behauptung b) nicht zu, w￿ are im Widerspruch zur Annahme das
RSA-Problem zu (N;e;h0)   RSAIndex(1n) mit nicht vernachl￿ assigbarer
Wahrscheinlichkeit e￿zient l￿ osbar. Simuliere einen regul￿ aren Angri￿ von
APim inklusive Aufdeckung, wenn S eine von uns gew￿ ahlte Nachricht m 2R
M hinterlegt, allerdings mit dem modi￿ziertem Public-Parameter h1 :=
h
￿x
0 we mod N f￿ ur w 2R Z￿
N und x := H(GmRe). Falls APim nicht erfolg-
reich bez￿ uglich Aufdeckung ist oder x = x￿, dann stoppe. Anderenfalls,
was gem￿ a￿ Punkt a) mit Wahrscheinlichkeit nahezu ￿(APim) eintritt, setze
APim an die Stelle, an welcher er auf b wartet, zur￿ uck und wiederhole die
Ausf￿ uhrung, bis wir neben a￿
1 in einer erfolgreichen Commitmentphase von
APim eine zweite Aufdeckung a￿
2 von A￿ erhalten. Dabei generieren wir dank
Geheimt￿ ure jeweils die gleiche Challenge, so dass insgesamt Vorgehen und
Umfeld mit dem des Extraktors E bei APim ￿ ubereinstimmen und gleiche








und Einsetzen von h1 ￿ h
￿x
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Mit ￿x := x￿ ￿ x und ￿a￿ = a￿
1 ￿ a￿





2)e (mod N): (3.4)
Aufgrund der Annahme x 6= x￿ ist ￿x 6￿ 0 (mod e) und wegen a￿
1 6￿ a￿
2
(mod e) gilt, da e prim ist:
￿x ￿ ￿a￿ 6￿ 0 (mod e): (3.5)
Nach Korollar 1.2.5 von Seite 9 k￿ onnen wir aus Gleichung (3.4) die e-te
Wurzel von h0 e￿zient bestimmen.
F￿ ur die Aussage c) betrachte den Extraktionsproze￿ unter der Bedin-
gung, dass ein erfolgreicher APim beim Zur￿ ucksetzen jeweils die gleiche ￿ O￿-
nung von A￿ gibt, also a￿
1 = a￿
2 = ::: gilt. Nach Behauptung b) ist diese
Annahme nahezu immer erf￿ ullt. Weil b1;b2;::: zuf￿ allig und unabh￿ angig vom
simulierten R gew￿ ahlt werden, sind die generierten Challenges a￿
i +bi mod e
im Proof-Of-Knowledge zwischen APim und R ebenso unabh￿ angig und uni-
form verteilt. Daher k￿ onnen wir den in Satz 1.3.1 auf Seite 12 angef￿ uhr-
ten Knowledge-Extraktor E aus Okamotos Identi￿kationsschema anwen-
den und erhalten eine Aufdeckung von M￿ in Form einer Nachricht m0. F￿ ur
die Analyse der Erfolgswahrscheinlichkeit des Extraktors E beachte neben
Aussage b), dass APim die Hinterlegungsphase mindestens mit der Erfolgs-
wahrscheinlichkeit ￿(APim) besteht, denn eine gelungene Commitmentphase
ist Voraussetzung f￿ ur eine erfolgreiche Aufdeckung.
Der Nachweis von Behauptung d) entspricht dem Vorgehen bei Aussa-
ge b), denn w￿ are d) falsch, k￿ onnten wir das RSA-Problem zu (N;e;h0)  
RSAIndex(1n) mit nicht vernachl￿ assigbarer Wahrscheinlichkeit l￿ osen. Simu-
liere einen regul￿ aren Angri￿ von APim inklusive Aufdeckung, wenn S ei-
ne von uns gew￿ ahlte Nachricht m 2R M hinterlegt, allerdings mit dem
modi￿zierten Public-Parameter h1 := h
￿x
0 we mod N f￿ ur w 2R Z￿
N und
x := H(GmRe). ￿ Uber einen erfolgreichen APim erhalten wir eine Aufde-
ckung von M￿ in Form einer Nachricht m￿, der Extraktor E liefert bei
Erfolg eine weitere Aufdeckung m0. Falls (m;m0) = 2 R, folgt m￿ 6= m0 we-
gen (m;m￿) 2 R. Sofern der Unterschied zwischen ￿(APim) und ￿(E) nicht
vernachl￿ assigbar ist, erhalten wir zwei RSA-Repr￿ asentationen von M￿ und
k￿ onnen, wie unter Punkt b) beschrieben, eine e-te Wurzel von h0 modulo
N e￿zient bestimmen.
Die Voraussetzung einer kollisions-resistenten Hashfunktion kann ab-
geschw￿ acht werden, eine Familie Hn universeller Oneway-Hashfunktion
(Universal Oneway Hash Function, kurz UOWHF) [NY90] ist ausreichend.
Statt zu gegebener Hashfunktion einen Hashwert samt zweier verschiedener3.3. COMMITMENT BASIEREND AUF RSA 67
Urbilder zu bestimmen, w￿ ahlt der Algorithmus A zu 1n ein x, erh￿ alt an-
schlie￿end H 2R Hn und soll in Polynomialzeit ein x0 mit H(x) = H(x0)
berechnen. F￿ ur Familien universeller Oneway-Hashfunktionen ist die Er-
folgswahrscheinlichkeit von A bestensfalls vernachl￿ assigbar. W￿ ahrend man
UOWHF aus jeder beliebigen Oneway-Funktion konstruieren kann [ Ro90],
erscheint fraglich, ob die Existenz kollisions-resistenter Hashfunktionen auf
das Vorhandensein von Oneway-Permutationen reduzierbar ist [ Si98]. Die
Aussage des Satzes 3.3.1 gilt auch, wenn H aus einer Familie universel-
ler Oneway-Hashfunktion gew￿ ahlt wird. Man kann sich sogar ￿ uberlegen,
dass der Beweis seine G￿ ultigkeit beh￿ alt, wenn f￿ ur hinreichend gro￿e RSA-
Exponenten e ￿ N statt des Hashwertes x direkt X verwendet wird. Die
Pr￿ aferenz des deutlich k￿ urzeren Hashwertes x statt X dient der schnelleren
Berechnung von hx
0.
Satz 3.3.1 gilt weiterhin, falls x der Hashwert von M statt von GmRe
ist und man dieses Commitment GmRe komplett aus dem Schema entfernt.
Im Beweis des Satzes 3.3.1 haben wir aber an mehreren Stellen, genauer in
allen Punkten au￿er a), eine zuf￿ allige Nachricht m aus der Menge M gew￿ ahlt
und in den Public-Parameter h1 eine Geheimt￿ ure zugeschnitten auf dieses
m eingebaut. Bei diesem Vorgehen h￿ angt der ￿ o￿entliche Wert h1 von der
zuf￿ alligen Wahl der Nachricht m 2R M sowie als Konsequenz von M ab. Ohne
die Einschr￿ ankung der Wahl von M in Satz 3.3.1 tritt eine Unw￿ agbarkeit auf:
Der Angreifer APim bestimmt M neben der Relation R basierend auf den
Public-Parameters, w￿ ahrend beim Beweis h1 in umgekehrter Abh￿ angigkeit
gew￿ ahlt wurde. Dieses Problem l￿ osen wir durch eine weitere Trapdoor im
Commitment GmRe, welche uns gestattet, f￿ ur die Wahl von h1 zun￿ achst
m = 0 anzunehmen und in der Decommitphase die Hinterlegung mit einem
erst dann bestimmten m 2R M zu ￿ o￿nen. W￿ ahle v;w 2R Z￿
N und ersetze
G := ve mod N
h1 := h
￿x
0 we mod N
f￿ ur x := H(Re). Der Beweis zu Satz 3.3.1 ist unmittelbar ￿ ubertragbar. Nur
Punkt a) haben wir ￿ uber das Au￿nden einer Kollision des Commitments
GmRe bewiesen, jedoch f￿ ur die regul￿ aren Public-Parameters.
Korollar 3.3.2. Unter der RSA-Annahme und der Voraussetzung einer
kollisions-resistenten Hashfunktion ist das interaktive Commitment-
Schema in Abbildung 3.5 ein polynomialzeit-bindendes, bez￿ uglich Auf-
deckung non-malleable Commitment-Schema mit perfekter Geheimhal-
tung.
Dieses Schema erf￿ ullt neben der liberalen auch die ￿-Auslegung des
Non-Malleability-Begri￿s, man ersetze beim konstruierten Adhoc-Angreifer68 KAPITEL 3. COMMITMENT-SCHEMATA
AAdhoc den Knowledge-Extraktor durch die in Kapitel 1.3 beschriebene ￿-
Variante. Das Hash-&-Commit-Prinzip, also die Hinterlegung des Hashwer-
tes h(m) einer l￿ angeren Nachricht m, kann allerdings nicht auf diese Verfah-
ren aus Abbildung 3.5 angewandt werden, denn der Extraktor liefert unter
diesen Umst￿ anden statt einer in Beziehung zu m stehenden Nachricht m0
einen in Relation zu h(m) stehenden Hashwert. Die in Abschnitt 3.4 be-
schriebene Konstruktion basierend auf dem Chinesischen Restsatz ist hier
eine Alternative zum benutzten Proof-Of-Knowledge, die auch die Hashwert-
Hinterlegung gestattet.
3.4 Commitment basierend auf Faktorisierung
Ein unmittelbare ￿ Ubertragung des Commitment-Schemas aus Kapitel 3.3
auf die Faktorisierungsrepr￿ asentation scheitert, weil das verwandte Subpro-
tokoll kein Proof-Of-Knowledge ist, genauer der f ￿ ur den Non-Malleability-
Nachweis wichtige Extraktor fehlt. Die Konstruktion des Adhoc-Angreifers
AAdhoc basiert im wesentlichen auf dem Knowledge-Extraktor, w ￿ ahrend die
M￿ oglichkeit, in der Hinterlegungsphase die Antwort auf die Challenge zu ve-
ri￿zieren, nur von untergeordneter Bedeutung ist. Vielmehr unterstellen wir
die Korrektkeit der Response, weil dies der Pr￿ amisse entspricht, unter wel-
cher eine passende Aufdeckung des Commitments ￿ uberhaupt vom Receiver
R akzeptiert wird. Aus diesem Grund ist es nicht entscheidend, ob R die
Antwort des Senders S bereits w￿ ahrend der Commitmentphase veri￿ziert
oder dies erst im Rahmen der Aufdeckung geschieht. Im Ergebnis suchen
wir eine Methode, bei der
￿ die Antwort bei Kenntnis der Hinterlegung m zu veri￿zieren ist,
￿ die Response die Geheimhaltung von m nicht in Frage stellt,
￿ die Ratewahrscheinlichkeit zu vernachl￿ assigen ist und
￿ bei einer Simulation ein nicht-vernachl￿ assigbarer Anteil richtiger Ant-
worten zur Extraktion der Nachricht f￿ uhrt.
Wir konzipieren im folgenden ein solches Verfahren, dessen Extraktor auf
dem Chinesischem Restsatz (CRT) aufbaut, anhand des Commitments ba-
sierend auf der Faktorisierungsrepr￿ asentation:
M := gmr2￿+t
mod N
mit m 2 Z2t. K￿ urze die L￿ ange t der hinterlegten Nachricht m um 2d Bits
f￿ ur ein d < 1
2t, wobei 2d vernachl￿ assigbar sei. Bezeichne PrimeGend(c) eine3.4. COMMITMENT BASIEREND AUF FAKTORISIERUNG 69
Funktion, die ein Argument c 2 Z2t auf eine d-Bit-Primzahl abbilde und
kollisions-resistent sei. F￿ ur die Konstruktion solcher Abbildungen basierend
auf kollisions-resistenten Hashfunktionen oder UOWHF verweisen wir auf
die Arbeiten von Gennaro, Halevi und Rabin [GeHR99] sowie Cramer
und Shoup [CrSh00]. Die hinterlegte Nachricht m 2 Z2t￿2d erg￿ anzt der
Sender S um 2d zuf￿ allige Bits s 2R Z22d zur t-Bit-Zahl
mpad := s + 22dm;
und addiert zu mpad das 2t-fache der verwandten Zufallsbits r 2R Z￿
N, so
dass aus dem (t + n)-Bit-Wert
y := mpad + 2tr = s + 22dm + 2tr
Nachricht m samt Zufallswert r unmittelbar hervorgehen. Sender S und
Receiver R einigen sich auf einen uniform verteilten Wert c und die d-Bit-
Primzahl p := PrimeGend(c) stellt die eigentliche Challenge dar. Auf diese
antwortet S mit der Restklasse von y modulo p:
yp ￿ mpad + 2tr ￿ s + 22dm + 2tr (mod p):
Die Verteilung von s modulo der halbsogro￿en Zahl p ist statistisch nah an
der uniformen Verteilung auf Zp und wirkt im Ergebnis wie ein sogenanntes
One-Time-Pad: F￿ ur jede Nachricht m, Zufallsbits r und jede d-Bit-Zahl p
liegt die Verteilung von yp statistisch nah an der Gleichverteilung auf Zp.
Das resultierende Commitment-Schema erzielt statistische Geheimhaltung 2
und die Ratewahrscheinlichkeit der Response ist vernachl ￿ assigbar.
Betrachten wir den CRT-Extraktor Ecrt, der in einer Simulation aus den
Antworten yp1;yp2;:::;ypk zu mehreren Challenges p1;p2;:::;pk zun￿ achst
y und letztlich m zu rekonstruieren versucht. Vorausgesetzt, die Antwor-
ten stimmen mit der jeweiligen Restklasse ￿ uberein, liefert der Chinesische
Restsatz die L￿ osung y zum Kongruenzsystem
y ￿ yp1 (mod p1)
y ￿ yp2 (mod p2)
. . .
y ￿ ypk (mod pk):
Sofern y <
Qk
i=1 pi, erhalten wir die Nachricht m samt des zur Hinterle-
gung verwandten Zufallswertes r, mit anderen Worten, t+n
d￿1 Kongruenzen
2F￿ ur die Geheimhaltung mu￿ der Sender nicht pr ￿ ufen, ob p tats￿ achlich eine Primzahl
ist. Diese Eigenschaft verwendet der CRT-Extraktor Ecrt.70 KAPITEL 3. COMMITMENT-SCHEMATA
modulo d-Bit-Primzahlen sind hinreichend. Die erfolgreiche Rekonstrukti-
on setzt allerdings voraus, dass wir diejenigen Antworten yi identi￿zieren,
welche "richtig\ sind, also mit y modulo pi ￿ ubereinstimmen. Ist bei einer
Kongruenz des ausgew￿ ahlten Teilsystems die rechte Seite yi falsch, liefert
der Chinesische Restsatz zwar eine L￿ osung e y, die allerdings in der Regel
eine falsche Nachricht e m bzw. Zufallswert e r zur Folge hat. Durch Einset-
zen k￿ onnen wir aber veri￿zieren, ob ein Paar (m;r) einer Aufdeckung des
Commitments M entspricht. Die Wahrscheinlichkeit mit welcher man auf
diese Art eine von der hinterlegten Nachricht abweichende erh ￿ alt, ist unter
der Faktorisierungsannahme vernachl￿ assigbar, weil anderenfalls die beiden
Repr￿ asentationen der Hinterlegung M die Primfaktorisierung des Moduls N
liefern.
Die hinreichende Anzahl der Kongruenzen k, f￿ ur welche nahezu immer
ein Teilsystem eine Repr￿ asentation des Commitments M ergibt, bestimmen
wir sp￿ ater mit Hilfe der Cherno￿-Schranke. Bezeichne Kmin die zur Kon-





Teilsysteme und jedes f￿ uhrt zu einer L￿ osung, und erst Einsetzen
zeigt, ob diese einer Repr￿ asentation von M entspricht. F￿ ur konstantes Kmin
ist der naive Ansatz, alle m￿ oglichen Teilsysteme getrennt zu betrachten,
m￿ oglich, sonst scheitert diese Vorgehensweise jedoch an der vorgegebenen,
polynomiellen Laufzeit des Extraktors. Die Aufgabenstellung
￿ Gegeben: Primzahlen p1<p2<￿￿￿< pk, ganze Zahlen yp1;yp2;:::;ypk 2
Z und eine Schranke B.
￿ Gesucht: Alle nat￿ urlichen Zahlen m < B mit m ￿ ypi (mod pi) f￿ ur
mindestens K der Kongruenzen
ist in anderem Zusammenhang als CRT-List-Decoding bekannt. Beim De-
kodieren fehler-korrigierender Codes, wenn der ￿ Ubertragungsfehler jenseits
der korrigierbaren Fehlerschranke liegt, ist das Codewort nicht eindeutig
bestimmt, weshalb entsprechende Verfahren dann eine Liste der n ￿ achstgele-
genen Codeworte generieren und man von List-Decoding spricht. Die ￿ Uber-
mittlung der Restklassen modulo vorgegebener Primzahl entspricht einem
linearen Code [Su01], so dass eine Adaption der Verfahren f￿ ur CRT-List-
Decoding naheliegt. Ein fr￿ uheres Resultat von Goldreich, Ron und Su-
dan [GoRoSu99] hat Boneh [B00, Corollary 2.1] verbessert und gleichzeitig
den Beweis vereinfacht:
Satz 3.4.1 (Boneh 2000). Gegeben Primzahlen p1 < p2 < ￿￿￿ < pk, ganze
Zahlen yp1;yp2;:::;ypk 2 Z und eine Schranke B. Dann kann man in
Polynomialzeit alle nat￿ urlichen Zahlen m < B mit m ￿ ypi (mod pi)3.4. COMMITMENT BASIEREND AUF FAKTORISIERUNG 71













Abbildung 3.8: Hinterlegung non-malleable Faktorisierungs-Commitment
Sender S N;￿;t;g;G;h0;h1 Receiver R
H : Z￿
N ! Z2t
Nachricht m 2 Z2t￿2d
i) eigentliches Commitment
W￿ ahle R;r 2R Z￿
N
W￿ ahle s 2R Z22d






mod N x;M ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
ii) Challenge-Schritt (Coin-Flipping)





mod N A ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! W￿ ahle b 2R Z2t
b   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
c := a + b mod 2t a,u








y := mpad + 2tr
yp := y mod p yp ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
Wir ￿ ubertragen die RSA-basierte Konstruktion aus Kapitel 3.3 auf die
Faktorisierungsrepr￿ asentation, die Challenge entspricht einer ￿ uber das Coin-
Flipping gew￿ ahlten Primzahl p und die Response besteht aus der entspre-
chenden Restklasse y modulo p. Auf den ersten Blick ist man versucht, den
Non-Malleability-Nachweis wie in Satz 3.3.1 auf Seite 63 zu f￿ uhren. Aller-
dings scheitert dies an der fehlenden M￿ oglichkeit, bereits w￿ ahrend der Hin-72 KAPITEL 3. COMMITMENT-SCHEMATA
terlegungsphase zu veri￿zieren, ob die Response korrekt ist. Beim Proof-Of-
Knowledge verwirft der Extraktor dank Kontrollgleichung ung ￿ ultige Ant-
worten sofort. Beim vorliegenden Verfahren fehlt hingegen die M ￿ oglich-
keit, "falsche\ Restklassen vorab zu identi￿zieren. Stattdessen speichert der
CRT-Extraktor Ecrt die Responses und bestimmt am Ende mit Bonehs
Algorithmus (Satz 3.4.1) alle m￿ oglichen L￿ osungen, die aus den gegebenen
Kongruenzen hervorgehen, und schlie￿t durch Einsetzen falsche Nachrich-
ten aus. Allerdings f￿ uhrt die Vorgehensweise des Knowledge-Extraktors, bis
zur Berechnung der Nachricht den Challenge-Response-Schritt zu wiederho-
len, nicht mehr zur gew￿ unschten, im Erwartungswert polynomiellen Lauf-
zeit. Die Laufzeit von Bonehs Verfahren h￿ angt auch von der Anzahl k der
vorliegenden Kongruenzen, also den bisherigen Wiederholungen, ab. 3 Aus
diesem Grund w￿ ahlen wir die ￿-Variante der Non-Malleability, bei der uns
ein Parameter ￿ > 0 vorgibt, wann die Erfolgswahrscheinlichkeit des Adhoc-
Angreifers hinreichend nah an der von APim liegt, und der CRT-Extraktor
Ecrt auf weitere Wiederholungen verzichten kann. Abbildung 3.8 zeigt die
ausf￿ uhrliche Hinterlegungsphase, das kompakte Schema ist in Abbildung 3.9
zu sehen.
Satz 3.4.2. Sei t+n
d￿1 polynomiell in n. Dann ist unter der Faktorisierungs-
annahme und der Voraussetzung einer kollisions-resistenten Hash-
funktion das interaktive Hinterlegungsverfahren aus Abbildung 3.9 ein
polynomialzeit-bindendes, bez￿ uglich Aufdeckung ￿-non-malleable Com-
mitment-Schema mit statistischer Geheimhaltung.
Beweis. Die statistische Geheimhaltung ist die Konsequenz der perfekten
Geheimhaltung des grundlegenden Commitments basierend auf der Fakto-
risierungsrepr￿ asentation (Satz 3.1.1 auf Seite 49) und des als One-Time-Pad
agierenden Wertes s, dessen Verteilung statisch nah an der uniformen Ver-
teilung auf Zp ist. Die Polynomialzeit-Bindung des Schemas folgt ebenfalls
aus Satz 3.1.1.
Nach Korollar 3.2.3 von Seite 57 impliziert das Vorhandensein eines ￿-
Extraktors, der zu einem Commitment von m die von APim hinterlegte Nach-
richt m￿ oder eine ￿ aquivalente Nachricht m0 bestimmt, ￿-Non-Malleability.
Der Extraktor Ecrt folgt dem im Beweis zu Satz 3.3.1 auf Seite 63 konstru-
3Zur Erinnerung: Der Knowledge-Extraktor aus Satz 1.3.1 auf Seite 12 wiederholt mit
Wahrscheinlichkeit ￿(￿) den Challenge-Response-Schritt zum Pr￿ a￿x ￿ mit jeweils kon-
stantem Aufwand durchschnittlich ￿(￿)
￿1jAPimj-mal, so dass wir insgesamt als erwartete
Laufzeit jAPimj erhalten. Beim CRT-Extraktor w￿ are aber der durchschnittliche Aufwand
der Wiederholungen mindestens
P￿(￿)￿1
k=1 kjAPimj und das nicht polynomiell beschr￿ ankte
￿(￿)
￿1 w￿ urde sich beim Mitteln ￿ uber alle Pr￿ a￿xe nicht wegheben.3.4. COMMITMENT BASIEREND AUF FAKTORISIERUNG 73
Abbildung 3.9: Non-malleable Faktorisierungs-Commitment
Sender S N;￿;t;g;G;h0;h1 Receiver R
H : Z￿
N ! Z2t
Nachricht m 2 Z2t￿2d
a) Hinterlegungsphase





W￿ ahle s 2R Z22d, a 2R Z2t
W￿ ahle u;r 2R Z￿
N







(N) x;M;A ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! W￿ ahle b 2R Z2t
b   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
c := a + b mod 2t
p := PrimeGend(c)






c := a + b mod 2t
p := PrimeGend(c)
b) Aufdeckungsphase












￿ mpad + 2tr (p)
ierten. F￿ ur die Analyse setzen wir o.B.d.A.
￿ < ￿(APim) (3.6)
voraus, denn sonst ist die vorgegebene Wahrscheinlichkeit, mit welcher Ecrt
eine in Relation R zu m stehende Nachricht m0 ermitteln soll, gleich Null und
eine Analyse kann unter diesen Umst￿ anden entfallen. Wir nehmen zun￿ achst
an, APim w￿ ahlt die Nachrichtenmenge M nur in Abh￿ angigkeit von (t;d). Als
Eingabe erhalten wir analog zum Beweis von Satz 3.2.2 auf Seite 54 neben
den Public-Parameters zu einer uns unbekannten Nachricht m 2R M die
Commitmentphase (x;M;A;b;a;u;yp) samt Seiteninformationen Hist(m).74 KAPITEL 3. COMMITMENT-SCHEMATA
Abbildung 3.10: Simulation non-malleable Faktorisierungs-Commitment
gegeb. Sender S APim sim. Receiver R
x;M;A
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
x￿;M￿;A￿
￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
Zur¨ ucksetzen .................................................................
b￿
i   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
bi   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
b + a ￿ ai + b￿
i
ai;ui;yp





i ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
F￿ ur die Anwendung des Extraktors Ecrt auf APim baue eine Geheimt￿ ure in





Die ￿ ubrigen ￿ o￿entlichen Werte bleiben unber￿ uhrt. Die Trapdoor w, eine
2￿+2t-ten Wurzel von hx
0h1 modulo N, erlaubt dem Simulator das Commit-
ment A beliebig zu ￿ o￿nen. Zwar ist im allgemeinen bei der Aufdeckung von
A ￿ (hx
0h1)au2￿+2t
(mod N) mit ai der zweite Wert ui der Repr￿ asentati-
on nicht eindeutig bestimmt, weil wir allerdings in der Simulation stets die






legen im vorliegenden Fall (a;u;w) und ai das vom Simulator gew￿ ahlte
ui := wai￿au mod N eindeutig fest. Analog zum Beweis von Satz 3.3.1 ist
unter der Faktorisierungsannahme und der Kollisions-Resistenz von H(￿)
die Wahrscheinlichkeit von x = x￿ vernachl￿ assigbar, weshalb APim au￿er
Stande ist, sein Coin-Flipping-Commitment A￿ mehrdeutig zu ￿ o￿nen. In
der Simulation wird APim wie in Abbildung 3.11 skizziert an die Stelle vor
Senden des Anteils b zum Coin-Flipping zur￿ uckgesetzt. Sei ￿ die Menge der
Tupel (Pr￿ a￿xe)
￿ := (￿;w;!;x;M;A;a;u;c;yp);
f￿ ur welche bei Public-Parameters ￿ der PIM-Angreifer APim mit ￿xierten Zu-
fallsbits !, nach Erhalt von b die Hinterlegungsphase korrekt abschlie￿t und
dann sein Commitment nach der Aufdeckung von (x;M) mit m mit Wahr-
scheinlichkeit 1
2￿ erfolgreich ist, wenn S sein Coin-Flipping-Commitment A
so ￿ o￿net, dass der Sender sich mit APim auf die Challenge c festlegt und3.4. COMMITMENT BASIEREND AUF FAKTORISIERUNG 75
yp sendet. Mit anderen Worten, f￿ ur ￿ 2 ￿ gibt (in der Simulation) APim
mit Wahrscheinlichkeit mindestens 1
2￿ bezogen auf die generierte Challenge
c￿ die zur sp￿ ateren Aufdeckung passende Antwort y￿
p￿ (Weil alle anderen
Werte ￿xiert sind, bezieht sich hier die Wahrscheinlichkeit lediglich auf die
Wahl von b, welches der Receiver R an APim sendet). F￿ ur ￿ = 2 ￿ sinkt die
Wahrscheinlichkeit, dass APim erfolgreich ist, unter 1
2￿. Aus
Ws[APim erfolgr. und ￿ = 2 ￿] ￿ Wsb[APim erfolgr.j￿ = 2 ￿] < 1
2￿
folgt in Verbindung mit der Annahme (3.6),
Ws[￿ = 2 ￿jAPim erfolgr.] ￿








so dass bei einem Erfolg von APim in mindestens der H￿ alfte aller F￿ alle ￿ 2 ￿
zutri￿t.
Abbildung 3.11: CRT-Extraktor Ecrt
1. Fixiere Zufallsbits ! von APim
2. Simuliere erste Schritte der Commitmentphase und Angri￿ von APim
Seien x￿;M￿;A￿; die von APim gesandten Daten
3. Falls (M ￿ M￿) oder (M 6￿ M￿ und x = x￿), dann stoppe ohne Ausgabe
4. K = ;













i von bisherigen a￿-Werten abweicht, dann stoppe.
iii. F￿ uge Kongruenz y￿ ￿ y￿
p￿
i (mod p￿
i) zur Liste K hinzu.
6. Bestimmte alle L￿ osungen y0 bzw. (m0
pad;r0) von K
Gib m0 aus, falls (m0
pad;r0) Repr￿ asentation zu M￿.
Wir zeigen, dass unter der Bedingung ￿ 2 ￿ der Extraktor Ecrt eine in Be-
ziehung zu m stehende Nachricht m0 mit Wahrscheinlichkeit ￿(APim)￿ 1
2￿￿￿
f￿ ur ein vernachl￿ assigbares ￿ liefert. Selbst wenn f￿ ur ￿ = 2 ￿ die Bestimmung
einer passenden Nachricht fehlschl￿ agt, steht insgesamt der extrahierte Wert
m0 hinreichend oft in Relation zu m:
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Unter der Voraussetzung der Faktorisierungsannahme sowie der Kollisions-
Resistenzen von H(￿) und PrimeGend(￿) gilt:
a) Die Wahrscheinlichkeit f￿ ur einen erfolgreichen APim mit x = x￿ und
￿ 2 ￿ ist vernachl￿ assigbar.
b) Unter der Bedingung ￿ 2 ￿ ist die Wahrscheinlichkeit f￿ ur einen erfolg-
reichen APim, der nach Zur￿ ucksetzen dann eine alternative ￿ O￿nung
von A￿ gibt, vernachl￿ assigbar.
c) Unter der Bedingung ￿ 2 ￿ ist die Wahrscheinlichkeit f￿ ur einen erfolg-
reichen APim, der beim Zur￿ ucksetzen dann auf die Challenge mit der
Restklasse zu einer anderen Nachricht m0
pad antwortet und die Hinter-
legung erfolgreich aufdeckt, vernachl￿ assigbar.4
d) Unter der Bedingung ￿ 2 ￿ liefert der Extraktor Ecrt aus Abbil-
dung 3.11 mit Wahrscheinlichkeit mindestens ￿(APim) ￿ 1
2￿ ￿ ￿ eine
Aufdeckung des Commitments M￿ in Form einer Nachricht m0 f￿ ur ein
vernachl￿ assigbares ￿.
e) Die extrahierte Nachricht m0 steht bis auf vernachl￿ assigbare Wahr-
scheinlichkeit in Relation R zu m.
Zum Nachweis der Aussage a) geht man analog wie im Beweis von Satz 3.3.1
auf Seite 63 vor, f￿ ur die Analyse beachte, dass beim Erfolg von APim in
mindestens der H￿ alfte aller F￿ alle ￿ 2 ￿ gilt.
Tr￿ afe Behauptung b) nicht zu, w￿ are entgegen Faktorisierungsannahme
der Modul e￿zient mit nicht vernachl￿ assigbarer Wahrscheinlichkeit zu fak-
torisieren. Simuliere einen regul￿ aren Angri￿ von APim inklusive Aufdeckung,
wenn S eine von uns gew￿ ahlte Nachricht m 2R M hinterlegt, allerdings mit
dem modi￿zierten Public-Parameter h1 := h
￿x
0 w2￿+2t
mod N f￿ ur w 2R Z￿
N
und x := H(GmR2￿+t
). Falls APim nicht erfolgreich bez￿ uglich Aufdeckung
ist oder x = x￿, dann stoppe. Anderenfalls gilt in mindestens der H￿ alf-
te aller F￿ alle ￿ 2 ￿. Setze APim an die Stelle, an welche er auf b wartet,
zur￿ uck und wiederhole die Ausf￿ uhrung, bis wir neben a￿
1 in einer erfolgrei-
chen Commitmentphase von APim eine zweite Aufdeckung a￿
2 von A￿ erhal-
ten. Dabei generieren wir dank Geheimt￿ ure jeweils die gleiche Challenge, so
dass insgesamt Vorgehen und Umfeld mit dem des Extraktors Ecrt bei APim










4In diesem Punkt weicht die Liste der Behauptungen von den entsprechenden Aussagen
auf Seite 65 zum RSA-Schema (Satz 3.3.1) ab. Der Grund ist die fehlende Kontrollglei-
chung f￿ ur die Antwort auf die Challenge, bei der vorliegenden CRT-Konstruktion kann
man die Response erst nach der Aufdeckung veri￿zieren.3.4. COMMITMENT BASIEREND AUF FAKTORISIERUNG 77

















Mit ￿x := x￿ ￿ x und ￿a￿ = a￿
1 ￿ a￿












2 < 2t folgt 1 ￿ j￿a￿j < 2t, so dass insgesamt gilt:5
1 ￿ j￿x ￿ ￿a￿j < 2t ￿ 2t = 22t:
Wir verf￿ ugen ￿ uber zwei verschiedene Repr￿ asentationen von A￿ bez￿ uglich
(N;￿;2t;h0). Diese M￿ oglichkeit, das Faktorisierungsrepr￿ asentationsproblem
zu (N;￿;2t;h0)   FactIndex(1n) in Polynomialzeit mit nicht vernachl￿ assig-
barer Wahrscheinlichkeit zu l￿ osen, gestattet nach Satz 2.1.8 von Seite 39,
die Primfaktoren des Moduls N e￿zient zu bestimmen.
Tr￿ afe Aussage c) nicht zu, w￿ are ebenso im Widerspruch zur Faktori-
sierungsannahme der Modul e￿zient mit nicht vernachl￿ assigbarer Wahr-
scheinlichkeit zu faktorisieren. Simuliere einen regul ￿ aren Angri￿ von APim
samt Aufdeckung m￿
pad, wenn S eine von uns gew￿ ahlte Nachricht m 2R




mod N f￿ ur w 2R Z￿
N und x := H(GmR2￿+t
). Resete APim und
setze die Ausf￿ uhrung fort, bis die (noch zu bestimmende) maximale An-
zahl k der Iterationen erreicht ist oder wir eine von m￿
pad abweichende
Aufdeckung m0
pad erhalten. Dabei generieren wir dank Geheimt￿ ure jeweils
die gleiche Challenge, so dass insgesamt Vorgehen und Umfeld w ￿ ahrend
der Hinterlegungsphase mit denen des Extraktors Ecrt bei APim ￿ uberein-
stimmen. Die F￿ ahigkeit, e￿zient M￿ samt zweier verschiedener Repr￿ asen-
tationen zu berechnen, also das Faktorisierungsrepr ￿ asentationsproblem zu
(N;￿;t;g)   FactIndex(1n) in Polynomialzeit mit nicht vernachl￿ assigbarer
Wahrscheinlichkeit zu l￿ osen, gestattet nach Satz 2.1.8 von Seite 39, den Mo-
dul N e￿zient zu faktorisieren.
F￿ ur die Aussage d) betrachte den Extraktionsproze￿ unter der Bedin-
gung, dass ein erfolgreicher APim beim Zur￿ ucksetzen jeweils die gleiche ￿ O￿-
nung von A￿ gibt, also a￿
1 = a￿
2 = ::: gilt. Nach Behauptung b) ist diese
Annahme nahezu immer erf￿ ullt. Weil b1;b2;::: zuf￿ allig und unabh￿ angig vom
5Zum Vergleich: Im Fall des RSA-Schemas, Gleichung ( 3.5) auf Seite 66, folgt aus
￿x;￿a
￿ 6￿ 0 (mod e) dass auch das Produkt ￿x￿￿a
￿ teilerfremd zum primen e ist. Weil
hier statt eines primen e eine (nicht-prime) Zweier-Potenz vorliegt, ist auf diese Weise
nicht auszuschlie￿en, dass das Produkt ￿x ￿ ￿a
￿ just 2
t entspricht. Aus diesem Grund
erh￿ ohen wir die Zweier-Potenz der Repr￿ asentation von 2
￿+t auf 2
￿+2t.78 KAPITEL 3. COMMITMENT-SCHEMATA
simulierten R gew￿ ahlt werden, sind die generierten Challenges a￿
i+bi mod 2t
zwischen APim und R ebenso unabh￿ angig und uniform verteilt. Aufgrund





Wiederholungen des Challenge-Response-Schrittes hinreichend viele Kon-
gruenzen erhalten, um nach Aussage c) die Aufdeckung des Commitments
M￿ zu bestimmen.
Wegen ￿ 2 ￿ antwortet APim mit Wahrscheinlichkeit mindestens 1
2￿
mit der "richtigen\ Restklasse, die zur sp￿ ateren Aufdeckung pa￿t. Gem￿ a￿
Cherno￿-Schranke (1.4) von Seite 14 (mit p = 1
2￿ und ￿ = 1
2) gilt f￿ ur die





bis auf Wahrscheinlichkeit deutlich unterhalb 1
2￿. Um Bonehs Algorithmus
anzuwenden, sind die in Satz 3.4.1 auf Seite 70 genannten Bedingung nach-
zuweisen. In der vorliegenden Situation gilt log 2 4B ￿ 2(t + n) und




















2 ￿ 2(t + n)








Wie in Abbildung 3.11 beschrieben, bestimmen wir mit Bonehs Algorith-
mus alle L￿ osungen y bzw. m￿ oglichen Repr￿ asentationen (m0;r0) und ￿ uber-
pr￿ ufen durch Einsetzen, ob diese zu M passen. Die Wahrscheinlichkeit, beim
Einsetzen zwei passende Aufdeckungen von M￿ zu erhalten, ist unter der
Faktorisierungsannahme vernachl￿ assigbar, weil wir anderenfalls N e￿zient
in seine Primfaktoren zerlegen k￿ onnen.
Der Nachweis von Behauptung e) entspricht dem Vorgehen bei Aussa-
ge b), denn w￿ are e) falsch, k￿ onnten wir den Modul N e￿zient mit nicht ver-
nachl￿ assigbarer Wahrscheinlichkeit faktorisieren. Simuliere einen regul ￿ aren
Angri￿ von APim inklusive Aufdeckung, wenn S eine von uns gew￿ ahlte Nach-




mod N f￿ ur w 2R Z￿
N und x := H(GmR2￿+t
). ￿ Uber einen
erfolgreichen APim erhalten wir eine Aufdeckung von M￿ in Form einer Nach-
richt m￿
pad, der Extraktor E liefert bei Erfolg eine weitere Aufdeckung m0
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Falls (m;m0) = 2 R, folgt m￿
pad 6= m0
pad wegen (m;m￿) 2 R. Sofern der Un-
terschied zwischen ￿(APim) und ￿(E) nicht vernachl￿ assigbar ist, erhalten
wir zwei Faktorisierungsrepr￿ asentationen von M￿, was erm￿ oglicht, wie un-
ter Punkt b) dargestellt, die Primfaktoren des Modul N zu berechnen.
Wir haben zur Vereinfachung die Wahl der Nachrichtenmengen M ein-
geschr￿ ankt. Der Beweis kann analog zum Vorgehen bei Korollar 3.3.2 auf
Seite 67 f￿ ur von APim vorgegebene Nachrichtenmengen M angepa￿t wer-
den. Wir plazieren in das Commitment GmRe eine Trapdoor, welche uns
gestattet, f￿ ur die Wahl von h1 zun￿ achst m = 0 anzunehmen und in der
Decommitphase die Hinterlegung mit einem erst dann bestimmten m 2R M








f￿ ur x := H(R2￿+t
). Der Non-Malleability Beweis ist unmittelbar ￿ ubertragbar,
lediglich Punkt a) haben wir ￿ uber das Au￿nden einer Kollision des Commit-
ments GmR2￿+t
bewiesen, jedoch f￿ ur die regul￿ aren Public-Parameters.
Im Gegensatz zum auf der RSA-Repr￿ asentation basierenden non-mal-
leable Commitment-Schema aus Abschnitt 3.3 ist unklar, ob das Verfah-
ren aus Abbildung 3.9 neben der ￿- auch die liberale Auslegung des Non-
Malleability-Begri￿s erf￿ ullt.
Die Konstruktion aufbauend auf dem Chinesischen Restsatz er ￿ o￿net die
M￿ oglichkeit des Hash-&-Commit-Prinzips, um Nachrichten der Bitl ￿ ange ‘
zu hinterlegen. Sei h : Z2‘+2d ! Z2t eine kollisions-resistente Hashfunktion.
Abweichend vom Schema in Abbildung 3.9 bildet der Sender S
mpad;h := h(mpad) = h(s + 22dm)
und verbrieft diesen Hashwert als M := gmpad;hr2￿+t
mod N. Auf die Chal-
lenge in Form der Primzahl p antwortet S mit
yp := s + 22dm + 22d+‘r mod p:
Der Sender S hinterlegt zwar den Hashwert von mpad, die Response be-
zieht sich jedoch auf das eigentliche mpad. Unter der Voraussetzung, dass
2d+‘+n
d￿1 polynomiell in n ist, liefert der im Beweis zu Satz 3.4.2 konstru-
ierte Extraktor Ecrt eine Liste der m￿ oglichen (s;m;r) und mit Hilfe der
Hashfunktion ist durch Einsetzen eine passende Darstellung von M zu iden-
ti￿zieren. Die Konstruktion eines ￿-non-malleable Commitments ist auch
f￿ ur die RSA- statt der Faktorisierungsrepr￿ asentation m￿ oglich, man erh￿ alt80 KAPITEL 3. COMMITMENT-SCHEMATA
Abbildung 3.12: Hinterlegung bei Polynom-Challenge





W￿ ahle R;r 2R Z￿
N
W￿ ahle s 2R Z2d






mod N x;M ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
ii) Challenge-Schritt (Coin-Flipping)





(N) A ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ! W￿ ahle b 2R ZqD
b   ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿
c := a + b mod qD a,u








y(￿) :=  q(mpad + 2tr)
yp(￿) := y(￿) mod p(￿) yp(￿) ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
auf diese Weise ein (liberales) non-malleable Hinterlegungsverfahren f ￿ ur das
Hash-&-Commit-Prinzip.
Betrachtet man das Hinterlegungsschema aus Abbildung 3.9 vom Blick-
punkt der E￿zienz, ist der Flaschenhals der Hinterlegungsphase die Trans-
formation des zuf￿ alligen c 2 Z2t in eine Primzahl p := PrimeGend(c). Die un-
mittelbare Verwendung von c statt der Primzahl scheidet aus, weil die Wahr-
scheinlichkeit, dass zwei "zuf￿ allige\ Zahlen teilerfremd sind, mit 6
￿2 ￿ 0;61
nicht vernachl￿ assigbar ist [K98, Sec. 4.5.2]. Und bei nicht paarweise teiler-
fremden Modulen ist nachstehende Situation
y ￿ 1 (mod 2) y ￿ 2 (mod 3)
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m￿ oglich, in der sich die beiden Kongruenzen auf der linken Seite wider-
sprechen, da y ￿ 2 (mod 4) bedingt y ￿ 0 (mod 2). Ein Ausweg ist der
￿ Ubergang von Z zum Polynomring Fq[￿] ￿ uber dem endlichen K￿ orper Fq
mit q Elementen f￿ ur eine
p
d-Bit-Primzahl q. Zur Vereinfachung nehmen
wir an, d sei eine Quadratzahl d = D2. Um eine nat￿ urliche Zahl z 2 N in
dem Polynomring Fq[￿] bzw. Zq[￿] einzubetten, schreibe den Wert in q-￿ arer
Darstellung z =
P






Die Wahrscheinlichkeit, dass zwei zuf￿ allige, normierte (nicht-konstante) Po-
lynome aus Fq[￿] gleichen Grades relativ prim sind, ist vernachl￿ assigbar: Sie
entspricht unabh￿ angig vom Grad 1￿ 1
q [K98, Sec. 4.6.1, Ex. 5]. Als Challen-
ge w￿ ahlen wir statt einer d-Bit-Primzahl ein zuf￿ alliges, normiertes Polynom
aus Fq[￿] vom Grad D. Dazu ￿ andere die L￿ ange des Arguments c zur Ge-
nerierung der Challenge von t auf d < t Bits, genauer c 2 ZqD, und w￿ ahle
einfach das korrespondierende, normierte Polynom vom Grad D:
p(￿) = PolyGenq;D(c) := ￿D +  q(c):
Die Funktion PolyGenq;D(c) ist injektiv, verschiedene c 2 ZqD werden auf
verschiedene, normierte Polynome vom Grad D abgebildet. Auf die Chal-
lenge p(￿) antwortet der Sender S mit




zu mpad = s + qDm mit s 2R ZqD. Das Polynom  q(s) vom Grad D ￿ 1
￿ ubernimmt hier die Rolle eines echten One-Time-Pads. Abbildung 3.12 zeigt
die resultierende Hinterlegungsphase, wenn man statt Restklassen modulo
Primzahlen die Restklassen modulo zuf￿ alliger Polynome verwendet. Weil
 q(s) uniform verteilt im Faktorring Fq[￿]=(p) ist, bietet das Schema per-
fekte Geheimhaltung. F￿ ur die Rekonstruktion "sammelt\ der Extraktor die
Restklassen des Polynoms y(￿) modulo paarweise relativ primer Polynome
p1(￿);p2(￿);::: und setzt y(￿) zusammen. Denn f￿ ur Polynome ￿ uber einem
K￿ orper F gilt ebenfalls der Chinesische Restsatz [K98, Sec. 4.6.2, Ex. 3]:
Gegeben k paarweise relativ prime Polynome p1;p2;:::;pk 2 F[￿] sowie82 KAPITEL 3. COMMITMENT-SCHEMATA
yp1;yp2;:::;ypk 2 F[￿] hat das Kongruenzensystem
y ￿ yp1 (mod p1)
y ￿ yp2 (mod p2)
. . .
y ￿ ypk (mod pk)
eine eindeutig bestimmte L￿ osung y 2 F[￿] mit grad(y) ￿
Pk
i=1 grad(pi).
F￿ ur konstantes n+t
D kann der Extraktor ￿ uber Testen aller m￿ oglichen Teil-
systeme in Polynomialzeit die Nachrichten rekonstruieren, so dass sich der
Non-Malleability-Nachweis in Satz 3.4.2 auch auf die Modi￿kation aus Ab-
bildung 3.12 erstreckt:
Satz 3.4.3. Sei t+n
D = O(1). Dann ist unter der Faktorisierungsan-
nahme und der Voraussetzung einer kollisions-resistenten Hashfunk-
tion das interaktive Hinterlegungsverfahren aus Abbildung 3.12 ein
polynomialzeit-bindendes, bez￿ uglich Aufdeckung ￿-non-malleable Com-
mitment-Schema mit perfekter Geheimhaltung.
F￿ ur polynomielles t+n
D oder um das Schema sinnvoll (d.h. mit mode-
ratem D) auf die Hinterlegung von Hashwerten zu erweitern, ist der List-
Decoding-Algorithmus f￿ ur CRT-Codes basierend auf Polynomen statt Prim-
zahlen zu modi￿zieren. Eine einfache Anpassung von Bonehs Verfahren
(Satz 3.4.1 auf Seite 70) scheidet aus, denn bei diesem Verfahren bestimmt
man durch Gitterreduktion ein Polynom Q 2 Z[Y ] mit kleinen Koe￿zienten
und Q(yi) ￿ 0 (mod
Q
i pi), um dann mittels Faktorisierung von Q(Y ) ￿ uber
Z die Nullstellen und die gesuchten L￿ osungen zu ￿nden [B00]. Im Fall des
Polynomringes suchen wir wie allgemein von Sudan [Su01, Sec. 3] beschrie-
ben ein Polynom Q(￿;Y ) 2 F[￿;Y ] kleinen Grades, was entsprechend der
Situation wie bei der List-Dekodierung von Reed-Solomon-Codes auf das
L￿ osen eines linearen Gleichungssystems ￿ uber F hinausl￿ auft [Su97a, Su97b].
3.5 Nicht-Interaktive Commitments
F￿ ur das Public-Parameter-Modell stammt von Di Crescenzo, Ishai und
Ostrovsky [DIO98] ein einfaches und zugleich nicht-interaktives Verfahren,
welches auf Naors Schema [N91] aufbaut. Jedoch schr￿ anken sie den Non-
Malleability-Begri￿ ein: Die History-Funktion Hist( ￿) sei konstant f￿ ur alle
Nachrichten, d.h. Seiteninformationen fehlen. Diese Restriktion erm ￿ oglicht
innerhalb der Simulation, mit Hilfe der Trapdoor eine Hinterlegung mehr-
deutig ohne Gefahr m￿ oglicher Inkonsistenzen zu den Seiteninformationen3.5. NICHT-INTERAKTIVE COMMITMENTS 83
aufzudecken. W￿ ahrend man im Fall des Schemas basierend auf der RSA-
Repr￿ asentation (Abschnitt 3.3) ￿ uber den Umweg eines Knowledge-Extraktors
bereits in der Commitmentphase die vom Angreifer A gew￿ ahlte Nachricht
m￿ extrahierte, k￿ onnen wir hier die Aufdeckungsphase ebenfalls simulie-
ren, um A zu bewegen, seinen hinterlegten Wert m￿ selbst zu o￿enba-
ren. Di Crescenzo, Katz, Ostrovsky und Smith [CKOS01] haben die
Commitment-Schemata basierend auf dem Diskreten Logarithmus und RSA
[FF00] mit der allgemeinen Konstruktion aus [DIO98] verbunden, und auf
diese Weise nicht-interaktive, non-malleable Hinterlegungsverfahren beru-
hend auf diesen Komplexit￿ atsannahmen erhalten. Wir geben in diesem Ka-
pitel eine Vereinfachung der Konstruktion und ersetzen die RSA- durch die
Faktorisierungsannahme [FF02]. Weil wie zuvor skizziert, der Non-Malleability-
Beweis keinen Extraktor voraussetzt, entf￿ allt die Unterscheidung zwischen
RSA- und Faktorisierungsrepr￿ asentation als Baustein der Schemata.
Abbildung 3.13 gibt das Schema basierend auf der Faktorisierungsan-
nahme wieder. F￿ ur die Public-Parameter erweitere das Tupel (N;￿;t;g)  
FactIndex(1n) um zwei Elemente h0;h1 2R HQRN sowie eine kollisions-
resistente Hashfunktion H : Z￿







mit x := H(X), und als Commitment schickt der Sender S das Paar (M;x).
In der Aufdeckungsphase erh￿ alt der Receiver R dann die von S verwandten
Werte und veri￿ziert, ob diese zur Hinterlegung passen. O￿enbar bietet das
Commitment-Schema perfekte Geheimhaltung sowie unter der Faktorisie-
rungsannahme Polynomialzeit-Bindung.
Die beiden Hinterlegungen sind zwar einzeln betrachtet malleable, in
Verbindung erreichen wir jedoch Non-Malleability. Beim nicht-interaktiven
Commitment sieht der Angreifer A die Hinterlegung (x;M) von m durch
den Sender S (d.h. A ist passiv), bevor er dann seinerseits eine in Relation R
zu m stehende Nachricht m￿ verbrieft. Im Fall eines erfolgreichen Angreifers
A sind zwei Szenerien denkbar:
a) A ist in der Lage, sein Commitment (x￿;M￿) mehrdeutig aufzudecken,
und auf diese Art und Weise nach Bekanntwerden der Hinterlegung m
dann eine in Beziehung stehende ￿ O￿nung m￿ zu generieren.
b) A kann zwar sein Commitment nicht mehrdeutig aufdecken, erzeugt
aber eine Hinterlegung (x￿;M￿), die er mit einer in Relation zu m
stehendenden Nachricht m￿ ￿ o￿net.84 KAPITEL 3. COMMITMENT-SCHEMATA
Abbildung 3.13: nicht-interaktives non-malleable Commitment-Schema
Sender S N;￿;t;H(￿) Receiver R
g;h0;h1 2 HQRN
Nachricht m 2 Z2t
a) Hinterlegungsphase









(N) x;M ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ ￿ !
b) Aufdeckungsphase











Wir zeigen, dass in Fall a) man mit Hilfe von A den Modul e￿zient in
die Primfaktoren zerlegen und als Konsequenz unter der Faktorisierungs-
annahme Situation b) unterstellen kann. AAdhoc legt dem simulierten A
ein Pseudo-Commitment vor und gibt es als Hinterlegung der Nachricht m
aus. Mit Hilfe einer Geheimt￿ ure kann AAdhoc seine "Hinterlegung\ beliebig
￿ o￿nen, und weil A | um ￿ uberhaupt erfolgreich sein zu k￿ onnen | sein Com-
mitment, an welches A nach Voraussetzung gebunden ist, aufdecken mu￿,
erh￿ alt AAdhoc nach eventuell mehreren Wiederholungen eine in Relation zu
m stehende Nachricht m￿.
Satz 3.5.1. Die History-Funktion Hist(￿) sei konstant f￿ ur alle Nachrich-
ten. Dann ist unter der Faktorisierungsannahme und der Vorausset-
zung einer kollisions-resistenten Hashfunktion das nicht-interaktive Hin-
terlegungsverfahren aus Abbildung 3.13 ein polynomialzeit-bindendes,
bez￿ uglich Aufdeckung ￿-non-malleable Commitment-Schema mit perfek-
ter Geheimhaltung.
Beweis. Der Beweis folgt [CKOS01] angepa￿t auf den Fall der Faktorisie-
rungsrepr￿ asentation [FF02]. Es ist zu zeigen, dass zu A ein Angreifer AAdhoc3.5. NICHT-INTERAKTIVE COMMITMENTS 85
aus dem Stand existiert, f￿ ur dessen Erfolgswahrscheinlichkeit gilt
￿(A) ￿ ￿(AAdhoc) ￿ ￿ ￿ ￿ (3.9)
f￿ ur ein vernachl￿ assigbares ￿. Zu gegebenem (N;￿;t;h0)   FactIndex(1n) und













zu x := H(X). Beachte, dass diese Werte (3.10) unabh￿ angig von einer Nach-
richtenmenge M sind, weshalb man vom Angreifer in Relation zu den Public-
Parametern vorgegebene Nachrichtenmenge M nicht gesondert behandeln
mu￿. Als Public-Parameters ￿ werden (N;￿;t;H;g;h0;h1) vorgegeben, wo-
bei deren Verteilung ebenso wie diejenige des Pseudo-Commitments ( x;M)









und verf￿ ugen mit u ebenfalls ￿ uber eine 2￿+t-te Wurzel von X. Dieses Wissen
versetzt uns in der Lage, X respektive M mehrdeutig und im Ergebnis auch













Im allgemeinen sind bei der Aufdeckung von (X;M) die jeweils verwand-
ten Zufallswerte durch die Nachricht m0 nicht eindeutig bestimmt, denn es
existieren mehrere 2￿+t-te Wurzeln. Im vorliegenden Fall h￿ angt unsere Auf-
deckung neben der Nachricht m0 auch von u;r und v;s ab, allerdings ist
bei ￿xierten u;r und v;s unsere ￿ O￿nung eindeutig durch die Nachricht m0
vorgegeben.
Die Trapdoor erlaubt zwar beliebiges Aufdecken, die perfekte Geheim-
haltung bleibt aber unber￿ uhrt. Wir legen A die Hinterlegung (x;M) als
Festlegung auf die (unbekannte) Nachricht m vor, und als Folge gibt A sei-
nerseits ein Commitment (x￿;M￿). Der Angreifer A ist erfolgreich, wenn er
dieses nach Aufdeckung der Nachricht m durch ein m￿ mit (m;m￿) 2 R
￿ o￿net. Wir unterscheiden drei F￿ alle:
a) X ￿ X￿ (mod N)86 KAPITEL 3. COMMITMENT-SCHEMATA
b) X 6￿ X￿ (mod N) und x = x￿.
c) X 6￿ X￿ (mod N) und x 6= x￿
Im Fall a) ist unter der Faktorisierungsannahme die Erfolgswahrscheinlich-
keit von A vernachl￿ assigbar, denn unterstellt X ￿ X￿ (mod N), erh￿ alt man
durch einen erfolgreichen A ￿ uber die Aufdeckungen der Hinterlegungen we-
gen (m;m) = 2 R zwei verschiedene Repr￿ asentationen (m;r) und (m￿;r￿)
zu X und im Ergebnis nach Lemma 2.1.7 auf Seite 38 die Primfaktorzer-
legung des Moduls N. Die Wahrscheinlichkeit von Fall b) ist aufgrund der
Kollisions-Resistenz von H(￿) ebenfalls zu vernachl￿ assigen. Daher erreicht
AAdhoc in den Situationen a) und b) ohne Hinterlegung bereits nahezu die
gleiche Erfolgswahrscheinlichkeit wie A.
Abbildung 3.14: Algorithmus AAdhoc
1. W￿ ahle Public-Parameters (N;￿;t;H;g;h0;h1) und
Pseudo-Commitment (x;M) gem￿ a￿ (3.10)
2. Fixiere Zufallsbits ! von A
3. Sei (x￿;M￿) Commitment von A
4. Falls (X ￿ X￿) oder (X 6￿ X￿ und x = x￿), dann stoppe ohne Ausgabe
5. Wiederhole bis zu 4￿￿1 ln(2￿￿1)-mal:
i. Decke (x;M) mit m0 2R M und passendem r0 auf
ii. Sei (m￿;r￿) ￿ O￿nung von A zu (x￿;M￿)
iii. Bei korrekter Aufdeckung von A gehe zu 6,
anderenfalls setze A an Beginn der Aufdeckungsphase zur ￿ uck.
6. Gib Commitment zu m￿ aus
Abbildung 3.14 zeigt die Konstruktion des Angreifers AAdhoc basierend
auf A. Wir schreiben (x;M) f￿ ur das A vorgelegte Commitment von S
und (x￿;M￿) f￿ ur die Hinterlegung seitens A. Sei ￿ die Menge der Tupel
￿ := (￿;r;s;!;(x;M)), f￿ ur welche A mit ￿xierten Zufallsbits ! sein Commit-
ment (x￿;M￿) zu (x;M) nach der Aufdeckung mit m 2R M mit Wahrschein-
lichkeit 1
2￿ korrekt ￿ o￿net. Bei ￿xierten ￿ h￿ angt die entsprechende Nachricht
m￿ nur von (x;M) und m ab, wir schreiben m￿ := A!((x;M);m). Bezeich-
ne Asim
! ((x;M);m0) die in der Simulation 3.14 aufgedeckte Nachricht m￿,
welche der Adhoc-Angreifer AAdhoc ￿ ubernimmt. Falls AAdhoc ohne Ausgabe3.5. NICHT-INTERAKTIVE COMMITMENTS 87






























￿ = 2 ￿
3
5;
wobei sich s￿ amtliche Wahrscheinlichkeiten auf die Wahl von ￿ und m;m0 2R
M beziehen. F￿ ur ￿ = 2 ￿ steht | nach De￿nition der Menge ￿ | die Nachricht
A!((x;M);m) h￿ ochstens mit Wahrscheinlichkeit 1
2￿ in Relation zu m:


















Dies k￿ onnen wir schreiben als:














Vorausgesetzt ￿ 2 ￿, ist die Wahrscheinlichkeit, dass es bei allen k :=
4￿￿1 ln(2￿￿1) Wiederholungen keine g￿ ultige Aufdeckung gibt, also dement-
sprechend m￿
2 =? gilt, gem￿ a￿ Cherno￿-Schranke (1.4) von Seite 14 (mit
p = 1
2￿ und ￿ = 1
2) h￿ ochstens 1
2￿:









2) = 2 R







Wir zeigen, dass ￿ unter der Faktorisierungsannahme vernachl￿ assigbar ist,
was aufgrund Absch￿ atzung (3.9) dann den Beweis vervollst￿ andigt. Es gilt
m￿
1 6= m￿
2, was in Verbindung mit m￿
2 6=? aus (m;m￿
1) 2 R und (m;m￿
2) = 2 R


























(mod N):88 KAPITEL 3. COMMITMENT-SCHEMATA
Mit ￿x := x￿ ￿ x und ￿m￿ = m￿
1 ￿ m￿











1;m2 < 2t folgt 1 ￿ j￿m￿j < 2t, so dass insgesamt gilt:
1 ￿ j￿x ￿ ￿m￿j < 2t ￿ 2t = 22t:
Wir verf￿ ugen ￿ uber zwei verschiedene Repr￿ asentationen von M￿ bez￿ uglich
(N;￿;2t;h0). Diese M￿ oglichkeit, das Faktorisierungsrepr￿ asentationsproblem
zu (N;￿;2t;h0)   FactIndex(1n) in Polynomialzeit mit nicht vernachl￿ assig-
barer Wahrscheinlichkeit zu l￿ osen, gestattet nach Satz 2.1.8 von Seite 39,
die Primfaktoren des Moduls N e￿zient zu bestimmen. Unter der Faktori-
sierungsannahme ist daher die Wahrscheinlichkeit ￿ vernachl￿ assigbar.
Das Schema in Abbildung 3.13 auf Seite 84 verwendet eine kollisions-
resistente Hashfunktion H(￿). Diese k￿ onnen wir ebenfalls durch eine Familie
universeller Oneway-Hashfunktionen ersetzen, alternativ fordere t ￿ n und






F￿ ur den Sicherheitsbeweis beachte, dass jXj;jX￿j < N < 2t sind. Weil
allerdings X deutlich gr￿ o￿er als sein Hashwert x ist, steigt der Aufwand der
Berechnung von hX
0 sp￿ urbar gegen￿ uber hx
0 an. Ersetzt man die Exponenten
2￿+t und 2￿+2t durch einen primen RSA-Exponenten, ist die Sicherheit des
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