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Dans cet article, nous proposons un système complet 
permettant la navigation dans un objet 3D, pour un envi-
ronnement de type bureau 3D.  Il est composé d’une 
boule de cristal, d’une carte et d’un système de visite 
guidée. La boule de cristal est utilisée pour contenir et 
afficher l'objet 3D. Elle ouvre l’espace du bureau, tout en 
gardant les fonctionnalités de ce dernier. Le système de 
carte, inspirée de la notion de World in Miniature, aide 
l'utilisateur à se faire une représentation de la topologie 
du monde qui l'environne. Enfin, la navigation collabora-
tive est rendue possible en permettant à un des utilisa-
teurs d’en guider un autre. 
MOTS CLES : Travail Collaboratif, Navigation dans un 
objet 3D, bureau 3D. 
ABSTRACT  
In this paper, we propose a whole system to enable navi-
gation inside a 3D object for a 3D desktop environment. 
It is made of a crystal ball, a map system and a guided 
visit. The “crystal ball” is used to contain and display the 
3D object. This opens a space in the desktop while keep-
ing its functionalities. The map system inspired from the 
World In Miniature helps the user to have a representa-
tion of the environment’s topology. At last, a collabora-
tive navigation is possible by allowing one user to guide 
another one. 
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INTRODUCTION 
Le passage des interfaces textuelles à la définition des 
interfaces fenêtrées actuelles a requis non seulement des 
avancées technologiques, mais aussi la création d’un 
périphérique adapté, la souris. Aujourd’hui, des recher-
ches se consacrent au passage à une nouvelle étape : le 
bureau 3D. Ce dernier reste encore à définir, mais  nous 
pouvons déjà en donner les principales caractéristiques. 
Le bureau 3D tel que nous le définissons permettra de 
travailler sur plusieurs tâches en même temps, comme le 
font les bureaux 2D actuels. Il sera basé sur la communi-
cation, voire la collaboration entre les utilisateurs. C’est 
pourquoi nous pensons qu’il s’agira d’un espace fermé 
ne permettant pas de déplacement de l’utilisateur (no-
tamment, pour garder une visibilité sur ce que font les 
autres). Ensuite, il doit être orienté tâche, offrant la pos-
sibilité à l’utilisateur d’organiser son interface comme il 
le souhaite. Enfin, il ne doit pas se restreindre à la mani-
pulation de fenêtres et d’applications 2D; on pourra aussi 
y manipuler des objets et des applications typiquement 
3D. 
Dans ce contexte, on peut se demander comment sera 
gérée une application 3D telle que la visite d’un objet ou 
d’un bâtiment. Le but de cet article est de concevoir un 
système permettant la navigation dans un objet 3D pour 
un environnement de type bureau 3D. 
 
Figure 1 : Un exemple d’utilisation de spin|3D où la collabora-
tion sert à apprendre à utiliser un appareil photographique. 
La plate-forme logicielle utilisée pour illustrer notre pro-
position est Spin|3D (figure 1)[6]. L’objectif de ce projet 
est de créer un environnement 3D collaboratif pour ma-




base sur la métaphore de la salle de réunion : les acteurs 
sont assis dans un bureau virtuel autour d’une tâche 
commune. Chaque participant, possédant son propre 
terminal, est identifié par une couleur et est représenté 
par un avatar autour d’une table virtuelle. L’interface est 
toujours constituée d’un objet actif placé sur la table. Il 
s’agit de l’objet d’intérêt d’un utilisateur, qui peut être 
manipulé à plusieurs. 
Notre proposition de système de navigation sera définie 
pour un bureau 3D collaboratif, on prendra en compte le 
fait que plusieurs utilisateurs puissent naviguer en même 
temps. Il nous faudra donc connaître où se situent les 
autres, ce qu’ils font, quelles sont leurs intensions, etc. 
Enfin, on ne veut pas se limiter à la visite d’objets sim-
ples (tel qu’un bâtiment sur un seul étage), notre système 
devra aussi être adapté aux objets complexes (tel qu’un 
corps humain). 
La prochaine section présentera les propositions de bu-
reaux 3D et  les différentes technologies utilisées dans le 
cas de la navigation dans des environnements 3D. En-
suite, nous expliquerons notre méthode appropriée à la 
navigation dans des bureaux 3D. 
LES BUREAUX 3D ET LA NAVIGATION 
La plupart des recherches concernant les bureaux 3D se 
concentrent sur l'intégration de fenêtres et d’applications 
2D dans un environnement 3D (c’est le cas de Sphe-
reXP[12], Looking Glass[10] ou Task Gallery[11]). En 
effet, on peut penser que la notion de profondeur pourra 
aider les utilisateurs à organiser leurs documents plus 
facilement qu'avec les fenêtres superposables actuelles. 
Cependant, un bureau 3D devra aussi permettre de mani-
puler des objets 3D et des applications 3D. Comment 
peut on envisager l’intégration d’une application 3D de 
navigation dans un tel environnement ? 
La navigation peut être définie comme le processus par 
lequel les personnes déterminent où elles sont, où se si-
tuent les objet et comment atteindre tel ou tel objet ou 
emplacement [9]. Les deux notions à étudier dans un 
système de navigation sont donc la méthode de déplace-
ment (comment atteindre tel ou tel objet ou emplace-
ment), d'une part, et les outils d'aide à la localisation 
(pour que l’utilisateur se situe et situe les éléments du 
monde), d'autre part. La méthode de déplacement propo-
sée dans les jeux (utilisation de la souris pour définir la 
direction de vue et du clavier pour le sens de déplace-
ment) peut s’avérer difficile à prendre en main par des 
utilisateurs novices. Dans les applications dédiées à la 
navigation, (par exemple Cortona [3]), le processus de 
déplacement peut alors être grandement simplifié, par 
exemple, par sélection directe de la zone à atteindre avec 
le pointeur. 
Un outil d'aide à la localisation s'avère nécessaire dans 
les cas de visite d'environnements 3D complexes. Dans 
ce domaine, les carte présentent des avantages certains : 
ce sont des systèmes connus et leurs caractéristiques fon-
damentales ont été étudiées (Darken et Sibert [4]). Une 
carte peut, en effet, éviter à l'utilisateur d'essayer de 
comprendre par lui même la topologie d’un environne-
ment afin de se concentrer pleinement sur son activité. Il 
existe des méthodes de génération automatique de carte 
2D [8] mais ces dernières ne sont pas adaptées aux objets 
complexes (un corps humain, par exemple). Le WIM 
(World In miniature)[13]-ou carte 3D-est une bonne al-
ternative et permet la visualisation de n’importe quel 
type d’objet. Un autre moyen d’aider l’utilisateur est la 
navigation guidée. Il s’agit de guider l’utilisateur dans sa 
découverte de l’environnement. Dans ce cas, soit le par-
cours de l’utilisateur est prédéfini [7], soit un agent vir-
tuel sert de guide [2]. 
PROPOSITION DE SYSTEME DE NAVIGATION 
 
Figure 2 : Notre système va permettre de visiter tout  type 
d’objets complexe (ici, un corps humain) 
Le but de cet article est de trouver un moyen de naviguer 
tout en collaborant au sein d’un bureau 3D. Notre bureau 
doit rester multitâche : l’utilisateur doit être capable 
d’interagir avec d’autres applications alors qu’il navigue. 
Nous avons besoin d’une métaphore visuelle, qui devra 
permettre d’étendre l’espace clos de notre bureau 3D 
sans que l’utilisateur ne perde la main sur celui-ci. Puis, 
nous déterminerons quelle est la méthode de déplace-
ment la mieux adaptée pour notre environnement vir-
tuel. Comme l’objet que l’on souhaite explorer peut être 
très complexe, un système de carte sera  intégré pour 
aider l’utilisateur à s’orienter et afin de connaître la posi-
tion des autres, dans le cas d’une navigation collabora-
tive. Enfin, une visite guidée sera possible par 
l’utilisation de l’outil œil. Ce dernier permet à un utilisa-
teur de voir à travers les yeux d’un autre (on peut voir le 
résultat de chacun de ces points sur la figure 2). 
La boule de cristal : une métaphore d’espace ouvert 
Pour permettre à l’utilisateur de naviguer à l’intérieur 
d’un objet ou d’un bâtiment, celui-ci doit être affiché à 
grande échelle. La première idée naturelle serait 
d’afficher un bâtiment zoomé au sein du bureau 3D. Le 
problème dans ce cas est que tout ou partie du bureau 3D 
peut être obstrué et l’utilisateur risque ainsi de perdre le 
contrôle sur le reste du bureau. Nous proposons ici la 
métaphore de la boule de cristal, qui crée un effet de 
loupe local sur l’objet à visiter (figure 3). Ce système 
permet d’étendre l’espace du bureau 3D et de naviguer 
sans perdre la main sur les fonctionnalités du bureau. 
 
Figure 3 : La barre d’outils (en haut) et l’outil œil (en bas) 
restent accessibles en mode navigation. 
La boule de cristal est comme un écran de télévision 
sphérique, elle permet d’afficher une nouvelle scène qui 
n’a aucune influence sur l’affichage du bureau 3D en lui 
même. De plus, cet écran étant affiché sur une partie 
restreinte de l’espace, cela permet de garder le contrôle 
sur le reste du bureau.  
Le système de carte  
 
Figure 4 : Les deux niveaux de transparence de la carte per-
mettent à l’utilisateur de distinguer les éléments autour de lui et 
de voir la structure générale de l’objet 3D. 
Notre carte est basée sur le WIM[13]. Elle est constituée 
d’une miniature 3D de l’objet à explorer (figure 4). Cela 
lui permet d’être adaptée aussi bien aux objets simples 
(comme un bâtiment sans étage) qu’aux objets com-
plexes (tel qu’un corps humain).  
Notre carte est égocentrée (c’est le troisième principe de 
création de carte proposé par Darken et Sibert[4]). Cela 
permet à l’utilisateur de garder les mêmes références 
dans la carte et dans la scène.  
L’objet à visiter pouvant être très grand, on ne peut pas 
toujours afficher la carte 3D de l’objet en entier, elle 
risquerait de prendre trop de place sur l’interface. On 
préférera une vue partielle de l’objet localisée autour de 
l’utilisateur. Pour cela, on délimitera la représentation de 
la carte par une sphère. Ainsi, même dans le cas d’objet 
très grand, il ne sort jamais de cette sphère.  
La position de l’utilisateur est représentée par une petite 
sphère colorée fixée au centre de la carte (second prin-
cipe de Darken et Silbert [4]). La représentation des au-
tres utilisateurs consiste en une pyramide attachée à une 
sphère : la sphère représentant la position de l’utilisateur 
et la pyramide, son angle de vue. Pour que la représenta-
tion des autres soit toujours visible et éviter les cas 
d’occlusion, nous utilisons un affichage semi-transparent 
de l’objet avec deux niveaux de transparence : le plan 
lointain (ce qui se trouve devant l’utilisateur) est peu 
transparent alors que le plan proche (ce qui se trouve 
derrière l’utilisateur) est plus fortement transparent. Cela 
permet de toujours garder une vue de la structure géné-
rale de l’objet. 
L’interaction de déplacement 
La modalité d’interaction utilisée pour naviguer à 
l’intérieur de l’objet 3D déterminera la facilité 
d’utilisation de notre proposition. Dans notre interface, la 
Spacemouse[1], déjà utilisée dans un contexte de mani-
pulation d’objet dans Spin|3D, a été réutilisée par souci 
de cohérence des intéractions. Mais ce contrôleur ne 
reste qu’une possibilité parmi d’autres dans Spin|3D pour 
envoyer des évènements de navigation (rotations et tran-
slations). La Spacemouse est représentée dans l’interface 
du bureau par une trackball (une sphère pleine). C’est 
cette métaphore d’interaction qui, une fois sélectionnée, 
permet de passer en mode navigation. 
Navigation guidée 
 
Figure 5 : Quand l’utilisateur vert sélectionne l’œil orange, il 
suit la vue de l’utilisateur orange. 
Notre méthode de navigation guidée donne la possibilité 
pour un utilisateur d’en suivre un autre, c’est-à-dire, de 
partager le même point de vue. L’utilisateur suivi devient 
alors le guide (figure5).  
Pour suivre ou arrêter de suivre quelqu’un, on peut utili-
ser « l’outil œil » : il y a un œil dans l’interface du bureau 
3D pour chacun des utilisateurs distants, identifié par sa 
couleur. Lorsqu’un utilisateur souhaite voir ce qu’un 
autre utilisateur voit, il sélectionne l’œil correspondant. 
L’œil s’ouvre et le mode suivi est alors activé. Aussi 
longtemps que l’œil reste ouvert, les deux protagonistes 
partagent la même vue de l’environnement. Pour désacti-
ver le mode suivi, l’utilisateur doit sélectionner l’œil une 
nouvelle fois. Cette action ferme l’œil et il peut alors na-
viguer de nouveau par lui même. 
Cette méthode de collaboration est à la fois basée sur 
l’analogie de la rivière [7] et sur la notion de guide vir-
tuel [2]. La différence avec ces visites guidées est que le 
guide ici est un humain : notre système induit que l’un 
des utilisateurs connaisse l’environnement. 
TRAVAUX FUTURS  
La validation du système complet n’a pas encore été ef-
fectuée. Cependant, chaque métaphore définie ici a déjà 
été expérimentée dans des contextes différents. En effet, 
le WIM est un système déjà bien connu, notre carte con-
tient les mêmes caractéristiques que le WIM mais s’avère 
limité dans l’espace par une sphère. La validation tentera 
de déterminer si l’intérêt du WIM (avoir une représenta-
tion complète de l’environnement) n’est pas perdu lors-
que son affichage est limité et s’il s’agit d’un bon support 
pour représenter les autres. L’outil œil a lui aussi été ex-
périmenté mais dans un contexte de manipulation d’objet 
3D [5]. Dans ce contexte, son but avait été bien assimilé 
par les utilisateurs, mais en sera-t-il de même dans un 
contexte de navigation ? La métaphore d’interaction (la 
trackball) n’a pas été étudiée plus en profondeur et 
d’autres techniques d’interaction devraient être testées. 
La validation de la boule de cristal concernera la capacité 
pour un utilisateur à comprendre la vision partielle qu’il a 
d’un environnement vaste, à l’intérieur même de l’espace 
clos de son bureau. La validation du système complet se 
fera pour deux activités distinctes. La première sera la vi-
site d’un bâtiment par un architecte et son client (contexte 
de navigation et de visite guidée), l’autre sera la visite 
d’un corps humain pour une aide au diagnostic (contexte 
de manipulation avec nécessité d’aller « zoomer » sur une 
petite partie du corps et de naviguer dans le système vei-
neux). 
CONCLUSION  
Nous venons de présenter un système complet permettant 
la navigation dans un environnement de type bureau 3D. 
Ce système comprend une métaphore visuelle appelée 
boule de cristal qui permet de créer un espace ouvert dans 
le système clos du bureau 3D ; une carte 3D de l’environ-
nement qui permet d’avoir une idée de ce que font les au-
tres ; un système de visite guidée permettant à un utilisa-
teur d’en suivre un autre et enfin, une métaphore d’inter-
action (la trackball) qui représente un périphérique à six 
degrés de liberté. Le système au complet doit encore être 
validé mais le principe de la boule de cristal pourrait être 
une première approche d’un équivalent des fenêtres 2D 
traditionnelles dans un bureau 3D. 
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