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Efficient Algorithm for a Class of Least Squares Estimation Problems

Ewaryst Rafajlowicz and Wojciech Myszka
Ab&"-A computationally efficient algorithm for solving least squares estimation problems is proposed. It is well suited for problems with the normal equation matrix factorizable in terms of Kronecker's products. Three classes of identification problems factorizable in thii sense are pointed out. Computational complexity of the algorithm and its robustness against round off errors is also discussed.
INTRODUCTION
A wide applicability of the least squares estimation algorithm (LSEA) in system identification, estimation, and signal processing stimulated attempts to improve its computational efficiency by exploiting a special form of the normal equations. The Levinson algorithm and the ladder type methods (see [l], [6] 
which are assumed to be nonsingular. The proposed algorithm runs as follows.
Step I) Calculate T I x 1 and r 2 x 1 vectors an and Pn by solving the systems of linear equations
Step 2) Calculating 2N-the estimate of a E R'-as
Several remarks are in order concerning possible implementations of the above algorithm.
Remark I :
The matrices M z , Mu need not to be explicitly calculated, since for finding a,, Pn, n = one can apply (twice) the Housholder transformation (see, e.g., [6]), simultaneously to all the vectors at the right-hand side of (4). 
Czl v , g ( z ( ' ) ) . gT(z(')) and Mu d&f ~~~1 ~~h ( h (~) ) .
h T ( u ( j ) ) .
Under the above assumptions, the estimate ~L N is exactly the same as the classical least squares estimate, i.e., it minimizes
with respect to a E R'.
Proof: It suffices to notice that N E M , which arises by direct minimization of (6) 
B. Systems with Random Variables as Inputs
Let Y, X , U denote random variables representing the input and output of a system, respectively. Our aim is to find the best predictor of Y by minimization &(a) = E[Y -aTf(X, U)]' with respect to a E R'. We assume that f is of the form (2) and X, U are independent and such that EY',
is nonsingular.
Theorem3.2: If the matrices R , g E [ g ( X ) . g T ( X ) ] and
M u s f E [ h ( U ) h T ( U ) ]
are nonsingular, then the independence of X and U implies
(7)
Pro08 By inspection.
When the probability distributions of Y, X , U are not known, the method of moments (see, e.g., [SI) is frequently used to estimate a' from observations y n , u n r z,, n = 1, N . Applying this method to evaluate R,, Xu we obtain exactly M , , Mu defined by (3), if we put p , = qn = l/N. Applying the method of moments to the expectations in (7) one can treat ~L N calculated by KPA as the estimate of a', provided that also wn = 1/N. To estimate a, (8) is multiplied (from the left) by Fn @ ii,, and the expectation of the both sides is calculated. This leads to the system 
IV. NUMERICAL ASPECTS
For simplicity we take p, = q, = wn = 1. 
A. Reduction of the Numerical Sensitivity
As a sensitivity measure of a system of linear equations with a symmetric matrix A to round off errors we take the spectral conditional number K ( A ) = AmaX(A)/Amin(A) (see 141). According to KPA we have to solve two systems of equations with conditional numbers n ( M Z ) and K(M,). According to Theorem 4.1, in the classical approach the system with matrix M is to be solved with the conditional number K ( M ) = K(M,) . K(M,), which can be much (even inacteptable) larger. Note that analogous conclusion holds, if the Housholder transform is used to solve normal equations (replace the condition numbers above by their square roots).
B. Comparison of Computational Complexity
As a common starting point for the comparison, in terms of floating point operations, we assume that vectors h(sn), g ( u n ) , n = are precalculated. We compare our method (in the version based on forming and inverting M,, Mu) with the classical version of LSEA (based on forming M and solving NEM by the Gauss elimination). To simplify analysis we assume T I = r2 = p and treat N as large, what allows us to omit constant multipliers.
Under these assumptions, the relative computational complexity C ( N , p) of the classical LSEA to KPA is For N finite the behavior of C(N, p) is summarized in Table 1 . To evaluate the computation time, 600 data points were generated and the polynomial regression with two input variables was fitted by the proposed algorithm. For regression with 20 parameters ( T I = 4, T Z = 5) the computation time is 21 sec. using IBM EWAT116MHz.
Resource Optimal Control in Some Single-Machine Scheduling Problems
T. C. E. Cheng and A. Janiak
Abstract-We consider a problem to schedule a set of jobs on a single machine under the constraint that the maximum job completion time does not exceed a given limit. Before a job is released for processing, it must undergo some preprocessing treatment which consumes resources. It is assumed that the release time of a job is a positive strictly decreasing continuous function of the amount of resources consumed. The objective is to minimize the total resource consumption. We show that ordering jobs in nonincreasing processing times yields an optimal solution. We then consider a bicriterion approach to the problem in which the maximum job completion time and the resource consumption are simultaneously minimized and present a polynomial time solution algorithm. Finally, we consider a related problem in which the job release times are given but the processing times are functions of the amount of resource consumed. We show that ordering jobs in nondecreasing release times gives an optimal solution and that the problem to minimize both the maximum completion time and resource consumption is polynomially solvable.
I. INTRODUCTION
The classical scheduling problems have traditionally been considered under the assumptions that job processing times and release dates (i.e., the times at which jobs are ready for processing) are constant Manuscript received July 6. 1992; revised January 29, 1993 and June 5, 1993 A good account of job scheduling problems subject to resource constraints can be found in Blazewicz et al. [2] . Janiak [6] was among the first researchers to introduce linear models for release dates in scheduling problems concerned with the time-optimal control of job completion on a single machine. In Janiak's paper, it was assumed that the times at which jobs were available for processing (i.e., the release times) were not fixed, but treated as decision variables. Specifically, Janiak assumed that job release times were positive strictly decreasing continuous functions of the amount of resources consumed and that the total resource consumption was both locally and globally constrained. In this paper, we consider the inverse problem to the one studied by Janiak [5], i.e., the resource-optimal control of job completion on a single machine with a constraint on maximum job completion time. Such a problem arises, for instance, in steel production where ingots must be preheated to the required temperature before they can be hot rolled [ 111. The ingot preheating time is inversely proportional to the total amount of resources (e.g., energy and catalyzer) consumed. Thus, the more resources are consumed for preheating the ingots, the sooner they are ready for hot rolling.
The remainder of this paper is organized as follows. In the next section, we present a formulation of the resource-optimal scheduling problem, analyze it, and derive the optimal solution. In the third section, we consider a bicriterion approach to the problem in which the maximum job completion time and resource consumption are simultaneously minimized, and we present a polynomial time solution algorithm. In the final section, we consider a related problem in which the job release times are given but the processing times are linear functions of the amount of resources consumed. The objective is to minimize the total resource consumption. The bicriterion approach to this problem is also examined.
MINIMIZATION OF RESOURCE CONSUMPrlON
We consider the problem of scheduling a set J = { 51, Jz, . . . , J , } of n jobs on a single machine. The machine is continuously available and can process at most one job at a time. Once the machine begins processing a job, it will continue processing the job until it is finished. Let K denote any permutation of the jobs in J and n ( j ) the job in position j of n. By II we will denote the set of all such permutations. Associated with each job J3 is a processing time p , and a release date r 3 , the time at which job J3 is ready for processing. Assume the following model for job release dates: r, = f(u,), J = 1, 2 , . . . , n , where U ] is the amount of resources (e.g., energy, catalyzer, financial outlay, etc.) allocated to .JJ, with cy 5 u3 5 ,B, where a and / 3 satisfying 0 5 a 5 B are known technological constraints (parameters) and f: R+ -+ R+ (R+ is the set of nonnegative real numbers) is a strictly decreasing continuous function with f ( a ) T and f(P) > 0. By U we will denote the set of all resource allocations U = [ u I , . . . , U,,. . . , U,] satisfying the above resource constraints (i.e., cy 5 U , 5 p, j = 1, 2 , . . . , n). 0018-9286/94$04.00 0 1994 IEEE 
