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Abstract 
The power grid is subjected to a number of problems and a paradigm shift is required 
in the way the grid has been monitored and controlled over the years. It necessitates 
utilization of modern sensing, communication and computation tools at all the stages 
in the grid. Smart grid is the name given to such a modern and futuristic power grid 
and it is expected to operate with enhanced efficiency, stability, and flexibility. 
One of the key attributes of smart grid which can be imparted using existing and 
upcoming technologies is its self-healing capability. Self-healing, in the context of 
smart grid, refers to a design concept that enables problematic elements of an 
electrical system to be identified, isolated, and restored, with little or no manual 
intervention, so as to minimize interruptions of service. Technologies are available 
which may be utilized to impart these features to make the power grid self- healing. 
Deployment of phasor measurement units (PMUs) in the power grid is one such 
initiative to make it smart. PMUs provide measurement of voltage and current phasors 
and these measurements are synchronized via the Global Positioning System (GPS). 
Considering the critical role phasor measurement units will play in the development 
of a smart grid, this research work is devoted to the application of these units as an 
enabling technology for a smart grid. The research work has been carried out based on 
the three requirements of a self-healing smart grid; (i) better real-time monitoring, (ii) 
anticipation of potential problems and (iii) islanding. The first part of the thesis 
addresses the problem of optimal placement of phasor measurement units in the 
power grid and develop placement algorithms by taking into account factors like 
channel capacity of PMU, computation efficiency, multistage placement of PMUs and 
enhanced state estimation accuracy. The second part of the thesis is concerned with 
the development of algorithms for efficient utilization of PMUs in implementing 
intentional islanding algorithm for system splitting to prevent cascading blackouts. 
The third part of the thesis explores the role of phasor measurements for better 
monitoring and control at the distribution level, especially in the presence of 
distributed generation. 
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Chapter 1   
 
Introduction 
On 31
st
 July, 2012 India faced one of the world’s worst blackouts known in the 
history of power grid. Three regional electricity grids connecting more than 20 Indian 
states collapsed triggering a major power crisis across the country. The blackout that 
hit states across north, eastern and north-eastern India affecting billions of people, 
virtually brought the entire railway system to a complete halt. This large scale 
blackout was preceded by another blackout in the northern grid on just the previous 
day [1]. These back to back blackouts caused real hardships to the people and loss of 
millions of rupees. An expert committee was constituted by the government of India 
to analyze the causes of these disturbances and to suggest measures to avoid 
recurrence of such events in future. The two most important causes identified by the 
committee are (i) inadequate monitoring of dynamic phenomena occurring in the 
power grid due to inadequate situational awareness and (ii) inability of system 
operators to visualize events on the entire system [2]. This analysis was in line with 
the recommendations of task force [3] and expert committee [4] which investigated 
the other major blackouts of the decade in North American and European power grids. 
In order to avoid such failures the grid has to be equipped with better real time 
monitoring sensors to enable wide-area visibility and situational awareness.  
The primary reason behind such kind of catastrophic blackout is the highly 
interconnected nature of the grid. The power grids throughout the world have evolved 
as huge interconnected networks spread over large geographical areas. The main 
motivating factor behind implementing the grids in this form was the improved 
overall reliability in an economic way. This arrangement has worked satisfactorily for 
almost a century but in recent years it has been experienced that the conventional 
model of power grid has reached its limit. It is becoming increasingly difficult to 
maintain a secure operation of the grid. Some of the major factors pushing the 
conventional grid structure to the extreme limits are [5]: 
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1. Continued decline in reliability of power grid and blackouts occurring with 
increased frequency. 
2. Inability of the grid in meeting consumer expectations in the new era of digital 
economy. 
3. Rising concerns on the environmental impacts of the power grid operation. 
4. Political and social hindrances in planning, construction and operation of the 
grid. 
Therefore a paradigm shift is required in the way power grid has been monitored and 
controlled. It necessitates utilization of modern sensing, communication and 
computation tools at all the stages in the grid. Smart grid is the name given to such a 
modern and futuristic power grid and it is expected to operate with enhanced 
efficiency, stability, and flexibility. 
1.1  Motivation 
The smart grid will not be a new structure altogether rather it will gradually emerge 
from the existing infrastructure with the introduction of new technologies at different 
levels of the grid. Therefore the utilities should start deploying and managing the 
existing and emerging technologies in a better way to create an ‘agile grid’ on the way 
to a smart grid. To achieve this goal it is important to go beyond merely defining a 
smart grid. Rather the key attributes in the vision of smart grid which are missing in 
the conventional grid should be identified and imparted slowly but steadily [6]. When 
viewed from this perspective, one of the attributes of smart grid which can be 
imparted using existing and upcoming technologies is its self-healing capability. Self-
healing, in the context of smart grid, refers to a design concept that enables 
problematic elements of an electrical system to be identified, isolated, and restored, 
with little or no manual intervention, so as to minimize interruptions of service.  
A self- healing grid may be implemented if the following three features are 
incorporated in the power grid [7]: 
1. Real time monitoring and control: A number of sensors should be distributed 
throughout the grid for better real time measurement of voltage, current and 
other parameters. These sensors will send the measurements through high 
3 
speed communication links to the control centre for manipulating the power 
flows to maintain a secure operation of the grid. 
2. Anticipation: The mechanism in a self- healing grid should operate in a way to 
keep looking for potential problems and generating corrective actions.  
3. Islanding: The third feature of a self- healing grid is isolation of the faulty part 
in case there is a disturbance. On sensing a fault in a part of it, the grid will 
break into a number of islands. Each island will be a self sufficient power 
network albeit of reduced capacity. In this way a catastrophic blackout may be 
avoided. 
Technologies are available which may be utilized to impart these features to make the 
power grid self- healing. Deployment of phasor measurement units (PMUs) in the 
power grid is one such initiative to make it smart [8, 9]. PMUs provide measurement 
of voltage and current phasors and these measurements are synchronized via the 
Global Positioning System (GPS). In fact some utilities in the world have already 
installed PMUs in their networks on a limited scale.  PMUs provide dynamic visibility 
into the operation of power grid at a much faster rate as compared to the arrangement 
in conventional grid. This enhanced real-time monitoring will make the power grid 
more aware of its operating state and the conditions leading to blackouts will be 
addressed at the instant of their inception [10].  
Another feature of smart grid is the complete transformation of the distribution 
system. The growing penetration level of distributed energy resources in the grid will 
transform the distribution system from a traditionally radial network to one with 
multitude of doubly fed lines and bidirectional flow of power [11]. 
All these developments will introduce new challenges in planning, monitoring, 
control, management and protection of the distribution grid, which would require a 
dynamic analysis and control taking into account not just the voltage magnitudes, but 
the phase angles as well. This situation would therefore justify the need for measuring 
voltage and current phasors in the distribution grid. Therefore PMUs shall be 
deployed for better monitoring at the distribution level also [12]. 
Apart from better real-time monitoring, PMU deployment will also help in 
maintaining proper operation of islands created to prevent a blackout. An important 
consideration in intentional islanding is identifying the instant at which the intentional 
islanding must be implemented. Synchronized measurements available from PMUs 
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widely deployed in the power grid can be used for assessing the system state and 
taking the decision for intentional islanding [13]. Another application of PMUs in 
islanding is the utility of these units in maintaining the observability of individual 
islands [14]. 
1.2  Research Objectives 
Considering the critical role phasor measurement units will play in the development 
of a smart grid, this research work is devoted to the application of these units as an 
enabling technology for a smart grid. The research work has been carried out based on 
the three requirements of a self-healing smart grid; (i) better real-time monitoring, (ii) 
anticipation of potential problems and (iii) islanding. The objectives of the present 
research work may be summarized as: 
 Explore the role of phasor measurement units as a key enabling technology in 
the development of a smart grid and provide an objective analysis of the 
efforts initiated in this direction by the utilities. 
 Address the problem of optimal placement of phasor measurement units in the 
power grid and develop placement algorithms by taking into account factors 
like channel capacity of PMU, computation efficiency, multistage placement 
of PMUs and enhanced state estimation accuracy. 
 Develop algorithms for efficient utilization of PMUs in implementing 
intentional islanding algorithm for system splitting to prevent cascading 
blackouts. 
 Explore the role of phasor measurements for better monitoring and control at 
the distribution level, especially in the presence of distributed generation. 
1.3  Contributions 
The main contributions of the work presented in the thesis are as follows: 
 An efficient algorithm has been developed for optimal placement of PMUs 
with limited channel capacity in the power grid. The algorithms reported 
earlier for the same purpose were not suitable for large power systems. This 
problem has been rectified in the present work and the developed algorithm 
has been shown to be computationally efficient even for large networks. 
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 An optimal selection scheme for PMU channel capacity is presented. Optimal 
PMU placement has been researched extensively in recent years. However 
most of the studies are based on the assumption of infinite channel capacity of 
the PMUs available. But the PMUs are manufactured with limited channel 
capacity. Therefore those studies do not help the manufacturers in deciding the 
optimal channel capacity of PMU.  The present work gives some novel results 
in terms of optimal selection of PMU channel limit to be deployed for an 
economic placement scheme. 
 A criterion for optimal multistage placement of limited channel PMUs has 
been developed.  Sometimes the minimum number of PMUs required for a 
power network is too high to be installed in one stage. Therefore the 
placement of PMUs has to be scheduled in multiple stages. Earlier work on 
multistage placement was based on infinite channel capacity of PMUs 
available. However, in practice PMUs are manufactured with limited number 
of channels and it may happen that on a particular bus the number of branches 
connected is more than the channel capacity of PMUs. Under this condition 
some criterion should be devised to identify the branches to be monitored by 
the PMUs or the branches to be monitored in the initial stages of PMU 
installation. In the present work a criterion has been developed for this 
purpose. 
 PMU placement for enhanced values of new state estimation metrics. The 
inclusion of synchrophasor measurements in the state estimation algorithm is 
set to bring a paradigm change in the way power grids have been monitored. 
Therefore new performance metrics have to be defined in order to incorporate 
these new measurements. In the present work some of these performance 
metrics have been described and placement of phasor measurement units has 
been carried out for best possible values of these metrics. 
  The effect of PMU channel capacity on state estimation results has been 
examined. One of the most important factors in the selection of type of PMU 
to be deployed is its channel capacity. The earlier works on PMU channel 
capacity were mostly restricted to financial aspects of PMU placement. In the 
present work the effect of PMU channel capacity on state estimation results 
has also been examined. 
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 An improved algorithm has been developed for islanding of PMU installed 
power network. For a self-healing smart grid intentional islanding may be an 
important technique to prevent large scale blackouts. PMUs can play an 
important role in ensuring the observability of the islands created. An 
algorithm has been developed for intentional islanding in a PMU installed 
network. The algorithm presents several improvements over the previously 
reported literature. 
 The effect of PMU channel capacity on intentional islanding scheme has been 
examined. An extensive study has been performed on the effect of PMU 
channel capacity on intentional islanding scheme in a PMU installed power 
network. Such a study will be helpful in deciding PMU channel capacity for a 
practical deployment. 
 The role of PMU in monitoring a distribution system installed with distributed 
generation has been studied. An important aspect of smart grid is increased 
penetration of distributed generation in the grid. This high penetration of 
distributed generation will completely alter the nature of distribution system. 
Therefore better monitoring tools are required at the distribution level also. 
Simulation studies have been performed to find the best locations for PMU 
installation for better monitoring of distribution system in the smart grid. 
1.4  Thesis Organization 
The thesis is divided into three parts as follows: 
Part I: Theoretical background and literature survey: 
 Chapter 2: Describes the evolution of conventional power grid as a complex 
meshed network and outlines the major problems associated with it. In the 
second part of the chapter basic concept of smart grid, its characterstics and 
main technologies involved are discussed. A brief overview of worldwide 
developments in the field of smart grid is also presented followed by a method 
for evaluating the progress of smart grid development. 
 Chapter 3: Provides a description of phasor measurement units and their role 
in realizing a smart grid. An extensive review of methods and algorithms 
reported for PMU placement in the power grid, at both transmission and 
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distribution level, is presented. Based on this literature survey, various 
research issues for the present work have been identified. Finally a description 
of worldwide developments in PMU utilization and the security challenges to 
a PMU based system are presented. 
Part II:  Enhanced situational awareness in smart grid: 
 Chapter 4: Presents a new computationally efficient algorithm for placement 
of limited channel PMUs in the power grid. A criterion for optimal selection 
of PMU channel capacity is also presented. 
 Chapter 5: Presents a criterion developed for multistage placement of limited 
channel PMUs in the power grid. 
 Chapter 6: Describes new metrics defined for assessing state estimation 
performance in view of the developments like availability of phasor 
measurements and presents the effect of various PMU placement schemes on 
these metrics. The effect of PMU channel capacity on state estimation results 
is also presented in this chapter. 
Part III: Intentional islanding in a self- healing smart grid 
 Chapter 7: Describes the role of phasor measurements in the implementation 
of intentional islanding to prevent large scale blackouts. An improved 
algorithm is presented and the effect of PMU channel capacity on islanding 
scheme is also examined. 
 
Part IV: Enhanced monitoring of distribution system installed with distributed 
generation 
 Chapter 8: Concerns the utility of phasor measurement units in better 
monitoring of distribution system having distributed generation penetration. 
 
Part V:  Conclusions and future perspective 
 Chapter 9: Describes conclusions drawn from the present work and its future 
perspective.  
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Chapter 3 
 
Phasor Measurement Units in Smart Grid 
Synchronized phasor measurements obtained from phasor measurement units (PMUs) 
deployed in the power grid has become one of the most important technologies in the 
realization of a smart grid. In this chapter the basic concepts of phasor measurements 
and the role of PMUs in the smart grid is presented. Considering the high cost of these 
units optimal utilization of PMUs is mandatory. A survey of the methods and 
algorithms reported in the literature for optimal PMU placement has been carried out. 
Based on this survey the required research directions have been identified. An 
overview of the PMU deployment in major countries is also presented. Finally the 
security issues to a PMU based system have been identified. 
3.1  Introduction  
The power grid is a highly complex and dynamic network. The primary reason behind 
implementing such an integrated network is to improve reliability in a cost effective 
manner. However exponentially increasing demand, restructuring of power networks 
due to deregulation, and environmental concerns are presenting unprecedented 
challenges to the grid. Therefore researchers and utilities are working towards the 
development of a power grid of the future in which modern sensing, computation and 
communication capabilities will be installed throughout the grid. Such a power grid is 
called a smart grid. Principal characterstics of a smart grid are: self healing, resilience, 
integrated renewable sources and active consumer participation. In its envisioned 
form the smart grid is set to bring a paradigm shift in the way power grid has been 
operated. The key feature of a smart grid will be better real time monitoring and 
control using advanced measurement devices installed in the power grid. As discussed 
in the previous chapters, various investigation report into major blackouts of the 
world have recommended that in future grid there should be wide-area visibility and 
situational awareness to address problems before they propagate. To achieve these 
features better real-time monitoring tools should be adopted [58]. Deployment of 
phasor measurement units in the power grid is one such initiative to improve real time 
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monitoring of the grid to make it more aware of its ‗state‘ in order to make it smart 
[8]. 
The state of a power system is a vector comprised of complex voltage phasor at every 
system bus. In order to maintain a secure operation of the power system, its state has 
to be monitored continuously. In conventional grid, state estimation performs the 
function of estimating the system state at any instant. The state estimator utilizes data 
telemetered by the Remote Terminal Units (RTUs) at the substations. However the 
RTU based measurements do not contain the phase angle at system buses due to lack 
of a common reference. Therefore the SE estimates the phase angle optimally with the 
slack bus as reference. In addition to optimal estimation of system state, the SE 
detects and filters out gross errors in the measurement set and detect the topology 
errors in the network configuration. For reliable state estimation, the system should be 
observable which means the number of measurements should be greater than the 
number of state variables [59]. 
Apart from the phase angle estimation, lack of synchronicity in the RTU based 
measurements also restricts the monitoring in conventional grids to quasi-steady state 
and the dynamic phenomena are not captured accurately. This is a serious drawback 
while monitoring the system dynamics under a faulty condition. 
However these drawbacks associated with RTU based monitoring system may be 
overcome by deploying phasor measurement units (PMU) in the power grid. PMU 
measures positive sequence bus voltage and branch current synchronized within one 
microsecond through the Global Positioning System (GPS) clock. Due to this accurate 
time reference, with a number of PMUs distributed throughout the grid, it will be 
possible to precisely measure the state of a power grid. Apart from better real time 
monitoring, PMU based measurements may be utilized for protection and control of 
distributed generation, management of transmission congestion, and post mortem 
analysis of a fault [60-62]. 
3.2  Synchronized Phasor Measurement 
A phasor is a mathematical representation of a sinusoidal waveform.  The phase angle 
at a given frequency is determined with respect to a time reference. Synchrophasors 
are phasor values that represent power system sinusoidal waveforms referenced to the 
nominal power system frequency and coordinated universal (UTC) time. Fig. 3.1 
shows the concept of Synchrophasors. The phase angle of a synchrophasor is 
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governed by the waveform, the system frequency, and the instant of measurement. 
Thus, with a universal precise time reference, power system phase angles can be 
accurately measured throughout a power system. The global positioning system 
(GPS) technology provides an economic option for the same. An important advantage 
of the GPS technology is that its receiver can automatically detect accurate 
synchronization.  
 
Fig. 3.1: Synchrophasors 
The device which provides synchronized phasor measurements is called a Phasor 
Measurement Unit (PMU). A number of widely distributed PMUs in the power 
system may be utilized for: 
 Real time monitoring and control  
 State estimation 
 Protection and control for distributed generation 
 Network congestion management 
 Angular and voltage stability monitoring 
 Post-Mortem analysis of disturbances and faults 
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3.2.1  Phasor Measurement Unit 
Phasor Measurement Units (PMUs) are electronic devices that use digital signal-
processing components to measure AC waveforms and convert them into phasors, 
according to the system frequency, and synchronize these measurements under the 
control of GPS reference sources. The analog signals are sampled and processed by a 
recursive phasor algorithm to generate voltage and current phasors. Different 
components of a PMU are shown by a block diagram in fig. 3.2. 
 
Fig. 3.2:  Components of a Phasor Measurement Unit 
The first commercial PMU was the Macrodyne 1690 introduced in 1991 that 
performed only the data recording function. By the year 1997 PMUs capable of real 
time measurement were developed. At present the PMUs provide data at the rate of 
about 6-60 samples per second. The lower end of the range can represent the inter 
area power system dynamics while the higher range can cover local oscillations, 
generator shafts, and controller actions etc.  
Algorithms to compute phasors from measured signals use a time window of data 
samples to estimate the phasor parameters. Simple algorithms assume a fixed nominal 
frequency value and compute only the magnitude and the angle of the phasor. More 
advanced algorithms estimate all of the three parameters providing more accurate 
results. Discrete Fourier Transform is one of the most widely used phasor estimation 
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technique. The phasor can also be estimated using other methods such as the Kalman 
filter or artificial neural networks. 
3.2.2  Phasor Data Concentrator 
The data from different PMUs distributed in the grid is transmitted to a Phasor Data 
Concentrator (PDC) located at the control centre. The PDC collects and sorts the data 
by time stamp until the arrival of the slowest data. Typical function of the PDC is to 
gather data from several PMUs, reject bad data, align the time-stamps, and create a 
coherent record of simultaneously recorded data from a wider part of the power grid. 
The data concentrated by the PDC is then utilized for different applications at the 
control centre. The role of a PDC in PMU based measurement system is shown in fig. 
3.3 [63].  
 
Fig 3.3: Role of PDC in PMU Based Measurement System 
 
Data collected from several PDCs distributed over a particular area may then be 
transmitted to a super PDC. Such an arrangement is commonly known as a wide area 
measurement (WAM) system. A conceptual block diagram of the wide area 
measurement system is shown in fig. 3.4. 
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Fig. 3.4:  PMU Based Wide Area Measurement System 
The communication channel selection is an important consideration for transmitting 
the PMU data. The data from a single PMU may be sent through a narrow bandwidth 
communication channel while the PDC data requires a wide band width for 
communication [64]. 
3.3  Role of PMUs in smart grid 
The PMU based wide area measurement (WAM) is one of the most important 
technologies expected to play a key role in making the grid smart. The WAM 
technology may be utilized for the following [48]: (i) Reducing the threat and scope 
of blackout, (ii) State Measurement, (iii) Increasing the Transmission Line Capacity, 
(iv) Calibration of Instrument Transformers, (vi) Integration of Renewable Energy 
Sources. 
3.3.1  Reducing the Threat and Scope of Blackouts 
The triggering event for blackouts is usually some low probability event or a series of 
uncorrelated events. The prevention of such blackouts requires elaborate plans for 
protection and emergency control which may be achieved only by strengthening the 
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existing protection and control infrastructure. The phasor measurements can augment 
the protection system so that in case of a series of contingencies their effect may be 
contained to a limited area so that the system does not descend into a blackout. PMU 
data provide information about the system at a common instant of time that can be 
used for real-time dynamic analysis. This feature may be utilized for the prediction of 
frequency pattern, active reactive power profile etc. The real time information will be 
used to identify and calculate security margins and indices. It will facilitate early 
detection and monitoring of system security, prediction of emergency states and 
initiating restorative actions to avoid instability. 
PMU data will also be useful in the post-mortem analysis of power system 
disturbances, which is conventionally based on recordings collected from various data 
loggers installed in the systems. The GPS synchronization introduces the time-
correlation of recordings, and the entire timeline of a power system disturbance can be 
reconstructed, allowing a simpler understanding of the sequence of events that have 
caused the disturbance. 
3.3.2  State Measurement 
The operating conditions of a power system at any given instant can be determined if 
in addition to the network topology, the complex voltage phasor at every system bus 
are known. Since the set of complex voltage phasors completely specifies the system, 
it is referred to as the system state. State estimation(SE) function utilize telemetered 
measurements of generator bus voltages, power injection at system buses, real and 
reactive line flows, circuit breaker statuses, and transformer tap settings etc. to 
generate an optimal estimate of the system state. For reliable state estimation, it is 
necessary that the number of measurements should be greater than the number of 
states. This condition is called the observability criterion. Apart from providing an 
optimal state estimate the estimator  also detect and filter out gross errors in the 
measurement set (bad data detection) and detect the topology errors in the network 
configuration. 
Traditionally, the input measurements to the state estimator were provided by the 
Remote Terminal Units (RTUs) at the substations. These measurements did not 
contain the phase angles due to the difficulty associated with the synchronization of 
measurements. Consequently the phase angle was estimated with the slack bus as 
reference. However with the advent of Phasor Measurement Units (PMUs) this 
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difficulty can be removed as the PMU measures voltage and current phasors 
synchronized through GPS. The conventional SEs use the intercontrol center 
communications protocol (ICCP) for gathering the asynchronous data with a sampling 
rate of 1 sample per 4-10 seconds. The measurements are noise corrupted. The 
relationship between measurements and state variables is non linear and it has to be 
linearised and then the solution to the optimization problem is obtained by using 
iterative technique. Because of this non linearity compromises have to be made in the 
modeling, algorithms and uses of estimators. Due to these limitations the conventional 
state estimator is prone to convergence problems affecting their accuracy and 
reliability especially when the system is stressed. However if a PMU is placed at 
every bus of the system the relation between measurements and state variables is 
linear and a non-iterative least square solution may be used to determine the system 
state. 
Due to technical and economical constraints it may not be feasible to install PMUs at 
every bus of the system. Moreover a system can still be made observable by placing 
PMUs only on few selected buses. Therefore the existing SE can be improved by 
using data from a few PMUs installed at critical locations. The data from these units 
may be utilized as pseudo measurement in the conventional SE as shown in fig. 3.5. 
The result of such installations have reported benefits like increased accuracy, 
increased stability of estimator, less computation time, and increased redundancy etc. 
 
 
Fig. 3.5: Sequential(a) and Simultaneous (b) State Estimation 
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3.3.3  Increasing the Transmission Line Capacity 
Transmission congestion has always been an important criterion for reliable and 
secure operation of power systems. However in the modern de-regulated power 
networks its importance has increased by manifolds. The transmission congestion 
limits the market activities in the de-regulated market and decrease the margin of 
potential benefits for the utilities involved. The transmission capacity of a line is 
limited due to the following factors: 
 Current Limit- Governed by the thermal and electric limits of a particular 
line. 
 Total Transfer Capacity- Defined by the operational limits of a certain area 
around the particular line. 
 Available Transfer Capacity- Defined by the operational limits of the system. 
The traditional approach to real-time congestion management is based on the Nominal 
Transfer Capability (NTC), computed off-line using conservative hypothesis 
constrained by operational and environmental assumptions. Therefore an inherent 
uncertainty exists with these limits. Moreover it advisable to provide some additional 
safety margins to these limits. Hence in conventional systems the operational line 
limit is much lower than the actual limit.  The WAM technology, providing 
synchronized measurement data from the congested areas, allows computing the 
transfer capability in real-time, for the actual operating conditions [65]. Which means 
the lines can be operated further close to their limits thereby increasing the 
transmission capability. It is also envisaged that when the PMU data is coupled with 
other smart grid technologies like smart sensors measuring line temperature and sag 
[66] etc, then the operational limit may further be increased reducing network 
congestion. 
3.3.4  Calibration of Instrument Transformers 
The operation planning and monitoring of a power system depends on the 
measurements of current and voltage signals derived from the secondary circuits of 
instrument transformers. For an accurate measurement the secondary parameters 
should be strictly proportional to the primary parameters. However this is not the case 
with practical instrument transformers and errors like ratio error and phase angle error 
are always present. Therefore for effective measurement it is necessary that the 
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instrument transformers should be properly calibrated. One option is to carry out field 
calibration of these transformers. But this option is not economically viable. Under 
this scenario PMUs deployed in the power system can play an important role. The 
calibration may be carried out by using several scans of measurements during daily 
load variations. However the calibration process requires some accurate voltage 
transformers which is usually not a problem with most power networks. It is 
envisaged that as the penetration of PMUs in the power grid increases it will become 
feasible to calibrate the instrument transformers regularly and more accurately 
eliminating a major source of errors in all measurement systems [67]. 
3.3.5  Integration of Renewable Resources 
The conventional power grid is designed for dispatchable centralized generation. The 
loads are largely predictable, allowing essentially open-loop grid control. However 
environmental concerns, accelerated cost reduction in the renewables have made the 
integration of renewable energy sources an integral part of the smart grid. For 
example India has a huge potential of generating this clean energy. In fact in the 
coming years the total capacity from renewable sources in India is expected to reach 
24,000 MW accounting for 12% of the total power capacity [68]. For effective 
utilization of this potential the renewable sources are required to be integrated with 
the power grid. However this integration presents great challenges for the system 
operators as both solar photovoltaic and wind sources whether connected to 
transmission or distribution are all inverter based. This will alter the dynamics of the 
system completely. SCADA-systems provide only a steady state slow picture in much 
longer time intervals. However, Synchrophasor technology in power systems has 
opened up new possibilities for better real-time monitoring and control of system 
wide area events. These measurements can be used as system snapshots and therefore, 
show the dynamics of the power system. With considerable share of solar and wind 
power plants in the power system, valuable conclusions about their effects on the bulk 
power system could be obtained from the observation of voltage phasor quantities and 
frequency values. The measurement of voltage phasors at different busbars in the 
power system and the interconnection corridors, and displaying them to the system 
operators is a big contribution to the operator awareness of the whole system status 
[69]. 
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3.4  PMUs in Distribution System 
An important aspect of the smart grid initiative is restructuring of the whole 
distribution system and its operation. In fact traditionally, the distribution side of a 
power grid has been the most neglected part of the system with little or no 
automation, despite the fact that most of the power grid blackouts have been rooted in 
the distribution side [70]. The technologies to be introduced in the distribution side of 
smart grid are; Distribution Automation (DA), Advanced Metering Infrastructure 
(AMI) and Demand Response (DR). DA processes real-time information from sensors 
and meters for fault location, automatic reconfiguration of feeders, voltage and 
reactive power optimization and control of distributed generation [71]. AMI is a 
critical element of the smart grid infrastructure and it includes smart meters, wide area 
measurements, home automation networks etc.  Its main function is to empower the 
user, allowing the system to establish a connection with the load and providing the 
consumers some degree of control [50]. DR is another key feature of smart grid and it 
may be defined as ‗changes in electric use by demand-side resources from their 
normal consumption patterns in response to changes in the price of electricity or to 
incentives designed to induce lower electricity use at times of peak load, high cost 
periods, or when systems reliability is jeopardized‘[72].  
Accurate real time monitoring and reliable communication of the monitored 
information is an integral part of all the above mentioned technologies. Recently the 
attention of researchers has turned to the use of deployment of PMUs in the 
distribution system to serve this purpose. The main motivating factors behind this are; 
i) declining cost of PMU hardware and ii) the availability of required communication 
infrastructure as part of AMI [73].  
A brief account of the possible benefits of PMU deployment at the distribution level 
and review of related literature is as follows [74, 75]: 
3.4.1 Distribution State Estimation 
One of the most important benefits of PMU placement in the distribution system is the 
ability to correctly determine the system state using distribution state estimation 
(DSE) based on time stamped data received from the PMUs. DSE will result in better 
visualization, control and optimization of resources. The results of DSE may also be 
utilized for implementing DR technology, topology estimation, and as error checking 
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tool for the transmission system state estimator at the substation gateway [76]. The 
effectiveness of incorporating the phasor measurements was demonstrated by 
assuming different number of PMUs available in the system. Results show that the 
accuracy of DSE substantially increases with the increase in number of PMUs. 
3.4.2 Distributed Generation 
Another important aspect of the distribution system in smart grid is distributed 
Generation (DG). DG implies that in addition to provision of central generating 
stations of a conventional power grid, the smart grid will utilize small generating units 
distributed on the distribution side near the consumers. These DG sources are 
supposed to be clean renewable sources of electrical energy. This arrangement will 
result in reduction in the transmission losses and reduced emission of CO2, 
detrimental to the environment. However penetration of DG in the grid will 
completely alter its dynamics as the renewable sources are intermittent in nature 
depending upon weather conditions. It necessitates tools for better monitoring of the 
distribution system. Ref [77] presented the effectiveness of distribution state 
estimation assisted by the PMU data. A distributed system was simulated with the 
presence of a wind power source and DSE was performed without and with PMU. 
Results reflected an improvement in the DSE performance although only magnitude 
value was taken from the PMU. 
3.4.3 Synchronized Energy Meters 
With the developments in the technology, the AMI is supposed to perform other 
advanced functions for better real time monitoring and control in the smart grid. For 
example [78] proposed the use of AMI data for state estimation at the distribution 
side. The proposed system consists of massively deployed GPS synchronized energy 
meters and distribution state estimator. Real time measurements from the 
synchronized meters will be used as an input to the state estimation algorithm that will 
fit the data into a highly accurate system model providing a real time monitoring of 
the system. 
3.4.4  Stability Analysis and Monitoring 
With high penetration of DG stability may become an important issue. In the presence 
of DG, transient stability, long-term dynamic stability, and voltage stability need to be 
studied. In addition the frequency stability also becomes a factor at very high 
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penetration levels. Loads with fast changing dynamics, e.g., electric vehicle charging 
stations, may create the same complications as DGs. As a result of these, the 
distribution system may experience fast excursions in voltage, active power, reactive 
power, or maybe even frequency, which would require accurate phasor 
measurements. These impacts are especially considerable for Microgrids that can at 
times be islanded from the distribution grid. PMUs can improve the monitoring 
experience of the system operator by providing a dynamic snapshot of the system 
during normal as well as abnormal operation modes [79]. Furthermore, as distribution 
networks become more dynamic, there will be some stability events which can be 
monitored and analyzed using only distribution level PMUs observing into the 
transmission system [80]. 
The problem of voltage instability has become a serious concern for utilities over the 
years. The use of PMUs for early detection of voltage instability in distribution 
systems has been presented in [81]. The proposed voltage instability detector utilized 
the voltage and current phasors available from the PMUs connected to the distribution 
terminals. These readings were utilized by two algorithms working in parallel. The 
instability detector was applied to two different power systems and it gave reasonably 
accurate results. 
3.4.5 Fault Location  
The authors in [82] presented an optimization algorithm for optimal placement of 
PMUs for fault location on power distribution systems. Optimal locations of PMUs 
were identified to record voltage sag magnitudes using the voltage phasor measured at 
different nodes along the feeder.  The optimization problem was solved using Greedy 
Randomized Adaptive Search and Monte Carlo simulation. Simulation studies 
demonstrated improved results in terms of fault location using PMUs. Another work 
related to the use of PMUs in locating distribution system faults has been presented in 
[83]. A 13 node 11 kV radial distribution system was simulated using 
Matlab/Simulink. The PMU was supposed to be placed at the substation transmitting 
data to the control centre. A complex event processing program was utilized to 
analyze the data and rules were devised to identify different faults like single line to 
ground, double line to ground and three phase faults. Ref [84] presents an algorithm 
for accurate monitoring of disturbances at the distribution level. The algorithm is 
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based on optimal utilization of PMU data using the criterion of ―nodes with softest 
characterstics‖. 
This precise fault location capability is also good for automatic restoration programs 
to pinpoint the locations for intentional islanding [85]. PMUs also help with fault 
detection on parallel lines [86], which are likely to become more common in the 
modern distribution systems. Fault location algorithms usually work on traveling 
wave phenomena theory and they do not use the angle measurement from a PMU, but 
instead the precise time-stamped data provided by the PMU‘s clock is utilized [87]. 
3.4.6  Voltage/VAR/Watt Control 
As opposed to the traditional distribution grid, where the active and reactive power 
balance equations have always been described based on the quasi-steady-state values, 
the smart grid having DG and active loads penetration may require a more dynamic 
approach for voltage, VAR or watt control. A dynamic modeling of the problem 
requires use of instantaneous active and reactive power quantities, defined based on 
the instantaneous values of the currents and voltages. 
3.4.7  Load Modelling 
As the power grid make a transition from conventional to smart, the complexity of the 
distribution systems is set o increase manifolds. Under this scenario accurate load 
modeling will play a crucial role in the monitoring and control of distribution systems. 
PMU data may be used in conjunction with conventional measurements to enhance 
the accuracy of load models. An approach for this is presented in [88] where 
symmetrical parameters of distribution load models are paired with symmetrical 
components of voltage and current phasors. Ref. [89] shows that the PMU data helps 
in producing better model validation results as compared to conventional approach. 
In addition phasor measurements may also be used for modeling loads with fast 
dynamics like electric vehicles. It is envisioned that in the smart grid the electric 
vehicles will be used as mobile resources of energy storage to be injected into the grid 
at the time of need. This service, often referred to as vehicle-to-grid (V2G), can in 
principle provide peak load shaving, smoothing generation from non-dispatchable 
renewable energy resources and act as a reserve against unexpected outages. Due to 
fast dynamics of PMU data the integration of electric vehicles in the grid would be 
feasible [90]. 
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3.4.8  Harmonic Estimation 
Ensuring power quality suitable for the modern digital society is integral to the vision 
of smart grid. Precise estimation of harmonic levels plays an important role in power 
quality applications, which are important for customers with sensitive loads. must 
comply with harmonic emission limits set by utility or industry standards, the 
cumulative effects and interactions of harmonics injected by large number of DG and 
PEV inverters may affect the distribution system that need to be accurately identified. 
The concept of harmonic synchrophasors and a measurement technique to evaluate 
the amplitude and phase of the harmonic components is reviewed in [91].  In [92], a 
distribution harmonic state estimator is developed using a modified Particle Swarm 
Optimization (PSO) algorithm. This method uses PMU data, line and DG parameters, 
pseudo measurements, and known uncertainties, to estimate the harmonic phasors 
through minimization of the error between PMU measurements and estimated values. 
A similar work based on PMU measurements is pursued in [93], where a weighted 
least squares algorithm is applied along with singular value decomposition to estimate 
the harmonics. Here, a genetic algorithm optimization method is developed to 
optimize the location and quantity of phasor measurement units, by minimizing a 
cost-based objective function and securing complete observability. 
3.5  PMU Placement and Observability 
A power system is said to be completely observable if it is possible to determine the 
system state with the help of available measurements and the information of network 
topology. In conventional RTU based system the power system observability is 
examined by formulating a measurement Jacobian. If the Jacobian has a full rank then 
the system is observable. The other approach is based on graph theory according to 
that a power network is observable if a full spanning tree may be determined for the 
network graph. Both these approaches may be utilized to find an optimal number of 
PMUs to ensure system observability.  The methods utilizing the first approach are 
called numerical techniques while the later approach is utilized in topological 
techniques. Numerical methods are not suitable for large systems due to huge 
computational burden.  Topological methods on the other hand are suitable for large 
systems as they are based on network topology and require information only about the 
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network connectivity, location and types of measurements [94]. An extensive review 
of the techniques utilized for optimal PMU placement is presented in [95]. 
The solution of OPP by topological methods was first addressed by Baidwin et al in 
[96] and they introduced the following general rules for optimal placement of PMUs: 
i. Assign one voltage phasor measurement to a bus where a PMU has been 
installed. 
ii. A current phasor measurement is assigned to each of the branches incident on 
a PMU installed bus. 
iii. A current measurement is assigned to a branch connecting two observed 
buses. This measurement will be called pseudo-measurement. 
iv. If all the branches connected to an observed bus are observed except one, then 
a pseudo-current measurement will be assigned to this branch based on KCL. 
v. Rule number (iv) is applicable to a bus even if no PMU is installed on the bus 
but it is a zero injection bus. 
The solution of PMU placement problem will provide an optimal number of PMUs 
required to ensure system observability under normal operating conditions. This case 
may be referred as base case of OPP. However various constraints exist in practical 
power systems under which the observability with an optimal number of PMUs has to 
be ensured. For example presence of zero injection or transit nodes will reduce the 
number of PMUs required as more pseudo-measurements will be available. Similarly 
presence of conventional measurements will also reduce the number of PMUs. Any 
PMU placement scheme is required to be robust against failure of PMU or branch 
outage, incorporating this constraint will increase the number of PMUs considerably. 
The channel capacity of a PMU installed on a particular bus may not be sufficient to 
measure current through all the incident branches. This constraint will violate rule 
number (ii) mentioned above and the whole PMU placement has to be reformulated.  
Methods and algorithms dealing with base case OPP in the transmission side of the 
power grid and its various constraints also have been reported in the literature 
extensively. A comprehensive and critical analysis of these techniques is presented in 
the next section. 
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3.6  Optimal Placement of PMUs 
The methods reported for the solution of OPP problem may be classified into two 
categories; heuristic and mathematical. Integer linear programming is the most 
commonly used mathematical technique used for solving the OPP problem. Limited 
channel PMU placement, multistage PMU placement and probabilistic techniques 
may be considered as special cases of integer linear programming. 
3.6.1 Heuristic Algorithms 
System observability with minimum PMUs was first presented in [96]. The problem 
was formulated using graph theory and the optimization was carried out using 
simulated annealing (SA). However the solution did not guarantee a minimal number 
of PMUs. Ref [97] provided a comparison of simulated annealing with depth first 
search (DFS) method of optimizing PMU placement. It was shown that although SA 
had an excellent convergence as compared to DFS but it takes a long time in 
computation. Ref [98] utilized the concept of power dominating number of a network 
tree to develop a linear algorithm for OPP. This method guaranteed the minimum 
number of PMUs and was shown to be specially computation effective for smaller 
systems. The presence of zero injection buses reduces the number of PMUs for 
complete observability. This concept was utilized by another topology based method 
in [99]. The method was based on the augment incidence matrix and utilized Tabu 
search algorithm for optimization. The approach was shown to require lesser time and 
computation.  Another heuristic method in [100] was based on branch and bound 
method and genetic algorithm was used to solve the problem to utilize its global 
convergence feature. More recent heuristic methods of OPP utilized the PageRank 
algorithm used for determining the importance of web pages for observability and 
iterated local search for optimization [101]. A key requirement of the system is it 
should satisfy the N-1 contingency i.e. the system should remain observable under a 
single line outage. Ref [102] presented a method of OPP to satisfy this requirement. 
However the presented algorithm did not take into account the zero injection buses. 
Ref [103] presented a method of addressing single line outage in presence of zero 
injection buses. The method was based on a modified binary particle swarm 
optimization technique. The method reported in [104] presented a PMU placement 
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scheme which in addition to ensuring system observability enables detection of fault 
point also in the power network.  
3.6.2 Integer Programming 
The authors in [105] presented a comparative assessment of various OPP algorithms 
and proposed that a good algorithm should satisfy four requirements; accuracy, 
maximizing the observability, support installation of PMUs in steps (phasing), 
adaptive and user friendly. Based on the analysis the authors proposed that Integer 
Linear Programming (ILP) is the most suited method for the solution of OPP as it has 
simple mathematical structure, conventional measurements and contingencies can be 
easily operated, effective on a large power system and supports phasing of PMUs.  
The general form of optimization algorithm using linear programming is: 
 For an n bus system the OPP may be formulated as:  
                                          ∑     
 
            (1) 
such that 
                                                        (2) 
Where   represents the number of buses in the system,     is the cost of installation of 
a PMU on bus  . 
   is binary variable defined as: 
                          {
                              
                                  
   (3) 
A is called the bus to bus connectivity matrix defined as; 
    {
                               
           
    (4) 
  is a vector having all its elements equal to 1. 
Ref [106] used integer programming for optimization in which the effects of 
conventional measurements and zero injection bus were effectively incorporated. An 
upgraded method was presented in [107] to take into account the loss of a PMU.  Ref 
[108] proposed a modified method in which the integer programming remains linear 
with and without zero injection measurements. Another effective method of 
incorporating conventional measurements was presented in [109]. The authors 
proposed an augmented bus merging method to incorporate conventional 
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measurements in the formulation of OPP problem. The method was shown to be 
suitable for programming and hence adaptable for large power networks.  
An important feature of state estimation is the identification and detection of bad data. 
The method presented in [110] proposed optimal placement of PMUs with the 
objective of improving bad data detection capability of SE. An extension of the 
method was reported in [111] to incorporate conventional measurements as placement 
locations. 
The state estimation of large power system takes a long time due to the computational 
burden. To reduce it, the power system may be split into a number of smaller sub 
networks. The PMU placement method presented in [112] utilizes the decomposition 
technique. The proposed algorithm finds an optimal placement based on minimum 
condition number criterion of each sub-network. Ref [113] presented another integer 
programming method in which PMU placement schemes were devised under a wide 
range of contingencies, loss of measurement, effect of a single line outage, and effect 
of limited communication availability.  
3.6.3 Incorporating PMU channel capacity 
All the methods discussed so far assumes that the PMUs available have no limit to 
their capacity and any PMU can measure the current through each of the branches 
incident on it. However in practice the PMUs may have a limit on the channel 
capacity. This factor has been considered by Korkali and Abur in [114] where it was 
assumed that the number of channels for each PMU can be changed and the problem 
can be solved repeatedly to find the optimal locations. An important result reported 
was that having PMUs with more than 4 channels will not lower the placement cost 
any further. A modification to the proposed optimization method was reported in 
[115]. The authors observed that the method proposed by Korkali et al is not suitable 
for large power networks. The reason is the large number of possibilities in which a 
limited channel PMU may be installed on a bus having more incident branches than 
the PMU channel capability. The modified method utilized nodal connectivity and 
branch selectivity matrices for optimization. Ref [116] proposed the use of cellular 
genetic algorithm for placement of limited channel PMUs.  The PMU placement with 
limited channel capacity was also considered in [117]. The authors formulated the 
problem using PageRank algorithm and found optimal number of PMUs for different 
channel capacity. An important result reported was that the minimum channel 
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capacity of PMU should be equal to the degree of bus having highest number of non 
duplicate branches incident on it. The PMU capability limit was also addressed in 
[118] where it was assumed that the available units are capable of measuring only the 
voltage and current phasors at the sending end of a line only. Such a PMU was termed 
as a ‗branch‘ PMU. For optimal placement of branch PMUs, authors modified the 
optimal placement algorithm given by equations (1)-(4) as:  
For a network having m branches, the OPP is formulated as 
      ∑     
 
          (5) 
such that 
                                                                                                  (6) 
Where  denotes the number of branches in the system,     is the cost of installation 
of a PMU on branch  . 
   is binary variable defined as: 
     {
                                 
                                     
                                                           
(7) 
M is called the bus to branch connectivity matrix defined as; 
    {
                                  
           
                                                 (8) 
  is a vector having all its elements equal to 1. 
The paper also addressed the bad data problem and devised scheme for robustness 
against contingencies also. 
3.6.4 Multistage PMU Placement 
Due to high cost of PMUs and associated communication infrastructure, it may not be 
feasible for a large utility to install, all the PMUs required to make the system 
observable, in one stage. The problem of optimal multistage placement of PMUs was 
first addressed in [119]. The concept of depth of unobservability was introduced to 
propose an optimal PMU phasing scheme such as to allow for maximum utilization of 
benefits through a staged deployment of a monitoring system for full observability. 
The proposed method has a difficulty that it was not suitable for linear programming. 
To rectify this problem, the authors utilized simulated annealing approach. However 
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the SA approach resulted in more number of PMUs in phasing compared to one stage 
placement. Ref [120] presented a pragmatic approach for phasing in the required 
number of PMUs in stages. Here apart from minimizing the number of PMUs for 
observability, the authors developed an optimization approach for installation of 
PMUs in stages. To show the effect of algorithm a new parameter ‗System 
Observability Redundancy Index (SORI)‘ was also defined. The problem was solved 
using integer linear programming approach. Almost all the numerical methods of 
PMU placement result into multiple solutions. The index SORI may also be utilized 
as a criterion to compare these solutions qualitatively. 
The importance of all the buses may not be the same and in a stage wise scheme of 
PMU deployment, more critical buses should be equipped with PMUs in early stages. 
This requirement was considered in the placement scheme proposed in [121]. A 
multi-criteria decision making approach was utilized for staged PMU placement based 
on priority index for each bus. The three indices used for ranking of buses are; bus 
observability index, voltage control area observability index
 
and tie-line oscillation 
observability index. Another method for multistage PMU placement based on bus 
importance was proposed in [122]. The authors assumed PMUs on all the buses 
initially. Then the PMUs from less important buses were eliminated in two stages. 
Priority bus locations were determined and the PMUs were retained on all such buses 
in the third stage. 
3.6.5  Probabilistic Methods 
All the papers mentioned so far analyze the observability of a power network in a 
deterministic way, which means the system is either observable or not. However some 
authors have tried to look at the problem from probabilistic viewpoint also. In 
probabilistic analysis the probability of observability is defined for each bus of the 
system and the average of these probabilities is taken as the indicator of system 
observability. An important outcome of the probabilistic studies is that the probability 
of observable buses which are observable only by zero-injection effect is very low. 
Therefore the effect of zero-injection buses has been excluded in probabilistic 
analysis [123].  
The multistage PMU scheduling has also been addressed using probabilistic analysis 
in [124]. Here the staging of PMUs was done by incorporating probabilistic indices in 
54 
the algorithm. The objective was to maximize the average probability of observability 
at each stage. 
A summary of the key findings and conclusions of the methods, for optimal 
placement of PMUs in transmission side, reviewed in this paper is given in table 3.1. 
Table 3.1:  Summary of Key Findings of OPP Methods Reviewed 
Method/ 
Principle 
Ref Year Key Findings/Conclusions 
Heuristic 
Methods 
[96] 1993 The problem was formulated using graph theory and optimization was 
carried out using simulated annealing (SA). However the solution did not 
guarantee a minimal number of PMUs. 
[97] 2005 Provided a comparison of SA with depth first search method of optimizing 
PMU placement. SA was shown to have an excellent convergence but it 
takes a long time in computation. 
[98] 2010 Utilized the concept of power dominating number of a network tree for 
optimal PMU placement. This method was linear, guaranteed the minimum 
number of PMUs and was shown to be computation effective especially for 
smaller systems. 
[99] 2006 The presence of zero injection buses was utilized in the proposed method 
which was based on the augment incidence matrix and utilized Tabu search 
algorithm for optimization. The approach was shown to require lesser time 
and computation. 
[100] 2009 The method was based on branch and bound and genetic algorithm was used 
to solve the problem to utilize its global convergence feature. 
[101] 2010 Utilized the PageRank algorithm used for determining the importance of 
web pages for observability and iterated local search for optimization. 
[102] 2008 Presented a method of optimal PMU placement to satisfy the N-1 
contingency requirement. However the presented algorithm did not take into 
account the zero injection buses. 
[103] 2011 Presented a method of addressing single line outage in presence of zero 
injection buses. The method was based on a modified binary particle swarm 
optimization technique. 
[104] 2006 Presented a PMU placement scheme which in addition to ensuring system 
observability enables detection of fault point also in the power network.  
Integer 
Programm
-ing 
[105] 2011 Provided a comprehensive review of OPP methods. Outlined the 
requirements of a good OPP algorithm and shown that linear integer 
programming is the most suitable numerical method for OPP. 
[106] 2004 Presented a numerical formulation of the problem and used integer 
programming for optimization. The effect of conventional measurements 
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and zero injection bus were effectively incorporated 
[107] 2008 An upgraded version of [106] to take into account the loss of a PMU 
[108] 2008 Proposed a modified method in which the integer programming remains 
linear with and without zero injection measurements.  
[109] 2009 Proposed an augmented bus merging method to incorporate conventional 
measurements in the formulation of OPP problem. The method was shown 
to be suitable for programming and hence adaptable for large power 
networks.  
[110] 2005 Proposed optimal placement of PMUs with the objective of improving bad 
data detection capability of state estimator.  
[111] 2006 An extension of the method reported in [110] to incorporate conventional 
measurements as placement locations. 
[112] 2005 Utilized the decomposition technique suitable for estimation of large power 
systems. The proposed algorithm finds an optimal placement based on 
minimum condition number criterion of each sub-network. 
[113] 2010 Presented another integer programming method in which PMU placement 
schemes were devised under a wide range of contingencies; loss of 
measurement, effect of a single line outage, and effect of limited 
communication availability. 
[114] 2009 It was assumed that the number of channels for each PMU can be changed to 
find the optimal locations. An important result reported was that having 
PMUs with more than 4 channels will not lower the placement cost any 
further. 
[115] 2011 Proposed a modification in the method of [114] to make it more suitable for 
large power networks. 
[116] 2008 Formulated the problem using PageRank algorithm and found optimal 
number of PMUs for different channel capacity. An important result 
reported was that the minimum channel capacity of PMU should be equal to 
the degree of bus having highest number of non duplicate branches incident 
on it 
[117] 2012 Utilized cellular genetic algorithm for placement of limited channel PMUs. 
[118] 2010 Presented optimal placement algorithm for branch PMUs. The paper 
addressed the bad data problem and devised scheme for robustness against 
contingencies also. 
Multistage 
Placement 
[119] 2005 The concept of depth of unobservability was introduced for a multistage 
deployment of PMUs. However the method was not suitable for linear 
programming. Simulated annealing was used to rectify the problem but it 
resulted in more number of PMUs in phasing compared to one stage 
placement. 
[120] 2008 Presented an ILP based algorithm for phasing in the required number of 
56 
 
3.7 Research Issues 
One of the most important attributes of a smart grid is enhanced situational awareness. 
Wide area deployment of PMUs appears to be the best suited technique to impart this 
feature. This chapter provided an overview of PMU applications in the smart grid. 
The application areas extend to both transmission and distribution networks of a 
power grid. A better estimation of system state will enable enhanced situational 
awareness. If a system can be made observable by placing PMUs at selected buses, 
the otherwise nonlinear state estimation problem becomes linear. This chapter also 
provided a critical review of various methods and algorithms reported in literature for 
optimal PMU placement. Although significant advancements have been reported in 
the area of PMU placement, but still certain important issues are unresolved and needs 
to be addressed. Some of these issues are: 
3.7.1  Channel Limit 
Majority of OPP algorithms are based on the assumption of infinite channel capacity 
of PMU. However in practice the PMU channels are limited. This consideration 
should be an integral part of any algorithm developed for PMU placement. 
PMUs in stages. To show the effect of algorithm a new parameter ‗system 
observability redundancy index (SORI)‘ was also defined. The index SORI 
was proposed as a mean to compare multiple OPP solutions qualitatively. 
[121] 2011 A multi-criteria decision making approach was utilized for staged PMU 
placement based on priority index for each bus. The three indices used for 
ranking of buses are; bus observability index, voltage control area 
observability index
 
and tie-line oscillation observability index 
[122] 2012 The authors assumed PMUs on all the buses initially. Then the PMUs from 
less important buses were eliminated in two stages. Priority bus locations 
were determined and the PMUs were retained on all such buses in the third 
stage. 
Probabilis-
tic Method 
[123] 2011 The probability of observability is defined for each bus of the system and the 
average of these probabilities is taken as the indicator of system 
observability.  An important outcome of the probabilistic studies is that the 
probabilities of observable buses which are observable only by zero-
injection effect are very low.  
[124] 2011 The staging of PMUs was done by incorporating probabilistic indices in the 
algorithm. The objective was to maximize the average probability of 
observability at each stage. 
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3.7.2  Multiple Solutions 
Most of the OPP algorithms do not provide a unique solution. Different solutions may 
result for the same network giving same number of PMUs but different locations. 
Hence some qualitative parameters should be developed to compare these solutions 
and provide a unique placement strategy.  
3.7.3  Bus Importance 
The practical importance of all the buses in a large power system is not the same. For 
example the buses connected with critical loads are more significant than the other 
buses. This factor may also be incorporated in the OPP algorithm. 
3.7.4  Islanding and Restoration 
 In case of blackout in a large power system islanding and restoration are important 
issues. PMUs deployment in the power grid may be helpful in quick restoration of the 
power grid and making individual islands observable in the meantime. This issue may 
also be addressed while devising scheme for placement of PMUs. 
3.7.5  Optimal Placement in Distribution  
Most of the work related to PMU placement has been directed towards transmission 
side. Recently with the decline in PMU hardware cost and the growing availability of 
communication channels as part of other applications such as AMI are leading to 
deployment of PMUs in the distribution side also. The use of PMUs in distribution 
will enable a number of possibilities one of which is distribution state estimation. 
However a lot of work needs to be done in order to devise best possible strategies for 
optimal placement of PMUs at the distribution side. 
 
3.8  Worldwide PMU Deployment 
Considering the vital role PMU technology is set to play in the upgradation of power 
grid, utilities throughout the world are working on installation of these units in their 
power networks. This section provides a brief overview of these initiatives [125]. 
3.8.1  PMU Deployment in North America 
The 2003 blackout in the Northeast of the United States and Canada has been a major 
driver in taking steps to improve reliability of the North American grid. The U.S. 
Department of Energy (DOE) report to Congress emphasized benefits of synchronized 
measurement stating that: 
i) Technology currently exists that could be used to establish a real-time transmission 
monitoring system to improve the reliability of the nation‘s bulk power system. 
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ii) Emerging technologies hold the promise of greatly enhancing transmission system 
integrity and operator situational awareness, thereby reducing the possibility of 
regional and inter-regional blackouts. 
In the Western part of the United States, starting in 2002, the research and prototype 
testing efforts were combined with a real-time dynamic monitoring system (RTDMS) 
workstation for offline analysis by the California Independent System Operator 
(CAISO). In parallel, the deployment of real-time PMU data analysis, voltage, and 
dynamic stability assessment and data visualization applications were further 
enhanced by deploying the latest technology. One example of a direct benefit is the 
Power Systems Outlook software, which has been used for post disturbance analysis 
and is currently demonstrating its real-time capabilities in the grid control center.  
The establishment of the Eastern Interconnection Phasor Project (EIPP) was a direct 
result of the Northeast North America blackout of August 2003. As the PMU was 
installed before the 2003 blackout, the data captured during the blackout were used 
for the event analysis. Since early 2007, the two eastern and western North America 
efforts have been combined to become the North American Synchrophasor Initiative 
(NASPI) that also covers Canada and Mexico. At the end of year 2008 in excess of 
200 PMUs were operational across the North America. The experiences from 
deployed PMU systems have already proven that the synchronized measurement 
technology is required to accurately analyze and control the North American power 
grid performance both in real time and offline. PMU technology has been beneficial 
for post disturbance data analysis and early warning systems, improving system 
models for faster system restoration. Now the target is to make the total of installed 
PMUs to more than 1,100 by the year 2014 offering nearly 100 percent coverage of 
the transmission system 
 
3.8.2  PMU Deployment in China 
 
The installation of PMU s in the Chinese power grid began in 1995. From 1995 to 
2002, about 30–40 PMUs were installed and the main data concentrator stations of 
WAMS were established in East China, South China, Northwest and Sichuan power 
grid, and the state power dispatching center (SPDC) successively. By the end of 2002, 
Chinese manufacturers began to offer commercial PMU s, which have been 
commissioned in the Chinese power grid since 2003. By the end of March 2007, 
about 400 PMU s had been commissioned. These are installed at the substations and 
59 
power plants of 500-kV and 330-kV voltage levels. As an example of the benefits of 
the PMU measurements, the State Grid Company measured the actual angle 
difference between two key buses to be 6˚ while simulation studies had indicated that 
the angle would be 20˚. Information of this type is of particular significance to power 
system planning, operation, and control personnel. Seven regional WAMS s were 
constructed in the SPDC and the North China, Northeast, Northwest, East China, 
Central China, and South China power grids. 
3.8.3  PMU Deployment in Russia 
Synchronous interconnection of the 14 national power systems of Eastern Europe, 
Central Asia, and Siberia from the western borders of the Ukraine to Baikal and from 
Tajikistan to Kola Peninsula has been achieved. Interconnection consists of the 
interconnected power system (IPS) of Ukraine, Belorussia, Latvia, Lithuania, Estonia, 
Moldova, Georgia, Azerbaijan, Uzbekistan, Kirgizstan, Tajikistan, Mongolia; and the 
unified power system (UPS) of Russia and Kazakhstan. It is the most geographically 
extended power system in the world, spanning eight time zones 
Dynamic behavior investigation of such an extended power system needs information 
on electromechanical transient parameters with resolution of 0.02–0.2 s and 
synchronized by space satellite time tags. Such information is provided by IPS /UPS 
WAMS s. Development of this system started in 2005. 
The Russian WAMS has the following three-tier control structure: the first level 
contains the multifunctional measuring transducers and communication server 
installed at them substations; the second level is the control centers allocated in the 
interconnected dispatch offices (IDO s) of the UPS of Russia and dispatch centers of 
the IPS; and the third (the highest) level is the system operator central dispatch office 
of UPS. 
3.8.4  PMU Deployment in Europe 
First PMU based monitoring system was commissioned in Europe in 2001 in the 
Swiss grid. Many pilot projects have been successfully completed and at present more 
than 100 PMUs are installed and operational in the European power grid. The main 
common characteristics of these devices are as follows:  
(i) High time resolution between two measurements (20–100 ms) 
(ii) High accuracy of voltage and current (class 0.2) 
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(iii) Precise time synchronization (GPS or DC F77) 
(iv) Measurement file length of up to several minutes. 
3.8.5  PMU Deployment in India 
Indian power system is spreading at a fast pace to meet the growing requirement. In 
order to facilitate optimal utilization of unevenly distributed energy resources, 
strengthening of regional grids through inter-state/regional system is taking place 
continuously. Out of the five regional grids, four grids Northern, Western, Eastern 
and North-Eastern regions with capacity of about 137 GW have been synchronized 
with one another while the remaining Southern grid (49 GW) is expected to be 
synchronized by 2014. 
Widely spreading grid has also increased the complexity towards monitoring and 
control of such large grid. Significant quantum of power exchange among the regions 
triggered by short-term Open Access, at times leads to congestion in certain 
corridors. Factors like seasonal loads, effects of weather and critical events also led 
to complex operating scenarios like fast changing power flow patterns coupled with 
significant loading even up to emergency level etc. 
Secure operation of the power grid under these completely new and challenging 
circumstances necessitates installation of new monitoring techniques. Synchrophasor 
measurement technology based on PMUs has been recognized as a useful tool for 
this purpose.  
Recognizing the need of PMU installation in Indian Power grid, a pilot project on 
Phasor Measurement Units (PMUs) has been successfully completed in India. The 
project comprised of installation of PMUs along with GPS clock at selected nine 
substations in the northern region power grid. Phasor Data Concentrator (PDC) and 
other associated equipment have been installed at northern regional load despatch 
center (NRLDC), New Delhi. The project being a pilot study, the locations for PMU 
placement have been selected following a heuristic approach without utilizing any 
optimal PMU placement algorithms. The factors considered are; geographical 
separation, phase angle separation, availability of communication link etc. The data 
received from the PMUs has proved to be extremely useful in analyzing the twin 
blackouts in the Indian grid in July 2012 and the events like the loss of 2000 MW of 
generation at Rihand on 1st June 2010 etc.   
After successful implementation of the PMUs pilot project, it is planned to deploy 
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PMUs throughout the Indian grid. A widespread penetration of the PMUs will enable 
better real time monitoring of the power grid. Such an arrangement will make the 
grid more aware of its operating state, a fundamental requirement of the smart grid 
Moreover installation of sufficient number of PMUs will convert the non linear 
iterative state estimation problem into a linear non iterative state measurement 
problem. Given PMU data can be reported at rates as high as 60 times a second, a 
truly dynamic estimate would be available. It is expected that it will facilitate a 
unified real-time dynamic state measurements (URTDSM) system. 
To implement the URTDSM it is proposed to install PMUs on substations at 400kV 
level and above in the State & Central grids, all generating stations at 220kV level 
and above HVDC terminals, important inter-regional connection points, inter-
national connection points etc. 
A comprehensive summary of the benefits which will result through these PMU 
installations and their present status and shortcomings/gaps is presented in table 3.2. 
 
 
Table 3.2: Benefits and Status of Phasor Measurement Units Deployment 
Application Benefits Installation status and gaps 
Real Time 
Monitoring and 
Control 
Early indication of grid problems 
(Abnormal angle difference; inter-area 
oscillations; voltage stability); enabling 
operators to assess stress on the grid, and 
take timely actions. 
In general, phase angle differences or the rate 
of change of the phase angle could be 
displayed as numbers, vector or bar graphs 
(using a reference angle), and/or angle-time 
curves. In addition, the phase angle display 
may be standalone or superimposed onto a 
network diagram. 
Basic PMU set-up. 
Current lack of: commercial 
grade 
tools; established process in 
control centers; drill scenarios 
for operator training, the 
operator training; ―to-do‖ list 
when a certain observation 
(such as oscillations) is 
detected. 
State Estimation 
(SE) 
Three complementary approaches 
provide benefits: 
— ―Evolutionary‖ solution: Improvements 
achieved by adding synchronized 
measurements to existing SE measurement 
set and applying ―meter placement‖ methods 
to determine most beneficial PMU locations. 
— ―Revolutionary‖ (next generation 
SCADA): State measurement solution with 
synchronized measurements instead of 
estimation for full system observability. 
— ―Equivalent‖ solution: For ISO/RTO SE 
applications to represent ―boundary 
conditions‖ for the utility SE. 
Basic PMU set-up. 
Interface issues between PMU 
measurements and legacy 
SCADA. 
Revolutionary approach requires 
massive PMU deployment 
(30%-40% of buses). It enables 
more accurate and frequent 
calculations and foundation for 
―closed loop‖ control. 
Strategy should include ways 
to transition additional PMUs 
as they are installed without 
major redesign of the tools. 
Real-Time 
Congestion 
Synchronized measurements make it possible 
to operate the grid according to true dynamic 
High requirements for data 
communications and real-time 
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Management limits, not conservative limits that are 
derived based on off-line studies for worst-
case scenarios. 
Offers improved visibility of flow gates with 
improved detection of angular stability, 
voltage stability, low frequency oscillations, 
and thermal constraints. 
data processing. Requires 
adequate system visibility and 
tools to compare measurements 
with evaluated contingencies to 
keep dynamic margins and 
make adjustments. 
The gap is in industry and staff 
adoption of new rules and 
procedures. 
Post-Disturbance 
Analysis 
Quick troubleshooting of power-outage 
events. 
PMUs are a must-have resulting in savings in 
troubleshooting time (several orders of 
magnitude) and resources. 
Expediting outage analysis also enables 
faster restoration and, as PMU compresses 
data, more efficient data storage and 
transmission. Since outages in 1996 and 
2003, it has been demonstrated that the 
outage investigations could be significantly 
reduced. 
Deployment is low cost (use 
local storage instead of real time 
data communications). 
Supporting software tools 
required to assist in data 
analysis are still lacking. 
Benchmarking, 
System Model, 
Validation, and 
Fine-Tuning 
Better model parameters (based on PMU 
data) allow for more accurate computation of 
control actions. 
Identify errors in system modeling data and 
for fine-tuning power system models for both 
online and offline applications (power flow, 
stability, short circuit, OPF, security 
assessment, modal frequency response, etc.). 
Portable PMUs could be used. 
Low-cost deployment. 
Need is to develop a 
systematized approach for 
model validation and parameter 
estimation (PE), as well as 
methods that integrate 
measurements into the PE. 
Actual field data needed for 
model development and the PE. 
Power System 
Restoration 
Timely and proper decision to bring 
equipment back into service without risking 
stability or unsuccessful reclosing attempts. 
Ability to directly measure system 
conditions, e.g. operator knows if it is 
feasible to reclose the tie line or reconnect 
substation. This is valuable tool for operator 
who is under pressure to reenergize the 
grid—increases confidence level for the 
decision. 
Basic PMU set-up. 
The barrier is in procedures and 
guidelines for real-time data 
integration, as well as to get 
operator trained and confident. 
Simulators needed to provide 
trainee with feedback signals 
that simulate direct 
measurements. 
Protection & 
Control 
Applications for 
Distributed 
Generation 
Highly precise detection of islanding. 
PMU facilitated coordination can allow a 
micro-grid to continue to operate in island 
mode until the utility grid disturbance is 
resolved, reduced blackout likelihood. 
Cost of using PMUs remains a 
high percentage of DG project 
cost. 
Overload 
Monitoring and 
Dynamic Rating 
Tracking the line impedance in real time 
helps improve any application that makes use 
of line-impedance data: 
— Calculate the impedance of the line in real 
time to estimate the average temperature over 
the length of the conductor and track line 
loading. This application only provides the 
average temperature of the whole line — 
hotspots, conductor sags or critical spans are 
not visible. 
— Actual on-line line parameter data for 
accurate fault location: faster restoration for 
permanent faults and better detection of weak 
spots for temporary faults. 
Modest implementation cost: 
Two PMUs at ends of the tie 
line and communications to a 
processing facility. 
Slow data rate is ok, but time 
stamping has to be precise. 
Instrumentation errors may 
significantly impact results. 
Adaptive Improving existing relay algorithms by Barriers include: dedicated data 
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Protection making certain functions/parameters self-
adjustable based on changing system 
conditions. Some potential applications: 
— Adaptive security & dependability to 
avoid cascading. 
— Improved out-of-step protection schemes 
(incl. multi-machine instability). 
— Improved backup protection. 
— Intelligent load shedding. 
high-speed communications, 
field experience, industry 
acceptance, cost. 
System Integrity 
Protection 
Scheme 
(SIPS) 
Improved planned separation of power 
system into islands when instability occurs. 
— More accurate detection whether a power 
system is heading to an unstable state and if a 
network separation is necessary to avoid a 
catastrophic failure. 
— Dynamically determine islanding 
boundaries according to the prevailing 
system conditions (e.g. among which groups 
of generators the loss of stability is imminent 
and 
how to optimally balance load and generation 
in each island). 
Adding PMU measurements to 
the existing SIPS is within the 
scope of the technology. More 
demanding applications may 
require a large number of 
synchronized data points and 
dedicated fiber-optic channels 
so that data latency can be 
limited to less than 50 msec. 
Coherency detection algorithms 
and self-sufficient island 
identification algorithms would 
need to be further developed 
and tested. 
Real-Tme 
Automated 
Control 
Major benefits for automated prevention of 
angular stability, voltage stability, low-
frequency oscillations, and thermal 
constraints. 
Support optimized and integrated control 
with FACTS, SVC, HVDC. 
A very fast and accurate system 
requires a high price. 
3.9  Security Challenges to the PMUs 
An essential feature of smart grid is the two way communication in order to monitor 
the ‗health‘ of the system in a better way. However this two way communication 
feature presents new security challenges to protect data security and customer privacy. 
The smart grid as envisioned by the EPRI should be resilient to the cyber/physical 
attacks. As the PMU based measurement system is going to form an integral part of 
the smart grid, it is crucial to ensure the availability and integrity of the data it carries 
and the communication and computation infrastructure involved. As monitoring and 
control applications in the grid may rely on those data. The PMU based systems are 
expected to operate over large geographical areas, which make the security aspect 
more complex. Some of the security vulnerability issues of PMUs are presented 
below [126]: 
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3.9.1   Time Delay 
The information from PMUs is time sensitive and it must reach the point of use within 
about two seconds. Late arriving data is either discarded or passed on to data store. 
Therefore any security measure adopted should not introduce a time delay. 
3.9.2   Reliance on GPS 
PMUs utilize the Global Positioning System for synchronization of the measurement. 
However the GPS signals may be jammed or spoofed by a hacker easily. If this 
happens then serious errors may be deliberately introduced in the time tags of the 
data. An invalid time stamp may result in a loss of data and visibility into the grid. 
3.9.3    Configuration Management and Data Integrity 
The crucial measurement data from the sensors should not be shared with anyone 
other than authorized data sharing partners. Not all PMUs deployed today support 
authentication for configuration. Moreover apart from the identity authentication, it is 
mandatory to preserve the integrity of data being shared between two authenticated 
entities. 
3.9.4   Cyber Security  
With the increased use of information and computation tools in the PMUs, its 
vulnerability to a cyber attack will increase. The ability of a phasor data concentrator 
or PMU to protect itself and recover from a cyber attack is not fully established and 
this area needs to be pursued rigorously.  
3.9.5   Communication Infrastructure Vulnerabilities 
To ensure availability of reliable data from PMUs it is necessary to ensure reliability 
of the communication infrastructure. The communication infrastructure being utilized 
at present for PMU communication contains vulnerabilities that may be exploited to 
interrupt communication or compromise integrity of data. 
Based on the recommendations of various studies the requirements of security 
measures for a PMU based measurement system are [127, 128]: 
 The security measures adopted should not in any way hamper the primary 
objective of the measurement system. 
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 The access to every PMU of a utility should be through an authentication 
procedure. 
 The system should accept only authenticated and authorized changes in the 
configuration of the network. 
 There should be proper mechanism to validate the integrity of data exchanged. 
 The system should continue to perform essential functions in case of loss of 
synchronized measurements. 
 The security mechanism should be able to minimize the impact of abnormalities 
on the performance of the system. 
Considering the crucial role of synchronized measurements in order to achieve a 
smart grid, various groups/organizations are working on developing security standards 
and recommendations for PMU security. Table 3.3 provides a summary of these 
initiatives: 
Table 3.3: Research Initiatives on Security Challenges to PMUs 
Initiative Research Direction 
IEC 62351[129] Describes recommended security profiles for 
various communications media and protocols 
NERC CIP 002-009[130] Deals with cyber-security standards 
IEEE 1686-2007[131] Describes security measures from the 
perspective of an IED 
IEEE C37.118[131] The communications protocol for PMU 
communications 
NISTIR[132] Guidelines for smart grid security 
 
3.10  Chapter Summary 
Phasor measurement units can be used for measurement of voltage and current 
phasors synchronized though GPS. These measurements present an effective way of 
better monitoring and control of power grid. In fact proper installation of PMUs will 
enhance the situational awareness of the power grid, an integral requirement in its 
transition to a smart grid. PMU technology is set to play a crucial role in the 
realization of a self-healing smart grid. The high cost of PMUs and the associated 
circuitry requires that these units should be optimally placed in the power grid. 
However the algorithm developed for optimal placement of PMUs should not only 
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take into account the cost of PMUs but it should also consider other factors like 
improvement in state estimation, fault location, intentional islanding etc such that 
enhanced situational awareness and  self-healing properties are incorporated in the 
power grid. 
Considering the benefits offered PMUs have become one of the most important 
technologies in the upgradation of a power grid. However one of the key issues in the 
successful implementation and operation of such a system is the availability of a 
reliable communication system. In addition there are other security issues with PMUs 
like reliance on GPS and cyber security. These aspects need to be examined and 
addressed so that the PMU based systems are successfully implemented to help in the 
transition of power grid to a smart grid. 
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Chapter 4 
 
Optimal Selection of Channel Capacity 
for PMU Placement  
One of the fundamental features of a smart grid is the enhanced resilience to the 
occurrence of large scale blackouts.  Fast and accurate real time monitoring 
throughout the grid is a primary requirement to minimize the possibility of a large 
scale blackout. Phasor measurement units may be deployed in the power grid to 
achieve this feature. Considering the technical and economic constraints with PMUs, 
a robust and economic PMU placement scheme should be devised. Optimal PMU 
placement has been researched extensively in recent years. However most of the 
studies are based on the assumption of infinite channel capacity of the PMUs. As the 
PMUs are manufactured with limited channel capacity, these studies do not help the 
manufacturers in deciding the optimal channel capacity of PMU.  In this chapter 
optimal placement of limited channel PMUs has been considered by developing an 
improved algorithm, a cost based comparison of different channel capacity PMUs has 
also been performed to decide the optimal channel capacity. Case studies have been 
performed on various IEEE networks and a practical network of Indian grid. However 
the methodology is generic and may be adopted for PMU placement in any practical 
system. The study presents some novel results in terms of optimal selection of PMU 
channel limit to be deployed for an economic placement scheme. 
4.1  Introduction 
Since the PMU measures the voltage of a particular bus and current of some or all 
branches incident to the bus, it is not necessary to install PMUs at every bus to 
monitor the system. In fact by properly selecting the PMU locations a network may be 
made observable with minimum number of PMUs. This optimization problem is 
known as optimal PMU placement (OPP) problem. The methods, reported in 
literature, for solution of placement problem have been dealt with extensively in the 
previous chapter. The channel capacity of PMUs to be deployed in the power network 
is one of the most important factors in PMU placement strategy. Most of the 
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techniques applied for PMU placement were based on the assumption that the PMUs 
available have an infinite channel capacity, which means that a PMU can measure the 
current through all branches incident to a bus. But in practice the PMUs available 
have a limited channel capacity. A number of manufacturers are producing PMUs 
with varying channel capacity and their costs vary accordingly. 
Therefore any OPP algorithm should have the channel limit criterion as an integral 
part. The following section explains the algorithms for optimal placement of limited 
channel PMUs and suggests the improvement, in terms of computational efficiency, 
in the algorithm. Finally the cost of installation of different type of PMUs has been 
incorporated in the algorithm to compare the financial aspects of each alternative 
available 
4.2  Placement of Infinite Channel PMUs 
The most important considerations in solving an optimization problem are the 
selection of optimization algorithm and identification of the constraints imposed. The 
optimal PMU placement methods reported in the literature are broadly divided into 
topological methods and numerical methods. A comprehensive review of OPP 
algorithms has been presented in [1]. The authors in [2] compared various OPP 
algorithms and outlined the requirement of a good algorithm as; (i) it should be 
accurate, (ii) should maximize the observability, (iii) support installation of PMUs in 
steps (phasing), (iv) should be adaptive and user friendly. Based on a comparative 
analysis the authors had concluded that binary integer linear programming (BILP) is 
the most suited method for the solution of OPP as it satisfies all these requirements to 
a large extent. Therefore in the present work BILP is utilized for determining the 
optimal locations of PMUs. 
For any network the OPP may be formulated as:  
 
where 
 n is the number of buses in the system 
    is the cost of installation of a PMU on bus i 
                
      ∑     
 
                                                       (4.1)                        
Such that        , -                                   (4.2) 
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   is binary variable defined as: 
(4.3) 
 
  is called the bus to bus connectivity matrix defined as: 
    {
                               
           
        (4.4) 
 It is obvious that the diagonal elements of   will be equal to 1. b is a vector having 
all its elements equal to 1 which ensures that all the buses in the system are observed 
either directly or indirectly. 
The algorithm may be illustrated using a simple 7-bus network as shown in fig.4.1 
[133].  
 
 
 
 
 
 
Fig. 4.1: Seven Bus Test Network 
Assuming that the PMU installed on a particular bus has the capacity to monitor all 
the incident branches on the bus i. e. the PMU has infinite channel capacity, the 
optimal location of PMUs for 7 bus system may be determined as follows. 
For the system under consideration, the constraints represented by (4.2) may be 
expressed as:  
                                               ( )  
{
  
 
  
 
                                    
               
                    
                    
                                 
                          
                          
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                
(4.5) 
The constraints expressed by (4.5) shows that for the observability of bus 1, it is 
necessary to place PMU either at bus 1 or at bus 2 since bus 2 is connected to bus 1. 
For observability of bus 2, PMU should be placed at any of the 5 buses i.e. bus 1, bus 
   {
                              
                                  
 
  1 
 
2 3 4 5 
6 
7 
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2, bus 3, bus 6 or bus 7 since buses 1, 3, 6, 7 are connected to bus 2. Similarly for 
observability of bus 3, PMU should be placed on bus3, bus 4, bus 2 or bus 6 and so on 
for other buses. 
Equation (4.4) may be used to obtain matrix   for the system under consideration: 
 
   
[
 
 
 
 
 
 
       
       
       
       
       
       
       ]
 
 
 
 
 
 
            (4.6) 
Solving (4.1) with A as given by (4.6), the optimal PMU locations are found to be at 
bus 2 and bus 4. Thus 2 PMUs are required for complete observability of the 7 bus 
system. 
Similarly, the algorithm may be applied to other networks in order to determine the 
optimal PMU locations for complete observability of the system. For example the 
optimal PMU locations for IEEE 30 bus system [134], are given in table 4.1. 
To show the utility of the OPP algorithm for practical networks, the PMU placement 
for a part of the Indian grid is also carried out. The Indian power grid is 
geographically divided into five parts on a regional basis. The five regional grids are; 
Northern, Eastern, Western, North Eastern and Southern. Optimal PMU placement is 
carried out for a 75 bus network of north Indian grid [135], the largest regional grid in 
India. The network consists of both 230 kV and 400 kV buses and its connection 
diagram is shown in A.6. The optimal PMU locations for this 75 bus system are given 
in table 4.1. 
Table 4.1 Optimal Locations for Infinite Channel PMUs  
System No. of PMUs 
Required 
PMU Locations (Bus no.) 
IEEE 30 Bus 10 1, 7, 9, 10, 12, 18, 24, 25, 27, 28 
75 Bus System of 
North Indian Grid 
25 16, 17, 18, 20, 24, 25, 28, 29, 30, 31, 32, 33, 34, 35, 
37, 39, 40, 41, 42, 43, 44, 51, 63, 72, 74 
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4.3  Robustness and Presence of Conventional Measurements 
4.3.1  Robustness against PMU Failure 
The solution of optimal PMU placement problem provides the minimum number of 
PMUs required to make the system observable. Although the PMU is a robust device 
however the probability of its failure cannot be completely ruled out. In case of a 
PMU failure, the observability of the network will be lost. A robust PMU placement 
scheme should be able to cope up with this emergency. Two different approaches may 
be adopted for ensuring observability of the network against loss of a single or 
multiple PMUs; placement of two different sets and placement of two identical sets. 
In the first approach two different sets of PMU locations are determined to ensure 
system observability independently. The two sets are known as primary set and 
backup set. These two independent sets of PMUs will ensure observability of the 
network even under loss of multiple PMUs provided the failed PMUs belong to either 
the main set or the backup set. While in the second method the network observability 
is ensured by two identical PMU sets.  If a PMU at any particular bus fails, the 
observability of that bus will be ensured by the backup PMU. This method provides a 
higher reliability solution but requires a higher number of PMUs. The redundancy of 
PMUs at some important buses may be further increased by placing more than two 
PMUs at those buses. 
4.3.2  Presence of conventional measurements 
Power grid has a number of conventional measurement devices distributed throughout 
the grid. These measurements may be utilized in developing optimal PMU placement 
algorithm. Researchers have shown that availability of such measurements may 
reduce the number of PMUs required for complete observability [108]. However in 
the present work these measurements are not taken into account due to the following 
factors: 
i) Integration of PMU data with conventional measurements will result into a state 
estimator having most of the limitations of conventional algorithm [61].  
ii) The main objective of the present work is to find the optimal PMU channel 
capacity for placement in the smart grid. 
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iii) The proposed URTDM in Indian grid will be based solely on PMU measurements. 
4.3.3  Effect of Zero Injection Buses  
Zero injection buses are the nodes in the network at which no current is injected. The 
effect of such buses on PMU placement has been researched extensively and it has 
been established that presence of such buses in the network reduces the minimum 
number of PMUs required for observability. However, an important outcome of the 
probabilistic study of PMU placement presented in [123, 124] concluded that the 
probability of buses made observable only by zero injection effect is very low. 
Moreover, in utilizing the zero injection effect, there is a possibility of propagation of 
measurement uncertainties in the system. Therefore it was recommended that the 
effect of zero injection buses should be ignored in any realistic PMU placement 
scheme. Due to this reason the presence of zero injection buses has not been 
considered in developing PMU placement in the present work. 
4.4  Placement of Limited Channel PMUs 
The selection of PMUs to be used in a network depends upon various factors; number 
of channels, CT and PT connection, power requirement and GPS clock. However for 
observability studies the most important governing factor is the number of channels 
available. The channel capacity of PMU implies that in addition to the bus voltage 
how many branch currents, incident on the bus, may be measured by the PMU. The 
channel capacity to be used in any PMU placement strategy is of prime concern for 
the researchers. The schemes presented in this section consider different channel 
capacities of PMU used and present different placement scenario.  
4.4.1   Method I 
A method for incorporating the PMU channel limit in the OPP algorithm was reported 
in [114]. To incorporate the channel limits, each row of bus-bus connectivity matrix is 
replaced by the combination of branches incident on the bus taking number of 
branches equal to channel limit at a time. Suppose the channel limit be   and number 
of branches incident on a bus   be . Then the number of combinations of the buses 
that can be made observable by PMU at the bus   will be   
 . Considering the sam 7 
bus test network of fig. 4.1 and assuming PMU channel limit as 2, the modified bus-
bus connectivity matrix can be formed as: 
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         (4.7) 
Since the number of branches incident on bus 2 is 4 and PMU channel capacity is 2. 
There will be   
  = 6 combinations. As shown, combinations for bus 2 are buses 1-6, 
1-3, 1-7, 3-6, 6-7, 3-6. Also all the elements of column 2 corresponding to rows of bus 
2 will be one. In the same way whole modified connectivity matrix   is formed.  
Number of rows in  is 2L where L is the total number of branches in the network. 
For 7 bus system L = 8. In this particular case, the optimization problem is expressed 
as: 
   ∑   
 
 
   
 
Where    ,                -     
                                                                                            (4.8) 
Using BILP, the optimization problem may be solved to yield the following solution 
vector for PMU placement. 
 
  ,                -               (4.9) 
It may be observed from (4.9) that the 1
st
, 8
th
 and 13
th
 entries in vector X are non-zero. 
It means that PMU at bus 1 is making bus 1 and bus 2 observable, PMU at bus 3 is 
making bus 2, bus 3, and bus 6 observable and PMU at 4 is making bus 4, bus 5, and 
bus 7 observable. 
1     2     3     4      5     6     7 
1      2     2      2     2     2     2     3     3      3     4     4     4      5     6     7 
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The algorithm was implemented on the IEEE-30 bus system. The optimal PMU 
locations with PMU channel limits are shown in Table 4.2. An important observation 
is that the PMU required becomes constant after a channel limit of 3. Therefore the 
results for higher channel limits have been discarded. 
Table 4.2: Optimal Limited Channel PMU Locations for IEEE 30 bus system 
(Method I) 
No. of 
Channels 
No. of PMUs 
Required 
PMU Locations (Bus no.) 
1 15 2, 3, 6, 7, 11, 13, 15, 17, 19, 20, 23, 24, 26, 27, 29 
2 11 3, 5, 8, 9, 10, 12, 12, 19, 24, 25, 27 
3 10 1, 7, 9, 10, 12, 15, 19, 25, 27, 28 
4 10 1, 7, 9, 10, 12, 18, 24, 25, 27, 28 
Infinite 10 1, 7, 9, 10, 12, 18, 24, 25, 27, 28 
 
4.4.2  Method II 
An important drawback of the method described in the previous section is the large 
number of possible combinations resulting if there is a large number of branches 
incident on a particular bus, making the process extremely tedious.  For example, in 
IEEE 30 bus system bus 6 is connected to 7 different buses. For PMUs with 2 channel 
capacity, the number of possible combinations for bus 6 will be 21. Similarly for 
PMU with 3 channels, number of combinations will be 35 for the same bus. A more 
convenient approach for simplicity in problem formulation was proposed in [115]. 
The algorithm may be explained using the 7-bus system of figure 4.1. For a node   the 
set of buses adjacent to the node is expressed as     . Let the observability vector    
for individual nodes is defined as  
                                {
                                     
                                                                 
                   (4.10) 
 
where i=1, 2, 3,….n , n= number of buses in the system and       . Constraints of 
(4.5) are thus modified as 
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Some additional constraints are defined to incorporate PMU channel limit in the 
problem formulation. 
          
                         
                    
                    
          
               
               
 
Equation (4.11) represents the condition for observability of bus 1 either because of 
the placement of a PMU at node 1, or because of the PMU at node 2 which make 
node 1 observable through appropriate branch connecting nodes 1 and 2. Similarly 
(4.11-4.17) represents the observability of any node due to PMU placement on either 
that particular node or because of the placement at any of the neighboring nodes 
which makes that particular node observable.  
Equations (4.18-4.24) accommodate the limitation on number of channels in the 
available PMU. For example equation (4.19) implies that if a PMU is placed on node 
2, then out of 4 neighboring nodes, it can make maximum  of them observable. 
In order to generalize the problem formulation, equations (4.11-4.17) can be 
implemented using nodal connectivity matrix. The nodal connectivity matrix (  ) for 
node i is a      matrix where    is the degree of bus   i.e. the number of branches 
incident on i. Each column of    represents the nodes which are incident on   and it is 
same as the ith column of identity matrix of order n. Each row in    represents the 
possible placement points from which the ith bus can be made observable.  
For the implementation of channel constraint of (4.18-4.24), branch selectivity 
matrices      are formed having same dimensions as      with only non-zero elements 
being the elements of ith row which are all equal to -1. 
Let  
 (4.11) 
 (4.12) 
 (4.13) 
(4.14) 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
(4.21) 
(4.22) 
(4.23) 
(4.24) 
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                                    ,               -                               
(4.25) 
and     
                                        ,               -                         (4.26)  
Then matrix   is formed as 
                                                             [
  
    
]                                          (4.27) 
The PMU cost information vector   is defined as  
                                             ,    (   )      (    )-                            (4.28) 
The vector   is defined as 
                                             ,    (   )      (   )-                               (4.29) 
Then the optimization problem can be formulated as 
   ∑   
   
 
                                                                        (4.30) 
Such that 
                                                                           (4.31) 
where, 
                                   [                                       ]
 
                    
    *   +              for each  , n is total number of buses, L is the total number of 
branches  and dimensions of   are    (    ) . 
For the 7 bus test system of fig. 4.1: 
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The cost vector is 
  ,    (   )      (    )-  
and vector b is 
  ,    (   )      (   )-  
Putting these values of      ,     ,   and   in (4.30) and solving it using binary integer 
programming for channel limit m = 2, the solution vector   comes out to be 
        1    2   3    4    5    6   7                                                                                                 
  ,                                                                                                                 -                      
(4.32) 
The first 7 elements of vector X represent optimal PMU placement locations. In this 
case, PMUs are placed on bus 2, bus 3 and bus 4. The remaining elements of vector X 
represent the buses which are covered by these PMUs. For example, PMU at bus 2 
makes bus 1 and bus 7 observable as entries corresponding to    and     are 1. PMU 
at bus 3 makes bus 6 observable as entry corresponding to     is 1. Similarly PMU at 
bus 4 makes bus 5 observable as the entry corresponding to     is 1. 
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4.4.3  Proposed Method 
 
The method explained in the previous section is an improvement over the algorithm 
of section A as the number of combinations in matrix A has been reduced resulting in 
a simpler optimal PMU placement problem in place of a tedious one. However, the 
algorithm takes a lot of computation time. The reduction in combinations is on the 
expense of computation time and computational requirements. This time becomes 
considerably larger for bigger system and some means must be proposed to reduce the 
computational time. In this section an improved algorithm for placement of limited 
channel PMUs is presented. The algorithm may be called ‘Bus Valence Algorithm’. 
Power systems are usually sparse networks and the number of branches incident on 
individual buses is not very high. Therefore as the number of channels increases, 
number of buses for which incident branches is less than PMU channel limit also 
increases. For example in case of 7-bus test system, for channel limit m = 1, bus 1 and 
bus 5 have number of incident branches   channel limit. For channel limit m=2, bus 
1, bus 5, bus 6 and bus 7 have number of incident branches   channel limit. While for 
channel limit m=4, all the buses have number of incident branches   channel limit. 
The number of branches incident on a particular bus may be defined as the valency of 
that bus. Therefore, in order to place optimal number of limited channel PMUs, for 
the buses which have bus valency   channel limit, constraints to incorporate channel 
limit (equations 4.18-4.24 in case of 7 bus system) need not be included as there can 
be only one such combination. This should reduce the computation time considerably, 
especially for greater PMU channel limits. Thus the proposed bus valency method 
may be formulated as: 
                                  ,               -                             (4.33) 
and     
  ,                   -                            (4.34) 
where   is the number of buses for which bus valence   PMU channel limits. 
Then matrix   is formed as 
  [
  
    
]                                                 (4.35) 
 
The PMU cost information vector   is defined as  
c  ,    (   )      (    )-                                   (4.36) 
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The vector   is defined as 
 
  ,    (   )      (  (   ))-                           (4.37) 
Then the optimization problem can be formulated as 
 
 
   ∑  
   
 
   
 
                          
(4.38) 
              
                                                            and          
     and      now contain only those buses for which bus valence   PMU channel 
limits. The remaining buses are now incorporated in   . 
 
   ,      -                                                (4.39) 
where; 
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                                                    (4.40) 
 
   is a      matrix where    is the bus valence of bus   such that all entries of    
matrix corresponding to the i
th
 column will be one and all other entries are zero i.e. 
 
    {
             
           
                                              (4.41) 
 
   is       matrix with only one element non-zero in each row corresponding to 
incident branches on bus   considered one at a time. 
 
   ,     (   )-
                                             (4.42) 
where; 
  ∑   
 
                                                         (4.43) 
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The proposed bus valence method may be explained using the 7 bus test system and 
assuming the PMU channel limit of 2. 
 
                                                                                                                              
   
[
 
 
 
 
 
 
 
 
 
 
 
 ]
 
 
 
 
 
,    
[
 
 
 
 
 
 
    
    
    
    
    
    
    ]
 
 
 
 
 
 
,    
[
 
 
 
 
 
 
   
   
   
   
   
   
   ]
 
 
 
 
 
 
,    
[
 
 
 
 
 
 
   
   
   
   
   
   
   ]
 
 
 
 
 
 
,    
[
 
 
 
 
 
 
 
 
 
 
 
 ]
 
 
 
 
 
 
 
 
 
                                                             
   
[
 
 
 
 
 
  
  
  
  
  
  
  ]
 
 
 
 
 
,    
[
 
 
 
 
 
  
  
  
  
  
  
  ]
 
 
 
 
 
 
 
 
 
 
   
 
 
 
[
 
 
 
],    
 
 
 
[
  
        
                
                
],    
 
 
 
[
            
      
            
] 
 
 
 
   
 
 
 
[
            
            
      
],     
 
 
 
[
  
    
    
    
],    
 
 
 
[
        
        
        
],    
 
 
 
[
        
        
        
] 
 
 
 
 
81 
   1 2 3 4 5 6 7 U12 U21 U23 U26 U27 U32 U34 U36 U43 U45 U47 U54 U62 U63 U72 U74  
 1 
[
 
 
 
 
 
 
1 0 0 0 0 0 0 -1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
]
 
 
 
 
 
 
 2 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 0 
A2 
= 
6 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 0 
6 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 0 
 7 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 0 
                         
 7 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 -1 
                           
    ,     ,     ,     ,    . Using (4.42),    ,     (   )-
  . 
The method is applied to IEEE 30 bus system and the results are given in Table 4.3. It 
may be noted that the algorithm yields the same results as obtained earlier. The 
algorithm is also applied to IEEE 118 bus system [134] (Table 4.4) and the 75 bus 
system of Indian power grid (Table 4.5).  
Table 4.3: Optimal Limited Channel PMU locations for IEEE 30 bus system 
No. of 
Channels 
No. of PMUs 
Required 
PMU Locations (Bus No.) 
1 15 1, 3, 5, 6, 10, 11, 13, 14, 16, 18, 21, 22, 26, 27, 
29 
2 11 3, 5, 9, 10, 12, 15, 19, 23, 25, 27, 28 
3 10 3, 5, 6, 10, 11, 12, 19, 23, 25, 27 
4 10 3, 5, 6, 10, 11, 12, 18, 24, 25, 27 
6 10 2, 4, 6, 9, 10, 12, 18, 24, 25, 29 
 
Table 4.4: Optimal Limited Channel PMU locations for IEEE 118 bus system 
No. of  
Channels 
No. of PMUs  
Required 
PMU Locations (Bus No.) 
1 59 1, 4, 5, 7, 8, 10, 13, 14, 16, 18, 20, 22, 24, 25, 27, 29, 32, 33, 
34, 36, 39, 41, 44, 46, 47, 49, 49, 53, 56, 57, 58, 61, 64, 65, 67, 
68, 70, 71, 75, 76, 79, 80, 83, 85, 86, 88, 90, 94, 97, 99, 100, 
101, 104, 105, 108, 110, 111, 114, 117 
2 39 1, 6, 9, 11, 12, 15, 17, 19, 22, 25, 29, 36, 37, 40, 44, 49, 51, 54, 
57, 59, 62, 64, 68, 70, 71, 78, 80, 83, 86, 89, 92, 94, 96, 100, 
105, 110, 110, 114, 118 
3 33 1, 5, 9, 12, 15, 17, 20, 23, 28, 30, 35, 40, 43, 46, 51, 54, 57, 62, 
64, 68, 71, 75, 77, 80, 83, 86, 89, 92, 96, 100, 105, 110, 114 
4 25 16, 17, 18, 20, 24, 25, 28, 29, 30, 31, 32, 33, 34, 35, 37, 40, 41, 
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42, 43, 44, 51, 55, 57, 70, 74 
5 25 16, 17, 18, 20, 24, 25, 28, 29, 30, 31, 32, 33, 34, 35, 37, 40, 41, 
42, 43, 44, 51, 55, 57, 70, 74 
6 25 16, 17, 18, 20, 24, 25, 28, 29, 30, 31, 32, 33, 34, 35, 37, 40, 41, 
42, 43, 44, 51, 55, 57, 70, 74 
 
 
Table 4.5: Optimal Limited Channel PMU locations for Indian 75 bus system 
No. of  
Channels 
No. of 
PMUs 
Required 
PMU Locations (Bus No.) 
1 42 1, 4, 6, 8, 9, 10, 11, 12, 13, 14, 15, 16, 16, 18, 19, 20, 20, 21, 
22, 23, 25, 29, 30, 31, 33, 37, 39, 49, 50, 51, 53, 57, 61, 63, 
67, 68, 71, 72, 73, 75 
2 
28 16, 17, 18, 18, 20, 24, 25, 28, 29, 30, 30, 31, 32, 33, 34, 35, 
37, 40, 40, 41, 42, 43, 44, 51, 55, 57, 70, 74 
3 27 3, 16, 17, 18, 20, 24, 25, 28, 29, 30, 31, 32, 33, 34, 35, 37, 40, 
41, 42, 43, 44, 51, 54, 59, 70, 74 
4 25 16, 17, 18, 20, 24, 25, 28, 29, 30, 31, 32, 33, 34, 35, 37, 40, 
41, 42, 42, 43, 44, 51, 55, 57, 70, 74 
5 25 16, 17, 18, 20, 24, 25, 28, 29, 30, 31, 32, 33, 34, 35, 37, 40, 
41, 42, 43, 44, 45, 51, 55, 57, 70 
6 25 16, 17, 18, 20, 24, 25, 28, 29, 30, 31, 32, 33, 34, 35, 37, 40, 
41, 42, 43, 44, 45, 51, 55, 57, 70 
 
The proposed bus valence method provides the same results but the computation time 
is considerably reduced. The comparison with respect to computational time of the 
proposed method for each case is compared with the algorithm presented by [115] as 
shown in Table 4.6. A 600 bus system is also taken for comparison to show the 
effectiveness of the algorithm for large systems. It is clear from the results that the 
computational time reduces for the proposed algorithm. The effect of reduced time is 
more pronounced in the case of larger systems as is the case of 600-bus system. Thus, 
the algorithm will be more useful in future when many distribution systems with a 
large number of buses will be using a large number of PMUs. 
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Table 4.6:  Computation Time Comparison of PMU Placement Algorithms 
Computation Time (sec) 
System No. of Channels 1 2 3 4 5 6 
30 Bus 
Old Algorithm 0.3672 0.3761 0.3844 0.3676 0.3807 0.3688 
Proposed 
Algorithm 
0.3655 0.3644 0.3034 0.3542 0.3422 0.3058 
75 Bus 
Old Algorithm 0.5178 0.361 0.3712 0.3672 0.3911 0.3769 
Proposed 
Algorithm 
0.4522 0.3508 0.2776 0.3042 0.1309 0.1377 
118 Bus 
Old Algorithm 0.4279 0.6548 0.5728 0.5551 0.4876 0.4993 
Proposed 
Algorithm 
0.3906 0.4415 0.3252 0.3803 0.293 0.2842 
600 Bus 
Old Algorithm 0.784 14.4331 16.1414 3.714 2.4581 3.0477 
Proposed 
Algorithm 
0.7207 10.1211 7.7045 0.7942 0.6369 0.5954 
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Form Pi (nx2L) matrix; i=1, 
k ˃ K 
j ϵ Ci (set of branches incident on bus i) 
k=1,2.... K (number of elements in Ci ) 
Set Pi (j,k)=1 
If i ϵ Cri bus for which branches incident > PMU channel limit , 
Qi (R,k)=-1           R=1,2....r (number of elements in Cri ) 
If i does not belongs to Cri 
Ri(k,i)=1 
Li(k,j)=-1; 
 
j=Ci (1), k=1 
i ˃ n (number of buses) 
If i does not belongs to Cri 
Qi=zeros(r,di) 
di=total number of branches incident on such ith bus. 
 
  ,    (   )     (  ( ))-  
P=[P1 P2.... Pn],  Q=[Q1 Q2.... Qn] 
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s.t.         
and         
 
Get the line data (bus connections and number of total branches L) 
Take next jth element and k=k+1 
  
 
 
i=i+1 
 
 
Fig. 4.2: Flow Chart for Proposed Bus Valence Method 
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4.5  Incorporating the Cost of PMU 
Modern day power systems consist of large interconnected networks which will 
require deployment of a large number of PMUs for complete observability. 
Considering the high cost of PMUs and associated circuitry it will require significant 
financial investment. Therefore cost of PMU is a very important consideration in 
devising a PMU placement strategy.  The most important factor governing cost of 
PMU is its channel capacity. The present work takes into account the cost of various 
commercially available PMUs, and it is assumed that each additional channel will 
cost 0.15 p. u. Based on this criterion; a comprehensive comparison of cost involved 
for PMU placement with different channel capacities has been made. For the purpose 
of comparison, the cost of single channel PMU have been assumed equal to 1 p. u., 
subsequently for each additional channel the cost of PMU is assumed to be increasing 
by 0.15 p. u. 
To incorporate the channels cost in optimal placement algorithm, the   matrix of 
(4.36) is to be modified as 
                                             ,    (   ) (    (    )      )-                    
(4.45)         
It is considered in (4.45) that cost for each additional channel is 0.15 p.u. Since, 
elements from (n+1)
th
 element to (n+2L)
th
 element in matrix   represents the branches 
of the system which can be covered by PMUs, taking all equal to 0.15 incorporates 
the channel limit of PMUs. The solution vector X now will minimize the costf   . 
Using the above described algorithm the costs of limited channel PMU placement for 
different IEEE systems and the 75 bus system of Indian grid is shown in table 4.7. A 
38 bus 400kV network of south Indian grid, as shown in fig. A. 7,  is also considered 
[136]. 
Table 4.7: Costs of PMU Placement for Various Channel Limits 
 Cost (p.u.) 
Number of 
Channels 
1 2 3 4 5 6 
IEEE-14 Bus System 8.05 6.5 5.8 6.25 6.25 6.25 
IEEE 30-Bus System 17.25 14.3 14.05 14.5 14.8 14.95 
Indian 38-Bus 23 18.2 17.95 18.7 18.85 19 
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System 
IEEE 57-Bus System 33.35 24.7 23.45 24.5 24.5 24.5 
Indian 75-Bus 
System 
47.15 36.25 37.8 37.45 38.35 38.5 
Therefore, in general, 3 channel PMUs may be utilized for any power network to 
achieve a reasonably economical placement scheme. However some post processing 
of the optimal placement results may be performed to make the scheme more cost 
effective.  In any power network there are radial buses i.e. a bus connected to only 
one bus. It is possible that in an optimal placement scheme, some of the radial buses 
may be part of the solution. In this case two channels of the 3 channel PMUs will 
remain unutilized. To make the scheme more cost effective, single channel PMUs 
may be placed on all such radial buses. The locations for placement of single and 3 
channel PMUs for IEEE 30 bus system, IEEE 118 bus system, and 75 bus system of 
Indian grid along with the cost factors are given in table 4.8. This arrangement will 
reduce the cost of PMU placement significantly. A comparison of PMU placement 
costs for these systems is given in table 4.10 
Table 4.8: Optimal PMU placement using both single channel and 3 channel PMUs 
  
Table 4.9: Cost comparison of 3 channel only and a mix of 3 and single channel PMU 
placement 
System Number  of 3 
channel 
PMUs 
Cost 
factor 
(p. u.) 
Combination of 3 channel and single 
channel PMUs 
Cost 
factor 
(p. u.) Number of 3 
Channel PMUs  
Number of Single 
Channel PMUs  
30 bus 10 14.50 6 4 12.70 
118 bus 33 47.85 24 9 43.80 
 
System Number  of 
3 channel 
PMUs 
Single Channel 
PMU locations 
3 Channel PMU locations Cost 
factor 
30 bus 10 3, 5, 11, 19 6, 10, 12, 23, 25, 27 12.70 
118 bus 33 1,9,20, 28, 35,43, 
57, 86, 114 
5, 12, 15, 17,  23, 30, 40, , 46, 51, 54, 
62, 64, 68, 71, 75, 77, 80, 83, 89, 92, 
96, 100, 105, 110,  
 43.80 
87 
 It is obvious that placement of single channel PMUs at radial buses present in the 
optimal solution is resulting in a considerable saving in cost without affecting the 
performance of placement scheme. This saving in cost will be large for larger power 
networks. 
4.6  Chapter Summary 
In this chapter, optimal locations for PMU placement have been determined for 
complete observability of the system taking into account the PMU channel capacity 
and the cost of placement. For this purpose a ‘bus valency’ algorithm has been 
proposed which presents an improvement over the previous reported algorithm for 
placement of limited channel PMUs, in terms of computational effort and time. The 
results reveal that, in general, 3 channel PMUs may be utilized for any power network 
to achieve a reasonably economical placement scheme. However to make the scheme 
more cost effective, a combination of different types of PMUs may be used. For 
example single channel PMUs may be placed on radial buses in the network which 
are part of the optimal PMU placement scheme. This is an important contribution of 
the present work and it will be useful for a utility devising a PMU placement scheme 
for a large power network in a cost effective way.  
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Chapter 5 
 
Optimal Multistage Placement of PMUs 
with Limited Channel Capacity 
Phasor measurement units (PMUs) are being deployed by the utilities in their power 
networks throughout the world for better monitoring of dynamic operating conditions. 
Optimal number of PMUs may be installed in the power grid to ensure observability 
of the network. However the power networks are huge networks and this minimum 
number of PMUs may still be too high to be installed in one stage. Therefore the 
placement of PMUs has to be scheduled in multiple stages. Earlier work on multistage 
scheduling assumed an infinite channel capacity of PMUs available. But in practice 
PMUs are manufactured with limited number of channels and it has been shown in the 
previous chapter that higher channel PMUs generally do not offer any economic 
benefits. While installing limited channel PMUs in the grid, it may happen that on a 
particular bus the number of branches connected is more than the channel capacity of 
PMUs. Under this condition some criterion should be devised to identify the branches 
to be monitored by the PMUs or the branches to be monitored in the initial stages of 
PMU installation. In the present work ‘Branch Vulnerability Index’ has been defined 
as the criterion to be used for this purpose. The algorithm has been applied on IEEE 
14 bus system and a practical power network of the Indian grid. 
5.1  Introduction 
Power grid is a highly interconnected and huge network experiencing continuous 
interaction of a large number of dynamic phenomena. Accurate and continuous 
monitoring of these phenomena is integral to the vision of a smart grid. Phasor 
measurement units (PMUs) are being deployed by the utilities in their power networks 
throughout the world for this purpose. Installation of sufficient number of PMUs will 
convert the non-linear iterative state estimation problem into a linear non-iterative 
state measurement problem. Therefore utilities are working on implementing a PMU 
based unified real-time dynamic state measurement system. 
89 
Despite the above mentioned advantages associated with deployment of PMUs in the 
power grid, it may not be feasible to install a PMU at every bus of the system. 
Determining a minimum number of PMUs to make the system observable is often 
referred to as Optimal PMU Placement (OPP) problem. 
The OPP problem is a well researched problem. A number of algorithms/methods 
have been reported in literature for placement of a minimum number of PMUs to 
make the system observable. An extensive review of PMU placement methodologies 
was presented in chapter 3. The solution of OPP problem provides the minimum 
number of PMUs required to make the system observable. Power grids are huge 
networks and even the minimum number of PMUs may still be too high to be 
installed in one stage. Moreover, if the PMU placement scheme has to be made robust 
against failure of a PMU or outage of a branch, the number of PMUs required will 
further increase. It may not be feasible for a utility to install the large number of 
required PMUs in a single stage. The scheduling of PMU placement in multiple stages 
is known as optimal multistage placement or multistage phasing of PMUs. A practical 
multistage scheduling scheme should satisfy the following two conditions:  
i) Maximum benefits of PMU installation should be derived at each stage 
ii) The total number of PMUs installed at the end of last stage should not exceed the 
optimal number of PMUs required for observability.  
An extensive review of multistage PMU placement algorithms was presented in 
chapter 3. However all these methods are based on the unrealistic assumption of 
infinite channel capacity of the PMUs available. This means that a PMU can measure 
current through all branches incident on the bus in addition to voltage of the bus at 
which it is installed. However in practice the PMUs are manufactured with a limited 
channel capacity. Moreover it has been shown in chapter 4 that it is not economical to 
install PMUs having more than 3 or 4 channels.   
When PMUs with limited number of channels are to be installed in the power 
network, it may happen that the bus at which a PMU has to be installed has more 
number of lines connected to it than the number of PMU channels available. Under 
this condition a decision has to be made for selection of the branches to be monitored 
by the installed PMU. Therefore some criterion should be devised for selecting these 
branches. Moreover, if the required number of PMUs cannot be installed in one stage 
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due to financial or technical constraints then the branches should be ranked according 
to their importance based on some criterion. 
The present chapter addresses the multistage PMU placement problem when the 
PMUs available have limited channel capacity. To keep this investigation general, it is 
assumed that the PMU available can monitor only one voltage phasor and one current 
phasor. Some of the large utilities in the world have deployed these two phasor PMUs 
in their power networks [118]. Therefore when installing these PMUs in the power 
network, at every bus one branch has to be identified that would be monitored by the 
installed PMU. The authors propose the use of ‘Branch Vulnerability Index’ as the 
criterion for selecting that branch.  
5.2  Optimal Placement of Two Phasor PMUs 
 
Binary Integer Linear Programming (BILP) is the most commonly used tool for 
solving an OPP problem. Consider the IEEE 14 bus system shown in fig.5.1. The 
objective is to find an optimal location set for two phasor PMUs which makes the 
system observable. Since the installed PMU will be associated with a branch, the 
branches in the IEEE 14 bus system have been numbered arbitrarily. 
The optimal PMU placement problem for a power network having m branches can be 
defined as: 
   ∑     
 
                      (5.1) 
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Fig.5.1: IEEE 14 Bus System with Branch Numbering 
where 
  is the number of branches in the system 
   is the cost of installation of a PMU for monitoring branch j 
  is a vector of dimension m and has binary values defined as: 
   {
                                 
                                     
  (5.2) 
subjected to the following constraints: 
Bus 1    +    ≥ 1 (5.3) 
Bus 2    +     +   +     ≥ 1 (5.4) 
Bus 3    +    ≥ 1 (5.5) 
Bus 4    +     +    +     +    ≥ 1 (5.6) 
Bus 5    +        ≥ 1 (5.7) 
Bus 6     +      +    ≥ 1 (5.8) 
Bus 7    +          ≥ 1 (5.9) 
Bus 8      ≥ 1 (5.10) 
Bus 9    +      +     +     ≥ 1 (5.11) 
Bus 10     +     ≥ 1 (5.12) 
Bus 11     +     ≥ 1 (5.13) 
Bus 12     +     ≥ 1 (5.14) 
Bus 13     +          ≥ 1 (5.15) 
Bus 14     +     ≥ 1 (5.16) 
The constraint equations (5.3- 5.16) will ensure that the system is observable. These 
constraints may also be expressed as 
                          (5.17) 
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A is called the bus to branch connectivity matrix defined as; 
    {
                                  
           
  (5.18) 
b is a vector having all its elements equal to 1. 
Solving the optimal placement problem using BILP, the branches to be monitored for 
an optimal number of PMUs for the IEEE 14 bus system are given in table 5.1. 
Table 5.1:  Branches to be Monitored for Observability of IEEE 14 Bus System 
   Branch No.          2, 5, 9, 11, 14, 18, 19 
Here it may be noted that the number of PMUs required for complete observability of 
the system may reduce in the presence of conventional measurements and zero 
injection buses. However, since in the present work the main objective is to devise a 
criterion for multistage PMU placement, these measurements and zero injection buses 
have not been considered. 
5.3  Multistage Placement of Two Phasor PMUs 
The algorithm presented in the previous section provides the minimum number of 
PMUs to be installed to ensure complete observability of the system. However if due 
to some constraints all the 7 PMUs required cannot be installed in a single stage, the 
PMU placement shall be carried out over multiple stages. The multistage placement 
scheme should be devised in such a way that the benefit derived at intermediate stages 
is maximized and the total number of PMUs at the end of the last stage should be 
equal to the minimum number of PMUs determined for observability. 
Now in order to install these seven PMUs in multiple stages some criterion should be 
devised. In the present work ‘Branch Vulnerability Index (BVI)’ is proposed as the 
criterion for multistage phasing of branch PMUs. 
When there is an increase in the load on a power system, some transmission lines may 
have to bear higher loads which may exceed their maximum limit. Branch 
vulnerability is an indicator of severity of load on a particular branch.  
If this index is high for some branches, these branches are more sensitive to a 
disturbance. A higher value of BVI implies that these branches should be monitored 
on priority basis in order to keep a watch on the system dynamics and to ward off the 
possibility of disturbance cascading into a blackout. 
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The branch vulnerability analysis can be carried out both off-line and on-line. In the 
off-line analysis the load flow data of the system is utilized. The on-line analysis, on 
the other hand, is performed on the results of state estimation to find out the 
sensitivity of network branches. An expression for off-line branch vulnerability may 
be written as [137]: 
   
      
 = 
[
|  |
 
   
      
|  ||  |
   
            ]
      
     (5.19) 
where 
    is the power flow on the branch i-j 
       is the maximum flow suffered by the branch i-j 
    is the phase angle of     
    is the admittance of i-j 
   is the voltage phasor on bus i 
   is the voltage phasor on bus j 
    is the impedance of branch i-j 
   is the angle of voltage at bus i 
   is the angle of voltage at bus j 
The seven candidate branches of the IEEE 14 bus system to be monitored by the 
PMUs are listed in table 5.2 in decreasing order of BVI. For multistage placement of 
PMUs, the branches having higher BVI may be identified for PMU placement in the 
initial stages. 
Table 5.2: Ranking of Candidate Branches for PMU Placement for IEEE 14 Bus 
System 
Rank 1 2 3 4 5 6 7 
Branch 2 18 5 9 11 19 14 
 
It is assumed that the 7 PMUs have to be installed in three phases and the phasing 
scheme is 3-2-2. Then based on BVI, in the first phase the PMUs should be installed 
to monitor branches (2, 18, and 5), while in the second and third stage the PMUs shall 
monitor branches (9, 14) and (19, 11) respectively. 
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5.4  Case Study in the Indian Grid 
In order to show the utility of the proposed multistage PMU placement scheme for a 
larger practical system, a case study has been performed on a 75 bus network in the 
Northern region of Indian power grid.  The northern grid is the largest power network 
among five regional grids of India. The considered network consists of 75 buses and 
97 branches as shown in fig. 5.2. The branches to be monitored by an optimal number 
of PMUs for complete system observability were first determined using the algorithm 
presented in section 5.2 and the results are tabulated in table 5.3. 
Table 5.3:  Branches to be Monitored by PMUs for 75 Bus System of Indian Grid 
Branch No. 2,3,5,8,9,11,12,13,14,15,18,19,20,21,22,23,30,32,38,39,4
5,48,50,52,55,61,62,72,75,81,92,93,95,96 
In order to develop a multistage phasing scheme for these 34 PMUs, the candidate 
branches were ranked based on BVI as given in table 5.4. 
Table 5.4:  Ranking of Candidate Branches to be Monitored by PMUs for 75 Bus 
System 
Rank Branch No. Rank Branch No. 
1 96 18 13 
2 5 19 12 
3 22 20 48 
4 18 21 50 
5 14 22 95 
6 21 23 38 
7 3 24 39 
8 8 25 61 
9 93 26 15 
10 11 27 30 
11 23 28 72 
12 2 29 55 
13 19 30 32 
14 9 31 62 
15 52 32 20 
16 92 33 75 
17 45 34 81 
It is assumed that the required 34 PMUs have to be placed in 3 stages of 12-12-10. 
The branches to be monitored by PMUs may be prioritized using their ranking based 
on BVI. Accordingly the 12 branches which should be monitored in first stage are 
listed in table 5.5. 
Table 5.5:  Selected Branches of 75 Bus System for Monitoring in First Stage 
Branch No. 96,5, 22, 18, 14, 21, 3, 8, 93, 11, 23, 2 
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Similarly the branches may be selected for second and third stages respectively as 
given in tables 5.6 and 5.7. 
Table 5.6:  Selected Branches of 75 Bus System for Monitoring in Second Stage 
Branch No. 19, 9, 52, 92,  45, 13, 12, 48 , 50, 95, 38, 39 
Table 5.7:  Selected Branches of 75 Bus System for Monitoring in Third Stage 
Branch No. 61, 15, 30, 72, 55, 32, 62, 20, 75, 81 
 
In this way the installation of a minimum number of PMUs may be carried out in 
three stages. The methodology is generic and it may be divided into more number of 
stages also. At every stage the branches with a high vulnerability index were chosen 
to be monitored by the PMUs to improve dynamic monitoring of the system. The total 
number of PMUs installed at the end of the last stage is equal to the minimum number 
required for observability and hence at the end of last stage the system will be 
completely observable facilitating PMU based real time dynamic state measurement 
system. 
5.5  Chapter Summary 
In order to make the power grid more aware of its operating state, one of the 
fundamental requirements of a smart grid, a unified real time dynamic measurement 
system has to be implemented by installing a large number of PMUs in the power grid. 
However due to financial and economical constraints, it may not be feasible to install 
all the PMUs in one stage. This paper has presented an optimal scheme for multistage 
phasing of PMUs in the power grid. The earlier work on phasing of PMUs considered 
an infinite number of channels in the available PMUs. However in practice the PMUs 
commercially manufactured have a limited number of channels. This factor has been 
taken into consideration to present a practical and realistic solution for optimal 
phasing of PMUs in the grid. An optimal placement was first derived for complete 
system observability using binary integer linear programming. Then the multistage 
phasing of PMUs was proposed by prioritizing the selected branches on the basis of 
branch vulnerability index. The algorithm was applied on IEEE 14 bus system and a 
part of the Indian grid and the optimal locations for placement of PMUs have been 
determined. The present approach resulted in a more uniform distribution of PMUs as 
compared to the earlier reported multistage placement schemes.   
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Fig. 5.2: 75 Bus System of Indian Grid with Branch Numbering 
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Chapter 6 
 
Phasor Measurement Units for Enhanced 
State Estimation  
Power system state estimators have evolved significantly since their inception about 
four decades ago. The state estimation results are extensively utilized for facilitating 
the security and reliability of power system operation and better management of 
power markets in the deregulated environment. Although SE has a long history at the 
transmission level, further research and development of measuring devices and 
innovative SE schemes are required to meet the new challenges presented by the 
requirements of smart grid. The inclusion of synchrophasor measurements in the state 
estimation algorithm is set to bring a paradigm change in the way power grids have 
been monitored. Therefore new performance metrics have to be defined in order to 
incorporate these new measurements. This chapter describes some of these 
performance metrics and explores the issue of optimal placement of phasor 
measurement units for best possible values of state estimation metrics. The solution of 
optimal PMU placement problem usually provides multiple solutions. The state 
estimation metrics may be used as a criterion to choose the desired solution. One of 
the most important factors in the selection of type of PMU to be deployed is its 
channel capacity. The earlier works on PMU channel capacity were mostly restricted 
to financial aspects of PMU placement. In the present work the effect of PMU 
channel capacity on state estimation results has also been examined. The study has 
been performed on a 7 bus test network and a practical network of Indian grid. 
6.1  Introduction 
The electric power system consists of a large number of interconnected elements 
forming a geographically huge and complex dynamic system generating, transmitting 
and distributing electric energy to a large area. Because of its nature a number of 
dynamic interactions are always present in the power system. These interactions may 
produce disturbances of varying scale as the operating conditions change. A set of 
imminent disturbances is referred to as contingencies. Power system security is 
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defined as the ability of the system to survive plausible contingencies without 
interruption to the power supply [20].  Various states of power system operation are 
shown in fig. 6.1. 
 
 
 
 
 
 
 
 
 
Fig. 6.1 State Transition Diagram of a Power System 
The Energy Management System (EMS) is a set of computational tools used to 
monitor, control, and optimize the performance of a power system. It consists of a 
supervisory control and data acquisition system (SCADA) coupled with planning and 
analysis functions and hence known as the SCADA/EMS or EMS/SCADA system 
[138]. Different functions performed by EMS and the role of SE in it shown in fig. 
6.2. 
In order to maintain a normal secure operation it becomes mandatory to keep a watch 
on states of the power system. The operating conditions of a power system at any 
given instant can be determined if in addition to the network topology, the complex 
voltage phasor at every system bus are known. Since the set of complex voltage 
phasors completely specifies the system, it is referred to as the system state. State 
estimation function utilize telemetered measurements of generator bus voltages, 
power injection at system buses, real and reactive line flows, circuit breaker statuses, 
and transformer tap settings etc. to generate an optimal estimate of the system state 
[59].  State estimation is a vital component of the EMS/SCADA and it is used to 
analyse the security of the power system and take corrective or preventive action 
when necessary. 
Normal State Secure/Insecure 
Restorative  
State 
Emergency 
State 
Operational limits 
are violated 
Partial or Total 
Blackout 
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 Fig. 6.2 Functional Structure of Energy Management System 
The data acquisition system obtains real time measurement from Remote Terminal 
Units (RTU) distributed throughout the system. The state estimator then estimates the 
system state and provides the necessary information to the supervisory control system 
to initiate required actions by sending control signals to the switchgear. 
Since its inception in the 1970s [139-142], the SE has evolved into an advanced 
function and as shown in fig. 6.3, the conventional state estimation mainly performs 
following functions: 
Topology Processing is a process by which the state estimator tracks the network 
topology and maintains a real-time database of the network model. This is 
accomplished by reading the status of circuit breakers and other switchgear. 
Observability Analysis is a process used to ensure that the set of measurements is 
sufficient to perform state estimation. If it is found that the system is unobservable 
then pseudo-measurements are added to the measurement sets. These measurements 
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are usually generated from short-term load forecasts, historical records or similar 
approximation methods. 
State Solver which functions by operating on the measurement set and, using some 
kind of estimation algorithm to arrive at an estimate of the system state. 
Bad-Data Processing which is a process that identifies any gross errors in the 
measurement set and eliminates bad measurements. 
For reliable state estimation, it is necessary that the number of measurements should 
be greater than the number of states. This condition is called the observability 
criterion. Apart from providing an optimal state estimate, the estimator also detects 
and filters out gross errors in the measurement set (bad data detection) and detects the 
topology errors in the network configuration. 
 
Fig. 6.3 Generalized State Estimation Functions 
Depending on the timing and evolution of the estimates, SE schemes may be 
classified into two basic distinct paradigms: static state estimation (SSE) and 
forecasting-aided state estimation (FASE). 
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6.1.1  Static State Estimation 
The traditional SE has been mainly a static algorithm, due to the fact that the 
traditional monitoring devices like RTUs can only take nonsynchronized 
measurements once every two to four seconds. Moreover to reduce the computational 
complexity required in implementing SE, the estimates are usually updated only once 
every few minutes. Hence the usefulness of SSE as a measure to provide real time 
monitoring of the power grid is quite limited in practice. 
6.1.2  Forecasting-aided State Estimation 
Conventional SSE relies on a single set of measurements all taken at one snapshot in 
time. Hence it disregards the evolution of the state over consecutive measurement 
instants The basic idea of FASE is to provide a recursive update of the state estimate 
that can also track the changes occurring during normal system operation. The main 
advantage of FASE is that it includes by design a forecasting feature that can get 
around the problem of missing measurements, as the predicted states may be used in 
lieu of those measurements. However FASE cannot be considered a truly dynamic SE 
since the transients in power systems usually occur at a much faster time scale than 
those considered in FASE. 
6.1.3  Multi-area State Estimation   
Since the power grid is inevitably a large network, a centralized solution to the 
associated SE problem poses tremendous computational complexity. An alternative is 
to divide the large power system into smaller areas, each equipped with a local 
processor to provide a local SE solution. As compared with the SSE solution, the 
MASE reduces the amount of data that each state estimator needs to process (hence 
reduces complexity) and it improves the robustness of the system by distributing the 
knowledge of the state. However its implementation requires additional 
communication overhead and it comes with the time--skewness problem that results 
from asynchronous measurements obtained in different areas. 
6.2  State Estimation in Smart Grid 
In view of the ongoing development of a smarter grid, more research on SE is needed 
to meet the challenges that the envisioned smart grid functionalities present. Among 
others environmental compliance, energy conservation and improved dependability, 
102 
reliability, and security will impose additional constraints on SE and require improved 
performance in terms of response time and robustness. 
The three most important factors necessitating new insights in to the SE functions are 
as follows [143]: 
1. More advanced technologies like phasor measurement units have offered hope 
for near real-time monitoring of the power grid.  
2. New regulations and market pricing competition may require utility 
companies to share more information and monitor the grid over large 
geographical areas. This will require distributed control and hence distributed 
SE to facilitate interconnection-wide coordinated monitoring. 
3. To facilitate smart grid features such as demand response (DR) and two way 
power flow, utility companies will need to have more timely and accurate 
models for their distribution systems. This calls for SE at the distribution level, 
which places more stringent requirements on SE algorithms. 
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Fig. 6.4: State Estimation in Smart Grid 
6.3  Structure of Measurement Set 
The measurement set used for conventional state estimation include power flows, bus 
power injections, bus voltage magnitudes and line current flows.  The system state x 
is related to the measurement set by a set of L non-linear expressions known as the 
measurement function h(x). 
The state vector x Є R(2N-1) x 1  consists of the voltage magnitudes and phase angles on 
each bus in the system. For N bus system there are N bus voltage magnitudes and N-1 
phase angles. The phase angle of one bus, known as reference bus or slack bus, is 
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assumed to be known and usually set to be zero.  Assuming the first bus as slack bus, 
state vector of the system will have the following form: 
               |  | |  |    |  | 
                                       (6.1) 
where    denote the phase angle and |  | the magnitude of the voltage at the n-th 
bus. 
Transmission lines are commonly represented by the   model as shown in fig. The 
two end points of the line are denoted by i and j respectively. The conductance of the 
line between nodes i and j is     which is a function of the length and material of the 
line. The susceptance of the line is denoted by      a function of the material of the 
line and the frequency of current flowing through it.  
Furthermore, the entire transmission line behaves like one of the plates of a capacitor, 
the other plate being the earth itself. This means that the transmission line behaves as 
if some electricity is shunted to the ground through a capacitor. To make analysis 
easier, this capacitor is split into two and each capacitor is connected between either 
end of the transmission line and the ground. 
Now each capacitor is known as a shunt capacitor. When several lines are connected 
to a node i, their capacitances are lumped together and treated as one single shunt 
capacitor connected between node i and the ground. This shunt capacitor has an 
admittance               . 
Now for the   model of the transmission line the line voltahe are line current are 
related as 
    =    -    =                                                                (6.2) 
where     and     are the complex current and voltage phasors respectively and     is 
the impedance of the line, which is a complex quantity given by     =     
       where     and     are resistance and reactance of the line respectively. Equation   
may also be expressed as 
    =        -   )                                                  (6.3) 
Where      is known as admittance and it is the inverse of the impedance. Furthermore 
               where     and     are the conductance and susceptance respectively. 
Now in order to develop a relationship between system state and the measurement set, 
Kirchhoff‟s current law (KCL) may be utilized. The law is based on conservation of 
electric charge and expressed mathematically as 
∑   
 
    = 0                                                       (6.4) 
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Where K is the total number of conductors connected to a node and    is the current 
either incoming or outgoing at node k. 
Consider a power network having N buses (nodes).  KCL may be applied to write set 
of nodal equations at each bus. If the vector of net current injection at each bus is 
denoted by   Є CN x 1 and the vector of volage phasors at each bus by  Є CN x 1, where 
   =|  | 
   . The nodal equations now take the following form: 
  = 
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 = Y                             (6.5) 
Where Y is called the admittance matrix defined as 
    =     +      = {
                                         
      ∑                                            
                                                                  
              (6.6) 
Where      is the sum of all shunt admittances connected at node  ,    is the set of all 
nodes connected to node   , also known as the neighbourhood of    and     is the 
admittance of the line      
Traditionally, the input measurements to the state estimator were provided by the 
Remote Terminal Units (RTUs) at the substations. These measurements did not 
contain the phase angles due to the difficulty associated with the synchronization of 
measurements. Consequently the phase angle was estimated with the slack bus as 
reference. These measurements usually consist of: 
Real and reactive power injections: The real power injection Pi and the reactive 
power injection Qi at bus I are related to the state variables |  | and   , n = I, 2, ,3, 
….., N, as 
   = |  | ∑ |  | (    cos    +     sin   )                       (6.7) 
   = |  | ∑ |  | (    cos    -     sin   )                        (6.8) 
Real and reactive power flow: The real and reactive power flows from bus I to bus j 
denoted by Pij and Qij respectively are given by 
    = |  |
  (    +    ) – |  ||  |(    cos    +     sin   )                    (6.9) 
    =  |  |
  (    +    ) – |  ||  |(    cos    +     sin   )                 (6.10) 
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These measurements collected at various points in the power network form the basis 
of state estimation. 
The relationship between measurements collected and system state may be expressed 
as 
     )                                                                                              (6.11) 
Where   is a zero-mean Gaussian measurement noise vector with covariance matrix 
  Є  
     . Weighted least squares (WLS) is the most commonly used method for 
estimating the power system state. It involves finding 
 ̂               )      [     )]                        (6.12) 
Where weighting matrix W is commonly taken as diagonal with elements related to 
background noise covariance as      
The solution for  ̂ is obtained in an iterative fashion by linearising … around the 
available estimate (at iteration j) and applying the Gauss- Newton algorithm to 
improve the estimate, using the following equations: 
   )    )       )       (   ))                           (6.13) 
 ̂    )    ̂  ) +     )                                   (6.14) 
Where    )       )      ) is the gain matrix at iteration j. The Jacobian matrix,  
   ) Є           ) at each iteration, is the first-order partial derivative of    ), with 
respect to  , evaluated at  ̂  ), and is given by 
   )   
    )
  
|
   ̂  )
                                                              (6.15) 
The iterative process is terminated when the norm of the residual falls below a 
predefined value, i. e. for some δ > 0, ‖   (   ))‖
 
 ≤ δ, and the covariance of the 
estimate is given by 
     )        )      )                                                (6.16) 
Upon convergence, the bad data processing function is activated to detect, identify 
and eliminate bad analog measurements. Bad data detection is accomplished based on 
the largest normalized residual test. If the detection test fails, then the measurement 
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corresponding to the largest normalized residual will be declared bad and its value 
will be removed or corrected. 
6.4  Phasor Measurement Assisted State Estimation 
With the advent of Phasor Measurement Units (PMUs) the difficulties associated with 
conventional SE [144,145]. Due to the high cost associated with PMUs it may not be 
possible, at present, to deploy a large number of these units throughout the grid. 
Therefore the adopted approach has been to install PMUs at selected locations to 
augment the conventional measurements in order to achieve enhanced state 
estimation.  The resulting state estimator is called a hybrid state estimator. The key 
requirement here is the selection of locations at which PMUs should be placed such 
that the system becomes observable. 
Hybrid State Estimator is used to estimate the states of a system monitored by 
conventional and Phasor Measurement Units. As discussed earlier, one of the 
remarkable properties of synchrophasor measurement is to convert non linear state 
estimator to a linear state estimator. This means that the relation between the 
measured quantities and the system state is linear and states can be calculated (rather 
than being estimated) using measured data (Current, Current angles and Voltage of 
the PMU installed bus).  Two approaches which a hybrid state estimator may utilize 
are [146]: 
 
1. Calculating the states using Synchrophasor (PMU based) measurements only 
and running conventional state estimation by utilizing these calculated values. 
This is a two step process. 
2. Mixing the Synchrophasor measurements with conventional measurements 
and estimating the system states while giving more weightage to 
Synchrophasor measurements. 
 
The latter approach has been utilized in the present work. 
In order to express the phasor measurements in terms of the state variables, we 
consider the pi – model of a branch connecting two buses i and j as shown in fig. 6.5. 
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Figure 6.5: Equivalent pi-model Representation of a Branch 
 
The series admittance of branch i-j is defined as               and the shunt 
admittance between bus i and the ground is defined as                 . The bus 
voltage phasors of buses i and j are Vi = Vi∠δi and Vj =Vj∠δj  respectively, with 
reference to a common angle reference. 
Active and Reactive power flow at end i of branch i-j are given by: 
                                                             
 (        )                                                
(6.17)               
                                                             
 (        )                                            
(6.18)                  
 
Active and Reactive power injections at bus i are given by: 
         
 ∑(        )    ∑(     )                               (6.19)                             
                                                  
 ∑(        )    ∑(     )                                    
(6.20)                            
Where; 
                                    (     )        (     )                                 (6.21)                      
                                                        (     )       (     )                                 
(6.22)                         
 
The current Iij when phasor measurements are taken in to account can be expressed in 
polar coordinates as: 
                                                         (6.23)              
where 
yi
j 
ysij ysji 
PMU i j 
   ⃗⃗  ⃗ 
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    √     
       
                                                      (6.24)                                                                            
         (
  [(        )       (        )      ]   [                 ]
  [(        )       (        )      ]   [                 ]
)                             (6.25)       
where 
    (        )
 
 (        )
 
                                                                                     
(6.26)    
    (   
     
 )                                                                                                    
(6.27)       
    (               )    (     )  (   
     
                 )    (     )     
(6.28)  
In order to find out the optimal SE solution, the following objective function of square 
errors is minimized: 
                                                    J(x) = [   ( )]T   [   ( )]                 (6.29)                     
Finally the normal equation that is solved in order to find out the state estimation 
solution is 
                                                  (  )      (  )                                         (6.30)                   
Where, k is the iteration index, x
k
 is the solution vector at iteration k, 
                                                                                                              
(6.31)    
                                                                         (  )                            
(6.32) 
   )    
    )
  
  is the measurement Jacobian matrix     )   
and  (  )    (  )    (  ) is the gain matrix     )  
The Jacobian matrix Hp in polar coordinates is: 
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                                                                    (6.33) 
The equations related to Jacobian formulation are given in Appendix A-3. 
The information provided by PMUs can and should be handled in theory at the same 
time the conventional measurements are processed by the SE. This requires 
modifications to the existing software in order to accommodate the new Jacobian 
terms and components of the residual vector. 
State estimation problem is commonly formulated by choosing a reference bus 
(typically but not necessarily the same as the slack bus used for the power flow 
analysis) and setting its voltage phase angle equal to zero. This also implies that the 
reference phase angle will be excluded from the state vector and the corresponding 
column of H will be removed when building the measurement Jacobian. 
Alternatively, the reference phase angle can be retained in the state vector but then a 
phase angle pseudo-measurement of arbitrary value (zero for convenience) must be 
added for each observable island. In the absence of any phase angle measurement, this 
practice presents no problems and provides a suitable framework to define the system 
state where the actual value of the reference bus voltage phase angle is irrelevant. 
6.5  State Estimation Metrics 
The ability to monitor and maintain SE performance within known performance 
metrics is a new practice. Unlike power flow, the state estimation solution is not 
deterministic and depends on the statistical characterstics of the measurements as well 
as the level of certainty of the assumed network model. Due to its deterministic nature 
the accuracy of the power flow solution usually evaluated by testing the real/reactive 
power mismatches at each system bus except for the slack bus and also by checking 
the reactive power mismatches for power-voltage (PV) buses (generator buses). Such 
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a direct measure of accuracy does not exist for the SEs, since the true values of the 
measurements are unknown. Metrics that can be used to evaluate SE performance 
during online operation are therefore required. Various criteria have been developed 
for defining the performance of state estimator [147-148]. However the inclusion of 
phasor measurements in the state estimation function necessitates the requirement of 
defining new performance measures for the resulting hybrid SE. 
Reference [149] defined three categories of quantitative performance measures: the 
state estimation solution, the measurement quality, and the measurement design. 
6.5.1  Metrics for the State Estimation Solution 
The state estimation is an optimization problem which is solved iteratively such that 
the weighted error between measured and calculated values for all the available 
measurements is minimized. The convergence behavior of the iterative solution is an 
important measure of the quality of state estimation. The number of iterations it takes 
the solution algorithm to converge to a pre specified threshold, e.g., 10
-3
 per unit or 
radian, can be used for this purpose. The typical number of iterations needed for 
convergence is independent of the system size and remains below ten iterations. 
A significantly higher number of iterations indicate that there are some issues with the 
SE implementation or with the quality of measurements and their configurations. 
Following additional metrics may be utilized to check these factors. 
6.5.2  Metrics for Measurement Quality 
The results of state estimation are mainly dependent on the quality of the 
measurements used. Accurate, well-placed measurements of the required type will 
facilitate the estimation procedure, yielding unbiased state estimates. Existing SEs 
commonly use post processing methods based on calculated measurement residuals in 
order to detect, identify, and correct measurement errors. There are two well-accepted 
and commonly used metrics to evaluate the quality of measurements: 
1) Objective function: This metric is defined as the weighted sum of the squared 
residuals of all measurements. The weights are chosen to be inversely proportional to 
the assumed variances of measurement errors. Measurements known or assumed to be 
quite accurate are given high weights while measurements with uncertain or low 
accuracies are given low weights. The expected value of the objective function varies 
depending on the number of measurements and states for the given system. Values 
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that are larger than the expected value \c imply the existence of errors in the 
measurement set. 
2) Largest normalized residual (     
  ): The objective function defined above is 
useful in detecting the existence of errors in the measurement set but does not permit 
identification of the erroneous measurement so that it can be removed or corrected. 
This is accomplished by another metric, namely     
 . Measurement residuals 
evaluated at the converged state estimation solution are normalized by the 
corresponding standard deviations, and normalized values are sorted in absolute value 
from largest to smallest. The largest normalized residual     
  will point to the 
erroneous measurement if its value is larger than a certain threshold, commonly set at 
3.0. 
The two metrics defined above are useful in evaluating measurement quality, which is 
independent of the SE solution algorithm and its implementation. These metrics are 
therefore useful in identifying issues related to the measuring instruments, 
communication medium, instrument transformers, assumed values of network 
parameters, and status of circuit breakers. 
6.5.3  Metrics for Measurement Design 
The performance of an SE will also be affected by the existing measurement design, 
i.e., the configuration, type, and number of measurements placed in the power system 
being monitored. It is important to develop metrics that will facilitate evaluation of 
the impact of measurement design on the performance of the SE. 
A good indicator of a poorly designed measurement set is the existence of the critical 
measurements mentioned above. As we said earlier, these measurements are known to 
create vulnerable zones for SEs, since their errors are impossible to detect. If they 
carry bad data, then the system state will be incorrectly estimated and the operator 
will have no way of detecting the error. It is possible to identify the critical 
measurements in a given measurement set, however. Furthermore, there are 
measurement placement strategies that will enable the transformation of such 
measurements into noncritical measurements by adding a few new measurements to 
the system. 
The network observability function is a preprocessor to the SE. It analyzes the 
existing measurement types and their locations to ensure that the state estimation 
solution can actually be carried out, i.e., to ensure that the system is observable with 
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respect to the given set of measurements. This analysis does not take into account the 
actual values of the measurements but only their types and locations. If the analysis 
returns a negative verdict and the system is found to be unobservable, then a number 
of observable islands will be identified. These islands will be connected to each other 
by means of the unobservable branches discussed at the beginning of this article. In 
this case, the measurement system needs to be expanded by adding some pseudo-
measurements so as to merge these observable islands and transform the unobservable 
branches into observable branches. This procedure is known as pseudo-measurement 
placement. 
It is important to place these pseudo-measurements in such a way that they will not 
have any impact on the existing estimates of observable islands. This is accomplished 
by placing them strategically so that they are all critical measurements. When they are 
“critical,” they will have no impact on the rest of the measurement residuals. This is 
something desirable since pseudo-measurements are, in general, inaccurate and we do 
not want their errors to spread. Having them deliberately chosen as critical, we make 
sure that their errors are confined to themselves and not spread to the rest of the 
system states. 
Unlike the case of the power flow, where the accuracy of the result can be evaluated 
based on the maximum absolute mismatch of power balance equations at system 
buses, the accuracy of SEs cannot be readily evaluated since the true state and the 
measurement errors remain unknown. The accuracy of the estimated states may, 
however, be gauged statistically by evaluating their error variances. An estimate with 
a low error variance will be preferable to one with a high variance. The variance of 
the state estimates depends strongly on the measurement system design rather than the 
measurement values themselves and can therefore be used as accuracy metric. 
Based on the above considerations, three metrics can be defined in order to quantify 
the evaluation of a given measurement design. Each is described below. 
1) The Measurement System Vulnerability (MSV) Ratio 
This metric is defined to quantify the vulnerability of a measurement design against 
loss of measurements and/or bad measurements. A large number of critical 
measurements will indicate vulnerability to bad data. Their locations reveal 
vulnerability zones and also provide clues as to which areas would benefit from new 
meters. This metric is defined as follows: 
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Note that MSV can be defined with respect to geographical areas (zones) and/or 
voltage levels. A robust measurement system is recommended to have an MSV ratio < 
3%. 
 
2)  The Pseudo-measurement Ratio (PMR) 
This metric is defined in order to quantify the effectiveness of the pseudo-
measurements placed in a given system. Pseudo-measurements are not to be trusted, 
and locations provide information about zones of low redundancy. They should also 
remain critical to avoid spreading their errors to existing measurements. The metric is 
defined as: 
. 
     
                             
                              
 
 
Redundant pseudo-measurements increase the chances of corrupting actual (good) 
measurements. The PMR should be close to 1.0 for optimal results. 
 
3)  State Estimation Accuracy (SEA) 
This metric is used to quantify the accuracy of an SE. Smaller values imply better 
accuracy. Changes in this metric are mainly a function of measurement configuration 
and not measurement values. SEA is defined as follows: 
 
SEA = max {variance of estimated states}. 
 
Calculation of the variance of estimated states is done by the SE as a by-product of its 
solution algorithm. SEA value should remain below the acceptable variance of errors 
in estimated states. A typical threshold is on the order of 10
–6
. SEA can be calculated 
for a given voltage or geographical zone, in which case the max function will apply to 
the states in the designated zones. 
In order to show the effect of PMU placement, the IEEE 30 bus system has been 
considered. The system is unobservable in its original condition. To make it 
observable pseudo-measurements are added. In the first step these pseudo-
measurements were assumed to be conventional measurements. The state estimation 
metrics as described in the previous section were calculated as given in table 6.1. 
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Subsequently PMUs are introduced in the network gradually and the effect on state 
estimation was examined by determining the SE metrics pertaining to the 
measurement design. The results are tabulated in tables 6.2 to table 6.4. 
Table 6.1: SE Metrics with conventional measurements only 
Number of critical measurements:  13 (  8 11 13 16 17 20 21 22 23 24 25 26 28 30)  
MSV = 13/32 
Max error V = 0.02, Max error del = 0.0501 
 
Table 6.2: SE Metrics with Conventional measurements plus Some PMUs  
Number of critical measurements:   
1-2,2,4-6,1-6,6-7,6-8,6-9,7-5,14-15,15-18,15-23,16-17,19,21,21-10,25-26,26-25,25-
27,29-30 PLUS PMUs at 1 11 13 19 23 27 
MSV = 17/30 
Max error V = 2.30 e - 3, Max error del = 1.14 e -02 
 
Table 6.3: SE Metrics with Optimal PMU Placement  
Buses with no redundancy 1, 2, 3, 4, 5, 7, 8, 11, 12, 13, 14, 16,17 ,18, 19, 20, 21, 23, 
26, 29, 30 
MSV = 21/30 
Max error V = 1.04 e - 04, Max error del = 1.04 e -04 
 
Table 6.4: SE Metrics with Some Redundant PMUs 
Buses with no redundancy : 3, 8, 11, 12, 13, 14, 16, 17, 18, 19, 20, 21, 23, 26, 29, 30 
MSV = 16/30 
Max error V = 4.28 E - 08, Max error del = 2.62 E -08 
 
As evident from the results, an increased penetration of PMUs in the power network 
results into improved measurement design and the SE metrics are considerably 
improved. Most of the earlier work on PMU placement has been directed towards 
devising such a PMU placement scheme for which the number/cost is minimum. 
However considering the importance of accurate state estimation in smart grid, PMU 
placement schemes may be devised to obtain required values of SE metrics such as 
desired SE performance may be realized. Moreover Most of the OPP algorithms do 
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not provide a unique solution. Different solutions may result for the same network 
giving same number of PMUs but different locations. Hence some qualitative 
parameters should be developed to compare these solutions and provide a unique 
placement strategy. The state estimation metrics may be used as a criterion to select 
the desired solution out of the available solutions for PMU placement in the power 
grid. 
6.6  Effect of PMU Channel Capacity on State Estimation  
Determining a minimum number of PMUs to make the system observable is often 
referred to as Optimal PMU Placement (OPP) problem. As discussed in chapter 3, the 
OPP is a well researched problem but the methods reported  mostly minimize the 
number of PMUs as a cost effective measure. It has been shown in chapter 4 that 
usually 3 channel PMU provides an optimal PMU placement scheme. However a 
PMU placement scheme should approach the problem in a more general and dynamic 
perspective in which both economical and technical aspects are incorporated to better 
account for the notion of “situational awareness” in a smart grid. Therefore in the 
deployment of PMUs other „technical‟ applications should also be taken into account. 
State estimation (SE) is an extremely important function in the monitoring and secure 
operation of power grid. A phasor measurements aided state estimation is an 
important recent development set to change the way power grid has been monitored 
and controlled. In fact if a sufficient number of PMUs are installed in the power 
network it will convert the state estimation into state measurement function. Therefore 
utilities are working on installing a large number of PMUs in their power networks to 
implement a real time dynamic state estimation. For example in India the power grid 
corporation of India is working on a two stage plan of massive deployment of PMUs 
to facilitate a unified real time dynamic state measurement system. 
In the present work, the effect of PMU channel capacity on SE results has been 
examined. The study has been performed on a seven bus test system and a part of the 
Indian power grid. It is expected that the results will be helpful for the manufacturers 
of PMUs as well electric utilities in deciding the PMU channel capacity for better SE 
results.  
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For this purpose the seven bus test system of fig. 6.6 has been used. A description of 
the system is given in table 6.6. In the system under consideration, bus number 2 has 
the highest number of branches incident on it.  
 
Fig. 6.6: 7 Bus Test System 
Table 6.5: Description of 7 Bus Test System 
Total Buses 7 
Total Generators 5 
Generators Location Bus 1, Bus 2, Bus 4, Bus 6, Bus 7 
Reference Bus 7 
Power Injections Bus 1, Bus 2, Bus 4 
Power Flows in all the branches of the network  
 
The true values of state vector are acquired by power flow solution. The 
measurements are generated by addition of true values and zero mean Gaussian noise, 
with standard deviations as σvi= σIij= 0.002 p.u. (magnitude), σδi= σθi= 0.0017 radian 
(angle) for voltage and current phasor measurements and σPij= σQij= 0.02p.u, σPi=σQi 
= 0.02p.u for conventional voltage magnitude, power flow and injection 
measurements. In the system under consideration, bus number 2 has the highest 
number of branches incident on it. Initially SE was performed by considering the 
conventional measurements only. These results are given in table 6.7. 
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Table 6.6 State Estimation Results for 7 Bus System using 
Conventional Measurements only 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0667 6.9862 
2 1.0579 5.1264 
3 1.0087 1.8778 
4 1.0175 2.2752 
5 1.0197 -0.3560 
6 1.0603 4.1958 
7 1.0531 0 
 
Now in order to explore the impact of limited channel capacity of PMU on SE results, 
it is assumed that the PMU installed at bus 2 has only three channels which means it 
can measure current through only three branches out of the five incident branches. 
Since the PMU can now cover only three buses in addition to bus 2, there are various 
possible combinations of connecting the PMU with these three other buses. These 
combinations are listed in table 6.8. 
Table 6.7. Bus Combinations for Three Channel PMU at Bus 2 
S. N. Bus  Combinations 
Case 1 2-1, 2-3, 2-4 
Case 2 2-1, 2-3, 2-5 
Case 3 2-1, 2-3, 2-6 
Case 4 2-1, 2-4, 2-5 
Case 5 2-1, 2-4, 2-6 
Case 6 2-1, 2-5, 2-6 
Case 7 2-3, 2-4, 2-5 
Case 8 2-3, 2-4 ,2-6 
Case 9 2-3, 2-5, 2-6 
Case 10 2-4, 2-5, 2-6 
 
State estimation was performed for each of the ten cases listed in table 6.7 and the SE 
results are given in table 6.8 to table 6.17. 
Table 6.8: State Estimation Results for Case 1 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0575 7.2115 
2 1.0485 5.2767 
3 1.0015 2.1259 
4 1.0098 2.4958 
5 1.0095 -0.3634 
6 1.0503 4.2761 
7 1.0432 0 
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Table 6.9: State Estimation Results for Case 2 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0574 7.0850 
2 1.0484 5.1500 
3 1.0015 1.9970 
4 1.0099 2.3781 
5 1.0101 -0.3524 
6 1.0500 4.1206 
7 1.0436 0 
 
Table 6.10: State Estimation Results for Case 3 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0573 7.1779 
2 1.0484 5.2417 
3 1.0010 2.1159 
4 1.0094 2.4892 
5 1.0095 -0.3563 
6 1.0503 4.1712 
7 1.0432 0 
 
 
Table 6.11: State Estimation Results for Case 4 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0571 7.0909 
2 1.0482 5.1550 
3 1.0005 1.9654 
4 1.0092 2.3632 
5 1.0101 -0.3532 
6 1.0499 4.1340 
7 1.0437 0 
 
Table 6.12: State Estimation Results for Case 5 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0571 7.1659 
2 1.0482 5.2288 
3 1.0001 2.0716 
4 1.0088 2.4595 
5 1.0096 -0.3553 
6 1.0502 4.1584 
7 1.0433 0 
 
Table 6.13: State Estimation Results for Case 6 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0565 7.0998 
2 1.0478 5.1607 
3 0.9980 1.9001 
4 1.0069 2.3031 
5 1.0098 -0.3506 
6 1.0502 4.0913 
7 1.0436 0 
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Table 6.14: State Estimation Results for Case 7 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0576 7.0285 
2 1.0487 5.1406 
3 1.0018 1.9802 
4 1.0101 2.3586 
5 1.0101 -0.3537 
6 1.0504 4.1363 
7 1.0435 0 
 
Table 6.15: State Estimation Results for Case 8 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0574 7.1435 
2 1.0485 5.2277 
3 1.0010 2.0985 
4 1.0094 2.4686 
5 1.0094 -0.3555 
6 1.0505 4.1576 
7 1.0432 0 
 
Table 6.16: State Estimation Results for Case 9 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0574 7.0496 
2 1.0485 5.1424 
3 1.0012 2.0126 
4 1.0097 2.3931 
5 1.0099 -0.3496 
6 1.0503 4.0749 
7 1.0435 0 
 
 
Table 6.17: State Estimation Results for Case 10 
Bus No. Voltage (p. u.) Angle (Degree) 
1 1.0571 7.0568 
2 1.0483 5.1503 
3 1.0002 1.9844 
4 1.0089 2.3793 
5 1.0099 -0.3499 
6 1.0503 4.0799 
7 1.0435 0 
 
Based on the SE results obtained from conventional measurements only, using 
conventional measurements and an infinite channel PMU at bus 2, and when the PMU 
at bus 2 has three channels only error plots were drawn. Fig. 6.6 shows the error plots 
for voltage magnitudes and fig. 6.7 shows the error plots for phase angles for all the 
seven buses. 
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Fig. 6.7  Voltage Magnitude Error for 7 Bus System 
 
 
Fig. 6.8 Phase Angle Error for 7 Bus System  
As mentioned earlier, in order to enhance the situational awareness in the Indian 
power grid, it has proposed to deploy massive number of PMUs throughout the grid. 
-0.025
-0.02
-0.015
-0.01
-0.005
0
1 2 3 4 5 6 7
V
o
lt
ag
e
 E
rr
o
rs
 (
p
.u
.)
 
Conventional
Conventional Plus PMU
Case 1
Case 2
Case 3
Case 4
Case 5
Case 6
Case 7
Case 8
Case 9
Case 10
-0.4
-0.2
0
0.2
0.4
0.6
0.8
1
1 2 3 4 5 6 7V
o
lt
ag
e
 A
n
gl
e
 E
rr
o
rs
 (
D
e
gr
e
e
) 
Conventional
Conventional Plus PMU
Case 1
Case 2
Case 3
Case 4
Case 5
Case 6
Case 7
Case 8
Case 9
Case 10
122 
This arrangement is expected to provide dynamic real time estimate of the system 
state. For such an enormous installation of PMUs, the channel capacity is an 
important factor. Therefore case study has been performed on a part of the Indian grid 
to explore the effect of PMU channel capacity on SE results. The system under 
consideration is a 75 bus network of the north Indian grid as shown in fig. 2. It has 
both 230 kV and 400 kV buses. 
The state estimation for the 75 bus system was first performed using conventional 
measurements only. In the second step the minimum number of PMUs with infinite 
channel capacity was determined using the algorithm presented in chapter 4. It was 
found that 25 PMUs will be required to make the system completely observable. 
Assuming these 25 PMUs installed in the system at desired locations, the SE was 
performed. To incorporate the effect of limited channel capacity PMUs, it was 
assumed that the PMUs available are three channel PMUs. To determine the optimal 
number of three channel PMUs required for the 75 bus system, the algorithm 
presented in chaper 4 was used. It was found that 27 PMUs of three channel capacity 
each will make the system completely observable. Finally SE was performed with 
these 27 PMUs placed in the 75 bus network. 
Table 6.18: State Estimation Results for 75 Bus System of Indian Grid with 
Conventional Measurements Only 
Bus No. Voltage (p.u.) Angle 
(Degree) 
Bus No. Voltage 
(p.u.) 
Angle (Degree) 
1 1.1321 0 39 1.7301 0.9596 
2 1.3839 0.0927 40 1.0685 0.0748 
3 1.7137 0.0997 41 1.1724 0.1286 
4 1.6599 0.8834 42 1.1929 0.1286 
5 1.8661 1.1007 43 1.6189 0.8395 
6 1.9456 1.4476 44 1.6296 0.4695 
7 1.9128 1.0462 45 1.6370 0.3503 
8 2.0370 -1.0117 46 0.9757 2.0020 
9 1.1734 -0.0638 47 1.2451 0.4431 
10 1.6971 1.3194 48 0.9414 0.0303 
11 1.2673 -0.0602 49 0.8585 0.0583 
12 1.1669 0.1144 50 1.0642 0.4608 
13 1.3270 0.1031 51 1.0056 0.6675 
14 1.8720 0.8970 52 1.0033 0.3047 
15 1.7569 0.5153 53 1.5757 0.7988 
16 1.2292 0.3429 54 1.4360 0.3600 
17 1.0642 0.0742 55 1.4358 0.2192 
18 1.4912 0.1696 56 1.5646 0.8183 
19 0.9776 0.3181 57 1.5195 0.7781 
20 0.9606 0.2035 58 1.5329 0.7683 
21 1.4102 0.7968 59 1.5513 0.7667 
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22 1.4341 0.9536 60 1.4092 0.8419 
23 1.0596 0.9375 61 1.5993 0.8257 
24 1.2589 1.5328 62 1.7133 0.8834 
25 1.3838 1.0197 63 1.4389 0.2460 
26 1.1772 0.2482 64 0.8453 -0.0128 
27 1.0944 0.4724 65 1.5352 0.8088 
28 1.3170 0.7691 66 0.8931 -0.1077 
29 1.5142 0.8874 67 1.2167 1.1532 
30 1.5988 0.9068 68 1.2666 0.1750 
31 1.5891 0.9803 69 0.4243 -2.0805 
32 1.7793 0.9780 70 1.4214 0.6804 
33 1.8041 1.0035 71 1.1420 0.4345 
34 1.6776 -1.0564 72 1.4184 0.7881 
35 1.1686 0.1073 73 1.5502 0.4221 
36 0.8328 0.5646 74 0.8926 1.0498 
37 0.6883 0.5035 75 1.5736 0.8497 
38 1.6563 0.8409 
 
Table 6.19: State Estimation Results for 75 Bus System of Indian Grid with 
Conventional Measurements and Infinite Channel PMUs 
Bus No. Voltage (p.u.) Angle 
(Degree) 
Bus No. Voltage 
 (p. u.) 
Angle (Degree) 
1 1.0740 0 39 1.1484 0.9596 
2 1.1205 0.0927 40 1.0283 0.0748 
3 1.1675 0.0997 41 1.0725 0.1286 
4 1.1233 0.8834 42 1.0829 0.1286 
5 1.1834 1.1007 43 1.1204 0.8395 
6 1.1853 1.4476 44 1.1214 0.4695 
7 1.1952 1.0462 45 1.1351 0.3503 
8 1.1990 -1.0117 46 0.9599 2.0020 
9 1.0775 -0.0638 47 1.0538 0.4431 
10 1.1627 1.3194 48 0.9462 0.0303 
11 1.0860 -0.0602 49 0.9055 0.0583 
12 1.0736 0.1144 50 1.0199 0.4608 
13 1.1189 0.1031 51 0.9555 0.6675 
14 1.1915 0.8970 52 0.9583 0.3047 
15 1.1604 0.5153 53 1.1056 0.7988 
16 1.0775 0.3429 54 1.0841 0.3600 
17 1.0114 0.0742 55 1.0707 0.2192 
18 1.1276 0.1696 56 1.1090 0.8183 
19 0.9809 0.3181 57 1.0937 0.7781 
20 0.9538 0.2035 58 1.0954 0.7683 
21 1.0789 0.7968 59 1.0990 0.7667 
22 1.0977 0.9536 60 1.0792 0.8419 
23 1.0117 0.9375 61 1.1096 0.8257 
24 1.0573 1.5328 62 1.1378 0.8834 
25 1.0786 1.0197 63 1.0740 0.2460 
26 1.0484 0.2482 64 0.9003 -0.0128 
27 1.0065 0.4724 65 1.1026 0.8088 
28 1.0480 0.7691 66 0.9244 -0.1077 
29 1.1142 0.8874 67 1.0463 1.1532 
30 1.1177 0.9068 68 1.0571 0.1750 
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31 1.1079 0.9803 69 0.7154 -2.0805 
32 1.1625 0.9780 70 1.1368 0.6804 
33 1.1733 1.0035 71 1.0183 0.4345 
34 1.1116 -1.0564 72 1.0794 0.7881 
35 1.0720 0.1073 73 1.1281 0.4221 
36 0.9283 0.5646 74 0.9428 1.0498 
37 0.8493 0.5035 75 1.1174 0.8497 
38 1.1324 0.8409 
 
 
Table 6.20 : State Estimation Results for 75 Bus System of Indian Grid with Three 
Channel PMUs 
Bus No.        Voltage 
         (p. u.) 
      Angle     
(Degree) 
Bus No.    Voltage  
     (p .u.) 
Angle (Degree) 
1 1.0532 0 39 1.0976 0.9659 
2 1.0543 0.1437 40 1.0056 0.0769 
3 1.0894 0.1428 41 1.0459 0.1229 
4 1.0661 0.5494 42 1.0621 0.1228 
5 1.0972 1.1329 43 1.1199 0.8395 
6 1.1056 1.2137 44 1.0843 3.4689 
7 1.0891 1.0338 45 1.1251 0.3527 
8 1.1625 -1.0329 46 0.9549 2.0041 
9 1.0934 -0.0699 47 1.0278 0.4432 
10 1.1125 1.1927 48 0.9648 0.033 
11 0.8815 -0.0739 49 0.9391 0.0584 
12 1.0065 0.109 50 1.0025 0.4627 
13 1.1281 0.1051 51 0.9525 0.6712 
14 1.0794 0.8967 52 0.9503 0.3098 
15 1.0183 1.4827 53 1.0675 0.7997 
16 0.7154 0.3463 54 1.0681 0.3634 
17 1.0463 0.076 55 1.0586 0.2191 
18 1.1833 0.1783 56 1.0146 0.8179 
19 0.9706 0.3191 57 1.0543 0.7805 
20 0.9958 0.2059 58 1.0637 0.7703 
21 1.1004 0.7947 59 1.0693 0.7693 
22 1.1257 0.9567 60 1.0098 0.8441 
23 1.0113 0.9337 61 1.1042 0.8289 
24 1.0337 1.5329 62 1.1265 0.8871 
25 1.0935 0.6745 63 1.0149 0.2489 
26 1.0384 0.2481 64 0.9282 -0.0148 
27 0.9938 0.4743 65 1.1005 0.8109 
28 1.0002 0.7699 66 0.9481 -0.1036 
29 1.1005 0.8982 67 1.0265 1.1742 
30 1.1105 0.9055 68 1.0217 0.1753 
31 1.1021 0.984 69 0.8861 -2.0751 
32 1.1225 0.9852 70 1.1189 0.6842 
33 1.1341 1.0067 71 1.0098 0.4375 
34 1.1109 -1.0538 72 1.0252 0.7895 
35 1.0537 0.1057 73 1.125 0.4325 
36 0.9438 0.5667 74 0.9543 1.0466 
37 0.9023 0.5053 75 1.1131 0.8489 
38 1.1225 0.8434 
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Fig. 6.9:  Voltage Magnitude Error for 75 Bus System 
 
 
 
 
 
 
 
 
 
 
Fig. 6.10:  Phase Angle Error for 75 Bus System 
The results for both the systems under consideration reveal that although SE results 
are greatly improved by PMU placement as compared to conventional measurements 
but these improvements do not vary considerably for an infinite channel PMU as 
compared to a three channel PMU. Since the cost of PMUs are very high and channel 
capacity governs this cost. These results are important for a practical PMU 
deployment scheme. Since the results obtained from infinite channel capacity PMU 
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and 3 channel capacity PMU are almost in close approximation, it can be concluded 
that limited channel capacity PMUs shall be used as the cost of PMU is much less as 
opposed to a PMU of a very high channel capacity. 
6.7  Challenges for PMU Assisted State Estimation 
Despite the advantages associated with the phasor measurement assisted state 
estimation, there are certain issues which need to be addressed [150]. 
Increased computational burden: The dimensions of the vectors and matrices in the 
SE process are increased due to the inclusion of PMU measurements. 
Data Tsunami: The sampling rate of PMUs is around two orders of magnitude higher 
than the conventional measurements. Novel techniques need to be developed to 
extract relevant state information from the tidal wave of measurement data. 
Degraded numerical stability: Since PMU measurements are significantly more 
accurate than traditional measurements; inclusion of those measurements in the 
estimation process often results in ill-conditioned gain or measurement noise 
covariance matrices. 
Time skewness: Synchronized PMU measurements are sampled much faster than 
nonsynchronized conventional measurements. These two sets of measurements have 
significantly different sampling rates and are not synchronized with each other. 
6.8  Chapter Summary 
State estimation function can be greatly enhanced with the availability of phasor 
measurements. For a practical deployment of PMUs in the power grid, the selection of 
number of channels is the most important criterion. Considering this, the objective of 
the present work was to study the effect of PMU channel capacity on state estimation 
results. 
For this purpose a 7 bus test system was used. First the SE was carried out using 
conventional measurements only. In the next stage one PMU of infinite channel 
capacity was assumed to be installed in the system and after that the PMU channel 
capacity was restricted to three. Different combinations of buses observed by the 3 
channels are considered. The SE results show considerable improvement with PMU. 
However the results of state estimation obtained in case of all possible combinations 
for a limited channel PMU are in close proximity with the results obtained when this 
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PMU has infinite channel capacity.  
To consider a practical power network, case study was performed on 75 bus system of 
Indian Power Grid. State estimation results were obtained by considering 
conventional measurements, PMUs with infinite channel capacity and PMUs with a 
channel capacity of three.   
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Chapter 7 
 
Phasor Measurements Assisted 
Intentional Islanding  
In case of a cascading failure, the power grid splits into uncontrolled islands before 
descending into blackout. In order to avoid uncontrolled islanding to reduce the risk 
of blackout, intentional or controlled islanding has been considered as a preventive 
measure. System splitting into a number of controlled islands to restrict the 
propagation of cascading failures is an integral characterstic of self healing smart grid. 
Phasor measurements can play an important role in successful implementation of 
intentional islanding. In this chapter an improved algorithm for PMU assisted 
islanding has been developed and the effect of PMU channel capacity on islanding 
scheme has also been investigated.  
7.1  Introduction 
Power grid is a complex integrated network experiencing a large number of dynamic 
phenomena all the time. Due to its interconnected nature a fault in any part of the 
network may propagate and other parts may experience unstable operation. Under this 
scenario it becomes very difficult to maintain normal operation of the integrated 
network. Any such effort may result in shutdown of major part or even the whole 
system, commonly known as blackout. Splitting a large power network into smaller 
subsystems may limit the propagation of a fault in the network. The enquiry 
committee, which investigated the Indian grid blackouts, recommended that even if a 
disturbance occurs, the system should be split into a number of independent islands to 
prevent propagation of fault and avoid blackout in the network. These small self 
sufficient subsystems are called as islands of the system and this approach is known 
as controlled or intentional islanding [151]. This intentional islanding restricts the 
propagation of disturbance from weak or unstable parts to stable parts of the system. 
After execution of islanding although the system will be operating in a degraded state, 
the customers will continue to be served [152]. Analysis of major blackouts in the 
world and simulation studies on some of the blackouts provide sufficient evidence 
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that if proper islanding followed by load shedding had been performed in time then 
some of these blackouts may have been prevented [153]. Moreover it is easier to 
control small subsystems and this arrangement also helps in quick restoration of the 
system. 
In order to maintain integrity of individual islands, static and dynamic stability of 
each island should be maintained. An islanding scheme satisfying this requirement is 
termed as proper islanding. A proper islanding scheme should satisfy the following 
constraints [154]: 
1. Integrity constraint: There should be interconnection between all the buses 
inside an island. 
2. Synchronization constraint: All the generators in an island should be 
synchronized. 
3. Power balance constraint: This constraint requires that the power generated 
by the generators in a particular island should be almost equal to the total load 
in the island. 
4. Line limit constraint: The transmission lines should not be loaded above their 
thermal and steady state limits. 
In order to apply the strategy of intentional islanding, three tasks should be carried out 
sequentially. 
1. Recognizing the proper instant at which applying intentional splitting is 
inevitable otherwise the system will be separated into uncontrolled islands. 
2. Identifying the proper islands for intentional network separation such that each 
island will be able to preserve its power balance and stability. 
3. Implementation of the planned islanding scenario in a proper way without any 
dynamic and transient consequence causing large oscillation and instability for 
islands. 
An algorithm for intentional islanding of a power grid satisfying various constraints 
was presented in [14, 155]. An important drawback of the algorithm is that it does not 
work for all the networks e. g. the IEEE 14 bus network could not be split into islands.  
Under some conditions the algorithm fails even for those systems for which initial 
islands are created. These drawbacks have been removed in the algorithm developed 
in the present work. Moreover the algorithm under consideration was based on the 
unrealistic assumption of an infinite channel capacity of available PMUs. But in 
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practice the PMU has a limited channel capacity; in fact it has been shown in the 
earlier chapters that usually it is neither economical nor necessary to use PMUs with a 
channel limit of more than 3 or 4. Keeping this fact in view, effect of PMU channel 
capacity on islanding sheme has also been investigated. 
7.2  PMUs in Controlled Islanding 
An important consideration in intentional islanding is identifying the instant at which 
the intentional islanding must be implemented. Synchronized measurements available 
from PMUs widely deployed in the power grid can be used for assessing the system 
state and taking the decision for intentional islanding. Another application of PMUs in 
islanding is the utility of these units in maintaining the observability of individual 
islands. 
The work presented assumes that a minimum number of PMUs are available to ensure 
observability of the interconnected network. The algorithm ensures that obseravbility 
of individual islands is not lost after execution of intentional islanding. 
For making each island a self sufficient power network, it is assumed that each island 
should have at least one generating unit, one load and one PMU.  Moreover maximum 
possible islands should be defined such that the power balance may be ensured in 
each of the islands. Another constraint to be satisfied is that all the islands should be 
individually observable.  
7.3  Islanding Algorithm 
The first step is to decompose the network in the separate Islands. In order for all 
islands to be independent, every transformer and the buses connected to it should be 
allocated the same island. Buses connected via transformers, generators and load 
connected to it are replaced by a single bus with equivalent generator and an 
equivalent load connected to it as illustrated by figure 7.1. Here, network in 7.1(a) is 
replaced by equivalent model of 7.1 (b). 
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(a)       (b) 
Fig. 7.1: Equivalent diagram of transformer connected buses 
The system will be returned to its original configuration when the system 
observability is to be considered at later stages. If a power system encounters a 
blackout, the generators having black start capability should be started first. Hence in 
order to restore power system, there should be at least one black start generators, one 
load to be supplied by this generators and one PMU to make Island buses observable. 
Also, for fast restoration maximum number of Islands possible should be formed. 
Maximum number of Islands is limited by the minimum of the loads, PMUs and black 
start generators. For an n bus system this can be formulated as: 
                                                    (∑   
 
   ∑   
 
   ∑   
 
   )                             (7.1) 
where 
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Having known the limiting factor (bi, li or fi), Initial Island matrix I
1
 is formed as: 
I
1
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(7.5) 
If number of black start generators i.e. bi where i=1,  ,                         
term in (7.1) then it is replaced by the minimum term in (7.1). Island matrix is a 
    matrix where Iij = 1 if bus j is in ith island. Otherwise, Iij = 0. 
T   “                  ’     x”           x                   v     : 
                                                                    (   )                                           (7.6)                             
To obtain    matrix from     we have to check column by column to see whether a 
same bus is assigned to different islands i.e. whether there are more than one non-zero 
elements in a column. Based on the following five criteria it is decided to which 
island this common bus is moved. 
1. Central Bus Criterion: Each Island can have only one central bus. Non-zero 
elements corresponding to central bus of other island is removed. 
2. History Criterion: If a bus is allocated in an island in previous stage, it cannot 
be allocated to other islands in later stages. Such non-zero entries should be 
removed. 
3. Least Buses Criterion: If a bus is allocated to more than one islands and it is 
the first time they are appearing in these islands then such buses are moved to 
the islands of least number of buses. This is done considering original system 
having transformers and buses connected to them (and not the equivalent 
network as described earlier). 
4. Multiple-Connectivity Criterion: If in the previous criterion, the two islands 
have equal buses, then the common bus is moved to the island where the bus 
has larger entry. Because it shows that the common bus has more number of 
buses connected to it in that island via boundary lines. 
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5. Shorter boundary line Criterion: If in the previous criterion, the value of entry 
is same in all islands, then the common bus is moved to an island that has a 
shorter boundary line connected to that bus to facilitate restoration. 
The above process is repeated till all the buses are allocated to the island matrix 
without any common bus to different islands. Having formed the island matrix, the 
next step is the observability analysis for  individual islands. 
7.4   Observability constraint of Islands 
For observability analysis of islands, vector   is found as: 
                                                                                         (7.7) 
Where   is given in (7.4) and    is the connectivity matrix of the network as defined 
in chapter 2 with the all entries corresponding to boundary buses made zero.   is a 
    vector in which zero elements indicate unobservable buses. In [14] infinite 
channel PMUs are considered. However, practical approach is to incorporate the 
channel limits in the algorithm. In this work, PMU channel capacity consideration is 
incorporated in equation (7.7). Each row in    represents a bus and corresponding 
non-zero entries are the buses which are connected to this bus. In chapter 4 modified 
connectivity matrix for finite channel PMU is formed by replacing rows of normal 
connectivity matrix with the possible combination of channels which a PMU can 
monitor. Number of combinations is found to be   
  where l is the total number of 
branches incident on that bus and k is the channel capacity of PMU on that bus. To 
incorporate channel capacity,   matrix is formed as: 
                                     {
                                          
                                                                
               (7.8) 
Whether a PMU is covering a bus or not can be found by running optimal finite 
channel capacity PMU placement solution as described in chapter 4. 
If zero entries are found in   matrix, matrix   is formed as: 
                                                                                                                 (7.9) 
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Where   is same as    matrix containing only the rows corresponding to 
unobservable buses as found by vector  . Hence   is a     matrix where u is the 
number of unobservable buses. PIM matrix is defined as: 
         
[
 
 
 
  
  
 
  ]
 
 
 
   
                                      (7.10) 
                                              Or                  ( ) 
Each row in    matrix represents unobservable bus and columns of nonzero entry 
represent the buses in neighboring islands at which PMUs are installed and can make 
the unobservable bus observable. For example in  matrix shown below, bus 1 can be 
made observable by PMU at bus n, bus 2 by PMU at buses 3 and n, bus 3 by PMU at 
bus 3. 
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]                                  (7.11) 
Weighted observability percentage index (wop): This index is the measure of overall 
island observability. Its value should be greater than 0.9 for each island for sufficient 
observability to ensure safe system restoration. For i
th
  island it can be defined as: 
 
     ∑
     
  
            
  
   
 (7.12) 
Where    is the     entry of   and  is the observability weight of bus j defined as: 
   {
 ,                            
   ,                               
   ,                                   
                                      (7.13) 
If more buses are observable, wop will be more. Also, if more important buses are 
observable, wop will be more.  
The algorithm presented can be explained on IEEE 14 bus system. If infinite channels 
PMUs are placed in the 14 bus network, the system could not be split into islands 
[155]. In order to show the effect of PMU channel capacity on islanding algorithm, it 
1      2      3            n  
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has been assumed that two phasor or single channel PMUs as described in chapters 4 
and 5 are placed in the network [156]. For this purpose the branches of 14 bus 
network have been arbitrarily numbered as shown in fig. 7.2. 
 
Fig. 7.2: Modified IEEE 14 Bus Network 
The OPP algorithms as explained in chapter 5 may be used to determine the minimum 
number of single channel PMUs required to make the system observable. A minimum 
of seven single channel PMUs are required to make the system observable. These 
PMUs are required to be placed at buses 1, 2, 4, 6, 7, 10, 13 as shown in fig. 7.3.  
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Fig. 7.3: IEEE 14 Bus System Installed with Single Channel PMUs 
From equation (7.1), the number of maximum possible islands may be determined as: 
∑     
 
   ,  ∑   
 
     , ∑   
 
                       (7.14) 
It means that a maximum of two islands may be created. Hence  = 2.           
Therefore    elements will be generators 
  [
          
          
]                        (7.15) 
Hence, the island vector at first step may be calculated as: 
       [
  
  
]                                                                           (7.16) 
In the next step, the connected buses that do not belong to other islands are allocated 
to the boundary lines of previous step`s islands. 
Hence, for the system under consideration 
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       [
      
       
]                                                              (7.17) 
Allocation is continued till all the buses are assigned to island vector 
  = [
          
           
]                                             (7.18) 
Once Island vector is formed, such that the buses connected to two ends of 
transformers are assigned to the same islands, the buses can be renamed. 
   [
                  
                  
]                        (7.19) 
Next step is to check the observability of individual islands. The observability 
criterion requires that for an island to be observable: 
            
[
 
 
 
 
 
 
 
 
 ]
 
 
 
 
    
                                                            (7.20) 
Where    is the number of buses in the island 
For 14 bus system having minimum number of single channel PMUs, the Island 1 
connectivity matrix A1  may be determined as: 
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                                           (7.21) 
Now the oservability matrix for island1 may be obtained as: 
  = 
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 = 
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                    (7.22) 
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Similarly for 14 bus system having single channel PMUs, the island 2 connectivity 
matrix A2 will be: 
   
 
 
  
 
 
 [
 
 
 
 
 
      
      
      
      
      
      ]
 
 
 
 
 
                                                    (7.23) 
To check the observability of buses in the island 2, its oservability matrix may be 
obtained as: 
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 = 
[
 
 
 
 
 
 
 
 
 
 
 ]
 
 
 
 
 
 
 
 
 
 
 
                                 (7.24) 
Since the matrices    and    for both the islands in 14 bus system contains all 
elements as 1, all the buses are observable and the system is divided into 2 islands as 
given in table 7.1 and shown in fig.7. 4. 
Table 7.1: The Two Islands of IEEE 14 Bus System 
Island Buses in the Island 
Island 1 1  2  5  6  11  12  13 
Island 2 3  4  7  8  9  10  14 
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Fig. 7.4: IEEE 14 Bus System after Islanding 
Therefore with a minimum number of single channel PMUs installed, the IEEE 14 
bus system has been split in two independent, self sufficient islands. For infinite 
channel capacity, the 14 bus network could not be split into islands. Therefore it is 
obvious that the PMU channel capacity will affect the islanding scheme and it should 
be an integral consideration while devising system splitting strategies to prevent grid 
blackouts. 
7.5  Managing the Unobservable Buses 
If some buses in an island are not observable then the island configuration has to be 
changed to make these buses observable. In fact three conditions may arise with 
respect to the unobservable buses: 
7.5.1 Case I: The unobservable bus is not a central bus 
For this case the unobservable bus is moved to the neighboring island where a 
PMU installed bus can make this bus observable. Buses connected to unobservable 
buses via transformers with move along with the unobservable buses as they cannot 
be put in separate islands. While doing so, it is ensured that buses connected via 
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transformers to the unobservable bus must be observable in the new island. Island 
selectivity matrix decides in which island the unobservable bus should be moved 
which is given by: 
 
         (         
 )                                              (7.25) 
 
where,     is the    matrix having only the rows corresponding to non-central 
unobservable buses and the buses connected to it via transformers.      is a diagonal 
matrix given as: 
           
[
 
 
 
 
 
 
   
   
   
    
   
   
   
 
    
    
   
    
   
   
   
 
]
 
 
 
 
 
                                            (7.26) 
   Matrix selects the Island which can make all the transformer connected buses to the 
unobservable bus observable simultaneously. Else, the unobservable bus is not 
moved. 
Island matrix is updated   as follows: 
                                                                         (7.27) 
where,  
   {
                                                                      
                                                                                                   
                                                                                                                                        
 
(7.28) 
Constraints are then checked for the islands as: 
                                                                                                          (7.29) 
PG and PL are     vectors of minimum generations and loads of the buses.   is a 
    matrix .  Positive elements in    indicate the constraint violation for respective 
Island. NB matrix is formed as: 
                                                                           
                                                (7.30) 
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Here C is     unity vector and       
  and       are modified Island matrices after 
merging all transformer connected buses. If constraint of (7.20) is violated for an 
Island, minimum number of buses which must be retained in the original Island to full 
fill the constraints can be found by solving following problem by binary integer 
programming: 
                                                                                       (7.31) 
                                                                                                             
(7.32) 
where,  
R is solution vector 
        
                (             )                         (7.33) 
   {
                                                                                                    
                                                     
 
(7.34) 
                                                     
                                       
Where        and        are again     vectors of the equivalent minimum 
generated power and loads of the buses after merging the buses connected by 
transformers. 
If an element of solution vector R is 1, corresponding bus is moved back to its 
original Island. 
7.5.2 Case II: The unobservable bus is a central bus or cannot be moved due to 
points discussed above and the PMU installed bus is not a central bus 
If unobservable bus is a central bus or it is connected to a central bus via transformer, 
it cannot be moved to neighboring island for restoring bus observability. Also, if the 
constraints described in Case I are violated, the unobservable bus cannot be moved to 
other islands. In such conditions, the PMU installed non-central buses of the 
neighboring islands, which can make such buses observable, are brought in the islands 
of unobservable buses. To do so, all the steps of Case I are implemented in these 
movements with one extra constraint check. 
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Island selectivity matrix    is formed from (7.25) with     rows are now 
corresponding to PMU installed buses (which can restore observability of 
unobservable buses) and the buses connected to PMU installed buses via 
transformers.     Columns now contain the unobservable buses. Accordingly PI 
matrix is modified as: 
     {
                                                                      
                                                                                                   
                                                                                                                                        
  
(7.35) 
The same procedure (as described in Case I) is repeated to bring back minimum PMU 
installed buses to their original islands if the constraints of (7.1) are violated or if the 
buses connected to PMU installed buses via transformers are unobservable in new 
islands. 
Finally, It is to be checked that the buses which are directly connected to PMU 
installed bus (not via transformers), must not become unobservable when PMU bus is 
moved to another Island to restore observability. i.e. the buses which were earlier 
covered by the PMU installed bus, must have a backup measurement so that even 
after the PMU installed bus is sent to another island, these buses remain observable. 
To ensure this, observability matrix   and    matrices are formed again. Let this 
matrix is denoted by        and the latest previous    matrix as      . All-zero rows 
are added in       and         corresponding to all the observable buses. 
                                                              (7.36) 
Rows of         now contains non-zero elements corresponding to buses which have 
become unobservable due to movement of PMU from their parent  island to some 
other Island to restore observability of that Island. All other rows are all-zeros. 
To avoid this problem of induced unobservability, such PMUs are called back to their 
original Island. To minimize the number of PMUs which are to be called back to their 
original island, the following binary integer programming problem is solved: 
   ∑                                                        (7.37) 
Such that 
                                                                   (7.38) 
where    is      unity vector. 
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Elements corresponding to 1s in    represent the PMUs which must be called back to 
their original Islands. Thus, these PMU installed buses are moved to their original 
Islands and Island matrix   is accordingly modified. 
7.5.3 Case III: The unobservable bus is a central bus or cannot be moved due to 
points discussed above and the PMU installed bus is a central bus 
All the remaining unobservable buses are those which cannot be moved and also, no 
PMU installed bus can be moved to islands of such buses to restore their 
observability. In this case, Weighted Observability Percentage index (wop) is 
calculated for each island and islands with wop < 0.9 are found. All such Islands are 
merged with the Islands which contains PMU buses that can restore observability of 
unobservable Islands. This can be done in following simple steps 
Form observability matrix o again and weighted observability percentage index  op 
as given by (7.7) and (7.12). 
Form U matrix again using recent unobservable buses and form a   matrix having 
islands as the rows and unobservable buses as columns. i. e. 
     {
                                       
                                                        
                                      (7.39) 
 Form Island to Island matrix as follows: 
                
                                                                      (7.40) 
Islands i & j are merged if      =1. 
7.6   Case Study 
The method of managing the unobservable buses and the difference between 
originally reported and the proposed algorithm may be explained by taking an 
example of islanding of IEEE 57 bus system. 
According to the original method, unobservable buses, as shown by matrix U are 2, 9, 
14, 17, 21, 31, 37 and 48. These unobservable buses are covered by PMUs of other 
Islands at buses 1, 13, 13, 1, 22, 32, 39 and 36 (both in the same island) and 47 
respectively. The initial Islands are shown in fig. 7.5. 
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Fig. 7.5 IEEE 57 Bus System Initial Islands with Infinite Channel PMUs 
Bus 2 is moved to the island of bus 1, Bus 17 is moved to the island of bus 1, Bus 31 
to the island of bus 32, bus 37 is moved to the island of buses 39 and 36, and bus 48 
to the island of bus 47. Bus 14 is connected to bus 46 via transformers, they must be 
moved together. Bus 14 is made observable by PMU at bus 13. Using original 
algorithm, this movement (in the island of bus 13) makes bus 46 unobservable as it 
has no measurement to cover in new island. Thus inducing un-observability and 
island wop will decrease. In the proposed improvement, this movement will not be 
executed. Similarly bus 21 is moved to the island of bus 22. Since bus 20 which is 
connected to bus 21 via transformer is unobservable in new island, this will also 
decrease observability in new island. 
Bus 9 is a central bus and cannot be moved to make it observable. PMU installed bus 
13 which is a non-central bus is to be brought in the island of bus 9 to cover it.  The 
Bus i of another island  
making Bus j 
observable 
i j 
PMU 
bus 
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original algorithm executes this movement without realizing that the bus 13 is 
covering many other buses in its original island (bus 12, 14 and 49) to make them 
observable. Such a movement will affect the observability of buses which do not have 
any backup measurements. So bus 12, 14 (newly brought bus) and 49 will be 
unobservable due to this movement. In the proposed algorithm such movements are 
denied. Also, movement of buses to any constraint violation of generation-load is not 
optimized in the original algorithm. Buses 37 and 48 are called back to their islands 
due to load-generation constraint violations. To make these buses observable PMU 
buses 36 and 48 are brought to their islands without taking into account that the buses 
which PMU at 36 and PMU at 48 were covering earlier (46, 35 and 40) will become 
unobservable due to the movements of bus 36 and 47 in new island thereby inducing 
un-observability in original islands (Islands of buses 36 and 47). This movement will 
also be successfully checked in the proposed new algorithm.  
The final islands for the 57 bus system formed by the proposed algorithm are shown 
in figure 7.6. The initial islands will be the same as shown in figure 7.5. Unobservable 
buses, as obtained by U matrix are 2, 9, 14, 17, 31, 37 and 48. These unobservable 
buses are covered by PMUs of other Islands at buses 1, 13, 13, 1, 32, 39 and 36, and 
47 respectively as obtained by Au Matrix. Bus 2 is moved to the island of bus 1, Bus 
17 is moved to the island of bus 1, Bus 31 to the island of bus 32, bus 37 is moved to 
the island of buses 39 and 36, and bus 48 to the island of bus 47. 
Bus 14 is a non-central bus and is not connected to any central bus via transformers 
and is hence free to move. Since bus 14 is connected by a transformer to bus 46 and 
this bus is not observable in the island of PMU installed bus which can make bus 14 
observable, the pair (14 and 46) is not moved to new island. Similarly bus 21 is not 
moved to the island of bus 22. Since bus 20 which is connected to bus 21 via 
transformer is unobservable in new island. 
Buses 37 and 48 are called back to their islands due to load-generation constraint 
violations. Optimization is done to call back buses to their respective islands to satisfy 
load constraints. This optimization will be very helpful in case of distribution system 
which is having a large number of buses. 
Next step is to call PMU installed buses to the islands of unobservable buses (9, 14, 
21, 37, 48) since these movements are not possible. Bus 13 can make bus 14 
observable but is not moved since bus connected to it via transformer (bus 49) in 
original island is unobservable in new island. Similarly, for the same reason, bus 13 is 
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not moved to the island of bus 9 to make it observable. Also, buses 36 and 47 are 
called back to their original island after attempts of making buses 37 and 48 
observable as their movement will make those buses unobservable (46, 35 and 40) 
which were earlier covered by them in original islands since they do not have any 
backup measurement. Similarly bus 22 is called back to its original Island so that 
observability of bus 23 is not affected.  
As discussed in the earlier sections, consideration of PMU channel capacity should be 
an integral part of any PMU placement scheme. The effect of PMU channel capacity 
on the islanding of IEEE 57 bus system has also been examined. The results of 
islanding operation for different PMU channel capacities is given in table 7.2. The 
islands for a channel limit of 3 are shown in fig. 7.7. 
Table 7.2: IEEE 57 Bus System Islanding 
 ISLAND NO. BUSES 
C
H
A
N
N
E
L
 L
IM
IT
 
=
1
 
1 1     14     15     17     44     45     46     47 
2 2     3     4     18     19     20     21 
3 5     6     7     8     24     25     26     27     28     29     30     31     52     53 
4 
9     10     11     12     13     16     22     23     32     33     34     35     36     37     
38     39     40     41     42     43     48     49     50     51     54     55     56     
57 
WOPINITIAL 0.7324    1.0000    1.0000    0.9396    0.8302 
WOPFINAL 1     1     1     1 
COMMENTS:               Bus 10 could not be moved, bus connected to it via tr. is unobservable in new 
island 
Bus 13 could not be moved, bus connected to it via tr. is unobservable in new 
island 
Buses moved - 16 made observable by PMU at 12 
Buses moved - 53 made observable by PMU at 52 
PMU at bus 9 is a central bus, hence not moved  
Buses connected via t/f to PMU at bus 11 are unobservable, hence not moved  
PMU(s) moved: 17  
Islands merged- 5 with 4 
C
H
A
N
N
E
L
 
L
IM
IT
 =
 3
 
1 
1     2     3     4     5     10     12     13     14     15     16     17     18     19     20     
21     22     23     37     38     44     45     46     47     48     49     50     51 
2 6     7     8     24     25     26     27     28     29     30 
3 
9     11     31     32     33     34     35     36     39     40     41     42     43     52     
53     54     55     56     57 
WOPINITIAL 0.8732    0.7258    0.7672    1.0000    0.6604 
WOPFINAL 0.9274    1.0000    1.0000 
COMMENTS:               Buses moved - 2 made observable by PMU at 1 
Buses moved - 5 made observable by PMU at 4 
Bus 13 could not be moved, bus connected to it via tr. is unobservable in new 
island 
Buses moved - 17 made observable by PMU at 1 
Bus 21 could not be moved, bus connected to it via tr. is unobservable in new 
island 
Buses moved - 31 made observable by PMU at 32 
Buses moved - 37 made observable by PMU at 36 
Buses moved - 44 made observable by PMU at 38 
Buses moved - 52 made observable by PMU at 53 
147 
Constraint violation load bus 37 is removed from Island 4 
PMU at bus 9 is a central bus, hence not moved  
Buses connected via t/f to PMU at bus 15 are unobservable, hence not moved  
PMU Buses 22 are called back to their original Island  
PMU Buses 36 are called back to their original Island  
Effective PMU movement is ZERO  
Islands merged- 5 with 1 
Islands merged- 2 with 5 
C
H
A
N
N
E
L
 L
IM
IT
 =
 
4
 
1 1     14     15     45     46     47 
2 
2     3     4     10     12     13     16     17     18     19     20     21     22     23     
37     38     44     48     49     50     51 
3 5     6     7     8     24     25     26     27     28     29     30     31     52 
4 
9     11     32     33     34     35     36     39     40     41     42     43     53     54     
55     56     57 
WOPINITIAL 0.7465    0.8710    1.0000    0.9329    1.0000 
WOPFINAL 1.0000    1.0000    1.0000    0.9329 
COMMENTS:               Buses moved - 16 made observable by PMU at 12 
Bus 21 could not be moved, bus connected to it via tr. is unobservable in new 
island 
Buses moved - 44 made observable by PMU at 38 
PMU at bus 12 is a central bus, hence not moved  
PMU Buses 22 are called back to their original Island  
Effective PMU movement is ZERO  
Islands merged- 2 with 5Islands merged- 5 with 4 
C
H
A
N
N
EL
 L
IM
IT
 =
 7
 
1 1     2     10     12     13     14     15     16     17     22     23     37     38     44     45     
46     47     48     49     50     51 
2 3     4     18     19     20     21 
3 5     6     7     8     24     25     26     27     28     29     30     52 
4 
9     11     31     32     33     34     35     36     39     40     41     42     43     53     54     
55     56     57 
WOPINITIAL 0.8732    0.8548    0.9224    0.9329    0.7642 
WOPFINAL 0.9570    1.0000    1.0000    0.9367 
COMMENTS:               Buses moved - 2 made observable by PMU at 1 
Bus 14 could not be moved, bus connected to it via tr. is unobservable in new 
island 
Buses moved - 17 made observable by PMU at 1 
Buses moved - 31 made observable by PMU at 32 
Buses moved - 37 made observable by PMU at 36 
Buses moved - 48 made observable by PMU at 47 
Constraint violation load bus 37 is removed from Island 4 
Constraint violation load bus 48 is removed from Island 1 
Buses connected via t/f to PMU at bus 13 are unobservable, hence not moved  
Buses connected via t/f to PMU at bus 13 are unobservable, hence not moved  
PMU Buses 36 are called back to their original Island  
PMU Buses 47 are called back to their original Island  
Effective PMU movement is ZERO  
Islands merged- 1 with 5 
IN
FI
N
IT
E 
C
H
A
N
N
EL
 L
IM
IT
 1 1     2     10     12     13     14     15     16     17     22     23     37     38     44     45     
46     47     48     49     50     51 
2 3     4     18     19     20     21 
3 5     6     7     8     24     25     26     27     28     29     30     52 
4 9     11     31     32     33     34     35     36     39     40     41     42     43     53     54     
55     56     57 
WOP INITIAL 0.8732    0.8548    0.9224    0.9329    0.7642 
WOP FINAL 0.9570    1.0000    1.0000    0.9367 
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COMMENTS:               Buses moved - 2 made observable by PMU at 1 
Bus 14 could not be moved, bus connected to it via tr. is unobservable in new 
island 
Buses moved - 17 made observable by PMU at 1 
Buses moved - 31 made observable by PMU at 32 
Buses moved - 37 made observable by PMU at 36 
Buses moved - 48 made observable by PMU at 47 
Constraint violation load bus 37 is removed from Island 4 
Constraint violation load bus 48 is removed from Island 1 
Buses connected via t/f to PMU at bus 13 are unobservable, hence not moved  
Buses connected via t/f to PMU at bus 13 are unobservable, hence not moved  
PMU Buses 36 are called back to their original Island  
PMU Buses 47 are called back to their original Island  
Effective PMU movement is ZERO  
Islands merged- 1 with 5 
 
 
Fig. 7.6: IEEE 57 Bus System Final Islands with Infinite Channel PMUs 
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Fig. 7.7: IEEE 57 Bus System Final Islands with Three Channel PMUs 
The islanding algorithm has also been applied to IEEE 118 bus system and 75 bus 
system of north Indian grid. The results are given in table 7.3 and 7.4 respectively. It 
may be seen from these results that the algorithm has been successfully utilized in 
splitting the networks into a number of smaller islands with best possible values of 
wop. 
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Table 7.3: IEEE 118 Bus System Islanding 
Channel Limit Island No. Buses 
C
H
A
N
N
E
L
 L
IM
IT
 =
1
 
1 1     2     3     4     5     6     7     8     9     10     11 
2 
12     13     14     15     16     17     18     19     22     23     25     26     27     28     
29     30     31     32     113     114     115     117 
3 41     42     44     45     46     48     49 
4 50     51     52     53     54     55     56     57     58     59     63 
5 60     61     64 
6 
20     21     33     34     35     36     37     38     39     40     43     62     65     66     
67 
7 24     47     68     69     70     71     72     73     74     75     76     77     116     118 
8 78     79     80     81     96     97     99 
9 82     83     84     85     86     87     88     89     90     91     92     93 
10 
94     95     98     100     101     102     103     104     105     106     107     108     
109     110     111  112 
WOP 
Initial 
1.0000    0.8762    0.6436    0.8904    0.7500    0.8376    1.0000    
0.7000    1.0000    1.0000 
WOP Final 1.0000    0.9602    1.0000    0.9200    1.0000    0.9259    1.0000    
1.0000    1.0000    1.0000 
COMMENTS:                  Buses moved - 2 made observable by PMU at 1 
Buses moved - 19 made observable by PMU at 18 
Buses moved - 21 made observable by PMU at 20 
Buses moved - 43 made observable by PMU at 34 
Buses moved - 50 made observable by PMU at 57 
Buses moved - 51 made observable by PMU at 58 
Buses moved - 52 made observable by PMU at 53 
Buses moved - 62 made observable by PMU at 67 
Buses moved - 82 made observable by PMU at 83 
Buses moved - 95 made observable by PMU at 94 
Buses moved - 98 made observable by PMU at 100 
buses connected via t/f to PMU at bus 8 are 
unobservable, hence not moved  
buses connected via t/f to PMU at bus 64 are central 
buses 61, hence not moved  
PMU at bus 49 is a central bus, hence not moved  
Effective PMU movement is ZERO  
no island to merge 
 
C
H
A
N
N
E
L
 L
IM
IT
 =
 2
 
1 1     2     3     4     5     6     7     8     9     10     11     13 
2 
12     14     15     16     17     21     22     23     25     26     27     28     29     30     
31     32     33     113     114     115     117 
3 
18     19     20     34     35     36     37     38     39     40     41     42     43     44     
45     46     47     48     49     51     52     58     65     66 
4 50     53     54     55     56     57     59     60     63 
5 61     62     64     67 
6 24     68     69     70     71     72     73     74     75     76     116     118 
7 77     78     79     80     81     82     96     97     98     99 
8 83     84     85     86     87     88     89     90     91     92     102 
9 
93     94     95     100     101     103     104     105     106     107     108     109     
110     111     112 
WOP Initial 1.0000    0.8714    0.7327    0.7671    0.7500    0.6752    0.7760    
0.8111    0.9109    0.9302 
WOP Final 1.0000    1.0000    0.9541    0.9024    1.0000    0.9065    0.9111    
1.0000    1.0000 
COMMENTS: 
Buses moved - 2 made observable by PMU at 1 
 Buses moved - 13 made observable by PMU at 11 
 Buses moved - 18 made observable by PMU at 19 
 Buses moved - 33 made observable by PMU at 15 
 Buses moved - 41 made observable by PMU at 40 
 Buses moved - 42 made observable by PMU at 40 
 Buses moved - 47 made observable by PMU at 46 
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 Buses moved - 50 made observable by PMU at 57 
 Buses moved - 58 made observable by PMU at 51 
 Buses moved - 60 made observable by PMU at 59 
 Buses moved - 67 made observable by PMU at 62 
 Buses moved - 77 made observable by PMU at 78 
 Buses moved - 93 made observable by PMU at 94 
 Buses moved - 95 made observable by PMU at 94 
 Buses moved - 102 made observable by PMU at 92 
buses connected via t/f to PMU at bus 64 are central buses 61, 
hence not moved  
buses connected via t/f to PMU at bus 64 are central buses 61, 
hence not moved  
PMU at bus 49 is a central bus, hence not moved  
PMU at bus 49 is a central bus, hence not moved  
buses connected via t/f to PMU at bus 68 are central buses 69, 
hence not moved  
Effective PMU movement is ZERO  
Islands merged- 6 with 3 
C
H
A
N
N
E
L
 L
IM
IT
 =
 3
 
1 1     2     3     4     5     6     8     9     10     11 
2 
7     12     13     14     15     16     17     18     19     20     21     22     23     24     
25     26     27     28     29     30     31     32     33     35     36     37     38     39     
40     41     42     65     66     113     114     115     117 
3 34     43     44     45     46     47     48     49     51     52     58 
4 50     53     54     55     56     57     59     60     61     62     63     64     67 
5 68     69     70     71     72     73     74     75     76     77     78     116     118 
6 79     80     81     94     95     96     97     98     99 
7 82     83     84     85     86     87     88     89     90     91     92     93     102 
8 100     101     103     104     105     106     107     108     109     110     111     112 
WOP Initial 0.8989    0.9143    0.7327    0.7671    1.0000    0.5299    0.8560    
0.7111    1.0000    0.8605 
WOP Final 1.0000    0.9405    1.0000    1.0000    1.0000    0.9012    1.0000    
1.0000 
COMMENTS:       Buses moved - 2 made observable by PMU at 1 
  Buses moved - 7 made observable by PMU at 12 
  Buses moved - 21 made observable by PMU at 20 
  Buses moved - 24 made observable by PMU at 23 
  Buses moved - 33 made observable by PMU at 15 
  Buses moved - 34 made observable by PMU at 43 
  Buses moved - 41 made observable by PMU at 40 
  Buses moved - 42 made observable by PMU at 40 
  Buses moved - 47 made observable by PMU at 46 
  Buses moved - 50 made observable by PMU at 57 
  Buses moved - 58 made observable by PMU at 51 
  Buses moved - 67 made observable by PMU at 62 
  Buses moved - 78 made observable by PMU at 77 
  Buses moved - 82 made observable by PMU at 83 
  Buses moved - 94 made observable by PMU at 96 
  Buses moved - 102 made observable by PMU at 92 
buses connected via t/f to PMU at bus 30 are unobservable, 
hence not moved  
buses connected via t/f to PMU at bus 64 are central buses 61, 
hence not moved  
buses connected via t/f to PMU at bus 64 are central buses 61, 
hence not moved  
buses connected via t/f to PMU at bus 68 are central buses 69, 
hence not moved  
PMU Buses 62 are called back to their original Island  
Effective PMU movement is ZERO  
Islands merged- 4 with 5 
Islands merged- 6 with 2 
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C
H
A
N
N
E
L
 L
IM
IT
 =
 4
 
1 1     2     3     4     5     6     8     9     10     11 
2 
7     12     13     14     15     16     17     18     19     20     21     22     23     24     
25     26     27     28     29     30     31     32     33     34     35     36    37     38     
39     40     41     42     65     66     113     114     115     117 
3 43     44     45     46     47     48     49     51     52     58 
4 50     53     54     55     56     57     59     60     61     62     63     64     67 
5 68     69     70     71     72     73     74     75     76     77     78     116     118 
6 84     85     86     87     88     89     90     91 
7 
92     93     94     95     96     100     101     102     103     104     105     106     
107     108     109     110     111     112 
WOP Initial 0.8989    0.9143    0.7327    0.7671    1.0000    0.5299    0.8560    
0.7111    1.0000    0.8605 
WOP Final 1.0000    0.9405    1.0000    1.0000    1.0000    0.9012    1.0000    
1.0000 
COMMENTS:       Buses moved - 2 made observable by PMU at 1 
  Buses moved - 7 made observable by PMU at 12 
  Buses moved - 19 made observable by PMU at 15 
  Buses moved - 20 made observable by PMU at 21 
  Buses moved - 24 made observable by PMU at 23 
  Buses moved - 33 made observable by PMU at 15 
  Buses moved - 41 made observable by PMU at 40 
  Buses moved - 42 made observable by PMU at 40 
  Buses moved - 47 made observable by PMU at 46 
  Buses moved - 50 made observable by PMU at 57 
  Buses moved - 58 made observable by PMU at 51 
  Buses moved - 67 made observable by PMU at 62 
  Buses moved - 78 made observable by PMU at 77 
  Buses moved - 81 made observable by PMU at 68 
  Buses moved - 80 made observable by PMU at 77 
  Buses moved - 82 made observable by PMU at 77 
  Buses moved - 92 made observable by PMU at 102 
  Buses moved - 93 made observable by PMU at 94 
  Buses moved - 95 made observable by PMU at 94 
  Buses moved - 96 made observable by PMU at 94 
constraint violation load bus 80 is removed from Island 7 
constraint violation load bus 81 is removed from Island 7 
buses connected via t/f to PMU at bus 30 are unobservable, 
hence not moved  
buses connected via t/f to PMU at bus 63 are central buses 59, 
hence not moved  
buses connected via t/f to PMU at bus 68 are central buses 69, 
hence not moved  
buses connected via t/f to PMU at bus 68 are central buses 69, 
hence not moved  
PMU Buses 62 are called back to their original Island  
Effective PMU movement is ZERO  
Islands merged- 5 with 4 
Islands merged- 6 with 2 
Islands merged- 8 with 7 
 
Table 7.4: 75 Bus North Indian System Islanding 
 ISLAND NO. BUSES 
C
H
A
N
N
E
L
 
L
IM
IT
 =
1
 
1 1     2     16     17     46 
2 3     18     47     50     68 
3 4     28 
4 5     31 
5 6     32     53     61     62 
6 7     14     22     25     33     38     39     43     57     58     59     60     70     72 
7 8     34     54     55     63 
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8 9     11     19     20     35     36     37     40     48     49     64     66     69 
9 10     21     23     24     29     30     56     65     67     74     75 
10 12     26     27     41     51     52     71 
11 13     42 
12 15     44     45     73 
WOPINITIAL 0.8393    0.8000    0.6786    1.0000    1.0000    0.7429    1.0000    1.0000    
0.8989    0.8857    1.0000    0.6786    0.9000    0.7955 
WOPFINAL 1     1     1     1     1     1     1     1     1     1     1     1 
COMMENTS:               Buses moved - 50 made observable by PMU at 47 
Buses moved - 53 made observable by PMU at 61 
Buses moved - 55 made observable by PMU at 63 
Buses moved - 56 made observable by PMU at 30 
Buses moved - 71 made observable by PMU at 27 
Buses moved - 74 made observable by PMU at 23 
Buses connected via t/f to PMU at bus 36 are unobservable, hence not moved  
Buses connected via t/f to PMU at bus 38 are unobservable, hence not moved  
PMU(s) moved: 59  
Islands merged- 10 with 8 
Islands merged- 13 with 6 
C
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A
N
N
E
L
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1 1     2     11     16     17     19     20     40     46     48     49     50     64     66 
2 3     18     47     71 
3 4     28     56 
4 5     31     57     59 
5 6     32     62 
6 7     10     21     23     24     29     30     33     38     39     53     61     65     67     
75 
7 8     34     54     63 
8 9     35     36     37     69 
9 12     26     27     41     51     52     68 
10 13     42     73     74 
11 14     22     25     43     58     60     70     72 
12 15     44     45     55 
WOPINITIAL 1.0000    0.8000    1.0000    1.0000    0.7568    0.7714    1.0000    1.0000    
0.9101    0.8857    1.0000    1.0000    0.8875    0.7955 
WOPFINAL 1.0000    1.0000    1.0000    1.0000    1.0000    0.9398    1.0000    1.0000    
1.0000    1.0000    1.0000    1.0000 
COMMENTS:               Buses moved - 57 made observable by PMU at 59 
Buses moved - 61 made observable by PMU at 30 
Buses moved - 68 made observable by PMU at 27 
Buses moved - 73 made observable by PMU at 74 
Buses connected via t/f to PMU at bus 17 are central buses 1, hence not moved  
Buses connected via t/f to PMU at bus 2 are central buses buses connected via t/f 
to PMU at Bus 29 are unobservable, hence not moved  
PMU Buses 74 are called back to their original Island  
Effective PMU movement is ZERO  
Islands merged- 6 with 9 
Islands merged- 10 with 1 
C
H
A
N
N
E
L
 L
IM
IT
 =
 4
 
1 1     2     16     17     46     50 
2 3     18     47     68     71 
3 4     28     56 
4 5     31     57     59 
5 6     32     62 
6 
7     10     21     23     24     29     30     33     38     39     53     61     65     67     
75 
7 8     34     54     63 
8 9     35     36     37     69 
9 11     19     20     40     48     49     64     66 
10 12     26     27     41     51     52 
11 13     42     73     74 
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12 14     22     25     43     58     60     70     72 
13 15     44     45     55 
WOPINITIAL 1.0000    1.0000    1.0000    1.0000    0.7568    0.7714    1.0000    1.0000    
1.0000    1.0000    1.0000    1.0000    0.8875    0.7955 
WOPFINAL 1     1     1     1     1     1     1     1     1     1     1     1     1 
COMMENTS:               Buses moved - 57 made observable by PMU at 59 
Buses moved - 61 made observable by PMU at 30 
Buses moved - 73 made observable by PMU at 74 
Buses connected via t/f to PMU at bus 29 are unobservable, hence not moved  
Effective PMU movement is ZERO  
Islands merged- 6 with 9 
C
H
A
N
N
E
L
 L
IM
IT
 =
 7
 
1 1     2     16     17     46     50 
2 3     18     47     68     71 
3 4     28     56 
4 5     31 
5 6     32     62 
6 7     33     38     39     59 
7 8     34     54     63 
8 9     35     36     37     69 
9 10     21     23     24     29     30     53     57     61     65     67     75 
10 11     19     20     40     48     49     64     66 
11 12     26     27     41     51     52 
12 13     42     73     74 
13 14     22     25     43     58     60     70     72 
14 15     44     45     55 
WOPINITIAL 1.0000    1.0000    1.0000    0.6786    0.7568    1.0000    1.0000    1.0000    
1.0000    1.0000    1.0000    1.0000    0.8875    0.7955 
WOPFINAL 1     1     1     1     1     1     1     1     1     1     1     1     1     1 
COMMENTS:               Buses moved - 57 made observable by PMU at 30 
Buses moved - 59 made observable by PMU at 39 
Buses moved - 61 made observable by PMU at 30 
Buses moved - 73 made observable by PMU at 74 
Effective PMU movement is ZERO  
No island to merge 
IN
F
IN
IT
E
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L
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1 1     2     16     17     46     50 
2 3     18     47     68     71 
3 4     28     56 
4 5     31 
5 6     32     62 
6 7     33     38     39     59 
7 8     34     54     63 
8 9     35     36     37     69 
9 10     21     23     24     29     30     53     57     61     65     67     75 
10 11     19     20     40     48     49     64     66 
11 12     26     27     41     51     52 
12 13     42     73     74 
13 14     22     25     43     58     60     70     72 
WOP INITIAL 1.0000    1.0000    1.0000    0.6786    0.7568    1.0000    1.0000    1.0000    
1.0000    1.0000    1.0000    1.0000    0.8875    0.7955 
WOP FINAL 1     1     1     1     1     1     1     1     1     1     1     1     1     1 
COMMENTS:               Buses moved - 57 made observable by PMU at 30 
Buses moved - 59 made observable by PMU at 39 
Buses moved - 61 made observable by PMU at 30 
Buses moved - 73 made observable by PMU at 74 
Effective PMU movement is ZERO  
No island to merge 
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The islands of 75 bus network of north Indian grid for infinite channel PMUs are 
shown in fig. 7.8 while the islands of the same network for three channel PMUs are 
shown in fig. 7.9. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 7.8: 75 Bus North Indian System Final Islands with Infinite Channel PMUs 
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Fig. 7.9: 75 Bus North Indian System Final Islands with Three Channel PMUs 
 
In this way the proposed algorithm has been shown to be an improvement over the 
original algorithm in terms of applicability and efficiency (in terms of higher value of 
wop for the resulting islands. Effect of channel capacity on the islanding algorithm 
does not provide a specific pattern regarding the number of islands or the value of 
wop for resulting islands with regard to different channel capacity. However the 
157 
results again reveal that going for higher channel capacity PMUs does not cause any 
specific improvements in the islanding schemes and keeping financial aspects in view 
limited channel PMUs can serve the purpose for effective islanding satisfactorily. 
7.7  Chapter Summary 
This chapter presented the role of phasor measurement units in intentional islanding, 
an important feature of the self-healing smart grid. A previously reported algorithm 
for intentional islanding in the presence of PMUs has been considered and 
improvements have been proposed in the algorithm. Using case studies on various 
IEEE networks and a network of the Indian grid, these improvements have been 
highlighted. Finally the effect of PMU channel capacity on islanding scheme has also 
been studied. Based on an extensive study it has been shown that higher channel 
PMUs do not offer any specific benefits in terms of intentional islanding and 
considering the financial aspects, lower channel PMUs may be applied for 
implementing effective islanding in the power grid. 
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Chapter 8 
 
PMU Based Monitoring in DG Installed 
Distribution System 
For many years the distribution networks have been relegated to an inferior status 
with respect to transmission networks in terms of utilization of advanced technologies 
for monitoring and control. SCADA system and Energy Management Systems 
became an integral part of the transmission networks long ago. However distribution 
systems were operated essentially manually. The ongoing evolution of power 
distribution systems driven by the implementation of the Smart Grid is introducing 
new challenges to operation and control of distribution systems. One of the most 
important challenges is the monitoring of a distribution system installed with 
distributed generation. Addressing these issues requires new approaches and 
technologies to ensure a reliable and secure supply to end users. Under this scenario, 
the deployment of PMUs at strategic locations in the distribution system can increase 
the real-time monitoring, analysis and synthesis capabilities of utilities. This chapter 
presents a simulation study on the impact of PMUs in a DG installed distribution 
network. 
8.1  Introduction 
The electric power infrastructure may be subdivided into four general categories: 
generation, transmission, distribution, and utilization (e.g., system loads). Much of the 
contemporary system has been overdesigned to accommodate load uncertainties, load 
growth, and help maintain system reliability. Utilities have been operating with large 
centrally located generating stations to ensure economies of scale. Power is then 
transferred to load centres through high voltage transmission lines. Near these load 
centres, the voltage is stepped down to sub-transmission or distribution level voltages 
for delivery to the end-use customer. 
Unlike transmission networks, distribution systems are densely populated with 
equipments and are the ultimate point of connection for most of the end-users.  
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The conventional distribution system is built as a network but operated as a radial 
system. In this distribution system, feeder loads are fairly well known, demand is 
reasonably well estimated and there is generally an insignificant amount of distributed 
generation. As a result, system measurements in conventional systems often end at the 
substation. 
However modernization of distribution systems is integral to the vision of a smart 
grid. One of the most important concepts in the outlook of a distribution system in a 
smart grid is the widespread penetration of distributed generation (DG) [157]. Such a 
widespread penetration of DGs will completely alter the dynamics of the distribution 
system and hence better monitoring and control technologies will be required [158]. 
Therefore modern sensing and computation techniques should be utilized at the 
distribution level. 
Phasor measurement units can play an effective role as a measurement tool for better 
monitoring at the distribution level even in the presence of high penetration of DG. 
The motivation behind increased utilization of PMU data in the distribution system is 
the declining cost of phasor measurement hardware and the availability of 
communication infrastructure already under development as part of the advanced 
metering infrastructure. The PMU based data may be utilized for [159]: 
i. Control of energy flows 
ii. Identification of faults (by location and in time) 
iii. To coordinate controls of solid-state devices in the distribution system (e.g., 
the future renewable electric energy installed distribution management) 
iv. As a facilitator of energy management systems 
v. As a facilitator of revenue metering systems (e.g., implementing time of day 
rates and increasing price transparency within the distribution system) 
vi. Tracking energy flow in a power marketing infrastructure 
vii. Enhancing operator visualization to see the true “state” of the distribution 
system 
viii. Utilizing this enhanced visualization and operational ability to better plan 
system expansion, obtain useful life out of system assets and improve overall 
system efficiencies. 
In addition to the above mentioned applications, the NASPI roadmap for possible 
applications of PMUs includes applications like post-mortem analysis, power system 
restoration and energy accounting as possible applications [160]. It is expected that in 
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next five years availability of low cost PMU designs will ensure there enhanced 
utilization at the distribution side [161]  Realizing the benefits of PMUs in the 
distribution side the research and development in this area has seen an enhanced 
interest in both academia and industry. In [162] the authors discuss the development 
and deployment of a wide area measurement and control platform involving PMUs 
installed at distribution level in several Nordic universities.  
In this chapter the effect of PMU placement on a DG installed distribution system has 
been examined.  A simulation study has been performed to see the improvement in 
system monitoring by the installation of PMUs. The selection of best locations for a 
limited number of PMUs has also been addressed. 
8.2  Distributed Generation in Smart Grid 
Electric power systems are designed to supply electricity mainly through the 
coordinated operation of large generating stations that produce and transmit electricity 
through high voltage transmission systems and at reduced voltage send the power 
through local distribution systems to consumers. Some electricity is produced by 
distributed generation (DG) plants. They differ from the large generating stations in 
producing power on a customer’s site where some or all power is consumed and any 
surplus power is absorbed the local distribution network. Distributed generation can 
also be used by a distributor to deliver additional power to the local distribution 
network. Fig. 8.1 illustrates where DG and energy storage technologies fit into an 
electricity network. Distributed generation may be defined as [163]: 
Distributed generation is a generating plant serving a customer on-site or 
providing support to a distribution network, connected to the grid at 
distribution-level voltages. The technologies generally include engines, small 
(and micro) turbines, fuel cells, and photovoltaic systems. Distributed energy 
resources refer to distributed generation plus demand-side measures. 
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Fig. 8.1: Distributed Generation in Power Grid 
The Distributed generation penetration in the distribution system is growing steadily. 
The major factors behind this trend are: electricity market liberalization, 
developments in DG technology, constraints on the construction of new transmission 
lines, increased customer demand for highly reliable electricity, concerns about 
climate change, and depleting conventional sources of energy. 
Distributed generation could have an important role in improving energy efficiency 
and reducing greenhouse-gas emissions. Various estimates suggest it can reduce 
greenhouse-gas emissions from power generation and associated generation by 20%-
30% compared with conventional systems. Supplying power directly to consumers 
also avoids transmission and distribution losses which is significantly high in the 
conventional system, further increasing efficiency compared with central generation. 
Distributed generators, depending on location, may offer following additional benefits 
to the utility: 
 In case of transmission line congestion, an appropriately located DG can 
reduce the congestion and thus can defer the need for an upgrade. 
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 If a distribution network is operating near capacity or needs to be upgraded to 
accommodate power flows from the generator, DG installed at a transformer 
station, for example, may allow a distribution company to cope with the 
problem, delaying the need to upgrade distribution assets. 
 System losses are affected by changes in power flows in the distribution 
network. On-site generation will cut system losses by reducing power demand 
on the system. Furthermore, if a distributed generator is located near a large 
load, then its exported power will also tend to cut system losses. In contrast, 
power exported to the grid from remote distributed generators may increase 
these system losses. 
 The connection of distributed generators to networks generally leads to a rise 
in voltage in the network. In areas where voltage support is difficult, 
installation of a distributed generator may improve quality of supply. 
8.2.1 Distributed Generation Technologies 
Distributed generation may be based on a variety of technologies. A brief description 
of the mainly used technologies is as follows: 
Wind Turbines  
Wind power generation harnesses the energy of wind to drive electric power 
generators. This is achieved using some form of wind turbine which is operated either 
at variable or constant speed. The advantages of using wind turbines are no fuel 
charge, no pollution, and potentially a 24 hour source of energy. Disadvantages of 
wind generation are high initial cost, unpredictability of energy production and greater 
environmental impacts compared to solar.  
Micro-Gas Turbines  
Micro-gas turbines are simple, compact and robust devices used as prime movers in 
distributed generation systems. Most micro-gas turbines take their in-take air through 
a recuperator which is a device that manages heat from the turbines exhaust to pre-
heat the intake air, raising the turbines internal temperature. The recuperator is a type 
of radiator or heat exchanger that transfers heat from the exhaust to the incoming air. 
Micro-gas turbines run at speeds between 50,000 - 90,000 rpm.  
Photovoltaic  
Photovoltaic systems convert solar energy into electric power using an array of solar 
cells. Solar cells are semi-conductor devices that generate DC electric power at low 
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voltages, typically less than 0.5 Volts. A single cell may be less than a square 
centimeter in size and produce only a small amount of power. For this reason, many 
cells are connected in series to produce higher voltages and in parallel to produce 
higher currents. To achieve Maximum power point tracking (MPPT) using 
photovoltaic cells a DC/DC converter must be used at the output end. This will extract 
the maximum available power through a given insulation level, meaning the voltage 
level will be maintained as close as possible to the maximum power point. PV 
systems require less maintenance as there are no moving parts.  
Fuels Cells  
Fuel cells convert chemical energy directly into electrical energy. All viable fuel cell 
technologies consume hydrogen and oxygen. The hydrogen is obtained from a fossil 
fuel and the oxygen from air. The fuel cell is oxidized under monitored and controlled 
conditions, in the presence of a catalyst that combines the hydrogen and oxygen to 
produce water. Fuel cells offer a number of advantages over rotating fossil fuel 
generations in distributed generations including high efficiency, low pollution, very 
low noise, easily reusable heat out-put and quick installation. Despite these 
advantages fuel cells have many drawbacks including high initial costs, maintenance 
skills required, fuel sensitivity and unproven track record.  
8.3  Phasor Measurements in Distribution System 
Traditionally at the distribution level in the absence of a widespread penetration of 
DG and active loads with, the bus voltages are denoted by their magnitudes only, and 
the phase angle measurements, often due to their generally small values, have not 
been of great interest to the utility engineers. However, with the projected increase in 
the penetration of DG and active loads in the smart grid things are likely to change.  
Rotating machine based DGs, with their corresponding power angle and rotor speed, 
introduce additional dynamics into the grid. Non-dispatchable energy resources such 
as small scaled wind turbines and rooftop photovoltaic panels if deployed in large 
numbers are likely to introduce a higher level of fluctuations in the voltage, power, 
and even in frequency in specific islanded operation modes. In addition to all this, a 
high penetration level of DGs in the grid will transform the distribution system from a 
traditionally radial network to one with multitude of doubly fed lines and bidirectional 
flow of power. 
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All this could introduce new challenges in planning, monitoring, control, management 
and protection of the distribution grid, which would require a dynamic analysis and 
control of the grid taking into account not just the voltage magnitudes, but the phase 
angles as well. This situation would therefore justify the need for measuring voltage 
and current phasors in the distribution grid. Therefore phasor measurement units may 
be deployed at the distribution level also to utilize synchrophasors for better 
monitoring and control. 
8.3.1  Distribution State Estimation 
In the transition of a power grid from conventional to smart, the distribution networks 
will go through a major overhaul. For better monitoring and control of this modified 
distribution system, Distribution State Estimation (DSE) will play an important role 
[164]. In fact the DSE will be an extremely important function in the Advanced 
Distribution Management System (ADMS) [165]. In addition to providing the real 
time condition of a smart grid, the DSE should estimate the states of the network in 
the immediate future. The ability of calculating predicting system states, accurately 
and quickly, as well as load modeling/ load estimation will enable the operator to 
realize such important goals as efficiency, reliability, and quality optimization [166]. 
The DSE will also be a vital function when the plug-in electric vehicles have an 
increasing penetration into the distribution network. 
The reliable role of all DSE applications is dependent on the accuracy of the DSE 
results. This role is more important in smart power grids for more accurate and 
quicker control, and performance optimization required in such grids [167]. The 
accuracy of DSE depends upon observability of the network, the measurement 
accuracy, and the robustness of SE algorithm. 
Because of very high number of elements, buses and loads in the distribution 
networks, many on-line measurements are needed to ensure observability of these 
networks.  Traditionally pseudo measurements were utilized to reduce the number of 
measurements and also to maintain the estimation errors at a moderate level. 
However, the requirements and specifications of the smart grid require high precision 
DSE, necessitating faster and accurate measurements. A high penetration of phasor 
measurement units can serve this purpose [61].  
As discussed in chapter 6, two approaches may be used for incorporating the PMU 
data in state estimation; simultaneous processing and post processing of conventional 
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and PMU data. The first approach is used in [168] where the use of rectangular 
components of the voltage and current synchrophasors, leads to a linear non iterative 
state estimation.  Another algorithm for DSE using simultaneous processing is 
presented in [159]. The SE algorithm involves linearization around a presumed 
operating point. Then the estimated state vector is decomposed in its real and 
imaginary components, and the corresponding least square error is minimized. The 
resulting algorithm was shown to be suitable for distribution state estimation.               
The post-processing approach is used in [169] to incorporate different measurement 
technologies involving PMUs, smart meters and other conventional measurement 
devices, into distribution state estimators. Genetic algorithm is applied to determine 
the optimal measurement infrastructure and its location for minimum cost and higher 
SE accuracy in a distribution system.  
A different approach for state estimation techniques is presented in [170]. The 
microgrid is topologically modeled by a factor graph. Here, bus voltages and branch 
currents are defined as random state variables which are topologically correlated. This 
state variable definition facilitates the adoption of a linear state estimator, and the 
application of a Belief Propagation algorithm to provide a robust estimation of the 
states by calculating the first and second order statistics. The method is suitable to 
incorporate both smart meter and PMU measurement data. The utility of phasor 
measurements for reducing the impact of model uncertainties SE results is presented 
in [171, 172]. 
8.4  Simulation Study 
In order to show the utility of phasor measurements in the distributed generation 
scenario, the system of fig. 8.2 [173] has been considered. The system consists of 
three separate DG systems, GT 1, GT 2, and GT 3. Each of the GT consists of a 28.1 
MVA, 11 kV GT. All the DG sources are separately connected to the grid at 11 kV 
through 33/11 kV transformers. Moreover GT 1, GT 2 and GT 3 are connected to 
each other through interties forming a delta.  
It is assumed that a maximum of 2 PMUs can be installed in the system. So the 
objective of the study is to show the impact of PMU measurements on system 
monitoring and also to decide the best possible locations of the available PMUs.  
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Fig. 8.3: Simulation of Distributed Generation Installed System 
Initially it was assumed that there is no PMU installed in the system and state 
estimation is carried out based on conventional measurements only. The results for 
this case are given in table 8.1.  
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Table 8.1: SE Results with Conventional Measurements Only 
Bus 
No. 
True Values SE Results 
Voltage (p. u.) Angle (deg) Voltage (p. u.) Angle (deg) 
1 1.0024 0 0.9992 0 
2 0.9982 -0.00220199 0.9919 -0.00444 
3 0.9787 -0.011614624 0.9592 -0.02334 
4 0.9787 -0.011614624 0.9633 -0.02592 
5 0.9787 -0.011614624 0.9626 -0.02185 
 
In the second step it was assumed that only one PMU is available for installation in 
the system. State estimation was performed for five different cases, assuming the 
PMU at one of the five buses at a time. The results are given in table 8.2. Here it may 
be noted that in all the remaining tables, the first five rows provide the angle 
measurements while the last five rows provide the voltage magnitude measurements. 
Table 8.2: SE Results with only one PMU installed 
PMU@1 PMU@2 PMU@3 PMU@4 PMU@5 
0 0 0 0 0 
-0.00221133 -0.0022 -0.00224 -0.00226 -0.00222 
-0.01106234 -0.01153 -0.01165 -0.01111 -0.01125 
-0.01080751 -0.01154 -0.01085 -0.01172 -0.011 
-0.01265061 -0.01153 -0.01267 -0.01269 -0.0117 
0.996380068 1.002029 1.001795 1.000123 1.001495 
0.992190254 0.997824 0.997568 0.995903 0.997269 
0.972871756 0.978388 0.978062 0.976363 0.977866 
0.971806243 0.978343 0.977132 0.976385 0.976806 
0.972704199 0.978347 0.978025 0.976196 0.977742 
 
Next it was assumed that two PMUs may be installed in the system. In the first case 
the PMUs were assumed on both the conventional buses. Later on the locations of the 
two PMUs were selected such that one of the conventional buses and one of the DG 
installed buses is monitored directly by the PMU. The results for all possible 
combinations in this case are given in table 8.3. 
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Table 8.3: SE Results with two PMUs installed 
PMU@1-
2  PMU@1-3 PMU@1-4 PMU@1-5 PMU@2-3 PMU@2-4 PMU@2-5 
0 0 0 0 0 0 0 
-0.0022 -0.0022 -0.0022 -0.0022 -0.00221 -0.00221 -0.002210299 
-0.01153 -0.01158 -0.01086 -0.01114 -0.01158 -0.01157 -0.011564503 
-0.01155 -0.01067 -0.01168 -0.01091 -0.01158 -0.01161 -0.011570074 
-0.01155 -0.0125 -0.01246 -0.01167 -0.01157 -0.01156 -0.011609059 
1.001544 1.001295 0.999794 1.001049 1.00215 1.001284 1.001995032 
0.997347 0.997107 0.995605 0.996861 0.997949 0.997081 0.997793642 
0.97795 0.977625 0.978041 0.980145 0.978479 0.977627 0.97836887 
0.977872 0.976803 0.976084 0.976021 0.978484 0.977585 0.978324901 
0.977875 0.977696 0.975632 0.977325 0.978487 0.977611 0.97829396 
 
The error plots, for voltage magnitude at different buses for some representative 
cases, have been shown in fig. 8.3. While the error plots are shown in fig. 8.4. 
It may be observed from these plots that the estimation results greatly improve with 
the introduction of phasor measurements as compared to the conventional 
measurements only estimation. Therefore PMUs should be deployed in a distribution 
system installed with distributed generation for better monitoring of the system. The 
error plots also reveal that the results are improved with the increase in the number of 
PMUs. Moreover better results are obtained when at least one PMU is installed at the 
distributed generation site. The pattern is more clear in the voltage magnitude error 
plots as compared to the phase angle error plots. 
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Fig 8.3: Voltage Magnitude Error for Different PMU Placement Combinations 
 
 
 
Fig 8.4: Volatge Angle Error for Different PMU Placement Combinations 
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8.5  Chapter Summary 
The evolution of power grid into a smart grid is introducing new challenges to 
operation and control of distribution systems. One of the most important challenges is 
the monitoring of a distribution system installed with distributed generation. In this 
chapter it has been shown that the deployment of PMUs at strategic locations in the 
distribution system can increase the real-time monitoring, analysis and control of the 
distribution systems. As the number of PMUs in the distribution system increases, 
better information will be available about the state of these systems, even in the 
presence of distributed generation.   
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Chapter 9 
 
Conclusions and Future Work 
The electric power grid has evolved into a highly interconnected dynamic 
infrastructure. However its basic operation and control paradigm has largely remained 
unchanged from the early days of power grid.  Frequent large scale blackouts, 
growing demands, environmental concerns, increasing penetration of renewable 
resources in the grid, challenges introduced by deregulation and the requirements of 
high power quality for a predominantly digital society are some of the most important 
challenges faced by the power grid. Under these circumstances it is becoming 
increasingly difficult to maintain a secure operation of the power grid. Recent 
developments in sensing, computation, communication and control should be utilized 
in better managing the grid to enhance its reliability to serve the needs of the society. 
This is the underlining concept in the development of a smart grid.  
The smart grid is defined in terms of several features and its development requires 
imparting these features to the power grid by using new and emerging technologies in 
the grid. One such important feature of the smart grid is its self-healing nature. This 
research work involved development of methodologies/schemes for imparting the 
self-healing feature of the smart grid.  The research work has been carried out based 
on the three requirements of a self-healing smart grid; (i) better real-time monitoring, 
(ii) anticipation of potential problems and (iii) islanding. 
Synchrophasor measurement obtained from phasor measurement units (PMUs) has 
been identified as the technology which can make the power grid self-healing. The 
present research explored the role of PMUs in the implementation of a smart grid and 
addressed some of the key issues in the area of PMU applications in the smart grid.  
9.1  Contributions 
The present research work addressed some of the pertinent issues related to practical 
widespread deployment of phasor measurement units in the power grid. Case studies 
have been performed on various IEEE test networks as well as practical networks of 
Indian power grid. 
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Placement of Limited Channel PMUs The methods reported earlier for placement 
of limited channel PMUs are not suitable for large practical networks. An efficient 
algorithm has been developed for optimal placement of PMUs with limited channel 
capacity in the power grid. This problem has been rectified in the present work and 
the developed algorithm has been shown to be computationally efficient even for 
large networks. The algorithm will be more useful in future when many distribution 
systems with a large number of buses will be populated by a large number of PMUs. 
Optimal PMU Channel Capacity Optimal PMU placement has been researched 
extensively in recent years. However most of the studies are based on the assumption 
of infinite channel capacity of the PMUs available. But the PMUs are manufactured 
with limited channel capacity. Therefore those studies do not help the manufacturers 
in deciding the optimal channel capacity of PMU.  The present work has shown that a 
combination of three channel and single channel PMUs provides the optimal solution 
for most of the networks. 
Criterion for Multistage Placement of Limited Channel PMUs Due to financial 
restrictions, placement of PMUs has to be scheduled in multiple stages. Earlier work 
on multistage placement was based on infinite channel capacity of PMUs available. 
However, since the limited channel capacity provides optimal results some criterion 
should be devised to identify the branches to be monitored by the PMUs or the 
branches to be monitored in the initial stages of PMU installation. In the present work 
a criterion called ‘branch vulnerability index’ has been developed for this purpose. 
PMU placement enhanced new state estimation metrics The inclusion of 
synchrophasor measurements in the state estimation algorithm will change the way 
state estimation has been performed. Therefore new performance metrics have to be 
defined in order to incorporate these new measurements. In the present work some of 
these performance metrics are described and placement of phasor measurement units 
has been carried out for best possible values of these metrics. Sometimes the solution 
of optimal PMU placement problem yields multiple results. Under this condition the 
scheme which provides best values of these state estimation metrics may be selected 
for PMU placement. 
PMU channel capacity and state estimation results The selection of channel 
capacity of PMUs to be deployed in the power grid should not be based solely on 
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financial considerations. Other more dynamic performance issues like performance of 
state estimator should also be taken into account. In the present work the effect of 
PMU channel capacity on state estimation results has also been examined. The results 
show that there is not much improvement in state estimation results with a higher 
channel capacity PMU. 
Algorithm for PMU assisted islanding For a self-healing smart grid intentional 
islanding may be an important technique to prevent large scale blackouts. PMUs can 
play an important role in ensuring the observability of the islands created. An 
algorithm has been developed for intentional islanding in a PMU installed network. 
The algorithm presents several improvements over the previously reported literature. 
PMU channel capacity and intentional islanding An extensive study has been 
performed on the effect of PMU channel capacity on intentional islanding scheme in a 
PMU installed power network. Again the results do not indicate any gains by going 
for higher channel capacity. 
PMU Placement for monitoring a DG installed distribution system An important 
aspect of smart grid is increased penetration of distributed generation in the grid. This 
high penetration of distributed generation will completely alter the nature of 
distribution system. Therefore better monitoring tools are required at the distribution 
level also. Simulation studies have been performed to find the best locations for PMU 
installation for better monitoring of distribution system in the smart grid. The results 
show that the monitoring is improved in the presence of PMUs. Moreover better 
results are obtained when the PMU is placed nearer to the distributed generation 
source. 
It is expected that these results will be beneficial to both manufacturers and the 
electric utilities in utilizing the phasor measurements in a better way to impart the 
self-healing feature of the smart grid. 
9.2  Future Work 
The transition of power grid from conventional to smart is a gradual process and it 
shall be achieved by the increased use of new and emerging technologies like phasor 
measurements. The availability of time synchronized and fast synchrophasor 
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measurements have opened new possibilities for making the power grid more aware 
of its operating states and hence self- healing. However the utilization of these units 
should be planned according to the specific applications required in the power grid. 
For real time monitoring, state estimation algorithms should be improved. Kalman 
Filter can be used for dynamic state estimation. But, Kalman Filter has convergence 
issues which are to be taken into account before its implementation. Overhaul of 
distribution systems is a major component of the smart grid and installation of 
distributed generation is an important aspect of this exercise. However integration of 
distributed generation to power grid is a big challenge as their supplies are not 
consistent and their intermittent nature pose threat to the stability of the system.  A 
more robust approach is required for PMU based monitoring and control in such 
systems.  
There are a number of design challenges for the PMUs to be installed in the power 
grid. One such issue is the handling of large amount of high speed data arriving at a 
PDC. Another issue is standardization and adherence to standards by various PMU 
manufacturers. The effect of sampling rate on phasor measurements has to be 
researched. The effect of errors in the communication channels on the accuracy of 
phasor measurements also needs to be examined. Finally there are serious securities 
issues with the PMU based monitoring and control systems. Some of these issues 
have been identified in the present thesis and further research work is required such 
that the benefits of phasor measurements may be utilized in the implementation of a 
smart grid. 
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