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The tensor functor from the category of
A∞-algebras into the category of differential
modules with ∞-simplicial faces.
S.V. Lapin
Abstract
In the present paper the tensor functor from the category of A∞-algebras
into the category of differential modules with ∞-simplicial faces is constructed.
Further, it is showed that this functor sends homotopy equivalent A∞-algebras
into homotopy equivalent differential modules with ∞-simplicial faces.
In [1]-[7] the homotopy technique of differential modules with ∞-simplicial faces
was developed. This homotopy technique is closely related to the homotopy technique
of D∞-differential modules that developed in [8]-[16]. On the other hand, in [4] by any
A∞-algebra the tensor differential module with ∞-simplicial faces was constructed.
By using the technique of these tensor differential modules with ∞-simplicial faces
that defined by A∞-algebras the concepts of cyclic homology, dihedral homology and
reflexive homology of A∞-algebras were developed in [17]-[19]. The fact [4] that by
each A∞-algebra corresponds a tensor differential module with∞-simplicial faces give
rise the very important and interesting problem of extension of this correspondence
until a tensor functor from the category of A∞-algebras into the category of differential
modules with ∞-simplicial faces.
The present paper is devoted to solving the specified above problem. The paper
consists of three paragraphs. In the first paragraph, we recall the necessary informa-
tion from [1]-[7] related to the notion of a differential module with ∞-simplicial faces.
In the second paragraph, we recall the necessary information from [20]-[22] related to
the notion of an A∞-algebra. Moreover, in this paragraph, we pay special attention
to the problem of correctly writing signs in the structural relations of A∞-algebras
because it is very important in the further considerations. In the third paragraph,
we construct a tensor functor from the category of A∞-algebras into the category of
differential modules with ∞-simplicial faces that continues the correspondence from
[4] between A∞-algebras and tensor differential modules with∞-simplicial faces. Fur-
ther, we show that this tensor functor sends homotopy equivalent A∞-algebras into
homotopy equivalent differential modules with ∞-simplicial faces.
We proceed to precise definitions and statements. All modules and maps of mod-
ules considered in this paper are assumed to be K-modules and K-linear maps of
modules, respectively, where K is an arbitrary commutative ring with unity.
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§ 1. Necessary information about
differential modules with ∞-simplicial faces.
In what follows, by a bigraded module we mean any bigraded moduleX = {Xn,m},
n > 0, m > 0, and by a differential bigraded module, or, briefly, a differential module
(X, d), we mean any bigraded module X endowed with a differential d : X∗,• → X∗,•−1
of bidegree (0,−1).
Recall that a differential module with simplicial faces is defined as a differential
module (X, d) together with a family of module maps ∂i : Xn,• → Xn−1,•, 0 6 i 6 n,
which are maps of differential modules and satisfy the simplicial commutation relations
∂i∂j = ∂j−1∂i, i < j. The maps ∂i : Xn,• → Xn−1,• are called the simplicial face
operators or, more briefly, the simplicial faces of the differential module (X, d).
Now, we recall the notion of a differential module with ∞-simplicial faces [1] (see
also [3]-[7]), which is a homotopy invariant analogue of the notion of a differential
module with simplicial faces.
Let Σk be the symmetric group of permutations on a k-element set. Given an
arbitrary permutation σ ∈ Σk and any k-tuple of nonnegative integers (i1, . . . , ik),
where i1 < . . . < ik, we consider the k-tuple (σ(i1), . . . , σ(ik)), where σ acts on the
k-tuple (i1, . . . , ik) in the standard way, i.e., permutes its components. For the k-tuple
(σ(i1), . . . , σ(ik)), we define a k-tuple (σ̂(i1), . . . , σ̂(ik)) by the following formulae
σ̂(is) = σ(is)− α(σ(is)), 1 6 s 6 k,
where each α(σ(is)) is the number of those elements of (σ(i1), . . . , σ(is), . . . σ(ik)) on
the right of σ(is) that are smaller than σ(is).
A differential module with ∞-simplicial faces (X, d, ∂˜) is defined as a differential
module (X, d) together with a family of module maps
∂˜ = {∂(i1,...,ik) : Xn,• → Xn−k,•+k−1}, 1 6 k 6 n,
i1, . . . , ik ∈ Z, 0 6 i1 < . . . < ik 6 n,
which satisfy the relations
d(∂(i1,...,ik)) =
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)+1∂
(σ̂(i1),...,σ̂(im))
∂
( ̂σ(im+1),...,σ̂(ik))
, (1.1)
where Iσ is the set of all partitions of the k-tuple (σ̂(i1), . . . , σ̂(ik)) into two tuples
(σ̂(i1), . . . , σ̂(im)) and (σ̂(im+1), . . . , σ̂(ik)), 1 6 m 6 k − 1, such that the conditions
σ̂(i1) < . . . < σ̂(im) and σ̂(im+1) < . . . < σ̂(ik) holds. The maps ∂(i1,...,ik) ∈ ∂˜ are called
the ∞-simplicial faces of the differential module with ∞-simplicial faces (X, d, ∂˜).
For example, at k = 1, 2, 3 the relations (1.1) take, respectively, the following view
d(∂(i)) = 0, i > 0, d(∂(i,j)) = ∂(j−1)∂(i) − ∂(i)∂(j), i < j,
d(∂(i1,i2,i3)) = −∂(i1)∂(i2,i3) − ∂(i1,i2)∂(i3) − ∂(i3−2)∂(i1,i2)−
2
− ∂(i2−1,i3−1)∂(i1) + ∂(i2−1)∂(i1,i3) + ∂(i1,i3−1)∂(i2), i1 < i2 < i3.
Simplest examples of differential modules with ∞-simplicial faces are differential
modules with simplicial faces. Indeed, given any differential module with simplicial
faces (X, d, ∂i), we can define ∂˜ = {∂(i1,...,ik)} : X → X by setting ∂(i) = ∂i, i > 0, and
∂(i1,...,ik) = 0, k > 1, thus obtaining the differential module with ∞-simplicial faces
(X, d, ∂˜).
It is worth mentioning that the notion of an differential module with ∞-simplicial
faces specified above is a part of the general notion of a differential ∞-simplicial
module introduced in [3] by using the homotopy technique of differential Lie modules
over curved colored coalgebras.
Now, we recall that a map f : (X, d, ∂i) → (Y, d, ∂i) of differential modules with
simplicial faces is defined as a map of differential modules f : (X, d) → (Y, d) that
satisfies the relations ∂if = f∂i, i > 0.
Let us consider the notion of a morphism of differential modules with∞-simplicial
faces [1], which homotopically generalizes the notion of a map differential modules with
simplicial faces.
A morphism of differential modules with∞-simplicial faces f˜ : (X, d, ∂˜)→ (Y, d, ∂˜)
is defined as a family of module maps
f˜ = {f(i1,...,ik) : Xn,• → Yn−k,•+k}, 0 6 k 6 n,
i1, . . . , ik ∈ Z, 0 6 i1 < . . . < ik 6 n,
(at k = 0 we will use the denotation f( )), which satisfy the relations
d(f(i1,...,ik)) = −∂(i1,...,ik)f( ) + f( )∂(i1,...,ik)+
+
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)+1∂
(σ̂(i1),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
−
− f
(σ̂(i1),...,σ̂(im))
∂
( ̂σ(im+1),...,σ̂(ik))
, (1.2)
where Iσ is the same as in (1.1). The maps f(i1,...,ik) ∈ f˜ are called the components of
the morphism f˜ : (X, d, ∂˜)→ (Y, d, ∂˜).
For example, at k = 0, 1, 2, 3 the relations (1.2) take, respectively, the following
view
d(f( )) = 0, d(f(i)) = f( )∂(i) − ∂(i)f( ), i > 0,
d(f(i,j)) = −∂(i,j)f( ) + f( )∂(i,j) − ∂(i)f(j) + ∂(j−1)f(i) + f(i)∂(j) − f(j−1)∂(i), i < j,
d(f(i1,i2,i3)) = −∂(i1,i2,i3)f( ) + f( )∂(i1,i2,i3) − ∂(i1)f(i2,i3) − ∂(i1,i2)f(i3) − ∂(i3−2)f(i1,i2)−
− ∂(i2−1,i3−1)f(i1) + ∂(i2−1)f(i1,i3) + ∂(i1,i3−1)f(i2) + f(i1)∂(i2,i3) + f(i1,i2)∂(i3)+
+f(i3−2)∂(i1,i2) + f(i2−1,i3−1)∂(i1) − f(i2−1)∂(i1,i3) − f(i1,i3−1)∂(i2), i1 < i2 < i3.
Under a composition g˜f˜ of morphisms of differential modules with ∞-simplicial
faces f˜ : (X, d, ∂˜) → (Y, d, ∂˜) and g˜ : (Y, d, ∂˜) → (Z, d, ∂˜) we mean [1] a morphism
3
differential modules with ∞-simplicial faces g˜f˜ = {(gf)(i1,...,ik)} : (X, d, ∂˜)→ (Z, d, ∂˜)
whose components are defined by
(gf)(i1,...,ik) =
∑
σ∈Σk
∑
I′σ
(−1)sign(σ)g
(σ̂(i1),...,σ̂(im))
f
( ̂σ(im+1),...,σ̂(ik))
, (1.3)
where I ′σ is the set of all partitions of the k-tuple (σ̂(i1), . . . , σ̂(ik)) into two tuples
(σ̂(i1), . . . , σ̂(im)) and (σ̂(im+1), . . . , σ̂(ik)), 0 6 m 6 k, such that the conditions
σ̂(i1) < . . . < σ̂(im) and σ̂(im+1) < . . . < σ̂(ik) holds.
For example, at k = 0, 1, 2, 3 the formulae (1.3) take, respectively, the following
form
(gf)( ) = g( )f( ), (gf)(i) = g( )f(i) + g(i)f( ),
(gf)(i1,i2) = g( )f(i1,i2) + g(i1,i2)f( ) + g(i1)f(i2) − g(i2−1)f(i1), i1 < i2,
(gf)(i1,i2,i3) = g( )f(i1,i2,i3) + g(i1,i2,i3)f( ) + g(i1)f(i2,i3) + g(i1,i2)f(i3)+
+ g(i3−2)f(i1,i2) + g(i2−1,i3−1)f(i1) − g(i2−1)f(i1,i3) − g(i1,i3−1)f(i2), i1 < i2 < i3.
Given any differential module with∞-simplicial faces (X, d, ∂˜), there is an identity
morphism
1˜X = {(1X)(i1,...,ik)} : (X, d, ∂˜)→ (X, d, ∂˜),
where (1X)( ) = 1X is the identity map of the module X and (1X)(i1,...,ik) = 0 is the
zero map of modules for each k > 1. Thus, the class of all differential modules with
∞-simplicial faces and their morphisms is a category.
Now, we recall that a homotopy between morphisms f, g : (X, d, ∂i)→ (Y, d, ∂i) of
differential modules with simplicial faces is defines as a homotopy h : X∗,• → Y∗,•+1
between morphisms of differential modules f, g : (X, d)→ (Y, d) satisfies the relations
∂ih+ h∂i = 0, i > 0.
Let us consider the notion of a homotopy between morphisms of differential mod-
ules with ∞-simplicial faces [1], which homotopically generalizes the notion of a ho-
motopy between morphisms of differential modules with simplicial faces.
A homotopy h˜ : (X, d, ∂˜) → (Y, d, ∂˜) between morphisms of differential modules
with ∞-simplicial faces f˜ , g˜ : (X, d, ∂˜) → (Y, d, ∂˜) is defined as a family of module
maps
h˜ = {h(i1,...,ik) : Xn,• → Yn−k,•+k+1}, 0 6 k 6 n,
i1, . . . , ik ∈ Z, 0 6 i1 < . . . < ik 6 n,
(at k = 0 we will use the denotation h( )), which satisfy the relations
d(h(i1,...,ik)) = f(i1,...,ik) − g(i1,...,ik) − ∂(i1,...,ik)h( ) − h( )∂(i1,...,ik)+
+
∑
σ∈Σk
∑
Iσ
(−1)sign(σ)+1∂
(σ̂(i1),...,σ̂(im))
h
( ̂σ(im+1),...,σ̂(ik))
+
+ h
(σ̂(i1),...,σ̂(im))
∂
( ̂σ(im+1),...,σ̂(ik))
, (1.4)
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where Iσ is the same as in (1.1). The maps h(i1,...,ik) ∈ h˜ are called the components of
the homotopy h˜ : (X, d, ∂˜)→ (Y, d, ∂˜).
For example, at k = 0, 1, 2, 3 the relations (1.4) take, respectively, the following
view
d(h( )) = f( ) − g( ), d(h(i)) = f(i) − g(i) − ∂(i)h( ) − h( )∂(i), i > 0,
d(h(i,j)) = f(i,j)−g(i,j)−∂(i,j)h( )−h( )∂(i,j)−∂(i)h(j)+∂(j−1)h(i)−h(i)∂(j)+h(j−1)∂(i), i < j,
d(h(i1,i2,i3)) = f(i1,i2,i3)− g(i1,i2,i3)−∂(i1,i2,i3)h( )−h( )∂(i1,i2,i3)−∂(i1)f(i2,i3)−∂(i1,i2)f(i3)−
− ∂(i3−2)f(i1,i2)−∂(i2−1,i3−1)f(i1)+∂(i2−1)f(i1,i3)+∂(i1,i3−1)f(i2)−h(i1)∂(i2,i3)−h(i1,i2)∂(i3)−
−h(i3−2)∂(i1,i2) − h(i2−1,i3−1)∂(i1) + h(i2−1)∂(i1,i3) + h(i1,i3−1)∂(i2), i1 < i2 < i3.
By using the notion of a homotopy between morphisms of differential modules
with ∞-simplicial faces the notion homotopy equivalent differential modules with ∞-
simplicial faces is introduced in the usual way.
In conclusion of this paragraph it is worth mentioning that the homotopy invari-
ance of the structure of a differential module with∞-simplicial faces under homotopy
equivalences of the type of an SDR-data of differential modules was established in [1].
§ 2. Necessary information about A∞-algebras.
Recall, following [20] (see also [21]), that anA∞-algebra (A, d, πn) is any differential
module (A, d) with A = {An}, n ∈ Z, n > 0, d : A• → A•−1, equipped with a family
of maps {πn : (A
⊗(n+2))• → A•+n}, n > 0, satisfying the following relations for any
integer n > −1:
d(πn+1) =
n∑
m=0
m+2∑
t=1
(−1)t(n−m+1)+n+1πm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+2
), (2.1)
where d(πn+1) = dπn+1 + (−1)
nπn+1d.
For example, at n = −1, 0, 1 the relations (2.1) take the forms
d(π0) = 0, d(π1) = π0(π0 ⊗ 1)− π0(1⊗ π0),
d(π2) = π0(π1 ⊗ 1) + π0(1⊗ π1)− π1(π0 ⊗ 1⊗ 1) + π1(1⊗ π0 ⊗ 1)− π1(1⊗ 1⊗ π0).
For greater clarity and assurance that in (2.1) the sign (−1)t(n−m+1)+n+1 is written
correctly, let us describe the procedure of finding of this sign.
Given any differential module (A, d) with A = {An}, n ∈ Z, n > 0, d : A• → A•−1,
consider the suspension (SA, d) over (A, d), where (SA)•+1 = A• and the differential
d : (SA)• → (SA)•−1 at any element [a] ∈ (SA)• is defined by d([a]) = [d(a)]. It is
well known (see, for example, [22]) that introduction of the structure of an A∞-algebra
(A, d, πn) on the differential module (A, d) is equivalent to consideration of a family
of module maps
{π(n) : (SA)⊗(n+2)
•
→ (SA)•−1}, n > 0,
5
satisfying the following relations for any integer n > −1:
d(π(n+ 1)) +
n∑
m=0
m+2∑
t=1
π(m)(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ π(n−m)⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+2
) = 0 ,
where d(π(n+1)) = dπ(n+1)+π(n+1)d. Indeed, if we consider the maps of differential
modules η : ((SA)•, d)→ (A•−1, d) and ξ : (A•, d)→ ((SA)•+1, d) defined by η([a]) =
a and ξ(a) = [a], then the specified above maps πn and π(n) define each other by
π(n) = ξπnη
⊗(n+2). By using equalities dη = ηd, deg(η) = −1, deg(π(n)) = −1,
deg(πn) = n, ηπ(n) = πnη
⊗(n+2), and also by applying the Koszul rule of computing
of signs, we obtain
η
d(π(n+ 1)) + n∑
m=0
m+2∑
t=1
π(m)(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ π(n−m)⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+2
)
 =
= d(πn+1)η
⊗(n+3) +
n∑
m=0
m+2∑
t=1
πmη
⊗(m+2)(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ π(n−m)⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+2
) =
= d(πn+1)η
⊗(n+3) +
n∑
m=0
m+2∑
t=1
(−1)m−t+2πm(η
⊗(t−1) ⊗ ηπ(n−m)⊗ η⊗(m−t+2)) =
= d(πn+1)η
⊗(n+3) +
n∑
m=0
m+2∑
t=1
(−1)m−tπm(η
⊗(t−1) ⊗ πn−mη
⊗(n−m+2) ⊗ η⊗(m−t+2)) =
=
(
d(πn+1) +
n∑
m=0
m+2∑
t=1
(−1)επm(1
⊗(t−1) ⊗ πn−m ⊗ 1
⊗(m−t+2))
)
η⊗(n+3) = 0,
where ε = m − t + (t − 1)(n − m). It follows that the relations (2.1) holds because
the map η is a isomorphism of degree (−1) of graded modules and the congruence
m− t + (t− 1)(n−m) ≡ t(n−m− 1) + nmod(2) is true.
Now, recall [20] that a morphism of A∞-algebras f : (A, d, πn) → (A
′, d, πn) is
defined as a family of module maps f = {fn : (A
⊗(n+1))• → A
′
•+n | n ∈ Z, n > 0},
which, for all integers n > −1, satisfy the relations
d(fn+1) =
n∑
m=0
m+1∑
t=1
(−1)t(n−m+1)+n+1fm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)−
−
n∑
m=0
∑
Jn−m
(−1)επm(fn1 ⊗ fn2 ⊗ . . .⊗ fnm+2), (2.2)
where d(fn+1) = dfn+1 + (−1)
nfn+1d and
Jn−m = {n1 > 0, n2 > 0, . . . , nm+2 > 0 | n1 + n2 + . . .+ nm+2 = n−m},
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ε =
m+1∑
i=1
(ni + 1)(ni+1 + . . .+ nm+2).
For example, at n = −1, 0, 1 the relations (2.2) take, respectively, the following
view
d(f0) = 0, d(f1) = f0π0 − π0(f0 ⊗ f0),
d(f2) = f0π1 − f1(π0 ⊗ 1) + f1(1⊗ π0)− π0(f1 ⊗ f0) + π0(f0 ⊗ f1)− π1(f0 ⊗ f0 ⊗ f0).
For greater clarity and assurance that in (2.2) the signs (−1)t(n−m+1)+n+1 and
(−1)ε are written correctly, let us describe the procedure of finding of these signs.
As above, given any differential module (A, d) with A = {An}, n ∈ Z, n > 0,
d : A• → A•−1, consider the suspension (SA, d) over (A, d) and the maps of differential
modules η : (SA)• → A•−1 and ξ : A• → (SA)•+1. It is well known (see, for example,
[22]) that consideration of the morphism f = {fn} : (A, d, πn)→ (A
′, d, πn) of A∞-al-
gebras is equivalent to consideration of the family of module maps
{f(n) : (SA)⊗(n+1)
•
→ (SA′)•}, n > 0,
satisfying the following relations for any integer n > −1:
d(f(n+ 1)) =
n∑
m=0
m+1∑
t=1
f(m)(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ π(n−m)⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)−
−
n∑
m=0
∑
Jn−m
π(m)(f(n1)⊗ f(n2)⊗ . . .⊗ f(nm+2)),
where Jn−m is the same as in (2.2) and d(f(n + 1)) = df(n + 1) − f(n + 1)d. The
maps π(n), n > 0, were defined above. The specified above maps fn and f(n) define
each other by f(n) = ξfnη
⊗(n+1), n > 0. Since dη = ηd and ηf(n) = fnη
⊗(n+1) for all
n > 0, we have
ηd(f(n+ 1)) = d(fn+1)η
⊗(n+2).
By using equalities deg(η) = −1, deg(π(n)) = −1, deg(πn) = n, ηf(n) = fnη
⊗(n+1),
ηπ(n) = πnη
⊗(n+2), and also by applying the Koszul rule of computing of signs, we
obtain
η
 n∑
m=0
m+1∑
t=1
f(m)(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ π(n−m)⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)
 =
=
n∑
m=0
m+1∑
t=1
fmη
⊗(m+1)(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ π(n−m)⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
) =
=
n∑
m=0
m+1∑
t=1
(−1)m−t+1fm(η ⊗ . . .⊗ η︸ ︷︷ ︸
t−1
⊗ ηπ(n−m)⊗ η ⊗ . . .⊗ η︸ ︷︷ ︸
m−t+1
) =
=
n∑
m=0
m+1∑
t=1
(−1)m−t+1fm(η ⊗ . . .⊗ η︸ ︷︷ ︸
t−1
⊗ πn−mη
⊗(n−m+2) ⊗ η ⊗ . . .⊗ η︸ ︷︷ ︸
m−t+1
) =
7
= n∑
m=0
m+1∑
t=1
(−1)m−t+1+(t−1)(n−m)fm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)
 η⊗(n+2) =
=
 n∑
m=0
m+1∑
t=1
(−1)t(n−m+1)+n+1fm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)
 η⊗(n+2).
By using equalities deg(η) = −1, deg(f(n)) = 0, deg(fn) = n, ηπ(n) = πnη
⊗(n+2),
ηf(n) = fnη
⊗(n+1), and also by applying the Koszul rule of computing of signs, we
have
η
− n∑
m=0
∑
Jn−m
π(m)(f(n1)⊗ f(n2)⊗ . . .⊗ f(nm+2))
 =
= −
n∑
m=0
∑
Jn−m
πm(fn1η
⊗(n1+1) ⊗ fn2η
⊗(n2+1) ⊗ . . .⊗ fnm+2η
⊗(nm+2+1)) =
= −
n∑
m=0
∑
Jn−m
(−1)(nm+1+1)nm+2πm(fn1η
⊗(n1+1) ⊗ . . .⊗ fnmη
⊗(nm+1)⊗
⊗ fnm+1 ⊗ fnm+2)(1
⊗(n1+1) ⊗ . . .⊗ 1⊗(nm+1) ⊗ η⊗(nm+1+1) ⊗ η⊗(nm+2+1)) =
= −
n∑
m=0
∑
Jn−m
(−1)(nm+1+1)nm+2+(nm+1)(nm+1+nm+2)πm(fn1η
⊗(n1+1) ⊗ . . .
. . .⊗ fnm−1η
⊗(nm−1+1) ⊗ fnm ⊗ fnm+1 ⊗ fnm+2)(1
⊗(n1+1) ⊗ . . .
. . .⊗ 1⊗(nm−1+1) ⊗ η⊗(nm+1) ⊗ η⊗(nm+1+1) ⊗ η⊗(nm+2+1)) = . . .
. . . =
− n∑
m=0
∑
Jn−m
(−1)επm(fn1 ⊗ fn2 ⊗ . . .⊗ fnm+2)
 η⊗(n+2),
where
ε =
m+1∑
i=1
(ni + 1)(ni+1 + . . .+ nm+2).
The obtained above equalities follows that the relations (2.2) holds because the map
η is a isomorphism of degree (−1) of graded modules.
Under a composition of morphisms of A∞-algebras f : (A, d, πn)→ (A
′, d, πn) and
g : (A′, d, πn)→ (A
′′, d, πn) we mean [20] a morphism of A∞-algebras
gf = {(gf)n} : (A, d, πn)→ (A
′′, d, πn)
defined by
(gf)n =
n∑
m=0
∑
Jn−m
(−1)εgm(fn1 ⊗ fn2 ⊗ . . .⊗ fnm+1), (2.3)
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where Jn−m = {n1 > 0, n2 > 0, . . . , nm+1 > 0 | n1 + n2 + . . .+ nm+1 = n−m} and
ε =
m∑
i=1
(ni + 1)(ni+1 + . . .+ nm+1).
For example, at n = 0, 1, 2 the formulae (2.3) take, respectively, the following view
(gf)0 = g0f0, (gf)1 = g0f1 + g1(f0 ⊗ f0),
(gf)2 = g0f2 − g1(f0 ⊗ f1) + g1(f1 ⊗ f0) + g2(f0 ⊗ f0 ⊗ f0).
For greater clarity and assurance that in (2.3) the sign (−1)ε is written correctly,
let us describe the procedure of finding of this sign.
As above, given any differential module (A, d) with A = {An}, n ∈ Z, n > 0,
d : A• → A•−1, consider the suspension (SA, d) over (A, d) and the map of differential
modules η : (SA)• → A•−1. It is well known (see, for example, [22]) that consideration
of the composition gf = {(gf)n} : (A, d, πn) → (A
′′, d, πn) of morphisms of A∞-al-
gebras f = {fn} : (A, d, πn) → (A
′, d, πn) and g = {gn} : (A
′, d, πn) → (A
′′, d, πn) is
equivalent to consideration of the composition {(gf)(n) : (SA)
⊗(n+1)
• → (SA′′)•} of
families of maps {f(n) : (SA)
⊗(n+1)
• → (SA′)•} and {g(n) : (SA
′)
⊗(n+1)
• → (SA′′)•}
corresponding to the morphisms of A∞-algebras f and g. The composition {(gf)(n)}
of families of maps {f(n)} and {g(n)} is defined by
(gf)(n) =
n∑
m=0
∑
Jn−m
g(m)(f(n1)⊗ f(n2)⊗ . . .⊗ f(nm+1)), n > 0,
where Jn−m is the same as in (2.3). By using equalities
deg(η) = −1, deg(f(n)) = deg(g(n)) = 0, deg(fn) = deg(gn) = n,
ηf(n) = fnη
⊗(n+1), ηg(n) = gnη
⊗(n+1), η(gf)(n) = (gf)nη
⊗(n+1),
and also by applying the Koszul rule of computing of signs, we obtain
η
(gf)(n)− n∑
m=0
∑
Jn−m
g(m)(f(n1)⊗ f(n2)⊗ . . .⊗ f(nm+1))
 =
= (gf)nη
⊗(n+1) −
n∑
m=0
∑
Jn−m
gm(fn1η
⊗(n1+1) ⊗ fn2η
⊗(n2+1) ⊗ . . .⊗ fnm+1η
⊗(nm+1+1)) =
= (gf)nη
⊗(n+1) −
n∑
m=0
∑
Jn−m
(−1)(nm+1)nm+1gm(fn1η
⊗(n1+1) ⊗ . . .⊗ fnm−1η
⊗(nm−1+1)⊗
⊗ fnm ⊗ fnm+1)(1
⊗(n1+1) ⊗ . . .⊗ 1⊗(nm−1+1) ⊗ η⊗(nm+1) ⊗ η⊗(nm+1+1)) =
= (gf)nη
⊗(n+1) −
n∑
m=0
∑
Jn−m
(−1)(nm+1)nm+1+(nm−1+1)(nm+nm+1)gm(fn1η
⊗(n1+1) ⊗ . . .
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. . .⊗ fnm−2η
⊗(nm−2+1) ⊗ fnm−1 ⊗ fnm ⊗ fnm+1)(1
⊗(n1+1) ⊗ . . .
. . .⊗ 1⊗(nm−2+1) ⊗ η⊗(nm−1+1) ⊗ η⊗(nm+1) ⊗ η⊗(nm+1+1)) = . . .
. . . =
(gf)n − n∑
m=0
∑
Jn−m
(−1)εgm(fn1 ⊗ fn2 ⊗ . . .⊗ fnm+1)
 η⊗(n+1) = 0,
where
ε =
m∑
i=1
(ni + 1)(ni+1 + . . .+ nm+1).
The obtained above equalities follows that the relations (2.3) holds because the map
η is a isomorphism of degree (−1) of graded modules.
Given any A∞-algebra (A, d, πn), there is an identity morphism
1A = {(1A)n} : (A, d, πn)→ (A, d, πn),
where (1A)0 is the identity map of the module A and (1A)n = 0 is the zero map of
modules for each n > 1. Thus, the class of all A∞-algebras and their morphisms is a
category.
Now, recall (see, for example [22]) that a homotopy h : (A, d, πn) → (A
′, d, πn)
between morphisms of A∞-algebras f = {fn}, g = {gn} : (A, d, πn) → (A
′, d, πn) is
defined as a family of module maps h = {hn : (A
⊗(n+1))• → A
′
•+n+1 | n ∈ Z, n > 0},
which, for all integers n > −1, satisfy the relations
d(hn+1) = fn+1−gn+1+
n∑
m=0
m+1∑
t=1
(−1)t(n−m+1)+nhm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m⊗1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
) +
+
n∑
m=0
∑
Jn−m
m+2∑
i=1
(−1)̺πm(gn1 ⊗ . . .⊗ gni−1 ⊗ hni ⊗ fni+1 ⊗ . . .⊗ fnm+2), (2.4)
where d(hn+1) = dhn+1 + (−1)
n+1hn+1d and
Jn−m = {n1 > 0, n2 > 0, . . . , nm+2 > 0 | n1 + n2 + . . .+ nm+2 = n−m},
̺ = m+
m+1∑
k=1
(nk + 1)(nk+1 + . . .+ nm+2) +
i−1∑
s=1
ns.
For example, at n = −1, 0, 1 the relations (2.4) take, respectively, the following
view
d(h0) = f0 − g0, d(h1) = f1 − g1 − h0π0 + π0(h0 ⊗ f0) + π0(g0 ⊗ f0),
d(h2) = f2 − g2 − h0π1 + h1(π0 ⊗ 1)− h1(1⊗ π0)− π0(h0 ⊗ f1)− π0(g0 ⊗ h1) +
+ π0(h1 ⊗ f0)− π0(g1 ⊗ h0)− π1(h0 ⊗ f0 ⊗ f0)− π1(g0 ⊗ h0 ⊗ f0)− π1(g0 ⊗ g0 ⊗ h0).
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For greater clarity and assurance that in (2.4) the signs (−1)t(n−m+1)+n and (−1)̺
are written correctly, let us describe the procedure of finding of these signs.
As above, given any differential module (A, d) with A = {An}, n ∈ Z, n > 0,
d : A• → A•−1, consider the suspension (SA, d) over (A, d) and the maps of differential
modules η : (SA)• → A•−1 and ξ : A• → (SA)•+1. It is well known (see, for example,
[22]) that consideration of the homotopy h = {hn} : (A, d, πn) → (A
′, d, πn) between
morphisms of A∞-algebras f = {fn}, g = {gn} : (A, d, πn) → (A
′, d, πn) is equivalent
to consideration of the family of module maps
{h(n) : (SA)⊗(n+1)
•
→ (SA′)•+1}, n > 0,
satisfying the following relations for any integer n > −1:
d(h(n+ 1)) = f(n + 1)− g(n+ 1)−
−
n∑
m=0
m+1∑
t=1
h(m)(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ π(n−m)⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)−
−
n∑
m=0
∑
Jn−m
m+2∑
i=1
π(m)(g(n1)⊗ . . .⊗ g(ni−1)⊗ h(ni)⊗ f(ni+1)⊗ . . .⊗ f(nm+2)),
where Jn−m is the same as in (2.4) and d(h(n+1)) = dh(n+1)+h(n+1)d. The maps
π(n), f(n), g(n), n > 0, were considered above. The specified above maps hn and h(n)
define each other by h(n) = ξhnη
⊗(n+1), n > 0. Since dη = ηd and ηh(n) = hnη
⊗(n+1)
for all n > 0, we have
ηd(h(n+ 1)) = d(hn+1)η
⊗(n+2).
It is obvious that the equality
η(f(n+ 1)− g(n+ 1)) = (fn+1 − gn+1)η
⊗(n+2)
holds. By using deg(η) = −1, deg(π(n)) = −1, deg(πn) = n, ηh(n) = hnη
⊗(n+1),
ηπ(n) = πnη
⊗(n+2), and also by applying the Koszul rule of computing of signs, we
obtain
η
− n∑
m=0
m+1∑
t=1
h(m)(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ π(n−m)⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)
 =
= −
n∑
m=0
m+1∑
t=1
hmη
⊗(m+1)(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ π(n−m)⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
) =
=
n∑
m=0
m+1∑
t=1
(−1)m−thm(η ⊗ . . .⊗ η︸ ︷︷ ︸
t−1
⊗ ηπ(n−m)⊗ η ⊗ . . .⊗ η︸ ︷︷ ︸
m−t+1
) =
=
n∑
m=0
m+1∑
t=1
(−1)m−thm(η ⊗ . . .⊗ η︸ ︷︷ ︸
t−1
⊗ πn−mη
⊗(n−m+2) ⊗ η ⊗ . . .⊗ η︸ ︷︷ ︸
m−t+1
) =
11
= n∑
m=0
m+1∑
t=1
(−1)m−t+(t−1)(n−m)hm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)
 η⊗(n+2) =
=
 n∑
m=0
m+1∑
t=1
(−1)t(n−m+1)+nhm(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+1
)
 η⊗(n+2).
By using equalities
deg(η) = −1, deg(h(n)) = 1, deg(hn) = n + 1, deg(f(n)) = deg(g(n)) = 0,
deg(fn) = deg(gn) = n, ηh(n) = hnη
⊗(n+1), ηπ(n) = πnη
⊗(n+2),
ηf(n) = fnη
⊗(n+1), ηg(n) = gnη
⊗(n+1),
and also by applying the Koszul rule of computing of signs, we have
η
− n∑
m=0
∑
Jn−m
m+2∑
i=1
π(m)(g(n1)⊗ . . .⊗ g(ni−1)⊗ h(ni)⊗ f(ni+1)⊗ . . .⊗ f(nm+2))
=
= −
n∑
m=0
∑
Jn−m
m+2∑
i=1
(−1)m−i+2πm(ηg(n1)⊗ . . .⊗ ηg(ni−1)︸ ︷︷ ︸
i−1
⊗ ηh(ni)⊗
⊗ ηf(ni+1)⊗ . . .⊗ ηf(nm+2)︸ ︷︷ ︸
m−i+2
) =
=
n∑
m=0
∑
Jn−m
m+2∑
i=1
(−1)m−i+1πm(gn1η
⊗(n1+1) ⊗ . . .⊗ gni−1η
⊗(ni−1+1) ⊗ hniη
⊗(ni+1)⊗
⊗ fni+1η
⊗(ni+1+1) ⊗ . . .⊗ fnm+2η
⊗(nm+2+1)) =
=
n∑
m=0
∑
Jn−m
m+2∑
i=1
(−1)m−i+1+απm(gn1η
⊗(n1+1) ⊗ . . .⊗ gni−1η
⊗(ni−1+1) ⊗ hni ⊗ fni+1 ⊗ . . .
. . .⊗ fnm+2)(1
⊗(n1+1) ⊗ . . .⊗ 1⊗(ni−1+1) ⊗ η⊗(ni+1) ⊗ η⊗(ni+1+1) ⊗ . . .⊗ η⊗(nm+2+1)) =
=
n∑
m=0
∑
Jn−m
m+2∑
i=1
(−1)m−i+1+α+βπm(gn1 ⊗ . . .⊗ gni−1 ⊗ hni ⊗ fni+1 ⊗ . . .
. . .⊗ fnm+2)(η
⊗(n1+1) ⊗ . . .⊗ η⊗(ni−1+1) ⊗ η⊗(ni+1) ⊗ η⊗(ni+1+1) ⊗ . . .⊗ η⊗(nm+2+1)) =
=
 n∑
m=0
∑
Jn−m
m+2∑
i=1
(−1)̺πm(gn1 ⊗ . . .⊗ gni−1 ⊗ hni ⊗ fni+1 ⊗ . . .⊗ fnm+2)
 η⊗(n+2),
where
α = (nm+1 + 1)nm+2 + (nm + 1)(nm+1 + nm+2) + . . .
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. . .+ (ni + 1)(ni+1 + . . .+ nm+2) =
m+1∑
k=i
(nk + 1)(nk+1 + . . .+ nm+2),
β = (ni−1 + 1)((ni + 1) + ni+1 + . . .+ nm+2) +
+ (ni−2 + 1)(ni−1 + (ni + 1) + ni+1 + . . .+ nm+2) + . . .
. . .+ (n1 + 1)(n2 + . . .+ ni−1 + (ni + 1) + ni+1 + . . .+ nm+2) =
=
i−1∑
k=1
(nk + 1)(nk+1 + . . .+ nm+2) +
i−1∑
s=1
(ns + 1),
̺ = m− i+ 1 + α + β = m+
m+1∑
k=1
(nk + 1)(nk+1 + . . .+ nm+2) +
i−1∑
s=1
ns.
The obtained above equalities follows that the relations (2.3) holds because the map
η is a isomorphism of degree (−1) of graded modules.
By using the notion of a homotopy between morphisms of A∞-algebras the notion
homotopy equivalent A∞-algebras is introduced in the usual way.
In conclusion of this paragraph we mention that the homotopy invariance of the
structure of an A∞-algebra under homotopy equivalences of the type of an SDR-data
of differential modules was established in [20].
§ 3. The tensor functor from the category of A∞-algebras
into the category of differential modules with ∞-simplicial faces.
In [4] (see also [1]) it was shown that each A∞-algebra (A, d, πn) defines the tensor
differential module with∞-simplicial faces (T (A), d, ∂˜). Let us consider the construc-
tion of this tensor differential module with ∞-simplicial faces.
Given any A∞-algebra (A, d, πn), consider the tensor differential module (T (A), d)
defined by
T (X) = {T (A)n,m}, T (A)n,m = (A
⊗n)m, n > 0, m > 0,
and d : T (A)n,• → T (A)n,•−1 is the usual differential in a tensor product. Consider
also the family of maps
∂˜ = {∂n(i1,...,ik) : T (A)n,q → T (A)n−k,q+k−1},
n > 0, q > 0, 1 6 k 6 n, 0 6 i1 < . . . < ik 6 n,
defined by
∂n(i1,...,ik)=

(−1)k(q−1)1⊗(j−1) ⊗ πk−1 ⊗ 1
⊗(n−k−j) , if 1 6 j 6 n− k
and (i1, . . . , ik) = (j, j + 1, . . . , j + k − 1);
0, otherwise.
(3.1)
In [4] it was proved the following assertion, which establish the connection between
of A∞-algebras and differential modules with ∞-simplicial faces.
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Theorem 3.1. Given any A∞-algebra (A, d, πn), the above triple (T (A), d, ∂˜) is
a differential module with ∞-simplicial faces. 
Let us show that each morphism of A∞-algebra f : (A, d, πn)→ (A
′, d, πn) defines
the morphism f˜ : (T (A), d, ∂˜) → (T (A′), d, ∂˜) of differential modules with ∞-simpli-
cial faces.
Given any morphism of A∞-algebras f : (A, d, πn) → (A
′, d, πn), consider the
family of module maps
f˜ = {fn(i1,...,ik) : T (A)n,q → T (A
′)n−k,q+k},
n > 0, q > 0, 0 6 k 6 n, 0 6 i1 < . . . < ik 6 n,
defined by the following rules:
1). If k = 0, then
fn( ) = f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n
. (3.2)
2). If i1 = 0 or ik = n, then
fn(i1,...,ik) = 0. (3.3)
3). If i1 6= 0, ik 6= n, (i1, . . . , ik) = ((j
1
1 , . . . , j
1
n1
), (j21 , . . . , j
2
n2
), . . . , (js1, . . . , j
s
ns
)),
1 6 s 6 k, n1 > 1, . . . , ns > 1, n1 + . . .+ ns = k,
jmp+1 = j
m
p + 1, 1 6 p 6 nm − 1, 1 6 m 6 s, j
m+1
1 > j
m
nm
+ 1, 1 6 m 6 s− 1,
then
fn(i1,...,ik) = (−1)
k(q−1)+γ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
k1−1
⊗ fn1⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
k2−1
⊗ fn2 ⊗
⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
k3−1
⊗ fn3⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n−(k1+...+ks)−k
, (3.4)
where
k1 = j
1
1 , ki = j
i
1 − j
i−1
ni−1
− 1, 2 6 i 6 s, γ =
s−1∑
i=1
ni(ni+1 + . . .+ ns).
For example, given the map f 15(2,3,6,7,8) : T (A)15,q → T (A
′)10,q+5, the formula (3.4)
take the following view
f 15((2,3),(6,7,8)) = (−1)
5(q−1)+2·3f0 ⊗ f2 ⊗ f0 ⊗ f3 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
6
.
It is worth mentioning that an arbitrary collection of numbers (i1, . . . , ik), where
1 6 i1 < . . . < ik 6 n − 1, always can be represented in the view, which specified in
the point 3).
The following assertion establish the connection between morphisms of A∞-algeb-
ras and morphisms of differential modules with ∞-simplicial faces.
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Theorem 3.2. Given any morphism of A∞-algebras f : (A, d, πn) → (A
′, d, πn),
the family of maps f˜ = {fn(i1,...,ik) : T (A)∗,• → T (A
′)∗−k,•+k} defined by (3.2) – (3.4) is
the morphism f˜ : (T (A), d, ∂˜) → (T (A′), d, ∂˜) of differential modules with ∞-simpli-
cial faces.
Proof. For the family of maps f˜ = {fn(i1,...,ik) : T (A)n,q → T (A)n−k,q+k} defined
by (3.2) – (3.4), we need to check that the relations (1.2) holds. It is clearly that at
k = 0 we have d(fn( )) = 0 because d(f0) = 0. It is easy to see that, for any collection
of numbers (i1, . . . , ik), where i1 = 0, and any permutation σ ∈ Σk, we have that each
partition (σ̂(i1), . . . , σ̂(im) | σ̂(im+1), . . . , σ̂(ik)) ∈ Iσ satisfies the condition σ̂(i1) = 0 or
the condition σ̂(im+1) = 0. It follows the required relation d(f
n
(0,i2,...,ik)
) = 0. Similarly,
for any collection of numbers (i1, . . . , ik), where ik = n, and any permutation σ ∈ Σk,
we have that each partition (σ̂(i1), . . . , σ̂(im) | σ̂(im+1), . . . , σ̂(ik)) ∈ Iσ satisfies the
condition σ̂(ik) = n or the condition σ̂(im) = n − (k − m). It follows the required
relation d(fn(i1,...,ik−1,n)) = 0. Now, we check that the maps
fn+2(1,2,...,n+1) = (−1)
(n+1)(q−1)fn+1 : (A
⊗(n+2))q → A
′
q+n+1, n > 0,
satisfy the relations (1.2). First, we rewrite the relations (2.2) in the form
d(fn+1) = f0πn +
n−1∑
m=0
m+2∑
t=1
(−1)t(n−m)+n+1fm+1(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m−1 ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m+2−t
)−
− πn(f0 ⊗ . . .⊗ f0)−
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)µπm(f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t1−1
⊗ fn1⊗
⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t2−1
⊗ fn2 ⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
m+2−(t1+...+ts)
), n > −1, (3.5)
where
Nn−m = {n1 > 1, n2 > 1, . . . , ns > 1 | n1 + n2 + . . .+ ns = n−m},
Tm+2 = {t1 > 1, . . . , ts > 1 | t1 + . . .+ ts 6 m+ 2},
µ =
s∑
i=1
(ti − 1)(ni + . . .+ ns) +
s−1∑
i=1
(ni + 1)(ni+1 + . . .+ ns).
Given any fixed collections (n1, . . . , ns) ∈ In−m and (t1, . . . , ts) ∈ Tm+2, consider the
partition (a1, b1, a2, b2, . . . , as, bs, as+1) of the collection of numbers (1, 2, . . . , n + 1)
into the following 2s+ 1 blocks
a1 = (1, 2, . . . , t1 − 1), b1 = (t1, t1 + 1, . . . , t1 + n1 − 1),
ai = (
i−1∑
k=1
tk + nk,
i−1∑
k=1
tk + nk + 1, . . . ,
i−1∑
k=1
tk + nk + ti − 1), 2 6 i 6 s,
15
bi = (
i−1∑
k=1
tk + nk + ti,
i−1∑
k=1
tk + nk + ti + 1, . . . ,
i−1∑
k=1
tk + nk + ti + ni − 1), 2 6 i 6 s,
as+1 = (
s∑
k=1
tk + nk,
s∑
k=1
tk + nk + 1, . . . , n+ 1).
Any specified above partition (1, 2, . . . , n + 1) = (a1, b1, a2, b2, . . . , as, bs, as+1) de-
fines the permutation σn1,...ns,t1,...,ts ∈ Σn+1, which act on the collection of numbers
(1, 2, . . . , n+ 1) by the following rule:
σn1,...ns,t1,...,ts(1, 2, . . . , n + 1) = σn1,...ns,t1,...,ts(a1, b1, a2, b2, . . . , as, bs, as+1) =
= (a1, a2, . . . , as, as+1, b1, b2, . . . , bs). (3.6)
It is easy to check that the equality of collections
( ̂σn1,...ns,t1,...,ts(1), . . . ,
̂σn1,...ns,t1,...,ts(n+ 1)) = (1, 2, . . . , m+ 1, b1, b2, . . . , bs) (3.7)
is true. The equalities (3.1) – (3.4) and (3.7) imply that the relations (4) in the con-
sidered case can be rewritten in the form
d(fn+2(1,2,...,n+1)) = f
1
( )∂
n+2
(1,2,...,n+1)+
+
n−1∑
m=0
m+2∑
t=1
(−1)sign(σt,n−m)fm+2(1,2,...,m+1)∂
n+2
(t,t+1,...,t+n−m−1) − ∂
n+2
(1,2,...,n+1)f
n+2
( ) −
−
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)sign(σt1,...,ts,n1,...,ns )∂m+2(1,2,...,m+1)f
n+2
(b1,b2,...,bs)
, (3.8)
where by σt,n−m we denote the permutation σt1,n1 such that t1 = t and n1 = n −m.
Now, we calculate sign(σt1,...,ts,n1,...,ns), 1 6 s 6 m + 2. Denote by |ai| the num-
ber of elements in the block ai, 1 6 i 6 s + 1, and by |bj | the number of ele-
ments in the block bj , 1 6 j 6 s. Since σt1,...,ts,n1,...,ns) is the permutation act-
ing on the collection (1, 2, . . . , n + 1) by partitioning this collection into blocks as
(a1, b1, a2, b2, . . . , as, bs, as+1) and permuting this blocks by the formula (3.6), the num-
ber I(σt1,...,ts,n1,...,ns) of inversions of the permutation σt1,...,ts,n1,...,ns) is equal
I(σt1,...,ts,n1,...,ns) =
= |a2||b1|+ |a3|(|b1|+ |b2|) + . . .+ |as|(|b1|+ . . .+ |bs−1|) + |as+1|(|b1|+ . . .+ |bs|).
Taking into account the congruence I(σt1,...,ts,n1,...,ns) ≡ sign(σt1,...,ts,n1,...,ns)mod(2),
and by using the equalities
|ai| = ti, |bi| = ni, 1 6 i 6 s, |as+1| = n+ 2−
s∑
k=1
(tk + nk),
s∑
i=1
ni = n−m,
we obtain the congruence
sign(σt1,...,ts,n1,...,ns) ≡ t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) +
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+mn+m+ (t1 + . . .+ ts)(n−m)mod(2).
In particular, at s = 1, t1 = t, n1 = n−m we have the following congruence
sign(σt,n−m) ≡ mn +m+ t(n−m)mod(2).
Now, we show that the relations (3.8) are equivalence to the relations (3.5). Indeed,
by using the equalities (3.1), (3.2) and (3.4) we rewrite the relations (3.8) in the form
d(fn+1) = f0πn +
n−1∑
m=0
m+2∑
t=1
(−1)αfm+1(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m−1 ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m+2−t
)−
− πn(f0 ⊗ . . .⊗ f0)−
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)βπm(f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t1−1
⊗ fn1⊗
⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
t2−1
⊗ fn2 ⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
m+2−(t1+...+ts)
),
where
α = (n+ 1)(q − 1) + sign(σt,n−m) + (n−m)(q − 1)+
+ (m+ 1)(q + (n−m− 1)− 1),
β = (n+ 1)(q − 1) + sign(σt1,...,ts,n1,...,ns) + (n−m)(q − 1)+
+
s−1∑
i=1
ni(ni+1 + . . .+ ns) + (m+ 1)(q + (n−m)− 1).
For the exponent α, we have
α ≡ (n+ 1)(q − 1) +mn +m+ t(n−m) + (n−m)(q − 1)+
+ (m+ 1)(q + (n−m− 1)− 1) ≡ (m+ 1)(n−m− 1) +mn +m+ t(n−m) ≡
≡ t(n−m) + n+ 1mod(2).
For the exponent β, by using the equality n−m = n1 + n2 + . . .+ ns we have
β ≡ (n + 1)(q − 1) + t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) +
+mn+m+ (t1 + . . .+ ts)(n−m) + (n−m)(q − 1)+
+
s−1∑
i=1
ni(ni+1 + . . .+ ns) + (m+ 1)(q + (n−m)− 1) ≡
≡ t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) +
+n−m+ (t1 + . . .+ ts)(n−m) +
s−1∑
i=1
ni(ni+1 + . . .+ ns) ≡
≡ t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) + (t1 − 1)(n1 + . . .+ ns) +
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+ (t2 + . . .+ ts)(n1 + . . .+ ns) +
s−1∑
i=1
ni(ni+1 + . . .+ ns) ≡
≡
s∑
i=1
(ti − 1)(ni + . . .+ ns) +
s−1∑
i=1
(ni + 1)(ni+1 + . . .+ ns).
Thus the relations (3.8) are equivalent to the relations (3.5) and, consequently, the
maps fn+2(1,2,...,n+1) = (−1)
(n+1)(q−1)fn+1 : (A
⊗(n+2))q → A
′
q+n+1, n > 0, satisfy the
relations (1.2). In the same way, as it was done above, it is checked that all maps
fn+2(j,j+1,...,j+k) =
= (−1)(k+1)(q−1) f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
j−1
⊗ fk+1 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n−(j−1)−k
: (A⊗(n+2))q → (A
′⊗(n−k+1))q+k+1,
n > 0, 0 6 k 6 n, 1 6 j 6 n− k + 1,
satisfy the relations (1.2). By using this and also by using the obvious equality
d(f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
k1−1
⊗ fn1⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n−(k1+...+ks)−k
) =
=
s∑
i=1
(−1)n1+...+ni−1 f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
k1−1
⊗ fn1⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ki−1
⊗ d(fni)⊗ . . .
. . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n−(k1+...+ks)−k
,
we easily obtain that all maps fn(i1,...,ik) defined by (3.4) satisfy the relations (1.2). 
The following assertion establish the connection between the composition of mor-
phisms of A∞-algebras and the composition of morphisms of differential modules with
∞-simplicial faces. This assertion is proved in the similar way as Theorem 2.
Theorem 3.3. Given any morphisms of A∞-algebras f : (A, d, πn) → (A
′, d, πn)
and g : (A′, d, πn)→ (A
′′, d, πn), there is the equality
g˜f = g˜f˜ : (T (A), d, ∂˜)→ (T (A′′), d, ∂˜)
of morphisms of differential modules with ∞-simplicial faces. 
Theorems 3.1 – 3.3 implies that there is the functor of taking of a tensor module
or, more briefly, the tensor functor
T : A∞(K)→ DF∞(K), T ((A, d, πn)) = (T (A), d, ∂˜),
T (f : (A, d, πn)→ (A
′, d, πn)) = f˜ : (T (A), d, ∂˜)→ (T (A
′), d, ∂˜),
where by A∞(K) denoted the category of A∞-algebras over the ground ring K and
by DF∞(K) denoted the category of differential modules with∞-simplicial faces over
the ground ring K.
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Let us show that the tensor functor T : A∞(K) → DF∞(K) sends homotopies
between morphisms into homotopies between morphisms. More precisely, let us show
that each homotopy h : (A, d, πn) → (A
′, d, πn) between morphism of A∞-algebras
f, g : (A, d, πn) → (A
′, d, πn) defines the homotopy h˜ : (T (A), d, ∂˜) → (T (A
′), d, ∂˜)
between morphisms f˜ , g˜ : (T (A), d, ∂˜) → (T (A′), d, ∂˜) of differential modules with
∞-simplicial faces.
Given any homotopy h : (A, d, πn)→ (A
′, d, πn) between morphisms of A∞-algeb-
ras f, g : (A, d, πn)→ (A
′, d, πn), consider the family of module maps
h˜ = {hn(i1,...,ik) : T (A)n,q → T (A
′)n−k,q+k+1},
n > 0, q > 0, 0 6 k 6 n, 0 6 i1 < . . . < ik 6 n,
defined by the following rules:
1). If k = 0, then
hn( ) =
n∑
i=1
g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
i−1
⊗h0 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n−i
. (3.9)
2). If i1 = 0 or ik = n, then
hn(i1,...,ik) = 0. (3.10)
3). If i1 6= 0, ik 6= n, (i1, . . . , ik) = ((j
1
1 , . . . , j
1
n1
), (j21 , . . . , j
2
n2
), . . . , (js1, . . . , j
s
ns
)),
1 6 s 6 k, n1 > 1, . . . , ns > 1, n1 + . . .+ ns = k,
jmp+1 = j
m
p + 1, 1 6 p 6 nm − 1, 1 6 m 6 s, j
m+1
1 > j
m
nm
+ 1, 1 6 m 6 s− 1,
then
hn(i1,...,ik) = (−1)
k(q−1)+γ
s∑
i=1
(−1)n1+...+ni−1 g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
k1−1
⊗ gn1⊗ . . .
. . . ⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ki−1−1
⊗ gni−1⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ki−1
⊗hni⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ki+1−1
⊗ fni+1⊗ . . .
. . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks+1−1
+
+ (−1)k(q−1)+γ
s+1∑
i=1
(−1)n1+...+ni−1 g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
k1−1
⊗ gn1⊗ . . .⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ki−1−1
⊗ gni−1⊗
⊗

ki−1∑
j=1
g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
j−1
⊗h0 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ki−1−j
⊗ fni⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ki+1−1
⊗ fni+1 ⊗ . . .
. . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ks+1−1
, (3.11)
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where
k1 = j
1
1 , ki = j
i
1 − j
i−1
ni−1
− 1, 2 6 i 6 s, ks+1 = n− (k1 + . . .+ ks)− k + 1,
γ =
s−1∑
i=1
ni(ni+1 + . . .+ ns).
For example, given the map h15(2,3,6,7,8) : T (A)15,q → T (A
′)10,q+6, the formula (3.11)
take the following view
h15(2,3,6,7,8) = h
15
((2,3),(6,7,8)) = (−1)
5(q−1)+2·3g0 ⊗ h2 ⊗ f0 ⊗ f3 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
6
+
+(−1)5(q−1)+2·3+2g0 ⊗ g2 ⊗ g0 ⊗ h3 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
6
+
+(−1)5(q−1)+2·3h0 ⊗ f2 ⊗ f0 ⊗ f3 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
6
+
+(−1)5(q−1)+2·3+2g0 ⊗ g2 ⊗ h0 ⊗ f3 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
6
+
+(−1)5(q−1)+2·3+2+3g0 ⊗ g2 ⊗ g0 ⊗ g3 ⊗

6∑
j=1
g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
j−1
⊗h0 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
6−j
 .
As above we must note that an arbitrary collection of numbers (i1, . . . , ik), where
1 6 i1 < . . . < ik 6 n − 1, always can be represented in the view, which specified in
the point 3).
Theorem 3.4. Suppose given any homotopy h : (A, d, πn) → (A
′, d, πn) between
morphisms of A∞-algebras f, g : (A, d, πn) → (A
′, d, πn). Then the family of maps
h˜ = {hn(i1,...,ik) : T (A)∗,• → T (A
′)∗−k,•+k+1} defined by (3.9) – (3.11) is the homotopy
h˜ : (T (A), d, ∂˜) → (T (A′), d, ∂˜) between morphisms f˜ , g˜ : (T (A), d, ∂˜)→ (T (A′), d, ∂˜)
of differential modules with ∞-simplicial faces.
Proof. For the family of maps h˜ = {hn(i1,...,ik) : T (A)n,q → T (A)n−k,q+k+1} defined
by (3.9) – (3.11), we need to check that the relations (1.3) holds. Clearly, that at k = 0
we have d(hn( )) = f
n
( ) − g
n
( ) because d(h0) = f0 − g0. It is easy to see that, for any
collection of numbers (i1, . . . , ik), where i1 = 0, and any permutation σ ∈ Σk, we have
that each partition (σ̂(i1), . . . , σ̂(im) | σ̂(im+1), . . . , σ̂(ik)) ∈ Iσ satisfies the condition
σ̂(i1) = 0 or the condition σ̂(im+1) = 0. It follows the required relation d(h
n
(0,i2,...,ik)
) =
0. Similarly, for any collection of numbers (i1, . . . , ik), where ik = n, and any permu-
tation σ ∈ Σk, we have that each partition (σ̂(i1), . . . , σ̂(im) | σ̂(im+1), . . . , σ̂(ik)) ∈ Iσ
satisfies the condition σ̂(ik) = n or the condition σ̂(im) = n− (k −m). It follows the
required relation d(hn(i1,...,ik−1,n)) = 0. Now, we check that the maps
hn+2(1,2,...,n+1) = (−1)
(n+1)(q−1)hn+1 : (A
⊗(n+2))q → A
′
q+n+2, n > 0,
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satisfy the relations (1.3). First, we rewrite the relations (2.3) in the form
d(hn+1) = fn+1 − gn+1 − h0πn+
+
n−1∑
m=0
m+2∑
t=1
(−1)t(n−m)+nhm+1(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m−1 ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+2
) +
+
n+2∑
i=1
(−1)nπn(g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
i−1
⊗h0 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n+2−i
) +
+
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
s∑
i=1
(−1)ϑ+n1+...+ni−1πm(g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
t1−1
⊗ gn1⊗ . . .
. . .⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ti−1−1
⊗ gni−1⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ti−1
⊗hni⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ti+1−1
⊗ fni+1⊗ . . .
. . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts+1−1
) +
+
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
s+1∑
i=1
(−1)ϑ+n1+...+ni−1πm(g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
t1−1
⊗ gn1⊗ . . .
. . .⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ti−1−1
⊗ gni−1 ⊗

ti−1∑
j=1
g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
j−1
⊗h0 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ti−1−j
⊗ fni ⊗
⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ti+1−1
⊗ fni+1⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts+1−1
), n > −1, (3.12)
where
Nn−m = {n1 > 1, n2 > 1, . . . , ns > 1 | n1 + n2 + . . .+ ns = n−m},
Tm+2 = {t1 > 1, . . . , ts > 1 | t1 + . . .+ ts 6 m+ 2}, ts+1 = m+ 3− (t1 + . . .+ ts),
ϑ = m+
s∑
k=1
(tk − 1)(nk + . . .+ ns) +
s−1∑
k=1
(nk + 1)(nk+1 + . . .+ ns).
The equalities (3.1) – (3.4), (3.7) and (3.9) – (3.11) imply that the relations (1.3) in
the considered case can be rewritten in the form
d(hn+2(1,2,...,n+1)) = f
n+2
(1,2,...,n+1) − g
n+2
(1,2,...,n+1) − h
1
( )∂
n+2
(1,2,...,n+1)−
−
n−1∑
m=0
m+2∑
t=1
(−1)sign(σt,n−m)hm+2(1,2,...,m+1)∂
n+2
(t,t+1,...,t+n−m−1) − ∂
n+2
(1,2,...,n+1)h
n+2
( ) −
−
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
(−1)sign(σt1,...,ts,n1,...,ns)∂m+2(1,2,...,m+1)h
n+2
(b1,b2,...,bs)
, (3.13)
21
where σt1,...,ts,n1,...,ns, σt,n−m ∈ Σn+1 and b1, . . . , bs are the same as in (3.8).
Let us show that the relations (3.13) are equivalent to the relations (3.12). By
using the relations (3.1) – (3.4) and (3.9) – (3.11) rewritten the relation (3.13) in the
form
d(hn+1) = fn+1 − gn+1 − h0πn+
+
n−1∑
m=0
m+2∑
t=1
(−1)αhm+1(1⊗ . . .⊗ 1︸ ︷︷ ︸
t−1
⊗ πn−m−1 ⊗ 1⊗ . . .⊗ 1︸ ︷︷ ︸
m−t+2
) +
+
n+2∑
i=1
(−1)nπn(g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
i−1
⊗h0 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n+2−i
) +
+
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
s∑
i=1
(−1)β+n1+...+ni−1πm(g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
t1−1
⊗ gn1⊗ . . .
. . .⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ti−1−1
⊗ gni−1⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ti−1
⊗hni⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ti+1−1
⊗ fni+1⊗ . . .
. . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts+1−1
) +
+
n−1∑
m=0
m+2∑
s=1
∑
Nn−m
∑
Tm+2
s+1∑
i=1
(−1)β+n1+...+ni−1πm(g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
t1−1
⊗ gn1⊗ . . .
. . .⊗ g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
ti−1−1
⊗ gni−1 ⊗

ti−1∑
j=1
g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
j−1
⊗h0 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ti−1−j
⊗
⊗ fni⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ti+1−1
⊗ fni+1⊗ . . .⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts−1
⊗ fns⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
ts+1−1
),
where
α = (n+ 1)(q − 1) + sign(σt,n−m) + (n−m)(q − 1)+
+ (m+ 1)(q + (n−m− 1)− 1) + 1,
β = (n+ 1)(q − 1) + sign(σt1,...,ts,n1,...,ns) + (n−m)(q − 1)+
+
s−1∑
i=1
ni(ni+1 + . . .+ ns) + (m+ 1)(q + (n−m+ 1)− 1) + 1.
For the exponent α, by using sign(σt,n−m) ≡ mn +m+ t(n−m)mod(2) we have
α ≡ (n+ 1)(q − 1) +mn +m+ t(n−m) + (n−m)(q − 1)+
+ (m+1)(q+ (n−m− 1)− 1)+ 1 ≡ (m+1)(n−m− 1)+mn+m+ t(n−m) + 1 ≡
≡ t(n−m) + nmod(2).
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For the exponent β, by using
sign(σt1,...,ts,n1,...,ns) ≡ t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) +
+mn+m+ (t1 + . . .+ ts)(n−m)mod(2)
and n−m = n1 + n2 + . . .+ ns, we have
β ≡ (n + 1)(q − 1) + t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) +
+mn+m+ (t1 + . . .+ ts)(n−m) + (n−m)(q − 1) +
s−1∑
i=1
ni(ni+1 + . . .+ ns) +
+ (m+ 1)(q + n−m) + 1 ≡ t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1)− n+
+ (t1 + . . .+ ts)(n−m) +
s−1∑
i=1
ni(ni+1 + . . .+ ns) ≡
≡ t2n1 + t3(n1 + n2) + . . .+ ts(n1 + . . .+ ns−1) +m+ (t1 − 1)(n1 + . . .+ ns) +
+ (t2 + . . .+ ts)(n1 + . . .+ ns) +
s−1∑
i=1
ni(ni+1 + . . .+ ns) ≡
≡ m+
s∑
k=1
(tk − 1)(nk + . . .+ ns) +
s−1∑
k=1
(nk + 1)(nk+1 + . . .+ ns)mod(2).
Thus the relations (3.13) are equivalent to the relations (3.12) and, consequently,
the maps hn+2(1,2,...,n+1) = (−1)
(n+1)(q−1)hn+1 : (A
⊗(n+2))q → A
′
q+n+2, n > 0, satisfy the
relations (1.3). In the same way, as it was done above, it is checked that all maps
hn+2(j,j+1,...,j+k) =
= (−1)(k+1)(q−1) g0 ⊗ . . .⊗ g0︸ ︷︷ ︸
j−1
⊗hk+1 ⊗ f0 ⊗ . . .⊗ f0︸ ︷︷ ︸
n−(j−1)−k
: (A⊗(n+2))q → (A
′⊗(n−k+1))q+k+2,
n > 0, 0 6 k 6 n, 1 6 j 6 n− k + 1,
satisfy the relations (1.3). By using this and also by using the usual formula of
a differential in tensor products we easily obtain that all maps hn(i1,...,ik) defined by
(3.11) satisfy the relations (1.3). 
By using Theorem 3.4 we easily obtain the following assertion.
Corollary 3.1. The tensor functor T : A∞(K) → DF∞(K) sends homotopy
equivalent A∞-algebras into homotopy equivalent differential modules with∞-simpli-
cial faces. 
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