Lévy processes with completely monotone jumps appear frequently in various applications of Probability. For example, all popular stock price models based on Lévy processes (such as the Variance Gamma, CGMY/KoBoL and Normal Inverse Gaussian) belong to this class. In this paper we continue the work started in [10, 18] and develop a simple yet very efficient method for approximating the processes with completely monotone jumps by processes with hyperexponential jumps, the latter being the most convenient class for performing numerical computations. Our approach is based on connecting Lévy processes with completely monotone jumps with several areas of classical analysis, including Padé approximations, Gaussian quadrature and orthogonal polynomials.
Introduction
Most researchers working in Applied Mathematics are familiar with the problem of choosing the right mathematical objects for their modeling purposes: One needs to strike a balance between the simplicity of the model, its analytical and numerical tractability and its ability to provide a realistic description of the phenomenon. For example, when modeling stock prices in mathematical finance we are faced with the following dilemma: Do we choose a process which fits the empirically observed behavior of stock prices (such as having jumps of infinite activity [7] ), or do we settle for a simpler model which provides for explicit formulas and efficient numerical algorithms? The first choice would lead to the most popular families of Lévy processes, such as the Variance Gamma (VG), CGMY/KoBoL, Meixner and Normal Inverse Gaussian (NIG) families. These processes, which belong to a wider class of processes with completely monotone jumps, provide a good fit for market data, and they are flexible enough to accommodate for such desirable features as jumps of infinite activity and finite or infinite variation.
They also enjoy a certain degree of analytical tractability (for example, VG and NIG processes have explicit transition probability densities), and European option prices and Greeks can be computed quite easily. However, the computation of more exotic option prices (such as barrier, lookback and Asian options) is a much more challenging task. On the other hand, hyperexponential processes (also known as "hyperexponential jump-diffusion processes", see [5] ), and more general processes with jumps of rational transform (see [12, 21, 24] ) form the most convenient class for performing numerical calculations. This is due to the fact that these processes have explicit Wiener-Hopf factorization, which leads to simple and efficient numerical algorithms for pricing barrier and lookback options [5, 18] and Asian options [6] . One might think that hyperexponential processes are perfect candidates for modeling stock prices, yet they have a major flaw in that their jumps are necessarily of finite activity, which seems to be incompatible with empirical results [7] .
A natural way to reconcile these two competing objectives is to approximate processes with completely monotone jumps with the hyperexponential processes. Two approximations of this sort were developed recently: Jeannin and Pistorius [18] use the least squared optimization in order to find the approximating hyperexponential process, while Crosby, Le Saux and Mijatović [10] use a more direct approach based on the Gaussian quadrature. Our goal in this paper is to present a new method for approximating Lévy processes with completely monotone jumps, and to demonstrate that this method is natural, simple and very efficient.
Let us present the main ideas behind our approach. Approximating a Lévy process X is equivalent to finding an approximation to its Laplace exponent, defined as ψ(z) := ln E[exp(zX 1 )]. The Laplace exponent of a hyperexponential processes is a rational function, therefore our problem reduces to two steps: (i) finding a good rational approximationψ(z) ≈ ψ(z), and (ii) ensuring that the rational functioñ ψ(z) is itself a Laplace exponent of some Lévy processX. For the first step we rely on the extensive literature on rational approximations and interpolations. One of the simplest and the most natural methods of rational approximation is the Padé approximation, see the classical book by Baker [2] for an excellent account of this theory. The Padé approximation f [m/n] (x), of a function f (x) = k≥0 c n x k , is defined as a rational function P m (x)/Q n (x) (where P and Q are polynomials satisfying deg(P ) ≤ n and deg(Q) ≤ m) which matches the first n + m + 1 Taylor coefficients of f (x). Padé approximations are easy to compute, and there exists a well developed theory related to their various properties (convergence, error estimates, etc.). Thus the first step of our program is rather simple, but the second step is much more challenging: We need to ensure that the approximating rational function ψ [m/n] (z) is itself the Laplace exponent of some Lévy process Y . First, we can considerably reduce the number of possible cases that we need to study. It is known (see Proposition 2 on page 16 in [3] ) that the Laplace exponent of a Lévy process satisfies ψ(iz) = O(z 2 ) as z → ∞, therefore the functions ψ 
can possibly be Laplace exponents of a Lévy process.
Checking whether a given function is the Laplace exponent of a Lévy process is a very difficult task: One would need to show that the function can be represented via the Lévy-Khintchine formula (see formula (2) below). Since it is impossible to verify this property numerically, one would require some additional qualitative information about the function. In our case this additional information comes from the fact that ψ(z) is the Laplace exponent of a process with completely monotone jumps. Using this key fact and utilizing connections with several branches of classical analysis (such as the theory of Padé approximations, orthogonal polynomials, Stieltjes functions and Gaussian quadrature), we are able to completely characterize all cases when the functions in (1) are Laplace exponents of Lévy processes. Our main result states that if the original Lévy process has completely monotone jumps, the function ψ [n+1/n] (z) is a Laplace exponent of a hyperexponential Lévy process X (n) , which converges to X in distribution as n → +∞. Moreover, if the process X has only positive (or only negative) jumps, the same results holds true for ψ [n+2/n] (z) (and for ψ [n/n] (z) under the additional assumption that the process has jumps of finite variation).
The paper is organized as follows. Section 2 contains our main results on approximating Lévy processes with completely monotone jumps (treating the two-sided and one-sided cases separately). Section 3 discusses the important special cases of the Gamma subordinator and of the one-sided tempered stable processes; in both cases the Padé approximation is given explicitly. In this section we also discuss how to use these results to construct explicit approximations to VG, CGMY and NIG processes, and present some extensions of our approximation scheme, including (i) the use of Padé approximation centered at an arbitrary point and (ii) a more general multi-point rational interpolation technique. In Section 4 we present the results of several numerical experiments which demonstrate the efficiency of our approximation method. We compute the Lévy density, the CDF, and the prices of various options for the approximating processes and investigate their convergence. For the reader's convenience, in Appendix A we collect some results from the theory of Padé approximations, Stieltjes functions, Gaussian quadrature and orthogonal polynomials, which are used elsewhere in this paper.
Main results
We begin by introducing a number of key definitions and notations. Let X be a Lévy process, and let ψ(z) := log E[e zX 1 ] denote its Laplace exponent, which is initially defined on the vertical line z ∈ C, Re(z) = 0. The Lévy-Khintchine formula states that
where σ ≥ 0, a ∈ R, the Lévy measure Π(dx) satisfies R 1 ∧ x 2 Π(dx) < ∞, and h(x) is the cutoff function, which is required to ensure the convergence of the integral. Everywhere in this paper we will work under the following assumption:
The Lévy measure Π(dx) is absolutely continuous, and its density π(x) decreases exponentially fast as x → ±∞.
If the cutoff function is fixed (the classical choice is h(x) ≡ x1 {|x|<1} ), then the process X is completely characterized by the triple (a, σ 2 , π), which determines the Laplace exponent in (2) . It is often convenient, however, to use different cutoff functions depending on the situation. Everywhere in this paper we will follow the following convention: if the process X has jumps of finite variation, we will take h(x) ≡ 0, otherwise we will set h(x) ≡ x (which is a legitimate choice due to Assumption 1). To distinguish between these two cases we will write the characteristic triple as (a, σ 2 , π) h≡0 in the former case and (a, σ 2 , π) h≡x in the latter case.
Definition 1. We say that the process X has completely monotone jumps if the functions π(x) and π(−x) are completely monotone for x ∈ (0, ∞).
Using Bernstein's theorem, we can express the above condition in an equivalent form: X has completely monotone jumps if and only if there exists a positive Radon measure µ, with support in R \ {0}, such that for all x ∈ R π(x) = 1 {x>0}
For our further results we will need the following two facts (which follow easily from (3) by Fubini's theorem):
Condition (4) is required to ensure that the function π(x) can be considered as a Lévy density, while the stronger condition (5) ensures that the resulting Lévy process X has jumps of finite variation.
Assuming that the Lévy density π(x) is given by (3), we denote ρ := sup c ≥ 0 :
Assumption 1 implies that ρ > 0 andρ > 0. We will denote by CM(ρ, ρ) the class of Lévy processes with completely monotone jumps and parameters ρ andρ defined as above. Now we consider an important subclass of CM(ρ, ρ).
Definition 2. We say that the process X has hyperexponential jumps if the support of the measure µ(dx) in (3) consists of finitely many points.
Let us consider a hyperexponential process X. According to the Definition 2, the measure µ has finite support, which we will denote supp(µ) = {β i } 1≤i≤N ∪ {β i } 1≤i≤N , whereN ≥ 0 and N ≥ 0, andβ i < 0 and β i > 0. We denote µ({β i }) =α i and µ({β i }) = α i . Then the Lévy density of X can be represented in the form
where one of the sums can be empty (depending on whetherN = 0 or N = 0). Formula (6) can provide another equivalent definition of a hyperexponential process, as having positive/negative jumps equal in law to a finite mixture of exponential distributions. 
Everywhere in this paper we will consider the case when the power series representation for f (z) is convergent in some neighborhood of a (more generally, it can also be considered as a formal power series). When a = 0 we will call f [m/n] (z) simply the [m/n] Padé approximation of f (z), without mentioning the reference point.
Approximating Lévy processes with two-sided jumps
For a Lévy process X ∈ CM(ρ, ρ) we define
for all Borel sets A ⊂ R, where the measure µ(dv) appears in (3) . Note that supp(µ * ) ⊆ [−1/ρ, 1/ρ], and if the measure µ(dv) is absolutely continuous with a density m(v), then µ * (dv) also has a density, given by
The measure µ * (dv) will play a very important role in this paper. Proof. The result follows from (4) and (5) by change of variables u = 1/v. Now we are ready to introduce our first approximation. We start with a Lévy process X ∈ CM(ρ, ρ) defined by the characteristic triple (a, 0, π) h≡x . Note that the process X has zero Gaussian component. However, there is no lack of generality in assuming this: If we know how to approximate a Lévy processes with zero Gaussian component, we know how to approximate a general Lévy process, as we can always add a scaled Brownian motion to our hyperexponential approximation.
According to Lemma 1, |v| 3 µ * (dv) is a finite measure on the interval [−1/ρ, 1/ρ]. Let {x i } 1≤i≤n and {w i } 1≤i≤n be the nodes and the weights of the Gaussian quadrature of order n with respect to this measure (we have included the definition and several key properties of the Gaussian quadrature in Appendix A). We define
Theorem 1.
(i) The function ψ n (z) is the [n + 1/n] Padé approximant of ψ(z).
(ii) The function ψ n (z) is the Laplace exponent of a hyperexponential process X (n) having the characteristic triple (a, σ 2 n , π n ) h≡x , where
and
If one of the sums in (10) is empty, it should be interpreted as zero.
(iii) The random variables X (n) 1
Proof. Our first goal is to establish an integral representation of ψ(z) in terms of the measure µ * (dv). Assume that z ∈ C with −ρ < Re(z) < ρ. We substitute (3) into (2), use Fubini's theorem to interchange the order of integration and obtain
Performing a change of variables v = u −1 in the above integral and using the fact that µ((−ρ, ρ)) = 0 we obtain
By analytic continuation we can see that the above formula is valid in a larger region
Let us prove (i). By definition, the Gaussian quadrature of order n is exact for polynomials of degree ≤ 2n − 1, therefore
The above identity is equivalent to
Formulas (8), (11) and (12) imply that
By definition (8), ψ n (z) is a rational function, which can be written in the form P (z)/Q(z) with deg(P ) ≤ n + 1 and deg(Q) = n. Using this fact and formula (13) we see that
From (2) and (6) we see that the Laplace exponent of a hyperexponential process Y having triple (a, 0, π) h≡x is given by
.
The result of item (ii) follows at once by comparing the above expression with (8) . Now that we have established that ψ n (z) is the Laplace exponent of a hyperexponential process X (n) , formula (13) shows that the first 2n + 1 cumulants of X (n) are equal to the corresponding cumulants of X 1 , which is equivalent to the equality of corresponding moments and proves item (iii).
The next important question that we need to address is how fast the approximations ψ n (z) converge to ψ(z). As we have seen in the proof of Theorem 1 (see also [22, 26] ), the Laplace exponent ψ(z) of a process X ∈ CM(ρ, ρ) is analytic in the cut complex plane C \ {(−∞, −ρ] ∪ [ρ, ∞)}. As we will establish in the next theorem, ψ n (z) converge to ψ(z) everywhere in this region, and the convergence is exponentially fast on the compact subsets of C \ {(−∞, −ρ] ∪ [ρ, ∞)}. This behavior should be compared with Taylor approximations, which can converge only in a circle of finite radius (lying entirely in the region of analyticity of ψ(z)). This demonstrates that Padé approximations are very well suited to approximate Laplace exponents of processes in CM(ρ, ρ).
Theorem 2. For any compact set
Before we can prove Theorem 2, we need to present some auxiliary definitions related to Stieltjes functions. In Appendix A we collect several relevant results which show the connections between Stieltjes functions and Padé approximations. 
Formally, we may also express f as a Stieltjes series, which may converge only at 0, and has the following form
It is easy to see that the above series converges for |z| < R if and only if supp(ν) ⊆ [0, 1/R]. In this case we will call f (z) a Stieltjes function (or a Stieltjes series) with the radius of convergence R.
Proof of Theorem 2:
Let us denote η(dv) = |v| 3 µ * (dv) and define
and f (z) := zg(z). Note that g(z) is a Stieltjes function with the radius of convergence R = (1/ρ+1/ρ) −1 , therefore, according to Theorem 10 in Appendix A, the Padé approximations
Changing the variable of integration v = u − 1 ρ
in (11) we obtain
According to Theorem 7 in Appendix A, the [n/n] Padé approximation is invariant under rational transformations of the variable. Therefore, if w = −z/(1 + z/ρ) and
Using these results, formula (15) and the fact that ψ n (z) = ψ [n+1/n] (z) which was established in Theorem 1, we conclude that
As we have noted above, the functions g The results of Theorem 1 show that the Padé approximant ψ [n+1/n] (z) is always a Laplace exponent of a hyperexponential process. However, as we have discussed in the Introduction (see the discussion on page 2), there are two other Padé approximants, ψ [n/n] (z) and and ψ [n+2/n] (z), which can qualify as Laplace exponents. While we do not have a counterexample, we believe that in general it is not true that for all Lévy processes X ∈ CM(ρ, ρ) the functions ψ [n/n] (z) and and ψ [n+2/n] (z) are Laplace exponents of hyperexponential processes. However, more can be said under the additional assumption that the process has one-sided jumps, and we present these results in the next section.
Approximating Lévy processes with one-sided jumps
In this section we will consider separately two cases: When the process X has (i) jumps of finite variation or (ii) jumps of infinite variation. In the first case it is enough to consider subordinators with zero linear drift (if we know how to approximate such subordinators, we can always add a linear drift and a Gaussian component later). Thus we assume that X ∈ CM (+∞, ρ) is a subordinator with zero linear drift, defined by the characteristic triple (0, 0, π) h≡0 , or, equivalently, by the Laplace exponent
We emphasize that while our definition of the Laplace exponent of a subordinator is consistent with (2), it differs from the classical definition φ(z) := − ln E[exp(−zX 1 )] (see [3, 23] ). The justification for this choice comes from the need to have a consistent notation for all Lévy processes under consideration: Later we will discuss approximating subordinators with spectrally positive processes, and the formulas would be very confusing if we have different notations for the Laplace exponents of these two objects.
Theorem 3. Assume that X ∈ CM (+∞, ρ) is a subordinator defined by the characteristic triple (0, 0, π) h≡0 . Let ψ(z) denote the Laplace exponent of X, given by (17) . Fix k ∈ {0, 1, 2}.
(i) Let {x i } 1≤i≤n and {w i } 1≤i≤n be the nodes and the weights of the Gaussian quadrature with respect to the measure v 2+k µ * (dv). Then
(ii) The function ψ [n+k/n] (z) is the Laplace exponent of a hyperexponential process X (n) . The process X (n) has a Lévy measure with density,
and is defined by the characteristic triple
The process X (n) is a subordinator if k = 0 or k = 1 (with zero linear drift in the former case and positive linear drift in the latter case), and X (n) is a spectrally positive process with a non-zero Gaussian component if k = 2.
Before proving Theorem 3, we need to establish the following auxiliary result.
Lemma 2. Assume that ν(dx) is a finite positive measure on (0, R]. Let {x i } 1≤i≤n and {w i } 1≤i≤n be the nodes and the weights of the Gaussian quadrature with respect to the measure xν(dx)
Proof. Consider two Stieltjes functions
It is easy to check that f (z) = f (0) − zg(z). From Theorems 6 and 9 in the Appendix A we find that
Consider the function F (z) := (f (0)/f (z) − 1)/z. Note that F (z) → −f (0)/f (0) as z → 0, and that F (z) is analytic in some neighborhood of zero. From Theorems 8 and 9 in the Appendix A we obtain
which can be rewritten as
Theorem 1.3 in [19] tells us that F (z) is also a Stieltjes function, and since it is analytic in the neighborhood of zero, it has a positive radius of convergence (and therefore, finite moments). Theorem 6 in Appendix A implies that lim z→+∞ zF [n−1/n] (z) is finite and positive. This fact combined with (22) shows that lim z→+∞ f [n/n] (z) is strictly positive, and applying (21) we obtain the statement of the lemma.
Proof of Theorem 3: First, we note that since the process X has jumps of finite variation, Lemma 1 ensures that v 2 µ * (dv) is a finite measure. Formulas (3) and (17) give us
We will prove the case k = 2, as the other two cases can be treated in the same way. We start with the identity (23) and rewrite it in the equivalent form
The result of item (i) follows the above expression and Theorems 6 and 9 in Appendix A. Let us prove (ii). We use Proposition 2, from which it follows that,
and thus the coefficient of the Gaussian component is positive. Using (2) we compute the Laplace exponent of the process X (n) corresponding to the characteristic triple (ψ (0),
which proves (ii). Item (iii) follows from (23) and Theorem 10 in Appendix A.
Now we consider the second class of processes with one-sided jumps: Spectrally positive processes with jumps of infinite variation. Again, without loss of generality we assume that there is no Gaussian component. Our results are presented in the following theorem (the proof is omitted, as it is identical to the proof of Theorem 3). Theorem 4. Assume that X ∈ CM (+∞, ρ) is a spectrally positive process having jumps of infinite variation and defined by the characteristic triple (a, 0, π) h≡x . Let ψ(z) be its Laplace exponent defined by (2) . Fix k ∈ {1, 2}.
Remark 2: Let us explain why we have three different approximations in the case of subordinators and only two approximations in the case of spectrally positive processes. This happens because in the case of spectrally positive process with jumps of infinite variation the measure v 2 µ * (dv) is not finite (see Lemma 1), thus we can not define Gaussian quadrature with respect to this measure and our method of proving that ψ [n/n] (z) is a Laplace exponent (in Theorem 3) will not work. While we do not have a counterexample, we believe that it is not true that for any spectrally positive process X with completely monotone jumps (and Laplace exponent ψ(z)) the function ψ [n/n] (z) is a Laplace exponent of a hyperexponential process.
Explicit examples and extensions of the algorithm
In this section we pursue three goals. First, we will show how the results of Theorems 3 and 4 can lead to explicit formulas in the case of Gamma subordinators and one-sided tempered stable processes. Then we use these results to construct explicit hyperexponential approximations to VG, CGMY and NIG processes. Finally, we discuss several extensions of the approximation technique described in the previous section.
We define the Jacobi polynomials P (α,β) n (x) as follows
see formula (8.962.1) in [15] . When α > −1 and β > −1, these polynomials satisfy the orthogonality condition
See Section 8.96 in [15] for other results related to Jacobi polynomials.
Example 1: Gamma subordinator
Consider a Gamma process X with mean rate and variance rate equal to one. In other words, X is a subordinator with zero linear drift, which has Lévy density π(x) = x −1 exp(−x), and Laplace exponent ψ(z) = − ln(1 − z) (recall that we are using (17) as the definition of the Laplace exponent of a subordinator). The random variable X t has a Gamma distribution
The following Proposition gives explicit results for the approximations to X, described in Theorem 3.
Proposition 1. Let X be a Gamma process defined by the Laplace exponent ψ(z) = − ln(1 − z). Fix k ∈ {0, 1, 2}.
(i) The denominators of the Padé approximants ψ
In the case k = 0 the numerators are also given by an explicit formula
where H 0 := 0 and H j := 1 + 1/2 + · · · + 1/j for j ≥ 1.
(ii) The nodes of the Gaussian quadrature described in Theorem 3 are given by x i = (y i + 1)/2, where y i ∈ (−1, 1) are the roots of the Jacobi polynomials P (0,k) n (y).
Proof. We check that
and comparing the above result with formula (23) we identity v 2 µ * (dv) = dv, which is just the Lebesgue measure on (0, 1). The orthogonal polynomials with respect to the measure 1 {0<v<1} v k dv are given by the shifted Jacobi polynomials P (0,k) n (2z − 1). Formula (28) follows from this fact and Theorems 3 and 6. Statement (ii) follows from the well-known fact that the nodes of the Gaussian quadrature coincide with the roots of orthogonal polynomials (see Appendix A).
Using an equivalent representation for the Jacobi polynomials (see formula (8.960.1) in [15] )
we find that
The above result and formula (5) in [28] give us the explicit expression for p n,0 (z) in (29).
Example 2: Tempered stable subordinator/spectrally positive process
Consider a Lévy process X defined by the Laplace exponent
where α ∈ (0, 1) ∪ (1, 2). It is known (see formula (4.30) in [9] ) that the Lévy density of the process X is given by
When α ∈ (0, 1) then X is a subordinator with zero linear drift, and when α ∈ (1, 2) then X is a spectrally positive process with jumps of infinite variation and zero Gaussian component.
Proposition 2. Let X be a tempered stable process defined by the Laplace exponent (30). For α ∈ (0, 1) (α ∈ (1, 2)) we fix a value of k ∈ {0, 1, 2} (resp. k ∈ {1, 2}).
(i) The denominators and the numerators of the Padé approximants ψ
(ii) The nodes of the Gaussian quadratures described in Theorems 3 and 4 are given by x i = (y i + 1)/2, where y i ∈ (−1, 1) are the roots of the Jacobi polynomials P (α,k−α) n (y).
Proof. We check that for x > 0 and α > 0
The above result combined with formulas (3), (7) and (31) gives us
where by "≈" we understand "equal, up to a multiplicative constant". This shows that the orthogonal polynomials with respect to the measure v 2+k µ * (dv) are given by the shifted Jacobi polynomials P (α,k−α) n (2z − 1). Formula (32) follows from this fact and Theorems 3 and 6, and statement (ii) follows from the fact that the nodes of the Gaussian quadrature coincide with the roots of orthogonal polynomials (see Appendix A). Formula (33) follows from the last equation in [17] , and the following fact: if m ≥ n ≥ 1 and p(z)/q(z) is the [m/n] Padé approximant to f (z), then a(p(z) − q(z))/q(z) is the [m/n] approximant to a(f (z) − 1). The above fact is easy to deduce from the Definition 3.
Approximating VG, CGMY and NIG processes
The results of Propositions 1 and 2 can be used to construct explicit approximations to VG, NIG and CGMY processes. There are two methods for doing this: (i) we can construct the process with twosided jumps as a difference of processes with only positive jumps or (ii) we can express the process as a Brownian motion with drift, time-changed by a subordinator.
Let us describe the first approach using the example of the VG process X (see [25] ). We will denote by Γ(t; µ, ν) the Gamma process with mean rate µ and variance rate ν, defined by the Laplace exponent
The Variance Gamma process is defined as the Brownian motion with drift σW t + θt subordinated by an indepedent Gamma process Y t with mean rate one and variance rate ν. The Laplace exponent of X is given by
Define µ p = 1 2 θ 2 + 2σ 2 /ν + θ/2 and µ n = µ p − θ. The identity
allows us write X as the difference of two independent Gamma subordinators
In order to approximate the VG process X by a hyperexponential process, we use Proposition 1 and approximate each Gamma process in (36) by a hyperexponential subordinator (equivalently, we approximate each logarithm in (35) by a rational function). The same procedure works for CGMY processes. They are defined by the Laplace exponent
where Y ∈ (0, 1) ∪ (1, 2) and all remaining parameters are positive. We see that X can be obtained as a linear drift plus a difference of two scaled tempered stable processes with only positive jumps. Proposition 2 gives us an explicit approximation to the one-sided processes (equivalently, explicit approximations to each power function in (37)), and as a result we obtain explicit hyperexponential approximations to general two-sided CGMY processes. The second procedure for obtaining explicit approximations uses the representation of the process as a Brownian motion with drift, time-changed by a subordinator Y . The main idea is that we approximate the subordinator Y by a hyperexponential subordinatorỸ , which we then use as a time-change process, instead of Y . The following Proposition ensures that the resulting approximation is also hyperexponential.
Proposition 3. Assume thatỸ is a hyperexponential subordinator and W is an independent Brownian motion. Then for all σ > 0 and a ∈ R the process Z t := σWỸ t + aỸ t is also hyperexponential.
Proof. Denote the Laplace exponent ofỸ as ψỸ (z). SinceỸ is hyperexponential, ψỸ (z) is a rational function. It is well-known that the Laplace exponent of the subordinated process Z is given by ψ Z (z) = ψỸ (σ 2 z 2 /2 + az), therefore it is also a rational function. Proposition 2.1 in [18] tells us that the process Z has completely monotone Lévy density. This fact and rationality of ψ Z prove that Z is hyperexponential.
As we have discussed above, the VG process can be obtained as a Brownian motion with drift, timechanged by a Gamma process Y . Proposition 1 gives us explicit hyperexponential approximations to the the Gamma process Y , therefore, from Proposition 3 we obtain explicit hyperexponential approximations to the original VG process.
The same ideas can be applied to the NIG process (see Section 4.4.3 in [9] ), which is defined as a Brownian motion with drift time-changed by an inverse Gaussian subordinator Y , defined by Laplace exponent ψ Y (z) = (1 − √ 1 − κz)/κ. Proposition 2 gives us explicit hyperexponential approximations to Y , and therefore we obtain explicit hyperexponential approximations to the NIG process itself.
The approximations described above have a number of desirable features. They are quite explicit, and the nodes of Gaussian quadratures which are needed to compute the characteristic triples of the approximating processes are expressed in terms of the roots of Jacobi polynomials (for which there exist extensive tables, and which can also be computed very easily by numerical means). The first method, based on decomposing the process into a difference of one-sided processes, is also quite flexible: We are free to choose the degree of the Padé approximation for each one-sided process independent of another. This may be helpful in applications, such as when pricing down-and-out barrier options: We may want to approximate negative jumps more accurately than positive jumps. However, we would like to emphasize that these approximations are not optimal, in the sense Property (iii) in Theorem 1: The general method for approximating two-sided Lévy processes gives a hyperexponential process with a Laplace exponent of smaller degree (the degree of a rational function is defined as the maximum of the degree of the numerator and denominator), which matches more moments of the original process. In Section 4 we compare the numerical efficiency of these two methods.
Extensions of the approximation algorithm
There are two ways in which Theorems 1, 3 and 4 can be generalized. First, there is an almost trivial (but potentially useful) generalization, in that instead of considering the Padé approximation at 0, we can consider the Padé approximation centered at another point a ∈ (−ρ, ρ). Then the statements of Theorems 1, 2, 3 and 4 would be true, provided that we replace the Padé approximation centered at a) . This fact can be easily established using the Escher transform, which maps a Lévy process X ∈ CM(ρ, ρ) defined by Laplace exponent ψ(z) into a processX ∈ CM(ρ + a, ρ − a), defined by Laplace exponentψ(z) = ψ(a + z) − ψ(a).
The second generalization is that instead of a Padé approximation one can use a general rational interpolation, which can informally be defined as a multi-point Padé approximation, see [11] . The following algorithm describes how to approximate the Laplace exponent ψ(z) of a Lévy process X ∈ CM (ρ, ρ).
A general approximation algorithm:
(ii) Choose non-negative integers {β i } 1≤i≤k , such that k + k i=1 β i = 2n + 1 for some integer n. (19) . Blue, green and red curves correspond to n ∈ {5, 10, 20}.
(iii) We want to find a rational functionψ(z) = zP (z)/Q(z) with deg(P ) ≤ n and deg(Q) ≤ n and which satisfies
Theorem 5. Assume that ψ(z) is the Laplace exponent of a Lévy process X ∈ CM(ρ, ρ). There exists a unique rational functionψ(z) which satisfies the conditions of item (iii). Moreover,ψ(z) is the Laplace exponent of a hyperexponential processX ∈ CM(ρ, ρ). 
Numerical results
In this section we present a number of numerical experiments, which demonstrate the efficiency of our approximations. As a first example, we consider the Gamma process X defined by the Laplace exponent ψ(z) = − ln(1 − z). We compute the Lévy density π n (x) corresponding to the approximation ψ [n/n] (z), which is given explicitly in Proposition 1. The Lévy density of the Gamma process is given by π(x) = exp(−x)/x, thus in order to avoid the singularity at x = 0 we compare the graphs of xπ(x) ≡ exp(−x) and xπ n (x). The results are presented on Figure 1 . We see that even with a small n,k (1)
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3.3e − 4 3.2e − 4 5.4e − 4 n = 10 2.6e − 5 2.8e − 5 5.6e − 5 n = 15 5.4e − 6 6.4e − 6 1.3e − 5 n = 20 1.8e − 6 2.1e − 6 4.6e − 6 Table 1 : The values of n,k (t) := max x≥0 |P(X t ≤ x) − P(X (n,k) t ≤ x)|, where X is the Gamma process with ψ(z) = − ln(1 − z) and the process X (n,k) has Laplace exponent ψ [n+k/n] .
value of n = 5 the tail of π n (x) matches the tail of π(x) very well, and as n increases the approximation converges very rapidly (as long as x is not too close to zero). Next, we compare the cumulative distribution function (CDF) of X t for the same Gamma process X and its approximations X (n,k) , which are defined by the Laplace exponents ψ [n+k/n] (z), k ∈ {0, 1, 2}, see Proposition 1. We compute the CDF for two values of t ∈ {1, 2}. The CDF of X t for the Gamma process is known explicitly:
We define the numbers r i as the coefficients in the asymptotic expansion
and define
The CDF of the approximating process is computed by the Fourier inversion
where x > 0 and c ∈ (0, 1). Let us explain the intuition behind the formula corresponding to k = 0, the other cases can be treated similarly. According to Theorem 3, the process X (n,0) is a compound Poisson hyperexponential process with intensity −r 0 , thus its distribution has an atom at zero: P(X (n,0) t = 0) = exp(tr 0 ). If we subtract the atom at zero, we obtain an absolutely continuous positive measure:
which has Fourier transform R e itz ν t (dx) = e tψ [n/n] (z) − e tr 0 = φ n,0 (z).
Since ν t (dx) is absolutely continuous with total mass 1 − exp(tr 0 ), we can find the CDF corresponding to this measure by the inverse Fourier transform Note that the integral in (41) converges absolutely, since φ n,0 (c + iu) = O(1/u) as u → ∞. Formula (39) follows at once from (40) and (41).
The results of our computations are presented in Table 1 . We see that the CDF of X (n,k) t does converge to X t , and the convergence seems to be faster for t = 2 than it is for t = 1.
Our remaining examples are all related to pricing European and various exotic options in Lévy driven models. We will work with the following two processes: the VG process V defined by the Laplace exponent 
and parameters
Note that V is a process with jumps of infinite activity and finite variation, whereas Z has jumps of infinite variation. Both of these processes have zero Gaussian component. The process V with the same parameters was considered in [20] , and later we will use their numerical results as a benchmark for our computations.
Our approach from here on is to compare a benchmark option price (for a variety of options) with a price calculated using one of four possible approximations. The first approximation is based on the 2.9e-8 6.41e-7 -1.55e-7 N = 5
1.14e-9 5.58e-9 6.95e-9 of degree n + 1 , while the other three approximations result in a rational function of degree 2N + k. In instances where we calculate multiple approximations, we set n = 2N in order to make a fair comparison between different approximations. In all examples, we define the stock price process as S t = S 0 exp(X t ) (where X ≡ V in the VG case or X ≡ Z in the CGMY case). Further, we choose the value of the linear drift µ so that the process S t exp(−rt) is a martingale. First, we compute the price of a European call option with S 0 = 100, strike price K = 100, maturity T = 0.25 and interest rate r = 0.04. All option prices are computed using the Fourier transform approach from [8] . The benchmark prices for the original VG process V and the CGMY process Z were computed multiple times, with different discretizations of the Fourier integral, and seem to be correct to at least ±1.0e-9. The results of our computations for the approximations to VG (CGMY) model are presented in Table 2 (resp. 3). We see that all four approximations are doing an excellent job, and already for N = 4 we obtain acceptable accuracy of around 1.0e-4. We would like to point out that the three approximations based on explicit one-sided approximations have remarkably good accuracy. As we have discussed on page 15, these approximations are not optimal in the sense that one can find a rational Laplace exponent of lower degree which matches more moments of the original process. However, this non-optimality does not seem to play any role here. These three one-sided approximations are superior to the two-sided approximation, in the sense that they have very good accuracy and explicit formulas.
We also note that all four approximations seem to be doing a better job in the case of the CGMY process Z. We think that the likely cause is that the process Z has jumps of infinite variation and Z t has smooth density, which is not the case for the process V .
Next we compute the price of a continuously sampled arithmetic Asian call option with fixed strike. That is, we calculate the following quantity,
We set the parameters as follows:
S 0 = 100, r = 0.03, T = 1 and K = 90 for the VG process and K = 110 for the CGMY process. In order to compute the price of the Asian option we use the technique pioneered for hyperexponential processes by Cai and Kou [6] (see also [16, Section 4.2] , we arrive at a benchmark price of 11.18859 for the process V and 9.95930 for the process Z. These benchmark prices seem to be correct to within ±1.0e-5. The results for each N are compared to the benchmark price, the errors are gathered in Table 4 for the process V and in Table 5 for the process Z. We observe again, that convergence to the benchmark price is very rapid and that there is little difference in the rate of convergence between the one-sided and two-sided approximations. We note that we achieve an acceptable error of ±1.0e-4 with a rational approximation of degree 5.
Our final example is related to pricing down-and-out barrier put option. That is, we wish to calculate D(S 0 , K, B, T ) := e −rT E (K − S T ) + 1 {St>B for 0≤t≤T } , where B is the barrier level. We calculate barrier option prices for the process V , for four values S 0 ∈ {81, 91, 101, 111} and with other parameters given by K = 100, B = 80, r = 0.04879 and T = 0.5. We use the prices computed in [20] as the benchmark (these prices seem to be accurate to about ±1.0e-3).
In order to compute the prices of down-and-out put options for hyperexponential processes we use the Laplace transform inversion method by Jeannin and Pistorius [18] . In this case we present the results only for the one-sided [N + 1/N ] approximations. The results are presented in Table 6 . We see that in almost all cases the convergence is very rapid, and we are able to match the first four digits of the benchmark price. The convergence is somewhat slower for S 0 = 81, which is to be expected: It is known that when pricing barrier options, the behavior of the price near the barrier is very sensitive to the nature of the small jumps of the underlying process (see [4] ). Therefore, we may expect that our results will not be very precise when S 0 is close to B, since we are approximating a process with jumps of infinite variation by a compound Poisson process with drift. Table 6 : Barrier Option prices calculated for the VG process V -model. Benchmark prices obtained from [20] , Table 4 , Column 2.
moments of ν(dx). Thus, the weights {w i } 1≤i≤n and the nodes {x i } 1≤i≤n of the Gaussian quadrature areand find b i , 1 ≤ i ≤ n. These coefficients give us the denominator Q n (z) := 1 + b 1 z + b 2 z 2 + · · · + b n z n . Then, the coefficients of the numerator P m (z) := a 0 +a 1 z +a 2 z 2 +· · ·+a m z m can be calculated recursively In practice, when n is even moderately large, the system in (45) will have a very large condition number, and solving the system of linear equations (45) would involve a loss of accuracy. This can be avoided by using higher precision arithmetic. Another way to deal with this problem is to use expressions for Padé approximations given in terms of Gaussian quadrature (such as (8) , (18) and (24)). There exist several very fast and accurate methods for computing the weights and nodes of the Gaussian quadrature, see [13, 14] .
Below we collect some other results on Padé approximations, which are used elsewhere in this paper. . Define δ to be the distance from A to the set (−∞, −R] and ρ := R − δ. Then there exists a constant C = C(A) such that for all z ∈ A and all n ≥ 1 we have
