INTRODUCTION
In this paper, we investigate the efficiency of local search algorithms for some relatively unstructured networks. By local search, we mean that each vertex has a knowledge of its very close neighborhood, typically the identities, degrees and possibly the contents. Assuming there is no preprocessing step, we are interested in seeking a vertex of a given identity starting from any vertex. The time complexity of search is expressed as the number of vertices to explore before reaching the target or a neighbor of the target.
Recent literature exhibits non trivial properties shared by the topologies of numerous real-world distributed networks: the combination of a low diameter, a specific degree distribution of the vertices and a sparse network are typically representative of a small-world topology.
On the other hand, in a seminal paper, Kleinberg [6] focuses on the ability of a user or a mobile agent to route along shorts paths within a class of random small-world graphs, the navigable small-worlds using a greedy distributed algorithm (distances within a spanning subgraph are known or can be computed locally). However, Kleinberg's model lacks an important property observed in real networks which are often scale-free. The degree distribution of the vertices tends to follow a power-law distribution, that is the number of vertices of degree δ is proportional to n`1 δ´k for an n-vertex graph and a constant k strictly greater than one. Moreover, it has been observed that for real-life networks, k tends to belong to the range [2, 3] . For graphs built using Kleinberg's model, the degree distribution is very different (close to a Poisson distribution).
All local distributed search algorithms presented in the literature work as follows: given the set of visited vertices, one should choose the next vertex to explore. The process stops as soon as the target is reached. In this paper, the underlying network is a random scale-free labeled graph whose node identities belong to the range [1, n] . Each vertex knows its own identity, its degree and only the links leading to its neighbors (not the identities).
Up to now, it is still an open problem to know if scalefree graphs are navigable by visiting only a polylogarithmic number of nodes. In this paper, we answer negatively to this question for some random scale-free graphs built using a combination of uniform and preferential attachment processes, by providing a polynomial lower bound of Ω(n 1/2 ) expected number of visited vertices before reaching the target for any local distributed algorithm.
Scale-free models. In the following we summarize two families of scale-free graphs models which are related to our work: pure random graphs and evolving graphs.
In the pure random graph models, a random graph is built from a fixed degree distribution [7] . In such a model, it is important to notice that the degrees of neighbors are independant. However, the pure random graph models do not explain how a graph comes to have a power law degree sequence. The evolving models attempt to explain this emergence of the power law distribution.
In these models, one starts from a fixed small graph (a single vertex, loop, edge) and at each time step, a new vertex and an out-going edge are added. The target of the out-edge is chosen randomly either uniformly (uniform attachment) or with probability proportional to the total degree of the target (preferential attachment). Variants with higher outdegree can be obtained either by adding more edges per time step, or, say, by building an nm-vertex graph and merging every m consecutive vertices into one. In these models, the degree and age of a vertex are positively correlated. In particular, the degrees of neighbors are not independant, and mean-field analysis of the models tends to give incorrect results. This will make a real difference with the pure random graph models whenever we aim at analysing a search process. Most of these models based on preferential attachment and their properties can also be found in the work of Barabási and Albert [2] or Bollobás and Riordan [3] .
Extensions to more general models combining uniform and preferential attachment have been studied in [8, 4] . In these papers, each new vertex chooses with respective probabilities p and 1 − p whether to use uniform or preferential attachment. Depending on the value of parameter p, the power law distribution can be observed and is proved by Cooper and Frieze [4] or by Móri [8] .
Distributed search in scale-free graphs. As an input, Adamic et al. [1] takes random graphs in the random power law model whose exponent k is strictly between 2 and 3. They propose two strategies: a pure random walk and a search process based on high degree vertices. At each step, the next visited vertex is the highest degree neighbor of the set of visited vertices. Using a mean-field analysis of this greedy algorithm, the authors prove that the target is reached on average in O(n 2(1−2/k) ) steps whereas for a pure random walk, the time complexity becomes O(n 3(1−2/k) ) steps. Simulations on random graphs and sampling of the P2P network Gnutella confirm the tendency of the theoretical analysis. See also [9, 5] for distributed search protocols in a P2P context.
MODELS AND CONTRIBUTION
In this section, we concentrate on random graph models for which rigorous degree distribution results are known, and which are connected by construction, since we want our searching processes to be able to terminate with probability 1. All graphs are constructed as oriented graphs, but searching takes place in the corresponding unoriented graph.
Graph models. The Móri model Gt of random trees starts, at time t = 2, with two vertices 1, 2 and a single edge between them; then, at each later time, a new vertex t is added, together with a single outgoing edge to an older vertex u, selected with probability p preferentially (based on indegree), or, with probability 1 − p, uniformly, that is u is chosen with probability proportional to pdt(u) + (1 − p), dt(u) being the indegree of u at time t. To get the m-out Móri graph of size n, G (m) t , take the Móri tree of size nm and, for each 1 ≤ i ≤ n, merge vertices m(i − 1) + 1 to mi into a new vertex i.
The Cooper-Frieze model [4] is a very general model of evolving graphs mixing uniform and preferential attachment in which at each time step an edge can be added between an old node and either another old node or new one.
Modeling the searching process. We aim at proving lower bounds on the complexity of searching for a given vertex in a random graph, using only local information. The searching process has access to a list of already discovered vertices (initially reduced to a single vertex), each with its degree and a list of incident edges. At each time step, the searching process can try to discover a new vertex by making a request. A request is in the form of a pair (u, e), where u is an already discovered vertex, and e is an edge incident to u. The answer to the request is the identity v of the other endpoint of edge e, together with the list of all edges incident to v.
Our measure of performance is the number of requests made prior to stopping. We are also not making any assumptions on the computing power or memory requirements of the searching process. Since we deal with lower bounds, any results are valid under more restrictive assumptions.
Our contribution. Our main result is as follows and we only sketch the probabilistic tools we use for Theorem 1. Theorem 1. For any m ≥ 1, in all Cooper-Frieze models and in the merged Móri tree with parameters m and p (0 < p ≤ 1), no searching algorithm can find a path to vertex n with an expected number of requests less than Ω(n 1/2 ).
Since Móri [8] proves that the highest degree is his model is Θ(n 1−p ), our theorem implies a lower bound of Ω(n 1/2−p ) (for p < 1/2) in a more realistic model where nodes know the identities of their neighbors.
VERTEX EQUIVALENCE AND APPLICATION TO THE MORI GRAPH
Our proofs of lower bounds are based on a probabilistic notion of vertex equivalence. Intuitively, vertices are equivalent if their identities can be exchanged without modifying the probability distribution on graphs. . The vertices in V are (probabilistically) equivalent if, for any σ ∈ SV , the random graphs G and σ(G) have the same probability distribution. If E is some event, the vertices in V are equivalent conditional on E if, for all σ ∈ SV , G and σ(G) have the same probability distribution, conditional on E.
We focus on finding, in a suitable (faithful) model for the construction of our random graph, an event E with a large enough probability such that our equivalence property holds conditional on E. Lemma 1 is the key to our lower bounds: Lemma 1. If a set V of vertices is equivalent conditional on some event E, then any search process operating, starting from any vertex u and searching for any vertex v ∈ V (v = u), has an expected complexity of at least |V |P(E)/2.
The proof of Theorem 1 can be sketched in the Móri model. We can prove that the event of existence of links between the last √ n nodes has probability far from 1, implying that the last √ n nodes are equivalent with non vanishing probability.
