The problem of compressive detection of random subspace signals is studied. We consider signals modeled as s = Hx where H is an N × K matrix with K ≤ N and x ∼ N (0 K,1 , σ 2 x I K ). We say that signal s lies in or leans toward a subspace if the largest eigenvalue of HH T is strictly greater than its smallest eigenvalue. We first design a measurement matrix
I. INTRODUCTION
The topic of Compressive Sensing (CS), where the effort is to draw inferences about the sparse signals based on compressive samples, has been one of the most attractive topics in the area of signal processing for more than a decade. Compressive Sensing states that if a signal is sparse in some known bases, then it is possible to reconstruct it from a relatively few linear projections [1] - [3] . While most of the efforts in the area of CS has been devoted to the problem of estimation of a sparse signal from possibly noisy compressive measurements, there have been also some efforts in accomplishing other signal processing tasks such as Compressive Detection [4] - [12] , Compressive Classification [4] , [13] - [16] , etc. The goal of this paper is to study the problem of detecting a random subspace signal from its compressive measurements.
Signal detection [17] is an important task in Statistical Signal Processing where the goal is to decide on the presence/absence of a signal rather than estimating it. Signal Detection has applications in many areas of engineering and science, including wireless communications, radar and sonar, bioinformatics, etc. The literature on detection from classical uncompressed samples is very vast and well-studied; see, e.g., [17] - [19] and references therein. With the advent of compressive sampling methods, like many other fields, there have been additional efforts to tailor the existing signal detection techniques to the case where the samples are taken at compressive rates. The first criterion that a signal has to meet to qualify for being detectable based on compressive samples is to be sparse in some known basis, or in a broader sense to lie in a low-dimensional subspace of the higher-dimensional ambient space. The applications of such compressive detection techniques are in the scenarios where uncompressed sampling is difficult, expensive, or even harmful, but because of the existence of a structure in the signal we are still able to sample the signal in compressive rate and then detect it based on the compressive samples.
Examples of such scenarios are compressive spectrum sensing of OFDM signals [20] , [21] , radar sensing [22] - [25] , hyperspectral imaging [26] , ultrasound imaging [27] , etc. We remark here that the hardware implementation of specific compressive samplers is beyond the scope of this paper and we only focus on finding the optimal mathematical model or framework of such samplers, however examples of hardware implementations in various applications can be found in [22] , [27] - [33] .
In this paper we address the problem of compressive detection of signals that lie on or close to a low dimensional linear subspace. We start with the simplest case when the signal is drawn from a known low-dimensional subspace and propose two tests for detection of signal from compressive measurements.
The main advantage of the proposed algorithms over the existing methods is that they do not need the knowledge of the noise variance to work. However, we also provide the simplified versions of the proposed methods for the case when the noise variance is known. We then study the effect of imprecise measurements and show that the imprecision can be compensated by employing more measurement devices. Then the proposed method is re-formulated for the case when the signal is lying on the union of a finite number of known linear subspaces with each of subspaces having a certain probability of being the subspace on which the signal truly lies. In other words, in this case, instead of having the exact knowledge of the subspace, we know the set of all subspaces from which the signal may emerge together with the corresponding probabilities that the signal may lie on each of them. We will introduce the optimum sampling strategy in this case and show that although the performance falls by increasing the number of possible subspaces, it remains reasonable as long as the cardinality of the set is much smaller than the ambient dimension.
Related work:
In [4] - [6] , [12] authors studied the problem of compressive detection, but they formulated the problem for deterministic agnostic signals rather than random subspace signals. Besides, their methods did not take into consideration the unknown noise variance scenario. The method in [7] designs a matched subspace detector for subspace signals. The method assumes that the exact knowledge of signal is available for detector design. They extend their work to unknown signals in [8] but like the previous ones they need the variance of noise to design the compressive detector. The work of [10] provided upper bounds for probabilities of false alarm and mis-detection for deterministic signals while the variance of noise is again assumed known. Finally, in [11] authors studied the problem of compressive detection of random subspace signals but similar to the previously mentioned works the noise variance was assumed known and the signal was assumed agnostic.
Notations and Mathematical Preliminaries:
Throughout this paper, all quantities are assumed realvalued while matrices and vectors are denoted by capital and small boldface letters, respectively. = denotes the equality and denotes the definition. E X is reserved for statistical expectation operator with respect to the random variable X, and ⊗ denotes the Kronecker product. I P , 1 P,Q and 0 P,Q represent P × P identity matrix, and P × Q all-one and all-zero matrices, respectively. The set of real numbers is denoted by R, the set of real-valued M × 1 vectors is denoted by R M , the set of real-valued M × N matrices is denoted by R M ×N , and for an arbitrary matrix A ∈ R M ×N , [A] i,j denotes the (i, j)-th entry of the matrix. For a set M, cardinality of the set is shown as |M|. For a matrix A we show its i-th eigenvalue by λ i (A). We also use the notations λ max (A) and λ min (A) for denoting its maximum and minimum eigenvalues, respectively. For a vector x, its sub-vector containing entries from i to j > i is December 31, 2015 DRAFT denoted by x i:j .
Paper Organization: The rest of this paper is organized as follows: first, in Section II we explain the basic model of a linear subspace signal and we introduce the sampling strategy that we choose for our compressive detector. Then based on the introduced sampling strategy, in Section III we introduce two compressive detectors for detection of the signal based on compressive samples and provide theoretical results about their optimality. We also briefly study the simplification when the noise variance is known as well as the case of subspace interference. Next, in Section IV, we study the effect of imprecise measurements where, e.g. because of hardware design limitations, the measurement matrix may deviate from the ideal one introduced in Section III. In Section V, we extend our design to the case where instead of knowing the exact linear subspace on which signal lies, we have only more coarse knowledge about the signal location in the ambient space in the form of knowing all the possibilities for the true subspace together with their corresponding probabilities. The performances of the proposed methods are studied through computer simulations in Section VI. Finally we conclude the paper in Section VII.
II. SYSTEM MODEL
Consider first a noiseless subspace signal of the form
where
and H is an N × K full-rank deterministic matrix with K ≤ N . We denote the N nonnegative eigenvalues of HH T by ρ 2 1 ≥ ρ 2 2 ≥ . . . ≥ ρ 2 N ≥ 0 and we further assume that
Inequality (2) implies that the signal energy is not distributed uniformly over all dimensions, or in other words, the signal lies in (or at least leans toward) some subspace of the ambient space.
In a classical uncompressed scenario, by processing a sequence of noisy observations y[n], n = 1, . . . , N b , the signal detection problem refers to the following hypothesis testing
in which w[n] ∼ N (0 N,1 , I N ) refers to observation noise. However, as mentioned in the previous section, obtaining uncompressed observations is sometimes difficult or expensive, and therefore we have to perform the signal detection task through some noisy compressive observations 
represents the uncompressed receiver noise at the input of the m-th compressive measurement unit. We have used different indices for noise vectors as we assume that these measurement units work independently and posses independent noise at their inputs, which means that w m1 [n] and w m2 [n] are statistically independent for
This problem was addressed in [7] , [8] in presence of noise with known variance and for deterministic signals. In this paper, we design compressive detectors without assuming prior noise knowledge. To this end, we partition the M measurement devices to two sets or, in other words, we consider the measurement matrix Φ to consist of two sub-matrices Φ s ∈ R M1×N and Φ o ∈ R M2×N as
The idea behind having two sets of samplers, Φ s and Φ o , is to get two sets of measurements
and
whose selected statistics are identical under null hypothesis but different under alternative hypothesis.
The statistics of the two sets of measurements can then be compared to decide whether we should accept the null hypothesis H 0 or reject it in favor of alternative hypothesis H 1 . In the next section, we provide two designs for Φ s and Φ o that fulfill this goal and then propose detectors for each design to perform the hypothesis testing problem of (4) based on two sets of compressive measurements z s [n] and
III. COMPRESSIVE SUBSPACE DETECTION
Based on the system model of the previous section, in this section we propose two detectors for performing the hypothesis testing problem of (4). Both detectors are composed of two sets of measurement devices, represented by Φ s and Φ o . In the sequel, we introduce these two detectors, derive their performance measures, and prove their optimality. The numerical study of the performance of the two proposed detectors will be provided in Section VI through simulation experiments.
A. Maximally-Uncorrelated Compressive Detector
Assume that the SVD of matrix H ∈ R N ×K is given by
where U ∈ R N ×N and V ∈ R K×K are orthogonal matrices, and D ∈ R N ×K is a diagonal matrix.
Consider positive integers M 1 and M 2 such that M = M 1 + M 2 . Let us denote the first M 1 columns of U by U s and its last M 2 by U o . We propose the following design for M × N measurement matrix
 with sub-matrices Φ s and Φ o defined as
where T s and T o are M 1 × M 1 and M 2 × M 2 orthogonal matrices, respectively. The term
in (9) and (10) is to guarantee that the received energy at the output of the compressive sampler is independent of the number of samplers. This makes the study of the effect of the number of samplers on the performance fair as otherwise it is obvious that the bigger is the number of samplers the better is the performance.
We remark again that the M rows of the measurement matrix Φ represent M measurement devices equipped to collect samples. Hereafter, we use the terms measurement matrix and measurement devices interchangeably.
The reason for choosing this design for measurement matrix is that the rows of Φ s span the M 1 -dimensional subspace which contains the highest amount of energy of signal s = Hx, or in other words, is the M 1 -dimensional subspace along which the variance of s is maximized. Furthermore, the rows of Φ o span the M 2 -dimensional subspace which contains the lowest amount of energy of signal s, or in other words, is the M 2 -dimensional subspace along which the variance of s is minimized. The difference between the energy of signal taken at the output of these two sub-matrices can then be exploited for signal detection. The following theorem, justifies the above discussion.
Theorem 1.
The measurement sub-matrix Φ s in (9) is the solution to the following optimization problem
In other words, the rows of Φ s in (9) 
In other words, the rows of Φ o in (10) Proof: We first notice that
Noticing that the second term in the right-hand side of (13) is independent of measurement design and Next, based on the above measurement design we introduce a test statistic for carrying out the hypothesis testing problem of (4). The following theorem states this test and derives its performance measures.
Theorem 2. Consider the following test for performing the hypothesis testing problem given in (4):
where z s [n] and z o [n] are as in (6) and (7), respectively. The Probability of False Alarm, P FA , for this test is computed as
and the Probability of Detection, P D , is bounded as
where P D,lb and P D,ub are, respectively, the lower bound and the upper bound for the probability of detection which will take the following formulas
where η lb
, and
is the tail probability of the F -distribution with parameters (degrees of freedom) d 1 and d 2 at point x.
Proof: To prove the theorem, we first notice that
where X 2 d denotes chi-squared distribution with d degrees of freedom [17] . On the other hand, under H 1 we have
Similarly, from (19) we have
We also have
and λ
From above computations, under H 0 hypothesis we will have
Under H 1 hypothesis we have
and similarly
From (27), (28), and (29) the proof is concluded.
Remark 1:
The Q-function of F -distribution is expressed as [37] 
where I x (a, b) is the regularized incomplete Beta function defined as
where B(x; a, b) 
there is always a design as suggested in this section with certain M 1 and M 2 which delivers an unbiased detector.
Theorem 1 showed that the proposed design of (9) and (10) is the one that provides the largest difference between the expected energies of signals z s and z o under orthogonality condition. Then in Theorem 2 a test for detecting random subspace signals based on this design was proposed and the probabilities of false alarm and detection for the proposed detector were derived. An important measure in statistical hypothesis testing is to show that the proposed test is the most powerful test in the sense that it has the highest probability of detection, P D , for a fixed probability of false alarm, P FA . In the following a corollary is provided to show that among all orthogonal designs, the one proposed in (9) and (10) delivers the highest probability of detection for the detector in (14) .
Corollary 1. Among all orthogonal designs satisfying
, the design of (9) and (10) provides the highest P D,lb and P D,ub for a given P FA .
Proof: Consider an arbitrary orthogonal measurement design as
The goal is to show that if we choose them as in (9) and (10) then P D,lb and P D,ub are maximized for a given P FA . To this end, first by taking the same steps as in the proof of Theorem 2, it is easy to obtain the Probability of False Alarm as P FA = Q F (M1Nb,M2Nb) (γ). Then for fixed P FA , M 1 , M 2 , and N b the lower and upper bounds on the Probability of Detection, P D,lb ≤ P D ≤ P D,ub , can be respectively expressed as
Therefore the optimum design for Φ s and Φ o is the one that minimizesη lb andη ub in (32) and (33) , which in turn is the one that minimizes
The proof is then easily concluded by employing Poincaré Separation Theorem [34, Theorem P 10.4.2].
Remark 3:
The proposed detector can be thought of as an F-test detector. F-test [38] is a statistical test for comparing the variances of two normal populations. The proposed detector can be seen as an F-test detector where the two populations, i.e., outputs of the two sets of measurement devices, have been designed so as to impose maximum difference to their variances, which optimizes the performance of the F-detector since it works based on the difference between variances. This is in fact why the optimizations in Theorem 1 and Corollary 1, which are trying to optimize different cost functions, result in identical solutions.
While Theorem 2 proposes a test statistic for signal detection and provides a proof for the performance of the proposed detector, it does not provide us with the optimum number of equipped samplers. Because of the complicated form of the tail probability of F-distribution and regularized incomplete Beta function, finding a closed form solution for P D as a function of P FA , M 1 , M 2 , and N b is overly cumbersome.
However, for large degrees of freedom, say larger than 100, it is possible to provide an analysis based on the following Normal approximation of the F-distribution [39, Section 12.4.4]
where Q z is the tail function of the standard Gaussian distribution,
andσ
Then, for our problem, we can write
and similarly for P D,ub , where (35) and (36) 
and σ 2 x = σ 2 o = 1. The probabilities of false alarm and detection are then calculated from (15) and (17) . Notice that from a practical point of view an important factor which limits utilizing high values of M 1 and M 2 is the hardware cost and complexity as it is proportional to the number of samplers which is in turn determined by M 1 and M 2 .
Furthermore, for N b ≫ 1, one can apply a further approximation on (35) and (36) to obtaiñ 
Equation (39) then shows that the performance is optimized for α = 0.5, or in other words when we
This means that when designing a Maximally-Uncorrelated Compressive Detector, the optimum choice is to divide the hardware budget equally between max-energy samplers Φ s and min-energy samplers Φ o . This can be seen also from Figure 2 which shows that for a fixed number of measurement devices M = 16, the maximum indeed occurs practically in the middle, which means that the optimum choice is to allocate half of the measurement devices to Φ s and the other half to Φ o .
B. Fully-Correlated Compressive Detector
In this part, we study the effect of increasing the Signal-to-Noise Ratio (SNR) at the expense of uncorrelatedness of measurement devices. For a certain measurement device, the effective noise energy can be decreased (and therefore the SNR can be increased) by repeating the measurements and averaging over all of them. Collecting the multiple measurements one after the other over time for enhancing the effective SNR is not however a suitable solution here, firstly because the signal itself is random too, and (10) and then averaging over all measurements. This will not increase the latency because the identical measurements are taken in parallel. In other words, matrices Φ s and Φ o in (9) and (10) should be respectively redefined as
where u 1 and u N are the left singular vectors of H corresponding to the ρ 1 and ρ N , respectively. The following theorem is to show the significance of the measurement design in (40) and (41).
Theorem 3.
The measurement sub-matrix Φ s in (40) is the solution to the following optimization problem
In other words, the rows of Φ s in (40) Proof: We first notice that
Since the second term on the right-hand side of (44) is independent of measurement design, the optimum design for Φ s is the one which maximizes the first term. Noticing that H T H and Φ T s Φ s are both symmetric, from [34, P 11.4.5] we have
Unlike Theorem 1, here we have now no constraint on matrix Φ s other than its rows having norm 1/ √ M which means that trace(
Therefore the design of Φ s can be done in two steps. In the first step we find the eigenvalues {λ i (Φ s Φ 
In the second step we simply employ [34, P 11.4.5] to conclude the proof of (40) being the solution to (42) . The proof for (41) is similar.
After designing the samplers as in (40) and (41) 
andz
In other words, instead of choosing M 1 rows of Φ s that span the M 1 -dimensional subspace along which the energy of signal is maximum as in Section III-A, we choose M 1 identical rows for Φ s each as the 1-dimensional subspace along which the energy of signal is maximum, and then decrease the noise power (and therefore increase the effective SNR) by averaging over all M 1 measurements. Similarly, for Φ o , instead of choosing its M 2 rows that span the M 2 -dimensional subspace along which the energy of signal is minimum as in Section III-A, we choose M 2 identical rows for Φ o each as the 1-dimensional subspace along which the energy of signal is minimum, and thus decrease the noise energy (and therefore increase the effective SNR) by averaging over all M 2 measurements.
The following theorem introduces the test for performing (4) based on measurement design in (40) and (41).
Theorem 4. Consider the following test for compressive detection of subspace signal Hx
The probability of false alarm P FA and the probability of detection P D are then expressed as
Proof: To derive the probability of false alarm P FA and the probability of detection P D , we first notice that if the Gaussian noise is i.i.d, then it is easy to observe that the distribution ofz o [n] is
Similarly, the distribution ofz
Then by following steps similar to those in Theorem 2, (49) and (50) are concluded.
The Fully-Correlated Compressive Detector of (40) and (41) whose probabilities of false alarm and detection were derived in Theorem 4 is optimum in terms of providing the largest difference between the expected energy of its two set of samplers. However as discussed earlier, a major measure of interest in statistical hypothesis testing is the power of the test. The following corollary discusses the optimality of the proposed Fully-Correlated Compressive design and detector in terms of the power of the test.
Corollary 2. Among all fully-correlated measurement designs of the form
with t 1 2 = t 2 2 = 1 and t T 1 t 2 = 0, the one proposed in (40) and (41) 
From (55), it is clear that the most powerful design is the one that minimizes
, which in turn is the one that minimizes t T 2 HH T t 2 and maximizes t T 1 HH T t 1 . Then by employing the Rayleigh-Ritz theorem [36, Chapter 8] it can be easily proven that the optimum design is t 1 = u 1 and t 2 = u N .
Again, similar to the Maximally-Uncorrelated case, Theorem 3 and Corollary 2 result in identical solution although they are trying to optimize different cost functions, which is because the proposed detector is in fact an F -test detector working based on the difference between the variances of the two sets of measurements.
The performance of Fully Correlated Detector has a clear connection to the way we choose the number of samplers. The following Corollary discusses this.
Corollary 3.
For a given number of samplers M and probability of false alarm P FA , the performance of the detector P D is maximized when M 2 = 1 and
Proof: First, we notice from (49) that the threshold level γ is independent of the choice of M 1 and M 2 . Then from (50) it is clear that P D achieves its maximum value when M 2 reaches its minimum value and M 1 reaches its maximum value.
The above Corollary asserts that in the case of Fully-Correlated Detector, for a fixed hardware budget, in terms of the total number of samplers M = M 1 +M 2 , the best performance, in terms of P D , is obtained if we employ just one sampler for Φ o and spend the rest of the hardware budget on Φ s . Besides, by As it can be observed, while the performance of Fully-Correlated detector clearly enhances with increasing M 1 , the performance of Maximally-Uncorrelated Detector does not show such a monotonic relationship.
The best performance of the Maximally-Uncorrelated Detector here is achieved for
The probabilities of detection of the two detectors here have been calculated from (50) and (17) . The parameters of the Maximally-Uncorrelated detector has been chosen such that P D = P D,lb = P D,ub .
Remark 4:
Comparing (42) and (43) to (11) and (12) it may seem that the performance of the FullyCorrelated detector is always superior to the Maximally-Uncorrelated detector as the optimizations in (42) and (43) are unconstrained compared to the optimizations in (11) and (12) which are constrained.
However, we should notice that this is not always the case as Maximally-Uncorrelated detector provides a higher diversity in its collected samples, which is reflected by the higher degrees of freedom in (15), (17) and (18) 
C. Special Case of Known Noise Variance
As discussed earlier in this Section, the idea of having two sets of measurement devices Φ s and Φ o is to have two sets of measurements with maximum difference in their variances when the signal truly exists and equivalent variances when the signal does not exist and then making decision about the existence of signal based on this difference. However, if the variance of noise is known, we can simplify the proposed design by discarding Φ o as we can simply compare the variance of the output of Φ s to the known noise variance. In other words, we can employ only M 1 measurement devices determined by the rows of Φ s and then compare the power of measurements taken by them to the power of noise: if they are almost the same then we decide that no signal exists, if not then we decide that signal exists.
Similar to the two detectors proposed in sections III-A and III-B, we can have two detectors when the noise variance is known. The following two propositions express these two detectors and their performances. We remark that since Φ o is discarded when noise variance is known, we will have M 2 = 0 and therefore the whole number of measurement devices is M = M 1 . (9) , then in the case of known σ 2 0 , the test in (14) can be replaced by
Proposition 1. If we design the measurement matrix according to
The Probability of False Alarm, P FA , for this test is computed as
is the tail probability of the chi-squared distribution with parameter (degree of freedom) d at point x.
Proposition 2. If we design the measurement matrix according to (40) , then in the case of known σ 2 0 , the test in (48) can be replaced by
The Probability of False Alarm, P FA , for this test is
D. Compressive Detection in Presence of Known Subspace Interference
Extending the above results to the subspace interference case is straightforward and is similar to the same scenario for classical uncompressive detection of deterministic subspace signals in presence of interference in [41] . Suppose that the subspace signal model in (1) is replaced by
where G is an N × K ′ matrix and the second term on the right-hand side of (64) represents the subspace interference. If s[n] were available, the interference could be cancelled by left multiplying (64) by matrix
Comparing (65) to (1), it can be easily deduced that in this scenario to design the measurement vectors,
i.e., rows of Φ, the left-singular vectors of matrix H in the interference-free scenario in (9) and (10) must be replaced by left-singular vectors of matrix P ⊥ G H right-multiplied by matrix P ⊥ G . Otherwise, all the detector developments are similar to the previous subsections.
IV. COMPRESSIVE DETECTOR WITH NON-IDEAL MEASUREMENTS
In this section we investigate the case when due to the lack of complete knowledge about the subspace or due to the limitations in designing hardware with infinite precision, the measurement vectors do not exactly match the singular vectors of matrix H. We consider two models for describing this uncertainty.
The first model, defines the finite precision using additional observation noise. The second model, on the other hand, chooses the measurement vector from a set of realizable measurement vectors (hardware) which are approximations (or quantized versions) of infinite-precision real-valued singular vectors.
A. Compressive Detection with Imprecise Measurements
In this section we analyze the detector when the measurement device is not precise. This imprecision in measurements can be modeled as [42] , respectively, then it can be easily verified that the probability of false alarm will be the same as in (15) , but the lower and upper bounds of probability of detection in (17) and (18) will be replaced by
respectively. Comparing (67) and (68) with (17) and (18), it is clear that the performance degrades as the precision of measurement devices δ decreases. This can be however compensated by improving the precision through employing several, say L, identical measurement devices instead of each device and then averaging over all measurements. In other words, instead of M measurement devices, we employ M L to improve the performance. We call L the hardware budget factor as it indicates the number of measurement devices that we employ.
In this case, the probability of false alarm will be still expressed as in (15) while the lower and upper bounds for probability of detection are modified as
Comparing (69) and (70) with (17) and (18), the hardware budget factor L for achieving a performance similar or better than the infinite precision case of δ −1 = 0 is obtained as
B. Compressive Detection Using a Fixed Set of Measurement Vectors
The second model in this section for modeling non-ideal measurement devices is formulated as choosing the measurement vectors from a fixed set of unit-norm orthogonal vectors whose members are not necessarily singular vectors of the system matrix H. These vectors can be hardware-realizable approximation of the singular vectors, e.g. quantized versions of them, or simple down-samplers. Assume
The rows of Φ s and Φ o then have to be chosen from the columns of Ψ.
The optimum Φ s is the one that maximizes the energy of its output. If we want to follow the MaximallyUncorrelated design of Section III-A, then the rows of Φ s are the M 1 columns of Ψ for which Φ s H F is maximized, i.e.,
where R = {1, 2, . . . , R} and Ψ M is the sub-matrix of Ψ consisting of columns determined by index set M. Similarly, the rows of Φ o can be selected as the M 2 columns of Ψ for which Φ s H F is minimized, i.e.,
On the other hand, if we want to follow the Fully-Correlated design of Section III-B, then we should pick the two columns of Ψ, say ψ i and ψ j , that, respectively, maximize and minimize the signal energy σ 2 x ψ T HH T ψ and then design Φ s and Φ o , respectively, as
To see the performance of the detectors in this case, we first provide the detector's formulation when the noise variance is known. It is easy to verify that when the elements of M are orthonormal, P FA is computed as in (57) and (62) (60) and (63) should be respectively replaced by the following equations
and 
V. COMPRESSIVE DETECTION ON A FINITE UNION OF SUBSPACES
In this section, we generalize the results of previous sections to the case when we know that the H ∈ S where
where H q , q = 1, . . . , Q, is a full-column rank N × K i matrix and the probability that the signal lies in subspace H q is P(H = H q ) = π q , q = 1, . . . , Q. The goal is then to accomplish the test of (4).
Similar to the case of Q = 1, the measurement matrix is tailored to performing the F -test. In other words, it must consist of two parts: one lying in the strongest signal subspace, which attains the maximum energy, and the other in the weakest subspace, which attains the minimum energy. But, since the true q is not known a priori, we should design it such that the expected value of the energy over the set S gets its maximum value for the first part and its minimum value for the second part.
To be more precise, if we adopt the Maximally-Uncorrelated strategy, the first and the second sets of measurement devices will be chosen as the solutions of the optimization problems
respectively. On the other hand if we want to design it based on Fully-Correlated strategy we have to (80) and (81). This will guarantee that the energy of the signals collected at the first and second channels attain, respectively, the maximum and minimum possible values which can then be exploited for optimum compressive signal detection. 
Proof: It is easy to see that
Since the second term in the right-hand side of (83) is independent of the choice of the measurement matrix, the measurement sub-matrix Φ s that maximizes (83) is the one maximizing the first term, which contains the strongest M 1 eigenvectors of H eq as its rows [34, P 11.4.5] . The proof of the weakest M 2 eigenvectors of H eq being the solution of (81) is similar.
Connection to the compressive detection of sparse signals:
The ordinary compressive detection of random sparse signals can be specified as a particular case of the setting in this section. To see this,
assume that we have a K-sparse signal in N -dimensional basis Ω as
where s ∈ R N and x ∈ R N are both vectors of size N and only K ≪ N entries of x are nonzero. We assume that the K nonzero entries of x are i.i.d with Gaussian distribution. Denoting the true unknown support of x by I, the signal model in (84) is equivalent to
where x ∈ R K and Ω I ∈ R N ×K contains the columns of Ω corresponding to index set I. In the absence of any further structure or knowledge of I, any K entries of x can be its true support set equally likely with probability 1/ If the basis Ω is orthonormal, then it is easy to verify from (82) that
Since all the singular values of H eq in (86) are equal, then H eq has no structure and therefore the methods proposed in Sections III-A and III-B are not suitable for detection of this signal 1 but we can use the method of Section III-C provided that the noise variance is known. However, if there is a known structure in the sparse random signal model of (84), for instance if the probability of different K-size combinations are not equal or if Ω is not an orthonormal basis, in the sense that not all of the singular values of H eq are identical, then the methods proposed in Sections III-A and III-B can be employed for detection of signal from compressive measurements.
VI. SIMULATION RESULTS
In this section we study the performance of the proposed compressive detection methods via computer simulation studies.
The first experiment is to compare the performance of the two methods proposed in Sections III-A and III-B which are able to detect the signal under unknown variance condition. In this experiment we choose N = 1000 and K = 10. The elements of matrix H are generated independently from
such that the expected value of the squared second norm of its rows is one. Signal x and noise w are both drawn from zero-mean Gaussian distribution with variances σ 2 x and σ 2 0 , respectively. We define the SNR as 10 log 10 The second experiment is to study the performance loss caused by the lack of knowledge about the noise variance. Figures 6 and 7 show the performance of the proposed Maximally-Uncorrelated detection method for two cases: when the noise variance is known and when it is unknown. As we expect, the lack of knowledge of noise variance results in considerable performance degradation. However, reasonable performance is still obtained.
In the third experiment we study the effect of imprecise measurements and compensating it by deploying multiple measurement devices. The imprecision is modeled as described in Section IV-A. Figure 8 illustrates the ROC curves for precise (red curves) and imprecise (blue curves) measurements when σ 2 x = 1, and σ 2 0 = 100. The precision of all imprecise devices (blue curves) is chosen as δ −1 = 100. As expected and is clear from the comparison of the red curve with blue curve with L = 1, in equivalent number of measurement devices, the imprecision in measurements results in a considerable loss in performance. However, this can be compensated by employing higher number of measurement devices.
For instance, when L = 3, the performance becomes equivalent to the precise case. This can be also verified by (71) in which the lower bound for performance improvement is L = 3. When we go beyond this bound, e.g. L = 5, the performance improves compared to the precise case. Figure 9 shows how the probability of detection changes with the noise power for various precisions Furthermore we choose
and hardware budgets of L ∈ {1, 3}. The black curve depicts the performance with a single precise device. Here the performance enhancement with deploying L = 3 times devices has been depicted. As it can be seen for a certain δ, the performance of the case of L = 3 is better than a single precise device
On the other hand, when the variance of noise is higher than this limit, even employing L times devices is not enough for compensating the imprecision.
In the fourth experiment we study the performance of the proposed compressive detection method when the signal comes from a union of some subspaces with certain probabilities. For this experiment, the ambient dimension is N = 20 and the signal dimension is K = 3. In each random trial we first generate an N × N matrix with entries from a normal distribution with mean zero and variance 1/K. The elements of union set S in (79) are then Q different K-size combinations of columns of the generated matrix while the signal is generated from one of them which is chosen uniformly randomly from all Q possible combinations. This implies that π 1 = . . . = π Q = 1/Q. The experiment is done for Q ∈ {1, 10, 50}. We remark that the case of Q = 1 coincides with the basic case described in Section III as in this case there is no uncertainty over the subspace on which the signal lies. The results are shown for M ∈ {2, 4} with M 1 = M 2 = M/2. Figure 11 also shows the ROC curves when σ 2 x /σ 2 0 = −10dB. As it can be seen, as the cardinality of the subspace union set S increases, the performance of the algorithm degrades. This is in turn because as the number of possible subspaces increases, the rows of measurement matrix Φ are less matched to the singular vectors of the true subspace matrix.
VII. CONCLUSION
The problem of random signal detection from compressive measurements when the signal is lying (or leans toward) a low dimensional subspace was studied. Having the knowledge of the subspace structure, we proposed two measurement designs and formulated the hypothesis test and its performance metrics for each of them in the case that the noise variance is unknown. We also showed how the design can be simplified in the case that the noise variance is known. We analyzed the effects of imprecise measurements 
