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Abst ract - -For  solving systems of linear equations derived from structural analysis by conjugate 
gradient method, a new efficient .incomplete factorization preconditioning was published by Saint- 
Georges et al. [1]. Here we present an algorithm for finding a starting point for the ordering applied 
in [1] based on which a variant of the "spiral ordering" due to Duff et a/. [2] for an undirected 
connected graph is formed. We test he solvers in [1] and some of its variants when different orderings 
are applied and for each ordering, some incomplete factorization preconditioners are prepared. In the 
comparison of the considered solvers, a remarkable r duction in the number of iterations was found 
by the presented variant of the spiral ordering with IC(0) preconditioner, when systems from elastic 
bar structures with 3D beam elements were solved. ~) 1999 Elsevier Science Ltd. All rights reserved. 
Keywords--Preconditioned conjugate gradient method, Incomplete factorization preconditioner, 
Spiral ordering. 
1. INTRODUCTION 
The preconditioned conjugate gradient (PCG) method is one of the most efficient ways for solving 
systems with symmetric positive definite coefficient matrices. It is especially efficient for solving 
boundary value problems for partial differential equations of elliptic type by finite difference or 
finite element approximation. Then, the coefficient matrix is also an M-matrix and the precon- 
ditioner is prepared as an incomplete factorization [3-?] of the coefficient matrix. However, for 
solving systems of finite element structural analysis, the stiffness matrix is symmetric and positive 
definite, but usually, it is not an M-matrix, so in trying to prepare an incomplete factorization 
preconditioner, a diagonal element may turn to zero by which the process is aborted. Probably, 
it is one of the reasons why the most popularly used technique in the engineering practice re- 
mained to apply different direct solvers with special orderings. However, Saint-Georges et al. [1] 
pointed to a new way for preparing a highly effective incomplete factorization preconditioner by 
which systems from finite element structural analysis could be solved very easily. In utilizing 
the physical property of the mechanical problem, they transform the stiffness matrix into a re- 
duced form (D-reduction) which is a block-diagonal matrix, which is also symmetric and positive 
definite, however, usually, it is not an M-matrix. In order to transform it into an M-matrix, 
a diagonal compensation due to Axelsson [8] (C-reduction) is executed. Finally, an ordering is 
applied to the matrix obtained by the above so-called DC-reduction for improving the quality of 
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the preconditioner to be prepared from it by an incomplete factorization. In the ordering applied 
in [1], the starting point is chosen as a node of maximum degree of the graph derived from the 
matrix and starting with this point, the whole graph is numbered by using the algorithm due 
to Notay [9]. Some incomplete factorization preconditioners prepared from it are applied in the 
PCG solver by which a number of methods for solving systems from structural analysis became 
available. As is shown by Duff et al. [10], the "spiral ordering"--among others--is effective for 
improving the rate of convergence of a PCG solver. As is known, its starting point is a node 
from the "center" [11] of the graph where there was a regular grid. For more general cases, for 
instance, for graphs derived from finite element stiffness matrices, to find a node of minimum 
eccentricity is a really expensive work. 
Here we present a simple and inexpensive algorithm for finding a node of nearly minimum 
eccentricity of an undirected connected component of a graph. Obviously, its resulting point is 
placed in a "central part" of this undirected connected component. Applying it as a starting 
point, preparing a level structure rooted at this point and numbering it by using the reverse 
Cuthill-McKee's ordering [12,13], a variant of the "spiral ordering" due to Duff et al. [2] for gen- 
eral undirected connected graphs became available. We present our test results when different 
orderings are applied in the solver in [1] and for each one, several kinds of incomplete factor- 
ization preconditioners are prepared. In the comparison of the versions obtained in such a way, 
the best convergence was found for the presented variant of the spiral ordering with the IC(0) 
preconditioner. In Section 2, we give short details on some of the most popularly used incomplete 
factorization methods for preparing ood preconditioners both for M-matrices and for more gen- 
eral matrices, when diagonal compensation is suggested to apply before executing an incomplete 
factorization. Section 3 is devoted to the effect of orderings on convergence of the PCG method 
with an incomplete factorization preconditioner. In Section 4, we present our algorithm for find- 
ing a node of nearly minimum eccentricity of a general undirected connected graph based on 
which a variant of the "spiral ordering" due to Duff et al. [2] is formed. In Section 5, we present 
the essence of the high-performance PCG solver due to Saint-Georges et al. [1] and some of its 
versions when different orderings are applied and some incomplete factorization preconditioners 
are used inside. In Section 6, based on the computer results obtained on the considered variants 
of the PCG solvers, we evaluate them and conclude that applying the presented variant of the 
spiral ordering with the IC(0) preconditioner, the number of iterations for achieving the same 
relative iterative rror was found the best. 
2. ON INCOMPLETE FACTORIZAT ION PRECONDIT IONING 
Consider 
Ax = b (1) 
system of linear equations, where A E R n×n is a sparse symmetric positive definite matrix, 
b E R n. In solving (1) by a PCG method, an upper bound of the number of iterations required 
for achieving the relative iterative rror ~ is [1/2~/tc(C-1A) ln(2/e)+lJ, where a(.) is the spectral 
condition umber of the preconditioned matrix and C E R nxn is the preconditioning matrix. 
As is known, a good enough C is usually obtained by preparing an incomplete factorization 
of A [3,5,7,14]; that is, during the sparse limination, some fill-in elements are discarded. Let us 
denote the set of index pairs defining the nonzero pattern both in the matrix to be factored and 
in its factored (L + L t) by FP  and NZP,  respectively. 
The simplest version of the incomplete Cholesky factorizations is when no fill-in is accepted 
during the process (denoted by IC(0)) and obviously, then FP  =- NZP is held. Another simple 
variant is to prescribe the number of fill-ins to be accepted in a row. Then we have NZP > FP ,  
by which a more accurate approximate factorization can be constructed. In both cases, the data 
management i  the implementation is very simple, since the storage requirement is predictable. 
For well-structured matrices derived from a finite difference approximation, one can apply the 
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strategy to define the positions of the fill-ins to be accepted in the factored matrix. For instance, 
let the accepted fill-ins be placed parallel to the main diagonal in the L factor and all the other 
fill-ins are discarded [5]. One can use a drop tolerance principle [15-18]; when discarding a fill- 
in element depends on its magnitude in absolute value. Then, the number of fill-ins becomes 
unpredictable by which the data management becomes more complicated. Some drop tolerance 
strategies are presented by Zlatev [15] and also by Axelsson and Munkgaard [19]. An improved 
variant was described by Saad [17]. Then, in each row, the number of fill-ins to be potentially 
accepted are selected by a drop tolerance and some of them (by number p) being the largest in 
absolute value are kept, in fact. For unstructured grid problems, one can apply some ordering for 
reducing the envelope of the matrix and a leftmost nonzero entry in a row (defining the border 
of envelope) is discarded, if it is followed by a great number of zero entries [20]. The size of 
the truncated envelope obtained in such a way is reduced based on which a preconditioner is 
prepared. 
A modified incomplete factorization (MIC) was introduced in [4,5,14], when all the discarded 
elements were added to the diagonal entry. Namely, if in a position ( i , j )  a fill-in element to be 
neglected would occur, this element is added to the diagonal entry both in rows i and in row j by 
which the rowsum criterion is assured. In MIC(0), no fill-in element isaccepted with FP  =-_ NZP.  
For preparing a more accurate approximate factorization, the first and higher-order factorization 
were introduced by Gustafsson [5] for a well-structured matrix derived from discretization of
boundary value problems of partial differential equation, when finite difference approximation is 
applied. Then, the set NZP is grown by accepting fill-ins in the positions parallel to the main 
diagonal. As is known, MIC(d) (d > 0) means that L contains d more nonzero subdiagonals than 
the lower part of A. For low-order factorizations, a remarkable r duction in condition umber was 
achieved [4,5]. A number of variations of modified incomplete factorizations strategies are used 
in the practice for the above-mentioned structured matrices [4,6,14,19,21-23]. The conception of 
the above MIC(d) was generalized by Watts [16] by introducing the term of level of fill-in. Then, 
a parameter p (p > 0) defines both the number of fill-ins and their positions which are to be 
accepted/omitted for a general sparse symmetric matrix. 
Based on a precise analysis on the spectral condition umber of the preconditioned matrix, a 
relaxed incomplete factorization (RIC) was introduced by Axelsson et al. [24]. Then, if a fill-in 
element (to be discarded) would occur in a position ( i , j ) ,  then it is modified by a relaxation 
parameter w, with (-1 <_ w < 1) is added to the diagonal entry both in row i and in row j. 
As is discussed in [24,25], the RIC method is robust and especially effective for solving discrete 
boundary value problems with anisotropy. 
In [1,25], the dynamic versions of MIC and RIC (denoted as DMIC and DRIC) are discussed. 
For the DMIC method, let us introduce the notations U = offdiag(A) and P = diag(A), where 
A is the matrix to be factored. Let the pivot row be r, and let us define r0 = -(1/pr) ~ i>r  ur~. 
If r0 > r is found, where r is a parameter (0 < T < 1), then let the diagonal be increased 
as Pr = - ( l / r )  )-~i>r ur,i. There, h0 = 1 - r  is used, with h0 ~ 1 / (~) ,  where nuno denotes 
the number of nodes, d is the spatial dimension. 
Version DRIC is derived from combining the RIC and DMIC variants [1,25] and they are 
especially robust methods for practical problems with anisotropy. 
Note that in our present implementation, wewill apply only the simplest forms for each of the 
above variants of the incomplete factorizations, when no fill-in is accepted uring the process. 
All the above variants may be efficiently used for systems with symmetric positive definite 
M-matrices. However, during an incomplete factorization, a diagonal entry may get close to 
zero or become negative by which the process is aborted [18,19,26]. For avoiding this unpleas- 
ant problem, sometimes certain small positive values are added to the critical diagonal entry, 
and some other strategies are suggested to apply. However, for stiffness matrices, which are 
symmetric positive definite, but usually not M-matrices, no useful way was known to help this 
hard problem. Based on the conditioning analysis for symmetric positive matrices, the technique 
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called C-reduction was used first in [27] and the same conception became known as diagonal 
compensation method due to Axelsson [8]. Then, by adding all positive off-diagonal elements to 
the relevant diagonal entry, an M-matrix is formed from the symmetric positive definite matrix. 
As was shown in [8], in preparing an incomplete factorization preconditioner from the matrix ob- 
tained by the diagonal compensation, the rate of convergence of the relevant PCG method may 
be improved. Some experimental results in [28] show that for systems from structural analysis, 
an incomplete factorization process usually cannot be executed because of the above problem; 
however, applying a diagonal compensation, o problem arose in preparing the incomplete fac- 
torization preconditioner and the rate of convergence became acceptably good. 
3. ON THE EFFECTS OF ORDERINGS 
ON THE CONVERGENCE OF A PCG METHOD 
As is known, in applying an ordering before a sparse symmetric factorization, the number of fill- 
ins may be remarkably reduced, so both the storage and the work requirement of a direct method 
may become pleasantly small. It was believed that in preparing an incomplete factorization, its 
quality depends on the number of fill-ins to be discarded/accepted during the process. For this 
reason, some modified variants of the orderings due to George and Liu [29] (minimum degree 
ordering and nested dissection ordering) were applied [30]. However, as it was shown in [31], 
the effectiveness of an incomplete factorization preconditioner depends really on the norm of 
error matrix (being defined as the difference between the original matrix and its approximate 
factorization). In any case, the effect of orderings on the quality of an incomplete factorization 
preconditioner used in a PCG method has gotten a lot attention [6,9,10,32,33]. Duff et al. [10] 
considered a number of orderings for demonstrating their effects on the convergence ofthe relevant 
PCG method, when incomplete factorization preconditioners were used. For each ordering, the 
tested domain was a 30 x 30 regular grid on which the Dirichlet problem for a two-dimensional 
Laplacian equation by finite difference approximations was solved. The test results show that 
applying the "spiral ordering" due to Duff et al. [2], in most tested cases, a nice convergence was 
achieved. As is known, its starting point is a "central point" [11] of the square regular mesh and 
it can be determined easily for such a well-structured matrix. 
The starting point for a numbering was chosen from an inner (not boundary) part of the graph 
as follows: 
(i) it is a most connected node [1] in the graph, that is, a node of maximum degree; 
(ii) it is chosen as a node maximizing ~]i#j [ai,j[ [9]. 
In both cases, the algorithm due to Notay [9] is executed for numbering the graph. 
4. OUR ALGORITHM FOR F INDING A NODE 
FROM THE "MIDDLE" OF A GRAPH 
Our present aim is to choose a point from a "middle part" of an undirected connected graph. 
Let G = (X, E) be an undirected connected graph with vertex set X and E is the set of its 
edges. For an arbitrary x E X, its eccentricity [29] is defined as the maximum distance measured 
from x (denoted by e(x)). For a node x E X, each node at distance (x) from x is an eccentric 
node for x. Readily seen, a node of minimum eccentricity should be placed in the "middle part" 
of the graph. The minimum eccentricity is the radius of the graph (r(G)) [11], the maximum 
eccentricity is the diameter of the graph (d(G)). A node x E X is a central node if e(x) = r(G). 
The set of central nodes is the center of the graph (C(G)). 
DEFINITION 1. For an arbitrary x E X ,  the level structure rooted at x is a partitioning {L0(x), 
. . . ,  L~(x) , . . . ,  Le(x)(x)} on X satisfying 
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Lo(X) = {x}, 
Li(x) = {y e X; d(x, y) = i}, (1 < i <_ e(x)), 
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where d(x, y) denotes the d/stance between the nodes x and y. 
Note that this definition is equivalent o the one used by George and Liu [29] and it is based 
on the term [34] when the root was chosen as a subset of nodes. 
For determining a central node, all the nodes have to be checked for their eccentricities; that is, 
from each node in X, level structure rooted at this node has to be generated and it is an extremely 
time consuming work. Instead, our aim is to find a node of nearly minimum eccentricity by a 
simple and inexpensive manner. 
DEFINITION 2. (See [35].) For arbitrary x, y e X,  their middle set is defined as 
where 
{ M(x,y) = z e R(x,y); d(x,z) = 
R(x, y) = {z e X; d(x, z) + d(z, y) = d(x, y)} 
and d(x, y) denotes the distance between the nodes x and y. 
Clearly, all the nodes in R(x,y) belong to a shortest path connecting x and y, and in M(x,y) ,  
we select the nodes which are approximately half way from x to y. In case of a regular square 
mesh, if we choose x and y being far enough from each other, for instance, y is an eccentric node 
for x, then M(x, y) should contain a node not belonging to the boundary of the domain. 
Our proposal to find a node of small eccentricity is as follows. 
ALGORITHM 1. (for finding a node of nearly minimum eccentricity) 
{1} Let x E X be an arbitrary node. 
{2} Let y E X be an eccentric node for x. 
{3} Let us determine their middle set M(x, y). 
{4} Let us choose s e M(x,y)  satisfying e(s) = minzeM(x,~){e(z)}. 
Note, the resulting node of Algorithm 1 is usually a central point. A small sample example for 
demonstration is presented in Figure 1, when a 4 x 5 regular grid is considered; here d(G) = 7 
and r(G) --- 4. Let x be chosen as a starting point for the above algorithm with e(x) = 5. Then y 
is the only eccentric node for x. Then M(x, y) = {a, b, c} and e(a) = 6, e(b) = 4 and e(c) = 5. 
The resulting point is b, whose eccentricity is exactly r(G); clearly, it is placed in the middle part 
of the mesh. 
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Based on our test experiments, we can state that if e(x) > r(G), then the resulting eccentricity 
by Algorithm 1 was the exact minimum, in all tested cases. However, if we choose the starting 
point x with e(x) = r(G), then the resulting eccentricity might be larger than r(G). For instance, 
if in Figure 1 the starting point x is chosen as a point of minimum eccentricity (x = b), then its 
resulting node is c and its eccentricity is 5(> 4). If, in addition, it is the only point with minimum 
eccentricity, the resulting eccentricity should be definitely larger than r(G). For avoiding these 
special cases, we do the following. 
ALGORITHM 2. 
{1} Let z be the starting point being chosen arbitrarily. 
{2} Let x be an eccentric node for z. 
{3} Let us execute Algorithm 1 with starting point x. 
Note, the resulting eccentricity of Algorithm 2 is found to be the minimum in all tested cases, 
including the above special cases. We have to note, however, that based on a number of test ex- 
amples derived from stiffness matrices, Algorithm 1 usually results a central node, so, practically, 
there was no reason to apply Algorithm 2 instead. 
As a result of the above discussions, a variant of a spiral ordering can be formed as follows. 
ALGORITHM 3. (for realizing a variant of the spiral ordering for undirected graphs) 
{1} Let us determine a node (s) from the "middle part" of the graph by applying Algorithm 1. 
{2} Let us generate a level structure rooted at s. 
{3} Number the level structure by the Cuthill-McKee's numbering [12]. 
{4} Reverse the numbering [13]. 
5. THE METHOD OF SAINT-GEORGES ET AL. [1] 
AND SOME OF ITS VERSIONS 
As mentioned, a stiffness matrix from finite element structural analysis is symmetric and 
positive definite, but usually it is not an M-matrix. Consequently, many times an incomplete 
factorization cannot be successfully executed. A new and very efficient way was published by 
Saint-Georges et al. [1] for preparing a high quality incomplete factorization preconditioner for 
systems from finite element method of structural analysis. They combined a number of special 
techniques for achieving the great efficiency and its essence is summarized as follows. 
{1} Based on the mechanical properties of the whole problem, a so-called D-reduction is 
performed on the stiffness matrix, by which a reduced matrix is obtained which has block- 
diagonal structure. The idea to produce such a reduced matrix was published first by 
Axelsson and Gustafsson [36] for 2D membrane problem. For 3D solid structure, Shlafman 
and Efrat [37] showed a way how to prepare from the stiffness matrix a block-diagonal 
matrix and the partitioning is based on the degrees of freedom of the same type. As 
was shown in [1], applying the D-reduction to a symmetric positive definite matrix, the 
resulting matrix is also positive definite and symmetric. In addition, the stiffness matrix 
and the reduced matrix derived from it are spectrally equivalent [36,37]. However, this 
reduced matrix usually is not an M-matrix. 
{2} Applying the diagonal compensation [8] (having been called C-reduction first in [27]), an 
M-matrix is formed from the resulting matrix obtained after the D-reduction. It is also 
shown that the spectral equivalence between a positive definite matrix and the matrix 
after the C-reduction is also assured, in addition, the rate of convergence may also be 
improved [8]. 
The above two steps together are called DC-reduction. As is stated in [1], a better convergence 
is assured by the DC-reduction than using the C-reduction alone. 
{3} For improving the quality of the preconditioner to be prepared, an ordering is applied 
called reverse Cuthill-McKee's algorithm by the authors. However, it differs from the 
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well-known reverse Cuthill-McKee's algorithm (for reducing the bandwidth and profile of 
sparse symmetric matrices) as its skeleton below shows it. 
{4} An incomplete factorization is executed for preparing a preconditioner. Each one of IC, 
MIC, DMIC, RIC, and DR/C is applied in further variants. 
{5} Solve the system by PCG method with the prepared preconditioner. 
ALGORITHM 4. (the ordering algorithm applied in {3}) 
{1} Let us choose a starting point which is one of the most connected nodes (that is, it is a 
node of maximum degree). 
{2} Let us generate a level structure rooted at the starting point. 
{3} Number the level structure by using Algorithm 3.1 (in [9, p. 9]). Namely, the starting 
node is numbered first. Then, after having numbered a node, priority to the node with 
the smallest ratio of unnumbered neighbors is given. 
{4} Reverse the numbering [13]. 
In the well-known GENRCM, for a starting point, a node of nearly maximum eccentricity is
chosen and it is usually placed at the boundary of the domain. Contrary, here the starting point 
is chosen from the middle part of the domain (or graph). 
We consider the following versions of PCG solvers obtained by applying different orderings 
in {3} in the previous cheme. 
I. The original version by [1] which we refer to as VOR. 
II. Let the starting point be chosen as a node maximizing ~ i~ j  lai,J[, [9], called as VNOT. 
III. Apply the spiral ordering (by Algorithm 3), called as VSP. 
IV. Apply the general reverse Cuthill-McKee's numbering algorithm [29], denoted by VRCM. 
V. Apply the minimum degree ordering [29], denoted by VMIN. 
VI. Apply the nested dissection ordering [29], called as VNES. 
Each of the above versions is considered with different incomplete factorization preconditioners, 
such as IC(0), MIC(0), DMIC(0), RIC(0), DR/C(0). In such a way, a number of PCG solvers 
became available and we compare them by their efficiency when the same systems of linear 
equations are solved with the same relative iterative rror. 
6. NUMERICAL  RESULTS AND CONCLUSIONS 
Our test problems are from the finite element structural analysis, when linear elastic bar 
structures with 3D beam elements are considered. Six problems were tested being of different 
size. Each bar structure has a square form being supported by its four corner points by springs. 
At these points, all six degrees of freedom are constrained. At the middle of a bar structure, 
there is a load vector which is orthogonal to the plain of the structure and points outwards. The 
spectral condition numbers of the tested stiffness matrices are large (106 - 107). 
We have tested all the versions detailed in the previous ection and as it was also mentioned 
there, each version was tested with each of the considered incomplete factorization preconditioner. 
For measuring their efficiency, we register the number of iterations required for achieving a 
relative iterative rror e = 10 -4. 
REMARKS ON OUR IMPLEMENTATION. 
(a) The D-reduction was executed on the stiffness matrix (not elementary stiffness matr i -  
ces  [11). 
(b) In realizing DMIC and DR/C, we applied exactly the same parameters as used in [1]. 
(c) For each of the variants I, II, and III, the ordering was executed on each connected com- 
ponents of the graph derived from the relevant matrix; and the incomplete factorization 
was executed component by component by which a great reduction in computer time was 
achieved. 
(d) For versions IV, V, and VI, we applied the original subroutines of SPARSPAK [29]. 
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(e) We applied the overlay technique within FORTRAN [29] for trying to optimize the storage 
requirements. 
Our computer esults are presented in Tables 1-3. In Table 1, we present he results obtained 
on all the considered variants (I-VI), when for each one, IC(0) serves as a preconditioner. Table 2 
shows the results when MIC(0) and DMIC(0) are used for preparing preconditioners for the first 
three orderings. Table 3 presents the results for the first three orderings, when RIC(0) and 
DRIC(0) are applied for preparing a preconditioner. 
As the results in Table 1 show, applying the original method (VOR), the number of iterations 
are at pleasantly small levels, as expected. However, applying the strategy of Notay for choosing 
a starting point for the ordering (VNOT), a better convergence was achieved than in case of 
VOR. The best convergence was achieved for the presented variant of the spiral ordering (VSP). 
It is more efficient han VNOT for all the tested problems. In the comparison of VOR and VSP, 
a remarkable reduction in iteration numbers is seen for each considered problem. For the last 
problem (of larger size), the increase of its efficiency exceeds 50%. The orderings due to George 
and Liu [29] seem to be inefficient; they all produce much worse convergence than VOR does. 
The GENRCM seems to be the best among the three considered orderings from the SPARSPAK 
and the nested dissection was found to be the worst. 
Table 1. The number ofiterationsfor IC(0). 
no n VOR VNOT VSP VRCM VMIN VNES 
1 702 73 73 45 73 55 73 
2 2022 186 186 106 200 144 264 
3 3342 337 337 188 396 527 567 
4 4462 531 424 286 620 788 1041 
5 5982 738 584 392 857 1148 1364 
6 7302 1015 743 503 1112 1375 2176 
no: serial number n: size ofthe stiffness matrix 
Table 2. The number of iterations for MIC(0) and DMIC(0). 
MIC(0) DMIC(0) 
no n VOR VNOT VSP VOR VNOT VSP 
1 702 79 79 56 62 62 44 
2 2022 206 237 144 159 190 117 
3 3342 336 368 247 266 316 207 
4 4462 459 422 360 407 409 301 
5 5982 598 551 482 538 535 400 
6 7302 764 698 613 671 666 499 
no: serial number n: size ofthe stiffness matrix 
It is why-- in what follows--we restrict ourselves to consider only the most efficient versions 
VOR, VNOT, and VSP. Tables 2 and 3 show our results obtained with MIC(0)/DMIC(0) and 
RIC(0)/DRIC(0) preconditioners, respectively. Applying the MIC(0), the effect of orderings 
shows the same tendency as in case of IC(0). Namely, VSP was found to be the fastest among 
the three methods. We have to mention, however, that the results for VSP are worse than in 
the case of IC(0). Applying DMIC(0), it could yield an improvement in the iteration numbers 
for all the three methods (in comparing it with the MIC(0)). For VSP, there are only two cases 
(the first and the last problems), when the DMIC(0) preconditioner could yield smaller iteration 
numbers than IC(0) did. 
From Table 3, the same general tendency of the effect of orderings (with RIC(0) and DRIC(0) 
preconditioners) becomes clear. DRIC(0) for VOR could produce some better esults than RIC(0) 
Preconditioned Conjugate Gradient Method 
Table 3. The number of iterations for RIC(0) and DRIC(0). 
RIC(O) DRIC(0) 
no n VOR VNOT VSP VOR VNOT VSP 
1 702 71 71 50 70 70 47 
2 2022 191 196 126 179 198 125 
3 3342 318 339 217 269 326 215 
4 4462 443 406 315 415 422 312 
5 5982 582 538 420 551 554 411 
6 7302 737 683 533 690 692 510 
no: serial number n: size of the stiffness matrix 
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with VOR, but in case of VNOT,  the obtained results are worse with DR]C(0) than for RIC(0) 
(except the first and third problems). The results for VSP with DRIC(0) are somewhat better 
than in the case of VSP and RIC(0) combination. However, these "improved" results are exactly 
worse than the VSP and IC(0) combination. 
We have to mention that we prepared and tested some additional variants of the ordering as 
follows. 
(i) In VOR, we applied the original reverse Cuthil l-McKee's numbering [13]. 
(ii) In VNOT,  we applied the original reverse Cuthil l-McKee's numbering. 
(iii) In VSP, we applied the numbering by Notay [9]. 
(iv) In VSP, we chose the starting point for the spiral ordering, from M(x ,y )  for which 
~#j  [ai,j[ is maximized. 
The results of the above-modified versions were just the same as those for the methods without 
these modifications. 
As a result of the above experiments, we can conclude that  applying any of MIC(0), DMIC(0),  
RIC(0), and DRIC(0) in solving boundary value problems of partial differential equations on a 
square regular grid, a nice improvement in efficiency may be achieved. However, for systems from 
structural  analysis, none of them was more effective than VSP with IC(0) for the tested sample 
problems. Obviously, its presented best results may be improved by applying more accurate 
incomplete factorization in accepting several fill-ins. 
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