A method is proposed for improving sample size calculations for logistic and Poisson regression models by incorporating the limiting value of the maximum likelihood estimates of nuisance parameters under the composite null hypothesis. The method modifies existing approaches of Whittemore (1981) and Signorini (1991) and provides explicit formulae for determining the sample size needed to test hypotheses about a single parameter at a specified significance level and power. Simulation studies assess its accuracy for various model configurations and covariate distributions. The results show that the proposed method is more accurate than the previous approaches over the range of conditions considered here.
I
The class of generalised linear models, first introduced by Nelder & Wedderburn (1972) and later expanded by McCullagh & Nelder (1989, Ch. 2) , is specified by assuming independent scalar response variables Y i (i=1, . . . , N) to have an exponential-family probability density of the form exp[{Y h−b(h)}/a(w)+c(Y, w)].
(1)
The expected value E(Y )=m is related to the canonical parameter h by the function m=b∞(h), where b∞ denotes the first derivative of b. The link function g relates the linear predictors g to the mean response g=g(m). The linear predictors can be written as
where X is a K×1 vector of covariates, and b 0 and b=(b 1 , . . . , b K )T represent the corresponding K+1 unknown regression coefficients. The scale parameter w is assumed to be known. Assume (y i , x i ), for i=1, . . . , N, is a random sample from the joint distribution of (Y, X) with probability density function f (Y, X)= f (Y | X)f (X), where f (Y | X) has the form defined in (1) and f (X) is the probability density function for X. The form of f (X) is assumed to depend on none of the unknown parameters b 0 and b. The likelihood function associated with the data is
It follows from the standard asymptotic theory that the maximum likelihood estimator (b @ 0 , b @ T)T is asymptotically normally distributed with mean (b 0 , bT)T and with variance-covariance matrix given by the inverse of the (K+1)×(K+1) Fisher information matrix I(b 0 , b), where the (i, j )th G S element of I is
We wish to test the composite null hypothesis H 0 : b 1 =0 against the alternative hypothesis
The actual test is performed by referring the statistic to its asymptotic distribution under the null hypothesis, which is the standard normal distribution. In general, there is no simple closed-form expression for Fisher's information matrix except in some special cases. In view of their practical importance and the existence of explicit formulae, we restrict attention to the cases of logistic and Poisson regression models. For the logistic regression model, an approximate expression for Fisher's information matrix was provided in Whittemore (1981) . The approximation is based on the moment generating function of the distribution of the covariates and is valid when the overall response probability is small. A formula for determining the sample size is based on the resulting asymptotic variance of the maximum likelihood estimator of the parameters. Later, the technique was extended to the Poisson regression model in Signorini (1991) . However, in this case, the expression of Fisher's information matrix is exact and there is no restriction of use in terms of the overall response level. This paper presents a direct modification of the approaches of Whittemore (1981) and Signorini (1991) to the question of sample size calculations. The major difference between our approach and theirs is that the value of the nuisance parameter under the null model is different from that under the alternative model. We use the limiting value of the maximum likelihood estimator of
=0 as specified in the null hypothesis. Self & Mauritsen (1988) and Self et al. (1992) took a similar approach to the determination of sample sizes for the score statistic and likelihood ratio test, respectively, within the framework of generalised linear models. Although their methods are applicable to logistic and Poisson regression models, they assumed all the covariates in the model to be categorical with a finite number of covariate configurations. However, here we allow the covariate to be continuous or discrete with an infinite number of configurations, as in the cases of normal and Poisson covariates.
In § 2, the methodology is described and the procedures are illustrated with examples. In § 3, simulation studies are performed and comparison made with the methods of Whittemore (1981) , Signorini (1991) and Self et al. (1992) .
T  
It was shown in Whittemore (1981) 
with X 0 =1, for logistic regression with small response probabilities, while the equation is exact for the case of Poisson regression as described by Signorini (1991) . Based on this question and the moment generating function of the distribution of covariates, m(t)=E{exp(XTt)}, the asymptotic variance of the maximum likelihood estimator
, and m ij =∂2m/∂t i ∂t j , for i, j=0, . . . , K. In order to approximate the required sample size, we need to examine the asymptotic mean and variance of b @ 1 under the null model, as in Self & Mauritsen (1988) .
, where S N represents derivatives of the loglikelihood function with respect to (b 0 , b 2 , . . . , b K ) and E{.} denotes expectation taken with respect to the true value of
We synthesise the ideas of Whittemore (1981) and Self & Mauritsen (1988) by incorporating the value (b* 0 , b*) with b*=(0, b* 2 , . . . , b* K ) as the asymptotic mean under the null model. Thus, the sample size needed to test the hypothesis Miscellanea H 0 : b 1 =0 with specified significance level a and power 1−c against the alternative
where Z p is the 100(1−p)th percentile of the standard normal distribution. In contrast, Whittemore (1981) and Signorini (1991) set the values of the nuisance parameter equal to
, under both the null and alternative models. In our notation this gives
In order to improve the accuracy, some modification was provided in Whittemore (1981) . For the univariate case, K=1, the sample size is more accurately calculated as
where
For the multivariate case, KÁ2, the correction is too complicated, and a simple version was proposed for routine use:
In summary, the actual implementation of the proposed approach is as follows. For a chosen logistic or Poisson regression model with specified parameter value (b 0 , b), distribution of covariates f (X) and required significance a and power 1−c, the minimum sample size N needed is determined from equation (2). The test statistic is
which is referred to the standard normal distribution. The null hypothesis is rejected if the absolute value of the statistic exceeds Z a/2 . To illustrate the general formula we continue the sample size calculations in Whittemore (1981) and Signorini (1991) for logistic and Poisson regression models, respectively. Whittemore (1981) presented the problem of testing whether or not the incidence of coronary heart disease among white males aged 39-59 is related to their serum cholesterol level. During an 18-month follow-up period, the probability of a coronary heart disease event for a subject with the population mean serum cholesterol level is judged to be 0·07, and the cholesterol levels in this population are well represented by a standard normal distribution. Hence, we consider a simple logistic regression with g=b 0 +Xb 1 , b 0 =log(0·07), and X~N(0, 1). To detect the odds ratio of e0·1, corresponding to b 1 =0·1, and e0·5, corresponding to b 1 =0·5, for a subject with a cholesterol level of one standard deviation above the mean at a significance level 0·05 and with power 0·95, equation (4) yields N W1 =21 147 and N W1 =839, respectively. Here
To detect the same effects with the proposed method (2), the required sample sizes are N PM = 18 478 and N PM =662, respectively. The respective values of b* 0 are −2·6549 and −2·5541. Signorini (1991) discussed a study of water pollution in terms of the number of illnesses and infections contracted per swimming season for ocean swimmers versus non-ocean or infrequent swimmers. We continue to consider a simple Poisson regression for the number of infections, with a Sample sizes needed to achieve power 0·9 and 0·95, respectively. b Nominal powers at calculated sample sizes of the proposed method in a. c The categorical approximation of Po (5) is (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) with probabilities (0·0404, 0·0842, 0·1404, 0·1755, 0·1755, 0·1462, 0·1044, 0·0653, 0·0363, 0·0318). d The categorical approximation is (−2·2, −1·7, −1·2, −0·7, −0·2, 0·2, 0·7, 1·2, 1·7, 2·2) with probabilities (0·0228, 0·0441, 0·0918, 0·1499, 0·1915, 0·1915, 0·1499, 0·0918, 0·0441, 0·0228).
a single Bernoulli covariate indicating ocean swimming if X=1 and with p=pr(X=1)=0·5. In this case, the estimated infection rate of non-ocean or infrequent swimmers is 0·85, corresponding to b 0 =log(0·85), and the ratio of mean response for X=1 to mean response for X=0 is 1·3, corresponding to b 1 =log(1·3). It follows from equation (3) with n(b 1 )={p exp(b 1 )}−1+(1−p)−1 that the sample sizes N WS needed for a significance level 0·05 with power 0·80, 0·90 and 0·95 are 518, 685 and 841, respectively. Our equation (2) gives 469, 629 and 779 at the three corresponding power levels and b* 0 =−0·0228. a Sample sizes needed to achieve power 0·9 and 0·95, respectively. b Nominal powers at calculated sample sizes of the proposed method in a. c The categorical approximation of Po (5) is (1, 2, 3, 4, 5, 6, 7, 8, 9, 10) with probabilities (0·0404, 0·0842, 0·1404, 0·1755, 0·1755, 0·1462, 0·1044, 0·0653, 0·0363, 0·0318). d The categorical approximation is (−2·2, −1·7, −1·2, −0·7, −0·2, 0·2, 0·7, 1·2, 1·7, 2·2) with probabilities (0·0228, 0·0441, 0·0918, 0·1499, 0·1915, 0·1915, 0·1499, 0·0918, 0·0441, 0·0228).
S 
The finite-sample adequacy of our formula was assessed through simulations, in which we also compared the proposed method to those of Whittemore (1981 ), Signorini (1991 and Self et al. (1992) . The results are presented in Tables 1 and 2 for logistic and Poisson regression models, respectively.
For both regression models, two linear predictors are examined, namely g=b 0
In the case of the simple linear predictor g=b 0 +X 1 b 1 , we consider Ber(0·5), normalised Po(5) and standard normal distributions for the covariate X 1 . For the second predictor
, the joint distribution of (X 1 , X 2 ) is assumed to be multinomial with probabilities p 1 , p 2 , p 3 and p 4 , corresponding to (x 1 , x 2 ) values of (0, 0), (0, 1), (1, 0) and (1, 1), respectively. Three sets of (p 1 , p 2 , p 3 , p 4 ) are studied to represent different distributional shapes, namely (0·76, 0·19, 0·01, 0·04), (0·4, 0·1, 0·1, 0·4) and (0·25, 0·25, 0·25, 0·25). Both the parameter of interest b 1 and the confounding parameter b 2 are taken to be log 2. The intercept parameter b 0 is chosen to satisfy the overall response m : =0·05, where m : =E[exp(g)/{1+exp(g)}] and m : =E{exp(g)} for the logistic and Poisson regression models, respectively.
First, we calculated from equations (2)-(5) the sample sizes (N PM , N WS , N W1 , N W2 ) required to achieve the selected significance 0·05 and power (0·90, 0·95) within the model specifications. Let N S denote the sample size for the approach of Self et al. (1992) . Since they assumed all of the covariates to be categorical with a finite number of configurations, discretisation schemes are needed for the cases of Poisson and standard normal covariates; the chosen schemes are listed in the footnotes of Tables 1 and 2 . These estimates of sample size allow comparison of relative efficiencies of the approaches. Since the magnitude of the sample size affects the accuracy of the asymptotic distribution and the resulting formulae, we unify the sample sizes in the simulations; the sample size N PM is chosen as the benchmark and is used to recalculate the nominal powers for all competing approaches.
Estimates of the true power associated with given sample size and model configuration are then computed through Monte Carlo simulation based on 5000 independent datasets. For each replicate, N PM covariate values are generated from the selected distribution. These covariate values determine the incidence rates for generating N PM Bernoulli or Poisson outcomes. Then the test statistic is computed and the estimated power is the proportion of the 500 replicates whose test statistic values exceed the critical value. The adequacy of the sample size formula is determined by the difference between the estimated power and nominal power specified above. All calculations are performed using programs written with SAS/IML (SAS Institute, 1989) .
The results in Tables 1 and 2 suggest that there is a close agreement between the estimated power and the nominal power for the proposed method regardless of the model configuration and covariate distribution. The only exceptions are with the extremely skewed multinomial covariate distribution (0·76, 0·19, 0·01, 0·04). The approach of Self et al. (1992) is also very good at achieving the nominal levels, but the approaches of Whittemore (1981) and Signorini (1991) incur much larger errors. We conclude that the proposed method maintains the accuracy within a reasonable range of nominal power and is much more accurate than the previous approaches proposed by Whittemore (1981) and Signorini (1991) . Nevertheless, unbalanced allocations appear to degrade the accuracy of sample size calculations.
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