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Abstract—A new permutation decoding approach for polar
codes is presented. The complexity of the algorithm is similar
to that of a successive cancellation list (SCL) decoder, while it
can be implemented with the latency of a successive cancellation
decoder. As opposed to the SCL algorithm, the sorting operation
is not used in the proposed method. It is shown that the error
correction performance of the algorithm is similar to that of
the SCL decoder for polar codes. Moreover, a new construction
aiming to improve the error correction performance of polar
codes under the proposed algorithm is presented.
I. INTRODUCTION
Polar codes have been shown to achieve the symmetric
capacity of any binary-input discrete memoryless channel
under a low-complex successive cancellation (SC) decoder
[1]. However, the performance of the finite length polar codes
under the SC decoder is quite poor. To solve the issue, a suc-
cessive cancellation list (SCL) decoder has been proposed [2].
It allows getting performance very close to that of maximum-
likelihood decoding. It has been shown that if some additional
information is used to select the correct codeword from the
list, e.g. cyclic redundancy check (CRC), then it is possible
to achieve the performance of the state-of-the-art low-density
parity check codes.
The bottleneck of the SCL decoding algorithm with a large
list size is sorting operation increasing the decoding latency
[3]. One of the approaches to get rid of sorting, while keeping
the error correction performance close to that of the SCL
decoder, is an SC flip decoder [4]. If the codeword returned
by the algorithm does not pass the CRC, then the algorithm
has several attempts to identify the first error bit and to flip
it. Some approaches have been proposed recently aiming to
enhance the identification of the first error bit index [5].
The procedures allow improving the performance of the SC
algorithm while requiring the same amount of memory [4].
In the paper, a new permutation decoding method for
polar codes is proposed. Its error correction performance is
similar to that of the SCL decoding method, while it can
be implemented with the latency of the SC decoder and the
hardware complexity O(Ln), where n is the code length and
L is the list size. It is shown that the method can be used
for decoding of polar codes optimized for the SCL algorithm.
Also, an algorithm for the optimization of the frozen bits set
for considered permutation decoding is presented.
The rest of the paper is organized as follows. Section
II provides a general description of polar codes. In section
III a new permutation decoding method for polar codes is
presented. In section IV we propose a method for finding
good permutations and an approach for the optimization of
the frozen bits set for the proposed permutation decoding
algorithm. Numerical results are presented in section V. We
conclude the paper in section VI.
II. POLAR CODES
(n, k) polar code [1] is a linear block code of length
n = 2m, where m is some positive integer, and dimension
k generated by k rows ji ∈ {0, 1, . . . , n− 1} \ F , 0 ≤ i < k
of the matrix
Am =
[
1 0
1 1
]⊗m
, (1)
where X⊗m denotesm-times Kronecker product of the matrix
X with itself. The set of frozen bits F is constructed as a set
of indices i maximizing error correction performance of the
code. For instance, Gaussian approximation (GA) for density
evolution [6] can be used to generate polar codes having
optimal error correction performance under the SC decoding
algorithm in the binary-input additive white Gaussian noise
(BI-AWGN) channel.
Polar codes log likelihood ratio (LLR) based SCL decoding
[3] can be efficiently implemented using the factor graph
representation [1]. LLRs are calculated in a recursive manner
using the following operations
f−(x, y) , ln
(
ex+y + 1
ex + ey
)
, (2a)
f+(x, y, u) , (1− 2u)x+ y, (2b)
where x and y are real, while u is binary. Instead of using
(2a), we will follow the approach proposed in [3] and use the
hardware-friendly approximation, namely
f− (x, y) ≈ f˜− (x, y) , sign (x) sign (y)min {|x| , |y|} . (3)
III. PERMUTATION DECODING ALGORITHM
Recall that a permutation group of the code contains per-
mutations of the code positions that does not change the
set of codewords, i.e. transform any codeword of the code
to another or the same codeword. For instance, Reed-Muller
codes have the permutation group, which is isomorphic to the
whole affine group GA(m) [7, Sec. 13.9]. Unfortunately, the
permutation group of an arbitrary polar code have no explicit
construction [8]. Here, for simplicity, we will consider only
m! factor graph layers permutations pil : (0, 1, . . . ,m− 1)→
Input: A vector of LLRs yˆl, a vector of bits uˆ0, a set of the
frozen bits F , an index of outer code g, a layer index l, a
permutation pi.
Output: A decoded codeword metric M , a vector of bits uˆl.
function SC(yˆl, uˆ0,F , g, l, pi)
Set uˆl to be all zeros vector of size 2l
if l = 0 then
if pi (g) ∈ F then
uˆ0[g]← 0, uˆl[0]← 0
M ← min
{
0, yˆl[0]
}
else
if yˆl[0] ≤ 0 then
uˆ0[g]← 1, uˆl[0]← 1
else
uˆ0[g]← 0, uˆl[0]← 0
end if
M ← 0
end if
return M , uˆl
end if
Set yˆl−1 to be all zeros vector of size 2l−1
for i = 0 to 2l−1 − 1 do
yˆl−1[i]← f˜−
(
yˆl[i], yˆl[i+ 2l−1]
)
end for
M, uˆl−1 ← SC
(
yˆl−1, uˆ0,F , 2g, l− 1, pi
)
for i = 0 to 2l−1 − 1 do
uˆl[i]← uˆl−1[i]
yˆl−1[i]← f+
(
yˆl[i], yˆl[i+ 2l−1], uˆl−1[i]
)
end for
M ′, uˆl−1 ← SC
(
yˆl−1, uˆ0,F , 2g + 1, l − 1, pi
)
M ←M +M ′
for i = 0 to 2l−1 − 1 do
uˆl[i]← uˆl[i]⊕ uˆl−1[i]
uˆl[i + 2l−1]← uˆl−1[i]
end for
return M , uˆl
end function
Fig. 1: Recursive calculations used in the SC algorithm.
(
pil (0) , pil (1) , . . . , pil (m− 1)
)
[9]. Let pi be the correspond-
ing bit indices permutation.
The set of frozen bits may be changed after applying a
factor graph layers permutation. In such a case the permutation
does not belong to the permutation group, but the code
remains polar and can be decoded using the SC algorithm
[10]. Moreover, such kind of permutation can lead to a
significant error correction performance degradation. Thus, the
joint optimization of the frozen bits set and the permutations
set is required. Also, it is possible to optimize the permutations
set for the fixed frozen bits set.
Here the following permutation decoding approach is pro-
posed. Firstly, a permutations set containing L factor graph
layers permutations is generated. Then, the SC algorithm
process L permuted versions of the received channel LLRs,
and return L decoded codewords with the corresponding
metrics. Finally, the codeword with the best metric is returned
as the output of the algorithm. The formal description of the
proposed permutation decoding method with the LLR based
metric is presented in Figs. 1 – 2. An example of the factor
graph layers permutation and its effect on the SC decoding
algorithm is depicted in Fig. 3.
The latency and the hardware complexity of the proposed
permutation algorithm can be estimated using that of the SC
decoder. The latency of the SC decoder equals O(n logn),
while the hardware complexity equals O(n) [11], where n
is the code length. Observe that all instances of the SC
decoder are independent and can be run in parallel. Thus,
the latency of a parallel implementation equals that of the
SC decoder, while the hardware complexity equals that of L
independent SC decoders, namely O(Ln). To minimize the
hardware complexity of the proposed decoder, it is possible to
run instances of the SC decoders one after another. In such a
case, the hardware complexity of the considered permutation
decoding method equals that of the SC decoder, namely O(n),
while the latency equals O(Ln logn). Also, the considered
permutation decoding algorithm benefits from different hard-
ware improvements of the SC decoder.
The main benefit of the proposed method is that it does
not use a sorting operation. Thus it is more feasible for a
hardware implementation than the SCL algorithm. However,
the presented permutation decoder can return less than L
unique codewords, limiting the error correction performance in
the case when the CRC is used to select the correct codeword
from the list. Nevertheless, the fact can be used to significantly
decrease the number of calculations, with the error correction
performance degradation being negligible [12].
IV. PERMUTATIONS AND FROZEN BITS SETS OPTIMIZATION
A. Permutations set optimization for the fixed frozen bits set
It has been observed that an arbitrary factor graph layers
permutation can lead to a significant error correction perfor-
mance degradation due to the frozen bits set change [10].
Thus, the permutations set should be optimized to maximize
the error correction performance of the decoder. Since for the
code of length n = 2m there are m! possible permutations, it
is impossible to use simulations to find the best permutations
set for a large n. So, we propose a sub-optimal approach
based on optimization of a lower bound for the error correction
performance of the considered permutation decoder.
Let Xpii be the event that the SC decoder returns an incor-
rect codeword in the case the permutation pii is applied. Then
the block error probability P of the proposed permutation
decoding algorithm with list size L can be estimated as
P = P
(
L−1⋂
i=0
Xpii
)
= P (Xpi0)P (Xpi1 |Xpi0) . . . P
(
XpiL−1 |Xpi0 . . . XpiL−2
)
.
(4)
Input: A code length n, a set of the frozen bits F , a vector of
received channel LLRs yˆ, a set of permutations P of size
L.
Output: A vector of decoded bits uˆ, a decoded codeword
metric M .
function PERMDECODING(n,F , yˆ,P)
M ← −∞
m = log2 n
Set uˆ to be all zeros vector of size n
for all pi ∈ P do
Set uˆ0 to be all zeros vector of size n
M ′, uˆm ← SC
(
pi (yˆ) , uˆ0,F , 0,m, pi
)
if M ′ > M then
M ←M ′
uˆ← pi−1
(
uˆ0
)
end if
end for
return uˆ,M
end function
Fig. 2: Permutation decoding algorithm.
Since the conditional probability P
(
Xpij |Xpi0 . . . Xpij−1
)
is
hard to evaluate, we will consider a lower bound for P , namely
P ≥
L−1∏
i=0
(P (Xpii)) . (5)
P (Xpii) can be efficiently calculated using GA for density
evolution. The algorithm can be used to estimate the error
probability of the synthetic bits subchannels Pˆi [6], where i is
the channel index. Knowing all Pˆi, the block error probability
in the case the permutation pi is applied can be approximated
as
P (Xpi) ≈ 1−
∏
i∈I
(
1− Pˆpi(i)
)
, (6)
where I = {0, 1, . . . , n− 1} \F [6]. So, (5) can be evaluated
using the output of a single launch of GA for density evolution,
and L block error probability approximations (6).
Based on (5), a permutations set P for the fixed frozen bits
set can be optimized as follows. Firstly, the bit error probabil-
ity is calculated for each synthetic subchannel. Then, the block
error probability is calculated for each layers permutation.
Finally, layers permutations are sorted by the corresponding
block error probability in ascending order, and L permutations
with the lowest block error probability are selected.
Although (5) allows getting a rough estimate of the block
error probability of the considered permutation decoder, it does
not take into account that two permutations having low block
error probability can correct the same error patterns. This fact
significantly affects the error correction performance of the
permutation decoder optimized by the proposed algorithm.
It has been observed that the layers permutations with the
lowest block error probability are similar to each other in
terms of Hamming distance. So, it is assumed that the layers
permutations with the small Hamming distance correct a large
number of identical error patterns. In order to solve the issue, it
is proposed to select layers permutations having large enough
Hamming distance to each other. As will be shown later, this
limitation allows significantly improve the error correction
performance of the proposed decoder.
B. Frozen bits set optimization for permutation decoding
Recall that Reed-Muller codes have the permutation group,
which is isomorphic to the whole affine group GA(m) [7,
Sec. 13.9]. Thus, any permutations set is optimal from (5)
point of view. Moreover, it has been observed that the error
correction performance of the considered algorithm is similar
to that of the SCL in the case of Reed-Muller codes decoding
[12]. Based on the observation, construction of polar codes
having known automorphism group is proposed. The main
idea of the approach is to select a set of layers that can be
permuted randomly without the error correction performance
degradation under SC decoding. Thus, the permutations set
is constructed as a subset of such permutations. Nevertheless,
one needs to construct a frozen bits set having both good error
correction performance under SC decoding and a large enough
automorphism group.
While optimizing (n, k) polar code using GA for density
evolution, one needs to choose k information bits correspond-
ing to synthetic subchannels having the largest capacity. In
order to preserve the automorphism group, it is necessary to
split bits indices into disjoint sets G0, . . . Gt−1 in such a way,
that
∀pi ∈ Pˆ∀i ∈ [0, t− 1]∀j ∈ Gi, pi(j) ∈ Gi, (7)
where Pˆ is a subset of permutations, which are used for
decoding. We refer Pˆ as a set of all available permutations.
So, the set of frozen bits is constructed as a set of sets
G0, . . . Gt−1 having the lowest synthetic subchannels capacity.
This construction guarantees that any permutation pi ∈ Pˆ can
be efficiently used for the considered permutation decoding
method without additional optimization.
Example: Consider a polar code of length 32. Let a set
of all available permutations be constructed as the subset of
factor graph layers permutations
{
pil : pil (0) = 0, pil (1) = 1
}
.
In such a case, bits indices can be splitted as
{ {31} , {15, 23, 27} , {29} , {30} , {7, 11, 19} , {28} ,
{13, 21, 25} , {14, 22, 26} , {3} , {12, 20, 24} , {5, 9, 17} ,
{6, 10, 18} , {4, 8, 16} , {1} , {2} , {0}}.
(8)
It can be easily seen that a code of any dimension can be
constructed using splitting (8).
Based on a splitting, the frozen bits set construction task
can be solved as a knapsack problem, with weights being
equal to the cardinality of the set. Value of each set can be
calculated as the maximum bit error probability of synthetic
bit subchannel corresponding to an index in the set. Although
it is not guaranteed that it is possible to construct a polar code
of a given dimension k in such a manner, one can construct
a polar code of a dimension k′ > k and remove some bit
indices from the worst value set. In such a case, permutations
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Fig. 3: Example of the factor graph layers permutation and
its influence on SC decoding. Consider that the informa-
tion vector x = [0, 1, 1, 1] is transmitted and the vector of
LLRs y = [−3.42, 2.97, 3.16, 1.45, 1.01, 0.32, 2.00,−6.12] is
received. F = {0, 1, 2, 4}. (a) The plain SC decoder makes
a wrong decision while processing the first information bit
(highlighted in red). (b) The SC decoder returns correct
codeword after applying permutation pi = (0, 1, 4, 5, 2, 3, 6, 7)
to the input LLRs vector and pi−1 to the decoded bits. Note that
the order in which the information bits are decoded is changed.
(c) The permutation of the factor graph layers corresponding
to the permutation pi is applied.
from the set Pˆ can lead to the frozen bits set change, but the
block error probability for each permutation is upper bounded
by the block error probability of the code with dimension k′.
V. SIMULATION RESULTS
It is assumed that the transmission is performed over a BI-
AWGN channel and block error rate (BLER) is estimated.
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Fig. 4: The error correction performance of the polar code of
dimension 128 and length 256. List size equals 16.
Effect of different permutations sets on the error correction
performance of the considered permutation decoder is depicted
in Fig. 4. The polar code of length 256 and dimension 128
obtained using the construction adopted by the 3rd Genera-
tion Partnership Project (3GPP) [13] is considered. The list
size equals 16. A random permutations set contains trivial
permutation and 15 random ones. Also, permutations sets
optimized using (5) with the minimum Hamming distance
between the elements constraint are taken into account. Sim-
ulation results demonstrate that the considered permutation
decoding algorithm with the permutations set optimized with
the minimum Hamming distance constraint allows getting
the error correction performance close to that of the SCL
decoder. Namely, performance degradation is at most 0.25 dB.
The random permutations set, as well as the set optimized
without minimum Hamming distance constraint, demonstrates
performance degradation at least 0.5 dB for high Signal-to-
Noise Ratio (SNR) region.
The error correction performance of polar codes of length
512 and dimensions 170 and 256 under the SCL and the
permutation decoding algorithm with list size 16 are pre-
sented in Fig. 5 and Fig. 6 respectively. For the fixed frozen
bits set scenario, indices of frozen subchannels are selected
in accordance with the procedure adopted by the 3GPP
[13], while the permutations set is optimized using lower
bound for the error correction performance (5). Moreover,
it is considered that Hamming distance between any two
permutations in the permutations set is greater or equal
than 5. For joint optimization scenario, the set of frozen
bits is optimized using GA for density evolution, while the
permutations set is a subset of all available permutations{
pil : pil (0) = 0, pil (1) = 1, pil (2) = 2, pil (3) = 3
}
. Thus, the
maximum list size equals 120.
In case of the predefined frozen bits set, the permutation de-
coder demonstrates error correction performance degradation
−4 −3 −2 −1 0 1 2
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Fig. 5: The error correction performance of polar code of
dimension 170 and length 512. List size equals 16.
up to 0.25 dB, while the joint optimization of both the frozen
bits set and the permutations set allows getting codes having
the same error correction performance under the SCL and the
permutation decoding algorithms. Moreover, joint approach
outperforms 3GPP polar codes in high SNR region under
the proposed permutation decoding method for the considered
dimensions.
VI. CONCLUSIONS
A novel permutation decoding approach for polar codes is
presented. The main benefit of the proposed method is absence
of sorting operations making it more feasible for hardware
implementation in comparison with the SCL algorithm. It
is shown that it is possible to construct polar codes having
similar performance under the SCL and considered permuta-
tion decoding while outperforming state-of-the-art 3GPP polar
codes in high SNR region under SCL decoding with list
size 16. Moreover, it is demonstrated that it is possible to
optimize a permutations set for the fixed frozen bits set, with
the error correction performance degradation being at most
0.25 dB. The construction of the permutations set is based
on minimization of the lower bound for the error correction
performance, while the exact theoretical analysis of the block
error probability is an open problem.
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