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This paper deals with the class of singular quasilinear elliptic problem
−pu = μ |u|
p−2u
|x|p + k(x)
|u|p∗(s)−2u
|x|s + λ f (x,u) in Ω, u = 0 on ∂Ω,
where Ω ⊂ RN is a smooth bounded domain, and Ω is G-symmetric with respect to a
subgroup G of O (N), 0 ∈ Ω , 1 < p < N , pu = div(|∇u|p−2∇u) is the p-Laplacian, 0 
μ < μ¯, μ¯ = ( N−pp )p , 0 s < p, λ 0, p∗(s) = (N−s)pN−p , k(x) is continuous and G-symmetric
on Ω , and f : Ω × R → R is a continuous nonlinearity of lower order satisfying some
conditions. By using the variational methods and analytic techniques, we obtain several
existence and multiplicity results of G-symmetric solutions under certain hypotheses on μ,
λ and k.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
In recent years, many papers have been devoted to the study of the singular quasilinear elliptic problem of the type⎧⎨
⎩−pu = μ
|u|p−2u
|x|p + f (x,u), in Ω,
u = 0, on ∂Ω,
(1.1)
where Ω ⊂ RN is a smooth domain (bounded or unbounded) containing the origin, 1 < p < N , pu = div(|∇u|p−2∇u) is
the p-Laplacian, 0  μ < μ¯, μ¯ = ( N−pp )p is the best Hardy constant and f : Ω × R → R is a measurable function with
critical growth. This kind of equation arises in many areas of applied physics, including celestial mechanics, ﬂuid mechanics,
Newtonian ﬂuids, and ﬂow through porous media (see, for example [1]). Due to this fact, many existence, nonexistence and
multiplicity results to equations like (1.1) have been obtained with various hypotheses on the measurable function f (x,u),
see for example [2–7] and the references therein.
Recently, Deng and Jin [8] considered the existence of nontrivial solutions of the following critical singular problem
−u = μ u|x|2 + k(x)
u2
∗(s)−1
|x|s in R
N , (1.2)
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Z. Deng, Y. Huang / J. Math. Anal. Appl. 384 (2011) 578–590 579where N > 2, 0  s < 2, 0  μ < μ¯ = ( N−22 )2, 2∗(s) = 2(N−s)N−2 is the critical Hardy–Sobolev exponent, and k is a bounded,
continuous function satisfying some symmetry conditions with respect to a subgroup G of O (N). By using a variant of
the concentration–compactness principle of P.L. Lions together with the standard variational arguments, they proved the
existence and multiplicity of G-symmetric solutions under some assumptions on k. Very recently, Deng and Huang [9]
extended the results in [8] to the critical semilinear elliptic equations of Caffarelli–Kohn–Nirenberg type. We also mention
that when μ = 0, s = 0 and the right-hand side term u2∗(s)−1 is replaced by uq−1 (1 < q < 2NN−2 or q = 2NN−2 ) in (1.2), the
existence and multiplicity of G-symmetric solutions of (1.2) were obtained in [10–12].
In this paper, motivated by [8,10], we consider the following singular elliptic equation⎧⎨
⎩−pu = μ
|u|p−2u
|x|p + k(x)
|u|p∗(s)−2u
|x|s + λ f (x,u), in Ω,
u = 0, on ∂Ω,
(1.3)
where Ω is a bounded, G-symmetric domain (see Section 2 for details) in RN with the smooth boundary ∂Ω , 0 ∈ Ω ,
1 < p < N , pu = div(|∇u|p−2∇u) is the p-Laplacian, 0μ < μ¯, μ¯ = ( N−pp )p , 0 s < p, λ 0, p∗(s) = (N−s)pN−p is the criti-
cal Hardy–Sobolev exponent and p∗(0) = p∗ = NpN−p is the critical Sobolev exponent, k ∈ C(Ω)∩ L∞(Ω) and f ∈ C(Ω ×R,R)
satisfy some conditions which will be speciﬁed later. Due to the nonlinear perturbation f (x,u) and the singularities caused
by the terms 1|x|p and
1
|x|s , compared with the semilinear equation (1.2), the quasilinear equation (1.3) becomes more com-
plicated to deal with and we have to overcome more diﬃculties in the study of G-symmetric solutions. To our knowledge,
there is no result on the existence of G-symmetric solutions of (1.3) for p 
= 2, s 
= 0 and λ 0. Note that, we have three
parameters μ, s and λ here and we will try to treat the both cases of λ = 0 and λ > 0.
This paper is organized as follows. In Section 2 we will establish the appropriate Sobolev space which is applicable to
the study of the problem (1.3), and will give the main results of this paper. In Section 3, we detail the proofs of some
existence and multiplicity results for the case λ = 0 in (1.3). In Section 4, we give the proofs of existence and multiplicity
results of G-symmetric solutions for the case λ > 0 in (1.3). Our methods in this paper are mainly based on a variant of the
concentration–compactness principle of P.L. Lions and variational arguments.
2. Preliminaries and main results
Let O (N) be the group of orthogonal linear transformations of RN with natural action and let G ⊂ O (N) be a subgroup
with the property that Fix{G} = {0}, where Fix{G}  {x ∈ RN ; gx = x, ∀g ∈ G} is the ﬁxed point set of the action of G
on RN . For x 
= 0 we denote the cardinality of Gx = {gx; g ∈ G} by |Gx| and set
|G| inf{|Gx|; x ∈ RN\{0}}.
In particular, |G| may be +∞. We call Ω a G-symmetric subset of RN , if x ∈ Ω , then gx ∈ Ω for all g ∈ G . For any f (x)
deﬁning on RN , we call f (x) a G-symmetric function if for all g ∈ G and x ∈ RN , f (gx) = f (x) holds.
Let W 1,p0 (Ω) denote the closure of C∞0 (Ω) with respect to the norm (
∫
Ω
|∇ · |p dx)1/p . We recall that the Hardy–Sobolev
inequality (cf. [3]) asserts that for all W 1,p0 (Ω), there is a constant C = C(q, s, p) > 0 such that(∫
Ω
|x|−s|u|q dx
)p/q
 C
∫
Ω
|∇u|p dx, p  q p∗(s). (2.1)
As q = s = p, the inequality (2.1) becomes the well-known Hardy inequality (cf. [2,3]),∫
Ω
|u|p
|x|p dx
1
μ¯
∫
Ω
|∇u|p dx, ∀u ∈ W 1,p0 (Ω), (2.2)
where μ¯ = ( N−pp )p . Now we employ the following norm in W 1,p0 (Ω),
‖u‖
[∫
Ω
(
|∇u|p − μ |u|
p
|x|p
)
dx
]1/p
, 0μ < μ¯.
By the Hardy inequality (2.2) we easily see that the above norm is equivalent to the norm (
∫
Ω
|∇u|p dx)1/p .
For a bounded and G-symmetric domain Ω ⊂ RN , 0 ∈ Ω , the natural functional space to study the problem (1.3) is the
Banach space W 1,p0,G (Ω) which is the subspace of W
1,p
0 (Ω) consisting of all G-symmetric functions. Now in this paper, we
consider the following problems
(Pλ)
⎧⎪⎨
⎪⎩
−pu = μ |u|
p−2u
|x|p + k(x)
|u|p∗(s)−2u
|x|s + λ f (x,u), x ∈ Ω,
u > 0 in Ω, and u ∈ W 1,p(Ω).0,G
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Aμ  inf
u∈W 1,p0 (Ω)\{0}
∫
Ω
(|∇u|p − μ |u|p|x|p )dx
(
∫
Ω
|x|−s|u|p∗(s) dx)p/p∗(s) (2.3)
and
y(x) = C−δUμ
( |x|

)
, (2.4)
where  > 0, δ  (N − p)/p and the constant C = C(N, s, p,μ) > 0, depending only on N , s, p and μ. From [7], we know
that Aμ is independent of Ω and y(x) satisﬁes the equations∫
RN
(
|∇ y |p − μ |y |
p
|x|p
)
dx = 1 (2.5)
and ∫
RN
|x|−s yp∗(s)−1 ν dx =A
− p∗(s)p
μ
∫
RN
(
|∇ y |p−2∇ y∇ν − μ |y |
p−2 yν
|x|p
)
dx
for all ν ∈D1,p(RN ), where D1,p(RN ) = {u ∈ Lp∗(RN ); |∇u| ∈ Lp(RN )}. In particular, we have (let ν = y )∫
RN
|x|−s yp∗(s) dx =A
− p∗(s)p
μ . (2.6)
Uμ > 0 is radially symmetric and decreasing. Moreover, the following asymptotic properties at the origin and inﬁnity for
Uμ(r) and U ′μ(r) hold (cf. [7]):
lim
r→0 r
l1Uμ(r) = C1 > 0, (2.7)
lim
r→+∞ r
l2Uμ(r) = C2 > 0, (2.8)
lim
r→0 r
l1+1U ′μ(r) = C1l1 > 0, (2.9)
lim
r→+∞ r
l2+1U ′μ(r) = C2l2 > 0, (2.10)
where C1, C2 are positive constants depending only on N and p, and l1, l2 are the zeroes of the function
L (t) = (p − 1)t p − (N − p)t p−1 + μ, t  0, 0μ < μ¯ (2.11)
satisfying
0 l1 < δ < l2 
N − p
p − 1 . (2.12)
We suppose that k(x) and f (x,u) verify the following hypotheses.
(k.1) k ∈ C(Ω) ∩ L∞(Ω), and k(x) is G-symmetric.
(k.2) k+ 
≡ 0, where k+ = max(0,k).
(k.3) There exists ς0 > 0 such that k(x) ς0 on Ω .
(f.1) There exists τ ∈ (0,1) such that f (x,u) ∈ C0,τ (Ω × [−M,M],R) for all M > 0.
(f.2) f (x,0) = 0, limu→0 f (x,u)|x|−p |u|p−1 = 0 uniformly in x ∈ Ω .
(f.3) limu→∞ f (x,u)|x|−s |u|p∗(s)−1 = 0 uniformly in x ∈ Ω .
(f.4) f (x,u) is G-symmetric in x ∈ Ω for each u ∈ R.
(f.5) There exist m0 > 0, 0< a < b < +∞ and a G-symmetric domain Ω0 ⊂ Ω , with 0 ∈ Ω0, such that (i) ∀u  0, f (x,u) 0
for a.e. x ∈ Ω0, and (ii) ∀u ∈ (a,b), f (x,u)m0 > 0 for a.e. x ∈ Ω0.
The main results of this paper are the following.
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Ω
k(x)
|V |p∗(s)
|x|s dxmax
{
k+(0),
(
A0
Aμ
) N−s
p−N
|G| p−sp−N ‖k+‖∞
}∫
RN
|y |p∗(s)
|x|s dx> 0 (2.13)
for some  > 0, where V = φ y/‖φ y‖ satisﬁes (3.12)–(3.14), then Problem (P0) has at least one positive solution in W 1,p0,G (Ω).
Corollary 2.1. Suppose that (k.1) and (k.2) hold. Then Problem (P0) has at least one positive solution in W
1,p
0,G (Ω) if
k(0) > 0, k(0) (A0/Aμ)
N−s
p−N |G| p−sp−N ‖k+‖∞ (2.14)
and k(x) k(0) + γ0|x|ϑ for some γ0 > 0, ϑ ∈ (0, p(l2 − δ)) and |x| small.
Theorem 2.2. Suppose that k+(0) = 0 and |G| = +∞. Then Problem (P0) has inﬁnitely many G-symmetric solutions.
Theorem 2.3. Suppose that (k.1), (k.3) and (f.1)–(f.5) hold. Then there exists some λ0  0 such that Problem (Pλ) possesses at least
one positive solution in W 1,p0,G (Ω) for every λ λ0 .
Remark 2.1. The existence and multiplicity results of (P0) and (P1) in the case μ = s = 0, p = 2 have been obtained
in [10]. This result has been extended to the case p = 2, λ = 0 and Ω = RN in [8]. Also, Abdellaoui et al. [6] obtained some
existence and multiplicity results of (P0) for the case s = 0 and u ∈D1,p(RN ).
Throughout this paper we assume that Ω ⊂RN is G-symmetric. Denote by W 1,p0,G (Ω) the subspace of W 1,p0 (Ω) consisting
of all G-symmetric functions. The dual space of W 1,p0,G (Ω) (W
1,p
0 (Ω), resp.) is denoted by W
−1,p′
G (Ω) (W
−1,p′(Ω), resp.),
where 1/p + 1/p′ = 1. The ball of center x and radius r is denoted by B(x, r). Various positive constants whose exact
values are meaningless are denoted by C . Denote by “→” convergence in norm in a given Banach space X and by “⇀”
weak convergence. A functional J ∈ C1(X,R) is said to satisfy the (PS)c condition if, each sequence {un} in X satisfying
J (un) → c, J ′(un) → 0 in X∗ has a subsequence which strongly converges to some element in X . Hereafter Lq(Ω, |x|−α)
denotes the weighted Lq(Ω) space with the norm (
∫
Ω
|x|−α |u|q dx)1/q .
3. Existence and multiplicity results for Problem (P0)
We associate with Problem (P0) a functional J0 : W 1,p0,G (Ω) → R given by
J0(u) = 1
p
∫
Ω
(
|∇u|p − μ |u|
p
|x|p
)
dx− 1
p∗(s)
∫
Ω
k(x)
|u|p∗(s)
|x|s dx. (3.1)
Obviously, it follows from the inequalities (2.1) and (2.2) that the functional J0 is well deﬁned and of C1. Now it is well
known that there exists a one-to-one correspondence between the weak solutions of the problem and the critical points
of J0. More precisely, the (weak) solutions of Problem (P0) are exactly the critical points of the functional J0 by the
following symmetric principle (see Lemma 3.1), namely u ∈ W 1,p0,G (Ω) satisﬁes (P0) if and only if for all ν ∈ W 1,p0 (Ω)∫
Ω
(
|∇u|p−2∇u∇ν − μ |u|
p−2uν
|x|p
)
dx−
∫
Ω
k(x)
|u|p∗(s)−2uν
|x|s dx = 0. (3.2)
Lemma 3.1. Let k(x) be a G-symmetric function; J ′0(u) = 0 in W−1,p
′
G (Ω) implies J
′
0(u) = 0 in W−1,p
′
(Ω).
Proof. For simplicity, we assume that G ⊂ O (N) is closed. Since O (N) is a compact Lie group, G is compact. Applying the
principle of symmetric criticality (cf. [13, Theorem 5.4]), we obtain the conclusion. If G is not closed, we use an approx-
imate argument as following. Without loss of generality, let B(0,1) ⊂ Ω and ϕ ∈ C∞(Ω) be such that suppϕ ⊂ B(0,1),∫
Ω
ϕ(x)dx = 1 and ϕ(gx) = ϕ(x) for all g ∈ G . Then ϕ(x) −Nϕ( x ) is G-symmetric, and therefore G-symmetric since ϕ
is continuous. Denote η  ϕ ∗ u, where ∗ denotes the convolution. Since for all g ∈ G ,
η(gx) =
∫
Ω
u(gx− y)ϕ(y)dy y=gz=
∫
Ω
u
(
g(x− z))ϕ(gz)dz
=
∫
u(x− z)ϕ(z)dz = (ϕ ∗ u)(x) = η(x),
Ω
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[4, Theorem 2.1]), implies that η(x) → u(x) in Lq(Ω, |x|−α) for 1  q < NpN−p , αq < 1 + N( 1q − 1p ). Therefore we have that
η(x) → u(x) a.e. in x, η(gx) → u(gx) a.e. in x for all g ∈ G . On the other hand, η(gx) = η(x), which means u(gx) = u(x)
and then u is G-symmetric.
Alternately, we have J ′0(gu) = J ′0(u) as in [14], that is J ′0(u(gx)) = J ′0(u(x)) a.e. in x ∈ Ω . Set v1(x) 
∫
G v(gx)dμg for
all x ∈ Ω , where μg is the Haar measure. Since G is compact topological group, there exists a Haar measure μg such that
μg(G) = 1 (cf. [15]). Then v1 ∈ W 1,p0,G (Ω) since G acts by isometrics. Set J ′0(u(x)) = w(x). Then w ∈ W−1,p
′
G (Ω), and we
deduce from the Fubini theorem that
〈w, v1〉 =
∫
Ω
∫
G
w(gx)v(gx)dμg dx =
∫
G
∫
Ω
w(gx)v(gx)dxdμg
=
∫
G
∫
Ω
w(x)v(x)dxdμg =
∫
G
dμg〈w, v〉 = 〈w, v〉 = 0.
Therefore the conclusion follows. 
To establish conditions under which the Palais–Smale condition holds we need the following concentration–compactness
principle due to Lions (cf. [16]).
Lemma 3.2. Let {un} be a weakly convergent sequence to u in W 1,p0,G (Ω) such that |∇un|p ⇀ η, |x|−s|un|p
∗(s) ⇀ ν and |x|−p|un|p ⇀
ν˜ in the sense of measures. Then there exists some at most countable setJ , {η j  0} j∈J∪{0} , {ν j  0} j∈J∪{0} , ν˜0  0, {x j} j∈J ⊂
Ω\{0} such that
(a) η |∇u|p +∑ j∈J η jδx j + η0δ0 ,
(b) ν = |x|−s|u|p∗(s) +∑ j∈J ν jδx j + η0δ0 ,
(c) ν˜ = |x|−p|u|p + ν˜0δ0 ,
(d) A0ν
p/p∗(s)
j  η j ,
(e) Aμν
p/p∗(s)
0  η0 − μν˜0 ,
where δx j , j ∈J ∪ {0}, is the Dirac-mass of 1 concentrated at x j ∈ Ω .
Proof. The proof is similar to that of the concentration–compactness principle in [16] and is omitted here. 
To ﬁnd critical points of J0 we need the following local (PS)c condition which is crucial for the proof of Theorem 2.1.
Lemma 3.3. Suppose that (k.1) and (k.2) hold. Then the (PS)c condition in W
1,p
0,G (Ω) holds for J0(u) if
c <
(
1
p
− 1
p∗(s)
)
A
N−s
p−s
μ min
{
k+(0)
p−N
p−s , |G|
(
A0
Aμ
) N−s
p−s
‖k+‖
p−N
p−s∞
}
. (3.3)
Proof. Let {un} be a (PS)c sequence for J0 with c satisfying (3.3). Then by the inequality (2.1) we easily deduce that {un} is
bounded in W 1,p0,G (Ω) and we may assume that un ⇀ u in W
1,p
0,G (Ω). By Lemma 3.2 there exist measures η, ν and ν˜ such
that relations (a)–(e) of this lemma hold. Let x j 
= 0 be a singular point of measures η and ν . Since x j 
= 0, ∀ j ∈J , we can
choose  > 0 small enough such that 0 /∈ B(x j, ) and B(xi, ) ∩ B(x j, ) = ∅ for i 
= j, i, j ∈J . Let φ be a smooth cut-off
function center at x j such that 0 φ  1, φ = 1 for |x− x j | /2, φ = 0 for |x− x j |  , |∇φ | 4/ . By Lemma 3.1 we
get
0 = lim
n→∞
〈
J ′0(un),unφ
〉= lim
n→∞
{∫
Ω
(|∇un|pφ + un|∇un|p−2∇un∇φ)dx
− μ
∫
Ω
|un|p
|x|p φ dx−
∫
Ω
k(x)
|un|p∗(s)
|x|s φ dx
}
. (3.4)
Since 0 /∈ suppφ , we deduce from relations (a)–(c) of Lemma 3.2 that
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n→∞
∫
Ω
|∇un|pφ dx =
∫
Ω
φ dη
∫
Ω
|∇u|pφ dx+ η j, (3.5)
lim
n→∞
∫
Ω
|un|p∗(s)
|x|s φ dx =
∫
Ω
φ dν =
∫
Ω
|u|p∗(s)
|x|s φ dx+ ν j, (3.6)
lim
→0 limn→∞
∣∣∣∣
∫
Ω
un|∇un|p−2∇un∇φ dx
∣∣∣∣ lim→0 limn→∞
(∫
Ω
|un|p|∇φ |p dx
)1/p(∫
Ω
|∇un|p dx
)(p−1)/p
 C lim
→0
(∫
Ω
|u|p|∇φ |p dx
)1/p
 C lim
→0
( ∫
B(x j ,)
|u|p∗ dx
)1/p∗( ∫
B(x j,)
|∇φ |N dx
)1/N
 C lim
→0
( ∫
B(x j ,)
|u|p∗ dx
)1/p∗
= 0, (3.7)
and
lim
→0 limn→∞
∣∣∣∣
∫
Ω
|un|pφ
|x|p dx
∣∣∣∣ lim→0 limn→∞
∣∣∣∣
∫
B(x j,)
|un|pφ
(|x j | − )p dx
∣∣∣∣= 0. (3.8)
Therefore (3.4)–(3.8) imply that
0 = lim
→0 limn→∞
〈
J ′0(un),unφ
〉= η j − ν j. (3.9)
Obviously, if k(x j) 0 then η j = ν j = 0. Combining (3.9) and (d) of Lemma 3.2 we obtain that either
(i) ν j = 0 or
(ii) ν j  (A0/k(x j))
N−s
p−s  (A0/‖k+‖∞)
N−s
p−s .
For the point x = 0, similarly as in the case x j 
= 0, we get η0 − μν˜0 − k(0)ν0  0. This, combined with (e) of Lemma 3.2,
implies that either
(iii) ν0 = 0 or
(iv) ν0  (Aμ/k+(0))
N−s
p−s .
We now show that (ii) and (iv) cannot occur. For every continuous nonnegative function ψ such that 0 ψ(x) 1 on Ω ,
we obtain
c = lim
n→∞
[
J0(un) − 1
p∗(s)
〈
J ′0(un),un
〉]= ( 1
p
− 1
p∗(s)
)
lim
n→∞
∫
Ω
(
|∇un|p − μ |un|
p
|x|p
)
dx

(
1
p
− 1
p∗(s)
)
limsup
n→∞
∫
Ω
(
|∇un|p − μ |un|
p
|x|p
)
ψ(x)dx.
If (ii) occurs, then the set J must be ﬁnite because the measure ν is bounded. Since functions un are G-symmetric, the
measure ν must be G-invariant. This means that if x j 
= 0 is a singular point of ν , so is gx j for each g ∈ G and the mass
of ν concentrated at gx j is the same for each g ∈ G . If we assume the existence of j ∈J with x j 
= 0 such that (ii) holds,
then we choose ψ with compact support so that ψ(gx j) = 1 for each g ∈ G and we obtain
c 
(
1
p
− 1
p∗(s)
)
η j|G|
(
1
p
− 1
p∗(s)
)
A0|G|ν
p
p∗(s)
j 
(
1
p
− 1
p∗(s)
)
|G|A
N−s
p−s
0 ‖k+‖
p−N
p−s∞ ,
which contradicts (3.3). Similarly, if (iv) holds for x = 0, we choose ψ with compact support, so that ψ(0) = 1 and we obtain
c 
(
1 − 1∗
)
(η0 − μν˜0)
(
1 − 1∗
)
Aμν
p
p∗(s)
0 
(
1 − 1∗
)
A
N−s
p−s
μ k+(0)
p−N
p−s ,p p (s) p p (s) p p (s)
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observe that J ′0(u) = 0 and, hence by limn→∞〈 J ′0(un) − J ′0(u),un − u〉 = 0 we get un → u in W 1,p0 (Ω). 
As an immediate consequence of Lemma 3.3 we obtain the following result.
Corollary 3.1. If k+(0) = 0 and |G| = +∞, then the functional J0 satisﬁes (PS)c condition for every c ∈ R.
Proof of Theorem 2.1. Let y(x) be the extremal function satisfying (2.5) and (2.6). First, we choose  > 0 such that the
assumption (2.13) holds, where V = φ y/‖φ y‖ satisﬁes (3.12)–(3.14). By (2.1)–(2.3) we obtain
J0(u) = 1
p
∫
Ω
(
|∇u|p − μ |u|
p
|xp
)
dx− 1
p∗(s)
∫
Ω
|u|p∗(s)
|x|s dx
1
p
‖u‖p − A
− p∗(s)p
μ
p∗(s)
‖u‖p∗(s).
Consequently, there exist constants α0 > 0 and ρ > 0 such that J0(u) α0 for all ‖u‖ = ρ . On the other hand, if we set
Φ(t) = J0(tV) = t
p
p
∫
Ω
(
|∇V |p − μ |V |
p
|xp
)
dx− t
p∗(s)
p∗(s)
∫
Ω
k(x)
|V |p∗(s)
|x|s dx
with t  0, then we can see easily that Φ has a unique maximum in positive t at some t¯ > 0. Simple arithmetic give us the
value
max
t0
Φ(t) = J0(t¯V) =
(
1
p
− 1
p∗(s)
){∫
Ω
(|∇V |p − μ |V |p|x|p )dx
(
∫
Ω
k(x) |V |p
∗(s)
|x|s dx)
p
p∗(s)
} p∗(s)
p∗(s)−p
. (3.10)
We now choose t0 > 0 such that J0(t0V) < 0 and ‖t0V‖ > ρ and set
c0 = inf
γ∈Γ maxt∈[0,1] J0
(
γ (t)
)
,
where Γ = {γ ∈ C([0,1],W 1,p0,G (Ω)); γ (0) = 0, J0(γ (1)) < 0,‖γ (1)‖ > ρ}. Setting
c∗0 =
(
1
p
− 1
p∗(s)
)
A
N−s
p−s
μ min
{
k+(0)
p−N
p−s , |G|
(
A0
Aμ
) N−s
p−s
‖k+‖
p−N
p−s∞
}
, (3.11)
we deduce from (2.3), (2.13), (3.10) and (3.11) that
c0  J0(t¯V) =
(
1
p
− 1
p∗(s)
){∫
Ω
(|∇V |p − μ |V |p|x|p )dx
(
∫
Ω
k(x) |V |p
∗(s)
|x|s dx)
p
p∗(s)
} p∗(s)
p∗(s)−p

(
1
p
− 1
p∗(s)
){ ∫
Ω
(|∇V |p − μ |V |p|x|p )dx
(max{k+(0), ( A0Aμ )
N−s
p−N |G| p−sp−N ‖k+‖∞}
∫
RN
|V |p∗(s)
|x|s dx)
p
p∗(s)
} p∗(s)
p∗(s)−p
=
(
1
p
− 1
p∗(s)
)
A
N−s
p−s
μ min
{
k+(0)
p−N
p−s , |G|
(
A0
Aμ
) N−s
p−s
‖k+‖
p−N
p−s∞
}
= c∗0.
If c0 < c∗0, then by Lemma 3.3, the (PS)c condition holds and the conclusion follows from the mountain pass lemma
(see [17]). If c0 = c∗0, then γ (t) = tt0V , with 0  t  1, is a path in Γ such that maxt∈[0,1] J0(γ (t)) = c0. Therefore, ei-
ther Φ ′(t¯ ) = J ′0(t¯ V) = 0 and we are done, or γ can be deformed to a path γ˜ ∈ Γ with maxt∈[0,1] J0(γ˜ (t)) < c0 and we get
a contradiction. This part of the proof shows that a nontrivial solution u0 ∈ W 1,p0,G (Ω) of Problem (P0) exists.
We now show that the solution u0 can be chosen to be positive on Ω . Let the Nehari manifold M0 associated to J0 be
deﬁned by
M0 
{
u ∈ W 1,p0,G (Ω)\{0};
〈
J ′0(u),u
〉= 0}
=
{
u ∈ W 1,p0,G (Ω)\{0};
∫ (
|∇u|p − μ |u|
p
|x|p
)
dx−
∫
k(x)
|u|p∗(s)
|x|s dx = 0
}
.Ω Ω
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that
0 = 1− t p∗(s)−p
∫
Ω
k(x)
|ν|p∗(s)
|x|s dx 1− Ct
p∗(s)−p,
which implies that t  σ0, with a constant σ0 > 0 independent of u. Therefore we conclude that the set M0 is bounded
away from 0 and infu∈M0 J0(u) > 0. Let g(u) = 〈 J ′0(u),u〉, then 〈g′(u),u〉 = (p − p∗(s))‖u‖p < 0, and consequently, M0 is a
C1-manifold. Note that u0 ∈ M0 and set c˜0 = infu∈M0 J0(u). We now claim that c˜0 = c0. Arguing by contradiction, assume
that c˜0 < c0; then we can ﬁnd u1 ∈ M0 such that J0(u1) < c0. Since u1 ∈ M0, we obtain
∫
Ω
k(x)|x|−s|u1|p∗(s) dx = ‖u1‖p > 0.
By a straightforward calculation, we get
sup
t0
J0(tu1) = J0(u1) =
(
1
p
− 1
p∗(s)
)∫
Ω
k(x)
|u1|p∗(s)
|x|s dx< C .
Setting γ (t) = tt1u1 for t ∈ [0,1], with t1 such that ‖t1u1‖ > ρ , we see that J0(γ (t)) = J0(tt1u1) < c0 on [0,1], which is
impossible. Thus we have c˜0 = c0, and consequently by the strong maximum principle we obtain u0 > 0 on Ω . 
Proof of Corollary 2.1. Let y(x) be the extremal function satisfying (2.4)–(2.12). Choose φ ∈ C10 (Ω) so that φ  0 on Ω and
φ(x) = 1 on B(0,), with  > 0 to be determined. We deduce from [7, Lemma 2.4] (see (2.21), (2.22) there), that
‖φ y‖p =
∫
Ω
(∣∣∇(φ y)∣∣p − μ |φ y |p|x|p
)
dx = 1+ O (p(l2−δ)) (3.12)
and ∫
Ω
|φ y |p∗(s)
|x|s dx =A
N−s
p−N
μ + O
(
(l2−δ)p∗(s)
)
. (3.13)
Set V  φ y/‖φ y‖, then by (3.12) and (3.13) we have∫
Ω
|V |p∗(s)
|x|s dx = ‖φ y‖
−p∗(s)
∫
Ω
|φ y |p∗(s)
|x|s dx
= (1+ O (p(l2−δ)))− p∗(s)p (A N−sp−Nμ + O ((l2−δ)p∗(s)))
=A
N−s
p−N
μ + O
(
p(l2−δ)
)
. (3.14)
Let us now choose  > 0 so that k(x) k(0) + γ0|x|ϑ for |x| . Then we deduce from (3.14) that∫
Ω
k(x)
|V |p∗(s)
|x|s dx =
∫
Ω
(
k(x) − k(0)) |V |p∗(s)|x|s dx+ k(0)A
N−s
p−N
μ + O
(
p(l2−δ)
)
.
It is suﬃcient to show that∫
Ω
(
k(x) − k(0)) |V |p∗(s)|x|s dx+ O (p(l2−δ)) 0 (3.15)
for suﬃciently small  > 0. We have∫
Ω
(
k(x) − k(0)) |V |p∗(s)|x|s dx =
∫
|x|
(
k(x) − k(0)) |V |p∗(s)|x|s dx+
∫
|x|
(
k(x) − k(0)) |V |p∗(s)|x|s dx
 γ0
∫
|x|
|x|ϑ |y |p∗(s)
|x|s‖φ y(x)‖p∗(s) dx+
∫
|x|
(k(x) − k(0))|φ y |p∗(s)
|x|s‖φ y(x)‖p∗(s) dx = I1 + I2.
For  > 0 suﬃciently small, we deduce from (2.4)–(2.12), (3.12) and the fact N − 1+ ϑ − s − l1p∗(s) > −1, N − 1+ ϑ − s −
l2p∗(s) < −1 that
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∫
|x|
|x|ϑ |y |p∗(s)
|x|s‖φ y(x)‖p∗(s) dx
= γ0
(
1+ O (p(l2−δ)))− p∗(s)p ∫
|x|
|x|ϑ−s
[
C−δUμ
( |x|

)]p∗(s)
dx
= γ0C
p∗(s)−δp∗(s)
(1+ O (p(l2−δ))) p
∗(s)
p
∫
|x|
|x|ϑ−s
[
Uμ
( |x|

)]p∗(s)
dx
= C
ϑ
(1+ O (p(l2−δ))) p
∗(s)
p
∫
|x|
 


( |x|

)ϑ−s−l2p∗(s)[( |x|

)l2
Uμ
( |x|

)]p∗(s)
d
(
x

)
 Cϑ
{ ∫
|x|1
(|x|l1Uμ(|x|))p∗(s)
|x|−ϑ+s+l1p∗(s) dx+
∫
1<|x| 
(|x|l2Uμ(|x|))p∗(s)
|x|−ϑ+s+l2p∗(s) dx
}
 C1ϑ , ϑ ∈
(
0, p(l2 − δ)
)
and
|I2|
∫
|x|
|k(x) − k(0)||φ y |p∗(s)
|x|s‖φ y(x)‖p∗(s) dx C
−δp∗(s)
∫
|x|
|x|−s
[
Uμ
( |x|

)]p∗(s)
dx
= C
∫
|x|
 


( |x|

)−s−l2p∗(s)[( |x|

)l2
Uμ(
|x|

)
]p∗(s)
d
(
x

)
 C
+∞∫
−1
rN−1−s−l2p∗(s) dr  C2(l2−δ)p
∗(s),
where C1 > 0 and C2 > 0 are constants independent of  . Since 0 < ϑ < p(l2 − δ) < (l2 − δ)p∗(s), the inequality (3.15)
follows as  > 0 is small enough. Therefore we conclude from (2.6), (2.14) and (3.15) that
∫
Ω
k(x)
|V |p∗(s)
|x|s dx =
∫
Ω
(
k(x) − k(0)) |V |p∗(s)|x|s dx+
∫
Ω
k(0)
|V |p∗(s)
|x|s dx
 k(0)
∫
RN
|y |p∗(s)
|x|s dxmax
{
k+(0),
(
A0
Aμ
) N−s
p−N
|G| p−sp−N ‖k+‖∞
}∫
RN
|y |p∗(s)
|x|s dx> 0.
By the above inequality and the same process as in the proof of Theorem 2.1, we obtain the conclusion. 
To prove Theorem 2.2 we need the following version of symmetric mountain pass lemma (cf. [18, Theorem 9.12]).
Lemma 3.4. Let E be an inﬁnite dimensional Banach space and let J ∈ C1(E,R) be an even functional satisfying (PS)c condition for
each c and J (0) = 0. Further, we suppose that:
(i) there exist constants α > 0 and ρ > 0 such that J (u) α for all ‖u‖ = ρ;
(ii) there exists an increasing sequence of subspaces {Em} of E, with dim Em = m, such that for every m one can ﬁnd a constant
Rm > 0 such that J (u) 0 for all u ∈ Em with ‖u‖ Rm.
Then J possesses a sequence of critical values {cm} tending to ∞ as m → ∞.
Proof of Theorem 2.2. We follow the arguments of [10]. Now we apply Lemma 3.4 with E = W 1,p0,G (Ω). By (2.1), (2.3) and
(3.1) we deduce that
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p
∫
Ω
(
|∇u|p − μ |u|
p
|x|p
)
dx− 1
p∗(s)
∫
Ω
k(x)
|u|p∗(s)
|x|s dx
 1
p
‖u‖p − 1
p∗(s)
‖k‖∞
∫
Ω
|u|p∗(s)
|x|s dx
 1
p
‖u‖p − 1
p∗(s)
‖k‖∞A −
p∗(s)
p
μ ‖u‖p∗(s).
Since p∗(s) > p, there exist α¯ > 0 and ρ > 0 such that J (u)  α¯ for all u with ‖u‖ = ρ . To ﬁnd a suitable sequence
of ﬁnite dimensional subspaces of W 1,p0,G (Ω), we set Ωk = {x ∈ Ω; k(x) > 0}. Obviously, the set Ωk is G-symmetric and
we can deﬁne W 1,p0,G (Ωk), which is the subspace of G-symmetric functions of W
1,p
0 (Ωk) (see Section 2). By extending
functions in W 1,p0,G (Ωk) to 0 outside Ωk we can assume that W
1,p
0,G (Ωk) ⊂ W 1,p0,G (Ω). Let {Em} be an increasing sequence of
subspaces of W 1,p0,G (Ωk) with dim Em =m for each m. Then we easily see that there exists a constant  = (m) > 0 such that∫
Ωk
k(x)|x|−s|ν|p∗(s) dx   for all ν ∈ Em , with ‖ν‖ = 1. Therefore, if 0 
= u ∈ Em then we write u = tν , with t = ‖u‖ and
‖ν‖ = 1. Hence we obtain
J0(u) = 1
p
tp − 1
p∗(s)
t p
∗(s)
∫
Ωk
k(x)
|ν|p∗(s)
|x|s dx
1
p
tp − 
p∗(s)
t p
∗(s)  0
for t large enough. Therefore we conclude from Corollary 3.1 and Lemma 3.4 that there exists a sequence of critical values
cm → ∞ as m → ∞ and the results follow. 
4. Existence result for Problem (Pλ)
The aim of this section is to discuss Problem (Pλ) and prove Theorem 2.3. We now deﬁne a functional Jλ :
W 1,p0,G (Ω) → R given by
Jλ(u) = 1
p
∫
Ω
(
|∇u|p − μ |u|
p
|x|p
)
dx− 1
p∗(s)
∫
Ω
k(x)
|u|p∗(s)
|x|s dx− λ
∫
Ω
F (x,u)dx, (4.1)
where F (x,u) = ∫ u0 f (x, t)dt . Obviously, Jλ is well deﬁned and of C1, then there exists a one-to-one correspondence be-
tween the weak solutions of the problem and the critical points of Jλ . Moreover, an analogously symmetric principle of
Lemma 3.1 clearly holds; hence the (weak) solutions of Problem (Pλ) with λ > 0 are exactly the critical points of the
functional Jλ .
Lemma 4.1. Suppose that (k.1), (k.3) and (f.1)–(f.5) hold. Then the following geometric conditions for Jλ(u) hold:
(i) Jλ(0) = 0, there exist constants α˜ > 0 and ρ > 0 such that Jλ(u) α˜ for all ‖u‖ = ρ;
(ii) there exists e ∈ W 1,p0,G (Ω) such that ‖e‖ > ρ and Jλ(e) 0.
Proof. According to (f.1)–(f.3), for all  > 0, there exists C1() > 0 such that∣∣F (x,u)∣∣  |u|p|x|p + C1() |u|
p∗(s)
|x|s , ∀(x,u) ∈ Ω ×R. (4.2)
Consequently, we deduce from (2.1), (2.2) and (4.2) that
Jλ(u)
1
p
‖u‖p − 1
p∗(s)
∫
Ω
k(x)
|u|p∗(s)
|x|s dx− λ
∫
Ω
|u|p
|x|p dx− λC1()
∫
Ω
|u|p∗(s)
|x|s dx

(
1
p
− λC
)
‖u‖p − C‖u‖p∗(s),
which implies (i) for  > 0 suﬃciently small. We now choose u˜ ∈ W 1,p0,G (Ω) such that supp u˜ ⊂ Ω0, u˜ 
≡ 0. Then (k.3), (f.5)
and (4.1) imply that
Jλ(tu˜)
1
p
tp‖u˜‖p − ς0
p∗(s)
t p
∗(s)
∫
Ω0
k(x)
|u˜|p∗(s)
|x|s dx → −∞ as t → +∞,
and thus (ii) follows. 
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cλ  inf
γ∈Γ maxt∈[0,1] Jλ
(
γ (t)
)
with Γ = {γ ∈ C([0,1],W 1,p0,G (Ω)); γ (0) = 0, Jλ(γ (1)) < 0,‖γ (1)‖ > ρ}, and deduce from Lemma 4.1 and the mountain
pass theorem without the (PS) condition (cf. [17]) the following result.
Lemma 4.2. Suppose that (k.1), (k.3) and (f.1)–(f.5) hold. Then there exists a sequence {un} ⊂ W 1,p0,G (Ω) such that Jλ(un) → cλ and
J ′λ(un) → 0 in W−1,p
′
G (Ω).
Lemma 4.3. Suppose that (k.1), (k.3) and (f.1)–(f.5) hold. Then Problem (Pλ) possesses at least one positive solution in W
1,p
0,G (Ω) if
cλ < c
∗
λ =
(
1
p
− 1
p∗(s)
)
A
N−s
p−s
μ min
{
k(0)
p−N
p−s , |G|
(
A0
Aμ
) N−s
p−s
‖k‖
p−N
p−s∞
}
. (4.3)
Proof. To get the existence of a positive solution we modify the nonlinearity by deﬁning f˜ (x,u) = f (x,u) if u  0 and
f˜ (x,u) = 0 if u < 0 and we set
J˜λ(u) = 1
p
∫
Ω
(
|∇u|p − μ |u|
p
|x|p
)
dx− 1
p∗(s)
∫
Ω
k(x)
|u+|p∗(s)
|x|s dx− λ
∫
Ω
F˜ (x,u)dx,
where F˜ (x,u) = ∫ u0 f˜ (x, t)dt , u+ = max{u,0}. By virtue of Lemma 4.2 there exists a sequence {un} ⊂ W 1,p0,G (Ω) such that
J˜λ(un) → cλ and J˜ ′λ(un) → 0 as n → ∞. On the other hand, we easily check from (k.3) that there exist constants q0 =
q0(λ) ∈ (p, p∗(s)) and r > 0 such that
k(x)
p∗(s)
|x|−s|u|p∗(s) + λ F˜ (x,u) 1
q0
[
k(x)|x|−s|u|p∗(s) + λu f˜ (x,u)]
for all x ∈ Ω and ‖u‖ r. Therefore there exist C = C(q0, λ, r) > 0 and n0  1 such that for n n0, we have
cλ + 1 J˜λ(u) − 1
q0
〈
J˜ ′λ(un),un
〉+ 1
q0
〈
J˜ ′λ(un),un
〉

(
1
p
− 1
q0
)
‖un‖p + 1
q0
∫
Ω
(
k(x)
|u+n |p∗(s)
|x|s + λun f˜ (x,un)
)
dx
−
∫
Ω
(
k(x)
p∗(s)
|x|−s∣∣u+n ∣∣p∗(s) + λ F˜ (x,un)
)
dx+ o(1)‖un‖

(
1
p
− 1
q0
)
‖un‖p − C + o(1)‖un‖.
This implies that {un} is bounded in W 1,p0,G (Ω). We may, therefore, assume that un ⇀ u in W 1,p0,G (Ω) and in Lp
∗(s)(Ω, |x|−s),
moreover, un → u in Lq(Ω, |x|−α) for all 1  q < NpN−p , αq < 1 + N( 1q − 1p ) and a.e. on Ω . According to Lemma 3.2, there
exist bounded measures η, ν and ν˜ such that |∇un|p ⇀ η, |x|−s|un|p∗(s) ⇀ ν and |x|−p|un|p ⇀ ν˜ in the sense of measures.
Singular points of η, ν and ν˜ are in Ω and the corresponding masses η j , ν j and ν˜0 of η, ν and ν˜ , respectively, satisfy
(a)–(e) of Lemma 3.2. Since 〈˜ J ′λ(un),u−n 〉 = ‖u−n ‖p → 0, where u− = min(u,0), we get u−n → 0 in W 1,p0,G (Ω). Then we have
|x|−s(u+n )p∗(s) ⇀ ν . It now suﬃces to prove that u 
≡ 0 on Ω . The same process as in Lemma 3.3 shows that concentration
can only occur at point x j where k(x j) > 0. Assuming that u ≡ 0 on Ω , we obtain
cλ = lim
n→∞
(
J˜λ(un) − 1
p
〈
J˜ ′λ(un,un)
〉)
= lim
n→∞
{(
1
p
− 1
p∗(s)
)∫
Ω
k(x)
|u+n |p∗(s)
|x|s + λ
∫
Ω
(
1
p
f˜ (x,un)un − F˜ (x,un)
)
dx
}
=
(
1 − 1∗
)(∑
k(x j)ν j + k(0)ν0
)
,p p (s)
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proved. 
Proof of Theorem 2.3. Applying Lemma 4.3, here we directly verify condition (4.3). Recall that V(x) = φ y/‖φ y‖ which
satisﬁes (3.12)–(3.14). We ﬁx V0(x) with 0 ∈ (0,1), B(0,) ⊂ Ω0, φ ∈ C∞0 (Ω0) and φ(0) = 1. Set
Ψλ(t) = Jλ(tV0) =
1
p
tp − 1
p∗(s)
t p
∗(s)
∫
Ω
k(x)
|V |p∗(s)
|x|s dx− λ
∫
Ω
F (x, tV0)dx, t  0.
We claim that
lim
λ→+∞ supt0
Ψλ(t) = 0, (4.4)
and therefore condition (4.3) is satisﬁed when λ is large enough. First we obtain from (k.3), (f.5) that limt→+∞ Ψλ(t) = −∞,
and consequently supt0 Ψλ(t) can be achieved at some tλ for which we have
t p−1λ − t p
∗(s)−1
λ
∫
Ω
k(x)
|V0 |p∗(s)
|x|s dx− λ
∫
Ω
f (x, tλV0)V0 dx = 0. (4.5)
Therefore we obtain
0 tλ 
(∫
Ω
k(x)
|V0 |p∗(s)
|x|s
) 1
p−p∗(s)
.
It follows that
lim
λ→+∞ tλ = 0. (4.6)
Indeed, if not we could ﬁnd some sequence tλi → ξ > 0 with λi → ∞, then by (4.5) and the Fatou theorem we would have
0
∫
Ω
f (x, ξV0)V0 dx =
∫
Ω
lim
λi→∞
f (x, tλi V0)V0 dx lim
λi→∞
∫
Ω
f (x, tλi V0)V0 dx
 lim
λi→∞
1
λi
(∫
Ω
k(x)|x|−s|V0 |p
∗(s) dx
) p−1
p−p∗(s) = 0,
a contradiction with the condition (f.5) and the choice of V0 . Finally we observe that
sup
t0
Ψλ(t)
1
p
tp − 1
p∗(s)
t p
∗(s)
∫
Ω
k(x)
|V0 |p∗(s)
|x|s dx,
and consequently, we deduce (4.4) from (4.6) and the results follow. 
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