Diversity-Multiplexing Tradeoff in Fading Interference Channels by Akcaba, Cemal & Boelcskei, Helmut
1Diversity-Multiplexing Tradeoff in Fading
Interference Channels
Cemal Akc¸aba and Helmut Bo¨lcskei
Abstract
We analyze two-user single-antenna fading interference channels with perfect receive channel state
information (CSI) and no transmit CSI. We compute the diversity-multiplexing tradeoff (DMT) region
of a fixed-power-split Han and Kobayashi (HK)-type superposition coding scheme and provide design
criteria for the corresponding superposition codes. We demonstrate that this scheme is DMT-optimal under
moderate, strong, and very strong interference by showing that it achieves a DMT outer bound that we
derive. Further, under very strong interference, we show that a joint decoder is DMT-optimal and “decouples”
the fading interference channel, i.e., from a DMT perspective, it is possible to transmit as if the interfering
user were not present. In addition, we show that, under very strong interference, decoding interference
while treating the intended signal as noise, subtracting the result out, and then decoding the desired signal,
a process known as “stripping”, achieves the optimal DMT region. Our proofs are constructive in the sense
that code design criteria for achieving DMT-optimality (in the cases where we can demonstrate it) are
provided.
I. INTRODUCTION
The interference channel (IC) models the situation where M unrelated transmitters communicate
their separate messages toM independent receivers, each of which is assigned to a single transmitter.
Apart from a few special cases [1], [2], [3], the capacity region of the IC remains unknown. Recently,
for the interference-limited regime, Etkin et al. [4], [5] characterized the capacity region of the
IC to within one bit. Later, Telatar and Tse [6] generalized this result to a wider class of ICs. The
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2techniques used in [4], [5], [6] rely on perfect channel state information (CSI) at the transmitter.
Shang et al. derived the noisy-interference sum-rate capacity for Gaussian ICs in [7], while Raja et
al. [8] characterized the capacity region of the two-user finite-state compound Gaussian IC to within
one bit. Annapureddy and Veeravalli [9] showed that the sum capacity of the two-user Gaussian IC,
under weak interference, is achieved by treating interference as noise.
In [10], Akuiyibo and Le´veˆque derived an outer bound on the diversity-multiplexing tradeoff
(DMT) region for the two-user IC based on the results of Etkin et al. [5]. In this paper, we investigate
the achievability of this outer bound and we analyze the DMT region realized by a fixed-power-split
Han and Kobayashi (HK)-type superposition coding scheme. For the sake of simplicity of exposition,
we restrict our attention to the two-user case throughout the paper. Furthermore, we assume that the
receivers have perfect CSI whereas the transmitters only know the channel statistics. We would like
to point out that the schemes used in [5] make explicit use of transmit CSI and so does the scheme
in [10], which immediately implies that the results reported in [10] serve as an outer bound on the
DMT region achievable in the absence of transmit CSI, the case considered here. The contributions
in this paper can be summarized as follows:
• For general interference levels, we compute the DMT region of a two-message, fixed-power-
split HK-type superposition coding scheme and provide design criteria for the corresponding
superposition codes. For the case where the multiplexing rates of the two transmitters are
equal, we demonstrate that the two-message, fixed-power-split HK-type superposition coding
scheme achieves the optimal DMT of the two-user IC under moderate, strong, and very strong
interference. For asymmetric rates, i.e., when the multiplexing rates of the two transmitters are
not equal, we prove that the two message, fixed-power-split HK scheme is also DMT-optimal
in the strong and very strong interference regimes.
• Under very strong interference, a joint decoder, i.e., a decoder that jointly decodes the trans-
mitted messages of both transmitters at each receiver, “decouples” the fading IC, i.e., from
a DMT perspective, the achievable performance is equivalent to that of a system with two
isolated single-user links.
• For very strong interference, we show that a stripping decoder, which decodes interference
while treating the intended signal as noise, subtracts the result out, and then decodes the intended
signal is DMT-optimal. We furthermore show that the optimal DMT can be achieved if each
of the two transmitters employs a code that is DMT-optimal on a single-input single-output
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3(SISO) channel.
Notation: The superscripts T and H stand for transpose and conjugate transpose, respectively. xi
represents the ith element of the column vector x, and λmin(X) denotes the smallest eigenvalue of the
matrixX. IN is theN×N identity matrix, and 0 denotes the all zeros matrix of appropriate size. All
logarithms are to the base 2 and (a)+ = max(a, 0).X ∼ CN (0, σ2) stands for a circularly symmetric
complex Gaussian random variable (RV) with variance σ2. f(ρ) .= g(ρ) denotes exponential equality
of the functions f(·) and g(·), i.e.,
lim
ρ→∞
log f(ρ)
log ρ
= lim
ρ→∞
log g(ρ)
log ρ
.
The symbols ≥˙, ≤˙, >˙, and <˙ are defined analogously.
System model: We consider a two-user fading IC where two transmitters communicate information
to two receivers via a common channel. The fading coefficient between transmitter i (i = 1, 2) and
receiver j (j = 1, 2) is denoted by hij and is assumed to be CN (0, 1). Transmitter i (Ti) chooses
an N -dimensional codeword xi ∈ CN , ‖xi‖2 ≤ N , from its codebook, and transmits xˇi =
√
Pixi
in accordance with its transmit power constraint ‖xˇi‖2 ≤ NPi. In addition, we account for the
attenuation of transmit signal i at receiver j (Rj) through the real-valued coefficients ηij > 0.
Defining yi and zi ∼ CN (0, IN) as the N -dimensional received signal vector and noise vector,
respectively, at Ri, the input-output relations are given by
y1 = η11h11xˇ1 + η21h21xˇ2 + z1 (1)
y2 = η12h12xˇ1 + η22h22xˇ2 + z2. (2)
Setting η211P1 = η
2
22P2 = SNR and η
2
21P2 = η
2
12P1 = SNR
α with α ∈ [0,∞] simplifies the exposition
of our results, and the comparison to [5] and [10]. The resulting equivalent set of input-output
relations is
y1 =
√
SNRh11x1 +
√
SNRαh21x2 + z1 (3)
y2 =
√
SNRαh12x1 +
√
SNRh22x2 + z2. (4)
We assume that both receivers know the signal-to-noise ratio (SNR) value SNR and the parameter α,
and Ri (i = 1, 2) knows hi = [h1i h2i]T perfectly, whereas the transmitters only know the channel
statistics for the channels hij (i, j = 1, 2), the SNR value, and the interference parameter α. The
data rate of Ti scales with SNR according to Ri = ri log SNR, where the multiplexing rate ri obeys
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40 ≤ ri ≤ 1. As a result, for Ti to operate at multiplexing rate ri, we need a sequence of codebooks
Ci(SNR, ri), one for each SNR, with |Ci(SNR, ri)| = 2NRi codewords {x1i ,x2i , . . . ,x2NRii }. In the
following, we will need the multiplexing rate vector r = [r1 r2]T .
Performance metric: The error probability corresponding to maximum-likelihood (ML) decoding
of Ti at Ri under the assumption that the correctly decoded interference Tj has been removed is
denoted by P[Eii|hi] for i, j = 1, 2 and i 6= j. The corresponding average (with respect to (w.r.t.) the
random channel) error probability is P (Eii) , Ehi{P[Eii|hi]}. The notation xji → xki designates
the event of mistakenly decoding the transmitted codeword xji for the codeword x
k
i .
The average (w.r.t. the random channel) error probability corresponding to decoding of Ti at Ri
incurred by a particular communication scheme χ is denoted by P (Eχi ) for i = 1, 2 . Throughout
the paper, as done in [10], we use the performance metric P (Eχ) = max{P (Eχ1 ), P (Eχ2 )}. The
DMT realized by a communication scheme χ is then characterized by
dχ(r) = − lim
SNR→∞
logP (Eχ)
log SNR
. (5)
As discussed in [11], [12], the receiver that minimizes the error probability for each Ti is the
individual ML receiver at Ri for i = 1, 2, which we define next.
Definition 1: An individual ML receiver for Ti at Rj for i, j = 1, 2 treats the signal from Tk for
k = 1, 2, k 6= i, as discrete noise with known structure (i.e., codebooks) and carries out an ML
detection of the message of Ti [11], [12]. In the following, we denote the error probability of an
individual ML receiver for Ti at Rj by P
[EIMLij ] for i, j = 1, 2. The corresponding average (w.r.t.
the random channel) error probability is denoted by P (EIMLij ) , Ehj
{
P
[EIMLij ]}.
The DMT realized by the strategy of employing an individual ML receiver for Ti at each receiver
Ri for i = 1, 2 is given by
dIML(r) = − lim
SNR→∞
log max
{
P (EIML11 ), P (E
IML
22 )
}
log SNR
. (6)
Since the individual ML receiver minimizes the error probability for each Ti at Ri for i = 1, 2, we
have that the DMT dIML(r) is an outer bound on the DMT realized by any communication scheme
χ, i.e.,
dIML(r) ≥ dχ(r). (7)
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5II. ACHIEVABLE DMT FOR JOINT DECODING
A simple achievable rate region for the IC is obtained by having each receiver perform joint
decoding of the messages from both transmitters. Hence, there are no private messages, i.e., there
are no messages that should only be decoded at one receiver, and the messages of both transmitters
are said to be public. We formally define the joint decoder or joint ML decoder for IC next.
Definition 2: A joint ML decoder for IC at Rj (j = 1, 2) carries out joint ML detection on the
messages from both transmitters (Ti for i = 1, 2). For the joint ML decoder for IC at Rj , one does
not declare an error if the estimate of the signal from Ti does not match the transmitted signal from
Ti for i, j = 1, 2 and i 6= j. The error probability of this receiver is denoted by P
[EJDj ]. Then,
P
[EJDj ] is the probability that only Tj or both Ti and Tj for i, j = 1, 2 and i 6= j are decoded
incorrectly. The corresponding average (w.r.t. the random channel) error probability is denoted by
P
(
EJDj
)
, Ehj
{
P
[EJDj ]}.
The achievable DMT of the joint ML decoder for IC is characterized next.
Theorem 1: The DMT corresponding to joint decoding at each receiver is given by
dJD(r) = min
i=1,2,3
(
dJDi (r)
)
(8)
where
dJDi (r) = (1− ri)+, for i = 1, 2 (9)
dJD3 (r) = (1− r1 − r2)+ + (α− r1 − r2)+ .
Denote j∗ = arg mini=1,2,3 dJDi (r). Let Γi(r) = [γ
1
i (r) γ
2
i (r)]
T be functions1 such that dJDj∗ (r) =
dJDi (Γi(r)) for i = 1, 2, 3. If a sequence (in SNR) of codebooks with block length N ≥ 2 satisfies
‖∆xi‖2 ≥˙ SNR−γii(r)+, (10)
λmin
(
∆Xij(∆Xij)
H
) ≥˙ SNR−γ13(r)−γ23(r)+ (11)
for all pairs of codewords xnii ,x
n˜i
i ∈ Ci(SNR, ri) s.t. xnii 6= xn˜ii , xnjj ,xn˜jj ∈ Cj(SNR, rj) s.t. xnjj 6=
x
n˜j
j for i, j = 1, 2 and i 6= j, where ∆xi = xnii − xn˜ii , ∆xj = xnjj − xn˜jj , and ∆Xij = [∆xi ∆xj],
1We note that the functions Γi(r) might not be unique.
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6and λmin(∆Xij(∆Xij)H) denotes the smallest nonzero eigenvalue of ∆Xij(∆Xij)H , for some2
 > 0, then P
(
EJD
)
obeys
P
(
EJD
) .
= SNR−d
JD(r). (12)
Proof: We first identify a lower bound on P
(
EJD
)
, which constitutes an upper bound on the
DMT of the joint ML decoder for IC, and then show, using an appropriate upper bound on P (EJD),
that the SNR exponents of the upper and lower bounds on P (EJD) match at high SNR. Hence, the
upper bound on the DMT of the joint ML decoder for IC is achievable. We define the outage events
corresponding to decoding Ti at Ri (in the absence of a signal from Tj) and to jointly decoding Ti
and Tj at Ri for i, j = 1, 2 and i 6= j by
OJDi1 , {hi : I(xi;yi|xj,hi) < Ri} (13)
OJDi2 , {hi : I(xi,xj;yi|hi) < R1 +R2} . (14)
We define an outage event at Ri for the IC as
OJDi ,
2⋃
k=1
OJDik (15)
for i = 1, 2. We would like to point out that the definition of the outage event in (15) is different
from the corresponding outage event definition in multiple access channels (MACs) [11], [13] as
the outage event corresponding to decoding of Ti atRj is absent in (15). We note that only Tj being
decoded in error at Ri for i 6= j, although being a standard error event for the MAC, is not (and
should not) be defined as an error event for the IC. As long as the decision on Ti at Ri is correct,
from the point of view of the IC, there is no error to be declared. The probability of outage yields a
lower bound on the error probability of the joint ML decoder for IC. As in [10], we define the total
outage probability of the IC as
P
[OJD] , max{P[OJD1 ],P[OJD2 ]} . (16)
Using a standard argument along the lines of [11], [13], we can see that assuming that both
transmitters employ i.i.d. Gaussian codebooks results in no loss of optimality in terms of DMT
2We note that  is allowed to be different in (10) and (11).
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7performance. We can therefore evaluate (13) and (14) as
OJDi1 (r) ,
{
hi : log
(
1 + SNR|hii|2
)
< Ri
}
OJDi2 (r) ,
{
hi : log
(
1 + SNRα|hji|2 + SNR|hii|2
)
< R1 +R2
}
.
In the following, we will also need the definitions of the no-outage events, according to
O¯JDi1 (r) ,
{
hi : log
(
1 + SNR|hii|2
) ≥ Ri}
O¯JDi2 (r) ,
{
hi : log
(
1 + SNRα|hji|2 + SNR|hii|2
) ≥ R1 +R2}
with i, j = 1, 2 and i 6= j. We can now establish the asymptotic behavior of OJDi . By the union
bound, we have
P
[OJDi ] ≤ 2∑
k=1
P
[OJDik (r)] . (17)
Obviously, it holds that
P
[OJDi ] .= max
k=1,2
P
[OJDik (r)] . (18)
It is shown in [14] and [10] that
P
[OJDi1 (r)] .= SNR−dJDi1 (r) (19)
P
[OJDi2 (r)] .= SNR−dJDi2 (r) (20)
with
dJDi1 (r) = (1− ri)+ (21)
dJDi2 (r) = (1− r1 − r2)+ + (α− r1 − r2)+ (22)
for i = 1, 2. We point out that (21) and (22) define four SNR exponents dJDij (r) for i, j = 1, 2. The
outage event corresponding to jointly decoding the signals from both transmitters atR1 is identical to
the outage event corresponding to jointly decoding the signals from both transmitters at R2. Hence,
the corresponding SNR exponents of the outage probabilities of these events, namely, dJD12 (r) and
dJD22 (r), are exactly the same. The total outage probability of the IC then behaves according to
P
[OJD] = max{P[OJD1 ] ,P[OJD2 ]} . (23)
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8From (18), it follows that
P
[OJDi ] .= max
k=1,2
P
[OJDik (r)] .= SNR− mink=1,2 dJDik (r). (24)
Hence, combining (23) and (24), we get
P
[OJD] .= max
i=1,2
SNR−mink=1,2 d
JD
ik (r) (25)
.
= SNR−d
JD(r) (26)
where
dJD(r) = min
i=1,2,3
(
dJDi (r)
)
(27)
with
dJDi (r) = (1− ri)+ for i = 1, 2 (28)
dJD3 (r) = (1− r1 − r2)+ + (α− r1 − r2)+ .
We note that (25) can be simplified by eliminating either dJD12 (r) or d
JD
22 (r) as explained earlier.
This is precisely what we have done in going from (25) to (26).
With (24) we arrived at a lower bound on the error probability of the joint ML decoder for IC at
Ri. This lower bound, by definition, gives an upper bound on the DMT region. We next try to find an
upper bound on the error probability that has the same exponential behavior as this lower bound. To
this end, consider next the error probability corresponding to the joint ML decoder for IC. We first
define the relevant error events. Let xnii and x
nj
j with ni ∈ {1, 2, . . . , 2NRi}, nj ∈ {1, 2, . . . , 2NRj}
(i, j = 1, 2 and i 6= j) be the codewords transmitted by Ti and Tj , respectively. The results of (joint
ML) decoding of Ti and Tj atRi are denoted byxn˜ii andxn˜jj , respectively, with n˜i ∈ {1, 2, . . . , 2NRi},
n˜j ∈ {1, 2, . . . , 2NRj} for i, j = 1, 2 and i 6= j. We have the error events corresponding to Ti only
and Ti and Tj being decoded in error at Ri as
EJDi1 , {n˜i 6= ni, n˜j = nj} (29)
EJDi2 , {n˜i 6= ni, n˜j 6= nj} (30)
for i, j = 1, 2 and i 6= j. We will also need the total error probability defined as
EJDi ,
⋃
k=1,2
EJDik . (31)
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9We denote j∗ = arg mini=1,2,3 dJDi (r). Let Γi(r) = [γ
1
i (r) γ
2
i (r)]
T be functions3 such that
dJDj∗ (r) = d
JD
i (Γi(r)) for i = 1, 2, 3. We recall that d
JD
i2 (r) = d
JD
3 (r) for i = 1, 2, by definition.
We next find an upper bound on the probability of the events EJDi1 as follows:
P
[EJDi1 ] = P[EJDi1 ,OJDi1 (Γi(r))]+ P[EJDi1 , O¯JDi1 (Γi(r))]
≤ P[OJDi1 (Γi(r))]+ P[EJDi1 |O¯JDi1 (Γi(r))] (32)
and for the events EJDi2 according to:
P
[EJDi2 ] = P[EJDi2 ,OJDi2 (Γ3(r))]+ P[EJDi2 , O¯JDi2 (Γ3(r))]
≤ P[OJDi2 (Γ3(r))]+ P[EJDi2 |O¯JDi2 (Γ3(r))] . (33)
We start by deriving an upper bound on the average (w.r.t. the random channel) pairwise error
probability (PEP) of each error event EJDik for i = 1, 2 and k = 1, 2. Assuming, without loss of
generality, that we have an EJDi2 type event, the probability of the ML decoder mistakenly deciding
in favor of the codeword Xn˜in˜jij = [x
n˜i
i x
n˜j
j ] when X
ninj
ij = [x
ni
i x
nj
j ] (with x
ni
i ,x
n˜i
i ∈ Ci(SNR, ri)
and xj,x
n˜j
j ∈ Cj(SNR, rj), i, j = 1, 2 and i 6= j) was actually transmitted, can be upper-bounded
according to
Ehi
{
P
[
X
ninj
ij → Xn˜in˜jij
]}
(34)
≤ Ehi
{
exp
[
−‖∆Xijh˜i‖
2
4
]}
(35)
≤ Ehi
{
exp
[
−λmin‖h˜i‖
2
4
]}
(36)
= Ehi
{
exp
[
−λmin SNR|hii|
2 + SNRα|hji|2
4
]}
(37)
where h˜i = [
√
SNRhii
√
SNRαhji]
T for i, j = 1, 2 and i 6= j and λmin is the smallest nonzero
eigenvalue of ∆Xij(∆Xij)H .
3We note that the functions Γi(r) might not be unique.
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Noting that the no outage event O¯JDi2 (Γ3(r)) entails SNR|hii|2 + SNRα|hji|2 ≥ SNRγ13(r)+γ23(r)−1,
(32) implies an upper bound on P
[EJDi2 ] according to:
Ehi
{
P
[EJDi2 ]} ≤˙ (38)
P
[OJDi2 (Γ3(r))]+ SNRN(r1+r2) exp
[
−λminSNR
γ13(r)+γ
2
3(r)
4
]
.
Here, we used the definitions Ri = ri log SNR for i = 1, 2 and exp[−λmin4 (SNRγ
1
3(r)+γ
2
3(r) − 1)] .=
exp[−λmin
4
SNRγ
1
3(r)+γ
2
3(r)]. Given that λmin ≥˙ SNR−γ13(r)−γ23(r)+ with  > 0, by assumption, we
obtain
Ehi
{
P
[EJDi2 ]}
≤˙ P[OJDi2 (Γ3(r))]+ SNRN(r1+r2) exp [−SNR4
]
(39)
.
= P
[OJDi2 (Γ3(r))] (40)
.
= SNR−d
JD
j∗ (r) (41)
as the second term on the right-hand-side (RHS) of (39) decays exponentially in SNR whereas the
first term decays polynomially. Eq. (41) follows by the definition of the function Γ3(r).
A similar analysis for the EJDi1 -type error event results in
Ehi
{
P
[
xnii → xn˜ii
]} ≤
Ehi
{
exp
[
−SNR|hii|
2‖∆xi‖2
4
]}
(42)
which, upon invoking (10) and using the fact that O¯JDi1 (Γi(r)) entails SNR|hii|2 ≥ SNRγii −1, yields
Ehi
{
P
[EJDi1 ]}
≤˙ P[OJDi1 (Γi(r))]+ SNRNri exp [−SNR4
]
(43)
.
= P
[OJDi1 (Γi(r))] (44)
for i = 1, 2. To complete the proof, we note that
Ehi
{
P
[EJDi ]} ≤ 2∑
k=1
Ehi
{
P
[EJDik ]} (45)
≤˙ P[OJDi1 (Γi(r))]+ P[OJDi2 (Γ3(r))] (46)
= 2SNR−d
JD
j∗ (r) .= SNR−mini=1,2,3 d
JD
i (r).
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Recalling that P
(
EJD
)
= maxi=1,2 Ehi
{
P
[EJDi ]}, we upper-bound P(EJD) according to
P
(
EJD
)
= max
i=1,2
Ehi
{
P
[EJDi ]} (47)
≤˙ max
i=1,2
SNR−minj=1,2,3 d
JD
j (r) (48)
.
= SNR−d
JD(r). (49)
Since (49) gives an upper bound that matches the lower bound in (26), the proof is complete.
Discussion: The strategy of the joint ML decoder for IC forces us to decode the message from
the interfering user Tj at Ri for i, j = 1, 2 and i 6= j together with the intended message from
Ti in its entirety. We can relax this constraint and allow only part of the interfering signal Tj to
be decoded at Ri for i, j = 1, 2 and i 6= j. This is precisely the idea behind the Han-Kobayashi
communication scheme, which we analyze in Section III.
III. ACHIEVABLE DMT OF TWO-MESSAGE FIXED-POWER-SPLIT HAN-KOBAYASHI
SCHEMES
The Han-Kobayashi (HK) rate region [15] remains the best known achievable rate region for
the Gaussian IC [3], [16]. The original HK strategy lets each transmitter split its message into
two messages, allows each receiver to decode part of the interfering signal, and uses five auxiliary
RVs Q,U1, U2,W1, and W2, all defined on arbitrary finite sets. The auxiliary RV Ui carries the
private message of Ti, whereas the auxiliary RV Wi carries the public message of Ti destined for
both receivers. The RV Q is for time-sharing. The general HK rate region is usually prohibitively
complex to describe [17].
In the following, we analyze the DMT of a two-message, fixed-power-split superposition HK
scheme where Ti transmits the N -dimensional (N ≥ 2) vector xi = ui + wi with ui and wi
representing the private and the public message, respectively. The power constraints for ui and wi
are
‖ui‖ ≤
√
N
SNR1−pi
, ‖wi‖ ≤
√
N
(
1−
√
1
SNR1−pi
)
so that ‖xi‖ ≤ ‖ui‖ + ‖wi‖ =
√
N . Here, 0 ≤ pi < 1 accounts for the exponential order of the
power allocated to the private message. The power split is assumed fixed and is independent of the
channel realizations. When both the private and the public messages are allocated maximum power,
October 31, 2018 DRAFT
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we have ‖wi‖
2
‖ui‖2
.
= SNR1−pi . We emphasize that any pi < 1 constitutes a valid power split. We will
demonstrate later that schemes with pi < 0 yield zero diversity order, and, hence, do not contribute
to the DMT region as the private message codebook is vanishing in size with increasing SNR. The
case pi = −∞ corresponds to public messages only, and was treated in section II.
We assume that Ti transmits at rate Ri = ri log SNR where the rates for the private and the
public messages, respectively, are Si = si log SNR and Ti = ti log SNR with ri = si + ti, si, ti ≥ 0,
and 0 ≤ ri ≤ 1. The codebooks corresponding to the private and the public message parts are
denoted as Cui(SNR, si) and Cwi(SNR, ti), respectively, and satisfy |Cui(SNR, si)| = SNRNsi and
|Cwi(SNR, ti)| = SNRNti . Clearly, Cxi(SNR, ri) = Cui(SNR, si)×Cwi(SNR, ti) with |Cxi(SNR, ri)| =
SNRri . In the following, we will need the private message multiplexing rate vector s = [s1 s2]T and
the SNR exponent vector p = [p1 p2]T of the private messages.
Definition 3: A joint ML decoder for the two-message, fixed-power-split HK scheme at Rj
(j = 1, 2) carries out joint ML detection on the public messages from both transmitters (Ti for
i = 1, 2) and the private message from Tj . For the joint ML decoder for the two-message, fixed-
power-split HK scheme at Rj , one does not declare an error if the estimate of the public message
of Ti does not match the transmitted message for i, j = 1, 2 and i 6= j. The error probability of this
receiver at Rj is denoted by P
[EHKj ] for j = 1, 2. The average error probability of this receiver is
denoted by P
(
EHKj
)
, Ehj {P[Ej]} for j = 1, 2.
We employ a joint ML decoder for the two-message, fixed-power-split HK scheme at each Rj
(j = 1, 2). The SNR exponent of P (EHK) = max{P(EHK1 ), P(EHK2 )} and the conditions on the
superposition codes for achieving this SNR exponent are characterized next.
Theorem 2: The achievable DMT for the two-message, fixed-power-split HK scheme is given by
dHK(r) = max
s,p
d(r, s,p) (50)
with the optimization carried out subject to the constraints
si + ti = ri, with si, ti ≥ 0
0 ≤ pi < 1, i = 1, 2
and
d(r, s,p) = min
k=1,2
l=1,2,...,6
(dkl(r, s,p))
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di1(r, s,p) =
(pi − si)
+, if pj < 1− α
(1− α− pj + pi − si)+, if pj ≥ 1− α
di2(r, s,p) =
(1− ri + si)
+, if pj < 1− α
(2− α− pj − ri + si)+, if pj ≥ 1− α
di3(r, s,p) =
(1− ri)
+, if pj < 1− α
(2− α− pj − ri)+, if pj ≥ 1− α
di4(r, s,p) =

(pi − si − rj + sj)++(α− si − rj + sj)+,
if pj < 1− si − rj + sj
(pi − si − rj + sj)+,
if pj ≥ 1− si − rj + sj and pj < 1− α
(1− α− pj + pi − si − rj + sj)+,
if pj ≥ 1− si − rj + sj and pj ≥ 1− α
di5(r, s,p) =

(
1−
2∑
k=1
rk +
2∑
l=1
sl
)+
+
(
α−
2∑
k=1
rk +
2∑
l=1
sl
)+
,
if pj < 1−
2∑
k=1
rk +
2∑
l=1
sl,(
1−
2∑
k=1
rk +
2∑
l=1
sl
)+
,
if pj ≥ 1−
2∑
k=1
rk +
2∑
l=1
sl and pj < 1− α(
2− α− pj −
2∑
k=1
rk +
2∑
l=1
sl
)+
,
if pj ≥ 1−
2∑
k=1
rk +
2∑
l=1
sl and pj ≥ 1− α
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di6(r, s,p) =

(1− ri − rj + sj)+ + (α− ri − rj + sj)+,
if pj < 1− ri − rj + sj
(1− ri − rj + sj)+,
if pj ≥ 1− ri − rj + sj and pj < 1− α
(2− α− pj − ri − rj + sj)+,
if pj ≥ 1− ri − rj + sj and pj ≥ 1− α
with i, j = 1, 2 and i 6= j. Define the codeword difference vectors ∆ui =
√
SNR1−pi(uı
u
i
i − uıˆ
u
i
i ),
∆wi = w
ıwi
i − wıˆ
w
i
i , and ∆xi = x
ıxi
i − xıˆ
x
i
i with u
ıui
i ,u
ıˆui
i ∈ Cui(SNR, si), wı
w
i
i ,w
ıˆwi
i ∈ Cwi(SNR, ti)
and xı
x
i
i ,x
ıˆxi
i ∈ Cxi(SNR, ri), for i = 1, 2. Further, define ∆Aij = [∆ui ∆wj], ∆Bij = [∆wi ∆wj],
and ∆Cij = [∆xi ∆wj] for i, j = 1, 2 and i 6= j. Denote the optimizing values of s, t, and p
obtained by solving (50) as s∗, t∗, and p∗, respectively. We let
[k∗ l∗] = arg min
k=1,2
l=1,2,3,4,5,6
(dkl(r, s,p)) . (51)
Further, let the functions4 Υnm(r) = [υ1nm(r) υ
2
nm(r)]
T and Ψnm(s∗) = [ψ1nm(s
∗) ψ2nm(s
∗)]T be
such that
dk∗l∗(r, s
∗,p∗) = dnm(Υnm(r),Ψnm(s∗),p∗)
for all n = 1, 2 and m = 1, 2, . . . , 6. If there exists a sequence (in SNR) of superposition codes
satisfying
‖∆ui‖2 ≥˙ SNR−ψii1(s∗)+
‖∆wi‖2 ≥˙ SNR−υii2(r)+ψii2(s∗)+
‖∆xi‖2 ≥˙ SNR−υii3(r)+
λmin(∆Aij(∆Aij)
H) ≥˙ SNR−ψii4(s∗)−υjj4(r)+ψjj4(s∗)+
λmin(∆Bij(∆Bij)
H) ≥˙ SNR
−
2P
k=1
υkk5(r)+
2P
j=1
ψjj5(s
∗)+
λmin(∆Cij(∆Cij)
H) ≥˙ SNR−υii6(r)−υjj6(r)+ψjj6(s∗)+ (52)
4We note that the functions Υnm(r) and Ψnm(s∗) might not be unique.
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for every pair of codewords in each codebook for i, j = 1, 2, i 6= j, and for some5  > 0, then we
have
P (EHK)
.
= SNR−dHK(r). (53)
Proof: The public message is to be decoded at both receivers, whereas the private message is
to be decoded only at the intended receiver. As stated before and discussed in [14], there is no loss
of optimality in assuming i.i.d. Gaussian inputs in obtaining an outer bound on the DMT. Hence,
we restrict ourselves to the case where all codebooks are i.i.d. Gaussian, i.e.,
ui ∼ CN (0, SNRpi−1IN) (54)
wi ∼ CN (0,
(
1−
√
1/(SNR1−pi)
)2
IN) (55)
with 0 ≤ pi < 1. Since we are interested in the high-SNR asymptotics, we can take
(
1−
√
1
SNR1−pi
)2
≈
1 so that (55) becomes
wi ∼ CN (0, IN). (56)
The set of achievable rates {Si, Ti, Tj} for i, j = 1, 2, i 6= j at Ri, given the channel realization hi,
can be characterized as
RiHK , {Si, Ti, Tj} :
Si ≤ log
(
1 +
SNRpi |hii|2
1 + SNRα+pj−1|hji|2
)
(57)
Ti ≤ log
(
1 +
SNR|hii|2
1 + SNRα+pj−1|hji|2
)
(58)
Tj ≤ log
(
1 +
SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
(59)
Si + Ti ≤ log
(
1 +
SNR|hii|2
1 + SNRα+pj−1|hji|2
)
(60)
Si + Tj ≤ log
(
1 +
SNRpi |hii|2 + SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
(61)
Ti + Tj ≤ log
(
1 +
SNR|hii|2 + SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
(62)
Si + Ti + Tj ≤ log
(
1 +
SNR|hii|2 + SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
(63)
5We note that the ’s in (52) are allowed to be different.
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Si, Ti, Tj ≥ 0 (64)
for i, j = 1, 2 and i 6= j. For a set S of quadruples {S1, T1, S2, T2}, let
∏
(S) be the set of rate pairs
(R1, R2) such that R1 = S1 + T1 and R2 = S2 + T2. Then, the set
R∗ ,
∏(
R1HK
⋂
R2HK
)
(65)
is an achievable rate region for the IC operating under a HK scheme with fixed power split p. By
definition, no decoding error is made at Ri if the private and the public message of Ti are decoded
correctly but the public message of Tj is decoded incorrectly [17]. Therefore, as the receiver Ri is
not interested in the messages from Tj , it does not make sense to declare an outage because the
channel between the unintended transmitter Tj and the receiver Ri for i, j = 1, 2 i 6= j, is not good
enough to support the transmission rate Tj . Hence, the outage event corresponding to decoding the
public message of the unintended transmitter, (59), and its counterpart forRj are unnecessary from
the point of view of the respective receivers. An outage event for Ri is therefore defined by
Oi(r, s,p) ,
6⋃
j=1
Oij(r, s,p) (66)
where
Oi1(r, s,p) ,{
hi : log
(
1 +
SNRpi |hii|2
1 + SNRα+pj−1|hji|2
)
< Si
}
(67)
Oi2(r, s,p) ,{
hi : log
(
1 +
SNR|hii|2
1 + SNRα+pj−1|hji|2
)
< Ti
}
(68)
Oi3(r, s,p) ,{
hi : log
(
1 +
SNR|hii|2
1 + SNRα+pj−1|hji|2
)
< Si + Ti
}
(69)
Oi4(r, s,p) ,{
hi : log
(
1 +
SNRpi |hii|2 + SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
< Si + Tj
}
(70)
Oi5(r, s,p) ,{
hi : log
(
1 +
SNR|hii|2 + SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
< Ti + Tj
}
(71)
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Oi6(r, s,p) ,{
hi : log
(
1 +
SNR|hii|2 + SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
< Si + Ti + Tj
}
(72)
for i, j = 1, 2 and i 6= j. We also define the complementary events O¯ik(r, s,p) for k = 1, 2, . . . , 6
as follows:
O¯i1(r, s,p) ,{
hi : log
(
1 +
SNRpi |hii|2
1 + SNRα+pj−1|hji|2
)
≥ Si
}
(73)
O¯i2(r, s,p) ,{
hi : log
(
1 +
SNR|hii|2
1 + SNRα+pj−1|hji|2
)
≥ Ti
}
(74)
O¯i3(r, s,p) ,{
hi : log
(
1 +
SNR|hii|2
1 + SNRα+pj−1|hji|2
)
≥ Si + Ti
}
(75)
O¯i4(r, s,p) ,{
hi : log
(
1 +
SNRpi |hii|2 + SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
≥ Si + Tj
}
(76)
O¯i5(r, s,p) ,{
hi : log
(
1 +
SNR|hii|2 + SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
≥ Ti + Tj
}
(77)
O¯i6(r, s,p) ,{
hi : log
(
1 +
SNR|hii|2 + SNRα|hji|2
1 + SNRα+pj−1|hji|2
)
≥ Si + Ti + Tj
}
(78)
for i, j = 1, 2 and i 6= j. It is shown in [10] that P[Oik(r, s,p)] .= SNR−dik(r,s,p), i = 1, 2,
k = 1, 2, . . . , 6, where
di1(r, s,p) =

(pi − si)+,
if pj < 1− α
(1− α− pj + pi − si)+,
if pj ≥ 1− α
(79)
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di2(r, s,p) =

(1− ri + si)+,
if pj < 1− α
(2− α− pj − ri + si)+,
if pj ≥ 1− α
(80)
di3(r, s,p) =

(1− ri)+,
if pj < 1− α
(2− α− pj − ri)+,
if pj ≥ 1− α
(81)
di4(r, s,p) =

(pi − si − rj + sj)++(α− si − rj + sj)+,
if pj < 1− si − rj + sj
(pi − si − rj + sj)+,
if pj ≥ 1− si − rj + sj and pj < 1− α
(1− α− pj + pi − si − rj + sj)+,
if pj ≥ 1− si − rj + sj and pj ≥ 1− α
(82)
di5(r, s,p) =

(
1−
2∑
k=1
rk +
2∑
l=1
sl
)+
+
(
α−
2∑
k=1
rk +
2∑
l=1
sl
)+
,
if pj < 1−
2∑
k=1
rk +
2∑
l=1
sl,(
1−
2∑
k=1
rk +
2∑
l=1
sl
)+
,
if pj ≥ 1−
2∑
k=1
rk +
2∑
l=1
sl and pj < 1− α(
2− α− pj −
2∑
k=1
rk +
2∑
l=1
sl
)+
,
if pj ≥ 1−
2∑
k=1
rk +
2∑
l=1
sl and pj ≥ 1− α
(83)
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di6(r, s,p) =

(1− ri − rj + sj)+ + (α− ri − rj + sj)+,
if pj < 1− ri − rj + sj
(1− ri − rj + sj)+,
if pj ≥ 1− ri − rj + sj and pj < 1− α
(2− α− pj − ri − rj + sj)+,
if pj ≥ 1− ri − rj + sj and pj ≥ 1− α
(84)
with i, j = 1, 2 and i 6= j. We define the total outage probability of the IC as the maximum of the
probabilities of outage for the two receivers, that is,
P[O(r, s,p)] , max (P[O1(r, s,p)],P[O2(r, s,p)]) . (85)
We note that this definition is compatible with our previous definitions. For a given rate tuple r, we
would like to minimize this probability over all choices of s and p, i.e.,
P
[OHK(r)] , min
s,p
P[O(r, s,p)] (86)
subject to
ri = si + ti (87)
si, ti ≥ 0 (88)
0 ≤ pi < 1, for i = 1, 2. (89)
We will next show that P
[OHK(r)] obeys the following exponential behavior in SNR
P
[OHK(r)] .= SNR−dHK(r) (90)
where
dHK(r) = max
s,p
min (d1(r, s,p), d2(r, s,p)) (91)
subject to
si + ti = ri
0 ≤ si ≤ ri
0 ≤ ti ≤ ri
0 ≤ pi < 1, for i = 1, 2, (92)
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and where the di(r, s,p) are given by
d1(r, s,p) = min
i=1,2,...,6
d1i(r, s,p) (93)
d2(r, s,p) = min
i=1,2,...,6
d2i(r, s,p). (94)
To see this, we note that P
[OHK(r)] can be bounded as follows
min
s,p
max (P[O1k(r, s,p)] ,P[O2l(r, s,p)]) ≤ P
[OHK(r)]
≤ min
s,p
max
(
6∑
i=1
P[O1i(r, s,p)] ,
6∑
j=1
P[O2j(r, s,p)]
)
(95)
where the inequality holds for all k = 1, 2, . . . , 6 and l = 1, 2, . . . , 6. In the high SNR limit the
RHS of (95) is dominated by the SNR exponent given by
max
s,p
min
(
min
i=1,2,...,6
d1i(r, s,p), min
j=1,2,...,6
d2j(r, s,p)
)
. (96)
The upper and lower bounds on P
[OHK(r)] can be made to have the same SNR exponent upon
selection of the appropriate values for k and l in the left-hand-side (LHS) of (95). We now arrived at
a lower bound on the error probability of the joint ML decoder for the two-message, fixed-power-split
HK scheme.
Following [11], we decompose the error probability of the joint ML decoder for the two-message,
fixed-power-split HK scheme at Ri into seven disjoint error events. As noted earlier, one of these
events is irrelevant for the IC. Denoting the decisions on the private and public message of Ti and
the public message of Tj at Ri by uıˆ
u
i
i ,w
ıˆwi
i , and w
ıˆwj
j , respectively, we end up with the following
six error events when the transmitted codewords are uı
u
i
i ,w
ıwi
i , and w
ıwj
j for i, j = 1, 2 and i 6= j:
EHKi1 ,
{
ıˆui 6= ıui , ıˆwi = ıwi , ıˆwj = ıwj
}
(97)
EHKi2 ,
{
ıˆui = ı
u
i , ıˆ
w
i 6= ıwi , ıˆwj = ıwj
}
(98)
EHKi3 ,
{
ıˆui 6= ıui , ıˆwi 6= ıwi , ıˆwj = ıwj
}
(99)
EHKi4 ,
{
ıˆui 6= ıui , ıˆwi = ıwi , ıˆwj 6= ıwj
}
(100)
EHKi5 ,
{
ıˆui = ı
u
i , ıˆ
w
i 6= ıwi , ıˆwj 6= ıwj
}
(101)
EHKi6 ,
{
ıˆui 6= ıui , ıˆwi 6= ıwi , ıˆwj 6= ıwj
}
. (102)
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The total error event at Ri is simply the union of the above events, i.e.,
EHKi ,
6⋃
k=1
EHKik . (103)
We let
[k∗ l∗] = arg min
k=1,2
l=1,2,3,4,5,6
(dkl(r, s,p)) . (104)
Further, let the functions6 Υnm(r) = [υ1nm(r) υ
2
nm(r)]
T and Ψnm(s∗) = [ψ1nm(s
∗) ψ2nm(s
∗)]T be
such that
dk∗l∗(r, s
∗,p∗) = dnm(Υnm(r),Ψnm(s∗),p∗)
for all n = 1, 2 and m = 1, 2, . . . , 6.
Next, we derive an upper bound on EHKi and show that the SNR exponent of this bound matches
the SNR exponent of the outage probability P
[OHK(r)]. We start by deriving an upper bound on
P
[EHKik ] according to
P
[EHKik ] = P[EHKik ,Oik(Υik(r),Ψik(s∗),p∗)]+
P
[EHKik , O¯ik(Υik(r),Ψik(s∗),p∗)] (105)
≤ P[Oik(Υik(r),Ψik(s∗),p∗)] + (106)
P
[EHKik |O¯ik(Υik(r),Ψik(s∗),p∗)] , (107)
for i = 1, 2 and k = 1, 2, . . . , 6. Next, we derive an upper bound onP
[EHKik |O¯ik(Υik(r),Ψik(s∗),p∗)]
using the union bound and the PEP. For the event EHKi1 , the receiver can cancel the contribution of
wi and wj out as they have been decoded correctly. The resulting equivalent signal model is then
y =
√
SNRhiiui +
√
SNRαhjiuj + z. (108)
Treating uj as noise with uj ∼ CN (0, SNR−(1−pj)IN) results in an upper bound on the error
probability as the worst noise under a covariance constraint is Gaussian [18]. The equivalent noise
n = z+
√
SNRαhjiuj is therefore Gaussian with n ∼ CN (0, (1 + SNR−(1−pj)+α|hji|2)IN). Recall
6We note that the functions Υnm(r) and Ψnm(s∗) might not be unique.
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that we assumed that Rj knows hji perfectly. We are now in a position to upper-bound the PEP
according to
Ehi{P[ui → u˜i]}
≤ Ehi
{
exp
[
− ‖hii(ui − u˜i)‖
2SNR
4(1 + SNR−(1−pj)+α|hji|2)
]}
.
Since ∆ui =
√
SNR1−pi(ui − u˜i), we get
Ehi{P[ui → u˜i]}
≤ Ehi
{
exp
[
− ‖hii(∆ui)‖
2SNRpi
4(1 + SNR−(1−pj)+α|hji|2)
]}
. (109)
Next, we use the fact that O¯i1(Υi1(r),Ψi1(s∗),p∗) entails SNRpi |hii|2
1+SNR−(1−pj)+α|hji|2
≥ SNRψii1(s∗) where
i, j = 1, 2 and i 6= j and apply the union bound to upper-bound P[EHKi1 |O¯i1(Υi1(r),Ψi1(s∗),p∗)]
according to
Ehi
{
P
[Ei1|O¯i1(Υi1(r),Ψi1(s∗),p∗)]} ≤
SNRNsi exp
[
−SNR
ψii1(s
∗)‖∆ui‖2
4
]
. (110)
Since ‖∆ui‖2 ≥˙ SNR−ψii1(s∗)+, with  > 0, by assumption, we further have
Ehi
{
P
[EHKi1 ]}
≤˙ P[Oi1(Υi1(r),Ψi1(s∗),p∗)] + SNRNsi exp [−SNR] (111)
≤˙ P[Oi1(Υi1(r),Ψi1(s∗),p∗)] . (112)
For the event EHKi2 , the receiver can cancel the contributions of the correctly decoded messages
ui and wj out. Following steps similar to those leading to (109), we obtain
Ehi{P[wi → w˜i]}
≤ Ehi
{
exp
[
− ‖hii∆wi‖
2SNR
4(1 + SNR−(1−pj)+α|hji|2)
]}
.
Next, an application of the union bound to P
[EHKi2 |O¯i2(Υi2(r),Ψi2(s∗),p∗)] yields
Ehi
{
P
[EHKi2 |O¯i2(Υi2(r),Ψi2(s∗),p∗)]} ≤ (113)
SNRNti exp
[
−SNR
υii2(r)−ψii2(s∗)‖∆wi‖2
4
]
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as the event O¯i2(Υi2(r),Ψi2(s∗),p∗) entails
SNR|hii|2
1 + SNRα+pj−1|hji|2 ≥ SNR
υii2(r)−ψii2(s∗). (114)
Since ‖∆wi‖2 ≥˙ SNR−υii2(r)+ψii2(s∗)+, with  > 0, by assumption, we further have
Ehi
{
P
[EHKi2 ]}
≤˙ P[Oi2(Υi2(r),Ψi2(s∗),p∗)] + SNRNti exp [−SNR] (115)
≤˙ P[Oi2(Υi2(r),Ψi2(s∗),p∗)] . (116)
For the event EHKi3 , the receiver can cancel the contribution of the correctly decoded message wj
out. We define xıˆ
x
i
i = u
ıˆui
i +w
ıˆwi
i , and recall that x
ıxi
i = u
ıui
i +w
ıwi
i . The PEP of deciding in favor of
x
ıˆxi
i when x
ıxi
i was actually transmitted can be upper-bounded as
Ehi{P[xi → x˜i]}
≤ Ehi
{
exp
[
− ‖hii∆xi‖
2SNR
4(1 + SNR−(1−pj)+α|hji|2)
]}
where ∆xi = x
ıxi
i − xıˆ
x
i
i (as defined before). Next, applying the union bound, we get
Ehi
{
P
[EHKi3 |O¯i3(Υi3(r),Ψi3(s∗),p∗)]} ≤
SNRNri exp
[
−SNR
υii3(r)‖∆xi‖2
4
]
since the event O¯i3(Υi3(r),Ψi3(s∗),p∗) entails
SNR|hii|2
1 + SNRα+pj−1|hji|2 ≥ SNR
υii3(r). (117)
As ‖∆xi‖2 ≥˙ SNR−υii3(r)+, for  > 0, by assumption, we further have
Ehi
{
P
[EHKi3 ]}
≤˙ P[Oi3(Υi3(r),Ψi3(s∗),p∗)] + SNRNri exp [−SNR] (118)
≤˙ P[Oi3(Υi3(r),Ψi3(s∗),p∗)] . (119)
For the event EHKi4 , the receiver can cancel out the contribution of the correctly decoded message
wi. DenotingAij = [
√
SNR1−piuı
u
i
i w
ıwj
j ], A˜ij = [
√
SNR1−piuıˆ
u
i
i w
ıˆwj
j ], h˜ = [
√
SNRpihii
√
SNRαhji]
T ,
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and recalling that ∆Aij = Aij − A˜ij , the PEP corresponding to deciding in favor of A˜ij when Aij
was actually transmitted is upper-bounded according to
Ehi
{
P
[
Aij → A˜ij
]}
≤ Ehi
{
exp
[
− ‖∆Aijh˜‖
2
4(1 + SNRα−(1−pj)|hji|2)
]}
≤ Ehi
{
exp
[
−λmin SNR
pi|hii|2 + SNRα|hji|2
4(1 + SNRα−(1−pj)|hji|2)
]}
≤ exp
[
−λminSNRψii4(s∗)+υ
j
j4(r)−ψjj4(s∗)
]
where λmin is the smallest nonzero eigenvalue of ∆Aij(∆Aij)H . As
λmin ≥˙ SNR−ψii4(s∗)−υ
j
j4(r)+ψ
j
j4(s
∗)+ (120)
with some  > 0, by assumption, we have
Ehi
{
P
[EHKi4 ]}
≤˙ P[Oi4(Υi4(r),Ψi4(s∗),p∗)] + SNRN(si+tj) exp [−SNR]
≤˙ P[Oi4(Υi4(r),Ψi4(s∗),p∗)] .
For the event EHKi5 , the receiver cancels out the contributions of the correctly decoded ui. Denoting
Bij = [w
ıwi
i w
ıwj
j ], B˜ij = [w
ıˆwi
i w
ıˆwj
j ], h˜ = [
√
SNRhii
√
SNRαhji]
T , and recalling that ∆Bij =
Bij − B˜ij , we have
Ehi
{
P
[
Bij → B˜ij
]}
≤ Ehi
{
exp
[
− ‖∆Bijh˜‖
2
4(1 + SNR−(1−pj)+α|hji|2)
]}
≤ Ehi
{
exp
[
−λmin SNR|hii|
2 + SNRα|hji|2
4(1 + SNR−(1−pj)+α|hji|2)
]}
≤ exp
−λminSNR 2Pk=1 υkk5(r)− 2Pj=1ψjj5(s∗)

where λmin is the smallest nonzero eigenvalue of ∆Bij(∆Bij)H . As
λmin ≥˙ SNR
−
2P
k=1
υkk5(r)+
2P
j=1
ψjj5(s
∗)+
(121)
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with some  > 0, by assumption, we have
Ehi
{
P
[EHKi5 ]}
≤˙ P[Oi5(Υi5(r),Ψi5(s∗),p∗)] + SNRN(t1+t2) exp [−SNR]
≤˙ P[Oi5(Υi5(r),Ψi5(s∗),p∗)] .
Finally, for the event EHKi6 , all codewords are in error, so that there is nothing to cancel out.
Denoting Cij = [x
ıxi
i w
ıwj
j ], C˜ij = [x
ıˆxi
i w
ıˆwj
j ], h˜ = [
√
SNRhii
√
SNRαhji]
T , and recalling that
∆Cij = Cij − C˜ij , we obtain
Ehi
{
P
[
Cij → C˜ij
]}
≤ Ehi
{
exp
[
− ‖∆Cijh˜‖
2
4(1 + SNR−(1−pj)+α|hji|2)
]}
≤ Ehi
{
exp
[
−λmin SNR|hii|
2 + SNRα|hji|2
4(1 + SNR−(1−pj)+α|hji|2)
]}
≤ exp
[
−λminSNRυii6(r)+υ
j
j6(r)−ψjj6(s∗)
]
where λmin is the smallest nonzero eigenvalue of ∆Cij(∆Cij)H . As
λmin ≥˙ SNR−υii6(r)−υ
j
j6(r)+ψ
j
j6(s
∗)+ (122)
with some  > 0, by assumption, we have
Ehi
{
P
[EHKi6 ]}
≤˙ P[Oi6(Υi6(r),Ψi6(s∗),p∗)] + SNRN(ri+tj) exp [−SNR]
≤˙ P[Oi6(Υi6(r),Ψi6(s∗),p∗)] .
Next, we upper-bound Ehi
{
P
[EHKi ]}, i = 1, 2, as follows
Ehi
{
P
[EHKi ]} ≤ 6∑
k=1
Ehi
{
P
[EHKik ]} (123)
≤˙
6∑
k=1
P[Oik(Υik(r),Ψik(s∗),p∗)] (124)
.
= max
k=1,2,...,6
P[Oik(Υik(r),Ψik(s∗),p∗)] (125)
.
= P
[OHK(r)] . (126)
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The error probability for the two-message, fixed power-split-HK scheme is given by
P
(
EHK
) .
= max
i=1,2
Ehi
{
P
[EHKi ]} (127)
.
= max
{
P
[OHK(r)] ,P[OHK(r)]} (128)
.
= P
[OHK(r)] (129)
where (129) follows from the definition of P
[OHK(r)]. From the outage lower bound (86), we have
that
P
[OHK(r)] ≤˙ P(EHK) ≤˙ P[OHK(r)] (130)
and therefore,
P
(
EHK
) .
= P
[OHK(r)] . (131)
Remark 1: It turns out that the total outage probability can be described in a more simple fashion
by recognizing that the constraints (80) and (83) are redundant. An inspection of (80) and (81)
immediately yields that di3(r, s,p) ≤ di2(r, s,p) so that (80) can be eliminated. Finally, (83) can
be eliminated as follows:
• whenever pj < 1−
2∑
k=1
rk + sj , then
di6(r, s,p) ≤ di5(r, s,p).
• whenever pj ≥ 1−
2∑
k=1
rk + sj and
? pj ≥ 1−
2∑
k=1
rk +
2∑
l=1
sl, then
di6(r, s,p) ≤ di5(r, s,p).
? pj < 1−
2∑
k=1
rk +
2∑
l=1
sl, then
dj1(r, s,p) ≤ di5(r, s,p)
with i, j = 1, 2 and i 6= j.
It is interesting to observe that analogues of the eliminations carried out in the last step above were
reported in [17]. We note that the elimination of (80) and (83) is equivalent (in terms of DMT) to
eliminating conditions (68) and (71) in the characterization of the total outage event in (66). This, in
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turn, is equivalent (in terms of DMT) to eliminating (59) and (62) from the characterization of the
achievable rate regionR∗. Now, it can be shown that the HK rate region described in [17] evaluates
precisely to the rate region R∗ in (65) without the constraints (59) and (62) when the distributions
of the inputs are assumed to be i.i.d. Gaussian in [17].
IV. ACHIEVABLE DMT OF THE INTERFERENCE CHANNEL
We would like to recall that the joint decoder and the two-message, fixed-power-split HK scheme
correspond to different power-splits between private and public messages (at the transmitters),
different code design criteria, and different decoding algorithms. As already mentioned, the joint
decoder can be viewed as a special case of the two-message, fixed-power-split HK scheme where
there are no private messages. For a given rate tuple r, obviously, either dHK(r) or dJD(r) dominates.
Therefore, the maximum achievable DMT of the fixed-power-split HK scheme is given by
d(r) = max
{
dHK(r), dJD(r)
}
(132)
and can be achieved by using the appropriate power-split, code designs, and decoding algorithm as
follows:
• If dHK(r) ≤ dJD(r), employ a family of codebooks satisfying the code design criteria in
Theorem 1, and use the joint ML decoder for IC.
• If dHK(r) > dJD(r), employ a family of codebooks satisfying the code design criteria, the
power-split p∗, and the joint ML decoder for two-message, fixed-power-split HK scheme in
Theorem 2.
In the next section, we show that the fixed-power-split HK scheme is DMT-optimal for certain
interference levels. Specifically, we call ICs with 1 > α ≥ 2/3, 2 > α ≥ 1, and α ≥ 2 moderate,
strong and very strong ICs in the sense of [5], respectively. Next, we will show that the fixed-power-
split HK scheme is DMT-optimal under moderate, strong and very strong interference for symmetric
multiplexing rates, i.e., for r = r1 = r2.
V. DMT-OPTIMALITY
In this section, we derive an outer bound on the DMT region of the IC that is tighter than the
outer bound derived in [10] for some interference levels. It turns out that for symmetric multiplexing
rates, i.e., when r = r1 = r2, the two-message, fixed-power-split HK scheme achieves this outer
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bound for all α ≥ 2/3. Hence, for α ≥ 2/3, the two-message, fixed-power-split HK scheme is
DMT-optimal for symmetric multiplexing rates. For α < 2/3, unfortunately, the two-message,
fixed-power-split HK scheme does not reach our outer bound. For asymmetric rate requirements,
i.e., when r1 6= r2, we show that the two-message, fixed-power-split HK scheme is DMT-optimal
for α ≥ 1. We proceed by presenting our outer bound.
A. Outer bound on DMT
We consider outer-bounding the capacity region of the IC by providing R2 with the side infor-
mation x1. As R2 knows the fading coefficient h12 perfectly (by assumption), it can cancel the
interference out completely, leaving a one-sided IC as depicted in Fig. 1. Further, we assume that a
genie reveals the fading coefficient h21 to T2. It is shown in [4], [5] that the capacity region of the
IC is contained in the following region
R1ETW ,
D1, SNR
α|h21|2 < 1
D2, SNRα|h21|2 ≥ 1
(133)
where
D1 , (S1, T1, S2, T2) :
S1 + T1 ≤ log
(
1 + SNR|h11|2
)
+ 1
S2 + T2 ≤ log
(
1 + SNR|h22|2
)
+ 1
D2 , (S1, T1, S2, T2) :
S1 + T1 ≤ log
(
1 + SNR|h11|2
)
+ 1
S1 + T1 + T2 ≤ log
(
1 + SNR|h11|2 + SNRα|h21|2
)
+ 1
S2 ≤ log
(
1 + SNR1−α
|h22|2
|h21|2
)
+ 1
S2 + T2 ≤ log
(
1 + SNR|h22|2
)
+ 1.
For a set S of quadruples {S1, T1, S2, T2}, let
∏
(S) be the corresponding set of rate pairs such
that R1 = S1 + T1 and R2 = S2 + T2. We recall that Si = si log SNR, Ti = ti log SNR, and
Ri = ri log SNR for i = 1, 2. Then, the set
R∗ETW ,
∏(R1ETW ) (134)
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is an outer bound on the achievable rate region for the IC, i.e., we have
R∗ETW ⊇ R† (135)
where R† is any achievable rate region of the IC. Next, we define the events
A , {h21 : SNRα|h21|2 < 1}
A¯ , {h21 : SNRα|h21|2 ≥ 1}
and
OETW1i (r, s) ,{
hi : log
(
1 + SNR|hii|2
)
+ 1 < Si + Ti
}
for i = 1, 2
OETW13 (r, s) ,{
h1 : log
(
1 + SNR|h11|2 + SNRα|h21|2
)
+ 1 < S1 + T1 + T2
}
OETW14 (r, s) ,{
h2 : log
(
1 + SNR1−α
|h22|2
|h21|2
)
+ 1 < S2
}
.
Since any achievable rate region for the IC is contained inR∗ETW , it follows that the error probability
of any scheme communicating over the IC is lower-bounded by
P
[OETW (r)] , min
s
P
[OETW1 (r, s)] (136)
where the minimization is carried out subject to
ri = si + ti (137)
si, ti ≥ 0 (138)
si, ti ≤ ri (139)
for i = 1, 2 with
OETW1 (r, s) , K1(r, s)
⋃
K2(r, s) (140)
and
K1(r, s) ,
( ⋃
i=1,2
OETW1i (r, s)
)⋂
A (141)
K2(r, s) ,
( ⋃
i=1,2,3,4
OETW1i (r, s)
)⋂
A¯. (142)
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Next, we computeP
[OETW1 (r, s)]. We note thatOETW1 (r, s) , K1(r, s)⋃K2(r, s) can equivalently
be characterized as:
OETW1 (r, s) =( ⋃
i=1,2
OETW1i (r, s)
)⋃(⋃
i=3,4
OETW1i (r, s)
⋂
A¯
)
.
It follows that we can upper-bound P
[OETW1 (r, s)] according to
P
[OETW1 (r, s)] ≤
2∑
i=1
P
[OETW1i (r, s)]+ 4∑
i=3
P
[
OETW1i (r, s)
⋂
A¯
]
. (143)
We can also lower-bound P
[OETW1 (r, s)] according to
P
[OETW1i (r, s)] ≤ P[OETW1 (r, s)] (144)
for i = 1, 2. Further, for i = 3, 4, we have
P
[
OETW1i (r, s)
⋂
A¯
]
≤ P[OETW1 (r, s)] . (145)
We only need to compute the SNR exponents of the upper and lower bounds to obtain the SNR
exponent of P
[OETW1 (r, s)]. It is shown in [10] that
P
[OETW1i (r, s)] .= SNR−dETW1i (r,s) (146)
where dETW1i (r, s) = (1− ri)+ for i = 1, 2, and
P
[OETW13 (r, s)] .= SNR−dETW13 (r,s) (147)
P
[OETW14 (r, s)] .= SNR−dETW14 (r,s) (148)
with
dETW13 (r, s) = (1− r1 − r2 + s2)+ + (α− r1 − r2 + s2)+
dETW14 (r, s) =

(1− α− s2)+, if s2 > 0 and α < 1
1, if s2 = 0
0, if s2 > 0 and α ≥ 1.
(149)
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Combining (146)-(148) with (144)-(145) and (143), it follows that
P
[OETW1 (r, s)] .= SNR−dETW1 (r,s) (150)
where
dETW1 = min
i=1,2,3,4
dETW1i (r, s). (151)
The SNR exponent of P
[OETW (r)] is then obtained as
P
[OETW (r)] = min
s
SNR−d
ETW
1 (r,s) (152)
= SNR−maxs d
ETW
1 (r,s) (153)
where the optimization is carried out subject to
ri = si + ti (154)
si, ti ≥ 0 (155)
si, ti ≤ ri. (156)
The error probability lower bound (153) is in general difficult to evaluate. However, we show in the
next subsection that in some cases, this bound can be evaluated very easily.
h11
h22
h21
y2
y1
w1
w2
x2
x1
Fig. 1. One-sided interference channel
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B. The case α ≥ 1
It follows immediately from the outer bound (153) that the joint ML decoder for IC achieves the
optimal DMT of the IC for all interference levels α ≥ 1. We denote the minimizing value of s in
(153) by s† and note that the DMT outer bound in Section V-A can be simplified according to
dETW1 (r, s
†) = dJD(r). (157)
Upon inspection of (149), we see that choosing any s2 > 0 results in dETWi4 (r, s) = 0 for α ≥ 1.
Hence, for any s2 > 0, we have dETW1 (r, s) = 0. For s2 = 0, we get
dETW1i (r, s) = (1− ri)+ for i = 1, 2 (158)
dETW13 (r, s) = (1− r1 − r2)+ + (α− r1 − r2)+ (159)
dETW14 (r, s) = 1. (160)
Therefore, dETW1 (r, s
†) is equivalent to dJD(r) by inspection of (8) and (158)-(160).
C. The case 1 > α ≥ 2/3
For the case 1 > α ≥ 2/3 and for general multiplexing rates for the two transmitters, proving
optimality of the two-message, fixed-power-split HK scheme remains elusive. However, we can
show that the two-message, fixed-power-split HK scheme is DMT-optimal for r1 = r2 = r. The
maximum DMT of the two-message, fixed-power-split HK scheme is achieved for 1 ≥ α ≥ 2/3 as
follows:
• for r < α/2, use the joint ML decoder for IC according to Theorem 1
• for r ≥ α/2, use the joint ML decoder for the two-message, fixed-power-split HK scheme
according to Theorem 2 with pi = 1− α and si = r − α/2 for i = 1, 2.
We recall that in the case of symmetric multiplexing rates (r1 = r2 = r), we have that s = si for
i = 1, 2. It turns out that the DMT outer bound in (153) can be maximized according to
• for r < α/2, set s = 0.
• for r ≥ α/2, set s = r − α/2.
With these choices of optimizing values, an inspection of the DMT outer bound in (153) and the
achievable region (132) yields that the two regions are equivalent. Hence, for 1 ≥ α ≥ 2/3 and
r1 = r2 = r, we have shown that the fixed-power-split HK scheme achieves the optimal DMT.
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VI. VERY STRONG INTERFERENCE
We recall that channels with α ≥ 2 are called very strong interference channels in the sense of
[5]. We shall see that the condition α ≥ 2 enables each transmitter-receiver pair to communicate
as if the interference were not present. In this section, we restrict to α ≥ 2 and show that the joint
decoder and a stripping decoder, which decodes interference while treating the intended signal as
noise, subtracts the result out, and then decodes the desired signal, are optimal for the IC under
very strong interference.
A. Joint decoder
Consider the steps (32) and (33) in the proof of the achievable DMT of joint decoding. We can
upper-bound P
[EJDik ] as
P
[EJDik ] = P[EJDik ,OJDik (r)]+ P[EJDik , O¯JDik (r)]
≤ P[OJDik (r)]+ P[EJDik |O¯JDik (r)] (161)
for k = 1, 2. We will see that this approach leads to stricter design criteria, but in exchange enables
us to decouple the IC as we will demonstrate shortly. Using (37) in (161) and noting that O¯JDik (r)
entails SNR|hii|2 + SNRα|hji|2 ≥ SNRr1+r2 − 1, we can upper-bound Ehi
{
P
[EJDi2 ]} according to
Ehi
{
P
[EJDi2 ]} ≤˙ (162)
P
[OJDi2 (r)]+ SNRN(r1+r2) exp [−λminSNRr1+r24
]
.
We recall that λmin is the smallest eigenvalue of ∆Xij(∆Xij)H . Hence, if λmin ≥˙ SNR−r1−r2+ for
some  > 0, we have that
Ehi
{
P
[EJDi2 ]} ≤˙ P[OJDi2 (r)] . (163)
Similarly, using (42) in (161) and noting that OJDi1 entails SNR|hii|2 ≥ SNRri − 1, we get
Ehi
{
P
[EJDi1 ]}
≤˙ P[OJDi1 (r)]+ SNRNri exp [−SNRri‖∆xi‖24
]
. (164)
If ‖∆xi‖2 ≥˙ SNR−ri+ for some  > 0 for every pair of codewords, the second term on the RHS of
(164) decays exponentially, leaving the polynomially decaying term, according to
Ehi
{
P
[EJDi1 ]} ≤˙ P[OJDi1 (r)] . (165)
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Inserting (163) and (165) into (45), we get
Ehi
{
P
[EJDi ]} ≤ 2∑
k=1
Ehi
{
P
[EJDik ]} (166)
≤˙ P[OJDi1 (r)]+ P[OJDi2 (r)] (167)
.
= SNR−(1−ri)
+
+ SNR−(1−r1−r2)
+−(α−r1−r2)+ (168)
for i = 1, 2. We simplify (168) for α ≥ 2 to get
Ehi
{
P
[EJDi ]} ≤˙ SNR−(1−ri)+ . (169)
We recall that P (Eii) is the average ML error probability under the assumption that the perfectly
decoded interference has been removed. We note that P (Eii) is a lower bound on Ehi
{
P
[EJDi ]}.
Further, by the outage bound on P (Eii) [14], P (Eii) is lower-bounded according to
SNR−(1−ri)
+ ≤˙ P (Eii) ≤˙ Ehi
{
P
[EJDi ]} ≤˙ SNR−(1−ri)+ .
Hence, we get
P (Eii)
.
= Ehi
{
P
[EJDi ]} .= SNR−(1−ri)+ . (170)
This shows that under very strong interference, the IC is effectively decoupled, in the sense that, it
is possible to achieve the performance of two point-to-point SISO systems without interference,
provided that we employ a family of codebooks that satisfy
‖∆xi‖2 ≥˙ SNR−ri+ (171)
λmin
(
∆Xij(∆Xij)
H
) ≥˙ SNR−r1−r2+ (172)
for all pairs of codewords xnii ,x
n˜i
i ∈ Ci(SNR, ri) s.t. xnii 6= xn˜ii , xnjj ,xn˜jj ∈ Cj(SNR, rj) s.t. xnjj 6=
x
n˜j
j for i, j = 1, 2 and i 6= j, where ∆xi = xnii −xn˜ii , ∆xj = xnjj −xn˜jj , and ∆Xij = [∆xi ∆xj], and
λmin(∆Xij(∆Xij)
H) denotes the smallest nonzero eigenvalue of ∆Xij(∆Xij)H , for some7  > 0,
with a power-split according to pi = −∞ for i = 1, 2 and the receiver algorithm corresponding
to the joint decoder described earlier. Hence, the joint decoder is DMT-optimal under very strong
interference. What is more, as shown next, a stripping decoder achieves the DMT performance of
the joint decoder, and therefore, is also DMT-optimal.
7We note that  is allowed to be different in (10) and (11).
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B. Stripping decoder
In this section, we take N = 1; we will see later that optimal performance can be achieved for
N ≥ 1, in contrast to the fixed-power-split HK scheme. In the following, we use the short-hand xi
for the first element of the transmit signal vector xi, yi for the first element of the receive signal
vector yi, and Xi for Ci(SNR, ri).
We write P[Eij|hj] for i, j = 1, 2 and i 6= j for the ML decoding error probability of decoding Ti
at receiverRj under the assumption that Tj is treated as noise. We define the respective average ML
decoding error probability as P (Eij) = Ehj{P[Eij|hj]}. We assume throughout that the transmit
symbols are equally likely for both transmitters, and hence P[xi] = 1|Xi| for i = 1, 2.
In the following, we show that a stripping decoder achieves the DMT outer bound in [10] given
by
d(r) ≤ min{(1− r1)+, (1− r2)+}. (173)
Theorem 3: For the fading IC with I/O relation (3)-(4), we have
P (E)
.
= SNR−min{(1−r1)
+,(1−r2)+} (174)
provided that ∆xi = x
j
i − xki satisfies |∆xi|2 ≥˙ SNR−ri+ for every pair xji , xki in each codebook
Xi, i = 1, 2, and for some  > 0.
Proof: In the following, we show that a stripping decoder achieves the optimal DMT region.
We start by decoding T2 at R1 while treating T1 as noise, i.e., we have the effective I/O relation
y1 =
√
SNRαh21x2 + z˜ (175)
where z˜ is the effective noise term with variance 1 + SNR|h11|2. We next note that the worst case (in
terms of mutual information and hence outage probability) uncorrelated (with the transmit signal)
additive noise under a variance constraint is Gaussian [18, Theorem 1]. In the following, we use
the corresponding worst case outage probability to exponentially upper-bound P (E21), i.e., we set
z˜ ∼ CN (0, 1 + SNR|h11|2). We start by normalizing the received signal according to
y1√
1 + SNR|h11|2
=
√
SNRα
1 + SNR|h11|2h21x2 + z (176)
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where z ∼ CN (0, 1). We can now upper-bound P[E21|h1] as
P[E21|h1] =
∑
x2∈X2
P[x2]P[E21|h1, x2] (177)
=
1
|X2|
|X2|∑
i=1
P
|X2|⋃
j=1
j 6=i
xi2 → xj2 |h1
 (178)
≤ |X2|P
[
xi˜2 → xj˜2 |h1
]
(179)
≤ |X2|Q
(√
SNRα|h21|2|∆x2|2
2(1 + SNR|h11|2)
)
, (180)
where
{
xi˜2, x
j˜
2
}
denotes the (or “a” in the case of multiple pairs with the same distance) pair of
symbols with minimum Euclidean distance among all possible pairs of different symbols. We now
define the outage eventOii associated with decoding Ti atRi (i = 1, 2) in the absence of interference
and its complementary event O¯ii as follows
Oii ,
{
hii : log
(
1 + SNR|hii|2
)
< Ri
}
(181)
O¯ii ,
{
hii : log
(
1 + SNR|hii|2
) ≥ Ri} . (182)
We note that this definition is consistent with the definition of P (Eii). Similarly, we define the event
Oij associated with decoding Ti at Rj while treating Tj as noise (i, j = 1, 2 and i 6= j) and its
complementary event O¯ij as follows
Oij ,
{
hj : log
(
1 +
SNRα|hij|2
1 + SNR|hjj|2
)
< Ri
}
O¯ij ,
{
hj : log
(
1 +
SNRα|hij|2
1 + SNR|hjj|2
)
≥ Ri
}
.
Next, we upper-bound P (E21) according to
P (E21) = Eh1{P[E21|h1]} =
Eh1
{
P[O21]P[E21|h1,O21]+P
[O¯21]P[E21|h1, O¯21]} (183)
≤ P[O21] + Eh1
{
P
[
E21|h1, O¯21
]}
(184)
≤ P[O21] + SNRr2Q
(√
SNRr2 |∆x2|2
2
)
(185)
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where (183) follows from Bayes’s rule and (184) is obtained by upper-bounding P[E21|h1,O21]
and P
[O¯21] by 1. Finally, (185) follows by using the fact that O¯21 entails SNRα|h21|21+SNR|h11|2 ≥ 2R2 − 1, and
invoking R2 = r2 log SNR, |X2| = SNRr2 , and SNR  1 in (180). It can be shown that P[O21] .=
SNR−(α−1−r2)
+ for α ≥ 2 [10]. Further, since |∆x2|2 ≥˙ SNR−r2+, for  > 0, by assumption, we
can further simplify the above as the second term in (185) decays exponentially in SNR whereas
the first term decays polynomially, i.e., we get
Eh1{P[E21|h1]} ≤˙ P[O21] .= SNR−(α−1−r2)
+
. (186)
We proceed to analyze decoding of T1 at R1 and start by defining x¯2 as the result of decoding
T2 at R1. Note that we do not need to assume that T2 was decoded correctly at R1. We begin by
upper-bounding P[E11|h1] given x¯2:
P[E11|h1, x¯2]
=
∑
x1∈X1
∑
x2∈X2
P[x1]P[x2]P[E1|h1, x1, x2, x¯2] (187)
=
1
|X1||X2|
|X1|∑
i=1
|X2|∑
k=1
P
|X1|⋃
j=1
j 6=i
xi1→ xj1 |h1, xk2, x¯2
 (188)
≤ |X1||X2|
|X2|∑
k=1
P
[
xi˜1 → xj˜1 |h1, xk2, x¯2
]
, (189)
where
{
xi˜1, x
j˜
1
}
denotes the (or “a” in the case of multiple pairs with the same distance) pair of
symbols with minimum Euclidean distance among all possible pairs of different symbols. Next,
we further upper-bound P[E11|h1, x¯2] by considering two events; namely, when R1 decodes T2
correctly and when it does not:
P[E11|h1, x¯2] ≤
|X1|
|X2|
|X2|∑
k=1
(
P
[
x¯2= x
k
2|h1, xk2
]
P
[
xi˜1→ xj˜1 |h1, xk2, x¯2, x¯2=xk2
]
+P
[
x¯2 6= xk2|h1, xk2
]
P
[
xi˜1→ xj˜1 |h1, xk2, x¯2, x¯2 6= xk2
])
, (190)
where P
[
xi˜1→ xj˜1 |h1, xk2, x¯2, x¯2=xk2
]
is the probability of mistakenly decoding xi˜1 for x
j˜
1 given
that T2 transmitted xk2 and R1 decoded T2 correctly, i.e., x¯2 = xk2. The quantity P
[
x¯2 = x
k
2|h1, xk2
]
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is the probability of decoding T2 correctly given that xk2 was transmitted. By upper-bounding
P
[
x¯2 = x
k
2|h1, xk2
]
and P
[
xi˜1→ xj˜1 |h1, xk2, x¯2, x¯2 6= xk2
]
in (190) by 1, we arrive at
P[E11|h1, x¯2] ≤ |X1||X2|
|X2|∑
k=1
P
[
xi˜1 → xj˜1 |h1, xk2, x¯2, x¯2 = xk2
]
+
|X1|
|X2|
|X2|∑
k=1
P
[
x¯2 6= xk2|h1, xk2
]
. (191)
Next, noting that 1|X2|
|X2|∑
k=1
P
[
x¯2 6= xk2|h1, xk2
] ≤ P[E21|h1] and invoking the corresponding upper
bound (180) in (191), we get
P[E1|h1, x¯2] ≤ |X1|Q
(√
SNR|h11|2|∆x1|2
2
)
+
|X1||X2|Q
(√
SNRα|h21|2|∆x2|2
2(1 + SNR|h11|2)
)
. (192)
The first term on the RHS of (192) follows from the first term on the RHS of (191), since given
x¯2 = x
k
2, the interference is subtracted out perfectly, leaving an effective SISO channel without
interference. We are now in a position to upper-bound P (E11):
P (E11) = Eh1{P[E11|h1]} ≤ Eh1{P[E11|h1, x¯2]} (193)
≤ Eh1
{
|X1|Q
(√
SNR|h11|2|∆x1|2
2
)}
+
Eh1
{
|X1||X2|Q
(√
SNRα|h21|2|∆x2|2
2(1 + SNR|h11|2)
)}
. (194)
Here, (193) follows since the error probability incurred by using the stripping decoder constitutes a
natural upper bound on Eh1{P[E11|h1]}. We upper-bound (194) by splitting each of the two terms
into outage and no outage sets using Bayes’s rule to arrive at
P (E11) = Eh1{P[E11|h1]} ≤
P[O11] + SNRr1Q
(
SNRr1|∆x1|2
2
)
+ P[O21] +
SNRr1+r2Q
(
SNRr2|∆x2|2
2
)
. (195)
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The second and fourth terms on the RHS of (195) follow from (194) since O¯11 and O¯21 entail
SNR|h11|2 ≥ 2R1−1 and SNRα|h21|21+SNR|h11|2 ≥ 2R2−1, respectively, and sinceRi = ri log SNR, |Xi| = SNRri
for i = 1, 2, and SNR  1. Given that the minimum Euclidean distances in each codebook, |∆x1|2
and |∆x2|2, obey |∆x1|2 ≥˙ SNR−r1+ and |∆x2|2 ≥˙ SNR−r2+, for some  > 0, by assumption, we
get
P (E11) = Eh1{P[E11|h1]} ≤˙ P[O11] + P[O21] (196)
.
= SNR−(1−r1)
+
+ SNR−(α−1−r2)
+
(197)
.
= SNR−min{(1−r1)
+,(α−1−r2)+}. (198)
Similar derivations for decoding at R2 lead to
P (E22) ≤˙ SNR−min{(1−r2)+,(α−1−r1)+}. (199)
We note that the error probability of decoding Ti at Ri is exponentially lower-bounded by P[Oii]
for i = 1, 2 [14]. Hence, P (Eii) is sandwiched according to
SNR−(1−ri)
+≤˙ P (Eii) ≤˙ SNR−min{(1−ri)+,(α−1−rj)+} (200)
for i, j = 1, 2 and i 6= j. The proof is concluded by first upper-bounding
P (E) = max{P (E11), P (E22)} (201)
as
P (E) ≤˙ max
{
SNR−min{(1−r1)
+,(α−1−r2)+},
SNR−min{(1−r2)
+,(α−1−r1)+}
}
.
= SNR−min{(1−r1)+,(1−r2)+} (202)
where (202) is a consequence of the assumption α ≥ 2. Secondly, P (E) can be lower-bounded
using the outage bounds on the individual error probabilities:
SNR−min{(1−r1)+,(1−r2)+} ≤˙ P (E). (203)
Since the SNR exponents in the upper bound (202) and the lower bound (203) match, we can
conclude that
P (E)
.
= SNR−min{(1−r1)+,(1−r2)+} (204)
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which establishes the desired result.
Remark 2: We can immediately conclude from Theorem 3 that using a sequence of codebooks
that is DMT-optimal for the SISO channel for both users results in DMT-optimality for the IC under
very strong interference.
Remark 3: If r1 = r2 = r and we use sequences of codebooks C(SNR, r) satisfying the conditions
of Theorem 3 for both users, then we have
P (E11)
.
= P (E22)
.
= SNR−(1−r)
+
(205)
as a simple consequence of (200). This means that in the special case, where each Ti transmits at
the same multiplexing rate r, we have the stronger result that the single user DMT, i.e., the DMT
that is achievable for a SISO channel in the absence of any interferers, is achievable for both users.
In effect, under very strong interference and when the two users operate at the same multiplexing
rate, the interference channel effectively gets decoupled. For a stripping decoder and r1 6= r2, we
can, in general, not arrive at the same conclusion as the SNR exponents in (200) do not necessarily
match.
VII. SUBOPTIMAL STRATEGIES
In the following, we investigate the DMT performance of treating the IC as a combination of two
MACs and sharing transmission time between the two transmitters. These strategies are suboptimal;
in fact, it can be shown that the two-message, fixed-power-split HK scheme always outperforms
these schemes. Nevertheless, we analyze these two schemes as they are of some practical importance.
A. Achievable DMT for treating the IC as a combination of two MACs
A simple achievable rate region for the IC is obtained by treating the IC as a MAC at each receiver
Rj for j = 1, 2. Next, we formally define the strategy of treating the IC as a combination of two
MACs.
Definition 4: A MAC at Ri is obtained by requiring the messages from both transmitters Tj ,
j = 1, 2, to be decoded at Ri for i = 1, 2.
Definition 5: A joint ML decoder for MAC at Rj (j = 1, 2) carries out joint ML detection on
the messages from both transmitters (Ti for i = 1, 2). The ML error probability and the average
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ML error probability of this receiver are denoted by P
[EMACj ] and P(EMACj ) , Ehj {P[EMACj ]},
respectively.
The following theorem provides the achievable DMT for the strategy of treating the IC as a
combination of two MACs.
Theorem 4: The DMT corresponding to treating the IC as a MAC at each receiver is given by
dMAC(r) = min
i=1,2
k=1,2,3
{
dMACik (r)
}
(206)
where
dMACi1 (r) = (1− ri)+
dMACi2 (r) = (α− rj)+, for i, j = 1, 2 and i 6= j
dMACi3 (r) = (1− r1 − r2)+ + (α− r1 − r2)+ .
Denote
[i∗ k∗] = arg min
i=1,2
k=1,2,3
dMACik (r). (207)
Let Ξik(r) = [ξ1ik(r) ξ
2
ik(r)]
T be functions8 such that
dMACi∗k∗ (r) = d
MAC
ik (Ξik(r)) (208)
for i = 1, 2, k = 1, 2, 3. If a sequence (in SNR) of codebooks with block length N ≥ 2 satisfies
‖∆xi‖2 ≥˙ SNR−min{ξii1(r),ξij2(r)}+ (209)
λmin
(
∆Xij(∆Xij)
H
) ≥˙ SNR−ξ1i3(r)−ξ2i3(r)+ (210)
for all pairs of codewords xnii ,x
n˜i
i ∈ Ci(SNR, ri) s.t. xnii 6= xn˜ii , xnjj ,xn˜jj ∈ Cj(SNR, rj) s.t. xnjj 6=
x
n˜j
j for i, j = 1, 2 and i 6= j, where ∆xi = xnii − xn˜ii , ∆xj = xnjj − xn˜jj , and ∆Xij = [∆xi ∆xj],
and λmin(∆Xij(∆Xij)H) denotes the smallest nonzero eigenvalue of ∆Xij(∆Xij)H , for some9
 > 0, then P (E) obeys
P (E)
.
= SNR−d
MAC(r). (211)
8We note that the functions Ξik(r) might not be unique.
9We note that  is allowed to be different in (209) and (210).
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Proof: We first identify an upper bound on the DMT and then show, using an appropriate
lower bound, that this DMT is, indeed, achievable. We define the outage events corresponding to
decoding of Ti, decoding of Tj , and jointly decoding of Ti and Tj at Ri for i, j = 1, 2 and i 6= j by
OMACi1 , {hi : I(xi;yi|xj,hi) < Ri} (212)
OMACi2 , {hi : I(xj;yi|xi,hi) < Rj} (213)
OMACi3 , {hi : I(xi,xj;yi|hi) < R1 +R2} . (214)
We define an outage event for the MAC at Ri as
OMACi ,
3⋃
k=1
OMACik . (215)
We define the total outage probability for treating the IC as a combination of MACs as
P
[OMAC] , max{P[OMAC1 ],P[OMAC2 ]} . (216)
Using a standard argument along the lines of [11], [13], we can see that assuming that both
transmitters employ i.i.d. Gaussian codebooks results in no loss of optimality in terms of DMT
performance. We can therefore evaluate (212)-(214) as
OMACi1 (r) ,
{
hi : log
(
1 + SNR|hii|2
)
< Ri
}
OMACi2 (r) ,
{
hi : log
(
1 + SNRα|hji|2
)
< Rj
}
OMACi3 (r) ,{
hi : log
(
1 + SNRα|hji|2 + SNR|hii|2
)
< R1 +R2
}
with i, j = 1, 2 and i 6= j. In the following, we will also need the definitions of the no-outage events,
according to
O¯MACi1 (r) ,
{
hi : log
(
1 + SNR|hii|2
) ≥ Ri}
O¯MACi2 (r) ,
{
hi : log
(
1 + SNRα|hji|2
) ≥ Rj}
O¯MACi3 (r) ,{
hi : log
(
1 + SNRα|hji|2 + SNR|hii|2
) ≥ R1 +R2}
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with i, j = 1, 2 and i 6= j. We can now establish the asymptotic behavior of OMACi . By the union
bound, we have
P
[OMACi ] ≤ 3∑
k=1
P
[OMACik (r)] (217)
.
= max
k=1,2,3
P
[OMACik (r)] . (218)
It is shown in [14] and [10] that
P
[OMACi1 (r)] .= SNR−dMACi1 (r) (219)
P
[OMACi2 (r)] .= SNR−dMACi2 (r) (220)
P
[OMACi3 (r)] .= SNR−dMACi3 (r) (221)
with
dMACi1 (r) = (1− ri)+ (222)
dMACi2 (r) = (α− rj)+ (223)
dMACi3 (r) = (1− r1 − r2)+ + (α− r1 − r2)+ (224)
for i, j = 1, 2 and i 6= j. We point out that (222) and (223) define six SNR exponents dMACik (r), i.e.,
for i = 1, 2 and k = 1, 2, 3. The outage event corresponding to jointly decoding the signals from
both transmitters atR1 is identical to the outage event corresponding to jointly decoding the signals
from both transmitters at R2. Hence, the corresponding SNR exponents of the outage probabilities
of these events, namely, dMAC13 (r) and d
MAC
23 (r), are exactly the same. The total outage probability
corresponding to treating the IC as a combination of MACs then satisfies
P
[OMAC] = max{P[OMAC1 ],P[OMAC2 ]} . (225)
From (218), it follows that
P
[OMACi ] .= max
k=1,2,3
P
[OMACik (r)]
.
= SNR
− min
k=1,2,3
dMACik (r)
. (226)
Hence, combining (225) and (226), we get
P
[OMAC] .= max
i=1,2
SNR−mink=1,2,3 d
MAC
ik (r) (227)
.
= SNR−d
MAC(r) (228)
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where
dMAC(r) = min
i=1,2
k=1,2,3
{
dMACik (r)
}
. (229)
We note that (227) can be simplified by eliminating either dMAC13 (r) or d
MAC
23 (r) as explained earlier.
With (226) we arrived at a lower bound on the error probability of the joint ML decoder for MAC at
Ri. This lower bound, by definition, gives an upper bound on the DMT region. We next try to find an
upper bound on the error probability that has the same exponential behavior as this lower bound. To
this end, consider next the error probability corresponding to the joint ML decoder for MAC. We first
define the relevant error events. Let xnii and x
nj
j with ni ∈ {1, 2, . . . , 2NRi}, nj ∈ {1, 2, . . . , 2NRj}
(i, j = 1, 2 and i 6= j) be the codewords transmitted by Ti and Tj , respectively. The results of (joint
ML) decoding of Ti and Tj atRi are denoted byxn˜ii andxn˜jj , respectively, with n˜i ∈ {1, 2, . . . , 2NRi},
n˜j ∈ {1, 2, . . . , 2NRj} for i, j = 1, 2 and i 6= j. We have the error events corresponding to Ti only,
Tj only, and Ti and Tj being decoded in error at Ri as
EMACi1 , {n˜i 6= ni, n˜j = nj} (230)
EMACi2 , {n˜i = ni, n˜j 6= nj} (231)
EMACi3 , {n˜i 6= ni, n˜j 6= nj} (232)
for i, j = 1, 2 and i 6= j. We will also need the total error probability defined as
EMACi ,
⋃
k=1,2,3
EMACik . (233)
We denote
[i∗ k∗] = arg min
i=1,2
k=1,2,3
dMACik (r). (234)
Let Ξik(r) = [ξ1ik(r) ξ
2
ik(r)]
T be functions10 such that
dMACi∗k∗ (r) = d
MAC
ik (Ξik(r)) (235)
for i = 1, 2, k = 1, 2, 3.
10We note that the functions Ξik(r) might not be unique.
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We next find an upper bound on the probability of the events EMACik as follows:
P
[EMACik ]
= P
[EMACik ,OMACik (Ξik(r))]+ P[EMACik , O¯MACik (Ξik(r))]
≤ P[OMACik (Ξi(r))]+ P[EMACik |O¯MACik (Ξi(r))] . (236)
We start by deriving an upper bound on the average (w.r.t. the random channel) pairwise error
probability (PEP) of each error event EMACik for i = 1, 2 and k = 1, 2, 3. Assuming, without
loss of generality, that we have an EMACi3 type error event, the probability of the ML decoder
mistakenly deciding in favor of the codeword Xn˜in˜jij = [x
n˜i
i x
n˜j
j ] when X
ninj
ij = [x
ni
i x
nj
j ] (with
xnii ,x
n˜i
i ∈ Ci(SNR, ri) and xnjj ,xn˜jj ∈ Cj(SNR, rj), i, j = 1, 2 and i 6= j) was actually transmitted,
can be upper-bounded according to
Ehi
{
P
[
X
ninj
ij → Xn˜in˜jij
]}
(237)
≤ Ehi
{
exp
[
−‖∆Xijh˜i‖
2
4
]}
(238)
≤ Ehi
{
exp
[
−λmin‖h˜i‖
2
4
]}
(239)
= Ehi
{
exp
[
−λmin SNR|hii|
2 + SNRα|hji|2
4
]}
(240)
where h˜i = [
√
SNRhii
√
SNRαhji]
T for i, j = 1, 2 and i 6= j and λmin is the smallest nonzero
eigenvalue of ∆Xij(∆Xij)H . Noting that the no outage event O¯MACi3 (Ξi3(r)) entails SNR|hii|2 +
SNRα|hji|2 ≥ SNRξ1i3(r)+ξ2i3(r) − 1, (236) implies an upper bound on P
[EMACi3 ] according to:
Ehi
{
P
[EMACi3 ]} ≤˙ (241)
P
[OMACi3 (Ξ3(r))]+ SNRN(r1+r2) exp
[
−λminSNR
ξ1i3(r)+ξ
2
i3(r)
4
]
.
Here, we used the definitions Ri = ri log SNR for i = 1, 2 and exp[−λmin4 (SNRξ
1
i3(r)+ξ
2
i3(r) − 1)] .=
exp[−λmin
4
SNRξ
1
i3(r)+ξ
2
i3(r)]. Given that λmin ≥˙ SNR−ξ1i3(r)−ξ2i3(r)+ with  > 0, by assumption, we
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obtain
Ehi
{
P
[EMACi3 ]}
≤˙ P[OMACi3 (Ξi3(r))]+ SNRN(r1+r2) exp [−SNR4
]
(242)
.
= P
[OMACi3 (Ξi3(r))]
.
= SNR−d
MAC
i∗k∗ (r) (243)
as the second term on the RHS of (242) decays exponentially in SNR whereas the first term decays
polynomially. Eq. (243) is a consequence of the definition of the function Ξi3(r).
A similar analysis for the EMACi1 -type error event results in
Ehi
{
P
[
xnii → xn˜ii
]} ≤
Ehi
{
exp
[
−SNR|hii|
2‖∆xi‖2
4
]}
(244)
which, upon invoking
‖∆xi‖2 ≥˙ SNR−min{ξii1(r),ξij2(r)}+
and using the fact that O¯MACi1 (Ξi1(r)) entails SNR|hii|2 ≥ SNRξii1(r) − 1, yields
Ehi
{
P
[EMACi1 ]} ≤˙ P[OMACi1 (Ξi1(r))]+
SNRNri exp
[
−SNR
ξii1(r)−min{ξii1(r),ξij2(r)}+
4
]
(245)
.
= P
[OMACi1 (Ξi1(r))] .= SNR−dMACi∗k∗ (r) (246)
for i = 1, 2.
A similar analysis for the EMACi2 -type error event results in
Ehi
{
P
[
x
nj
j → xn˜jj
]}
≤
Ehi
{
exp
[
−SNR
α|hji|2‖∆xj‖2
4
]}
(247)
which, upon invoking
‖∆xj‖2 ≥˙ SNR−min{ξ
j
j1(r),ξ
j
i2(r)}+
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and using the fact that O¯MACi2 (Ξi2(r)) entails SNRα|hji|2 ≥ SNRξ
j
i2(r) − 1, yields
Ehi
{
P
[EMACi2 ]} ≤˙ P[OMACi2 (Ξi2(r))]+
SNRNrj exp
[
−SNR
ξji2(r)−min{ξjj1(r),ξji2(r)}+
4
]
(248)
.
= P
[OMACi2 (Ξi2(r))] .= SNR−dMACi∗k∗ (r) (249)
for i, j = 1, 2 and i 6= j. To complete the proof, we note that
Ehi
{
P
[EMACi ]} ≤ 3∑
k=1
Ehi
{
P
[EMACik ]} (250)
≤˙
3∑
k=1
P
[OMACik (Ξik(r))] (251)
= 3SNR−d
MAC
i∗k∗ (r) .= SNR−d
MAC(r).
We finally get
P
(
EMAC
)
= max
i=1,2
Ehi
{
P
[EMACi ]} (252)
≤˙ SNR−dMAC(r). (253)
Since (253) gives an upper bound that matches the lower bound in (228), the proof is complete.
B. Time sharing
We assume that the transmitters are orthogonalized in time or frequency such that each Ti (i = 1, 2)
uses a fraction θi of the channel resources with θ1 + θ2 = 1 and 0 ≤ θi ≤ 1. Then, Ti enjoys an
effective SISO channel θi fraction of time or frequency, and the effective transmission rate of Ti is
given by Ri/θi = (ri/θi) log SNR. Let P
(
ETSi
)
be the average ML error probability for decoding
Ti at Ri for the time sharing system. It is shown in [14] that
P
(
ETSi
) .
=
SNR
−(1−ri/θi)+ , if θi > 0
1, if θi = 0
(254)
for i = 1, 2. The achievable DMT of this strategy is then
P
(
ETS
)
= max
{
P
(
ETS1
)
, P
(
ETS2
)}
.
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We can optimize over the parameters θi to get the best possible DMT of this strategy according to
P
(
EOTS
)
, min
θ1,θ2
max
{
P
(
ETS1
)
, P
(
ETS2
)}
(255)
subject to
θ1 + θ2 = 1
0 ≤ θi ≤ 1
for i = 1, 2.
NUMERICAL RESULTS
Figs. 2-5 show the DMT achieved by the fixed-power-split HK scheme (HK) in comparison to the
outer bound we derived in (153) (ETW), the outer bound in [10] (AL08), to treating interference as
noise (TIAN), and to time-sharing (TS) for symmetric rates r = r1 = r2 and for α = 1/2, α = 2/3,
α = 1, and α = 1.5, respectively.
Fig. 2 shows the achievable DMT regions and the outer bounds for α = 0.5. In this case, we see
that the two-message, fixed-power-split HK scheme (HK) is only DMT-optimal for multiplexing
rates r < 1/4, and falls short of achieving the outer bound (153) (ETW) and the outer bound in [10]
(AL08) for multiplexing rates r ≥ 1/4. It is interesting to note that the outer bound (153) is better
than the outer bound in [10] for multiplexing rates r < 0.45, whereas for r > 0.45 the opposite is
true, i.e., the outer bound [10] is tighter than the outer bound (153).
Figs. 3-4 depict the achievable DMT regions and the outer bounds for α = 2/3 and α = 1,
respectively. In these cases, we see that the two-message, fixed-power-split HK scheme (HK) is
DMT-optimal and achieves the DMT outer bound in (153). We also observe that the outer bound
(153) is tighter than the outer bound in [10] for all multiplexing rates.
In Fig. 5, we plot the outer bounds and the achievable DMT regions for the interference level
α = 1.5. The two-message, fixed-power-split HK scheme achieves the DMT outer bound (153),
and therefore, is DMT-optimal for α = 1.5. We note that for α = 1.5, the outer bound (153) and
the outer bound in [10] are identical.
VIII. CONCLUSIONS
We characterized the optimal DMT of the two-user fading IC for the cases of moderate, strong, and
very strong interference. Further, we proved that a two-message, fixed power-split HK superposition
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Fig. 2. Symmetric rate DMT for α = 1/2 and for various schemes.
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Fig. 3. Symmetric rate DMT for α = 2/3 and for various schemes.
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Fig. 4. Symmetric rate DMT for α = 1 and for various schemes.
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Fig. 5. Symmetric rate DMT for α = 1.5 and for various schemes.
coding scheme achieves the optimal DMT of the two-user fading IC under moderate, strong, and
very strong interference. We provided code design criteria for the corresponding superposition codes.
A complete characterization of the optimal DMT of the two-user fading IC under weak interference
remains an open question.
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