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ABSTRACT PAGE 
In recent years, a great deal of progress has been made in understanding the ionization 
processes that result from the interaction of an intense laser pulse with multielectron atoms. 
However, due to experimental limitations, the effect of the laser field's spatial dependence on 
strong-field processes has rarely been investigated. Presented in this work is a theoretical 
analysis of this spatial dependence including a proposal for an experimentally observable result 
of the phenomenon. We begin by outlining the elements of the laser field that will vary as a 
function of position and show their effects on simple free electron trajectories. We then develop a 
classical, three-dimensional simulation of the entire process of double ionization of helium in an 
intense laser field using realistic, non-paraxial focal conditions. The existence of an out-of-phase 
electric field component in the laser propagation direction is determined, which produces an 
effective longitudinal ellipticity, resulting in a reduction in the double ion yields as a function of 
position in the laser focus. It is found that under conditions of tight focusing, the effective focal 
volume for non-sequential double ionization is significantly reduced. 
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CHAPTER! 
Introduction 
1.1 Project Motivation 
One of the more interesting problems of late 19th century physics was finding a correct 
description of the photoelectric effect. Experimental observation indicated that a light 
source incident on a metallic surface could result in the ejection of electrons from the 
metal. However, the onset of the effect and subsequent increase in the electron kinetic 
energy resulted from changes in the wavelength of the light, not its intensity as had been 
predicted by Maxwell's wave theory of light. In one of his Annus mirabilis papers [1], 
Albert Einstein was able to explain the phenomena by quantizing the electromagnetic 
radiation into units known as photons, with energy proportional to frequency. 
Advancements in quantum theory led Maria Goppert-Mayer [2] to predict that the 
combined energy of many photons could also result in ionization, even when the energy 
of any one single photon was not enough to result in ionization. However, the light 
intensity needed for such an event to occur would not be achieved in a laboratory until 
the advent ofthe laser many years later. 
After the laser was developed, further improvements were made to these light sources 
to increase the radiation intensity that could be generated. One such advancement is the 
Q-switching laser, which produces pulses on the order of a few nanoseconds and delivers 
1 
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a peak power of about a megawatt [3]. Other advancements include mode locking and 
chirped pulse amplification (CPA) [4], which enabled an increase in the maximum 
intensity of a laser pulse. These higher intensities led to increasingly complicated 
ionization mechanisms. The first mechanism, predicted by Mayer and prevalent for light 
at the intensity range 1010 - 1013 W/cm2 and at high frequency, is referred to as 
multiphoton ionization (MPI). As the laser intensity increases (I ~ 1013 W/cm2), a 
phenomenon known as above threshold ionization (ATI) may occur. In ATI, the atom 
absorbs more photons than are necessary for ionization, resulting in electrons with higher 
kinetic energy being released. At even higher intensities, but with low frequency light, 
ionization was found to occur as a result of an electron tunneling out of the Coulomb 
potential of the atom. 
A rate for this tunnel ionization was determined by Amosov, Delone and Krainov 
(ADK) [5], which proved successful in modeling the observed experimental yields from 
single ionization. However, the model failed to explain the observed yields for 
multielectron ionization, which were orders of magnitude larger than expected. It was 
determined that this enhanced multielectron yield could not result from independent, 
sequential tunnel ionization events but, instead, must be the result of some other non-
sequential process, known generally as non-sequential double ionization (NSDI). Several 
non-sequential mechanisms were proposed to explain this phenomenon, but the 
mechanism that best fit observation was rescattering. In rescattering, one electron is 
liberated via tunnel ionization and is then accelerated by the laser field, first away from 
and then towards the parent ion. Lastly, an electron-electron interaction may occur 
2 
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resulting in the liberation of a second electron. 
Clearly, a key aspect of the rescattering model is the free electron's trajectory. Close 
returns to the ion core will result in a higher probability of NSDI and further returns will 
reduce the probability. The trajectories are governed by the laser field, but the laser field 
has a spatial dependence. Therefore, the trajectories, and thus NSDI, should also exhibit 
some spatial dependence. In this dissertation, a complete description of the laser field will 
be developed so that its exact spatial dependence can be determined. Then, sample 
electron trajectories will be calculated to investigate regions that may lead to varying 
NSDI yields. Lastly, a fully three-dimensional, classical simulation of the entire 
rescattering process will be employed to predict NSDI yields at various locations within 
the focal volume under certain laser conditions. 
1.2 Dissertation Overview 
An overview of strong-field ionization is presented in chapter 2, along with a survey 
of various experimental and theoretical results for NSDI. 
A full derivation of the electric and magnetic fields associated with a Gaussian laser 
pulse is presented in chapter 3. 
Chapter 4 presents various electron trajectories. These include: an electron in a plane 
wave, under relativistic conditions, and with a longitudinal electric field. The longitudinal 
electric field in combination with the transverse electric field will result in an altered 
polarization. This 'effective ellipticity' will also be discussed here. 
3 
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The simplified trajectories of chapter 4 will be expanded in chapter 5 in an attempt to 
more closely model the second step of the rescattering model. These trajectories will be 
used to determine the distance of closest return to the ion core that occurs at different 
locations within the focal volume. 
A fully 3D, classical simulation of the rescattering process is presented in chapter 6. 
Particular attention is given to the development of a model atom and the initial conditions 
of the system. The simulation is used to qualitatively replicate many experimental results. 
In chapter 7 the full simulations will be used to generate yield curves of single and 
double ionization at the center of the focal volume. The effects of polarization, pulse 
width and absolute phase on these yield curves will also be presented. 
Finally, chapter 8 investigates spatial effects on NSDI by generating yield curves at 
locations throughout the focal volume. Additionally, the laser parameters needed to 
observe the spatial effects in an experiment are considered. 
4 
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CHAPTER2 
Ionization in Intense Fields 
Presented in this chapter is a review of strong field physics as it relates to ionization of 
atoms. Emphasis is given to the process of non-sequential ionization, particularly the 
rescattering mechanism and various theoretical models of the process. The material 
covered was guided by several review articles devoted to the subject of multiphoton 
ionization in intense fields [6-9]. 
2.1 Single Photon Ionization 
The first successful theoretical mechanism for ionization of an atom via light was the 
photoelectric effect. In this process, an electron in an atom absorbs a single photon and, if 
the energy of the photon is greater than the binding energy of the nucleus ( nw ~ £; ; 
where co is the angular frequency and ci is the binding energy), it will be liberated (Fig. 
2.1a) [1]. Since this model is limited to the absorption of a single quantum oflight, and 
thus has no intensity dependence, photoionization could never result from low-frequency 
light. 
2.2 Multi-photon Ionization 
In single photon ionization, the field strength is assumed to be sufficiently low such 
that first order perturbation theory can be used to determine the likelihood of a transition 
5 
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Fig 2.1: A schematic diagram of different ionization mechanisms: a) the 
absorption of a single photon; b) multi photon ionization by N photons, in 
which the energy of a single photon is much less than the ionization 
energy; c) above threshold ionization by N+S photons in which the excess 
photons contribute to the kinetic energy of the liberated electron. 
perturbation theory can be used to determine the likelihood of a transition from state to 
state. As the field strength increases, the approximation is no longer valid and higher 
orders of the perturbation theory must be included. For N-photon ionization, the 
perturbation expansion must be carried out to at least order N, which is referred to as 
lowest order perturbation theory (LOPT) [10]. 
In this expanded formalism the atom can simultaneously absorb several photons, 
allowing for ionization via low-frequency light. This is known as multiphoton ionization 
(MPI). Ostensibly, Einstein's atomic photoelectric effect is no longer satisfied since 
nOJ < &; , however MPI is in agreement with the photoelectric effect ( NnOJ ~ &; ; where N 
is the integer number of photons absorbed). The single ionization process for an atom A 
can then be described by 
6 
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(2.1) 
The laser intensities needed to observe MPI vary depending on the atomic species used 
and number of photons needed for ionization. For the 4-photon ionization of Cs, an 
intensity of about 1010 W/cm2 is needed when using a 50-ps pulse from an ND-glass laser 
with radiation at 1 060 nm, while the 11-photon ionization of Xe requires an intensity of 
about 1013 W/cm2 using the same laser parameters [11]. 
The transition of the electron from an initial state to the continuum can be understood 
in terms of virtual states. This process is similar to the one that gives rise to Raman 
scattering. A photon normally scatters elastically off of an atom, but in the Raman case it 
scatters via an excitation, making the process inelastic. During the inelastic scattering 
process, the incident photon of energy E1 excites the atom to a 'virtual state' which then 
quickly relaxes to an eigenstate E2, releasing a photon of energy E3, where E3 = E1-E2. It 
is important to note that this differs from a fluorescence process because it involves no 
transfer of electron population to an excited state with a resonance lifetime, so Raman 
scattering can occur for any frequency of incident light. 
Given the Heisenberg Uncertainty relationship MM ~ 1 (for e = me = n = 1 ), the 
electron can transition between states by 'borrowing' energy 11E and can exist in the state 
for time M. For the electron to be promoted to an even higher energy state, a second 
photon must be absorbed within the time 11t. This process of occupying successively 
higher energy virtual levels can be repeated for each absorbed photon until the electron is 
liberated from the atom (Fig. 2.1 b). 
7 
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Multiphoton ionization was first observed in 1965 by Delone and Voronov [12], who 
detected seven-photon ionization of xenon using a ruby laser. This, and other, early 
experiments were performed with low intensity laser light (I< 1013 W/cm2) and were in 
agreement with LOPT. Specifically, LOPT predicts that the ionization rate is given by 
(2.2) 
where N is the minimum number of photons needed for ionization, w is the ionization rate, 
(j is the cross-section of the ionization process and I is the laser intensity. The ionization 
rate is highly non-linear and has been shown to be valid up to N=22 in atomic helium by 
Nd:YAG lasers [13]. This relationship accounts for the electron energy spectra like those 
of Fig 2.2a. At first glance, Fig. 2.2a appears to violate LOPT since a peak that is of 
higher order than N is present. It has been shown [14] that there is a slight non-linearity 
in N. However, the Nth-power dependence of the total yield is preserved due to the 
relatively small magnitude of the higher order terms. Using LOPT, the perturbed wave 
function for each order can be derived from the previous order by making use of the 
dipole operator, which represents the action of the perturbing field. However, as the 
intensity increases [I > 1013 W/cm2, see Eq. (2.6)], LOPT is no longer valid and the 
ionization rate takes a different form. 
2.3 Above Threshold Ionization 
When an atom is in the presence of an alternating external electric field, the atomic 
states can become strongly coupled to the laser field. When this occurs, the atomic states 
8 
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Fig 2.2: Electron energy spectra for xenon with a wavelength of 1064 run 
and at an intensity of a) 2xl012 W/cm2 and b) lxl013 W/cm2• As the 
intensity increases the lower energy peaks decrease due to shifting of the 
energy levels (Data taken from ref. [9]). 
that the electrons occupy can be shifted in a process known as the AC-Stark shift. Since 
this process is non-pertubative, LOPT is no longer sufficient to describe the ionization 
process. 
9 
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Under these conditions, an electron can absorb more photons than the mm1mum 
needed to overcome the binding energy of the atom, a process which is known as above 
threshold ionization (ATI), and is shown schematically in Fig 2.1c. This phenomenon 
was first observed in 1979 by Agostini et al. [15] by investigating the electron energy 
spectrum produced by multi photon ionization of xenon. The spectrum revealed two peaks, 
one for the expected six-photon ionization and another peak separated by the photon 
energy, indicating that some electrons had absorbed seven photons instead of the six 
needed for ionization. 
In A TI, the ionization rate is generalized to 
(2.4) 
where S is the number of excess photons absorbed. The photoelectron energy is given by 
E = (N + S)tzm- I P, (2.5) 
where lp is the ionization potential of the atom. 
Additionally, the AC-Stark shift can also lead to a suppression of low-energy peaks in 
the photoelectron energy spectra, as shown in Fig 2.2b. This shift is negligible at low 
laser frequencies for electrons in the lowest bound states of the atom, but for electrons in 
the Rydberg and continuum states the shift is characterized by the electron pondermotive 
energy Up. The pondermotive energy is the kinetic energy of the electron quiver motion 
in a laser field averaged over an optical cycle and is given by 
10 
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2E2 
U = e o 
p 4 2 , 
rnro 
(2.6) 
where e is the charge of the electron, rn is the mass of the electron, Eo is the electric field 
strength and w is the frequency of the laser. Calculating the pondermotive energy for the 
parameters found in Fig. 2.2 we find the values to be 0.2 eV in a) and 1 eV for b), which 
is roughly the energy of one photon. 
This expression accurately describes a free electron in an oscillating field, but the 
effect will be diminished for an electron bound by an atomic nucleus. For an electron in 
the lowest bound states, the pondermotive energy is small compared to the binding 
energy, so these electrons will not experience a very large 'wiggle'. However, for the 
much less tightly bound Rydberg states the pondermotive energy is much closer to the 
binding energy, resulting in a significant amount of wiggle (further discussion of this can 
be found in chapter 6.1 ). 
Lastly, the final photoelectron energy can be defined as 
(2.7) 
The effect of the AC-Stark shift on the ionization potential is shown in Fig. 2.3. At a low 
intensity (I1), ionization will occur if the electron absorbs 7 photons, but at a higher 
intensity (h), the laser field has shifted the energy levels such that 7 photons do not 
provide enough energy for the electron to escape and ionization will only occur if at least 
8 photons are absorbed. 
11 
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Up -w\tb \aser 
without laser 
J l l 
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Fig 2.3: Intensity dependent AC-Stark shift on ionization potential. At 
intensity 11, 7 photons are needed to liberate an electron, but at a higher 
intensity h, 8 photons are needed. The extra energy is needed to overcome 
the pondermotive energy that arises due to the atom's interaction with the 
laser field. 
2.4 Tunneling Ionization 
With the advent of chirped pulse amplification techniques, it is now possible to create 
very intense, ultrashort light pulses with intensities exceeding 1015 W/cm2• This intensity 
range corresponds to an electric field of about 109 V/cm, which is comparable to the 
strength of the Coulomb field in an atom. Under these strong fields, perturbation theory 
(i.e. MPI) is no longer valid; instead, the ionization process results from the interaction of 
the laser field with the Coulomb field. As depicted in Fig 2.4a, the effective potential 
seen by an electron in the atom is similar to the Coulomb potential but is distorted as a 
result of the oscillating laser field. Under the principles of quantum mechanics, the 
12 
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electron is able to tunnel through the suppressed barrier with a certain probability (Fig. 
2.4b) or, if the barrier is suppressed enough (Fig. 2.4c ), will be classically allowed to 
escape the atom. 
a) 
Coulomb Potential Laser Potential Distorted Potential 
ll+~ 
b) V(r) c) V(r) 
0 r 
-~~--~ -i "' 
Fig 2.4: The effective potential (shown in red) that results from the 
combination of a nuclear Coulomb potential and slowly varying laser field 
[a)]. A slightly distorted potential will result in tunneling [b)] while further 
distortion results in over the barrier ionization [c)]. 
The transition from the tunneling regime to the MPI regime can be understood by 
investigating the Keldysh adiabicity parameter [16]. This parameter is defined as the ratio 
between the time it takes an electron to tunnel and the field oscillation period, and is 
given by the expression 
(2.8) 
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where me is the mass of the electron and e is the charge of the electron. If y >> 1, the 
ionization process is said to be 'direct' and the electron is liberated from the atom by the 
absorption of multi photon energy that is greater than the binding energy of the atom. This 
process dominates because the tunneling time is much longer than the oscillation period 
of the field. When y << 1, if the electron is not energetic enough to overcome the binding 
potential ionization can only occur via tunneling. The electron has ample opportunity to 
do so given that the tunneling time is much smaller than the field oscillation period. More 
precisely, tunneling has been observed for y < 0.5 [17]. There is also a vaguely defined 
intermediate regime where y ~ 1, in which both tunneling and MPI occur. It should be 
noted that the Keldysh parameter can also be expressed as 
[i;-
r= ~-w;. (2.9) 
To understand the ionization rate in the tunneling regime, let us first consider the rate 
associated with an atom in an external electric field (DC-Stark Effect) (Problem 8.16 in 
[18]). We will use a crude 1D model ofthe atom and assume that the electron is in a deep 
finite square well of width 2a (Fig 2.5a). The ground state energy will be 
(2.1 0) 
We then introduce a perturbation of the form 
H' =-ax: where a = eEext (2.11) 
14 
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for an electron in an external electric field. This perturbation will distort the field as 
shown in Fig 2.5b. 
-a 
V(x) 
a 
X 
a) 
V(x) 
-a 
X 
b) 
Fig 2.5: a) Deep square well which serves as 1D model atom. b) Square 
well perturbed by external electric field [18]. 
The tunneling time can then be calculated by using 
8mea2 2r 
r = e 
nn 
where 
r= 
~8meVo3 
3an 
15 
(2.12) 
(2.13) 
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Suppose V0 = 20 eV (typical binding energy for an outer electron), a= 10-10 m (typical 
atomic radius), Eext = 7x106 V/m (strong laboratory field; I~ 107 W/cm2) and e and me 
are the charge and mass of the electron. For these values, the tunneling time is about 
1038000 sec! However, at Eext = 8x1010 V/m (I ~ 1015 W/cm2), the tunneling time is 
dramatically reduced to a value of about 0.5 fs. In this intensity range, tunneling is much 
more likely to occur since the oscillation period of the laser is 'tosc ~ 1 o-15 sec for 800-nm 
light. Of course, intensities that large are not consistent with the approximations of this 
method, but it does illustrate that as the external field increases, the ratio of the tunneling 
and field oscillation times decreases, as predicted by the Keldysh parameter. 
The above derivation is limited by assumptions made about the relative sizes of the 
binding energy and external field, so a more complete theory was developed by Amosov, 
Delone and Krainov (ADK) [5]. They developed an expression for the probability of 
tunnel ionization that was derived for a complex atom or atomic ion in an arbitrary state. 
Additionally, an expression for the tunnel ionization rate in the presence of an elliptically 
polarized electromagnetic field was also derived. 
The tunneling model is valid up to a critical intensity, after which the barrier becomes 
suppressed so far that the ground state of the electron is no longer bound in the atom. 
This phenomenon is known as over the barrier ionization (OTBI) and occurs at 1.4x1014 
W/cm2 for atomic hydrogen. More generally, an expression for the intensity necessary for 
OTBI to occur can be found by investigating the suppression of the barrier. The potential 
experienced by an electron bound in an atomic Coulomb potential and exposed to a 
constant external electric field is given by 
16 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
(2.14) 
where r is the electron distance from the nucleus, e is the electron charge, Eo is the 
electric field amplitude, Z is the charge state of the atom and k is Coulomb's constant. As 
shown in Fig. 2.4, the distorted potential will exhibit a local minimum whose position can 
be found by taking the derivative ofEq. (2.14) with respect tor and setting the derivative 
equal to zero. The location ofthe local maximum is given by the expression 
(2.15) 
The condition for electron escape is given by U10r{rmax) = ci, where Gi is the binding 
energy ofthe electron. Substituting this condition into Eq. (2.14) and solving for Eo gives 
(2.16) 
Lastly, the intensity of the field can be found using the expression 
(2.17) 
By substituting Eq. (2.16) into Eq. (2.17) the expression for the critical intensity becomes 
I =4x10 9 W
2
• 
8
'
4
2
• 
Crit em Z (2.18) 
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2.5 Non-Sequential Double Ionization 
Multiphoton ionization leading to doubly charged ions, where two valence electrons in 
the outer shell were liberated from the atom, was first observed in Ba and Sr [19]. Later 
experiments using an Nd:YAG laser were successful in observing Kr2+ ions produced 
through MPI [20]. Multielectron ionization has been experimentally observed at 
intensities> 1013 W/cm2. 
At the time of these experiments, the prevailing model to calculate multielection 
ionization was the single active electron (SAE) model [21]. In this model, all of the 
ionization dynamics are governed by the outermost electron. All other electrons are 
assumed to be stationary and non-interacting, other than their contribution to the effective 
atomic potential. Due to the lack of electron correlation, this model predicts a stepwise 
ionization process (sequential ionization) in which each electron leaves the atom in 
separate, distinct ionization events as the laser pulse intensity increases. As such, the 
double ionization process can be written as 
(2.19) 
where N 1 and N2 are the number of photons absorbed in each process. 
Technological advances in lasers ushered in the next generation of multielectron 
ionization experiments which utilized the high power, ultrashort pulses (on the order offs) 
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0.1 1 10 
., 
Laser Intensity (PW /em-) 
Fig 2.6: The ionization yield for single ionization (He+ in blue) and double 
ionization (He2+ in red). The double ionization curve displays a distinct 
'knee' structure (shaded) indicative of non-sequential ionization (from ref. 
[23]). 
and high repetition rates that could be achieved. This allowed experimenters to 
investigate ion yields at higher charge states for all rare-gas atoms and measure the yields 
for He with high precision. The results from these experiments demonstrated good 
agreement with ADK theory for single ionization, but measurements of multielectron 
ionization were several orders of magnitude larger than what was predicted by ADK. 
However, the excess yield was only observed at lower intensities, while high intensity 
yields for multielectron ionization was in agreement with ADK [22]. The data from one 
such experiment [23] (He atoms, linear polarization, 100 fs pulse width and 780-nm light) 
is shown in Fig 2.6. 
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The presence of an enhanced double ion yield, shown shaded and often referred to as a 
'knee', indicated that the sequential ionization model was not valid for all intensities. 
Therefore, some other process must dominate at these intensities, such as a simultaneous 
(non-sequential, or direct) ionization process 
(2.20) 
This process is called non-sequential double ionization (NSDI) and was first observed in 
Xe [24], then He [22,23] and other rare-gas atoms [25,26] as well as molecules [27,28]. 
To explain NSDI, several mechanisms were proposed, including: 
• "Shake-off' 
Proposed by Fittinghoff [22], this model reqmres one electron to be rapidly 
removed from an atom or molecule. The wave function of the remaining electrons 
will relax to the new eigenstates of the altered potential, parts of which exist in the 
continuum, which can cause a second electron to be 'shaken off during the 
relaxation period. This process is known to be one of the mechanisms for 
Compton scattering of a single photon, but this requires photon energies in the 
keV range [29]. 
• Two-Step-One (TS 1) 
In the TS 1 model, one electron absorbs a photon but, as it exits the atom, collides 
with another electron resulting in the escape of both electrons from the atom. The 
TS 1 mechanism is known to dominate shake-off at lower electron energies ( < 1 00 
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eV [30]). This mechanism requires the electron correlation to occur on very short 
time scales (on the order of a few attoseconds) and be confined to a small region 
of space (the size ofthe electron cloud). 
• Rescattering 
This mechanism was first proposed by Kuchiev under the name 'atomic antenna 
model' [31] and predicted that an electron, after being liberated from the atom, 
will act as an antenna when driven by the laser field by absorbing energy and then 
sharing it with another electron via correlation. This model was extended by 
Corkum [32] and Schaffer [33] to a three step model, shown in Fig 2.7. In the first 
step, tunnel ionization occurs and an electron is released into the continuum (Fig 
2.7a). The free electron is then accelerated by the laser field, first away from the 
ion core, and then back towards it once the phase of the field reverses (Fig 2. 7b ). 
Upon its return to the ion core, there is a chance that the electron will inelastically 
scatter, resulting in impact ionization of the ion (Fig 2.7b). This mechanism 
requires a time scale on the order of femtoseconds, which is much longer than the 
time scale for TS 1. 
Of the three mechanisms described above, rescattering has proved to be the one most 
consistent with experimental results. One such result is the polarization dependence of 
NSDI. Experiments performed with elliptically polarized light [25,34] show that the 
characteristic knee of the double ionization yield curves becomes suppressed as the 
ellipticity of the laser field increases. As polarization approaches the circular limit, the 
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a) b) c) 
Fig 2.7: The three step process of rescattering: a) The first electron is 
liberated via tunnel ionization, b) The electron is accelerated and driven 
back to the ion core by the laser field, c) An inelastic collision results in 
double ionization. 
knee completely vanishes, as tunnel ionization becomes the only process contributing to 
double ionization. The reason for the knee suppression is that elliptical polarization 
causes the free electron to be driven so far from the atom that it never has a chance to 
reencounter the ion core (step 2 of the recollision model, Fig 2. 7b ). Both shake-off and 
TS 1 are polarization independent and therefore cannot account for this result. 
When the free electron is: recaptured by the atom, instead of being inelastically 
scattered, it will release the excess kinetic energy in the form of a photon. This process is 
known as high harmonic generation (HHG) and has been experimentally observed 
[35,36]. Additionally, investigations of ATI electron spectra revealed a plateau that can 
be explained through elastic scattering of the electron with the ion core, leading to high 
energy photoelectrons [37,38] (this phenomenon is discussed in more detail in section 
6.4). Both of these observations fit the rescattering model unlike other proposed NSDI 
mechanisms that are unable to account for these results. 
The observed kinematics of the liberated electrons also support the rescattering model. 
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Investigations of final electron momenta show a correlation at NSDI intensities, which 
disappears as the intensity increases and sequential ionization begins to dominate. If the 
recollision picture is accurate, both electrons will escape the atom at about the same time, 
meaning they will both experience the same phase of the laser, which will accelerate 
them in the same direction. If the ionization process is sequential, the direction each 
electron will be driven is random, thus eliminating any correlation [39]. An interesting 
consequence of the rescattering model is that it predicts a limit of observed NSDI as the 
laser intensity decreases. The energy gained by the electron as it is accelerated by the 
field is related to the intensity of the field, so low intensity light will result in low energy 
electrons. Since NSDI will not occur if the returning electron lacks sufficient energy to 
liberate the second electron, there should be a critical intensity value below which NSDI 
is not observed. However, this limit has not yet been observed in experiments [23,40]. 
In addition to experimental work, considerable progress has been made in developing 
theoretical models ofNSDI. These models include: 
• Numerical Integration of TDSE 
Perhaps the most straight-forward theoretical approach is to solve the time-
dependent Schrodinger equation (TDSE) for a few electron systems directly. For 
anN electron system, a partial differential equation with 3N spatial variables must 
be solved, making the approach computationally intensive. Progress has been 
made in modeling He by assuming an infinite nuclear mass and using linearly 
polarized light which reduces the problem to a five dimensional, time dependent 
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partial differential equation which can be solved usmg massively-parallel 
computing [41,42]. However, the wavelength in these calculations is set at 390 
nm, which is smaller than the typical experimental value of 800 nm. Later, 
calculations using 780-nm light [43] revealed that a time delay between single and 
double ionization exists, which is consistent with the rescattering model. Despite 
this success, the model has been unable to reproduce the experimental results of 
final electron momentum correlation or electron energy distribution. 
• S-Matrix Theory 
Another quantum mechanical approach is to relate the initial and final states of 
interacting particles via a scattering matrix (or S-matrix). For the rescattering 
model, there are three contributions to the S-matrix 
The transition of an electron from the bound state to a Volkov state in the 
continuum. The Volkov state is the wave function for a free electron 
interacting with a plane wave [ 44]. 
The propagation of the free electron in the laser field. The strong field 
approximation (SF A) is used, meaning that the field is considered to be much 
stronger than the Coulomb potential, thus the Coulomb potential is ignored. 
The electron-electron interaction. This can be calculated by assummg a 
Coulomb interaction that ignores the wn interaction [ 45] or a contact 
interaction localized at the position of the ion core [ 46]. Recent findings 
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[ 4 7 ,48] indicate that the contact model displays better agreement with 
experimental results. 
The S-matrix model has been effective in replicating double ionization rates [45], 
and producing qualitative agreement with experiment for the recoil-ion and 
correlated electron momentum distributions for NSDI of Ne [ 46]. The drawbacks 
of this model are the limited interaction of the returning electron and the 
unaccounted electron-electron and electron-ion interactions in the final state. 
• One-Dimensional Quantum Mechanical Approaches 
Since many of the TDSE models are limited to linear polarization, an attempt was 
made to simplify the calculations by restricting the problem to one dimension, the 
polarization direction [49-52]. These 1D models utilize a 'soft' coulomb potential 
V(x) = -11~ (see chapter 6.1) and a time dependent, two electron wave 
function represented numerically on a flat grid in the presence of an oscillating 
laser field [50,51]. The 1D analysis has the advantage of being able to easily 
produce information about the time evolution of the correlated two-electron wave 
function in momentum and coordinate space. The 1 D model has been successful 
in reproducing the 'knee' structure of double ion yields [50,53] and has also been 
able to match the experimentally determined ion momentum distributions [50], 
which both support the rescattering model. The limitations of a 1D model include 
a lack of information about the angular effects of electron emission and an 
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overestimation of the electron-electron repulsion due to the restriction of lD 
electron motion [8]. 
• Semi -classical Approaches 
Semi-classical approaches based on rescattering have been developed that treat 
the tunneling process quantum mechanically and the free electron classically [ 40, 
54-56]. Specifically, the probability for tunnel ionization is determined by ADK 
theory and classical mechanics are used to determine the time evolution of the 
free electron in the laser field. The only free parameter in Corkum's rescattering 
model is the impact parameter, which is determined by the spread of the electron 
wave packet transverse to the electric field of the laser. 
The original rescattering model neglected the Coulomb potential of the parent ion 
[32,33]. This has a dramatic effect on the predicted NSDI yield since it has been 
shown experimentally that the attractive Coulomb potential acts as a focusing 
mechanism, increasing the probability that the free electron will be driven back to 
the ion core and thus increase expected NSDI yield [54-56]. In terms of the 
electron's wave packet, spreading will result in much of the wave packet missing 
the ion during the first return. However, after several returns the focusing effect 
will become more significant and the likelihood of an inelastic collision will 
increase considerably. 
Double ionization can also occur even if the collision does not directly lead to 
ionization. In this scenario, the electron-electron interaction results in the second 
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electron being promoted to a higher-energy state, but one that is still bound. 
Ionization can then occur if the electron tunnels out of the atom from the excited 
state. Semi-classical models for He that incorporate both impact and excitation 
ionization as well as Coulomb focusing have been successful in predicting the 
ratio of single to double ionization yield [57], the double hump of the ion 
momentum distribution and final state electron momentum correlation [57-59]. 
Additionally, fully classical simulations [52, 60-62] have been developed for high 
intensities, replacing the ADK model of tunnel ionization with a simulation that 
incorporates a model classical atom and exhibits over-the-barrier ionization. This allows 
the electron dynamics to be calculated by solving the classical equations of motion, 
which is much simpler than the quantum calculations and has the advantage of helping to 
provide intuitive physical insight into strong-field processes. A drawback to the technique 
is that it can only model experimental results at higher intensities, where only tunnel 
ionization can occur. Another drawback is that, since it relies on OTBI, the classical 
model will likely underestimate the yields in regions of intensity where ionization 
depends heavily on quantum mechanical tunneling. 
The classical model is used in this research and will be discussed in detail in the 
following chapters. It will be used to develop simulations of the rescattering process that 
will be qualitatively compared to experimental results. Once it is established that the 
simulation approximates experimental results, we will utilize the position sensitivity of 
the simulation to investigate regions of the focal volume that exhibit interesting electric 
field conditions. 
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CHAPTER3 
Electric and Magnetic Fields of a 
Gaussian Laser Pulse 
To accurately determine any spatial dependence on the NSDI yield due to the laser 
field, we must first determine the precise equations that define the field. First a derivation 
of the paraxial approximation will be presented and the results for a Gaussian beam will 
be discussed. It will be shown that this approximation is incomplete and a derivation of a 
more complete description of the laser fields will be presented. The derivations in 
sections 3.1 and 3.2 are guided by [63] and section 3.3 is motivated by the discussion in 
[64]. 
3.1 The Paraxial Approximation 
The wave equation for the electric field in a vacuum is given as 
(3.1) 
where c is the speed of light, E is the electric field, t is time and r is a vector that points 
from the origin to a point in space. The scalar wave equation is used here for simplicity. 
For laser resonator applications, the scalar equation can account for diffraction and 
interference effects, but not polarization of a medium. Since the results here describe a 
28 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
pulse travelling in free space, the scalar equation is adequate. Solutions that describe a 
monochromatic field will have the form 
E(r, t) = £(r)e-iwt, (3.2) 
where w is the angular frequency of the wave and E(r) is the spatial component of the 
electric field. Substituting Eq. (3.2) into Eq. (3.1) yields the Helmholtz equation 
(3.3) 
where 
(3.4) 
which is also known as the angular wave number. 
Finding a solution to the Helmholtz equation will provide a monochromatic solution 
to the wave equation. One solution is 
(3.5) 
where £0 is a constant representing the amplitude of the field and k is a vector with a 
magnitude that is the square root ofEq. (3.4). This equation describes a wave that has the 
same value at any point in a plane normal to k and is referred to as a plane wave. For 
example, ifk points in the z direction, the value ofEq. (3.5) will be £0eikz for all x andy 
positions at a given value of z. 
A second solution to the Helmholtz equation is 
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(3.6) 
where A is a constant. Unlike the plane wave above, this solution has a constant value on 
any sphere centered on the origin and is therefore known as a spherical wave. This 
solution is associated with a point source located at the origin. 
The desired solution is one that describes a laser beam, which propagates as a nearly 
unidirectional wave and has a finite cross-sectional area. A spherical wave is not 
unidirectional and a plane wave has an infinite cross-section, therefore neither of these 
solutions is adequate. To satisfy these two conditions, the solution will have the form 
(3.7) 
This solution combines the desired attributes of the plane wave and spherical solutions. It 
is unidirectional and, since the amplitude is no longer constant, the cross-section is no 
longer infinite. We assume that £(r) varies approximately as eikz over distances z on the 
order of several wavelengths. Therefore, 
(3.8) 
where 'A is the wavelength and, since k = 2nllv, can be written as 
laa~o~ « kl£0 1 and laz£ol « k 18£ol· az2 az (3.9) 
To be valid, this solution must satisfy the Helmholtz equation, so 
( 82 82 82 ) -+ ikz 2 -+ ikz -axz + ayz + azz Eo(r)e + k £0 (r)e - 0. (3.10) 
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Calculating the z derivative, we find that 
and therefore 
az C' ( ... ) ikz - (z "k a£o k2C' ) ikz 
- c 0 r e = l - - c 0 e az 2 az 
due to the conditions set forth in Eq. (3.9). The Helmholtz equation becomes 
which can also be written as 
(::2 + aa:z + 2ik :z) Eo(r) = 0 
VT2 E0 + 2ik a£o ~ 0 az - , 
where the transverse Laplacian is given by 
(3.11) 
(3.12) 
(3.13) 
(3.14) 
(3.15) 
Eq. (3.14) is known as the paraxial wave equation and its solutions will provide an 
expression for the spatial component of the electric field, E(r). 
3.2 Gaussian Solutions to the Paraxial Equation 
We will now consider a beam that has a Gaussian intensity profile, given by 
(3.16) 
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in a plane normal to the direction of propagation, z. This beam is considered to be 
Gaussian because the intensity at a lateral distance w from the z axis is a factor of e2 
smaller than the on-axis value. Therefore, at a distance w, called the spot size, away from 
the center, the intensity of the beam drops to 13.5% of its value at the center. 
The next step is to construct a solution to Eq. (3.14) that leads to a Gaussian intensity 
profile like the one described in Eq. (3.16). A possible solution is 
(3.17) 
where A is a constant representing the amplitude, i is the imaginary number and q(z) and 
p(z) are functions that will be determined through further analysis of the solution. 
However, a comparison between Eq. (3 .16) and Eq. (3 .17) implies that q must be of the 
form 
1 
q 
2i 
kw 2 
(3.18) 
By allowing q to be a function ofz, we are allowing the spot size ofthe Gaussian beam to 
vary as a function of propagation distance, which is a known phenomenon in laser beams. 
To determine the precise forms of q(z) and p(z), the paraxial equation, Eq. (3.14), is 
solved using Eq. (3 .17) which yields 
a£o = iA (dp _ ~ (x2 + y2) ~ dq) eik(x2 +y 2 )f2q(z)eip(z) 
az dz 2 qZ dz (3.19) 
and 
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vz £ = A (2ik- kz (x2 + y2)) eik(xz+yz)f2q(z)eip(z) 
T 0 q qZ ' (3.20) 
which results in the expression 
vz £ + 2ik a£o = A [kz (x2 + y2) (dq- 1)- 2k (dp- !:..)] eik(xZ+yZ)f2q(z)eip(z). 
T 0 az q 2 dz dz q 
So Eq. (3.17) is a solution to the paraxial equation as long as 
and 
dq = 1 
dz 
dp i 
dz q 
The solutions to Eqs. (3.22) and (3.23) are 
q(z) = q0 +z 
and 
p(z) = i ln e~:z), 
where q0 = q(O) and p(O) is assumed to be zero. 
(3.21) 
(3.22) 
(3.23) 
(3.24) 
(3.25) 
To determine qo, Eq. (3.18) is combined with the fact that q may be complex which 
results in the possible solution 
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_1_ = _1_ + iA. 
q(z) R(z) nw(z)Z' (3.26) 
where R and w are assumed to be real. The reason for writing q in this form will become 
apparent shortly, but for now it should be noted that Eq. (3.26) reduces to Eq. (3.18) 
when R~oo. Returning to the Eq. (3 .17), the exponential containing q can be rewritten as 
and the exponential containing p(z) can be written as 
and thus 
eip(z) = exp (-In (q~:z)) 
eip(z) = qo+Z. 
qo 
Using Eq. (3.26), Eq. (3.29) can be rewritten as 
(3.27) 
(3.28) 
(3.29) 
(3.30) 
The final task is to determine R0 and w0. Since z = 0 can be arbitrarily assigned, it is 
chosen such that R0 = oo. Thus 
1 iA. (3.31) 
and 1/q(z) becomes 
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1 
q(z) 1+z(1/q0) 
iA.jnw0 2 
1+izA.jnw0 2 · 
Eq. (3.32) can be rewritten to match the form ofEq. (3.26) 
_1_ = iA.jnw0 2 +1/z(zA.jnw0 2 ) 2 = _1_ + iA. 
q(z) 1+(zA.jnw02) 2 R(z) nw(z)2' 
where 
z 2 
R(z) = z + -0 
z 
and 
with the parameter z0 defined as 
(3.32) 
(3.33) 
(3.34) 
(3.35) 
(3.36) 
These three terms represent important parameters of a Gaussian beam. The term R(z) 
defines the radius of curvature of the wavefronts which comprise the beam and w(z) 
defines the spot size of the beam at any location along the propagation direction. The 
term zo is called the Rayleigh range and can be thought of as a measure of the waist 
region since the spot size at the Rayleigh range is w0 Ji, as shown in Fig 3.1. Note that 
there is no expression to define w 0, it is simply a measured quantity ofthe beam. 
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(x,y) 
Intensity Intensity 
Fig 3.1: A schematic drawing of a Gaussian beam. The beam is focus:ed 
down to its smallest point at z = 0, where the spot size is wo. At a distance 
one Rayleigh range away in the propagation direction the beam waist is wo 
..fi (from [55]). 
The parameter p(z) can be rewritten in terms of z0, giving the result 
eip(z) = _1_. = _1_ e-icp(z) 
!Z R ' 1+- 1+~ 
zo zo 
where is cp(z) is given by the expression 
qJ(z) = tan-1 (~) 
(3.37) 
(3.38) 
and is called the Gouy phase. This phase shift is acquired by the Gaussian beam as it 
travels in the propagation direction due to the increased distance between the wavefronts 
compared to the wavelength. This means that the phase fronts have to propagate faster, 
leading to an increased local phase velocity. 
Finally, we arrive at the final expression for the Gaussian beam solution to the 
paraxial equation 
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(3.39) 
and substituting (3.39) into (3.7) and then into (3.2), we can write the expression 
(3.40) 
which is the expression for the electric field of a Gaussian beam. The pulse can also have 
an intensity profile, or envelope, in the temporal direction. The temporal envelope is 
assumed to be Gaussian which has the form 
-2ln z(t-to)2 
e ta , (3.41) 
where tis the time, to is a constant that determines the peak of the pulse and ta is the pulse 
width at full width half maximum (FWHM) of the intensity. It should be noted that all 
further references to pulse width will be measured at FWHM. Therefore, the full 
expression for the electric field is given as 
x2 +y2 [kz-wt-cp(z)+k(x2+y2)j2R(z)]2 E(r, t) = __§_e- w(z)2 -ZlnZ taW ei[kz-wt-cp(z)+k(x2 +y2 )/2R(z)] 
~ 
..,] ~, zo 
(3.42) 
To summarize, we have found an expression for the electric field of a wave that 
propagates as a Gaussian beam. This is accomplished by requiring the electric field to be 
nearly unidirectional and have a finite cross section. An approximation is made that 
places an upper limit on the variation of the spatial envelope with respect to the 
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longitudinal distance. In the language of ray optics, this limitation states that the angle 
formed between the wave vector k and the optical axis z must be small enough to satisfy 
the small angle approximation. Lastly, the spatial and temporal envelopes are required to 
have the form of a Gaussian intensity profile. 
3.3 Corrections to the Paraxial Approximation 
One way to verify that the expression for the electric field of a Gaussian beam, Eq. 
(3.40), is correct is to check that it is consistent with Maxwell's equations. For example, 
Gauss's Law states that in a charge free region the divergence of the electric field is zero, 
'il· E = 0, (3.43) 
where the divergence of E is defined as 
(3.44) 
The electric field given in Eq. (3.40) is polarized in a direction perpendicular to the 
beam's propagation. We will define this direction as x, thus 
£ = x£0 (r). (3.45) 
Since there is no y or z component to the electric field, we can assert that 
aEy = aEz = O 
ay az ' (3.46) 
however 
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(3.47) 
It is clear that Gauss's Law will only be satisfied at the focal point, so further corrections 
must be made for the divergence of the electric field to be zero at all locations within the 
focal region. 
The first such correction was proposed by Lax, Louisell and McKnight [65] who 
discovered that Gauss's Law could be satisfied to a much higher degree if the electric 
field of a Gaussian beam contained, in addition to the transverse field, a longitudinal field 
ofthe form 
(3.48) 
or 
E = _2_E _ __!l:!_E 
z R(z) x kw(z) 2 x· (3.49) 
An important aspect of this result is that Ez contains two terms, one in-phase with Ex and 
the other shifted by 90° with respect to Ex. The effect of this out of phase term will be 
discussed in much greater detail in chapter 8. 
While the results of Lax et al. showed improved agreement with Gauss's Law, it is 
limited by the tightness of the focusing. A new method for solving the field components 
of a Gaussian beam was developed by Davis [66], which provided a solution that was in 
the form of an expansion, allowing higher order corrections to be calculated for tighter 
focusing conditions. A detailed reworking of the solution method is shown below. 
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We begin by defining the spatial variable in dimensionless terms, 
(3.50) 
where z is the propagation direction, x is the polarization direction transverse to z andy is 
the other transverse direction. The parameter 80 is defined as 
(} - Wo- _z_ 
0 
- z0 - kw0 ' 
(3.51) 
and is the ratio of the focal region's transverse and longitudinal extent which is also 
known as the divergence angle of the Gaussian beam. If the beam waist is large compared 
to the wavelength, Bo will be less than one, making it a suitable expansion parameter. A 
key feature of this derivation is that, unlike Lax et al. who restrict the electric field to be 
linearly polarized, Davis only requires that the vector potential be linearly polarized, 
which makes the derivation much simpler. It is assumed that the time dependence of the 
field is given as e -iwt so the wave equation for the vector potential in free space is given as 
(3.52) 
and, working in the Lorentz gauge, the scalar potential is given by 
i---+ ~ ¢ = --V·A. 
k 
(3.53) 
The electric and magnetic fields can be derived from the vector and scalar potential using 
the equations 
.... ~ 1 a A: i ~(~ .... ) . .... E = - V ¢ - -- = - V V · A + lkA 
cat k 
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and 
(3.55) 
As mentioned above, it is assumed that the vector potential propagates in the z 
direction and is polarized in the transverse direction, so an appropriate trial solution will 
take the form 
A(r) = xt/J(r)ei(kz-wt). (3.56) 
Substituting this solution into Eq. (3.52) yields 
(3.57) 
which, when cast in dimensionless units, becomes 
l7 2·f· + 4i atjJ + 8 2 aztjJ = 0 where 
.l '+' ar; o ar;z ' (3.58) 
A series expansion for If/ is now introduced of the form 
(3.59) 
which is then substituted into Eq. (3.56). After collecting terms of order 88 and 8~, the 
resulting equations are 
(3.60) 
and 
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(3.61) 
Note that Eq. (3.59) is the paraxial wave equation (in dimensionless units) whose solution 
for a Gaussian beam was found in section 3.2. Here the solution to the paraxial equation 
is written as 
(3.62) 
where 
(3.63) 
This solution for 'flo is then substituted into Eq. (3.61), which is then used to solve for lf/2• 
All lf/i can be found through this process of using 'fin to find lfln+2, though obtaining a 
solution is quite difficult. Davis [66] determined that the solution for lf/2 is 
(
f f3p4) 1/Jz = 2- -4- 1/Jo· (3.64) 
For the laser parameters we will be working with, a description of the field up to terms of 
third order in 80 will be used in all of the simulations when dealing with the "corrected" 
form of the laser focus. This leads to maximal deviations from Maxwell's equations that 
are well below 1%, as defined by Barton et al. [ 67]. Therefore, we do not require any 
higher order terms of 80, though they have been determined by others [67,68]. The vector 
potential is now given as 
A= il/Jo ( 1 + e~ G- f3:4)) ei(kz-wt) (3.65) 
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and the electric and magnetic fields can be found using Eq. (3.53) and Eq. (3.54). The 
resulting fields, up to order 88, is given as 
(0) 
Ex = ,J. e i(kz-wt) 
ik 'f'O (3.66) 
and 
(3.67) 
for the electric field and 
B(O) 
_L_ = ,/, ei(kz-wt) 
ik 'f'O (3.68) 
for the magnetic field. Additionally, Bx = 0 for all orders of 80. Eq. (3.66) is equivalent to 
Eq. (3.40), implying that the paraxial approximation is simply the first term in this 
expansion. If we now consider the expansion up to order 86 the additional terms are 
E~l) _ ieo i(kz-wt) aljJo 
ik - 2 e a~ (3.69) 
and 
B~l) = -ieo ei(kz-wt) aljJo 
ik 2 a17 · 
(3.70) 
After evaluating the derivative, it is found that Eq. (3.69) is equivalent to Eq. (3.49). 
Therefore, the second term of this expansion recovers the correction term of Lax et al. 
For completeness, we present the terms associated with the 2nd and 3rd order of 80. 
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(3.71) 
and 
E(2) 82 a2.t, 
..L._ = _Q_ e i(kz-wt) _'¥_0 
ik 4 a(a11 
(3.72) 
for the electric field in 2nd order and 
B(z) . z 
__L = -tOo ei(kz-wt) a-,po + ezei(kz-wt)~t, 
ik z ar; o 'PZ (3.73) 
for the magnetic field in 2nd order. Lastly, 
(3) ·e3 a·l· 83 a2.t, Ez = !:...Jl ei(kz-wt) _'¥_2 + _Q_ ei(kz-wt) _'¥_0 
ik 2 as 4 a(ac; (3.70) 
and 
(3) ·e3 a·l· 
Bz = !:...Jl e i(kz-wt) _'¥_2 
ik 2 a11 
(3.75) 
for the third order terms. As the order of 80 increases, this pattern of even order terms 
contributing to the transverse fields and odd order terms contributing to the longitudinal 
field continues. 
In summary, building upon the results of Davis, a description of the electric and 
magnetic fields of a Gaussian beam has been developed that is of the form of an infinite 
series. The first term in the series recovers the results from the paraxial approximation 
and the second term is identical to the correction proposed by Lax et a!. Further terms can 
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be calculated with a measure of accuracy determined by the value and order of Bo, as 
prescribed by Barton eta!. 
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CHAPTER4 
Trajectories of an Electron Driven by a 
Laser Field 
Presented in this chapter is a model of the second step of the rescattering picture 
which calculates a free electron's acceleration by a laser pulse. We begin with a 
simplified version of the laser field to develop a basic understanding of the electron 
trajectories and then expand the results by using the full description of the fields derived 
in chapter 3. Lastly, it will be shown how the full description of the laser field leads to an 
elliptical polarization oriented in the longitudinal plane. 
4.1 Free Electron Dynamics in a Plane Wave 
Since the rescattering model requires the free electron to be driven back to the ion core, 
the trajectories of the free electron must play a key role in the process of NSDI. 
Specifically, the distance between the electron and the ion must be very small at the point 
of closest return and the electron must be sufficiently energetic to knock a second 
electron out of the Coulomb potential. We will therefore investigate the parameters that 
lead to the closest returns and the highest energies. 
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4.1.1 Free Electron Dynamics in One Dimension 
The first model considered is the classical description of a free electron in a linearly 
polarized field, where it is assumed that the field is much stronger than the Coulomb 
potential so that the electron-ionic core interaction can be neglected. The force of the 
field on the electron is given by the Lorentz force equation 
(4.1) 
Where e is the electron charge, v is the electron velocity and E and B are the electric and 
magnetic field ofthe laser. For laser light at intensities< 1016 W/cm2 and wavelength 800 
nm, v is small compared to the speed of light, c, which implies that the force acting on the 
electron is approximately equal to the product of the electron charge and the electric field. 
For simplicity, we assume that the electric field is a plane wave polarized in the x 
direction and described by 
E = xE0 cos(wt), (4.2) 
where w is the frequency of the field and Eo is the peak amplitude of the field. The term 
Eo does have a temporal dependence due to the fact that it includes the term for the 
temporal envelope of the pulse. However, it is assumed that the electron will escape near 
the peak of the field, so the electric field amplitude is assumed to be constant. The force 
on the electron in each direction is 
max = eE0 cos(wt), may = 0, maz = 0, (4.3) 
where m is the mass of the electron. It is assumed that the electron begins at position x = 
0 at time to with zero velocity. Equation (4.3) can then be integrated once to obtain the 
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velocity and then again to find the electron's position, where both expressions are a 
function of time given by 
Vx(t) = ....:..._ E0 [sin(wt) - sin(wt0)] (4.4) mw 
x(t) = ~E0 [cos(wt0)- cos(wt)- w(t- t0)sin(wt0)]. (4.5) mw 
As shown in Fig 4.1, the electron's return to the ion core is dependent on the initial 
time that the electron is released into the field. Curve (1) represents the trajectory of an 
-2 0 2 4 6 8 10 12 14 16 
Time (fs) 
Fig 4.1: Free electron trajectories in a plane wave with slowly varying 
temporal envelope: (1) electron released at 1.4 fs (1.05n) before the peak 
of the pulse, no returns to ion core; (2) electron released 1.3 fs (0.97n) 
before peak, several returns; (3) electron released 1.24 fs (0.93n) before 
peak, one return. 
electron released 1.4 fs (1.05n in units of phase) before the peak of the field. This 
trajectory never crosses the origin, meaning that an electron released at this time will not 
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exhibit any close returns to the ion core. The next trajectory, curve (2), results from an 
electron released 1.3 fs (0.97n) before the peak of the field and exhibits several returns to 
the origin, so we expect this release time to be favorable for NSDI. The last trajectory 
represents that path taken by an electron released 1.24 fs (0.93n) before the peak and 
results in a single return to the origin. A trajectory such as the one shown in (3) may 
result in NSDI, but it is less probable than trajectories similar to (2). 
3.5 .--.......---r-.......... ---.----.-..--.....-.....---r-......... .., 3 .17UP ... _______________ _ 
3.0 
;r:-.2.5 
._ 
~ 2.0 
E.D g 1.5 
~ 
.~ 1.0 
...... 
a,) 
.s 0.5 
~ 
0.0 
-1.6 -1.5 -1.4 -1.3 -1.2 -1.1 
Time (fs) 
Fig 4.2: The kinetic energy of an electron at the instant it returns to the ion 
core, in units of Up. The maximum kinetic energy the electron can posses 
at the return time is 3.1 7 Up. 
The electron must also be sufficiently energetic for collisional ionization to occur. In 
Fig. 4.2, the kinetic energy of the electron is calculated at the time of return to the ion 
core. The figure illustrates that the maximum kinetic energy the electron can have at 
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return is 3.17 Up [32] with this peak value occurring at approximately equal times to those 
found in Fig. 4.1. 
4.1.2 Free Electron Dynamics in the Relativistic Regime 
Let us now consider an electron that is accelerated up to relativistic speeds. Under this 
condition, the v x B term becomes significant and must be included in the force equation. 
Ifthe electric field is again defined by Eq. (4.2) it follows that 
(4.6) 
resulting in the electron being pushed along the direction of laser propagation (Note: once 
the electron starts moving in the z direction there will be an additional term in Eq. 4.6, but 
its magnitude will be small and thus negligible). Examples of the motion that results from 
an electron in a plane wave ofi=1x1016 W/cm2 are shown in Fig 4.3. As was the case in 
Fig 4.1, the trajectories shown in Fig 4.3a are calculated from a stationary reference 
frame, often referred to as the 'lab' frame. In this reference frame the electron exhibits 
the expected oscillation in the transverse direction. However, the electron also 
experiences a drift in the longitudinal direction due to the effect of v x B. The nature of 
this drift is illustrated in Fig. 4.3b which shows the electron's trajectory in the 'rest' 
frame of the electron. The 'rest' frame is defined by the average velocity of the electron 
in the longitudinal dire.ction. The 'figure eight' motion depicted in Fig 4.3b indicates that 
the electron is accelerated both forward and backward in the z direction, as expected from 
the oscillatory driving field. This is an important result as it illustrates that return 
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trajectories must take into account both the transverse and longitudinal components of the 
electron's trajectory. 
---r""~-.- -~.,-- -~~-~ 
0 \a) ~ J 6 6 5 5 ... 
-5 
" 
-5 
<.> I <.> <:: <:: ~ vv ~ 0 -10 0 -10 ~ ~ '.> " > > § -15 § -15 ~ ~ 
0.0 0.5 1.0 I 5 2.0 -0.1 0.0 0.1 
Longitudinal Distanc~ (om) Longitudinal Distance (nm) 
Fig. 4.3: Trajectories of a relativistic free-electron in a plane wave 
polarized in the transverse direction: a) The trajectory in the 'lab' frame 
exhibits the drift in the longitudinal direction. b) The trajectory in the 'rest' 
frame traces out a 'figure eight', indicative of the electron's oscillation in 
the longitudinal direction. 
4.1.3 Free Electron Dynamics with Ez 
Though v x B can play a significant role in determining an electron's trajectory, Eq. 
( 4.1) also predicts that any electric field in the z direction will also contribute to the 
electron's motion in the longitudinal direction (and will dominate at non-relativistic 
speeds). This fact is extremely important when considering the dynamics of a free 
electron in a Gaussian beam. To illustrate this point, we consider a few situations in 
which Ez takes on significant values. 
Figure 4.4a depicts the trajectory of an electron released in an x-polarized plane wave 
of intensity 1 x1015 W/cm2. The oval at the beginning of the path is actually a circle with a 
1 A diameter that appears distorted due to the unequal vertical and horizontal scales and 
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represents the parent ion of the liberated electron. At this intensity, the effect of v x B is 
small enough that the electron returns very near to the parent ion. 
(a) 
(c) 
7AL 
3A 
(b) 
(d) 
Fig 4.4: Free-electron trajectories in the presence of both a transverse and 
longitudinal electric field: a) E::. = 0: the electron returns close to the parent 
ion due to the small value ofv x B; b) E::. = O.lEx and is in phase with Ex: 
the electron trajectory is slanted but still results in a close return; c) and d) 
E::. = ±O.lEx and is out-of-phase with Ex: the electron is now driven far 
away from the parent ion in either the +z or -z directions. 
If a non-zero E::. term is now introduced whose value is O.lEx and is in phase with Ex 
(Fig 4.4b ), the result is a field that is still linearly polarized, but in a direction that is a 
linear combination of x and z. Therefore, the electron's trajectory appears slanted, but is 
still close to recollision. However, if an out-of-phase E::. term is added, whose amplitude 
is again 10% of Ex, the resulting trajectories are dramatically different. Depending on the 
sign of E::., the electron may be pushed far away from the starting location in either 
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direction (Figs 4.4c and 4.4d). It is clear that the out-of-phase component of E:: will have 
a dramatic effect on electron trajectories and thus NSDI. Furthermore, the trajectories 
presented in Figs 4.4c and 4.4d are reminiscent of the trajectory that an electron takes 
when driven by an elliptically polarized field. However, in this case the path is in the 
longitudinal, rather than transverse, direction. Therefore, we propose that the presence of 
an out-of-phase longitudinal component of the electric field gives rise to a phenomenon 
we will refer to as an effective ellipticity. 
4.2 Effective Ellipticity 
For a plane wave, elliptical polarization refers to an electric field vector that is always 
perpendicular to the direction of propagation, but has non-zero components along both 
transverse directions. These terms are 90° out of phase, resulting in the electric field 
vector tracing out an ellipse. The description of the laser polarization up to this point has 
been linear, but the addition of the out-of-phase E:: term skews this, resulting in an 
"elliptical polarization" in the xz-plane. 
The ellipticity of transverse elliptical polarization is defined as c: = ExlEy. Therefore, 
we will define the effective ellipticity, to first-order in 80 and in the z = 0 plane, as 
Ex 2x 
f.eff = Ez = kw~(l + (zjz
0
Y J ' (4.7) 
where Ex is the transverse field component, E:: is the out-of-phase longitudinal component, 
x and z are the distances along the polarization and propagation directions, respectively, k 
is the wave vector amplitude and w0 and zo are the beam waist and Rayleigh range, 
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respectively. It is clear from Eq. (4.7) that the magnitude of the effective ellipticity 
depends on the laser focus parameters. For large transverse distances, ceff can be quite 
large, but for this to occur in a region of high intensity, the beam waist must be small. For 
example, in the focal plane (z = 0) an effective ellipticity of 0.10 can be found at a 
normalized transverse distance of 
(4.8) 
For 800-nm laser light focused to a 10-J.lm beam waist, this gives a location 4w0 from 
the laser axis, where the peak intensity drops by a factor of 1014 ! For a more tightly 
focused beam, such as a very small but realizable 1-J.lm beam waist, the location of 
interest reduces to 0.8w0, where the intensity is nearly one-third the peak intensity at the 
center of the laser focus. The overall picture is shown in Fig. 4.5, where isoellipticity 
contours (shown in grey) are plotted together with the lle2 intensity contour (dashed) for 
three different beam waists. The region shaded black represents a region of ceff 2 0.1 0. 
For a beam waist of 10 J.lm, shown in Fig. 4.5a, the 0.10 isoellipticity contour is located 
far from the region of significant intensity. In Fig. 4.5b, the beam waist is reduced to 5 
J.lm, shifting the regions of sizeable effective ellipticity closer to the center of the laser 
focus. Finally, Fig. 4.5c depicts the situation with a 1-J.lm beam waist. Here, the 0.10 
isoellipticity contour is found well within the 1/i intensity volume. Clearly, under tight 
focusing conditions, the effect of the effective ellipticity on rescattering should be 
carefully considered. 
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Fig 4.5: Effective ellipticity contours (shaded in grey) plotted against an 
isointenisty countour of 1/e2 (area outlined by dashed line). The beam 
waists are (a) wo = 10 )..LID, (b) w0 = 5 )..lm, and (c) wo = 1 )..LID. For tight 
focusing conditions, regions of significant effective ellipticity exist within 
the focal volume. 
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CHAPTERS 
Collision Conditions 
Having investigated the effects of the field on electron trajectories, a more complete 
simulation of the second step of the rescattering model is presented in this chapter. This 
advanced model incorporates the laser parameters and the release time of the electron to 
calculate the electron's distance of closest return, Dmin, to the ion core. We begin by 
outlining the structure of the computer program and then present a discussion on 
choosing the initial conditions of the system. Lastly, Dmin maps are presented for various 
conditions. 
5.1 Outline of the Computer Program 
A simulation of the second step of the rescattering model is accomplished by writing a 
computer program that will use a full description (up to 3rd order in 90) ofthe electric and 
magnetic fields, Eq.(3.66) - Eq.(3.75), and by determining a reasonable time for the 
electron to be released into the field. The trajectory will be calculated by numerically 
solving the equations of motion that are governed by the Lorentz force. After the 
trajectory has been calculated for several optical cycles, the distance of closest return 
(henceforth referred to as Dmin) will be determined and recorded. This process will be 
repeated for many different positions within the focal volume resulting in the creation of 
a map of Dmin values. The purpose of these maps is to provide an indicator of areas of 
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small or large return distances, which can be further investigated through more rigorous 
simulations. 
5.2 Initial Conditions 
Since this is a fully classical simulation, it is assumed that the ionization mechanism 
that leads to the electron's release is over the barrier ionization (OTBI). For OTBI to 
occur, the peak intensity of the laser must at least equal the value of Icrit given in Eq. 
(2.18). Therefore, the program must account for the ionization energy and charge state of 
the atom, even though there is no Coulomb potential or model atom included in the 
equations of motion for this simulation. If the peak intensity of the Gaussian beam at the 
current location is greater than Icrit, the simulation continues, otherwise the program exits 
out of the current iteration and repeats the process at a new location. 
If the ionization condition /peak > Icrit is met, the release time of the electron must be 
determined. The release time refers to the time at which, after the barrier is sufficiently 
suppressed, the electron leaves the atom and enters a region where the dynamics are 
dominated by the laser field. Once the OTBI condition is met, the release time can be 
defined in one of two ways (Fig. 5.1a). The first possibility is to release the electron as 
soon as the field intensity reaches Icrit· This is the earliest that the electron can be released 
and can occur at different phases of the field. We can also 'hold' the electron in place 
until the laser field reaches its first peak after the reaching the value Icrit· These two times 
are approximations for the extreme values of release times seen in experiments and more 
advanced simulations. A release time at the critical intensity is similar to the quantum 
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case of tunneling or a classical model that contains two electrons, where the electron-
electron interaction can push one of the electrons over the barrier. 
It should be noted that in a full simulation or experiment, it is unlikely that the 
electron will be released at this time since the electron must be at the 'edge' of the atom 
at the exact time that the condition /peak = Icrit is met. However, the likelihood of this 
release time is increased as the ratio of electron 'orbit' period to field oscillation period 
increases. This is due to the fact that a quickly orbiting electron will 'sample' the slowly 
decreasing barrier frequently, allowing the electron to escape as soon as the suppression 
condition is met. This is known as a quasi-static condition for barrier suppression. For an 
electron in a helium atom, the classical orbit period is about 0.15 fs while the field with a 
wavelength of 800 nm will oscillate at a period of about 2.4 fs, so the electron will 
undergo 16 orbits during each oscillation of the field. 
Releasing the electron at the peak of the field approximates single active electron 
models and classical models in which there is no electron assisted OTBI under the 
condition of long pulses widths (Fig. 5.lb). Since the release time is dependent on a 
number of factors, electrons in a full simulation or experiment can be released within a 
fairly wide range of times. 
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Fig 5.1: Temporal evolution of intensity for a Gaussian laser pulse with a 
pulse width of a) 10 fs (short pulse) and b) 100 fs (long pulse). The red 
line indicates the critical intensity and the black line represents the field 
intensity. The two possible start times of the simulation are indicated in 
blue and green. The difference in the two release times is significant for 
short pulses but less so for long pulses. 
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5.3 Finding Dmin 
Once the start time is chosen, our simulation invokes the adaptive 4th order Runge-
Kutta method for numerically solving differential equations to determine the electron's 
position as a function of time from the acceleration and velocity equations. First order 
differential equations can be solved by defining the initial point value of the function and 
using the given slope of the solution at that initial point to find the value of the function at 
the next point some given interval away. A general Runge-Kutta method calculates the 
slope at the midpoint of the interval which is then used to find the value of the function at 
the next point. Adding this second step leads to higher accuracy in determining the value 
of the function. We wish to obtain even higher accuracy, so a 4th order method is used, 
which calculates four slopes to determine the value of the function: the slope at the initial 
point (slope 1), the slope at the midpoint using the initial slope (slope 2), the slope at the 
midpoint using slope 2 (slope 3) and the slope at the endpoint using slope 3 (slope 4). A 
weighted average of the four slopes is then found which is used to calculate the value of 
the function at the endpoint of the interval. The adaptive version of this method adjusts 
the size of the interval, with smaller values for steeper slopes and larger values for more 
shallow slopes. 
With this information, the distance the electron has traveled from its starting location 
can be calculated for every point in time by the Runge-Kutta method. Since the electron 
will first be driven away from the ion core before being driven back, we look for the first 
local maximum in the distance values and then search for the smallest value after that 
time. This minimum value corresponds to the distance of closest return, Dmin, the piece of 
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data (along with the current initial position) that will be recorded. An example of the 
distance values obtained is shown in Fig. 5.2. This process is then looped several times so 
that the xz-plane of the focal volume can be scanned, producing a Dmin value for each 
location. This data can be plotted to create a Dmin map, where the axes represent the 
spatial directions and the color coding of each point corresponds to the value of Dmin at 
that location. 
0 
-2 0 2 4 
Distance of Closest 
Return (Dmin) 
6 8 10 12 14 
Time (fs) 
Fig 5.2: Temporal evolution of the distance between an electron and its 
starting location. The observed local maxima and minima correspond to 
the oscillation of the field. 
5.4 Dmin Results 
We begin the analysis of the Dmin maps by considering the simplest case, which is a 
paraxial description of the laser fields, so that we are considering the transverse electric 
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field only, and at a relatively low intensity, so that the effect of v x B "'ill be small. The 
laser parameters for this simulation are: beam waist= 5 J.lm, A= 800 nm and pulse width 
= 10 fs. Additionally, Icrit is s:et at 5xl014 W/cm2 with a maximum intensity of 5xl016 
W/cm2. This choice of critical intensity is approximately equal to the intensity needed to 
observe OTBI of the first electron released from a helium atom. It is important to note 
that the maximum intensity will only occur at the center of the focus. The maximum 
observed intensity at any given location will be determined by the spatial envelope and 
will therefore decrease as a function of position. At certain locations the maximum 
observed intensity will be equal to the critical intensity. These locations will define the 
Fig 5.3: Depiction of a focused laser beam with Gaussian intensity profile 
(red) with the peanut-shaped focal volume (blue). 
boundary ofwhat is referred to as the 'focal region'. The focal region is the volume ofthe 
beam in which the intensity is large enough for ionization to occur. Due to the form of the 
electric field, Eq. (3.42), the focal volume will have a 'peanut' shape, as shown in Fig. 
5.3. 
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The results for this simplest return scenario are displayed in Fig. 5 .4a, for an electron 
released at a peak in the field and in Fig. 5.4b, for an electron released when the intensity 
reaches the critical value. The horizontal scale represents the longitudinal distance scaled 
in units of the Rayleigh range, zo, and the vertical axis depicts the transverse distance 
scaled in units of the beam waist, wa. The Dmin values are scaled in units ofBohr radii, ao, 
with a maximum value of 1 Oa0 and minimum value of 0, or an exact return. Therefore, 
the regions of the map colored red indicate electron returns that are far from the parent 
ion and light pink regions are close returns on the order of an atomic radius. 
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Fig 5.4: Dmin maps for a paraxial, low intensity laser pulse where the 
electron is released a) at a peak of the field and b) when the critical 
intensity is reached. Both conditions lead to 'rings', but the release at a 
peak results in much closer returns. 
These laser conditions are similar to a plane wave, so we find the results to be in 
agreement with those shown in Fig. 4.1. The electron released at the peak ofthe field will 
not experience any drift and therefore will lead to very close returns. However, the 
electron released at the critical intensity will be released at a phase value that leads to 
significant drift and thus much further returns. Perhaps the most striking feature of the 
map is the 'rings' of alternating close and far returns. These rings are the result of the 
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electron experiencing a significantly different electric field at a particular location than at 
nearby, but different, location. As shown in Fig 5.5a, there are certain locations at which 
a peak of the electric field is about the same as the electric field value, shown as: a red line, 
that corresponds to Icrit (where the relationship between E, in V/m, and I, in W/cm2, is 
E = .J 2 X 104 I/ (Eo c), where E:o is the permittivity of free space and c is the speed of 
light in a vacuum). Since the spatial envelope is a function of position, moving a small 
distance away from one of these locations will alter its value. If the decrease in the 
envelope is large enough such that Epeak < Ecrit (red line in Fig. 5.5), OTBI will no longer 
occur at this time. Instead, ionization may occur later (blue line in Fig. 5.5), at a time in 
which the electric field has changed signs and, possibly, at a different phase of the field. 
The sign of the E-field and the phase will contribute to the electron tracing out a much 
different trajectory than it had when released at the earlier time. Due to these large shifts 
4x10 11 a) b) 
3x1011 
~ 2x!O" 
"0 1x10" 
11 0 
"'"" 
·1':: -lx10 11 
ti ~ -2x10 11 
LLI 
-3x10 11 
-20 -18 -16 -14 -12 -10 -8 -20 -18 -16 -14 -12 -10 -8 
Time (fs) Time (fs) 
Fig 5.5: Temporal evolution of the electric field at two neighboring 
locations: a) The field is just large enough to result in OTBI at about 12 fs 
before the peak of the pulse; b) a short distance away from a), the electric 
field envelope has changed, resulting in Ecrit being satisfied at a later time 
(about 11 fs) and with a sign change in the electric field. 
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in release conditions at some neighboring positions, the Dmin map is not smooth and 
exhibits several discontinuities, which appear as 'rings' in the color coding scheme used. 
The previous results were calculated using intensity values low enough that the effect of 
v x B was negligible. We now rerun the simulation with all of the same conditions 
except for the critical and maximum intensity values. Those intensities are now increased 
to 5x 1015 W/cm2 for Icrit and 5 x1017 W/cm2 for the maximum intensity. At these higher 
zo.., 
4 
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·2 s.., 
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Longitudinal Distance (z/z.,) Longitudinal Distance (z/zn) 
Fig 5.6: Dmin maps for a high intensity laser pulse in which the laser field 
is described up to first order in Bo. The electron is released a) at a peak of 
the field and b) when the critical intensity is reached. The electron is 
pushed more than 1 Oa0 away for the ion core by v X B. 
intensities, v x B will be much larger, pushing the electron further from the ion core in 
the z direction. As shown in Fig. 5.6, even this relatively small increase in intensity 
results in a significant change in the Dmin values. Electrons released under both time 
conditions exhibit closest returns that are beyond 1 Oao at every location within the focal 
volume. However, as shown in the inset, increasing the Dmin scale to a maximum of 20ao 
recovers the ring structure and the further returns that result from the Icrit release time. 
Having established that an increase in intensity results in a significant change in Dmin 
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values, we return to the first set of intensity values, but now use a full (up to third order in 
80) description of the laser fields. This will allow us to investigate the effect of E= on the 
Dmin values while keeping v X B small. The results of this simulation are shown in Fig. 
5.7. We first analyze the results for an electron released at a peak of the field (Fig. 5.7a). 
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Fig 5.7: Dmin maps for a low intensity laser pulse in which the laser field is 
described up to third order in 80. The electron is released a) at a peak of 
the field and b) when the critical intensity is reached. A significant 
asymmetry about the x axis in return distances is apparent. 
As expected, the ring structure is still present. Additionally, the map appears slightly 
redder in some locations than in Fig. 5.4a, indicating that, at these locations, E= pushes 
the electron slightly further away from the ion core in the z direction. However, the most 
interesting result is that the rings now exhibit an asymmetry about the z axis. This feature 
can be explained by looking at Eq. (3.41) and Eq. (3.48). In Eq. (3.41), every occurrence 
of the polarization direction is of the form i, so Ex is expected to be symmetric about the 
x-axis. However, the equation for E= includes an x term in both the in-phase and out-of-
phase terms, so it should be asymmetric about the z-axis. Therefore, the x-component of 
the trajectories should look the same at positions (x,z) and ( -x,z) while the z-component 
should be different, as seen in Fig. 5.8. It is this difference in z-component trajectories 
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Fig 5.8: Trajectories for a free-electron at two locations symmetric about 
the z-axis. The x-component trajectories, a) and b), are equivalent, as 
predicted by Eq. (3.41). The z-component trajectories, c) and d), exhibit 
differing behavior as predicted by equation (3.48), which results in 
different Dmin values at the two locations. 
that results in the differing Dmin values at the symmetric points. This asymmetry is also 
observed when the electron is released at the critical intensity. However, the drift 
associated with the phase at release is much larger than the distance variation associated 
with asymmetry, resulting in the asymmetry in Fig. 5.7b being hidden by the Dmin scaling. 
Since both v x B and E::. have been shown to significantly impact the distance of closest 
return, we conclude our analys:is of Dmin maps by considering the results when a complete 
description of the laser field is used at high intensities Ucrit = 5xl015 W/cm2 and Imax = 
5x10 17 W/cm2). Under these conditions, the electron will be influenced by a significant 
push from v X B and Ez. 
67 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
-5 0 10 
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Fig 5.9: Dmin maps for a high intensity laser pulse in which the laser field 
is described up to third order in Bo. The electron is released a) at a peak of 
the field and b) when the critical intensity is reached. The effect of Ez is 
present at some locations while the effect of v x B dominates on other 
locations. 
As shown in Fig. 5.9a, the v x B term does appear to push the electron so that the 
closest return is beyond 1 Oa in many locations, there are some locations in the laser focus 
that still exhibit close returns. Specifically, v x B appears to have the strongest effect 
around x = 0, while the effect of Ez appears to dominate near the beam waist. These 
results are consistent with Eq. (3.42) and Eq. (3.49). Equation (3.42), which is equivalent 
to the magnetic field term that appears in v x B , predicts that the strength of the field 
will decrease as x increases, thus the impact of v x B will be diminished away from x = 0. 
However, Eq. (3.49) predicts that E= will increase as the transverse distance increases, so 
the Dmin map should look more like Fig. 5.7a at large values ofx. Similar results are seen 
when the electron is released at the critical intensity (Fig. 5.9b), where v x B dominates 
at x = 0 while the results of Fig. 5.7b are recovered as the transverse distance increases. 
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Though the above analysis is a sufficient generalization, there may be certain locations 
in the focal volume in which the effects of v X B and E= on the electron essential cancel 
each other, resulting in a very close return. Though this was not observed in the above 
analysis, future work in which carefully chosen laser parameters and regions of the focal 
volume to probe will hopefully verify the existence of these close returns. 
In this chapter we have applied a realistic description of the laser focus to free electron 
trajectories. We have shown that both v X Band Ez play a significant role in determining 
how close as electron will return to its staring location. However, it has also been shown 
that the close returns are even more significantly affected by the release time. Therefore, 
a model such as this one in which the release time is arbitrarily chosen will be insufficient 
to replicate experimental results. A new model must be developed in which the release 
time is determined by a process that approximates the effects of a real atom. 
69 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
CHAPTER6 
Non-sequential Double Ion Yields From 
Full Simulations 
The previous chapter illustrated results that were obtained from a simplified 
rescattering model in which only the second step, the motion of the free electron, was 
simulated. In this chapter we expand the simulation to include the full rescattering 
process: two electrons trapped in a Coulomb potential, the turn-on of the laser field, 
OTBI ionization, free electron motion in the field and the return of the electron to the ion 
core leading to an electron-electron interaction. This advanced simulation is completely 
classical and three dimensional. After describing the computational techniques employed, 
results will be presented that qualitatively reproduce experimentally observed phenomena. 
6.1 The Model Atom 
One of the biggest obstacles in creating a completely classical simulation of the full 
rescattering process is developing a model atom. At the beginning of the 20th century, 
many attempts were made to create a stable, classical multielectron atom [69], but the 
lack of success led to a focus on quantum mechanical treatments of multi electron atoms. 
The problem with a classical multielectron atom is that it will, except for very specific 
conditions [70], autoionize, a phenomenon in which one electron escapes the Coulomb 
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potential without any outside forces acting on it. The reason for this can be seen by 
investigating the Hamiltonian of a two-electron system 
(6.1) 
where H is the energy of the system, p; and p; are the momentum of the two electrons 
and r; and r; are the positions of the two electrons. Let us assume that electron 2 escapes 
the atom via autoionization, and the remaining electron will be electron 1. For electron 2 
to escape, it must acquire a large kinetic energy (~~). However, energy is conserved in 
2 
this system, so if Pz increases, one of the negative terms must also be getting larger. Since 
2 
the second electron is leaving the atom, r 2 is getting larger. Therefore, - ~ is the only 
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Fig 6.1: Trajectories of electrons in a classical atom with an infinitely 
deep Coulomb potential. The atom is unstable and leads to autoionization. 
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term that can increase in magnitude. This means that r 1 is getting smaller, and therefore 
electron 1 is moving closer to the nucleus. Physically, as the two electrons move close 
together, the repulsive Coulomb force of the like charges pushes them apart: one out of 
the atom and one towards the nucleus. A solution to this problem is to use what is known 
as a 'softened' potential. A model atom using this potential was developed by Su and 
Eberly [71] and has the form 
1 
(6.2) 
where a is a free parameter that is chosen to reproduce the energy levels of a known atom. 
As r~o, the softened potential approaches the value 1/a instead of approaching infinity 
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Fig 6.2: Trajectories of electrons in a classical atom with a softened 
potential. Autoionization is suppressed and the atom is stable. The 
distances are scaled in units of the Bohr radius, a0. 
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as is the case in the unsoftened potential, limiting the smallest distance between the 
remaining electron and the nucleus. Therefore, the kinetic energy of the exiting electron 
is also limited (due to energy conservation), allowing a to be chosen such that the 
electron is not energetic enough to escape from the atom. 
Sample trajectories of electrons bound in various potentials are shown below. The 
model atom used in Fig. 6.1 is the unaltered classical model, without the softening 
parameter, which leads to an electron (shown in red) escaping from the potential well on 
its own via autoionization. In Fig. 6.2, both the electron-nucleus potentials and the 
electron-electron potential are modeled using the softened potential which results in a 
stable atom. 
Lastly, Fig 6.3 depicts a model atom, with a softened potential, containing only a 
single electron, exposed to an oscillating laser field. The electron in Fig 6.3a is s:ubject to 
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Fig 6.3: Trajectories of electrons with energy a) -55 eV and b) -24 eV 
exposed to 5xi012 W/cm2 intensity light. The electron in a) is more tightly 
bound than the electron in b) and thus 'wiggles' less when subjected to the 
pondermotive potential. 
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a binding energy of -55 eV and does not exhibit much variation in its orbit around the 
nucleus. The atom in Fig. 6.3b contains an electron that is less tightly bound at -24 eV 
which exhibits a fair amount of wiggle. The wiggle is due to the pondermotive energy 
and, as discussed in section 2.3, affects the outer, more weakly bound electrons more than 
the inner, more tightly bound electrons. 
6.2 Initial Conditions 
For simplicity in demonstrating single and double ionization, helium was chosen to be 
the model atom. This choice requires that the softening parameter be set at a = 0.825ao 
for the electron-nucleus interaction and a = 0.05a0 for the electron-electron interaction, 
where a0 is the Bohr radius. These values have been shown by Haan et al. [62] to provide 
a stable model atom of helium in the ground state. The total energy of the system (the 
kinetic energy of both electrons and the potential energy of both electrons; the nucleus is 
assumed to be stationary due to its large mass) is assigned the value -79.12 e V. This is 
accomplished by randomly assigning a position in 3D space to each electron, constrained 
to be within 1 Bohr radius of the nucleus. The combined potential energy of the two 
electrons at these locations is subtracted from the total energy of the system, defining the 
combined kinetic energy of the two electrons. The kinetic energy is randomly distributed 
to the two electrons with the constraint that the velocity vectors directly oppose each 
other to ensure that the total angular momentum of the system is zero. These randomized 
initial conditions form the basis of our Monte Carlo simulation as they are changed for 
each iteration of the simulation. 
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The last parameters needed to be defined are the start and end times of the simulation. 
We choose the start time such that the field will be at a null and also so that the envelope 
value of the field is much smaller than the peak value. These conditions are chosen to 
minimize the effects of a sudden tum on of the laser field and to allow the model atom 
sufficient time to stabilize before the pulse 'arrives' (due to the nature of the Gaussian 
10 20 
Fig. 6.4: The evolution of the normalized electric field for a Gaussian laser 
pulse as a function of time. The inset shows the time at which the 
simulation begins, magnified along the vertical axis by a factor of 1000. 
The simulation starts at a null in the optical cycle where the electric field 
envelope is equal to 1 o-4 of its peak value. 
pulse and restraints on the computing time, the simulation does begin when the envelope 
has a non-zero value, but by ensuring that the this value is several orders of magnitude 
below the peak value, it can be said that the field is essentially off). Therefore, the start 
time for all simulations is defined as being 26 fs before the peak of the pulse 
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(corresponding to 9.75 optical cycles) where the electric field envelope is at 10-4 of its 
peak value. The temporal evolution of the pulse, with an inset lOOOx magnified view 
(along the vertical axis), is shown in Fig 6.4. 
The stop time of the simulation is altered depending on the purpose of the simulation. 
Some simulations, such as those that investigate the final electron momentum or energy, 
require the pulse to return to the 'off' state, so the stop time is chosen to be 26 fs after the 
peak of the pulse. Other simulations, such as those that simply determine if ionization has 
occurred, can be stopped after the field decreases below a certain value. In this case, the 
simulation is stopped at about 12 fs after the peak. The ionization simulations often 
require tens of thousands of iterations for a single data point, so reductions in computing 
time are desirable. 
The simulation has been shown to provide repeatable results for identical initial 
conditions and agreement within the error bars for results that depend upon the Monte-
Carlo randomization. The system is stable for small step sizes in time. The component 
most sensitive to step size is the model atom, where a large step size can place the 
electron outside of the atom even when the field is off. To protect against this, the total 
energy of the system as a function of time is calculated in the absence of the external 
laser field. The step size is reduced until energy is conserved for all times. 
6.3 Distance Plots 
With all of the initial conditions and equations of motion determined, the electron 
trajectories can be calculated. The trajectories can fall into one of four categories, 
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depicted in the figures below. The first category is the 'no ionization' case, which occurs 
at lower intensities, specifically 1 x 1013 W/cm2 for the simulation presented in Fig. 6.5. 
1 x 1013 W/cm2 
Fig 6.5: Electron trajectories for the full simulation at I= 1 x 1013 W/cm2. 
The intensity is not large enough to result in ionization, so both electrons 
remain bound in the atom. 
Since the intensity is too small to result in ionization, the electron distances (measured 
from the nucleus) never extend beyond 1 A. We define the distances below this value as 
the electron being in a bound state. 
As the intensity is increased, the barrier becomes suppressed enough for OTBI to 
occur, resulting in single ionization, which is shown in Fig. 6.6. Ionization occurs once 
the electron shown in red exits the bound region. The electron is now considered free of 
the Coulomb potential since the value of the potential is now negligibly small. In general, 
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both electrons in the simulation are under the influence of one another, the Coulomb 
potential, and the laser field at all times. 
In the free region, the electron is driven back and forth by the laser field. In this 
particular run, the electron is driven only a few nm away from the nucleus before being 
driven back to the ion core. We call this region between 1 A and 1 nm the 'e-e' region 
because electron returns to this region are close enough for interesting electron-electron 
interactions to occur. In this particular simulation, the return brings the liberated electron 
back into the bound region. However, the electron-electron interaction is not strong 
enough to liberate the second electron, shown in black. After there-encounter, the second 
electron (black line) remains bound while the liberated electron's distance continues to 
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Fig 6.6: Electron trajectories for the full simulation at I= 5xi014 W/cm2 • 
The intensity is large enough to result in single ionization, but the second 
electron remains bound. 
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increase, eventually taking it beyond 1 run away from the nucleus, in a region we call 
'free' because it is too far away to significantly interact with the ion core. As the field 
strength increases the intensity begins to enter the NSDI regime. This is illustrated in Fig. 
6.7, which was generated at I = 6x 1015 W/cm2. Just as in Fig. 6.6, one electron is 
liberated and is driven back through the e-e region. However, the increased field strength 
results in a return electron that is more energetic and driven further into the 
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Fig 6.7: Electron trajectories for the full simulation at I= 6x1015 W/cm2 . 
The intensity is large enough to result in single ionization and, when the 
electrons returns closely, can impart enough energy to the second electron 
to liberate it. 
bound region, causing an electron-electron interaction that leads to the liberation of the 
second electron from the Coulomb potential. 
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Lastly, at very high intensities, sequential tunnel ionization (or, in this classical 
simulation, OTBI) should dominate. This holds true at I= 2x1016 W/cm2, which is 
depicted in Fig. 6.8, where one electron escapes first and quickly moves to the free region 
with no significant returns into the e-e region. About 10 fs later, the barrier has been 
suppressed far enough to allow the more tightly bound electron to escape in a process 
independent of the first electron. Together, Figs. 6.5-6.8 account for all of the expected 
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Fig 6.8: Electron trajectories for the full simulation at I= 2xi016 W/cm2. 
The intensity is large enough to result in single ionization but the electron 
never returns. As the intensity increases, the second electron is liberated in 
a process independent of the first electron. 
ionization processes near the predicted intensity ranges for helium, so this classical 3D 
model appears to be an effective tool in investigating strong-field ionization. 
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6.4 Electron Momentum and Energy Distributions 
In strong-field interactions with atoms, there are other experimentally measured 
quantities, among them, as discussed in section 2.5, are the final electron energies and 
momenta, both of which support the rescattering model. 
We begin by investigating the final ion momentum distribution. As shown in figure 
6.7, it is expected that NSDI will result in electrons that will be released into the field at 
about the same time and will therefore experience the same field conditions and thus the 
same pondermotive drift. It is this drift that will account for the electron's final 
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Fig. 6.9: The recoil ion momentum (along the polarization direction) 
correlated to double ionization events is plotted for an intensity of 6x 1014 
W/cm2. The double-peaked structure is expected from rescattering and is 
in qualitative agreement with experiments. 
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momentum. If we assume that, in the NSDI regime, the electrons will have similar final 
momenta (in magnitude and direction), then, by conservation of momentum, we expect 
the ion to also have a non-zero momentum. This is exactly what is shown in Fig. 6.9 
where the ion momentum distribution (along the polarization direction) is plotted for 
double ionization events at a peak intensity of 6x 1014 W/cm2 . As expected from the 
rescattering model, the ion momentum is double peaked which is also consistent with 
experimental observations [72, 73]. 
The electron energy distributions have also been found to be affected by recollision 
[74]. An electron released into an oscillating field E(t) polarized in the x-direction will 
obtain a momentum given by 
(6.3) 
Tunneling at the peak of the field leads to electrons with zero momentum while electrons 
that tunnel at the null of the field will obtain the maximum momentum of .J4Up, 
resulting in a maximum kinetic energy of2Up. The electron energy distribution at 6x1015 
W/cm2 for both single and double ionization is shown in Fig. 6.10. The energy spectra 
correlated to single ionization is at a maximum at zero which is expected since electrons 
are most likely to leave the atom at the peak of the field. The number of observed 
electrons decreases steadily and then diminishes significantly at 2Up (dotted blue line), as 
expected. What is unexpected is that there are a few electrons with energy in excess of 
2Up, which cannot be explained by the simple tunnel ionization model. These higher 
energy (or 'warmer') electrons are even more prevalent in the double ionization case, in 
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which there is no significant drop-off at 2Up, only a steady decrease in observed electrons 
as the energy increases. The reason why the electrons correlated to double ionization are 
so much warmer than the single ionization case (and why the single ionization case 
contains some electrons more energetic than 2Up) is due to rescattering. When the 
electron returns to the ion core and collides, it can acquire additional momentum, making 
it more energetic. In the single ionization case, very few electrons return to the ion core, 
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Fig 6.10: The electron energy spectra correlated to single (black squares) 
and double (red squares) ionization are plotted for an intensity of 6x1015 
W/cm2. The smooth extension to high energies for the double ion case is 
in qualitative agreement with experiments. The dotted blue line 
corresponds to an electron energy of2Up. 
so the energy closely follows the limit predicted by Eq. (6.3). The few electrons that do 
interact with the ion core but do not result in double ionization account for the > 2Up 
electrons. The electrons that elastically scatter off of the parent ion can obtain a 
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maximum kinetic energy of lOUp. This occurs when an electron is released into the field 
after the peak of the pulse and is backscattered during the collision. Backscattering leads 
to such large kinetic energies because the velocity of the backscattered electron and the 
laser field have opposite signs:, resulting in further acceleration. In the case of electrons 
correlated with double ionization, a substantially larger number of electrons will 
experience a significant rescattering event than in the single ionization case, resulting in 
much larger energies. 
Since the 'warmer' electrons are associated with the rescattering process, it is 
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Fig 6.11: The energy spectra correlated to single (black squares) and 
double (red squares) ionization are plotted for an intensity of 2xl016 
W/cm2. The smooth extension to high energies for the double ion case is 
not as dramatic, indicating the increased dominance of sequential 
ionization. 
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expected that the double ionization energy distribution should look more like the single 
ionization distribution at higher intensities, where sequential ionization dominates. This 
situation is shown in Fig. 6.11, which displays the correlated electron energies for double 
and single ionization at an intensity of 2x1016 W/cm2• As expected, the electrons 
correlated with double ionization are much 'cooler' and the curve is much closer to that 
of the single ionization case. 
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CHAPTER 7 
Yield Curves 
The previous chapter utilized the fully classical 3D simulation to model the three steps 
of the rescattering process. While the results have been shown to be consistent with the 
rescattering picture, there remains one more experimentally observed phenomenon to be 
investigated: the 'knee' structure found in double ionization yield curves. Presented in 
this chapter are several yield curves generated by our simulation under different 
conditions of polarization, pulse width, absolute phase and electron-electron interaction. 
7.1 Generating Yield Curves 
Using the simulation described in chapter 6, we make a few adjustments to create 
yield curves. As previously mentioned, the simulation now stops at about 12 fs after the 
peak since ionization is not expected to occur after that time. Once the simulation has 
reached the stop time, the program calculates each electron's final distance from the 
nucleus. If this distance is greater than 10 nm (see section 6.3), the electron is considered 
free. If only one electron is free, then the single ionization yield counter is increased by 
one. If both electrons are free, then the double ionization yield counter is increased by 
one. The simulation is rerun for different initial electron positions and momenta and the 
'free' condition is checked again. At the end of a predetermined number of runs, the ratio 
of yield events to runs is found. This number will henceforth be referred to as the'yield'. 
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For each set of runs, all laser parameters are held constant, but after each set of runs is 
completed, intensity is varied so that a plot of yield vs. intensity can be generated. Lastly, 
we note that our simulation only considers atoms from a single point within the focal 
volume. While this differs from experiment, it does allow for investigations of position 
dependent effects. 
A yield curve for our model helium atom is shown in Fig 7 .1. The parameters for this 
simulation are w 0 = 5 J..tm (beam waist), ta = 10 fs (pulse width), A= 800 nm (wavelength), 
the position is at the center ofthe focus and the laser light is linearly polarized. The yield 
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Fig. 7.1: A single (red dotted line) and double ionization (solid black line) 
yields as a function of peak laser intensity for linear polarization. The 
shaded region represents the knee of the DI curve, signifying a region of 
NSDI. 
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for single ionization (red dashed curve) qualitatively matches the expected ionization rate 
associated with tunnel ionization. The error bars here, and throughout the rest of this 
work, are statistical and represent a single standard deviation along each direction, as 
determined by the point estimation of a proportion method [75] 
(7.1) 
where X is the number of ionization events and n is the total number of iterations. The 
double ionization yield (black line) is also in qualitative agreement with experimental 
results. At high intensities the curve exhibits a rate that is consistent with sequential 
ionization models, but at lower intensities an increased amount of double ion yield is 
found (indicated by the shaded region). This corresponds to the double ionization that 
results from the non-sequential rescattering process. Another feature of both curves is 
that they saturate at unity. This is due to the fact that we do not integrate over the focal 
volume, which differentiates these results from typical experimental yields in which the 
yield would continue to increase as a result of the growth in the effective focal volume. 
7.2 Polarization Effects on Yield Curves 
We now present yield curves generated for different polarizations. The ellipticity, e, 
of the wave is defined as the ratio of the minor to major axis of the ellipse traced out by 
the electric field vector. Therefore, linear polarization has an ellipticity of zero and 
circular polarization has an ellipticity of 1. The intensity of light is typically defined in 
terms of the cycle-averaged power per unit area of an electromagnetic wave, which will 
88 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
vary as a function of polarization. To compare two yield curves of different polarizations, 
the intensity is scaled to the peak of the electric field amplitude rather than the cycle-
averaged power. For circular polarization, the intensity is multiplied by a factor of 2, 
while the multiplicative factor for an ellipticity of 0.1 is 1.01. In this section, all 
references to polarization are taken to mean polarizations in the transverse direction. 
The yield curve for a circularly polarized light is presented in Fig. 7.2. The single 
ionization curve again exhibits a single rate until saturation is reached. However, the 
curve is shifted slightly to lower intensities. This can be explained by considering that in 
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Fig. 7.2: Single (red dotted line) and double ionization (solid black line) 
yields as a function of peak laser intensity for circular polarization. The 
shaded region represents the knee of the linear DI curve, signifying that 
NSDI is completely suppressed in circular polarization. 
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a circularly polarized field, the barrier will always be suppressed, unlike the linearly 
polarized case in which the suppression oscillates along with the field. Therefore, the 
electron has more 'chances' to escape under circularly polarization, leading to a small 
shift in the curve to lower intensities. The double ionization curve also displays a single 
rate of ionization. This is a result of the circularly polarized light accelerating the electron 
in both transverse directions, causing the electron to 'miss' as it is driven back by the 
field. The shaded region repres:ents the knee present in linearly polarized light, illustrating 
that NSDI is completely suppressed in circular polarization. A yield curve was also 
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Fig. 7.3: Single (red dotted line) and double ionization (solid black line) 
yields as a function of peak laser intensity for an ellipticity of 0.1. The 
shaded region represents the knee of the linear DI curve, signifying that 
NSDI is significantly suppressed at this ellipticity. 
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generated for an intermediate polarization value of e = 0.1 (Fig. 7.3). Once again the 
single ionization curve exhibits a single rate while the double ionization curve displays 
some NSDI. In comparison to the shaded region, the knee at even this small ellipticity is 
significantly suppressed. 
7.3 Pulse Width and Absolute Phase 
The previous simulation described the field using a cosine wave, which we define as 
the absolute phase of the pulse being zero. The absolute phase, rp, is defined as the phase 
difference between the oscillatory part of the pulse and the temporal envelope. For a 
cosine pulse, the peak of the oscillatory term coincides with the peak of the temporal 
envelope, as shown in Fig. 7 .4a. As the absolute phase changes, the peak of the 
oscillatory term is offset from the peak of the temporal envelope, with a peak offset 
occurring at rp = 1tl2, which will we refer to as a sine pulse (Fig. 7.4b). 
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Fig 7.4: Electric field plotted as a function of time for a 4 fs pulse with 
absolute phase of a) zero (cosine pulse) and b) 1t/2 (sine pulse). 
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Pulse Ratio of Sine Intensity Peak 
Width (fs) to Cosine Intensity Peak 
10 0.988 
9 0.985 
8 0.981 
7 0.975 
6 0.966 
5 0.952 
Table 7.1: Comparing the pulse width to the decrease in peak intensity for 
a sin pulse in relation to a cos pulse. 
--+-Cosine Pulse 
0.03 --+- Sine Pulse 
0.01 
10 9 8 7 6 5 
Pulse Width ( fs) 
Fig 7.5: Yield vs. pulse width for a cosine and sine pulse. At long pulse 
widths the yields are similar, but at shorter pulse widths the sine yield 
begins to decrease. 
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The significance of the absolute phase in relation to yield curves is that the actual peak 
intensity experienced by the electrons will vary with the absolute phase. As shown in 
Table 7.1, this effect is negligible for the pulse width used in section 7.1, but becomes 
significant as the pulse width is decreased. Therefore, for a given peak envelope intensity, 
it is expected that the double ionization yield produced by sine pulse will decrease as a 
function of pulse width. The results of such a simulation are shown in Fig. 7 .5, where the 
peak envelope intensity is 2.25 x 1016 W/cm2. At longer pulse widths (10-7 fs), the 
results are in agreement with Table 7.1. There is little difference in yield between the two 
pulses as expected since the peak values are similar. As the pulse width decreases to 6-5 
fs, the effects of the intensity difference begin to manifest and the yield produced by the 
sine curve is less than the yield from the cosine pulse. The effect of absolute phase on 
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Fig. 7.6: Double ion yield curves for a cosine pulse (black squares) and a 
sine pulse (red circles) at 10 fs. The two curves are nearly 
indistinguishable. 
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yield curves is shown in Fig. 7.6 and Fig. 7.7. Figure 7.6 displays yield curve for a cosine 
pulse (black squares) and sine pulse (red circles) at 10 fs, which is the pulse width that 
has been used throughout this paper. As expected, a negligible difference exists between 
the two yields, supporting the claim that absolute phase in unimportant at this pulse width. 
- Dl Yield, Cosine Pulse 
-01 Yield, Sine Pulse 
Intensity (W/cm2) 
Fig. 7.7: Double ion yield curves for a cosine pulse (black squares) and 
sine pulse (red circles) at a pulse width of 5 fs. A slight oscillation in both 
yield curves is observed at knee intensities. 
Figure 7.7 displays the yield from a cosine pulse (black squares) and a sine pulse (red 
circles) at 5 fs. Here we find a surprising result. As the intensity decreases, the DI yield 
generated by the cosine pulse exceeds the DI yield from the sine pulse, as expected. 
However, in the knee region there are intensities that show DI yield being more favorable 
to the sine pulse. An investigation of the single ionization yield (Fig. 7.8), shows that this 
yield oscillation is also found in over the barrier ionization. The oscillatory nature of the 
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yields of both pulses suggests the presence of some intensity dependant resonant process. 
However, the general shape of the yield curve indicates little variation between the sine 
and cosine pulses, especially at lower intensities, even at this small pulse width. 
Therefore, yield curves taken with typical ultrafast laser systems with pulse widths of 1 0 
-50 fs will not be sensitive to the absolute phase. 
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Fig. 7.8: Single ion yield curves for a cosine pulse (black squares) and 
sine pulse (red circles) at a pulse width of 5 fs. An oscillation in both yield 
curves is also observed for OTBI. 
7.4 Altering the Electron-Electron Interaction 
Although all of the results presented have been in agreement with the rescattering 
picture of NSDI, the nature of the simulation allows us to investigate the electron-
electron interaction more directly by making adjustments to the physics. Specifically, the 
electron-electron interaction is given by the potential term 
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1 
~' 
~' --ruee 
(7.2) 
where aee is the softening parameter for the e-e potential. The depth of the potential well 
can be altered by changing the value of aee. where larger values correspond to shallower 
wells. As the well becomes shallower, the strength of the electron-electron interaction 
decreases, leading to a simulation that is similar to the single active electron approaches. 
In such a simulation, full suppression ofNSDI should be observed. 
The yield curves generated for three different values of Gee are shown in Fig. 7.9. The 
first figure (Fig. 7.9a) is the familiar yield curve for linear polarization, where the value 
of Gee is O.OSao. The NSDI yield is significantly suppressed in Fig. 7.9b, where Gee= O.Sao. 
As aee is increased to Sao, the NSDI yield is completely suppressed, providing another 
indicator that the knee structure of the yield curve can be attributed to the electron-
electron interaction step of the rescattering model. The Sao case also displays yield curves 
that decrease at slightly lower rates than expected for sequential ionization. This is the 
result of the random assignment of each electron's energy level that results from the 
Monte-Carlo simulation. The electron-electron interaction also helps stabilize the 
electrons in specific energy levels, thus the random energy levels become more prevalent 
as the interaction decreases. 
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Fig 7.9: Yield curves generated for various electron-electron potentials: a) 
aee = 0.05ao, which results in a significant e-e interaction and thus 
substantial NSDI; b) aee = 0.5ao, which diminishes the e-e interaction 
resulting in a diminished NSDI yield; c) aee = Sao, which results in very 
little e-e correlation and thus NSDI is completely suppressed. 
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CHAPTERS 
Yield Curves at Different Locations in the 
Laser Focus 
In the previous chapter it was demonstrated that the 3D classical simulations that have 
been developed qualitatively replicate the yield curves generated by experimental data. 
We now build upon those results to investigate the yield curves that result from probing 
different regions of the focal volume. 
8.1 Comparing Effective Ellipticity to Transverse Ellipticity 
The yield curves presented in chapter 7 were generated at the center of the focal 
region. According to Eq. (4.7), consequences of the effective ellipticity will only be 
observable at locations outside the x = 0 plane. Therefore, many of the simulations 
presented in this chapter will occur at a location where x f:- 0. We will, however, restrict 
ourselves, for the present results, to the z = 0 plane. Since we are only concerned with the 
effect of the out-of-phase component of E::, working in the z = 0 plane will eliminate the 
in-phase component (see Eq. (3.48)). As discussed in chapter 4.2, we hypothesize that the 
effective ellipticity will behave similarly to transverse ellipticity. Specifically, the 
effective ellipticity is expected to suppress the NSDI at the same rate as ordinary 
transverse ellipticity. To verify this, the double ionization yield of a helium atom is 
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calculated at various ellipticities (in the case of transverse elliptical polarization) and 
locations (in the case of linear transverse polarization with an effective ellipticity) for a 
beam with a spot size of 5 j..lm, pulse width of 10 fs and a peak intensity of 6x 1015 W/cm2, 
with the results presented in Fig. 8.1. It should be noted that the intensity is defined for 
the location at which the yield curve was generated. That is, the local intensity is 
artificially increased to account for the effect of the spatial intensity envelope. The red 
circles represent the yield as a function of transverse ellipticity, which corresponds to the 
Transverse Distance ()lm) 
0 2 4 6 8 10 
-Effective Ellipticity 
10"2 
-Transverse Ellipticity 
s:: 
::s 
..!::: 
en 
..... 10"3 s:: 0 
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Fig 8.1: Double ionization yields taken with linear polarization, but at 
different transverse locations along z = 0 (black squares), match well with 
yields due to equivalent changes to the driving field ellipticity (red circles) 
but at the center of the focal region. In all cases, the local peak intensity is 
held fixed at 6x1015 W/cm2, w0 = 5 j..lm and the pulse width is 10 fs. The 
yields are significantly reduced under both ordinary (transverse) and 
effective (longitudinal) ellipticity. 
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scale on the bottom of the horizontal axis. As previously observed, the yield decreases as 
ellipticity increases. Then, Eq. ( 4. 7) was used to calculate the transverse positions, 
assuming z = 0, necessary to obtain effective ellipticities that correspond to the values on 
the transverse ellipticity scale. After calculating the yield at those locations, it was found 
that the results are very similar to the transverse ellipticity case. Therefore, it seems that 
effective ellipticity affects yield exactly like transverse ellipticity. 
8.2 Off-center Yield Curves 
Having established that the effective ellipticity behaves as transverse ellipticity at a 
given intensity, we now expand the results of section 8.1 to determine the effect of 
effective ellipticity on yield curves. Using a beam with a 5 J..lm beam waist, yield curves 
for three different transverse positions along the z = 0 axis were generated and are 
presented in Fig. 8.2. The intensity scale along the horizontal axis corresponds to the 
local peak intensity. At x = 0 the knee is well preserved, but as the transverse distance 
increases, it becomes suppressed. This result agrees nicely with the results of Eq. (4.7), 
which states that the effective ellipticity will increase as the transverse position increases. 
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Fig 8.2: Double ion yield curves taken for three transverse locations. 
There is a clear reduction in the NSDI yield as a function of position in the 
laser focus due to the effective ellipticity. The horizontal axis represents 
the local peak intensity for each position. 
8.3 The Beam Waist Effect 
While Fig. 8.2 provides verification of the impact that effective ellipticity has on 
yield curves, the artificial intensity values may obscure the likelihood of experimental 
confirmation of the effect. Therefore, we will outline the conditions necessary to observe 
the NSDI yield suppression that results from effective ellipticity. 
8.3.1 No Ez, Fixed Local Intensity 
While we have proposed that the suppression in the knee as a function of position is a 
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result of the E= term, we will now show that this must be the case. In the following four 
figures, the intensity is held fixed at 6xi015 W/cm2 and the pulse width is 10 fs. The 
horizontal axis displays the transverse position normalized to the laser spot size (x/w0) 
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Fig. 8.3: Double ionization yields, expressed as events per 10,000 
simulation runs, as a function of normalized transverse position are plotted 
for three different spot sizes with E= set to zero. In all cases the local peak 
intensity is set to 6xi015 W/cm2. Not surprisingly, the yields are 
unaffected by position or spot size. 
and the vertical axis gives the number of double ionization events per 10,000 simulation 
runs. In Fig. 8.3, the local peak intensity is held fixed to eliminate the spatial envelope 
effect and the paraxial description of the field components is used (no E=). As expected, 
the yields show no spatial dependence, indicating that the paraxial description of the field 
is not sufficient to explain the position dependence of the yield. 
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8.3.2 Ez, Fixed Local Intensity 
The simulation depicted in Fig. 8.3 is now altered to include the full description of the 
laser field, with the results shown in Fig. 8.4. The yield decreases as the transverse 
position increases, which is in agreement with Fig. 8.2. However, the yield does not 
decrease at the same rate for each spot size. As seen in Eq. (4.7), the position dependence 
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Fig 8.4: Double ionization yields as a function of normalized transverse 
position are plotted for three different spot sizes using the complete 
description of the fields in the laser focus. In all cases the local peak 
intensity is set to 6x1015 W/cm2. The effect of E= away from the center of 
the focus significantly reduces the double ion yields, especially for the w0 
= 1 J.lm case. 
of the effective ellipticity is linear, but the spot size dependence goes as 1/wi, so even in 
scaled units of w 0, the effective ellipticity will still vary with spot size. The significance 
of this result will be seen shortly. 
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8.3.3 No Ez, Fixed Peak Intensity 
While it has been established that the NSDI yield will decrease as the transverse 
distance increases due to the effective ellipticity, it is also true that the yield will decrease 
due to the decreasing intensity that results from the spatial envelope ofthe pulse. If the 
envelope decrease occurs at a faster rate than the effective ellipticity decrease, then it 
may be difficult to observe the effects of the effective ellipticity in an experiment. 
Therefore, another simulation is executed in which the laser field is described by the 
paraxial equation and the true peak intensity is held fixed, meaning that the largest 
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Fig 8.5: Double ionization yields as a function of normalized transverse 
position are plotted for three different spot sizes with Ez set to zero. Here, 
the true peak intensity is set to 6x1015 W/cm2. The drop-off in yield away 
from the center of the focus is due solely to a reduction in intensity, and is 
the same regardless of spot size. The broad distribution is due to the flat, 
intensity-insensitive region of the double ion "knee" and results in a large 
effective focal volume. 
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intensity value will be found at the center of the focus and will fall off as a function of 
position in accordance with the spatial envelope of the pulse. The results of this 
simulation are shown in Fig. 8.5. Since E= is zero, the observed drop-off in yield is 
attributed solely to the intensity reduction that results from the spatial envelope. This 
decrease in yield is uniform in its spatial extent, in scaled units, for all three beam waists. 
Additionally, the yield distribution about the origin is broader than expected given the 
Gaussian shape of the envelope. The reason for this broadening is that the data was 
generated at 6x1015 W/cm2 which, as shown in Fig. 7.1, is in the middle of the very flat 
knee. Therefore, a decrease in intensity, down to about 1 x 1015 W/cm2, will not result in a 
significant decrease in NSDI yield. 
8.3.4 Ez, Fixed Peak Intensity 
Lastly, the simulation is run with the conditions of a full description of the laser fields 
and the true peak intensity held fixed. Under these conditions, both the effective 
ellipticity and the intensity drop-off should affect NSDI yield. If the results match those 
displayed in Fig. 8.5 then it is clear that the intensity drop-off dominates at these three 
beam waists. As shown in Fig. 8.6, the results are quite different than in the case where 
E= is ignored. While the curves of both the 10 J..lm and 5 J..lm beam waists exhibit 
completely suppressed yield at about the same location as the no E= case, the yield 
decreases at a much faster rate at distances close to the center, indicating that the 
effective ellipticity is also contributing to the diminishing yield. A more dramatic effect is 
found in the 1 J..lm case. This curve also displays a faster decrease in yield around the 
center, but it also reaches full suppression at much shorter distances than the no E= case. 
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Fig. 8.6: Double ionization yields as a function of normalized transverse 
position are plotted for three different spot sizes using the complete 
description of the fields in the laser focus. Here, the true peak intensity is 
set to 6xl015 W/cm2. The drop-off in yield away from the center of the 
focus is due to both a reduction in intensity and the effect of E::. 
Therefore, it appears that as the focusing is tightened, the effect of the effective ellipticity 
dominates over the intensity drop-off. 
8.4 Effective Ellipticity in Two Dimensions 
In section 8.3, we limited our simulations to x positions along the z = 0 axis, but an 
effective ellipticity is present for any non-zero value of x, so we now expand the results 
to the xz-plane. In this simulation a specific point in the xz-plane is chosen and the full 
rescattering model is simulated 10,000 times. The double ionization yield is recorded and 
then the simulation moves to a new location in the focal volume. Therefore, as in the Dmin 
figures presented in chapter 5, a 'map' can be generated that displays the double 
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ionization yield for a given location in the focal volume. The map generated from a 
simulation using 6x1015 W/cm2 intensity light (with a pulse width of 10 fs and 
wavelength of 800 nm) for loose and tight focusing conditions is shown in Fig. 8.7. In 
both figures, the grey lined region represents the area enclosed by the 1/e2 iso-intensity 
contour, which is a rough estimate of the region in which the intensity should be large 
enough for ionization to be possible. Depicted in Fig. 8.7a is the yield for a beam waist of 
10 ~m, where the iso-intensity contour overlaps nearly completely with a region of large 
NSDI yield. However, under tight focusing conditions, w0 = 1 ~m, the iso-intenisty 
contour overlaps a region with a wide range ofNSDI yield (Fig. 8.7b). Additionally, the 
effective focal volume decreases under tight focusing as seen in the thinner peanut shape 
ofFig. 8.7b. 
While constructing the complete, volume-integrated yield curves 1s too 
computationally intensive for our current simulations, it is clear that a reduction in the 
effective focal volume for NSDI relative to the full focal volume for sequential events 
would have a real effect on the shape of yield curves. In making direct, precise 
comparisons between experimental results and theoretical predictions, these effects must 
be considered. The gap between theoretical and experimental work could be bridged in a 
number of ways. For example, a quantum mechanical calculation which includes the full, 
non-paraxial description of the laser field could be compared directly to experiment. 
Alternatively, experimenters could limit the effects of Ez by sampling a small region of 
the focal volume. By simply masking portions of the laser focus, volume effects have 
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Fig 8.7: The xz-slices of double ion yields at a peak intensity of 6x1015 
W/cm2 are shown for a beam waist of (a) w0 = 10 ~m and (b) w0 = 1 ~m. 
In both cases, the IIi iso-intensity contour is depicted with a grey line, 
and the yields are shown shaded. For the loose focusing case (a), the 
region of significant double ion yield fills the focal volume. Under tighter 
focusing (b), the effective (scaled) focal volume is greatly reduced as a 
consequence of the longitudinal electric field. 
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been shown to be reduced [76]. But in this case, regions of varying effective ellipticity 
still contribute to the total ion signal. Recently, a sophisticated ion spectrometer capable 
of resolving contributions from relatively small regions in the focal volume has been 
developed [77]. Unfortunately, the spatial resolution of such a device is ultimately limited 
by the thermal distribution of the target atoms in the backfilled chamber, and as a result, a 
completely "clean" ion signal, from a region of well-defined peak intensity and effective 
ellipticity, is still not possible. In the end, as long as theoretical computations, complete 
with the longitudinal field effects, match the laboratory conditions, precise comparisons 
between numerical and experimental results should be possible. 
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CHAPTER9 
Summary and Outlook 
9.1 Summary 
In the present work, a fully classical three-dimensional (3D) simulation of the 
interaction between a two-electron atom and an intense Gaussian laser pulse has been 
developed. The simulations have been used to investigate the non-sequential ionization 
that results from the interaction of the returning and bound electrons. 
As shown in chapter 6, a simplified model of the second step of the rescattering 
picture qualitatively illustrates the effects of many laser parameters. However, these 
results are very sensitive to the release time of the electron, which is arbitrarily chosen in 
this model. To more accurately model experimental conditions, in which the release time 
is determined by forces acting on the electron, the electron must be placed in a model 
atom and then experience the full temporal evolution of the laser pulse. 
The complete simulations have been shown to be effective in qualitatively 
reproducing experimentally observed phenomena including the knee structure of double 
ionization yield curves generated with linearly polarized light and the suppression of the 
knee with increased ellipticity. A suppression of double ionization has also been 
demonstrated for linear polarization in regions away from the center of the focal region. 
This phenomenon is a result of the presence of a longitudinal electric field, specifically, 
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the component that is 90° out of phase with the transverse component of the electric field. 
This results in an effective elliptical polarization that is oriented in the longitudinal plane. 
It has also been shown that under typical focusing conditions, this effect is minimized 
due to the local intensity decreasing at a faster rate than the increase in the effective 
ellipticity as a function of transverse displacement within the focal volume. However, 
under tight focusing conditions (e.g., w0 = 1 ~-tm for A = 800 nm laser light), the impact of 
the effective ellipticity is significant, resulting in a decrease in the effective focal volume 
for double ion production. In making precise comparisons between theoretical and 
experimental results, the influence of the effective ellipticity should be considered. 
9.2 Future Work 
The effect of the longitudinal electric field (Ez) on classical electron trajectories, and 
in tum on the rescattering process, can be quite large. As a result, the observable double 
ion yield can vary widely from different regions within the laser focus. A straightforward 
method to probe the effects of Ez would be to look at the typical volume-integrated ion 
yields, but for very tight focusing conditions. As we have shown, an 800-nm laser beam 
focused to a spot size of 1 ~-tm generates significant longitudinal fields within regions of 
high intensity. In section 8.4, the contribution to the total ion yield has been 
approximated, and this effect could be readily mapped out in an experiment. Our 
simulations show very similar behavior in regions of effective (longitudinal) and true 
(transverse) ellipticity. Ion yield data taken for different focusing conditions would verify 
this connection. 
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An extension of this work, and perhaps the most interesting future direction for 
research, would be to study the effects of Ez at very high intensities. Here, the effect of 
v x B on electron trajectories is very large, and always acts to push electrons away from 
the parent ion along the direction of laser propagation. Since Ez acts precisely along this 
direction, and has an out-of-phase component, it is a perfect candidate to counter the 
effects of v X B and to enhance the effects of rescattering at high intensities. 
Experimental and computational work has already shown that rescattering is an important 
component of ultrastrong-field ionization [78]. Simulations have also demonstrated the 
importance of the longitudinal electric field on affecting electron dynamics in ultra-
intense, relativistic fields [79,80]. In Fig. 9.1 we show two sample free-electron 
trajectories for electrons in an intense plane wave. In both cases an electron was released 
at the peak of an optical cycle for an 800-nm laser at 1018 W/cm2. The case of no E= is 
shown as a dashed line. The longitudinal motion is due purely to the effect of v X B, and 
the electron is clearly driven far from its parent ion. The solid line shows the trajectory 
with a non-zero Ez. Here, the effective ellipticity is chosen carefully (c:eff = 0.1748) such 
that the effects from v X B and Ez cancel nearly perfectly (appearing as a single closed 
loop), resulting in multiple returns to the parent ion (inset). Even though a somewhat 
delicate balance between intensity and effective ellipticity exists, it is reasonable to 
expect that some regions within the focal volume will exhibit significant enhancement of 
double ionization. Simulations have already shown that high harmonic generation at 
high intensities and with tight focusing are influenced by the longitudinal electric field 
[81]. We imagine that, in principle, the regions of enhanced and suppressed harmonic 
112 
Reproduced with permission of the copyright owner.  Further reproduction prohibited without permission.
1ooAL_ 
20A 
Fig. 9.1: Free-electron trajectories for electrons released at the peak of an 
optical cycle in a 1018 W/cm2 plane wave are shown forE::.= 0 (dashed 
line) and a carefully chosen non-zero E:: (solid line). In the latter case, the 
effects of E::. and v X B cancel nearly perfectly, resulting in multiple 
returns to the parent ion (inset). The red oval represents a circle with a 10 
A diameter, appearing distorted due to the unequal vertical and horizontal 
scales. 
generation could even be controlled by shaping the input laser beam. By generating 
regions of intense spatial gradients, E::. could be modified selectively, generating regions 
of controlled, enhanced harmonic generation. 
Further investigations into the effects of pulse width on NSDI may also provide some 
interesting findings. Though preliminary results have been presented in section 7.3, the 
cause of the yield oscillations has not been determined. Since the oscillations also appear 
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in the single ionization curves, a more in-depth study of the electron dynamics that lead 
to OTBI may provide some insight into this phenomenon. 
The work described in this thesis sets the stage for future investigations of laser-atom 
interactions. The classical 3D model can be expanded to probe laser conditions that are 
not currently accessible in the laboratory, such as very short pulse widths. Also, while 
suppression of NSDI has been observed, the classical 3D model can be expanded to 
studies of high intensity laser pulses, where the effects of the effective ellipticity in a 
realistic laser focus can be used to enhance and control strong-field processes. 
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