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Re´sume´
Les me´thodes d’estimation du mouvement global (EMG)
sont efficaces pour la segmentation et/ou le suivi d’ob-
jets vide´o. En effet, les me´thodes de segmentation d’ob-
jets base´es sur les informations de mouvement ne´cessitent
de connaıˆtre le mouvement global de la vide´o pour le
compenser. Dans cet article, nous proposons une me´thode
pour estimer le mouvement global de se´quences vide´o
Haute De´finition (HD). D’abord, nous de´veloppons une
me´thode adapte´e d’estimation multi-re´solution du mouve-
ment (EMRM) pour obtenir un champ de vecteurs de mou-
vement cohe´rent. A` partir de ces vecteurs de mouvement,
nous estimons les parame`tres de mouvement d’un mode`le
affine caracte´risant le mouvement global du plan vide´o.
Mots clefs
Estimation du mouvement global, estimation multi-
re´solution du mouvement, tube spatio-temporel, vide´o HD.
1 Introduction
Le nouveau standard de codage vide´o H.264/MPEG-4
AVC [1] de´veloppe´ par le « Joint Video Team» de ISO/IEC
MPEG et ITU-T « Video Coding Expert Group » vise a`
atteindre une re´duction du de´bit de 50% pour une qualite´
e´quivalente compare´e aux autres standards existants. Cette
meilleure efficacite´ de compression est obtenue via un en-
semble de spe´cifications relatives notamment aux multiples
modes de pre´diction, aux multiples images re´fe´rences et a`
une meilleure pre´cision des vecteurs de mouvement. Ce-
pendant, cette re´duction de de´bit est obtenue au prix d’une
augmentation de la complexite´ et rend les applications
temps re´el de´licates. On peut aussi constater les effets (pa-
pillonnement) du manque de cohe´rence au cours du temps
du codage des objets de la vide´o.
Afin d’exploıˆter pleinement les spe´cifications offertes par
le codeur H.264, une rapide pre´-analyse des vide´os en
amont du codeur serait judicieuse. Au prix d’un le´ger
de´calage temporel du codage, l’ide´e serait de fournir en-
suite au codeur une information afin de re´duire la combina-
toire du choix des modes de pre´diction, choisir les images
re´fe´rences et assurer la cohe´rence temporelle du codage.
En effet, une des strate´gies possibles est d’utiliser des pa-
rame`tres de codage adapte´s a` un objet vide´o donne´ tout
au long de sa dure´e de vie le long du plan vide´o. Par ob-
jet vide´o, nous de´signons une forme spatio-temporelle ca-
racte´rise´e par une couleur, une texture et un propre mou-
vement qui diffe`re du mouvement global du plan (c’est-a`-
dire, typiquement du mouvement duˆ au capteur). Dans ce
papier nous nous inte´ressons, au niveau de la pre´-analyse,
a` l’outil capable de de´tecter les objets de la vide´o.
Afin de pouvoir suivre des objets spatio-temporels dans
une se´quence vide´o, ils doivent eˆtre segmente´s. Dans la
litte´rature, plusieurs sortes de me´thodes sont de´crites. Ces
diffe´rentes me´thodes utilisent des informations spatiales
et/ou temporelles [2, 3, 4] pour segmenter les objets. Dans
le cas d’informations temporelles, il est ne´cessaire de
connaıˆtre le mouvement global au sein du plan pour re´aliser
une segmentation correcte. Horn et Schunck [5] proposent
de de´terminer le flux optique entre deux images. Cela per-
met ainsi de connaıˆtre les objets en mouvement. Les pa-
rame`tres du mode`le de mouvement entre deux images suc-
cessives peuvent e´galement eˆtre estime´s [6]. Une fois le
mode`le de mouvement connu, le mouvement global est
compense´ et seuls les objets « re´ellement » en mouvement
subsistent avec l’information de leur mouvement.
Pour notre me´thode, nous utilisons une information de
mouvement par macrobloc pour un groupe d’images (GdI)
pour estimer le mouvement global. Cette information de
mouvement doit refle´ter autant que possible le mouvement
re´el (c’est-a`-dire, obtenir les vecteurs de mouvement cor-
respondants aux mouvements re´els des objets de la sce`ne)
du macrobloc. Pour cela, nous de´veloppons une me´thode
adapte´e d’estimation du mouvement qui utilise plusieurs
images re´fe´rences pour estimer le mouvement du bloc cou-
rant, avec l’hypothe`se d’un mouvement uniforme le long
du GdI visant a` lisser les vecteurs de mouvement obte-
nus. La seconde e´tape de notre me´thode est l’EMG. Nous
utilisons un mode`le affine et l’estimation robuste des pa-
rame`tres du mode`le est re´alise´e a` partir de ces vecteurs.
Dans la partie suivante, nous pre´sentons notre me´thode
d’EMRM. Dans la partie 3, nous de´crivons le calcul des
parame`tres du mouvement global. Finalement, nous mon-
trons les re´sultats obtenus dans la partie 4 et concluons.
2 Estimation multi-re´solution du
mouvement
Pour obtenir une information de mouvement plus corre´le´e
avec le mouvement re´el des objets de la se´quence vide´o,
nous utilisons plusieurs images de re´fe´rence et conside´rons
un mouvement uniforme entre les images. Le temps de
fixation du syste`me visuel humain est d’environ 200ms [7]
et comme la prochaine ge´ne´ration de te´le´vision HD utili-
sera une de´finition de 1920 × 1080 pixels avec un taux
de cinquante images par seconde, nous retenons un GdI
constitue´ de neuf images (180ms). Ainsi nous assurons la
cohe´rence du mouvement au sein du GdI sur une dure´e si-
gnificative perceptuellement. L’image courante est situe´e
au centre du GdI. Ainsi, quatre images passe´es et quatres
images futures entourent celle-ci. Nous utilisons les infor-
mations de ces neuf images pour contraindre l’estimation
de mouvement et obtenir des vecteurs de mouvement plus
lisses. En pratique, nous retenons cinq images pour e´valuer
les vecteurs de mouvement, comme cela est illustre´ a` la fi-
gure 1. Nous conside´rons un mouvement uniforme, ainsi
apparaıˆt la notion de tube entre les images. Un tube suit et
aligne un macrobloc donne´ sur plusieurs images. Le champ
de vecteurs de mouvement contraint ainsi obtenu est plus
homoge`ne et donc plus corre´le´ avec le mouvement re´el.








Figure 1 – Tube spatio-temporel.
Comme nous utilisons des images HD, nous proposons une
EMRM [8] afin d’acce´le´rer celle-ci. Les images HD sont
filtre´es spatiallement et sous-e´chantillonne´es par un facteur
six (d’abord, les images sont sous-e´chantillonne´es par un
facteur deux et ensuite par un facteur trois). Avant chaque
e´tape de sous-e´chantillonnage, un filtre passe-bas ade´quat
est applique´ afin d’e´viter tout recouvrement de spectres.
A` partir des images filtre´es et sous-e´chantillonne´es, nous
re´alisons l’estimation du mouvement. Chaque bloc est si-
multane´ment compare´ aux blocs potentiellement corres-
pondants des images pre´ce´dentes et futures, comme cela
est illustre´ a` la figure 1. L’erreur globale, EQMG, est
obtenue par la somme des quatre erreurs quadratiques
moyennes (EQM) chacune entre le bloc courant et ses blocs




EQMk, k = −4,−2,+2,+4. (1)
EQMk prend en compte les trois composantes YUV de













avec λ−4 = 4, λ−2 = 2, λ2 = −2 et λ4 = −4. (m,n)
est le vecteur de mouvement entre l’image courante It et
l’image pre´ce´dente It−1. CY , CU , CV , RkY , RkU et RkV
repre´sentent respectivement les trois composantes YUV
de l’image courante et celles de l’image utilise´e comme
re´fe´rence pour l’estimation de mouvement, avec des blocs
de taille N × N (typiquement 16 × 16). Le vecteur de
mouvement retenu est celui qui minimise EQMG entre
le bloc courant et les blocs correspondants du tube des
quatre images. Les vecteurs de mouvement sont estime´s
a` la plus faible re´solution, ensuite ils sont multiplie´s par un
facteur approprie´ a` la re´solution supe´rieure afin d’eˆtre uti-
lise´s comme point de recherche initial pour la recherche du
vecteur de mouvement a` la re´solution donne´e.
3 Estimation du mouvement global
Pre´ce´demment nous avons re´alise´ l’estimation du mouve-
ment, les tubes obtenus refle`tent plus fide`lement le mouve-
ment re´el des objets. La prochaine e´tape est d’estimer les
parame`tres du mode`le du mouvement global du plan vide´o
a` partir du champ de vecteurs de mouvement obtenu (un
vecteur par tube).
Plusieurs mode`les existent pour repre´senter le mouvement
global d’un plan vide´o. Un champ de vecteurs de mouve-
ment par bloc est moins dense et moins pre´cis que des in-
formations de mouvement base´es pixel. Dans ce contexte
il n’est pas ne´cessaire d’utiliser un mode`le trop complexe,
nous utilisons donc un mode`le affine a` six parame`tres pour


















ou` ai (i = 1...4), tx et ty sont respectivement les pa-
rame`tres de de´formation et de translation. Vx et Vy sont
les composantes horizontale et verticale rapporte´es pour
chaque bloc, (x, y) e´tant la position du bloc. Pour esti-
mer les parame`tres du mode`le de mouvement, nous adap-
tons la me´thode d’accumulation des vecteurs de mouve-
ment de´crite par Coudray [9]. Ce dernier calcule plusieurs
histogrammes afin d’obtenir les parame`tres du mouvement
global. Cette me´thode repose sur le cumul de de´rive´es
oriente´es (gradients) des vecteurs de mouvement. Ce cu-
mul est re´alise´ au sein d’histogrammes qui permettent
ainsi d’extraire les parame`tres relatifs au de´placement ma-
joritaire. Le mode majoritaire de chaque histogramme
repre´sente la valeur du parame`tre global. Les vecteurs de
mouvement sont d’abord compense´s en utilisant les quatre
parame`tres de de´formation, la dernie`re e´tape est l’accumu-
lation des vecteurs de mouvement ainsi compense´s dans un
dernier histogramme a` deux dimensions. Les parame`tres de
translation du mode`le sont alors identifie´s a` partir de celui-
ci (les calculs seront de´taille´s dans la partie 3.2).
3.1 Indices de confiance
Pour un macrobloc donne´, le vecteur de mouvement obtenu
a` partir de l’estimation de mouvement base´e tube minimise
l’EQM. Si le macrobloc courant est situe´ dans une re´gion
uniforme, l’appareillement de blocs n’est pas fiable et les
macroblocs situe´s dans le tube qui minimisent l’EQM, ne
sont pas ne´cessairement les macroblocs qui appartiennent a`
l’objet « re´el ». Ainsi, le vecteur de mouvement associe´ au
tube ne refle`te pas le mouvement re´el du bloc. Pour eˆtre
robustes, de tels vecteurs de mouvement ne doivent pas
contribuer a` l’EMG de la vide´o. La contribution des vec-
teurs de mouvement doit donc eˆtre ponde´re´e en fonction
du contenu spatial des macroblocs du tube. Les vecteurs
de mouvement de macroblocs relatifs a` des zones oriente´es
donnent eux des informations plus fiables sur le mouve-
ment re´el que ceux associe´s a` des zones uniformes.
D’ou` l’ide´e d’utiliser l’activite´ spatiale du tube pour le
qualifier. Pour calculer l’activite´ spatiale des macroblocs,
nous utilisons les gradients spatiaux. Plus le gradient spa-
tial d’un macrobloc est e´leve´, plus nous pouvons donner du
poids au vecteur de mouvement de ce macrobloc.
Nous utilisons les deux gradients spatiaux moyens, ∆V et
∆H , qui sont respectivement le gradient vertical moyen
et le gradient horizontal moyen. A` partir du calcul de ces
gradients, un macrobloc peut-eˆtre identifie´ comme e´tant
d’une zone uniforme, d’une zone moyennement texture´e
ou d’une zone fortement texture´e.
Un macrobloc identifie´ comme e´tant d’une zone forte-
ment texture´e, peut l’eˆtre seulement dans une seule direc-
tion, c’est-a`-dire, que l’un des gradients est e´leve´ et l’autre
faible. Si le mouvement global est une translation dans la
meˆme direction (verticale ou horizontale) que la zone tex-
ture´e, les vecteurs de mouvement des macroblocs situe´s
dans cette re´gion ne sont pas fiables. C’est pourquoi nous
distinguons les deux gradients spatiaux. En pratique, la
confiance accorde´e aux deux composantes des vecteurs de
mouvement est calcule´e de fac¸on approprie´e en fonction
du gradient spatialΨ(∆H) etΨ(∆V ). La fonctionΨ pour
obtenir les indices de confiance fonction des gradients spa-





)3/2, x ≤ 8
1−Ψ(16− x), 8 < x < 16
1 sinon
(4)
La figure 2 donne les indices de confiance obtenus pour
une image de la se´quence vide´o HD Shields. On remarque
que plus le gradient spatial est e´leve´, plus l’indice est
proche de 1 et au contraire pour un gradient faible, il est
proche de 0.
3.2 Estimation robuste des parame`tres du
mouvement global
L’information de base utilise´e pour estimer le mouvement




(a) Fonction de confiance. (b) Image de la se´quence vide´o Shields.
(c) Indices pour les gradients
horizontaux (blanc = 1, noir = 0).
(d) Indices pour les gradients verticaux
(blanc = 1, noir = 0).
Figure 2 – Indices de confiance des vecteurs de mouvement.
teur par tube). Nous estimons les parame`tres du mode`le a`
partir du champ de vecteurs de mouvement de la manie`re
suivante :
a1 = ∂Vx∂x , a4 =
∂Vy
∂y , a2 =
∂Vx
∂y , a3 =
∂Vy
∂x ,
tx = Vx − a1.x− a2.y, ty = Vy − a3.x− a4.y.
(5)
Le mouvement global est souvent celui de la came´ra qui
peut eˆtre relativement complexe. E´tant donne´ qu’un zoom
ou une rotation affectent l’estimation des parame`tres de
translation, l’EMG est re´alise´e en deux e´tapes. D’abord,
nous calculons les parame`tres de de´formation pour chaque
vecteur de mouvement. Chaque de´rive´e calcule´e donne
une « hypothe`se » unitaire pour l’un des parame`tres du
mouvement. Pour connaıˆtre l’hypothe`se majoritaire qui a
la plus grande probabilite´ de repre´senter le parame`tre du
mouvement global, les hypothe`ses unitaires sont toutes
accumule´es dans un histogramme. Chacune d’entre elles
contribue proportionnellement en fonction de l’indice
de confiance associe´ aux vecteurs de mouvement. Les
donne´es sont accumule´es dans l’histogramme, ponde´re´es
par une distribution gaussienne (voir e´q. 6) afin de regou-







La localisation du mode majoritaire de cet histogramme
indique la valeur majoritaire retenue pour le parame`tre du
mouvement global. Pour affiner la localisation du maxi-
mum, une me´thode des moindres carre´s est utilise´e pour
estimer la pente autour de la position du maximum. Une
fois les parame`tres de de´formation identifie´s, les vecteurs
de mouvement sont compense´s et les re´sidus ne corres-
pondent alors qu’aux mouvements de translation. Ces der-
niers sont accumule´s dans un histogramme a` deux dimen-
sions en utilisant une distribution gaussienne (voir e´q. 7).
Chaque distribution gaussienne est ponde´re´e par le mini-
mum des indices de confiance (Ψ(∆H) et Ψ(∆V )).







ou` x et y repre´sentent respectivement les composantes
compense´es des vecteurs de mouvement. Les valeurs des
parame`tres de translation tx et ty sont obtenues en loca-
lisant le mode majoritaire dans l’histogramme a` deux di-
mensions. A` ce niveau, nous disposons des parame`tres du
mode`le de mouvement global caracte´ristique du GdI.
4 Re´sultats expe´rimentaux
Nous avons utilise´s une se´quence HD 1080p (Blue sky) et
deux se´quences HD 720p (Shields et New mobil calendar)
du SVT « corporate development technology » [10]. Ces
vide´os pre´sentent diffe´rents mouvements de came´ra :
– Blue sky : rotation et translation ;
– Shields : translation horizontale et zoom avant ;
– New mobil calendar : translations verticale et horizon-
tale et zoom arrie`re.
La figure 3 montre les vecteurs de mouvement apre`s
les diffe´rentes e´tapes de l’EMG. La premie`re image (a)
illustre les vecteurs de mouvement bruts obtenus par notre
me´thode d’EMRM. Les deux dernie`res images (b) et (c)
contiennent les vecteurs de mouvement compense´s apre`s
les deux e´tapes de l’EMG. Nous pouvons voir que le mou-
vement global est correctement compense´ puisque les vec-
teurs de mouvement du fond sont presque tous nuls, seuls
les vecteurs de mouvement du train se de´plac¸ant subsistent
et refle`tent son mouvement de translation horizontale. Afin
(a) sans l’EMG (b) zoom et rotation compense´s
(c) mouvement global compense´
Figure 3 – Vecteurs de mouvement de la sequence vide´o
New mobil calendar.
de comparer les re´sultats nume´riques de notre me´thode,
nous le faisons avec les re´sultats obtenus avec le logi-
ciel robuste Motion2D [11]. Motion2D proce`de a` partir
d’un champ de vecteurs de mouvement dense et pre´cis
et ope`re une estimation robuste des parame`tres de l’EMG
(c’est actuelleemnt la me´thode de re´fe´rence pour l’EMG).
Comme Motion2D calcule les parame`tres du mouvement
global entre deux images conse´cutives, nous combinons
les parame`tres obtenus pour neuf images conse´cutives
pour les comparer a` ceux obtenus avec notre estimateur
(qui travaille avec un GdI de neuf images). Les figures 4
et 5 illustrent les parame`tres de de´formation pour deux
vide´os synthe´tiques contenant seulement une rotation ou
un zoom, donc nous disposons des parame`tres effectifs
globaux utilise´s. Nous pouvons voir que notre me´thode
d’EMG se comporte correctement, mais les re´sultats ob-
tenus avec Motion2D sont plus proches des parame`tres
de de´formation effectifs utilise´s pour cre´er les se´quences
vide´o. En effet, Le logiciel Motion2D estime les pa-
rame`tres du mode`le de mouvement global pour une restric-
tion temporelle et spatiale plus fines (estimation du mou-
vement base´e pixel entre deux images successives) et ainsi,
ceux-ci sont plus pre´cis. Dans les graphiques suivants (fi-























Figure 4 – Parame`tres globaux de de´formation pour une
rotation synthe´tique.




















Figure 5 – Parame`tres globaux de de´formation pour un
zoom synthe´tique.
gures 6, 7 et 8), nous comparons les re´sultats obtenus sur
se´quences re´elles avec notre me´thode (•) et Motion2D (+).
Sur l’axe des abscisses est repre´sente´ le nume´ro du GdI (un
indice de GdI est e´gal a` neuf images).
Nous pre´sentons ici seulement les re´sultats significatifs, les
parame`tres globaux estime´s proches de ze´ro via les deux
me´thodes ne sont pas illustre´s. Pour la se´quence vide´o
Blue sky qui ne contient qu’une rotation, les parame`tres
sont estime´s correctement par notre me´thode et Motion2D.
Dans la se´quence vide´o Shields, un homme est pre´sent
dans la sce`ne et se de´place. Malgre´ ce mouvement lo-
cal, les parame`tres sont correctement estime´s par les deux
me´thodes. Pour la dernie`re se´quence, New mobil calendar,
les re´sultats obtenus diffe`rent entre les deux me´thodes. En
effet, notre me´thode obtient de meilleurs re´sultats que Mo-
tion2D. Les mouvements translationnels du train et du ca-
lendrier sont estime´s comme une rotation globale de toute
la sce`ne par le logiciel Motion2D. Cette estimation plus
robuste est due a` notre estimation du mouvement initiale
(EMRM) plus cohe´rente.
5 Conclusion
Dans cet article, nous avons pre´sente´ une me´thode ro-
buste d’estimation du mouvement global (EMG) pour





























Figure 6 – Parame`tres estime´s du mouvement global pour
la se´quence Blue sky (Motion2D (+), notre me´thode (•)).
































Figure 7 – Parame`tres estime´s du mouvement global pour
la se´quence Shields (Motion2D (+), notre me´thode (•)).
des vide´os HD. D’abord, une estimation multi-re´solution
du mouvement utilisant plusieurs images re´fe´rences est
re´alise´e, afin d’obtenir un champ de vecteurs de mouve-
ment cohe´rent (un vecteur par tube spatio-temporel) pour
le groupe d’images (GdI). Le GdI contient en effet neuf
images, avec l’hypothe`se que le mouvement d’un objet est
uniforme le long de celui-ci, ceci afin de lisser le champ
de vecteurs de mouvement obtenu. Ensuite, l’EMG est ro-
bustifie´e car ces vecteurs de mouvement sont ponde´re´s en
fonction de l’activite´ spatiale du tube. Nous estimons exac-
tement les parame`tres du mouvement global d’un mode`le
affine a` partir de ces vecteurs de mouvement ponde´re´s.
Ainsi, nous obtenons les parame`tres du mouvement glo-
bal de la vide´o. Les re´sultats obtenus montrent que notre
me´thode d’EMG est plus robuste que le logiciel Motion2D
lorsque le plan vide´o contient des objets importants qui ont
des mouvements diffe´rents de celui de la came´ra (mouve-
ment global).
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Figure 8 – Parame`tres estime´s du mouvement global pour
la se´quence New mobil calendar (Motion2D (+), notre
me´thode (•)).
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