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An assignment of unique integers to the vertices of a graph is called a linear 
layout. The bandwidth minimization problem (BANDWIDTH) is the following: 
Given a graph C = (V. E) and an integer k, determine whether there exists a linear 
layout of G such that the maximum difference between adjacent vertices is bounded 
by k. Interval graphs are the intersection graphs of a family of intervals of the real 
line. BANDWIDTH remains NP-complete even when restricted to special sub- 
classes of trees. We show that BANDWIDTH can be solved in time O( n’) for inter- 
val graphs. Moreover, for a given interval graph a linear layout with minimum 
bandwidth can be constructed in time O(n’ log n). As a by-product we get that this 
construction can be done for proper interval graphs in time O(n log II + m). ,( ’ 19x7 
Academic Press. Inc. 
1. INTRODUCTION 
The bandwidth minimization problem for graphs (BANDWIDTH) is the 
following: Given a graph G = (V, E) and an integer k, determine whether 
there exists a linear layout of G (i.e., an integer labeling of the vertices of G 
such that each vertex receives a unique integer) such that the maximum 
difference between adjacent vertices is bounded by k. 
The problem is well known in the literature for its applications to sparse 
matrix computations and its properties in graph theory. BANDWIDTH 
(problem [GT40] of Garey and Johnson, 1979) is known to be NP-com- 
plete (Papadimitriou, 1976), and it remains NP-complete for caterpillars 
with hairs of length at most three (Monien, 1983) and also for binary trees 
(Garey et al., 1978; Monien, 1983). On the positive side, there is only one 
polynomial time result, an O(n log n) algorithm to determine the 
bandwidth of caterpillars with hairs of length one and two (Assman et al., 
1981). Whether a given graph has bandwidth at most k can be determined 
in time U(nk) by using dynamic programming (Gurari and Sudborough, 
1984; Saxe, 1980). Bandwidth two can be checked in linear time (Garey et 
al., 1978). 
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In contrast to the NP-completeness result of Monien (1983) we present a 
polynomial time algorithm for the bandwidth minimization problem on 
interval graphs. 
A graph is an intersection graph if there exists a one-to-one correspon- 
dence between its vertices and a family F of sets such that two vertices are 
adjacent in the graph if and only if their two corresponding sets intersect. If 
F is a family of intervals of the real line then G is called an interval graph 
(Golumbic, 1980; Lekkerkerker and Boland, 1962) and the family F is 
called the interval model for G. Sometimes we denote the interval 
corresponding to the vertex v E V by I,. 
A caterpillar is a special kind of trees consisting of a simple chain, the 
body, with an arbitrary number of simple chains attached to the body by 
coalescing an endpoint of the added chain with a vertex of the body. A 
caterpillar has hairs of length at most k if all the simple chains attached to 
the body have length at most k (see Fig. 1). 
The graphs which are trees and interval graphs are exactly the cater- 
pillars with hairs of length 1. (Some authors reserve the notion of cater- 
pillars for the class which we call caterpillars with hairs of length at 
most 1.) 
Monien (1983) has shown that BANDWIDTH remains NP-complete 
even when restricted to caterpillars where only one vertex of the body has 
hairs of length 3 and all the others only have hairs of length 1. So these 
(bJ 1 3 8 
2.-- 
FIG. 1. (a) An interval graph G. (b) An interval model F of G. (c) A caterpillar with hairs 
of length at most three. 
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very special caterpillars are “almost” interval graphs, but surprisingly the 
minimum bandwidth of an interval graph can be determined in time 
O(n* log n). Thus BANDWIDTH is solvable for interval graphs in 
polynomial time like many other NP-complete graph problems (Golumbic, 
1980; Johnson, 1985; Keil, 1985). 
Finally we mention that Johnson (1985) asked for NP-complete 
problems on interval graphs and proposed some candidates, among them 
BANDWIDTH. But our result means that BANDWIDTH on interval 
graphs cannot be NP-complete assuming P # NP. 
2. PRELIMINARIES 
Let G = (V, E) be an undirected simple graph with vertex set V and edge 
set E. We denote by n the number of vertices and by m the number of 
edges. 
A (linear) layout of G is a one-to-one mapping L assigning to each 
vertex a unique integer. The bandwidth of G with respect to a layout L is 
defined as 
h(G, L)=Dfmax(JL(u)-L(u)l: {u, u}EE}. 
If b(G, L)< k holds we say that L is a bandwidth-k-layout of G. The 
bandwidth of G is 
b(G) = .,.min{b(G, L): L is a layout of G). 
Now we can define the problem BANDWIDTH = ((G, k): G = ( V, E) is a 
graph, k a positive integer, 6(G) < k ). 
Our problem is to construct a layout L of a given interval graph G with 
bandwidth b(G), i.e., a minimum bandwidth layout of G. The following 
lemma from Gilmore and Hoffman (1964) is useful. 
LEMMA 1. G is an interval graph iff the maximal cliques of G can be 
linearly ordered, such that, for every vertex v of G, the maximal cliques 
containing v occur consecutively. 
We remind that the linear ordering of the maximal cliques is obtained by 
the following rule: Take a transitive orientation of the complement 
G=(V,E) with E={{u,v}$E: U, u E V; u # u}. (Note that interval graphs 
have a transitive orientable complement!) Now clique A stands on the left 
of clique B iff there is an edge connecting A with B which is oriented 
towards B. For more details we refer to (Golumbic, 1980). 
Lemma 1 implies that for interval graphs there is a consecutive clique 
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arrangement (abbreviated CCA), where each maximal clique appears 
exactly once and, for each vertex v, the cliques containing v occur con- 
secutively (cf. Golumbic, 1980; Keil, 1985; Mohring, 1985). By Ci we 
denote the ith clique from left to right in the CCA. 
So we have three different possibilities to present an interval graph G: 
the standard vertex-edge model (VEM), an interval model, and a con- 
secutive clique arrangement (see Figs. 1 and 2). 
Obviously one gets a unique interval model F from a given CCA for G: 
Let CPt and Cqt, be the leftmost and the rightmost cliques in the CCA con- 
taining v. Then in F the closed interval [p,, qo] corresponds to the vertex 
u. (This is only a small modification of one direction in the proof from 
Gilmore and Hoffman ( 1964)) 
Thus when we speak of pv and qu we use the above-mentioned interval 
model F corresponding to a CCA. The reader should be aware that we will 
often switch back and forth between the vertex-edge model of G and the 
interval model F corresponding to a CCA without pointing out this 
explicitly each time. 
Here is the place to remark that BANDWIDTH for interval graphs can 
also be formulated as a labeling problem on a set of intervals of the real 
line: For a given set of intervals of the real line and a given integer k deter- 
mine whether there is an integer labeling of the intervals such that the 
maximum difference between intervals with nonempty intersection is boun- 
ded by k. 
Thus the algorithm and the correctness proof can be presented without 
using the concept of a graph, but we prefer to use it. Nevertheless, con- 
sideration, whether the intersection of two intervals is nonempty, plays an 
important role (see Fig. 3). (In all figures of interval models the position of 
an endpoint labeled by a vertical line is known; unlabeled endpoints 
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FIG. 2. (a) A consecutive clique arrangement. (b) The corresponding interval model. 
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(0 I lb ) (f I 
FIG. 3. Important cases for the relations between the endpoints of two intervals: 
(a) q,<p,, i.e., {u,u}$E; (b) p.<qu<q., i.e., {u, o}EE; (c) p.~p,~q., i.e., {u, U)EE. 
indicate that the location of this endpoint of the interval is unknown or not 
essential.) 
Some notions are given now. The reverse lexicographic order S on the 
set {(p,, 4,): u E V} is useful: 
(P”? 4”)-MPW qw)=-D,~(q”<qH,) ” (st.=qw, A P,<P,). 
For a layout L of G the vertex u is called a right (left) neighbor of u if 
L(u)>L(u) (L(u)<L(u)) and urn hold, where N(u)= {w: (u,w}~E} 
is the neighborhood of u. The distance d, of u and u in the layout L is 
d,(u, u) =Df /L(u) - L(v)\ and the distance of subsets V, and V2 of V in the 
layout L is 
A set UC V is an interval in the layout L if 
U = {u E V: mEi; L(u) < L(u) < mEa; L(u)}. 
3. THE ALGORITHM 
According to the remarks following Lemma 1 a CCA of an interval 
graph can be determined by producing all maximal cliques of the 
graph and constructing a transitive orientation of the complement G. (cf., 
Golumbic, 1980). But there is a more efficient way: 
Our algorithm initially constructs a consecutive clique arrangement of G 
in linear time, as a by-product of the O(n + m) time recognition algorithm 
for interval graphs due to Booth and Lueker (1976). Now in linear time the 
algorithm generates, in addition to the adjacency lists of G: 
1. A list of all vertices in clique Ci for each maximal clique 
2. For each vertex v, pu and qu are determined. 
For an input G and k, the algorithm will produce a bandwidth-k-layout of 
G, if one exists. 
First a layout L, is constructed, where ZJ stands on the left of u, i.e., 
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L,(U) < L,(u), if (p,, qJ -& (p,, qu) holds. The order of vertices U, u, with 
(p,, q”) = (p,, q”), is arbitrary in L,. 
Note that such vertices U, u are completely indifferent to our task! 
Namely we get N[u] = N[o] by switching from the interval model F 
corresponding to the constructed CCA back to the VEM. This implies that 
we can change the places of u and u in a layout without changing the 
bandwidth. For the interval graph in Fig. 2 we get the following L, with 
b(G, L,) = 5: 
1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 12, 19, 11, 15, 16, 13, 14, 17, 18. 
Now we can give the whole algorithm. 
THE ALGORITHM FOR “b(G)< k?” 
Input: interval graph G, positive integer k 
Output: L, a bandwidth-k-layout if b(G) Q k; answer “b(G) > k” otherwise 
(0) Construct a CCA of G and the additional lists 
(1) Construct L, 
(2) i=l 
(3) idn? 
If no, then print L, and STOP. 
If yes, then process the vertex u with Lip i(u) = i /all vertices on the 
left of u are already processed/ by distinguishing the following three 
cases: 
(3.1) o has more than k right neighbors in L,+ , . Then answer 
“b(G) > k” and STOP. 
(3.2) For all right neighbors u of u holds Lip,(u)-L,_,(u)<k. 
Then let Li = Li-, , i = i + 1 and goto (3). 
(3.3) u has at most k right neighbors and there is at least one right 
neighbor u of u in LipI with Lip ,(u) - Lip 1(u) > k. /We have 
to rearrange the vertices from position i+ 1 up to the 
rightmost neighbor of u such that for all right neighbors u of u 
in LipI now i+ 1 d L,(U) < i+ k holds (cf. Fig. 3)/ 
(a) Let ui, Us,..., uI be the right neighbors of u from left to 
right in L,+, Then rearrange as follows: L,(uj) = 
min{L,-,(u,), i+k-(l-j)} /Note that UI 9 UZY.., u/ 
remain in the same order but with possibly new positions 
within a distance not greater than k from u, i.e., 
i<Li(u,)<Li(uz)< ... <Li(u,)<i+k/ 
(b) Let w,, w2 ,..., w, be the nonneighbors of u contained 
between u and U, in Lip 1, from left to right. Li assigns to 
these vertices the integers between i+ 1 and Lip ,(u,), 
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where none of the vertices u,, Us,..., U, is arranged in step 
(a). Thereby the order in Li is the same as in Lip r, 
i.e., L,(wr) < Li(w2) < . . < L,(w,). /w,, w2 ,..., w, are 
possibly shifted to the right because of the rearranging of 
UI, u2,-, u,, illustrated in Fig. 4/ 
(c) For all other vertices u put L,(u)=Li-,(u). Now i=i+ 1 
and goto (3). 
We say that u draws u before u’ if, while processing u in the ith iteration, 
the order of the neighbor u and the nonneighbor w was changed, i.e., 
Lip,(w) < Lip i(u) and L,(w)>Li(u) hold. Essential properties of the 
algorithm are: 
Property 1. The algorithm makes exactly one iteration for each 
vertex v, “processing u.” Once u is processed the position of u remains 
unchanged in all subsequent layouts. 
Property 2. During one iteration neither the order of u,, u?,..., uI nor 
the order of w,, u’~ ,..., u’, will be changed. 
Property 3. Processing v in case (3) the algorithm draws u, to 
position i+ k and on the way to this position uI eventually shifts one or 
more of u,, u2 ,..., u,~, also to positions on the left from i + k such that all 
drawn elements of the ith iteration stand directly one after the other in Li; 
they form an interval in Li. 
Property 4. If thereby elements from wr, We,..., w, are passed, those 
elements are shifted to the right. So only neighbors of v are drawn before 
nonneighbors of v. 
Regarding the time complexity of the algorithm: The sorting in order to 
get L, can be done in time O(n log n). Checking a vertex v and performing 
the necessary shifting can be implemented in such a way that processing D 
is possible in time O(n). 
So for given G and k the algorithm works in time O(n2), i.e., 
BANDWIDTH is solvable in time O(n’). This yields an algorithm for the 
construction of a minimum bandwidth layout L of a given interval graph. 
A 
itl it2 it3 it 4 i+5 it6 i+ 7 
la) 0 0 0 0 0 0 0 
V w f WI "1 w3 "2 WY "3 
(b) 0 . 0 0 0 * - - 
” “1 “1 “3 
(c) 0 0 0 0 0 0 0 0 
” Wl “7 “2 “3 4 W3 W4 
FIG. 4. “Processing u” in the ith iteration for k = 4 (steps 3a and 3b): (a) interesting part of 
L,+ , before step 3; (b) L, after finishing step 3a; (c) L, after finishing step 3b. 
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Since 16 b(G) <n holds, we only have to check integers k with 1 <k <n. 
So we do a binary search in this range to find the greatest value of k for 
which the algorithm does not reject. 
Therefore it is possible to construct a minimum bandwidth layout in 
time O(n* log n). 
4. PROOF OF CORRECTNESS 
We have to show the following for our basic algorithm of Section 3: 
1. If the algorithm produces a layout L,,, i.e., it does not reject, then 
h(G, L,) <k holds. 
2. If the algorithm rejects, then b(G) > k + 1 holds. 
LEMMA 2. If v has drawn u before w then we have 
L,(v) < &I(~~) < -h(u) and Pu < PW 6 41,. < 411 (cf. Fig. 6). 
Proof Assume that G is an interval graph and during the performance 
of the algorithm on input G and k there are vertices for which the assertion 
of Lemma 2 is false. Let v be the first one of these vertices which was 
processed. 
Case 1. Assume that L,(w) < L,(v) holds. Lemma 2 is fulfilled for the 
vertex x which has drawn v before w; i.e., pt, -~p,~ < q,, < qr holds. Therefore 
{ v, N’) is an edge-a contradiction to Property 4 of the algorithm. 
Case 2. Assume that L,(u) <L,(w) holds. Lemma 2 is fulfilled for the 
vertex 4’ on the left of v which has drawn ~3 before u; i.e., p,, <pu 6 q,, < q,,,. 
So I,,, contains Z, such that Z, n I, # 0 implies I,. n I, # 0. u has to be a 
neighbor of v (Property 4) but then we have {v, w) E E-a contradiction 
to Property 4. 
Finally, we have to show that p, < P,~ < q,,, < q,, is fulfilled. We know that 
(u, o> E E and {v, MI} $ E hold, and we have shown Z,,(v) < L,(w) < L,(u). 
Thus we get p, <p,, and qn # q,, since the other cases (illustrated in Fig. 5) 
are not possible: 
I 4  I 
P” Pu Pu 9”  
PI 9* P* Pv 
4 + 
P” I” 
ia) lb) 
FIG. 5. (a) Case l,p,,>p,., yv<4,<q,,. (b) Case 2, q,.<y,,=y,,.p.<p,,. 
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1. pw <pu, qt, < qw G qu and {u, o} E E (1, n 1, # 0) imply p, < q,. So 
pW, < q, < q,,, holds; w is a neighbor of u-a contradiction. 
2. qW, = qU and p, <p,, yield L,(U) < L,(w)-a contradiction. 
This completes the proof (see Fig. 6). 1 
COROLLARY 1. Let G be a proper interval graph, i.e., an interval graph 
which has an interval model with no interval contained in another one. 
Then the algorithm does not change the layout L, for given G and arbitrary 
integer k. 
COROLLARY 2. Zf u is the rightmost neighbor of v at the end of proces- 
sing v then in subsequent iterations no vertex will be drawn before u. 
Proof Assume that a vertex w was drawn to the left of u by a vertex x 
to the right of II. Because of Lemma 2 we have p, <p, d q, < qW,. Thus 
{u, U} E E implies {u, w} E E, since G is an interval graph. Therefore a 
neigbor w of u stood at the right of u at the end of processing u-a 
contradiction to the choice of U. 1 
So the first part of the correctness proof is finished and we have 
THEOREM 1. Zf the algorithm stops with the answer “b(G) < k” and a 
layout L, then the layout fulfills b(G, L,) d k. 
We will prove the second part by finding a subset R of V such that the 
induced subgraph (R) is the “reason” for the rejection. 
A vertex is called nondrawn if it is never drawn by another one during 
the work of the algorithm on input G and k. All the other vertices are 
called drawn vertices. 
Obviously, in every layout Li produced by the algorithm all nondrawn 
vertices occur in the order of L,, and if a nondrawn vertex u stands on the 
left of a drawn vertex w then L,(u) < L,(w) holds. Corollary 2 and 
Property 2 of the algorithm ensure that the drawn vertices also occur in 
every layout Li in the order of L,. 
LEMMA 3. Let D(v) be the set of all vertices drawn by v. Then 
D(v) u {II} is a clique and D(u) is an interval in all subsequent layouts after 
processing v. 
FIG. 6. Intervals I,, I,, and I, such that u can draw u before w in the algorithm. 
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Proof Lemma 2 implies L,(u) < L,(U) for all u E D(o). According to 
Property 4 every u E D(o) is a neighbor of v. Thus I, n Z, # @ and qU 6 qU 
require p, 6 qO for all u E D(u). Hence D(u) u (u} is a clique, more precisely 
a subset of the clique CqL. 
Let the ith iteration process u. Because of Property 3, D(u) = 
{u,, Us,..., u/} is an interval in the layout Lj with rightmost vertex u, in 
position i+ k. In the subsequent iterations no vertex will be drawn before 
uI because of Corollary 2. Hence the vertices of D(u) will never be drawn 
since the distance to a processed vertex on the left is less than k and there is 
no vertex which must be drawn in positions on the left of u,; i.e., D(u) 
remains an interval. 1 
COROLLARY 3. Let u, be processed before u2 and let both be vertices 
which draw other ones. Then for all subsequent layouts Li after processing u2, 
max L,(u,)< min L,(u2) holds, 
ulED(cll u2t Dlv2) 
Now we are able to analyze the properties of an interval graph G for 
which the algorithm rejects input G and k. Let the algorithm reject in the 
ith iteration which processes vertex u,, thus U, has more than k right 
neighbors in Lip , . 
LEMMA 4. Zf u, is a nondrawn ue,rtex then u, and its right neighbors in 
L, , form a clique in G. 
Proof Since u, was not drawn we have L,,(u,) < L,(u) for every right 
neighbor o of u, in L, ,. By the definition of L,, this requires qU dq,. 
Then {u,, u) E E implies p, 6 qU, d q[,. Thus u, and its right neighbors form 
a subset of CqU, and therefore a clique. 1 
Obviously for a graph G we have b(G) b o(G) - 1, where o(G) is the 
size of a maximum clique. Assume, therefore, that k b w(G) - 1. By 
Lemma 4, u, must be drawn vertex, since otherwise U, and its at least k + 1 
right neighbors in Li_ i would be a clique with more than o(G) members. 
We now describe an algorithm to determine the set R for given interval 
graph G, positive integer k, and layout Lie i, in which the processed vertex 
u has more than k right neighbors (see Fig. 7). 
FIG. 7. The layout L,+ ,, produced by the algorithm during the work on the graph of Fig. 2 
for k = 4; vertex 13 has more than k right neighbors. (Drawn vertices are indicated by black 
points and are connected with the drawing vertex.) 
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CONSTRUCTION OF R. 
(1) j:=o; x0:=0 
(2) UNTIL xj is a nondrawn vertex DO 
Determine the vertex +yl+, which has drawn xj and increase j. 
(3) r :=j 
(4) FORs=OTOr-lD0 
(4.1) 24 ‘=x 
(4.2) Determine the vertex o,~,, which is the right neighbor of u, at 
distance k in Lip 1. 
/Property 3 ensures that such a vertex v,~+ , exists./ 
(5) r. z4 ‘=x 0; a := 240 
Neighbors of u,. to the right of u, will be shifted to the places 
L,- ,(u,) + 1, L,- ,(u,) + 2,..., L,- ,(u,) + k+ 1 in the order of the layout 
Lip1. We call this new layout L’ and let z be the element in position 
Li-,(u,)+k+ 1. For j= 1, 2 ,..., r, let U, be the set [ui, uIIL, ., := 
(0: Li&,(Uj)< Li&l(O)< Li-,(Uj)}. 
We repeat some essential properties of the sets U,, jtz { 1,2,..., r} which 
are intervals in Lip , and L’, respectively: For each jE { 1, 2,..., r) all ver- 
tices of the set U, are drawn by the vertex ujp 1 because of Lemma 3, which 
also implies that every U, is a clique. 
All vertices of U;=, U, are drawn ones, but u0 = a is a nondrawn vertex. 
The distance between uj and u,+ I is exactly k for all jE ( 1, 2 ,..., r - 11. 
Figure 8 shows our situation in L’. 
In the example of Fig. 7 we have a=~,= 1, U, = {4,5,6), Uz= {S}, 
U3= (ll}, U,= (13, 14}, and z= 18. 
Let R be the set [a, z]~. = iv: L’(a) < L’(u) 6 L’(z)}. We now show that 
b( (R)) > k + 1 holds. For this purpose we need some knowledge about the 
structure of (R). 
LEMMA 5. For each j = 1,2 ,..., r - 1 we have 
/j // (u,u}~E. 
llZU,LlEU,+, 
Proof: Since all elements u of the clique Uj+ i are drawn by uj we have 
U,, i c N(uj) implying qu, 3 pv for every v E U, + , . Furthermore all vertices 
k k k k k h k*l 
m... m 
u,-a “, “1 “2 “2 UJ “, “r-1 “r-1 ur “r L 
FIG. 8. The interval [a. z] in L’. 
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of Uj are drawn ones. This yields qu, 6 q, for every u E Ui. The situation is 
illustrated in Fig. 9. 
Since Uj and U, + I contain only drawn vertices, the order of these ver- 
tices in L’ is the same as in LO, which implies qu d q, for u E Ui, v E U,, , . 
Thus we get pv<q,,<qv; i.e., (u,v)EEfor all uEU,, VEU~+~. 1 
LEMMA 6. For every v E R - u;= , U, there is a jg ( 1, 2 ,..., r > with 
u, c N(v). 
Proof: We consider the sequence {t,} defined by t, =*, min,, “, q,,, 
jE (1, 2 ,..., r,. 1 First we claim that t, 6 t, < t3 6 ... < t, hofds: For the 
proof, we recall the fact that, by the construction of the cliques U,, 
Corollary 3 shows 
max L’(u)< min L’(v), in {l, 2 ,..., r- 11. 
UE u, L’ E Li, + I 
All vertices of the cliques are drawn ones, so, the same inequalities are true 
for L,, instead of L’. Therefore the definition of L, implies: 
ti=minq,dmaxq,d min qr,=t,+Ir i 6 { 1 , 2 ,..., r - 1 ). 
“f u, “El,, VE U,,I 
This completes the proof of the claim. 
To prove the assertion of the lemma, let v be a vertex of 
R- h U,. 
j= I 
a 
b c 
FIG. 9. The induced subgraph of {u,, u) u C,, , : (a) vertex-edge model; (b) interval 
model. (Dotted lines indicate pairs of vertices for which we want to show adjacency.) 
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FIGURE 10 
Now we often switch between the VEM and the interval model F of the 
interval graph G and consider three different cases. 
Case 1. qOGtl. The nondrawn vertex a has drawn all vertices of U,, 
thus a was a left neighbor of all UE UI in L,. So for UE U,, q, 2pu is 
fulfilled (otherwise qa<pu implies I, nZ,= @a). a is a nondrawn vertex, 
therefore L’(a) <L’(u) implies L,(a) 6 L,(u). So we have p, d qa 6 qv < q, 
for each u E U, ; i.e., U, z N(o) is fulfilled. We illustrate this in Fig. 10. 
Case 2. V, t, d qu < ti+, , jE (1, 2 ,..., Y- 13. Lemma 5 implies pU < t, 
for every u E Uj+ , (otherwise t, <p,, implies { ZQ,, w } $ E for vertices w E Ui 
with q,< = ti). Thus U,, , - c N(u) is fulfilled, since p, 6 qv < qu holds for 
UE U,,]. 
Case 3. t, < qL,. Lemma 5 and t,- , < qu ensure that qv >pu is satisfied 
for all u E U,. So we only have to show that p, 6 qu holds for every u E U,. 
Then we have verified U,. c N(u). 
There is at least one vertex x E U, with qr < qt, by the definition of t,. 
Thus the drawn vertex x stands on the left of u in L’, not only in L,,. The 
situation in F is illustrated in Fig. 11. 
U, is an interval in L’ by the construction of these sets. So u, stands on 
the left of v. By the construction of L’ these places are reserved for right 
neighbors of u,. Thus we have {II, ur} E E. Switching to the interval model 
yields pu < qu,. All drawn vertices appear in L’ exactly in the order of L,. 
This fact shows qu, < q, for every u E U,. So we get p, ,< q, for every u E U,; 
i.e., U, s N(u). 1 
After proving very technical properties of the induced subgraph of R, we 
show that an arbitrary undirected graph (not necessarily an interval 
graph!) with these properties cannot have a bandwidth-k-layout. 
UE u, 
Y I 
xf. u, 
FIGURE II 
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LEMMA 7. Let G = (V, E) be an undirected graph and let k be a positive 
integer such that there is a partition of V into cliques U,, U?,..., U, and a set 
D satisfying 
/j luil Gk 
jE (I, 2..... r) 
(1) 
A /\ /j {w+E (2) 
,t[l.Z (..., r-I/uEC/,L.tU,+, 
A v u, c N(v). (3) 
C‘E D/t (I. 2.....r} 
Then for every bandwidth-k-layout L of G, 
max{lL(u)-L(v)l: u,vEV}<k+ C (k-lU,)+l) holds. 
A=1 
ProoJ Let L be a bandwidth-k-layout of a graph G and let the cliques 
U,, U2,..., U, and the set D be a partition of V such that the properties 
(1 ), (2), and (3) are fultilied. 
We denote the position of the leftmost and rightmost elements of U G V 
with respect to L by lm(U) and rm(U), respectively; i.e., 
lm(U)=min(L(u):u~U) and rm(U)=max{L(u):uEU}. 
Now we claim that dL( U,, , U,?) 6 k + c{l,: + , (k - 1 U,YI + 1) holds for every 
j,, j, E { 1, 2 ,..., r). W.1.o.g. we assume lm( U,,) < lm( Uj2). The claim will be 
proven by induction. 
First d,( U,, U,, I ) d k is fulfilled for Jo { 1, 2,..., r - I} because of (2) and 
the fact that L is a bandwidth-k-layout. Assume that d,( U,, U,, ,~ ,) < 
k + ~;~~;~ (k - (U,S( + 1) is true for Jo { 1, 2 ,..., r + 1 - i}. 
We have to prove d,(U,, Uj+i)<k+~;.2j;\ (k- IU,( + 1) for 
Jo { 1, 2 ,,.., r - i} under this assumption. W.1.o.g. lm( U,) < lm( U,, i) holds. 
We remark that (1) and the fact that L is a bandwidth-k-layout imply 
rm( U,) - lm( Ui) <k, thus it holds that 
rm(U,)-lm(U,+,)<rm(U,)-lm(U,)<k for everyjE (1, 2 ,..., r-i}. 
One should not worry that the quantity might be negative, the 
corresponding situation in L is illustrated in Fig. 12. dL( U,, U,, ,) = 
ImfUj) rm(Uj) Im(Uj,;) rm(“j+il 
FIGURE 12 
643/74/2-S 
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max{ rm( Vi+ r) - lm( Vi), rm( Uj) - lm( Uj+ ,)} guarantees that we have only 
to show the inequality 
j+i-I 
rm(Uj+i)-lm(Uj)<k+ 1 (k- IU,I + 1). 
s=j+ 1 
(Note that each summand on the right side is nonnegative because of(l)!) 
Now we consider the positions of Uj and U,, ; with respect to U, + i ~ , in 
L. Three different cases are possible (see Fig. 13 ). 
Case 1. rm(U,+,) < rm( U,+,+ ,) (illustrated in Fig. 13a). We have 
rm(u,+i)-lm(Uj)<rm(U,+,-,)-lm(U,) 
( 
j+i-2 
GdL(Ui’ uj+i-l)<k+ C (k-IU,I +l) +k-IUj+,-iI+ 1 
s=j+ I > 
since ( U, + i ~ I I 6 k holds. Therefore the assertion is true. 
Case 2. lm( U,, iP, ) < lm( U,) (illustrated in Fig. 13b). Equation (2) 
implies that the vertices in position lm( U,, iP r ) and rm( Uj+ i) are 
joined by an edge. Since L is a bandwidth-k-layout we get 
rm( Vi + i) - lm( Uj + i _ r ) 6 k. This verifies rm( Vi + i) - lm( U,) < k, so the 
assertion is true. 
Case 3. lm(U,) < lm(U,+iP1), < rm( U,, ;- 1) < rm( Uj+ i) (illustrated in 
Fig. 13~). Obviously we have 
rm(Uj+i)-lm(Uj) 
=rm(Uj+i)-lm(U,+ip,)+~(Uj+i_,)-Im(Uj) 
+lm(Uj+ip,)-rm(U,+ip,). 
Now we use that rm( Uj+ ,) - lm( U,, i- ,) < k holds, similar to Case 2. 
rm(Uj+i~1)-lm(Uj)~d,(Uj, Uj+i-l) 
lm(Uj+i-,) h (Uj) lm ( Uj*i 1 I77 f  Oj+i I  
FIG. 13. (a) Case 1; (b) Case 2; (c) Case 3 
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implies 
Jfi-2 
rm(Uj+i-1)-lm(UJ)6k+ C (k-IU,,J + 1) 
s=/+1 
because of the assumption of the induction. Finally, it is easy to see that 
holds since a unique integer is assigned to each vertex. Thus we have 
lm(Uj+;-,)-rm(Uj+,-,)d l- I”j+,-II. 
All together, these inequalities verify 
j+f-2 
rm(Uj+;)-lm(Uj)~2k+l-IUj+,..,I+ Jf (k-IU,YI+l) 
.r=j+l 
j+i-I 
= k+ 1 (k- IU,I + 1). 
s=j+ I 
So we have completed the proof of our claim. 
Now let a’ be the leftmost and z’ be the rightmost element of V in L. We 
observe (3) and assume w.1.o.g. that N(a’) 2 U,, and N(L) 2 Ujz hold. Com- 
bining dJ U,, , UjZ) and dL(a’, U,, ) < k we get an upper bound of dL(u’, U,,) 
in the same manner as in the induction step above. Similarly this upper 
bound and dL(z’, U,,) <k yield 
d,(a’,=‘)dk+ f (k- IU,I + 1). 
s=j, 
Because of (1 ), k - 1 U,I + 1 > 1 holds for every s E { 1, 2,..., r>. This implies 
that k + c$=j, (k - I U,J + 1) is maximum in the case j, = 1 and j2 = r. 1 
Now we are able to conclude the second part of the correctness proof by 
a simple counting argument. 
THEOREM 2. If the algorithm stops with answer “b(G) > k” then 
b(G) > k + 1 is fufilled for the input G and k. 
ProofI We show that the induced subgraph (R) cannot have a 
bandwidth-k-layout. Counting the vertices of R (cf. Fig. 8) yields [RI = 
k + 2 + C: = r (k - 1 UsI + 1) because the algorithm and the construction of 
the layout L’ from the layout Lip 1, for which the algorithm rejects, ensure 
that in the layout L’ a vertex of G is assigned to every integer between 
L’(a) and L’(z). 
156 DIETER KRATSCH 
The graph (R) has the properties of Lemma 7: (1) follows from the fact 
that the algorithm draws at most k vertices in one iteration. Lemma 5 and 
Lemma 6 guarantee that (2) and (3) respectively, are satisfied. 
Lemma 7 tells us that in every bandwidth-k-layout L Consequently, 
of CR) 
max IL(u)-L(u)1 <k+ i (k- IU,I + 1) holds. 
U,UER s= I 
On the other hand, in every layout L of (R) we have 
max IL(u)-L(u)(>IRj--l>k+ i (k-IU,I+l). 
U,OER s=, 
Thus no layout of (R) is a bandwidth-k-layout; i.e., 
b(G)>b((R))>k+ 1 
is fulfilled. 1 
COROLLARY 4. For a given .proper interval graph we can construct a 
minimum bandwidth layout, namely the layout L,, in time O(n log n + m). 
Proof: As a consequence of Theorems 1 and 2 our algorithm is correct. 
After the construction of Lo the layout will never be changed by the 
algorithm because of Corollary 1 (when we use an interval model where no 
interval is contained in another one). Thus L, is a minimum bandwidth 
layout. 
The time bound results from the sorting for the construction of L,. 1 
5. FURTHER RESEARCH 
We have shown that BANDWIDTH when restricted to interval graphs 
is solvable in polynomial time, more exactly in time O(n’). A minimum 
bandwidth layout can be constructed for a given interval graph in time 
O(n2 log n). Note that these algorithms also work for a given set of inter- 
vals. In this case the algorithm can be used for the given interval model 
since we never need the fact that our interval model F was constructed 
from a CCA. 
At last we mention some interesting open problems in the field of 
algorithmic graph theory. 
The computational complexity of BANDWIDTH is unknown for split 
graphs and also for permutation graphs (for definitions see Golumbic, 
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1980). For permutation graphs note that the special caterpillars in 
(Monien, 1983) are “almost” permutation graphs, since the graphs which 
are trees and permutation graphs are exactly the caterpillars with hairs of 
length one. 
The proof that BANDWIDTH for interval graphs is in P also gives a 
first separation in complexity (cf. Johnson, 1985) of the interval graphs 
from the class of directed path graphs and also from the strongly chordal 
graphs, since BANDWIDTH is NP-complete for both classes of graphs 
which contain all trees, as a consequence of the NP-completeness results 
for special trees (Garey et al., 1978; Monien, 1983). 
Directed path graphs are defined in (Gavril, 1975). They are a proper 
subclass of the strongly chordal graphs defined by Farber (1983). 
Moreover, BANDWIDTH is the only NP-complete graph problem for 
strongly chordal graphs that we know. Many intractable graph problems 
are solvable in polynomial time for strongly chordal graphs (cf. Johnson, 
1985). This is very interesting in connection to the well-known problem 
HAMILTONIAN CIRCUIT (problem [GT 371 of Garey and Johnson, 
1979): 
It is known that HAMILTONIAN CIRCUIT is solvable in linear time 
for interval graphs (Keil, 1985). Keil (1986) has already asked for the com- 
putational complexity of HAMILTONIAN CIRCUIT for strongly chordal 
graphs. Is it possible, that HAMILTONIAN CIRCUIT is solvable in 
polynomial time for such a relatively large class of graphs? 
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