This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting galley proof before it is published in its final citable form. Please note that during the production process errors may be discovered which could affect the content, and all legal disclaimers that apply to the journal pertain. 
where x and y represent the HIV viral loads and the density of effector cells, 21 respectively and r is the growth rate of HIV virus which incorporates both 
and parameter ε 1 represents the rate of elimination of HIV virus due to 18 antiretroviral therapy and ε 2 denotes the growth rate of the effector cells due to 19 interleukin (IL)-2 treatment.
20
System (2) with (3), a particular form of a Filippov system, can also be 21 theoretically investigated by using a general dynamical method but this requires F S 1 (X), X ∈ S 1 ,
and denote
where ·, · is the standard scalar product and H X (X) represents the gradient of 7 H(X) which is non-vanishing on Σ. Then the sliding mode domain is defined as
In what follows we will use the notation F s i · H(X) = H X (X), F S i (X) for i = 1, 2. 
with 0 < λ < 1 and
. 
Thus, we have the following conclusions on the existence and stability of the 16 equilibria of the two subsystems. 
The topological structure of the orbits of the both subsystems is shown in Fig.1 .
2
From which we can see that there is an intersection point of the homoclinic orbit
S 2 ) with the line y = r/β (y = (r − ε 1 )/β), which is denoted by 4 E 13 = (x 13 , r/β) (E 23 = (x 23 , (r − ε 1 )/β)). Proof. Consider the function
By simple calculations we have f (z) > 0 if and only if ρ − z > −1. Thus, the 9 function f (z) is strictly monotonically increasing when z < ρ + 1. It follows from 10 the existence conditions of the positive equilibria of the two subsystems that and fix all other parameters we have five different types of the regular/virtual 22 equilibria of system (2) with (3) which are shown in Table 1 .
23
If we consider the subsystem S 1 in the phase space, then y can be seen as a
24
function of x with the following differential equation
and integrating above equation from (x 1 , y 1 ) to (x, y), one yields
That is, the first integral H 1 (x, y) of subsystem S 1 is as follows
where h 1 = H 1 (x 1 , y 1 ) is a constant. Similarly, the subsystem S 2 also has the
with constant h 2 = H 2 (x 2 , y 2 ).
5
Thus, according to the definition of the Lambert W function (Appendix A) and solving H 1 (x, y) = h 1 with respect to y, one yields two roots
and
Similarly, solving H 2 (x, y) = h 2 with respect to y, one has
In order to show that y Solving the inequality σ(X) < 0, one yields (r − ε 1 )/β < y < r/β.
Therefore, the sliding mode domain of Filippov system (2) with (3) can be 6 defined as 
subsystem S 1 (S 2 ) which is visible.
11
Next, we employ Utkin's equivalent control method introduced in (Utikin et al., 
Solving equation (11) with respect to Ψ yields
Substituting Ψ into the second equation of system (2) gives
Therefore, the vector field of Filippov model (2) defined on the sliding domain 1 can be described as follows:
where
Therefore, the sliding mode dynamics are described by dy/dt = Q s (X). There 5 exist two roots of Q s = 0 given as follows: Proof. Define the function
According to Proposition 1 if ρ − μ − δω > 2 √ μδω, then there would be two 
16
Rearranging y c yields 17
Similarly, we can define the function
Based on the above discussions, if x 21 < T c < x 11 or x 12 < T c < x 22 , then we
is a pseudo-equilibrium of system (2) with (3).
6
Moreover, it is easy to have
which shows that the pseudo-equilibrium E c is locally stable on the sliding domain 8 Σ S whenever it exists. 5 Global analysis of Filippov system (2) 18 In this section we discuss the global dynamics of Filippov system (2) with (3). It is 19 interesting to note that here an important curve, which consists of some orbits of 20 system (2) and/or of some segments of orbits of system (2), can be defined to 
with h 11 = H 1 (T c , r/β).
Similarly, there should exist an orbit of the subsystem S 2 passing through the 7 point E 4 , and we denote it as Γ
. Therefore, the curve Υ can be defined as will tend to (∞, 0). 
15

And the global attractor of the switching system (2) is
and 22
with h 21 = H 2 (x 22 , y 22 ).
23
According to the topological structure of subsystem S 1 , there must be an orbit 24 Γ 7 of subsystem S 1 initiating from the point E 5 , and it intersects with line x = T c 25 at another point E 7 = (T c , y 7 ). And we can conclude that y 7 > y 6 holds true by 26 using the Lemma 2 (see appendix B). It follows from the first integral of subsystem . Then the curve Υ for this scenario can be defined as
. In the following we specify four subcases in terms of 6 relationships among T c , x 21 , x 11 and x 12 . 
we can deduce that it will finally reach the segment BA. Moreover it is similar to 3 the former case that any trajectory initiating from the segment BA will slide down 4 and reach the touching cycle ζ 1 . This verified the conclusion for this situation. domain. Fig.6 shows that the orbits starting from D Υ initially reach the switching 25 segment BA, and then slide down or up to the pseudo-equilibrium E c .
26
Simultaneously, we have that all the other orbits will tend to (∞, 0). Further, ∪ {E c , (∞, 0)}.
28
In summary, we have examined the global dynamics of the Filippov system (2). 
Due to highly nonlinear properties of S D L Υ , we numerically investigate the variation Fig.9(A-B) shows that for a given ε i (i = 1, 2), other parameters fixed. As T c increases and exceeds x 23 , a touching cycle appears.
10
When T c reaches x 21 , the touching cycle disappears, and the pseudo-equilibrium 11 appears and coincides with the boundary equilibrium B of the sliding domain.
12
Then system (2) with (3) undergoes a sliding grazing bifurcation and the boundary 
6
We examined the sliding domain and the sliding dynamics of system (2), and 7 then the global dynamics of system (2) is discussed by considering several different 8 cases. Note that the pseudo-equilibrium E c is feasible and is locally asymptotically Let's consider the following equation
and rearranging it gives
β .
then by simple calculations we have
Solving G 1 (x) = 0 with respect to x, we get an extreme point, denoted by
, and x G > 0 holds true due to ρ − μ − δω > 0. Further, solving Then it follows from equations (7) and (9) that there is y 
