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1. Introduction
A filter can be considered as a network or system that adopted signal processing and communication circuit systems
to recover the signals within the transmitted bandwidth and to remove the unwanted parts of the signal such as Out-Of-
Band (OOB) frequency components, overshoot, and random noise. As a result, filters are frequency selective circuit 
Abstract: This paper analyses the performances of the Infinite Impulse Response (IIR) and Finite Impulse Response 
(FIR) filters. By studying the relationship between filter responses with filter orders and delay, the goal is to choose 
feasible filters that can accommodate more carriers in a bandwidth thus, the spectral efficiency can be increased. For 
IIR filtering, we employ filters namely Butterworth, Chebyshev, and Elliptic, while the Equiripple, Bohman, and 
Hamming are studied for FIR filtering. We evaluate these filters in terms of magnitude response, phase response and 
group delay, and identify the minimum filter order that characterized nearly to an ideal filter response. The results 
show that the IIR filter has a steep transition region when compared to the FIR filters under the similar order.  Our 
performance analysis showed that the IIR filters, with similar filter order of FIR filters, have also the fastest roll-off, 
small transition region, and low implementation cost. On the other hand, the FIR filters have linear phase response 
that related to group delay.  Finally, our analysis concluded that Elliptic able to suppress the sidelobes with a 
minimum order of 10th   and Equiripple have the fastest roll-off and narrowest transition region compare to other 
tested FIR filter. Thus, make these two types of filter feasible candidates to be implemented in 5G wireless networks. 
Keywords—IIR, FIR, Butterworth, Chebyshev, Elliptic, Equiripple, Bohman, Hamming, Magnitude Response. 
Phase Response and Group Delay.
Keywords: Keyword 1, keyword 2, number of keywords is usually 3-7, but more is allowed if deemed necessary
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allowing only the desired frequency to pass, while others are attenuated at parameters that have been assigned [1].  In 5G 
networks [2], [3], designing near optimal filter response is crucial for reaching 5G high-data rate enhanced mobile 
broadband and ultra-reliable low-latency communications requirements [4]. One way to achieve this demanding 5G 
requirement is to improve the spectral efficiency by deploying better filters that can reduce the OOB emission [5], [6]. 
OOB emissions reduce the overall system performance as they either cause interference to the neighboring frequency 
bands or require maintenance of substantial guardbands to limit this interference. Choosing the suitable filter for the 
system depends on the degree of the filter order and phase delay [7]. Using higher filter orders increases the processing 
delay. This is because high filter orders increase the number of poles, which then increases the implementation cost. The 
drawback of having a high phase delay is that the information can be miss interpreted at the output. As of the result from 
selecting the right filter is that the spectrum efficiency improved while eliminating noise, bit error rate, side lobes, and 
Intersymbol Interference (ISI) [8].  
        On an Internet of Thing (IoT) era [9], [10], the filtering techniques are vital to some applications that need low error 
rate data and low latency, such as in military, autopilot car, aircraft, and medical field. Digital filters can be categories as 
Infinite Impulse Response (IIR) Digital filters and Finite Impulse Response (FIR) Digital Filters [11], [12]. The IIR filters 
are digital filters with infinite impulse response and have a feedback, which is a recursive part of a filter [13]. Due to this 
property, IIR filters tend to have better frequency response rather than FIR filter with the same order [14]. However, due 
to the feedback, each output of IIR filtering need to be individually calculated and used to interpolate the next sample 
during the filtering process.  Nevertheless, most IIR filters are likely to suffer phase delay and group delay. On the other 
hand, the FIR filters can be decimated or interpolated the samples rate depends on the applications, thus providing an 
important computational efficiency and suited to a multi-rate application like high-quality data to low-quality data that 
have different sample rate. The disadvantage of FIR is that the filter response characteristic. Several recent optimization 
methods to design the FIR and IIR and filter banks are reviewed. Here [15] the work considers the stability of the weighted 
least squares filter by studying its filter coefficients. They concluded that the optimum filter design framework plays 
important roles because of the huge effects on the impulse response. The work of [16]-[18] then explored the design of 
similar types of the filter by looking and analysing only on its magnitude response with few orders. Similar studies are 
performed in [19] by analysing only IIR filters and in [20] for FIR filters. 
As most previous work designing only in a specific type of filter, this work focusses to provide an overall filtering 
performance that can be applied in filtered-OFDM (f-OFDM). Specifically, we simulate the filter response with different 
filter orders and investigate both FIR and IIR performances that are feasible for the f-OFDM system.  Our work covers 
the performances of IIR filters, namely Butterworth, Chebyshev and Elliptic, and the FIR filters named Equiripple, 
Bohman, and Hamming. These filters are chosen due to their unique filtering techniques and differences property that 
can suppress side lobes and minimize transition region [21]. This allows the accommodation of more multi-carrier 
waveforms within the system bandwidth and hence increases the transmission rates while decreasing bit error rate caused 
by phase delay. Finally, we evaluate the filters subject to their magnitude response, phase response, group delay and the 
minimum filter order and the comparison is made with an ideal filter response 
The paper is organized as follows. Sections 2 and 3 define and formulate the studied IIR and FIR filters, respectively. 
Section 4 presents the filter parameter considered in this work. Results and discussion are presented in Section 5. Finally, 
Section 6 concludes the paper. 
 
2.   Infinite Impulse Response (IIR) 
In this section, we cover equation and property for all three IIR filters, namely Butterworth, Chebyshev and, Elliptic. 
 
2.1 Butterworth 
       The Butterworth filter has the fewest property compare with the other filters tested in this paper. Butterworth filter 
can be derived from:     
 
                                        𝐺(𝜔) =
1
√1+(𝜔/𝜔𝑐)2𝑛
                                         (1) 
 
where 𝜔 is the angular of frequency in radian, 𝜔𝑐 is the cutoff frequency and 𝑛 is the number of pole or element in filter 
[22].  
 
2.2 Chebyshev  
       The gain response of Chebyshev 𝐺(𝜔) can be derived by 𝜔 angular response of nth order low-pass filter is equal to 
the value of transfer function 𝐻𝑛 (s) evaluated at s = 𝑗𝜔 
                              𝐺𝑛(𝜔) = |𝐻𝑛(𝑗𝜔) =
1
√1+𝜀2𝑇𝑛
2(
𝜔
𝜔0
)
                        (2) 
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where 𝜖 is the ripple factor, 𝜔 it the angular frequency 𝜔0 is the cutoff frequency and 𝑇𝑛 is Chebyshev polynomial of nth 
order [23]. 
 
2.3 Elliptic  
       The gain response of Elliptic of angular frequency 𝜔 is given by: 
                                      𝐺𝑛(𝜔) =
1
√1+𝜖2𝑅𝑛
2(𝜉,𝜔/𝜔0)
                                   (3) 
where,  𝑅𝑛 is the n-th order elliptic function, 𝜔 is the angular frequency, 𝜔0 is the cutoff frequency, 𝜖  is the ripple factor, 
and 𝜉 is the selective factor [24]. 
 
3. Finite Impulse Response 
In this section, we cover equation and property for all three FIR filters, namely Equiripple, Bohman and Hamming. 
 
3.1 Equiripple  
        The Equiripple filter is defined using the Remez algorithm with function f to be approximated and a set X of 𝑛 + 2 
sample points 𝑥1, 𝑥2,…, 𝑥𝑛+2 in the approximation interval. The linear system of equation to be satisfied is: 
 
                                              𝑏0 + 𝑏1𝑥𝑖 + ⋯ + 𝑏𝑛𝑥𝑖
𝑛 + (−1)2𝐸 = 𝑓(𝑥𝑖) 
                                                                                            (4) 
                                                              (where 𝑖 = 1,2. . 𝑛 + 2),  
 
for the unknowns;𝑏0, 𝑏1 … 𝑏𝑛 and 𝐸, use the 𝑏𝑖 as coefficients of polynomial 𝑃𝑛  and then find the set of M of points error 
|𝑃𝑛(𝑥) − 𝑓(𝑥)|  if the errors at every 𝑚 ∈ 𝑀  are equal magnitude and alternate in sign, then 𝑃𝑛  is the minimax 
approximation polynomial, if not replace X with 𝑀 and from the start again with linear system equation [25]. 
  
3.2 Window 
      Sufficiently large signals are difficult to analyze statistically because statistical calculations require all points to be 
available for analysis. In order to avoid these problems, the total data will be chunked into a smaller size, through a 
process called windowing that involves simply truncating the data set before and after the window. In this paper, we 
employ Bohman and Hamming windows for comparison. 
 
3.2.1 Bohman 
          A convolution of two semi-periods of a cosine function, the coefficients of a Bohman window are computed from 
the following equation where, 𝑛 = current window length and N = total window length [26]. 
 
                                          𝑤(𝑛) =  (1
|𝑛−
𝑁−1
2
|
𝑁−1
2
) cos (𝜋
|𝑛−
𝑁−1
2
|
𝑁−1
2
) +
1
𝜋
sin (𝜋
|𝑛−
𝑁−1
2
|
𝑁−1
2
) ,; 
                                                                                                                                                              (5) 
                                                                                       0 ≤ 𝑛 ≤ 𝑁 − 1 
 
3.2.2 Hamming 
           A filter that is designed with the Hamming window has minimum stopband attenuation, which is sufficient for 
most implementations of digital filters. The coefficients of a Hamming window are computed from the following equation 
where, 𝑛 = total window length [27]. 
 
                                                  𝑤(𝑛) = 0.54 – 0.46 cos
2𝜋𝑛
𝑁−1
  ;                                  (6) 
                                                                           0 ≤ 𝑛 ≤ 𝑁 − 1 
4. Design Parameter 
     All Table 1 shows the general filter parameters and frequencies used across all filter orders considered in our 
simulations. The frequencies sampling is set at 4.8 MHz for standard audio sampling rate and by increasing the sampling 
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up to 4.8Thz it will not affect the filter output design and filter coefficient, while all the filter response types are bandpass.  
The remaining filter specifications are listed in Table 2 for every filter.  
Table 1 – Filter Parameter and Coefficients. 
Parameter Frequency/Magnitude 
Frequency sampling, Fs 48000 kHz 
First cutoff frequency, 
Fc1 
8400 kHz 
Second cutoff frequency, 
Fc2 
13200 kHz 
Beginning of the 
passband, Fpass1 
9600 kHz 
End of the passband, 
Fpass2 
12000 kHz 
Passband ripple, Apass 1 dB 
End of the first stopband, 
Fstop1 
7200 kHz 
Beginning of the second, 
Fstop2 
14400 kHz 
Weight in the first 
stopband, Wstop1 
1 dB 
Weight in the second 
stopband, Wstop2 
1 dB 
Weight in the passband, 
Wpass 
1dB 
Frequency sampling, Fs 48000 kHz 
First cutoff frequency, 
Fc1 
8400 kHz 
Second cutoff frequency, 
Fc2 
13200 kHz 
Beginning of the 
passband, Fpass1 
9600 kHz 
End of the passband, 
Fpass2 
12000 kHz 
Passband ripple, Apass 1 dB 
End of the first stopband, 
Fstop1 
7200 kHz 
 
       The frequency and magnitude specifications for each filter used are summarized in Table 2. 
Table 2 – Frequency and Magnitude Specifications. 
Filter Type Design Property Magnitude 
Specification  
Butterworth IIR Fs, Fc1 and 
Fc2 
Attenuation 
Fix at 3 db 
Elliptic IIR Fs, Fpass1 and 
Fpass2 
Astop and 
Apass 
Chebyshev IIR Fs, Fpass1 and 
Fpass2 
Apass 
Equiripple FIR Fs, Fstop1, 
Fpass1, Fpass2 
and Fstop2 
Wstop1, Wstop2 
and Wpass 
Bohman FIR Fs, Fc1 and Fc2 Attenuation 
Fix at 6 db 
Hamming FIR Fs,Fc1 and Fc2 Attenuation 
Fix at 6 db 
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5. Result and Discussion  
     This section presents and discusses the magnitude response, phase response, minimum order and group delay for the 
studied IIR and FIR filters using the design parameters from Section 4. 
 
5.1 IIR Magnitude Reponses  
        Fig.1 shows the IIR magnitude response of the 2nd till 30th orders for the Butterworth, Chebyshev Type 1 and Elliptic 
filters. Here the magnitude is in dB, while the frequency is in Mega Hertz (MHz). 
 
    a                                                                                            b 
 
 
     c 
 
 
Fig. 1 - IIR magnitude response (a) Butterworth (b) Chebyshev Type 1 (c) Elliptic 
 
        The Butterworth magnitude responses have the slowest roll-off and the least steep magnitude response. However, 
the filter has no ripple in the passband and stopband. Due to this, the transition region of the filter is wider when compared 
to the others. The increase of the order filter demonstrates only slight changes to the roll-off of the magnitude response. 
Butterworth can be categorized as the simplest filter among the three studied filters. Based on Equations (2.1), (2.2) and 
(2.3), Butterworth is the only filter that has no ripples factor, selectivity factor and polynomial. The Chebyshev Type 1 
filter performed moderately where the filter has only ripples at passband, while Elliptic filters have ripples at both 
passband and stopband    
       Among these three filters, Elliptic showed the steepest magnitude response, however, due to the ripple factor ϵ and 
the selective factor ξ, the Elliptic filters have both ripples in the passband and stopband. In wireless communication, the 
filter must have a square response with no ripple in both stopband and passband to make it ideal. This is to preserve the 
waveforms of the signal from being filtered to the extent that it is impossible for the intended signals to be detected due 
to the filtering process. Therefore, preserving or recovering the originally transmitted waveform is of utmost importance 
or else wrong threshold decisions will be made, which results to a bit error in the communications system.  
       Table 3 shows the magnitude response for all three types of IIR filter. From the table, we can see the trade-off 
between the ripples and the roll-off of the filters. Note that if there are no ripples and low roll-off is low, the transition 
region is wide. The roll-off becomes steeper if there are ripples in both passband and stopband.  
 
Table 3 – IIR Magnitude Response Analysis. 
 
Attribute/Filter Types Butterworth Chebyshev Elliptic 
Ripples Non Large Large 
Roll-off Lowest Medium Fastest 
Group Delay Yes Yes Yes 
Transition Region Large Small Small 
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5.2 FIR Magnitude Reponses  
 
        Fig.2 shows the magnitude response for the studied FIR filters. The results demonstrate that all FIR filters required 
high filter orders to achieve the ideal response or to have a steep response. The roll-off for Bohman is the slowest as we 
increase the order but the ripple in the stopband is hard to see. The main weakness of Bohman filter is that the passband 
is huge, which can lead to the overlapping of adjacent symbols and cause the problem of ISI. Furthermore, if the passband 
is exceeding the designed parameters, the efficiency of bandwidth allocation is decreasing. For Hamming window 
filtering technique, the magnitude response can easily achieve near to ideal response with the increased of filter orders, 
the response of Hamming window even surpasses the roll-off of Bohman window. Having said that, as a trade-off, 
Hamming window generates ripples at stopband. The only filters that create ripples at stopband are Hamming window 
and Equiripple. 
       Finally, in terms of roll-off, Equiripple filters achieve the steepest magnitude response, but in return, it has high 
ripple in stopband. As the order increases, the ripple in stopband is getting cramped and the ideal response can be seen. 
At the particular point, we can see that in Fig. 2a, increasing the order yields only insignificant performance difference. 
Note that the Equiripple filter is the only FIR filter that has a sharp transition region by given parameters when compared 
to the other FIR filter tested. 
     a                                                                                            b 
  
 
     c 
 
Fig. 2 - FIR magnitude responses for (a) Equiripple (b) Bohman (c) Hamming 
 
Table 4 summarizes the roll-off in relation to the ripples on the stopband. We can see that steeper roll-off response 
contributes to the more ripples on the stopband. The transition region for all FIR filters can be considered as wide when 
compared to IIR filters. Among all studied FIR filters, Equiripple have the narrowest transition region. As we discuss in 
(5.1), square shape is important to preserve the original signal. Thus, transition region plays important role in shaping a 
square filter magnitude. 
Table 4 – FIR Magnitude Response Analysis. 
Attribute/Filter Types Equiripple Bohman Hamming 
Ripples at stopband Large Small Medium 
Transition region Small Largest Large 
Roll-off Fastest Lowest Medium 
Implementation cost(10th 
filter order) 
31 27 31 
 
5.3 Phase Reponses  
       Fig.3 shows the phase responses for the studied IIR and FIR filters. From the figure, it is clearly shown that all IIR 
filters do not have linear phase. As we run the simulation for the IIR filter, all phase is delayed (curve sloop) at every 
single point. Thus, it makes our point fulfilled that non-linear phase will cause group delay (refer to 5.3.1 and 5.3.2) as 
the phase are not linear. For FIR phase response, the phase is all linear, the group delays are constant (refer to 5.3.3 
section), thus it makes FIR have no distortion but only a time delay stagnantly 
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     a                                                                                            b 
  
Fig. 3 – (a)IIR and (b)FIR 50th order phase response 
Table 5 – FIR Magnitude Response Analysis. 
                       Frequency  
 
Filter Types 
 
9600kHz 
(rad) 
 
10800kHz 
(rad) 
 
12000kHz 
(rad) 
Butterworth -7.6X10−3 5.5X10−3 7.0X5.5X10−3 
Chebyshev Type 1 -3.8X10−3 4.5X10−3 2.7X10−3 
Elliptic 7.8 X10−4 2.6 X10−4 3.5X10−4 
Equiripple 3.3 3.3 3.3 
Bohman 3.3 3.3 3.3 
Hamming 3.3 3.3 3.3 
 
Since the phase response for IIR is not linear, we choose 1st cut-off, 2nd cut-off and center sampling as our 
benchmark point. Table 5 shows that the phase responses of IIR are delay unevenly, which will cause frequency packets 
to experience difference delay at the output and this will lead information interpreted incorrectly at the output. Unlike the 
FIR filters, the phases are linear and the delay for each phase are even. We can conclude from this phase responses 
analysis, that the IIR are non-linear filters and the group delay for IIR filter are not even; while for FIR, the filters are a 
linear filter, so the group delay for FIR filter will be stagnant. The non-linear phase IIR filter changes the frequency 
component of the signal such that different shape of signals is obtained at the output when compared back with the input. 
 
5.4 IIR and FIR Group Delay Analysis  
The results present for all three IIR 20th filter order and minimum filter order group delay, for FIR filter we only 
simulate for 50th filter order. This is because after we simulate the phase response (5.3), we conclude that all FIR filter 
has a linear phase response. The linear phase response leads to stagnant group delay. In contrast, all of the IIR filters have 
delay whereby Butterworth filter demonstrates the highest delay followed by Chebyshev and Elliptic. 
 
5.4.1 IIR 20th Filter Order Group Delay  
Table 6 summarizes the group delay in 20th filter order for all IIR filter. We choose 20th order because we select one 
fix filter order and we also select one minimum order for all 3 filters (5.4).  We selected the highest samples that delay 
during the simulation. We notice that all the samples that delay are at the cut-off frequency (Fc) and at frequency stop 
(Fstop). This is due to the poles that rise in Fc and Fstop, we can conclude that the highest samples delay occur when poles 
are rising. The Elliptic filter reveals the highest sample that delayed. There are 860 samples delayed only at 9.6 MHz and 
followed by Chebyshev 338 samples at 9.6 MHz and Butterworth has 44 samples delayed at 8.4 MHz. However, for the 
minimum order, Chebyshev achieves the highest samples delayed followed by Butterworth and Elliptic.   
Table 6 – 20th Filter Order Group Delay. 
Filter Highest 
delay for 1st 
cut off 
Highest 
delay for 
2nd Cut off 
Butterworth 44 samples 
@ 8.4Mhz 
40 samples 
@13 Mhz 
Chebyshev Type 1 338 samples 
@ 9.6Mhz 
324 samples 
@11 Mhz 
Elliptic 860 samples 
@9.6Mhz 
812 samples 
@12 Mhz 
Akram Muhammad Razee et al., Int. J. of Integrated Engineering Vol. 10 No. 7 (2018) p. 273-282 
 
 
 280 
5.4.2 IIR Minimum Order Group Delay  
Table 7 presents the minimum order for the chosen IIR filters. In general, the Elliptic filter outperforms the 
Butterworth and Chebyshev filters. The Elliptic filter only requires 10th order to achieve the magnitude response nearly 
to an ideal filter while Butterworth and Chebyshev require 18th and 12th filter order, respectively. Furthermore, Elliptic 
demonstrates the lowest delay at 1st cut off, 55 samples, compared with Butterworth, 64 samples, and Chebyshev, 110 
samples. 
Table 7 – Nearly Ideal Filter Group Delay. 
Filter Highest 
delay for 1st 
Cut off 
Highest 
delay for 
2nd cut off 
Butterworth (18th filter 
order) 
64 samples 
@ 
9.5Mhz 
61 samples 
@ 12 Mhz 
Chebyshev Type 1 (12th 
filter order) 
110 samples 
@ 9.6 Mhz 
105 samples 
@ 11.9 Mhz 
Elliptic (10th filter order) 55 samples 
@ 9.5 Mhz 
53 samples 
@ 12 Mhz 
 
 
5.4.3 FIR 50th Order Group Delay  
Table 8 shows the group delay for FIR are consistent due to the linear phase of FIR property regardless of any filter 
order the delay are stagnant as stated in (5.3). All the FIR filters tested revealed that the delay increases as the filter order 
increases, but the delay stays stagnant over the frequency, as shown in Fig.4 and Table 5 
 
 
Fig. 4 - 50th order group delay for all tested FIR 
 
Table 8 – Nearly Ideal Filter Group Delay. 
Filter(order 50th ) Highest 
delay for 1st 
cut off 
Highest 
delay for 
2nd Cut off 
Equiripple 25 samples 25 samples 
Bohman 25 samples 25 samples 
Hamming 25 samples 25 samples 
 
5.4.4 Minimum Filter Order for Nearly Ideal Magnitude Response  
Fig.5 shows the magnitude responses for the minimum filter order of IIR and FIR, which are characterized nearly as 
an ideal filter. In general, the IIR achieves the steepest transition region and has narrow bandpass compared to FIR. The 
IIR filters, namely, Butterworth, Chebyshev, and Elliptic required 18th, 16th and 10th order respectively to filter 4.8 
MHz sample, as shown in Fig.5(a). In spite of high 50th filter order for all FIR, high ripple and wide main lobe can still 
be seen in Fig.5(b). The transition region that exceeds 4.8 MHz or any specification for bandpass will cost ISI issue. 
Because of previous side lobes and ripples that filter let it pass thru, it will create more ISI for next frequency sampling. 
This process will keep on going until the sampling process done at both transmit and receive that will cost high SNR and 
high delay. 
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     a                                                                                            b 
  
Fig. 5 - Nearly ideal filter with individual filter order (a) Butterworth 18th order, Chebyshev 16th order and Elliptic 10th 
order. (b) Equiripple, Bohman and Hamming 50th order 
 
The filter characterised with narrow transition region will make the magnitude response of the obtained filters fade 
out quickly and thus the ISI problem is likely to occur between consecutive OFDM symbols. When ISI presents we 
required long CP to mitigate the delay to make sure that good system performance can be achieved. Due to the fastest 
roll-off and small transition region at low order (i.e. 10), Elliptic seems to be a feasible filter to be applied in the f-OFDM, 
particularly in the 5G communication. 
 
6. Conclusion  
      This paper presented a comparative study between IIR and FIR in terms of magnitude response, phase response, 
group delay, and the minimum filtering order to achieve near ideal filter responses. The results showed that the IIR filter 
has the steepest transition region when compared to the FIR filter designed using the same order.  The reason behind this 
result is driven by the relationship between the values of the IIR filter order and the number of poles in the unit circle. 
We concluded that IIR filters with more poles in a unit circle have steeper roll-off. Among all the studied IIR filters in 
this work, we found that Elliptic is the most suitable candidate for the filtered-OFDM systems. This is because the Elliptic 
is able to suppress the side lobe and to minimize the ripples in stopband with only a minimum order of 10th. The order 
of the filter is important to be considered so that the implementation can doable in the real 5G system.  
     While IIR filters are superior in the magnitude response, the FIR filters have better and linear delay response. Here it 
is important to have a linear phase in the filter so that the output of the signal experienced less distortion. For FIR filter, 
Equiripple filters show the outstanding result when compared to Bohman and Hamming where they have fastest roll-off 
and narrowest transition region with similarly designed parameters. 
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