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MIXING CONSTRUCTIONS WITH INFINITE INVARIANT
MEASURE AND SPECTRAL MULTIPLICITIES
Alexandre I. Danilenko and Valery V. Ryzhikov
Abstract. We introduce high staircase infinite measure preserving transformations
and prove that they are mixing under a restricted growth condition. This is used to
(i) realize each subset M ⊂ N ∪ {∞} as the set of essential values of the multiplicity
function for the Koopman operator of a mixing ergodic infinite measure preserving
transformation, (ii) construct mixing power weakly mixing infinite measure preserv-
ing transformations, (iii) construct mixing Poissonian automorphisms with a simple
spectrum, etc.
0. Introduction
Let T be an invertible measure preserving transformation of a σ-finite measure
space (X,B, µ) and µ(X) = ∞. By UT we denote the Koopman unitary operator
associated with T :
UT f = f ◦ T, f ∈ L
2(X, µ).
The set of essential values of the spectral multiplicity function of UT will be denoted
by M(T ). We note that M(T ) is a non-empty subset of N ∪ {∞}. In our previ-
ous paper [DaR] we showed that for each subset M ⊂ N, there exists an ergodic
conservative T such that M(T ) = M . The main purpose of the present paper is
to sharpen (and generalize) this result. We will show that T can be chosen mixing
or, equivalently, of zero type (see [Aa], [DaS2]). This means that UnT → 0 weakly
as n→∞.
Theorem 0.1. Given any subset M ⊂ N ∪ {∞}, there exists a mixing ergodic
conservative infinite measure preserving transformation T such that M(T ) =M .
We first consider the case where M does not contain {∞}. The idea of the proof
is to consider the Cartesian product S × T , where S is a rigid transformation with
M(S) = M (constructed in [DaR]) and T is a mixing transformation such that
M(S× T ) =M(S) and S × T is ergodic. We note that the Cartesian product of a
mixing system with any other (even non-ergodic) system is mixing. We construct
T as a certain limit of a sequence of transformations (Tn)n>0 satisfying U
H
(n)
k
Tn
→
δnUTn weakly as k →∞ along a subsequence H
(n)
k of rigidity for S, where δn is a
sequence of positive reals tending to 0. The transformations Tn are not mixing of
course. However they have a mixing part which occupies more and more space as
n → ∞. In the limit it fills the entire space. We thus consider this construction
as some forcing of mixing. It remains to find a model for the mixing parts. In the
case of probability preserving systems, staircase transformations [Ad] played this
role (see [Ry1], [Ry2], [Ag], [Da4]). Therefore it seems natural to use “infinite”
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staircase systems for our purposes. Hence our first step is to show that the infinite
staircases are mixing. Unfortunately, the restricted growth condition on the sequence
of cuts essentially used by Adams in [Ad] is incompatible with the infiniteness of
the invariant measure. That is why instead of pure staircases we introduce so-
called high staircases. Geometrically this means that on each step of the inductive
cut-and-stack construction we insert a layer of spacers between the tower and the
staircase roof. If the layers are sufficiently thick, the corresponding high staircase
transformation preserves an infinite measure. At the same time an analogue of the
restricted growth condition can hold for high staircases (see Definition 2.3 below).
Modifying Adams’ argument from [Ad] we show the following theorem, which is of
independent interest.
Theorem 0.2. Under the restricted growth condition each infinite measure pre-
serving high staircase transformation is mixing.
We then utilize the transformations from Theorem 0.2 to prove Theorem 0.1 in
the aforementioned way. The case whereM ∋ ∞ comes to the above by considering
a product T × B, where B is a Bernoulli shift and T is a transformation from the
claim of Theorem 1 with M(T ) = M \ {∞}. This idea ‘works’ if the maximal
spectral type of T is singular. We show that such T exists.
As a byproduct we can solve an open problem related to weak mixing for infinite
measure preserving systems. A transformation T is called power weakly mixing
if for each finite integer sequence (n1, . . . , nk), ni 6= 0 for all i = 1, . . . , k, the
product Tn1 × · · · × Tnk is ergodic. A number of rank-one power weakly mixing
transformations with exotic properties are known so far [AFS], [Da1], [Da2], [DaS1]
(see also surveys [Da3], [DaS2] and reference therein). However all of them are
either rigid or partially rigid. Hence a problem arises:
is there a mixing power weakly mixing rank-one infinite measure preserving map?
We answer affirmatively by showing the following theorem.
Theorem 0.3. There is a power weakly mixing high staircase transformation sat-
isfying the restricted growth condition.
We conjecture that every high staircase transformation is power weakly mixing.
The method of forcing mixing originated in [Ry1] was used in [Ry2] and [Ag] to
construct a mixing rank-one finite measure preserving transformations T such that
the unitary
exp(ÛT ) :=
∞⊕
n=0
Û⊙nT
has a simple spectrum. Here ÛT denotes the restriction of UT onto the orthocom-
plement to the constant functions. We establish an infinite version of this result.
Theorem 0.4. There is a mixing rank-one conservative infinite measure preserving
transformation T such that the unitary operator exp(UT ) has a simple spectrum.
This theorem has some applications to the theory of Poissonian automorphisms
(see [CFS], [Ne], [Ro1], [Ro2]).
Corollary 0.5. There is a mixing (of all orders) Poisson suspension with a simple
spectrum.
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If a Poissonian automorphism does not have a simple spectrum then the set
of its spectral multiplicities is infinite. We construct examples of mixing Poisson
automorphisms S such that M(S) = {p, p2, p3, . . . } (for an arbitrary p > 1), and
also M(S) = {1, 3, 3 · 5, 3 · 5 · 7, . . .} (for other S, of course).
1. Cut-and-stack and (C, F )-constructions
To prove Main Theorem we will use the (C, F )-construction (see [dJ], [Da1],
[Da3]). We now briefly outline its formalism. Let two sequences (Cn)n>0 and
(Fn)n≥0 of finite subsets in Z are given such that:
— Fn = {0, 1, . . . , hn − 1}, #Cn > 1, 0 ∈ Cn,
— Fn + Cn+1 ⊂ Fn+1,
— (Fn + c) ∩ (Fn + c
′) = ∅ if c 6= c′, c, c′ ∈ Cn+1,
— limn→∞
hn
#C1···#Cn
=∞.
Let Xn := Fn × Cn+1 × Cn+2 × · · · . Endow this set with the (compact Polish)
product topology. The following map
(fn, cn+1, cn+2, . . . ) 7→ (fn + cn+1, cn+2, . . . )
is a topological embedding of Xn into Xn+1. We now set X :=
⋃
n≥0Xn and endow
it with the (locally compact Polish) inductive limit topology. Given A ⊂ Fn, we
denote by [A]n the following cylinder: {x = (f, cn+1, . . . , ) ∈ Xn | f ∈ A}. Then
{[A]n | A ⊂ Fn, n > 0} is the family of all compact open subsets in X . It forms a
base of the topology on X .
Let R stand for the tail equivalence relation on X : two points x, x′ ∈ X are R-
equivalent if there is n > 0 such that x = (fn, cn+1, . . . ), x
′ = (f ′n, c
′
n+1, . . . ) ∈ Xn
and cm = c
′
m for all m > n. There is a non-atomic Borel infinite σ-finite measure
µ on X which is invariant (and ergodic) under R and such that µ(X0) = h0. It is
unique up to scaling.
Now we define a transformation T of (X, µ) by setting
T (fn, cn+1, . . . ) := (1 + fn, cn+1, . . . ) whenever fn < hn − 1, n > 0.
This formula defines T partly on Xn. When n → ∞, T extends to the entire X
(minus countably many points) as a µ-preserving invertible transformation. More-
over, the T -orbit equivalence relation coincides with R (on the subset where T
is defined). We call T the (C, F )-transformation associated with (Cn+1, Fn)n≥0.
Below we will often use the following simple formulae
(1-1)
[A]n ∩ [B]n = [A ∩B]n, [A]n ∪ [B]n = [A ∪B]n,
[A]n =
⊔
c∈Cn+1
[A+ c]n+1, µ([A+ c]n+1) =
µ([A]n)
#Cn+1
,
T r[A]n = [r +A]n
for all subsets A,B ⊂ Fn and r ∈ Z such that r +A ⊂ Fn.
We note that in a similar way we can define (C, F )-actions of an arbitrary count-
able discrete amenable group. In that case (Fn)n≥0 must be a Følner sequence in
the group. The formulae (1-1) are all satisfied for arbitrary (C, F )-actions. In this
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paper we are mainly interested in Z-actions. While proving Theorem 0.3 we will
also need (C, F )-actions of Zd which are Cartesian products of a fixed Z-action. A
useful observation is that if T is associated with (Cn+1, Fn)n≥0 then the product
Zd-action (Tn1×· · ·×Tnd)(n1,...,nd)∈Zd is associated with (C
d
n+1, F
d
n)n≥0, where the
upper index d denotes the Cartesian power.
Another observation is that the (C, F )-construction is equivalent to the classi-
cal cut–and-stack construction of rank-one transformations. Indeed, Xn can be
interpreted as the n-th tower consisting of the levels [f ]n, f ∈ Fn. It is cut into
#Cn+1 subtowers [Fn + c]n+1, c ∈ Cn+1, which are then stack (with some spacers
in-between) into a new, (n+1)-tower. Cn+1 is the set of locations of these subtow-
ers inside the (n + 1)-tower. More precisely, if we order the elements of Cn+1 as
follows
0 = c(0) < · · · < c(rn − 1)
then c(i) is exactly the hight of the bottom level of the (i+ 1)-th subtower of Xn
inside Xn+1, i = 0, . . . , rn − 1. That is why in the following we will illustrate
some abstract aspects of the (C, F )-construction with more common cut-and-stack
pictures.
2. High staircase construction
In this section we prove Theorems 0.2 and 0.3. We first formulate a couple of
definitions.
Definition 2.1. Let T be a measure preserving transformation of an infinite σ-
finite measure space (X,B, µ).
(i) A sequence of positive integers an is called mixing for T if µ(T
anA∩B)→ 0
as n→∞ for all subsets A,B ⊂ X of finite measure.
(ii) A sequence of intervals [an, bn) ⊂ N is called mixing for T if each sequence
dn such that an ≤ dn < bn is mixing for T .
Let (zn)
∞
n=1 and (rn)
∞
n=0 be two sequences of positive integers and rn → ∞ as
n→∞. We define (Cn)
∞
n=1 and (Fn)
∞
n=0 inductively by setting
h0 is arbitrary,
hn+1 := rn(hn + zn) + rn(rn − 1)/2,
cn+1(0) := 0, cn+1(i+ 1) := cn+1(i) + hn + zn + i,
Cn+1 := {cn+1(i) | i = 0, . . . , rn − 1},
Fn+1 := {0, . . . , hn+1 − 1}.
Definition 2.2. The (C, F )-transformation T on a standard σ-finite measure space
(X,B, µ) associated with (Cn+1, Fn)n>0 will be called a high staircase (see Fig-
ure 2.1). If zn = 0 for all n, we call T a pure staircase.
Definition 2.3. By the restricted growth condition we mean the following:
lim
n→∞
r2n
r0r1 · · · rn−1
= 0.
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Figure 2.1. High staircase.
We note that this condition implies
(2-1)
r2n
hn
=
r2n
µ(Xn)
·
1
r0 · · · rn−1
→ 0 as n→∞.
Moreover, the restricted growth condition is equivalent to (2-1) in the case when
µ is finite. We remark that Adams originally introduced it for the finite measure
preserving pure staircases in the form of (2-1) [Ad].
We leave to the reader the proof of the following two simple lemmata. The
second one is an L2-version of [Ad, Lemma 2.1].
Lemma 2.4. Under the restricted growth condition a high staircase is infinite mea-
sure preserving if and only if
∑∞
n=1 zn/hn =∞.
Lemma 2.5. Given positive integers R,L, r and a measurable set B ⊂ X of finite
measure, we have
∥∥∥∥ 1R
R−1∑
i=0
U−iT 1B
∥∥∥∥
2
≤
∥∥∥∥ 1L
L−1∑
i=0
U−irT 1B
∥∥∥∥
2
+
rL
R
√
µ(B).
From now on we assume that T is infinite measure preserving (see Lemma 2.4).
The following statement is a slight modification of [Ad, Lemma 2.2].
Lemma 2.6. Let [αn, βn) be a sequence of intervals in Z which is mixing for each
power of T and ln → ∞. Take kn ∈ [αn, βn). Then
1
ln
∑ln−1
i=0 U
−kni
T → 0 strongly
as n→∞.
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Proof. Take a measurable subset B ⊂ X , µ(B) < 1. Then for each l > 0,
∥∥∥∥1l
l−1∑
i=0
U−iknT 1B
∥∥∥∥2
2
=
‖1B‖
2
2
l
+
1
l2
l−1∑
i6=j=0
µ(T (i−j)knB ∩B).
Since µ(T pknB ∩B)→ 0 for each p 6= 0 by the assumption of the lemma, there is l
such that ∥∥∥∥1l
l−1∑
i=0
U−iknT 1B
∥∥∥∥
2
2
< ǫ
for all sufficiently large n. It remains to apply Lemma 2.5. 
We now let Hn := hn + zn. The following lemma is crucial in the proof of The-
orem 0.2.
Lemma 2.7. If the restricted growth condition is satisfied then the sequence of
intervals [hn, 2Hn) is mixing for each non-zero power of T .
Proof. Fix j > 0. We first show that the sequence (Hn)n>0 is mixing for T
j . Take
subsets A,B ⊂ Fn. Since
jHn + cn+1(i) = cn+1(i+ j)− ji−
j(j − 1)
2
if i+ j < rn,
we have
µ(T jHn [A]n ∩ [B]n) =
rn−1∑
i=0
µ(T jHn [A+ cn+1(i)]n+1 ∩ [B]n)
=
rn−j−1∑
i=0
µ([−ij + Aj + cn+1(i+ j)]n+1 ∩ [B]n) + o¯(1)
=
1
rn
rn−j−1∑
i=0
µ(T−ij [Aj ]n ∩ [B]n) + o¯(1),
where Aj := (A− j(j − 1)/2)∩Fn. We note that o¯(1) here and below means “uni-
formly small” over all A,B ⊂ Fn as n→∞. Since T is ergodic, r
−1
n
∑rn−1
i=0 U
−i
T → 0
strongly. It follows that rn
−1
∑rn−1
i=0 U
−ij
T → 0 strongly. Hence we are done.
Now take an ∈ [hn, 2Hn). We are going to prove that (an)n>0 is mixing for
T j . Dropping to a subsequence we may assume without loss of generality that
jan = kHn + bn for some 0 ≤ bn < Hn and 0 ≤ k ≤ 2j.
Suppose first that k 6= 0. Partition A into three subsets A1, A2, A3 such that
bn + A1 ⊂ Fn, bn + A2 ⊂ Hn + Fn and bn + A3 ⊂ [hn, Hn). We verify mix-
ing separately on each of these subsets. We note first that T bn [A3]n ∩ [B]n = ∅,
µ([B]n△T
−kHn [B]n) = o¯(1) and hence
µ(T jan [A3]n ∩ [B]n) = µ(T
bn [A3]n ∩ T
−kHn [B]n) = o¯(1).
To verify mixing on on A1 and A2 it is enough to notice that
jan +A1 = kHn + (bn + A1)
jan +A2 = (k + 1)Hn + (bn + A2 −Hn),
6
(bn + A1) ∪ (bn + A2 − Hn) ⊂ Fn and use the fact that the sequence (Hn)n>0 is
mixing for both T k and T k+1.
Now consider the second case when k = 0. Then bn ≥ jhn. Hence we can
partition A into subsets A2 and A3 such that bn + A3 ⊂ [hn, Hn) and bn + A2 ⊂
Hn + Fn. Therefore T
jan [A3]n ∩ [B]n = ∅ and
µ(T jan [A2]n ∩ [B]n) = µ(T
Hn [bn −Hn +A2]n ∩ [B]n)→ 0
because (Hn)
∞
n=1 is mixing for T . 
Proof of Theorem 0.2. It is enough to prove that any sequence (mn)
∞
n=1 such that
Hn ≤ mn < Hn+1 for all n is mixing (or it contains a mixing subsequence). We
find integers kn and tn such that
mn = knHn + tn
and 1 ≤ kn ≤ rn and 0 ≤ tn < Hn. We set
C1n+1 := {cn+1(i) | rn − kn ≤ i < rn},
C2n+1 := {cn+1(i) | 0 ≤ i < rn − kn}.
Mixing on Fn+C
1
n+1. This corresponds to the domain D4 on Picture 2.2. Given
A,B ⊂ Fn, we note that for each 0 ≤ j < rn+1 − 1
mn + A+ C
1
n+1 + cn+2(j) = D − j + cn+2(j + 1),
where D := tn+A+C
1
n+1 −Hn+1. It is important to notice that the subset D− j
is contained essentially in Fn+1, i.e. µ([(D − j) ∩ Fn+1]n+1) = µ([D]n+1) + o¯(1).
Hence
µ(Tmn [A+ C1n+1]n+1 ∩ [B]n) =
1
rn+1
rn+1−2∑
j=0
µ(T−j [D]n+1 ∩ [B]n) + o¯(1)→ 0.
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Figure 2.2. Partition of the n-tower into main domains.
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Mixing on Fn + C
2
n+1. Dropping to a further subsequence we can assume that
kn/rn → δ2 for some δ2 < 1. Indeed, if kn/rn → 1 then
max
D⊂Fn
µ([D + C2n+1]n+1)/µ([D]n)→ 0
and mixing on Fn+C
2
n+1 follows immediately. Now take cn+1(i) ∈ C
2
n+1. We have
mn + cn+1(i) = cn+1(i+ kn)− kni−
kn(kn − 1)
2
+ tn.
Consider subsets A,B ⊂ Fn such that µ([A ∪ B]n) < 1. Partition A into three
subsets A1, A2, A3 such thatA1+tn ⊂ Fn, A2+tn ⊂ Hn+Fn and A3+tn ⊂ [hn, Hn).
As for the graphical interpretation, Ai is the part of A that lays inside the domain
Di, 1 ≤ i ≤ 3, on Figure 2.2.
As in the proof of Lemma 2.7, we verify mixing separately on every of these
subsets. However now kn may be unbounded and this fact essentially complicates
the proof. The restricted growth condition yields
(2-2) max
0≤i<rn
max
D⊂Fn
|µ([(D ± kni± kn(kn − 1)/2) ∩D]n)− µ([D]n)| = o¯(1),
i.e. we may neglect rotations by kni + kn(kn − 1)/2 inside Fn. Taking this into
account we obtain mixing on A3 in the same way as in the proof of Lemma 2.7.
Next, let us verify mixing on A1. (Mixing on A2 is verified in a similar way. We
leave that to the reader.) Making use of (2-2) again, we obtain
(2-3) µ(Tmn [A1 + C
2
n+1]n+1 ∩ [B]n) =
1
rn
rn−kn−1∑
i=0
µ(T−kni[A′1]n ∩ [B]n) + o¯(1),
where A′1 := (A1 + tn − kn(kn − 1)/2) ∩ Fn.
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Figure 2.3. Image of the bottom layer of D1 under T
mn .
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There exists an integer pn such that
hpn ≤ (rn − kn)kn < hpn+1.
Since δ2 6= 1 and rn →∞, it follows that pn →∞. Consider now separately three
possible cases.
(A) Let (rn−kn)kn
hpn
→∞ and kn ≤ hpn for all n. Then we can find k
′
n such that
hpn ≤ knk
′
n < 2hpn . It follows that
rn−kn
k′n
→∞. We can choose a sequence (ln)
∞
n=1
so that ln →∞ and
rn−kn
lnk′n
→∞. By Lemmata 2.6 and 2.7,
1
ln
ln−1∑
i=0
U
−iknk
′
n
T → 0 strongly as n→∞.
Now we deduce from Lemma 2.5 that
1
rn
rn−kn−1∑
i=0
µ(T−kni[A′1]n ∩ [B]n) ≤
∥∥∥∥ 1ln
ln−1∑
i=0
U
−knk
′
ni
T 1[B]n
∥∥∥∥
2
+
lnk
′
n
rn − kn
.
Mixing on A1 in this case follows from the above inequality and (2-3).
Before we pass to the remaining two cases let us show that
(2-4) H2n/hn+1 →∞.
Indeed,
Hnrn + rn(rn − 1)/2
H2n
≤
rn
Hn
+
r2n
H2n
≤
rn
hn
+
r2n
h2n
→ 0
in view of (2-1).
(B) Let (rn−kn)kn
hpn
→ ∞ and kn > hpn for all n. If Hpn < kn for all sufficiently
large n then
2δ2
1− δ2
>
k2n
(rn − kn)kn
>
H2pn
(rn − kn)kn
>
H2pn
hpn+1
→∞
according to (2-4), a contradiction. Hence, passing to a subsequence we may assume
that
hpn ≤ kn ≤ Hpn
for all sufficiently large n. Then by Lemmata 2.7 and 2.6 we deduce from (2-3) that
µ(Tmn [A1 + C
2
n+1]n+1 ∩ [B]n)→ 0.
(C) Consider now the remaining third case where (rn−kn)kn
hpn
does not go to
infinity. Then dropping to a subsequence we may assume that there is δ1 ≥ 1 with
(rn − kn)kn
hpn
→ δ1 as n→∞.
It follows that there is δ > 0 such that
(2-5) hpn > δk
2
n for all sufficiently large n.
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We deduce from (2-4) thatH2pn−1/hpn →∞. This plus (2-5) implyHpn−1/kn →∞.
Hence Hpn−1 > kn > hpn−1 for all sufficiently large n. Therefore again we can find
an integer k∗n such that Hpn−1 ≤ k
∗
nkn < 2Hpn−1. The sequence of intervals
[Hpn , 2Hpn) is mixing for all powers of T by Lemma 2.7 We also have
rn − kn
k∗n
=
(rn − kn)kn
k∗nkn
≥
(rn − kn)kn
2Hpn−1
≥
δ1
4
·
hpn
Hpn−1
→∞.
Therefore arguing as in (A) we obtain mixing in the case (C). 
Remark 2.8. We note that in the particular case when zn/hn → 0 as n → ∞ the
proof of Theorem 0.1 is simplified significantly. It can be carried out as a slight
modification of the reasoning of Adams in [Ad]. In particular, we then no longer
need to consider the cases (B) and (C). Furthermore, we can “reduce” the interval
[hn, 2Hn) in the statement of Lemma 2.7 to the interval [hn, 2hn). Nevertheless,
this particular case of Theorem 0.2 is enough to demonstrate Theorems 0.3 and
0.4. However in the proof of our main result—Theorem 0.1—we essentially use
Theorem 0.2 in the full generality. More precisely, it is utilized to satisfy (3-2)
below.
Our next purpose is to construct a power weakly mixing rank-one infinite mea-
sure preserving transformation which is mixing. For that we will use high staircases
and Theorem 0.2.
Proof of Theorem 0.3. We will construct these high staircases via an inductive pro-
cedure. Suppose that after p steps we have already defined F0, C1, F1, . . . , Cnp , Fnp .
Step p+ 1. Consider an auxiliary finite measure preserving pure staircase Tp+1
associated with a sequence (C
(p+1)
k , F
(p+1)
k )k≥0 such that F
(p+1)
0 := Fnp . Assume
that the restricted growth condition is satisfied for Tp+1. Let (X
(p+1), µp+1) be the
space of this action. We normalize µp+1 in such a way that
µp+1([0]0) =
1
#C1 · · ·#Cnp
.
Take any finite sequence l = (l1, . . . , lp+1) of non-negative integers such that ‖l‖ :=
max0<i≤p+1 |li| ≤ p+ 1. Since Tp+1 is mixing [Ad], the transformation
Sl := T
l1
p+1 × · · · × T
lp+1
p+1
of the product space (X(p+1), µp+1)
p+1 is ergodic. Then there are Np+1 > 0 and
Mp+1 > 0 such that for all disjoint subsets A,B ⊂ (F
(p+1)
0 )
p+1 of equal cardinality
there exist subsets A′ ⊂ [A]0 and B
′ ⊂ [B]0 and their partitions A
′ =
⊔Mp+1
i=1 Ai,
B′ =
⊔Mp+1
i=1 Bi such that
(2-6)
µ
×(p+1)
p+1 (A
′) > 0.5µ×p+1p+1 ([A]0), µ
×p+1
p+1 (B
′) > 0.5µ×p+1p+1 ([B]0),
Ai, Bi are Np+1-cylinders (some may be empty) and
SilAi = Bi for all i = 1, . . . ,Mp+1.
It is assumed that Np+1 and Mp+1 are common for all Sl with ‖l‖ ≤ p + 1. We
now set
Cnp+1 := C
(p+1)
1 , Fnp+1 := F
(p+1)
1 , . . . , Fnp+Np+1 := F
(p+1)
Np+1
.
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Next, we add several more subsets (Ci, Fi)
np+1
i=np+Np+1+1
in the high staircase shape
and such that the corresponding parameters zi incorporated into Ci are large. These
subsets are needed to get infinite measure in the limit. The (p + 1)-step is now
completed.
Continuing this procedure infinitely many times, we obtain the entire sequence
(Ci+1, Fi)
∞
i=0. Denote by (X, µ, T ) the associated (C, F )-dynamical system. We
normalize µ in such a way that µ([0]0) = 1. By construction, T is a high staircase.
Since zi are large for infinitely many i, it follows that µ(X) =∞. Of course, we may
assume without loss of generality that the restricted growth condition is satisfied.
Hence T is mixing by Theorem 0.2.
To verify that T is power weakly mixing it is enough to notice that
F
(p+1)
0 = Fnp , F
(p+1)
Np+1
= Fnp+Np+1 and
µp+1([A]Np+1) = µ([A]np+Np+1)(2-7)
for each subset A ⊂ F
(p+1)
Np+1
, p > 0, and use (2-6). We note that (2-7) follows from
the normalization conditions for µp+1 and µ. 
3. Spectral multiplicities of mixing infinite
measure preserving transformations
In this section we use Theorem 0.2 to show Theorems 0.1 and 0.4. We first prove
an auxiliary lemma about about cyclic spaces for products of unitary operators.
Lemma 3.1. Let U, V be two unitary operators in a Hilbert space H and let V has
a simple spectrum. Let C be a U -cyclic space generated by a vector hU and let hV
be a cyclic vector for V . If there is a sequence ni → ∞ such that U
ni → I and
V ni → aV ∗ weakly for some a > 0 then C ⊗H is the U ⊗ V -cyclic space generated
by hU ⊗ hV .
Proof. Let hU and hV be cyclic vectors for U and V respectively. Denote by D the
(U ⊗ V )-cyclic space generated by hU ⊗ hV . Since (U ⊗ V )
ni → aI ⊗ V ∗ and D is
invariant under the weak limits of powers of U ⊗V , it follows that hU ⊗V
∗hV ∈ D.
In a similar way, hU ⊗ V
nhV ∈ D for each n ∈ Z. Therefore hU ⊗ H ⊂ D which
implies, in turn, that C ⊗H ⊂ D. The converse inclusion is obvious. 
We need to consider a class of transformations which is more general than the
high staircases. Let three sequences of positive integers (zn)
∞
n=1, (rn)
∞
n=1 and
(dn)
∞
n=1 be given such that dn ≤ rn and limn→∞ dn/rn = δ ≥ 0. Suppose that
the following are satisfied
Cn+1 := {cn+1(i) | i = 0, . . . , rn − 1},
0 = cn+1(0) < cn+1(1) < · · · < cn+1(rn − 1),
cn+1(i+ 1) := cn+1(i) + hn + zn + i− dn if i = dn, . . . , rn − 1,
We call the transformation associated with (Cn+1, Fn)n≥0 a (1 − δ)-partially high
staircase. Geometrically this means that on the n-th step we cut the n-th tower into
rn subtowers and arrange spacers on the tops of dn first subtowers in an arbitrary
way. On the tops of the remaining rn − dn subtowers the spacers are arranged in
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the high staircase way. If δ = 0 then we call the transformation an almost high
staircase. Since the proportion of the first dn subtowers of such a transformation
goes to 0, it can be deduced from the proof of Theorem 0.2 that every almost high
staircase satisfying the restricted growth condition is mixing.
Proof of Theorem 0.1. Suppose first that ∞ 6∈ M . It was shown in [DaR] that
there exists an ergodic conservative infinite measure preserving transformation S
such that M(S) = M and U imS → I weakly for a certain sequence im → ∞. Let
(Y, ν) denote the σ-finite space where S acts.
Now we will “force mixing” of such transformations along the scheme outlined
in the introduction. Fix a sequence δn → 0. We will construct a sequence of
(1− δn)-partially high staircases Tn associated with (C
(n)
k , F
(n)
k−1)k>0 such that
(3-1) U
H
(n)
k
Tn
→ δnU
∗
Tn
weakly as k →∞,
where (H
(n)
k )
∞
k=1 is a subsequence of (im)
∞
m=1. For that we put
C
(n)
k+1 = {c
(n)
k+1(i) | 0 ≤ i < r
(n)
k }, where
c
(n)
k+1(i+ 1) :=


0, for i = −1
c
(n)
k+1(i) +H
(n)
k + 1, for 0 ≤ i < d
(n)
k − 1
c
(n)
k+1(i) +H
(n)
k + i− d
(n)
k + 1, for d
(n)
k − 1 ≤ i < r
(n)
k − 1
and H
(n)
k := h
(n)
k + z
(n)
k and F
(n)
k+1 = [0, h
(n)
k+1), where
h
(n)
k+1 := r
(n)
k H
(n)
k+1 + d
(n)
k − 1 +
(r
(n)
k − d
(n)
k − 1)(r
(n)
k − d
(n)
k )
2
.
The initial heights h
(n)
0 (i.e. sets F
(n)
0 ) are not specified yet. This will be done
below. We now impose the following restrictions on the parameters r
(n)
k , d
(n)
k , z
(n)
k :
r
(n)
k →∞, 2δn ≥ d
(n)
k /r
(n)
k → δn as k →∞,
∞∑
k=1
z
(n)
k /h
(n)
k =∞ and
{H
(n)
k | k ∈ N} ⊂ {im | m ∈ N}.(3-2)
Several additional restrictions will appear below. To verify (3-1) take subsets
A,B ⊂ [r
(n)
k , h
(n)
k ). Then up to o¯(1) in measure the subset T
H
(n)
k
n [A]k equals
d
(n)
k
−1⊔
i=1
[A− 1 + c
(n)
k+1(i)]k+1 ⊔
r
(n)
k
−d
(n)
k
−1⊔
i=1
[A− i+ c
(n)
k+1(i+ d
(n)
k )]k+1.
Hence
〈U
H
(n)
k
Tn
1[A]k , 1[B]k〉 =
d
(n)
k
r
(n)
k
〈U∗Tn1[A]k , 1[B]k〉+
1
r
(n)
k
r
(n)
k
−d
(n)
k
−1∑
i=1
〈U−iTn 1[A]k , 1[B]k〉+ o¯(1)
and (3-1) follows because Tn is ergodic.
The sought-for transformation T will appear as a (C, F )-transformation associ-
ated with a concatenated sequence
(3-3) F
(1)
0 , C
(1)
1 , . . . , F
(1)
k1
, C
(2)
1 , F
(2)
1 , C
(2)
2 , . . . , F
(2)
k2
, . . . .
Of course, to make this concatenation well defined we need to satisfy a compatibility
condition F
(n)
kn
= F
(n+1)
0 . By this condition we determine all the initial heights
h
(n)
0 except for h
(1)
0 which is chosen in an arbitrary way. It remains to specify the
sequence of stopping times (kn)
∞
n=1. This will be done inductively.
Fix a vector v in L2(Y, ν) and denote by C the US-cyclic subspace generated
by v. Fix a dense countable subset (vi)
∞
i=1 in C. Suppose that we have already
determined k1, . . . , kn−1. Then F
(n)
0 is defined by the compatibility condition. The
other sets C
(n)
1 , F
(n)
1 , C
(n)
2 , . . . are defined by the above recurrent formulae. Let Tn
be the associated (C, F )-transformation acting on a space (X(n), µ(n)). As in the
proof of Theorem 0.3 we normalize µ(n) in such a way that
µ(n)([0]0) =
(n−1∏
i=1
#C
(i)
1 · · ·#C
(i)
ki
)−1
.
Since Tn has a simple spectrum, we can choose a cyclic vector wn for UTn . Since
(3-1) and (3-2) are satisfied, v ⊗ wn is a cyclic vector for (US ↾ C) ⊗ UTn by
Lemma 3.1. Hence we can select a large kn in such a way that there are a subset
A ⊂ F
(n)
kn
, a function w′n in the linear span of the indicators 1[f ]kn , f ∈ A, and
M > 0 such that M +A ⊂ F
(n)
kn
and
(3-4) max
f ′∈F
(n)
0
∥∥∥∥∥vi ⊗ 1[f ′]0 −
M∑
j=−M
αi,j(US ⊗ UTn)
j v ⊗ w′n
∥∥∥∥∥
2
< ǫn
for all i = 1, . . . , n, where αi,j are some real numbers and ǫn → 0 very fast. This
completes the n-th step of the inductive procedure. On this step we defined a
fragment C
(n)
1 , . . . , F
(n)
kn
of (3-3). Continuing this infinitely many times we construct
the entire sequence (3-3). Rename it as F0, C1, F1, . . . . Let T be the associated
(C, F )-transformation and let (X, µ) be the space of this transformation. The
measure µ is normalized so that µ([0]0) = 1. By the construction, T is an almost
high staircase and µ(X) = ∞. By choosing the parameters r
(n)
k in a right way
we may assume without loss of generality that the restricted growth condition is
satisfied for T . Hence T is mixing.
Now we are going to show that M(S × T ) =M(S). Let H(n) denote the linear
span of the indicators 1[f ]0 , f ∈ F
(n)
0 in L
2(X(n), µ(n)) and let Hk denote the linear
span of the indicators 1[f ]k , f ∈ Fk, in L
2(X, µ). We note that Fk1+···+kn = F
(n)
0
for all n > 0. Moreover, it is easy to see that the natural identification
1[f ]k1+···+kn ↔ 1[f ]0 , f ∈ Fk1+···+kn ,
extends to a linear isomorphism of Hk1+···+kn onto H
(n). Moreover, it is an isom-
etry because of the normalizations imposed on µ and µ(n). Hence (3-4) yields the
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existence of w′n ∈ Hk1+···+kn+1 such that
max
f ′∈Fk1+···+kn
∥∥∥∥∥vi ⊗ 1[f ′]k1+···+kn −
M∑
j=−M
αi,j(US ⊗ UT )
jv ⊗ w′n
∥∥∥∥∥
2
< ǫn
for all i = 1, . . . , n, n ∈ N. It follows that the subspace C ⊗ L2(X, µ) is cyclic for
US ⊗ UT .
Consider now a decomposition of L2(Y, ν) into US-cyclic spaces Ci,j :
L2(Y, ν) =
⊕
i∈M(S)
i⊕
j=1
Ci,j
such that σi,j ∼ σi,j′ for all i, j, j
′ and σi,j ⊥ σi′,j′ if i 6= i
′, where σi,j is a measure
of maximal spectral type of US ↾ Ci,j . It follows that a subspace Ci,j ⊕ Ci′,j′ is
US-cyclic if i 6= i
′. Given a US-cyclic space C, we showed above how to construct a
mixing infinite measure preserving almost high staircase dynamical system (X, µ, T )
such that C ⊗ L2(X, µ) is US ⊗ UT -cyclic. It is clear that the construction can
be obviously modified so to obtain the same for an arbitrary countable family of
US-cyclic subspaces. In particular, we can construct a mixing infinite measure
preserving almost high staircase system (X, µ, T ) such that the subspaces
(3-5) (Ci,j ⊕ Ci′,j′)⊗ L
2(X, µ) are US ⊗ UT -cyclic
for all i 6= i′ ∈ M(S), 1 ≤ j ≤ i and 1 ≤ j ≤ i′. Denote by σ̂i,j a measure of
maximal spectral type for (US ↾ Ci,j) ⊗ UT . It follows from (3-5) that σ̂i,j ⊥ σ̂i′,j′
if i 6= i′. Of course, σi,j ∼ σi,j′ for all i, j, j
′. Since
L2(Y, ν)⊗ L2(X, µ) =
⊕
i∈M(S)
i⊕
j=1
Ci,j ⊗ L
2(X, µ)
and Ci,j ⊗L
2(X, µ) is US ⊗UT -cyclic for each pair i, j, it follows that M(S× T ) =
M(S).
Thus the theorem is “almost” proved. It only remains unclear whether T × S
is ergodic or not. Therefore to obtain the desired ergodicity we will modify the
construction of T : we will force ergodicity for T × S simultaneously with forcing
mixing for T . For that we alternate the above argument with the argument from
the proof of Theorem 0.3. On the odd steps we construct fragments of (3-3) exactly
as above to retain the desired spectral properties and mixing. It remains to explain
the construction on the even steps.
Suppose we have already constructed
(3-6) F
(1)
0 , C
(1)
1 , . . . , C
(n−1)
kn−1
, F
(n−1)
kn−1
with n− 1 odd. Now we consider a pure staircase infinite (C, F )-sequence
F
(n)
0 , C
(n)
1 , F
(n)
1 , C
(n)
2 , . . .
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such that F
(n)
0 = F
n−1
kn−1
. Recall that this means that
C
(n)
k = {ck(i) | i = 0, . . . , rk − 1},
ck(0) = 0, ck(i + 1) = ck(i) + hk−1 + i, where hk−1 is the hight of F
(n)
k−1 and
hk = rkhk−1 + rk(rk − 1)/2. We also assume that the restricted growth condition
r2k/hk → 0 as k →∞ is satisfied. Let Tn be the (C, F )-transformation acting on a
measured space (X(n), µ(n)). Notice that µ(n)(X(n)) <∞. As above, we normalize
µn in such a way that
µ(n)([0]0) =
(n−1∏
i=1
#C
(i)
1 · · ·#C
(i)
ki
)−1
.
By [Ad], Tn is mixing. Hence the Cartesian product S × Tn is ergodic [FW].
Recall that S is a (C, F )-map [DaR]. Let (CSm+1, F
S
m)
∞
m=0 denote the corresponding
sequence. Since S × Tn is ergodic, there are integers kn > 0 and Mn > 0 such that
for all disjoint subsets A,B ⊂ FS0 × F
(n)
0 of equal cardinality there exist subsets
A′ ⊂ [A]0 and B
′ ⊂ [B]0 and their partitions A
′ =
⊔Mn
i=1Ai and B
′ =
⊔Mn
i=1Bi such
that
(3-7)
ν × µ(n)(A′) > 0.5(ν × µ(n))([A]0),
ν × µ(n)(B′) > 0.5(ν × µ(n))([B]0),
Ai, Bi are kn-cylinders (some may be empty) and
(S × Tn)
iAi = Bi for all i = 1, . . . ,Mn.
Then we “continue” (3-6) with the following fragment: C
(n)
1 , F
(n)
1 , . . . , C
(n)
kn
, F
(n)
kn
.
Thus we explained the construction procedure entirely. The corresponding (C, F )-
transformation T is as desired. Indeed, we have M(S × T ) =M(S) and S × T is
mixing due to the odd steps of our construction process. Furthermore, (3-7) implies
that S × T is ergodic.
Now let ∞ ∈ M . Assume first that the set M ′ := M \ {∞} is nonempty.
This case would immediately come to the previous one whenever we know that the
maximal spectral type of S×T is singular. Unfortunately, we do not see easy ways
to show this property for every S. However, it holds for certain S that ‘splits into
product’ of two other transformations. Thus our goal is to show that S can always
be chosen in this special way. For that we proceed in several steps.
Fix an ergodic conservative rigid transformation S with M(S) =M ′ [DaR]. We
also fix a family of S-cyclic spaces Ci,j , i ∈M
′, 1 ≤ j ≤ i as above.
Claim A. There exists an infinite measure preserving transformation R of a σ-
finite standard measure space (Z,F, κ) such that
(A1) R is rigid along a subsequence of (im)m>0 (the latter is a rigidity sequence
for S),
(A2) R× S is conservative and ergodic,
(A3) the subspaces L2(Z, κ) ⊗ (Ci,j ⊕ Ci′,j′) are UR ⊗ US-cyclic for all i 6= i
′ ∈
M(S), 1 ≤ j ≤ i and 1 ≤ j ≤ i′.
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Recall that the group Aut(Z, κ) of all µ-preserving invertible transformations of
(Z, κ) is Polish in the weak topology [CK]. It is well known (and easy to verify)
that the set T1 of all transformations R satisfying (A1) is a dense Gδ in Aut(Z, κ).
The map
fi,i′,j,j′ : R 7→ UR ⊗ (US ↾ (Ci,j ⊕ Ci′,j′))
from Aut(Z, κ) to the group of unitary operators (of a corresponding Hilbert space)
equipped with the weak operator topology is continuous for each quadruple of
indices i, i′, j, j′. Recall that the set of unitary operators with a simple continuous
spectrum is a Gδ in the the group of all unitary operators [Na]. Hence the set
T3 of all transformations R satisfying (A3) is a Gδ in Aut(Z, κ). Since the set of
ergodic conservative transformations is a Gδ in Aut(Z × Y, κ × ν) [CK] and the
map R 7→ R × S is continuous, it follows that the set T2 of all transformations
R satisfying (A2) is also a Gδ in Aut(Z, κ). As follows from the first part of the
proof of Theorem 0.1, the intersection T2 ∩ T3 is nonempty (the transformation
T constructed there belongs to it). Since the intersection is invariant under the
conjugacy and the conjugacy class of each conservative ergodic transformation is
dense in Aut(Z, κ) [CK], we deduce that T2 ∩ T3 is a dense Gδ in Aut(Z, κ). Hence
so is T1 ∩ T2 ∩ T3. The claim follows.
We deduce from Claim A that the product transformation R × S is ergodic,
conservative and rigid along a subsequence of (im)m>0. Moreover,
L2(Z × Y, κ× ν) =
⊕
i∈M ′
⊕
1≤j≤i
L2(Z, κ)⊗ Ci,j ,
and the restrictions of UR×S to cyclic subspaces L
2(Z, κ)⊗Ci,j and L
2(Z, κ)⊗Ci′,j′
are either unitarily equivalent if i = i′ or spectrally disjoint if i 6= i′. In particular,
M(R× S) =M(S) =M ′.
Claim B. There is a mixing transformation T such that
(B1) L2(Z × Y ×X, κ× ν × µ) =
⊕
i∈M ′
⊕
1≤j≤i L
2(Z, κ)⊗ Ci,j ⊗ L
2(X, µ),
(B2) every subspace C′i,j := L
2(Z, κ)⊗ Ci,j ⊗ L
2(X, µ) is UR×S×T -cyclic,
(B3) the unitary operators UR×S×T ↾ C
′
i,j and UR×S×T ↾ C
′
i′,j′ are either unitarily
equivalent if i = i′ or spectrally disjoint if i 6= i′.
(B4) R× S × T is ergodic and conservative.
This claim can be shown by repeating almost verbally the argument from the first
part of the proof of Theorem 0.1 (for M without ∞). One should just replace S
with R× S.
The following assertion is well known. We state it without proof.
Claim C. If V andW are unitary operators acting in infinite dimensional Hilbert
spaces HV and HW such that ∞ 6∈ M(V ⊗W ) then the maximal spectral type of
V (and W ) is singular.
Final step. We deduce from (B2) and (B3) that C′′i,j := Ci,j⊗L
2(X, µ) is a US×T -
cyclic subspace for each pair i, j. Furthermore, the unitary operators US×T ↾ C
′′
i,j
and US×T ↾ C
′′
i′,j′ are unitarily equivalent if i = i
′ or spectrally disjoint if i 6= i′.
Hence M(S × T ) =M ′. Next, it follows from Claim B that M(R× S × T ) =M ′.
Then Claim C yields that the maximal spectral type of US×T is singular. Therefore
if B is a (probability preserving) Bernoulli shift then
M(S × T ×B) =M(S × T ) ∪ {∞} =M.
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It follows from (B4) and [FW] that the transformation S×T ×B is ergodic. Since
the measure on the space of this transformation is non-atomic, the transformation
is conservative.
It remains to consider the case whereM = {∞}. However this case is well known.
We recall that an ergodic conservative infinite measure preservingK-transformation
has Lebesgue spectrum of infinite multiplicity [Pa]. Any such a transformation is
mixing [KS]. 
Our next purpose is to prove Theorem 0.4. For that we need an auxiliary lemma
from [Ag] and [Ry2].
Lemma 3.2. Let V be unitary operator with a simple spectrum in Hilbert space H.
Assume that for each n ∈ N, there are a sequence k
(n)
t → ∞ and reals αn, βn > 0
such that V k
(n)
t → αnI + βnV
∗ weakly as t → ∞, and α1, α2, . . . are pairwise
different. Then exp(V ) has a simple spectrum.
We note that exp(V ) has a simple spectrum if and only if each symmetric power
V ⊙n has a simple spectrum and the convolution powers of a measure of maximal
spectral types for V are all mutually singular.
Proof of Theorem 0.4. We only sketch the idea of the proof. As in the proof of
Theorem 0.1 we will use the forcing mixing technique. For that construct induc-
tively a sequence of (1− αn − βn)-partially high staircases Tn such that the weak
closure of the powers of UTn contains αnI +βnU
∗
Tn
with αn, βn → 0 as n→∞. By
Lemma 3.2, all the symmetric powers U⊙kTn have a simple spectrum, k = 1, 2, . . . .
Let Tn be associated with a sequence (C
(n)
k , F
(n)
k−1)k≥1. Then we construct a (C, F )-
transformation T associated to
F
(1)
0 , C
(1)
1 , . . . , F
(1)
k1
, C
(2)
1 , F
(2)
1 . . . , F
(2)
k2
, . . . ,
where the stopping times k1, k2, . . . are chosen in such a way to retain the simple
spectrum of the symmetric powers “in the limit”, i.e. for T . This is possible
because the property to have a simple spectrum is approximable: if a unitary
operator admits a sequence of cyclic spaces appoximating the entire space then the
operator has a simple spectrum. We note that T is an almost high staircase since
αn, βn → 0. Hence it is conservative and ergodic. Moreover, we can satisfy the
restricted growth condition. Hence T is mixing by Theorem 0.2. 
4. Applications to Poisson suspensions
Let (X,B) be a standard Borel space and let µ be an infinite σ-finite non-atomic
measure on B. Fix an increasing sequence of Borel subsets X1 ⊂ X2 ⊂ · · · with⋃
i>0Xi = X and µ(Xi) < ∞ for each i. A Borel subset is called bounded if it is
contained in some Xi. Let X˜i denote the space of finite measures on Xi. For each
bounded subset A ⊂ Xi, let NA stand for the map
X˜i ∋ ω 7→ ω(A) ∈ R.
Denote by B˜i the smallest σ-algebra on X˜i in which all the maps NA, A ∈ B∩Xi,
are measurable. It is well known that (X˜i, B˜i) is a standard Borel space. Denote
by (X˜, B˜) the projective limit of the sequence
(X˜1, B˜1)← (X˜2, B˜2)← · · · ,
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where the arrows denote the (Borel) natural restriction maps. Then (X˜, B˜) is a
standard Borel space. To put it in other way, X˜ is the space of measures on X
which are σ-finite along (Xi)i>0. We define a probability measure µ˜ on (X˜, B˜) by
the following two conditions:
(i) µ˜◦N−1A = e
−µ(A)
∑∞
n=0
µ(A)n
n! δn for each bounded subset A, where δn is the
Dirac measure on R supported at n,
(ii) if A and B are disjoint bounded subsets of X then the random variables
NA and NB on (X˜, B˜, µ˜) are independent.
These conditions determine µ˜ in a unique way. Let T be a Borel invertible trans-
formation T such that T and T−1 preserve the subclass of bounded subsets. If T
preserves µ then it induces a Borel isomorphism T˜ of X˜ by the formula T˜ ω˜ := ω˜◦T .
We recall that the dynamical system (X˜, B˜, µ˜, T˜ ) is called the Poisson suspension
of (X,B, µ, T ) [CFS]. A probability preserving transformation is called a Poisso-
nian automorphism if it is isomorphic to the Poissonian suspension of an infinite
measure preserving transformation. If T has no invariant subsets of positive and
finite measure then T˜ is weakly mixing.
We state some new spectral realization problems:
(P1) which spectral multiplicities1 are realizable on weakly mixing Poissonian
automorphisms?
(P2) which spectral multiplicities are realizable on mixing Poissonian automor-
phisms?
The same questions can be also asked for the Gaussian automorphisms. Since
each Poissonian automorphism is spectrally equivalent to some Gaussian one, any
(partial) solution of (P1) or (P2) is also a solution in the class of Gaussian auto-
morphisms. It is unclear whether the converse holds.
It is known that M(T ) is either {1} or infinite for each Gaussian (and therefore
Poissonian) automorphism [CFS]. Recall that the first mixing Gaussian automor-
phism with a simple spectrum appeared in [New].
Since U
T˜
= exp(UT ) [Ne], Theorem 0.4 implies the existence of a mixing Poisso-
nian automorphism T˜ with a simple spectrum (Corollary 0.5). It is worth to note
that T˜ possesses some other interesting properties: if an invertible transformation
S preserves µ˜ and commutes with T˜ then S = R˜ for a µ-preserving transformation
R commuting with T [Ro2]. Also, T˜ does not split into a Cartesian product of two
other transformations [Ro2]. We note that the existence of non-mixing Poissonian
automorphisms with a simple spectrum was mentioned in [Ro2].
Example 4.2. We will show that for each p > 1, the semigroup {p, p2, p3, . . .}
is realizable as the set of spectral multiplicities for a mixing Poissonian automor-
phism. Indeed, let Ip stand for the identity transformation on Z/pZ. Let T be a
mixing infinite measure preserving transformation T such that exp(T ) has a simple
spectrum (see Theorem 0.4). The Cartesian product T × Ip is no longer ergodic.
However it is mixing. Hence the Poisson suspension T˜ × Ip is also mixing. It follows
from [Ry3] that M(T˜ × Ip) = {p, p
2, p3, . . . }.
1In the finite measure preserving case we consider the spectral multiplicities of operators re-
stricted to the orthocomplement to the constants.
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Infinite “non-semigroups” of positive integers also can appear as Poissonian mul-
tiplicities.
Example 4.3. Let T be as in Example 4.2. Then the transformation T ⊙ T is
mixing and therefore its Poissonian suspension T˜ ⊙ T is also mixing. Moreover,
U
T˜⊙T
= exp(UT⊙T ) = exp(UT ⊙ UT ) =
∞⊕
n=0
(UT ⊙ UT )
⊙n.
Since M((UT ⊙ UT )
⊙n) = {(2n)!/(2nn!)} and the measure of spectral types of
(UT ⊙ UT )
⊙n are pairwise disjoint, we obtain that
M(T˜ ⊙ T ) =
{
(2n)!
2nn!
∣∣∣∣n ∈ N
}
= {1, 3, 3 · 5, 3 · 5 · 7, . . .}.
Instead of T˜ ⊙ T one can also consider Poissonian suspensions of other natural
factors T⊗k/Γ of the product T⊗k, where Γ is a subgroup of the full symmetric
group Sk. We leave details to the reader.
5. Concluding remarks
5.1. There exist other mixing infinite measure preserving constructions which
can be used in this paper instead of high staircases:
(◦) High stochastic constructions with vanishing deterministic part. No prin-
cipal difficulties arise to adapt Ornstein’s random spacer techniques from
[Or] to the infinite setup.
(◦) Pure staircases and almost pure staircases with rapidly growing sequence of
cuts. It follows from some unpublished results of the second named au-
thor that the restricted growth condition can be waived from the statement
of Theorem 0.2 provided that rn/hn → 0 and rn → ∞. If, in addition,∑∞
n=1 rn/hn = ∞ then the corresponding (C, F )-transformations are infi-
nite measure preserving. In this case we can restrict ourself to the pure
(and almost pure) staircases.
However, not striving for the full generality, we choose the high staircases satisfying
the restricted growth condition as the most effective and fast way leading to the
proof of Theorems 0.1–0.4.
5.2. We note that the stopping times appearing in the proofs of Theorems 0.1,
0.3 and 0.4 when we force mixing or ergodicity are not defined effectively. The same
takes place in the other applications of the method to force mixing in [Ag], [Ry2],
[Da4]. We hope to improve the method in a future work by developing an explicit
effective algorithm of selecting the stopping times.
5.3. This remark is for aesthetically minded readers who may do not like the
appearance of almost high staircases in the proof of Theorem 0.1. They will be
pleased to know that the almost high staircases there can be replaced completely
with high staircases (for the expense of some complication of the proof, of course).
We now briefly outline the proof of this claim. Let S be as in the proof of The-
orem 0.1. In particular, Sim → I as m → ∞. We will construct high staircase
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transformations Tn such that for for some Ln,
U
H
(n)
q,k
Tn
→ Pq(UTn) :=
1
q + 1
(I + U−1Tn + · · ·+ U
−q
Tn
) as k →∞ and(5-1)
(H
(n)
q,k )
∞
k=1 is a subsequence of (im)
∞
m=1(5-2)
for each q ≥ Ln. To satisfy (5-1), every number q ≥ Ln must occur in the sequence
(r
(n)
k )
∞
k=1 infinitely many times. The property (5-2) is satisfied by choosing (z
(n)
k )k>0
in a right way. Now let vS be a US-cyclic vector in a cyclic subspace C ⊂ L
2(Y, ν).
Let vTn be a UTn -cyclic vector in L
2(Xn, µn). Denote by C˜ the US ⊗ UTn -cyclic
space generated by vS ⊗ vTn . It follows from (5-1) and (5-2) that
vS ⊗Pq(UTn)vTn ∈ C˜ for all q ≥ Ln.
Hence
(q + 1)vS ⊗ Pq(UTn)vTn − qvS ⊗ Pq−1(UTn)vTn = vS ⊗ U
−q
Tn
vTn ∈ C˜
for each q > Ln. In particular, given any p ∈ Z, we have vS ⊗ U
p−im
Tn
vTn ∈ C˜ for
all sufficiently large m. Hence U imS vS ⊗U
p
Tn
vTn ∈ C˜. Passing to the (weak) limit as
m→∞, we obtain that vS ⊗ U
p
Tn
vTn ∈ C˜. This yields
(5-3) C˜ = C ⊗ L2(Xn, µn),
as desired. Now to force mixing we must retain (5-3) in the limit as n → ∞ for
a representative family of US-cyclic subspaces C. The sought-for high staircase T
appears as a certain limit of the sequence (Tn)n>0. At the same time we must have
Ln → ∞ in order to obtain rn → ∞ for T . The rest of the argument is as in the
proof of Theorem 0.1.
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