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RESUMEN 
En este trabajo de suficiencia profesional se implementó algorítmicamente, en el 
software Matlab, usando técnicas de procesamiento digital de imágenes para 
reconocer los 6 caracteres numéricos en un dispositivo Token de una entidad 
bancaria de nuestra ciudad. Para ello, se utilizó una cámara WebCam para 
capturar 80 fotografías cada 62 segundos, a una misma distancia e iluminación, 
pues como es de conocimiento los números en el dispositivo Token van 
cambiando cada 60 segundos. Una vez capturadas las imágenes, se procedió a 
utilizar herramientas matemáticas como transformación de formato de color, 
filtrado no lineal por mediana, manipulación del histograma y transformaciones 
morfológicas, para la etapa de procesamiento. Y, el cálculo del centroide, sumas 
verticales, filtrado, binarización y nuevamente transformaciones morfológicas 
para la etapa de segmentación. Y, para la etapa de extracción de características, 
se recurrió al cálculo del número de Euler, suma de pixeles y determinación de 
picos máximos y mínimos en las sumas verticales, y con ayuda de intervalos 
definidos se estableció el reconocimiento final de los 6 dígitos en cada captura 
fotográfica del dispositivo Token. Del total de 80 fotografías, se tuvo un 
porcentaje de error de 0.5% en la etapa de reconocimiento de los dígitos, es 
decir solamente en 4 imágenes del grupo total no se logró reconocer todos los 
caracteres. 
 
Palabras claves: transformaciones morfológicas, dispositivo Token, interface 
gráfica GUI.  
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INTRODUCCIÓN 
Nuestra sociedad día tras día manifiesta un número mayor de personas con 
limitaciones físicas [10], y particularmente con problemas de visión que los 
restringe a realizar tareas de alto riesgo. Por ello, se analizó el caso del uso del 
dispositivo Token por algunas entidades bancarias, que se hacen indispensables 
para confirmar y asegurar una transacción a través de la página web de una 
entidad bancaria. Por tal razón, este trabajo de suficiencia profesional se justifica 
porque desde el punto de vista social, se permitiría otorgar una ayuda a las 
personas invidentes en el momento de realizar una transacción bancaria vía 
internet, ya que el dispositivo Token entregado por muchas entidades bancarias 
son del tipo pasivo, lo que imposibilita ser leídos por una persona invidente [8]. 
Sin embargo, con la tecnología de hoy en día, es posible contar con medios 
complementarios como lo es una cámara fotográfica o de video digital, para 
capturar una fotografía y con ayuda de herramientas de procesamiento digital de 
imágenes, realizar el tratamiento correspondiente para segmentar cada carácter 
y proceder finalmente al reconocimiento. De esta manera, sería posible 
reproducir un audio correspondiente para cada uno de los 6 dígitos del 
dispositivo Token.  
Por esta razón, en este informe de suficiencia profesional se optó por utilizar el 
software Matlab y su Toolbox Image Processing, para desarrollar 
algorítmicamente técnicas de procesamiento digital de imágenes, partiendo con 
la captura fotográfica de 80 fotografías a través de una cámara WebCam, que 
fue configurada a través del Matlab para que realice la captura en intervalos de 
62 segundos. Luego, una vez digitalizada la imagen de interés, se continuó con 
el uso de una serie de herramientas matemáticas que previamente fueron 
seleccionadas y probadas para lograr la segmentación final de cada dígito. Entre 
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tales herramientas se citan: el filtrado por mediana, la manipulación del 
histograma, las transformaciones morfológicas, entre otras. De esta manera, se 
logró procesar la imagen capturada y proceder con una etapa fundamental para 
la extracción de características, lo cual permitió a través de una comparación por 
intervalos, reconocer definitivamente cada uno de los 6 dígitos. 
Si bien es cierto que este trabajo de suficiencia profesional se limita solamente 
al uso de un modelo de dispositivo Token de la entidad bancaria Banco de 
Crédito del Perú, también es importante señalar que a partir del trabajo 
desarrollado es posible generalizarlo y aplicarlo a otros tipos o modelos de 
dispositivos Token. Esto resultaría de gran ayuda porque a su vez sería posible 
aplicarlo a otros tipos de lecturas muy comunes en dispositivos electrónicos. 
Una de las grandes limitaciones encontradas en el desarrollo de este trabajo de 
suficiencia profesional, se encontró en la distancia utilizada durante la etapa de 
captura de imágenes digitales con la WebCam. Asimismo, con la iluminación 
ambiental que de alguna manera influyó principalmente en la producción de 
ambientes oscuros o sombras generadas alrededor de la imagen de interés. 
Por lo tanto, el software Matlab juega un papel importante al contribuir con una 
gama de librerías de procesamiento digital de imágenes, y en complemento con 
su interface gráfica GUI, tornó posible la implementación de una ventana que 
permita interactuar directamente con el usuario interesado. 
Entonces, en este trabajo de suficiencia profesional se desarrollaron tres 
capítulos fundamentales. El primer capítulo se centró en los aspectos generales 
tales como los objetivos, problema, alcances, justificación y la revisión de 
antecedentes bibliográficos que apoyaron con la selección de las herramientas 
matemáticas de procesamiento digital de imágenes. Luego, en el segundo 
capítulo se centró en el marco teórico donde se realizaron las explicaciones 
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correspondientes a todas las técnicas de procesamiento espacial de imágenes 
que fueron utilizadas. Desde la transformación de un formato de color a otro, 
hasta la aplicación de operadores para la realización de las transformaciones 
morfológicas. Luego, el desarrollo de la solución haciendo uso de todas las 
herramientas matemáticas de procesamiento digital de imágenes sobre las 
fotografías capturadas, se realizó en el tercer capítulo. Asimismo, en este 
capítulo se realizaron las etapas de procesamiento, segmentación y extracción 
de características. Y, finalmente, en el cuarto capítulo, se incluyeron los 
resultados de cuatro simulaciones, así como los resultados numéricos y el 







   8 
 
ÍNDICE GENERAL 
AGRADECIMIENTOS ............................................................................................................... 3 
RESUMEN ................................................................................................................................... 4 
INTRODUCCIÓN ........................................................................................................................ 5 
ÍNDICE DE FIGURAS ............................................................................................................. 10 
ÍNDICE DE TABLAS ............................................................................................................... 12 
ÍNDICE DE ECUACIONES ..................................................................................................... 13 
CAPÍTULO I:  ASPECTOS GENERALES .................................................................... 14 
1.1. Definición del problema .............................................................................................. 14 
1.1.1. Descripción del problema .................................................................................... 14 
1.1.2. Formulación del problema .................................................................................. 15 
1.2. Objetivos ..................................................................................................................... 15 
1.2.1. Objetivo general .................................................................................................. 15 
1.2.2. Objetivos específicos ........................................................................................... 15 
1.3. Alcances y limitaciones ............................................................................................... 16 
1.4. Justificación ................................................................................................................. 17 
1.5. Estado del arte ............................................................................................................ 17 
CAPÍTULO II:  MARCO TEÓRICO ................................................................................. 19 
2.1. Digitalización y Captura de Imágenes .......................................................................... 19 
2.2. Modelos de Color RGB y HSV ...................................................................................... 20 
2.3. Transformación a tonos de gris ................................................................................... 21 
2.4. Filtrado espacial mediana ........................................................................................... 22 
2.5. Transformación del Histograma .................................................................................. 23 
2.6. Binarización y Negativo ............................................................................................... 26 
2.7. Transformaciones morfológicas .................................................................................. 27 
2.8. Sumas Verticales y Horizontales ................................................................................. 33 
2.9. Cálculo del Centroide .................................................................................................. 35 
2.10. Cálculo del número de Euler ................................................................................... 36 
2.11. Interface GUIDE ....................................................................................................... 37 
CAPÍTULO III:  DESARROLLO DE LA SOLUCIÓN ..................................................... 39 
3.1. Diagrama de bloques general ..................................................................................... 39 
3.2. Etapa de adquisición y/o captura de imágenes........................................................... 40 
   9 
 
3.3. Etapa de procesamiento de imágenes ........................................................................ 44 
3.4. Etapa de segmentación ............................................................................................... 48 
3.5. Etapa de extracción de características y reconocimiento de caracteres .................... 52 
3.6. Etapa de reproducción sonora .................................................................................... 61 
3.7. Desarrollo de la interface gráfica ................................................................................ 63 
CAPÍTULO IV:  RESULTADOS ........................................................................................ 66 
4.1. Primera imagen procesada ......................................................................................... 66 
4.2. Segunda imagen procesada ........................................................................................ 66 
4.3. Tercera imagen procesada .......................................................................................... 70 
4.4. Cuarta imagen procesada ........................................................................................... 72 
4.5. Resultado final con la muestra total ........................................................................... 74 
4.6. Presupuesto ................................................................................................................ 75 
4.7. Cronograma ................................................................................................................. 75 
CONCLUSIONES ..................................................................................................................... 77 
RECOMENDACIONES ........................................................................................................... 78 




   10 
 
ÍNDICE DE FIGURAS 
Figura 1. Izquierda: captura en modelo de color RGB. Derecha: imagen del canal 
SATURACIÓN después de la conversión al modelo HSV. ...................................................... 21 
Figura 2. Izquierda: imagen capturada en color RGB. Derecha: imagen en formato de gris. .... 22 
Figura 3. Izquierda: imagen en tonos de gris. Derecha: imagen en tonos de gris filtrada por el 
filtro mediana. .................................................................................................................................. 23 
Figura 4. Izquierda: representación en formato de gris. Derecha: histograma de la imagen en 
formato de gris. ............................................................................................................................... 24 
Figura 5. Izquierda: imagen original en gris. Centro: resultado de la transformación del 
histograma por una potencia entera. Derecha: resultado de la transformación del 
histograma por una potencia fraccionaria. .................................................................................. 25 
Figura 6. Izquierda: imagen en tonos de gris. Derecha: imagen en unos y ceros. ....................... 26 
Figura 7. Izquierda: imagen de unos y ceros. Derecha: imagen negativa. .................................... 27 
Figura 8. Izquierda: imagen binaria. Derecha: imagen dilatada. ..................................................... 29 
Figura 9. Izquierda: imagen binaria. Derecha: imagen erosionada. ............................................... 30 
Figura 10. Izquierda: imagen binaria. Derecha: imagen cerradura. ................................................ 31 
Figura 11. Izquierda: imagen binaria. Derecha: imagen apertura. .................................................. 32 
Figura 12. Izquierda: imagen binaria. Derecha: imagen filtrada con Bottom-Hat. ........................ 33 
Figura 13. Izquierda: imagen binaria original. Derecha: resultado de la suma vertical. .............. 34 
Figura 14. Izquierda: imagen binaria original. Derecha: resultado de la suma horizontal. .......... 34 
Figura 15. Izquierda: imagen binaria del número 9. Derecha: imagen binaria del número 0. .... 37 
Figura 16. GUIDE: Interface gráfica de usuario del Matlab.............................................................. 38 
Figura 17. Diagrama de bloques general. ........................................................................................... 40 
Figura 18. Fotografía del proceso de captura de imágenes del dispositivo Token. ..................... 41 
Figura 19. Izquierda: imagen capturada originalmente. Centro: imagen recortada. Derecha: 
imagen con giro de 1 grado antihorario. ...................................................................................... 43 
Figura 20. Izquierda: imagen recortada y girada. Derecha: imagen en gris de canal de 
saturación del modelo HSV. .......................................................................................................... 44 
Figura 21. Izquierda: imagen de canal de saturación. Derecha: imagen filtrada con filtro 
Mediana. ........................................................................................................................................... 45 
Figura 22. Izquierda: imagen de canal de saturación. Derecha: imagen binarizada. .................. 46 
Figura 23. Izquierda: imagen binarizada. Derecha: imagen con transformadores morfológicos.
 ........................................................................................................................................................... 47 
Figura 24. Izquierda: gráfico de suma Vertical. Derecha: gráfico de suma Horizontal. ............... 48 
   11 
 
Figura 25. Arriba-Izquierda: imagen de color segmentada. Arriba-Derecha: zona de interés a 
color y segmentada. Abajo-Izquierda: en tonos de gris. Abajo-Derecha: con manipulación 
del histograma. ................................................................................................................................ 49 
Figura 26. Izquierda: imagen resultante de la manipulación del histograma. Centro: imagen 
binarizada. Derecha: imagen segmentada. ................................................................................ 51 
Figura 27. Dígitos segmentados de la imagen capturada del dispositivo Token. ......................... 52 
Figura 28. Captura de pantalla de la ventana de comandos del Matlab, mostrando el resultado 
numérico en la variable NUM así como representando la imagen binaria segmentada. ..... 62 
Figura 29. Arriba-Izquierda: imagen de color segmentada. Arriba-Derecha: zona de interés a 
color y segmentada. Abajo-Izquierda: en tonos de gris. Abajo-Derecha: con manipulación 
del histograma. ................................................................................................................................ 64 
Figura 30. Captura de pantalla conteniendo parte del código de programación para el evento 
CAPTURAR IMAGEN. ................................................................................................................... 64 
Figura 31. Captura de pantalla conteniendo parte del código de programación para el evento 
PROCESAR IMAGEN. ................................................................................................................... 65 
Figura 32. Primera imagen procesada con la técnica desarrollada. ............................................... 67 
Figura 33. Grupo de 6 imágenes binarias segmentadas y correspondientes a la primera 
imagen procesada. ......................................................................................................................... 67 
Figura 34. Captura de pantalla de la interface GUIDE desarrollada en el Matlab, presentando el 
reconocimiento de los caracteres numéricos de la primera imagen procesada. .................. 68 
Figura 35. Segunda imagen procesada con la técnica desarrollada. ............................................. 68 
Figura 36. Grupo de 6 imágenes binarias segmentadas y correspondientes a la segunda 
imagen procesada. ......................................................................................................................... 69 
Figura 37. Captura de pantalla de la interface GUIDE desarrollada en Matlab para la segunda 
imagen procesada. ......................................................................................................................... 69 
Figura 38. Tercera imagen procesada con la técnica desarrollada. ............................................... 70 
Figura 39. Grupo de 6 imágenes binarias segmentadas y correspondientes a la tercera imagen 
procesada. ....................................................................................................................................... 71 
Figura 40. Captura de pantalla de la interface GUIDE desarrollada en Matlab para la tercera 
imagen procesada. ......................................................................................................................... 71 
Figura 41. Cuarta imagen procesada con la técnica desarrollada. ................................................. 72 
Figura 42. Grupo de 6 imágenes binarias segmentadas y correspondientes a la cuarta imagen 
procesada. ....................................................................................................................................... 73 
Figura 43. Captura de pantalla de la interface GUIDE desarrollada en Matlab para la cuarta 
imagen procesada. ......................................................................................................................... 73 
   12 
 
ÍNDICE DE TABLAS 
Tabla 1. Lista de caracteres numéricos y su probabilidad de aparición en las capturas 
fotográficas del dispositivo token. ....................................................................................... 53 
Tabla 2. Intervalos fijos para los 10 caracteres numéricos. ........................................................ 55 
Tabla 3. Intervalos fijos para los 10 caracteres numéricos y número de Euler para el “6 y “9”. . 57 
Tabla 4. Intervalos fijos para los 10 caracteres numéricos, número de Euler para el “6 y “9”, 
ubicación de picos máximos para el “2”, “3” y “5”. .............................................................. 60 
Tabla 5. Situaciones de errores ocurridos en 4 imágenes capturadas del dispositivo Token. ... 74 
Tabla 6. Principales gastos en la ejecución del Informe de Suficiencia Profesional. ................. 75 
Tabla 7. Cronograma de trabajo del informe de suficiencia profesional. .................................... 76 
   13 
 
ÍNDICE DE ECUACIONES 
Ecuación 01.……………………………………………………………………………… 21 
Ecuación 02.……………………………………………………………………………… 21 
Ecuación 03.……………………………………………………………………………… 21 
Ecuación 04.……………………………………………………………………………… 22 
Ecuación 05.……………………………………………………………………………… 24 
Ecuación 06.……………………………………………………………………………… 25 
Ecuación 07.……………………………………………………………………………… 25 
Ecuación 08.……………………………………………………………………………… 26 
Ecuación 09.……………………………………………………………………………… 27 
Ecuación 10.……………………………………………………………………………… 28 
Ecuación 11.……………………………………………………………………………… 29 
Ecuación 12.……………………………………………………………………………… 30 
Ecuación 13.……………………………………………………………………………… 31 
Ecuación 14.……………………………………………………………………………… 32 
Ecuación 15.……………………………………………………………………………… 33 
Ecuación 16.……………………………………………………………………………… 33 
Ecuación 17.……………………………………………………………………………… 35 
Ecuación 18.……………………………………………………………………………… 35 









En este primer capítulo se tratan los temas relacionados a los aspectos generales de este 
trabajo de suficiencia profesional. Entre ellos encontramos la definición del problema, los 
objetivos, los alcances, justificación y estado del arte. 
1.1. Definición del problema 
Seguidamente se describe la problemática existente, y que por motivo de ello se recurrió al 
desarrollo de este trabajo de suficiencia profesional. De la misma manera, inmediatamente, 
se realizará la formulación del problema. 
1.1.1. Descripción del problema 
Con el incremento de la población mundial también ha venido incrementando el 
número de invidentes en nuestra sociedad. Por lo cual, tales personas deben de lidiar 
día a día con la seguridad tecnológica que nos acompaña cuando se trata de realizar 
transacciones bancarias. Es por tal razón, que las personas invidentes manifiestan 
cierta limitación cuando el propósito es leer los caracteres numéricos en un dispositivo 
token, de muchas entidades bancarias. 
Según el INEI [11], en el año 2012, el número de personas con discapacidad visual a 
nivel de Lima Metropolitana fue del 11.1 % teniendo en cuenta ambos sexos. Y, la tasa 
de ocupación de hombres y mujeres con alguna discapacidad, también a nivel de Lima 
Metropolitana fue del 86.2%, esto demuestra que existe un número considerable de 
personas con discapacidad que se encuentran en ejercicio laboral, y por lo tanto son 
remunerados a través de una entidad bancaria. Y, como es de conocimiento, el Banco 
de Crédito del Perú es uno de los más grandes bancos por activos a nivel 
Latinoamérica [12], lo cual hace que tenga un número mayor de afiliados y entre ellos 
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a lo mejor un grupo considerable de personas invidentes trabajadoras que perciben 
sus salarios a través de esta entidad. 
1.1.2. Formulación del problema 
 ¿Cómo implementar un recinto apropiado para capturar las fotografías del dispositivo 
Token del Banco de Crédito del Perú, utilizando una WebCam con resolución de 
4160x3120 pixeles y una iluminación artificial? 
 ¿Qué herramientas matemáticas de tratamiento digital de imágenes, basadas en 
procesamiento espacial, serán posibles de implementar algorítmicamente en el 
software Matlab, para reconocer los seis caracteres numéricos del dispositivo token? 
 ¿Es posible desarrollar una interface gráfica en el software Matlab para que sirva de 
ayuda a las personas invidentes, y permita la demostración del reconocimiento de los 
seis caracteres numéricos del dispositivo token? 
1.2. Objetivos 
Entre los objetivos, general y específicos, de este trabajo de suficiencia profesional, se 
muestra: 
1.2.1. Objetivo general 
Reconocer los caracteres numéricos en un dispositivo Token de una entidad bancaria, 
utilizando técnicas de procesamiento digital de imágenes en el software Matlab. 
1.2.2. Objetivos específicos 
 Implementar un recinto apropiado para capturar las fotografías del dispositivo Token 
del Banco de Crédito del Perú, utilizando una WebCam con resolución de 4160x3120 
pixeles y una iluminación artificial de color blanco.  
 Implementar algorítmicamente en el software Matlab, herramientas matemáticas de 
tratamiento digital y espacial de imágenes, para reconocer los seis caracteres 
numéricos del dispositivo token del Banco de Crédito del Perú. 
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 Desarrollar una interface gráfica en el software Matlab, para demostrar el 
reconocimiento de los seis caracteres numéricos del dispositivo token, lo cual servirá 
de ayuda a las personas invidentes. 
1.3. Alcances y limitaciones 
En cuanto a las limitaciones de este trabajo, es preciso aclarar que el reconocimiento de los 
seis caracteres numéricos del dispositivo Token del Banco de Crédito del Perú, se realizará 
solamente sobre un tipo de modelo en particular y utilizando una WebCam que estará 
enlazada a una PC que tendrá el software Matlab. Asimismo, tal reconocimiento será realizado 
a una distancia fija de 25 centímetros, con un fondo uniforme de color claro, y bajo una 
iluminación artificial y constante. De esta manera, una vez reconocido los seis caracteres, se 
procederá a ingresar los mismos a una ventana desarrollada en el GUI del Matlab simulando 
el portal del Banco de Crédito del Perú. Además, este trabajo se limitó al uso del software 
Matlab y su Toolbox Image Processing, que se encuentran instalados en los Laboratorios de 
la Universidad Tecnológica del Perú, y sirvieron de mucho para desarrollar e implementar las 
técnicas matemáticas de procesamiento digital de imágenes que no son posibles, por el 
momento, implementarlos o instalarlos en un hardware apropiado. Es decir, el desarrollo fue 
limitado a nivel de software; sin embargo, en un próximo desarrollo es posible migrar el código 
de Matlab a un lenguaje de programación diferente que permitiría instalarlo en un hardware 
dedicado, tal como el Raspberry.  
Por otro lado, en referencia al alcance de este trabajo se afirma que es del tipo nacional, 
porque estaría sujeto a un tipo de dispositivo que emite el Banco de Crédito del Perú. Para 
que el alcance sea a nivel mundial, se tendría que desarrollar una aplicación generalizada que 
pueda reconocer los dígitos y/o caracteres para los diversos dispositivos Token existentes en 
el mercado a nivel de todo el mundo. 
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1.4. Justificación 
El desarrollo de este trabajo de suficiencia profesional se justifica por dos razones. En primer 
lugar, desde el punto de vista social, este trabajo facilita a las personas invidentes en el 
momento de realizar una transacción bancaria vía internet. Pues, como se conoce, para 
realizar alguna transacción virtual vía el Banco de Crédito del Perú, es indispensable digitar 
los seis caracteres numéricos que muestra el dispositivo token de dicha entidad bancaria. Por 
lo cual, al ser el token un dispositivo pasivo, no hay manera de saber que dígitos se están 
mostrando cada cierto periodo de tiempo. Entonces, al existir un aplicativo que hace uso de 
técnicas de procesamiento digital de imágenes, resultaría más factible el reconocimiento de 
cada carácter numérico para permitir ya sea una operación de digitación automática, o una 
reproducción sonora de cada uno de los números. Y, en segundo lugar, desde el punto de 
vista técnico, este trabajo es posible desarrollarlo porque en la actualidad existe una variedad 
de técnicas matemáticas de procesamiento digital de imágenes, como el filtrado digital, la 
detección de contornos, la manipulación del histograma, entre otros, que son viables de ser 
implementados algorítmicamente en el software Matlab. 
De esta forma, se afirma que este trabajo de suficiencia se enfoca a una propuesta de ayuda 
a personas invidentes del punto de vista alternativo, porque en la actualidad otras entidades 
bancarias se encuentran manejando dispositivos Token digitales desde el propio teléfono 
celular, que con una aplicación adicional se lograría realizar la lectura oral de cada carácter 
numérico lo cual facilitaría del todo al usuario invidente. 
1.5. Estado del arte 
En la Tesis IDENTIFICACIÓN AUTOMÁTICA DE CARACTERES NUMÉRICOS EN 
IMÁGENES DIGITALES DE CONSUMO DE ENERGÍA ELÉCTRICA, de Guevara [05], se 
utilizaron los Celulares Huawei y Lenovo para capturar las fotografías de los Contadores de 
Medidores de Energía Eléctrica, sin hacer uso del flash. Las principales etapas utilizadas en 
esta tesis fueron: el pre procesamiento, la segmentación y la clasificación y entrenamiento, 
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donde se utilizaron las librerías libres de OpenCV para los diferentes algoritmos desarrollados. 
Para la etapa de pre procesamiento, se procedió a reducir las imágenes capturadas, seguido 
de operaciones de dilatación y erosión, para la extracción de líneas horizontales y verticales. 
Para la etapa de segmentación se recurrió al algoritmo de Otsu, de Canny, Sobel, y de 
Binarización, para detectar los contornos. Y, en cuanto a la etapa de clasificación y 
entrenamiento se utilizaron una red neuronal multicapa en el software Neuroph y el clasificador 
KNearest Neighbour (KNN). De esta manera, se afirma que se ha logrado un 80% de 
reconocimiento con el clasificador KNN, para un total de 3000 imágenes. Mientras que para 
la red neuronal solamente se ha logrado un 72.7% de reconocimiento con el mismo número 
de imágenes. 
Por otro lado, en el artículo SISTEMA AUTOMÁTICO DE MEDICIÓN PARA INSTRUMENTOS 
SIN INTERFAZ DE COMUNICACIÓN A TRAVÉS DE PROCESAMIENTO DE IMÁGENES 
DIGITALES EN MATLAB de Gutiérrez y otros [06], se diseña un sistema automático de 
medición, para instrumentos digitales con pantallas siete segmentos, que no poseen un 
protocolo de comunicación con el ordenador. El sistema obtiene las mediciones a partir del 
procesado de las imágenes digitales, que son obtenidas a través de una cámara web, la cual 
realiza una captura de la lectura del instrumento de forma automática. El procesamiento de 
las imágenes digitales se encuentra encaminado al reconocimiento de caracteres numéricos. 
Por lo que son estudiados los principales métodos utilizados para el reconocimiento de 
caracteres en una imagen. Es explicado el algoritmo de identificación de caracteres, creado 
en el programa MATLAB, detallándose cuales son las funciones principales que facilitan este 
objetivo. Además, es presentada la interfaz gráfica del sistema diseñado, en donde son 
definidos los parámetros que configuran la captura automática del instrumento y el ajuste de 
las funciones de procesado de la imagen. Es expuesto también, como se efectúa el proceso 
de identificación numérico y la base de datos que se obtiene a partir de las mediciones. El 
algoritmo es validado a partir de los resultados prácticos obtenidos, demostrando de forma 
satisfactoria la veracidad de las mediciones efectuadas, las cuales son comprobadas a partir 
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de un estudio probabilístico. El número de muestras empleadas fue igual a 135 de las cuales 
48 fallaron en el análisis, del que se obtiene una probabilidad de éxito igual a 0.64. Siendo los 
factores que influyen en el acierto de detección la iluminación, la ortogonalidad de los números 
con la horizontal y el valor de alto contraste seleccionado, lo cual permite alcanzar una 




En el segundo capítulo de este trabajo de suficiencia profesional, se abarca el marco teórico 
de todo el trabajo desarrollado. Por dicha razón, este capítulo se orienta a describir 
brevemente los principales fundamentos teóricos que fueron utilizados en el procesamiento 
digital de las imágenes, desde la captura de las imágenes con una WebCam, pasando por la 
aplicación de los algoritmos de procesamiento espacial, hasta el uso del número de Euler. 
2.1. Digitalización y Captura de Imágenes 
En la actualidad, son muchas las WebCam que pueden ser reconocidas directamente por el 
sistema operativo de una computadora cuando son conectadas a través del puerto USB. Para 
este trabajo, se eligió la WebCam de marca Logitech HD Pro Modelo C920 Full HD 1080p, 
que permitió realizar capturas con una alta resolución. Para que esta cámara sea reconocida 
por una Computadora o una Laptop, es suficiente conectarla directamente al puerto USB de 
la misma pero con el software Matlab Versión 13 previamente instalado. Este software cuenta 
con un grupo de comandos que permiten tanto la configuración de la WebCam, como la 
captura de imágenes en tiempo real por cada intervalo de tiempo establecido a voluntad. Por 
lo cual, para realizar una captura secuencial de un número apropiado de fotografías cada 
cierto número de segundos, es necesario utilizar una sentencia FOR y el comando PAUSE 
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del Matlab. A continuación, se muestran los principales comandos utilizados para realizar la 
fase de digitalización y de captura de todas las imágenes pertenecientes al dispositivo Token 
del Banco de Crédito del Perú. 
>> help webcamlist 
>> help webcam 
>> help preview 
>> help set 
>> help snapshot 
>> help pause 
2.2. Modelos de Color RGB y HSV 
En líneas generales, los diferentes modelos de color existentes son representaciones 
tridimensionales en la cual cada color es representado por un punto en el sistema de 
coordenada 3D [02]. 
Es así que es posible encontrar en la literatura, una variedad de modelos de color. Por 
ejemplo, el modelo de color RGB el cual es utilizado por la mayoría de dispositivos de captura 
de imágenes tales como un celular, una cámara fotográfica, una filmadora, entre otras. Este 
modelo de color está representado por tres canales nombrados como ROJO, VERDE y AZUL. 
Asimismo, existe el modelo de color HSI (Matiz - Saturación - Intensidad) que es de gran 
interés, una vez que se logra separar las tres componentes: Matiz, Saturación e Intensidad de 
la información de color en una imagen, alcanzando la misma forma como el ser humano logra 
percibir su entorno [02].  
Estos dos modelos de color utilizados en este informe de suficiencia, se relacionan 
matemáticamente a través de las siguientes expresiones [02]. 
                                 𝐼 =
𝑅+𝐺+𝐵
3
                                   (01) 
                          𝑆 = 1 −
3
𝑅+𝐺+𝐵
[ min(𝑅, 𝐺, 𝐵) ]      (02) 
                                 𝐻 = 𝐶𝑂𝑆−1 [
0.5∗[2𝑅−𝐺−𝐵]
(𝑅−𝐺)2+(𝑅−𝐵)(𝐺−𝐵)0.5
]      (03) 
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Con apoyo de los comandos del Toolbox Image Processing del Matlab, se hace posible 
realizar la conversión del modelo RGB al modelo HSV, lo cual permitirá alcanzar una mejor 
representación de la imagen de interés cuando se visualiza el canal que corresponde a la 
saturación.  
A continuación se muestra un ejemplo del proceso de conversión de modelos de color. Por lo 
cual, en el lado izquierdo de la figura 01 se representa la visualización de una imagen en el 
modelo de color RGB. Y, en el lado derecho de la misma figura se representa la visualización 
del canal SATURACIÓN en formato de gris, una vez realizada la conversión del modelo RGB 
al modelo HSV utilizando el comando RGB2HSV del Matlab. Esto indica que en algunas 
aplicaciones de reconocimiento de caracteres, no es necesario trabajar con la imagen de color 
en formato RGB porque el interés son los propios caracteres que son visualizados en una 
pantalla, y que en situaciones generales se presentan en un formato de gris oscuro. 
 
Figura 1. Izquierda: captura en modelo de color RGB. Derecha: imagen del canal SATURACIÓN 
después de la conversión al modelo HSV. 
Fuente: Elaboración Propia. 
2.3. Transformación a tonos de gris 
Las capturas de imágenes realizadas por diferentes dispositivos digitales, tales como el 
teléfono móvil, la cámara fotográfica, la filmadora, entre otras, se realizan en formato de color. 
Por lo cual, particularmente para este trabajo de suficiencia, el color no resulta un tema 
transcendental para identificar cada uno de los caracteres presentados en el dispositivo 
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Token. Por lo cual, se optó por realizar la transformación del formato de color al formato de 
tonos de gris. De esta manera, teniendo en consideración que la imagen capturada en formato 
de color corresponde al modelo RGB, se determinó utilizar la expresión matemática [01] 
generalizada y mostrada en la ecuación 04, para llevar a cabo tal conversión. 
𝐼𝑔𝑟𝑖𝑠 = 0.299 ∗ I𝑐𝑜𝑙𝑜𝑟𝑅𝑂𝐽𝑂  +  0.587 ∗ I𝑐𝑜𝑙𝑜𝑟𝑉𝐸𝑅𝐷𝐸  +  0.114 ∗ I𝑐𝑜𝑙𝑜𝑟𝐴𝑍𝑈𝐿                             04            
Entonces, en la figura 02, se muestra un ejemplo de la conversión de una imagen de color en 
una de tonos de gris, tomando como referencia una de las capturas realizadas sobre el 
dispositivo Token de interés. 
 
Figura 2. Izquierda: imagen capturada en color RGB. Derecha: imagen en formato de gris. 
Fuente: Elaboración Propia. 
2.4. Filtrado espacial mediana 
En todo proceso de captura de imágenes siempre está presente el ruido en alta frecuencia. 
Para una imagen digital, dicho ruido se manifiesta como saltos bruscos de intensidades de 
pixeles. Lo cual perjudica el proceso de segmentación al mostrar pixeles dispersos, de tonos 
claros, en zonas oscuras; o como también, mostrar pixeles dispersos de tonos oscuros, en 
zonas claras.  
Una forma de atenuar los saltos bruscos de intensidades de gris, es utilizar un filtro espacial 
de tipo mediana. Este filtro es considerado del tipo no lineal, y consiste en utilizar una ventana 
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conformada por un número impar de filas y columnas, que recorrerá toda la imagen de 
izquierda a derecha, y de arriba hacia abajo; con la finalidad de encontrar la mediana de ese 
conjunto de pixeles seleccionados por la ventana, que a su vez reemplazará al pixel central 
de la ventana seleccionada. Sin embargo, este procedimiento de filtrado da como desventaja 
la atenuación de los contornos, dificultando la segmentación directa por binarización.  
A continuación, en la figura 3, se muestra un ejemplo del resultado de aplicar un filtro de 
mediana sobre una imagen de gris, haciendo uso de una ventana de 11x11. 
 
Figura 3. Izquierda: imagen en tonos de gris. Derecha: imagen en tonos de gris filtrada por el filtro 
mediana. 
Fuente: Elaboración Propia. 
2.5. Transformación del Histograma 
Se entiende por histograma al conjunto de números indicando el porcentual de pixeles en una 
imagen que presenta un determinado nivel de gris. Estos valores, por lo general, son 
presentados en gráficos de barras para representar cada nivel de gris indistintamente. De esta 
manera, a través de la visualización del histograma de una imagen, se obtiene una indicación 
de su calidad en cuanto al nivel de contraste o en cuanto al brillo. Es decir, si la imagen es 
predominantemente clara u oscura [03]. 
Entonces, cada elemento del conjunto de pixeles es calculado como: 
      𝑝𝑟(𝑟𝑘) =
n𝑘
𝑛
       (05) 
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Donde: 
0 ≤ r𝑘 ≤ 1  
K = 0, 1, 2, …, L-1, siendo L el número de niveles de gris en la imagen de interés. 
n: número total de pixeles en la imagen de interés. 
pr ( rk ): probabilidad del k-ésimo nivel de gris. 
nk: número de pixeles cuyo nivel de gris corresponde a k. 
A continuación, en la figura 4, se muestra un ejemplo de la aplicación del histograma sobre 
una imagen de tonos de gris con tendencia a pixeles oscuros, donde se puede apreciar la 
existencia de un grupo mayor de pixeles en torno al valor cero o color negro. Y muy pocos 
pixeles representando a color gris claro. 
 
Figura 4. Izquierda: representación en formato de gris. Derecha: histograma de la imagen en formato 
de gris. 
Fuente: Elaboración Propia. 
De esta manera, una vez obtenido el histograma se puede realizar una operación de 
transformación de forma lineal o no lineal. Para este trabajo de suficiencia se optó por realizar 
una transformación no lineal basada en una potencia por un número entero, y luego por un 
número fraccionario. Cuando se realiza la transformación a partir de una potencia con un 
número entero, es para lograr oscurecer aquellas zonas claras. Y cuando se realiza la 
transformación con una potencia fraccionaria, se logra aclarar aquellas zonas oscuras. Las 
expresiones matemáticas que representan a dichas transformaciones, se muestran a 
continuación.  
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‖                                                 (06) 





‖                    (07) 
Donde: 
|| || . es un operador de redondeo a número entero. 
Las elecciones de las potencias x^3 y x^0.25 se realizaron en un conjunto de pruebas de 
ensayo y error, con la finalidad de establecer el mejor contraste de la imagen antes de ser 
segmentada. Pues, la realización de las pruebas con otros valores de potencias, no 
permitieron desarrollar una aceptable segmentación en la imagen, fue entonces que se 
establecieron tales cantidades como las mejores para el grupo de imágenes procesadas. 
En la figura 5, se muestra a través de un ejemplo el resultado de una operación no lineal en 
un histograma utilizando potencias de 3 y 0.25 respectivamente. Dichas transformaciones 
fueron realizadas sobre una imagen de referencia, correspondiente a una captura de imagen 




Figura 5. Izquierda: imagen original en gris. Centro: resultado de la transformación del histograma por 
una potencia entera. Derecha: resultado de la transformación del histograma por una potencia 
fraccionaria. 
Fuente: Elaboración Propia. 
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2.6. Binarización y Negativo 
El proceso de binarización es aquel que permite transformar la imagen en tonos de gris, a una 
imagen representada solamente con unos y ceros. Para llevar a cabo esta transformación, se 
debe establecer un valor de umbral de tal forma que cumpla con la condición matemática 
expresada en la ecuación 08. 
                          𝐼𝐵 = {
1,    𝐼𝐹𝐼ℎ𝑠𝑣1  ≥   𝑢𝑚𝑏𝑟𝑎𝑙
   0,   𝐼𝐹𝐼ℎ𝑠𝑣1  <    𝑢𝑚𝑏𝑟𝑎𝑙  
                  (08) 
Tal valor de umbral debe ser obtenido del histograma presentado, como, por ejemplo, en la 
figura 4, donde exista un valle bien acentuado. Esto permitiría que la separación de pixeles 
de color blanco, grises y negros, sea de la manera más apropiada conservando el área de 
mayor interés. 
En la figura 6, como forma de ejemplo, se muestra el resultado de la operación de binarización 
sobre una imagen de tonos de gris, pero con gran tendencia de pixeles al color negro. Esto 
indica que el objeto de interés resulte fácil de ser segmentado, al representarse totalmente 
con pixeles de color blanco. 
 
Figura 6. Izquierda: imagen en tonos de gris. Derecha: imagen en unos y ceros. 
Fuente: Elaboración Propia. 
Realizada una operación de binarización, también es usual trabajar con pixeles blancos en la 
zona de interés. Por tal razón, es viable obtener el negativo de una imagen binarizada. Para 
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esto, es necesario realizar el complemento en la imagen de unos y ceros a partir de una 
substracción, tal como se muestra en la siguiente expresión matemática. 
                           𝐼𝑁𝐵𝐹𝐼ℎ𝑠𝑣1 = 1 −  𝐼𝐵𝐹𝐼ℎ𝑠𝑣1                                                   (09) 
En la figura 7 se muestra un ejemplo del resultado de la aplicación de una operación de 
negativo sobre una imagen binaria. Tal como se puede apreciar, en el lado izquierdo la imagen 
binaria presenta una gran zona de color oscura, y una pequeña de color blanco. Por lo cual, 
en la figura del lado derecho, la imagen resultante presenta lo contrario en cuanto a los tonos 
de blanco y negro. 
 
Figura 7. Izquierda: imagen de unos y ceros. Derecha: imagen negativa. 
Fuente: Elaboración Propia. 
2.7. Transformaciones morfológicas 
Las transformaciones morfológicas son un grupo de operadores que utilizan un elemento 
estructurante de referencia y representado por una matriz de unos y ceros, para llevar a cabo 
una dilatación, erosión, cerradura, apertura u otra forma de transformación en la imagen de 
interés. Generalmente se lleva a cabo sobre imágenes binarias, y en donde tal elemento 
estructurante debe realizar un recorrido de izquierda a derecha, y de arriba hacia abajo sobre 
la imagen a transformar. Además, el elemento estructurante, según el interés de 
transformación, puede tomar diversas formas. Por ejemplo, si la idea es dilatar los pixeles de 
forma vertical, el elemento estructurante deberá de estar conformado por una matriz que 
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represente una línea vertical formada de pixeles unos, y con un tamaño adecuado de filas y 
columnas.  
Transformación morfológica dilatación. Se define como una operación encargada de aumentar 
el número de pixeles blancos, en función al elemento estructurante utilizado. O como también, 
se interpreta como el valor máximo del entorno de vecindad definido por el elemento 
estructurante empleado. Por esta razón, tiene como propósito principal representar una 
transformación extensiva. Entonces, la expresión matemática que representa esta 
transformación es: 
             A⊕ B = { x | (?̂?)x  A ≠ ∅ }                   (10) 
Donde A y B representan a dos matrices. Por un lado, A es la matriz de la imagen a dilatar, y 
B es la matriz denominada elemento estructurante que servirá como referencia para 
transformar morfológicamente la matriz A. Además, la representación ?̂? corresponde a un 
operador de reflexión de la matriz B, el símbolo”” es una intersección entre dos matrices, y 
el símbolo “∅” representa al conjunto nulo o vacío. 
A continuación, en la figura 8, se muestra el resultado de aplicar la operación de 
transformación morfológica dilatación sobre una imagen binaria y utilizando el comando 
IMDILATE del Toolbox Image Processing. En dicha imagen se puede apreciar el incremento 
de los pixeles blancos, pero sin lograr cubrir completamente la zona oscura en el interior de 
la imagen objetivo, que se tomó como ejemplo. 
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Figura 8. Izquierda: imagen binaria. Derecha: imagen dilatada. 
Fuente: Elaboración Propia. 
Transformación morfológica erosión. Se define como una operación encargada de disminuir 
el número de pixeles blancos, en función al elemento estructurante utilizado. O como también, 
se interpreta como el valor mínimo del entorno de vecindad definido por el elemento 
estructurante empleado. Por esta razón, tiene como propósito principal representar una 
transformación anti-extensiva degradando la imagen. Entonces, la expresión matemática que 
representa esta transformación es: 
                     A  B = { x | Bx  A }         (11) 
Donde A y B representan a dos matrices. Por un lado, A es la matriz de la imagen a erosionar, 
y B es la matriz denominada elemento estructurante que servirá como referencia para 
transformar morfológicamente la matriz A. Además, el símbolo “” representa que la matriz B 
trasladada por “x” está contenida en la matriz A. 
En la figura 9, se muestra el resultado de aplicar la operación de transformación morfológica 
erosión sobre una imagen binaria y utilizando el comando IMERODE del Toolbox Image 
Processing. En dicho resultado se puede observar la disminución de los pixeles blancos y con 
ello un aumento de la zona oscura en el interior de la imagen objetivo, que se tomó como 
ejemplo. 
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Figura 9. Izquierda: imagen binaria. Derecha: imagen erosionada. 
Fuente: Elaboración Propia. 
Transformación morfológica cerradura. Se define como una operación que combina el uso del 
operador Dilatación seguido de la Erosión, pero utilizando siempre el mismo elemento 
estructurante. Este tipo de transformación tiene como principal propósito eliminar pequeños 
orificios, fusionar brechas y alargar pequeñas entradas. Entonces, la expresión matemática 
que representa esta transformación es: 
                     A  B = ( A ⊕  B )  B         (12) 
Donde A y B representan a dos matrices. Por un lado, A es la matriz de la imagen a aplicar la 
cerradura, y B es la matriz denominada elemento estructurante que servirá como referencia 
para transformar morfológicamente la matriz A. A continuación, en la figura 10, se muestra el 
resultado de aplicar la operación de transformación morfológica cerradura sobre una imagen 
binaria y utilizando el comando IMCLOSE del Toolbox Image Processing.  
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Figura 10. Izquierda: imagen binaria. Derecha: imagen cerradura. 
Fuente: Elaboración Propia. 
Transformación morfológica apertura. Se define como una operación que combina el uso del 
operador Erosión seguido de la Dilatación, pero utilizando siempre el mismo elemento 
estructurante. Este tipo de transformación tiene como principal propósito suavizar el contorno 
de objetos, eliminando protuberancias y abriendo canales. Entonces, la expresión matemática 
que representa esta transformación es: 
                            A  B = ( A   B ) ⊕ B        (13) 
Donde A y B representan a dos matrices. Por un lado, A es la matriz de la imagen a aplicar la 
apertura, y B es la matriz denominada elemento estructurante que servirá como referencia 
para transformar morfológicamente la matriz A. En la figura 11, se muestra el resultado de 
aplicar la operación de transformación morfológica apertura sobre una imagen binaria y 
utilizando el comando IMOPEN del Toolbox Image Processing. 
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Figura 11. Izquierda: imagen binaria. Derecha: imagen apertura. 
Fuente: Elaboración Propia. 
Filtrado Bottom-Hat. Se define como un tipo de filtrado para resaltar detalles oscuros sobre un 
fondo local blanco, cuando se aplica en imágenes de tonos de gris. Para el caso de imágenes 
binarias, este filtrado se obtiene a través de una diferencia realizada entre el resultado de una 
operación de cerradura con un elemento estructurante y la propia imagen binaria. Entonces, 
la expresión matemática que representa esta transformación es: 
                          C = ( A  B )  A         (14) 
Donde A y B representan a dos matrices. Por un lado, A es la matriz de la imagen a aplicar la 
apertura, y B es la matriz denominada elemento estructurante que servirá como referencia 
para transformar morfológicamente la matriz A. Y el símbolo “” representa a una operación 
de diferencia. A continuación, en la figura 12, se muestra el resultado de aplicar el filtrado 
Bottom-Hat sobre una imagen binaria y utilizando el comando IMBOTHAT del Toolbox Image 
Processing, y utilizando un elemento estructurante tal como en los casos anteriores. 
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Figura 12. Izquierda: imagen binaria. Derecha: imagen filtrada con Bottom-Hat. 
Fuente: Elaboración Propia. 
2.8. Sumas Verticales y Horizontales 
Otra de las herramientas básicas de procesamiento digital de imágenes, radica en las 
operaciones de sumas a través de sus filas (suma vertical) y a través de sus columnas (suma 
horizontal). Estas operaciones son realizadas siempre y cuando la imagen de interés se 
encuentre libre de ruido; es decir, no debe existir un pequeño conjunto de pixeles de color 
blanco o negro aislados. Pues, esto dificultaría el resultado de las operaciones de suma 
vertical y horizontal. 
Las expresiones matemáticas que simbolizan tales operaciones de suma vertical y horizontal, 
son representadas a continuación. Asimismo, se aclara que al realizar una operación de suma 
sobre una matriz de MxN pixeles, el resultado corresponde a un vector fila de 1xN cuando se 
haya realizado la operación de suma vertical; es decir, cuando se haya sumado todas las filas 
de cada una de las columnas por la cual está compuesta la imagen de interés. Y, el resultado 
corresponderá a un vector columna Mx1 cuando se haya realizado la operación de suma 
horizontal; es decir, cuando se haya sumado todas las columnas de cada una de las filas por 
la cual está compuesta la imagen de interés. 
                   𝑆𝑣𝑒𝑟𝑡(𝑖) = ∑ 𝐼( 𝑘 ,𝑖 )
𝑀
𝑘=1         (15) 
                    𝑆ℎ𝑜𝑟𝑖𝑧(𝑖) = ∑ 𝐼( 𝑖 ,𝑘 )
𝑁
𝑘=1                              (16) 
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Donde, I representa a una matriz que representa a una imagen sea en tono de gris o en 
formato binario y con resolución MxN pixeles. En las figuras 13 y 14 muestran los resultados 
visuales después de aplicar las ecuaciones (15) y (16) de suma vertical y suma horizontal 
sobre una imagen binarizada que fue tomada como ejemplo del dispositivo Token, de interés. 
 
Figura 13. Izquierda: imagen binaria original. Derecha: resultado de la suma vertical. 
Fuente: Elaboración Propia. 
 
Figura 14. Izquierda: imagen binaria original. Derecha: resultado de la suma horizontal. 
Fuente: Elaboración Propia. 
Por lo tanto, para realizar la operación de suma horizontal se tuvo que aplicar la operación de 
traspuesta sobre la matriz que representa a la imagen de interés. Pues, el uso de un comando 
denominado SUM del software Matlab, procede a sumar todas las columnas verticalmente, y 
al aplicar la traspuesta da correspondencia a representar la suma de las filas horizontales de 
la imagen de interés. Además, se afirma que los resultados de la suma vertical y horizontal 
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permiten conocer la silueta del objeto de interés, pero desde dos ángulos diferentes. Por lo 
cual es posible calcular el centroide de toda el área de la región representada de color blanco, 
así como también es viable determinar la limitación del objeto por izquierda y por derecha, y 
asimismo por arriba y por debajo. Esto permitió ajustar el objeto de interés en una imagen de 
menor resolución tal que facilite más adelante su reconocimiento. 
2.9. Cálculo del Centroide 
Para calcular el centroide, sobre la imagen de suma vertical u horizontal, se necesitó la 
implementación de las siguientes expresiones matemáticas: 
                                𝜎𝑣𝑒𝑟𝑡 =






                                (17) 
                                  𝜎ℎ𝑜𝑟𝑖𝑧 =






       (18) 
Donde: 
Imcol(i): representa a un vector conteniendo en orden creciente el número de 
columna de la imagen binaria representada con el nombre de variable 
“Imlleno”. 
Imfila(i): representa a un vector conteniendo en orden creciente el número de fila 
de la imagen binaria representada con el nombre de variable “Imlleno”. 
Svert(i): representa a un vector conteniendo la suma vertical de la imagen binaria 
representada con el nombre de variable “Imlleno”. 
Shoriz (i): representa a un vector conteniendo la suma horizontal de la imagen 
binaria representada con el nombre de variable “Imlleno”. 
𝜎𝑣𝑒𝑟𝑡 : centroide del vector Suma Vertical. 
𝜎ℎ𝑜𝑟𝑖𝑧 : centroide del vector Suma Horizontal. 
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2.10. Cálculo del número de Euler 
El cálculo del número de Euler en una imagen digital, se obtiene hacienda la diferencia entre 
el número de componentes conexas y el número de agujeros existentes [07]. Por lo cual, se 
conoce como componente conexa al conjunto de pixeles tal que, para cualquier par de pixeles 
del conjunto, existe un camino digital que los une. Luego, se conoce por agujero en una 
imagen digital binaria a la componente blanca que es adyacente a otra componente negra, 
que la rodea. Por lo tanto, si C es el número de componentes conexas y A es el número de 
agujeros, el número de Euler de una imagen digital binaria se define como: 
                           E = C  A         (19) 
Donde, el comando BWEULER del Toolbox Image Processing del software Matlab, se 
encarga de realizar la resta previamente determinando tanto el número de componentes 
conexas como el número de agujeros existentes. 
En la figura 15, se muestran dos imágenes binarias distintas y correspondientes a los 
caracteres numéricos 9 y 0, con sus respectivos Número de Euler representados en la parte 
superior. Estas imágenes fueron segmentadas manualmente de la imagen digitalizada del 
dispositivo Token de interés. 
En la figura 15, se aprecia el carácter numérico “9” presenta un solo componente conexo y un 
agujero. Por lo cual, la diferencia entre ellos da el valor de cero lo que corresponde al número 
de Euler de esta imagen. Por otro lado, para el carácter numérico “0” se observa la presencia 
de 2 componentes conexas y ningún agujero, dando origen a una diferencia igual a 2 que 
también corresponde como número de Euler a esta segunda imagen. El uso del número de 
Euler permitió diferenciar ciertos caracteres numéricos de otros, particularmente los 
correspondientes a Seis y Nueve, diferenciándolos así de los demás caracteres existentes al 
momento de realizar las capturas de imágenes en el dispositivo Token. 
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Figura 15. Izquierda: imagen binaria del número 9. Derecha: imagen binaria del número 0. 
Fuente: Elaboración Propia. 
2.11. Interface GUIDE 
Siendo el software Matlab una herramienta matemática de computación científica, 
adicionalmente cuenta con librerías personalizadas para distintas áreas de la ingeniería que 
son denominadas Toolbox, y como también cuenta con una interface gráfica denominada 
GUIDE (editor de interface gráfica de usuario). Esta interface gráfica permite al desarrollador 
crear una ventana de interacción para el usuario de tal forma que cuente con variedades de 
objetos, como son los botones, las cajas de texto, los menús, los gráficos, las casillas de 
checks, entre otros más. Paralelamente, en la ventana de edición permite realizar códigos o 
rutinas de programación utilizando comandos o librerías propias de cada Toolbox, ya sea 
presentando gráficos de funciones en 2 o 3 dimensiones, o imágenes en formatos de color o 
de gris que podrían permitir complementar los resultados y ofrecer una representación visual 
de cierta aplicación. De esta manera, en este informe de suficiencia profesional, se optó por 
utilizar la interface gráfica de usuario del Matlab para presentar un resultado numérico en el 
momento de lograr el reconocimiento de todos los caracteres del dispositivo de Token, y como 
también se representaría la imagen capturada en el formato de color. Para ello, se utilizó el 
manual propuesto por Barragán en [06]. 
   38 
 
 
Figura 16. GUIDE: Interface gráfica de usuario del Matlab. 
Fuente: Elaboración Propia. 
En la figura 16, se muestra la ventana de inicio para el GUIDE del Matlab, donde se aprecia 
las alternativas de plantillas que ofrece este software. Especialmente, para este informe de 
suficiencia, se eligió la opción Blank GUI por el hecho de ofrecer la facilidad de personalizar 
la interface gráfica para el usuario final. 
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CAPÍTULO III: 
DESARROLLO DE LA SOLUCIÓN 
En este capítulo se realiza el detalle de las técnicas de procesamiento digital de imágenes 
que fueron utilizadas en el reconocimiento de cada caracter del dispositivo Token. Entonces, 
se hace una explicación secuencial de las etapas desarrolladas comenzando con el diagrama 
de bloques general de la técnica planteada. 
3.1. Diagrama de bloques general 
El reconocimiento de cada carácter del dispositivo Token fue desarrollado utilizando un 
conjunto de etapas, comenzando de la adquisición y/o captura de imágenes con la WebCam, 
pasando por la etapa de procesamiento de imágenes donde se emplearon varios tipos de 
algoritmos entre ellos la binarización de la imagen, el filtrado por mediana y los operadores 
morfológicos de cerradura y erosión. Luego, se continuó con la etapa de segmentación de 
imágenes donde se desarrollaron más técnicas de procesamiento de imágenes como el 
cálculo del centroide, la operación de suma de filas, la manipulación del histograma por una 
potencia, la realización de producto de imágenes, filtrado y otros operadores morfológicos. Y, 
se finalizó con la etapa de extracción de características y reconocimiento de caracteres donde 
se empleó el número de Euler y la obtención de la amplitud máxima-mínima para extraer 
características determinísticas en cada uno de los caracteres segmentados. Finalmente, se 
realizó la comparación con intervalos establecidos para cada dígito entre el 0 y el 9. A 
continuación, se representa en la figura 17 el diagrama de bloques general señalando las 
principales etapas que fueron desarrolladas. 
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3.2. Etapa de adquisición y/o captura de imágenes 
La etapa de adquisición de imágenes consistió en capturar fotografías cada 62 segundos con 
una WebCam de resolución 4160x3120 pixeles. Tal captura fue realizada a 25 centímetros 
aproximadamente y se consideró dicho tiempo debido a que el dispositivo Token varía los 
números cada 60 segundos. Por lo cual, al capturar un total de 80 fotografías se tuvo que 
disponer de un tiempo aproximado de 1.38 horas para conseguir ese grupo de imágenes. 
Además, se comprobó que en ese conjunto de capturas se tuvo al menos treinta y nueve 
apariciones de cada dígito-caracter contenido en el dispositivo Token. 
 
Figura 17. Diagrama de bloques general. 
Fuente: Elaboración Propia. 
Para contar con una misma intensidad de luz, las capturas digitales de las 80 fotografías 
fueron realizadas en un recinto apropiado con dimensiones: 18x18x26 cm, utilizando una 
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perpendicular al dispositivo Token. Asimismo, para todas las capturas de imágenes se empleó 
un soporte que posicionó a la WebCam a aproximadamente 25 cm. de altura, sirviendo de 
columna para ubicar a la WebCam perpendicularmente al objetivo con la finalidad de 
conseguir capturas de imágenes a una misma resolución de pixeles, y con la menor cantidad 
de sombra posible. De esta manera, también se evitaron tomas fotográficas rotadas, 
desenfocadas y hasta movidas producto de una posible tembladera en la mano. A 
continuación, en la figura 18 se muestra una fotografía del procedimiento de captura de una 
de las imágenes, haciendo uso del soporte con la WebCam posicionada a 25 cm. del 
dispositivo Token de interés y conectada por puerto USB a una PC. 
 
 
Figura 18. Fotografía del proceso de captura de imágenes del dispositivo Token. 
Fuente: Elaboración Propia. 
En el software Matlab se conecta directamente con la WebCam, y para efectos del desarrollo 
del algoritmo de reconocimiento de patrones, se tuvo que almacenar el grupo de imágenes 
capturadas en una variable Im y a su vez en un archivo de extensión *.MAT, propio del Matlab. 
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Esto dio como resultado una variable tipo arreglo multidimensional con un tamaño igual a: 
4160x3120x3x80. A continuación, se muestra el código de programa desarrollado en Matlab, 
para realizar la digitalización de un grupo de 80 imágenes con una captura cada 62 segundos. 
>> camList = webcamlist; 
>> cam = webcam(1); 
>> preview(cam) 
>> set(cam, 'Resolution', '1920x1080'); 
>> for i = 1 : 80 
img = snapshot(cam); 
image(img); 
Im( : , : , : , i ) = img; 
pause(62) 
end 
>> save Im Im 
Además, las imágenes capturadas presentaron una ligera inclinación, debido a la posición del 
dispositivo Token frente a la WebCam, así como también la captura presentó zonas ajenas al 
análisis del reconocimiento de patrones. Por tal razón, como parte de la primera etapa se tuvo 
que aplicar el comando IMROTATE del Toolbox Image Processing del Matlab, para corregir 
tal desviación en 1 grado y en sentido antihorario. Y, para retirar las zonas de no interés, se 
recortó la imagen a un rango determinado de filas y columnas. A continuación, se muestra el 
código de Matlab empleado comenzando con la carga del contenido del archivo “Im.mat” que 
tiene el conjunto de las 80 capturas realizadas, para luego proceder a realizar ambas 
correcciones, tanto de rotación como de recorte. Luego, en la figura 19 se representa el 
resultado visual de tales correcciones. 
>> load Im 
>> Iorig = Im( : , : , : , 1 );  
>> Iorig1=imrotate( Iorig , 1); 
>> Isec = Iorig1( 1500:3500 , 100:3100 , : ); 
>> subplot(1,3,1) , image( Iorig ) 
>> subplot(1,3,2), image( Iorig1 ) 
>> subplot(1,3,3), image( Isec ) 
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Figura 19. Izquierda: imagen capturada originalmente. Centro: imagen recortada. Derecha: imagen 
con giro de 1 grado antihorario. 
Fuente: Elaboración Propia. 
Una vez realizadas las correcciones, se continuó con el cambio de modelo de color. Es decir, 
del modelo de color original RGB (rojo-verde-azul) que pertenece por defecto a las capturas 
realizadas a través de un dispositivo WebCam, se realizó la conversión al modelo de color 
HSV (matiz-saturación-valor) con ayuda del comando RGB2HSV, tal como se explicó en la 
sección 2.2. La realización de este cambio de modelo de color, permitió contar con un canal 
ideal de este nuevo modelo para facilitar la segmentación. Es decir, con la imagen en el 
modelo HSV también se presentaron 3 canales, de los cuales se descartaron el primero y el 
último, quedando el segundo que corresponde a la Saturación. 
>> figure(1) , 
>> subplot(1,2,1), image( Isec ) 
>> Ihsv = rgb2hsv( Isec ); 
>> Ihsv1 = uint8( Ihsv( : , : , 2 )*255 );  
>> colormap(gray(256)), subplot(1,2,2), image( Ihsv1 *255 ) 
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Figura 20. Izquierda: imagen recortada y girada. Derecha: imagen en gris de canal de saturación del 
modelo HSV. 
Fuente: Elaboración Propia. 
3.3. Etapa de procesamiento de imágenes 
El procesamiento de imágenes resultó una de las principales etapas que permitió preparar la 
imagen para aplicar los algoritmos de segmentación. Para ello, fue fundamental la aplicación 
de varias técnicas entre ellas el filtrado no lineal tipo Mediana con una ventana de tamaño 
11x11. La elección del tamaño de dicha ventana fue realizada con un procedimiento de ensayo 
y error, considerando que al aumentar el tamaño de la ventana el proceso de filtrado mejoraba, 
pero a la vez deterioraba los bordes haciéndolos más tenues. En cambio, al tomar una ventana 
de menor tamaño que la elegida, el proceso de filtrado no presentaba una disminución 
adecuada del ruido. Esto era posible constatar al momento de restar la imagen original con el 
resultado de la filtrada. Por tal razón, se determinó el tamaño de 11x11 para recorrer toda la 
imagen de arriba hacia abajo, y de izquierda hacia derecha. A continuación, se muestra el 
código de Matlab empleado y el resultado visual del mismo en la figura 21. 
>> colormap( gray(256) ) 
>> subplot(1,2,1),  
>> image( Ihsv1 ) 
>> Ihsv1 = medfilt2( Ihsv1 , [11 11 ]); 
>> subplot(1,2,2), 
>> image( Ihsv1 ) 
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Figura 21. Izquierda: imagen de canal de saturación. Derecha: imagen filtrada con filtro Mediana. 
Fuente: Elaboración Propia. 
Como se puede observar, la aplicación del filtrado por mediana reduce considerablemente el 
ruido posicionado sobre los caracteres del dispositivo Token. Luego, se continuó con el cálculo 
del umbral. Para ello, se estableció el uso del comando MULTITHRESH el cual utiliza la teoría 
del algoritmo de Otsu para determinar múltiples umbrales en una distribución de histograma 
de pixeles. Por lo cual, nuevamente con el procedimiento de ensayo y error, se optó por 
calcular tres umbrales y se tomó solamente el primero como límite para la operación de 
binarización. A continuación, se muestra tal procedimiento de código realizado en el Matlab. 
Para este caso particular, el umbral tomaría el valor de 18 y fue obtenido con el comando 
MULTITHRESH que a su vez utiliza el método de Otsu para determinar uno o más umbrales 
apropiados desde un histograma. 
>> a = multithresh( Ihsv1 , 3); 
>> umbral = a(1); 
>> Ibin = Ihsv1 >= umbral;   
>> subplot(1,2,1), image( Ihsv1 ) 
>> subplot(1,2,2), image( Ibin * 255 ) 
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Figura 22. Izquierda: imagen de canal de saturación. Derecha: imagen binarizada. 
Fuente: Elaboración Propia. 
Como se puede observar en la figura 22, el proceso de binarización ha facilitado la 
presentación de la imagen con un número elevado de pixeles blancos en el interior del 
dispositivo Token. Sin embargo, aún existen zonas que no han sido posibles ser convertidas 
a pixeles blancos, ello se debe a la poca iluminación que recibieron en esa zona en el 
momento de la captura. Por lo cual, se debe proceder a la aplicación de operadores o 
transformadores morfológicos con el interés de rellenar tales zonas oscuras. Entonces, se 
optó por utilizar la cerradura, el relleno de agujeros y la erosión con un elemento estructurante 
del tipo cuadrado con 17 filas y 17 columnas. La elección del tamaño y forma de este elemento 
estructurante fue con la finalidad de cubrir mayor zona de pixeles y de manera equidistante 
de arriba hacia abajo, y de izquierda a derecha. A continuación, se muestra el código 
empleado y el resultado visual de tal operación. 
>> h = ones(17); 
>> EE = strel('arbitrary',h); 
>> Imejo = imclose( Ibin , EE ); 
>> subplot(1,2,1), image( Imejo*255 )  
>> Illeno = imfill( Imejo,'holes'); 
>> Illeno1 = imerode( Illeno , EE ); 
>> subplot(1,2,2),image( Illeno1*255)  
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Figura 23. Izquierda: imagen binarizada. Derecha: imagen con transformadores morfológicos. 
Fuente: Elaboración Propia. 
De la figura 23, se observa que la aplicación de los operadores morfológicos permite rellenar 
los pixeles oscuros con pixeles blancos. Por lo cual, la imagen se encuentra lista para proceder 
con la segmentación. Sin embargo, también debe determinarse un valor de centroide que 
permitirá guiar el proceso de segmentación. Es decir, conociendo el centroide, es posible 
elegir la zona donde se encuentran los seis dígitos-carácter a ser reconocidos. Entonces, para 
el cálculo del centroide primero se realizó una operación de suma vertical sobre la imagen 
rellena de pixeles blancos. Luego, se multiplicó elemento a elemento el vector de suma vertical 
con un vector de posición (número de columnas), y se dividió con el vector de suma vertical. 
A este resultado, se le sumó la constante 50 como corrección de error debido a los contornos 
que fueron hallados a causa de las sombras generadas durante la captura inicial de la imagen. 
De la misma manera, se procedió a realizar una suma de columnas, para ello se aplicó el 
operador traspuesta sobre la imagen binaria, y luego se aplicó el comando SUM. 
>> sumaIlleno1 = sum( Illeno1 ); 
>> subplot(1,2,1), stem( sumaIlleno1 ) 
>> centroHOR = round( sum(( sumaIlleno1 .* [1:length( sumaIlleno1 )] )) / … 
( sum( sumaIlleno1 ) ) ) + 50; 
>> sumaVER = sum( Illeno1'); 
>> subplot(1,2,2), stem( sumaVER ) 
>> [a, masAlto ] = max( sumaVER  ); 
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Figura 24. Izquierda: gráfico de suma Vertical. Derecha: gráfico de suma Horizontal. 
Fuente: Elaboración Propia. 
Más adelante, estas dos variables determinadas: centroHOR y masAlto, serán utilizadas para 
segmentar la zona de interés en el dispositivo Token.  
3.4. Etapa de segmentación 
La etapa de segmentación consistió en separar la zona de interés de toda la imagen 
capturada. Para este trabajo, la zona de interés representa aquella donde se sitúan los seis 
dígitos carácter que deben ser reconocidos por el algoritmo o técnica de reconocimiento 
planteada. Para ello primero se procedió a realizar una multiplicación, entre la imagen binaria 
rellena totalmente de pixeles blancos con la imagen original recortada y girada. Luego, se 
utilizaron las variables centroHOR y masAlto, que fueron obtenidas en la sección anterior, 
para delimitar la zona de interés procediendo al recorte de filas. Para ello, se analizó en la 
imagen resultante y se optó por utilizar también una constante igual a 500 que permitió asignar 
un margen de filas para extraer tal zona de interés. Posteriormente, se realizó la conversión a 
tonos de gris de la zona seccionada, por el hecho de no existir interés en procesar imágenes 
a color. Finalmente, se continuó con un filtrado del tipo mediana con una ventana de 11x11 
tal como se empleó en la sección 2.4, y se aplicó una transformación del histograma al elevar 
cada valor de pixel normalizado a una potencia de 3. Todo este proceso es mostrado con el 
siguiente código de Matlab. Asimismo, el resultado visual se representa en la figura 25. 
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>> C1 = uint8( cat( 3,  Illeno1 , Illeno1 , Illeno1 ) ); 
>> IcolorR = Isec .* C1; 
>> subplot(2,2,1), image( IcolorR ) 
>> C1 = IcolorR( : , centroHOR:centroHOR+500 , : ); 
>> C2 = rgb2gray( C1  ); 
>> subplot(2,2,2), image( C1 ) 
>> C3 = medfilt2(C2,[11 11]); 
>> subplot(2,2,3), image( C2 ) 
>> C4 = uint8( power( double(C3)/255 , 3 ) * 255 ); 
>> subplot(2,2,4), image( C4 ) 
 
Figura 25. Arriba-Izquierda: imagen de color segmentada. Arriba-Derecha: zona de interés a color y 
segmentada. Abajo-Izquierda: en tonos de gris. Abajo-Derecha: con manipulación del histograma. 
Fuente: Elaboración Propia. 
Luego, una vez realizada la segmentación del rectángulo donde se encuentran los seis dígitos, 
se procedió a ejecutar la segmentación de cada uno de los dígitos. Para ello y como primera 
acción, y tal como se señaló en la sección 2.2, se utilizó un tipo de filtrado para resaltar los 
detalles oscuros sobre un fondo local de color blanco y haciendo uso del mismo elemento 
estructurante conformado por una matriz cuadrada con 17 filas y 17 columnas, esto 
corresponde al filtro BotHat que en el Toolbox Image Processing del Matlab se realiza con el 
comando IMBOTHAT. De esta manera, se logró acentuar más aun cada uno de los dígitos 
del dispositivo Token por representar un color con tendencia a oscuro. Como segunda acción, 
se realizó la manipulación del histograma elevando cada pixel normalizado a la potencia de 
0.25, con la finalidad de aclarar los pixeles representados en tonos de gris oscuros.  
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Este valor de 0.25 fue obtenido con acciones de ensayo y error, evitando todo el tiempo de 
deteriorar la imagen.  
Como tercera acción, se trazó el histograma del resultado anterior y se determinaron tres 
umbrales utilizando el comando MULTITHRESH del Matlab, y tomando como referencia el 
tercero para poder convertir la imagen a 1’s y 0’s y facilitar así la segmentación final. Después 
de obtenerse la imagen binaria, se realizó una suma horizontal de pixeles para determinar el 
límite máximo y facilitar la segmentación de cada dígito. Para esto, se utilizó la variable “b1” 
donde se almacenó el índice o ubicación del valor más alto encontrado en dicha suma. 
Además, con este valor hallado y la variable “masAlto” que fue anteriormente determinado en 
la sección 3.3, se calculó la variable “limiteSUP” a partir de una suma directa. Y, de la misma 
suma horizontal con ayuda de la variable “masAlto” se determinó el límite inferior a partir de 
la ubicación del valor más alto. Este último valor se almacenó en la variable “limiteINF”. Luego, 
con los límites superior e inferior, se seccionó la imagen binaria y se obtuvo como resultado 
los seis dígitos del dispositivo Token. En la figura 26, se muestra el código de Matlab empleado 
y la visualización de los resultados 
>> h = ones(21); 
>> EE = strel('arbitrary',h); 
>> C5 = imbothat( C4 , EE ); 
>> subplot(1,3,1), image( C5 ) 
 
>> C6 = uint8( power( double(C5)/255 , 1/4 ) * 255 ); 
>> a = multithresh(C6,3); 
>> umbral = a(3); 
>> C7 = C6>=umbral; 
>> subplot(1,3,2), image( C7*255 ) 
 
>> C8 = sum(C7'); 
>> [a,b1] = max( C8(masAlto:end) ); 
>> limiteSUP = b1 + masAlto; 
>> [a , limiteINF] = max( C8(1:masAlto) ); 
>> C9 = C7( limiteINF+10 : limiteSUP -10 , : ); 
>> subplot(1,3,3), image( C9*255 ) 
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Figura 26. Izquierda: imagen resultante de la manipulación del histograma. Centro: imagen 
binarizada. Derecha: imagen segmentada. 
Fuente: Elaboración Propia. 
Para terminar la etapa de segmentación, se volvió a utilizar las transformaciones morfológicas 
y esta vez con los operadores de erosión y apertura con un elemento estructurante del tipo 
cuadrado con 5 filas y 5 columnas. Nuevamente, esta elección fue realizada después de hacer 
varias pruebas de ensayo y error. Como acción siguiente, se realizó una suma vertical de 
pixeles en la imagen (variable denotada por C10) resultante de la aplicación de los dos 
operadores morfológicos, para luego realizar una búsqueda de pixeles iguales a 0 en la 
variable “SumaV”. Esto permitió determinar la ubicación de los índices que delimitaban a cada 
uno de los dígitos binarizados, tal como se observa en la rutina FOR que fue implementada. 
Finalmente, con la obtención de los índices, se procedió a seccionar la variable C10 asignando 
cada sub parte a nuevas variables: N1, N2, N3, N4, N5 y N6, las cuales representaron cada 
uno de los dígitos completamente segmentados. A continuación, se muestra el código de 
Matlab empleado y la visualización de los resultados en la figura 27. 
>> h2 = ones(5); 
>> EE = strel('arbitrary', h2 ); 
>> C10 = imerode( C9, EE ); 
>> C10 = imopen( C10, EE ); 
>> SumaV = sum(C10);  
>> j = 2;  
>> a = 1; 
>> [c,b] = find( SumaV == 0); 
>> indice(1) = b(1)+ 1; 
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>> for i = 1:length(b)-1 
if b(i+1) - b(i) >= 2     
        indice(j) = b(i +1)+10; 
        j = j + 1; 
end 
end 
>> N1 =   C10( : , indice(1):indice(2)) ; 
>> N2 =   C10( : , indice(2):indice(3)) ; 
>> N3 =   C10( : , indice(3):indice(4)) ; 
>> N4 =   C10( : , indice(4):indice(5)) ; 
>> N5 =   C10( : , indice(5):indice(6)) ;  
>> N6 =   C10( : , indice(6):indice(7)) ; 
>> subplot(2,3,1), image( N1 * 255 ) 
>> subplot(2,3,2), image( N2 * 255 ) 
>> subplot(2,3,3), image( N3 * 255 ) 
>> subplot(2,3,4), image( N4 * 255 ) 
>> subplot(2,3,5), image( N5 * 255 ) 
>> subplot(2,3,6), image( N6 * 255 ) 
 
Figura 27. Dígitos segmentados de la imagen capturada del dispositivo Token. 
Fuente: Elaboración Propia. 
3.5. Etapa de extracción de características y reconocimiento de caracteres 
Esta penúltima etapa de extracción de características y reconocimiento de caracteres se 
realizó utilizando el cálculo del número de Euler, tal como fue explicado en la sección 2.10, y 
con la determinación de los picos máximos sobre los nuevos vectores suma vertical y suma 
horizontal de las subdivisiones de las imágenes binarias de los caracteres segmentados. 
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De esta manera, se procedió en primer lugar, a realizar las lecturas visuales de las 80 
imágenes capturadas del dispositivo Token, y se estableció una tabla con el número de 
apariciones por cada uno de los caracteres y la probabilidad de aparición, lo cual es mostrado 







1 63 0.1313 
2 39 0.0813 
3 53 0.1104 
4 41 0.0854 
5 40 0.0833 
6 44 0.0917 
7 49 0.1021 
8 51 0.1063 
9 48 0.1000 
0 52 0.1083 
TOTAL 480 1.0000 
Tabla 1. Lista de caracteres numéricos y su probabilidad de aparición en las capturas 
fotográficas del dispositivo Token. 
Fuente: Elaboración Propia. 
Tal como se puede apreciar de la tabla anterior, para el total de 80 imágenes capturadas, la 
probabilidad de aparición de los caracteres numéricos fue mayor para el número 1, y menor 
para el número 2. 
Entonces, a partir de las seis imágenes de caracteres numéricos segmentados y 
representados como imágenes binarias, se procedió a realizar la suma total de los pixeles 
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blancos para verificar una correspondencia respecto a un intervalo fijo. Ver el siguiente código 
de programación en Matlab. 
>> sN1 =   sum(sum( N1 )); 
>> sN2 =   sum(sum( N2 )); 
>> sN3 =   sum(sum( N3 )); 
>> sN4 =   sum(sum( N4 )); 
>> sN5 =   sum(sum( N5 )); 
>> sN6 =   sum(sum( N6 )); 
>> if sN1 >= intervINF & sN1 <= intervSUP 
NUM = 0 
end 
Previamente, se tuvo que realizar pruebas de cálculo para establecer tales intervalos fijos en 
donde se hallarían cada uno de los resultados de las sumas totales de cada imagen de 
caracter numérico segmentado. Para realizar el establecimiento de los intervalos fijos, se tomó 
el 75% de todas las imágenes segmentadas de cada uno de los caracteres numéricos. Es 
decir, según la tabla anterior el carácter numérico “0” apareció un total de 52 veces, lo que 
significó el uso de 39 imágenes de caracteres numéricos iguales a “0” para determinar los 
intervalos fijos. Y, dejando para la etapa de prueba el 25% restante, es decir 13 imágenes de 
caracteres numéricos iguales a “0”. 
Entonces, teniendo en cuenta la suma total de pixeles en cada uno de los subgrupos de las 
10 imágenes de caracteres numéricos, se establecieron 10 intervalos fijos de tal forma que 
encerraron los resultados obtenidos en cada una de las sumatorias. Esto puede observarse 
en la tabla 2, donde a su vez se muestra que para los caracteres numéricos “1” y”7”, la suma 
total de pixeles es reducido por la misma apariencia que presentan; además para el caso del 
“7” la suma es mayor con respecto al obtenido en el caso del “1”. Esto indica que le 
corresponde un intervalo mayor. Por otro lado, para el caso del “8” la suma total de pixeles es 
mayor que en todos los otros casos, por tal razón se le asignó un intervalo fijo mayor. De igual 
manera ocurrió para el caso del “0”, la suma total de pixeles es el segundo mayor que en 
todos los otros casos, por tal razón también se le asignó un intervalo fijo. Y, para el caso del 
“4”, la suma total de pixeles se estableció como el tercer menor y por ello recibió un intervalo 
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fijo asignado. Por otro lado, para los casos de los caracteres no nombrados hasta el momento, 
se observa que en algunas situaciones presentaron intervalos con intersección, por la propia 





1 [40 , 67] 
2 [125 , 155] 
3 [125 , 155] 
4 [120 , 125] 
5 [125 , 155] 
6 [180 , 225] 
7 [68 , 98] 
8 [226 , 250] 
9 [180 , 225] 
0 [156 , 180]  
Tabla 2. Intervalos fijos para los 10 caracteres numéricos. 
Fuente: Elaboración Propia. 
Por la razón anteriormente señalada, se procedió a determinar el número de Euler para poder 
diferenciar algunos caracteres numéricos. Fue así, que se utilizó el número de Euler para el 
caso exclusivo del “6” y el “9”. Entonces, según el concepto señalado en la sección 2.10, el 
número de Euler se aplicó a través del comando BWEULER sobre la mitad superior de las 
imágenes binarias segmentadas de estos dos caracteres numéricos, siempre y cuando se 
encuentren a su vez en el intervalo designado para ellos, según la tabla 2. Es así, que se 
utilizó el siguiente código de programa en Matlab para cada uno de los seis casos. 
>> N = N1; %N2, N3, N4, N5, N6 
>> a1=sum(N'); 
>> [a,b] = find( a1>=1); 
>> pos1 = b(1); 
>> [a,b] = find( fliplr(a1)>=1); 
>> pos2 = length(a1)-b(1)+1; 
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>> NNa=N(1:round((pos1+pos2)/2),:); 
>> e1 = bweuler(NNa);   
Tal como se observa el código descrito líneas arriba, en primer lugar, se realiza la suma 
horizontal sobre la imagen binaria segmentada del primer carácter numérico extraído de la 
imagen del dispositivo de Token. Luego, en el vector de suma horizontal, se localiza la 
ubicación del primer elemento mayor e igual a 1, el cual determina la primera fila de pixeles 
blancos en la imagen binaria segmentada. De igual forma, se procede a localizar la ubicación 
del último elemento mayor e igual a 1 en el vector de suma horizontal. Para esto, se aplica 
una rotación izquierda-derecha sobre dicho vector de suma horizontal utilizando el comando 
FLIPLR. Obtenidos ambos límites, se les asigna a las variables denominadas como “pos1” y 
“pos2” que sirven para determinar el centro de ambos a partir de una operación de media. 
Entonces, se procede a delimitar la mitad de la imagen binaria segmentada para el intervalo 
comprendido entre la primera fila y la semi suma redondeada de las variables “pos1” y “pos2”, 
para finalmente aplicar el comando BWEULER y determinar el número de Euler en la mitad 
superior de la imagen binaria segmentada. 
Si bien es cierto que este procedimiento se halló para las 6 imágenes binarias correspondiente 
a los caracteres segmentados, solamente se utilizaron dos resultados del número de Euler 
siempre y cuando se cumpla a su vez la suma total de pixeles dentro del intervalo 
correspondiente al “6” y al “9”. Es decir, si la variable “S” contiene el resultado de la suma total 
de pixeles de cada una de las 6 imágenes binarias segmentadas, entonces se verificó en 
primer lugar si dicha suma se encuentra en el intervalo correspondiente a estos dos casos: 
“6” y “9”, conociendo a primera instancia que en el caso del “6” el número de Euler fue igual a 
1 por manifestar en la mitad superior una componente conexa y ningún agujero. Esto quiere 
decir, una resta de 1 y 0 da como respuesta 1. Y, para el caso del “9”, el número de Euler fue 
igual a 0 por manifestar en la mitad superior una componente conexa y un agujero. Esto quiere 
decir, una resta de 1 y 1 da como respuesta 0.  
>> for I = 1: 6 
if S(i) > 180 & S(i) <= 225 
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        if i==1 & e1==0, NUM(i) = 9; end 
        if i==2 & e2==0, NUM(i) = 9; end 
        if i==3 & e3==0, NUM(i) = 9; end 
        if i==4 & e4==0, NUM(i) = 9; end 
        if i==5 & e5==0, NUM(i) = 9; end 
        if i==6 & e6==0, NUM(i) = 9; end 
        if i==1 & e1==1, NUM(i) = 6; end 
        if i==2 & e2==1, NUM(i) = 6; end 
        if i==3 & e3==1, NUM(i) = 6; end 
        if i==4 & e4==1, NUM(i) = 6; end 
        if i==5 & e5==1, NUM(i) = 6; end 









1 [40 , 67] --- 
2 [125 , 155] --- 
3 [125 , 155] --- 
4 [120 , 125] --- 
5 [125 , 155] --- 
6 [180 , 225] 1 
7 [68 , 98] --- 
8 [226 , 250] --- 
9 [180 , 225] 0 
0 [156 , 180]  --- 
Tabla 3. Intervalos fijos para los 10 caracteres numéricos y número de Euler para el “6 y “9”. 
Fuente: Elaboración Propia. 
No obstante, se observa en la tabla 3 que los intervalos fijos designados para los dígitos “2”, 
“3” y “5”, son los mismos. Por ello, fue necesario aplicar un nuevo artificio de reconocimiento 
entre estos tres caracteres numéricos. Entonces, basado en la forma particular de ellos se 
procedió a delimitar la imagen binaria segmentada de izquierda a derecha, y de derecha a 
izquierda, tal como se realizó en el cálculo del número de Euler. Este proceso fue realizado 
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para cada una de las 6 imágenes de caracteres numéricos. A continuación, se muestra el 
código de Matlab empleado. 
>> %% PRIMERA PARTE 
>> N = N1; % N2, N3, N4, N5, N6 
>> a1=sum(N'); 
>> [ a , b ] = find( a1 >= 1); 
>> pos1=b(1); 
>> [ a , b ] = find( fliplr(a1) >= 1); 
>> pos2 = length(a1) - b(1)+1; 
>> NNb = N( round((pos1+pos2)/2)+1 : end , : ); 
 
>> %% SEGUNDA PARTE 
>> d1 = sum(NNa);  
>> [ l1 , ubiSup1 ] = max(d1); 
>> d2 = sum(NNb);  
>> [ l1 , ubiSup2 ] = max(d2); 
 
>> %% TERCERA PARTE 
>> a1=sum(N); 
>> [ a , b ] = find( a1 >= 1); 
>> pos1=b(1); 
>> [ a , b ] = find( fliplr(a1) >= 1); 
>> pos2 = length(a1)-b(1)+1;  
>> y =pos1 + round( (pos2-pos1)/2 ); 
 
>> %% CUARTA PARTE 
>> if ubiSup1 >= y & ubiSup2 >= y, ubi5 = 3 ;  end 
>> if ubiSup1 >= y & ubiSup2 <= y, ubi5 = 2 ;  end 
>> if ubiSup1 <= y & ubiSup2 >= y, ubi5 = 5 ;  end 
Según el código de programa mostrado líneas arriba, en primer lugar, se realizó la suma 
horizontal en la imagen binaria segmentada de cada carácter numérico y se determinaron las 
ubicaciones de la primera fila (variable “pos1”) y última fila (variable “pos2”), para luego 
subdividir tal imagen en dos nuevas. Una correspondiente a la mitad superior, y la otra a la 
mitad inferior (variables “NNa” y “NNb”, respectivamente). Obtenida la subdivisión, se continuó 
con la segunda parte que corresponde a la obtención de la suma vertical sobre cada una de 
las subdivisiones. Con ello se obtuvo un vector del cual se determinó la ubicación del pico 
más representativo, nuevamente para cada subdivisión (variables “ubiSup1” y “ubiSup2”). 
Luego, como tercera parte, se procedió a realizar una nueva suma vertical sobre toda la 
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imagen binaria segmentada, con la finalidad de determinar la primera y última columna con 
pixeles de color blanco. Este procedimiento es similar al realizado cuando se obtuvo el número 
de Euler. Por lo cual, este proceso permitió calcular el punto medio de las columnas efectivas 
es decir aquellas columnas que delimitan la ubicación del carácter numérico. Tal punto medio 
permitió más adelante hacer la comparación de ubicación de los picos encontrados en un 
paso anterior. 
Y, como cuarta parte, se procedió a realizar una comparación de las ubicaciones de los picos 
más altos tomando en cuenta el siguiente concepto. Si las ubicaciones tanto del primer y 
segundo pico se encuentran a la derecha del punto medio de las columnas efectivas, el 
carácter numérico corresponde al número 3 (variables “ubi1=3”, “ubi2=3”, “ubi3=3”, “ubi4=3”, 
“ubi5=3” y “ubi6=3”). Pero, si la ubicación del primer pico se encuentra a la derecha del punto 
medio de las columnas efectivas, y el segundo pico se encuentra a su izquierda, el carácter 
numérico corresponde al número 2 (variables “ubi1=2”, “ubi2=2”, “ubi3=2”, “ubi4=2”, “ubi5=2” 
y “ubi6=2”). Y, por otro lado, si la ubicación del primer pico se encuentra a la izquierda de las 
columnas efectivas, y el segundo pico se encuentra a su derecha, el carácter numérico 
corresponde al número 5 (variables “ubi1=5”, “ubi2=5”, “ubi3=5”, “ubi4=5”, “ubi5=5” y 
“ubi6=5”). A continuación, se muestra el código de programación empleado para designar a 
la variable final NUM, el correspondiente dígito reconocido. Para ello, como verificación inicial, 
debe de comprobarse a través de un condicional, la ubicación de la suma total de pixeles 
contenida en la variable “S” en el intervalo correspondiente y comprendido de 125 a 155. Esto 
solamente se cumple para el reconocimiento de los dígitos 2, 3 y 5. 
>> for I = 1: 6 
if S(i) > 125 & S(i) <= 155 
        if i==1 , NUM(i) = ubi1; end 
        if i==2 , NUM(i) = ubi2; end 
        if i==3 , NUM(i) = ubi3; end 
        if i==4 , NUM(i) = ubi4; end 
        if i==5 , NUM(i) = ubi5; end 
        if i==6 , NUM(i) = ubi6; end         
end 
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end 
Seguidamente, en la tabla 4 se muestran los condicionales de picos máximos para los dígitos 
2, 3 y 5. 
Finalmente, se muestra el código de programación en Matlab que se utilizó para realizar el 
reconocimiento de los 6 dígitos tomando en consideración los intervalos fijos, el número de 









1 [40 , 67] --- --- 
2 [125 , 155] --- [ >=  ,  <= ] 
3 [125 , 155] --- [ >=  ,  >= ] 
4 [120 , 125] --- --- 
5 [125 , 155] --- [ <=  ,  >= ] 
6 [180 , 225] 1 --- 
7 [68 , 98] --- --- 
8 [226 , 250] --- --- 
9 [180 , 225] 0 --- 
0 [156 , 180]  --- --- 
Tabla 4. Intervalos fijos para los 10 caracteres numéricos, número de Euler para el “6 y “9”, ubicación 
de picos máximos para el “2”, “3” y “5”. 
Fuente: Elaboración Propia. 
>> for i=1:6 
if S(i)>=40 & S(i)<=67 
        NUM(i) = 1; 
elseif S(i)>125 & S(i)<=155 
        if i==1 , NUM(i) = ubi1; end 
        if i==2 , NUM(i) = ubi2; end 
        if i==3 , NUM(i) = ubi3; end 
        if i==4 , NUM(i) = ubi4; end 
        if i==5 , NUM(i) = ubi5; end 
        if i==6 , NUM(i) = ubi6; end         
elseif S(i)>=120 & S(i)<=125 %132 
        NUM(i) = 4;         
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elseif S(i)>180 & S(i)<=225 
        if i==1 & e1==0, NUM(i) = 9; end 
        if i==2 & e2==0, NUM(i) = 9; end 
        if i==3 & e3==0, NUM(i) = 9; end 
        if i==4 & e4==0, NUM(i) = 9; end 
        if i==5 & e5==0, NUM(i) = 9; end 
        if i==6 & e6==0, NUM(i) = 9; end 
        if i==1 & e1==1, NUM(i) = 6; end 
        if i==2 & e2==1, NUM(i) = 6; end 
        if i==3 & e3==1, NUM(i) = 6; end 
        if i==4 & e4==1, NUM(i) = 6; end 
        if i==5 & e5==1, NUM(i) = 6; end 
        if i==6 & e6==1, NUM(i) = 6; end                     
elseif S(i)>=68 & S(i)<=98 
        NUM(i) = 7; 
elseif S(i)>=226 & S(i)<=250 
        NUM(i) = 8;     
elseif S(i)>=156 & S(i)<=180 
        NUM(i) = 0; 
end 
end 
Y, tal como se aprecia, la variable “NUM” representa a un vector fila con 6 columnas, donde 
cada elemento corresponde al carácter numérico reconocido. 
En la figura 27 se muestra una captura de pantalla mostrando en la ventana de comandos del 
software Matlab, el contenido de la variable “NUM” representando los 6 dígitos numéricos 
correspondientes a la imagen binaria segmentada. 
3.6. Etapa de reproducción sonora 
Esta etapa es la última y corresponde a la reproducción sonora. Es decir, aquella que permite 
la reproducción consecutiva de cada uno de los caracteres numéricos identificados por las 
etapas anteriores. Para esto, se realizó una grabación en 10 archivos de audio la reproducción 
de la voz nombrando cada uno de los 10 caracteres numéricos en formato WAV, con una 
frecuencia de muestreo de 8 KHz, 8 bits por muestra y en un solo canal. Estas grabaciones 
tuvieron en promedio una duración de 0.6 segundos, y fueron recortados de tal manera que 
permitan ser reproducidos con un silencio equivalente a 0.05 segundos antes y después del 
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sonido. La línea de código empleada en Matlab para la reproducción de cada uno de los 
archivos WAV, se muestra a continuación.  
 
Figura 28. Captura de pantalla de la ventana de comandos del Matlab, mostrando el resultado 
numérico en la variable NUM así como representando la imagen binaria segmentada. 
Fuente: Elaboración Propia. 
>> Fs = 8000; 
>> num0 = wavread('cero.wav'); 
>> num1 = wavread('uno.wav'); 
>> num2 = wavread('dos.wav'); 
>> num3 = wavread('tres.wav'); 
>> num4 = wavread('cuatro.wav'); 
>> num5 = wavread('cinco.wav'); 
>> num6 = wavread('seis.wav'); 
>> num7 = wavread('siete.wav'); 
>> num8 = wavread('ocho.wav'); 
>> num9 = wavread('nueve.wav'); 
>> for i=1:6 
if NUM(i) == 0 
sound( num0 , Fs ) 
elseif NUM(i) == 1 
sound( num1 , Fs ) 
elseif NUM(i) == 2 
sound( num2 , Fs ) 
elseif NUM(i) == 3 
 sound( num3 , Fs ) 
elseif NUM(i) == 4 
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 sound( num4 , Fs ) 
elseif NUM(i) == 5 
 sound( num5 , Fs ) 
elseif NUM(i) == 6 
 sound( num6 , Fs ) 
elseif NUM(i) == 7 
 sound( num7 , Fs ) 
elseif NUM(i) == 8 
 sound( num8 , Fs ) 
elseif NUM(i) == 9 
 sound( num9 , Fs ) 
end 
end 
3.7. Desarrollo de la interface gráfica 
Las cuatro etapas desarrolladas fueron implementadas, de manera secuencial, en una 
aplicación del GUIDE del Matlab. Para esto, fue necesario insertar dos objetos tipos botones. 
Uno para iniciar la captura de la imagen en tiempo real, y el segundo para realizar el 
procesamiento completo sobre la imagen capturada. Asimismo, se utilizaron dos objetos tipos 
opciones para elegir si el reconocimiento se realiza haciendo uso de un audio con archivos 
WAV previamente grabados, o sin audio. Adicionalmente, se utilizó un objeto para representar 
la imagen capturada en tiempo real, un objeto más del tipo etiqueta para mostrar la resolución 
de la imagen capturada, y una última etiqueta para mostrar el resultado final del 
reconocimiento de los caracteres. Entonces, el código de Matlab utilizado en la etapa de 
adquisición y captura de imágenes se insertó el primer botón CAPTURAR IMAGEN. Mientras 
que el código de programa que realiza las etapas de procesamiento, segmentación, extracción 
de características y reconocimiento de caracteres, se insertó el segundo botón denominado 
como PROCESAR IMAGEN. A continuación, la figura 29 muestra una captura de pantalla de 
la interface gráfica desarrollada en el GUIDE del Matlab. Asimismo, en las figuras 29 y 30 se 
observan dos capturas de pantallas adicionales mostrando el código de programación 
empleado para los eventos de “capturar imagen” y “procesar imagen”, respectivamente. Estos 
eventos corresponden a la acción resultante después de presionar los respectivos botones 
que llevan como etiquetas tales nombres. 
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Figura 29. Arriba-Izquierda: imagen de color segmentada. Arriba-Derecha: zona de interés a color y 
segmentada. Abajo-Izquierda: en tonos de gris. Abajo-Derecha: con manipulación del histograma. 
Fuente: Elaboración Propia. 
 
Figura 30. Captura de pantalla conteniendo parte del código de programación para el evento 
CAPTURAR IMAGEN. 
Fuente: Elaboración Propia. 
   65 
 
 
Figura 31. Captura de pantalla conteniendo parte del código de programación para el evento 
PROCESAR IMAGEN. 
Fuente: Elaboración Propia. 




Este capítulo muestra los resultados alcanzados en cuanto al reconocimiento de cada uno de 
los 6 caracteres numéricos, en un subgrupo de cuatro imágenes capturadas que fueron 
seleccionadas aleatoriamente del grupo total de las 80 imágenes utilizadas. Adicionalmente, 
se muestra una tabla de comparación entre lo reconocido por la técnica algorítmica de 
procesamiento de imágenes desarrollada, y la visualización directa. Asimismo, se representa 
el grado de error alcanzado. 
4.1. Primera imagen procesada 
La primera imagen procesada del grupo total de imágenes capturadas se representa en la 
figura 32. Además, en la figura 33 se muestra una representación de las 6 imágenes binarias 
que corresponden al resultado de la operación de segmentación de los caracteres numéricos, 
de la cual se aprecia que los 6 caracteres numéricos fueron segmentados positivamente lo 
que facilita la identificación de cada uno de ellos. Y, en la figura 34 se presenta una captura 
de pantalla de la interface de usuario desarrollada en el GUIDE del Matlab, mostrando la 
imagen capturada y en la parte inferior, el correspondiente reconocimiento de cada uno de los 
dígitos del dispositivo de Token. 
4.2. Segunda imagen procesada 
La segunda imagen procesada del grupo total de imágenes capturadas se representa en la 
figura 35. Además, en la figura 36 se muestra una representación de las 6 imágenes binarias 
que corresponden al resultado de la operación de segmentación de los caracteres numéricos, 
de la cual se aprecia que los 6 caracteres numéricos fueron segmentados positivamente lo 
que facilita la identificación de cada uno de ellos. Y, en la figura 37 se presenta una captura 
de pantalla de la interface de usuario desarrollada en el GUIDE del Matlab, mostrando la 
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imagen capturada y en la parte inferior, el correspondiente reconocimiento de cada uno de los 
dígitos del dispositivo de Token. 
 
Figura 32. Primera imagen procesada con la técnica desarrollada. 
Fuente: Elaboración Propia. 
 
Figura 33. Grupo de 6 imágenes binarias segmentadas y correspondientes a la primera imagen 
procesada. 
Fuente: Elaboración Propia. 
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Figura 34. Captura de pantalla de la interface GUIDE desarrollada en el Matlab, presentando el 
reconocimiento de los caracteres numéricos de la primera imagen procesada. 
Fuente: Elaboración Propia. 
 
Figura 35. Segunda imagen procesada con la técnica desarrollada. 
Fuente: Elaboración Propia. 
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Figura 36. Grupo de 6 imágenes binarias segmentadas y correspondientes a la segunda imagen 
procesada. 
Fuente: Elaboración Propia. 
 
Figura 37. Captura de pantalla de la interface GUIDE desarrollada en Matlab para la segunda imagen 
procesada. 
Fuente: Elaboración Propia. 
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4.3. Tercera imagen procesada 
La tercera imagen procesada del grupo total de imágenes capturadas se representa en la 
figura 38. Además, en la figura 39 se muestra una representación de las 6 imágenes binarias 
que corresponden al resultado de la operación de segmentación de los caracteres numéricos, 
de la cual se aprecia que los 6 caracteres numéricos fueron segmentados casi positivamente 
lo que no facilitó completamente la identificación de cada uno de ellos. Y, en la figura 40 se 
presenta una captura de pantalla de la interface de usuario desarrollada en el GUIDE del 
Matlab, mostrando la imagen capturada y en la parte inferior, el correspondiente 
reconocimiento de cada uno de los dígitos del dispositivo de Token. 
 
Figura 38. Tercera imagen procesada con la técnica desarrollada. 
Fuente: Elaboración Propia. 
   71 
 
 
Figura 39. Grupo de 6 imágenes binarias segmentadas y correspondientes a la tercera imagen 
procesada. 
Fuente: Elaboración Propia. 
 
Figura 40. Captura de pantalla de la interface GUIDE desarrollada en Matlab para la tercera imagen 
procesada. 
Fuente: Elaboración Propia. 
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4.4. Cuarta imagen procesada 
La cuarta imagen procesada del grupo total de imágenes capturadas se representa en la figura 
41. Además, en la figura 42 se muestra una representación de las 6 imágenes binarias que 
corresponden al resultado de la operación de segmentación de los caracteres numéricos, de 
la cual se aprecia que los 6 caracteres numéricos fueron segmentados positivamente lo que 
facilita la identificación de cada uno de ellos. Y, en la figura 43 se presenta una captura de 
pantalla de la interface de usuario desarrollada en el GUIDE del Matlab, mostrando la imagen 
capturada y en la parte inferior, el correspondiente reconocimiento de cada uno de los dígitos 
del dispositivo de Token. 
 
Figura 41. Cuarta imagen procesada con la técnica desarrollada. 
Fuente: Elaboración Propia. 
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Figura 42. Grupo de 6 imágenes binarias segmentadas y correspondientes a la cuarta imagen 
procesada. 
Fuente: Elaboración Propia. 
 
Figura 43. Captura de pantalla de la interface GUIDE desarrollada en Matlab para la cuarta imagen 
procesada. 
Fuente: Elaboración Propia. 
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4.5. Resultado final con la muestra total 
En esta sección se incluye el resultado final utilizando la muestra total de las imágenes 
capturadas. Para esto, con la interface gráfica desarrollada en el software Matlab, se realizó 
la lectura de las 80 imágenes capturadas y se obtuvo un resultado aceptable; es decir, en 76 
imágenes del total se alcanzó a reconocer los 6 dígitos del dispositivo Token, mientras que en 
la diferencia se presentaron errores de diferentes tipos. Por tal razón, el porcentaje de error 
alcanzado fue del 5% y de acierto fue igual al 95%. 
80  ---- 100% 
76 ---- X 
X = 76 * 100 / 80 = 95 % 
ERROR = 100 % - 95 % = 5% 
En cuanto a los tipos de errores presentados, en la tabla 5 se muestran las situaciones 
presentadas. 
ÍTEM TIPO DE ERROR DESCRIPCIÓN DEL ERROR 
1 
Confusión en el reconocimiento 
de un dígito. (Un caso). 
Cálculo de la sumatoria de pixeles 
blancos fuera del intervalo 
correspondiente. 
2 
Confusión en el reconocimiento 
de dos dígitos. (Un caso). 
Cálculo de la sumatoria de pixeles 
blancos fuera del intervalo 
correspondiente. 
3 
Ruido elevado en las imágenes 
segmentadas. (Dos casos). 
Error al segmentar cada uno de 
los dígitos por la presencia de 
ruido presentado como pixeles 
blancos. 
Tabla 5. Situaciones de errores ocurridos en 4 imágenes capturadas del dispositivo Token. 
Fuente: Elaboración Propia. 
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4.6. Presupuesto 
El presupuesto del desarrollo de este informe de suficiencia profesional estuvo centrado en el 
costo del dispositivo Token de la entidad bancaria Banco de Crédito del Perú, en la adquisición 
de una cámara WebCam y gastos de movilidad, fotocopias, libros, entre otros. En cuanto al 
costo del software de computación científica Matlab, no se considera porque se utilizaron las 
instalaciones de laboratorio de la Universidad Tecnológica del Perú, donde se cuenta con la 
licencia correspondiente. A continuación, se muestra una tabla con los dos gastos principales. 
ÍTEM DESCRIPCIÓN PRECIO (S/.) 
1 




WebCam marca Logitech HD Pro 
Modelo C920 Full HD 1080p 
350.00 
3 
Servicio de fotocopias e impresión de 
artículos y capítulos de libros. 
80.00 
4 
Movilidad para traslado y búsqueda de 
información. 
100.00 
5 Otros gastos relacionados. 100.00 
6 
Adquisición de libro de procesamiento 
de imágenes digitales con Matlab. 
220.00 
PRECIO TOTAL (S/.)  890.00 
Tabla 6. Principales gastos en la ejecución del Informe de Suficiencia Profesional. 
Fuente: Elaboración Propia. 
4.7. Cronograma 
En relación con el cronograma de trabajo de este informe de suficiencia profesional, en la 
tabla 7 se representan las principales actividades que se desarrollaron durante la ejecución 
de todo el informe completo. Para esto, se ha contemplado las cuatro etapas fundamentales, 
así como la revisión bibliográfica y la completa redacción escrita del informe de suficiencia 
profesional. 
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ÍTEM ACTIVIDADES 
Marzo 2018 Abril 2018 Mayo 2018 
1 2 3 4 1 2 3 4 1 2 3 4 
1 Revisión bibliográfica.             
2 
Captura de imágenes del 
dispositivo Token. 
            
3 
Etapa de adquisición de 
imágenes en Matlab. 
            
4 
Etapa de procesamiento 
de imágenes en Matlab. 
            
5 
Etapa de extracción de 
características en Matlab. 
            
6 
Etapa de reproducción 
sonora en Matlab. 
            
7 
Implementación de la 
interface gráfica en el 
GUIDE del Matlab. 
            
8 
Realización de pruebas y 
simulaciones finales con 
todas las imágenes 
capturadas. 
            
9 
Redacción final del 
informe de suficiencia 
profesional. 
            
Tabla 7. Cronograma de trabajo del informe de suficiencia profesional. 
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CONCLUSIONES 
1. Construir un recinto cerrado con una iluminación constante y altura fija de la Web Can 
se logró obtener que las imágenes capturadas estén alineadas con un mismo tamaño y 
brillo obteniendo un resultado  satisfactorio del  99.5% en la etapa de reconocimiento de 
los caracteres. 
2. La implementación algorítmica del filtrado, transformaciones morfológicas, sumas 
verticales y el cálculo del número de Euler, nos permitió obtener el reconocimiento de 
los  caracteres numéricos del dispositivo TOKEN. 
3. Con el desarrollo de la interface gráfica en el Software de Matlab se logró interactuar 
con el usuario a través de dos botones y una reproducción  sonora de los caracteres lo 
cual ayudaría a las personas invidentes en hacer transacciones bancarias por la 











Si bien es cierto, que para lograr un efectivo reconocimiento de cada carácter del dispositivo 
Token del Banco de Crédito del Perú, es necesario realizar las capturas en una habitación 
cerrada que cuente con una iluminación artificial, uniforme y adecuada para evitar sombras 
en el objetivo, también es importante mantener una distancia fija entre la WebCam y el 
dispositivo Token, con la finalidad que se facilite el procesamiento de las imágenes con las 
herramientas matemáticas propuestas para la resolución de pixeles establecido en este 
trabajo de suficiencia profesional. 
Pero, asimismo, es indispensable conocer que una solución informática siempre está 
propensa a tener vulnerabilidades. Esto confirma que el proyecto planteado en este informe, 
facilita la lectura de los dígitos o caracteres del Token de cualquier persona sin importar si 
esta es o no invidente. Por lo cual, si una persona invidente pierde su dispositivo Token, se 
encontraría expuesto a ser perjudicado siempre y cuando también haya perdido su tarjeta de 
débito. Pues, para una transacción bancaria, es necesario contar tanto con la tarjeta de débito, 
el dispositivo Token, y hasta una contraseña o código de internet que es propio del usuario. 
Por lo tanto, para el desarrollo de este trabajo, solamente se ha contemplado como objetivo 
el reconocimiento de los caracteres numéricos y posterior lectura de ellos para dar facilidades 
a un usuario invidente; no obstante, en la situación de querer proteger a este grupo de 
usuarios, se podría a futuro añadirle a la aplicación desarrollada la contraseña o código de 
internet de 6 cifras que solicita la entidad Banco de Crédito del Perú cada vez que se realiza 
un ingreso a través de la web. 
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