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Zusammenfassung
In dieser Arbeit wird ein Verfahren der formal korrekten Synthese vorgestellt, mit
Hilfe dessen ein automatisierter Entwurf von Prozessoren mit Pipelining mo¨glich
ist. Das Verfahren basiert auf einer kleinen Menge korrektheitserhaltender Trans-
formationen, deren Anwendung eﬃzient durch eine unabha¨ngige Post-Synthese-
Veriﬁkation u¨berpru¨ft wird. Zur Speziﬁkation dient eine im Rahmen dieser Ar-
beit entwickelte, experimentelle Hardwarebeschreibungssprache LLS (Language
of Labelled Segments).
Der transformale Ansatz kann neben der Synthese auch zur Veriﬁkation genutzt
werden. Ein automatisches Verfahren wird vorgestellt, daß die A¨quivalenz ei-
nes Entwurfs vor und nach dem Einplanungsschritt der High-Level-Synthese
nachweist. Durch Anwenden von Transformationen kann die A¨quivalenz zwei-
er Beschreibungen gezeigt werden. Die A¨quivalenz ist gegeben, wenn eine Folge
korrektheitserhaltender Transformationen existiert, die die eine in die andere Be-
schreibung umwandelt. Insbesondere Ergebnisse moderner Einplanungsverfahren
wie z.B. AFAP und DLS ko¨nnen mit dem vorgestellten Verfahren, das sowohl auf
zyklischen Kontrollﬂußgraphen als auch fu¨r Pipeline-Systeme arbeitet, veriﬁziert
werden.
Schlu¨sselworte
Hardwaresynthese, formale Synthese, formale Veriﬁkation
iv
Abstract
A method of formally correct synthesis is presented and applied to the automa-
tic construction of pipelined processors. The approach is based on a small set
of correctness-preserving transformations that are eﬃciently cross-checked by an
independent formal veriﬁcation tool. For speciﬁcation an experimental hardware
description language LLS (Language of Labelled Segments) is used.
The transformational technique can also be used for veriﬁcation. A method for
the fully automatic equivalence veriﬁcation of a design before and after the sche-
duling step of high-level synthesis is presented. The equivalence of two descrip-
tions is given if a sequence of transformations exists which turns the ﬁrst des-
cription into the second. The technique is applicable to the results of advanced
scheduling methods like AFAP and DLS, which work on cyclic control ﬂows, as
well as to pipelined designs.
Keywords
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Kapitel 1
Einleitung
Heutzutage erlauben moderne Synthesewerkzeuge die Synthese hochgradig kom-
plexer Schaltungen. Der Entwurfsablauf wird mehr und mehr automatisiert, so
daß fu¨r den Entwerfer der Ablauf der Synthese und die erzielte Implementierung
immer weniger zu u¨berblicken sind. Es wird somit fu¨r den Entwickler immer
schwieriger, die Korrektheit der abgeleiteten Implementierung bezu¨glich der vor-
gegebenen Speziﬁkation zu u¨berpru¨fen (z.B. Intel’s Pentium Bug). Der Nachweis
der Korrektheit ist jedoch erforderlich, da Fehler der Synthesewerkzeuge auf-
grund deren Komplexita¨t nicht auszuschließen sind.
Grundsa¨tzlich ko¨nnen hierbei drei Ansa¨tze unterschieden werden, die die Kor-
rektheit einer Synthese sicherstellen. Zum einen ist es mo¨glich, das Synthese-
werkzeug formal zu veriﬁzieren. Die Komplexita¨t der Programme ist jedoch in
den letzten Jahren stark gestiegen, da immer gro¨ßere Schaltungen synthetisiert
und zunehmend abstraktere Beschreibungssprachen unterstu¨tzt werden. Die Ve-
riﬁkation solcher aufwendigen Synthesewerkzeuge, die nicht selten aus mehreren
100.000 Programmzeilen bestehen, ist im allgemeinen nicht mo¨glich.
Zum anderen kann das Ergebnis formal veriﬁziert werden. Dieser Ansatz wird
in vielen Bereichen bereits eingesetzt, bringt aber auch einige Schwierigkeiten
mit sich. Probleme bereiten einerseits die Komplexita¨t der zu veriﬁzierenden Be-
schreibungen, andererseits auftretende Zyklen. Die A¨quivalenz von Speziﬁkation
und Implementierung wird im allgemeinen gezeigt, indem endliche Sequenzen
betrachtet werden. Aus diesem Grund ko¨nnen z.B. Ergebnisse von modernen
Einplanungsverfahren oftmals nicht veriﬁziert werden.
Ein dritter Ansatz besteht darin, die Synthese auf die Anwendung von kor-
rektheitserhaltenden Transformationen einzuschra¨nken. Als Ergebnis ergibt sich
nicht nur eine Implementierung, sondern auch ein Beweis deren Korrektheit in
Bezug auf die vorgegebene Speziﬁkation. Obwohl in vielen Synthesewerkzeugen
intern Transformationen verwendet werden, existieren nur sehr wenige interak-
tive, transformationsbasierte Systeme. In dieser Arbeit wird ein Transformati-
onswerkzeug vorgestellt, das auf einer Menge allgemeingu¨ltiger, formal korrekter
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Transformationen beruht. Ein Benutzer kann aus einer Menge von Axiomen und
Regeln eine Transformation auswa¨hlen und auf eine Beschreibung anwenden.
Wa¨hrend andere Verfahren z.B. durch Retiming die Register-Transfer-Struktur
eines Systems transformieren, arbeitet der hier dargestellte Ansatz auf algorith-
mischen Beschreibungen.
Soll ein Transformationsprozeß automatisiert werden, ko¨nnen die Transformatio-
nen zu sogenanntenMeta-Transformationen kombiniert werden. Als Beispiel wird
ein Verfahren zur automatisierten Einplanung von Pipelines vorgestellt. Ausge-
hend von der Beschreibung eines sequentiellen Prozessors wird durch sukzessives
Anwenden von Transformationen eine Implementierung als Pipeline abgeleitet.
Das Verfahren wurde unter anderem angewendet, um eine DLX-Pipeline [HP96]
einzuplanen. Es zeigte sich, daß das automatisch eingeplante Ergebnis den ma-
nuell erzeugten Entwu¨rfen entsprach.
Eine weitere Anwendung des Transformationswerkzeugs stellt die Veriﬁkation
von Einplanungsverfahren dar. Das Ergebnis der Einplanungsphase kann unter
Anwendung von Transformationen auf A¨quivalenz mit der urspru¨nglichen Spe-
ziﬁkation getestet werden.
Motivation der Arbeit
Pipelining ist eine bekannte Technik um die Ausfu¨hrung eines Programmes zu
beschleunigen, indem die Befehle nicht nacheinander, sondern teilweise paral-
lel abgearbeitet werden. Die Zeit, die fu¨r die Ausfu¨hrung eines Befehls beno¨tigt
wird, bleibt gleich, der Durchsatz erho¨ht sich. Die automatisierte Einplanung
eines Pipelinesystems ist schwierig, da bei der Ablaufplanung mo¨gliche Daten-
abha¨ngigkeiten und Konﬂikte beru¨cksichtigt werden mu¨ssen. Diese Schwierig-
keiten ergeben sich aus der u¨berlappenden Ausfu¨hrung mehrerer Befehle in der
Pipeline. Mo¨gliche Datenabha¨ngigkeiten und Konﬂikte ko¨nnen zwar bereits der
Speziﬁkation entnommen werden, doch stellt es sich als sehr schwierig heraus,
wirklich alle mo¨glichen Konﬂikte zu entdecken. Insbesondere fu¨r das sehr kom-
plexe Pipelining von Prozessoren sind daher bisher nur sehr wenige Verfahren
entwickelt worden.
add R3,R1,R2
load R2,Y
load R1,X IF ID EX MEM WB
IF ID EX MEM WB

IF ID EX MEM WB
Abb. 1.1: Datenabha¨ngigkeiten bei der Ausfu¨hrung von Befehlen
Fu¨hrt z.B. der DLX-Prozessor [HP96] einen Additions-Befehl aus, dem zwei
3Lade-Befehle vorausgehen, mu¨ssen verschiedene Fa¨lle bedacht werden. Abbil-
dung 1.1 illustriert das Beispiel. Wa¨hrend die Pfeile Datenabha¨ngigkeiten an-
deuten, symbolisieren IF bis WB verschiedene Phasen bei der Abarbeitung eines
Befehls. U¨bereinander gezeichnete Phasen werden parallel, hintereinander an-
geordnete nacheinander ausgefu¨hrt. Abha¨ngigkeiten zwischen der ersten Lade-
und der Additions-Instruktion erfordern sogenannte Forwarding-Techniken, so
daß ein Anhalten der Pipeline vermieden werden kann. Besteht zwischen dem
zweiten Lade- und dem Additions-Befehl eine Adressengleichheit, muß die Bear-
beitung des Additions-Befehls fu¨r einen Schritt ausgesetzt werden. In diesem Fall
muß eine Abha¨ngigkeit zwischen dem ersten Lade- und dem Additions-Befehl auf
eine andere Art gelo¨st werden. Somit muß beim Lo¨sen des Konﬂikts zwischen der
ersten Lade- und der Additions-Instruktion beru¨cksichtigt werden, ob ein weite-
rer Konﬂikt zwischen dem zweiten Lade- und dem Additions-Befehl besteht (in
Kapitel 5 wird das Beispiel na¨her erla¨utert).
ROM RF
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Befehle
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Adresse Lesen
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Schreib-EnableIR[10]
Kontrolleitung
·
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Abb. 1.2: Datenpfad eines sequentiellen Prozessors
Abbildung 1.2 stellt als weiteres Beispiel den Datenpfad eines sehr einfachen
sequentiellen Prozessors dar. Das Befehlsregister IR la¨dt aus dem Speicher ROM
die jeweilig auszufu¨hrende Instruktion (Instruction-Fetch-Phase). Die Befehle
werden hierbei u¨ber den Befehlsza¨hler PC adressiert. Ist das ho¨chstwertige Bit ei-
nes Befehls eine ’1’, wird im na¨chsten Schritt ein Datenwort aus einem Register
der Registerbank RF nach WBREG ausgelesen (Read-Phase) und im anschließenden
Takt wieder in RF abgespeichert (Write-Phase). Die Adressierung erfolgt durch
IR. Ein Befehl besteht somit aus drei Phasen. Die Ausfu¨hrung beno¨tigt drei Zeit-
schritte. Ist das ho¨chstwertige Bit eines Befehls eine ’0’, so wird ein Leerschritt
(STALL) vollzogen, so daß die Ausfu¨hrung zwei Zeitschritte beno¨tigt.
Abbildung 1.3 stellt das Ablaufdiagramm des Pipelinesystems dar, wa¨hrend der
Datenpfad des Prozessors mit Pipelining Abbildung 1.4 zu entnehmen ist. Der
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sequentielle Prozessor beno¨tigt zur Ausfu¨hrung der Sequenz in Abbildung 1.3 elf
Zeitschritte, das Pipelinesystem nur sechs.
IF Read Write
IF Read Write
IF Read Write
IF STALL
Abb. 1.3: Ablaufdiagramm der dreistuﬁgen Pipeline
Durch Anwenden von 18 logischen Transformationen kann aus der sequentiel-
len Speziﬁkation eine Pipeline-Implementierung abgeleitet werden. Das Ergebnis
zeigt, daß zwei Datenabha¨ngigkeiten zu beachten sind. Zum einen wird ein wei-
teres Register P, ein sogenanntes Pipeline-Register beno¨tigt, das den Befehl aus
IR speichert, da in jedem Schritt eine neue Instruktion geladen wird. Zum ande-
ren muß durch Forwarding der Wert eines Lesevorgangs bei Adressengleichheit
u¨bernommen werden. Speichert eine Instruktion den Wert aus WBREG genau in
das Register der Registerbank RF, aus dem ein nachfolgender Befehl den Wert
auslesen mo¨chte, wird der Lesezugriﬀ nicht durchgefu¨hrt, da der Wert noch nicht
in RF verfu¨gbar ist, aber bereits in WBREG gespeichert ist.
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Abb. 1.4: Datenpfad eines Prozessors mit Pipelining
In dieser Arbeit wird ein Transformationswerkzeug vorgestellt, das ausgehend
von einer sequentiellen Speziﬁkation durch sukzessives Anwenden von Transfor-
mationen ein Pipelinesystem ableitet. DasWerkzeug ermo¨glicht es, interaktiv den
Entwurfsraum zu evaluieren. Bereits kleine Vera¨nderungen des Befehlssatzes, wie
z.B. das Abwandeln oder Verschieben einer Operation, haben einen großen Ein-
ﬂuß auf die Art und die Anzahl der Konﬂiktfa¨lle in einer Pipeline. Das Werkzeug
5ﬁndet alle mo¨glichen Konﬂikte, die durch Forwarding, Einfu¨hren von Pipeline-
Registern oder das Anhalten der Pipeline gelo¨st werden, und plant eine dynami-
sche Pipeline ein (das Verfahren wird in Kapitel 5 dargestellt).
Aufgrund der oben genannten Schwierigkeiten, die sich bei der Einplanung ei-
ner Pipeline ergeben, ist die Frage nach der Korrektheit einer Lo¨sung essentiell.
Da die Beschreibungen zyklisch sind, ist die Veriﬁkation der eingeplanten Pipe-
line schwierig. Der Nachweis kann nur dadurch erfolgen, daß ﬁnite Folgen von
Berechnungen der Speziﬁkation und des Pipelinesystems verglichen werden. Ein
transformativer Ansatz umgeht diese Schwierigkeiten, da die Korrektheit des
Ergebnisses u¨ber die Folge der wa¨hrend der Synthese angewendeten Transforma-
tionen gegeben ist. Die Korrektheit des Ergebnisses ergibt sich somit durch seine
Konstruktion. Die A¨quivalenz der Speziﬁkation und des Pipelinesystems wird in
diesem Ansatz nur noch u¨berpru¨ft, um Implementierungsfehler des Transforma-
tionswerkzeugs zu ﬁnden (Details werden in Kapitel 5 ausfu¨hrlich beschrieben).
Die Pipeline-Synthese ist aber nur ein Anwendungsbeispiel fu¨r das in dieser Ar-
beit vorgestellte Transformationswerkzeug. Durch Anwendung von Transforma-
tionen kann ein Benutzer fu¨r eine Speziﬁkation eine Implementierung ableiten.
Die Transformationen erhalten die Korrektheit hinsichtlich der urspru¨nglichen
Beschreibung. Wie in der Einleitung bereits erwa¨hnt, kann das Transformations-
werkzeug daru¨berhinaus auch zur Veriﬁkation eingesetzt werden.
Gliederung der Arbeit
In dieser Arbeit wird das TUD Transformationswerkzeug (TUDT) vorgestellt,
das es ermo¨glicht, algorithmische Beschreibungen formal korrekt zu vera¨ndern.
Einen U¨berblick u¨ber den formal korrekten Hardwareentwurf gibt Kapitel 2.
Bereits existierende, transformative Synthesewerkzeuge werden vorgestellt und
mit dem in dieser Arbeit dargestellten Ansatz verglichen. Abschließend wird das
Transformationswerkzeug in den Entwurfsﬂuß eingeordnet.
Als Eingabesprache des Werkzeugs dient die im Rahmen dieser Arbeit ent-
wickelte, experimentelle Hardwarebeschreibungssprache LLS (Language of La-
belled Segments). In Kapitel 3 wird LLS vorgestellt, eine Normalform einer LLS-
Beschreibung deﬁniert und deren Semantik angegeben. Zum Abschluß des Kapi-
tels wird dargestellt, wie eine LLS-Beschreibung nach VHDL u¨bersetzt werden
kann.
Kapitel 4 stellt das Transformationssystem und die mathematischen Grundla-
gen dar. Zwei Klassen von Transformationen werden vorgestellt, die es ermo¨gli-
chen den Kontrollﬂuß und/oder den Datenﬂuß einer Beschreibung formal korrekt
zu vera¨ndern. Zu Beginn des Kapitels werden die entsprechenden A¨quivalenz-
Begriﬀe deﬁniert. Betrachtungen u¨ber die Vollsta¨ndigkeit des Transformations-
systems beschließen das Kapitel. Bei Kenntnis der Kapitel 3 und 4 ko¨nnen die
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u¨brigen Kapitel auch unabha¨ngig voneinander gelesen werden.
Als Anwendungsbeispiel wird in Kapitel 5 ein Verfahren zur Pipeline-Synthese
vorgestellt. Ausgehend von einem sequentiellen Prozessor wird durch sukzessives
Anwenden von Transformationen eine Pipeline-Implementierung abgeleitet. Als
Beispiele dienen unter anderem ein DLX- und ein PIC-Prozessor. Um Imple-
mentierungsfehler auszuschließen, wird die Korrektheit der Ergebnisse durch ein
unabha¨ngiges Werkzeug der formalen Veriﬁkation nachgewiesen.
In Kapitel 6 wird ein Ansatz zur Veriﬁkation von Einplanungsverfahren vorge-
stellt, der zeigt, daß das Transformationswerkzeug ebenfalls zur Veriﬁkation ein-
gesetzt werden kann. Die A¨quivalenz zweier Beschreibungen kann gezeigt werden,
indem durch Anwenden von Transformationen die eine Beschreibung in die an-
dere umgeformt wird.
In Kapitel 7 werden Methoden dargestellt, mit denen algorithmische Beschrei-
bungen eﬃzient vereinfacht werden ko¨nnen. Diese Vereinfachungstechniken wer-
den beno¨tigt, um eine automatisierte Einplanung fu¨r Prozessoren mit Pipeli-
ning zu ermo¨glichen, da in einigen Fa¨llen die Durchfu¨hrung ohne Anwendung
von Minimierungstechniken unmo¨glich wird. Die Techniken dienen dazu, logisch
unmo¨gliche Pfade zu eliminieren und die Kontrollstrukturen zu vereinfachen.
Einen U¨berblick u¨ber die Implementierung des Transformationswerkzeugs gibt
Kapitel 8. Abschließend faßt Kapitel 9 die erzielten Ergebnisse zusammen und
gibt einen Ausblick.
Kapitel 2
Transformative Ansa¨tze der
Synthese und der Veriﬁkation
2.1 Einleitung
Ein Syntheseﬂuß ist formal korrekt, falls die Synthese von einer Veriﬁkation be-
gleitet wird. Es besteht die Mo¨glichkeit, entweder die Korrektheit des Werkzeugs
nachzuweisen (Pra¨-Synthese-Veriﬁkation), die einzelnen Schritte der Synthese zu
u¨berpru¨fen (formale Synthese) oder die A¨quivalenz der urspru¨nglichen Speziﬁ-
kation und des Syntheseergebnisses zu zeigen (Post-Synthese-Veriﬁkation).
In dieser Arbeit wird das TUD Transformationswerkzeug (TUDT) vorgestellt.
Als Werkzeug der formalen Synthese unterstu¨tzt es den formal korrekten Hard-
wareentwurf. Wird die Synthese auf das Anwenden von korrektheitserhaltenden
Transformationen beschra¨nkt, ist die Korrektheit des Syntheseergebnisses durch
die Folge der angewendeten Transformationen gegeben. Der formale Ansatz er-
laubt es, bei komplizierten Problemen wie z.B. der Einplanung von Befehlsab-
la¨ufen in Prozessoren ein Lo¨sungsverfahren zu entwickeln. Implementierungsfeh-
ler des Transformationswerkzeugs ko¨nnen zwar nicht ausgeschlossen werden, sie
ko¨nnen aber durch Einbeziehen von Methoden der formalen Veriﬁkation gefun-
den werden.
Daru¨berhinaus kann das Werkzeug auch zur A¨quivalenzpru¨fung eingesetzt wer-
den. Zwei Beschreibungen sind a¨quivalent, wenn sie durch Anwendung von Trans-
formationen aneinander angeglichen werden ko¨nnen. Im Gegensatz zu den be-
kannten Ansa¨tzen, die nur endliche Sequenzen von Anweisungen auf A¨quivalenz
u¨berpru¨fen, kann das vorgestellte Verfahren auch zur A¨quivalenzpru¨fung von zy-
klischen Beschreibungen eingesetzt werden.
Wa¨hrend Abschnitt 2.2 die verschiedenen Mo¨glichkeiten des formal korrekten
Hardwareentwurfs erla¨utert, stellt Abschnitt 2.3 verschiedene Synthesewerkzeu-
ge vor, die einen transformativen Ansatz verfolgen. Der Einsatz transformativer
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Techniken zur Veriﬁkation wird in Abschnitt 2.4 dargestellt. Abschnitt 2.5 stellt
das TUD Transformationswerkzeug (TUDT) vor und zieht einen Vergleich mit
bestehenden Ansa¨tzen. Abschnitt 2.6 ordnet das Transformationswerkzeug in
den Entwurfsﬂuß ein. Eine Zusammenfassung beendet das Kapitel.
2.2 Synthese korrekter Schaltungen
Synthese bezeichnet den Vorgang, aus einer gegebenen Speziﬁkation eine Im-
plementierung abzuleiten. Es ist ein komplexer Vorgang, der sich aus mehreren
Teilschritten auf verschiedenen Entwurfsebenen zusammensetzt. Auf der Sys-
temebene wird das zu modellierende System durch miteinander kommunizierende
Komponenten wie z.B. Prozessoren, Speicher u.a. beschrieben. Das Verhalten der
Komponenten wird auf der darunter liegenden algorithmischen bzw. Verhaltens-
ebene deﬁniert. Der Aufbau einer Komponente durch Register, logisch algorith-
mische Einheiten u.a. sowie deren Verbindungen untereinander werden auf der
Register-Transfer-Ebene angegeben. Auf der Gatterebene werden die Komponen-
ten der Register-Transfer-Ebene durch die grundlegenden logischen Gatter wie
AND, OR, NOT, NAND, NOR und Flip-Flops dargestellt. Die elektrischen und
fertigungstechnischen Eigenschaften werden schließlich auf der Schalter-, Layout-
und Prozeßebene festgelegt. Die angegebene Taxonomie richtet sich nach [Mar93].
Das in dieser Arbeit vorgestellte Transformationswerkzeug arbeitet sowohl auf
der algorithmischen als auch auf der Register-Transfer-Ebene.
Der formal korrekte Hardwareentwurf [Eve90] fordert eine die Synthese beglei-
tende Veriﬁkation der Ergebnisse. Veriﬁkation meint den Nachweis, daß die An-
forderungen, die die Speziﬁkation erhebt, durch die Implementierung erfu¨llt wer-
den. Es ko¨nnen drei Ansa¨tze unterschieden werden [KBES96], die sich durch den
Zeitpunkt, zu dem der Korrektheitsbeweis gegeben wird, unterscheiden:
• Die Pra¨-Synthese-Veriﬁkationweist die Korrektheit des Syntheseverfahrens
nach, so daß der Korrektheitsbeweis vor der Synthese erfolgt.
• Die formale Synthese schra¨nkt die Synthese auf die Anwendung von kor-
rektheitserhaltenden Transformationen ein und gibt somit einen Beweis fu¨r
die Korrektheit wa¨hrend der Synthese.
• Die Post-Synthese-Veriﬁkation veriﬁziert das Syntheseergebnis erst nach
Durchfu¨hrung der Synthese.
2.2.1 Pra¨-Synthese-Veriﬁkation
Die Pra¨-Synthese-Veriﬁkation zielt auf eine formale Veriﬁkation der Synthese-
algorithmen. Unter Anwendung von Methoden der Programmveriﬁkation wird
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gezeigt, daß ein Syntheseverfahren fu¨r alle mo¨glichen Eingaben korrekte Ergeb-
nisse erzeugt. Die Korrektheit ist im Unterschied zu der formalen Synthese und
der Post-Synthese-Veriﬁkation, bei denen der Korrektheitsbeweis fu¨r jedes Syn-
theseergebnis erbracht werden muß, nur einmal zu zeigen.
Beispiele sind der Korrektheitsbeweis des Force Directed List Scheduling (FDLS)
[PK89b] Algorithmus in [NTR+98] oder die Veriﬁkation eines Register-Allokati-
onsverfahrens in [NV98]. Die Veriﬁkation erfolgt unter Verwendung eines Theo-
rembeweisers. Beide Ansa¨tze arbeiten mit einem vergleichsweise abstrakten Mo-
dell des Synthesealgorithmus, so daß ein Schutz gegen Fehler der programmtech-
nischen Implementierung des Synthesewerkzeugs nicht gegeben ist.
Die Korrektheit des Synthesewerkzeugs PBS (Proven Boolean Simpliﬁcation)
[AL91] konnte ebenfalls mit Hilfe eines Theorembeweisers nachgewiesen werden.
PBS fu¨hrt eine rein boolesche Optimierung durch. Es stellt ein einfaches Synthe-
severfahren dar, das nicht mit kommerziell verfu¨gbaren vergleichbar ist.
2.2.2 Formale Synthese
Unter formaler Synthese werden Methoden verstanden, die das Syntheseergeb-
nis innerhalb eines logischen Kalku¨ls formal korrekt ableiten. Die Synthese ist
begrenzt auf die Anwendung formal deﬁnierter, korrektheitserhaltender Trans-
formationen, so daß nicht nur eine Implementierung fu¨r eine vorgegebene Spe-
ziﬁkation gewonnen wird, sondern gleichfalls ein Beweis fu¨r die Korrektheit des
Ergebnisses gegeben werden kann.
Der Kern der Synthesewerkzeuge besteht aus einer Menge von Transformations-
regeln. Dabei kann zwischen hardware-speziﬁschen und allgemeingu¨ltigen bzw.
logischen Transformationen unterschieden werden [KBES96]. Bei hardware-spe-
ziﬁschen Kalku¨len ko¨nnen beliebige Datenstrukturen zur Schaltungsrepra¨senta-
tion eingesetzt werden. Fu¨r die Implementierung der elementaren Schaltungs-
transformationen gibt es keine Beschra¨nkung, so daß der Einsatz von hardware-
speziﬁschen Kalku¨len im allgemeinen zu eﬃzienten Verfahren fu¨hrt. Gleichzeitig
enthalten hardware-speziﬁsche Kalku¨le eine große Zahl komplexer Regeln, deren
programmtechnische Implementierung sicherheitskritisch fu¨r die Richtigkeit der
Korrektheitsaussage eines Systems ist.
Die Verwendung von logischen Kalku¨len bedeutet, daß alle elementaren Trans-
formationen auf logische Regelanwendungen zuru¨ckgefu¨hrt werden mu¨ssen. Der
Kern eines Werkzeugs umfaßt im allgemeinen eine Bibliothek mit nur wenigen
Regeln, die unabha¨ngig von einer bestimmten Anwendung Gu¨ltigkeit besitzen.
Einerseits ist damit eine breitere Anwendbarkeit des Werkzeugs gegeben, ande-
rerseits erho¨ht sich auch die Sicherheit gegenu¨ber Fehlern bei der Implementie-
rung. Der Transformationsprozeß hingegen verla¨ngert sich in der Regel.
Viele formale Synthesewerkzeuge wie z.B. LAMBDA/DIALOG [FFFH90], VE-
RITAS [HDL89] oder HASH [BS99] betten den Transformationsprozeß in einen
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Theorembeweiser ein. Dabei ergibt sich das Problem, daß das Synthesewissen
innerhalb des Theorembeweisers rekonstruiert und formalisiert werden muß. Exi-
stierende Synthesewerkzeuge ko¨nnen normalerweise nicht eingesetzt werden.
Im Rahmen dieser Arbeit wird ein Verfahren der formalen Synthese vorgestellt.
Der Kern des Werkzeugs besteht aus einer kleinen Menge allgemeingu¨ltiger Axio-
me und Regeln, was die Sicherheit gegenu¨ber Fehlern der Implementierung er-
ho¨ht. Die Korrektheit des Syntheseergebnisses wird nicht durch Verwendung
eines Theorembeweisers, sondern durch Anwendung von Methoden der Post-
Synthese-Veriﬁkation sichergestellt.
2.2.3 Post-Synthese-Veriﬁkation
Zur Zeit kommen hauptsa¨chlich Post-Synthese-Veriﬁkationsverfahren zum Ein-
satz. Die Synthese kann von herko¨mmlichen Werkzeugen durchgefu¨hrt werden.
Die Veriﬁkation ist unabha¨ngig von dem Synthesevorgang und weist nach, daß
die Implementierung die Anforderungen der Speziﬁkation erfu¨llt. Die verwende-
ten Veriﬁkationstechniken sind im allgemeinen zeitaufwendig. Bereits bei boole-
schen Schaltnetzen ist diese Problemstellung NP -vollsta¨ndig.
FORVERTIS (Formale Veriﬁkation von Transformationsregeln in der Synthese
digitaler Schaltungen) [Mut97, LMM98] z.B. fu¨hrt eine Post-Synthese-Veriﬁkati-
on durch. Im Unterschied zu anderen Ansa¨tzen werden die Anforderungen, die die
Korrektheit der Synthese garantieren, durch einen Pra¨-Synthese-Veriﬁkations-
schritt aus der Synthesemethodik abgeleitet. In der Post-Synthese-Veriﬁkation
wird mit Hilfe des Theorembeweisers HOL [GM93] gezeigt, daß das Ergebnis die
durch die Pra¨-Synthese-Veriﬁkation gewonnenen Anforderungen erfu¨llt.
In der vorliegenden Arbeit werden die Syntheseergebnisse durch eine symboli-
sche Simulation [REH99, RHE99a, RHE99b] u¨berpru¨ft, da nicht ausgeschlossen
werden kann, daß die Implementierung des Transformationswerkzeugs fehlerhaft
ist (siehe Abschnitt 4.9). Die symbolische Simulation ist ein Verfahren der Post-
Synthese-Veriﬁkation, bei dem Register nur symbolische Werte annehmen. Ein
symbolisch simulierter Pfad einer Beschreibung entspricht somit einer Vielzahl
”klassischer” Simulationsla¨ufe, so daß eine Beschreibung vollsta¨ndig simuliert
werden kann. Wenn auf allen Pfaden gleiche Endergebnisse erzielt werden, sind
die zu vergleichenden Beschreibungen a¨quivalent.
2.3 Werkzeuge der formalen Synthese
2.3.1 RUBY und T-RUBY
RUBY [JS93] wurde als eine Sprache zur Repra¨sentation von Schaltungsstruktu-
ren entwickelt. Schaltungen werden in RUBY nicht wie in klassischen Ansa¨tzen
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durch Netzlisten beschrieben, sondern durch Operationen auf Komponenten de-
ﬁniert. Das Verhalten einer Schaltung wird durch bina¨re Relationen deﬁniert.
Durch Ausfu¨hren von A¨quivalenzumformungen auf RUBY-Ausdru¨cken wird ei-
ne Implementierung abgeleitet. Hierzu wurde eine Vielzahl von Gleichungen de-
ﬁniert, deren Anwendung das Verhalten der zugeho¨rigen Schaltung nicht vera¨n-
dert. So stehen z.B. die parallele Komposition oder Retiming als Transformatio-
nen zur Verfu¨gung.
R S
R;S
R
S
[R,S]
Abb. 2.1: Graphische Interpretation von RUBY-Strukturen
Jede Komponente besitzt auch eine graphische Interpretation, so daß eine graphi-
sche Repra¨sentation von RUBY-Ausdru¨cken mo¨glich ist. In Abbildung 2.1 wird
z.B. die sequentielle R;S bzw. parallele Komposition [R,S] zweier Komponenten
R und S dargestellt.
Das System T-RUBY [SR95] stellt die Implementierung eines formalen Kalku¨ls
dar, in dem RUBY-Ausdru¨cke repra¨sentiert und transformiert werden ko¨nnen.
2.3.2 RLEXT
RLEXT (Register Level Exploration Tool) [Kna89, KW92] ist ein interaktives
Werkzeug fu¨r die Synthese des Datenpfades auf der Register-Transfer-Ebene.
Schaltungen werden im Sinne einer objektorientierten Programmierung als Ob-
jekte dargestellt, die durch Datenﬂuß, Zeitverhalten, Struktur und eine Menge
von Beziehungen, mit denen die Relationen zwischen Datenﬂuß, Zeitverhalten
und Struktur zu beschreiben sind, charakterisiert werden. Das Datenﬂußmodell
repra¨sentiert das Verhalten eines Entwurfs, indem es die Daten, Parameter und
Operationen in Beziehung zueinander setzt, wa¨hrend das Zeitmodell die abstrak-
ten Zusta¨nde sowie die Zustandsu¨berga¨nge eines Entwurfs darstellt. Das struktu-
relle Modell gibt an, welche funktionalen Einheiten, wie z.B. Register, Addierer,
Multiplexer u.a., verwendet werden.
RLEXT za¨hlt zu den Systemen, die auf einem hardware-speziﬁschen Kalku¨l ba-
sieren. Die Klassiﬁzierung ergibt sich aus der hardware-orientierten Repra¨sen-
tation der Schaltungen. Ein Benutzer kann durch interaktives Anwendung von
Transformationen den Datenpfad einer Beschreibung auf Register-Transfer-Ebe-
ne a¨ndern. Da die Umformungen nicht korrektheitserhaltend sind, wird nach
ihrer Durchfu¨hrung die Korrektheit durch spezielle Pru¨fprogramme u¨berpru¨ft.
Auftretende Fehler werden automatisch korrigiert.
RLEXT berechnet eine Reihe von Forderungen, die erfu¨llt sein mu¨ssen, um die
Korrektheit eines Entwurfs zu garantieren. Als problematisch erweist sich, daß
die berechneten Forderungen lediglich axiomatisierte Plausibilita¨tskriterien dar-
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stellen, von denen nicht formal erwiesen ist, daß sie zur Sicherstellung der Kor-
rektheit hinreichend sind.
2.3.3 DDD
In DDD (Digital Design Derivation) [JM97, JB97] werden Schaltungen durch
funktionale, nichttypisierte Lisp-Ausdru¨cke erster Ordnung dargestellt. Als Ein-
gabesprache dient eine Erweiterung des Lisp-Dialekts Scheme. Neben einfachen
Transformationen bietet DDD auch komplexere synthesetypische Transformatio-
nen an. Das Verhalten eines Entwurfs wird als endlicher Zustandsautomat bzw.
als Transitionssystem speziﬁziert. Durch sukzessives Verfeinern des Transitions-
systems leitet das DDD-System eine Implementierung ab. Anzumerken ist, daß
die zum Teil sehr aufwendigen Transformationen weder auf elementare Kalku¨le
zuru¨ckgefu¨hrt wurden, noch ihre Korrektheit formal veriﬁziert wurde.
Da eine an Lisp angelehnte Notation gewa¨hlt worden ist, kann jeder Ausdruck
sehr leicht in einem Lisp-Interpreter simuliert werden. Als problematisch erweist
sich jedoch die fehlende Typisierung, die zu unrealistischen Schaltungsbeschrei-
bungen fu¨hren kann. Obwohl jeder Ausdruck in DDD ein ausfu¨hrbares Lisp-
Programm ist, bedarf es Einschra¨nkungen, die gewa¨hrleisten, daß realisierbare
Hardwarekomponenten beschrieben werden.
In [BJ93] wird der DDD-FM9001 Mikroprozessor vorgestellt, der eine unter Ver-
wendung des DDD-Systems abgeleitete Implementierung der FM9001 32-Bit Pro-
zessorarchitektur darstellt. Als Speziﬁkation diente die in [BHK94] veriﬁzierte
Nqthm [BM88] Beschreibung. Mit DRS (Derivational Reasoning System) [Der95]
steht DDD als kommerzielles Werkzeug zur Verfu¨gung.
2.3.4 TRADES
Bei TRADES (Transformational Design System) [Mid94, Mid97] handelt es sich
um ein interaktives transformationsbasiertes Synthesesystem. Eine VHDL-Be-
schreibung wird durch einen SIL-Graphen (SPRITE Input Language) repra¨sen-
tiert. SIL-Graphen sind Signalﬂußgraphen. Im Unterschied zu Kontrolldatenﬂuß-
graphen modellieren Signalﬂußgraphen den Datenﬂuß u¨ber den Austausch von
Tokens. Somit ko¨nnen weitere zeitliche Eigenschaften, wie z.B. Verzo¨gerungen,
repra¨sentiert werden, die u¨ber die partielle Ordnung, die sich aus den Daten-
abha¨ngigkeiten ergibt, nicht modelliert werden ko¨nnen.
Die Transformationen werden auf den SIL-Graphen ausgefu¨hrt. Neben algebrai-
schen Transformationen und Transformationen zur Verfeinerung stehen Umfor-
mungen wie z.B. Retiming oder Scheduling zur Verfu¨gung, mit denen das Zeit-
verhalten und der Platzbedarf optimiert werden ko¨nnen. Die Korrektheit der
in dem System verwendeten Transformationen wurde unter Verwendung eines
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Theorembeweisers in [Raj95] veriﬁziert.
Mit TRADES wurde unter anderem ein Video-Signalprozessor entwickelt, des-
sen Gu¨te mit einem von erfahrenen Designern durchgefu¨hrten Handentwurf ver-
gleichbar war [MR96].
2.3.5 LAMBDA/DIALOG
LAMBDA/DIALOG [FFFH90] ist eines der wenigen kommerziellen Synthese-
werkzeuge der formalen Synthese. Den Kern des Werkzeugs bildet LAMBDA, ein
Theorembeweiser fu¨r Pra¨dikatenlogik ho¨herer Ordnung. LAMBDA unterstu¨tzt
ausschließlich synchrone Schaltungen auf Gatterebene. DIALOG ist ein interak-
tives, graphisches Entwurfswerkzeug.
Die Speziﬁkation einer Schaltung wird als Formel ho¨herwertiger Logik eingege-
ben. Es lassen sich Komponenten speziﬁzieren, die hierarchisch verfeinert werden
ko¨nnen. Ein Schwerpunkt wird in LAMBDA auf die Sicherstellung der Konsi-
stenz gelegt. Durch jeden Einfu¨geschritt kann es in der Schaltungsstruktur zu
einem Kurzschluß oder kombinatorischen Zyklus kommen. Aus diesem Grund
wird in DIALOG nach jeder Einfu¨geoperation die Schaltungsstruktur u¨berpru¨ft,
wobei zuna¨chst keine Einschra¨nkungen bezu¨glich der zu synthetisierenden Spezi-
ﬁkation gemacht werden. Existiert zu einer Speziﬁkation keine Implementierung,
stellt sich dies erst wa¨hrend des Syntheseablaufs heraus.
Es ist im allgemeinen nicht mo¨glich, eine Speziﬁkation allein durch Anwenden von
Einfu¨geregeln zu reduzieren, sondern es sind zusa¨tzliche, interaktiv auszufu¨hren-
de logische Umformungsschritte erforderlich. Derartige Schritte erfordern logische
Kenntnisse und Erfahrungen im Umgang mit dem Theorembeweiser LAMBDA.
Das LAMBDA/DIALOG System ist erfolgreich bei der Synthese industrieller
Designs eingesetzt worden [BBC+94, HM96].
2.3.6 VERITAS
VERITAS [HDL89, HD92] basiert auf einem Theorembeweiser fu¨r typisierte
Pra¨dikatenlogik ho¨herer Ordnung. Der Theorembeweiser wurde um sogenann-
te Techniken erweitert, die es erlauben, Verfeinerungsschritte durchzufu¨hren und
aus einer vorgegebenen, verhaltensorientierten Schaltungsbeschreibung eine Im-
plementierung abzuleiten. Eine Technik besteht aus einer Teilzielfunktion und
einer Validierungsfunktion. Wa¨hrend die Teilzielfunktion das Beweisziel in Teil-
ziele zerlegt, ergibt sich die Korrektheit des Verfeinerungsschrittes durch Anwen-
den der Validierungsfunktion. Somit gliedert sich die Synthese in zwei Phasen. In
der ersten Phase wird die Zielbeschreibung sukzessive in mehrere Teile zerlegt.
Aus den bewiesenen Teilzielen wird in der zweiten Phase durch Anwendung der
Validierungsfunktion das Gesamtziel abgeleitet.
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Dem Benutzer bietet VERITAS logische Elementarumformungen und einfache
Schaltungstransformationen an. Da die Syntheseschritte auf der Ebene der ele-
mentaren, logischen Umformungen formuliert werden mu¨ssen, beno¨tigt der An-
wender einige Erfahrungen im Umgang mit dem Theorembeweiser.
2.3.7 HASH
HASH (Higher Order Logic Applied to Synthesis of Hardware) [EK95, BS99]
verwendet den Theorembeweiser HOL [GM93] fu¨r Pra¨dikatenlogik ho¨herer Ord-
nung, um die Korrektheit der Synthese zu garantieren. Die Synthese wird in zwei
Phasen aufgeteilt. In der ersten Phase wird der Entwurfsraum untersucht, um in
der zweiten Phase die Schaltungstransformationen durchzufu¨hren. Erst die zwei-
te Phase sichert die Korrektheit, wogegen die erste Einﬂuß auf die Qualita¨t des
Ergebnisses hat.
Da die Korrektheit durch die zweite Phase garantiert wird, ko¨nnen in der er-
sten Phase beliebige Heuristiken oder Syntheseverfahren verwendet werden. Die
gewonnenen Informationen leiten den Transformationsprozeß in der zweiten Pha-
se. Sollte eine Heuristik fehlerhafte Ergebnisse liefern, wird dies, da die Synthese
auf die Anwendung der verfu¨gbaren logischen Transformationen eingeschra¨nkt
ist, entdeckt. Dabei ergibt sich das Problem, daß der Synthesealgorithmus inner-
halb des Theorembeweisers rekonstruiert und formalisiert werden muß.
Aus einer Speziﬁkation auf der algorithmischen Ebene leitet HASH durch Anwen-
den logischer Transformationen in dem Theorembeweiser HOL eine strukturelle
Implementierung auf der Register-Transfer-Ebene ab. Zu diesem Zweck wurde
der Kern des Theorembeweisers HOL um weitere logische Transformationen er-
weitert. Kombinatorische Schaltungen werden als Funktionen, sequentielle als
Mealy-Automaten repra¨sentiert. Durch Anwenden von Transformationen wird
die Speziﬁkation in eine sogenannte Single Loop Form (SLF) u¨berfu¨hrt. Diese
Darstellung ist zwar nicht eindeutig, doch alle von einer Beschreibung abgeleite-
ten SLF-Programme sind a¨quivalent. Unter Vorgabe eines Schnittstellenverhal-
tens wird einem SLF-Programm eine Implementierung zugeordnet.
HASH bietet eine Bibliothek von Synthesetransformationen wie z.B. Einplanung,
Register-Allokation u.a. an, die automatisiert ausgefu¨hrt oder von dem Benutzer
interaktiv ausgewa¨hlt werden ko¨nnen. Somit muß der Benutzer u¨ber ausreichende
Kenntnisse im Umgang mit HOL verfu¨gen. Hinzu kommt, daß als Beschreibungs-
sprache eine Teilmenge der Logik des Theorembeweisers HOL dient.
2.3.8 Weitere Arbeiten
In vielen anderen Arbeiten werden transformative Ansa¨tze vorgestellt. So bietet
z.B. die System Architect’s Workbench [TDW+88, WT89] Transformationen an,
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um interaktiv den Entwurfsraum zu evaluieren. Die Transformationen erlauben
es, eine Hierarchie einzufu¨hren, Konstanten zu propagieren, Schleifen zu entrol-
len usw. Als Speziﬁkation dienen Verhaltensbeschreibungen in der Instruction
Set Processor Speciﬁcation Sprache. Intern werden diese Beschreibungen durch
sogenannte Value Trees repra¨sentiert. In [MP83] wird die Korrektheit der Trans-
formationen der System Architect’s Workbench u¨berpru¨ft.
In [Cam89] wird der Yorktown Silicon Compiler (YSC) vorgestellt, welcher unter
Anwendung korrektheitserhaltender Transformationen aus einem Schaltkreis, der
im Yorktown Internal Format gegeben ist, eine Register-Transfer-Beschreibung
ableitet. Insbesondere die Einplanung und Register-Allokation werden unter-
stu¨tzt. Die Korrektheit der Transformationen wird in [Cam89] gezeigt, wobei
allerdings die Implementierung oder abgeleiteten Syntheseergebnisse nicht auf
ihre Korrektheit u¨berpru¨ft werden.
In dem Synthesewerkzeug HYPER [CPR89, PR93] werden Kontrolldatenﬂuß-
graphen verwendet, um Verhaltensbeschreibungen in SILAGE zu repra¨sentieren.
Das Werkzeug unterstu¨tzt insbesondere rechenintensive Echtzeitanwendungen.
Durch die Anwendung von Transformationen werden Optimierungen ausgefu¨hrt
und eine Register-Transfer-Beschreibung generiert. Die Transformationen sind
jedoch nicht korrektheitserhaltend, da algebraische Transformationen existieren,
durch deren Anwendung die A¨quivalenz von Speziﬁkation und abgeleiteter Be-
schreibung nicht mehr erfu¨llt ist.
Das CAMAD [SP94, HP95] System verwendet Transformationen fu¨r die Einpla-
nung und Register-Allokation. Eine Verhaltensbeschreibung in VHDL wird in ein
Extended Timed Petri Net (ETPN) u¨berfu¨hrt. CAMAD partitioniert die ETPN-
Repra¨sentation in einen Hard- und Softwareteil und fu¨hrt die Hardware-Synthese
durch, wa¨hrend die Software-Synthese von einem C-Compiler u¨bernommen wird.
Die Korrektheit der Transformationen wird nicht gezeigt.
Das interaktive Synthesewerkzeug TRUST (Transformation-based User-directed
Synthesis Tool) [Har97] erzeugt durch Anwendung einer Folge korrektheitser-
haltender Transformationen aus einer Verhaltensbeschreibung in MINOLA eine
Implementierung auf der Register-Transfer-Ebene. In [Har97] wird zwar die Kor-
rektheit der Transformationen nachgewiesen, deren programmtechnische Umset-
zung bleibt aber ungepru¨ft.
2.4 Transformative Ansa¨tze zur Veriﬁkation
Transformative Ansa¨tze ko¨nnen nicht nur im Bereich der formalen Synthese ver-
folgt werden, sondern ko¨nnen auch im Bereich der Post-Synthese-Veriﬁkation
zum Einsatz kommen. Die A¨quivalenz von zwei Beschreibungen kann nachgewie-
sen werden, indem die Beschreibungen durch Anwenden einer Folge von formal
korrekten Transformationen angeglichen werden.
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In [FK91] wird z.B. unter Anwendung von Transformationen die A¨quivalenz einer
Speziﬁkation und einer abgeleiteten Register-Transfer-Implementierung gezeigt.
Um dies sicherstellen zu ko¨nnen, ist die Synthese auf das Anwenden von Trans-
formationen beschra¨nkt. Die Register-Transfer-Beschreibung wird als Flußgraph,
der durch symbolische Simulation gewonnen wird, dargestellt und durch Anwen-
den von Transformationen kanonisiert. Die Korrektheit des Syntheseergebnisses
im Sinne einer Pfada¨quivalenz ergibt sich, indem die urspru¨ngliche Speziﬁkation,
die ebenfalls als Flußgraph gegeben ist, kanonisiert und mit dem Flußgraphen
der Register-Transfer-Beschreibung verglichen wird.
Im Rahmen dieser Arbeit wird in Kapitel 6 ein Verfahren vorgestellt, daß die
A¨quivalenz zweier Beschreibungen nachweist, indem gezeigt wird, daß eine Folge
von Transformationen existiert, die die eine in die andere Beschreibung um-
wandelt. Dabei ist es erforderlich, daß die beiden Beschreibungen strukturelle
A¨hnlichkeiten aufweisen. Das Verfahren wird aus diesem Grund verwendet, um
die Korrektheit von Ergebnissen der Einplanungsphase zu veriﬁzieren. Die Ein-
planung bzw. Ablaufplanung ist ein Syntheseschritt der High-Level-Synthese, in
welchem die Operationen den Ausfu¨hrungszeitpunkten zugeordnet werden. Ins-
besondere moderne Einplanungsverfahren wie z.B. As Fast As Possible [Cam91]
arbeiten auf zyklischen Beschreibungen, so daß ihre Ergebnisse nicht durch An-
wenden anderer Methoden der Post-Synthese-Veriﬁkation, wie z.B. durch sym-
bolische Simulation [REH99], u¨berpru¨ft werden ko¨nnen. Im Gegensatz zu [FK91]
ko¨nnen die Resultate herko¨mmlicher Synthese- bzw. Einplanungsverfahren veri-
ﬁziert werden.
2.5 Das TUD Transformationswerkzeug
Das TUD Transformationswerkzeug (TUDT) ist ein interaktives Werkzeug der
formalen Synthese. Aus einer Menge allgemeingu¨ltiger, formal korrekter Trans-
formationen kann ein Benutzer Transformationen auswa¨hlen und auf eine algo-
rithmische Beschreibung anwenden. Neun Axiome und eine Regel ermo¨glichen
das Umformen von Kontrollstrukturen. Sie sind korrektheitserhaltend im Sinne
einer Pfada¨quivalenz. Daru¨berhinaus stehen sechs Axiome zur Verfu¨gung, um
das Zeitverhalten einer Beschreibung zu vera¨ndern. Sie sind korrekt im Sinne
einer Berechnungsa¨quivalenz. Da der hier vorgestellte Ansatz auf algorithmi-
schen Beschreibungen arbeitet, stehen keine Transformationen wie z.B. Reti-
minig zur Verfu¨gung, die die Register-Transfer-Struktur vera¨ndern. Kapitel 4
stellt die A¨quivalenzbegriﬀe und Transformationen dar. Soll ein Transformati-
onsprozeß automatisiert werden, ko¨nnen die Transformationen zu sogenannten
Meta-Transformationen kombiniert werden.
Um einen formal korrekten Hardwareentwurf zu ermo¨glichen, ist es erforder-
lich, die Korrektheit der Implementierung nachzuweisen. Einige Werkzeuge der
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formalen Synthese, wie z.B. DDD, verzichten darauf, die Korrektheit des Ergeb-
nisses zu zeigen. Einige veriﬁzieren dagegen nur Plausibilita¨tsforderungen wie
z.B. RLEXT, wa¨hrend bei anderen die Transformationen, wie z.B. bei TRA-
DES, formal veriﬁziert wurden, die Implementierung des Programms jedoch un-
gepru¨ft bleibt. In einigen Ansa¨tzen, wie z.B. bei VERITAS, HASH oder LAMB-
DA/DIALOG, wird die Synthese in einen Theorembeweiser eingebettet. Die
Verwendung eines Theorembeweisers stellt die Korrektheit sicher, setzt jedoch
Kenntnisse und Erfahrungen im Umgang mit einem solchen Werkzeug voraus.
Die Korrektheit eines Ergebnisses des TUD Transformationswerkzeugs (TUDT)
wird nachgewiesen, indem eine Post-Synthese-Veriﬁkation durchgefu¨hrt wird. Ist
es nach der Durchfu¨hrung einer Folge von Transformationen nicht mo¨glich, die
Korrektheit zu zeigen, kann jeder Transformationsschritt einzeln veriﬁziert wer-
den. Wie Abschnitt 5.5 zu entnehmen ist, konnten durch die Veriﬁkation Fehler
der Implementierung des Werkzeugs entdeckt und behoben werden.
Als Beispiel wird ein Verfahren zur automatisierten Einplanung von Pipelines
vorgestellt (siehe Kapitel 5). Ausgehend von der Beschreibung eines sequenti-
ellen Prozessors wird durch sukzessives Anwenden von Transformationen eine
Implementierung als Pipeline abgeleitet. Treten in der Pipeline Konﬂikte durch
Datenabha¨ngigkeiten von Befehlen oder durch Beschra¨nkungen der vorgegebe-
nen Ressourcen auf, werden diese beispielsweise durch Forwarding oder durch
das Einfu¨hren von Pipeline-Registern gelo¨st. Das Verfahren wurde unter ande-
rem angewendet, um eine DLX-Pipeline [HP96] einzuplanen. Es zeigt sich, daß
das automatisch eingeplante Ergebnis der klassischen, manuell erzeugten Lo¨sung
entspricht.
Im Unterschied zu den u¨brigen Werkzeugen der formalen Synthese kann das TUD
Transformationswerkzeug (TUDT) auch zur Post-Synthese-Veriﬁkation einge-
setzt werden. Durch Anwenden von Transformationen kann die A¨quivalenz zwei-
er Beschreibungen gezeigt werden. Existiert eine Folge korrektheitserhaltender
Transformationen, die die eine Beschreibung in die andere u¨berfu¨hrt, sind die
beiden Beschreibungen a¨quivalent. Kapitel 6 stellt diesen Ansatz dar.
Als Beschreibungssprache dient die Language of Labelled Segments (LLS), die in
Kapitel 3 vorgestellt wird. Es handelt sich dabei um eine axiomatisierte Hard-
warebeschreibungssprache, die es erlaubt, synchrone Transitionssysteme zu be-
schreiben. LLS ist zwar nicht so ma¨chtig wie z.B. VHDL, besitzt aber eine for-
male Semantik, so daß diese Beschreibungssprache als Eingabesprache sowohl fu¨r
Synthese- als auch fu¨r Veriﬁkationswerkzeuge geeignet ist.
2.6 Einordnung in den Entwurfsﬂuß
Das Gebiet der High-Level-Synthese bescha¨ftigt sich mit automatisierbaren Ver-
fahren, die aus einer vorgegebenen algorithmischen Register-Transfer- eine struk-
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turelle Beschreibung erzeugen. Die Synthese wird traditionell in eine Reihe von
Schritten [Mic94] unterteilt.
D1 :




algorithmische Register-
Transfer-Beschreibung in LLS
D2 :




Ergebnis der Einplanungs-
phase in LLS
D3 :




Ergebnis der
Register-Allokation in LLS
D4 :




Darstellung als erweiterter
Automat in LLS
D5 :




strukturelle Register-Transfer-
Beschreibung in VHDL
D6 :




Netzwerk von Gattern und
Standardzellen in VHDL





Einplanung durch
• das TUD Transformationswerkzeug
• Anwendung klassischer Verfahren
Register-Allokation durch
• Anwendung klassischer Verfahren
Normalisierung durch
• das TUD Transformationswerkzeug
Erzeugen einer Ablaufsteuerung und eines Da-
tenpfades durch
• U¨bersetzen von LLS nach VHDL
• den Synopsys Design Compiler
Abbildung auf Technologie durch
• den Synopsys Design Compiler
Abb. 2.2: Entwurfsschritte
Abbildung 2.2 gibt ein Beispiel fu¨r einen mo¨glichen Entwurfsﬂuß. Ausgehend von
einer algorithmischen Register-Transfer-Beschreibung D1 wird, mehrere Synthe-
seschritte (Di ⇒ Dj) durchlaufend, eine strukturelle Beschreibung D6, die als
Netzliste gegeben ist, abgeleitet.
Bei der Einplanung (D1 ⇒ D2) werden die Operationen der urspru¨nglich gege-
benen Beschreibung auf Ausfu¨hrungszeitpunkte festgelegt. Das in dieser Arbeit
vorgestellte TUD Transformationswerkzeug (TUDT) arbeitet interaktiv, so daß
ein Benutzer durch Anwenden von korrektheitserhaltenden Transformationen ei-
ne Einplanung vornehmen kann. Durch Meta-Transformationen ko¨nnen einzel-
ne Transformationen kombiniert werden, so daß sich der Transformationsprozeß
automatisieren la¨ßt. Als Beschreibungssprache dient die experimentelle Hardwa-
rebeschreibungssprache Language of Labelled Segments (LLS) (siehe Kapitel 3).
Den Variablen der urspru¨nglichen Beschreibung ordnet die Register-Allokation
(D2 ⇒ D3) physikalisch aufzubauende Register zu. Ein Werkzeug zur Register-
Allokation existiert noch nicht.
Algorithmische Beschreibungen ko¨nnen sequentielle Strukturen enthalten. Im
na¨chsten Schritt D3 ⇒ D4 wird durch Normalisieren der LLS-Beschreibung (sie-
he Abschnitt 3.3) ein erweiterter endlicher Automat erzeugt. Das Normalisieren
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wird, um die Korrektheit der Umformung gewa¨hrleisten zu ko¨nnen, auf eine Folge
von Transformationen zuru¨ckgefu¨hrt, die durch das TUD Transformationswerk-
zeug (TUDT) ausgefu¨hrt werden.
Um kommerzielle Synthesewerkzeuge wie z.B. den Synopsys Design Compiler
[Syn98a] zu nutzen, wird die LLS-Beschreibung nach VHDL u¨bersetzt (siehe
Abschnitt 3.5). Eine Ablaufsteuerung und der Datenpfad werden von dem Syn-
opsys Design Compiler in dem Schritt D4 ⇒ D5 generiert und durch D5 ⇒ D6
auf eine Technologie abgebildet.
D1 :




algorithmische Register-
Transfer-Beschreibung in LLS
D2 :




Ergebnis der Einplanungs-
phase in LLS
D3 :




Ergebnis der
Register-Allokation in LLS
D4 :




Darstellung als erweiterter
Automat in LLS
D5 :




strukturelle Register-Transfer-
Beschreibung in VHDL
D6 :




Netzwerk von Gattern und
Standardzellen in VHDL









Nachweis von Eigenschaften durch Modellpru¨fung
• normalisierte Beschreibung
Veriﬁkation zyklischer Beschreibungen
• durch Erzeugen einer Bisimulation
ﬁniter azyklischer Sequenzen
• durch symbolische Simulation
Veriﬁkation durch Modellpru¨fung
• normalisierte, eingeplante Beschreibung
• Zuordnungstabelle der Register und Variablen
Veriﬁkation zyklischer Beschreibungen
• durch Erzeugen einer Bisimulation
ﬁniter azyklischer Sequenzen
• durch symbolische Simulation
Nachweis der A¨quivalenz durch symbolische Simula-
tion
• U¨bersetzung der Beschreibung von VHDL
nach LLS
• Vergleich der Zusta¨nde
Abb. 2.3: Veriﬁkation der Entwurfsschritte
Da die Syntheseverfahren und somit auch die Synthesewerkzeuge immer kom-
plexer werden, gewinnt der Nachweis, daß ein Syntheseergebnis hinsichtlich der
Speziﬁkation korrekt ist (Di ⇔ Dj), an Bedeutung. Wa¨hrend es fu¨r die Logik-
Veriﬁkation (D5 ⇔ D6) bereits kommerzielle Werkzeuge gibt, fehlen vergleichbar
erfolgreiche Werkzeuge zur U¨berpru¨fung der restlichen Schritte. Der in Abbildung
2.3 dargestellte Entwurfsﬂuß unterstu¨tzt die Veriﬁkation der verbleibenden Syn-
theseschritte.
So la¨ßt sich die Einplanung durch symbolische Simulation [REH99] oder Erzeu-
gen einer Bisimulation (siehe Kapitel 6) veriﬁzieren (D1 ⇔ D2). Die symbo-
lische Simulation u¨berpru¨ft die Berechnungsa¨quivalenz von ﬁniten azyklischen
Beschreibungsteilen, wogegen der Nachweis einer Bisimulation die A¨quivalenz
zyklischer Beschreibungen zeigt. Da die zur Erzeugung der Bisimulation verwen-
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dete Technik strukturelle A¨hnlichkeiten voraussetzt, kann es notwendig werden,
die beiden Verfahren zu kombinieren. Entsprechend wird das korrekte Erzeugen
des erweiterten endlichen Automats u¨berpru¨ft (D3 ⇔ D4). Das TUD Transfor-
mationswerkzeug (TUDT) ist zwar ein Werkzeug der formalen Synthese, kann
aber auch zur Veriﬁkation der Schritte D1 ⇔ D2 und D3 ⇔ D4 eingesetzt wer-
den, indem durch Anwenden von Transformationen eine Bisimulationsrelation
aufgestellt wird.
Die Register-Allokation kann durch eine Modellpru¨fung veriﬁziert werden (D2 ⇔
D3) [BRHE00, ABRM98]. Aus der urspru¨nglichen Beschreibung wird ein Tran-
sitionssystem extrahiert, das die Verwendung der Variablen als Quelle oder Ziel
von Anweisungen kodiert. Anhand der Zuordnungstabelle von Variablen und Re-
gistern wird die Unvereinbarkeit der Lebenszeiten u¨berpru¨ft. Ein Werkzeug zur
Veriﬁkation der Register-Allokation ist Gegenstand der derzeitigen Forschung.
Der Synopsys Design Compiler erzeugt die strukturelle Repra¨sentation und bil-
det diese auf eine Technologie ab. Aus diesem Grund wird u¨berpru¨ft, ob die als
Netzliste gegebene, strukturelle Beschreibung und die Darstellung als erweiter-
ter endlicher Automat a¨quivalent sind (D4 ⇔ D6). Der symbolische Simulator
wird zur Zeit derart erweitert, daß auch die A¨quivalenz einer Netzliste und ei-
ner Verhaltensbeschreibung gezeigt werden kann. Da das Syntheseergebnis als
VHDL-Beschreibung gegeben ist, wird die Beschreibung zur A¨quivalenzpru¨fung
nach LLS zuru¨cku¨bersetzt. Die U¨bersetzung von VHDL nach LLS ist auf Netz-
listen beschra¨nkt.
Die erwa¨hnten Veriﬁkationsschritte sichern, daß die Speziﬁkation und das Syn-
theseergebnis a¨quivalent sind. Mit diesen Methoden la¨ßt sich jedoch nicht u¨ber-
pru¨fen, ob die Speziﬁkation gewissen Eigenschaften genu¨gt. Durch Modellpru¨fung
ko¨nnen Eigenschaften wie z.B. der Lebendigkeit oder Sicherheitseigenschaften ve-
riﬁziert werden. Es wird gezeigt, daß die Speziﬁkation D1 jene geforderten Eigen-
schaften besitzt. Alle u¨brigen Beschreibungen sind ungleich komplexer und sind
aus der Speziﬁkation abgeleitet. Durch Normalisieren der Speziﬁkation wird ein
Transitionssystem gewonnen. Ein Werkzeug, das die zugeho¨rige Transitionsrela-
tion aufbaut, wird derzeit entwickelt, wa¨hrend ein Modellpru¨fer bereits existiert.
2.7 Zusammenfassung
Das TUD Transformationswerkzeug (TUDT) ist ein interaktives Werkzeug der
formalen Synthese. Die Synthese wird nicht in einen Theorembeweiser eingebet-
tet, da der Umgang mit dem Beweissystem große Erfahrung voraussetzt. Die
Korrektheit der Synthese wird durch eine Post-Synthese-Veriﬁkation sicherge-
stellt. Die A¨quivalenz von Speziﬁkation und Implementierung wird durch sym-
bolische Simulation nachgewiesen. Das Transformationswerkzeug kann nicht nur
zur Synthese, sondern auch zur Veriﬁkation eingesetzt werden.
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Im Entwurfsﬂuß wird das Werkzeug verwendet, um eine Einplanung vorzuneh-
men. Werden andere Verfahren angewendet, so kann das Werkzeug die Korrekt-
heit des Ergebnisses der Einplanung u¨berpru¨fen. Daru¨berhinaus kann mit Hilfe
von Transformationen eine Beschreibung normalisiert werden. Ein Nachweis der
Korrektheit ist ebenfalls mo¨glich.
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Kapitel 3
Algorithmische
Schaltungsbeschreibungen
3.1 Wahl einer Beschreibungssprache
Der Entwurf digitaler Systeme setzt sich aus mehreren Teilschritten auf verschie-
denen Abstraktionsebenen zusammen. Fu¨r jede Ebene existieren verschiedene
Repra¨sentationsformen. In dieser Arbeit werden Systeme auf der algorithmischen
und der Register-Transfer-Ebene dargestellt. Zur Repra¨sentation bietet sich eine
universelle Sprache wie z.B. VHDL an. VHDL ist hauptsa¨chlich als Simulations-
sprache entworfen worden und entha¨lt daher viele Konstrukte zur Beschreibung
verschiedener Zeitmodelle und physikalischer Eigenschaften. Es gibt eine Vielzahl
von Mo¨glichkeiten, Systeme in VHDL zu repra¨sentieren. Je nach Art der Dar-
stellung werden unterschiedliche Syntheseergebnisse erzielt [PRK+96]. VHDL ist
somit fu¨r die Synthese sowie fu¨r die Veriﬁkation nur bedingt geeignet. Dies fu¨hrt
dazu, daß Entwurfswerkzeuge nur Teilmengen von VHDL als Eingabe erlauben
oder einen bestimmten Beschreibungsstil voraussetzen. Beispiele sind in [MR96]
oder [EKM96] zu ﬁnden. Internationale Standards existieren zur Zeit nicht.
Schwerer wiegt jedoch, daß VHDL keine formale Semantik besitzt. Um Beschrei-
bungen formal veriﬁzieren zu ko¨nnen, ist es notwendig, daß die Beschreibungs-
sprache, die zur Repra¨sentation verwendet wird, eine formal deﬁnierte Seman-
tik besitzt. [MP83] stellt z.B. einen der ersten Ansa¨tze dar, die Bedeutung ei-
ner Hardwarebeschreibungssprache zu formalisieren. In [MP83] wird ein auf re-
gula¨ren Ausdru¨cken basierendes Modell zur Beschreibung der Interaktionen ei-
nes Schaltkreises mit seiner Umgebung entwickelt, mit dessen Hilfe eine Verhal-
tensa¨quivalenz von zwei Beschreibungen nachgewiesen werden kann.
Mitte der 80er Jahre wurde die Hardwarebeschreibungssprache SMAX (small
and axiomized) [Eve91] entwickelt, die eine formale Semantik besitzt. Die Axio-
matisierung von SMAX besteht aus einer Reihe von Regeln, die bestimmen, wie
23
24 KAPITEL 3 Algorithmische Schaltungsbeschreibungen
die Konstrukte der Sprache in Formeln der Pra¨dikatenlogik zu transformieren
sind. Abbildung 3.1 stellt einen SMAX-Ausdruck und die daraus resultierenden
Regeln der Pra¨dikatenlogik dar. Die Funktion x(t) gibt an, welchen Wert die
Variable x zu dem Zeitpunkt t annimmt. Fu¨r die Synthese ist SMAX jedoch nur
unzureichend geeignet, da z.B. indirekte Zugriﬀe auf Felder nicht mo¨glich sind.
IF p
THEN x←y-1
ELSE x←y
∀t :
(t > 0) ∧ (p(t− 1) = 1) =⇒ (x(t) = y(t− 1)−1)
(t > 0) ∧ (p(t− 1) = 0) =⇒ (x(t) = y(t− 1))
Abb. 3.1: Regeln der Pra¨dikatenlogik fu¨r einen SMAX-Ausdruck
Aus diesem Grund wurde, ausgehend von SMAX, im Rahmen dieser Arbeit die
Language of Labelled Segments (LLS) [EHR98, Hin98b] entwickelt. Es handelt
sich dabei um eine experimentelle, axiomatisierte Hardwarebeschreibungsspra-
che, die es erlaubt, synchrone Transitionssysteme [MP91] auf der algorithmischen
und der Register-Transfer-Ebene zu beschreiben. Nebenla¨uﬁge Prozesse ko¨nnen
nicht dargestellt werden. Die Semantik einer LLS Beschreibung ist durch einen
erweiterten endlichen Automaten gegeben. Wie das Beispiel in Abbildung 3.2
zeigt, ko¨nnen an den Kanten des Zustandsdiagramms boolesche Ausdru¨cke als
Bedingungen fu¨r einen U¨bergang und auszufu¨hrende Datenoperationen notiert
werden.

Sa 
(a < b|b′ = b− a)
(a > b|a′ = a− b)

Sb
Abb. 3.2: Ein erweiterter endlicher Automat zur Bestimmung des GGT
Eine LLS-Beschreibung besteht aus einer Menge sogenannter Segmente, die je-
weils einen bestimmten Systemzustand repra¨sentieren. Durch Markierungen der
Segmente ist der Kontrollﬂuß festgelegt.
In den folgenden Abschnitten werden das Grundkonzept von LLS erla¨utert und
eine Normalform deﬁniert. Abschnitt 3.4 gibt die Semantik einer LLS-Beschrei-
bung an. Die Mo¨glichkeiten, LLS nach VHDL zu u¨bersetzen, so daß auch kom-
merzielle Synthesewerkzeuge zum Einsatz kommen ko¨nnen, werden im Anschluß
daran erla¨utert. Eine Zusammenfassung beschließt das Kapitel.
3.2 Language of labelled Segments
Die experimentelle Hardwarebeschreibungssprache LLS wird als Eingabesprache
fu¨r Synthese- und Veriﬁkationswerkzeuge verwendet. Eine LLS-Beschreibung re-
pra¨sentiert ein deterministisches, synchrones Transitionssystem. Eine Beschrei-
bung besteht aus einer Menge von Segmenten der Form:
3.2 Language of labelled Segments 25
<Marke>: <Segmentko¨rper>;
Der Ko¨rper jedes Segments entha¨lt parallele oder sequentielle Anweisungen. Da
ein Segment einem Zustand eines Systems bzw. eines Automaten entspricht,
fu¨hrt jedes Segment mindestens eine Anweisung aus. Klammern umschließen
die von Kommas ”,” getrennten, gleichzeitig auszufu¨hrenden Anweisungen. Par-
allele Anweisungen ko¨nnen innerhalb eines Zeitschrittes ausgefu¨hrt werden. Ein
Semikolon ”;” trennt sequentielle Anweisungen, deren Ausfu¨hrung mehrere Zeit-
schritte beno¨tigt. Zuweisungen werden mit Hilfe von ← angegeben. If-then-else-
Strukturen realisieren Verzweigungen. Schleifen mu¨ssen u¨ber bedingte Spru¨nge
modelliert werden, explizite Schleifenkonstrukte sind in LLS nicht deﬁniert, so
daß der Kontrollﬂuß innerhalb eines Segments azyklisch ist und die Berechnung,
die ein Segment ausfu¨hrt, immer terminiert.
Beispiel 3.1 Die parallelen Anweisungen (a←b,b←a) tauschen die Inhalte der
Variablen a und b aus. Eine zusa¨tzliche Variable wird nicht beno¨tigt, da der
Wert einer Zuweisung sich durch die Variablenwerte bestimmt, die einen Zeit-
schritt zuvor gu¨ltig sind. Auch if-then-else-Anweisungen ko¨nnen parallel, z.B.
zu Zuweisungen, ausgefu¨hrt werden: (a←b,if p then c←d else e←f). Der
Buchstabe p symbolisiert eine boolesche Bedingung. Es ist aber auch mo¨glich, die
folgenden, a¨quivalenten Anweisungen zu speziﬁzieren: if p then (a←b,c←d);
else (a←b,e←f); . Jedes der Beispiele wird innerhalb eines Zeitschrittes aus-
gefu¨hrt.
Die Zuweisungen (a←b);(c←a) werden sequentiell realisiert. Dies beno¨tigt zwei
Zeitschritte. Nach der Ausfu¨hrung speichern sowohl a, b als auch c einen iden-
tischen Wert.
Die Werte der Quellvariablen in LLS-Ausdru¨cken werden durch den vorangehen-
den Zeitschritt bestimmt.
Beispiel 3.2 Abbildung 3.3 stellt zwei parallele Zuweisungen dar. Die Bedeutung
der Struktur ist durch die Regeln der Pra¨dikatenlogik gegeben. Die Funktion a(t)
gibt an, welchen Wert die Variable a zu dem Zeitpunkt t annimmt. Die Variablen
a und b tauschen ihre Werte aus, da der Wert der Quellvariablen durch den
vorhergehenden Zeitschritt bestimmt wird.
(a←b,b←a); ∀t : (t > 0) =⇒ (a(t) = b(t− 1) ∧ b(t) = a(t− 1))
Abb. 3.3: Bedeutung eines parallelen LLS-Ausdrucks
Abbildung 3.4 stellt die Bedeutung eines sequentiellen Ausdrucks anhand von
Regeln der Pra¨dikatenlogik dar. Werden die Anweisungen ausgefu¨hrt, wird den
Variablen a und auch c der Wert von b zugewiesen.
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(a←b);(c←a); ∀t : (t > 0) =⇒ (a(t) = b(t− 1) ∧ c(t+ 1) = a(t))
Abb. 3.4: Bedeutung eines sequentiellen LLS-Ausdrucks
Marken bestimmen den Kontrollﬂuß einer LLS-Beschreibung. Jedes Segment be-
sitzt eine eindeutige Eingangsmarke, die das Segment eindeutig kennzeichnet,
und eine Menge von Ausgangsmarken, die angeben, welches Segment im na¨chsten
Schritt zu bearbeiten ist. Zur Vereinfachung wird im folgenden die Eingangs-
marke eines Segments oft als Marke bezeichnet. Da Verzweigungen mo¨glich sind,
kann ein Segment mehrere verschiedene Ausgangsmarken besitzen. Am Ende
jedes Pfades durch den Segmentko¨rper ﬁndet sich genau eine Ausgangsmarke.
Eine Beschreibung ist durch eine Menge von Segmenten und der Nennung ei-
ner Anfangsmarke, der Eingangsmarke des Segments, mit deren Ausfu¨hrung die
Berechnung begonnen wird, gegeben.
Beispiel 3.3 In Abbildung 3.5(a) bestimmt die Beschreibung B den gro¨ßten ge-
meinsamen Teiler zweier Zahlen a und b. Die Beschreibung besteht aus einem
Segment Sa, das zwei sequentielle if-then-else-Anweisungen ausfu¨hrt. Durch die
Ausgangsmarke Sa wird der Kontrollﬂuß derart geleitet, daß das Segment erneut
ausgefu¨hrt wird, so daß eine Schleife beschrieben wird. Der Kontrollﬂuß inner-
halb des Segments ist jedoch azyklisch.
Die Beschreibung B′ aus 3.5(b) besteht aus zwei Segmenten Sa und Sb. Im Un-
terschied zu 3.5(a) beno¨tigt es nur einen Zeitschritt, um Sa bzw. Sb auszufu¨hren.
Die Ausgangsmarke Sb des Segments Sa verweist auf das Segment Sb und umge-
kehrt. Auch diese Beschreibung beschreibt somit eine Schleife.
a)B = ({Sa}, Sa, {a, b, c}) mit dem Segment
Sa :
IF a>b
THEN a←a-b;
ELSE c←a;
IF a<b
THEN b←b-a;
ELSE c←b;
Sa;
b)B′ = ({Sa, Sb}, Sa, {a, b, c}) mit den
Segmenten
Sa :
IF a>b
THEN a←a-b;
Sb;
ELSE c←a;
Sb;
Sb :
IF a<b
THEN b←b-a;
Sa;
ELSE c←b;
Sa;
Abb. 3.5: GGT als Beispiel fu¨r eine LLS-Beschreibung
Formal ist eine LLS-Beschreibung als Dreitupel deﬁniert.
Deﬁnition 3.1 Eine LLS-Beschreibung B ist durch B = (SB, Sinit,VB) mit
• SB als Menge der Segmente,
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• Sinit ∈ SB als Anfangsmarke und
• VB = {v1, ..., vn} als geordnete Menge der Variablen
gegeben.
Da die Deﬁnition einer Anfangsmarke und die Angabe von Ausgangsmarken
innerhalb der Segmentko¨rper eine eindeutige Ausfu¨hrung der Beschreibung ge-
wa¨hrleisten, ist die Reihenfolge der Segmente beliebig. Die Menge der Variablen
VB = {v1, ..., vn} wird als geordnet angenommen, um die Darstellung von Be-
rechnungen in Kapitel 4 zu vereinheitlichen und zu vereinfachen.
Beispiel 3.4 In Abbildung 3.5(b) ist die Beschreibung B′ durch B′ = ({Sa, Sb},
Sa, {a, b, c}) gegeben. Die Beschreibung besteht aus den Segmenten Sa und Sb.
Begonnen wird die Berechnung mit dem Segment Sa, da diese Marke als An-
fangsmarke angegeben wird. Die verwendeten Variablen sind a, b und c.
Das Zeitkonzept von LLS schließt Nichtdeterminismus und Nebenla¨uﬁgkeit bei
der Berechnung der Anweisungen aus.
3.3 Normalform einer LLS-Beschreibung
In LLS-Beschreibungen ko¨nnen Segmente auftreten, die sequentielle Anweisun-
gen enthalten und somit mehr als nur einen Zeitschritt zur Ausfu¨hrung beno¨tigen.
Ist in einer Beschreibung kein solches Segment zu ﬁnden, ist die Beschreibung
in Normalform bzw. kann die Beschreibung als erweiterter endlicher Automat
dargestellt werden. Ein Segment entspricht na¨mlich genau dann einem Zustand
eines Automaten, wenn es einen Zeitschritt zur Ausfu¨hrung beno¨tigt.
Deﬁnition 3.2 (Normalform)
Eine LLS-Beschreibung B ist in Normalform, wenn jedes Segment Sa ∈ SB genau
einen Zeitschritt zur Ausfu¨hrung beno¨tigt.
Weiterhin gilt:
Satz 3.1 Jede LLS-Beschreibung B la¨ßt sich normalisieren.
Der Algorithmus 3.1 Normalisiere(Sx1 ; ...;S
x
n;) erlaubt es, einzelne Segmente zu
normalisieren. Sx1 bis S
x
n repra¨sentieren die Anweisungen des Segmentko¨rpers.
Handelt es sich bei Sxi um eine if-then-else-Anweisung, bezeichnet S
x T
i den then-
und Sx Ei den else-Zweig. Durch Normalisieren jedes Segments einer Beschreibung
la¨ßt sich eine Beschreibung in die Normalform u¨berfu¨hren. Die Umwandlung er-
folgt unter Anwendung formaler Transformationen (siehe Abschnitt 4.6), die die
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Pfada¨quivalenz (siehe Abschnitt 4.3) der urspru¨nglichen und der normalisierten
Beschreibung erhalten.
Algorithmus 3.1 Normalisiere
input eine Folge von sequentiellen Anweisungen Sx1 bis S
x
n eines Segments S
x
1. if (n = 1) ∧ (Sx1 ist eine if-then-else-Anweisung) then
2. Normalisiere(Sx T1 );
3. Normalisiere(Sx E1 );
4. return Sx1 ;
5. elsif (n = 2) ∧ (Sx2 ist eine Ausgangsmarke) then
6. if (Sx1 ist eine if-then-else-Anweisung) then
7. Ziehe die Ausgangsmarke Sx2 in die if-then-else-Anweisung S
x
1 hinein [A6];
8. Normalisiere(Sx T1 );
9. Normalisiere(Sx E1 );
10. return Sx1 ;
11. else
12. return Sx1 ;S
x
2 ;
13. ﬁ;
14. elsif (n > 1) then
15. Erzeuge ein neues Segment Sneu, das die sequentiellen Anweisungen Sx2 bis S
x
n auf-
nimmt [R1];
16. Normalisiere(Sneu : Sx2 ; ...;S
x
n;);
17. return Normalisiere(Sx1 ;S
neu;);
18. else
19. return Sx1 ;
20. ﬁ;
Segmente ko¨nnen beliebig viele und verschachtelte sequentielle Anweisungen um-
fassen. Die Funktion Normalisiere verku¨rzt eine Folge von sequentiellen Anwei-
sungen durch Erzeugen eines neuen Segments Sneu und durch Verschieben von
Anweisungen nach Sneu, so daß eine Anweisung zuru¨ckbleibt (Zeilen 14-17). Ab-
bildung 3.6 zeigt an einem Beispiel mit drei sequentiellen Anweisungen das Er-
zeugen eines neuen Segments durch das Anwenden der Regel R1 (siehe Abschnitt
4.6). In Zeile 16 wird Sneu rekursiv normalisiert.
Sa : S1;S2;S3;Sb
R1−→ Sa : S1;Sneu;
Sneu: S2;S3;Sb
Abb. 3.6: Erzeugen eines neuen Segments
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Besteht die Folge der sequentiellen Anweisungen aus einer Verzweigung (Zeilen
1-4) oder aus einer Verzweigung gefolgt von einer Ausgangsmarke (Zeile 6-10),
werden sowohl der then- (Zeilen 2, 8) also auch der else-Zweig (Zeilen 3, 9)
rekursiv normalisiert. Da eine Verzweigung ebenfalls sequentielle Anweisungen
enthalten kann und somit die Notwendigkeit besteht, Anweisungen in neue Seg-
mente zu verschieben, muß im letzteren Fall durch Anwenden des Axioms A6
(siehe Abschnitt 4.6) die Ausgangsmarke in die if-then-else-Anweisung hineinge-
zogen werden (Zeile 7). Abbildung 3.7 gibt ein Beispiel.
Sa :
IF p
THEN S1;S2;S3;
ELSE S4;S5;
Sb;
A6−→
Sa :
IF p
THEN S1;S2;S3;Sb;
ELSE S4;S5;Sb;
R1−→... R1−→
Sa :
IF p
THEN S1;Sneu
′
;
ELSE S4;Sneu
′′
;
Abb. 3.7: Hineinziehen einer Ausgangsmarke in eine if-then-else-Anweisung
Wird Zeile 4, 10, 12 oder 19 erreicht, ist n = 1, so daß die Rekursion abgebrochen
werden kann.
Beispiel 3.5 Die Beschreibung B in Abbildung 3.5(a) berechnet fu¨r zwei Zahlen
a und b den gro¨ßten gemeinsamen Teiler. Durch Anwenden des Algorithmus 3.1
wird die Beschreibung normalisiert. Zeile 15 fu¨hrt ein neues Segment Sb ein.
Bevor Sa in die Normalform u¨berfu¨hrt wird (Zeile 17), normalisiert Zeile 16
Sb. Da Sb eine Verzweigung gefolgt von einer Ausgangsmarke entha¨lt, wird die
Ausgangsmarke in die Verzweigung hineingezogen (Zeile 7). Durch den erneuten,
rekursiven Aufruf werden der then- (Zeile 8) und der else-Zweig (Zeile 9) der if-
then-else-Anweisung normalisiert. Weil in beiden Zweigen eine Zuweisung gefolgt
von einer Ausgangsmarke ausgefu¨hrt wird, sind keine weiteren Transformationen
erforderlich (Zeile 12). Im Anschluß wird mit dem Segment Sa analog verfahren
(Zeile 17). Das Ergebnis B′ ist in 3.5(b) dargestellt.
Die Normalform ist im allgemeinen nicht kanonisch. Werden z.B. zwei Beschrei-
bungen normalisiert, deren Segmente berechnungsa¨quivalent (siehe Abschnitt 4.4)
sind, so ko¨nnen sich unterschiedliche Beschreibungen ergeben. Die Berechnungs-
a¨quivalenz zweier Segmente sagt aus, daß diese Segmente die gleichen Werte bei
gleicher Initialisierung berechnen, wobei jedoch die zur Berechnung beno¨tigten
Zeiten voneinander abweichen ko¨nnen. Diese Diﬀerenzen im Zeitverhalten sind
der Grund fu¨r Unterschiede der normalisierten Beschreibungen. Die Eigenschaft
der Berechnungsa¨quivalenz zweier Segmente kann durch das Normalisieren ver-
loren gehen.
Beispiel 3.6 Die Beschreibung B′′ aus Abbildung 3.8 ist berechnungsa¨quivalent
zu B aus Abbildung 3.5(a). Sa aus B′′ beno¨tigt einen Zeitschritt, Sa aus B fu¨hrt
die Berechnungen in zwei Zeitschritten aus. Nach Ausfu¨hrung der Segmente er-
geben sich die gleichen Werte fu¨r die Variablen a, b und c, so daß die Segmente
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Sa aus B und Sa aus B′′ berechnungsa¨quivalent sind.
Im Unterschied zu B ist B′′ bereits normalisiert. Die Normalform B′ von B ist in
Abbildung 3.5(b) dargestellt. Es existiert zu keinem Segment aus B′ ein berech-
nungsa¨quivalentes Segment in B′′.
B′′ = ({Sa}, Sa, {a, b, c}) mit dem Segment
Sa :
(IF a>b
THEN a←a-b,
ELSIF a<b
THEN b←b-a,
ELSE c←a);
Sa;
Abb. 3.8: Eine berechnungsa¨quivalente Beschreibung zur GGT-Berechnung
Obwohl die Normalformen pfada¨quivalenterBeschreibungen (siehe Abschnitt 4.3)
im allgemeinen nicht identisch sind, bleibt die Pfada¨quivalenz erhalten. Zwei Be-
schreibungen sind pfada¨quivalent, wenn die Werte der Variablen in jedem Schritt
ihrer Berechnungen u¨bereinstimmen. Die normalisierten Beschreibungen unter-
scheiden sich, da einerseits die parallelen Anweisungen permutiert und anderer-
seits durch negierte Bedingungen der Verzweigungen Pfade in den Beschreibun-
gen vertauscht sein ko¨nnen.
a)B′′′ = ({Sa}, Sa, {a, b, c}) mit dem
Segment
Sa :
IF ¬(a>b)
THEN c←a;
ELSE a←a-b;
IF ¬(a<b)
THEN c←b;
ELSE b←b-a;
Sa;
b)B′′′ NF = ({Sa, Sb}, Sa, {a, b, c}) mit
den Segmenten
Sa :
IF ¬(a>b)
THEN c←a;
Sb;
ELSE a←a-b;
Sb;
Sb :
IF ¬(a<b)
THEN c←b;
Sa;
ELSE b←b-a;
Sa;
Abb. 3.9: Eine pfada¨quivalente Beschreibung zur GGT-Berechnung
Beispiel 3.7 In Abbildung 3.9 sind eine zu B aus Abbildung 3.5(a) pfada¨qui-
valente Beschreibung B′′′ und ihre Normalform B′′′ NF dargestellt. Die Beschrei-
bungen unterscheiden sich durch die invertierten Bedingungen der Verzweigungen
¬(a>b) bzw. ¬(a<b). Die Pfada¨quivalenz der Beschreibungen bleibt erhalten.
3.4 Die Semantik einer LLS-Beschreibung
Ein Transitionssystem ist nach Manna und Pnueli [MP91] durch (Π,Σ,Φ, s1)
gegeben mit:
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• Π = {π, v1, ..., vn} der Menge der Variablen,
• Σ = {s1, ..., sm} der Menge der Zusta¨nde,
• Φ = {τ1, ..., τk} der Menge der Zustandsu¨bergangs- oder Transitionsfunk-
tionen und
• s1 als Anfangszustand.
Die Menge der Variablen entha¨lt einerseits Datenvariablen v1 bis vn beliebigen
Typs und andererseits die Variable π, die den Kontrollﬂuß steuert. Ein Zustand
des Systems versteht sich als Interpretation der Menge der Variablen Π, d.h. ein
Zustand wird durch eine bestimmte Kombination der Variablenwerte charakte-
risiert.
Eine Berechnung des Systems ist durch eine Folge von Zustandsu¨berga¨ngen ge-
geben. Die Transitionsfunktion τ : Σ → Σ bestimmt fu¨r einen Zustand den
Folgezustand:
s1
τ1→ s2 τ2→ ... τi→ sl τj→ ...
Jeder Transition τ ist eine Transitionsrelation ρτ (Π,Π
′) zugeordnet. Die Tran-
sitionsrelation setzt die Werte der Variablen eines Zustands Π = {π, v1, ..., vn}
mit den Werten des Folgezustands Π′ = {π′, v′1, ..., vn′} in Beziehung. Die einfach
gestrichenen Variablen Π′ werden dazu verwendet, die ”neuen” Werte der Varia-
blen von den ”alten” zu unterscheiden. Die Transitionsrelation ρτ hat folgende
Form:
ρτ (Π,Π
′) : Cτ (Π)⇒ (v′1 = e1) ∧ ... ∧ (v′n = en) ∧ (π′ = sj).
Cτ (Π) gibt die Bedingung an, unter der die Transitionsrelation aktiv wird. e1
bis en repra¨sentieren beliebige Ausdru¨cke u¨ber Π und sj gibt den Folgezustand
an. Die Transitionsrelation des Systems ρΦ ergibt sich durch das Produkt aller
Transitionsrelationen ρτ :
ρΦ =
∧
i=1,...,k
ρτi
Ein Transitionssystem la¨ßt sich als erweiterter endlicher Automat darstellen. Ein
erweiterter endlicher Automat ist ein Zustandsdiagramm, bei dem boolesche Aus-
dru¨cke als Bedingungen fu¨r einen U¨bergang und auszufu¨hrende Datenoperatio-
nen an den Kanten notiert sind und bei dem jedem Schritt ein symbolischer
Ablaufzustand zugeordnet wird. Zu beachten ist, daß fu¨r diese Klasse der Auto-
maten nicht die Mo¨glichkeit besteht, einen eindeutigen, minimalen Automaten
zu konstruieren. Ein Beispiel fu¨r einen erweiterten endlichen Automaten gibt
Abbildung 3.10.
Beispiel 3.8 Fu¨r den erweiterten Zustandsautomaten aus Abbildung 3.10 er-
gibt sich ein Transitionssystem mit Φ = {π, a, b, c}, Σ = {Sa, Sb} und Sa als
Startzustand. Die Zustandsu¨berga¨nge werden durch die vier folgenden Transiti-
onsrelationen beschrieben:
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ρ1 : (π = S
a) ∧ (a > b)⇒ (a′ = a− b) ∧ (b′ = b) ∧ (c′ = c) ∧ (π′ = Sb),
ρ2 : (π = S
a) ∧ ¬(a > b)⇒ (a′ = a) ∧ (b′ = b) ∧ (c′ = a) ∧ (π′ = Sb),
ρ3 : (π = S
b) ∧ (a < b)⇒ (a′ = a) ∧ (b′ = b− a) ∧ (c′ = c) ∧ (π′ = Sa),
ρ4 : (π = S
b) ∧ ¬(a < b)⇒ (a′ = a) ∧ (b′ = b) ∧ (c′ = b) ∧ (π′ = Sa)
Das Transitionssystem berechnet den gro¨ßten gemeinsamen Teiler zweier Zahlen
a und b.

Sa 
(a < b|b′ = b− a)∨
(¬(a < b)|c′ = b)
(a > b|a′ = a− b)∨
(¬(a > b)|c′ = a)

Sb
Abb. 3.10: Ein erweiterter endlicher Automat zur Bestimmung des GGT
Die Semantik einer normalisierten LLS-Beschreibung B = (SB, Sinit,VB) ist durch
das synchrone Transitionssystem (Π,Σ,Φ, s1) gegeben. Jede LLS-Beschreibung
kann normalisiert werden. Da jedes Segment einer Beschreibung in Normalform
einen Zeitschritt zur Ausfu¨hrung beno¨tigt, ko¨nnen die Segmente mit den Zu-
sta¨nden eines Transitionssystems bzw. eines erweiterten endlichen Automaten
assoziiert werden. Fu¨r jedes Segment lassen sich eine oder, falls Verzweigungen
auftreten, mehrere Transitionsrelationen aufstellen. Die Bedingung fu¨r das Akti-
vieren einer Transitionsrelation ergibt sich durch die Bedingungen der Verzwei-
gungen. Der nachfolgende Zustand wird durch die Ausgangsmarken des Segments
festgelegt. Es gilt Π = {π} ∪ VB, Σ = SB und s1 = Sinit.
Beispiel 3.9 Wird die Beschreibung B aus Abbildung 3.5(a) normalisiert, er-
gibt sich B′ aus 3.5(b). B′ entspricht dem Transitionssystem, das in Beispiel
3.8 dargestellt wird. Der entsprechende Zustandsautomat wird in Abbildung 3.10
dargestellt.
3.5 U¨bersetzung nach VHDL
Im Gegensatz zu VHDL existiert zur Zeit fu¨r LLS kein Simulator. Im Rahmen
dieser Arbeit wurde aber ein U¨bersetzer entwickelt, der LLS-Beschreibungen nach
VHDL u¨bersetzt. So ko¨nnen einerseits die existierenden Simulationswerkzeuge,
andererseits aber auch kommerzielle Synthese- und Veriﬁkationswerkzeuge in den
Entwurfsﬂuß einbezogen werden. Schwierigkeiten ergeben sich durch:
• die Modellierung des Zeitverhaltens von LLS und
3.5.1 Modellierung des Zeitverhaltens von LLS in VHDL 33
• die Modellierung von Speichern.
3.5.1 Modellierung des Zeitverhaltens von LLS in VHDL
LLS ist eine axiomatisierte Hardwarebeschreibungssprache. Das Zeitverhalten
von Ausdru¨cken in LLS ist durch die Axiomatisierung eindeutig festgelegt. Die
Werte der Quellvariablen von Anweisungen werden durch den vorangehenden
Zeitschritt festgelegt. So tauschen z.B. die Zuweisungen (a←b,b←a) die Wer-
te der beiden Variablen aus. Aus diesem Grund werden alle Variablen in der
LLS-Beschreibung als Signale in der VHDL-Beschreibung deﬁniert. In der LLS-
Beschreibung ist der Takt durch die Semantik der Sprache gegeben, so daß es
in der VHDL-Beschreibung erforderlich wird, den Takt als ein zusa¨tzliches Ein-
gangssignal clk zu deﬁnieren. U¨ber Anlegen eines geeigneten Taktsignals an clk
kann das Zeitverhalten von LLS modelliert werden.
a) L0 :
IF p
THEN x←y;
L1;
ELSE y←x;
L2;
L1 :
...
b) process
begin
wait until clk’event and clk=’1’;
if (reset=’1’) then
control state<=l0;
p<=’0’;
x<=”00000000”;
y<=”00000000”;
elsif control state=l0 then
if (p=’1’) then
x<=y;
control state<=l1;
else
y<=x;
control state<=l2;
end if;
elsif ...
...
end if;
end process;
Abb. 3.11: U¨bersetzung einer LLS-Beschreibung nach VHDL
Der Ablauf einer Berechnung einer LLS-Beschreibung ist durch die Anfangsmarke
und die sich ergebenden Ausgangsmarken der Segmente festgelegt. In der VHDL-
Beschreibung wird ein weiteres Signal control state eingefu¨hrt, mit dessen Hil-
fe der Kontrollﬂuß modelliert wird. control state speichert, welches Segment
zu bearbeiten ist. An die Stelle der Ausgangsmarken treten Zuweisungen nach
control state. Um einen spa¨teren Veriﬁkationsschritt zu erleichtern, werden die
Marken bina¨r kodiert. Die Lesbarkeit der VHDL-Beschreibung la¨ßt sich durch
die Einfu¨hrung von Konstanten erho¨hen. In dem Beispiel von Abbildung 3.11
vertreten die Konstanten l0, l1 bzw. l2 die Bitvektoren ”00”, ”01” bzw. ”10”.
In der VHDL-Beschreibung wird ein Prozeß deﬁniert, der eine wait-Anweisung
und eine verschachtelte Auswahl entha¨lt. Bei steigender Flanke des Taktes wird
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die Auswahl ausgewertet. Die Auswahl verzweigt entsprechend control state.
Vor Beru¨cksichtigung des control state-Signals wird reset abgefragt, um, falls
dieses Eingangssignal gesetzt ist, alle Signale auf die Initialisierung zuru¨ckzuset-
zen. Falls reset nicht bereits in der LLS-Beschreibung enthalten ist, wird reset
automatisch eingefu¨hrt.
3.5.2 Modellierung von Speichern in LLS und in VHDL
In LLS werden Speicher als Arrays modelliert. Da dieser Datentyp fu¨r die Syn-
these ungeeignet ist, werden in der VHDL-Beschreibung Speicher strukturell be-
schrieben, indem die Daten-, Adreß- und Steuerleitungen des Speicherbausteins
als Ein- und Ausga¨nge der Beschreibung deﬁniert werden. Die Speicherbausteine
werden nicht synthetisiert, statt dessen werden nach der Synthese bereits syn-
thetisierte Komponenten verwendet.
Um zu vermeiden, daß Beschreibungen nicht synthetisiert werden ko¨nnen, be-
darf es gewisser Einschra¨nkungen. So ko¨nnen z.B. aus einem Speicher maximal
zwei unterschiedliche Datenworte parallel ausgelesen und ein Datenwort abge-
speichert werden. Verletzt eine LLS-Beschreibung die Einschra¨nkungen nicht,
werden die Speicherbausteine aus der Verhaltensbeschreibung extrahiert, um die
modiﬁzierte Beschreibung nach VHDL zu u¨bersetzen. Der Synopsys Design Com-
piler [Syn98a] leitet aus der VHDL-Beschreibung eine strukturelle Repra¨sentation
ab.
Multiplexer werden bei der U¨bersetzung nicht eingefu¨gt. Erst der Synopsys De-
sign Compiler generiert diese, falls verschiedene Register als Quelle oder zur
Adressierung eines Speichers verwendet werden. Die U¨bersetzung einer LLS-Be-
schreibung setzt voraus, daß die jeweilige Adresse, an der in einem Speicher
gelesen oder geschrieben werden soll, bereits durch den vorangehenden Takt be-
stimmt wird. Wa¨hrend einer Vorverarbeitung werden die zusa¨tzlichen Zuweisun-
gen eingefu¨gt. Erschwerend kommt hinzu, daß LLS-Beschreibungen zyklisch sind
und es sich um bedingte Speicherzugriﬀe handeln kann.
Beispiel 3.10 Abbildung 3.12 zeigt ein Beispiel fu¨r die U¨bersetzung eines Spei-
cherzugriﬀes. Die Registerbank rf wird in Abha¨ngigkeit der Bedingung p an der
Adresse a oder c beschrieben. Die Adresse a wird einen Schritt zuvor berechnet.
Als Quelle des Schreibzugriﬀes dient unter der Bedingung, das p erfu¨llt ist, x,
andernfalls wird der Wert von y abgespeichert.
In der VHDL-Beschreibung werden drei weitere Ausga¨nge deﬁniert: rf data,
rf adr und rf wr enable. Wa¨hrend u¨ber rf data die abzuspeichernden Da-
ten ausgegeben werden, ist rf adr die anzusprechende Adresse zu entnehmen.
Bei rf wr enable handelt es sich um ein Signal, das den Schreibzugriﬀ steuert.
In der VHDL-Beschreibung wird rf adr einen Zeitschritt vor dem Schreibzu-
griﬀ bestimmt. Es zeigt sich, daß sequentielle Datenabha¨ngigkeiten beachtet und
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a) Lx :
a←a+b;
Ly;
Ly :
IF p
THEN rf[a]←x;
ELSE rf[c]←y;
...
b) if (control state=lx)
then a⇐a+b;
if (p=’1’)
then rf adr⇐a+b;
else rf adr⇐c;
end if;
control state⇐ly;
elsif (control state=ly)
then rf wr enable⇐’0’,
if (p=’1’)
then rf daten⇐x;
else rf daten⇐y;
end if;
...
Abb. 3.12: U¨bersetzung eines Speicherzugriﬀes
durch Forwarding (siehe Abschnitt 4.7) gelo¨st werden mu¨ssen. An die Stelle der
Zuweisungen rf[a]←x bzw. rf[c]←y treten die Anweisung rf data⇐x bzw.
rf data⇐y. Eine weitere Zuweisung rf wr enable⇐’0’, die den Schreibzugriﬀ
ermo¨glicht, wird hinzugefu¨gt.
3.6 Zusammenfassung
Als textuelle Repra¨sentation wird die experimentelle Hardwarebeschreibungs-
sprache LLS benutzt. Sie dient dazu, Systeme auf der algorithmischen und der
Register-Transfer-Ebene darzustellen. Sie besitzt eine formale Semantik und eig-
net sich sowohl fu¨r die Synthese als auch fu¨r die Veriﬁkation. Die Beschreibungen
ko¨nnen normalisiert werden und repra¨sentieren erweiterte endliche Automaten.
Im Gegensatz zu anderen Hardwarebeschreibungssprachen, wie z.B. VHDL, exi-
stiert fu¨r LLS kein Simulator. Um einerseits Beschreibungen simulieren zu ko¨nnen
und andererseits kommerzielle Synthese- und Veriﬁkationswerkzeuge in den Ent-
wurfsﬂuß zu integrieren, wurde im Rahmen dieser Arbeit ein U¨bersetzer ent-
wickelt, der LLS-Beschreibungen nach VHDL u¨bersetzt.
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Kapitel 4
Korrektheitserhaltende
Transformationen
4.1 Einleitung
Die Anwendung korrektheitserhaltender Transformationen hat im Bereich des
formal korrekten Hardwareentwurfs [Eve90] eine lange Tradition. Unter formaler
Synthese werden Methoden verstanden, die das Syntheseergebnis innerhalb eines
logischen Kalku¨ls formal korrekt ableiten (siehe Abschnitt 2.2.2). Die Synthese
ist auf die Anwendung formal deﬁnierter, korrektheitserhaltender Transforma-
tionen begrenzt, so daß nicht nur eine Implementierung fu¨r eine vorgegebene
Speziﬁkation gewonnen wird, sondern gleichfalls ein Beweis der Korrektheit des
Ergebnisses gegeben werden kann.
Der Kern des vorgestellten Synthesewerkzeugs besteht aus einer Menge von
Transformationsregeln. Dabei wird zwischen hardware-speziﬁschen und allge-
meingu¨ltigen bzw. logischen Transformationen unterschieden (siehe Abschnitt
2.2.2). Im folgenden wird eine Menge allgemeingu¨ltiger korrektheitserhaltender
Transformationen deﬁniert, die es erlauben, LLS-Beschreibungen formal korrekt
zu vera¨ndern. Diese Transformationen lassen sich in zwei Klassen unterteilen:
• formale Transformationen, die der Pfada¨quivalenz genu¨gen und
• kontext-abha¨ngige Transformationen, die im Sinne der Berechnungsa¨quiva-
lenz korrektheitserhaltend sind.
Es werden im folgenden nur geschlossene Systeme bzw. Beschreibungen ohne
Eingabe betrachtet. Besitzt eine Beschreibung eine Eingabe, wird es notwendig,
u¨ber die Eingabebelegung in Abha¨ngigkeit von der Zeit zu argumentieren. Die
Eingabe kann als eine Funktion interpretiert werden, die die Belegung auf die
Zeit abbildet. Zur Vereinfachung der Darstellung wird ohne Beschra¨nkung der
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Allgemeinheit auf Eingaben verzichtet.
Bevor die Abschnitte 4.6 bzw. 4.7 die Transformationen im einzelnen darstel-
len, werden die Begriﬀe der Pfada¨quivalenz, der Berechnungsa¨quivalenz und der
Transformationsa¨quivalenz deﬁniert. Betrachtungen der Vollsta¨ndigkeit und eine
Zusammenfassung beenden das Kapitel.
4.2 Vorbemerkung
LLS-Beschreibungen B = (SB, Sinit,VB) (siehe Deﬁnition 3.1 Abschnitt 3.2) ko¨n-
nen durch Anwenden von Transformationen formal korrekt vera¨ndert werden.
Die Menge aller Transformationen wird im folgenden mit Φ, die der formalen
mit Φf und die der kontext-abha¨ngigen mit Φk bezeichnet. B φ−→ B′ gibt an,
daß die Beschreibung B′ durch Anwenden der Transformation φ ∈ Φ aus B
hervorgegangen ist.
Beispiel 4.1 Abbildung 4.1(a) gibt ein Beispiel fu¨r eine Beschreibung B = ({Sa,
Sb}, Sa, {a, b, c}) mit den Segmenten Sa und Sb und den Variablen a, b und c,
die den gro¨ßten gemeinsamen Teiler zweier Zahlen berechnet.
a)B = ({Sa, Sb}, Sa, {a, b, c}) mit den
Segmenten
Sa :
IF a>b
THEN a←a-b;
ELSE c←a;
Sb;
Sb :
IF a<b
THEN b←b-a;
ELSE c←b;
Sa;
b)B′ = ({Sa, Sb}, Sa, {a, b, c}) mit den
Segmenten
Sa :
IF ¬(a>b)
THEN c←a;
ELSE a←a-b;
Sb;
Sb :
IF a<b
THEN b←b-a;
ELSE c←b;
Sa;
Abb. 4.1: Beispiel einer formalen Transformation
Das Anwenden einer formalen Transformation φf ∈ Φf auf die Beschreibung
B in Abbildung 4.1(a) erzeugt B′ in 4.1(b): B φf−→ B′. In Segment Sa wird die
Bedingung der if-then-else-Anweisung negiert und die Anweisungen des then- und
else-Zweiges vertauscht. Die Transformation ist korrektheitserhaltend, so daß B′
wie B den gro¨ßten gemeinsamen Teiler zweier Zahlen berechnet.
Eine Konﬁguration KBSx,i : B〈Sx, i;w1, ..., wn〉 einer Beschreibung B gibt an,
daß in der Beschreibung B das Segment Sx ∈ SB aktiv ist und die Variable
vj ∈ VB die Werte wj ∈ Wvj mit 1 ≤ j ≤ n nach Ausfu¨hren von i Zeitschrit-
ten annimmt. KBSx,0 : B〈Sx, 0;w1, ..., wn〉 beschreibt die Initialisierung des Seg-
ments Sx ∈ SB. Wird das Ende eines Berechnungspfades erreicht, ergibt sich
KBSx,Ende : B〈Sx, Ende;w1, ..., wn〉 als Konﬁguration des Segments Sx ∈ SB. Die
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Menge der betrachteten Variablen kann durch KBVSx,i : BV 〈Sx, i;w1, ..., wn〉 auf
eine Untermenge V ⊆ VB beschra¨nkt werden.
Beispiel 4.2 Berechnet die Beschreibung B fu¨r die Zahlen 6 und 4 den gro¨ßten
gemeinsamen Teiler, startet die Berechnung mit der folgenden Konﬁguration:
KBSa,0 : B{a,b,c}〈Sa, 0; 6, 4,−〉. Da der Wert der Variablen c erst im Laufe der
Berechnung ermittelt wird, ist c zu Beginn unbestimmt. Zwei Zeitschritte spa¨ter
ergibt sich daraus die Konﬁguration: KBSb,1 : B{a,b,c}〈Sb, 1; 2, 2,−〉.
Eine LLS-Beschreibung fu¨hrt eine Berechnung aus. Eine Berechnung KBVSx,i k
KBV
Sx′ ,j bzw. BV 〈Sx, i;w1, ..., wn〉 
k BV 〈Sx′, j;w′1, ..., w′n〉 einer Beschreibung B
stellt einen Konﬁgurationswechsel dar, der in k Zeitschritten ausgehend von der
Konﬁguration KBVSx,i die Beschreibung in die Konﬁguration K
BV
Sx′ ,j u¨berfu¨hrt.
Beispiel 4.3 Die Beschreibung B berechnet den gro¨ßten gemeinsamen Teiler der
Zahlen 6 und 4 folgendermaßen:
B{a,b,c}〈Sa, 0; 6, 4,−〉 1 B{a,b,c}〈Sa, 1; 2, 4,−〉 1 B{a,b,c}〈Sb, 1; 2, 2,−〉 1
B{a,b,c}〈Sa, 1; 2, 2, 2〉 1 B{a,b,c}〈Sb, 1; 2, 2, 2〉.
Da zu Beginn a>b gilt, wird im ersten Berechnungsschritt die Zuweisung a←a-b
ausgefu¨hrt, so daß die Variable a den Wert 2 annimmt. Sb fu¨hrt im na¨chsten
Zeitschritt b←b-a aus, da a<b gilt. Fu¨r b ergibt sich ebenfalls der Wert 2. Nach
erneutem Wechsel des Segments wird der Wert von a der Variablen c durch
c←a zugewiesen. Die Berechnung terminiert nicht, weil es sich um ein reaktives
System handelt. Die Werte der Variablen a¨ndern sich aber nicht mehr.
4.3 Pfada¨quivalenz
Formale Transformationen (siehe Abschnitt 4.6) vera¨ndern den Kontrollﬂuß einer
Beschreibung.
Beispiel 4.4 In Abbildung 4.1 wird die Bedingung einer if-then-else-Anweisung
negiert, was ein Vertauschen der Ausfu¨hrungszweige bedingt. Zeitliche Eigen-
schaften der Beschreibung a¨ndern sich nicht, so daß die Berechnungen von B und
B′ identisch sind. Der Kontrollﬂuß hat sich jedoch vera¨ndert, da in B die Bedin-
gung a>b und in B′ ¬(a>b) auszuwerten sind. Die Beschreibungen sind daher
pfada¨quivalent und die angewendete Transformation ist im Sinne der Pfada¨qui-
valenz korrektheitserhaltend.
Formale Transformationen erhalten die Pfada¨quivalenz. Pfada¨quivalenz meint,
daß bei paralleler Ausfu¨hrung zweier Beschreibungen die von den gemeinsamen
Variablen gespeicherten Werte in jedem Schritt gleich sind bzw. daß sie identische
Berechnungen ausfu¨hren. Formal ist die Pfada¨quivalenz zweier Beschreibungen
wie folgt deﬁniert:
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Deﬁnition 4.1 (Pfada¨quivalenz)
Zwei Beschreibungen B und B′ sind pfada¨quivalent (B ∼=|V B′), wenn die bei der
Ausfu¨hrung der beiden Beschreibungen erzeugten Folgen von Werten einer Un-
termenge gemeinsamer Variablen V ⊆ VB∩V ′B in jedem Schritt u¨bereinstimmen:
B ∼=|V B′ ⇐⇒


∀k ∈ N : ∀i ∈ [1 : n] : ∀wi ∈ Wvi mit vi ∈ V ⊆ VB ∩
V ′B : BV 〈Sinit, 0;w1, ..., wn〉 k BV 〈Sx, j;w′1, ..., w′n〉 ⇒
B′V 〈Sinit, 0;w1, ..., wn〉 k B′V 〈Sx′, j′;w′1, ..., w′n〉


Beispiel 4.5 In Abbildung 4.2 berechnen alle drei Beschreibungen den gro¨ßten
gemeinsamen Teiler zweier Zahlen. Initialisiert mit den Zahlen 6 und 4 ergeben
sich fu¨r Beschreibung B folgende Berechnungen:
B{a,b,c}〈Sa, 0; 6, 4,−〉 1 B{a,b,c}〈Sa, 1; 6, 4, 0〉 1 B{a,b,c}〈Sa, 2; 2, 4, 0〉 1
B{a,b,c}〈Sa, 1; 2, 4, 0〉 1 B{a,b,c}〈Sa, 2; 2, 2, 0〉 1 B{a,b,c}〈Sa, 1; 2, 2, 2〉
und fu¨r B′:
B′{a,b,c}〈Sa, 0; 6, 4,−〉 1 B′{a,b,c}〈Sa, 1; 6, 4, 0〉 1 B′{a,b,c}〈Sb, 1; 2, 4, 0〉 1
B′{a,b,c}〈Sa, 1; 2, 4, 0〉 1 B′{a,b,c}〈Sb, 1; 2, 2, 0〉 1 B′{a,b,c}〈Sa, 1; 2, 2, 2〉
Es la¨ßt sich zeigen, daß B ∼=|{a,b,c} B′ erfu¨llt ist. Fu¨r die Beschreibung B′′ ergibt
sich folgende Berechnung:
B′′{a,b,c}〈Sa, 0; 6, 4,−〉 1 B′′{a,b,c}〈Sa, 1; 2, 4,−〉 1 B′′{a,b,c}〈Sa, 2; 2, 4, 0〉 1
B′′{a,b,c}〈Sa, 1; 2, 2, 0〉 1 B′′{a,b,c}〈Sa, 2; 2, 2, 0〉 1 B′′{a,b,c}〈Sa, 1; 2, 2, 2〉
Die Beschreibungen B und B′′ bzw. B′ und B′′ sind somit nicht pfada¨quivalent,
obwohl auch B′′ den gro¨ßten gemeinsamen Teiler korrekt bestimmt.
a)B = ({Sa, Sb}, Sa, {a, b, c})
mit dem Segment
Sa :
IF ¬(a=b)
THEN IF a>b
THEN c←0;
a←a-b;
Sa;
ELSIF ¬a>b
THEN c←0;
b←b-a;
Sa;
ELSE c←a;
SEnde;
b)B′ = ({Sa, Sb, Sc}, Sa, {a, b, c})
mit den Segmenten
Sa :
IF a=b
THEN c←a;
SEnde;
ELSE (c←0,
p←a>b);
Sb;
Sb :
IF ¬p
THEN b←b-a;
Sa;
ELSE a←a-b;
Sa;
c)B′′ = ({Sa, Sb}, Sa, {a, b, c})
mit dem Segment
Sa :
IF ¬(a=b)
THEN IF a>b
THEN a←a-b;
ELSIF a<b
THEN b←b-a;
c←0;
Sa;
ELSE c←a;
SEnde;
Abb. 4.2: GGT als Beispiel fu¨r die Pfada¨quivalenz
Formale Transformationen erhalten die Pfada¨quivalenz. Somit la¨ßt sich der fol-
gende Satz formulieren:
Satz 4.1 Formale Transformationen Φf sind korrektheitserhaltend im Sinne der
Pfada¨quivalenz. Wird eine Beschreibung durch die Anwendung einer formalen
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Transformation vera¨ndert, so sind die urspru¨ngliche und die transformierte Be-
schreibung pfada¨quivalent: ∀φ ∈ Φf : ∀B : B φ−→ B′ ⇒ B ∼= B′
4.4 Berechnungsa¨quivalenz
Im Gegensatz zu formalen Transformationen haben kontext-abha¨ngige Trans-
formationen (siehe Abschnitt 4.7) keinen Einﬂuß auf den Kontrollﬂuß, sondern
parallelisieren bzw. serialisieren Folgen sequentieller Anweisungen innerhalb eines
Segments.
Beispiel 4.6 Die Beschreibungen B und B′′ in Abbildung 4.2 unterscheiden sich
dadurch, daß die Zuweisung c←0 vor bzw. nach der bedingten Ausfu¨hrung von
a←a-b und b←b-a in dem Segment Sa realisiert wird. Dennoch werden die glei-
chen Werte fu¨r die gemeinsamen Variablen berechnet. Somit sind B und B′′ be-
rechnungsa¨quivalent. Durch Anwendung kontext-abha¨ngiger Transformationen,
die die Berechnungsa¨quivalenz erhalten, ist es mo¨glich, B in B′′ bzw. B′′ in B
umzuwandeln.
Wa¨hrend die Pfada¨quivalenz die A¨quivalenz von Beschreibungen charakterisiert,
ist die Berechnungsa¨quivalenz u¨ber Segmenten deﬁniert. Die Berechnungsa¨quiva-
lenz von Segmenten la¨ßt keine Aussage zu, ob die nachfolgenden Segmente eben-
falls berechnungsa¨quivalent sind, sondern sagt aus, daß die von zwei Segmenten
ausgefu¨hrten Berechnungen, beginnend mit der U¨bernahme des Kontrollﬂusses
und endend an einer Ausgangsmarke, gleiche Endergebnisse liefern.
Deﬁnition 4.2 (Berechnungsa¨quivalenz)
Zwei Segmente Sx ∈ SB und Sx′ ∈ SB′ sind berechnungsa¨quivalent (Sx |V Sx′),
falls bei identischer Initialisierung ihre Ausfu¨hrung gleiche Endergebnisse einer
Untermenge gemeinsamer Variablen V ⊆ VB ∩ V ′B ergibt:
Sx |V Sx′ ⇐⇒


∀i ∈ [1 : n] : ∀wi ∈ Wvi mit vi ∈ V ⊆
VB ∩ V ′B : ∃k, l ∈ N : BV 〈Sx, 0;w1, ..., wn〉 k
BV 〈Sx, Ende;w′1, ..., w′n〉 ⇒ B′V 〈Sx′, 0;w1, ..., wn〉 l
B′V 〈Sx′, Ende;w′1, ..., w′n〉


Beispiel 4.7 In Abbildung 4.3 berechnen sowohl das Segment Sa ∈ SB als auch
Sx ∈ SB′ die Formel (a+ b)3. Fu¨r die Zahlen 6 und 4 ergeben sich die folgenden
Berechnungen:
B{a,b,d}〈Sa, 0; 6, 4,−〉 1 B{a,b,d}〈Sa, 1; 6, 4,−〉 1 B{a,b,d}〈Sa, 2; 6, 4, 100〉 1
B{a,b,d}〈SaSb, Ende; 6, 4, 1000〉
und
B′{a,b,d}〈Sx, 0; 6, 4,−〉 1 B′{a,b,d}〈Sx, 1; 6, 4, 100〉 1 B′{a,b,d}〈Sx, Ende; 6, 4, 1000〉
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Die Variable c bleibt unbeachtet, da sie nicht zu den gemeinsamen Variablen der
Beschreibungen B und B′ geho¨rt. Wa¨hrend Sa das Ergebnis in drei Zeitschritten
berechnet, beno¨tigt Sx hingegen nur zwei Zeitschritte. Ein weiterer Unterschied
besteht darin, daß die Variable d in B′ bereits im ersten Zeitschritt verwendet
wird. Da die gemeinsamen Variablen nach Ausfu¨hrung von Sa und Sx identi-
sche Werte speichern, sind Sa und Sx berechnungsa¨quivalent: Sa |{a,b,d} Sx. B
und B′ sind jedoch nicht pfada¨quivalent, weil Sa und Sx die Berechnungen in
unterschiedlichen Schritten ausfu¨hren.
a)B = ({Sa, Sb, ...}, ...,{a, b, c, d})
mit den Segmenten
Sa :
c←a+b;
d←c*c;
d←c*d;
Sb;
b)B′ = ({Sx, Sy, ...}, ...,{a, b, d}) mit
den Segmenten
Sx :
d←(a+b)*(a+b);
d←(a+b)*d;
Sy;
Abb. 4.3: Beispiel fu¨r die Berechnungsa¨quivalenz
Kontext-abha¨ngige Transformationen genu¨gen der Berechnungsa¨quivalenz, so
daß sich der folgende Satz formulieren la¨ßt:
Satz 4.2 Kontext-abha¨ngige Transformationen Φk sind korrektheitserhaltend im
Sinne der Berechnungsa¨quivalenz. Wird eine Beschreibung durch Anwendung ei-
ner kontext-abha¨ngigen Transformation vera¨ndert, so sind die urspru¨ngliche und
die transformierte Beschreibung berechnungsa¨quivalent: ∀φ ∈ Φk : ∀B : B φ−→
B′ ⇒ B  B′
4.5 Transformationsa¨quivalenz
Durch Anwendung einer Folge formaler und kontext-abha¨ngiger Transformatio-
nen vera¨ndern sich sowohl der Kontrollﬂuß als auch die zeitlichen Eigenschaften
einer Beschreibung. So sind die urspru¨ngliche und die transformierte Beschrei-
bung weder pfada¨quivalent, noch ﬁnden sich berechnungsa¨quivalente Segmente.
Beispiel 4.8 In Abbildung 4.2 sind die Beschreibungen B′ und B′′ nicht pfad-
a¨quivalent, da die Variable c in unterschiedlichen Zeitschritten der Berechnungen
beschrieben wird. Sa in Beschreibung B′′ ist aber auch zu keinem Segment in B′
berechnungsa¨quivalent. Einerseits wird in Sa in B′ keine Subtraktion a-b bzw. b-a
ausgefu¨hrt, andererseits ist die Verzweigung in Sb von der Variablen p abha¨ngig,
die in dem vorangehenden Segment bestimmt wird. Eine Berechnungsa¨quivalenz
ist somit nicht gegeben, da sie nur fu¨r bestimmte, nicht aber fu¨r beliebige Werte
von p gezeigt werden kann.
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Die A¨quivalenz la¨ßt sich u¨ber die Folge der angewendeten Transformationen zei-
gen. Die urspru¨ngliche und die transformierte Beschreibung sind somit im Sinne
einer Transformationsa¨quivalenz korrektheitserhaltend.
Deﬁnition 4.3 (Transformationsa¨quivalenz)
Zwei Beschreibungen B und B′ sind transformationsa¨quivalent (B .= B′), wenn
eine Folge korrektheitserhaltender Transformationen φ1, ..., φn ∈ Φ existiert, die
B nach B′ u¨berfu¨hrt:
B .= B′ ⇐⇒ ∃φ1, ..., φn ∈ Φ : B φ1−→ ... φn−→ B′
Beispiel 4.9 Die Beschreibungen B′ und B′′ in Abbildung 4.2 sind weder pfad-
noch berechnungsa¨quivalent. Es existiert eine Folge formaler und kontext-abha¨n-
giger Transformationen, mit der B′ in B′′ oder umgekehrt umgewandelt werden
kann. Aus diesem Grund sind die beiden Beschreibungen transformationsa¨quiva-
lent.
4.6 Formale Transformationen
Formale Transformationen vera¨ndern den Kontrollﬂuß einer Beschreibung. Diese
Klasse der Transformationen basiert auf einer Theorie von Mikroprogrammsche-
mata nach Glushko [Glu65]. Eine Theorie von Programmschemata reﬂektiert
Eigenschaften, die unabha¨ngig von bestimmten Programmen sind.
Beispiel 4.10 Durch Anwenden des Axioms A0 (siehe Abbildung 4.4) auf ei-
ne if-then-else-Anweisung einer Beschreibung werden die Bedingung der if-then-
else-Anweisung negiert und die Anweisungen des then- und des else-Zweiges
vertauscht, so daß aus IF p THEN a; ELSE b; die Anweisung IF ¬p THEN b;
ELSE a; entsteht. Diese Transformation wird unabha¨ngig davon ausgefu¨hrt, wel-
che Anweisungen durch a, b und p repra¨sentiert werden.
Die Axiome aus Abbildung 4.4 gehen auf [Glu65] zuru¨ck und geben an, wie if-
then-else-Strukturen vera¨ndert werden ko¨nnen. Die Axiome gelten unabha¨ngig
davon, an welcher Stelle sie in einer Beschreibung angewendet werden und welche
Strukturen in der if-then-else-Anweisung enthalten sind.
Axiom A7 ermo¨glicht es, Anweisungen in eine if-then-else-Klausel hineinzuziehen.
{a}p wird virtuelles Pra¨dikat genannt und gibt an, daß die Bedingung p nach der
virtuellen Ausfu¨hrung der Anweisung a auszuwerten ist. Vera¨ndert der Ausdruck
a keine der in p verwendeten Variablen, kann {a} entfallen. Andernfalls mu¨ssen
die gemeinsamen Variablen in p entsprechend substituiert werden.
Beispiel 4.11 Wird A7 auf x←x+1;IF x=0 THEN ... ELSE ... angewendet,
ergibt sich IF {x←x+1}x=0 THEN x←x+1;... ELSE x←x+1;... Das virtuelle
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Axiom (A0) : B (a;) ∼= B

IF pTHEN a;
ELSE a;


Axiom (A1) : B

IF pTHEN a;
ELSE b;

 ∼= B

IF ¬pTHEN b;
ELSE a;


Axiom (A2) : B


IF p
THEN IF q
THEN a;
ELSE b;
ELSE c;


∼= B


IF (p∧q)
THEN a;
ELSE IF (p∧¬q)
THEN b;
ELSE c;


Axiom (A3) : B


IF p
THEN a;
ELSE IF q
THEN b;
ELSE c;


∼= B


IF p∨q
THEN IF p
THEN a;
ELSE b;
ELSE c;


Axiom (A4) : B

IF p∧qTHEN a;
ELSE b;

 ∼= B


IF p
THEN IF q
THEN a;
ELSE b;
ELSE b;


Axiom (A5) : B

IF p∨qTHEN a;
ELSE b;

 ∼= B


IF p
THEN a;
ELSE IF q
THEN a;
ELSE b;


Axiom (A6) : B


IF p
THEN a;
ELSE b;
c;

 ∼= B

IF pTHEN a;c;
ELSE b;c;


Axiom (A7) : B


a;
IF p
THEN b;
ELSE c;

 ∼= B

IF {a}pTHEN a;b;
ELSE a;c;


Axiom (A8) : B

IF pTHEN a;
ELSE b;

 ∼= B


IF p
THEN IF p
THEN a;
ELSE c;
ELSE b;


Abb. 4.4: Formale Transformationen
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Pra¨dikat {x←x+1}x=0 kann durch x+1=0 ersetzt werden, so daß sich IF x+1=0
THEN x←x+1;... ELSE x←x+1;... ergibt.
Virtuelle Pra¨dikate lassen sich durch Anwendung kontext-abha¨ngiger Transfor-
mationen, insbesondere Forwarding, eliminieren, so daß nach Entfernen des vir-
tuellen Pra¨dikats die urspru¨ngliche und die transformierte Beschreibung nicht
mehr pfad- sondern berechnungsa¨quivalent sind.
Neue Segmente ko¨nnen durch Anwenden der Regel aus Abbildung 4.5 eingefu¨hrt
werden, es ist aber auch mo¨glich, zwei Segmente zu einem zusammenzufassen.
Die Regel besagt, daß ein Segment S und seine Marke L a¨quivalent sind und
wechselseitig ersetzt werden ko¨nnen.
Regel (R1) : L : SB(L) ∼= B(S)
Abb. 4.5: Erzeugen und Verschmelzen von Segmenten
Beispiel 4.12 Regel R1 erlaubt es, neue Segmente einzufu¨hren. In Abbildung
4.6 wird durch Anwendung von R1 auf 4.6(a) das Segment Lx erzeugt, so daß
sich 4.6(b) ergibt. Es ko¨nnen aber auch zwei Segmente zu einem zusammenge-
faßt werden. Wird R1 auf 4.6(b) angewendet, ergibt sich 4.6(a). Lx wird nur
entfernt, falls das Segment nach Anwenden der Regel unerreichbar ist. a und b
repra¨sentieren beliebige Anweisungen.
a) L0 : a; b; L1; b) L0 : a; Lx;
Lx : b; L1;
Abb. 4.6: Anwendung der Regel R1
Wie bereits das vorangehende Beispiel zeigt, deﬁnieren die Axiome A0 bis A8 und
die Regel R1 die zugeho¨rigen inversen Transformationen. Invers meint, daß zu ei-
ner Transformation eine Ru¨cktransformation existiert. Wird eine Transformation
ausgefu¨hrt, so kann die urspru¨ngliche Sequenz durch Anwenden der Ru¨cktrans-
formation wieder hergestellt werden.
4.7 Kontext-abha¨ngige Transformationen
Kontext-abha¨ngige Transformationen erlauben es, Anweisungen zu parallelisie-
ren bzw. zu serialisieren. Das nachfolgende Beispiel zeigt, daß beim Vera¨ndern
der zeitlichen Abfolge von Anweisungen Datenabha¨ngigkeiten beachtet und Kon-
ﬂikte gelo¨st werden mu¨ssen.
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Beispiel 4.13 In Abbildung 4.7(a) wird die Zuweisung y←x*a im zweiten Zeit-
schritt, in 4.7(b) im ersten ausgefu¨hrt. Die Segmente La und La′ sind nicht
berechnungsa¨quivalent aufgrund von Datenabha¨ngigkeiten, da bei Initialisierung
mit 2, 3, 0 und 6 B und B′ verschiedene Ergebnisse berechnen:
B{a,b,x,y,z}〈La, 0; 2, 3, 0, 6,−〉 1 B{a,b,x,y,z}〈La, 1; 2, 3, 5, 6,−〉 1
B{a,b,x,y,z}〈La, Ende; 2, 3, 5, 10, 11〉
und B′:
B′{a,b,x,y,z}〈La′, 0; 2, 3, 0, 6,−〉 1 B′{a,b,x,y,z}〈La′, 1; 2, 3, 5, 0,−〉 1
B′{a,b,x,y,z}〈La′, Ende; 2, 3, 5, 0, 5〉
Wird die Zuweisung y←x*a in 4.7(a) einen Schritt vorgezogen, ist zu beachten,
daß die Variable y in z←x+y benutzt wird. Daru¨berhinaus wird die Variable x,
die in y←x*a verwendet wird, einen Schritt zuvor berechnet. Die zeitliche Ab-
folge von Anweisungen kann nur vera¨ndert werden, wenn Datenabha¨ngigkeiten
zuvor gelo¨st worden sind.
a) B = ({La, Lb, ...}, ...,
{a, b, x, y, z}) mit
den Segmenten
La:
x←a+b;
(y←x*a,z←x+y);
Lb;
b) B′ = ({La′, Lb′, ...}, ...,
{a, b, x, y, z}) mit den
Segmenten
La′
(x←a+b,y←x*a);
z←x+y;
Lb
′
;
Abb. 4.7: Datenabha¨ngigkeiten verhindern das Parallelisieren
Die folgenden Techniken erlauben das Lo¨sen von Datenabha¨ngigkeiten:
• Einfu¨hren von Pipeline-Registern: Zwei parallele Anweisungen sollen se-
quentiell ausgefu¨hrt werden, wobei die vorzuziehende Anweisung eine Va-
riable als Ziel besitzt, die in der anderen als Quelle dient. Wird der alte
Wert der betreﬀenden Variablen durch eine neu eingefu¨hrte Variable zwi-
schengespeichert und in der Quelle durch diese substituiert, ko¨nnen die
Anweisungen nacheinander ausgefu¨hrt werden.
(a←<Ausdruck>, b← ... op a op ...);
wird zu
(a←<Ausdruck>, ap←a); b← ... op ap op ...;.
• Forwarding: Zwei sequentielle Anweisungen werden parallelisiert, wobei die
vorangehende den Wert einer Quellvariablen der nachfolgenden Anweisung
berechnet. Wird diese Quellvariable durch den Ausdruck, der ihr in der er-
sten Anweisung zugeordnet wird, in der zweiten Anweisung ersetzt, ko¨nnen
die beiden Anweisungen parallel ausgefu¨hrt werden.
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a←<Ausdruck>; b← ... op a op ...;
wird zu
(a←<Ausdruck>, b← ... op <Ausdruck> op ...);.
• Eliminieren redundanter Zuweisungen: Zwei sequentielle Anweisungen be-
sitzen die gleichen Zielvariablen. Falls keine weiteren Abha¨ngigkeiten zwi-
schen diesen Anweisungen bestehen, genu¨gt es, die erste entfallen zu lassen
und nur die zweite Anweisung auszufu¨hren.
a←<1.Ausdruck>; a←<2.Ausdruck>;
wird zu
a←<2.Ausdruck>;
Bestehen weitere Abha¨ngigkeiten, mu¨ssen diese zuvor mit den bereits vor-
gestellten Techniken gelo¨st werden.
(x←a+b,y←a*b);
(
 y←x*a,z←x+y);
C1
Einfu¨hren von
Pipeline-Register yp, weil y
Quelle und Ziel ist
(x←a+b,y←a*b, yp←a*b);
(y←x*a,z←x+ yp);
C2
Forwarding der Quelle von x,
weil x Quelle und Ziel ist
(
 x←a+b,y←a*b,yp←a*b);
(y← (a+b)*a,z←x+yp);
C3
Eliminieren der Zuweisung y,
weil y doppeltes Ziel ist und
nicht als Quelle verwendet
wird
(x←a+b,yp←a*b);
(



y←(a+b)*a,z←x+yp);
Parallelisieren
(x←a+b,

y←(a+b)*a,yp←a*b);
(z←x+yp);
Abb. 4.8: Parallelisieren von Zuweisungen
Beispiel 4.14 Abbildung 4.8 gibt ein Beispiel fu¨r die Anwendung der Techniken,
mit deren Hilfe die Registerzuweisung y←x*a vorgezogen wird. Im Unterschied
zu Abbildung 4.7(a) wird im ersten Zeitschritt die Zuweisung y←a*b zusa¨tzlich
realisiert.
Da y sowohl als Quelle in z←x+y als auch als Ziel in y←x*a verwendet wird, ist
ein Pipeline-Register yp einzufu¨hren. Im ersten Verarbeitungsschritt bekommt yp
parallel zu y den Wert a*b zugewiesen. Im zweiten Schritt tritt yp in der Zuwei-
sung z←x+y an die Stelle von y. y←x*a verwendet die Variable x, deren Wert
einen Schritt zuvor berechnet wird. Die Zuweisungen lassen sich nur parallelisie-
ren, wenn x durch die Quelle der Zuweisung x←a+b ersetzt wird. Die Zuweisung
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y←a*b kann eliminiert werden, da der berechnete Wert keine Verwendung ﬁn-
det und y im anschließenden Schritt einen neuen Wert zugewiesen bekommt. Sie
muß eliminiert werden, wenn y←(a+b)*a vorgezogen wird.
Nach Durchfu¨hren der Transformationen sind die urspru¨ngliche und die trans-
formierte Beschreibung berechnungsa¨quivalent. Im Vergleich zu Beispiel 4.13 er-
geben sich die folgenden Berechnungen:
B{a,b,x,y,z}〈La, 0; 2, 3, 0,−,−〉 1 B{a,b,x,y,z}〈La, 1; 2, 3, 5, 6,−〉 1
B{a,b,x,y,z}〈La, Ende; 2, 3, 5, 10, 11〉
und
B′{a,b,x,y,z}〈La′, 0; 2, 3, 0,−,−〉 1 B′{a,b,x,y,z}〈La′, 1; 2, 3, 5, 10,−〉 1
B′{a,b,x,y,z}〈La′, Ende; 2, 3, 5, 10, 11〉
C1, C2 und C3 in Abbildung 4.8 stellen einen Bezug zu den im folgenden deﬁ-
nierten Transformationen her.
Zur formalen Deﬁnition der kontext-abha¨ngigen Transformationen werden ver-
wendet:
Mengen:
• A als Menge der Anweisungen
• V als Menge der Variablen
• EX als Menge aller korrekten Ausdru¨cke u¨ber V
• D ⊆ V als Menge aller verwendeten Zielvariablen
• S ⊆ V als Menge aller verwendeten Quellvariablen
Funktionen:
• Z : A × D → A bestimmt alle Zuweisungen aus A mit Zielva-
riablen in D
• D : A → V berechnet alle Zielvariablen von Zuweisungen aus A
• S : A → V ermittelt alle Variablen, die als Quelle in A dienen
• Q : A × D → EX liefert die Ausdru¨cke, die als Quelle der
Anweisungen aus A mit den Zielen in D dienen
Schreibweisen:
• M//b &→ a =ˆ Ausdruck b ersetzt a in der Menge M
• (a, b) bezeichnet die parallele und a; b die sequentielle Komposi-
tion
Die Sequenz von Anweisungen A1; (A2,A3); kann zu (A1,A2);A3; transformiert
werden, wenn keine Datenabha¨ngigkeiten untereinander bestehen bzw. die Bern-
steinschen Regeln [Ber66] erfu¨llt sind:
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• D(A1) ∩D(A2) = ∅
• D(A1) ∩ S(A2) = ∅
• D(A2) ∩ S(A3) = ∅
Ist eine dieser drei Bedingungen nicht erfu¨llt, muß der Konﬂikt durch eine oder
mehrere der folgenden Techniken gelo¨st werden:
Axiom (C1) :
Einfu¨hren von Pipeline-Registern :
∀v ∈ D(A2) ∩ S(A3) : A1; (A2,A3);  (A1,A′2);A′3;
mit A′2 = A2 ∪ {pv ← v} und S(A′3) = S(A3)//pv &→ v
Axiom (C2) :
Forwarding :
∀v ∈ D(A1) ∩ S(A2) : A1; (A2,A3);  (A1,A′2);A3;
mit S(A′2) = S(A2)//Q(A1, {v}) &→ v
Axiom (C3) :
Eliminieren redundanter Zuweisungen :
∀v ∈ D(A1) ∩D(A2) : A1; (A2,A3);  (A1,A′2);A3;
mit A′2 = A2\Z(A2, {v})
Die Sequenz von Anweisungen (A1,A2);A3; kann zu A1; (A2,A3); transformiert
werden, wenn die folgenden Bedingungen erfu¨llt sind:
• D(A2) ∩D(A3) = ∅,
• D(A2) ∩ S(A3) = ∅,
• D(A1) ∩ S(A2) = ∅.
Wiederum lo¨st das Entfernen u¨berﬂu¨ssiger Zuweisungen, Forwarding und das
Einfu¨hren von Pipeline-Registern bestehende Konﬂikte:
Axiom (C4) :
Einfu¨hren von Pipeline-Registern :
∀v ∈ D(A1) ∩ S(A2) : (A1,A2);A3;  A′1; (A′2,A3);
mit A′1 = A1 ∪ {pv ← v} und S(A′2) = S(A2)//pv &→ v
Axiom (C5) :
Forwarding :
∀v ∈ D(A2) ∩ S(A3) : (A1,A2);A3;  A1; (A2,A′3);
mit S(A′3) = S(A3)//Q(A2, {v}) &→ v
Axiom (C6) :
Entfernen u¨berﬂu¨ssiger Zuweisungen :
∀v ∈ D(A2) ∩D(A3) : (A1,A2);A3;  A1; (A′2,A3);
mit A′2 = A2\Z(A2, {v})
Kontext-abha¨ngige Transformationen erlauben es, azyklische Sequenzen von An-
weisungen zu vera¨ndern. Neben Zuweisungen ko¨nnen auch if-then-else-Struktu-
ren transformiert werden. Voraussetzung ist, daß der if-then-else-Ausdruck einen
Zeitschritt zur Ausfu¨hrung beno¨tigt. Andernfalls mu¨ssen Anweisungen unter An-
wendung formaler Transformationen verschoben werden, um die Transformation
inner- oder außerhalb der if-then-else-Struktur durchzufu¨hren.
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Beispiel 4.15 Die Anweisungen x←a+b und if x=0 then a←b-c else d←a
werden zu (x←a+b,if (a+b)=0 then a←b-c else d←a) parallelisiert. Es ist
ebenfalls mo¨glich x←a+b in die if-then-else-Struktur hineinzuziehen (Axiom 7A),
um im Anschluß die Zuweisungen zu parallelisieren: if (a+b)=0 then x←a+b;
a←b-c else x←a+b;d←a. Das virtuelle Pra¨dikat entfa¨llt durch Substitution.
Fu¨r kontext-abha¨ngige Transformationen existieren keine inversen Transforma-
tionen. Zwar ko¨nnen mit Hilfe von C4 bis C6 Anweisungen, die mit C1 bis C3 vor-
gezogen worden sind, wieder verschoben werden. Die durch Forwarding ersetzten
Ausdru¨cke, die eingefu¨hrten Pipeline-Register und die eliminierten Anweisungen
lassen sich jedoch nicht mehr eindeutig bestimmen.
Beispiel 4.16 Werden die zwei sequentiellen Zuweisungen a←b und d←a+c
parallelisiert, ergibt sich durch Forwarding a←b,d←b+c. Das Parallelisieren von
a←b und d←b+c fu¨hrt zu dem gleichen Ergebnis, so daß eine eindeutige In-
vertierung der Transformation nicht mo¨glich ist.
4.8 Vollsta¨ndigkeit der Transformationen
Im allgemeinen ist der Nachweis der Vollsta¨ndigkeit eines Transformationssy-
stems sehr schwierig. Die Vollsta¨ndigkeit garantiert, daß der Entwurfsraum voll-
sta¨ndig durch Anwenden der Transformationen abgesucht werden kann. Durch
diese Eigenschaft wird ebenfalls ausgeschlossen, daß die Transformationen zu be-
schra¨nkt sind. Ist das System nicht vollsta¨ndig, ko¨nnen manuelle Eingriﬀe des
Benutzers erforderlich werden.
Nach Vemuri [Vem90a] gelten zwei Beschreibungen als a¨quivalent, wenn sie die
gleiche Speziﬁkation implementieren. Ausgehend von diesem A¨quivalenzbegriﬀ
kann die Vollsta¨ndigkeit eines Transformationssystems wie folgt deﬁniert wer-
den:
Deﬁnition 4.4 (Vollsta¨ndigkeit)
Eine Menge von Transformationen ist vollsta¨ndig, wenn fu¨r alle Paare a¨quivalen-
ter Beschreibungen B und B′ eine endliche Folge von Transformationen existiert,
die B nach B′ u¨berfu¨hrt.
Das in dieser Arbeit vorgestellte Transformationssystem ist vollsta¨ndig, wenn
fu¨r jedes Paar a¨quivalenter Beschreibungen die Transformationsa¨quivalenz ge-
zeigt werden kann.
In [Vem90a] und [Vem90b] wird die Vollsta¨ndigkeit einer Menge struktureller
Transformationen der RT-Ebene bewiesen. Vemuri unterscheidet zwischen struk-
turellen Transformationen, die strukturelle Beschreibungen als Ergebnis haben,
und Verhaltenstransformationen, die Verhaltensbeschreibungen transformieren.
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Der Beweis der Vollsta¨ndigkeit beschra¨nkt sich auf strukturelle Transformatio-
nen. Unter der Voraussetzung, daß zu jeder Transformation eine inverse Trans-
formation existiert und daß zu jeder Beschreibung eine eindeutige Normalform
[Vem90b] angegeben werden kann, la¨ßt sich die Vollsta¨ndigkeit des Transforma-
tionssystems wie folgt beweisen:
Fu¨r zwei a¨quivalente Beschreibungen B und B′ existiert eine eindeu-
tige Normalform Bnf . Die Beschreibung B la¨ßt sich durch die Trans-
formationsfolge π und B′ durch π′ in die Normalform Bnf u¨berfu¨hren:
B π−→ Bnf und B′ π′−→ Bnf . Da zu jeder Transformation π eine inver-
se Transformation π−1 deﬁniert ist, kann B durch B π−→ Bnf π′−1−→ B′
in B′ umgewandelt werden. 
Fu¨r die in Abschnitt 4.6 und 4.7 vorgestellten Transformationen kann die Voll-
sta¨ndigkeit entsprechend dem obigen Beweis nicht nachgewiesen werden, da die-
se das Verhalten einer Schaltung transformieren [Vem90a, Vem90b]. Einerseits
sind die inversen Transformationen fu¨r die kontext-abha¨ngige Transformationen
nicht eindeutig, andererseits gibt es fu¨r eine LLS-Beschreibung keine eindeu-
tige Normalform. Es kann nicht garantiert werden, daß zwei a¨quivalente LLS-
Beschreibungen die gleiche Normalform besitzen. Die Vollsta¨ndigkeit des Trans-
formationssystems ist eine oﬀene Frage. Die Anwendungsbeispiele legen dies je-
doch nahe.
4.9 Formale Veriﬁkation der Ergebnisse
Die formale Synthese basiert auf der Idee, daß die Korrektheit des Syntheseer-
gebnisses gewa¨hrleistet werden kann, indem die Synthese auf das Anwenden kor-
rektheitserhaltender Transformationen beschra¨nkt wird. Die Folge der Transfor-
mationen dient als Beweis fu¨r die Korrektheit des Ergebnisses. Eine U¨berpru¨fung
des Ergebnisses wird dennoch notwendig, da nicht ausgeschlossen werden kann,
daß die Implementierung des verwendeten Synthesewerkzeugs fehlerhaft ist.
Viele formale Synthesewerkzeuge wie z.B. LAMBDA/DIALOG [FFFH90],VERI-
TAS [HDL89] oder HASH [BS99] verwenden einen Theorembeweiser, um die Kor-
rektheit der Transformationen sicherzustellen. Im Unterschied zu den genannten
benutzt das TUD Transformationswerkzeug (TUDT) nur eine sehr kleine Menge
allgemeingu¨ltiger Axiome und Regeln. Je kleiner der Transformationskern ist, de-
sto gro¨ßer ist die Sicherheit, daß keine Fehler bei der Implementierung auftreten.
Einen weiteren Schutz gegen Implementierungsfehler stellt die geringe Komple-
xita¨t der angewendeten Transformationen dar. Einen Beweis fu¨r die Korrektheit
liefert aber erst die Post-Synthese-Veriﬁkation.
Ein am Lehrstuhl entwickelter A¨quivalenzpru¨fer [REH99, RHE99a, RHE99b]
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weist die Korrektheit des Entwurfs nach. Er ist von dem TUD Transformati-
onswerkzeug (TUDT) unabha¨ngig und wird im Rahmen diese Arbeit verwendet,
um die Berechnungsa¨quivalenz der urspru¨nglichen Beschreibung bzw. der Spe-
ziﬁkation und der durch den Transformationsprozeß abgeleiteten Beschreibung,
auch Implementierung genannt, zu zeigen. Der Nachweis erfolgt u¨ber eine sym-
bolische Simulation (siehe Abschnitt 2.2.3).
Um Fehler der Implementierung mo¨glichst fru¨hzeitig zu entdecken, kann jede an-
gewendete Transformation veriﬁziert werden. Es ist aber auch mo¨glich, die Kor-
rektheit des Syntheseergebnisses durch den Nachweis der A¨quivalenz von Speziﬁ-
kation und Implementierung sicherzustellen. Abbildung 4.9 gibt einen U¨berblick.
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Abb. 4.9: Post-Synthese-Veriﬁkation
Als Anwendungsbeispiel wird in Kapitel 5 gezeigt, wie unter Anwendung korrekt-
heitserhaltender Transformationen aus einer sequentiellen Ausgangsbeschreibung
einer Prozessorarchitektur ein Pipelinesystem synthetisiert werden kann. Die Ve-
riﬁkation des Prozessors mit Pipelining wird in Abschnitt 5.5 dargestellt. Die
A¨quivalenz der sequentiellen Speziﬁkation und des Prozessors mit Pipelining la¨ßt
sich durch ein Verfahrens, das auf Burch und Dill [BD94] zuru¨ckgeht, mit Hilfe
einer symbolischen Simulation nachweisen.
4.10 Zusammenfassung
Das TUD Transformationswerkzeug (TUDT) fu¨hrt korrektheitserhaltende Trans-
formationen aus, die auf einem logischen Kalku¨l basieren. Der Kern des Werk-
zeugs besteht aus einer Menge von formalen Transformationen, die die Pfada¨qui-
valenz einer Beschreibung erhalten und die den Kontrollﬂuß einer Beschreibung
modiﬁzieren, und einer Menge von kontext-abha¨ngigen Transformationen, die
korrektheitserhaltend im Sinne der Berechnungsa¨quivalenz sind und die die zeit-
lichen Eigenschaften einer Beschreibung vera¨ndern. Nach Anwenden einer Folge
formaler und kontext-abha¨ngiger Transformationen sind das Ergebnis und die
urspru¨ngliche Beschreibung transformationsa¨quivalent.
Das Kalku¨l besteht aus 15 Axiomen und einer Regel. Die Vollsta¨ndigkeit des
Kalku¨ls konnte nicht nachgewiesen werden, da es sich um Transformationen
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handelt, die sowohl auf strukturelle als auch auf Verhaltensbeschreibungen an-
gewendet werden. Die Anwendungsbeispiele legen dies jedoch nahe. Das Kalku¨l
ist logisch korrekt; da jedoch aufgrund einer fehlerhaften Implementierung des
Transformationswerkzeugs ein Ergebnis fehlerbehaftet sein kann, werden Ver-
fahren vorgesehen, die die Korrektheit eines Ergebnisses durch eine unabha¨ngige
Post-Synthese-Veriﬁkation nachweisen.
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Kapitel 5
Synthese von Prozessoren mit
Pipelining
5.1 Einleitung
Pipelining wird in modernen Prozessorarchitekturen eingesetzt, um den Befehls-
durchsatz zu erho¨hen. Die Zeit fu¨r die Ausfu¨hrung eines Befehls verku¨rzt sich
nicht, sondern durch das parallele Bearbeiten von Instruktionen reduziert sich
die Gesamtrechenzeit eines Programms. Diese Beschleunigung soll nicht durch
zusa¨tzliche Funktionseinheiten, sondern durch eine bessere Auslastung der vor-
handenen Ressourcen erzielt werden. Die Befehle werden in mehrere Schritte bzw.
Phasen unterteilt, um verschiedene Befehlsschritte aufeinanderfolgender Befehle
zeitgleich ausfu¨hren zu ko¨nnen. Die Instruktionen werden in einem festen zeitli-
chen Abstand, der sogenannten Latenzzeit, gestartet.

I1AI1B I1C I1D
I2A I2B I2C I2D
I3AI3B I3C I3D
I4AI4B I4C I4D
I1AI1B I1C I1DI2A I2B I2C I2DI3A I3B ...


 Ausfu¨hrung in der Pipeline
sequentielle Ausfu¨hrung
Abb. 5.1: Pipelining von vier Befehlen
Durch das um die Latenzzeit verzo¨gerte Starten der Instruktionen wird vermie-
den, daß gleiche Befehlsphasen unterschiedlicher Befehle parallel ausgefu¨hrt wer-
den. Zusa¨tzliche Funktionseinheiten werden nur beno¨tigt, wenn unterschiedliche
Befehlsphasen gleiche Ressourcen verwenden. In [PK89a] wird diese Technik als
funktionales Pipelining bezeichnet.
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Beispiel 5.1 Abbildung 5.1 stellt die sequentielle Ausfu¨hrung von Befehlen der
Ausfu¨hrung in der Pipeline gegenu¨ber. Die Befehle umfassen bis zu vier Phasen
(IA bis ID), wobei die Befehlsphasen, die nebeneinander stehen, sequentiell und
die u¨bereinander stehenden parallel ausgefu¨hrt werden. Die Latenzzeit der darge-
stellten Pipeline betra¨gt einen Zeitschritt, so daß bis zu vier Befehle gleichzeitig
verarbeitet werden. Gleiche Befehlsphasen aufeinanderfolgender Befehle werden
nie zeitgleich ausgefu¨hrt. So werden z.B. I1C und I2C in unterschiedlichen Zeit-
schritten realisiert.
Abbildung 5.1 stellt eine ”ideale” Pipeline dar. Da die Ausfu¨hrung der Befehle
nicht sequentiell erfolgt, sondern in der Pipeline u¨berlappt wird, kann es zu Kon-
ﬂikten kommen. Diese entstehen durch Datenabha¨ngigkeiten zwischen aufeinan-
derfolgenden Befehlen. Eine korrekte Einplanung bedeutet, daß alle Abha¨ngig-
keiten, die Konﬂikte verursachen, entdeckt und gelo¨st werden.
Shewa [PP88] stellt eines der ersten Systeme dar, das eine Pipeline-Synthese fu¨r
einen Datenpfad durchfu¨hrt. Es setzt voraus, daß zwischen Befehlen keine Daten-
abha¨ngigkeiten bestehen. Konkurrieren Befehlsphasen um Funktionseinheiten,
wird die Latenzzeit derart gewa¨hlt, daß diese Befehlsphasen nicht parallel aus-
gefu¨hrt werden. Als Ergebnis erzeugt Shewa eine statische Pipeline. Im Gegensatz
zu dynamischen Pipelines werden in einer statischen Pipeline alle Operationen
gleich eingeplant. Moderne Prozessoren mit Pipelining sind dynamisch, d.h. der
Kontext, in dem ein Befehl ausgefu¨hrt wird, entscheidet u¨ber die Einplanung.
So werden z.B. bei der Ausfu¨hrung einer Instruktion nur Leerschritte eingefu¨gt,
wenn Abha¨ngigkeiten zu einem vorangehenden Befehl bestehen.
[PK89a] schla¨gt eine Erweiterung des Force Directed Scheduling (FDS) Algo-
rithmus vor, um eine Pipeline-Synthese vorzunehmen. FDS bestimmt fu¨r ei-
ne vorgegebene Verarbeitungszeit einen Ablaufplan, der minimale Ressourcen
beno¨tigt. Die Zuordnung der Operationen auf die Kontrollzusta¨nde erfolgt durch
Minimieren einer Kostenfunktion, in die die Wahrscheinlichkeit eingeht, daß eine
Operation in einem bestimmten Schritt auf einer bestimmten Funktionseinheit
ausgefu¨hrt wird. Eine Pipeline wird eingeplant, indem eine Latenzzeit vorge-
geben wird und die Operationen, die parallel auszufu¨hren sind, dem gleichen
Kontrollschritt zugeordnet werden. Die Einplanung dieser Kontrollschritte wird
dann durch FDS vorgenommen. Wie in Shewa bleiben Datenabha¨ngigkeiten von
aufeinanderfolgenden Befehlen unbeachtet.
In [HHL91] dagegen werden Datenabha¨ngigkeiten bei der Pipeline-Synthese be-
ru¨cksichtigt. Die Abha¨ngigkeiten geben die Reihenfolge vor, in der die Operatio-
nen auszufu¨hren sind. In der Pipeline bleibt diese Reihenfolge gewahrt. Techniken
wie z.B. das Einfu¨hren von Pipeline-Registern und Forwarding bzw. Bypassing
werden nicht eingesetzt, um Abha¨ngigkeiten zwischen Operationen zu lo¨sen. Als
Ergebnis wird eine statische Pipeline erzeugt.
Die Snapshot Methode [CT93] plant dynamische Pipelines ein. Als Snapshot wird
eine mo¨gliche Folge von Befehlen, die in der Pipeline ausgefu¨hrt werden soll, be-
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zeichnet. Unter Beachtung vorgegebener Ressourcenbeschra¨nkungen werden die
zu beru¨cksichtigenden Snapshots sukzessive eingeplant. Da die Menge der Snaps-
hots groß sein kann, werden die Befehle zu Instruktionsklassen zusammengefaßt.
Die Anzahl der mo¨glichen Permutationen kann dennoch extrem groß sein. Auf-
tretende Datenabha¨ngigkeiten werden durch das Einfu¨gen von Leerschritten oder
das Hinzufu¨gen weiterer Funktionseinheiten gelo¨st. Andere wie z.B. die oben ge-
nannten Techniken zum Lo¨sen von Abha¨ngigkeiten werden nicht angewendet.
Die in diesem Kapitel dargestellte fall-basierte Einplanung [Hin98a, EHR98,
HER99, HRE99] ist im Unterschied zu den bereits angesprochenen Techniken
ein Verfahren der formalen Synthese. Korrektheitserhaltende Transformationen
werden verwendet, um unter Ressourcenbeschra¨nkung eine dynamische Pipeline
einzuplanen. Da Fehler der Implementierung des Transformationswerkzeugs nicht
auszuschließen sind, wird die Korrektheit der eingeplanten Pipeline durch einen
unabha¨ngigen, am Lehrstuhl entwickelten A¨quivalenzpru¨fer nachgewiesen.
In einer Vorverarbeitung werden die Befehle in Befehlsphasen unterteilt. Es wer-
den die Operationen festgelegt, die in der gleichen Befehlsphase auszufu¨hren sind.
Durch sukzessives Parallelisieren der Befehlsphasen wird die Pipeline gefu¨llt.
Datenabha¨ngigkeiten werden im Gegensatz zu den bereits erwa¨hnten Ansa¨tzen
durch Techniken wie Forwarding bzw. Bypassing oder das Einfu¨hren von Pipeline-
Registern gelo¨st, sofern die zur Verfu¨gung stehenden Ressourcen dieses ermo¨gli-
chen. Andernfalls werden Leerschritte eingefu¨gt. Als Ergebnis wird eine Verhal-
tensbeschreibung einer Pipeline generiert, die sowohl das Fu¨llen als auch das
Leeren der Pipeline umfaßt.
Der Datenﬂußgraph ist nicht die geeignete Darstellungsform, um entscheiden zu
ko¨nnen, ob Konﬂikte in der Pipeline zu lo¨sen sind, da es nicht genu¨gt, nur die
Datenabha¨ngigkeiten zu kennen. Im Gegensatz zu den herko¨mmlichen Einpla-
nungsverfahren ermittelt das dargestellte Verfahren aus den Anweisungen keinen
Datenﬂußgraphen, sondern arbeitet direkt auf deren interner Darstellung.
Wa¨hrend im na¨chsten Abschnitt das Verfahren zur fall-basierten Einplanung be-
schrieben wird, stellt Abschnitt 5.3 eine Erweiterung dar, die es erlaubt, Ressour-
cenbeschra¨nkungen bei der Einplanung zu beru¨cksichtigen. Das Erzeugen einer
dreistuﬁgen Pipeline, einer DLX mit Pipelining und eines PIC-Mikrocontroller
dienen als Beispiel. Der Nachweis der Korrektheit der Einplanungsergebnisse und
eine Zusammenfassung beschließen das Kapitel.
5.2 Erzeugen von Pipelinesystemen
5.2.1 Speziﬁkation des sequentiellen Prozessors
Die Speziﬁkation des sequentiellen Prozessors unterliegt bestimmten Vorgaben.
Die Beschreibung darf lediglich aus einem Segment bestehen. Wie Abbildung
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5.2 zu entnehmen ist, entha¨lt das Segment eine if-then-else-Anweisung, deren
else-Zweig die Befehle des Prozessors und deren then-Zweig das Verhalten nach
Beendigung der Befehlsausfu¨hrung beschreibt.
B = ({L0}, L0, ...) mit dem Segment
L0 :
IF <Bedingung fu¨r die Terminierung>
THEN <Anweisungen nach der Befehlsabarbeitung>
ELSE <Beschreibung der Befehle>
Abb. 5.2: Struktur der Speziﬁkation
Jeder Befehl wird in mehrere Befehlsphasen eingeteilt. Jede Befehlsphase kann in
einem Zeitschritt abgearbeitet werden. Die erste Phase ist fu¨r alle Befehle gleich
und beschreibt das Laden des na¨chsten Befehls. Danach wird entsprechend dem
geladenen Befehl verzweigt. Daher besteht der else-Zweig der oben erwa¨hnten if-
then-else-Anweisung aus einer parallelen Anweisung, die das Laden des na¨chsten
Befehls realisiert, und einer if-then-else-Anweisung, die dessen Ausfu¨hrung be-
schreibt. Die Ausgangsmarke verweist auf den Beginn des Segments, so daß eine
Schleife beschrieben wird. Die Anzahl der Befehle, die der Prozessor ausfu¨hrt,
und die Anzahl an Befehlsschritten, die die Instruktionen umfassen, ist dabei
beliebig. Abbildung 5.3 gibt ein Beispiel.
B = ({L0}, L0, ...) mit dem Segment
L0 :
IF <Bedingung fu¨r die Terminierung>
THEN <Anweisungen nach der Befehlsabarbeitung>
ELSE <Laden eines Befehls>;
IF <geladener Befehl ist ein load>
<Spezifikation der zweiten Phase des load-Befehls>
...
<Spezifikation der letzten Phase des load-Befehls>
ELSIF <geladener Befehl ist ein store>
<Spezifikation der zweiten Phase des store-Befehls>
...
<Spezifikation der letzten Phase des store-Befehls>
ELSIF ...
L0
Abb. 5.3: Speziﬁkation der Befehle
Beispiel 5.2 Abbildung 5.4 stellt die Speziﬁkation eines vereinfachten DLX-
Prozessors [HP96] dar. Der Befehlssatz der DLX wird in dem else-Zweig der
if-then-else-Anweisung des Segments L0 beschrieben. Das Laden des na¨chsten
Befehls und das parallele Inkrementieren des Befehlsza¨hlers pc erfolgt durch
die parallelen Zuweisungen (ir←imem[pc],pc←pc+1). Die sich anschließen-
de if-then-else-Anweisung verzweigt entsprechend des geladenen Befehls. In dem
dargestellten Beispiel wird von fu¨nf unterschiedlichen Befehlen ausgegangen, die
Befehlsklassen repra¨sentieren. load, store, alu, branch und jump sind bina¨re
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Konstanten. Die Funktionen op1, op2, op3, ival und alu abstrahieren von der
Adressierung. Durch die Ausgangsmarke L0 wird eine Schleife beschrieben.
BDLX = ({L0}, L0, {ir, pc, a, b, ar, din, dout, temp, dmem, imem, rf}) mit dem Segment
L0 :
IF flush
THEN stall;
LEnde;
ELSE (ir←imem[pc],
pc←pc+1);
IF opcode(ir)=load
THEN (a←rf[op1(ir)],
b←rf[op2(ir)]);
ar←a+ival(ir);
din←dmem[ar];
rf[op3(ir)]←din;
ELSIF opcode(ir)=alu
THEN (a←rf[op1(ir)],
b←rf[op2(ir)]);
temp←aluop(ir,a,b);
rf[op3(ir)]←temp;
ELSIF opcode(ir)=store
THEN (a←rf[op1(ir)],
b←rf[op2(ir)]);
(ar←a+ival(ir),
dout←b);
dmem[ar]←dout;
ELSIF (opcode(ir)=branch)∧
(rf[op1(ir)]=0)
THEN pc←pc+ival(ir);
ELSIF opcode(ir)=jump
THEN pc←ival(ir);
ELSE
stall;
L0;
Abb. 5.4: Beispiel einer DLX
Der then-Zweig der if-then-else-Anweisung des Segments L0 beschreibt das Ter-
minieren der Befehlsausfu¨hrung. Da ein Beenden der Ausfu¨hrung nur nach Abar-
beiten eines Befehls mo¨glich ist, fu¨hrt der then-Zweig einen Leerschritt (stall)
aus, um die Ausfu¨hrung, signalisiert durch die Ausgangsmarke LEnde, zu beenden.
5.2.2 Ermitteln der Befehlsphasen
Die Speziﬁkation des sequentiellen Prozessors unterliegt, wie in Abschnitt 5.2.1
dargestellt, bestimmten Vorgaben. Der Befehlssatz des Prozessors ist befehls-
orientiert beschrieben. Wie Abbildung 5.5(a) zu entnehmen ist, verzweigen ver-
schachtelte if-then-else-Anweisungen entsprechend des geladenen Befehls. Jeder
Zweig der if-then-else-Anweisungen beschreibt die Ausfu¨hrung eines Befehls.
In Abbildung 5.5(b) wird die Speziﬁkation phasenorientiert dargestellt. Nach
dem Laden eines Befehls folgen mehrere sequentielle if-then-else-Anweisungen,
die jeweils die Ausfu¨hrung einer Phase beschreiben.
Die befehlsorientierte Darstellung ist fu¨r den Benutzer u¨bersichtlicher, wa¨hrend
die phasenorientierte Darstellung dazu dient, ein Pipelinesystem zu erzeugen
bzw. eine Einplanung durchzufu¨hren. Durch eine Vorverarbeitung kann die be-
fehlsorientierte Darstellung in eine phasenorientierte umgewandelt werden.
Beispiel 5.3 Das Verfahren zur Umwandlung der befehls- in die phasenorien-
tierte Darstellung wird anhand des Beispiels aus Abbildung 5.6 dargestellt. Ver-
einfachend wird davon ausgegangen, daß zwei Befehle, bestehend aus den Phasen
a1 und a2 bzw. b1 und b2, ausgefu¨hrt werden.
Durch Anwenden der Transformation A8 wird sowohl in dem then- als auch in
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a)B = ({L0}, L0, ...) mit dem Segment
L0 :
IF <Terminierung>
THEN ...
ELSE <Laden eines Befehls>;
IF <load>
<2. Phase>
...
<n-te Phase>


Beschrei-
bung des
1. Befehls
ELSIF <STORE>
<2. Phase>
...
<m-te Phase>
ELSIF ...


Beschrei-
bung des
2. Befehls
L0
b)B = ({L0}, L0, ...) mit dem Segment
L0 :
IF <Terminierung>
THEN ...
ELSE <Laden eines Befehls>;
IF <load>
<2. Phase>
ELSIF <STORE>
<2. Phase>
ELSIF ...


Beschrei-
bung der
2. Phase
IF <load>
<3. Phase>
ELSIF <STORE>
<3. Phase>
ELSIF ...


Beschrei-
bung der
3. Phase
L0
Abb. 5.5: Befehlsorientierte versus phasenorientierte Speziﬁkation
dem else-Zweig der if-then-else-Anweisung eine weitere if-then-else-Anweisung
erzeugt. Aus den inneren if-then-else-Anweisungen kann mit Hilfe der Transfor-
mation A7 a1 bzw. b1 herausgezogen werden. p repra¨sentiert eine Bedingung, die
abfragt, welcher Befehl in das Instruktionsregister geladen wurde. Da das Instruk-
tionsregister nur in der ersten Phase und nicht in a1 bis b2 beschrieben wird, gilt
{a1}p ≡ {b1}p ≡ p. Die sowohl im then- als auch im else-Zweig enthaltenen
if-then-else-Anweisungen gleichen sich, so daß durch Anwenden der Transfor-
mation A6 die if-then-else-Anweisungen herausgezogen werden ko¨nnen und sich
die phasenorientierte Darstellung ergibt.
IF p
THEN a1;a2;
ELSE b1;b2;
[A8]
=⇒
IF p
THEN IF p
THEN a1;a2;
ELSE a1;b2;
ELSE IF p
THEN b1;a2;
ELSE b1;b2;
[A7]
=⇒
IF p
THEN a1;
IF p∗
THEN a2;
ELSE b2;
ELSE b1;
IF p∗
THEN a2;
ELSE b2;
[A6]
=⇒
IF p
THEN a1;
ELSE b1;
IF p
THEN a2;
ELSE b2;
∗{a1}p ≡ {b1}p ≡ p
Abb. 5.6: Transformation der befehls- in die phasenorientierte Darstellung
Durch rekursives Anwenden dieses Verfahrens ko¨nnen auch Befehlssa¨tze, die aus
mehr als zwei Befehlsphasen bestehen, in die phasenorientierte Darstellung u¨ber-
fu¨hrt werden.
Die Befehle, die ein Prozessor ausfu¨hrt, bestehen aus unterschiedlich vielen Pha-
sen, so daß die ku¨rzeren Befehle durch Einfu¨gen von Leerschritten (stall) verla¨n-
gert werden mu¨ssen. Das Einfu¨gen dieser Leerschritte hat einen entscheidenden
Einﬂuß auf die beno¨tigten Ressourcen.
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Beispiel 5.4 Die if-then-else-Anweisung in Abbildung 5.7(a) fu¨hrt im then- zwei
und im else-Zweig nur eine Anweisung aus. Es besteht die Mo¨glichkeit, im else-
Zweig einen Leerschritt nach c←ar+ival(ir) (Abbildung 5.7(b)) oder davor
(Abbildung 5.7(c)) einzufu¨gen. Wird 5.7(b) umgewandelt in die phasenorientierte
Darstellung, greifen zwei verschiedene Phasen auf einen Addierer zu. Da im Pi-
pelinesystem verschiedene Phasen parallel ausgefu¨hrt werden, konkurrieren diese
Operationen um die vorhandenen Ressourcen. In 5.7(c) werden die Operatio-
nen in der gleichen Phase ausgefu¨hrt, so daß keine Ressourcenkonﬂikte bei der
Ausfu¨hrung in der Pipeline entstehen ko¨nnen.
a)IF p
THEN (a←rf[op1(ir)],
b←rf[op2(ir)]);
c←a+b;
ELSE c←ar+ival(ir);
b)IF p
THEN (a←rf[op1(ir)],
b←rf[op2(ir)]);
c←a+b;
ELSE c←ar+ival(ir);
stall;
c)IF p
THEN (a←rf[op1(ir)],
b←rf[op2(ir)]);
c←a+b;
ELSE stall;
c←ar+ival(ir);
Abb. 5.7: Einfu¨gen von Leerschritten
Der la¨ngste Befehl gibt vor, in welchem Schritt welche Ressourcen verwendet
werden. Die ku¨rzeren werden entsprechend verla¨ngert, so daß gleiche Ressourcen
in gleichen Phasen angesprochen werden. Ist dies nicht mo¨glich, ko¨nnen struktu-
relle Konﬂikte in der Pipeline auftreten, die fu¨r den Fall, daß keine zusa¨tzlichen
Funktionseinheiten zur Verfu¨gung gestellt werden, durch das Anhalten der Pipe-
line zu lo¨sen sind.
5.2.3 Die fall-basierte Einplanung
Die fall-basierte Einplanung erzeugt aus einer phasenorientierten Speziﬁkation
ein System mit Pipelining. Wird die Speziﬁkation befehlsorientiert beschrieben,
ist es notwendig, durch eine Vorverarbeitung eine phasenorientierte Darstellung
zu erzeugen.
L0 :
IF <Bedingung fu¨r die Terminierung>
THEN ST0 ; ...; S
T
m;
LEnde;
ELSE SE0 ; ...; S
E
n ;
L0;
Abb. 5.8: Die phasenorientierte Speziﬁkation
Wie der Abbildung 5.8 zu entnehmen ist, besteht die Beschreibung aus einem
Segment L0, das eine if-then-else-Anweisung I0 entha¨lt. Der else-Zweig I
E
0 um-
faßt die sequentiellen Anweisungen SE0 bis S
E
n , die den Befehlssatz phasenorien-
tiert beschreiben. Die Ausgangsmarke L0 verweist wieder auf den Beginn des
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Segments. Der then-Zweig IT0 beendet die Berechnung durch Ausfu¨hren der se-
quentiellen Anweisungen ST0 bis S
T
m.
Der Algorithmus 5.1 leitet von einer sequentiellen Prozessorspeziﬁkation eine
Pipeline-Implementierung ab. |IZweigx | gibt die Anzahl der bedingten Anweisun-
gen an. SZweigi=j meint die j-te Anweisung des jeweiligen if-then-else Zweiges, an-
dernfalls sind die Sequenzen eindeutig indiziert.
Algorithmus 5.1 Fall-basierte Einplanung
input das Anfangssegment L0
1. let x = 0;
2. while |IEx | > 1 do
3. Erzeuge ein neues Segment Lx+1, das die Anweisungen S
E
x+1 bis S
E
n von I
E
x aufnimmt,
so daß nur SE0 bis x in I
E
x verbleibt [R1];
4. Ersetze die Ausgangsmarke Lx des Segments Lx+1 durch den zugeho¨rigen Seg-
mentko¨rper, so daß die Folge der Anweisungen SEx+1 bis S
E
n und der if-then-else-
Anweisung Ix+1, einer Kopie von Ix, entsteht [R1];
5. Ziehe die Anweisungen SEx+1 bis S
E
n in die if-then-else-Anweisung Ix+1 hinein [A7];
6. Ziehe SE0 bis x, die sich am Ende des else-Zweiges I
E
x+1 beﬁndet, vor die Anweisungen
SEx+2 bis S
E
n und parallelisiere S
E
0 bis x mit S
E
x+1, der ersten Anweisung des else-Zweiges
IEx+1 von Ix+1 [C1-C3];
7. if es handelt sich nicht um die erste Iteration then
8. Parallelisiere paarweise die Anweisungen STi=0 bis S
T
i=n−x−1 mit S
E
x+1 bis S
E
n [C1-
C3];
9. ﬁ;
10. let x = x + 1;
11. od;
return die Segmente L0 bis Ln;
In Zeile 3 wird ein neues Segment Lx+1 erzeugt, das die Anweisungen S
E
x+1 bis
SEn des else-Zweiges I
E
x der if-then-else-Anweisung Ix des Segments L
x aufnimmt.
Die Anweisung SE0 bis x, die in I
E
x verbleibt, beschreibt das parallele Ausfu¨hren von
x+1 Befehlsphasen und beschreibt das Fu¨llen der Pipeline. Sie repra¨sentiert die
Anweisungen SE0 bis S
E
x , die parallel ausgefu¨hrt werden. Im na¨chsten Schritt
wird die Ausgangsmarke Lx des Segments Lx+1 durch den Ko¨rper des zugeho¨ri-
gen Segments ersetzt (Zeile 4). Eine Kopie Ix+1 der Anweisung Ix ersetzt L
x.
Durch Hineinziehen der Anweisungen SEx+1 bis S
E
n in die if-then-else-Anweisung
Ix+1 in Zeile 5 ist es mo¨glich, S
E
x+1 mit S
E
0 bis x zu parallelisieren. Die entstehende
Anweisung SE0 bis x+1 realisiert x+ 2 Befehlsphasen gleichzeitig.
Die Schleife (Zeilen 2-11) terminiert, da jede Iteration die Anzahl der Anweisun-
gen in IEx um eins erniedrigt. Durch Ausfu¨hren der Schleife wird die Pipeline
sukzessiv gefu¨llt. Bleibt eine Anweisung SE0 bis n in I
E
n zuru¨ck, so daß |IEx | > 1
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nicht mehr erfu¨llt ist, terminiert der Algorithmus. Die Pipeline ist gefu¨llt bzw.
der Pipelinezustand ist erreicht.
Die Anweisungen STi=0 bis S
T
i=m des then-Zweiges I
T
x+1 beschreiben das Leeren der
Pipeline fu¨r x geladene Befehle. In der Zeile 5 werden die Anweisungen SEx+1 bis
SEn in I
T
x+1 hineingezogen. Durch das Hinzufu¨gen von S
E
x+1 bis S
E
n und paarweises
Parallelisieren mit STi=0 bis S
T
i=n−x−1 (Zeilen 7-9) wird das Leeren der Pipeline
fu¨r x+ 1 geladene Befehle realisiert. Zu beachten ist, daß in der ersten Iteration
(Zeilen 2-11) keine Anweisungen in Zeile 8 zu parallelisieren sind.
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L0: IF <leeren>
THEN t;LEnde;
ELSE a;b;c;L0;
a b c
a b c
a b c
L0: IF <leeren>
THEN t;LEnde
ELSE a;L1;
L1: b;c;L0
L0: IF <leeren>
THEN t;LEnde
ELSE a;L1;
L1: b;c;
IF <leeren>
THEN t;LEnde
ELSE a;L1;
L0: ...
L1: IF <leeren>
THEN b;c;t;LEnde
ELSE b;c;a;L1;
L0: ...
L1: IF <leeren>
THEN b;c;t;LEnde
ELSE (a,b);c;L1;
a b c
a b c
a b c
L0: ...
L1: IF <leeren>
THEN b;c;t;LEnde
ELSE (a,b);L2;
L2: IF <leeren>
THEN c;b;c;t;LEnde
ELSE c;(a,b);L2;
L0: ...
L1: ...
L2: IF <leeren>
THEN (b,c);c;t;LEnde
ELSE (a,b,c);L2;
a b c
a b c
a b c
P
ip
e
li
n
e
z
u
st
a
n
d
F
lu
sh
in
g
Abb. 5.9: Erzeugen einer dreistuﬁgen Pipeline
Beispiel 5.5 In Abbildung 5.9 wird unter Verwendung des Algorithmus 5.1 zur
fall-basierten Einplanung eine dreistuﬁge Pipeline erzeugt. Die Buchstaben a,
b und c repra¨sentieren die jeweiligen Befehlsphasen. Ist die Bedingung der Ver-
zweigung <leeren> erfu¨llt, beendet der Prozessor das Laden weiterer Befehle und
fu¨hrt die verbleibenden Befehlsphasen der bereits geladenen Instruktionen aus.
Die erstmalige Ausfu¨hrung der Regel R1 (Zeile 3) erzeugt ein neues Segment.
Ein zweites Ausfu¨hren (Zeile 4) und das Hineinziehen von b und c in die if-
then-else-Anweisung entrollt die Schleife, die durch die Ausgangsmarke L0 be-
schrieben wird. Durch Anwenden der Transformationen C1, C2 und C3 werden
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a und b parallelisiert (Zeile 6). b repra¨sentiert die zweite Befehlsphase der zuerst
geladenen Instruktion und a die erste Phase des nachfolgenden Befehls, so daß
die Pipeline durch das Parallelisieren gefu¨llt wird. Es werden keine Anweisungen
im then-Zweig der if-then-else-Anweisung parallelisiert, weil es sich um die erste
Iteration des Algorithmus handelt (Zeilen 7-9). Zu diesem Zeitpunkt ist nur ein
Befehl geladen, so daß bei einem Leeren nur ein Befehl terminiert werden muß.
Durch Wiederholen der Transformationen entsteht ein neues Segment L2. Die
if-then-else-Anweisung realisiert in ihrem else-Zweig den Pipelinezustand, d.h. a,
b und c werden parallel ausgefu¨hrt. Im then-Zweig werden c und b parallelisiert.
Der then-Zweig beschreibt das Leeren der Pipeline fu¨r zwei geladene Befehle.
5.3 Erzeugen von Pipelines unter Ressourcen-
beschra¨nkungen
5.3.1 Ressourcenbeschra¨nkungen
Der in Abschnitt 5.2.3 vorgestellte Algorithmus zur fall-basierten Einplanung er-
zeugt aus der Speziﬁkation eines sequentiellen Prozessors die Beschreibung eines
Prozessors mit Pipelining. Die Synthese wird unter Anwendung korrektheitser-
haltender Transformationen durchgefu¨hrt. Da der Entwurf von Hardware meist
den kritischen Umgang mit Ressourcen verlangt, muß dieser Aspekt wa¨hrend des
Transformationsprozesses beru¨cksichtigt werden.
Beispiel 5.6 Die Zuweisungen pc←pc+1 und c←a+b ko¨nnen parallelisiert wer-
den, da keine Datenabha¨ngigkeiten zwischen ihnen bestehen. Wird vorausgesetzt,
daß nur ein Addierer zur Verfu¨gung steht, ist es nicht mo¨glich, die beiden Zu-
weisungen gleichzeitig auszufu¨hren. Die Vorgabe eines Addierers erzwingt die se-
quentielle Abarbeitung der beiden Operationen und verbietet die Anwendung von
Transformationen. Algorithmus 5.1 zur fall-basierten Einplanung beru¨cksichtigt
diese Beschra¨nkung nicht.
Um Beschra¨nkungen der Ressourcen beru¨cksichtigen zu ko¨nnen, ist das Verfahren
zur fall-basierten Einplanung zu verfeinern. Der Benutzer kann die folgenden
Einschra¨nkungen speziﬁzieren:
• die Anzahl der funktionalen Einheiten und Speicher,
• die Zahl der parallelen Lese- und Schreibzugriﬀe auf die Speicher,
• die Verbindungen zwischen Registern und Speicher und
• die Latenzzeit.
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5.3.2 Einplanung unter Ressourcenbeschra¨nkungen
Das vorgestellte Verfahren der fall-basierten Einplanung gestattet es nicht, den
Bedarf an Ressourcen einzuschra¨nken. Mo¨chte der Benutzer die Ressourcen vor-
geben, ist es erforderlich, das Verfahren zu erweitern.
Wird durch das Parallelisieren zweier Befehlsphasen gegen die vorgegebenen Res-
sourcenbeschra¨nkungen verstoßen, ko¨nnen diese nicht parallelisiert werden. Auch
Datenabha¨ngigkeiten, die nicht durch Forwarding oder Einfu¨hren von Pipeline-
Registern gelo¨st werden ko¨nnen, machen es notwendig, die Pipeline anzuhalten.
Da nicht alle Befehle in der gleichen Befehlsphase auf die gleichen Ressourcen
zugreifen bzw. nicht jeder Befehl von einer vorausgehenden Instruktion abha¨ngig
ist, ko¨nnen die Befehlsphasen fu¨r bestimmte Befehle parallel ausgefu¨hrt werden.
Fu¨r die u¨brigen Instruktionen mu¨ssen die Befehlsphasen teilweise sequentiell ab-
gearbeitet werden; die Pipeline fu¨hrt Leerschritte aus.
Beispiel 5.7 In Abbildung 5.10 werden zwei Befehlsphasen beschrieben, die un-
ter der Bedingung, daß nur ein Addierer zur Verfu¨gung steht, nicht paralle-
lisiert werden ko¨nnen. Die if-then-else-Anweisungen dekodieren den geladenen
Befehl durch einen Vergleich mit den Konstanten jump, load und store. In der
Dekodier-Phase verwendet nur der jump-Befehl einen Addierer, wa¨hrend die an-
deren Befehle auf Register der Registerbank zugreifen. Nur unter Ausschluß des
jump-Befehls ko¨nnen die zwei Phasen parallel ausgefu¨hrt werden, wobei nur ein
Addierer zum Einsatz kommt.
Dekodier-Phase:
IF opcode(ir)=jump
THEN pc←pc+ir[16:31];
ELSE (a←rf[op1(ir)],
b←rf[op2(ir)]);
Ausfu¨hrungs-Phase:
IF opcode(p0)=load
THEN ar←a+p0[16:31];
ELSIF opcode(p0)=store
THEN (ar←a+p0[16:31],
dout←b);
Abb. 5.10: Ressourcenkonﬂikt beim Parallelisieren zweier Befehlsphasen
Treten Konﬂikte auf, die nicht durch Forwarding oder Einfu¨hren von Pipeline-
Registern gelo¨st werden ko¨nnen, wird eine weitere if-then-else-Anweisung ein-
gefu¨hrt. Der then-Zweig beschreibt die Ausfu¨hrung der Befehle, die ohne Verlet-
zen der Ressourcenbeschra¨nkungen parallel realisiert werden ko¨nnen. Der else-
Zweig fu¨hrt die u¨brigen Instruktionen teilweise sequentiell aus. Die Pipeline wird
somit dynamisch eingeplant.
Wie Abbildung 5.11 zu entnehmen ist, wird auf die urspru¨ngliche, sequentiel-
le Folge die Transformation A0 angewendet. Der then-Zweig ITKonflikt und der
else-Zweig IEKonflikt der durch A0 eingefu¨hrten if-then-else-Anweisung IKonflikt
sind identisch. Die Bedingung CkeinKonflik wird derart bestimmt, daß keine Res-
sourcenkonﬂikte beim Parallelisieren der Anweisungen in ITKonflikt mo¨glich sind.
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S0;S1;...;Sk;
A0∼=
IKonflikt: IF CkeinKonflikt
THEN S0;S1;...;Sk;
ELSE S0;S1;...;Sk;
Abb. 5.11: Einfu¨hren einer weiteren if-then-else-Anweisung
Beispiel 5.8 Die Befehlsphasen aus Abbildung 5.10 ko¨nnen unter Ausschluß des
jump-Befehls parallelisiert werden. Durch Einfu¨hren einer if-then-else-Anweisung
mit der Bedingung ¬(opcode(ir)=jump) wird ausgeschlossen, daß ein Konﬂikt
durch das Parallelisieren der Befehlsphasen auftreten kann. Sie tritt an die Stelle
von CkeinKonflikt. Unter der Voraussetzung, daß keine Datenabha¨ngigkeiten
zwischen den beiden Befehlsphasen bestehen, ergeben sich die Anweisungen, die
Abbildung 5.12 zu entnehmen sind.
IF ¬(opcode(ir)=jump)
THEN (a←rf[op1(ir)],
b←rf[op2(ir)],
IF opcode(p0)=load
THEN ar←a+p0[16:31]
ELSIF opcode(p0)=store
THEN ar←a+p0[16:31],
dout←b);
ELSE pc←pc+ir[16:31];
IF opcode(p0)=load
THEN ar←a+p0[16:31];
ELSIF opcode(p0)=store
THEN (ar←a+p0[16:31],
dout←b);
Abb. 5.12: Parallelisieren bei Einhaltung der Ressourcenbeschra¨nkungen
Der then-Zweig fu¨hrt die Befehlsphasen parallel aus. Da vorausgesetzt wird, daß
keine Datenabha¨ngigkeiten bestehen, wird kein Forwarding fu¨r die Register a und
b durchgefu¨hrt. Der else-Zweig fu¨hrt pc←pc+ir[16:31] und die Ausfu¨hrungs-
Phase sequentiell aus. Die Pipeline wird somit fu¨r einen Verarbeitungsschritt
angehalten bzw. ein Pipelinestall wird durchgefu¨hrt.
Durch Einfu¨hren der Bedingung CkeinKonflik entstehen sowohl im then- als auch
im else-Zweig logisch unmo¨gliche Pfade. Unter Verwendung bina¨rer Entschei-
dungsgraphen [Bry86] werden logisch unmo¨gliche Pfade entdeckt und eliminiert,
indem die if-then-else-Anweisungen, die zu entscheiden sind, durch den jeweils
ausgewa¨hlten Zweig ersetzt werden. Ist es nicht mo¨glich, die if-then-else-Anwei-
sungen zu entscheiden, werden ihre Bedingungen, die wa¨hrend der Synthese sehr
komplex werden ko¨nnen, vereinfacht. Die Techniken, die es erlauben, algorith-
mische Beschreibungen zu vereinfachen, werden in Kapitel 7 dargestellt. Ohne
das Vereinfachen der Beschreibungen ist eine automatisierte Pipeline-Synthese
bei komplexeren Problemen nicht mehr mo¨glich.
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Beispiel 5.9 Abbildung 5.13(a) stellt die if-then-else-Anweisung IKonflikt dar,
die sich nach Ausfu¨hren der Transformation A0 ergibt. Die ausgewa¨hlte Bedin-
gung ¬(opcode(ir)=jump) gestattet es, sowohl den then- als auch den else-Zweig
der if-then-else-Anweisung zu vereinfachen. Abbildung 5.13(b) ist die vereinfach-
te Beschreibung zu entnehmen.
a)IF ¬(opcode(ir)=jump)
THEN IF opcode(ir)=jump
THEN pc←pc+ir[16:31];
ELSE (a←rf[op1(ir)],
b←rf[op2(ir)]);
IF opcode(p0)=load
THEN ar←a+p0[16:31];
ELSIF opcode(p0)=store
THEN (ar←a+p0[16:31],
dout←b);
THEN IF opcode(ir)=jump
THEN pc←pc+ir[16:31];
ELSE (a←rf[op1(ir)],
b←rf[op2(ir)]);
IF opcode(p0)=load
THEN ar←a+p0[16:31];
ELSIF opcode(p0)=store
THEN (ar←a+p0[16:31],
dout←b);
b)IF ¬(opcode(ir)=jump)
THEN (a←rf[op1(ir)],
b←rf[op2(ir)]);
IF opcode(p0)=load
THEN ar←a+p0[16:31];
ELSIF opcode(p0)=store
THEN (ar←a+p0[16:31],
dout←b);
THEN pc←pc+ir[16:31];
IF opcode(p0)=load
THEN ar←a+p0[16:31];
ELSIF opcode(p0)=store
THEN (ar←a+p0[16:31],
dout←b);
Abb. 5.13: Vereinfachen von IKonflikt
Die if-then-else-Anweisung der Dekodier-Phase entha¨lt logisch unmo¨gliche Pfa-
de, da sich die Bedingungen von IKonflikt und opcode(ir)=jump widersprechen.
Im then-Zweig von IKonlikt ersetzt (a←rf[op1(ir)],b←rf[op2(ir)]) und im
else-Zweig pc←pc+ir[16:31] die if-then-else-Anweisung.
Die Schritte 6 und 8 des Verfahrens zur fall-basierten Einplanung aus Abschnitt
5.2.3 werden durch die Funktionsaufrufe Parallelize(ITx ) bzw. Parallelize(I
E
x ) er-
setzt. Algorithmus 5.2 Parallelize parallelisiert die entsprechenden Anweisun-
gen, falls durch das parallele Ausfu¨hren der Anweisungen keine Ressourcenbe-
schra¨nkungen verletzt werden. Die Funktion Find-Violations(S1 bis Sn) (siehe
Abschnitt 5.3.3) bestimmt die Verletzungen der Ressourcenbeschra¨nkungen.
Andernfalls wird entsprechend dem oben geschilderten Verfahren eine neue if-
then-else-Anweisung eingefu¨hrt. CkeinKonflikt wird durch die Funktion Find-Con-
dition(IKonflikt) (siehe Abschnitt 5.3.4) bestimmt. Die Anweisungen des then-
Zweiges ko¨nnen ohne Verletzen der Beschra¨nkungen parallelisiert werden.
Die Anweisungen des else-Zweiges werden durch die Funktion Parallelize-Feasi-
ble(IEKonflikt) parallelisiert. Nur diejenigen Befehlsphasen werden parallel aus-
gefu¨hrt, die keine der Ressourcenbeschra¨nkungen verletzen. Andernfalls werden
Leerschritte eingefu¨gt.
Algorithmus 5.2 Parallelize
input ein Zweig IZweig einer if-then-else-Anweisung I;
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1. if IZweig besteht aus einer if-then-else-Anweisung Ix then
2. Parallelize(ITx );
3. Parallelize(IEx );
4. elsif Find-Violations(SZweig0 bis S
Zweig
k )*= ∅ then
5. Erzeuge eine neue if-then-else-Anweisung IKonflikt und kopiere S
Zweig
0 bis S
Zweig
k
sowohl in den then- ITKonflikt als auch in den else-Zweig I
E
Konflikt ein [A0];
6. Bestimme Ckein Konflikt durch Find-Condition(IKonflikt), so daß die Anweisungen
des then-Zweiges ITKonflikt ohne Verletzen der Beschra¨nkungen parallelisiert werden
ko¨nnen;
7. Parallelize(ITKonflikt);
8. Parallelize-Feasible(IEKonflikt);
9. elsif
(
handelt es sich bei IZweig um den Pipelinezustand oder fu¨llt IZweig die
Pipeline
)
then
10. Ziehe die letzte Anweisung SZweigk vor S
Zweig
1 bis S
Zweig
k−1 und parallelisiere sie mit
SZweig0 [C1-C3];
11. else
12. Parallelisiere die Anweisungen SZweig0 bis S
Zweig
s mit S
Zweig
s+1 bis S
Zweig
k [C1-C3];
13. if k − s < s+ 1 then
14. Fu¨hre die fall-basierte Einplanung fu¨r IZweig aus;
15. ﬁ;
16. ﬁ;
return die parallelisierten Anweisungen;
Verletzt das Parallelisieren von sequentiellen Anweisungen Ressourcenbeschra¨n-
kungen, wird entsprechend der geschilderten Technik durch die Zeilen 5 bis 8
eine weitere if-then-else-Anweisung eingefu¨hrt. Andernfalls werden in Zeile 10 die
Anweisungen, die das Fu¨llen der Pipeline beschreiben, parallelisiert. Die Zeilen 12
bis 15 parallelisieren die Anweisungen, die das Leeren der Pipeline beschreiben.
Beispiel 5.10 In Abbildung 5.14 wird vorausgesetzt, daß die Befehlsphasen a, b
und c fu¨r bestimmte Befehle unter Einhalten der vorgegebenen Ressourcen nicht
parallel ausgefu¨hrt werden ko¨nnen. Aus diesem Grund wird eine weitere if-then-
else-Anweisung eingefu¨hrt. Sie besitzt einen identischen then- und else-Zweig.
¬Konflikt repra¨sentiert eine Bedingung, die jede Verletzung der Ressourcen-
vorgaben bei parallelem Ausfu¨hren von a, b und c ausschließt, so daß die Anwei-
sungen des then-Zweiges parallelisiert werden ko¨nnen. Im else-Zweig wird das
Auftreten von Konﬂikten durch Einfu¨gen eines Leerschrittes vermieden.
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A0

	



C1,C2,C3

L0: ...
L1: ...
L2: IF <leeren>
THEN c;b;c;t;LEnde
ELSE c;(a,b);L2;
a b c
a b c
a b c
L0: ...
L1: ...
L2: ...
ELSE IF ¬<Konflikt>
THEN c;(a,b);L2;
ELSE c;(a,b);L2;
Voraussetzung
Die Ressourcenbeschra¨nkungen werden
verletzt, wenn c und (a,b) parallelisiert
werden.
L0: ...
L1: ...
L2: ...
ELSE IF ¬<Konflikt>
THEN (a,b,c);L2;
ELSE c;(a,b);L2;
a
b
c
a
b
c
Alle Befehlsphasen ko¨nnen
parallel ausgefu¨hrt werden,
da kein Konﬂikt auftritt
Einfu¨gen eines Leerschrit-
tes lo¨st den Konﬂikt


Abb. 5.14: Lo¨sen von Konﬂikten wa¨hrend des Parallelisierens
Ist k − s < s + 1 in Zeile 13 erfu¨llt, wird die fall-basierte Einplanung nach
dem Parallelisieren erneut gestartet. Da Instruktionen aus unterschiedlich vie-
len Schritten bestehen ko¨nnen, ist es mo¨glich, daß Befehle bereits abgearbeitet
wurden, bevor die vorausgehenden ausgefu¨hrt worden sind. In diesem Fall ist
k − s < s+ 1 erfu¨llt und die verbleibenden Anweisungen werden in das na¨chste
Segment verschoben, um parallel zu den nachfolgenden Befehlen realisiert zu
werden.
a)
ar←a+ival(ir);
din←dmem[ar];
rf[op3(ir)]←din;
}
die Phasen des load
pc←pc+p0[16:31]; } die Phase des jump
Lx;
b)
(ar←a+ival(ir),
pc←pc+p0[16:31]);
}
die 1. Phase von
load und jump
din←dmem[ar];
rf[op3(ir)]←din;
}
die u¨brigen Phasen
des load
Lx;
c) (ar←a+ival(ir),
pc←pc+p0[16:31]);
Ly;
Abb. 5.15: Rekursiver Aufruf der fall-basierten Einplanung
Beispiel 5.11 In dem Beispiel in Abbildung 5.15(a) mu¨ssen drei Befehlspha-
sen des load-Befehls gefolgt von einer Phase des jump-Befehls ausgefu¨hrt wer-
den. Abbildung 5.15(b) ist das Ergebnis der Einplanung zu entnehmen. pc←pc+
p0[16:31] wird parallel zu ar←a+ival(ir) ausgefu¨hrt, so daß der jump-Befehl
bereits terminiert. Um den vorangehenden load-Befehl zu beenden, mu¨ssen noch
zwei weitere Phasen realisiert werden. Das nachfolgende Segment Lx beschreibt
die Ausfu¨hrung der nachfolgenden Befehle. Die sequentielle Ausfu¨hrung der bei-
den letzten Phasen des load-Befehls la¨ßt sich vermeiden, indem das Verfahren
zur fall-basierten Einplanung rekursiv auf diese beiden Phasen angewendet wird.
Durch Anwendung der Regel R1 wird ein neues Segment Ly erzeugt. Die An-
weisungen din←dmem[ar] und rf[op3(ir)]←din sowie die Ausgangsmarke Lx
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werden durch die Marke des neuen Segments ersetzt, dessen Segmentko¨rper sie
bilden. Wie in 5.15(c) zu sehen ist, bleiben die Anweisungen pc←pc+p0[16:31]
und ar←a+ival(ir) unvera¨ndert.
Die Einplanung des neuen Segments wird durch rekursives Aufrufen des Algorith-
mus der fall-basierten Einplanung durchgefu¨hrt. Das entstehende Segment fu¨hrt
din←dmem[ar] und rf[op3(ir)]←din parallel zu den nachfolgenden Befehlen
aus. In diesem Beispiel gilt s = 2 und k = 3, so daß k − s < s + 1 (Zeile 13)
erfu¨llt ist.
Die Funktion Parallelize-Feasible(IEKonflikt) parallelisiert jene Anweisungen, bei
deren Abarbeitung die Pipeline angehalten werden muß.
Algorithmus 5.3 Parallelize-Feasible
input die Anweisungen SE0 ; ...; S
E
s ; S
E
s+1; ...; S
E
k des else-Zweiges I
E
x der if-then-else-
Anweisung Ix;
1. let k1 = 0 und k2 = s+ 1;
2. while k1 < s+ 1 do
3. if Find-Violations(SEk1 und S
E
k2
)*= ∅ then
4. let k1 = k1 + 1;
5. else
6. Parallelisiere SEk1 und S
E
k2
[C1-C3];
7. let k1 = k1 + 1 und k2 = k2 + 1;
8. ﬁ;
9. od;
10. if k − s < s+ 1 then
11. Fu¨hre die fall-basierte Einplanung fu¨r IEx aus;
12. ﬁ;
return die parallelisierten Anweisungen;
Zeile 3 pru¨ft, ob die Anweisungen SEk1 und S
E
k2
parallelisiert werden ko¨nnen.
Treten durch das gleichzeitige Ausfu¨hren der beiden Anweisungen Verletzungen
der Vorgaben ein, wird k1 in Zeile 7 inkrementiert. Andernfalls werden S
E
k1 und
SEk2 in Zeile 6 parallelisiert. Die Zeilen 10 bis 12 rufen, analog zu den Zeilen 13
bis 15 des Algorithmus Parallelize, die fall-basierte Einplanung rekursiv auf.
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5.3.3 Verletzungen der Ressourcenvorgaben
Ein Großteil der Berechnungszeit wird dazu verwendet, die Verletzungen der
Ressourcenvorgaben zu ermitteln. Einige Beschra¨nkungen lassen sich sehr leicht
u¨berpru¨fen. So kann z.B. schnell kontrolliert werden, ob die Speicher mit den vor-
gegebenen Registern verbunden sind. Hingegen quantitative Vorgaben zu u¨ber-
pru¨fen, ist sehr schwierig, da Verhaltensbeschreibungen betrachtet werden. So ist
es z.B. aufwendig, Beschra¨nkungen wie die Anzahl der funktionalen Einheiten
oder der parallelen Lese- und Schreibzugriﬀe auf die Speicher zu u¨berpru¨fen. Die
Ausfu¨hrung paralleler Anweisungen ist abha¨ngig von komplexen Bedingungen.
Um Verletzungen der Vorgaben zu entdecken, muß jede mo¨gliche Kombination
der parallel auszufu¨hrenden Anweisungen betrachtet werden.
Beispiel 5.12 Abbildung 5.16(a) stellt zwei verschachtelte if-then-else-Anwei-
sungen dar, die unter der Voraussetzung, daß nur ein Addierer verwendet wird,
parallelisiert werden sollen. Die Anweisungen ko¨nnen nicht in jedem Fall gleich-
zeitig ausgefu¨hrt werden. Gilt ¬p ∧ q = 1, wa¨ren zwei Addierer erforderlich, um
a←x+z und b←y+z parallel zu berechnen. In den u¨brigen Fa¨llen besitzen die Zu-
weisungen zwar unterschiedliche Ziele, fu¨hren aber die gleichen Operationen aus,
so daß ein Addierer ausreicht, die Berechnungen zu realisieren.
Abbildung 5.16(b) zeigt die parallelisierten Anweisungen. Ein Addierer genu¨gt,
um die Berechnungen auszufu¨hren. Da fu¨r ¬p∧ q = 1 die Beschra¨nkungen durch
Parallelisieren verletzt werden, erfordert die Ausfu¨hrung der Zuweisungen zwei
Zeitschritte. In den u¨brigen Fa¨llen ko¨nnen die Zuweisungen in einem Zeitschritt
unter Einhaltung der Ressourcenbeschra¨nkungen realisiert werden.
a) IF p
THEN a←x+y;
ELSIF q
THEN a←x+z;
ELSE a←x;
und
IF p
THEN b←x+y;
ELSIF q
THEN b←y+z;
ELSE b←x+z;
b) IF p
THEN (a←x+y,b←x+y);
ELSIF q
THEN a←x+z;b←y+z;
ELSE (a←x,b←x+z);
Abb. 5.16: Verletzung von Ressourcenbeschra¨nkungen
Um Verletzungen der Ressourcenvorgaben zu entdecken, werden die betreﬀenden
Anweisungen parallelisiert. Anschließend werden die entstehenden Anweisungen
auf Versto¨ße gegen die Vorgaben u¨berpru¨ft. Verletzungen werden entdeckt, indem
die Anweisungen symbolisch simuliert werden. Teilausdru¨cke der Bedingungen,
sogenannte atomare Formeln (siehe auch Abschnitt 7.4), werden sukzessive als
wahr oder falsch entschieden, so daß sich die Wahrheitswerte aller auftretenden
Bedingungen bestimmen lassen. Somit ergibt sich fu¨r eine bestimmte Kombina-
tion von erfu¨llten und nicht erfu¨llten Bedingungen eine Folge von Zuweisungen,
die leicht auf Verletzungen der Vorgaben u¨berpru¨ft werden kann. Jede Kombina-
tion von wahren und falschen atomaren Formeln wird rekursiv simuliert. Als
72 KAPITEL 5 Synthese von Prozessoren mit Pipelining
atomare Formeln werden alle Formeln, mit Ausnahme boolescher Variablen und
der Operationen ∧, ∨ und ¬, bezeichnet, aus denen die Bedingungen zusammen-
gesetzt sind.
IF (opcode(ir)=load)∧¬(opcode(p0)=store)
THEN (a←x+y,b←x+y);
ELSIF (opcode(ir)=load)∨(opcode(ir)=add)
THEN (a←x+z,b←y+z);
ELSE (a←x,b←x+z);
Abb. 5.17: Symbolische Simulation der parallelisierten Anweisungen
Beispiel 5.13 Repra¨sentiert in Abbildung 5.17 p die Bedingung (opcode(ir)=
load)∧¬(opcode(p0)=store) und q (opcode(ir)=load)∨(opcode(ir)=add),
dann werden alle Kombinationen von Wahrheitswerten der Formeln opcode(ir)
=load, opcode(ir)=add und opcode(p0)=store gebildet. load, add und store
repra¨sentieren bina¨re Konstanten. In dem Fall, daß opcode(ir)=load als wahr
und opcode(p0)=store als falsch angenommen wird, fu¨hrt die if-then-else-Struk-
tur (a←x+y,b←x+y) aus. Entsprechend ergibt sich in dem Fall, daß opcode(ir)
=load und opcode(p0)=store als wahr entschieden werden, (a←x+z,b←y+z).
Wa¨hrend im ersten Fall die Beschra¨nkung, daß nur ein Addierer zur Verfu¨gung
steht, eingehalten wird, sind im zweiten Fall fu¨r die parallele Ausfu¨hrung der
Berechnung zwei Addierer erforderlich.
Algorithmus 5.4 Find-Violations
input die parallelen Anweisungen T1,...,Tn und die Menge C aller atomarer Formeln, die in
T1,...,Tn zu ﬁnden sind;
1. if C = ∅ then
2. if in T1,...,Tn werden alle Beschra¨nkungen eingehalten then
3. return ∅;
4. else
5. return die Menge der verletzten Ressourcenbeschra¨nkungen;
6. ﬁ;
7. else
8. let x ∈ C;
9. return
(
Find-Violations(T1,...,Tn,C)|x=TRUE
⋃
Find-Violations(T1,...,Tn,C)|x=FALSE
)
;
10. ﬁ;
return ∅ oder die verletzten Ressourcenbeschra¨nkungen
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Die Funktion Find-Violations ermittelt durch symbolische Simulation fu¨r eine
Folge paralleler Anweisungen T1 bis Tn alle Versto¨ße gegen die Ressourcenvor-
gaben. Die Menge C entha¨lt alle atomaren Formeln, die in den Bedingungen der
Anweisungen T1 bis Tn auftreten. In Zeile 8 wird sukzessive eine Bedingung x aus-
gewa¨hlt, der in Zeile 9 ein Wahrheitswert zugeordnet wird, bevor Find-Violations
rekursiv aufgerufen wird. Indem x als wahr oder falsch angenommen wird, ver-
einfachen sich einerseits die Anweisungen T1 bis Tn, andererseits verkleinert sich
die Menge C. Durch Ausnutzen des wechselseitigen Ausschlusses (siehe Abschnitt
7.4.4) und der Implikation von atomaren Formeln (siehe Abschnitt 7.4.5) ko¨nnen
oft mehrere Elemente aus C ausgeschlossen werden.
Beispiel 5.14 In Abbildung 5.17 treten die Bedingungen opcode(ir)=add, op-
code(ir)=load und opcode(p0)=store auf. Nicht jede Kombination der Wahr-
heitswerte wird gebildet, da sich opcode(ir)=load und opcode(ir)=add unter
der Voraussetzung, daß load und add unterschiedliche Konstanten repra¨sentie-
ren, gegenseitig ausschließen. Nur eine dieser beiden atomaren Formeln kann als
wahr angenommen werden, so daß sich nur sechs Kombinationen ergeben.
Da C bei jedem Aufruf um mindestens ein Element reduziert wird, terminiert die
Funktion. Sind allen atomaren Formeln in C Wahrheitswerte zugeordnet (Zeile
1), ergibt sich eine Folge von Zuweisungen. T1 bis Tn enthalten keine Verzweigun-
gen mehr, so daß etwaige Verletzungen der Ressourcenvorgaben ermittelt werden
ko¨nnen (Zeilen 2-6).
5.3.4 Bedingungen fu¨r Konﬂikte in der Pipeline
Verletzungen der Ressourcenvorgaben werden gelo¨st, indem eine neue if-then-
else-Anweisung IKonflikt eingefu¨hrt wird. Der then-Zweig I
T
Konflikt fu¨hrt jene
Anweisungen aus, die ohne Versto¨ße gegen die Vorgaben parallelisiert werden
ko¨nnen. Die Bedingung CkeinKonflikt von IKonflikt wird derart bestimmt, daß sie
alle Fa¨lle ausschließt, in denen beim Parallelisieren Konﬂikte auftreten.
Um die Bedingung CkeinKonflikt bestimmen zu ko¨nnen, werden die sequentiel-
len Anweisungen parallelisiert. Im Anschluß werden alle Bedingungen, die ei-
ne Verletzung der Ressourcenvorgaben implizieren, herausgesucht, negiert und
durch Konjunktion miteinander verknu¨pft. Solange CkeinKonflikt gu¨ltig ist, tre-
ten bei der Ausfu¨hrung der parallelisierten Anweisungen keine Konﬂikte auf.
Alle jene Pfade, auf denen Konﬂikte auftreten, werden durch CkeinKonflikt lo-
gisch unmo¨glich. Die in Kapitel 7 dargestellten Techniken erlauben es, die logisch
unmo¨glichen Pfade zu entdecken und zu eliminieren.
Beispiel 5.15 In Abbildung 5.18 werden zwei Anweisungen unter der Voraus-
setzung parallelisiert, daß nur ein Addierer zur Verfu¨gung steht. load und add
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repra¨sentieren bina¨re Konstanten. Ist eine der Bedingungen opcode(p2)=load
oder opcode(p2)=add erfu¨llt, werden jedoch zwei Addierer beno¨tigt, da parallel
zu der if-then-else-Anweisung die Zuweisung pc←pc+1 ausgefu¨hrt wird.
¬(opcode(p2)=load)∧¬(opcode(p2)=add) verhindert, daß Ressourcenverlet-
zungen im then-Zweig ITKonflikt der if-then-else-Anweisung IKonflikt auftreten. Der
else-Zweig IEKonflikt realisiert die Operationen, die durch einen load- bzw. add-
Befehl ausgefu¨hrt werden. Durch Einfu¨hren der Bedingung ¬(opcode(p2)=load)
∧¬(opcode(p2)=add) werden sowohl in dem then- als auch in dem else-Zweig
Anweisungen logisch unmo¨glich.
Voraussetzung:
Nur ein Addierer steht
zur Verfu¨gung.
pc←pc+1;
IF (opcode(p2)=add)
THEN c←a+b
ELSIF (opcode(p2)=load)
THEN ar←ix+ir
...;
Parallelisieren der Anweisungen
Verletzung:
Zwei Addierer werden
beno¨tigt.
(pc←pc+1,
IF (opcode(p2)=add)
THEN c←a+b
ELSIF (opcode(p2)=load)
THEN ar←ix+ir
...);


Bedingungen, un-
ter denen die Ver-
letzung auftritt
CkeinKonflikt: ¬(opcode(p2)=load)∧¬(opcode(p2)=add)
Abb. 5.18: Erzeugen der Bedingung Ckein Konflikt
Die Funktion Find-Condition ermittelt die Bedingung CkeinKonflikt. Die sequen-
tiellen Anweisungen ST0 bis S
T
k des then-Zweiges I
T
Konflikt der if-then-else-Anwei-
sung IKonflikt sind bereits parallelisiert.
Algorithmus 5.5 Find-Condition
input die parallelisierten Anweisungen ST0 bis S
T
k des then-Zweiges der if-then-else-Anwei-
sung IKonflikt;
1. let Ckein Konflikt = True;
2. foreach KONFLIKT ∈
{
Konﬂikte, die wa¨hrend des Parallelisierens der Anwei-
sungen in ITKonflikt auftreten
}
do
3. let C = alle Bedingungen der Anweisungen ST0 bis STk , die KONFLIKT bedingen;
4. while
(
das Parallelisieren von ST0 bis S
T
k unter CkeinKonflikt
verletzt die Vorgaben
)∧
(C *= ∅) do
5. let CkeinKonflikt =


(Ckein Konflikt\r)
∧¬s :∃s ∈ C : ∃r ∈ CkeinKonflikt :
(s
∧
r = 1)
∨
(s
∧
r = 0);
CkeinKonflikt
∧¬s :∃s ∈ C;
6. let C =
{
(C\s)∧ r :∃s ∈ C : ∃r ∈ CkeinKonflikt : (s∧ r = 1)∨(s∧ r = 0);
C\s :∃s ∈ C;
7. od;
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8. od;
return CkeinKonflikt;
Da mehrere Konﬂikte durch das Parallelisieren auftreten ko¨nnen, beschreiben
die Zeilen 2 bis 8 eine Schleife. In Zeile 3 wird fu¨r jeden Konﬂikt die Menge
aller Bedingungen C gebildet, die den Konﬂikt implizieren. Sukzessiv wird eine
Bedingung aus C ausgewa¨hlt, negiert und mit CkeinKonflikt konjunktiv verknu¨pft
(Zeilen 4-7). Nicht alle Bedingungen aus C werden ausgewa¨hlt, um CkeinKonflikt
zu bilden, weil einige Bedingungen sich gegenseitig implizieren. Durch die Fall-
unterscheidung in Zeile 5 wird vermieden, daß widerspru¨chliche Bedingungen in
CkeinKonflikt aufgenommen werden.
ST0 bis S
T
k repra¨sentieren eine Folge sequentiell auszufu¨hrender Anweisungen.
Wird eine Bedingung ausgewa¨hlt, die sequentiell abha¨ngig von vorausgehenden
Anweisungen ist, mu¨ssen die Datenabha¨ngigkeiten durch Forwarding (siehe Ab-
schnitte 4.7 und 7.5) gelo¨st werden.
Beispiel 5.16 In Abbildung 5.19(a) tritt ein Ressourcenkonﬂikt unter der Vor-
aussetzung auf, daß nur ein Addierer zur Verfu¨gung steht. Um die Zuweisungen
pc←pc+1 und c←a+b parallel ausfu¨hren zu ko¨nnen, werden aber zwei Addierer
beno¨tigt. Die Bedingung CkeinKonflikt muß derart bestimmt werden, daß die Zu-
weisung c←a+b nicht im then-Zweig, sondern nur im else-Zweig realisiert wird.
add repra¨sentiert eine bina¨re Konstante.
opcode(p2)=add ist die Bedingung, unter der der Ressourcenkonﬂikt auftritt und
die in Abbildung 5.19(b) als CkeinKonflikt dient. Die Datenabha¨ngigkeiten, die
zwischen opcode(p2)=add und den vorausgehenden Zuweisungen p2←p1 und
p1←ir bestehen, bleiben dabei unberu¨cksichtigt. Aus diesem Grund verhindert
die Bedingung ¬(opcode(p2)=add) in 5.19(b) nicht das Auftreten des Konﬂikts.
a)IF CkeinKonflikt
THEN (ir←imem[pc],
p1←ir);
p2←p1;
(pc←pc+1,
IF opcode(p2)=add
THEN c←a+b
...);
b)IF ¬(opcode(p2)=add)
THEN (ir←imem[pc],
p1←ir);
p2←p1;
(pc←pc+1,
IF opcode(p2)=add
THEN c←a+b
...);
c)IF ¬(opcode(ir)=add)
THEN (ir←imem[pc],
p1←ir);
p2←p1;
(pc←pc+1,
IF opcode(p2)=add
THEN c←a+b
...);
Abb. 5.19: Beru¨cksichtigung von Datenabha¨ngigkeiten
Durch die Zuweisung p1←ir wird der Inhalt des Registers ir in das Register
p1 gespeichert. Die nachfolgende Zuweisung p2←p1 kopiert den Inhalt von p1
nach p2. Beﬁndet sich zu Beginn ein add-Befehl in dem Register ir, dann ist
der add-Befehl nach zwei Zeitschritten auch in p2 zu ﬁnden. Der anfa¨ngliche
Wert des Registers p2 ist unbedeutend, da im zweiten Zeitschritt der Wert p2
u¨berschrieben wird.
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In Abbildung 5.19(c) werden die Datenabha¨ngigkeiten beru¨cksichtigt, so daß das
Pra¨dikat ¬(opcode(ir)=add) an die Stelle von CkeinKonflikt tritt. Diese Bedin-
gung verhindert, daß die Zuweisung c←a+b parallel zu pc←pc+1 ausgefu¨hrt wird.
5.4 Experimentelle Ergebnisse
Das Verfahren zur fall-basierten Einplanung wurde auf mehrere Prozessorarchi-
tekturen angewendet [Hin98a, HER99, HRE99]. Tabelle 5.1 faßt die Ergebnisse,
ermittelt auf einer SUN Ultra2 300 MHz, zusammen.
Stufen der Anzahl Zeit fu¨r Zeit fu¨r die
Architektur
Pipeline Befehlsklassen die Synthese Veriﬁkation
3STAGE 3 1 2 sec 1 sec
ALPHA 3 10 1 min 7 sec 8 sec
DLX 5 5 15 min 32 sec 46 min 23 sec
PIC 2 17 13 min 25 sec 10 min 5 sec
Tab. 5.1: Experimentelle Ergebnisse
3STAGE ist eine dreistuﬁge Pipeline, die an eine in [Cyr96] veriﬁzierte einstu-
ﬁge Pipeline angelehnt ist. Bei dem DLX-Prozessor handelt es sich um die in
[HP96] dargestellte Integer-Pipeline. Die Beschreibung des PIC basiert auf dem
Mikrocontroller PIC16C5X von Microchip [Mic93] und die des ALPHA auf der
Alpha-Architektur von Digital [Dig92]. In den folgenden Abschnitten werden die
Syntheseergebnisse detailliert dargestellt; die Veriﬁkation wird in Abschnitt 5.5
beschrieben. Auf die ausfu¨hrliche Darstellung des ALPHA-Prozessors wird im
folgenden verzichtet.
Das TUD Transformationswerkzeug (TUDT) plant eine dynamische Pipeline ein.
Ausgehend von einer algorithmischen Beschreibung eines sequentiellen Prozessors
wird eine Verhaltensbeschreibung des Pipelinesystems abgeleitet. Eine struktu-
relle Repra¨sentation kann bisher noch nicht transformativ gewonnen werden,
da es z.B. Schwierigkeiten bereitet, die Operationen auf die Funktionseinheiten
abzubilden. Wie werden die Einga¨nge verschaltet? Welche Multiplexer werden
beno¨tigt? Die Gu¨te der bisher bestehenden Werkzeuge, die eine Verhaltenssyn-
these durchfu¨hren, wie z.B. der Synopsys Behavioral Compiler [Syn98b], zeigt
die Komplexita¨t dieses Schrittes.
Eine strukturelle Darstellung wird, wie in Abschnitt 2.6 dargestellt, mit Hilfe des
Synopsys Design Compilers [Syn98a] gewonnen. In einer Vorverarbeitung wird
die Verhaltensbeschreibung der Pipeline nach VHDL u¨bersetzt. Dabei werden die
als Arrays modellierten Speicher strukturell beschrieben (siehe Abschnitt 3.5),
so daß der Synopsys Design Compiler eine Implementierung generieren kann.
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5.4.1 Beispiel einer dreistuﬁgen Pipeline
Aus dem sequentiellen Prozessor der Abbildung 5.21(a) wird durch Anwenden
der fall-basierten Einplanung eine dreistuﬁge Pipeline erzeugt, deren Ablaufdia-
gramm Abbildung 5.20 und deren Beschreibung 5.21(c) zu entnehmen ist.
IF Read Write
IF Read Write
IF Read Write
IF Read Write
Abb. 5.20: Ablaufdiagramm der dreistuﬁgen Pipeline
Der Prozessor fu¨hrt einen Befehl aus, der sich in drei Phasen gliedert. In der er-
sten Phase (Instruction Fetch) wird durch ir←mem[pc],pc←inc(pc) ein Befehl
geladen, in der zweiten (Read) ein Wert aus einem Register der Registerbank
durch wbreg←rf[op2(ir)] gelesen und in der dritten (Write) der gelesene Wert
durch rf[op1(ir)]←wbreg wieder abgespeichert.
In [Cyr96] wird eine einstuﬁge Pipeline veriﬁziert. In dieser Pipeline fu¨hrt der
Pipelinezustand zwei parallele Anweisungen aus. Der sequentielle Prozessor aus
Abbildung 5.21(a) fu¨hrt diese beiden Anweisungen hintereinander aus, erweitert
um eine Befehlsphase, in der die Befehle geladen werden.
Nach der ersten Iteration ergibt sich die in Abbildung 5.21(b) dargestellte Be-
schreibung. Durch die Transformation R1 wird ein neues Segment L1 erzeugt.
Im else-Zweig der if-then-else-Anweisung von L1 wird parallel zur zweiten Be-
fehlsphase ein neuer Befehl geladen. Ein Pipeline-Register p0 ist erforderlich, um
den Wert des Registers ir zwischenzuspeichern. Der then-Zweig beschreibt das
Leeren der Pipeline. In der Pipeline beﬁndet sich ein Befehl, der terminiert wird.
Durch die na¨chste Iteration der fall-basierten Einplanung ergibt sich die Be-
schreibung aus 5.21(c). Das neue Segment L2 beschreibt den Pipelinezustand.
Der else-Zweig der if-then-else-Anweisung fu¨hrt alle drei Befehlsphasen parallel
aus. Das Leeren der Pipeline wird durch then-Zweig beschrieben. Da sich zwei
Befehle in der Pipeline beﬁnden, realisiert dieser Zweig die letzte Befehlsphase
der als vorletztes geladenen sowie die zweite und dritte Phase der zuletzt gela-
denen Instruktion.
Wird die zweite Phase parallel zu der dritten des vorangehenden Befehls aus-
gefu¨hrt, besteht eine Datenabha¨ngigkeit, falls p0[0] und op1(p0)=op2(ir) er-
fu¨llt sind. Ein Befehl la¨dt den Wert aus dem Register der Registerbank, in das
die vorausgehende Instruktion einen Wert abspeichert. Als Ziel dient das Regi-
ster wbreg. Da die Befehle parallel in der Pipeline ausgefu¨hrt werden, hat der
vorangehende Befehl noch nicht den aktuellen Wert aus wbreg in rf geschrieben.
Der Konﬂikt wird gelo¨st, indem der Speicherzugriﬀ verhindert wird.
Die Beschreibung 5.21(c) wird durch Anwenden von 18 Transformationen au-
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a)B = ({L0}, L0, {ir, pc, wbreg,
mem, rf}) mit
L0 :
IF flush
THEN stall;
LEnde;
ELSE (ir←mem[pc],
pc←inc(pc));
IF ir[0]
THEN wbreg←rf[op2(ir)];
rf[op1(ir)]←wbreg;
L0;
b)B′ = ({L0, L1}, L0, {ir, p0, pc,
wbreg,mem, rf}) mit
L0 :
IF flush
THEN stall;
LEnde;
ELSE (ir←mem[pc],
pc←inc(pc));
L1;
L1 :
IF flush THEN
THEN IF ir[0]
THEN wbreg←rf[op2(ir)];
IF ir[0]
THEN rf[op1(ir)]←wbreg;
stall;
LEnde;
ELSE (ir←mem[pc],
pc←inc(pc),
IF ir[0]
THEN wbreg←rf[op2(ir)];
p0←ir);
IF p0[0]
THEN rf[op1(p0)]←wbreg;
L1;
c)B′′ = ({L0, L1, L2}, L0, {ir, p0, pc,
wbreg,mem, rf}) mit
L0 :
IF flush
THEN stall;
LEnde;
ELSE (ir←mem[pc],
pc←inc(pc));
L1;
L1 :
IF flush THEN
THEN IF ir[0]
THEN wbreg←rf[op2(ir)];
IF ir[0]
THEN rf[op1(ir)]←wbreg;
stall;
LEnde;
ELSE (ir←mem[pc],
pc←inc(pc),
IF ir[0]
THEN wbreg←rf[op2(ir)];
p0←ir);
L2;
L2 :
IF flush
THEN (IF ir[0]∧¬(p0[0]∧
(op1(p0)=op2(ir)))
THEN wbreg←rf[op2(ir)],
IF p0[0]
THEN rf[op1(p0)]←wbreg);
IF ir[0]
THEN rf[op1(ir)]←wbreg;
stall;
LEnde;
ELSE (ir←mem[pc],
pc←inc(pc),
IF ir[0]∧¬(p0[0]∧
(op1(p0)=op2(ir)))
THEN wbreg←rf[op2(ir)];
p0←ir,
IF p0[0]
THEN rf[op1(p0)]←wbreg);
L2;
Abb. 5.21: Erzeugen einer dreistuﬁgen Pipeline
IF IF, Read IF, Read,Write
Read
Write
Read,
Write
Leeren der Pipeline
Füllen der Pipeline
Abb. 5.22: Zustandsautomat der dreistuﬁgen Pipeline
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tomatisch erzeugt. Das Ergebnis wird in 2 Sekunden (300 MHz, Sun Ultra2)
berechnet. Vorgaben von Ressourcen mu¨ssen nicht beachtet werden, so daß Al-
gorithmus 5.1 zur fall-basierten Einplanung aus Abschnitt 5.2.3 ohne Erweiterung
angewendet werden kann. Die Korrektheit der Pipeline hinsichtlich der sequen-
tiellen Speziﬁkation wird in Abschnitt 5.5.2 nachgewiesen.
In Abbildung 5.22 wird der Zustandsautomat dargestellt. In den dunkel unterleg-
ten Zusta¨nden wird die Pipeline geleert, in den restlichen gefu¨llt. Ein U¨bergang
zwischen diesen Zusta¨nden erfolgt, falls flush eine 1 annimmt. Ein Zustand
fu¨hrt alle drei Befehlsphasen parallel aus und ist sich selbst Folgezustand. Dieser
Zustand wird Pipelinezustand genannt.
5.4.2 Der DLX-Prozessor
5.4.2.1 Ein DLX-Prozessor ohne Pipelining
Der DLX-Prozessor, der von Hennessy und Patterson [HP96] entworfen worden
ist, dient als Beispiel fu¨r das Erzeugen von Prozessoren mit Pipelining. Diese
Architektur wurde gewa¨hlt, da sie einerseits die wesentlichen Merkmale einer
RISC-Architektur wie z.B. MIPS 2000, MIPS R3000, Intel i860 und Motorola
M88000 aufweist und andererseits mehrere Implementierungen der Pipeline ve-
riﬁziert wurden (siehe beispielsweise [BD94, Cyr96, BM97]). Der Korrektheits-
beweis einer superskalaren DLX ist in [Bur96] zu ﬁnden.
Register Verwendung
a Speichern des ersten Operanden
b Speichern des zweiten Operanden
ar Speichern der Adresse fu¨r Speicherzugriﬀe
din Laden von Daten aus dem Datenspeicher
dout Speichern von Daten in den Datenspeicher
ir das Befehlsregister
pc der Befehlsza¨hler
temp Speichern des Ergebnisses von ALU-Operationen
Tab. 5.2: Register der DLX
Zur Vereinfachung der Darstellung werden die auszufu¨hrenden Instruktionen zu
Befehlsklassen zusammengefaßt. Der Prozessor ohne Pipelining fu¨hrt fu¨nf Befehle
aus:
• einen Ladebefehl load,
• einen Speicherbefehl store,
• einen ALU-Befehl alu,
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• einen unbedingten Sprungbefehl jump und
• einen bedingten Verzweigebefehl branch.
Die Instruktionen untergliedern sich in bis zu fu¨nf Phasen:
• Instruction Fetch, um den Befehl zu laden,
• Instruction Decode, um die Operanden zu laden,
• EXecution, um die Operation auszufu¨hren,
• MEMory access, um Daten aus dem Speicher zu laden oder in den Speicher
zu schreiben, und
• Write Back, um das Ergebnis in ein Register der Registerbank zu spei-
chern.
Tabelle 5.3 gibt einen U¨berblick u¨ber die Befehle.
Befehle IF ID EX MEM WB
load ir←imem[pc] a←rf[ir1] ar←a+irk din←dmem[ar] rf[ir3]←din
pc←pc+1 b←rf[ir2]
store ir←imem[pc] a←rf[ir1] ar←a+irk dmem[ar]←dout
pc←pc+1 b←rf[ir2] dout←b
alu ir←imem[pc] a←rf[ir1] temp←a◦b rf[ir3]←temp
pc←pc+1 b←rf[ir2]
jump ir←imem[pc] pc←irk
pc←pc+1
branch ir←imem[pc] pc←pc+irk
pc←pc+1 fu¨r
rf[ir1]=032
mit irk als Konstante, mit iri als den i-ten Operanden mit 1 ≤ i ≤ 3 und
032 als bina¨rer Vektor der La¨nge 32 mit dem Wert 0
Tab. 5.3: U¨berblick u¨ber die Befehle der DLX
Wie in Abschnitt 5.3.1 dargestellt, kann speziﬁziert werden, welche Ressourcen
zur Verfu¨gung stehen. Fu¨r den DLX-Prozessor bestehen die folgenden Vorgaben:
• die Latenzzeit soll eins betragen,
• nur eine ALU und ein Addierer sind verfu¨gbar,
• Daten werden aus dem Datenspeicher dmem nur in din eingelesen, beschrie-
ben wird dmem von dout und adressiert von ar,
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• dmem kann gleichzeitig nur einmal gelesen und einmal beschrieben werden,
• der Befehlsspeicher imem kann von ir nur gelesen, jedoch nicht beschrieben
werden,
• die Register der Registerbank rf werden von den Registern a und b gelesen,
von din und temp beschrieben und von ir adressiert,
• die Register der Registerbank rf ko¨nnen bis zu zweimal parallel gelesen
und einmal beschrieben werden,
• die Adressierungsart memory indirect ist nicht erlaubt,
• das Register pc dient als Befehlsza¨hler und
• die Register a und b laden die Operanden der auszufu¨hrenden Operationen.
Die LLS-Beschreibung der DLX ist Abbildung 5.4 zu entnehmen.
5.4.2.2 Vermeiden von Leerschritten
Datenabha¨ngigkeiten zwischen Befehlen ko¨nnen zu Konﬂikten fu¨hren. Wenn ein
Befehl das Ergebnis einer vorangehenden Instruktion verarbeitet, dieses Ergeb-
nis aber noch nicht ermittelt worden ist, muß die Bearbeitung solange ausgesetzt
werden, bis das Ergebnis vorliegt. Wurde das Ergebnis zwar berechnet, aber noch
nicht in ein Register der Registerbank rf abgespeichert, kann der Wert durch
Forwarding u¨bernommen werden. In Abschnitt 5.4.2.3.2 werden die Datenkon-
ﬂikte und in 5.4.2.3.3 die Kontrollkonﬂikte, die in der DLX-Pipeline auftreten,
und deren Lo¨sung dargestellt.
store Z,R2
load R1,Y
add R2,R1,R0
load R0,X

IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
Abb. 5.23: Ein load-Befehl verursacht zwei Leerschritte
Wie in Abbildung 5.23 zu sehen ist, sind zwei Leerschritte erforderlich, falls ein
Operand eines Befehls durch eine unmittelbar vorangehende load-Instruktion
geladen wird. Der Pfeil deutet an, welche Befehlsphasen durch Forwarding Wer-
te austauschen. Die DLX la¨dt Operanden in der ID-Phase, u¨bernommen ko¨nnen
die Wert aber erst in der WB-Phase des load-Befehls werden.
Die in der ID-Phase geladenen Operanden werden erst in der EX-Phase beno¨tigt,
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da erst in dieser eine Operation ausgefu¨hrt wird. Daher genu¨gt es, erst in der EX-
Phase den Operanden durch Forwarding zu bestimmen, so daß nur ein Leerschritt
ausgefu¨hrt werden muß. Abbildung 5.24 stellt das zugeho¨rige Ablaufdiagramm
dar.
store Z,R2
load R1,Y
add R2,R1,R0
load R0,X

IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
Abb. 5.24: Anhalten der Pipeline fu¨r einen Schritt
Da erst in der WB-Phase der load-Instruktion der geladene Wert u¨bernommen
werden kann, la¨dt der nachfolgende Befehl bei Adressengleichheit einen falschen
Wert in die Register a oder b. Der geladene, veraltete Wert bleibt jedoch unbeach-
tet, weil der Operand bei Adressengleichheit durch Forwarding in der EX-Phase
bestimmt wird.
Das Transformationswerkzeug erkennt die Datenabha¨ngigkeiten zwischen der
WB-Phase des load-Befehls und der ID-Phase des nachfolgenden Befehls und
lo¨st den Konﬂikt durch Einfu¨gen zweier Leerschritte und Forwarding. Durch eine
Erweiterung des Algorithmus zur Einplanung unter Ressourcenbeschra¨nkungen
kann die Anzahl der Leerschritte reduziert werden. Zu vera¨ndern ist jener Schritt,
in dem die IF-, ID- und EX-Phase parallelisiert werden.
Lx:EXi;MEMi;WBi;(IFi+2,IDi+1);L
x wird zu Lx:(IFi+2,ID
′
i+1,EXi);MEMi;WBi;L
x mit
IDi+1:
a←rf[iro1],
b←rf[iro2] und ID
′
i+1: a←


rf[iro1]
din
pd
temp
pt
a◦b
, b←


rf[iro2]
din
pd
temp
pt
a◦b
Abb. 5.25: Parallelisieren der IF-, ID- und EX-Befehlsphase
In Abbildung 5.25 wird das Parallelisieren der drei Befehlsphasen dargestellt.
Fu¨r den i-ten Befehl sind die Befehlsphasen EXi, MEMi und WBi auszufu¨hren.
Es schließen sich die ID-Phase IDi+1 des na¨chsten und die IF-Phase IFi+2 des
u¨berna¨chsten Befehls daran an. Durch das Parallelisieren der IF-, ID- und EX-
Phase wird es notwendig, die Zuweisungen der Register a und b zu vera¨ndern.
pd und pt bezeichnen die Pipeline-Register fu¨r din und temp.
Eine neue Befehlsphase ID′′i+1 wird derart eingefu¨gt, daß die unvera¨nderte ID-
Phase IDi+1 parallel zu IFi+2 und EXi ausgefu¨hrt werden kann. Aus der Folge
(IFi+2,ID
′
i+1,EXi);MEMi;WBi; wird (IFi+2,IDi+1,EXi);ID
′′
i+1;MEMi;WBi; . Da
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ID′′i+1 und MEMi bzw. WBi von einander unabha¨ngig sind, kann die neue Be-
fehlsphase an das Ende der Folge verschoben werden. Abbildung 5.26 stellt das
Ergebnis der Umformungen dar.
Lx:EXi;MEMi;WBi;(IFi+2,IDi+1);Lx wird zu Lx:(IFi+2,IDi+1,EXi);MEMi;WBi;ID′′i+1;Lx mit
IDi+1:
a←rf[iro1],
b←rf[iro2] und ID
′′
i+1: a←


a
din
pd
temp
pt
a◦b
, b←


b
din
pd
temp
pt
a◦b
Abb. 5.26: Einfu¨hren einer neuen Befehlsphase ID′′i+1
In der na¨chsten Iteration der fall-basierten Einplanung wird ID′′i+1 mit IFi+3,
IDi+2 und EXi+1 parallelisiert. ID
′′
i+1 ist redundant und entfa¨llt unter der An-
wendung der Transformation C3, da sowohl ID′′i+1 als auch IDi+2 die Register
a und b als Ziel verwenden. EXi+1 und ID
′′
i+1 weisen Datenabha¨ngigkeiten auf,
so daß EXi+1 unter Verwendung der Transformation C2 zu EX
′
i+1 wird. Durch
die Umformungen werden die aktuellen Operanden bei Adressengleichheit durch
Forwarding in der EX-Phase u¨bernommen.
Lx+1:MEMi;WBi;ID′′i+1;(IFi+3,IDi+2,EXi+1);Lx+1 wird zu Lx+1:MEMi;WBi;(IFi+3,IDi+2,EX′i+1);Lx+1
und schließlich zu Lx+1:(IFi+3,IDi+2,EX
′
i+1,MEMi);WBi;L
x+1 mit
EX:
ar←a+irk,
dout←b,
temp←a◦b
und EX′: ar←


a
din
pd
temp
pt

+irk, dout←


b
din
pd
temp
pt

, temp←


a
din
pd
temp
pt

◦


b
din
pd
temp
pt


Abb. 5.27: Vera¨ndern der EX-Phase
Im Anschluß wird die Pipeline entsprechend des Algorithmus zur fall-basierten
Einplanung gefu¨llt, indem die IF-, ID-, EX- und die MEM-Phase parallelisiert
werden. Das Ergebnis ist Abbildung 5.27 zu entnehmen.
5.4.2.3 Konﬂikte in der Pipeline
5.4.2.3.1 Strukturelle Konﬂikte Ein struktureller Konﬂikt tritt auf, wenn
verschiedene Befehlsphasen auf die gleiche Ressource zugreifen. Tabelle 5.4 gibt
einen U¨berblick u¨ber alle mo¨glichen strukturellen Konﬂikte gibt, die durch Zu-
griﬀe auf die Speicher oder die ALU auftreten. Sie lassen sich lo¨sen, indem ent-
weder zusa¨tzliche Funktionseinheiten zur Verfu¨gung gestellt werden oder beim
Entwurf des Befehlssatzes vermieden wird, daß in verschiedenen Befehlsphasen
auf gleiche Ressourcen zugegriﬀen wird.
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Befehls-
phase
Ressource Verwendung
Speicher Laden eines Befehls
IF
ALU Inkrementieren des Befehlsza¨hlers pc
ID Registerbank Laden von bis zu zwei Operanden
EX ALU Ausfu¨hren der Instruktion
MEM Speicher Laden und Speichern von Daten
Registerbank Speichern der ALU-Ergebnisse
WB
Registerbank Speichern von Daten
Tab. 5.4: U¨berblick u¨ber die Ressourcen der DLX
Beispiel 5.17 Einerseits dient die ALU dem DLX-Prozessor, um den Befehls-
za¨hler pc in der IF-Phase zu inkrementieren, andererseits fu¨hrt sie die Operatio-
nen der EX-Phase aus. In der Pipeline werden die IF- und die EX-Phase parallel
realisiert, so daß eine ALU nicht genu¨gt, sondern ein zusa¨tzlicher Addierer er-
forderlich wird. Der Konﬂikt wird durch zusa¨tzliche Hardware gelo¨st.
a)
load R1,X
alu R2,R3,R4 IF ID EX WB
IF ID EX MEM WB
b)
load R1,X
alu R2,R3,R4 IF ID EX WB
IF ID EX MEM WB
Abb. 5.28: Lo¨sung eines Konﬂikts durch Verschieben einer Phase
Zwischen dem load- und dem alu-Befehl kommt es zu einem weiteren struk-
turellen Konﬂikt. Die load-Instruktion besitzt fu¨nf Phasen und schreibt in der
fu¨nften Phase den geladenen Wert in ein Register der Registerbank rf. Gleich-
zeitig greift der alu-Befehl auf rf zu, da die alu-Instruktion in lediglich vier
Schritten ausgefu¨hrt werden kann. Abbildung 5.28(a) stellt das zugeho¨rige Ab-
laufdiagramm dar. Vermieden kann der Konﬂikt werden, indem der alu-Befehl
einen Leerschritt als MEM-Phase ausfu¨hrt. Der Befehl umfaßt somit fu¨nf Schrit-
te, so daß kein struktureller Konﬂikt entsteht, wie in 5.28(b) zu sehen ist (siehe
Abschnitt 5.2.2).
Der Benutzer kann speziﬁzieren, welche Funktionseinheiten zur Verfu¨gung ste-
hen. Soll ein Konﬂikt durch das Bereitstellen weiterer Komponenten vermieden
werden, muß der Anwender seine Vorgaben vera¨ndern. Die fall-basierte Einpla-
nung lo¨st strukturelle Konﬂikte, indem die Pipeline angehalten wird.
Das Auftreten bestimmter struktureller Konﬂikte kann aber bereits bei der Er-
mittlung der phasenorientierten Darstellung des Befehlssatzes vermieden werden
(siehe Abschnitt 5.2.2). Bei der Umwandlung der befehls- in die phasenorien-
tierte Darstellung wird eine Einplanung durchgefu¨hrt, die den Ressourcenbedarf
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Ressource Konﬂikt Lo¨sung
ALU • ID: Inkrementieren von pc
• EX: ALU-Operation
ein zusa¨tzlicher Addierer
Speicher • IF: Laden eines Befehls
• MEM: Lese- oder Schreibzugriﬀ
getrennter Daten- und Befehls-
speicher
Registerbank • WB: alu-Befehl
• WB: load-Befehl
Einfu¨gen eines Leerschrittes als
MEM-Phase des alu-Befehls
• ID: alle Befehle
• WB: load-Befehl
Mo¨glichkeit des parallelen Lesens
und Schreibens auf rf
• ID: Laden zweier Operanden Mo¨glichkeit, zwei Lesezugriﬀe auf
rf gleichzeitig auszufu¨hren
Tab. 5.5: U¨berblick u¨ber die strukturellen Konﬂikte und ihre Lo¨sung
reduziert (siehe Beispiel 5.17). Tabelle 5.5 nennt alle mo¨glichen Konﬂikte und
deren Lo¨sung. Welche Ressourcen des DLX-Prozessors in welcher Phase benutzt
werden, ist Tabelle 5.6 zu entnehmen.
Befehls-
phase
Ressource Verwendung
Befehlsspeicher Laden der Befehle
IF
Addierer Inkrementieren von pc
ID Registerbank Laden von bis zu zwei Operanden
EX ALU Ausfu¨hren der Operationen
MEM Datenspeicher Laden oder Speichern von Daten
WB Registerbank Speichern von Daten
Tab. 5.6: U¨berblick u¨ber die Verwendung der Ressourcen
5.4.2.3.2 Datenkonﬂikte In der DLX-Pipeline werden bis zu fu¨nf Befehle
parallel ausgefu¨hrt. Greifen aufeinander folgende Befehle auf die gleichen Res-
sourcen oder Daten zu, kann es zu den folgenden Konﬂikten kommen:
• Read after Write
Ein Befehl verwendet das Ergebnis einer vorangehenden Instruktion. Ein
Konﬂikt tritt auf, wenn auf das Ergebnis zugegriﬀen wird, bevor es berech-
net worden ist. Dieser Konﬂikt ist durch Forwarding bzw. Bypassing oder
durch das Anhalten der Pipeline zu lo¨sen.
• Write after Write
Ein Wert, der von einem Befehl abgespeichert worden ist, wird von einer
vorangehenden Instruktion u¨berschrieben. Ein veralteter Wert ersetzt einen
aktuell gu¨ltigen, so daß die Berechnung fehlerhaft wird.
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Die Register und die Speicher des DLX-Prozessors werden jeweils nur in ei-
ner bestimmten Phase beschrieben, so daß ein WAW-Konﬂikt nicht auftre-
ten kann. In der MEM-Phase wird der Datenspeicher und in der WB-Phase
werden die Register der Registerbank beschrieben.
• Write after Read
Eine Instruktion u¨berschreibt einen Wert, auf den ein vorangehender Be-
fehl noch zugreifen muß. Da der alte Wert nicht mehr zur Verfu¨gung steht,
verwendet der vorangehende Befehl einen falschen Wert.
Bevor Daten geschrieben werden, la¨dt der DLX-Prozessor Werte aus den
Speichern. WAR-Konﬂikte werden somit nicht durch Zugriﬀe auf die Spei-
cher verursacht. Die Register laden ihre Werte, bevor diese verwendet wer-
den. Wird der Wert eines Registers in mehreren Phasen gelesen, tritt ein
WAR-Konﬂikt auf. So wird z.B. das Befehlsregister ir in der IF-Phase
beschrieben und in allen u¨brigen Befehlsphasen gelesen. Ein Konﬂikt tritt
bereits durch das Laden des na¨chsten Befehls auf. Durch Einfu¨hren von
Pipeline-Registern la¨ßt sich der Konﬂikt lo¨sen.
Einfu¨hren von Pipeline-Registern Ein Pipeline-Register wird eingefu¨hrt,
wenn ein Register in mehr als einer Befehlsphase gelesen wird. Bevor der Wert
des Registers u¨berschrieben wird, speichert ein Pipeline-Register den Wert, so
daß er auch in nachfolgenden Befehlsphasen zur Verfu¨gung steht.
Register Befehlsphasen
a - - EX - -
ar - - - MEM -
b - - EX - -
din - - - - WB
dout - - MEM -
ir - ID EX MEM WB
pc IF ID EX MEM WB
temp - - - MEM WB
Tab. 5.7: Lebenszeit der verwendeten Register
Tabelle 5.7 gibt die Lebenszeit fu¨r die Register des DLX-Prozessors ohne Pi-
pelining an. Ein Register wird einen Schritt, nachdem ein Wert abgespeichert
worden ist, als ”lebendig” bezeichnet. Das Register bleibt bis einschließlich zu
dem Schritt lebendig, in dem der Wert zum letzten Mal verwendet wird.
Ist ein Register in mehreren Befehlsphasen lebendig, wird ein Pipeline-Register
beno¨tigt. Das Register pc stellt eine Ausnahme dar. Es ist in allen Phasen leben-
dig, da der von pc gespeicherte Wert benutzt wird, um die na¨chste Instruktion
zu adressieren. Der Befehlsza¨hler pc bleibt im folgenden unbeachtet (siehe Kon-
trollkonﬂikte Abschnitt 5.4.2.3.3).
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Wie Tabelle 5.8 zu entnehmen ist, werden zusa¨tzliche Register fu¨r ir und temp
notwendig. Schließt sich an zwei aufeinanderfolgende load-Befehle ein alu-Befehl
an, der beide geladenen Werte verwendet, wird ein weiteres Pipeline-Register fu¨r
din erforderlich (siehe Abschnitt 5.5.5).
Befehlsphasen
Register
ID EX MEM WB
pi1 ←ir pi2 ←pi1 pi3 ←pi2
ir
...←..ir.. ...←..pi1.. ...←..pi2.. ...←..pi3..
pt ←temp
temp
...←..temp.. ...←..pt..
pd ←din
din
...←..pd..
Tab. 5.8: U¨berblick u¨ber die eingefu¨hrten Pipeline-Register
Erforderliche Pipeline-Register werden automatisch wa¨hrend des Transformati-
onsprozesses eingefu¨hrt. Ohne diese zusa¨tzlichen Register ist das Parallelisieren
bestimmter Befehlsphasen nicht mo¨glich, da gegen die Bernsteinschen Bedingun-
gen [Ber66] verstoßen wu¨rde. Um die Datenabha¨ngigkeiten zwischen den Befehl-
sphasen durch das Einfu¨hren von Pipeline-Registern zu lo¨sen, wird Transforma-
tion C1 angewendet.
Forwarding RAW-Konﬂikte ko¨nnen durch Forwarding gelo¨st werden. Verar-
beitet ein Befehl die Ergebnisse einer vorangehenden Instruktion, deren Ausfu¨h-
rung noch nicht terminiert ist, deren Ergebnisse aber bereits berechnet worden
sind, kann durch Forwarding ein Datenkonﬂikt vermieden werden.
a) rf[p0[6:10]]←din;
(a←rf[ir[6:10]],
b←rf[ir[11:15]]);
b) (rf[p0[6:10]]←din,
IF (p0[6:10]=ir[6:10])
THEN a←din,
ELSE a←rf[ir[6:10]],
IF (p0[6:10]=ir[11:15])
THEN b←din,
ELSE b←rf[ir[11:15]]);
Abb. 5.29: Forwarding von Daten
Beispiel 5.18 In Abbildung 5.29 sind die sequentiellen Anweisungen von ein-
ander abha¨ngig, falls p0[6:10]=ir[6:10] oder p0[6:10]=ir[11:15] gu¨ltig ist.
Da der Wert, der im Fall einer Adressengleichheit geladen werden muß, bereits
in din verfu¨gbar ist, ko¨nnen a←rf[ir[6:10]] und b←rf[ir[11:15]] parallel
ausgefu¨hrt werden. Ohne das ”Vorwegnehmen” bzw. Forwarding des Wertes von
din ko¨nnen die Anweisungen nicht parallelisiert werden.
In der ID-Phase la¨dt der DLX-Prozessor die Operanden der Befehle in die Regi-
ster a und b. Tritt eine Datenabha¨ngigkeit zwischen zwei Befehlen auf, werden die
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Daten in der EX-Phase u¨bernommen (siehe Abschnitt 5.4.2.2). In der ID-Phase
werden somit in bestimmten Fa¨llen nicht die korrekten Werte geladen. Da der
DLX-Prozessor die Operationen erst in der EX-Phase ausfu¨hrt, beru¨cksichtigen
diese die aktuellen Werte.
Beispiel 5.19 Abbildung 5.30 gibt ein Beispiel. Der Befehl sub R3,R4,R0 be-
nutzt das durch add RO,R1,R2 berechnete Ergebnis als Operand. Aber auch wird
R0 von dem Befehl xor R5,R6,R0 referenziert. Der Wert von R0 ist bereits be-
rechnet, aber noch in keinem Register der Registerbank rf verfu¨gbar, so daß der
sub- und der xor-Befehl den Operand durch Forwarding u¨bernehmen. Im Ablauf-
diagramm wird Forwarding durch vertikale Pfeile angedeutet.
and R7,R8,R0
xor R5,R6,R0
sub R3,R4,R0
add R0,R1,R2


IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
Abb. 5.30: Forwarding
Wird ein Operand eines Befehls durch eine unmittelbar vorangehende load-
Instruktion geladen bzw. durch einen alu-Befehl erst berechnet, so treten RAW-
Konﬂikte auf. Im ersten Fall steht der geladene Wert in der WB-Phase im Regi-
ster din zur Verfu¨gung, im zweiten ist der berechnete Wert in der EX-Phase am
ALU-Ausgang oder in der MEM- bzw. WB-Phase in den Registern temp bzw.
dessen Pipeline-Register pt verfu¨gbar. Die Tabelle 5.9 gibt einen U¨berblick.
Befehlsphasen
Befehl
EX MEM WB
load din
alu ALU-Ausgang temp pt
Tab. 5.9: U¨berblick u¨ber die durch Forwarding beru¨cksichtigten Quellen
Da auf den Wert, der durch einen load-Befehl geladen wird, erst in der WB-
Phase zugegriﬀen werden kann, muß, falls das Ergebnis in den vorangehenden
Befehlsphasen beno¨tigt wird, die Pipeline durch Einfu¨gen eines Leerschrittes an-
gehalten werden. Diese Datenabha¨ngigkeit kann nicht durch Forwarding gelo¨st
werden.
Werden Datenabha¨ngigkeiten wa¨hrend des Parallelisierens von Befehlsphasen er-
mittelt, die durch Forwarding gelo¨st werden ko¨nnen, wird die Transformation C2
ausgefu¨hrt.
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Anhalten der Pipeline Wenn ein Datenkonﬂikt nicht durch Forwarding ge-
lo¨st werden kann, wird die Pipeline angehalten bzw. die Bearbeitung der nachfol-
genden Befehle wird ausgesetzt, bis das Ergebnis durch Forwarding u¨bernommen
werden kann.
store Z,R2
load R1,Y
add R2,R1,R0
load R0,X

IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
Abb. 5.31: Anhalten der Pipeline fu¨r einen Schritt
Ein Anhalten der Pipeline wird fu¨r einen Schritt erforderlich, wenn ein Ope-
rand eines alu-Befehls durch eine unmittelbar vorangehende load-Instruktion
bestimmt wird. Abbildung 5.31 ist das entsprechende Ablaufdiagramm zu ent-
nehmen. Da das Ergebnis des load-Befehls erst in der WB-Phase durch Forwar-
ding u¨bernommen werden kann, muß ein Leerschritt ausgefu¨hrt werden.
branch R0,Y
load R0,X

IF ID EX MEM WB
IF ID
Abb. 5.32: Anhalten der Pipeline fu¨r zwei Schritte
Die Pipeline wird dagegen fu¨r zwei Leerschritte angehalten, wenn ein branch-
Befehl die Verzweigung von einem Wert abha¨ngig macht, der durch eine voran-
gehende load-Instruktion geladen wird. Da der branch-Befehl keine EX-Phase
besitzt, muß der Wert bereits in der ID-Phase verfu¨gbar sein. Wie in Abbildung
5.32 zu sehen ist, werden zwei Leerschritte erforderlich.
Werden Befehlsphasen parallelisiert, ist zu u¨berpru¨fen, ob das gleichzeitige Aus-
fu¨hren der Befehlsphasen die durch den Benutzer vorgegebenen Einschra¨nkungen
verletzen. Findet das Transformationswerkzeug eine Verletzung, werden Leer-
schritte automatisch eingefu¨gt (siehe Abschnitt 5.3.2).
5.4.2.3.3 Kontrollkonﬂikte Kontrollkonﬂikte werden in der Pipeline durch
Sprung- und Verzweigebefehle verursacht. Wa¨hrend der jump-Befehl einen unbe-
dingten Sprung ausfu¨hrt, realisiert die branch-Instruktion eine bedingte Verzwei-
gung. Beide Befehle vera¨ndern den Wert des Befehlsza¨hlers pc in der ID-Phase.
Wird parallel ein neuer Befehl adressiert, besteht eine Datenabha¨ngigkeit zwi-
schen dem Sprung- bzw. Verzweigebefehl und der unmittelbar sich anschließen-
den Instruktion, wie Abbildung 5.33 zu entnehmen ist. Die Datenabha¨ngigkeit
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wird durch den Pfeil angedeutet. Es handelt sich um einen RAW-Konﬂikt, der
durch Forwarding oder Anhalten der Pipeline gelo¨st werden kann.
add R5,R4,R2
load R3,Z
load R2,Y
branch R1,X
jump X
}

IF ID
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
Abb. 5.33: Kontrollkonﬂikt
Unbedingte Spru¨nge Kontrollkonﬂikte, die durch unbedingte Spru¨nge ver-
ursacht werden, ko¨nnen durch Forwarding gelo¨st werden, da sowohl die Tatsa-
che, daß ein Sprung auszufu¨hren ist, als auch das Sprungziel bekannt sind. Das
Sprungziel muß nicht berechnet werden, sondern ist als Konstante gegeben.
Register Forwarding Bedingung
imem[irk] jump-Befehl in der ID-Phase
ir
imem[pc] sonst
inc(irk) jump-Befehl in der ID-Phase
pc
inc(pc) sonst
Tab. 5.10: Forwarding zur Lo¨sung eines Kontrollkonﬂiktes
Das Transformationswerkzeug unterscheidet nicht zwischen Daten- und Kontroll-
konﬂikten. Es bestehen Datenabha¨ngigkeiten zwischen dem unbedingten Sprung-
befehl und der IF-Phase des na¨chsten Befehls, die durch Forwarding gelo¨st wer-
den ko¨nnen. Die Transformation C2 lo¨st die Abha¨ngigkeit durch Forwarding.
Eine Verzweigung wird eingefu¨hrt, so daß, falls ein jump-Befehl vorausgeht, an-
stelle des Befehlsza¨hlers pc die Konstante irk verwendet wird. Die Tabelle 5.10
gibt einen U¨berblick.
add R5,R4,R2
load R3,Z
load R2,Y
branch R1,X

IF ID
IF ID EX MEM WB
IF ID EX MEM WB
ID ID EX MEM WB
Abb. 5.34: Lo¨sen eines Kontrollkonﬂiktes durch Anhalten der Pipeline
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Bedingte Verzweigungen Im Unterschied zu dem unbedingten Sprung muß
in der ID-Phase des branch-Befehls entschieden werden, ob eine Verzweigung
realisiert wird. Das Sprungziel wird relativ zu dem Wert von pc angegeben, so
daß eine Addition zur Berechnung der Zieladresse durchzufu¨hren ist.
Der Kontrollkonﬂikt wird durch das Einfu¨gen eines Leerschrittes gelo¨st (siehe
Abschnitt 5.3.2), was in Abbildung 5.34 anhand eines Beispiels dargestellt wird.
Die Pipeline wird jedoch nur angehalten, wenn die Verzweigung ausgefu¨hrt wird.
5.4.2.4 Der DLX-Prozessor mit Pipelining
Die Verhaltensbeschreibung der DLX mit Pipelining umfaßt neun verschiedene
Segmente. Abbildung 5.35 stellt den Zustandsautomat dar. Jeder der Zusta¨n-
de repra¨sentiert eine bestimmte Kombination der Befehlsphasen in der Pipeline.
Tabelle 5.11 gibt einen U¨berblick u¨ber die Zusta¨nde und die in den Zusta¨nden
ausgefu¨hrten Befehlsphasen. Zur Vereinfachung der Darstellung beschreibt der
Zustandsautomat nur das Fu¨llen der Pipeline.
L0 L1 L2 L3 L4
L5 L6 L8
L7
Abb. 5.35: Zustandsautomat der DLX fu¨r das Fu¨llen der Pipeline
Das Laden des ersten Befehls wird durch das Segment L0 beschrieben, welches als
Startzustand des Automaten dient. Sukzessive werden weitere Befehle durch die
Segmente bzw. Zusta¨nde L1 bis L3 geladen. L4 beschreibt den Pipelinezustand,
in dem fu¨nf Befehle parallel ausgefu¨hrt werden. In den Zusta¨nden L5 bis L8 sind
vorangehende Befehle, die keine fu¨nf Befehlsphasen besitzen, bereits terminiert,
so daß bestimmte Phasen entfallen. Da der branch-Befehl nur aus zwei Befehls-
phasen besteht, entfa¨llt in den Segmenten L5 bis L8 die EX- bzw. MEM-Phase.
In jedem Zustand wird ein Befehl geladen. Abgesehen von L0 beﬁnden sich zeit-
gleich noch mehrere Befehle in der Pipeline. Die Zusta¨nde beschreiben das par-
allele Ausfu¨hren einer bestimmten Kombination von Befehlsphasen. Treten Kon-
ﬂikte in der Pipeline beim Ausfu¨hren der bereits geladenen Instruktionen auf,
die das Anhalten der Pipeline erforderlich machen, beschreibt das Segment alle
Schritte einschließlich des Ladens des na¨chsten Befehls.
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Anzahl
Zustand
Befehle
Befehlsphasen Bemerkung
L0 1 IF Fu¨llen der Pipeline
L1 2 IF, ID Fu¨llen der Pipeline
L2 3 IF, ID, EX Fu¨llen der Pipeline
L3 4 IF, ID, EX, MEM Fu¨llen der Pipeline
L4 5 IF, ID, EX, MEM, WB Pipelinezustand
L5 3 IF, ID, WB branch wa¨re in der EX-Phase; wegen
eines Leerschrittes beﬁndet sich kein
Befehl in der MEM-Phase
L6 4 IF, ID, MEM, WB branch wa¨re in der EX-Phase
L7 4 IF, ID, EX, WB branch wa¨re in der MEM-Phase
L8 3 IF, ID, MEM branchwa¨re in der EX-Phase; die WB-
Phase des fu¨nften Befehls ist wa¨hrend
des Anhaltens der Pipeline bereits aus-
gefu¨hrt worden
Tab. 5.11: Tabelle der Zusta¨nde der DLX
Beispiel 5.20 Abbildung 5.36 ist zu entnehmen, welches Verhalten durch das
Segment bzw. den Zustand L2 beschrieben wird, in dem bereits zwei Instruktio-
nen geladen sind. Treten keine Konﬂikte auf, fu¨llt sich die Pipeline, indem ein
dritter Befehl geladen wird. Wurde zuvor ein branch-Befehl geladen, entfa¨llt die
ID-Phase, falls die Verzweigung nicht ausgefu¨hrt wird.
Andernfalls ist es unter der Bedingung, daß keine Datenabha¨ngigkeiten zwischen
den vorausgehenden Befehlen bestehen, no¨tig, die Pipeline fu¨r einen Schritt an-
zuhalten, um die Sprungadresse zu berechnen. Aus diesem Grund werden zuerst
die ID-Phase des branch-Befehls und die EX-Phase der zuvor geladenen Instruk-
tion ausgefu¨hrt. Wa¨hrend im na¨chsten Schritt der na¨chste Befehl geladen wird,
fu¨hrt die Pipeline gleichzeitig die MEM-Phase des vorangehenden Befehls aus.
Der branch-Befehl ist bereits terminiert.
L2


Fu¨llen der Pipeline



IF,ID,EX L3
branch taken, Einfu¨gen eines
Stalls



ID,EX 



IF,MEM L5
branch not taken, ID-Phase
entfa¨llt



EX,IF L8
load in der EX-Phase, Adres-
senkonﬂikt mit branch in der
ID-Phase fu¨hrt zum Anhalten
der Pipeline



EX 



MEM



IF,WB L1
branch not taken, ID-Phase
entfa¨llt



ID,WB 



IF L1
branch taken, Einfu¨gen eines
Stalls
Abb. 5.36: Zustand L2 der DLX-Pipeline
Fu¨r den Fall, daß Datenabha¨ngigkeiten existieren, mu¨ssen zwei weitere Stalls
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eingefu¨gt werden. La¨dt ein der branch-Instruktion unmittelbar vorangehender
load-Befehl erst den Operanden, der durch den branch-Befehl auszuwerten ist,
wird die Pipeline fu¨r zwei Schritte angehalten. Nacheinander werden die EX-
und die MEM-Phase des load-Befehls ausgefu¨hrt. Da der Operand in der MEM-
Phase bereits in das Register din geladen worden ist, kann der branch-Befehl,
falls er ausgefu¨hrt wird, parallel zu der WB-Phase realisiert werden. Erst im
Anschluß daran kann der na¨chste Befehl geladen werden. Wird die Verzweigung
nicht ausgefu¨hrt, ko¨nnen die WB-Phase des load-Befehls und die IF-Phase pa-
rallel abgearbeitet werden.
Der gesamte Transformationsprozeß beno¨tigt 21 Minuten (300 MHz, Sun Ul-
tra2). Das Entdecken von Konﬂikten in der Pipeline, die mit den zur Verfu¨gung
stehenden Ressourcen nicht gelo¨st werden ko¨nnen, (siehe Abschnitt 5.3.3), das
Lo¨sen der Konﬂikte (siehe Abschnitt 5.3.4) und das Vereinfachen wa¨hrend und
nach Abschluß des Transformationsprozesses (siehe Kapitel 7) sind die zeitauf-
wendigsten Operationen. Bis zu 1060 Transformationen sind notwendig, um die
DLX mit Pipelining zu erzeugen.
5.4.2.5 CPI des DLX-Prozessors mit Pipelining
Eine Implementierung eines Prozessors la¨ßt sich einerseits durch die Kosten, die
seine Realisierung verursacht, andererseits durch die Zeit, die fu¨r das Ausfu¨hren
eines Programmes beno¨tigt wird, charakterisieren. Da die Anzahl der Funktions-
einheiten fu¨r den DLX-Prozessor mit Pipelining vorgegeben worden ist, wird im
folgenden eine Bewertung durch die Clock cycles per Instructions (CPI) [HP96]
vorgenommen. Die mittlere Schrittanzahl fu¨r die Ausfu¨hrung eines Befehls la¨ßt
sich entsprechend Formel 5.1 [HP96] berechnen.
CPIseq =
∑
alle Befehle
Wahrscheinlichkeit · Anzahl der Schritte (5.1)
Die CPI eines Prozessors ist stark von dem jeweils betrachteten Programm
abha¨ngig. Die verschiedenen Befehle bzw. Befehlsklassen beno¨tigen im allgemei-
nen unterschiedlich viele Schritte, um die Operationen auszufu¨hren. Die Wahr-
scheinlichkeit fu¨r das Auftreten eines Befehls und somit der Beitrag am CPI, den
ein Befehl erbringt, ha¨ngt jedoch von dem betrachteten Programm ab, so daß
fu¨r unterschiedliche Programme die Werte stark diﬀerieren ko¨nnen. Im folgenden
sind die Wahrscheinlichkeiten fu¨r das Auftreten der Befehle [HP96] entnommen.
Tabelle 5.12 stellt die Wahrscheinlichkeiten fu¨r das Auftreten der verschiedenen
Befehle des DLX-Prozessors dar. Fu¨r die sequentielle DLX berechnet sich nach
Formel 5.1 eine mittlere Taktanzahl pro Befehl von 3,48. In [HP96] ergibt sich
fu¨r die sequentielle DLX ein Wert von 4,44.
Formel 5.2 gibt an, wie die CPI fu¨r einen Prozessor mit Pipelining berechnet
werden kann. Die ideale CPI fu¨r eine Pipeline liegt bei 1, da ohne Anhalten der
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Wahrscheinlichkeit Anzahl
Befehlsklasse
fu¨r das Auftreten der Schritte
CPIseq
load 20% 5 1,00
store 10% 4 0,40
alu 40% 4 1,60
jump 5% 2 0,10
branch taken 13% 2 0,26
branch untaken 12% 1 0,12
3,48
Tab. 5.12: CPI der sequentiellen DLX
Pipeline in jedem Schritt ein neuer Befehl geladen wird. Treten Stalls auf, muß
die Wahrscheinlichkeit fu¨r ihr Auftreten zu dem idealen CPI addiert werden.
CPIpipe = CPIideal + CPIstall = 1 + CPIstall (5.2)
Die Wahrscheinlichkeit fu¨r das Auftreten eines Leerschrittes ha¨ngt jedoch stark
von dem betrachteten Programm ab. Werden, um den Code zu optimieren,
Compiler-Techniken, wie z.B. das Entrollen von Schleifen, Software Pipelining
oder Trace Scheduling [HP96] verwendet sinkt die Anzahl der Leerschritte. Aus
diesem Grund wird im folgenden nur eine Abscha¨tzung fu¨r den DLX-Prozessor
mit Pipelining gegeben.
Wahrscheinlichkeit Wahrscheinlichkeit Anzahl von
Befehlsklasse
fu¨r das Auftreten eines Leerschrittes Leerschritten
CPIstall
1
load 20% ≈ 25%
2
0,05 - 0,10
taken branch 13% 45% - 100% 1 0,06 - 0,13
0,11 - 0,23
Tab. 5.13: CPI des DLX-Prozessors mit Pipelining
Entsprechend Formel 5.2 und Tabelle 5.13 ergibt sich ein CPI von:
1,11 ≤ CPIpipe ≤ 1,23
Der DLX-Prozessor mit Pipelining nach [HP96] besitzt ein CPI von 1,11. Im
Vergleich mit der automatisch generierten DLX-Pipeline zeigt sich, daß beide
Prozessoren ein identisches Stall-Verhalten und somit einen identischen CPI be-
sitzen.
Die Beschleunigung eines Prozessors durch Pipelining ergibt sich entsprechend
der Formel 5.3 als Quotient aus der CPIseq des Prozessors ohne und der CPIpipe
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des Prozessors mit Pipelining [HP96].
SPEEDUP =
CPIseq
CPIpipe
(5.3)
Fu¨r den DLX-Prozessor mit Pipelining ergibt sich gema¨ß der Formel 5.3 eine
Beschleunigung von:
2,83 = 3,481,23 ≤ SPEEDUP ≤
3,48
1,11 = 3,14
In [HP96] wird ein SPEEDUP von (4,5/1,11) = 4,05 angegeben. Der ho¨here Wert
resultiert aus einer ho¨heren CPIseq.
5.4.3 Ein PIC-Prozessor
Ein PIC-Prozessor ist ein einfacher Mikrocontroller, dessen Befehle in zwei Schrit-
ten abgearbeitet werden. Das Beispiel basiert auf dem Prozessor PIC16C5X von
Microchip [Mic93]. Der Prozessor besitzt folgende Register:
• ein Befehlsregister ir[11:0],
• einen Befehlsza¨hler pc[11:0],
• ein Arbeitsregister w[7:0],
• drei Ein- und Ausgaberegister port a[3:0], b[7:0] und c[7:0] und
• drei Kontrollregister trisa[3:0], trisb[7:0] und trisc[7:0] fu¨r die
Ein- und Ausgaberegister.
und Speicher:
• einen Befehlsspeicher rom[511:0;11:0],
• eine Registerbank rf[24:0;11:0] und
• einen Stack stack[1:0;11:0].
Der Maschinenbefehlssatz umfaßt 17 Instruktionen, deren Wirkungsweise Tabel-
le 5.15 darstellt. Um die Darstellung zu vereinfachen, werden die arithmetisch
logischen Befehle zu einem Befehl alu zusammengefaßt. Es existieren drei Be-
fehlsformate:
• Byte-orientierte Befehle:
11 6
opcode
5
d
4 0
f
Das Bit d, des(d) abgeku¨rzt, entscheidet, ob das Ergebnis in das Arbeits-
register w (d=0) oder in res(f) (d=1) gespeichert werden muß. Die Bit
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f speziﬁzieren das Register, res(f) abgeku¨rzt, dessen Inhalt als Operand
dient und in das, falls d=1 gilt, das Ergebnis abgespeichert wird. Tabelle
5.14 kann entnommen werden, welches f welches Register auswa¨hlt.
• Bit-orientierte Befehle:
11 8
opcode
7 5
b(bit)
4 0
f
Die Bit b geben an, welches Bit des Registers f zu manipulieren ist.
• Konstanten- und Kontrollbefehle:
11 8
opcode
7
k(literal)
0
Konstantenbefehle verknu¨pfen das Arbeitsregister w und Kontrollbefehle
den Befehlsza¨hler pc mit einer Konstanten k.
f Register
00001 Time Clock/Counter Register rtcc
00010 Befehlsza¨hler pc
00011 Statusregister status
00100 Speicher Auswahl Register fsr
00101 Ein- \ Ausgabe port a
00110 Ein- \ Ausgabe port b
00111 Ein- \ Ausgabe port c
01000 rf[0]
01001 rf[1]
... ...
11111 rf[24]
Tab. 5.14: Registerauswahl
Da fu¨r zehn Befehle jedes Register, abgesehen von dem Befehlsregister ir, den
Kontrollregistern fu¨r die Ein- und Ausgabe trisa bis trisc und dem Arbeits-
register w, als Quell- und Zielregister dienen kann, ist in der LLS-Beschreibung
die Registerbank rf um sieben Register erweitert. Der Befehlsza¨hler pc wird z.B.
als rf[2] und port a als rf[5] modelliert. Das Register w bleibt erhalten, da w
nicht durch f kodiert, sondern durch d=0 angesprochen wird.
Die Modellierung der Register als Erweiterung der Registerbank rf erschwert
nicht nur die Synthese sondern auch die Veriﬁkation des PIC-Prozessors (siehe
Abschnitt 5.5.4). Aus diesem Grund wurden mehrere verschiedene Versionen des
PIC-Prozessors synthetisiert. Um die Komplexita¨t zu verringern, wurde der Be-
fehlsza¨hler pc und das Statusregister status unabha¨ngig von rf modelliert (PIC
1). Somit konnten diese beiden Register nicht durch f kodiert werden. In 3 Mi-
nuten (300 MHz, Sun Ultra2) wurde unter Anwendung von 67 Transformationen
eine Verhaltensbeschreibung einer zweistuﬁgen Pipeline erzeugt.
Im na¨chsten Schritt wurde eine Beschreibung einer Pipeline (PIC 2), in der
status als rf[3] modelliert wurde, erzeugt. Die Synthesezeit blieb anna¨hernd
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Befehl Syntax Operation
alu w,f aluwf f,d des(d)← res(f) ◦ w,
status[2:0] setzen;
alu literal w alulw k w← w ◦ k,
status[2] setzen;
bit clear f bcf f,b res(f)[b]← 0B1;
bit set f bsf f,b res(f)[b]← 1B1;
bit test, skip if clear btfsc f,b Abbrechen des na¨chsten Befehls
fu¨r res(f)[b] = 0B1;
bit test, skip if set btfss f,b Abbrechen des na¨chsten Befehls
fu¨r res(f)[b] = 1B1;
call subroutine call k stack[0]← pc+ 1,
stack[1]← stack[0],
pc← status[7 : 5]#k;
clear f clrf f res(f)← 0;
clear w clrw w w← 0,
status[2] setzen;
decrement f, skip if 0 decfsz f,d des(d)← res(f)− 1, fu¨r des(d) = 0
Abbrechen des na¨chsten Befehls;
unconditional branch goto k pc← status[7 : 5]#k;
increment f, skip if 0 incfsz f,d des(d)← res(f) + 1, fu¨r des(d) = 0
Abbrechen des na¨chsten Befehls;
move f movf f des(d)← res(f);
move w to f movwf f res(f)← w,
status[2] setzen;
move literal to w movlw k w← k;
return with literal in w retlw k w← k,
pc← stack[0],
stack[0]← stack[1];
tris f tris f trisa← w fu¨r f = 5,
trisb← w fu¨r f = 6,
trisc← w fu¨r f = 7;
Tab. 5.15: Maschinenbefehlssatz
konstant bei 3 Minuten (300 MHz, Sun Ultra2), obwohl sechs Befehle status
bzw. rf[3] ansprachen. Wa¨hrend die Anzahl der Segmente unvera¨ndert bleibt,
erho¨hte sich die Anzahl der Transformationen um eins.
Die Synthesezeit erho¨hte sich dagegen auf 10 Minuten (300 MHz, Sun Ultra2),
wenn pc als rf[2] modelliert (PIC 3) wird, da acht weitere Befehle den Be-
fehlsza¨hler vera¨nderten und Programmspru¨nge verursachten. Die Anzahl der Seg-
mente blieb konstant, die Anzahl der Transformationen erho¨hte sich auf 87.
Wurden sowohl pc als auch status als Register der Registerbank modelliert (PIC
4), ergabt sich durch Anwenden von 92 Transformationen eine Laufzeit von 14
Minuten (300 MHz, Sun Ultra2). Diese Beschreibung entspricht dem Mikrocon-
troller von Microchip. Tabelle 5.16 faßt die Ergebnisse zusammen.
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die auf rf abgebildeten Register Transfor- Seg- Zeit fu¨r
PIC
Register Anzahl mationen mente die Synthese
1 fsr, port a bis c,
rtcc
5 67 4 2 min 46 sec
2 fsr, port a bis c,
rtcc, status
6 68 4 2 min 57 sec
3 fsr, pc, port a bis
c, rtcc
6 87 4 9 min 7 sec
4 fsr, pc, port a bis
c, rtcc, status
7 92 4 13 min 25 sec
Tab. 5.16: Exploration des Entwurfsraumes
Im Vergleich zu der fu¨nfstuﬁgen DLX-Pipeline ist die Laufzeit der Synthese
des PIC-Prozessors verha¨ltnisma¨ßig hoch. Die Mo¨glichkeit des PIC-Prozessors,
durch f das Quell- und Zielregister zu kodieren, und der im Vergleich zu den
vorangehenden Beispielen große Befehlssatz machen es notwendig, viele Daten-
abha¨ngigkeiten zu beachten und viele Fallunterscheidungen durchzufu¨hren. So
ko¨nnen nicht nur die Kontrollbefehle, sondern auch zehn weitere Befehle (f=2)
auf den Befehlsza¨hler zugreifen. Außerdem brechen vier Befehle die Ausfu¨hrung
des na¨chsten Befehls fu¨r den Fall ab, daß ein bestimmtes Ergebnis erzielt wird.
Aber nicht nur die Lo¨sung der auftretenden Abha¨ngigkeiten ist aufwendiger als
in den vorangegangenen Beispielen, sondern auch das Erkennen dieser.
Eine verha¨ltnisma¨ßig hohe Laufzeit ergibt sich aber auch durch eine aufwendi-
ge Vereinfachung der Beschreibung (siehe Kapitel 7). So unterscheiden sich z.B.
die La¨ngen der Befehlscodes. Wa¨hrend Byte-orientierte Befehle einen Befehlsco-
de von sechs Bit besitzen, und besteht er bei Bit-orientierten sowie Konstanten-
und Kontrollbefehlen aus vier, vereinzelt auch aus drei Bit (z.B. der goto-Befehl).
Desweiteren mu¨ssen einzelne Bit betrachtet werden, wie z.B. das Bit d.
5.5 Veriﬁkation eines Prozessors mit Pipelining
5.5.1 Formale Veriﬁkation durch symbolische Simulation
Ein Prozessor mit Pipelining la¨ßt sich durch Methoden der A¨quivalenzpru¨fung
[BD94, Cyr96, REH99, RHE99a] formal veriﬁzieren. Durch symbolische Simula-
tion aller mo¨glichen Pfade u¨berpru¨ft ein am Lehrstuhl entwickelter A¨quivalenz-
pru¨fer [REH99, RHE99a] die A¨quivalenz der sequentiellen Speziﬁkation und der
Implementierung der Pipeline. Der A¨quivalenzpru¨fer ist von dem TUD Transfor-
mationswerkzeug (TUDT) unabha¨ngig und wird verwendet, um die vom Trans-
formationswerkzeug generierten Ergebnisse formal zu veriﬁzieren. Die Veriﬁka-
tion wird durchgefu¨hrt, um Implementierungsfehler des Synthesewerkzeugs aus-
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ﬁndig zu machen. Im Gegensatz zur ”klassischen” Simulation ist die symbolische
Simulation vollsta¨ndig, da ein symbolischer Pfad eine Vielzahl ”klassischer” Si-
mulationsla¨ufe zusammenfaßt.
Das Veriﬁkationsproblem la¨ßt sich nach dem Verfahren von Burch und Dill
[BD94] auf die U¨berpru¨fung der A¨quivalenz zweier ﬁniter azyklischer Sequenzen
[EHR98, HER99, REH99, RHE99a] zuru¨ckfu¨hren. Die folgenden beiden Sequen-
zen sind zu vergleichen:
• Das Pipelinesystem wird geleert (Flushing), um anschließend den letzten
Befehl sequentiell auszufu¨hren. Im folgenden wird diese Sequenz als Spezi-
ﬁkation bezeichnet.
• Bevor die Pipeline geleert wird (Flushing), startet die Pipeline einen neuen
Befehl. Diese Sequenz wird im folgenden Implementierung genannt.
Im ersten fu¨hrt der sequentielle Prozessor die Berechnung aus, im zweiten Fall
hingegen realisiert das Pipelinesystem den zuletzt geladenen Befehl.
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB

IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB IF ID EX MEM WB
 
Pipeline Beschreibung
Pipeline Beschreibung sequentielle Beschreibung
Speziﬁkation
Implementierung
Abb. 5.37: Veriﬁkation des DLX-Prozessors mit Pipelining
Beispiel 5.21 Das Ablaufdiagramm in Abbildung 5.37 gibt ein Beispiel fu¨r die
Veriﬁkation eines Pipelinesystems. Die Befehle des DLX-Prozessors besitzen fu¨nf
verschiedene Befehlsphasen. Um die Pipeline zu veriﬁzieren werden die beiden
folgenden Sequenzen erzeugt:
• Speziﬁkation: Wird die Pipeline geleert, sind unter der Voraussetzung, daß
die Pipeline nicht angehalten wird, vier Schritte erforderlich, bis alle Be-
fehle abgearbeitet worden sind. Ein fu¨nfter Befehl wird anschließend durch
den sequentiellen Prozessor ausgefu¨hrt.
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• Implementierung: Der Pipelinezustand realisiert alle fu¨nf Befehlsphasen
gleichzeitig. Durch das einmalige Durchlaufen des Pipelinezustands wird
ein neuer, fu¨nfter Befehl geladen. Vier Befehle beﬁnden sich bereits in der
Pipeline. Nach Laden des fu¨nften Befehls wird die Pipeline geleert.
In Abbildung 5.37 sind bei beiden Sequenzen die ersten vier Schritte fu¨r Speziﬁ-
kation und Implementierung identisch, gestrichelt dargestellt, so daß ihre A¨qui-
valenz nicht u¨berpru¨ft werden muß.
Sind die zwei ﬁniten azyklischen Sequenzen berechnungsa¨quivalent, kann induk-
tiv argumentiert werden, daß sich ein Programmablauf auf dem Pipelinesystem
sukzessiv serialisieren la¨ßt, d.h. in jedem Schritt wird ein weiterer Befehl auf dem
sequentiellen Prozessor ausgefu¨hrt, bis dieser die Ausfu¨hrung aller Instruktionen
u¨bernimmt. Ein beliebiges Programm wird somit dieselben Resultate auf dem
sequentiellen Prozessor wie auf dem Pipelinesystem ergeben.
Beispiel 5.22 In Abbildung 5.38 werden die Befehle sukzessiv serialisiert. Be-
reits ein Befehl wird auf dem sequentiellen Prozessor ausgefu¨hrt. Im na¨chsten
Schritt werden drei, im folgenden vier und im letzten alle fu¨nf sequentiell reali-
siert. Da induktiv argumentiert werden kann, ist es nicht erforderlich, die Kor-
rektheit jedes dieser U¨berga¨nge zu zeigen. Es genu¨gt, die Berechnungsa¨quivalenz
der beiden in Abbildung 5.37 dargestellten Sequenzen nachzuweisen.
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB
IF ID EX MEM WB IF ID EX MEM WB IF ID EX MEM WB
...
IF ID EX MEM WB IF ID EX MEM WB IF ID EX MEM WB IF ID EX MEM ...
Abb. 5.38: Induktiver Korrektheitsbeweis
Der A¨quivalenzpru¨fer vergleicht die Endwerte der Speicher und des Befehlsza¨h-
lers in Speziﬁkation und Implementierung paarweise. Die u¨brigen Register blei-
ben unbeachtet. Durch das Serialisieren des fu¨nften Befehls in der Speziﬁkati-
on ist es mo¨glich, daß sich die Werte der u¨brigen Register unterscheiden. Die
Pipeline-Register ko¨nnen z.B. verschiedene Werte speichern.
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Beschreibung Veriﬁkation
L0 :
IF flush
THEN stall;
LEnde;
ELSE (ir←mem[pc],
pc←inc(pc));
L1;
L1 :
IF flush THEN
THEN IF ir[0]
THEN wbreg←rf[op2(ir)];
IF ir[0]
THEN rf[op1(ir)]←wbreg;
stall;
LEnde;
ELSE (ir←mem[pc],
pc←inc(pc),
IF ir[0]
THEN wbreg←rf[op2(ir)];
p0←ir);
L2;
L2 :
IF flush
THEN (IF ir[0]∧¬(p0[0]∧
(op1(p0)=op2(ir)))
THEN wbreg←rf[op2(ir)],
IF p0[0]
THEN rf[op1(p0)]←wbreg);
IF ir[0]
THEN rf[op1(ir)]←wbreg;
stall;
LEnde;
ELSE (ir←mem[pc],
pc←inc(pc),
IF ir[0]∧¬(p0[0]∧
(op1(p0)=op2(ir)))
THEN wbreg←rf[op2(ir)];
p0←ir,
IF p0[0]
THEN rf[op1(p0)]←wbreg);
L2;





(IF ir[0]∧¬(p0[0]∧
(op1(p0)=op2(ir)))
THEN wbreg←rf[op2(ir)],
IF p0[0]
THEN rf[op1(p0)]←wbreg);
IF ir[0]
THEN rf[op1(ir)]←wbreg;
(ir←mem[pc],
pc←inc(pc));
IF ir[0]
THEN wbreg←rf[op2(ir)];
IF ir[0]
THEN rf[op1(ir)]←wbreg;
ist a¨quivalent zu
(ir←mem[pc],
pc←inc(pc),
IF ir[0]∧¬(p0[0]∧
(op1(p0)=op2(ir)))
THEN wbreg←rf[op2(ir)];
p0←ir,
IF p0[0]
THEN rf[op1(p0)]←wbreg);
(IF ir[0]∧¬(p0[0]∧
(op1(p0)=op2(ir)))
THEN wbreg←rf[op2(ir)],
IF p0[0]
THEN rf[op1(p0)]←wbreg);
IF ir[0]
THEN rf[op1(ir)]←wbreg;
Abb. 5.39: Konstruktion der ﬁniten Sequenzen
Beispiel 5.23 Abbildung 5.39 zeigt, wie die zwei ﬁniten azyklischen Sequenzen
fu¨r das Beispiel der dreistuﬁgen Pipeline aus Abschnitt 5.4.1 zusammengesetzt
werden. Das Segment L2 beschreibt einerseits das Leeren der Pipeline und ande-
rerseits das Laden eines dritten Befehls IF parallel zu der Read- und Write-Phase
der in der Pipeline beﬁndlichen Instruktionen.
Die phasenorientierte Beschreibung des sequentiellen Prozessors kann den Seg-
menten L0 und L1 entnommen werden. Dieser Teil der Beschreibung repra¨sen-
tiert das sequentielle Ausfu¨hren eines Befehls.
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In [BD94] werden Transitionsfunktionen deﬁniert, die die Werte der Register
und Speicher nach dem Leeren der Pipeline berechnen. Da die Verhaltensbe-
schreibung sowohl das Fu¨llen als auch das Leeren der Pipeline beschreibt und
eine phasenorientierte Kopie der sequentiellen Speziﬁkation beinhaltet, werden
keine zusa¨tzlichen Funktionen und Berechnungen beno¨tigt. Der Korrektheitsbe-
weis kann automatisiert und in den Entwurfsﬂuß integriert werden.
Die Verhaltensbeschreibung einer Pipeline umfaßt mehrere Segmente. Jedes ein-
zelne beschreibt eine bestimmte Kombination von Befehlsphasen in der Pipeline.
Um die Implementierung der Pipeline zu veriﬁzieren, muß der Korrektheitsbeweis
fu¨r jedes dieser Segmente durchgefu¨hrt werden.
5.5.2 Beispiel einer dreistuﬁgen Pipeline
Die Beschreibung der dreistuﬁgen Pipeline (siehe Abschnitt 5.4.1) umfaßt drei
Segmente, wobei jedes dieser Segmente zu veriﬁzieren ist. Abbildung 5.39 stellt
dar, wie die zwei zu vergleichenden ﬁniten azyklischen Sequenzen fu¨r das Seg-
ment L2 erzeugt werden. Entsprechend ergeben sich die Sequenzen fu¨r die beiden
anderen Segmente.
Anzahl
Zustand Befehlsphasen
der Pfade
Zeit
L0 IF 2 0,29 sec.
L1 IF, READ 5 0,32 sec.
L2 IF, READ, WRITE 13 0,33 sec.
0,94 sec.
Tab. 5.17: Veriﬁkation einer dreistuﬁgen Pipeline
Die Tabelle 5.17 gibt einen U¨berblick u¨ber die veriﬁzierten Zusta¨nde bzw. Seg-
mente. Der Befehlssatz des Prozessors umfaßt nur einen Befehl, durch eine Ver-
zweigung, die der Befehl ausfu¨hrt, und durch Abha¨ngigkeiten zwischen aufein-
ander folgenden Befehlen mu¨ssen aber mehrere Fallunterscheidungen getroﬀen
werden. Aus diesem Grund sind bis zu 13 verschiedene Pfade symbolisch zu
simulieren. Das Beispiel konnte innerhalb 1 Sekunde (300 MHz, SUN Ultra2)
formal veriﬁziert werden.
5.5.3 Der DLX-Prozessor
Die Beschreibung des DLX-Prozessors mit Pipelining umfaßt neun Segmente. Die
Segmente L0 bis L3 beschreiben das Fu¨llen der Pipeline, L4 den Pipelinezustand,
in dem alle Befehlsphasen parallel ausgefu¨hrt werden, und L5 bis L8 Befehlsfol-
gen, bei denen bestimmte Befehlsphasen fehlen, da durch Anhalten der Pipeline
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oder unterschiedliche La¨ngen der Befehle Instruktionen bereits terminiert sind.
Anzahl
Zustand Befehlsphasen
der Pfade
Zeit
L0 IF 8 0,40 sec.
L1 IF, ID 104 0,84 sec.
L2 IF, ID, EX 2.012 4,17 sec.
L3 IF, ID, EX, MEM 68.174 113,45 sec.
L4 IF, ID, EX, MEM, WB 1.370.198 2559,88 sec.
L5 IF, ID, WB 1.112 1,93 sec.
L6 IF, ID, MEM, WB 18.864 30,85 sec.
L7 IF, ID, EX, WB 44.360 67,69 sec.
L8 IF, ID, MEM 1.866 3,82 sec.
1.506.698 46 min. 23 sec.
Tab. 5.18: Veriﬁkation aller Zusta¨nde der DLX
Jedes dieser Segmente konnte erfolgreich u¨berpru¨ft werden. Details sind Tabelle
5.18 zu entnehmen. Die Veriﬁkation des DLX-Prozessors mit Pipelining konn-
te in 46 Minuten (300 MHz, SUN Ultra2) durchgefu¨hrt werden. Wie Abschnitt
5.5.5 zu entnehmen ist, konnten durch die unabha¨ngige U¨berpru¨fung einige Im-
plementierungsfehler des Synthesewerkzeugs gefunden werden.
5.5.4 Veriﬁkation des PIC-Prozessors
Der PIC-Prozessor aus Abschnitt 5.4.3 la¨ßt sich unter Anwendung des Verfahrens
nach Burch und Dill [BD94, EHR98, REH99, RHE99a] veriﬁzieren. Sieben Regi-
ster des PIC-Prozessors werden jedoch als Erweiterung der Registerbank rf mo-
delliert. Aus diesem Grund werden in der Pipeline sehr viele Lese- und Schreib-
zugriﬀe auf rf ausgefu¨hrt. So stellt z.B. das Inkrementieren des Befehlsza¨hlers
pc, modelliert als rf[2], einen Lese- und einen Schreibzugriﬀ dar. Da in jeder
Befehlsphase auf die Register der Registerbank zugegriﬀen wird, erfolgen viele
Zugriﬀe gleichzeitig. In einigen Fa¨llen vera¨ndert sich sogar die Reihenfolge der
Zugriﬀe.
Beispiel 5.24 Abbildung 5.40 gibt ein Beispiel fu¨r eine vera¨nderte Reihenfol-
ge der Lese- und Schreibzugriﬀe. In der Speziﬁkation wird auf den Speicher
mem zuerst geschrieben, um anschließend einen Wert auszulesen. In der Im-
plementierung dreht sich die Reihenfolge um, da x den Wert val bei Adres-
sengleichheit adrV=adrX durch Forwarding u¨bernimmt. Zusa¨tzlich werden in der
Implementierung die zwei Schreiboperationen auf die Registerbank rf vertauscht.
Gilt adrA=adrB, u¨berschreibt rf[adrB]←b in der Speziﬁkation rf[adrA]←a.
In der Implementierung wird a nicht abgespeichert, so daß eine Schreiboperation
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entfa¨llt. Die Berechnungsa¨quivalenz der beiden Sequenzen la¨ßt sich zeigen, indem
gleiche Speicherzusta¨nde [RHE99b] fu¨r mem und rf identiﬁziert werden.
Speziﬁkation
rf[adrA]←a;
rf[adrB]←b;
mem[adrV]←val;
x←mem[adrX];
z←x+rf[adrZ];
Implementierung
(rf[adrB]←b,
x←mem[adrX]);
(if ¬(adrA=adrB)
then rf[adrA]←a,
mem[adrV]←val);
(if adrV=adrX
then z←val+rf[adrZ]
else z←x+rf[adrZ]);
Abb. 5.40: A¨quivalente Lese- und Schreibzugriﬀe durch Forwarding
Die A¨quivalenz von Speicheroperationen wird durch Identiﬁzieren a¨quivalenter
Speicherzusta¨nde in den zu vergleichenden Sequenzen nachgewiesen. Da jedoch
nur Schreibzugriﬀe einen Speicher vera¨ndern, genu¨gt es, a¨quivalente Schreibzu-
griﬀe herauszusuchen [RHE99b]. Es ist zu beachten, daß sich die Reihenfolge der
Schreibzugriﬀe sowie auch deren Anzahl vera¨ndern kann. Zu einer vera¨nderten
Reihenfolge der Zugriﬀe kommt es, wenn im Pipelinesystem in unterschiedlichen
Phasen geschrieben wird. Sind Adressen gleich und werden Werte u¨berschrieben,
a¨ndert sich die Anzahl der Zugriﬀe. Auf der Basis a¨quivalenter Speicherzusta¨nde
kann auch die A¨quivalenz von Leseoperationen nachgewiesen werden.
Tabelle 5.19 gibt einen U¨berblick u¨ber die Veriﬁkation der in Abschnitt 5.4.3
dargestellten Entwu¨rfe. Wa¨hrend in Spalte zwei die Anzahl der bei der symboli-
schen Simulation durchlaufenen Pfade zu ﬁnden ist, gibt Spalte drei die Anzahl
der logisch unmo¨glichen Pfaden an, die der A¨quivalenzpru¨fer [REH99] durchla¨uft.
Spalte vier stellt dar, wie oft sich Schreiboperationen u¨berschreiben, Spalte fu¨nf
zeigt, wie oft sich die Reihenfolge der Speicherzugriﬀe vera¨ndert hat, und Spalte
sechs ist die Zeit zu entnehmen, die fu¨r die Veriﬁkation beno¨tigt wird.
logisch Schreibzugriﬀe
PIC
Anzahl
unmo¨gl. u¨ber- vera¨nderte
Zeit fu¨r die
Pfade
Pfade schrieben Reihenfolge
Veriﬁkation
1 58.135 18 306 25 2 min 16 sec
2 49.345 18 277 25 1 min 55 sec
3 193.864 123 3.455 3.378 7 min 30 sec
4 202.565 124 1.566 1.566 10 min 5 sec
Tab. 5.19: Veriﬁkation der PIC-Prozessoren
Die Beschreibung (PIC 4) modelliert den Befehlsza¨hler als rf[2] und das Status-
register als rf[3]. Trotz der ho¨chsten Pfadanzahl treten in dieser Beschreibung
weniger Komplikationen auf als in (PIC 3). Da in (PIC 4) mehr Datenabha¨ngig-
keiten auftreten, muß die Pipeline o¨fter angehalten werden, so daß weniger u¨ber-
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schriebene Schreiboperationen existieren und sich deren Reihenfolge weniger oft
vera¨ndert.
5.5.5 Gefundene Implementierungsfehler
Durch die Veriﬁkation der Ergebnisse konnten mehrere Fehler in der Implemen-
tierung des Transformationswerkzeugs gefunden werden, die jedoch nicht die Kor-
rektheit der Transformationen in Frage stellten. Im folgenden wird ein bei der
Veriﬁkation des DLX-Prozessors mit Pipelining gefundener Fehler dargestellt,
der zeigt, wie schwierig es ist, Fehler zu ﬁnden und wie wichtig somit die auto-
matisierte formale Veriﬁkation von Syntheseergebnissen ist.
alu R3,R1,R2
load R2,Y
load R1,X IF ID EX MEM
din←.
WB
.←din
IF ID EX MEM
din←.
WB
.←din

IF ID EX MEM WB
Abb. 5.41: Befehlsfolge load-load-alu
In dem Fall, daß die beiden Operanden eines alu-Befehls durch zwei unmittelbar
vorausgehende load-Befehle geladen wurden, arbeitete die Pipeline nicht kor-
rekt. Die Bearbeitung des alu-Befehls muß, da Adressengleichheit zwischen dem
alu- und dem vorangehenden load-Befehl besteht, fu¨r einen Schritt ausgesetzt
werden. In der MEM-Phase la¨dt die load-Instruktion den Wert aus dem Speicher
und speichert ihn in din, wa¨hrend in der WB-Phase das Ergebnis in ein Register
der Registerbank abgespeichert wird. Parallel zu der WB-Phase des load-Befehls
fu¨hrt die alu-Instruktion die EX-Phase aus, so daß durch Forwarding der vom
load geladene Operand u¨bernommen werden kann. Der erste load-Befehl ter-
miniert jedoch wa¨hrend des Anhaltens der Pipeline, so daß sein Ergebnis nicht
durch Forwarding in der EX-Phase des alu-Befehls beru¨cksichtigt werden kann.
Der nach din geladene Wert wird von dem nachfolgenden load-Befehl u¨berschrie-
ben. Somit konnte nur ein Operand des alu-Befehls korrekt bestimmt werden.
Abbildung 5.41 stellt das zugeho¨rige Ablaufdiagramm dar. Das Forwarding eines
Wertes ist durch einen vertikalen Pfeil angedeutet.
Der Fehler la¨ßt sich durch Wiederholen der ID-Phase des alu-Befehls beheben.
Wie in Abbildung 5.42 dargestellt, kann der Wert, den der erste load-Befehl la¨dt,
dann bereits in der zweiten ID-Phase u¨bernommen werden. Fehler ko¨nnen durch
das Wiederholen der ID-Phase nicht auftreten, da entweder ein veralteter Wert
von einem aktuelleren Wert u¨berschrieben oder der gleiche Wert erneut geladen
wird.
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alu R3,R1,R2
load R2,Y
load R1,X IF ID EX MEM
din←.
WB
.←din
IF ID EX MEM
din←.
WB
.←din

IF ID ID′ EX MEM WB

Abb. 5.42: Wiederholen der ID-Phase
Eine zweite Mo¨glichkeit besteht darin, ein zusa¨tzliches Pipeline-Register pd ein-
zufu¨hren, das den durch das erste load geladenen Wert zwischenspeichert. Das
Ablaufdiagramm ist Abbildung 5.43 zu entnehmen.
Wa¨hrend des Transformationsprozesses wird aufgrund von Datenabha¨ngigkei-
ten das Einfu¨hren von Pipeline-Registern notwendig. Der Implementierungsfeh-
ler bestand darin, daß diese Datenabha¨ngigkeiten nicht entdeckt und daher kein
Pipeline-Register eingefu¨hrt worden ist. Wird das Verfahren dagegen korrekt im-
plementiert, wird wa¨hrend des Transformationsprozesses ein Pipeline-Register
eingefu¨hrt, was zur Lo¨sung des dargestellten Konﬂikts fu¨hrt.
alu R3,R1,R2
load R2,Y
load R1,X IF ID EX MEM
din←.
WB
.←din
IF ID EX MEM
din←.
WB
.←din

IF ID ID
′
pd
EX
pd
MEM WB

Abb. 5.43: Einfu¨hren eines Pipeline-Registers
5.6 Zusammenfassung
Die experimentellen Ergebnisse zeigen, daß durch Anwenden einer Folge korrekt-
heitserhaltender Transformationen aus einer sequentiellen Prozessorbeschreibung
ein Pipelinesystem abgeleitet werden kann. Das Verfahren parallelisiert sukzes-
siv die Befehlsphasen. Befehlsphasen werden unterschiedlichen Kontrollschritten
zugeordnet, falls die Datenabha¨ngigkeiten unter Einhaltung der Ressourcenbe-
schra¨nkungen nicht gelo¨st werden ko¨nnen.
Ist es nicht mo¨glich, Befehlsphasen zu parallelisieren, werden die Bedingungen,
unter denen der Konﬂikt auftritt, herausgesucht. Diese werden dann verwen-
det, um eine neue Verzweigung einzufu¨hren. Ist deren Bedingung erfu¨llt, ko¨nnen
die Operationen ohne Verletzen der Ressourcenbeschra¨nkungen parallel reali-
siert werden, da keine Konﬂikte entstehen oder Techniken wie Forwarding oder
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Einfu¨hren von Pipeline-Registern diese verhindern. Andernfalls werden Leer-
schritte eingefu¨gt, so daß die Operationen verzo¨gert ausgefu¨hrt werden. Das
Einfu¨hren neuer Verzweigungen erfordert die Anwendung von Vereinfachungs-
techniken, um Redundanzen und logisch unmo¨gliche Pfade zu eliminieren (siehe
Kapitel 7).
Die fall-basierte Einplanung plant eine dynamische Pipeline ein. Dabei werden
alle Befehlsabfolgen ermittelt, bei deren Ausfu¨hrung in der Pipeline Konﬂikte
aufgrund von Datenabha¨ngigkeiten oder Verletzungen der Ressourcenvorgaben
bestehen. Durch die Kombination mit Methoden der Post-Synthese-Veriﬁkation
wird eine automatisierte Synthese mo¨glich, die einerseits konzeptionell korrekt
ist, da sie auf mathematischen Konzepten beruht, und die sich andererseits ro-
bust gegen Implementierungsfehler zeigt, weil die A¨quivalenz von Speziﬁkation
und eingeplanter Beschreibung durch eine symbolische Simulation nachgewiesen
wird.
Das TUD Transformationswerkzeug (TUDT) erzeugt eine Verhaltensbeschrei-
bung der Pipeline. Eine strukturelle Repra¨sentation kann bisher noch nicht trans-
formativ gewonnen werden, sondern wird mit Hilfe des Synopsys Design Compiler
[Syn98a] erzeugt.
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Kapitel 6
Veriﬁkation von
Einplanungsverfahren
6.1 Einleitung
Transformative Ansa¨tze werden nicht nur im Bereich der formalen Synthese
verfolgt, sondern kommen auch im Bereich der Post-Synthese-Veriﬁkation zum
Einsatz. Die A¨quivalenz von zwei Beschreibungen ist gegeben, wenn eine Fol-
ge korrektheitserhaltender Transformationen existiert, die die eine in die andere
Beschreibung umwandelt. Der Nachweis der Transformationsa¨quivalenz erfolgt,
indem die Beschreibungen durch eine Reihe von Transformationen angeglichen
werden, so daß eine Bisimulationsrelation zwischen den Segmenten der einen und
denen der anderen Beschreibung aufgestellt werden kann [EHR99]. Die Bisimu-
lation ist ein Konzept, das z.B. im Bereich der Prozeßkalku¨le [Hoa85, Mil89]
Verwendung ﬁndet.
Das Verfahren der transformativen Veriﬁkation setzt voraus, daß eine gewisse
A¨hnlichkeit zwischen den Beschreibungen besteht. Werden Datenoperationen in-
haltlich vera¨ndert, indem z.B. eine Shift-Operation eine Multiplikation ersetzt,
so ist der Nachweis auf Basis des vorgestellten transformativen Ansatzes nicht
mehr mo¨glich.
Strukturelle A¨hnlichkeiten erleichtern es, die A¨quivalenz von zwei Schaltungen
zu zeigen. In [KK97] werden z.B. auf Gatterebene a¨quivalente Teilschaltungen
identiﬁziert und die Schaltungen schrittweise angeglichen. Die A¨quivalenz von
endlichen Automaten wird in [vE98] nachgewiesen, indem unter Anwendung von
Retiminig-Transformationen eine Fixpunktberechnung durchgefu¨hrt wird. Die
strukturellen A¨hnlichkeiten der Automaten werden ausgenutzt, indem in den
Automaten gleiche Zustandsfunktionen identiﬁziert werden, so daß nicht der
gesamte Zustandsraum des zugeho¨rigen Produktautomaten traversiert werden
muß.
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Einplanungsverfahren legen die Ausfu¨hrungszeitpunkte von Operationen fest.
Beru¨cksichtigt werden dabei Datenabha¨ngigkeiten, die Verfu¨gbarkeit von funk-
tionalen Einheiten usw. Im allgemeinen beachten solche Verfahren nicht die In-
halte der in den Ausdru¨cken verwendeten Funktionen, so daß die Datenoperatio-
nen bis auf das Einfu¨hren zusa¨tzlicher Register unvera¨ndert bleiben.
Die Ergebnisse von Verfahren fu¨r azyklische Beschreibungen wie z.B. List-Sched-
uling [MLD92] oder Force directed Scheduling [PK89a] lassen sich durch Werk-
zeuge wie z.B. SVC (Stanford Validity Checker) [JDB95, BDL96] veriﬁzieren. Es
wird die A¨quivalenz von Formeln gezeigt, die die Endwerte der Variablen durch
die Anfangswerte ausdru¨cken. Da die Ausdru¨cke extrem groß werden ko¨nnen,
bietet sich in vielen Fa¨llen die symbolische Simulation [REH99] zur Veriﬁkati-
on an. Die Korrektheit der Ergebnisse von Verfahren, die wie z.B. As Fast As
Possible [Cam91], Dynamic Loop Scheduling [ROJ94], Pipelined Path Scheduling
[RJ95b] oder die fall-basierte Einplanung [Hin98a, HER99, HRE99] zyklische Be-
schreibungen einplanen, la¨ßt sich jedoch mit solchen Verfahren nicht nachweisen.
a)
eingeplante
Beschreibung
.=
?
transformierte
Beschreibung
urspru¨ngliche
Beschreibung
Einplanungsverfahren
korrektheitserhaltende
Transformationen

b)
eingeplante
Beschreibung
.=
?
transformierte
Beschreibung
urspru¨ngliche
Beschreibung
Einplanungsverfahren
korrektheitserhaltende
Transformationen

Abb. 6.1: Veriﬁkation durch Anwendung von Transformationen
Wird ein transformativer Ansatz gewa¨hlt, kann das Einplanungsergebnis durch
Aufstellen einer Bisimulation veriﬁziert werden. Korrektheitserhaltende Trans-
formationen werden solange angewendet, bis sich urspru¨ngliche und eingeplante
Beschreibung gleichen. Die Transformationen ko¨nnen entweder auf die urspru¨ng-
liche Beschreibung, wie in Abbildung 6.1(a) dargestellt, oder auf das Ergebnis
der Einplanung 6.1(b) angewendet werden. Ebenso ist es mo¨glich, abwechselnd
die Beschreibungen zu vera¨ndern. Im folgenden wird entsprechend Abbildung
6.1(a) verfahren.
Beispiel 6.1 Abbildung 6.2 stellt zwei transformationsa¨quivalente Beschreibun-
gen dar, die [RJ95a] entnommen sind. Beide Beschreibungen berechnen (a ·
b) mod n. Die rechte Beschreibung ergibt sich aus der linken nach Ausfu¨hrung
eines Dynamic Loop Scheduling (DLS) [ROJ94]. Veriﬁzieren la¨ßt sich die Ein-
planung, indem eine der beiden Beschreibungen derart transformiert wird, daß
sie der anderen Beschreibung entspricht. Es zeigt sich, daß die beiden Beschrei-
bungen a¨quivalent sind.
Wa¨hrend Abschnitt 6.2 das Verfahren der transformativen Veriﬁkation im Detail
darstellt, gibt Abschnitt 6.3 experimentelle Ergebnisse. Eine Zusammenfassung
und ein Ausblick beenden das Kapitel.
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Bmod = ({L0, L1, L2, L3, L4},
L0, {a, b, n, i, s, sout}) mit
L0 :
(s←0,i←0);
L1;
L1 :
IF i≤15
THEN IF odd(b)
THEN s←s+a;
L2;
ELSE stall;
L3;
ELSE sout←s;
LEnde;
L2 :
IF s>n
THEN s←s−n;
L3;
ELSE stall;
L3;
L3 :
(i←i+1,
b←b/2,
a←a∗2);
L4
L4 :
IF a>n
THEN a←a−n;
L1;
ELSE stall;
L1;
Bdls = ({S0, S1, S2, S3, S4}, S0, {a, b, n, i, s, sout}) mit
S0 :
(s←0,i←0);
S1;
S1 :
IF i≤15
THEN IF odd(b)
THEN s←s+a;
S2;
ELSE (i←i+1,
b←b/2,
a←a∗2);
S3;
ELSE sout←s;
SEnde;
S2 :
IF s>n
THEN (s←s−n,
i←i+1,
b←b/2,
a←a∗2);
S3;
ELSE (i←i+1,
b←b/2,
a←a∗2);
S3;
S4 :
s←s+a;
S2;
S5 :
a←a∗2;
S3;
S3 :
IF a>n
THEN IF i≤15
THEN IF odd(b)
THEN a←a−n;
S4;
ELSE (a←a−n,
i←i+1,
b←b/2);
S5;
ELSE (a←a−n,
sout←s);
SEnde;
ELSE IF i≤15
THEN IF odd(b)
THEN s←s+a;
S2;
ELSE (i←i+1,
b←b/2,
a←a∗2);
S3;
ELSE sout←s;
SEnde;
Abb. 6.2: Zwei transformationsa¨quivalente Beschreibungen
6.2 Transformative Veriﬁkation
Die Transformationsa¨quivalenz zweier Beschreibungen B und B′ ist gegeben,
wenn eine Folge von Transformationen existiert, die B in B′ umformt. B ent-
spricht B′, falls gezeigt werden kann, daß eine Bisimulation ≈ zwischen B und B′
existiert.
Deﬁnition 6.1 (Bisimulation)
Zwischen zwei Beschreibungen B und B′ besteht genau dann eine Bisimulation
B ≈ B′, wenn zu jedem Segment S ∈ SB ein bisimulares Segment S ′ ∈ SB′
existiert und umgekehrt: (S, S ′) ∈≈. (S, S ′) ∈≈ ist fu¨r zwei Segmente S und S ′
gegeben, falls
• in S und S ′ die gleichen Datenoperationen ausgefu¨hrt werden und
• nach Ausfu¨hrung von S und S ′ bisimulare Segmente aufgerufen werden.
Beispiel 6.2 Jede normalisierte LLS-Beschreibung kann als erweiterter endli-
cher Automat dargestellt werden. Die beiden in Abbildung 6.3 dargestellten, er-
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weiterten Automaten enthalten die bisimularen Zusta¨nde La und Sa sowie Lb und
Sb, da die gleichen Datenoperationen ausgefu¨hrt werden und die nachfolgenden
Zusta¨nde ebenfalls bisimular sind.
Fu¨r den Zustand Lc existiert in dem rechten Automaten kein bisimularer Zu-
stand. Sowohl Sa als auch Sb fu¨hren eine Datenoperation aus. Lc verzweigt je-
doch nur nach La bzw. Lb und vera¨ndert keine Daten. Somit sind die Automaten
nicht bisimular.

La 
(a < b|b′ = b− a)∨
(¬(a < b)|c′ = b)
(a > b|a′ = a− b)∨
(¬(a > b)|c′ = a)

Lb
 
Lc
a < b|−¬(a < b)|−

Sa 
(a < b|b′ = b− a)∨
(¬(a < b)|c′ = b)
(a > b|a′ = a− b)∨
(¬(a > b)|c′ = a)

Sb
Abb. 6.3: Zwei erweiterte endliche Automaten zur Bestimmung des GGT
Anhand der Darstellung als Automat ist es nicht mo¨glich, die A¨quivalenz zwei-
er Beschreibungen zu u¨berpru¨fen. Die Automaten sind erweitert, d.h. an den
Kanten werden boolesche Ausdru¨cke als Bedingungen fu¨r einen U¨bergang und
auszufu¨hrende Datenoperationen notiert. Somit besteht keine Mo¨glichkeit, einen
eindeutigen, minimalen Automaten [HU94] zu erzeugen.
Die Transformationsa¨quivalenz zweier Beschreibungen la¨ßt sich beweisen, indem
die Bisimulation der Anfangssegmente gezeigt wird. Um die Anfangssegmente als
bisimular zu identiﬁzieren, muß in Breitensuche die Bisimulation der nachfolgen-
den Segmente nachgewiesen werden. Fu¨hren zwei Segmente ungleiche Datenope-
rationen aus, wird eines der beiden Segmente durch Anwendung von Transforma-
tionen derart vera¨ndert, daß die Bisimulation gezeigt werden kann. Ist dies nicht
mo¨glich, sind die Segmente und somit auch die Beschreibungen nicht bisimular.
Formale Transformationen (siehe Abschnitt 4.6) kommen zur Anwendung, um
den Kontrollﬂuß zu modiﬁzieren, neue Segmente zu erzeugen oder die Segment-
u¨berga¨nge zu vera¨ndern. So werden z.B. Anweisungen in if-then-else-Strukturen
hineingezogen oder Ausgangsmarken durch den Ko¨rper des zugeho¨rigen Seg-
ments ersetzt. Kontext-abha¨ngige Transformationen (siehe Abschnitt 4.7), die
nur auf azyklische Sequenzen von Anweisungen angewendet werden ko¨nnen,
werden verwendet, um Anweisungen zu parallelisieren oder zu serialisieren. Sie
vera¨ndern die zeitlichen Eigenschaften einer Beschreibung.
Beispiel 6.3 Die in Abbildung 6.2 dargestellten Beschreibungen sind transfor-
mationsa¨quivalent. (L1, S1) ∈≈ kann erst nach Anwendung mehrerer Transfor-
mationen nachgewiesen werden. Abbildung 6.4(a) ist das unvera¨nderte Segment
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a) L1 :
IF ...
stall;
L3
...
L3 :
(i←i+1,
b←b/2,
a←a∗2);
L4
b) L1′ :
IF ...
stall;
(i←i+1,
b←b/2,
a←a∗2);
L4
c) L1′ :
IF ...
(i←i+1,
b←b/2,
a←a∗2);
L4
Abb. 6.4: Beispiel fu¨r die Anwendung von Transformationen
L1 zu entnehmen. Zuna¨chst wird die Ausgangsmarke L3, wie in Abbildung 6.4(b)
dargestellt, durch den Ko¨rper des zugeho¨rigen Segments ersetzt. Das transfor-
mierte Segment wird als L1
′
bezeichnet. Werden i←i+1, b←b/2 und a←a∗2
einen Zeitschritt vorgezogen, entfa¨llt der Leerschritt, so daß L1
′
und S1) ∈≈ die
gleichen Datenoperationen ausfu¨hren.
a)
L0 S0
1
2
3
4
L1
L2LEnde L3
L3 L3 L4
L1 L1
S1
S2SEnde S3
S3 S3 S4S5 S2S3 SEnde
S2S3
(L0,S0)
(L1,S1)
Ziele
Zeitschritte
=
.
ursprüngliche
Beschreibung
eingeplante
Beschreibung
Bisimulation ist nicht
für (L1,S1) gegeben
b)
L0 S0
1
2
3
4
L1'
L2LEnde
L3 L3
L4
L1 L1
S1
S2SEnde S3
S3 S3 S4S5 S2S3 SEnde
S2S3
(L0,S0)
(L1',S1)
(LEnde,SEnde), (L2,S2)
Ziele
Zeitschritte
transformierte
Beschreibung
eingeplante
Beschreibung
Bisimulation ist nicht
für (L2,S2) gegeben
=
.
c)
L0 S0
1
2
3
4
L1'
L2'LEnde
L4 L4
L4
L1 L1
S1
S2SEnde S3
S3 S3 S4S5 S2S3 SEnde
S2S3
(L0,S0)
(L1',S1)
(LEnde,SEnde), (L2',S2), (L4,S3)
Ziele
Zeitschritte
transformierte
Beschreibung
eingeplante
Beschreibung
Bisimulation ist nicht
für (L4,S3) gegeben
=
.
d)
L0 S0
1
2
3
4
L1'
L2'LEnde
L4'L4'
L4'
S1
S2SEnde S3
S3 S3 S4S5 S2S3 SEnde
S2S3
(L0,S0)
(L1',S1)
(LEnde,SEnde), (L2',S2), (L4',S3)
Ziele
Zeitschritte
transformierte
Beschreibung
eingeplante
Beschreibung
L5L6L2'L4'LEnde
L2'L4'
(L5,S4), (L6,S5)
=
.
Abb. 6.5: Aufstellen einer Bisimulation durch Transformation
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Abbildung 6.2 sind zwei transformationsa¨quivalente Beschreibungen Bmod und
Bdls zu entnehmen. Bdls ist das Ergebnis der Einplanung von Bmod. Durch den
Nachweis der Transformationsa¨quivalenz der beiden Beschreibungen kann gezeigt
werden, daß das Einplanungsverfahren korrekt gearbeitet hat. U¨ber die Gu¨te des
Ergebnisses wird allerdings keine Aussage gemacht. Abbildung 6.5 gibt einen
U¨berblick u¨ber den Nachweis der Transformationsa¨quivalenz.
Da die Startsegmente L0 und S0 gleiche Datenoperationen ausfu¨hren, ist die Bisi-
mulation (L0, S0) ∈≈ gegeben, wenn zwischen den beiden nachfolgenden Segmen-
ten L1 und S1 ebenfalls eine Bisimulation besteht. Wie in Abbildung 6.5(a) dar-
gestellt, gilt (L1, S1) *∈≈, weil unterschiedliche Operationen ausgefu¨hrt werden.
Wa¨hrend L1 einen Leerschritt ausfu¨hrt, werden in S1 die Zuweisungen i←i+1,
b←b/2 und a←a*2 realisiert. Durch Anwenden von Transformationen auf L1
wird die Ausgangsmarke L3 durch den Ko¨rper des entsprechenden Segments er-
setzt und der Leerschritt entfernt. Das Segment wird im folgenden als L1
′
bezeich-
net, um zwischen urspru¨nglichem und transformiertem Segment unterscheiden zu
ko¨nnen. Es gilt (L1
′
, S1) ∈≈ und somit auch (L0, S0) ∈≈, falls (L2, S2) ∈≈ und
(L4, S3) ∈≈ erfu¨llt sind. LEnde und SEnde terminieren die Ausfu¨hrung einer Be-
schreibung, so daß (LEnde, SEnde) ∈≈ gegeben ist. Wie Abbildung 6.5(b) und
6.5(c) zu entnehmen ist, sind (L2, S2) ∈≈ und (L4, S3) ∈≈ nicht erfu¨llt. Erst
nach Anwendung weiterer Transformationen ergibt sich
≈= {(L0, S0), (L1′ , S1), (LEnde, SEnde), (L2′ , S2), (L4′, S3), (L5, S4), (L6, S5)}.
Abbildung 6.5(d) stellt das Ergebnis dar.
Fu¨r kontext-abha¨ngige Transformationen existieren keine inversen Transforma-
tionen (siehe Abschnitt 4.7). Werden kontext-abha¨ngige Transformationen an-
gewendet, ko¨nnen die durch Forwarding ersetzten Ausdru¨cke, die eingefu¨hrten
Pipeline-Register und die eliminierten Anweisungen nicht mehr eindeutig be-
stimmt werden. Aus diesem Grund kann das vorgestellte Verfahren daran schei-
tern, daß eine Beschreibung, in der solche Techniken angewendet werden, nicht
an eine Beschreibung, in der die Anweisungen nicht parallel ausgefu¨hrt werden,
angeglichen werden kann.
a) q←p;
IF q
THEN (a←d,b←e,c←<...>+a);
ELSE ...
b) IF p
THEN (a←<...>,b←a);
(a←d,b←e,c←a+b;
ELSE ...
Abb. 6.6: Probleme bei dem Nachweis der Transformationsa¨quivalenz
Beispiel 6.4 In Abbildung 6.6 wird ein Beispiel dargestellt, bei dem es schwierig
wird, die A¨quivalenz mit dem beschriebenen Verfahren nachzuweisen. Soll die
Beschreibung in Abbildung 6.6(a) durch Anwendung von Transformationen an
6.6(b) angeglichen werden, ist ein eingefu¨hrtes Pipeline-Register q zu eliminieren
und die durch Forwarding erzeugte Zuweisung c←<...>+a auf a←<...>, b←a
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und c←a+b zuru¨ckzufu¨hren.
Da die Anwendung der kontext-abha¨ngigen Transformationen auf ﬁnite azykli-
sche Sequenzen von Anweisungen begrenzt ist, ko¨nnen zum Nachweis der A¨qui-
valenz Methoden der Post-Synthese-Veriﬁkation eingesetzt werden. Der A¨quiva-
lenzbeweis kann z.B. durch eine symbolische Simulation [REH99, RHE99a] erfol-
gen. Derzeit werden solche Verfahren noch nicht eingesetzt. Das Verfahren soll
aber derart erweitert werden, daß Sequenzen, die nicht durch kontext-abha¨ngi-
ge Transformationen eindeutig ineinander u¨berfu¨hrbar sind, mit Methoden der
Post-Synthese-Veriﬁkation auf A¨quivalenz u¨berpru¨ft werden.
6.3 Experimentelle Ergebnisse
Der Nachweis der Transformationsa¨quivalenz konnte fu¨r mehrere in der Literatur
angegebene Beispiele erbracht werden. Tabelle 6.1 stellt die Ergebnisse dar. Die
Messungen wurden auf einer SUN Ultra2 300 MHz durchgefu¨hrt. PREFETCH
ist ein Beispiel des As Fast As Possible Verfahrens aus [Cam91]. MODULO be-
rechnet (a · b) mod n und wurde [RJ95a] entnommen. Zur Einplanung wurden
die Verfahren As Fast As Possible, Dynamic Loop Scheduling und Pipelined Path
Based Scheduling verwendet.
Einplanungs-
Entwurf
verfahren
Laufzeit
PREFETCH AFAP 0,06 sec
AFAP 0,10 sec
MODULO DLS 0,19 sec
PPS 0,10 sec
feasible 1,35 sec
SHEWA
optimal 1,18 sec
3-stuﬁge
3STAGE
Pipeline
0,08 sec
Tab. 6.1: Veriﬁkation von Einplanungsergebnissen
Kontext-abha¨ngige Transformationen gestatten es, Anweisungen zu parallelisie-
ren. Aus diesem Grund ko¨nnen auch Ergebnisse von Einplanungsverfahren veriﬁ-
ziert werden, die zusa¨tzliche Pipeline-Register einfu¨hren oder Techniken wie For-
warding anwenden. Das SHEWA-Beispiel wurde von dem Shewa System [PP88]
unter Verwendung des Forward Feasible Scheduling Verfahrens und des Forward
Optimal Scheduling erzeugt. Auch eine dreistuﬁge Pipeline 3STAGE, die Ab-
schnitt 5.4.1 entnommen wurde, konnte veriﬁziert werden. Sie wurde unter Ver-
wendung der fall-basierten Einplanung [HER99] aus einer sequentiellen Beschrei-
bung abgeleitet.
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6.4 Zusammenfassung und Ausblick
Transformative Ansa¨tze ko¨nnen auch im Bereich der Veriﬁkation eingesetzt wer-
den. Das vorgestellte Verfahren weist die Transformationsa¨quivalenz zweier Be-
schreibungen nach. Unter Anwendung einer Folge von Transformationen wird die
eine Beschreibung der anderen angeglichen. Die Beschreibungen sind transforma-
tionsa¨quivalent, wenn sich eine Bisimulationsrelation zwischen den Segmenten
der beiden Beschreibungen aufstellen la¨ßt.
Experimentelle Ergebnisse zeigen, daß dieses Verfahren zur automatisierten Ve-
riﬁkation von Ergebnissen moderner zyklischer Einplanungsverfahren verwendet
werden kann. Neben formalen werden auch kontext-abha¨ngige Transformationen
verwendet, so daß auch Ergebnisse von Einplanungsverfahren veriﬁziert werden
ko¨nnen, die zusa¨tzliche Pipeline-Register einfu¨hren oder Techniken wie Forwar-
ding anwenden.
Da kontext-abha¨ngige Transformationen nicht eindeutig invertiert werden ko¨n-
nen, ist fu¨r bestimmte Beschreibungen die Transformationsa¨quivalenz nicht nach-
weisbar. Es ist geplant, das Verfahren, das bisher auf die Anwendung von Trans-
formationen beschra¨nkt ist, derart zu erweitern, daß auch ein A¨quivalenzpru¨fer
zum Einsatz kommt, mit dem die Berechnungsa¨quivalenz von Sequenzen u¨ber-
pru¨ft werden kann, die nicht ineinander transformierbar sind.
Kapitel 7
Vereinfachung algorithmischer
Beschreibungen
7.1 Einleitung
Das Vereinfachen azyklischer Sequenzen bedingter Zuweisungen ist aufgrund der
Komplexita¨t der Bedingungen und sequentieller Abha¨ngigkeiten der Anweisun-
gen schwierig. Solche Strukturen treten typischerweise in Verhaltensbeschreibun-
gen von Prozessoren auf, insbesondere, wenn sie das Ergebnis einer automati-
schen Einplanung sind.
Vereinfachungstechniken erlauben es, durch Verringern der Komplexita¨t der Kon-
trollogik und Eliminieren logisch unmo¨glicher Pfade Kosten zu reduzieren und/
oder eine Geschwindigkeitsverbesserung zu erzielen. Im folgenden wird ein Ver-
fahren beschrieben, das algorithmische Beschreibungen unabha¨ngig von dem je-
weiligen Syntheseschritt vereinfacht. Bereits in [Ber91] wurde ein Ansatz zum
Beseitigen logisch unmo¨glicher Pfade vorgestellt, der jedoch kein unabha¨ngiges
Verfahren zur Vereinfachung einer Beschreibung darstellt, sondern im Verlauf
einer pfadbasierten Einplanung [Cam91] durchgefu¨hrt wird.
Das dargestellte Verfahren wurde entwickelt, um einerseits eine automatisierte
Einplanung fu¨r Prozessoren mit Pipelining zu ermo¨glichen, da in einigen Fa¨llen
die Durchfu¨hrung ohne Anwendung von Minimierungstechniken an der zu großen
Rechenzeit scheitert [Hin98a, HER99]. Andererseits sollte aber auch die Veriﬁ-
kation durch Eliminieren logisch unmo¨glicher Pfade und Vereinfachen von Kon-
trollstrukturen erleichtert werden.
Die Vereinfachung sequentieller Beschreibungen wird dadurch erschwert, daß die
auszufu¨hrenden Operationen von komplexen booleschen Ausdru¨cken, in denen
sowohl Bitvektor- als auch arithmetische Operationen mo¨glich sind, bedingt wer-
den ko¨nnen. Um eine eﬃziente Vereinfachung gewa¨hrleisten zu ko¨nnen, mu¨ssen
desweiteren sequentielle Abha¨ngigkeiten zwischen Bedingungen und Zuweisun-
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gen gelo¨st werden. Abbildung 7.1 gibt ein einfaches Beispiel.
IF (opcode(ir)=101B3)∧(opcode(p2)=001B3)
THEN (ir←<neuer Befehl>,
p1←ir);
p2←p1;
IF opcode(p2)=001B3
THEN ...
ELSE ...




opcode(p2)=001B3 ist aufgrund von
Datenabha¨ngigkeiten immer False
Abb. 7.1: Datenabha¨ngigkeiten zwischen Bedingungen und Zuweisungen
Da sowohl sequentielle Abha¨ngigkeiten bestehen als auch fu¨r eine eﬀektive Mini-
mierung jeder Pfad einer Beschreibung und jede auf einem Pfad gu¨ltige Bedin-
gung beru¨cksichtigt werden mu¨ssen, ist aufgrund des Berechnungsaufwandes eine
exakte Lo¨sung nicht mo¨glich. Die verwendeten Heuristiken ﬁnden durch Einbe-
ziehung des wechselseitigen Ausschlusses und der Implikation von Bedingungen,
durch Beru¨cksichtigen aller auf einem Pfad vorausgegangenen Bedingungen und
durch Lo¨sen sequentieller Datenabha¨ngigkeiten logisch unmo¨gliche Pfade und
ermo¨glichen eine eﬃziente Vereinfachung von Bedingungen.
Wa¨hrend Abschnitt 7.2 einen U¨berblick u¨ber das Verfahren gibt, zeigt Ab-
schnitt 7.3, daß korrektheitserhaltende Transformationen zur Vereinfachung von
if-then-else Strukturen verwendet werden ko¨nnen. Vereinfachungstechniken, die
auf bina¨ren Entscheidungsdiagrammen [Bry86] und algebraischen Gesetzen beru-
hen, werden in Abschnitt 7.4 vorgestellt. Verfeinerungstechniken, die in Abschnitt
7.5 beschrieben werden, gestatten es, azyklische Sequenzen von Anweisungen zu
vereinfachen, indem Datenabha¨ngigkeiten durch Methoden wie Forwarding oder
boolesche Reduktion gelo¨st werden. Der Algorithmus Simplify wird in Abschnitt
7.6 dargestellt. Experimentelle Ergebnisse und eine Zusammenfassung beschlie-
ßen das Kapitel.
7.2 U¨berblick
Korrektheitserhaltende Transformationen erlauben es, Strukturen von if-then-
else-Ausdru¨cken zu vereinfachen. Mehrfach auftretende, identische Zweige von
if-then-else-Anweisungen ko¨nnen mit Hilfe von formalen Transformationen eli-
miniert werden. Durch das Anwenden dieser Transformationen steigt zwar die
Komplexita¨t der Bedingungen der if-then-else-Ausdru¨cke, doch lassen sich diese
ha¨uﬁg vereinfachen.
Um sequentielle Anweisungen eﬃzient zu vereinfachen, mu¨ssen alle Pfade und alle
auf einem Pfad gu¨ltigen Bedingungen beru¨cksichtigt werden. Jede auf einem Pfad
gefundene Bedingung kann den Bereich nachfolgender Ausdru¨cke einschra¨nken.
Im folgenden werden alle Bedingungen, die auf einem Pfad vorausgehen und die
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die Gu¨ltigkeit der nachfolgenden Ausdru¨cke einschra¨nken, als vorausgehende Be-
dingungen bezeichnet. Entsprechend werden Bedingungen, die auf einem Pfad
nachgestellt sind, nachfolgende Bedingungen genannt.
Neben den auf einem Pfad gu¨ltigen Bedingungen wird der wechselseitige Aus-
schluß von Pra¨dikaten beachtet. Beru¨cksichtigt werden Vergleiche von Vektoren
und Konstanten, da solche Ausdru¨cke in der Kontrollogik oft zu ﬁnden sind
und ihr wechselseitiger Ausschluß leicht entdeckt werden kann. Zwei Ausdru¨cke
schließen sich wechselseitig aus, wenn die gleiche Variable mit unterschiedlichen
Konstanten verglichen wird, wie z.B. ir[0:2]=010B3 und ir[1:4]=1101B4. In
Zukunft wird daran gedacht, die Erkennung des wechselseitigen Ausschlusses da-
hingehend zu erweitern, daß auch Ausschlußeigenschaften von Bedingungen wie
z.B. a<5 und a+10>16 gefunden werden.
Neben dem wechselseitigen Ausschluß wird die Implikation von Bedingungen zur
Vereinfachung von Ausdru¨cken verwendet. Wiederum werden nur Vergleiche von
Vektoren mit Konstanten betrachtet. So gestatten z.B. (ir[0:2]=101B3) und
(ir[0]=1B1) folgende Implikationen:
• (ir[0:2]=101B3) ⇒ (ir[0]=1B1) und
• ¬(ir[0]=1B1) ⇒ ¬(ir[0:2]=101B3).
Die Umkehrung ist jedoch nicht mo¨glich:
• (ir[0]=1B1) *⇒ (ir[0:2]=101B3) und
• ¬(ir[0:2]=101B3) *⇒ ¬(ir[0]=1B1).
Eine Bedingung wird vereinfacht, indem sowohl alle vorausgehenden Bedingun-
gen, als auch der wechselseitige Ausschluß und die Implikation von Bedingun-
gen beru¨cksichtigt werden. Unter Verwendung bina¨rer Entscheidungsdiagramme
[Bry86] ist eine eﬃziente Berechnung mo¨glich. Ist das Ergebnis True oder False,
wurde ein logisch unmo¨glicher Pfad gefunden, so daß die if-then-else-Anweisung
durch den then- oder else-Zweig ersetzt werden kann. Andernfalls wird unter
Einbeziehung algebraischer Gesetze ein minimaler textueller Ausdruck abgelei-
tet. Da Heuristiken verwendet werden, ist der abgeleitete Ausdruck mit dem
urspru¨nglichen zu vergleichen, um denjenigen auszuwa¨hlen, der den geringeren
Aufwand verursacht. Der Aufwand eines booleschen Terms ergibt sich durch die
Anzahl auftretender Variablen und Operationen.
Datenabha¨ngigkeiten zwischen den vorausgehenden Bedingungen und sequen-
tiellen Zuweisungen ko¨nnen die Vereinfachung nachfolgender Anweisungen ver-
hindern. Aus diesem Grund werden Abha¨ngigkeiten durch Techniken wie For-
warding oder boolesche Reduktion gelo¨st. Der wechselseitige Ausschluß und die
Implikation von Bedingungen sind davon nicht betroﬀen, da diese Eigenschaften
pfadunabha¨ngig sind.
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7.3 Anwendung von Transformationen
Algorithmische Beschreibungen ko¨nnen durch Anwendung korrektheitserhalten-
der Transformationen vereinfacht werden [Hin98a]. Die formalen Transformatio-
nen (siehe Abschnitt 4.6) erlauben es, gleiche Pfade in verschachtelten if-then-
else-Anweisungen zu eliminieren. Wa¨hrend die Axiome A0, A4 und A5 Struktu-
ren vereinfachen, dienen A1, A2 und A3 dazu, bedingte Ausfu¨hrungspfade von
if-then-else-Ausdru¨cken umzuordnen. Durch Anwendung der Transformationen
entstehen komplexere Bedingungen, die sich aber ha¨uﬁg vereinfachen lassen.
IF p∧¬q
THEN c1;
ELSE IF p
THEN IF q
THEN c1;
ELSE c2;
ELSE c3;
(A2)
=⇒
IF p∧¬q
THEN c1;
ELSE IF p∧q
THEN c1;
ELSE IF p∧¬q
THEN c2;
ELSE c3;
(A5)
=⇒
IF (p∧¬q) ∨ (p∧q)
THEN c1;
ELSE IF p∧¬q
THEN c2;
ELSE c3;
Absorption
=⇒
IF p
THEN c1;
ELSE IF p∧¬q
THEN c2;
ELSE c3;
p∧¬q⇓¬p=False
=⇒
IF p
THEN c1;
ELSE c3;
Abb. 7.2: Beispiel fu¨r eine Vereinfachung
Beispiel 7.1 Bei dem in Abbildung 7.2 dargestellten Beispiel werden die Bedin-
gungen mit Hilfe des Absorptions-Gesetzes (siehe Abschnitt 7.4.1) vereinfacht.
Durch Anwendung des Restrict-Operators ⇓ [CM91] (siehe Abschnitt 7.4.3) kann
ein logisch unmo¨glicher Pfad entdeckt und eliminiert werden.
7.4 Bina¨re Entscheidungsdiagramme
7.4.1 Darstellung boolescher Bedingungen
Die Bedingungen repra¨sentieren boolesche Funktionen f : Bn → B, die sich
durch bina¨re Entscheidungsdiagramme [Bry86] darstellen lassen [HRE00]. Orde-
red Binary Decision Diagrams (OBDD’s) ermo¨glichen eine kanonische und kom-
pakte Darstellung boolescher Funktionen. Berechnet werden die Entscheidungs-
diagramme unter Verwendung des Multiple-Domain Decision Diagram Package
(TUDD-Package) [Ho¨r97, Ho¨r98a, Ho¨r98b], das am Lehrstuhl entwickelt wurde.
Der Berechnungsaufwand von Techniken ([BDL98], *BMD [BC95] oder Vektoren
von OBDD’s [REH99]), die es erlauben, Ausdru¨cke u¨ber Bitvektoren darzustel-
len und zu manipulieren, ist nicht akzeptabel und zum Zweck der Vereinfachung
auch nicht notwendig. Die betrachteten Bedingungen bestehen aus Ausdru¨cken
u¨ber Bit-Vektoren, die konjunktiv oder disjunktiv verknu¨pft sind. Sie werden
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als OBDD dargestellt, indem jede boolesche Variable und jeder Teilausdruck, in
dem Bit-Vektoren oder bina¨re Operationen, abgesehen von ∧, ∨ und ¬, verwen-
det werden, mit einem Knoten eines OBDD assoziiert wird. Im folgenden wird
ein mit einem Knoten assoziierter Ausdruck als atomare Formel bezeichnet.
Beispiel 7.2 Abbildung 7.3 stellt eine Bedingung als OBDD dar. Die boolesche
Variable flush und die Ausdru¨cke ir[0:2]=101B5 und temp=0B16 sind atomare
Formeln, die von Knoten des Graphen repra¨sentiert werden.
a) flush∨((ir[0:5]=101B6)∧¬(temp=0B16)) b)
0 1
temp=0
ir[0:2]=101
flush
10
Abb. 7.3: Darstellung eines booleschen Ausdrucks als OBDD
Entweder ko¨nnen Bedingungen entschieden werden, der berechnete Graph be-
steht aus einem Blatt, das die logische 0 oder 1 repra¨sentiert, oder ein a¨quiva-
lenter Ausdruck wird von dem Entscheidungsdiagramm abgeleitet.
Heuristiken, die algebraische Gesetze benutzen, werden auf den abgeleiteten Aus-
druck angewendet, um Redundanzen, die sich aus der textuellen Darstellung
ergeben, zu eliminieren. Die folgenden algebraischen Gesetze erlauben es, den
Aufwand boolescher Formeln zu reduzieren:
• a ∨ a = a, a ∧ a = a (Idempotenz),
• ¬(¬a) = a (Involution),
• a ∨ (¬a ∧ b) = a ∨ b, a ∧ (¬a ∨ b) = a ∧ b, a ∨ (a ∧ b) = a, a ∧ (a ∨ b) = a
(Absorption),
• (a∨ b)∧ (a∨ c) = a∨ (b∧ c), (a∧ b)∨ (a∧ c) = a∧ (b∨ c) (Distributivita¨t)
und
• ¬a ∧ ¬b = ¬(a ∨ b), ¬a ∨ ¬b = ¬(a ∧ b) (De Morgan).
Wa¨hrend die Assoziativita¨t und die Kommutativita¨t das Umordnen erlauben,
ermo¨glicht das Komplement (a ∧ ¬a = 0 oder a ∨ ¬a = 1) das (teilweise) Ent-
scheiden von Termen.
Beispiel 7.3 In Abbildung 7.4 wird aus einem bina¨ren Entscheidungsdiagramm
ein textueller Ausdruck abgeleitet, indem alle erfu¨llenden Belegungen (a∧d),
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(¬a∧b∧d) und (¬a∧¬b∧c∧d) disjunktiv verknu¨pft werden. Der abgeleitete Aus-
druck kann unter Anwendung des Distributiv- und des Absorptions-Gesetzes zu
d∧(a∨b∨c) vereinfacht werden. Da Heuristiken zur Anwendung kommen, wird
die optimale Lo¨sung nicht immer gefunden.
a)
0 1
d
c
b
a
10
b) (a∧d)∨(¬a∧b∧d)∨(¬a∧¬b∧c∧d) ≡ d∧(a∨b∨c)
Abb. 7.4: Ableitung eines booleschen Ausdrucks
7.4.2 Bewertung boolescher Ausdru¨cke
Eine Bewertungsfunktion fu¨r boolesche Ausdru¨cke ist erforderlich, um unter meh-
reren a¨quivalenten Termen denjenigen auszuwa¨hlen, der die geringste Komple-
xita¨t besitzt. Zur Vereinfachung boolescher Bedingungen werden bina¨re Ent-
scheidungsdiagramme verwendet. La¨ßt sich eine Bedingung nicht entscheiden,
wird ein gleichwertiger textueller, unter Beru¨cksichtigung algebraischer Geset-
ze vereinfachter Ausdruck aus dem Graphen abgeleitet. In vielen Fa¨llen kann
ein weniger komplexer Ausdruck einer mehrstuﬁgen Logik erzeugt werden, in
seltenen Fa¨llen scheitert der Versuch einer Vereinfachung, da es sich bei den
angewendeten Verfahren um Heuristiken handelt. Aus diesem Grund ist es erfor-
derlich, eine Bewertungsfunktion fu¨r boolesche Ausdru¨cke einzufu¨hren, anhand
deren entschieden werden kann, ob der urspru¨ngliche oder der abgeleitete Term
weniger aufwendig ist.
Diese Bewertungsfunktion soll unabha¨ngig von einer bestimmten Zielarchitektur
sein, da algorithmische Beschreibungen zu vereinfachen sind, und mit wenig Auf-
wand berechnet werden ko¨nnen. Im folgenden wird der Aufwand eines booleschen
Ausdrucks durch die Anzahl der auftretenden Variablen und der verwendeten
Operationen bestimmt.
Deﬁnition 7.1 (Aufwand boolescher Ausdru¨cke)
Sei EX die Menge aller booleschen Ausdru¨cke und AF ⊆ EX die Menge aller
atomarer Formeln, dann berechnet die Funktion Cost : EX → N0 den Aufwand
eines Ausdrucks ex ∈ EX .
Cost(ex) =
( ∑
af∈AF
Auftreten von af in ex
)
+
( ∑
o∈{∧,∨,¬}
Auftreten von o in ex
)
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Ein boolescher Term ex ∈ EX wird durch ex′ ∈ EX ersetzt, wenn ex′ ≡ ex und
Cost(ex′) < Cost(ex) erfu¨llt sind.
Beispiel 7.4 Der boolesche Ausdruck ex = (a ∧ b ∧ c) ∨ (a ∧ c) ∨ (a ∧ d) wird
zu ex′ = a ∧ (c ∨ d) vereinfacht. ex′ ersetzt ex, da der Aufwand fu¨r den mini-
mierten Ausdruck lediglich cost(ex′) = 5 betra¨gt, der des urspru¨nglichen aber bei
cost(ex) = 13 liegt.
7.4.3 Vereinfachung verschachtelter Verzweigungen
Die vorausgehenden Bedingungen auf einem Pfad, der wechselseitige Ausschluß
und die Implikation von Bedingungen schra¨nken die Gu¨ltigkeit nachfolgender Be-
dingungen ein. Im folgenden wird vorausgesetzt, daß keine Datenabha¨ngigkei-
ten zwischen den vorausgehenden Bedingungen und sequentiellen Zuweisungen
bestehen. In Abschnitt 7.5 werden sequentielle Datenabha¨ngigkeiten beru¨cksich-
tigt und gelo¨st. Um den jeweiligen Ausfu¨hrungszweig einer Verzweigung zu be-
stimmen, wird eine Bedingung ausgewertet. Das Entscheiden einer Bedingung
schra¨nkt den Wertebereich nachfolgender Operationen ein. Sind Verzweigungen
verschachtelt, ko¨nnen Bedingungen tieferer Ebenen unter Einbeziehung von Be-
dingungen ho¨herer Ebenen vereinfacht oder sogar entschieden werden.
Beispiel 7.5 Abbildung 7.5 gibt ein Beispiel fu¨r eine baumartige Struktur und
gibt die entlang eines Pfades gu¨ltigen Bedingungen an. p1 bis p4 repra¨sentieren
einen beliebigen Ausdruck mit booleschem Ergebnis.
1 IF p1
2 THEN ...
3 IF p2
4 THEN ...
5 ELSE ...
6 ELSE ...
7 IF p3
8 THEN ...
9 IF p4
10 THEN ...
11 ELSE ...
12 ELSE ...
1 True
2 p1
3 p1
4 p1∧p2
5 p1 ∧ ¬p2
6 ¬p1
7 ¬p1
8 ¬p1∧p3
9 ¬p1∧p3
10 ¬p1∧p3∧p4
11 ¬p1∧p3 ∧ ¬p4
12 ¬p1 ∧ ¬p3
Abb. 7.5: Baumartige Strukturen verschachtelter if-then-else-Strukturen
Da alle auftretende Bedingungen als Entscheidungsdiagramme repra¨sentiert wer-
den, ko¨nnen die Einschra¨nkungen, die auf einem Pfad gelten, durch den Restrict-
Operator ⇓ [CMB91] einbezogen werden. Eine boolesche Funktion f kann durch
die Funktion f ⇓ g ersetzt werden, falls es genu¨gt, daß f ⇓ g nur in einem be-
stimmten, durch eine Einschra¨nkung g gegebenen Bereich mit der urspru¨nglichen
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Funktion f u¨bereinstimmt. Fu¨r f ⇓ g gilt (f ∧ g) ≤ (f ⇓ g) ≤ (f ∨ ¬g).
f ⇓ g =


0 :(f = ¬g) ∨ (g = 0)
1 :(f = g)
f :(f = 0) ∨ (f = 1) ∨ (g = 1)
fxi ⇓ gxi :(gxi = 0)
fxi ⇓ gxi :(gxi = 0)
f ⇓ ∃xi : g :xi tritt nicht in f auf
(¬xi ∧ (fxi ⇓ gxi))∨
(xi ∧ (fxi ⇓ gxi))
:sonst
(7.1)
Formel 7.1 ist entnommen [MT98] und berechnet f ⇓ g aus den Graphen f und
g mit der Variablen-Ordnung x0 < ... < xn und xi, 0 ≤ i ≤ n, als Variable
minimaler Ordnung, die in f oder g auftritt.
Beispiel 7.6 In dem Beispiel aus Abbildung 7.6 kann die Funktion f = (b∧ c∧
e)∨(c∧d∧e)∨(b∧c∧d), die durch g = a∧b∧e beschra¨nkt ist, unter Anwendung
der Formel 7.1 zu f ⇓ g = c vereinfacht werden.
f ⇓ g 


a < b < c < d < e
= (b ∧ c ∧ e) ∨ (c ∧ d ∧ e) ∨ (b ∧ c ∧ d) ⇓ (a ∧ b ∧ e)


a tritt in f nicht auf
= (b ∧ c ∧ e) ∨ (c ∧ d ∧ e) ∨ (b ∧ c ∧ d) ⇓ (b ∧ e)


g(b=0) = 0
= (c ∧ e) ∨ (c ∧ d ∧ e) ∨ (c ∧ d) ⇓ e


sonst: f(c=1) = (e ∨ d) ∧ f(c=0) = 0
= c ∧ ((e ∨ d) ⇓ e) 


sonst: f(d=1) = 1 ∧ f(d=0) = e
= c ∧ (d ∨ (¬d ∧ (e ⇓ e))) 


f = g = 1
= c ∧ (d ∨ ¬d) 


minimale Darstellung als OBDD
= c
Abb. 7.6: Berechnung von f ⇓ g
Alle Bedingungen verschachtelter if-then-else-Strukturen werden mit Hilfe des
Restrict-Operators vereinfacht, indem das Produkt aller vorangehender Bedin-
gungen als Beschra¨nkung verwendet wird.
Beispiel 7.7 Fu¨r das Beispiel aus Abbildung 7.5 werden die Graphen p2 ⇓ p1,
p3 ⇓ ¬p1 und p4 ⇓ (¬p1 ∧ p3) berechnet. Ist es nicht mo¨glich, die Bedingungen
unter Einbeziehung vorausgehender Bedingungen zu entscheiden, wird ein textu-
eller Ausdruck abgeleitet. Die Substitution einer Bedingung durch den abgeleite-
ten Term ist wiederum davon abha¨ngig, ob der abgeleitete Ausdruck geringeren
Aufwand als der urspru¨ngliche verursacht.
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Die dargestellte Technik kann auch zur Vereinfachung von Multiplexer-Funk-
tionen verwendet werden, d.h. Strukturen, in denen n Steuerleitungen eins aus
2n Datenwo¨rter auswa¨hlen. Jedes Steuerungsbit repra¨sentiert eine boolesche For-
mel. Da eine bestimmte Kombination von Bit ein spezielles Datenwort auswa¨hlt,
ko¨nnen dieses unter der Beru¨cksichtigung des Produkts der Steuerbit minimiert
werden.
Beispiel 7.8 Der 4;1-Multiplexer mux(1#(a∧b)#(a∧c)#b,a#b) kann durch An-
wendung des Restrict-Operators mux((1⇓ ¬a∧¬b)#(a∧b⇓ ¬a∧b)#(a∧c⇓a∧¬b)
#(b⇓a∧b),a#b) zu mux(1#0#c#1,a#b) vereinfacht werden. Das Zeichen # be-
zeichnet die Konkatenation von Bit zu einem booleschen Vektor.
Die Gro¨ße des Graphen f ⇓ g, die durch die Anzahl der Graphknoten gemessen
wird, ist nicht nur kleiner gleich der Gro¨ße von f , sondern auch der von f ↓ g. ↓
bezeichnet den Constrain-Operator [CM91]. Tritt eine Variable in g, jedoch nicht
in f auf, kann es in Abha¨ngigkeit von der Entwicklungsreihenfolge passieren,
daß diese Variable auch in f ↓ g vorkommt. In diesem Fall ist der durch den
Restrict-Operator berechnete Graph kompakter, da Variablen, die ausschließlich
in g auftreten, existentiell ausquantiﬁziert werden.
7.4.4 Wechselseitiger Ausschluß von Bedingungen
Die bina¨ren Entscheidungsdiagramme beru¨cksichtigen nicht den wechselseitigen
Ausschluß, da die Bedingungen nicht bitweise dargestellt werden. Aus diesem
Grund wird ein zusa¨tzliches Pra¨dikat eingefu¨hrt, das den wechselseitigen Aus-
schluß aller auftretenden Bedingungen formuliert [HRE00]. Dieses Pra¨dikat gilt
pfadunabha¨ngig, so daß sequentielle Abha¨ngigkeiten unberu¨cksichtigt bleiben.
Deﬁnition 7.2 (Wechselseitiger Ausschluß)
Sei AF eine Menge sich wechselseitig ausschließender atomarer Formeln, dann
berechnet mutex(AF) den wechselseitigen Ausschluß.
mutex(AF) =

 ∨
af∈AF
af ∧

 ∧
af ′∈AF\{af}
af ′



 ∨

 ∧
af∈AF
af

 (7.2)
Die Funktion MUTEX(B) berechnet den wechselseitigen Ausschluß einer Be-
schreibung B fu¨r alle Mengen sich wechselseitig ausschließender atomarer For-
meln AF in B.
MUTEX(B) = ∧
AF in B
mutex(AF) (7.3)
Ein zusa¨tzlicher OBDD repra¨sentiert den wechselseitigen Ausschluß gema¨ß For-
mel (7.3).
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Beispiel 7.9 In Abbildung 7.7 wird der wechselseitige Ausschluß von fu¨nf Pra¨di-
katen dargestellt. Zum einen ist entweder pc[3]∧pc[5] oder pc=0 erfu¨llbar, zum
anderen schließen sich ir[1:0]=00B2, ir[1] und ir[0:2]=101B3 gegenseitig
aus. Abbildung 7.7(a) stellt den OBDD dar, der den wechselseitigen Ausschluß
fu¨r pc repra¨sentiert, 7.7(b) den, der das Ausschlußkriterium fu¨r ir formuliert.
Eine Beschreibung wird vereinfacht, indem das Produkt der beiden OBDD’s be-
ru¨cksichtigt wird. Dieses Entscheidungsdiagramm ist Abbildung 7.7(c) zu entneh-
men.
a)
0 1
pc=0
pc[5]∧pc[3]
01
b)
1 0
ir[1]
ir[0:2]=101ir[0:2]=101
ir[1:0]=00
10
c)
0 1
ir[1]
ir[0:2]=101ir[0:2]=101
ir[1:0]=00
pc=0
pc[5]∧pc[3]
01
Abb. 7.7: Berechnung eines OBDD’s fu¨r den wechselseitigen Ausschluß
Der wechselseitige Ausschluß gestattet es, boolesche Terme zu vereinfachen oder
auszuwerten. Wenn die booleschen Ausdru¨cke a und b sich wechselseitig aus-
schließen, gilt:
• a ∧ b ≡ False da a b ausschließt,
• a ∧ ¬b ≡ a da a in ¬b enthalten ist,
• a ∨ ¬b ≡ ¬b da ¬b a entha¨lt,
• a ⇓ b ≡ False da b a ausschließt und
• ¬a ⇓ b ≡ True da b ¬a impliziert.
In einer Beschreibung wird der Graph jeder Bedingung unter dieser Einschra¨n-
kung berechnet. Innerhalb verschachtelter if-then-else-Strukturen wird das Pro-
dukt des wechselseitigen Ausschlusses und der vorausgehenden Bedingungen als
Restriktion verwendet, um nachfolgende Ausdru¨cke zu vereinfachen.
Unter Beru¨cksichtigung des wechselseitigen Ausschlusses werden fu¨r das Beispiel
aus Abbildung 7.5 die folgenden Graphen berechnet: p1 ⇓ MUTEX(B), p2 ⇓
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(p1∧MUTEX(B)), p3 ⇓ (¬p1∧MUTEX(B)) und p4 ⇓ (¬p1∧p3∧MUTEX(B)).
Ob ein Ausdruck ersetzt wird, ist jedoch wiederum abha¨ngig vom Aufwand. Der
wechselseitige Ausschluß gestattet im Unterschied zu den vorangehenden Ab-
schnitten auch eine Vereinfachung von p1.
7.4.5 Implikation von Bedingungen
Auch die Implikation von Bedingungen kann ausgenutzt werden, boolesche Be-
dingungen zu vereinfachen. Sie wird durch Einfu¨hren eines weiteren, pfadun-
abha¨ngigen Pra¨dikats beru¨cksichtigt [HRE00], so daß sequentielle Abha¨ngigkei-
ten nicht beachtet werden mu¨ssen.
Deﬁnition 7.3 (Implikation von Bedingungen)
Sei AF eine Menge atomarer Formeln, af ∈ AF ein daraus ausgewa¨hlter Term
und AFaf ⊆ AF\{af} die Menge aller implizierten atomaren Formeln, dann
berechnet implies(AFaf) das Pra¨dikat der Implikation.
implies(AFaf) =
∧
af ′∈AFaf
af ⇒ af ′ (7.4)
Fu¨r jede atomare Formel ko¨nnen in einer Beschreibung B implizierte Terme
existieren. Die Funktion IMPLIES(B) berechnet die Implikation aller atomaren
Formeln einer Beschreibung B.
IMPLIES(B) = ∧
af∈AF:
AFaf in B
implies(AFaf ) (7.5)
Wie der wechselseitige Ausschluß restringiert die Implikation jede Bedingung in
einer Beschreibung. Das Produkt aus MUTEX(B), IMPLIES(B) und allen
vorausgehenden Bedingungen wird verwendet, um die Bedingungen innerhalb
verschachtelter if-then-else-Strukturen zu vereinfachen.
Es werden fu¨r das Beispiel der Abbildung 7.5 unter Einbeziehung der Implikation
folgende Graphen berechnet: p1 ⇓ (MUTEX(B) ∧ IMPLIES(B)), p2 ⇓ (p1 ∧
MUTEX(B)∧ IMPLIES(B)), p3 ⇓ (¬p1∧MUTEX(B)∧ IMPLIES(B)) und
p4 ⇓ (¬p1 ∧ p3 ∧MUTEX(B) ∧ IMPLIES(B)).
7.5 Sequentielle Anweisungen
In Abschnitt 7.4.3 wurde vorausgesetzt, daß keine Datenabha¨ngigkeiten zwischen
sequentiellen Anweisungen und vorausgehenden Bedingungen bestehen. In ver-
schachtelten if-then-else-Strukturen ko¨nnen jedoch beliebig viele sequentielle An-
weisungen ausgefu¨hrt werden. Datenabha¨ngigkeiten verhindern, daß die voraus-
gehenden Bedingungen zur Vereinfachung nachfolgender Ausdru¨cke verwendet
werden ko¨nnen.
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IF (opcode(ir)=101B3)∧(opcode(p2)=001B3)
THEN (ir←<neuer Befehl>,
p1←ir);
p2←p1;
IF opcode(p2)=001B3
THEN ...
ELSE ...




ir und p2 werden in der vorangehenden Bedin-
gung verwendet und sind Ziel sequentieller Zu-
weisungen.



Datenabha¨ngigkeiten verhindern es, opcode(p2)
=001B3 unter Beru¨cksichtigung von (opcode(ir)
=101B3)∧(opcode(p2)=001B3) zu vereinfachen.
Abb. 7.8: Datenabha¨ngigkeiten zwischen Bedingungen und Anweisungen
Beispiel 7.10 Wird die Bedingung (opcode(p2)=001B3) in dem Beispiel aus
Abbildung 7.8 durch
(opcode(p2)=001B3)⇓(opcode(ir)=101B3)∧(opcode(p2)=001B3)
vereinfacht, ergibt sich ein falsches Ergebnis, da Abha¨ngigkeiten zwischen der vor-
ausgehenden Bedingung und den Zuweisungen ir←<neuer Befehl>, p1←ir
und p2←p1 bestehen.
Die Bernsteinschen Regeln [Ber66] (siehe Abschnitt 4.7) fordern, daß die Men-
ge der Zielvariablen der Anweisungen und die der Quellvariablen der voraus-
gehenden Bedingungen disjunkt sind. Wird diese Forderung nicht erfu¨llt, ist es
entweder nicht mo¨glich, die vorausgehenden Bedingungen bei der Vereinfachung
der nachfolgenden Ausdru¨cke zu beru¨cksichtigen, oder es ist notwendig, die Da-
tenabha¨ngigkeiten durch Methoden wie Forwarding (siehe Abschnitt 4.7) oder
boolesche Reduktion [HRE00] zu lo¨sen. Die boolesche Reduktion wird am Ende
des Abschnitts deﬁniert. Drei Fa¨lle werden bei der Lo¨sung von Datenabha¨ngig-
keiten unterschieden:
• Forwarding: Eine Variable v ∈ V, die in den vorausgehenden Bedingungen
verwendet wird, bekommt bei zeitgleicher Auszufu¨hrung der Zuweisung
v′ ← v durch v ← <neuer Wert> einen neuen Wert zugewiesen. Forwarding
lo¨st diese Datenabha¨ngigkeit.
• Reduktion: Eine Variable v ∈ V wird in den vorausgehenden Bedingungen
verwendet und erha¨lt durch v ← <neuer Wert> einen neuen Wert zugewie-
sen. Da der alte Wert jedoch nicht mehr in einer anderen Variablen gesi-
chert wird, muß v in dem Ausdruck durch boolesche Reduktion eliminiert
werden.
• Konjunktion+Forwarding: Die Variable v ∈ V tritt in den vorausgehen-
den Bedingungen auf, erha¨lt aber keinen neuen Wert zugewiesen. Existiert
die Zuweisung v′ ← v, wird der urspru¨ngliche Ausdruck durch Konjunktion
mit dem durch Forwarding erzielten verknu¨pft.
7.5 Sequentielle Anweisungen 129
Beispiel 7.11 Abbildung 7.9 zeigt die Verfeinerung der vorausgehenden Bedin-
gung fu¨r das Beispiel aus Abbildung 7.8.
• Forwarding: Wa¨hrend ir einen neuen Wert zugewiesen bekommt, wird
p1←ir parallel ausgefu¨hrt. Tritt ir in der vorausgehenden Bedingung auf,
wird (opcode(p1)=101B3)∧(opcode(p2)=001B3) als vorausgehende Be-
dingung beru¨cksichtigt.
• Reduktion: Die Variable p2 bekommt einen neuen Wert durch p2←p1
zugewiesen, wobei der alte Wert verloren geht. In (opcode(p1)=101B3)∧
(opcode(p2)=001B3) mu¨ssen alle Teilterme, die p2 verwenden, entfallen.
Das Pra¨dikat wird zu (opcode(p1)=101B3) reduziert.
• Konjunktion+Forwarding: Da p2←p1 als Zuweisung auszufu¨hren ist,
wird aus (opcode(p1)=101B3) durch Forwarding (opcode(p2)=101B3).
Als Pra¨dikat wird (opcode(p1)=101B3)∧(opcode(p2)=101B3) beru¨cksich-
tigt, weil p1 keinen neuen Wert zugewiesen bekommt.
Unter Beru¨cksichtigung aller Datenabha¨ngigkeiten ergibt sich als zu beru¨cksichti-
gendes Pra¨dikat (opcode(p1)=101B3)∧(opcode(p2)=101B3), so daß die nach-
folgende Bedingung (opcode(p2)=001B3) ausgewertet werden kann. Der then-
Zweig entfa¨llt.
IF (opcode(ir)=101B3)∧(opcode(p2)=001B3)
THEN (ir←<neuer Befehl>,
p1←ir);
p2←p1;
IF opcode(p2)=001B3
THEN ...
ELSE ...




Forwarding: ir←<neuer Befehl> und p1←ir implizieren
(opcode(p1)=101B3)∧(opcode(p2)=001B3).


Reduktion: p2←p1 impliziert (opcode(p1)=101B3).



Konjunktion+Forwarding: p2←p1 impliziert das Pra¨di-
kat (opcode(p1)=101B3)∧(opcode(p2)=101B3).


(opcode(p2)=001B3) ist immer False.
Abb. 7.9: Verfeinerung einer Bedingung
Die Funktion Refine(ex,A) [HRE00] lo¨st Datenabha¨ngigkeiten zwischen einem
Ausdruck ex, der die vorausgehenden Bedingungen repra¨sentiert, und einer Men-
ge von Zuweisungen A.
Deﬁnition 7.4 (Verfeinerung boolescher Ausdru¨cke)
Sei ex ein boolescher Ausdruck, V eine Menge von Variablen und A eine Men-
ge von Zuweisungen. Die Funktion S : EX → V gibt alle in dem Ausdruck ex
verwendeten Variablen an und D : A → V bestimmt alle Zielvariablen von Zu-
weisungen in A. Die Schreibweise ex//v′ &→ v bedeutet, daß v durch v′ in ex
ersetzt wird.
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Refine(ex,A) =


Refine(ex//v′new &→ v,A)
:∃v ∈ S(ex) ∩D(A) : ∃v′ ∈ D(A) : {v′ ← v} ∈ A
Refine(Reduce(ex, {v}),A)
:∃v ∈ S(ex) ∩D(A) : ∀v′ ∈ D(A) : {v′ ← v} /∈ A
Refine(ex ∧ (ex//v′new &→ v),A)
:∃v ∈ S(ex)\D(A) : ∃v′ ∈ D(A) : {v′ ← v} ∈ A
ex :sonst
Refine(ex,A) wird solange rekursiv aufgerufen, bis alle Datenabha¨ngigkeiten
gelo¨st sind und der Ausdruck sich nicht mehr vera¨ndert. Die ersetzten Variablen
v′ werden als v′new markiert, um zu verhindern, daß sie bei einem spa¨teren Aufruf
von Refine(ex,A) erneut substituiert werden. Wird ein Ausdruck vollsta¨ndig
gelo¨scht, gilt Refine(ex,A) = True.
Die Pra¨dikate, die den wechselseitigen Ausschluß und die Implikation von Bedin-
gungen repra¨sentieren, werden trotz Datenabha¨ngigkeiten nicht verfeinert, da sie
pfadunabha¨ngig sind.
Die boolesche Reduktion erlaubt es, Teilterme eines Ausdruckes, in denen be-
stimmte Variablen auftreten, auszuschließen.
Deﬁnition 7.5 (Boolesche Reduktion)
Sei V die Menge aller Variablen, sei EX die Menge aller Ausdru¨cke u¨ber V
und AF ⊆ EX die Menge aller atomaren Formeln, dann berechnet Reduce :
EX × V → EX die Reduktion eines Ausdrucks. Die Funktion S : EX → V gibt
alle in dem Ausdruck ex verwendeten Variablen an.
Reduce(ex,V) =


Reduce(ex′,V) ∧Reduce(ex′′,V)
:ex = ex′ ∧ ex′′ mit ex′, ex′′ ∈ EX
Reduce(ex′,V) ∨Reduce(ex′′,V)
:ex = ex′ ∨ ex′′ mit ex′, ex′′ ∈ EX
¬Reduce(ex′,V) :ex = ¬ex′ mit ex′ ∈ EX
True :ex ∈ AF : ∃v ∈ V : v ∈ S(ex)
ex :sonst
Die Funktion Reduce : EX × V → EX reduziert negierte Ausdru¨cke.
Reduce(ex,V) =


Reduce(ex′,V) ∧Reduce(ex′′,V)
:ex = ex′ ∧ ex′′ mit ex′, ex′′ ∈ EX
Reduce(ex′,V) ∨Reduce(ex′′,V)
:ex = ex′ ∨ ex′′ mit ex′, ex′′ ∈ EX
¬Reduce(ex′,V) :ex = ¬ex′ mit ex′ ∈ EX
False :ex ∈ AF : ∃v ∈ V : v ∈ S(ex)
ex :sonst
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Fu¨r Reduce(ex,V) gilt:
1. ex ≤ Reduce(ex,V),
2. ∀v ∈ V : v /∈ S(Reduce(ex,V)).
Reduce(ex,V) reduziert den booleschen Ausdruck ex um die Variablen V. Ist ex
ein Produkt, entfallen die gemeinsamen Variablen. Handelt es sich bei ex dagegen
um eine Summe, wird der ganze Ausdruck gelo¨scht. Eine Negation dreht unter
Beru¨cksichtigung der De Morgan-Gesetze das Verfahren um.
Reduce((a ∧ d) ∨ (b ∧ c ∧ ¬(a ∧ d)), {c, d})


Disjunktion, Rekursion
= Reduce(a ∧ d, {c, d}) ∨Reduce(b ∧ c ∧ ¬(a ∧ d), {c, d})



a bleibt erhalten wegen Konjunktion
c enfa¨llt wegen Konjunktion, Rekursion
= a ∨ (b ∧Reduce(¬(a ∧ d), {c, d}))


Reduktion durch Reduce wegen Negation
= a ∨ (b ∧ ¬Reduce(a ∧ d, {c, d}))


a entfa¨llt wegen Konjunktion
= a ∨ (b ∧ ¬False) 


minimale Darstellung
= a ∨ b
Abb. 7.10: Beispiel fu¨r die Reduktion eines booleschen Ausdrucks
Beispiel 7.12 Ein Beispiel fu¨r die Reduktion eines booleschen Ausdrucks gibt
die Abbildung 7.10. Der Term (a∧ d)∨ (b ∧ c∧¬(a ∧ d)) wird um die Variablen
c und d zu a ∨ b reduziert. Es gilt (a ∧ d) ∨ (b ∧ c ∧ ¬(a ∧ d)) < a ∨ b und die
Variablen c sowie d sind entfallen.
7.6 Der Algorithmus Simplify
Der Algorithmus Simplify vereinfacht azyklische Sequenzen. Als grestrict wird das
Produkt aus dem wechselseitigen Ausschluß (siehe Abschnitt 7.4.4) und der Im-
plikation von Bedingungen (siehe Abschnitt 7.4.5), das wa¨hrend der Abarbeitung
von Simplify ermittelt wird, u¨bergeben. Die sukzessive Erweiterung des Produkts
bleibt jedoch zur Vereinfachung der Darstellung in Algorithmus 7.1 unberu¨cksich-
tigt.
Identische Pfade in verschachtelten if-then-else-Strukturen werden wa¨hrend ei-
ner Vorverarbeitung durch die Anwendung korrektheitserhaltender Transforma-
tionen (siehe Abschnitt 7.3) eliminiert.
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Algorithmus 7.1 Simplify
input eine Folge von Anweisungen S1;...;Sn; und das Entscheidungsdiagramm grestrict;
1. for i := 1 to n do
2. if Si ist eine if-then-else-Anweisung then
3. Berechne CSi ⇓ grestict;
4. if CSi ⇓ grestict = TRUE then
5. Si :=Simplify(S
T
i ,grestrict);
6. elsif CSi ⇓ grestict = FALSE then
7. Si :=Simplify(S
E
i ,grestrict);
8. elsif Cost(CSi ⇓ grestict) < Cost(CSi) then
9. Si := IF CSi ⇓ grestict
10. THEN Simplify(STi ,grestrict ∧ CSi);
11. ELSE Simplify(SEi ,grestrict ∧ ¬CSi);
12. else
13. Si := IF CSi
14. THEN Simplify(STi ,grestrict ∧ CSi);
15. ELSE Simplify(SEi ,grestrict ∧ ¬CSi);
16. ﬁ;
17. else
18. foreach Sij ∈ Si ist eine if-then-else-Anweisung do
19. Simplify(Sij ,grestrict);
20. od
21. let grestrict = Refine(grestrict,Si);
22. ﬁ;
23. od;
return die vereinfachte Folge von Anweisungen S1;...;Sn;
Besteht die Anweisung Si aus mehreren parallelen Ausdru¨cken, wird Simplify
fu¨r jede if-then-else Anweisung (Zeile 18 bis 20) rekursiv aufgerufen. If-then-else-
Anweisungen werden in den Zeilen 3 bis 16 vereinfacht. Alle vorausgehenden
Bedingungen werden durch Anwendung des Restrict-Operators (siehe Abschnitt
7.4.3) in der Zeile 3 beru¨cksichtigt. Kann CSi ⇓ grestict entschieden werden bzw.
entspricht der Graph dem logischen True oder False, handelt es sich um einen
logisch unmo¨glichen Pfad. Si wird durch die Anweisungen des then- S
T
i oder
else-Zweiges SEi (Zeile 5 oder 7) ersetzt.
Unter der Voraussetzung, daß Cost(CSi ⇓ grestict) < Cost(CSi) gilt, wird CSi in
der Zeile 9 durch CSi ⇓ grestict ersetzt. Durch rekursives Aufrufen von Simplify
7.7 Experimentelle Ergebnisse 133
werden die Anweisungen STi (Zeilen 5, 10, 14) bzw. S
E
i (Zeilen 7, 11, 15) ver-
einfacht. Ist CSi ⇓ grestict weder True noch False, wird CSi als vorausgehende
Bedingung beru¨cksichtigt, indem das Produkt aus grestrict und CSi bzw. ¬CSi als
Parameter u¨bergeben wird. Treten Datenabha¨ngigkeiten zwischen den vorausge-
henden Bedingungen und Anweisungen auf, wird grestrict in Zeile 21 verfeinert.
a) ir←data+1;
p0[0:1]←ir[0:1];
IF p0[0:1]=00B2
THEN address←stack+offset1;
z←p0[0];
IF ¬z




Der else-Zeig entfa¨llt, da nach Verfei-
nern (p0[0:1]=00B2)∧(z=0B1) gilt.
THEN maddr←address;
ELSE maddr←address+offset2;
ELSIF p0[0:1]=01B2
THEN address←stack+1;
z←p0[1];
IF ¬z




(p0[0:1]=01B2)∧(z=1B1) ergibt sich
nach Verfeinern, so daß der then-Zweig
entfa¨llt.
THEN maddr←address;
ELSE maddr←address+offset2;
ELSIF p0[0:1]=10B2
THEN address←offset1;
z←p0[1];
IF ¬z




Wegen (p0[0:1]=10B2)∧(z=1B1) ent-
fa¨llt der else-Zweig.
THEN maddr←address;
ELSE maddr←address+offset2;
ELSE
address←0B16;
z←p0[0];
IF ¬z




¬(p0[0:1]=00B2)∧¬(p0[0:1]=01B2)∧
¬(p0[0:1]=10B2)∧(z=1B1) ist erfu¨llt,
so daß der then-Zweig entfa¨llt.
THEN maddr←address;
ELSE maddr←address+offset2;
b) ir←data+1;
p0[0:1]←ir[0:1];
IF p0[0:1]=00B2
THEN address←stack+offset1;
z←p0[0];
maddr←address;
ELSIF p0[0:1]=01B2
THEN address←stack+1;
z←p0[1];
maddr←address+offset2;
ELSIF p0[0:1]=10B2
THEN address←offset1;
z←p0[1];
maddr←address;
ELSE
address←0B16;
z←p0[0];
maddr←address+offset2;
Abb. 7.11: Beispiel fu¨r eine Vereinfachung
Abbildung 7.11 gibt ein Beispiel fu¨r das Entfernen logisch unmo¨glicher Pfade.
Die Beschreibung einer [Ber91] entnommenen, vereinfachten Adreßberechnungs-
einheit ist in Abbildung 7.11(a) dargestellt. Das Ausfu¨hren von Simplify erzeugt
die Beschreibung 7.11(b). Auf jedem Pfad kann die Bedingung ¬z entschieden
werden, da in z eine Konstante gespeichert ist. Einerseits helfen die vorausgehen-
den Bedingungen sowie deren Verfeinerung und andererseits der wechselseitige
Ausschluß und die Implikation von Bedingungen, falsche Pfade zu entdecken und
zu eliminieren.
7.7 Experimentelle Ergebnisse
Die vorgestellten Techniken werden eingesetzt, um Beschreibungen von Prozes-
soren mit Pipelining zu vereinfachen, die durch Anwenden korrektheitserhalten-
der Transformationen [Hin98a, EHR98, HER99, EHR99] automatisch von einer
sequentiellen Speziﬁkation abgeleitet werden. Simplify wurde wa¨hrend der Kon-
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struktion einer Beschreibung eines DLX-Prozessors mit Pipelining [HP96], einer
vereinfachten Alpha-Architektur [Dig92] und eines PIC-Mikrocontrollers [Mic93]
zur Vereinfachung eingesetzt. Tabelle 7.1 gibt hierzu einen U¨berblick.
Architektur DLX Alpha PIC gesamt
Anzahl Ausdru¨cke 5.318 1.346 5.180 11.844
Anzahl logisch unmo¨glicher Pfade 485 385 937 1.807
Entfallen mit log. unmo¨gl. Pfaden 2.796 850 6.051 9.697
atomarer ohne log. unmo¨gl. Pfade 1412 306 2.375 4.093
Formeln Max. in einem Ausdruck 12 16 22 22
mit log. unmo¨gl. Pfaden 972 738 1.078 2.788
Entfallen von
ohne log. unmo¨gl. Pfade 119 46 91 256
Variablen
Max. in einem Ausdruck 10 3 3 10
durchschnittl. vor der Vereinfachung 3,46 2,27 5,33 4,14
Aufwand nach der Vereinfachung 2,66 1,11 2,51 2,24
Aufwand der Ausdru¨cke DLX Alpha PIC gesamt
1 88% 67% 85% 84%
2 - 4 99% 87% 78% 87%
Aufwand in 5 - 9 81% 39% 58% 72%
% nach der 10 - 14 49% 17% 40% 40%
Vereinfachung 15 - 29 19% 32% 54% 40%
≥ 30 - 3% 21% 20%
gesamt 77% 49% 47% 54%
Tab. 7.1: Vereinfachen boolescher Terme
Die Anwendung auf mehr als 10.000 Ausdru¨cke zeigt, daß der Aufwand (siehe
Deﬁnition 7.1 Abschnitt 7.4.2) im Durchschnitt auf 54% gesenkt werden kann,
wobei zu beachten ist, daß sich große Ausdru¨cke am eﬃzientesten vereinfachen
lassen. So ko¨nnen z.B. Ausdru¨cke mit mehr als 30 Variablen und Operationen
auf mindestens 21% des Aufwandes reduziert werden.
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Abb. 7.12: Formal korrekte Synthese
Wie Abbildung 7.12 zeigt, wird nach jedem Zwischenschritt wa¨hrend des Trans-
formationsprozesses, die Beschreibung vereinfacht. Die Konstruktion der Pipeline
wa¨re ohne Vereinfachen nicht mo¨glich [Hin98a, HER99]. Ohne Anwendung der
7.8 Zusammenfassung 135
dargestellten Techniken nehmen sowohl die Gro¨ße der Beschreibung als auch die
Laufzeit stark zu, da die Transformationen auf Beschreibungen angewendet wer-
den, deren Komplexita¨t und deren Redundanz stetig steigen.
Die Korrektheit der Vereinfachungen wird von einem unabha¨ngigen A¨quivalenz-
pru¨fer [REH99] u¨berpru¨ft, mit dessen Hilfe Implementierungsfehler des Transfor-
mationswerkzeugs ausﬁndig gemacht werden. Es besteht entweder die Mo¨glich-
keit, die Transformationen einzeln zu veriﬁzieren oder die Korrektheit der er-
zeugten Pipeline bezu¨glich der Speziﬁkation nachzuweisen. Da, wie Abbildung
7.12 zu entnehmen ist, die Vereinfachungen die Synthese begleiten, werden auch
sie u¨berpru¨ft.
7.8 Zusammenfassung
Die dargestellten Vereinfachungstechniken gestatten es, azyklische Sequenzen von
Anweisungen zu vereinfachen. Einerseits werden korrektheitserhaltende Transfor-
mationen dazu verwendet, verschachtelte if-then-else-Strukturen zu vereinfachen,
indem mehrfach auftretende Verzweigungspfade zusammengefaßt werden. Ande-
rerseits dienen bina¨re Entscheidungsdiagramme dazu, logisch unmo¨gliche Pfade
zu entdecken und Bedingungen zu minimieren.
Sequentielle Anweisungen lassen sich vereinfachen, da mit Hilfe von Verfeine-
rungstechniken Datenabha¨ngigkeiten gelo¨st werden ko¨nnen. Innerhalb verschach-
telter if-then-else-Anweisungen gestatten es die Bedingungen einer ho¨heren Ebe-
ne, die Bedingungen der tieferen Ebene durch Anwendung des Restrict-Operators
zu vereinfachen. Zusa¨tzlich wird der wechselseitige Ausschluß und die Implika-
tion von Bedingungen beru¨cksichtigt. Kann eine Bedingung nicht entschieden
werden, wird aus dem zugeho¨rigen Graphen ein textueller Ausdruck abgeleitet,
der mit Hilfe von algebraischen Gesetzen minimiert wird.
Die experimentellen Ergebnisse zeigen, daß die vorgestellten Techniken die Kom-
plexita¨t der Kontrollogik automatisierter Einplanungsverfahren deutlich redu-
zieren. Der Vereinfachungsalgorithmus ist unabha¨ngig vom speziellen Kontext
dieser Arbeit und kann aus diesem Grund auf beliebige sequentielle Programme
verschiedenster Bereiche angewendet werden.
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Kapitel 8
Implementierung des TUD
Transformationswerkzeugs
Das TUD Transformationswerkzeug (TUDT) besteht aus fu¨nf Modulen. Eine
U¨bersicht gibt Abbildung 8.1. Das System ist in Gnu Common Lisp 2.2 (Sun
Solaris) implementiert und besteht aus 19.000 Programmzeilen.
VHDL-Beschreibung LLS-Beschreibung
VHDL-Compiler LLS-Compiler
andere
Werkzeuge
TUDD-
Package
TransformationsmodulVereinfachungsmodul
CompilerTUD Transformationswerkzeug
LLS-Beschreibung







Abb. 8.1: Das TUD Transformationswerkzeug (TUDT)
Als Eingabesprache dient die im Rahmen dieser Arbeit entwickelte, experimentel-
le Hardwarebeschreibungssprache LLS (siehe Kapitel 3). Der Compiler u¨bersetzt
eine LLS-Beschreibung in eine Lisp-Datenstruktur [Hin98b], wobei sowohl die
Syntax als auch die Semantik der Beschreibung u¨berpru¨ft werden. Daru¨berhin-
aus stellt der Compiler sicher, daß die angegebenen Transformationen realisiert
werden ko¨nnen.
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Transformationen werden von dem Transformationsmodul ausgefu¨hrt, welches
direkt auf der Datenstruktur arbeitet. Soll ein Transformationsprozeß automa-
tisiert werden, ko¨nnen die Transformationen zu Meta-Transformationen kom-
biniert werden. Das Transformationsmodul fu¨hrt in diesem Fall eine Folge von
Transformationen aus.
Vereinfachungen wa¨hrend und nach Abschluß des Transformationsprozesses (sie-
he Kapitel 7) fu¨hrt das Vereinfachungsmodul durch. Boolesche Bedingungen wer-
den unter Verwendung des am Lehrstuhl entwickelten Multiple-Domain Decision
Diagram Packages (TUDD-Package) [Ho¨r97, Ho¨r98a, Ho¨r98b] als bina¨re Ent-
scheidungsdiagramme dargestellt und vereinfacht.
Als Ergebnis des Transformationsprozesses kann alternativ eine LLS-Beschrei-
bung durch den LLS-Compiler oder eine VHDL-Beschreibung durch den VHDL-
Compiler (siehe Abschnitt 3.5) generiert werden. Da vorausgesetzt wird, daß die
Datenstruktur eine korrekte Beschreibung repra¨sentiert, werden weder Syntax
noch Semantik u¨berpru¨ft. Bevor eine Beschreibung nach VHDL u¨bersetzt werden
kann, wird sie durch das Transformationsmodul unter Anwendung von Transfor-
mationen normalisiert. Da einige LLS-Ausdru¨cke wie z.B. Arrays oder Funk-
tionen auf Arrays nur bedingt u¨bersetzt werden ko¨nnen, u¨berpru¨ft der VHDL-
Compiler, ob Einschra¨nkungen verletzt werden.
Dient eine Beschreibung als Eingabe anderer Werkzeuge wie z.B. eines A¨qui-
valenzpru¨fers [REH99, RHE99a, RHE99b] oder eines Modellpru¨fers [BRHE00],
kann auch die Datenstruktur einer Beschreibung ausgegeben werden. Generieren
die Werkzeuge eine Lisp-Datenstruktur als Ausgabe, ko¨nnen wiederum die einzel-
nen Module des TUD Transformationswerkzeugs (TUDT) angesprochen werden.
Da bisher noch kein Simulator existiert, ko¨nnen Beschreibungen nur nach einer
U¨bersetzung nach VHDL durch kommerzielle Werkzeuge wie z.B. dem Synopsys
VHDL System Simulator [Syn98c] simuliert werden.
U¨ber eine graphische Oberﬂa¨che kann das Werkzeug bedient werden. Sie ist in
Tk 8.0 (Sun Solaris) implementiert und besteht aus 1.100 Programmzeilen. Der
am Lehrstuhl entwickelte A¨quivalenzpru¨fer kann ebenfalls u¨ber diese Oberﬂa¨che
aufgerufen werden.
Kapitel 9
Schlußbemerkungen
Die Komplexita¨t der Schaltungsentwu¨rfe ist in den letzten Jahren sta¨ndig gestie-
gen. Die immer ku¨rzer werdende Zeitspanne des ”Time-to-Market” stellt die Ent-
wickler bei gleichzeitig ansteigenden Anforderungen an Qualita¨t und Funktiona-
lita¨t der Schaltungen vor große Probleme. Bei steigender Komplexita¨t und ku¨rze-
ren Entwicklungszeiten wird es immer schwieriger, die Korrektheit der Entwu¨rfe
sicherzustellen. Aus diesem Grund kann die Korrektheit einer Schaltung im all-
gemeinen nicht durch Simulation alleine nachgewiesen werden.
Das in dieser Arbeit vorgestellte TUD Transformationswerkzeug (TUDT) ist ein
interaktives Werkzeug der formalen Synthese. Der formale Kern des Werkzeugs
besteht aus neun Axiomen und einer Regel, die das Umformen von Kontrollstruk-
turen ermo¨glichen. Sie sind korrektheitserhaltend im Sinne der Pfada¨quivalenz.
Sechs weitere Axiome stehen zur Verfu¨gung, um das Zeitverhalten einer Beschrei-
bung zu vera¨ndern. Sie sind korrekt im Sinne der Berechnungsa¨quivalenz.
Viele Werkzeuge der formalen Synthese betten den Transformationsprozeß in
einen Theorembeweiser ein. Dabei ergibt sich das Problem, daß das Synthese-
wissen innerhalb des Theorembeweisers rekonstruiert und formalisiert werden
muß. Da die Syntheseschritte auf der Ebene der elementar logischen Umfor-
mungen formulieren werden mu¨ssen, beno¨tigt der Anwender einige Erfahrungen
im Umgang mit dem jeweiligen Theorembeweiser. Aus Gru¨nden der Bediener-
freundlichkeit und der Akzeptanz wird die Korrektheit der Ergebnisse des TUD
Transformationswerkzeugs (TUDT) nicht durch ein Beweissystem, sondern durch
Methoden der formalen Veriﬁkation nachgewiesen. Somit ist es mo¨glich, entweder
das Ergebnis nach Durchfu¨hren einer Folge von Transformationen zu u¨berpru¨fen
oder jeden einzelnen Transformationsschritt zu veriﬁzieren. Daru¨berhinaus ist
das TUD Transformationswerkzeugs (TUDT) derart konzipiert, das es mit an-
deren Werkzeugen sowohl der formalen Veriﬁkation als auch der Synthese kom-
biniert werden kann.
Ein Verfahren zur automatisierten Einplanung von dynamischen Pipelines wur-
de als Anwendungsbeispiel des Transformationswerkzeugs vorgestellt. Ausgehend
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von einer Beschreibung eines sequentiellen Prozessors wird durch sukzessives An-
wenden von Transformationen eine Implementierung als Pipeline abgeleitet. Im
Gegensatz zu anderen Werkzeugen werden Abha¨ngigkeiten von Befehlen dyna-
misch durch Forwarding, Einfu¨hren von Pipelineregistern und Anhalten der Pipe-
line gelo¨st. Da diese Techniken als Transformation implementiert sind, ko¨nnen
Konﬂikte automatisch gelo¨st werden. Als Beispiele dienten eine DLX-Pipeline,
ein PIC-Mikrocontroller und eine ALPHA-Risc-Architektur. Die experimentellen
Ergebnisse haben gezeigt, daß die automatisch eingeplanten Pipelines mit den
bekannten, manuell erzeugten Implementierungen vergleichbar sind.
Nicht nur der gesamte Transformationsprozeß der Pipeline-Synthese, sondern
auch die Veriﬁkation der Ergebnisse ließ sich automatisieren. Nach Abschluß der
Transformationen konnte fu¨r alle genannten Beispiele, es handelt sich dabei um
zwei- bis fu¨nfstuﬁge Pipelines, gezeigt werden, daß die sequentiellen Prozessor-
beschreibungen und die zugeho¨rigen Pipelinesysteme a¨quivalent bezu¨glich der
Befehlsausfu¨hrung sind.
Durch die Veriﬁkation der Ergebnisse konnten mehrere Fehler in der Implementie-
rung des Werkzeugs gefunden werden, die jedoch nicht die konzeptionelle Kor-
rektheit der Transformationen in Frage stellten. Aufgabe der Veriﬁkation war
es, Implementierungsfehler des Synthesewerkzeugs zu ﬁnden. Durch die Kombi-
nation mit Methoden der formalen Veriﬁkation, wie z.B. der symbolischen Si-
mulation, unterstu¨tzt das TUD Transformationswerkzeug (TUDT) den formal
korrekten Hardwareentwurf.
Die automatisierte Einplanung von Prozessoren mit Pipelining erfordert die An-
wendung von Vereinfachungstechniken, die es erlauben, durch Verringern der
Komplexita¨t der Kontrollogik und Eliminieren logisch unmo¨glicher Pfade die Ko-
sten des Entwurfs zu reduzieren und/oder eine Geschwindigkeitsverbesserung zu
erzielen. Da sequentielle Abha¨ngigkeiten bestehen und fu¨r eine eﬀektive Minimie-
rung jeder Pfad einer Beschreibung und jede auf einem Pfad gu¨ltige Bedingung
beru¨cksichtigt werden mu¨ssen, ist aufgrund des Berechnungsaufwandes eine exak-
te Lo¨sung nicht mo¨glich. Die verwendeten Heuristiken ﬁnden logisch unmo¨gliche
Pfade durch Einbeziehung des wechselseitigen Ausschlusses und der Implikation
von Bedingungen, durch Beru¨cksichtigen aller auf einem Pfad vorausgegangenen
Bedingungen sowie durch Lo¨sen sequentieller Datenabha¨ngigkeiten und ermo¨gli-
chen unter Verwendung von bina¨ren Entscheidungsdiagrammen eine eﬃziente
Vereinfachung von Bedingungen. Das Verfahren kombiniert mehrere, bekannte
Ansa¨tzen und nutzt deren Vorteile. So wird z.B. der Restrict-Operator nicht zur
Zustandstraversierung, sondern zur Minimierung algorithmischer Beschreibun-
gen verwendet. Kombiniert mit den im Rahmen dieser Arbeit entwickelten Heu-
ristiken, die aus einem bina¨ren Entscheidungsdiagramm einen textuell minimalen
Ausdruck ableiten, und Verfahren, die sequentielle Abha¨ngigkeiten lo¨sen, ist eine
eﬃziente Vereinfachung von algorithmischen Hardwarebeschreibungen mo¨glich.
Neben der Synthese kann das Transformationswerkzeug auch zur Veriﬁkation,
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insbesondere von Einplanungsverfahren, verwendet werden. Die A¨quivalenz von
zwei Beschreibungen kann dadurch nachgewiesen werden, daß eine Folge von kor-
rektheitserhaltenden Transformationen angegeben wird, die die eine in die andere
Beschreibung umwandelt. Die Beschreibungen sind a¨quivalent, wenn nach Ab-
schluß des Transformationsprozesses fu¨r jedes Segment der einen Beschreibung
ein bisimulares Segment in der anderen gefunden werden kann und umgekehrt.
Das Verfahren setzt voraus, daß zwischen den Beschreibungen gewisse struktu-
relle A¨hnlichkeiten bestehen. Aus diesem Grund wurden Ergebnisse von Einpla-
nungsverfahren veriﬁziert, da solche Verfahren im allgemeinen nicht die speziellen
Eigenschaften der verwendeten Funktionen beachten, so daß Datenoperationen
bis auf das Einfu¨hren zusa¨tzlicher Register oder das Durchfu¨hren von Forwarding
unvera¨ndert erhalten bleiben. Die experimentellen Ergebnisse haben gezeigt, daß
die Ergebnisse moderner Einplanungsverfahren wie z.B. As Fast As Possible oder
Pipelined Path Scheduling mit Hilfe des transformativen Ansatzes u¨berpru¨ft wer-
den ko¨nnen. Andere Post-Synthese-Veriﬁkationsmethoden scheitern im allgemei-
nen daran, daß die Korrektheit zyklischer Beschreibungen nicht gezeigt werden
kann. Der transformative Ansatz hingegen kann auf zyklische Beschreibungen
angewendet werden und kann somit insbesondere den Einplanungsschritt, auch
bei Anwendung moderner Einplanungsverfahren, formal veriﬁzieren.
Das TUD Transformationswerkzeug (TUDT) wird mehrfach im Entwurfsﬂuß ver-
wendet. Es u¨bernimmt die Einplanungsphase, sofern kein klassisches Verfahren
angewendet wird. Auch die Normalisierung von Beschreibungen bzw. die Um-
wandlung in einen erweiterten endlichen Automaten erfolgt unter Anwendung
von Transformationen. Werden zyklische Beschreibungen verarbeitet, dient das
Werkzeug zur Veriﬁkation. Als textuelle Repra¨sentation wird die im Rahmen die-
ser Arbeit entwickelte, experimentelle Hardwarebeschreibungssprache Language
of Labelled Segments (LLS) benutzt. Durch die U¨bersetzung nach VHDL ko¨nnen
auch kommerzielle Synthesewerkzeuge wie z.B. der Synopsys Design Compiler
[Syn98a] in den Entwurfsﬂuß einbezogen werden.
Im Vordergrund steht in Zukunft die Automatisierung von Syntheseabla¨ufen. Die
Anwendungsbeispiele haben gezeigt, daß sich die Einplanung von dynamischen
Pipelines durch Anwendung von formal korrekten Transformationen automati-
sieren la¨ßt. Das Transformationswerkzeug ko¨nnte z.B. derart erweitert werden,
daß eine strukturelle Repra¨sentation transformativ aus einer Verhaltensbeschrei-
bung gewonnen wird. Außerdem ko¨nnte es erforderlich werden, Techniken zu
entwickeln, die eine eindeutige Invertierbarkeit von kontext-abha¨ngigen Trans-
formationen sicherstellen. Daru¨berhinaus wird daran gedacht, den transforma-
tiven Ansatz fu¨r die Veriﬁkation mit Methoden der Post-Synthese-Veriﬁkation
zu kombinieren, so daß z.B. auch komplexere Pipelinesysteme auf Korrektheit
u¨berpru¨ft werden ko¨nnen.
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