Abstract
Introduction
Since the discovery of the first radix-2 SRT division algorithm, the use of the term "SRT division" has expanded to include a wide variety of higher radix non-restoring division algorithms that are loosely based on the original. For example, there is the infamous implementation of a radix-4 SRT division algorithm in the first release of the Pentium TM CPU that has become widely known as the "Pentium TM Bug." One major difference between this implementation of radix-4 SRT division and the original radix-2 SRT division is that the former produces a constant number of quotient bits per step, while the latter produces a variable number. Modern implementations of SRT division use carry-save adders to perform additions and subtractions in constant time. Earlier implementations, however, used carry-propagate adders with delays that grow with the word length. Therefore, the primary goal of the early investigators was to reduce the * The work reported here was supported by an NSERC Research Grant.
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number of uses of the costly adder. In the late 1950's, Sweeney [3] , Robertson [16] , and Tocher [20] independently made the observation that whenever a partial remainder is in the range (− ), there will be one or more leading zeros that can be shifted through in a very short amount of time (usually one cycle) thereby reducing the use of the adder. Although the aforementioned have received most of the credit for the algorithm which is named after them, it can be argued that Nadler described an equivalent algorithm in a 1956 paper [12] . The description of higher-radix SRT division which is the basis for modern SRT division is generally attributed to Atkins [1] , but this is not the version of division that we will be concerned with in this paper.
Although what is considered to be "costly" for a division algorithm has changed, it is still interesting and important to understand the behaviour of successive partial remainders on average for a given divisor. Surprisingly, some of the most basic questions that one might have concerning the behaviour of partial remainders for even simple radix-2 SRT division have remained unanswered for over forty years. The difficulty that early investigators experienced in answering such questions was mainly due to a lack of necessary mathematical tools and results. During that past thirty years, the field of "dynamical systems theory" or "ergodic theory" has come into existence in mathematics and has been greatly developed. In this paper we show how to apply some of what is now known in dynamical systems theory to the earliest version of SRT division. In doing so, we are able to prove several previously unknown properties for simple SRT division. The results are quite general and lend themselves to be adapted to other division algorithms. For the remainder of this paper, the term SRT division will refer to the original algorithm unless otherwise stated.
The SRT division algorithms analyzed by Freiman [4] and Shively [19] are the same, but the authors differ in what they take to be a step of the algorithm: Freiman defines a step to be the operations from one use of the adder to the next, while Shively defines it to be the operations from one normalizing shift (of a single place) to the next. The following definitions are consistent with Shively's: (c) p i ∈ (−1, 1), i ∈ AE, is the partial remainder after the
The quotient bits being generated are not in a standard binary representation, but it is a simple matter to convert the answer back to standard binary on-the-fly without using any expensive operations. Table 1 shows an example of using the SRT division algorithm to divide 0.67 by 0.75. The steps that produce nonzero quotient bits have been shown. In this example, after six uses of the adder, the quotient (0.893) has been determined to four digits of precision. 
Now, with this simple system of division in hand, we might want to ask certain questions about its performance. For example, we could ask "How many bits of precision are generated per iteration of the algorithm on average?" To answer this question, we must look at the magnitude of
The number of bits of precision on the nth step is then n−log 2 p n . In the worst case, p n is close to 1, and therefore we get at least one bit of precision per iteration of the algorithm, regardless of the values of D or p 0 . Of course, a designer of actual floating-point hardware probably wants to know the expected performance based on the expected values of p n . To answer the many variants of this type of question, it is clear that we must know something about the distribution of partial remainders over time. The remainder of this paper is devoted to extending what is known about the answer to this type of question as it relates to SRT division and its variants.
SRT Division as a Dynamical System
The example in table 1 makes it clear that keeping track of the signs of successive partial remainders is irrelevant in determining how many times the adder will be used for a particular calculation. For this reason, we only need to consider the magnitudes of successive partial remainders. We now give a reformulation of SRT division that will allow us to look at division as a dynamical system.
Definition 1 (SRT Division Transformation
This transformation of the unit interval represents the successive partial remainders that arise as SRT division is carried out by a divisor D on a dividend x. D is normalized to [ By using the characteristic function for a set ∆ defined as
we can rewrite T D as
If we plot (1) on the unit interval, we obtain a very useful visualization of our transformation. Figure 1 shows the plot of T 0.75 (x) combined with a plot of the successive partial remainders that arise while dividing 0.67 by 0.75. The heavy solid lines represent the transformation T 0.75 , while the abscissa of the thin vertical lines represent successive partial remainder magnitudes. This is the same system that was presented earlier in table 1. Notice that a vertical line in the interval [ Figure 1 shows an example of following the trajectory of a single partial remainder for a particular divisor. After ten applications of the T 0.75 , there is not any obvious regular pattern, although we expect to see one eventually since the quotient is rational in this case * . Of course, most numbers are not rational and we can deduce that for most numbers, the transformation will never exhibit a repeating pattern. In figures 2 and 3, we see that a very small change in the value of the initial partial remainder quickly produces large differences in the observed behaviour of the subsequent partial remainders. Our system appears to be chaotic (it certainly has sensitive dependence on initial conditions and is topologically transitive), and, if this the case, we will gain little understanding by studying the trajectories of individual partial remainders. The logical next step is to study the behaviour of distributions of points over the whole interval. * With redundant representations, rational numbers can have aperiodic representations, though we do not expect this to happen. The area of understanding the behaviour of ensembles of points under repeated transformation is the realm of dynamical systems theory. For the remainder of this paper, we assume a certain amount of familiarity with the fundamentals of dynamical systems theory (or ergodic theory), which requires some basic understanding of measure theory. We will include a few helpful background material definitions, but mostly we will provide references. A very good introduction to the study of chaotic systems is Lasota and Mackey's book Chaos, Fractals, and Noise [7] . For a more detailed introduction to ergodic theory (along with the necessary measure theory needed to understand this paper), Peter Walters's book An Introduction to Ergodic Theory [21] and Karl Petersen's book Ergodic Theory [15] are highly recommended. 
Definition 2 (Probability Space
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For a piecewise monotonic C 2 ‡ transformation T with n monotonic pieces, we can give an explicit formula for the Perron-Frobenius operator. Let A = {A 1 , A 2 , . . . , A n } be the partition of X which separates T into n pieces. For i ∈ {1, . . . , n}, let t i (x) represent the natural extension of the ith C 2 function T (x)| Ai . The Perron-Frobenius operator for T is then
In particular, for T D (as in (1)),
With (2) we can show precisely what happens to an initial distribution of points (described by an integrable function) after they are repeatedly transformed under T D . Figures 4 and 5 show what happens to two different initial distribution of points after five applications of the PerronFrobenius operator associated with T 3/5 (x). By the fifth application, the distributions look remarkably similar. One might guess that they are both approaching the same final distribution. This situation is in marked contrast to the chaotic behaviour observed in figures 2 and 3. 
Definition 4 (Stationary Distribution).
Let (X, B, m) be a probability space, let P be the Perron-Frobenius operator associated with a non-singular transformation T :
A practical use of the Perron-Frobenius operator is in deriving and verifying the equations of stationary distributions for given divisors. As an example of this we verify the correctness of a previously known stationary distribution for D ∈ [ , 1) was first given by Freiman [4] and is restated by Shively [19] as
To verify that this is a stationary distribution function, we begin by applying the Perron-Frobenius operator as given in (2) to (3) and verifying that P f(x)°f (x). So then, applying P to f we get
Assuming that D ∈ [ 
In the case of variable quotient-bits-per-cycle algorithms such as the original SRT division, one of the primary uses of a formula for the distribution of partial remainders is for calculating the shift average for a given divisor. The shift average is the average number uses of the shift register (single shift or multiplication by two) between uses of the adder. Under the assumption that a register shift is a much faster operation than using the adder, the shift average gives a useful characterization of the expected performance of our algorithm for a given divisor. With (3), we know the fraction of bits that require the use of the adder. To calculate the average number of zero bits generated between non-zero bits (bits requiring use of the adder), we take the reciprocal of the fraction of bits that require the adder. We calculate the shift average for a divisor D ∈ [ 
Unfortunately, since we have not proven that the stationary distributions from SRT division are unique, we have no way of knowing whether or not the shift average calculation in (4) is correct. To prove that all stationary distributions are unique, we need to show that T D is ergodic for all D ∈ [ 1 2 , 1). Freiman [4] shows that T D is ergodic for rational D, but we extend this result to real D. In the next section we give a summary of our results from [10] that let us show that all T D are Bernoulli. It is known that having the Bernoulli property implies ergodicity. Ergodicity is defined as follows:
Definition 5 (Ergodic [7] ). Let (X, B, m) be a probability space and let a nonsingular transformation T : X → X be given. Then T is ergodic if for every set B ∈ B such that T −1 (B) = B, either m(B) = 0 or m(X \ B) = 0.
Bernoulli Property
Our central result, which we present in this section, is that the class of transformations of the interval that characterizes SRT division for all real divisors D has the property that each transformation T D is Bernoulli. Although the basic concept of a Bernoulli shift (the things to which transformations having the Bernoulli property are isomorphic) is not difficult, a complete definition requires enough auxiliary concepts from measure theory (concepts not used anywhere else in this paper) that we chose to refer the interested reader to [14, 15, 18, 21] . Neither an understanding of Bernoulli shifts, nor a formal definition of what it means to be Bernoulli is required to follow our presentation. Having said this, we should mention informally the connection between Bernoulli shifts and transformations having the Bernoulli property.
The transformation T D is an non-invertible endomorphism of the unit interval. This means that from a given partial remainder we can predict all future partial remainders, but we cannot uniquely predict past partial remainders. There is a natural way (called the natural extension) to make our transformation invertible (an automorphism) on a larger space. Specifically, each non-invertible transformation T D having the Bernoulli property has an extension to an automorphic transformation, isomorphic to a two-sided Bernoulli shift [15, pp. 13,276] . From the way that entropy for a transformation is defined, the entropy for an automorphic Bernoulli transformation associated with a noninvertible Bernoulli transformation is the same as the entropy for the non-invertible Bernoulli transformation. By proving that all transformations T D are Bernoulli, and by proving that entropy of each T D is the same, we will be able to conclude that the natural extensions of SRT division algorithms are isomorphic to each other for all divisors.
Due to space limitations, we are unable to present our proofs in this paper. Instead, we will summarize our results and mention some of the the external theorems that were central to our proofs. The omitted proofs and more results can be found in [10] .
Our ability to prove that SRT division is Bernoulli, largely depends on the following two theorems of Bowen [2] :
Theorem 1 (of Bowen [2]). Let T be a piecewise C
2 map of [0, 1], µ be a smooth T -invariant probability measure, and λ = inf 0≤x≤1 |f (x)| > 1. If the dynamical system (T, µ) is weak-mixing, then the natural extension of (T, µ) is Bernoulli.
Theorem 2 (of Bowen [2]). With T and µ as in Theorem 1, (T, µ) will be weak-mixing if T is expanding.
With these theorems, we are only left to show that SRT division has the expanding property.
Definition 6 (of Bowen [2], Expanding).
We will say that a transformation T on an interval is expanding if it has the property that sup n>0 µ(T n U ) = 1 for all open intervals U with µ(U ) > 0, where µ is any normalized measure that is absolutely continuous with respect to Lebesgue measure.
The definition for expanding allows us to focus on the behaviour of intervals of points, rather than having to worry about arbitrary sets of points with non-zero measure. In [10] , we are able to show that that that the following sequence of subsets of intervals is expanding: 
is constructed by throwing away the smaller piece whenever an interval would be split in two by
is a subset of the same set of interval that arise by just repeatedly applying T D to the same ini-
greatly simplifies the analysis because intervals never become fragmented.
In order to show that T D satisfies the other requirements of Bowen's theorems, we must show that there exists a measure µ, which is invariant under T D . We were able to establish that all T D have invariant measures from the following theorem of Lasota and Yorke [8] :
Theorem 3 (of Lasota and Yorke [8])
. Let (X, B, m) be a probability space and let T : X → X be a piecewise C 2 function such that inf |T | > 1. If P is the Perron-Frobenius operator associated with T , then for any f ∈ L 1 , the sequence (
The limit function f * has the property that P f * = f * and consequently, the measure dµ We mention here that the natural extensions of (T, µ) are the associated automorphic transformations that we alluded to at the beginning of this section. See Petersen [15, p. 13] for an exact definition.
Knowing that all T D are Bernoulli is a very useful property because we can use entropy as a complete invariant to show isomorphism amongst the two-sided Bernoulli shifts associated with T D that have the same entropy. This comes from the contribution of Ornstein to the KolmogorovOrnstein Theorem.
Theorem 4 (of Kolmogorov [5, 6] and Ornstein [13]). Two Bernoulli shifts are isomorphic if and only if they have the same entropy.
In general it can be very difficult to calculate the entropy for a class of transformations straight from the definition of entropy (see Walters, [21, for a definition of the entropy of a transformation). Even with the many standard formulas that have been derived for calculating entropy, a great number of systems found in practice are not covered. Simple SRT division is one such dynamical system that is not easy to calculate the entropy for from results found in standard textbooks on ergodic theory. Fortunately, a result by Ledrappier [9] does allow us to calculate the entropy for simple SRT division. With Ledrappier's results, we are able to show that the following formula for entropy holds:
This formula was shown by Rohlin [17] to hold for a smaller class of transformations, which does not include the T D associated with SRT division.
With the above results, we have established isomorphism amongst the automorphic transformations (or natural extensions) associated with simple SRT division transformations by an application of the Kolmogorov-Ornstein Theorem. The key to obtaining this result was being able to show that T D has Bowen's expanding property. In Section 4, we extend the results of this section to a more general type of SRT division.
Multi-Threshold SRT Division
A simple optimization to the original SRT division algorithm, at least with the historical concern of avoiding additions and subtractions in mind, is the inclusion of additional divisors to increase the shift average. In this section, we give a summary of our proof that all such division algorithms with reasonable assumptions on the separation of the divisor multiples have the expanding property. We begin by giving a precise definition of the class of "multi-threshold" SRT transformations.
We define n to be the set of all α ∈ Ê n , satisfying conditions (a) and (b). Also, = n∈AE n .
Definition 8 (Peaks and Valleys).
Given an α ∈ n≥2 , the point of intersection between two lines f (x) = 2(x − α i D) and g(x) = 2(α i+1 D − x) will be called a peak and is denoted by ψ = (
For convenience, we will refer to the abscissa as ψ 
n } and define Å = n∈AE Å n . We call Å n the set of all n-threshold SRT division transformations and we call Å the set of multi-threshold SRT division transformations.
Condition (b) in Definition 7 guarantees that the division algorithm generates a new quotient bit every step. In order to restrict the set of Å begin considered, we make the following definition to place restrictions on the relative distance between divisor multiples: Definition 11 (Separation). For α ∈ n , we define the separation in α as
If separation(α) = r, we say that "the divisor multiples in α are separated by at most a factor of r." Table 2 shows an example dividing 0.67 by 0.75 using multi-threshold SRT division with α = (0.75, 1, 1.25). This example is performing the same calculation as in table 1, but it has computed the dividend with twice as many digits of precision with the same effective number of uses of the adders. We say "effective" because in multi-threshold SRT division, there are several adders working in parallel. In a real implementation of multi-threshold SRT division, the values for α must be carefully chosen so that not too much overhead is required to select a good partial remainder. There is also a tradeoff between the amount of overhead in choosing a good partial remainder and the precision to with which a good partial remainder is selected. 
Conclusions
The original question that inspired this paper was "Is simple SRT division ergodic for all real divisors?" In pursuing the answer to this problem, we discovered that not only is simple SRT division ergodic for all divisors, but it is also Bernoulli. Having established a Bernoulli property, and having calculated the entropy for our transformations, we
Proceedings of the 16th IEEE Symposium on Computer Arithmetic (ARITH'03) 1063-6889/03 $17.00 (C) 2003 IEEE were able to use the Kolmogorov-Ornstein theorem to conclude that our transformations are equivalent to each other in the sense that their natural extensions are isomorphic. In proving these important properties for simple SRT division, we made extensive use of more general results from dynamical systems theory. Consequently, our results were shown to be easily extensible to more general division systems. In general, it is difficult to prove that a particular class of transformations are ergodic or Bernoulli. Our results have provided an effective means of proving both of these properties for a large class of SRT-like division algorithms.
From the standpoint of understanding an algorithm's expected performance, it is necessary to know that when a stationary distribution is found, it is unique. Having established the uniqueness of stationary distributions, the next step is to find the actual stationary distribution for as wide a class of transformations as possible. In section 3, we verified a known expression for the stationary distribution function for T D where D ∈ [ ] is far from complete and appears to have a complex pattern (from the few points that have been plotted in this region). This is surprising considering the simplicity of the underlying transformation. A better understanding of this final region of simple SRT division would be an interesting goal to pursue.
In the work of Freiman [4] , it was first shown that the shift average for D ∈ [ 4 ] is constantly 3, which can be easily shown to be the maximum possible shift average. This property was then used by Metze [11] to obtain a version of SRT division that has an expected shift average of 3 for all divisors. Another area to pursue would be to explore shift averages for multi-threshold SRT division and, if other plateaus are found, they could possibly be used to obtain higher expected shift averages for all possible divisors. Undoubtedly, obtaining a complete understanding of the stationary distribution functions for multi-threshold division would be even more difficult than it is for simple SRT division. It is possible that such results in this area could lead to improvements in modern SRT division. Related to this, it would be interesting to attempt to extend the results of this paper to modern SRT division.
