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Abstract
This paper estimates von Neumann and Morgenstern utility functions comparing
the generalized maximum entropy (GME) with OLS, using data obtained by utility
elicitation methods. Thus, it provides a comparison of the performance of the two
estimators in a real data small sample setup. The results conﬁrm the ones obtained
for small samples through Monte Carlo simulations. The diﬀerence between the two
estimators is small and it decreases as the width of the parameter support vector
increases. Moreover the GME estimator is more precise than the OLS one. Overall
the results suggest that GME is an interesting alternative to OLS in the estimation
of utility functions when data is generated by utility elicitation methods.
Keywords: Generalized maximum entropy; Maximum entropy principle; von
Neumann and Morgenstern utility; Utility elicitation
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11 Introduction
In this paper we explore the potentialities of the generalized maximum entropy estimation
of von Neumann and Morgenstern utility functions using only partial information about
the agent’s preferences and his risk tolerance. The main goal of this study is to compare
the results of generalized maximum entropy estimation with traditional estimation meth-
ods in order to investigate the possible advantages of the generalized maximum entropy
approach.
One of the core assumptions of decision theory is that a decision maker observed
behaviour can be rationalized in terms of the underlying preference ordering. One impli-
cation of this assumption is that the preference ordering can be inferred from the decision
maker observed behaviour. Although economists favour revealed preference data in the
estimation of utility functions there are many circumstances where such data is not avail-
able. Thus, in order to estimate the decision maker utility function, one often needs
to use utility elicitation methods based on surveys or experiments. However the use of
utility elicitation methods presents several diﬃculties with important implications for the
decision analyst. First, diﬀerent methods of utility elicitation yield diﬀerent results. Thus
one needs to be careful in designing the elicitation method in such a way that does not
generate biased results and should be cautious in interpreting the results as measurement
errors are likely to be present. Second, the methods of elicitation and validation of results
are sometimes diﬃcult to implement. Third, the use of elicitation methods is likely to
lead to relatively few observations since the decision maker might not be willing to answer
to many questions. In this paper we will not explore the problems related with the elici-
tation process itself. However, in our estimation approach, we take into account the fact
that data was generated by utility elicitation methods. In particular, we will explicitly
2acknowledge the fact that the number of observations is very small and that there may
exist measurement errors.
Since the elicitation of preferences is not a goal of this research, we use data from
Abdellaoui, Barrios and Wakker (2007). These authors elicit the preferences of 47 de-
cision makers using a choice-based method (trade-oﬀ method) and a choiceless method
(strength-of-preference method) and estimate the parameters of three utility functions
(power, exponential, and expo-power). In this paper, we apply generalized maximum
entropy estimation (GME) to these data and compare it with least squares estimation
(OLS). In addition, we use bootstrap to obtain conﬁdence intervals and compare the
precision of the GME and the OLS estimators.
Generalized maximum entropy has the ability to estimate the parameters of a regres-
sion model without imposing any constrains on the probability distribution of errors and
it is robust even when we have ill-posed problems, namely with very small samples (Golan
et al., 1996; Campbell and Hill, 2005, 2006).
The ability of GME to estimate economic relationships has already been explored
by several authors (see, for instance, Golan and Judje, 1992; Golan and Perloﬀ, 2002;
Kitamura and Stuzer, 2002). Most applications of GME relate to ill-posed problems or
ill-conditioned problems (non-stationarity, number of unknown parameters exceeds the
number of observations, collinearity). Golan et al. (1994) use GME/GCE to derive a So-
cial Accounting Matrix without having to impose the standard identiﬁcation procedures.
Paris and Howitt (1998) employ GME in a mathematical programming framework to esti-
mate cost parameters for individual farm level data. Fraser (2000) uses GME to estimate
the demand for meat in the United Kingdom with data that are subject to collinearity.
Golan, Judge, and Perlof (1997) and Golan, Perlof and Shen (2001) use GME to estimate
3a censored regression model. More recently, Campbell and Hill (2005, 2006) demonstrate
how to impose inequality constraints in GME through the parameter support matrix.
To the best of our knowledge our work is the ﬁrst one to apply GME in the estimation
of utility functions and to provide evidence on the comparison of GME with least squares
estimation with real data small samples. This paper is organized as follows: Section 2
presents the concepts of entropy, maximum entropy principle and generalized maximum
entropy estimation. In Section 3 we present the estimation process and the data we used
in this paper. The main results are presented in Section 4, where we compare the results
of GME and OLS estimation. The last section of the paper contains the main conclusions
of this research.
2 Entropy, maximum entropy principle and GME
2.1 Background theory
In order to understand the concepts underlying generalized maximum entropy estimation
(GME) it is worth explaining the meaning of entropy and the maximum entropy principle,
since these two concepts are important building blocks of GME. The concept of entropy
was introduced by Shannon (1948) in the context of information theory. Entropy is
a measure of uncertainty or a measure of the information generated by observing the
outcome of a random event. Consider a future event X with n possible outcomes and let
(p1,p2,    ,pn) be the associated probability distribution. If a particular outcome has a
high probability we will not be very surprised if it occurs or, in other words, observing
that outcome is not very informative. This suggests that the information contained in one
observation is inversely related with its probability, a feature which is well captured if one
4uses the −log( ) function to measure the information content. The concept of entropy
proposed by Shannon applies to events that have not occurred yet, thus the relevant
measure is the expected information: the expected value of the −log( ) function. The








and 0   ln(0) = 0. When one outcome has pk = 1 (the remaining have pi = 0, for i  = k)
the entropy is H(p) = 0. On the other hand when all outcomes are equally likely, pi = 1
n
for all i, H(p) reaches a maximum.
According to Laplace’s principle of insuﬃcient reason, if we have no information about
a particular probability distribution, then one should assume that all outcomes are equally
likely. Consequently the principle of insuﬃcient reason corresponds to the maximization
of the entropy function. The maximum entropy (ME) principle proposed by Jaynes (1957)
generalizes the previous idea to a context where there exists some information on the prob-
ability distribution. For instance, if particular moments of the probability distribution
generating the data are know then, among the probability distributions that satisfy these
moment conditions, one should choose the one that maximizes entropy. In other words,
we choose p so as to maximize H(p) subject to all the existent restrictions (moment con-
ditions, cumulative probability constraints, adding constraints) on the random variable
X. Considering m moment or cumulative probability constraints, the ME problem can






i=1 pi = 1
 n
i=1 hj (Xi)pi = bj j = 1,...,m
pi ≥ 0 i = 1,...,n.
(1)
5When restriction j is a cumulative probability constraint, hj (Xi) is an indicator function
over an interval for cumulative probability and bj is the value of the cumulative probability.
When restriction j is a moment constraint hj (Xi) is equal to Xi, X2
i ,    (depending on
the moment being considered) and bj is the corresponding moment of the distribution. It
should be highlighted that the solution of the ME procedure is consistent with the known
information but it entails maximal uncertainty regarding all the other things. According
to several authors (see for example Sooﬁ, 2000, and Golan, 2002) this principle uses
only relevant information and eliminates all irrelevant details from the calculations by
averaging over them. The ME principle can also be applied to the density function of
continuous random variables.
In spite of the potentialities of the ME approach, the Generalized Maximum Entropy
(GME) proposed and employed by Judge and Golan (1992) increases substantially the
number of possible extensions and applications in economics, particularly when we have
ill-posed problems in linear models. In order to explain GME conveniently, let us consider
the following standard regression model in matrix form:
y = Xβ + e (2)
where y is a (T × 1) vector, X is a (T × K) matrix, β is a (K × 1) vector and e is a
(T × 1) vector of errors. According to Golan et al. (1996) the problem is ill-posed if there
is not enough information contained in X and the noisy data y to permit the recovery
of the K-dimensional β parameter vector by traditional estimation methods. A ill-posed
problem may arise from several sources: (i) non-stationarity or other model speciﬁcation
issues may cause the number of unknown parameters to exceed the number of data points;
(ii) the data is mutually inconsistent; (iii) the experiment may be badly designed, which
may cause collinearity in X. The use of OLS (or other traditional estimation methods) in
6those situations may cause: (a) arbitrary parameters; (b) the solution may be undeﬁned;
and (c) the estimates can be highly unstable given the high variance or the lowprecision
of the estimated parameters.
The GME generalizes the maximum entropy approach and reparameterizes the linear
model such that the unknown parameters and the unknown errors are in the form of
probabilities. In other words, the GME estimates the probability distribution of each
of the K parameters and estimates the probability distribution of each of the T errors.
Judge and Golan (1992) assume that each βk can be viewed as a discrete random variable
with M potential outcomes (with 2 ≤ M ≤ ∞). Let zk be the (M ×1) support vector for
parameter βk and assume that the elements in zk are ordered from the lowest, zk1, to the
largest, zkM. Then, for each parameter βk, there exists a probability vector pk such that
βk =
 
zk1     zkM
 







    

. (3)
The parameter support is based on prior information of economic theory or in previous
experiences (see for example, Fraser, 2000; and Campbell and Hill, 2005, 2006).
Generalizing for all k (with k = 1,    ,K), the vector β can be deﬁned by:
β = Zp =

       

z′




. . . ... . . .
0 0 ... z′
K












       

(4)
where Z is a (K×KM) matrix of support points and p is a (KM ×1) vector of unknown
weights such that pkm > 0 and p′
kiM = 1 for all k (where iM is a M × 1 vector of ones).
In a similar way, to estimate the distribution of the errors, admit that we have J ≥ 2
7support points and let V be the (T ×TJ) matrix of support points, and w be a (TJ ×1)
vector of weights on these support points. The unknown errors are deﬁned as
e = Vw =

       

v′




. . . ... . . .
0 0 ... v′
T

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
. (5)
Once again, the weights satisfy wtj > 0 and w′
tiJ = 1 for all t.
The model can be reparameterized in matrix form as follows
y = XZp + Vw, (6)
where y, X, Z and V are known and we estimate the unknown p and w vectors using
the maximum entropy approach. The regression model can be expressed as follows
maxH (p,w) = −p
′ lnp − w
′ lnw (7)
s.t.
y = XZp + Vw (8)
(IK ⊗ i
′
M)p = iK (9)
(IT ⊗ i
′
J)w = iT, (10)
where ⊗ is the Kronecker product. Equation (8) is a data constraint and equations (9)
and (10) are additivity constraints, which require that the probabilities sum to one for
each of the K parameters and T errors.

























 , j = 1,    ,J and t = 1,    ,T (12)
where ˆ λ is the vector of Lagrange multipliers for the data constraints.
The endpoints of the probability supports can be either symmetric or asymmetric,
depending on the problem under consideration. For the error term is usual to use a sym-
metric representation centred on zero. Pukelsheim (1994) suggests setting error bounds
as v′
t1 = −3σ and v′
tJ = 3σ, where σ is the standard-deviation of e. Since σ is unknown, it
can be replaced by an estimate. Campbell and Hill (2006) consider two possibilities: (1)
ˆ σ from the OLS regression, and (2) the sample standard deviation of y. These authors
found better results using the second alternative.
Fraser (2000) alerts to the problem of choosing the number of elements in the supports
(M and J). Generally, M and J are determined, more by computational time rather
than accuracy of estimation. Increasing the number of points in a support matrix and
maintaining the width, the variance of the uniform distribution will decrease. Of course
it will need more computational time, but using Gauss 8.0 the calculus are quite fast.
Mittelhammer et al. (2002) conclude that the quality of the GME estimates depends on
the quality of the supports chosen, and the Monte Carlo experiments suggest that the
GME with wide supports will often perform better than OLS, especially for small samples
(n < 25).
According to Mittelhammer et al. (2002) the GME estimator is not constrained by any
extraneous assumptions. The information used is the observed information contained in
the data, the information contained in the constraints and the information of the structure
of the model, including the choices of the supports for the β′
ks.
92.2 Applications of entropy, ME and GME in decision analysis
The applications of entropy, ME and GME to economics are not new and cover a wide
set of ﬁelds, including ﬁnance, game theory and agricultural economics (see for example
Buchen and Kelly, 1996; Gulko, 1998; Samperi, 1999; Stuzer, 1996, 2000). In this sec-
tion we brieﬂy review recent applications related with decision analysis with particular
emphasis on the estimation of utility functions.
Yang and Qiu (2005) use the notion of entropy and propose an expected utility-entropy
measure of risk aversion in portfolio management. The authors conclude that using this
approach it is possible to solve a class of decision problems which cannot be dealt with
the expected utility or mean-variance criterion. The ME principle has also been applied
in decision analysis. For example, Fritelli (2000) derives the relative entropy minimizing
martingale measure under incomplete markets and demonstrates its connection with the
maximization of exponential utility. In a diﬀerent approach Abbas (2004) presents an
optimal question-algorithm to elicit von Neumann and Morgenstern utility values using
the ME principle and Abbas (2006a) uses the discrete form of ME principle to obtain a
joint probability distribution using lower order assessments. Sandow et al. (2006) use the
minimization of cross-entropy (or relative entropy) to estimate the conditional probability
distribution of the default rate as a function of a weighted average bond rating, concluding
that the modeling approach is asymptotically optimal for an expected utility maximizing
investor. Friedman et al. (2007) explore an utility-based approach to some information
measures, namely the Kullback-Leibler relative entropy and entropy using the example
of horse races. On the other hand, Darooneh (2006) uses the ME principle to ﬁnd the
utility function and the risk aversion of agents in a exchange market.
As described in the previous section, the ME principle applies to estimation of prob-
10ability distributions. However the principle has also been applied in the estimation of
utility functions describing ordinal preferences by Herfert and La Mura (2004) and in the
estimation of von Neumann and Morgenstern utility functions by Abbas (2006b). Herfert
and La Mura (2004) scale utility so as to behave as a probability measure whereas Abbas
(2006b) scales utility so that marginal utility behaves as a probability measure. Since
we are interested in estimating von Neumann and Morgenstern utility functions let us
analyze in greater detail Abbas’s approach.
The main insight in Abbas (2006b) is to draw an analogy between utility and prob-
ability and to use this analogy to apply ME to the estimation of the utility function.
The starting point is to normalize the utility function such that it ranges between zero
and one. Then, deﬁning the utility density function as the derivative of the normalized
utility function one can show that the utility density function is non-negative and inte-
grates to unit, precisely the same properties that deﬁne a probability density function.
Consequently, the ME principle can be applied to the estimation of the utility density
function when there exists partial information on the agent’s preferences. For instance,
if one only knows the preference ordering then the ME principle would imply that the
marginal utilities are constant and hence the utility function is a linear function. On the
other hand, if some utility values are known the ME utility approach requires that the
utility function satisﬁes these values’ constraints. This implies that the maximum entropy
utility, as Abbas calls it, is simply the function composed by the linear segments joining
the known utility values.
The maximum entropy utility approach proposed by Abbas is conceptually appealing
and it has the advantage of making no assumptions on the functional form of the utility
function. However the maximum utility entropy also has some drawbacks. The ﬁrst one
11is that it assumes that there does not exist any measurement error in the utility values.
However this assumption is likely to be violated when data is obtained through utility
elicitation methods. The second problem is that the ME utility is non-diﬀerentiable,
which contradicts the assumption used in the deﬁnition of the utility density function.
In addition, non-diﬀerentiability may lead to diﬃculties if one is interested in using the
estimated utility to solve decision problems, such as portfolio optimization. For these
reasons we have decided not to pursue Abbas approach. Instead we use GME to estimate
a particular functional form of the utility function. Note that our approach may be
considered semi-parametric, since we assume a particular functional form for the utility
function but do not impose restrictions on the probability distribution of the error terms.
3 Estimation and Results
In this section we describe the data used in this paper, as well as the methodology applied
to estimate Betas through OLS and GME, and the inference process developed in order
to evaluate the accuracy of both methods and the statistical signiﬁcance of the estimated
Betas.
3.1 Estimation of Betas
Our dataset is taken from Abdellaoui, Barrios and Wakker (2007). These authors es-
timate the parameters of three utility functions (power, exponential, and expo-power)
with only one parameter. Abdellaoui, Barrios and Wakker (2007) elicit the preferences of
decision makers using a choice-based method (trade-oﬀ method) and a choiceless method
(strength-of-preference method). The experience was made with 47 students from the
12Ecole Normale Supérieure of Cachan. The authors used a software programme for ob-
serving indiﬀerences while avoiding bias. The trade-oﬀ method was carried out before
the strength-of-preference method because its answers were used as inputs in the second
method.
We use a parametric family of utility function, more speciﬁcally a power function, that
is deﬁned by 
     
     
y = xr if r > 0
y = lnx if r = 0
y = −xr if r < 0
,
where r is a parameter related with the coeﬃcient of risk aversion (the relative risk
aversion is equal to r − 1), x is the income and y are the utility values. Note that the
power utility function has constant relative risk aversion (CRRA).
In order to estimate the parameter r, we logarithmize both side of the equation and
use the following econometric model (for example, assuming that r > 0)
lny = rlnx + e
Y = βX + e (13)
where Y = lny, X = lnx and β = r. The model (13) will be estimated using OLS
(Ordinary Least Squares) and GME.1
In our database, we have 6 observations for each participant, which is clearly a very
small sample to estimate the participant’s utility function. This fact may be problematic
1We used normalized data for comparative eﬀects. Utility values are between 0 (worst outcome)
and 1 (best outcome). Income values are also normalized between 0 (lowest income) and 1 (highest
income). This explains why the regression does not include an intercept term. Note that the observation
corresponding to the lowest income was not considered in the estimation as ln0 cannot be computed.
Since utility values are continuous it is not correct to use logit models.
13when we apply the most traditional method of regression estimation: OLS. With small
samples, traditional statistical inference under OLS is based on the assumption that resid-
uals are normally distributed (with large samples no such assumption is needed). However,
if data is not normally distributed the traditional OLS inference results will be incorrect
under small samples. Given this context, it is interesting to investigate whether GME is a
better estimator than OLS or not. In this paper, the main reason to use GME is precisely
the fact that our samples are very small. To use GME we do not need to assume any
theoretical probability distribution for the residuals even to make statistical inference.
In a ﬁrst phase, we estimate the utility function parameter using the Least Squares
approach. We found that all the Betas are positive, being the highest 2.6429 and the
smallest 0.5925. For all the regression models estimated we tested the Gauss-Markov
assumptions, and we found that the hypothesis of normality, no autocorrelation and
homocedasticity are not rejected for any of the 47 estimated regressions. It should be
noted that, with such small number of observations, the power of the normality tests is
small (meaning that the null may be false and yet we fail to reject it). Thus it seems
sensible to use GME and compare it with OLS.
Given the results of the estimated Betas through OLS we specify the support vector
with diﬀerent M for β. We used three diﬀerent support vectors in order to estimate
Betas: parameter support A: M = 9; parameter support B: M = 17; parameter support
C: M = 37 (see Table 1).
The prior mean, considering that all support points are equally likely, is 1 for all
the support vectors. This prior mean is equal to the mean of the 47 Betas estimated
















Table 1: Parameter Support for GME
β = 1 corresponds to risk-neutrality.2 Note that as we go from support vector A, to
support vector B, to support vector C the width of the support vector becomes larger
(the distance between two contiguous support points is always the same and equal to 0.5).
We also deﬁned the error support for our GME estimates, following the considerations
of Campbell and Hill (2006). Using the mean of the standard-deviation from the OLS
regressions, which equal to 0.3118, the ±3σ rule of Golan et al. (1996) and Campbell and
Hill (2006) results on the error support of v′
i = [−1,−0.5,0,0.5,1], with J = 5.
Figure 1 compares GME and OLS estimators for each of the 47 regressions, for the
three support vectors (A, B and C). The results show that the GME estimates do not
diﬀer very much from the OLS estimates in terms of signs and magnitudes for all the sup-
port vectors. It is important to mention that as the width of the support vector increases,
the diﬀerence between the GME and the OLS estimates became smaller. Increasing the
width of the support vector means that we are allowing the parameter to take values in
a larger interval, which implies that we are giving less information to the problem. A
wider support vector implies that the GME estimator will be more determined by data
2Note that we use the same support vector for all the individuals. Alternatively we could use speciﬁc
support vector for each individual (based on the individual OLS estimator).
15constraints than by the prior information, which explains why the GME estimator be-
comes closer to the OLS estimator. On the other hand, as we will see in the next section,
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A - GME_ESTIMATOR OLS_ESTIMATOR
Figure 1: OLS estimator versus GME estimator for all the 47 participants. A -Support
vector with M = 9 , B - Support vector with M = 17, C - Support vector with M = 37.
All the participants show a positive r (or β) and the majority show a diﬀerence between
GME estimates and OLS estimates around 0.0005. We can verify that the majority of the
participants exhibit a β very close to one, which means that these participants evidence
risk neutrality. Only 8 participants evidence risk aversion (β > 1) and about 6 reveal to
be risk lovers (β < 1).
Figure 2 reveals that exist a strong and linear relationship between the GME and OLS,
especially for the GME estimates using a support vector with M = 37. The signiﬁcant
similarities between the two estimates evidence the potentialities of the GME estimator,
since it is a more general method, without assumptions about the theoretical distributions
of variables and residuals. These similarities also point to the good choice of the support
values. It is worth mentioning that the support vectors z were chosen using the results of





































































































































Figure 2: Regression line between OLS estimator and GME estimator. A - Support vector
with M = 9, B - Support vector with M = 17, C - Support vector with M = 37.
According to the results obtained, we can say that GME estimates are very close to
OLS estimates, and also that GME estimates do not change very much as we change
the parameter support (note that for most of the individual regressions the changes are
inﬁnitesimal). This means that an uninformative support vector would produce results
consistent with OLS and GME estimates obtained with a more informative support vector.
This gives conﬁdence and robustness when we choose the support vector and respective
size. Next subsection examines the precision of the GME estimator through the use of a
bootstrap.
3.2 Conﬁdence Intervals
In order to compare the precision of the GME and OLS estimators we construct conﬁ-
dence intervals. We use a bootstrap to obtain interval estimates for the GME and the
OLS estimator, estimating standard errors by resampling the original data. There are
several studies that use bootstrap methods to estimate standard errors. For example
Horowitz (1997) presents a bootstrap method for computing conﬁdence intervals where
17the t-statistics is obtained from the resampled data and the interval estimates are com-
puted as ˆ β±tcSˆ β, where tc is the bootstrap t-statistics and Sˆ β is the asymptotic standard
error of the estimator. Since we do not know the asymptotic distribution of the GME
estimator we follow the approach used by Mooney and Duval (1993) and by Campbell and
Hill (2006), who used the percentile method to obtain the conﬁdence intervals. It should
be noted that we also used the percentile approach to estimate the conﬁdence intervals for
the OLS estimators. There are two reasons behind our choice: (i) since we are not sure
that errors are normally distributed, using the t-statistics to determine OLS conﬁdence
intervals with our small sample would not be correct; (ii) for comparison purposes it
seems more adequate to use the same procedure for the two estimators, OLS and GME.
The conﬁdence intervals for GME and OLS were estimated by resampling from the
original data and estimating the model T = 2000 times. We then order the resulting
estimates and ﬁnd the 0.05th, 2.5th, 5th, 95th, 97.5th and 99.5th percentiles and construct
the conﬁdence intervals with 90%, 95% and 99% conﬁdence level.
As we can see from Figure 3 the GME interval estimates have almost always smaller
width than the OLS interval estimates, since most of the diﬀerences are negative for all
the support vectors we used. This may be a sign of higher precision of the GME estimator.
We may note too that as we increase the width of the support vector, the precision of
the GME estimates becomes smaller, which implies that the diﬀerence in the precision
of GME and OLS estimators decreases. Another interesting thing, is the fact that, all
the conﬁdence intervals (for GME and OLS estimators) include only positive numbers,
excluding the zero in all circumstances (even for a conﬁdence level of 99%). This means
that all the parameters estimated (through GME and OLS) are statistically signiﬁcant at
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Figure 3: Diﬀerence of width between the conﬁdence intervals of the GME and the OLS
estimates (calculated by: WidthGME − WidthOLS). A - Support vector with M = 9, B -
Support vector with M = 17, C - Support vector with M = 37.
These results are corroborated by the statistical tests for the signiﬁcance of each β
estimated using OLS and the t-Student probability distribution. However, the statistical
tests based on t-Student probability distribution are not robust for our estimates, since
we have very small samples for each model.
As we mentioned above, the standard error for each Beta was calculated using boot-
strap. As we can see from Figure 4, the magnitude of the standard errors for the GME
estimator are most of the times, smaller than the standard error of the OLS estimator.
This result corroborates the result found about the higher precision of the GME estimator
face to the OLS estimator, especially when we deal with small samples.
4 Conclusions
When utility elicitation methods are used to obtain data on the decision maker’s prefer-
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C: standard error OLS
Figure 4: Standard errors for GME and OLS estimates, obtained using bootstrap. A -
Support vector with M = 9, B - Support vector with M = 17, C - Support vector with
M = 37.
such small samples the use of traditional estimation and inference techniques may not be
adequate. Moreover, using Monte Carlo simulations, previous studies have shown that
with small samples the generalized maximum entropy estimator outperforms OLS (see,
for example, Mittelhammer et al., 2002). This suggests that GME might be particularly
well suited to estimate utility function when data is obtained through utility elicitation
methods.
In this paper we compare the performance of the GME with OLS in estimating von
Neumann and Morgenstern utility functions using data obtained through utility elicita-
20tion methods. We used data from Abdellaoui, Barrios and Wakker (2007) who elicited
preferences for 47 individuals. An interesting contribution of this paper is that it provides
evidence on the comparative performance of GME and OLS under small samples using
real data (as opposed to the generated data used in Monte Carlo simulations). Thus our
paper complements previous results on the comparison of the GME with OLS.
We reached several interesting conclusions. First, the two estimators do not diﬀer
much and their diﬀerence becomes smaller as we increase the width of the parameter
support vector used in the GME estimation. It is well known that GME combines prior
information with observed data. A wider support vector corresponds to less informative
priors, so the GME estimator gives more weight to the data and hence it is closer to the
OLS. Second, the GME is more precise than OLS leading to less wide conﬁdence intervals,
but the diﬀerence between the width of the two conﬁdence intervals decreases as we use
less informative support vectors. Since GME is a biased estimator, these results show
an interesting trade-oﬀ between bias and precision of the GME estimator. Using a less
informative support vector decreases the bias but it also decreases the precision of the
GME estimator. Thus whenever we have prior information about the interval where the
parameter varies we should use it, since it enables us to reduce the width of the support
vector and consequently increase the precision of the GME estimator. On the other hand,
if we have no prior information, one should use a wide support vector. In this case GME
still outperforms OLS in terms of precision, but the diﬀerence in their relative performance
is small.
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