Abstract-This paper analyzes the statistical properties of the very high frequency (VHF)-band radar backscattering from coniferous trees by incorporating forest ground truth data into a physical-optics (PO) model that assumes horizontally transmit and receive polarizations and dominant double-bounce scattering from vertical stems standing on an undulating ground surface. The analysis shows that a statistically adequate model for the tree backscattering amplitude can be presented as a mixture of generalized gamma or lognormal distribution, and the mixture model can be reduced to a single density model if the trees with trunk volumes exceeding an appropriate threshold are to be taken into account. The generalized gamma density is shown to provide an appreciably better fit to the exceedance functions associated with the PO model data than that for the lognormal density. The results can be used to design statistically adequate models of forest clutter for VHF synthetic aperture radar systems.
I. INTRODUCTION
O VER the past decade, much attention has been drawn toward the studies of low-frequency synthetic aperture radar (SAR) systems for accurate mapping of forest biomass [1] - [9] . The physical basis for using these systems is that low-frequency radar signals are better able to penetrate the forest canopy, and the strength of the radar backscatter in the low-frequency band is strongly correlated with the forest biomass in tree trunks and large branches. Recent works [10] - [12] on change detection using data from low-frequency SAR such as the VHF-band CARABAS II [13] , [14] and P-band (200-500 MHz) LORA [15] , [16] have also shown great potential of these systems in detecting targets concealed by tree canopies.
A need for design and performance characterization of algorithms for the detection of targets hidden under foliage has demanded the development of accurate models for low-frequency radar backscattering from forests. The availability of such models also allows one to assess target detection performance over a wide range of environmental conditions by using synthetic data generated by means of appropriate models. VHF-band radar backscattering from forests (forest clutter) consists of two components: distributed responses and discrete scattering terms of typically larger magnitude, such as tree trunk responses. This paper focuses only on the latter.
A new approach to the synthesis of statistical forest clutter models has recently been proposed in [17] . The procedure suggested for the synthesis includes both a statistically relevant model for clutter scene and a model of the SAR image formation process. As has been shown, the fit error for the clutter model synthesized by using the suggested approach is considerably less than that achieved without including the image formation process.
The lognormal distribution is chosen in [17] to model the backscattering from tree trunks. As also pointed out in [17] , the lognormal distribution could be replaced with a new one that captures the variations of tree backscattering to a great degree. In particular, an important feature to be captured by the model is the effect of ground topography, which is not taken into account in [17] . As has been shown in an early study [18] and later in [19] - [23] , the HH-polarized scattering from mature forests at low frequency is dominated by a ground-trunk double-bounce mechanism when vertical trees are standing on horizontal flat ground. The results also indicate that, due to the dominant scattering mechanism, there is a strong dependence of the tree backscatter on ground surface topography.
Two distribution models are used in our analysis: the generalized gamma (GGD) and lognormal distribution (LOGN). The choice of the GGD is motivated by the fact that it includes, as special cases, [24] gamma, exponential, Weibull, chi-squared, and Rayleigh distributions and tends to a lognormal distribution under some conditions. Hence, one should expect that GGD will be able to capture the specific statistical features of tree backscattering resulting from diverse physical phenomena. To find out how a model that has demonstrated a good fit in case of 0196-2892/$26.00 © 2011 IEEE TABLE I  SOME FOREST GROUND TRUTH DATA clutter scene on a horizontal flat terrain is able to work in case of topographical ground, the LOGN is also used in the analysis.
The purpose of this paper is to ascertain a statistically adequate model of the VHF-band tree backscattering, taking into account the effect of trunk volume distribution and ground topography. To achieve this purpose, we perform statistical analysis of several tree backscattering sets generated by incorporating forest ground truth data into a recently proposed physical-optics (PO) model [23] for low-frequency radar backscatter from coniferous forests. This model has been validated in [23] against the SAR image data captured with the CARABAS-II and LORA SAR systems (both systems essentially measure HH-polarized backscatter) over a coniferous forest stand with well-characterized forest and ground topography. The model allows one to generate radar backscatter for a single tree at the input of a SAR system, i.e., before the image formation. We believe that using the tree backscattering data in their "clean" form, when the data are not distorted by the process of SAR image formation, is required in selecting statistically adequate models. Once these models are selected, the procedure suggested in [17] can be used to find out which of them provides a better fit to the data from the measured SAR image, i.e., to the data that include the effect of the image formation process.
The PO model used here calculates the strength of the double-bounce scattering from vertical stems standing on an undulating ground surface and assumes deterministic ground topography [23] . According to this model, a single tree radar cross section (RCS) σ for the horizontally polarized components of the transmitted and received electric fields can be computed from
where m and n are the number of model sampling points in the system frequency band and Doppler cone angles, respectively, and S hh (i, k) is the scattering amplitude predicted by the PO scattering model at the (i, k)th sampling point. To compute S hh (i, k), several data sets are required (see for details [23, pp. 2611-2612] ). These include a data set of the SAR system parameters, parameters related to the SAR imaging geometries, parameters characterizing the electrical properties of soil and trees, forest ground truth data at a single tree level, and measurements of ground topography. The first three data sets used in this paper for the computations are exactly the same as that used in [23] to perform the model verification for the SAR system CARABAS-II. The last two data sets are different and are briefly described in Section II.
II. GROUND TRUTH DATA

A. Forest Description
The forest ground truth data used in this paper are from the Remningstorp forest estate area, located in the province of Västergötland, southern Sweden (the latitude is 58
• 30 N, and the longitude is 13
• 40 E). The forests in this area are dominated by Scots pine (Pinus sylvestris), Norway spruce (Picea abies L. Karst), and birch (Betula spp.), which are typical for Scandinavian forests. The soil type is till with a field layer consisting of blueberry (Vaccinium myrtillus) and cowberry (Vaccinium vitis-idaea).
The measurements at the single tree level were performed in the Remningstorp forests in fall of 2006 and spring of 2007 [25] . Due to a severe storm on January 14, 2007, i.e., between the two inventories, the data from 2006 have been updated based on a field visit in fall of 2007. All trees with a diameter larger than 5 cm at breast height (1.3 m above ground) have been recorded together with the tree species and stem positions. The stem positions were measured with a positioning error on the order of 5-10 cm. In total, 17 areas have been inventoried, and the database consists of 4358 trees in total. Ten largest forest stands corresponding to 80 m × 80 m square plots are analyzed in this paper. For each of these stands, only trees with valid measurements of the diameter, trunk volume, and position are selected for statistical analysis. Some ground truth data, including the number of test trees for the selected forest stands, are listed in Table I . The test trees present a subset of trees, where the height was also measured. The tree height was measured by an ultrasound ranger together with an electronic angle decoder. The errors in the height measurements did not exceed a few decimeters. When the number of test trees was less than the total number of selected trees, a third-order polynomial approximation was used to estimate the tree heights from the measurements of the stem diameter. Trunk volumes were computed based on the tree measurements using speciesdependent functions [25] .
B. Topographical Data
The topographical data used for the computations with the PO model are in the form of digital elevation models (DEMs). The DEMs were generated over all the selected forest stands using the TopEye helicopterborne laser scanner [26] . The acquisition was done in April 2007. The system used a wavelength of 1064 nm, with a beam divergence of 1.0 mrad. The beam was constantly scanned in cross-track direction, producing an approximately z-shaped trace on the ground. The first and last returns were recorded, and for each pulse, the positions of the corresponding reflection points were translated into Cartesian coordinates using the measured distance and data from inertial navigation system and differential global positioning system with a nearby reference station. The estimated positioning error was on the order of 10-30 cm both horizontally and vertically. The flight altitude was 130 m above ground. The average laserspot density was 30-50 m −2 on the ground. This enables a 0.25 m × 0.25 m horizontal grid for laser measurements. The ground surface height was extracted from the laser data points using the progressively irregular triangular-network densification method [27] , [28] . To speed up the computations with the PO model, the surface was resampled to a 5 m × 5 m horizontal grid. Table I summarizes the ground topography for the investigated forest stands in terms of the root-mean-square (rms) slope computed from the corresponding DEMs. The rms slope is a highly generalized characteristic. The real ground topography shows high complexity, which cannot be described by a single parameter. Clearly, the DEMs contain an accurate and complete description of the ground topography.
III. STATISTICAL ANALYSIS
A. Methodology
This section addresses the statistical analysis of the tree backscatter for the forest stands listed in Table I . The analysis focuses on identifying to what degree a particular theoretical distribution fits to the distribution of the "observed" data, which are represented by a set of backscattering amplitudes computed at the individual tree level for each of the selected forest stands. The backscattering amplitude A (in meters) corresponding to a single tree is given by
where σ is the single tree RCS given in (1) .
To perform analysis, we apply a fitting procedure based on the goodness-of-fit tests. The goodness-of-fit tests evaluate the quality of fit between a specified theoretical (hypothesized) distribution and the distribution of the observed data. A testspecific fit statistic can be used as a quantitative measure for the quality of fit. In our analysis, the problem involves a comparison of the empirical distribution function computed for a set of tree backscattering amplitudes against a particular hypothesized distribution with unknown parameters. A conventional approach to implementing a goodness-of-fit test in this case is using a two-step procedure. First, one should estimate the unknown parameters from the observed data by using the method of maximum likelihood and should then apply a goodness-of-fit test for known parameters using, instead of the unknown parameters, their maximum likelihood estimates. A significant disadvantage of this approach is that it does not utilize the goodness-of-fit test to its highest potential because no optimality criteria for the quality of fit are involved in this two-step procedure.
The modified goodness-of-fit tests are used in this paper for the analysis. These modified tests are based on the approach suggested in [29] . The principal idea of that approach is to combine the estimation of the hypothesized distribution parameters and a goodness-of-fit test procedure in such a manner as to find the estimates of the parameters, which maximize the p-value of the goodness-of-fit test. Thus, such a modified goodness-of-fit test strives to optimally (in the sense of the p-value maximization) fit the hypothesized distribution to the distribution of the observed data.
We start the analysis from estimating the probability density function (pdf) of the tree backscatter by using a MATLAB implementation of the kernel density (KD) estimation [30] - [32] . To help us in understanding the effect of ground topography on the tree backscatter, we also compute the KD estimates of the pdf for the corresponding trunk volumes. Fig. 1(a) and (b) shows some examples of these estimates for the tree backscatter and trunk volume pdfs, respectively. These examples indicate that a statistically adequate description of the VHF tree backscatter and trunk volume distributions can be specified in terms of a finite mixture model. By visually inspecting the pdf plots for all of the selected forest stands, we have approximately estimated the number of terms (see Table II ) in the corresponding mixture distributions.
Next, a statistical procedure based on a simple heuristic approach is performed to find out if a two-term mixture distribution can be the statistically adequate model for the tree backscattering by using data sets associated with the studied forest stands. As a criterion for the quality of model fit, we use the criterion of maximum p-value of a modified KolmogorovSmirnov (MKS) goodness-of-fit test. The modified chi-squared (MCHI2) goodness-of-fit test proposed in [29] is also used in our analysis, with the following addition. After fitting a model by using the chi-squared goodness-of-fit test from [29] , a conventional Kolmogorov-Smirnov (KS) goodness-of-fit test is run in order to compute the p-value and test statistic for the MCHI2-fitted model in terms of the quality metric of the KS goodness-of-fit test.
The pdf q m (x) associated with a two-term mixture distribution has the following form [33] , [34] : where w 1 and 1 − w 1 are the mixing weights, and θ 1 and θ 2 are the vectors of parameters for the first and second terms of the mixture, respectively. Distribution models considered in the analysis are the generalized gamma and lognormal distributions. When the hypothesized model is assumed to be a generalized gamma distribution, the pdf q(x|θ) in (3) is given by [24] 
where a > 0 and c > 0 are the shape parameters, b > 0 is the scale parameter so that the vector of the parameters is θ = [a, b, c], and Γ(a) is the gamma function. For the lognormal model, the pdf q(x|θ) is [24] q(x|μ, σ)
where μ and σ are the mean and standard deviation, respectively, of the associated normal distribution and the vector of the parameters is θ = [μ, σ].
The method proposed in [29] for the estimation of the parameters in distribution (4) employs a simple relation between the generalized and gamma variates. If a random variable X has a generalized gamma distribution with parameters a, b, and c, then the random variable Y = X c has a gamma distribution with parameters a, b c , i.e., the pdf of Y is given by [24] q(x|α, β) = 1
where α = a and β = b c are the parameters of the distribution. Using this relation is reasonable because the estimation of the parameters α and β in the gamma density (6) is much simpler than that for the parameters a, b, and c in the generalized density (4). As suggested in [29] , the estimates of the parameters in (6) can be constructed by using simple equations [24] 
where
are the mean and variance of the random variable Y , respectively. We now turn to the description of the MCHI2 (MKS) goodness-of-fit test procedure when the null hypothesis distribution is assumed to be a generalized gamma one. Let ξ be the observed data set for which we want to optimally fit the generalized gamma distribution with parameters a, b, and c using the MCHI2 or MKS goodness-of-fit test. The algorithm for the MCHI2 tests can be sketched as follows (see [29] for details). 
Note:
To implement the MKS test, the algorithm should be changed: at step 4, the conventional chi-squared test has to be replaced with the conventional KS test, and step 7 should be excluded.
In the following, we sketch the algorithm that implements the MCHI2 (MKS) goodness-of-fit test when the null hypothesis distribution is assumed to be a lognormal one. 
To implement the MKS test, this algorithm should be changed: at step 3, the conventional chi-squared test must be replaced with the conventional KS test, and step 6 should be excluded. Fig. 2 shows the flow chart of the statistical procedure that is performed for the optimum two-term mixture fitting by using the MCHI2 and MKS goodness-of-fit tests. As shown in this figure, the procedure starts from dividing the full sample of the tree backscattering amplitudes into two subsets by using a threshold A t . Then, these subsets are used as inputs for the MCHI2 and MKS goodness-of-fit tests, which generate such estimatesθ Since even a two-term mixture distribution is not an easily tractable statistical model (it includes at least five parameters), it is reasonable to find out the suitability of a single pdf model specified in terms of the generalized gamma or lognormal distributions. The single pdf model is a special case of model (3), with w 1 = 1. It can be shown, by using [2, eq. (20)] for the typical parameters of the CARABAS system, soil, and trees, that the average normalized backscattering amplitude (Ā n ) from trees with trunk volume V < 0.2 m 3 is on the order of −22 dB. Hence,Ā n does not exceed the noise-equivalent backscattering level, which is about −20 dB for the normal CARABAS images. Thus, one can refine a set of the tree backscattering amplitudes by selecting for the analysis only those above the noise floor, i.e., which correspond to the trees with V ≥ 0.2 m 3 . Then, the modified goodness-of-fit tests with a single pdf model can be applied to a selected subset of the backscattering amplitudes as well as to a corresponding subset of the trees. Fig. 3 shows the flow chart of the statistical procedure used in this paper to study the statistical adequacy of a single pdf model for the tree backscattering corresponding to the trees with trunk volumes exceeding 0.2 m 3 . 
B. Numerical Results
Table III presents the results of the two-term mixture model fitting obtained by using the statistical procedure in Fig. 2 for the generalized gamma and lognormal distributions. The table contains the optimum values of the normalized threshold (A t /1 m), the number of trees (in the form N 1 + N 2 ) corresponding to the subsets of backscattering amplitudes after optimum thresholding, the optimum mixing weightŵ 1 (below the values for N 1 + N 2 ), the estimates for the parameters of the first and second terms (these estimates are denoted byâ i ,b i ,ĉ i , where F P O (x) is the empirical cumulative distribution function (empirical cdf) computed for the data generated by means of the PO model and F T M (x) is the theoretical cdf associated with a probability density model specified for the null hypothesis.
For the purpose of false alarm rate prediction, one can rewrite (8) as
where 1 − F T M (x) and 1 − F P O (x) are, by definition, the theoretical and empirical exceedance functions, respectively. The exceedance function, corresponding to the forest clutter cdf, is equal to the probability of false alarm P F A (τ ) at any given threshold τ [17] : P F A (τ ) = 1 − F (τ ). Following (9), the fit statistic D can also be interpreted as a fit quality measure that determines the maximum absolute difference between the "measured" and "theoretical" (computed for a hypothesized forest clutter model) false alarm probabilities. It should be noted that maximizing the p-value for a KS test also leads to minimizing the statistic D, with the other conditions being equal. A substantial advantage of this statistic is that, in contrast to the squared-error metric suggested in [17] , it is a direct measure of the difference between the "measured" and "theoretical" false alarm probabilities at any threshold. Hence, using the statistic D in the procedure proposed in [17] for forest clutter synthesis will lead to minimizing that maximum difference over any specified interval for the threshold. In particular, such an interval can be specified by appending (8) with the following weighting function:
zero elsewhere. The left τ 1 and right endpoints τ 2 should match the expected variations in target distributions [17] .
The exceedance plots for the data generated by using the PO model and optimally fitted two-term mixture models based on the GGD and LOGN pdfs are shown in Fig. 4 . Table IV provides the results of fitting by using the single density model for the tree backscattering data sets corresponding to truncated samples of trees (these are the samples of trees with the trunk volume V ≥ 0.2 m 3 ). Fig. 5 shows the exceedance plots for the optimally fitted single density models and those for the subsets of data extracted from the corresponding full sets of tree backscattering amplitude computed from (2). Fig. 6 (a) and (b) shows the KD estimates of the pdf for the truncated samples of the tree backscattering and trunk volume, respectively. The estimates for the number of terms in the corresponding distributions are given in Table V. The MC estimates (5000 independent trials are performed) for the maximum p-values and for the significance level are given in Tables VI and VII for Tables III and  IV are also presented in Tables VI and VII. The results in  Tables III and IV Tables VI and VII shows that the MC estimates are in full conformity with those obtained by fitting.
IV. DISCUSSION
The results of the preliminary statistical analysis (Section III, Table II , and Fig. 1) show that a statistically adequate model for the tree backscattering amplitude should be specified in terms of a finite mixture distribution. As shown in Table II , this assertion is also valid for the trunk volume distribution. Hence, the multimodality of the VHF-band tree backscattering distributions should not exclusively be considered as the effect of ground topography, but it is a combined effect of the primary mixture distribution for the tree trunk volume and topography of the ground surface, with the other conditions being equal.
Analyzing Table II also shows that the ground topography modifies the number of components in the tree backscattering distribution with respect to the associated trunk volume distribution in two ways. Increasing or decreasing this number depends, probably, on a specific combination of the spatial distribution of trees with small or large trunk volumes and topographic features over an area of interest.
Inspecting Table III yields that a two-term mixture model provides good fits (for both the GGD and LOGN): the maximum p-values are higher than 0.8, and the associated fit statistics do not exceed 0.0333, even when the number of terms in the respective mixture of the distributions exceeds two. The explanation is that, in all of those cases, there are only two significant terms, i.e., terms with relatively large mixing weights, as shown in Fig. 1(a) for stand 10. The quality of fitting is mainly determined by these significant terms since the minor terms make a relatively low contribution to the total distribution function. Nevertheless, we do not know any likely reasons that may preclude the existence of such forest stands and/or ground topographies when a two-term model is not able to provide such high quality fits as those in Table III .
The exceedance plots in Fig. 4 (a) and (b) for the two-term mixture model show that the GGD-based model outperforms the LOGN-based one over the region of large backscattering amplitudes even if the fit statistic for the latter is less than that for the former. As shown, the plot for the GGD exceedance function goes markedly closer to the plot of the exceedance function associated with the PO-model data. It should be noted that this result is observed for all of the studied forest stands. The region of large backscattering amplitudes is that domain for the exceedance function where an accurate prediction of the false alarm rate is of most importance [17] .
As shown in Table IV , the single density model applied to the tree backscattering samples associated with the samples of the truncated trunk volumes provides good fits for both the GGD and LOGN, except for forest stand ID = 18. Once again, Fig. 5 shows that, within the domain of large tree backscattering amplitudes, the exceedance plots for the GGD-based single density model provide a markedly better fit than the LOGNbased model. Moreover, the former model has demonstrated this advantage over the latter one for all of the investigated forest stands. Table V shows that, for several stands, trunk volume thresholding reduces the number of terms in the trunk volume distributions, although it does not definitely lead to decreasing the number of terms in the associated tree backscattering distribution. However, even if the thresholding does not reduce the number of terms in the tree backscattering distribution, it may lead to such a mixture of distribution (for the tree backscattering amplitude) that consists of one or two significant terms which have closely spaced distributions, where the difference of the mean values is small enough with respect to the standard deviations of the distributions, as shown in Fig. 6(a) . This explains why a single density model can provide good fits. A poor quality fit for stand ID = 18 can be explained by the fact that the difference between the mean values associated with the significant terms is so large that a single density model is not able to capture well the statistical variation of tree backscattering for such a pronounced mixture distribution.
At the same time, the two-term model provides a very good fit for the tree backscattering associated with this forest stand (see Table III ).
It should also be noted that the results of this paper supplement those published in numerous works on the statistical models of the SAR image data (see, for example, some recent works [35] - [41] ; in particular [40] , which has shown that the generalized gamma distribution is the best-fit model compared to gamma, Weibull, and lognormal distributions in estimating speckle noise in SAR images). The present paper suggests that the generalized gamma distribution, finite mixture model structure, and modified KS goodness-of-fit test can also be relevant in building models that adequately describe the backscattering statistics in SAR imagery.
V. CONCLUSION
The results reported in this paper have shown that an adequate probabilistic model that is able to capture the essential statistical variations of the VHF-band tree backscattering should generally be specified in terms of finite mixture distributions. The reason for this is the combined effect of the natural multimodality of the trunk volume distribution and ground surface topography. Specifically, a two-term mixture distribution specified in terms of generalized gamma or lognormal pdf has been shown to be a quite adequate statistical model for the VHF-band tree backscattering amplitude.
It has also been shown that, under a reasonable assumption, the general mixture model can be reduced to a single density model with a generalized gamma or lognormal distribution.
In particular, such a single density model is suitable for the VHF-band SAR system CARABAS-II in order to model the forest clutter from trees with a trunk volume above 0.2 m 3 , which corresponds to the noise-equivalent backscattering for the normal CARABAS II images.
From this paper, one can draw the following inferences for the VHF-band forest clutter modeling. First, in designing a forest clutter model, one should compare at least two choices for the density function: lognormal and generalized gamma pdf. The latter is more complex, it includes three parameters, but it has been shown to be able to provide more accurate false alarm rate prediction than the former. This should not be surprising since the extra degree of freedom allows for more flexibility in the model fit, which, in turn, results in improving the fit quality. Second, the fit statistic defined by (9) should be considered as a reasonable alternative to the weighted squared-error metric defined in [17] . Using statistic (9) in the clutter synthesis procedure proposed in [17] will guarantee that the maximum difference between the measured and predicted false alarm probabilities (taken over a specified interval of threshold values) does not exceed a certain level, which is to be minimized during the procedure of synthesis.
It is important to comment on the implication of this paper for forest stem volume (biomass) retrieval by the inversion of the low-frequency SAR data. The information on the forest biomass is "encrypted" into the SAR image data in a very complicated manner. First, the natural statistical distribution of the trunk volume exhibits features that are specific for multiterm finite mixture distributions. Second, this natural distribution is modified by the ground topography when electromagnetic waves interact with the forest scene and, then, by the SAR image formation process. Thus, biomass retrieval from the inversion of the SAR image data requires taking into account the natural complexity of the trunk volume distribution and all of the distortions of the biomass-related information in SAR images.
Additional information and results related to the present paper will be included in the doctoral theses being prepared by A. Wyholt and G. Sandberg.
