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The periodically driven O(N) model is studied near the critical line separating a disordered
paramagnetic phase from a period doubled phase, the latter being an example of a Floquet time
crystal. The time evolution of one-point and two-point correlation functions are obtained within the
Gaussian approximation and perturbatively in the drive amplitude. The correlations are found to
show not only period doubling, but also power-law decays at large spatial distances. These features
are compared with the undriven O(N) model in the vicinity of the paramagnetic-ferromagnetic
critical point. The algebraic decays in space are found to be qualitatively different in the driven
and the undriven cases. In particular, the spatio-temporal order of the Floquet time crystal leads to
position-momentum and momentum-momentum correlation functions which are more long-ranged
in the driven than in the undriven model. The light-cone dynamics associated with the correlation
functions is also qualitatively different as the critical line of the Floquet time crystal shows a light-
cone with two distinct velocities, with the ratio of the two velocities scaling as the square-root of
the dimensionless drive amplitude. The Floquet unitary, which describes the time evolution due
to a complete cycle of the drive, is constructed for modes with small momenta compared to the
drive frequency, but having a generic relationship with the square-root of the drive amplitude. At
intermediate momenta, which are large compared to the square-root of the drive amplitude, the
Floquet unitary is found to simply rotate the modes. On the other hand, at momenta which are
small compared to the square-root of the drive amplitude, the Floquet unitary is found to primarily
squeeze the modes, to an extent which increases upon increasing the wavelength of the modes, with
a power-law dependence on it.
I. INTRODUCTION
A time crystal is defined as a many-body system show-
ing spontaneous breaking of time-translation symmetry
(TTS) in the ground state [1–3]. There has been much
controversy surrounding this definition, and no-go theo-
rems have been proven to show that such a state is im-
possible in thermal equilibrium [4–7]. Supporting argu-
ments for a time crystal in thermal equilibrium have also
emerged, where it has been argued that multicomponent
superfuids [8] and easy-plane magnets in a perpendicu-
lar magnetic field [9–11] satisfy the definition of a time
crystal.
It is more widely accepted that time crystals can be
realized by relaxing the requirement of the system being
in the ground state. For example, time crystal phases
— referred to as Floquet time crystals (FTC) — appear
in periodically driven systems, where the spontaneous
symmetry breaking in the spatial average of an order
parameter is accompanied by broken TTS, because the
order parameter oscillates at frequencies that are sub-
harmonic to the drive frequency (see Refs. [10–12] for re-
views). There is a further dichotomy between phenomena
that are purely quantum [9, 13–29] and those emerging
in classical driven-dissipative systems [30–32]. In addi-
tion, FTCs have been further characterized on the basis
of their stability upon adding perturbations or thermal-
izing processes [10, 11]. Despite the controversies and
the various naming conventions, the field has remained
very active and now includes many experimental exam-
ples [33–36].
An open and largely unexplored question is the na-
ture of the transition between the “trivial” phase and the
FTC phase, defined as specified below. This is clearly a
nonequilibrium phase transition which can be realized,
for example, by tuning a microscopic parameter of the
time-periodic Hamiltonian. Motivated by the analogy
with the behavior in equilibrium, we define the trivial
phase of the Floquet system as the one in which the ex-
pectation value of an order parameter (e.g., the mag-
netization) in generic eigenstates of the time-evolution
operator U over one drive cycle vanishes, and the two-
point correlation functions of the order parameter are
short-ranged in space. In addition, we require that the
stroboscopic dynamics, i.e., the dynamics observed at in-
teger multiples of the period of the drive, is synchronized
with the drive frequency.
For the FTC phase, instead, one requires the existence
of a sector of degenerate many-body eigenstates of U .
For a system with Z2 symmetry, this degeneracy is at
least two-fold as it corresponds to the two eigenstates of
Z2. Strictly speaking, the energy-splitting between these
pairs of eigenstates is exponentially small upon increas-
ing the system size, but here we assume the system size
to be infinite. In the FTC phase, the dynamics induced
by U spontaneously breaks Z2 symmetry by selecting,
for example, a positive value of the magnetization. Ac-
cordingly, the state is characterized by long-range spa-
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2tial order. In addition, in order to qualify as a FTC,
the dynamics of this state should have the feature that
under the time evolution with U , the order parameter
oscillates with twice the period of the drive. This long-
range spatio-temporal order, where the spatial average of
the order-parameter is non-zero and its stroboscopic dy-
namics occurs at half the drive frequency, is in example
of a period-doubled FTC phase. For a system with an
underlying Zn>2 discrete symmetry, more complex FTC
phases can be realized (see, e.g., Ref. [11] and references
therein).
It is natural to ask whether any universality or scaling
is associated with the nonequilibrium phase transition
between the trivial and the FTC phase, and if so, what
the critical exponents are. This issue, which we address
here for quantum systems, is even more intriguing in view
of the existing discussion on the nature of the nonequi-
librium phase transition for classical FTCs [30].
In an attempt to answer the question above, we con-
sider the periodically driven O(N) model which, in ther-
mal equilibrium, captures, inter alia, the Ising and su-
perfluid critical points [37, 38] depending on the value
of N . Recently, a number of studies [39–52] focused on
the nonequilibrium dynamics of the isolated O(N) model
due to a sudden change (global quantum quench) in its
Hamiltonian and an emerging universality in the tran-
sient regime was identified [44–47, 49–52]. In the N →∞
limit, this model also provides one of the few available
examples of exactly solvable nonequilibrium dynamics in
generic spatial dimension [47, 48, 51].
The periodically driven O(N) model was studied in
Ref. [16]. While it is expected that generic, isolated,
periodically driven systems will eventually heat to infi-
nite temperature [53–55] and will therefore not support
any non-trivial phase, Ref. [16] showed that in the limit
N → ∞, interactions can suppress heating and stabilize
a FTC phase. For finite N , instead, the O(N) model
supports a prethermal FTC, the temporal duration of
which increases upon increasing N . Within this prether-
mal regime, the existence of a trivial phase and a period-
doubled FTC phase can be identified. However, while
these phases are known, the nature of the phase transi-
tion between them is largely unexplored.
Since the FTC phase is not a phase in thermal equilib-
rium, its realization is not guaranteed, and it may depend
in important ways on the initial conditions [16]. Here we
study how the FTC phase is approached after a quench
[56, 57], where the initial state of the system is the ther-
mal equilibrium state of one Hamiltonian, while the time
evolution is determined by another. We choose an initial
state characterized by the absence of order and with spa-
tial correlations decaying over short distances. We follow
the time-evolution of this state under periodic driving
and we identify the parameters which allow this state to
reach the FTC phase. We then determine the expres-
sions of the correlations functions at or near criticality,
within the Gaussian approximation. The modifications
of the Gaussian scaling behavior by interactions is an
interesting open question, left for future studies.
The rest of the paper is organized as follows. The
model is introduced in Section II, where we review also its
phase diagram and explain the quench dynamics. In Sec-
tion III, the Floquet-Bloch theory is used to determine
the quasi-modes and quasienergies within the Gaussian
approximation. Section IV presents the expressions of
the various relevant unequal-position and unequal-time
correlation functions along the critical line, while in Sec-
tion V we determine and discuss the Floquet unitary of
the model. Section VI presents our conclusions, while
details of the various calculations are outlined in several
appendices.
II. THE O(N) MODEL, THE QUENCH
PROTOCOL, AND ITS PHASE DIAGRAM
In this section we present the model, outline the quench
protocol, and discuss the phase diagram.
A. The Model
The periodically driven O(N) model in d spatial di-
mensions is defined by the Hamiltonian
H =
N∑
i=1
∫
ddx
1
2
[
(r − r1 cos (ωt))φ2i (x)
+(~∇φi)2 + Π2i (x)
]
+ V, (1)
where φi and Πi are N -component bosonic fields which
obey the canonical commutation relation
[φj(x),Πl(y)] = iδjlδ
(d)(x− y). (2)
V is the interaction term
V =
u
4!N
N∑
i=1
∫
ddx
( N∑
i=1
φ2i
)2
, (3)
while r is the detuning parameter which, if assuming neg-
ative values, causes an instability in the free, undriven
model with V = r1 = 0, towards forming a ferromagnet.
The presence of interactions is actually necessary for sta-
bilizing such a ferromagnetic phase. In Eq. (1), r1 and ω
are the amplitude and angular frequency, respectively, of
the periodic driving of the detuning parameter. Accord-
ingly, H is periodic in time with period T = 2pi/ω, i.e.,
H(t+ T ) = H(t).
In the limit N → ∞, the Hartree approximation for
V becomes exact not only for the equilibrium properties
[38] but also for the non-equilibrium dynamics (see, e.g.,
Refs. [16, 40, 58, 59]) and gives a more complex phase
diagram than the undriven O(N) model. We will discuss
the phase diagram in detail below. Corrections of order
31/N and beyond, on the other hand, lead to heating ef-
fects, making any possible non-trivial phases ultimately
unstable at longer times. Accordingly, the case we are
studying is, strictly speaking, that of a prethermal FTC
the lifetime of which increases upon increasing N .
Our goal is to understand the possible emergence
of scaling behavior and critical exponents in the dy-
namics of this model. To this end, we will present
predictions for the dynamics of the order parameter,
defined as the expectation value 〈φ(x, t)〉. We will
also discuss the unequal-time and unequal-position cor-
relation function 〈φ(x, t)φ(x′, t′)〉 and its time deriva-
tives. The latter correspond to correlations of the
type 〈φ(x, t)Π(x′, t′)〉, 〈Π(x, t)Π(x′, t′)〉, i.e., position-
momentum and momentum-momentum correlations, re-
spectively. We will derive these predictions within the
Gaussian approximation and for the initial condition dis-
cussed below. We will also highlight the differences with
the undriven model.
As we focus below on the Gaussian model correspond-
ing to having V = 0 in Eq. (1), it is convenient to intro-
duce the representation of the various fields in momen-
tum space,
φi(x) =
∫ Λ ddk
(2pi)d
eik.xφi,k, (4)
with an analogous definition for the Fourier transform
Πi,k of Πi(x). In terms of these fields, the resulting
Hamiltonian can be written as
H =
N∑
i=1
∫ Λ ddk
(2pi)d
1
2
[
(r + k2 − r1 cosωt)|φi,k|2
+|Πi,k|2
]
, (5)
with the canonical commutation relations for the fields
in momentum space becoming,
[φj(k),Πl(q)] = i(2pi)
dδjlδ
(d)(k + q). (6)
The large-momentum cutoff Λ in Eqs. (4) and (5) is an-
other microscopic parameter of the model. Both in ther-
mal equilibrium and in the driven model [16] its specific
value may affect the stability of the resulting phases of
the model: further below we revisit this dependence in
the latter case.
B. Quench protocol
As anticipated, we study the dynamics of the system
after a quench [56, 57], where the initial state is a mixed
state corresponding to the thermal equilibrium state of
the undriven O(N) model, i.e., r1 = 0, with a positive
value r0 > 0 of the detuning parameter r. This ini-
tial state is evolved under the periodically driven O(N)
model in Eq. (5). We choose the initial value r0  r > 0
so that the initial state is deep in the paramagnetic phase
with short-range spatial correlations.
Defining a†k and ak as the creation and annihilation
operators which diagonalize the initial undriven O(N)
model
H0 = H(r1 = 0) =
N∑
i=1
∫ Λ ddk
(2pi)d
ω0ka
†
i,kai,k, (7)
with dispersion
ω0k =
√
r0 + k2, (8)
the initial fields obey
φi,k(t = 0) =
1√
2ω0k
(ai,k + a
†
i,−k), (9)
Πi,k(t = 0) = −i
√
ω0k
2
(ai,k − a†i,−k). (10)
As mentioned above, the initial state is the thermal equi-
librium state of the pre-quench Hamiltonian H0, where
the statistical average of an operator Oˆ at temperature
β−1 is defined as
〈Oˆ〉 =
tr
(
Oˆe−βH0
)
tr (e−βH0)
. (11)
The expectation values of the relevant operators in the
above initial state are 〈Πi,k(0)〉 = 〈φi,k(0)〉 = 0, with
〈Πi,k(0)Πj,q(0)〉 = δi,jδk,−qω0k
2
coth(βω0k/2), (12)
〈φi,k(0)φj,q(0)〉 = δi,jδk,−q 1
2ω0k
coth(βω0k/2), (13)
〈{φi,k(0),Πj,q(0)}〉 = 0, (14)
where we introduce the short-hand notation δk,−q =
(2pi)dδ(k + q). In particular, we choose βr0  1 in order
to ensure short-range correlations in the thermal initial
state.
Since both the pre-quench and post-quench Hamilto-
nians are symmetric in the field component i, and since
we focus below on the phase without spontaneous sym-
metry breaking, the initial conditions and the dynamics
of all the field components are identical. Accordingly, in
our analysis, we can conveniently omit the index of the
field component. In addition, within the Gaussian ap-
proximation, the momentum modes evolve independently
according to{
iφ˙k = [φk, H] = iΠk,
iΠ˙k = [Πk, H] = −i(r + k2 − r1 cosωt)φk.
(15)
Combining the above two equations gives
φ¨k = −(r + k2 − r1 cosωt)φk, (16)
the solution of which can be written in the form
φk(t) = Mc,k(t)φk(0) +Ms,k(t)Πk(0), (17)
4where the functions Mc,k(t) and Ms,k(t) obey
d2
dt2
(
Mc,k(t)
Ms,k(t)
)
= −(r + k2 − r1 cos(ωt))
(
Mc,k(t)
Ms,k(t)
)
,
(18)
with initial conditions(
Mc,k(0) Ms,k(0)
M˙c,k(0) M˙s,k(0)
)
=
(
1 0
0 1
)
. (19)
Equation (15) implies
Πk(t) = M˙c,k(t)φk(0) + M˙s,k(t)Πk(0), (20)
and the canonical commutation relations between φ(t)
and Π(t) are obeyed because
1 = Mc,k(t)M˙s,k(t)−Ms,k(t)M˙c,k(t). (21)
This can be explicitly checked by noting that the initial
conditions in Eq. (19) obey Eq. (21) at t = 0 and that the
equations of motion (18) imply that the r.h.s. of Eq. (21)
is a constant of motion.
C. Phase Diagram
The equations of motion (18) for Mc,k and Ms,k are
known to have the Mathieu functions [60–62] as solu-
tions. The quantum aspects of the problem only enter
upon imposing the canonical commutation relations (21);
before imposing them, the behavior of the classical solu-
tions provide a first indication of the conditions under
which stable solutions exist. For a given mode k, the
“phase diagram” indicating the stable and unstable re-
gions of the parameter space is shown in Fig. 1, where
the horizontal axis is the dimensionless strength
q = 2r1/ω
2 (22)
of the driving field while the vertical axis corresponds to
the dimensionless parameter
a = 4(r + k2)/ω2, (23)
associated with the time-independent coefficient on the
r.h.s. of Eq. (16).
The red regions in Fig. 1 are unstable because the cor-
responding modes Mc,k and Ms,k grow exponentially in
time without bound. Accordingly, these regions of pa-
rameters are not allowed, leading to band gaps. The
green regions instead, correspond to stable solutions. In
Fig. 1 there are four stable regions labeled by (1), (2),
(3), (4), and four unstable regions (a), (b), (c), and (d).
For a choice of the driving protocol (specified by r, r1,
and ω) the dynamics of the model is stable if all its fluc-
tuation modes with k ∈ [0,Λ] correspond to stable points
in Fig. 1. This means that, for a specified value of q, the
vertical segment with a ∈ [4r/ω2, 4(r + Λ2)/ω2] has to
fall within the green region [16], as exemplified by the
vertical yellow line in Fig. 1.
Since the system is driven periodically, the mode en-
ergies are conserved only up to integer multiples of the
drive frequency and therefore they qualify as quasiener-
gies rather than energies (see, c.f., Sec. III). Let us denote
by k the quasienergy at which the modes with a certain
k oscillates. The edges of the various bands in Fig. 1
are determined by the condition that, correspondingly,
k = nω/2, n being an integer. This can be easily un-
derstood in the limit of weak driving q  1, because
this condition coincides with that for the occurrence of
parametric resonances in the model: integer multiples of
the drive frequency become resonant with the frequency
at which the quantity in the Hamiltonian coupled to
the external driving field would oscillate in the undriven
model. In the present case, this quantity is |φi,k|2 (see
Eq. (5)) and therefore it would oscillate at the frequency
2
√
r + k2 = 2k(q → 0), yielding the resonant condi-
tion integer × ω = 2√r + k2. Accordingly in Fig. 1, the
n-th band edge touches the vertical axis for q → 0 at
a = an(q → 0) = n2, where a is defined in Eq. (23), as
clearly shown by the figure.
While the above argument was given for a weak drive
q → 0, the fact that the band edges are pinned at
k = nω/2 for generic q follows from Floquet theory.
In particular, in order to avoid over-counting of modes,
the quasienergies k for q 6= 0 must be restricted within
the interval [−ω/2, ω/2]. Accordingly, the possible slow-
est oscillating modes are those at quasienergies k = ω/2
and k = 0. Since the most unstable mode corresponds
to the spatially homogeneous one (which determines the
lowermost point of the vertical segment in Fig. 1), we will
solve these resonance conditions for the k = 0 mode.
The parametric resonance mentioned above creates
two excitations of opposite momenta and we can distin-
guish two cases: when the integer n leading to the res-
onance is even, the longest wavelength mode, i.e., that
with k = 0, oscillates at integer multiples of the drive
frequency ω. When n is odd, instead, the longest wave-
length mode oscillates at half the drive frequency, and
therefore shows period-doubling. Note that a periodic
driving of the coefficients of higher powers of the posi-
tion or momentum operators will lead to more complex
dynamics [63].
Since the k = 0 mode is nothing but the order-
parameter of the model, Fig. 1 implies that the non-
trivial phase comes in two varieties. One in which the or-
der parameter oscillates at integer multiples of the drive
frequency, including zero: this can be identified with the
conventional ferromagnetic phase because the average of
the order parameter over one drive cycle is non-zero. The
other phase, instead, is characterized by the fact that the
order parameter is period doubled and it can be identified
with the FTC because the average of the order parameter
over two drive cycles vanishes.
While strictly speaking, a ferromagnetic or FTC phase
cannot be defined for a free system, we expect that the
5red unstable regions become stable in the presence of
interactions, which turn the regions marked by (a) and
(c) into a ferromagnet, while those marked by (b) and
(d) into an FTC phase. Accordingly, the stability phase
diagram in Fig. 1 translates into a bona fide phase dia-
gram [16], with the precise microscopic values at which
the transition from the stable to the unstable regions oc-
cur in Fig. 1 being modified by the Hartree corrections
introduced by the interactions. At even longer times,
heating will set in, but this time can be made to ap-
proach infinity as N →∞.
However, even for N → ∞, there is a subtlety related
to the value of the cut-off Λ. In fact, Λ→∞ in the con-
tinuum and therefore there will always be some modes ,
in Fig. 1 which fall within a gap (red regions) where the
solution is unstable in the presence of the drive. How-
ever, the gaps are rather narrow for the large values of a
induced by a large Λ, as shown in Fig. 1, so that the time
scales after which the FTC becomes unstable, which are
related to the inverse of the gap, are also long. Accord-
ingly, while the FTC is not expected to be completely
stable for Λ→∞, it is quasi-stable.
In Fig. 1, from bottom to top, the ferromagnetic phases
((a) and (c)) and period doubled FTC phases ((b) and
(d)) alternate with one another, with region (a) being
simply the driven version of the ferromagnetic phase of
the static O(N) model. All the other phases only arise
due to a resonant drive.
It is interesting to note that, in the presence of the
drive, large regions of parameter space with r > 0 be-
come unstable, whereas without drive, these same regions
would remain paramagnetic. A heuristic way to under-
stand this is that as the parameter reff = r − r1 cos(ωt)
oscillates, it can become momentarily negative, causing
the development of an instability. A similar heuristic ar-
gument can be used in order to understand why stable
(green) regions appear for r < 0 and sufficiently large r1.
We are interested in the properties of the critical line
separating the paramagnetic phase from the FTC phase.
In this paper we focus on the FTC phase corresponding
to region (b) in Fig. 1, and in particular on the behavior
of the system in the vicinity of the critical line labeled
by  = ω/2 between regions ((2) and (b)). Our choice is
a matter of convenience as the same coarse-grained be-
havior is expected to occur at all the other critical lines
separating a trivial from a FTC phase, such as the bound-
ary marked by  = 3ω/2 in Fig. 1. Since quasienergies
are defined modulo the drive frequency ω, it is clear that
both these band-edges correspond to an order-parameter
that shows period doubling. In a similar manner, we ex-
pect the coarse-grained features to be common to all the
critical lines separating a paramagnet from a ferromag-
net. This corresponds to lines labeled by  = 0 and  = ω
in Fig. 1.
Although Mathieu function solutions are well-known,
we derive them below by using Floquet-Bloch theory,
briefly recalled in Appendix A. This is because we are
interested in the vicinity of the above-mentioned critical
line where standard Mathieu function solutions found in
textbooks (see, e.g., Refs. [60–62]) are not easily gener-
alizable. In addition, once the modes Mc,k and Ms,k in
Eq. (17) are obtained the solution of the quantum prob-
lem requires imposing the canonical commutation rela-
tions (21).
FIG. 1. Stability phase diagram of the Mathieu equation (18)
depending on the dimensionless parameters in Eqs. (22) and
(23), which applies also to a fluctuation mode with wavevector
k of the periodically driven Gaussian model. The arrows indi-
cate two different kinds of quenches: The vertical one denotes
a quench from an initial paramagnetic phase to the critical
point of the undriven (r1 = 0) model [39]. The tilted arrow,
instead, denotes a quench from an initial paramagnetic phase
of the undriven model, to the critical point of a FTC phase.
While there are many period-doubled FTC phases, each cor-
responding to an integer n such that the band-edges of the
stable region are characterized by having k=0 = (n + 1/2)ω
(regions (2) and (4)), here we study the one where the band-
edge is at half the drive frequency k=0 = ω/2 (region (2)). In
order for the model to have a stable solution, it is necessary
that all the fluctuation modes with k ∈ [0,Λ] – which corre-
spond to the points belonging to a vertical segment in this
phase diagram, highlighted in yellow – are within the stable
region.
III. FLOQUET-BLOCH SOLUTION
The dynamics of the (quantum) system is determined
by the solution of Eq. (18), which can be cast generically
in the following form:
f¨k = −[r + k2 − r1 cos(ωt)]fk. (24)
The initial conditions for this equation will be specified
further below in this section. According to the Floquet-
Bloch theorem summarized in Appendix A, the solutions
of Eq. (24) can be written as
fk(t) = uk(t) exp(ikt), with uk(t+T ) = uk(t), (25)
6where k is the quasienergy, T = 2pi/ω the period of the
drive, and uk the quasimodes. The periodicity in time of
the quasimodes allows their Fourier expansion, i.e.,
uk(t) =
∞∑
m=−∞
cm e
imωt. (26)
The quasienergies {k}k are defined up to integer mul-
tiples of the drive frequency ω, because any shift of the
quasienergy by these amounts can always be absorbed by
a redefinition of uk. Accordingly — as it happens to the
wavevectors of a wavefunction of a particle in a spatially
periodic potential — one can restrict the quasienergies
{k}k to be within a Floquet Brillouin zone (FBZ) de-
fined by having −ω/2 < k ≤ ω/2.
Note that fk and f
∗
k or, equivalently, Re(fk) and
Im(fk) are actually two independent solutions of
Eq. (24). Substituting Eq. (26) in Eq. (25) and then
in Eq. (24) one obtains the conditions which have to be
satisfied by the coefficients {cm}m:
[
r + k2 − (k +mω)2
]
cm − r1
2
[cm−1 + cm+1] = 0.
(27)
In order to highlight the structure of the infinite-
dimensional space of these solutions, i.e., the so-called
Sambe space [64, 65], we rewrite the above equation as
follows,

. . .
...
r + k2 − (k − 2ω)2 −r1/2 0 0
−r1/2 r + k2 − (k − ω)2 −r1/2 0
0 −r1/2 r + k2 − 2k −r1/2
0 0 −r1/2 r + k2 − (k + ω)2
...
. . .

×

...
c−2
c−1
c0
c1
...

=

...
0
0
0
0
...

. (28)
For fk to have a non-vanishing solution, the determinant
of the above symmetric and tridiagonal matrix has to
vanish. This condition determines the quasienergy k as
a function of r, k, ω and r1. A complex k corresponds
to an unstable solution (red regions in Fig. 1), leading to
forbidden states or gaps in the parameter space spanned
by the dimensionless variables a and q introduced in
Eqs. (22) and (23). As anticipated, we are interested
in the solution near the upper boundary of region (b)
in Fig. 1. This boundary is also the boundary of the
FTC phase, and is characterized by having k=0 = ω/2
along the curve a = a1(q) in Fig. 1, which corresponds
to r = (ω/2)2a1(q).
In order to proceed with the analysis, we assume that
the drive amplitude is small, i.e., q  1. Accordingly,
solving the linear system of equations (28) perturbatively
in q, the zeroth order solution with q → 0 corresponds to
r = (ω/2)2 and non-zero c0,−1, while the rest of the cm
vanish. To find the first-order correction in q, it is suffi-
cient to truncate the matrix such that we only keep the
2× 2 matrix corresponding to c0 and c−1. By inspecting
Eq. (28) it is straightforward to show that the remaining
coefficients cm with m 6= 0, −1 are smaller than c0,−1
because
c−m =
O(q)
O(1)
c−(m−1) = O(qm−1)c0, for m > 1,
cm =
O(q)
O(1)
c(m−1) = O(qm)c0, for m > 0.
(29)
Accordingly, at the lowest non-trivial order, one can as-
sume that cm = 0 for m 6= 0,−1, such that Eq. (28)
becomes(
r + k2 − (k − ω)2 −r1/2
−r1/2 r + k2 − 2k
)
×
(
c−1
c0
)
=
(
0
0
)
,
(30)
and a non-trivial solution exists only if the determinant
of the matrix on the r. h. s. of this equation vanishes.
There are four values of k which satisfy this condi-
tion: two of them correspond to k=0 = −ω/2 and 3ω/2
for q → 0 and therefore they are relevant only when one
enlarges the matrix in Sambe space in order to account
also for these resonances. The two remaining solutions
are related to each other by the simultaneous exchange
k → −k+ω and c0 ↔ c−1, and hence they actually rep-
resent the same state. Accordingly, of the four solutions,
only one is physical, and it is given by
k =
ω
2
+
√(ω
2
)2
+ r + k2 − ω
√
r + k2 +
( r1
2ω
)2
. (31)
Requiring k=0 = ω/2 in order to determine the critical
line separating region (2) from region (b) in Fig. 1, one
finds that such a line corresponds to
r = rc = (ω/2)
2a1(q) with a1(q) = 1 + q +O
(
q2
)
.
(32)
In fact, one can easily verify that k in Eq. (31) acquires
an imaginary part when the parameter a in Fig. 1 is
within the interval 1 − q + O (q2) < a < 1 + q + (q2),
indicating that region (b) opens up symmetrically and
7linearly around a = 1. This procedure can be systemati-
cally generalized to higher-orders of the expansion in q by
searching for solutions of Eq. (28) in terms of an increas-
ing number of non-vanishing coefficients (i.e., of increas-
ingly larger matrices), expected to be of increasing order
in q according to Eq. (29). In doing so, for example, one
systematically recovers the well-know results (see, e.g.,
§2.151 of Ref. [61]) that the boundaries of region (b) are
approximated by 1 − q − q2/8 + q3/64 + O (q4) < a <
1 + q− q2/8− q3/64 +O (q4) = a1(q), those of region (c)
by 4− q2/12 +O (q4) < a < 4 + 5q2/12 +O (q4) = a2(q),
while those of region (d) by 9 + q2/16− q3/64 +O (q4) <
a < 9 + q2/16 + q3/64 + O
(
q4
)
= a3(q), in qualitative
agreement with Fig. 1.
Note that in the vicinity of the band-edge with r '
rc, and for a weak drive q  1, we can identify several
energy scales. These are naturally determined by k, ω,
and
√
r1 which, in terms of the dimensionless variables,
is alternatively expressed as
√
qω. Substituting r = rc in
Eq. (31) and expanding for small momenta k  ω, two
natural regimes of values of k emerge. One for
√
qω 
k  ω, and the other for k  √qω  ω. In these two
cases, in terms of the renormalized momentum
k¯ =
√
q
2
k, (33)
the following dispersion emerges (see Appendix B for de-
tails),
k ' ω
2
+ k¯ for k  √qω  ω, (34a)
k ' ω
2
+
k2
ω
for
√
qω  k  ω, (34b)
k ' k for √qω  ω  k. (34c)
Further below, in Sec. IV, we will use these expressions in
order to determine the correlation function in the long-
wavelength limit k  √qω  ω. We therefore substitute
the value of k in Eq. (34) into Eq. (28), and solve for
cm, obtaining,
c−1 =
r1/2
(ω/2)2 + r1/2 + k2 − (k − ω)2 c0 (35a)
'
[
1− 4k¯
qω
+
4(2 + q)k¯2
q2ω2
+O
(
(k¯/qω)3
)]
c0, (35b)
c1 =
r1/2
(ω/2)2 + r1/2 + k2 − (k + ω)2 c0
=
[
−q
8
+O
(
q2
)]
c0, (35c)
c−2 =
r1/2
(ω/2)2 + r1/2 + k2 − (k − 2ω)2 c−1
=
[
−q
8
+O
(
q2
)]
c0. (35d)
While Eq. (35a) holds for generic momenta, Eq. (35b)
assumes long wavelengths, i.e., k  √qω  ω, corre-
sponding to k¯/(qω) 1.
The equation of motion (24) is real and therefore, up
to a multiplicative factor, we can choose the real and
imaginary parts of fk as its two independent solutions.
Accordingly, Mc,k(t) and Ms,k(t) in Eq. (17) can be taken
proportional to these functions, i.e.,
Mc,k(t) = 2αkRe [fk(t)] , (36a)
Ms,k(t) = 2βkIm [fk(t)] , (36b)
with the initial condition given in Eq. (19). The real
coefficients αk and βk in this expression are going to be
determined explicitly in Appendix E. For the discussion
below their actual expressions are not needed.
From Eqs. (36), (25), and (26) we can write
Mc,k(t) =
∞∑
m=−∞
bm cos ((k +mω)t), (37a)
Ms,k(t) =
∞∑
m=−∞
dm sin ((k +mω)t), (37b)
where
bm = 2αkcm and dm = 2βkcm. (38)
Ignoring terms with m 6= 0,−1, as implied by
Eqs. (35c) and (35d), we obtain
Mc,k(0) = b0 + b−1 ≈
[
1 +
(
1− 4k¯
qω
)]
b0, (39)
and thus the initial condition Mc,k(0) = 1 can be used to
determine b0 and, via Eq. (35b), b−1 as
b0 ≈ 1
2
+
k¯
qω
, (40)
and b−1 ≈ 1
2
− k¯
qω
. (41)
Similarly, from Eq. (37b) one has,
M˙s,k(0) = kd0 + (k − ω)d−1
≈
[(ω
2
+ k¯
)
+
(
−ω
2
+ k¯
)
×
(
1− 4k¯
qω
+
4(2 + q)k¯2
q2ω2
)]
d0, (42)
and the initial condition M˙s,k(0) = 1 (see Eq. (19)) to-
gether with Eq. (35b) can be used in order to determine
d0 ≈
(
1
1 + q
)
1
ω
[
qω
2k¯
+ 1
]
, (43)
and d−1 ≈
(
1
1 + q
)
1
ω
[
qω
2k¯
− 1
]
. (44)
In the expressions above for d0,−1 we kept the first two
terms in the expansion in k¯/(qω), while in the overall
multiplicative factor we kept the complete dependence
8on q in order to satisfy Eq. (21) at t = 0. Here we note
that if we could solve the Floquet problem exactly, then
the canonical commutation relation for the fields, and in
particular Eq. (21), would be obeyed exactly at all times.
Since we have solved the problem perturbatively in q, the
canonical commutation relation, which we imposed ex-
actly at t = 0, is violated at longer times: for example,
as shown in Appendix D, this violation at long wave-
lengths is given by [φ(t),Π(t)] = 1 + O(q) × sin2(ωt/2).
This violation can be reduced to higher powers of q by
keeping higher-order terms in Sambe space, i.e., by ap-
proximating the solution with larger matrices.
Before continuing, let us briefly discuss the solution
of Eq. (24) for k = 0. In the absence of the drive, i.e.,
with r1 = 0, the modes at k = 0 are φ1 = e
i
√
rt and
φ2 = e
−i√rt. In the presence of a weak drive q  1, from
Eqs. (26), (27), and (35a) we find at order q0 that
fk=0 = c0e
iωt/2
[
1 + e−iωt
]
. (45)
The two independent solutions of the equation are pro-
vided by the real and imaginary parts of fk, which, in the
limit of weak drive, are simply given by the symmetric
and anti-symmetric combinations of φ1 and φ2, i.e.,
Mc,s,k=0 = c0
[
φ1 ± φ2
]
. (46)
In fact as q → 0, the lower band-edge of region (2) and
the upper band-edge of region (1) in Fig. 1 converge to
the condition
√
r = ω/2 of parametric resonance, from
which the identification above follows.
IV. CORRELATION FUNCTIONS
We will now present the predictions for the time-
dependent correlation functions of the position and mo-
mentum fields. Let us briefly discuss what to expect.
While in thermal equilibrium all correlations functions
are TTI, we do not expect this to be the case in the pres-
ence of the driving, because these functions will show
period-doubling in the FTC, and period synchronization
in the trivial phase. Secondly, just as in thermal equi-
librium a trivial phase is characterized by the absence of
long-range order and by correlations that extend across
short distances in space, we expect a similar behavior
here for the trivial phase. Thirdly, in thermal equilib-
rium, a broken-symmetry phase generically features long-
range order and correlations which become long-ranged
in space upon approaching the critical line separating it
from the trivial phase. Accordingly, one expects the FTC
to also show long-range order [10, 11] and critical corre-
lations.
The unexplored issue we would like to address here
concerns how the transition from the non-trivial to the
FTC phase actually occurs. If this transition is con-
tinuous, then we expect the correlations at the critical
point to decay algebraically in space, leading to scaling
and universality. We also expect that detuning the sys-
tem slightly away from the critical point and towards the
trivial phase will introduce another length scale into the
system which will cut off the critical power-law spatial
decays. We explore this physics below in the vicinity of
the transition between the FTC and trivial phase, within
the Gaussian approximation.
To this end, in this section we shall first derive the
expressions of the correlations at the critical line, i.e.,
along the line r = rc which bounds the edge of band (2)
in Fig. 1. Following this, we shall study how the corre-
lations decay at large distances for a non-zero detuning
away from the critical line, within the trivial phase (green
region in Fig. 1).
A. Correlation functions along the critical line
Using Eqs. (15), (17), and the solution for Mc,k and
Ms,k obtained in the previous section, we find that at
the critical line, for small drive amplitude q  1, the
longest wavelength modes (k  √qω  ω) of the fields
φk and Πk evolve as follows:
φk(t) =
[
cos
(ω
2
t
)
cos
(
k¯t
)]
φk(0)
+
[
q
k¯
cos
(ω
2
t
)
sin
(
k¯t
)]
Πk(0), (47)
Πk(t) =
[
−ω
2
sin
(ω
2
t
)
cos
(
k¯t
)]
φk(0)
+
[
−ω
2
q
k¯
sin
(ω
2
t
)
sin
(
k¯t
)]
Πk(0). (48)
For a deep quench with β
√
r0  1 and for long wave-
lengths, i.e., k  √r0, the initial correlations are, from
Eqs. (12), (13), and (14),
〈Πi,k(0)Πj,q(0)〉 = δi,jδk,−qω0k
2
≈ δi,jδk,−q
√
r0
2
,
〈φi,k(0)φj,q(0)〉 = δi,jδk,−q 1
2ω0k
≈ δi,jδk,−q 1
2
√
r0
,
〈{φi,k(0),Πj,q(0)}〉 = 0. (49)
The lack of momentum dependence in the correlations
reported above implies that they are very short-ranged
in position space, essentially δ-functions.
The dynamics of the model is fully characterized in
terms of the following Keldysh and retarded Green’s
9functions [66]:
δijδk,−qiG
φφ
K (k, t, t
′) = 〈{φi,k(t), φj,q(t′)}〉, (50)
δijδk,−qiGΠΠK (k, t, t
′) = 〈{Πi,k(t),Πj,q(t′)}〉, (51)
δijδk,−qiG
φΠ
K (k, t, t
′) = 〈{φi,k(t),Πj,q(t′)}〉, (52)
δijδk,−qiG
φφ
R (k, t, t
′) = θ(t− t′)〈[φi,k(t), φj,q(t′)]〉,
(53)
δijδk,−qiGΠΠR (k, t, t
′) = θ(t− t′)〈[Πi,k(t),Πj,q(t′)]〉,
(54)
δijδk,−qiG
φΠ
R (k, t, t
′) = θ(t− t′)〈[φi,k(t),Πj,q(t′)]〉,
(55)
which can be easily determined by substituting Eqs. (47)
and (48) in the expressions above and by using the ex-
plicit expressions for the correlation functions in the ini-
tial state. In particular, for the initial conditions in
Eq. (49) and for the longest wavelength modes with
k  √qω  ω, one finds the following Keldysh Green’s
functions:
iGφφK (k, t, t
′) =q2
√
r0
2k¯2
cos
(ω
2
t
)
cos
(ω
2
t′
)
× [cos(k¯(t− t′))− cos(k¯(t+ t′))], (56)
iGΠΠK (k, t, t
′) =q2
(ω
2
)2 √r0
2k¯2
sin
(ω
2
t
)
sin
(ω
2
t′
)
× [cos(k¯(t− t′))− cos(k¯(t+ t′))], (57)
iGφΠK (k, t, t
′) =− q2ω
2
√
r0
2k¯2
cos
(ω
2
t
)
sin
(ω
2
t′
)
× [cos(k¯(t− t′))− cos(k¯(t+ t′))]. (58)
Note that for equal times t = t′, the Keldysh Green’s
functions GK ’s become synchronized with the drive fre-
quency. In order to observe period-doubling, these func-
tions have to be evaluated at unequal times t 6= t′.
Similarly, the retarded Green’s functions GR’s turn out
to be:
GφφR (k, t, t
′) =− θ(t− t′)q cos
(ω
2
t
)
cos
(ω
2
t′
)
× sin(k¯(t− t
′))
k¯
, (59)
GΠΠR (k, t, t
′) =− θ(t− t′)q
(ω
2
)2
sin
(ω
2
t
)
sin
(ω
2
t′
)
× sin(k¯(t− t
′))
k¯
, (60)
GφΠR (k, t, t
′) =θ(t− t′)qω
2
cos
(ω
2
t
)
sin
(ω
2
t′
)
× sin(k¯(t− t
′))
k¯
. (61)
These quantities also show period-doubling at unequal
times t 6= t′ while, due to causality, they vanish at equal
times. Appendix C provides the corresponding expres-
sions for a critical quench of the undriven O(N) model.
For convenience, we report here only those of the corre-
lators of the φ fields:
iGφφK,u(k, t, t
′) =
√
r0
2k2
[cos(k(t− t′))− cos(k(t+ t′))],
(62)
GφφR,u(k, t, t
′) = −θ(t− t′) sin(k(t− t
′))
k
, (63)
where the subscript u here and below denotes the quan-
tity refers to the undriven model.
Comparing the driven with the undriven case, one finds
that they are related via
GφφK (k, t, t
′) = q2 cos
(ω
2
t
)
cos
(ω
2
t′
)
GφφK,u(k¯, t, t
′), (64)
GφφR (k, t, t
′) = q cos
(ω
2
t
)
cos
(ω
2
t′
)
GφφR,u(k¯, t, t
′). (65)
Note that the driven correlators cannot be obtained from
the undriven ones by simply setting the drive amplitude
q to zero. The parametric resonance generated by the
drive, in fact, is a non-analytic effect in the drive ampli-
tude. Moreover, the temporal behavior in the presence
of the drive is more complicated than in its absence, due
to the appearance of the energy scale ω/2, as seen explic-
itly in Eqs. (64) and (65). However, both the driven and
undriven Gφφ correlators feature an algebraic prefactor
of the form 1/k2 in momentum space, with the differ-
ence being that the momenta for the driven case become
renormalized according to k → k¯, see Eq. (33). As we
discuss in detail further below in connection with the
emergence of a light-cone in the dynamics, this algebraic
dependence in momentum space results in a power-law
decay of spatial correlations at large distances.
Despite these similarities in the spatial behavior of
Gφφ, those of GΠΠ and GφΠ are markedly different for
the driven and undriven cases. In particular, the drive
makes these functions more singular as k → 0 and there-
fore longer-ranged in space compared to the undriven
case. The reason for this difference is that the 〈φΠ〉, 〈ΠΠ〉
correlators are obtained from the 〈φφ〉 correlator by tak-
ing time derivatives since Π = φ˙. Because the driven
case has time-dependent oscillations at the momentum-
independent scale ω/2, this leads to 〈φΠ〉, 〈ΠΠ〉 correla-
tors which are as singular as the 〈φφ〉 correlator. The
physical reason of this longer-range order in the presence
of the drive in comparison to the undriven case is the
non-trivial spatio-temporal order of the FTC. The latter
has long-range order in space which is accompanied by
precise period-doubled dynamics.
In the absence of driving, the correlation functions af-
ter a quench onto a critical point are know to feature a
universal temporal behavior [46, 47, 50]. In order to ex-
plore the possible similarities with that case, let us con-
sider here the limits of short and long times, focusing on
the 〈φφ〉 correlators. In particular, let us first consider
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short times t, t′  k−1, at which Eqs. (56) and (59) give
iGφφK (k, t, t
′) = cos
(ω
2
t
)
cos
(ω
2
t′
)
q2
√
r0tt
′, (66)
GφφR (k, t, t
′) = −θ(t− t′) cos
(ω
2
t
)
cos
(ω
2
t′
)
q(t− t′).
(67)
When compared with the results for the undriven case,
the difference is the appearance of the prefactors as sum-
marized in Eqs. (64) and (65).
At this point we can speculate on the effects of ac-
counting for interactions, based on our knowledge of
how they affect the short-time behavior in the undriven
case [46, 47, 50]. We expect that for t/t′  1 algebraic
behaviors GK ∝ (tt′)1−θ and GR ∝ t(t′/t)θ will emerge
in these two quantities, where θ is a universal initial-
slip exponent, which vanishes in the absence of interac-
tions. The Gaussian results presented above are consis-
tent with these limiting forms of the Green’s functions.
Accordingly, as long as the correlators for the driven and
undriven cases are related as in Eqs. (64) and (65), we
speculate that interactions will anyhow lead to the ap-
pearance of an initial-slip exponent. However, it is not
clear at present if and how its value will be affected by
the presence of the drive.
Drawing further analogies between the driven and un-
driven problem, this initial-slip exponent θ is also ex-
pected to modify the steady-state behavior of GφφK in
Eq. (56) by changing the algebraic prefactor k¯−2 into
k¯−2+2θ in the presence of interactions. The analysis of
the effects of interactions will be reported elsewhere.
B. Average dynamics along the critical line
To further emphasize the difference between the un-
driven and driven critical points, we now discuss the
long-time limit of the dynamics, focusing on GφφK,R. In
order to access this limit, let us define the time differ-
ence τ = t− t′ and the mean time Tm = 12 (t+ t′). Then,
from Eq. (56), we find
iGφφK (k, τ, Tm) =
[
cos
(ω
2
τ
)
+ cos(ωTm)
]
× q2
√
r0
4k¯2
[
cos(k¯τ) + cos(2k¯Tm)
]
. (68)
Similarly, from Eq. (59) for the retarded Green’s function
we obtain,
GφφR (k, τ, Tm) = −θ(τ)
[
cos
(ω
2
τ
)
+ cos(ωTm)
]
× q
2
sin(k¯τ)
k¯
. (69)
Due to the presence of the drive, these expressions are
generically not TTI, indicating that the long-time limit
of the dynamics is necessarily non-stationary. However,
if one is interested in the behavior of the system at time
scales much longer than the period of the drive a sort
of average behavior can be identified by time-averaging
GφφK (k, τ, Tm) and G
φφ
R (k, τ, Tm) over the mean time Tm.
The respective averages G¯φφK (k, τ) and G¯
φφ
R (k, τ) turn out
to be
iG¯φφK (k, τ) = q
2
√
r0
8k¯2
[
cos
((
k¯ +
ω
2
)
τ
)
+ cos
((
k¯ − ω
2
)
τ
)]
, (70)
and
G¯φφR (k, τ) = −θ(τ)
q
4
1
k¯
[
sin
((
k¯ +
ω
2
)
τ
)
+ sin
((
k¯ − ω
2
)
τ
)]
. (71)
By Fourier transforming G¯φφK (k, τ) in the time difference
τ we obtain,
G¯φφK (k, ν) =
∫
dτeiντ G¯0K(k, τ)
= −iq2 2pi
√
r0
16k¯2
[
δ
(
k¯ − ω
2
− ν
)
+ δ
(
k¯ − ω
2
+ ν
)
+ δ
(
k¯ +
ω
2
− ν
)
+ δ
(
k¯ +
ω
2
+ ν
)]
. (72)
Similarly, by taking the Fourier transform of G¯φφR (k, τ),
one can calculate its imaginary part as
G¯φφR (k, ν)− G¯φφR (k,−ν) = −iq
2pi
8k¯
[
δ
(
k¯ − ω
2
− ν
)
− δ
(
k¯ − ω
2
+ ν
)
+ δ
(
k¯ +
ω
2
− ν
)
− δ
(
k¯ +
ω
2
+ ν
)]
. (73)
The δ functions in the previous expression show that
while for the undriven case, dissipation occurs when the
external frequency ν is resonant with the single-particle
excitation energy k ' k, for the driven problem this
condition is shifted by ±ω/2, as expected.
The fluctuation-dissipation theorem states that in
thermal equilibrium at temperature β−1, the Keldysh
Green’s function GK (quantifying fluctuations) and the
imaginary part of the retarded Green’s function GR
(quantifying dissipation), are related to the temperature
β−1 as
GK(k, ν) = coth
(
βν
2
)
[GR(k, ν)−GR(k,−ν)]
≈ 2
νβ
[GR(k, ν)−GR(k,−ν)] . (74)
11
On the second line, we assumed the frequency ν to be
small compared with the temperature β−1, i.e., βν  1.
Since our system is inherently out of equilibrium and
has no actual stationary state, there is no well-defined
temperature in the problem. However, as it happens in
a number of classical and quantum statistical systems
out of equilibrium [67–69], effective temperatures may
emerge under certain limits. For example in the un-
driven problem [46, 50], an effective temperature which
equals the energy injected during the initial quench, in-
deed emerges when the system is probed at low frequen-
cies and long wavelengths. However, in the driven prob-
lem, no effective temperature clearly emerges in the long-
wavelength limit (although an effective temperature may
emerge at shorter wavelengths). Studies of driven sys-
tems often show a behavior in which the nonequilibrium
steady-state is characterized better as a state with net
entropy production [70] than in terms of effective tem-
peratures.
C. Magnetization dynamics along the critical line
In the previous sections, we studied the quench dynam-
ics when the system is initially prepared in the thermal
state of a Hamiltonian which is symmetric in the field
components. As a consequence, the one-point correla-
tion function of the order parameter, i.e., the magneti-
zation, vanishes initially and therefore it does so also at
subsequent times during the time-evolution.
In this section, we will study the dynamics of the mag-
netization when we explicitly break the O(N) symme-
try by applying an initial external field h0 in the direc-
tion of a field component, e.g., the one corresponding to
i = 1. Accordingly, the pre-quench Hamiltonian is the
static O(N) model with a large detuning r0 as before
(i.e., a short correlation length) and, in addition, also a
non-zero magnetic field:
H0 =
N∑
i=1
∫
ddx
1
2
[
r0φ
2
i (x) + (
~∇φi)2 + Π2i (x)
− 2h0δ1iφi(x)
]
. (75)
Defining the magnetization as
M(t) = 〈φi=1(x, t)〉 = 1
V
〈φi=1,k=0(t)〉 (76)
where V is the volume. Its initial value is therefore given
by
M(0) = m0 = h0/r0. (77)
The time-evolution of all the N field components obeys
Eq. (17) and here we focus on the case in which H is
tuned near the critical line. Using the k → 0 limits of
the expressions in Eqs. (34), (40), (41), (43), and (44) we
obtain
Mc,k=0 = cos(ωt/2), (78)
while
Ms,k=0 =
2
ω (1 + q)
[
sin
(
ωt
2
)
+ q
ωt
2
cos
(
ωt
2
)]
. (79)
These expressions can be used to derive the time evolu-
tion of the magnetization:
M(t) = m0Mc,k=0(t) ≈ m0 cos(ωt/2). (80)
Accordingly, we find that the initial non-zero magneti-
zation m0 evolves in time and features period-doubling
at the critical line. The corresponding dynamics near
the critical point of the undriven O(N) model is easily
deduced from, c.f., Eq. (C1), finding that M(t) = m0,
i.e., the order parameter of the Gaussian model in the
absence of drive does not evolve after a quench to the
critical point.
D. Correlation functions close to the critical line
In the previous sections we studied the quench dynam-
ics where the parameters of the post-quench Hamiltonian
were tuned to be exactly on the critical line r = rc param-
eterized by Eq. (32). In this section we consider the case
of a slight detuning, i.e., r = rc+∆r, where 0 < ∆r  r1
so that the system is anyhow in the stable phase corre-
sponding to region (2) of Fig. 1. We also assume that the
whole set of fluctuation modes from k = 0 to k = Λ are
within the same stable region. The dispersion relation
corresponding to this slight detuning can be determined
as explained in Sec. III for the case ∆r = 0, finding
k =
ω
2
+ ωk, (81)
where
ωk =
(q
2
)1/2
ωk with ωk =
√
∆r + k2. (82)
Above we have also assumed k  √qω  ω. Note that
ωk → k¯ for ∆r = 0, as expected.
Similarly, the coefficients entering Eqs. (37a) and (37b)
for m = 0 and −1 are found to be
b0 ≈ 1
2
+
ωk
qω
; b−1 ≈ 1
2
− ωk
qω
, (83)
d0 ≈ q
2ωk
; d−1 ≈ q
2ωk
− 2
ω
. (84)
Using these expressions and by repeating the analysis
outlined in Sec. IV A, the Keldysh Green’s function GφφK
turns out to be
iGφφK (k, t, t
′) = cos
(
ωt
2
)
cos
(
ωt′
2
)
×
[
K+ cos(ωk(t− t′)) +K− cos(ωk(t+ t′))
ωk
]
, (85)
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while the retarded Green’s function GφφR is
GφφR (k, t, t
′) = −θ(t− t′)q cos
(
ωt
2
)
cos
(
ωt′
2
)
× sin(ωk(t− t
′))
ωk
, (86)
with
K± =
1
2
(
ωk
ω0k
± q2ω0k
ωk
)
, (87)
where ω0k is the pre-quench dispersion defined in Eq. (8).
We emphasize that the expressions above are obtained for
long wavelengths k  r1  ω.
For comparison, consider again the undriven case for
which the corresponding correlators are [46, 50]
iGφφK,u(k, t, t
′) =
K+ cos(ωk(t− t′)) +K− cos(ωk(t+ t′))
ωk
,
(88)
GφφR,u(k, t, t
′) = −θ(t− t′) sin(ωk(t− t
′))
ωk
, (89)
K± =
1
2
(
ωk
ω0k
± ω0k
ωk
)
, (90)
where ωk is defined in Eq. (82) and ω0k in Eq. (8). Com-
paring the driven with the undriven correlators, we see
that the main difference between them is the period-
doubled behavior in the unequal time correlators of the
former. However, both of them show the emergence of a
length scale corresponding to the inverse detuning, i.e.,
to ∆−1r , which is responsible for cutting off the algebraic
decay at large distances.
E. Light-cone dynamics along the critical line
In this section we discuss the real-space and real-time
behavior of the critical correlation functions. Performing
a Fourier transform of their expression GR,K(k, t, t
′) in
momentum space, the correlators in real space with d
dimensions are given by [50]
GR,K(x, t, t
′) =
1
(2pi)d/2xd/2−1
×
∫ Λ
0
dk kd/2Jd/2−1(kx) GR,K(k, t, t′), (91)
where Jα is the Bessel function of the first kind arising
from the angular integration.
We focus below on the 〈φφ〉 correlators GφφK,R(x, t, t′)
as the other relevant correlators GΠφK,R and G
ΠΠ
K,R involv-
ing the field Π can be obtained by taking suitable time
derivatives. As discussed above, the undriven and the
driven correlators in momentum space, at the critical
line and for long wavelengths k  √qω, are related by
Eqs. (64) and (65). In turn, after defining
x¯ =
√
2
q
x, (92)
they imply the following relationship between the real-
space correlators of the driven and undriven model:
GφφK (
√
qωx 1, t, t′) =4
(q
2
)2−d/2
cos
(ω
2
t
)
cos
(ω
2
t′
)
×GφφK,u(x¯, t, t′), (93)
GφφR (
√
qωx 1, t, t′) =2
(q
2
)1−d/2
cos
(ω
2
t
)
cos
(ω
2
t′
)
×GφφR,u(x¯, t, t′). (94)
The reason for the condition
√
qωx  1 is that the re-
lations (64) and (65) between the driven and undriven
correlators hold for the longest wavelength modes for
which the dispersion is given by Eq. (34). This places
constraints on the spatial distances at which driven and
undriven correlators will show the same algebraic decays
at large distances, as summarized in Eqs. (93) and (94).
The behavior of the undriven correlators GφφK,u and
GφφR,u were discussed in Ref. [50], where ballistically prop-
agating quasiparticles with a certain velocity v were
shown to give rise, as expected [69, 71, 72], to a light-
cone. For GφφR,u(x, t, t
′), the light-cone occurs at x ≈
v|t − t′|, while for GφφK,u(x, t, t′), the light-cone occurs at
x ≈ v(t + t′) and x ≈ v|t − t′|, where v = 1 within the
present model. In particular, GφφK,u(x, t, t) shows a single
light-cone at x ≈ 2vt. In addition, the correlators for
large distances x show qualitatively different power-law
decays outside, on, and inside the light-cone.
From Eqs. (93) and (94), the driven problem also shows
a similar light-cone behavior with the difference that the
velocity at which the light-cone occurs is significantly re-
duced from v to
√
q/2v  v. In particular, GK at equal
times behaves as follows
iGφφK (x¯ 2t) ≈ 0,
iGφφK (x¯ = 2t) ∝ q2−d/2 cos2
(ω
2
t
) 1(
Λ¯x¯
)(d−1)/2 ,
iGφφK (x¯ 2t) ∝ q2−d/2 cos2
(ω
2
t
) 1(
Λ¯x¯
)d−2 . (95)
Note that GK at equal times does not show period dou-
bling, but it is synchronized with the drive. In the pre-
vious equation we introduced Λ¯ =
√
q/2Λ such that
Λ¯x¯ = Λx. Thus, while the algebraic decays at large dis-
tances are the same for the undriven and the driven 〈φφ〉
correlators, the transition between the various regions of
the light-cone is characterized by the renormalized veloc-
ity
√
q/2.
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The light-cone behavior for GφφR is, instead,
iGφφR (x¯ |t− t′|) ≈ 0,
iGφφR (x¯ = |t− t′|) ∝ q1−d/2 cos
(ω
2
t
)
cos
(ω
2
t′
)
× 1(
Λ¯x¯
)(d−1)/2 ,
iGφφR (x¯ |t− t′|) ≈ 0. (96)
In analogy with the undriven problem [50], we expect
that the presence of interactions will modify the expo-
nents of the various algebraic decays. For example, we
expect that GK(x, t, t) will decay inside the light-cone
x¯  2t with an exponent which involves the initial-slip
exponent θ.
While the above analytical expressions assumed the
dispersion relation in Eq. (34a), we now discuss the ef-
fects of having the actual dispersion in Eq. (31) (in the
limit q  1) of which Eq. (34a) is a special case. In fact,
Eq. (31) implies that quasiparticles propagate with var-
ious velocities, which span a certain range of values. In
particular, note that for k, ω  r1, k =
√
(ω/2)2 + k2
and therefore k ≈ k at large momenta k  ω, as summa-
rized in Eq. (34c). This implies that the fastest velocity is
in fact v = 1 when the entire range of momenta k ∈ [0,Λ]
is considered.
FIG. 2. Equal-time correlation function GφφK (x, t, t) as a
function of x and t (in units of the period T of the drive),
in three spatial dimensions d = 3, with a dimensionless drive
amplitude q = 0.22, and along the critical line. Space and
time are measured here in units of the period T = 2pi/ω of
the drive. The other parameters are ω = 2, r1 = 0.44, and the
cut-off Λ = 2pi, while r is chosen according to Eq. (32). The
dash-dotted line corresponds to the light-cone of the fastest
quasiparticles moving with velocity v = 1, while the dashed
line corresponds to the light-cone of the quasiparticles with
the slower velocity
√
q/2 ' 0.33. The equal time correlator
is synchronized with the drive, as it is clearly shown as a
function of t for a fixed value of x. A different choice of the
various parameters does not affect the qualitative features
observed here.
FIG. 3. Unequal-time correlator GφφK (x, τ + t
′, t′) with
t′ = 0.1 as a function x and τ (in units of the period T
of the drive) in three spatial dimensions d = 3, with a di-
mensionless drive amplitude q = 0.22 and along the critical
line. The remaining microscopic parameters are the same
as in Fig. 2. The dash-dotted line corresponds to the light-
cone of the fastest quasiparticles which move with velocity
v = 1, while the dashed line indicate the light-cone of the
slower quasiparticles with velocity
√
q/2 ' 0.33. The corre-
lator shows period doubling for a fixed value of x as a function
of τ . A different choice of the various parameters and of t′
does not affect the qualitative features observed here.
Figures 2, 3, and 4 show the contour plots of GK,R
in spatial dimension d = 3, calculated by taking into ac-
count the full dispersion relation in Eq. (31) and by deter-
mining the corresponding coefficients Mc,k and Ms,k ac-
cording to Eq. (35a). The momentum integral in Eq. (91)
is performed by assuming a Gaussian cutoff function de-
fined by ∫ Λ
0
dk . . . −→
∫ +∞
0
dk e−k
2/(2Λ2) . . . . (97)
Note that the solution of the dynamics obtained by trun-
cating the Sambe space in the vicinity of a certain crit-
ical line (in the present case, the one corresponding to
k=0 = ω/2) is actually stable for all possible real values
of k. Accordingly, the extension of the integral to val-
ues of k beyond the original cutoff Λ (see the discussion
in the paragraph after Eq. (23)) implied by the Gaus-
sian cutoff above is legitimate. In the figures mentioned
above, for concreteness, we choose the following values
of the various parameters: pre-quench detuning r0 = 1,
drive frequency ω = 2, drive amplitude r1 = 0.44, di-
mensionless drive amplitude q = 0.22, and the cut-off
Λ = 2pi. In addition, the detuning parameter r is cho-
sen to be on the critical line, i.e., according to Eq. (32)
which ensures k=0 = ω/2. Note that the Keldysh corre-
lations also assume a deep quench which corresponds to
accounting for only the momentum-momentum average
of the initial state in Eq. (49).
In particular, GK(x, t, t
′) is shown in Fig. 2 for t′ = t
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as a function of x and t while in Fig. 3 for t = τ + t′ as
a function of x and τ with fixed t′. The retarded func-
tion, GR(x, t, t
′), instead, is shown in Fig. 4 for t = τ + t′
with τ > 0 (as it vanishes for τ ≤ 0) as a function of x
and τ with fixed t′. All the three plots clearly feature
the emergence of two light-cones. One of them is indi-
cated by the dot-dashed line and corresponds to quasi-
particles moving at the fastest speed v = 1. The sec-
ond light-cone is indicated by the dashed line and corre-
sponds to quasiparticles moving at the renormalized ve-
locity
√
q/2v =
√
q/2, which corresponds to ' 0.33 with
the parameters of the plot. One also sees a clear period
doubling in the unequal-time correlators in Figs. 3 and
4. The equal-time correlator in Fig. 2 is, instead, syn-
chronized with the drive. The analytic expressions for
the power-law decays given in Eqs. (95) and (96) assume
the simpler dispersion and therefore does not capture the
more complex behavior observed between the two light-
cones.
FIG. 4. Retarded correlator GφφR (x, τ + t
′, t′) with t′ = 0.1
as a function x and τ (in units of the period T of the drive)
in three spatial dimensions d = 3, with a dimensionless drive
amplitude q = 0.22 and along the critical line. The remain-
ing microscopic parameters are the same as in Figs. 2 and
3. The dash-dotted line corresponds to the light-cone of the
fastest quasiparticles which move with velocity v = 1, while
the dashed line indicate the light-cone of the slower quasipar-
ticles with velocity
√
q/2 ' 0.33. The correlator shows period
doubling for a fixed value of x as a function of τ . A different
choice of the various parameters and of t′ does not affect the
qualitative features observed here.
V. FLOQUET UNITARY
In this section we reconsider the dynamics of the driven
model by constructing the time-evolution operator in the
vicinity of the critical line for generic times, including the
stroboscopic ones. Floquet unitaries are usually stud-
ied numerically but the present case of the Gaussian
model allows us to construct this operator analytically
and therefore we are in the position to explore how its
structure depends on the resonant nature of the drive.
The expectation is that when the drive is effectively off-
resonant, the Floquet unitary is essentially the unitary
time evolution controlled by the undriven model with pa-
rameters which are renormalized by the drive. When the
drive is resonant, instead, the Floquet unitary is expected
to be qualitatively different from the time-evolution op-
erator of the undriven case.
According to Floquet theory, briefly reviewed in Ap-
pendix A, the time-evolution operator U for a periodic
Hamiltonian H(t) with period T can be written as [73]
U(t2, t1) = T exp
(
−i
∫ t2
t1
dτH(τ)
)
= UF (t2)e
−i(t2−t1)HFU†F (t1),
(98)
where HF is the time-independent Floquet Hamiltonian.
The operator UF (t) is the so-called micro-motion opera-
tor (also sometimes referred to as the kick-operator), at
time t and has the property of being time periodic, i.e.,
UF (t+T ) = UF (t). The Floquet unitary is defined as the
time-evolution operator over one period, i.e., U(t+ T, t),
and determines the stroboscopic time evolution. In par-
ticular, it can be written in the form
U(t+ T, t) = e−iT H˜F (t), (99)
where, from Eq. (98),
H˜F (t) = UF (t)HFU
†
F (t). (100)
This relationship shows that the combined effect of UF
and HF — which we construct explicitly below — actu-
ally corresponds to an effective rotation of HF by UF .
The Floquet Hamiltonian HF for the Gaussian model
we are interested in can be constructed straightforwardly
because its eigenvalues are the quasienergies k deter-
mined in Eq. (34) of Sec. III; accordingly,
HF =
1
2
∑
k
(|Πk|2 + 2k|φk|2) . (101)
In what follows we explore the structure of UF . Due
to Eq. (100), a non-trivial UF , e.g., one with a singular
structure in momentum space, will generate a non-trivial
H˜F and hence a non-trivial Floquet unitary.
We define the matrix Fk(t) which captures the effect on
the fields of the time evolution with the Floquet Hamil-
tonian HF as
eiHF t
(
φk(t1)
Πk(t1)
)
e−itHF
= Fk(t)
(
φk(t1)
Πk(t1)
)
.
(102)
Since HF in Eq. (101) represents simple harmonic oscil-
lators with dispersion k, it is straightforward to see that
Fk(t) =
(
cos(kt) 
−1
k sin(kt)−k sin(kt) cos(kt)
)
. (103)
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Similarly, let us define Vk(t) as the matrix which cap-
tures the effect of the evolution induced by the micro-
motion operator, i.e.,
U†F (t)
(
φk(t1)
Πk(t1)
)
UF (t) = Vk(t)
(
φk(t1)
Πk(t1)
)
, (104)
and its inverse
UF (t)
(
φk(t1)
Πk(t1)
)
U†F (t) = V
−1
k (t)
(
φk(t1)
Πk(t1)
)
. (105)
For the exact solution of the dynamics which does not in-
volve the truncation of the full Sambe space discussed in
Sec. III, Vk(t) is a matrix with unit determinant, i.e.,
det [Vk(t)] = 1. However, since we have determined
the solution of the dynamical equation by truncating the
Sambe space, this condition is no longer fulfilled, as dis-
cussed in Appendix D and the error in the determinant
turns out to be given by Eq. (E36) at intermediate mo-
menta and by Eq. (E48) at small momenta k.
In order to capture the effect of the complete evolution
operator U in Eq. (98) we introduce the matrix Mk(t2, t1)
as (
φk(t2)
Πk(t2)
)
= U†(t2, t1)
(
φk(t1)
Πk(t1)
)
U(t2, t1)
= Mk(t2, t1)
(
φk(t1)
Πk(t1)
)
. (106)
By using Eqs. (102), (104), and (105), it is straightfor-
ward to see that this matrix can be expressed in terms
of the matrices Fk and Vk introduced above as
Mk(t2, t1) = Vk(t2)Fk(t2 − t1)V−1k (t1). (107)
In Appendix A we show that the matrix Mk(t2, t1) can
be written as Mk(t2, t1) = Mk(t2, 0)Mk(0, t1) where
Mk(t, 0) =
(
Mc,k(t) Ms,k(t)
M˙c,k(t) M˙s,k(t)
)
, (108)
while Mc,k and Ms,k are the mode functions derived in
Sec. III. With this background, we are in the position
to determine the matrix Vk(t), and the corresponding
micro-motion operator UF (t).
It is instructive to construct Vk(t) and UF (t) in the
two limiting cases discussed in Sec. III, corresponding to
intermediate momenta
√
qω  k  ω, and to small mo-
menta k  √qω  ω, with the corresponding quasiener-
gies reported in Eq. (34). We show below that there is
a qualitative change in the structure of the Floquet uni-
tary when k decreases from intermediate to small values
because the drive goes from being effectively off-resonant
in the former regime to becoming resonant in the latter.
At intermediate momenta
√
qω  k  ω we find in
Appendix E that, up to O(q2ω2/k¯2),
Vk(t) ≈
(
1 0
0 1
)
+
1
8
q2ω2
k
2
(
1
2 cos(ωt) − 1ω sin(ωt)
−ω4 sin(ωt) − 12 cos(ωt)
)
. (109)
Since the regime of intermediate momenta corresponds
to having q2ω2  k¯2, the corresponding UF is well-
approximated by the identity matrix. Accordingly, the
micromotion operator can be neglected at high (non-
resonant) drive frequencies, and the Floquet unitary
U(t + T, t) is then accurately described by the sole Flo-
quet Hamiltonian HF , with U(t+ T, t) ≈ e−iHFT where
HF is the Gaussian Hamiltonian in Eq. (101), which is
spatially short-ranged.
Next we show that the high-frequency expansion
breaks down in the opposite limit of k  √qω  ω
as expected due to the resonant character of the drive at
this scale. In fact, at the leading order in O(k¯/qω, q) we
find in Appendix E that the leading term is
Vk(t) ≈ 1
2
√
qω
2k
(
1 + cos(ωt) − 2ω sin(ωt)
−ω2 sin(ωt) 1− cos(ωt)
)
. (110)
Note that this expression has zero determinant because
the two eigenvalues have different orders of magnitude
in the small momentum limit. Keeping only the leading
term results in a singular matrix as it only captures one
eigenvalue while effectively setting the other to zero. The
next leading term in Vk is accounted for in Eq. (E47).
In Appendix F we show that this transformation Vk
is generated by the micromotion operator
UF (t) ≈ exp
[
−
∑
k
1
4
log
(
2k¯
qω
)(
eiωta†ka
†
−k − h.c.
)]
,
(111)
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according to Eq. (104), where the operators a†k and ak are
the ones which diagonalize HF . The logarithmic depen-
dence on the small momentum k of the coefficient of the
bilinear in the exponential of UF indicates that the time-
evolution operator is effectively long-ranged in space and
therefore it is qualitatively different from that one of the
undriven model, given by Eq. (101).
Note that if the eigenvalues of UF (t) were on a unit
circle, then UF (t) would simply rotate the modes. In
contrast, the two eigenvalues of UF (t) at long wave-
lengths (c.f., Appendix F) are actually (qω/2k¯)1/2 and
(qω/2k¯)−1/2 (see Eq. (F4)), which do not lie on a unit cir-
cle, with one of the two being much larger than the other.
This structure of UF (t) where one mode is strongly am-
plified relative to the other in an example of mode squeez-
ing. We note that, in general, the eigenvalues of UF (t)
are time-dependent, but for this example, in the limit of
long wavelength and small drive, the time-dependence of
the eigenvalues turn out to be sub-leading.
In order to highlight the squeezing induced by UF (t),
we evaluate the uncertainty in the position and mo-
mentum operators φk and Πk, respectively, in the state
|Ψ〉 = UF (t = 0)|0〉 obtained by applying UF to a state
with no squeezing which, for convenience, we assume to
be the ground-state |0〉 of the pre-quench Hamiltonian
H0.
In particular, we quantify the uncertainty on the posi-
tion φk in the above state as
∆φk =
√
〈Ψ|φkφ−k|Ψ〉, (112)
with an analogous definition for the uncertainty ∆Πk on
the momentum Πk. Moreover, we denote by ∆0φk =
1/
√
2ω0k and ∆0Πk =
√
ω0k/2 the corresponding quan-
tities in the initial state |0〉, given by the first equali-
ties in Eq. (49), where ω0k is the dispersion of the pre-
quench Hamiltonian given in Eq. (8). By using the results
derived in Appendix E, we find that the corresponding
squeezing are given by
∆φk
∆0φk
=
(
1− ω
k
c−1
c0 + c−1
)−1/2
, (113)
∆Πk
∆0Πk
=
(
1− ω
k
c−1
c0 + c−1
)1/2
, (114)
where k is the quasienergy given in Eq. (31), while the
coefficients c−1,0 are given in Eq. (35a). Note that, as
expected, ∆φk∆Πk = ∆0φk∆0Πk. These normalized un-
certainties are plotted in Fig. 5 as a function of k, for a
given choice of the parameter q of the drive, along the
critical line. The plot shows how the squeezing varies as
a function of the momentum k, by eventually vanishing
at large momenta. The occurrence of dynamical squeez-
ing is signalled by the fact that the quantities reported
in Fig. 5 deviate from the unit reference value. In par-
ticular, the behaviour at small momenta k  √qω  ω,
which results in the largest squeezing, is given by
∆φk
∆0φk
≈
(qω
2k¯
)1/2
, (115a)
∆Πk
∆0Πk
≈
(qω
2k¯
)−1/2
, (115b)
while at intermediate momenta
√
qω  k  ω one finds
∆φk
∆0φk
≈ 1 + 1
16
q2ω2
k¯2
, (116a)
∆Πk
∆0Πk
≈ 1− 1
16
q2ω2
k¯2
. (116b)
These expressions for small and large momenta k are in-
dicated in Fig. 5 as dashed lines and they turn out to
capture rather accurately the actual behavior of these
quantities.
FIG. 5. Dependence of the normalized position and momen-
tum uncertainties ∆φk and ∆Πk, respectively, in Eqs. (113)
and (114) on the momentum k, which highlights the emer-
gence of squeezing at small momenta, signalled by the devia-
tion of these quantities from 1 (dash-dotted horizontal line).
The curves refer to a dimensionless drive amplitude q = 0.22,
drive frequency ω = 2 on the critical line. A different choice of
the parameters does not affect the qualitative features of the
curves. The dashed lines at small and large values of k indi-
cate the corresponding approximations reported in Eqs. (115)
and (116), respectively.
VI. CONCLUSIONS
The Floquet time crystal (FTC) is a non-equilibrium
phase of matter which by now has been realized in numer-
ous theoretical models and experimental systems. Thus
the time is ripe to understand if model-independent fea-
tures of these phenomena emerge, possibly establishing
a notion of universality in these systems. As a first at-
tempt in this direction, we studied in detail the dynam-
ical and structural properties of the periodically driven
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O(N) model along the critical line separating a trivial
phase from the FTC phase. In particular, we showed
the emergence of scale-invariant behaviours, within the
Gaussian approximation, and highlighted that certain
correlators are more long-ranged in the driven problem
than in the absence of drive. For the latter, our point of
comparison was the paramagnetic-ferromagnetic critical
point of the undriven O(N) model.
The relevant correlation functions of the model dis-
play various light-cones near the FTC critical line. The
quasienergy dispersion relation of the problem was found
to be a rather complicated function of the momentum
k, so that no single quasiparticle velocity is associated
with it. Nonetheless, the light-cone dynamics turns out
to be dominated by a slow and a fast velocity, the ratio of
which was found to be
√
q/2, q being the dimensionless
drive amplitude (see Eq. (22)), assumed to be small in
our analysis.
The Floquet unitary which describes the stroboscopic
evolution is found to be qualitatively different at short
and long wavelengths. At long wavelengths, i.e., close
to the resonance condition, the Floquet unitary turns
out to squeeze the modes, as in a parametrically driven
oscillator. On the other hand, at shorter wavelengths,
the Floquet unitary effectively rotates the modes, as in
a simple harmonic oscillator.
Future work will study the effect of interactions. We
expect that the power-laws which characterize the scale-
invariant behaviors found here will be modified and the
results of this investigation will be reported elsewhere.
Exploring the question of universality along the critical
line of a FTC coupled to a bath is also an interesting
open question.
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Appendix A: The Floquet-Bloch theorem and its
application to the Mathieu equation
In Subsec. A 1 of this Appendix we briefly review the
Floquet-Bloch theorem while in Subsec. A 2 we apply it
to the Mathieu equation and also highlight some sub-
tleties related to our model.
1. The Floquet-Bloch theorem
The Floquet-Bloch theorem states that a n×n matrix
Φ(t) which obeys the equation of motion
dΦ(t)
dt
= A(t)Φ(t), (A1)
where A is a n × n periodic matrix with period T , i.e.,
A(t+ T ) = A(t), can be written as
Φ(t) = P(t)eBt, (A2)
where P(t) is an n×n periodic matrix with period T and
B is a n×n non-singular and therefore invertible matrix.
We outline here the proof of the theorem. Since both
Φ(t+ T ) and Φ(t) obey Eq. (A1), one can be written as
a linear combination of the other. Thus one may define
C, a non-singular n× n matrix, such that
Φ(t+ T ) = Φ(t)C. (A3)
Now we use the fact that the matrix logarithm of a non-
singular matrix exists in order to introduce the matrix B
such that
C = eBT . (A4)
Introducing P(t) = Φ(t)e−Bt it is then easy to show,
using Eq. (A3), that P(t + T ) = P(t), which proves the
theorem.
Below we discuss two special cases, both of which
emerge in the periodically driven O(N) model Eq. (5),
which depend on the diagonalizability of the matrices in-
troduced above.
a. Special Cases
We begin by recalling that a diagonalizable matrix
is characterized by having a linearly independent set of
eigenvectors. The first case we consider here is the one in
which the matrix B introduced above is diagonalizable.
This can only happen if C is also diagonalizable. Denot-
ing by CD the diagonal matrix having the eigenvalues
of C as entries, an invertible matrix U exists such that
C = U−1CDU and therefore
CD = e
BDT , (A5)
where BD is the diagonal matrix with [BD]ii T =
[log CD]ii which is the diagonal form of B, as easily de-
rived from Eq. (A4):
B = U−1BDU. (A6)
The second case we are interested in occurs when C
is not diagonalizable, i.e., when C does not have n inde-
pendent eigenvectors. Then a matrix Q exists such that
one can write the matrix C in the Jordan form, i.e.,
C = Q−1JQ with J = D(I + K), (A7)
where J is the Jordan decomposition matrix of C in terms
of a diagonal matrix D and of the matrix D K. The latter
is a matrix whose entries right above the diagonal are the
only non-vanishing ones.
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Taking the logarithm of Eq. (A7), one has log C =
log J, which yields log J = log D(I + K) = log D +
log (I + K). Expanding,
log (I + K) = K− 1
2
K2 +
1
3
K3 + .... (A8)
The above series actually terminates because Kn =
0 for an n dimensional matrix with vanishing lower-
diagonal elements. We will encounter the above non-
diagonalizable form in Section Section IV C when we
study the magnetization dynamics along the critical line.
2. The Mathieu equation
We will now study Eq. (24), but first we recast this
second-order differential equation into two coupled first-
order differential equations, taking a form similar to
Eq. (A1):
d
dt
(
fk
f˙k
)
=
(
0 1
−rk(t) 0
)(
fk
f˙k
)
, (A9)
where
rk(t) = rc + k
2 − r1 cos(ωt). (A10)
Using the Floquet-Bloch theorem, there are two real
independent solutions of Eq. (A9), which we denote by
f
(1)
k (t) and f
(2)
k (t) and which can be arranged to form
the matrix solution Φ such that Eq. (A3) applies:(
f
(1)
k (t+ T ) f
(2)
k (t+ T )
f˙
(1)
k (t+ T ) f˙
(2)
k (t+ T )
)
=
(
f
(1)
k (t) f
(2)
k (t)
f˙
(1)
k (t) f˙
(2)
k (t)
)
×C.
(A11)
As linear and independent solutions f
(1,2)
k (t) of the
Mathieu equation we can consider the functions f
(1)
k 7→
Mc,k and f
(2)
k 7→ Ms,k in Eqs. (37a) and (37b). Defin-
ing Mk(t2, t1) as the matrix which generates the time
evolution according to Eq. (106), one has
∂Mk(t2, t1)
∂t2
=
(
0 1
−rk(t2) 0
)
Mk(t2, t1), (A12)
with Mk(t1, t1) = I2×2. Mk(t2, t1) is a fundamental ma-
trix for the Floquet system. We consider a special case
t1 = 0 which we write as
Mk(t2, 0) =
(
Mc,k(t2) Ms,k(t2)
M˙c,k(t2) M˙s,k(t2)
)
. (A13)
Note that Mk(t2, 0) is also a fundamental matrix for
the Floquet system and therefore it can be expressed
as a linear combination of Mk(t2, t1) via a (possibly t1-
dependent) matrix C such that
Mk(t2, 0) = Mk(t2, t1)C. (A14)
For t2 = 0 this relation yields Mk(0, 0) = Mk(0, t1)C
and, given that Mk(0, 0) = I2×2, one finds C =
Mk(0, t1)
−1. Once inserted in Eq. (A14), this
expression implies Mk(t2, t1) = Mk(t2, 0)C
−1 =
Mk(t2, 0)Mk(0, t1). Alternatively, by setting t2 = t1 in
Eq. (A14) and by taking into account the initial condition
for that equation, one finds C = Mk(t1, 0) and therefore
Eq. (A14) implies
Mk(t2, t1) = Mk(t2, 0)M
−1
k (t1, 0). (A15)
The above manipulations will be helpful when we derive
the Floquet unitary in Sec. V and Appendix E.
Motivated by the analysis of the model we are inter-
ested in, now we will consider two cases. One where C is
diagonalizable, and the other where it is not. The latter
occurs in the analysis of the dynamics of the mode with
k = 0 along the critical line given by Eq. (32).
a. C is diagonalizable
If C is diagonalizable, then thensolutions f
(1)
k (t) and
f
(2)
k (t) arranged in the matrix Φ satisfy Eq. (A2) as a
consequence of the Floquet-Bloch theorem, with a diag-
onal CD given in Eq. (A5), i.e.,f (1)k (t) f (2)k (t)
f˙
(1)
k (t) f˙
(2)
k (t)
 =
u(1)k (t) u(2)k (t)
w
(1)
k (t) w
(2)
k (t)

×
exp(i(1)k t) 0
0 exp(i
(2)
k t)
 , (A16)
where u
(1)
k , u
(2)
k , w
(1)
k , and w
(2)
k are periodic functions
with period T = 2pi/ω. In solving the Mathieu equation
(A9) this instance occurs for k 6= 0, as we will be able
to find two real and independent solutions. However, C
turns out not to be diagonalizable for k = 0, a case which
we considered in detail below.
b. C is non-diagonalizable
Using the Floquet-Bloch solution of the Mathieu equa-
tion derived in Sec. III, the functions Mc,k=0(t) and
Ms,k=0(t) (c.f., Sec. IV C) can be written as
Mc,k=0(t) = cos(ωt/2), (A17)
and
Ms,k=0(t) =
2
ω
1
1 + q
[
sin
(
ωt
2
)
+ q
ωt
2
cos
(
ωt
2
)]
,
(A18)
where we keep, up to O(q2), only the slowest oscillating
terms, which for our parameters are characterized by the
angular frequency ω/2.
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The solutions Mc,k=0 and Ms,k=0 are two independent
solutions of the Floquet equation (A9) and therefore,
according to the notation introduced after Eq. (A10),
we can identify f
(1)
k (t) 7→ Mc,k=0(t) and f (2)k (t) 7→
Ms,k=0(t); however, they do not have the form proposed
in Eq. (A16). Accordingly, the corresponding matrix C
is not diagonalizable but its logarithm can still be de-
termined via the Jordan form Eq. (A7) with non-zero
K. Moreover, note that Mc,k=0 is anti-periodic function
as it changes sign for t 7→ t + T , while Ms,k=0 is not.
We now explicitly show that the above solutions Mc,k=0
and Ms,k=0 satisfy Floquet-Bloch theorem with a non-
diagonalizable matrix C = eBT .
In fact, it is easy to check that
(
Mc,k=0(t) Ms,k=0(t)
M˙c,k=0(t) M˙s,k=0(t)
)
= P∓(t)× exp
{(±i q1+q 2ω
0 ±i
)
ωt
2
}
(A19)
= P∓(t)× e±iωt2
[
1 +
q
1 + q
t
(
0 1
0 0
)]
, (A20)
where P∓(t) is a 2× 2 periodic matrix with period T =
2pi/ω given by
P∓(t) =
(
Mc,k=0(t) Ms,k=0(t)− q1+q t Mc,k=0(t)
M˙c,k=0(t) M˙s,k=0(t)− q1+q t M˙c,k=0(t)
)
e∓i
ωt
2 .
(A21)
In this example C is
C± = exp
{(±i q1+q 2ω
0 ±i
)
pi
}
, (A22)
and is non-diagonalizable.
Appendix B: Approximate expressions for the
quasienergy
In this section we provide some details concerning the
derivation of the approximate expressions in Eq. (34) for
the quasienergy k investigated in Sec. III. Starting from
Eq. (31), which was derived by using the Floquet-Bloch
theorem and under the assumption of a weak drive q  1,
we study the dispersion k in the vicinity of the critical
line defined in Eq. (32). The condition for being at the
critical line is equivalent to requiring
r = rc = (ω/2)
2 + r1/2, (B1)
where we neglect higher-order terms of the form ω2q2,
with q given in Eq. (22). Substituting this expression in
Eq. (31) and expressing the result in terms of the dimen-
sionless drive amplitude q defined in Eq. (22), we obtain
k =
ω
2
+
ω
2
√√√√
2 + q +
(
2k
ω
)2
− 2
√
1 + q +
(q
2
)2
+
(
2k
ω
)2
, (B2)
which, for k = 0, renders k=0 = ω/2 as it should do
along the critical line. The expression above is charac-
terized by the energy scale ω and by the two dimension-
less ratios q and k/ω, which are associated with the drive
amplitude and the external momentum, respectively, the
former assumed to be much smaller than one, i.e., q  1.
The dependence on k of k in Eq. (B2) can be approxi-
mated by different expressions depending on the assump-
tion on the ratio k/ω. In particular, for k  ω one finds
k = k +O(ω/k), (B3)
i.e., Eq. (34c). For k  ω, instead, both ratios are
much smaller than 1 and therefore one can expand up to
the second order the innermost square root in Eq. (B2),
which eventually leads to
k ' ω
2
+
k
2
√(
2k
ω
)2
+ 2q. (B4)
This expression can be further approximated depending
on the relationship between the two terms in the square
root. In particular, if k/ω  √q one finds, up to order
q0,
k ' ω
2
+
k2
ω
, (B5)
i.e., Eq. (34b). If, instead, k/ω  √q, expanding the
square root one finds
k ' ω
2
+ k
√
q
2
, (B6)
i.e., Eq. (34a) taking into account Eq. (33).
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Appendix C: Critical quench in the undriven
Gaussian model
In order to compare in Sec. IV the predictions for cor-
relation functions in the driven model with those in the
absence of drive, we report here for completeness the ex-
pressions of the Keldysh and retarded Green’s function
for the latter, referring the reader to Refs. [46, 50] for
additional details.
The dynamics of φk and Πk for a quench from the
thermal state of the quadratic Hamiltonian with an initial
value r0 of the parameter r in Eq. (5) with r1 = 0, to the
critical point with r = rc = 0 is [46, 50]
φk(t) = cos (kt)φk(0) +
sin (kt)
k
Πk(0), (C1)
Πk(t) = −k sin (kt)φk(0) + cos (kt) Πk(0). (C2)
For a deep quench r0  Λ and at long wavelengths k 
Λ,
〈Πi,k(0)Πj,q(0)〉 = δi,jδk,−qω0k
2
≈ δi,jδk,−q
√
r0
2
,
(C3)
〈φi,k(0)φj,q(0)〉 = δi,jδk,−q 1
2ω0k
≈ δi,jδk,−q 1
2
√
r0
,
(C4)
〈{φi,k(0),Πj,q(0)}〉 = 0, (C5)
where we assumed the temperature β−1 of the initial
state to be such that βr0  1.
The Keldysh Green’s functions turn out to be
iGφφK,u(k, t, t
′) =
√
r0
2k2
[cos(k(t− t′))− cos(k(t+ t′))],
(C6)
iGΠΠK,u(k, t, t
′) =
√
r0
2
[cos(k(t− t′)) + cos(k(t+ t′))],
(C7)
iGφΠK,u(k, t, t
′) =
√
r0
2k
[sin(k(t− t′)) + sin(k(t+ t′))],
(C8)
where we introduced above the subscript u in order to
distinguish these quantities from the corresponding ones
in the driven model.
The retarded Green’s functions, instead, are given by
GφφR,u(k, t, t
′) = −θ(t− t′) sin(k(t− t
′))
k
, (C9)
GΠΠR,u(k, t, t
′) = −θ(t− t′) k sin(k(t− t′)), (C10)
GφΠR,u(k, t, t
′) = θ(t− t′) cos(k(t− t′)). (C11)
At short times t, t′  k−1, the 〈φφ〉 correlators reduce
to
iGφφK,u(k, t, t
′) =
√
r0tt
′, (C12)
GφφR,u(k, t, t
′) = −θ(t− t′)(t− t′). (C13)
Appendix D: Commutation Relations
In this section we show that in order to satisfy the
canonical commutation relations at all times one needs
to solve the Floquet problem exactly. In fact, in con-
structing our perturbative solution we introduce a de-
viation from the exact commutation relations which is
controlled by the smallness of the drive amplitude q, as
we show below.
For simplicity, let us drop the momentum label from
the various quantities which depend on them. The two
independent solutions of the Mathieu equation (18) can
be written as discussed in Sec. III, i.e.,
Mc(t) = 2αRef(t) = 2α
∑
m
cm cos ((+mω)t) , (D1a)
Ms(t) = 2β Imf(t) = 2β
∑
m
cm sin ((+mω)t) . (D1b)
An exact solution should obey the canonical commuta-
tion relations which is equivalent to obeying Eq. (21) at
all times. Substituting Eq. (D1) in the latter condition
gives the equivalent request that
1 = 4αβ
∑
m,n
cmcn(+ nω) cos ((m− n)ωt) . (D2)
By introducing the variable m− n = p, and by splitting
the sum in Eq. (D2) into a time-independent part corre-
sponding to p = 0 and a time-dependent part with p 6= 0,
we obtain
1 = 4αβ
{∑
n
(+ nω)c2n +
∑
p 6=0,n
(+ nω)cncn+p
+
∑
p 6=0
[cos(pωt)− 1]
∑
n
(+ nω)cncn+p
}
.
(D3)
By requiring that the r.h.s. of this equation is time-
independent, we need the coefficient of the last term to
vanish, i.e.,
0 =
∑
n
(+ nω) (cncn+p + cncn−p) , for p 6= 0, (D4)
and the time-independent part needs to equal 1, i.e.,
1 = 4αβ
∑
m,n
cmcn(+ nω). (D5)
In our perturbative treatment, we kept only the two
terms with coefficients c0 and c−1 (see Eq. (35a)) and
have argued that the smallness of the remaining coeffi-
cients is controlled by q. Thus our truncated solution
is
Mc = 2αc0
[
cos(t) +
c−1
c0
cos((− ω)t)
]
, (D6)
Ms = 2βc0
[
sin(t) +
c−1
c0
sin((− ω)t)
]
, (D7)
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and we imposed the validity of the commutation relation
at the initial time t = 0, corresponding to Eq. (D5), i.e.,
1 = 4αβ
[
c20+ c
2
−1(− ω) + c0c−1(2− ω)
]
. (D8)
We can see from Eq. (D4) that, in order to cancel the
time-dependence with p = 1, we need to retain both c1
and c−2. In turn, keeping these terms requires keeping
more terms in the expansion and therefore any truncation
of the series will always result into residual oscillations.
The magnitude of the associated error can be calculated
by evaluating the r.h.s. of Eq. (21) on the perturbative
solutions (D6) and (D7) which, after imposing Eq. (D8),
becomes
McM˙s −MsM˙c = 1− 2(2− ω)c−1/c0
+
(
c−1
c0
)2
(− ω) +
(
c−1
c0
)
(2− ω)
sin2(ωt/2). (D9)
By direct inspection of this equation one realizes that the
largest magnitude of the error in the canonical commu-
tation occurs at small momenta k  √qω. Accordingly,
the corresponding coefficient of the time-dependent term
in Eq. (D9) can be determined by using Eqs. (34a) and
(35b) with the conclusion that the error in the commu-
tation relations is q sin2(ωt/2), i.e., of O(q) at small k.
This error is further suppressed at intermediate and large
k, as discussed in Appendix E and explicitly shown in
Eq. (E36).
Appendix E: Micromotion Operator
Applying the Floquet-Bloch theorem, reviewed in Ap-
pendix A, the matrix which generates the time evolution
(see Eq. (106)) obeys
Mk(t2, 0) = Pk(t2)e
iBkt2 ,
= Pk(t2)U
−1
k e
iBD,kt2Uk, (E1)
where Bk = U
−1
k BD,kUk, and BD,k is a diagonal matrix.
Inserting this equality and its inverse evaluated for t2 7→
t1 into Eq. (A15) we obtain
Mk(t2, t1) = Pk(t2)e
iBk(t2−t1)P−1k (t1),
= Pk(t2)U
−1
k e
iBD,k(t2−t1)UkP−1k (t1). (E2)
Our goal here is to write Mk above in terms of the two
rotation matrices Vk and Fk introduced in Eq. (107),
which we have to determine. The two matrices Vk(t2)
and V−1k (t1) in Eq. (107) capture micromotion, while
the third matrix in the same equation performs the rota-
tion due to the time evolution controlled by the Floquet
Hamiltonian HF , see Eq. (102).
We will now use the fact that Mk(t, 0) can be written
in terms of Mc,k and Ms,k as in Eq. (A13) and that the
latter can be related to the Floquet quasi modes fk and
f∗k as in Eq. (36). We also find it convenient to define
the phase Ωk(t) of the modes uk introduced in Eq. (25)
as
uk(t) = |uk(t)|eiΩk(t) (E3)
so that the latter equation implies
fk(t) = uk(t)e
ikt = |fk(t)|eiΩk(t)eikt. (E4)
Using these expressions we can write
Mk(t, 0) =
(
Mc,k(t) Ms,c(t)
M˙c,k(t) M˙s,k(t)
)
=
(
f∗k (t) fk(t)
f˙∗k (t) f˙k(t)
)(
αk iβk
αk −iβk
)
=
(
u∗k(t) uk(t)
u˙∗k(t)− iku∗k(t) u˙k(t) + ikuk(t)
)(
e−ikt 0
0 eikt
)(
αk iβk
αk −iβk
)
=
(
u∗k(t) uk(t)
u˙∗k(t)− iku∗k(t) u˙k(t) + ikuk(t)
)(
αk iβk
αk −iβk
)
1
−2iαkβk
(−iβk −iβk
−αk αk
)(
e−ikt 0
0 eikt
)(
αk iβk
αk −iβk
)
,
(E5)
where we have inserted the identity
I2×2 =
(
αk iβk
αk −iβk
)
1
−2iαkβk
(−iβk −iβk
−αk αk
)
.
Comparing Eqs. (E1) and (E5), we conclude that
BD,k =
(−k 0
0 k
)
, (E6)
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U−1k e
iBD,ktUk =
1
−2iαkβk
(−iβk −iβk
−αk αk
)
×
(
e−ikt 0
0 eikt
)(
αk iβk
αk −iβk
)
,
(E7)
and
Pk(t) =
(
u∗k(t) uk(t)
u˙∗k(t)− iku∗k(t) u˙k(t) + ikuk(t)
)
×
(
αk iβk
αk −iβk
)
.
(E8)
The canonical commutation relation [φk(0),Πk(0)] = 1
further imposes
det[Mk(0, 0)] = det[Pk(0)]det[U
−1
k ]det[Uk]
= det[Pk(0)] = 1.
(E9)
Using the explicit form of Pk(0) in Eq. (E8) we obtain
det[Pk(0)] = −2iαkβk
(
2ik + 2iΩ˙k(0)
)
|fk(0)|2 = 1,
(E10)
which gives the condition
αkβk =
1
4
(
k + Ω˙k(0)
)
|fk(0)|2
. (E11)
As shown in Appendix D, for the canonical commu-
tation relation to hold at all times, an exact solution of
the Mathieu equation is needed. Since the solution in
Eq. (26) is truncated, it yields a solution with an O(q)
error to the commutation relation at small momenta (the
error is smaller at larger momenta, as we show below).
In addition, if f
(e)
k (t) is an exact solution of the Mathieu
equation, then det[P
(e)
k (t)] is an integral of motion which
is proportional to Im[f
(e)
k
∗
f˙
(e)
k ],
det[P
(e)
k (t)] = −2iαkβk
(
2ik + 2iΩ˙k
)
|f (e)k (t)|2 = 1.
(E12)
Let us define the matrix Rk which performs the
rotation from position-momentum fields to creation-
annihilation operators,(
φk
Πk
)
= Rk
(
ak
a†−k
)
, (E13)
where,
Rk =
1√
2k
(
1 1
−ik ik
)
, (E14)
with det[Rk] = i. The creation and annihilation opera-
tors a†k and ak indicated here are those which diagonalize
HF in Eq. (101). Upon inserting the matrices Rk and
R−1k in Eq. (E2) we obtain,
Mk(t2, t1) = Pk(t2)U
−1
k R
−1
k
×RkeiBD,k(t2−t1)R−1k RkUkP−1k (t1)
= Vk(t2)Fk(t2 − t1)V−1k (t1). (E15)
Accordingly, Fk(t) can be obtained from above as
Fk(t) = Rke
iBD,ktR−1k = Rk
(
e−ikt 0
0 eikt
)
R−1k
=
(
cos(kt)
1
k
sin(kt)
−k sin(kt) cos(kt)
)
.
(E16)
Moreover, from Eq. (E15), we identify Vk(t) to be
Vk(t) = Pk(t)U
−1
k R
−1
k . (E17)
Recall that in order for the commutation relation be-
tween φk(0) and Πk(0) to be equal to 1, det[Pk(0)] = 1
as shown in Eq. (E9). Moreover, preserving the com-
mutation relation between the rotated fields obtained
after the application of Vk(0) requires det[Vk(0)] =
det[Pk(0)]det[U
−1
k ]det[R
−1
k ] = 1, since det[Rk] = i and
det[Uk] = −i. The matrix Uk which satisfies this re-
quirement is
Uk =
1√
2αkβk
(
αk iβk
αk −iβk
)
. (E18)
Using Eqs. (E8), (E18), and (E11) we can write
Pk(t)U
−1
k =
1√
2k + 2Ω˙k(0)|fk(0)|
(
u∗k(t) uk(t)
u˙∗k(t)− iku∗k(t) u˙k(t) + ikuk(t)
)
. (E19)
Thus the micromotion matrix is
Vk(t) = Pk(t)U
−1
k R
−1
k =
1√
1 + Ω˙k(0)k |fk(0)|
(
Re[uk(t)]
1
k
Im[uk(t)]
Re [u˙k(t) + ikuk(t)]
1
k
Im [u˙k(t) + ikuk(t)]
)
. (E20)
23
Using Eq. (E3), the previous equation becomes
Vk(t) =
1√
1 + Ω˙k(0)k
|fk(t)|
|fk(0)|
×
(
cos(Ωk(t))
1
k
sin (Ωk(t))
−k
(
1 + Ω˙k(t)k
)
sin(Ωk(t)) +
d log(|fk(t)|)
dt cos(Ωk(t))
(
1 + Ω˙k(t)k
)
cos (Ωk(t)) +
1
k
d log(|fk(t)|)
dt sin(Ωk(t))
)
,
(E21)
and
det[Vk(t)] =
1 + Ω˙k(t)k
1 + Ω˙k(0)k
|fk(t)|2
|fk(0)|2 , (E22)
with
det{Mk(t2, t1)}
= det[Vk(t2)] det[Fk(t2 − t1)] det[V−1k (t1)]
=
1 + Ω˙k(t2)k
1 + Ω˙k(t1)k
|fk(t2)|2
|fk(t1)|2 .
(E23)
For an exact solution, Eqs. (E22) and (E23) would equal
1. Thus these two equations provide a way to quantify
the error in the commutation relations arising from the
truncation in Sambe space.
Near the critical line defined in Eq. (32) and for small
drive amplitudes q  1, uk(t) can be approximated by
truncating the infinite series where all the coefficients ex-
cept c0 and c−1 vanish. In addition, uk(t) can be nor-
malized such that c0 = 1. We write
uk(t) ≈ 1 + c−1
c0
e−iωt = 1 + σke−iωt, (E24)
where, for later convenience, we introduce σk = c−1/c0
having the following form at small and intermediate mo-
menta (see Eq. (35a)),
σk ≈

1− 4 k
qω
for k  √qω  ω,
1
16
q2ω2
k¯2
for
√
qω  k  ω.
(E25)
In the subsequent derivations, the following identities,
derived on the basis of Eqs. (E4) and (E24) will be help-
ful,
|fk(t)| =
√
1 + σ2k + 2σk cos(ωt), (E26)
d log(|fk(t)|)
dt
=
−ωσk sin(ωt)
1 + σ2k + 2σk cos(ωt)
, (E27)
cos Ωk(t) =
1 + σk cos(ωt)√
1 + σ2k + 2σk cos(ωt)
, (E28)
sin Ωk(t) =
−σk sin(ωt)√
1 + σ2 + 2σk cos(ωt)
, (E29)
Ω˙k = −ω σ
2
k + σk cos(ωt)
1 + σ2k + 2σk cos(ωt)
. (E30)
In the two subsections below we investigate the mi-
cromotion operator in the two relevant limits we have
identified in this work, i.e., the one of small momenta
k  √qω  ω and the other of intermediate momenta k
with
√
qω  k  ω.
1. Micromotion operator for
√
qω  k  ω
In this case of intermediate momenta, Eq. (E25) im-
plies σk ≈ q2ω2/16k¯2  1. Keeping terms which are
linear in q2, we obtain
|fk(t)| ≈ 1 + 1
16
q2ω2
k
2 cos(ωt), (E31)
d log(|fk(t)|)
dt
≈ − 1
16
q2ω2
k
2 ω sin(ωt), (E32)
sin Ωk(t) ≈ − 1
16
q2ω2
k
2 sin(ωt), (E33)
Ωk(t) ≈ − 1
16
q2ω2
k
2 sin(ωt), (E34)
cos Ωk(t) ≈ 1. (E35)
These expressions, inserted in Eq. (E21) render Eq. (109).
The error in the determinant of Vk due to the truncation
in Sambe space is of the form
det[Vk(t)] = 1 +O
(
q4ω4/k
4
)
, (E36)
i.e., as anticipated, of higher-order in q compared to
Eq. (D9).
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2. Micromotion operator for k  √qω  ω
In this limit of small momenta, Eq. (E25) gives σk ≈
1 − 4k¯/(qω). Defining δk = 1 − σk ≈ 4k¯/qω  1, some
helpful relations are
|fk(t)| =
√
2(1− δk)(1 + cos(ωt)) + δ2k, (E37)
d log(|fk(t)|)
dt
=
−ω(1− δk) sin(ωt)
2(1− δk)(1 + cos(ωt)) + δ2k
, (E38)
cos Ωk(t) =
1 + (1− δk) cos(ωt)√
2(1− δk)(1 + cos(ωt)) + δ2k
, (E39)
sin Ωk(t) =
−(1− δk) sin(ωt)√
2(1− δk)(1 + cos(ωt)) + δ2k
, (E40)
Ω˙k = −ω (1− δk)
2 + (1− δk) cos(ωt)
1 + (1− δk)2 + 2(1− δk) cos(ωt) .
(E41)
Expanding Vk(0) from Eq. (E21) in powers of k¯/(qω),
we will keep the first two terms, as keeping only the first
leading term will result in a singular matrix with zero
determinant. Accordingly, we have
cos Ωk(t) ≈ 1√
2
√
1 + cos(ωt) +
√
2k¯
qω
1− cos(ωt)√
1 + cos(ωt)
=
∣∣∣cos(ω
2
t
)∣∣∣+ 2k¯
qω
sin2(ωt)∣∣cos (ω2 t)∣∣ , (E42)
sin Ωk(t) ≈ −
(
1− 2k¯
qω
)
sin(ωt)√
2 + 2 cos(ωt)
= −
(
1− 2k¯
qω
) ∣∣cos (ω2 t)∣∣
cos
(
ω
2 t
) sin(ω
2
t
)
, (E43)
1 +
Ω˙k(t)
k
≈
(
2k¯
qω
+
(
2k¯
qω
)2)
1
cos2
(
ωt
2
) + 2k¯
qω
q, (E44)
|fk(t)| ≈
(
1 +
2k¯
qω
)
2
∣∣∣cos(ω
2
t
)∣∣∣ , (E45)
d log(|fk(t)|)
dt
≈ −
(
1− 2k¯
qω
)
ω
2
tan
(ω
2
t
)
. (E46)
These approximate expressions, once inserted into
Eq. (E21), give
Vk(t) =
1
2
√
qω
2k
[(
1 + cos (ωt) − 2ω sin (ωt)−ω2 sin (ωt) 1− cos (ωt)
)
+
2k¯
qω
(
1
2 [1− cos (ωt)− 2 cos (2ωt)] 3ω sin (ωt)−ω4 [sin (ωt)− 2 sin (2ωt)− 4 tan (ωt/2)] 12 [5 cos (ωt)− 1]
)
+ q
(− 12 (1 + cos (ωt)) 1ω sin (ωt)
ω
4 sin (ωt)
1
2 (cos (ωt)− 1)
)
+ q
2k¯
qω
(
1
4 (1 + 3 cos (ωt) + 2 cos (2ωt)) − 52ω sin(ωt)
ω
8 (3 sin(ωt)− 2 sin(2ωt)− 4 tan(ωt/2)) 14 (7− 3 cos (ωt))
)]
. (E47)
At the leading order in the expansion for small momenta
this expression renders Eq. (110).
The error in the determinant of Vk from the truncation
in Sambe space is of the form
det[Vk(t)] = 1−q sin2(ωt/2)+O
(
q2
)
+O
(
2k¯
qω
)
, (E48)
i.e., of the same order as that found in Eq. (D9).
Appendix F: Derivation of Eq. (111)
In order to derive the expression reported in Eq. (111)
for UF , we start from Eq. (E47), which obeys Eq. (104).
Consider the matrix Rk in Eq. (E14) which transforms
the rotation from position-momentum fields to creation-
annhiliation operators. Combining Eqs. (E13) and (104),
we obtain,
U†F
(
ak
a†−k
)
UF = R
−1
k VkRk
(
ak
a†−k
)
, (F1)
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where we define uk and vk such that
R−1k VkRk =
(
uk vk
v∗k u
∗
k
)
. (F2)
From Eqs. (E47) and (E14) it follows that, for k¯/qω  1,
uk =
1
2
√
qω
2k¯
{
1 +
2k¯
qω
[
cos(ωt)− 1
2
cos(2ωt) + i cos2(ωt) tan(ωt/2)
]}
, (F3a)
vk =
1
2
√
qω
2k¯
{
e−iωt +
2k¯
qω
[
1
2
− 3
2
cos(ωt)− 1
2
cos(2ωt) + i
(
1
2
sin(ωt) +
1
2
sin(2ωt) + tan(ωt/2)
)]}
. (F3b)
The eigenvalues of UF (t) in Eq. (F1) are those of the ma-
trix in Eq. (F2), with the elements reported in Eq. (F3).
At small k we find these eigenvaluee to be, at the leading
order,
(qω
2k¯
)1/2
and
(qω
2k¯
)−1/2
, (F4)
as anticipated in the text after Eq. (111). In the limit
of small momenta and weak drive, these eigenvalues are
time-independent.
Now that the action of UF on the creation and annihi-
lation operators is known from Eqs. (F1), (F2), and (F3)
we would like to determine the form of the operator UF .
Since the various momenta labeled by k are independent,
this is essentially a single-mode problem and therefore we
can simplify the notation by suppressing the momentum
label. The form of the transformation induced by UF on
the operators a and a† suggests that UF should take the
generic form
U(β, σ) = eO, (F5)
parameterized by a real and a complex number β and σ,
respectively with
O = i
(
a† a
)( β σ
σ∗ β
)(
a
a†
)
, (F6)
such that O† = −O. The action of the operator U on a
can be easily determined by expanding the exponential:
U†aU = e−OaeO =
∞∑
n=0
1
n!
C(n), (F7)
where
C(0) = a and C(n+1) =
[
C(n), O
]
, n = 0, 1, . . . .
(F8)
Substituting in these equation the operator O defined in
Eq. (F6) one obtains
C(2n+1) = λ2n
(
2iσa† + 2iβa
)
, n = 0, 1, . . .
C(2n) = λ2na, n = 1, 2, . . . ,
where, for later convenience, we introduced
λ =
√
4|σ|2 − 4β2. (F9)
Inserting these expressions in Eq. (F7), one finds
U†aU =
∞∑
n=0
λ2n+1
(2n+ 1)!
(
2iσa† + 2iβa
)
λ
+
∞∑
n=0
λ2n
(2n)!
a,
(F10)
in which the series can be resummed and yields
U†aU =
[
coshλ+ 2iβ
sinhλ
λ
]
a+ 2iσ
sinhλ
λ
a†. (F11)
By comparing Eq. (F11) with Eqs. (F1) and (F2) one can
easily identify
u = coshλ+ 2iβ
sinhλ
λ
and v = 2iσ
sinhλ
λ
. (F12)
Solving for β and σ in terms of u and v, we obtain
β =
log
(
uR +
√
u2R − 1
)
2
√
u2R − 1
uI , (F13a)
σ = −
log
(
uR +
√
u2R − 1
)
2
√
u2R − 1
iv, (F13b)
where uR = (u+u
∗)/2 and uI = (u−u∗)/(2i) are the real
and imaginary parts of u, respectively. In the case we are
actually interested in, u → uk and v → vk. Using the
explicit expressions of uk and vk in Eq. (F3) in order to
determine the corresponding βk and σk from Eq. (F13),
one obtains the forms Eqs. (F5) and (F6) for the operator
UF in Eq. (111), where the latter is written by keeping
only the dominant terms at small momenta.
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