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vKurzfassung Die realistische, physikalisch-basierte Repra¨sentation von
Flu¨ssigkeiten in der Computergraphik umfasst die drei Schritte der (Stro¨mungs-)
Simulation, Oberfla¨chenextraktion und Darstellung. Die Erzeugung realistischer
Animationen mit Hilfe dieser Schritte ist rechentechnisch kostenintensiv und in der
Regel nicht in Echtzeit durchfu¨hrbar. Verfahren, die dennoch plausible Ergebnisse
in Echtzeitumgebungen anstreben, mu¨ssen daher einen Kompromiss zwischen
Qualita¨t und Performanz eingehen.
Das Ziel dieser Dissertation ist die Beschleunigung der einzelnen Schritte der Re-
pra¨sentation, um den Detailgrad virtueller Flu¨ssigkeiten in Echtzeitumgebungen zu
vergro¨ßern. Hierzu wird ein allgemeines Schema eingefu¨hrt, welches die Verwendung
verschiedener Simulationstechniken systematisiert, um problemangepasste und effi-
ziente Repra¨sentationen zu ermo¨glichen. Der Schwerpunkt liegt in der Reduktion der
Dimensionalita¨t einer Simulation unter Beru¨cksichtigung der zu repra¨sentierenden
physikalischen Effekte. Zur Oberfla¨chenextraktion dreidimensionaler Partikelwolken,
wie sie zum Beispiel aus einer Flu¨ssigkeitssimulation resultieren ko¨nnen, wird eine
schnelle, Bildraum-basierte Methode eingefu¨hrt. Bezu¨glich des Aspekts der Darstel-
lung werden effiziente Ansa¨tze zur Approximation optischer Effekte und Visualisie-
rung physikalischer Eigenschaften beschrieben.
Die Mo¨glichkeiten und Grenzen der beschriebenen Konzepte wurden anhand pro-
totypischer Implementierungen evaluiert. Dabei zeigte sich, dass die vorgestellten
Methoden die Laufzeit beziehungsweise Qualita¨t bestehender Techniken der inter-
aktiven Flu¨ssigkeitsrepra¨sentation verbessern.
Abstract Realistic physically-based visual representations of liquids require three
main steps to be conducted: simulation, surface extraction and rendering. Since each
of these steps in itself is a computationally complex task, realistic representations of
liquids is a time-consuming endeavor. As a result, approaches that aim for real-time
rendering and interactivity usually have to trade off quality for rendering speed.
The goal of this thesis is to accelerate the representations of realistic liquids to
achieve real-time frame rates. This is accomplished by devising novel dedicated acce-
leration techniques for each of the above mentioned steps. Firstly, a general scheme
for adaptive simulation is developed, which serves as the basis to appropriately choo-
se from the set of available simulation techniques. The key goal of this scheme is to
reduce simulation dimensionality and resolution while considering the requirements
of the physical effects to be simulated. Secondly, efficient approaches for surface ex-
traction from dynamic point clouds are described. Thirdly, rendering is improved by
effective approximations of optical effects and visualization of physical properties.
Furthermore, the concepts described by this thesis were implemented as a pro-
totype, based on which the concepts’ benefits and drawbacks were analyzed. The
results show that the presented concepts significantly improve the quality of realistic
real-time representations of liquids while on the other hand allowing for real-time
frame rates.
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1. Einleitung
Motivation Materie im flu¨ssigen Aggregatszustand wird als Flu¨ssigkeit be-
zeichnet. Das physikalische Verhalten von Flu¨ssigkeiten wird im Rahmen der
Stro¨mungsmechanik beschrieben. Die numerische und mo¨glichst akkurate Simu-
lation des Stro¨mungsverhaltens von Flu¨ssigkeiten ist wichtiger Bestandteil der
Forschung und Entwicklung. Aufgrund der komplexen Dynamik von Flu¨ssigkeiten
sind derartige physikalische Simulationen jedoch zu rechenaufwendig fu¨r interaktive
Anwendungen, wie zum Beispiel Virtual Reality-Umgebungen oder Computerspiele.
Die Computergraphik adaptiert existierende physikalische Simulationsmethoden,
um realistische Animationen virtueller Flu¨ssigkeiten zu realisieren. Ziel dieser
Bemu¨hungen ist eine automatische, realistische und plausible Dynamik und Dar-
stellung. Vergleichbaren Realismus mit klassischen Animationstechniken zu erzielen,
ist mit großem handwerklichen Zeitaufwand verbunden. In Echzeitumgebungen, in
denen der Benutzer mit der Umgebung interagiert, gibt es keine nennenswerte Alter-
native zu Simulationen, da die Interaktion unvorhersehbar ist. In der Regel werden
approximierende, physikalische Simulationsmethoden mit klassischen Animations-
methoden kombiniert, so dass fu¨r die Simulationsmethoden in der Computergraphik
der Begriff physikalisch-basiert verwendet wird. Trotz der Verwendung physikalisch-
basierter Simulationstechniken zur Animation von Flu¨ssigkeiten beno¨tigt die Erzeu-
gung photo-realistischer Ergebnisse jedoch in der Regel viele Minuten oder Stunden
pro Bild (zum Beispiel [LTKF08, LAD08]). Denn neben der Simulation gilt es ei-
ne sich permanent a¨ndernde Oberfla¨che der Flu¨ssigkeit zu extrahieren und optische
Eigenschaften realistisch darzustellen. Diese drei Schritte sind rechentechnisch auf-
wendig. In dieser Arbeit wird das Ergebnis dieser drei Schritte zusammenfassend
mit Flu¨ssigkeitsrepra¨sentation bezeichnet.
Die Leistungsverbesserungen von Standard-PC-Hardware hat die Ambitionen der
Forschung hinsichtlich der Flu¨ssigkeitsrepra¨sentation auf diesen Systemen auch in
Richtung der interaktiven oder echtzeitfa¨higen Darstellung geschu¨rt. Das Deutsche
Institut fu¨r Normung (DIN) bezeichnet Echtzeitsysteme als Rechensysteme, de-
ren Verarbeitungsergebnisse innerhalb einer vorgegebenen Zeitspanne verfu¨gbar sind.
Diese Definition kann den Anforderungen an Echtzeitsysteme in der Computergra-
phik nicht gerecht werden, da lediglich eine vorgegebene und keine beschra¨nkte
Zeitspanne gefordert ist. Dennoch gibt es keine eindeutige und allgemein gu¨ltige
Definition von Echtzeit in der Computergraphik. Insofern bezieht sich diese Arbeit
bei den Begriffen Interaktivita¨t und Echtzeit in Anlehnung an [CLHM97, AMHH08]
und das allgemeine Versta¨ndnis in der Computergraphik auf Bildwiederholraten,
die eine Simulation und Darstellung bei einer Geschwindigkeit realisieren, die fu¨r
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den Betrachter als interaktiv wahrgenommen werden kann und in keiner spu¨rbaren
Latenz (Zeitverzo¨gerung < 15 ms) resultiert. Dementsprechend werden die beiden
Begriffe in dieser Arbeit verwendet. Wenngleich auch keine eindeutige Definition
existiert, so sei doch als Gro¨ßenordnung erwa¨hnt, dass in der Computergraphik oft-
mals Bildwiederholraten gro¨ßer 10 Hz mit interaktiv und gro¨ßer 30 − 50 Hz mit
echtzeitfa¨hig bezeichnet werden. Ab Bildwiederholraten von 72 Hz und mehr ist eine
wahrnehmbare Grenze erreicht und ein Unterschied ist fu¨r den Betrachter nicht mehr
wahrzunehmen [AMHH08]. Die Problematik der interaktiven, physikalisch-basierten
Flu¨ssigkeitsrepra¨sentation besteht darin, innerhalb dieser sehr kleinen Zeitfenster
Simulationsschritte auszufu¨hren und gleichzeitig die Flu¨ssigkeit darzustellen. Denn
nur so kann eine direkte Interaktion mit der virtuellen Flu¨ssigkeit erfolgen. Anwen-
dungsfelder liegen in den Bereichen der Virtual Reality-, Simulations- und Virtual
Surgery-Umgebungen, aber vornehmlich im Bereich der Computerspiele.
Diese Arbeit pra¨sentiert neue Methoden fu¨r die Flu¨ssigkeitsrepra¨sentation in in-
teraktiven Umgebungen. Denn obwohl hierzu bereits Ergebnisse pra¨sentiert wur-
den wurden (zum Beispiel [MCG03, YHK07]), werden neue Methoden beno¨tigt, um
mehr Details darzustellen oder die simulierte Flu¨ssigkeitsmenge zu vergro¨ßern. Mit
dieser Blickrichtung pra¨sentiert diese Arbeit zuna¨chst eine abstrakte Sicht auf die
Flu¨ssigkeitsrepra¨sentation. Es wurden sechs Methoden entworfen, die neue Beitra¨ge
in allen drei Schritten der interaktiven Flu¨ssigkeitsrepra¨sentation darstellen.
Im na¨chsten Abschnitt erfolgt eine Problembeschreibung, anschließend werden die
konkreten Beitra¨ge dieser Arbeit benannt. Den Abschluss dieses Kapitels stellt eine
U¨bersicht u¨ber den Aufbau dieser Arbeit dar.
Problembeschreibung Reale Flu¨ssigkeiten besitzen eine Vielzahl physikalischer Ei-
genschaften, die zum Beispiel zu komplexen und teilweise chaotischen Bewegun-
gen und Verhaltensweisen fu¨hren ko¨nnen. Daru¨ber hinaus unterliegt die Ober-
fla¨che in dynamischen Situationen einer permanenten Vera¨nderung. Zudem besit-
zen Flu¨ssigkeiten im Allgemeinen und transparente Flu¨ssigkeiten im Besonderen
komplexe optische Eigenschaften, die zum Beispiel zur Reflexion, Brechung und Ab-
sorption von Lichtstrahlen fu¨hren. Die realistische Repra¨sentation dieser Merkmale
ist rechentechnisch aufwendig.
Entsprechend kann die Flu¨ssigkeitsrepra¨sentation in der Computergraphik in drei
unabha¨ngig voneinander auszufu¨hrende Schritte unterteilt werden, die in dieser
Arbeit in der allgemeine Liquid-Pipeline zusammengefasst werden — siehe Abbil-
dung 1.1.
Die Grundproblematik der interaktiven Flu¨ssigkeitsrepra¨sentation besteht in der
effizienten Ausfu¨hrung der allgemeinen Liquid-Pipeline. In nicht-interaktiven Umge-
bungen, also Umgebungen, in denen keine Beschra¨nkungen der Berechnungszeit exi-
stieren, besteht das Vorgehen in der Regel darin, fu¨r den ersten Schritt eine hochauf-
gelo¨ste, physikalische Stro¨mungssimulation durchzufu¨hren. Die sich ergebende freie
Oberfla¨che wird bei hoher Auflo¨sung extrahiert — zum Beispiel mit Hilfe eines Mar-





Abb. 1.1.: Die allgemeine Liquid-Pipeline.
wendung von Techniken wie Ray Tracing [Whi80] und Photon Mapping [JC95] rea-
listisch dargestellt. Ein derartiges Vorgehen ist in interaktiven Umgebungen jedoch
nicht mo¨glich. Interaktivita¨t kann lediglich durch Verwendung verha¨ltnisma¨ßig nied-
riger Simulations- und Oberfla¨chenextraktionsauflo¨sungen erzielt werden, so dass die
resultierenden Oberfla¨chen vergleichsweise wenig Details aufweisen. Die optischen
Eigenschaften werden approximiert, um visuelle Effekte wie optische Brechungen
mit hoher Geschwindigkeit darstellen zu ko¨nnen.
Das Ziel der Forschungsbemu¨hungen im Bereich der interaktiven Repra¨sentation
ist es, die drei Schritte der allgemeinen Liquid-Pipeline in Echtzeit auszufu¨hren und
dabei dennoch realistisch wirkende Ergebnisse zu erzielen. Obwohl bereits beachtli-
che Fortschritte im Bereich der interaktiven Repra¨sentation erzielt wurden, werden
neue Techniken beno¨tigt, um Flu¨ssigkeiten
• detaillreicher und
• in gro¨ßeren Mengen
in Echtzeitumgebungen repra¨sentieren zu ko¨nnen. Diese beiden Punkte stellen auch
existierende dreidimensionale, interaktive Flu¨ssigkeitssimulationen vor erhebliche
Probleme. In gewisser Weise bedingen sich diese beiden Punkte gegenseitig. Der
Aufwand wa¨chst mit der simulierten Flu¨ssigkeitsmenge, so dass die Details abneh-
men und vice versa. Ziel ist es somit, einen mo¨glichst ausgewogenen Kompromiss
zwischen Qualita¨t und Performanz zu finden.
An dieser Stelle sei explizit Wasser erwa¨hnt, da es fu¨r die Computergraphik
die wohl am ha¨ufigsten zu repra¨sentierende Flu¨ssigkeit darstellt. Gerade die Re-
pra¨sentation transparenten Wassers mit seiner sehr niedrigen Viskosita¨t und der
daraus resultierenden hohen Dynamik ist eine besondere Herausforderung.
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Beitra¨ge Die Beitra¨ge dieser Arbeit schließen sich den im vorhergehenden
Abschnitt beschriebenen Bemu¨hungen zur Verbesserung der Qualita¨t und
Mo¨glichkeiten existierender Methoden zur interaktiven Flu¨ssigkeitsrepra¨sentation
an. Im Fokus steht die Realisierung einer effizienten und flexiblen Repra¨sentation
von Flu¨ssigkeiten. Dabei pra¨sentiert die vorliegende Arbeit Beitra¨ge fu¨r jeden
der drei Schritte der allgemeinen Liquid-Pipeline. Ein Schwerpunkt liegt auf
dem Schritt der Simulation, da dieser das endgu¨ltige Verhalten der Flu¨ssigkeit
maßgeblich bestimmt. Beitra¨ge fu¨r die schnelle Oberfla¨chenextraktion und die
-darstellung komplementieren die Verbesserungen im Bereich der Simulation.
Ausgangspunkt ist die Beobachtung, dass eine einzige Repra¨sentationsmethode
nicht notwendigerweise den Anforderungen in interaktiven Umgebungen genu¨gt —
also zum Beispiel nicht zugleich große Flu¨ssigkeitsmengen, wie eine Ozeanoberfla¨che,
und dreidimensionale Flu¨ssigkeitseffekte, wie einen Wasserfall, darstellen kann. Aus
diesem Grund thematisiert diese Arbeit zuna¨chst eine
• abstrakte Sicht auf die Simulation von Flu¨ssigkeitspha¨nomenen in
interaktiven Umgebungen. Diese wird in einem allgemeinen Schema zu-
sammengefasst. Anhand des Schemas kann fu¨r konkrete Umgebungen entschie-
den werden, welche Simulationsmethoden geeignet bzw. erforderlich sind, um
die gewu¨nschten Eigenschaften zu repra¨sentieren. Dabei ermo¨glicht das Sche-
ma nicht nur einen allgemeinen Blick auf die Realisierung ra¨umlich getrennter
Simulationen. Unter Verwendung des Schemas wurden direkte Kopplungen
von Simulationsmethoden realisiert, deren Ergebnisse, Geschwindigkeit oder
Mo¨glichkeiten u¨ber die existierender Verfahren hinausgehen. Zusa¨tzlich ko¨nnen
anhand des Schemas existierende Arbeiten klassifiziert werden, die verschiede-
ne Simulationsmethoden verwenden.
Konkret pra¨sentiert diese Arbeit neue, problemangepasste Methoden zur Simulation
von Flu¨ssigkeiten, die aus dem entwickelten Schema abgeleitet werden ko¨nnen und
die durch Verwendung verschiedener Simulationsmethoden unterschiedlicher Dimen-
sionen die Mo¨glichkeiten erweitern und die Qualita¨t verbessern.
• Bewegte Oberfla¨chensimulationsgitter [CS09b] Ziel dieses Ansatzes ist
es, eine adaptive und effiziente Simulation großer Fu¨ssigkeitsfla¨chen (zum Bei-
spiel Ozean) mit Objekt-Interaktion (zum Beispiel Boote) zu ermo¨glichen. Da-
zu werden Simulationen lediglich in notwendigen Bereichen durchgefu¨hrt, die
bei Bedarf dynamisch sein ko¨nnen. Zudem werden effektive Methoden zur Er-
zeugung von Heckwellen und zur Animation von Schaum gegeben.
• 2D Stro¨mungssimulation in Kombination mit 2D Ober-
fla¨chensimulation [Cor08] Diese Kombination ermo¨glicht die ef-
fiziente Beschreibung der Wellenausbreitung in zweidimensionalen
Stro¨mungssimulationen. So ko¨nnen Objekte von der Stro¨mung beein-
flusst werden und zugleich selbst Oberfla¨chenwellen erzeugen. Zudem ko¨nnen
Oberfla¨chenwellen in stro¨menden Gewa¨ssern modelliert werden.
5• 3D Stro¨mungssimulation in Kombination mit 2D Ober-
fla¨chensimulation [Cor07b] In Echtzeitumgebungen ko¨nnen drei-
dimensionale Stro¨mungssimulationen wegen der hohen Komplexita¨t
lediglich undetaillierte Flu¨ssigkeiten repra¨sentieren. Eine effiziente Ober-
fla¨chensimulation, die an die Stro¨mungssimulation gekoppelt wird, ermo¨glicht
zusa¨tzlich die Darstellung filigraner Kapilarwellen. Diese ko¨nnten mit einer
reinen Stro¨mungssimulation lediglich bei sehr hohen Simulationsauflo¨sungen
realisiert werden und wa¨ren dann nicht echtzeitfa¨hig.
• Brechende Wellen [CS08] Eine dreidimensionale brechende Welle kann aus
Kombinationen zweidimensionaler Stro¨mungssimulationen in Echtzeit erzeugt
werden. Die Symmetrie einer brechenden Welle wird dabei ausgenutzt, um aus
einer zweidimensionalen brechenden Welle eine dreidimensionale zu konstru-
ieren. Dieser vorgestellte Ansatz ist der Erste, der eine physikalisch-basierte
Simulation zur Repra¨sentation brechender Wellen in Echtzeitumgebungen ver-
wendet.
Im Bereich der Oberfla¨chenextraktion, dem zweiten Schritt der allgemeinen Liquid-
Pipeline, stellt diese Arbeit das folgende Verfahren vor:
• Effiziente Oberfla¨chendarstellung Partikel-basierter Flu¨ssigkeiten
[CS09a] Dabei handelt es sich um eine Bildraum-basierte Ober-
fla¨chenextraktion aus dynamischen Partikelwolken. Die Methode wird
vollsta¨ndig auf der GPU ausgefu¨hrt und erzeugt kein polygonales Gitter.
Deshalb ist der Ansatz in der Ausfu¨hrung ausgesprochen kostengu¨nstig
und gut geeignet fu¨r die Darstellung dreidimensionaler Flu¨ssigkeiten in
interaktiven Umgebungen.
Im Bereich der Darstellung von Flu¨ssigkeiten pra¨sentiert diese Arbeit neben einigen
Ideen zu Approximationen optischer Effekte folgende neue Beitra¨ge:
• Optische Brechung oberfla¨chenschneidender Objekte [Cor07a] Die
Darstellung von Flu¨ssigkeiten in interaktiven Umgebungen erfolgt unter Ver-
wendung von Approximationen fu¨r Reflexionen und Brechungen. Die Ver-
wendung existierender, approximativer Methoden fu¨hrt jedoch bei poly-
gonalen Objekten, die die Flu¨ssigkeitsoberfla¨che schneiden, zu Artefakten
bzw. unrealistischen optischen Unterbrechungen an der Grenzschicht. Die
pra¨sentierte Methode verringert dieses Problem fu¨r dynamische, Ho¨henfeld-
basierte Flu¨ssigkeitsoberfla¨chen. Ein weiterer Fokus der Methode liegt auf der
Darstellung der fu¨r optische Brechungen typischen Skalierung und Winkelver-
schiebung von Objekten in Abha¨ngigkeit des Sichtwinkels.
• Beschriftung Partikel-basierter Flu¨ssigkeiten [LSC08, CLS09] Die
Visualisierung der Parameter einer Partikel-basierten Flu¨ssigkeitssimulation
kann mit der vorgestellten interaktiven, Partikel-basierten Beschriftungsme-
thode erfolgen. Diese kann wa¨hrend der Entwicklung Partikel-basierter Simu-
lationen, aber auch der Exploration der generierten Datensa¨tze, ein wichtiges
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Hilfsmittel darstellen. So ko¨nnen physikalische Parameter der Partikel wa¨hrend
der Simulation mit hoher Geschwindigkeit quantitativ dargestellt werden. Die
Methode ist derart allgemein und flexibel, dass Anwendungsmo¨glichkeiten in
vielen weiteren Bereichen gegeben sind, wie zum Beispiel der Informations-
Visualisierung.
Es sei angemerkt, dass die Vero¨ffentlichungen [CS08], [CS09a] und [CS09b] in Zu-
sammenarbeit mit Oliver Staadt und die Vero¨ffentlichungen [LSC08] und [CLS09]
in Zusammenarbeit mit Martin Luboschik und Heidrun Schumann erstellt worden
sind.
Struktur der Arbeit Diese Arbeit ist in 8 Kapitel unterteilt. Im folgenden Ka-
pitel 2 werden die physikalischen Grundlagen fu¨r eine Flu¨ssigkeitssimulation in
der Computergraphik dargestellt. In Kapitel 3 wird der Stand der Technik der
Flu¨ssigkeitssimulation im Feld der Computergraphik aufgearbeitet und diskutiert.
Anschließend wird in Kapitel 4 ein allgemeines Schema zur Flu¨ssigkeitssimulation in
Echtzeitumgebungen eingefu¨hrt. Darauf aufbauend werden neue, konkrete Metho-
den in den Kapiteln Simulation (Kapitel 5), Oberfla¨chenextraktion (Kapitel 6) und
Darstellung (Kapitel 7) pra¨sentiert und diskutiert. Schließlich erfolgt eine Zusam-
menfassung und ein Ausblick in Kapitel 8. Da diese Arbeit Betra¨ge auf allen Stufen
der allgemeinen Liquid-Pipeline pra¨sentiert, orientiert sich die Struktur der Kapitel
3,4 und 5–7 fu¨r eine systematische Pra¨sentation an der Pipeline.
2. Physikalische Grundlagen
Dieses Kapitel stellt die fu¨r diese Arbeit fundamentalen physikalischen Modelle vor.
Es liefert dabei keine vollsta¨ndige Betrachtung der Modelle, sondern eine kurze
Einfu¨hrung in die wichtigsten physikalischen Grundlagen, die fu¨r die Repra¨sentation
von Flu¨ssigkeiten in der Computergraphik notwendig sind. Im weiteren Verlauf die-
ses Textes wird dann auf die entsprechenden Abschnitte des vorliegenden Kapitels
verwiesen.
Begonnen wird im Folgenden mit den Navier-Stokes-Gleichungen, die die Grund-
lage der Stro¨mungssimulation darstellen. Es folgt die Beschreibung der Wellenglei-
chung und starren Ko¨rpern unter Beru¨cksichtigung der Interaktion mit Flu¨ssigkeiten.
Schließlich erfolgt ein kurzer U¨berblick u¨ber wichtige optische Effekte, die bei trans-
parenten Flu¨ssigkeiten zu modellieren sind.
2.1. Navier-Stokes Gleichungen
Die allgemeine Bewegung von Fluiden (Gase und Newtonsche Flu¨ssigkeiten) wird
physikalisch durch die Navier-Stokes Gleichungen beschrieben. Die Gleichungen sind
nach den Physikern Claude-Louis Navier (1785–1836) und George Gabriel Stokes
(1819–1903) benannt, die unabha¨ngig voneinander das zugeho¨rige Gleichungssystem
vorgestellt haben.
Die Navier-Stokes Gleichungen ko¨nnen in einer kompressiblen und einer inkom-
pressiblen Form formuliert werden. A¨ndert ein Stoff unter externer Druckeinwirkung
sein Volumen, so wird diese Eigenschaft als Kompressibilita¨t bezeichnet. Umgekehrt
bezeichnet Inkompressibilita¨t die Eigenschaft, wenn bei externer Druckeinwirkung
keinerlei Volumena¨nderung auftritt. Reale Materialien sind immer kompressibel.
Im makroskopischen werden Gase jedoch als kompressibel und Flu¨ssigkeiten und
Festko¨rper in der Regel als inkompressibel betrachtet, da der Grad der Kompression
derart gering ist, dass er oftmals vernachla¨ssigt werden kann. Aus diesem Grund
werden im Folgenden lediglich die inkompressiblen Navier-Stokes Gleichungen be-
trachtet. Es sei erwa¨hnt, dass die inkompressible Betrachtung jedoch nicht die Dar-
stellung von Effekten ermo¨glicht, die aus Dichteschwankungen resultieren. So ist
zum Beispiel die Repra¨sentation von Schallausbreitungen oder extremen Tempera-
turgradienten mit der inkompressiblen Darstellung nicht mo¨glich. Derartige Effekte
sind jedoch in der Computergraphik von untergeordneter Bedeutung.
Die inkompressiblen Navier-Stokes Gleichungen beschreiben die Im-
pulsa¨nderungen einer Flu¨ssigkeit in Abha¨ngigkeit der da¨mpfenden Viskosita¨tskra¨fte,
der A¨nderung des Druckes, Gravitation und anderer externer Kra¨fte. Damit stellen
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die Navier-Stokes Gleichungen im Prinzip das Pendant des zweiten Newton-
schen Gesetzes fu¨r Fluide dar, welches in der Mechanik die Impulsa¨nderung
in Abha¨ngigkeit der wirkenden Kra¨fte beschreibt. Die große Bedeutung der
Gleichungen in Wissenschaft und Technik liegt in den zahlreichen Anwendungen
begru¨ndet, denn die Stro¨mung von Luft- und Wassermassen wird unter anderem
mit den Navier-Stokes Gleichungen beschrieben. Unter Beru¨cksichtigung von
Grenzschichten ko¨nnen Stro¨mungen beispielsweise innerhalb eines Rohres oder
um Ko¨rper modelliert werden. Anwendungsbereiche liegen zum Beispiel im Feld
der Meteorologie, Ozeanographie und Klimaforschung, des Flugzeug-, Schiffs- und
allgemein Fahrzeugbaus.
Die inkompressiblen Navier-Stokes Gleichungen viskoser Stro¨mungen stellen ein
System aus nichtlinearen partiellen Differentialgleichungen zweiter Ordnung dar und





+ (v · ∇)v
)
= −∇p + μv + ρFext (2.1)
und der Kontinuita¨tsgleichung, die die Massenerhaltung beschreibt:
∂ρ
∂t
+∇ · (ρv) = 0. (2.2)
Dabei ist v das Geschwindigkeitsfeld, ρ das Dichtefeld, p das Druckfeld, Nabla
∇ = ( ∂∂x1 , ∂∂x2 , ∂∂x3 )T , Laplace-Operator  = ∇2, μ die Viskosita¨tskonstante und
Fext die wirkenden externen Kra¨fte (zum Beispiel Gravitation). Die linke Seite des
Impulssatzes beschreibt die Beschleunigung der Flu¨ssigkeit (zeitabha¨ngige und zei-
tunabha¨ngige Konvektion) und die rechte Seite beschreibt die Druckabha¨ngigkeit,
die Viskosita¨t und externe wirkende Kra¨fte. Da Flu¨ssigkeiten als inkompressibel be-
trachtet werden, kann die Dichte als konstant angenommen werden (∂ρ∂t = 0). Damit
ergibt sich aus der Kontinuita¨tsgleichung 2.2 die folgende Massenerhaltung:
∇ · v = 0. (2.3)
Folglich handelt es sich um divergenzfreie Stro¨mungen, so dass bei konstanter Dich-
te in keinem Volumenelement Masse erzeugt oder vernichtet werden kann. Somit
entspricht das in ein gegebenes Volumen einfließende Flu¨ssigkeitsvolumen dem im
gleichen Zeitraum ausfließenden Volumen.
Numerische Lo¨sungen der Navier-Stokes Gleichungen Die numerischen Metho-
den zur Lo¨sung der Navier-Stokes Gleichungen ko¨nnen klassifiziert werden in
• Euler Verfahren und
• Lagrange Verfahren.
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Erstere bezeichnen Gitter-basierte Verfahren, die den gesamten Simulationsraum un-
ter Verwendung von Gitterzellen diskretisieren. Letztere bezeichnen Partikel-basierte
Verfahren, wobei die Flu¨ssigkeit unter Verwendung von Partikeln diskretisiert wird.
In der Computergraphik werden beide Verfahren verwendet. Die Gitter-basierten
Ansa¨tze verwenden in der Regel Finite Differenzen Methoden (FDM) oder Finite
Volumen Methoden (FVM). Physikalische Eigenschaften werden anhand benach-
barter Gitterzellen bestimmt. Grenzschichten mu¨ssen bei Euler-Verfahren explizit
behandelt werden. Fu¨r Kollisionsobjekte erfolgt die Behandlung u¨ber Randbedin-
gungen, die die Stro¨mung in den zugeho¨rigen Gitterzellen steuern, damit zum Bei-
spiel keine Stro¨mung in Objekte hineinfließen kann. Entsprechend werden auch die
freien Oberfla¨chen behandelt, da diese sich permanent a¨ndern und in jedem Zeit-
schritt aktualisiert werden mu¨ssen. Es sind zahlreiche Verfahren entwickelt worden,
um diese geeignet abzutasten (siehe dazu auch Kapitel 3). Fu¨r detaillierte Ergebnisse
— auch in turbulenten Situationen — sind jedoch hohe Gitterauflo¨sungen notwen-
dig, so dass die Methode schnell aufwendig wird. Ein Nachteil der Gitter-basierten
Verfahren ist die numerische Diffusion. Diese fu¨hrt in computergraphischen Appli-
kationen zu sichtbarem Verlust von Flu¨ssigkeitsvolumen. Fu¨r weitere Details sei auf
Kapitel 3 und zum Beispiel [GDN95] verwiesen.
Lagrange Verfahren diskretisieren das Volumen unter Verwendung von Parti-
keln. Das Verhalten der Flu¨ssigkeit wird mit Hilfe der Partikelpositionen und -
geschwindigkeiten simuliert. Die physikalischen Stro¨mungseigenschaften ko¨nnen aus
diesen Informationen bestimmt werden. Da die Partikel das Flu¨ssigkeitsvolumen
direkt diskretisieren, kann es nicht zu numerischer Diffusion kommen. Die Inklu-
sion von Randbedingungen erfolgt u¨ber Partikelkollisionen und deren Behandlun-
gen. Zudem ist Massenerhaltung direkt garantiert, da die Partikel selbst die Masse
ihrer Umgebung repra¨sentieren und keine Partikel erzeugt oder vernichtet werden.
Zusa¨tzlich kann der konvektive Beschleunigungsterm (v ·∇)v vernachla¨ssigt werden,
da die Partikel selbst die Stro¨mungsinformationen tragen und damit die Konvekti-
on direkt einschließen. Eine in der Computergraphik ha¨ufig verwendete Lagrange
Methode ist die Smoothed Particle Hydrodynamics (SPH) Methode, da sie sehr ef-
fizient ausgefu¨hrt werden kann. Fu¨r weitere Details wird auf Kapitel 3, Anhang A
und beispielsweise [Mon92] verwiesen.
2.2. Wellengleichung
Die allgemeine Wellengleichung beschreibt die zeitliche und ra¨umliche Wellenaus-
breitung mit konstanter Ausbreitungsgeschwindigkeit. In der Computergraphik kann
die zweidimensionale Wellengleichung verwendet werden, um die radiale Ausbrei-
tung von Oberfla¨chenwellen zu beschreiben. Mit der Zeit t und Position x kann sie
mit folgender linearen partiellen Differentialgleichung zweiter Ordnung angegeben







Dabei bezeichnet  = ∇2 = ∑2i=1 ∂2∂x2i den zweidimensionalen Laplace Operator
und c die Ausbreitungsgeschwindigkeit. In Hinblick auf die Simulation von Ober-
fla¨chenwellen sei erwa¨hnt, dass die Lo¨sung der Wellengleichung als Ho¨henfeld inter-
pretiert werden kann.
2.3. Starre Ko¨rper
Die Simulation starrer Ko¨rper ist notwendig, damit Objekte sich im Rahmen ei-
ner Flu¨ssigkeitssimulation natu¨rlich bewegen und zugleich mit dieser interagieren
ko¨nnen. Ziel ist zum Beispiel die Repra¨sentation schwimmender Objekte. Die Phy-
sik starrer Ko¨rper stellt ein Teilgebiet der Mechanik dar. Die Bewegung eines star-
ren Ko¨rpers wird in einen Translationsanteil x(t) und einen Rotationsanteil R(t)
unterteilt. x(t) beschreibt die Position des Schwerpunktes mit einer Translations-
geschwindigkeit v(t) und R(t) die Rotation des Ko¨rpers um den Schwerpunkt mit
einer Winkelgeschwindigkeit ω(t). R(t) stellt dabei eine 3× 3 Rotationsmatrix dar.
Die Orientierung von ω(t) beschreibt die aktuelle Rotationsachse der Drehbewegung
und der Betrag |ω(t)| repra¨sentiert die Rotationsgeschwindigkeit.







r ρ dV. (2.5)
Die Translationsbewegung des starren Ko¨rpers wird entsprechend dem 2. Newton-
schen Gesetz bestimmt:
F = mr¨0. (2.6)
Die Rotationsbewegung des starren Ko¨rpers wird u¨ber das Drehmoment M be-
stimmt. Fu¨r Massenpunkte, die den starren Ko¨rper diskretisieren, gilt:
M = r× F. (2.7)
Das gesamte wirkende Drehmoment kann durch Addition aller wirkenden Momente
bestimmt werden. Das Drehmoment M zeigt in Richtung der Rotationsachse xrot.




r2 ρ dV. (2.8)
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Die Winkelbeschleunigung αxrot =
dωxrot
dt der Drehung um Achse xrot ergibt sich
dann mit
Mxrot = Jxrot · αxrot . (2.9)
Die Rotationsmatrix R(t) wird schließlich entsprechend der Winkelgeschwindigkeit
rotiert. Fu¨r weitere Details sei an dieser Stelle auf [Bar97] verwiesen.
Die Kopplung des starren Ko¨rpers mit einer Flu¨ssigkeit erfordert zusa¨tzlich die
Behandlung des Druckes, welcher unter anderem in Form von Auftrieb das physi-
kalische Verhalten starrer Ko¨rper in Flu¨ssigkeiten maßgeblich beeinflusst. Die Auf-
triebskraft fu¨r schwimmende, unbewegte Objekte wird nach dem Archimedischen
Prinzip bestimmt. Demnach entspricht die Auftriebskraft Fa der Gewichtskraft der
durch das Objekt verdra¨ngten Flu¨ssigkeitsmenge:
Fa = ρfl g V0. (2.10)
Dabei bezeichnet ρfl die Durchschnittsdichte der Flu¨ssigkeit, V0 die verdra¨ngte
Flu¨ssigkeitsmenge und die Fallbeschleunigung wird mit g = (0, 0,−9, 81m/s2)T be-
schrieben. Fu¨r schwimmende oder schwebende Objekte im Gleichgewicht entspricht
die Auftriebskraft der Gewichtskraft des Ko¨rpers: Fa = Fg = mg. Wenn die Dichte
der Flu¨ssigkeit die durchschnittliche Dichte des Objektes u¨bersteigt, schwimmt das
Objekt, andernfalls sinkt es.
Bei Objekten, die sich mit Hilfe eines Antriebs durch eine Flu¨ssigkeit bewegen
(zum Beispiel Boote), entsteht ein dynamischer Auftrieb, der in zwei Komponenten
zerlegt wird: Dynamischer Auftrieb (orthogonal zur Stro¨mungsrichtung) und Wi-
derstandskraft (parallel zur Stro¨mungsrichtung). Diese Kra¨fte sind zum Beispiel fu¨r
die typische Bewegung von Motorbooten verantwortlich. Entsprechend der Ober-
fla¨chennormalen des Objektes ko¨nnen diese Kra¨fte berechnet werden. Eine effiziente
Methode zur Berechnung der Kra¨fte wird zum Beispiel in [YHK07] gegeben.
2.4. Optik
Dieser Abschnitt beschreibt wichtige optische Effekte, die fu¨r die Repra¨sentation von
Flu¨ssigkeiten in der Computergraphik zu beru¨cksichtigen sind. Auf die Darstellung
weitergehender Effekt, wie zum Beispiel Polarisation oder Beugung wird an dieser
Stelle verzichtet, da diese schon im Alltag kaum zu beobachten sind und somit im
Rahmen der Computergraphik vernachla¨ssigt werden ko¨nnen.
Das visuelle Erscheinungsbild transparenter Flu¨ssigkeiten ist in hohem Maße durch
das Wechselspiel mit Licht gekennzeichnet. Bei dem Begriff Optik bezieht sich die-
se Arbeit auf die klassische Optik, die als Lehre vom Licht in dem Wellenbereich
der elektromagnetischen Strahlung aufgefasst werden kann, der vom menschlichen
Auge wahrgenommen werden kann. Diese befasst sich mit Vorga¨ngen, die bei der
Wechselwirkung von Licht mit Medien auftreten. Die optischen Effekte, die bei der
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Wechselwirkung von Licht und Objekten auftreten, die wesentlich gro¨ßer sind als
die Wellenla¨nge des Lichtes selbst, werden im Teilgebiet der Strahlenoptik und der
geometrischen Optik behandelt. Dazu geho¨rt zum Beispiel die Wechselwirkung von
Licht mit Linsen, Spiegeln, Prismen und Blenden und somit auch die Wechselwir-
kung mit transparenten dynamischen Materialien, wie es die meisten Flu¨ssigkeiten
sind. Der folgende Abschnitt behandelt optische Reflexion und Brechung, gefolgt
von einem Abschnitt u¨ber Absorption. Schließlich werden die Fresnel-Gleichungen
kurz diskutiert, die die Intensita¨tsverteilungen dieser Pha¨nomene beschreiben.
Reflexion und Brechung Nachfolgend werden die Berechnungen von Reflexions-
und Brechungsstrahlen separat beschrieben. Diese werden verwendet, um die Rich-
tungsa¨nderung von Sicht- und Lichtstrahlen zu bestimmen. Sichtstrahlen bezeich-
nen dabei die vom Blickpunkt ausgehenden Strahlen und Lichtstrahlen die von der
Lichtquelle ausgehenden Strahlen. Letztere sind fu¨r die Erzeugung von Kaustiken
vonno¨ten, die ein markantes Merkmal transparenter Flu¨ssigkeiten darstellen.
Das Reflexionsgesetz besagt, dass einfallender und reflektierter Strahl mit dem
Einfallslot gleiche Winkel bilden und mit diesem in einer Ebene liegen. Eine Be-
rechnung des Reflexionsvektors unter Verwendung analytischer Geometrie, unter
Verzicht auf trigonometrische Funktionen, ermo¨glicht eine effiziente Berechnung des
Reflexionsvektors rˆrefl:
rˆrefl = 2nˆ · (nˆ · eˆ)− eˆ. (2.11)
Dabei bezeichnet nˆ die normierte Oberfla¨chennormale und eˆ den normierten einfal-
lenden Vektor.
Lichtbrechung tritt auf, wenn ein Lichtstrahl von einem Medium 1 in ein anderes
Medium 2 mit unterschiedlichen Brechungsindizes n1, n2 u¨bergeht. Die resultierende
Winkelvera¨nderung von einfallendem und ausfallendem Strahl wird mit dem Snelli-
usschen Brechungsgesetz beschrieben: n1 · sinΘin = n2 · sinΘout. Die geometrische
Berechnung des Brechungsvektors rˆbr wird nachfolgend gegeben (Einfallender Strahl















Absorption Beim Durchgang elektromagnetischer Strahlung durch eine Schicht
treten Absorptionseffekte auf, die die Intensita¨t der reflektierten und gebrochenen
Strahlung verringern. Lediglich ein Teil des einfallenden Strahlungsflusses Φe wird
hinter der Schicht als durchgelassener Strahlungsfluss Φt nachgewiesen. Dabei ha¨ngt
die Absorption vom Schichtmaterial und von der Wellenla¨nge λ der Strahlung ab.
Der Strahlungsfluss im Inneren einer Schicht nimmt exponentiell mit der Eindring-
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tiefe x ab und wird mit folgender Gleichung beschrieben:
Φλ(x) = e−a(λ)x. (2.13)
Der Absorptionskoeffizient a(λ) [m−1] charakterisiert dabei das Absorbermaterial.
Fresnel-Gleichungen Die Komposition aus Reflexion, Brechung und Absorption
wird durch die Fresnel-Gleichungen beschrieben. In Abha¨ngigkeit der Brechungsin-
dizes der beteiligten Materialien n1, n2 und der Winkel der reflektierten und gebro-




((n1 cos θrefl − n2 cos θbr
n1 cos θrefl + n2 cos θbr
)2
+
(n1 cos θbr − n2 cos θrefl
n1 cos θbr + n2 cos θrefl
)2)
(2.14)
Ibr = 1− Irefl. (2.15)
Soll zusa¨tzlich Absorption beru¨cksichtigt werden, so gilt der Energiesatz [Sto¨07], der
besagt, dass
Irefl + Ibr + Iabs = 1. (2.16)
Um Dispersion zu behandeln, ko¨nnen alle Berechnungen frequenzabha¨ngig durch-
gefu¨hrt werden. In der Regel werden in der Computergraphik Approximationen
der Fresnel-Gleichungen verwendet, die wesentlich effizienter zu berechnen sind und
kaum wahrnehmbare Unterschiede aufweisen. Es sei bedacht, dass diese Berechnung
spa¨ter fu¨r jedes Fragment der darzustellenden Oberfla¨che durchgefu¨hrt werden muss.
Die Schlick-Approximation zum Beispiel reduziert den Aufwand zur Berechnung der
Fresnel-Gleichungen [Sch94]:
IreflSchlick = R0 + (1−R0)(1− cos θrefl)5. (2.17)
R0 bezeichnet dabei den Reflexionsgrad bei orthogonalem Einfallswinkel.

3. Flu¨ssigkeiten in der
Computergraphik — ein U¨berblick
In den folgenden Abschnitten wird ein U¨berblick u¨ber existierende Ansa¨tze zur Re-
pra¨sentation von Flu¨ssigkeiten in der Computergraphik gegeben. Begonnen wird
mit einer kurzen U¨bersicht u¨ber erste historische und approximative Ansa¨tze zur
Flu¨ssigkeitssimulation und -animation. Anschließend erfolgt die separate Behand-
lung der Simulations-, Oberfla¨chenextraktions- und Darstellungsverfahren. Die Si-
mulationsverfahren ko¨nnen klassifiziert werden als
• Ho¨henfeld-basierte Verfahren,
• Dreidimensionale Verfahren (Euler- und Lagrange Verfahren) und
• Hybride Verfahren.
Dementsprechend ist der Abschnitt der Simulationsverfahren strukturiert. Bei
Pra¨sentation der Oberfla¨chenextraktionsverfahren wird zwischen Ho¨henfeld-
basierten und dreidimensionalen Methoden unterschieden. Schließlich erfolgt
eine Zusammenfassung, in der die Mo¨glichkeiten und Grenzen einer interaktiven
Flu¨ssigkeitsrepra¨sentation behandelt werden.
Es sei angemerkt, dass dieses Kapitel einen allgemeinen U¨berblick u¨ber die
Flu¨ssigkeitssimulation in der Computergraphik gibt, wobei die interaktiven Tech-
niken eingegliedert sind. Erlauben erwa¨hnte Techniken Interaktivita¨t, so wird dies
explizit erwa¨hnt. Obwohl der Fokus dieser Arbeit auf interaktiven Verfahren liegt, ist
dieses Vorgehen sinnvoll, da die Methoden der interaktiven Verfahren eng mit denen
nicht-interaktiver Verfahren verknu¨pft sind. So kann ein ganzheitlicher U¨berblick
u¨ber die Flu¨ssigkeitsrepra¨sentation gegeben werden.
3.1. Historische Entwicklung
Bereits 1822 und 1845 formulierten Claude Navier und George Stokes unabha¨ngig
voneinander die Navier-Stokes Gleichungen, die das physikalische Fundament
der Stro¨mungsmechanik darstellen (siehe Abschnitt 2.1). Harlow und Welch
pra¨sentierten 1965 den ersten Ansatz, diese numerisch unter Beru¨cksichtigung
freier Oberfla¨chen im zweidimensionalen Raum zu lo¨sen [HW65]. Es dauerte
jedoch bis in die 1990er Jahre, bis eine dreidimensionale Variante des Algorithmus
in der Computergraphik verwendet wurde, um dreidimensionale Flu¨ssigkeiten
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zu repra¨sentieren [FM96]. Doch zuna¨chst wurden approximative Methoden und
Animationstechniken verwendet.
Erste Methoden zur Darstellung von Ozeanoberfla¨chenwellen verwendeten
U¨berlagerungen dynamischer, trigonometrischer Funktionen [Max81, Sch80]. Ts’O
und Barsky erweiterten diese Modelle, um die durch Brechung hervorgerufene Rich-
tungsa¨nderung der Wellen bei Wassertiefena¨nderungen entlang einer Ku¨stenlinie
zu modellieren [TB87]. Ihre Methode schießt a¨hnlich dem Ray Tracing-Verfahren
[Whi80] Strahlen entlang der Wellenlaufrichtung in Richtung Ku¨ste. Die endgu¨ltige
Wellenform wird mit Splines interpoliert. Mit Hilfe von Texture-Mapping werden
optische Effekte wie Reflexion und Brechung approximiert. Peachey beschreibt
eine vollsta¨ndige Ku¨stenumgebung, die ebenfalls auf der Verwendung u¨berlagerter
trigonometrischer Funktionen basiert [Pea86]. Seine Methode modelliert zusa¨tzlich
die Wellenausbreitungsgeschwindigkeit in Abha¨ngigkeit der Wassertiefe und eine
Wellenbrechung unter Verwendung eines Partikelsystems [Ree83]. Fournier and
Reeves pra¨sentierten im gleichen Jahr eine vergleichbare Umgebung [FR86]. Diese
verwendet jedoch Gerstner-Wellen zur Repra¨sentation der Wellenzu¨ge. So kann die
typische Zykloidenform von Wasserwellen beschrieben werden. Ein Partikelsystem
repra¨sentiert dabei brechende Wellen. Goss benutzt Partikel, um die Ausbreitung
einer Bugwelle von Schiffen zu modellieren [Gos90]. Miller und Pearce adaptieren
ein Partikelsystem mit wirkenden Abstoßungskra¨ften zwischen einzelnen Partikeln
[MP89]. So gelingt es ihnen, viskose Flu¨ssigkeiten zu repra¨sentieren. Perlin
beschreibt im Rahmen seines Image-Synthesizer die Verwendung von Rauschen auf
Pixelebene zur Erzeugung von Ozeanwellen ([Per85],[EMP+04]).
Die historische Entwicklung der Flu¨ssigkeitssimulation in der Computergraphik
basiert somit auf der Verwendung von Animationstechniken. Mit der gewachsenen
Prozessor-Leistung ko¨nnen solche Verfahren durchaus in Echtzeit ausgefu¨hrt werden.
Die Ergebnisse erzielen in der Regel jedoch keinen Photorealismus, da die Komple-
xita¨t realer Flu¨ssigkeiten mit Animationsansa¨tzen schwerlich repra¨sentiert werden
kann. Im folgenden Abschnitt werden aktuelle Ansa¨tze pra¨sentiert, die im Rahmen
einer Approximation eine realistische Repra¨sentation bestimmter Effekte erlauben.
3.2. Approximationsverfahren
Reeves fu¨hrte die Verwendung von Partikelsystemen in die Computergraphik ein
[Ree83]. Die Partikel bewegen sich unabha¨ngig voneinander und ko¨nnen somit sehr
schnell integriert werden. Bekannt wurde seine Arbeit durch den so genannten
Genesis-Effekt. Dieser Effekt animiert die Ausbreitung einer Explosion in dem Film
Star Trek II: The Wrath of Khan (1982, Paramount Pictures) und stellt die erste
Verwendung eines Partikel-Systems mit Bewegungsunscha¨rfe in Filmen dar.
Partikel-Systemen ko¨nnen auch das Verhalten von Fonta¨nen und Wasserfa¨llen ap-
proximieren [Sim90]. In einem solchen System wird die hohe Geschwindigkeit der
Wasserpartikel ebenfalls durch Bewegungsunscha¨rfe visualisiert. Derartige Metho-
den ko¨nnen GPU-basiert einen hohen Grad an Realismus in Echtzeitumgebungen
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erzielen [Tat06]. Jedoch ko¨nnen lediglich fallende Wassermassen auf diese Art appro-
ximiert werden, die sich hauptsa¨chlich unter dem Einfluss der Gravitation bewegen
und bei denen das Stro¨mungsverhalten vernachla¨ssigt werden kann.
Zahlreiche weitere Flu¨ssigkeitseffekte, wie zum Beispiel Regen oder Pfu¨tzen,
ko¨nnen realistisch repra¨sentiert werden, ohne Verwendung einer komplexen unter-
liegenden physikalischen Simulation. Die Anwendung von Animationsverfahren und
Videosequenzen kann fu¨r solche Situationen u¨berzeugende und realistische Szenari-
en erzeugen. Tatarchuk zum Beispiel beschreibt ein interaktives Stadt-Szenario bei
Regen, das unter Verwendung derartiger Verfahren einen hohen Grad an Realismus
erzielt [Tat06].
3.3. Simulationsverfahren
Im Gegensatz zu den im vorherigen Abschnitt beschriebenen Approximations-
verfahren behandelt dieser Abschnitt die physikalisch-basierte Simulation von
Flu¨ssigkeiten. Im folgenden Abschnitt werden Ho¨henfeld-basierte Verfahren behan-
delt. Anschließend werden dreidimensionale Methoden vorgestellt: Zuna¨chst Gitter-
basierte (Euler-) Verfahren und dann Partikel-basierte (Lagrange-) Verfahren. Ab-
schließend werden existierende hybride Techniken behandelt.
3.3.1. Ho¨henfeld-basierte Verfahren
Ho¨henfeld-basierte Verfahren ko¨nnen in Echtzeit in der Regel detailliertere bzw.
gro¨ßere Flu¨ssigkeitsmengen darstellen als dreidimensionale Verfahren. Sie ba-
sieren auf zweidimensionalen Simulationen, die einen geringeren Aufwand be-
sitzen als dreidimensionale Simulationen: O(n2) ↔ O(n3). So ko¨nnen feinere
Simulations-Auflo¨sungen genutzt werden, die in detaillierteren Flu¨ssigkeiten resul-
tieren. Ho¨henfeld-basierte Verfahren ko¨nnen jedoch keine dreidimensionalen Effekte
repra¨sentieren, wie zum Beispiel spritzendes Wasser oder brechende Wellen. In Sze-
narien, in denen derartige Effekte jedoch nicht notwendig sind, ko¨nnen Ho¨henfeld-
basierte Ansa¨tze die Qualita¨t und Geschwindigkeit erheblich verbessern.
Im Folgenden werden zuna¨chst ambiente Oberfla¨chen behandelt. Anschlie-
ßend erfolgen Ausfu¨hrungen zu Oberfla¨chenwellen und zweidimensionalen
Stro¨mungssimulationen.
Ambiente Oberfla¨chenwellen Ambiente Wellen bezeichnen die grundlegende
Oberfla¨chenbewegung, die durch Wind und Stro¨mungen hervorgerufen wird. Somit
ko¨nnen sie zum Beispiel keine Wellenausbreitung bewegter Objekte repra¨sentieren.
Daraus resultiert jedoch auch der große Vorteil der ambienten Oberfla¨chenwellen: Sie
ko¨nnen vorberechnet werden (nicht aber die blickabha¨ngige Oberfla¨chenextraktion
und die Darstellung) und der zugeho¨rige Aufwand der Simulation kann zur Laufzeit
vernachla¨ssigt werden. Somit sind ambiente Wellen gut geeignet fu¨r interaktive
Umgebungen.
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Mastin et al. verwenden einen Ansatz, um Ho¨henfeld-basierte Ozeanwellen mit Hil-
fe der Fourier-Transformation zu beschreiben [MWM87]. Anhand eines empirischen
Wellenspektrums in Abha¨ngigkeit des Windes (modifiziertes Pierson-Moskowitz-
Spektrum [PM64]) wird eine Faltung im Fourier-Raum durchgefu¨hrt. Im Ortsraum
resultiert diese in einem Wellenbild. Anhand verschiedener Phasenmanipulationen
ko¨nnen die Wellen animiert werden. Vergleichbare Ansa¨tze verwenden andere Wel-
lenspektren (JONSWAP-Spektrum [PA00], Phillips-Spektrum [Tes01]).
Die letztgenannte Arbeit von Tessendorf fu¨hrt den Begriff ambiente Wellen ein.
Der Ansatz behandelt zusa¨tzlich die Repra¨sentation rauhen Wassers (“choppy wa-
ves”) und Darstellung optischer Effekte wie Kaustiken und God-Rays. Die Technik
wird in [Tes04] erweitert, so dass Objekte Wellen erzeugen ko¨nnen. Eine Darstel-
lung einer echtzeitfa¨higen Ozean-Umgebung, basierend auf dem Algorithmus von
Tessendorf, wird in [Bel03], [Mit04] und [Fre06] pra¨sentiert. Unter anderem wer-
den LOD-Techniken verwendet, um Aliasing-Artefakte zu vermeiden. Eine virtuelle
Ozean-Umgebung zur Untersuchung verschiedener Wellen-Spektren wird in [Lac07]
beschrieben. Szecsi und Arman verwenden einen schnellen prozeduralen Ansatz
zur Repra¨sentation von Oberfla¨chenwellen [SA08]. Dabei modellieren sie die Wel-
lenabha¨ngigkeit in Abha¨ngigkeit der Wassertiefe und Ku¨stenform. Derartige proze-
durale Ansa¨tze sind jedoch den Spektrum-basierten Ansa¨tzen in Bezug auf Realis-
mus ambienter Wellen unterlegen, da sie im Prinzip einfache Animationsverfahren
darstellen und der Komplexita¨t realer Flu¨ssigkeiten nicht genu¨ge tragen.
Oberfla¨chenwellen Die Wellengleichung ist eine ha¨ufig genutzte Methode fu¨r die
Repra¨sentation von Oberfla¨chenwellen. Sie simuliert die Propagation radialer Wel-
len. Durch U¨berlagerung zahlreicher derartiger Wellen in zwei Dimensionen kann
eine realistische Wellenausbreitung realisiert werden. Allerdings ko¨nnen keine Di-
spersionseigenschaften mit der Wellengleichung repra¨sentiert werden — alle Wellen
besitzen die gleiche Ausbreitungsgeschwindigkeit. In der Regel wird sie mit Hilfe
einer FD-Methode gelo¨st (zum Beispiel [Gom00]). Die Verwendung der Wellenglei-
chung in Verbindung mit gekachelten, animierten Oberfla¨chenwellen wird in [JH03]
vorgestellt.
Yuksel et al. pra¨sentieren eine approximierende Lo¨sungsmethode fu¨r die Wellen-
gleichung, die auf Partikeln basiert [YHK07]: Wave Particles. Die radial propagieren-
den Wellen werden mit Hilfe von Partikeln dargestellt, die sich im Zweidimensionalen
bewegen. Bei U¨berschreitung von Schwellwerten der Nachbarschaftsdistanz werden
neue Partikel eingefu¨gt, um eine Unterabtastung bei Verwendung einer statischen
Partikelanzahl zu vermeiden. So kann eine minimale Diskretisierung gewa¨hrleistet
werden (siehe Abbildung 3.1). Die Partikel bewegen sich unabha¨ngig voneinander
und ko¨nnen somit schnell integriert werden. Die Oberfla¨che wird als Ho¨henfeld von
Kerneln generiert, die an den jeweiligen Positionen der Partikel positioniert sind.
Yuksel et al. pra¨sentieren des Weiteren eine Kopplung mit einer starren Ko¨rper
Simulation. Aufgrund der A¨hnlichkeit der beschriebenen Umgebung zu der im Rah-
men dieser Arbeit entwickelten Methode, die in Abschnitt 5.1.1 beschrieben wird,
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Abb. 3.1.: Prinzip der Wave Particles-Methode [YHK07]. Radial propagierende Wellen werden mit
Hilfe von Partikeln repra¨sentiert. Wird ein Schwellwert der Distanz benachbarter Partikel
u¨berschritten, so werden neue Partikel eingefu¨gt.
erfolgt in Abschnitt 5.1.1.4 ein direkter Vergleich beider Methoden.
Ein anderer Ansatz ist die Verwendung eines FFT-basierten Ansatzes (Fast Fou-
rier Transformation) zur Repra¨sentation von Oberfla¨chenwellen, die auf dem Huy-
gensschen Prinzip basieren [Lov03]. Das System inkludiert die Approximation von
Kaustiken. Aufgrund der Verwendung der aufwendigen FFT ist die Methode jedoch
wesentlich langsamer, als die u¨brigen genannten.
Stro¨mungssimulation 2D Fu¨r gewisse Szenarien sind dreidimensionale
Flu¨ssigkeitseffekte nicht unbedingt vonno¨ten. Aus diesem Grund — und zur
Laufzeit-Verbesserung — wurden weitere Verfahren vorgestellt, die eine zwei-
dimensionale Stro¨mungssimulation adaptieren. Die Darstellung erfolgt mit
Hilfe eines Ho¨henfeldes. Dieses kann aus Dichtewerten extrahiert werden
[CdVL95, CLHM97, KEWE03] — zum Beispiel unter Verwendung der Bernoulli-
Gleichung. Derartige Methoden ko¨nnen auch als Sa¨ulen-basiert betrachtet werden
[HW04, MFC06, MFC07]. Die Vorteile solcher Simulationen liegen darin, dass sie
eine Stro¨mung und zugleich Oberfla¨chenwellen repra¨sentieren ko¨nnen, wenngleich
diese oftmals grob erscheinen. O’Brien und Hodgins beschreiben eine a¨hnliche
Simulation, die aus hydrostatischer Druck- und Oberfla¨chensimulation [OH95] be-
steht. Sie koppeln das System zusa¨tzlich mit einem Partikelsystem, um spritzendes
Wasser zu repra¨sentieren.
Die Flachwassergleichung ergibt sich aus den dreidimensionalen Navier-Stokes-
Gleichungen indem die vertikale Stro¨mungsgeschwindigkeit als vernachla¨ssigbar an-
gesehen wird (siehe auch Abschnitt 2.1). Kass und Miller verwenden eine vereinfach-
te Flachwassergleichung [KM90]. Ihre Vereinfachung kann jedoch keine keine Wirbel
darstellen. Layton und Panne beschreiben eine implizite semi-Lagrange Integration
zur Lo¨sung der Flachwassergleichung, die in hoher Stabilita¨t resultiert [LvdP02].
Kallin verwendet eine Quadtree-Datenstruktur, um eine adaptive Simulation der
Flachwassergleichung zu erzielen [Kal08]. Jensen und Golia´sˇ beschreiben eine inter-
aktive Ozeanumgebung, die neben ambienten Wellen auch die Flachwassergleichung
verwendet [JG01]. Sie beschreiben zudem Reflexions- und Brechungseffekte, die Dar-
stellung von God-Rays mit Hilfe von Image Slices und die Abbildung von Kaustiken
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und spritzendem Wasser. So gelingt es ihnen, eine u¨berzeugende Ozeanumgebung
zu modellieren.
3.3.2. Dreidimensionale Euler Verfahren
Die Simulation der Navier-Stokes Gleichungen kann mit expliziten und impliziten
Verfahren erfolgen. Die expliziten Methoden besitzen den Vorteil einer schnellen In-
tegration, das System wird jedoch bei großen Zeitschritten instabil. Implizite Metho-
den sind aufwendiger und da¨mpfen das System zusa¨tzlich. Jedoch ko¨nnen wesentlich
gro¨ßere Simulationszeitschritte verwendet werden. Beide Integrationsmethoden wer-
den in der Computergraphik verwendet. Deshalb werden die Methoden im Folgenden
separat behandelt.
Explizite Methoden Harlow und Welch pra¨sentierten den ersten Ansatz einer
Stro¨mungssimulation unter Beru¨cksichtigung freier Oberfla¨chen [HW65]. Die vor-
gestellte zweidimensionale Marker-and-Cell-Methode (MAC, auch: Particle-in-Cell,
PIC) simuliert die Navier-Stokes Gleichungen mit einer expliziten FD-Methode. Die
freie Oberfla¨che wird mit Hilfe von Marker-Partikeln detektiert, die sich in der
Stro¨mung bewegen, jedoch keine physikalischen Informationen tragen. Anhand der
Marker-Partikel wird entschieden, welche Zellen Flu¨ssigkeit beinhalten und wie die
Randbedingungen zu setzen sind. Adaptive Gitterunterteilung und die Verwendung
von Marker-Partikeln lediglich in der Umgebung der Oberfla¨che stellen zum Bei-
spiel spa¨ter vorgestellte Verbesserungen dar [CJRF97]. Die erste Umsetzung der
MAC-Methode in drei Dimensionen wird in [HC72] gezeigt. Hirt und Nichols be-
schreiben zudem eine Methode, um die freie Oberfla¨che zu behandeln [HN81], die
Volume of Fluid-Methode. Diese erha¨lt das Volumen explizit, wenngleich sie in der
Darstellung keine glatten Oberfla¨chen erzielen kann. Eine andere Alternative ist die
Diskretisierung der freien Oberfla¨che mit einem irregula¨ren Gitter, welches mit der
Stro¨mung advektiert [UT92]. Entsprechend der Gro¨ßenvera¨nderung von Dreiecken
werden neue Dreiecke eingefu¨hrt oder Existierende vernichtet. Mit Hilfe einer Un-
terteilungsmethode fu¨r langsam fließende Flu¨ssigkeiten kann aus einem groben Vek-
torfeld ein feines erzeugt werden, um die Performanz zu verbessern [WW99]. Foster
und Metaxas demonstrierten als Erste die Verwendung dreidimensionaler, regula¨rer
Gitter zur Repra¨sentation dreidimensionaler Flu¨ssigkeiten in der Computergraphik
[FM96]. Die Arbeit stellt eine Erweiterung der von Harlow und Welch vorgestell-
ten Methode dar. Gleichzeitig verwenden sie eine unilaterale Kopplung zwischen
Flu¨ssigkeit und schwimmenden Objekten: Objekte bewegen sich mit der Stro¨mung,
induzieren jedoch keine Wellen. Vorteile der expliziten Ansa¨tze liegen in der guten
Ausfu¨hrungsgeschwindigkeit und der intuitiven Implementierung. Explizite Solver
und zugeho¨rige Quellcodes werden zum Beispiel in [GDN95, GDN98] gegeben.
Implizite Methoden Stam ersetzte die expliziten Ansa¨tze mit einer implizi-
te Semi-Lagrange Methode zur Simulation von Fluiden in der Computergraphik
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[Sta99, Sta03]: Stable Fluids. Diese Methode bestimmt die Konvektion in den Gitter-
zellen fu¨r die Mittelpunkte der Zellen. Implizit wird dabei die Position bestimmt, die
zum na¨chsten Zeitpunkt auf die Mittelpunkte der Gitterzellen bewegt wird. Da diese
Punkte als mit der Stro¨mung bewegte Partikel betrachtet werden ko¨nnen, wird eine
derartige Methode als Semi-Lagrange-Methode bezeichnet. Die Methode behebt das
Hauptproblem der hohen Instabilita¨t bei großen Zeitschritten expliziter Methoden.
Die Methode ist aufgrund des impliziten Ansatzes numerisch gesehen ausgesprochen
stabil. Das Stable Fluids-Verfahren hat die Flu¨ssigkeitssimulation in der Compu-
tergraphik maßgeblich beeinflusst und zahlreiche spa¨tere Arbeiten verwenden einen
derartigen Solver. Die Methode separiert die Lo¨sung der Navier-Stokes Gleichung
in vier sukzessive Schritte: Externe Kraft, Konvektion, Diffusion und Projektion.
Die ersten drei Schritte ergeben sich aus den Navier-Stokes Gleichungen. Der letzte
Schritt dient dazu, ein divergenzfreies Geschwindigkeitsfeld zu erzeugen, um Mas-
senerhaltung zu gewa¨hrleisten. Eine freie Oberfla¨che wird in [Sta99] zuna¨chst nicht
betrachtet. Stam erweiterte die Methode in [Sta01], indem die beiden letzten Schrit-
te der Stable Fluids Methode (Diffusion, Projektion) im Fourier-Raum ausgefu¨hrt
werden. Entsprechend dem Helmholtz-Theorem kann ein Vektorfeld als Summe ei-
ner divergenzfreien Funktionen und eines Gradientenfeldes geschrieben werden. Im
Fourier-Raum ko¨nnen die beiden Summanden direkt durch eine senkrechte Projek-
tion bestimmt werden. Wird das Gradientenfeld vernachla¨ssigt, wird mit Hilfe der
inversen Fourier-Transformation ein divergenzfreies Stro¨mungsfeld erzeugt. Die Dis-
sipation innerhalb der von Stam beschriebenen Methode kann mit der Methode des
Constraint Interpolation Profile (CIP) [YA91] verringert werden. Die Idee ist es,
nicht nur die Funktionswerte der Gitterelemente zur Interpolation zu verwenden,
sondern auch ihre Ableitungen.
Die Anwendung fu¨r die Flu¨ssigkeitssimlation in der Computergraphik wird
zum Beispiel in [SSK05] demonstriert. Kombiniert mit einer Octree-Datenstruktur
ko¨nnen die Navier-Stokes Gleichungen adaptiv und effizient gelo¨st werden, wobei die
Details erhalten bleiben [LGF04]. Bei Verwendung adaptiver, bewegter dreidimensio-
naler Gitter innerhalb einer Fluid-Simulation, kann im Rahmen der Galilei-Invarianz
die Simulation der Fluid-Stro¨mungen angepasst werden (zum Beispiel [SCP+04]).
In interaktiven Umgebungen werden Euler Verfahren fu¨r dreidimensionale
Flu¨ssigkeiten kaum verwendet, da der Aufwand inklusive Behandlung frei-
er Oberfla¨chen und Oberfla¨chenextraktion hoch ist. In ju¨ngerer Zeit wurden
auch GPU-basierte Implementierungen von FDM-Simulationen untersucht
[Har04][CIS07]. Der hohe Grad an Parallelita¨t heutiger GPUs motiviert dieses
Vorgehen. Gerade solche Gitter-basierten Verfahren lassen sich intuitiv umsetzen,
da sie lediglich von ihrer lokalen und gleichzeitig bekannten Umgebung abha¨ngen.
Derartige Implementierungen erzielen in der Regel die mehrfache Performanz
einer vergleichbaren CPU-basierten Implementierung und ermo¨glichen interaktive
Geschwindigkeiten fu¨r geringe Wassermengen (zum Beispiel Glas, Aquarium).
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Kopplung mit starren Ko¨rpern Die Interaktion von Flu¨ssigkeiten und starren
Ko¨rpern kann verschiedene Kopplungen umfassen. So kann zwischen drei Kopp-
lungsarten unterschieden werden [CMT04, OZH00]:
• Unilaterale Kopplung A: Flu¨ssigkeit interagiert mit starrem Ko¨rper,
• Unilaterale Kopplung B: Starrer Ko¨rper interagiert mit Flu¨ssigkeit,
• Bilaterale Kopplung: Flu¨ssigkeit und starrer Ko¨rper interagieren.
Foster und Metaxas verwendeten den Ansatz von Stam zur Repra¨sentation von
Flu¨ssigkeiten in drei Dimensionen und erweitern ihn um die Behandlung beweg-
ter Objekten (Unilaterale Kopplung A) [FF01]. Ihre Methode tastet die Oberfla¨che
mit einem hybriden Ansatz ab, der aus der Level-Set-Methode und Partikeln be-
steht, die sich in der Flu¨ssigkeit bewegen. Durch dieses Vorgehen ko¨nnen sie die
Massen-Dissipation verringern und gleichzeitig glatte Oberfla¨chen und detaillierte
Flu¨ssigkeitseffekte repra¨sentieren. Zudem erlauben sie der Flu¨ssigkeit sich im Rah-
men von Zwangsbedingungen tangential zu dem starren Ko¨rper zu bewegen. In
[FM97] zeigten sie zuvor auch das spa¨ter ha¨ufig verwendete Beispiel einer derartigen
unilateralen Kopplung: Der Fall einer Kugel in ein Beha¨ltnis mit Flu¨ssigkeit (siehe
auch [EMF02, Wre03]). In einem derartigen Szenario, reagiert die Flu¨ssigkeit auf die
Kugel, jedoch nicht umgekehrt.
Takahasi et al. demonstrierten die Verwendung der Volume of Fluid Methode, um
eine bilaterale Kopplung zu realisieren [TUKF02]. Dazu werden Elemente eines re-
gula¨ren Gitters genau dann als Randbedingung betrachtet, wenn sie mehr als zur
Ha¨lfte von einem starren Ko¨rper belegt sind. Eine bilaterale Kopplung zwischen
Flu¨ssigkeiten und elastischen Ko¨rpern kann auch mit Feder-Masse-Systemen model-
liert werden [GHD03]. In dem Fall wird eine Euler-Flu¨ssigkeitssimulation mit einer
Lagrange-starren-Ko¨rper-Simulation gekoppelt. Eine bilaterale Kopplung mit belie-
big geformten starren Ko¨rpern erfolgt in [CMT04]. Dabei werden die starren Ko¨rper
innerhalb der Simulation behandelt als wu¨rden sie aus Flu¨ssigkeit bestehen.
Irregula¨re Gitter Die numerische Diffusion der MAC-Methode ist hoch aufgrund
der permanenten Interpolation der Variablen. Brackbill und Ruppel fu¨hren die Fluid-
Implicit-Particle Methode (FLIP) ein [BR86]. Diese verringert die numerische Dif-
fusion erheblich, indem ein irregula¨res Gitter in Abha¨ngigkeit der Partikelbewegung
adaptiert wird. Komplexe Oberfla¨chen ko¨nnen zudem wesentlich besser in der Si-
mulation beru¨cksichtigt werden, wenn irregula¨re Meshes zur Repra¨sentation ver-
wendet werden. [FOK05] demonstriert dieses Vorgehen fu¨r Gase. Mit Hilfe adap-
tiver, unstrukturierter Tetrahedal-Meshes ko¨nnen auch komplexe Stro¨mungen von
Flu¨ssigkeiten detailliert abgetastet werden und die Randbedingungen dynamischer
starrer Ko¨rper ko¨nnen genauer gesetzt werden [KFCO06]. Diese Verfahren beno¨tigen
jedoch mehr Berechnungsaufwand und sind fu¨r interaktive Umgebungen ungeeignet.
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Lattice-Boltzmann Verfahren Die Lattice-Boltzmann Methode stellt eine weitere
Mo¨glichkeit zur Lo¨sung der Navier-Stokes Gleichungen dar. Die Navier-Stokes Glei-
chungen werden dabei nicht direkt gelo¨st, sondern die diskrete Boltzmann Gleichung
der kinetischen Gastheorie wird gelo¨st, die die statistische Verteilung von Partikeln
in Fluiden beschreibt. So kann der viskose Fluss bestimmt werden. In der Computer-
graphik ist die Methode noch jung; verwendet wird sie beispielsweise in [WZF+03]
und [TR08]. In [TKR05] wird eine interaktive Umsetzung fu¨r Flu¨ssigkeiten beschrie-
ben, die jedoch verha¨ltnisma¨ßig undetailliert ist. Fu¨r einen U¨berblick der Methode
sei auf [Suc01] verwiesen.
3.3.3. Dreidimensionale Lagrange Verfahren
Die in der Literatur am ha¨ufigsten erwa¨hnte Lagrange Methode im Feld der Compu-
tergraphik ist die Smoothed Particle Hydrodynamics-Methode (SPH) — siehe auch
Anhang A. Gingold und Monaghan fu¨hrten die SPH-Methode in der Physik ein und
benutzten sie, um astrophysikalische Pha¨nomene zu beschreiben [GM77]. Ein all-
gemeiner U¨berblick ist in [Mon92] zu finden. Die Applikation fu¨r zweidimensionale
Flu¨ssigkeiten beschreibt Monaghan in [Mon94].
Desbrun und Gascuel beschreiben die Verwendung der SPH-Methode in der Com-
putergraphik, um elastische und za¨he Ko¨rper zweidimensional zu repra¨sentieren
[DG96]. Stein und Max verwendeten die Methode erstmalig zur Repra¨sentation von
Flu¨ssigkeiten in der Computergraphik [SM98]. Der Ansatz wurde von Mu¨ller et al.
in der wegweisenden Arbeit [MCG03] zur interaktiven Simulation von Flu¨ssigkeiten
erweitert. Oberfla¨chenspannung modellieren sie mit der von Morris vorgestell-
ten Methode [Mor00]. Die Darstellung erfolgt mit der Surface-Splatting-Methode
[ZPvBG01] oder dem Marching-Cubes-Algorithmus [LC87]. Sie simulieren einige
tausend Partikel und stellen zudem eine Verbesserung der Oberfla¨chenextraktion
vor: Der Beitrag jedes Partikels zur Isofla¨che ha¨ngt von der jeweiligen Dichte ab.
So erscheint die Oberfla¨che glatter, wenngleich noch keine vollsta¨ndig glatte Ober-
fla¨che erzeugt werden kann. Unter Verwendung von Partikeln verschiedener physika-
lischer Eigenschaften gelingt es Mu¨ller et al. auch, verschiedene Flu¨ssigkeiten zu mi-
schen [MSKG05]. Die Methode gestattet es unter anderem, Luftblasen innerhalb der
Flu¨ssigkeit zu repra¨sentieren. In einer anderen Arbeit demonstrieren Mu¨ller et al. die
Mo¨glichkeiten einer Kopplung von Fluid und zerbrechlichen Ko¨rpern [MST+04]. Die-
se werden mit einer FE-Methode repra¨sentiert. Sie erzielen interaktive Performanz
fu¨r einige tausend Partikel. Adams et al. verwenden adaptive Partikel innerhalb ei-
ner SPH-Simulation [APKG07]. Es gelingt ihnen durch Verwendung verschiedener
Partikel, die Anzahl der Partikel erheblich zu reduzieren und somit einen signifikan-
ten Geschwindigkeitsvorteil zu erzielen, wenngleich ihr Ansatz nicht echtzeitfa¨hig ist.
SPH-basierte Ansa¨tze zur Simulation unter Beru¨cksichtigung starrer Ko¨rper, die mit
der Flu¨ssigkeit interagieren, werden in [Ama06] und [BTT09] beschrieben.
Die Portierung einer SPH-Simulation auf die GPU ist aufwendiger als bei FD-
Ansa¨tzen. Die Nachbarschaftssuche dynamischer Partikel unter Verwendung der
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GPU zu realisieren, stellt dabei die Hauptschwierigkeit dar, da die notwendigen
Datenstrukturen nicht direkt auf der GPU umgesetzt werden ko¨nnen. Zahlreiche
mo¨gliche Umsetzungen der Methode auf der GPU wurden vorgestellt: [AIY+04,
KSW04, KC05, HKK07a, ZSP07, HTKK07]. Zehntausende Partikel ko¨nnen so un-
ter Verwendung der GPU bei interaktiven Frameraten simuliert werden — die Ge-
schwindigkeit realer Flu¨ssigkeiten wird jedoch noch nicht erreicht. In der Regel wer-
den dabei die Partikel als Punkte abgebildet. Eine Oberfla¨chenextraktion und die
Approximation optischer Effekte wird dabei nicht durchgefu¨hrt. Dies ko¨nnte aber
effizient mit den in Abschnitt 6.2 und Kapitel 7 beschriebenen Verfahren erfolgen.
Ein grundsa¨tzlicher Nachteil der Standard-SPH-Methode ist die Existenz von
Kompressibilita¨t. Die Methode kann keine inkompressiblen Fluide repra¨sentieren,
so dass gerade bei großen Zeitschritten und hohen Geschwindigkeiten eine unreali-
stische Vibration entstehen kann.
Becker und Teschner verwenden die Tait-Gleichung [Mon94], um den Druck aus
der Dichte zu bestimmen und ko¨nnen so die Kompressibilita¨t signifikant verringern
(weakly compressible SPH, [BT07]). Mu¨ller et al. verwenden in [MCG03] dagegen
die ideale Gasgleichung, die im Gegensatz dazu in einer hohen Kompressibilita¨t
resultiert. Das Problem wird auch mit der Moving-Particle Semi-Implicit-Methode
(MPS) behoben, die von Premoze et al. in die Computergraphik eingefu¨hrt wur-
de [PTB+03]. Die Methode ist der SPH-Methode a¨hnlich; sie fu¨hrt jedoch einen
Korrekturterm ein, der die Inkompressibilita¨t sicherstellt. Losasso et al. beschrei-
ben eine Kombination aus Level Set und SPH-Methode. Mit dieser Kombination
gelingt es ihnen ebenfalls, die Kompressibilita¨t gering zu halten. Diese Methoden
zur Reduktion der Kompressibilita¨t sind in der Regel ausgesprochen kostenintensiv.
Die von Solenthaler und Parajola in [SP09] vorgestellte Methode iteriert nach jedem
Simulationsschritt u¨ber die Dichte und aktualisiert entsprechend die Druckkra¨fte,
um Inkompressibilita¨t zu erhalten. Diese Methode ist wesentlich schneller als die
vorhergehend genannten, dennoch betra¨gt die Berechnungszeit fu¨r einen Zeitschritt
viele Minuten.
Der Vollsta¨ndigkeit halber sei auch die Moving Least Squares Methode (MLS,
auch Moving Least Squares Hydrodynamics, MLSPH, zum Beispiel [Dil99])
erwa¨hnt. Diese ist der SPH-Methode ebenfalls a¨hnlich, doch werden nicht rein
radiale Potentiale verwendet, sondern Potentiale, die entsprechend der Dichte
der umliegenden Partikel adaptiert sind. So wird die Kompressibilita¨t ebenfalls
verringert — der numerische Aufwand ist jedoch ungleich ho¨her — so dass die
Methode fu¨r die Flu¨ssigkeitssimulation in der Computergraphik bisher nicht
verwendet wird.
3.3.4. Hybride Verfahren
Hybride Verfahren zur Flu¨ssigkeitssimulation werden verwendet, um die Simulati-
onsgeschwindigkeit oder die Qualita¨t der repra¨sentierten Flu¨ssigkeit zu verbessern.
So kann eine Kopplung der MAC-Methode mit der SPH-Methode den Detailgrad
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oder die Laufzeit simulierter Flu¨ssigkeiten signifikant verbessern. Eine SPH-Methode
kann zum Beispiel im Oberfla¨chenbereich verwendet werden, um einen hohen De-
tailgrad an der Oberfla¨che zu erzielen. Die MAC-Methode kann dann im u¨brigen
Volumen benutzt werden [SS06]. Eine andere Art der Kopplung besteht in der Erzeu-
gung von Partikeln in turbulenten Situationen und Bereichen (zum Beispiel Gischt)
[LTKF08].
Selle et al. benutzen einen hybriden Ansatz, um Wirbel besser repra¨sentieren und
erhalten zu ko¨nnen [SRF05] — ansonsten werden Wirbel schnell und unrealistisch
geda¨mpft. Sie verwenden Partikel, die die Wirbelinformationen advektieren. Diese
werden ru¨ckgekoppelt auf ein Euler-basiertes Gitter. Irving et al. koppeln ein zwei-
dimensionales, niedrig aufgelo¨stes Gitter mit einem dreidimensionalen Gitter in der
Umgebung der Oberfla¨che [IGLF06]. Sie erzielen Geschwindigkeitsvorteile in ent-
sprechenden Szenarien, wie zum Beispiel im Flachwasserbereich. Dennoch liegt die
Berechnungszeit im Bereich von Minuten. Eine a¨hnliche adaptive Kopplung einer
dreidimensionalen Lattice-Boltzmann Simulation und einer Flachwasser Simulati-
on wird in [TRS06] beschrieben. Die Resultate aller genannten Verfahren erlauben
jedoch keine echtzeitfa¨hige Simulation.
3.3.5. Effekte
Die Flu¨ssigkeitssimulation mit Hilfe der Navier-Stokes-Gleichungen fu¨hrt zu ei-
ner realistischen Dynamik. Dennoch ko¨nnen gewisse Flu¨ssigkeitseffekte nur einge-
schra¨nkt oder mit großem Aufwand realisiert werden. So zum Beispiel brechende
Wellen, spritzendes Wasser oder Luftblasen. Die Repra¨sentation derartiger Effekte
stellt einen weiteren Schwerpunkt der Forschung dar, da sie den Realismus virtueller
Flu¨ssigkeiten vergro¨ßern.
Brechende Wellen Die Komplexita¨t und das faszinierende physikalische Verhalten
brechender Wellen zu repra¨sentieren, ist in der Computergraphik eine große Heraus-
forderung, da es sich um ausgesprochen detaillierte Pha¨nomene handelt. Die ersten
Ansa¨tze zur Animation brechender Wellen wurden in [Ree83] und [Pea86] vorgestellt.
Dort werden Partikel verwendet, um die Brechung nachzubilden.
Zweidimensionale Simulationen brechender Wellen werden zum Beispiel in
[Mon94] und [RO98] demonstriert. Eine zweidimensionale Datenbank brechender
Wellen, mit unterschiedlichen, aber a¨hnlichen Startbedingungen kann zur Steuerung
des Verhaltens dreidimensionaler brechender Wellen verwendet werden [MMS04].
Die Eintra¨ge werden Schicht-basiert dargestellt. Entsprechend der Auswahl des
Animateurs kann das Erscheinungsbild der Welle gesteuert werden.
Enright et al. verwenden die Particle-Level-Set-Methode unter anderem zur Re-
pra¨sentation einer brechenden Welle [EMF02]. Becker und Teschner benutzen hin-
gegen eine SPH-Simulation, die die Kompressibilita¨t erheblich verringert [BT07].
Losasso et al. verwenden eine Kopplung Gitter-basierter und Partikel-basierter Simu-
lation, um ausgesprochen realistische Wellen zu erzeugen [LTKF08]. Diese Ansa¨tze
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erzielen u¨berzeugende Ergebnisse, sind jedoch nicht Echtzeitfa¨hig.
Wang et al. verwenden die Moving Particle Semi-Implicit Methode (MPS)
[PTB+03], um brechende Wellen zu repra¨sentieren [WZC+06]. Sie verwenden eben-
falls eine zweidimensionale Simulation, aus der sie einen dreidimensionalen Daten-
satz erzeugen. Eine brechende Welle wird dabei von einer bewegten Ebene erzeugt.
Die Simulationszeiten liegen im Bereich einer drittel Sekunde. Damit stellt die Me-
thode die bisher schnellste vorgestellte Methode zur Repra¨sentation einer brechenden
Welle unter Verwendung einer physikalisch-basierten Simulation dar.
Brechende Wellen bei interaktiver Geschwindigkeit wurden bisher lediglich unter
Verwendung von Animationstechniken vorgestellt. So kann eine prozedurale Anima-
tionstechnik zur Repra¨sentation brechenderWellen verwendet werden, um dieWellen
zu bewegen und zu brechen — bei interaktiven Geschwindigkeiten [JBS03]. Thu¨rey
et al. zeigen animierte brechende Wellen, die mit einer Flachwasser-Simulation ge-
koppelt sind und erzielen ebenfalls interaktive Geschwindigkeiten [TMSG07]. Die
brechenden Wellen erscheinen jedoch bei beiden Verfahren aufgrund der verwende-
ten Animationstechniken relativ synthetisch.
Spritzende Flu¨ssigkeiten Die Verwendung eines Partikelsystems zur Re-
pra¨sentation von spritzendem Wasser in einer Ho¨henfeld-basierten Umgebung
beschreiben O’Brien und Hodgins [OH95]. Partikel werden erzeugt, wenn fallende
Objekte die Oberfla¨che durchschneiden. Eine Unterteilung der Partikel, die die
Oberfla¨che verlassen, fu¨hrt zu mehr Details bei spritzendem Wasser [IODN06]. Ein
viskoelastisches Material kann mit Hilfe von Federn mit dynamischen Ruhela¨ngen
realisiert werden [CBP05]. Dieses Material kann auch Spritzeffekte repra¨sentieren.
Ein anderer Ansatz ist die Anpassung der Partikelanzahl der Oberfla¨chenpartikel
innerhalb der Particle-Level-Set Methode [KCC+06]. Die Darstellung kann mit
einem Ray Tracing-Verfahren erfolgen, wobei die Partikel dreidimensional geblendet
werden [Bli82]. In interaktiven Umgebungen bietet sich die U¨berblendung von
Point-Sprites an, da diese effizient unter Verwendung moderner GPUs dargestellt
werden ko¨nnen.
Gas-Flu¨ssigkeit- und Flu¨ssigkeit-Flu¨ssigkeit-Kopplungen Auch die Re-
pra¨sentation von Luftblasen wurde eingehend untersucht. Die Schwierigkeit
besteht darin, zwei Fluide mit sehr unterschiedlichen Dichten zu koppeln
[KVG02, GH04, ZYP06, KLL+07]. Die Methoden lassen sich in der Regel nicht
in Echtzeit realisieren. Hong und Kim verwenden die Ghost-Fluid-Methode
(GFM) [FAMO99] zur Repra¨sentation von Gasen in Flu¨ssigkeiten [HK05]. Sie
demonstrieren ihr System an Luftblasen in Wasser. Die GFM bezeichnet die
Verwendung von Ghost-Zellen innerhalb der Simulation. Diese werden verwendet,
um die physikalische Eigenschaften aller Fluide in jeder Gitterzelle zu bestimmen.
Weitere Untersuchungen beziehen sich auf die Darstellung kochender Flu¨ssigkeiten
[MUM+06, KC07]. Thu¨rey et al. pra¨sentieren eine Echtzeit-Methode, um auf-
steigende Blasen in einem Bassin zu simulieren [TSS+07]. Dazu koppeln sie eine
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Flachwassersimulation mit einer SPH-Simulation, die die Blasen repra¨sentieren.
Losasso et al. erweitern die Level-Set-Methode zur Repra¨sentation mehrerer
Flu¨ssigkeiten, die verschiedene Dichten und Viskosita¨ten besitzen [LSSF06], errei-
chen jedoch keine interaktive Performanz.
Flu¨sse und Erosion Kipfer and Westermann beschreiben eine GPU-basierte Im-
plementierung der SPH-Methode zur Repra¨sentation interaktiver Flu¨sse [KW06].
Zur Darstellung verwenden sie ein Ho¨henfeld. Nachteil der Methode ist die geringe
Anzahl verwendeter Partikel, die die Oberfla¨che undetailliert erscheinen lassen. An-
dere Ansa¨tze synthetisieren die Navier-Stokes Gleichungen mit Approximationen,
um einen interaktiven Fluss darzustellen [TG02, YNBH09].
Ein weiteres Anwendungsgebiet der Flu¨ssigkeitssimulation in der Computergra-
phik liegt in der Darstellung von Erosionen, zum Beispiel [ASA07, Ben07, KBKv09].
Ziel ist es, aus synthetischen Landschaften und Objekten mit automatischem Abtrag
natu¨rlich erscheinende zu erzeugen.
Flu¨ssigkeiten und Gewebe Guendelman et al. koppeln Wasser und du¨nne defor-
mierbare Objekte, wie zum Beispiel Gewebe [GSLF05]. Dazu verwenden sie eine
Gitter-basierte Simulation. Das Pendant einer SPH-Simulation wird in [KSK04] vor-
gestellt. Beide Methoden geben den Dreiecken des Gewebes eine endliche Volumen-
ausdehnung (Thickened Triangle Volume/Wedges). Eine interaktive Umsetzung in
Interaktion mit Geweben wird in [HKK07b] pra¨sentiert. Die Simulation wird bei in-
teraktiven Bildraten durchgefu¨hrt, wobei einige tausend Partikel verwendet werden.
Weitere Effekte Lenaerts et al. verwenden eine SPH-Simulation, um das Fließen
in poro¨sen Materialien zu repra¨sentieren [LAD08]. Dazu variieren sie innerhalb von
Materialien die Flusseigenschaften. Sie zeigen auch das Mischen von Flu¨ssigkeiten
mit granularen Materialien [LD09].
Zhu und Bridson verwenden eine Partikel-basierte Flu¨ssigkeitssimulation, um
das Verhalten von Sand zu repra¨sentieren [ZB05]. Dazu fu¨hren sie in einer Euler-
Flu¨ssigkeitssimulation einen Reibungsterm ein, der das Fließen verhindert. Unter
Beru¨cksichtigung der Temperatur kann unter anderem das Schmelzen von Objekten
mit einer stabile Adaption des MAC-Verfahrens fu¨r Flu¨ssigkeiten hoher Viskosita¨t
repra¨sentiert werden [CMVHT02]. Eine Erweiterung der Methode um Dehnbarkeit
ermo¨glicht auch die Darstellung elastischer und plastischer Verformungen [GBO04].
Bargteil et al. pra¨sentieren eine Texturierungsmethode fu¨r dreidimensionale, dyna-
mische Flu¨ssigkeiten [BSM+06]. Die Methode stellt eine Kopplung aus Oberfla¨chen-
Trackings [BGOS06], einer Methode zum u¨berlappenden Texture-Mapping auf be-
liebige Objekte [PFH00] und einer Methode zur Textur-Synthese mit wenigen Arte-
fakten [KEBK05] dar. So gelingt es ihnen, Texturen ohne Artefakte auf dynamische
dreidimensionale Flu¨ssigkeitsoberfla¨chen abzubilden.
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3.4. Oberfla¨chenextraktion
3.4.1. Ho¨henfelder
Ho¨henfelder ko¨nnen effizient unter Verwendung der GPU dargestellt werden. Bei der
Darstellung von Flu¨ssigkeiten ist jedoch zu beachten, dass die Oberfla¨che dynamisch
ist und sich in der Regel mit jedem dargestellten Zeitschritt a¨ndert. So ko¨nnen die
existierenden Darstellungsverfahren, die statische Ho¨henfelder effizient darstellen,
dabei jedoch auf einem Vorberechnungsschritt basieren, in interaktiven Umgebun-
gen nicht verwendet werden (zum Beispiel [LKR+96, DWS+97, Paj98, CGG+03]).
Die Verwendung von Geometry Image Warping [DS04] zur Darstellung von Wassero-
berfla¨chen ist ungeeignet, da der Detailgrad ambienter Wellen in der Regel homogen
verteilt ist, so dass eine Adaption in Abha¨ngigkeit von Topologien kaum Verbes-
serungen erzielen kann. Fu¨r ambiente Ozeanfla¨chen bieten sich fu¨r die Darstellung
aufgrund der hohen Dynamik Geometry Clipmaps [LH04, YPZL05] und Projec-
ted Grids [HNC02, Joh04] an. Erstere besitzen den Nachteil von U¨berga¨ngen zwi-
schen verschiedenen LoD-Stufen. Im Gegensatz dazu projiziert die Projected Grid-
Methode ein regula¨res Gitter im Bildraum auf das Ho¨henfeld und erzielt so eine
adaptive blickpunktabha¨ngige Darstellung (siehe Abbildung 3.2). Aufgrund der Ab-
tastung im Bildraum ko¨nnen bei der Methode jedoch Aliasing-Artefakte auftreten,
die bei niedriger Abtastrate explizit behandelt werden mu¨ssen. Da jedoch Wassero-
berfla¨chen eine geringe Amplitude besitzen (zumindest im Vergleich zu Landschaf-
ten), ist der Nachteil der Aliasing-Artefakten bei Flu¨ssigkeiten eher gering. Fu¨r
dynamische Ho¨henfelder ko¨nnen die Ho¨heninformationen in einer Textur gespei-
chert werden und zum Beispiel unter Verwendung von Vertex Displacement Mapping
im Vertex-Shader verarbeitet werden [Kry05]. Unendlich ausgedehnte Ho¨henfelder
ko¨nnen so effizient im Bildraum dargestellt werden.
3.4.2. Volumen
Gitter-basierte Simulationen In Euler-Flu¨ssigkeitssimulationen wird die Ober-
fla¨che oftmals mit einer Level-Set-Methode bestimmt. Die Oberfla¨che wird als Zero-
Level-Set der Skalarfunktion bestimmt und mit dem Geschwindigkeitsfeld advek-
tiert (zum Beispiel [FF01]). Enright et al. fu¨hren eine Verbesserung der Level-
Set-Methode als Particle-Level-Set-Methode ein [EFFM02]. Sie verwenden Marker-
Partikel, um die Oberfla¨chenrekonstruktion des Level-Sets zu verbessern. Um die
Konvektion der Oberfla¨che besser zu modellieren, benutzen sie Partikel auf beiden
Seiten der freien Oberfla¨che [EMF02] und extrapolieren die Geschwindigkeiten u¨ber
die freie Oberfla¨che hinaus in den Luft-Bereich. So gelingt es ihnen, die Oberfla¨che
detaillierter zu approximieren, die Volumenerhaltung besser zu gewa¨hrleisten und
die Randbedingungen genauer definieren zu ko¨nnen als vorhergehende Verfahren
[CJR95, FF01]. Es ko¨nnen auch gewichtete Durchschnittspositionen und Radien
nah beieinander liegender Partikel verwendet werden, um die Oberfla¨che besser zu
approximieren [ZB05]. Mit einem semi-Lagrange Ansatz kann eine vorzeichenbehaf-
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Abb. 3.2.: Prinzip der Projected Grid -Methode. Szene (a) und zugeho¨riges Gitter (b) im Bildraum,
rotiertes Gitter (c).
tete Abstandsfunktion der Oberfla¨che advektiert werden [BGOS06], um eine bessere
Abtastung zu erzielen. Anhand der Abstandsfunktion wird dann der aktuelle Null-
Level zu jedem Zeitschritt bestimmt.
Partikel-basierte Simulationen Ein erstes Verfahren, Punktwolken mit Hilfe eines
gaussfo¨rmigen Potentials darzustellen, das die implizite Oberfla¨che definiert, wird in
[Bli82] beschrieben. Diese Modelle werden als Blobby Models bezeichnet und mit Hil-
fe von Ray Tracing dargestellt. Blobby Models wurden spa¨ter auch unter dem Namen
Metaballs bekannt. Wyvill und Trotman verbessern die Pra¨zision und Performanz
fu¨r das Ray Tracing von Blobby Models [WT90].
Ein erster Ansatz zur Verwendung von Punkten als Render-Primitive wurde
von Levoy und Whitted vorgestellt [LW85]. Verschiedene weitere Techniken zur
Darstellung von Punktwolken ohne gegebene Konnektivita¨t folgten [GD98, RL00,
PZvBG00]. Diese Techniken verwenden vorberechnete hierarchische Datenstruk-
turen, um effizient u¨ber dargestellte Punkte zu entscheiden. Die von Zwicker et
al. vorgestellte Surface Splatting-Technik kann ebenfalls zur Darstellung Partikel-
basierter Flu¨ssigkeiten verwendet werden [ZPvBG01]. Diese adaptiert einen El-
liptical Weighted Average Filter (EWA) im Bildraum und kann zugleich Textu-
ren auf die Partikel-Oberfla¨chen abbilden [GH86]. Aufgrund der Verwendung ei-
ner Vorberechnung ist die Methode jedoch lediglich bedingt geeignet fu¨r interaktive
Flu¨ssigkeiten. Mittels der GPU ko¨nnen derartige Splatting-Verfahren beschleunigt
werden [BK03, GBP04, IDYN06]. Eine Variation der Splatting-Methoden zur Dar-
stellung von Iso-Surfaces wird in [CHJ03] beschrieben: Iso-Splatting. Partikel werden
regula¨r im Dichtefeld positioniert und entsprechend des Gradienten in Richtung des
gewu¨nschten Iso-Wertes adaptiert. Ein anderer Ansatz ist es, Dreiecksnetze aus der
Punktmenge zu extrahieren, diese zu filtern und darzustellen [HDD+92].
Eine Bildraum-basierte Methode fu¨r interaktive Umgebungen beschreiben Mu¨ller
et al. in [MSD07]: Screen Space Meshes. Im Prinzip wird die Projected Grid-Methode,
die fu¨r Ho¨henfelder entwickelt wurde, auf die sichtbare Oberfla¨che dreidimensiona-
ler Objekte angepasst. Das darzustellende Tiefenbild wird aus einer Partikelwolke
extrahiert. So wird ein im Bildraum regula¨res Gitter erzeugt, welches die sichtbare
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Flu¨ssigkeitsoberfla¨che abtastet.
Ein anderes interaktives Bildraum-basiertes Verfahren ist die Particle Splatting-
Methode [ALD06]. Partikel werden als Kugeln in den Frame-Buffer abgebildet und
mittels Alpha Blending-Funktionen werden die Normalen interpoliert. Die Methode
leidet jedoch unter Artefakten an der Silhouette, da individuelle Partikel dort noch
sichtbar sind [RB08]. Zudem handelt es sich um ein Zwei-Pass Rendering-Ansatz,
der fu¨r viele Partikel die Performanz stark sinken la¨sst. Die beiden letztgenannten
Methoden werden in Abschnitt 6.2.2 mit der im Rahmen dieser Arbeit vorgestell-
ten Methode verglichen, da sie vergleichbare Probleme lo¨sen. Rosenberg beschreibt
eine echtzeitfa¨hige Methode, mit Hilfe von Marching Slices eine Oberfla¨che zu er-
zeugen [RB08]. Dazu werden zusammenha¨ngende Flu¨ssigkeitsvolumenbereiche in-
nerhalb einzelner Schichten detektiert, deren Oberfla¨che anschließend polygonali-
siert wird. Hoetzlein und Ho¨llerer fu¨hren die Methode der Sphere Scan Conversion
ein [HH09]. Diese basiert auf einer Geometriedeformation, die vortesselierte Zylin-
der an einen Partikelstrom (zum Beispiel Fonta¨ne) anpasst. Sie erzielen interaktive
Geschwindigkeiten fu¨r einige tausend Partikel. Nachteil der Methode ist, dass eine
Hauptachse der Bewegung angegeben werden muss.
Gitter-basierte und Partikel-basierte Simulationen Oftmals wird in der Compu-
tergraphik der Marching Cubes-Algorithmus verwendet [LC87], um die dreidimen-
sionale polygonale Iso-Oberfla¨chen eines Dichtefeldes zu extrahieren (zum Beispiel
in [MCG03, ZB05]). Im Falle von Partikelwolken, definieren die Partikelpositionen
das Dichtefeld implizit. Als Dichtekernel werden in der Regel radiale Funktionen ver-
wendet, wenngleich auch andere Funktionen verwendet werden ko¨nnen (siehe auch
Abschnitt 5.1.2.3). Der Algorithmus diskretisiert das darzustellende Volumen mit
Hilfe eines Gitters und entscheidet im Rahmen einer Fallunterscheidung, wie die
Oberfla¨che das jeweilige Gitterelement schneidet. Entsprechend werden Polygone
fu¨r jedes Gitterelement erzeugt. Variationen der Marching Cubes-Methode verbes-
sern die Performanz (zum Beispiel [MSS94]) oder reduzieren Artefakte (zum Beispiel
[NH91]). Eine GPU-basierte Umsetzung wird zum Beispiel in [GJD05] pra¨sentiert.
3.5. Darstellung
Die Darstellung photorealistischer Flu¨ssigkeiten in Nicht-Echtzeitumgebungen er-
folgt in der Regel mit einem Ray Tracing-Verfahren [Whi80] in Kombination mit
Photon Mapping [JC95, Jen01] oder einem Light Ray Tracing-Verfahren. So ko¨nnen
optische Effekte wie Reflexionen, Brechungen, Absorptionen und Kaustiken akkurat
repra¨sentiert werden. Backward Beam Tracing, als Erweiterung zur Beschleunigung
von Light Ray Tracing, projiziert die Polygone der Oberfla¨che auf die Szene und
beschleunigt so die Kaustikerzeugung [Wat90]. In [DCG07] wird die Sphere Tra-
cing-Methode verwendet, um eine ambiente Wasseroberfla¨che darzustellen — jedoch
ko¨nnen keine interaktiven Ergebnisse erzielt werden.
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Abb. 3.3.: Prinzip des Environment-Mappings. Eine transparente Kugel und ein transparenter To-
rus (b) innerhalb einer dynamischen Szene. Die zugeho¨rige, dynamische Environment-
Map (c) wird aus Sicht des Objektes erzeugt.
In interaktiven Umgebungen ist die Verwendung eines Ray Tracing-Verfahrens
auf heutigen Standard-PCs zu aufwendig. Schnelle Ray Tracing-Verfahren basieren
auf umfangreichen vorberechneten Datenstrukturen, die die Schnittberechung er-
heblich beschleunigen. Bei dynamischen Objekten wie Flu¨ssigkeiten mu¨sste diese
Datenstruktur jedoch in jedem Frame neu bestimmt werden.
Baboud und Decore´t beschreiben einen vereinfachten Ray Casting-Ansatz zur
Darstellung von Wasseroberfla¨chen unter Verwendung der GPU [BD06a]. Sie verwen-
den zwei Ho¨henfelder. Das Erste repra¨sentiert die Wasseroberfla¨che und das Zweite
den Untergrund. Die rasterisierte Schnittberechnung stellt eine Vereinfachung der
in [BD06b] beschriebenen Methode dar, die Vorberechnungen zur Beschleunigung
der Schnittbestimmung verwendet. Baboud und Decore´t repra¨sentieren Reflexionen,
Brechungen, Kaustiken und Absorption fu¨r das beschriebene Szenario, welches aus
zwei Ho¨henfeldern besteht. Polygonale Objekte die im Volumen liegen, ko¨nnen mit
der Methode nicht dargestellt werden. Insofern wa¨re eine Kombination dieser Me-
thode mit der in Abschnitt 7.2 beschriebenen Methode sinnvoll, da dann sowohl der
Untergrund als auch polygonale Objekte reflektiert und gebrochen werden ko¨nnten.
Environment Mapping ist eine ha¨ufig verwendete Methode zur schnellen Dar-
stellung spekularer Reflexionen auf kurvigen Objekten (zum Beispiel [RKL+06]).
Spekulare Reflexionen und einfache Brechungen ko¨nnen mit Hilfe dynamischer En-
vironment Maps approximiert werden [BN76]. Die Environment Map wird als im
Unendlichen liegend angenommen und die Zugriffsvektoren werden im Ursprung be-
rechnet. Die Map wird generiert, indem die Szene aus Sicht des reflektierenden bzw.
brechenden Objekts dargestellt wird. Die Zugriffsvektoren werden in Abha¨ngigkeit
der Blickrichtung und der Objekt-Oberfla¨chennormalen bestimmt — in der Regel
GPU-basiert [NC02, RKL+06]. Der Ansatz erzielt realistische Ergebnisse fu¨r kleine
Objekte mit großen Kru¨mmungen (Abb. 3.3). Bei großen bzw. flachen Objekten (wie
zum Beispiel Wasseroberfla¨chen) kommt es jedoch zu Artefakten, denn der Zugriff
auf die Environment Map erfolgt immer vom Ursprung aus [Gre86]. Diese Tatsa-
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che ist fu¨r Environment Maps, die im Unendlichen liegen, nicht von Bedeutung. Je
na¨her ein Objekt jedoch an der transparenten Ebene liegt, um so wahrnehmbarer
werden die Artefakte, da die geringen Variationen der Zugriffsvektoren alle nahezu
auf die gleichen Punkte in der Environment Map zeigen. Fu¨r spekulare Reflexionen
kann dieses Problem mit einem Algorithmus behoben werden, der die projizierten
Reflexions-Vertices iterativ approximiert [RH06][EMDT06].
Planare Reflexionen ko¨nnen im Rahmen eines zweiten Rendering Passes realisiert
werden. Die Szene wird aus Sicht des an der Ebene gespiegelten Blickpunktes dar-
gestellt (zum Beispiel [BMG+99]). Planare Brechungen ko¨nnen theoretisch a¨hnlich
dargestellt werden, sind jedoch in der Praxis komplizierter, da die Szene durch die
Brechung verzerrt wird. Es kann jedoch eine U¨bergangsfunktion bestimmt werden,
die die gebrochene Szene in den Bildraum transformiert [DB94].
Reflexions- und Brechungseffekte Ho¨henfeld-basierter Flu¨ssigkeiten in interakti-
ven Umgebungen werden oftmals ebenfalls mit Mapping-Techniken effizient approxi-
miert [Bel03, Joh04, Sou05]. Die Szene wird in eine Environment Map gerendert, ein-
mal aus Blickposition und einmal aus der gespiegelten Blickposition. Entsprechend
der Blickrichtung und der Oberfla¨chennormalenvariation wird der Zugriffsvektor va-
riiert. Dieser approximierende Ansatz erzielt u¨berzeugende und schnelle Ergebnisse,
wenngleich er typische optische Eigenschaften der Brechung, wie zum Beispiel Win-
kelvera¨nderungen oder Gro¨ßenskalierungen, nicht repra¨sentieren kann. Environment
Mapping kann auch zur Darstellung optischer Eigenschaften eines quadratischen
Pools verwendet werden [SW01]. Die Methode kann allerdings keine Objekte inner-
halb des Pools optisch behandeln. Fu¨r rechteckige Pools, die mit Flu¨ssigkeit gefu¨llt
sind, kann auch ein vereinfachtes Ray Tracing-Verfahren mit den fu¨nf beteiligten
Fla¨chen auf der GPU durchgefu¨hrt werden [VM00].
Alle bisher genannten, auf Environment Mapping basierende Ansa¨tze unterstu¨tzen
lediglich einfache Reflexionen und Brechungen — es wird also lediglich an der er-
sten sichtbaren Oberfla¨che reflektiert oder gebrochen. Ein Ansatz fu¨r interaktive
doppelte Brechungen mit Hilfe einer Environment Map an statischen Objekten wird
in [Wym05a] vorgestellt. Unter Beru¨cksichtigung der Front- und Back-Faces erge-
ben sich akkurate Doppel-Brechungen fu¨r ein Objekt inmitten einer Environment
Map, die als im Unendlichen liegend betrachtet werden kann. Das Verfahren wird
in [Wym05b] um einen iterativen Prozess erweitert, um auch nahe gelegene Objekte
optisch brechen zu ko¨nnen. Hu und Qin verbessern die Technik in [HQ07] unter
Verwendung von Impostorn [Ger98]. Ihre Methode verbessert die Darstellung von
Reflexionen und Brechungen nah beieinander liegender Objekte.
Environment Maps ko¨nnen auch benutzt werden, um das Ray Tracing-Verfahren
zu beschleunigen [HS01]. Dazu werden mehrere radiale Environment Maps verwen-
det, die fu¨r weiter entfernte Objekte verwendet werden — so werden erheblich we-
niger Dreiecksvergleiche beno¨tigt, wenngleich das Verfahren nicht interaktiv ist.
Das wohl bekannteste Verfahren zur Repra¨sentation von Kaustiken ist das Photon
Mapping [JC95]. Die Methode verteilt Energie mit Hilfe von Partikeln und akku-
muliert diese in der Photon Map. Ein anderer Ansatz zur Repra¨sentation von Licht-
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effekten unter Wasser (Kaustiken und God-Rays) ist die Verwendung projizierter
Oberfla¨chenpolygone [NN94, IND01, IDN03]. Wand und Strasser stellen in [WS03]
eine schnelle Methode zur Erzeugung von Kaustiken vor, die Abbilder der Lichtquel-
le fu¨r jeden abgetasteten Punkt auf die Szene projiziert. Mit Hilfe von Filtern werden
kontinuierliche Kaustiken erzeugt. Kaustiken ko¨nnen auch effizient dargestellt wer-
den, wenn keine globalen Photon Maps erzeugt werden, sondern die Photonen im
Bildraum auf der GPU erzeugt werden [KBW06]. Ein anderer Ansatz ist das Caustic
Mapping [SK07]. Dieses stellt ein Pendant zum Shadow Mapping dar und erzeugt
Kaustik-Texturen, die auf die Szene abgebildet werden. Ein GPU-basierter Ansatz
zur Erzeugung von Kaustiken bei Ho¨henfeld-basierten Flu¨ssigkeiten wird in [TS00]
vorgestellt. Dazu werden die Lichtintensita¨ten ebenfalls in einer Textur akkumuliert.
3.6. Anwendungen
Nicht-Interaktive Verfahren — Flu¨ssigkeiten in Filmen Computergenerierte
Flu¨ssigkeiten, die einen Anspruch auf Photorealismus besitzen, lassen sich nicht in
Echtzeit simulieren und beno¨tigen in der Regel viele Minuten bis Stunden fu¨r die
Berechnung eines einzigen Bildes. Fokus der Forschung lag und liegt vornehmlich
auf solchen Nicht-Echtzeitverfahren. Ohne einer Einschra¨nkung in Bezug auf die
Rechenzeit ko¨nnen wesentlich detailliertere Simulationsauflo¨sungen verwendet wer-
den und komplexere und realistischere Flu¨ssigkeiten repra¨sentiert werden. Derartige
Methoden werden vornehmlich fu¨r Flu¨ssigkeiten in Filmen und Animationen ver-
wendet. Fu¨r solch realistische Flu¨ssigkeiten, wie sie in Kinofilmen beno¨tigt werden,
ist zusa¨tzlich noch ein umfangreicher Postprozess (in der Regel manuell) vonno¨ten,
um u¨berzeugende und photorealistische Ergebnisse zu erzielen.
Die allgemeine Komplexita¨t computeranimierter Flu¨ssigkeiten kann an dem Film
Shrek (2001, Dreamworks) verdeutlicht werden, der seinerzeit der bis dahin auf-
wendigste computeranimierte Film war. Auf die Frage, was die schwierigste Szene
des ganzen Films gewesen sei, antwortete der Produzent des Films Jeffrey Kat-
zenberg “It’s the pouring of milk into a glass.” [HP01]. Zahlreiche folgende For-
schungsarbeiten haben spa¨ter Verwendung in verschiedenen Filmen gefunden. Vor
allem Level-Set-Methoden haben sich in Filmen etabliert: Beispiele sind Termina-
tor 3 (2003, Warner Bros.,[REN+04]), Pirates of the Caribbean (2003, Walt Disney
Pictures, [REN+04]), The Day After Tomorrow (2004, 20th Century Fox, [IS04])
und Scooby Doo 2 (2004, Warner Bros., [WH04]). Eine SPH-Methode wurde zum
Beispiel in Pirates of the Caribbean 3 (2007, Walt Disney Pictures, [MCZ07]) ver-
wendet. Der Algorithmus von Tessendorf zur Darstellung ambienter Ho¨henfelder
wurde zum Beispiel in Waterworld (1995, Universal Pictures) und Titanic (1997,
Paramount Pictures, 20th Century Fox) verwendet [Tes04] — mit einer jeweiligen
Auflo¨sung von 2048 × 2048. Eine zweidimensionale Simulationsumgebung wird ver-
wendet, um Rauch- und Flu¨ssigkeitseffekt mit fu¨r Animateure einfachen Mitteln in
dem Trick-Film The Prince of Egypt (1998, DreamWorks SKG) darzustellen [Wit99].
Die zweidimensionalen Simulationen werden dabei als senkrechte Ebenen im Raum
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abgebildet, um Tiefe zu repra¨sentieren.
In der Computergraphik sind nicht nur physikalische Flu¨ssigkeitsrepra¨sentationen
sondern auch Flu¨ssigkeitseffekte gefragt, die kein reales Pendant besitzen. Ein Bei-
spiel ist die Animation liquider Charaktere, die zum Beispiel in den Filmen The
Abyss (1989, 20th Century Fox) oder Terminator 2 (1991, Tri-Star Pictures) ver-
wendet wurden. Ziel ist es, den liquiden Charakter plausibel zu animieren, dabei
jedoch den fließenden Eindruck zu erhalten. Dazu kann eine Flu¨ssigkeitssimulation
in Kombination mit zusa¨tzlichen externen Kraftfeldern verwendet werden, die die
Stro¨mung der Flu¨ssigkeit entsprechend der Charakter-Bewegung steuern [SY05].
Interaktive Verfahren Die meisten existierenden Techniken zur
Flu¨ssigkeitsrepra¨sentation sind nicht interaktiv oder in Echtzeit ausfu¨hrbar.
Interaktive Ansa¨tze ru¨ckten erst in den letzten Jahren in den Fokus der Forschung
— als Folge der großen Leistungsverbesserung von PC-Hardware und der Nachfrage
aus der Computerspiele-Industrie. Die Ergebnisse interaktiver Verfahren sind wegen
des hohen Aufwandes und des geringen zur Verfu¨gung stehenden Zeitfensters
nicht vergleichbar mit nicht-interaktiven Verfahren. Die große Beschra¨nkung
der Rechenzeit la¨sst die simulierten Flu¨ssigkeiten in der Regel vergleichsweise
undetailliert erscheinen.
Aufgrund wirtschaftlicher Interessen von Herstellerfirmen ist in der Regel nicht
bekannt, wie die konkreten Simulationen durchgefu¨hrt werden. In a¨lteren Compu-
terspielen wurden in der Regel einfache Animationstechniken verwendet, um Was-
seroberfla¨chen zu bewegen. In ju¨ngerer Zeit haben sich Spektrum-basierte Ansa¨tze
wie die Methode von Tessendorf zur Repra¨sentation ambienter Wellen durchgesetzt
(z.B. Crysis (2007, Electronic Arts), Grand Theft Auto IV (2008, Rockstar Ga-
mes)). Da jedoch in der Regel keine Simulationen verwendet werden, kann mit den
Oberfla¨chen nicht oder sehr eingeschra¨nkt interagiert werden. In Tomb Raider Un-
derworld (2008, Eidos Interactive) werden animierte Videosequenzen verwendet, um
das spritzende Wasser zu repra¨sentieren, welches entsteht, wenn die Protagonistin
durch eine Wasserlache la¨uft — mit sehr u¨berzeugenden Ergebnissen.
Verwendung der GPU Ein andauernder Trend in der Echtzeit-Simulation physika-
lischer Pha¨nomene ist die Verwendung der GPU nicht nur zur Darstellung, sondern
auch zur Simulation oder zur Oberfla¨chenextraktion. Aufgrund der parallelen Ar-
chitektur heutiger GPUs ko¨nnen angepasste Probleme zum Teil um ein Vielfaches
schneller ausgefu¨hrt werden, als auf der CPU. Auf den aktuellen Graphikkarten der
Hersteller Nvidia and ATI sind zahlreiche Shader-, Textur- und Render-Einheiten
integriert, so dass ein hoher Grad an Parallelita¨t in Shader-Programmen erzielt wer-
den kann (siehe Tabelle 3.1).
Aktuelle GPUs sind in der Lage, innerhalb eines einzigen Renderpasses Millionen
von Fragment-Programmen auszufu¨hren. Die Komplexita¨t und der Befehlsumfang
dieser Programme ist selbstversta¨ndlich beschra¨nkt und Probleme mu¨ssen in der
Regel angepasst werden, um eine Implementierung auf der GPU zu ermo¨glichen.
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GPU USU TMU ROU
Nvidia Geforce GTX 280 240 80 32
ATI Radeon HD 4870 800 40 40
Tab. 3.1.: Konfigurationskern aktueller GPUs (August 2008). Unified Shader Units (USU), Texture
Mapping Units (TMU) und Render Output Units (ROU).
Vor allem Probleme, die in unabha¨ngige Prozesse parallelisiert werden ko¨nnen, pro-
fitieren von einer Umsetzung auf aktuellen GPUs. Fu¨r hohe Performanz in der Com-
putergraphik sollte deshalb bei zeitintensiven Problemen eine Implementierung auf
der GPU in Betracht gezogen werden — sofern das jeweilige Problem sich mit den
Mo¨glichkeiten der Parallelisierung einer GPU umsetzen la¨sst.
3.7. Zusammenfassung
Existierende Arbeiten zur Flu¨ssigkeitssimulation in der Computergraphik sind The-
ma des vorliegenden Kapitels. Es behandelt die wichtigsten Arbeiten im Bereich der
Simulation, der Oberfla¨chenextraktion und der Darstellung. Der Großteil existie-
render Arbeiten fokussiert jedoch auf Nicht-Echtzeitverfahren, da die Komplexita¨t
realer Flu¨ssigkeiten hoch ist und jeder der drei auszufu¨hrenden Schritte dement-
sprechend zeitaufwendig in der Ausfu¨hrung ist. Allgemein ko¨nnen die existierenden
Methoden als Ho¨henfeld-basiert oder dreidimensional klassifiziert werden. Merk-
mal der dreidimensionalen Methoden ist der hohe Aufwand der Simulation und
der Oberfla¨chenextraktion. Deshalb sind die Ergebnisse in interaktiven Umgebun-
gen noch verha¨ltnisma¨ßig undetailliert bzw. repra¨sentieren wenig Flu¨ssigkeit, da
lediglich niedrig aufgelo¨ste Diskretisierungen verwendet werden ko¨nnen. Auch die
akkurate Darstellung dreidimensionaler Flu¨ssigkeiten ist aufwendig, da die Trans-
parenz die Repra¨sentation optischer Eigenschaften wie Reflexion, Brechung oder
Kaustiken erfordert — fu¨r realistische Ergebnisse bietet sich somit ein teures Ray
Tracing-Verfahren an — zum Beispiel in Kombination mit dem ebenfalls teuren Pho-
ton Mapping-Verfahren. In interaktiven Umgebungen muss jedoch fu¨r eine schnelle
Darstellung auf approximative Methoden zuru¨ckgegriffen werden.
Ho¨henfeld-basierte Verfahren basieren in der Regel auf zweidimensionalen Simu-
lationen und ko¨nnen somit wesentlich effizienter ausgefu¨hrt werden. Auch die Ober-
fla¨chenextraktion gestaltet sich fu¨r Ho¨henfelder effizienter, da keine dreidimensiona-
len Effekte beru¨cksichtigt werden mu¨ssen. Aus diesem Grund ko¨nnen mit Ho¨henfeld-
basierten Verfahren in interaktiven Umgebungen wesentlich detailliertere Ergebnisse
erzielt werden. Nachteil der Ho¨henfeld-basierten Verfahren ist jedoch die Tatsache,
dass keine dreidimensionale Effekte, wie zum Beispiel spritzendes Wasser oder bre-
chende Wellen repra¨sentiert werden ko¨nnen, und die Flu¨ssigkeit somit immer aus-
gesprochen flach erscheint.
Um diese Nachteile zu verringern, gleichzeitig jedoch interaktive Ergebnisse
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erzielen zu ko¨nnen, wird im nachfolgenden Kapitel ein allgemeiner Ansatz zur
Flu¨ssigkeitssimulation in interaktiven Umgebungen vorgestellt, der die Verwendung
sowohl zwei- als auch dreidimensionaler Simulationen in einer einzigen Simulations-
umgebung propagiert. Zusa¨tzlich wird die Verwendung empirischer Methoden disku-
tiert, um auch komplexe Effekte repra¨sentieren zu ko¨nnen, die fu¨r eine physikalische
Simulation in interaktiven Umgebungen zu aufwendig wa¨re. Konkrete Realisierungen
unter Verwendung verschiedener Simulationsmethoden werden dann in Kapitel 5–7
vorgestellt.
4. Ein allgemeiner Ansatz zur
Repra¨sentation interaktiver
Flu¨ssigkeiten
Wie im vorherigen Kapitel herausgestellt wurde, lag der Fokus der Forschung zur
Flu¨ssigkeitssimulation in der Computergraphik bisher vornehmlich auf realistischen
Ergebnissen in Nicht-Echtzeitumgebungen. Erst in ju¨ngerer Zeit wurden Ansa¨tze
zur interaktiven Simulation vorgestellt, die jedoch oftmals punktuelle Lo¨sungen dar-
stellen oder nur einen bestimmten Effekt repra¨sentieren. Zudem sind die Ergebnisse
wegen der geringen zur Verfu¨gung stehenden Rechenzeit meistens undetailliert.
Die wichtigste wahrnehmbare Komponente realer Flu¨ssigkeiten ist die Oberfla¨che.
Gerade bei transparenten Flu¨ssigkeiten wie Wasser kann die innerhalb eines Vo-
lumens liegende Stro¨mung nicht erkannt werden. Erst wenn turbulente Situatio-
nen auftreten, in denen sich zum Beispiel die Oberfla¨che stark verformt oder sich
verschiedene Flu¨ssigkeiten vermischen, kann die Stro¨mung indirekt wahrgenommen
werden. Verformungen von Oberfla¨chen hingegen sind bei allen Flu¨ssigkeiten direkt
erkennbar. Wird dieser Eigenschaft in einer Simulation nicht Genu¨ge getragen, so
erscheint das Ergebnis unrealistisch glatt. Diesem Sachverhalt widmet sich das vor-
liegende Kapitel.
Zuna¨chst wird ein allgemeiner Ansatz zur Flu¨ssigkeitsrepra¨sentation in inter-
aktiven Umgebungen vorgestellt. Ziel ist es, eine problemangepasste und damit
effiziente Repra¨sentation gewu¨nschter Eigenschaften in interaktiven Umgebungen
zu realisieren. Denn nicht alle Pha¨nomene beno¨tigen eine interaktive dreidimen-
sionale Stro¨mungssimulation. Als Beispiel sei die von Wind und Stro¨mungen er-
zeugte, grundlegende Wellenbewegung eines Ozeans genannt — diese erfolgt oh-
ne jegliche Nutzer- oder Objektinteraktion und kann somit ohne Einschra¨nkung
vorberechnet werden. Somit ist es gerade in interaktiven Umgebungen in Ange-
sicht des zur Verfu¨gung stehenden Zeitfensters sinnvoll, an geeigneten Stellen mit
dimensionsreduzierten Simulationen oder Approximationen zu arbeiten. Aufgrund
des Aufwandes einer Stro¨mungssimulation kann es zum Beispiel sinnvoll sein, eine
zweidimensionale Oberfla¨chensimulation fu¨r Details hinzuzufu¨gen oder gar auf eine
Stro¨mungssimulation zu verzichten, wenn Stro¨mungen fu¨r ein Szenario nicht not-
wendig sind. Und obwohl die Plausibilita¨t durch ein derartiges Vorgehen eventuell
verringert wird, kann mit einem solchen Vorgehen eine u¨berzeugende Repra¨sentation
allgemeiner Flu¨ssigkeitseffekte in interaktiven Umgebungen erzielt werden.
Auf Basis dieser Feststellung, wird in dieser Arbeit im Rahmen eines Schemas
die Verwendung verschiedener Simulationsmethoden vorgeschlagen, um verschiedene
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Pha¨nomene effizient simulieren zu ko¨nnen. Vorteil einer derartigen allgemeinen Sicht
sind die Mo¨glichkeiten einer
• strukturierten Auswahl geeigneter Simulationsmethoden fu¨r verschiedene,
ra¨umlich getrennte Flu¨ssigkeitspha¨nomene,
• strukturierten Kombination geeigneter Methoden um Mo¨glichkeiten oder De-
tails einer einzigen Simulationsmethode zu erweitern,
• Klassifikation der im Rahmen dieser Arbeit entwickelten Methoden und
• Klassifikation existierender hybrider Methoden, die verschiedene Simulations-
methoden adaptieren.
Im nachfolgenden Abschnitt 4.1 wird zuna¨chst die Liquid-Pipeline behandelt, die
in der Einleitung bereits kurz eingefu¨hrt wurde. Es schließt sich eine kurze Dis-
kussion der Mo¨glichkeiten und Grenzen unterschiedlicher Dimensionalita¨ten in der
Flu¨ssigkeitssimulation an (Abschnitt 4.2). Die weiteren Abschnitte folgen inhaltlich
der Liquid-Pipeline, da die einzelnen Schritte unabha¨ngig voneinander betrachtet
werden ko¨nnen und die Reihenfolge dem Vorgehen einer Simulationsumgebung in
der Praxis entspricht. Entsprechend dieser Abfolge stellt Abschnitt 4.3 anschließend
das allgemeine Schema zu Echtzeit-Simulation von Flu¨ssigkeiten in interaktiven Um-
gebungen vor. Daraus resultierende Anforderungen an die Oberfla¨chenextraktion
und die Darstellung werden in Abschnitt 4.4 und 4.5 behandelt. Eine U¨berblick
u¨ber die Mo¨glichkeiten und Grenzen aller Verfahren wird in Abschnitt 4.6 gegeben.
Abschließend erfolgt eine Diskussion.
4.1. Liquid-Pipeline
Die Problematik der Flu¨ssigkeitssimulation in der Computergraphik besteht in der
hohen Komplexita¨t der Eigenschaften von Flu¨ssigkeiten. Die Hauptschwierigkeiten
bestehen in der Repra¨sentation der
1. dreidimensionalen Stro¨mungseigenschaften,
2. hohen Dynamik der Oberfla¨chen und der
3. Vielzahl optischer Materialeigenschaften.
Diese drei Komponenten gilt es bei der Flu¨ssigkeitsrepra¨sentation in der Com-
putergraphik zu modellieren, um einen realistischen Eindruck der dargestellten
Flu¨ssigkeiten zu vermitteln. Entsprechend ergeben sich die drei in Abbildung 4.1
gezeigten, grundlegenden Schritte, die im Rahmen dieser Arbeit als Liquid-Pipeline
bezeichnet werden. Die Liquid-Pipeline stellt somit die drei grundlegenden Kompo-







Abb. 4.1.: Die allgemeine Liquid-Pipeline (Wdh., siehe Abb. 1.1).
Im Folgenden werden die drei Schritte der Liquid-Pipeline in Hinblick auf ihre
jeweilige Problematik in interaktiven Umgebungen separat betrachtet. Dieses Vor-
gehen tra¨gt zum Versta¨ndnis der individuellen Problematik jedes Schrittes bei. Auf-
grund der hohen Dynamik von Flu¨ssigkeiten mu¨ssen alle drei Schritte fu¨r jedes dar-
zustellende Bild durchgefu¨hrt werden. Ein grundsa¨tzliches Ziel ist es, jeden Schritt
mo¨glichst effizient auszufu¨hren, um eine interaktive Repra¨sentation zu ermo¨glichen.
Simulation Mit Simulation wird die Erzeugung des Datensatzes bezeichnet,
der die Dynamik der Flu¨ssigkeit beschreibt. Dieser Schritt kann physikalisch-
basiert sein oder durch eine empirische Approximation realisiert werden. Eine
physikalisch-basierte, dreidimensionale Flu¨ssigkeitssimulation auf Basis der Navier-
Stokes-Gleichungen beno¨tigt viel Rechenzeit, fu¨hrt aber zu realistischeren Anima-
tionen. Die dafu¨r notwendige Lo¨sung von Differentialgleichungssystemen bei einer
feinen Abtastung ist numerisch aufwendig. Zudem wa¨chst der Aufwand fu¨r dreidi-
mensionale Simulationen kubisch mit dem Volumen — unabha¨ngig davon, welches
konkrete Verfahren zur Simulation verwendet wird.
Oberfla¨chenextraktion Die Oberfla¨chenextraktion bezeichnet den Prozess, der aus
dem physikalischen Datensatz die freie Oberfla¨che fu¨r die Darstellung erzeugt. Die
sich permanent a¨ndernden dreidimensionalen freien Oberfla¨chen beispielsweise po-
lygonal zu repra¨sentieren, ist ein aufwendiger Prozess, da das gesamte Volumen ab-
getastet werden muss. Zudem muss dieser Schritt bei dynamischen Flu¨ssigkeiten fu¨r
jedes erzeugte Bild erneut durchgefu¨hrt werden. Somit stellt die Entwicklung bzw.
Verwendung geeigneter und effizienter Algorithmen zur dreidimensionalen Ober-
fla¨chenextraktion eine weitere Notwendigkeit in der Repra¨sentation von Echtzeit-
Flu¨ssigkeiten dar.
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Abb. 4.2.: Beispiel: Nicht-Echtzeit. Die implizite Oberfla¨che einer interaktiven SPH-Simulation
(40.000 Partikel, Simulation: 0, 125 s/Zeitschr.) ist unter Verwendung von Ray Tracing
und Photon Mapping (50.000 Photonen) dargestellt (3-6 Minuten/Frame, Auflo¨sung:
512× 512).
Darstellung Zur realistischen Darstellung von Flu¨ssigkeiten mu¨ssen ihre optischen
Eigenschaften repra¨sentiert werden. Gerade fu¨r transparente Flu¨ssigkeiten stellt die
realistische Darstellung in Echtzeitumgebungen eine weitere Schwierigkeit dar. Glo-
bale optische Effekte wie Absorption, Reflexion und Brechung und den daraus resul-
tierenden Kaustiken sollten approximiert werden. Akkurat ko¨nnen diese Pha¨nomene
mit globalen Beleuchtungsmethoden dargestellt werden. Ray Tracing und Photon
Mapping sind prinzipiell gut geeignet — siehe Abbildung 4.2. Aufgrund der hohen
Laufzeit dieser Methoden auf Standard-PC-Hardware, sind auch an dieser Stelle
schnelle, approximierende oder vereinfachende Verfahren fu¨r interaktive Bildraten
notwendig.
4.2. Repra¨sentationsdimensionen
Allgemein kann zwischen zweidimensionalen und dreidimensionalen
Flu¨ssigkeitsrepra¨sentationen unterschieden werden. Fu¨r Oberfla¨chen eignen
sich vor allem zweidimensionale Simulationen, die effizient ausgefu¨hrt werden
ko¨nnen. Sie eigenen sich zum Beispiel gut fu¨r Meeresoberfla¨chen, Pools, etc. — also
Szenarien mit in der Regel gro¨ßeren Flu¨ssigkeitsfla¨chen, in denen dreidimensionale
Flu¨ssigkeitseffekte in Hinblick auf Echtzeitumgebungen vernachla¨ssigt werden
ko¨nnen. Fu¨r realistische dreidimensionale Effekte, wie zum Beispiel das Einschen-
ken eines Glases Wassers, ist jedoch eine aufwendige dreidimensionale Simulation
notwendig — wenngleich auch aus zweidimensionalen Simulationen unter bestimm-
ten Bedingungen dreidimensionale Daten konstruiert werden ko¨nnen (zum Beispiel
Abschnitt 5.1.4 — brechende Wellen). Entsprechend der Dimensionalita¨t der
Simulation ergibt sich in der Regel die Dimensionalita¨t der Oberfla¨chenextraktion.
So ko¨nnen aus zweidimensionalen Simulationen effizient Ho¨henfelder extrahiert
werden. Die Extraktion einer dreidimensionalen Oberfla¨che aus dreidimensionalen
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Simulationsdaten hingegen ist wesentlich aufwendiger. Im folgenden Abschnitt wird
nun die Simulation betrachtet — also Schritt 1 der Liquid-Pipeline.
4.3. Simulationsschema
Dieser Abschnitt pra¨sentiert das allgemeine Schema zur Flu¨ssigkeitssimulation in
interaktiven Umgebungen. Dieses stellt eine strukturierte Sicht auf mo¨gliche Si-
mulationsverfahren verschiedener Komplexita¨t zur Darstellung unterschiedlicher
Flu¨ssigkeitseffekte zur Verfu¨gung.
Ausgangspunkt ist die folgende Erkenntnis: Eine u¨berzeugende dreidimensionale
Flu¨ssigkeitssimulation sowohl großer Mengen (zum Beispiel Ozean) als auch kom-
plexer stro¨mungsmechanischer Effekte ist nicht in Echtzeit zu erreichen. Doch wie
im vorhergehenden Abschnitt beschrieben wurde, beinhalten viele Situationen keine
oder kaum wahrnehmbare dreidimensionale Effekte. Diese Tatsache motiviert das
Vorgehen geeignete Simulationen zu koppeln. Komplexe Simulationen werden ledig-
lich dort vorgenommen, wo sie tatsa¨chlich beno¨tigt werden. An anderen Orten wird
lediglich eine vereinfachte oder dimensionsreduzierte Simulation vollzogen, wenn die-
se fu¨r das entsprechende Problem ausreichend ist. So kann der Rechenaufwand ent-
sprechend der gewu¨nschten Effekte minimiert und eine interaktive Geschwindigkeit
erzielt werden. Fu¨r Flu¨ssigkeitsanimationen, die keinerlei Interaktion mit dem Nut-
zer oder der Umgebung unterliegen, sollte innerhalb einer interaktiven Umgebung
keine explizite Simulation durchgefu¨hrt werden. Vorberechnungen reduzieren den
Aufwand auf einen fast vernachla¨ssigbaren Anteil.
Zusa¨tzlich kann eine direkte Kopplung verschiedener Verfahren die Qualita¨t der
dargestellten Flu¨ssigkeiten wesentlich verbessern. So kann zum Beispiel die Kopp-
lung einer niedrig aufgelo¨sten Stro¨mungssimulation und einer detaillierten Ober-
fla¨chensimulation den visuellen Detailreichtum der repra¨sentierten Flu¨ssigkeit auf-
grund des unterschiedlichen Aufwandes effizient und wesentlich erweitern (siehe auch
Abschnitt 5.1.2 und 5.1.3).
Grundkomponenten der Simulation Die Grundkomponenten einer allgemeinen
Flu¨ssigkeitssimulation sind in Abbildung 4.3 gegeben. Sie bestehen aus einer Kom-
ponente zur Flu¨ssigkeitssimulation und einer zur starren Ko¨rper-Simulation.
Die Flu¨ssigkeitssimulation ist unterteilt in physikalisch-basierte Simulation — auf
der in dieser Arbeit der Fokus liegt — und empirisch-basierte Emulation. Erste-
re applizieren physikalisch-basierte Verfahren und sind somit in der Lage, reale
Flu¨ssigkeitseigenschaften zu repra¨sentieren. Letzte bezeichnen empirische Methoden
oder auch Animationen, deren Ziel es ist, das Verhalten von Flu¨ssigkeiten nachzu-
bilden, ohne dabei eine aufwendige Simulation durchzufu¨hren.
Erst die Kombination einer Flu¨ssigkeitssimulation mit einer starren Ko¨rper Si-
mulation ermo¨glicht zahlreiche, in interaktiven Umgebungen sinnvolle Anwendun-
gen. So ko¨nnen mit der Kombination beider Verfahren dynamische Interaktionen





Abb. 4.3.: Grundkomponenten der Flu¨ssigkeitssimulation.
der Flu¨ssigkeit mit Objekten stattfinden, wie zum Beispiel Booten oder schwim-
mende Kisten. Statische Kollisionsobjekte, wie zum Beispiel ein Pfeiler, stellen
numerisch gesehen Zwangsbedingungen in der Simulation dar und mu¨ssen somit
nicht explizit simuliert zu werden. Die drei Grundkomponenten einer allgemeinen
Flu¨ssigkeitssimulation werden in den drei folgenden Abschnitten separat betrachtet.
4.3.1. Physikalisch-basierte Simulation
In Hinblick auf dreidimensionale virtuelle Umgebungen sind
Flu¨ssigkeitssimulationen mit zwei und mehr Dimensionen zweckma¨ßig. Die
Flu¨ssigkeiten ko¨nnen entsprechend ihrer Dimensionalita¨t klassifiziert werden
(Tabelle 4.1). Mit Hilfe dieser Klassifikation wird spa¨ter u¨ber die Verwendung
verschiedener Simulationsverfahren entsprechend der jeweiligen Anforderungen
entschieden. Entsprechend der Dimensionalita¨t ergeben sich die in Tabelle 4.2
gezeigten Simulationen.
Anhand der gewu¨nschten physikalischen Effekte kann entschieden werden, welche
Dimension fu¨r das jeweils darzustellende Problem am geeignetsten ist. So sind fu¨r
große Wasserfla¨chen zum Beispiel nicht notwendigerweise abgelo¨ste Wassertropfen
Dim. Beispiel
3D Volumen — z.B. Einschenken eines Glases, Br. Welle, Volumenstro¨mung.
2,5D Oberfla¨chen — z.B. Wasseroberfla¨che, Wellenausbreitung,
2D Stro¨mung in du¨nnen Schichten (Oberfl. im Gleichgewicht) — z.B. Pfu¨tze,










Abb. 4.4.: Stufenmodell der physikalisch-basierten Simulationsmethoden.
notwendig. Dementsprechend kann zur Reduktion der Simulationsdimensionalita¨t
auf ein zweidimensionales Simulationsverfahren mit Ho¨henfeld-basierter Darstellung
zuru¨ckgegriffen werden.
Entsprechend des Aufwandes ergibt sich das Stufenmodell fu¨r die physikalisch-
basierte Simulationskomponenten. Es ist in Abbildung 4.4 dargestellt. Die Rei-
henfolge der Stufen ergibt sich aus ihrer jeweiligen Komplexita¨t, anhand de-
rer, den gewu¨nschten Effekten und der zur Verfu¨gung stehenden Rechenzeit ent-
schieden werden kann, welche Methode fu¨r den jeweiligen Fall am geeignetsten
ist. Die algorithmische Komplexita¨t der zweidimensionalen Stro¨mungssimulation
und der Oberfla¨chensimulation ist gleich — wenngleich der numerische Aufwand
der Stro¨mungssimulation in der Praxis ho¨her ist. Aus diesem Grund ist die 2D
Stro¨mungssimulation in Abb. 4.4 u¨ber der Oberfla¨chensimulation angeordnet.
Die Anordnung des Stufenmodells repra¨sentiert gleichzeitig schematisch die Menge
der in interaktiven Szenarien simulierbaren Flu¨ssigkeit. So kann mit Hilfe ambienter
Wellen ein quasi unendlicher Ozean dargestellt werden, der jedoch nicht interaktiv
ist. Auf der anderen Seite kann mit einer dreidimensionalen Stro¨mungssimulation
in interaktiven Umgebungen eher die Menge eines Wasserglases oder Aquariums
dargestellt werden — jedoch bei voller Interaktivita¨t. Im Folgenden werden die vier
Schritte des physikalischen Stufenmodells detailliert behandelt.
Dim. Simulation Aufwand
3D 3D Stro¨mungssimulation O(n3)
2D 2D Stro¨mungssimulation O(n2)
2D Oberfla¨chensimulation O(n2)
2D Ambiente Wellen (vorberechnet) O(1)
Tab. 4.2.: Dimensionalita¨ten und Aufwand von Simulationen
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Abb. 4.5.: Beispiel: Ambiente Wellen — erzeugt mit dem Algorithmus von Tessendorf [Tes01]. Drei
Layer werden verwendet. Von (a) bis (c) wird die Amplitude zweier Layer vergro¨ßert.
Ambiente Wellen Der Begriff ambiente Wellen wird in Anlehnung an [Tes01]
verwendet. So wie im Phong’schen Beleuchtungsmodell die Existenz einer diffusen
Grundhelligkeit mit dem ambienten Term beschrieben wird, so wird die aus Wind
und Stro¨mung resultierende grundlegende, ohne Interaktion hervorgerufene Bewe-
gung von Flu¨ssigkeiten als ambient bezeichnet. Denn eine Wasserfla¨che besitzt schon
bei geringen Windgeschwindigkeiten eine grundlegende Wellenbewegung, die inner-
halb einer virtuellen Umgebung einen hohen Anteil zum Realismus der Simulation
beitra¨gt (Abb. 4.5).
Ambiente Wellen erlauben keinerlei Interaktivita¨t und sind unter Verwendung
einer Vorberechnung zur Laufzeit effizient dargestellbar. Es existieren verschiede-
ne, empirische und physikalisch-basierte Methoden, um derartige Wellen zu erzeu-
gen (siehe auch Abschnitt 3.3.1). Die Vorberechnung erlaubt es, den damit ver-
bundenen Aufwand wa¨hrend der interaktiven Repra¨sentation der Flu¨ssigkeit zu
vernachla¨ssigen. Deshalb bietet sich ein kostenintensives physikalisches Verfahren
zur Erzeugung an, um ein hohes Maß an Realismus erzielen zu ko¨nnen. Aus die-
sem Grund werden die ambienten Wellen in dem vorgestellten Stufenmodell der
physikalisch-basierten Simulationen eingeordnet.
Oberfla¨chensimulation Mit Oberfla¨chensimulation werden im Folgenden
Ho¨henfeld-basierte Simulationen von Oberfla¨chenwellen bezeichnet. Diese resul-
tieren zum Beispiel von Objekten, die sich durch die Flu¨ssigkeit bewegen oder
in die Flu¨ssigkeit eintauchen. Ein Beispiel ist Abbildung 4.6a gegeben. Mit einer
Oberfla¨chensimulation ko¨nnen zudem Wellen an beliebigen Positionen erzeugt
werden. Da Oberfla¨chensimulationen zweidimensionale Simulationen darstellen und
lediglich in der Repra¨sentation eines Ho¨henfeldes resultieren, ko¨nnen sie effizient
ausgefu¨hrt werden. Somit kann eine feine Diskretisierung der Oberfla¨che — auch
in interaktiven Szenarien — erzielt werden, was im Vergleich zu dreidimensionalen
Simulationen in hohen Details der repra¨sentierten Wellen resultiert.
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Abb. 4.6.: Beispiele: Zweidimensionale Simulationsmethoden. Oberfla¨chensimulation mit der Wel-
lengleichung (a), Stro¨mungssimulation mit einer FD-Methode (b), Stro¨mungssimultion
mit einer SPH-Methode (c).
2D und 3D Stro¨mungssimulation Schließlich werden mit Stro¨mungssimulation
zwei- und dreidimensionale Simulationen bezeichnet, die den Fluss entsprechend
der Stro¨mungsmechanik bestimmen. Diese Simulationen resultieren aus der Lo¨sung
der Navier-Stokes-Gleichungen. Dabei besitzen zweidimensionale Simulationen ein
wesentlich besseres Laufzeitverhalten als dreidimensionale Simulationen — ko¨nnen
jedoch lediglich zweidimensionale Stro¨mungen repra¨sentieren. Bei dreidimensiona-
len Simulationen ist die Komplexita¨t hoch, da ein Differentialgleichungssystem in
drei Dimensionen gelo¨st werden muss. Zudem a¨ndern sich die freien Oberfla¨chen
dreidimensionaler Flu¨ssigkeiten permanent und mu¨ssen dabei in der Simulation
beru¨cksichtigt werden. Mit freien Oberfla¨chen wird dabei die Grenzschicht zwi-
schen einer Flu¨ssigkeit und einem Gas bezeichnet. Auf der anderen Seite erha¨lt die
simulierte Flu¨ssigkeit erst durch die Lo¨sung der dreidimensionalen Navier-Stokes-
Gleichungen ein plausibles dreidimensionales Verhalten. Beispiele zweidimensionaler
Stro¨mungssimulationen werden in Abbildung 4.6b,c gegeben. Abbildung 4.6b zeigt
das Geschwindigkeits- und Dichtefeld bei Verwendung einer FD-Methode und Ab-
bildung 4.6b die u¨berblendeten Partikel einer SPH-Simulation.
4.3.2. Empirisch-basierte Emulation
Empirisch-basierte Emulationen basieren auf der Idee, den jeweiligen Effekt darzu-
stellen und nicht die Ursache des Effektes zu simulieren, die in der Regel wesentlich
aufwendiger zu simulieren ist. Nachteil ist oftmals, dass eine realistische Interaktion
nicht mo¨glich ist.
Derartige Methoden werden im Rahmen des vorgestellten Schemas im Stufen-
modell der empirisch-basierten Flu¨ssigkeiten zusammengefasst — siehe Abbildung
4.7. Die Einbettung von Videosequenzen, ist wohl die kostengu¨nstigste Methode zur
Flu¨ssigkeitsrepra¨sentation. Plausible Animationen bezeichnen hier die Verwendung
klassischer Animationstechniken, wie zum Beispiel dem Keyframing. Schließlich be-









Abb. 4.7.: Stufenmodell der empirisch-basierten Emulationsmethoden.
zeichnen empirische/approximative Emulationen die Repra¨senation ohne eine direk-
te physikalische Anlehnung.
Die Anordnung innerhalb des Stufenmodells folgt dem prinzipiellen Aufwand der
Methoden. Vorteil derartiger empirischer Ansa¨tze ist es, dass auf eine teure phy-
sikalische Simulation verzichtet werden kann und damit die Oberfla¨chenextraktion
wesentlich vereinfacht bzw. unno¨tig werden kann. Die einzelnen Komponenten des
empirischen Stufenmodells werden im Folgenden separat behandelt.
Videosequenzen Vom Standpunkt des Berechnungsaufwands aus betrachtet, ist
die Integration von Videosequenzen in die virtuelle Umgebung die kostengu¨nstigste
Darstellung von Flu¨ssigkeiten. So kann eine einzige Videosequenz eingebettet wer-
den, die zum Beispiel einen Wasserfall darstellt — und gleichzeitig, aus dem
no¨tigen Abstand betrachtet — photorealistisch wirkt. Eine Projektion der Video-
sequenzen auf dreidimensionale Objekte realisiert auch scheinbar dreidimensionale
Flu¨ssigkeiten.
Eine andere Anwendung ist die Verwendung zahlreicher Videosequenzen zur
Repra¨sentation bestimmter, ha¨ufig auftretender Effekte. In [Tat06] wird die Ver-
wendung von Videosequenzen vorgestellt, um das typische Wasserspritzen zu re-
pra¨sentieren, welches beim Eintreffen eines Regentropfens auf eine Wasseroberfla¨che
entsteht. Durch die Verwendung dieser Videosequenz fu¨r jeden einschlagenden Trop-
fen wird ein hoher Grad an Realismus erzielt.
Plausible Animationen Animationen zur Repra¨sentation von Flu¨ssigkeiten ko¨nnen
unter Verwendung klassischer Animationsverfahren wie dem Bild-fu¨r-Bild Verfahren
oder dem Keyframing erzeugt werden.
In Videospielen werden oftmals plausible Animationen verwendet, um beweg-
te Flu¨ssigkeiten zu repra¨sentieren. Gerade bei a¨lteren Systemen mit geringer Re-
chenleistung gab es lange keine Alternative zur Verwendung von Animationen zur
Repra¨sentation von Flu¨ssigkeiten. So kann zum Beispiel eine einfache, ambiente
Wasseroberfla¨che mit der U¨berlagerung dynamischer trigonometrischer Funktionen
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imitiert werden. Des Weiteren ko¨nnen Animationen verwendet werden, um eine ei-
gentlich nicht darstellbare Interaktivita¨t zu imitieren. So wird in einigen aktuel-
len Videospielen das spitzende Wasser, das von einem bewegten Motorboot erzeugt
wird, mit dynamischen Texturen dargestellt (siehe Kapitel 3). Ein Grundproblem
der Animationsverfahren ist jedoch die Tatsache, dass die komplexen Eigenschaften
von Flu¨ssigkeiten oftmals nicht realistisch mit einfachen Approximation animiert
werden ko¨nnen — und die entsprechenden Ergebnisse in Bezug auf Realismus in der
Regel den physikalisch-basierten Simulationen weit unterlegen sind.
Neben einer reinen Simulation der Bewegung von Flu¨ssigkeiten ko¨nnen zudem
weitere Animations-Effekte, wie zum Beispiel Schaum oder Gischt, in einem Post-
prozess hinzugefu¨gt werden. Derartige Effekte sind in der Regel stark turbulent und
besitzen einen hohen Detailgrad. Fu¨r diese Pha¨nomene bieten sich Animationen an,
da eine physikalisch-basierte Simulation zu komplex wa¨re.
Empirische/approximative Simulationen Schließlich ko¨nnen zur
Flu¨ssigkeitsrepra¨sentation auch approximative Simulationen verwendet wer-
den. Dabei ist die Idee, die teure Simulation der Navier-Stokes-Gleichungen fu¨r
spezielle Repra¨sentationen durch eine einfachere Approximation zu ersetzen. Der
Vorteil dieses Vorgehens liegt darin, dass eine Interaktion mit der Flu¨ssigkeit
mo¨glich ist, da eine Simulation verwendet wird — auch wenn es sich nicht um eine
physikalisch-basierte Flu¨ssigkeitssimulation handelt.
Ein popula¨res Beispiel ist die Verwendung von Partikeln, die sich unabha¨ngig und
lediglich unter Einfluss der Gravitations- und Reibungskra¨fte bewegen und zum Bei-
spiel fallende Wassermassen und -tropfen repra¨sentieren. Diese gehorchen im freien
Fall weniger den Gesetzen der Stro¨mungsmechanik als den Gesetzen der Gravitati-
on, so dass eine derartige Approximation fu¨r fallende Flu¨ssigkeiten genutzt werden
kann. Mit diesem Ansatz ko¨nnen zum Beispiel Wasserfa¨lle oder Fonta¨nen dargestellt
werden, die gleichzeitig jedoch interaktiv sind und mit Objekten ihrer Umgebung
verha¨ltnisma¨ssig plausibel interagieren ko¨nnen.
4.3.3. Starre Ko¨rper
Die oben beschriebenen Verfahren ermo¨glichen es, das Verhalten einer Flu¨ssigkeit
adaptiv in Abha¨ngigkeit der Komplexita¨t der gewu¨nschten Pha¨nomene zu simu-
lieren. Eine wichtige Anwendung in der Computergraphik ist jedoch nicht nur die
Simulation und Interaktion mit Flu¨ssigkeiten, sondern zusa¨tzlich die Modellierung
der Wechselwirkung zwischen Flu¨ssigkeiten und Objekten. Bei der Integration von
Objekten ist zwischen zwei prinzipiellen Typen zu unterscheiden, die die jeweilige
Simulation bzw. Kollisionsbehandlung bestimmen:
• Statische Ko¨rper und
• dynamische Ko¨rper.
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Als statische Ko¨rper werden nachfolgend Objekte bezeichnet, die in ihrer Position fix
sind und nicht von der Flu¨ssigkeit beeinflusst werden. Damit ko¨nnen sie als Zwangs-
bedingungen innerhalb der jeweiligen Flu¨ssigkeitssimulation modelliert werden. Als
dynamische Ko¨rper werden im Folgenden Objekte bezeichnet, die sich entsprechend
den Gesetzen der Mechanik bewegen. Um eine Kopplung mit der Flu¨ssigkeit zu erzie-
len, werden Kra¨fte einbezogen, die durch Auftrieb und Stro¨mung verursacht werden.
So kann eine realistische Dynamik der Objekte simuliert werden. Eine Ru¨ckkopplung
der starren Ko¨rper-Simulation zur Flu¨ssigkeitssimulation ermo¨glicht die Erzeugung
von Wellen.
4.3.4. Zusammenfassung
Mit den in den vorherigen Abschnitten beschriebenen Stufenmodellen der
physikalisch-basierten Simulation und der empirisch-basierten Emulation ergibt sich
aus den Grundkomponenten der Flu¨ssigkeitssimulation (Abb. 4.3) das allgemeine
Schema der interaktiven Flu¨ssigkeitssimulation, welches in Abbildung 4.8 darge-
stellt ist. Es stellt eine strukturierte Sicht auf Simulationsverfahren verschiedener
Komplexita¨t zur Darstellung von Flu¨ssigkeiten zur Verfu¨gung.
Die in Abbildung 4.8 dargestellten Komponenten ko¨nnen miteinander interagie-
ren. So kann zum Beispiel ein Ko¨rper, der in ein Gewa¨sser fa¨llt, gleichzeitig radial
propagierende Wellen innerhalb einer Oberfla¨chensimulation und die zugeho¨rigen
Wasserspritzer innerhalb einer empirischen Simulation erzeugen. Umgekehrt be-
einflussen Oberfla¨chenwellen zum Beispiel die Bewegung eines schwimmenden Ob-
jektes. Die genaue Kopplung ha¨ngt von den verwendeten Simulationsmethoden
und den gewu¨nschten Effekten ab, die repra¨sentiert werden sollen. Die konkreten
Mo¨glichkeiten derartiger Kopplungen werden im anschließenden Kapitel 5 behan-
delt.
4.4. Oberfla¨chenextraktion
Die hohe Dynamik von Flu¨ssigkeiten erfordert die Erzeugung einer Oberfa¨che fu¨r
jeden darzustellenden Simulationsschritt. Auch die Extraktion der Oberfla¨che kann
anhand ihrer Dimension klassifiziert werden, wobei der Aufwand mit der Dimension
wa¨chst — siehe Tabelle 4.3.
Dim. Oberfla¨chenextraktion Aufwand
3D 3D Oberfla¨che O(n3)
2,5D Ho¨henfeld O(n2)
2D Ebene O(1)














Abb. 4.8.: Allgemeines Schema zur interaktiven Flu¨ssigkeitssimulation.
Der zweidimensionale Fall des Spezialfalles Ebene ist der Vollsta¨ndigkeit halber
aufgefu¨hrt, da lediglich die Normale einer Ebene bestimmt werden muss. Dieser Fall
wu¨rde entsprechend des allgemeinen Schemas zur Flu¨ssigkeitssimulation (Abb. 4.8)
zum Beispiel fu¨r eine dreidimensionale Stro¨mungssimulation ohne Betrachtung freier
Oberfla¨chen zutreffen.
Im zweieinhalb-dimensionalen Fall, also zum Beispiel bei der Simulation von Ober-
fla¨chenwellen, kann die Oberfla¨che mit Hilfe eines Ho¨henfeldes extrahiert werden.
Ho¨henfelder sind gut geeignet fu¨r interaktive Umgebungen, da sie verha¨ltnisma¨ßig
effizient generiert und dargestellt werden ko¨nnen.
Dreidimensionale Flu¨ssigkeiten besitzen eine dreidimensionale Oberfla¨che, de-
ren Extraktion aufwendig sein kann. Dieser Fall trifft fu¨r die jeweils oberste Stu-
fe der physikalisch-basierten Simulation und der empirisch-basierten Emulation zu
(Abb. 4.8). Also im Falle einer dreidimensionalen physikalisch-basierten Simulation
mit Betrachtung freier Oberfla¨chen und einer dreidimensionalen empirischen Simu-
lation.
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Die Darstellung von Flu¨ssigkeiten kann allgemein klassifiziert werden als
• blickpunktunabha¨ngig und
• blickpunktabha¨ngig.
Eine blickpunktunabha¨ngige Darstellung hat den Vorteil einer einfachen Implemen-
tierung — jedoch ko¨nnen zahlreiche Polygone außerhalb des sichtbaren Bereiches
erzeugt werden, so dass die Rechenzeit nicht optimal genutzt wird. Vorzuziehen sind
in interaktiven Umgebungen blickpunktabha¨ngige Verfahren, die die Oberfla¨che le-
diglich im sichtbaren Bereich extrahieren, so dass zum Beispiel bei gleicher Anzahl
verwendeter Polygone wesentlich mehr Details dargestellt werden ko¨nnen.
4.5. Darstellung
Fokus dieser Arbeit liegt auf der realistischen Repra¨sentation virtueller Flu¨ssigkeiten.
Fu¨r die Darstellung transparenter Flu¨ssigkeiten wie zum Beispiel Wasser, ist die rea-
listische Repra¨sentation optischer Effekte wie Reflexionen und Brechungen essenti-
ell. Zudem sollten Absorptionen und Kaustiken betrachtet werden. Somit liegt der
Schwerpunkt der Darstellung auf der Nachbildung folgender optischer Eigenschaften:
• Beleuchtung,
• Reflexion und Brechung,
• Absorption,
• Kaustiken (resultierend aus Lichtbrechung und -reflexion).
Weitere optische Effekte, wie zum Beispiel Beugung und die daraus resultieren-
den Interferenzen oder Polarisation (bei monochromatischem Licht), sind im Alltag
kaum zu beobachten und ko¨nnen daher in einer computergraphischen Anwendung
vernachla¨ssigt werden.
Auch bei der Darstellung kann zwischen Ho¨henfeld-basierten und dreidimensio-
nalen Oberfla¨chen unterschieden werden. Die Ho¨henfeld-basierten Verfahren nutzen
in der Regel eine planare Approximationen der gesamten Oberfla¨che, um optische
Effekte zu repra¨sentieren. Bei dreidimensionalen Oberfla¨chen werden in der Regel
geschickte empirische Approximationen verwendet, um den Schein realer Optik zu
wahren.
4.6. U¨berblick
Die Mo¨glichkeiten und Grenzen der in den vorherigen Abschnitten diskutierten Me-
thoden sind entsprechend dem allgemeinen Schema zur Flu¨ssigkeitssimulation (Ab-














































































































Tab. 4.4.: Mo¨glichkeiten und Grenzen der verschiedenen Methoden. Bezeichnung: ◦ - eingeschra¨nkt
mo¨glich, • - mo¨glich.
Abgesehen von den ambienten Wellen ermo¨glichen alle Methoden eine Interaktion.
Die Interaktion mit Videosequenzen und Animationen wurde als eingeschra¨nkt klas-
sifiziert, da es sich weniger um Interaktion handelt, als um ein ereignisabha¨ngiges
Abspielen einer Bildsequenz. Unendliche Wasserfla¨chen ko¨nnen lediglich mit Hilfe
von Animationen und ambienten Wellen erzielt werden, wenngleich mit der in Ab-
schnitt 5.1.1 vorgestellten Methode zweidimensionale Simulationen adaptiert wer-
den, um in wichtigen und dynamischen Regionen Simulationen durchzufu¨hren. So
kann der Anschein einer unendlichen Simulationsumgebung erreicht werden.
Im Feld der Mo¨glichkeiten sind die empirischen Methoden unterrepra¨sentiert, da
sie keine Simulation durchfu¨hren. Animationen und Approximationen ko¨nnen jedoch
zur Darstellung von Oberfla¨chenwellen verwendet werden, mit denen nicht intera-
giert wird. Videosequenzen ko¨nnen realistische Abbildungen erzeugen, doch eine dy-
namische und interaktive Repra¨sentation ist schwerlich zu erzielen. Die physikalisch-
basierten Verfahren nehmen in ihren Mo¨glichkeiten mit wachsender Komplexita¨t zu.
Dies ist an der diagonalen Mo¨glichkeitenklassifizierung zu erkennen.
Die empirischen Verfahren ko¨nnen detaillierte Effekte effizient erzeugen, wie zum
Beispiel Fonta¨nen oder spritzendes Wasser. Ansonsten sind derartige Effekte ledig-
lich unter Verwendung einer dreidimensionalen Simulation zu erzielen. Schaum stellt
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zum Beispiel eine Ausnahme dar, da die komplexen physikalischen Zusammenha¨nge
nicht durch die Navier-Stokes Gleichungen beschrieben werden und somit nicht wie
die erstgenannten Effekte mit einer dreidimensionalen Stro¨mungssimulation erzeugt
werden ko¨nnen. Die Simulation von Schaumbildung ist aufwendig und wird vor-
nehmlich im Bereich der Nicht-Echtzeit untersucht (siehe auch Abschnitt 3.3.5).
Zur Oberfla¨chenextraktion ko¨nnen bei den zweidimensionalen Verfahren
Ho¨henfelder verwendet werden. Fu¨r dreidimensionalen Repra¨sentationen ist
jedoch eine dreidimensionale Oberfla¨chenextraktion vonno¨ten. Schließlich ist die
relative, darstellbare Menge gegeben, die einen Indikator fu¨r die unterschiedlichen
Komplexita¨ten und die damit verbundenen Detailgrade darstellt.
4.7. Zusammenfassung
In diesem Kapitel wurde ein allgemeiner Blick auf die Repra¨sentation von
Flu¨ssigkeiten in Echtzeitumgebungen beschrieben. Die vorgestellte Liquid-Pipeline
fasst die drei notwendigen Schritte fu¨r eine Flu¨ssigkeitsrepra¨sentation in der
Computergraphik zusammen: Simulation, Oberfla¨chenextraktion und Darstellung.
Fu¨r die Simulation wurde ein allgemeines Schema vorgestellt, welches eine struktu-
rierte Sicht auf mo¨gliche Simulationsverfahren verschiedener Komplexita¨t darstellt.
Ziel ist es nicht nur, physikalisch-basierte Flu¨ssigkeiten in vielen Erscheinungsformen
in interaktiven Szenarien zu simulieren, sondern auch unter Zuhilfenahme verschie-
denster Simulationen gleichzeitig detaillierte Ergebnisse zu ermo¨glichen — trotz der
zeitlichen Einschra¨nkung. Welche Stufen des Modells in einer jeweiligen Umgebung
verwendet werden, ha¨ngt dabei von den gewu¨nschten Eigenschaften, aber auch von
der gewu¨nschten Performanz ab.
Die Oberfla¨chenextraktion und die Darstellung wurden unter Beru¨cksichtigung der
Dimensionalita¨t des aus der Simulation resultierenden Datensatzes diskutiert. Der
vorhergehende Abschnitt stellt eine Entscheidungsgrundlage zur Verfu¨gung, anhand
derer die entsprechenden Methoden fu¨r eine konkrete Realisierung ausgewa¨hlt wer-
den ko¨nnen. Genauere Details der Realisierung und Kopplung verschiedener, konkre-
ter Repra¨sentationsverfahren werden in den drei nachfolgenden Kapiteln behandelt,
wobei die drei Kapitel entsprechend der Struktur der allgemeinen Liquid-Pipeline
gegliedert sind.
5. Simulation
Die dreidimensionale Flu¨ssigkeitsrepra¨sentation in Echtzeitumgebungen fu¨hrt
aufgrund der hohen Komplexita¨t der einzelnen Schritte der Liquid-Pipeline zu
verha¨ltnisma¨ßig undetaillierten Ergebnissen. Somit sind neue Verfahren erforderlich,
um realistischere Resultate zu erzielen. Dieses Kapitel zur Simulation und die
beiden folgenden Kapitel Oberfla¨chenextraktion und Darstellung widmen sich dieser
Problematik im Konkreten und basieren dabei auf den im vorhergehenden Kapitel
pra¨sentierten allgemeinen U¨berlegungen.
Dieses Kapitel der Simulation orientiert sich an den Grundkomponenten der
Flu¨ssigkeitssimulation, die in Abschnitt 4.3 behandelt wurden. Somit werden im
Folgenden zuna¨chst Methoden fu¨r die physikalisch-basierte Simulation und anschlie-
ßend Methoden fu¨r die empirisch-basierte Emulation pra¨sentiert. Abschließend wird
die Inklusion starrer Ko¨rper in die jeweiligen Simulationsmethoden thematisiert.
5.1. Physikalisch-basierte Simulation
Die unterschiedlichen Kopplungsmo¨glichkeiten im Rahmen des physikalisch-
basierten Stufenmodells (siehe Abschnitt 4.3.1) sind Thema dieses Abschnitts.
Zugleich werden die Qualita¨t und zu erwartenden Ausfu¨hrgeschwindigkeiten
der Resultate demonstriert. Abbildung 5.1 veranschaulicht die in den na¨chsten
Abschnitten kombinierten Simulationstechniken. Folgende Kombinationen werden
im weiteren Verlauf des Textes behandelt:
• Ambiente Wellen, Oberfla¨chensimulation,
• Ambiente Wellen, Oberfla¨chensimulation, 2D Stro¨mungssimulation,
• Ambiente Wellen, Oberfla¨chensimulation, 3D Stro¨mungssimulation,
• Schichtung von 2D Stro¨mungssimulationen.
Die Kopplung zwei- und dreidimensionaler Stro¨mungssimulationen wird in dieser
Arbeit nicht thematisiert, da diese bereits untersucht wurde und keine echtzeifa¨hige
Repra¨sentation ermo¨glicht. So demonstrieren Thu¨rey et al. eine adaptive Kopplung
zwei- und dreidimensionaler Stro¨mungssimulationen in [TRS06]. Die nahe Umge-
bung eines Bootes wird dreidimensional simuliert, wa¨hrend die Repra¨sentation der
weiteren Umgebung mit einer Flachwassersimulation erfolgt. Irving et al. koppeln














































Abb. 5.1.: U¨bersicht u¨ber die in den folgenden Abschnitten pra¨sentierten Kombination verschiede-
ner Techniken.
in der Umgebung der Oberfla¨che [IGLF06] und erzielen so Geschwindigkeitsvorteile
in der Berechnung.
Begonnen wird in Abschnitt 5.1.1 mit einer ambienten Wellensimulation in
Verbindung mit frei translierbaren Oberfla¨chensimulationen. Mit der Metho-
de ko¨nnen adaptive und detaillierte Wellen im Rahmen einer beliebig großen
Flu¨ssigkeitsumgebung realisiert werden. Die ambiente Simulation wird dann im
weiteren Verlauf nicht weiter erwa¨hnt, da sie prinzipiell jeder Ho¨henfeld-basierten
Simulation hinzugefu¨gt werden kann. Anschließend erfolgt die Pra¨sentation von Me-
thoden zur Kopplung von Oberfla¨chensimulationen mit 2D-Stro¨mungssimulationen
(Abschnitt 5.1.2) und 3D-Stro¨mungssimulationen (Abschnitt 5.1.3). Ziel dieser
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Verfahren ist es detaillierte Oberfla¨chen innerhalb Echtzeitumgebungen zu erzielen
und gleichzeitig die Mo¨glichkeiten einer Stro¨mungssimulation zur Verfu¨gung
zu stellen. So ko¨nnen stro¨mende Flu¨ssigkeiten dargestellt werden ohne auf
Oberfla¨chendetails verzichten zu mu¨ssen. Den Abschluss dieses Abschnitts zur
interaktiven Simulation bildet eine Methode zur Erzeugung dreidimensionaler
brechender Wellen aus zweidimensionalen Stro¨mungsimulationen, die geeignet
kombiniert werden (Abschnitt 5.1.4).
An dieser Stelle sei angemerkt, dass Laufzeitmessungen fu¨r die einzelnen Metho-
den in den einzelnen Abschnitten gegeben werden. Diese beziehen sich jedoch auf die
Ausfu¨hrung der gesamten Liquid-Pipeline, also inklusive der Oberfla¨chenextraktion
und der Darstellung — obwohl diese im Detail erst in den nachfolgenden Kapiteln
6 und 7 behandelt werden. Dieses Vorgehen ist zweckma¨ßig, um die Laufzeiten den
jeweiligen Verfahren eindeutig und versta¨ndlich zuordnen zu ko¨nnen.
5.1.1. Kombinierte Oberfla¨chensimulation und ambiente Wellen:
Infinite Flu¨ssigkeitsumgebungen mit Objektinteraktion
Die im Folgenden beschriebene Simulationsumgebung zielt auf die interaktive Re-
pra¨sentation offener, scheinbar unendlich großer Flu¨ssigkeitsfla¨chen mit Objektin-
teraktion ab. Es sind jedoch auch beschra¨nkte Oberfla¨chen mit der vorgestellte Me-
thode darstellbar, wobei die Performanz noch gesteigert werden kann. Die Grun-
didee ist eine adaptive Simulation, die lediglich in einem definierten Bereich um
den Betrachter oder einer Region of Interest (RoI) simuliert. Dadurch kann zum
Beispiel ein fahrendes Boot realistisch mit der Flu¨ssigkeit interagieren – gleichzei-
tig aber auch beliebige Strecken zuru¨cklegen. Eine Reduktion von Berechnungen ist
unumga¨nglich, um dieses Ziel auf gegenwa¨rtiger Hardware zu realisieren. Eine exi-
stierende Stro¨mung kann in derartigen Szenarien zuna¨chst vernachla¨ssigt werden,
da das visuelle Erscheinungsbild im Wesentlichen von Oberfla¨chenwellen gepra¨gt
ist. Somit kann die physikalische Simulation auf eine zweidimensionale Wellenre-
pra¨sentation beschra¨nkt werden, was zu einer wesentlichen Beschleunigung fu¨hrt. Die
Behandlung von Stro¨mungen erfolgt jedoch prinzipiell a¨hnlich und wird in Abschnitt
5.1.1.4 diskutiert. Zur Repra¨sentation bietet sich ein Ho¨henfeld an, da lediglich eine
Oberfla¨che simuliert wird. Damit kann eine Oberfla¨chenextraktion ebenfalls effizi-
ent unter Verwendung der GPU durchgefu¨hrt werden (siehe dazu Kapitel 6). Aus
Geschwindigkeitsgru¨nden wird in diesem Ansatz auf die Darstellung dreidimensio-
naler Effekte wie zum Beispiel von Gischt verzichtet. Konzeptuell ko¨nnen derartige
Effekte entsprechend Kapitel 4 integriert und mit der Wellensimulation gekoppelt
werden. Zur Repra¨sentation von Oberfla¨chenschaum wird in Abschnitt 5.2.2.1 eine
Animationstechnik vorgestellt.
5.1.1.1. Simulation
Zur Darstellung infiniter Oberfla¨chen wird lediglich in notwendigen Gebieten zur
Laufzeit simuliert, in anderen werden Vorberechnungen verwendet. Als notwendige
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(a) (b) (c)
Abb. 5.2.: Beleuchtete Lo¨sung der zweidimensionalen Wellengleichung. Eine radiale Welle propa-
giert (a), mehrere radiale Wellen propagieren (b) und die Welle eines schwimmenden,
bewegten Objektes (c). Aufgrund der Verwendung eines effizienten, zweidimensionalen
FD-Ansatzes ko¨nnen hohe Auflo¨sungen in Echtzeit simuliert werden.
Gebiete werden Gebiete betrachtet, in denen eine Interaktion zwischen Objekten und
der Flu¨ssigkeit oder eine Nutzerinteraktion stattfindet. Zusa¨tzlich werden ambiente
Wellen verwendet, so dass eine Simulation entsprechend dieser zwei Wellentypen
separiert werden kann:
Typ Dim. Methode Simulation
Ambiente Wellen 2D Vorberechnung Frequenzspektrum
Interaktive Oberfla¨chenwellen 2D FDM Wellengleichung
Zur Simulation ambienter Wellen wird im Folgenden der Algorithmus von Tes-
sendorf verwendet [Tes01]. Interaktive Wellen werden mit der Wellengleichung be-
schrieben (Abschnitt 2.2). Zur Berechnung wird im Folgenden eine FD-Methode
verwendet — siehe Abbildung 5.2.
5.1.1.2. Diskrete Wellengleichung
Zur Diskretisierung der Wellengleichung wird im Folgenden die von Gomez [Gom00]
vorgeschlagene Methode der zentralen Differenzen verwendet. In Hinblick auf eine
GPU-basierte Implementierung wird ein zweidimensionales Feld zti,j = f
t(i, j) mit
i, jN und 0 ≤ i, j ≤ size, Schrittweite h = 1/size zum Zeitpunkt t verwendet. Damit
ergibt sich mit a = c
2Δt2
h2
folgende Diskretisierung der Wellengleichung (siehe auch
Abschnitt 2.2):




ztk,l + (2− 4a) · zti,j − zt−1i,j , (5.1)
wobei Δt die Zeitschrittweite und c die Ausbreitungsgeschwindigkeit beschreiben.
Auf diese Weise kann die Wellengleichung in einem quadratischen Gebiet simuliert
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Abb. 5.3.: Numerische Diffusion. Eine beliebige Intensita¨t I0 bewegt sich mit Geschwindigkeit v.









Abb. 5.4.: Das Simulationsgitter wird relativ zur unendlichen Ozeanoberfla¨che verschoben. Dazu
wird der Translationsvektor t in einen diskreten und einen realen Anteil unterteilt.
werden.
Um das diskrete Gitter kontinuierlich zu verschieben, wird ein Translationsvek-
tor tR2 definiert. Eine direkte Translation in R2 des diskreten Gitters wu¨rde auf-
grund des notwendigen Gla¨ttungsschrittes in hoher numerischer Diffusion resultieren
(Abb. 5.3). Die Translation t erfolgt in zwei Schritten. Zuna¨chst wird eine Translati-
on des Gitters im diskreten Raum durchgefu¨hrt, wobei keinerlei numerische Diffusion
auftreten kann. Es folgt eine kontinuierliche Translation im Objektraum, wobei das
Simulationsgitter nicht vera¨ndert wird. So wird eine numerische Diffusion vollsta¨ndig
vermieden.
Dafu¨r wird t in den diskreten Anteil tint = (txint, t
y
int)
T N2 und den kontinuierli-
chen Anteil tfrac = (txfrac, t
y
frac)
T R2 mit 0 ≤ txfrac, tyfrac ≤ 1 unterteilt (Abb. 5.4). Die
numerische Lo¨sung der Wellengleichung ha¨ngt entsprechend Gleichung 5.1 vom ak-
tuellen und vorhergehenden Zeitschritt ab. Der vorhergehende Schritt im diskreten
Raum wird im Folgenden mit toldint bezeichnet.
Mit m = i− txint, n = j− tyint, o = m− tx oldint und p = n− ty oldint ergibt sich folgende
58 5. Simulation
modifizierte, diskrete Wellengleichung:




ztk,l + (2− 4a) · ztm,n − zt−1o,p . (5.2)
Bei einem Zugriff auf das Simulationsgitter, wird die kontinuierliche Translation tfrac
dem Zugriffsvektor hinzugefu¨gt. Obwohl die eigentliche Translation des Simulations-
gitters im diskreten Raum erfolgt, kann so dennoch eine kontinuierliche Translati-
on des Gitters in Weltkoordinaten erzielt werden. Eine Skalierung des Simulation-
Gitters in x oder y Richtung um sx bzw. sy wird mit einer Skalierung des Transla-
tionsvektors um (1/sx, 1/sy)T behandelt.
Stabilita¨t Fu¨r explizite Lo¨sungen der Wellengleichung, ergibt sich ein Stabi-
lita¨tskriterium der Simulation. Die Simulation wird instabil und Wellenamplituden






5.1.1.3. Verwendung mehrerer Gitter
Mit der im vorhergehenden Abschnitt beschriebenen Methode kann ein Simulations-
gitter an jeder gegebenen Position innerhalb einer unendlichen Ebene positioniert
werden. Zusa¨tzlich kann das Gitter zum Beispiel einem schwimmenden Objekt fol-
gen, so dass in der Umgebung eine permanente Wellensimulation erfolgen kann. Des
Weiteren kann das Gitter auch dem View-Frustrum folgen, so dass in Blickrichtung
immer eine Simulation stattfindet. Im Folgenden wird das beschriebene Verfahren
auf die Verwendung mehrerer Gitter erweitert, um eine adaptive Simulation in meh-
reren Gebieten zu erreichen (Abb. 5.5).
Verschiedene Positionen In vielen Szenarien interagieren mehrere Objekte mit
einer Flu¨ssigkeitsoberfla¨che — wie zum Beispiel Boote. Zahlreiche Objekte mit ei-
nem einzigen Simulationsgitter zu simulieren, wu¨rde in der Regel bedeuten, ein sehr
großes Gitter verwenden zu mu¨ssen. Dennoch besteht die Gefahr, dass einzelne Ob-
jekte dieses Gitter verlassen und somit keine Wellen mehr erzeugen ko¨nnen. Der oben
beschriebene Ansatz zur Verwendung bewegter Gitter kann jedoch auf zahlreiche Ob-
jekte erweitert werden. Dabei wird jedes Gitter unabha¨ngig bewegt. Verschiedene,
bewegte Objekte ko¨nnen dann an verschiedensten Stellen interaktive Wellen erzeu-
gen, ohne dass gleichzeitig eine globale Simulation durchgefu¨hrt werden muss. Die
Ho¨he der u¨berlagernden Wellen wird durch Addition u¨bereinander liegender Gitter
bestimmt, da physikalische Wellen interferieren.
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Abb. 5.5.: Prinzip der bewegten Simulationsgitter: Mehrere Wellensimulationen werden auf der un-
endlichen Wasserfla¨che verwendet.
Verschiedene Skalierungen Die Verwendung mehrere Simulationen kann nicht nur
an verschiedenen Positionen genutzt werden. Es ko¨nnen auch verschiedene Skalie-
rungen verwendet werden, um zum Beispiel verschiedene Detailstufen zu simulieren.
So ko¨nnte zum Beispiel ein hochaufgelo¨ster Regen-Layer (zweckma¨ßigerweise geka-
chelt) die entsprechenden filigranen, radial propagierenden Wellen erzeugen. Andere
Layer ko¨nnen dennoch den im Vergleich dazu groben Wellenschlag eines bewegten,
schwimmenden Objektes simulieren — unter Verwendung gro¨berer Gitter.
Eine weitere Anwendung verschiedener Skalierungen ist die Umsetzung einer LoD-
Simulation. Die jeweiligen Gittergro¨ßen ko¨nnen entsprechend der Bedeutung der Ob-
jekte fu¨r die aktuelle Szene gewa¨hlt werden. Objekte mit einem geringen Abstand
zur Kamera sollten somit ein eher feineres Gitter erhalten, um mehr Details dar-
stellen zu ko¨nnen. Objekte, die sich kamerafern bewegen, ko¨nnen eher ein gro¨beres
Gitter erhalten, um Rechenleistung zu sparen. So wird eine adaptive Simulation und
eine gute Performanz erzielt.
5.1.1.4. Ergebnisse und Diskussion
Die im Folgenden pra¨sentierten Ergebnisse wurden auf einem Quad-Core Desktop
PC mit einer 2,4 GHz Intel Q6600 CPU, 4 GB RAM und einer Graphikkarte ba-
sierend auf einer GeForce GTX 280 GPU gemessen. Die gezeigte, unoptimierte
prototypische Implementierung benutzt lediglich einen CPU-Core, so dass die Per-
formanz mit einer parallelisierten Implementierung noch erheblich verbessert wer-
den kann. Die gemessenen Zeiten beinhalten die Flu¨ssigkeitssimulation, die Ober-
fla¨chenextraktion und die Darstellung. Die Messungen erfolgten bei einer Bildschirm-
auflo¨sung von 1024 × 1024. In allen Beispielen wurden zwei Wellengleichungssimu-
lationen verwendet, mit Auflo¨sungen von 2048 × 2048 und 1024 × 1024, die auf der
GPU simuliert werden. Die Schaum-Simulation (wird in Abschnitt 5.2.2 behandelt)
wird in der prototypischen Implementierung mit einer Auflo¨sung von 1024 × 1024
realisiert und ebenfalls auf der GPU ausgefu¨hrt. Alle verwendeten Texturen sind in
Abbildung 5.8 am Ende dieses Abschnitts dargestellt.
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Abb. 5.6.: Interaktives Motorboot.
Performanz Frameraten fu¨r verschiedene Projected Grid-Abtastungen (siehe Ab-
schnitt 3.4.1) sind in Tabelle 5.1 gegeben. Die Verteilung der Laufzeit des ent-
wickelten Prototyps fu¨r die verschiedenen Schritte bei einer hohen Projected Grid-
Abtastung von 1 × 1 sind in Tabelle 5.2 dargestellt. Die gemessenen Frameraten
erlauben eine vollsta¨ndige Interaktion mit der Flu¨ssigkeitsoberfla¨che, wie zum Bei-
spiel die Wellenerzeugung bewegter Objekte. Ein Großteil der Rechenzeit wird fu¨r
die Oberfla¨chenextraktion mit der Projected Grid-Methode beno¨tigt, da die Simu-
lation selbst effizient auf der GPU durchgefu¨hrt werden kann. Der Aufwand der
Projected Grid-Methode wa¨chst quadratisch entsprechend der Viewport-Auflo¨sung,
da es sich um ein Bildraumverfahren handelt. Dementsprechend muss ein Kompro-
miss zwischen der abgetasteten Bildraumauflo¨sung und den dazugeho¨rigen Aliasing-
Artefakten und der Laufzeit getroffen werden (vgl. dazu auch Abbildung 6.1, Ka-
pitel 6). So kann die gleiche Simulation durch A¨nderung der Bildraumauflo¨sung
verschiedene Geschwindigkeiten annehmen. Entsprechend kann eine adaptive Dar-
stellung bezu¨glich des Zielsystems erfolgen, ohne die Simulation a¨ndern zu mu¨ssen.
So ko¨nnen konstante Frameraten auf beliebigen Rechnern gewa¨hrleistet werden —
in Abha¨ngigkeit der dargestellten Qualita¨t.
1×1 2×2 5×5
Motorboot (3) 40,3 56,3 69,4
Korsar (3) 35,2 46,7 58,8
3 Boote (43) 32,2 43,0 56,8
Bojen (41) 26,6 34,9 40,9
Armada (40) 22,7 27,6 30,3
Tab. 5.1.: Laufzeitmessungen in FPS fu¨r verschiedene Projected Grid -Abtastungen. Die Anzahl der
jeweilig verwendeten starren Ko¨rper ist in Klammern angegeben. Die Beispiele sind in
den Abbildungen 5.6, 5.7 und 5.28 dargestellt.
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Abb. 5.7.: Beispiele: Korsar (a), 3 Boote (b).
Qualita¨t Die beschriebene Echtzeit-Methode ermo¨glicht die Darstellung realisti-
scher und großer Flu¨ssigkeitsszenarien, mit Oberfla¨cheninteraktion. Um eine effizien-
te Simulation zu erzielen, konzentriert sich die Methode auf die wichtigste visuelle Er-
scheinung von Flu¨ssigkeiten: Oberfla¨chenwellen. So kann eine verha¨ltnisma¨ßig detail-
lierte Simulation erzielt werden. Aufgrund der Beschra¨nkung auf Oberfla¨chenwellen,
bietet sich die Methode fu¨r alle Szenarien an, in denen Stro¨mungen und andere drei-
dimensionale Flu¨ssigkeitseffekte vernachla¨ssigt werden ko¨nnen. Im anschließenden
Abschnitt wird erla¨utert, wie die Methode fu¨r zweidimensionale Stro¨mungen erwei-
tert werden kann. Die beschriebene Methode ist blickpunktabha¨ngig und Simulatio-
nen ko¨nnen in spezifischen, wichtigen Regionen — die dynamisch sein ko¨nnen — de-
finiert werden. Des Weiteren ko¨nnen verschiedene Simulationsauflo¨sungen oder aber
verschiedene Skalen verwendet werden. Die beschriebene Kopplung mit schwimmen-
SKS L&S O&D Gesamt
Motorboot 1,8 35,1 63,1 100,0
Korsar 2,0 29,3 68,7 100,0
3 Boote 2,7 23,7 73,6 100,0
Bojen 12,3 23,6 64,1 100,0
Armada 1,3 36,0 62,7 100,0
Tab. 5.2.: Verteilung der Berechnungszeit in Prozent fu¨r eine Projected Grid -Auflo¨sung von 1 × 1.
Starre Ko¨rper-Simulation (SKS), Flu¨ssigkeits- und Schaumsimulation (L&S) und Ober-
fla¨chenextraktion und Darstellung (O&D).
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den Objekten ist physikalisch-basiert und resultiert in einer effizienten Simulation
und Wellenerzeugung — verschiedene Objekte ko¨nnen verschiedene Wellen erzeugen.
Flu¨sse oder Seen ko¨nnen direkt mit der beschriebenen Methode dargestellt werden,
da in Uferbereichen lediglich Kollisionsbedingungen gesetzt werden mu¨ssen. Die Si-
mulation und Oberfla¨chenextraktion kann in derartigen Szenarien noch erheblich ef-
fektiviert werden, da beide Prozesse lediglich in eingeschra¨nkten Bereichen vonno¨ten
sind — und nicht wie oben beschrieben, fu¨r eine scheinbar unendliche Fla¨che. Fu¨r
Ozeane ist die Verwendung der Wellengleichung physikalisch lediglich eine Appro-
ximation, da die Wellenausbreitung in tiefen Gewa¨ssern aufgrund von Dispersion
komplexer ist und die Methode Wellen konstanter Wellenla¨nge beschreibt. Disper-
sion kann nicht mit der beschriebenen zweidimensionalen Simulationsmethode be-
schrieben werden. Diese Einschra¨nkung ist in Hinblick auf interaktive Umgebungen
jedoch akzeptabel. Die beschriebene Methode ist fu¨r Echtzeitumgebungen entwickelt
worden und soll keine hochdetaillierte Offline-Simulation ersetzen — wenngleich sie
auch in einer Offline-Produktion im Rahmen eines Preview-Modes von Nutzen sein
kann.
Vergleich mit der Wave Particles-Methode Da die Wave Particles-Methode
[YHK07] ebenfalls eine Umgebung fu¨r große Flu¨ssigkeitsfla¨chen vorstellt, wird die
Arbeit an dieser Stelle kurz mit der hier beschriebenen Methode verglichen (siehe
auch Abschnitt 3.3.1). Ein fundamentaler Unterschied ist die verwendete Simulati-
onsmethode: Anstatt der Verwendung von Wellenpartikeln verwendet die hier vor-
gestellte Methode einen FD-Ansatz, der das Huygenssche Prinzip simuliert. Unter
Verwendung von Wellenpartikeln wird lediglich die Ausbreitung einer radial pro-
pagierenden Wellenfront beschrieben, in deren Inneren die Oberfla¨che glatt ist. Sie
stellt also lediglich eine Approximation der Wellengleichung dar. Zudem kann Wel-
lenbeugung nicht direkt mit der Wave Particles-Methode beschrieben werden. Aus
diesen Gru¨nden ko¨nnen mit der hier beschriebenen Methode detailliertere Ober-
fla¨chen dargestellt werden. Die Wave Particles-Methode ist performant, jedoch ist
die Performanz direkt abha¨ngig von der Anzahl der dargestellten Wellen — die hier
vorgestellte Methode besitzt bei der Verwendung von statischen Gittergro¨ßen eine
konstante Laufzeit und kann zudem effizient auf der GPU ausgefu¨hrt werden.
Verwendung einer Stro¨mungssimulation Das hier beschriebene Verfah-
ren der bewegten Gitter kann ebenso fu¨r zweidimensionale Gitter-basierte
Stro¨mungssimulationen verwendet werden. Diese Gitter mu¨ssen entsprechend
der hier beschriebenen Methode ebenfalls um den integralen Translationsanteil
verschoben werden. Bei der U¨berlagerung von Gittern muss der u¨berlagerte Teil der
beteiligten Gitter a¨quivalent sein, damit die Stro¨mungen interagieren ko¨nnen. Dazu
wird der jeweilige Randbereich aus dem jeweils anderen Gitter kopiert. So ko¨nnen
auch Stro¨mungen mit der beschriebenen Methode behandelt werden. Die gezeigte
prototypische Implementierung unterstu¨tzt derzeit jedoch noch keine Stro¨mungen.





Abb. 5.8.: Die verwendeten Texturen zur Erzeugung des finalen Bildes. Wellensimulation (a),
ambiente Wellen (b), Kollisionen-Map (c), Reflexions- und Brechungs-Map (d,e),
Absorptions-Map (f), Normalen-Map (g), Fresnel-Term (h), Beleuchtung (i). Die Ver-
wendung dieser Texturen fu¨hrt zu dem gezeigten Ergebnis (j).
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Abb. 5.9.: Interaktive Flu¨ssigkeit, simuliert und dargestellt bei 33 FPS. Simulationsbasis
ist die Verwendung einer Oberfla¨chenwellensimulation und einer zweidimensionalen
Stro¨mungssimulation.
5.1.2. Kombinierte Oberfla¨chen- und 2D Stro¨mungssimulation:
Wave Particles in stro¨menden Flu¨ssigkeiten
Dieser Abschnitt beschreibt ein System, welches sowohl eine Ober-
fla¨chenwellensimulation als auch eine 2D Stro¨mungssimulation anwendet —
zusa¨tzlich zu einer ambienten Wellensimulation. Motivation fu¨r das im Folgenden
beschriebene Verfahren ist die Erweiterung einer direkten Wellensimulation um
einen Stro¨mungsfluss. Diese Kombination ist geeignet fu¨r Umgebungen, in denen
eine Stro¨mungssimulation beno¨tigt wird, jedoch eine dreidimensionale Stro¨mung
nicht notwendig ist — hingegen explizite Oberfla¨chenwellen erfordert werden (wie
zum Beispiel in einem Bach). Da dreidimensionale Stro¨mungen fu¨r einen Betrachter
kaum zu erkennen sind, wenn sich kein sichtbares Material innerhalb der Stro¨mung
bewegt, ist die Reduktion von drei auf zwei Dimensionen fu¨r viele Szenarien sinnvoll,
da der Aufwand der Stro¨mungssimulation erheblich gesenkt wird. Umgekehrt kann
bei gleicher Performanz eine interaktive 2D Simulation eine wesentlich ho¨here
Abtastung des Simulationsraumes und damit mehr Details erzielen, als eine 3D
Simulation mit gleichgroßer Oberfla¨che. Des Weiteren kann ein derartiges System
die Ausbreitung von Wellen in schnell stro¨menden Flu¨ssigkeiten beschreiben —
inklusive des Effektes der Deformation von Wellen bei starken Stro¨mungen. Bei
einem stro¨menden Fluss wu¨rde sich zum Beispiel die radial propagierende Welle
eines eintauchenden Objektes mit der Stro¨mung bewegen:
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Abb. 5.10.: Die Grundidee: Eine 2D Stro¨mungssimulation (hier: Ein- und Ausfluss, links) wird kom-
biniert mit einer Oberfla¨chenwellensimulation (hier: Zirkulare Welle, mitte) — es erge-
ben sich Wellendeformationen entsprechend der Stro¨mung (rechts).
Zusa¨tzlich zur Wellensimulation ko¨nnen schwimmende Objekte innerhalb ei-
ner Stro¨mung bewegt und externe Stro¨mungen eingebracht werden. So ko¨nnen
Flu¨ssigkeitsoberfla¨chen vollsta¨ndig dargestellt werden. Unter Verwendung einer
Massepunkt-Simulation ko¨nnen zusa¨tzlich dreidimensionale Effekte approximiert
werden, wie zum Beispiel eine Fonta¨ne (Abb. 5.9).
5.1.2.1. Simulation
Die Stro¨mung wird mit Hilfe einer finiten Differenzenmethode simuliert. Zur Lo¨sung
der zweidimensionalen Navier-Stokes Gleichungen kann prinzipiell jede Simulations-
methode verwendet werden. Die Stable Fluids-Methode von Jos Stam [Sta99] bietet
jedoch eine ausgezeichnete Balance zwischen Genauigkeit, Stabilita¨t und Performanz
(siehe Abschnitt 3.3.2). Die zu lo¨sende Poisson Gleichung kann mit dem iterati-
ven Gauss-Seidel Verfahren gelo¨st werden. Kollisionsobjekte innerhalb des Flusses
ko¨nnen u¨ber Zwangsbedingungen als slip, no slip oder hybrid definiert werden.
Die Oberfla¨chensimulation erfolgt entsprechend der Wellengleichung. Die konkre-
te Simulation kann mit Hilfe der Wave Particles-Methode erfolgen, die Yuksel et al.
eingefu¨hrt haben [YHK07]. Die Methode stellt einen Ansatz dar, um eine zweidi-
mensionale Wellengleichung Partikel-basiert zu approximieren (siehe auch Abschnitt
3.3.1). Vorteil einer Partikel-basierten Simulation in diesem Fall ist, dass keine Dif-
fusion aufgrund der Stro¨mung auftreten kann. Die verwendeten Simulationen des
im Folgenden beschriebenen Ansatzes sind zusammenfassend in folgender Tabelle
dargestellt:
Typ Dim. Simulationsmethode Simulierte Gleichung
Stro¨mung 2D FDM N.-S. Gleichungen
Oberfla¨chenwellen 2D Wave Particles Wellengleichung
Mit Hilfe einer Kopplung der Oberfla¨chenwellen- und der Stro¨mungssimulation
ko¨nnen jegliche, als Ho¨henfeld darstellbare Flu¨ssigkeitseffekte repra¨sentiert werden.
Zusammenfassend ist die Grundidee der Kopplung beider Simulationen in Abbildung
5.10 dargestellt.
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5.1.2.2. Kopplung der Simulationen
Ziel der Kopplung ist es in schnell fliessenden Stro¨mungen die Wellenbewegung
auf dem bewegten Medium der Flu¨ssigkeit darzustellen. Die Oberfla¨chenwellen re-
pra¨sentierenden Partikel bewegen sich unabha¨ngig voneinander — lediglich die je-
weils zugeho¨rigen Ho¨henwerte addieren sich aufgrund von Interferenz. Da sich die
Oberfla¨chenwellen mit der Stro¨mung bewegen, jedoch selber keinerlei Stro¨mung ge-
nerieren, muss lediglich eine Einweg-Kopplung realisiert werden:
Stro¨mung → Oberfla¨chenwellen.
Somit kann die Stro¨mungssimulation autonom ausgefu¨hrt werden und die
Wellensimulation kann anschließend unter Verwendung der Ergebnisse der
Stro¨mungssimulation erfolgen. Vorteil eines derartigen Ansatzes, der auf zwei
aufeinanderfolgenden Simulationen basiert, ist die effiziente Simulation mit
Hilfe zweier optimaler Simulationsmethoden. So ko¨nnen zum Beispiel fu¨r beide
Simulationen unterschiedliche Auflo¨sungen verwendet werden — in Abha¨ngigkeit
des gewu¨nschten Detailgrades der jeweiligen Simulation. Bei Stro¨mungen ist in
der Regel nicht notwendigerweise eine feine Diskretisierung vonno¨ten, so dass
die Stro¨mung mit niedriger Auflo¨sung simuliert und zwischen den Gitterpunkten
interpoliert werden kann. So ko¨nnen die wichtigsten visuellen Eigenschaften von
Flu¨ssigkeiten — die Oberfla¨chenwellen — mit hoher Auflo¨sung berechnet und
dargestellt werden. Nachfolgend wird die Kopplung im Detail beschrieben.
In der Wave Particles-Methode werden Oberfla¨chenwellen von autonomen Par-
tikeln beschrieben. Ein Kopplung mit der Stro¨mungssimulation kann somit erzielt
werden, indem die Geschwindigkeiten der Wellenpartikel entsprechend der umliegen-
den Stro¨mungen angepasst werden. Da der Stro¨mungsfluss aufgrund der verwende-
ten FD-Methode in einem diskretisierten Gitter der Gro¨ße n×m vorliegt, kann die
Stro¨mungsgeschwindigkeit v(x) fu¨r jeden gegebenen Ort x ∈ R2 mit i < xx < (i+1)
und j < xy < (j + 1) mit Hilfe einer bilinearen Interpolation bestimmt werden:
v(x) ≈
(
i + 1− xx
xx − i
)T ( vi,j vi,j+1
vi+1,j vi+1,j+1
)(




Mit diesem Vorgehen werden Aliasing-Artefakte bei der Bewegung von Wellenparti-
keln wegen der Stro¨mung verhindert. Die Position pn jedes Partikels n wird explizit
in Abha¨ngigkeit der so bestimmten Stro¨mungsgeschwindigkeit adaptiert (t : Zeit-
schritt):
pn+1 = pn +t · v(pn). (5.5)
5.1.2.3. Unterschiedliche Flu¨ssigkeiten
Das beschriebene Vorgehen ermo¨glicht die Repra¨sentation von Flu¨ssigkeiten, die
sich vermischen. Abbildung 5.11 demonstriert dies an einem Wirbel schwarzer
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Abb. 5.11.: Beispiel zur Mischung von Flu¨ssigkeiten an unterschiedlichen Zeitpunkten: Eine weiße
Flu¨ssigkeit wird mit einer schwarzen Flu¨ssigkeit vermischt. Die Flu¨ssigkeit im Becken
stro¨mt dabei zirkular.
Flu¨ssigkeit, in das eine weiße Flu¨ssigkeit eingelassen wird. Zum einen entstehen am
Eintreffpunkt der Fonta¨ne Oberfla¨chenwellen, die mit der im vorhergehenden Absatz
erwa¨hnten Methode erzeugt werden. Zum anderen propagieren die zu vermischen-
den Anteile entsprechend der Stro¨mungssimulation. Da die beschriebene Methode
jedoch eine zweidimensionale Simulation verwendet, handelt es sich lediglich um eine
zweidimensionale Mischung, so dass zum Beispiel die Mischung einer transparenten
und einer opaken Flu¨ssigkeit nicht in drei Dimensionen dargestellt werden kann.
5.1.2.4. Ergebnisse und Diskussion
Die vorgestellte Methode wurde unter Verwendung von OpenGL 2.0 und der zu-
geho¨rigen Shadersprache GLSL in C++ implementiert. Laufzeitmessungen werden
in Tabelle 5.3 gegeben. Die Messungen erfolgten auf einer Dual-Core 2,6 GHz AMD
Athlon 64 CPU mit 2 GB RAM und einer auf dem ATI Radeon x1900 Chip basie-
renden GPU (512MB). Die Implementierung erfolgte unter Verwendung von Multi-
Threading, wobei die Parallelisierung folgendermaßen realisiert wurde:
Core 1: Oberfla¨chenextraktion, Interaktion, Darstellung
Core 2: N.-S. Gleichungen, Wellengleichung, Starre Ko¨rper, Fonta¨ne
Wa¨hrend der erste Core den aktuellen Zeitschritt darstellt, simuliert der zweite
Core den na¨chsten Zeitschritt. Die Simulationsmethoden wurden CPU-basiert reali-
siert, so dass die Performanz wesentlich verbessert werden kann, wenn sowohl fu¨r die
Oberfla¨chensimulation als auch fu¨r die Stro¨mungssimulation eine GPU-basierte Im-
plementierung verwendet werden wu¨rde. So ko¨nnten auch ho¨here Gitterauflo¨sungen
verwendet werden. Jedoch sei erwa¨hnt, dass bereits die verha¨ltnisma¨ßig niedrigen
Auflo¨sungen der verwendeten Stro¨mungssimulation aufgrund der zusa¨tzlichen Ver-
wendung einer Wellensimulation zu relativ detaillierten Ergebnissen fu¨hren.
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Abb. 5.12.: Beispiele der vorgestellten Methode mit Objekt-Interaktion.
Die Vorteile der beschriebenen Kombination der Simulationsmethoden und werden
im Folgenden zusammengefasst dargestellt:
• Physikalisch-basierte Stro¨mungssimulation,
• Physikalisch-basierte Wellensimulation,
• Stro¨mungsinduktion (zum Beispiel Boot, Turbine),
• Stro¨mungsreaktion (zum Beispiel Objekte, Bla¨tter auf einem Fluß),
• Automatischer, globaler Fluss (zum Beispiel Bach),
• Interaktive Wellenerzeugung (zum Beispiel Regen, bewegte Objekte).
Verwendung einer FD-Methode zur Lo¨sung der Wellengleichung Die beschrie-
bene Kopplung von Stro¨mung und Oberfla¨chenwellen la¨sst sich auch mit Hilfe einer
FDM statt der Wave Particles-Methode zur Lo¨sung der Wellengleichung realisie-
ren. Entsprechend der Geschwindigkeiten des Stro¨mungsgitters werden die Amplitu-
den der Oberfla¨chenwellen bewegt. Der entscheidende Nachteil des Gitter-basierten
Ansatzes im Vergleich zu dem beschriebenen Partikel-basierten Ansatz besteht in
der hohen numerischen Diffusion. Partikel hingegen ko¨nnen nicht diffundieren. Da
die Intensita¨tswerte der Wellensimulation mit reelen Geschwindigkeiten verschoben
werden, muss anschließend eine Extrapolation durchgefu¨hrt werden, um die Inten-
sita¨ten wieder auf die benachbarten Gitterpunkte zu verteilen. Damit werden die
Intensita¨ten numerisch diffundiert Da dieses Vorgehen fu¨r jeden einzelnen Simula-
tionsschritt notwendig ist, ist die numerische Diffusion in der Simulation hoch —
vor allem in interaktiven Umgebungen, in denen ein großer Gitterabstand verwen-
det wird. Somit laufen die simulierten Wellen auseinander. Des Weiteren ko¨nnte ein
direkter Vergleich mit der Flachwassergleichung Aufschluss u¨ber die Qualita¨t der
Ergebnisse der Methode geben.
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Abbildung NS-GG WP (max) O-GG FPS
5.9 32×64 40000 128×256 33
5.11 32×32 20000 128×128 23
5.12a 32×32 20000 128×128 74
5.12a 64×64 20000 128×128 70
5.12a 128×128 20000 128×128 27
5.12a 256×256 40000 256×256 4
5.12b 32×32 20000 128×128 76
5.12c 32×32 20000 128×128 23
Tab. 5.3.: Laufzeitmessungen der vorgestellten Methode in verschiedenen Szenarien (in FPS). Git-
tergro¨ße der Navier-Stokes Simulation (NS-GG), maximale Anzahl verwendeter Wave
Particles (WP), Oberfla¨chengittergro¨ße (O-GG), Beispiele 5.11 und 5.12a verwenden 100
starre Ko¨rper.
Verwendung einer 3D-Stro¨mungssimulation Falls dreidimensionale Stro¨mungen
fu¨r ein gegebenes Szenario erforderlich sind, wie zum Beispiel das Vermischen zweier
Flu¨ssigkeiten in 3D, so kann auch eine dreidimensionale Stro¨mungssimulation
verwendet werden. Dabei muss jedoch nicht notwendigerweise eine Ober-
fla¨chenextraktion erfolgen, wie es bei im na¨chsten Abschnitt 5.1.3 beschriebenen
Methode erfolgt. Wenn zum Beispiel ein Aquarium mit internen Stro¨mungen
und keiner bewegten freien Oberfla¨che dargestellt werden soll, so kann die
Stro¨mungssimulation im Volumen erfolgen und die Oberfla¨chenwellen werden
anschließend wie oben beschrieben hinzugefu¨gt.
5.1.3. Kombinierte Oberfla¨chen- und 3D Stro¨mungssimulation
Eine dreidimensionale Stro¨mungssimulation von Flu¨ssigkeiten in Echtzeitumgebun-
gen fu¨hrt in der Regel zu verha¨ltnisma¨ßig groben Ergebnissen. Aufgrund der Kom-
plexita¨t ko¨nnen lediglich niedrige Gitterauflo¨sungen in Euler-Verfahren oder wenige
Partikel in Lagrange-Verfahren verwendet werden. Somit erscheint die resultierende
Oberfla¨che oftmals sehr glatt, mit nur geringen Oberfla¨chendetails.
In der Praxis ist die wahrnehmbare Oberfla¨che fu¨r den Betrachter die wichtigste
Eigenschaft der visuellen Repra¨sentation. Eine dreidimensionale Stro¨mung hinge-
gen kann nicht direkt wahrgenommen werden. Erst wenn sich etwas innerhalb der
Stro¨mung bewegt oder sich die Oberfla¨che vera¨ndert, kann sie indirekt wahrgenom-
men werden. Diese Tatsache ist in Abbildung 5.13 dargestellt: Der dreidimensionale
Fluss (Abb. 5.13a,b) kann nach der Oberfla¨chenextraktion nicht direkt wahrgenom-
men werden (5.13c). Um der visuellen Wichtigkeit der Flu¨ssigkeitsoberfla¨che Rech-
nung zu tragen, sollte die Oberfla¨che angemessen simuliert und abgetastet werden,
um detaillierte Ergebnisse zu erhalten.
In diesem Abschnitt wird ein Verfahren beschrieben, welches die Ober-
fla¨chendetails einer dreidimensionalen Simulation in Echtzeit wesentlich verfeinert
— durch Verwendung einer zusa¨tzlichen Oberfla¨chenwellensimulation. Des
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Abb. 5.13.: Prinzip einer SPH-Simulation. Das Flu¨ssigkeitsvolumen wird mit Partikeln diskretisiert.
Diese werden zur Lo¨sung der Navier-Stokes Gleichungen verwendet. In (a) sind die Ge-
schwindigkeiten und ihre Orientierungen entlang der x,y und z-Achse zur Verdeutlichung
farbkodiert. In (b) sind die Geschwindigkeiten entsprechend ihres Betrages und der Rich-
tung gezeigt. Die extrahierte Oberfla¨che ist in (c) dargestellt. Aufgrund der geringen
Anzahl verwendeter Partikel ist die SPH-generierte Oberfla¨che undetailliert und glatt.
Weiteren erscheinen Flu¨ssigkeitssimulationen in Echtzeitumgebungen aufgrund
gro¨ßerer Simulationszeitschritte oft unnatu¨rlich geda¨mpft oder viskos. Auch diese
unerwu¨nschte Eigenschaft wird mit der vorgestellten Methode verringert. Die
Methode verwendet eine Ho¨henfeld-basierte Repra¨sentation der dreidimensionalen
Stro¨mungsdaten, auf die die Oberfla¨chenwellen projiziert werden (siehe Beispiel
in Abbildung 5.14). Somit mu¨ssen Partikel, die das Volumen verlassen, explizit
behandelt werden, da sie nicht im Rahmen eines Ho¨henfeldes repra¨sentiert werden
ko¨nnen.
5.1.3.1. Simulation
Zur dreidimensionalen Stro¨mungssimulation wird im Folgenden eine SPH-Simulation
verwendet. Die Verwendung einer FDM-Simulation ist jedoch ebenfalls mo¨glich und
wird in Abschnitt 5.1.3.4 diskutiert. Zur Simulation der Oberfla¨chenwellen wird die
Wellengleichung verwendet und mit einer FD-Methode gelo¨st.
Die Simulation mit der SPH-Methode fu¨hrt in Echtzeitumgebungen zu
Flu¨ssigkeiten, die aus verha¨ltnisma¨ßig wenigen Partikeln bestehen. So mu¨ssen
zum Beispiel bei der Darstellung geeignete Potentialfunktionen gewa¨hlt werden,
damit der Abstand zwischen Partikeln visuell unsichtbar bleibt. Dennoch fu¨hrt
diese Unterdiskretisierung zu dem Effekt, dass detaillierte Flu¨ssigkeitseigenschaften
prinzipiell nicht repra¨sentiert werden ko¨nnen. Dazu geho¨ren physikalische und
visuelle Eigenschaften. So ko¨nnen Wellen geringer Amplitude oder Wellenla¨nge nicht
mit wenigen Partikeln repra¨sentiert werden. Zudem fu¨hrt die Da¨mpfung der SPH-
Simulation in interaktiven Umgebungen dazu, dass Oberfla¨chenwellen unrealistisch
schnell geda¨mpft werden. Des Weiteren kann eine Kopplung einer SPH-Simulation
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Abb. 5.14.: Beispiel: Echtzeit-Wasser-Umgebung — simuliert und dargestellt mit der pra¨sentierten
Methode (30 FPS). Mit dem Volumen der Flu¨ssigkeit kann interagiert werden.
bestehend aus wenigen Partikeln und zum Beispiel einem schwimmenden Objekt in
Echtzeitumgebungen lediglich tieffrequente Wellenzu¨ge darstellen. Hochfrequente
Wellen ko¨nnten mit der SPH-Methode lediglich unter Verwendung eines Vielfachen
der Partikel simuliert werden. Derartige Simulationen ko¨nnten dann jedoch
nicht mehr in Echtzeit ausgefu¨hrt werden. Die Repra¨sentation hochfrequenter
Wellen werden jedoch mit einer zweidimensionalen Lo¨sung der Wellengleichung
ermo¨glicht. Durch die Verwendung zweier Simulationen kann so eine detaillierte
Flu¨ssigkeitssimulation erzielt werden, die eine vollsta¨ndige Stro¨mungssimulation
mit einschließt – dabei jedoch ebenfalls detaillierte Oberfla¨chenwellen darstellen
kann. Die verwendeten Verfahren sind zusammenfassend in Abbildung 5.15 und in
folgender Tabelle dargestellt — siehe zu den einzelnen Verfahren auch Abschnitte
2.1, 2.2, 3.3.1 und 3.3.3:
Typ Dim. Methode Simulierte Gleichung
Stro¨mung 3D SPH Navier-Stokes Gleichungen
Oberfla¨chenwellen 2D FDM Wellengleichung
5.1.3.2. Zeitschritte
Da die Gitter-basierte Oberfla¨chensimulation auf Basis der Wellengleichung der in
Gleichung 5.3 gegebenen Stabilita¨tsbedingung fu¨r eine stabile Simulation unterliegt,
ko¨nnen lediglich kleine Zeitschritte tWG verwendet werden. Andererseits erzielen
erst hohe Gitterauflo¨sungen detaillierte Ergebnisse, so dass die Wellen lediglich lang-
sam propagieren. Aus diesem Grund ist die Simulation mehrerer Zeitschritte inner-
halb eines Darstellungsschrittes sinnvoll. Die dreidimensionale Stro¨mungssimulation
unter Verwendung der SPH-Methode hingegen ist sehr stabil — dabei jedoch auf-
wendiger als die Oberfla¨chensimulation. Somit ko¨nnen gro¨ßere Zeitschritte tN-S
fu¨r diese Simulation gewa¨hlt werden, so dass beide Simulationen im Rahmen ihrer
Mo¨glichkeiten effizient und adaptiv ausgefu¨hrt werden ko¨nnen.
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Abb. 5.15.: Prinzip: Die globale Stro¨mung wird mit Hilfe einer SPH-Simulation bestimmt (oben, 2D
Querschnitt). Eine zusa¨tzliche Oberfla¨chensimulation erga¨nzt Oberfla¨chendetails (un-
ten, 1D Beispiel). In der Kombination ergeben sich detailliert Oberfla¨chen (rechts).
Zur zeitlichen Synchronisation beider Simulationen wird das Verha¨ltnis beider





Somit werden Nt Oberfla¨chensimulationsschritte pro Volumensimulationsschritt aus-
gefu¨hrt:
Abb. 5.16.: Beispiel zur Simulations-Synchronisation: Zeitschritt (ZS), Nt = 3. In diesem
Beispiel wird die Wellengleichung fu¨r drei Zeitschritte simuliert, wa¨hrend die
Stro¨mungssimulation lediglich einen Zeitschritt simuliert.
5.1.3.3. Oberfla¨chenkombination
Die Flu¨ssigkeitsoberfla¨che muss aus beiden Simulationen extrahiert werden. Dazu
wird ein Ho¨henfeld-basierter Ansatz verwendet. Da die Kombination der Oberfla¨chen
explizit fu¨r die hier beschriebene Methode entwickelt wurde, erfolgt die Beschreibung
aus Gru¨nden der Systematik hier und nicht in Kapitel 6 (Oberfla¨chenextraktion).
Die Erzeugung der Ho¨henfelder selbst hingegen wird in Kapitel 6 beschrieben, da
diese allgemeingu¨ltig ist.
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Die zweidimensionale Wellengleichung besitzt typischerweise eine ho¨here
Oberfla¨chenauflo¨sung als die dreidimensionale Stro¨mungssimulation. Prinzipiell
ko¨nnte die Flu¨ssigkeitsoberfla¨che der SPH-Simulation mit der gleichen Auflo¨sung
wie die der Oberfla¨chensimulation extrahiert werden. Da die Oberfla¨che der
Stro¨mungssimulation jedoch verha¨ltnisma¨ßig undetailliert ist, ist es aus Effizienz-
gru¨nden sinnvoll, die SPH-Oberfla¨che mit einer niedrigeren Auflo¨sung zu generieren
— entsprechend den repra¨sentierten Details.
Zuna¨chst wird die Einschra¨nkung eingefu¨hrt, dass die Oberfla¨chenauflo¨sung der
Lo¨sung der Wellengleichung ein ganzzahlieges Vielfaches der Oberfla¨chenauflo¨sung
der Lo¨sung der SPH-Simulation ist — vergleichbar zu dem Vorgehen im vorher-
gehenden Abschnitt zur Oberfla¨chenerzeugung. So kann eine schnelle Kombination
erfolgen, da keine aufwendigen Fließkommazahlenoperationen durchgefu¨hrt werden
mu¨ssen. Somit ergibt sich fu¨r die aus der SPH-Simulation generierte Oberfla¨che der
Gro¨ße XSPH×YSPH und der detaillierteren Oberfla¨che der Wellengleichung der Gro¨ße








Diese Einschra¨nkung ist keine große Beschra¨nkung: Aufgrund der erfolgen-
den Gla¨ttung, ist die genaue Gro¨ße des Ho¨henfeldes frei wa¨hlbar und kleine
Vera¨nderungen in der Gro¨ße sind nicht oder zumindest kaum erkennbar. An-
schließend wird das niedrig aufgelo¨ste SPH-Ho¨henfeld bilinear auf die Gro¨ße des
Ho¨henfeldes der Wellengleichung extrapoliert und beide ko¨nnen direkt u¨berlagert
werden — siehe Abbildung 5.17.
5.1.3.4. Ergebnisse und Diskussion
Die pra¨sentierte Methode wurde unter Verwendung von OpenGL 2.0 und der zu-
geho¨rigen Shadersprache GLSL in C++ implementiert. Laufzeitmessungen werden
in Tabelle 5.4 gegeben und erreichen in der Regel Echtzeitperformanz bei einer Dar-
stellungsauflo¨sung von 950 × 950. Die Messungen erfolgten auf einer Dual-Core 2,6
GHz AMD Athlon 64 CPU mit 2 GB RAM und einer auf dem ATI Radeon x1900
Chip basierenden GPU (512MB). Die Implementierung erfolgte unter Verwendung
von Multi-Threading. Dabei simuliert ein Core die Physik mit SPH und behandelt
Nutzereingaben und der andere Core lo¨st die Wellengleichung, extrahiert die Ober-
fla¨che, kreiert Kaustiken mit dem in Abschnitt 7.1 beschriebenen Verfahren und
stellt die Szene dar. Die Parallelisierung ist somit folgendermaßen realisiert:
Core 1: SPH-Simulation, Interaktion
Core 2: Wellengleichung, Oberfla¨chenextraktion, Kaustiken, Fonta¨ne, Darstellung
Die Performanz kann unter Verwendung von GPU-basierten Implementierungen
noch verbessert werden - so wie es bei der in 5.1.1 beschriebenen Methode reali-
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Abb. 5.17.: Kombination der aus der SPH-Simulation und der Oberfla¨chensimulation resultierenden
Ho¨henfelder verschiedener Auflo¨sungen.
siert wurde. Allgemein ha¨ngt die Laufzeit von folgenden Parametern ab:
• Anzahl verwendeter SPH-Partikel,
• XSPH × YSPH (Oberfla¨chenauflo¨sung),
• XWG × YWG (Simulations- und Oberfla¨chenauflo¨sung).
Messungen zeigen, dass 40–70% der Laufzeit fu¨r die Simulation mit der SPH-
Methode verwendet werden — bei weniger als 4000 verwendeten Partikeln in der
gezeigten prototypischen Implementierung. Somit lassen sich Oberfla¨chen-Details
prinzipiell kaum darstellen. Die hier vorgestellte Technik der Kombination aus 3D
Stro¨mungssimulation und 2D Oberfla¨chensimulation lo¨st dieses Problem und erzielt
detaillierte Oberfla¨chen bei guter Performanz — siehe zum Beispiel Abbildung 5.19
und 5.18. Zusammenfassend liegen die Vorteile der pra¨sentierten Methode in
Beispiel N-S (SPH) N-S (SPH) WG (FDM) Cores FPS
(Abb.) (Anz. Part.) (XSPH × YSPH) (XWG × YWG) (Anz.) (1/s)
5.2a,b,c - - 300 × 300 1 46
5.13c 2000 50 × 50 - 2 102
5.14 2000 50 × 50 400 × 400 2 30
5.18a 2000 50 × 50 200 × 200 2 85
5.18b 2000 50 × 50 200 × 200 2 93
5.19b,c 2000 50 × 50 200 × 200 2 75
Tab. 5.4.: Laufzeitmessungen des pra¨sentierten Algorithmus fu¨r die gegebenen Beispiele (in FPS).
Gegeben sind die Anzahl der SPH-Partikel, die Gittergro¨ßen des SPH- und des Wellen-
gleichungsho¨henfeldes und die Anzahl verwendeter Cores.
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Abb. 5.18.: Pool Szene mit Kaustiken (a). Verwendung eines Phong-Shaders zur Darstellung (b).
• Volumen-Interaktionen (zum Beispiel Bewegung eines Wasserglases, Objekte),
• Oberfla¨chen-Interaktionen (zum Beispiel Regen, bewegte Objekte),
• globale Stro¨mungen (zum Beispiel Bach) und in der
• Bewegungen von Objekten mit der Stro¨mung (zum Beispiel Bla¨tter),
Die niedrige Viskosita¨t realen Wassers kann zum Beispiel kaum in Echtzeit mit ei-
ner Navier-Stokes-basierten Simulation erzielt werden — wegen großer Zeitschritte
und dementsprechend hohen Da¨mpfungen. Deshalb a¨hneln Flu¨ssigkeiten in Echtzeit-
umgebungen in ihren Bewegungen zum Beispiel oftmals eher O¨l als Wasser. Dieser
Nachteil wird mit der vorgestellten Methode verringert, da die Viskosita¨t aufgrund
der detaillierten Oberfla¨chenwellen mit niedriger Da¨mpfung niedrig erscheint. Auf
der anderen Seite ko¨nnen Flu¨ssigkeiten mit hoher Viskosita¨t direkt repra¨sentiert
werden, indem der Simulationszeitschritt verringert und die Da¨mpfung vergro¨ßert
wird. Ein Einschra¨nkung liegt in der Ho¨henfeld-basierten Darstellung der dreidimen-
sionalen Simulation — so lassen sich dreidimensionale Effekte, obwohl sie simuliert
werden, nicht direkt darstellen. Ablo¨sende Flu¨ssigkeitspartikel zum Beispiel mu¨ssen
explizit behandelt werden.
Verwendung anderer Simulationsmethoden Die hier beschriebene Methode
verwendet eine SPH-Simulation zur Stro¨mungsrepra¨sentation und eine FDM-
Simulation zur Lo¨sung der Wellengleichung. Doch die Methode ist unabha¨ngig
der konkreten verwendeten Simulationsmethoden. So kann entsprechend des in
Kapitel 4 vorgestellten Schemas auch eine FD-Methode zur dreidimensionalen
Stro¨mungssimulation verwendet werden. Wenn eine dementsprechende Ober-
fla¨che generiert wird, kann dann die detaillierte Oberfla¨chensimulation auf diese
Oberfla¨che abgebildet werden. Fu¨r interaktive Umgebungen bietet sich jedoch
eine SPH-Simulation an, da sie effizient ausgefu¨hrt werden kann — gerade fu¨r
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(a) (b) (c)
Abb. 5.19.: Ein niedrig aufgelo¨stes Ho¨henfeld (a) wird aus einer dynamischen SPH-Simulation ex-
trahiert. Mit der hier beschriebenen Methode ko¨nnen der Simulation detaillierte Ober-
fla¨chenwellen hinzugefu¨gt werden (Boot (b), Regentropfen (c)).
geringe Flu¨ssigkeitsmengen. Auch fu¨r die Wellengleichung muss nicht notwendi-
gerweise ein FDM-Ansatz gewa¨hlt werden. So kann zum Beispiel auch die Wave
Particles-Methode (Abschnitt 3.3.1, 5.1.2) zur Approximation verwendet werden.
5.1.4. Brechende Wellen
Das Simulation einer brechenden Welle ist seit langem ein Thema in der Compu-
tergraphik. Die Repra¨sentation der großen, beteiligten Flu¨ssigkeitsmenge und der
hohe Detailgrad stellen dabei die Hauptschwierigkeiten dar. Fu¨r interaktive An-
wendungen wurden bisher prozedurale Ansa¨tze vorgestellt ([JBS03], [TMSG07]).
Die vollsta¨ndige dreidimensionale Simulation der notwendigen Flu¨ssigkeitsmenge
in Echtzeit ist mit heutiger Rechentechnik schwerlich zu erreichen. Die starke
Selbsta¨hnlichkeit einer realen brechenden Welle ist Ausgangspunkt fu¨r die hier
pra¨sentierte Schichtung zur virtuellen Repra¨sentation. Lediglich eine zweidimensio-
nale SPH-Simulation wird ausgefu¨hrt, was eine erhebliche Beschleunigung der Si-
mulation darstellt. Dabei werden die Mengen aller Partikelpositionen der letzten n
Zeitschritte der Simulation als Partikelschichten gespeichert (P (tj), j = −n, . . . , 0).
Eine brechende Welle wird aus diesem zweidimensionalen Datensatz konstruiert.
Dafu¨r werden die Schichten si entlang der z-Achse angordnet (i: z-Positions Index,
Abb. 5.20). Die Form der Welle wird mit der Funktion f(i) und
si = P (tf(i)), (5.8)
beschrieben, die die Anordnung der letzten n Partikelschichten im Objektraum de-
finiert. Mit Hilfe der Abbildungsfunktion f(i) ∈ {−n, . . . , 0} ko¨nnen folglich ver-
schiedenste Wellenfronten beschrieben werden. f(i) = 0 beschreibt zum Beispiel
eine gerade und f(i) = −i eine spitze Wellenfront. In den hier gezeigten Beispie-
len wurden U¨berlagerungen trigonometrischer Funktionen verschiedener Frequenzen
verwendet. Auf diese Weise kann im Prinzip jede beliebige Wellenform beschrieben
werden.
Da die beschriebene Methode lediglich eine zweidimensionale Flu¨ssigkeit simuliert,
reichen wenige Partikel zur Diskretisierung der Flu¨ssigkeit aus, um die Welle brechen
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Abb. 5.20.: Prinzip der Simulation brechender Wellen. Lediglich eine 2D SPH-Simulation wird
durchgefu¨hrt. Die letzten n Zeitschritte (hier: n = 3) der Simulation werden als Schich-
ten angeordnet. So wird das symmetrische Erscheinungsbild einer dreidimensionalen
brechenden Welle nachgebildet.
zu lassen. In der Summe vieler Schichten ergeben sich jedoch pro Frame viele Par-
tikel, die zur Erzeugung einer dreidimensionalen Oberfla¨che beru¨cksichtigt werden
mu¨ssen. So sind zum Beispiel mehr als 100.000 dargestellte Partikel in Echtzeitum-
gebungen mo¨glich — siehe zum Beispiel Abbildung 5.21. Die Oberfla¨chenextraktion
kann zum Beispiel mit der im spa¨ter folgenden Abschnitt 6.2 beschriebenen Metho-
de erfolgen, die trotz der hohen Partikelanzahl eine Oberfla¨che in Echtzeit generiert
(siehe dazu Abbildung 5.25, Abschnitt 5.2.2).
Erzeugung einer brechenden Welle Die Erzeugung einer brechenden Welle in der
Computergraphik basiert in der Regel auf der Erzeugung einer Welle, die entlang
einer schiefen Ebene la¨uft. Aufgrund von Dispersion wa¨chst die Amplitude der Wel-
le und bei Erreichen eines Schwellwertes wird die Welle instabil und bricht. Die
Welle selbst wird mit einer bewegten Ebene an einem Ende des Reservoirs erzeugt.
Diese bewegt sich horizontal und erzeugt so aufgrund des Druckes eine Welle. In
Abb. 5.21.: Simulation brechender Wellen: Partikeldarstellung.
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dieser Arbeit wurde ein anderer Ansatz zur Erzeugung brechender Wellen gewa¨hlt,
der stabiler als das oben beschriebene Vorgehen ist, da nicht mit hohen, extern
herbeigefu¨hrten Dru¨cken gearbeitet wird und so den Anforderungen in Echtzeit-
umgebungen gerecht wird. Eine zusa¨tzliche externe Kraft wird eingefu¨hrt, die die
Flu¨ssigkeit beschleunigt. Da die Flu¨ssigkeit sich in einem Pool bewegt, wird sie somit
in Richtung der externen Kraft beschleunigt. Wird das Kraftfeld dann umgekehrt
oder deaktiviert, erfolgt eine Brechung an der Poolwand. In der Praxis kann auch das
Gravitationsfeld variiert werden. Die so entstehenden Wellen entsprechen physika-
lisch gesehen den Wellen, die in einem bewegten Gefa¨ß erzeugt werden. Zudem kann
ein virtueller Pool so auch interaktiv bewegt werden und die Welle somit interaktiv
zur Brechung gebracht werden.
5.2. Empirisch-basierte Emulation
Im Folgenden werden beispielhaft mo¨gliche Anwendungen auf Basis des Stufen-
modells der empirisch-basierten Flu¨ssigkeiten behandelt (siehe Abschnitt 4.3.2).
Zuna¨chst werden Approximationen und dann Animationen von Flu¨ssigkeiten
pra¨sentiert. Die beschriebenen Methoden wurden mit den physikalisch-basierten
Simulationsmethoden gekoppelt, die im vorherigen Abschnitt beschrieben wurden.
Auf die Behandlung von Videosequenzen wird an dieser Stelle verzichtet, da sie
im Rahmen dieser Arbeit nicht zum Einsatz kamen. Ihre Verwendung kann den
Realismus in interaktiven Umgebungen jedoch zusa¨tzlich verbessern.
5.2.1. Empirische/approximative Simulationen
Die beispielhaften Mo¨glichkeiten empirischer/approximativer Simulationen im Rah-
men des empirisch-basierten Stufenmodells (siehe Abschnitt 4.3.2) sind Thema dieses
Abschnitts. Zuna¨chst erfolgt die Erla¨uterung der Verwendung einer Massepunkt-
Simulation. Anschließend wird die Wellenerzeugung von Antrieben innerhalb von
Oberfla¨chensimulationen pra¨sentiert.
5.2.1.1. Massepunkt-Simulation
Die seit Langem in der Computergraphik verwendete Nutzung von Massepunk-
ten zur Approximation von Flu¨ssigkeiten basiert auf der Annahme, dass die In-
teraktion zwischen Flu¨ssigkeitspartikeln (oder Tropfen) im freien Fall vernachla¨ssigt
werden kann. So ko¨nnen die Partikel unabha¨ngig und lediglich unter Einfluss der
Gravitation simuliert werden. Damit entfa¨llt die kostenintensive Nachbarschafts-
suche und Lo¨sung der Navier-Stokes Gleichungen, so dass wesentlich mehr Parti-
kel simuliert werden ko¨nnen als bei einer physikalischen Stro¨mungssimulation. So
ko¨nnen zum Beispiel Fonta¨nen, Wasserfa¨lle, fallende Tropfen oder spritzendes Was-
ser effizient repra¨sentiert werden. Im weiteren Verlauf dieser Arbeit werden diese
Flu¨ssigkeitspha¨nomene stellvertretend mit dem Begriff Fonta¨ne bezeichnet.
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Der chaotische Charakter einer Fonta¨ne wird im Rahmen des Partikelerzeu-
gunsprozess modelliert. Die Verwendung geeigneter zufa¨lliger Erzeugungsfunktio-
nen tritt an die Stelle realer physikalisch-basierter Simulationen. Jedes Partikel
besitzt eine Masse, sowie einen Geschwindigkeits- und einen Positionsvektor. Zu-
dem unterliegt jedes Partikel der Gravitationskraft Fg = mg. Das chaotische Ver-
halten realer Flu¨ssigkeiten wird durch zufa¨llig gewa¨hlte Anfangspositionen und -
geschwindigkeiten innerhalb eines definierten Bereiches erzielt. Dazu werden Partikel
in einem diskreten kubischen Volumen (x,y,z) um x0 mit zufa¨lligen Positionen
erzeugt. r und rneg bezeichnen zufa¨llige Funktionen (0 ≤ r ≤ 1; −1 ≤ rneg ≤ 1).






Die initialen Geschwindigkeiten werden ebenfalls zufa¨llig generiert. Partikelge-
schwindigkeiten werden um eine gegebene Hauptdirektion R · (1, 0, 0)T mit zu-
geho¨riger Streuung vstr 1, vstr 2 verteilt:
vinit = R ·
⎛
⎝v0 + r · vvarrneg · vstr 1
rneg · vstr 2
⎞
⎠ . (5.10)
R ist eine Rotationsmatrix, die die Hauptflussrichtung definiert, v0 ist die mini-
male Ausflussgeschwindigkeit und vvar beschreibt die Variation der Geschwindigkei-
ten. Mit Hilfe dieser Formeln kann das Ausgangsvolumen und die Richtung einer
beliebigen Fonta¨ne intuitiv definiert bzw. modelliert werden. Dennoch sind selbst-
versta¨ndlich andere Erzeugungsfunktionen denkbar. Da reale Fonta¨nen nicht not-
wendigerweise eine konstante Ausflussgeschwindigkeit besitzen, kann durch eine Va-
riation von v0 der Realismus in diesen Fa¨llen verbessert werden. Entsprechend des
zu simulierenden Effektes kann diese Variation zum Beispiel zufa¨llig oder periodisch
erfolgen.
Ein weiterer Kontrollparameter der Fonta¨ne ist die Anzahl generierter Fonta¨nen-
Partikel nF pro Zeitschritt. So kann die Intensita¨t bzw. Flu¨ssigkeitsmenge der
Fonta¨ne definiert werden. Eine natu¨rliche Fonta¨ne besitzt in der Regel Inten-
sita¨ts-Variationen, die zum Beispiel folgendermaßen dargestellt werden ko¨nnen:
nF = n0 + r · nvar. n0 ist die minimale Anzahl generierter Partikel pro Zeitschritt
und nvar beschreibt die Intensita¨t der Variation. Instantane Vera¨nderungen von nF
modelliert die Vera¨nderung der Flussintensita¨t. Fu¨r nF = 0 kommt der Fluss zum
Erliegen.
Erreicht ein Fonta¨nen-Partikel die Oberfla¨che der Flu¨ssigkeit, so kann es vernich-
tet werden und lo¨st einen Event aus. Dieser kann in einer Oberfla¨chensimulation
zum Beispiel zur Initialisierung einer radial propagierenden Welle genutzt wer-
den. In einer Stro¨mungssimulation kann er im Rahmen einer Drucka¨nderung oder
Stro¨mungsinitiierung verarbeitet werden. Die Kollisionsbehandlung von Fonta¨nen-
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Abb. 5.22.: Beispiel: Empirische Fonta¨nen. Ansicht von oben (a), Kollisionen (b,c). Ober-
fla¨chenextraktion: Kugelpotentiale (d,e), elliptische Potentiale (f,g).
Partikeln an Objekten kann mit dem Reflexionsprinzip (siehe auch Abschnitt 2.4)
und einer Da¨mpfung erfolgen. So kann eine realistische und schnelle Interaktion auch
mit bewegten Objekten realisiert werden.
Die Darstellung der so erzeugten Partikelwolke kann zum Beispiel durch die Ver-
wendung von Unscha¨rfe entsprechend der Geschwindigkeit geschehen (zum Beispiel
[Tat06]). In der hier gezeigten Methode wird ein Marching Cubes-Algorithmus zur
Darstellung verwendet (Abb. 5.9, 5.11 und 5.22). Die Struktur der Fonta¨ne kann bes-
ser bei der Oberfla¨chenextraktion beru¨cksichtigt werden, wenn die implizite Ober-
fla¨che nicht durch radialsymmetrische Potentiale definiert wird, sondern durch ellip-
tische Potentiale, die entsprechend der Geschwindigkeit adaptiert sind:
v v
So kann die Stro¨mungsrichtung besser repra¨sentiert und abgetastet werden und
die Flu¨ssigkeit erscheint detaillierter (siehe dazu auch Abbildung 5.22d–g). Im spa¨ter
folgenden Abschnitt 6.2 wird eine effiziente Methode zur Oberfla¨chendarstellung
dreidimensionaler Partikelwolken pra¨sentiert, die fu¨r interaktiven Umgebungen bes-
ser geeignet ist als die Marching-Cubes-Methode. Der dort beschriebene Algorithmus
wird in dem Abschnitt unter anderem auch an Fonta¨nen demonstriert.
5.2.1.2. Modellierung eines Antriebs
Im Folgenden wird die Erzeugung von Oberfla¨chenwellen beschrieben, die zum Bei-
spiel vom Antrieb eines Motorboots resultieren ko¨nnen und in der markanten Heck-
welle resultieren. Innerhalb von Oberfla¨chensimulationen kann eine physikalische
Stro¨mungsmodellierung von Antrieben nicht erfolgen. Deshalb wird im Bereich der
jeweiligen Schiffsschraube ein Wellengenerator positioniert.
Da Wasserfahrzeuge nicht auf einen Motor beschra¨nkt sind, werden die Generato-
ren symmetrisch zur La¨ngsachse des Objektes positioniert. Somit wird Generator i
an folgender Position in Abha¨ngigkeit der maximalen Anzahl von Motoren m und
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Abb. 5.23.: Motorwellen- und Schaumerzeugung (drei Maschinen in diesem Beispiel).
der Breite w des Fahrzeugs positioniert (Abb. 5.23):
y = −w
2






Der Wellengenerator ist generell und kann beliebige Formen annehmen. Kreisfo¨rmige
oder zumindest abgerundete Formen erzielen jedoch aufgrund fehlender Kanten bes-
sere Ergebnisse. Eine Welle wird durch Abbildung der Form in das Simulationsgit-
ter erzeugt, da dann jedes eingeschlossene Gitterelement Ausgangspunkt einer radi-
al propagierenden Elementarwelle ist. Gro¨ße und Intensita¨t der Wellengeneratoren
ha¨ngen linear von der Objektgeschwindigkeit (bzw. der Motorgeschwindigkeit) ab.
5.2.2. Animation dynamischer Pha¨nomene
Dieser Abschnitt beschreibt zwei Techniken zur Animation von Schaum auf Ober-
fla¨chen und Gischt brechender Wellen. Die Methoden stellen damit Beispiele fu¨r
Animationstechniken im Rahmen der empirisch-basierten Emulation dar.
5.2.2.1. Schaum
Oftmals ist es von Interesse, neben der Wellenerzeugung einer Objektbewegung die
Schaumbildung auf einer Oberfla¨che zu repra¨sentieren. Die starken Stro¨mungen und
Verwirbelungen einer Schiffsschraube fu¨hren zum Beispiel zu der markanten Heck-
welle und der typischen Schaumbildung im Kielwasser eines Bootes. Im Folgenden
wird eine Methode zur Modellierung dieses Effekts im Rahmen der beschriebenen
Flu¨ssigkeitssimulation vorgestellt. Aufgrund der hohen Komplexita¨t einer physikali-
schen Simulation dieses Effektes wird das Resultat modelliert und nicht die Ursache.
Der folgende Ansatz zur Repra¨sentation von Schaum basiert auf der Beobachtung,
dass Schaum typische Eigenschaften besitzt, die im Folgenden gegeben werden:
• Die Menge/Dichte des erzeugten Schaumes ha¨ngt von der Motorgeschw. ab.
• Die Menge/Dichte des Schaumes verringert sich in Abha¨ngigkeit der Zeit.
• Schaum verweilt an seiner Position und breitet sich sehr langsam aus.
Diese Eigenschaften werden mit einem zellula¨ren Automaten repra¨sentiert. Dazu
wird an der gewu¨nschten Position ein Schaumgenerator positioniert, der im Prin-
zip dem in Abschnitt 5.2.1.2 beschriebenen Wellengenerator entspricht. Von An-
trieben generierter Schaum wird dementsprechend im Bereich des Motors erzeugt.
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Abb. 5.24.: Schaum und Wellenerzeugung. Schaumtextur (a), Schaumgenerator und Filterfunktion
(b), Simulationsgitter der Wellengleichung (c), Ergebnis (d).
Innerhalb des Schaumgeneratorbereiches wird neuer Schaum der Intensita¨t f mit
f[0, 1] in Abha¨ngigkeit der Motorengeschwindigkeit in einer foam map generiert.
Diese beinhaltet die aktuelle Schaumintensita¨t fu¨r jedes Gitterelement. Anhand der
Intensita¨tswerte wird spa¨ter pro Gitterzelle eine Schaumtextur eingeblendet. Die
Ausbreitung von Schaum wird durch langsames Diffundieren der Intensita¨ten er-
reicht. Diese Diffusion kann durch eine Filterfunktion effizient umgesetzt werden
(Abb. 5.23):
fnewi,j = d · fi,j +
1− d
4
· (fi+1,j + fi,j+1 + fi−1,j + fi,j−1). (5.12)
Die Geschwindigkeit des Ausblendens und Ausbreitens wird u¨ber den Parameter
d[0, 1] beschrieben. Die Ausdehnung des Schaumgenerators kann bei bewegten Ob-
jekten — wie bereits beim Heckwellengenerator beschrieben wurde — von der Ge-
schwindigkeit des Objektes abha¨ngen. Der beschriebene Zustandsautomat kann ne-
ben der Erzeugung von Schaum in einer Heckwelle auch zur Erzeugung von Schaum
an jeder beliebigen Position verwendet werden, zum Beispiel wenn ein Objekt ins
Wasser fa¨llt.
Schließlich wird fu¨r eine u¨berzeugende Schaumdarstellung eine Textur verwendet,
die entsprechend der Intensita¨tswerte innerhalb des Schaumgenerators eingeblen-
det wird (Abb. 5.24). So hat ein Designer die gro¨ßtmo¨gliche Freiheit, das visuel-
le Erscheinungsbild des Schaumes zu parametrisieren. Die Verwendung verschiede-
ner Schaumtexturen in Verbindung mit verschieden parametrisierten Generatoren
ermo¨glicht auch die Darstellung verschiedener Arten von Schaum innerhalb einer
Umgebung.
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Abb. 5.25.: Brechende Wellen. Grundansatz (a), Verwendung einer zusa¨tzlichen Geschwindigkeits-
Map zur Darstellung von Gischt (b). 200 Schichten mit jeweils 700 Partikeln, 53, 1 FPS.
Die Oberfla¨che ist mit der in Abschnitt 6.2 beschriebenen Methode dargestellt.
5.2.2.2. Gischt
Zur realistischeren Darstellung der brechenden Welle (Abschnitt 5.1.4) wird in Ab-
bildung 5.25b eine zusa¨tzliche Geschwindigkeits-Map der Partikel verwendet. Kon-
kret wird die Geschwindigkeit in y-Richtung verwendet, um eine Farbverschiebung
in Richtung Weiß durchzufu¨hren. Somit entsteht in Abha¨ngigkeit der Geschwindig-
keiten der betroffenen Partikel ein Gischteffekt.
5.3. Starre Ko¨rper
Die Inklusion starrer Ko¨rper in die vorgestellten Simulationsmethoden ist Thema
dieses Abschnitts. Zuna¨chst wird die diskrete Representation behandelt, die im Rah-
men dieser Arbeit Verwendung fand. Anschließend wird die Wellenerzeugung und -
reflexion innerhalb von Oberfla¨chenwellensimulationen und die Stro¨mungserzeugung
und -reaktion innerhalb von Stro¨mungssimulationen behandelt.
5.3.1. Repra¨sentation
Physikalisch werden schwimmende oder bewegte Objekte simuliert, wie es in Ab-
schnitt 2.3 beschrieben wurde. Die Objekte werden im Rahmen dieser Arbeit mit
Partikeln abgetastet und mit Hilfe dieser werden die physikalischen Gro¨ßen berech-
net. Die Diskretisierung der Objekte erfolgt entsprechend Abbildung 5.26. Die Par-
tikel werden ada¨quat auf und innerhalb des Rumpfes positioniert. Ziel ist es, die An-
zahl der modellierenden Partikel mo¨glichst gering zu halten, um damit eine schnelle
Berechnung der Objektbewegungen zu ermo¨glichen. Jedes Partikel repra¨sentiert die
umgebende Masse des Objektes. Auftriebskra¨fte werden lediglich fu¨r unter der Ober-
fla¨che liegende Partikel bestimmt. Anhand aller wirkenden Kra¨fte wird das Drehmo-
ment jedes Partikels in Bezug auf den Schwerpunkt bestimmt. Das gesamte wirkende
Drehmoment ergibt sich aus der Summe der einzelnen Momente. Die Verwendung






Abb. 5.26.: Starre Ko¨rper, wie zum Beispiel Boote, werden unter Verwendung von Partikeln diskre-
tisiert.
Gla¨ttung der Auftriebskraft Um die Anzahl von Partikeln pro Objekt gering zu
halten, werden verha¨ltnisma¨ßig grobe Abtastungen verwendet. Dies kann fu¨r Par-
tikel im Bereich der Oberfla¨che zu Spru¨ngen in der Auftriebskraft fu¨hren, wenn
diese die Oberfla¨che durchschreiten. Damit diese Situationen nicht in sprunghaften
Bewegungen resultiert, wird die Auftriebskraft im direkten Bereich unterhalb der
Oberfla¨che linear skaliert, so dass auf der Oberfla¨che die Auftriebskraft verschwin-
det. So kommt es auch bei grob abgetasteten Objekten nicht zu unrealistischen,
sprunghaften Bewegungen.
Kollisionsbehandlung zwischen Objekten Auf der starren Ko¨rper-Oberfla¨che lie-
gende Partikel werden in der gezeigten prototypischen Umsetzung auch zur Kolli-
sionsdetektion verwendet. Dazu wird zwischen Partikeln unterschiedlicher Objekte,
die einen Schwellwert in der Distanz unterschreiten, eine Kollisionskraft eingefu¨hrt,
die direkt auf die beteiligten Partikel wirkt (siehe Abbildung 5.27). Dieses Vorgehen
bietet sich aufgrund der Verwendung der Partikel zur Bestimmung physikalischer Ei-
genschaften an, da die Datenstruktur direkt weiterverwendet werden kann — zudem
kann diese Methode effizient ausgefu¨hrt werden. Dennoch kann es bei diesem Vor-
gehen und bei ungu¨nstigen Diskretisierungen zu U¨berschneidungen von Objekten
kommen. Ist dieser Effekt unerwu¨nscht, kann auf eine der zahlreichen existierenden,
exakten Kollisionsbehandlungsmethoden zuru¨ckgegriffen werden.
Abb. 5.27.: Kollisionspartikel werden fu¨r eine effiziente Kollisionsbehandlung eingefu¨hrt. Zwischen
ihnen wirken bei Unterschreitung eines Schwellwertes Abstoßungskra¨fte.
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Abb. 5.28.: Beispiele: Bojen (a) und Armada (b).
Engpass innerhalb einer GPU-basierten Oberfla¨chensimulation Die starre
Ko¨rper-Simulation besitzt einen Engpass, wenn die starre Ko¨rper-Simulation
auf der CPU und die Oberfla¨chensimulation auf der GPU erfolgt. Dann ist ein
Memory-Readback der Oberfla¨cheninformationen notwendig, der auf heutiger
Standard-PC-Hardware ausgesprochen kostenintensiv ist, damit die schwimmenden
Objekte mit den Oberfla¨chenvera¨nderungen der Flu¨ssigkeit interagieren ko¨nnen.
Die Wellenerzeugung bewegter Objekte kann maßgeblich beschleunigt werden,
indem niedrig aufgelo¨ste Modelle der relevanten Objekte zur Wellenerzeugung
verwendet werden. Aufgrund der anschließend erfolgenden Gitterprojektion und
dem notwendigen Multipass-Rendering der Objekte, ist dieses Vorgehen sinnvoll
— jedoch in der gezeigten prototypischen Implementierung noch nicht umgesetzt,
wodurch gerade unter Verwendung vieler schwimmender Objekte die Performanz
stark reduziert wird (Abb. 5.28).
5.3.2. Oberfla¨chenwellenerzeugung und -reflexion
Wellenerzeugung Innerhalb von Oberfla¨chensimulationen (FDM oder Wa-
ve Particles), muss die Wellenerzeugung explizit modelliert werden, da keine
Stro¨mungseigenschaften repra¨sentiert werden. In zwei Situationen werden Wellen
von dynamischen Objekten erzeugt:
• Fallende und eintauchende Objekte und
• bewegte, schwimmende Objekte.
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Fu¨r den ersten Fall wird eine Welle in Form der Silhouette des eintauchenden Ob-
jektes erzeugt, wa¨hrend das Objekt die Flu¨ssigkeitsoberfla¨che durchschneidet. Dazu
wird die Silhouette des Objektes dem Simulationsgitter hinzugefu¨gt. So gilt jeder zur
Silhouette geho¨rige Punkt als Ausgangspunkt einer radial propagierenden Elemen-
tarwelle. Entsprechend dem Huygensschen Prinzip ergibt sich aus der U¨berlagerung
der resultierenden Elementarwellen die propagierende Wellenfront. Um den Zeit-
punkt der Wellenerzeugung zu bestimmen, besitzt jedes Objekt einen Zustand q:
(q = 1) unter der Oberfla¨che, (q = 0) u¨ber der Oberfla¨che. Der Zustand wird in
jedem Zeitschritt aktualisiert und die Welle wird erzeugt, wenn ein Partikel eines
Objektes mit Position xk zum Zeitpunkt t die Oberfla¨che durchschneidet:
erzeuge welle =
[
(qt−1 = 0) ∧ ((xtk)z < 0)
]
∨[
(qt−1 = 1) ∧ ((xtk)z > 0)
]
.
Wenn erzeuge welle fu¨r ein gegebenes Objekt wahr ist, hat das Objekt die Ober-
fla¨che durchschritten und eine Welle wird erzeugt. Dazu wird das Objekt mit der
Oberfla¨chenebene geschnitten und auf das Simulationsgitter projiziert. Die in das
Simulationsgitter eingefu¨gten Werte sind dabei proportional zur Eintauchgeschwin-
digkeit.
Die Wellenerzeugung bewegter Objekte, wie zum Beispiel Booten, erfolgt nach
dem Prinzip, dass bewegte Objekte an der Vorderseite in Bewegungsrichtung den
Druck der Flu¨ssigkeit vergro¨ßern und auf der Ru¨ckseite den Druck verringern. Somit
ko¨nnen auf der Vorderseite Wellen mit positiver Amplitude und auf der Ru¨ckseite
mit negativer Amplitude erzeugt werden. Die Wellenintensita¨t ist dabei abha¨ngig
von der Bewegungsgeschwindigkeit des bewegten Objektes.
Da die Simulation in einem diskreten Zeitraum stattfindet, ist somit Ziel, die
Fla¨che zu extrahieren, die wa¨hrend des letzten Zeitschrittes u¨berschritten wurde.
Dies kann u¨ber die Objektpositionen des aktuellen und des vorhergehenden Zeit-
schrittes erfolgen. Das genaue Vorgehen wird im Folgenden beschrieben. Ziel ist eine
effiziente Methode, die auf der GPU ausgefu¨hrt werden kann.
Zuna¨chst wird fu¨r den aktuellen und den vorhergehenden Zeitschritt der Schnitt
zwischen Objekt und Flu¨ssigkeitsoberfla¨che bestimmt. Es ist mo¨glich, diesen Schnitt
exakt zu bestimmen, indem die jeweiligen Polygonmengen geschnitten werden. Da er
jedoch in jedem Zeitschritt und fu¨r jedes Objekt neu bestimmt werden muss, werden
im Folgenden zwei Annahmen zur Beschleunigung getroffen: Zuna¨chst approximiert
eine Ebene mit z = 0 die Oberfla¨che. Diese Approximation trifft fu¨r moderat beweg-
te Flu¨ssigkeitsoberfla¨chen zu, da die Wellen in der Regel klein sind im Vergleich zur
Ausdehnung der Oberfla¨che. Bei sehr stu¨rmischer See und dementsprechend star-
ker Bewegung des Objektes kann es jedoch zu Fehlern kommen. Allerdings sinkt
der Realismus bei stu¨rmischer See ohnehin, da u¨berschlagende Wellen und sprit-
zendes Wasser nicht dargestellt werden. In der Regel resultiert diese Einschra¨nkung
allerdings nicht in visuellen Artefakten. Des Weiteren wird angenommen, dass je-







Abb. 5.29.: Wellen werden mit Hilfe von Mengenoperationen auf St und St−1 zum aktuellen und
vorherigen Zeitschritt generiert. Bugwellen entstehen in (a) und Heckwellen in (c).
der Schnitt des schwimmenden Objektes mit z = const., z < 0 eine Teilmenge der
Schnitte bei z = 0 ist. Diese Annahme ist gu¨ltig fu¨r die meisten Boote und Schiffe
— zum Beispiel auch fu¨r Katamarane. Falls die Annahme fu¨r gegebene, komple-
xere Objekte nicht zutreffen sollte, ko¨nnen ein oder mehrere vera¨nderte Modelle
zur Schnittbestimmung verwendet werden, welche in Abschnitten der beschriebenen
Bedingung genu¨gen. Eine andere Mo¨glichkeit ist ein Culling des aktuellen Objek-
tes entlang der beiden Ebenen z = ±ε mit kleinem ε in Kombination mit einem
Fla¨chenfu¨llungs-Algorithmus. So ko¨nnen auch komplexe Objektformen mit großer
Dynamik korrekte Wellen erzeugen — auf Kosten der Performanz.
Sind die Schnittmengen zum aktuellen und vorhergehenden Zeitschritt St und
St−1 bestimmt, ko¨nnen sie mit Hilfe von Mengenoperationen kombiniert werden.
Drei verschiedene Mengen, die verschiedene Wellenerzeugungen repra¨sentieren, er-
geben sich (Abbildung 5.29):
1. Bugwelle: Bt = St\St−1,
2. Rumpf: Rt = St
⋂
St−1,
3. Heckwelle: Ht = St−1\St.⋂
bezeichnet den Durchschnitt und \ die Differenz der Mengen. Wellen werden er-
zeugt, indem innerhalb der extrahierten Fla¨chen Bt und Ht zu den aktuellen Simu-
lationswerten Wellenimpulse der entsprechenden Orientierung hinzugefu¨gt werden
(siehe dazu Abbildung 5.18, Abschnitt 5.1.3).
Wellenreflexion Die generierte Menge Rt kann direkt zur Reflexion von Wellen am
Rumpf verwendet werden. Im Ruhezustand entspricht St = Rt.
Bei einer FD-Methode wird das Simulationsgitter innerhalb von Rt zuru¨ckgesetzt.
Somit werden interaktive Wellen an jedem Objekt entlang der Wasserlinie korrekt
reflektiert. Die Wellenreflexion kann jedoch nur anstatt der im vorhergehenden Ab-
schnitt beschriebenen Wellenerzeugung verwendet werden. Ansonsten wu¨rden die
erzeugten Wellen von der Reflexionsmethode u¨berschrieben werden. Wellenreflexi-
on an bewegten, wellenerzeugenden Objekten wa¨re jedoch kaum sichtbar. Somit
ko¨nnen schwimmende aber unbewegte Objekte Wellen reflektieren und bewegte Ob-
jekte Wellen erzeugen.
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Bei der Wave Particles-Methode ko¨nnen die Partikel direkt an Rt reflektiert wer-
den. Die Kollisionsbehandlung entsprechend der Wave Particles-Methode arbeitet
dabei unvera¨ndert. Aufgrund der expliziten Integration der Geschwindigkeiten, kann
jedoch fu¨r ein Wellenpartikel nicht garantiert werden, dass es nicht in ein Kollisi-
onsobjekt eindringt. Dieser Effekt tritt vor allem in Bereichen scharfer Kanten auf.
In diesem Fall muss das Partikel auf die na¨chstliegende Oberfla¨che des Kollisions-
objektes verschoben werden. Da dieser Effekt jedoch maximal fu¨r wenige Partikel
pro Zeitschritt auftritt, reduziert diese Berechnung die Performanz lediglich unwe-
sentlich. Aufgrund der hohen Anzahl von Partikeln, kann ein derartiges Partikel,
welches sich nach einer Kollisionsbehandlung noch innerhalb eines Kollisionsobjek-
tes befindet, auch direkt vernichtet werden. Innerhalb einer interaktiven Simulation
resultiert dieses Vorgehen in der Regel nicht in wahrnehmbaren Nebeneffekten. Ei-
ne implizite Integration wu¨rde das Problem des Eindringens reduzieren. Aufgrund
hoher Partikelanzahlen ist dies nicht direkt sichtbar. Zudem ist eine eine implizite
Methode rechenintensiver, so dass sich dennoch die explizite Methode empfiehlt.
5.3.3. Stro¨mungserzeugung und -reaktion
In den folgenden beiden Abschnitten wird zuna¨chst die Stro¨mungserzeugung und
Stro¨mungsreaktion statischer und dynamischer Objekten innerhalb einer SPH-
Simulation und dann innerhalb einer FDM-Simulation behandelt.
5.3.3.1. Starre Ko¨rper innerhalb einer SPH-Simulation
Statische Ko¨rper Kollisionen von Flu¨ssigkeitspartikeln mit statischen Objek-





d beschreibt die Distanz zwischen Objekt und Partikel und nˆObjekt den gegla¨tteten
Normalenvektor des Objektes. Dieser kann zum Beispiel in einem Vorberechnungs-
schritt mit Hilfe einer Gla¨ttung Gitter-basiert erzeugt werden. Somit kann die
Kollisions- oder Abstoßungskraft Fk auf jedes Partikel in der Umgebung des Kolli-
sionsobjektes wirken. Dieser explizite Ansatz behandelt auch sehr schnelle Partikel:
Ein Partikel, welches innerhalb eines Kollisionsobjektes liegt, wird zusa¨tzlich eine
Kraft erfahren, die es entsprechend der Normalenrichtung wieder aus dem Objekt
heraus bewegt. Somit ko¨nnen Objekte auch durch die Flu¨ssigkeit bewegt werden.
Aufgrund des beschriebenen Kraftfeldes wird der Kollisionsbehandlungsprozess auf
mehrere Zeitschritte verteilt (siehe Abbildung 5.30) und resultiert in einer stabilen
Simulation.
Dynamische Ko¨rper Die Behandlung dynamischer starrer Ko¨rper innerhalb ei-
ner SPH-Simulation kann unter Zuhilfenahme von Partikeln, die den starren Ko¨rper
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Abb. 5.30.: Prinzip der Kollisionsbehandlung.
diskretisieren, direkt realisiert werden. Die Diskretisierung und Berechnung der phy-
sikalischen Kra¨fte, die auf den starren Ko¨rper wirken, erfolgt wie in den Abschnitten
2.3 beschrieben. Die Partikel, die den starren Ko¨rper diskretisieren, werden inner-
halb der SPH-Simulation als SPH-Partikel behandelt, so dass die Flu¨ssigkeit direkt
mit dem starren Ko¨rper interagiert. Diese Partikel werden jedoch nicht entsprechend
der Dynamik der Flu¨ssigkeit simuliert, sondern ihre relativen, statischen Positionen
werden entsprechend der Orientierung des starren Ko¨rpers nach jedem Zeitschritt
wieder hergestellt, um Deformationen zu unterdru¨cken. Lediglich die umliegenden
Flu¨ssigkeitspartikel behandeln diese Partikel als SPH-Partikel.
5.3.3.2. Starre Ko¨rper innerhalb einer FDM-Simulation
Eine Interaktion mit Objekten kann auch mit einer FDM-Stro¨mungssimulation er-
folgen — siehe zum Beispiel Abbildung 5.12. Dazu muss lediglich die Objektpo-
sition in Weltkoordinaten in den Simulationsraum transformiert werden. Statische
Objekte ko¨nnen als Randbedingungen innerhalb der Simulation behandelt werden.
Die auf die Oberfla¨che dynamischer Objekte wirkenden Kra¨fte ko¨nnen entsprechend
Abschnitt 2.3 bestimmt werden. So kann sich ein schwimmendes Objekt entspre-
chend der Stro¨mung bewegen. Gleichzeitig kann ein dynamisches Objekt jedoch auch
Stro¨mungen erzeugen, indem um das Objekt herum Stro¨mungen initiiert werden.
5.4. Zusammenfassung
Dieses Kapitel stellt neue Beitra¨gen fu¨r den Schritt der Simulation vor. Schwer-
punkt der vorgestellten Ansa¨tze liegt auf der effizienten und problemangepassten
Ausfu¨hrung der Simulationen. Entsprechend dem vorgestellten allgemeinen
Schema zur Simulation werden physikalisch-basierte und empirisch-emulierte
Flu¨ssigkeiten behandelt. Zudem erfolgt die Pra¨sentation von Kopplungen der
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Flu¨ssigkeitssimulationen mit starren Ko¨rpern.
Fu¨r die physikalisch-basierte Simulation wird die Kombination von Simulations-
techniken beschrieben, um die Qualita¨t oder Mo¨glichkeiten virtueller Flu¨ssigkeiten
zu verbessern. Mit Hilfe bewegter Simulationsgitter auf einer ambienten Ober-
fla¨che kann beispielsweise mit scheinbar unendlichen Wasserfla¨chen interagiert wer-
den. Die Methode ist auch zur Darstellung von Flu¨ssen und Seen gut geeig-
net. Die gezeigte Kombination einer Oberfla¨chenwellen- und Stro¨mungssimulation
in zwei Dimensionen baut auf der Wave Particles-Methode auf und erweitert
diese um die Repra¨sentation von Stro¨mungen. So ko¨nnen zusa¨tzlich bewegte
Flu¨ssigkeiten repra¨sentiert werden. Mit Hilfe der Kopplung einer dreidimensiona-
len Stro¨mungssimulation und einer Oberfla¨chensimulation ko¨nnen wesentlich detail-
lierte Oberfla¨chen in Echtzeit repra¨sentiert werden. Vergleichbare Details nur un-
ter Verwendung einer Stro¨mungssimulation zu erzielen, ist in Echtzeit heutzutage
nicht mo¨glich. Schließlich kann eine Schichtung zweidimensionaler Simulationsdaten
in Kombination mit der vorgestellten Methode zur Oberfla¨chendarstellung dyna-
mischer Punktwolken eine realistische Darstellung brechender Wellen in Echtzeit
erreichen.
Beispielhaft fu¨r empirisch-emulierte Flu¨ssigkeiten wurden Punktmasse-
Simulationen, Antriebswellenerzeugung und Animationen von Schaum und Gischt
behandelt. So ko¨nnen zusa¨tzlich Pha¨nomene repra¨sentiert werden, die fu¨r eine
physikalisch-basierte Simulation in interaktiven Umgebungen zu aufwendig wa¨ren.
Die Extraktion von Oberfla¨chen aus den Daten der hier vorgestellten Simulati-
onsmethoden ist Thema des na¨chsten Kapitels.
6. Oberfla¨chenextraktion
Nachdem im vorherigen Kapitel mo¨gliche Simulationsmethoden behandelt wurden,
erfolgt in diesem Kapitel die Pra¨sentation von Oberfla¨chenextraktionsmethoden.
Die Oberfla¨chenextraktion von Flu¨ssigkeiten kann in Ho¨henfeld-basierte und dreidi-
mensionale Oberfla¨chenextraktion entsprechend der Dimensionalita¨t der zugrunde-
liegenden Simulation unterteilt werden (siehe Kapitel 4). Wa¨hrend die Extraktion
von Ho¨henfeldern effizient geschehen kann, verhindert in interaktiven Umgebungen
der Aufwand einer dreidimensionalen polygonalen Oberfla¨chenextraktion aus drei-
dimensionalen Partikelwolken oftmals eine schnelle Oberfla¨chendarstellung. Deshalb
werden schnelle Methoden beno¨tigt, um dreidimensionale Flu¨ssigkeitsoberfla¨chen bei
interaktiven Frameraten extrahieren zu ko¨nnen.
Im Folgenden wird zuna¨chst auf die im Rahmen dieser Arbeit verwendeten Me-
thoden zur Ho¨henfeldextraktion eingegangen. Anschließend wird eine neue, schnelle
Methode zur Extraktion von Oberfla¨chen aus dreidimensionalen, dynamischen Par-
tikelwolken beschrieben.
6.1. Ho¨henfelder
Die Darstellung von Ho¨henfeldern ist in vielen Anwendungsgebieten essentiell
und dementsprechend existieren viele Methoden, die zumeist zur Darstellung sta-
tischer Ho¨henfelder (zum Beispiel Landschaften) entwickelt wurden und in der
Regel einen Vorberechnungsschritt verwenden (siehe auch Abschnitt 3.4.1). Da
Flu¨ssigkeitsoberfla¨chen jedoch dynamisch sind, ko¨nnen keine Verfahren verwendet
werden, die eine Vorberechnung voraussetzen. Im Folgenden werden zuna¨chst un-
endliche und beschra¨nkte Ho¨henfelder behandelt. Dann erfolgt die Pra¨sentation der
Extraktion eines Ho¨henfeldes aus einer dreidimensionalen Partikelwolke.
Unendliche Oberfla¨chen Fu¨r unendliche Oberfla¨chen — wie zum Beispiel die ei-
nes Ozeans — sind die Projected Grid-Methode [HNC02, Joh04] und das Verfahren
der Geometry Clipmaps [LH04, YPZL05] geeignet (vgl. Abschnitt 3.4.1). In die-
ser Arbeit wird die Projected Grid-Methode fu¨r die Erzeugung unendlicher Ober-
fla¨chen verwendet, da diese eine blickpunktabha¨ngige Abtastung der Oberfla¨che im
Bildraum durchfu¨hrt und damit ausschließlich Polygone im Bildbereich und einen
weichen U¨bergang des LoDs generiert, entsprechend dem Abstand zur Kamerapositi-
on. Zudem stellt die Projected Grid-Methode die am ha¨ufigsten verwendete Methode
zur Darstellung unendlicher Flu¨ssigkeitsfla¨chen dar. Die Artefakte, die aufgrund der
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Abb. 6.1.: Mit abnehmender Abtastung im Bildraum nehmen die daraus resultierenden Artefakte
zu. Abtastrate in Pixeln: 1× 1 (a), 2× 2 (b), 4× 4 (c).
Abtastung im Bildraum entstehen ko¨nnen, sind beispielhaft in Abbildung 6.1 darge-
stellt. Die Amplitude von Flu¨ssigkeitsoberfla¨chen sind jedoch verha¨ltnisma¨ßig gering
(im Vergleich zu Berglandschaften), so dass prinzipiell wenig Artefakte entstehen.
Unter Verwendung von Mip-Mapping oder zusa¨tzlichen Filtern ko¨nnen diese redu-
ziert werden. Zusa¨tzlich werden in dieser Arbeit die Normalen mit zunehmenden
Kameraabstand in Richtung (0, 1, 0)T adaptiert, um ein Rauschen in den Lichtrefle-
xen zu vermeiden.
Ra¨umlich beschra¨nkte Oberfla¨chen Bei ra¨umlich beschra¨nkten Oberfla¨chen —
wie zum Beispiel die eines Pools — ko¨nnen die beiden oben genannten Verfahren
ebenfalls genutzt werden. In der Regel ko¨nnen die Oberfla¨chen jedoch auch perfor-
mant mit einem brute force-Ansatz erzeugt werden, wobei alle Oberfla¨chenpolygone
dargestellt werden. Dieser Ansatz wird fu¨r die in dieser Arbeit gezeigten Pool-
Beispiele verwendet. Bei Bedarf kann mit zunehmendem Abstand zur Kamera die
Abtastung des Ho¨henfeldes halbiert werden — entsprechend dem Verfahren der Geo-
metry Clipmaps.
Extraktion eines Ho¨henfeldes aus einer Partikelwolke Die Extraktion eines
Ho¨henfeldes aus einer Partikelwolke (zum Beispiel aus einer SPH-Simulation resul-
tierend) basiert auf einer impliziten Oberfla¨che, die als Ho¨henfeld extrahiert wird —
verwendet wird dieser Ansatz in der im Rahmen dieser Arbeit entwickelten Metho-
de zur Kopplung einer dreidimensionalen Stro¨mungs- und einer zweidimensionalen
Oberfla¨chensimulation (Abschnitt 5.1.3).
Radialsymmetrische Potentiale φi definieren pro Partikel i die implizite Ober-
fla¨che. Fu¨r n Partikel mit den Positionen xi (i = 1 . . . n) kann das Potential φ(x) an
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, gdw. ‖x− xi‖ ≤ h0,
0, sonst.
(6.2)
Entsprechend eines Schwellwerte kann aus φ(x) effizient ein Ho¨henfeld erzeugt wer-
den, indem der Schwellwert fu¨r jeden Ho¨henfeldeintrag entlang der z-Achse gefun-
den wird. Mit einer anschließenden Gla¨ttung kann die Blobbyness der Oberfla¨che
verringert werden. Im anschließenden Abschnitt wird nun die Extraktion einer drei-
dimensionalen Oberfla¨che aus einer dreidimensionalen Partikelwolke behandelt.
6.2. Volumen: Geometriefreie Oberfla¨chendarstellung
dynamischer Partikelwolken im Bildraum
Die Oberfla¨chenextraktion dreidimensionaler Flu¨ssigkeiten erfolgt in der Regel mit
einem Marching-Cubes-Algorithmus oder bei Gitter-basierten Verfahren mit einer
Level-Set-Methode (vgl. Abschnitt 3.4.2). Fu¨r interaktive Umgebungen wurde die
Screen Space Meshes-Methode pra¨sentiert [MSD07], die ein polygonales Netz im
Bildraum erzeugt. Im Folgenden wird eine neue, schnellere Methode vorgestellt, wel-
che eine Extraktion freier Oberfla¨chen aus Partikelwolken im Sichtfeld ermo¨glicht,
ohne dabei ein polygonales Netz zu erzeugen. Stattdessen wird die Oberfla¨che Bild-
basiert aus der Partikelwolke generiert. Das Verfahren ist unter Beru¨cksichtigung
der Mo¨glichkeiten aktueller Graphikkartenhardware entwickelt worden und kann
vollsta¨ndig auf der GPU ausgefu¨hrt werden, so dass der hohe Grad an Parallelita¨t
direkt ausgenutzt wird. Die Methode kann eine Oberfla¨che fu¨r Millionen von Parti-
keln im Sichtfeld bei interaktiven Frameraten erzeugen. Der Algorithmus kann fu¨r
beliebige Partikelwolken verwendet werden, wenngleich der Schwerpunkt der An-
wendung im Bereich der dynamischen und interaktiven Flu¨ssigkeiten liegt.
Die Grundidee des Algorithmus liegt in einer Dimensions-Reduktion des drei-
dimensionalen Problems: Die Oberfla¨chenextraktion eines dreidimensionalen Volu-
mendatensatzes wird auf ein zweidimensionales Problem reduziert. Der in der Regel
zur Oberfla¨chenextraktion verwendete Marching Cubes Algorithmus oder einer sei-
ner Derivate zum Beispiel erzeugt die dreidimensionale polygonale Oberfla¨che einer
implizit gegebenen Oberfla¨che. Dieser Vorgang muss bei dynamischen Objekten, wie
es zum Beispiel dynamische Flu¨ssigkeiten sind, in jedem Zeitschritt wiederholt wer-
den. Der große Nachteil dieses Vorgehens liegt darin, dass zahlreiche Polygone in
Bereichen erzeugt werden, die im nachfolgenden Rendering-Pass nicht dargestellt
werden oder nicht sichtbar sind und damit den Aufwand unno¨tigerweise erheblich
vergro¨ßern. Ziel der dynamischen Oberfla¨chenextraktion in interaktiven Umgebun-
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gen ist die Darstellung im Sichtbereich, so dass idealerweise lediglich im sichtbaren
Bereich eine Oberfla¨che erzeugt wird.
Unter Beru¨cksichtigung dieser Anforderungen bietet sich eine Ober-
fla¨chenextraktion im Bildraum an. Oberfla¨chen werden lediglich im Sichtbereich
erzeugt. Diesem Paradigma folgt der hier beschriebene Algorithmus, wobei keinerlei
Polygone erzeugt werden, hingegen die Oberfla¨che Bild-basiert aus einer Tiefen-Map
erzeugt wird. Damit ergeben sich die Vorteile einer
• geometriefreien Oberfla¨chenextraktion im
• Sichtbereich bei
• hoher Performanz.
Die Grundidee besteht darin, jegliche Operationen (zum Beispiel Gla¨ttungen oder
Beleuchtungen) im Bildraum durchzufu¨hren, um die Geschwindigkeitsvorteile aktu-
eller Graphikkartenhardware optimal einsetzen zu ko¨nnen und keinerlei Berechnun-
gen fu¨r nicht sichtbare Objekte/Objektteile durchfu¨hren zu mu¨ssen. Die Geschwin-
digkeit der Methode in interaktiven Umgebungen – vor allem fu¨r viele Partikel (Di-
mension > 100.000) – ist der Hauptvorteil gegenu¨ber anderen Ansa¨tzen (wie zum
Beispiel den Screen Space Meshes [MSD07]), die insbesondere daraus resultiert, dass
keinerlei Polygone erzeugt werden und kein Datenaustausch von der GPU zur CPU
stattfindet.
6.2.1. Prinzip
Die pra¨sentierte Methode beno¨tigt als Eingabe die N Positionen einer unstruk-
turierten 3D Partikelwolke x1, . . . ,xN ∈ R3 und die homogene Projektionsmatrix
P ∈ R4×4. Anhand des Splat-Radius rp, der die Gro¨ße der Splats beschreibt, und
des Filterkernels der Gro¨ße k, der die Gla¨ttungssta¨rke beschreibt, wird das visuelle
Verhalten der Oberfla¨che gesteuert. Der Basis-Algorithmus besteht aus folgenden
vier Schritten (Abb. 6.2), die im weiteren Verlauf dieses Abschnitts separat behan-
delt werden:
1. Erzeuge Tiefen-Map Z aus 3D Partikelwolke,
2. Erzeuge gegla¨ttete Tiefen-Map Zsmooth,
3. Bestimme Normalen-Map N der gegla¨tteten Tiefen-Map,
4. Per-Fragment Beleuchtung im Bildraum unter Verwendung von Zsmooth, der
Bildraumkoordinate, N und der Position der Lichtquelle im Bildraum.
Zusammengefasst ergibt sich somit folgender Ablauf:
Partikelwolke → Z→ Zsmooth → N→ Beleuchtung. (6.3)
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Abb. 6.2.: Hauptschritte der vorgestellten Methode (Wasserfall, Frontalansicht).
6.2.1.1. Erzeugung der Tiefen-Map
Zuna¨chst wird eine Tiefen-Map Z ∈ RW×H mit den Tiefenwerten zi,j in der
gewu¨nschten Auflo¨sung W × H erzeugt (siehe Abbildung 6.2). Dazu wird jedes
Partikel mit Position xi als zirkularer Point Splat im Bildraum dargestellt. Wegen
der homogenen Transformation sind die z-Werte in Bildschirmkoordinaten bei per-
spektivischen Projektionen nicht linear verteilt. Lediglich im Spezialfall orthogonaler
Projektionen ko¨nnen die z-Werte ohne weitere Vorverarbeitung genutzt werden. Aus
diesem Grund werden die homogenen Koordinaten x = (x, y, z, w)T folgendermaßen
















Dabei beschreiben H und W die horizontale und vertikale Auflo¨sung des Bildraumes.
Somit wird die z-Koordinate linearisiert und beschreibt den Abstand zur Kamera.
Der Point Splat-Radius rp beeinflusst maßgeblich die visuelle Erscheinung der
Flu¨ssigkeit. Der Radius kann prinzipiell in Abha¨ngigkeit benachbarter Partikel im
Bildraum abgescha¨tzt werden. Dazu kann zum Beispiel die in [ZPvBG01] vorgestellte
Methode genutzt werden. Da die hier beschriebene Methode allerdings fu¨r dynami-
sche Partikelwolken entwickelt wurde, mu¨sste dieser Schritt fu¨r jeden einzelnen Simu-
lationsschritt explizit durchgefu¨hrt werden. Fu¨r viele Partikel ist diese Abscha¨tzung
jedoch nicht in Echtzeit mo¨glich, da die notwendige topologische Nachbarschaftssu-
che fu¨r hohe Anzahlen von Partikeln aufwendig ist. Innerhalb einer SPH-Simulation
kann rp innerhalb einer Vorberechnung nach oben abgescha¨tzt werden. Dazu wird
der Splat-Radius rp wa¨hrend eines Simulationslaufes als durchschnittlicher Abstand
benachbarter Partikel im Bildraum bestimmt. Die projezierten Radien rx, ry, rz von
rp in Weltkoordinaten ko¨nnen folgendermaßen berechnet werden [MSD07]:
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Abb. 6.3.: Beispiel: Glas. Verschiedene Gla¨ttungsfilter zur Oberfla¨chenextraktion: Konstanter Fil-

























pi,j sind die Elemente der Projektionsmatrix P. Somit werden die Splats entspre-
chend ihres Abstandes zur Kamera skaliert. Bei einem Bildschirmverha¨ltnis entspre-
chend W/H werden Verzerrungen verhindert und die Partikel erscheinen kreisfo¨rmig
im Bildraum (rp = rx = ry). Die Tiefen-Map Z wird schließlich durch derartige Dar-
stellung aller Partikel im Bildraum erzeugt.
6.2.1.2. Oberfla¨chenerzeugung durch Gla¨ttung
Zur Erzeugung einer gegla¨tteten Oberfla¨che im dreidimensionalen Raum, wird der
Tiefen-Buffer mit einem Tiefpassfilter gegla¨ttet. Verschiedene Filter wurden im Rah-
men dieser Arbeit untersucht und die beschriebene Methode hat sich als ausgespro-
chen robust gegenu¨ber verschiedener Filterkernel herausgestellt (Abb. 6.3). In dieser
Arbeit wird ein Binomialfilter [AL96] verwendet. Dieser ist eine gute Approximati-



















Die quadratische Kernelgro¨ße k = m = n wird abgescha¨tzt u¨ber die Point Splat-
Gro¨ße rp: k = rp. Beginnend mit dieser Abscha¨tzung kann das visuelle Ergebnis mit
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Abb. 6.4.: Berechnung des Gitterabstandes auf Pixelbasis im Bildraum fu¨r y(z).
dem Parameter k variiert werden. Eine geeignete Kernelgro¨ße ist essentiell fu¨r die
Qualita¨t der Ergebnisse. Wird der Kernel zu klein gewa¨hlt, ko¨nnen Lo¨cher in der
Oberfla¨che entstehen — wird er hingegen zu groß gewa¨hlt, wird das Ablo¨sen ein-
zelner Partikel erschwert und die Oberfla¨che wird intensiv gegla¨ttet, so dass Details
verschwinden.
6.2.1.3. Normalenberechnung
Anhand des gegla¨tteten Tiefenbilds Zsmooth, welches die Tiefeninformationen der
Oberfla¨che in Bildkoordinaten darstellt, kann die Normalen-Map N ∈ RW×H er-
zeugt werden. Dazu wird das normierte Kreuzprodukt der Tangentenvektoren fu¨r
jeden Bildpunkt bestimmt. Das gegla¨ttete Tiefenbild kann als Ho¨henfeld betrach-
tet werden, welches aus Kamerasicht von oben betrachtet wird. Jede Koordinate
im Bildraum xp, yp, zp bildet Koordinaten in Weltkoordinaten ab. Im Fall perspek-
tivischer Projektionen ha¨ngt der Abstand benachbarter Koordinaten in Weltkoor-
dinaten vom Abstand zur Kamera Position in Bildkoordinaten ab. Somit ko¨nnen
benachbarte Pixel im Bildraum aufgrund von Parallaxe verschiedene Absta¨nde be-
sitzen — in Abha¨ngigkeit des Abstandes zur Kamera.
Werden zwei Objekte verglichen, eines nah an der Front-Clipping-Plane und eines
nah an der Back-Clipping-Plane, so erscheint das nah liegende Objekt wesentlich
gro¨ßer. Somit besitzen benachbarte Pixel auf beiden Objekten verschiedene Entfer-
nungen in Abha¨ngigkeit des Tiefenwertes zueinander. Die aktuellen Absta¨nde zum
benachbarten Ho¨henfeldeintrag ko¨nnen anhand der z Koordinate und der linearen
Skalierung zwischen der Near-Plane w1, h1 und Far-Plane w2, h2 bestimmt werden
(Abb. 6.4):
x(z) = w1 + (w2 − w1)z (6.7)
y(z) = h1 + (h2 − h1)z. (6.8)
Unter Beru¨cksichtigung dieser Werte ko¨nnen die partiellen Ableitungen der
gegla¨tteten Tiefen-Map diskretisiert werden. Es ergeben sich die Tangenten
(x(z), 0,zx)T und (0,y(z),zy)T — mitzx = Zsmooth(x+1, y)−Zsmooth(x, y)
und zy = Zsmooth(x, y + 1)− Zsmooth(x, y). Die Tangenten ergeben im normierten
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Abb. 6.5.: Stanford Dragon, dargestellt mit dem Phong’schen Beleuchtungsmodell bei Simulations-
Zeitschritten ti (i = 0, 5, 10).
Kreuzprodukt die Normalen-Map N.
Die oben beschriebene Methode setzt voraus, dass die Normalen der Partikel
nicht gegeben sind. Falls sie jedoch gegeben sein sollten, so ko¨nnen diese direkt als
Normalen-Splats in die Normalen-Map gerendert, gegla¨ttet und verwendet werden.
6.2.1.4. Beleuchtung
Alle Beleuchtungsschritte werden im Bildraum durchgefu¨hrt. Somit ko¨nnen sie auf
einer per-Fragment-Basis mit Hilfe der Tiefen-Map Z und der Normalen-Map N
realisiert werden. Mit diesen beiden Maps und den bekannten xy-Koordinaten im
Bildraum sind alle notwendigen Oberfla¨cheninformationen fu¨r eine Beleuchtungsbe-
rechnung gegeben. Zuna¨chst wird die Lichtposition lp und die Kameraposition cp mit
Gleichung 6.4 im Bildraum bestimmt. Anhand dieser Positionen kann der Lichtvek-
tor lˆ und Blickvektor vˆ fu¨r jeden Eintrag in Z u¨ber Differenzen berechnet werden.
Damit sind die notwendigen Informationen gegeben, um ein Beleuchtungsmodell an-
wenden zu ko¨nnen (zum Beispiel das Phong’sche Beleuchtungsmodell — Abb. 6.5),
oder um optische Effekte zu approximieren.
6.2.1.5. GPU-basierte Implementierung
Der beschriebene Algorithmus ist fu¨r die effiziente Ausfu¨hrung auf der GPU ent-
worfen worden. Die beschriebenen vier Schritte (Abb. 6.2) werden Bild-basiert auf
Texturbasis implementiert. Somit stellt jeder einzelne Schritt eine Filterverarbeitung
dar, die lediglich auf umliegende Fragmente zugreift. Mit Hilfe der Render to Texture
Funktionalita¨t, werden die entsprechenden Texturen direkt auf der GPU erzeugt und
es findet kein teurer Datentransfer zwischen GPU und CPU statt. Jeder Schritt der
Methode wird also im Rahmen eines einzigen Texture Render Calls ausgefu¨hrt.
6.2.1.6. Beispiele
Zur Bewertung des Laufzeitverhaltens und der Qualita¨t der vorgestellten Methode
zur polygonfreien Oberfla¨chendarstellung wurden verschiedene Szenarien untersucht.
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Abb. 6.6.: Liquider Drachen (64,474 Partikel) unter Einfluss der Gravitation im Pool bei interakti-
ven Frameraten (Zeitschritte ti mit i = 0, 10, 20, 30).
Im Folgenden werden die einzelnen Experimente und ihre jeweilige Simulationsba-
sis beschrieben. Die Ergebnisse werden in den beiden anschließenden Abschnitten
vorgestellt und diskutiert.
Basis sind jeweils dreidimensionale Echtzeit-Partikelsimulationen mit bis zu
140.000 Partikel. Nicht alle Simulationszenarien verwenden eine Navier-Stokes Simu-
lation. Deshalb entspricht die Bewegung der jeweils dargestellten Flu¨ssigkeit nicht
notwendigerweise demjenigen realer Flu¨ssigkeiten. Da jedoch noch keine Technik vor-
gestellt wurde, die eine physikalisch-basierte Simulation derartiger Partikelanzahlen
in Echtzeit auf aktueller Standard-PC-Technik ermo¨glicht, wurden unter anderem
auch andere Partikelsysteme untersucht. Die Art der Simulation ist in erster Linie
fu¨r die beschriebene Extraktionsmethode nicht von Belang. Werden Navier-Stokes
Simulationen mit mehr als 100.000 Partikel in Zukunft vorgestellt, ko¨nnen diese
mit der hier beschriebenen Methode in Echtzeit dargestellt werden. Im Folgenden
werden die einzelnen Experimente kurz vorgestellt.
Glas, Wu¨rfel (Abb. 6.3, 6.9) Es wird eine interaktive SPH-Simulation mit 2.000
bzw. 3.000 simulierten Partikeln genutzt. In der GPU-basierten Partikelsimulation
werden 65.536 Partikel verwendet (Abb. 6.8).
Brechende Wellen Die brechenden Wellen (Abb. 5.25, Abschnitt 5.2.2) wurde mit
140.000 Partikeln und 200 Schichten simuliert. Als Simulationsverfahren wurde das
im Rahmen dieser Arbeit entwickelte Verfahren zur Echtzeit-Simulation brechender
Wellen genutzt (Abschnitt 5.1.4).
Wasserfall Der Wasserfall wurde mit einem Massepunkt-Simulator realisiert (sie-
he Abschnitt 5.1.2.3). Der Wasserfall wird dabei von 60.000–100.000 Partikeln re-
pra¨sentiert.
Drache Der Dragon aus dem Stanford Repository (Abb. 6.6) wird von 64.474 Pa-
rikeln repra¨sentiert. Die Partikelpositionen entsprechen den Vertexpositionen des
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512 1024 512/1024
Beispiel Sim. Z Oberfl. FPS Z Oberfl. FPS Z Oberfl. FPS
[ms] [ms] [ms] [1/s] [ms] [ms] [1/s] [ms] [ms] [1/s]
Drachen 15,0 1,9 0,13 58,7 3,3 2,8 47,3 1,9 0,13 58,7
Wasserfall 22,1 2,9 0,53 39,1 3,1 2,6 35,9 2,9 0,61 38,7
Br.Welle 9,3 9,0 0,43 53,2 12,0 2,7 41,5 9,0 0,46 53,1
Glas 13,5 3,5 0,12 58,4 5,1 3,1 46,0 3,5 0,26 57,9
Wu¨rfel 13,3 5,3 0,57 52,9 9,0 3,8 38,7 5,3 0,73 52,5
Tab. 6.1.: Laufzeitmessungen der beschriebenen Methode in den verschiedenen Szenarien. Gegeben
sind die Zeiten der Simulation (Sim), der Szenen- und Punktdarstellung (inklusive der
Erzeugung der Tiefen-Map Z) und der vorgestellten Methode zur Oberfla¨chendarstellung
(Oberfl.) — bei verschiedenen Auflo¨sungen.
polygonalen Objektes. Somit wird lediglich die Oberfla¨che des Drachen mit Parti-
keln abgetastet. Das Fallen des Drachen und die Partikelkollisionen werden ebenfalls
durch eine Massepunkt-Simulation realisiert.
Pool Szenen Zur realistischen Darstellung wurden einige der oben beschriebenen
Experimente noch mit der dreidimensionalen Stro¨mungssimulation in Verbindung
mit einer Oberfla¨chensimulation gekoppelt (Abschnitt 5.1.3). So kann zusa¨tzlich zu
den mit der beschriebenen Methode generierten dreidimensionalen Objekten eine in-
teraktive Flu¨ssigkeitsoberfla¨che simuliert werden, die mit den fallenden Flu¨ssigkeiten
interagieren kann. Dazu wird ein Impuls auf der Flu¨ssigkeitsoberfla¨che gesetzt, wenn
ein Partikel die Wasseroberfla¨che durchschneidet. So ko¨nnen detaillierte Wellen-
schla¨ge der einschlagenden Partikel erzeugt werden.
Asian Dragon Neben den vorhergehenden dynamischen Partikelwolken wurde das
beschriebene Verfahren auch an einem statischen Objekt mit großer Partikelzahl
untersucht. Dazu wurde das statische Objekt des Asian Dragon aus dem Stanford
Repository mit 3.609.455 Partikeln verwendet, wobei jede Vertexposition als Parti-
kelposition verwendet wird und die Kanten vernachla¨ssigt werden (Abb. 6.12).
6.2.2. Ergebnisse und Diskussion
Ergebnisse Die vorgestellten Ergebnisse wurden mit einer GPU-basierten Umset-
zung der hier beschriebenen Oberfla¨chendarstellungsmethode erzielt. Die jeweilige
zugrundeliegenden Partikel-Simulationen wurde CPU-basiert (Single Core) imple-
mentiert. Laufzeitmessungen sind in Tabelle 6.1 dargestellt. Die Messungen erfolg-
ten, soweit nicht anders angegeben, auf einer Dual-Core 2,6 GHz AMD Athlon 64
CPU, 2 GB RAM und einer auf dem ATI Radeon x1900 Chip basierende GPU
(512MB). Es sind unter anderem Laufzeitmessungen fu¨r Bildraum-Auflo¨sungen von
512 × 512 und 1024 × 1024 angegeben. Alle gemessenen Frameraten liegen im Be-
reich von 30–60 FPS und erlauben volle Interaktivita¨t. Herauszustellen ist, dass
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Abb. 6.7.: Wasserfall. Dieselbe Szene ist mit verschiedenen Screen-Space Auflo¨sungen dargestellt:
512 × 512 (a), 1024 × 1024 (b), Szene: 1024 × 1024 – Flu¨ssigkeit: 512 × 512 (c). Details
werden in Abschnitt 6.2.2 gegeben.
die Simulationszeit in der Regel die Oberfla¨chenextraktion und Darstellungszeit mit
der beschriebenen Darstellungsmethode u¨bersteigt. Bisher war die komplexe drei-
dimensionale Oberfla¨chenextraktion oftmals die Komponente, die die Anzahl re-
pra¨sentierbarer Partikel in Echtzeit maßgeblich verringerte.
Da es sich bei der vorgestellten Methode um ein Bild-basiertes Verfahren handelt,
ha¨ngt der Aufwand der Methode direkt von der Anzahl zu verarbeiteter Fragmen-
te ab. Aus diesem Grund kann es hilfreich sein, den Algorithmus bis zur Erzeu-
gung der Normalen-Map in einem auflo¨sungsreduzierten Bildraum durchzufu¨hren.
Der Brechungs- und Reflexionspass kann dann in der vollen Auflo¨sung durchgefu¨hrt
werden. So kann die Performanz erheblich verbessert werden, da die aufwendige
Filterung in einem reduzierten Bildraum durchgefu¨hrt wird, die Reflexions- und
Brechungseigenschaften jedoch bei voller Auflo¨sung bestimmt werden. Die Messun-
gen der Ausfu¨hrungsgeschwindigkeiten fu¨r dieses Vorgehen sind ebenfalls in Tabelle
6.1 gegeben – dabei wird bis zur Normalen-Map-Erzeugung eine 512 × 512 Textur
verwendet, die anschließend bilinear auf 1024 × 1024 skaliert wird. In Abbildung
6.7 sind graphische Beispiele der verschiedenen Auflo¨sungen dargestellt. Das be-
schriebene Vorgehen kann ein gutes Verha¨ltnis von Qualita¨t zu Performanz erzielen.
Alle anderen hier gezeigten Bilder zur beschriebenen Methode sind mit diesem Ver-
fahren generiert (mit Ausnahme des Asian Dragons, der bei 1024 × 1024 erzeugt
wurde). Wie zu erkennen ist, ha¨ngt die Topologie der extrahierten Oberfla¨che von
der verwendeten Auflo¨sung ab. Dies ist ein unerwu¨nschter Effekt, liegt aber in dem
Bildraum-Ansatz prinzipiell begru¨ndet und ist somit unvermeidbar. Wie in Tabelle
6.1 zu erkennen ist, reduziert sich die Performanz in der Auflo¨sung von 1024× 1024
erwa¨hnenswert. Dieser Effekt liegt daran, dass der Aufwand prinzipiell quadratisch
ist und in diesem Fall um das vierfache steigt, und somit der Fragmentshader sta¨rker
belastet ist.
Die vorgestellte Methode wurde mit der ebenfalls im Rahmen dieser Arbeit ent-
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wickelten Methode zur Stro¨mungs- und Oberfla¨chensimulation gekoppelt (siehe Ab-
schnitt 5.1.3). Die Ergebnisse sind in Abbildung 6.6 und 6.7 dargestellt und erzielen
Geschwindigkeiten von etwa 25Hz. Beide Simulationen wurden auf nur einem Core
durchgefu¨hrt. Lediglich die Oberfla¨chenextraktion des Ho¨henfeldes wurde auf dem
zweiten Core ausgefu¨hrt. Die Performanz der Oberfla¨chenextraktionsmethode ent-
spricht dabei den Werten, die in Tabelle 6.1 gegeben wurden.
Die Komplexita¨t der Methode skaliert linear. Die Komplexita¨t der Konstruktion
der Tiefen-Map ha¨ngt linear von der Anzahl verwendeter Partikel n ab: O(n). Dieser
Schritt besteht in der Praxis daraus, die Partikel als Punktobjekte in den Frame-
buffer zu rendern. In den folgenden Schritten ha¨ngt die Komplexita¨t lediglich von
der Anzahl der verarbeiteten Fragmente ab: O(W ×H). Somit skaliert der Aufwand
linear in Abha¨ngigkeit der Partikelanzahl und verwendeter Fragmente.
Das Beispiel Asian Dragon mit u¨ber 3,5 Millionen Partikeln demonstriert die
Methode fu¨r dichte Punktwolken. Die Oberfla¨che wird im Bildbereich mit 13 FPS
extrahiert und dargestellt (Graphikkarte: nVidia GeForce GTX 280) — bei einer
Auflo¨sung von 1024 × 1024. Bei derartig hohen Dichten kann die beschriebene Me-
thode sehr detaillierte Ergebnisse erzielen, was fu¨r Nicht-Echtzeitumgebungen im
Rahmen eines Vorschaumodus von Interesse sein kann. Dennoch liegt das potentielle
Einsatzgebiet vornehmlich im Bereich der interaktiven, aber dynamischen Punktwol-
ken. Dabei sei jedoch beachtet, dass die Partikelanzahl in interaktiven und zugleich
dynamischen Umgebungen in der Regel wesentlich geringer ist, und folglich nicht so
detaillierte Ergebnisse erzielt werden ko¨nnen, wie bei statischen Objekten.
Die Verwendung der GPU zur Simulation kann eine weitere wesentliche Beschleu-
nigung erzielen (siehe Beispiele in Abb. 6.8). Zum einen kann die hohe Paralle-
lita¨t der Graphikkarte eine effiziente Simulation ermo¨glichen, zum anderen entfa¨llt
der Austausch der Partikelpositionen zwischen CPU und GPU. Dieser stellt einen
weiteren hohen Kostenfaktor dar. So ko¨nnen wesentlich mehr Partikel in interakti-
ven Umgebungen simuliert und dargestellt werden, als es CPU-basierte Verfahren
ermo¨glichen.
Diskussion Im Folgenden werden Mo¨glichkeiten und Einschra¨nkungen der be-
schriebenen Methode zur Oberfla¨chenextraktion aus Partikelwolken diskutiert. Zu-
dem erfolgt ein Vergleich mit existierenden Techniken.
Die Hauptvorteil der beschriebenen Methode ist die gute Performanz mit der
Oberfla¨chen im Sichtbereich erzeugt werden ko¨nnen — damit ist die Methode
pra¨destiniert fu¨r interaktive Umgebungen. Wie in den Beispielen zu erkennen
ist, sind die Ergebnisse jedoch verha¨ltnisma¨ßig undetailliert. Die Ursache liegt
hauptsa¨chlich in der verha¨ltnisma¨ßig geringen Partikelanzahl derartiger dynami-
scher Simulationen, die eine detaillierte Oberfla¨chenextraktion per se verhindern,
da die Oberfla¨cheninformationen mit wenigen Partikeln schlecht aufgelo¨st sind —
und weniger an dem Verfahren selbst. Bei dichten Partikelwolken jedoch, wie zum
Beispiel dem Asian Dragon-Beispiel, ko¨nnen detaillierte Ergebnisse erzielt wer-
den. Tempora¨re Inkoha¨renzen der Oberfla¨che ko¨nnen bei Partikelwolken geringer
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Abb. 6.8.: GPU-basierte Simulation. 65536 Partikel simuliert und dargestellt mit 50-90 Hz. Die
Partikelpositionen mu¨ssen nicht zwischen CPU und GPU ausgetauscht werden. Dadurch
kann die Performanz wesentlich verbessert werden.
Dichte wa¨hrend der Animation entstehen. Wa¨hrend der Darstellung dynamischer
Flu¨ssigkeiten sind diese aufgrund der hohen Dynamik jedoch kaum sichtbar.
Silhouetten-Artefakt Reduktion Die Gla¨ttung der Tiefen-Map zur Ober-
fla¨chenerzeugung fu¨hrt an der Silhouette des Flu¨ssigkeitsvolumens zu Artefakten,
da die harte Kante herausgefiltert wird. Somit werden fu¨r die gegla¨ttete Kante Nor-
malen erzeugt, die unrealistische Beleuchtungseffekte nach sich ziehen (Abb. 6.9).
An diesen Konturen ko¨nnen zudem unrealistische Beleuchtungseffekte auftreten,
wenn das Objekt zwischen Lichtquelle und Kameraposition liegt. Es ko¨nnen keine
Backface-Normalen repra¨sentiert werden, da es sich um ein Bildraum-Verfahren
handelt und lediglich sichtbare Oberfla¨chen behandelt werden. Zur Unterdru¨ckung
der unerwu¨nschten Kanteneffekte kann die gegla¨ttete Silhouette unterdru¨ckt
werden. Der prinzipielle Ablauf ist im Folgenden dargestellt:
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Abb. 6.9.: Beispiel der Silhouetten-Artefakt Reduktion (Glas). Ohne (a) und mit Silhouetten-
Artefakt Reduktion (b).
1. Erzeuge bina¨re Tiefen-Map B,
2. Erzeuge gegla¨ttete Tiefen-Map S aus B,
3. Stelle Flu¨ssigkeit dar, wenn Sx,y < 1.
Entsprechend der Kernelgro¨ße k wird die Silhouette verkleinert. Dazu wird ein
Bina¨rbild B der Tiefen-Map erzeugt,
B(x, y) =
{
1 : Z(x, y) = 1
0 : Z(x, y) < 1
, (6.9)
welches mit dem gleichen Filter gegla¨ttet wird, wie das Tiefenbild (siehe Abschnitt
6.2.1.2). Daraus resultiert die Silhouetten-Map S, die im Bereich der Silhouette In-
tensita¨tswerte ungleich Null oder Eins besitzt. Innerhalb der Silhouette betra¨gt der
Wert Null. Somit kann dieser Intensita¨tswert verwendet werden, um die Silhouet-
te zu verkleinern. Die resultierende Flu¨ssigkeit wird abschließend lediglich an den
Fragment Positionen dargestellt, die einen Silhouetten-Map Eintrag ungleich eins
besitzen (Abb. 6.9).
Prinzipiell kann die Methode auch fu¨r statische Partikelmengen (zum Beispiel ge-
stoppte Animation) verwendet werden. Jedoch ko¨nnen bei wenigen Partikeln an
den Kanten Blobby-Artifacts auftreten, die ihren Ursprung in der Gla¨ttung des
Ho¨henfeldes besitzen – siehe Abbildung 6.10. Jedoch werden die Artefakte die in-
nerhalb der a¨ußeren Kontur konkaver Objekte liegen (vom Blickpunkt aus gesehen)
oder aber an der Kante zwischen ra¨umlich getrennten Flu¨ssigkeitsvolumina nicht be-
handelt. Im Falle mehrerer unabha¨ngiger Volumina kann ein Multipass-Rendering-
Verfahren das Problem lo¨sen. Die einzelnen Flu¨ssigkeiten werden sukzessiv darge-
stellt, so dass die Konturen jeweils unabha¨ngig voneinander generiert und vor al-
lem gegla¨ttet werden ko¨nnen – so ko¨nnen keine Gla¨ttungsartefakte zwischen den
Flu¨ssigkeiten entstehen.
Fu¨r konkave Objekte jedoch kann dieses Problem schwerlich in Echtzeit gelo¨st
werden. Das Problem selbst wird durch die Verwendung des Binomial-Filters und
der damit verbundenen Gla¨ttung der Kanten verursacht. Diese jedoch ist der es-
sentielle Schritt, um eine geschlossene und glatte Oberfla¨che zu erhalten. Durch
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Abb. 6.10.: Artefakte ko¨nnen an statischen Objekten wa¨hrend einer Transformation entstehen. Ein
statisches Flu¨ssigkeitsobjekt innerhalb einer turbulenten Situation wird um die y-Achse
gedreht. Dabei vera¨ndert sich die Kontur leicht — jedoch weich. Dieses Beispiel ver-
wendet lediglich 2000 Partikel — fu¨r signifikant mehr Partikel reduziert sich dieser Ne-
beneffekt, da sowohl der Splat-Radius als auch der Gla¨ttungskernel verkleinert werden
kann.
die Verwendung kantenerhaltender Filter kann dieses Problem prinzipiell behandelt
werden. Einfache kantenerhaltende Filter wie Median oder Bilaterale Filter sind un-
geeignet, da die Tiefen-Map hauptsa¨chlich aus diskreten Werten besteht und diese
Filter dann fu¨r Partikelwolken mit wenig Partikeln keine gegla¨ttene und geschlossene
Oberfla¨che erzeugen ko¨nnen. Zudem sind sie kostenintensiv, da diese Filter nicht se-
parabel sind. Komplexere kantenerhaltende Rekonstruktionsalgorithmen (zum Bei-
spiel [GLQ06, ASHU05, Str97]) ko¨nnen dem beschriebenen Problem per Definition
entgegenwirken. Derartige Rekonstruktionsalgorithmen sind jedoch aufwendig und
ko¨nnen derzeit noch nicht in Echtzeit ausgefu¨hrt werden. Ihre Laufzeiten liegen
bereits fu¨r ein Bild der Gro¨ße 256 × 256 im Bereich von Sekunden. Ein Haupta-
spekt fu¨r eine gute Performanz des Filterungsprozessess ist die Separierbarkeit des
Filterkerns. Dieses Eigenschaft ist bei dem im Rahmen dieser Arbeit verwendeten
Binomial-Filter gegeben. Dennoch besitzt der Filter-Schritt den gro¨ßten Aufwand
aller Schritte innerhalb der beschriebenen Methode.
Brechung an Vorder- und Ru¨ckseite Die Verwendung lediglich einfacher Brechung
der Sichtstrahlen (also Brechung lediglich an der ersten sichtbaren Oberfla¨che) kann
nur in geschlossenen Beha¨ltern (zum Beispiel ein Pool) zu akkuraten Ergebnis-
sen fu¨hren. Im Fall der brechenden Welle zum Beispiel ko¨nnen Sichtstrahlen die
Flu¨ssigkeit jedoch wieder verlassen. Wird in solchen Situationen eine einfache Bre-
chung verwendet, kann eine unplausible Flu¨ssigkeitsdarstellung die Folge sein.
Die Methode kann jedoch prinzipiell auf die Verwendung doppelter Brechung an-
gepasst werden. Die vorgestellte Methode extrahiert lediglich die sichtbaren Ober-
fla¨chen im Bildraum — dieses sind die Front-Faces. Fu¨r eine doppelte Brechung sind
jedoch die Back-Faces vonno¨ten. Diese ko¨nnen fu¨r konvexe Objekte in einem zweiten
Pass erzeugt werden, wobei der Tiefen-Buffer-Vergleich in Schritt 1 (Erzeugung der
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Tiefen-Map) der Methode umgekehrt wird. So kann die Oberfla¨che der kameraabge-
wandten Back-Faces generiert werden. Liegen beide Oberfla¨chen-Maps vor, kann ein
Echtzeit Brechungsverfahren angewendet werden. So ko¨nnte zum Beispiel mit dem
Verfahren von Wyman [Wym05a] eine akkurate doppelte Brechung von Objekten
innerhalb einer im Unendlichen liegenden Environment Map in Echtzeit dargestellt
werden.
Dynamisches LoD fu¨r Partikel-basierte Simulationen Die Splat-Gro¨ße rp und die
Kernel-Gro¨ße k ko¨nnen innerhalb Partikel-basierter Simulationen zur Anpassung
der Gla¨ttung der Oberfla¨che in statischen Situationen genutzt werden. Kleine Werte
vergro¨ßern die Details, lassen die Oberfla¨che jedoch blobby erscheinen. Umgekehrt
erzielen große Werte eine glatte Darstellung, sind jedoch zur Repra¨sentation von
Details nicht geeignet. So kann die Flu¨ssigkeit auch bei niedriger Abtastung mit
wenigen Partikeln eine glatte Oberfla¨che erhalten. In Situationen mit hoher Dynamik
ist jedoch ein hoher Detailgrad zweckma¨ßig. Eine adaptive Gla¨ttung in Abha¨ngigkeit







eines Partikel Systems mit n Partikeln, Geschwindigkeiten vi und Massen mi
(i = 1 . . . n) genu¨gt dieser Anforderung und kann effizient berechnet werden. In
Abha¨ngigkeit der Gesamtenergie werden die Splat- und Kernel-Gro¨ßen angepasst.
Somit erscheinen Flu¨ssigkeiten in Ruhe glatt und in dynamischen Situationen de-
tailliert.
Vergleich mit existierenden Verfahren Das beschriebene Verfahren hat bis zur
Erzeugung der Tiefen-Map A¨hnlichkeiten mit den Screen Space Meshes [MSD07].
Dort wird jedoch ein polygonales Gitter im Bildraum mit einem Derivat des Mar-
ching Squares Algorithmus auf der CPU erzeugt. Die Anzahl der erzeugten Dreiecke
ha¨ngt dabei quadratisch von der Bildraumabtastung ab. Fu¨r einen Vergleich wur-
de die Screen Space Meshes-Methode im Rahmen dieser Arbeit nachimplementiert
(Abb. 6.11). Da diese Implementierung jedoch unoptimiert ist, soll ein direkter Per-
formanzvergleich nicht durchgefu¨hrt werden. Aber wie in Abbildung 6.12 zu erken-
nen ist, konvergiert die Screen Space Meshes-Methode qualitativ in Abha¨ngigkeit
der Abtastrate gegen die hier vorgestellte Methode. Der große Unterschied ist, dass
die hier beschriebene Methode keinerlei Polygone erzeugt und die Screen Space Mes-
hes-Methode im ungu¨nstigsten Fall fu¨r eine Abtastung von Eins und einer Auflo¨sung
von 1024 × 1024 u¨ber 2 Millionen Dreiecke auf der CPU erzeugen wu¨rde. Dazu er-
folgt die Normalenberechnung und eine Gittergla¨ttung, inklusive dem zugeho¨rigen,
teuren Datentransfer zwischen GPU und CPU. Der Performanzvorteil der hier be-
schriebenen Methode erscheint somit offenkundig. Ein Vorteil der Screen Space Mes-
hes-Methode ist jedoch die Detektion von Unstetigkeitsstellen — ein vergleichbarer
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Abb. 6.11.: Prinzip der Screen-Space Meshes-Methode [MSD07]. Ein regula¨res Gitter wird aus Ka-
meraposition erzeugt (links), welches das Objekt im Screen-Space abtastet (rechts).
Ansatz fu¨r die hier gezeigte Technik wurde vorher im Rahmen der Silhouetten Ar-
tefakt Reduktion diskutiert, wu¨rde jedoch die Performanz wesentlich reduzieren.
Die hier beschriebene Methode erzielt auch bessere Performanz als die Particle
Splatting-Methode [ALD06]. Diese Methode verwendet Alpha-Blending zur Inter-
polation von Normalen im Bildraum. Sie beschreiben Frameraten von 10 FPS in
Umgebungen mit etwa 100.000 Partikeln und 100 FPS in Umgebungen mit 10.000
Partikeln. Diese Performanzangaben beziehen sich auf den reinen Render-Vorgang
und beinhalten keinerlei Simulation. Dementsprechend ist das hier vorgestellte Ver-
fahren diesem Verfahren in der Performanz u¨berlegen. Dieser Vorteil resultiert nicht
nur aus der besseren Graphikkartenhardware, die hier verwendet wurde, sondern vor
allem aus der Tatsache, dass in [ALD06] ein Two-Pass-Rendering-Verfahren benutzt
wird. Zudem resultiert die Particle Splatting-Methode in unrealistischen Silhouet-
ten, an denen einzelne Partikel noch zu erkennen sind. Schließlich erscheinen die
Oberfla¨chen der hier vorgestellten Methode auch detaillierter und das hier verwen-
dete Darstellungsmodell vergro¨ßert den Realismus zusa¨tzlich. Dieses wird um nun
folgenden Kapitel pra¨sentiert.
6.3. Zusammenfassung
Dieses Kapitel behandelte die Oberfla¨chenextraktion aus Simulationsdaten.
Zuna¨chst wurde die Ho¨henfeld-basierte Oberfla¨chenextraktion mit Hinblick auf
dynamische Flu¨ssigkeitsoberfla¨chen thematisiert. Die Oberfla¨chendarstellung dreidi-
mensionaler Partikelwolken kann effizient mit dem hier vorgestellten Bild-basierten
Ansatz erfolgen. Es handelt sich um einen GPU-basierten Ansatz, der im Bildraum
arbeitet und somit direkt eine blickpunktabha¨ngige LoD-Darstellung erlaubt. Die





Abb. 6.12.: Asian Dragon (3,609,455 vertices). Vergleich der beschriebenen Methode (13 FPS, links)
mit dem Screen-Space Meshes-Ansatz ohne Silhouetten Detektion bei verschiedenen
Screen-Space Abtastraten ss (rechts). Die Ergebnisse konvergieren fu¨r kleine ss gegen
die Ergebnisse, die mit dem hier beschriebenen Verfahren erzeugt wurden.
ausgefu¨hrt werden. Die Darstellung der extrahierten Oberfla¨chen ist Thema des
folgenden Kapitels.
7. Darstellung
Nachdem in den beiden vorherigen Kapiteln mo¨gliche Simulations- und Ober-
fla¨chenextraktionsmethoden behandelt wurden, erfolgt nun die Pra¨sentation von
Methoden zur Darstellung optischer Eigenschaften. Die optischen Eigenschaften von
Flu¨ssigkeiten basieren vornehmlich auf der Darstellung von Reflexionen, Brechun-
gen oder Absorptionen. Diese erfordern in Echtzeitumgebungen in der Regel die
Verwendung von Approximationen. Kleinere Erweiterungen, auf existierenden Tech-
niken basierend, werden im folgenden Abschnitt 7.1 gegeben. Ein Problem existie-
render Mapping-Techniken ist die Repra¨sentation optischer Reflexion und Brechung
polygonaler Objekte, die die Flu¨ssigkeitsoberfla¨che durchschneiden. Abschnitt 7.2
pra¨sentiert eine Methode zur Reduktion von Artefakten fu¨r diese Ereignisse, mit
Fokus auf den visuellen U¨bergang an der Grenzschicht der Flu¨ssigkeit von Objekt
zu gebrochenem Objekt und der brechungstypischen visuellen Skalierung und Win-
kela¨nderung.
Die nicht-realistische Darstellung von Flu¨ssigkeiten liegt nicht im Fokus dieser
Arbeit. Zur Repra¨sentation physikalischer Informationen kann allgemein aus dem
Portfolio des Wissenschaftsbereiches der Stro¨mungsvisualisierung gescho¨pft werden.
Beispielhaft wird in Abschnitt 7.3 eine effiziente Beschriftungsmethode fu¨r Punkt-
wolken vorgestellt. Mit dieser ko¨nnen zum Beispiel die physikalischen Eigenschaf-
ten Partikel-basierter Flu¨ssigkeitssimulationen exploriert werden. Daneben liegen
die zahlreiche Anwendungsmo¨glichkeiten in jeglichen Bereichen in denen eine inter-
aktive Beschriftungsmethode gefragt ist.
7.1. Effiziente Approximationen
Approximationen von Kaustiken und Absorption werden im Folgenden behandelt,
um den Realismus virtueller Flu¨ssigkeiten zu vergro¨ßern. Dann erfolgt ein kur-
zer U¨berblick u¨ber die schnelle Approximation von Reflexion und Brechung der
Sichtstrahlen. Dieser stellt gleichzeitig die U¨berleitung zu dem anschließenden Ab-
schnitt dar, der die optische Behandlung oberfla¨chenschneidender, polygonaler Ob-
jekte thematisiert.
Kaustiken Kaustiken entstehen durch Reflexion und Brechung von Lichtstrahlen
und resultieren in komplexen Lichterscheinungen. Sie tragen in hohem Maße zum
Realismus virtueller Flu¨ssigkeiten bei. Ein physikalisch akkurater Ansatz ist die Ver-
wendung von Light Ray Tracing, also einem Ray Tracing der Lichtstrahlen (siehe
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Abb. 7.1.: Kaustiken einer dynamischen Stro¨mung um ein Objekt. Ein Funktion in Abha¨ngigkeit der
Oberfla¨chenvariationen und -normalen kann Kaustiken approximieren (a). Physikalische
Kaustiken (Light Ray Tracing) mit niedriger Abtastung a¨hneln der Approximation (b).
Eine U¨berlagerung beider Verfahren resultiert in hohen Kontrasten (c).
auch Abschnitt 3.5). In interaktiven Umgebungen werden aus Geschwindigkeits-
gru¨nden jedoch oftmals niedrige Abtastungen gewa¨hlt, die extrapoliert werden. Die
hohe Komplexita¨t von Kaustiken im Allgemeinen fu¨hrt dazu, dass die Korrektheit
innerhalb dynamischer Szenen kaum vom Betrachter bewertet werden kann — so
dass Vereinfachungen zur Darstellung von Kaustiken verwendet werden ko¨nnen.
Die Affinita¨t zwischen Ho¨henfeld und niedrig abgetasteten Kaustiken wird im Fol-
genden verwendet, um eine ausgesprochen effiziente Kaustik-Map zu erzeugen. Die-
se kann anschließend auf die Szene projiziert werden. Da das Ho¨henfeld vollsta¨ndig
bestimmt ist — inklusive Normalen — kann eine Formel aufgestellt werden, die
diese Informationen verwendet, um eine Kaustik-repra¨sentierende Map zu erzeugen,
die aus Lichtposition auf die Szene projiziert wird. So kann mit den Ho¨henwerten
zmin < z < zmax und den zugeho¨rigen Normalen n = (nx, ny, nz) ein Kaustik-
Intensita¨tswert berechnet werden. Im Rahmen dieser Arbeit wird folgende Formel
verwendet:
I = a · z − zmin
zmax − zmin + b · ‖nx + ny‖+ c. (7.1)
Mit den Konstanten a,b und c kann die Intensita¨t der Kaustiken angepasst wer-
den. Diese Approximation kann nicht die hochfrequenten Lichterscheinungen re-
pra¨sentieren, die reale Kaustiken in der Regel besitzen. Dennoch bildet sie dyna-
mische Kaustiken entsprechend der Oberfla¨chenwellenbewegung ab und verbessert
damit die Plausibilita¨t der dargestellten Flu¨ssigkeit. Der Vorteil liegt darin, dass die
Kaustik-Map auf diese Weise GPU-basiert innerhalb einer einzigen Texturdarstel-
lung, also sehr schnell, erzeugt werden kann (siehe dazu auch Tab. 7.1 im folgenden
Abschnitt). Des Weiteren kann eine U¨berlagerung der Kaustik-Methode mit einer
physikalisch-basierten Methode den Detailgrad verbessern (Abb. 7.1).
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Absorption Die Inklusion von Absorption erzeugt zusa¨tzlichen Realismus, da der
Tiefeneindruck der Flu¨ssigkeit versta¨rkt wird. Die dazu notwendige Berechnung er-
fordert Kenntnis u¨ber die Distanz, die ein Sichtstrahl innerhalb des absorbierenden
Mediums zuru¨cklegt. Diese Distanz kann effizient fu¨r jeden Sichtstrahl unter Ver-
wendung der GPU im Bildraum approximiert werden. Im Falle Ho¨henfeld-basierter
Oberfla¨chen werden dazu die Tiefen-Map der Flu¨ssigkeitsoberfla¨che und die der Sze-
ne ohne Flu¨ssigkeit beno¨tigt. Die Differenz der jeweiligen Tiefenwerte ist dann ein
Maß fu¨r die Distanz, die die Sichtstrahlen in dem Medium zuru¨cklegen (siehe da-
zu auch Abbildung 5.8, Abschnitt 5.1.1.4). Die Brechung von Sichtstrahlen an der
freien Oberfla¨che wird bei der Bestimmung der Distanz nicht beru¨cksichtigt. Die Ab-
sorption kann mathematisch bestimmt werden, wie es in Abschnitt 2.4 beschrieben
wurde.
Im Falle dreidimensionaler Oberfla¨chen kann im Prinzip die gleiche Methode ange-
wendet werden. Um jedoch eine mo¨gliche Ru¨ckseite der Flu¨ssigkeit einzuschließen,
wird in die Tiefen-Map der Szene noch die dem Betrachter abgewandte Seite der
Flu¨ssigkeit (zum Beispiel Backface-Polygone) hinzugefu¨gt. So kann auch eine Ab-
sorption eines Volumens beru¨cksichtigt werden.
Reflexion und Brechung Fu¨r die Darstellung von Reflexionen und Brechungen
wird in dieser Arbeit eine Kombination aus Environment Mapping und Bild-
basierten Ansa¨tzen [Joh04, Sou05] verwendet. Dazu werden die reflektierten und ge-
brochenen Sichtstrahlen berechnet, wie es in Abschnitt 2.4 beschrieben wird. Anhand
dieser wird auf die Environment Map zugegriffen. Fu¨r eine zusa¨tzliche Bild-basierte
Reflexion und Brechung von Objekten werden die berechneten Vektoren verwendet,
um mit Hilfe einer Versetzung auf die Reflexions- oder Brechungs-Map zuzugreifen.
Diese Maps werden in den gezeigten Beispielen mit unendlicher Ozeanoberfla¨che
anhand der u¨ber der Oberfla¨che und der unter der Oberfla¨che liegenden Objekte
erzeugt, wobei die u¨ber der Oberfla¨che liegenden Objekte an der approximieren-
den Oberfla¨chenebene gespiegelt werden (vgl. dazu auch Abbildung 5.8, Abschnitt
5.1.1.4). Dieses Vorgehen basiert also auf einer dynamischen Abbildung der gespie-
gelten und unter der Oberfla¨che liegenden Objekte auf die Oberfla¨che und weniger
auf einer akkuraten Reflexion oder Brechung. Um Artefakte hinter Objekten zu ver-
meiden, die aus dem Bild-basierten Ansatz resultieren, kann ein Tiefenwertvergleich
zwischen Flu¨ssigkeitsoberfla¨chenpunkt und abgebildetem Objektpunkt das Problem
lo¨sen. Im Falle dreidimensionaler Flu¨ssigkeiten kann zumindest die Brechung ebenso
approximiert werden. Die Brechungs-Map wird dabei anhand der hinter dem Objekt
liegenden Objekt generiert.
Die im Rahmen dieser Arbeit gezeigten Pool-Bilder verwenden die im na¨chsten
Abschnitt beschriebene Methode der Reflexion und Brechung, die fu¨r Objekte ent-
wickelt wurde, die die Flu¨ssigkeitsoberfla¨che schneiden. Die Komposition der finalen
Intensita¨ten erfolgt entsprechend der Fresnel-Gleichungen (siehe Abschnitt 2.4).
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Abb. 7.2.: Beispiele der vorgestellten Methode zur schnellen Darstellung von Reflexionen und Bre-
chungen oberfla¨chenschneidender Objekte.
7.2. Optische Reflexion und Brechung
oberfla¨chenschneidender Objekte
Dieser Abschnitt beschreibt eine Methode zur schnellen Approximation von Re-
flexionen und Brechungen polygonaler Objekte, die sich nahe einer dynamischen
Flu¨ssigkeitsoberfla¨che befinden oder diese durchschneiden. Fu¨r gewellte Oberfla¨chen
ist gerade die Approximation optischer Brechung schwierig und fu¨hrt mit einfachen
Approximationsverfahren in der Regel zu Artefakten an der Grenzschicht: Das Ob-
jekt erscheint an der Grenzschicht zerrissen.
Ein Ray Casting-Ansatz, wie er in [BD06a] vorgestellt wurde, vermag
einen Ho¨henfeld-basierten Untergrund darzustellen. Dieser Ansatz kann jedoch
keine polygonalen Objekte optisch brechen, die zwischen Untergrund und
Flu¨ssigkeitsoberfla¨che liegen oder aber die Oberfla¨che durchschneiden. Diese
Lu¨cke wird im Folgenden mit einem Mapping reflektierter und gebrochener
Abbilder polygonaler Objekte geschlossen. Fokus liegt auf der ununterbrochenen
Objektdarstellung an der Grenzschicht und der brechungstypischen Gro¨ßen- und
Winkelvera¨nderung der Bildobjekte in Abha¨ngigkeit der Blickrichtung (siehe
Beispiele in Abb. 7.2).
7.2.1. Prinzip
Die lokale Umgebung oberfla¨chenschneidender Objekte wird pro Objekt planar ap-
proximiert, um die zugeho¨rigen virtuellen Kameravektoren (siehe folgenden Ab-
schnitt) zu bestimmen. Anhand dieser werden eine Brechungs-Map und eine
Reflexions-Map erzeugt. Diese werden anschliessend unter Beru¨cksichtigung des lo-
kalen Normalenfeldes auf die Flu¨ssigkeitsoberfla¨che projiziert. Die einzelnen Schritte
des Verfahrens sind die Folgenden:
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Abb. 7.3.: Prinzip der planaren Reflexion und Brechung. Ein planarer Spiegel mit Kameraposition
E. Drei Sichtstrahlen werden beispielhaft reflektiert (links). Alle reflektierten Sichtstrah-
len fokussieren in der virtuellen Kameraposition Erefl. Die gebrochenen Sichtstrahlen bei
einem Medienwechsel (hier: Luft/Wasser) fokussieren nicht (rechts).
1. Bestimme planare Approximation der Flu¨ssigkeitsumgebung,
2. Bestimme virtuelle Kamerapositionen (Reflexion, Brechung),
3. Erzeuge Brechungs-Map, Reflexions-Map,
4. Projiziere Maps auf Flu¨ssigkeitsoberfla¨che – unter Beru¨cksichtigung der lokalen
Flu¨ssigkeitsumgebung.
Jedes Objekt wird dabei separat behandelt. Objekte, die die Flu¨ssigkeitsoberfla¨che
schneiden werden an der Schnittfla¨che in zwei Teile unterteilt: Einen u¨ber der Ober-
fla¨che liegenden und einen unter der Oberfla¨che liegenden. Zudem wird angenom-
men, dass der gebrochene Sichtstrahl das Flu¨ssigkeitsvolumen nicht mehr verla¨sst.
Somit ist eine einfache Brechung ausreichend. Diese Annahme ist fu¨r die meisten
Situationen gu¨ltig.
7.2.1.1. Virtuelle Kamera
Aus Kamerasicht fokussieren alle reflektierten Sichtstrahlen in einem Punkt
(Abb. 7.3a). Dieser Punkt wird im Folgenden als virtuell reflektierte Kamerapositi-
on bezeichnet und ist fu¨r eine Ebene u¨ber eine Spiegelung der Kameraposition an




















Abb. 7.4.: Approximation planarer Brechung: Die Menge virtuell gebrochener Kameravektoren
Ebr1...n (links) wird von dem Vektor E
br
n (rechts) repra¨sentiert.
(Abb. 7.3b,c). Insofern muss eine Approximation durchgefu¨hrt werden. Diese wird
im Folgenden als virtuell gebrochene Kameraposition bezeichnet. Die Berechnung
der virtuellen Kameravektoren wird im folgenden Abschnitt beschrieben.
7.2.1.2. Grundansatz
Zuna¨chst wird die planare Reflexion behandelt, anschließend erfolgt die Behandlung
der planaren Brechung. Im anschließenden Abschnitt wird dann die Erweiterung fu¨r
gewellte Flu¨ssigkeitsoberfla¨chen gegeben. Reflexionen ko¨nnen nach Bestimmung der
virtuell reflektierten Kamera Erefl durch Environment-Mapping bestimmt werden.
Erefl ergibt sich dabei aus der Ebenen Normalen nplane, einem Punkt auf der Ebene
pplane und der Kamera Position E (Abb. 7.3a) — siehe auch Abschnitt 2.4:
Erefl = E− 2 · ((E − pplane) · nˆplane) nˆplane. (7.2)
Anschließend wird die Szene aus virtuell reflektierter Kameraposition Erefl in eine
Reflexions-Map dargestellt und im Bereich der reflektierenden Ebene dargestellt.
Im Gegensatz zur planaren Reflexion besitzt die planare Brechung keinen eindeu-
tigen Fokus und damit keinen eindeutigen virtuell gebrochenen Kamera Vektor. Fu¨r
einen lokalen Bereich jedoch, liegen die virtuellen Kamera Vektoren nah beieinan-
der und ko¨nnen pro Objekt zusammengefasst werden und die durch die Brechung
hervorgerufene Winkelverschiebung kann in einer Approximation vernachla¨ssigt wer-
den. Abbildung 7.3 b zeigt die drei virtuell gebrochenen Kameravektoren Ebr, die




3 entstehen. Werden die Distanzen
zwischen Brechungspositionen pn (n = 1, 2, 3, . . .) und E bzw. Ebr gleichgesetzt,
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um der Realita¨t zu entsprechen, so ergeben sich die anderen drei in Abbildung 7.3b
gezeigten virtuellen Kameravektoren.
Diese Menge von Vektoren Ebr1...n werden pro Objekt mit einer einzigen Kamerapo-
sition Ebrn approximiert (Abb. 7.4). E
br
n ist die virtuell gebrochene Kameraposition,
die mit dem gebrochenen Sichtvektor vbrn des Sichtvektors vn gebrochen an a be-
stimmt wird:




Im Dreidimensionalen ist a der na¨chste Punkt zu E, der auf der Ebene und dem
zugeho¨rigen Objekt liegt. Somit ist Ebrn fu¨r Blickpunkt a exakt. In der Praxis kann a
u¨ber den Schnitt des Bounding Cylinders des Objektes und der Ebenen-Projektion
der Sichtlinie von E auf den Schnitt der Objekt-Hauptachse mit der Ebene bestimmt
werden.
Der Brechungsvektor vbrn wird u¨ber das Snelliussche Gesetz beschrieben. In
Abha¨ngigkeit der Brechungsindizes η = n1n2 und der Blickrichtung v ergibt sich ent-
sprechend Abschnitt 2.4:
k = 1− η2(1− (vˆ · nˆ)2)
vˆbr =
{
ηvˆ− (η(vˆ · nˆ) +√k) nˆ : k ≥ 0
0 : k < 0.
(7.4)
Objekte, die die Flu¨ssigkeitsoberfla¨che schneiden, werden in zwei Teile geteilt, um
die Brechung von u¨ber der Oberfla¨che liegenden Teilen zu verhindern. Die unter
der Oberfla¨che liegenden Objektteile werden in eine Environment Map abgebildet
– mit Kameraposition Ebrn . Auf diese wird in einem Fragment Shader zugegriffen:
Die korrekten Reflexions- und Brechungsvektoren werden auf per-Pixel Basis in
Abha¨ngigkeit der Oberfla¨chenposition und -normalen bestimmt und zum Zugriff
auf die Environment Map genutzt. Punkt a zum Beispiel erscheint an der korrek-
ten Stelle. Das beschriebene Vorgehen fu¨hrt jedoch zu einem Fehler in der visuellen
Gro¨ße des gebrochenen Objektes (Abb. 7.5). Physikalisch resultieren die Sichtstrah-
len v1 und v2 in den gebrochenen Sichtstrahlen vbr1 und v
br
2 . Dann jedoch wu¨rden
die auf dem Objekt liegenden Punkte a und b an Positionen a′ und b′real erschei-
nen. Das bisher beschriebene Vorgehen projiziert a korrekt auf a′, b jedoch wird
auf b′ projiziert. Damit wu¨rde die Gro¨ße des gebrochenen Objektteils nicht korrekt
erscheinen. Eine Skalierung der unter der Flu¨ssigkeitsoberfla¨che liegenden Objekt-
teile behebt dieses Problem. Die Skalierung erfolgt mit dem Ursprung a′ und bildet
b′ auf b′real ab. Dazu wird der Skalierungsfaktor der Objektla¨nge iterativ bestimmt
und das Objekt linear interpoliert. So entspricht die virtuelle La¨nge der gebrochenen
Objektteile der Realita¨t.
Approximation Zusammenfassend liegt die Approximation darin, dass b physika-

















Abb. 7.5.: Lo¨sung des Skalierungsproblems.
nerhalb der beschriebenen Approximation jedoch aus Kameraposition Ebrn . Somit
entsteht ein Fehler fu¨r die dargestellten Objektteile zwischen a und b: Physikalisch
wu¨rde sich die Perspektive der Wahrnehmung a¨ndern. In dem beschriebenen Ansatz
wird lediglich eine Perspektive verwendet (aus Sicht von Ebrn ) und linear interpoliert.
Da die Kamerapositionen Ebr1 bis E
br
n fu¨r ein gegebenes Objekt nahe beieinander lie-
gen, kann die Approximation jedoch kaum wahrgenommen werden. Beispiele der
planaren Reflexion und Brechung sind in Abbildung 7.6 und 7.8a gegeben.
(a) (b)
Abb. 7.6.: Planare Reflexion und Brechung. Der Perspektivwechsel und die Skalierung des reflek-
tierten und gebrochenen Bildes sind dargestellt. So ko¨nnen die nicht direkt sichtbaren,
dunklen Seiten des Objektes auf der Oberfla¨che wahrgenommen werden.









Abb. 7.7.: Erzeugung der Environment Map und der zugeho¨rige Zugriff auf die Environment Map.
7.2.1.3. Erweiterungen
Die beschriebene planare Reflexion und Brechung wird im Folgenden fu¨r
oberfla¨chenschneidende, polygonale Objekte an dynamischen, welligen
Flu¨ssigkeitsoberfla¨chen erweitert. Ein dynamisches Ho¨henfeld repra¨sentiert
dabei die Oberfla¨che. Die Oberfla¨che in der Umgebung des Objektes wird planar
approximiert (Fig. 7.7 links). Die Ebene E wird durch die durchschnittliche
Ho¨henfeldwerte h˜ der Schnittfla¨che von Objekt und Oberfla¨che und der zugeho¨rigen
Durchschnittsnormalen ˆ˜n beschrieben:
E : ˆ˜nh˜ = ˆ˜nx (7.5)
(a) (b) (c)




Abb. 7.9.: Visueller U¨bergang der Brechung an der Grenzschicht mit der vorgestellten Methode
(a). Der U¨bergang ist ununterbrochen. Aktuelle Techniken verwenden E statt Ebrn zur
Generation der Environment Map. So ist der U¨bergang unterbrochen und eine Skalierung
findet nicht statt (b).
Anhand dieser Approximation wird die dynamische Environment Map wie im
vorhergehenden Abschnitt beschrieben erzeugt. Diese Map wird spa¨ter anhand
der Oberfla¨chenpositionen und -normalen auf die Oberfla¨che abgebildet (Abb. 7.7
rechts). Die Zugriffsvektoren werden mit dem Reflexionsgesetz und dem Snellius-
schen Gesetz berechnet. Da Flu¨ssigkeitsoberfla¨chen in der Regel sehr dynamisch
sind, muss die Environment Map in jedem Frame aktualisiert werden. Statische En-
vironment Maps ko¨nnen lediglich im Falle ruhiger Flu¨ssigkeiten genutzt werden.
Visueller U¨bergang an Grenzschicht Da eine planare Oberfla¨chenapproximation
zur Erzeugung der Environment Map benutzt wird, ko¨nnen in der nahen Umge-
bung des Objektes Bru¨che in der Brechung auftreten, denn die Zugriffsvektoren
treffen aufgrund der Oberfla¨chendynamik in der Regel nicht exakt die projizierte






Abb. 7.10.: Bei großen Wellenamplituden ko¨nnen dennoch Artefakte auftreten. Die Approximation
bricht m’ zu m’proj. Somit kann m’ auch an r wahrgenommen werden.
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Abb. 7.11.: Erzeugung der Environment Map fu¨r mehrere Objekte.
flektierten/gebrochenen Sichtstrahlen ermo¨glicht zum Beispiel Zugriff auf Positionen
oberhalb des Objektes. Um einen geschlossenen visuellen U¨bergang an der Grenz-
schicht der Flu¨ssigkeit zu erhalten, mu¨ssen die Oberfla¨chenpositionen und -normalen
an der Kontur des Objektes denen der approximierenden Ebene entsprechen (Abb.
7.7 rechts). So stimmen die reflektierten/gebrochenen Sichtstrahlen mit denen der
Erzeugung der Environment Map u¨berein. Die Oberfla¨che und die Normalen wer-
den in der Umgebung des Objektes linear an diejenigen der Ebene angepasst. Somit
ist der visuelle U¨bergang zwischen gebrochenen Objektteilen unter der Oberfla¨che
und dem Objekt u¨ber der Oberfla¨che ununterbrochen — siehe dazu Abbildung 7.9.
Es sei jedoch auch erwa¨hnt, das bei stark gewellten Flu¨ssigkeitsoberfla¨chen mit der
beschriebenen Methode Artefakte entstehen ko¨nnen — siehe Abbildung 7.10. Auf-
grund der hohen Dynamik derartiger Szenen jedoch sind diese inkorrekten Brechun-
gen kaum als solche wahrnehmbar.
Mehrere Objekte Das vorhergehend beschriebene Prinzip kann auch zur Brechung
und Reflexion mehrerer Objekte verwendet werden. (Fig. 7.11). Alle Objekte werden
separat aus ihrer jeweiligen virtuell gebrochenen/reflektierten Kamerapositionen in
die Environment Map abgebildet.
Wenn Objekte dicht beieinander liegen, ko¨nnen im Fall hoher Wellenamplituden
Objekte in der Environment Map u¨bereinander liegen. Starke Brechungswinkelva-
riationen verursachen diesen Effekt. In diesem Fall ko¨nnen benachbarte Elemente
zusammengefasst werden und als ein Brechungsobjekt behandelt werden. Oder aber
eine separate Environment Map wird fu¨r diesen Fall verwendet. Diese Effekte treten
jedoch lediglich bei stark gekru¨mmten Wellenoberfla¨chen auf, so dass in der Regel
eine einzige Environment Map verwendet werden kann.









Abb. 7.12.: Berechnung des Trapezes, welches entgegen der Blickrichtung orientiert ist.
Brechungen erscheinen, die unrealistisch sind. So kann zum Beispiel eine Welle hinter
einem Objekt zu einem Environment Map Zugriff fu¨hren, der Brechungsinformatio-
nen desselben Objektes zuru¨ckliefert. Aus diesem Grund werden zwei Environment
Maps benutzt. Eine statische, die alle statischen Informationen ohne die zu bre-
chenden Objekte entha¨lt. Und eine dynamische, die die zu brechenden Objektdaten
entha¨lt. Diese Map wird wie im vorhergehenden Abschnitt beschrieben erzeugt. Der
hauptsa¨chliche Bereich, in dem Brechung auftritt liegt im Bereich zwischen Objekt
und Kameraposition. Deshalb wird eine trapezfo¨rmige Fla¨che benutzt (Abb. 7.12),
in deren Bereich die dynamische Environment Map benutzt wird. Außerhalb wird
die statische Map genutzt. Das Trapez orientiert sich entlang der Geraden durch
Objektmittelpunkt und Kameraposition projiziert auf die Ebene.
Welche Environment-Map benutzt wird, ha¨ngt von der Position m relativ zur
Objektposition x ab (Fig. 7.12). Damit keine harten U¨berga¨nge zwischen beiden
Environment Maps auftreten, wird linear zwischen beiden Environment Maps in
Abha¨ngigkeit des Abstandes m von der Orientierung x + sr (s > 0) interpoliert.
Abbildungen 7.2a,c zeigen Beispiele der Reflexion und Brechung mehrerer Objek-
te — jedes Tischbein in Abb. 7.2c wird dabei als einzelnes Objekt behandelt.
7.2.2. Ergebnisse und Diskussion
Die pra¨sentierte Methode wurde unter Verwendung von OpenGL 2.0 und der zu-
geho¨rigen Shadersprache GLSL in C++ implementiert. Laufzeitmessungen erfolg-
ten auf einer Dual-Core 2,6 GHz AMD Athlon 64 CPU mit 2 GB RAM und einer
auf dem ATI Radeon x1900 Chip basierenden GPU (512MB). Die Implementie-
rung verwendet Multi-Threading. Dabei simuliert ein Core die Physik mit SPH und
der andere Core extrahiert die Oberfla¨che, erzeugt die notwendigen Texturen und
kreiert Kaustiken mit dem in Abschnitt 7.1 beschriebenen Verfahren. Laufzeitmes-
sungen werden in Tabelle 7.1 gegeben und wurden bei einer Darstellungsauflo¨sung
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Beispiel Simulation Cores Refl./Br. Approx. Kaust. Phys. Kaust.
(Abb.) (Anz.) (FPS) (FPS) (FPS)
7.1 SPH (2000P) 2 102 102 77
7.1 SPH (3000P) 2 84 84 71
7.2a SPH (2000P) 2 75 64 64
7.2b SPH (2000P) 2 55 55 45
7.2b SPH (3000P) 2 52 52 41
7.2c SPH (2000P) 2 51 51 44
7.6 Trigonom. 1 91 91 -
7.8 Trigonom. 1 51 51 -
Tab. 7.1.: Laufzeiten des vorgestellten Algorithmus in verschiedenen Szenarien (Refl./Br.). Wegen
des Shader-basierten Texturzugriffes, kann der Aufwand der approximativen Kaustiken
vernachla¨ssigt werden. Die physikalischen Kaustiken (Light Ray Tracing) sind jedoch
nicht zu vernachla¨ssigen. Die ambienten Wellen in den letzten beiden Beispielen wurden
durch U¨berlagerung trigonometrischer Funktionen erzeugt. Die gegebenen Zeiten gelten
fu¨r die SPH-Simulation, Oberfla¨chenextraktion und die Darstellung.
von 950 × 950 erhoben. Die Geschwindigkeiten erlauben volle Interaktivita¨t. Die
Performanz der unoptimierten Implementierung kann noch verbessert werden, in-
dem eine GPU-basierte Stro¨mungssimulation und Oberfla¨chenextraktion verwendet
wird. Vorteil der beschriebenen Methode ist neben der performanten Ausfu¨hrung die
Reduktion von Artefakten an der Grenzschicht und die der Realita¨t entsprechende
perspektivische Skalierung. Das beschriebene Verfahren soll kein Ersatz fu¨r akku-
rate Nicht-Echtzeit-Verfahren wie Ray Tracing darstellen, sondern stellt eine gute
Approximation fu¨r interaktive Umgebungen zur Verfu¨gung.
7.3. Interaktive Partikel-basierte Beschriftung
ohne Verdeckung von Hintergrundinformationen
Dieser Abschnitt pra¨sentiert ein Konzept zur interaktiven und u¨berdeckungsfreien
Beschriftung graphischer Elemente. Dabei bezeichnet Beschriftung (oder auch Label)
sowohl textuelle als auch graphische Elemente, die einer existierenden Graphik hin-
zugefu¨gt werden und in der Regel weitere, u¨ber das eigentliche Bild hinausgehende,
Informationen aufbereiten und pra¨sentieren.
Die Methode ermo¨glicht eine Beschriftung dynamischer Punktwolken bei
interaktiven Geschwindigkeiten. Zudem ko¨nnen Hintergrundinformationen in
der Beschriftung beru¨cksichtigt werden, so dass sie nicht verdeckt werden.
Aufgrund dieser Eigenschaften ist die Methode auch fu¨r die Visualisierung
Partikel-basierter Flu¨ssigkeitssimulationen interessant. Gerade in Echtzeitumge-
bungen mit verha¨ltnisma¨ßig wenigen Partikeln ko¨nnen die physikalischen Werte in
Labeln angegeben werden (Abb. 7.13a). Aber auch wa¨hrend der Entwicklung von
Simulations-Systemen kann eine derartige Exploration der Daten nu¨tzlich sein. Des
Weiteren ko¨nnten zum Beispiel dynamische Objekte innerhalb von Flu¨ssigkeiten
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Abb. 7.13.: Beispiele der pra¨sentierten, schnellen Beschriftungsmethode: Beschriftung von SPH-
Partikeln (a) und Beschriftung von Objekten innerhalb einer Stro¨mung (b).
beschriftet werden (7.13b).
Die beschriebene Beschriftungsmethode beno¨tigt als Eingabe lediglich eine Li-
ste von Punktkoordinaten, die zugeho¨rigen Label und das Hintergrundbild, welches
wa¨hrend der Beschriftung beru¨cksichtigt werden soll. Somit ist der beschriebene An-
satz sehr allgemein und bietet zahlreiche Anwendungsmo¨glichkeiten neben der Be-
schriftung Partikel-basierter Flu¨ssigkeitssimulationen. So ist Beschriftung in vielen
Visualisierungsumgebungen eine wichtige Technik, um dargestellte Daten zu kom-
munizieren. Aufgrund dieser Allgemeinheit ist der vorliegende Abschnitt ebenfalls
allgemein geschrieben und nimmt nicht explizit Bezug auf Flu¨ssigkeiten.
U¨berblick Schwerpunkt der im Folgenden beschriebenen Methode liegt auf der
schnellen Beschriftung beliebiger graphischer Elemente, ohne dabei andere visuelle
Elemente zu u¨berdecken. Die hier beschriebene Partikel-basierte Beschriftungsme-
thode kann tausende von Labeln in interaktiven Umgebungen positionieren — ohne
der Notwendigkeit einer Vorberechnung. U¨berdeckungen werden mit Hilfe von Parti-
keln detektiert, die bereits vergebene Bildschirmbereiche markieren. Die vorgestellte
Methode erzielt Ergebnisse, die denen existierender Methoden in der Regel in Bezug
auf Performanz zumindest ebenbu¨rtig sind (siehe Abschnitt 7.3.2 — Diskussion) —
die vorgestellte Methode kann jedoch zusa¨tzlich Hintergrundobjekte behandeln und
fu¨hrt eine Distanzbeschriftung ein, welche die Beschriftung in dichten Situationen
ermo¨glicht, in denen rein adjazente Methoden (Label liegen an dem zu beschriftenden
Objekt an) keine Beschriftung durchfu¨hren ko¨nnen. Die vorgestellte Beschriftungs-
technik wurde in Zusammenarbeit mit Martin Luboschik und Heidrun Schumann
entwickelt und vero¨ffentlicht [LSC08, CLS09].
Die U¨berlappungsfreie Beschriftung allgemeiner graphischer Objekte ist ein NP-
hartes Problem (zum Beispiel [MS91, KT96]). Deshalb verwenden aktuelle Ansa¨tze,
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die dieses Problem in interaktiven Umgebungen lo¨sen wollen, im Allgemeinen Ap-
proximationen und Heuristiken zur Einschra¨nkung des Lo¨sungsraumes und somit
zur Beschleunigung. Ein Ziel ist es in der Regel, mo¨glichst viele Label zu positio-
nieren, gleichzeitig jedoch auch visuelle Pra¨ferenzen zu beru¨cksichtigen. Da die Be-
schriftung von Punktobjekten ein ha¨ufiges und zugleich eingeschra¨nktes Problem ist,
fokussieren viele Techniken auf dieses Problem unter Beru¨cksichtigung von Label-
Label Konflikten. Um eine interaktive Beschriftung in dynamischen Umgebungen
zu erzielen, werden in der Regel intensive Vorverarbeitungsschritte (zum Beispiel
[BDY06, PGP03, YCL02, YCL05]) oder Reduktionen mo¨glicher Beschriftungsposi-
tionen (zum Beispiel [FW91, Mot07]) und/oder des zu beschriftenden Raumes vor-
genommen (zum Beispiel [FLH+06]). Die hier vorgestellte Methode beno¨tigt keine
Vorberechnung, so dass auch dynamische Punktwolken interaktiv beschriftet werden
ko¨nnen. Oftmals wird auch eine feste Gro¨ße der Label angenommen — dieses ist bei
dem vorgestellten Algorithmus nicht der Fall. Die Methode zur Beschriftung von
Punktobjekten wird schließlich um die Beru¨cksichtigung anderer visueller Elemente
und um die Beschriftung beliebiger Objekte erweitert.
7.3.1. Prinzip
Der pra¨sentierte Ansatz stellt eine stabile und schnelle Beschriftungsmethode dar,
ohne existierende visuelle Elemente zu u¨berdecken. Um eine effiziente Ausfu¨hrung
zu erzielen, wird der Beschriftungsprozess unterteilt und im Rahmen einer
Beschriftungs-Pipeline bearbeitet (Abschnitt 7.3.1.1). Diese Pipeline verwendet
komplexer werdende Beschriftungsalgorithmen fu¨r zugleich weniger zu beschriftende
Partikel. Zur Vermeidung von Verdeckungen existierender Label oder auch existie-
render Hintergrundelemente wird ein Partikel-basierter Ansatz verwendet. Dazu
werden Partikel fu¨r hinzukommende Label oder den existierenden Hintergrund
eingefu¨gt. Diese dienen spa¨ter der effizienten Konflikterkennung. Zusa¨tzlich zu
adjazenten Beschriftungspositionen wird eine Distanzbeschriftung eingefu¨hrt, um
dichte Punktwolken oder ausgedehnte graphische Objekte zu beschriften. Derartige
Situationen ko¨nnten fu¨r adjazente Beschriftungen ansonsten nicht gelo¨st werden.
Des Weiteren wird der Ansatz auf die achsenparallele Beschriftung beliebiger
Objekte erweitert — so zum Beispiel Linien- oder Fla¨chenobjekte.
Die grundlegenden Schritte zur u¨berdeckungsfreien Beschriftung unter
Beru¨cksichtigung existierender graphischer Elemente sind:
1. Rastergraphik oder Vektorgraphiken repra¨sentieren den momentan belegten
Raum, der von anderen Elementen belegt wird. Dieser wird abgetastet, um
die Konfliktpartikelmenge zu erzeugen.
2. Die zu beschriftenden Punkte werde als Label Partikel der Konfliktmenge hin-
zugefu¨gt.
3. Auf Basis der Konfliktmenge wird beim Durchlaufen der Beschriftungs-
Pipeline effizient u¨ber Akzeptanz bzw. Ablehnung entschieden.
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Abb. 7.14.: U¨bliche Positionierungsmodelle mit den mo¨glichen Beschriftungspositionen (Rechtecke)
und Bewertungen (1: hohe Priorita¨t . . . 8: niedrige Priorita¨t): 4-Positionsmodell (a),




Positionen 5-8 (8-Positionen Modell)
Distanzbeschriftung
Abb. 7.15.: Die vier Schritte der Beschriftungs-Pipeline (siehe dazu auch Abb. 7.14).
Diese Schritte garantieren die Unabha¨ngigkeit des Beschriftungsansatzes von den
unterliegenden Bildinformationen und eine schnelle Detektion von Beschriftungskol-
lisionen.
7.3.1.1. Beschriftungs-Pipeline
Die Beschriftungs-Pipeline ist entwickelt worden, um hohe Geschwindigkeiten zu er-
zielen. Die grundlegende Idee ist es, mit schnellen Beschriftungstechniken mo¨glichst
viele Label zu setzen — um Rechenleistung fu¨r komplexere Techniken bei mo¨glichst
wenig zu positionierenden Labeln zu bewahren. Die Beschriftungs-Pipeline wurde
als Ergebnis dieser Erkenntnis und dem Experimentieren mit verschiedenen Pipe-
lines definiert (Abb. 7.14 und Abb. 7.15). Jeder Schritt wird unabha¨ngig fu¨r alle
bis dahin unbeschrifteten Punkte angewendet. Schritte 1–3 stellen eine sukzessive
Anordnung existierender Techniken dar. Diese benutzen in der Regel ein bis zwei
dieser Schritte und versuchen die Ergebnisse zu optimieren — somit unterscheidet
sich das hier beschriebene Vorgehen signifikant von existierenden Techniken.
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Abb. 7.16.: Abtastfunktion des Bildraumes: rmax = 4, mmax = 100, nrot = 6, d = 1 (a); rmax = 1,
mmax = 50, nrot = 3, d = −1 (b).
Der vorgestellte Partikel-basierte Ansatz sucht nach verfu¨gbarem Raum fu¨r Be-
schriftungen in der Umgebung unbeschrifteter Objekte, wenn adjazente Ansa¨tze fehl-
schlagen (Pipeline-Schritte 1–3). Aus diesem Grund wird eine raumdiskretisierende
Funktion definiert, die verfu¨gbaren Raum nach der aktuelle Labelgro¨ße in der Umge-
bung von Objekten untersucht. Diese selektiert die Position, die ohne U¨berdeckung
mo¨glichst nahe an dem zu beschriftenden Element liegt. In der Praxis muss die raum-
diskretisierende Funktion nicht den gesamten zur Verfu¨gung stehenden Bildraum
abtasten — eine spa¨rlich abtastende Funktion reduziert die Beschriftungsqualita¨t
kaum, steigert jedoch die Performanz erheblich. Hier wird die raumdiskretisierende
















· rmax, m = 1 . . . mmax.
mmax bezeichnet die Anzahl der Abtastungspunkte, rmax den maximalen Radius der
Spirale und nrot definiert die Anzahl der Rotationen der Spirale. Die Orientierung
der Spirale wird mit dem Parameter d ∈ {1;−1} bestimmt. Somit kann die raumab-
stastende Funktion intuitiv definiert werde (Abb. 7.16). Distanzbeschriftungen und
korrespondierende Punktobjekte werden mit Linien verbunden, um die Zusammen-
geho¨rigkeit zu repra¨sentieren.
Beschriftung nach Relevanz Die beschriebene Beschriftungs-Pipeline resultiert
in einer Beschriftung entsprechend der Reihenfolge der zu beschriftenden Parti-
kel. Wa¨hrend die ersten zu beschriftenden Punktobjekte noch den Großteil der zur
Verfu¨gung stehenden Fla¨che nutzen ko¨nnen, mu¨ssen die spa¨ter zu positionierenden
Label eventuell aus Platzgru¨nden abgewiesen werden. Dieser Sachverhalt kann ge-
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Abb. 7.17.: Positionierung virtueller Partikel: Die vom Label eingenommene Fla¨che wird entspre-
chend der minimalen Labelgro¨ße lminw ,l
min
h mit virtuellen Partikeln diskretisiert (a).
Konstante Labelgro¨ßen resultieren somit in lediglich vier virtuellen Partikeln (b).
nutzt werden, um eine Beschriftung entsprechend der Relevanz zu ermo¨glichen. In
der Kartographie zum Beispiel ist der Name eines Staates in der Regel wichtiger als
die Namen von Sta¨dten oder Flu¨ssen. Wenn eine gegebene Relevanz angenommen
werden kann, kann die beschrieben Beschriftungs-Pipeline eine Beschriftung entspre-
chend dieser Relevanz vornehmen. Dafu¨r wird jede Relevanzstufe separat beschriftet
— beginnend mit der Stufe ho¨chster Relevanz. Somit erhalten wichtigere Elemente
eher ein nahes oder gar adjazentes Label und vorhandene Fla¨che wird entsprechend
der Relevanz verteilt.
7.3.1.2. Effiziente Konflikterkennung mit Partikeln
Ein entscheidender Schritt fu¨r gutes Laufzeitverhalten ist die schnelle Detektion von
Konflikten, da dieser Test im ungu¨nstigsten Fall fu¨r jede mo¨gliche Labelposition
aller Label und aller Pipeline-Schritte durchgefu¨hrt werden muss. Da die hier be-
schriebenen Label als achsenparallel angenommen werden, mu¨ssen lediglich Schnitte
achsenparalleler Rechtecke detektiert werden. Zur schnellen und flexiblen Detektion
wird die Menge der Konfliktpartikel eingefu¨hrt. Diese besteht aus Label-Partikeln
und virtuellen Partikeln.
Label-Partikel repra¨sentieren die n zu beschriftenden Punktobjekte mit den Po-
sitionen x1, . . . ,xn ∈ R2. Dreidimensionale Punktwolken werden in den zweidimen-
sionalen Bildraum transformiert und ko¨nnen dann blickpunktabha¨ngig beschriftet
werden. Virtuelle Partikel werden dynamisch erzeugt oder vernichtet, um belegte
Positionen im Bildraum zu markieren und mit ihrer Hilfe Konflikte zu erkennen. Ei-
ne mo¨gliche Beschriftungsposition ist konfliktfrei und kann somit akzeptiert werden,
wenn kein Konfliktpartikel innerhalb der zugeho¨rigen rechteckigen Fla¨che existiert.
Somit kann der Konflikttest fu¨r ein gegebenes rechteckiges Label mit den Koor-
dinaten (xleft, ybottom, xright, ytop) und einem gegebenen Konfliktpartikel mit Position
(xp, yp) auf folgenden logischen Ausdruck reduziert werden:
accepted = ¬ ((xp > xleft) ∧ (xp < xright) ∧
(yp > ybottom) ∧ (yp < ytop)
)
.
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Neue virtuelle Partikel mu¨ssen bei Akzeptanz erzeugt werden, um eine spa¨tere Ver-
deckung des hinzugekommenen Labels zu verhindern. Deshalb wird die Beschrif-
tungsfla¨che mit der minimal existierenden Beschriftungsgro¨ße lminw ,l
min
h abgetastet
und entsprechend mit virtuellen Partikeln gefu¨llt (Abb. 7.17a). Im Sonderfall von
lediglich einer existierenden Beschriftungsgro¨ße ergeben sich lediglich vier hinzu-
zufu¨gende virtuelle Partikel (Abb. 7.17b). Im folgenden Abschnitt wird beschrieben,
wie mit Hilfe virtueller Partikel eine Verdeckung graphischer Hintergrundinforma-
tionen verhindert werden kann.
Zur Beschra¨nkung des Konflikttests auf relevante Konfliktpartikel und damit zur
Reduktion des Aufwands, wird eine Datenstruktur zur Nachbarschaftssuche ein-
gefu¨gt. Diese muss ein ausgewogenes Verha¨ltnis von schneller Aktualisierung und
Auswahl lediglich relevanter virtueller Partikel gewa¨hrleisten. Eine Gitter-basierte,
orthogonale Bereichssuche erfu¨llt diese Bedingungen. Jedes Gitterelement kennt alle
Partikel innerhalb der zugeho¨rigen Fla¨che. Somit mu¨ssen lediglich Konfliktparti-
kel aus den betreffenden benachbarten Gitterelementen betrachtet werden, wenn
die verschiedenen Beschriftungspositionen eines Punktobjektes getestet werden. Um
den Speicherzugriff zu reduzieren und realistischen Szenarien gerecht zu werden,
wird die Gitterelementgro¨ße entsprechend der maximalen Beschriftungsbreite lmaxw
und -ho¨he lmaxh gewa¨hlt.
Die mo¨glichen Beschriftungspositionen werden entsprechend der aktuellen
Beschriftungs-Pipeline gesetzt. Wenn kein Konflikt auftritt, wird die aktuell
getestete Beschriftungsosition akzeptiert, andernfalls wird die na¨chste Beschrif-
tungspositionen getestet. Falls keine gu¨ltige (konfliktfreie) Position gefunden wird,
wird das aktuelle Partikel als unbeschriftet deklariert.
7.3.1.3. Abbildung graphischer Daten
Wie im vorhergehenden Abschnitt beschrieben wurde, ko¨nnen die virtuellen Par-
tikel verwendet werden, um Konflikte zwischen Labeln effektiv zu detektieren. In
diesem Abschnitt wird das Konzept erweitert, um beliebige existierende visuelle
Objekte mit Hilfe virtueller Partikel in das U¨berlappungsproblem einzubeziehen.
Um Unabha¨ngigkeit von der konkreten, unterliegenden Visualisierungstechnik zu
gewa¨hrleisten, wird die Diskretisierung der Objekte mit Partikeln separat sowohl
fu¨r Rastergraphiken, als auch fu¨r Vektorgraphiken behandelt.
Bild-basierter Ansatz Als Eingabe wird ein rasterisiertes Bild angenommen — die
Kollisionen-Map. Diese wird im Bildraum abgetastet und besitzt eine Farbe chg, die
verfu¨gbaren Beschriftungsraum anzeigt (diese entspricht in der Regel der Hinter-
grundfarbe). Virtuelle Partikel werden im Partikelraum eingefu¨hrt fu¨r alle abgeta-
steten Farbwerte = chg (Abb. 7.18a). Ein Abtastrate von 1 × 1 Pixeln wu¨rde opti-
male Ergebnisse erzielen — ho¨here Abtastraten verbessern die Performanz erheblich
und verringern die Beschriftungsqualita¨t nicht, wenn keine Elemente existieren, die
kleinere Ausdehnungen besitzen als die Abtastrate. So kann jedes beliebige visuelle
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Abb. 7.18.: Erzeugung virtueller Partikel: Ein Rasterbild wird mit virtuellen Partikeln abgetastet
(a). Vektorobjekte (hier: Kurve) ko¨nnen direkt mit virtuellen Partikeln abgetastet wer-
den (b). Die verwendeten Positionen ko¨nnen zusa¨tzlich als mo¨gliche Kandidaten fu¨r eine
Beschriftung des Vektorobjektes verwendet werden.
Element innerhalb der Beschriftung behandelt werden. Die Kollisionen-Map kann
in vielen Anwendungen direkt innerhalb der Rendering-Pipeline extrahiert werden,
so dass ein zusa¨tzlicher Rendering-Pass nicht unbedingt notwendig sein muss. Bei-
spiele werden in Abbildungen 7.19 und 7.22 gegeben. In Abbildung 7.19b sind die
virtuellen Partikel beispielhaft dargestellt.
Vektor-basierter Ansatz Vektorgraphik kann auf a¨hnliche Weise in das Beschrif-
tungsproblem mit einbezogen werden. Dazu muss lediglich die Kontur des Vektor-
objektes ebenfalls im Bildraum abgetastet und als virtuelle Partikel in die Konflikt-
menge eingefu¨gt werden (Abb. 7.18b).
7.3.1.4. Erweiterungen
Der Partikel-basierte Beschriftungsansatz kann auf die Beschriftung beliebig geform-
ter Objekte erweitert werden (fla¨chige Punktobjekte, Linien und Fla¨chen). Das zu
beschriftende und nicht zu u¨berdeckende Objekt wird zuna¨chst mit virtuellen Par-
tikeln abgetastet (wie im vorhergehenden Abschnitt beschrieben). Dann kann ein
Label-Partikel innerhalb des zu beschriftenden Objektes positioniert werden. Auf-
grund der darin positionierten virtuellen Partikel wird mit Hilfe des vierten Pipeline-
Schrittes, der Distanzbeschriftung, eine mo¨gliche Beschriftungsposition außerhalb
des zu beschriftenden Objektes bestimmt (die anderen drei Schritte ko¨nnen in die-
sem Fall nicht zum Erfolg fu¨hren, da adjazente Techniken aufgrund der innerhalb des
Objektes positionierten virtuellen Partikel fehlschlagen). Liegt die gefundene Positi-
on am Objekt an, so kann die Linie verzichtet werden, die die Zusammengeho¨rigkeit
signalisiert (Abb. 7.19). Mit Hilfe einer Invertierung der Kollisionen-Map ko¨nnen
Fla¨chen auch intern beschriftet werden (Label liegen innerhalb eines Objektes und
nicht außerhalb).
Der beschriebene Ansatz ermo¨glicht zudem eine einfache Beschriftung mit beliebig
geformten Labeln und eine Beru¨cksichtigung von Fla¨chen unterschiedlicher Relevanz.
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Abb. 7.19.: Beschriftung beliebig geformter Objekte. Die zu beschriftenden Punktobjekte liegen
innerhalb der graphischen Objekte. Mit Hilfe der Distanzbeschriftung ergeben sich die
Beschriftungspositionen (a). Die gezeigten virtuellen Partikel verhindern Verdeckung
von Labeln und Hintergrundinformationen (b) — die Partikel sind in dieser Abbildung
vergro¨ßert dargestellt.
Fu¨r genauere Details sei an dieser Stelle auf [LSC08] verwiesen.
Die vorgestellte Methode beschriftet alle Label-Partikel unabha¨ngig von den vor-
hergehenden Beschriftungspositionen. In dynamischen Umgebungen oder bei einer
Transformation der Positionen kann sich die jeweilige Beschriftungsposition in je-
dem dargestellten Bild a¨ndern, was zu visuellem Flimmern der Beschriftungen fu¨hren
kann. Um dennoch fließende Bewegungen der Beschriftungen zu erzielen kann ein
Animationsverfahren verwendet werden. Die Label bewegen sich tra¨ge in Richtung
der aktuellen Beschriftungsposition und werden mit einer Fading-Funktion entspre-
chend ihrer Sichtbarkeit ein- und ausgeblendet. Fu¨r mehr Details sei an dieser Stelle
auf [CLS09] verwiesen.
7.3.2. Ergebnisse und Diskussion
Die Experimente, die im Folgenden vorgestellt werden, wurden auf einem Dual-
Core Desktop PC mit 2,6 GHz AMD Athlon 64 CPU, 2 GB RAM und einer auf der
GeForce 8800 GTX GPU basierenden Graphikkarte durchgefu¨hrt. Alle gegebenen
Messzeiten beziehen sich auf die Zeit, die zur Beschriftung und zur Darstellung
beno¨tigt wird.
Im Allgemeinen ist ein direkter Vergleich von Beschriftungsmethoden schwierig, da
in der Regel verschiedene Voraussetzungen gelten. Die meisten existierenden Ansa¨tze
fu¨r interaktive Beschriftungen nutzen eine adjazente Beschriftungsstrategie, kennen
somit keine Distanzbeschriftungen, und behandeln keine Hintergrundelemente. Eini-
ge Methoden nehmen auch statische Labelgro¨ßen an. Die hier vorgestellte Methode
ist frei von derartige Einschra¨nkungen, was — neben der guten Performanz — einen
Hauptvorteil der Methode darstellt.
Dennoch wurden Standarddatensa¨tze und zufa¨llige Konfigurationen, die in ande-
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Anzahl Label
Beschriftungsmethode 500 750 1000 1500
in % in % in % in %
mit Point-Selection
Sim. Annealing 99 95 88 74
ohne Point-Selection
FALP 100 97 90 —
Tabu Search 99 97 90 —
Sim. Annealing 98 92 82 —
Tab. 7.2.: Beschriftungsergebnisse aus [CMS95] [YCL05] mit und ohne Point-Selection. Die Konfi-
guration wird in Tabelle 7.3 gegeben.
ren Vero¨ffentlichungen verwendet wurden, mit der beschriebenen Beschriftungsme-
thode modelliert und beschriftet — so sind die pra¨sentierten Ergebnisse zumindest
teilweise vergleichbar. Fu¨r jede zufa¨llig, uniform verteilte Punktwolke wurden 100
Messungen durchgefu¨hrt, deren Durchschnitt die gegebene Beschriftungsquote und
Performanz beschreibt.
Anzahl beschrifteter Elemente Ein wichtiges Ziel der Beschriftung ist eine ho-
he Beschriftungsrate (mo¨glichst viele Label ohne U¨berdeckungen zu positionieren).
Der beschriebene Ansatz beschriftet mo¨glichst viele Objekte adjazent. Erst, wenn
die Anzahl von Punktobjekten zum verfu¨gbaren Bildraum wa¨chst, werden mehr
Distanzbeschriftungen beno¨tigt. Die Literatur unterscheidet zwei Za¨hlweisen von
Beschriftungskonflikten: Mit und ohne Point-Selection. Mit Selektion werden ledig-
lich die Punktobjekte geza¨hlt, die nicht konfliktfrei beschriftet werden ko¨nnen (sie
werden selektiert) — ohne Selektion werden alle Punktobjekte geza¨hlt, die an einem
Konflikt beteiligt sind (vgl. [CMS95] fu¨r mehr Details). Tabelle 7.2 zeigt Referenz-
werte aus [CMS95] und [YCL05]. Bei bis zu 750 Punktobjekten auf der gegebenen
Fla¨che beschriftet die hier beschriebene Methode alle Punkte und es existieren somit
keine Konflikte (Tabelle 7.3, Abb. 7.20 und 7.21). Damit ist die Za¨hlweise von Kon-
flikten in diesen Fa¨llen irrelevant und die gezeigten Ergebnisse ko¨nnen direkt mit
den Literaturwerten verglichen werden. Die hier beschriebene Methode beschriftet
in diesen Fa¨llen mehr Objekte als existierende Methoden. Im Falle von 1000 Punk-
ten beschriftet die beschriebene Methode 99, 96% — eine untere Abscha¨tzung fu¨r
Point-Selection allowed liefert 99%, so dass auch in diesem Fall Simulated Annealing
u¨bertroffen wird.
Ergebnisse der Beschriftung nach Relevanz (Vgl. Abschnitt 7.3.1.1) werden in
Tabelle 7.4 gegeben. 10% der Punktobjekte werden mit ho¨her Relevanz deklariert
(Dunkelgru¨ne Label in Abbildung 7.21). Mit Hilfe der Distanzbeschriftung ko¨nnen
alle Elemente mit gro¨ßerer Relevanz beschriftet werden. Somit ist die Methode auch
fu¨r hierarchische Datensa¨tze geeignet.
Die beschriebene Beschriftungs-Pipeline liefert in der Regel mehr adjazente Be-
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Abb. 7.20.: Vergleich adjazente Beschriftung und Distanzbeschriftung. Pipeline-Konfiguration A (a)
und Pipeline-Konfiguration D (b) — siehe dazu Tabelle 7.3.
Anzahl Label
PK 500 750 1000 1500
% ms % ms % ms % ms
1 91,54 1 82,57 1 72,93 2 55,66 2
A 95,50 1 89,40 2 81,61 4 65,52 7
D 100,00 2 100,00 4 99,96 10 85,21 59
ΔD,A 4,50 1 10,60 2 18,35 6 19,69 52
Tab. 7.3.: Verschiedene Pipeline-Konfigurationen: Prozentsatz der gesetzten konfliktfreien Label
und zugeho¨rige Beschriftungszeiten (in ms) fu¨r verschiedene Anzahlen von Punktobjek-
ten. Pipeline-Konfiguration (PK): (1) Beschriftungsergebnisse nach dem ersten Pipeline-
Schritt, (A) adjacente Beschriftungsergebnisse nach den Pipeline-Schritten 1–3, (D) Be-
schriftungsergebnisse nach allen Pipeline-Schritten (mit Distanzbeschriftung), (ΔD,A)
zeigt den Unterschied zwischen Reihe (A) und (D). Spiralen-Parameters fu¨r (D): rmax =
150, c = 20, d = −1, mmax = 500. Labelgro¨ße ist 30 × 7 und Bildgro¨ße ist 792×612
(entsprechend [CMS95]).
schriftungen als Distanzbeschriftungen. Bei zunehmender Anzahl zu beschriftender
Objekte steigt auch die Anzahl der Distanzbeschriftungen. Distanzbeschriftungen
verringern — auch wegen der zusa¨tzlichen Verbindungslinien von Objekt zu La-
bel (teilweise kreuzend) — die Lesbarkeit. Jedoch wird in realistischen Szenari-
en eine gute Lesbarkeit erzielt (Abb. 7.21). Zudem ist das Labelproblem ab ei-
ner gewissen Punktdichte nicht lo¨sbar und der prinzipielle Ansatz der Distanzbe-
schriftung ermo¨glicht in Szenarien, in denen adjazente Beschriftungen fehlschlagen,
noch vollsta¨ndige Beschriftungsergebnisse. Der Unterschied zwischen den Pipeline-
Schritten 1− 3 und dem zusa¨tzlichen Schritt 4 der Distanzbeschriftung sind in Ta-
belle 7.3 dargestellt. Mit Distanzbeschriftung ist die Konfiguration erkennbar und
alle Punktobjekte ko¨nnen beschriftet werden. Zudem ist die beschriebene Technik
der erste interaktive Ansatz, der auch dynamische Hintergrundelemente, ohne vor-
hergehende Vorberechnung beru¨cksichtigen kann.
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Abb. 7.21.: Beschriftungsbeispiele fu¨r verschiedene Anzahlen zufa¨llig verteilter Punktobjekte: 250
(a), 500 (b), 1000 (c). Die dunklen Label zeigen Punktobjekte mit ho¨herer Relevanz
(siehe Tab. 7.4) — sie werden also zuerst beschriftet. Parameter und Laufzeiten werden
in Tabelle 7.3 gegeben.
Anzahl relevanter Relevante Label beschriftet mit:
Label Adjazente Beschriftung Distanzbeschriftung
10 aus 100 100,00 % 0,00 %
25 aus 250 99,84 % 0,16 %
50 aus 500 99,64 % 0,36 %
75 aus 750 99,29 % 0,71 %
100 aus 1000 98,33 % 1,67 %
150 aus 1500 95,63 % 4,37 %
Tab. 7.4.: Beschriftung nach Relevanz: Anzahl der relevanten Label mit adjazenter Beschriftung
und Distanzbeschriftung. In allen Fa¨llen werden alle relevanten Label (100 %) gesetzt.
Die Konfiguration wird in Tabelle 7.3 gegeben.
Performanz Eine weitere, wichtige Anforderung an eine interaktive Beschriftungs-
umgebung ist die Ausfu¨hrungsgeschwindigkeit. Der beschriebene Partikel-basierte
Ansatz ist schnell und erlaubt eine vollsta¨ndige Aktualisierung aller Beschriftungs-
positionen bei interaktiven Geschwindigkeiten — ohne der Verwendung einer Vor-
berechnung.
Laufzeitmessungen der beschriebenen Methode werden in Tabelle 7.3 gegeben.
Innerhalb weniger Millisekunden ko¨nnen bis zu 1000 Punktobjekte beschriftet wer-
den — inklusive Distanzbeschriftung. Nach Erkenntnis des Autors wurden schnel-
lere Ergebnisse ohne der Verwendung eines Vorverarbeitungsschrittes noch nicht
vero¨ffentlicht.
Distanzbeschriftung ist der aufwendigste Schritt des beschriebenen Verfahrens. Im
Fall von 1500 Punktobjekten auf der gegebenen Fla¨che mu¨ssen bereits ≈ 35% al-
ler Punktobjekte mit der Distanzbeschriftung beschriftet werden. Deshalb sinkt die
Beschriftungsperformanz fu¨r 1500 Partikel auf 59 ms bei Pipeline-Konfiguration D.
Dennoch werden auch in diesem Fall interaktive Frameraten erreicht. Auch in großen
Umgebungen bietet das Partikel-basierte Beschriftungsverfahren eine gute Perfor-
manz. So ko¨nnen zum Beispiel 100.000 Partikel in weniger als einer Sekunde be-
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Abb. 7.22.: Beispiel: 500 Punktobjekte werden beschriftet (Konfiguration wie in Abbildung 7.21b).
Dabei werden verschiedene Kollisionen-Maps verwendet: Gitter (a), kleine Linse (b),
große Linse (c), Gitter & kleine Linse (d). Laufzeiten werden in Tabelle 7.5 gegeben.
Die Beschriftungslinsen (vgl. [FP99]) ko¨nnen mit dem vorgestellten Verfahren durch
Positionierung virtueller Partikel realisiert werden.
Kollisionen-Map VP % ms
ohne 1587 100,0 (4) 2
Gitter 8339 100,0 (25,4) 20
kleine Linse 3353 100,0 (7,4) 17
große Linse 7109 98,2 (19,8) 34
Gitter & kleine Linse 9760 100,0 (29,2) 24
Tab. 7.5.: Ergebnisse fu¨r die Beispiele aus Abbildung 7.22 unter Verwendung von Relevanz und
einer Kollisionen-Map: Anzahl virtueller Partikel (VP), Prozentsatz gesetzter Label, Pro-
zentsatz der Distanzbeschriftungen in Klammern und Laufzeit in ms. Die Konfiguration
wird in Tabelle 7.3 gegeben.
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schriftet werden (fu¨r genauere Details, siehe [LSC08]).
Bei Verwendung einer Kollisionen-Map sinkt die Performance, da mehr aufwen-
dige Distanzbeschriftungen verwendet werden. Abbildung 7.22 zeigt beispielhafte
Konfigurationen unter Beru¨cksichtigung verschiedener Hintergrundbilder. Zeitmes-
sungen werden in Tabelle 7.5 gegeben. Bei den gezeigten Beispielen reduziert sich
die Performanz um den Faktor 10 — sie ist jedoch immer noch ausreichend, um eine
Interaktion zu gewa¨hrleisten.
7.4. Zusammenfassung
Dieses Kapitel thematisierte die Darstellung von Flu¨ssigkeiten — mit dem Schwer-
punkt transparenter Flu¨ssigkeiten. Neben der allgemeinen Approximation opti-
scher Effekte wurde die Repra¨sentation polygonaler Objekte behandelt, die eine
Flu¨ssigkeitsoberfla¨che durchschneiden. Reflexions- und Brechungspha¨nomene in der-
artigen Situationen effizient zu behandeln, ist ein bisher ungelo¨stes Problem und
fu¨hrt in der Regel zu starken Artefakten. Die beschriebene, interaktive Methode ap-
proximiert mit Hilfe einer Oberfla¨chenapproximationen und eines Mapping-Ansatzes
die Reflexion und Brechung polygonaler Objekte, die die Oberfla¨che durchschnei-
den — wobei die brechungstypischen Eigenschaften von Winkelverschiebungen an
der Grenzschicht und Skalierung der unter der Oberfla¨che liegenden Objektteile re-
pra¨sentiert werden.
Schließlich wird im Bereich der nicht-realistischen Darstellung eine schnelle Metho-
de vorgestellt, die die u¨berdeckungsfreie Beschriftung von Partikelwolken ermo¨glicht.
Diese kann wa¨hrend der Entwicklung Partikel-basierter Flu¨ssigkeitsumgebungen
oder der Exploration von Simulationsdaten hilfreich sein, wenngleich die Anwen-
dungsmo¨glichkeiten weit u¨ber die Beschriftung von Flu¨ssigkeitspartikeln hinausge-
hen. Denn die Methode ist sehr schnell und kann als bisher einziger Beschriftungs-
ansatz beliebige Hintergrundobjekte wa¨hrend der Beschriftung beru¨cksichtigen.
8. Zusammenfassung und Ausblick
Zusammenfassung Die realistische Repra¨sentation von Flu¨ssigkeiten in der Com-
putergraphik erfordert drei auszufu¨hrende Schritte: (1) Simulation, (2) Ober-
fla¨chenextraktion und (3) Darstellung. Diese wurden zusammenfassend als Liquid-
Pipeline bezeichnet. Die einzelnen Schritte der Liquid-Pipeline sind rechentechnisch
ausgesprochen aufwendig. Der Großteil existierender Arbeiten befasst sich mit der
Ausfu¨hrung einzelner Schritte der Liquid-Pipeline in nicht-echtzeitfa¨higen, dreidi-
mensionalen Umgebungen. Eine Umsetzung in Echtzeitumgebungen ist mit einer
erheblichen Einschra¨nkung der verfu¨gbaren Rechenzeit verbunden und fu¨hrt in der
Regel zu undetaillierten oder langsamen Animationen oder ist auf die Repra¨sentation
geringer Flu¨ssigkeitsmengen beschra¨nkt. Aus diesem Grund wird im Rahmen dieser
Arbeit die Verwendung und Kopplung verschiedener, angepasster Simulationstech-
niken fu¨r interaktive Umgebungen vorgeschlagen, um eine effizientere Ausfu¨hrung
zu erzielen und damit den Detailgrad und/oder das repra¨sentierbare Volumen zu
vergro¨ßern.
Die verschiedenen Methoden ko¨nnen als physikalisch-basiert oder empirisch klas-
sifiziert werden. Der Fokus dieser Arbeit liegt auf physikalisch-basierten Verfahren.
Ein Stufenmodell erfasst diese in Hinblick auf Echtzeitumgebungen: Ambiente Wel-
len, Oberfla¨chensimulation, 2D Stro¨mungssimulation und 3D Stro¨mungssimulation.
Die adaptive Verwendung mehrerer der genannten Verfahren in geeigneten Situatio-
nen ermo¨glicht die Darstellung von Flu¨ssigkeitsfla¨chen, physikalischen Effekten und
zugleich dreidimensionalen Volumina in interaktiven Umgebungen. Es ko¨nnen mehr
Details oder gro¨ßere Flu¨ssigkeitsmengen repra¨sentiert werden, als es bei Verwendung
einer einzigen Methode mo¨glich wa¨re. Die Mo¨glichkeiten und Grenzen der einzelnen
Verfahren wurden umfassend in Kapitel 4 behandelt und sind zusammengefasst in
Tabelle 4.4 dargestellt worden.
In dieser Arbeit wurden neue, konkrete Methoden zu allen drei Schritten der
Liquid-Pipeline vorgestellt. Im Rahmen des Stufenmodells wurden neue Simulati-
onskopplungen vorgestellt, die zusammen alle Mo¨glichkeiten des Stufenmodells auf-
zeigen und deutliche Vorteile gegenu¨ber der Verwendung lediglich eines einzelnen
Verfahrens besitzen. Im Einzelnen wurden neue Methoden zur Kopplung folgender
Stufen pra¨sentiert:
• Ambiente Wellen + Oberfla¨chensimulation + Bewegte Gitter [CS09b]: Dieser
neue Ansatz ermo¨glicht eine adaptive, Gitter-basierte Simulation auf unend-
lich ausgedehnten Flu¨ssigkeitsoberfla¨chen (zum Beispiel ein Ozean). So ko¨nnen
detaillierte Wellen in definierten Bereichen simuliert werden, die bilateral mit
Objekten interagieren.
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• Ambiente Wellen + Oberfla¨chensimulation + 2D Stro¨mungssimulation
[Cor08]: Die Wellenausbreitung auf bewegten Flu¨ssigkeitsfla¨chen (zum
Beispiel Flu¨ssen) kann effizient mit dieser Methode realisiert werden.
Zugleich stellt die Methode eine Erweiterung der Wave Particles-Methode
dar, die lediglich Oberfla¨chenwellen ohne Beru¨cksichtigung einer Stro¨mung
repra¨sentieren kann.
• Ambiente Wellen + Oberfla¨chensimulation + 3D Stro¨mungssimulation
[Cor07b]: Durch Kombination einer zwei- und einer dreidimensionalen
Simulation ko¨nnen dreidimensionale Stro¨mungen und damit bewegte drei-
dimensionale Flu¨ssigkeiten mit detaillierten Oberfla¨chenwellen repra¨sentiert
werden. Die ausschließliche Verwendung der dreidimensionalen Simulation
wu¨rde wesentlich weniger detaillierte Oberfla¨chen ergeben oder einen erheblich
ho¨heren Rechenaufwand erfordern.
Des Weiteren beschreibt diese Arbeit die Konstruktion brechender Wellen
aus einer physikalisch-basierten zweidimensionalen Stro¨mungssimulation unter
Beru¨cksichtigung der natu¨rlichen Symmetrie [CS08]. Besonderes Merkmal der
Methode ist die Tatsache, dass eine interaktive Repra¨sentation brechender Wellen
erreicht wird — damit stellt die Methode den bisher schnellsten, physikalisch-
basierten Ansatz zur Repra¨sentation brechender Wellen dar.
Die Oberfla¨chenextraktion aus dreidimensionalen Partikelwolken kann effizient
mit dem in dieser Arbeit beschriebenen Bild-basierten Ansatz erfolgen [CS09a]. Die
Methode wurde fu¨r interaktive Umgebungen entworfen und ist schneller als existie-
rende Methoden fu¨r dynamische Partikelwolken. Die gute Laufzeit resultiert aus der
Tatsache, dass keine polygonale Oberfla¨che erzeugt werden muß und die Methode
vollsta¨ndig auf der GPU ausgefu¨hrt werden kann.
Fu¨r die Ho¨henfeld-basierte Darstellung von Flu¨ssigkeiten wurden einfache und
schnelle Approximationen zur Darstellung von Schaum, Kaustiken und Absorpti-
on beschrieben. Ein weiterer Fokus lag auf der verbesserten und dennoch schnel-
len Repra¨sentation von Reflexionen und Brechungen polygonaler Objekte, die die
Flu¨ssigkeitsoberfla¨che schneiden [Cor07a]. Mit der vorgestellten Methode ko¨nnen
die unerwu¨nschten Artefakte existierender Verfahren in diesen Situationen redu-
ziert werden. Zudem kann der Ansatz die brechungstypischen optischen Win-
kelverschiebungen und Skalierungen der Objektteile darstellen, die unter der
Flu¨ssigkeitsoberfla¨che liegen. Die in dieser Arbeit pra¨sentierte Partikel-basierte
Beschriftungsmethode erleichtert die Exploration der physikalischen Parameter
Partikel-basierter Flu¨ssigkeiten [LSC08, CLS09]. Daru¨ber hinaus ist sie interessant
fu¨r viele andere interaktive Umgebungen, in denen eine Beschriftung vonno¨ten ist.
Die Methode ist in der Performanz existierenden Verfahren mindestens ebenbu¨rtig
— stellt daru¨ber hinaus jedoch die einzige existierende schnelle Methode dar,
die beliebige graphische Objekte beschriften und gleichzeitig Hintergrundobjekte
beru¨cksichtigen kann.
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Ausblick Obwohl die im Rahmen dieser Arbeit entwickelten Methoden die
Flu¨ssigkeitsrepra¨sentation in interaktiven Umgebungen verbessern, bleibt Raum
fu¨r zuku¨nftige Arbeiten. Zuna¨chst wa¨re eine vollsta¨ndige Umsetzung des hier
beschriebenen, allgemeinen Simulationsschemas innerhalb einer einzigen Umgebung
wu¨nschenswert, so dass Techniken miteinander kombiniert werden ko¨nnten und
diese Kombination dann direkt in anderen Programmen verwendet werden ko¨nnte.
Doch eine derartige Umsetzung ist von großem handwerklichen Aufwand gepra¨gt
und wu¨rde nur wenig wissenschaftlichen Mehrwert gegenu¨ber den hier gezeigten
prototypischen Umsetzungen besitzen. In diesem Rahmen ko¨nnte auch eine
dreidimensionale FD-Methode hinzugefu¨gt und untersucht werden — in dieser
Arbeit wird eine dreidimensionale SPH-Methode verwendet, da sie fu¨r interaktive
Umgebungen mit wenig Flu¨ssigkeitsvolumen besser geeignet ist. Das vorgestellte
Schema schließt jedoch beide Verfahren ein, da es unabha¨ngig von bestimmten
Simulationsmethoden formuliert ist.
Die einzelnen pra¨sentierten Methoden bieten auch Raum fu¨r Verbesserungen. Die
Kopplung mit Videosequenzen wurde in dieser Arbeit nicht betrachtet, wenngleich
ihre Anwendbarkeit fu¨r gewisse Effekte intuitiv nachvollziehbar ist und den Rea-
lismus erho¨hen kann. Auch die Erzeugung dreidimensionaler Gischt innerhalb der
Ho¨henfeld-basierten Verfahren erscheint sinnvoll. Insbesondere SPH-Partikel, die das
Volumen verlassen, ko¨nnten zur Generation verwendet werden. Die beschriebene
Oberfla¨chenextraktion kann durch Verwendung kantenerhaltender Filter wesentlich
verbessert werden, da hierdurch innere Konturen erhalten bleiben und die Ober-
fla¨chen weniger verschwommen wirken wu¨rden. Diese sind jedoch aufwendig und
(noch) nicht in interaktiven Umgebungen anwendbar.
Ein bisher nicht untersuchtes Gebiet im Bereich der Simulation von Flu¨ssigkeiten
ist die Verwendung von Techniken aus dem Bereich des Non-Photorealistic-
Renderings, um zum Beispiel die aus Trickfilmen bekannten Repra¨sentationen
von Flu¨ssigkeiten automatisch generieren zu ko¨nnen. Physikalische Informationen
ko¨nnten verwendet werden, um Techniken aus diesem Bereich zu adaptieren.
Gerade Stro¨mungsinformationen ko¨nnten dabei als Metainformationen eine wert-
volle Basis fu¨r verschiedene Darstellungsstile darstellen. So wa¨re es beispielsweise
mo¨glich, stro¨mende Flu¨ssigkeiten ku¨nstlerisch zu schraffieren, wobei die Schraffur
entsprechend der Stro¨mungsrichtung orientiert ist. Bei Entwicklung geeigneter
Algorithmen unter Verwendung der GPU, ko¨nnten derartige Verfahren durchaus
mit interaktiven Geschwindigkeiten ausgefu¨hrt werden.
Die in dieser Arbeit pra¨sentierten Methoden stellen erste Schritte zur Verbesse-
rung der Qualita¨t computergenerierter Flu¨ssigkeiten in interaktiven Umgebungen
dar. Ein grundsa¨tzliches Ziel bleibt es jedoch, den Detailgrad weiter zu verbessern.
Die Komplexita¨t und der Detailreichtum realer Flu¨ssigkeiten ist derart hoch, dass
die Erzeugung virtueller und zugleich realistischer Flu¨ssigkeiten in interaktiven Um-
gebungen weiterhin ein wichtiges Forschungsthema in der physikalisch-basierten Si-
mulation in der Computergraphik bleiben wird. Neue Impulse werden in Zukunft
auch durch verbesserte Hardware gegeben — insbesondere schnellere GPUs und
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Multi-Core-Architekturen werden die parallele Flu¨ssigkeitssimulation in interaktiven
Umgebungen maßgeblich beeinflussen. Als Beispiel sei die Entwicklung von Larrabee
[SCS+08] erwa¨hnt (eine Many-Core x86 Architektur von Intel zur Ausfu¨hrung einer
Software-Rendering-Pipeline), die hohe Erwartungen in Bezug auf parallele Simu-
lationen und interaktives Ray Tracing schu¨rt — die erste Version wird laut Intel
2009/2010 vero¨ffentlicht.
Fazit Realistische Flu¨ssigkeitsrepra¨sentationen in der Computergraphik sind auf-
wendig und in der Regel nicht in interaktiven Umgebungen zu erreichen. Um dennoch
interaktive Flu¨ssigkeiten in verschiedensten Szenarien realisieren zu ko¨nnen, wird in
dieser Arbeit die Verwendung unterschiedlicher Simulationstechniken vorgeschlagen.
So kann die Qualita¨t der Ergebnisse verbessert werden. Gleichzeitig wird die Dar-
stellung von Effekten ermo¨glicht, die mit einer einzigen Simulation prinzipiell nicht
mo¨glich sind. Auch die im Rahmen dieser Arbeit vorgestellten Verfahren zur Ober-
fla¨chenextraktion und Darstellung beschleunigen oder verbessern die Repra¨sentation
von Flu¨ssigkeiten in interaktiven Umgebungen. Dennoch bleibt es ein generelles Ziel,
die hohe Qualita¨t von Nicht-Echtzeit-Flu¨ssigkeiten auch in interaktiven Umgebun-
gen zu erreichen.
A. Smoothed Particle Hydrodynamics
(SPH)
In dieser Arbeit wird unter anderem eine SPH-Methode verwendet. Diese und die im
Rahmen dieser Arbeit verwendeten Kernel werden der Vollsta¨ndigkeit halber in die-
sem Anhang kurz beschrieben. Ein ausfu¨hrliche Einfu¨hrung der SPH-Methode zur
Lo¨sung der Navier-Stokes Gleichungen wird in [Mon92] gegeben. Die Grundidee liegt
darin, das zu simulierende Liquidvolumen mit Hilfe von Partikeln zu diskretisieren.
Diese beschreiben die physikalischen Eigenschaften des Liquides in ihrer jeweiligen
Umgebung. Jedes Partikel besitzt eine Position x = (x, y, z), eine Geschwindig-
keit v = (vx, vy, vz) und eine Masse m. Mit Hilfe dieser Informationen ko¨nnen die
Navier-Stokes Gleichungen gelo¨st werden. Dazu wird zuna¨chst ein Smoothing Kernel
Wh(x) eingefu¨hrt. Dieser dient dazu, die physikalischen Informationen, die lediglich
an den diskreten Partikelpositionen bekannt sind, auf das kontinuierliche Volumen
zu verteilen beziehungsweise zu gla¨tten. Der Smoothing Kernel Wh(x) ist somit ein
Interpolationskernel, der zum einen die Volumenerhaltung erfu¨llen muss:∫
Wh(x)dx = 1. (A.1)
Zum anderen muss er im Limit h →∞ in die Dirac’sche Delta Funktion u¨bergehen:
lim
h→∞
Wh(x) = δ(x). (A.2)
Die Smoothing La¨nge h definiert die Gro¨ße des Smoothing Kernels:
Wh(‖x‖ > h) = 0. (A.3)
Somit beschreibt h die maximale Distanz, bei der Partikel noch miteinander inter-
agieren. Physikalische skalare Gro¨ßen A(x) ko¨nnen mit der SPH-Methode dann fu¨r
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So kann zum Beispiel der Druck bestimmt werden und zur Integration der Parti-
kel und Geschwindigkeitspositionen verwendet werden. Im Rahmen dieser Arbeit
werden Kernel fu¨r Druck und Viskosita¨t verwendet, die in der Druckkraft FDrucki
und der Viskosita¨tskraft FViski resultieren. Dabei werden in dieser Arbeit diejenigen
Kernel verwendet, die in [MCG03] vorgestellt wurden. Im Folgenden werden sie in
































∇2WViskh (xi − xj). (A.9)
Entsprechend Gleichung A.3 fließen in die Berechnung der physikalischen Eigen-
schaften an einer gegebenen Stelle lediglich die Nachbarn ein, die einen Abstand von
weniger als h zur gegebenen Position besitzen. Diese ko¨nnen in der Praxis schnell
mit Hilfe einer Gitter-basierten, orthogonalen Datenstruktur mit Gitterabstand h
gefunden werden, in der jedes Gitterelement die inneliegenden Partikel kennt. Somit
mu¨ssen lediglich die Partikel in benachbarten Gitterelementen auf ihren Abstand hin
u¨berpru¨ft werden, ob sie die physikalischen Eigenschaften der gegebenen Position mit
beeinflussen — so kann der numerische Aufwand wesentlich reduziert werden.
Akronyme und Notationen
Akronyme
CPU Central Processing Unit
FD Finite Difference
FDM Finite Difference Method
FEM Finite Element Method
FVM Finite Volume Method
FPS Frames per Second
GPU Graphics Processing Unit
MLS Moving Least-Squares
MPS Moving-Particle Semi-Implicit
SPH Smoothed Particle Hydrodynamics
Mathematische Notationen
a, b, . . . Skalare Gro¨ßen









‖x‖ Betrag eines Vektors
xˆ, yˆ, . . . Normierte Vektoren
xy = xy Element eines Spaltenvektors
xT = (xx, xy, . . .)T Zeilenvektor
M,R Matrizen




∇ Gradient, in R3: ∇ = ( ∂∂x , ∂∂y , ∂∂z )

























JX Massentra¨gheitsmoment bzgl. der Achse X
V Volumen
〈O〉 Erwartungswert der Observablen O
at Variable zum Zeitpunkt t
ai Diskreter eindimensionaler Index
ai,j Diskreter zweidimensionaler Index
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Thesen
1. Die physikalisch-basierte Repra¨sentation von Flu¨ssigkeiten in der Compu-
tergraphik umfasst die drei Schritte der (Stro¨mungs-) Simulation, Ober-
fla¨chenextraktion und Darstellung. Die Erzeugung realistischer Animationen
mit Hilfe dieser drei Schritte ist rechentechnisch aufwendig. Um dennoch in-
teraktive Bildraten erzielen zu ko¨nnen, muss jeder einzelne der drei Schritte
mo¨glichst effizient ausgefu¨hrt werden.
2. Das Stro¨mungsverhalten von Flu¨ssigkeiten wird physikalisch durch die Navier-
Stokes Gleichungen beschrieben. Die aufwendige, numerische Simulation drei-
dimensionaler Stro¨mungen unter Beru¨cksichtigung freier Oberfla¨chen ist je-
doch in vielen Szenarien nicht unbedingt notwendig. Oftmals ist eine zweidi-
mensionale Repra¨sentation unter Verwendung von Ho¨henfeldern zur Darstel-
lung ein guter Kompromiss zwischen Qualita¨t und Performanz.
3. Die gleichzeitige Verwendung verschiedener Simulationsmethoden mit un-
terschiedlichen Dimensionalita¨ten ermo¨glicht eine effiziente, interaktive Re-
pra¨sentation verschiedener Flu¨ssigkeitseffekte und kann den Detailgrad, das
darstellbare Volumen bzw. die Mo¨glichkeiten gegenu¨ber der Verwendung einer
einzigen Methode vergro¨ßern.
4. Die verschiedenen Methoden ko¨nnen als physikalisch-basiert oder empirisch-
basiert klassifiziert werden und im Rahmen eines Stufenmodells sy-
stematisch erfasst werden. Der Schwerpunkt dieser Arbeit liegt auf
den physikalisch-basierten Ansa¨tzen. Diese ko¨nnen entsprechend ihren
Repra¨sentationsmo¨glichkeiten und ihrem Aufwand in Ambiente Wellen, Ober-
fla¨chensimulation, 2D Stro¨mungssimulation und 3D Stro¨mungssimulation
unterteilt werden.
5. Die Kopplung dieser unterschiedlichen Simulationstechniken ermo¨glicht die in-
teraktive Repra¨sentation detaillierter und großer Flu¨ssigkeitsfla¨chen und zu-
gleich dreidimensionaler Effekte in einer Anwendung. In Kombination mit ei-
ner starren Ko¨rper-Simulation ko¨nnen zudem bilaterale Interaktionen zwischen
Objekten und der Flu¨ssigkeit modelliert werden.
6. Die Oberfla¨chenextraktion dreidimensionaler, dynamischer Partikelwolken
kann effizient mit dem in dieser Arbeit vorgestellten Bildraum-basierten
Ansatz erfolgen. Die Methode beno¨tigt keine Vorberechnungen und kann
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vollsta¨ndig auf der GPU ausgefu¨hrt werden. Da keine polygonalen Ober-
fla¨chen erzeugt werden, erzielt der Ansatz auch fu¨r Millionen von Partikeln
interaktive Bildraten.
7. Mit Hilfe eines Environment Mapping-Ansatzes auf Objektbasis ko¨nnen ty-
pische optische Reflexions- und Brechungseffekte auch fu¨r polygonale Objek-
te realisiert werden, die eine Flu¨ssigkeitsoberfla¨che schneiden. Die vorgestellte
Methode ermo¨glicht interaktive Bildraten ohne die sonst u¨blichen Artefakte an
der Grenzschicht. Zudem approximiert sie die typischen Winkelverschiebungen
und Gro¨ßenskalierungen der unter der Oberfla¨che liegenden Objektteile.
8. Brechende Wellen ko¨nnen als Schichtung zweidimensionaler Simulations-
daten repra¨sentiert werden. Mit dem ebenfalls im Rahmen dieser Arbeit
pra¨sentierten Ansatz zur Oberfla¨chendarstellung kann die Welle mit
Reflexions- und Brechungseigenschaften bei hohen Bildraten dargestellt
werden.
9. Die Visualisierung der Parameter einer Partikel-basierten Flu¨ssigkeits-
simulation kann mit der vorgestellten Partikel-basierten Beschriftungsmethode
erfolgen. Diese erleichtert die konkrete Entwicklung und interaktive Analyse
von Simulationsverfahren und bietet Anwendungsmo¨glichkeiten in vielen
weiteren Bereichen der Computergraphik.
10. Die in dieser Arbeit vorgestellten neuen Techniken zur Simulation, Ober-
fla¨chenextraktion und Darstellung ermo¨glichen in ihrer Kombination eine
physikalisch-basierte und detailgetreue Repra¨sentation von Flu¨ssigkeiten in
Echtzeitumgebungen.
