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Abstract.
The use of Kolmogorov-Smirnov-type statistics for testing stochastic
dominance goes back to McFadden (1989). In this paper we extend the
approach of Barret and Donald (2003) to the bivariate case, without the
assumption of absolute continuity for the underlying distributions. Using
empirical processes theory and bootstrap techniques we obtain consis-
tent nonparametric tests for bivariate first and second order stochastic
dominance, over several modularity classes of test functions. This tests
are in turn useful tools in applied fields such as multidimensional eco-
nomic inequality as shown by Perez (2015).
1 Introduction
Since its introduction by Hadar and Russell (1969), stochastic dominance
has been an important tool both in risk theory and economics. The work
of Atkinson (1970) introduced the concept of stochastic dominance in the
context of income inequality, where it has played ever since a prominent
role, given by the welfare interpretation of stochastic dominance based on
Bergson-Samuelson functionals.
In general terms, stochastic dominance is a mathematical rule for ordering
random prospects based on their expected values over certain classes of test
functions. For example, given random variables X and Y with cdfs FX and
FY respectively, with common compact support U¯ , and a class Φ of real
valued functions, we say there is stochastic dominance of X over Y for the
class Φ, if for every φ ∈ Φ we have:∫
R
φ(t)dFX ≥
∫
R
φ(t)dFY (1.1)
The most important classes of functions in the univariate case are the
class Φ1 of C1 increasing functions and Φ2 of C2 increasing and concave
functions. IfX dominates Y over Φ1 we say that there is first order stochastic
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dominance, and we denote it by XSD1Y . If X dominates Y over Φ2 we say
that there is second order stochastic dominance, denoted XSD2Y .
Hadar and Russell (1969) provided sufficient conditions for first and sec-
ond order dominance. If we assume (without loss of generality) that FX and
FY have support U¯ = [0, 1] we have:
FX(s) ≤ FY (s) ∀s ∈ [0, 1]⇒ XSD1Y (1.2)∫ t
0
FX(s)ds ≤
∫ t
0
FX(s)ds ∀t ∈ [0, 1]⇒ XSD2Y (1.3)
As conditions 1.2 and 1.3 are obviously also necessary, we have equiva-
lence of those conditions and stochastic dominance. The importance of this
conditions lies on the fact that they involve a single inequality for cdfs (or
its integrals) as opposed to the definition of stochastic dominance which
involves an infinite set of inequalities (one for each test function φ).
This in turn allows for an easy definition of univariate stochastic domi-
nance of arbitrary order using the following sequence of integral operators:
T1(z, FX ) = FX(z) Tj+1(z, FX ) =
∫ z
0
Tj(t, FX )dt (1.4)
We say that there is j-th order stochastic dominance of X over Y if
Tj(z, FX ) ≤ Tj(z, FY ).
Additionally, and perhaps more important in practice, conditions 1.2 and
1.3 involve only cdfs as inputs, which makes easier to test them statistically.
The idea of using Kolmogorov-Smirnov-type statistics to test for univari-
ate stochastic dominance of X over Y comes from McFadden (1989) who
stated the null hypothesis H0 : FX(z) ≤ FY (z) ∀z ∈ [0, 1] against alternative
H1 : FX(z) > FY (z) for some z ∈ [0, 1].
As dominance condition FX(z) ≤ FY (z) ∀z ∈ [0, 1] is equivalent to
supz∈[0,1] (FX − FY )(z) ≤ 0 it is natural to search for an empirical or plug-in
analogue of this inequality.
Using same size samples (x1, ..., xn) and (y1, ..., yn) to construct empirical
cdfs FnX and F
n
Y we can define Dn(z) =
√
n(FnX(z)−FnY (z)) and then a two
sample test statistic for H0 is:
D∗n = max
w∈[0,1]
Dn(w) (1.5)
The only information we need then to carry on testing XSD1Y in the
univariate case is the asymptotic distribution of test statistic D∗n, which
McFadden (1989) shows to be of Smirnov type (assuming continuity for FX
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and FY ). The pivotality of Kolmogorov-Smirnov statistics such as 1.5, that
is, its independence on the underlying distributions, is the key factor here,
as those distributions are generally unknown.
As proven by Simpson (1951) this invariance property for the asymptotic
distribution of Kolmogorov-Smirnov statistics is lost in the two dimensional
case. On the other hand Schmid (1958) shows how discontinuity accounts
for loss of pivotality even for the univariate case. To work around these diffi-
culties we’ll have to use empirical processes theory and bootstrap techniques
in Sections 3 and 4.
For second order univariate stochastic dominance McFadden (1989) pro-
poses the test statistic:
S∗n = max
w∈[0,1]
Sn(w) (1.6)
where Sn(w) =
√
n
∫ w
0 (F
n
Y (z) − FnX(z))dz, but didn’t completely charac-
terize its asymptotic distribution.
Barret and Donald (2003) revisited the use of Kolmogorov-Smirnov-type
statistics for testing j-th order stochastic dominance. In the same way as
McFadden (1989), they start with empirical or plug-in versions of the inte-
gral operators 1.4 and to test the null hypothesis of stochastic dominance,
they used general two-sample test statistics, allowing for different sample
sizes. To characterize limit distributions of their test statistics they used
both parametric bootstrap simulations and empirical bootstrap, obtaining
data dependent p-values.
Our goal in Sections 3 and 4 is to develop bivariate first and second
order stochastic dominance tests for distributions with compact support1 in
some sense extending Barret and Donald (2003) univariate tests, but using
empirical bootstrap theory as in Section 3.7 of van der Vaart and Wellner
(2000).
2 Modularity Classes and Bivariate Stochastic Dominance
Given a class Φ = {φ} of continuous functions φ : R2 → R we say that there
is stochastic dominance of random vector (X1, Y1) over (X2, Y2) if for all
φ ∈ Φ we have E(φ(X1, Y1)) ≥ E(φ(X2, Y2)).
1Compact support for underlying distributions is not essential in first and second order
dominance. For higher dominance orders, however, integral operators as in 1.4 are in
general unbounded and need to be dealt with using additional tools such as weighted
Kolmogorov-Smirnov statistics as Horva´th, Kokoszka and Zitikis (2006).
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If we assume that (X1, Y1) and (X2, Y2) have a cdfs F1 and F2 respec-
tively, with common compact support U , we can put dominance in terms of
integrals: ∫
U
φ(s, t)dF1 ≥
∫
U
φ(s, t)dF2 ∀φ ∈ Φ (2.1)
As in the univariate case, to obtain sufficient conditions for dominance in
terms of inequalities involving only cdfs and it’s integrals, we have to restrict
our attention to some special classes of test functions.
Following Atkinson and Bourguignon (1982) and Perez (2018) we define
first order modularity classes2.
Definition 2.1. Let Ω ⊆ R2 be an open connected set and let φ : R2 → R ∈
C2(Ω) be an increasing function on each of its arguments. We say that:
1. φ ∈ Φ+ if ∀(x, y) ∈ Ω we have ∂2φ∂x∂y (x, y) ≥ 0.
2. φ ∈ Φ− if ∀(x, y) ∈ Ω we have ∂2φ∂x∂y (x, y) ≤ 0.
In the first case we say that φ is “supermodular” while in the second case
we call it “submodular”. 
In the context of microeconomics, if we think of φ as a utility function
, the condition of supermodularity accounts for strategic complementarity
of input goods (see Topkis (1998)). This is what makes bivariate stochastic
dominance a useful tool in welfare economics as shown by Perez (2015).
For any cdf F with support U¯ = [0, 1] × [0, 1], we compute its marginal
distributions FX(x) = F (x, 1) and F Y (y) = F (1, y). Following the notation
of Atkinson and Bourguignon (1982) we then define the associated function
K(x, y) = −(F (x, y)− FX(x)− F Y (y)).
Given random vectors (X1, Y1) and (X2, Y2) with cdfs F1 and F2 and
(s, t) ∈ U¯ we denote ∆F (s, t) = F1(s, t)−F2(s, t), ∆FX(s) = FX1 (s)−FX2 (s),
∆F Y (t) = F Y1 (t)− F Y2 (t) and ∆K(s, t) = K1(s, t)−K2(s, t).
Hadar and Russell (1974) provided sufficient conditions for stochastic dom-
inance of vector (X1, Y1) over (X2, Y2) over modularity classes Φ
+ and Φ−
assuming absolutely continuous distributions. Perez (2018) proved that those
conditions are sufficient for the general case where underlying distributions
are only assumed to have compact support.
This conditions are analogue to univariate sufficient conditions of Hadar and Russell
(1969) in the sense that they involve just cdfs F1 and F2 and its integrals.
2Modularity conditions can be stated more generally without differentiability assump-
tions and conditions 2.1 shown to be equivalent for the case of C2 functions. See Topkis
(1998) or Perez (2015)
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For first order bivariate stochastic dominance we can state them as in Perez
(2015):
∆F (s, t) ≤ 0 ∀(s, t) ∈ U¯ ⇒ F1SD1F2 over Φ− (2.2)
∆K(s, t) ≤ 0,∆FX(s),∆F Y (t) ≤ 0 ∀(s, t) ∈ U¯ ⇒ F1SD1F2 over Φ+ (2.3)
Note that the specific marginal conditions are only relevant in the super-
modular case, as they are trivial in the submodular case.
To obtain sufficient conditions for bivariate second order dominance we
first have to set our higher order modularity classes. We follow Perez (2018)
and define:
Definition 2.2. Let Ω ⊆ R2 be an open connected set and let φ : R2 → R ∈
C2(Ω) be an increasing function on each of its arguments. We say that:
1. φ ∈ Φ−− if φ ∈ Φ− and ∀(x, y) ∈ Ω we have:
∂2φ
∂x2
(x, y),
∂2φ
∂y2
(x, y) ≤ 0 (2.4)
∂3φ
∂x2∂y
(x, y),
∂3φ
∂x∂y2
(x, y) ≥ 0 (2.5)
∂4φ
∂x2∂y2
(x, y) ≤ 0 (2.6)
2. φ ∈ Φ++ if φ ∈ Φ+ and ∀(x, y) ∈ Ω we have:
∂2φ
∂x2
(x, y),
∂2φ
∂y2
(x, y) ≤ 0 (2.7)
∂3φ
∂x2∂y
(x, y),
∂3φ
∂x∂y2
(x, y) ≤ 0 (2.8)
∂4φ
∂x2∂y2
(x, y) ≥ 0 (2.9)

To establish again sufficient conditions involving a single inequality we
have to to define integral functionals:
H(x, y, F ) =
∫ x
0
∫ y
0
F (s, t)dtds (2.10)
L(x, y, F ) =
∫ x
0
∫ y
0
K(s, t)dtds (2.11)
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Those functionals are defined for any cdf F with support U¯ and in par-
ticular with subindex 1 and 2 we denote its analogue for F1 and F2.
We are also going to need marginal functionals defined as:
HX(x, F ) =
∫ x
0
FX(s)ds (2.12)
HY (y, F ) =
∫ y
0
F Y (t)dt (2.13)
We set difference operators as before: ∆H(s, t) = H1(s, t) − H2(s, t),
∆HX(s, t) = HX1 (s, t) − HX2 (s, t), ∆HY (s, t) = HY1 (s, t) − HY2 (s, t) and
∆L(s, t) = L1(s, t) − L2(s, t). The following conditions were proven to be
sufficient by Hadar and Russell (1974) for the absolutely continuous case
and by Perez (2018) for the general compact support case:
∆H ≤ 0,∆HX ≤ 0,∆HY ≤ 0 ∀(s, t) ∈ U¯ ⇒ F1SD2F2 over Φ−− (2.14)
∆L ≤ 0,∆HX ≤ 0,∆HY ≤ 0 ∀(s, t) ∈ U¯ ⇒ F1SD2F2 over Φ++ (2.15)
Note that marginal conditions are the same in both cases.
Our goal in the next sections is to transform this sufficient conditions for
dominance into statistical tests, using appropriate empirical versions of the
functionals and Kolmogorov-Smirnov-type test statistics.
3 Testing for First Order Bivariate Stochastic Dominance
3.1 General Setting
To test for first order stochastic dominance we first extend the definition of
empirical functionals from Davidson, R. and Duclos (2000) to the bivariate
case. Given bivariate random samples {(X1, Y1), ..., (X1, Y1)} we construct
the empirical measure Pn(B) =
1
n
∑n
i=1 δ(Xi,Yi)(B) for each Borel set B ⊆
R2. As vectors (Xi, Yi) are random, this is a random measure3.
The empirical distribution function is obtained as:
Fˆn(s, t) = Pn((−∞, s]× (−∞, t]) = 1
n
n∑
i=1
1{Xi≤s}(s)1{Yi≤t}(t) (3.1)
3On a technical note, we are going to assume that the sample space is a separable
metric space and that continuum hypothesis holds, to ensure that the range of Brownian
bridge is separable (see Dudley (2003), Sec.13.1).
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Marginal empirical cdfs are thus:
FˆXn (s) = Pn((−∞, s]× R) =
1
n
n∑
i=1
1{Xi≤s}(s) (3.2)
Fˆ Yn (t) = Pn(R× (−∞, t]) =
1
n
n∑
i=1
1{Yi≤t}(t) (3.3)
We also have an empirical version of K(s, t) given by:
Kˆ(s, t) = −
(
Fˆ (s, t)− FˆX(s)− Fˆ Y (t)
)
(3.4)
Now assume we have samples {(X1, Y1)1, (X1, Y1)2, ..., (X1, Y1)m} from
distribution F1 (measure P ) and {(X2, Y2)1, (X2, Y2)2, ..., (X2, Y2)n} from
distribution F2 (measure Q), with associated empirical measures Pm and Qn
respectively. The general two sample statistic is νm,n =
(
mn
m+n
)1/2
(Pm−Qn).
Following the same logic as in McFadden (1989) we are going to apply
νm,n to sets of the form [0, s] × [0, t], and then take supremum to obtain a
uniform condition of Kolmogorov-Smirnov type.
We then have the test statistic for first order stochastic dominance in the
submodular bivariate case:
λm,n =
(
mn
m+ n
)1/2
sup
(s,t)∈[0,1]×[0,1]
(Fˆ1m − Fˆ2n)(s, t) (3.5)
where Fˆ1m and Fˆ2n are the cdfs obtained from empirical measures Pm
and Qn.
For the supermodular class we introduce the analogue test statistic4:
κm,n =
(
mn
m+ n
)1/2
sup
[0,1]×[0,1]
(Kˆ1m − Kˆ2n)(s, t) (3.6)
To obtain limit distributions for test statistics 3.5 and 3.6 we are going to
use bootstrap techniques as in van der Vaart and Wellner (2000), Sec.3.7.
To simplify notation put Vi = (X1, Y1)i, the i-th element in the sample from
F1, and Wi = (X2, Y2)j, the j-th element in the sample from F2.
We start we the pooled sample of size N = n+m:
{ZN1, ZN2, ..., ZNN} = {V1, ..., Vm,W1, ...,Wn} (3.7)
4Note that we are not centering our attention on the marginal conditions for dominance
as they can be tested with the already known univariate test by Barret and Donald (2003).
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From the pooled sample we can define the pooled empirical distribution:
HN =
1
N
N∑
i=1
δZNi = αNPm + (1− αN )Qn (3.8)
where αN = m/n.
Now if we re-sample from 3.7 with replacement we obtain bootstrap sam-
ples of size N and for each of this samples we have bootstrapped empirical
measures:
PˆBm,N =
1
m
m∑
i=1
δZˆNi Qˆ
B
n,N =
1
n
n∑
i=1
δZˆN,m+i (3.9)
We are going to use a couple of results from van der Vaart and Wellner
(2000) but we first need to introduce some notation. Given a signed measure
Q and a class of measurable functions F we think of Q acting on functions
by integration, i.e. Qf =
∫
fdQ. We denote ‖ Q ‖F= sup{|Qf | : f ∈ F}.
We denote weak convergence of a sequence of probability measures by  .
For the definition of Donsker classes and the Brownian bridge we refer
to van der Vaart and Wellner (2000) Sec.2.1, and for outer integral P ∗f to
Sec.1.2 in the same reference.
We’ll use the following results from Sec.3.7. of van der Vaart and Wellner
(2000):
Theorem 3.1. Let F be a class of measurable functions which is both P -
Donsker and Q-Donsker, and such that ||P ||F <∞, ||Q||F <∞. If m,n→
∞ such that m/N → α ∈ (0, 1), then √m(PˆBm,N −HN) GH in probability
given V1.V2, ...W1,W2, ....
Here GH is a tight Brownian bridge corresponding to measure H = αP +
(1− α)Q.
Proof. It is Theorem 3.7.6 from van der Vaart and Wellner (2000).5
Theorem 3.2. If in addition F possesses an envelope function F with
P ∗F 2 < ∞ and Q∗F 2 < ∞, then √m(Pˆm,N − HN )  GH given almost
any sequence V1.V2, ...W1,W2, ....
Proof. It is Theorem 3.7.6 from van der Vaart and Wellner (2000).
5Theorem 3.7.6 and Theorem 3.7.7 are for general sample spaces, we are using them
for random vectors in 2 dimensions.
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3.2 Nonparametric Tests for First Order Bivariate Stochastic
Dominance
In what follows we are going to consider the class of indicator functions:
F = {1[0,s]×[0,t] : s, t ∈ [0, 1]}
and the space l∞(F) of all real bounded functions over F . A typical
element from l∞(F) is for example a finite signed measure, acting over the
elements of F by integration.
It will be useful to assign to each function f ∈ F a couple of related
functions also in F , given by:
f = 1[0,s]×[0,t] −→
{
fx = 1[0,s]×[0,1]
f y = 1[0,1]×[0,t]
Let’s consider now the following operators, T1, T2 : l
∞(F)→ R, given by:
T1(P ) = sup
f∈F
Pf (3.10)
T2(P ) = sup
f∈F
(Pfx + Pf y − Pf) (3.11)
Note that if P y Q are probability measures on [0, 1] × [0, 1], then they
have associated cdfs F1(s, t) and F2(s, t) (and functions K1(s, t),K2(s, t)
given as in Sec.2) and then:
T1(P −Q) = sup
(s,t)∈[0,1]×[0,1]
(F1 − F2)(s, t) (3.12)
T2(P −Q) = sup
(s,t)∈[0,1]×[0,1]
(K1 −K2)(s, t) (3.13)
Theorem 3.3 (First Order Bivariate Stochastic Dominance Test). :
Let’s consider test statistics λBm,n and κ
B
m,n given by using two sample boot-
strap empirical distributions (given by 3.9) in formulas 3.5 y 3.6. Then if
m,n→∞ such that m/N → α ∈ (0, 1):
1. λBm,n  T1(GH)
2. κBm,n  T2(GH)
given almost any sequence V1, V2, ...W1,W2, ..., where H = αP + (1−α)Q y
GH is a version of the tight Brownian bridge corresponding to measure H.
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Proof. Our class of functions F is a Donsker class because it is a sub-
class of rectangles in R2 which os known to be Donsker (Dudley (2003),
van der Vaart and Wellner (2000)). On the other hand, constant function 1
is an envelope satisfying conditions in Theorem 3.2. Consequently we have:√
mn
m+ n
(Pˆm,N − Qˆn,N ) GH
Now we have λBm,n = T1(
√
mn
m+n(Pˆm,N−Qˆn,N)) and κBm,n = T2(
√
mn
m+n (Pˆm,N−
Qˆn,N )). Note that empirical measures (and its bootstrap versions) are ran-
dom elements taking values in the metric space (l∞(F), ‖‖F ).
Under our assumptions we know that the range of the Brownian bridge
is separable and then, as weak convergence is preserved by continuous map-
pings (van der Vaart and Wellner (2000) Theorem 1.11.1) our result will
follow if we show that operators T1 y T2 are continuous.
Now if P and Q are elements from l∞(F):
|T1(P )− T1(Q)| = | sup
f∈F
Pf − sup
f∈F
Qf | ≤ sup
f∈F
|(P −Q)f | =‖ P −Q ‖F
this shows that T1 is continuous and proves the first part.
Now let P and Q be elements from l∞(F), then:
|T2(P )− T2(Q)| = | sup
f∈F
(Pfx + Pf y − Pf)− sup
f∈F
(Qfx +Qf y −Qf)|
≤ sup
f∈F
{|(Pfx + Pf y − Pf)− (Qfx +Qf y −Qf)|} ≤
≤ sup
f∈F
{|(P −Q)fx|+ (P −Q)f y|+ |(Q− P )f)|}
It is clear that supf∈F {|(P −Q)fx|} ≤‖ P −Q ‖F , as we are covering a
smaller class of functions. The same applies to the term with {|(P −Q)f y|}
and then |T2(P ) − T2(Q)| ≤ 3 ‖ P − Q ‖F , which shows T2 is continuous
and this finishes our proof.
As a consequence of Theorem 3.3, we have a sequence of critical values
given by the quantiles of bootstrap distribution, that is:
cˆ−nm = inf
{
t : PZˆ(λ
B
mn > t) ≤ β
}
(3.14)
for the submodular case and:
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cˆ+nm = inf
{
t : PZˆ(κ
B
mn > t) ≤ β
}
(3.15)
for the supermodular case.
The consistency of the test then follows in the sense that:
cˆ−nm −→ c−H = inf {t : P (T1(GH) > t) ≤ β} (3.16)
cˆ+nm −→ c+H = inf {t : P (T2(GH) > t) ≤ β} (3.17)
In the supermodular case for example, we have a one-tail test, rejecting
hypothesis PSD1Q (equivalent to K1 ≤ K2 uniformly) if κm,n > cˆ+nm. Given
the pooled sample V1, ..., Vm,W1, ...,Wn, there are N
N bootstrap samples,
each with the same probability then NN possible values for κBmn (counting
with multiplicity).
Note that rejecting PSD1Q does not imply accepting QSD1P , simply be-
cause sups,t(F1(s, t)−F2(s, t))  0 does not imply sups,t(F2(s, t)−F1(s, t)) ≤
0. That is why we don’t have a two tailed test, and instead we have to test
hypothesis PSD1Q and QSD1P separately. This is similar for the tests in
Barret and Donald (2003).
Our test rejects the hypothesis if the value of κmn is on the unpper β
fraction of the values κBmn, resulting then in a probability of type I error less
than β. The sequence of tests then results asymptotically of level β.
4 Testing for Second Order Bivariate Stochastic Dominance
To test second order dominance we first need an empirical version of integral
operator H:
Hˆ(x, y) = H(x, y, FˆN ) =
∫ x
0
∫ y
0
FˆN (s, t)dsdt (4.1)
Noting that:
L(x, y) =
∫ x
0
∫ y
0
K(s, t)dt =
∫ x
0
∫ y
0
(FX(s) + F Y (t)− F (s, t))dsdt =
= −H(x, y) + yFX(x) + xF Y (y) (4.2)
we can simply use Hˆ, FˆX and Fˆ Y to obtain Lˆ.
Using the same two samples as in Section 3 we define for the submodular
case:
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µm,n =
(
mn
m+ n
)1/2
sup
[0,1]×[0,1]
(Hˆ1m − Hˆ2n)(s, t) (4.3)
and similarly for the supermodular case:
γm,n =
(
mn
m+ n
)1/2
sup
[0,1]×[0,1]
(Lˆ1m − Lˆ2n)(s, t) (4.4)
Note that this test statistics are multidimensional generalizations of those
in Barret and Donald (2003).
Working with the same definitions and references as in Sec.3 we’ll define
two operators, T3, T4 : l
∞(F)→ R.
To define T3, we start by assigning to each element P ∈ l∞(F) a function
FP : [0, 1] × [0, 1]→ R given by:
FP (s, t) = P1[0,s]×[0,t] (4.5)
As P ∈ l∞(F) the function in 4.5 is bounded, and so it turns to be
Lebesgue integrable6 over compact set [0, 1] × [0, 1].
We can thus define:
T3(P ) = sup
(x,y)∈[0,1]×[0,1]
∫ x
0
∫ y
0
FP (s, t)dsdt (4.6)
Note that if P probability measure, then FP turns out to be its associated
cdf and we have:
T3(P −Q) = sup
(x,y)∈[0,1]×[0,1]
∫ x
0
∫ y
0
(FP − FQ)(s, t)dsdt (4.7)
For the supermodular case let’s start by defining for each P ∈ l∞(F) the
function KP : [0, 1] × [0, 1]→ R by:
KP (s, t) = P1[0,s]×[0,1] + P1[0,1]×[0,t] − P1[0,s]×[0,t] (4.8)
and as above we can define:
T4(P ) = sup
(x,y)∈[0,1]×[0,1]
∫ x
0
∫ y
0
KP (s, t)dsdt (4.9)
so that for the case of probability measures:
6Should it be the case that function 4.5 was not measurable (perhaps P is some strange
element in l∞(F)), we would use the exterior integral. For the case of finite signed measures
it has to be masurable, because it is pretty much the same as a distribution function.
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T4(P −Q) = sup
(x,y)∈[0,1]×[0,1]
∫ x
0
∫ y
0
(KP −KQ)(s, t)dsdt (4.10)
We are going to use two sample bootstrap to find critical values for test
statistics. The following theorem is analogous to the one we proved for first
order bivariate dominance.
Theorem 4.1 (Second Order Bivariate Stochastic Dominance Test). : Let’s
consider test statistics µBm,n y γ
B
m,n obtained using the empirical two sam-
ple bootstrap distributions (given by 3.9) in formulas 4.3 and 4.4. Then if
m,n→∞ such that m/N → α ∈ (0, 1):
1. µBm,n  T3(GH)
2. γBm,n  T4(GH)
given almost any sequence V1, V2, ...Y1, Y2, ..., where H = αP + (1 − α)Q y
GH is a version of the tight Brownian bridge corresponding to measure H.
Proof. We are in the same conditions as in Theorem 3.3, so it will suffice to
show that T3 and T4 are continuous, since µ
B
m,n = T3(
√
mn
m+n(Pˆm,N − Qˆn,N))
and γBm,n = T4(
√
mn
m+n(Pˆm,N − Qˆn,N )).
Now if P and Q are elements in l∞(F) we have:
|T3(P )− T3(Q)| =
=
∣∣∣∣∣ sup(x,y)∈[0,1]×[0,1]
∫ x
0
∫ y
0
FP (s, t)dsdt − sup
(x,y)∈[0,1]×[0,1]
∫ x
0
∫ y
0
FQ(s, t)dsdt
∣∣∣∣∣ ≤
≤ sup
(x,y)∈[0,1]×[0,1]
∣∣∣∣
∫ x
0
∫ y
0
FP (s, t)dsdt −
∫ x
0
∫ y
0
FQ(s, t)dsdt
∣∣∣∣ ≤
≤ sup
(x,y)∈[0,1]×[0,1]
∣∣∣∣
∫ x
0
∫ y
0
(FP − FQ)(s, t)dsdt
∣∣∣∣ ≤
≤ sup
(x,y)∈[0,1]×[0,1]
∫ x
0
∫ y
0
|(FP − FQ)(s, t)|dsdt ≤
≤ sup
(x,y)∈[0,1]×[0,1]
∫ x
0
∫ y
0
‖ P −Q ‖F dsdt ≤‖ P −Q ‖F (4.11)
which implies T3 is continuous and this proves the first part.
The same technique can be used to prove the second part, using triangular
inequality as we did to prove the second part of Theorem3.3.
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Once we established the result, we can follow the same reasoning as in
Sec.3 to obtain data dependent critical values for the sequence of tests, which
turns out to be consistent in the same sense as before.
5 Further Generalizations and Discussion of Applications
There are two obvious ways in which we could want to generalize our results.
On the one hand, for higher orders of dominance in the bivariate case, and
on the other hand, for the case with more than two variables.
There are not much difficulties in doing so, at least formally. We can as
Perez (2015) define a sequence of operators Tj over the space l
∞(F) and
proceed as before to show that those operators are continuous.
For stochastic dominance in higher dimensions we can also generalize
modularity classes in a direct way, just by imposing conditions on the
sign of higher order partial derivatives. If we can get around the com-
plexity of the great number of integrals that the use of the integration by
parts formula would imply even in the three dimensional case, we could
obtain sufficient conditions generalizing those in Hadar and Russell (1974),
Atkinson and Bourguignon (1982) and Perez (2018).
But the key point here is not of formal but if practical kind. Both in
higher orders of dominance and in higher dimensions we are dealing with an
increasing number of multivariate integrals. The problem arises then as a
manifestation of the well known curse of dimensionality : as we increase the
number of integrals involved in our tests, the size of the data sets needed
for efficient testing grows exponentially.
As we are dealing with bootstrap re-sampling, this in turn implies that
the amount of computations involved rapidly grows.
So in most practical applications at the time we have to content ourselves
with first and second order bivariate stochastic dominance. As shown in
Perez (2015) this suffices for interesting applications in the field of welfare
economics, such as the interaction between human capital and income and
its impact on two-dimensional economic inequality.
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