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Abstract. Let β > 1 and the run-length function rn(x, β) be the maximal length
of consecutive zeros amongst the first n digits in the β-expansion of x ∈ [0, 1]. The
exceptional set
E
ϕ
max =
{
x ∈ [0, 1] : lim inf
n→∞
rn(x, β)
ϕ(n)
= 0, lim sup
n→∞
rn(x, β)
ϕ(n)
= +∞
}
is investigated, where ϕ : N → R+ is a monotonically increasing function with
lim
n→∞
ϕ(n) = +∞. We prove that the set Eϕmax is either empty or of full Hausdorff
dimension and residual in [0, 1] according to the increasing rate of ϕ .
Key words and phrases beta-expansion; exceptional set; Huasdorff dimension; residual
1 Introduction
For a real number β > 1. Let Tβ : (0, 1]→ (0, 1] be a β-transformation which is given by
Tβx = βx − ⌈βx⌉+ 1,
where ⌈x⌉ means the smallest integer which is larger than x. By the iteration of Tβ (see [21]), we
have already known that every x ∈ (0, 1] can be expressed as:
x =
ε1(x, β)
β
+ · · ·+
εn(x, β)
βn
+ · · · , (1.1)
* Corresponding author
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where, for each n ≥ 1,
εn(x, β) = ⌈βT
n−1
β x⌉ − 1
which is said to be the n-th digit of x with respect to the base β. The digit sequence is denoted by
ε(x, β) := (ε1(x, β), . . . , εn(x, β), . . .)
and called the β-expansion of x. For the sake of simplicity, we set the β-expansion of 0 as ε(0, β) =
(0, 0, 0, . . .).
For every real number x ∈ [0, 1], and every integer n ≥ 1, the run-length function, denoted by
rn(x, β), is the maximal length of consecutive zeros amongst ε(x, β) = (ε1(x, β), . . . , εn(x, β)), that
is,
rn(x, β) = max{j ≥ 1 : εi+1(x, β) = · · · = εi+j(x, β) = 0 for some 0 ≤ i ≤ n− j}.
We set rn(x, β) = 0 if such j does not exist. For the base β = 2, Erdös and Rényi [6] showed that
for Lebesgue almost all x ∈ [0, 1], we can obtain that
lim
n→∞
rn(x, 2)
log2 n
= 1. (1.2)
The size of sets about the function rn(x, 2) has raised much attention. Ma et al. [16] proved that
the set of points violating (1.2) is of full dimension. Moreover, Li and Wu replaced the function
log2 n in (1.2) by a monotonically increasing function ϕ : N→ R
+ with lim
n→∞
ϕ(n) = +∞, and they
introduced the exceptional set which contains those "worst" divergence point as
Emax =
{
x ∈ [0, 1] : lim inf
n→∞
rn(x, 2)
ϕ(n)
= 0, lim sup
n→∞
rn(x, 2)
ϕ(n)
= +∞
}
.
They first got a weaker conclusion that the Hausdorff dimension of Emax is 1 and Emax is residual
in [0, 1] when the monotonically increasing function ϕ(n) satisfying lim
n→∞
n
ϕ(n1+α) = +∞ for some
0 < α ≤ 1, see [13] for more details. After that, in [14], they showed that the Emax has Hausdorff
dimension 1 and is of residue under the condition lim
n→∞
n
ϕ(n) = +∞. If we let ϕ(n) = log2 n in
Emax, the result that dimHEmax = 1 in [13] is somewhat surprising since this set is much smaller
than the set which was studied by Ma et al. [16]. Naturally, it is of interest to consider whether
the above properties will be true if 2 is substituted for a general real number β > 1. As a matter
of fact, Tong et al. [23] gave a similar result as [6] that for Lebesgue almost all x ∈ [0, 1], we have
lim
n→∞
rn(x, β)
logβ n
= 1. (1.3)
Thus, the set E =
{
x ∈ [0, 1] : lim inf
n→∞
rn(x,β)
logβ n
< lim sup
n→∞
rn(x,β)
logβ n
}
has null Lebesgue measure. By
using the monotonically increasing function ϕ : N → R+ with lim
n→∞
ϕ(n) = +∞ instead of the
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function logβ n, we take the exceptional set containing the "worst" divergence points as follows into
consideration, that is,
Eϕmax =
{
x ∈ [0, 1] : lim inf
n→∞
rn(x, β)
ϕ(n)
= 0, lim sup
n→∞
rn(x, β)
ϕ(n)
= +∞
}
. (1.4)
We extend Li and Wu’s results (see[13, 14]) by generalizing the base 2 into a real number β > 1,
which can be expressed as the following theorems. Although the following result is similar as Li
and Wu’s results, we use a different and simpler way to obtain the Hausdorff dimension of the set
Eϕmax.
Theorem 1.1 Let ϕ : N→ R+ with lim
n→∞
ϕ(n) = +∞. Let Eϕmax be the set defined as (1.4), then
(1) If lim sup
n→∞
n
ϕ(n) < +∞, we have E
ϕ
max = ∅;
(2) If lim sup
n→∞
n
ϕ(n) = +∞, we have dimHE
ϕ
max = 1.
Remark 1 The result of (1) in Theorem 1.1 is obvious since if lim sup
n→∞
n
ϕ(n) < +∞, the fact that
rn(x, β) ≤ n for all n ≥ 1 and x ∈ [0, 1] gives that
lim sup
n→∞
rn(x, β)
ϕ(n)
≤ lim sup
n→∞
n
ϕ(n)
< +∞.
Thus, Eϕmax = ∅. So we only need to show (2) in Theorem 1.1 in this paper.
It occurs naturally to know how large the set Eϕmax is in the topological sense which is another
method of describing the size of a set. In topology, the notion of residual set is usually used to
describe a set being large. In a metric space X , a set R is said to be residual if its complement is of
the first category. We can get from [19] that in a complete metric space a set is residual if it contains
a dense Gδ set, that is, a countable intersection of open sets. The Baire category theorem [19] is an
important tool in general topology and functional analysis. There are many results showing that
there are some sets which are negligible in the sense of measure theory but can be large from the
topological viewpoint, some interesting examples can be found in [1, 3, 10, 15, 17, 18]. Now we
establish the following theorem.
Theorem 1.2 Let ϕ : N → R+ with lim
n→∞
ϕ(n) = +∞. Let Eϕmax be the set defined as (1.4), we
have Eϕmax is residual when lim sup
n→∞
n
ϕ(n) = +∞.
By setting ϕ(n) = logβ n in the set E
ϕ
max given as (1.4) and combining the results of Tong et al.
[23], the following corollary is immediate. This result gives an example that a set can be very small
in the sense of topology but be large from the measure-theoretical and dimensional points of view.
Corollary 1.3 The set {x : lim
n→∞
rn(x,β)
logβ n
= 1} is both of full measure and of the first category.
We complete this introduction by depicting the construction of this paper. In the next section,
we summarize the relevant material on the β expansions without proofs. For the third section,
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it is intended to motivate our investigation of the Hausdorff dimension of the set Eϕmax. After
constructing a subset Ep of E
ϕ
max, we get the lower bound of dimHEp is
p−1
p
and then we present
a proof of Theorem 1.1. The last section deals with the topological property of Eϕmax and gives a
proof of Theorem 1.2. In this section, it is worth pointing out that unlike the frequencies of digits
and blocks investigated in the forthcoming publications [1, 3, 10, 15, 17, 18], the function rn(x,β)
ϕ(n)
cannot be expressed by some frequencies, hence, we apply the method in [24] to get the residue of
Eϕmax .
2 Preliminaries
In this section, we briefly sketch some of the standard facts on β-expansions and fix some notations.
See [2, 4, 5, 8, 9, 11, 20, 21] and references therein to get further properties about β-expansions.
A classical β-transformation widely applied by many researchers is
T (x) := βx− ⌊βx⌋, 0 ≤ x < 1,
where ⌊x⌋ denotes the largest integer not exceeding x. The transformation Tβ(x) being adopted
here is to guarantee that every real number x ∈ (0, 1] has an infinite series of expansion, that is,
εn(x, β) ≥ 1 for infinitely many n ∈ N. This is ensured by the fact that Tβ(x) is strictly larger than
0. Actually, the β-expansions under the above two transformations coincide except at the specific
points with a finite expansion under the algorithm T (x).
The definition of Tβ(x) gives that the n-th digit of x verifies that εn(x, β) ∈ A = {0, . . . , ⌈β⌉−1}
for all n ≥ 1. What should be pointed out is that not all infinite sequences ε ∈ AN are the
β-expansion of some x ∈ (0, 1]. Thus, here brings about the notation of β-admissible sequence.
A word (ε1, . . . , εn) is said to be admissible with respect to the base β if there exists an x ∈
(0, 1] such that the β-expansion of x satisfying ε1(x, β) = ε1, . . . , εn(x, β) = εn. An infinite digit
sequence (ε1, . . . , εn, . . .) is called admissible if there exists an x ∈ (0, 1] having the β-expansion as
(ε1, . . . , εn, . . .).
For convenience, write Σnβ as the family of all β-admissible words with length n, i.e.,
Σnβ = {(ε1, . . . , εn) ∈ A
n : ∃ x ∈ (0, 1], such that εj(x, β) = εj , for all 1 ≤ j ≤ n}.
Let Σ∗β be the family of all β-admissible words with finite length, i.e.,
Σ∗β =
∞⋃
n=0
Σnβ .
The lexicographical order <lex being endowed in the space AN is defined as follows:
(ε1, ε2, . . .) <lex (ε
′
1, ε
′
2, . . .)
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if there exists an integer k ≥ 1 such that, for all 1 ≤ j < k, εj = ε′j but εk < ε
′
k. The symbol ≤lex
stands for = or <lex.
The β-expansion of the unit 1 plays a vital role not only in researching the dynamical properties
of the orbit of 1, but also in estimating the the properties about β-admissible words ([5], see also
[11, 12]).
Let
1 =
ε∗1
β
+ · · ·+
ε∗n
βn
+ · · ·
be the β-expansion of the unit 1. For each integer n ≥ 1, define
tn = tn(β) := max{k ≥ 0 : ε
∗
n+1 = · · · = ε
∗
n+k = 0}.
And let
Γn = Γn(β) := max
1≤k≤n
tk(β). (2.5)
Now we give some basic properties of the admissible words as the following theorem.
Theorem 2.1 (Parry [20], Re´nyi [21]) Given β > 1.
(1)For every n ≥ 1,
ω = (ω1, . . . , ωn) ∈ Σ
n
β ⇐⇒ σ
iω ≤lex (ε
∗
1(1, β), . . . , ε
∗
n−i(1, β)) for all i ≥ 1,
where σ is the shift transformation such that σω = (ω2, ω3, . . .).
(2)For all n ≥ 1,
βn ≤ ♯Σnβ ≤
βn+1
β − 1
,
where ♯ is the cardinality of a finite set.
For an admissible word (ε1, . . . , εn), we define the basic interval of order n denoted by In(ε1, . . . , εn)
as
In(ε1, . . . , εn) := {x ∈ (0, 1] : εj(x, β) = εj, for all 1 ≤ j ≤ n}.
A simple fact of the basic interval In(ε1, . . . , εn) is that it is a left-open and right-closed interval
with ε1
β
+ · · · + εn
βn
as its left endpoint, the detailed proofs appear in [8]. We write the length
of In(ε1, . . . , εn) as |In(ε1, . . . , εn)|. In [11], it is shown that |In(ε1, . . . , εn)| ≤ β−n. We denote
In(x, β) as the basic interval of order n which contains x, and respectively, |In(x, β)| as its length.
What should be noticed is that the basic interval In(x, β) depends on β. Here and subsequently,
In(x) stands for In(x, β) without any ambiguity for simplicity of notation.
The notation of full intervals is of importance to get an evaluation of the length of In(ε1, . . . , εn).
In this paper, now we give the definition and state some simple facts on the full intervals. A basic
interval In(ε1, . . . , εn) is said to be full if its length verifies
|In(ε1, . . . , εn)| = β
−n.
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Respectively, we call the corresponding word of the full basic interval as a full word.
Several characterizations and properties of full intervals are established by Fan and Wang [8] as
follows.
Theorem 2.2 (Fan and Wang [8]) Let ε = (ε1, . . . , εn) ∈ Σ
n
β with n ≥ 1.
(1)The basic interval In(ε) is a full interval. ⇐⇒ T nβ (In(ε)) = (0, 1]. ⇐⇒ For any m ≥ 1 and
any ε′ = (ε′1, . . . , ε
′
m) ∈ Σ
m
β , the concatenation ε ∗ ε
′ = (ε1, . . . , εn, ε
′
1, . . . , ε
′
m) is admissible.
(2) If (ε1, . . . , εn−1, ε
′
n) with ε
′
n 6= 0 is admissible, then the basic interval In(ε1, . . . , εn−1, εn) is
full for any 0 ≤ εn < ε′n.
(3) If In(ε) is full, then for any (ε
′
1, . . . , ε
′
m) ∈ Σ
m
β , we obtain the following equality that
|In+m(ε1, . . . , εn, ε
′
1, . . . , ε
′
m)| = |In(ε1, . . . , εn)| · |In(ε
′
1, . . . , ε
′
m)|.
Remark 2 (1) Intuitively, it can get from Theorem 2.2(3) that, for any admissible words (ε1, . . . , εn),
(ε′1, . . . , ε
′
m), if both the intervals In(ε1, . . . , εn) and Im(ε
′
1, . . . , ε
′
m) are full, then the concatenation
In+m(ε1, . . . , εn, ε
′
1, . . . , ε
′
m) is still full. This gives a way to construct a new full basic interval by
two full basic intervals.
(2) Another direct result from Theorem 2.2(2) and (3) is that for every integer ℓ ≥ 1, for all full
basic interval In(ε1, . . . , εn), the basic interval In+ℓ(ε1, . . . , εn, 0
ℓ) is full where 0ℓ is a word with ℓ
zeros, i.e., 0ℓ = (0, . . . , 0︸ ︷︷ ︸
ℓ
).
(3) Recall the definition of Γn as (2.5), combined with Theorem 2.2(2), we get that the basic
interval In+Γn+1(ε1, . . . , εn, 0
Γn+1) is full for all n ≥ 1.
Moreover, the following theorem due to Bugeaud and Wang [5] will be used in this paper to
estimate the number of full basic intervals.
Theorem 2.3 (Bugeaud and Wang [5]) There is at least one full basic interval for all n + 1
consecutive basic intervals of order n.
3 Proof of Theorem 1.1
Before proving Theorem 1.1, we introduce our method to getting the Hausdorff dimension of the
set Eϕmax. By Remark 1, we only need to consider the case that lim sup
n→∞
n
ϕ(n) = +∞, we suppose this
condition is true in the remainder of this paper without otherwise specified. For any sufficiently
large integer p, we can always construct a set Ep ⊂ Eϕmax with Hausdorff dimension being larger
than p−1
p
. Then by letting p → +∞, the relationship between Ep and Eϕmax gives that E
ϕ
max is of
full dimension. For more details about the Hausdorff dimension, we refer the reader to [7].
3.1 Construction of Cantor subset Ep of E
ϕ
max
Let p ∈ N, p > 1. Now we are going to construct the desired set Ep ⊂ Eϕmax whose Hausdorff
dimension is larger than p−1
p
. For the sake of convenience, repeated construction of full basic
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intervals is applied in constructing Ep which satisfies the properties above. Our construction of the
set Ep is divided into three steps.
Step I Fixed β > 1. Let
h = min{k ≥ 2 : (1, 0k−2, 1) is β − admissible}. (3.6)
Since the β-expansion of x ∈ (0, 1] is infinite, we get that h is a finite integer. Furthermore, Theorem
2.2(2) implies that Ih(1, 0
h−1) is full since the word (1, 0h−2, 1) is β-admissible by the definition of
h. The facts that lim sup
n→∞
n
ϕ(n) = +∞ and limn→∞
ϕ(n) = +∞ give that there exists a subsequence
{nk}k≥1 ⊂ N satisfying
lim
k→∞
nk
ϕ(nk)
= +∞ (3.7)
with n1 ≥ eh+1 and
nk ≥ ϕ(nk) ≥ knk−1 (3.8)
for all k ≥ 2, k ∈ N.
Let G1 = {(10n1−1)} be a singleton. Then the basic interval In1(10
n1−1) is full since n1 ≥ eh+1.
For every k ≥ 1, let dk = ⌊lognk⌋. Write
Mdk = {(ε1, . . . , εdk) ∈ Σ
dk
β : ε1 = 1 and Idk(ε1, . . . , εdk) is full}. (3.9)
Then the choice of n1 ≥ eh+1 ensures that dk > h for every k ≥ 2. For any j ∈ Z+, let
t2j =
⌊
n2j − n2j−1
d2j−1
⌋
, t2j+1 =
⌊
p−1
p
n2j+1 − n2j
d2j
⌋
.
As a result from the choice of nk in (3.8), we get that tk ≥ 1 for each k ≥ 1. Next, for all k ≥ 1,
define
Gk = {uk = (u
(1)
k−1, . . . , u
(tk)
k−1, 0
nk−nk−1−dk−1tk) : u
(i)
k−1 ∈Mdk−1 for all 1 ≤ i ≤ tk}.
Then, we have for each uk ∈ Gk, the length of uk satisfies that |uk| = nk − nk−1. By Theorem
2.2(1) and (3), we obtain that every uk in Gk(k ≥ 1) is admissible and it is full which demonstrates
that every uk in Gk(k ≥ 1) can be concatenated by any β-admissible word. So Dk can be well
defined by Theorem 2.2(1) as follows. Let
Dk = {(u1, . . . , uk) : ui ∈ Gi, for all 1 ≤ i ≤ k} . (3.10)
Step II Define Ju for each u ∈ Dk, k ∈ Z+. For each u = (u1, . . . , uk) ∈ Dk, note that the length
of u, denoted by |u|, satisfying that
|u| = |u1|+ |u2|+ · · ·+ |uk| = n1 + (n2 − n1) + · · ·+ (nk − nk−1) = nk.
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Let
Ju = Ink(u).
Step III Finally, set
Ep =
⋂
k≥1
⋃
u∈Dk
Ju.
The following lemma provides a detailed exposition of showingEp ⊂ Eϕmax for every p ∈ N, p > 1.
Lemma 3.1 Assume that lim sup
n→∞
n
ϕ(n) = +∞. For every p ∈ N, p > 1, we have Ep ⊂ E
ϕ
max.
Proof. Let x ∈ Ep, we shall prove that
lim inf
n→∞
rn(x, β)
ϕ(n)
= 0
and
lim sup
n→∞
rn(x, β)
ϕ(n)
= +∞.
On the one hand, the construction of Ep yields that the word u ∈ Dk verifies the following
properties:
(1)The character of u
(i)
k−1 ∈Mdk−1(1 ≤ i ≤ tk) beginning with 1 ensures that the maximal length
of zeros in every word u ∈ Dk only appears at the tail of uk ∈ Gk for all k ≥ 1;
(2) The maximal length of zeros in every word u2j+1 ∈ G2j+1 for all j ≥ 0 is increasing with
respect to j. Thus, for amplitude j ≥ 1, noticing that
n2j − n2j−1 − d2j−1t2j + d2j−1 = n2j − n2j−1 − d2j−1
⌊
n2j − n2j−1
d2j−1
⌋
+ d2j−1 ≤ 2d2j−1,
we have
rn2j (x, β) ≤ max{n2j−1 − n2j−2 − d2j−2t2j−1 + d2j−2, n2j − n2j−1 − d2j−1t2j + d2j−1} < 2n2j−1.
Therefore,
lim inf
n→∞
rn(x, β)
ϕ(n)
≤ lim inf
j→∞
rn2j (x, β)
ϕ(n2j)
≤ lim inf
j→∞
2n2j−1
ϕ(n2j)
≤ lim
j→∞
2n2j−1
2jn2j−1
= 0,
where the last inequality follows from (3.8).
On the other hand, we note that there are at least nk − nk−1 − dk−1tk zeros in every word
u ∈ Dk. So it holds that
rn2j+1(x, β) ≥ n2j+1 − n2j − d2jt2j+1 ≥ n2j+1 − n2j − d2j
(
p−1
p
n2j+1 − n2j
d2j
+ 1
)
>
1
p
n2j+1.
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Thus,
lim sup
n→∞
rn(x, β)
ϕ(n)
≥ lim sup
j→∞
rn2j+1 (x, β)
ϕ(n2j+1)
≥ lim
j→∞
1
p
n2j+1
ϕ(n2j+1)
= +∞,
by (3.7). ✷
3.2 Lower bound of dimH Ep
When it comes to the lower bound of dimHEp, we technically show that given β > 1,
dimHEp ≥
log β
log β
p− 1
p
for all 1 < β < β. We start with introducing the following modified mass distribution principle (see
[5]) which is of great importance to estimate the lower bound of the Hausdorff dimension of Ep.
For more information of the mass distribution principle, readers can refer to [7].
Lemma 3.2 (Bugeaud and Wang [5]) Let µ be the Borel measure and E be a Borel measurable
set with positive measure. Suppose that there exists a constant c > 0 and an integer N ≥ 1 satisfying
that for any n ≥ N and basic interval of order n containing x ∈ E denoted by In(x), we have
µ(In(x)) ≤ c|In(x)|
s.
Then, dimHE ≥ s.
For all k ≥ 2, recall that Mdk and Dk are defined as (3.9) and (3.10) respectively. Let
ak := ♯Mdk
and
bk := ♯Dk.
Lemma 3.3 Fixed β > 1, for each 1 < β < β, there exist integers k(β), c(β) relying on β such
that for every k > k(β),
ak ≥ β
dk
and
bk ≥ c(β)β
pk
9
where
pk =


n2j −
1
p
j∑
i=1
n2i−1 −
2j−1∑
i=1
di, when k = 2j, forsome j ∈ N;
p− 1
p
n2j+1 −
1
p
j∑
i=1
n2i−1 −
2j∑
i=1
di, when k = 2j + 1, forsome j ∈ N.
Proof. We first give the lower bound of ak. Recall h defined as (3.6), for any k ≥ 1, let
M ′dk = {(ε1, . . . , εdk) ∈ Σ
dk
β : (ε1, . . . , εh) = (1, 0
h−1) and Idk−h(εh+1, . . . , εdk) is full}.
Then, from the comparison of the definition of Mdk and M
′
dk
, it holds that M ′dk ⊂ Mdk which
implies that ♯M ′dk ≤ ♯Mdk . Theorem 2.1(2) indicates that
♯Σdk−hβ ≥ β
dk−h.
Furthermore, note that ♯M ′dk is just the number of the full words in Σ
dk−h
β . Hence, by Theorem
2.3, we obtain that
ak ≥ ♯M
′
dk
≥
⌊
βdk−h
dk − h
⌋
.
It follows that there exists an integer k(β) depending on β such that for every k > k(β), we have⌊
βdk−h
dk − h
⌋
≥ β
dk
.
Thus,
ak = ♯Mdk ≥ ♯M
′
dk
≥ β
dk
for every k ≥ k(β).
Now we estimate bk. For all j ≥ ⌊
k(β)
2 ⌋+ 1 , k
′(β), by the construction of G2j and G2j+1, we
have
♯G2j = (♯Md2j−1)
t2j ≥ β
d2j−1t2j
≥ β
n2j−n2j−1−d2j−1
,
and
♯G2j+1 = (♯Md2j )
t2j+1 ≥ β
d2jt2j+1
≥ β
p−1
p
n2j+1−n2j−d2j
.
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Then it follows from the relationship between Dk and Gk that for each j ≥ ⌊
k(β)
2 ⌋+ 1,
b2j = ♯D2j =
2j∏
i=1
♯Gi ≥
2j∏
i=k′(β)
♯Gi ≥ β
j∑
i=k′(β)
(n2i−n2i−1−d2i−1)
β
j∑
i=k′(β)
( p−1
p
n2i−1−n2i−2−d2i−2)
≥ c(β)β
j∑
i=1
(n2i−n2i−1−d2i−1)
β
j∑
i=1
( p−1
p
n2i−1−n2i−2−d2i−2)
= c(β)β
n2j−
1
p
j∑
i=1
n2i−1−
2j−1∑
i=1
di
,
(3.11)
where
c(β) = β
−
(
k′(β)∑
i=1
(n2i−n2i−1−d2i−1)+
k′(β)∑
i=1
( p−1
p
n2i−1−n2i−2−d2i−2)
)
.
Here c(β) is a constant depending on β. The same way as (3.11) shows that,
b2j+1 = ♯D2j+1 =
2j+1∏
i=1
♯Gi ≥ c(β)β
p−1
p
n2j+1−
1
p
j∑
i=1
n2i−1−
2j∑
i=1
di
. (3.12)
Combining (3.11) and (3.12), the proof is finished. ✷
Now we give the lower bound of dimHEp as the following result.
Lemma 3.4 For each p ∈ N, p > 1. The Hausdorff dimension of Ep satisfies that
dimHEp ≥
p− 1
p
.
Proof. It suffices to show that
dimHEp ≥
p− 1
p
log β
log β
for all 1 < β < β. To complete our proof, it falls naturally into three parts.
(1) Distribute a probability measure µ supported on Ep. Let
µ([0, 1]) = 1, and µ(In1(u)) = 1, u ∈ D1.
For all k ≥ 1, and u = (u1, . . . , uk+1) ∈ Dk+1, we set
µ(Ink+1(u)) =
µ(Ink (u1, . . . , uk))
♯Gk
. (3.13)
Then define µ(In(x)) for all nk < n < nk+1 and x ∈ Ep as
µ(In(x)) =
∑
u∈Dk+1,Ink+1 (u)⊂In(x)
µ(Ink+1(u)).
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For every x /∈ Ep, let µ(In(x)) = 0. The Kolmogorov’s consistency theorem guarantees that µ we
defined above can be uniquely extended to a Borel measure supported on Ep.
(2) Estimate log µ(In(x))log |In(x)| for all x ∈ Ep, n ≥ 1. By (3.13) and Lemma 3.3, we get that
µ(Ini(x)) =
1
bi
≤
1
c(β)β
pi , (3.14)
for every i > k(β), where k(β) is an integer depending on β given in Lemma 3.3. For n ≥ 1, there
exists k ≥ 0 such that nk < n ≤ nk+1. Then, we distinguish four cases to get the lower bound of
µ(In(x)) for all x ∈ Ep, n ≥ 1.
Case 1. k = 2j and n2j + ℓd2j−1 ≤ n < n2j + (ℓ+1)d2j−1 for some 0 ≤ ℓ ≤ t2j − 1. Notice that
the number of In(x) containing In2j+1(u)(u ∈ D2j+1) is larger than a
ℓ
2j−1. Then
µ(In(x)) ≤ µ(In2j+ℓd2j−1(x)) ≤ µ(In2j (x))a
−ℓ
2j−1 ≤
1
c(β)β
p2j
β
d2j−1ℓ
,
where the last inequality follows from (3.14) and Lemma 3.3. Moreover, Theorem 2.2(3) implies
that
|In(x)| ≥ |In2j+(ℓ+1)d2j (x)| =
1
βn2j+(ℓ+1)d2j
.
Consequently,
logµ(In(x))
log |In(x)|
≥
log β
p2j+d2j−1ℓ
+ log c(β)
log βn2j+(ℓ+1)d2j
.
By Lemma 3.3, we obtain that
lim
j→∞
log β
p2j+d2j−1ℓ
+ log c(β)
log βn2j+(ℓ+1)d2j
=
log β
log β
.
Case 2. k = 2j and n2j + t2jd2j−1 ≤ n < n2j+1. Then
µ(In(x)) = µ(In2j+1 (x)) ≤
1
c(β)β
p2j+1 ,
by (3.14) and Lemma 3.3. Moreover, Theorem 2.2(3) forces that
|In(x)| ≥ |In2j+1 (x)| =
1
βn2j+1
.
Hence,
logµ(In(x))
log |In(x)|
≥
log β
p2j+1
+ log c(β)
log βn2j+1
.
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By Lemma 3.3,
lim
j→∞
log β
p2j+1
+ log c(β)
log βn2j+1
=
p− 1
p
log β
log β
.
Case 3. k = 2j + 1 and n2j+1 + ℓd2j ≤ n < n2j+1 + (ℓ+ 1)d2j for some 0 ≤ ℓ ≤ t2j − 1. Similar
to Case 1, it follows from (3.14) and Lemma 3.3 that
µ(In(x)) ≤ µ(In2j+1+ℓd2j (x)) ≤ µ(In2j+1 (x))a
−ℓ
2j ≤
1
c(β)β
p2j+1
β
d2jℓ
.
We further get from Theorem 2.2(3) that
|In(x)| ≥ |In2j+1+(ℓ+1)d2j+1(x)| =
1
βn2j+1+(ℓ+1)d2j+1
.
As a consequence,
logµ(In(x)
log |In(x)|
≥
log β
p2j+1+d2jℓ
+ log c(β)
log βn2j+1+(ℓ+1)d2j+1
.
By Lemma 3.3, we have
lim
j→∞
log β
p2j+1+d2jℓ
+ log c(β)
log βn2j+1+(ℓ+1)d2j+1
=
p− 1
p
log β
log β
.
Case 4. k = 2j + 1 and n2j+1 + t2j+1d2j ≤ n < n2j+2. Analogously, (3.14) and Lemma 3.3
provide that
µ(In(x)) = µ(In2j+2 (x)) ≤
1
c(β)β
p2j+2 .
Furthermore, Theorem 2.2(3) gives that
|In(x)| ≥ |In2j+2 (x)| =
1
βn2j+2
.
Therefore,
logµ(In(x)
log |In(x)|
≥
log β
p2j+2
+ log c(β)
log βn2j+2
.
Lemma 3.3 indicates that,
lim
j→∞
log β
p2j+2
+ log c(β)
log βn2j+2
=
log β
log β
.
(3) Use the modified mass distribution principle (Lemma 3.2 ) to get the lower bound of dimHEp.
By the discussion of the above four cases in (2), we immediately get that, for every η > 0, there
exits an integer n0 such that for every n ≥ n0 and x ∈ Ep, we obtain that
µ(In(x)) ≤ |In(x)|
p−1
p
log β
log β−η.
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Thus, it results from Lemma 3.2 that
dimEp ≥
p− 1
p
log β
log β
− η.
The arbitrariness of η > 0 and 1 < β < β demonstrates that
dimEp ≥
p− 1
p
.
✷
3.3 Hausdorff dimension of E
ϕ
max
From the discussion above, the remainder of this section will be devoted to the proof of Theorem
1.1.
Proof of Theorem 1.1 Applying Lemma 3.1, it holds that Ep ⊂ Eϕmax for every p ∈ N, p > 1.
By setting p→∞, we get that
dimHE
ϕ
max ≥ lim
p→∞
dimHEp ≥ lim
p→∞
p− 1
p
= 1
where the second inequality follows from Lemma 3.4. It is obvious that dimHE
ϕ
max ≤ 1. Thus,
dimHE
ϕ
max = 1.
✷
4 Proof of Theorem 1.2
Now we turn towards the topological property of the set Eϕmax. Due to the Baire category theorem,
we just need to construct a set U ⊂ [0, 1] verifying the following conditions:
(1) U ⊂ Eϕmax;
(2) U is dense in [0, 1];
(3) U is a Gδ set.
Before putting the proof of Theorem 1.2, we devote to constructing a set U with the desired
properties. For every integer n ≥ 1, let Γn be defined as (2.5) and h be given as (3.6). Since
lim sup
n→∞
n
ϕ(n) = +∞ and ϕ(n) → +∞ as n→ +∞, we can choose a increasing subsequence {ni}i≥1 ⊂
N satisfying
lim
i→∞
ni
ϕ(ni)
= +∞ (4.15)
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with ni − ni−1 > max{2h, i+ Γi} and ϕ(ni) ≥ (i− 1)ni−1. Fix (ε1, . . . , εk) ∈ Σkβ , let
ω
(k)
i =


(1, 0nk+i−nk+i−1−1), when i is odd;(
(1, 0h−1)⌊
nk+i−nk+i−1
h
⌋h, 0nk+i−nk+i−1−⌊
nk+i−nk+i−1
h
⌋h
)
, when i is even.
(4.16)
for every 1 ≤ i ≤ 2k. Now we define
U :=
∞⋂
n=1
∞⋃
k=n
⋃
(ε1,...,εk)∈Σkβ
int
(
In3k (ε1, . . . , εk, 0
nk−k, ω
(k)
1 , . . . , ω
(k)
2k
)
,
where int(I|ε|(ε)) denotes the interior of I|ε|(ε) for every ε ∈ Σ
∗
β .
Remark 3 U is well defined. This is because, for all (ε1, . . . , εk) ∈ Σ
k
β, it follows from Remark 2(3)
that the interval Ik+Γk+1(ε1, . . . , εk, 0
Γk+1) is full. Since nk > k + Γk by the choice of nk, we have
the basic interval Ink(ε1, . . . , εk, 0
nk−k) is full by Remark 2(2). So the word (ε1, . . . , εk, 0
nk−k) can
concatenate any β-admissible word by Theorem 2.2(1). Similarly, ω
(k)
i (1 ≤ i ≤ 2k) can concatenate
any admissible word by the choice of nk satisfying nk − nk−1 > 2h for all k ≥ 2 and it is full for
each k ≥ 1 by Remark 2(2).
It is obvious that U is a Gδ set since int(I|ε|(ε)) is open for all ε ∈ Σ
∗
β. So it remains to show
that U is a subset of Eϕmax and is dense in [0, 1].
Lemma 4.1 U ⊂ Eϕmax.
Proof. For every x ∈ U, by the construction of U , there exist infinitely many k, such that the
β-expansion of x starts with (ε1, ..., εk, 0
nk−k, ω
(k)
1 , . . . , ω
(k)
2k ), where (ε1, ..., εk) ∈ Σ
k
β and ω
(k)
i is
defined as (4.16) for all 1 ≤ i ≤ 2k. Now we are concentrating on finding out the super limit and
lower limit of rn(x,β)
ϕ(n) .
When n = n3k, the construction of U gives that the maximal length of zeros can only appear
in the tail of ω
(k)
i (1 ≤ i ≤ 2k) defined as (4.16). Moreover, nk is increasing as k increases.
Consequently, it comes to the conclusion that, for large enough k,
rn3k(x, β) ≤ max{k + Γk, 2h, n3k−1 − n3k−2} ≤ n3k−1.
Thus, we have
lim inf
n→∞
rn(x, β)
ϕ(n)
≤ lim inf
k→∞
rn3k(x, β)
ϕ(n3k)
≤ lim inf
k→∞
n3k−1
ϕ(n3k)
≤ lim
k→∞
n3k−1
(3k − 1)n3k−1
= 0.
When n = n3k−1, by the observation on U , there are at least n3k−1−n3k−2 zeros in ω
(k)
2k−1 which
is defined as (4.16). We therefore obtain that
rn3k−1 (x, β) ≥ n3k−1 − n3k−2.
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As a result, we get
lim sup
n→∞
rn(x, β)
ϕ(n)
≥ lim sup
k→∞
rn3k−1 (x, β)
ϕ(n2k−1)
≥ lim
k→∞
n3k−1 − n3k−2
ϕ(n3k−1)
= +∞.
In conclusion, it immediately holds that x ∈ Eϕmax, so U ⊂ E
ϕ
max. ✷
Proof of Theorem 1.2 We first check that the set⋃
(ε1,...,εk)∈Σkβ
int
(
In3k (ε1, . . . , εk, 0
nk−k, ω
(k)
1 , . . . , ω
(k)
2k
)
is dense in [0,1]. That is, for all real number x ∈ [0, 1] and r > 0, we need to find out a real number
y ∈ U satisfying |x − y| ≤ r. Assume that the β-expansion of x is ε(x, β) = (ε1(x), ε2(x), . . .). Let
ℓ be an integer such that β−ℓ ≤ r. We get that (ε1(x), . . . , εℓ(x)) ∈ Σℓβ . Then let
y ∈ I3nℓ(ε1(x), . . . , εℓ(x), 0
nℓ−ℓ, ω
(ℓ)
1 , ..., ω
(ℓ)
2ℓ )
where ω
(ℓ)
i is defined as (4.16) for all 1 ≤ i ≤ 2ℓ. Thus
|x− y| ≤ β−ℓ ≤ r
since both the β-expansions of x and y begin with (ε1(x), ..., εℓ(x)). Hence, the set⋃
(ε1,...,εk)∈Σkβ
int
(
In3k (ε1, . . . , εk, 0
nk−k, ω
(k)
1 , . . . , ω
(k)
2k
)
is dense in [0, 1].
By the Baire category theorem, we consequently have U is residual in [0, 1]. To sum up, Eϕmax
is residual in [0, 1] by Lemma 4.1.
✷
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