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Resumen. El agrupamiento de trayectorias permite entender los pa-
trones de movimiento de los objetos capturados en v´ıdeo. Debido a su
naturaleza secuencial, los datos de trayectorias son adquiridos cuadro a
cuadro de forma incremental. Este procedimiento implica actualizar las
estructuras detectadas por el algoritmo de agrupamiento ante la llegada
de nuevos datos. En este art´ıculo se presenta un me´todo de agrupamiento
espectral incremental, que permite extraer las trayectorias representati-
vas de los patrones de movimiento. El me´todo propuesto explota un me-
canismo orientado a reducir la demanda computacional en el ca´lculo de
autovectores en cada iteracio´n. Se presentan resultados experimentales
sobre trayectorias de v´ıdeos reales y trayectorias sinte´ticas, que permiten
evaluar el me´todo propuesto.
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1. Introduccio´n
Las trayectorias de los objetos capturados en video son elementos importan-
tes para el ana´lisis de patrones de movimiento [1]. Las te´cnicas de agrupamiento,
clustering, son un componente clave para el ana´lisis de trayectorias. Su utiliza-
cio´n resulta conveniente cuando en lugar de modelar y analizar el movimiento de
un objeto individual, se procesan mu´ltiples trayectorias para detectar las estruc-
turas subyacentes de las actividades en video [2]. Las te´cnicas de clustering de
trayectorias proveen beneficios para muchas tareas de visio´n automa´tica como
segmentacio´n de movimientos [3], deteccio´n de objetos [4], reconocimiento de
acciones [5] y modelado de escenas [6].
Una propiedad usual de las aplicaciones de seguimiento de objetos es que
nuevas trayectorias son incorporados a la escena en cada instante de tiempo [7].
Frente a estos datos continuos, la informacio´n relacionada con las trayectorias
debe ser procesada en forma incremental. Un punto importante a notar es que
los agrupamientos que se encuentren distantes a los nuevos datos no se vera´n
influidos. Por lo tanto, un enfoque que permite manejar datos que var´ıan en
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el tiempo consiste en ajustar los agrupamientos que se encuentren cercanos en
algu´n sentido a los datos agregados o removidos para un instante de tiempo
dado.
Por lo general las trayectorias se encuentran en un subespacio de baja di-
mensionalidad [8]. Es por esto que, usualmente, las trayectorias primero se re-
presentan en un espacio de baja dimensio´n antes de realizar el agrupamiento. Las
te´cnicas de agrupamiento espectral obtienen una representacio´n de los datos en
un espacio de dimensio´n inferior obteniendo la descomposicio´n en autovectores
de la matriz laplaciana asociada al grafo de semejanza de los datos. Un enfoque
posible para el problema del agrupamiento espectral incremental consiste en cal-
cular los autovectores de la matriz laplaciana del grafo de proximidad en cada
instante de tiempo, sin embargo, esto es computacionalmente costoso dado que
resolver el sistema de autovalores es de orden cu´bico con respecto a la cantidad
de elementos en el grafo. Un modo de mejorar la eficiencia de los me´todos de
agrupamiento espectral es calcular una aproximacio´n de la descomposicio´n de
autovectores en cada iteracio´n utilizando el me´todo de Nystrom [9] en el que se
calculan las semejanzas entre un subconjunto de patrones y se aproximan las
semejanzas restantes. Se ha abordado, recientemente, el problema de actuali-
zar eficientemente el sistema de autovectores ante una modificacio´n del grafo de
semejanza [10] [11] [12].
En este trabajo se presenta un me´todo de agrupamiento espectral incremental
de trayectorias en el que en cada instante de tiempo se actualiza el grafo de
semejanza entre los segmentos de trayectorias. Se aproximan los autovectores
de la matriz laplaciana del grafo de semejanza utilizando lo calculado en el
instante de tiempo anterior, se realiza un agrupamiento de los segmentos de
trayectorias y, por u´ltimo, se obtiene una trayectoria representativa para cada
grupo. La evaluacio´n del me´todo propuesto se realizo´ utilizando trayectorias
reales obtenidas en v´ıdeos de vigilancia y trayectorias simuladas.
El art´ıculo esta´ organizado del siguiente modo, en la seccio´n 2 se describe el
problema del agrupamiento de trayectorias. En la seccio´n 3 se presenta el me-
canismo de agrupamiento espectral incremental. En la seccio´n 4 se expone el
me´todo propuesto. En la seccio´n 5 se muestran los resultados experimentales
obtenidos. Finalmente, en la seccio´n 6 se presentan las conclusiones.
2. Agrupamiento de trayectorias
En el contexto de este trabajo una trayectoria consiste en una secuencia de
puntos. Cada punto pi tiene asociada una informacio´n espacial pospi ∈ Rn y
una informacio´n temporal tpi ∈ R. Un segmento de trayectoria es un segmento
s = pipj(i < j) donde pi y pj son puntos elegidos de la misma trayectoria.
Cada segmento de trayectoria tiene asociado, a su vez, informacio´n temporal:
ts = tpj . Se define B(s) como el recta´ngulo delimitador mı´nimo de s. Un cluster
es un conjunto de segmentos de trayectorias. Los segmentos de trayectorias que
pertenecen al mismo cluster son similares de acuerdo a una funcio´n de semejanza.
Segmentos distintos de una misma trayectoria puede pertenecer a agrupamientos
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diferentes, dado que el agrupamiento se realiza sobre los segmentos y no sobre las
trayectorias. Dado un conjunto de trayectorias I = {TR1, ...,TRn} obtenidas en
un instante de tiempo t, la salida del me´todo propuesto para ese instante consiste
en un agrupamiento de los segmentos de las trayectorias TrClu = {C1, ..., Ck} y
una trayectoria representativa ∀Ci ∈ TrClu. Una trayectoria representativa de
un cluster es una secuencia de puntos que indica el comportamiento mayoritario
de los segmentos de l´ınea pertenecientes al mismo.
2.1. Semejanza entre segmentos
La funcio´n de distancia entre segmentos de trayectorias propuesta por [13]
esta´ compuesta por tres componentes: la distancia perpendicular, la distancia
paralela y la distancia angular. La figura 1 muestra las tres componentes de
la distancia. Sean Li = siei y Lj = sjej segmentos de l´ınea d-dimensionales.
Donde si, ei,sj ,y ej son las posiciones en el espacio de los puntos iniciales y
finales de cada segmento. Asignemos, sin perder generalidad, al segmento mas
largo el nombre Li y al segmento mas corto, el nombre Lj .
Figura 1: Componentes de la funcio´n de distancia para los segmentos de l´ınea






donde l⊥1 es la distancia eucl´ıdea entre el punto sj y el punto ps. El punto ps
es la proyeccio´n de sj sobre Li. La distancia l⊥2 se define de la misma manera
para ej y pe. La distancia paralela entre Li y Lj se define como:
d‖(Li, Lj) = min(l‖1, l‖2)
Supongamos que la proyeccio´n de los puntos sj y ej en Li son ps y es respectiva-
mente. Se define l‖1 como el mı´nimo de la distancia eucl´ıdea de ps a si y ei. Del
mismo modo, l‖2 es la distancia eucl´ıdea mı´nima de pe a si y ei. La distancia
angular entre Li y Lj se define como:
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dθ(Li, Lj) =
{||Lj || sin(θ) si 0◦ ≤ θ ≤ 90◦
||Lj || si 90◦ ≤ θ ≤ 180◦
donde ||Lj || es la longitud de Lj y α el a´ngulo de interseccio´n mas pequen˜o entre
Li y Lj . Finalmente, se define la distancia entre dos segmentos de trayectoria de
la siguiente manera:
dist(Li, Lj) = d⊥(Li, Lj) + dθ(Li, Lj) + d‖(Li, Lj) (1)
2.2. Trayectoria representativa
La trayectoria representativa de un cluster describe el movimiento general de
los segmentos de trayectorias que pertenecen al mismo. En el me´todo propuesto
en [13], ilustrado en la figura 2, los puntos que componen la trayectoria repre-
sentativa son extra´ıdos analizando los puntos finales e iniciales de cada segmento
de trayectoria. La idea central del algoritmo consiste en hacer pasar una l´ınea
vertical a lo largo de los segmentos de trayectorias en la direccio´n del eje mayor
del cluster. Se contabiliza el nu´mero de segmentos que son atravesados por la
l´ınea de barrido. Este nu´mero solo cambia cuando la l´ınea de barrido pasa por
un punto de inicio o por un punto final de un segmento. Si este nu´mero es mayor
o igual a un para´metro definido por el usuario, denominado MinLns, se calcula
la coordenada promedio de los segmentos de l´ınea con respecto al eje mayor y
se inserta el punto promedio en la trayectoria representativa, caso contrario se
saltea el punto que se esta´ procesando. Adema´s, con el objetivo de suavizar la
trayectoria generada, si el punto que se esta´ procesando se encuentra demasiado
cerca de un punto ya insertado en la trayectoria representativa, ese punto no es
tenido en cuenta.
Figura 2: Trayectoria representativa de un agrupamiento. MinLns = 3
225
3. Clustering espectral incremental
Dado un conjunto de patrones X = {x1, x2, ...xn} ∈ Rm y una funcio´n




, es posible construir un grafo de
semejanza G = (V,E) tal que V = X y los pesos de las aristas este´n dados por
d(xi, xj). Los algoritmos de agrupamiento espectral obtienen una representacio´n
de los datos en un espacio de dimensio´n inferior en la que resulta sencillo aplicar
un algoritmo de clustering tradicional [14] [15]. Este espacio se obtiene calculando








s.t. UTU = I
(2)




2 es la matriz laplaciana de W y D es una matriz diagonal
con la suma de las filas de W ubicadas en su diagonal principal. Una vez obtenido
U sus filas son consideradas como las nuevas coordenadas de los patrones. En
este nuevo espacio los pares de puntos semejantes se encuentran cercanos. Esto
se debe a que los autovectores de la matriz laplaciana minimizan la siguiente
funcio´n objetivo [16]: ∑
ijWij ||u(i) − u(j)||2
donde u(i) = [u1(i), ..., um(i)] es la representacio´n m-dimensional del i-e´simo
patro´n.
3.1. Escalado local del peso de las aristas
El para´metro de escalado α de la funcio´n de semejanza es una medida que
determina cuando dos puntos son considerados semejantes. La seleccio´n del
para´metro se realiza, por lo general, de forma manual. La presencia de un escala-
do fijo para todo el conjunto de datos ocasiona problemas cuando se encuentran
agrupamientos de distintas densidades. Los me´todos de clustering espectral pue-
den no encontrar un buen agrupamiento cuando los datos contienen mu´ltiples
escalas, incluso utilizando el α o´ptimo. En lugar de seleccionar un so´lo para´me-
tro de escala, en [17] se propuso un me´todo para calcular la escala local de αi




la distancia si a sj vista por sj es
d(si,sj)
αj
. Por lo tanto la semejanza entre un







Un para´metro de escalado espec´ıfico para cada punto permite configurar la escala
de acuerdo a la densidad encontrada en la vecindad del punto i y del punto j. La
seleccio´n de la escala local αi puede ser establecida estudiando los estad´ısticos
locales de la vecindad del punto si.
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3.2. Nu´mero de Clusters
Una herramienta para determinar el nu´mero de agrupamientos utilizando
las te´cnicas de clustering espectral consiste en encontrar una ca´ıda dra´stica en
la magnitud de los autovalores. Sea λ1, λ2, ...λm los autovalores ordenados de
menor a mayor de la matriz laplaciana. El objetivo es elegir un nu´mero k tal que
los valores de λ1, λ2, ..., λk sean pequen˜os y λk+1 sea relativamente grande [18].
Se define, por lo tanto, kopt = argmax
i
(|λi − λi+1|).
3.3. Aproximacio´n incremental de los autovectores
Debido a que nuevos segmentos de trayectorias son incorporados al algoritmo
de agrupamiento en cada instante de tiempo, el objetivo es procesar dichos datos
y producir nuevos agrupamientos utilizando un enfoque incremental.
En [11] se propuso un me´todo incremental eficiente que a partir de los auto-
vectores de la matriz laplaciana de un grafo Gt permite obtener los autovectores
de la matriz laplaciana del grafo Gt+1 que se obtuvo agregando o eliminando
ve´rtices o modificado los pesos de las aristas de G.
Para esto plantean a las modificaciones del grafo como la suma de matrices
sime´tricas Lt+1 = Lt + U , donde Lt es la matriz laplaciana del grafo Gt y U es
una matriz que codifica el cambio realizado a Gt para transformarlo en Gt+1.
La idea central consiste en calcular la descomposicio´n de Lt y luego aproximar
la descomposicio´n de rango k de Ltk + U , donde Ltk es la aproximacio´n de Lt
usando los k autovectores mas grandes. El me´todo aproxima los autovectores de
Lk + U a calculando Q˜Hk, donde Q˜ es una matriz con columnas ortonormales
que generan Lk + U y Hk representan los k autovectores mas grandes de la
matriz ∆ = Q˜(Lk + U)Q˜
T . En [11] se muestra que las dos matrices pueden ser
obtenidas a partir de Lk y U en O((k
2 + p2)(p + k) + np(p + k)), donde n es
la cantidad total de patrones, p es la cantidad de datos modificados y k es la
cantidad de autovectores obtenidos.
4. Descripcio´n del me´todo propuesto
Dado el taman˜o de la ventana de tiempo a analizar tw, un conjunto se seg-
mentos de trayectorias C = {l1, l2, ..., ln}, un segmento li, y un para´metro de
vecindad β, se define el conjunto de segmentos vecinos de li como
N(li, β) = { lj | βB(li) ∩ βB(lj) 6= ∅ ∀i6=j}.
donde βB(lj) es el recta´ngulo delimitador mı´nimo de lj escalado por β.
En el me´todo propuesto se utiliza como funcio´n de semejanza entre dos seg-
mentos de trayectoria:

















|N(li,β)| y dist es la funcio´n de distancia entre dos segmen-
tos definida en la ecuacio´n 1.
Sean k el ma´ximo nu´mero posible de clusters, β un para´metro de vecindad,
T el nu´mero de iteraciones que transcurren sin volver a calcular el sistema de
autovectores. Sea Gt−1 = (Vt−1, Et−1) el grafo de segmentos de trayectorias
obtenido en la itereacio´n t− 1, Jt−1 los autovectores aproximados obtenidos en
la iteracio´n t − 1 y traji los segmentos de trayectorias extra´ıdos en la iteracio´n
i. En cada iteracio´n el me´todo realiza los siguientes pasos:
1. Gi = Gi−1 donde Gi = (Vi, Ei).
2. Se eliminan del grafo Gi los segmentos
{
sj |sj ∈ Vi, i− tsj > tw
}
.
3. Vi = Vi∪ traji. Se conecta cada t ∈ traji con sus N(t, β). El peso de la arista
esta´ dado por la ecuacio´n 3.
4. Se calcula la escala local ∀t ∈ traji.
5. Se obtiene la matriz laplaciana Li a partir de Gi de acuerdo a [11].
6. Si i mo´d T = 0.
a) Se recalculan las escalas locales de cada punto.
b) Se vuelven a calcular los k autovectores Ji a partir de Li.
7. Si i mo´d T 6= 0.
a) Se aproximan los k autovectores Ji de acuerdo a la seccio´n 3.3 a partir
de Ji−1.
8. Se calcula el nu´mero de agrupamientos kopt segu´n lo expuesto en la seccio´n
3.2.
9. Se aplica k-medias con centroides iniciales ci−1 sobre Ji para obtener kopt
centroides. Se almacena ci.
10. Se extraen las trayectorias representativas de cada cluster.
5. Resultados Experimentales
(a) Trayectorias en una ite-
racio´n
(b) Trayectorias representa-
tivas obtenidas con β = 5
(c) Trayectorias representa-
tivas obtenidas con β = 7
Figura 3: Trayectorias extra´ıdas en el conjunto de datos de utilizando una ven-
tana de tiempo de 100 cuadros y k = 15
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El rendimiento del algoritmo de clustering propuesto fue evaluado sobre un
conjunto de trayectorias extra´ıdos de videos de vigilancia reales. El conjunto
de datos provisto por [19] consiste en un conjunto de trayectorias obtenidas
mediante el seguimiento de personas en el edificio principal de la Escuela de
Informa´tica de la Universidad de Edimburgo. Los datos contienen varios meses
de observaciones que resultan en ma´s de mil trayectorias observadas por cada
d´ıa. La figura 3 muestra la influencia del para´metro de escala en la extraccio´n
de trayectorias para un instante de tiempo dado. Se puede visualizar como el
me´todo permite extraer trayectorias con diferente nivel de detalle.
Uno de los conjuntos de datos provisto por [20] consiste en trayectorias simu-
ladas en una interseccio´n de calles. El algoritmo de agrupamiento fue evaluado
utilizando el criterio propuesto en [13] que denominamos SSQ. El criterio con-
siste en minimizar el promedio de la suma de las distancias al cuadrado de los
segmentos pertenecientes a cada cluster. La figura 4 muestra una comparacio´n
entre la suma de los errores al cuadrado de los agrupamientos obtenidos mediante
el me´todo propuesto y el algoritmo de agrupamiento de trayectorias TRACLUS
[13] para cuatro instantes de tiempo utilizando una ventana de tiempo de 500
iteraciones. En cada instante se muestra la cantidad de segmentos de trayec-
torias presentes. Comparando con TRACLUS, el promedio de la suma de las
distancias al cuadrado es ligeramente mayor, pero el tiempo de procesamiento
del me´todo propuesto es significativamente menor. Para procesar los 5000 puntos
en promedio de cada cuadro el me´todo propuesto toma en promedio 0.6 segun-
dos, mientras que TRACLUS toma alrededor de 8 segundos. Esto se debe a que
solo se actualizan los segmentos de trayectorias incorporados o eliminados a la
escena y los segmentos cercanos a ellos.
Figura 4: Comparacio´n sobre la efectividad el algoritmo de agrupamiento
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6. Conclusiones
En este art´ıculo se presenta un me´todo de agrupamiento incremental de tra-
yectorias obtenidas mediante el seguimiento de objetos en v´ıdeo. Los resultados
obtenidos sobre v´ıdeos de vigilancia reales presentan resultados preliminares sa-
tisfactorios. El algoritmo incorpora adecuadamente la informacio´n provista por
los nuevos segmentos de trayectorias mediante la actualizacio´n incremental del
sistema de autovalores. El me´todo permite obtener las trayectorias representa-
tivas de cada cluster en una ventana tiempo. Una etapa futura de este trabajo
preve´ la incorporacio´n de te´cnicas de discretizacio´n de autovectores con el fin de
evitar el paso de aplicar un algoritmo de agrupamiento sobre el espacio generado
por los autovectores. Otro aspecto importante ser´ıa evaluar la conveniencia de
utilizar una medida de semejanza alternativa entre trayectorias.
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