Abstract Necessary and su cient conditions for geometric convergence in the relative supremum norm of the Metropolis{Hastings simulation algorithm with a general generating function are established. An explicit expression for the convergence rate is given.
1. Introduction. This paper discusses the convergence rate for the Metropolis{Hastings simulation algorithm proposed in Hastings (1970) . The Metropolis{Hastings simulation algorithm is used for sampling from a distribution f(x). There is currently a lot of interest in MCMC both theoretically and in a large numberof applications, see Geyer (1992) . The challenge in Metropolis-Hastings is to nd a goodgenerating function. The explicit formula for the convergence rate given in this paper may beused to compare di erent generating functions. Meyn & Tweedie (1993) prove that the Doeblin condition is equivalent to uniform ergodic, i.e. uniform convergence in total variation norm. The total variation norm is always bounded by the relative supremum norm. Hence, the requirement in the theorem in this paper implies that the Doeblin condition is obtained in nite numberof steps. The relative supremum norms is used in this paper since it gives a simple expression for the convergence rate. Convergence in other norms may bederived from the convergence in the relative supremum norm.
2. The Metropolis{Hastings simulation algorithm. Let R n be a Borel measurable state space and f(x) a probability density w h i c h is positive i n : The densities p 0 (x) a n d q(x j y) x y 2 are positive i n or a subset of : All the densities are assumed absolutely continuous. In this paper it is assumed that q(y j x) > 0 implies, q(x j y) > 0 f o r all x y 2 since states proposed by q(y j x) > 0 will not beaccepted if q(x j y) = 0 : The following de nitions are needed: 3. An expression for the probability density. 
where it is used that (x y) = h(x y)=(f(y)q(x j y)) and that h(x y) is symmetric. The rest of the lemma follows trivially from the above calculation.
Assume that = R and that the change in each iteration is limited.
Then the lemma states that the high frequency error in p 0 (x)=f(x) is reduced quickly and the low frequency error is reduced more slowly.
Convergence for positive generating function. If the gener-
ating function is positive, it is possible to move b e t ween any t wo states in one jump. This makes the convergence faster and the result less technical. Mengersen & Tweedie (1994) prove a similar proposition with the stronger assumption q(x j y) = q(x). The critical di erence between these two cases is that in the rst case p i (x) ; f(x) is only positive for x in a small corner while in the second there is a gradual change.
