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Abstract 
The choice of initial conditions ensuring safe convergence of the implemented iterative method is one of the most 
important problems in solving polynomial equations. These conditions should epend only on the coefficients of a given 
polynomial P and initial approximations to the zeros of P. In this paper we state initial conditions with the described 
properties for the Wang-Zheng method for the simultaneous approximation f all zeros of P. The safe convergence and 
the fourth-order convergence of this method are proved. (~) 1998 Elsevier Science B.V. All rights reserved. 
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method 
1. Introduction 
The choice of  initial conditions which provide a safe convergence of an iterative method is 
one of the most important problems in solving equations of the form f ( z )  -- 0. From a practical 
point of  view, these conditions should depend only on attainable data, for example, on available 
characteristics of a given function f and initial approximation z (°). This problem is very difficult and 
it cannot give a satisfactory answer in general, even in the case of simple functions, such as algebraic 
polynomials. The first results which treat computationally verifiable convergence conditions and use 
only the information of  f at the initial point z (°), were given by Smale [23]. Smale introduced the 
notion of an approximate zero as an initial point which provides the safe convergence of Newton's 
method. After that, Kim [8] in her dissertation and Smale [24] independently proved the so-called 
"point estimation theorem" for Newton's method. Wang and Han [26] improved Smale's result by 
introducing majorizing sequence method into the "point estimation". These works were later extended 
by Curry [3] and Kim [9] to some higher-order iterative methods, and Chen [2], who dealt with the 
general Newton-like quadratically convergent i erative algorithms. 
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In the case of (monic) algebraic polynomials 
P(z)  = z" + a,_lz n-1 + .. .  + alz + ao 
initial conditions hould be some functions of polynomial coefficients a -- (a0 . . . . .  an-I ), its degree n 
and initial approximations z (°) = (zl~ °), _{0)~.. For m = 0, 1, let zl m), .{m) be the approximations 
to the zeros ~, . . . ,  ~n of P at the mth iteration, and let 
P(ZI m) ) 
W(z} ~)) := (Weierstrass' correction), n 
~I(zlm) -- ~ m)) 
i=1 
W (m) := max Im(z}m))l, d (m) :=  min {Iz} " ) -  z~m)l}. 
l <~i<~n i,~ 
As shown recently in [13-20] by Petkovi6 and his coauthors and by Wang and Zhao [25-29], 
suitable initial conditions providing a safe convergence of a wide class of simultaneous methods for 
finding polynomial zeros can be expressed in the form of the inequality 
w (°) < c(n)d {°), (1) 
where c(n) is a convenient quantity depending only on the polynomial degree n. 
The purpose of this paper is to state initial conditions of the form (1) for the fourth-order method 
proposed by Wang and Zheng in [27] (see, also, [28]). This method is based on Bell's polynomials 
and reads 
= z m) _ 1 {2)  
P(Z~ m) ) //Is(m)]2 s(m)'~ 
f ( z l  m)) 2p,(zlm)) \L 13 J 4" 23 ) 
for i = 1,.. . ,n and m = O, 1,... , where 
Pt(Z) Pit(z) ~(m) 1 
f{z)  - e(z) 2P,(z)' = Z (zlm _ z m )k Ck = 1,2). 
js'!i J 
Omitting the iteration index, Wang-Zheng's method can be written in the form 
1 
2i = zi - p t ,~  (i E In) (3) 
f ( z i )  , , '~ , (S~ i + S2, i) 
z r '  z i) " 
where 2i is a new approximation to the zero (i of P. The modifications of this method with the 
convergence order higher than four were considered in [21], and the interval version in [12, 27, 28] 
In practice, a complete procedure for improving the approximations to the polynomial zeros con- 
sists of a three-stage 9lobally convergent composite algorithm (see [4]): 
(a) find an inclusion region of the complex plane which includes all zeros of a polynomial; 
(b) apply a slowly convergent search algorithm to obtain separated initial intervals (disks or rectan- 
gles), each containing only one zero and calculate the multiplicity of that zero; 
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(c) improve approximations belonging to these intervals with a rapidly convergent iterative method 
to any required accuracy. 
The steps (a) and (b), described in detail in the literature (cf. [4, 6, 7]), give sufficiently small 
intervals which provide the convergence of the implemented locally convergent i erative simultaneous 
methods. In other words, approximations from these intervals satisfy initial conditions of the form 
(1) so that a wide class of simultaneous methods (including Wang-Zheng's method (2)) converge. 
Wang-Zeng's method (2) belongs to the class of higher-order methods. In practice, this method 
and its modifications (see [12, 21]) possess good convergent properties especially when they are 
implemented on parallel computers. The computational efficiency of the most frequently used simul- 
taneous method was considered in the book [ 11 ]. The reasons for the application of methods with 
very fast convergence were discussed in detail in [10, 22]. 
In Section 2 we give some necessary identities for polynomials with simple zeros and a repre- 
sentation of Weierstrass' correction which uses approximations generated by Wang-Zheng's method 
(2). The convergence theorem which involves the initial condition w (°) < d(°)/4n is proved in Sec- 
tion 3. Under this condition we prove that the Wang-Zheng method monotonically converges with 
the order of convergence equal to four. We end the paper with a discussion about the quantity c(n) 
appearing in (1). 
2. Some identities 
In this section we give some identities which will be used in our convergence analysis of Wang- 
Zheng's method (2). Let us introduce 
1 
(k = 1,2). U, = Z i - -  ~i, ~k, i  = ~ (Z  i __ ~ j )k  
j#~ 
For the polynomial P and its derivatives we state 
Lemma 1. For dist inct points z I . . . .  ,z  n the fo l lowing identit ies are valid: 
P'(z) _ ~ 1 
j : ,  z -  
(4) 
(± )n 
P(t) = Wj + 1 I I ( t - z j ) ,  (5) 
j=l t -- z) j=l 
P'(zi) 1 (j~4 / Wj +1), (6) 
P(z i~ -- S,,i + Wii z i - -  Z j  
u,(S?,, + &, , )  
2(1 + Ui~-]q,i) '  
+ &,) - (7) 
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Ptt(z i)  2~1,i + Ui~,  i -- Ui~2,i 
2P'(zi) 2(1 "-~ bl i~l , i )  ' 
(8) 
2 2 U~2, i  2 + 2u~t , i  + u i ~ , i  + 
f ( z i )  = (9) 
2Ui(1 + UiEl,i) 
Proof. The identity (4) is obtained by applying the logarithmic differentiation to
n 
P(z )  = H(z  - ~j). 
j=l  
Lagrange' s interpolation formula applied to P(z)  - I-Iy=l (z - zj ) yields (5), Following Carstensen [ 1 ], 
we apply the logarithmic derivative to (5) and obtain 
+ 1 - ( t - z , )~ j# i (t _ zj) 2 P' ( t )  1 ~ j#i  t - zj 
= :~'4i - + Wi + ( t - zi ) [ Wj +1]  . .  t z j  t - z J  
Putting t = zi in this formula we get (6). Using (4) we directly obtain (7). 
Differentiating (4) written in the form 
n 1 
P' (z )  = P (z )Z  - ' 
j=l  Z ffj 
we get 
± P"(z )  = P ' (z )  1 P (z )  (z -- ¢y)2" 
j=l  Z ~j j=l  
Hence, for z = zi, it follows by (4) 
P"(z i )  _ 1/ui + ~, ,  P(z i)  1/u~ + ~2,i) 1/u, + ~2,, 1/u2 + E2,, 
P'(z,~ ' ~ (  -- " 1/ui + E, , i '  
whence, after short rearrangement, we obtain (8). Finally, by virtue of (4) (for z = zi) and (8) the 
relation (9) follows. [] 
Let 
P(zi)  
Ci = )l,P"zi ------~ + (S2i + S2,i) - f (z~) - S l i  (10) I , i )  ' 
and 
D, = (2, - z~) Z (zi - zj)(z~ - z;)" (11) 
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Lemma 2. Let zl , . . . ,z,  be disjoint approximations to the zeros ~,. . . ,~, of a polynomial P, and 
let 21,... ,2n be new respective approximations generated by the iterative formula (3). Then the 
following formula is valid: 
A P(2i) --(2i z i ) (WiC i -D i ) l - I ( l+2; -~)  (12) . _ _  - -  .~- . 
wi 1-I(2i - 2;) . 
j ¢ i  
Proof. From (3) we find 
1 _ f ( z i )+  P (z i )  ( s~ i  + S2i)- Ptt(zi) Pt(zi) P(zi) 
2i - -  Zi 2et'g~( i )  ' ' 2P t (g i  ~ )  e (z i~  -~- 2et  i )  (S~ "~ S2 ' i ) "  
Hence, substituting Pt(zi)/P(zi) by the expression on the right-hand side of (6), one obtains 
wi _ l _  z +w/a .  
2 i - -  Z i js~i Z i - -  Zj 
According to this we find 
mj + l -  Wi q_~-~2Wj + l=WiC i+~-~ WL ~ Wj 
• - 2 i  - zj zi - zj' j= l  2i Zj Zi - -  Zi j~ i  t j j~ i  " " 
that is 
+ 1 = W~Ci- Di. 
Wj 
j=l £i zj 
Using this relation and (5) for t = £i we obtain 
P(Z i )  = (Zi - -  z i ) [WiC i  - Di] I-I(2i - zj), 
j¢i 
wherefrom, after dividing with 1-L¢i(2i- 2j) and some rearrangement, we obtain (12). [] 
3. Convergence theorem 
In this section we prove the convergence theorem dealing with initial conditions under which 
Wang-Zheng's method is convergent. First, we give two necessary lemmas. 
Lemma 3. Let c(n) = 1/(~n + fl), ~ >~ 2, fl/> (2 - ~)n, and let us assume that w < c(n)d holds. 
Then for n ~ 3 the disks 
{~n+f l (~ _ -1)n-+ } Di := zi; /~lWil ( i=  1,. . . ,n) 
are mutually disjoint and each of them contains one and only one zero of P. 
The proof of this assertion can be found in the book [17]. 
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Lemma 4. Let z l , . . . ,z ,  be approximations produced by the iterative method (3) and let Fti = 
2i - ff~, d = min/gj idi - djl, v~ = max,~<iv, Iw i l . / fn  ~> 3 and the inequality 
d 
w < - -  (13) 
4n 
holds, then 
3n ~, ( i)  d < ~ , 
W. (i i) ~ < g, 
^ 
(ii i) ~ < ~; 
9n2(6n - 1 ) 
(iv) la, I ~ Y(n,d)luil 3 Zj4~ luj[, where 7(n,d) - 4(3n_l)2d3. 
Proof. Starting from formula (3) and using (7) and (9) we find 
-2ui(1 + UiE l , i )  
di = zi - , (14) 
Gi 
where 
G~ 2 -~ 2Hi~l, i -~- H2(~ i 2 u2(Z2, i S2,i = , -& ,~)+ - ). (15)  
Applying Lemma 3 under the inequality (13) (c~ = 4, fl = 0) we obtain that each disk {zi; 41Wil} 
contains only one zero of  P. Therefore, if (13) holds then we have 
d 
luil = Izi - ~'i1 ~ 41W/I < 3nn" (16) 
Using (13), (16) and the definition of d we estimate 
I~,-  ¢~1/> Iz, -~ j l -  I~j - Cjl > a d 3. - 3n - -3g 1.< (17) 
1 n -  1 3n(n -  1) 
I~. i l -< ~ I~, ~----~ < 3"-'d - (3 . -  1)d' ( lS) 
jT~i 3n 
1 n -  1 (19) 
[S"i[ <<" ~ ]zi zj-------~] <~ 7 jgi 
Besides, we have 
uj x - -  lujl 
s l . I  
K--. 
<~ 
wherefrom, using (16) and (17), 
(n -  1)d/3n n -  1 
}El,, - Sl,il < (3n - 1/3n)d. d = (3n -1 )d"  (20) 
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In the similar way, we find
P2,i - S2.il = - c
jfj tzi - l,Ytzi - zj> ( 1 1-+-zi - ij Zf - Zj )I
G
l”jl
z Izi - [j\IZi -Zjl (
IZi _Y  cj\ + IZi ‘Zj,
1
’
whence
(n - 1)(6n - 1)
= (3n-1)2d2 ’
Using the bounds ( 16) and ( 18)-(21 ), from ( 15) we estimate
IGil 2 2 - 2luill~~.il  - Iui121Cl,i  - Sl,il(lCl,il  + l4,il) - lui121C2,i  - s2,il
>2_g3n(n-l) 3n(n - 1) n-11 d2 (n - 1)(6n - 1)- -3n(3n- 1)d (3n- l)d’ d 9n2 (3n - 1)2d2 ’
or, after some manipulations,
(21)
IGil  > 2 - ‘:I 1 ;) - n($n;(;;~l;zl).
We note that from (22) it follows
IG,I > + for all n > 3.
From (14) we find
(22)
(23)
12, _z,l < 21ud(1  + I”ilc~,~l)\ /Gil .
Hence, by (16), (18) and (22)
=  s(n)1 Kl,
where
16(2n-I)
s(n) =
3(3n-I)
2 _ 2(n--1) n(n-l)(6n-I)'
3n-I 9ny3n-I)'
The sequences { g(n)},=3,4,,.. is monotonically increasing so that
3219 8
g(n) < Jlt g(n) = - = -
413 3 .
Therefore,
li;-ziI < ;lwI < 2. (24)
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Applying (24) we estimate 
I e , - z j l> lz i - z j l -12 i - z i l  > a 
2d 3n - 2 
- - -  d ,  
3n 3n 
(25) 
and 
12 i -2 j l  > Iz, - zj l  - 12 , - z i l -  12j - zj l  > d - 2 . 
2d _ 3n - 4d. 
(26) 
3n 3n 
According to the last inequality and the definition of d (m), it follows 
3n - 4 3n 
d¢ > - -d ,  that is, d < d (27) 
3n 3n - 4 
and the assertion (i) of Lemma 4 is proved. 
Now, we estimate the terms appearing in (12). First, by (13), (24) and (25), from (11) we obtain 
IWJl 
ID, I ~ 12,- zel ~ 12 i _ z J l l z , -  zj l  j#~ 
2(n-  1) n -  1 
< 
2d(n-1)w 2(n - l )  w 
< 3n 3" -2d-d -  3n-2  "d  (28) -q-U, 
1 
4n(3n - 2) 2n(3n - 2) ~< ~"  
To find the upper bound for ]Ci], we use (4), (7) and (9) and rearrange C/ given by (10) in the 
following manner: 
, U2y]2 U2~2i ui(S~, Jr- 32 i) 2 + 2ui~l i + i 1,i q- 1 
Ci = 2ui(1 -[- Ui~l, i)  ' -4- --Ui -4- ~l, i  -- Sl,i + 2(1 -}-' Ui~l,i)" ' 
which reduces to 
Ci = u i [ (S l , i  - Y]l,i)(Sl,i -]- E l , i )  q- S2, i  - Y]2,i] -t- Y]I,i - S l , i .  (29)  
2(1 + Ui•l,i) 
As previously, we use the bounds (16) and (18)-(21) and from (29) we find 
ICil 
lu, l[l~,,,-s,,,l(l&,l+ I~,,/I)+ I&,, - ~2,,I] 
+ 121,i - Sl,il 
2(1 - lu ,  l]2~,,]) 
(n -  1 ) (6n-  1) n -  1 (n -  1) (18n-  1) < + --  
12n(3n-  1)d (3n-  1)d 12n(3n- 1)d 
By virtue of this we obtain 
(n -  1)(18n-  1) w (n -  1)(18n-  1) 
12n(3n - 1 ) d 48n2(3n - 1 ) 
53 
1728 IwillC~l < (30) 
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Using (25) and (26) we find now the upper bound for the absolute value of the product appearing 
in (13): 
l+e J_~j  ~< 1+ ^ ~< 1+ 
z~ . .  z , -  zj . .  l e ,  2 j l  
( < 1+ (3n-4)d < l+3nZ4 ~< 1.96 (31) 
3n 
since the sequence ~b(n) = (1 + 2 / (3n-  4)) n-I is monotonously decreasing for n ~> 2 so that 
4~(n)/> 4~(3) = 1.96. Starting from (12) and using the estimates (24), (28), (30) and (31) we 
find 
'~l ~ [Zi zil[lWil'Ci' + IOil] j~i (1 -]- zJ-~j ~  < ~IW/l( 53 1) + • 1.96 ~ 0.40921Wil, 
Zi 
so that 
Iw, I A 
IW, I < 2 ' 
which proves (ii) of the lemma. In regard to this and (27) we have for all n t> 3 
w 1 d 1 3n 
~b< 2 < 2"4n  < 2 3n-4  4n' 
whence 
d 
g' < Unn' 
and the assertion (iii) is proved. 
From (14) we find 
2Ui(1 + UiEl,i) 3 2 __ S 2 Ui [~ l , i  1,i -~- E2 ,  i - -  S2,i] 
Gi Gi 
According to the previous estimates we have 
(32) 
~2 s = lujl 
I , , , -  ,.,I -< (1~,,I + Is,,il) ~ Izi- CjIIz,- z~l 
< \~- - i )d  + 3"-ld d ~ lu ,  l 
" j~ i  
3n(n - 1 ) (6n  - 1 ) 
-- 73-;- iV~ ~ r.,I j#i 
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and 
tujl ( 1 
]~2,i-  S2.il ~ Z ]z i _ (j[lz, _ zi I iz ~ - ~j[ 
j#i - - +  Izi-zj---- l 
< 
(3n --- 1)d 2 (3n-  l ld  + Z[u J  [ j~i 
3n(6n - 1) 
- 1) d3 
Using the last two bounds and (23), from (32) we find 
3luzl3 (3n(n~ l)_(6n-1 ) 3n(6n-  1 ) )  
lull < 4 \ (3n -- 1)2d 3 + (~ --- i-)2-~ ~ ]ujl" 
that is 
1~i1 < 4 -~ ~9n2(6n ii-2-1d -)3[u'[3 ~j¢i ]ujl = 7(n,d)[ui[ 3~j¢, luj[. 
This proves (iv) of Lemma 4. [] 
Now, we give the convergence theorem for the iterative method (2) which involves only initial 
approximations to the zeros and the polynomial degree n. 
Theorem 1. Let P be a polynomial of deyree n >>, 3 with simple zeros. I f  the initial condition 
d(O) 
w ~°) < - -  (33) 
4n 
holds, then Wany-Zheny's method (2) is convergent with the order of convergence four. 
Proofl The proof is by induction with the argumentation used for the inequalities (i)-(iv) of Lemma 
4. Since the initial condition (33) coincides with (13), all estimates given in Lemma 4 are valid 
for the index m = 1. Actually, this is the part of the proof with respect o m = 1. Furthermore, 
the inequality (iii) again reduces to the condition of the form (13) and, therefore, the assertions 
(i)-(iv) of Lemma 4 hold for the next index, and so on. All estimates and bounds for the index m 
are derived essentially in the same way as for m = 0. In fact, the implication 
d(m) d(m+l )
w~m) < ~ ~ w~m+l) < 4~ff-- 
plays a key role in the convergence analysis of the method (2) because it involves the initial 
condition (33) which affects the validity of all inequalities given in Lemma 2 for each m = 0, 1 . . . . .  
In particular, we have 
d (m) 3n 
d (re+l)" < 3n~-4  (34) 
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and 
lulm+~)l ~ T(n,d~m))lulm)l 3 ~ lu m'l (i : 1 . . . .  ,n)  
js~i 
for each iteration index m -- 0, 1,... , where 
?(n,d~m) ) : 9n2(6n-  1) 
4(3n - 1 )2[d(m)]3" 
The equality in (35) will appear in the case ul m) = O. 
Substituting 
i J3 = (n -  1)7(n,d (m)) U !m) 
the inequalities (35) become 
(35) 
t,m+l) ~< 3n -- 4 (7 (n ,d  (m+l)) ~ I/3 
i 3~ ~k "~d~m)) ] [t;m,]3 Z[tj('m)] 
j~i 
3n - 4 d (m) 
3n d ~m+')[tlm)]3 Z[t~m)] 
jT~i 
Hence, using (34), we obtain 
(i = 1 . . . .  ,n). 
t~m+') ~< n--1 1 [t~m)]3 Z[t)m) ] (i = 1,. . . ,n).  (36) 
j~i 
By virtue of  (16) we find 
3n 1 4/3 [ 27n3(n -  1 ) (6n- l )  lul°'l < L4(Un-¥) n -- 
l/3d(O) ( 17 x~l/3 
~n ~< \640 J  
<1 
for each i = 1,. . . ,n.  Taking t = maxi t~ °) we observe that t} °) ~< t < 1 is valid for all i = 1, . . . ,n . 
According to this we conclude from (36) that the sequences {t~ m)} (and, consequently, {[ulm)l}) tend 
to 0 for all i = 1,. . . ,n.  Therefore, z} m) ~ ~i and the method (2) is convergent. 
Taking into account hat the quantity d ~m) which appears in (35) is bounded and tends to min ]~i- 
i . j  
~j] and setting u ~m) = max tulm)l, from (35) we obtain i 
lulm+l)l ~ u ~m+~) < (n - 1)7(n,d(m))[u(m)] 4, 
which proves the second part of the theorem. [] 
Remark. As usual in the convergence analysis of  iterative methods (see, e.g. [5]), we could assume 
_ (m)  _ (m)  
that the errors u i - - z  i -~ ,  ( i=  1 . . . .  ,n) are not zero for a finite m. However, if u! m°)=O for I I 
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Table 1 
Method Order C( n ) I, 
Newton [25] 2 --  [0.2044,0.3241] 
Halley [3] 3 --  0.1128 
Euler~hebyshev [3] 3 --  0.1156 
Weierstrass [17] 2 1/2n 0.5 
Ehrlich-Aberth [20] 3 1/(2n+3) [0.3333,0.5] 
B6rsch-Supan [15] 3 1/(2n+2) [0.375,0.5] 
Tanabe [19] 3 l/3n 0.3333 
EAN [18] 4 1/3n 0.3333 
BSW [16] 4 1/(2n+2) [0.375,0.5] 
Wang-Zheng [this paper] 4 l/4n 0.25 
EAN - Ehrlich-Aberth's method with Newton's correction. 
BSW - Brrsch-Supan's method with Weierstrass' correction. 
some index il and m0 >/0, we just take Z !m°) to be the approximation to the zeros ~i, and do not 
iterate further for the index il. 
For the comparison purpose, the entries of c(n) for various methods are given in Table 1. Initial 
conditions of the form (1) are sufficient; in practice, Wang-Zheng's method and other simultaneous 
methods listed in Table 1 converge under weaker conditions, with c(n) greater than that shown in 
Table 1. The choice of a smaller c(n) in (1) is necessary for theoretical reasons - to provide the 
validity of  estimates appearing in the proof of the convergence theorem. Nevertheless, as a number 
of  numerical experiments showed, significant decrease of c(n) (say 2 to 3 times) can lead to initial 
conditions which do not ensure the convergence of the applied method. 
Sometimes, initial convergence conditions are presented in the form of the inequality 
IW/<°) I < n. c(n)d ~°) 
i--I 
which follows from (1). Table 1 also gives the intervals I, -- [min nc(n), maxnc(n)] for n ~> 3. The 
lower bound of In is obtained for n = 3, the upper bound is the limit case when n ~ e~. According 
to the results given in [25], these intervals can be used for an approximate comparison with the 
initial conditions for Newton's method for a single zero. The corresponding constants appearing in 
the initial conditions for Halley's and Euler-Chebyshev's method, established in the recent paper [3], 
are also displayed in Table 1. We observe that the constants for these three methods are not greater 
than values belonging to the interval In for the simultaneous methods. This comparison shows that 
the results concerning initial conditions for the simultaneous methods are satisfactory. Moreover, a 
number of numerical experiments, performed by the search algorithm proposed in [7], showed that 
the discussed initial conditions (1) are feasible in practice. 
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