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We study a simple and versatile diatomic potential function coined to prevent crystallization
in supercooled liquids. We show that the corresponding liquid doesn’t crystallize even with very
long simulation runs at the lowest temperature that we can access with ergodic simulations. The
medium displays the usual features of supercooled materials and a non-Arrhenius dependence of the
diffusion coefficient and α relaxation time with temperature. We also observe the breakdown of the
Stokes-Einstein relation at low temperatures.
INTRODUCTION
Supercooled liquids undergo an exponential (Arrhe-
nius) or even larger increase of their viscosity when the
temperature decreases. This large modification of the
transport properties appear while the structure changes
only slightly with temperature. While several theories1,2
have been proposed to solve that long standing glass-
transition problem, it is still open1–5. Interestingly
while the reasons for the strange behavior of supercooled
liquids are still not understood, molecular dynamics
simulations6 reproduce the unexplained phenomena1,4.
Consequently molecular dynamics simulation is an in-
valuable tool6–11 to study the glass-transition problem,
and more generally6,12–17 for the study of condensed mat-
ter physics. Due to the universality of the glass-transition
phenomenology1,2,4,5 one is tempted to chose the simplest
existing potential function in order to simplify as much
as possible the complexity of the problem. Unfortunately
when the potential is too simple, the liquid crystallizes
rapidly. Thus one is conducted to search for the simplest
potential that prevents crystallization for supercooled liq-
uids simulations while displaying as strongly as possi-
ble the dynamical behavior of supercooled liquids. Vari-
ous potentials18–25 have been proposed in that purpose.
However some eventually undergo partial crystallization
for long runs, while others are not so simple. The most
popular potential to date that hinders the crystallisation
is the Kob-Andersen potential18,19. The corresponding
liquid is a mixture of two different Lennard-Jones atoms
(A and B) with a proportion of 20% of atoms A and 80%
of atoms B. If that potential is one of the simplest it also
creates an unnecessary increase of the complexity of the
problem due to the mixture of atoms. However liquids
constituted with only unmixed atoms A or B do crystal-
lize very fast. A simple idea to overcome that problem
is to bound the two atoms A and B creating a diatomic
molecule which liquid may be expected not to crystallize.
Unfortunately after long runs that liquid also crystallizes
partially.
In this work we study a simple and relatively versa-
tile potential function, based nonetheless on that idea
of two bounded Lennard-Jones atoms which parameters
are chosen to prevent crystallization. Due to its simple
Lennard-Jones structure we expect that potential to be a
good candidate to model the universal physics of molec-
ular liquids. We show that the liquid constituted by
these molecules doesn’t crystallize at low temperatures
and that it follows the typical behavior of non-Arrhenius
supercooled liquids.
CALCULATION
We model the molecules as constituted of two atoms
(i = 1, 2) that do interact with the following Lennard-
Jones potentials: Vij = 4ij((σij/r)
12−(σij/r)6) with the
parameters: 11 = 12 = 0.5KJ/mol, 22 = 0.4KJ/mol,
σ11 = σ12 = 3.45A˚ and σ22 = 3.28A˚. Note that
as in the Kob-Andersen model18,19 we do not use the
usual additive mixing rules6 for Lennard-Jones poten-
tials. We make that choice of non-additive mixing rules
as it has the property to hinder the crystallization and
the formation of plastic crystal phases26–32. We use the
mass of Argon for each atom of the linear host molecule
that we rigidly bonded fixing the interatomic distance
to d = 1.73A˚. The reduced shape30,31 of our dumbbell
molecule is L∗ = d/σ = 0.5 a value somehow larger than
the limit L∗ = 0.4 below which plastic phases are usually
created30,31. With these parameters the liquid does not
crystallize even during long run simulations. The simula-
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2tions are first equilibrated during 20 to 100ns depending
on the temperature, then we perform the production run.
However a few long runs of 400ns each, have also been re-
alized at low temperature (T = 40K) with a smaller sim-
ulation box containing 500 molecules only and we didn’t
find any sign of crystallization. We use the Gear algo-
rithm with the quaternion method6 to solve the equations
of motions with a time step ∆t = 10−15s. The tem-
perature is controlled using a Berendsen thermostat33.
The density is set constant at ρ = 2.24g/cm3. We use
in our calculations a cubic simulation box that contains
N = 2688 molecules and has a length L = 53A˚. The
model has the interesting property to be versatile allow-
ing modifications without crystallizing. For example one
can easily change the mass of the atoms leading to dif-
ferent densities or change the interatomic distance d.
RESULTS AND DISCUSSION
To verify that there is no crystallization in our liquid,
we plot in Figure 1 the radial distribution function (RDF)
for various temperatures ranging from above the melting
temperature to a deep supercooled liquid.
FIG.1. (color online) Radial distribution function g(r) between
the molecules center of masses for various temperatures. The
structure doesn’t change much even at low temperature. We
do not see any peak signalling a partial crystallization at low
temperatures. Below 150K the liquid is supercooled.
The radial distribution function g(r) represents the
distribution probability to find a molecule a distance r
apart from another molecule. We see on the Figure that
the RDF doesn’t change much when the temperature
decreases from above the melting temperature down to
the lowest accessible temperature with our simulations
(T = 38K). As the temperature decreases, the peaks in-
crease in size, but we do not see any modification of the
maxima and minima locations that would have been the
signature of a modification of the structure. We do not
see ever any sharp peak signalling a partial crystallization
of the liquid. Moreover the structure appears to be very
simple, quite like the structure of a simple monatomic
liquid. The main difference is a small shoulder that we
observe in the first peak of the RDF. This shoulder ap-
pears due to the difference between the Lennard-Jones
potentials of the two atoms constituting the molecule.
Fig.2. (color online) Diffusion coefficient (black squares)
and inverse of the α relaxation time (red circles) evolution with
temperature. The Figure shows an evolution faster than a pure
exponential. That evolution called super-Arrhenius is typical of
molecular supercooled liquids.
We will now study the dynamic properties of the liq-
uid. The diffusion coefficient as well as the α relaxation
time in Figure 2 display a super-Arrhenius evolution with
temperature. If the diffusive motions are thermally acti-
vated processes we may write: D = D0.e
−Ea/kBT , where
Ea is the activation energy to overpass for the molecule
to diffuse. A super-Arrhenius evolution implies that the
activation energy Ea is increasing when the temperature
decreases and for that reason that behavior has been as-
sociated in the past with the emergence of cooperativ-
ity. This super-Arrhenius behavior also show that our
liquid is a ”fragile” liquid in Angell’s classification34,35.
This comportment is typical of molecular liquids, sug-
gesting that our model is well suited for molecular liquids.
We also observe that the α relaxation time evolves more
rapidly than the diffusion coefficient at low temperatures.
This result suggests a breakdown of the Stokes-Einstein
relation36. Note that the diffusion coefficient D decreases
continuously with the temperature showing no sign of a
sharp drop of D induced by a crystallization process.
3FIG.3. (color online) Mean square displacement of the
molecules center of masses plotted for various temperatures. The
curves display a plateau typical of the supercooled state and that
disappears above the melting temperature Tm ≈ 150K.
Figure 3 shows the mean square displacement of the
molecules for various temperatures. We observe the three
different time regimes characteristic of supercooled liq-
uids. For short time scales (t < 10−3ns) the molecules
are in the ballistic regime, between 10−3ns and 1ns for
the smaller temperature investigated (black curve, T=38
K) we are in the plateau regime and for time scales larger
than 1ns we observe the diffusive regime. The plateau
regime appears for temperatures below T ≈ 150K. The
appearance of a plateau is characteristic of supercooled
liquids, and we deduce from that emergence that the
melting temperature Tm ≈ 150K in our model liquid.
The plateau in the mean square displacement is a sig-
nature of the cage effect37 and corresponds to the mean
time lapse during which the molecule is trapped inside
the cage constituted by its neighbors. The width of the
plateau increases when the temperature drops leading to
the increase of the relaxation times. The diffusion co-
efficient D plotted in Figure 2 is calculated from these
curves using the relation:
lim
t→∞ < r
2(t) >= 6Dt
FIG.4. (color online) Incoherent intermediate scattering
function FS(Q, t) for the molecules center of masses at var-
ious temperatures. FS(Q, t) is calculated for a wave vector
Q = 1.9A˚−1 that corresponds to the location of the first peak of
the structure factor S(Q). The functions are normalized so that
FS(Q, t = 0) = 1.The rapid decrease of the very beginning of the
curves displaying the ballistic motion of molecules inside their
cages is not shown.
Another important correlation function is the in-
coherent intermediate scattering function, defined as:
F comS (Q, t) = <
1
N
N∑
i=1
eiQ.(ri(t+t0)−ri(t)) >. For an
amorphous medium, any direction is equivalent and we
may replace the wave vector Q by its modulus. The
incoherent intermediate scattering functions FS(Q, t) are
displayed in Figure 4 for various temperatures. As for the
mean square displacements in the previous Figure, we ob-
serve the appearance below Tm of a plateau that increases
when the temperature drops. The function FS(Q, t) dis-
plays the typical evolution of the incoherent intermedi-
ate scattering function for supercooled liquids. We also
observe the stretching of the functions for the α relax-
ation (i.e. the functions do not decrease with a simple
Debye relaxation law). The stretching of the incoherent
scattering function has been associated in the past to
the appearance of cooperative motions (dynamical het-
erogeneities) in supercooled liquids, as that stretching
can easily be interpreted as arising from the superposi-
tion of different sort of relaxations with different α re-
laxation times. The α relaxation time τα plotted in Fig-
ure 2 is calculated from these curves using the relation:
FS(Q, τα) = e
−1.
4FIG.5. (color online) Non-Gaussian parameter α2(t) versus
time for different temperatures. The maximum value of the
non-Gaussian parameter as well as its characteristic time t∗
increase when the temperature drops. This behavior is induced in
supercooled liquids by the appearance of spontaneous cooperative
motions called ’dynamic heterogeneity’. We define t∗ from the
relation: α2(t∗) = αmax2 .
Figure 5 shows the evolution of the non-Gaussian
parameter α2(t) (NGP) when the temperature drops.
The non-Gaussian parameter defined as: α2(t) =
3
5
< r4(t) >
< r2(t) >2
− 1, measures the deviation of the van Hove
correlation function from the Gaussian shape required by
Brownian motions. The main reason for this deviation
at low temperature is that the Van Hove develops a tail
corresponding to molecules moving cooperatively in mo-
tions larger than the average. As a result α2(t) is, in
most cases, a measure of cooperativity in supercooled
liquids. As the temperature drops the maximum value
of the NGP increases as well as its characteristic time t∗
defined from the relation: α2(t
∗) = αmax2 . This result,
typical of supercooled liquids, suggests the presence of
cooperative motions in the liquid, that do increase when
the temperature drops.
FIG.6. (color online) Breakdown of the Stokes-Einstein
relation at low temperatures. We see on the Figure that D.τα is
constant at high enough temperatures, showing that the Stokes-
Einstein relation holds for that range of temperatures. At lower
temperatures however we observe a breakdown of the relation as
D.τα increases rapidly. This behavior is usually associated with
the appearance of cooperativity.
Another test of the appearance of cooperative motions
in supercooled liquids is the breakdown of the Stokes-
Einstein relation. The relation stands that the diffusion
coefficient D is inversely proportional to the viscosity η of
the medium. More precisely D = kbT/(6piηa) where a is
the characteristic size of the particles (here the molecules)
that diffuse. As36 τα ≈ η/T the Stokes-Einstein rela-
tion leads to D.τα = constant. However for supercooled
liquids there is a breakdown of the relation due to the
appearance of cooperative motions in the liquid. This
is the behavior that we do observe in Figure 6. D.τα
stays approximately constant for 1000/T < 20 K−1 i.e.
for T > 50 K, then it increases, showing that the diffu-
sion coefficient D is decreasing more slowly than the α
relaxation time τα (i.e. the viscosity) increases.
CONCLUSION
In summary we have implemented a very simple po-
tential model that doesn’t crystallize at low tempera-
tures. We have shown that this potential reproduces
the structural and dynamical behaviors of typical super-
cooled glass-formers and in particular the appearance of
cooperative motions that increase when the temperature
drops. While these behaviors are universal, some glass-
formers do have more pronounced cooperative motions
than others making them better candidates as a model,
and we have shown that the simple intermolecular poten-
tial considered in our study is in that viewpoint a good
candidate to model supercooled molecular liquids.
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