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Abstract
This article is concerned with the analysis of the one-dimensional compressible Euler equations
with a singular pressure law, the so-called hard sphere equation of state. The result is twofold. First,
we establish the existence of bounded weak solutions by means of a viscous regularization and refined
compensated compactness arguments. Second, we investigate the smooth setting by providing a de-
tailed description of the impact of the singular pressure on the breakdown of the solutions. In this
smooth framework, we rigorously justify the singular limit towards the free-congested Euler equations,
where the compressible (free) dynamics is coupled with the incompressible one in the constrained (i.e.
congested) domain.
Keywords: Compressible Euler equations, maximal packing constraint, singularity formation, singu-
lar limit, free boundary problem, compensated compactness.
MSC: 35Q35, 35L87, 35L81.
1 Introduction and main results
The topic of this work is the analysis of the following one-dimensional compressible Euler
equations 
∂tρ+ ∂xm = 0, (1a)
∂tm+ ∂x
(
m2
ρ
)
+ ∂xpε(ρ) = 0, (1b)
where ρ stands for the density and m = ρu for the momentum of the fluid, with u the velocity
of the fluid. The originality of the model that we shall consider in this paper lies in the choice
the pressure law pε, which is supposed to satisfy the so-called hard-sphere equation of state
introduced by Carnahan and Starling in [6]. The latter is identified by means of the following
conditions at ε > 0 fixed:
pε ∈ C1([0, 1)), pε(0) = 0, p′ε(ρ) > 0 on (0, 1), lim
ρ→1−
pε(ρ) = +∞, (2)
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where the physical meaning of the parameter ε > 0 is discussed below. The class of equations
in (1)-(2) gained the interest of the mathematical community for the modeling of collective
motions (see for instance [25] and [17]) and of dispersed mixtures like bubbly fluids or granular
suspensions (see for instance [21], [20], [26]). In the collective motion models, ρ in (1) is the
density of the crowd, while the pressure pε(ρ) is the cumulative response of short-range repul-
sive social forces preventing contacts between individuals. From the macroscopic viewpoint,
the singularity of the pressure plays the role of a barrier, formally preventing the creation of
congested regions where ρ = 1. The parameter ε models the strength of the repulsive forces.
In the rest of the paper, the expression of the pressure term is explicitly chosen as follows
pε(ρ) = ε
(
ρ
1− ρ
)γ
+ κργ˜ = p1,ε(ρ) + p2(ρ), (3)
where ε > 0 is small and fixed, while the specific ranges of γ, γ˜ > 1 and κ ≥ 0 will be discussed
later on. The pressure is thus split into two parts: the first one p1,ε dictates the singular
behavior close to the maximal density constraint, while p2 is the classical equation of state
for isentropic gases and models additional non-singular effects. For instance, shallow water
flows can be described by system (1) (the so-called shallow water or Saint-Venant equations),
where the variable ρ is replaced by the height of the flow h, and p2 is the hydrostatic part of
the pressure due to gravity, namely p2(h) = gh
2/2.
A heuristic reasoning shows that the solutions (ρε,mε) to system (1) coupled with the equation
of state (3) converge as ε→ 0 towards the solutions (ρ,m) to the free-congested Euler equations
∂tρ+ ∂xm = 0, (4a)
∂tm+ ∂x
(
m2
ρ
)
+ ∂xp+ κ∂xρ
γ˜ = 0, (4b)
0 ≤ ρ ≤ 1, (1− ρ)p = 0, p ≥ 0, (4c)
where the pressure p is the limit (in a sense that will be clarified later on) of p1,ε(ρε). The
above system is a hybrid model describing both regions where the density is “free”, in the sense
that ρ < 1 and p = 0, and constrained regions where the density is saturated ρ = 1 and p
activates itself. From the mathematical viewpoint, the pressure p can be seen as a Lagrange
multiplier associated to the incompressibility constraint
∂xu = 0 in {ρ = 1}. (5)
Following the terminology introduced by Maury in [25], compressible systems with singular
constitutive laws like (1)-(2) are called soft congestion models, whereas free-congested systems
of type (4) are called hard congestion models. It is worth pointing out that, unlike the standard
formulation of free-boundary problems, in (4) there is no explicit equation for the evolution
of the interface between the free domain and the congested one, which is indeed implicitly
encoded in the exclusion relation (4c).
The limit system (4), with κ = 0, has been heuristically introduced by Brenier et al. in [3] as
an asymptotic model for two-phase (gas-liquid or solid-liquid) flows when the ratio between
the characteristic densities of the two phases is very small (or conversely very large). The
existence of global weak solutions to system (4) with κ = 0 has been established by Berthelin
in [1] (see also [28] for a closely related model and [2] for an extension to the multi-D case)
and numerical approaches based on optimal transport are proposed in [30].
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To our knowledge, the rigorous proof of the convergence of solutions to (1)-(3) towards so-
lutions of (4) is a largely open question, previous studies in the literature dealing only with
the formal link between the two models. For instance, Degond et al. in [17] take advantage
of this formal limit to provide a new numerical scheme for the free boundary problem (4).
Interestingly, the analysis of the asymptotic behavior as ε→ 0 of the solutions of the Riemann
problem associated to (1) is also carried out in [17]. In [4] Bresch and Renardy analyse the
shock formation at the interface between the congested region where ρ = 1 and the free region
where ρ < 1. In that case, the heuristic connection between (1) and (4) plays again a crucial
role in identifying numerically the formation of these shocks when the congestion constraint
is reached. As a matter of facts, the asymptotic limit for ε → 0 is better understood in the
viscous case, that is the Navier-Stokes equations, where the viscosity term −ν∂xxu is added
to the momentum equation (1b). The interested reader is referred to [29], where the behavior
as ε → 0 for the multi-dimensional Navier-Stokes equations with a hard-sphere potential is
investigated, and to the survey paper [27], which provides a precise picture on the related
state of the art. Finally, we remark that the asymptotics ε→ 0 also shares some features with
other kinds of singular limits for the compressible Euler equations, as the vanishing pressure
limit [11] and the low Mach number limit [15].
The aim of this work is twofold. First, we construct global-in-time weak (L∞) solutions
to the singular compressible system (1), where the parameter ε > 0 is fixed. Then we turn to
the smooth framework. In the latter, our first goal is to provide a precise description of how
the solution breakdown is influenced by the hard-sphere potential. Next, we aim at rigorously
justifying the convergence ε→ 0 of smooth solutions to (1) towards (weak) solutions to system
(4).
Before stating our main results, we provide a brief overview of the existing literature on
the related mathematical setting.
The investigation on the existence of weak solutions to the one-dimensional compressible
Euler equations for arbitrarily large L∞ initial data started with the work of DiPerna [18],
where the validity of the vanishing viscosity approximation (an artificial viscosity is added to
the system and then sent to zero) was established for the first time, by means of the com-
pensated compactness method introduced in the late 70’s by Tartar and Murat (see [Chapter
5, [19]] and references therein). The general idea is the following. Weak-* convergence of the
sequence of approximate solutions is ensured by the invariant region method which provides
L∞ bounds (uniform with respect to the viscosity parameter) on the sequence. However,
this weak convergence is not enough to be allowed to pass to limit in the nonlinear terms
of the equations, namely the convective term m2/ρ and the pressure, because of potential
high-frequency oscillations of the approximate solutions. The main core of the compensated
compactness method consists exactly in showing that the mechanism of entropy dissipation
actually quenches the high-frequency oscillations, so enforcing strong convergence of the ap-
proximate solutions. DiPerna in [18] started the investigation with the case of polytropic
gases p(ρ) = κργ , where γ = 1 + 2/n, n ≥ 5 odd. Later, the study was extended to all
values γ ∈ [1,+∞), as a cumulative result due to many authors and several steps (see [8] for
a review, and [Chapter 16, [16]]). In DiPerna’s work, and in most of the following studies as
well, the compensated compactness arguments rely on an explicit formula for the fundamen-
tal solution (the so-called entropy kernel) of the entropy equation, which is available in the
polytropic case i.e. for p(ρ) = κργ . An alternative strategy for providing weak solutions for
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polytropic gases is due to Lu, see [Chapter 8, [24]]. Rather than relying on the whole family
of (infinite) entropies generated by the entropy kernel, this argument makes a smart use of
only four entropy-entropy flux pairs, whose expressions are explicit. This method is employed
in [24] to deal with polytropic gases with γ ∈ (1, 3). The case of more general pressure laws
has been tackled by Chen and LeFloch in [9] and [10]. The authors showed the existence of
weak solutions to the one-dimensional compressible Euler equations for arbitrarily large L∞
initial data with non-singular pressure laws p = p(ρ) ∈ C3(0,+∞), which roughly speaking
behave like ργ , γ ∈ (1, 3) close to vacuum. Their result is based on a refined analysis of the
singularities and takes advantage of some cancellation for the (non-explicit) entropy kernel.
In this paper, we present a new result of existence of weak solutions in the case of a singular
pressure law pε depending on a small fixed parameter ε > 0. Although a general result for
hard-sphere potentials satisfying (2) could follow as an application of the framework due to
Chen and LeFloch (see [9, 10]), we chose to provide a more explicit proof of the compactness
of the solutions for the specific pressure law (3) (with κ = 0 and γ ∈ (1, 3]). This proof makes
use of four explicit entropy-entropy flux pairs in the spirit of Lu’s work, [Chapter 8, [24]] and
allows us to keep track of the singular parameter ε throughout all the computations.
The second part of this paper deals with the framework of smooth (C1) solutions. The
analysis of one-dimensional gas dynamics in this setting has a long history, which started
with Lax [22] in the 60’s and was further developed by Chen and his coauthors in a series of
recent papers (see for instance [12], [13], and references therein). In his original paper [22] on
2× 2 strictly hyperbolic systems, Lax considers initial data which are small perturbations of
a constant state and shows that if these initial data contain some “compression” (in a sense
precised below) then the corresponding smooth solutions develop singularities (i.e. blow-up
of the gradient of the solution) in finite time; otherwise the solutions are global in time.
This result applies in particular to the compressible Euler equations, more precisely to its
reformulation in Lagrangian coordinates, the so-called p-system (see system (10) below), in
the context of small initial data. The appearance of singularities for large initial data was
instead an open question until the recent work of Chen et al. [12]. They show that singularity
formations occur in the p-system with the pressure law p(ρ) = κργ and γ > 1, if the initial
datum (whose size is arbitrarily chosen) contains some compression (in the sense of Definition
1.4). Otherwise, if the initial datum is everywhere rarefactive (see again Definition 1.4), the
smooth solution is global in time. One key point of the proof of Chen et al. is the derivation
of upper and, more importantly, lower bounds (in the case of a polytropic gas p(ρ) = κργ
with γ ∈ (1, 3)) for the density ρ. The upper bound is easily obtained by using the Riemann
invariants of the system. The (time-dependent) lower bound is more subtle and relies on the
control of the gradients of the Riemann invariants.
The analysis of the singular system is more delicate in our case, where the tracking of
the small parameter ε is a fundamental issue for dealing with the singular pressure pε(ρ) in
(3). Taking inspiration from [12], in this context the control of the Riemann invariants of the
system allows us to provide a detailed description of the life-span of the solution, highlighting
and making a distinction between the gradients blows up and the vanishing parameter ε as
responsible for the breakdown of the smooth solutions. This last point confirms the above-
mentioned numerical study of Bresch and Renardy [4]. In the end, we perform the limit as
ε → 0, so rigorously justifying the connection between (1) and (4) for “well-prepared” initial
data. This convergence result is likely the main novelty of the present paper, where, to the
best of our knowledge, the limit from the soft congestion model to the free-congested Euler
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equations is proven for the first time.
A common point of the strategies dealing with the two classes of solutions to (1) studied
in this paper, i.e. global-in-time weak bounded solutions and local-in-time C1 solutions, is the
use of the Riemann invariants. Their control gives indeed a refined estimate for the density of
system (1) with the singular pressure law pε(ρ) in (3) in the smooth setting, in the regions close
to the maximal congestion constraint. On the other hand, in the context of weak solutions, an
ε-uniform bound in L∞ of the (singular) internal energy Hε satisfying H
′
ε(ρ)ρ−Hε(ρ) = pε(ρ)
follows as an application of the invariant region method. We point out that the key assumption
for providing the internal energy bound in the weak framework is exactly the same hypothesis
from which the control of the Riemann invariants of the p-system in the smooth setting (see
Remark 1.10 below) is obtained.
Of course other kinds of solutions to the compressible Euler system available in literature
would be appealing for our problem with a hard-sphere potential, but they are out of the
scope of the present paper. We just mention the finite-energy solutions studied by LeFloch
and Westdickenberg in [23] and by Chen and Perepelitsa in [7]. In that context, the bound
on Hε(ρ) would hold in L
∞
t L
1
x rather than L
∞
t,x. Lastly, the case of BV solutions, displaying
a quite vast literature, see for instance the books of Bressan [5], Dafermos [Chapter 15, [16]]
and references therein, will be addressed in a forthcoming investigation specifically devoted to
that issue.
Notations and conventions
• Given a Banach space B, we indistinctly use both B([a, b]×Ω) and B([a, b];B(Ω)), where
[a, b] ⊂ R+ and Ω ⊂ R (thus in the second part on the smooth setting we often shortly
denote C1t,x = C
1([0, T ] × R)). In the case where the time and space functional spaces
B1,B2 are different one from another, we use the standard notation B1([a, b];B2(Ω)).
• We use the notation f1 . f2 if there exists a constant C, independent of ε, such that
f1 ≤ Cf2. We also employ the notation f(t, x) = O(εα), with the constant α ∈ R, which
means that f(t, x) = εαf˜(t, x), where f˜ is a bounded continuous function in time and
space.
Main results
We first present our result for global weak solutions to (1), then we discuss the case of regular
solutions.
Existence of global weak (bounded) solutions. We initially assume that
(ρ0ε,m
0
ε) ∈
(
L∞(R)
)2
(6)
where, for some C0 > 0,
0 ≤ ρ0ε ≤ 1− C0ε
1
γ−1 =: A0ε a.e. on R, (7)
m0ε(x) ≤ A0ερ0ε(x) a.e. on R. (8)
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Definition 1.1 (Weak entropy solutions to (1)). Let (ρ0ε(x),m
0
ε(x)) satisfying (6)-(8). We
call (ρε,mε) global weak entropy solution to (1) if the following hold:
• (ρε,mε) ∈ (L∞(R+ × R))2 and there exists Aε > 0 such that
0 ≤ ρε ≤ Aε < 1 and |mε| ≤ Aερε a.e.;
• the mass and momentum equations are satisfied in the weak sense∫
R+
∫
R
ρε∂tϕ dxdt+
∫
R+
∫
R
mε∂xϕ dxdt = −
∫
R
ρ0ε(x)ϕ(0, x)dx ∀ ϕ ∈ C∞c (R+ × R);
∫
R+
∫
R
mε∂tϕ dxdt+
∫
R+
∫
R
(
m2ε
ρε
+ pε(ρε)
)
∂xϕ dxdt
= −
∫
R
m0ε(x)ϕ(0, x)dx ∀ ϕ ∈ C∞c (R+ × R),
• the entropy inequality is satisfied, i.e. for any pair (η, q) of entropy-entropy flux, η
convex, and φ ∈ C∞c (R+ × R), φ ≥ 0,
−
∫
R+
∫
R
η(ρε,mε)∂tφ dxdt−
∫
R+
∫
R
q(ρε,mε)∂xφ dxdt ≤ 0.
Theorem 1.2 (Existence of global weak solutions). Consider the pressure law (3) with κ = 0
and γ ∈ (1, 3]. Let (ρ0ε,m0ε) satisfy conditions (6)-(8). Then there exists a global weak entropy
solution (ρε,mε) to (1) in the sense of Definition 1.1. Moreover, the following inequality holds
0 ≤ ρε ≤ 1− Cε
1
γ−1 a.e. (9)
for some generic constant C independent of ε.
Remark 1.3. As already said in the introduction, we believe that this weak existence result
should extend to more general singular pressure laws (2), such that pε(ρ) essentially behaves
like ργ with γ ∈ (1, 3] for small ρ (the precise hypotheses close to 0 can be found in [10]),
while
lim
ρ→1−
(1− ρ)βpε(ρ) > 0 for some β > 1
in the vicinity of the congested region. The reasoning of Chen and LeFloch in [10] should apply
to this case, even though they have not explicitly dealt with hard sphere potential pressure
laws. We propose here an alternative and explicit proof, where the compensated compactness
argument employs smart combinations of a finite number of entropy-entropy flux pairs, rather
than requiring the analysis of the (integral) entropy kernel. In return, our method requires
the specific pressure law (3) with κ = 0.
It is also worth pointing out that our compensated compactness arguments cannot be used
again when dealing with the limit ε→ 0, the main stumbling block being the lack of estimates
on the singular pressure pε(ρε).
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Existence of smooth solutions and asymptotic behavior as ε→ 0. The second part
of the paper is dedicated to the investigation on regular (C1t,x) solutions to system (1). In this
setting, we show that the passage to Lagrangian coordinates allows us to provide a refined
description of the solutions. More precisely, we are able to analyse and exactly quantify the
influence of the singular component of the pressure (p1,ε in (3)) on the breakdown of the
smooth solutions. After obtaining an existence theory at ε fixed, we are finally allowed to
justify the asymptotics ε → 0 under additional assumptions on the initial data close to the
congestion constraint.
Passage to Lagrangian coordinates. The previous system (1) is written in the so-called
Eulerian coordinates (t, x). If, instead of x, we choose as space variable the material coordinate
x˜ such that
dx = udt+ vdx˜ where v :=
1
ρ
,
then the system can be rewritten as{
∂tv − ∂x˜u = 0,
∂tu+ ∂x˜p˜ε(v) = 0,
for (t, x˜) ∈ R+ × R, (10)
with the pressure law p˜ε(v) := pε(v
−1). For sake of simplicity, when it is clear that we are in
the Lagrangian setting, we shall drop hereafter the notation ·˜. In the context of gas motion,
the variable v denotes the specific volume (the reciprocal of the gas density) and system (10)
is called p-system. The change of variable can be justified not only for smooth solutions but
also in the framework of weak bounded solutions, as shown by Wagner in [34]. Nevertheless,
in the latter setting, the definition of weak solutions for the Lagrangian equations must be
adapted in the regions where vacuum occurs. This discussion is detailed in [34] and [Section
1.2, [31]].
As ε → 0, we expect that the sequence of solutions (vε, uε)ε to (10) converges to a solution
(v, u) of the following free-congested p-system (namely the Lagrangian version of (4)):
∂tv − ∂xu = 0 (11a)
∂tu+ ∂xp+ κ∂xv
−γ˜ = 0 (11b)
v ≥ 1, (v − 1)p = 0, p ≥ 0 (11c)
Statement of the results. This part provides two main results. The first one concerns the
existence of smooth solutions at ε > 0 fixed, and makes a distinction between two cases which
depend on the initial data and are defined below.
Definition 1.4. Let us introduce the function θε, defined as
θε(v) :=
∫ +∞
v
√
−p′ε(τ)dτ
and the Riemann invariants
w0ε := u
0
ε + θε(v
0
ε), z
0
ε := u
0
ε − θε(v0ε).
At a point x ∈ R, the initial datum (v0ε , u0ε) is said to be rarefactive if it is such that
∂xw
0
ε(x) ≥ 0 and ∂xz0ε (x) ≥ 0 (12)
and compressive otherwise.
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In this regular setting, we assume that the initial datum is C1 and that
‖(v0ε , u0ε)‖L∞(R) + ‖(∂xv0ε , ∂xu0ε)‖L∞(R) ≤ C (13)
for some generic positive constant C independent of ε. As in the weak setting, we also
assume (7) for the initial density. This is equivalent at assuming
(v0ε − 1)γ−1 ≥ Cε (14)
for some C > 0, on the initial specific volume. Furthermore, our initial data (u0ε, v
0
ε) satisfy√
c0ε ∂xw
0
ε ≤ Y 0,
√
c0ε ∂xz
0
ε ≤ Q0, (15)
for some positive constants Y 0, Q0 independent of ε. The meaning of that will be clarified in
Section 3.1.
We state our existence result in the smooth setting.
Theorem 1.5 (Existence and life-span of (vε, uε)). Let
pε(v) =
ε
(v − 1)γ +
κ
vγ˜
with κ > 0, γ > 1, γ˜ ∈ (1, 3) and ε ≤ ε0 small enough.
Assume that the initial data satisfy (13)-(14)-(15). We have two cases.
1. If the initial datum is everywhere rarefactive in the sense of Definition 1.4, then there
exists a unique global-in-time C1t,x solution (vε, uε), whose C1t,x-norm is independent of ε.
2. Otherwise (i.e. if there exists x∗ ∈ R such that ∂xw0ε(x∗) < 0 or ∂xz0ε (x∗) < 0), there
exists a unique local C1t,x solution (vε, uε) which breaks down in finite time.
Moreover, in case 2 where a blowup in finite time occurs, we have the following lower bounds
on the maximal time of existence T ∗ε < +∞
T ∗ε ≥

inf
x∗∈R
ε
1
2(γ−1)
C
√
c0ε(x
∗)max{−∂xw0ε(x∗),−∂xz0ε (x∗)}
if γ ∈ (1, 3),
inf
x∗∈R
ε
1
4
C
√
c0ε(x
∗)max{−∂xw0ε(x∗),−∂xz0ε (x∗)}
if γ = 3,
inf
x∗∈R
ε
1
γ+1
C
√
c0ε(x
∗)max{−∂xw0ε(x∗),−∂xz0ε (x∗)}
if γ > 3,
(16)
where C > 0 is a suitable constant independent of ε.
Notice that, in full generality, the maximal existence time T ∗ε depends on ε and may a
priori degenerate to 0 if no additional assumption is satisfied by the initial data (∂xw
0
ε , ∂xz
0
ε ).
The specific hypotheses that ensure an ε-uniform lower bound on T ∗ε are given later on in
Assumption 3.3. The derivation of this lower bound is the preliminary step for the analysis
of the singular limit ε → 0. Before stating our convergence result, let us recall the notion of
solutions for the target limit system (11).
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Definition 1.6 (Weak solutions to the free-congested p-system). Let (v0, u0) ∈ C1(R) satis-
fying
v0(x) ≥ 1 ∀ x ∈ R,
and let T > 0 be fixed. We say that (v, u, p) is a weak solution to (11) on the time interval
[0, T ] if the following hold:
• the mass equation is satisfied a.e.
∂tv − ∂xu = 0, v|t=0 = v0.
• the momentum equation is satisfied in the sense of distributions∫
R+
∫
R
u∂tϕ dxdt+ κ
∫
R+
∫
R
vγ˜ ∂xϕ dxdt+
∫
R+
∫
R
∂xϕ dp(t, x)
= −
∫
R
u0(x)ϕ(0, x)dx ∀ ϕ ∈ C∞c (R+ × R);
• the congestion and exclusion constraints are satisfied in the following sense
v(t, x) ≥ 1 ∀ (t, x) and p ≥ 0, (v − 1)p = 0 in D′.
The result below establishes the validity of the soft congestion approximation to the free-
congested Euler equations.
Theorem 1.7 (Singular limit in the smooth setting). Under the hypotheses of the previous
Theorem and suitable additional assumptions on the initial data (v0ε , u
0
ε) ∈ C1(R) (see Assump-
tions 3.3-3.4 in Section 3.1), there exist a time interval [0, T ], where T > 0 is independent of
ε, a limit initial datum (v0, u0) and a triplet (v, u, p) such that the following convergences hold
(up to the extraction of a subsequence):
v0ε → v0 strongly in C([−L,L]) and weakly-* in W 1,∞(R)
u0ε → u0 strongly in C([−L,L]) and weakly-* in W 1,∞(R)
vε → v strongly in C([0, T ] × [−L,L]) and weakly-* in L∞((0, T );W 1,∞(R)),
uε → u strongly in Lq((0, T ); C([−L,L])), ∀ q ∈ [1,+∞), L > 0,
and weakly-* in L∞((0, T );W 1,∞(R))
pε,1(vε) ⇀ p in M+((0, T ) × (−L,L)) ∀ L > 0.
Moreover, the limit (v, u, p) is a weak solution of the free-congested p-system associated to the
initial datum (v0, u0) in the sense of Definition 1.6. Finally, the couple (v, u) satisfies the
incompressibility constraint in the congested domain, i.e.
∂xu = 0 a.e. on {v = 1}.
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Remark 1.8. For sake of clarity, we have postponed to Section 3.1 the precise statement of
the two additional assumptions which are needed to pass to the limit as ε → 0. Assumption
3.3 ensures that the whole sequence (vε, uε)ε exists on a time interval [0, T ] independent of ε,
while Assumption 3.4 is a technical hypothesis which basically states that the initial specific
volume v0 is not congested (i.e. equal to 1) in the whole domain. As in previous studies
dealing with the same singular limit (see for instance [29]), this latter assumption is required
to control the pressure pε(vε) in an appropriate functional space. Regarding Assumption 3.3,
the idea is to control (in terms of ε) ∂xu
0
ε, ∂xv
0
ε in the regions initially close to the congestion
constraint.
Remark 1.9 (Assumptions on the pressure). We have assumed in Theorem 1.5 and Theorem 1.7
that the exponent γ˜ of the non-singular component of the pressure p2 lies in the interval (1, 3).
This assumption is mainly used when deriving a lower bound on the sequence of the maximal
times (T ∗ε )ε (see Proposition 4.1). However it is actually not necessary to guarantee the first
part of Theorem 1.5, that is the global existence or the blow-up in finite time depending on
the presence or not of a compression in the initial datum.
The specific form of the pressure (3) (which blows up close to 1 like a power law) is used in
Sections 3-4 to exhibit the small scales associated to the singular limit ε→ 0 (see in particular
estimate (16) and Assumption 3.3). Nevertheless, we expect similar results for more general
hard-sphere potentials. All the estimates will then depend on the specific balance between
the parameter ε and the type of the singularity close to 1 encoded in the pressure law.
Remark 1.10 (Control of the Riemann invariants and link with the internal energy). The
crucial assumption that we make in both, weak and smooth, settings is (7) (reformulated in
(14) with the specific volume). It bounds from below the distance between the initial density
ρ0ε and the maximal threshold ρ
∗ = 1, and allows a control of the Riemann invariants, wε
and zε (see respectively Section 2.1 and Section 3.2). From another perspective, the initial
condition (7) guarantees that the internal energy at time 0 (and consequently for all times) is
bounded uniformly with respect to ε. Indeed, defining the internal energy as
Hε(ρ) =
ε
γ − 1
ργ
(1− ρ)γ−1 (17)
which is such that
ρH ′ε(ρ)−Hε(ρ) = pε(ρ),
we ensure, thanks to (7), that
Hε(ρ
0
ε) =
ε
γ − 1
(ρ0ε)
γ
(1− ρ0ε)γ−1
≤ 1
(γ − 1)Cγ−10
=: H0. (18)
This provides a connection between the weak (L∞) and the smooth setting which are both
investigated in this work.
Organisation of the paper
Section 2 is devoted to the existence of global weak L∞ solutions to (1) at ε > 0 fixed. Next,
in Sections 3 and 4 we address the issue of smooth solutions, first analysing the singularity
formation problem at ε fixed. Then, we let ε→ 0 to recover the free-congested system (4) in
the limit. We postponed to the Appendix the proof of technical results.
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2 Existence of global weak solutions at ε fixed
The aim of this section is to prove the existence of global weak solutions to (1) by passing to
the limit µ→ 0 in the following regularized system
∂tρµ + ∂xmµ = µ∂xxρµ, (19a)
∂tmµ + ∂x
(
m2µ
ρµ
)
+ ∂xpε(ρµ) = µ∂xxmµ (19b)
where
pε(ρ) = ε
(
ρ
1− ρ
)γ
with γ ∈ (1, 3]. (20)
Initially, we define
(ρ0ε,µ(x),m
0
ε,µ(x)) := (ρ
0
ε(x),m
0
ε(x)) ⋆ jµ(x), (21)
where jµ(x) is a standard mollifier, in such a way that
0 < a0µ ≤ ρ0ε,µ ≤ A0ε < 1, m0ε,µ(x) ≤ A0ερ0ε,µ(x) a.e. on R.
In view of later purposes, we rewrite the previous system in the compact form{
∂tUµ + ∂xfε(Uµ) = µ∂xxUµ,
Uµ(0, x) := (ρ
0
ε,µ,m
0
ε,µ),
(22)
with
Uµ =
(
ρµ
mµ
)
, fε(Uµ) =
 mµm2µ
ρµ
+ pε(ρµ)
 .
In the next Subsection 2.1, we prove the existence and uniqueness of global solutions to (19)
deriving at the same time uniform bounds with respect to the viscosity parameter µ. Then,
we show in Subsection 2.2 how we can use these bounds to pass to the limit µ→ 0.
Note that we have dropped the subscript ε in the above variables/equations (except in
the pressure law and the initial datum where it is important to keep in mind that ε > 0) to
lighten the notation, the limit ε→ 0 being not considered in this section.
2.1 Analysis of the viscous regularized system
Proposition 2.1 (Invariant region). Define the Riemann invariants of system (1) as
w(ρ,m) =
m
ρ
+
∫ ρ
0
√
p′ε(s)
s
ds, (23)
z(ρ,m) =
m
ρ
−
∫ ρ
0
√
p′ε(s)
s
ds. (24)
Under the initial conditions (6)-(8), the quantity M = ‖w(ρ0µ,m0µ)‖L∞x is bounded uniformly
with respect to ε and µ, and the domain
Σ := {(ρµ,mµ), w(ρµ,mµ) ≤M} ∩ {(ρµ,mµ), z(ρµ,mµ) ≥ −M} (25)
is an invariant region for (22).
11
This result follows from standard arguments, for sake of clarity we postpone its proof to
the Appendix (see Subsection 5.1). Equipped with these controls of the Riemann invariants,
we infer a priori L∞ bounds on the variables (ρµ,mµ), from which the existence of regular
solutions follows.
Proposition 2.2. Let µ, ε > 0 be fixed and assume the initial conditions (6)-(8). Then, for
any T > 0, there exists a unique global smooth solution Uµ = (ρµ,mµ) satisfying:
0 < aµ ≤ ρµ ≤ Aε < 1, |mµ| ≤ B ρµ a.e., (26)
for some constant aµ > 0, while Aε > 0 is independent of µ, and B is independent of µ and
ε. Moreover there exists a constant C > 0 independent of µ and ε, such that
ρµ ≤ 1− Cε
1
γ−1 a.e.. (27)
Proof. Thanks to Proposition 2.1, we deduce that
2M ≥ ‖w − z‖L∞ = 2
∥∥∥∥∥
∫ ρµ
0
√
p′ε(s)
s
ds
∥∥∥∥∥
L∞
= 2‖Θε(ρµ)‖L∞ (28)
where Θε denotes the primitive of s 7→
√
p′ε(s)/s vanishing at 0. From (28) (recalling that
γ > 1) we then infer that there exists a generic constant C > 0, independent of ε and µ, such
that √
ε
(1− ρµ)
γ−1
2
1{ρµ≥1/2} ≤ Θε(ρµ)1{ρµ≥1/2} ≤ CM,
that is
ρµ ≤ 1−Cε
1
γ−1 =: Aε a.e.
On the other hand, we have
−ρµM + ρµ
∫ ρµ
0
√
p′ε(s)
s
ds ≤ mµ ≤ ρµM + ρµ
∫ ρµ
0
√
p′ε(s)
s
ds.
and thus
|mµ| ≤ 2Mρµ.
Since uµ :=
mµ
ρµ
is uniformly bounded, we can obtain the lower bound on ρµ (which possibly
vanishes as µ→ 0) and the global existence of the solution (ρµ,mµ) as well, thanks to classical
results on parabolic systems. The interested reader is referred to [Theorem 1.0.2 ,[24]].
2.2 Vanishing viscosity limit
We are now ready to deal with the limit µ → 0, splitting the reasoning in two steps. First,
we exhibit four pairs of entropy-entropy flux (ηi, qi), so providing H
−1
t,x -compactness (in time
and space) for each one. Later, we prove the strong convergence of the couple (ρµ,mµ). The
latter result heavily relies on the following classical compensated compactness theorem due to
Murat and Tartar (see for instance Dafermos book [Section 16.2, [16]]).
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Theorem 2.3 (Div-Curl Lemma). Let Ω be an open subset of Rm, m ≥ 2, (Gj)j , (Hj)j be
sequences of vector fields belonging to (L2(Ω))m such that
Gj ⇀ G¯, Hj ⇀ H¯ weakly in (L
2(Ω))m.
If (div Gj)j , (curl Hj)j ⊂ compact sets of H−1loc (Ω), then
Gj ·Hj ⇀ G¯ · H¯ weakly in D′.
2.2.1 Entropy-entropy flux pairs, compactness in H−1
One can check that the pairs (ηi, qi) = (ηi(ρ,m), qi(ρ,m)), i = 1, . . . , 4, defined as follows
(η1, q1) = (ρ , m),
(η2, q2) =
(
m ,
m2
ρ
+ pε(ρ)
)
,
(η3, q3) =
(
m2
2ρ
+ ρ
∫ ρ pε(s)
s2
ds ,
m3
2ρ2
+m
[
pε(ρ)
ρ
+
∫ ρ pε(s)
s2
ds
])
,
(η4, q4) =
(
m3
ρ2
+ 6m
∫ ρ pε(s)
s2
ds,
m4
ρ3
+ 3m2
[
pε(ρ)
ρ2
+
2
ρ
∫ ρ pε(s)
s2
ds
]
+ 6
[
pε(ρ)
∫ ρ pε(s)
s2
ds−
∫ ρ (pε(s))2
s2
ds
])
,
are entropy-entropy flux pairs for system (1). Namely, by definition (see again [16]), given a
smooth solution U = (ρ,m) to system (1), one has that
∂tηi(U) + ∂xqi(U) = 0, i = 1, . . . , 4.
The pairs (η1, q1) and (η2, q2) are associated with the mass and momentum equation respec-
tively, while (η3, q3) corresponds to the energy equality.
Thanks to the L∞ bounds on Uµ = (ρµ,mµ), one can easily check that the following lemma
holds.
Lemma 2.4. There exists a positive constant C independent of µ such that ∀ i = 1, . . . 4:
‖ηi(Uµ)‖L∞t,x + ‖qi(Uµ)‖L∞t,x ≤ C, (29)
and
‖∂ρηi(Uµ)‖L∞t,x + ‖∂mηi(Uµ)‖L∞t,x ≤ C. (30)
The main result of this subsection is stated in the next proposition.
Proposition 2.5. The following property holds for i = 1, . . . , 4:
∂tηi(Uµ) + ∂xqi(Uµ) ⊂ compact set of H−1loc (R+ × R). (31)
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The proof of this proposition relies on the following equation obtained by formally multi-
plying system (22) by ∇ηi(Uµ) = (∂ρηi(Uµ), ∂mηi(Uµ)):
∂tηi(Uµ) + ∂xqi(Uµ)
= µ∂xxηi(Uµ)− µ∂xUµ.∇2ηi(Uµ).∂xUTµ (32)
and this lemma below, whose proof can be found in [Lemma 16.2.2,[16]].
Lemma 2.6. Let Ω be an open subset of Rm and (φj)j a bounded sequence in W
−1,p(Ω) for
some p > 2. Furthermore, let φj = χj + ψj , where (χj)j lies in a compact set of H
−1(Ω),
while (ψj)j lies in a bounded set of the space of measures M(Ω). Then (φj)j lies in a compact
set of H−1(Ω).
Hence, we need to control the two terms of the right-hand side of (32) in H−1(Ω) and
M(Ω) respectively. Let us begin with the control of the second term.
Lemma 2.7. For i = 1, . . . 4, the sequence(
µ∂xUµ.∇2ηi(Uµ).∂xUTµ
)
µ
is bounded in L1loc(R+ × R).
Proof. Testing system (22) against ∇ηi(Uµ)φ with φ ∈ C∞c (R+ × R), one gets
−
∫
R+×R
ηi(Uµ)φt dx dt−
∫
R+×R
qi(Uµ)φx dx dt
= µ
∫
R+×R
ηi(Uµ)φxx dx dt− µ
∫
R+×R
(
∂xUµ.∇2ηi(Uµ).∂xUTµ
)
φdx dt.
Now, recall that ηi and qi are uniformly bounded in L
∞ (see (29)) and that ηi is convex, so
that
0 ≤ µ
∫
R+×R
(∂xUµ · ∇2ηi(Uµ) · ∂xUTµ )φdx dt
≤
∫
R+×R
|ηi(Uµ)φt| dx dt+
∫
R+×R
|qi(Uµ)φx| dx dt+ µ
∫
R+×R
|ηi(Uµ)φxx| dx dt
≤ C
where C > 0 is a generic constant independent of µ.
Let us now pass to the control of the first term of (32).
Lemma 2.8. For any T > 0 and compact set K ⊂ R, the following convergences hold
µ2
∫ T
0
∫
K
ρµ(∂xuµ)
2dxdt −→ 0 as µ→ 0, (33)
µ2
∫ T
0
∫
K
(∂xρµ)
2dxdt −→ 0 as µ→ 0. (34)
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Proof. Using Lemma 2.7, we have a control of
µ(∂xρµ, ∂xmµ).∇2η3(ρµ,mµ).(∂xρµ, ∂xmµ)T
= µρ−1µ
(
mµ∂xρµ
ρµ
− ∂xmµ
)2
+ µ
p′ε(ρµ)
ρµ
(∂xρµ)
2
= µ
p′ε(ρµ)
ρµ
(∂xρµ)
2 + µρµ(∂xuµ)
2, (35)
in L1loc(R+ × R). The control of the second term directly yields the first convergence result
of the Lemma. This is not the case for the first term µ
p′ε(ρµ)
ρµ
(∂xρµ)
2 (which is controlled in
L1loc(R
+×R)), because of the degeneracy of the pressure close to vacuum. Then we decompose
the domain by introducing δ ∈ (0, 1) and defining
Ω1 = {(t, x) ∈ R+ × R | ρµ(t, x) > δ}.
On the compact set K1 ⊂ Ω1, where ρµ is far from 0, we deduce from the expression of the
pressure pε in (43) that
δγ−2µ2
∫
K1
(∂xρµ)
2 dx dt ≤ µ2
∫
K1
p′ε(ρµ)
ρµ
(∂xρµ)
2 dx dt ≤ Cµ,
and thus, δ > 0 being fixed,
µ2
∫
K1
(∂xρµ)
2 dx dt −→ 0 as µ→ 0.
On the complementary set Ωc1 = {(t, x) ∈ R+ × R | ρµ(t, x) ≤ δ}, we introduce φ ∈ C∞c (Ωc1)
such that 0 ≤ φ ≤ 1 and φ ≡ 1 on the compact K2 ⊂ Ωc1. Testing the mass equation of system
(22) against 2ρµφ, one gets∫
R+×R
2µ(∂xρµ)
2φdx dt
=
∫
R+×R
(
ρ2µ∂tφ+ 2ρ
2
µuµ∂xφ+ µρ
2
µ∂xxφ
)
dx dt+
∫
R+×R
2ρµuµ∂xρµφdx dt
≤ Cδ2 + Cδ
(∫
R+×R
(∂xρµ)
2φdx dt
) 1
2
≤ Cδ2 + C δ
2
µ
+ µ
∫
R+×R
(∂xρµ)
2φdx dt
where we have used the control in L∞ of the velocity uµ =
mµ
ρµ
. Multiplying both sides of the
inequality by µ and absorbing the last term of the right-hand side into the left-hand side, we
end up with
µ2
∫
K2
(∂xρµ)
2 dx dt ≤ Cδ2,
which achieves the proof of Lemma 2.8 by finally letting δ → 0.
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We can now conclude the proof of Proposition 2.5.
Proof of Proposition 2.5. Coming back to (32), we have
∂tηi(Uµ) + ∂xqi(Uµ)
= µ∂xxηi(Uµ)− µ∂xUµ.∇2ηi(Uµ).∂xUTµ
=: I1(µ) + I2(µ).
First of all, since (Uµ)µ is bounded in L
∞((0, T ) ×R), we obtain that
∂tηi(Uµ) + ∂xqi(Uµ) is bounded in W
−1,∞((0, T ) × R).
According to Lemma 2.6, it remains to show that (I1(µ))µ lies in a compact set ofH
−1
loc (R+×R),
and (I2(µ))µ lies in a bounded set of the space of measuresMloc(R+×R). The second bound
directly derives from Lemma 2.7. About the control of I1, we notice that
|µ∂xηi(ρµ,mµ)| ≤ µ
(
|∂ρηi(ρµ,mµ)| |∂xρµ|+ |∂mηi(ρµ,mµ)| |∂xmµ|
)
≤ Cµ
(
|∂xρµ|+ |∂xmµ|
)
≤ Cµ
(
|∂xρµ|+ |√ρµ ∂xuµ|
)
using the bounds (30). Thanks to Lemma 2.8 we ensure that (I1(µ))µ lies in a compact set of
H−1loc (R+ ×R), which achieves the proof of Proposition 2.5.
2.2.2 Strong convergence of Uµ, reduction of the Young measure
Thanks to the bounds derived in Proposition 2.2, we infer the weak-* convergence of a sub-
sequence of (ρµ,mµ)µ, to which is associated a family of Young measures (ν(t,x))t,x such that,
for any continuous function h,
h(Uµ) ⇀ h¯ with h¯(t, x) = < ν(t,x), h(U) > =
∫
R2
h(U) dν(t,x)(U).
Passing to the limit in (22), we deduce that system (1) is satisfied in the following sense:
∂t < ν(t,x), U > + ∂x < ν(t,x), fε(U) > = 0 in D′. (36)
In addition, we notice that the maximal bound satisfied by ρµ implies that the weak limit
ρ¯(t, x) := < ν(t,x), ρ >
also satisfies
0 ≤ ρ¯(t, x) ≤ Aε < 1 a.e.. (37)
We recover a weak solution to (1) as µ→ 0 in the sense of Definition 1.1 provided that we are
able to prove that ν(t,x) reduces to a Dirac mass, i.e.
ν(t,x) = δU(t,x) a.e..
16
In what follows, for the sake of brevity, we shall omit the dependency on (t, x) and we replace
ν(t,x) with ν. We also denote
U¯ = (ρ¯, m¯) := (< ν, ρ > ,< ν,m >).
Let us first introduce the pairs (η˜i, q˜i) =
(
η˜i(U, U¯), q˜i(U, U¯ )
)
defined as:
(η˜1, q˜1) = (ρ− ρ¯ , m− m¯),
(η˜2, q˜2) =
(
m− m¯ , m
2
ρ
− m¯
2
ρ¯
+ pε(ρ)− pε(ρ¯)
)
,
(η˜3, q˜3) =
(
1
2
ρ
(
m
ρ
− m¯
ρ¯
)2
+ ρ
∫ ρ pε(s)
s2
− ρ¯
∫ ρ¯ pε(s)
s2
−
(∫ ρ¯ pε(s)
s2
+
pε(ρ¯)
ρ¯
)
(ρ− ρ¯) ,
1
2
m
(
m
ρ
− m¯
ρ¯
)2
+
(
m
ρ
− m¯
ρ¯
)
(pε(ρ)− pε(ρ¯))
+
m
ρ
(
ρ
∫ ρ
ρ¯
pε(s)
s2
− pε(ρ¯)
ρ¯
(ρ− ρ¯)
))
,
(η˜4, q˜4) =
(
6m
∫ ρ
ρ¯
pε(s)
s2
+ ρ
(
m
ρ
− m¯
ρ¯
)2(m
ρ
+ 2
m¯
ρ¯
)
− 6 m¯
ρ¯2
pε(ρ¯)(ρ− ρ¯),
6
(
m2
ρ
+ pε(ρ)
)∫ ρ
ρ¯
pε(s)
s2
− 6
∫ ρ
ρ¯
(
pε(s)
s
)2
+ 3pε(ρ)
(
m2
ρ2
− m¯
2
ρ¯2
)
+m
(
m
ρ
− m¯
ρ¯
)2(m
ρ
+ 2
m¯
ρ¯
)
− 6pε(ρ¯) m¯
ρ¯2
(m− m¯)
)
,
Observe that (η˜i, q˜i) are related to the pairs (ηi, qi) through the relations{
η˜i(U, U¯) = ηi(U)− ηi(U¯ )
q˜i(U, U¯ ) = qi(U)− qi(U¯)
for i = 1, 2,
{
η˜i(U, U¯ ) = ηi(U)− ηi(U¯)−∇ηi(U¯).(U − U¯)
q˜i(U, U¯) = qi(U)− qi(U¯)−∇ηi(U¯).
(
fε(U)− fε(U¯)
) for i = 3, 4,
so that we obtain “relative” entropy-entropy flux pairs for system (1) (see for instance [3], or
Dafermos [Section 5.3, [16]]).
Lemma 2.9. For i = 1, . . . , 4, (η˜i, q˜i) is an entropy-entropy flux pair for system (1) satisfying
∂tη˜i(Uµ, U¯) + ∂xq˜i(Uµ, U¯) ⊂ compact set of H−1loc (R+ × R). (38)
Moreover, we have the identities
< ν, η˜iq˜j − η˜j q˜i > = < ν, η˜i > < ν, q˜j > − < ν, η˜j >< ν, q˜i > ∀ i, j = 1, . . . , 4. (39)
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Proof. Equations (38) easily derive from Proposition 2.5. Equipped with (38), we then apply
the Div-Curl lemma 2.3 to
Gµ = (q˜i(Uµ), η˜i(Uµ)), Hµ = (η˜j(Uµ),−q˜j(Uµ))
observing that
divx,tGµ = ∂tη˜i(Uµ) + ∂xq˜i(Uµ) curlx,tHµ = −∂tη˜j(Uµ)− ∂xq˜j(Uµ).
Now, smartly combining the identities (39), we can show the following lemma.
Lemma 2.10. Consider the pressure
pε(ρ) = ε
(
ρ
1− ρ
)γ
with γ ∈ (1, 3].
The following equality holds true
ε
3− γ
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ < ν, (u− u¯)
4 > +ε3
γ2(5γ + 1)
2(γ + 1)
ρ¯3γ−5
(1− ρ¯)3γ+2 < ν, (ρ− ρ¯)
4 >
+ ε2 6γ
ρ¯2(γ−1)
(1− ρ¯)2γ+1
(
< ν, (u− u¯)(ρ− ρ¯) > )2 + Error = 0, (40)
where Error denotes “an error term”, whose L∞ norm is negligible with respect to the norm of
the other terms.
We postpone to the Appendix the (quite long and technical) proof of Lemma 2.10.
Proposition 2.11 (Reduction of the Young measure). Assume that γ ∈ (1, 3]. The support
of ν is either confined in {ρ¯ = 0} or is reduced to the point (ρ¯, m¯).
Proof. The result of Lemma 2.10 at hand, we observe that (40) implies, if γ ∈ (1, 3), that
C1(ρ¯) < ν, (u− u¯)4 > +C2(ρ¯) < ν, (ρ− ρ¯)4 > + Error ≤ 0,
where the coefficients C1(ρ¯) and C2(ρ¯) are positive on the set {ρ¯ > 0}. Therefore, we have
< ν(t,x), (ρ− ρ¯)4 > =
∫
R2
(ρ− ρ¯)4 dν(t,x)(ρ,m) = 0 a.e. on {(t, x) | ρ¯(t, x) > 0},
< ν(t,x), (u− u¯)4 > =
∫
R2
(
m
ρ
− m¯
ρ¯
)4
dν(t,x)(ρ,m) = 0 a.e. on {(t, x) | ρ¯(t, x) > 0},
from which we deduce that
ν(t,x) = δ(ρ¯(t,x),m¯(t,x)) a.e. on {(t, x) | ρ¯(t, x) > 0}, (41)
so that the strong convergence of (ρµ,mµ) towards (ρ¯, m¯) is proven.
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If γ = 3, then in (40) the term
ε
3− γ
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ < ν, (u− u¯)
4 >
vanishes. However, the strong convergence of u can be recovered in that case from the following
equality
< ν, (u− u¯)2 >= p
′
ε(ρ¯)
ρ¯2
< ν, (ρ− ρ¯)2 > +Error,
which is proved in the course of the Appendix and given in (105), and where Error denotes
again a negligible term. The proof is over.
In the end, the existence of global-in-time weak solutions at ε fixed to system (1)-(3)
as in Definition 1.1 is proved by means of a viscous approximation and the compensated
compactness method.
Remark 2.12. Note that the previous estimates, and in particular (40), strongly depend on
ε > 0 and degenerate as ε→ 0. As a consequence, a similar compactness argument would not
work as ε→ 0.
3 Analysis of the smooth solutions at ε fixed
The one-dimensional compressible Euler equations in Lagrangian coordinates read as follows{
∂tvε − ∂xuε = 0, (42a)
∂tuε + ∂xpε(vε) = 0, (42b)
where vε = 1/ρε is the specific volume and the pressure pε (which is in this section a function
of v) is given by
pε(v) =
ε
(v − 1)γ +
κ
vγ˜
=: pε,1(v) + p2(v), (43)
where κ > 0, γ > 1, γ˜ ∈ (1, 3) and ε ≤ ε0 is a positive small parameter.
The characteristic speeds of system (42) are
±cε = ±
√
−p′ε(vε) = ±
√
εγ
(vε − 1)γ+1 +
κγ˜
vγ˜+1ε
(44)
and, introducing the quantity
θε(v) :=
∫ ∞
v
cε(τ)dτ, (45)
the Riemann invariants of system (42) read
wε = uε + θε(vε), zε = uε − θε(vε). (46)
We start by introducing the set of assumptions on the initial data, which are needed
throughout this section.
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3.1 Initial data setup
We gather in this subsection all the initial assumptions that are required in both Sections 3
and 4.
Assumption 3.1. For any ε > 0, (v0ε , u
0
ε) are C1 functions and that there exist M1,M2 > 0,
independent of ε, such that
(v0ε − 1)γ−1 ≥M−11 ε, ‖(v0ε , u0ε)‖L∞(R) + ‖(∂xv0ε , ∂xu0ε)‖L∞(R) ≤M2. (47)
As mentioned in the introduction, the first inequality allows us to provide a control of the
Riemann invariants wε, zε.
We assume further conditions on the Riemann invariants at the initial time:
Assumption 3.2. There exist two constant Y 0, Q0 independent of ε such that√
c0ε∂xw
0
ε ≤ Y 0,
√
c0ε∂xz
0
ε ≤ Q0. (48)
Finally, anticipating on Section 4, we make the following two assumptions.
Assumption 3.3. Assume initially that
(
ε
(v0ε − 1)γ+1
) 1
4 (
[∂xw
0
ε ]− + [∂xz
0
ε ]−
)
=

O(ε 12(γ−1) ) if γ ∈ (1, 3),
O(ε 14 ) if γ = 3,
O(ε 1γ+1 ) if γ > 3. (49)
where [f ]− = max(−f, 0).
Assumption 3.4. There exists a constant value v± > 1 independent of ε so that
lim
x→±∞
v0ε(x) = v±. (50)
In addition, there exist ℓ∗, v > 0, both independent of ε, such that
1
2ℓ
∫ ℓ
−ℓ
v0ε(x) dx ≥ v > 1 for all ℓ ≥ ℓ∗. (51)
As it will be clarified in Subsection 3.4, Assumption 3.3 is designed so that the maximal
time of existence of smooth solutions to (42) can be ε-uniformly bounded from below. As-
sumption 3.4 is a technical hypothesis used for providing an L1 local (in time and space)
control of the pressure pε(vε) in Subsection 4.2 (see analogous conditions in [29] for instance).
Remark 3.5 (Consequences of Assumptions 3.3 on ∂xu
0
ε). As a direct consequence of (49) and
the relation ∂xw
0
ε + ∂xz
0
ε = ∂xu
0
ε, we have
(
ε
(v0ε − 1)γ+1
) 1
4
[∂xu
0
ε]− .

ε
1
2(γ−1) if γ ∈ (1, 3),
ε
1
4 if γ = 3,
ε
1
γ+1 if γ > 3.
(52)
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Hence, in the regions close to the congestion constraint, i.e. where v0ε(x) − 1 = O(εα) with
α > 0, Assumption 3.3 implies
[∂xu
0
ε]− .

ε
3−γ
4(γ−1)
+α
4
(γ+1)
if γ ∈ (1, 3),
ε
α
4
(γ+1) if γ = 3,
ε
3−γ
4(γ+1)
+α
4
(γ+1)
if γ > 3,
forcing therefore [∂xu
0
ε]− to be small in terms of ε (except in the case γ > 3). The previous
bounds (52) for γ ≤ 3 lead then to the following condition on the limit initial datum
∂xu
0 ≥ 0 a.e. on {v0 = 1}.
We recover here a kind of “compatibility” condition on the initial datum: one can only “dilate”
the medium (in the mechanical sense divu ≥ 0) in the congested/saturated regions.
3.2 Invariant regions: lower and upper bounds
Aiming at obtaining uniform bounds, the next step is to rearrange system (42) in terms of
the Riemann invariants (46), so that{
∂twε + cε∂xwε = 0, (53a)
∂tzε − cε∂xzε = 0. (53b)
It is now an easy task to get an a priori lower bound for the specific volume vε and an upper
bound for the velocity uε as follows.
Lemma 3.6. Under Assumption 3.1, there exists two positive constants C1, C2 > 0 indepen-
dent of ε, such that
vε ≥ 1 + C1 ε
1
γ−1 . (54)
and
‖uε‖L∞t,x ≤ C2. (55)
Proof. From the definition of the Riemann invariants (46),
w0ε = u
0
ε + θε(v
0
ε),
and from Assumption 3.1,
u0ε ≤M2, θε(v0ε) ≤ C(M1).
Hence ‖w0ε‖L∞ ≤ M where M is independent of ε. Observing that wε and zε are constant
along the characteristics, it is now classical to show that the domain is invariant
Σ := {(vε, uε), wε ≤M, zε ≥ −M}. (56)
This implies that
θε(vε) ≤ 2M, (57)
which directly yields the lower bound on vε in (54). One also has the control of the velocity
‖uε‖L∞ ≤ ‖wε‖L∞ + ‖θε(vε)‖L∞ ≤ 3M, (58)
which concludes the proof.
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3.3 A uniform upper bound on the specific volume
Now we introduce the following change of variables, due to [12],
yε :=
√
cε∂xwε, qε =:=
√
cε∂xzε. (59)
In terms of the new variables (yε, qε), system (42) read{
∂tyε + cε∂xyε = aε y
2
ε , (60a)
∂tqε − cε∂xqε = −aε q2ε , (60b)
where
aε = aε(vε) = − c
′
ε(vε)
2
√
cε(vε)cε(vε)
=
p′′ε(vε)
2(−p′ε(vε))5/4
. (61)
We provide an ε-uniform upper bound on the specific volume vε.
Lemma 3.7 (Upper bound on vε). Let (vε, uε) belonging to C
1
t,x = C1([0, T ]×R) be a solution
to system (42) on the time interval [0, T ], with initial data satisfying Assumption 3.1 and
Assumption 3.2. Then, there exist K = K(κ), Y¯ , Q¯ > 0, independent of ε, such that
vε(t, x) ≤
(
v0ε(x)
3−γ˜
4 +K(Y¯ + Q¯)t
) 4
3−γ˜ ∀ t ∈ [0, T ]. (62)
Proof. By comparison principle for ODEs, we ensure thanks to Assumption 3.1-3.2 that
yε(t, x) ≤ Y¯ = max
{
0, Y 0
}
, qε(t, x) ≤ Q¯ = max
{
0, Q0
}
. (63)
Now since
yε + qε = 2
√
cε∂xuε = 2
√
cε∂tvε,
so that, using cε >
√
κγ˜ (vε)
−(γ˜+1)/2, we deduce that
(κγ˜)1/4 v
− γ˜+1
4
ε ∂tvε ≤ 1
2
(Y¯ + Q¯).
Integrating in time, we obtain the desired (time-dependent) upper bound in (62) using that
γ˜ ∈ (1, 3) (see Remark 1.9), and the proof is concluded.
3.4 Existence of regular solutions: non-compressive and compressive case
In this section, we provide an analysis of the smooth solutions to system (42). Two different
situations are identified. We rely on Definition 1.4 presented at the beginning.
Theorem 3.8. Under Assumption 3.1-3.2, we obtain the following dichotomy result.
• If the initial datum is everywhere rarefactive in the sense of Definition 1.4, then there
exists a unique global-in-time C1t,x solution (vε, uε), whose C1t,x-norm is independent of ε.
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• Otherwise, there exists a unique local C1t,x solution (vε, uε) which breaks down in finite
time T ∗ = T ∗(ε) < +∞.
The proof of this theorem relies on the following Lemma.
Lemma 3.9. Let κ > 0 be fixed, ε ≤ ε0 small enough, and consider for vε > 1:
aε(vε) =
p′′ε(vε)
2(−p′ε(vε))5/4
where pε(vε) =
ε
(vε − 1)γ +
κ
vγ˜ε
= pε,1(vε) + p2(vε),
with γ > 1, γ˜ ∈ (1, 3). We distinguish three main cases:
1. Case where vε − 1 = O(εα) with 1
γ + 1
≤ α ≤ 1
γ − 1 . There exist two positive constants
K1,K2, independent of ε, such that
K1ε
− 1
γ+1 ≤ aε(vε) ≤ K2ε−
1
2(γ−1) if γ ∈ (1, 3), (64)
K1ε
− 1
4 ≤ aε(vε) ≤ K2ε−
1
4 if γ = 3, (65)
K1ε
− 1
2(γ−1) ≤ aε(vε) ≤ K2ε−
1
γ+1 if γ > 3. (66)
2. Case where v − 1 = O(εα) with 1
γ + 2
< α <
1
γ + 1
. There exist two positive constants
K1,K2, independent of ε, such that
K1 < K1ε
1−α(γ+2) ≤ aε(vε) ≤ K2ε1−α(γ+2) < K2ε−
1
γ+1 ; (67)
3. Case where ε
1
γ+2 . vε − 1 ≤ vmax − 1. There exist two positive constants K1,K2,
independent of ε, such that
K1v
γ˜−3
4
max ≤ aε(vε) ≤ K2.
Proof. The bounds on aε are directly derived from the expression of the pressure, which
simplifies according to the considered regime, Case 1, 2 or 3. In each case, one of the two
components of the pressure law is indeed negligible.
1. In the first regime, the singular component pε,1(vε) is dominant both in p
′′
ε , p
′
ε:
p′′ε(vε) ∼
ε→0
γ(γ + 1)
ε
(vε − 1)γ+2 , p
′
ε(vε) ∼
ε→0
−γ ε
(vε − 1)γ+1 ;
Thus,
aε(vε) ∼
ε→0
ε−
1
4
(1+α(3−γ)),
which directly provides the bounds of Case 1 using that γ ∈ (1, 3).
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2. In the intermediate regime, since for
1
γ + 2
< α <
1
γ + 1
p′ε(vε) = −γε1−α(γ+1) − κγ˜v−(γ˜+1)ε ∼
ε→0
−γ˜ κ
vγ˜+1ε
= p′2(vε),
then the singular component pε,1(vε) is dominant only in p
′′
ε ,
p′′ε(vε) ∼
ε→0
γ(γ + 1)
ε
(vε − 1)γ+2 .
3. In the last regime, since vε is “far” from 1, the component pε,1(vε) in negligible in both
p′′ε and p
′
ε as ε → 0. The bounds on aε are directly derived from the upper and lower
bounds on vε in p2(vε), using the fact that γ˜ ∈ (1, 3).
For sake of brevity, we omit further details.
Proof of Theorem 3.8. Under Assumption 3.1 on the initial data, one can prove by classical
arguments (see for instance [Section 7.8, [16]] the local existence of a unique C1 solution
(vε, uε).
The rarefactive case. We want to extend the previous local solution (vε, uε) by a continuity
argument. For that purpose, we need to show a priori controls of the L∞ and Lipschitz norms
of (vε, uε). Let us recall the result of Lemma 3.6: from the bounds on wε and zε (see (56)),
we infer a control in L∞ (uniform in ε) on uε as well as a lower bound (54) on vε. Hence, it
remains to show the control on (∂xvε, ∂xuε).
From hypothesis (12), we have (yε)|t=0 ≥ 0, (qε)|t=0 ≥ 0. We ensure then yε(t, x) ≥ 0,
qε(t, x) ≥ 0 for all times t ≥ 0 and, recalling (63), we deduce that
‖yε(t, ·)‖L∞ ≤ Y¯ , ‖qε(t, ·)‖L∞ ≤ Q¯.
Thanks to Lemma 3.7, we have the following upper bound on vε (recall that γ˜ ∈ (1, 3)):
vε(t, x) ≤
(
v0ε(x)
3−γ˜
4 +K(Y¯ + Q¯)t
) 4
3−γ˜
and therefore
cε(t, x) ≥
√
κγ˜
vε(t, x)γ˜+1
≥ c(T ) ∀ t ≤ T.
This lower bound on cε allows us to control ∂xwε:
‖∂xwε(t, ·)‖L∞ ≤
∥∥∥∥∥ yε(t, ·)√cε(t, ·)
∥∥∥∥∥
L∞
≤ K(t)Y¯ ≤ K(t),
where, hereafter, K denotes a generic function of time which is bounded uniformly w.r.t ε for
any finite time t. Similarly,
‖∂xzε(t, ·)‖L∞ ≤
∥∥∥∥∥ qε(t, ·)√cε(t, ·)
∥∥∥∥∥
L∞
≤ K(t).
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Combining these two bounds then leads to the control of ∂xuε:
‖∂xuε(t, ·)‖L∞ = ‖∂x(wε + zε)(t, ·)‖L∞ ≤ K(t). (68)
Finally, since
θ′ε(vε)∂xvε = ∂xwε − ∂xuε with θ′ε(vε) = −cε(vε)
we also control ∂xvε
‖∂xvε(t, ·)‖L∞ ≤ K(t). (69)
Now, let us assume that the local solution (vε, uε) admits a finite maximal existence time
T ∗ < +∞. Since T ∗ is finite, then c(T ∗) > 0. As a consequence K(T ∗) < +∞ and the
spatial C1x-norm of (vε(T ∗, ·), uε(T ∗, ·)) is controlled, Assumption 3.1-3.2 are satisfied at time
T ∗. Applying once again the local existence result starting at time T ∗, we deduce that there
exists t∗ > 0 such that the solution (vε, uε) can be extended on the time interval [0, T
∗ + t∗).
This is in contradiction with the fact that T ∗ is the maximal time of existence. Hence, the
solution (vε, uε) exists globally in time and the previous estimates show that its C1t,x-norm is
independent of ε.
The compressive case. This is the case where (12) is not satisfied, i.e. there exists a point
x∗ ∈ R such that
yε(0, x
∗) =
√
c0ε(x
∗)∂xw
0
ε(x
∗) < 0 or qε(0, x
∗) =
√
c0ε(x
∗)∂xz
0
ε (x
∗) < 0.
Let us consider the case where yε(0, x
∗) < 0 (qε(0, x
∗) < 0 is analogous). As a consequence of
the Riccati equation (60a) one has, as long as the solution exists,
1
yε(t, x
+
ε (t))
=
1
yε(0, x∗)
+
∫ t
0
aε(τ, x
+
ε (τ)) dτ (70)
where x+ε is the forward characteristic emanating from x
∗, i.e.
dx+ε
dt
(t) = cε(t, x
+
ε ), x
+
ε (0) = x
∗.
This way, the appearance of a singularity in yε essentially depends on the function aε, whose
asymptotic is detailed in Lemma 3.9. Since by Lemma 3.7,
vε(t, x) ≤
(
‖v0ε‖
3−γ˜
4
L∞ +K(Y¯ + Q¯)t
) 4
3−γ˜
=: vmax(t),
then we observe that, in all cases,∫ T
0
aε(t, x
+
ε (t)) dt −→ +∞ as T → +∞. (71)
As a consequence, if there exists a point x∗ ∈ R such that yε(0, x∗) < 0, then there exists a
finite time T ∗ε such that ∫ T ∗ε
0
aε(t, x
+
ε (t)) dt = −
1
yε(0, x∗)
> 0, (72)
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whence yε(t, x
+
ε (t))→ −∞ as t→ T ∗ε .
Using the same arguments, if there exists x∗ ∈ R such that qε(0, x∗) < 0, one can show the
existence of a finite time T ∗ε such that∫ T ∗ε
0
aε(t, x
−
ε (t)) dt = −
1
qε(0, x∗)
where x−ε is the backward characteristic emanating from x
∗, i.e s.t. (x−ε )
′(t) = −cε and
x−ε (0) = x
∗. This achieves the proof of the second part of Theorem 3.8.
Remark 3.10. From the definitions of yε, qε in (59),
yε =
√
cε∂xwε =
√
cε(∂xuε + ∂xθε(vε)), qε =
√
cε(∂xuε − ∂xθε(vε)),
we observe that the explosion of yε (or qε) may a priori correspond to either the explosion of
cε or the explosion of ∂xwε. Provided that Assumption 3.1-3.2 are satisfied, Lemma 3.7 with
(54) yields that
cε(vε) . ε
− 1
γ−1 . (73)
Therefore, at ε > 0 fixed, when a finite-time singularity occurs in the system, it impacts the
spatial derivatives (∂xvε, ∂xuε).
4 Singular limit in the smooth setting
In this section, we aim at justifying the limit in the vanishing ε parameter of the singular p-
system (42). To this end, since we know from Theorem 3.8 that the maximal time of existence
of the smooth solution (uε, vε) can be finite at ε fixed, we need to make sure that it is ε-
uniformly bounded from below, and does not shrink to zero as ε vanishes. This is indeed
proved in Proposition 4.1. Later, we employ Assumption 3.4 (together with Assumption 3.1)
to obtain a uniform control of the singular pressure. Putting all these results together, we
finally pass to the limit in Subsection 4.3.
4.1 Lower bound on the maximal existence time
Proposition 4.1. Let Assumptions 3.1-3.2-3.3 hold. Then there exists T > 0, independent
of ε, such that, for any ε < ε0, the smooth solution (vε, uε) provided by Theorem 3.8 exists on
the whole interval [0, T ].
Proof. In the case where the initial datum is everywhere rarefactive, we know from Theorem 3.8
that the smooth solution to (42) exists for all times. Then we need to handle the compressive
case. More precisely, we need to show that we can bound from below, uniformly in ε, the
maximal time of existence T ∗ε when there is some compression in the initial data. Let us
assume for instance that yε(0, x
∗) < 0. Then by (70) we have at the explosion time T ∗ε that∫ T ∗ε
0
aε(t, x
+
ε (t))dt = −
1
yε(0, x∗)
. (74)
To derive a lower bound on T ∗ε , we need an estimate of aε(vε), which is in fact provided
by Lemma 3.9 and depends on the distance between vε and 1. In this regard, Lemma 3.9
distinguishes three main cases, which we analyse here.
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• Case 3 of Lemma 3.9. We begin with the case where v0ε(x∗) & 1 + ε
1
γ+2 , namely the
initial specific volume evaluated at the point x∗ is “far” from 1. Then, Lemma 3.9 ensures
the existence a constant K2 > 0, independent of ε such that
0 < aε(0, x
∗) ≤ K2.
On the hand, thanks to Assumption 3.1, we also have that
yε(0, x
∗) =
√
c0ε(x
∗)
(
∂xu
0
ε(x
∗) + θ′ε(v
0
ε(x
∗))∂xv
0
ε(x
∗)
)
≥ −K3
for some constant K3 > 0 which is independent of ε. We have then two possibilities. The
first option is that vε remains “far” from the congestion constraint (i.e. in Case 3) until
the singularity occurs at T ∗ε . In this case, aε remains bounded from above uniformly
with respect to ε > 0 on the whole time interval [0, T ∗ε ), i.e.
0 < aε(vε(t, x)) ≤ K4, t ∈ [0, T ∗ε ),
with K4 > 0 independent of ε. Hence, using again (74), we infer the desired ε-uniform
lower bound on T ∗ε
T ∗ε ≥
1
sup
t∈[0,T ∗ε )
aε(t, x
+
ε (t))
∫ T ∗ε
0
aε(t, x
+
ε (t))dt ≥ −
1
K4
1
yε(0, x∗)
≥ 1
K4
1
K3
. (75)
The alternative scenario is that, at some time t∗ < T ∗ε , vε gets closer to the congestion
threshold, passing through the intermediate regime of Case 2. This would imply that
vε(t
∗, x+ε (t
∗)) < 1+ εα with α > 1γ+2 . In this case, by continuity of the solution (vε, uε),
we can find a positive time t¯ < t∗ such that
0 < aε(t, x
+
ε (t)) ≤ 2K2, ∀ t ∈ [0, t¯].
Replacing T ∗ε by t¯ and K4 by 2K2 in (75), we deduce that
t¯ ≥ 1
2K2K3
,
namely t¯ is bounded from below uniformly with respect to ε, and T ∗ε > t
∗ > t¯ as well.
• Case 1 and 2 of Lemma 3.9. Let us now deal with the worst scenario: the case where
v0ε(x
∗) is close to the congestion constraint, namely
v0ε(x
∗)− 1 = O(εα), 1
γ + 2
≤ α ≤ 1
γ − 1 .
If at some time t¯ < T ∗ε , vε(t¯, x
+
ε (t¯)) escapes from this domain, i.e. the specific volume
gets away from the congestion constraint, then we are back to the previous case and we
bound from below T ∗ε . So, we assume that
vε(t, x
+
ε (t))− 1 = O
(
ε
1
γ+1
)
,
1
γ + 1
≤ α ≤ 1
γ − 1 , ∀ t ∈ [0, T
∗
ε ).
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Let us recall that from Lemma 3.9, we have
aε(t, x
+
ε (t)) ≤ K2ε−
1
2(γ−1) if γ ∈ (1, 3),
aε(t, x
+
ε (t)) ≤ K2ε−
1
4 if γ = 3,
aε(t, x
+
ε (t)) ≤ K2ε−
1
γ+1 if γ > 3;
and thus
T ∗ε ≥ −
1
sup
t∈[0,T ∗ε [
aε(t, x
+
ε (t))
1
yε(0, x∗)
≥

− ε
1
2(γ−1)
K2 yε(0, x∗)
if γ ∈ (1, 3),
− ε
1
4
K2 yε(0, x∗)
if γ = 3,
− ε
1
γ+1
K2 yε(0, x∗)
if γ > 3.
Thanks to Assumption 3.2, we guarantee in the three cases that yε(0, x
∗) will be small
enough to compensate the blow up of aε as ε→ 0, namely
|yε(0, x∗)| =
√
c0ε(x
∗)|∂xw0ε(x∗)| =

O(ε 12(γ−1) ) if γ ∈ (1, 3),
O(ε 14 ) if γ = 3,
O(ε 1γ+1 ) if γ > 3.
Hence, we obtain a lower bound on T ∗ε which is uniform with respect to ε. Notice that
this is the point where Assumption 3.3 plays its key role in providing an ε-uniform lower
bound on the maximal existence time.
From now on, we shall consider the time interval [0, T ] on which the whole sequence of
solutions (vε, uε)ε exists, T being independent of ε.
4.2 Control of the pressure
We have previously proved in Lemma 3.6 that vε was bounded from below (cf (54)):
vε ≥ 1 + C1ε
1
γ−1 .
Unfortunately, this bound does not provide any control on the pressure pε(vε) as ε→ 0 since
it only yields the inequality
pε(vε) ≤ ε(
1 +C1ε
1
γ−1 − 1)γ . ε−
1
γ−1 .
The goal of this section is to prove a uniform control of ‖pε(vε)‖L1
loc
.
Proposition 4.2. Let Assumption 3.1-3.4 hold. Then there exists a positive constant C,
independent of ε, such that
‖pε(vε)‖L1((0,T )×(−L,L)) ≤ C ∀ L > 0. (76)
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Proof. Thanks to Assumption 3.4, there exists two positive constants ℓ∗ > 0 and v > 1,
independent of ε, such that
< v0ε > :=
1
2ℓ
∫ ℓ
−ℓ
v0ε(x) dx ≥ v > 1 ∀ ℓ ≥ ℓ∗. (77)
From the first equation of system (42), we infer that
< vε(t) > :=
1
2ℓ
∫ ℓ
−ℓ
vε(t, x) dx = < v
0
ε > +
1
2ℓ
∫ t
0
(uε(s, ℓ)− uε(s,−ℓ)) ds. (78)
From the L∞x bound on uε provided by (55) of Lemma 3.6, we have
uε(t, ℓ)− uε(t,−ℓ) ≥ −2‖uε‖L∞ = −2C2 ∀ t ∈ [0, T ],
so that
< vε(t) > = < v
0
ε > +
1
2ℓ
∫ t
0
uε(s, ℓ)− uε(s,−ℓ) ds
≥ < v0ε > −
C2t
ℓ
≥ v − C2t
ℓ
.
(79)
Choosing now
ℓ ≥ max
{
ℓ∗,
2C2T
v − 1
}
:= L∗, (80)
for all t ∈ [0, T ] one has that
< vε(t) > ≥ v − C2T
ℓ
≥ v + 1− v
2
≥ v + 1
2
> 1. (81)
In order to control of the pressure, let us define the function
φ(t, x) =

(x+ L)
2L
∫ L
−L
vε(t, z)dz −
∫ x
−L
vε(t, z)dz if x ∈ [−L,L],
0 otherwise,
for some fixed L ≥ L∗ where L∗ has been introduced in (80) and is independent of ε. Since vε
is smooth, then φ ∈ C1c ([0, T ]×R). Now, we multiply the momentum equation in (42) (which
holds point-wisely) by φ and we integrate in space and time. This yields∫ T
0
∫ L
−L
pε(vε)∂xφdxdt = −
∫ T
0
∫ L
−L
uε∂tφdxdt+
∫ L
−L
u0ε(x)φ(0, x) dx.
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In the right-hand side first we have∫ T
0
∫ L
−L
uε(t, x)∂tφ(t, x)dxdt
=
∫ T
0
∫ L
−L
uε(t, x)
[
(x+ L)
2L
∫ L
−L
∂tvε(t, z)dz −
∫ x
−L
∂tvε(t, z)dz
]
dxdt
=
∫ T
0
∫ L
−L
uε(t, x)
[
(x+ L)
2L
∫ L
−L
∂xuε(t, z)dz −
∫ x
−L
∂xuε(t, z)dz
]
dxdt
=
∫ T
0
∫ L
−L
uε(t, x)
[
(x+ L)
2L
(
uε(t, L) − uε(t,−L)
)
−
(
uε(t, x)− uε(t,−L)
)]
dxdt.
Hence ∣∣∣∣∫ T
0
∫ L
−L
uε(t, x)∂tφ(t, x)dxdt
∣∣∣∣ ≤ C(T,L)‖uε‖L∞ .
The next term is∫ L
−L
u0ε(x)φ(0, x)dx =
∫ L
−L
u0ε(x)
[
(x+ L)
2L
∫ L
−L
v0ε(z)dz −
∫ x
−L
v0ε(z)dz
]
dx,
which is controlled as follows∣∣∣∣∫ L
−L
u0ε(x)φ(0, x)dx
∣∣∣∣ ≤ C(L)‖u0ε‖L∞‖v0ε‖L∞ .
Now, we split in two parts the integral involving the pressure as∫ T
0
∫ L
−L
pε(vε)∂xφdxdt =
∫ T
0
∫ L
−L
pε(vε)∂xφ1{vε> 3+v4 }
dxdt
+
∫ T
0
∫ L
−L
pε(vε)∂xφ1{vε≤ 3+v4 }
dxdt.
Since v > 1 uniformly in ε and
1 <
3 + v
4
=
1 + v+12
2
<
v + 1
2
< v,
then the pressure pε(vε) remains bounded on the set {vε > 3+v4 }, so providing a positive
constant C, independent of ε, such that∣∣∣∣∫ T
0
∫ L
−L
pε(vε)∂xφ1{vε> 3+v4 }
dxdt
∣∣∣∣ ≤ C.
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Therefore, using (81) and the fact that L ≥ L∗ in (80), we have
C ≥
∣∣∣∣∫ T
0
∫ L
−L
pε(vε)∂xφ1{vε≤ 3+v4 }
dxdt
∣∣∣∣
=
∣∣∣∣∫ T
0
∫ L
−L
pε(vε)
(
1
2L
∫ L
−L
vε(t, z) dz − vε(t, x)
)
1
{vε≤
3+v
4
}
dxdt
∣∣∣∣
≥
∫ T
0
∫ L
−L
pε(vε)
(
v + 1
2
− 3 + v
4
)
1
{vε≤
3+v
4
}
dxdt
≥ v − 1
4
∫ T
0
∫ L
−L
pε(vε)1{vε≤ 3+v4 }
dxdt.
Thus we also obtain the control of the integral of the singular pressure in the region close to
the singularity. In the end, we proved that
(pε(vε))ε is bounded in L
1((0, T ) × (−L,L)) for all L ≥ L∗,
and thus
(pε(vε))ε is bounded in L
1((0, T ) × (−L,L)) for all L > 0.
4.3 Passing to the limit as ε→ 0
In this section, we prove Theorem 1.7 under Assumptions 3.1-3.4. On the time interval [0, T ],
the solution (vε, uε) exists and is regular. More precisely, the previous sections have shown
that there exists a constant C, independent of ε such that
‖uε‖L∞((0,T )×R) ≤ C,
‖vε‖L∞((0,T )×R) ≤ C,
‖∂xuε‖L∞((0,T )×R) ≤ C,
‖∂xvε‖L∞((0,T )×R) ≤ C,
‖pε(vε)‖L1((0,T )×(−L,L)) ≤ C, ∀ L > 0.
From these bounds, we infer the existence of a pair (v, u) such that
vε ⇀ v, weakly-* in L
∞((0, T );W 1,∞(R)),
uε ⇀ u weakly-* in L
∞((0, T );W 1,∞(R)).
Since the lower bound (54) holds at ε fixed thanks to Lemma 3.6, then the congestion constraint
involving the specific volume is satisfied in the limit, i.e.
v(t, x) ≥ 1 a.e. (t, x) ∈ (0, T )× R. (82)
Employing the bound on ∂xuε in (69) in the mass equation, (42a), we uniformly control the
time derivative of vε as follows
‖∂tvε‖L∞((0,T )×R) = ‖∂xuε‖L∞((0,T )×R) ≤ C.
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This way, it is now an easy task to apply the classical Aubin-Lions Lemma to get
vε → v in C([0, T ]× [−L,L]), ∀ L > 0. (83)
Applying the same reasoning to the velocity uε, and using in particular the control of the
L1t,x-norm of the pressure, we obtain
‖∂tuε‖L1((0,T );W−1,1
loc
(R)) ≤ C.
A generalization of the Aubin-Lions Lemma due to Simon, see [32], provides the convergence
uε → u in Lq((0, T ); C([−L,L])), ∀ q ∈ [1,+∞), L > 0. (84)
As the pressure is made of two parts
pε(vε) =
ε
(vε − 1)γ +
κ
vγ˜ε
= pε,1(vε) + pε,2(vε),
the strong convergence of the non-singular component pε,2(vε) directly follows from (83), so
that
pε,2(vε)→ p2(v) = κ
vγ˜
in C([0, T ],W s,∞loc (R)), ∀ 0 < s < 1.
About the singular component pε,1(vε), we use the L
1 uniform bound to infer that
pε,1(vε) ⇀ p in M+((0, T ) × (−L,L)) ∀ L > 0. (85)
Finally, to recover the exclusion constraint, we pass to the limit in the equality
(vε − 1)pε,1(vε) = ε
(vε − 1)γ−1 .
On the one hand (vε − 1) converges in C([0, T ] × [−L,L]) to v − 1, so that the left-hand side
of the above equality converges in the sense of distribution towards (v− 1)p. While the right-
hand side converges strongly to 0 in L
γ
γ−1 ((0, T )× (−L,L)) thanks to the following inequality
(and the uniform L1 bound on the pressure),
ε
(vε − 1)γ−1 ≤ ε
1
γ
(
ε
(vε − 1)γ
)γ−1
γ
= ε
1
γ
(
p1ε(vε)
) γ−1
γ .
Hence, we get the desired exclusion constraint
(v − 1) p = 0, (86)
which finally allows to show that (v, u, p) is a weak solution of the free-congested Euler equa-
tions.
As a final remark, note that we able to show that the incompressibility constraint is
satisfied by the limit velocity u in the congested domain where v = 1. We have indeed the
following lemma whose proof is postponed to the Appendix
Lemma 4.3. Let T > 0, v ∈W 1,∞((0, T ) ×R) and u ∈ L∞((0, T );W 1,∞(R)) satisfying
∂tv = ∂xu, v|t=0 = v
0 a.e.
The following two assertions are equivalent:
1. v(t, x) ≥ 1 for all (t, x) ∈ [0, T ]× R;
2. ∂xu = 0 a.e. on {v ≤ 1} and v0 ≥ 1.
5 Appendix
This Appendix is dedicated to the proof of several technical results.
5.1 Invariant region for the viscous system
Let us first recall some definitions from Dafermos book [16].
Definition 5.1 (Invariant region). A closed subset Σ ∈ R2 is called a (positively) invariant
region for the local solution of (22) defined on [0, τ), if for any initial data U0 such that
U0(x) ∈ Σ for all x ∈ R, it holds that U(t, x) ∈ Σ for all t ∈ [0, τ), x ∈ R.
Definition 5.2. Let U be a convex subset of R2. A function G : U → R is quasi-convex if,
for any U, V ∈ U and ν ∈ [0, 1], we have:
G(νU + (1− ν)V ) ≤ max{G(U), G(V )}.
In other words, a function G is called quasi-convex if, for any c ∈ R, its sublevel sets
{G(U) ≤ c} are convex. Notice, indeed, that a function whose sublevel sets are convex sets
may fail to be a convex function.
The following theorem is proved in [14, 33].
Theorem 5.3. Define Σ = ∩mi=1{U ∈ R2 : Gi(U) ≤ 0} for a finite collection of smooth
functions Gi(U), i = 1, . . . ,m. Suppose that for any boundary point U∂Σ ∈ ∂Σ, denoting by
dGi the derivative of Gi at the boundary point U∂Σ, the following conditions are satisfied:
• dGi is a left eigenvector of A = dfε for i = 1, · · · ,m;
• Gi is quasi-convex at U∂Σ.
Then, Σ is a positively invariant region for (22).
We present here the main idea behind Proposition 2.1, before providing its proof below.
Remark 5.4. Multiplying Equations (19) by (∂ρw, ∂mw), one can check that (w, z) satisfy
∂tw + λ2∂xw ≤ µ∂xxw + 2µ∂xρµ
ρµ
∂xw,
∂tz + λ1∂xz ≥ µ∂xxz + 2µ∂xρµ
ρµ
∂xz,
with characteristics λ1,2 given by
λ1 =
mµ
ρµ
−
√
p′ε(ρµ), λ2 =
mµ
ρµ
+
√
p′ε(ρµ).
Hence, formally, a maximum principle would imply that
w(t, x) ≤ ‖w(0, ·)‖L∞x , z(t, x) ≥ −‖z(0, ·)‖L∞x
and since z ≤ w a.e., we would infer that
z(t, x) ≥ −‖w(0, ·)‖L∞x .
In the next proof, we show that these inequalities actually hold, as an application of Theo-
rem 5.3.
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Proof of Proposition 2.1. We define the functions G1,2 as
G1(U) = w −M, G2(U) = −z −M,
in such a way that Σ reads
Σ = {U ∈ R2 : G1(U) ≤ 0, G2(U) ≤ 0}.
Before going further, let us show that M can be bounded uniformly with respect to µ and ε.
First, from the definition of w (23) and assumptions (7)-(8) on the initial data, we have
M ≤ A0ε +
∫ A0ε
0
√
p′ε(s)
s
ds,
which proves that M is bounded uniformly with respect to the artificial viscosity µ. To show
that M is also controlled uniformly with respect to ε, we need to control the integral involving
the singular pressure pε. For that purpose, we introduce Θε the primitive of s 7→
√
p′ε(s)/s
vanishing at s = 0. We have then
M ≤ A0ε +Θε(A0ε),
where
Θε(s) ∼
s→1−
Cγ
√
ε
(1− s)γ−12
∼
s→1−
C˜γ
√
Hε(s)
for some positive constants Cγ , C˜γ depending only on γ. By assumption (7), which provides
the control of the initial energy (18) (see Remark 1.10) the sequence (Θε(A
0
ε))ε is bounded by
some positive constant independent of ε (and µ). As a consequence, M is controlled uniformly
with respect to ε.
To show that the region Σ is invariant, we have to check the validity of the hypothe-
ses of Theorem 5.3. Actually, the only assumption to be verified is the quasi-convexity of
G1(U), G2(U) at the boundary ∂Σ given by
∂Σ = {U ∈ R2 |G1(U) = 0, G2(U) ≤ 0}
⋃
{U ∈ R2 | G1(U) ≤ 0, G2(U) = 0}
=: ∂Σ1 ∪ ∂Σ2.
In other words, at the boundary we have either w = M or z = −M , which means that
m = L(ρ) or m = −L(ρ) ∀ (ρ,m) ∈ ∂Σ (87)
where, by definition of w and z, the function L is
L(ρ) := ρM − ρ
∫ ρ
0
√
p′ε(s)
s
ds.
Notice that
G1(U) ≤ 0 ⇐⇒ L(ρ) ≥ m, (88)
G2(U) ≤ 0 ⇐⇒ −L(ρ) ≤ m.
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By Definition 5.2, we need to check that for all Ua, U b ∈ ∂Σ and ν ∈ [0, 1], we have:
G1(νU
a + (1− ν)U b) ≤ max{G1(Ua), G1(U b)}, (89)
G2(νU
a + (1− ν)U b) ≤ max{G2(Ua), G2(U b)}. (90)
Let us check condition (89). First, let us remark that the function L is concave. Indeed
L′(ρ) = M −
∫ ρ
0
√
p′ε(s)
s
ds−
√
p′ε(ρ)
and thus, recalling that γ > 1,
L′′(ρ) = −
√
p′ε(ρ)
ρ
− p
′′
ε(ρ)
2
√
p′ε(ρ)
= −√εγ
[
ρ
γ−3
2
(1− ρ)γ+12
+
γ − 1 + 2ρ
2
ρ
γ−3
2
(1− ρ)γ+32
]
< 0.
As a consequence of the concavity of L, we deduce that for any ν ∈ [0, 1],
νL(ρa) + (1− ν)L(ρb) ≤ L(νρa + (1− ν)ρb). (91)
Let us now distinguish the two cases:
• Ua and/or U b belong to ∂Σ1, for instance G1(Ua) = 0 and G1(U b) ≤ 0. Then inequality
(91) yields
νma + (1− ν)mb ≤ L(νρa + (1− ν)ρb)
By characterization (88), this means that
G1(νU
a + (1− ν)U b) ≤ 0 = max{G1(Ua), G1(U b)}.
• Both Ua, U b belong to ∂Σ2 \ ∂Σ1 with for instance G1(Ua) < G1(U b) < 0, we have to
show that
G1(νU
a + (1− ν)U b) = G1(U c) ≤ G1(U b) = 1
ρb
(mb − L(ρb)) = 2m
b
ρb
where for the last equality we have used the fact that G2(U
b) = 0 =⇒ mb = −L(ρb).
This yields
G1(U
c) =
1
ρc
(mc − L(ρc))
≤ 1
ρc
(
mc − νL(ρa)− (1− ν)L(ρb)
)
by concavity of L
=
1
ρc
(
mc + νma + (1− ν)mb
)
since G2(U
a) = G2(U
b) = 0.
Now, since we have assumed that G1(U
a) < G1(U
b) (and G2(U
a) = G2(U
b) = 0), then
from (88) the following inequality follows
ma
ρa
<
mb
ρb
.
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As a consequence of this inequality, we deduce that
G1(U
c) ≤ 2
ρc
(
νma + (1− ν)mb
)
≤ 2
ρc
(
ν
ρa
ρb
mb − (1 − ν)mb
)
≤ 2
ρc
mb
ρb
(
νρa − (1− ν)ρb
)
≤ 2m
b
ρb
.
Finally we obtained in both cases inequality (89), that is
G1(νU
a + (1− ν)U b) ≤ max{G1(Ua), G1(U b)} ∀ (Ua, U b) ∈ ∂Σ.
Inequality (90) can be proved with the same arguments. Therefore the assumptions of Theorem
5.3 are satisfied and the set Σ defined in (25) results to be invariant.
5.2 Reduction of the Young measure
The aim of this part of the appendix is to show the details of the computations which allow
to prove that the support of the Young measure associated to the vanishing viscosity weak
limits (ρ¯ε, m¯ε) of (ρε,µ,mε,µ) is reduced to a point, then yielding the strong convergence.
To this end, we revisit a strategy which can be found for instance in Lu’s book [Section 8.4,
[24]] and was specifically designed for the case of the isentropic Euler equations with the
adiabatic pressure law p(ρ) = κργ , γ ∈ (1, 3]. We show here that we are able to extend this
result to the singular pressure pε(ρ) = ε (ρ/(1 − ρ))γ , again with γ ∈ (1, 3], by adding a new
idea in the previous strategy. This novelty and the generality of our computations could be
useful in other cases.
We recall the statement of Lemma 2.10 that we are going to prove in this appendix.
Lemma 5.5. Assume that γ ∈ (1, 3]. Then the following equality holds
ε
3− γ
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ < ν, (u− u¯)
4 > +ε3
γ2(5γ + 1)
2(γ + 1)
ρ¯3γ−5
(1− ρ¯)3γ+2 < ν, (ρ− ρ¯)
4 >
+ ε2 6γ
ρ¯2(γ−1)
(1− ρ¯)2γ+1
(
< ν, (u− u¯)(ρ− ρ¯) > )2 + Error = 0 (92)
where Error denotes “an error” whose L∞ norm is negligible compared to the other terms of
the equality.
The proof of this lemma is technical and will be split therefore in different steps.
• Some algebraic expressions obtained as combinations of the outcomes of the Div-Curl
Lemma in 2.3 are established.
• The above-mentioned algebraic relations will then be employed to get inequality (92)
which allows, after separation of the two cases γ < 3 and γ = 3, to reduce the support
of the measure ν to the point (ρ¯, m¯).
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To simplify some further computations, we first Taylor-expand the most complicated “rel-
ative” entropy-entropy flux pairs (η˜i, q˜i).
Lemma 5.6. The pairs (η˜i, q˜i), i = 3, 4 can be rewritten as follows
η˜3 =
ρ¯
2
(u− u¯)2 + 1
2
p′ε(ρ¯)
ρ¯
(ρ− ρ¯)2 +O3
q˜3 =
1
2
ρ¯u¯(u− u¯)2 + 1
2
p′ε(ρ¯)
ρ¯
u¯(ρ− ρ¯)2 + p′ε(ρ¯)(u− u¯)(ρ− ρ¯) +O3
η˜4 = 3ρ¯u¯(u− u¯)2 + 3p
′
ε(ρ¯)
ρ¯
(ρ− ρ¯)2 + 6pε(ρ¯)
ρ¯
(u− u¯)(ρ− ρ¯) +O3
q˜4 = 3
(
pε(ρ¯) + ρ¯u¯
2
)
(u− u¯)2 + 3p
′
ε(ρ¯)
ρ¯2
(
pε(ρ¯) + ρ¯u¯
2
)
(ρ− ρ¯)2
+ 6
(
pε(ρ¯)
ρ¯
+ p′ε(ρ¯)
)
u¯(u− u¯)(ρ− ρ¯) +O3
where
‖O3‖L∞ .
∑
k+l=3
‖((ρ− ρ¯)k(u− u¯)l)‖L∞
In the same manner, for sake of simplicity, we introduce the notation Error for terms of
the form
< ν,
(
(ρ− ρ¯)k(u− u¯)l) > with k + l = 5,
and therefore
‖Error‖L∞ .
∑
k+l=5
‖((ρ− ρ¯)k(u− u¯)l)‖L∞ .
Step 1 - Combinations of the identities provided by the Div-Curl Lemma
Here we prove two lemmas, which give two crucial algebraic relations to be used in the last
part of the proof.
Lemma 5.7. The following equality holds
A1(ρ¯) < ν, (ρ− ρ¯)4 > +A2(ρ¯)
(
< ν, (ρ− ρ¯)2 > )2
+A3(ρ¯)
[
< ν, (ρ− ρ¯)2 > < ν, (u− u¯)2 > + < ν, (ρ− ρ¯)2(u− u¯)2 >
]
+A4(ρ¯)
(
< ν, (u− u¯)2 > )2
= ρ¯2 < ν, (u− u¯)4 > + Error (93)
with
A1(ρ¯) =
2(p′ε(ρ¯))
2 − pε(ρ¯)p′′ε(ρ¯)
2ρ¯2
− p
′
ε(ρ¯)pε(ρ¯)
ρ¯3
;
A2(ρ¯) =
3pε(ρ¯)p
′′
ε(ρ¯)
2ρ¯2
;
A3(ρ¯) =
3pε(ρ¯)
ρ¯
+
3pε(ρ¯)p
′′
ε(ρ¯)
2p′ε(ρ¯)
;
A4(ρ¯) =
3ρ¯pε(ρ¯)
p′ε(ρ¯)
.
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Proof. First of all, observing that
< ν, η˜1 > = < ν, ρ− ρ¯ > = 0, < ν, q˜1 > = < ν,m− m¯ > = 0,
we infer from the identities (39) derived from Div-Curl Lemma, that{
< ν, η˜1q˜3 − η˜3q˜1 > = < ν, η˜1 > < ν, q˜3 > − < ν, η˜3 >< ν, q˜1 >= 0,
< ν, η˜1q˜4 − η˜4q˜1 > = < ν, η˜1 > < ν, q˜4 > − < ν, η˜4 >< ν, q˜1 >= 0.
(94)
Using the explicit expressions of (η˜i, q˜i), after some computations we end up with the two
identities
0 =< ν, η˜1q˜3 − η˜3q˜1 >
=< ν, (ρ− ρ¯)
[
1
2
m (u− u¯)2 + (u− u¯) (pε(ρ)− pε(ρ¯))
+ u
(
ρ
∫ ρ
ρ¯
pε(s)
s2
− pε(ρ¯)
ρ¯
(ρ− ρ¯)
)]
>
− < ν, (m− m¯)
[
1
2
ρ (u− u¯)2 + ρ
∫ ρ pε(s)
s2
− ρ¯
∫ ρ¯ pε(s)
s2
−
(∫ ρ¯ pε(s)
s2
+
pε(ρ¯)
ρ¯
)
(ρ− ρ¯)
]
>
=< ν,
[
pε(ρ)(ρ− ρ¯)− ρρ¯
(∫ ρ
ρ¯
pε(s)
s2
ds
)]
(u− u¯) > − < ν, 1
2
ρρ¯(u− u¯)3 >, (95)
and
0 =< ν, η˜1q˜4 − η˜4q˜1 >
= 3 < ν, (ρ− ρ¯) [2∆ + (u2 − u¯2)pε(ρ)] > − < ν, ρρ¯(u− u¯)3(u+ 2u¯) > (96)
− 6 < ν, ρρ¯u(u− u¯)
∫ ρ
ρ¯
pε(s)
s2
ds >,
where
∆ = pε(ρ)
∫ ρ
ρ¯
pε(s)
s2
ds −
∫ ρ
ρ¯
(pε(s))
2
s2
ds.
The combination (96)− 6u¯× (95) then yields
0 = 3 < ν, (ρ− ρ¯) [2∆ + (u2 − u¯2)pε(ρ)] > − < ν, ρρ¯(u− u¯)3(u+ 2u¯) >
− 6 < ν, ρρ¯u(u− u¯)
∫ ρ
ρ¯
pε(s)
s2
ds > −6 < ν, pε(ρ)(ρ− ρ¯)(u− u¯)u¯ >
+ 6 < ν, ρρ¯
(∫ ρ
ρ¯
pε(s)
s2
ds
)
(u− u¯)u¯ > +6 < ν, 1
2
ρρ¯u¯(u− u¯)3 >
= 6 < ν, (ρ− ρ¯)∆ > −6 < ν, ρρ¯
(∫ ρ
ρ¯
pε(s)
s2
ds
)
(u− u¯)2 >
+ 3 < ν, (ρ− ρ¯)pε(ρ)(u− u¯)2 > − < ν, ρρ¯(u− u¯)4 > .
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Performing a Taylor expansion of the right-hand side (in particular we expand ∆ up to order
3), and recalling that we denote
Error =
∑
k+l=5
< ν,O
(
(ρ− ρ¯)k(u− u¯)l) >,
we obtain
0 =
(
2p′′ε(ρ¯)pε(ρ¯) + (p
′
ε(ρ¯))
2
ρ¯2
− 2p
′
ε(ρ¯)pε(ρ¯)
ρ¯3
)
< ν, (ρ− ρ¯)4 > (97)
+ 3
p′ε(ρ¯)pε(ρ¯)
ρ¯2
< ν, (ρ− ρ¯)3 > −3pε(ρ¯) < ν, (ρ− ρ¯)(u− u¯)2 >
− ρ¯2 < ν, (u− u¯)4 > +Error.
Coming back to the following outcome of the Div-Curl Lemma
< ν, η˜2q˜3 − η˜3q˜2 > = < ν, η˜2 > < ν, q˜3 > − < ν, η˜3 > < ν, q˜2 >,
and noticing that < ν, η˜2 >= 0, one gets
0 =< ν, η˜2q˜3 − η˜3q˜2 > + < ν, η˜3 >< ν, q˜2 > .
The use of the explicit expressions of (η˜i, q˜i), i = 2, 3, and a Taylor expansion as before yield
0 =
2(p′ε(ρ¯))
2 − 5ρ¯p′ε(ρ¯)p′′ε(ρ¯)
12ρ¯2
< ν, (ρ− ρ¯)4 > (98)
− (p
′
ε(ρ¯))
2
2ρ¯
< ν, (ρ− ρ¯)3 > +1
2
ρ¯p′ε(ρ¯) < ν, (ρ− ρ¯)(u− u¯)2 >
+
(
p′ε(ρ¯)
2
+
ρ¯p′′ε(ρ¯)
4
)
< ν, (ρ− ρ¯)2(u− u¯)2 >
+
(
p′ε(ρ¯)
2
+
ρ¯p′′ε(ρ¯)
4
)
< ν, (ρ− ρ¯)2 >< ν, (u− u¯)2 >
+
p′′ε(ρ¯)p
′
ε(ρ¯)
4ρ¯
(
< ν, (ρ− ρ¯)2 > )2 + ρ¯2
2
(
< ν, (u− u¯)2 > )2 + Error.
We finally obtain the result (93) of Lemma 5.7 thanks to the combination
(97)+
6pε(ρ¯)
ρ¯p′ε(ρ¯)
× (98).
Lemma 5.8. The relation below holds true:
B1(ρ¯) < ν, (u− u¯)4 > +B2(ρ¯) < ν, (ρ− ρ¯)4 >
−B3(ρ¯)
[
< ν, (u− u¯)2(ρ− ρ¯)2 > + < ν, (ρ− ρ¯)2 >< ν, (u− u¯)2 >
]
= B1(ρ¯)
(
< ν, (u− u¯)2 > )2 +B2(ρ¯)( < ν, (ρ− ρ¯)2 > )2 (99)
− 2B3(ρ¯)
(
< ν, (ρ− ρ¯)(u− u¯) > )2 + Error
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where
B1(ρ¯) =
3ρ¯pε(ρ¯)
2
,
B2(ρ¯) =
3pε(ρ¯)(p
′
ε(ρ¯))
2
2ρ¯3
,
B3(ρ¯) =
3pε(ρ¯)p
′
ε(ρ¯)
ρ¯
.
Proof of Lemma 5.8. After some easy computations, one can check that
< ν, η˜3q˜4 − η˜4q˜3 >
= < ν,
(
1
2
ρpε(ρ) + ρpε(ρ¯)
)
(u− u¯)4 >
+ 6 < ν,
[
ρ
∫ ρ
ρ¯
pε(s)
s2
− pε(ρ¯)
ρ¯
(ρ− ρ¯)
][
pε(ρ)
∫ ρ
ρ¯
pε(s)
s2
−
∫ ρ
ρ¯
(
pε(s)
s
)2 ]
>
+ < ν, 3(u− u¯)2
[
− ρ
∫ ρ
ρ¯
(
pε(s)
s
)2
− (ρ− ρ¯)pε(ρ¯)pε(ρ)
ρ¯
+ 2ρpε(ρ¯)
∫ ρ
ρ¯
pε(s)
s2
]
>
=< ν, T1 + T2 + T3 > .
Expanding the different terms Ti we get
T1 =
(
1
2
ρpε(ρ) + ρpε(ρ¯)
)
(u− u¯)4
=
(
1
2
ρ¯pε(ρ¯) + ρ¯pε(ρ¯)
)
(u− u¯)4 +Error
=
3
2
ρ¯pε(ρ¯)(u− u¯)4 + Error.
We then write
T2 = 6 T
1
2 × T 22
with
T 12 = ρ
∫ ρ
ρ¯
pε(s)
s2
− pε(ρ¯)
ρ¯
(ρ− ρ¯)
= (ρ− ρ¯)
[
ρ¯
pε(ρ¯)
ρ¯2
− pε(ρ¯)
ρ¯
]
+ (ρ− ρ¯)2
[pε(ρ¯)
2ρ¯2
+
1
2
p′ε(ρ¯)
ρ¯
− pε(ρ¯)
2ρ¯2
]
+ Error
=
1
2
p′ε(ρ¯)
ρ¯
(ρ− ρ¯)2 + Error,
T 22 = pε(ρ)
∫ ρ
ρ¯
pε(s)
s2
=
1
2
p′ε(ρ¯)pε(ρ¯)
ρ¯2
(ρ− ρ¯)2 + Error.
Hence,
T2 = 6 T
1
2 × T 22 =
3
2
(p′ε(ρ¯))
2pε(ρ¯)
ρ¯3
(ρ− ρ¯)4 + Error.
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Finally, we get for the last term T3
T3 = 3(u− u¯)2
[
−ρ
∫ ρ
ρ¯
(
pε(s)
s
)2
− (ρ− ρ¯)pε(ρ¯)pε(ρ)
ρ¯
+ 2ρpε(ρ¯)
∫ ρ
ρ¯
pε(s)
s2
]
= 3(u− u¯)2(ρ− ρ¯)
[
−ρ¯(pε(ρ¯))
2
ρ¯2
− (pε(ρ¯))
2
ρ¯
+ 2ρ¯
(pε(ρ¯))
2
ρ¯2
]
+ 3(u− u¯)2(ρ− ρ¯)2
[
− (pε(ρ¯))
2
ρ¯2
− ρ¯p
′
ε(ρ¯)pε(ρ¯)
ρ¯2
+
(pε(ρ¯))
2
ρ¯2
− p
′
ε(ρ¯)pε(ρ¯)
ρ¯
+ 2
(pε(ρ¯))
2
ρ¯2
+
p′ε(ρ¯)pε(ρ¯)
ρ¯
− 2(pε(ρ¯))
2
ρ¯2
]
+ Error
= −3p
′
ε(ρ¯)pε(ρ¯)
ρ¯
(u− u¯)2(ρ− ρ¯)2 + Error.
Altogether, we obtain
< ν, η˜3q˜4 − η˜4q˜3 > = 3
2
ρ¯pε(ρ¯) < ν, (u− u¯)4 > +3
2
(p′ε(ρ¯))
2pε(ρ¯)
ρ¯2
< ν, (ρ− ρ¯)4 > (100)
− 3p
′
ε(ρ¯)pε(ρ¯)
ρ¯
< ν, (u− u¯)2(ρ− ρ¯)2 > + Error.
On the other hand, we have from Lemma 5.6
< ν, η˜3 > < ν, q˜4 > =
3
2
ρ¯
(
pε(ρ¯) + ρ¯u¯
2
)(
< ν, (u− u¯)2 > )2
+
3
2
(p′ε(ρ¯))
2
ρ¯3
(
pε(ρ¯) + ρ¯u¯
2
)(
< ν, (ρ− ρ¯)2 > )2
+ 3
p′ε(ρ¯)
ρ¯
(
pε(ρ¯) + ρ¯u¯
2
)
< ν, (u− u¯)2 >< ν, (ρ− ρ¯)2 >
+ 3ρ¯u¯
(
pε(ρ¯)
ρ¯
+ p′ε(ρ¯)
)
< ν, (u− u¯)2 >< ν, (ρ− ρ¯)(u− u¯) >
+ 3u¯
p′ε(ρ¯)
ρ¯
(
pε(ρ¯)
ρ¯
+ p′ε(ρ¯)
)
< ν, (ρ− ρ¯)2 >< ν, (ρ− ρ¯)(u− u¯) >
+ Error,
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while
< ν, η˜4 > < ν, q˜3 > =
3
2
ρ¯2u¯2
(
< ν, (u− u¯)2 > )2
+
3
2
(p′ε(ρ¯))
2
ρ¯2
u¯2
(
< ν, (ρ− ρ¯)2 > )2
+ 3p′ε(ρ¯)u¯
2 < ν, (u− u¯)2 >< ν, (ρ− ρ¯)2 >
+ 3ρ¯u¯
(
pε(ρ¯)
ρ¯
+ p′ε(ρ¯)
)
< ν, (u− u¯)2 >< ν, (ρ− ρ¯)(u− u¯) >
+ 3u¯
p′ε(ρ¯)
ρ¯
(
pε(ρ¯)
ρ¯
+ p′ε(ρ¯)
)
< ν, (ρ− ρ¯)2 >< ν, (ρ− ρ¯)(u− u¯) >
+ 6
p′ε(ρ¯)pε(ρ¯)
ρ¯
(< ν, (ρ− ρ¯)(u− u¯) >)2
+ Error.
Hence
< ν, η˜3 > < ν, q˜4 > − < ν, η˜4 > < ν, q˜3 >
=
3
2
ρ¯pε(ρ¯)
(
< ν, (u− u¯)2 > )2 + 3
2
(p′ε(ρ¯))
2pε(ρ¯)
ρ¯3
(
< ν, (ρ− ρ¯)2 > )2
+ 3
p′ε(ρ¯)pε(ρ¯)
ρ¯
< ν, (u− u¯)2 >< ν, (ρ− ρ¯)2 >
− 6p
′
ε(ρ¯)pε(ρ¯)
ρ¯
(< ν, (ρ− ρ¯)(u− u¯) >)2 + Error. (101)
Now, as a consequence of the Div-Curl lemma, we have
< ν, η˜3q˜4 − η˜4q˜3 > −
(
< ν, η˜3 > < ν, q˜4 > − < ν, η˜4 > < ν, q˜3 >) = 0
which leads, thanks to (100) and (101), to
3
2
ρ¯pε(ρ¯) < ν, (u− u¯)4 > +3
2
(p′ε(ρ¯))
2pε(ρ¯)
ρ¯3
< ν, (ρ− ρ¯)4 >
− 3p
′
ε(ρ¯)pε(ρ¯)
ρ¯
< ν, (u− u¯)2(ρ− ρ¯)2 >
=
3
2
ρ¯pε(ρ¯)
(
< ν, (u− u¯)2 > )2 + 3
2
(p′ε(ρ¯))
2pε(ρ¯)
ρ¯3
(
< ν, (ρ− ρ¯)2 > )2
+ 3
p′ε(ρ¯)pε(ρ¯)
ρ¯
< ν, (u− u¯)2 >< ν, (ρ− ρ¯)2 >
− 6p
′
ε(ρ¯)pε(ρ¯)
ρ¯
(< ν, (ρ− ρ¯)(u− u¯) >)2 + Error.
This corresponds exactly to Equation (99).
Step 2 - Final expression with positive coefficients
The goal now is to use the results of Lemma 5.7 and Lemma 5.8 in order to get the desired
bound in Lemma 5.5, which comes directly from the following result.
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Lemma 5.9. The relation below holds true:
C1(ρ¯) < ν, (u− u¯)4 > +C2(ρ¯) < ν, (ρ− ρ¯)4 >
+C3(ρ¯)
(
< ν, (u− u¯)(ρ− ρ¯) > )2 + Error = 0 (102)
where
C1(ρ¯) = B1(ρ¯)− B3(ρ¯)ρ¯
2
A3(ρ¯)
= ε
3− γ
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ ,
C2(ρ¯) =
B3(ρ¯)A1(ρ¯)
A3(ρ¯)
+B2(ρ¯) = ε
3 γ
2(5γ + 1)
2(γ + 1)
ρ¯3γ−5
(1− ρ¯)3γ+2 ,
C3(ρ¯) = 2B3(ρ¯) = ε
2 6γ
ρ¯2(γ−1)
(1− ρ¯)2γ+1 .
Proof. Let us now doing the combination
B3(ρ¯)
A3(ρ¯)
× (93)+ (99)
which allows to get rid of the cross product terms
< ν, (u− u¯)2 >< ν, (ρ− ρ¯)2 > and < ν, (u− u¯)2(ρ− ρ¯)2 > .
The resulting equation is then
B3(ρ¯)
A3(ρ¯)
(
A1(ρ¯) < ν, (ρ− ρ¯)4 > +A2(ρ¯)(< ν, (ρ− ρ¯)2 >)2
+A4(ρ¯)(< ν, (u− u¯)2 >)2 − ρ¯2 < ν, (u− u¯)4 >
)
+B1(ρ¯)
(
< ν, (u− u¯)4 > −(< ν, (u− u¯)2 >)2
)
+B2(ρ¯)
(
< ν, (ρ− ρ¯)4 > −(< ν, (ρ− ρ¯)2 >)2
)
+ 2B3(ρ¯)(< ν, (ρ− ρ¯)(u− u¯) >)2 + Error = 0.
which rewrites as[
B3(ρ¯)A1(ρ¯)
A3(ρ¯)
+B2(ρ¯)
]
< ν, (ρ− ρ¯)4 > +
[
B1(ρ¯)− B3(ρ¯)ρ¯
2
A3(ρ¯)
]
< ν, (u− u¯)4 >
+
[
B3(ρ¯)A2(ρ¯)
A3(ρ¯)
+B2(ρ¯)
]
(< ν, (ρ− ρ¯)2 >)2 +
[
B3(ρ¯)A4(ρ¯)
A3(ρ¯)
−B1(ρ¯)
]
(< ν, (u− u¯)2 >)2
+ 2B3(ρ¯)(< ν, (ρ− ρ¯)(u− u¯) >)2 + Error = 0. (103)
From now on, we replace the coefficients Ai, Bi, and use the explicit definition (43) of the
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pressure pε:
ε3
γ2(5γ + 1)
2(γ + 1)
ρ¯3γ−5
(1− ρ¯)3γ+2 < ν, (ρ− ρ¯)
4 > +ε
3− γ
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ < ν, (u− u¯)
4 >
+ ε
3(3 − γ − 4ρ¯)
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ
(
< ν, (u− u¯)2 > )2
+ ε3
3γ2(γ − 3 + 4ρ¯)
2(γ + 1)
ρ¯3γ−5
(1− ρ¯)3γ+2
(
< ν, (ρ− ρ¯)2 > )2
+ ε2 6γ
ρ¯2(γ−1)
(1− ρ¯)2γ+1
(
< ν, (u− u¯)(ρ− ρ¯) > )2 + Error = 0. (104)
For γ ∈ (1, 3), we observe that the terms that are problematic are the terms involving
(< ν, (u− u¯)2 >)2 and (< ν, (ρ− ρ¯)2 >)2
whose multiplicative coefficients may be negative. This is an important novelty compared to
the isentropic case p(ρ) = κργ treated by Lu in [24] (Section 8.4, Eq (8.4.32)). In that latter
case, the only negative term was the one involving (< ν, (ρ− ρ¯)2 >)2, but the coefficients were
such that it was possible to absorb this negative contribution using the inequality
(< ν, (ρ− ρ¯)2 >)2 ≤ < ν, (ρ− ρ¯)4 > .
In our case, the coefficient in front of < ν, (u − u¯)4 > is not large enough to absorb the
contribution coming from (< ν, (u− u¯)2 >)2. Indeed, we have
ε
3− γ
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ + ε
3(3 − γ − 4ρ¯)
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ = ε
2
γ + 1
(3− γ − 3ρ¯) ρ¯
γ+1
(1− ρ¯)γ
which may be negative for large values of ρ¯ ∈ [0, 1]. We overcome this difficulty by using
again an identity provided by Div-Curl Lemma which shows that the two problematic terms
in (< ν, (u − u¯)2 >)2 and (< ν, (ρ − ρ¯)2 >)2 actually compensate each other. The Div-Curl
Lemma applied to the pairs (η˜1, q˜1) and (η˜2, q˜2) yields indeed
< ν, η˜1q˜2 − η˜2q˜1 >=< ν, η˜1 >< ν, q˜2 > − < ν, η˜2 >< ν, q˜1 >
which rewrites, since < ν, η˜1 >=< ν, q˜1 >= 0, as
0 =< ν, η˜1q˜2 − η˜2q˜1 >=< ν, (pε(ρ)− pε(ρ¯))(ρ − ρ¯)− (u− u¯)ρ¯ρ > .
Performing a Taylor expansion, we deduce that
< ν, (u− u¯)2 > = p
′
ε(ρ¯)
ρ¯2
< ν, (ρ− ρ¯)2 > + < ν,O3 >
= εγ
ρ¯γ−3
(1− ρ¯)γ+1 < ν, (ρ− ρ¯)
2 > + < ν,O3 >
and therefore
(< ν, (u− u¯)2 >)2 = ε2γ2 ρ¯
2(γ−3)
(1− ρ¯)2(γ+1) (< ν, (ρ− ρ¯)
2 >)2 + Error. (105)
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Hence
ε
3(3 − γ − 4ρ¯)
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ (< ν, (u− u¯)
2 >)2
= ε3
3γ2
2(γ + 1)
(3− γ − 4ρ¯) ρ¯
3γ−5
(1− ρ¯)3γ+2 (< ν, (ρ− ρ¯)
2 >)2 +Error.
and equation (104) finally simplifies as
ε
3− γ
2(γ + 1)
ρ¯γ+1
(1− ρ¯)γ < ν, (u− u¯)
4 >
+ ε3
γ2(5γ + 1)
2(γ + 1)
ρ¯3γ−5
(1− ρ¯)3γ+2 < ν, (ρ− ρ¯)
4 >
+ ε2 6γ
ρ¯2(γ−1)
(1− ρ¯)2γ+1
(
< ν, (u− u¯)(ρ− ρ¯) > )2 + Error = 0 (106)
which achieves the proof.
5.3 Incompressibility and congestion constraint
This last appendix section is devoted to the proof of the following lemma.
Lemma 5.10. Let T > 0 and (v, u) ∈W 1,∞((0, T ) × R)× L∞((0, T );W 1,∞(R)) satisfying
∂tv = ∂xu, vt=0 = v
0 a.e. (107)
The following two assertions are equivalent:
1. v(t, x) ≥ 1 for all (t, x) ∈ [0, T ]× R;
2. ∂xu = 0 a.e. on {v ≤ 1} and v0 ≥ 1.
Proof. • 1 =⇒ 2: Let us assume that v(t, x) ≥ 1 for all (t, x) ∈ [0, T ]× R and introduce
b(v) = v−k, k ∈ N∗. Multiplying Equation (107) by b′(v) = −kv−(k+1), we get the
equation
∂tv
−k = −kv−(k+1)∂xu a.e..
Now, since v ≥ 1, the sequence (v−k)k∈N∗ is bounded in L∞((0, T ) × R), so that
(∂tv
−k)k∈N∗ is bounded inW
−1,∞((0, T );L∞(R)). As a consequence,
(−kv−(k+1)∂xu)k∈N∗
is bounded in W−1,∞((0, T );L∞(R)) and, as k → +∞, we get that
v−(k+1)∂xu ⇀ 0 in D′.
Since, on the other hand,
v−(k+1)∂xu→ 1{v=1}∂xu a.e.,
we deduce that
1{v=1}∂xu = 0 a.e.
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• 2 =⇒ 1: Let d = v − 1 which satisfies the equation
∂td = ∂xu.
Multiply now this equation by b′δ(d) where
bδ(d) =
 [d]− if |d| > δ1
4δ
(d− δ)2 if |d| ≤ δ
is a regularization (around 0) of the function b : d 7→ [d]− = max(0,−d),
∂tbδ(d) = b
′
δ(d)∂xu a.e..
As δ → 0, we can pass to the limit in the above equation and get
∂tb(d) = B(d)∂xu a.e. with B(d) =

−1 if d < 0
−12 if d = 0
0 if d > 0
Using our assumption on ∂xu, we infer that
∂tb(d) = 0 a.e.
with initially b(d)|t=0 = 0 thanks to our assumption on v
0. Hence,
b(d) = 0 a.e. (t, x), i.e. d = v − 1 ≥ 0 a.e. (t, x).
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