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ABSTRACT 
DEVELOPING STANDARDIZED METRICS TO QUANTIFY THE TEMPORAL 
DISTRIBUTION OF MIGRATING ANADROMOUS HERRING: COMPARING 
ADULT RETURNS ACROSS COASTAL RIVERS 
 
September 2011 
 
MATTHEW K. BURAK, B.S., STATE UNIVERSITY OF NEW YORK AT ALBANY 
 
M.S. CANDIDATE, UNIVERSITY OF MASSACHUSETTS AMHERST 
 
Directed by: Professor Martha E. Mather 
 
Understanding, quantifying, and comparing the temporal distribution of 
anadromous fish spawning migrations is an important yet vexing problem for fisheries 
research, management, and conservation. Central to this problem is the lack of a 
representative and comprehensive standardized suite of quantitative metrics to 
characterize the complex, multidimensional temporal distribution of migrating 
anadromous fish. Without this, it is not possible to develop effective sampling regimes, 
extrapolate counts to accurate population estimates, understand the basic ecology and 
behavior of anadromous fish, or make the comparisons through time and across river 
systems that are fundamental to sustainable conservation. In this thesis, I define, 
calculate, and compare 17 metrics that characterize the temporal distribution of migrating 
adult river herring [two closely related clupeids, the alewife (Alosa pseudoharengus) and 
blueback herring (Alosa aestivalis)] as they return to spawn. These metrics are based on 
fish counts from three southeastern Massachusetts river systems that were obtained 
through a low-cost video monitoring system.  
This thesis consists of two chapters and three appendices. Chapter 1 describes a 
comprehensive suite of standardized metrics that I used to quantify run timing and daily 
 vii 
variation in movement patterns. In addition, chapter 1 tests whether these metrics can 
detect differences in river herring migrations in three coastal Massachusetts rivers: the 
Weymouth Back, Town Brook, and the Herring River. The 17 migratory timing metrics 
were divided into three categories: run timing, daily variation, and run size estimates. 
Run timing metrics showed that the first half of the river herring migration occurred 
quickly and followed a similar chronology in all three systems, while later timing metrics 
were prolonged and quite different across river systems. Daily variation metrics showed 
that the migrations differed in the number of peaks and waves present and the percent of 
the migration and zero days that occurred in each peak and wave. Run size estimates 
showed that the number of river herring present in each river system were different. 
 Chapter 2 reviews my video monitoring system that capitalized on emerging 
digital technology and the Internet. Appendix A and Appendix B contain additional 
tables and figures for both Chapter 1 and Chapter 2. Appendix C describes, in brief, how 
the metrics formulated in Chapter 1 could be related to extrinsic (e.g., water temperature, 
dams) and intrinsic (e.g., size, gender) variables associated with anadromous river herring 
migrations. Prior to this research, descriptions of migratory timing, especially for river 
herring, has largely been given in only terms of months of the year, beginning and end 
dates, and duration. The more comprehensive, standardized suite of quantitative metrics 
that characterizes the temporal distributions of migrating fish presented here can help 
make more accurate comparisons across river systems and years. With these 
comparisons, fisheries managers can make science-based decisions regarding the 
conservation of anadromous fish populations. 
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CHAPTER 1 
DEVELOPING STANDARDIZED METRICS TO QUANTIFY THE TEMPORAL 
DISTRIBUTION OF MIGRATING ANADROMOUS HERRING: COMPARING 
ADULT RETURNS ACROSS COASTAL RIVERS 
 
Introduction 
 The lack of a representative, comprehensive, standardized suite of quantitative 
metrics to characterize the temporal distribution of anadromous migrating fish prevents 
the use of across-system and multi-year comparisons for conservation. Comparing 
temporal distributions (i.e., the sequence of daily fish count estimates at a single location 
throughout the entire migration season) across locations and years could be a powerful 
tool for understanding variation of movement patterns and population trends because 
both spawning adults and juveniles are often counted by managers and conservation 
groups as they move through the river corridor. Unfortunately, periods of no fish 
movement alternating with large, often unpredictable pulses of migrants result in a 
complex temporal distributional pattern for anadromous fish in freshwater that is difficult 
to describe within a single river system and often varies across systems and years. 
Adequately measuring the shape of this underlying temporal distribution, however, is 
critical for effective sampling regimes, accurate population estimates, and robust and 
meaningful analyses. At present, there is no widely accepted method employed by 
researchers and managers describe the shape of this underlying distribution. To address 
this discrepancy, I developed a comprehensive suite of representative, standardized 
metrics that quantify run timing and daily variations in order to define and measure the 
shape of the underlying temporal distribution of migrating anadromous river herring. 
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Then, I determined if these metrics could detect differences in migratory temporal 
distributions across three coastal rivers.   
 River herring are two conspecific anadromous fish (alewife, Alosa 
pseudoharengus; blueback herring, A. aestivalis), that are ideal taxa with which to 
develop metrics to quantify the complex temporal distribution of migrating fish. River 
herring, like many other anadromous fish, are in decline throughout their range (Limburg 
and Waldman 2009). In particular, these two species are a priority for restoration and 
conservation activities by management agencies and are highly valued by watershed 
groups (Frank et al. 2009).  Movements of schooling anadromous river herring adults are 
characterized by periods of no movement interspersed with seemingly unpredictable 
pulses of fish that represent a substantial portion of the migrating population (personal 
observation). Limited data exist on system-specific river herring life history related to 
spawning, and migration timing. When anadromous river herring become sexually 
mature (typically age 3-6; Marcy 1969), adults undertake annual spring spawning 
migrations in late-March and early-April into what is assumed to be their natal streams 
and rivers (Collette and Klein-MacPhee 2002). In New England, river herring are 
iteroparous (Kissil 1974), thus completing multiple, annual spawning migrations 
throughout their lives. The initiation and conclusion of the adult spawning migration is 
thought to be triggered by temperature (Collette and Klein-MacPhee 2002), but the 
specific role of temperature in determining the shape of the temporal distribution of 
returning migrants is unclear. Most individuals recruit to the spawning population by age 
5, females can dominate older age classes (5+), and younger age classes can be composed 
mainly of males (Loesch 1987). The average length of male and female alewives may 
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decrease over the spawning migration (Cooper 1961; Kissil 1974; Rideout 1974; Libby 
1982), but little, recent data exist on this relationship and how it may vary across systems. 
The sex-ratio does not vary drastically from 1:1 over the entire spawning season, 
although slight variations within the spawning season have been observed (Loesch 1987). 
Overall, characteristics of the temporal migration distribution such as duration, modality, 
and variance are likely to differ across river systems and have probably changed over 
time. The difficulty inherent in representatively sampling and quantifying the complex 
temporal distribution accurately of these fish has limited the potential for researchers to 
study this geographic and temporal variation.  
 In the past, researchers and managers have not used a common approach to 
describing the complex and highly variable temporal distribution of migrating 
anadromous river herring. Between 1961 and 2009, only 17 peer-reviewed studies 
measured river herring migratory timing or patterns of daily variation (Table 1.1). Eight 
studies focused on adult upriver spawning migrations, three examined both adult and 
juvenile migrations, and six examined only juvenile downriver migrations in the summer 
and fall. Previous studies on the timing of river herring migration used a single or limited 
combinations of measurements such as first and last date that fish were observed in 
freshwater, dates at which 5 and 75 % of the migration was complete, and duration of the 
run (Cooper 1961; Saila et al. 1972; Havey 1973; Kissil 1974; Mayo 1974; Richkus 
1974; Loesch and Lund 1977; Huber 1978; O'Leary and Kynard 1986; Jessop and Harvie 
1990; Kosa and Mather 2001; Ellis and Vokoun 2009; Table 1.1).  Similarly, previous 
studies examining daily variation in movement patterns of migrating river herring have 
used different subsets of peak, wave, and coefficient of skewness measurements (Cooper 
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1961; Saila et al. 1972; Richkus 1974; Tyus 1974; Richkus 1975; Huber 1978; O'Leary 
and Kynard 1986; Jessop and Harvie 1990; Kosa and Mather 2001; Yako et al. 2002; 
Iafrate and Oliveira 2008; Table 1.1). Although metrics of salmonid movement studies 
are more extensive and holistic, a lack of consistency and completeness also exists in 
how the temporal distributions for these taxa are measured (Appendix A Table 1.A.1). In 
summary, previous studies of river herring migration patterns have used only a few 
metrics to quantify the complex temporal distribution of anadromous river herring, with 
no common, single metric consistently used in all studies. 
 Unless researchers and managers can consistently describe the quantitative 
temporal distribution of anadromous migrants with a standardized methodology, it will be 
impossible to accurately extrapolate fish counts to population estimates, design the best 
sampling regimes, compare movement patterns among rivers, analyze trends between 
years, or understand the migratory ecology of anadromous river herring. Therefore, a 
need exists for a standardized, integrated, multi-metric approach that accurately reflects 
the complex temporal distribution of migrating anadromous fish. To address this 
information gap, I: (1) calculated 17 metrics to quantify the shape of the temporal 
distribution of upriver migrants; (2) tested whether these metrics can detect differences 
across three regional river systems that do not differ in sampling design, species 
composition, or water temperature; and (3) recommend the next steps that need to be 
taken to refine these metrics so that they can be used as conservation and management 
tools. Finally, I propose that the metrics identified here can be used to detect river- and 
year-specific variation in temporal migratory distributions of anadromous fish. Such 
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analyses applied to both past, present, and future data sets can set the stage for science-
based fisheries conservation actions. 
Study Area 
 I quantified the shape of the temporal distribution of migrating river herring in 
three morphologically similar, coastal rivers in southeastern Massachusetts (Figure 1.1A). 
These included the Weymouth Back (WB), Town Brook (TB) and the Herring River 
(HR) (Figure 1.1B). The Weymouth Back and Town Brook contained only alewives, 
while the Herring River run was dominated by alewives (66% of the spawning migration) 
with some blueback herring in the later part of the run (Reback et al. 2004; Brady et al. 
2005). All rivers drain into the Atlantic Ocean north of (WB, TB) or at the Cape Cod 
Canal (HR). These three river systems are lower order streams, short in length, drain 
relatively small areas, and are fed by small freshwater head ponds (Table 1.2). All three 
rivers had a modest change in elevation, multiple dams, and included fishways of 
different styles (notch-weir pool, Denil, Alaskan steeppass) to facilitate passage into 
spawning habitats (Reback et al. 2004). 
Materials and Methods 
 To study river herring spawning migratory timing and movement patterns, I 
developed an inexpensive digital video system that capitalized on low-power, digital 
surveillance technology, the Internet, and high volume data storage devices (Chapter 2). 
By deploying this video monitoring system I was able to simultaneously record three 
entire river herring spawning migrations. With these data, I compared the temporal 
distributions of migratory river herring adults as they swam upriver to spawn. The digital 
video cameras (Axis 221 Day/Night Digital Network Cameras, Axis Communications) 
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were placed approximately 1-1.5 m above the surface of the water and were secured to a 
fishway baffle or custom-made camera platform. Positioning the camera vertically above 
the fishway prevented biofouling and ensured that fishway hydrodynamics were not 
disrupted. The cameras were configured to record to onsite, network storage disks (1TB 
LinkStation Pro, Buffalo Technologies, Inc.) that were housed in nearby, secure 
locations. Wooden boards were painted white and secured to the bottom of the fishway 
beneath the camera to provide contrast so migrating river herring were clearly visible in 
the camera images. All cameras recorded continuously from 5 April 2008 to 13 June 
2008 (70 days) between 0500 and 2000 hrs at 20-30 frames per second (fps), and were 
synchronized to the same clock. When the storage disks became ≥ 85% full, they were 
replaced. To ensure a complete record, the video cameras and storage disks were checked 
three times daily for disruptions and malfunctions. All problems were resolved within 24 
hours. 
 In the laboratory, the video records from the three river systems were subsampled 
using a stratified design. First, the 70-day migration was divided into five, 14-day blocks. 
From each 14 day block, seven days were randomly selected and divided into three, 4-hr 
time periods: 7 am to 11 am, 11 am to 3 pm, and 3 pm to 7 pm (Nelson 2006). Within 
each 4-hr time period, three 10-minute video samples were randomly selected without 
replacement. This procedure resulted in a total of 315, 10-minute video samples (nine, 
10-minute samples per day for 35 days). Due to equipment malfunctions, some of these 
10-minute samples could not be counted (31 in WB, 1 in TB, 6 in HR). Furthermore, 
additional samples were added post hoc (36 for WB, 0 for TB, 36 for HR) to ensure that 
all "peak days" were defined by counts. Once selected, the 10-minute video samples were 
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downloaded from the network storage disks to a desktop computer (MacMini © Apple, 
Inc). Using the Java-based image processing program, ImageJ, the selected 10-minute 
video samples were viewed and the up-running river herring were counted. Overall, this 
design effectively sampled 50% of the possible days for the three rivers during the 2008 
river herring spawning migration. To evaluate if this sampling design missed trends, for 
Town Brook, I compared the temporal distribution and metrics for the 50% sampled data 
set described above with a temporal distribution that was obtained when all days of the 
run were sampled (100% sample). 
 Seventeen metrics were developed to describe the shape of the temporal 
distribution of river herring spawning migrations. These metrics fall into three categories: 
run timing, daily variation, and run size estimates (Table 1.3). The first category, run 
timing, included the first date that 1% of the run was observed (first date 1%; Figure 
1.2A), along with dates that 10, 25, 50, 75, and 90% of the migration was completed 
(Table 1.3; Figure 1.2B). In addition, the run timing metrics also included  the last date 
that 1% of the run was observed (last date 1%; Figure 1.2A), and run duration (duration 
1%), defined as the time between the first date 1% and the last date of 1% (Table 1.3; 
Figure 1.2A). Some redundancy existed in the timing metrics but each one provided 
insights into a somewhat different aspect of the temporal distribution. Together, they 
quantified how a temporal distribution affected migration timing and movement patterns. 
 The second metric category, daily variation, described movement patterns 
throughout the migration. Included in this category are peak days, waves, and zero days 
(Table 1.3). A peak day was defined as a day when fish movement reached a maxima 
above a specified threshold (Figure 1.2C), and waves included all days leading up to and 
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following peak days (Figure 1.2C). To identify peak days and waves in a standardized 
and biologically meaningful way, I applied a 3% threshold, 2-day moving window 
algorithm (3%-2d) to all daily counts that composed the temporal distribution. The 3% 
threshold only considered days in which ≥ 3% of the total run moved upstream. I used 
this rule to eliminate periods of very minor daily movement. Then, for these ≥ 3% days, a 
2-day moving window was applied before and after the maxima or peak day to minimize 
the role of "peaklets" (i.e. days within a wave when movement was higher than adjacent 
days but not as high as on peak days). This 3%-2d algorithm was chosen from an 
amalgamation of eight threshold-moving window combinations (1%-2d, 1%-3d, 3%-2d, 
3%-3d, 5%-2d, 5%-3d, 10%-2d, and 10%-3d). This mixture of threshold and moving 
window sizes included 1, 3, 5, and 10% thresholds and two moving window options; 2d 
(described above) and 3d (a 3-day moving window before and after the maxima). The 
3%-2d decision algorithm was chosen when 1000 migrations were simulated for each 
river then analyzed for the number of peaks days identified by each threshold and 
window size combination. Estimates of peak days using the 1% threshold were highly 
variable suggesting the estimate depended on how a peak day was defined (Figure 1.3). 
Estimates of peak days using the 10% threshold lacked resolution, but estimates using 3% 
and 5% were able to distinguish multiple peak days that were relatively similar across 3% 
and 5% threshold definitions. As a result, I chose to use the 3%-2d algorithm because it 
was sensitive enough to detect across system variation but did not vary because of how 
the algorithm was defined (Figure 1.3). Using this 3%-2d algorithm, the peak days (No.) 
metric was defined as the number of these 3%-2d maxima observed in each system. Peak 
days (Total %) was defined as the percent of the entire run that occurred in all peak days 
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combined, and Peak days (Mean %) was the percent of the entire run that occurred in an 
average peak day (Table 1.3). Waves (Mean %) was the percent of the entire migration 
that occurred in an average wave. The metric, zero days (No.), was the number of days 
where zero fish were observed moving upstream. Zero days (%) was the percent of the 
entire migration during which no movement was observed. As with timing metrics, we 
sought to retain some redundancy in these daily variation metrics, because each conveys 
somewhat different information. Together all run timing and daily variation metrics 
comprehensively described the shape of the temporal distribution of upstream migrating 
river herring. 
 Run size estimates are commonly collected metrics that are often reported in the 
literature, which I included here even though they do not necessarily describe the shape 
of the temporal distribution. Run size estimates were calculated following Nelson (2006) 
as the mean number of river herring observed migrating upstream per unit time: 
n
y
y
n
i
i∑
== 1ˆ  
where yˆ  is the mean number of river herring observed passing upstream per time unit, yi 
is the count of river herring during the ith time unit, and n is equal to the number of time 
units sampled. Total run size was extrapolated using: 
yNY ˆˆ ⋅=  
where Yˆ  is the total number of river herring, and N is total number of time units (Nelson 
2006). Counts were summarized as total counts, mean count per sample, and mean count 
per sample day. 
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 To determine the affects of different species across the three migrations, 15 river 
herring were sampled from each river every four hours from 0400 to 2000 hrs when in 
sufficient abundance. Fish were sampled once a week from 18 April to 10 June (WB), 18 
April to 11 June (TB), and 20 April to 12 June (HR) to determine differences in species 
across the three runs. Fish were collected using a monorail dip net (41 cm × 41 cm frame, 
30.5 cm bag depth, 5 mm mesh, 1.8 m fiberglass handle). For all fish, total length (TL, 
mm) was measured, sex was determined, and scale samples were taken. Species was 
identified by checking the color of the peritoneum. Alewives were distinguished by a 
gray to white peritoneum, while blueback herring were identified by a black peritoneum 
(Collette and Klein-MacPhee 2002). To assess if water temperatures differed across the 
three rivers, HOBO® H8 Dataloggers (Onset Computer Corporation) recorded data every 
half hour from 2 April to 12 June. The data loggers were placed approximately 10 m 
upstream of the sampling locations, and submerged to a depth of 1.0 to 1.5 m. 
Temperatures were summarized as daily means (°C), and compared using a 
nonparametric Kruskal-Wallis one-way ANOVA. 
 The data I collected represent only one replicate of a complete river herring 
spawning migration from each river system. To quantitatively compare across river 
systems, 1000 temporal distributions were simulated for each river by randomly selecting 
nine river specific samples per day using the statistical program R (ver. 2.10.1) (R 
Development Core Team 2009). Then, all 17 metrics, described above, were calculated 
for each simulation. From these bootstrapped simulations, 95% confidence intervals were 
calculated by ordering the 1000 simulated metrics from smallest to largest, then 
identifying the 25th and 975th values (Dixon 2001). For each metric within each river, I 
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assessed whether the observed field data were within the 95% bootstrapped confidence 
intervals and if these confidence intervals varied across river systems. For 10 randomly 
selected simulations that potentially reflected a decade of data, I compared each 
migration metric across river systems with a nonparametric Kruskal-Wallis one-way 
analysis of variance (ANOVA) (Keefer et al. 2004). To be conservative, I used a critical 
P value of 0.003, obtained by making a Bonferroni correction (0.05/17 metrics) to keep 
the overall P at 0.05 for each river (Quinn and Keogh 2002). If the Kruskal-Wallis test 
was significant, a Wilcoxon rank sum test was conducted to determine which of the three 
migrations were statistically different. Confidence intervals, Kruskal-Wallis, and 
Wilcoxon rank sum tests were also used to compare the metrics obtained from the Town 
Brook 50% and 100% sample distributions. 
 To determine whether any subset of the individual metrics (e.g., 14 that defined 
the shape of the temporal distribution and the 3 metrics that quantified run size) were 
quantitatively similar to each other within and across systems, I used non-hierarchical k-
means cluster analyses and principal components analyses (PCA).  Both of these 
multivariate analyses used a Euclidean distance matrix constructed from standardized 
data. The cluster analyses were performed using the pam function with the cluster 
package (Maechler et al. 2005) in the statistical program R (R Development Core Team 
2009). To determine the appropriate number of clusters, I examined within-cluster 
dissimilarity using a scree plot. The average silhouette width was also examined to 
determine the number of clusters to retain. The silhouette width provides an evaluation of 
cluster validity and is defined as the difference between the average among and average 
within cluster dissimilarity divided by the maximum among or within cluster 
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dissimilarity (Rousseeuw 1987). Low within-cluster dissimilarity and a high average 
silhouette width indicate the number of clusters that should be retained. The retained k-
means clusters were plotted by average silhouette width. I assessed cluster stability using 
clusterwise Jaccard bootstrapped mean values calculated using the clusterboot function 
with the fpc package (Hennig 2010) in R. Jaccard bootstrapped values >0.75 indicated 
clusters were considered stable (Hennig 2008; Hennig 2010). To depict spatial 
relationships in the data, principal components were calculated using the rda function 
with the vegan package (Oksanen et al. 2009) in R and plotted in ordination space. Then, 
I assessed if the way the metrics grouped made ecological sense based on the previous 
analyses. Both k-means clusters and principal components were run on means of the 
migratory metrics obtained from 100 randomly selected bootstrapped simulations. This 
procedure was followed for a subset of 14 metrics (run timing and daily variation 
metrics), and all 17 migrating metrics. Because results were similar, I show only the 14 
metrics on all rivers combined. 
 Finally, to explore if other methods may be used to identify the peaks and waves 
associated with the daily variation in movement patterns of anadromous river herring I 
modeled the temporal distribution of TB using a general additive model with a Poisson 
error term. This procedure was conducted using the statistical program R (ver. 2.10.1) (R 
Development Core Team 2009).  
Results 
 The temporal distributions of river herring migrating upriver to spawn exhibited 
similarities and differences across three coastal Massachusetts rivers (Figure 1.4A-C). In 
all rivers, the number of river herring that migrated each day varied throughout the 
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migration season, resulting in periods of little or no movement punctuated by periods of 
moderate to high-levels of movement. Although certain traits are apparent from this 
qualitative visual examination (e.g., when run starts and ends, timing of largest peaks), it 
is unclear whether these subjective trends are statistically different. Furthermore, none of 
these individual measurements by themselves accurately represent the shape of the 
migratory distribution. The existence and magnitude of differences in temporal 
distributions of migrating river herring can only be evaluated with a comprehensive, 
multi-metric suite of quantitative measurements that are measured in a standardized way. 
The results that follow will demonstrate standardized ways to quantify the shape of the 
distribution and will identify which metrics are the most useful. 
Run timing 
 Interesting differences emerged within and across systems when all seven run 
timing metrics were viewed together. Although some differences existed between rivers 
during the first 50% of the run (1%, 10%, 25%, 50%), it was during the second 50% of 
the run (75%, 90%, last 1%) that the migratory timing of fish in the three rivers diverged 
substantially (Figure 1.5A). Specifically, the first 50% of the migration occurred quickly 
in all rivers and required only 3 (WB; Figure 1.5B), 4 (HR; Figure 1.5D) or 6 (TB, Figure 
1.5C) days; however, the last 50% of the migration was prolonged, requiring 22 (HR; 
Figure 1.5D), 23 (WB; Figure 1.5B), and 25 days (TB, Figure 1.5B). Despite the first and 
last 50% of the migrations requiring similar amounts of time to complete, the comparison 
of 10 randomly selected bootstrapped simulations across rivers indicated that many of the 
run timing metrics (date of 1, 10, 25, 50, and 90%) exhibited significant differences 
between one or more rivers (Figure 1.6A-D, F). Furthermore, the bootstrapped 
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simulations indicated for all rivers that less variation occurred during the first 50% of the 
migration than the last 50% of the migration (Appendix A; Figure 1). Observed values of 
the seven run timing metrics fell within the 95% confidence intervals obtained from the 
bootstrapped simulations (Table 1.4; Figure 1.6A-H). Together, these results suggest 
three general differences emerged regarding the run timing among rivers: (1) the WB was 
a late run (Figure 1.6A-D, F), and, for many metrics, HR was an early run (Figure 1.6A-
D, F); (2) TB and HR were more alike than either was to WB (Figure 1.6A, D, F); and (3) 
WB and TB were more alike than WB and HR (Figure 1.6C-D; Table 1.A.2; Table 1.A.3; 
Table 1.A.4). 
Daily variation 
Characteristics of peak days, waves, and fishless days varied across rivers. Using 
the 3% threshold, 2-day moving window algorithm (3%-2d), three peak days 
characterized the temporal distribution of WB (Figure 1.7A), 6 peak days were identified 
in TB (Figure 1.7B) and 5 in HR (Figure 1.7C). For all three river systems the first and 
largest peak in the migration occurred around ordinal day 113 (Figure 1.7). Temporal 
patterns of waves were similar to peak days (Table 1.4). A generalized additive model 
(GAM) on all samples from Town Brook provided an intriguing way to display the count 
data. However, it was not an efficient way to characterize individual peak days and waves 
because it did not clearly identify the timing and magnitude of major and minor peaks 
(Figure 1.8). Comparing bootstrapped simulations to examine differences across rivers, 
TB and HR had significantly more peak days than WB (Figure 1.9A; Appendix A Table 
1.A.2 and Table 1.A.3). The percent of the run that occurred in all peak days combined 
(62%, 60%, and 52%, for TB, the WB, the HR, respectively) was highly variable and not 
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statistically different across rivers (Figure 1.9B; Table 1.4). Mean percent of the run 
contained in peak days and waves was larger in WB than TB or HR (Figure 1.9C-D), 
likely because fish movements in WB were concentrated in a few distinct pulses (Figure 
1.5A). These tight clusters of fish movement in the WB were punctuated by significantly 
more zero fish days (20 days and 59% of the simulation days; Figure 1.10A-B; Appendix 
A Table 1.A.2 and Table 1.A.3). In TB and the HR, no fish were observed migrating 
upstream for only 3 and 4 of the sampled days (Figure 1.10A) and 9-11% of the 
simulation days, respectively (Figure 1.10B; Appendix A Table 1.A.4). In addition to 
these across river differences, simulations also identified variation within and among 
metrics of peak days, waves, and zero fish days (Appendix A Figure 1.A.2). 
Run size estimates 
The total count, mean count per 10-minute sample, and mean count per day varied 
among the river systems during the 2008 river herring spawning migration. A total of 
3,891 river herring were counted in the WB (Figure 11A; Table 1.4), with a mean count 
per sample of 13 (Figure 11B; Table 1.4), and a mean count per day of 114 (Figure 11C; 
Table 1.4). In TB, 7,688 river herring were counted with a mean count per sample of 24 
and a mean count per day of 220 (Figure 11; Table 1.4). In the HR, a total of 3,196 fish 
were counted over the migration period with a mean count per sample of 10, and a mean 
count per day of 91 (Figure 11; Table 1.4). Subsequently, 69,052 river herring were 
estimated to return in the WB, 123,400 to TB, and 52,129 to the HR. Overall, more fish 
were counted per sample, and per day in TB than in the other rivers, while a similar 
number of fish were counted in the WB and the HR, despite larger run size estimates for 
the WB than HR (Figure 11; Table 1.4).  
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Temperature and species 
River temperatures varied throughout the spawning migration with a general 
increase as the migration season progressed (Figure 1.12). Overall, however, river 
temperatures were similar and not significantly different among the WB, TB, and the HR 
(p > 0.6912; Figure 1.12). Similarly, differences in species composition were not the 
reason for differences in run timing and daily variation because in both the WB and TB 
only alewives were collected, while in the HR blueback herring comprised a moderate 
proportion of the run (Figure 1.13) only from day 135-153, a period when relatively few 
fish migrated (Figure 1.5C). 
Sampling 
The comparison between the migration metrics based on counts (run size estimate 
category) from 50% and 100% of the days for which I collected fish migration data, 
revealed that few migration metrics varied significantly among sampling efforts (Table 
1.5). The date of 10% and date of 25% occurred 2 days earlier when 100% of the 
migration from TB was sampled. Of course, metrics that depended on absolute numbers 
differed when twice as many days were sampled (Peak Days -Total percent, Zero Days -
No, and Total Count), but these metrics are not included in this comparative analysis. 
Cluster and principal components analyses 
The within-cluster dissimilarity and average silhouette width indicated that two 
clusters should be retained (Figure 1.15A,B). The cluster analysis revealed the metrics 
grouped into (1) run timing metrics (Y1-Y8 except duration 1%-Y3), and daily variation 
metrics (Y9-Y14) (Figure 1.15C). Overall, the clusterwise Jaccard bootstrapped mean 
values for cluster 1 was 1.00 and cluster 2 was 1.00 (Figure 1.15C), indicating stable 
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clustering of the standardized migration metrics. The ordination plot of principal 
components scores showed these relationships in ordination space (Figure 1.15D). 
Discussion 
Run timing 
The eight variables in my first category of metrics related to run timing (i.e., dates 
of first 1%, 10%, 25%, 50%, 75%, 90%, last 1%, duration) partially defined the shape of 
the temporal distribution of migrating river herring. Specifically, early timing metrics 
(Date of 1% to Date of 50%) showed that the first half of the river herring migration 
occurred quickly and followed a more similar sequence in all three systems, while later 
timing metrics (Date of 50% to Last date of 1%) indicated that the last half of the 
migration was prolonged and quite different across river systems. Consequently, these 
metrics successfully identified similarities and differences among river herring spawning 
migrations among river systems within the same region. Previous studies have used 
some, but not all, of these timing metrics to determine the onset, conclusion, and duration 
of river herring spawning migrations. Specifically, studies on adult river herring have 
defined the temporal distribution using a few metrics related to first and last occurrences 
of fish movement (Cooper 1971; Saila et al. 1972; Kissil 1974; Richkus 1974; Loesch 
and Lund 1977; Huber 1978) or using a few percent frequencies such as time to complete 
50% (Mayo 1974) or 5%, 25%, 50%, and 75% (Ellis and Vokoun 2009) of the migration. 
No previous study has examined all of these timing metrics together. My results 
demonstrate, however, that many migration timing metrics need to be examined together 
to quantify differences in the shape of the temporal distribution of migrating fish. 
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Daily variation 
The six metrics in the second category that described the daily variation in the 
migration further defined the shape of the temporal distribution of migrating river 
herring. My results showed that number of peak days, percent of the fish that moved in 
peak days or waves, and the number of zero movement days were sensitive indicators 
that defined the shape of temporal distributions and identified differences across river 
systems. Other studies have qualitatively described daily variation in movements 
represented by periods of no movement alternating with periods of movement as pulses, 
waves, or peaks (Cooper 1961; Saila et al. 1972; Richkus 1974; Tyus 1974; Richkus 
1975; Huber 1978; O'Leary and Kynard 1986; Jessop and Harvie 1990; Kosa and Mather 
2001; Yako et al. 2002; Iafrate and Oliveira 2008). However, these measures of daily 
variation are frequently defined and measured differently, which complicate across 
system comparisons. For example, Jessop and Harvie (1990) described alewife spawning 
migrations of having "major" and "minor" peaks, others have characterized river herring 
migrations as unimodal or multimodal (Richkus 1974; Tyus 1974), and waves have been 
defined as distinct and separate groups migrating upstream (Cooper 1961; Mayo 1974; 
Huber 1978). Unlike other studies, I explicitly and consistently defined a peak and wave 
using a rigorous decision algorithm. This quantitative, standardized approach can be 
replicated across systems and years. 
 Potentially, others can use my methods as a springboard to develop more 
sophisticated and mechanized algorithms to quantify these trends in daily variation.  
Automation of the identification of peaks and waves may be possible through processes 
like wavelet analyses. However, a sophisticated general additive model was not 
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successful in providing clearer patterns of major and minor movements. In summary, the 
run timing, daily variation, and run size estimate metrics I used helped to define the shape 
of the temporal distribution of migrating fish. Although others have examined some of 
these metrics, no study employed all of them simultaneously in a systematic, multi-metric 
approach. This is approach is needed to quantify the shape of the temporal migratory 
distribution of migrating spawners in order to compare across systems. 
Comparisons among migrations 
 My data suggest that river herring spawning migrations within a coastal region 
exhibit intra- and interspecific timing and daily variation characteristics. In general, the 
three migrations share characteristics with other river herring migrations in New England 
(Loesch 1987; Klein and Collette-MacPhee 2002). Furthermore, both TB and the HR 
exhibited a large influx of fish during the beginning of the migration and few, smaller 
peaks during the later part of the run; an observation reported in other studies (Jessop and 
Harvie 1990; Davies et al. 2007). In addition, to these similarities, my approach identified 
differences across systems especially related to early onset in HR, the lateness of TB, and 
the distinct peaks and prolonged periods of no movement between peaks in WB.  These 
types of differences across regional herring runs have not been previously identified. 
Sampling 
Unlike a census, sampling, or identifying trends from an incomplete but 
representative component of the population, is a common problem in ecology and natural 
resource management. Because I did not count every fish, I need to evaluate the 
effectiveness of my sampling and metric calculation. Although a complete sampling 
evaluation is beyond the scope of this study, I have presented four pieces of evidence that 
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suggest that the trends presented here reflect real phenomenon. First, my sampling was 
based on randomized selection of 10-minute counts using biweekly and diel blocks.  
Second, I have shown similar trends between metrics based on sampling 50% and 100% 
of the days on which river herring migrated in Town Brook. Third, the sensitivity 
analysis used to select the 3%-2d peak algorithm indicated that this algorithm identified 
similar trends as related algorithms, suggesting that my results are not determined solely 
by the way peak days are defined. Although the 3%-2d algorithm may not capture true 
peaks, like the other metrics, if used consistently useful trends can emerge. Fourth, I used 
bootstrapping to calculate medians and confidence intervals to compare migrations in 
three river systems. 
Implications of the results 
The standardized suite of metrics I described here can be useful in several ways. 
First, defining the underlying temporal distribution can help fisheries managers and 
watershed organizations with sampling designs. The metrics described here can be used 
by the same groups to summarize and compare datasets. Second, timing metrics allow 
managers to identifying when certain populations or stocks migrate, and when necessary, 
shift the time of harvest to protect vulnerable populations from overexploitation (Merrit 
and Roberson 1986; Keefer et al. 2004; Siira et al 2009; Doctor et al. 2010; Jepson et al. 
2010). 
 Third, these metrics provide a standardized way to correlate fish movement trends 
to environmental conditions, which can elucidate how populations adapt and respond to 
changing environmental conditions (Mundy 1982). Such environmental conditions 
include: thermal regimes, climatic factors, river discharge, and sea surface temperatures 
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(Adams and Quinn 1996; Hodgson and Quinn 2002; Robards and Quinn 2002; Juanes et 
al. 2006; Hodgson et al. 2006; Keefer et al. 2008). Finally, the metrics I developed can 
also be useful to animal behaviorist interested in the responses of fish to different stimuli 
and migration cues. I observed coordinated movements early in the fish migration and 
diverge across systems later in the migration. This might reflect a strong response to a 
similar stimulus early in the migration season, but a weaker response to the same 
stimulus during the later part of the migration. One possible trigger is temperature. 
Previous studies have observed large influxes of river herring can occur when water 
temperature change over short period of time (Richkus 1974). By correlating 
environmental conditions to migration metrics, researchers can start to assess 
mechanisms that may cue migratory behavior (Jonsson 1991; Erkinaro et al 1999; 
Jonsson et al. 2007; Kuparinen et al. 2009). 
Conclusion 
 Conventional descriptions of migratory timing, especially for river herring, has 
largely been given in only terms of months of the year, approximate or exact beginning 
and end dates, and duration. Here, I employed a suite of metrics to quantify and analyze 
the migratory timing of river herring in three coastal Massachusetts rivers. Overall, the 
migratory timing metrics were able to describe the shape of the temporal distribution. In 
addition, the metrics developed here to assess and quantify river herring spawning 
migration embody characteristics of a useful indicator. Specifically, they are biologically 
meaningful, contain multiple and related sources of information, are sensitive to 
differences in runs and years, and do not vary because of metric definition or sampling. 
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These metrics now need to be tested with more data and further refined, so that future 
studies can compare trends among rivers and across years. 
 River herring are in decline and a priority for restoration and conservation efforts. 
For example, in 2008, river herring were listed as a “species of concern” by the National 
Marine Fisheries Service (NOAA 2008), and, in 2010, a lawsuit has been filed claiming 
that state and federal management agencies have failed to take measures to stem their 
decline (Fleming and Ismail 2010). The comprehensive, standardized suite of quantitative 
metrics that characterize temporal distributions of migrating fish presented here can help 
fisheries managers make decisions regarding the management and conservation of 
anadromous fish populations. 
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Table 1.1. Peer reviewed studies that examine migration metrics for anadromous river herring. Studies are listed in chronological and alphabetical order then by 
adult, adult and juvenile, and juvenile life stage categories. Shown for 17 studies are the author and year, location, species, timing, daily variation, and run size 
metric(s). Studies are listed in chronological and alphabetical order then by life stage (adult, adult and juvenile, and juvenile). A = alewife, and B = blueback 
herring.  
No. Author & Year Location Species
First 
date
†
Last 
date
†
5% 
date
50% 
date
†
Quar-
tiles
† 
Duration Peaks Waves
Run 
size 
1 Davis & Schultz 2009 Bride Brook, CT A X
2 Ellis & Vokoun 2009 Southern New England A X X X
3 Jessop & Harvie 1990 Gaspereau River, Nova Scotia A X X X
4 Loesch & Lund 1977 Thames, Connecticut Rivers B X X X
5 Mayo 1974 Parker River, MA A X X
6 Richkus 1974 Annaquatucket River, RI A X X X X
7 Tyus 1974 Lake Mattamuskeet, NC A X X
8 Saila et al. 1972 Annaquatucket River, RI A X X X
9 Huber 1978 Parker River, MA A X X X X
10 Kissil 1974 Bride Lake, CT A X X X
11 Cooper 1961 Narrow River, RI A X X X X X
12 Iafrate & Oliveira 2008 Herring (Monument) River, MA A, B X
13 Yako et al. 2002 Santuit River,  MA A, B X
14 Kosa & Mather 2001 Southeastern, MA A, B X X X X
15 O'Leary & Kynard 1986 Connecticut River, MA B X X X X
16 Richkus 1975 Annaquatucket River, RI A X X X X X
17 Havey 1973 Love Lake, ME A X X X
†
 Migration timing metric can be reported under a synonymous name but defined identically (e.g. Start date, arrival date, first observed movement, date of entry, 
25% and 75% date).
Juvenile
Migration Metrics
Timing Daily Variation
Adult
Adult and Juvenile
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Table 1.2. Physical characteristics of the three study rivers in southeastern Massachusetts: the Weymouth Back (WB), Town Brook (TB), and the Herring River 
(HR). 
River Terminates
Stream 
order
Stream 
length (km)
Drainage 
area (ha)
Head pond 
area (ha) 
Elevation 
change (m/km)
No. 
dams
Weymouth Back Boston Harbor 3 1.6 1154.1 57.0 12.5 8
Town Brook Plymouth Harbor 1 2.7 1557.5 106.3 8.5 6
Herring River Cape Cod Canal 1 2.1 2009.2 200.7 4.3 3
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Table 1.3. Definitions of 17 migratory metrics used to compare the 2008 river herring spawning migrations from the Weymouth Back, Town Brook, and the 
Herring River. 
No. Metric name
1 First date 1% First day at one percent of the total migration occurs
2 Date of 10% Date at which 10% of the fish have migrated
3 Date of 25% Date at which 25% of the fish have migrated
4 Date of 50% Date at which 50% of the fish have migrated
5 Date of 75% Date at which 75% of the fish have migrated
6 Date of 90% Date at which 90% of the fish have migrated
7 Last date 1% Last day at which one percent of the total migration occurs
8 Duration 1% First-date-1% minus Last-date-1%
9 Peak days (No.) Number of peaks ≥3% of the migration within a 2-day window
10 Peak days (Total %) % of the total run in the combined peak days as described above
11 Peak days (Mean %) Mean % of the run in each peak day
12 Waves (Mean %) Mean % of the entire run in each wave that is ≥3% of the migration within a 2-day moving window
13 Zero days (No.) Number of days sampled that fish were not observed
14 Non-zero days (%) % of the total run during which no fish were observed 
15 Total count Number of river herring that were counted over the migration
16 Mean count / sample Mean count per sample
17 Mean count / day Mean count per day
Run Size Estimates
Definition
Run Timing
Daily Variation
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Table 1.4. Observed values of the seventeen migration metrics determined from the 2008 river herring spawning migrations in the Weymouth Back, Town 
Brook, and Herring River. Median and 95% confidence intervals (lower, upper) obtained from the 1000 bootstrapped simulations, as well as results from 
multiple Kruskal-Wallis one-way ANOVA's testing for difference in medians from 10 randomly selected bootstrapped simulations are also presented. * Indicates 
the observed value of the migration metrics is outside the 95% confidence interval. Significance was evaluated at α=0.003. NS = not significant.  
No. Migration Metric Obs. Med. L U Obs. Med. L U Obs. Med. L U χ
2 P
1 First date 1% 114 114 114 114 109 109 109 109 111 111 102 111 26.10 <0.0001 *
2 Date of 10% 114 115 114 115 113 113 113 115 111 111 111 114 25.98 <0.0001 *
3 Date of 25% 115 115 114 116 115 115 115 117 114 111 111 115 21.77 <0.0001 *
4 Date of 50% 117 116 115 117 117 117 117 120 115 115 115 116 27.45 <0.0001 *
5 Date of 75% 139 129 117 140 127 127 120 128 121 119 117 129 9.61 0.0082
6 Date of 90% 140 140 139 140 130 130 128 140 133 133 132 133 18.76 <0.0001 *
7 Last date 1% 140 145 140 158 140 140 130 149 137 137 133 160 8.34 0.0154
8 Duration 1% 27 32 27 45 32 32 22 41 27 27 23 58 5.23 0.0732
9 Peak Days (No.) 3 3 2 3 6 6 4 8 5 5 3 6 22.83 <0.0001 *
10 Peak Days (Total %) 60 50 40 64 62 64 51 75 54 54 43 64 14.03 0.0009 *
11 Peak Days (Mean %) 20 17 14 25 10 10 8 15 11 14 8 18 16.82 0.0002 *
12 Waves (Mean %) 32 33 32 48 15 16 12 22 18 22 15 28 23.91 0.0001 *
13 Zero Days (No.) 20 21 20 22 3 5 3 7 4 6 4 8 21.48 <0.0001 *
14 Non-zero Days (%) 41 38 32 41 91 87 80 91 89 83 77 89 21.48 <0.0001 *
15 Total count 3891 5079.50 4054 7190 7688 8214.00 5583 10765 3196 3406.50 2568 4141 23.06 <0.0001 *
16 Mean count / sample 12.72 16.60 13.25 23.50 24.41 26.08 17.72 34.17 10.15 10.81 8.15 13.15 22.61 <0.0001 *
17 Mean count / day 114.44 149.40 119.24 211.47 219.66 234.69 159.51 307.57 91.31 97.33 73.37 118.11 22.61 <0.0001 *
Run Size Estimates
Daily Variation
Run Timing
95% C.I. 95% C.I. 95% C.I. Signifi-
cance
Weymouth Back Town Brook Herring River
Simulations Simulations Simulations
 
 
  
2
7
 
Table 1.5. Results of a Wilcoxon rank sum tests comparing migration metrics derived from sampling 50% and 100% of the 2008 Town Brook anadromous river 
herring spawning migration. Medians, standard deviations (SD), and 95% confidence intervals are listed for each migration metric. * Indicates the observed value 
of the migration metrics is outside the 95% confidence interval. Significance was evaluated at α=0.003. NS = not significant. NA = not applicable. 
No. Migration Metric Obs. Med. SD L U Obs. Med. SD L U P
1 First date 1% 109 109 0.00 109 109 109 109 0.47 108 110 1.0000 NS
2 Date of 10% 113 113 0.63 113 115 111 111 0.00 111 111 0.0005 *
3 Date of 25% 115 115 0.71 115 117 113 113 1.03 112 115 0.0027 *
4 Date of 50% 117 117 0.95 117 120 119 117 0.00 117 117 0.3794 NS
5 Date of 75% 127 127 2.38 120 128 127 127 0.57 126 128 0.8902 NS
6 Date of 90% 130 130 4.38 129 140 138 138 2.51 130 139 0.0529 NS
7 Last date 1% 140 140 4.35 140 149 140 140 0.42 139 140 0.0453 NS
8 Duration 1% 32 32 4.35 32 41 32 32 0.79 30 33 0.1091 NS
9 Peaks Days (No.) 6 6 1.16 4 8 5 5 0.85 3 6 0.0146 NS
10 Peak Days (Total %) 62 64 0.07 48 71 33 32 0.08 26 49 0.0016 NA
11 Peak Days (Mean %) 10 10 0.02 8 16 7 7 0.02 6 12 0.0090 NS
12 Waves (Total %) 15 16 0.03 11 22 17 18 0.03 12 23 0.0690 NS
13 Zero Days (No.) 3 5 1.23 3 7 9 11 1.08 9 12 0.0013 NA
14 Non-zero Days (%) 91 87 0.04 80 91 86 85 0.02 83 87 0.1536 NS
15 Total count 7688 8214 1950.32 5831 11914 13656 14586 1887.29 12775 18795 0.0014 NA
16 Mean count / sample 24 26 6.19 19 38 22 23 3.04 21 30 0.5282 NS
17 Mean count / day 220 235 55.72 167 340 198 211 27.35 185 272 0.5282 NS
Run Size Estimates
95% C.I. 95% C.I.
50% Sampled 100% Sampled
Signifi-
cance
Daily Variation
Run Timing
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Figure 1.1. (A) Locator map of New England showing the general locations of the three 
study rivers along the eastern coast of Massachusetts. (B) Detailed map of eastern 
Massachusetts showing the three, coastal study rivers: Weymouth Back (WB), Town 
Brook (TB), and the Herring River (HR). The WB and TB empty into the Atlantic 
Ocean, while HR drains into the Cape Cod Canal. 
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Figure 1.1. Locations of the three study rivers. 
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Figure 1.2. (A) Migration timing metrics first date 1%, last date 1%, and duration 1% 
are shown on a hypothetical anadromous river herring migration distribution. The y-axis 
illustrates the number of migrating river herring as percent of the total migration, while 
the x-axis describes the dates of the migration as ordinal dates. (B) Migration timing 
metrics date of 10%, date of 25% percent, date of 50%, date of 75%, and date of 90%. 
Dashed drop lines indicate the ordinal date when 10, 25, 50, 75, and 90% of the run has 
migrated. Data shown are a cumulative relative distribution based on a hypothetical 
anadromous river herring migration. (C) Peaks (arrows) are defined as an apex where 
neighboring bars (days) within two bars (days) are equal to or greater than three percent 
of the total migration. A wave includes the peak day and surrounding days in the 
migration. A wave and begins and ends when three consecutive days have less than one 
percent of the total migration. Dashed lines indicate the shape and length of the wave. 
Numbers in parentheses correspond to metric definitions in Table 4. 
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Figure 1.2. Illustrations of the 17 migratory metrics. 
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Figure 1.3. Box plots illustrating how the number of peak days change using different 
combinations of threshold and window size algorithms for the Weymouth Back (WB), 
Town Brook (TB) and the Herring River (HR). The number of peak days were 
calculated from 1000 bootstrapped simulations. Dashed line indicates the chosen 
algorithm. 
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Figure 1.3. Threshold and window size algorithms. 
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Figure 1.4. Number of river herring counted moving upstream during the 2008 
spawning migration in (A) the Weymouth Back River, (B) Town Brook, and (C) the 
Herring River. A total of n = 320 10-minute video segments were counted in the WB, n 
= 314 samples in TB, and n = 368. Bar below the abscissa indicates where sampling 
(black) and no sampling (white) occurred.  
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Figure 1.4. Temporal migratory distributions. 
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Figure 1.5. (A) Summary of the run timing metrics for the WB, TB, and HR. 
Cumulative relative percent of river herring counts for: (A) the WB, (C) TB, and (E) 
HR. Dashed reference lines show the date of 90%, date of 75%, date of 50%, date of 
25%, and date of 10%.  
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Figure 1.5. Run timing metrics for the WB, TB, and HR. 
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Figure 1.6. 95% confidence limits (whiskers), medians (solid circle), and observed 
values (open triangles) for: (A) first date 1%, (B) date of 10%, (C) date of 25%, (D) 
date of 50%, (E) date of 75%, (F) date of 90%, (G) last date of 1%, and (H) duration 1% 
for the WB, TB, and HR. 95% confidence limits and medians were determined from 
1000 bootstrapped simulations. Notation above the plots indicates whether the metric is 
similar (same letter) or different (different letter). Note the different y-axes for each 
figure.  
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Figure 1.6. 95% confidence intervals, medians, and observed values for run timing metrics. 
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Figure 1.7. Relative percent of the number of river herring that returned to the (A) WB, 
(B) TB, and (C) the HR during the 2008 spawning migration with arrows indicating the 
peak days identified using the 3% threshold, 2-day moving window decision algorithm.  
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Figure 1.7. Peaks and waves. 
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Figure 1.8. A general additive model (generalized Poisson) fitted to the TB river herring 
counts illustrating the “peakiness” of the model. 
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Figure 1.8. General additive model fitted to the 100% TB. 
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Figure 1.9. 95% confidence limits (whiskers), medians (solid circles), and observed 
values (open triangles) of (A) the number of peak days, (B) total percent of the 
migration in the peak days, (C) mean percent of the migration in peak days (D) total 
percent of the migration that occur in waves for the WB, TB, and the HR. 95% 
confidence limits and medians were derived from 1000 bootstrapped simulations. 
Notation above the plots indicates whether the metric is similar (same letter) or different 
(different letter). Note the different y-axes. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
4
5
 
WB TB HR WB TB HR
A. Peak Days (No.) B. Peak Days (Total %)
C. Peak Days (Mean %) D. Waves (Mean %)
2
4
6
8
10
N
u
m
b
e
r
 
(
N
o
.
)
0
0.05
0.10
0.15
0.20
0.25
0.30
P
e
r
c
e
n
t
 
o
f
 
t
h
e
 
M
i
g
r
a
t
i
o
n
 
(
%
)
0.2
0.4
0.6
0.8
P
e
r
c
e
n
t
 
o
f
 
t
h
e
 
M
i
g
r
a
t
i
o
n
(
%
)
0.1
0.2
0.3
0.4
0.5
P
e
r
c
e
n
t
 
o
f
 
t
h
e
 
M
i
g
r
a
t
i
o
n
(
%
)
River River
Median and 95% C.I.  
of simulations
Observed data
WB TB HRWB TB HR
95% CI: a b b
KW/MW: a b b
95% CI: a a a
KW/MW: a b ab
95% CI: a a a
KW/MW: a b b
95% CI: a b b
KW/MW: a b b
N
u
m
b
e
r
 
(
N
o
.
)
P
e
r
c
e
n
t
 
o
f
 
t
h
e
 
M
i
g
r
a
t
i
o
n
 
(
%
)
P
e
r
c
e
n
t
 
o
f
 
t
h
e
 
M
i
g
r
a
t
i
o
n
(
%
)
P
e
r
c
e
n
t
 
o
f
 
t
h
e
 
M
i
g
r
a
t
i
o
n
(
%
)
 
Figure 1.9. 95% C.I., medians, and observed values for peak and wave metrics.
 46 
Figure 1.10. 95% confidence limits (whiskers), medians (solid circles), and observed 
values (open triangles) of the number of days in the migration when no fish we 
observed migration upstream (A), and the percent of the migration when fish were 
observed migrating upstream non-zero days (B). Confidence limits and medians were 
determined from the 1000 bootstrapped simulations. Notation above the plots indicates 
whether the metric is similar (same letter) or different (different letter). 
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Figure 1.10. 95% C.I., medians, and observed values for zero-day metrics. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 48 
Figure 1.11. 95% confidence limits (whiskers), medians (solid circles), and observed 
values (open triangles) of the total number of river herring counted (A), mean count per 
10-minute video sample (B), and the mean number of river herring counted per day 
sampled (C) during the 2008 river herring spawning migration in the WB, TB, and the 
HR. Confidence limits and medians were determined from the 1000 bootstrapped 
simulations. Notation above the plots indicates whether the metric is similar (same 
letter) or different (different letter). 
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Figure 1.11. 95% C.I., medians, and observed values for run size estimate metrics. 
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Figure 1.12. Numbers of river herring returning to the WB (A), TB (B), and the HR (C) 
during the 2008 spawning migration relative to the prevailing water temperature. 
Dashed lines indicate the optimum temperature when river herring movement occurs. 
Bottom line is 8°C, and top line is 18°C. Temperature regimes do not vary significant 
among rivers over the spawning migration (Kruskal-Wallis nonparametric ANOVA; χ2 
= 0.7386, d.f. = 2, p = 0.6912. 
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Figure 1.12. Temporal migratory distributions and water temperatures. 
 
 
 
 
 
 
 52 
Figure 1.13. Abundance of alewife (black) and blueback herring (gray) returning to: (A) 
the WB (n=121), (B) TB (n=240), and (C) the HR (n=249) over the 2008 river herring 
spawning migration. 
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Figure 1.13. Abundance of alewife and blueback herring. 
 
 
 
 
 
 
 
 
 
  54
Figure 1.14. Migratory distributions of the 2008 TB river herring spawning migration 
obtained using different sampling efforts. (A) Distribution of river herring counts 
obtained by sampling 50% of the migration, and (B) sampling 100% of the migration. 
The bar below the x-axes indicates where sampling occurred (black). 
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Figure 1.14. Temporal migratory distributions of 50% and 100% TB. 
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Figure 1.15. Results from non-hierarchical k-means cluster and principal components 
analyses. (A) Scree plot illustrating how the within-cluster dissimilarity changes with 
the increasing numbers of cluster. (B) How the average silhouette width changes with 
the number of clusters. (C) Silhouette plot illustrating how the migratory metrics 
grouped into three clusters based on the non-hierarchical cluster analysis. Cluster 1 
includes: date of 50% (Y6), date of 25% (Y5), date of 10% (Y4), date of 75% (Y7), 
date of 90% (Y8), date of 1% (Y1), last date of 1% (Y2). Cluster 2 includes: peaks days 
total % (Y10), zero days total % (Y14), waves mean % (Y12), peak day mean % (Y11), 
number of peak days (Y9), number of zero days (Y13), and duration 1% (Y3). Jaccard 
bootstrapped mean values are presented on the right of the silhouette plot. (D) Principal 
components analysis showing how 14 of the migratory metrics parsed into two groups 
in ordination space: run timing (solid circles) and daily variation (solid triangles). See 
Table 1.A.5 for principal component loadings. 
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Figure 1.15. Multivariate analysis of fourteen migratory metrics comparing rivers.
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CHAPTER 2 
COUNTING ANADROMOUS HERRING AT FISHWAYS IN SMALL COASTAL 
STREAMS: A REVIEW OF PAST USES OF VIDEO MONITORING WITH AN 
EVALUATION OF A NEW SYSTEM THAT ALLOWS REMOTE ACCESS 
Introduction 
Background and justification 
Diadromous fish, which move between marine and freshwater environments, are a 
high priority for research, restoration, and conservation by management agencies and 
watershed groups (Frank 2009). Estimated relative abundance of 24 diadromous species 
in the North Atlantic Basin have declined to approximately 90-98% of historic levels, 
largely because of habitat loss, overfishing, pollution, competition with exotics, 
aquaculture, and increasingly, climate change (Limburg and Waldman 2009). In 
particular, river herring, two closely related anadromous species of the genus Alosa (A. 
pseudoharengus, A. aestivalis), are at record low levels (Limburg and Waldman 2009). 
As a result, river herring were listed as a species of concern by the National Marine 
Fisheries Service in 2006 (NOAA 2009), which is currently the object of a lawsuit that 
claims management agencies failed to take appropriate measures to stem their decline 
(Fleming and Ismail 2010).  
During their annual spawning migrations into freshwater, anadromous river 
herring are highly susceptible to anthropogenic impacts like habitat degradation and 
fragmentation as well as over exploitation (Schmidt et al. 2003; Limburg and Waldman 
2009). As coastal urbanization continues, rivers that have river herring spawning 
migrations may become increasingly fragmented and degraded, requiring increased 
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conservation efforts to abate further population declines. Therefore, science-based 
decision tools that assist in the management of these anthropogenic impacts will be 
needed to sustain river herring and other anadromous species.  
 Many research and management questions that concern river herring hinge on 
knowing the size of the population, which is often defined as the number of adults that 
return to their natal rivers each year to spawn. However, population data are difficult to 
obtain because of the high mobility, use of diverse habitats (e.g., river, estuary, and 
ocean), and heterogeneous distribution of these migrants. In New England, upriver 
spawning migrations of river herring are typically concentrated within three months 
during the spring, and are often characterized by periods of no movement punctuated by 
unpredictable pulses or waves of returning adults that can number in the thousands 
(Chapter 1). Consequently, traditional methods used to obtain population estimates, such 
as electronic resistivity fish counters and on-site human observers, can be problematic 
because they may miss times of peak movement. 
 Without an accurate and reliable fish-counting system, researchers and managers 
have limited options for obtaining accurate, comprehensive scientific data on anadromous 
river herring. For conservation and restoration efforts to succeed, knowing how many 
river herring that return to each river system every year is paramount. However, the 
difficulty in sampling river herring spawning migrations and obtaining reliable 
population estimates is further complicated by the general lack of knowledge of the 
spatial and temporal variation of movement patterns and migratory timing. Without 
knowledge of the underlying patterns and timing of migrating adults, it is difficult to 
devise a representative sampling scheme for counting river herring in the field. Recent 
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innovations in digital video technology and consumer-grade wireless networking 
technology provide a promising methodology for a robust, automated recording of river 
herring migration. Here, I (a) provide a review of video technology previously used to 
count migratory adult alosines and other anadromous and migratory fishes in coastal 
rivers as described in the peer-reviewed literature; (b) critically evaluate the shortcomings 
of existing fish monitoring systems; (c) describe two configurations of a new low-cost, 
compact and easy-to-deploy digital video monitoring system that solve many of the 
problems associated with other counting technologies; (d) show the various types of data 
this video system can collect; (e) evaluate the data quality; (f) compare the new, low-cost 
video monitoring system described here to other, non-video automatic counting systems, 
and (g) comment on unresolved problems.  
 Since substantial across-system variation, extreme temporal heterogeneity, and 
erratic and unpredictable daily peaks that consist of thousands of fish are characteristics 
of anadromous river herring migration, they present a highly problematic case for video 
monitoring. However, when these problems are addressed and solutions are developed, 
this video monitoring system can be used for other migratory fish in a wide range of 
applications from small streams to large rivers. 
Review of past video monitoring configurations 
 Fifteen published studies have been identified that use video technology to 
examine movements of migrating fish, including river herring (Table 2.1). Of these, nine 
were in large rivers, two where in rivers <10 km in length, and four did not provide 
information on the study river size. The most studied species were salmonids (nine), 
followed by other multiple anadromous or migratory species (six), including alewives 
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(two). In most cases, the cameras were installed at a fishway and out of the water (nine), 
while six studies deployed video cameras elsewhere, both out of the water (three) and 
underwater (three). Of the nine studies that installed the video cameras at a fishway and 
out of the water, three were outdoors and six were indoors. Of the six indoor setups, three 
placed the video cameras in specially designed viewing windows to record fish passage. 
Therefore, the most common placement (eleven) of a video camera is out of the water. In 
addition, six studies used analog video equipment, three used both analog and digital, and 
six of the most recent studies used exclusively digital video. Most studies did not report 
camera power sources, camera power requirements, storage power sources, or storage 
capacities. Of those studies that reported this information most had relatively high power 
requirements and low storage capabilities. Reported power requirements for video 
cameras and storage units were 12-24 V supplied by grid, generator, or battery. The 
reported video storage capacity ranged from 4.3-20 GB, and the storage equipment 
required 12-18 V power. VHS tapes were also used in two studies but the number of 
tapes was not reported (Table 2.1). No study indicated that the video monitoring system 
was connected to the Internet or that it was remotely monitored. Overall, the above 
studies address several challenges with video technology to meet the need to researchers; 
however, other challenges are still apparent, especially methods to assure accurate and 
reliable data are collected. The configurations described below address these challenges. 
Two novel video monitoring configurations 
  Below, I describe how I obtained a complete video record of migrating river 
herring at fishways in small coastal streams where power, data storage, and security were 
limited. To obtain complete video records I used two configurations for two scenarios: 
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(1) when power and the Internet are available within 100 m of the fishway (“grid”), and 
(2) when power and Internet availability at the fishway is constrained (“solar”). All 
outdoor components of the “grid” video monitoring system were directly connected to the 
electrical utility grid by an Ethernet cable < 100 m that was laid between the fishway and 
a private residence or business where power and Internet were available. The requirement 
for nearby power may seem restrictive, but many fishways are near developments or have 
facilities nearby to aid fishway operation. 
 In 2008 and 2009, these configurations were deployed in four coastal 
Massachusetts rivers, which had relatively strong river herring runs: the Weymouth Back 
River (WB), Town Brook (TB), the Herring River (HR), and the Charles River (CR) 
(Figure 2.1). TB and the WB had only alewives (Alosa pseudoharengus), HR contained 
mostly alewives with some blueback herring (A. aestivalis), and the CR had primarily 
blueback herring. The WB, TB, and the HR were relatively small streams (<3.0 km), 
whereas the CR was larger (Figure 2.1). Cameras were deployed using grid 
configurations at the WB, TB, and the HR while the “solar” configuration was used at the 
CR. At the WB, TB, and the HR sites, cameras recorded the river herring spawning 
migration from 5 April to 13 June in 2008 and 2009 for a total of 70 days in each year. 
The CR camera commenced recording from 17 May to 13 June, 2008 (28 days) and from 
28 April to 13 June, 2009 (47 days).  
 In all four systems, fishways at dams allowed upstream passage of migrating river 
herring (Figure 2.1). Video cameras were placed approximately 1-1.5 m above the 
surface of the water at the exit of the fishway where the water depth ranges from 0.29 to 
0.65 m. The cameras were oriented vertically, allowing the camera to capture fish moving 
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through a 1 m2 section of the fishway, seen from a vertical viewpoint. At most fishway 
the bottom of the fishway was dark-colored. Therefore, contrast between the bottom of 
the fishway and fish were poor. Contrast between the bottom of the fishway and fish was 
enhanced by affixing a white wooden board to the bottom of the fishway. This allowed 
dark bodied fish moving underneath the camera to be clearly seen. Positioning the camera 
out of the water in a birds-eye view of uprunning fish eliminated alterations to 
hydrodynamics, biofouling, and maintenance requirements associated with underwater 
cameras. Shading structures were constructed out of window screens to reduce or 
eliminate shadows and water surface glare on sunny days.  
Grid configuration 
The grid video configuration consisted of twelve basic components (Figure 2.2; 
Table B.2.1). Of these, some were exclusive to the grid (G), and solar (S) configurations 
and some were shared by both configurations (B). Of these twelve components, three 
were outdoors (i.e., video camera, 1-G; enclosure, 1-B; and a long piece of Cat5e 
Ethernet patch cable, 2-B; Figure 2.2A). Electrical conduit was used to protect the Cat5e 
Ethernet patch cable from the elements and buried if property owners desired this 
component to be inconspicuous. To record images of fast swimming fish, I used a small 
(8.7 cm x 19.2 cm), light-weight (550g), outdoor-rated, low-power (5.5W) Internet 
protocol (IP) network camera with adjustable on-off setting, window size, and frame rate 
options (24-32 frames per second). The cameras were enclosed in weatherproof 
enclosures that were easily attached to fishway baffles or bridge railings using ordinary 
nuts and bolts. The video cameras continuously transmitted digital images of migrating 
fish via the Cat5e Ethernet patch cable to the network attached storage device (NAS, 
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Figure 2.2E; 5-B). In conjunction with a Power-over-Ethernet (PoE) device (Figure 2.2C; 
2-G), this data transfer cable also supplied power to the camera; therefore, separate power 
cords were not needed. A network router (Figure 2.2E; 3-B) directed electronic signals 
and facilitated data transfer and exchange between the network camera and the network 
attached storage device (NAS). Internet cable modems (Figure 2.2E; 8-B), provided by a 
standard cable television provider, connected to the router made all components 
accessible via the Internet. The Internet connection allowed the camera and NAS device 
to be accessed from any location where Internet was provided (e.g. public library), 
allowing remote adjustments to the camera, monitor equipment failures and data quality, 
and fish movement activity. As a result, technicians were only dispatched to the 
monitoring sites as needed to adjust equipment and replace storage disks. A wall outlet 
supplied grid power to the wireless router, NAS device, and cable modem through their 
respective power cords (Figure 2.2C; 4-B, 6-B, 8-B), which interfaced with a backup 
power supply (9-B) that was used in the event of a grid power outage. The cameras, NAS 
devices, wireless routers, PoE devices and Internet modems were all connected via Cat5e 
cable (Figure 2.2; 2-B). Once power was supplied, the router, network attached storage, 
and cameras were turned on in that respective order. All inside components were stored 
near the power and Internet access cable outlets at the residence or business in a 
relatively small container, such as a portable toolbox (1 m x 0.25 m x 0.25 m). Together, 
grid components cost < $2,000 per site, and proved to extremely durable and reliable in 
all weather conditions.  
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Solar configuration 
In solar configurations, the video camera is powered by photovoltaic panels. This 
configuration does not require the video camera to be physically connected by a cable to 
the Internet or power source. The camera is powered by solar panels, and data is stored 
on NAS that is directly attached to the camera (right?). For best performance and 
reliability, however, a residence or business with power and Internet within < 100 m line 
of sight of the fishway would allow for the NAS to be located where there is power and 
Internet, enabling remote monitoring of the system. As with the grid configuration, an IP 
Wifi Network camera (Figure 2.2B; 13-S) was housed in a weatherproof enclosure 
(Figure 2.2B; 1-B) at the fishway. Unique to the solar configuration, the camera was 
connected by an antenna extension cable (Figure 2.2B; 2-S) to a 2.4 GHz parabolic 
antenna (Figure 2.2B; 3-S), which broadcasted the digital video through the parabolic 
antenna to a 2.4 GHz flat panel antenna (4-S). Antenna types were chosen according to 
their beam width and signal quality characteristics. For optimal signal strength, it is ideal 
to have a direct line of sight between the two antennas. The wireless router was not 
directly connected to video camera through a wired connection rather by an antenna 
extension cable and a flat panel antenna (Figure 2.2D; 4-S). The flat panel antenna was 
placed outside in direct line-of-sight of the parabolic antenna (Figure 2.2D; 3-S), 
connected directly to the camera (Figure 2.2B; 1-S). To supply power to the camera at the 
fishway, a solar panel (6-S) was affixed to a metal pole (12-S; not pictured) 
approximately 3.5 m above the ground. Electrical wire (Figure 2.2B; 7-S) was used to 
connect the solar panel, charge controller (Figure 2.2B; 8-S), battery (Figure 2.2B; 9-S) 
DC/DC converter (Figure 2.2B; 10-S), and camera (Figure 2.2B; 1-S). The charge 
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controller regulated the amount of electrical energy from the solar panel that charged the 
battery and controlled the amount of electrical current sent to the DC/DC converter from 
the solar panel or battery. The DC/DC converter kept the electrical current at the 
specified level so not to damage the camera with power spikes. All outside components, 
except the solar panel, were stored in a weatherproof box (Figure 2.2B; 11-S, not 
pictured). The cost of the solar configuration was about <$3000 per site.  
Post processing: Sampling the video record 
 At the end of the migratory season, I had recorded on two-to-three 1 Terabyte 
NAS devices the entire river herring spawning migration for each river system. The video 
record for both the grid and solar configurations was then subsampled to obtain 
quantitative estimates of run size and migratory timing (Chapter 1). To subsample each 
video record they were first divided into 2-week blocks (five for TB, the WB, and the 
HR; two for the CR). Then, within each 2-week block, seven days were randomly 
selected. Each day that was randomly selected then was divided into three, 4-hr time 
periods: 7am to 11am, 11am to 3pm, and 3pm to 7pm (Nelson 2006). Then, three 10-
minute video samples (00:00 to 09:59, 10:00 to 19:59, 20:00 to 29:59, 30:00 to 39:59, 
40:00 to 49:00, 50:00 to 59:59) were randomly selected without replacement from each 
randomly selected 4-hr time periods, which results in nine, randomly selected 10-minute 
video segments per randomly selected day. Each 10-minute video segment was then 
downloaded from the NAS devices, viewed, and the numbers of uprunning river herring 
were then reviewed and visually counted by trained observers. 
Counts of uprunning river herring obtained from the 10-minute video samples 
were completed by rigorously trained human observers in the laboratory following a 
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standard protocol to reduce counting error. For example, the observers fast forwarded the 
selected subsample until a fish came into the video frame, then rewound the video to 
capture the first fish, then counted all fish in the video subsample, going as fast or as 
slowly as needed to get an accurate count, replaying and recounting fish as appropriate. 
On average, observers counted a 10-minute sample in 4.2 minutes (range = 1.6 to 28.4; 
SD = 3.5) minutes depending on the number of fish present and the amount of video that 
had to be reviewed at slower speeds. Fish were counted based on the direction of 
movement. This methodology allowed us to record fish that moved in all directions but 
only fish that entered the bottom of the frame and passed through the top of the frame 
were tallied as upstream fish counts. These counts were used to estimate run size and 
migratory timing. 
Types of data that can be collected 
A major advantage of the grid and solar video configurations is that unique types 
of data sets can be easily collected. Count data obtained from the video records can be 
used to obtain run size estimates, compare movement patterns of multiple systems, and 
assess seasonal and diel movement patterns within and across river systems.  
A seasonal run size estimate is a single number that estimates the total number of 
fish returning to a system, which, in this application, can be summarized as the average 
count per 10-minute sample multiplied by the total number of possible 10-minute periods 
in the entire run (Nelson 2006). Therefore, in 2008, approximately 123,400 river herring 
returned to TB; 69,052 returned to WB; 56,984 returned to HR; and 43,230 returned to 
CR (Table 2.B.2.; Figure 2.3). Similarly, in 2009, approximately 108,610 river herring 
returned to TB; 57,414 returned to WB; 57,912 returned to HR; and 54,673 returned to 
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CR (Table 2.B.2.; Figure 2.3). Once counts are obtained, confidence intervals were 
generated through bootstrapping to provide an idea of accuracy and precision (Chapter 
1). 
Estimates of run size are useful for research and management because they can be 
used to establish and examine long-term trends of population size, thus facilitating 
comparisons among rivers and through time. Furthermore, data collected on daily 
movement patterns and migratory timing also provide researchers and managers with 
information on system-specific patterns, as well as adaptations and responses to 
environmental conditions or stimuli. For example, Figure 2.4 shows that the patterns of 
movement in the WB are different among years, while the patterns of movement for TB 
appear similar. 
Validation and evaluation of the data 
 Reliable and accurate counts are important for estimates of run size and migratory 
timing. For quality control, the human observers that counted the video samples 
independently counted all 15 of the same randomly selected 10-minute video segments 
from each herring run. Of these, five were considered to be of low movement (n=5, one 
to the mean minus one), moderate movement (n=5, mean to the fifth largest count), and 
high movement (n=5, five highest counts). The five highest counts were purposively 
selected in order to assess counting consistency at extremely high movement periods. To 
test for differences in the counts obtained by the human observers a simple linear 
regression analysis was conducted comparing each pair of the human observers. In 2008, 
no differences existed among the numbers of fish counted by three observers (p=0.95-
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0.99; Figure 2.5). Overall, there was little variability in counts obtained by the trained 
humans observers (r2= 0.81-1.00; Figure 2.5). 
For the 2008 river herring spawning migration in TB, I compared run size and 
daily estimates obtained from the video monitoring system and two other common 
counting methods: on-site human counts and those collected by a Smith-Root electronic 
fish counter. An on-site human count of 10-minute intervals (Rideout 1979) is common a 
method used to enumerate the number of river herring migrating into freshwater by 
numerous watershed associations in Massachusetts, while Smith-Root electronic fish 
counters are used to count fish in rivers all over the world (www.smith-root.com/fish-
counters). In this method, an observer systematically enumerates the number of fish 
passing a fixed station. Video and 10-minute real-time counts could be compared 
directly. For the method comparison, we expanded video and 10-minute real-time counts 
from subsamples, as described above, to get daily and seasonal estimates. Estimates from 
the Smith-Root electronic fish counter were recorded manually for each 24-hr period and 
summed to produce daily and run size counts. Both the estimate of total run size and 
daily counts from the Smith Root electronic fish counter were compared with run size 
and daily estimates from the video and 10-minute, real-time counts. For this comparison, 
all three counting methods were used at the same location. Each counting method was 
then visually assessed using bar and scatter plots. The data collected for this comparison 
were collected at exactly the same location and time; therefore, they all captured the same 
events. 
 For this comparison of counting methods, both the video and the on-site human 
counts were very similar, unlike the counts obtained from the Smith-Root electronic 
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counter (Figure 2.6; Figure 2.7). Counts obtained by the Smith-Root electronic fish 
counter were consistently and substantially lower than the estimate calculated from the 
video and on-site human counts, with few exceptions (Figure 2.7). However, the video 
and 10-minute on-site human counts were subsampled; it was thus, possible to miss a 
peak or periods of substantial movement. Furthermore, because the video camera only 
recorded during daylight hours, nighttime movement may have been missed also 
resulting in differences observed by the three counting methods. Nonetheless, it is 
unlikely either of these problems occurred since the Smith-Root electronic fish counter 
counted schools of fish as single individuals (Alison Barrett, personal communication). 
This could cause the Smith-Root electronic counter to underestimate the number of fish 
compared to the video or on-site human counts per unit time.  
Discussion 
Advantages of the new video monitoring system 
 Below I describe advantages associated with the new video monitoring systems 
described in this study, which include camera placement, digital video technology, and 
remote monitoring. I also address how I made adjustments to obtain clear, non-turbulent 
images without glare or shadow. Then, I comment on other counting technologies and 
address unresolved challenges associate with video monitoring. 
Camera position 
 Placement of the cameras out-of-the-water at fishways had several advantages 
over the underwater placement alternative. The out-of-the-water placement did not alter 
stream hydrodynamics, it prevented biofouling (e.g., accumulation of algae on the lens), 
and it generally made maintaining electronic connections easier. In addition, an out-of-
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the water placement was not as costly as an expensive underwater camera enclosure. 
Despite these advantages, initial attention to the elimination or reduction of turbulence at 
the surface of the water, shadows, and glare were required. Turbulence was addressed by 
placing the cameras at the top or exit of the fishway where flow is laminar and consistent. 
Shadows and glare were eliminated or significantly reduced by the construction of 
shading structures made from ordinary household window screen. Other concerns, such 
as increased turbidity after a heavy rain that reduces water clarity and visibility, persist 
regardless of the camera placement. Placing the camera at the top of the fishway (exit) 
had another advantage. As river herring started moving up the fishway in a tight school 
they tended to become spread out after climbing multiple pools and steps, making 
counting easier.  
Digital video 
 Digital video had several advantages over tradition analog video. First, digital 
video provides a permanent record that degrades significantly less through time. Second, 
digital image resolution and quality is high. Third, storage media for digital video are 
more widely available than analog storage (e.g., VHS tapes). Fourth, digital video is 
compatible with all computer platforms, making it possible to monitor field data at real-
time or near real-time, and to edit video samples using various software that is widely 
available (e.g. ImageJ). Fifth, digital video is collected using random access; therefore, 
accessing any portion of the video record is simple (i.e., specifying second, minute, hour, 
and day) unlike analog video which requires rewinding or fast-forwarding to access 
specific video clips. Subsequently, any day, hour, or minute can be easily subsampled 
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using a rigorous statistical design. Lastly, because digital video allows fast access to any 
time period of the run, counts of video segments can be viewed repeatedly if needed. 
Remote monitoring 
Monitoring the video systems through the Internet is a major advantage to 
researchers and managers. A network camera and network attached storage device allows 
researchers to view activity at the fishway and determine how full the storage disk is 
anywhere Internet access is provided (e.g., office, home, nearby business). The network 
connection provides major advantages when environmental conditions change 
unexpectedly. In these cases, remote access allows researchers to log into the camera and 
assess problems before personnel are dispatched to specific locations. This is especially 
important because remote access allows researchers to obtain better quality data because 
problems with the camera, shading screens or whiteboards can be analyzed. Without such 
access, researchers only discover problems after some interval, and the opportunity to 
capture data may be lost in large pieces. In addition, camera window size, speed at which 
the camera records, and on/off triggers can be adjusted remotely to suit changing 
conditions. For example, heavy rains are common during the migration season and can 
increase water and turbidity levels, which may require the researcher to determine 
whether a site visit to perform maintenance is appropriate, remotely adjust the video 
camera, or take no action. Because of remote monitoring capability of this system, 
multiple river herring migrations may be monitored concurrently, a tremendous benefit 
for agencies and researchers with limited personnel. This presents the opportunity for 
across-river comparisons that were previously impossible because detailed data could not 
be collected from many systems simultaneously.  
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Other non-video fish countering technologies 
 Several automated fish counting systems have been used to count data on 
migrating fishes including sonar (DIDSON), infrared (Vaki), and electronic resistivity 
(Smith-Root) fish counters. The dual-frequency identification sonar (DIDSON) is an 
acoustic sonar system initially developed for underwater mine detection and harbor 
surveillance. The DIDSON system has been deployed to obtained fish counts of 
migrating sockeye salmon (Oncorhynchus nerka) and migrating Pacific salmon smolts 
near hydroelectric facilities (Holmes et al. 2006; Maxwell and Gove 2007; Moursund et 
al. 2003). However, the DIDSON requires careful site selection and installation to avoid 
confounding affects of river bottom topography, background noise, boundary conditions, 
and fish-shadows, all of which decrease the DIDSON’s fish detection capability (Holmes 
et al. 2006; Maxwell and Gove 2007; Boswell et al. 2008). When installed correctly, 
however, the DIDSON can produce near-video quality images, when counted, produce 
reliable estimates of abundance (Holmes et al. 2006; Maxwell and Gove 2007; Boswell et 
al. 2008). In studies by Holmes et al. (2006) and Maxwell and Gove (2007), counts 
generated by viewing images produced by the DIDSON system were compared to counts 
simultaneously obtained by on-site human observers and video records. In both studies, 
the authors concluded that the different methods produced similar counts with similar 
levels of accuracy and precision, but only when <2000 and <6000 fish migrated per hour, 
respectively (Holmes et al. 2006; Maxwell and Gove 2007). Although the DIDSON has 
great potential for fisheries monitoring, it is quite expensive, must be placed in the 
stream, and may not give accurate automatic counts at the high fish densities seen at peak 
river herring migrations. 
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 The Vaki is an infrared camera-based fish counting system developed in Iceland, 
and is primarily used to count in-river spawning migrations of salmonids in Europe 
(Shardlow and Hyatt 2004). This automatic counting system is relatively small and can 
be powered by 12 V batteries, solar panels, or regular 110V current. Shardlow and Hyatt 
(2004) assessed the counting accuracy of the Vaki system by comparing simultaneous 
counts of migrating coho salmon (Oncorhynchus kisutch) obtained by the infrared 
counter with on-site, real-time human counts. In this assessment, the Vaki was accurate 
when the rate of migrating fish was <250 fish/h; however, when the rate of migrating fish 
increased above 1500 fish/h the accuracy fell below 75%, resulting in the 
underestimation of the true number of passing fish. In addition, these counters are 
relatively expensive, must be placed in the water where they can alter hydrodynamics, 
become biofouled, and do not produce accurate counts at high fish densities. 
 Electronic resistivity counters such as those made by Smith-Root are also  popular 
tools for gathering migratory fish passage data. Because a fish has a lower electrical 
resistance than the surrounding water, when it swims through a series of submerged 
electrodes in the counter, the subsequent change in electrical conductance is tallied as a 
fish count (Travade and Larinier 2002). However, these counters are expensive, need to 
be installed in the stream in suitable, in-river structures such as weirs, and require regular 
onsite monitoring and maintenance to assure that the data being collected is reliable 
(Appleby and Tipping 1991; Travade and Larinier 2002). Furthermore, electronic 
counters cannot distinguish between species and can count tightly bunched schools as a 
single fish resulting in underestimation (Dunkley and Shearer 1982). 
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 Overall, each of these automatic fish counting technologies has advantages and 
disadvantages. All fish counters (including our video configuration) require careful 
sitting in a constricted location where all fish swim through a relatively small space. All 
three of the automatic counters must be placed in the stream where they can alter 
hydrodynamics (and, potentially, fish migration) and may become biofouled. All three of 
the automatic counters are relatively expensive and require a fair amount of on-site 
maintenance. DIDSON acoustic counters, Vaki infrared counters, and electronic 
resistivity counters (e.g. Smith-Root) provide estimates of abundance, but the accuracy 
and precision of the counts are variable. Although each gives a count of the run, these 
counts can be inaccurate at moderate to high densities. Human counters working with a 
video record can count any segments that are needed for any statistical sampling 
program. In most research and management situations, visual counts would be required 
for accuracy and quality assurance.    
Future challenges and advances 
 The video monitoring configuration I have described here has addressed many 
problems associated with previous video monitoring systems. For example, it (1) can be 
used in remote locations, (2) has low power requirements and high storage capabilities, 
(3) does not alter the hydrodynamics of the stream, (4) is relatively inexpensive, (5) can 
be subsampled using a rigorous scientific design, (6) works for fish at most densities, (7) 
can be checked remotely for continuous monitoring, and (8) can be used to get counts in 
many locations within a single season. However, as with any developing technology, 
challenges still exist. Although the Internet can be easily used to remotely monitor the 
operation of the video system, local data storage devices (e.g. NAS) are still necessary 
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because bandwidth available with common Internet providers constrains data transfer via 
the Internet. The automatic counting of fish from video records remains a technical 
challenge, especially when fish, such as river herring, are migrating at high rates and 
densities, like river herring. Nonetheless, with advancements in automatic video counting 
technology, most research and management applications will require at least some 
manual counting to determine known levels of counting accuracy and precision. On the 
other hand, camera technology and data storage technology are continually improving, 
cameras are better and cheaper, data storage devices have greater capacity for less price 
and smaller physical size. 
Summary 
 The two video monitoring configurations described here are flexible, inexpensive, 
robust, and highly adaptable to a variety of conditions. With a video system powered by 
an electrical utility grid, the power consumption of the components is not limiting, frame 
rate can be higher, and installation is easier. Although the requirement for a nearby 
residence or business to serve as a power source may seem restrictive, many fishways are 
near housing developments, businesses, USGS gauge stations, or other scientific facilities 
where power and Internet are available. In remote areas where power is limiting, a solar 
configuration may be the only option. This second type of system offers more flexibility 
in some components than the grid system, but the frame rate is decreased and the system 
is more error prone. The video configurations described here have some advantages over 
other counting methods such as the Smith-Root electronic resistivity fish counter. First, 
the video camera is out of the water and does not alter the hydrodynamics of the fishway 
as the electronic counter might. Second, the video configurations will not count a school 
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of fish as a single individual, as was observed by the electronic fish counter, which 
results in the underestimation of the number of migrating fish. Furthermore, subsampling 
the video record offers several advantages over the visual counting conducted by 
volunteer groups. The approach used above allowed me to rigorously train and evaluate 
human counters for reliability with standardized protocols and predetermined quality 
control samples. In addition, the human counters in this study could determine their own 
schedule, count as quickly or slowly as needed, and recount samples when necessary. For 
these reasons, the video monitoring configurations described in this study will work well 
as a part of a full time assessment program. Overall, when installed properly, the grid and 
solar configurations are innovative solutions to difficult problems in the past that 
prevented this kind of technology from being applied in a similar manner. The research 
presented here suggests that they are viable methods for accurately and comprehensively 
recording river herring migrations.
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Table 2.1. A list of peer-reviewed studies that used video monitoring to count migrating fish. Shown are descriptions of the studies including the country where 
the study was conducted (USA=United States; CAN = Canada; UK = United Kingdom; PT = Portugal; BR = Brazil), species and life stage (AL = Alewife, BB = 
Blueback herring, S = Salmonid, M = Multiple species, A = Adult, J = Juvenile), system type and size (R = River, R-P = River and pond, C = Creek). Also 
presented are data on the video camera placement (I = Indoors, O = Outdoors), whether it is at a fishway or viewing window (Y = Yes, N = No), or out of the 
water (OW) or underwater (UW). Specifics of the video monitoring system such as the video format (A= analog, D = Digital), power source (Gr = Grid, Gn = 
Generator, B = Battery, S =Solar), power requirements, data storage capacity, availability of internet access, and if remote checking was done via the internet are 
also presented. Data for this study is also shown. "—" indicates no information was given in the study. GB = gigabytes, TB = terabytes. 
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Table 2.1.continued. 
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7 Santos et al. 2002 PT R 135 M A Y I N OW A – – – – – –
8 Frezza et al. 2003 USA R – S – N O N UW A – – – – – –
9 Carlson & Quinn 2005 USA C 9.1 S A,J N O N UW D B – – – – –
10 Davidsen et al. 2005 USA R 66 S J N I N UW D – – – VHS – –
11 Duam 2005 USA R Large S – N O N OW A-D B 12V
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Figure 2.1 (A) Map of coastal Massachusetts showing the location of the four study 
rivers: Charles River (B); the Weymouth Back (C); Town Brook; and (D) the Herring 
River (E) where video cameras were used to record the spawning migration of river 
herring in 2008 and 2009. All rivers empty into the Atlantic Ocean except the Herring 
River, which drains into the Cape Cod Canal. All rivers have dams (solid triangle) with 
fish ladder installations. Video cameras (solid circles) were installed at the top or exit of 
the fish ladder.
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Figure 2.1.Locations of the four video monitoring stations.
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Figure 2.2. Schematic diagrams of the various components and connections comprising 
the grid and solar video monitoring systems. (A) Are the grid components located 
outside at the fishway; (B) are the solar components located outside at the fishway; (C) 
are components unique to grid configuration located inside; (D) are outside components 
unique to the solar configuration located near the inside components; and (E) 
components used by both grid and solar configurations.
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Figure 2.2. Schematic diagrams of the grid and solar video configurations.
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Figure 2.3. Run size estimates for the 2008 (black) and 2009 (gray) river herring 
spawning migrations in Town Brook (TB), the Weymouth Back (WB), the Herring 
River (HR), and the Charles River (CH). 
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Figure 2.3. 2008 and 2009 river herring run size estimates. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 86 
Figure 2.4. Distribution of daily river herring counts for the Weymouth Back (WB) and 
Town Brook (TB) from the 2008 (A and C) and 2009 (B and D) river herring spawning 
migrations.
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Figure 2.4. 2008 and 2009 daily river herring counts for WB and TB.
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Figure 2.5 Comparisons of counts obtained by three observers to assess inter-observer 
accuracy and precision. The three observers viewed the same fifteen 10-minute video 
segments for the Charles River (A, B, and C); the Weymouth Back (D, E, and F); Town 
Brook (G, H, and I); and the Herring River (J, K, and L). Data was fitted using simple 
linear regression (solid line). Dashed line indicates a 1:1 relationship.
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Figure 2.5. Comparison of counts obtained by three observers. 
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Figure 2.5. continued.
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Figure 2.6. Comparison of river herring run size estimates obtained by three different 
methods: video (black); visual (light gray); and Smith-Root electronic counter (dark 
gray). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  92
Year
2008 2009
Video Estimate
Visual Estimate
Smith-Root Tube
175,000
150,000
125,000
100,000
75,000
50,000
25,000
0
E
st
im
at
e
E
st
im
at
e
 
Figure 2.6. Total run size estimates from three methods. 
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Figure 2.7. Comparisons of daily run size estimates obtained by three different methods: 
(A) video v. visual; (B) visual v. Smith-Root Tube; and (C) video v. Smith-Root Tube. 
Dashed line indicates the 1:1 relationship. 
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Figure 2.7. Comparison of daily run size estimates from three methods.
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Table 1.A.1. Metrics used to describe migration timing of non-clupeid anadromous fishes. Shown for 11 peer reviewed studies organized by year and author 
chronologically and alphabetically. First date, 5% date, 95% date, and peak date are the most frequently used migration timing metric. CS = Chinook salmon, 
SS= Sockeye salmon, AS = Atlantic salmon; BT = brown trout, SH = steelhead, and AS = American shad‡. 
No. Author & Year Location Species
First 
date
†
5% 
date
50% 
date
†
95% 
date
Quar-
tiles
Mean 
date
Peak 
date
†
Peak 
spawning 
date
Travel 
time CV
1 Keefer et al. 2008 Columbia River Basin CS X X
2 English et al. 2005 Fraser River SS X X X
3 Boatright et al. 2004 Bear Lake, AK SS X X X X
4 Dahl et al. 2004 Dalälven River, Sweden AS, BT X X
5 Juanes et al. 2004 Gulf of Maine AS X X X X
6 Keefer et al. 2004 Columbia River Basin CS X X X X X X
7 Hodgson and Quinn 2002 NW North America SS X X
8 Robards and Quinn 2002 Columbia River Basin SH X X
9 Quinn et al. 1997 Columbia River Basin SS X X X X
10 Quinn and Adams 1996 Columbia River Basin SS, AS
‡ X X X
11 Mundy 1982 Yukon River Delta CS X X X X
Migration Metrics
†
Migration metrics can be reported as different names but defined identically. For example, first date can be reported as start date, arrival date, and date 
of entry; Peak date can also be defined as 50% date and median migration date, but also can be defined dissimilarly.
‡
American shad is an anadromous clupeid, but studied along with sockeye salmon; therefore is reported here.  
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Table 1.A.2. Results of multiple Wilcoxon rank sum tests comparing migration metrics for the 2008 Weymouth Back and Town Brook anadromous river herring 
spawning migration. Medians, standard deviations (SD), and 95% confidence intervals are listed for each migration metric. Data is from the 10 randomly 
selected bootstrapped simulations for the Weymouth Back and Town Brook count data. * Indicates the observed value of the migration metrics is outside the 
95% confidence interval. Significance was evaluated at α=0.003. NS = not significant.  
No. Migration Metric Obs. Median SD L U Obs. Median SD L U P
1 First date 1% 114 114 0.00 114 114 109 109 0.00 109 109 <0.0001 *
2 Date of 10% 114 115 0.53 114 115 113 113 0.63 113 113 0.003 *
3 Date of 25% 115 115 0.00 115 115 115 115 0.71 115 116 0.0479 NS
4 Date of 50% 117 116 0.32 116 116 117 117 0.95 117 117 0.0011 *
5 Date of 75% 139 129 7.16 117 129 127 127 2.38 124 127 0.3909 NS
6 Date of 90% 140 140 0.00 140 140 130 130 4.38 129 140 0.0028 *
7 Last date 1% 140 145 8.97 140 158 140 140 4.35 140 149 0.1606 NS
8 Duration 1% 27 32 8.97 27 45 32 32 4.35 32 31 0.8469 NS
9 Peak Days (No.) 3 3 0.00 3 3 6 6 1.16 5 7 0.0007 *
10 Peak Days (Total %) 60 50 0.03 47 55 62 64 0.07 59 68 0.0017 *
11 Peak Days (Mean %) 20 17 0.01 16 18 10 10 0.02 9 13 0.0002 *
12 Waves (Mean %) 32 33 0.00 32 33 15 16 0.03 12 19 0.0002 *
13 Zero Days (No.) 20 21 0.68 20 21 3 5 1.23 3 6 0.0012 *
14 Non-zero Days (%) 41 38 0.02 38 41 91 87 0.04 83 89 0.0012 *
15 Total count 3891 5079.50 1029.46 4626 6772 7688 8214.00 1950.32 6288 10697 0.0046 NS
16 Mean count / sample 12.72 16.60 3.36 15.12 22.13 24.41 26.08 6.19 19.96 33.96 0.0064 NS
17 Mean count / day 114.44 149.40 30.28 136.06 199.18 219.66 234.69 55.72 179.66 305.63 0.0064 NS
Signifi-
cance
95% C.I. 95% C.I.
Weymouth Back Town Brook
Run Size Estimates
Daily Variation
Run Timing
Simulation Simulation
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Table 1.A.3. Results of multiple Wilcoxon rank sum tests comparing migration metrics for the 2008 Weymouth Back and Herring River anadromous river 
herring spawning migration. Medians, standard deviations (SD), and 95% confidence intervals are listed for each migration metric. Data is from the 10 randomly 
selected bootstrapped simulations for the Weymouth Back and Herring River count data. * Indicates the observed value of the migration metrics is outside the 
95% confidence interval. Significance was evaluated at α=0.003. NS = not significant. 
No. Migration Metric Obs. Median SD L U Obs. Median SD L U P
1 First date 1% 114 114 0.00 114 114 111 111 2.53 111 111 0.0005 *
2 Date of 10% 114 115 0.53 114 115 111 111 0.00 111 111 0.0007 *
3 Date of 25% 115 115 0.00 115 115 114 111 1.63 111 114 0.0013 *
4 Date of 50% 117 116 0.32 116 116 115 115 0.00 115 115 0.0005 *
5 Date of 75% 139 129 7.16 117 129 121 119 2.27 117 121 0.0844 NS
6 Date of 90% 140 140 0.00 140 140 133 133 0.70 132 133 0.0007 *
7 Last date 1% 140 145 8.97 140 158 137 137 10.50 134 160 0.0351 NS
8 Duration 1% 27 32 8.97 27 45 27 27 12.32 24 50 0.1366 NS
9 Peak Days (No.) 3 3 0.00 3 3 5 5 0.74 3 5 0.0006 *
10 Peak Days (Total %) 60 5 0.03 47 55 54 54 0.04 49 58 0.0796 NS
11 Peak Days (Mean %) 20 17 0.01 16 18 11 14 0.02 11 18 0.0376 *
12 Waves (Mean %) 32 33 0.00 32 33 18 22 0.04 18 27 0.0014 *
13 Zero Days (No.) 20 21 0.68 20 21 4 6 1.20 5 7 0.0011 *
14 Non-zero Days (%) 41 38 0.02 38 41 89 83 0.03 80 86 <0.0001 *
15 Total count 3891 5079.50 1029.46 4626 6772 3196 3406.50 535.71 3176 4256 0.0027 *
16 Mean count / sample 12.72 16.60 3.36 15.12 22.13 10.15 10.81 1.70 10.08 13.51 0.0027 *
17 Mean count / day 114.44 149.40 30.28 136.06 199.18 91.31 97.33 15.31 90.74 121.60 0.0027 *
Simulations Simulations
Herring RiverWeymouth Back
Run Timing
Signifi-
cance
95% C.I.95% C.I.
Daily Variation
Run Size Estimates
 
 
  
9
9
 
Table 1.A.4. Results of multiple Wilcoxon rank sum tests comparing migration metrics for the 2008 Town Brook and Herring River anadromous river herring 
spawning migration. Medians, standard deviations (SD), and 95% confidence intervals are listed for each migration metric. Data is from the 10 randomly 
selected bootstrapped simulations for the Town Brook and Herring River count data. * Indicates the observed value of the migration metrics is outside the 95% 
confidence interval. Significance was evaluated at α=0.003. NS = not significant. 
No. Migration Metric Obs. Median SD L U Obs. Median SD L U P
1 First date 1% 109 109 0.00 109 109 111 111 2.53 111 111 0.0008 *
2 Date of 10% 113 113 0.63 113 113 111 111 0.00 111 111 0.0005 *
3 Date of 25% 115 115 0.71 115 116 114 111 1.63 111 114 0.0016 *
4 Date of 50% 117 117 0.95 117 117 115 115 0.00 115 115 0.0005 *
5 Date of 75% 127 127 2.38 124 127 121 119 2.27 117 121 0.0024 *
6 Date of 90% 130 130 4.38 129 140 133 133 0.70 132 133 0.0337 NS
7 Last date 1% 140 140 4.35 140 149 137 137 10.50 134 160 0.0332 NS
8 Duration 1% 32 32 4.35 32 31 27 27 12.32 24 50 0.0333 NS
9 Peak Days (No.) 6 6 1.16 5 7 5 5 0.74 3 5 0.0035 NS
10 Peak Days (Total %) 62 64 0.07 59 68 54 54 0.04 49 58 0.0125 NS
11 Peak Days (Mean %) 10 10 0.02 0 0 0 0 0.02 0 0 0.0173 NS
12 Waves (Mean %) 15 16 0.03 12 19 18 22 0.04 18 27 0.0054 NS
13 Zero Days (No.) 20 5 1.23 3 6 4 6 1.20 5 7 0.0602 NS
14 Non-zero Days (%) 41 87 0.04 83 89 1 1 0.03 80 86 0.0756 NS
15 Total count 3891 8214 1950.32 6288 10697 3196 3406.50 535.71 3176 4256 0.0014 *
16 Mean count / sample 12.72 26.08 6.19 19.96 33.96 10.15 10.81 1.70 10.08 13.51 0.0014 *
17 Mean count / day 114.44 234.69 55.72 179.66 305.63 91.31 97.33 15.31 90.74 121.60 0.0014 *
Run Size Estimates
Daily Variation
Run Timing
95% C.I. 95% C.I. Signifi-
cance
Herring River
Simulations Simulations
Town Brook
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Table 1.A.5. Principal component analysis loadings for run timing and daily variation metrics (Y1-Y14) 
and all 17 run timing metrics (Y1-Y17). 
Variable Metric name PC1 PC2 PC1 PC2
Y1 First date 1% -1.328 0.004 -0.340 0.033
Y2 Last date 1% -2.111 0.050 -0.295 0.045
Y3 Duration 1% 1.009 0.063 -0.482 -0.018
Y4 Date of 10% -1.366 0.033 -0.339 0.031
Y5 Date of 25% -1.423 0.053 -0.335 0.033
Y6 Date of 50% -1.470 0.048 -0.333 0.033
Y7 Date of 75% -1.825 -0.131 -0.311 0.038
Y8 Date of 90% -1.977 -0.047 -0.301 0.046
Y9 Peak days (No.) 1.688 0.052 -0.522 -0.029
Y10 Peak days (Total %) 1.804 0.017 -0.528 -0.030
Y11 Peak days (Mean %) 1.816 0.016 -0.529 -0.031
Y12 Waves (Mean %) 1.814 0.015 -0.529 -0.031
Y13 Zero days (No.) 1.569 -0.198 -0.513 -0.024
Y14 Non-zero days (%) 1.799 0.024 -0.528 -0.030
Y15 Total count – – 6.709 -0.006
Y16 Mean count / sample – – -0.506 -0.031
Y17 Mean count / day – – -0.320 -0.029
Run timing and daily 
varaition metrics
All metrics
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Figure 1.A.1. Histograms of the run timing metrics obtained from 1000 bootstrapped 
simulations for the WB, TB and the HR. 
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Figure 1.A.1. Histograms of the run timing metrics. 
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Figure 1.A.2. Histograms of the number of peak days (A-C), total percent of the 
migration in the peaks days (D-F), mean percent of the migration that occurred in peak 
days (G-I), and the mean percent of the migration the occurred in waves (J-I) 
determined from 1000 bootstrapped simulations of the migrations in the WB, TB, and 
HR. 
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Figure 1.A.2. Histograms of the daily variation metrics (peak days and waves). 
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Figure 1.A.3. Histograms based on 1000 bootstrapped simulations of the number of 
days in the migration where no fish were observed migrating upstream (A-C), and the 
percent of the migration of fish moving upstream (D-F) for the WB, TB, and the HR. 
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Figure 1.A.3. Histograms of the daily variation metrics (zero-days). 
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Figure 1.A.4. Histograms based on 1000 bootstrapped simulations of the total number 
of river herring counted (A-C), the mean number of river herring counted count per 10-
minute video sample (D-F), and the mean count of river herring migrating upstream per 
day sampled (G-I) of the WB (A),  TB (B), and the HR (C). 
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Figure 1.A.4. Histograms of the run size estimate metrics. 
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Figure 1.A.5. Results from non-hierarchical cluster and principal components analyses. 
(A) Scree plot illustrating how the within-cluster dissimilarity changes with the 
increasing numbers of cluster. (B) Illustration showing how the average silhouette width 
changes with the number of clusters. (C) Silhouette plot illustrating how the migratory 
metrics grouped into three clusters based on the non-hierarchical cluster analysis. Cluster 
1 includes: date of 50% (Y6), date of 25% (Y5), date of 75% (Y7), date of 10% (Y4), 
date of 1% (Y1), date of 90% (Y8), last date of 1% (Y2), and mean count per day (Y17). 
Cluster 2 includes: peaks days total % (Y10), zero days total % (Y14), waves mean % 
(Y12), peak day mean % (Y11), number of peak days (Y9), mean count per sample 
(Y16), number of zero days (Y13), and duration 1% (Y3). Cluster three includes: total 
count (Y15). Jaccard bootstrapped mean values are present on the right of the silhouette 
plot. (D) Principal components analysis showing how the migratory metrics parsed into 
three groups: run timing (solid circles); daily variation (solid triangles); and total count 
(star). See Table 1.A.5 for principal component loadings. 
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Figure 1.A.5. Multivariate analysis of all migratory metrics comparing rivers.
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Table 2.B.1. Component list of the grid and solar video monitoring systems used to monitor anadromous river herring spawning migrations throughout coastal 
Massachusetts. Model, manufacturer, vendor and cost information are provided. (G) = components exclusive to the grid configuration; (S) = components 
exclusive to the solar configuration; and (B) = components used in both configurations. 
No. Component Model Manufacturer Vendor Price
1-G IP Network Camera Axis 221 Axis Comminucations Anixter International 1021.61
2-G Power-Over-Ethernet (PoE) PS4820-POE HyperLinkTech HyperLinkTech 39.99
3-G Power cord for PoE
† – – – –
1-S IP WiFi Network Camera Axis 211W Axis Communications Anixter 714.75
2-S Antenna Extension Cable to Camera CA-RAPNME004 HyperLinkTech HyperLinkTech 26.00
3-S Parabolic Antenna HG2415G-NF HyperLinkTech HyperLinkTech 32.49
4-S Flat Panel Antenna HG2414P HyperLinkTech HyperLinkTech 34.99
5-S Antenna Extension Cable to Router CA4NMRTF010 HyperLinkTech HyperLinkTech 27.99
6-S Solar Panel KC85T Kyocera Corporation NERenewables 499.99
7-S Electrical Wire 16 awg Paired CMR – – –
8-S Charge Controller Prostar-15 Mornistar Corporation NERenewables 150.00
9-S Battery 8G31 Deka NERenewables 189.99
10-S DC/DC Converter SD-25A-12 Mean Well NERenewables 65.00
11-S Storage Box 1905 OES-431 Two Seas NERenewables 110.00
12-S Mounting Pole 12' Schedule 40 Sullivan Metals Sulliven Metals 300.00
† 
Component is included with above component.
*Provided by the internet cable provider (Comcast).
sullivanmetals.com
nerenewables.com
nerenewables.com
nerenewables.com
nerenewables.com
hyperlinktech.com
hyperlinktech.com
nerenewables.com
–
axis.com
hyperlinktech.com
hyperlinktech.com
–
Component 
information
axis.com
hyperlinktech.com
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Table 2.B.1. continued. 
 
No. Component Model Manufacturer Vendor Price
1-B Camera Enclosure ACH13 Video Alarm SpyTown 65.00
HS9484 Aigis Mechtronics Anixter –
2-B Cat5e Ethernet Cable 27428 Cables to Go Tiger Direct 99.99
3-B Wireless Router WRT54G ver. 6 Linksys Comp USA 44.99
4-B Power cord for Wireless Router
† – – – –
5-B Network Attached Storage (NAS) LS-1000GL Buffalo Technologies PC Nation 389.99
6-B Power cord for NAS
† – – – –
7-B Internet Cable Modem* – – – –
8-B Power cord for Cable Modem
† – – – –
9-B Power Supply – – – 159.99
† 
Component is included with above component.
*Provided by the internet cable provider (Comcast).
Component 
information
–
–
–
linksys.com
–
buffalotech.com
–
spytown.com
aigismech.com
tigerdirect.com
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Table 2.B.2. 2008 and 2009 river herring run size estimates for four coastal Massachusetts rivers: Charles 
River (CH); the Weymouth Back (WB); Town Brook (TB), and the Herring River (HR). The number of 
10-minute counts (N), the number of possible 10-minue counts (N possible), and mean number of river 
herring counted per 10-minute sample (Mean count) are presented. Estimates are calculated by 
multiplying the mean number of river herring counted per 10-minute sample by the number of possible 
10-minute counts (Mean count × N possible = Run Size Estimate). 
System N N possible
Mean 
count
Run size 
estimate
CH 97 2016 21.44 43230
WB 284 5040 13.70 69052
TB 314 5040 24.48 123400
HR 309 5040 11.31 56984
CH 108 2376 23.01 54673
WB 297 5040 11.39 57414
TB 302 5040 21.55 108610
HR 266 5040 11.49 57912
2008
2009
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Figure 2.B.1. Photographs of the components included in the grid and solar video 
monitoring systems. (A) wired network camera; (B) weatherproof enclosure; (C) 
Ethernet cables; (D) Power-over-Ethernet; (E) wireless internet router; (F) network 
attached storage device; (G) power supply and backup; (H) power cord and plugs; (I) 
wireless network camera; (J) parabolic and flat panel antenna and antenna extension 
cable; (K) solar panel and mounting pole; (L) weatherproof storage box.
  
1
1
6
 
 
 
Figure 2.B.1. Grid and solar component photographs.
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Figure 2.B.2. Photographs illustrating how the remote monitoring is accomplished. The 
video camera inside the weatherproof enclosure captures images of fish moving 
upstream over the whiteboard (A); Cat5e Ethernet cable inside the conduit (B) connects 
the camera to the router and modem (C); a technician (D) then observes fish moving 
upstream underneath camera (E, F).
 118 
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Figure 2.B.2. Photographs of the remote monitoring process. 
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Figure 2.B.3. 2009 comparison of counts obtained from fifteen (n = 15) 10-minute video 
samples by two observers for (A) the Charles River; (B) the Weymouth Back, (C) Town 
Brook, and (D) the Herring River. Data was fitted using simple linear regression (solid 
line). Dashed line indicates a 1:1 relationship. 
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Figure 2.B.3. 2009 comparison of counts obtain by three observers. 
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Figure 2.B.4. Scatter plots comparing 2009 river herring run size estimates obtained by  
(A) 10-minute video counts and 10-minute visual counts; (B) video counts and Smith-
Root counts; and (C) 10-minute visual counts and Smith-Root counts. Dashed line 
indicates a 1:1 relationship between counting methods. 
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Figure 2.B.4. 2009 comparison of daily estimates obtained by three methods.
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APPENDIX C 
HOW MY DETAILED SUITE OF MIGRATORY TIMING METRICS CAN HELP 
IDENTIFY TRIGGERS FOR MIGRATION, ECOLOGICAL CORRELATES OF 
MOVEMENT, AND DIFFERENCES ACROSS RIVER SYSTEMS 
 The timing of anadromous fish spawning migrations may be an adaptation to 
long-term averages of environmental conditions, in addition to other physiological factors 
(Saila et al. 1972; Quinn and Adams 1996; Quinn et al. 1997, Ellis and Vokoun 2009). 
Relationships between environmental conditions and the timing of anadromous fish 
spawning migrations have been the object of much speculation, and are often based on 
little empirical data. One reason why quantitative relationships between environmental 
variables and migration timing may be limited is the lack of specific measurements that 
quantify the multidimensional aspects of the spawning migration (e.g., early versus late 
patterns within a migration). The diverse suite of migratory timing metrics I have 
developed (Chapter 1) can be used to relate specific extrinsic (e.g., water temperature, 
discharge, impediments to movement such as dams) and intrinsic variables (e.g., body 
size, sex) to a variety of aspects of anadromous fish migrations both within and across 
river systems. Here, I summarize how the metrics I developed varied for the three 
spawning migrations I studied. Then, I speculate about what extrinsic and intrinsic factors 
might be responsible for these patterns in the spawning migration of anadromous river 
herring (alewife; Alosa pseudoharengus, and blueback herring; A. aestivalis) spawning 
migrations, using my suite of metrics to define different aspects of the spawning 
migration (e.g., timing and types of variation). 
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 Using the migration metrics I developed, similarities and differences emerged in 
the temporal distribution of the three river herring migrations I studied.  All three runs 
had a complex multidimensional temporal distribution that interspersed periods of little 
or no movement (zero days where < 1% of the population moved) with substantial pulses 
of fish movement in which over half the run passed upstream (>54% of the population 
moved in 3-6 peak days).  For all three runs, the largest pulse of fish moved relatively 
early in the migration and this first peak was more synchronized across the three regional 
rivers than later pulses. 
Overall, the WB was a late alewife run in which the first 1% of the fish arrived 2 
to 5 days later than migrants in TB (an alewife run) and HR (an alewife dominated, 
mixed species run). In addition, the dates when 10, 25, 50, 75, and 90% of the river 
herring run passed upstream were generally later in the WB than TB or HR (which ended 
earliest). However, because the migration in the WB commenced later and ended at about 
the same time as the other runs, the duration of the WB migration was shorter (27 days) 
than in TB (32 days) and about equal to HR. Furthermore, the WB migration had three 
peak days (days 115, 129, and 140) that contained 60% of the total migration (mean = 
20% per peak day), the TB migration had 6 peak days (days 113, 117, 120, 127, 130, and 
140) that contained 62% of the migration (mean = 10% per peak day), while the HR had 
5 peak days (days 111, 115, 119, 124, and 132) which contained 54% of the migration 
(mean = 11% per peak day). The WB migration had 20 days when no fish migration was 
observed, compared to 3 and 4 days of no movement in TB and HR). Considering all of 
the migration metrics together, the WB migration was later, of a shorter overall duration, 
had fewer peak days, more days when no fish moved, and resulted in a few large, distinct 
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pulses.  The TB and HR migrations were more similar to each other than to WB and had 
more prolonged migrations that started earlier, had more peaks, fewer days of no 
movement, and resulted in a different pattern of daily variation than WB.  
 Water temperature is an environmental variable that could influence the spawning 
migration timing of anadromous fishes (Cooper 1961; Mayo 1974; Quinn and Adams 
1996; Kosa and Mather 2001; Ellis and Vokoun 2009). For example, both Cooper (1961) 
and Mayo (1974) observed that the rate of upriver movement of adult alewives during 
their annual spawning migration in the Park River, MA, and the Narrow River, RI, 
increases following an increase in water temperature, with the magnitude of movement 
proportional to the increase in temperature, and a cessation of movement once the water 
temperature began to fall. In 2008, my three southern New England study rivers exhibited 
similar temperature regimes ([WB mean = 14.34°C, SE = 0.07; TB mean = 14.75°C, SE 
= 0.07; HR mean = 14.08°C, SE = 0.07]) and the first 50% of the river herring migration 
(measured by the difference between the first date 1% and 50% date metrics) migrated 
synchronously upriver in a relatively short period of time (3 to 8 days). This fast 
movement and early synchrony across rivers in the same geographic region contrasted 
with the timing in the last 50% of the migration (measured by the difference between the 
50%date and the last date 1%), which took 22 to 25 days to complete and was quite 
different across rivers. These observations of early synchrony and late asynchrony may 
be a response to the synchronous attainment of a water temperature threshold at the 
beginning of the migration that triggers a large wave of river herring synchronously 
entering and migrating upriver at all three rivers. As time passes, the response to the 
initial temperature stimuli weakens; the run spreads out and becomes asynchronous. In 
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addition, the synchrony of a large, early peak among migrations may also reflect a strong, 
threshold response to water temperature fluctuations in combination with other abiotic 
factors, like light intensity, which has been observed to affect the movement magnitude 
of river herring during their spawning migration (Richkus 1974).  Although qualitative 
and anecdotal associations between temperature and run dynamics are common, 
quantitatively correlating temperature with numbers of migrants on a daily and seasonal 
time scale has met with limited success.  My development of metrics that separate out 
early and late timing and daily variation patterns provides a promising avenue for 
understanding the relationship these relationships between stimulus and response so that 
researchers and managers can compare runs across systems and years. 
 Non-environmental factors like body size and sex of migrating fish may also 
change during the spawning migration. For example, Jonsson et al. (2007) used the 50% 
date timing metric to determine that smaller Atlantic salmon (Salmo salar) migrate later 
than larger salmon. For river herring, how size and gender change during the spawning 
run is unclear. Fish size can decrease over the duration of the spawning migration 
(Cooper 1961; Mayo 1974), as well as within predominant age groups (Libby 1982). For 
example, large alewives can migrate earlier than smaller individuals (Mayo 1974). In the 
present study, I observed a significant (p<0.05) decrease in size for both male and female 
alewives in TB and HR, but only male alewives in WB over the migration in all of the 
river systems I examined. Using the 50% date metric, Dahl et al. (2004) found that 
female Atlantic salmon and brown trout (Salmo trutta) migrated earlier than males.  For 
river herring, both Cooper (1961) and Kissil (1974) observed that male alewives 
dominate early migrants while females dominate later migrants. This contrasts with the 
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findings of Loesch (1987) who did not see a change in sex ratio during the river herring 
run.  In my study, the sex-ratio also did not vary significantly (p>0.05) from 1:1 in any of 
the three river systems I examined. How size and gender changes throughout the river 
herring run probably varies across systems and years. My detailed run timing and daily 
variation metrics may be able to bring additional insights into these relationships because 
my 14 metrics have increased resolution that the limited measurements that have been 
used to examine these issues in the past. 
 Other factors that may affect anadromous fish spawning migration timing are 
dams. Dams may directly affect the spawning migrations of anadromous fish by causing 
delays in upstream spawning migration of adults and the downstream emigration of 
juveniles (Larinier 2000). My 14 migration metrics may also be useful in understanding 
the effects that dams have on the timing of spawning migrations. For example, in 2008, 
the WB had three distinct pulses of migrants with little movement between peaks, unlike 
TB and the HR. This could be an effect of dams causing schools to gather below the dam 
searching for the fishway entrance then simultaneously ascending upriver, or an effect of 
the spatial arrangement of the dams within the river system.  
 In summary, a comprehensive suite of migratory metrics that have the potential to 
tease apart differences in timing and daily variation early and late in the run can be a 
valuable, tool for testing how extrinsic and intrinsic factors affect anadromous fish 
spawning migrations. Specifically, my suite of 14 metrics that describe the 
multidimensional temporal distribution of migrants can provide much greater resolution 
for why anadromous fish move and when they do, especially schooling clupeids. 
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