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Resumen
Iniciamos abordando el ana´lisis de una Teor´ıa Cua´ntica de Campos (1+1) con simetr´ıa
conforme (CFT ) [1] en un sistema de referencia no inercial con aceleracio´n constante.
Bajo esta premisa, se muestra que el valor esperado del nu´mero de part´ıculas, definido
a partir de los operadores de creacio´n y aniquilacio´n del campo, en el sistema acelera-
do (espacio-tiempo Rindler derecho e izquierdo), y el vac´ıo cua´ntico de la geometr´ıa
de fondo (espacio-tiempo Minkowski), obedece la distribucio´n de Bose-Einstein, con
temperatura proporcional al mo´dulo de la aceleracio´n, antes mencionada. Asimismo,
estos resultados se confirman mediante la aplicacio´n de la Rotacio´n de Wick sobre la
me´trica Rindler.
Luego, se determina la Matriz de Densidad para la teor´ıa, cuyas trazas parciales
definen los estados te´rmicos en las regiones derecha e izquierda, a partir de la cual mos-
tramos que el vac´ıo de la teor´ıa es un estado entrelazado (Einstein-Podolsky-Rosen:
EPR) de las bases del campo en las regiones estudiadas, conocido como Thermofield
Double State (TFD) (Revisar [2][3][4]), el cual es desarrollado en detalle, a fin de
evitar cualquier ambigu¨edad en su aplicacio´n. Esta parte acaba mostrando que la
Integral de Camino Euclidiana, que prepara el estado TFD para su evolucio´n, esta´
definida en una variedad de topolog´ıa: β/2⊗ S1.
Posteriormente, se realiza un ana´lisis gravitacional, donde se interpreta la f´ısica de
los tensores de Riemann y Weyl en d = 2+1 para Tµν = 0, cuando: Λ = 0 y Λ = −1/l2
(Anti-de Sitter - AdS3). A continuacio´n, se presenta la solucio´n BTZ (2 + 1) [5][6],
la cual posee Agujero Negro y es asinto´ticamente AdS3, y se calcula su accio´n eucli-
diana, sobre la cual se ha impuesto la periodicidad de los campos gravitacionales en
el tiempo imaginario τ ∼ τ + β, para encontrar la Funcio´n de Particio´n y obtener sus
para´metros termodina´micos: entrop´ıa, temperatura y energ´ıa.
ix
x Resumen
Despue´s, se desarrolla la geometr´ıa extendida y se construye el diagrama de
Penrose-Carter, en donde se observan dos regiones, asinto´ticamente AdS3, causalmen-
te desconectadas, unidas mediante un agujero de gusano (Puente de Einstein-Rosen:
ER).
Finalmente, del estudio de la teor´ıa de campos y en amparo de la correspondencia
AdS/CFT [7][8][9], se observa que las CFTs entrelazadas, que componen el estado
TFD, son duales a las AdS3 que conforman las regiones asinto´ticas de BTZ. Por
consiguiente, la estructura topolo´gica de la variedad sobre la cual se define la Integral
de Camino Euclidiana que preparada el estado TFD, concuerda con la mitad del
borde de BTZ en notacio´n euclidiana, donde la longitud propia del tiempo imaginario
es β/2 (semicircunferencia). De esta manera, queda manifiesta la dualidad entre el
estado TFD y la geometr´ıa extendida BTZ, mostrando as´ı la relacio´n subyacente al
Entrelazamiento Cua´ntico y los Agujeros de Gusano: ER = EPR.
Introduccio´n
Los sobresalientes trabajos de Hawking y Bekenstein, en los 70’s [10] [11] [12] [13],
mostraron que los agujeros negros, desprendidos de la Teor´ıa General de la Rela-
tividad, poseen termodina´mica. Precisamente, se evidencio´ que la entrop´ıa de estos
objetos es proporcional al a´rea de su horizonte de sucesos. De esta forma, la informa-
cio´n contenida en un cierto volumen se determinara´ a partir de su frontera. Ma´s tarde,
Leonard Susskind (1994) generalizar´ıa esta idea en lo que conocemos como ‘Principio
Hologra´fico’ [14], inspirado en los trabajos de ‘t Hooft [15] y Bekenstein [16].
An˜os ma´s tarde, Juan Maldacena (1998) llevo´ a cabo la primera realizacio´n, en
te´rminos de teor´ıas de campos cua´nticos y gravedad, del Principio Hologra´fico: La
correspondencia AdS/CFT [7] (Adema´s, revisar [8][9]). Esta fundamenta la dualidad
entre una teor´ıa gravitacional en el espacio-tiempo AdS, y una teor´ıa cua´ntica de
campos, con simetr´ıa conforme CFT [1], donde esta u´ltima posee una dimensio´n es-
pacial menos, y cuya topolog´ıa se corresponde con el borde de la anterior.
En la actualidad se busca comprender la naturaleza del espacio-tiempo, a partir
de relaciones entre geometr´ıa y teor´ıa de campos. Esta tesis encamina sus esfuerzos
en dicho objetivo, presentando al final la relacio´n que subyace al ‘Entrelazamiento
Cua´ntico’ y los ‘Agujeros de Gusano’.
Objetivos
• General: Aplicar la correspondencia AdS/CFT , con el fin de elevar la com-
presio´n de la naturaleza del espacio-tiempo, a partir de relaciones geome´tricas
duales a teor´ıas de campos.
• Espec´ıfico: Mostrar, en base a la correspondencia AdS/CFT , la dualidad entre
el entrelazamiento cua´ntico y los agujeros de gusano: ER = EPR.
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Cap´ıtulo 1
Del plano a las cun˜as:
Espacio-tiempo de Rindler
En este cap´ıtulo realizaremos la construccio´n detallada de la transformacio´n de
coordenadas entre el sistema inercial (t, x) y aquel bajo aceleracio´n constante (τ, ξ),
denominado Rindler (Revisar [17]). Ambos sobre el mismo fondo: Minkowski.
1.1. Observador acelerado en fondo plano
Sea xµ = (x0;x1) = (t;x)1 la posicio´n2 de un sistema acelerado, visto desde un
sistema inercial en un fondo plano, Minkowski (1 + 1), con me´trica diagonal:
ηµν → (−1; 1) (1.1)
Si bien, la velocidad espacial de un sistema no inercial es variable, se pueden efec-
tuar las transformaciones de Lorentz para cada instante.
Considerando la siguiente velocidad espacial para cada valor de t: v = v(t)→ γ =
γ(t). Entonces, la velocidad sera´:
uµ = (u0;u1) =
(
dx0
dτ
;
dx1
dτ
)
(1.2)
Donde:
τ =
t
γ
(1.3)
γ = (1− v2)− 12 (1.4)
1En toda la tesis usaremos unidades naturales: G = κ = c = ~ = 1.
2Al referirnos a la posicio´n, velocidad, aceleracio´n, etc., estaremos haciendo referencia a vectores
espacio-temporales. Por otro lado, al referirnos a magnitudes espaciales, lo especificaremos.
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Luego, se obtiene:
uµ = (γ; γv) (1.5)
Su longitud sera´:
ηµνu
µuν = uµuµ = −1 (1.6)
Tomando la derivada de la expresio´n anterior, se tiene:
aµuµ = 0 (1.7)
Donde aµ = (a0; a1) es la aceleracio´n.
Considerando que el sistema no inercial se desplaza con aceleracio´n espacial cons-
tante g > 0. Entonces, para el observador situado en el origen de dicho sistema,
tendremos:
v = 0 (1.8)
γ = 1 (1.9)
Luego, en su perspectiva:
aµ = (0; g) (1.10)
dg
dt
= 0 (1.11)
Asimismo, en virtud de las transformaciones de Lorentz en cada instante, podemos
aplicar la invariancia de la longitud de la aceleracio´n:
aµaµ = a
0a0 + a
1a1 = g
2 (1.12)
Expresando (1.6), (1.7) y (1.12) en te´rminos contravariantes:
−(u0)2 + (u1)2 = −1 (1.13)
−a0u0 + a1u1 = 0 (1.14)
−(a0)2 + (a1)2 = g2 (1.15)
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De estas tres expresiones, obtenemos:
a1 = gu0
a0 = gu1
(1.16)
Derivando respecto de τ y aplicando las mismas igualdades:
d2u0
dτ2
= g2u0
d2u1
dτ2
= g2u1
(1.17)
Donde, para t = 0→ τ = 0, se tiene v = 0. Esto implica:
uµ(τ = 0) = (1; 0) (1.18)
aµ(τ = 0) = (0; g) (1.19)
Solucionando la ecuacio´n diferencial para u0 y u1, y aplicando las condiciones en
t = 0, obtenemos:
u1 =
∂x1
∂τ
= sinh (gτ)
u0 =
∂x0
∂τ
= cosh (gτ)
(1.20)
Integrando:
x =
1
g
cosh (gτ)
t =
1
g
sinh (gτ)
(1.21)
(1.21) es el mapeo dado por un observador en el origen del sistema inercial (t, x)
respecto de la posicio´n de otro situado en el origen del sistema bajo aceleracio´n cons-
tante g, donde τ es el tiempo propio de este u´ltimo. Adema´s:
x2 − t2 = 1
g2
(1.22)
t
x
= tanh (gτ) (1.23)
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Asimismo, de (1.21), como era de esperarse:
ds2 = −dt2 + dx2 = −dτ2 (1.24)
Donde τ es el u´nico valor del elemento de l´ınea del sistema no inercial. Adema´s,
en dicho sistema la me´trica es independiente de τ . En consecuencia, ∂τ es un vector
Killing:
∂τ =
∂t
∂τ
∂t +
∂x
∂τ
∂x (1.25)
∂τ = g(x∂t + t∂x) (1.26)
El cual, mientras genera traslaciones temporales en Rindler, en Minkowski, Boosts.
Dicho vector Killing puede escribirse en componentes contravariantes:
bµ = (b0; b1) = (gx; gt) (1.27)
Por otro lado, la transformacio´n (1.21) so´lo concierne a la regio´n |t| < x, denomi-
nada ‘cun˜a derecha’ (regio´n I en la Figura 1.1), la cual es una porcio´n de la geometr´ıa
de fondo: Minkowski.
Para definir la transformacio´n adecuada para la ‘cun˜a izquierda’ (regio´n IV en la
Figura 1.1) se debe analizar el comportamiento del vector Killing bµ en las regiones
I, II, III y IV.
Figura 1.1: Regiones del espacio-tiempo Rindler
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Las regiones (espacio-temporales) mostradas en la Figura 1.1 esta´n determinadas
por las siguientes desigualdades:
I : −x < t < x (1.28)
II : x < t ∩ −x < t (1.29)
III : t < x ∩ t < −x (1.30)
IV : x < t < −x (1.31)
Luego, la longitud de bµ sera´:
bµbµ = −g2x2 + g2t2 = g(t+ x)(t− x) (1.32)
De (1.28), (1.29), (1.30) y (1.31), bµ, tal como se presenta en (1.32), sera´ en cada
regio´n:
I : bµbµ < 0→ T ipo− tiempo (1.33)
II : bµbµ > 0→ T ipo− espacio (1.34)
III : bµbµ > 0→ T ipo− espacio (1.35)
IV : bµbµ < 0→ T ipo− tiempo (1.36)
La longitud de bµ (1.32) es nula en las fronteras x = ±t. Por lo tanto, dichas
fronteras son los horizontes Killing.
De lo visto, hasta el momento, inferimos que la transformacio´n de x = x(τ) para
la regio´n IV (cun˜a izquierda) definida por (1.31), donde x < 0, sera´:
x = −1
g
cosh (gτ) (1.37)
No obstante, para definir la transformacio´n t = t(τ), en la misma regio´n (IV), se
debe analizar si τ se dirige hacia el pasado o futuro de t, a partir de bµ.
Para ello, usamos el vector unitario temporal:
∂t → tµ = (1; 0) (1.38)
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Luego:
bµ sera´ dirigida al futuro de t si bµtµ < 0.
bµ sera´ dirigida al pasado de t si bµtµ > 0.
De la definicio´n de bµ (1.27) y tµ (1.38), para IV (x < 0) se tiene:
bµtµ = (gx; gt) · (−1; 0) = −gx > 0 (1.39)
Por lo tanto, en IV, τ evoluciona en direccio´n opuesta a t. De esta manera, la
transformacio´n x = x(τ) y t = t(τ) en dicha regio´n (IV: |t| < −x), sera´:
x = −1
g
cosh (gτ)
t = −1
g
sinh (gτ)
(1.40)
De la misma forma, para I (x > 0), tenemos que bµtµ < 0. Por lo tanto, τ y t evolu-
cionan en la misma direccio´n, lo cual resulta obvio a partir de la transformacio´n (1.21).
Por otro lado, de (1.24), apreciamos que las transformaciones (1.21) y (1.40), quie-
nes definen el mapeo al sistema propio del observador acelerado, mantienen invariantes
las geode´sicas nulas, i.e., podemos insertar conos de luz para analizar la estructura
causal de las regiones bajo estudio (Figura 1.2).
Figura 1.2: Estructura causal del espacio-tiempo Rindler y evolucio´n de τ en las cun˜as derecha
e izquierda.
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De la Figura 1.2 se observa:
Las regiones II y III son causalmente equivalentes a los agujeros negro y blanco,
respectivamente.
Las fronteras x = ±t son causalmente equivalentes a los son horizontes de
sucesos.
Las regiones I y IV esta´n causalmente desconectadas.
Luego, mientras que en las regiones I y IV, bµ es tipo-tiempo, en II y III, tipo-
espacio. Por tal motivo, en estas u´ltimas, la signatura de τ , en la me´trica, cambia de
− a + al ingresar al interior de las regiones II y III. Adema´s, en la regio´n IV, τ evo-
luciona hacia el pasado de t, tal como sucede en el ana´lisis de la geometr´ıa extendida
de Schwarzschild.
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1.2. De Minkowski (t, x) a Rindler (τ, ξ)
De la seccio´n anterior, (1.21) y (1.40) u´nicamente brindan el mapeo para la posi-
cio´n de un observador situado en el origen del sistema no inercial. No obstante, esto
no permite analizar completamente su perspectiva, solo proporciona informacio´n del
tiempo propio τ . Por tal motivo, es importante introducir las coordenadas espacio-
temporales para el sistema de referencia bajo aceleracio´n constante g.
Para ello, las transformaciones hiperbo´licas (1.21) se expresan en te´rminos expo-
nenciales3:
x =
egτ
g
+ e
−gτ
g
2
(1.41)
t =
egτ
g
− e−gτ
g
2
(1.42)
Las coordenadas nulas (Ape´ndice A) para (t;x) son:
v = t+ x (1.43)
u = t− x (1.44)
Luego:
t =
v + u
2
(1.45)
x =
v − u
2
(1.46)
De (1.41)-(1.46), se identifica:
v =
egτ
g
(1.47)
u = −e
−gτ
g
(1.48)
Despejando τ en (1.47) y (1.48), y sumando dichos resultados:
τ =
1
g
ln (vg) +
(
− 1
g
ln (−ug)
)
2
(1.49)
Las coordenadas nulas para el sistema de referencia bajo aceleracio´n constante g,
3El tratamiento es ana´logo para (1.40). Por lo tanto, se extrapolara´n los resultados del ana´lisis
en curso.
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sera´n:
v = τ + ξ (1.50)
u = τ − ξ (1.51)
Donde ξ es la coordenada espacial que se ha asignado al sistema de referencia
no inercial. De esta forma, este marco de referencia adquiere un sistema coordenado
completo (τ ; ξ).
Luego:
τ =
v + u
2
(1.52)
ξ =
v − u
2
(1.53)
De (1.49) y (1.52), identificamos:
v =
1
g
egv (1.54)
u = −1
g
e−gu (1.55)
De (1.45), (1.50) y (1.51):
t =
1
2g
egv − 1
2g
e−gu (1.56)
t =
1
2g
eg(τ+ξ) − 1
2g
e−g(τ−ξ) (1.57)
Se obtiene:
t =
egξ
g
(
egτ − e−gτ
2
)
(1.58)
De (1.46), (1.50) y (1.51):
x =
1
2g
egv +
1
2g
e−gu (1.59)
x =
1
2g
eg(τ+ξ) +
1
2g
e−g(τ−ξ) (1.60)
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Se obtiene:
x =
egξ
g
(
egτ + e−gτ
2
)
(1.61)
Dadas las formas exponenciales de las funciones hiperbo´licas, de (1.58) y (1.61),
tenemos:
x =
egξ
g
cosh (gτ) (1.62)
t =
egξ
g
sinh (gτ) (1.63)
De (1.62):
x2 − t2 = e
2gξ
g2
(1.64)
t
x
= tanh (gτ) (1.65)
El mapeo (1.62) entre las coordenadas del sistema de referencia inercial (t, x) y
el no inercial (τ, ξ) esta´ definido en la regio´n I, donde habita el observador acelerado
(Cun˜a derecha: |t| < x), de la Figura 1.3, obtenida de (1.64) y (1.65).
Figura 1.3: Cun˜a derecha del espacio-tiempo Rindler con g constante. Las lineas rectas son
aquellas a τ constante, mientras las hipe´rbolas, a ξ constante.
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Luego, de (1.62) se obtiene el elemento de l´ınea del espacio-tiempo Rindler (τ, ξ):
ds2 = e2gξ(−dτ2 + dξ2) (1.66)
Como podemos ver en la me´trica, al igual que en la seccio´n anterior, esta es inde-
pendiente de τ ; por tal motivo, y en vista a las transformaciones (1.62), se obtiene el
mismo vector Killing (1.27): bµ = (gx; gt).
Adema´s, de la longitud de bµ y su producto con el vector unitario temporal tµ =
(1; 0):
bµ es un tipo-tiempo, dirigido hacia el futuro de t en la regio´n I.
bµ es un tipo-tiempo, dirigido hacia el pasado de t en la regio´n IV.
bµ es un tipo-espacio en las regiones II y III.
bµ es tipo-luz (nulo) en las superficies x = ±t (horizontes Killing).
Para la cun˜a izquierda del espacio-tiempo Rindler, definida en la regio´n IV, donde
habita el observador acelerado, (|t| < −x, Figura 1.4):
Figura 1.4: Cun˜a izquierda del espacio-tiempo Rindler con g constante. Las lineas rectas son
aquellas a τ constante, mientras las hipe´rbolas, a ξ constante.
La transformacio´n sera´:
x = −e
gξ
g
cosh (gτ) (1.67)
t = −e
gξ
g
sinh (gτ) (1.68)
Esta transformacio´n, obviamente, genera el elemento de l´ınea (1.66) y cumple las
relaciones (1.64) y (1.65).
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1.3. Observaciones Finales
Las regiones I y IV, dadas por |t| < ±x, denominadas cun˜as derecha (+) e izquier-
da (−) del espacio-tiempo Rindler, causalmente desconectadas, definen las zonas de
acceso para los observadores bajo aceleracio´n constante sobre el fondo de Minkowski
(1 + 1).
Adema´s, la percepcio´n del sistema no inercial se interpreta a partir de la geometr´ıa
del espacio-tiempo Rindler (τ, ξ), el cual es conforme a Minkowski (1.66):
gµν = e
2gξηµν (1.69)
Por lo tanto, se mantienen invariantes las geode´sicas nulas (Ape´ndice B). De esta
forma, es posible introducir los conos de luz, igual que en la Figura 1.2, e interpretar
la estructura causal determinada por la me´trica:
ds2 = e2gξ(−dτ2 + dξ2) (1.70)
Tenemos:
Las regiones II y III son causalmente equivalentes a los agujeros negro y blanco,
respectivamente.
Las fronteras x = ±t son causalmente equivalentes a los son horizontes de
sucesos.
Las regiones I y IV esta´n causalmente desconectadas.
Finalmente, de todo lo expuesto, estamos en condiciones de establecer la teor´ıa de
campos sobre las geometr´ıas estudiadas. Lo cual sera´ materia del siguiente cap´ıtulo.
Cap´ıtulo 2
De la perspectiva no inercial
para un fondo plano:
Efecto Unruh
En este cap´ıtulo analizaremos la perspectiva f´ısica del observador no inercial res-
pecto del vac´ıo en la geometr´ıa de fondo. Adema´s, mediante la aplicacio´n de me´todos
Euclidianos desarrollaremos en detalle la construccio´n del Thermofield Double State
y encontraremos el v´ınculo entre geometr´ıa y termodina´mica.
2.1. A´ la Lorentz
2.1.1. Campo escalar real
La accio´n del campo escalar real sobre un fondo 1+1 con me´trica gµν (Revisar
[18]) es:
I =
∫
dtdx
√−gL =
∫
dtdx
√−g
(
−1
2
gµν∂µφ∂νφ− 1
2
m2φ2
)
(2.1)
La ecuacio´n de movimiento obtenida se denomina Klein-Gordon:
(−∂20 + ∂21 −m2)φ→ (−m2)φ = 0 (2.2)
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Realizando el proceso conocido como segunda cuantizacio´n, el operador de campo
escalar cua´ntico1, expresado en modos de fourier, sera´:
φ(xµ) =
∫ ∞
−∞
dk√
4πωk
(a(k)eik
µxµ + a†(k)e−ik
µxµ) (2.3)
Los operadores a†(k) y a(k), de creacio´n y aniquilacio´n, respectivamente, satisfa-
cen:
[
a(k); a†(k′)
]
= δ(k − k′) (2.4)
[a(k); a(k′)] =
[
a†(k); a†(k′)
]
= 0 (2.5)
Separando la expresio´n para el operador de campo en k > 0 y k < 0:
φ(xµ) =
∫ ∞
0
dk√
4πωk
(a(k)eik
µxµ + a†(k)e−ik
µxµ)
+
∫ 0
−∞
dk√
4πωk
(a(k)eik
µxµ + a†(k)e−ik
µxµ) (2.6)
Cambiando k → −k en el segundo te´rmino, podemos expresar el operador de
campo cua´ntico de la siguiente forma:
φ(xµ) =
∫ ∞
0
dk√
4πωk
(a(k)ei(−ωt+kx) + a†(k)e−i(−ωt+kx)
+ bke
i(−ωt−kx) + b†(k)e−i(−ωt−kx)) (2.7)
Donde b(k) = a(−k).
2.1.2. Simetr´ıa conforme: m = 0
Dada la transformacio´n conforme2 [1]:
g˜µν = Ω
2gµν → g˜µν = Ω−2gµν (2.8)√
−g˜ = Ω2√−g (2.9)
Notamos que la accio´n (2.1), debido al te´rmino de masa, no es invariante bajo
dicha transformacio´n.
1Por simplicidad, no usaremos sombrero en los operadores, asumiendo que el lector conoce la
nomenclatura: φˆ = φ y aˆ(k) = a(k).
2En 1 + 1, la dimensio´n de escala del campo escalar no masivo es cero: △ = 0.
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Por lo tanto, haciendo m = 0 en (2.1):
I =
∫
dtdx
√−gL =
∫
dtdx
√−g
(
−1
2
gµν∂µφ∂νφ
)
, (2.10)
Nos aseguramos de obtener una accio´n invariante bajo transformaciones confor-
mes3, i.e., una CFT:
I =
∫
dtdx
√−ggµν∂µφ∂νφ→
∫
dtdxΩ2
√−gΩ−2gµν∂µφ∂νφ = I (2.11)
Como sabemos, la me´trica del espacio-tiempo Rindler gµν es conforme a Minkowski
ηµν :
ds2 = e2gξ(−dτ2 + dξ2) (2.12)
Por lo tanto, en Minkowski (t, x) y Rindler (τ, ξ) se tendra´ la misma ecuacio´n de
movimiento:
φ(t, x) = φ(τ, ξ) = 0 (2.13)
2.1.3. Modos de fourier y producto interno
Debido a la invariancia conforme, nuestro operador de campo cua´ntico en Min-
kowski y Rindler (cun˜a derecha o izquierda) 4 sera´:
φ(t, x) =
∫ ∞
0
dω(a(ω)fω + a
†(ω)f∗ω + b(ω)gω + b
†(ω)g∗ω) (2.14)
φ(τ, ξ) =
∫ ∞
0
dω(c(ω)hω + c
†(ω)h∗ω + d(ω)jω + d
†(ω)j∗ω) (2.15)
En ambas expresiones, los operadores de creacio´n y aniquilacio´n,
{
aω, a
†
ω, bω, b
†
ω, cω, c
†
ω, dω, d
†
ω
}
(2.16)
Satisfacen las relaciones de commutacio´n (2.4) y (2.5).
3El tensor de energ´ıa-momento para el campo escalar real sin masa en 1+1 tiene traza nula.
Evidentemente, estamos ante una teor´ıa invariante de escala.
4En ambas cun˜as se tiene el mismo elemento de l´ınea que define el factor conforme a Minkowski.
Por tal motivo, en cada una de dichas regiones existe un operador de campo acorde con (2.15).
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Adema´s, los modos de fourier, tal como se mostro´ en (2.7), sera´n:
fω =
e−iω(t−x)√
4πω
(2.17)
gω =
e−iω(t+x)√
4πω
(2.18)
hω =
e−iω(τ−ξ)√
4πω
(2.19)
jω =
e−iω(τ+ξ)√
4πω
(2.20)
Los modos fω son identificados como aquellos que van hacia a la derecha, mientras
que los modos gω lo hacen hacia a la izquierda (lo mismo para hω y jω, respectiva-
mente). Adema´s, cada uno de ellos representa una base completa para el operador de
campo Klein-Gordon.
Se define el producto interno de Klein-Gordon:
〈hω, hω′〉 := −i
∫
dx
√−g[hω(∂th∗ω′)− (∂thω)h∗ω′ ] (2.21)
Por ejemplo, para el modo (2.17) en frecuencias ω y ω′:
〈fω, fω′〉 = −i
∫
dx
[
e−iω(t−x)√
4πω
∂
∂t
(
eiω
′(t−x)
√
4πω′
)
− ∂
∂t
(
e−iω(t−x)√
4πω
)
eiω
′(t−x)
√
4πω′
]
=
eit(ω
′−ω)
2
√
ω′ω
(ω′ + ω)
∫
dx
e−ix(ω
′−ω)
2π
Obtenemos:
〈fω, fω′〉 = δ(ω′ − ω) (2.22)
Procediendo de forma similar, encontramos los siguientes productos:
〈fω, fω′〉 = δ(ω−ω′) (2.23)
〈f∗ω, f∗ω′〉 = −δ(ω−ω′) (2.24)
〈f∗ω, fω′〉 = 0 (2.25)
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〈gω, gω′〉 = δ(ω−ω′) (2.26)
〈g∗ω, g∗ω′〉 = −δ(ω−ω′) (2.27)
〈g∗ω, gω′〉 = 〈gω, g∗ω′〉 = 0 (2.28)
Adema´s, notamos que los modos hacia la derecha e izquierda se encuentra desaco-
plados:
〈fω, gω′〉 = 〈fω, g∗ω′〉 = 0 (2.29)
Para los modos de fourier en Rindler {hω; jω}, los resultados son ana´logos.
Dada la forma del producto interno (2.21), su complejo conjugado cumplira´ la
siguiente propiedad:
〈kω, pω′〉∗ = −〈k∗ω, p∗ω′〉 = 〈pω′ , kω〉 (2.30)
2.1.4. Transformaciones de Bogoliubov
Las coordenadas nulas {u¯, v¯;u, v} para Minkowski (t, x) y Rindler (τ, ξ), sera´n:
u¯ = t− x (2.31)
v¯ = t+ x (2.32)
u = τ − ξ (2.33)
v = τ + ξ (2.34)
De esta forma, la transformacio´n de coordenadas:
∂µ′ =
∂xν
∂xµ′
∂ν (2.35)
Nos permite encontrar las ecuaciones de movimiento (2.13) en coordenadas Nulas.
Por ejemplo, para Minkowski:
∂t =
∂u¯
∂t
∂u¯ +
∂v¯
∂t
∂v¯ = ∂u¯ + ∂v¯ (2.36)
∂x =
∂u¯
∂x
∂u¯ +
∂v¯
∂x
∂v¯ = −∂u¯ + ∂v¯ (2.37)
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Haciendo lo mismo para Rindler, obtenemos las siguientes ecuaciones de movi-
miento en coordenadas nulas:
∂u¯∂v¯φ = 0 (2.38)
∂u∂vφ = 0 (2.39)
Luego, para Minkowski y Rindler, respectivamente, los operadores de campo de
sera´n:
φ(u¯, v¯) = φ(u¯) + φ(v¯) (2.40)
φ(u, v) = φ(u) + φ(v) (2.41)
Dada la ecuacio´n de movimiento (2.38) (lo mismo para Rindler (2.39)), notamos
que los operadores correspondientes a los modos hacia la derecha φ(u¯) e izquierda
φ(v¯) se encuentran desacoplados, tal como se infiere de (2.29).
Donde los modos de fourier correspondientes a cada uno de dichos operadores
desacoplado, acorde con (2.17) y (2.18), sera´n:
fω =
e−i ω u¯√
4π ω
(2.42)
gω =
e−i ω v¯√
4π ω
(2.43)
Expresando φ(u¯) y φ(v¯) en dichas bases:
φ(u¯) =
∫ ∞
0
dω(a(ω)fω + a
†(ω)f∗ω) (2.44)
φ(v¯) =
∫ ∞
0
dω(b(ω)gω + b
†(ω)g∗ω) (2.45)
Sumando ambas expresiones, para reproducir (2.40), obtenemos el resultado espe-
rado (2.14). De forma ana´loga para Rindler, acorde con (2.19) y (2.20):
hω =
e−i ω u√
4π ω
(2.46)
jω =
e−i ω v√
4π ω
(2.47)
2.1 A´ la Lorentz 21
Se obtienen los operadores desacoplados:
φ(u) =
∫ ∞
0
dω(c(ω)hω + c
†(ω)h∗ω) (2.48)
φ(v) =
∫ ∞
0
dω(d(ω)jω + d
†(ω)j∗ω) (2.49)
Donde, la suma de estos u´ltimos reproducen el resultado esperado (2.15).
Comparamos las expresiones correspondiente a los modos viajando a la derecha
en Minkowski y Rindler5, {φ(u¯), φ(u)}, (el ana´lisis para {φ(v¯), φ(v)} es ana´logo):
∫ ∞
0
dω(a(ω)fω + a
†(ω)f∗ω) =
∫ ∞
0
dω′(c(ω′)hω′ + c
†(ω′)h∗ω′) (2.50)
Podemos expresar los modos de Rindler en funcio´n de aquellos en Minkowski
mediante las transformaciones de Bogoliubov (Revisar [18]):
hω′ =
∫ ∞
0
dΩ(αω′ ΩfΩ + βω′ Ωf
∗
Ω) (2.51)
Podemos obtener los coeficientes de Bogoliubov αω′Ω y βω′Ω usando el producto
interno de Klein-Gordon:
〈hω′ , fω〉 =
∫ ∞
0
dΩ(αω′ Ω〈fΩ, fω〉+ βω′ Ω〈f∗Ω, fω〉)
=
∫ ∞
0
dΩαω′ Ωδ(Ω− ω) (2.52)
Obtenemos:
〈hω′ , fω〉 = αω′ ω (2.53)
De forma similar:
〈hω′ , f∗ω〉 = −βω′ ω (2.54)
5Los modos fω y gω esta´n presentes en todo el espacio-tiempo; ya que, esta´n definidos para el
campo en Minkowski. Adema´s, dadas las transformaciones de coordenadas (1.62) y (1.67), el espacio
de Hilbert de la teor´ıa (Minkowski), donde yacen las bases del operador de campo φ(t, x), sera´ el
producto tensorial de los espacios de Hilbert de las teorias en cada cun˜a (Rindler D e I); ya que, en
cada una tenemos un operador de campo φ(τ, ξ):
H = HD ⊗HI
.
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De los dos productos usados para determinar los coeficientes de Bogoliubov y la
propiedad (2.30), tenemos:
〈fω, hω′〉 = α∗ω′ ω (2.55)
〈fω, h∗ω′〉 = βω′ ω (2.56)
De esta forma, obtenemos los modos en Minkowski en funcio´n de aquellos en
Rindler:
fω =
∫ ∞
0
dΩ(α∗ΩωhΩ − βΩωh∗Ω) (2.57)
Tambie´n podemos obtener los operadores de creacio´n y aniquilacio´n de Rindler en
funcio´n de aquellos en Minkowski (y vicerversa) gracias a los coeficientes de Bogoliu-
bov. Para ello, insertamos (2.57) en la expresio´n (2.50):
∫ ∞
0
dω(a(ω)fω + a
†(ω)f∗ω) =
∫ ∞
0
dω

 a(ω)
∫ ∞
0
dΩ(α∗ΩωhΩ − βΩωh∗Ω)
+a†(ω)
∫ ∞
0
dΩ(αΩωh
∗
Ω − β∗ΩωhΩ)


Reordenamos y comparamos te´rmino a te´rmino con el lado derecho de (2.50):
∫ ∞
0
dΩ


∫ ∞
0
dω(α∗Ωωa(ω)− β∗Ωωa†(ω))hΩ
+
∫ ∞
0
dω(αΩωa
†(ω)− βΩωa(ω))h∗Ω

 = ∫ ∞
0
dΩ(c(Ω)hΩ + c
†(Ω)h∗Ω)
Tenemos:
c(Ω) =
∫ ∞
0
dω(α∗Ωωa(ω)− β∗Ωωa†(ω)) (2.58)
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Ana´logamente, insertando (2.51) en (2.50), se tiene:
a(ω) =
∫ ∞
0
dΩ(αΩωc(Ω) + β
∗
Ωωc
†(Ω)) (2.59)
Finalmente, insertando (2.57) en (2.51):
hω′ =
∫ ∞
0
dΩ

 αω′ Ω
∫ ∞
0
dω(α∗ωΩhω − βωΩh∗ω)
+βω′ Ω
∫ ∞
0
dω(αωΩh
∗
ω − β∗ωΩhω)

 (2.60)
Agrupando te´rminos y comparando con el lado izquierdo, obtenemos las siguientes
propiedades para los coeficientes de Bogoliubov:
∫ ∞
0
dΩ(αω′ Ωα
∗
ωΩ − βω′ Ωβ∗ωΩ) = δ(ω−ω′) (2.61)
αω′ ΩβωΩ = βω′ ΩαωΩ (2.62)
2.1.5. Efecto Unruh
Si bien podemos expresar el operador de campo φ en las bases (t, x) y (τ, ξ), au´n
no hemos dicho nada acerca de la diferencia en la percepcio´n de los feno´menos f´ısicos
entre ambos sistemas; ya que, mientras Minkowski es un sistema inercial, Rindler, no.
Ma´s au´n, la geometr´ıa de Rindler contiene una estructura causal similar a la de un
agujero negro eterno.
Por tal motivo, con el fin de describir la variacio´n de perspectiva entre dichos
sistemas de referencia, evaluaremos el valor esperado del nu´mero de part´ıculas con
energ´ıa ω en la cun˜a derecha de Rindler para los modos viajando a la derecha6, en el
vac´ıo de la teor´ıa sobre la geometr´ıa de fondo (Minkowski):
〈0M |NR(ω)|0M 〉 = 〈0M |c†(ω)c(ω)|0M 〉 (2.63)
Insertando (2.58) en la expresio´n anterior:
〈0M |NR(ω)|0M 〉 = 〈0M |
∫ ∞
0
dΩ′(αωΩ′a
†(Ω′)− βωΩ′a(Ω′))∫ ∞
0
dΩ(α∗ωΩa(Ω)− β∗ωΩa†(Ω)) |0M 〉 (2.64)
6El procedimiento para la cun˜a izquierda es ana´logo, de igual forma con los modos hacia la
izquierda, por tal motivo so´lo extrapolaremos los resultados obtenidos en esta seccio´n.
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Usando la accio´n de los operadores de aniquilacio´n y creacio´n para el campo escalar
en Minkowski, a(Ω) y a†(Ω), sobre el estado de vac´ıo:
a(Ω) |0M 〉 = 0 (2.65)
a†(Ω) |0M 〉 = |1M (Ω)〉 , (2.66)
Llegamos a la siguiente expresio´n:
〈0M |NR(ω)|0M 〉 =
∫ ∞
0
dΩ |βΩω|2 (2.67)
Donde la integracio´n se realiza sobre todo el espectro de energ´ıa Ω en Minkowski.
Por tal motivo, es de esperarse que dicha integral sea divergente, tal como veremos
ma´s adelante.
Por otro lado, si calculamos el valor del nu´mero de part´ıculas con energ´ıa ω en
Minkowski NM (ω) respecto del vac´ıo del mismo sistema:
〈0M |NM |0M 〉 = 〈0M |a†(ω)a(ω)|0M 〉 = 0 (2.68)
Encontramos que las expresiones (2.67) y (2.68) var´ıan debido a βΩω, el cual,
como podemos ver en (2.51), es responsable de combinar modos de norma positiva fΩ
y negativa f∗Ω. Por lo tanto, cuando βΩω = 0, los modos de Rindler h
′
ω se pueden ver
como una combinacio´n lineal de aquellos en Minkowski, ambos con norma positiva o
negativa:
hω′ =
∫ ∞
0
dΩ(αω′ ΩfΩ) (2.69)
h∗ω′ =
∫ ∞
0
dΩ(α∗ω′ Ωf
∗
Ω) (2.70)
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Por lo expresado anteriormente, resulta importante conocer el valor de βΩω y sus
implicancias f´ısicas. Para ello, usaremos en la expresio´n (2.50) las formas expl´ıcitas
de fω y hω′ dadas en (2.42) y (2.46):
∫ ∞
0
dω
[
a(ω)
e−i ω u¯√
4π ω
+ a†(ω)
ei ω u¯√
4π ω
]
=
∫ ∞
0
dω′
[
c(ω′)
e−i ω
′ u
√
4π ω′
+ c†(ω′)
ei ω
′ u
√
4π ω′
]
(2.71)
De la transformacio´n de coordenadas entre Minkowski y Rindler (1.55), tenemos:
u¯(u) = −e
−ug
g
(2.72)
Entonces, ambos lados de la expresio´n (2.71) son funciones de u. Luego, con la
finalidad de obtener, la misma frecuencia angular Ω en ambas expresiones, aplicamos
la transformacio´n de fourier:
∫ ∞
−∞
du√
2π
eiΩu
∫ ∞
0
dω
[
a(ω)
e−i ω u¯√
4π ω
+ a†(ω)
ei ω u¯√
4π ω
]
=
∫ ∞
−∞
du√
2π
eiΩu
∫ ∞
0
dω′
[
c(ω′)
e−i ω
′ u
√
4π ω′
+ c†(ω′)
ei ω
′ u
√
4π ω′
]
(2.73)
Reordenando el lado derecho de la expresio´n anterior:
∫ ∞
0
dω′√
2ω′
[
c(ω′)
∫ ∞
−∞
du
2π
eiu(Ω−ω
′) + c†(ω′)
∫ ∞
−∞
du
2π
eiu(Ω+ω
′)
]
(2.74)
De la definicio´n de la delta de Dirac:
δ(Ω− ω′) :=
∫ ∞
−∞
du
2π
eiu(Ω−ω
′) (2.75)
Despejando en (2.73), obtenemos:
c(Ω) =
∫ ∞
0
dω
[(∫ ∞
−∞
du
2π
√
Ω
ω
ei(Ωu−ω u¯)
)
a(ω)+
(∫ ∞
−∞
du
2π
√
Ω
ω
ei(Ωu+ω u¯)
)
a†(ω)
]
(2.76)
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Comparando te´rmino a te´rmino con (2.58):
c(Ω) =
∫ ∞
0
dω(α∗Ωωa(ω)− β∗Ωωa†(ω)) (2.77)
Los coeficientes de Bogoliubov sera´n:
α∗Ωω =
√
Ω
ω
∫ ∞
−∞
du
2π
ei(Ωu−ω u¯) (2.78)
β∗Ωω = −
√
Ω
ω
∫ ∞
−∞
du
2π
ei(Ωu+ω u¯) (2.79)
Resolviendo las integrales:
∫ ∞
−∞
du
2π
ei(Ωu−ω u¯) =
e
Ωpi
2g
2πg
( g
ω
)− iΩ
g
Γ
(
− iΩ
g
)
(2.80)
∫ ∞
−∞
du
2π
ei(Ωu−ω u¯) =
e−
Ωpi
2g
2πg
( g
ω
)− iΩ
g
Γ
(
− iΩ
g
)
(2.81)
De (2.78)-(2.81), tenemos:
α∗Ωω = −e
Ωpi
g β∗Ωω (2.82)
Usando (2.82) en la propiedad de los coeficientes de Bogoluibov (2.61):
δ(Ω−Ω′) =
∫ ∞
0
dω (αΩ′ ωα
∗
Ωω − βΩ′ ωβ∗Ωω) (2.83)
=
∫ ∞
0
dω
(
e
(Ω′ +Ω)pi
g βΩ′ ωβ
∗
Ωω − βΩ′ ωβ∗Ωω
)
(2.84)
Despejando:
1
e
(Ω′ +Ω)pi
g − 1
δ(Ω−Ω′) =
∫ ∞
0
dω βΩ′ ωβ
∗
Ωω (2.85)
Haciendo Ω′ = Ω, notamos, tal como se menciono´ anteriormente, que la integral
diverge debido a la integracio´n sobre todo el espectro de energ´ıa ω en Minowski. No
obstante, la cantidad que acompan˜a a δ(0):
1
e
2piΩ
g − 1
(2.86)
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Se interpreta como la densidad del valor esperado del nu´mero de part´ıculas en la
cun˜a derecha7. La cual es, precisamente, el valor esperado del nu´mero de part´ıculas
con energ´ıa Ω para la distribucio´n de Bose-Einstein:
1
e
E
T − 1 (2.87)
Por lo tanto, el observador en la cun˜a derecha de Rindler percibe el vac´ıo de la
geometr´ıa de fondo (Minkowski) como un colectivo cano´nico de part´ıculas boso´nicas
con Spin = 0 (debido al campo escalar φ) con masa nula, cuya temperatura es pro-
porcional a la aceleracio´n de dicho sistema:
T =
g
2π
=
~g
2πcκβ
(2.88)
Este resultado se denominada Efecto Unruh [19].
7Dicho resultado sera´ comprobado en la subseccio´n 2.2.5 mediante el uso del formalismo de la
matriz de densidad aplicada a la cun˜a derecha
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2.2. A´ la Euclides
2.2.1. Integral de camino Euclidiana
La amplitud de transicio´n debido al operador de evolucio´n e−iHt:
〈φ(xf ; tf = t)|φ(x0; t0 = 0)〉 = 〈φf |e−iHt|φ0〉 (2.89)
Se puede expresar mediante la integral de camino:
〈φf |e−iHt|φ0〉 =
∫ φ(t)=φf
φ(t=0)=φ0
DφeiI (2.90)
Donde los l´ımites de integracio´n corresponden a los estados inicial y final, e I es
la accio´n de la teor´ıa I =
∫
dtdxL .
Si definimos los estados inicial y final sobre foliaciones espaciales (t0 = 0 y tf = t)
con topolog´ıa Σ = S1. Al propagar el estado inicial en el tiempo, la topolog´ıa del
espacio-tiempo sera´:
R1t ⊗ Σ = R1t ⊗ S1 (2.91)
Por lo tanto, la amplitud (2.90) se representara´ de la siguiente forma:
〈φf |e−iHt|φ0〉 <> (2.92)
Por otro lado, la integral de camino tambie´n se puede desarrollar en signatura
Euclidiana. Para ello se realiza la rotacio´n de Wick (Ape´ndice C):
tE = it (2.93)
La propagacio´n del estado inicial se dara´ en el tiempo Euclidiano:
〈φf |e−HtE |φ0〉 (2.94)
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Introduciendo (2.93) en iI, para el campo escalar real φ, tenemos:
iI = i
∫
dtdx
[
1
2
(
∂φ
∂t
)2
− 1
2
(∇φ)2 − 1
2
m2φ2
]
= −
∫
dtEdx
[
1
2
(
∂φ
∂tE
)2
+
1
2
(∇φ)2 + 1
2
m2φ2
]
(2.95)
Definimos la accio´n Euclidiana:
IE :=
∫
dtEdx
[
1
2
(
∂φ
∂tE
)2
+
1
2
(∇φ)2 + 1
2
m2φ2
]
(2.96)
Notamos:
iI = −IE = −HtE (2.97)
Donde:
H =
∫
dx
[
1
2
(
∂φ
∂tE
)2
+
1
2
(∇φ)2 + 1
2
m2φ2
]
(2.98)
tE =
∫
dtE (2.99)
De esta forma, al realizar la rotacio´n de Wick (2.93) sobre la amplitud (2.90),
obtenemos (Revisar [20]):
〈φf |e−HtE |φ0〉 =
∫ φ(tE)=φf
φ(tE=0)=φ0
Dφe−IE (2.100)
De igual manera, podemos definir los estados |φ〉 con topolog´ıa Σ = S1 sobre las
foliaciones tE = 0 y tE :
R1tE ⊗ Σ = R1tE ⊗ S1 (2.101)
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Luego, la amplitud (2.100) se representara´ de la siguiente forma:
〈φf |e−HtE |φ0〉 <> (2.102)
Por otro lado, al propagar el estado |ψ〉 desde tE = −T hasta tE = t = 0:
|ψ(t = 0)〉 = e−HT |ψ(tE = −T )〉 (2.103)
Establecemos la integral de camino Euclidiana con el l´ımite de integracio´n superior
indefinido:
|ψ(t = 0)〉 = e−HT |ψ(tE = −T )〉 =
∫ ψ(tE=0)
ψ(tE=−T )=ψ
Dψe−IE (2.104)
De igual manera, si la foliacio´n tE = 0 posee la topolog´ıa Σ, el estado (2.103) se
representara´ de la siguiente forma:
|ψ(t = 0)〉 = e−HT |ψ(tE = −T )〉 <> (2.105)
De esta forma, al no establecer el l´ımite superior de la integral de camino, defini-
mos el estado |ψ(t = 0)〉 sobre la foliacio´n con topolog´ıa Σ.
Evidentemente, la integral de camino Euclidiana preparara´ el estado |ψ〉 (desde
tE = −T hasta t = tE = 0) (2.103) para su evolucio´n en el tiempo Lorentziano
t (Minkowski), a partir de t = tE = 0. Por ende, el estado |ψ(t)〉 sera´ obtenido
realizando la evolucio´n temporal en dos etapas:
|ψ(t)〉 = e−iHt[e−HT |ψ(tE = −T )〉] (2.106)
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Y se representa:
|ψ(t)〉 = e−iHt[e−HT |ψ(tE = −T )〉] <> (2.107)
2.2.2. Estado de vac´ıo
Para obtener el estado de vac´ıo de la teor´ıa |0〉, propagamos el estado |φ〉 desde
tE = −T hasta tE = t = 0:
|φ(tE = 0)〉 = e−HT |φ(tE = −T )〉 (2.108)
Expresando |φ(tE = −T )〉 en la base del hamiltoniano H:
|φ(tE = −T )〉 =
∑
n
|n〉 〈n|φ(tE = −T )〉 =
∑
n
φn(tE = −T ) |n〉 (2.109)
De (2.109) en (2.108), tenemos:
|φ(tE = 0)〉 =
∑
n
e−HTφn(tE = −T ) |n〉 (2.110)
=
∑
n
e−EnTφn(tE = −T ) |n〉 (2.111)
Tomando el l´ımite T →∞ (tE → −∞):
l´ım
tE→−∞
|φ(tE = 0)〉 = l´ım
T→∞
∑
n
e−EnTφn(tE = −T ) |n〉 (2.112)
En la exponencial negativa, el autovalor En crece con n. Entonces, para un T lo
suficientemente grande el u´nico te´rmino que contribuira´ en la sumatoria sera´ el estado
base:
l´ım
tE→−∞
|φ(tE = 0)〉 ≈ e−E0Tφ0(tE = −T ) |0〉 (2.113)
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Adema´s, de:
|φ(tE = 0)〉 = e−HT |φ(tE = −T )〉 (2.114)∑
n
φn(tE = 0) |n〉 =
∑
n
e−EnTφn(tE = −T ) |n〉 (2.115)
Para n = 0:
φ0(tE = 0) |0〉 = e−E0Tφ0(tE = −T ) |0〉 (2.116)
Entonces, en (2.113):
l´ım
tE→−∞
|φ(tE = 0)〉 ≈ φ0(tE = 0) |0〉 (2.117)
Luego:
|0〉 ∝ l´ım
tE→−∞
|φ(tE = 0)〉 (2.118)
∝ l´ım
T→∞
e−HT |φ(tE = −T )〉 (2.119)
Dado el operador de evolucio´n temporal (Euclidiano) y el valor de tE en el estado
inicial (tE → −∞), tendremos que |0〉 sera´ definido en tE = t = 0:
|0(t = 0)〉 ∝
∫ φ(tE=0)
φ(tE→−∞)=0
Dφe−IE (2.120)
Donde, en el l´ımite inferior hemos usado (2.118), tal que:
φ(tE → −∞) = 0 (2.121)
2.2.3. Funcio´n de Particio´n
La funcio´n de particio´n Z(β) se define:
Z(β) :=
∑
n
e−βEn =
∑
n
〈φn|e−βH |φn〉 (2.122)
Donde β es la inversa de la temperatura: β = T−1.
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Notamos que, a diferencia de la integral de camino Euclidiana (2.90), en este caso
el estado final sera´ el mismo que el inicial. De esta forma, es evidente la periodicidad
de los estado |φn〉 en β:
tE ∼ tE + β → |φn(tE)〉 = |φn(tE + β)〉 (2.123)
Por lo tanto, es fa´cil notar que la funcio´n de particio´n Z(β), en te´rminos de la
integral de camino Euclidiana, sera´:
Z(β) =
∑
n
〈φn|e−βH |φn〉 =
∮
φn
Dφe−IE (2.124)
Donde:
β =
∮
dtE (2.125)
Y se presentara´:
Z(β) =
∑
n
〈φn|e−βH |φn〉 <> (2.126)
2.2.4. Singularidad co´nica y temperatura asociada
Aplicando al rotacio´n de Wick en la me´trica de Rindler, obtenemos el elemento
de l´ınea de Rindler en signatura Euclidiana:
ds2E = e
2gξ(dτ2E + dξ
2) (2.127)
El cual, mediante el cambio de variable visto en el Ape´ndice C, es el elemento de
l´ınea para las coordenadas polares (θ, ρ) del plano Euclidiano:
ds2E = ρ
2dθ2 + dρ2 (2.128)
Donde, a fin de evitar la singularidad co´nica en el origen del plano polar, debemos
imponer la periodicidad en θ:
θ ∼ θ + 2π (2.129)
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Dicha condicio´n de suavidad hace manifiesta la periodicidad de τE :
τE ∼ τE + 2π
g
(2.130)
La cual es precisamente la cantidad β (inversa de la temperatura) que vimos en
al subseccio´n concerniente a la Funcio´n de Particio´n 2.2.3.
Por lo tanto, la condicio´n de suavidad impuesta sobre el plano polar, fija el valor de
la periodicidad β en el tiempo Euclidiano. La cual, establece el valor de la temperatura
para el colectivo cano´nico de la teor´ıa:
T = β−1 =
g
2π
(2.131)
2.2.5. Matriz de densidad
La matriz de densidad pura (Ape´ndice D) para el estado de vac´ıo en Minkowski
sera´:
ρM := |0M 〉 〈0M | (2.132)
Sabemos:
H = HD ⊗HI (2.133)
Por lo tanto, la base del operador de campo en Minkowski, en te´rminos de aquellos
en las cun˜as derecha e izquierda de Rindler sera´:
|φM 〉 = |φD〉 ⊗Θ |φI〉 (2.134)
Donde Θ es el operador antiunitario (Ape´ndice E) CPT . Tal que:
• C : No tiene efecto alguno, ya que el campo es escalar.
• P : Dadas las transformaciones (1.62) (cun˜a derecha) y (1.67) (cun˜a izquierda),
la accio´n del operador coloca ambas cun˜as en concordancia espacial respecto de
la coordenada x de Minkowski.
• T : El tiempo en la cun˜a izquierda evoluciona en direccio´n opuesta al de la
derecha, el cual va acorde a Minkowski.
Luego, la matriz de densidad para la cun˜a derecha se obtiene tomando la traza
del lado izquierdo en la matriz total de la teor´ıa (2.132):
ρD = trI [ρM ] (2.135)
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No obstante, sabiendo de antemano que la percepcio´n del observador Rindler co-
rresponde a un colectivo cano´nico a temperatura:
T = β−1 =
g
2π
(2.136)
La matriz de densidad en la cun˜a derecha (ana´logo a la cun˜a izquierda) tendra´
una forma conocida:
ρD :=
1
Z(β)
∑
n
e−βEn |nD〉 〈nD| = e
− 2pi
g
HR
Z(β)
(2.137)
Donde, HR es el Hamiltoniano de Rindler en la cun˜a derecha con base |nD〉 y
autovalor En.
Por lo tanto, el valor esperado del nu´mero de part´ıculas con energ´ıa Ω en la cun˜a
derecha sera´:
〈ND〉 = tr [NDρD] = 1
Z(β)
∑
n
〈nD|ND e−
2pi
g
HR |nD〉 (2.138)
Sabiendo:
HR |nD〉 = En |nD〉 = nΩ |nD〉 (2.139)
NR |nD〉 = n |nD〉 (2.140)
Tenemos:
〈ND〉 =
∑
n
ne−
2pi
g
nΩ
∑
n
e−
2pi
g
nΩ
(2.141)
Sumando sobre todo el espectro de energ´ıa, i.e., desde n = 0 a n =∞.
〈ND〉 = 1
e
2piΩ
g − 1
(2.142)
De esta forma, el valor esperado del nu´mero de part´ıculas en la cun˜a derecha
es exactamente aquel correspondiente a la distribucio´n de Bose-Einstein obtenido en
(2.86).
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2.2.6. Thermofield Double State
Minkowski como producto tensorial de Rindler
De (2.134), el estado del operador de campo en Minkowski sera´ expresado en
te´rminos de las bases del mismo en cada cun˜a:
|φM 〉 = |φD〉 ⊗Θ |φI〉 (2.143)
Donde el operador antiunitario Θ (conjugacio´n CPT ) actu´a sobre el estado de
Rindler en la cun˜a izquierda a fin de que los estados del operador de campo en Rindler
{|φD〉 , |φI〉} posean la misma paridad y direccio´n de propagacio´n temporal (Lorentz).
De igual manera, para los autoestados del operador Hamiltoniano en Minkowski
tenemos:
|n〉 ∝ |nD〉 ⊗Θ |nI〉 (2.144)
De esta forma, la amplitud:
〈φM |0M (t = 0)〉 (2.145)
Sera´ escrita en te´rminos de los productos tensoriales (2.143) y (2.144).
Seccio´n Eucl´ıdea en coordenadas polares
La me´trica de Rindler en signatura Euclidiana se puede escribir como el elemento
de l´ınea del plano polar (θ, ρ) (Ape´ndice C):
ds2E = dρ
2 + ρ2dθ2 (2.146)
Luego, la transformacio´n de coordenadas entre Minkowski y Rindler, ambos en
signatura Euclidiana, sera´ un simple cambio a coordenadas polares (θ, ρ):
tE = ρ sin (θ) (2.147)
x = ρ cos (θ) (2.148)
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Donde, hemos abolido los signos ± presentes en las transformaciones Lorentzianas
(1.62)-(1.67) para las cun˜as derecha e izquierda, definidas en las regiones |t| < ±x; ya
que, las transformaciones en signatura Euclidiana (2.147)-(2.148) se definen en todo
el espacio (tE , x).
Asimismo, el vector Killing asociado al elemento de l´ınea (2.146) sera´ el generador
de rotaciones en el plano (tE , x):
∂θ = x∂tE − t∂x (2.149)
Tal que, al realizar el calculo para determinar la direccio´n de propagacio´n de θ
respecto de tE , obtenemos que esta se dara´ en sentido antihorario. Por ende, las dis-
cordancias en la direccio´n temporal y paridad, vistas para la seccio´n Lorentziana de
las cun˜as derecha e izquierda, sera´n interpretadas, en su contraparte Euclidiana, como
una diferencia angular.
Finalmente, mientras el operador Hamiltoniano H genera traslaciones en tE , en
coordenadas polares (H = Hθ) dicho operador generara´ traslaciones en θ, i.e., rota-
ciones de a´ngulo θ en el plano (tE , x). Entonces:
Hθ = H
R (2.150)
Amplitud de transicio´n
La amplitud de transicio´n para el estado del operador de campo φ y el vac´ıo |0〉,
ambos definidos en Minkowski, para t = 0, sera´:
〈φM |0M (t = 0)〉 ∝ l´ım
T→∞
〈φM | e−HT |φ(tE = −T )〉 (2.151)
∝
∫ φ(tE=0)=φM
φ(tE→−∞)=0
Dφe−IE (2.152)
Tal que, en coordenadas polares (2.147)-(2.148), los l´ımites de integracio´n tE =
−∞ y tE = 0, correspondera´n a θ = −π y θ = 0. Luego:
φ(θ = −π) = φI (2.153)
φ(θ = 0) = φD (2.154)
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De esta manera, el HamiltonianoHR propagara´ el estado |φI〉 hacia |φD〉, en t = 0,
a trave´s de la seccio´n Eucl´ıdea, mediante una rotacio´n antihoraria de π (Figura 2.1).
Por lo tanto:
〈φM |0M (t = 0)〉 ∝
∫ φ(θ=0)=φD
φ(θ=−π)=φI
Dφe−IE (2.155)
∝ 〈φD| e−πH
R |φI〉 (2.156)
Figura 2.1: Propagacio´n de los estados del operador de campo en Rindler.
Accio´n del operador e−πH
R
sobre |nI〉
Para poder determinar la amplitud (2.156), primero procederemos a mostrar la
validez de la siguiente definicio´n:
e−πH
R |nI〉 := e−πEn |nD〉 (2.157)
Sabemos:
|φ′D〉 = e−πH
R |φI〉 (2.158)
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Insertando los operadores unidad para las bases del operador Hamiltoniano co-
rrespondiente a cada cun˜a en (2.158):
∑
n
|nD〉 〈nD|φ′D〉 =
∑
n
e−πH
R |nI〉 〈nI |φI〉 (2.159)
∑
n
φ
′D
n |nD〉 =
∑
n
e−πH
R
φIn |nI〉 (2.160)
Entonces, usando (2.157), (2.153) y (2.154) en (2.160), tenemos la siguiente ex-
presio´n:
∑
n
φ′n(θ = 0)n |nD〉 =
∑
n
e−πEnφn(θ = −π) |nD〉 (2.161)
La cual es consistente con aquella encontrada para la propagacio´n en tE (2.115):
∑
n
φn(tE = 0) |n〉 =
∑
n
e−TEnφn(tE = −T ) |n〉 (2.162)
Thermofield Double State
Insertamos el operador unidad:
1 =
∑
n
|nI〉 〈nI | (2.163)
En (2.156):
〈φM |0M (t = 0)〉 ∝ 〈φD| e−πH
R |φI〉 (2.164)
∝ 〈φD| e−πH
R
∑
n
|nI〉 〈nI |φI〉 (2.165)
Usando (2.157) y lo obtenido en el Ape´ndice E:
〈φM |0M (t = 0)〉 ∝
∑
n
e−πEn 〈φD|nD〉
[〈φI |Θ†][Θ |nI〉] (2.166)
De (2.143) y (2.144), tenemos:
〈φM |0M (t = 0)〉 ∝ 〈φD| ⊗ 〈φI |Θ†
[∑
n
e−πEn |nD〉 ⊗Θ |nI〉
]
(2.167)
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Sabemos que |0〉 es un estado puro, .i.e., 〈0|0〉=1. Por lo tanto, a partir de dicha
condicio´n de normalizacio´n, tenemos:
|0M (t = 0)〉 =
∑
n
e−
β
2En√
Z(β)
|nD〉 ⊗Θ |nI〉 (2.168)
Donde β = 2π.
El estado (2.168) es denominado Thermofield Double State TFD (Revisar [2][3][4]).
Consistencia del TFD
La matriz de densidad para la cun˜a derecha se obtendra´ de (2.135):
ρD =
∑
n
〈nI |Θ†
[∑
m
∑
m′
e−
β
2 (Em+Em′ )
Z(β)
|mD,mI〉 〈mD,mI |
]
Θ |nI〉 (2.169)
Donde:
|mD,mI〉 = |mD〉 ⊗Θ |mI〉 (2.170)
〈mD,mI | = 〈m′D| ⊗ 〈m′I |Θ† (2.171)
De esta manera, ρD sera´:
ρD =
∑
n
e−βEn
Z(β)
|nD〉 〈nD| (2.172)
Notamos que ρD es una matriz de densidad mixta (ρ
2
D 6= ρD), elaborada a partir
de los estados puros |nD〉 en la cun˜a derecha (lo mismo para la cun˜a izquierda).
Adema´s, es importante mencionar que las teor´ıas en las cun˜as son invariantes
conforme (CFT) a temperatura:
T = β−1 =
1
2π
(2.173)
Por lo tanto, el vac´ıo de Minkowski |0M (t = 0)〉 dado por el Thermofield Double
State (2.168) es un estado entrelazado (ρD y ρI son mixtas) de las CFTs {|nD〉 , |nI〉}
a temperatura β−1.
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Donde, la temperatura del colectivo cano´nico descrito por ρD (2.173) es aquella
asociada al defecto co´nico del plano polar (θ, ρ):
θ ∼ θ + 2π → T = 1
2π
(2.174)
No obstante, la percepcio´n del observador Rindler es obtenida a partir de la rela-
cio´n entre τE y θ (Ape´ndice C):
gdτE = dθ (2.175)
Por lo tanto, la temperatura percibida por el observador Rindler sera´:
T =
g
2π
(2.176)
En concordancia con lo obtenido en la subseccio´n 2.1.5.
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2.3. Observaciones Finales
Mientras el observador inercial percibe el vac´ıo de la teor´ıa sobre la geometr´ıa de
fondo como el estado de cero part´ıculas; el no inercial, percibe un colectivo cano´nico
de part´ıculas de Spin 0 y temperatura:
T =
g
2π
(2.177)
Adema´s, a partir de la rotacio´n de Wick, las relaciones termodina´micas surgen al
imponer periodicidad en la continuacio´n Eucl´ıdea de la coordenada temporal. De esta
manera, abolimos la singularidad co´nica en dicha estructura espacial.
Finalmente, el estado de vac´ıo de la teor´ıa, |0M 〉, es un estado entrelazado de las ba-
ses del operador Hamiltoniano en cada cun˜a. Dicho estado, denominado Thermofield
Double State, es de suma importancia; ya que, como veremos en el siguiente cap´ıtulo,
surgira´ de forma natural para la geometr´ıa global de BTZ mediante aplicacio´n de la
correspondencia AdS/CFT .
Cap´ıtulo 3
Dualidad Agujero-de-
Gusano/Entralazamiento-
cua´ntico
En este capitulo desarrollaremos el detalle de la gravedad en (2+1) con curvatura
constante negativa. Adema´s, mediante identificaciones en la topolog´ıa lograremos ob-
tener la solucio´n de agujero negro denominada BTZ. Asimismo, a partir de lo visto en
el cap´ıtulo anterior, y la correspondencia AdS/CFT , hallaremos el dual hologra´fico
para el agujero negro eterno.
3.1. ¿Gravedad o no gravedad en 2+1?
El tensor de Riemann para un espacio-tiempo de me´trica gµν y dimensio´n (d+1) ≥
3 pude descomponerse de la siguiente manera:
Rµνρσ = Cµνρσ +
1
d− 1(gµρRνσ + gνσRµρ − gνρRµσ − gµσRνρ)
− 1
d(d− 1)R(gµρgνσ − gνρgµσ) (3.1)
Donde Cµνρσ es el tensor de Weyl. Tal que, para el vac´ıo Tµν = 0→ Rµν = R = 0:
Rµνρσ = Cµνρσ (3.2)
El tensor Cµνρσ sera´ el portador de los grados de libertad concernientes a las per-
turbaciones (ondas gravitacionales) que se propagan en el vac´ıo.
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Adema´s, posee las mismas simetr´ıas del tensor de Riemann:
Cµνρσ = Cρσµν (3.3)
Cµνρσ = −Cνµρσ (3.4)
= −Cµνσρ (3.5)
Cµ[νρσ] = 0 (3.6)
Y tiene traza nula:
Cµρµσ = 0 (3.7)
3.1.1. 2 + 1 con Rµν = 0
Para el vac´ıo con constante cosmolo´gica nula:
Rµν = 0 (3.8)
El tensor de Riemann (3.1) en (2 + 1) sera´:
Rµνρσ = Cµνρσ (3.9)
No obstante, en la dimensio´n mencionada, (2 + 1), al menos dos de los ı´ndices
del tensor de Weyl sera´n iguales. En caso de tener ma´s de dos ı´ndices iguales, de las
simetr´ıas (3.3)-(3.6), dicho tensor sera´ nulo:
Caaab = −Caaba = Cabaa = −Cbaaa = 0 (3.10)
Caaaa = 0 (3.11)
Por otro lado, para 2 ı´ndices iguales, tenemos lo siguientes casos:
{Caabc, Caacb, Cbcaa, Ccbaa, Cabac, Cacab} (3.12)
De las simetr´ıas (3.3)-(3.7), el u´nico elemento posiblemente distinto de cero es:
Cabac = Cacab (3.13)
3.1 ¿Gravedad o no gravedad en 2+1? 45
Adema´s, de (3.7):
Cabac = g
aaCabac = 0 (3.14)
Tenemos:
g00C0b0c + g
11C1b1c + g
22C2b2c = 0 (3.15)
Para b 6= c, de las simetr´ıas (3.3)-(3.7) y sabiendo que los elementos de la me´trica{
g00, g11, g22
}
son distintos de cero, todos los te´rminos en Cabac sera´n nulos.
Por otro lado, para b = c, tenemos:
g11C1010 = −g22C2020 (3.16)
g22C2121 = −g00C0101 (3.17)
g00C0202 = −g11C1212 (3.18)
No obstante, de (3.3)-(3.7), tenemos las siguientes igualdades:
g11C1010 = −g22C2020 = g
11g22
g00
C1212 = −g11C1010 (3.19)
Finalmente, en (2 + 1) el tensor de Weyl es nulo, y por consiguiente, tambie´n el
tensor de Riemann:
Rµνρσ = Cµνρσ = 0 (3.20)
Por lo tanto, no hay grados de libertad gravitacionales y la curvatura es nula.
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3.1.2. 2 + 1 con Rµν = 2Λgµν
De la subseccio´n anterior Cµνρσ = 0, entonces (3.1) sera´:
Rµνρσ =
R
6
[gµρgνσ − gνρgµσ] (3.21)
Por lo tanto, en (2 + 1) no hay propagacio´n de grados de libertad concernientes a
perturbaciones en el vac´ıo, y el tensor de Riemann corresponde a aquel dado para un
espacio-tiempo de ma´xima simetr´ıa1:
Rµνρσ =
R
(d+ 1)(d)
[gµρgνσ − gνρgµσ] (3.22)
1Aquel que posee la ma´xima cantidad de vectores killing. Para un espacio-tiempo de (d + 1)-
dimensiones:
1
2
(d+ 1)(d+ 2)
Adema´s, un espacio-tiempo embebido sera´ de ma´xima simetr´ıa si posee todas aquellas concernien-
tes al espacio-tiempo base. Por ejemplo: S2 respecto de R3.
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3.2. Agujero negro de BTZ
3.2.1. Espacio-tiempo AdS
El espacio-tiempo Anti-de Sitter (AdS), en (d + 1) dimensiones, es una solucio´n
de la ecuacio´n de Einstein-Hilbert para el vac´ıo (Tµν = 0) con constante cosmolo´gica
negativa (Λ < 0):
Rµν − 1
2
gµνR = −Λgµν (3.23)
Para ver ello, primero construiremos AdS a partir de embeber una hiper-superficie
en un espacio-tiempo plano con una componente temporal adicional:
ds2 = −(dx0)2 − (dx1)2 + (dx2)2 + ...+ (dxd+1)2 (3.24)
AdS(d+1) se define sobre la hiper-superficie a L constante:
− (x0)2 − (x1)2 + (x2)2 + ...+ (xd+1)2 = −L2 (3.25)
Evidentemente, este es un espacio-tiempo homoge´neo, i.e., dada su construccio´n,
resulta invariante bajo el mismo grupo de simetr´ıa del espacio-tiempo donde fue em-
bebido: SO(2, d).
La me´trica de AdS se obtiene mediante el siguiente mapeo:
x0 = L cosh ρ cos t˜ (3.26)
x1 = L cosh ρ sin t˜ (3.27)
xi = L sinh ρωi (3.28)
Donde:
1 = ω22 + ω
2
3 + ...+ ω
2
d+1 (3.29)
De esta forma, el elemento de l´ınea sera´:
ds2 = L2
(− cosh2 ρdt˜2 + dρ2 + sinh2 ρdΩ2d−1) (3.30)
De (3.26) y (3.27) notamos que la coordenada t˜ define bucles temporales debido
a su periodicidad de 2π. La manera adecuada de solucionar esto es recurriendo al
recubrimiento universal, i.e., ‘desenrollando’ el espacio-tiempo; tal que, la coordenada
temporal, en lugar de ir de −π a π, ira´ de −∞ a +∞.
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Adema´s, haciendo los cambios de variables:
r = L sinh ρ (3.31)
t = t˜L (3.32)
Tenemos la siguiente forma para la me´trica del espacio-tiempo AdS:
ds2 = −
(
r2
L2
+ 1
)
dt2 +
(
r2
L2
+ 1
)−1
dr2 + r2dΩ2d−1 (3.33)
En (2 + 1), el elemento de l´ınea de AdS sera´:
ds2 = −
(
r2
L2
+ 1
)
dt2 +
(
r2
L2
+ 1
)−1
dr2 + r2dφ2 (3.34)
Adema´s, debido a que dicho espacio-tiempo es homoge´neo, su tensor de curvatura
sera´ aquel de ma´xima simetr´ıa (3.22). Por lo tanto, el tensor de Riemann para la
me´trica2 (3.34) sera´:
Rµνρσ =
R
6
[gµρgνσ − gνρgµσ] (3.35)
Para determinar el valor del escalar de Ricci, igualamos los tensores de Ricci
obtenidos a partir de la me´trica de AdS3 (3.34) y la ecuacio´n de Einstein-Hilbert
(3.23), respectivamente:
Rµν = − 2
L
gµν = 2Λgµν (3.36)
Encontramos:
Λ = − 1
L2
(3.37)
R = − 6
L2
(3.38)
Por ende, el tensor de Riemann y el escalar de Kretschmann sera´n:
Rµνρσ = − 1
L2
[gµρgνσ − gνρgµσ] (3.39)
K =
12
L4
(3.40)
Finalmente, tal como se menciono´ al principio de esta subseccio´n, el espacio-tiempo
2Para AdS(d+1), este resultado y los siguientes se obtendra´n fa´cilmente a partir de la ecuacio´n
de Einstein-Hilbert (3.23), donde se hara´ evidente la dependencia de la dimensio´n espacial d.
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AdS en (2 + 1), descrito por la me´trica (3.34), es una solucio´n de la ecuacio´n de
Einstein-Hilbert (3.23) en el vac´ıo (Tµν = 0) con constante cosmolo´gica negativa
(3.37). Adema´s, dicha me´trica describe un espacio-tiempo con curvatura constante
negativa (3.38).
3.2.2. De AdS a BTZ
Tal como se ha visto en la subseccio´n anterior, el espacio-tiempo AdS3 es invariante
bajo el grupo SO(2, 2) (grupo de simetr´ıa del espacio-tiempo base, plano, donde se ha
embebido la hiper-superficie sobre la cual definimos AdS3). Por lo tanto, los vectores
de Killing asociados a dicho grupo sera´n:
Jµν = xν∂µ − xµ∂ν (3.41)
Tal que, los ı´ndices {µ, ν} esta´n asociados a las coordenadas {x0, x1, x2, x3} del
espacio-tiempo base.
Podemos construir un nuevo espacio-tiempo a partir de variaciones en la topolog´ıa
de AdS3. Para ello, usaremos el siguiente vector Killing:
ξ =
r+
L
J12 − r−
L
J03 (3.42)
Dado por la combinacio´n lineal de:
J12 = x
2∂1 + x
1∂2 (3.43)
J03 = x
3∂0 + x
0∂3 (3.44)
Obtenidos para el espacio-tiempo base (3.41). De esta manera, la forma del vector
Killing en componentes contravariantes sera´:
ξµ =
(
−x3 r−
L
, x2
r+
L
, x1
r+
L
,−x0 r−
L
)
(3.45)
La construccio´n mencionada se realizara´ mediante la identificacio´n de puntos en el
espacio-tiempo AdS3 debido a la aplicacio´n del vector Killing (3.42). De esta manera,
tenemos:
xµ ∼ enξxµ (3.46)
Donde n, es el valor del para´metro asociado al vector Killing ξ, el cual define la
periodicidad mostrada arriba.
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Adema´s, es necesario imponer que dicho vector Killing sea tipo-espacio:
ξµξµ =
r2+
L2
(
(x1)2 − (x2)2)+ r2−
L2
(
(x0)2 − (x3)2) > 0 (3.47)
De esta forma evitamos la existencia de bucles temporales. Luego, de (3.25) en la
norma del vector Killing, tenemos:
ξµξµ =
(
r2+ − r2−
)
L2
(
(x1)2 − (x2)2)+ r2− > 0 (3.48)
Del cual, se obtiene la siguiente desigualdad:
− r
2
−L
2
r2+ − r2−
< (x1)2 − (x2)2 <∞ (3.49)
La cual, nos permite clasificar la regio´n (3.49) en tres subregiones:
Regio´n I : L2 < (x1)2 − (x2)2
Desarrollando:
L2 < (x1)2 − (x2)2 (3.50)
L2
(
r2+ − r2−
)
L2
+ r2− <
(
r2+ − r2−
)
L2
(
(x1)2 − (x2)2)+ r2− (3.51)
Tenemos:
r2+ < ξ
µξµ <∞ (3.52)
En esta regio´n insertamos el siguiente mapeo de
{
x0, x1, x2, x3
}
a {t, r, φ} para
r > r+:
x0 =
√
A+(r) sinhφ+(t, φ) (3.53)
x1 =
√
A−(r) coshφ−(t, φ) (3.54)
x2 =
√
A−(r) sinhφ−(t, φ) (3.55)
x3 =
√
A+(r) coshφ+(t, φ) (3.56)
Donde, la base vectorial de φ:
∂φ =
∂xµ
∂φ
∂µ (3.57)
En comparacio´n con (3.45), sera´:
∂φ = ξ
µ (3.58)
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Regio´n II : 0 < (x1)2 − (x2)2 < L2
Procediendo igual que en la regio´n I, tenemos:
r2− < ξ
µξµ < r
2
+ (3.59)
En esta regio´n insertamos el siguiente mapeo de
{
x0, x1, x2, x3
}
a {t, r, φ} para
r+ > r > r−:
x0 = −
√
−A+(r) sinhφ+(t, φ) (3.60)
x1 =
√
A−(r) coshφ−(t, φ) (3.61)
x2 =
√
A−(r) sinhφ−(t, φ) (3.62)
x3 = −
√
−A+(r) coshφ+(t, φ) (3.63)
Donde, obtenemos:
∂φ = ξ
µ (3.64)
Regio´n III : − r
2
−
L2
r2+−r
2
−
< (x1)2 − (x2)2 < 0
De forma ana´loga, tenemos:
0 < ξµξµ < r
2
− (3.65)
En esta regio´n insertamos el siguiente mapeo de
{
x0, x1, x2, x3
}
a {t, r, φ} para
r− > r > 0:
x0 = −
√
−A+(r) sinhφ+(t, φ) (3.66)
x1 =
√
−A−(r) coshφ−(t, φ) (3.67)
x2 =
√
−A−(r) sinhφ−(t, φ) (3.68)
x3 = −
√
−A+(r) coshφ+(t, φ) (3.69)
Igualmente, se obtiene:
∂φ = ξ
µ (3.70)
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En las tres regiones mencionadas tenemos los mapeos de
{
x0, x1, x2, x3
}
a {t, r, φ}
bajo diferentes condiciones en la coordenada radial r. Donde:
A+(r) = L
2
(
r2 − r2+
r2+ − r2−
)
(3.71)
A−(r) = L
2
(
r2 − r2−
r2+ − r2−
)
(3.72)
φ+(t, φ) =
1
L
(
tr+
L
− φr−
)
(3.73)
φ−(t, φ) =
1
L
(
− tr−
L
+ φr+
)
(3.74)
De esta manera, en las tres regiones el elemento de l´ınea, determinado por (3.24),
sera´:
ds2 = −N(r)2dt2 +N(r)−2dr2 + r2
(
dφ− r+r−
Lr2
dt
)2
(3.75)
Donde:
N(r)2 =
[(
r2 − r2+
)(
r2 − r2−
)
L2r2
]
(3.76)
0 < r <∞ (3.77)
−∞ < t <∞ (3.78)
−∞ < φ <∞ (3.79)
Evidentemente, para los valores de r dados por r+ y r−, la funcio´n N(r)
2 sera´ nula:
N(r+)
2 = N(r−)
2 = 0 (3.80)
Por otro lado, de (3.75) notamos que ∂φ es un vector Killing asociado a dicha
me´trica.
Adema´s, sabemos:
∂φ = ξ
µ (3.81)
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Por consiguiente, la siguiente identificacio´n en la coordenada φ:
φ ∼ φ+ 2π (3.82)
Sera´, precisamente, aquella mencionada en (3.46) para el vector de Killing ξ, donde
n = 2π:
xµ ∼ e2πξxµ (3.83)
Por lo tanto, el elemento de l´ınea (3.75), construido a partir de la identificacio´n
(3.83) en el espacio-tiempo AdS3, sera´ aquel correspondiente al agujero negro rotante,
con momento angular J :
ds2 = −
(
r2
L2
+
J2
4r2
−M
)
dt2 +
(
r2
L2
+
J2
4r2
−M
)−1
dr2
+ r2
(
dφ− J
2r2
dt
)2
(3.84)
Donde:
M =
r2+ + r
2
−
L2
(3.85)
J =
2r+r−
L
(3.86)
r± = L

M
2

1±
√
1−
(
J
ML
)2


1
2
(3.87)
Dicho elemento de l´ınea es denominado BTZ [5][6], el cual es solucio´n de la ecua-
cio´n de Einstein-Hilbert con constante cosmolo´gica negativa.
Para el propo´sito de este trabajo consideraremos el elemento de l´ınea (3.84) con
J = 0:
ds2 = −
(
r2
L2
−M
)
dt2 +
(
r2
L2
−M
)−1
dr2 + r2dφ2 (3.88)
El cual tiene horizonte de eventos en r+ = L
√
M .
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Adema´s, como se menciono´ anteriormente, es solucio´n de la ecuacio´n de Einstein
(3.23); tal que, al igual que en AdS3, la me´trica (3.88) define un espacio-tiempo con:
Λ = − 1
L2
(3.89)
Rµν = − 2
L
gµν → R = − 6
L
(3.90)
K =
12
L4
(3.91)
Evidentemente, dada su construccio´n, BTZ es localmente AdS3, i.e., un espacio-
tiempo de curvatura constante negativa; Por ende, en r = 0, de la forma del escalar
de Kretschmann (3.91), no habra´ singularidad.
Adema´s, sabemos que en (2+1) no existe propagacio´n de grados de libertad debido
a perturbaciones gravitacionales (tensor de Weyl nulo). No obstante, como veremos,
la me´trica BTZ posee termodina´mica.
3.2.3. L´ımite cerca del horizonte
Tomando el l´ımite cerca del horizonte:
r → r(ǫ) = L
√
M
(
1 + ǫ2
)
(3.92)
Con ǫ2 ≪ 1.
Luego:
r(ǫ)2 ≈ L2M + 2L2Mǫ2 (3.93)
El elemento de l´ınea (3.88), sera´:
ds2 ≈ −2Mǫ2dt2 + 2L2dǫ2 + r(ǫ)2dφ2 (3.94)
Haciendo:
ρ =
√
2Lǫ (3.95)
ω =
t
√
M
L
(3.96)
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Y tomando un valor arbitrario del a´ngulo polar φ = φ0 para la observacio´n cerca
del horizonte, tendremos:
ds2 ≈ −ρ2dω2 + dρ2 (3.97)
La cual, bajo el cambio de coordenadas:
T = ρ sinhω (3.98)
X = ρ coshω (3.99)
Toma la forma final de me´trica plana:
ds2 ≈ −dT 2 + dX2 (3.100)
Lo cual resulta lo´gico, sabiendo que BTZ es localmente AdS3, el cual a su vez es
conforme a Minkowski (Ape´ndice F). De esta manera, se hace evidente que la regio´n
cercana al horizonte es suave y, por lo tanto, no habra´ singularidad alguna en dicha
regio´n.
3.2.4. Temperatura de Hawking
Usando la rotacio´n de Wick (Ape´ndice C):
θ = iω (3.101)
Sobre la me´trica (3.97), obtenemos:
ds2 ≈ ρ2dθ2 + dρ2 (3.102)
Imponiendo la periodicidad en θ, de forma tal que el plano polar (θ, ρ) no posea
singularidad co´nica en el origen:
θ ∼ θ + 2π (3.103)
Encontramos el valor de la periodicidad β para el tiempo en signatura Euclidiana
tE = it asociado a la me´trica (3.88). De esta forma, comparando tE (de (3.96)) y θ,
tenemos:
tE
√
M
L
= θ → β = 2πL√
M
(3.104)
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Por lo tanto, la temperatura de Hawking β−1 para el agujero negro descrito por
la me´trica (3.88), sera´:
TH =
√
M
2πL
(3.105)
La cual, obviamente, concuerda con la expresio´n conocida para la temperatura de
Hawking:
TH =
κ
2π
(3.106)
Donde, la gravedad superficial κ, para la me´trica (3.88), es:
κ =
r+
L2
(3.107)
3.2.5. Integral de camino gravitacional
Tal como hemos visto en el cap´ıtulo anterior, la funcio´n de particio´n se define como
la integral de camino Euclidiana, en la cual, el campo de la teor´ıa tiene periodicidad
en el tiempo Euclidiano tE , dado por:
tE ∼ tE + β (3.108)
Por lo tanto, la funcio´n de particio´n Z(β) asociada a las relaciones termodina´mi-
cas de los agujeros negros, se definira´ como la integral de camino gravitacional, en
signatura Euclidiana, donde el campo de la teor´ıa, la variedad Eucl´ıdea gµν , posea la
periodicidad descrita en (3.108).
De esta forma, tenemos:
Z(β) =
∫
Dge
−SE (3.109)
Donde, a fin de la aplicacio´n de la correspondencia AdS/CFT , usaremos la apro-
ximacio´n semicla´sica de punto de silla (saddle-point) al rededor de la solucio´n cla´sica
para la accio´n Eucl´ıdea [20]:
Z(β) ≈ e−IE (3.110)
Donde, IE es la accio´n Eucl´ıdea cla´sica [21][22]:
IE = − 1
16πG
∫
M
d3x
√
g(R− 2Λ)− 1
8πG
∫
∂M
d2x
√
hK
− 1
8πG
∫
∂M
d2x
√
hK0 (3.111)
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El primer te´rmino es la accio´n de Einstein-Hilbert, el segundo, el te´rmino de borde
necesario para que el principio de accio´n permanezca bien definido, y el u´ltimo, el
contra-te´rmino necesario para eliminar divergencias en el borde r →∞, para que, IE
sea finita, a fin de obtener las siguientes variables termodina´micas:
S = (β∂β − 1)IE (3.112)
E = ∂βIE (3.113)
Por lo tanto, calcularemos cada te´rmino de la accio´n Eucl´ıdea IE (3.111) para
BTZ, con me´trica en dicha signatura:
ds2 =
(
r2
L2
−M
)
dt2E +
(
r2
L2
−M
)−1
dr2 + r2dφ2 (3.114)
Donde tE ∼ tE + β.
Einstein-Hilbert
Sabiendo:
R = 6Λ (3.115)
λ = − 1
L2
(3.116)
√
g = r (3.117)
Tenemos:
IE−H =
1
4πGL2
∫ β
0
dtE
∫ 2π
0
dφ
∫ r0
r+
rdr (3.118)
=
β
4GL2
(
r20 − r2+
)
(3.119)
Donde la integracio´n en r se realizo´ desde el horizonte r+ hasta el borde r = r0;
debido a que, para el elemento de l´ınea de BTZ en signatura Euclidiana (3.114) se
tiene la periodicidad de tE en β. Adema´s, para valores arbitrarios de r, la longitud
propia de β dependera´ de gtEtE :
β = β(r) =
∫ √
r2
L2
−MdtE (3.120)
Tal que, para el plano (tE , r), el origen queda determinado por el valor de r que
hace β(r) = 0. Evidentemente, dicho valor sera´ r = r+.
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Por lo tanto, para la accio´n en signatura Euclidiana:
r+ < r <∞ (3.121)
Te´rmino de borde
La traza de la me´trica en el borde r = r0, en signatura Euclidiana, sera´:
√
h = r0
√
r20
L2
−M (3.122)
Por otro lado, el vector unitario normal a la hipersuperficie:
S = r − r0 = 0 (3.123)
Sera´:
nν =
gµν∂µS√
gµν∂µS∂νS
(3.124)
=
δνr g
rr∂rS√
grr∂rS∂rS
(3.125)
=
δνr√
grr
(3.126)
Tenemos:
nν = δνr
√
r20
L2
−M (3.127)
Con lo cual ya estamos listos para calcular la traza del tensor de curvatura extr´ınse-
ca Kµν = ∇(µnν):
K = gµνK
µν = ∇µnµ (3.128)
Luego:
K = ΓtErtEn
r + ∂rn
r + Γrrrn
r + Γφrφn
r (3.129)
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Tenemos:
K =
r0
L2
√
r20
L2
−M
+
√
r20
L2
−M
r0
(3.130)
Por lo tanto, el te´rmino de borde sera´:
IB = − 1
8πG
∫ β
0
dtE
∫ 2π
0
dφr0
√
r20
L2
−M

 r0
L2
√
r20
L2
−M
+
√
r20
L2
−M
r0


IB =
β
4G
(
M − 2r
2
0
L2
)
(3.131)
Contra-te´rmino
Como podemos notar de IE−H + IB :
IE−H + IB = − βr
2
0
4GL2
(3.132)
En el borde, r0 →∞, dicha suma sera´ divergente. Por tal motivo, se fijara´ el valor
de K0 en (3.111) de tal manera que se obtenga un valor finito para IE .
Tenemos:
ICT = − 1
8πG
∫ β
0
dtE
∫ 2π
0
dφr0
√
r20
L2
−MK0 (3.133)
ICT = −βK0r0
4G
√
r20
L2
−M (3.134)
Ahora, la accio´n IE , sera:
IE = IE−H + IB + ICT (3.135)
= − βr
2
0
4GL2
− βK0r0
4G
√
r20
L2
−M (3.136)
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Realizando la expansio´n en r0 →∞, tenemos:
IE = − βr
2
0
4GL2
− βK0
4G
[
r20
L
− LM
2
+O
(
1
r20
)]
(3.137)
Donde O
(
1
r20
)
≈ 0. Luego:
IE ≈ − βr
2
0
4GL2
− βK0r
2
0
4GL
+
βK0LM
8G
(3.138)
Evidentemente, a fin de eliminar la divergencia en r0 →∞, tenemos:
K0 = − 1
L
(3.139)
Por lo tanto, de (3.139) y (3.104), la accio´n Eucl´ıdea para BTZ, sera´:
IE ≈ −π
2L2
2Gβ
(3.140)
De esta manera, podemos obtener la entrop´ıa S asociada a dicho agujero negro:
S = (β∂β − 1)IE (3.141)
S =
2π
√
ML
4G
(3.142)
La cual encaja, precisamente, con la ley de a´rea de Hawking-Bekenstein [11]
S =
A
4G
(3.143)
Donde, para el caso de BTZ, el a´rea A sera´ la longitud de la circunferencia de
radio r+ =
√
ML:
A = 2π
√
ML (3.144)
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Finalmente, para E, tenemos:
E = ∂βIE (3.145)
E =
M
8G
(3.146)
Debido a la forma de la expresio´n para E, algunos autores fijan G = 18 .
3.2.6. Geometr´ıa asinto´tica
Un espacio-tiempo en (d + 1) dimensiones (M, gµν) sera´ considerado asinto´tica-
mente AdS [23], si existe una variedad M˜ con borde ∂M˜ y me´trica sera´ g˜µν . Siempre
que:
1. gµν satisface la ecuacio´n de Einstein-Hilbert (3.23) con Λ < 0, y el tensor de
energ´ıa-momento Tµν , sea tal que Ω
2−dTµν permanezca suave sobre ∂M˜ .
2. g˜µν = Ω
2gµν . Donde Ω es definida positiva y suave en el interior de la variedad
M˜ .
3. El borde ∂M˜ tendra´ topolog´ıa Sd−1 ⊗ R.
4. Ω sera´ nulo sobre ∂M˜ , mientras ∇µΩ permanecera´ finito en dicha regio´n.
5. El tensor de Weyl para g˜µν sera´ suave en M˜ y nulo en ∂M˜ .
Para BTZ (d = 2), la condicio´n 1 queda satisfecha. Como sabemos, la me´trica
gµν (3.88) es solucio´n de la ecuacio´n de Einstein-Hilbert (3.23). Adema´s, Tµν = 0.
Luego, para satisfacer la condicio´n 2 definimos:
Ω :=
1
r
(3.147)
Tal que, el elemento de l´ınea g˜µν , con t˜ = t/L, sera´:
ds˜2 = −(1−ML2Ω2)dt˜2 + dΩ21
L2
− Ω2M + dφ
2 (3.148)
Por ende, Ω estara´ definida positiva y suave al interior de M˜ .
En el borde Ω = 0 (r →∞):
ds˜2 = −dt˜2 + dφ2 (3.149)
Por lo tanto, la topolog´ıa de ∂M˜ sera´ R⊗ S1. Lo cual satisface la condicio´n 3.
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La condicio´n 4 quedara´ satisfecha, directamente, al inspeccionar el elemento de
l´ınea de la me´trica g˜µν dado en (3.148):
Ω
∣∣∣∣
∂M˜
= 0 (3.150)
∇ΩΩ
∣∣∣∣
∂M˜
= 1 (3.151)
Finalmente, la condicio´n 5 se satisface trivialmente. Como sabemos, en (2 + 1) el
tensor de Weyl es nulo (3.20).
En conclusio´n, BTZ es asinto´ticamente AdS3.
3.2.7. Estructura global: Diagrama de Penrose-Carter
Sea el elemento de l´ınea de BTZ:
ds2 = −
(
r2
L2
−M
)
dt2 +
(
r2
L2
−M
)−1
dr2 + r2dφ2 (3.152)
Para determinar la estructura causal global construiremos el diagrama de Penrose-
Carter.
Para ello, tomaremos el elemento de l´ınea correspondiente a rayos de luz radiales
para φ = φ0:
dt2 =
dr2(
r2
L2
−M)2 (3.153)
Con la finalidad de definir coordenada nulas, definimos la variable r∗:
r∗ :=
∫
dr
r2
L2
−M =
L2
2r+
[
ln
∣∣∣∣1− rr+
∣∣∣∣− ln
∣∣∣∣1 + rr+
∣∣∣∣
]
(3.154)
Tal que, de (3.154) en (3.153), obtenemos:
t = ±r∗ (3.155)
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Definimos las coordenadas nulas asociadas a (t, r∗):
u = t− r∗ (3.156)
v = t+ r∗ (3.157)
Luego, la me´trica (3.152) en coordenadas nulas {u, v}, sera´:
ds2 = −N(r)2dudv (3.158)
Donde hemos omitido el elemento de l´ınea de la circunferencia S1 = dφ2. Adema´s:
N(r)2 =
r2
L2
−M (3.159)
Ahora, asociamos las coordenadas nulas {u, v} con las coordenadas {U, V }, me-
diante:
U = −e−
r+
L2
u (3.160)
V = e
r+
L2
v (3.161)
Dicha transformacio´n nos recuerda aquella realizada entre las coordenadas nulas
de Minkowski y Rindler en el cap´ıtulo 1 ((1.54)-(1.55)). Evidentemente, la relacio´n
entre las coordenadas {u, v} y {U, V } sera´ ana´loga a las mencionadas anteriormente.
Luego, el elemento de l´ınea toma la siguiente forma:
ds2 = −L
4
r2+
N(r)2e−
2r+r∗
L2 dUdV (3.162)
Para hacer ‘finito el infinito’, definimos:
U = tan u˜ (3.163)
V = tan v˜ (3.164)
De esta manera los valores ±∞ en U y V , correspondera´ a ±π2 en u˜ y v˜. El
elemento de l´ınea correspondiente, sera´:
ds2 = −L
4
r2+
N(r)2e−
2r+r∗
L2 sec2 u˜ sec2 v˜du˜dv˜ (3.165)
64 Dualidad Agujero-de-Gusano/Entralazamiento-cua´ntico
Sabemos del ape´ndice B que la transformacio´n conforme de la me´trica conserva la
estructura causal. Por lo tanto, para Ω2 = sec2 u˜ sec2 v˜:
ds2 = Ω2ds˜2 (3.166)
Tenemos:
ds˜2 = −L
4
r2+
N(r)2e−
2r+r∗
L2 du˜dv˜ (3.167)
Definimos las variables asociadas a las coordenadas nulas {u˜, v˜}:
T = v˜ + u˜ (3.168)
R = v˜ − u˜ (3.169)
De esta forma, el elemento de l´ınea obtenido para las coordenadas (T,R), sera´:
ds˜2 =
L4
4r2+
N(r)2e−
2r+r∗
L2
[−dT 2 + dR2] (3.170)
Finalmente, arribamos a la me´trica (3.170), la cual tiene dos ventajas fundamen-
tales: ser conforme a Minkowski y tener rangos finitos. Gracias a la primera, tenemos
preservada la estructura causal de un fondo plano, con lo cual sera´ sencilla la intro-
duccio´n de conos de luz, mientras la segunda, hace ‘finito el infinito’, debido a los
mapeos vistos anteriormente.
A fin de elaborar el diagrama de Penrose-Carter, verificamos los mapeos de r = 0,
r = r+ y r →∞ en el plano (T,R):
UV = −e
2r+r∗
L2 (3.171)
De (3.163), (3.164) y (3.154):
tan u˜ tan v˜ = −
[
r − r+
r + r+
]
(3.172)
En coordenadas (T,R):
tan
(
T −R
2
)
tan
(
T +R
2
)
= −
[
r − r+
r + r+
]
(3.173)
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Para r = 0:
tan
(
T −R
2
)
tan
(
T +R
2
)
= 1→ T = ±π
2
(3.174)
Para r = r+:
tan
(
T −R
2
)
tan
(
T +R
2
)
= 0→ T = ±R (3.175)
Para r →∞:
Usamos:
l´ım
r→∞
−
[
r − r+
r + r+
]
= −1 (3.176)
Luego:
tan
(
T −R
2
)
tan
(
T +R
2
)
= −1→ R = ±π
2
(3.177)
Adema´s, para los infinitos pasado y futuro tipo-tiempo:
i+ Para t→∞: (T,R) = (π2 , π2 ).
i− Para t→ −∞: (T,R) = (−π2 , π2 ).
Por otro lado, para el infinito futuro tipo-luz I+ (v → ∞), tenemos que T =
−R+ π, mientras, para el infinito pasado tipo-luz I− (u→ −∞), T = R− π. Ambas
regiones esta´n fuera de la regio´n delimitada por el infinito espacial r → ∞. Por lo
tanto, para BTZ no se tendra´n las regiones I+ y I−, lo cual reflejara´ una caracter´ısti-
ca esencial de este espacio-tiempo: Los rayos de luz van al infinito y retornan en un
tiempo finito
66 Dualidad Agujero-de-Gusano/Entralazamiento-cua´ntico
De I+, I−, (3.174), (3.175) y (3.177), y sus reflejos al lado izquierdo del gra´fico a
continuacio´n, tenemos:
Figura 3.1: Diagrama de Penrose-Carter para el espacio-tiempo BTZ.
Finalmente, a la luz de todos los resultados obtenidos hasta el momento, podemos
decir que BTZ es una solucio´n de la ecuacio´n de Einstein-Hilbert, la cual posee agujero
negro. No obstante, es local, y asinto´ticamente, AdS3. Por lo tanto, localmente tiene
curvatura constante negativa, con lo cual r = r+ es una singularidad de coordenadas,
mas no f´ısica. Adema´s, de la forma del escalar de Kretschmann (3.91), es evidente
la ausencia de singularidades f´ısicas. De esta forma, concluimos que la naturaleza
termodina´mica de BTZ yace en su estructura causal.
3.3 Dual hologra´fico de BTZ 67
3.3. Dual hologra´fico de BTZ
De la correspondencia AdS/CFT [7][8][9] sabemos que un espacio-tiempo anti-de
Sitter AdS en d + 1 dimensiones, con topolog´ıa M , es dual a una teor´ıa cua´ntica de
campos con simetr´ıa conforme CFT , la cual tendra´ una dimensio´n espacial menos, y
topolog´ıa ∂M .
Adema´s, BTZ es asinto´ticamente (r →∞) AdS3. Del diagrama de Penrose-Carter
para BTZ, tenemos:
Figura 3.2: Regiones asinto´ticas r →∞ de BTZ.
Evidentemente, las regiones I y II se encuentran causalmente desconectadas.
Por otro lado, del elemento de l´ınea de BTZ en signatura Euclidiana:
ds2 =
(
r2
L2
−M
)
dt2E +
(
r2
L2
−M
)−1
dr2 + r2dφ2 (3.178)
Para r →∞:
ds2 =
r2
L2
dt2E + r
2dφ2 (3.179)
Notamos que la topolog´ıa asinto´tica es Sβ ⊗ S1.
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Por lo tanto, la integral de camino Euclidiana que preparara´ el estado de la teor´ıa
en el borde para su evolucio´n en el tiempo Lorentziano (t = 0) tendra´ la siguiente
topolog´ıa:
β
2
⊗ S1 (3.180)
De esta manera, el intervalo de tiempo Euclidiano β2 hara´ contacto con las regiones
asinto´ticas de BTZ en t = 0 mediante dos circunferencias S1.
Figura 3.3: Geometr´ıa Euclidiana y Lorentziana de BTZ unida en t = 0.
Por consiguiente, la integral de camino Euclidiana para la teor´ıa cua´ntica de cam-
pos dual a BTZ, la cual preparara´ el estado cua´ntico de dicha teor´ıa para su evolucio´n
en t = 0, tendra´ la topolog´ıa mencionada en (3.180). Por tal motivo, las cincunferen-
cias S1, del lado izquierdo y derecho en la Figura 3.3, correspondera´n a la topolog´ıa
espacial de las CFTs, causalmente deconectadas, duales a las regiones asinto´ticas de
BTZ.
Figura 3.4: Topolog´ıa de la integral de camino Euclidiana para la teor´ıa cua´ntica de campos
dual a BTZ.
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Precisamente, la integral de camino descrita corresponde a aquella que establece
el estado de vac´ıo de la teor´ıa cua´ntica como el Thermofield Double State TFD:
〈φ|0(t = 0)〉 ∝ 〈φD| e−
β
2H |φI〉 (3.181)
Dicho estado se desarrollo´ en el cap´ıtulo anterior (2.168) y es descrito en te´rminos
del entrelazamiento cua´ntico de los estados de energ´ıa en cada una de las CFTs con
topolog´ıa espacial S1.
Tenemos:
|0(t = 0)〉 =
∑
n
e−
β
2En√
Z(β)
|nD〉 ⊗Θ |nI〉 (3.182)
Donde, |nD〉 y |nI〉 son los estados del operador Hamiltoniano para las CFTs
derecha e izquierda, respectivamente, y Θ es el operador antiunitario CPT ; ya que,
en la regio´n II el tiempo se propaga en sentido contrario a I (Ape´ndice G) .
Por lo tanto, la teor´ıa dual a la geometr´ıa extendida de BTZ sera´ aquella con
estado de vac´ıo dado por el estado TFD (3.182).
De esta forma, la conexio´n cla´sica entre las regiones asinto´ticas de I y II (Figura
3.2), dada por un agujero de gusano (ER)3, correspondera´ hologra´ficamente a la
conexio´n cua´ntica entre las CFTs duales a AdSI y AdSD, dada por el entrelazamiento
cua´ntico (EPR)4.
3Puente de Einstein-Rosen [24].
4Par Einstein-Podolsky-Rosen [25].
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3.4. ER=EPR
En la seccio´n anterior obtuvimos la teor´ıa de campos dual a BTZ, donde el estado
de vac´ıo corresponde al Thermofield Double State (3.182).
Por otro lado, si sobre AdS3 situamos un par de CFTs {φI , φD} entrelazadas a
temperatura finita β−1, donde una de ellas se situ´a en la regio´n derecha, y la otra, en
la izquierda, infinitamente distanciadas. De tal forma que, para N pares de part´ıculas
(entrelazadas) correspondiente a dichos campos5, tendremos:
Figura 3.5: N pares de part´ıculas entrelazadas sobre sobre AdS3.
Cuando el cu´mulo de part´ıculas correspondiente a cada campo alcance la masa
(energ´ıa) cr´ıtica (N →∞), tendremos dos agujeros negros con interaccio´n desprecia-
ble debido a su separacio´n (d→∞). Adema´s, las regiones exteriores a cada uno sera´
BTZ [26].
Bajo esta premisa, los campos {φI , φD} se encontrara´n causalmente desconectados.
Por ende, el operador de campo escalar real sin masa φ correspondiente a la teor´ıa
cua´ntica total:
|φ〉 = |φI〉 ⊗ |φD〉 (3.183)
Tendra´ como estado base el TFD.
Por lo tanto, en vista de lo desarrollado en la seccio´n anterior, a nivel cla´sico el
entrelazamiento entre {φI , φD} implicara´ la existencia de un agujero de gusano entre
los agujeros negros derecho e izquierdo (Figura 3.6).
5Formara´n 2 cumulos, cada uno de ellos representara´ un colectivo cano´nico a temperatura finita
β−1.
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Evidentemente, ninguna sen˜al emitida desde la regio´n externa del horizonte dere-
cho hacia su interior afectara´ la regio´n externa del horizonte izquierdo, y viceversa.
Por ende, no habra´ violacio´n de causalidad en esta construccio´n.
Figura 3.6: Agujero de Gusano conectando el interior de los agujeros negros derecho e iz-
quierdo.
De esta manera, hemos obtenido una realizacio´n particular de la conjetura de
Maldaena-Susskind [27], en este caso, para el espacio-tiempo BTZ6. Finalmente, ten-
dremos:
ER = EPR (3.184)
6Los resultados obtenidos en BTZ pueden generalizarse para d ≥ 2, i.e., Schwarzschild−AdSd+1

Conclusiones
En el primer cap´ıtulo elaboramos de forma consistente la transformacio´n de coor-
denadas entre un sistema inercial y otro bajo aceleracio´n constante, ambos situados
en el fondo de Minkowski (1 + 1). Tal que, para el no inercial, obtuvimos una estruc-
tura causal similar a la de un agujero negro eterno.
En el segundo cap´ıtulo mostramos en detalle la percepcio´n f´ısica del observador
no inercial en Minkowski (Efecto Unruh) y la construccio´n de los estados del operador
de campo sobre dicha geometr´ıa, el cual es obtenido a partir del producto tensorial
de los estados en las cun˜as de Rindler. Adema´s, brindamos la secuencia lo´gica de
la elaboracio´n del Thermofield Double State, la cual resulta de suma importancia,
debido a que, suele hacerse de manera superficial o errada en la literatura esta´ndar.
En el tercer capitulo desarrollamos el ana´lisis de la gravedad en (2+1), para Λ = 0
y Λ < 0 (curvatura constante negativa), donde la u´ltima corresponde a AdS3. Tal que,
al realizar la identificacio´n en dicha topolog´ıa mediante un vector Killing tipo-espacio,
con periodicidad de 2π, obtuvimos la solucio´n de agujero negro denominada BTZ, el
cual posee todas las caracter´ısticas vistas en (d + 1) para d ≥ 2, salvo la existencia
de singularidad f´ısica en r = 0. Adema´s, se calculo´ en detalle la integral de camino
Eucl´ıdea (te´rminos de Einstein-Hilbert, Borde (GHY) y Contrate´rmino) y se llevo´ a
cabo la construccio´n del diagrama de Penrose-Carter. Luego, aplicando la correspon-
dencia AdS/CFT , y a partir de los resultados obtenidos en el cap´ıtulo 2, obtuvimos el
TFD como dual hologra´fico de BTZ. Finalmente, mostramos una realizacio´n parti-
cular de la conjetura Maldacena-Susskind para espacio-tiempos asinto´ticamente AdS.
En conclusio´n:
A la luz de la correspondencia AdS/CFT , los agujeros de gusano son
duales al entrelazamiento cua´ntico. Es decir:
ER = EPR
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Ape´ndice A
Coordenadas nulas
Para un espacio-tiempo del tipo (t, x), con elemento de l´ınea Minkowski o confor-
me a este, las superficies nulas (conjunto de trayectorias para entes sin masa) esta´n
definidas por:
x± t = 0 (A.1)
Etiqueta´ndolas:
v(t;x) = t+ x (A.2)
u(t;x) = t− x (A.3)
Los covectores normales a estas se obtienen, como es usual, tomando sus gradien-
tes.
Para v = t+ x:
∂µv = vµ =
(
∂
∂t
;
∂
∂x
)
v (A.4)
vµ = (1; 1) (A.5)
Para u = t− x:
∂µu = uµ =
(
∂
∂t
;
∂
∂x
)
u (A.6)
uµ = (1;−1) (A.7)
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Luego:
vµvµ = 0 (A.8)
uµuµ = 0 (A.9)
Como podemos ver, lo vectores normales a superficies nulas son tipo-luz o nulos.
Por ello, v y u se denominara´n coordenadas nulas.
Ape´ndice B
Transformacio´n Conforme
Sea el elemento de l´ınea arbitrario, dado por la me´trica gµν :
ds2 = gµνdx
µdxν (B.1)
Se define al elemento de l´ınea conforme a (B.1) como aquel dado por la me´trica
g˜µν , la cual resulta de realizar la transformacio´n conforme:
g˜µν = Ω
2gµν (B.2)
Donde Ω(x)2 se denomina factor conforme y es una funcio´n positiva y suave de
las coordenadas. Luego:
ds˜2 = g˜µνdx
µdxν = Ω2gµνdx
µdxν (B.3)
ds˜2 = Ω2ds2 (B.4)
De la definicio´n anterior, si hacemos que gµν = ηµν (me´trica de Minkowski), para
la transformacio´n conforme (B.2), g˜µν = Ω
2ηµν , se obtienen las siguientes propiedades:
Propiedad 1: La longitud no se conserva
AµAµ = g˜µνA
µAν = Ω(x)2ηµνA
µAν = Ω(x)2AµAµ (B.5)
De este resultado se nota la importancia de que la funcio´n Ω(x)2 sea positiva, de
esta forma so´lo var´ıa la longitud de los vectores, mas no su tipo:
Tipo-tiempo: AµAµ < 0→ AµAµ < 0.
Tipo-espacio: AµAµ > 0→ AµAµ > 0.
Nulo: AµAµ = 0→ AµAµ = 0.
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Propiedad 2: El a´ngulo entre dos vectores se conserva:
Para un vector tipo-tiempo, la naturaleza pseudo-Riemanniana de Minkowski per-
mite establecer la siguiente estructura:
xµ = (‖x‖ sinhβ, ‖x‖ coshβ) (B.6)
Donde ‖x‖ = √xµxµ.
Luego, para los 4-vectores Aµ y Bµ, tal que:
Aµ = (‖A‖ sinh (α+ θ), ‖A‖ cosh (α+ θ)) (B.7)
Bµ = (‖B‖ sinh (α), ‖B‖ cosh (α)) (B.8)
Del producto, se obtiene:
cosh (θ) =
gµνA
µBν
‖A‖‖B‖ (B.9)
Para la transformacio´n conforme (g˜µν = Ω(x)
2gµν):
cosh (θ˜) =
g˜µνA
µBν
‖A˜‖‖B˜‖ =
Ω(x)2gµνA
µBν
Ω(x)‖A‖Ω(x)‖B‖ (B.10)
De la expresio´n anterior se obtiene:
cosh (θ˜) = cosh (θ) (B.11)
Propiedad 3: Se conservan las geode´sicas nulas:
Sea el s´ımbolo de Christoffel para la me´trica g˜µν :
Γ˜αµν =
1
2
g˜αβ(g˜βµ,ν + g˜βν,µ − g˜µν,β) (B.12)
Donde, la ecuacio´n geode´sica sera´:
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
= 0 (B.13)
79
Definimos g˜µν conforme a la me´trica arbitraria gµν , i.e., g˜µν = Ω(x)
2gµν . Luego:
Γ˜αµν = Γ
α
µν + δ
α
µΩ
−1∂νΩ+ δ
α
νΩ
−1∂µΩ− gµνΩ−1∂αΩ (B.14)
Reemplazando en (B.13):
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
=
d2xα
dω˜2
+ Γαµν
dxµ
dω˜
dxν
dω˜
+ 2Ω−1∂νΩ
dxα
dω˜
dxν
dω˜
− gµν dx
µ
dω˜
dxν
dω˜
Ω−1∂αΩ = 0 (B.15)
Realizando la parametrizacio´n af´ın entre ω˜ y ω, en g˜µν y gµν , respectivamente:
dω˜ = Ω2dω (B.16)
Obtenemos:
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
= Ω−4
[
d2xα
dω2
+ Γαµν
dxµ
dω
dxν
dω
+ 2Ω−1∂νΩ
dxα
dω
dxν
dω
+Ω2
dΩ−2
dω
dxα
dω
− gµν dx
µ
dω
dxν
dω
Ω−1∂αΩ
]
= 0 (B.17)
Donde, evidentemente:
2Ω−1∂νΩ
dxα
dω
dxν
dω
+Ω2
dΩ−2
dω
dxα
dω
= 0 (B.18)
Con lo cual, (B.17) resulta:
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
= Ω−4
[
d2xα
dω2
+ Γαµν
dxµ
dω
dxν
dω
+
−gµν dx
µ
dω
dxν
dω
Ω−1∂αΩ
]
= 0 (B.19)
Como podemos apreciar, u´nicamente para geode´sicas tipo-luz (nulas):
gµν
dxµ
dω
dxν
dω
= 0 (B.20)
Tendremos:
d2xα
dω˜2
+ Γ˜αµν
dxµ
dω˜
dxν
dω˜
= Ω−4
[
d2xα
dω2
+ Γαµν
dxµ
dω
dxν
dω
]
= 0 (B.21)
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Por lo tanto, en vista que Ω es definida positiva y suave, tendremos que si xµ, con
para´metro ω˜ es una geode´sica tipo-luz (nula) en g˜µν , tambie´n lo sera´ en gµν , con ω.
De esta forma, el mapeo conforme hereda la estructura causal.
Ape´ndice C
Tiempo Imaginario y Espacio
Euclidiano
Aplicando la rotacio´n de Wick:
τE := iτ (C.1)
En el elemento de l´ınea del espacio-tiempo Rindler (1.66), obtenemos su versio´n
en signatura Euclidiana:
ds2E = e
2gξdτ2E + e
2gξdξ2 (C.2)
Realizando el siguiente cambio de variable:
e2gξdξ2 = dρ2 (C.3)
Obtenemos:
e2gξ
g2
= ρ2 (C.4)
El elemento de l´ınea (C.2) sera´:
ds2 = ρ2g2dτ2E + dρ
2 (C.5)
Evidentemente, la transformacio´n al plano polar (θ, ρ) quedara´ consolidada me-
diante:
g2dτ2 = dθ2 (C.6)
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Tal que:
gτ = θ (C.7)
Con lo cual, tendremos el siguiente elemento de l´ınea:
ds2 = ρ2dθ2 + dρ2 (C.8)
De esta forma, el mapeo entre Minkowski en signatura Euclidiana (tE , x), obtenido
al aplicar la rotacio´n de Wick tE = it, y el plano polar (θ, ρ), sera´:
x = ρ cos θ
tE = ρ sin θ
(C.9)
Ape´ndice D
Estados puros, mixtos y
entrelazados
D.1. Matriz de densidad pura
Se define la matriz de densidad pura asociada a |ψ〉:
ρ := |ψ〉 〈ψ| (D.1)
Tal que |ψ〉 es un estado puro:
〈ψ|ψ〉 = 1 (D.2)
Y satisface las siguientes propiedades:
ρ2 = ρ (D.3)
tr ρ2 = 1 (D.4)
D.2. Matriz de densidad mixta
Definimos la matriz de densidad mixta asociada a los estados puros |ψi〉:
ρ˜ =
∑
i
pi |ψi〉 〈ψi| (D.5)
La cual satisface las siguientes propiedades:
ρ2 6= ρ (D.6)
tr ρ2 < 1 (D.7)
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D.3. Matriz de densidad reducida
D.3.1. Estados producto
Consideremos el estado |ψAB〉 definido en el espacio de Hilbert1:
H = HA ⊗HB (D.8)
Tal que, |ψAB〉 se expresa como el producto tensorial de los estados puros definidos
en HA y HB :
|ψAB〉 = |ψA〉 ⊗ |ψB〉 (D.9)
Luego, la matriz de densidad:
ρAB = |ψAB〉 〈ψAB | (D.10)
Sera´, evidentemente, pura; ya que:
〈ψAB |ψAB〉 = 1 (D.11)
Adema´s, podemos obtener la matriz de densidad para cada subsistema (matriz
de densidad reducida), tomando la traza de aquel que deseamos excluir de ρ. Por
ejemplo, para ρA (ana´logo para ρB), tendremos:
ρA = trB ρAB (D.12)
Entonces:
ρA = 〈ψB | ρAB |ψB〉 (D.13)
= |ψA〉 〈ψA| (D.14)
Queda claro que ρA y ρB sera´n matrices puras.
1Se puede generalizar al producto tensorial de n espacios de Hilbert, no obstante, debido al intere´s
del trabajo, usaremos n = 2.
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D.3.2. Estados entrelazados
Como sabemos, un estado entrelazado |ψAB〉 no puede descomponerse como un
producto tensorial de estados:
|ψAB〉 6= |ψA〉 ⊗ |ψB〉 (D.15)
Por ejemplo, para el siguiente estado entrelazado:
|ψAB〉 = 1√
2
[|0A〉 ⊗ |1B〉+ |1A〉 ⊗ |0B〉] (D.16)
Elaborado con las bases de los estados |ψA〉 y |ψB〉.
Notamos que |ψAB〉 es puro:
〈ψAB |ψAB〉 = 1 (D.17)
Adema´s, la matriz de densidad reducida para los elementos del subsistema A, sera´:
ρA =
1
2
[|0A〉 〈0A|+ |1A〉 〈1A|] (D.18)
Tal que:
ρ2A 6= ρA (D.19)
Por lo tanto, ρA es una matriz de densidad mixta (lo mismo para ρB).
Finalmente, de lo visto en las subsecciones D.3.1 y D.3.2, diremos:
• |ψAB〉 es un estado entrelazado de los estados {|0A〉 , |1A〉 , |0B〉 , |1B〉}, si la
matriz de densidad reducida ρA es mixta.
• |ψAB〉 no es un estado entrelazado (es un estado producto |ψAB〉 = |ψA〉⊗|ψB〉),
si la matriz de densidad reducida ρA es pura.

Ape´ndice E
Operadores antilineales y
antiunitarios
E.1. Operador antilineal
Revisar [28]
Se define la accio´n del operador antilineal Θ sobre |φ〉 y 〈φ|:
Θ |φ〉 = Θ
(∑
i
ai |φi〉
)
:=
∑
i
a∗i (Θ |φi〉) (E.1)
〈φ|Θ =
(∑
i
a∗i 〈φi|
)
Θ :=
∑
i
ai(〈φi|Θ) (E.2)
De ambas expresiones:
(〈φ|Θ) |ψ〉 := [〈φ| (Θ |ψ〉)]∗ (E.3)
cΘ := Θc∗ (E.4)
Donde c ∈ C.
Adema´s, el adjunto de Θ se define de forma usual:
(Θ |φ〉)† := 〈φ|Θ† (E.5)
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Es muy importante tener en cuenta sobre quien se esta´ aplicando el operador
antilineal. Por ejemplo, para los operadores Θ1 y Θ2:
〈φ| (Θ1Θ2) |ψ〉 = (〈φ|Θ1Θ2) |ψ〉 (E.6)
= 〈φ| (Θ1Θ2 |ψ〉) (E.7)
= [(〈φ|Θ1)(Θ2 |ψ〉)]∗ (E.8)
E.2. Operador antiunitario
Un operador antiunitario Θ sera´ aquel que sea antilineal y unitario:
Θ† = Θ−1 (E.9)
Finalmente:
|ψ〉 = Θ |φ〉 (E.10)
〈ψ| = 〈φ|Θ† (E.11)
A˜ = ΘAΘ† (E.12)
Donde A es un operador lineal.
Ape´ndice F
AdS conforme a Minkowski
En el elemento de l´ınea de AdS3:
ds2 = L2
(− cosh2 ρdt˜2 + dρ2 + sinh2 ρdφ2) (F.1)
Hacemos ρ = ln 2r:
ds2 = L2
[
−16r
4 + 8r2 + 1
16r2
dt˜2 +
dr2
r2
+
16r4 − 8r2 + 1
16r2
dφ2
]
(F.2)
Donde hemos usado las expresiones exponenciales para las funciones hiperbo´licas.
Tomando el l´ımite r →∞:
ds2 = L2
[
−r2dt˜2 + dr
2
r2
+ r2dφ2
]
(F.3)
Haciendo r = 1
z
:
ds2 =
L2
z2
[−dt˜2 + dφ2 + dz2] (F.4)
Finalmente, ‘desenrollando’ las identificaciones en φ y t˜ (3.30):
φ ∼ φ+ 2π (F.5)
t˜ ∼ t˜+ 2π (F.6)
Tal que, tenemos:
−∞ < t˜ <∞ (F.7)
−∞ < φ <∞ (F.8)
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Haciendo φ = γ, a fin de evitar confusio´n:
ds2 =
L2
z2
[−dt˜2 + dγ2 + dz2] (F.9)
El elemento de l´ınea (F.9) se denomina ‘Parche de Poincare´’, el cual, evidentemen-
te, so´lo cubre una regio´n del espacio AdS3. Adema´s, podemos notar que es conforme
a Minkowski.
Ape´ndice G
Orientacio´n temporal en la
geometr´ıa extendida de BTZ
De (3.160) y (3.161):
U = −e−
r+
L2
(t−r∗) (G.1)
V = e
r+
L2
(t+r∗) (G.2)
Definimos:
U := t˜− r˜ (G.3)
V := t˜+ r˜ (G.4)
De (G.1)-(G.4) , obtenemos:
t˜ = ± sinh
(r+
L2
t
)
e
r+
L2
r∗ (G.5)
r˜ = ± cosh
(r+
L2
t
)
e
r+
L2
r∗ (G.6)
Donde ± define la transformacio´n en las regiones derecha e izquierda (ana´logo a
lo visto entre Minkowski y Rindler).
Por otro lado, el elemento de l´ınea (3.158) es:
ds2 = N(r)2
(−dt2 + dr2∗) (G.7)
Donde, ∂t es un vector Killing. Tal que:
∂t =
∂t˜
∂t
∂t˜ +
∂r˜
∂t
∂r˜ (G.8)
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Calculando, tenemos:
∂t =
r+
L2
(
r˜∂t˜ + t˜∂r˜
)
(G.9)
En componentes contravariantes:
bµ =
(r+
L2
r˜,
r+
L2
t˜
)
(G.10)
De esta manera, al definir el vector unitario temporal:
t˜µ = (1, 0) (G.11)
Tenemos:
bµt˜µ = −r+
L2
r˜ (G.12)
Donde, para la regio´n izquierda r˜ < 0, por lo tanto:
bµtµ > 0 (G.13)
Lo cual significa que en la regio´n izquierda, el tiempo va en sentido contrario a
la derecha. Adema´s, dada la transformacio´n conforme entre {U, V } y {u˜, v˜} (3.162)-
(3.165), en el diagrama de Penrose-Carter (Figura 3.2), en la regio´n II t evoluciona
en sentido contrario a T , mientras que en I, lo hace en el mismo sentido.
Ape´ndice H
Representacio´n cil´ındrica de
AdS
Si en el elemento de l´ınea de AdS3:
ds2 = −
(
r2
L2
+ 1
)
dt2 +
(
r2
L2
+ 1
)−1
dr2 + r2dφ2 (H.1)
Hacemos:
r = L tan θ (H.2)
t = Lt˜ (H.3)
Obtenemos el siguiente elemento de l´ınea:
ds2 =
L2
cos2 θ
[−dt˜2 + dθ2 + sin2 θdφ2] (H.4)
El cual es conforme a:
ds˜2 = −dt˜2 + dθ2 + sin2 θdφ2 (H.5)
De (H.2), tenemos que el borde de AdS3 (r →∞) corresponde a θ = π/2. Luego,
la topolog´ıa del borde sera´:
R⊗ S1 (H.6)
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Finalmente, AdS3 sera´ un cilindro so´lido:
Figura H.1: Representacio´n cil´ındrica de AdS3.
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