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Abstract
The ﬂuctuation theorem and the Jarzynski equality are examined in the light of
recent experimental tests. For a particle dragged through a solvent, it is shown
that Q, the heat exchanged with the reservoir, does not obey the Jarzynski
equalityduetoslowlydecayingtailsinitsdistribution. Formolecularstretching
experiments, substantial corrections to the Jarzynski equality can result from
notmeasuringtheforceattheendofthemoleculethatismoved. Wealsopresent
a proof of the ﬂuctuation theorem for Langevin dynamics that is considerably
simpler than the standard proof.
PACS numbers: 05.70.Ln, 82.20.Wt
1. Introduction
Understanding how entropy behaves is the fundamental issue in statistical mechanics.
Equilibrium statistical mechanics provides a powerful framework to examine a broad variety
of systems, but is by its nature restricted to systems in equilibrium. Recently, a remarkable
ﬂuctuation theorem was proved [1] for entropy growth or decay for systems in a non-
equilibrium steady state where the microscopic dynamics are time reversal invariant. This
theorem states that in a time interval τ, the probability p(S) of an entropy S being generated
satisﬁes the condition
lim
τ→∞ln
p(S)
p(−S)
= S/kB (1)
where kB is Boltzmann’s constant. The theorem was motivated by numerical results on a
shear stress model [2]. In equation (1) entropy is deﬁned in dynamical systems terms, through
phase space contraction and expansion, rather than thermodynamically.
When instead of being in a non-equilibrium steady state, the system starts in thermal
equilibrium and then subject to a time-independent perturbation, a stronger result can be
proved [3]:
ln
p(S)
p(−S)
= S/kB (2)
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valid irrespective of the length of the observation time interval τ. Equations (1) and (2)a r e
referred to as the steady state ﬂuctuation theorem (SSFT) and the transient ﬂuctuation theorem
(TFT), respectively. A simple example illustrating the need for the τ →∞limit in the ﬁrst
but not the second is given in [4]. The ﬂuctuation theorem was ﬁrst proved for thermostated
Hamiltonian systems, and latter for systems undergoing Langevin dynamics [5]. Apart from
numerical realizations [2, 6], experimental tests of the ﬂuctuation theorem have also been
performed [7, 8].
ArelatedresultwasprovedbyJarzynski[9], relatingthechangeinfreeenergyofasystem
that starts in equilibrium at a temperature T, when it is perturbed externally by making its
Hamiltonian time dependent. If the Hamiltonian starts and stops changing at time t = 0 and
t = τ, respectively, and WJ is the generalized work deﬁned as
  τ
0 dt∂tH(t),then the Jarzynski
equality states that
 exp[−βWJ] =exp[−β F]( 3 )
where β = 1/kBT. The change in the free energy of the system between equilibrium
at temperature T with Hamiltonian H(0) and equilibrium at the same temperature with
Hamiltonian H(τ)is denoted by  F. The Jarzynski equality relates the change in free energy,
an equilibrium concept, to an average of non-equilibrium measurements. It has been used in
experiments where a molecule is stretched at a ﬁnite rate (i.e. not adiabatically) to obtain the
free energy change due to stretching [10]. The connection between the Jarzynski equality and
the TFT was shown by Crooks [11] who showed that if an externally driven system starting in
thermal equilibrium is compared to the same system with the external driving time reversed,
and there is a quantity ω that satisﬁes
p+(ω)
p−(−ω)
= exp[ω]( 4 )
where the + and − subscripts refer to the original and the time-reversed process, respectively,
then
 exp[−ω] +,− = 1. (5)
He then showed that S/kB is expected to satisfy equation (4)f o rω, and related ω to WJ on
thermodynamic grounds yielding equation (3). When the original and time-reversed driving
areequivalent,aswithasteadystateperturbation,thesubscriptsinequation(4)canbedropped,
and equation (2) results.
Despite the dramatic progress in the ﬁeld, some uncertain points remain. The relationship
between the actual physical work done on a system and the generalized work WJ can be
tricky [12, 13]. Since Crooks’ connection [11] between the TFT and the Jarzynski equality
uses thermodynamic arguments, it deals with the physical work W rather than WJ. Questions
have also been raised about possible alternative deﬁnitions of entropy generated [14, 15], and
whether the equations above would be satisﬁed. There are also issues about the experiments,
and whether they measure what they should. In this paper, we seek to clarify some of these
points.
The organization of the rest of this paper and its main results are as follows. Section 2
discusses the connection between WJ and the physical work W in various different cases,
showing that equation (3) (with the free energy appropriately deﬁned) is always obtained.
Section3considersanalternativedeﬁnitionofentropyﬂuctuations[14, 15]inanexperimental
context[3],andshowsthatequation(5)isnotobeyed;theviolationofequation(5)growsworse
as the measuring time interval τ is increased. Section 4 considers the molecular stretchingReexamination of experimental tests of the ﬂuctuation theorem 65
experiments [10] and whether they satisfy the conditions required to invoke the Jarzynski
equality, demonstrating that in general there are substantial corrections. Finally, section 5
presents a very simpleproof of the ﬂuctuation theorem for Langevin dynamics [5], generalizes
it when the dynamical equations are linear and discusses extensions of equation (3).
2. Physical work and generalized work
Equation (3) is stated in terms of the generalized work WJ, and was derived [9] for a system
at constant volume, in which case  F is the change in Helmholtz free energy,  A.O n
the other hand, Crooks [11] obtained the same result on thermodynamic grounds, which
therefore involves the actual work W done by the external agent that changes the Hamiltonian.
As pointed out previously [12, 13], the two are not always equal. For example, if a time-
dependent force f(t) is applied to a polymer chain, it is equivalent to a time-dependent
term in the Hamiltonian −f(t)x.The work done along a trajectory
 
dtf (t)˙ x(t)differs from
WJ =−
 
x df(t)by f(τ)x(τ)− f(0)x(0). However, WJ is not always different from the
physical work. If the same polymer chain is stretched by holding its end at a ﬁxed location
and moving this location, ∂tH = ˙ x∂xH, and the force exerted on the end by the polymer is
equal to −∂xH, so that the work done by the external agent in moving the end is equal to WJ.3
We distinguish, therefore, between experiments where the variation of the Hamiltonian can be
expressed as the change of a coordinate, and those where it can be expressed as the change of
a force. In the ﬁrst case, there is no difference between the actual work and WJ.4 Since in the
latter case there is an apparent discrepancy between the result of Crooks and that of Jarzynski,
it is worth clarifying the situation. For completeness, we also allow for the possibility where
the unperturbed system is held at ﬁxed pressure (or similar intensive parameter) rather than
ﬁxed volume.
As a simple example, to make the differences between these cases clear, we consider a
gas in a container in thermal contact with a reservoir at a temperature T. The partition between
the container and the reservoir is either at a ﬁxed location, or free to move to maintain equal
pressures in the container and the reservoir. Another wall of the container has a movable
piston, which either has a deﬁnite time-varying position or has a deﬁnite force applied to it.
When the reservoir has ﬁxed volume, and the piston’s position is varied in a deﬁnite manner,
the Jarzynski equality is equivalent to  exp[−βW] =exp[−β A], and there is no difference
between W and WJ.5 We proceed to analyse the remaining two cases.
3 Strictly speaking, in the case of Langevin dynamics, the force exerted on the end of the molecule by the external
agent differs from the stretching force by the viscous drag and thermal noise terms acting on the end. However,
recognizing that these terms ultimately arise from Hamiltonian interactions with the reservoir, W is equal to WJ.
4 The imposition of a speciﬁed coordinate can be done through a hard constraint rather than a potential. For instance,
in the case of a gas conﬁned to a container, the Hamiltonian does not change when the container expands, but the
range over which the coordinates can vary does. However, this can be understood as the singular limit of a potential
that is zero inside the container and grows extremely rapidly outside the container. One can verify that the force
exerted on the wall is equal to the derivative of the wall-system potential (and therefore the Hamiltonian) with respect
to the wall coordinate, so that W = WJ.
5 Even in this case,  A is not the change in the Helmholtz free energy of the system and the reservoir together,
but the change that would have occurred if their temperature had been held constant while the system Hamiltonian
was varied. (Under such a hypothetical change, the free energy of the reservoir is unchanged, so that the change
in free energy of the system and the reservoir together is equal to the change in free energy of the system.) In
reality, the work done by the external agent changes the temperature slightly. Though for a sufﬁciently large
reservoir this temperature change is negligible, it still leads to a ﬁnite change in the free energy of the reservoir:
 A(res) =− S(res) T = [S(res)/Cv(res)] Q. We thank Joshua Deutsch for discussions that helped clarify this
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When the reservoir has a ﬁxed pressure, and the piston’s position is varied in a deﬁnite
manner, microscopic reversibility6 in the dynamics ensures that the probability to follow a
path x(t)when the piston is moved along a trajectory as compared to the probability to move
along the time-reversed path if the piston is moved along the opposite trajectory is given by
P[x(+t)|λ(+t)]
P[¯ x(−t)|¯ λ(−t)]
= exp[−βQ{x(+t),λ(+t)}]( 6 )
where Q{x(+t),λ(+t)} is the heat transferred to the system from the bath along the forward
trajectory,andλ(t)denotesthevariationoftheexternal(coordinate)parameter. Thenotationis
thesameasin[11],butourresultdiffersintheabsenceofap V termintheexponentialonthe
right-hand side. Equation (6) is justiﬁed by noting that if a microstate A of the system and the
reservoir together evolves with time into a microstate B, then the time-reversed microstate B 
must evolve into the time-reversed microstate A  when the variation of the external parameter
is reversed. The right-hand side of equation (6) is then simply the ratio of the probability
of ﬁnding the reservoir in the appropriate microstate that would move the system along the
forward trajectory as compared to the backward one. Using a constant pressure ensemble
for the reservoir, this ratio of probabilities is equal to exp
 
β
 
UR
f − UR
i + pV R
f − pV R
i
  
,
where UR
i,f and V R
i,f are the energy and volume of the reservoir in the initial and ﬁnal states,
respectively. (One can verify that, in the absence of any external work, such a ratio of
probabilities weights states of the system in accordance with the constant pressure ensemble.)
Since  UR + p V R =− Q, equation (6) follows.
Proceeding as in Crooks [11] with the necessary changes, if the variable ω is deﬁned as
ω = lnp(xi) − lnp(xf) − βQ (7)
where pi,f are the probabilities of the initial and ﬁnal states of the system, then equation (5)i s
satisﬁed7. Using the fact that lnpi,f =− β(Ui,f + pVi,f) + βGi,f, where G is the Gibbs free
energy of the system, we obtain that ω = β( U +p V −Q− G) = β(W − G), and so
 exp[−βW] =exp[−β G]. (8)
Thus the actual physical work is related to the change in the Gibbs free energy. If the process
is carried out adiabatically, W is always equal to  G.
On the other hand, when the reservoir has a ﬁxed volume but the force on the piston
is varied in a deﬁnite manner, equations (6), (7) and (5) still hold. However, lnpi,f =
−β(Ui,f + Fi,fxi,f) + βGi,f, where F and x are the force exerted by the piston and its
coordinate, respectively. G = kBT ln
 
exp[−β(U + Fx)]; if Fx is absorbed into U as in
[9], this would be considered as the Helmholtz free energy. Now since  U = Q−W, where
W =
 
F dx, equation (5) yields
 
exp
 
β
 
x dF
  
=  exp[−βWJ] =exp[−β G]( 9 )
in agreement with Jarzynski’s result [9].
It is also possible to consider the case when the reservoir is separated from the system
by a movable barrier (that equalizes pressures on both sides) and the external force is applied
to the same barrier. As expected, in this case the appropriate free energy is obtained from
U + pV + Fx, while WJ =−
 
x dF.( V and x are not independent variables.)
6 Microscopic reversibility is the requirement that when the velocities of all degrees of freedom are reversed,
including those of the reservoir, the dynamics is reversed. This includes dissipative systems, as long as there are no
velocity-dependent forces. The improbability of such a reversal is given by equation (6).
7 Crooks considers kBω to be the entropy generated, a point that is discussed further in the next section of this paper.
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To summarize, if a coordinate of a system is varied in a speciﬁc way, the work done is
related to the change in the appropriate free energy, but if a force on a system is varied, the
Legendre transform of the work is related to the change in the appropriate free energy. This
difference is already implicit in the general expression used in the equality of [9]. Here we
have shown that although the thermodynamic approach starts with the physical work, the ﬁnal
result involves the generalized work in all cases, in complete agreement with [9].
To make matter clearer, we consider the experimentally relevant case [10], to which
we shall return later in section 4, in which a molecule is stretched by placing its end in
a parabolic optical trap whose position is varied. If x0(t) is the centre of the trap and
x is the end of the molecule, the energy in the trap is k[x − x0(t)]2/2. If H(x) is the
internal energy of the molecule, the Jarzynski equality relates the change in free energy with
H(τ)= H(x)+k[x −x0(τ)]2/2t oWJ =−
 
k[x −x0(t)]dx0. If one considers the trap and
the molecule as a single combined system, WJ is the work done by the external agent moving
the trap, and H(t)is the appropriate Hamiltonian for the combined system. On the other hand,
if one is only interested in the molecule, then it would be desirable to ﬁnd a way to exclude
the k[x − x0(τ)]2/2 term when computing the change in the free energy. This latter option
might seem more natural, and is explored in [12] and [13]. However one could consider an
alternative experiment without an optical trap, with x and x0 the positions of the second-last
and last sites on the molecule, and x0 dragged along a deﬁnite path. The calculations would
then be identical, but the k[x−x0]2/2 term—or an anharmonic generalization thereof—would
be a part of the stretching energy of the molecule, and WJ would be the work done. No
manipulations of the Jarzynski equality would then be sought.
3. Alternative deﬁnition of entropy ﬂuctuations
Wang et al [7] have performed experiments where a colloidal particle in an optical trap is
dragged in a solvent. The trap is initially at rest, and then from time t = 0t oτ is dragged at a
uniform velocity v0. The instantaneous force exerted by the optical trap is Fopt =− k(x−x0),
where x is the position of the particle and x0 is the position of the centre of the trap. The work
done by the optical trap on the particle is then equal to
W(τ)=− k
  τ
0
dtv 0(x − x0). (10)
An integrated form of the ﬂuctuation theorem
Pr(W < 0)
Pr(W > 0)
=  exp[−βW] W>0 (11)
is veriﬁed [7].
As discussed by Mazonka and Jarzynski [14, 15], the entropy generated can be deﬁned as
 S = W/T oras S =− Q/T, whereQistheheatabsorbedbytheparticlefromthesolvent,
which acts as a heat reservoir. The ﬁrst deﬁnition, used by Kurchan [5] and Crooks [11], is
equivalent to choosing [11] the entropy of the particle in a certain state to be −lnp, where p
is the probability of the state, and is justiﬁed by recalling that the entropy of the particle over
the entire canonical ensemble is  −lnp . The second deﬁnition adopts the convention that
the entropy of the particle for a speciﬁed position and velocity is zero, since it has no extra
internal degrees of freedom, so that entropy is only generated by heat being transferred to the
solvent. Both deﬁnitions are reasonable; to some extent, the entropy of a single particle in a
speciﬁc conﬁguration is arbitrary.
With  S = W/T, it is possible to verify [14, 15] with Langevin dynamics for the particle
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result is that the Jarzynski equality is satisﬁed, which in this context is  exp[−βW] =1.
It is also shown [14, 15] that the SSFT is valid. The question was raised [14] whether the
ﬂuctuationtheorem—eithertransientorsteadystate—issatisﬁedwiththealternativechoiceof
 S =− Q/T. In [15], it was shown that even in the large time limit, if Q/τ is held constant,
the ﬂuctuation theorem has to be modiﬁed for Q.8 In this section we show that  exp[βQ] ,
analogous to the expression for W in the Jarzynski equality, diverges as τ →∞ , and also for
any ﬁnite τ in the commonly used limit when the mass of the particle m → 0.
Because the limit of zero particle mass is singular for  exp[βQ] , we start with the
Langevin equation for the particle
m¨ x =− λ˙ x − k(x − x0) + η(t) (12)
where m is the mass of the particle, λ is a viscous damping coefﬁcient and η(t) is the thermal
noise satisfying  η(t1)η(t2) =2λkBTδ(t 1 − t2). The centre of the optical trap is speciﬁed by
x0 = v0tθ(t). The solution to equation (12) can be written as
x(t) = ¯ x(t)+ ˜ x(t) (13)
where
m¨ ¯ x =− λ˙ ¯ x − k(¯ x − x0) (14)
and
m¨ ˜ x =− λ˙ ˜ x − k˜ x + η. (15)
From equation (10), the heat generation rate equals to
−dQ/dt =− kv0(x − x0) −
1
2
d
dt
[k(x − x0)2 + m˙ x2] = (λ˙ x − η)˙ x (16)
where equation (12) is used to obtain the second form. Using equations (13) and (15) yield
the result
−dQ/dt = λ˙ ¯ x
2 + ˙ ¯ x[2λ˙ ˜ x − η] −
1
2
d
dt
[k˜ x2 + m˙ ˜ x
2]. (17)
Sufﬁciently long after the optical trap starts to move, ˙ ¯ x → v0. Therefore, if equation (17)i s
integrated over a sufﬁciently long time interval [0,τ], it is clear that the three contributions
to −Q(τ) are (i) a deterministic term that approaches λv2
0τ, (ii) a stochastic term, that is
∼O(
√
τ)and (iii) a random ∼O(1) contribution from the total derivative. Despite the relative
smallness of the third term, it is crucial in proving that the ﬂuctuation theorem is not satisﬁed
by Q when τ →∞with Q/τ ﬁxed [15, 16], because it affects the tails of the distribution
where the ﬂuctuation theorem is tested.
Even without detailed calculations, it is possible to understand the singularity of
 exp[βQ]  qualitatively. Both singularities come from the third term to the right-hand side
of equation (17). If m → 0, ˙ ˜ x is uncorrelated from one instant to the next. Therefore,
m[˙ ˜ x
2(0) − ˙ ˜ x
2(τ)]/2 decouples from the other contributions to −Q(τ). Since ˙ ˜ x(τ) is drawn
from the Gaussian distribution, ∼exp[−βm˙ ˜ x
2(τ)/2], we see that the integral over ˙ ˜ x(τ) in
 exp[βQ]  diverges. Even when the zero mass limit is not taken, the same argument applies to
m˙ ˜ x
2(τ)/2 and to k˜ x2(τ)/2i nt h et →∞limit. The full calculation is shown in the appendix.
8 In an earlier version of this paper, it was claimed that the TFT for Q is valid in the large time limit for this
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4. Stretching experiments on polymers
In experiments by Liphardt et al [10], the Jarzynski equality is put to use in non-equilibrium
stretchingmeasurementsonsingleRNAmolecules, toobtainthefreeenergychangeasaresult
of stretching. The RNA molecule has polystyrene beads attached to the two ends. One bead
(beadA)isplacedinanopticaltrap,whosecentreiskeptﬁxedthroughouttheexperiment. The
beadattheotherend(beadB)isheldatadeﬁnitetime-dependentpositionusingapiezoelectric
actuator. The force exerted on the molecule by the optical trap is measured. If the origin of
the coordinate system is taken to be at the centre of the optical trap, this force is related to the
position of bead A by F =− kx. Therefore, by measuring the force, the (ﬂuctuating) position
of bead A can be found. If x0(t) + L is the position of bead B, where L is the unstretched
length of the molecule, the stretching is equal to z = x0 − x. The integral
w =−
 
F dz = k
 
x d(x0 − x) (18)
is evaluated over a large number of trials, and the Jarzynski identity is used to obtain the
change in the free energy of the molecule as a result of stretching.
Clearly, if the experiment is performed adiabatically, w will always be equal to the
reversible work required to stretch the molecule, i.e. the change in the free energy. However,
intheirreversiblecase, therearetwodifferencesbetweenw andtheactualworkdonethatraise
a question about the applicability of the Jarzynski identity. The ﬁrst is that the force exerted on
bead A, not bead B, is measured. The second is that the stretching is measured rather than the
displacement of bead B. These may seem innocuous changes; indeed, the second might even
be considered desirable, since it attempts to eliminate the change in the potential energy of
bead A, which is not of interest. In order to see whether these changes are indeed harmless, we
consider a toy model for the system that is admittedly unrealistic: where the RNA molecule is
also treated as a harmonic spring. In view of the unfolding transition seen in the molecule, this
is obviously wrong. Our objective, however, is to investigate whether the difference between
w and the actual work done is potentially signiﬁcant. In the same spirit, the damping and
thermal noise forces experienced along the RNA molecule are neglected, and the mass of the
beads is taken to be zero.
In this toy model, the equation for bead A is
λ˙ x =− kx + κ(v0t − x)+ η (19)
where, as before, k is the force constant of the optical trap, λ is the viscous damping coefﬁcient
and η is the thermal noise. κ is the force constant for the (harmonic version of) the RNA
molecule. Bead B is assumed to be moved at constant speed v0 over a time interval [0,τ].
Proceeding as in the previous section, deﬁning t0 = λ/(k + κ), equation (19) has the solution
x(t) =
κv0t
κ + k
−
κv0t0
κ + k
(1 − exp[−t/t0]) + ˜ x (20)
where
˜ x(t) = ˜ x(0)exp[−t/t0]+
  t
0
dt1
η(t1)
λ
exp[−(t − t1)/t0]. (21)
Substituting this solution in equation (18) yields
dw/dt =
 
kκv0
k + κ
{t − t0(1 − e−t/t0)} + k˜ x
  
v0
k + κ
{k + κ e−t/t0}−˙ ˜ x
 
. (22)
If v0 → 0 while keeping v0τ ﬁxed, i.e. the adiabatic limit is taken, the only term in w(τ)
that survives comes from integrating the product of the ﬁrst term in each bracket. This is70 O Narayan and A Dhar
the change in free energy of the harmonic RNA molecule. Accordingly, the dissipative work
satisﬁes
dwD/dt =
kκv2
0
(k + κ)2[κte−t/t0 − t0(k + κ e−t/t0)(1 − e−t/t0)]+
kv0˜ x
k + κ
[k + κ e−t/t0]
−
kκv0˙ ˜ x
k + κ
[t − t0(1 − e−t/t0)] −
1
2
k d˜ x2/dt. (23)
Comparing with equation (17), this has the same structure of a deterministic term, a Gaussian
stochastic term and a total derivative. However, if τ   t0, it can be seen that the integral of
the deterministic term is negative, so that  exp[−βwD(τ)]  cannot be equal to 1.
To solve for the dynamics of the system correctly, one would need to modify
equation (19) by using the full nonlinear force from the stretching of the molecule, and
including the damping and thermal noise acting along the length of the molecule. This would
bedifﬁcult, andnotamenabletoananalyticaltreatment. Experimentally[10], goodagreement
is found between the free energy determined by non-equilibrium and adiabatic stretching. It is
notclearwhetherthisisfortuitous,orcanbejustiﬁed: perhapsthefactthatthenon-equilibrium
nature of the experiments are only seen to be signiﬁcant when the RNA molecule goes through
its unfolding transitionmight make w as deﬁned inequation (18)better behaved. For instance,
the fact that the bead in the optical trap moves backwards in the unfolding direction means
that the result  wD(τ)  < 0 found (for t   t0) for the toy model will not be the case for the
real system, so deviations from the Jarzynski equality are less dramatic.
The reliable method would be to modify the experiment and move the optical trap while
keeping the other end ﬁxed. If the force and displacement of the optical trap are measured, as
in the previous section, the Jarzynski equality can be safely invoked9. Even with the modiﬁed
experiment, thedisplacementoftheopticaltrapratherthanthestretchingofthemoleculemust
be used in computing the work. As discussed brieﬂy in section 2, the Jarzynski equality will
then yield the change in the free energy of the optical trap and the molecule together, i.e.
 e−βwJ(τ) =
 
dx(τ)exp
 
−β
 
Ain(x(τ)) + k
2(x(τ) − vτ)2  
 
dx(0)[−β{Ain(x(0)) + kx(0)2/2}]
(24)
where Ain is the internal free energy of stretching of the molecule, and x(0)andx(τ) are the
starting and ending positions of bead A relative to the initial centre of the trap, respectively.
(Bead B is ﬁxed throughout.) On the other hand, the quantity of interest is Ain. An elegant
method to obtain Ain is due to Hummer and Szabo [12], which relies on a stronger version of
the Jarzynski equality:
 e−βwJ(τ)δ(x(τ)− x) =
exp[−β{Ain(x) + k(x − vτ)2/2}]
 
dx(0)[−β{Ain(x(0)) + kx(0)2/2}]
(25)
where the quantity averaged on the left-hand side is exp[−βwJ(τ)]/  for experimental trials
when x<x τ <x+   and zero otherwise, for small  . Summing both sides of equation (25)
yields (24). Equation (25) can be proved by invoking the Feynman Kac theorem [17]. The
k(x − vτ)2/2 term in equation (25) can easily be transferred to the left-hand side. Numerics
with different values of τ, with x chosen to be close to its optimal value for each τ,w e r e
used [12] to obtain the free energy proﬁle. Note that it is not correct to choose a different τ
for each experimental trial so that x(τ) is always equal to x and seek to apply equation (25),
9 One might be tempted to modify equation (18)a sd w = kxdx0 and argue that this is equivalent to moving the
optical trap from Galilean invariance. However, this neglects the damping from the solvent, and can (with our toy
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i.e. to perform an experiment of variable duration with a deﬁnite extension of the molecule at
the end of each trial. Such a protocol would yield
 e−βwJ(x) ∝
  τM
0
dτ exp
 
−β
 
Ain(x) +
k
2
(x − vτ)2
  
∝ [1 + erf(x
 
βk/2)]exp[−βAin(x)]
(26)
if τM →∞ .
5. Fluctuation theorems for systems with Langevin dynamics
We consider a system of particles with generalized coordinates x ={ xl} and velocities
v ={ vl = ˙ xl} and described by the Hamiltonian
H(x,v)=
 
l
mlv2
l
2
+ V(x) (27)
where V is an interaction potential. We assume that the system is in contact with a heat
reservoir, and its time evolution is describable by Langevin dynamics. A set of external forces
{fl} act on the particles and perform work on it. Thus the equations of motion are given by
ml¨ xl =−
∂V
∂xl
+ fl(t) − λl˙ xl + ηl (28)
where ηl is Gaussian white noise with the correlator  ηl(t)ηm(t ) =2λlkBTδ(t− t )δlm.
For stochastic systems, the ﬂuctuation theorem—and therefore the Jarzynski equality—was
proved by Kurchan [5]. We provide a simpler proof, through equation (6). For discrete
systems, evolving, for example, through Monte Carlo dynamics, equation (6) has been proved
[11]. Here we give a proof for systems evolving through the Langevin dynamics.
The principle of microscopic reversibility relates the probability of a particular path in
phase space to the probability of the time-reversed path. Consider the evolution of the system
from time t = 0t ot = τ through a path speciﬁed by {x(t),v(t),f(t)}. The probability of
this path is given by
P+ = N exp
 
−
 
l
β
4λl
  τ
0
dtη 2
l (t)
 
= N exp
 
−
 
l
β
4λl
  τ
0
dt
 
ml¨ xl +
∂V
∂xl
− fl(t) + λl˙ xl
 2 
(29)
where N is a normalization constant. Now consider the time-reversed path given by
{¯ x (t), ¯ v (t), ¯ f  (t)}={¯ x(τ − t),−¯ v(τ − t), ¯ f(τ− t)}. The probability of this path is
P− = N exp
 
−
 
l
β
4λl
  τ
0
dt
 
ml ¨ x 
l +
∂V
∂x 
l
− f  
l (t) + λl˙ x 
l
 2 
= N exp
 
−
 
l
β
4λl
  τ
0
dt
 
ml¨ xl +
∂V
∂xl
− fl(t) − λl˙ xl
 2 
. (30)
Taking the ratio of the two probabilities leads to the principle of microscopic reversibility
P+
P−
= exp
 
−β
 
l
  τ
0
dt
 
ml¨ xl +
∂V
∂xl
− fl(t)
 
˙ xl
 
= exp[−βQ] (31)72 O Narayan and A Dhar
where Q is the amount of heat transferred from the heat bath to the system. The identiﬁcation
of Q as the heat transfer can be seen either by noting that Q =
 
l
  τ
0
 
ml¨ xl + ∂V
∂xl −fl(t)
 
˙ xl =
 
l
  τ
0 dt[−λl˙ xl + ηl]˙ xl which is clearly the energy ﬂow from the heat bath. Note that in
the absence of external forces the principle of microscopic reversibility reduces to the usual
detailed balance principle which states that
P(x f,v f|xi,v i)
P(x i,−vi|xf,−vf)
= exp(−β[H(xf,v f) − H(xi,v i)]) (32)
where P(x,v|x ,v ) denotes the probability of being at (x,v) at time t = τ given that it was
at (x ,v ) at time t = 0. This follows if we integrate equation (31) over all paths between
(xi,v i) and (xf,v f). From equations (31) and (32), the ﬂuctuation theorem and the Jarzynski
equality can be obtained as in Crooks [11], discussed in section 2. In particular, when the
external forces are switched on at time t = 0,
 
exp
 
β
  τ
0
x · df
  
=
 
exp
 
βf (τ) · x(τ)− β
  τ
0
dtf· v
  
=
 exp[−βH(x(τ),v(τ)) + βf (τ) · x(τ)] x(τ),v(τ)
 exp[−βH(x(0),v(0))] x(0),v(0)
. (33)
As discussed after equation (25), equation (33) is true even without x(τ) being averaged, so
that exp[βf (τ) · x(τ)] can be cancelled on both sides and
 
exp
 
−β
  τ
0
dtf· v
  
= 1. (34)
If one compares the system starting in thermal equilibrium with a force f(t)switched on
for 0 <t<τ, with the same system but with a force f(τ− t), then the variable ω in [11] is
ω = lnρ(xi,v i) − lnρ(xf,v f) − βQ
= lnρ(xi,v i) − lnρ(xf,v f) − β
 
H(xf,v f) − H(xi,v i) −
  τ
0
dtf· v
 
= β
  τ
0
dtf· v. (35)
When the force that is switched on is time independent, then equation (4) reduces to the result
of [5]. In fact, even when f(t)depends on time, if the equations of motion equation (28)
are linear, the distribution of ω = β
  τ
0 dtf · v is Gaussian for both the original and the
time-reversed process, i.e.
p+(ω)
p−(−ω)
∝
exp[−(ω − m+)2/2σ+]
exp[−(ω + m−)2/2σ−]
. (36)
Comparing to equation (4) we see that σ+ = σ− and m2
+
 
σ+ = m2
−
 
σ−, i.e. m+ = m− (since
m± > 0). Further, m±/σ± = 1
2. One can thus drop the subscripts in equation (4) for linear
equations of motion for arbitrary f(t).
More generally, when the interaction potential depends on a set of externally controlled
parameters µ(t) so that we have H = H(x,v,µ). In this case we get
Q =
 
l
  τ
0
 
ml¨ xl +
∂V(x,µ)
∂xl
 
˙ xl
=
  τ
0
dt
 
d
dt
 
 
l
mlv2
l
2
+ V
 
−
 
l
∂V
∂µl
˙ µl
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Now if we take ρ = exp(−β[H(x,v,µ)− F(µ)]), where F(µ) =− (1/β)ln(
 
dx dv
exp(−βH(x,v,µ)))is a generalized free energy then we get the Jarzynski result:
 e−βWJ =exp(−β[F(µ f) − F(µ i)]). (38)
The principle of microscopic reversibility can be used to derive some other interesting
results that are related to the Jarzynski result and have been derived using other approaches.
We again consider the case with a time-dependent Hamiltonian in which case equation (31)
gives e−βWJP+ = exp(−β[H(xf,v f,µ f) − H(xi,v i,µ i)])P−. Integrating both sides over
all paths between the ﬁxed initial and ﬁnal points then gives:
 e−βWJ 
(xf,vf)
(xi,vi) = PR(xi,−vi|xf,−vf)exp(−β[H(xf,v f,µ f) − H(xi,v i,µ i)]) (39)
where PR(xi,−vi|xf,−vf) is the transition probability under the action of the time-reversed
Hamiltonian. If we now integrate over all initial states chosen from the canonical ensemble,
equation (25) results.
6. Conclusion
In this paper, we have analysed recent experimental tests of the ﬂuctuation theorem and the
Jarzynski equality. For a particle dragged through a solvent [3], the heat absorbed, which
has been suggested as an alternative deﬁnition [14, 15] of the entropy generated, violates the
Jarzynski equality. In the experiments on molecular stretching [10], the fact that the force
is not measured at the end of the molecule that is dragged can lead to substantial deviations
from the Jarzynski equality, even changing the sign of the average ‘work’. We have also
provided a proof of the ﬂuctuation theorem for systems governed by Langevin dynamics that
ismuchsimplerthanthestandardproof[5],andhavegeneralizeditslightlyforlinearLangevin
equations. Finally, we have also clariﬁed the connection between the thermodynamic work
used in a thermodynamic derivation of the Jarzynski equality [11] and the generalized work
in the original derivation [9], verifying that equation (3) is obtained in all cases.
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Appendix. Gaussian integral
In this appendix, we evaluate the singularity in  exp[βQ]  discussed in section 3. Deﬁning
Gaussian variables
y1 =
  τ
0
dt ˙ ¯ x[2λ˙ ˜ x(t)− η(t)] y2 =
√
m˙ ˜ x(τ)
y3 =
√
m˙ ˜ x(0)y 4 =
√
k˜ x(τ) y5 =
√
k˜ x(0)
(A.1)
we have
βQ(τ) =− βλ
  τ
0
˙ ¯ x
2 − βy1 +
1
2
β
 
y2
2 − y2
3 + y2
4 − y2
5
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From equation (14), it is straightforward to see that
¯ x(t) = v0t −
λv0
k
+ A1 exp[−α1t]+A2 exp[−α2t]( A . 3 )
where the two exponentially decaying terms are the solutions to the homogeneous equation
for x from equation (12), satisfying
α1α2 =
k
m
α1 + α2 =
λ
m
. (A.4)
With the initial condition ¯ x(0) = ˙ ¯ x(0) = 0,
A1,2 =
v0[1 − λα2,1/k]
α1,2 − α2,1
. (A.5)
Similarly, from equation (15), one obtains
˜ x(t) =
α1˜ x(0) + ˙ ˜ x(0)
α1 − α2
e−α2t +
α2˜ x(0) + ˙ ˜ x(0)
α2 − α1
e−α1t +
  t
0
dt η(t )
m
e−α1(t−t ) − e−α2(t−t )
α2 − α1
.
(A.6)
Usingequation(A.6),itispossibletoobtainthecorrelationbetweentheGaussianvariables
y1 ...y 5, as follows:
 
y2
1
 
= 2λkBT
 
dt ˙ ¯ x
2(t)
 y1y2 =  y1y4 =0
 y1y3 =
2λkBT
√
m
 
dt ˙ ¯ x(t)
α2 e−α2t − α1 e−α1t
α2 − α1
 y1y5 =
2λkBT
√
k
m
 
dt ˙ ¯ x(t)
e−α2t − e−α1t
α2 − α1  
y2
2
 
=
 
y2
3
 
=
 
y2
4
 
=
 
y2
5
 
= kBT
 y2y4 =  y3y5 =0
 y3y4 =−   y2y5 =
 
k
m
kBT
e−α1τ − e−α2τ
α2 − α1
 y2y3 =
 
m
k
d
dτ
 y3y4 
 y4y5 =kBT
α2 e−α1τ − α1 e−α2τ
α2 − α1
.
(A.7)
In terms of the correlation matrix Mij =  yiyj ,
 exp[βQ] ∝
 
dy1 ...dy5 exp
 
− βλ
 
˙ ¯ x
2 − βy1
+
1
2
β
 
y2
2 − y2
3 + y2
4 − y2
5
 
−
1
2
 
ij
yiM
−1
ij yj
 
(A.8)
where the normalization is obtained performing the same integral with all terms in the
exponential dropped except for the last. The integral is formally straightforward: deﬁning the
matrix
N = M−1 + β diag(0,−1,1,−1,1) (A.9)Reexamination of experimental tests of the ﬂuctuation theorem 75
one obtains
 exp[βQ] =exp
 
−βλ
 
˙ ¯ x
2 +
1
2
β2N
−1
11
  √
detN detM. (A.10)
To see the singularity clearly we ﬁrst take the m → 0 limit. From equation (A.4), one of
α1,2 must diverge in this limit; we choose this to be α2. Dropping all terms with exp[−α2τ]i n
the correlation matrix M, and deﬁning   = α1(m/k)1/2 = (k/m)1/2/α2,
M
kBT
=

   

B(τ) 0  C(τ) 0 C(τ)
01 − 2E(τ) 0 − E(τ)
 C(τ) − 2E(τ) 1  E(τ) 0
00  E(τ) 1 E(τ)
C(τ) − E(τ) 0 E(τ) 1

   

(A.11)
where
B(τ) = 2λ
 
dt ˙ ¯ x
2(t)
C(τ) =−
2λ
√
k
m(α2 − α1)
 
dt ˙ ¯ x(t)exp[−α1t] (A.12)
E(τ) =
α2
α2 − α1
exp[−α1τ].
Note that B(τ),C(τ),E(τ) are not singular as m → 0. Changing variables from y2,y 4 to
(y2 +  y4)/(1+ 2)1/2 and (y4 −  y2)/(1+ 2)1/2, the matrix M/kBT changes to

    

B(τ) 0  C(τ) 0 C(τ)
01 0 0 0
 C(τ) 01 
√
1+ 2E(τ) 0
00  
√
1+ 2E(τ) 1
√
1+ 2E(τ)
C(τ) 00
√
1+ 2E(τ) 1

    

. (A.13)
The second row and column decouple from everything else. From equation (A.9), the second
row and column of the matrix N are then zero. (The diagonal matrix in equation (A.9)i s
not affected by the change of variables from equation (A.11) to equation (A.13).) Taking the
m → 0 limit in all other rows and columns of M, it is possible to see that this is the only
singularity in this limit in equation (A.10).
When m is very small but not zero, it is easy to see that the off diagonal terms M2i = Mi2
are O(exp[−α2τ]), while M22 is still kBT. Therefore N2i = Ni2 are O(exp[−α2τ]) and N22
is O(exp[−2α2τ]). In equation (A.10), detM detN is O(exp[−2α2τ]), while N
−1
11 is regular
as m → 0. Therefore
 exp[βQ] ∼O(exp[α2τ]) ∼ O(exp[λτ/m]) (A.14)
where α2 = [λ + (λ2 − 4km)1/2]/(2m) ≈ λ/m has been used.
Even when m is not small, in the τ →∞limit, exp[−α1,2τ] → 0. In equations (A.7),
in this limit all cross-correlations are zero except for  y1y3  and  y1y5 . Thus the second
and fourth rows and columns of the matrix N are zero in this limit. More accurately, since
exp[−α2τ]   exp[−α1τ] one can proceed as above (without assuming that   is small),
and obtain that N2i = Ni2 = O(exp[−α2τ]) and N22 = O(exp[−2α2τ]) as before. In
addition, in the remaining 4×4 submatrix formed by eliminating the second row and column,
N4i = Ni4 = O(exp[−α1τ]) and N44 = O(exp[−2α1τ]). Therefore
 exp[βQ] ∼O(exp[(α2 + α1)τ]) ∼ O(exp[λt/m]). (A.15)76 O Narayan and A Dhar
This has the same form as the previous equation, though the singularity in the two cases come
from the m → 0 and the τ →∞limit, respectively.
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