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Practical Leverage-Based Sampling for Low-Rank Tensor Decomposition∗
Brett W. Larsen† and Tamara G. Kolda‡
Abstract. Conventional algorithms for finding low-rank canonical polyadic (CP) tensor decompositions are un-
wieldy for large sparse tensors. The CP decomposition can be computed by solving a sequence of
overdetermined least problems with special Khatri-Rao structure. In this work, we present an ap-
plication of randomized numerical linear algebra to fitting the CP decomposition of sparse tensors,
solving a significantly smaller sampled least squares problem at each iteration with probabilistic
guarantees on the approximation errors. Prior work has shown that sketching is effective in the
dense case, but the prior approach cannot be applied to the sparse case because a fast Johnson-
Lindenstrauss transform (e.g., using a fast Fourier transform) must be applied in each mode, causing
the sparse tensor to become dense. Instead, we perform sketching through leverage score sampling,
crucially relying on the fact that the structure of the Khatri-Rao product allows sampling from over-
estimates of the leverage scores without forming the full product or the corresponding probabilities.
Na¨ıve application of leverage score sampling is ineffective because we often have cases where a few
scores are quite large, leading to repeatedly sampling the few entries with large scores. We improve
the speed by combining repeated rows. Additionally, we propose a novel hybrid of deterministic and
random leverage-score sampling which consistently yields improved fits. Numerical results on real-
world large-scale tensors show the method is significantly faster than competing methods without
sacrificing accuracy.
Key words. CANDECOMP/PARAFAC (CP), tensor decomposition, matrix sketching, leverage score sampling,
randNLA
1. Introduction. Low-rank tensor decomposition based on CANDECOMP/PARAFAC
(CP) [8, 19], is a popular unsupervised learning method akin to low-rank matrix decomposi-
tion. A low-rank tensor factorization identifies factor matrices that provide the best low-rank
multilinear representation of a higher-order tensor X. Tensor decomposition is ubiquitous in
data analysis with applications to social networks [31, 34], ride sharing [43], cyber security [29],
criminology [30], text clustering [11], online behaviors [36], etc. We refer the reader to several
surveys for more information [1, 22, 37].
In this work, we consider the problem of computing the CP tensor decomposition for sparse
tensors using an alternating least squares (ALS) approach. Bader and Kolda [4] show that
the cost per least squares solve for a sparse tensor is proportional to the number of nonzeros.
However, in many cases, even that can be too expensive because some tensors have billions of
nonzeros. Cheng et al. [9] showed that it is possible to use matrix sketching in the spares case.
We propose a variant of the same idea but targeting a different step in the least squares solve
(explained in detail below). In addition, we present a detailed, practical algorithm along with
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a new hybrid methodology for combines deterministic and randomly-sampled rows based on
leverage scores.
1.1. CP least squares problem. Suppose that X is a (d+1)-way tensor of size n1 × n2 ×
· · ·×nd+1. At each iteration of CP-ALS, we solve a sequence of (d+1) least squares problems.
Without loss of generality, we consider the least squares problem for computing the (d+1)st
factor matrix:
(1.1)
min
B
‖ZBᵀ −Xᵀ‖2F subject to B ∈ Rn×r with
Z = Ad  · · · A1 ∈ RN×r, Ak ∈ Rnk×r for k ∈ [d], N =
d∏
k=1
nk,
X ∈ Rn×N , nnz(X) N, and r, n N.
The symbol  denotes the Khatri-Rao product (KRP). The matrix X is the mode-(d+1)
unfolding of the input tensor. The matrix B is the (d+1)st factor matrix and n = nd+1. The
matrices {A1, . . . ,Ad } are the first d factor matrices. See section 2 for further details.
Because r  N , the least squares problem (1.1) is tall and skinny, making it a candidate
for sketching. Ignoring the structure of both Z and X, solving (1.1) costs O(Nr2n). The KRP
structure of Z reduces the cost to O(Nrn) [22], and the cost is reduced further to O(nnz(X) r)
when X is sparse [4].
Instead of solving the least squares problem (1.1) directly, we consider a sketched version
of the form
(1.2) min
B
‖ΩZBᵀ −ΩXᵀ‖2F where Ω ∈ Rs×N ,
and Ω has only one nonzero per row, which means that it selects a subset of rows in the least
squares problem. The cost of solving the subsampled least squares problem is O(sr2n). The
leverage scores for the rows of Z are defined as `i(Z) = ‖Q(i, :)‖22 where Q is an orthogonal
basis for the column space of Z. If we samples rows proportional to their leverage scores,
then s = O(rd log n/2) rows are required for an -accurate solution with high probability; see
Theorem 3.7.1 Moreover, we compute Z˜ ≡ ΩZ and X˜ᵀ ≡ ΩXᵀ without every forming Ω, Z,
or X explicitly. This means the complexity of the least squares problem is O(nrd+2 log r/2).
1.2. Related Work. The most similar work to ours is Cheng et al. [9]. As mentioned
above, the KRP structure of Z can be exploited for a more efficient solution to (1.1). Specifi-
cally, B is the solution to
‖BV − ZᵀX‖2F where V = (Aᵀ1A1)~ · · ·~ (AᵀdAd) ∈ Rr×r.
Here, ~ represents the Hadamard product. The computation of ZᵀX is known as the ma-
tricized tensor times Khatri-Rao product (MTTKRP) and is a key kernel in CP tensor de-
composition. It costs O(Nnr) for a dense tensor and O(nnz(X) r) for a sparse tensor. Cheng
et al. [9] use matrix sketching to approximate the MTTKRP to within  accuracy with high
1For the general problem, we replace n with nmax where nmax = max {nk | k ∈ [d+ 1] }.
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probability by sampling s = O(rd log n/2) rows, the same as ours. Their complexity per
least squares solve is O(nrd+1 log n/2), so the difference in overall complexity per solve is a
factor of r. In practice, however, the solution time for the least squares system is negligible
compared to the time to extract the sampled tensor fibers as shown in subsection 7.2.
A Kronecker fast Johnson-Lindenstrauss transform (KFJLT) sketching approach was pro-
posed in [6] and proved to be a Johnson-Lindenstrauss transform in [21] (see also [28, 20]).
The KFJLT reduces the per-iteration cost to O(snr) where s N is the number of samples.
Unfortunately, the KFJLT approach is not applicable in the sparse case because it requires
multiplying X by an FFT in each mode as a preprocessing step, destroying sparsity.
A variety of randomized algorithms have been applied to tensor decompositions in previous
work. For the CP Decomposition, Wang, Tung, Smola, and Anandkumar [41] proposed algo-
rithms based on CountSketch and Yang, Zamzam, and Sidiropoulos [44] compressed/sketched
the tensor into multiple small tensors which they decompose in parallel and combine. Song,
Woodruff, and Zhong [39] analyze a CUR-like method for tensor decomposition and show that
it is also (1 + ) optimal; other notable works on the CUR decomposition include [25, 7, 17].
Malik and Becker [27] use CountSketch to sketch the full tensor and then compute the decom-
position of the sketch; this expands on the previous extension of CountSketch to tensors in
[32, 35, 3, 10] called TensorSketch. Lastly, applications to the Tucker decomposition include
Malik and Becker [26], Sun et al. [40], and Ahmadi-Asl et al. [2]
1.3. Our contributions. Randomized numerical linear algebra has the potential to signif-
icant accelerate the solution to the least squares subproblems in CP-ALS. In the sparse case,
we would ideally sample rows in the least squares problem according to leverage scores. We
cannot calculate the leverage scores directly, but we can instead upper bound them using the
structure of the Khatri-Rao product and efficiently sample proportional to these bounds. Our
contributions are as follows:
• We provide a practical method for efficient Khatri-Rao product matrix sketching using
leverage-score sampling in the context of CP-ALS; see subsection 6.2.
• We show that our proposed method needs only s = O(rd log n/2) for an -accurate
solution; see Theorem 5.3.
• For concentrated sampling probabilities that result in many repeated samples, we
propose two novel methods to reduce the expense in section 4: (1) combining repeated
rows, and (2) including high-probability rows deterministically. These methods can
be used in any sketching scenario, not just for Khatri-Rao products.
• We provide an efficient method for determining high-probability rows in a Khatri-Rao
product; see subsection 5.3.
• We provide detailed numerical experiments in MATLAB showing the advantages of
our proposed approach in section 7. For instance, compared to CP-ALS, we achieve
a speed-up of 13× on the large Reddit tensor which has 4.7 billion nonzeros, reducing
the compute time from about 5 days to less than half a day.
2. Background on Least Squares Problems in CP-ALS and KRPs. Equation (1.1) repre-
sents the prototypical least squares problem in CP-ALS. We have assumed that we are solving
the (d+1)st subproblem for notational convenience, but all (d+1) subproblems have precisely
the same format. For instance, if we were solving the least squares subproblem for first factor
4 BRETT W. LARSEN AND TAMARA G. KOLDA
matrix (A1), then (1.1) would change only in that n = n1, X is the mode-1 unfolding of X,
and Z = Ad+1  · · · A2 ∈ RN×r with N =
∏d+1
k=2 nk. Henceforth, without loss of generality,
we continue to assume that we are solving the (d+1)st subproblem a in (1.1).
The KRP plays a key role in our discussion, so we provide a precise definition. Recall that
the KRP of interest is
(2.1) Z = Ad  · · · A1 ∈ RN×r, Ak ∈ Rnk×r for k ∈ [d], N =
d∏
k=1
nk.
There is a bijective mapping between row i of Z and a d-tuple of rows (i1, . . . , id) in the factor
matrices where
(2.2) Z(i, :) = A1(i1, :)~ · · ·~Ad(id, :).
Specifically, we refer to (i1, . . . , id) ∈ [n1] ⊗ · · · ⊗ [nd] as the multi-index and i ∈ [N ] as the
linear index where the bijective mapping is
(2.3) i = i1 +
d∑
k=2
(
k−1∏
`=1
nk
)
(ik − 1).
3. Background on Sketching for Least Squares Problems. For detailed information on
leverage score sampling in matrix sketching, we refer the reader to the surveys [24, 42]. Here
we provide key concepts that are needed in this work.
Our goal is to find a sampling matrix Ω so that ΩX can be computed efficiently when
X is sparse. To accomplish this, we limit our attention to choices for Ω where each row has
a single nonzero. To relate more directly to existing theory, we consider a variation of (1.1)
with n = 1:
(3.1)
min
α
‖Zα− ν‖22 subject to α ∈ Rr with
Z = Ad  · · · A1 ∈ RN×r, Ak ∈ Rnk×r for k ∈ [d], N =
d∏
k=1
nk,
ν ∈ RN , r  N.
Solving this least squares problem directly costs O(Nr2) for the least squares solve plus O(Nr)
to form Z. Our goal is to eliminate dependence on N . In this section, we review the theory
which explains how to reduce the cost to O(sr2) where s depends in part on how we do the
leverage score sampling. This removes the first dependence on N . (In section 5, we explain
how to avoid forming explicitly forming the KRP or calculating the leverage scores, removing
the second dependence on N .)
3.1. Weighted Sampling. Assuming we choose rows according to some probability dis-
tribution, we show how to weight the rows so that the subsampled norm is unbiased.
Definition 3.1. We say p ∈ [0, 1]N is a probability distribution if ∑Ni=1 pi = 1.
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Definition 3.2. For a random variable ξ ∈ [N ], we say ξ ∼ multinomial(p) if p ∈ [0, 1]N
is a probability distribution and Pr(ξ = i) = pi.
We can define a matrix that randomly samples rows from a matrix (or elements from a
vector) with weights as follows.
Definition 3.3 ([42, 14]). We say Ω ∈ Rs×N ∼ randsample(s,p) if s ∈ N, p ∈ [0, 1]N is a
probability distribution, and the entries on Ω are defined as follows. Let ξj ∼ multinomial(p)
for j = 1, . . . , s; then
ω(j, i) =
{
1√
spi
if ξj = i,
0 otherwise,
for all (j, i) ∈ [s]× [N ].
It is straightforward to show that such a sampling matrix is unbiased, so we leave the
proof as an exercise for the reader.
Lemma 3.4. Let x ∈ RN . Let p ∈ [0, 1]N be probability distribution such that pi > 0 if
xi 6= 0 and let Ω ∼ randsample(s,p). Then E‖Ωx‖2 = ‖x‖2.
The challenge of sketching then is to design a sampling matrix Ω that can be efficiently
computed yet bounds the distortion of the sketched solution with as few samples as possible.
There is a vast literature on different methods for constructing sketches, but here we will
focus on constructing sketches via row sampling in which a sketch provides a procedure for
how to select and weight s rows of the original matrix. Doing this effectively often requires
an understanding of the structure of the data, so, to that end, we define the leverage scores
of a matrix in the next subsection.
3.2. Leverage Scores and Sampling Probabilities. The distribution selected for p deter-
mines the quality of the estimate in a way that depends on the leverage scores of Z.
Definition 3.5 (Leverage Scores [13]). Let Z ∈ RN×r with N > r, and let Q ∈ RN×r be
any orthogonal basis for the column space of Z. The leverage scores of the rows of Z are given
by
`i = ‖Q(i, :)‖22 for all i ∈ { 1, . . . , N } .
The coherence is the maximum leverage score, denoted µ(Z) = maxi∈[N ] `i(Z).
The leverage scores indicate the relative importance of rows in the matrix Z. It is known
that `i(Z) ≤ 1 for all i ∈ [N ],
∑
i∈[N ] `i(Z) = r, and µ(Z) ∈ [r/N, 1] [42]. The matrix Z is
called incoherent if µ(Z) ≈ r/N .
Random sampling of rows in a least squares problem can provide an -accurate solution
with high probability where the number of samples required is s = O(r log r/2β) and β
connects the sampling probabilities and the leverage scores as elucidated in the following
result.
Theorem 3.6 ([16, 42]). Let Z ∈ RN×r, ν ∈ RN , and α∗ ≡ arg minα∈Rr ‖Zα − ν‖22. Let
p ∈ [0, 1]N be any probability distribution and define
β = min
i∈[N ]
pir
`i(Z)
∈ [0, 1] for all i ∈ [N ].
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For any , δ ∈ (0, 1), set s = O(r log(r/δ)/(β2)) and let Ω = randsample(s,p). Then
α˜∗ ≡ arg minα∈Rr ‖ΩZα−Ων‖22 satisfies
‖Zα˜∗ − ν‖22 ≤ (1 +O())‖Zα∗ − ν‖22
with probability at least 1− 1/δ.
We include the proof in Appendix A (although this result is known, the proof arguably
requires some investment to assemble) as well as further details on bounding the error in α∗.
The term β is sometimes referred to as the misestimation factor and connects the sampling
probabilities with the leverage scores. The user should ideally specify p so that β is maximal,
i.e., pi = `i(Z)/r for all i ∈ [N ] would yield β = 1. But computing the true leverage bounds
is too expensive. Instead, we will estimate them and get a bound of β ≤ 1/rd as explained in
subsection 5.1.
Before we continue, we present the result for the full matrix least squares problem (1.1)
by using a union bound. Note that we assume r < n, so log n dominates log r.
Theorem 3.7. Let Z ∈ RN×r, Xᵀ ∈ Rn×N , r < n, and B∗ ≡ arg minB∈Rr×n ‖ZBᵀ −Xᵀ‖2.
Let p ∈ [0, 1]N be any probability distribution and define
β = min
i∈[N ]
pir
`i(Z)
∈ [0, 1] for all i ∈ [N ].
For any , δ ∈ (0, 1), set s = O(r log(n/δ)/(β2)) and let Ω = randsample(s,p). Then
B˜∗ ≡ arg minB∈Rr×n ‖ΩZBᵀ −ΩX‖2F satisfies
‖ZB˜ᵀ∗ −Xᵀ‖2F ≤ (1 +O())‖ZBᵀ∗ −Xᵀ‖2F
with probability at least 1− 1/δ.
Proof. Apply Theorem 3.6 simultaneously to all n columns of Bᵀ and Xᵀ with every the
same except δ′ ∈ (0, 1). The probability that a single column is not at least  accurate is
1/δ′, so the probability that any of the n columns is not at least  accurate is n/δ′ by a union
bound. Choosing δ′ = δ/n yields the desired probability of -accuracy of 1 − 1/δ subject
to s = O(r log(r/δ′)/(β′2) = O(r log(rn/δ)/(β2). Since we assume r < n, we simplify to
s = O(r log(n/δ)/(β2)).
4. Tools for Sketching with Concentrated Sampling Probabilities. In this section, we
discuss two novel approaches to improve the computational cost of sketching for matrices with
concentrated sampling probabilities, i.e., a small subset of the rows accounts for a significant
portion of the probability mass. In these cases, a small subset of rows are repeatedly re-
sampled, which leads to a larger number of required samples (s) and is inefficient.
In subsection 4.1, we show that one simple speedup is to combine (and appropriately
reweight) repeated rows, reducing the size of the sampled least squares problem without
changing the solution. If s is the original number of rows, and s¯ is the number after combining
repeats, the computational complexity is reduced from O(sr2) to O(s¯r2).
In subsection 4.2, we propose a novel hybrid sampling method in which we deterministi-
cally include a relatively small number of high-probability rows and then sample randomly
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from the remaining rows. The required number of samples for the remaining rows is reduced
by the proportion of probability captured in the deterministic rows.
One important note about the tools presented in this section is that they can be imple-
mented in an efficient solver for arbitrary sampling probability distributions, i.e., they do not
require a priori knowledge that the probabilities are concentrated. If the probabilities are
close to uniform, then the solver will essentially be unchanged. This is crucial in the case of
solving a series of least squares problems which may each have different characteristics. In
our case for the CP tensor factorization, the factor matrices are initialized randomly (with
near-uniform sampling probabilities) and often have much more structured factored matrices
(with concentrated sampling probabilities) as the method converges.
We show the numerical improvements yielded by these methods for concentrated proba-
bilities in subsections 7.1 and 7.2.
4.1. Combine Repeated Rows. If the random sampling of a matrix selects the same rows
repeatedly, it is possible to combine repeated entries. The results in a smaller matrix that
yields an equivalent sampled system. Consider the definition of Ω in Definition 3.3. Let s¯ be
the number of unique values in the set Ξ ≡ { ξ1, . . . , ξs }, let ξ¯j denote the kth unique value
for k ∈ [s¯], and let cj be the number of times that ξ¯j appeared in Ξ. Define Ω¯ ∈ Rs¯×N as
follows:
(4.1) ω¯(j, i) =
{√
cj
spi
if ξ¯j = i
0 otherwise
for all (j, i) ∈ [s¯]× [N ].
It can be shown that ‖Ω¯x‖2 = ‖Ωx‖2 for all x ∈ RN . We use combining rows by default in
our experiments.
4.2. Hybrid Deterministic and Random Sampling. One potential alternative to proba-
bility sampling is to sort by descending probability and deterministically construct a matrix
sketch using the top s rows. For instance Papailiopoulos, Kyrillidis, and Boutsidis [33] theo-
retically analyzed the quality of such approximations and show they perform comparably to
a randomized approach if the leverage scores fall off according to a moderately steep power
law.
In this section we propose a more flexible alternative in which a subset of the highest
probability rows are included deterministically and the remaining rows are chosen randomly
proportionally to their original probabilities. We combine deterministic and random sampling
for KRP matrices by constructing a sampling matrix of the following form:
Ω =
[
Ωdet
Ωrnd
]
∈ Rs×N .
Note that this matrix is never actually formed explicitly, as detailed in section 6.
Let D ⊂ [N ] be the set of indices that are included deterministically, with sdet = |D|
assumed to be O(1). We presume that D contains the highest-probability indices which
would be more likely to be repeated randomly but our analysis regarding the reweighting of
the remainder does not depend on this. In particular, it would be particular if only a subset
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of the highest probability rows were included. Let kj denote the jth member of D, j ∈ [sdet].
Then we have the corresponding deterministic row sampling matrix
(4.2) ωdet(j, i) =
{
1 if i = kj
0 otherwise
for all (j, i) ∈ [sdet]× [N ].
We randomly sample the remaining rows from [N ] \ D. Define pdet =
∑
i∈D pi. The
probability of selecting item i ∈ [N ]\D is rescaled to pi/(1−pdet). (We do not compute these
explicitly, as detailed in subsection 5.3 Then we have
ωrnd(j, i) =
{√
1−pdet
spi
if ξj = i
0 otherwise.
4.3. Combining Rows for the Hybrid Deterministic and Random Sampling. We can
also combine repeated rows in Ωrnd. Let s¯rnd be the number of unique randomly sampled row
indices. As discussed in subsection 4.1, let ξ¯j be the jth unique row index. Then we can define
Ω¯rnd ∈ Rs¯rnd×N as follows:
(4.3) ω¯(j, i) =
{√
cj
s
1−pdet
pi
if ξ¯j = i
0 otherwise
for all (j, i) ∈ [s¯rnd]× [N ].
5. Efficient Leverage Score Sampling for KRP Matrices. Our aim is to use sketching
for least squares where the matrix is a KRP matrix of the form Z = Ad  · · · A1 ∈ RN×r
as defined in (2.1). We cannot afford to explicitly form Z or explicitly compute its leverage
scores since either would be at least O(Nr). In subsection 5.1, we review how to upper bound
the leverage scores and use that to show how to compute sampling probabilities so that β in
Theorem 3.7 is upper bounded by β ≤ 1/rd−1. Our main result in Theorem 5.3 shows that
the number of samples needed for sampling KRP matrices in (3.1) is s = O(rd log n−2). In
subsection 5.2, we describe how to sample rows according to the probabilities established in
the previous section without forming the probabilities or Z explicitly. In subsection 5.3, we
describe how to do the deterministic inclusion proposed in subsection 4.2 without explicitly
computing all the probabilities.
5.1. Sampling Probabilities for KRP Matrices and Main Theorem. It is possible to
obtain an upper bound on the leverage scores for Z by using the leverage scores for the factor
matrices, as follows.
Lemma 5.1 (Leverage Score Bounds for KRP [9, 6]). Let Z = Ad  · · · A1 ∈ RN×r be a
KRP as in (2.1). Letting (i1, . . . , id) be the multi-index corresponding to i as defined in (2.3),
the leverage scores can be bounded as
`i(Z) ≤ ¯`i(Z) ≡
d∏
k=1
`ik(Ak).
Using this lemma, we directly derive the following result for sketching the tensor least
squares problem (1.1) for the case of n = 1.
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Theorem 5.2. Let Z = Ad  · · ·  A1 ∈ RN×r be a KRP as in (2.1), ν ∈ RN , and
α∗ ≡ arg minα∈Rr ‖Zα− ν‖22. Let p ∈ [0, 1]N be defined as
(5.1) pi =
¯`
i(Z)
rd
where ¯`i(Z) ≡
d∏
k=1
`ik(Ak) for all i ∈ [N ].
For any , δ ∈ (0, 1), set s = O(rd log(r/δ)/2) and let Ω = randsample(s,p). Then α˜∗ ≡
arg minα∈Rr ‖ΩZα−Ων‖22 satisfies
‖Zα˜∗ − ν‖22 ≤ (1 +O())‖Zα∗ − ν‖22
with probability at least 1− 1/δ.
Proof. Apply Theorem 3.6, Lemma 5.1, and (5.1) to get
β = min
i∈[N ]
pir
`i(Z)
= min
i∈[N ]
(¯`i(Z)/r
d) r
`i(Z)
≤ 1
rd−1
.
Plugging this bound into the bound for s yields the desired result.
Our main result for sketching the tensor least squares problem (1.1) follows. For n > r, s =
O(rd log n/2) samples yields an (1+O())-accurate residual with high probability. This can
be derived from Theorem 5.2 using the same union bound method that allowed Theorem 3.7
to be derived from Theorem 3.6.
Theorem 5.3 (Tensor Least Squares Sketching with Leverage Scores). Let Z = Ad  · · · 
A1 ∈ RN×r be a KRP as in (2.1), Xᵀ ∈ Rn×N , r < n, and B∗ ≡ arg minB∈Rr×n ‖ZBᵀ−Xᵀ‖2.
Let p ∈ [0, 1]N be defined as
pi =
¯`
i(Z)
rd
where ¯`i(Z) ≡
d∏
k=1
`ik(Ak) for all i ∈ [N ].
For any , δ ∈ (0, 1), set s = O(rd log(n/δ)/2) and let Ω = randsample(s,p). Then
B˜∗ ≡ arg minB∈Rr×n ‖ΩZBᵀ −ΩX‖2F satisfies
‖ZB˜ᵀ∗ −Xᵀ‖2F ≤ (1 +O())‖ZBᵀ∗ −Xᵀ‖2F
with probability at least 1− 1/δ.
Hence, our sampling probability for row i in Z is given by
pi =
1
rd
d∏
k=1
`ik(Ak) for all i ∈ [N ].
5.2. Implicit Random Row Sampling for KRP Matrices. Calculating the leverage scores
for factor matrix Ak is inexpensive, costing O(r
2nk); however, computing the sampling prob-
abilities in subsection 5.1 requires the Kronecker product of the leverages scores at a cost of
O(N). To avoid this O(N) expense, we sample from the distribution implicitly by sampling
each mode independently, which is equivalent per the following result.
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Lemma 5.4. Let Ak ∈ Rnk×r for r ∈ [d], and let `(Ak) be the vector of leverage scores for
Ak. Let
ik ∼ multinomial(`(Ak)/r) for k ∈ [d].
The probability of selecting the multi-index (i1, . . . , id) is equal to
pi =
¯`
i(Z)
rd
where ¯`i(Z) ≡
d∏
k=1
`ik(Ak)
and i ∈ [N ] is the linear index corresponding to (i1, . . . , id) with N ≡
∏d
k=1 nk.
Row i of Z can be assembled in O(rd) work by taking the Hadamard product of the rows
of the factor matrices specified by the multi-index.
5.3. Implicit Computation of High-Probability Rows for Deterministic Inclusion. As ex-
plained in subsection 4.2, it can be useful to deterministically include all rows whose sampling
probability is above a specified threshold, τ . However, it would be prohibitively expensive to
find those above the threshold by explicitly computing all N probabilities. Instead, we perform
a coarse-grained elimination of most candidate rows and then only compute the probabilities
on a small subset of all rows.
For each factor matrix, define the normalized leverage scores pk = `(Ak)/r where the ikth
entry is denoted as (pk)ik . Recall that the probability of sampling row Z(i, :) is given by
pi =
∏d
k=1 `ik(Ak)
rd
=
d∏
k=1
(pk)ik for all i ∈ [N ],
where i is the linear index associated with subindices (i1, . . . , id). The key insight is that
only a subset of rows in each Ak could possibly contribute to a row of Z with a sampling
probability greater than τ .
Our goal is to identify the set D = { i ∈ [N ] | pi > τ }. Define
αk = max
ik∈[nk]
(pk)ik , α∗ =
d∏
k=1
αk = max
i∈[N ]
pi, and D¯k = { ik ∈ [nk] | (pk)ik > ταk/α∗ } .
It is easy to show that if ik 6∈ D¯k, then pi ≤ τ for any linear index i with row ik in its
constituent subindices. Hence, we can conclude
D ⊆ D¯1 ⊗ · · · ⊗ D¯d.
This means we need only check a small number of combinations. If n¯k = |D¯k|, then we need
only check
∏d
k=1 n¯k  N possibilities. It is easy to see that n¯k < 1/τ , so we can limit the
number of possibilities to consider by the choice of τ . We have found that τ = 1/s is effective
in practice, and this is the choice we use in all experiments.
Once we have obtained the deterministic indices, we need to sample the remaining rows
randomly as described in subsection 4.2 for the hybrid sample. Because we will not have
explicit access to the probabilities for every sample to rescale, we use rejection sampling.
CPRAND-SPARSE 11
Algorithm 6.1 Hybrid Deterministic and Random Sampling of KRP Indices by Leverage
Score
1: function SkrpLev(p1, . . . ,pd, s, τ) . pk ≡ `(Ak)/r
2: (idet, sdet, pdet)← DetSkrp(p1, . . . ,pd, τ) . Find { i ∈ [N ] | pi > τ }
3: srnd ← s− sdet
4: (irnd, wrnd)← RndSkrp(p1, . . . ,pd, srnd, τ, pdet) . Reject pi > τ
5: (irnd, wrnd, s¯rnd)← CombineRepeats(irnd, wrnd) . After rejection sampling
6: idx← cat(idet, irnd)
7: wgt← cat(1sdet , wrnd) . Weights for deterministic indices is 1
8: s← sdet + s¯rnd
9: return (idx, wgt, s) . Return indices and weights
10: end function
Suppose ξj be the jth random sample, sampled according to the original sampling probabilities
in p. We reject the random sample ξj if ξj ∈ D and resample until ξj 6∈ D. This yields that the
probability of selection ξj = pi/(1 − pdet), as desired. We continue to sample in this manner
until we have srnd = s− sdet successful random samples.
6. Alternating Randomized Least Squares with Leverage Score Sampling. In this sec-
tion, we explain how all the parts come together. The sampling procedure to find the indices
and weights (i.e., Ω) to construct the reduced system is detailed in subsection 6.1. Note that
we avoid forming Ω explicitly. Instead, we form Z˜ ≡ ΩZ and X˜ᵀ ≡ ΩXᵀ directly. The full
CP algorithm that cycles through all modes of the tensors and uses randomized sampling with
the leverage scores is given in subsection 6.2. The computations are extremely efficient, and
memory movement to extract the right-hand-side from the large tensor X actually dominates
cost in practice. We explain our method for reducing those costs in subsection 6.3. Finally,
the fit calculation is generally too expensive to compute exactly for tensors with billions of
nonzeros, so we estimate the fit as described in subsection 6.4.
6.1. Finding Indices and Weights. The first and most important step is identifying the
rows and associated weights for the reduced subproblem. Algorithm 6.1 outlines the procedure
for finding these. The inputs are the normalized leverage scores for each factor matrix (pk =
`(Ak)/r for k = 1, . . . , d), the number of samples (s), and the deterministic threshold (τ). A
few notes are in order.
• Function DetSkrp, called in Line 2, computes
idet =
{
i ∈ [N ]
∣∣∣∣∣ pi =
d∏
k=1
(pk)ik > τ
}
, sdet = |idet|, and pdet =
∑
i∈idet
pi.
without explicitly computing all the probabilities, as described in subsection 5.3. We
assume that sdet < s. If not, we take the s highest probabilities that are found. Setting
τ = 1 means that no samples are included deterministically.
• Function RndSkrp, called in Line 4, is detailed in Algorithm 6.2. It randomly samples
indices i ∼ multinomial(p) where pi =
∏d
k=1(pk)ik for all i ∈ [N ]. Any sample
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Algorithm 6.2 Random Sample KRP Indices by Leverage Score
1: function RndSkrp(p1, . . . ,pd, srnd, τ, pdet) . pdet ≡
∑
pi>τ
pi
2: while j < srnd do
3: for k = 1, . . . , d do . Sample random index i ≡ (i1, . . . , ik) ∈ [N ]
4: ik ← multinomial(pk)
5: end for
6: pi ←
∏d
k=1(pk)ik
7: if pi < τ then . Reject if pi > τ
8: irnd(j)← i
9: wrnd(j)←
√
1−pdet
pi srnd
. Weight adjusted for rejected indices
10: j ← j + 1
11: end if
12: end while
13: return (irnd, wrnd)
14: end function
with pi > τ is rejected, and the weights are correspondingly adjusted by multiplying
them by
√
1− pdet. The same index may be sampled multiple times. Our actual
implementation samples and rejects indices in bulk, oversampling to ensure that we
still have at least srnd indices after the rejection is complete.
• Function CombineRepeats combines multiple indices as described in subsection 4.1.
If row i appeared ci times in irnd, then its weight is scaled by
√
ci. The count s¯rnd is
the number of unique indices in that was produced by RndSkrp.
6.2. Full Algorithm. The CP tensor decomposition of rank r for an order-(d+ 1) tensor
is defined by (d+1) factor matrices A1, . . . ,Ad+1 that minimizes the sum of the squares error
between the data tensor X and CP model M We use the shorthand M = JA1,A2, . . . ,Ad+1K
where m(i1, . . . , id+1) =
∑r
j=1
∏d
k=1 ak(ik, j). It is usual to normalize the columns of the
factor matrices to norm one and absorb the norms into a weight vector λ ∈ Rr, in which
case we write M = Jλ; A1,A2, . . . ,Ad+1K and m(i1, . . . , id+1) = ∑rj=1 λj∏dk=1 ak(ik, j). The
standard CP-ALS algorithm solves for each factor matrix in turn (inner iterations), keeping
the others fixed. Each least squares problem is of the form shown in (1.1). Although (1.1) is
specific to solving for Ad+1, this is really just a notational convenience. Each outer iteration,
we compute the proportion of the data described by the model, i.e.,
fit = 1− ‖X−M‖‖X‖ .
The method halts when the fit ceases to improve by at least 10−4. We refer the reader to [22]
for further details and references on CP-ALS.
Our randomized variant CP-ARLS-LEV is presented in Algorithm 6.3. The inputs are the
order-(d+ 1) tensor X, the desired rank r ∈ N, the number of samples for each least squares
problem s ∈ N, the deterministic cutoff τ ∈ [0, 1] (which defaults to 1/s), the number of outer
iterations per epoch η ∈ N (which defaults to 5), the number of failed epochs allowed before
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Algorithm 6.3 CP via Alternating Randomized Least Squares with Leverage Scores
1: function CP-ARLS-LEV(X, r, s, τ , η, pi, {Ak })
2: for k = 1, . . . , d+ 1 do
3: pk ← `(Ak)/r . Compute scaled leverage scores for initial guess
4: end for
5: repeat
6: for ` = 1, . . . , η do . Group outer iterations into epochs
7: for k = 1, . . . , d+ 1 do
8: (idx, wgt, s¯)← SkrpLev(p1, . . . ,pk−1,pk+1, . . . ,pd+1, s, τ) . s¯ ≤ s
9: Z˜← KrpSamp(A1, . . . ,Ak−1,Ak+1, . . . ,Ad+1, idx, wgt) . Z˜ ∈ Rs¯×r
10: X˜← TnsrSamp(X, k, idx, wgt) . X˜ ∈ Rs¯×nk
11: Ak ← arg minB∈Rnk×r ‖Z˜Bᵀ − X˜
ᵀ‖
12: λk ← column norms of Ak
13: Ak ← Ak/λk . Rescale columns of Ak to length 1
14: pk ← `(Ak)/r
15: end for
16: end for
17: Compute fit (exact or approximate) . Computed only after each epoch
18: until fit has not improved for pi subsequent epochs
19: return Jλ; A1,A2, . . . ,Ad+1K
20: end function
convergence pi (which defaults to 3), and the initial guesses for the factor matrices.
We group the iterations into epochs of η outer iterations since the randomized method
does not necessarily improve with every step due to the randomness. Further, we may not
want to quit until the fit fails to improve for pi epochs. In many cases, computing the fit
exactly would be to expensive, so we use the approximate fit as documented in subsection 6.4.
We presented the canonical least squares problem in (1.1) in terms of the specific least
squares problem for mode d+1, but the CP-ALS method requires that we solve such a problem
for every mode. This is an important implementation detail but does not otherwise require
any change in thinking. At inner iteration k, for instance, we can call the SkrpLev methods
with d leverage scores vectors — the only difference is that we leave out the kth vector of
leverage scores rather than the (d + 1)st. We let s¯ denote the actual number of sampled
rows required by SkrpLev, which may be less than s due to combining repeated rows. The
function KrpSamp builds the sampled KRP matrix given the factor matrices, indices of the
rows to be combined, and corresponding weights. The work to construct Z˜ is O(s¯dr). The
function TnsrSamp extracts the appropriate rows of the unfolded matrix as described in
subsection 6.3. The solution of the least squares problem costs O(s¯r2).
We use the same s for every mode of the tensor, and making s mode dependent is a topic
for future work.
6.3. Efficient Sampling from Sparse Tensor. A final consideration for efficiency is quickly
compiling the right hand side, X˜. Recall that X is the is the (d + 1)-mode unfolding of the
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(d+1)-way tensor X. The tensor X is sparse, so we store only the nonzeros. We use coordinate
format which stores the coordinates (i1, . . . , id+1) and value xi1...,id+1 for each nonzero [4], for
a total storage of (d+ 2) nnz(X) for a (d+ 1)-way tensor X.
The mode-(d+1) unfolding of X produces a matrix of size n×N where N = ∏dk=1 nk and
n = nd+1. We need to select and reweight the s columns of X (rows of X
ᵀ) that correspond
to the selected rows of Z, per Algorithm 6.1. In this way, we can quickly build the sparse
matrix X˜ as follows:
X˜(i, j) =
{
wgt(j)x(i1, . . . , id, id+1) if idx(j) = (i1, . . . , id) and i = id+1
0 otherwise.
We typically store the entries of idx as linear indices, so, for efficiency, we recommend to
precompute and store the linearized indices corresponding to (i1, . . . , id). Further, we will
operate on all (d+ 1) modes, so these should be precomputed for every mode. This requires
(d+ 1) nnz(X) additional storage.
6.4. Estimating the fit. The primary use of the tensor fit during CP runs is as a stopping
condition. Unfortunately, for large, sparse tensors calculating the full fit can take many times
longer than an epoch of CP-ARLS-LEV, and thus it is more efficient to estimate the fit of a
tensor by randomly sampling a set number of elements from the tensor and calculating the fit
only on these elements as in [6]. To ensure the estimate is unbiased the fit on each element is
re-weighted by its probability of being chosen before all the elements are added together. In
our case, the objective of using an estimated fit is to determine convergence based on when
the estimate stops changing; thus, to enable better comparisons between outer iterations, we
sample the elements of the tensor only once at the beginning of the algorithm and then use
these same elements for all subsequent estimates.
For sparse tensors we have the additional difficulty that if we sample uniformly at random
from all elements of the tensor, we will return predominantly zero entries by the definition of
sparsity. To avoid this, we use a technique called stratified sampling to sample proportionately
from the zeros and non-zeros of the tensor. Let sfit be the user-specified number of samples
to use in order to estimate the fit and α ∈ [0, 1] be the fraction of the samples we want
to be non-zero elements of the tensor (by default we use α = 0.5). We will sample αsfit
elements uniformly at random from the non-zero elements of the tensor and (1−α)sfit elements
uniformly at random from the zero elements of the tensor.
The result of this sampling procedure is a set {i(1), . . . , i(sfit)} of sfit linear indices, where
each i(j) has a corresponding multi-index (i
(j)
1 , . . . , i
(j)
d+1). Given nnz(X), the probability pi of
a given index i being included is easy to calculate: pi equals α · 1/ nnz(X) if i is a non-zero
and (1− α) · 1/ (nd+1 − nnz(X)) if i is a zero element. Our estimated fit is then given by:
(6.1) F̂ =
sfit∑
j=1
1
pi(j)
(mi(j) − xi(j))2
where mi(j) is the corresponding element of the model tensor formed by the factor matrices.
It is easy to show that E[F̂ ] = fit.
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In our experiments, we calculate the true fit for the Uber tensor after each epoch and
the estimated fit of the Amazon, Reddit, and Enron tensors. The true fit is also used for all
runs of CP-ALS as the relevant expensive calculations are already performed during the least
squares solve. We also note that in practice the zero elements of the tensor are selected via
rejection sampling as described in [23].
7. Numerical Results. All experiments were run using MATLAB (Version 2018a). The
runs used a Dual Socket Intel E5-2683v3 2.00 GHz CPU with 256 GB memory for smaller ten-
sors (Uber and Enron) and a Dual Socket AMD Epyc 7601 2.20 GHz CPU with 1 TB memory
was used for the larger tensors (Amazon and Reddit). Our method is alternating random-
ized least squares with leverage scores for CP (CP-ARLS-LEV), implemented as cp arls lev
in the Tensor Toolbox for MATLAB [5]. We use two variants of CP-ARLS-LEV which use
different procedures to determine which rows to include in the random sample:
1. Random — Rows of Z included randomly with probability proportional to the product
of the leverage scores of the leverage scores of the corresponding rows of the factor
matrices, as described in subsection 5.2, and
2. Hybrid — Row i of Z is included deterministically if pi > τ . In all experiments, we
set τ = 1/s where s is the total number of samples. The remaining rows are included
randomly according to leverage score, as described in subsection 4.2.
By default, CP-ARLS-LEV uses s = 217 samples and a threshold τ = 1/s. Each epoch is
set to consist of η = 5 outer iterations, and the algorithm terminates after pi = 3 epochs for
which the fit change is below the tolerance of 10−4. Factor matrices are initialized by drawing
each entry randomly from a standard Gaussian. For consistency, for each tensor, the same
ten initializations are used across all runs of CP-ARLS-LEV. When we estimate the fit using
sampling, we compute the estimate using the same set of sampled indices across all runs for
consistency. We compare with the standard alternating least squares (CP-ALS), implemented
as cp als, and using its own random initializations. We use the default settings for CP-ALS,
and the method stops when the change in the fit is below 10−4.
7.1. Uber Tensor. The Uber tensor is a 4-way tensor of size 183 × 24 × 1,140 × 1,717
with 3,309,490 non-zeros (0.038%). Entry (i, j, k, l) is the number of pickups on day i, hour
j, at latitude k and longitude l, in New York city during the period April–August 2014. The
data is available from FROSTT [38]. This tensor is small enough that we can perform some
investigations that would be too expensive for the larger tensors we consider later.
We first consider an single least squares problem to investigate the impact of matrix
sketching. We fix modes 2–4 to be the factor matrices corresponding to a solution produced
by CP-ALS with a fit of 0.1551, and we solve for the factor matrix for mode 1. So, this
corresponds to a least squares problem of the form (1.1) with N = 46,977,120 rows, r = 10
columns, and n = 183 right-hand sides. Figure 7.1 shows how the relative difference between
the sampled solution and the exact solution as the number of samples increases from 27 to
219. To be specific, using the notation of Theorem 5.3, the y-axis corresponds to∣∣∣‖ZB˜ᵀ∗ −Xᵀ‖2F − ‖ZBᵀ∗ −Xᵀ‖2F ∣∣∣
max { 1, ‖ZBᵀ∗ −Xᵀ‖2F }
.
For each number of samples, we solve the least squares problem 10 times, and the error bars
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Figure 7.1: Single least squares problem with N = 46,977,120 rows, r = 10 columns, and
n = 183 right-hand sides, corresponding to solving for the first factor matrix in the Uber
problem. The left panel compares the relative different to the exact solution for the Random
and Hybrid (τ = 1/s) methods for each number of samples (s), with error bars show the range
over ten independent trials. For the Hybrid sampling, the middle panel shows sdet/s, i.e., the
percent of samples that were deterministically extracted, and the right panel shows pdet, the
sum of the probabilities for all the deterministic samples.
indicate the range of values obtained. We compare random sampling method and the hybrid-
deterministic sampling with τ = 1/s. Note that the maximum number of samples, s = 219,
represents only 1.1% of the rows in the matrix and achieves an accuracy of 10−4. For this
problem, hybrid sampling clearly improves over random sampling, obtaining approximately 2
more digits of accuracy for s = 219 samples. The second and third panel show the fraction
of samples that were deterministically included (sdet) and the fraction of the total sampling
probability contained in these samples (pdet). Note that these values are the same across all
runs as they are deterministic based on the threshold τ .
Next, we consider the rank r = 25 CP tensor decomposition using matrix sketching.
Figure 7.2 shows the results of CP-ARLS-LEV and CP-ALS for sample sizes 215–217. We do
ten runs for each scenario, using the same ten initialization across all CP-ARLS-LEV runs.
Figure 7.2a shows the fit versus time to compare CP-ALS and CP-ARLS-LEV Hybrid
with threshold τ = 1/s. (We did not show CP-ARLS-LEV Random because it crowded the
figure and was not much different.) The dotted lines correspond to individual runs while the
solid line is the median of an interpolated curve found for each individual run. The markers
for CP-ARLS-LEV represents one epoch of five outer iterations, and the markers for CP-ALS
corresponds to one outer iteration. In all runs, we report the true fit since this tensor was
small enough that we could afford to calculate it. The randomized methods converge toward
the solution much more quickly.
Figure 7.2b compares the final fit and total run time for CP-ALS and CP-ARLS-LEV for
both Random and Hybrid. Each box plot summarizes the values from the 10 runs, and the
Standard and Hybrid runs correspond to those shown in Figure 7.2a. The left figure shows
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(a) Ten individual runs with true fit plotted for both CP-ALS (Standard) and
CP-ARLS-LEV (Hybrid with different numbers of samples s). Each marker rep-
resents one epoch or one iteration for CP-ARLS-LEV and CP-ALS, respectively.
The dotted lines represent the individual runs while the solid line is the median.
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(b) Box plot of final fit and total time over 10 runs, comparing CP-ALS (Stan-
dard) and CP-ARLS-LEV (Random and Hybrid with different values of s).
Figure 7.2: Comparison of CP-ARLS-LEV with different parameters and CP-ALS to compute
a rank r = 25 CP decomposition of the 183 × 24 × 1,140 × 1,717 Uber tensor with 3,309,490
non-zeros (0.038%). For the hybrid method, τ = 1/s. Each experiment is run 10 times.
that, for each value of s, hybrid deterministic sampling improved the fit, most markedly for
smaller s. Furthermore, CP-ARLS-LEV achieves a comparable or better final fit than CP-
ALS. The left figure shows that the Hybrid runs take longer than the Random runs, but
this difference is only marked for s = 217. The cost of deterministic inclusion increases with
sample number as we are also lowering the threshold for inclusion. Overall, the Hybrid s = 216
method achieves the best trade-off where CP-ARLS-LEV achieves the same fit as the Standard
method at roughly half the computational time.
7.2. Amazon Tensor. This section demonstrates how CP-ARLS-LEV scales favorably for
extremely large sparse tensors. It also shows that on how the technique of combining repeats
can significantly decrease the time dedicated to solving the sampled system. We consider a
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(a) Individual runs with estimated fit plotted for CP-ARLS-LEV and true fit plotted for CP-ALS.
Median Median Time Per Best
Method Time (s) Speedup Epoch (s) Fit Fit
Random s = 216 2.0650× 103 13.21 333.6 0.3374 0.3380
Hybrid s = 216 2.8388× 103 9.61 346.5 0.3384 0.3391
Random s = 217 2.5920× 103 10.53 358.2 0.3387 0.3388
Hybrid s = 217 2.5532× 103 10.68 378.8 0.3387 0.3397
Standard 2.7288× 104 1.00 - 0.3393 0.3396
(b) Median statistics and best fit across 10 runs. Total time and speedup do not in-
clude finding the true fit for runs of CP-ARLS, which was done to compare to CP-ALS.
Figure 7.3: CP-ARLS-LEV on the 4,821,207 × 1,774,269 × 1,805,187 Amazon tensor with
1.741 billion non-zeros. Experiments are with rank r = 25.
third-order tensor of Amazon product reviews of size 4,821,207 × 1,774,269 × 1,805,187 with
1.741 billion non-zeros (1.1 × 10−8%) downloaded from FROSTT [38]. Each entry (i, j, k) is
the number of times the user i used word j in a review of product k.
Figure 7.3 shows runs to calculate the CP tensor decomposition with rank r = 25 for
the Amazon tensor using CP-ALS (Standard) and CP-ARLS-LEV (Hybrid with s = 216 and
s = 217 samples and τ = 1/s). For the CP-ARLS-LEV runs, we used an estimated fit with
sfit = 2
27 stratified samples, evenly divided between zeros and nonzeros.
Figure 7.3a shows the estimated fit versus time for the randomized algorithm, and the
true fit versus time for standard CP-ALS. The estimated fit curves in this figure were bias-
corrected by the difference between the final true fit and final estimated fit. The dotted lines
correspond to individual runs and the solid lines to the median fit or estimated fit calculated
across all runs.
Figure 7.3b displays median statistics across all runs and the maximum fit obtained. We
first see that the fits very close to each other and essentially equivalent across all methods. The
speedup provided by each variant of CP-ARLS is calculated by comparing median run time
to the median run time of CP-ALS. In particular, s = 217 with hybrid deterministic sampling
achieves a total runtime speedup of 10.68 compared to CP-ALS in addition to finding an
equivalent fit. Note that the median time for CP-ARLS does not include calculating the final
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true fit as this was computed primarily to compare with fit obtained from CP-ALS and is not
required for the algorithm. Lastly, we include the median epoch time to compare between
runs with random and hybrid sampling. Hybrid sampling epochs do take longer than random
sampling but the difference is small compared to full epoch time. Furthermore, the difference
in speedup likely results primarily from the fact that we are using a noisy estimate of the fit
to terminate the algorithm.
We also used the Amazon tensor to showcase the importance of combining repeated rows
(as described in subsection 4.1) on the time required for iterations of CP-ARLS-LEV. Note
that combing repeated rows is used by default in all experiments except this one. We used
the solution factor matrices from a run of CP-ALS with rank r = 10 and a fit of 0.3055 for
the Amazon tensor. We considered three least squares problem corresponding to solving the
subproblems for modes 1–3. Figure 7.4 shows the average time taken to solve the sampled
system averaged across ten runs for four different methods: Random-No-Combo, Random-
Combo, Hybrid-No-Combo, and Hybrid-Combo. While combining rows reduced the time
needed for all methods, the difference is particularly dramatic in mode 2. The reduction in
solve time comes both from the system being smaller and from the fact that rows that are
repeatedly sampled due to high leverage scores are typically denser. The effect is much smaller
on hybrid sampling as deterministic inclusion of high-probability rows results in fewer repeats.
Although these differences are substantial, we note that in general, an iteration is dominated
by the time it takes to extract the sampled fibers from the tensor. Across the four methods,
the mean extraction time was between 26.74 and 29.88 seconds for mode 1, between 34.97
and 37.25 seconds for mode 2, and between 18.61 and 19.25 seconds for mode 3.
7.3. Reddit Tensor. This section demonstrates how the advantages of CP-ARLS-LEV
scale favorably with extremely large sparse tensors. It also shows that the factors found by CP-
ARLS-LEV extract meaningful trends in the data in an unsupervised manner. We consider
a third-order tensor of comments posted on Reddit (https://www.reddit.com/) during the
year 2015. The tensor is 8,211,298 users × 176,962 subreddits × 8,116,559 words with 4.687
billion non-zeros (4.0× 10−8% dense). The data comprises counts of the form c(i, j, k) which
give number of times user i used word k in a comment on subreddit j, where a subreddit is
a community forum devoted to a given topic. Common stop words were removed and the
remaining worked were stemmed. Users, subreddits, and words with fewer than five entries
were removed. Users on Reddit subscribe and comment in a collection of subreddits related
to their interests, which can be created by any user and have one-word names. Subreddits
vary widely in subscribers, from large communities to which users are subscribed by default
when they join, such as r/AskReddit and r/funny, to much more niche topics. Because a
few high counts dominated the tensor, we use x(i, j, k) = log(c(i, j, k) + 1) as the tensor for
analysis. The operation preserves the sparsity of the tensor in the sense that the number of
non-zeros remains unchanged while also preventing large count values from dominating the
decomposition.
Figure 7.5 shows runs of CP-ALS and CP-ARLS-LEV Hybrid with s = 217 on the Reddit
tensor. For the CP-ARLS-LEV runs, we used an estimated fit with sfit = 2
27 stratified
samples, evenly divided between zeros and nonzeros.
Figure 7.5a shows the fit versus time for CP-ARLS-LEV (with estimated fit bias corrected
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Figure 7.4: Comparing time to solve least squares problem for Random-No-Combo (RNC),
Random-Combo (RC), Hybrid-No-Combo (HNC), and Hybrid-Combo (HC). The problems
are given by a set of of Amazon solution factors. All runs use r = 10 columns, s = 217 samples,
and the hybrid runs set τ = 1/s. Each plot shows the time spent solving the sampled system
averaged across 10 runs. Note that each mode subproblem is on a different time scale.
(a) The mode 1 least squares problem has a design matrix with N = 3.2029×1012 rows and a
right-hand side with n = 4,821,207 rows. For the hybrid runs sdet = 14959 and pdet = 0.5164.
(b) The mode 2 least squares problem has a design matrix with N = 8.7032×1012 rows and a
right-hand side with n = 1,774,269 rows. For the hybrid runs sdet = 10396 and pdet = 0.4111.
(c) The mode 1 least squares problem has a design matrix with N = 8.5541× 1012 rows and a
right-hand side with n = 1,805,187 rows. For the hybrid runs sdet = 7055 and pdet = 0.2450.
as described for the Amazon runs) and for CP-ALS. The dotted lines correspond to individual
runs and the solid lines to the median fit or estimated fit calculated across all runs. The
randomized algorithm converged more than 11× more quickly.
Figure 7.5b displays median statistics across all runs and the maximum fit obtained. We
first see that the fits very close to each other and essentially equivalent across all methods.
The speedup provided by each variant of CP-ARLS is calculated by comparing median run
time to the median run time of CP-ALS. In particular, s = 217 with random sampling achieves
a total runtime speedup of 16.08 compared to CP-ALS in addition to finding an equivalent
fit. Note that the median time for CP-ARLS does not include calculating the final true fit as
this was computed primarily to compare with fit obtained from CP-ALS and is not required
for the algorithm.
We give some examples of the components computed for this tensor in Figures 7.6 to 7.8.
We cannot show the entire components due to their sheer size. Instead, for each component, we
show the top-25 highest-magnitude subreddits, the top-25 highest-magnitude words, and the
top 1000 highest-magnitude users. The size of the bar represents the factor value magnitude
and the color represents the overall prevalence, on a scale of zero to one. In this manner,
the colors indicate rarer words or subreddits and are of interest since they are less likely to
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(a) Individual runs with estimated fit plotted for CP-ARLS-LEV and true fit plotted for CP-ALS.
Median Median Time Per Best
Method Time (s) Speedup Epoch (s) Fit Fit
Random s = 217 2.1578× 104 16.08 1832.6 0.0585 0.0590
Random s = 217 Hybrid 2.9231× 104 11.87 2231.0 0.0585 0.0589
CP-ALS 3.4701× 105 1.00 - 0.0588 0.0593
(b) Median statistics and best fit across 10 runs. Total time and speedup do not in-
clude finding the true fit for runs of CP-ARLS, which was done to compare to CP-ALS.
Figure 7.5: CP-ARLS-LEV on the 8,211,298 × 176,962 × 8,116,559 Reddit tensor with 4.687
billion non-zeros. Experiments are with rank r = 25.
appear in many factors. Note that the terms of been stemmed so a word like “people” becomes
“peopl”.
• Figure 7.6 shows component 6 (of 25) which is focused on non-U.S. news. The word
factor includes rarer words like countries (stemmed to “countri”) and world. One can
see the top subreddits include “worldnews”, “europe”, “unitedkingdom”, “canada”,
“australia”, “syriancivilwar”, “india”, “Israel”, “UkraineConflict”, and “Scotland”.
• Figure 7.7 shows component 6 (of 25) focused on soccer and sports. The top words
include “player”, “team”, “leagu” (stemmed version of league), “goal”, “fan”, and
“club”. The top subreddits include “soccer”, “reddevils”, “Gunners”, “FIFA”, “Liv-
erpoolIFC”, etc.
• Figure 7.8 shows component 19 (of 25) focused on movies and television, with a lean
toward science fiction and fantasy. The top words include “movi[e]”, “film”, “watch”,
and “charact[er]”. The top subreddits include “movies”, “television”, “StarWars”,
“gameofthrones”, “marvelstudios”, etc.
7.4. Enron Tensor. This section illustrates how performance can be improved for certain
tensors via initialization by randomized range finder (RRF). This is caused by the fact that
the quality of the approximate solution outputted by randomized least squares is adversely
affected by the norm of b⊥, i.e., the portion of the response vector which is outside the range
of the design matrix. In the CP least squares problem, this corresponds to how much of the
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Figure 7.6: Reddit Factor 6/25: Politics and World News
Figure 7.7: Reddit Factor 18/25: Soccer
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Figure 7.8: Reddit Factor 19/25: Film and Television
matricized tensor is outside the range of the corresponding factor matrices. As the factor
matrices change throughout the run of CP-ARLS, this can have two implications. The first
is that a random initialization could result in large b⊥, hurting the performance of the run.
We show that this can be fixed by simply initializing with a random linear combination of
the fibers in the matricized tensor, a method referred to in the literature as RRF [18]. The
second is that for the solution factor matrices b⊥ could remain significant. This is a property
of the tensor that would generally lead to sub par performance of randomized methods on the
problem.
We consider a 4-way tensor formed from the Enron emails released by the Federal Regu-
latory Commission downloaded from FROSTT [38]. The tensor is 6,066 × 5,699 × 244,268
× 1,176 with 54,202,099 non-zeros (5.5× 10−7%). Entry (i, j, k, l) is the number times sender
i sent an email to receiver j using word k on day l, For the experiments in this section, we
formed the associated log count tensor by applying the function log(x+ 1) to each element of
the tensor.
Figure 7.9 shows the difference between runs with a random initialization and runs initial-
ized via RRF. As before, the random initialization draws from a standard Gaussian for each
element of the factor matrix. Runs initialized via RRF formed the initial factor matrix from
a random linear combination of the matricized fibers. This was done by first drawing s fibers
uniformly from the non-zero fibers of the matricized tensor, in this case using s = 100, 000.
As CP-ARLS-LEV already forms the linear indices of elements along each mode unfolding as
a preprocessing step, sampling and extracting the fibers is an efficient computation. These
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Figure 7.9: CP-ARLS-LEV Hybrid (τ = 1/s) on the 6, 066× 5, 699× 244, 268× 1, 176 Enron
tensor with 54.2 million non-zeros. Experiments are with rank r = 25.
are then multiplied by a random Gaussian matrix Ω ∈ Rs×r in order to form a random lin-
ear combination of the sampled fibers for each column of the factor matrix. By forming the
columns of our initialization out of the columns of the matricized tensor we tend to decrease
the magnitude of X⊥, or the part of X that is perpendicular to the column space of our factor
matrix.
For each of the runs of CP-ARLS-LEV, the same termination condition as the Uber tensor
was used except that following each epoch, the estimated fit was calculated rather than the
true fit. For the CP-ARLS-LEV runs, we used an estimated fit with sfit = 2
25 stratified
samples, evenly divided between zeros and nonzeros. The tensor elements were only sampled
once at the beginning of all the runs and shared across all epochs and runs.
The left panel of Figure 7.9 shows the fit values across 10 runs for each initialization method
for sample size s = 218 and s = 219; 10 runs of CP-ALS are also included for comparison.
The experiments show that the RRF greatly improves the fit found by CP-ARLS-LEV and
that the fit is only comparable to CP-ALS if the RRF method is used. The right panel of
Figure 7.9 shows that the total run time is roughly the same for either initialization method.
Furthermore, the median runtime with RRF initialization for s = 218 samples is 5.78 times
faster and for s = 219 samples is 4.39 times faster than the median runtime for CP-ALS.
8. Conclusions. We propose CP-ARLS-LEV, a randomized algorithm which applies lever-
age score-based sketching to the overdetermined least squares problem in CP-ALS. By sam-
pling according to leverage score estimates, we avoid destroying the sparse structure of the
tensor through mixing while still requiring a reasonable number of samples for an -accurate
solution. But making this algorithm practical for large sparse tensors requires a number of
additional techniques. First, we use a prior bound on the Khatri-Rao product leverage scores
to efficiently sample by independently drawing rows from each factor matrix. From this, we
can derive a bound on the number of samples required. Second, we extract the sampled tensor
fibers efficiently by storing precomputed linear indices of the tensor fibers. Finally, we avoid
repeated samples by combining repeated rows and deterministically including high-probability
rows, techniques which have applications in matrix sketching more broadly. In our numerical
results, we show that CP-ARLS-LEV implemented with all these techniques yields order of
magnitude speed up on real large-scale sparse data.
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The paper leaves open many exciting theoretical directions. What is the optimal way to
pick the number of samples (per mode even) and the deterministic threshold? In general,
these were chosen in this paper through numerical experiments. Is it possible to show that
hybrid sampling improves the β factor in the leverage score estimates or to give a bound
on the improvement in the -accuracy? And is there a more robust stopping condition for
the algorithm than estimated fit? Especially on the large tensors, obtaining a low-variance
estimate of the fit required an extremely large number of samples.
Finally, CP-ARLS-LEV has another advantage over CP-ALS in that it can be used on
large distributed datasets. Say one wanted to decompose a tensor that had to be stored
across multiple nodes. Each iteration of CP-ALS requires solving a system involving the
entire tensor, but using CP-ARLS-LEV one could store all the factor matrices on one node
and sample based off the associated leverage scores. The node could then gather the sampled
fibers from the distributed tensor and solve the much smaller sampled system on one node.
Implementing this distributed algorithm and parallelizing much of the current implementation
is a direction of future work.
Appendix A. Proof of Theorem 3.6. We provide a clear explanation of Theorem 3.6
since the ingredients are spread through several references. For ease of reference to existing
literature, we use standard least squares notation.
Consider the overdetermined least squares problem defined by A ∈ Rn×d and b ∈ Rn with
n > d and rank(A) = d. Define
(A.1) R2 , min
x∈Rd
‖Ax− b‖22.
The SVD of the design matrix is A = UAΣAV
T
A, so UA is an orthonormal basis for the d-
dimensional column space of A. Let U⊥A be an orthonormal basis for the (n− d)-dimensional
subspace orthogonal to the column space of A. We define b⊥ to be the projection of the
vector b onto this orthogonal subspace: b⊥ , U⊥AU⊥TA b. This vector is important because
the residual of the least squares problem is the norm of this vector; x can be chosen so that
Ax exactly matches the part of b in the column space of A but will by definition always be
the all zeros vector when onto the basis defined by U⊥A:
R2 = min
x∈Rd
‖Ax− b‖22 = ‖U⊥AU⊥TA b‖22 = ‖b⊥‖22
We denote the solution to the least squares problem by xopt, and thus b = Axopt + b
⊥.
We are specifically interested in the sketching problem defined by matrix S ∈ Rs×n:
(A.2) min
x∈Rd
‖SAx− Sb‖22.
Following the technique in Drineas et al. [15], we split the proof into two parts. In Ap-
pendix A.1, we prove bounds on both the residual and the solution of the sketched system
under the assumption that two structural conditions hold for a fixed sketching matrix S. The
proofs follow deterministically from the structural conditions and consider no aspect of how
the sketch is generated. In Appendix A.2, we then consider that S is drawn from a distribution
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over matrices D, i.e. S ∼ D, and prove the structural conditions hold with high probability.
We use row sampling via leverage score overestimates and prove the two properties hold given
the number of samples is large enough. Finally, the proof is completed by union bounding
over these two properties occurring so that the bound on the residual and solution hold with
high probability for sketching with leverage score overestimates.
A.1. Properties of Sketching Matrix under Structural Conditions. The results in this
section are Lemma 1 and 2 in [15]. The structure is similar to Theorem 23 in the Woodruff
review [42], except that work uses a CountSketch matrix, a different type of sketching.
We begin by assuming our matrix has two structural conditions which we refer to through-
out as structural conditions (SC):
σ2min(SUA) ≥ 1/
√
2, and(SC1)
‖UTASTSb⊥‖22 ≤ R2/2.(SC2)
We first consider bounds with no restraints on the vector b.
Theorem A.1 ([15]). In the setting of the overdetermined least squares problem (A.2), as-
sume the sketch matrix S satisfies (SC1) and (SC2) for some  ∈ (0, 1). Then the solution to
the sketched problem, x˜opt, satisfies the following two bounds:
‖Ax˜opt − b‖22 ≤ (1 + )‖Axopt − b‖22, and
‖xopt − x˜opt‖22 ≤
‖Axopt − b‖22
σ2min(A)
.
Proof. We begin by rewriting the sketched regression problem:
min
x∈Rd
‖SAx− Sb‖22 = min
x∈Rd
‖SAx− S(Axopt + b⊥)‖22,
= min
x∈Rd
‖SA(x + xopt − xopt)− S(Axopt + b⊥)‖22,
= min
x∈Rd
‖SA(x− xopt)− Sb⊥‖22,
= min
y∈Rd
‖SUA(y − yopt)− Sb⊥‖22.
where in the last line we have reparameterized the vectors x and xopt in terms of the orthonor-
mal basis UA such that UAy = Ax and the analogous relationships hold for xopt/yopt and
x˜opt/y˜opt. Note that the residual is equal to our original problem and thus the solution is
given by the reparameterized vector y˜opt. We apply the normal equations to this system to
obtain:
(SUA)
TSUA(y˜opt − yopt) = (SUA)TSb⊥.
By (SC1) we have that σi((SUA)
TSUA) = σ
2
i (SUA) ≥ 1/
√
2. Thus taking the norm squared
of both sides gives and applying this conditions gives:
‖(y˜opt − yopt)‖22/2 ≤ ‖(SUA)TSUA(y˜opt − yopt)‖22 = ‖(SUA)TSb⊥‖22.
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Finally we apply (SC2) to the right hand side of this inequality to obtain:
‖(y˜opt − yopt)‖22/2 ≤ ‖UTASTSb⊥‖22 ≤ R2/2,
=⇒ ‖(y˜opt − yopt)‖22 ≤ R2.(A.3)
We can then immediately show that this result implies the desired result on the residual:
‖b−Ax˜opt‖22 = ‖b−Axopt + Axopt −Ax˜opt‖22,
= ‖b−Axopt‖22 + ‖A(xopt − x˜opt)‖22,
= R2 + ‖UA(yopt − y˜opt)‖22 = R2 + ‖(yopt − y˜opt)‖22,
≤ R2 + R2 = (1 + )‖b−Axopt‖22,
where we have used in line 2 that b −Axopt = b⊥ is orthogonal to A times any vector and
in the third line that UA is a matrix with orthonormal columns.
Lastly, to obtain the bound on the solution recall that A(xopt − x˜opt) = UA(yopt − y˜opt).
Taking the norm of both sides we have:
σ2min(A)‖(xopt − x˜opt)‖22 ≤ ‖A(xopt − x˜opt)‖22 = ‖UA(yopt − y˜opt)‖22.
Recall that we assume rank(A) = d so that σmin(A) > 0. We then apply (A.3) and rearrange
to obtain the desired result:
‖(xopt − x˜opt)‖22 ≤
‖(yopt − y˜opt)‖22
σ2min(A)
≤ 
2R2
σ2min(A)
.
We can obtain a tighter bound if we assume a constant fraction of b is in the column
space of A. This is typically a reasonable assumption for real-world least squares problems
as the fit is only practically interesting if this is true.
Theorem A.2 ([15]). In the setting of the overdetermined least squares problem, assume the
sketch matrix S satisfies (SC1) and (SC2) for some  ∈ (0, 1). Furthermore, assume that for
some fixed γ ∈ (0, 1] the property ‖UAUTAb‖2 ≥ γ‖b‖2. Then the solution to the sketched
problem x˜opt satisfies the following bound:
‖xopt − x˜opt‖22 ≤ 2κ(A)2(γ−2 − 1)‖xopt‖22,
where κ(A) denotes the condition number of the matrix A.
Proof. Start by bounding the residual squared using our assumption on b as follows:
‖Axopt − b‖22 = ‖b⊥‖22 = ‖b‖22 − ‖UAUTAb‖22,
≤ γ−2‖UAUTAb‖22 − ‖UAUTAb‖22,
= (γ−2 − 1)‖UAUTAb‖22,
= (γ−2 − 1)‖Axopt‖22,
≤ σ2max(A)(γ−2 − 1)‖xopt‖22.
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By the previous theorem, we have that ‖xopt − x˜opt‖22 ≤ 1σ2min(A)
2‖Axopt − b‖22. Plugging in
the above inequality yields the desired result:
‖xopt − x˜opt‖22 ≤
1
σ2min(A)
2‖Axopt − b‖22,
≤ 2σ
2
max(A)
σ2min(A)
(γ−2 − 1)‖xopt‖22,
= 2κ(A)2(γ−2 − 1)‖xopt‖22.
A.2. Proof that Leverage Score Estimates Meet Structural Conditions. The first struc-
tural condition, (SC1), is clearly proven in Woodruff [42], so we just state the result here.
Lemma A.3 ([42]). Consider A ∈ Rn×d, its SVD UAΣAVTA, and row leverage scores
`i(A). Let `(A) be an overestimate of the leverage score such that for some positive β ≤ 1,
we have pi
(
`(A)
) ≥ β · pi(`(A)) for all i ∈ [n]. Construct row sampling and rescaling
matrix S ∈ Rs×n by importance sampling according to the leverage score overestimates. If
s > 144d ln(2d/δ)/(β2), then the following holds with probability at least 1− δ simultaneously
for all i:
1−  ≤ σ2i (SUA) ≤ 1 + 
The second structural condition, (SC2), can be proven using results for randomized matrix-
matrix multiplication. Consider the matrix product UTAb
⊥. This is the projection of the part
of b outside of the column space of A onto the column space of A and thus by definition
is equal to the all zeros vector 0rank(A). This condition requires us to bound how well the
sampled product UTAS
TSb⊥ approximates the original product. We can do this via the
following lemma:
Lemma A.4 ([12]). Consider two matrices of the form A ∈ Rm×n and B ∈ Rn×p and
sample number s ∈ [n]. We form an approximation of the product AB in the following
manner: choose s columns, denoted {i(1), . . . , i(s)}, according to probabilities {p1, . . . , pn} such
that
pk ≥ β‖A(:, k)‖
2
2
‖A‖2F
,
then form the approximate product
1
s
s∑
j=1
1
pi(j)
A(:, i(j))B(i(j), :) , ASTSB,
where we have defined S to be the random row sampling and rescaling operator. We then have
the following guarantee on the quality of the approximate product:
E
[
‖AB−ASTSB‖2F
]
≤ 1
βs
‖A‖2F ‖B‖2F .
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Proof. Fix i, j to specify an element of the matrix product and let {i(1), . . . , i(s)} be the
indices of the columns of A/rows of B. We begin by calculating the expected value and
variance of the corresponding element of the sampled matrix product, i.e., (ASTSB)ij . This
can be written in terms of scalar random variables Xt for t = 1, . . . , s as follows:
Xt =
A(i, i(t))B(i(t), j)
spi(t)
=⇒ (ASTSB)ij =
s∑
t=1
Xt
The expectation of Xt and X
2
t for all t can be calculated as follows:
E[Xt] =
n∑
k=1
pk
AikBkj
spk
=
1
s
(AB)ij ,
E[X2t ] =
n∑
k=1
p2k
A2ikB
2
kj
s2pk
=
n∑
k=1
A2ikB
2
kj
s2pk
.
The relation between Xt and (A
TSTSB)ij immediately gives E[(ATSTSB)ij ] =
∑2
t=1 E[Xt] =
(AB)ij and hence the estimator is unbiased. Furthermore, since the estimated matrix element
is the sum of s independent random variables, its variance can be calculated as follows:
Var
[
(ATSTSB)ij
]
= Var
[
s∑
t=1
Xt
]
=
s∑
t=1
Var[Xt]
=
s∑
t=1
(
E[X2t ]− E[Xt]2
)
=
s∑
t=1
(
n∑
k=1
p2k
A2ikB
2
kj
s2pk
− 1
s2
(AB)ij
)
=
n∑
k=1
A2ikB
2
kj
spk
− 1
s
(AB)ij
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Now we turn to the expectation we want to bound and apply these results:
E
[
‖AB−ASTSB‖2F
]
=
m∑
i=1
p∑
j=1
E
[(
(ASTSB)ij − (AB)ij
)2]
,
=
m∑
i=1
p∑
j=1
E
[(
(ASTSB)ij − E[(ASTSB)ij ]
)2]
,
=
m∑
i=1
p∑
j=1
Var
[(
ASTSB)ij
)]
,
=
m∑
i=1
p∑
j=1
(
n∑
k=1
A2ikB
2
kj
spk
− 1
s
(AB)ij
)
,
=
n∑
k=1
(∑m
i=1 A
2
ik
) (∑p
j=1 B
2
kj
)
spk
− 1
s
m∑
i=1
p∑
j=1
(AB)ij ,
=
1
s
n∑
k=1
‖A(:, k)‖22‖B(k, :)‖22
pk
− 1
s
‖AB‖2F ,
≤ 1
s
n∑
k=1
‖A(:, k)‖22‖B(k, :)‖22
pk
,
where in the last line we have used that the Frobenius norm of a matrix is strictly positive.
Lastly, we use our assumption on the probabilities pk ≥ β‖A(:,k)‖
2
2
‖A‖2F
to obtain the desired bound:
E
[
‖AB−ASTSB‖2F
]
≤ 1
s
n∑
k=1
‖A(:, k)‖22‖B(k, :)‖22
pk
,
≤ 1
s
n∑
k=1
(
‖A‖2F
‖A(:, k)‖22‖B(k, :)‖22
β‖A(:, k)‖22
)
,
=
1
βs
‖A‖2F
n∑
k=1
‖B(k, :)‖22 =
1
βs
‖A‖2F ‖B‖2F .
We can apply Lemma A.4 to obtain a bound on the probability of (SC2) holding.
Lemma A.5. Consider A ∈ Rn×d, its SVD UAΣAVTA, and row leverage scores `i(A).
Let `(A) be an overestimate of the leverage score such that for some positive β ≤ 1, we
have pi
(
`(A)
) ≥ β · pi(`(A)) for all i ∈ [n]. Construct row sampling and rescaling matrix
S ∈ Rs×n by importance sampling by the leverage score overestimates. Then provided s ≥ 2dβδ ,
the property ‖UTASTSb⊥‖22 ≤ R2/2 holds with probability δ.
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Proof. Apply Lemma A.4 to obtain a bound on the expected value:
E
[
‖UTASTSb⊥‖2F
]
= E
[
‖0rank(A) −UTASTSb⊥‖2F
]
,
= E
[
‖UAb⊥ −UTASTSb⊥‖2F
]
,
≤ 1
βs
‖UA‖2F ‖b⊥‖2F =
d
βs
‖b⊥‖2F .
Markov’s inequality states that for non-negative random variable X and scalar t > 0, we can
bound the probability Pr[X ≥ t] as follows:
Pr[X ≥ t] ≤ E[X]
t
We can apply this inequality to bound the probability that the sketching matrix violates
(SC2):
PrS∼D
[
‖UTASTSb⊥‖2F ≥
‖b⊥‖2F
2
]
≤ 2E
[‖UTASTSb⊥‖2F ]
‖b⊥‖2F
≤ 2d
βs
where in the last step we have used our bound the expected value. Thus if we set the right-
hand side equal to δ, we obtain that the probability that (SC2) holds is greater than or equal
to 1− δ as desired. Solving for s yields that we thus must have s ≥ 2dβδ .
Lastly, we require both (SC1) and (SC2) to hold with probability 1− δ. If we use δ/2 in
the proofs of both conditions, we can union bound over the two results at a cost of a factor
of 2 in the samples required. Furthermore, (SC1) requires more samples than (SC2) and thus
Theorem 3.6 requires s = O(r log(r/δ)/(β2)) to hold.
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