Introduction •
The fundamental resources at the disposal of a communications engineer are signal power, time and bandwidth. For a given communications environment, these three resources can be traded against each other.
• A general objective, however, is often to achieve maximum data transfer, in a minimum bandwidth while maintaining an acceptable quality of transmission. The quality of transmission, in the context of digital communications, is essentially concerned with the probability of bit error, Pe, at the receiver.
• The Shannon-Hartley law (equation 1) for the capacity of a communications channel demonstrates two things. Firstly it shows (quantitatively) how bandwidth (B) and signal power (S/N) may be traded in an ideal system, and secondly it gives a theoretical limit for the transmission rate of (reliable, i.e. error free) data (R max ) from a transmitter of given power, over a channel with a given bandwidth, operating in a given noise environment.
………(1)
• In order to realize this theoretical limit, however, an appropriate coding scheme (which the Shannon-Hartley law assures us exists) must be found. In practice, the objective of the design engineer is to realize the required data rate (often determined by the service being provided) within the bandwidth constraint of the available channel and the power constraint of the particular application.
• For a fixed S/N, the only practical option available for changing data quality from problematic to acceptable is to use error-control coding. Another practical motivation for the use of coding is to reduce the required S/N for a fixed bit error rate. This reduction in S/N may, in turn, be exploited to reduce the required transmitted power or reduce the hardware costs by requiring a smaller antenna size in the case of radio communications.
• Moreover, the use of error-control coding adds complexity to the system, especially for the implementation of decoding operations in the receiver. Thus, the design trade-offs in the use of error-control coding to achieve acceptable error performance include considerations of bandwidth and system complexity.
• The design goal of channel coding (also referred as Error Control Coding) is to increase the resistance of a digital communication system to a channel noise. Error control coding is used to detect and often correct symbols which are received in error.
• Table 1 shows different types of error control codes (or channel coding methods).
How to make BER (or P e ) very smaller?
If the error rate of a particular system is too large then what can be done to make it smaller?
• The first and most obvious solution is to increase transmitter power, but this may not always be desirable, for example in man-portable systems where the required extra battery weight may be unacceptable.
TABLE 1 ATAXONOMY OF ERROR CONTROL CODES
• A second possible solution, which is especially effective against burst errors caused by signal fading, is to use diversity. There are three main types of diversity: space diversity, frequency diversity, and time diversity. All these schemes incorporate redundancy in that data is, effectively, transmitted twice: i.e. via two paths, at two frequencies, or at two different times. In space diversity two or more antennas are used which are sited sufficiently far apart for fading at their outputs to be de-correlated. Frequency diversity employs two different frequencies to transmit the same information. (Frequency diversity can be in-band or out-band depending upon the frequency spacing between the carriers.) In time diversity systems the same message is transmitted more than once at different times.
• A third possible solution to the problem of unacceptable BER is to introduce full duplex transmission, implying simultaneous 2-way transmission. Here when a transmitter sends information to a receiver, the information is 'echoed' back to the transmitter on a separate feedback channel. Information echoed back which contains errors can then be retransmitted. This technique requires twice the bandwidth of single direction (simplex) transmission, however, which may be unacceptable in terms of spectrum utilization.
• A fourth method for coping with poor BER is automatic repeat request (ARQ). Here a simple error detecting code is used and, if an error is detected in a given data block, and then a request is sent via a feedback channel to retransmit that block. ARQ is very effective, for example in facsimile transmission. On long links with fast transmission rates, however, such as is typical in satellite communications, ARQ can be very difficult to implement.
• The fifth technique for coping with high BER is to employ forward error correction coding (FECC). In common with three of the other four techniques FECC introduces redundancy, this time with data check bits interleaved with the information traffic bits. It relies on the number of errors in a long block of data being close to the statistical average and, being a forward technique, requires no return channel. The widespread adoption of FECC was delayed, historically, because of its complexity and high cost of implementation relative to the other possible solutions. Complexity is now less of a problem following the proliferation of VLSI custom coder/decoder chips.
Applications for error control codes:
1) Compact disc players provide a growing application area for FECC.
2) In CD applications the powerful Reed-Solomon code is used since it works at a symbol level, rather than at a bit level, and is very effective against burst errors.
3) The Reed-Solomon code is also used in computers for data storage and retrieval. 4) Digital audio and video systems are also areas in which FEC is applied. 5) Error control coding, generally, is applied widely in control and communications systems for aerospace applications, in mobile (GSM). 6) Cellular telephony and for enhancing security in banking and barcode readers.
ARQ TECHNIQUE
In this section we introduce three common flow and error control mechanisms: Stop-and-Wait ARQ. Go -Back -N ARQ, and Selective-Repeat ARQ. Although these are sometimes referred as protocols, we prefer the term mechanisms.
1) STOP-AND-WAIT ARQ
It is the simplest flow and error control mechanism. It has the following features:
• The sending device keeps a copy of the last frame transmitted until it receives an acknowledgment for that frame. Keeping a copy allows the sender to retransmit lost or damaged frames until they are received correctly.
• For identification purposes, both data frames and acknowledgment (ACK) frames are numbered alternate 0 and 1. A data (0) frame is acknowledged by an ACK 1 frame, indicating that the receiver has received data frame 0 and is now expecting data frame 1. This numbering allows for identification for data frames in case of duplicate transmission (important in the case of lost acknowledgment or delayed acknowledgment, as we will see shortly).
• A damaged or lost frame is treated in the same manner by the receiver. If the receiver detects an error in the received frame, it simply discards the frame and sends no acknowledgment. If the receiver receives a frame that is out of order (O instead of 1 or 1 instead of 0) , it knows that a frame is lost. It discards the outof-order received frame.
• The sender has a control variable, which we call S, that holds the number of the recently sent frame (0 or 1). The receiver has a control variable, which we call R that holds the number of the next frame expected (0 or 1).
• The sender starts a timer when it sends a frame. If an acknowledgment is not received within an allotted time period, the sender assumes that the frame was lost or damaged and resends it.
• The receiver sends only positive acknowledgment for frames received safe and sound; it is silent about the frames damaged or lost. The acknowledgment number always defines the number of the next expected frame. If frame 0 is received ACK 1 is sent: if frame 1 is received, ACK 0 is sent.
In the transmission of a frame, we can have four situations: normal operation, the frame is lost, the acknowledgment is lost, or the acknowledgment is delayed.
CASE 1: Normal Operation
In a normal transmission, the sender sends frame 0 and waits to receive ACK 1. When ACK 1 is received, it sends frame 1 and then waits to receive ACK 0, and so on. The ACK must be received before the timer set for each frame expires. Figure 1 shows successful frame transmissions.
CASE 2: Lost or Damaged Frame
A lost or damaged frame is handled in the same way by the receiver; when the receiver receives a damaged frame, it discards it, which essentially means the frame is lost. The receiver remains silent about a lost frame and keeps its value of R. For example, in Fig 2, the sender transmits frame 1, but it is lost. The receiver does nothing, retaining the value of R (1) (. After the timer at the sender site expires, another copy of frame 1 is sent. 
CASE 3 : Lost Acknowledgment
A lost or damaged acknowledgment is handled in the same way by the sender; if the render receiver a damaged acknowledgment, it discards it Figure 3 shows a lost ACK 0. The waiting sender docs not know if frame 1 has been received. When the timer for frame 1 expires the sender retransmits frame 1. Note that the receiver have already received frame 1 and it expecting to receive frame 0 (R= 0). Therefore, it silently discards the second copy of frame 1.
Fig. 2 CASE 4: Delayed Acknowledgment
Another problem that may occur is delayed acknowledgment. An acknowledgment can be delayed at the receiver or by some problem with the link. Figure 4 shows the delay of ACK 1; it is received after the timer for frame 0 has already expired. The sender has already retransmitted a copy of frame 0. However, the value of R at the receiver site is still 1, which means that the receiver expects to see frame 1, the receiver, therefore, discards the duplicate frame 0. Fig. 3 The sender has now received two ACKs, one that was delayed and one that was sent after the duplicate frame 0 arrived. The second ACK 1 is discarded. Figure 6 shows that frame 2 is lost. Note that when the receiver receives frame 3 it is discarded because the receiver is expecting frame 2 not frame 3 (according to its window). After the timer for frame 2 expires at the sender site, the sender sends frames 2 and 3 (it goes back to 2). 
CASE 3: Damaged or Lost Acknowledgment
If an acknowledgment is damaged or lost. We can have two situations. If the next acknowledgment arrives before the expiration of any timer, there is no need for retransmission of frames because acknowledgments are cumulative in this protocol. ACK 4 means ACK 1 to ACK 4. So if ACK 1, ACK 2, and ACK 3 are lost. ACK 4 covers them. However, if the next ACK arrives after the time-out, the frame and all the frames after that are resent. Note that the receiver never resends an ACK. We leave the figure and details as an exercise.
SELECTIVE REPEAT ARQ
Go-Back-N ARQ simplifies the process at the receiver site. The receiver keeps track of only one variable, and there is no need to buffer out-of-order frames; they are simply discarded. However, this protocol is very inefficient for a noisy link. In a noisy link a frame has a higher probability of damage, which means the resending of multiple frames. This resending uses up the bandwidth and slows down the transmission. For noisy links, there is another mechanism that does not resend N frames when just one frame is damaged: only the damaged frame is resent. This mechanism is called Selective Repeat ARQ. It is more efficient for noisy links, but the processing at the receiver is more complex. Let us show the operation of the mechanism with an example of a lost frame, as shown in Figure 7 . Frames 0 and 1 are accepted when received because they are in the range specified by the receiver window. When frame 3 is received, it is also accepted for the same reason. However, the receiver sends a NAK 2 to show that frame 2 has not been received. When the sender receives the NAK 2, it resends only frame 2, which is then accepted because it is in the range of the window. Fig. 7 
