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O posicionamento dos objectos no mundo e´ uma das informac¸o˜es necessa´rias ao
nosso quotidiano. A a´rea da visa˜o por computador pode fornecer esta informac¸a˜o a
partir de imagens. A dissertac¸a˜o aqui apresentada insere-se neste domı´nio.
Entre a multiplicidade de formas de recuperac¸a˜o daquela informac¸a˜o pretende-
se, com este trabalho, estudar apenas o problema da reconstruc¸a˜o euclidiana tridi-
mensional. Para atingir esse propo´sito, o trabalho parte de imagens captadas, sem
qualquer outro conhecimento ou informac¸a˜o quanto a` sua captac¸a˜o, e apoia-se no
potencial das superf´ıcies reflectoras planares. Posteriormente, para melhorar os re-
sultados passa a usar imagens calibradas, captadas de mu´ltiplos pontos de vista.
O desenrolar de todo o trabalho assenta no desenvolvimento de treˆs metodologias
de recuperac¸a˜o. Duas delas partem da aquisic¸a˜o de imagens com o aux´ılio de uma
u´nica caˆmara e de um conjunto de espelhos, verificando-se que com a ajuda dos es-
pelhos se consegue simular qualquer configurac¸a˜o multi-ocular. O passo seguinte, em
ambas essas metodologias, e que e´, de resto, fundamental para a generalidade dos
me´todos de reconstruc¸a˜o, e´ o da correspondeˆncia entre imagens. Nesta fase as duas
metodologias diferem pois uma delas executa este passo da forma ”cla´ssica”, enquanto
que a outra e´ inovadora no processo seguido. Nesta u´ltima, o processo parte do tra-
balho de Sameer [Sameer 98] e, com a ajuda dos espelhos, mostra que basta usar
as projecc¸o˜es de apenas dois pontos tridimensionais, bem como das suas reflexo˜es,
para obter os epipolos nas imagens. A partir da´ı calcula a matriz fundamental e uma
homografia, as quais relacionam as imagens. A fase seguinte e´ a da abordagem da de-
terminac¸a˜o da me´trica euclidiana. Aqui, as duas metodologias recorrem a` intersecc¸a˜o
dos raios projectivos (triangulac¸a˜o). A diferenc¸a esta´ em que uma delas vai buscar
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a` matriz fundamental os paraˆmetros necessa´rios a essa intersecc¸a˜o, enquanto que a
outra metodologia simplifica o problema, recorrendo novamente aos espelhos. Depois
da comprovac¸a˜o geome´trica e matema´tica de ambas as metodologias, apresentam-se,
finalmente, os resultados da sua aplicac¸a˜o. Da ana´lise destes resultados conclui-se que
uma das metodologias e´ sens´ıvel ao ru´ıdo. A outra metodologia consegue melhores
resultados apresentando, pore´m, algumas limitac¸o˜es.
A terceira metodologia surge como forma de ultrapassar estas limitac¸o˜es. Para
isso, na fase da determinac¸a˜o da me´trica euclidiana, substitui a triangulac¸a˜o por um
processo de escavac¸a˜o do espac¸o tridimensional (space carving). Embora promete-
dores, os resultados obtidos na˜o reconstroem perfeitamente a cena, devido ao es-
casso nu´mero de imagens resultante da utilizac¸a˜o do sistema de aquisic¸a˜o usado na
metodologia anterior. Verificada esta situac¸a˜o, a terceira metodologia abandona o
esquema de captac¸a˜o de imagens utilizada ate´ enta˜o (uma caˆmara e um conjunto de
espelhos), passando a usar mu´ltiplas imagens, captadas de diferentes pontos de vista.
Depois de calibradas as imagens, a sua utilizac¸a˜o no processo de escavac¸a˜o do espac¸o
tridimensional gera resultados extremamente satisfato´rios.
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Abstract
The positioning of the objects in the world is an information we need every day.
The computer vision area can give us this information through the images. This essay
can be included in this domain.
Among the multiplicity of processes to recover that kind of information, we se-
lected to study only the problem of the Euclidean tridimensional reconstruction. To
achieve this purpose we used planar reflecting surfaces and images without any other
information concerning its acquisition. Subsequently, to improve the results, we use
calibrated images, collected from several viewpoints.
The unfold of all the study is based on the development of three recovery method-
ologies. The images in two of that methodologies are acquired with, only, one camera
and a set of mirrors. This acquisition system allows the simulation of any multi-ocular
configuration. The next step for both methodologies was the correspondence between
images, which is essential to many reconstruction methods. In this phase, these two
methodologies differ because one of them carries out this step in a ”classic”way and
the other innovates. This innovation is based on Sameer’s work [Sameer 98] and,
with the help of the mirrors, it shows that it is enough to use the projections of only
two tridimensional points and its reflection, in order to obtain the epipoles in the
images. Then, computes the fundamental matrix and one homography, which relates
the images. The next phase focus the Euclidean metric determination. Here, both
methodologies use the intersection of projective rays (triangulation). The difference
between them is that one obtain the necessary parameters from the fundamental ma-
trix and the other uses the mirrors again to simplify the problem. After the geometric
and mathematical confirmation of both methodologies, the results of its application
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are finally presented. From the analysis of those results, we can conclude that one of
the methodologies is noise sensitive. In spite of its limitations, the other methodology
achieve better results.
To overcame those limitations we introduced the third methodology. In the Eu-
clidean metric determination phase, it replaces the triangulation by the space carving
process. Although promising, the obtained results don’t reconstruct perfectly the
scene, due to the short number of images resulting from the utilization of acquisi-
tion system used in the prior methodology. Being verified this situation, the third
methodology leaves the acquisition system used so far (a camera and a set of mir-
rors), substituing the set of mirrors by multiple cameras. After the calibration of
the images (captured from different viewpoints), its utilization in the space carving
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Este cap´ıtulo tem como objectivos a apresentac¸a˜o do trabalho a ser desenvolvido
ao longo da presente dissertac¸a˜o e o seu enquadramento na a´rea de investigac¸a˜o corre-
spondente. Na primeira secc¸a˜o, a eˆnfase e´ colocada no enquadramento e na definic¸a˜o
do problema que se procurara´ resolver. A segunda secc¸a˜o destina-se a uma revisa˜o
da literatura relativa aos principais contributos para a soluc¸a˜o daquele problema e
a` apresentac¸a˜o do caminho seguido nesta dissertac¸a˜o. O cap´ıtulo termina com uma
terceira, e u´ltima, secc¸a˜o, dedicada a` estrutura da dissertac¸a˜o.
1.1 Enquadramento do trabalho e inserc¸a˜o do pro-
blema
A visa˜o e´ de primordial importaˆncia na percepc¸a˜o humana e, por isso, tem sido
estudada ao longo da histo´ria. Por volta de 1960, emergiu uma a´rea de investigac¸a˜o
auto´noma, denominada visa˜o por computador, cujo principal objectivo era a criac¸a˜o
de ma´quinas com capacidades sensoriais para realizarem tarefas quase sem a inter-
venc¸a˜o humana. Desde enta˜o, esta a´rea, composta por va´rios campos de pesquisa,
nomeadamente o processamento e ana´lise de imagens e o reconhecimento de formas,
padro˜es e objectos, tem sofrido um progresso extraordina´rio. Algumas das justi-
ficac¸o˜es que podem ser apontadas para esse desenvolvimento sa˜o o aparecimento do
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computador digital aplicado ao processamento de imagem, os avanc¸os tecnolo´gicos
e funcionais dos sensores que captam a informac¸a˜o relativa a` cena e, tambe´m, as
te´cnicas e equipamentos especializados no processamento dessa informac¸a˜o.
Apesar de ja´ se conhecerem os princ´ıpios nos quais se baseavam algumas dessas
te´cnicas, so´ na de´cada de 70 se reconheceu a importaˆncia desta a´rea. A partir dessa
altura, foram muitos os sistemas desenvolvidos nesta a´rea, sendo as imagens da su-
perf´ıcie da terra, tiradas a grande altitude, as imagens radiolo´gicas e as imagens de
documentos, disso exemplo. No entanto, estes sistemas na˜o abordavam o aspecto
da determinac¸a˜o de paraˆmetros tridimensionais. Assim, a visa˜o por computador
desenvolveu-se, nomeadamente, no sentido de solucionar esta limitac¸a˜o.
Com a abertura a` tridimensionalidade apareceram novas te´cnicas que, directa
ou indirectamente, permitiram retirar das imagens mais informac¸a˜o, como o con-
hecimento de posic¸o˜es tridimensionais relativas a um determinado referencial ou ori-
entac¸o˜es locais das superf´ıcies captadas nas imagens. Com estes avanc¸os foram criados
novos me´todos para a execuc¸a˜o de tarefas, onde a intervenc¸a˜o humana se foi min-
imizando. A indu´stria foi um dos sectores que mais beneficiou com estes avanc¸os,
ja´ que tarefas como o transporte, a localizac¸a˜o, a inspecc¸a˜o ou o reconhecimento de
objectos, em geral, puderam ser executadas por ma´quinas, reduzindo a probabilidade
de erro ou ate´ diminuindo o perigo, por motivos como o cansac¸o ou a distracc¸a˜o.
Resumidamente, pode dizer-se que um dos principais objectivos da visa˜o por com-
putador e´ a infereˆncia de informac¸a˜o tridimensional de uma cena, pela ana´lise de
imagens dessa cena e da informac¸a˜o envolvida aquando da sua captac¸a˜o. Este pro-
cedimento de infereˆncia, que se designa por reconstruc¸a˜o tridimensional, pode ser
descrito de forma sinte´tica como se segue. A informac¸a˜o e´ captada pelos sensores,
tomando a forma f´ısica de imagens. Tendo-as como base, e conhecendo as carac-
ter´ısticas dos sensores, bem como a geometria envolvida no sistema sensores-cena
3D, torna-se poss´ıvel obter a informac¸a˜o sobre a estrutura geome´trica contida nas
imagens, como por exemplo a distaˆncia de pontos tridimensionais a um determinado
referencial (ou as coordenadas tridimensionais dos pontos) e as orientac¸o˜es locais das
superf´ıcies pertencentes a` cena 3D. Quando, neste processo, na˜o e´ executada nen-
huma calibrac¸a˜o aos sensores para obter as suas caracter´ısticas internas (por exemplo
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distaˆncia focal), diz-se que e´ feito com base em imagens na˜o calibradas.
Na falta de qualquer tipo de informac¸a˜o a priori, um ponto da imagem corresponde
a uma infinidade de pontos da cena do mundo 3D. Assim, a reconstruc¸a˜o tridimen-
sional de uma cena do mundo 3D a partir de uma u´nica imagem, sem mais nenhum
outro tipo de informac¸o˜es, e´ teoricamente imposs´ıvel. Portanto, sa˜o necessa´rias pelo
menos duas imagens, obtidas de pontos de vista diferentes, para a obtenc¸a˜o de alguma
informac¸a˜o tridimensional. No entanto, este facto so´ e´ totalmente correcto quando,
entre esses dois pontos de vista existe, pelo menos, uma translac¸a˜o.
A reconstruc¸a˜o tridimensional de um conjunto de pontos de uma cena do mundo
3D, sem qualquer ligac¸a˜o ao modelo da caˆmara utilizada na captac¸a˜o das imagens,
subdivide-se nos seguintes tipos: reconstruc¸a˜o projectiva, reconstruc¸a˜o afim e re-
construc¸a˜o euclidiana. A reconstruc¸a˜o projectiva e´ definida a menos de uma trans-
formac¸a˜o projectiva e a informac¸a˜o obtida na˜o conte´m o conhecimento sobre aˆngulos,
distaˆncias ou paralelismos [Mundy 92][Rothwell 95]. A reconstruc¸a˜o afim e´ definida
a menos de uma transformac¸a˜o afim e a informac¸a˜o obtida conte´m o conhecimento
sobre as elac¸o˜es entre distaˆncias e paralelismos [Zhang 97]. A reconstruc¸a˜o euclidi-
ana e´ definida a menos de uma semelhanc¸a e, em termos de informac¸a˜o obtida, e´ a
mais rica de todas. Ela conte´m informac¸o˜es que o homem habitualmente manipula
[Devernay 95].
Sem se especificar o tipo de reconstruc¸a˜o, a expressa˜o reconstruc¸a˜o tridimensional
e´ gene´rica e diz respeito a`s treˆs reconstruc¸o˜es citadas anteriormente. Por abuso de
linguagem, os termos reconstruc¸a˜o e estrutura sa˜o por vezes utilizados para designar
a reconstruc¸a˜o tridimensional.
Ao longo desta dissertac¸a˜o, o problema que se procurara´ resolver e´ o da recu-
perac¸a˜o euclidiana de informac¸a˜o tridimensional, contida em imagens.
1.2 Resoluc¸a˜o do problema
Os estudos sobre a reconstruc¸a˜o tridimensional teˆm dado origem a uma vasta
se´rie de te´cnicas de aquisic¸a˜o de informac¸a˜o tridimensional, nomeadamente te´cnicas
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baseadas no princ´ıpio da triangulac¸a˜o ou em imagens monoculares, te´cnicas de Moire´,
te´cnicas de detecc¸a˜o de ecos e te´cnicas baseadas no princ´ıpio da escavac¸a˜o do espac¸o
tridimensional. Exemplos de algumas destas te´cnicas podem ser vistas, nomeada-
mente, em [Dias 94], [Silva 94], [Wong 01] e [Kutulakos 99].
Ja´ que todas as te´cnicas teˆm vantagens e desvantagens, a sua escolha depende
da aplicac¸a˜o, da precisa˜o ou da resoluc¸a˜o. Neste trabalho usar-se-a˜o apenas te´cnicas
baseadas no princ´ıpio da triangulac¸a˜o, mais especificamente, as te´cnicas de estereo-
scopia passiva e te´cnicas baseadas na escavac¸a˜o do espac¸o tridimensional.
O princ´ıpio da triangulac¸a˜o [Hartley 95a] esta´ presente sempre que se estabelece
a correspondeˆncia entre pontos de diferentes imagens, que sa˜o a projecc¸a˜o do mesmo
ponto da cena, e se determina o ponto de intersecc¸a˜o das rectas, formadas por cada
uma das correspondeˆncias e pelos respectivos centros o´pticos, a fim de se conseguir as
coordenadas tridimensionais do ponto da cena. As te´cnicas baseadas neste princ´ıpio
teˆm que adquirir pelo menos duas imagens da cena, a partir de posic¸o˜es diferentes,
ou adquirir no mı´nimo uma imagem da cena, a qual capta tambe´m a projecc¸a˜o de
um padra˜o de luz sobre a cena, cujo centro de projecc¸a˜o e´ conhecido.
Ale´m da te´cnica de estereoscopia passiva, encaixam-se no grupo das te´cnicas
baseadas no princ´ıpio da triangulac¸a˜o as te´cnicas estereosco´picas activas e as te´cnicas
baseadas em sombras. A diferenc¸a entre as te´cnicas passivas e activas esta´ no facto
das primeiras utilizarem apenas a luz ambiente para iluminar a cena a captar, en-
quanto que as segundas sa˜o caracterizadas pela projecc¸a˜o directa de luz ou ultrasons
sobre a cena.
A maior parte da investigac¸a˜o relacionada com a estereovisa˜o tem sido dedicada ao
problema da correspondeˆncia entre os pontos das imagens. O processo de obtenc¸a˜o
de correspondeˆncias inicia-se com a detecc¸a˜o, para cada imagem, de pontos carac-
ter´ısticos, ou seja, pontos que, por alguma raza˜o, se destacam dos outros pontos da
imagem (como exemplo temos ve´rtices e pontos pertencentes a`s arestas e a`s orlas dos
objectos). Depois, efectua-se a correspondeˆncia local entre as imagens, isto e´, tenta-
se encontrar os pontos nas imagens que constituem a projecc¸a˜o do mesmo ponto
tridimensional. Por fim tenta-se, retirar todas as falsas correspondeˆncias.
A te´cnica de estereoscopia passiva tem como vantagem a sua aplicabilidade a um
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grande nu´mero de situac¸o˜es, na˜o precisando de equipamentos especiais nem de uma
elevada capacidade de processamento computacional.
Por seu lado, o princ´ıpio da escavac¸a˜o do espac¸o tridimensional baseia-se na ideia
de que qualquer cena tridimensional pode ser representada volumetricamente atrave´s
de agregac¸o˜es de primitivas elementares, vulgarmente conhecidas como voxels ou pix-
els 3D [Kutulakos 99] [Wong 01]. Cada voxel representa um pequeno volume do
espac¸o tridimensional, podendo estar ocupado (ou na˜o) e reter caracter´ısticas corre-
spondentes a`s propriedades f´ısicas da cena nesse volume elementar.
A aplicac¸a˜o deste princ´ıpio comec¸a por definir o espac¸o volume´trico que envolve
toda a cena a reconstruir, e, em cada iterac¸a˜o do processo de escavac¸a˜o, esse espac¸o
volume´trico vai sendo reduzido ate´ se obter as superf´ıcies pretendidas. A reduc¸a˜o
e´ feita atrave´s da eliminac¸a˜o de voxels que na˜o sa˜o consistentes com as imagens
captadas. Assim, no resultado final da reconstruc¸a˜o todos os pontos dentro do espac¸o
volume´trico obtido sa˜o consistentes com essas imagens. Um ponto tridimensional,
pertencente ao espac¸o volume´trico, e´ consistente com um ponto numa imagem se a
sua coˆr resultar da radiac¸a˜o do ponto tridimensional [Kutulakos 99]. Isto so´ e´ va´lido
para modelos de reflexa˜o que sa˜o calculados localmente. Para evitar o ca´lculo dos
modelos de luz envolvidos na captac¸a˜o das imagens, o teste de consisteˆncia pode ser
feito verificando se a projecc¸a˜o do ponto 3D, do espac¸o volume´trico, esta´ delimitada
pelas silhuetas da cena em todas as imagens [Wong 01]. Optou-se, nesta dissertac¸a˜o,
pelo teste de consisteˆncia dos voxels baseado nas silhuetas, sempre que se usar este
princ´ıpio.
As silhuetas (ou contornos) sa˜o, muitas vezes, uma caracter´ıstica dominante nas
imagens e podem ser extra´ıdas com relativa facilidade. Fornecem informac¸o˜es impor-
tantes no que diz respeito a` forma dos objecto e sa˜o, de facto, a u´nica informac¸a˜o
dispon´ıvel no que toca a superf´ıcies suaves quase sem textura [Wong 01]. No entanto,
a correspondeˆncia entre pontos de va´rias silhuetas na˜o e´ uma dessas informac¸o˜es,
devido a` sua dependeˆncia dos centros o´pticos.
E´ poss´ıvel configurar geometricamente o sistema de aquisic¸a˜o de diferentes manei-
ras. Uma das configurac¸o˜es geome´tricas mais populares consiste em colocar todas as
caˆmaras, que se esta˜o a usar, paralelas entre si, fazendo com que os seus respectivos
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planos imagem pertenc¸am a um mesmo plano (geometria fronto-paralela). Esta con-
figurac¸a˜o facilita as correspondeˆncias entre pontos das imagens. Outra configurac¸a˜o
coloca as caˆmaras em posic¸o˜es na˜o coplanares, apesar de estarem a olhar para a
mesma cena do mundo 3D. Esta u´ltima configurac¸a˜o e´ considerada como o caso geral
para todas as configurac¸o˜es poss´ıveis. Existe ainda uma configurac¸a˜o interme´dia, na
qual se manteˆm as caˆmaras no mesmo plano, mas com os eixos o´pticos a conver-
gir para um mesmo ponto da cena 3D. A este ponto tridimensional, onde todos os
eixos o´pticos se cruzam, chama-se ponto de fixac¸a˜o, e a sua projecc¸a˜o devera´ estar na
mesma posic¸a˜o em ambas as imagens. Esta geometria pode vir a ser explorada com
eˆxito em sistemas de visa˜o activa, para reconstruc¸a˜o tridimensional [Francisco 94]
[Almeida 99].
Tal como ja´ foi referido, este trabalho ira´ usar o princ´ıpio da estereovisa˜o passiva e
o princ´ıpio da escavac¸a˜o do espac¸o tridimensional, baseado em silhuetas. No entanto,
na˜o se pretende que esta dissertac¸a˜o seja mais um estudo sobre estas te´cnicas, mas
sim uma descric¸a˜o sobre a criac¸a˜o de sistemas pra´ticos, que usam estas te´cnicas
para solucionar o problema da reconstruc¸a˜o tridimensional. Outra ideia que se quis
explorar neste trabalho foi a dos sistemas catadio´ptricos [Hecht 74], capazes de simular
multi-ocularidade.
O uso de sistemas de visa˜o catadio´ptricos e´ um campo que esta´ a ganhar cada
vez mais importaˆncia na a´rea de visa˜o computacional. Estes sistemas resultam da
utilizac¸a˜o combinada de imagens refractadas (obtidas atrave´s do uso de lentes) e de
imagens reflectidas (obtidas atrave´s do uso de espelhos), onde as lentes e os espelhos
esta˜o posicionados em cuidadas configurac¸o˜es, de forma a capturar o maior campo de
visa˜o poss´ıvel.
Os sistemas catadio´ptricos ultrapassam a limitac¸a˜o do campo de visa˜o dos sistemas
convencionais de aquisic¸a˜o, permitindo colocar numa u´nica imagem, sincronizada,
toda a informac¸a˜o que so´ seria poss´ıvel adquirir atrave´s do uso de va´rias caˆmaras.
No que se refere ao aumento do campo de visa˜o, fundamental nos processos de recon-
struc¸a˜o tridimensional, sa˜o va´rios os autores que o demonstraram, como por exemplo
[Rees 70] [Nayar 88] [Goshtasby 93]. Outro ponto importante a favor destes sistemas
e´ o da facilidade com que se pode fazer com que eles possuam um u´nico centro de
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projecc¸a˜o [Baker 98] [Sameer 98]. Esta vantagem e´ bastante importante, pois permite
capturar imagens com um modelo de perspectiva u´nico. As imagens daqui resultantes
podem ser processadas normalmente como se fossem, todas elas, obtidas por diver-
sas caˆmaras com paraˆmetros iguais (tais como as lentes e sua distorc¸a˜o, o CCD, a
focagem, a resposta espectral, a sincronizac¸a˜o da captura, o controlo automa´tico do
ganho, o tamanho dos pontos, etc). Para ale´m disso, estes sistemas permitem uma
reduc¸a˜o dos custos, atrave´s da substituic¸a˜o das caˆmaras por espelhos.
Como e´ o´bvio, podera˜o ser utilizados em sistemas catadio´ptricos va´rias caˆmaras e
espelhos, estes com formas diferentes. No entanto, este trabalho ira´ limitar-se, no que
diz respeito aos sistemas catadio´ptricos, ao uso de uma u´nica caˆmara e um conjunto
de espelhos planares.
1.2.1 Trabalhos relacionados
O problema da reconstruc¸a˜o tridimensional pode ser resolvido, classicamente, em
duas etapas: calibrando os sensores e reconstruindo a cena. A calibrac¸a˜o de um
sensor e´ um processo delicado, que precisa de utilizar pontos conhecidos no espac¸o
tridimensional para obter as suas caracter´ısticas [Faugeras 87] [Dias 91] [Faugeras 92]
[Dias 94] [Silva 94] [Batista 99]. No entanto, este processo nem sempre e´ de poss´ıvel
realizac¸a˜o, o que acontece, por exemplo, quando a caˆmara se encontra envolvida
em qualquer tipo de movimento. Mais recentemente, a recuperac¸a˜o da estrutura
tridimensional de uma cena passou a ser feita numa u´nica etapa, evitando a calibrac¸a˜o
expl´ıcita dos sensores, ou seja, passou-se apenas a usar a informac¸a˜o contida nas
imagens na˜o calibradas e o conhecimento da geometria dos sensores-cena 3D.
Quando os u´nicos dados pass´ıveis de utilizac¸a˜o sa˜o as observac¸o˜es nas imagens na˜o
calibradas, o problema da reconstruc¸a˜o tridimensional torna-se complexo. No entanto,
se a questa˜o da correspondeˆncia entre zonas nas duas imagens estiver resolvida, e´
diminu´ıda a complexidade da reconstruc¸a˜o.
Nos estudos realizados por Marr com imagens este´reo, a questa˜o da correspon-
deˆncia ficou perfeitamente definida [Marr 76] [Marr 79]. As va´rias soluc¸o˜es, que teˆm
sido propostas para obter uma boa correspondeˆncia entre imagens, distinguem-se
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pelo modo como realizam o teste de semelhanc¸a entre as zonas nas duas imagens.
Assim, a correspondeˆncia pode ser realizada com base em zonas de grande intensi-
dade luminosa, correspondentes a arestas ou a contornos [Pollard 85], ou utilizando
regio˜es com caracter´ısticas ideˆnticas [Wrobel 88]. A correspondeˆncia pode, no en-
tanto, ser facilitada atrave´s de restric¸o˜es geome´tricas, a`s quais devem obedecer as
posic¸o˜es das zonas correspondentes nas imagens. Essas restric¸o˜es podera˜o ser gerais,
tal como a geometria epipolar [Zhang 96], ou enta˜o particulares, tais como a restric¸a˜o
de fixac¸a˜o [Martins 98] ou as provocadas pela configurac¸a˜o do sistema.
Em termos de resultados de reconstruc¸a˜o sem calibrac¸a˜o da caˆmara, os trabalhos
mais significativos que foram levados a cabo teˆm como ponto comum a utilizac¸a˜o de
uma base de refereˆncia.
Um dos primeiros trabalhos deste tipo foi desenvolvido por Koenderink e Doorn
[Koenderink 89]. Estes autores mostraram que a reconstruc¸a˜o tridimensional afim de
uma cena poderia ser calculada a partir de, pelo menos, duas imagens. Para isso foram
utilizados quatro pontos arbitra´rios da cena (na˜o coplanares) como base de refereˆncia
afim, sendo a reconstruc¸a˜o de todos os outros pontos calculada relativamente a esta
base.
Tomasi e Kanade [Tomasi 91] calcularam a estrutura tridimensional da cena e a
rotac¸a˜o da caˆmara. As disparidades dos pontos nas imagens foram primeiramente
colocadas sob a forma de uma matriz. Depois, utilizando a decomposic¸a˜o em val-
ores singulares (SVD), definiram duas matrizes, uma contendo informac¸a˜o sobre a
estrutura tridimensional e a outra contendo a informac¸a˜o sobre a rotac¸a˜o da caˆmara.
Neste me´todo, e´ necessa´rio conhecer os paraˆmetros intr´ınsecos da caˆmara, de forma
a obter uma reconstruc¸a˜o tridimensional euclidiana da cena.
O trabalho proposto por Weinshall [Weinshall 93] consistiu em calcular, em pri-
meiro lugar, a reconstruc¸a˜o tridimensional afim, atrave´s do me´todo de Koenderink
e Doorn. De seguida, foi calculada a matriz de Gram (para quatro pontos da cena,
na˜o coplanares), a partir da qual foi extra´ıda a reconstruc¸a˜o euclidiana desses pontos.
Assim, este trabalho provou que se pode passar de uma estrutura tridimensional afim,
ja´ calculada, para uma euclidiana sem que seja necessa´rio conhecer os paraˆmetros
intr´ınsecos da caˆmara.
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Poelmam e Kanade [Poelman 94] propuseram uma variante ao me´todo de Tomasi
e Kanade, na qual melhoraram a qualidade das reconstruc¸o˜es. Tal foi conseguido
devido ao facto de terem usado um melhor modelo para as caˆmaras CCD, pois este
modelo permite registar as variac¸o˜es de profundidade, ou seja, a caˆmara (ou a cena
3D) pode efectuar translac¸o˜es ao longo do eixo o´ptico.
Ate´ aqui, faltava a todos estes trabalhos uma maior proximidade com a caˆmara
real, em termos de modelos matema´ticos que a descrevem. Assim, o tratamento do
problema da reconstruc¸a˜o de uma maneira mais correcta incitou va´rios investigadores
a abandonar a geometria afim, em benef´ıcio da geometria projectiva.
Uma primeira aproximac¸a˜o realista neste sentido tinha ja´ sido proposta por Sparr
[Sparr 91]. Neste trabalho o autor desenvolveu um descritor para a estrutura tridi-
mensional afim de um conjunto de pontos. Este descritor e´ independente da base
afim utilizada e das propriedades intr´ınsecas da estrutura 3D, e permite obter a re-
construc¸a˜o afim relativa ao conjunto dos pontos. Para ale´m disso, Sparr mostrou que
o descritor esta´ ligado a um modelo matema´tico que descreve a caˆmara com muita
precisa˜o. No entanto, o me´todo apresentado por este trabalho so´ e´ u´til quando e´
requerida apenas informac¸a˜o afim para uma dada aplicac¸a˜o. A resoluc¸a˜o do sistema,
altamente na˜o linear, para se obter a reconstruc¸a˜o continua a ser o maior problema,
limitando assim a sua utilizac¸a˜o.
Mohr et al [Mohr 90] [Mohr 91] encontram-se entre os pioneiros na utilizac¸a˜o das
propriedades da geometria projectiva com vista a evitar uma calibrac¸a˜o expl´ıcita da
caˆmara. A sua aproximac¸a˜o baseou-se na reprojecc¸a˜o dos pontos das imagens em dois
planos da cena, e na utilizac¸a˜o da propriedade da invariaˆncia das coordenadas pro-
jectivas. Seis pontos conhecidos da cena foram utilizados como pontos de refereˆncia,
sendo os outros reconstru´ıdos em relac¸a˜o a`queles.
Mais tarde, Faugeras [Faugeras 92] desenvolveu um me´todo linear para a recon-
struc¸a˜o projectiva, unicamente a partir de pontos correspondentes nas duas imagens.
Ele escolheu cinco pontos arbitra´rios da cena (quatro a quatro na˜o coplanares) como
base projectiva, fazendo-lhes corresponder as coordenadas homoge´neas (1, 0, 0, 0),
(0, 1, 0, 0), (0, 0, 1, 0), (0, 0, 0, 1) e (1, 1, 1, 1). Grac¸as a esta escolha e a` correspondeˆncia
entre as duas imagens, ficou so´ com duas, das vinte e duas, inco´gnitas das matrizes
10 CAPI´TULO 1. INTRODUC¸A˜O
de projecc¸a˜o para determinar. Para o fazer, o autor supoˆs que os epipolos eram
conhecidos. Como estes esta˜o intrinsecamente ligados a`s matrizes de projecc¸a˜o das
imagens, poˆde, assim, determinar inteiramente as duas matrizes de projecc¸a˜o e, por
consequeˆncia, obteve uma reconstruc¸a˜o projectiva sem nenhuma informac¸a˜o me´trica,
nem mesmo afim.
Na mesma altura, Hartley et al [Hartley 92] obtiveram um resultado similar, uma
reconstruc¸a˜o projectiva. Outros investigadores acabaram por propor me´todos lin-
eares, baseados tambe´m na geometria epipolar, para o ca´lculo da reconstruc¸a˜o pro-
jectiva de uma cena. Todos estes me´todos podem ser considerados como similares
porque utilizam as mesmas propriedades da geometria projectiva.
No que diz respeito a` utilizac¸a˜o de sistemas catadio´ptricos na reconstruc¸a˜o tridi-
mensional, Nayar [Nayar 88] sugeriu um sistema este´reo com um campo de visa˜o
alargado (FOV), que consistia numa caˆmara convencional apontada para duas es-
feras especulares. O autor mostrou que, estabelecendo a correspondeˆncia entre as
imagens da cena, que eram reflectidas pelas esferas, era poss´ıvel, por triangulac¸a˜o,
obter a profundidade. Mais tarde, generalizou esta ideia de forma a incluir n elemen-
tos reflectidos de formas arbitra´rias. Foram tambe´m desenvolvidos outros sistemas
similares onde as esferas foram substitu´ıdas por outros objectos. Estes sistemas tin-
ham a grande desvantagem de na˜o terem um u´nico centro de projecc¸a˜o, aquando da
aplicac¸a˜o de variadas te´cnicas.
Mais tarde, Baker e Nayar [Baker 98] deduziram as configurac¸o˜es dos sistemas
catadio´ptricos este´reo que, quando veˆm a cena em perspectiva, manteˆm o centro de
projecc¸a˜o. Baseada neste trabalho, foi enta˜o proposta uma variedade de sistemas que
usam uma u´nica caˆmara e dois ou mais espelhos [Sameer 98]. A partir do resultado
de Sameer, foi conseguida, e usada nesta dissertac¸a˜o, a aquisic¸a˜o de duas ou mais
projecc¸o˜es da cena na mesma imagem.
Mitsumoto et al [Mitsumoto 92] foram os primeiros a descrever um me´todo de
recuperac¸a˜o de profundidade, adquirindo na mesma imagem a projecc¸a˜o e a sua
reflexa˜o, usando espelhos planares. Estes espelhos foram usados para obter a imagem
das partes ocultas da cena.
Por fim, destacam-se os trabalhos [Goshtasby 93] e [Mathieu 95], onde e´ usada
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uma u´nica caˆmara, apontada para um conjunto articulado de espelhos planares, para
captar, de uma so´ vez, um par de imagens este´reo.
A quantidade de estudos feitos sobre a reconstruc¸a˜o baseada na calibrac¸a˜o mostra
que o problema que tem sido abundantemente tratado. Assim, devido ser uma das
opc¸o˜es de trabalho, confinamos a revisa˜o dos trabalhos sobre esta mate´ria apenas a`
reconstruc¸a˜o feita a partir de silhuetas.
A reconstruc¸a˜o de superf´ıcies de objectos suaves a partir de silhuetas foi iniciada
por Giblin e Weiss [Giblin 87]. Assumindo a projecc¸a˜o ortogra´fica, eles demonstraram
que uma superf´ıcie pode ser reconstru´ıda atrave´s de todos os seus planos tangentes,
calculados directamente a partir da famı´lia de silhuetas da superf´ıcie, sob um movi-
mento planar. Cipolla e Blake [Cipolla 92] alargaram o estudo de Giblin e Weiss a`
projecc¸a˜o em perspectiva, sob um movimento curvil´ıneo, e desenvolveram o me´todo
conhecido por osculating circle, introduzindo o conceito de parameterizac¸a˜o epipo-
lar. Vaillant e Faugeras [Vaillant 92] desenvolveram uma te´cnica similar, na qual a
superf´ıcie e´ parametrizada pelas curvas radiais em vez de ser pelas curvas epipolares.
Baseando-se no me´todo osculating circle, Szeliski e Weiss [Szeliski 98] calcularam de
forma linear as curvas epipolares em toda a superf´ıcie, juntamente com uma estima-
tiva da incerteza, e os resultados da reconstruc¸a˜o melhoraram.
Em [Boyer 97], Boyer e Berger desenvolveram as derivadas da fo´rmula para a
profundidade, a partir de uma aproximac¸a˜o local da superf´ıcie, ate´ a` ordem dois,
para movimento discreto. Em [Wong 99], Wong et al desenvolveram uma te´cnica
simples baseada na implementac¸a˜o de diferenc¸as finitas de [Cipolla 92]. Apesar da
sua simplicidade, o me´todo desenvolvido em [Wong 99] obteve resultados compara´veis
aos conseguidos em [Cipolla 92] e [Boyer 97].
As te´cnicas de intersecc¸a˜o de volume para a construc¸a˜o de modelos volume´tricos de
objectos, baseadas em visa˜o multi-ocular, foram primeiramente propostas por Martin
e Aggarwal [Martin 83], que introduziram a representac¸a˜o de segmentos de volume.
Em [Chien 86], Chien e Aggarwal apresentaram um algoritmo para a gerac¸a˜o de
uma octree de um objecto, a partir de treˆs vistas ortogonais sob uma projecc¸a˜o or-
togra´fica. O seu trabalho foi mais tarde desenvolvido por Ahuja e Veenstra [Ahuja 89],
que conseguiram que o algoritmo lidasse com imagens de um qualquer subconjunto
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de treze pontos de vista padra˜o.
Em [Hong 85], Hong e Shneier conceberam uma te´cnica para a criac¸a˜o de uma
octree a partir de mu´ltiplas vistas arbitra´rias, sob uma projecc¸a˜o em perspectiva. A
sua abordagem constro´i primeiramente uma octree para cada imagem, projectando os
cubos da octree em cada imagem e intersectando as suas projecc¸o˜es com a silhueta.
A octree final do objecto e´ dada pela intersecc¸a˜o das octrees obtidas por todas as
imagens. Em [Potmesil 87], Potmesil descreveu uma abordagem similar, na qual
as imagens sa˜o representadas por quadtrees a fim de facilitarem as projecc¸o˜es do
cubo com as silhuetas. Noutras abordagens similares, onde se incluem [Noborio 88] e
[Srivastava 90], a octree para cada imagem e´ constru´ıda pela intersecc¸a˜o, num espac¸o
tridimensional, dos cubos da octree com o cone de projecc¸a˜o das silhueta.
Em [Szeliski 93], Szeliski apresenta um algoritmo eficiente que constro´i uma octree
de uma forma hiera´rquica, indo da forma mais grosseira ate´ atingir a perfeic¸a˜o. A
sua abordagem e´ semelhante a` de [Potmesil 87], com a excepc¸a˜o de ser constru´ıda
apenas uma octree utilizando-se todas as imagens simultaneamente.
1.2.2 Objectivos e estrutura do trabalho realizado
Conforme ja´ foi referido, o trabalho que vai ser desenvolvido nesta dissertac¸a˜o
centra-se na resoluc¸a˜o do problema da extracc¸a˜o de informac¸a˜o tridimensional eu-
clidiana a partir de imagens, e tem como objectivos gerais:
• agrupar um conjunto de conhecimentos relacionados com este problema, mais
especificamente, conhecimentos sobre os modelos de formac¸a˜o de imagens, a
correspondeˆncia entre imagens e os processos de triangulac¸a˜o e escavac¸a˜o do
espac¸o tridimensional;
• juntar toda a teoria inerente a`s superf´ıcies reflectoras, de maneira a retirar o
ma´ximo de potencial do uso destas superf´ıcies em sistemas de visa˜o por com-
putador;
• compilar os principais me´todos nume´ricos lineares ligados a` resoluc¸a˜o do prob-
lema da determinac¸a˜o de informac¸a˜o 3D;
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• mostrar o desenvolvimento do trabalho de criac¸a˜o de sistemas robustos, para a
determinac¸a˜o de informac¸a˜o tridimensional a partir de imagens.
Centrando-nos um pouco mais pormenorizadamente no desenvolvimento do sis-
tema de recuperac¸a˜o de informac¸a˜o tridimensional, passemos a` sua descric¸a˜o geral,
ilustrada na figura 1.1. De maneira a se atingir a meta da criac¸a˜o de um sistema ro-
Figura 1.1: Diagrama das aproximac¸o˜es desenvolvidas com o objectivo de serem cria-
dos sistemas de reconstruc¸a˜o 3D multi-oculares. Nas aproximac¸o˜es (a) e (b) a recon-
struc¸a˜o baseou-se na triangulac¸a˜o, enquanto que em (c1) e (c2) a base foi a escavac¸a˜o
do espac¸o 3D. Ale´m disso, a aproximac¸a˜o (a) apoiou-se na matriz fundamental, e (b)
e (c1) apoiaram-se no potencial dos espelhos.
busto, comec¸ou-se por desenvolver a aproximac¸a˜o designada no diagrama da figura 1.1
por (a). Nesta aproximac¸a˜o fez-se uma recuperac¸a˜o de informac¸a˜o tridimensional
essencialmente baseada na matriz fundamental. Depois de testada esta aproximac¸a˜o,
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verificou-se que apesar da sua validade sofria de instabilidade. Assim, com o conhec-
imento e a experieˆncia adquiridos, avanc¸ou-se para a aproximac¸a˜o (b), a qual provou
ser bastante mais robusta, apresentando, pore´m, limitac¸o˜es na capacidade de recon-
struc¸a˜o. De forma a ultrapassar essas limitac¸o˜es alterou-se, nesta aproximac¸a˜o, o
mo´dulo de recuperac¸a˜o de informac¸a˜o 3D, dando origem a` aproximac¸a˜o (c1). Nestas
duas u´ltimas aproximac¸o˜es, o processo de reconstruc¸a˜o foi apoiado e facilitado pelo
potencial dos espelhos. Embora prometedores os resultados obtidos pela aproximac¸a˜o
(c1) na˜o reconstru´ıam perfeitamente a cena devido, por um lado, ao escasso nu´mero
de pontos 2D e 3D utilizados no processo de calibrac¸a˜o, por outro, ao ru´ıdo exis-
tente na correspondeˆncia entre a cena 3D e a imagem e, por fim, ao limitado nu´mero
de imagens da cena tridimensional que e´ poss´ıvel obter. Verificada esta situac¸a˜o,
surgiu a aproximac¸a˜o (c2), a qual abandonou o esquema de captac¸a˜o de imagens uti-
lizado ate´ enta˜o (uma caˆmara e um conjunto de espelhos), passando a usar mu´ltiplas
imagens captadas de diferentes pontos de vista. Os resultados obtidos por esta aprox-
imac¸a˜o revelaram-se extremamente satisfato´rios. Apesar das aproximac¸o˜es (c1) e (c2)
passarem ambas por um processo de calibrac¸a˜o das imagens, o me´todo seguido na
aproximac¸a˜o (c1) e´ inovador.
Como se pode verificar do diagrama da figura 1.1, as cenas do mundo real sa˜o
captadas em imagens, em todas as aproximac¸o˜es, atrave´s de um sistema de aquisic¸a˜o.
Para as aproximac¸o˜es (a), (b) e (c1), este sistema e´ composto apenas por uma caˆmara
e um conjunto de espelhos, cuidadosamente posicionados de forma a cumprirem a sua
missa˜o. Esta missa˜o passa pela reduc¸a˜o do nu´mero de caˆmaras a usar na aquisic¸a˜o
das imagens, pois a func¸a˜o dos espelhos e´ a de multiplicar a u´nica caˆmara usada,
simulando o uso de duas ou mais caˆmaras reais, como se comprovara´ mais a` frente.
No entanto, em fases posteriores, o potencial dos espelhos e´ novamente aproveitado
para o ca´lculo da correspondeˆncia (aproximac¸a˜o (a)) ou mesmo para a obtenc¸a˜o da
informac¸a˜o 3D, propriamente dita (aproximac¸o˜es (b) e (c1)). Para a aproximac¸a˜o (c2)
o sistema de aquisic¸a˜o de imagens e´ composto apenas por um conjunto de caˆmaras.
Uma das diferenc¸as entre as aproximac¸o˜es (a) e (b)/(c1), aparece no mo´dulo da
correspondeˆncia. A correspondeˆncia entre as imagens e´ uma das principais limitac¸o˜es
dos sistemas de reconstruc¸a˜o de informac¸a˜o tridimensional, porque o custo computa-
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cional para que essas correspondeˆncias se estabelec¸am e´ geralmente elevado. Por
vezes, surgem falsas correspondeˆncias, dando lugar a informac¸a˜o tridimensional er-
rada. Estas falsas correspondeˆncias devem-se ao facto de na˜o se encontrar os pontos
correspondentes nas outras imagens, quer por imposs´ıvel identificac¸a˜o, quer porque
os pontos podem ser vis´ıveis numas imagens mas na˜o nas outras (problema das zonas
ocultas). O problema da ocultac¸a˜o podera´ ser minorado pela diminuic¸a˜o da distaˆncia
entre as caˆmaras ou pela utilizac¸a˜o de mais caˆmaras. No entanto, na primeira soluc¸a˜o
diminui-se a precisa˜o da informac¸a˜o, enquanto que na segunda, embora melhore a pre-
cisa˜o, a soluc¸a˜o torna-se mais complexa e dispendiosa, com tempos de processamento
mais elevados. A aproximac¸a˜o (c2) na˜o necessita deste mo´dulo.
O presente trabalho sugere algoritmos que, de uma forma ra´pida e robusta, min-
imizam o problema das correspondeˆncias. Estas sa˜o feitas com base na geometria
epipolar, introduzindo conceitos como a relac¸a˜o entre esta geometria e o posiciona-
mento das caˆmaras, para a aproximac¸a˜o (a), e a relac¸a˜o entre planos bidimensionais
e a geometria epipolar para as aproximac¸o˜es (b) e (c1). A geometria epipolar e´ algo
que esta´ sempre presente quando existem duas imagens da mesma cena, captadas de
posic¸o˜es diferentes. Com a restric¸a˜o que e´ criada devido a esta geometria, o espac¸o de
procura de um ponto correspondente de um dado ponto da imagem e´ drasticamente
reduzido. Se o correspondente desse ponto escolhido estiver na outra imagem, ele
tera´ que pertencer apenas a uma recta, com paraˆmetros conhecidos, a` qual se chama
recta epipolar.
Tal como se pode verificar na figura 1.1, o mo´dulo da recuperac¸a˜o de informac¸a˜o
3D e´ feito recorrendo a`s te´cnicas da triangulac¸a˜o e da escavac¸a˜o do espac¸o tridi-
mensional. Aqui, a diferenc¸a entre as aproximac¸o˜es (a) e (b) aparece no grau de
simplificac¸a˜o que se lhe aplica. Na aproximac¸a˜o (a) a informac¸a˜o tridimensional e´
obtida utilizando a formulac¸a˜o geral da triangulac¸a˜o (sem qualquer simplificac¸a˜o), que
geometricamente consiste na intersecc¸a˜o de treˆs planos. Por outro lado, na aprox-
imac¸a˜o (b), a triangulac¸a˜o fica reduzida a uma simples intersecc¸a˜o de rectas 3D. Esta
reduc¸a˜o deve-se ao uso do potencial dos espelhos no ca´lculo dos centros o´pticos 3D
das caˆmaras, real e virtuais. As rectas tridimensionais que se ira˜o intersectar sera˜o
formadas pelos centros o´pticos obtidos e pelos pontos correspondentes nas diferentes
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imagens. Por outro lado, a diferenc¸a entre as aproximac¸o˜es (b) e (c1) esta´ apenas
no processo final de determinac¸a˜o da estrutura tridimensional, trocando o processo
de triangulac¸a˜o pelo da escavac¸a˜o do espac¸o tridimensional. A aproximac¸a˜o (c2) uti-
liza o mesmo processo que a (c1), residindo a diferenc¸a nos dados fornecidos a esse
processo. Assim, enquanto que (c1) faz uma calibrac¸a˜o impl´ıcita na geometria dos
espelhos e no processo de correspondeˆncia, (c2) faz uma calibrac¸a˜o expl´ıcita, pelo
modo cla´ssico.
No desenrolar desta dissertac¸a˜o sera´ poss´ıvel verificar que o posicionamento do
conjunto de espelhos, em relac¸a˜o a` caˆmara, restringe fortemente o problema. Permite,
assim, reduzir a complexidade das fo´rmulas matema´ticas, inerentes a todo o processo
de determinac¸a˜o da informac¸a˜o 3D, e aumentar a robustez dos sistemas que utilizam
os espelhos.
Os sistemas, criados com as caracter´ısticas referidas, combinam uma se´rie de
equipamentos e de programas capazes de produzir a informac¸a˜o 3D pretendida. Os
equipamentos que integram o sistema sa˜o um computador, uma caˆmara, um conjunto
de espelhos e um dispositivo de aquisic¸a˜o e processamento de imagens. Os programas
que fazem a inter-acc¸a˜o com o utilizador sa˜o feitos em linguagem C++, a qual recorre
a`s bibliotecas gra´ficas do OpenGL, e em MATLAB c©.
Em termos futuros, os sistemas desenvolvidos podera˜o ser aproveitados na re-
alizac¸a˜o de aplicac¸o˜es de controlo de qualidade e de controlo dimensional no meio
industrial, devido a`s suas caracter´ısticas de baixo custo e precisa˜o.
1.3 Estrutura da dissertac¸a˜o
Apo´s este cap´ıtulo de introduc¸a˜o, esta dissertac¸a˜o prossegue com um cap´ıtulo de
natureza teo´rica que servira´ de base ao trabalho.
O cap´ıtulo 2 abordara´ conceitos gerais sobre os va´rios modelos de formac¸a˜o de
imagens, o processo cla´ssico para a recuperac¸a˜o de informac¸a˜o tridimensional, as re-
stric¸o˜es que facilitam o problema da correspondeˆncia, o uso de superf´ıcies reflectoras
em sistemas de aquisic¸a˜o de imagens e os me´todos nume´ricos lineares, ligados a` res-
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oluc¸a˜o dos sistemas de equac¸o˜es relativos ao problema da determinac¸a˜o de informac¸a˜o
tridimensional.
No cap´ıtulo 3 e´ apresentado, pormenorizadamente, o desenvolvimento de duas
aproximac¸o˜es a` criac¸a˜o de sistemas para a determinac¸a˜o de informac¸a˜o 3D, basea-
dos em espelhos, a partir de imagens na˜o calibradas. Estes sistemas sa˜o suportados
teoricamente pelos conceitos apresentados no cap´ıtulo anterior. A aproximac¸a˜o apre-
sentada na secc¸a˜o 3.2 deu origem ao artigo [Martins 98]. Por seu lado, o sistema que
se descreve na secc¸a˜o 3.3 deu origem aos artigos [Martins 99] e [Martins 00].
O cap´ıtulo 4 comec¸a por descrever um algoritmo baseado no princ´ıpio da escavac¸a˜o
do espac¸o tridimensional e nas silhuetas da cena 3D. De seguida faz a sua aplicac¸a˜o,
em troca com a triangulac¸a˜o, a` u´ltima aproximac¸a˜o vista no cap´ıtulo anterior. Por
fim, abandonando o modo de aquisic¸a˜o de imagens baseado nos espelhos, apresenta-
se um sistema pra´tico e completo, no que diz respeito a` reconstruc¸a˜o tridimensional
de modelos de cenas do mundo 3D a partir de uma sequeˆncia de silhuetas bidimen-
sionais. Estas silhuetas pertencem a imagens previamente calibradas. Em termos
globais o assunto apresentado neste cap´ıtulo ainda proporcionou a execuc¸a˜o do artigo
[Martins 01].
Por fim, no cap´ıtulo 5, sera˜o apresentadas as principais concluso˜es do trabalho e
sugeridas linhas de aplicac¸a˜o futuras.
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Cap´ıtulo 2
Bases para uma recuperac¸a˜o 3D
Neste cap´ıtulo passa-se em revista alguns dos princ´ıpios que, sendo a base de
qualquer estudo sobre recuperac¸a˜o de informac¸a˜o tridimensional a partir de imagens,
ira˜o suportar tambe´m todo este trabalho.
2.1 Introduc¸a˜o
Os primeiros conceitos a definir devera˜o ser, obviamente, os que envolvem as im-
agens e a recuperac¸a˜o tridimensional a partir dessas imagens. Assim, considera-se
que uma imagem e´ a representac¸a˜o bidimensional de uma cena de um mundo tridi-
mensional. A informac¸a˜o tridimensional obtida a partir de imagens de uma cena, por
seu lado, consiste num conjunto de coordenadas tridimensionais dos pontos ou de ori-
entac¸o˜es das superf´ıcies da cena, vis´ıveis nas imagens. Esta informac¸a˜o e´ geralmente
representada sob a forma de uma matriz designada por mapa de profundidades ou
imagem 2D1
2
. Os elementos desta matriz representam a distaˆncia, dos pontos 3D da
cena, a um determinado referencial, previamente definido.
A necessidade da determinac¸a˜o deste tipo de informac¸a˜o fez com que se desen-
volvessem va´rios modelos matema´ticos que representam a maneira como as imagens
sa˜o formadas e como a informac¸a˜o tridimensional pretendida e´ extra´ıda. Estes mode-
los apresentam diferentes n´ıveis de elaborac¸a˜o e sofisticac¸a˜o conforme as necessidades
de precisa˜o das va´rias aplicac¸o˜es.
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Na segunda secc¸a˜o deste cap´ıtulo sera´ abordado o processo de formac¸a˜o de ima-
gens, onde se focara˜o os modelos lineares que o descrevem. Na terceira secc¸a˜o far-se-a´
uma abordagem cla´ssica do processo de determinac¸a˜o de informac¸a˜o tridimensional
baseada em imagens. Este processo e´ modelado matematicamente atrave´s de um sis-
tema de equac¸o˜es, podendo o sistema ser simplificado atrave´s de restric¸o˜es ao prob-
lema inicial. A quarta secc¸a˜o tratara´ a restric¸a˜o da geometria epipolar. Sera´ tambe´m
revista, nesta secc¸a˜o, a forma que esta restric¸a˜o toma para algumas configurac¸o˜es
espec´ıficas das caˆmara, nomeadamente, translac¸a˜o pura, fixac¸a˜o visual, caˆmaras afins
e movimentos planares. Por sua vez, a quinta secc¸a˜o abordara´ alguns conceitos sobre
transformac¸o˜es projectivas, baseando-se especificamente nas relac¸o˜es homogra´ficas
entre os planos imagem. Na sexta secc¸a˜o, a atenc¸a˜o incidira´ sobre certos aspectos
que adve´m da introduc¸a˜o de superf´ıcies reflectoras no processo de aquisic¸a˜o das ima-
gens. O cap´ıtulo termina com uma se´tima secc¸a˜o onde sera˜o revistos alguns me´todos
nume´ricos que sa˜o necessa´rios para o desenvolvimento do trabalho apresentado nesta
dissertac¸a˜o.
2.2 Modelos de formac¸a˜o de imagens
Antes de se abordar o processo de determinac¸a˜o de informac¸a˜o tridimensional
contida numa imagem, ha´ que conhecer os modelos matema´ticos que representam a
formac¸a˜o dessa imagem. No nosso caso, o modelo utilizado e´ linear, pois analisa a
formac¸a˜o de uma imagem, com base no princ´ıpio da geometria o´ptica cla´ssica. Esta
baseia-se no conceito de raio luminoso rectil´ıneo e no modo como este atravessa a
lente. A alternativa seria a utilizac¸a˜o de teorias da o´ptica f´ısica e da difracc¸a˜o que
utilizam equac¸o˜es na˜o-lineares para chegarem a` mesma explicac¸a˜o. Contudo, e apesar
da primeira abordagem desprezar o efeito de distorc¸a˜o provocado pela lente, esta
u´ltima forma de ana´lise torna-se mais complexa e sem grandes vantagens pra´ticas.
Essa complexidade e´ fruto da resoluc¸a˜o espacial das caˆmaras normalmente utilizadas
e da possibilidade de colocac¸a˜o dos sensores em diferentes orientac¸o˜es e posic¸o˜es.
A imagem na˜o e´ mais do que uma matriz, cujos elementos, normalmente conheci-
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dos por pixels, sa˜o nu´meros correspondentes a` quantificac¸a˜o da luz proveniente da
cena tridimensional. Essa quantificac¸a˜o depende das caracter´ısticas da caˆmara e da
placa de aquisic¸a˜o de imagens. Segundo a teoria da geometria o´ptica cla´ssica, a ge-
ometria dos raios incidentes no sensor e o modo de quantificac¸a˜o para cada pixel, con-
stituem o modelo para a formac¸a˜o da imagem. Para descrever a verdadeira formac¸a˜o
da imagem, este modelo deve respeitar a regra fundamental, de que qualquer ponto
tridimensional, pertencente a` cena captada, corresponde a um so´ pixel na imagem,
embora o contra´rio na˜o seja obrigatoriamente verdadeiro.
Ao longo desta secc¸a˜o sera˜o apresentados: o modelo para o processo de formac¸a˜o
de imagens, que sera´ usado ao longo deste trabalho; o modo de funcionamento dos
dispositivos de aquisic¸a˜o de imagens e outros modelos lineares alternativos ao escol-
hido.
2.2.1 Projecc¸a˜o em perspectiva
A projecc¸a˜o em perspectiva, tambe´m conhecida por modelo Buraco de Alfinete
(“pinhole”, em ingleˆs), e´ o modelo que explica com rigor o processo de formac¸a˜o de
uma imagem. Tal como o nome indica, capta-se o efeito de perspectiva na formac¸a˜o
da imagem, correspondente a` representac¸a˜o bidimensional do mundo, perdendo-se,
portanto, uma das dimenso˜es do mundo representado atrave´s de treˆs dimenso˜es.
Considerando que {W} e´ o referencial do mundo tridimensional e {CAM} o ref-
erencial do sistema de coordenadas da caˆmara, cuja origem e´ o ponto O, pode-se
verificar pela figura 2.1, que a qualquer ponto 3D, P , no referencial {W}, corre-
sponde um ponto, p, pertencente a um plano I. Este plano e´ denominado como plano
imagem e encontra-se a uma distaˆncia f do centro o´ptico da caˆmara, O. A distaˆncia
f e´ conhecida por distaˆncia focal. O ponto p resulta da intersecc¸a˜o entre o plano I
e a linha projectante OP , que conte´m o centro de perspectiva (ou centro o´ptico) e o
ponto P . Se o eixo Zc, ou eixo o´ptico, for perpendicular ao plano imagem, enta˜o o
plano I sera´ paralelo ao plano XcYc do sistema de coordenadas {CAM}.
Tendo como base a figura 2.1, a modelac¸a˜o matema´tica do processo de formac¸a˜o
da imagem parte da definic¸a˜o dos pontos no sistema de coordenadas {CAM}. Assim,






















Figura 2.1: Projecc¸a˜o em perspectiva. Dado o ponto tridimensional P , no referencial
{W} e o centro o´ptico da caˆmara, O, o ponto p resulta da intersecc¸a˜o entre OP
com o plano imagem I. A distaˆncia focal da caˆmara e´ f . Os pontos B e b sa˜o,
respectivamente, a projecc¸a˜o dos pontos P e p no plano XcZc. Por seu lado, A e a
sa˜o as respectivas coordenadas Zc de cada um dos pontos P e p.
temos P = (Xc, Yc, Zc) e p = (u, v, f). Com as projecc¸o˜es dos pontos P e p no plano
XcZc pode-se considerar dois triaˆngulos, o OAB e o Oab. Atrave´s da semelhanc¸a
















pois B e b sa˜o, respectivamente, as projecc¸o˜es dos pontos P e p no plano XcZc, e A
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e a sa˜o, respectivamente, as coordenadas no eixo Zc de cada um dos pontos P e p.





Conhecendo as origens e orientac¸o˜es dos referenciais {W} e {CAM}, atrave´s
de uma simples transformac¸a˜o matema´tica linear podera˜o tambe´m ser usadas neste
modelo as coordenadas do mundo 3D.
Contrariamente a` suposic¸a˜o adoptada neste trabalho, quando se assume que a
formac¸a˜o das imagens ocorre na parte negativa do eixo o´ptico, a relac¸a˜o entre as co-
ordenadas do mundo e as coordenadas na imagem e´ ideˆntica, introduzindo-se somente
o sinal de menos nas equac¸o˜es (2.1) e (2.2).
2.2.2 Lentes e focagens
Os dispositivos de aquisic¸a˜o de imagens utilizam lentes para produzir uma imagem
da cena tridimensional. Na situac¸a˜o ideal considera-se o uso de uma so´ lente, fina e
sime´trica, que corresponde ao centro de perspectiva. Todo o sistema o´ptico composto
por va´rias lentes, pode sempre ser reduzido ao caso ideal [Williams 86].
Quando os raios de luz incidentes num ponto da cena 3D, que se quer captar, se
reflectem na direcc¸a˜o do dispositivo de aquisic¸a˜o de imagens, as lentes sa˜o atraves-
sadas por eles, formando a imagem. Se os dispositivos se baseiam em lentes, existe
enta˜o um limite a` captac¸a˜o da luz e, em muitas situac¸o˜es, e´ mesmo poss´ıvel haver um
controlo das quantidades de luz recebidas, atrave´s de um dispositivo designado por
ı´ris. Na sua concepc¸a˜o, este dispositivo pode conter um so´ diafragma ou um conjunto
de dispositivos especialmente concebidos para controlarem a passagem da radiac¸a˜o
luminosa. Outro ponto importante a considerar e´ a distaˆncia focal das lentes, que
impo˜e um limite ao valor ma´ximo do aˆngulo entre um raio de luz e o eixo o´ptico,
definindo assim o campo de visa˜o do dispositivo.
Intimamente ligado a`s lentes esta´ o processo de focagem. Este processo, que
ocorre quando a convergeˆncia de toda a energia luminosa irradiada e´ concentrada
num u´nico ponto do plano imagem, pode ser descrito a partir do processo de formac¸a˜o
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das imagens.
A` noc¸a˜o de focagem vem, normalmente, associada a noc¸a˜o de profundidade de
campo. A profundidade de campo e´ definida pelo intervalo de distaˆncia, sobre o qual
as cenas se consideram bem focadas, e esta´ relacionada com a resoluc¸a˜o espacial do
sensor da imagem, com o dispositivo o´ptico e com a distaˆncia a` cena.
2.2.3 Modelos de projecc¸a˜o alternativos
O modelo descrito anteriormente pode ser simplificado, dando origem a outros
modelos com grande aplicac¸a˜o pra´tica.
De entre os modelos de projecc¸a˜o, o mais simples e´ o da projecc¸a˜o ortogra´fica.
Este modelo adequa-se plenamente ao tratamento de imagens cujos objectos da cena
tridimensional teˆm um tamanho reduzido, relativamente a` distaˆncia entre esses ob-
jectos e o plano imagem. A u´nica variante da projecc¸a˜o ortogra´fica em relac¸a˜o a`
projecc¸a˜o em perspectiva e´ que, naquela, o factor de ampliac¸a˜o f
Zc
= 1, fazendo com
que um ponto no plano imagem seja obtido atrave´s de uma projecc¸a˜o paralela ao
eixo o´ptico. O modelo da projecc¸a˜o ortogra´fica torna mais simples as equac¸o˜es (2.1)
e (2.2), mas na˜o capta o efeito de distaˆncia entre o sensor e o objecto, diminuindo a
noc¸a˜o de profundidade normalmente contidas nas imagens.
Um outro modelo de projecc¸a˜o e´ o da perspectiva fraca, que consiste num misto
de projecc¸a˜o em perspectiva e ortogra´fica. Para o perceber, considere-se um sistema
de coordenadas, onde na parte positiva do eixo Zc se coloca o plano imagem, na cota
Zc = f , sendo f a distaˆncia focal. Colocando um plano auxiliar, paralelo ao plano
imagem, na cota Zc = Z0, com Z0 > f , faz-se, primeiramente, a projecc¸a˜o do centro de
massa de toda a cena que se quer captar segundo uma direcc¸a˜o perpendicular ao plano
auxiliar. Depois, todos os pontos da cena sa˜o projectados, segundo a mesma direcc¸a˜o,
nesse mesmo plano. O processo termina quando todos os pontos projectados no plano
auxiliar forem projectados no plano imagem, segundo a projecc¸a˜o em perspectiva.
Relativamente a` projecc¸a˜o ortogra´fica, o modelo da perspectiva fraca tem a van-
tagem de ter em conta a distaˆncia entre a cena observada e a caˆmara. Sendo assim,
este modelo pode ser considerado como um modelo ortogra´fico melhorado. Dev-
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ido a este facto, o modelo da perspectiva fraca e´ tambe´m conhecido por modelo de
projecc¸a˜o ortogra´fica a` escala. Este modelo poderia ser uma boa aproximac¸a˜o ao
comportamento da caˆmara, se a relac¸a˜o de profundidade fosse fraca, isto e´, se a es-
trutura da cena fosse relativamente pequena em relac¸a˜o a` distaˆncia entre a caˆmara e
a cena observada.
O modelo de projecc¸a˜o paraperspectiva, por seu lado, e´ uma variante do modelo
de projecc¸a˜o da perspectiva fraca. A diferenc¸a entre eles esta´ na direcc¸a˜o com que o
centro de massa, de toda a cena que se quer captar, e´ projectado. No caso do modelo
de projecc¸a˜o paraperspectiva, essa direcc¸a˜o e´ a que passa pela origem do sistema
de coordenadas do mundo tridimensional. Relativamente a` perspectiva fraca, este
modelo tem a vantagem de ter em conta uma eventual translac¸a˜o lateral da cena em
relac¸a˜o ao eixo o´ptico.
O modelo da caˆmara afim e´ uma generalizac¸a˜o dos modelos de projecc¸a˜o or-
togra´fica, de perspectiva fraca e de paraperspectiva. Este modelo foi introduzido
por Mundy e Zisserman [Mundy 92]. O modelo da caˆmara afim, tambe´m pode ser
visto como uma aproximac¸a˜o do modelo de projecc¸a˜o em perspectiva com o centro
o´ptico localizado num plano no infinito. Tal como o modelo ortogra´fico, o modelo
da caˆmara afim funciona bastante bem quando as medidas do objecto sa˜o pequenas,
comparativamente a` distaˆncia entre a caˆmara e o objecto.
A projecc¸a˜o em perspectiva altera a imagem de uma cena quando a caˆmara e´
sujeita a uma rotac¸a˜o, segundo um dos eixos Xc ou Yc do referencial {CAM} (ver
figura 2.1). Se esse aˆngulo for grande, pode mesmo perder-se a imagem da cena
pretendida. Na projecc¸a˜o esfe´rica, qualquer ponto projectado no plano imagem e´
obtido atrave´s da intersecc¸a˜o da esfera de raio f (distaˆncia focal), medido a partir
do centro o´ptico, e a recta que passa por esse ponto central e pelo ponto tridimen-
sional. A imagem esfe´rica da cena, resultante desta projecca˜o, na˜o sofre nenhuma
distorc¸a˜o nos comprimentos e aˆngulos entre arestas dos objectos da cena, quando o
movimento da caˆmara for so´ de rotac¸a˜o segundo qualquer um dos eixos Xc, Yc ou
Zc do seu referencial. Isto reduz a complexidade dos problemas de determinac¸a˜o de
a´reas projectadas.
Apesar do modelo de projecc¸a˜o esfe´rica facilitar a ana´lise da imagem para este tipo
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de movimentos, na pra´tica surge um grande problema de utilizac¸a˜o. Este deve-se aos
sensores das caˆmaras serem planares e aos sinais por eles gerados serem amostrados
em dispositivos planos. O problema de utilizac¸a˜o surge na tentativa de repartic¸a˜o da
esfera, de maneira perio´dica, em locais que representem amostras do sinal v´ıdeo e no
mecanismo de indexac¸a˜o desses bocados, tanto para escrita como para leitura.
2.3 Determinac¸a˜o de informac¸a˜o tridimensional
Tendo passado a fase da aquisic¸a˜o das imagens e a da escolha do modelo matema´-
tico a usar para descrever o processo de formac¸a˜o dessas imagens, esta´-se apto para
iniciar a determinac¸a˜o de informac¸a˜o tridimensional baseada nas imagens adquiridas.
Quase todo o processo de determinac¸a˜o de informac¸a˜o tridimensional passa pelo
ca´lculo das distaˆncias dos pontos da cena do mundo 3D a um determinado referen-
cial, ou, de uma forma mais gene´rica, pelo ca´lculo das coordenadas desses pontos no
sistema de eixos do mundo. Para se fazer este ca´lculo, deve-se, a` partida, saber qual
a posic¸a˜o e orientac¸a˜o relativa das caˆmaras envolvidas no processo. Posteriormente,
agrega-se a informac¸a˜o obtida, referente a cada caˆmara, em diferentes sistemas de
equac¸o˜es. Por fim, junta-se num u´nico sistema matricial todos os sistemas de equac¸o˜es
criados e envolvidos na aquisic¸a˜o das imagens. A resoluc¸a˜o deste sistema matricial,
usando todas as projecc¸o˜es do mesmo ponto 3D vistas nas va´rias imagens adquiridas,
fornecera´ as desejadas coordenadas tridimensionais desse ponto.
Assumindo daqui para a frente o uso da projecc¸a˜o em perspectiva, conve´m ex-
planar melhor o que deve ser considerado no conhecimento da posic¸a˜o e orientac¸a˜o
das caˆmaras envolvidas no processo de determinac¸a˜o de informac¸a˜o 3D. Assim, tendo
por base a figura 2.1, devem ser considerados, para cada caˆmara, quatro sistemas de
eixos. O sistema de eixos do mundo, {W}, onde sa˜o medidas as coordenadas 3D, no
sistema me´trico escolhido, normalmente em metros. O sistema de eixos da caˆmara,
{CAM}, com a origem no centro o´ptico da caˆmara e com o eixo Zc coincidente com
o eixo o´ptico desta. O sistema de eixos associados ao plano imagem I, (u, v), sendo
este plano paralelo ao plano XcYc do sistema de eixos da caˆmara. E finalmente, o
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sistema de eixos definidos na imagem, (x, y), com origem no canto superior esquerdo
da imagem. Neste sistema, a posic¸a˜o na coluna e´ representada por x enquanto que a
posic¸a˜o na linha e´ representada por y. A unidade destas coordenadas e´ o pixel.
De seguida, mostrar-se-a´ que cada sistema de equac¸o˜es referente a cada caˆmara,
explica a transformac¸a˜o matema´tica global dos pontos do sistema de eixos {W} para
o sistema de eixos definidos na imagem vista pela caˆmara. Sera´ tambe´m provada
a necessidade de existirem pelo menos duas caˆmaras, de forma a determinar, sem
ambiguidade, a dimensionalidade dos pontos visualizados por ambas as caˆmaras.
2.3.1 Representac¸a˜o homoge´nea de coordenadas
Antes de definir quaisquer equac¸o˜es com vista a` determinac¸a˜o da tridimension-
alidade das cenas captadas, torna-se necessa´rio rever o conceito de coordenada ho-
moge´nea, frequentemente utilizado nesta dissertac¸a˜o.
Considere-se um espac¸o vectorial de n dimenso˜es e um seu ponto gene´rico, P =
(x1, x2, · · · , xn). Este ponto e´ representado em coordenadas homoge´neas, atrave´s de
um vector de n+ 1 coordenadas, cuja forma matricial e´
P =
[
kx1 kx2 · · · kxn k
]T
O coeficiente k podera´ ter um qualquer valor constante.
A transformac¸a˜o inversa, conhecida por normalizac¸a˜o homoge´nea, e´ conseguida
pela divisa˜o das n + 1 coordenadas, por k, sendo as primeiras n coordenadas resul-
tantes, consideradas as coordenadas cartesianas do ponto. No entanto, uma excepc¸a˜o
a este ca´lculo surge quando k = 0. Nesta situac¸a˜o, interpreta-se o ponto como es-
tando a uma distaˆncia infinita, obtido pela semi-recta que parte da origem e passa
no ponto cartesiano (kx1, kx2, · · · , kxn).
2.3.2 Sistema de equac¸o˜es relativas ao uso de uma caˆmara
Para estabelecer a descric¸a˜o matema´tica da transformac¸a˜o de um ponto tridimen-
sional gene´rico, P (X,Y, Z), na sua projecc¸a˜o na imagem, p(x, y), em coordenadas
pixel, consideremos P no sistema de coordenadas do mundo, {W}. A sua repre-
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sentac¸a˜o no sistema de coordenadas da caˆmara, {CAM}, Pc = (Xc, Yc, Zc), e´ dada,



















⇔ Pc = RP + t (2.3)
onde R e t sa˜o, respectivamente, a matriz de rotac¸a˜o e o vector de translac¸a˜o que
relacionam os dois referenciais. O vector de translac¸a˜o e´ constitu´ıdo pelas projecc¸o˜es
da recta que une a origem do sistema de eixos {W} a` origem do sistema de eixos
{CAM}, nos eixos X, Y e Z, por esta ordem [Fu 87]. Por seu lado, a matriz de
rotac¸a˜o, na sua forma geral, e´ definida por
























0 cos(α) − sin(α)
0 sin(α) cos(α)

Como se pode verificar, as normas das colunas, bem como das linhas, das matrizes de
rotac¸a˜o Rθ, Rβ e Rα sa˜o unita´rias. Ale´m disso, estas matrizes teˆm a propriedade da
sua inversa ser sempre igual a` sua transposta. Estes factos fazem com que a matriz
R tenha, tambe´m, as mesmas caracter´ısticas, isto e´, R−1 = RT e
‖ r1 ‖=‖ r’1 ‖=‖ r2 ‖=‖ r’2 ‖=‖ r3 ‖=‖ r’3 ‖= 1 (2.5)
Todas estas matrizes de rotac¸a˜o pertencem ao espac¸o vectorial SO(3).
Como se pode verificar na figura 2.2, α, β e θ sa˜o aˆngulos de rotac¸a˜o sobre os
eixos de coordenadas X, Y e Z, respectivamente. Estes aˆngulos sa˜o positivos quando
medidos segundo o sentido inverso ao dos ponteiros de um relo´gio, ou seja, sa˜o medidos
no sentido directo.
Tal como foi descrito atra´s, a transformac¸a˜o das coordenadas no referencial da
caˆmara em coordenadas do plano imagem, (u, v), e´ feita segundo o modelo de pro-










Figura 2.2: Sentido positivo das rotac¸o˜es sobre os eixos de coordenadas.
jecc¸a˜o em perspectiva, atrave´s das equac¸o˜es (2.1) e (2.2). Agrupando ambas as









f 0 0 0
0 f 0 0








As coordenadas na imagem, (x, y), na˜o correspondem a`s coordenadas f´ısicas,
(u, v), no plano imagem. Com uma caˆmara CCD, a relac¸a˜o entre ambas depende
do tamanho e forma dos pixels e da posic¸a˜o do CCD na caˆmara. A transformac¸a˜o
final para a obtenc¸a˜o das coordenadas referentes aos eixos da imagem e´ enta˜o con-
seguida atrave´s de
x = kxu+ ky tanϕv + cx = kxu+ γv + cx y = kyv + cy
onde kx e ky sa˜o os factores de conversa˜o, nos eixos x e y da imagem, respectivamente,
do sistema me´trico do mundo, normalmente em metros, para o sistema me´trico da
imagem, pixels. (cx, cy) sa˜o as coordenadas pixel do ponto principal, tambe´m referido
como centro da imagem. ϕ e´ o aˆngulo de desvio indicado na figura 2.3. Por sua
vez, γ e´ o factor que tem em conta o desvio que acontece quando os pixels na˜o sa˜o
rectaˆngulares. Como foi visto na equac¸a˜o anterior, este factor conte´m ϕ. Para a
maioria das caˆmaras, os pixels sa˜o quase rectaˆngulos perfeitos, sendo muitas vezes
assumido que o valor de γ e´ zero. Toda esta transformac¸a˜o e´ ilustrada na figura 2.3.
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Figura 2.3: Transformac¸a˜o das coordenadas (u, v) em coordenadas (x, y).
Este processo de relacionamento entre P = (X,Y, Z) e p = (x, y) pode ser descrito







fkx γ cx 0
0 fky cy 0
0 0 1 0


r11 r12 r13 tx
r21 r22 r23 ty
r31 r32 r33 tz
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P⇔ kp = C [ R t ]P (2.6)
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⇔ kp = TP (2.7)
onde k e´ um factor de escala arbitra´rio. Os vectores P e p representam os respectivos
pontos P e p em coordenadas homoge´neas. A matriz C e´ conhecida por matriz de
calibrac¸a˜o. A matriz T, por sua vez, e´ conhecida por matriz de transformac¸a˜o de
projecc¸a˜o em perspectiva, ou, mais simplesmente, por matriz de projecc¸a˜o perspec-
tiva.
Todos os paraˆmetros geome´tricos que entraram neste racioc´ınio esta˜o agrupados
em dois tipos, de denotac¸a˜o diferente: os extr´ınsecos e os intr´ınsecos. Os primeiros
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indicam a posic¸a˜o da caˆmara em relac¸a˜o ao sistema de coordenadas do mundo. Estes
paraˆmetros sa˜o todos os elementos da matriz R e do vector t. Os paraˆmetros
intr´ınsecos, por seu lado, sa˜o todos os elementos que se relacionam com as pro-
priedades inerentes a` o´ptica da caˆmara, ou seja, a distaˆncia focal f , o centro da
imagem (cx, cy) e os factores de escala kx e ky, que esta˜o contidos na matriz de cali-
brac¸a˜o.
A equac¸a˜o (2.7) pode ser representada de outra maneira, eliminando k de forma
a se obter um sistema matricial de equac¸o˜es, em ordem a`s coordenadas X, Y e Z, do
ponto P , e cujo resultado e´
 t11 − t31x t12 − t32x t13 − t33x










ou, de uma forma mais clara ainda, (t11 − t31x)X + (t12 − t32x)Y + (t13 − t33x)Z + (t14 − t34x) = 0(t21 − t31y)X + (t22 − t32y)Y + (t23 − t33y)Z + (t24 − t34y) = 0 (2.8)
Geometricamente, no sistema de equac¸o˜es (2.8) esta˜o representados dois planos,
cada um definido por uma das equac¸o˜es do sistema. Da sua intersecc¸a˜o resulta uma
recta que conte´m o ponto tridimensional, P , o centro de perspectiva da caˆmara e o
ponto na imagem, p. Esta recta e´ designada por recta projectiva de P .
2.3.3 Determinac¸a˜o de coordenadas dos pontos 3D
Na determinac¸a˜o de coordenadas tridimensionais de um ponto gene´rico P =
(X,Y, Z) a partir das suas coordenadas p = (x, y), na imagem, e´ evidente a ne-
cessidade de utilizar uma caˆmara. No entanto, o mapeamento tridimensional da cena
a partir de uma u´nica imagem e´ uma transformac¸a˜o cuja soluc¸a˜o e´ poss´ıvel e inde-
terminada. Este facto prova-se, numericamente, recorrendo ao sistema de equac¸o˜es
(2.8), que e´ composto por duas equac¸o˜es e treˆs inco´gnitas, podendo um u´nico ponto
na imagem, ter uma infinidade de pontos do mundo. A explicac¸a˜o geome´trica para
a infinidade de soluc¸o˜es esta´ em que, qualquer ponto 3D que pertencente a` recta
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definida em (2.8), tem como ponto de projecc¸a˜o o mesmo ponto p, no plano imagem.
Para recuperar a informac¸a˜o de profundidade com a aquisic¸a˜o de imagens tera´ que
se usar pelo menos outra caˆmara, criando-se assim um sistema com mais equac¸o˜es do
que inco´gnitas.
Na visa˜o humana, e´ a diferenc¸a entre a projecc¸a˜o dos pontos tridimensionais no
olho esquerdo e no direito que da´ a percepc¸a˜o de profundidade. Este facto, com-
provado pelo que foi apresentado acima, levou ao estudo de uma geometria similar,
conhecida por este´reo. A geometria este´reo, como se exemplifica na figura 2.4, e´ o



















Figura 2.4: Geometria estereosco´pica. A determinac¸a˜o de P e´ conseguida atrave´s da
intersecc¸a˜o dos segmentos de recta Ppe e Ppd.
perac¸a˜o tridimensional de pontos de uma cena, usando somente caˆmaras, envolve a
obtenc¸a˜o de pelo menos duas imagens de uma mesma regia˜o de interesse, adquiridas
em posic¸o˜es diferentes. Uma das maneiras para a aquisic¸a˜o das imagens da cena,
consiste em separar as duas caˆmaras por uma distaˆncia conhecida, a` qual se chama
baseline, medida entre os seus centros o´pticos.
Para o ca´lculo de coordenadas 3D da cena, usando duas caˆmaras, estabelece-se
duas equac¸o˜es do mesmo tipo que (2.8), relativas a cada uma das imagens, esquerda
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e direita, obtendo a equac¸a˜o matricial
t11e − t31exe t12e − t32exe t13e − t33exe t14e − t34exe
t21e − t31eye t22e − t32eye t23e − t33eye t24e − t34eye
t11d − t31dxd t12d − t32dxd t13d − t33dxd t14d − t34dxd


















t11e − t31exe t12e − t32exe t13e − t33exe
t21e − t31eye t22e − t32eye t23e − t33eye
t11d − t31dxd t12d − t32dxd t13d − t33dxd
t21d − t31dyd t22d − t32dyd t23d − t33dyd













e onde o ı´ndice e indica que pertence a` imagem ou caˆmara esquerda, e o ı´ndice d que
pertence a` direita. Como se pode verificar, o sistema de equac¸o˜es que resulta de (2.9), tem
quatro equac¸o˜es e treˆs inco´gnitas. A sua soluc¸a˜o o´ptima, ou por outras palavras, o ponto P ,
pode enta˜o ser obtido atrave´s de va´rios me´todos nume´ricos, que sera˜o alvo de uma melhor
explanac¸a˜o na secc¸a˜o 2.7. Este racioc´ınio e´ tambe´m aplicado quando temos mais do que
duas imagens, acrescentando ao sistema representado na equac¸a˜o (2.9) equac¸o˜es do tipo
(2.8), por cada imagem adicional.
2.4 Geometria epipolar e matriz fundamental
Continuando na linha de pensamento sobre a apresentac¸a˜o de um conjunto de conceitos
ba´sicos que levam a` determinac¸a˜o de informac¸a˜o 3D, avanc¸a-se para uma das suas fases
mais importantes, a correspondeˆncia. E´ exactamente este processo de correspondeˆncia que
suscita normalmente aquilo que se designa por geometria epipolar, e e´ com esse objectivo
que se inicia a sua explicac¸a˜o.
Considere-se que um ponto gene´rico P = (X,Y, Z) pode ser observado numa imagem
esquerda e noutra direita, nas respectivas posic¸o˜es pe = (xe, ye) e pd = (xd, yd). O problema
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da correspondeˆncia pode ser resumido na procura do ponto pd em toda a imagem direita,
que mais se aproxima do conhecido ponto pe da imagem esquerda, pois na˜o se sabe quais
sa˜o as suas coordenadas. Se for suposto que pd esta´ restrito a uma recta na imagem direita,
obtida com base no ponto conhecido pe, e havendo um mecanismo para calcular essa recta,
correspondente a pe, o espac¸o de procura de pd e´ drasticamente reduzido.
A restric¸a˜o epipolar
pTdFpe = 0 (2.10)
que emerge da existeˆncia de dois quaisquer pontos de vista diferentes, da mesma cena 3D,
e´ a ideia chave para a obtenc¸a˜o do mecanismo para encontrar a recta correspondente ao
conhecido ponto da imagem esquerda.
Na equac¸a˜o (2.10), F, designada por matriz fundamental, e´ uma matriz 3 × 3, porque
os pontos pe e pd esta˜o em coordenadas homoge´neas. A matriz fundamental, F, e´ a rep-
resentac¸a˜o alge´brica da geometria epipolar, pois ela encerra toda a informac¸a˜o geome´trica
que relaciona ambas as imagens. A geometria epipolar e´ intr´ınseca a toda a geometria pro-
jectiva entre duas vistas. Ale´m disso, e´ independente da estrutura da cena do mundo 3D,






















Figura 2.5: Geometria epipolar. As duas imagens do ponto P teˆm os centros o´pticos
nas posic¸o˜es Coe e Cod. O plano que conte´m Coe, P e Cod e´ chamado plano epipolar
de P . Este plano intersecta as imagens ao longo das duas rectas epipolares re e rd.
Aos pontos ee e ed chamam-se epipolos.
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Graficamente, a geometria epipolar pode ser explicada da maneira que se segue. Consi-
dere-se as imagens de uma cena 3D, representadas na figura 2.5, adquiridas segundo uma
projecc¸a˜o em perspectiva. Estas duas imagens formam um par este´reo. Sejam, enta˜o, Ie
e Id, os planos imagem correspondentes a` mesma cena e Coe e Cod, os centros o´pticos
relativos a cada imagem. A recta formada por Coe e Cod intersecta os planos Ie e Id, dando
origem aos pontos ee e ed, respectivamente. Estes pontos chamam-se pontos epipolares ou
epipolos. Ao ponto pe na imagem Ie, corresponde o ponto pd da imagem Id. O ponto pd
esta´ condicionado a pertencer a` recta correspondente a pe, chamada de epipolar e denotada
por re. Esta recta e´ obtida pela intersecc¸a˜o do plano epipolar, definido pelos pontos Coe,
Cod e pe, com o plano imagem Id. O inverso tambe´m e´ va´lido, originando assim a recta
epipolar correspondente a pd, denotada por rd.
A restric¸a˜o, em que os pontos da imagem devem estar contidos nas rectas epipolares,
acontece porque ambos os pontos pe e pd correspondem ao ponto tridimensional P . Assim,
como P pertence ao plano formado por si pro´prio e pelos respectivos centros o´pticos das
imagens, as rectas epipolares resultam da intersecc¸a˜o desse plano com os planos imagem.
Todas as rectas epipolares da imagem Ie passam no ponto ee enquanto que as de Id
conteˆm o ponto ed. A justificac¸a˜o deve-se ao facto de todos os planos epipolares serem
definidos pelo ponto P espec´ıfico (varia para cada plano epipolar) e pelos centros o´pticos
Coe e Cod, formando em torno da recta que passa por Coe e Cod um feixe de planos que
intersectam as imagens. Da intersecc¸a˜o destes planos com as imagens Ie e Id resultam, em
segunda ana´lise, os pontos comuns a todas as intersecc¸o˜es, os respectivos epipolos, ee e ed.
Um epipolo numa imagem e´, portanto, a projecc¸a˜o nessa imagem do centro de projecc¸a˜o
da outra imagem.
Toda esta relac¸a˜o geome´trica entre as coordenadas das imagens e as suas correspondentes
epipolares pode ser descrita, tal como foi dito acima, de forma matricial pela equac¸a˜o (2.10).
Para la´ chegar, assuma-se que o sistema de coordenadas da caˆmara esquerda e´ o mesmo que
o sistema de coordenadas do mundo. Desta forma, qualquer ponto no sistema da caˆmara
direita pode ser obtido usando uma rotac¸a˜o R e uma translac¸a˜o t. Todos estes pressupostos
na˜o limitam a generalidade da deduc¸a˜o da equac¸a˜o (2.10).
Usando a equac¸a˜o (2.6), a expressa˜o do ponto gene´rico P , representado na figura 2.5,
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onde I e´ a matriz identidade, 3 × 3, e 0 o vector nulo, 3 × 1. As matrizes Ce e Cd sa˜o as











as equac¸o˜es de (2.11), assumindo que Ce e Cd sa˜o invert´ıveis, podem ser reformuladas
passando a
Pe = Ce−1kepe Pd = Cd
−1kdpd (2.12)
O plano epipolar π, mostrado na figura 2.5, tambe´m pode ser definido pelos treˆs vectores
coplanares Pe, Pd e t. O vector perpendicular a este plano e´ dado enta˜o por (t ∧RPe).
Sendo Pd um vector do plano π, o produto interno entre estes vectores e´
PTd (t ∧RPe) = 0 (2.13)












Esta matriz relaciona-se com o produto vectorial entre quaisquer vectores tridimensionais
atrave´s de
t ∧ v = [t]∧v (2.15)
No apeˆndice C e´ deduzida esta expressa˜o. A partir de (2.14), pode verificar-se que a matriz
antisime´trica tem determinante nulo e que
[t]∧ = −[t]T∧
Notar que esta matriz tem sempre caracter´ıstica dois, pois, no caso de apenas um dos
elementos do vector t ser nulo ou no caso de dois dos componentes do vector t serem nulos,
existem sempre duas colunas linearmente independentes. Para o caso dos treˆs elementos de
t serem nulos, na˜o se pode falar em matriz antisime´trica, pois a matriz e´ nula.
Utilizando (2.15) na equac¸a˜o (2.13) obte´m-se
PdT [t]∧RPe = 0 (2.16)
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de onde se retira a matriz
E = [t]∧R (2.17)
designada por matriz essencial e introduzida por Longuet-Higgins [Longuet-Higgins 81].
Esta matriz relaciona os pontos 3D de cada referencial das caˆmaras.
Substituindo a equac¸a˜o de (2.12) em (2.16) obte´m-se
pTdCd
−T [t]∧RC−1e pe = 0 (2.18)
sendo a matriz fundamental dada por
F = C−Td [t]∧RC
−1
e (2.19)
Pela equac¸a˜o (2.10) pode-se concluir que quando se usa a matriz F para relacionar as
imagens, na˜o e´ necessa´rio serem conhecidos quaisquer paraˆmetros intr´ınsecos das caˆmaras.
Como det([t]∧) = 0, pela propriedade dos determinantes para as matrizes quadradas,
det(AB) = det(A)det(B)
os determinantes de E e F sa˜o nulos (pag. 12 - [Datta 94]). Logo, as matrizes E e F sa˜o
singulares.
Outra particularidade da matriz fundamental, F, e´ que ela e´ definida a menos de um
factor de escala, porque a equac¸a˜o (2.10) continua a verificar-se, se for multiplicada por um
escalar arbitra´rio [Zhang 96].
A matriz F tem caracter´ıstica dois porque considerando a equac¸a˜o (2.19) verifica-se que
algumas das matrizes que compo˜em F teˆm caracter´ıstica treˆs e outras teˆm caracter´ıstica
dois. As matrizes Ce e Cd teˆm caracter´ıstica treˆs por serem matrizes 3× 3, invert´ıveis (ver
equac¸a˜o 2.6). A matriz R tem caracter´ıstica treˆs por definic¸a˜o (ver equac¸a˜o 2.4) e a matriz
[t]∧, tambe´m por definic¸a˜o, tem caracter´ıstica dois (ver equac¸a˜o 2.14). Assim, definindo a
func¸a˜o que determina a caracter´ıstica de uma matriz M por C(M), pela propriedade da
caracter´ıstica de uma matriz,
C(AB) ≤ min(C(A), C(B))
F so´ pode ter caracter´ıstica dois (pag. 13 - [Datta 94]).
Dado que F e´ uma matriz 3×3, definida a menos de um factor de escala, sa˜o necessa´rias
oito equac¸o˜es linearmente independentes para que se obtenham os seus nove elementos. Se,
38 CAPI´TULO 2. BASES PARA UMA RECUPERAC¸A˜O 3D
com base na equac¸a˜o (2.10), forem encontradas sete equac¸o˜es linearmente independentes,
ficara´ a faltar uma equac¸a˜o para que o sistema de equac¸o˜es fique completo (ou seja, para que
tenha soluc¸a˜o). A aplicac¸a˜o do conhecimento de que o determinante de F e´ nulo satisfaz a
necessidade da oitava equac¸a˜o. Desta feita, pode-se dizer que F teˆm sete graus de liberdade
pois para ser definida apenas se precisou de encontrar sete equac¸o˜es linearmente indepen-
dentes. Mais a` frente sera´ descrito com maior pormenor a aplicac¸a˜o deste conhecimento
num processo de determinac¸a˜o de F.
Uma recta gene´rica assume a forma







 = lp = 0
As representac¸o˜es projectivas das rectas epipolares para a caˆmara esquerda e direita, re-
spectivamente re e rd, podem ser obtidas atrave´s de
re = Fpe rd = F
Tpd
onde os coeficientes rx,ry e rc de cada recta sa˜o obtidos, respectivamente, pelas multi-
plicac¸o˜es da primeira, segunda e terceira linhas de F (caso de re) e FT (caso de rd) com as
coordenadas do ponto na imagem. O facto de existir um factor independente na definic¸a˜o
alge´brica destas rectas, vem confirmar a necessidade do uso de coordenadas homoge´neas na
utilizac¸a˜o da matriz fundamental.
Outra informac¸a˜o importante e´ a expressa˜o matema´tica que permite a obtenc¸a˜o dos
epipolos. Por definic¸a˜o, e como se pode observar na figura 2.5, a projecc¸a˜o do centro o´ptico
esquerdo na imagem direita e´ o epipolo direito, enquanto que a projecc¸a˜o do centro o´ptico
















Por outro lado, qualquer ponto do sistema de coordenadas da caˆmara esquerda pode ser rep-
resentado no sistema de coordenadas da caˆmara direita, e vice-versa, com base na equac¸a˜o
(2.3), atrave´s de
Pd = RPe + t⇔ Pe = R−1(Pd − t)
Este facto faz com que os centros o´pticos das duas caˆmaras, devido a serem as origens nos
respectivos sistemas de coordenadas, sejam vistos pelo outro sistema de coordenadas como
Coe = t Cod = −R−1t
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Juntando este conhecimento a` equac¸a˜o (2.20), a expressa˜o para cada epipolo passa a ser
dada por






A equac¸a˜o (2.19) na˜o e´ a u´nica maneira de se definir a matriz fundamental. Assim,
comec¸a-se por apresentar a seguinte igualdade, deduzida no apeˆndice C,
[v]∧M = det(M)M−T [M−1v]∧ (2.22)
onde v e´ um qualquer vector tridimensional e M uma qualquer matriz 3× 3 na˜o singular.
Assumindo que v = Cdt e que M = Cd, a igualdade anterior passa a ser dada por
[Cdt]∧Cd = det(Cd)C−Td [C
−1


















F = [ed]∧CdRC−1e (2.23)
pois F e´ definida a menos de um factor de escala.








−1t]∧ = det(RC−1e )R
−TCTe [CeR
−1t]∧
Desta forma a equac¸a˜o (2.19) fica








Aplicando a` equac¸a˜o anterior a expressa˜o (2.21), obte´m-se
F = det(RC−1e )(CdRC
−1
e )
−T [−keee]∧ = −kedet(RC−1e )(CdRC−1e )−T [ee]∧
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ou
F = (CdRC−1e )
−T [ee]∧ (2.24)
pois F e´ definida a menos de um factor de escala.
As equac¸o˜es (2.23) e (2.24) mostram que a matriz fundamental conte´m, entre outras,
a informac¸a˜o sobre o posicionamento dos epipolos. Assim, passa-se a mostrar como eles
sa˜o obtidos, utilizando apenas a matriz fundamental, F. Para o demonstrar, comec¸a-se por
definir espac¸o nulo esquerdo e direito de uma matriz M. O espac¸o nulo esquerdo x, de M,
e´ definido quando xTM = 0, com x = 0, e e´ representado por Ne(M). Por seu lado, o
espac¸o nulo direito x’, de M, e´ definido quando Mx’ = 0, com x’ = 0, e e´ representado
por Nd(M). Ale´m disso, aplicando a transposta a ambas as definic¸o˜es de espac¸o nulo, por
exemplo ao espac¸o nulo direito,
(Mx’)T = 0⇔ x’TMT = 0
conclui-se que Nd(M) = Ne(MT ). Ainda no aˆmbito dos espac¸os nulos, sabe-se que estes
relacionam-se com a caracter´ıstica da matriz M, m× n, (pag. 13 - [Datta 94]), atrave´s de
C(M) +Ne(M) = C(M) +Nd(M) = n (2.25)
Com base nas equac¸o˜es (2.15) e (2.23), a multiplicac¸a˜o entre o epipolo direito, ed, e a





e = (−[ed]∧ed)TCdRC−1e = −(ed ∧ ed)TCdRC−1e = 0
pois o produto externo do mesmo vector e´ igual a zero. Assim, aplicando os conhecimentos,
atra´s referidos, sobre os espac¸os nulos, tem-se que ed = Ne(F) = Nd(FT ). Fazendo o mesmo
para o epipolo esquerdo, ee, usando agora a equac¸a˜o (2.24), obte´m-se
eTe F
T = eTe ((CdRC
−1
e )





−1 = (ee ∧ ee)T (CdRC−1e )−1 = 0
e, portanto, tem-se que ee = Ne(FT ) = Nd(F).
Como ja´ foi mencionado, cada imagem tem apenas um epipolo, o qual esta´ presente na
definic¸a˜o da matriz fundamental, F. Este facto reforc¸a a ideia de F ter sempre caracter´ıstica
dois, pois pela relac¸a˜o (2.25) o nu´mero de colunas de uma matriz F (que e´ 3) e´ igual a` soma
da sua caracter´ıstica (que e´ 2) com o espac¸o nulo que essa matriz tem (que e´ 1). Assim,
se F tivesse caracter´ıstica treˆs na˜o teria espac¸os nulos, e portanto, na˜o teria epipolos. Se,
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por outro lado, tivesse caracter´ıstica menor que dois teria dois ou mais espac¸os nulos, e
portanto, dois ou mais epipolos. Obviamente, estas hipo´teses sa˜o um absurdo, pois na˜o se
encaixam no conceito de geometria epipolar.
2.4.1 Matriz fundamental para configurac¸o˜es espec´ıficas
Para certas configurac¸o˜es das caˆmaras, a geometria epipolar, na forma da matriz funda-
mental, F, pode depender de menos paraˆmetros relativamente ao que acontece no caso geral
ou simplificar alguns processos relacionados com ela (obtenc¸a˜o de paraˆmetros intr´ınsecos ou
extr´ınsecos das caˆmaras com base em F). A reduc¸a˜o do nu´mero de paraˆmetros de F esta´
relacionada com a eliminac¸a˜o de alguma rotac¸a˜o ou translac¸a˜o sobre um determinado eixo
ou com alguma relac¸a˜o de igualdade entre alguns dos paraˆmetros intr´ınsecos das caˆmaras,
como se pode verificar pelas equac¸o˜es (2.19), (2.23) e (2.24).
Nesta subsecc¸a˜o, querendo deixar-se apenas a ideia da facilidade com que se pode ex-
plorar outras configurac¸o˜es, sera˜o brevemente descritas as configurac¸o˜es de translac¸a˜o pura
entre as imagens e a de movimentos planares.
No caso da translac¸a˜o pura entre as imagens na˜o existe rotac¸a˜o entre as caˆmaras. Logo
a matriz de rotac¸a˜o, R, representada na figura 2.5, reduz-se a` matriz identidade. Este facto
leva a que, com base nas equac¸o˜es (2.19), (2.23) e (2.24), a matriz F seja dada por








sendo o vector t a referida translac¸a˜o entre as caˆmaras.
Quando os paraˆmetros intr´ınsecos, associados a cada imagem, sa˜o os mesmos para
ambas, isto e´, Ce = Cd = C, enta˜o a equac¸a˜o anterior e´ simplificada, usando a propriedade
das matrizes inversas (MM−1 = I, com I a matriz identidade), a igualdade (2.22) e o facto
de F ser definido a menos de um factor de escala, passando a ser dada pela seguinte matriz
antisime´trica
F = [Ct]∧ = [ed]∧ = [ee]∧ (2.26)
Esta equac¸a˜o torna evidente que, para esta situac¸a˜o espec´ıfica, o epipolo e, dado por e =




, e´ o epipolo de ambas as imagens. Deste facto sai uma das
propriedades para apenas esta configurac¸a˜o, referida como auto epipolar, a qual diz que,
se for assumido que ambas as imagens esta˜o sobrepostas, os pontos correspondentes sa˜o
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colineares [Hartley 00]. Recorrendo a` equac¸a˜o (2.6), pode-se retirar da equac¸a˜o anterior,










mostrando-se que quando na˜o houver uma translacc¸a˜o sobre o eixo dos ZZ (tz = 0) o
epipolo e situar-se-a` no infinito. A raza˜o para este facto reside na representac¸a˜o de e ser
homoge´nea.
Por fim, para se verificar a simplificac¸a˜o de processos relacionados com a matriz funda-




, atrave´s da equac¸a˜o (2.26) e






















onde ka e´ quociente de apareˆncia das imagens este´reo. Este paraˆmetro e´ muito utilizado
quando se pretende reconstruc¸o˜es sem recurso a processos expl´ıcitos de calibrac¸a˜o.
Antes de entrar no caso dos movimentos planares, conve´m mencionar que qualquer
translacc¸a˜o e rotac¸a˜o e´ equivalente a uma rotac¸a˜o sobre um eixo a (paralelo ao eixo de
rotac¸a˜o) juntamente com a translacc¸a˜o ao longo desse eixo [Hartley 00]. Assim, o caso
dos movimentos planares acontece quando, existindo uma translacc¸a˜o t e uma rotac¸a˜o R
segundo um qualquer eixo, a translacc¸a˜o e´ ortogonal a esse eixo. Noutras palavras, a caˆmara
desloca-se ao longo de um plano perpendicular ao eixo de rotac¸a˜o, efectuando tambe´m uma
rotac¸a˜o em torno desse eixo.
Como o modo de racioc´ınio para os treˆs casos, movimento da caˆmara no plano XZ,
Y Z e XY , e´ semelhante, apresenta-se apenas o movimento no plano XZ. Num exemplo de
uma destas configurac¸o˜es, conhecido por elevac¸a˜o comum [Li 96], os paraˆmetros de F esta˜o
relacionados de tal forma que so´ existem quatro elementos independentes.
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quanto que a matriz de rotac¸a˜o em torno do eixo Y e´ R = Rβ, (ver equac¸a˜o (2.4) e
figura 2.2). A matriz fundamental e´ conseguida, uma vez mais, substituindo o referido
vector t e a referida matriz R na equac¸a˜o (2.19), na equac¸a˜o (2.23) ou na equac¸a˜o (2.24).




e R = Rα
(definida em (2.4)). Para o movimento no plano XY , a matriz fundamental e´ a mesma que
a do caso das caˆmaras afins. Este facto e´ devido a` rotac¸a˜o ser sobre o eixo que passa pelo
centro de projecc¸a˜o.
A tabela 2.1 resume as configurac¸o˜es espec´ıficas apresentadas, expandindo a sua for-
mulac¸a˜o matricial.
Tipos de configurac¸o˜es Formas gene´ricas de F
Translac¸a˜o pura Forma geral
F =
 0 f12 f13f21 0 f23
f31 f32 f33

Mesmas matrizes de calibrac¸a˜o
F =
 0 f12 −f13−f12 0 f23
f13 −f23 0

Movimentos planares No plano XZ ou Y Z
F =





 0 0 f130 0 f23
f31 f32 f33

Tabela 2.1: Diferentes maneiras que a geometria epipolar, na forma da matriz fun-
damental, F, toma para configurac¸o˜es espec´ıficas (translacc¸a˜o pura e movimentos
planares).
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2.4.2 Estimac¸a˜o da matriz fundamental
O problema considerado de seguida e´ o da estimac¸a˜o da geometria epipolar na forma de























ou, de outra forma,
f11xexd + f12xdye + f13xd + f21xeyd + f22yeyd + f23yd + f31xe + f32ye + f33 = 0
Reformulando a equac¸a˜o anterior como uma equac¸a˜o linear homoge´nea, com nove pa-
raˆmetros, o seu aspecto sera´









f11 f12 f13 f21 f22 f23 f31 f32 f33
]T
O pro´ximo passo no processo de estimac¸a˜o pode ser descrito da forma que se segue.
Se tivermos n pontos correspondentes (logo i a variar de 1 a n), usando a equac¸a˜o (2.28),
poderemos construir um sistema de equac¸o˜es do tipo Af = 0, com
A =
[
g1 g2 · · · gn
]T
(2.29)
A estimac¸a˜o da matriz fundamental, F, fica conclu´ıda quando se obte´m a soluc¸a˜o deste
sistema linear homoge´neo.
O sistema linear criado pode ter zero, uma, ou mais do que uma soluc¸o˜es, dependendo
da caracter´ıstica da sua matriz A, como se constata de imediato.
Pela equac¸a˜o (2.28), este sistema de equac¸o˜es homoge´neo tem nove inco´gnitas, pois o
vector f tem exactamente esse nu´mero de elementos. No entanto, devido ao facto de F ter so-
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mente sete graus de liberdade, apenas sete desses elementos sa˜o linearmente independentes.
Assim, a matriz A tem que ter uma caracter´ıstica limitada entre sete e nove.
Tendo delimitado as caracter´ısticas queA pode ter, conve´m esclarecer quais as situac¸o˜es
em que cada uma acontece, comec¸ando pela situac¸a˜o o´ptima. Assim, quando a matriz A
tiver caracter´ıstica oito, do sistema Af = 0 resultam apenas oito elementos linearmente
independentes, dos nove que compo˜em f. No entanto, como qualquer matriz fundamental
e´ definida a menos de um factor multiplicativo, a soluc¸a˜o obtida define univocamente a
matriz fundamental. Para a obter recorre-se a` definic¸a˜o de espac¸o nulo direito de uma
matriz, pois o vector f e´ o espac¸o nulo direito de A. Esta soluc¸a˜o e´ u´nica porque, atrave´s
da expressa˜o (2.25), tem-se n = 9, C(A) = 8 e, por consequeˆncia, apenas um espac¸o nulo.
Logo, qualquer situac¸a˜o que saia fora deste caso e´ degenerativa, pois ira˜o ser encontradas
mais ou menos soluc¸o˜es que a obtida neste caso. Assim, pode dizer-se, que um conjunto
de pontos correspondentes cria uma matriz A, do tipo (2.29), geometricamente degenerada
em relac¸a˜o a` matriz fundamental, F, se a dimensa˜o do seu espac¸o nulo direito for diferente
de um.
A situac¸a˜o em que a caracter´ıstica de A e´ igual a sete gera dois espac¸os nulos, obtendo
mais do que uma soluc¸a˜o. Na estimac¸a˜o de F, esta situac¸a˜o aparece quando o sistema
Af = 0 tem apenas sete equac¸o˜es linearmente independentes. Deste caso resulta uma ou
treˆs soluc¸o˜es para o vector f [Hartley 00]. Posteriormente apresentar-se-a´ o me´todo nume´rico
para as calcular.
Se, por fim, os dados de entrada para a estimac¸a˜o de f na˜o forem exactos, devido ao ru´ıdo
nas coordenadas dos pontos correspondentes, enta˜o na˜o existe soluc¸a˜o. Esta e´ a situac¸a˜o
em que a caracter´ıstica de A e´ nove e, portanto, na˜o existem espac¸os nulos associados a`
matriz A. Nesta situac¸a˜o tera´ que se usar o me´todo dos mı´nimos quadrados para obter
uma soluc¸a˜o aproximada. Assim, como o sistema de equac¸o˜es Af = 0 na˜o tem soluc¸a˜o,
garante-se sempre uma.
No apeˆndice B apresenta-se a informac¸a˜o necessa´ria a` utilizac¸a˜o de uma func¸a˜o para
o MATLAB c©(mfest.m), na qual se faz a estimac¸a˜o da matriz fundamental para qualquer
das situac¸o˜es referidas.
De seguida abordar-se-a˜o as seguintes questo˜es importantes para a estimac¸a˜o da matriz
fundamental:
• restric¸a˜o da caracter´ıstica
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• normalizac¸a˜o
• eliminac¸a˜o de falsas correspondeˆncias
Sera˜o, tambe´m, apresentados dois dos mais importantes me´todos de estimac¸a˜o da matriz
fundamental: os algoritmos de sete e de oito pontos.
Restric¸a˜o da caracter´ıstica
Sendo A uma matriz m×n, a restric¸a˜o de caracter´ıstica aplica-se quando se quer obter a
matriz que mais perto esteja de A e que tenha uma menor caracter´ıstica, ou quando se quer
saber a distaˆncia entre essas duas matrizes. Segundo Datta [Datta 94], a distaˆncia entre
uma matriz A e a matriz de menor caracter´ıstica (mais pro´xima dela) e´ dada pelo menor
valor singular de A, diferente de zero. Em particular, se A for uma matriz quadrada, na˜o
singular, aquele valor e´ sempre a distaˆncia a` matriz mais pro´xima.
(a) (b)
Figura 2.6: (a) Efeito de uma matriz fundamental na˜o singular no ca´lculo e respectiva
representac¸a˜o das rectas epipolares. (b) Efeito de uma matriz fundamental singular no
ca´lculo e respectiva representac¸a˜o das rectas epipolares. Esta matriz e´ obtida forc¸ando
a matriz da figura (a) a ter caracter´ıstica dois.
Uma das mais importantes propriedades da matriz fundamental, F, e´ a de ser singular,
especificamente, de ter caracter´ıstica dois. Sendo assim, muitas das aplicac¸o˜es que usam
a matriz fundamental baseiam-se nessa propriedade. Por exemplo, se F na˜o for singular,
enta˜o as rectas epipolares na˜o se intersectam num u´nico ponto, como se pode verificar na
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figura 2.6. Isto acontece porque na˜o existe a possibilidade de encontrar os espac¸os nulos de
F, e, portanto, os epipolos.
Assim, observando a soluc¸a˜o do sistema linear Af = 0, que resulta das equac¸o˜es (2.28)
e (2.29), verifica-se que, excepto para pontos correspondentes muito precisos, a matriz
fundamental, F, depois de estimada, na˜o tem determinante nulo, ou, por outras palavras,
na˜o tem caracter´ıstica dois. Esta e´ uma das principais falhas dos me´todos lineares de
estimac¸a˜o da matriz F, e e´ uma das razo˜es para a sensibilidade da matriz fundamental ao
ru´ıdo. Portanto, para que a estimac¸a˜o da matriz fundamental seja considerada completa,
F deve ter caracter´ıstica dois. Se assim na˜o acontecer, deve ser executado algum processo
de imposic¸a˜o dessa caracter´ıstica.
O processo de imposic¸a˜o da restric¸a˜o de caracter´ıstica pode ser feito de duas maneiras,
explicitamente dentro do me´todo de estimac¸a˜o [Agapito 97] ou posteriormente a` estimac¸a˜o.
Na˜o sendo objectivo desta dissertac¸a˜o um estudo aprofundado deste processo, apresentam-
se, de seguida, apenas os dois me´todos mais significativos para o fazer: o da imposic¸a˜o da
caracter´ıstica a posteriori e o algoritmo de minimizac¸a˜o alge´brica.
O me´todo da imposic¸a˜o da caracter´ıstica a posteriori consiste na substituic¸a˜o da matriz
F estimada, por uma matriz F’ que minimiza a norma de Frobenius, ||F-F’||, sujeita a
det(F’) = 0 [Datta 94]. Isto e´ conseguido, impondo ao menor dos valores singulares de F o







em que τ1 ≥ τ2 ≥ τ3 sa˜o os valores singulares de F, impo˜em-se que τ3 seja igual a zero. A







Este me´todo foi usado pela primeira vez por Tsai e Huang [Tsai 84] na estimac¸a˜o da
matriz essencial, a qual, a` semelhanc¸a da matriz fundamental, teria que ter caracter´ıstica
dois (ver equac¸a˜o (2.17)). Segundo Hartley [Hartley 95], a imposic¸a˜o da caracter´ıstica a
posteriori torna-se mais tolerante a falhas quando se aplica aos dados de entrada uma
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operac¸a˜o nume´rica denominada normalizac¸a˜o. Veremos mais a` frente em que consiste esta
operac¸a˜o.
Este me´todo peca por na˜o considerar a diferenc¸a de importaˆncia existente entre os
elementos de F. Na verdade alguns esta˜o muito mais ligados aos pontos correspondentes
de entrada do que outros.
O procedimento mais correcto seria calcular a matriz de covariaˆncia a partir dos ele-
mentos de F em termos dos dados de entrada e, de seguida, obter a matriz singular que
mais perto esta´ de F, atrave´s da minimizac¸a˜o da distaˆncia de Mahalanobis. Como esta min-
imizac¸a˜o na˜o pode ser feita linearmente para qualquer matriz de covariaˆncia [Hartley 00],
este me´todo deixa de ser atractivo.
A alternativa poss´ıvel, com resultados muito semelhantes ao processo de minimizac¸a˜o
da distaˆncia de Mahalanobis, e´ a de estimar a matriz singular, F, directamente. Para tal, o
procedimento mais conhecido e´ o algoritmo de minimizac¸a˜o alge´brica.
Este algoritmo comec¸a com a substituic¸a˜o de (CdRC−1e )−T por H, na equac¸a˜o (2.24),
da qual resulta







h12 − h13ey h13ex − h11 h11ey − h12ex
h22 − h23ey h23ex − h21 h21ey − h22ex
h32 − h33ey h33ex − h31 h31ey − h32ex

(2.30)
A matriz H e´ na˜o singular e [ee]∧ e´ a matriz antisime´trica e singular, que usa as coorde-




. Considerando que os ele-
mentos de um vector f =
[
f11 f12 f13 f21 f22 f23 f31 f32 f33
]T
sa˜o os mesmos
que os da matriz F, e que os elementos da matriz H sa˜o os mesmos que os de um vector
h =
[
h11 h12 h13 h21 h22 h23 h31 h32 h33
]T
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=

0 1 −ey 0 0 0 0 0 0
−1 0 ex 0 0 0 0 0 0
ey −ex 0 0 0 0 0 0 0
0 0 0 0 1 −ey 0 0 0
0 0 0 −1 0 ex 0 0 0
0 0 0 ey −ex 0 0 0 0
0 0 0 0 0 0 0 1 −ey
0 0 0 0 0 0 −1 0 ex

























A estimac¸a˜o da matriz fundamental, F, parte do sistema de equac¸o˜es Af = 0, como
foi visto atra´s. Sabendo que a matriz F e´ definida a menos de um factor multiplicativo,
assume-se, sem perda de generalidade, que a norma do vector f e´ um [Hartley 00]. Como
tal, a soluc¸a˜o deste problema passa por
min
f
||Af|| s.a ||f|| = 1 (2.32)
Substituindo a equac¸a˜o (2.31) em (2.32), fica-se com
min
Gh
||AGh|| s.a ||Gh|| = 1 (2.33)
Da soluc¸a˜o para a minimizac¸a˜o (2.33) resultam os elementos da matriz H, e, por con-
sequeˆncia, os elementos da matriz F pretendida. No entanto, este procedimento so´ e´ poss´ıvel
se a matriz A tiver caracter´ıstica oito ou nove.
Se o epipolo na˜o for conhecido a priori tera´ que se recorrer a` iteratividade, devido ao
facto da equac¸a˜o det(F) = 0 ser cu´bica, em vez de linear. Assim, comec¸a-se por estimar uma
matriz fundamental, Fi, representada pelo vector fi, da qual se retira o epipolo ei = Nd(Fi)
(neste caso i = 0). A partir deste epipolo encontra-se um novo vector fi que minimiza a
equac¸a˜o (2.33), e com ele calcula-se o erro alge´brico i = Afi. Posteriormente, utiliza-se
o algoritmo de Levenberg-Marquardt para variar ei iterativamente de forma a minimizar
||i||. O vector para onde todos os vectores fi convergem e´ o vector que representa a matriz
fundamental desejada.
O processo acima descrito pode, tambe´m, com base na equac¸a˜o (2.23), partir de
F = [ed]∧H =

h31ey − h21 h32ey − h22 h33ey − h23
h11 − h31ex h12 − h32ex h13 − h33ex
h21ex − h11ey h22ex − h12ey h23ex − h13ey

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onde ed = (ex, ey). Para este caso, sendo I3 a matriz identidade 3 × 3, a equac¸a˜o (2.31)
















0 0 0 −1 0 0 ey 0 0
0 0 0 0 −1 0 0 ey 0
0 0 0 0 0 −1 0 0 ey
1 0 0 0 0 0 −ex 0 0
0 1 0 0 0 0 0 −ex 0
0 0 1 0 0 0 0 0 −ex
−ey 0 0 ex 0 0 0 0 0
0 −ey 0 0 ex 0 0 0 0

























Apresenta-se no apeˆndice B a informac¸a˜o necessa´ria a` utilizac¸a˜o das func¸o˜es imprank.m
e mfminasi.m no MATLAB c©, as quais fazem, respectivamente, a imposic¸a˜o da restric¸a˜o de
caracter´ıstica a posteriori e a estimac¸a˜o de F atrave´s do me´todo da minimizac¸a˜o alge´brica.
A func¸a˜o mfminasi.m produz, ale´m da matriz fundamental, F, uma matriz H.
Normalizac¸a˜o
Devido a` falta de estabilidade nos sistemas lineares criados atrave´s das equac¸o˜es (2.28)
e (2.29), Hartley em [Hartley 95] argumenta que, normalizando o conjunto de pontos cor-
respondentes a introduzir nesse sistema, antes da estimac¸a˜o de f, se consegue melhorar o
desempenho do algoritmo de estimac¸a˜o. De acordo com Hartley, a ana´lise do problema
conduz a` aplicac¸a˜o, separadamente para cada conjunto de pontos da respectiva imagem,
das seguintes acc¸o˜es:
• translacionar as coordenadas do ponto correspondente, de forma a que a sua origem
fique no centro de massa do conjunto de pontos. Normalmente o centro das coor-
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denadas da imagem esta´ no canto superior esquerdo, tornando obscuros os valores
significativos das coordenadas;
• escalonar os eixos da imagem de modo a que a distaˆncia me´dia a` origem seja √2.
Este escalonamento e´ conseguido calculando, para todos os pontos correspondentes,
a me´dia euclidiana da distaˆncia a` origem. Depois, obte´m-se o factor de escala com
a divisa˜o de
√
2 pela me´dia encontrada. Este processo termina quando todas as
coordenadas, do conjunto dos pontos correspondentes, forem multiplicados pelo factor
de escala.
Esta transformac¸a˜o das coordenadas pixel, das imagens, tem a vantagem de melhor
balancear os elementos de f. Por isso, esta acc¸a˜o devera´ ser executada antes da formac¸a˜o
das equac¸o˜es (2.28), do sistema. Matematicamente, a operac¸a˜o de normalizac¸a˜o transforma
as coordenadas homoge´neas da imagem, pe e pd, de acordo com
pen =Mepe pdn =Mdpd
onde Me e Md sa˜o as matrizes que integram todas as transformac¸o˜es de normalizac¸a˜o
descritas acima.
Depois da matriz fundamental, F, estar estimada, onde se inclui a imposic¸a˜o da car-
acter´ıstica dois, deve ser-lhe aplicada uma desnormalizac¸a˜o, para que qualquer ponto na˜o
normalizado da imagem possa interagir com ela. A operac¸a˜o de desnormalizac¸a˜o da matriz
normalizada, Fn, e´ dada por
F =MTdFnMe
A operac¸a˜o de desnormalizac¸a˜o na˜o e´ propriamente inversa a` da normalizac¸a˜o pois, ape-
sar da matriz poder voltar a interagir com os pares de pontos correspondentes na˜o normal-
izados das imagens, foi eliminado da matriz desnormalizada algum ru´ıdo que permaneceria
se na˜o fosse feito o processo de normalizac¸a˜o/desnormalizac¸a˜o.
Uma vez mais, remete-se para o apeˆndice B a apresentac¸a˜o do modo de utilizac¸a˜o,
no MATLAB c©, da func¸a˜o de normalizac¸a˜o de um conjunto de pontos de uma imagem,
htnorm2d.m.
Conve´m mencionar que, devido aos seus resultados na reduc¸a˜o do ru´ıdo, o processo
de normalizac¸a˜o/desnormalizac¸a˜o aqui descrito deve ser usado em qualquer me´todo onde
intervenham dados bidimensionais [Hartley 98].
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Eliminac¸a˜o de falsas correspondeˆncias
Como foi visto, a estimac¸a˜o da matriz fundamental faz-se tendo por base os pontos
correspondentes nas imagens. Todos os me´todos apresentados consideram que a posic¸a˜o
desses pontos nas imagens e´ quase exacta (podera˜o ter apenas um pequeno ru´ıdo). No
entanto, esta hipo´tese nem sempre e´ satisfeita. Neste sentido, na˜o e´ estranho que, por
vezes, na estimac¸a˜o da matriz fundamental se encontre um processamento de eliminac¸a˜o
de pontos que na˜o fazem sentido no seu conjunto global. Este processo e´ conhecido como
eliminac¸a˜o de falsas correspondeˆncias.
Um dos me´todos que se pode usar para executar este processamento e´ o RANSAC, o
qual sera´ explicado com pormenor na secc¸a˜o 2.7. A utilizac¸a˜o do RANSAC na estimac¸a˜o da
matriz fundamental, F, integra-se num processo iterativo que comec¸a por escolher sete pares
de pontos correspondentes aleato´rios, com os quais calcula a matriz F. O facto de serem
apenas sete traz a vantagem da matriz fundamental ser estimada ja´ com caracter´ıstica dois,
sem ter que a impoˆr. Outra raza˜o para esta opc¸a˜o, em vez do uso de oito pares de pontos
correspondentes, e´ que o nu´mero de iterac¸o˜es que devera˜o ser feitas, para assegurar uma
alta probabilidade de eliminac¸a˜o de verdadeiros pontos correspondentes que na˜o interessam
a` estimac¸a˜o, e´ exponencial em relac¸a˜o ao tamanho do conjunto de dados de entrada (7n <
8n) [Hartley 00]. A u´nica desvantagem do uso de sete pares de pontos correspondentes na
estimac¸a˜o de F e´ a de poderem resultar treˆs matrizes em vez de uma, tornando o esforc¸o
de ca´lculo treˆs vezes maior.
Posteriormente, com a matriz F, verifica-se qua˜o perto de satisfazerem a geometria
epipolar, esta˜o todos os pontos correspondentes, do conjunto de dados inicial. Como essa
verificac¸a˜o se baseia na distaˆncia, podera˜o existir duas escolhas claras para o ca´lculo dessa
distaˆncia. A primeira e´ conhecida como erro de reprojecc¸a˜o [Zhang 96], enquanto que
a segunda e´ referida como aproximac¸a˜o de Sampson ao erro de reprojecc¸a˜o [Hartley 00].
No entanto, devido a` complexidade de ambas as maneiras, optou-se por usar a qualidade
da correspondeˆncia da matriz fundamental (ver apeˆndice A), pois obte´m resultados satis-
fato´rios [Zhang 96].
Depois de se fazer esta verificac¸a˜o da´-se inicio a nova iterac¸a˜o. O resultado final e´ o
que proporciona uma matriz que tem mais pares de pontos correspondentes a satisfazerem
a geometria epipolar, dentro de um n´ıvel de erro especificado.
A informac¸a˜o necessa´ria ao uso, no MATLAB c©, da func¸a˜o que estima F eliminando as
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falsas correspondeˆncias existentes no conjunto de dados de entrada, mfransac.m, e´ apresenta
no apeˆndice B.
Algoritmo dos sete pontos
Este algoritmo e´ aplicado apenas quando a caracter´ıstica da matrizA, dada pela equac¸a˜o
(2.29), e´ sete. Na verdade, este me´todo so´ encontra soluc¸o˜es para o sistema Af = 0 porque
faz uso da propriedade de singularidade da matriz fundamental, F (det(F) = 0).
A soluc¸a˜o do sistema de equac¸o˜es Af = 0, neste caso, esta´ no espac¸o bidimensional de
αF1 + (1− α)F2 (2.35)
onde α e´ um escalar. Por seu lado, as matrizes F1 e F2 sa˜o dadas pelo espac¸o nulo direito
da matriz A, que nesta situac¸a˜o tem dimensa˜o dois (Nd(A) = {f1, f2}).
Usando agora a restric¸a˜o de singularidade da matriz F encontram-se as soluc¸o˜es da
equac¸a˜o polinomial cu´bica
det(αF1 + (1− α)F2) = 0 (2.36)
que na realidade sa˜o os poss´ıveis valores que α pode ter de forma a satisfazer a equac¸a˜o
(2.36). Essas soluc¸o˜es sera˜o todas reais ou, enta˜o, sera˜o duas complexas e uma real. As
soluc¸o˜es complexas nunca se consideram [Hartley 00].
Com as soluc¸o˜es reais obteˆm-se as matrizes fundamentais atrave´s da equac¸a˜o (2.35). A
melhor soluc¸a˜o, caso hajam treˆs soluc¸o˜es reais para α, tera´ posteriormente que ser obtida
comparando todas as matrizes encontradas. Para mais pormenores veja-se [Zhang 96] e
[Hartley 00].
No apeˆndice B, mostra-se a informac¸a˜o necessa´ria a` utilizac¸a˜o, no MATLAB c©, da
func¸a˜o mfmin.m, a qual estima F quando a caracter´ıstica de A e´ apenas sete. Aı´, a com-
parac¸a˜o entre as matrizes fundamentais encontradas e´ feita com base na distaˆncia dos
pontos usados na estimac¸a˜o a`s respectivas rectas epipolares. Esta comparac¸a˜o designa-se
por qualidade da correspondeˆncia da matriz fundamental (veja-se o apeˆndice A).
Algoritmo dos oito pontos
Como ja´ foi referido, a soluc¸a˜o o´ptima na estimac¸a˜o da matriz fundamental ocorre quando
a matriz A, do sistema Af = 0, tem caracter´ıstica oito. Assim, surgiu a ideia de forc¸ar essa
caracter´ıstica, impondo a um dos elementos de f o valor 1. A` partida, parece que com esta
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mudanc¸a se esta´ a encontrar uma soluc¸a˜o particular, mas no caso da matriz fundamental,
F, em que a soluc¸a˜o final e´ definida a menos de um factor de escala, obte´m-se a melhor
soluc¸a˜o poss´ıvel. A restric¸a˜o que e´ imposta, tem a propriedade de eliminar a soluc¸a˜o trivial
do sistema homoge´neo inicial, que normalmente na˜o e´ a pretendida [Zhang 96].
Este tipo de resoluc¸a˜o, aplicado somente quando se pretendem soluc¸o˜es definidas a
menos de um factor multiplicativo, foi descrito e usado pela primeira vez por Longuet-
Higgins [Longuet-Higgins 81] na estimac¸a˜o da geometria epipolar. Ficou conhecido, nesse
campo de estimac¸a˜o, por algoritmo de oito pontos. Apesar de bastarem apenas sete pontos
para determinar a matriz fundamental, o algoritmo de oito pontos e´ o processo mais comum
na estimac¸a˜o de F. Nele utilizam-se, sempre, pelo menos oito pontos.
A escolha da varia´vel a restringir na˜o e´ arbitra´ria, como e´ discutido em [Luong 93]. Para
melhor se perceber este facto, seja f =
[
f1 f2 · · · fn
]T
, a soluc¸a˜o o´ptima final de um
qualquer sistema linear de equac¸o˜es. Suponha-se que fi  1 (ou fi  1), e que fk  1, com
1 ≤ i, k ≤ n. Se no processo de estimac¸a˜o do vector f restring´ıssemos fk = 1, obter´ıamos
um valor mais pro´ximo da soluc¸a˜o o´ptima final, do que se tive´ssemos feito fi = 1. Como e´
obvio, se forc¸armos uma das varia´veis a ser um, e na realidade ela e´ muito mais pequena
(ou muito maior), o resultado da estimac¸a˜o sera´ um desastre. Como na˜o sabemos, a priori,
qual das varia´veis esta´ mais pro´xima da unidade, a soluc¸a˜o para este problema consiste em
testar todas as combinac¸o˜es e guardar a melhor estimac¸a˜o.
Torna-se conveniente nesta fase abordar a te´cnica de passagem de um sistema linear
do tipo Af = 0 para o seu equivalente do tipo A’f’ = b. Recuperando a equac¸a˜o (2.28),
atribui-se a` varia´vel f33 o valor de um, para uma melhor explanac¸a˜o. Assim, reformulando
a equac¸a˜o (2.28) atrave´s da aplicac¸a˜o deste conhecimento obte´m-se









f11 f12 f13 f21 f22 f23 f31 f32
]T
Tendo um conjunto de n pontos correspondentes, formamos, a` semelhanc¸a do que foi
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e o vector b e´ composto por n valores −1.
Tal como se viu para f33, pode-se atribuir a qualquer outro elemento do vector f, o valor
1. Nesse caso, para fij , com 1 ≤ i, j ≤ 3, elimina-se da equac¸a˜o (2.28) os elementos gij e
fij , e cria-se um vector b com n valores iguais a −gij . Esta situac¸a˜o faz com que o vector
f passe a ter norma 1, em vez da inicial norma 0. O facto da norma do vector f ser um e´,
na verdade, o algoritmo dos oito pontos.
Se, neste me´todo, forem usados exactamente oito pontos correspondentes, o resultado
teria muito provavelmente grandes erros, devido a` inexactida˜o das posic¸o˜es tridimensionais
dos pontos, escolhidos nas imagens [Hartley 95]. O uso de mais pontos leva-nos, assim,
apesar de se ficar com um sistema sobre-determinado, a uma melhor soluc¸a˜o. Nesta situac¸a˜o,
o processo matema´tico de estimac¸a˜o pode ser obtido atrave´s de um me´todo nume´rico que
aplique os mı´nimos quadrados, na˜o esquecendo de sujeitar a soluc¸a˜o a` condic¸a˜o da sua
norma ser um. A matriz fundamental resultante, so´ em casos raros origina uma matriz que
valida a restric¸a˜o de caracter´ıstica dois.
No apeˆndice B, encontra-se a informac¸a˜o necessa´ria a` utilizac¸a˜o, no MATLAB c©, da
func¸a˜o que estima F atrave´s do me´todo dos oito pontos, mf8pta.m.
Outras considerac¸o˜es
Foram apresentadas, nesta secc¸a˜o, va´rias maneiras de estimac¸a˜o da matriz fundamental.
Torna-se, no entanto, importante mencionar algumas notas sucintas sobre qual o me´todo
mais deseja´vel para certas pretenso˜es.
Assim, se for pretendido um me´todo ra´pido e fa´cil de implementar, deve-se usar o algo-
ritmo dos oito pontos normalizado. Este me´todo origina quase sempre resultados adequados,
sendo ideal como primeira fase de outros me´todos, como por exemplo o me´todo da mini-
mizac¸a˜o alge´brica. Se, por outro lado, for deseja´vel mais precisa˜o na estimac¸a˜o da matriz
fundamental, deve-se usar o me´todo da minimizac¸a˜o alge´brica, com ou sem a iterac¸a˜o sobre
a posic¸a˜o do epipolo.
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Os me´todos de estimac¸a˜o que se apresentou sa˜o, segundo Hartley [Hartley 00], sufi-
cientes para a obtenc¸a˜o de excelentes estimac¸o˜es. No entanto, a estimac¸a˜o da matriz fun-
damental pode ser feita, alternativamente, atrave´s de outras formas [Zhang 96]. Por opc¸a˜o,
essas maneiras na˜o fazem parte deste estudo, uma vez que na˜o sa˜o imprescind´ıveis para se
atingir o trabalho proposto.
2.4.3 Obtenc¸a˜o da distaˆncia focal
Segundo [Nayar 98] e´ poss´ıvel recuperar a distaˆncia focal de uma caˆmara a partir da
matriz fundamental, F. Este dado e´ um dos mais importantes a conhecer quando se exe-
cutam, por exemplo, processos de reconstruc¸a˜o tridimensional. A sua determinac¸a˜o e´ feita
da maneira que se segue.
Sendo λ1 e λ2 os respectivos valores pro´prios positivos e negativos de Fs = F + FT e












Esta ambiguidade pode ser resolvida da seguinte forma, aquela que das expresso˜es anteriores













O importante problema da correspondeˆncia, ale´m de poder ser tratado atrave´s do uso da
geometria epipolar, pode tambe´m ser resolvido com recurso a`s transformac¸o˜es projectivas.
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Por definic¸a˜o, chama-se transformac¸a˜o projectiva (ou colineac¸a˜o) de pontos do espac¸o
vectorial Pn em pontos do espac¸o vectorial Pm, a toda a aplicac¸a˜o linear, em coordenadas
homoge´neas, que se exprime, na sua forma matricial, por
Pn −→ Pm
Pn −→ Pm = HPn
(2.37)
A matriz H, que define esta transformac¸a˜o, tem (m+ 1)× (n+ 1) elementos.
Conve´m recordar que os vectores Pn e Pm esta˜o definidos a menos de um factor mul-
tiplicativo, pois sa˜o usadas as suas coordenadas homoge´neas. Este facto implica que a
matriz H seja, tambe´m ela, definida a menos de um factor de escala. Por sua vez, esta
situac¸a˜o leva a que qualquer transformac¸a˜o projectiva de Pn em Pm tenha exactamente
(m+ 1)× (n+ 1)− 1 graus de liberdade.
Dentro das muitas transformac¸o˜es projectivas existentes, interessara´ a esta dissertac¸a˜o
a transformac¸a˜o projectiva entre dois espac¸os vectoriais iguais (m = n). Neste caso, todas
as transformac¸o˜es projectivas sa˜o designadas por homografias e definidas atrave´s de uma
matriz na˜o singular. Para um dado n, o conjunto de todas as homografias poss´ıveis forma
um grupo que se designa por grupo projectivo de grau n. Particularizando ainda mais, ira´
ser abordado apenas o caso do grupo projectivo de grau 2 (m = n = 2). A raza˜o para se
fazer apenas esta abordagem e´ obvia, pois pretende-se relacionar imagens, que sa˜o espac¸os
vectoriais bidimensionais, de forma a serem encontrados pontos correspondentes entre elas.
2.5.1 Ca´lculo de transformac¸o˜es projectivas
O ca´lculo de qualquer transformac¸a˜o projectiva, H, a menos de um factor de escala, na˜o
e´ mais do que a determinac¸a˜o dos seus (m + 1) × (n + 1) − 1 paraˆmetros independentes.
Para isso, como se pode constatar atrave´s da equac¸a˜o (2.37), e´ necessa´rio, a` partida, o
conhecimento de alguns pontos correspondentes nos dois espac¸os vectoriais.
No processo de ca´lculo de transformac¸o˜es projectivas, por cada correspondeˆncia entre
um ponto de Pn e a sua imagem de Pm, formam-se (m+1) equac¸o˜es lineares. No entanto,
durante a estimac¸a˜o dos paraˆmetros independentes da transformac¸a˜o projectiva, o factor
multiplicativo, integrado nas (m + 1) × (n + 1) inco´gnitas, e´ eliminado, ficando-se apenas
com m equac¸o˜es linearmente independentes. Esta situac¸a˜o leva a que sejam necessa´rios
(n+ 1 + nm) pares de pontos correspondentes, para a completa definic¸a˜o da transformac¸a˜o
H.
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No caso das homografias, e´ necessa´rio conhecer pelo menos (n + 2) pares de pontos
correspondentes para determinar todos os seus paraˆmetros. Ale´m disso, existindo o con-
hecimento de mais do que (n + 2) pares de pontos correspondentes, e´ necessa´rio que haja
uma base projectiva de exactamente (n+2) pontos em cada espac¸o vectorial. Caso isto na˜o
acontec¸a na˜o se pode estimar a homografia.
De acordo com o objectivo do presente trabalho, centra-se, seguidamente, a atenc¸a˜o no
problema da estimac¸a˜o de homografias de grau 2, definidas a menos de um factor multi-
plicativo, devido a` necessidade de relacionar imagens entre si, bem como uma imagem e









correspondentes em cada espac¸o vectorial, isto e´, na respectiva imagem esquerda e direita.
Expandindo a equac¸a˜o (2.37) para este caso (m = n = 2) obte´m-se
















ou, de outra forma, 
kxd = h11xe + h12ye + h13
kyd = h21xe + h22ye + h23
k = h31xe + h32ye + h33
com k = kdke , um factor de escala diferente de zero, que agrega as coordenadas homoge´neas
de ambos os pontos.
Fazendo a eliminac¸a˜o de k nas duas primeiras equac¸o˜es do sistema anterior e reformu-
lando-as de modo que as inco´gnitas sejam os coeficientes da homografia H, obte´m-se, na
forma matricial, a equac¸a˜o seguinte
 xe ye 1 0 0 0 −xexd −xdye − xd
















⇔ Aih = 0 (2.39)
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Confirmando o que foi dito atra´s, para cada par de pontos correspondentes sa˜o geradas
duas equac¸o˜es. Assim, comprova-se a necessidade de pelo menos quatro pares de pontos
correspondentes para estimar a homografia, H. Esta estimac¸a˜o fica conclu´ıda quando se
encontrar a soluc¸a˜o do sistema de equac¸o˜es Ah = 0, sendo a matriz A constitu´ıda pelas
sub-matrizes Ai, da equac¸a˜o (2.39), resultantes do uso dos diferentes pares de pontos corre-
spondentes. Esta maneira de obter a matrizH e´ conhecida como estimac¸a˜o na˜o homoge´nea.
A forma homoge´nea de estimac¸a˜o da homografia H parte de
pd ∧Hpe = 0⇔ [pd]∧Hpe = 0 (2.40)
Esta equac¸a˜o define o conhecimento de que o produto externo entre dois vectores iguais e´
o vector nulo (notar que pd = Hpe). Como as equac¸o˜es (2.39) e (2.40) sa˜o equipara´veis, o
modo de obtenc¸a˜o da soluc¸a˜o e´ feito da mesma maneira. Devido ao facto das homografias
serem definidas a menos de um factor multiplicativo, pode-se omitir uma das equac¸o˜es
geradas por (2.40) [Hartley 00].
Como se pode verificar pela equac¸a˜o (2.39), a matriz homogra´fica de grau 2 tem nove
elementos e e´ definida a menos de um factor de escala. Logo, a matriz A, deste sistema,
deve ter caracter´ıstica oito (soluc¸a˜o o´ptima) ou caracter´ıstica nove.
Quando a matriz A tiver caracter´ıstica oito, o sistema Ah = 0 tem uma u´nica soluc¸a˜o
para h, ja´ definida a menos de um factor multiplicativo. Esta soluc¸a˜o, que pode ser obtida
por va´rios me´todos nume´ricos lineares, e´ dada pelo espac¸o nulo direito da matriz A.
Se os dados de entrada para a estimac¸a˜o de h na˜o forem exactos, devido ao ru´ıdo
nas coordenadas dos pontos correspondentes, enta˜o a caracter´ıstica de A e´ nove. Nesta
situac¸a˜o tera´ que se usar o me´todo dos mı´nimos quadrados para obter a soluc¸a˜o. Neste
caso, a justificac¸a˜o reside no facto do sistema de equac¸o˜es Ah = 0, neste caso, poder na˜o
ter soluc¸a˜o, e, assim, garante-se sempre uma. Deixa-se para a secc¸a˜o 2.7, desta dissertac¸a˜o,
a explicac¸a˜o do me´todo dos mı´nimos quadrados.
A` semelhanc¸a do que acontece com a estimac¸a˜o da matriz fundamental, se forem us-
ados apenas quatro pares de pontos correspondentes, muito provavelmente o resultado da
estimac¸a˜o tera´ grandes erros, devido a` inexactida˜o das posic¸o˜es tridimensionais dos pontos
correspondentes escolhidos. E´ aconselha´vel, portanto, o uso de mais pares de pontos para se
obter uma soluc¸a˜o o´ptima, apesar de se poder cair na situac¸a˜o da matrizA ter caracter´ıstica
nove.
No apeˆndice B apresenta-se a informac¸a˜o necessa´ria a` utilizac¸a˜o, no MATLAB c©, da
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func¸a˜o mhest.m, a qual faz a estimac¸a˜o da matriz homogra´fica para qualquer das situac¸o˜es
referidas.
De seguida abordar-se-a˜o as seguintes questo˜es importantes para a estimac¸a˜o da matriz
homogra´fica:
• normalizac¸a˜o
• eliminac¸a˜o de falsas correspondeˆncias
• algoritmos de estimac¸a˜o
Normalizac¸a˜o
Segundo Hartley [Hartley 98] [Hartley 00], o ca´lculo da transformac¸a˜o H deve integrar a
operac¸a˜o de normalizac¸a˜o aos seus dados de entrada. As razo˜es para a sua aplicac¸a˜o sa˜o as
mesmas que as apresentadas na secc¸a˜o da estimac¸a˜o da matriz fundamental.
Devido a` necessidade de, neste trabalho, estimar homografias entre uma imagem e um
plano tridimensional e face a` falta de estabilidade nos sistemas lineares, ale´m da normal-
izac¸a˜o do conjunto de dados bidimensionais (como foi foi visto na secc¸a˜o 2.4.2), deve-se
normalizar, tambe´m, o conjunto de dados tridimensionais para melhorar o desempenho do
algoritmo de estimac¸a˜o, conforme argumenta Hartley. Assim, de acordo com este autor,
a ana´lise do problema conduz a` aplicac¸a˜o, separadamente para cada conjunto de pontos
tridimensionais, das seguintes acc¸o˜es:
• translacionar as coordenadas do ponto correspondente, de forma a que a sua origem
fique no centro de massa do conjunto de pontos;
• escalonar os eixos do sistema tridimensional do mundo, de modo a que a distaˆncia
me´dia a` origem seja
√
3. Este escalonamento e´ conseguido calculando, para todos os
pontos 3D, a me´dia euclidiana da distaˆncia a` origem. Depois, obte´m-se o factor de
escala com a divisa˜o de
√
3 pela me´dia encontrada. Este processo termina quando
todas as coordenadas, do conjunto dos pontos 3D, forem multiplicados pelo factor de
escala.
Depois de feita a estimac¸a˜o da homografia, deve ser-lhe aplicada uma desnormalizac¸a˜o,
tal como acontece com a transformac¸a˜o dos dados bidimensionais, para que qualquer ponto
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na˜o normalizado do mundo 3D possa interagir com ela. Assim, para a matriz H, esta
operac¸a˜o difere da aplicada para a matriz fundamental pois e´ feita atrave´s de
H =M−1d HnMe
sendo Hn a homografia obtida com um conjunto de dados normalizados.
Conve´m mencionar que, devido aos seus resultados na reduc¸a˜o do ru´ıdo, o processo
de normalizac¸a˜o/desnormalizac¸a˜o aqui descrito deve ser usado em qualquer me´todo onde
intervenham dados tridimensionais [Hartley 98].
Uma vez mais, remete-se para o apeˆndice B a apresentac¸a˜o do modo de utilizac¸a˜o,
no MATLAB c©, da func¸a˜o de normalizac¸a˜o de um conjunto de pontos de uma imagem,
htnorm3d.m.
Eliminac¸a˜o de falsas correspondeˆncias
De forma a eliminar as falsas correspondeˆncias do conjunto de dados inicial, pode ser
aplicado ao ca´lculo da homografia, a` semelhanc¸a do que foi explicado para a matriz fun-
damental, o me´todo do RANSAC (este me´todo sera´ explicado na secc¸a˜o 2.7). A utilizac¸a˜o
do RANSAC na estimac¸a˜o de homografias de grau 2 integra-se num processo iterativo que
comec¸a por escolher, aleatoriamente, quatro pares de pontos correspondentes do conjunto
de dados inicial. Com esses pontos calcula-se a homografia, que sera´ a base para a veri-
ficac¸a˜o de qua˜o perto esta˜o os pontos do conjunto de dados inicial dos seus correspondentes
calculados. Esta verificac¸a˜o, a` semelhanc¸a da que e´ feita para a matriz fundamental, usa a
qualidade da correspondeˆncia da matriz homogra´fica (ver apeˆndice A) pois obte´m resultados
satisfato´rios [Zhang 96]. Depois de se fazer esta verificac¸a˜o da´-se inicio a nova iterac¸a˜o. O
resultado final e´ o que proporciona uma matriz que tem mais pares de pontos a coincidirem
com os seus correspondentes calculados, dentro de um n´ıvel de erro especificado.
No apeˆndice B e´ apresentada a informac¸a˜o necessa´ria ao uso, no MATLAB c©, da func¸a˜o
mhransac.m, a qual estima H eliminando as falsas correspondeˆncias existentes no conjunto
de dados de entrada.
Algoritmos de estimac¸a˜o
Salvaguardadas as devidas diferenc¸as, os me´todos para a obtenc¸a˜o da soluc¸a˜o do sistema
Ah = 0, da equac¸a˜o (2.39), sa˜o os mesmos que os utilizados na estimac¸a˜o da matriz
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fundamental.
Como exemplo desta afirmac¸a˜o veja-se o algoritmo dos oito pontos. A aplicac¸a˜o deste
me´todo na estimac¸a˜o da homografia, H, e´ linear, mas inspira algum cuidado. Segundo
Hartley [Hartley 00], se a origem do sistema de coordenadas de um dos espac¸os vectoriais
tiver um correspondente no infinito, obtido atrave´s de uma matriz H, o elemento h33 dessa
matriz deve ser zero. Ao ser-lhe atribu´ıdo o valor 1, falha-se completamente a estimac¸a˜o
de H. Remete-se, mais uma vez, para o apeˆndice B, a informac¸a˜o necessa´ria ao modo
de funcionamento, no MATLAB c©, da func¸a˜o que estima H atrave´s do algoritmo dos oito
pontos, mh8pta.m.
2.5.2 Homografias infinitas
Para se introduzir o conceito de homografia infinita ou homografia de um plano no
infinito, seja P = (X,Y, Z), um ponto 3D, cujas projecc¸o˜es nas imagens esquerda e direita,
sa˜o pe e pd, respectivamente. As coordenadas homoge´neas, quando este ponto esta´ no
infinito, sa˜o dadas pelo vector P =
[
X Y Z 0
]T
. Considere-se, tambe´m, que as duas
caˆmaras, representadas na figura 2.5, teˆm matrizes de paraˆmetros intr´ınsecos Ce e Cd e que
as suas matrizes de orientac¸a˜o e vectores de posic¸a˜o sa˜o Re, Rd, te e td, respectivamente.





P⇔ P = (CeRe)−1kpe (2.41)
Substituindo P , numa equac¸a˜o equivalente a (2.41) para a imagem direita, obte´m-se
kpd = CdRd(CeRe)
−1kpe (2.42)
Eliminando o factor de escala da equac¸a˜o (2.42) conclu´i-se que a homografia infinita e´ dada
por





onde R e´ a matriz de rotac¸a˜o entre as caˆmaras, representada na figura 2.5.
Esta homografia e´ a mesma que se obte´m no caso da caˆmara efectuar uma rotac¸a˜o pura
em torno do seu centro de projecc¸a˜o. Quando a diferenc¸a entre as posic¸o˜es da caˆmara esta´
so´ na rotac¸a˜o, todos os planos teˆm a mesma homografia, tirando os que conteˆm o centro
o´ptico, para os quais ela na˜o esta´ definida. No caso de uma caˆmara realizar uma translac¸a˜o
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pura, mantendo os seus paraˆmetros intr´ınsecos constantes, esta homografia passa a ser dada
pela matriz identidade.
As razo˜es para a apresentac¸a˜o do conceito das homografias infinitas sa˜o duas. A primeira
e´ que a homografia infinita tem um papel importante nas reconstruc¸o˜es e calibrac¸o˜es afins.
A segunda, prende-se com o facto do uso desta matriz reduzir o espac¸o de procura de
pontos correspondentes, sobre as rectas epipolares, quando se usa a matriz fundamental
[Hartley 00].
2.5.3 Relac¸o˜es entre a matriz fundamental e as homografias
Para se obter a relac¸a˜o entre a matriz fundamental F e a homografia H, comec¸a-se por
considerar pd, um ponto gene´rico da imagem direita, ed, o epipolo dessa mesma imagem e




∧q = 0⇔ (ed ∧ pd)Tq = 0 (2.44)
Como q pode ser um ponto qualquer da recta epipolar, enta˜o seja
q = pd = Hpe (2.45)
Assim, da substituic¸a˜o da equac¸a˜o (2.45) em (2.44) obte´m-se
pTd [ed]
T
∧Hpe = 0⇔ pTdFpe = 0
com
F = [ed]T∧H = −[ed]∧H (2.46)
Uma outra maneira de se obter esta mesma relac¸a˜o passa pela definic¸a˜o da homografiaH
e das rectas epipolares da imagem direita que passam pelo epipolo ed, dadas por re = Fpe.
Ambos os pontos pe e pd sa˜o a projecc¸a˜o, nas imagens, de um ponto gene´rico 3D, sendo
portanto correspondentes. Assim, pd deve pertencer a` recta epipolar de pe. Utilizando estes
conhecimentos obte´m-se
re = edpd = Fpe ⇔ [ed]∧pd = Fpe ⇔ [ed]∧Hpe = Fpe
de onde se chega a
F = [ed]∧H (2.47)
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A` primeira vista, parece que os resultados apresentados nas equac¸o˜es (2.46) e (2.47) na˜o
sa˜o coerentes, mas isso na˜o e´ verdade. Como a matriz fundamental e´ definida a menos de
um factor multiplicativo, enta˜o a relac¸a˜o geral entre F e H e´
F = k[ed]∧H (2.48)
com k um qualquer factor multiplicativo.
Todo este racioc´ınio pode ser feito com o uso do epipolo da imagem esquerda, ee, onde
esta relac¸a˜o e´ dada por
F = kH−T [ee]∧ (2.49)
com k um qualquer factor de escala.
Conhecendo agora estas relac¸o˜es, pode-se dizer, com ajuda das equac¸o˜es (2.23) e (2.24),
que a homografia H e´ dada por
H = kCdRC−1e
onde k e´ um qualquer factor de multiplicativo. No entanto, esta na˜o e´ a sua u´nica expressa˜o.
Da maneira como foram deduzidas as equac¸o˜es (2.48) e (2.49), constata-se que a matriz H
pode ser dada por qualquer homografia existente entre as imagens [Hartley 00]. A raza˜o para




estabelece uma outra relac¸a˜o entre as homografias e a matriz fundamental. Ale´m disso, pode
servir para verificar a coereˆncia de uma homografia estimada com a matriz fundamental e
vice-versa. A prova desta equac¸a˜o baseia-se nas equac¸o˜es (2.48), (2.49) e na propriedade da
matriz antisime´trica, na qual [v]T∧ = −[v]∧, para qualquer vector v.
2.6 Superf´ıcies Reflectoras
Recorde-se que, para determinar a informac¸a˜o 3D a partir de imagens, explorando a
disparidade entre os pontos projectados, sa˜o necessa´rios va´rios pontos de vista (dois no
mı´nimo). Ale´m disso, se a cena possui elementos dinaˆmicos, as imagens devem ser captadas
em simultaˆneo. No entanto, a maioria dos sistemas de aquisic¸a˜o de imagens v´ıdeo de hoje,
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na˜o permite trabalhar com entradas simultaˆneas e sincronizadas. Ale´m destes factos, e
tendo em mente que a introduc¸a˜o de processos no meio industrial fica mais facilitada se os
seus custos forem reduzidos, tornou-se imperativo, neste trabalho, passar pela introduc¸a˜o
de superf´ıcies reflectoras em processos de determinac¸a˜o de informac¸a˜o 3D.
De forma a na˜o cair na generalidade, este trabalho concentra-se somente nos espelhos
planares. Existem treˆs grandes categorias de espelhos planares. O vulgar espelho caseiro,
conhecido pelo nome te´cnico de espelho de metal, devido a ter na parte detra´s da superf´ıcie
de vidro prateada, uma malha meta´lica. E´ esta malha, protegida por uma camada de tinta,
que faz com que os raios sejam reflectidos. Ale´m deste tipo, existem ainda os espelhos
diele´ctricos, os l´ıquidos e os separadores de raios. Este trabalho ira´ usar somente os espelhos
de metal.
Figura 2.7: Modo de funcionamento dos espelhos. O ABCv e´ o maior corte lateral
do volume de cobertura da caˆmara. Cv e´ o centro o´ptico da caˆmara virtual equivalente
ao centro o´ptico C, da caˆmara real, que resulta da introduc¸a˜o do espelho. Cv fica a`
mesma distaˆncia, tambe´m medida na perpendicular, a que Cr esta´ do espelho, do seu
lado oposto.
Antes de passar aos sistemas de aquisic¸a˜o de imagens que recorrem a espelhos, passemos
em revista os princ´ıpios que os regem. O potencial dos espelhos planares assenta na sua
capacidade em redireccionar os feixes de luz sem distorcer os aˆngulos a que eles chegam aos
espelhos. Isto e´, quando um feixe de luz encontra um espelho, a um aˆngulo α, e´ reflectido
com um aˆngulo (180− α). Este efeito de redireccionamento, chamado de dobra do feixe de
luz, pode ser melhor compreendido com o aux´ılio da figura 2.7.
Relativamente a esta figura, ha´ que salientar alguns aspectos. O primeiro esta´ na reduc¸a˜o
do espac¸o que vai desde a caˆmara ate´ a` cena 3D com a introduc¸a˜o do espelho. Esta reduc¸a˜o
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ocorre sempre que o nu´mero de dobras do feixe de luz aumenta. No entanto, e´ necessa´ria
muita atenc¸a˜o a este nu´mero pois ele condiciona a intensidade dos feixes. A operac¸a˜o de
reduc¸a˜o de espac¸o tambe´m pode ser feita se alargarmos o tamanho do espelho e o movermos
mais para perto da cena 3D a captar.
Um outro aspecto a salientar da figura 2.7, tem por base o triaˆngulo a´ı representado
(ABCv). Este triaˆngulo e´ sempre o maior corte lateral do volume de cobertura da caˆmara,
dado estar-se sempre a lidar tridimensionalmente com um cone ou um prisma rectangular
de luz. A dobra feita a este triaˆngulo leva a caˆmara a mudar de posic¸a˜o, para conseguir
ver a mesma cena do mundo 3D. Nesta situac¸a˜o, a` representac¸a˜o da caˆmara que fica atra´s
do espelho e que tem as mesmas caracter´ısticas o´pticas da caˆmara real (simbolizada por
Cr), chama-se caˆmara virtual. O centro o´ptico da caˆmara virtual fica a` mesma distaˆncia,
tambe´m medida na perpendicular, a que o centro o´ptico real esta´ do espelho, do seu lado
oposto. A explicac¸a˜o geome´trica deste facto e´ dada de seguida.
Por definic¸a˜o  ADF =  CrDE = α. Como o ABCv e´ o mesmo que o ABCr,
com a diferenc¸a da sua ponta estar dobrada, enta˜o CrD = CvD. Por outro lado, sendo
 CvDE =  ADF = α, pois sa˜o simetricamente opostos, e EF ⊥ CvCr, enta˜o
CrE = CvE = d
Para mais pormenores veja-se [Baker 98].
Quando se fala de espelhos, tem-se, obrigatoriamente, que interpretar a imagem no
espelho, ou por outras palavras, compreender a simetria entre a imagem no espelho e a
cena 3D vista. De forma a uma melhor explicac¸a˜o, considere-se a figura 2.8. Nesta figura
mostra-se que a direcc¸a˜o normal a` superf´ıcie do espelho da cena 3D e´ invertida quando vista
no espelho. A imagem no espelho depende da localizac¸a˜o do espelho relativamente a` cena
do mundo 3D. Esta inversa˜o, conhecida por inversa˜o frente-para-tra´s, leva a que algo que
esteja mais perto do espelho, e portanto mais longe do ponto de vista real, fique na imagem
no espelho, olhada daquele ponto de vista, numa posic¸a˜o mais perto desse mesmo ponto de
vista.
2.6.1 Zona de cobertura dos sistemas de aquisic¸a˜o
Revistos os princ´ıpios gerais que regem os espelhos, passa-se a tratar das questo˜es lig-
adas aos sistemas de aquisic¸a˜o de imagens, compostos por um conjunto de espelhos e uma
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Figura 2.8: Simetria criada pelo espelho. Um espelho inverte a direcc¸a˜o normal
a` superf´ıcie do espelho da cena 3D. Dependendo do posicionamento do espelho, a
inversa˜o pode ser feita da direita para a esquerda (parte esquerda da figura) ou do
topo para o fundo (parte direita da figura). Quando ambas as inverso˜es sa˜o feitas ao
mesmo tempo obte´m-se o mostrado na parte central da figura.
u´nica caˆmara. Uma vez mais, esta opc¸a˜o foi tomada para que a dissertac¸a˜o na˜o ca´ısse na
generalidade e na˜o se perdesse nas imensas possibilidades. O objectivo destes sistemas e´
o de adquirir va´rias imagens de uma mesma cena do mundo 3D. Para que isso acontec¸a,
tem que se conseguir uma geometria com os espelhos, tal que seja simulada, a partir da
u´nica caˆmara existente, a presenc¸a de va´rias caˆmaras virtuais. Para que as imagens sejam
da mesma zona da cena, cada caˆmara virtual tem que possuir uma zona em comum, a` qual
se chamara´ de zona de cobertura. Para uma melhor percepc¸a˜o deste conceito, assumindo
sempre o uso de caˆmaras de CCD rectangular, veja-se a figura 2.9. Ao interior da figura
geome´trica, produzida pelos feixes de luz limı´trofes de entrada no CCD, chama-se volume
de cobertura e a intersecc¸a˜o dessa figura geome´trica com os diferentes planos intervenientes
designa-se por a´rea de cobertura nesses planos. Esta questa˜o merece ser estudada pois como
ha´ simulac¸a˜o de caˆmaras atrave´s do uso dos espelhos, torna-se necessa´rio saber qual e´ a
zona comum a essas caˆmaras para que a cena 3D pretendida seja la´ enquadrada.
Quando se tem apenas uma caˆmara CCD, o volume de cobertura e´ dado pelo interior
de um prisma rectangular (ver figura 2.9). Na simulac¸a˜o de duas caˆmaras, por acc¸a˜o dos
espelhos, o volume de cobertura e´ obtido atrave´s da intersecc¸a˜o de dois prismas rectangu-
lares, onde o resultado, conforme o posicionamento dos espelhos, e´ uma figura geome´trica
mais ou menos complexa.



















Figura 2.9: Zona de cobertura. Zona da cena 3D que a caˆmara consegue captar. Ao
interior da figura geome´trica, produzida pelos feixes de luz limı´trofes de entrada no
CCD, chama-se volume de cobertura. As intersecc¸o˜es dessa figura geome´trica com
os planos de medida e do cha˜o designam-se por a´rea de cobertura desses respectivos
planos.
A a´rea de cobertura, segundo um dado plano, e´ obtida pela intersecc¸a˜o da referida figura
geome´trica com esse plano. No entanto, de todos os planos poss´ıveis, os que verdadeiramente
interessam sa˜o os que esta˜o representados na figura 2.9, designadamente o plano onde
assentam todos os espelhos (plano do cha˜o) e o plano paralelo aos espelhos e perpendicular
ao plano do cha˜o (plano de medida). A a´rea no plano do cha˜o informa-nos sobre os limites
onde a cena 3D, a captar, se deve situar. Por seu lado, a a´rea de cobertura no plano de
medida relata ate´ que altura, em relac¸a˜o ao plano do cha˜o, a caˆmara consegue captar. Como
as a´reas de cobertura nos diferentes planos dependem dos espelhos, faremos so´ o estudo para
planos rectangulares e para a a´rea de cobertura no plano do cha˜o. A raza˜o deve-se ao facto
dos ca´lculos serem semelhantes para ambas as a´reas (podendo diferir apenas com o tamanho
dos espelhos).
Entre as possibilidades de se organizar este estudo, optou-se por agrupar as geometrias
dos sistemas deste tipo, em termos de resultados de imagem. Sera˜o apresentados somente
exemplos de resultados estereosco´picos, pois o modo de aproximac¸a˜o para outras situac¸o˜es
e´ exactamente o mesmo. Assim, temos como primeiro grupo aquele cujo resultado sa˜o duas
imagens da mesma cena a uma nota´vel diferenc¸a de distaˆncia de captac¸a˜o, enquanto que
no segundo grupo aparecem as imagens onde essa diferenc¸a na˜o e´ significativa. A distaˆncia
de captac¸a˜o prende-se com a distaˆncia que os raios de luz percorrem ate´ chegar a` caˆmara.
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Obviamente, os que andam mais, produzem imagens mais distantes.
camara
Figura 2.10: Vista perpendicular, em relac¸a˜o ao plano do cha˜o, de uma configurac¸a˜o
exemplificativa, a qual resulta de nota´veis diferenc¸as de distaˆncia de captac¸a˜o e im-
agem resultante desta configurac¸a˜o. A zona pintada, no esquema, e´ a a´rea de cober-
tura segundo esse plano.
Tendo sempre como linha de pensamento o processo da reconstruc¸a˜o, e sabendo que se
ira´ recorrer a` correspondeˆncia entre as imagens, o primeiro grupo na˜o tem interesse para
processo, como se pode constatar pelo exemplo mostrado na figura 2.10.
O segundo grupo ainda pode ser subdividido, segundo o posicionamento dos espelhos,
entre aqueles que teˆm uma geometria sime´trica a um eixo vertical ou horizontal e aqueles
onde na˜o existe essa simetria. O primeiro subgrupo sera´ mencionado como grupo sime´trico,
enquanto que o segundo sera´ designado por grupo na˜o sime´trico. Nestes dois grupos existem,
obviamente, muitas configurac¸o˜es espec´ıficas. No entanto, sera˜o apresentados apenas dois
exemplos que, ale´m de serem suficientes em termos de explicac¸a˜o de como se executa a
definic¸a˜o de uma dada configurac¸a˜o, sera˜o parte integrante do trabalho desenvolvido.
O tamanho do CCD da caˆmara esta´ relacionado com os aˆngulos ma´ximos de entrada dos
feixes na caˆmara. Assim, para os ca´lculos dos dois exemplos seguintes, sera˜o considerados
os aˆngulos θe e θd, medidos em relac¸a˜o ao feixe central de entrada de luz na caˆmara e aos
limites de entrada esquerdo e direito, respectivamente, de feixes de luz impostos pela forma
do CCD. Para estes dois casos, a medida A sera´ considerada como a a´rea de cobertura no
plano do cha˜o.
O grupo sime´trico e´ exemplificado com a figura 2.11. Esta configurac¸a˜o e´ semelhante a`
divulgada pela Inria [Mathieu 95], diferindo no facto de a = c. A raza˜o para esta pequena

















Figura 2.11: Geometria sime´trica. Vista perpendicular ao plano do cha˜o da con-
figurac¸a˜o sime´trica, escolhida para os espelhos e para a caˆmara, e imagem resultante
do uso desta geometria. θe e θd transmitem a projecc¸a˜o do tamanho do CCD no
plano do cha˜o. T1 e T2 sa˜o as medidas das larguras dos espelhos pequenos e grandes,
respectivamente. A zona pintada, A, e´ a a´rea de cobertura no referido plano.
mudanc¸a deve-se a` tentativa de generalizac¸a˜o desta configurac¸a˜o, atrave´s da possibilidade
da diminuic¸a˜o do espac¸o ocupado pela caˆmara e pelo conjunto de espelhos.
O primeiro destaque na notac¸a˜o apresentada na figura 2.11 vai para o aˆngulo σ, que e´
o aˆngulo que o feixe central de entrada de luz na caˆmara faz com o eixo de simetria (cuja
direcc¸a˜o e´ segundo o eixo das ordenadas do plano do cha˜o). Torna-se evidente que o valor
de σ na˜o pode ser tal que a caˆmara aparec¸a na imagem captada. T1 e T2 sa˜o as medidas
das larguras dos espelhos pequenos e grandes, respectivamente. α e β sa˜o os aˆngulos que
os espelhos T1 e T2 fazem, respectivamente, com o eixo das abcissas do plano do cha˜o.
Por fim, a e´ a distaˆncia medida sobre o eixo de simetria entre a caˆmara e a junc¸a˜o dos
espelhos T1, enquanto que c e´ a mesma medida em relac¸a˜o aos espelhos T2. O valor de b
e´ a distaˆncia, medida sobre a perpendicular ao eixo de simetria, entre os espelhos T1 e T2.
A distaˆncia d e´ a que fica entre o extremo, mais pro´ximo da caˆmara, do espelho T2 e do
plano de medida. Torna-se obvio que, nesta configurac¸a˜o, os aˆngulos α e β teˆm que ser
ajustados de maneira a se conseguir uma a´rea de cobertura com a mesma forma da que foi
apresentada na figura 2.11. Assim, o valor do aˆngulo α tem que ser tal que os feixes de luz
na˜o se percam entre os espelhos, enquanto que o aˆngulo β tem que ser sempre superior ao
aˆngulo α.
Da configurac¸a˜o apresentada na figura 2.11, surgem, devido ao modo de funcionamento
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dos espelhos, algumas relac¸o˜es que ajudam no dimensionamento de um sistema que use essa








(T1 sinα+a−c) tan(2α+θe−σ)+T1 cosα−b
sinβ tan(2α+θe−σ)+cosβ =
(T1 sinα+a−c) tan(2α+θd+σ)+T1 cosα−b
sinβ tan(2α+θd+σ)+cosβ




= a sin(θd)cos(σ) cos(α+θd−σ)
T2 =
(T1 sinα+a−c) tan(2α+θe+σ)+T1 cosα−b
sinβ tan(2α+θe+σ)+cosβ
= (T1 sinα+a−c) tan(2α+θd−σ)+T1 cosα−bsinβ tan(2α+θd−σ)+cosβ
Quanto a` a´rea de cobertura, A, desta geometria, ela e´ dada por
A =
d tan[2β − (2α± σ)]− b2
2 tan[2β − (2α± σ)] +
d tan[2β − (2α∓ σ)]− b2
2 tan[2β − (2α∓ σ)]
onde o sinal ligado a σ depende do lado em que a caˆmara esta´ em relac¸a˜o ao eixo de simetria.
O sinal que aparece por cima acontece na situac¸a˜o em que a caˆmara esta´ no lado esquerdo
do eixo de simetria, enquanto que o sinal que aparece em baixo refere-se a` situac¸a˜o da
caˆmara posicionada no lado direito desse eixo.
Um sistema de aquisic¸a˜o de imagens baseado nesta configurac¸a˜o podera´ tornar-se muito
u´til num processo ligado a` visa˜o computacional devido a` sua simetria, tal como sa˜o os casos
dos trabalhos [Goshtasby 93] e [Mathieu 95].
Como exemplo do grupo na˜o sime´trico tem-se o apresentado na figura 2.12. A notac¸a˜o
usada sofre algumas alterac¸o˜es em relac¸a˜o a` anterior. Te e Td sa˜o as medidas dos dois
espelhos usados nesta configurac¸a˜o, enquanto que os aˆngulos α e β sa˜o os aˆngulos que os
espelhos Te e Td fazem com o eixo paralelo ao plano de medida. Por seu lado, as medidas
a e b sa˜o, respectivamente, os catetos do triaˆngulo retaˆngulo, cuja hipotenusa e´ o feixe de
entrada de luz que bate no extremo do espelho Te mais pro´ximo da caˆmara. Por fim, d
e´ a distaˆncia entre o extremo do espelho Te, que mais perto fica da caˆmara, e o plano de
medida.
Neste exemplo surgem equac¸o˜es que se podem utilizar na construc¸a˜o de um sistema
baseado na configurac¸a˜o apresentada na figura 2.12. Atrave´s de um ca´lculo trigonome´trico

















Figura 2.12: Geometria na˜o sime´trica. Vista perpendicular ao plano do cha˜o da
configurac¸a˜o na˜o sime´trica, escolhida para os espelhos e para a caˆmara, e imagem
resultante do uso desta geometria. θe e θd transmitem o tamanho da projecc¸a˜o do
CCD no plano do cha˜o. Te e Td sa˜o as medidas das larguras dos espelhos. A zona
pintada, A, e´ a a´rea de cobertura no plano do cha˜o.
simples, as equac¸o˜es sa˜o
Te =
√
a2 + b2 sin θe
cos(σ − α+ θe) Td =
√
(a+ Te cosα)2 + (b− Te sinα)2 sin θd










| tan(σ + θe − 2α)− tan(σ + θe + 2β)|
Como se pode verificar, nas figuras 2.10, 2.11 e 2.12 aparece uma falha. Essa falha deve-
se a` quebra existente entre os espelhos, podendo ser diminu´ıda, embora nunca eliminada,
com o aumento da distaˆncia da caˆmara aos espelhos ou mudando as caracter´ısticas dessa
caˆmara.
2.6.2 A geometria epipolar e os espelhos
Para se perceber melhor a relac¸a˜o existente entre os espelhos e a geometria epipolar,
considere-se a figura 2.13. Esta figura mostra uma configurac¸a˜o gene´rica de dois espelhos
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Figura 2.13: Obtenc¸a˜o de informac¸a˜o epipolar atrave´s dos espelhos. M e M ′ sa˜o dois
espelhos planares. Os pontos Cv e Cv′ sa˜o os centros o´pticos virtuais, enquanto que
Cr e´ o centro o´ptico real.
planares M e M ′ e uma caˆmara definida pelo seu centro o´ptico Cr, a uma distaˆncia d2 do
espelho M . E´ poss´ıvel observar-se o plano imagem a uma distaˆncia fde Cr. Os pontos Cv e
Cv′ sa˜o os centros o´pticos virtuais, provocados respectivamente pelos espelhos M e M ′. A
distaˆncia entre estes pontos e os respectivos espelhos e´ igual a` distaˆncia entre o ponto Cr e
esses espelhos. Considera-se que a origem do sistema de coordenadas esta´ situada no ponto
Cv.
Sendo P um ponto da cena 3D, as suas projecc¸o˜es no plano imagem sa˜o os pontos p e
p′. Os raios correspondentes a estes pontos intersectam os espelhos nos pontos 3D m e m′,
respectivamente.
Para o ponto gene´rico p′ = (x′, y′), na imagem, a expressa˜o da sua recta epipolar
correspondente e´ dada pela projecc¸a˜o no plano imagem, da recta que resulta da intersecc¸a˜o
do plano que passa por Cv, Cv′ e m′ com o espelho M . Sabendo que Cv′ = (v′x, v′y, v′z) e
que m′Cv′ = (dx, dy, dz), a equac¸a˜o do plano epipolar e´ expressa por
AX +BY + CZ = 0 (2.50)
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com
A = dzv′y − dyv′z B = dxv′z − dzv′x C = dyv′x − dxv′y





Substituindo Z da equac¸a˜o (2.51) em (2.50), fica-se com a intersecc¸a˜o do plano epipolar
com o espelho, dada por
2AX + 2BY + Cd = 0 (2.52)
A projecc¸a˜o em perspectiva de um qualquer ponto m = (Xm, Ym, Zm) desta linha no








A equac¸a˜o da recta epipolar resulta da substituic¸a˜o da equac¸a˜o (2.53) em (2.52). Estas
rectas correspondem a`s projecc¸o˜es das linhas 3D, resultantes da intersecc¸a˜o da famı´lia de
planos que passa pela baseline virtual (linha que une os dois centros o´pticos virtuais), b,
com o espelho M .
E´ facilmente visto que estas linhas convergem no ponto de intersecc¸a˜o da recta b com
o espelho M . Da projecc¸a˜o deste ponto no plano imagem resulta o epipolo e = (ex, ey).
A deduc¸a˜o da expressa˜o do epipolo comec¸a por assumir que o vector direcc¸a˜o da recta b e´









Projectando na imagem a intersecc¸a˜o da recta b com o espelho M , os resultados imediatos







Todo o racioc´ınio aqui desenvolvido pode ser feito de forma a encontrar as expresso˜es para as
rectas epipolares que correspondem a`s projecc¸o˜es das linhas 3D, resultantes da intersecc¸a˜o
da famı´lia de planos que passa pela baseline virtual, b, com o espelho M ′ e para o seu
respectivo epipolo. Para mais pormenores veja-se [Sameer 98].
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2.7 Me´todos nume´ricos
Os me´todos que aqui se pretende apresentar esta˜o relacionados com a obtenc¸a˜o de
soluc¸o˜es para quaisquer sistemas lineares, do tipo Ax = b, usando apenas crite´rios lineares.
A vantagem destes crite´rios e´ a da na˜o iteratividade dos me´todos que a utilizam, enquanto
que a sua desvantagem e´ a da criac¸a˜o de sensibilidade ao ru´ıdo, independentemente da
dimensa˜o do conjunto de dados de entrada. Esta desvantagem deve-se, principalmente, ao
na˜o condicionamento dos dados de entrada e de sa´ıda. Existem, no entanto, va´rios me´todos
nume´ricos que tentam de alguma forma controlar essa sensibilidade, como veremos mais a`
frente com a apresentac¸a˜o de um desses me´todos.
O problema de resoluc¸a˜o de sistemas lineares, de forma gene´rica Ax = b, aparece
num vasto leque de aplicac¸o˜es. Como acontece em todos os sistemas de equac¸o˜es, nos
sistemas lineares o nu´mero de soluc¸o˜es pode variar entre nenhuma, uma, e mais do que uma
soluc¸o˜es. Assim, quando as linhas de A sa˜o linearmente independentes, os sistemas lineares
teˆm, normalmente, uma u´nica soluc¸a˜o, enquanto que, quando as linhas sa˜o linearmente
dependentes, teˆm, normalmente, infinitas soluc¸o˜es. Pore´m, em ambas as situac¸o˜es estes
sistemas podera˜o na˜o ter soluc¸a˜o. Pode-se, enta˜o, definir dois tipos de sistemas lineares
quanto ao seu nu´mero de soluc¸o˜es, os sistemas na˜o singulares e os sistemas singulares.
Os sistemas na˜o singulares sa˜o aqueles que teˆm uma u´nica soluc¸a˜o, e onde a matriz A
e´ quadrada e invert´ıvel. Estes sistemas podem ser solucionados por me´todos directos, que
aplicam um nu´mero finito de passos ate´ obter a soluc¸a˜o, ou por me´todos iterativos, que
encontram a soluc¸a˜o por aproximac¸o˜es. Como exemplos dos primeiros temos a eliminac¸a˜o
de Gauss, a regra de Crammer e a factorizac¸a˜o QR [Datta 94][Recipes 92]. Por seu lado,os
me´todos de Jacobi, de Gauss-Seidel e do gradiente conjugado [Datta 94] [Recipes 92] sa˜o ex-
emplos de me´todos iterativos. Uma vez que os sistemas na˜o singulares raramente aparecem
na determinac¸a˜o de informac¸a˜o 3D, na˜o lhe dedicaremos mais tempo.
Por sua vez, os sistemas singulares sa˜o aqueles que teˆm mais do que uma ou nenhuma
soluc¸o˜es. Existem va´rias soluc¸o˜es quando o nu´mero de equac¸o˜es e´ maior do que o nu´mero de
inco´gnitas. Esta situac¸a˜o geralmente na˜o interessa, e pode ser ultrapassada acrescentando
equac¸o˜es de zeros ate´ se obter tantas equac¸o˜es quanto o nu´mero de inco´gnitas [Hartley 00].
Por outro lado, quando existirem mais equac¸o˜es do que inco´gnitas, so´ se obteˆm soluc¸o˜es se
o vector b pertencer ao espac¸o vectorial das colunas da matriz A. Tambe´m se enquadram
neste grupo os sistemas cuja matriz A e´ quadrada, mas na˜o invert´ıvel.
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Os sistemas singulares esta˜o, muitas vezes, agregados a processos que necessitam sempre
de uma soluc¸a˜o. Nestes casos, quando a soluc¸a˜o na˜o existe, continua a fazer sentido procurar
uma para a atribuir ao processo. Um exemplo comum desta situac¸a˜o surge quando o
processo introduz erros nos dados que servem a` criac¸a˜o do sistema de equac¸o˜es. A forma de
resoluc¸a˜o linear de toda a problema´tica que envolve os sistemas singulares e´ feita atrave´s
da aplicac¸a˜o do me´todo dos mı´nimos quadrados, que se expo˜e de seguida.
2.7.1 Me´todo dos mı´nimos quadrados
Nos sistemas singulares, o melhor procedimento para garantir sempre uma soluc¸a˜o,
e´ aproximar o mais poss´ıvel o vector Ax do vector b. Por outras palavras, procura-se
encontrar a soluc¸a˜o, dada pelo vector x, tal que a norma do vector Ax − b seja a menor
poss´ıvel. Quando se esta´ a trabalhar no espac¸o euclidiano, esta soluc¸a˜o e´ referida como a
soluc¸a˜o dos mı´nimos quadrados, aplicando-se a norma euclidiana. Assim, o problema da
obtenc¸a˜o da soluc¸a˜o, x, pelo me´todo dos mı´nimos quadrados resume-se a
minx ||Ax− b||
2 (2.54)
Por definic¸a˜o, o quadrado da norma euclidiana de um vector e´ a soma dos quadrados dos
componentes do vector [Datta 94].
Antes de avanc¸ar, e´ importante fazer algumas refereˆncias a um caso particular dos
sistemas lineares, os sistemas homoge´neos, cuja forma geral e´ Ax = 0. Estes sistemas
lineares teˆm sempre uma soluc¸a˜o trivial, x = 0, embora tambe´m possam ter outras soluc¸o˜es
[Datta 94]. Para as encontrar, normalmente sa˜o impostas restric¸o˜es de forma a eliminar
a soluc¸a˜o trivial. Um exemplo desta metodologia e´ o algoritmo de oito pontos aplicado a`
estimac¸a˜o das matrizes fundamental e homogra´fica de grau 2. E´ na descoberta das outras
soluc¸o˜es que estes sistemas (agregados com a respectiva imposic¸a˜o das restric¸o˜es) tambe´m
recorrem a` soluc¸a˜o dos mı´nimos quadrados. Neste caso, a equac¸a˜o (2.54) passa a ser dada
por
minx ||Ax||
2 s. a (. . .) (2.55)
Esta situac¸a˜o aparece muito frequentemente nos problemas de reconstruc¸a˜o.
Tendo em conta os problemas com que esta dissertac¸a˜o tem que lidar, limita-se o estudo
do me´todo dos mı´nimos quadrados a situac¸o˜es em que o nu´mero de linhas de A e´ maior
ou igual ao nu´mero de colunas. Para estes casos existe sempre uma soluc¸a˜o para qualquer
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sistema de equac¸o˜es [Datta 94]. Essa soluc¸a˜o e´ u´nica se e so´ se, a caracter´ıstica de A for
igual ao seu nu´mero de colunas. Se o nu´mero de colunas for maior que a caracter´ıstica
de A, enta˜o existem mu´ltiplas soluc¸o˜es. De seguida, sera˜o discutidos alguns dos me´todos
computacionais para resolver estes casos.
A decomposic¸a˜o em valores singulares
Ao problema de se encontrar as matrizes ortogonais U e V (UTU = VTV = I, com I
a matriz identidade) e a matriz diagonal S = diag(τ1, τ2, · · · , τr, 0, · · · , 0) de uma matriz A,
m× n, tal que
A = USVT (2.56)
chama-se decomposic¸a˜o em valores singulares da matriz A [Datta 94][Recipes 92]. Esta
decomposic¸a˜o e´ mais conhecida pelas iniciais SVD, que adveˆm do seu nome em ingleˆs,
single value decomposition. Os elementos τi, da matriz S chamam-se valores singulares,
enquanto que as colunas de U e V sa˜o designadas por vectores singulares. Quando m for
igual a n, UUT = VVT = I. Quando se usa o SVD, assume-se, sem perda de generalidade,
que na matriz A, m ≥ n, pois quando m < n, a matriz a considerar devera´ ser AT .
Muitas a´reas da engenharia, de que e´ exemplo a da visa˜o por computador, esta˜o a dar
cada vez mais importaˆncia a este me´todo de decomposic¸a˜o, cujas aplicac¸o˜es t´ıpicas sa˜o as de
calcular uma caracter´ıstica, uma base ortonormada, projecc¸o˜es, distaˆncias entre matrizes,
etc, na presenc¸a de ru´ıdo nos dados de entrada. Os valores e vectores singulares sa˜o as
ferramentas nume´ricas mais fia´veis para este tipo de ca´lculos. Segundo Data [Datta 94],
o SVD e´ a aproximac¸a˜o nume´rica mais efectiva para resolver o problema nos mı´nimos
quadrados, especialmente os casos de deficieˆncias na caracter´ıstica.
A partir de Ax = b, usando o SVD, o problema dos mı´nimos quadrados e´ resolvido da
seguinte maneira. Substituindo a equac¸a˜o (2.56) em (2.54), obte´m-se
minx ||USV
Tx− b||2 = minx ||U(SV
Tx−UTb)||2
Como e´ o vector x que esta´ a ser minimizado, a matriz U pode desaparecer da equac¸a˜o
anterior, dando origem a
miny ||Sy− b’||
2
onde y = VTx e b’ = UTb. Com esta simplificac¸a˜o, o problema passa a ser de soluc¸a˜o
trivial, devido ao facto da matriz S ser diagonal. Assim, o vector y =
[
y1 y2 · · · yn
]T






se τi = 0
0 se τi = 0
A soluc¸a˜o para o sistema, obtida por
x = Vy
e´ u´nica quando m = n, ou, e´ a soluc¸a˜o o´ptima que minimiza o vector x, quando m > n.
Esta deduc¸a˜o, quando aplicada a um sistema homoge´neo Ax = 0 resulta na soluc¸a˜o
trivial x = 0. Esta soluc¸a˜o pode ser eliminada optando por restringir um dos coeficientes
de x ao valor um. No entanto, isto faz com que esse coeficiente da soluc¸a˜o x prevalec¸a sobre
os outros, introduzindo grande sensibilidade ao ru´ıdo.
Assim, para os sistemas homoge´neos, se x for soluc¸a˜o de Ax = 0, enta˜o kx (com k um
qualquer escalar) tambe´m o e´. Logo, a imposic¸a˜o da restric¸a˜o ||x||2 = 1 e´ razoa´vel, e serve
para eliminar a soluc¸a˜o trivial x = 0. Esta nova restric¸a˜o permite que todos os coeficientes
de x tenham o mesmo peso, evitando grandes erros quando comparados com os valores
reais de x. Sendo assim, o me´todo dos mı´nimos quadrados para esta situac¸a˜o e´ resolvido
da seguinte maneira. Substituindo a equac¸a˜o (2.56) em (2.55) obte´m-se
minx ||USV
Tx||2 s. a ||x||2 = 1⇔ minx ||SV
Tx||2 s. a ||x||2 = 1 (2.57)
Definindo y = VTx, e sabendo que ||Vx|| = ||x||, devido a` matriz V ser ortogonal, pode-se
apresentar a expressa˜o (2.57) atrave´s de
minx ||SV
Tx||2 s. a ||VTx||2 = 1⇔ miny ||Sy||
2 s. a ||y||2 = 1 (2.58)
Como S e´ uma matriz diagonal, o vector y que minimiza (2.58) e´ tal que todos os seus
elementos sa˜o zero, com excepc¸a˜o de apenas um deles que e´ um. A posic¸a˜o deste elemento
no vector esta´ associada a` posic¸a˜o do menor valor pro´prio de S. Assim, a soluc¸a˜o do sistema
Ax = 0 e´ dada pela coluna da matriz V que esta´ associada ao menor valor pro´prio de S.
A soluc¸a˜o aplicada aos sistemas homoge´neos tambe´m pode ser usada nos sistemas na˜o









). Depois de resolver este novo sistema atrave´s
do me´todo descrito atra´s, a soluc¸a˜o pretendida, x, e´ dada por x = x’(1:n−1)x’(n) , onde n e´ o
tamanho do vector x’. Esta soluc¸a˜o, comparada com a anterior, elimina o efeito de um dos
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coeficientes da soluc¸a˜o x prevalecer sobre os outros, reduzindo enta˜o a sua sensibilidade ao
ru´ıdo.
O apeˆndice B conte´m a informac¸a˜o necessa´ria a` utilizac¸a˜o, no MATLAB c©, da func¸a˜o
lsqsvd.m, a qual encontra a soluc¸a˜o para qualquer sistema de equac¸o˜es atrave´s do me´todo
dos mı´nimos quadrados, feito com base no SVD.
Ana´lise dos valores pro´prios
Ome´todo da ana´lise dos valores pro´prios surge como alternativa ao me´todo anterior, para
a resoluc¸a˜o de sistemas homoge´neos. Inicia-se a sua explicac¸a˜o transformando a equac¸a˜o
(2.57) com os multiplicadores de Lagrange em
minx F(x, λ)
onde
F(x, λ) = ||Ax||2 + λ(1− ||x||2)
com λ o multiplicador de Lagrange. Atrave´s da equac¸a˜o dFdx = 0 pode obter-se
ATAx = λx
Com este resultado, conclui-se que a soluc¸a˜o x, do sistema homoge´neo Ax = 0, tera´ que
ser um vector pro´prio unita´rio da matriz ATA, em que λ e´ o seu correspondente valor
pro´prio [Datta 94] [Recipes 92]. Se a matriz ATA for sime´trica e semi-definidamente pos-
itiva, todos os seus valores pro´prios sa˜o reais positivos ou nulos [Zhang 96], e a soluc¸a˜o x
e´ o vector pro´prio unita´rio da matriz ATA, associado ao mais pequeno valor pro´prio dessa
matriz.
Todo este ca´lculo da soluc¸a˜o x pode ser obtido directamente pelo me´todo de Householder
[Datta 94] [Recipes 92], seguido da recuperac¸a˜o do valor e do vector pro´prio pretendidos,
atrave´s do me´todo QR [Datta 94] [Recipes 92], ou usando o SVD [Datta 94] [Recipes 92].
A ana´lise dos valores pro´prios tambe´m pode ser usada nos sistemas na˜o homoge´neos
Ax = b seguindo o mesmo procedimento que e´ feito no SVD para sistemas homoge´neos.
Isto faz com que os resultados obtidos com o me´todo da ana´lise dos valores pro´prios sejam
equivalentes aos obtidos pelo SVD para sistemas homoge´neos, pois existe uma relac¸a˜o entre
ambos os me´todos. Essa relac¸a˜o esta´ no facto dos valores pro´prios da matriz ATA serem
iguais ao quadrado dos valores singulares de A (eig(ATA) = svd2(A)).
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No apeˆndice B apresenta-se a informac¸a˜o necessa´ria ao modo de funcionamento, no
MATLAB c©, da func¸a˜o que encontra a soluc¸a˜o para qualquer sistema de equac¸o˜es atrave´s
do me´todo dos mı´nimos quadrados, feito com base na ana´lise dos valores pro´prios, eigsol.m.
A pseudo-inversa
Sendo A uma matriz m × n, a matriz A+ = (ATA)−1AT , quando m ≥ n, ou A+ =
AT (AAT )−1, quando m < n, e´ chamada de pseudo-inversa. A matriz pseudo-inversa e´
tambe´m designada por generalizac¸a˜o inversa Moore-Penrose [Datta 94].
A matriz pseudo-inversa pode tambe´m ser calculada atrave´s do SVD [Datta 94], da
seguinte forma. Sabendo que A = USVT , com S = diag(τ1, τ2, · · · , τr, 0, · · · , 0), a pseudo-
inversa e´ A+ = VS+UT , onde S+ = diag( 1τ1 ,
1
τ2
, · · · , 1τr , 0, · · · , 0) [Datta 94].
A u´nica soluc¸a˜o dos mı´nimos quadrados para um problema sobre-determinado do tipo
Ax = b, de caracter´ıstica igual ao nu´mero de inco´gnitas, e´
x = A+b
Quando nesta soluc¸a˜o se usa a pseudo-inversa, calculada sem recurso ao SVD, diz-se que a
soluc¸a˜o foi obtida pelo me´todo das equac¸o˜es normais.
Para que este me´todo possa ser usado nos sistemas de equac¸o˜es homoge´neas, tera´ que
ser condicionada uma das varia´veis da soluc¸a˜o x, de forma a poder ser criado o vector
b, a` semelhanc¸a da soluc¸a˜o protagonizada pelo SVD, para sistemas na˜o homoge´neos. Este
vector tera´ como elementos os valores da coluna da matrizA que estiver associada a` varia´vel
(similar a um algoritmo de oito pontos, generalizado para qualquer matriz). Introduz-se,
tal como a soluc¸a˜o SVD para sistemas na˜o homoge´neos, sensibilidade a ru´ıdo, devido ao
efeito de um coeficientes da soluc¸a˜o x prevalecer sobre os outros.
Remete-se para o apeˆndice B a informac¸a˜o necessa´ria ao uso das func¸o˜es psinvsol.m
e psinvsvd.m, no MATLAB c©, as quais encontram a soluc¸a˜o para qualquer sistema de
equac¸o˜es atrave´s do me´todo dos mı´nimos quadrados, feito com base na pseudo-inversa,
respectivamente, via equac¸o˜es normais ou via SVD.
2.7.2 Consenso aleato´rio de amostras - RANSAC
Com o intuito de controlar a sensibilidade introduzida pelo na˜o condicionamento dos
dados de entrada (caracter´ıstica dos me´todos expostos anteriormente), pode recorrer-se ao
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me´todo do consenso aleato´rio de amostras, tambe´m conhecido pelas iniciais RANSAC. Esta
designac¸a˜o tem origem na terminologia inglesa Random Sample Concensus. O RANSAC,
apresentado pela primeira vez por Fischler e Bolles [Fischler 81] para uma aplicac¸a˜o de
ana´lise de imagens, e´ um me´todo robusto de adaptac¸a˜o de dados a um modelo espec´ıfico
e tem encontrado um nu´mero crescente de aplicac¸o˜es na a´rea da visa˜o por computador.
Atrave´s da interpretac¸a˜o dos dados, o RANSAC e´ capaz de suavizar a acc¸a˜o de uma grande
percentagem de erros na estimac¸a˜o do modelo. No modelo a estimar utilizam-se tambe´m
outros me´todos nume´ricos, como os treˆs descritos atra´s.
O procedimento do RANSAC e´ oposto ao das te´cnicas convencionais de eliminac¸a˜o de
erros. Em vez de usar o maior nu´mero de dados poss´ıvel para obter uma soluc¸a˜o inicial,
e depois eliminar os dados inva´lidos, o RANSAC usa o conjunto de dados mais pequeno
poss´ıvel, para a definic¸a˜o completa do modelo, e, quando pode, alarga esse conjunto com
dados consistentes com o modelo.
Este me´todo pode ser formalmente descrito como se segue. Dado um modelo que
disponha de um conjunto de dados maior ou igual a n, e necessite de um mı´nimo de n
dados para que todos os seus paraˆmetros sejam conhecidos, escolhe-se, aleatoriamente, um
subconjunto de n dados e calcula-se o modelo que lhes corresponde. Com esse modelo,
determina-se, entre todos os dados, quantos sa˜o consistentes com ele, dentro de uma certa
toleraˆncia pre´-definida. Ao conjunto de dados consistentes que se obte´m, chama-se conjunto
de consenso.
Se o cardinal do conjunto de consenso for maior ou igual a um limite mı´nimo escolhido,
estima-se o modelo final com esses dados, pois todos os outros dados sa˜o considerados como
erros. Se, pelo contra´rio, o cardinal for menor, reinicia-se o processo. Se depois de um pre´-
determinado nu´mero de vezes o grupo de consenso na˜o for obtido, termina-se o processo e
volta-se a aplicar o me´todo aumentando o nu´mero de dados. A alternativa e´ ficar com o
conjunto de consenso mais pro´ximo do limite mı´nimo imposto, consoante o objectivo final
pretendido.
Como foi poss´ıvel verificar, existem treˆs paraˆmetros que dependem do utilizador, a
toleraˆncia usada para eliminar dados, o limite mı´nimo de dados para o conjunto de consenso,
e o nu´mero de iterac¸o˜es a fazer caso na˜o se encontre o consenso. Dependendo da aplicac¸a˜o,
alguns destes paraˆmetros podera˜o ser ignorados. Fischler e Bolles, em [Fischler 81], apre-
sentam um estudo sobre o comportamento destes paraˆmetros.
Existem alguns melhoramentos que se podem introduzir no RANSAC. Um deles e´ o de
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o tornar determin´ıstico na maneira de escolher os dados. O outro, uma vez estabelecido o
grupo de consenso final, e´ o de adicionar novos dados consistentes com o modelo estimado
e calcular o novo modelo com o conjunto de dados alargado.
Um algoritmo de amostragem de dados aleato´rio mais recente, o MINPRAN (mini-
mizac¸a˜o da probabilidade de aleatoriadade), foi descrito por Stewart [Stewart 95]. Este
me´todo na˜o necessita, ao inve´s do RANSAC, do conhecimento, a priori, da toleraˆncia para
eliminar os dados.
2.7.3 Comportamento dos me´todos nume´ricos apresentados
Nesta subsecc¸a˜o comparam-se os me´todos nume´ricos lineares apresentados anterior-
mente, nomeadamente o me´todo da decomposic¸a˜o em valores singulares (SVD), o me´todo
da ana´lise dos valores pro´prios (EIG) e o me´todo da pseudo-inversa (PSI).
Qualquer aplicac¸a˜o de um me´todo nume´rico implica, obviamente, um conjunto de dados
de entrada, um modelo matema´tico que os processa segundo a forma desejada, e um conjunto
de dados de sa´ıda resultantes do processamento. Qualquer erro nos dados de entrada ou no
me´todo nume´rico afecta os resultados de sa´ıda.
Sendo assim, inicia-se esta comparac¸a˜o com um simples caso de intersecc¸a˜o de va´rias
rectas. Este caso foi escolhido na˜o so´ pela sua simplicidade, mas tambe´m por ser uma das
operac¸o˜es necessa´rias a um dos processos de reconstruc¸a˜o defendidos nesta dissertac¸a˜o.
P0 P1
recta 1 ( 72, 182 ) ( 644, 008 )
recta 2 ( 72, 182 ) ( 682, 443 )
recta 3 ( 72, 182 ) ( 271, 548 )
Tabela 2.2: Conjunto de dados de entrada base, para a comparac¸a˜o entre processos
nume´ricos.
Dentro deste caso, considere-se como primeira situac¸a˜o o conjunto de dados de entrada
contidos na tabela 2.2. O resultado nume´rico da intersecc¸a˜o das rectas da tabela 2.2,
aplicando os me´todos PSI, SVD e EIG, e´ sempre o mesmo, o ponto e ≡ (72, 182), tal como
se comprova pela sua representa c ca˜o na figura 2.14(a).
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(a) (b)
Figura 2.14: Resultado gra´fico da intersecc¸a˜o das rectas, usando os me´todos PSI,
SVD e EIG. (a) Para a tabela 2.2;(b) Para a tabela 2.3.
Com a introduc¸a˜o, no conjunto de dados de entrada base da tabela 2.2, de uma nova
recta, que na˜o passe pelo ponto e, representado na figura 2.14(a), apresenta-se a segunda
situac¸a˜o. Os dados de entrada para esta segunda situac¸a˜o sa˜o os da tabela 2.3.
P0 P1
recta 1 ( 072, 182 ) ( 644, 008 )
recta 2 ( 072, 182 ) ( 682, 443 )
recta 3 ( 072, 182 ) ( 271, 548 )
recta 4 ( 460, 453 ) ( 159, 028 )
Tabela 2.3: Novo conjunto de dados de entrada para a comparac¸a˜o entre processos
nume´ricos, onde aos dados base, da tabela 2.2, foi acrescentada uma recta errada.
Com esta introduc¸a˜o cria-se um erro grosseiro no conjunto de dados de entrada, o
qual fica espelhado no resultado do ca´lculo do ponto de intersecc¸a˜o feito por cada um dos
me´todos, como se pode confirmar na tabela 2.4 e no gra´fico da figura 2.14(b).
Se nesta segunda situac¸a˜o aplicarmos a cada um dos treˆs me´todos o consenso aleato´rio
de amostras (RANSAC), os resultados voltam a ser iguais aos obtidos na figura 2.14(a).
Graficamente, desta aplicac¸a˜o resulta o apresentado na figura 2.15.
Com a apresentac¸a˜o deste caso constata-se que, com dados de entrada erro´neos, nenhum
dos me´todos usados consegue obter uma soluc¸a˜o certa ou, pelo menos, muito aproximada.
Para a obter, torna-se necessa´rio aplicar-se-lhes um me´todo que filtre os dados de entrada
de forma a eliminar os erros. Tal como foi mostrado, um desses me´todos podera´ ser o
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Me´todo nume´rico Resultado da intersecc¸a˜o
PSI ( 151.15, 177.87 )
SVD ( 201.19, 206.60 )
EIG ( 201.19, 206.60 )
Tabela 2.4: Resultado nume´rico da intersecc¸a˜o das rectas da tabela 2.4, para cada um
dos me´todos PSI, SVD e EIG.
Figura 2.15: Resultado gra´fico da intersecc¸a˜o das rectas da tabela 2.4, para os me´todos
PSI, SVD e EIG, aplicando-lhes o RANSAC.
RANSAC, o qual sera´ o usado ao longo desta dissertac¸a˜o, quando houver essa necessidade
de filtragem.
O caso de intersecc¸a˜o apresentado usa dados sinte´ticos. Na pra´tica, o conjunto de
entrada para uma intersecc¸a˜o de rectas pode conter, ao mesmo tempo, algumas rectas
totalmente desenquadradas, outras rectas com pequenos erros e ainda outras completamente
consistentes com o modelo (rectas concorrentes no mesmo ponto). A figura 2.16 ilustra
graficamente esta situac¸a˜o. Como se nota, tendo em mente a soluc¸a˜o certa (da intersecc¸a˜o
de va´rias rectas so´ pode surgir um ponto), as rectas correctas e as que conteˆm pequenos
erros transmitem a ideia de onde devera´ estar posicionado correcto do ponto de intersecc¸a˜o.
No entanto, as rectas grosseiramente erradas fazem com que a soluc¸a˜o final se afaste dessa
posic¸a˜o.
Numa situac¸a˜o destas, o resultado final apo´s a aplicac¸a˜o do RANSAC podera´ na˜o pas-
sar por qualquer das rectas correctas, como indica a figura 2.17(a). Este facto deve-se a`
toleraˆncia usada pelo RANSAC que, quanto maior for, mais dados errados deixara´ de fil-
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Figura 2.16: Resultado gra´fico da intersecc¸a˜o de va´rias rectas, algumas totalmente
correctas e outras com pequenos e grandes erros.
trar. No entanto, uma demasiada limitac¸a˜o desta toleraˆncia podera´ na˜o trazer benef´ıcios
mas sim mais problemas, como se pode ver na figura 2.17(b), onde o ponto de intersecc¸a˜o
obtido na˜o corresponde a` soluc¸a˜o o´ptima.
(a) (b)
Figura 2.17: Resultado gra´fico da intersecc¸a˜o de va´rias rectas, algumas totalmente
correctas e outras com pequenos e grandes erros, aquando da aplicac¸a˜o do RANSAC.
(a) Com uma toleraˆncia que permite eliminar as rectas grosseiramente erradas;(b)
Com uma toleraˆncia muito pequena.
Para todas as situac¸o˜es em que houve eliminac¸a˜o de falsas rectas, atrave´s da aplicac¸a˜o
do RANSAC, o processo foi feito com base na distaˆncia do ponto de intersecc¸a˜o calculado,
a cada recta.
Continuando a descric¸a˜o do comportamento pra´tico dos treˆs me´todos nume´ricos (PSI,
SVD e EIG), passemos a` observac¸a˜o da estimac¸a˜o da matriz fundamental para um conjunto
de pontos correspondentes conhecidos, pois este e´ um dos ca´lculos necessa´rios ao trabalho
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aqui desenvolvido. Assim, sera˜o apresentados dois casos: um primeiro que usa todos os
pontos correspondentes poss´ıveis encontrados nas imagens (73 pontos), e um segundo caso
que utiliza apenas os pontos necessa´rios a` obtenc¸a˜o de uma soluc¸a˜o (8 pontos). Para
cada caso, e por cada me´todo, apresentam-se quatro estimac¸o˜es da matriz fundamental.
A primeira estimac¸a˜o utiliza a forma geral do me´todo sem nenhum condicionamento e e´
designada por G. A segunda, designada por N+G, condiciona apenas os dados de entrada.
Por seu lado, a terceira condiciona somente os dados de sa´ıda e e´ designada por G+C2. Na
u´ltima estimac¸a˜o, N+G+C2, sa˜o feitos ambos os condicionamentos.
Com os resultados da estimac¸a˜o sa˜o calculados alguns valores de grande interesse a esta
ana´lise, os quais podem ser vistos na tabela 2.5. Com essa tabela, pretende-se mostrar se os
treˆs me´todos lineares referidos respeitam todas as restric¸o˜es do problema a resolver (matriz
fundamental ter que ser singular), atrave´s da segunda coluna (valor do determinante), da
quarta coluna (posic¸a˜o do epipolo na imagem esquerda) e da quinta coluna (posic¸a˜o do
epipolo na imagem direita). Os valores para as duas u´ltimas colunas sa˜o obtidos atrave´s do
ca´lculo do espac¸o nulo da respectiva matriz fundamental e da sua transposta.
Para uma mais fa´cil e melhor comparac¸a˜o dos resultados destes me´todos, existiu a ne-
cessidade de se encontrar um factor mesura´vel que os pudesse relacionar (e´ claro que este
factor devera´ ser aplicado ao caso espec´ıfico que se esta´ a tratar). Para a estimac¸a˜o da ma-
triz fundamental, sa˜o va´rios os autores que usam a norma de frobenius [Datta 94] aplicada
a` diferenc¸a entre a matriz estimada e uma matriz de refereˆncia (||F − Fref ||) [Zhang 94].
Apesar deste factor relacionar as matrizes atrave´s do aˆngulo entre os seus vectores unita´rios,
e necessitar muito pouco tempo de processamento, ele na˜o e´ muito apropriado, podendo
levar a resultados enganadores [Zhang 94]. Outro me´todo utilizado, proposto por Ste´phane
Laveau [Zhang 94], usa como factor de comparac¸a˜o a me´dia das distaˆncias entre pontos
aleato´rios de cada uma das rectas epipolares, provenientes das duas matrizes fundamentais
que se querem comparar. Apesar deste factor de comparac¸a˜o ser muito bom, tem como
grande desvantagem a necessidade de muito tempo de processamento. O factor de com-
parac¸a˜o escolhido e´ apresentado na terceira coluna da tabela 2.5. Esta e´ uma situac¸a˜o
muito mais leve em termos de tempo de processamento, e foi designada como factor de
qualidade da matriz fundamental, Qf . Este factor e´ obtido atrave´s do ca´lculo da ra´ız da
me´dia quadra´tica da distaˆncia entre os pontos correspondentes conhecidos, e as respectivas
rectas epipolares. O seu ca´lculo esta´ descrito no apeˆndice A. No entanto, em termos gerais,
na˜o ha´ diferenc¸a entre os resultados de uma comparac¸a˜o com este factor de qualidade ou
2.7. ME´TODOS NUME´RICOS 87
com o factor usado por Ste´phane Laveau.
A primeira refereˆncia a fazer a` tabela 2.5 e´ que as situac¸o˜es G e N+G, de qualquer
dos me´todos, na˜o originam uma soluc¸a˜o verdadeira para a matriz fundamental. De facto,
apesar dos valores do determinante serem muito pequenos, podendo ser considerados zero,
a matriz fundamental na˜o e´ singular, pois com o seu espac¸o nulo na˜o se obteˆm os epipolos.
Isto leva a grandes erros, quando estas soluc¸o˜es sa˜o usadas posteriormente.
E´ um facto que, muitas das vezes, a aplicac¸a˜o geral, de um destes treˆs me´todos lineares,
falha por na˜o poder considerar algumas restric¸o˜es do problema a resolver. Essa falha so´
acontece quando os sistemas teˆm mais do que uma soluc¸a˜o. Da´ı chamar-se a atenc¸a˜o para
a importaˆncia da verificac¸a˜o de todas as restric¸o˜es do problema. Quando essas restric¸o˜es
na˜o sa˜o totalmente respeitadas, ha´ que fazer um po´s-processamento. No caso que se esta´
a apresentar, como a` matriz fundamental obtida lhe faltava verificar apenas a restric¸a˜o da
caracter´ıstica 2, com as situac¸o˜es G e N+G, ela teve que ser imposta depois. Assim, a
ana´lise da tabela 2.5 tera´ que se concentrar apenas nas situac¸o˜es G+C2 e N+G+C2.
A segunda refereˆncia a` tabela 2.5 prende-se com os piores resultados obtidos para o caso
2. Torna-se claro que estes me´todos lineares sa˜o muito sens´ıveis a pequenos erros (ru´ıdo)
existentes nos dados de entrada. Quando se tem poucos dados de entrada, a presenc¸a do
ru´ıdo e´ mais notada ja´ que, com muito mais dados ele e´ dissolvido.
A melhor situac¸a˜o que e´ apresentada na tabela 2.5 e´ a N+G+C2. A raza˜o para isto
deve-se a um pre´-processamento antes da aplicac¸a˜o do me´todo. Este pre´ processamento,
conhecido como normalizac¸a˜o dos dados, serve apenas para diluir o ru´ıdo pelos dados de
entrada existentes. Obviamente, tirando importaˆncia ao ru´ıdo, os resultados melhoram,
como se constata.
Na˜o podendo dizer que um dos me´todos se sobrepo˜e aos outros, podemos, no entanto,
afirmar qual o melhor, para problemas que teˆm va´rias soluc¸o˜es (ate´ porque estes sa˜o os
problemas reais com que lidamos nos processos de reconstruc¸a˜o).
Dos dados da tabela 2.5 verifica-se que os me´todos da decomposic¸a˜o dos valores singu-
lares e da ana´lise dos valores pro´prios atingem sempre melhores soluc¸o˜es, usando para isso
o factor de qualidade da soluc¸a˜o, Qf . Este facto deve-se, unicamente, a que, no me´todo
da pseudo-inversa, um dos coeficientes da soluc¸a˜o prevalece sobre os outros, enquanto que
nos me´todos anteriores esse peso e´ igual para todos os coeficientes. No entanto, e´ de notar
que os resultados do SVD foram obtidos atrave´s da aplicac¸a˜o dos mı´nimos quadrados para
sistemas homoge´neos.
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Em conclusa˜o, conve´m estar atento ao me´todo nume´rico a usar no problema de forma
a na˜o obter resultados menos bons. A experieˆncia adquirida foi a de que, muitas vezes,
esses resultados menos bons (como sa˜o parecidos com os melhores resultados) sa˜o a causa
de falta de robustez da soluc¸a˜o para o problema.
Me´todos det(F) Qf ee ed
Caso 1- 73 pontos
Pseudo-inversa
G −8.01e− 10 1.90e− 01 —– —–
N+G −7.16e− 11 2.80e− 03 —– —–
G+C2 −8.01e− 24 1.91e− 01 (−155.88, 488.33) (−171.22, 492.94)
N+G+C2 +2.52e− 26 2.87e− 03 (−15380, 19333) (−169970, 212120)
SVD
G +8.02e− 10 1.90e− 01 —– —–
N+G +7.85e− 12 2.78e− 03 —– —–
G+C2 −9.02e− 23 1.91e− 01 (−157.36, 489.94) (−172.74, 494.6)
N+G+C2 +1.40e− 26 2.82e− 03 (−3489.2, 4049.8) (−4396.6, 5050.2)
Valores pro´prios
G +8.02e− 10 1.90e− 01 —– —–
N+G +7.85e− 12 2.78e− 03 —– —–
G+C2 −9.02e− 23 1.91e− 01 (−157.36, 489.94) (−172.74, 494.6)
N+G+C2 +1.40e− 26 2.82e− 03 (−3489.2, 4049.8) (−4396.6, 5050.2)
Caso 2- 8 pontos
Pseudo-inversa
G −2.48e− 07 3.43e− 10 —– —–
N+G +3.65e− 04 2.00e− 13 —– —–
G+C2 −4.58e− 22 3.14e+ 00 (68.903, 115.32) (49.251, 101.54)
N+G+C2 −1.12e− 19 3.09e− 02 (67.378, 109.44) (50.94, 106.45)
SVD
G −2.43e− 07 3.53e− 07 —– —–
N+G −1.01e− 08 3.81e− 14 —– —–
G+C2 −8.31e− 23 3.14e+ 00 (68.904, 115.32) (49.251, 101.54)
N+G+C2 −1.11e− 23 3.09e− 02 (67.378, 109.44) (50.94, 106.45)
Valores pro´prios
G −2.43e− 07 3.53e− 07 —– —–
N+G −1.01e− 08 3.81e− 14 —– —–
G+C2 −8.31e− 23 3.14e+ 00 (68.904, 115.32) (49.251, 101.54)
N+G+C2 −1.11e− 23 3.09e− 02 (67.378, 109.44) (50.94, 106.45)
Tabela 2.5: Comportamento dos me´todos de estimac¸a˜o da matriz fundamental. G
refere-se a`s estimac¸o˜es que utilizam a forma geral me´todo sem condicionamentos.
Nas linhas N+G e G+C2 acrescentou-se, respectivamente, um condicionamento dos
dados de entrada e um dos dados de sa´ıda. Nas linhas N+G+C2 aplicaram-se ambos
os condicionamentos.
Cap´ıtulo 3
Recuperac¸a˜o de pontos 3D
Neste cap´ıtulo e´ apresentado o trabalho desenvolvido com vista a` criac¸a˜o de um sistema
de determinac¸a˜o de informac¸a˜o 3D, baseado em espelhos e em imagens na˜o calibradas.
3.1 Introduc¸a˜o
Conforme ja´ foi referido, o grande objectivo deste trabalho e´ o de desenvolver um me´todo
linear robusto, baseado em superf´ıcies reflectoras e na geometria epipolar, destinado a` deter-
minac¸a˜o de informac¸a˜o 3D, euclidiana, a partir de imagens na˜o calibradas. Uma das tarefas
que um processo deste tipo pode realizar e´ a recuperac¸a˜o de pontos 3D. Este cap´ıtulo
descreve, passo a passo, como essa tarefa foi desenvolvida.
Comec¸ou-se por desenvolver uma primeira aproximac¸a˜o, centrada na matriz funda-
mental, cujo diagrama modular e´ o apresentado na figura 1.1, com a designac¸a˜o de (a).
Esta aproximac¸a˜o, descrita na primeira secc¸a˜o deste cap´ıtulo, seguiu a linha dos processos
cla´ssicos de reconstruc¸a˜o, embora tenha tratado de maneira diferente a questa˜o da cali-
brac¸a˜o. Apesar da validade do trabalho realizado nesta fase, concluiu-se ser um me´todo
instave´l devido a` obtenc¸a˜o das caracter´ısticas da caˆmara (calibrac¸a˜o) ser feita atrave´s da
matriz fundamental.
Consequentemente, passou-se ao desenvolvimento da aproximac¸a˜o (b), conforme a fi-
gura 1.1, ou seja, a` reconstruc¸a˜o centrada nos espelhos, tratada na terceira secc¸a˜o deste
cap´ıtulo, e com a qual foi atingida a meta proposta. Este me´todo teve como pilares de
suporte o posicionamento dos espelhos, as transformac¸o˜es projectivas e o ca´lculo da matriz
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fundamental (simplificado significativamente face a` aproximac¸a˜o (a)). Estas bases permiti-
ram reduzir o processo cla´ssico de recuperac¸a˜o de pontos 3D euclidianos, a partir de imagens,
a uma intersecc¸a˜o de rectas 3D com paraˆmetros conhecidos e perfeitamente definidos.
3.2 Reconstruc¸a˜o centrada na matriz fundamental
Esta secc¸a˜o descreve a primeira aproximac¸a˜o a` criac¸a˜o de um sistema experimental com-
pacto, ra´pido e de baixo custo, para obtenc¸a˜o das coordenadas tridimensionais de pontos
em objectos esta´ticos e opacos. Para tal utilizou-se imagens este´reo (explorando o poten-
cial dos espelhos), transformac¸o˜es projectivas, geometria epipolar (matriz fundamental) e
triangulac¸a˜o.
Com o fim de baixar os custos dos sistemas de aquisic¸a˜o de imagens, pode-se usar o
potencial dos espelhos, tal como foi visto no ponto 2.6, para reduzir o nu´mero de caˆmaras.
Assim, esta aproximac¸a˜o simula uma geometria este´reo binocular, usando a configurac¸a˜o
estudada e apresentada na figura 2.11, para a obtenc¸a˜o das imagens.
Na correspondeˆncia entre os pontos nas imagens e´ explorada a relac¸a˜o entre duas
caˆmaras, colocadas em posic¸o˜es diferentes, pois, como se confirma pela figura 2.11, a im-
agem resultante da aplicac¸a˜o da configurac¸a˜o utilizada e´ a junc¸a˜o de duas imagens da mesma
cena 3D. Desta forma, e´ reduzida a complexidade da geometria epipolar e conseguida uma
computac¸a˜o mais robusta da matriz fundamental. Quando se pretende fazer apenas cor-
responder as projecc¸o˜es de pontos pertencentes a um plano tridimensional, utilizam-se as
transformac¸o˜es projectivas, especificamente as homografias, de forma a optimizar o pro-
cesso. No entanto, a estimac¸a˜o da matriz fundamental torna-se sempre necessa´ria devido a`
sua utilizac¸a˜o na fase de reconstruc¸a˜o.
A soluc¸a˜o para a obtenc¸a˜o dos pontos 3D e´ baseada no processo cla´ssico de reconstruc¸a˜o
para duas caˆmaras. No entanto, esta reconstruc¸a˜o, tal como foi mostrado na secc¸a˜o 2.3,
necessita do conhecimento dos paraˆmetros intr´ınsecos e extr´ınsecos das caˆmaras, ou, por
outras palavras, de um processo de calibrac¸a˜o das mesmas. Para isso, foi considerado
o problema da auto-calibrac¸a˜o, no contexto em que as duas caˆmaras esta˜o posicionadas
lateralmente com os eixos o´pticos coplanares a intersectarem-se. Cada caˆmara tem, no
entanto, a possibilidade de variac¸a˜o do aˆngulo de vergeˆncia. Com este me´todo directo, os
paraˆmetros necessa´rios a` calibrac¸a˜o sa˜o retirados da matriz fundamental uma vez que se
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conhece a relac¸a˜o entre os sistemas de coordenadas das caˆmaras virtuais e do mundo.
3.2.1 O sistema de aquisic¸a˜o
Para recuperar uma cena tridimensional a partir de imagens, explorando a disparidade
entre os pontos projectados, o sistema criado (baseado na estereoscopia) e´ formado por
quatro espelhos e uma u´nica caˆmara, como se pode observar na figura 3.1. A sua geometria
Figura 3.1: Imagem do sistema experimental para ser utilizada a aproximac¸a˜o (a).
permite a aquisic¸a˜o de duas imagens de uma so´ vez, vistas de posic¸o˜es diferentes, por
caˆmaras virtuais com as mesmas caracter´ısticas da caˆmara real, sendo a imagem resultante
a junc¸a˜o das duas imagens da mesma cena.
Recorda-se que os espelhos possibilitam a multiplicac¸a˜o de sensores caros, sem alterac¸a˜o
de resultados, ale´m de permitirem a criac¸a˜o de sistemas compactos e fa´ceis de manejar, por
se poder controlar o seu tamanho e volume. Logo, esta aproximac¸a˜o tem como grandes
vantagens o baixo custo e a grande versatilidade.




Atrave´s de testes realizados para a obtenc¸a˜o de imagens este´reo com uma boa a´rea comum,
σ ∼= 0. Enta˜o, sem perda significativa de precisa˜o, optou-se por restringir σ = 0. Esta
situac¸a˜o conduz a a = c, passando a configurac¸a˜o usada para a que se apresenta na figura 3.2.















Figura 3.2: Corte lateral da configurac¸a˜o seguida na aproximac¸a˜o (a).
A principal caracter´ıstica desta configurac¸a˜o e´ a simetria dos espelhos em relac¸a˜o a`
caˆmara. Esta simetria serve essencialmente para facilitar o ca´lculo da medida B da fi-
gura 3.2. Esta medida, normalmente chamada de baseline, e´ a distaˆncia entre os centros
o´pticos das caˆmaras (neste caso virtuais). Assim, atrave´s da igualdade de triaˆngulos e tendo











quando σ = 0, com os valores a, b e φ, representados na figura 3.2. Os paraˆmetros a e b sa˜o
dois dos dados fixos do sistema e os seus valores obteˆm-se por medic¸a˜o. Na tabela 3.1 sa˜o
apresentados todos esses dados me´tricos fixos, usados para a aquisic¸a˜o das imagens este´reo.
Dados F´ısicos Dados controlados
T1 = 15.0cm T2 = 29.5cm a = 6.85cm
b = 16cm σ = 0o c = 6.85cm
α = 45o β = 55o θ = 31.28o
Tabela 3.1: Dados me´tricos fixos usados pelo sistema de aquisic¸a˜o de imagens criado.
Como se constata na equac¸a˜o (3.1), para o conhecimento completo dos paraˆmetros do
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sistema de aquisic¸a˜o de imagens, falta ainda saber o valor de φ. Este dado sera´ obtido de
seguida, atrave´s do uso da geometria epipolar.
3.2.2 Correspondeˆncia
Duas vistas de uma so´ cena ou objecto, ambas obtidas a partir de uma caˆmara mo´vel ou
de duas caˆmaras este´reo, sa˜o relacionadas pela geometria epipolar, podendo ser descritas
pela matriz fundamental, F. Nesta aproximac¸a˜o, a soluc¸a˜o para a correspondeˆncia utiliza a
restric¸a˜o resultante da configurac¸a˜o geome´trica dos sistemas de coordenadas das caˆmaras.
Para poder usar esta restric¸a˜o, basta conhecer a relac¸a˜o entre as caˆmaras. De facto, o
posicionamento dos espelhos facilita a obtenc¸a˜o desta relac¸a˜o, como se ira´ verificar para o
aˆngulo φ. Veremos tambe´m a forma como esta geometria simplifica as equac¸o˜es na estimac¸a˜o
da matriz fundamental, implicando somente o conhecimento de seis pontos correspondentes
nas imagens este´reo. Apesar do caso ser espec´ıfico a` configurac¸a˜o apresentada, faremos esta
deduc¸a˜o de forma generalizada, para duas caˆmaras com vergeˆncias diferentes.
Tendo por base a configurac¸a˜o do sistema, apresentada na figura 3.2, consideram-se as
duas caˆmaras virtuais para a deduc¸a˜o da matriz fundamental. Devido ao facto de os sistemas
de coordenadas das caˆmaras virtuais e do mundo na˜o possu´ırem, neste caso, movimento
relativo, e devido ao posicionamento dos espelhos, e´ assumido, sem perda de generalidade,
que Ye = Yd = −Y e que XeZe, XdZd e XZ esta˜o no mesmo plano. Por outras palavras,
considera-se que o sistema na˜o tem ciclotorsa˜o. Esta geometria e´ apresentada de uma forma
mais clara na figura 3.3, onde as caˆmaras virtuais, esquerda e direita, teˆm as vergeˆncias φe e
φd, respectivamente, e onde os seus eixos o´pticos conteˆm Pf , chamado ponto de fixac¸a˜o dos
eixos o´pticos das caˆmaras. Nas figuras 3.2 e 3.3, verifica-se, tambe´m, que as duas caˆmaras
esta˜o relacionadas atrave´s de uma translac¸a˜o t ao longo da baseline, B, no plano XZ, e
tambe´m atrave´s de uma rotac¸a˜o R em torno do eixo Y . Tendo por base a equac¸a˜o (2.4), o








− cos(φe + φd) 0 sin(φe + φd)
0 1 0
− sin(φe + φd) 0 − cos(φe + φd)

Logo, a matriz fundamental, F, e´ definida da mesma forma que a apresentada na tabela
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Figura 3.3: Representac¸a˜o do sistema de coordenadas de duas caˆmaras virtuais e do
mundo. O eixo o´ptico de cada caˆmara passa em Pf . Nesta configurac¸a˜o Ye = Yd = −Y
e XeZe, XdZd e XZ esta˜o no mesmo plano, ou seja, o sistema na˜o tem ciclotorsa˜o.







O problema considerado em sequeˆncia e´ o da estimac¸a˜o de F, a partir de um conjunto
suficiente de pontos correspondentes (p¯ei , p¯di) : i = 1, ..., n, onde n ≥ 6, similarmente ao que
foi mostrado na subsecc¸a˜o 2.4.2. A u´nica diferenc¸a reside na equac¸a˜o (2.28) para cada par
de pontos nas imagens, que agora fica reduzida a
gi =
[
xryl xr xlyr yr xl yl 1
]




f12 f13 f21 f23 f31 f32 f33
]T
Esta reduc¸a˜o do nu´mero de pontos correspondentes em cada imagem, torna-se vantajosa
quando existem poucos pontos caracter´ısticos (potenciais correspondentes) nas imagens.
Por outro lado, se tivermos muitos pontos correspondentes, esta reduc¸a˜o possibilita um
aumento de 33.(3)%, na probabilidade da matriz F obtida ser a mais correcta em relac¸a˜o a`
estimac¸a˜o de F pelo algoritmo dos 8 pontos.
Finalmente, para terminar a explanac¸a˜o sobre o que foi feito no processo de corre-
spondeˆncia, ha´ que falar sobre a procura de outros pontos correspondentes nas imagens.
Para isso, basta usar um dos muitos programas existentes para fazer uma pesquisa au-
toma´tica desses pontos nas rectas epipolares. Caso se queira optimizar este processo, isto
quando se pretender apenas reconstruir superf´ıcies planares, pode-se recorrer a` estimac¸a˜o
de homografias (uma por cada superf´ıcie), as quais relacionam as projecc¸o˜es de pontos
dessas superf´ıcies, em cada imagem. Como se vera´ de seguida, nesta aproximac¸a˜o a matriz
fundamental tem sempre que ser determinada.
3.2.3 Auto-calibrac¸a˜o
Todas as matrizes fundamentais guardam em si a informac¸a˜o sobre a geometria em que
as imagens foram captadas. Veremos que a matriz fundamental, para este caso, na˜o foge
a` normalidade. Sabendo que a geometria usada e´ a da figura 3.2, constata-se que ambas
as caˆmaras virtuais teˆm a mesma vergeˆncia φ (|φe| = |φd|). Tendo este facto em conta, e













0 −B[cx cos(3φ)+fkx sin(3φ)]
f2kxky
−cyf21 −B[cx cos(φ)+fkx sin(φ)]f2kxky −cy(f23 + f32)

(3.2)
Fazendo primeiro a estimac¸a˜o de F pode-se, posteriormente, e mediante o conhecimento
da equac¸a˜o (3.2), conseguir dois dados important´ıssimos na obtenc¸a˜o dos pontos 3D. Esses




, necessa´rios ao processo de reconstruc¸a˜o propriamente dito, que sa˜o dados
















3.2.4 Reconstruc¸a˜o tridimensional dos pontos
A reconstruc¸a˜o cla´ssica dos pontos 3D e´ baseada nas projecc¸o˜es de duas imagens. Uma
vez estabelecida a correspondeˆncia un´ıvoca entre essas projecc¸o˜es, o pro´ximo passo a dar e´
o da recuperac¸a˜o das coordenadas tridimensionais desses pontos.
Considerando a geometria da figura 3.3, onde e´ conhecido o aˆngulo de vergeˆncia das
caˆmaras, |φe| = |φd| = φ, a baseline, B, e com base na equac¸a˜o (2.6), define-se para cada















cos(φ) 0 − sin(φ)
 Rd =

sin(φ) 0 − cos(φ)
0 −1 0








pois e´ considerado, sem perda de generalidade, que a origem do sistema e´ o ponto Pf .
Considere-se o ponto gene´rico tridimensional, P = (X,Y, Z), da figura 3.3, e respectivas
projecc¸o˜es nas imagens esquerda e direita pe = (xe, ye) e pd = (xd, yd). Tendo como base
as equac¸o˜es (2.1), (2.2) e (2.6), e sabendo que na equac¸a˜o (3.3), Pe(2) = Pd(2) (notar que
A(i) e´ a linha i da matriz A), enta˜o
X =
C1C2 tan(α)



















Por seu lado, a coordenada Y e´ obtida usando a semelhanc¸a entre os triaˆngulos, represen-
tados na figura 3.3, com a expressa˜o
fyP (2)[Pe(3)− Pd(3)]
yd − ye =
fx[Pd(1)Pe(3)− Pe(1)Pd(3)]
xd − xe
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onde fx e fy sa˜o dados por fi = fki, i = x, y, com f a distaˆncia focal da caˆmara real
(que e´ igual a` das caˆmaras virtuais) e ki o factor de conversa˜o, no eixo i da imagem, do














− B tan(α)2 cos(φ)
}
em que ka =
fy
fx
= kykx e´ o quociente de apareˆncia das imagens este´reo, obtido atrave´s da
matriz fundamental, na secc¸a˜o anterior. Em [Weinshall 87] pode ver-se a deduc¸a˜o da tan(α)
em termos das coordenadas das imagens.
A diferenc¸a entre a reconstruc¸a˜o projectiva e euclidiana, esta´, exactamente, na questa˜o
do conhecimento de ka. Neste caso, a reconstruc¸a˜o obtida e´ euclidiana. No entanto, se na˜o
for conhecido valor de ka, nada saberemos sobre a me´trica entre os pontos reconstru´ıdos,
pelo que a reconstruc¸a˜o e´ projectiva.
3.2.5 Resultados experimentais
A imagem da figura 3.4 foi adquirida pelo proto´tipo apresentado na figura 3.1. Dessa
Figura 3.4: Imagem resultante da aquisic¸a˜o feita pelo proto´tipo criado, com a repre-
sentac¸a˜o dos pontos correspondentes usados para a reconstruc¸a˜o.
imagem escolheram-se 45 pontos correspondentes em cada uma das sub-imagens. Este
processo e´ va´lido pois estas sub-imagens, apesar de juntas, sa˜o independentes.
Usando, enta˜o, esses pontos correspondentes, representados na figura 3.4, o resultado
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da estimac¸a˜o da matriz fundamental e´
F =

0 5.6739e− 6 −3.2698e− 4
1.2927e− 5 0 −9.2957e− 2
−3.54e− 3 8.916e− 2 9.9166e− 1

A qualidade da matriz F obtida e´ dada por Qf = 0.0191 pixels, usando na estimac¸a˜o o
me´todo linear da ana´lise dos valores pro´prios (o ca´lculo da qualidade da matriz fundamental
encontra-se explicitado no anexo A).
Este resultado foi obtido sem nenhuma optimizac¸a˜o do me´todo linear utilizado, o que
demonstra algumas potencialidades para este processo de reconstruc¸a˜o tridimensional. De
notar, tambe´m, que os sinais dos elementos da matriz resultante esta˜o conforme os da
equac¸a˜o (3.2). No entanto, um sinal de instabilidade surge com a tentativa de confirmar
o valor de cy a partir de F. A me´dia dos valores obtidos e´ de cy = 198, enquanto que o
verdadeiro valor e´ de cy = 288.
Figura 3.5: Resultado do me´todo de reconstruc¸a˜o aplicado ao objecto representado
na figura 3.4. Este resultado e´ obtido a partir da informac¸a˜o contida nas imagens e
respectiva geometria das caˆmaras virtuais.
Os resultados da reconstruc¸a˜o tridimensional dos pontos representados na figura 3.4
aparecem na figura 3.5. Para uma maior clareza dos resultados, mostra-se a ligac¸a˜o entre os
pontos reconstru´ıdos. Ale´m dos dados apresentados na tabela 3.1, φ = 34.43o, B = 69.7cm
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e ka = −75.83. A reconstruc¸a˜o das faces da caixa, reforc¸a a validade do processo estudado,
apesar deste apresentar algumas falhas.
Figura 3.6: Dados sobre a estabilidade da aproximac¸a˜o (a).
Numa tentativa de concluir sobre a estabilidade deste processo, comec¸ou-se por intro-
duzir ru´ıdo com uma distribuic¸a˜o normal gaussiana, de me´dia zero e variaˆncia um, nos
pontos correspondentes usados no ca´lculo de F. Dos quadros da figura 3.6 retiram-se as
concluso˜es que se apresentam de seguida.
Com o incremento do ru´ıdo, a qualidade da matriz fundamental, Qf , deteriora-se, como
ja´ se esperava. Quanto ao valor de B, devido a` sua enorme dependeˆncia de φ, so´ estabiliza
quando φ tambe´m o faz. Por seu lado, o aˆngulo φ e´ o que sofre mais com a instabilidade da
matriz fundamental. A raza˜o e´ que, quando e´ calculada a diferenc¸a entre os elementos f12
e f21, de F, por vezes o resultado e´ negativo, levando a que o valor de φ seja um nu´mero
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complexo e o processo falhe. Quanto a ka, os seus valores na˜o sa˜o ta˜o insta´veis pois, apesar
de tambe´m dependerem dos elementos f12 e f21, de F, na˜o teˆm operac¸o˜es de diferenc¸a no
seu seio.
Daqui se conclui que, para que este processo seja mais robusto, o me´todo de estimac¸a˜o
da matriz fundamental tem que ter em conta os sinais e os valores dos seus elementos. Este
facto leva-nos ate´ a` ideia dos me´todos na˜o lineares para a estimac¸a˜o da matriz fundamental.
Os dados exemplificativos que referimos, resumem a conclusa˜o de todos os testes feitos
ao processo. Apesar de va´lido, e ate´ promissor em certos aspectos, ele sofre de instabilidade.
Essa falta de robustez adve´m de todo o processo se apoiar na matriz fundamental, e, como
se disse anteriormente, ela ser bastante sens´ıvel a ru´ıdos quando estimada por me´todos
lineares.
Como esta dissertac¸a˜o na˜o pretende investigar outros me´todos de estimac¸a˜o da matriz
fundamental que na˜o os lineares, e como o incremento de robustez deste processo necessita de
me´todos na˜o lineares para melhorar a estimac¸a˜o da matriz fundamental [Zhang 96] [Torr 96],
enta˜o avanc¸ou-se para outra aproximac¸a˜o.
3.3 Reconstruc¸a˜o centrada nos espelhos
Nesta aproximac¸a˜o, designada na figura 1.1 por (b), mantiveram-se as grandes linhas
em relac¸a˜o ao me´todo anterior. Isto e´, continuaram a ser usadas as imagens este´reo, as
transformac¸o˜es projectivas (homografias), a geometria epipolar (matriz fundamental) e a
triangulac¸a˜o.
A primeira diferenc¸a entre as duas aproximac¸o˜es aparece na maneira de multiplicar a
u´nica caˆmara usada, ja´ que, em vez de usar quatro espelhos, como acontecia na reconstruc¸a˜o
centrada na matriz fundamental, usa apenas dois, como se pode comprovar pela figura 3.7.
A correspondeˆncia continua a ser atingida por interme´dio da matriz fundamental ou das
homografias. Pore´m, a partir de agora, avanc¸a-se para uma gesta˜o impl´ıcita da singulari-
dade da matriz fundamental, F, atrave´s de uma formulac¸a˜o simples, ao inve´s da imposic¸a˜o
dessa singularidade a posteriori (aplicada na aproximac¸a˜o anterior). Esta forma de es-
timac¸a˜o de F, como sera´ mostrado, conduz ao seu bom condicionamento e estabilidade,
restaurando as virtudes dos me´todos lineares afastados por causa da sua instabilidade. A
estimac¸a˜o da matriz F baseia-se, enta˜o, na relac¸a˜o existente entre a matriz fundamental e
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Figura 3.7: Uma perspectiva do sistema utilizado.
uma homografia. Com o uso dos espelhos, consegue-se obter a matriz fundamental apenas
com um par de pontos em cada imagem.
A recuperac¸a˜o dos pontos tridimensionais, para esta aproximac¸a˜o, apoia-se na tri-
angulac¸a˜o e no posicionamento dos espelhos. Classicamente, a triangulac¸a˜o passa pela
obtenc¸a˜o de todos os paraˆmetros de quatro planos, cuja intersecc¸a˜o da´ o ponto 3D desejado
(cada dois planos formam a recta que passa pelo centro o´ptico de uma caˆmara e pelo ponto
tridimensional a recuperar). O posicionamento dos espelhos, adoptado nesta aproximac¸a˜o,
simplifica esta tarefa pois facilita o ca´lculo dos centros o´pticos das caˆmaras, bem como o
conhecimento do posicionamento de certos pontos tridimensionais. Toda esta informac¸a˜o
permite a obtenc¸a˜o das rectas projectantes que passam pelo ponto 3D, que se pretende
recuperar, e pelos centros o´pticos das caˆmaras. Por consequeˆncia, recupera-se o pro´prio
ponto 3D.
3.3.1 O sistema de aquisic¸a˜o
Como se constata pela figura 3.7, usamos dois espelhos atra´s da cena que se pretende
captar e uma u´nica caˆmara. Os espelhos ficam sempre assentes no plano XY , podendo o
aˆngulo de abertura entre eles ser controlado. Esta geometria, estudada na secc¸a˜o 2.6.1, e´
semelhante a` apresentada na figura 2.12. No entanto, a imagem resultante em vez de so´
conter as projecc¸o˜es das reflexo˜es dos espelhos, tambe´m conte´m a projecc¸a˜o da cena 3D.
Esta situac¸a˜o, criada devido a` aproximac¸a˜o dos espelhos a` cena, servira´ posteriormente
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para a simplificac¸a˜o do problema da correspondeˆncia. Assim, com esta configurac¸a˜o para
os espelhos, capta-se uma u´nica imagem que corresponde a` junc¸a˜o de treˆs imagens distintas,
tal como se pode conferir na figura 3.8.
+ + =
Figura 3.8: Divisa˜o da imagem captada pelo sistema de aquisic¸a˜o.
A situac¸a˜o criada simula a geometria triocular, pois temos uma caˆmara real e duas
caˆmaras virtuais (criadas pelos dois espelhos) a observarem a mesma cena de treˆs pontos
de vista diferentes. No entanto, a geometria apresentada tem grandes vantagens em relac¸a˜o
a` geometria triocular que usa treˆs caˆmaras reais. E´ que, apesar dessas treˆs caˆmaras reais
poderem ser ideˆnticas, os seus paraˆmetros intr´ınsecos raramente sa˜o iguais. Ja´ no que
respeita a` geometria escolhida, os paraˆmetros intr´ınsecos das caˆmaras virtuais sa˜o exacta-
mente os mesmos, pois os espelhos reproduzem integralmente a u´nica caˆmara real existente.
Outra vantagem refere-se ao histograma de intensidades das treˆs imagens obtidas por cada
caˆmara. Na situac¸a˜o criada, temos a certeza de que todos os histogramas sa˜o semelhantes, o
que dificilmente acontece no caso da geometria multi-ocular. Apesar da importaˆncia destes
benef´ıcios, a maior vantagem esta´ no conteu´do da pro´pria imagem resultante pois, como se
vera´ no pro´xima secc¸a˜o, facilita muito a obtenc¸a˜o dos epipolos. Em qualquer outra geome-
tria multi-ocular, uma das tarefas mais dif´ıceis e´ a da determinac¸a˜o exacta da posic¸a˜o dos
epipolos.
Apesar de todo este potencial, o problema da ocultac¸a˜o na˜o e´ eliminado. Este problema
consiste na existeˆncia de zonas ocultas, por sobreposic¸a˜o ou mesmo por desaparecimento de
certas partes da cena nas diferentes imagens, tiradas de diferentes pontos de vista. Nesta
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aproximac¸a˜o o problema da ocultac¸a˜o pode ser minorado atrave´s do controlo do aˆngulo
entre os espelhos, de forma a dar a todas as caˆmaras (real ou virtuais) um ideˆntico campo
de visa˜o.
3.3.2 Correspondeˆncia
Como este processo de reconstruc¸a˜o tem por base o me´todo da triangulac¸a˜o, a` semelhanc¸a
do que aconteceu na aproximac¸a˜o anterior, torna-se imprescind´ıvel conhecer as projecc¸o˜es
do mesmo ponto 3D. Para isso, recorre-se a` estimac¸a˜o de uma colineac¸a˜o, H, quando se
pretende recuperar a estrutura de planos simples, ou a` matriz fundamental, F, quando se
pretende reconstruir alguma estrutura mais complexa.
A grande diferenc¸a da reconstruc¸a˜o centrada nos espelhos em relac¸a˜o a` aproximac¸a˜o
estudada na secc¸a˜o anterior tem a ver com a obtenc¸a˜o da matriz fundamental. Em vez de
a estimar explicitamente, na reconstruc¸a˜o que agora se descreve, comec¸a-se por procurar
a posic¸a˜o de um ep´ıpolo numa das imagens e depois, estima-se uma homografia de um
plano entre as duas imagens. A partir desses conhecimentos, e usando as equac¸o˜es (2.48)
ou (2.49), obte´m-se a matriz fundamental. Ao processo de obtenc¸a˜o dos epipolos chamamos
me´todo dos epipolos por construc¸a˜o.
Se a estimac¸a˜o da homografia passar pela criac¸a˜o de uma base projectiva, para cada
imagem, o nu´mero de paraˆmetros que a compo˜em sera´ reduzido, como se mostrara´ posteri-
ormente. Com esta mudanc¸a astuciosa do ponto de refereˆncia nas imagens e com o uso do
potencial dos espelhos, aplicado a` obtenc¸a˜o dos epipolos, mostra-se que e´ poss´ıvel reduzir
para dois o nu´mero de pontos correspondentes, em cada imagem, necessa´rios a` estimac¸a˜o
da matriz fundamental.
Como e´ obvio, se apenas se pretender reconstruir planos simples, a mudanc¸a do ponto
de refereˆncia nas imagens na˜o traz qualquer vantagem, pois continua a ser necessa´rio pelo
menos quatro pontos correspondentes para estimar a homografia. Sendo assim, so´ devera´
ser feita a simplificac¸a˜o do ca´lculo da homografia se for pretendido recuperar estruturas
complexas, na˜o planares.
O procedimento para a estimac¸a˜o da matriz fundamental, pode ainda ser optimizado,
quando se conhecem pelo menos oito pares de pontos correspondentes. Nestas circuns-
taˆncias, na˜o e´ necessa´rio fazer-se o ca´lculo da homografia. Aplicando o algoritmo da mini-
mizac¸a˜o alge´brica, descrito no cap´ıtulo anterior, e com a utilizac¸a˜o desses pontos juntamente
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com o epipolo conhecido, obteˆm-se, simultaneamente, a matriz fundamental e uma homo-
grafia.
A estimac¸a˜o da matriz fundamental, aqui proposta, apresenta a vantagem de uma gesta˜o
impl´ıcita da sua caracter´ıstica. Atrave´s de uma formulac¸a˜o simples, e apesar da reduc¸a˜o do
nu´mero de pontos a usar, atinge-se um sistema bem condicionado. A estabilidade dos re-
sultados restaura parcialmente as virtudes do me´todo linear, afastado devido aos resultados
obtidos pela aproximac¸a˜o anterior.
De seguida sera´ apresentado o aspecto geome´trico da obtenc¸a˜o dos epipolos e, poste-
riormente, sera´ explanada tambe´m a metodologia alge´brica para a estimac¸a˜o da matriz
fundamental.
Aspecto geome´trico do me´todo dos epipolos por construc¸a˜o
A explicac¸a˜o do aspecto geome´trico do me´todo dos epipolos por construc¸a˜o e´, obvia-
mente, igual tanto para a obtenc¸a˜o do epipolo esquerdo como para o direito. Assim, faz-se
apenas a explanac¸a˜o referente a` determinac¸a˜o do epipolo direito.
Seja π um plano do espac¸o tridimensional, definido por treˆs pontos na˜o colineares P1, P2
e P3. Ale´m disso, considerem-se os pontos P4 e P , pertencentes ao mesmo espac¸o vectorial,
mas na˜o coplanares com os treˆs pontos precedentes (ver figura 3.9). Esse conjunto de pontos
e´ observado por duas caˆmaras, cujos centros de projecc¸a˜o sa˜o respectivamente Cv′ e Cv,
originando uma imagem esquerda e uma imagem direita.
Continuando a observar a figura 3.9, a recta Cv′P4 corta o plano π no ponto Q4, en-
quanto que a recta Cv′P corta o plano π no ponto Q. Os pontos P4 e Q4 projectam-se na
imagem esquerda no mesmo ponto p4e, enquanto que na imagem direita projectam-se em
dois pontos diferentes, p4d e q4d, respectivamente. Isto e´ conhecido como efeito de paralaxe,
e e´ verdadeiro quando o movimento que liga as duas caˆmaras comporta uma componente
na˜o nula da translac¸a˜o. De uma forma similar, os dois pontos P e Q sa˜o projectados na
imagem esquerda num u´nico ponto pe e na imagem direita em dois pontos diferentes, pd e
qd.
Na imagem direita, as duas rectas p4dq4d e pdqd, conhecidas como rectas paralaxe, sa˜o
as projecc¸o˜es das duas rectas tridimensionais Cv′P4 e Cv′P , respectivamente. Por definic¸a˜o,
p4dq4d e pdqd sa˜o as rectas epipolares correspondentes aos dois pontos p4e e pe da imagem
esquerda. Assim, como se pode ver pela figura 3.9, a intersecc¸a˜o destas duas rectas da´ o
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Figura 3.9: Construc¸a˜o geome´trica do epipolo da imagem direita.
epipolo pretendido.
Contudo, fica por resolver um problema que e´ o do desconhecimento das localizac¸o˜es de
q4d e qd na imagem direita. A colocac¸a˜o da geometria epipolar tal como descrita ate´ aqui
na˜o e´ uma novidade em si, no entanto o modo de obtenc¸a˜o dos pontos q4d e qd e´ original.
A determinac¸a˜o desses pontos e´ facilmente conseguida com o apoio dos espelhos, como se
vera´ de seguida.
Figura 3.10: Visa˜o tridimensional da utilizac¸a˜o do espelho na obtenc¸a˜o dos pontos
q4d e qd.
Considere-se, enta˜o, a figura 3.10, na qual se representa, graficamente, a configurac¸a˜o
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usada para a aquisic¸a˜o das imagens (ver figura 3.7). Na figura 3.10 verifica-se que os pontos
3D, P1 e P2, sa˜o reflectidos nos espelhosM , gerando os pontos P1M e P2M , respectivamente.
Por sua vez, estes pontos sa˜o captados pela imagem I, originando as projecc¸o˜es p1, p2, p1m
e p2m. O centro o´ptico da imagem I e´ o ponto Cr, enquanto que o centro o´ptico da imagem
virtual (criado pelo espelho M) e´ o ponto Cv.
Por definic¸a˜o, os pontos P1, Cr e Cv formam o plano epipolar πp, associado a P1. Logo,
como P1M pertence ao raio projectivo de P1, tambe´m pertence ao plano πp. Assim, a recta
formada por p1 e por p1m e´ uma recta epipolar, ou, por outras palavras, uma recta de
paralaxe. Como se pode observar, o mesmo se passa para os pontos P2, P2M , p2 e p2m. A
intersecc¸a˜o destas duas rectas origina o epipolo e.
Nesta explicac¸a˜o geome´trica, verifica-se que aos pontos P1M e P2M correspondem os
pontos Q e Q4 da figura 3.9, enquanto que a P1 e P2 correspondem os pontos P e P4.
Soluc¸a˜o alge´brica
Como se sabe, o ca´lculo da matriz fundamental e´ feito tendo por base uma das equac¸o˜es
(2.48) ou (2.49). Como tal, e´ fa´cil perceber a necessidade do conhecimento de um epipolo e
de uma homografia que relacione as projecc¸o˜es de um plano da cena 3D, nas duas imagens.
Assim, para uma melhor explanac¸a˜o, divide-se o me´todo que aqui se propo˜e para atingir a
correspondeˆncia, em treˆs fases: a da obtenc¸a˜o do epipolo por construc¸a˜o, a da estimac¸a˜o
da homografia e a da estimac¸a˜o da matriz fundamental.
De forma a simplificar a explicac¸a˜o, denomina-se, relativamente a` figura 3.8, as imagens
da reflexa˜o dos espelhos esquerdo e direito como imagens esquerda e direita, respectiva-
mente. A imagem da cena 3D que na˜o e´ a reflexa˜o de nenhum espelho, sera´ referenciada
como imagem central. Os pontos de cada uma destas partes da imagem sera˜o destinguidos
pela primeira letra da parte a que pertencem, isto e´, se forem da parte esquerda, central ou
direita tera˜o como ind´ıce, respectivamente, a letra e, c ou d.
A fase da obtenc¸a˜o do epipolo, comec¸a pela observac¸a˜o da imagem na˜o calibrada da
figura 3.8, que se considera conter apenas dois epipolos. A raza˜o para esta situac¸a˜o adve´m
do facto de que, ao se considerarem as verdadeiras projecc¸o˜es da cena 3D (e na˜o as projecc¸o˜es
das reflexo˜es) como parte integrante no ca´lculo dos epipolos, esta´-se a definir que a imagem
adquirida e´ composta por apenas duas imagens distintas (esquerda e direita). Assim, para
se obter cada epipolo tera˜o que se usar os pontos da parte central da imagem e os pontos
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da parte vista pela caˆmara virtual correspondente.
Analiticamente, o ca´lculo de cada epipolo e´ o mesmo, pelo que mostra-se apenas como
se obte´m o epipolo da imagem da parte direita. Seja P um ponto 3D, gene´rico, e pc e pd as
suas respectivas projecc¸o˜es na parte central e direita da u´nica imagem captada. A projecc¸a˜o
pc e´ obtida pela caˆmara real. Por seu lado, a projecc¸a˜o pd e´ obtida pela caˆmara virtual
direita, ou seja, e´ a projecc¸a˜o da reflexa˜o de P no espelho direito, visto pela caˆmara real.
A recta formada pelos pontos pc e pd e´ dada por
(pd ∧ pc)T q = 0 (3.4)
com q um ponto gene´rico da recta. Tendo um conjunto de n pontos correspondentes, com
n ≥ 2, nestas duas imagens, pode-se formar um sistema linear Ax = b, com n equac¸o˜es
e duas inco´gnitas. Da soluc¸a˜o deste sistema resultam as coordenadas do epipolo desejado.
Para se obter esta soluc¸a˜o matema´tica utiliza-se um dos me´todos lineares apresentados na
secc¸a˜o 2.7. Outra maneira de concluir que a u´nica soluc¸a˜o do sistema criado so´ pode ser o
epipolo direito adve´m da comparac¸a˜o das equac¸o˜es (2.44) e (3.4).
Caso Nu´mero de pontos usados Epipolo esquerdo Epipolo direito
1 2 (-6974.3,-871.3) (1910.2,-801.0)
2 4 (-2225.0,-098.0) (1801.6,-707.3)
3 8 (-2959.7,-224.6) (1629.0,-616.2)
4 8 (-0878.6,-591.2) (0186.2,-525.3)
Tabela 3.2: Resultados do ca´lculo dos epipolos. Os primeiros treˆs casos usam o
me´todo dos epipolos por construc¸a˜o. O quarto caso estima a matriz fundamental,
obtendo, de seguida, o seu espac¸o nulo.
Na tabela 3.2 podem ser vistos os epipolos obtidos para quatro casos diferentes. Para
os primeiros treˆs casos desta tabela, os resultados foram obtidos detectando manualmente
alguns pontos correspondentes em cada parte da imagem captada. Da unia˜o dos pontos da
parte esquerda e central da imagem captada, surgiram as rectas que, ao serem intersectadas,
deram origem ao epipolo esquerdo. Da mesma forma, o epipolo direito surge da intersecc¸a˜o
das rectas obtidas com a unia˜o dos pontos da parte direita e central da imagem captada.
Na u´ltima situac¸a˜o recorre-se ao me´todo cla´ssico, ou seja, estima-se primeiro a matriz
fundamental e depois calcula-se o seu espac¸o nulo, obtendo-se, finalmente, o epipolo.
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(a) (b)
(c) (d)
Figura 3.11: Rectas formadas para a obtenc¸a˜o dos epipolos, atrave´s da sua intersecc¸a˜o.
(a) Caso onde se usam apenas dois pontos; (b) Caso onde se usam quatro pontos;
(c) Caso onde se usam oito pontos; (d) Rectas epipolares obtidas atrave´s da matriz
fundamental, estimada pelo algoritmo dos oito pontos.
A figura 3.11 mostra as rectas epipolares que deram origem aos resultados apresentados
na tabela 3.2. A figura 3.11(a) usa apenas um par de pontos, em cada uma das partes da
imagem captada, e corresponde ao primeiro caso apresentado na tabela 3.2. A figura 3.11(b),
com quatro pontos em cada uma das partes da imagem captada, corresponde, por sua vez, ao
segundo caso apresentado na tabela 3.2, e assim sucessivamente. As duas u´ltimas situac¸o˜es
sa˜o tratadas com oito pontos, tambe´m correspondentes, em cada uma das partes da imagem
captada.
A imagem adquirida, mostrada na figura 3.11, tem um pormenor que conve´m ser es-
clarecido. No momento da aquisic¸a˜o, os espelhos encontram-se ambos assentes no plano
XY e esta˜o perpendiculares entre si. Isto implica que, nas figuras 3.11(a), 3.11(b) e 3.11(c),
alguns pontos da parte direita e central da imagem captada so´ podem ser correspondentes
se for considerado que a folha na˜o tem espessura, isto e´ que a folha representa um plano
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transparente.
Numa primeira comparac¸a˜o entre o me´todo dos epipolos por construc¸a˜o e o me´todo
cla´ssico, torna-se o´bvio que o primeiro necessita apenas de dois pontos correspondentes em
cada imagem (caso 1 da tabela 3.2), enquanto que o outro me´todo precisa de oito (caso 4
da mesma tabela). O nu´mero de pontos correspondentes e´ muito importante porque afecta
a sua sensibilidade ao ru´ıdo. Na˜o esquecer que, quando o nu´mero de pontos for maior
que o necessa´rio, o sistema torna-se sobre-dimensionado, e qualquer pequeno engano nesses
pontos afecta a soluc¸a˜o final, pois esta e´ obtida atrave´s de um processo de minimizac¸a˜o
linear.
Como o nosso me´todo e´ um processo gra´fico puro, a sensibilidade ao ru´ıdo torna-se mais
suave que no me´todo cla´ssico, mas na˜o desaparece. Analisando os treˆs primeiros casos da
tabela 3.2, nota-se que, com o incremento do nu´mero de pontos usados o ru´ıdo e´ reduzido,
tornando os resultados mais esta´veis. Comparando os dois u´ltimos casos, verifica-se uma
grande diferenc¸a entre os valores das coordenadas dos epipolos. Este facto acontece devido
a` estimac¸a˜o de F ter sido feita com o mı´nimo de pontos correspondentes poss´ıvel, o que
eleva grandemente a sua sensibilidade ao ru´ıdo. E´, no entanto, muito importante focar que
o sinal das coordenadas dos epipolos e´ o mesmo para todos os casos.
Apesar deste exemplo e das suas concluso˜es, ele na˜o confirma, inequivocamente, a vali-
dade do me´todo, pois na˜o se consegue ver a projecc¸a˜o do centro o´ptico do espelho. Assim,
o melhor exemplo que se pode dar, no sentido de confirmar definitivamente a validade deste
me´todo e´ que po˜e a caˆmara real numa posic¸a˜o tal, que o espelho fica com a sua reflexa˜o.
Neste caso, como se pode confirmar pela figura 3.12, o epipolo tem que estar na parte da im-
agem que conte´m a projecc¸a˜o da reflexa˜o da caˆmara no espelho. Nessa figura fez-se apenas
a aquisic¸a˜o da cena 3D e a sua reflexa˜o no espelho esquerdo, ignorando o espelho direito.
Na obtenc¸a˜o do epipolo foram escolhidos manualmente alguns pontos correspondentes, sem
qualquer crite´rio definido. Cada recta e´ formada por uma projecc¸a˜o da parte central e uma
da parte esquerda da imagem captada. As coordenadas do epipolo foram determinadas
aplicando o RANSAC a` intersecc¸a˜o destas rectas.
No que diz respeito a` fase da estimac¸a˜o da homografia, relembre-se a necessidade do
conhecimento de, pelo menos, quatro pares de pontos correspondentes.
Recuperando os treˆs pontos P1, P2 e P3, que definem o plano π, da figura 3.9, considere-
se que p1e, p2e e p3e sa˜o as suas projecc¸o˜es na parte esquerda da imagem e p1d, p2d e p3d na
parte direita da imagem. Sabendo que treˆs pontos na˜o colineares do espac¸o tridimensional
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Figura 3.12: Exemplos de obtenc¸a˜o do epipolo pelo me´todo dos epipolos por con-
struc¸a˜o.
definem sempre um plano, e´ evidente que estas projecc¸o˜es verificam a relac¸a˜o (2.38).
As equac¸o˜es obtidas atrave´s de (2.38) podem ser simplificadas, efectuando uma mudanc¸a
de base para cada um dos dois conjuntos de projecc¸o˜es (parte esquerda e direita da imagem).
Essa simplificac¸a˜o e´ feita passando das coordenadas pixels usuais, a`s coordenadas projectivas
definidas numa base cano´nica do espac¸o projectivo de dimensa˜o 2. Para tal, efectua-se uma

















aos pontos da parte esquerda da imagem, p0e, p1e, p2e e p3e, respectivamente, com p0e
um ponto qualquer nessa parte. Para a parte direita da imagem, procede-se da mesma
maneira. O ponto p0d, da imagem direita, na˜o tem que ser, contudo, o correspondente de
p0e. E´ preciso notar que os quatro pontos, em cada uma das duas imagens, na˜o devem ser,
treˆs a treˆs, colineares.
Como as homografias sa˜o invert´ıveis, podemos enta˜o efectuar todos os ca´lculos com as
coordenadas projectivas novas e depois voltar a`s coordenadas pixels iniciais. Assim, com
a escolha das novas coordenadas nas duas partes da imagem, e utilizando a relac¸a˜o (2.38)
para os treˆs pares de pontos correspondentes, (p1e, p1d), (p2e, p2d) e (p3e, p3d), a matriz H
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Esta matriz tem treˆs paraˆmetros, mas como todas as colineac¸o˜es sa˜o definidas a menos
de um factor de escala, somente dois deles sa˜o independentes. Para ale´m disso, estes treˆs
paraˆmetros na˜o podem ser nulos, sob pena deH na˜o ser invert´ıvel, mas sim uma homografia
singular que transformaria um plano numa recta. Por consequeˆncia, podemos fixar um dos








Antes de avanc¸ar, conve´m ver o comportamento das homografias estimadas a partir da
equac¸a˜o (2.38). Para a estimac¸a˜o das homografias usa-se o me´todo nume´rico da ana´lise dos
valores pro´prios.
(a) (b) (c)
Figura 3.13: Representac¸a˜o dos pontos usados e obtidos na estimac¸a˜o das homo-
grafias: (a) Caso dos quatro pontos normalizados; (b) Caso dos oito pontos na˜o
normalizados; (c) Caso dos oito pontos normalizados.
A imagem mostrada na figura 3.13 representa uma folha sem espessura, ou seja, uma
superf´ıcie planar perfeita. Sobre essa imagem, considere-se treˆs situac¸o˜es de ca´lculo da
homografia. Numa primeira, usa-se o mı´nimo de pontos correspondentes necessa´rios a` es-
timac¸a˜o, entre as treˆs partes da imagem captada (figura 3.13(a). Numa segunda situac¸a˜o,
utilizam-se oito trios de pontos correspondentes na˜o normalizados (figura 3.13(b). Final-
mente, numa terceira situac¸a˜o, os oito trios de pontos sa˜o normalizados antes de se proceder
a` estimac¸a˜o da matriz homogra´fica (figura 3.13(c).
112 CAPI´TULO 3. RECUPERAC¸A˜O DE PONTOS 3D
Uma vez que a imagem da figura 3.13 e´ a junc¸a˜o de treˆs sub-imagens, existem treˆs homo-
grafias que fazem a correspondeˆncia entre o plano tridimensional projectado em cada uma
dessas sub-imagens. Sendo assim, os pontos marcados com × sa˜o os usados nas estimac¸o˜es,
enquanto que os pontos marcados com + e com ◦ sa˜o os que resultam da aplicac¸a˜o dessas
homografias (cada ponto, de cada parte da imagem capturada, pode ser obtido recorrendo
a duas homografias diferentes). Para conheceˆ-las todas, basta estimar apenas duas delas. A
raza˜o desta afirmac¸a˜o e´ simples e prova-se da seguinte maneira. Como todas as homografias
sa˜o invert´ıveis, a partir da equac¸a˜o (2.38) tem-se
pe = Hecpc ⇔ pc = H−1ec pe pd = Hdcpc (3.6)
substituindo a primeira equac¸a˜o de (3.6) na segunda, obte´m-se o pretendido, ou seja, a
terceira homografia, dada por




pontos normalizados Hec Hdc Hed Heda
Distancia me´dia entre todos os pontos e as suas reprojec¸o˜es
4 Sim 1.93 pixels 1.27 pixels 1.29 pixels 1.29 pixels
8 Na˜o 4.89 pixels 1.85 pixels 1.35 pixels 3.32 pixels
8 Sim 2.01 pixels 1.43 pixels 1.23 pixels 1.19 pixels
Desvio padra˜o da distancia entre todos os pontos e as suas re-
projec¸o˜es
4 Sim 2.43 pixels 1.63 pixels 1.42 pixels 1.42 pixels
8 Na˜o 2.68 pixels 0.76 pixels 0.75 pixels 1.71 pixels
8 Sim 0.65 pixels 0.69 pixels 0.57 pixels 0.49 pixels
Tabela 3.3: Resultados da estimac¸a˜o das homografias. A matriz Hed foi estimada com
a primeira equac¸a˜o inserida em 3.7, enquanto que Heda foi obtida atrave´s da segunda
equac¸a˜o inserida em 3.7.
De forma a complementar as concluso˜es sobre a estimac¸a˜o das homografias, considere-
se tambe´m a tabela 3.3, a qual apresenta alguns dos resultados da estimac¸a˜o de todas as
homografias envolvidas na figura 3.13. Analisando os seus resultados, nota-se que com a
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normalizac¸a˜o dos dados de entrada, os resultados tornam-se melhores (o segundo caso da
tabela 3.3 tem uma me´dia e um desvio padra˜o da soma das distaˆncias entre todos os pontos
e as suas reprojecc¸o˜es, piores que o terceiro caso). Outro facto que resulta da comparac¸a˜o
da primeira e u´ltima situac¸o˜es da tabela 3.3, e´ que o uso de mais pontos correspondentes
correctos (sem ru´ıdo) melhora o desempenho da correspondeˆncia (o desvio padra˜o do u´ltimo
caso e´ o melhor). Assim, conclui-se que o problema dos me´todos nume´ricos, isto e´, a sua
sensibilidade aos ru´ıdos existentes nos dados de entrada, permanece.
Existe ainda algo de interessante a considerar na tabela 3.3, mais especificamente nas
suas duas u´ltimas colunas. A coluna da matriz Hed conte´m os dados obtidos a partir da
equac¸a˜o (2.38), enquanto que a coluna da matriz Heda conte´m os dados obtidos a partir
da equac¸a˜o (3.7). Como se pode verificar, os resultados de Hed so´ sa˜o melhores que os
de Heda para a situac¸a˜o dos pontos na˜o normalizados, sendo semelhantes quando e´ feita
a operac¸a˜o de normalizac¸a˜o. A raza˜o para este facto prende-se com a propagac¸a˜o dos
erros. Quando uma matriz e´ estimada, ela conte´m quase sempre alguns erros (vistos como
sensibilidade da matriz). Ao multiplicarmos duas dessas matrizes, o resultado vira´ afectado
com o erro de ambas. No entanto, depois dos dados de entrada serem normalizados, o erro
que eles carregam quase desaparece, levando a que a sua propagac¸a˜o quase na˜o tenha efeitos.
Conclui-se, enta˜o, que a operac¸a˜o de normalizac¸a˜o e´ muito importante para o ca´lculo das
homografias.
Finalmente, passemos a` fase da estimac¸a˜o da matriz fundamental. Suponha-se que o
epipolo na imagem direita, em coordenadas homoge´neas, e´ dado por ed(ex, ey, ec). Sendo H
a matriz, 3× 3, que descreve a homografia escrita sob a forma (3.5), a matriz fundamental































ou, de uma outra forma,
ae(cdey − bdec)α+ be(adec − cdex)β + ce(exbd − eyad) = 0 (3.9)
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E´ de notar que os pontos das imagens, pe e pd, e o epipolo, e, teˆm que passar pela mesma
mudanc¸a de base por que passaram aquando da estimac¸a˜o da homografia. Da´ı a necessi-
dade de se considerar as treˆs componentes das suas coordenadas, pois a sua coordenada
homoge´nea pode ser transformada em zero (o que na˜o quer dizer que o ponto esteja no
infinito). Se, em vez do epipolo direito, fosse conhecido o esquerdo, todo o processo seria
feito da mesma forma, com a excepc¸a˜o de se usar a equac¸a˜o (2.49) em vez da (2.48).
Mesmo que a cena seja coplanar (todos os pontos pertencem ao plano π), a equac¸a˜o
(3.9) continuara´ va´lida. Neste caso particular, qualquer um dos pontos da imagem pode
ser o epipolo. Contudo, a homografia H continua a verificar a restricc¸a˜o imposta por
(2.38). Isto garante uma coereˆncia ao n´ıvel da singularidade da homografia, mesmo com
esta degenerac¸a˜o.
Na equac¸a˜o (3.9) so´ os paraˆmetros α e β sa˜o desconhecidos. Como tal, esta equac¸a˜o
pode ser transformada em
[
ae(cdey − bdec) be(adec − cdex)
]  α
β
 = [ ce(eyad − exbd) ] (3.10)
Se tivermos n pontos correspondentes, com n ≥ 2, usando a equac¸a˜o (3.10) poderemos
construir um conjunto de equac¸o˜es lineares, ficando enta˜o com um sistema de equac¸o˜es do
tipo Ax = b. A estimac¸a˜o da matriz fundamental, F, e, automaticamente, da homografia,
H, fica conclu´ıda, com a obtenc¸a˜o da soluc¸a˜o desse sistema atrave´s de um qualquer me´todo
nume´rico.
Por outro lado, se tivermos n pontos correspondentes, com n ≥ 8, poderemos obter
resultados similares. Nessas circunstaˆncias, basta aplicar ao epipolo descoberto e ao con-
junto dos n pontos, o algoritmo da minimizac¸a˜o alge´brica sem iterac¸a˜o, para obter a matriz
fundamental e uma homografia, entre as va´rias poss´ıveis. O facto da matriz G, da equac¸a˜o
(2.31), na˜o ter caracter´ıstica igual ao nu´mero de colunas impede que esta homografia seja
u´nica.
A matriz F, assim definida, verifica a equac¸a˜o (2.10). Para ale´m disso, ela e´, por
construc¸a˜o, uma matriz de caracter´ıtica 2 (o determinante de F e´ sempre nulo), sendo, por
consequeˆncia, formalmente a matriz fundamental que descreve a geometria epipolar entre
a parte esquerda e a parte direita da imagem.
Voltando a` imagem da figura 3.11, a tabela 3.4 apresenta alguns dos resultados da es-
timac¸a˜o das matrizes fundamentais que lhe dizem respeito. Relembra-se que a parte central
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Tabela 3.4: Resultados da estimac¸a˜o das matrizes fundamentais. A qualidade de F
e as coordenadas dos epipolos esta˜o em pixels. Os epipolos sa˜o obtidos atrave´s do
ca´lculo do espac¸o nulo de F.
da imagem, no ca´lculo dos epipolos, e´ considerada como pertencente a ambas as partes
esquerda e direita, e portanto, isso implica a existeˆncia de apenas duas matrizes fundamen-
tais. Atrave´s do factor de qualidade da matriz F, confirma-se a propriedade subjacente aos
me´todos nume´ricos, segundo a qual, com o incremento de pontos correspondentes correctos
conseguem-se melhores resultados. Comparando a tabela 3.2 com a tabela 3.4, verifica-se
que as coordenadas dos epipolos sa˜o semelhantes (a situac¸a˜o ideal seria a igualdade, o que
aconteceria se fosse aplicado o algoritmo da minimizac¸a˜o alge´brica). Apesar deste processo
de estimac¸a˜o ser mais robusto do que o da aproximac¸a˜o centrada na matriz fundamental,
continua sens´ıvel ao ru´ıdo. A soluc¸a˜o para reduzir este problema passa pela filtragem do
ru´ıdo, do conjunto de dados de entrada, com o RANSAC, aplicado a` estimac¸a˜o de α e β.
A figura 3.14 permite visualizar a aplicac¸a˜o das matrizes fundamentais obtidas, isto e´,
mostra as rectas epipolares. Comparando-a com a figura 3.11, esclarece-se o facto evidente
de que a geometria epipolar foi estimada com base nos epipolos.
3.3.3 Reconstruc¸a˜o tridimensional dos pontos
A fase de reconstruc¸a˜o comec¸a com a definic¸a˜o do sistema de coordenadas do mundo.
Como os espelhos sa˜o planares, assume-se, sem perda de generalidade, que o o plano XZ
conte´m o espelho esquerdo e que o eixo Z e´ perpendicular ao plano onde assentam ambos
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(a) (b) (c)
Figura 3.14: Rectas epipolares resultantes da estimac¸a˜o das matrizes fundamentais:
(a) Estimac¸a˜o com dois pontos; (b) Estimac¸a˜o com quatro pontos; (c) Estimac¸a˜o com
oito pontos.











Figura 3.15: Sistema de coordenadas do sistema de aquisic¸a˜o e reconstruc¸a˜o.
de reconstruc¸a˜o, o eixo X, pode ser qualquer recta 3D paralela a` recta que passa pela
base do espelho esquerdo. Por fim, o eixo Y posiciona-se conforme a obrigatoriedade da
perpendicularidade existente para com os eixos X e Z. Isto faz com que o eixo Y possa estar
para la´ do espelho direito, sobre o espelho direito ou aque´m do espelho direito, porque, como
se veˆ na figura 3.15, a abertura entre os dois espelhos e´ sempre fixa (para cada processo de
reconstruc¸a˜o), e igual a β.
Conforme o que foi dito, a imagem adquirida pode ser considerada como a junc¸a˜o das
duas imagens captadas pelas caˆmaras virtuais, posicionadas atra´s dos espelhos. Assim, o
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processo de reconstruc¸a˜o baseia-se na intersecc¸a˜o geome´trica dos raios de luz que passam
pelos centros o´pticos dessas caˆmaras virtuais e pelo ponto 3D gene´rico, P , a recuperar.
Denominando o raio de luz gene´rico que passa pelo centro o´ptico Cv, da caˆmara virtual
esquerda, como recta (tridimensional) esquerda, e o raio de luz gene´rico que passa pelo
centro o´ptico Cv′ , da caˆmara virtual direita, como recta (tridimensional) direita, a equac¸a˜o
dessas rectas, ambas restringidas a passar pelo ponto a recuperar, pode ser dada por
P = Ci + λ
(Pi − Ci)
‖Pi − Ci‖ (3.11)
com i ∈ {v, v′} e λ = 0. Como se constata da equac¸a˜o (3.11), ale´m dos centros o´pticos
de cada caˆmara virtual, precisa-se tambe´m de conhecer os pontos tridimensionais Pe e
Pd, pertencentes a`s respectivas rectas, esquerda e direita, para se atingir a recuperac¸a˜o de
P . Da equac¸a˜o anterior tambe´m se consegue perceber que, por cada nova reconstruc¸a˜o
sa˜o, necessa´rios novos pontos Pe e Pd. Os pontos Pe e Pd na˜o sa˜o quaisquer pontos das
rectas, tendo, obviamente, uma relac¸a˜o que facilita o processo de reconstruc¸a˜o. Veremos
posteriormente qual e´ essa relac¸a˜o e em que e´ que ela simplifica a recuperac¸a˜o de qualquer
ponto P .
Para facilitar a explanac¸a˜o, a fase de reconstruc¸a˜o dos pontos tridimensionais e´ dividida
em treˆs partes, a da obtenc¸a˜o dos pontos Pe e Pd (ca´lculo dos pontos do plano espelho), a
da obtenc¸a˜o dos centros o´pticos virtuais Cv e Cv′ (ca´lculo dos centros o´pticos) e, por fim, a
da obtenc¸a˜o do ponto gene´rico P (recuperac¸a˜o de pontos gene´ricos).
Ca´lculo dos pontos do plano espelho
Os conhecimentos ate´ este momento resumem-se ao das projecc¸o˜es que esta˜o na imagem
na˜o calibrada e ao de que ambos os espelhos planares podem ser considerados como planos
tridimensionais. Assim, para a obtenc¸a˜o gene´rica dos pontos tridimensionais Pe e Pd, ira´
ser usada uma matriz de transformac¸a˜o, T, que relaciona as projecc¸o˜es da imagem com
pontos euclidianos de um plano do sistema de coordenadas do mundo.
A` primeira vista, a relac¸a˜o (2.7) fornece a possibilidade de se obter a matriz T. No
entanto, a partir da forma como esta´ apresentada, na˜o se conseguem determinar os pon-
tos 3D desejados pois no sistema de equac¸o˜es resultante existem treˆs inco´gnitas para duas
equac¸o˜es. De forma a ultrapassar este problema surgiu a ideia de aproveitar o facto do
espelho esquerdo estar no plano XZ e, a partir da´ı, obter os pontos gene´ricos Pe e Pd.
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Neste contexto, como se tem dois espelhos, tera˜o de ser criadas duas matrizes de trans-
formac¸a˜o, que relacionem matematicamente os pontos tridimensionais dos espelhos com as
suas correspondentes projecc¸o˜es na imagem.
O ponto Pe corresponde a` intersecc¸a˜o do raio projectivo que chega a` caˆmara virtual
esquerda, e que passa pelo ponto a recuperar, com o plano espelho esquerdo. Como tal,
para a obtenc¸a˜o deste ponto gene´rico considera-se Pe = (Xe, 0, Ze), pois o espelho esquerdo,
ao estar contido no planoXZ (ver figura 3.15), faz com que todas as coordenadas dos pontos
que lhe pertencem tenham ordenada igual a zero. Considere-se, tambe´m, que o ponto Pe
e´ projectado na imagem resultante do sistema de aquisic¸a˜o no ponto pe = (xe, ye). A
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onde k e´ um factor multiplicativo qualquer, diferente de zero.
Com esta simplificac¸a˜o conseguiu-se fazer com que a matriz de transformac¸a˜o se tornasse
3×3 e, automaticamente, invert´ıvel. Desta forma, todos os pontos Pe determinam-se apenas






 = T−1xz pe (3.12)
Por seu lado, o ponto Pd corresponde a` intersecc¸a˜o do raio projectivo que chega a` caˆmara
virtual direita, e que passa pelo ponto a recuperar, com o plano espelho direito. Devido ao
facto do espelho direito poder estar sobre o plano Y Z ou noutras posic¸o˜es (ver figura 3.15),
a obtenc¸a˜o do ponto gene´rico Pd pode sofrer uma pequena alterac¸a˜o face a` determinac¸a˜o
de Pe. Sendo D a coordenada horizontal no plano que conte´m o espelho direito, atrave´s de
3.3. RECONSTRUC¸A˜O CENTRADA NOS ESPELHOS 119






substituindo (3.13) na relac¸a˜o (2.7) e considerando que pd = (xd, yd) corresponde a` projecc¸a˜o
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onde k e´ um factor multiplicativo qualquer, diferente de zero.






 = T−1yz pd (3.14)
com apenas com as projecc¸o˜es das reflexo˜es do espelho direito na imagem.
Como as homografias Txz e Tyz sa˜o matrizes 3× 3, definidas a menos de um factor de
escala, a sua estimac¸a˜o necessita, no mı´nimo, de um conjunto de quatro pontos tridimen-
sionais do respectivo plano, bem como das suas correspondentes projecc¸o˜es 2D, cujos pontos
gene´ricos definiremos por (xm, ym). A respectiva estimac¸a˜o destas matrizes passa pela res-









tanβ + t12 t13 t14
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tanβ + t22 t23 t24
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tanβ + t32 t33 t34
]T
Para cada um dos sistema de equac¸o˜es acima mencionado, a matriz A e´ composta pelas
respectivas sub-matrizes Axz e Ayz. Estas sa˜o criadas a partir de cada par de pontos
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correspondentes, e sa˜o dadas por
Axz =
 XM ZM 1 0 0 0 −XMxm −ZMxm − xm




 YM ZM 1 0 0 0 −YMxm −ZMxm − xm
0 0 0 Ym ZM 1 −YMym −ZMym − ym

Utilizando marcas naturais (como por exemplo, os cantos dos espelhos) ou marcas ar-
tificiais colocadas nos espelhos, conseguimos saber o posicionamento das projecc¸o˜es dessas
marcas na imagem (ou seja, os pontos pe e pd). Por outro lado, se essas marcas forem
medidas em relac¸a˜o a` origem do sistema de coordenadas do mundo (que se situa nos espel-
hos), obtemos tambe´m os pontos Pe e Pd, e juntamos a ta˜o desejada me´trica euclidiana no
processo de reconstruc¸a˜o. As marcas devera˜o ser tais que tornem o processo natural, isto
e´, na˜o sejam necessa´rias tarefas adicionais a` reconstruc¸a˜o. Por isso, como se conhecem as
medidas dos espelhos, as marcas relacionadas com esse facto sa˜o as preferenciais.
O nu´mero de pares de pontos correspondentes, necessa´rios a` estimac¸a˜o, pode ser op-
timizado, ou seja, diminu´ıdo, se forem usados os mesmos pontos, tanto na equac¸a˜o (3.12)
como na equac¸a˜o (3.14). Se os espelhos esquerdo e direito estiverem juntos, lado a lado,
todos os pontos pertencentes a` linha de junc¸a˜o dos espelhos teˆm essa capacidade. Apesar
deste facto, na˜o se podem escolher todos os pontos 3D necessa´rios dessa linha pois isso de-
generaria as soluc¸o˜es obtidas para as transformac¸o˜es Txz e Tyz. No ma´ximo so´ se podera˜o
escolher treˆs pontos pertencentes a` linha de junc¸a˜o dos espelhos, o que implica que para as
duas transformac¸o˜es bastara´ conhecer apenas cinco pares de pontos diferentes.
Ca´lculo dos centros o´pticos
Atrave´s das projecc¸o˜es de dois pontos 3D na imagem e das matrizes de transformac¸a˜o Txz
e Tyz, obtidas no ponto anterior, obteˆm-se as posic¸o˜es tridimensionais correspondentes a
essas projecc¸o˜es, nos planos dos espelhos esquerdo e direito. Se, a estes pontos dos espelhos,
lhes juntarmos as posic¸o˜es tridimensionais reais das projecc¸o˜es usadas, podemos formar
rectas tridimensionais. Como cada espelho simboliza uma caˆmara (virtual), teremos duas
rectas 3D por cada caˆmara virtual, pois os dois pontos conhecidos do mundo real originam
dois pontos em cada espelho. Cada recta tridimensional obtida e´ um raio projectante que
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chega a` caˆmara virtual. Como se sabe, a intersecc¸a˜o de dois raios projectantes que chegam
a` mesma caˆmara tem como resultado o centro o´ptico dessa mesma caˆmara.
Embora correcto, este racioc´ınio teo´rico tem na sua aplicac¸a˜o pra´tica alguns problemas
relevantes. Sendo assim, passemos a` descric¸a˜o do procedimento pra´tico utilizado no ca´lculo
destes centros o´pticos. Como a maneira de os obter e´ a mesma para qualquer das duas
caˆmaras virtuais, a descric¸a˜o ira´ ser feita de forma gene´rica, sem especificar se o ca´lculo e´
para a caˆmara virtual esquerda ou direita.
A execuc¸a˜o comec¸a com a marcac¸a˜o e a medic¸a˜o de dois pontos da cena 3D, P1a e P2a,
na˜o pertencentes aos espelhos. Apo´s a aquisic¸a˜o da imagem na˜o calibrada da cena, fica-se a
conhecer as projecc¸o˜es correspondentes a esses pontos. Multiplicando essas projecc¸o˜es pela
inversa da matriz de transformac¸a˜o (Txz ou Tyz, conforme o caso), obteˆm-se as reflexo˜es
no espelho dos pontos marcados na cena, respectivamente, P1b e P2b. Com estes pontos
tridimensionais definem-se as rectas
r1 ≡ P1a − P + λ P1b − P1a‖P1b − P1a‖ = 0 r2 ≡ P2a − P + λ
P2b − P2a
‖P2b − P2a‖ = 0
A intersecc¸a˜o destas rectas dara´ o centro o´ptico virtual. E´ aqui que podem surgir problemas.
Quando se fala em intersecc¸a˜o de duas rectas tridimensionais, primeiro ha´ que verificar
qual a relac¸a˜o entre elas. Assim, podem existir as seguintes possibilidades: as rectas na˜o
sa˜o paralelas e na˜o se intersectam, as rectas intersectam-se, as rectas sa˜o paralelas, mas na˜o
coincidem e, finalmente, as rectas sa˜o coincidentes.
Teoricamente, so´ a segunda possibilidade e´ que dever´ıamos ter neste processo de recon-
struc¸a˜o. No entanto, basta haver algum erro de medic¸a˜o ou na escolha das projecc¸o˜es na
imagem, para que outras possibilidades acontec¸am. Na pra´tica, a probabilidade de acon-
tecer alguma das duas u´ltimas possibilidades e´ quase nula porque, ale´m da escolha das
projecc¸o˜es ser feita manualmente, so´ uma medic¸a˜o muito incorrecta daria esses resultados.
Entre as quatro hipo´teses referidas, a primeira situac¸a˜o pode acontecer frequentemente, ba-
stando para isso pequenos erros na escolha das projecc¸o˜es (por exemplo, em vez de escolher
o ponto certo na imagem de 768× 576 pixels, escolhe-se o ponto que esta´ seis ou sete pixels
mais afastado). Por tudo isto, o procedimento tem de fazer uma verificac¸a˜o da relac¸a˜o entre
as rectas encontradas, e, a partir da´ı, se for poss´ıvel, ultrapassar os erros que possam existir.
Sendo P1a e P1b os pontos pertencentes a uma das rectas (a qual denominaremos por
recta 1), e P2a e P2b os pontos pertencentes a` outra recta (que designaremos por recta 2),
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o procedimento segue com a formac¸a˜o dos vectores paralelos a essas rectas, dados por
/r1 = /P1aP1b /r2 = /P2aP2b
e, tambe´m, com a formac¸a˜o do vector /u que une um ponto da recta 1 a um ponto da recta
2. Com os dados que possu´ımos, esse vector pode ser obtido atrave´s de qualquer uma das
formas seguintes
/u = /P1aP2a /u = /P1aP2b /u = /P1bP2a /u = /P1bP2b
Para o procedimento, na˜o faz qualquer diferenc¸a a escolha da forma de obtenc¸a˜o do vector
/u.
O vector perpendicular a ambas as rectas 1 e 2 e, tambe´m, paralelo a` recta que passa
pelo ponto onde as rectas 1 e 2 se encontram mais pro´ximas pode ser formado atrave´s de
/v = /r1 ∧ /r2
onde ∧ e´ o operador de produto vectorial.
Se o vector /v for nulo, enta˜o, as rectas 1 e 2 sa˜o paralelas. Esta situac¸a˜o representa as
terceira e quarta possibilidades das relac¸o˜es entre rectas acima referidas, que, como se disse,
sa˜o devidas a erros grosseiros. Se durante um processo de reconstruc¸a˜o este caso (/v = 0)
acontecer, o procedimento pa´ra imediatamente, de forma a poder ser reformulado algum
valor das medic¸o˜es.
Por outro lado, se /v = 0, o procedimento continua, com o ca´lculo da distaˆncia mı´nima




Se dm for zero, enta˜o as rectas intersectam-se. Se dm for diferente de zero, enta˜o as rectas na˜o
se intersectam. A forma de ultrapassar esta u´ltima situac¸a˜o, ja´ que ela resulta, obviamente,
de um erro, consiste em encontrar o ponto me´dio entre os pontos das rectas 1 e 2 mais
pro´ximos um do outro. Esta soluc¸a˜o tambe´m se adequa ao caso das rectas se intersectarem
porque, sendo dm = 0, o ponto me´dio entre um ponto e ele pro´prio e´ exactamente esse
mesmo ponto.
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com P um ponto gene´rico do plano π1. Em vez do ponto P1a poderia ser usado o ponto P1b
sem que isso alterasse o procedimento.







com P um ponto gene´rico do plano π2. Tambe´m aqui, poderia ter sido usado o ponto P2b














Figura 3.16: Aspecto gra´fico do me´todo de intersecc¸a˜o entre duas rectas na˜o paralelas
e na˜o coincidentes.
Da intersecc¸a˜o da recta 1 com o plano π2 surge o ponto P1p, enquanto que o ponto P2p
resulta da intersecc¸a˜o da recta 2 com o plano π1. Estes pontos esta˜o, entre si, a` distaˆncia
dm, tal como se confirma pela figura 3.16, e pertencem, respectivamente, a`s rectas 1 e 2.
Para se obter a soluc¸a˜o matema´tica destas intersecc¸o˜es, tera´ que se ultrapassar o prob-
lema do sobre-dimensionamento do sistema de equac¸o˜es resultante, pois este sistema conte´m
quatro equac¸o˜es (a equac¸a˜o do plano correspondente e treˆs equac¸o˜es relativas a` recta 3D)
para treˆs inco´gnitas (as coordenadas X, Y e Z do ponto de intersecc¸a˜o). Para resolver este
problema devera´ ser usado um me´todo linear (por exemplo o me´todo dos valores pro´prios
ou o SVD) que encontre a soluc¸a˜o o´ptima do sistema.





Uma vez obtidos os centros o´pticos virtuais, torna-se fa´cil obter o centro o´ptico da
caˆmara real. Este dado e´ fisicamente bastante dif´ıcil de ser confirmado, pois qualquer
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centro o´ptico encontra-se posicionado no interior da caˆmara. No entanto, o valor obtido
para o centro o´ptico da caˆmara real, trara´ mais uma confirmac¸a˜o sobre a correcc¸a˜o do
me´todo, pois indica a zona onde a caˆmara real devera´ estar posicionada. Poder-se-ia tirar
mais partido do centro o´ptico real, neste processo de reconstruc¸a˜o, se fosse conhecido um
plano tridimensional, paralelo ou coincidente ao plano imagem, com o qual se pudessem
relacionar as projecc¸o˜es da imagem, relativas apenas a` cena 3D.
A forma de obtenc¸a˜o do centro o´ptico, na pra´tica, e´ descrita de seguida. Conforme
foi dito atra´s, um epipolo e´ a projecc¸a˜o do centro o´ptico da caˆmara na imagem, pelo que
atrave´s das equac¸o˜es (3.12) e (3.14) podemos obter as posic¸o˜es tridimensionais nos espelhos
(PMe e PMd) dos epipolos obtidos anteriormente por construc¸a˜o (ver subsecc¸a˜o anterior).
Com estes pontos e com os centros o´pticos das caˆmaras virtuais podem-se formar duas
rectas, cuja intersecc¸a˜o e´ o centro o´ptico da caˆmara real, Cr. A determinac¸a˜o desta nova
informac¸a˜o tera´ que passar pelo me´todo que foi descrito para solucionar o problema ligado a`
intersecc¸a˜o de rectas tridimensionais. Os centros o´pticos das caˆmaras virtuais sa˜o os pontos
3D que, como vimos, e´ necessa´rio conhecer.
Outra forma de ca´lculo do centro o´ptico da caˆmara real assenta no facto dos centros
o´pticos real e virtual esquerdo pertencerem a` mesma recta 3D, a qual conte´m o ponto PMe.
Esta restric¸a˜o associada ao posicionamento do sistema de eixos, mostrado na figura 3.15,
e ao facto da equac¸a˜o do plano espelho ser Y = 0, impo˜e que as coordenada X e Z de Cr
tera˜o que ser as mesmas que PMe. Segundo Sameer [Sameer 98], os centros o´pticos virtuais
esta˜o a` mesma distaˆncia do espelho que o centro o´ptico real. Logo, a coordenada Y de Cr
e´ a inversa da coordenada Y do centro o´ptico virtual esquerdo.
Obtidos os centros o´pticos o sistema fica calibrado. Ale´m disso, mante´m-se calibrado
enquanto na˜o se alterarem as posic¸o˜es dos espelhos e da caˆmara real. Assim, com uma
calibrac¸a˜o apenas, pode-se fazer o nu´mero de reconstruc¸o˜es que se desejar. Para isso, basta
alterar a cena 3D, adquirir nova imagem e fazer o processo descrito no pro´ximo ponto para
todas as projecc¸o˜es das reflexo˜es que se veˆm em ambos os espelhos.
Recuperac¸a˜o de pontos gene´ricos
Com a intersecc¸a˜o das rectas que passam pelos pontos gene´ricos Pe e Pd (correspondentes
ao ponto a recuperar) e pelos centros o´pticos Cv e Cv′ , pode-se recuperar qualquer ponto
tridimensional que na˜o esteja oculto a pelo menos uma das caˆmaras virtuais.
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Sendo as coordenadas do ponto a recuperar P (X,Y, Z), as coordenadas dos centros
o´pticos das caˆmaras virtuais Cv = (Cvx, Cvy, Cvz) e Cv′ = (Cv′x, Cv′y, Cv′z), e as coorde-
nadas dos pontos dos planos dos espelhos, correspondentes a Pe(Xe, Ye, Ze), Pd(Xd, Yd, Zd)
e P , a equac¸a˜o (3.11) pode ser transformada em
(Cvy − Ye) (Xe − Cvx) 0
(Cvz − Ze) 0 (Xe − Cvx)
(Cv′y − Yd) (Xd − Cv′x) 0













Aplicando qualquer me´todo nume´rico a` equac¸a˜o (3.15), recupera-se a informac¸a˜o per-
dida do ponto P . Este modo de se obter os pontos reconstru´ıdos e´ uma alternativa ao
me´todo que foi usado no ca´lculo dos centros o´pticos. Obviamente que a equac¸a˜o (3.15)
poderia tambe´m ter sido usada na obtenc¸a˜o dos centros o´pticos.
Outras informac¸o˜es importantes
E´ poss´ıvel determinar para este sistema de aquisic¸a˜o mais algumas informac¸o˜es impor-
tantes, como as rotac¸o˜es e translac¸o˜es entre os diferentes sistemas de coordenadas (mundo,
caˆmara real e caˆmaras virtuais), que podem ser de grande utilidade para o processo de
reconstruc¸a˜o tridimensional. De notar que estas informac¸o˜es esta˜o todas referenciadas ao
sistema de coordenadas do mundo.
Assim, comec¸a-se por considerar as transformac¸o˜es r´ıgidas, do tipo (2.3), entre o centro
o´ptico real e os centros o´pticos virtuais,


















As matrizes Dv e Dv′ sa˜o conhecidas como matrizes de reflexa˜o.
Tendo por base as equac¸o˜es (3.16) e (3.17), chega-se a` conclusa˜o que a orientac¸a˜o relativa
entre os centros o´pticos virtuais e´ dada por
Cv′ = Rv′R−1v Cv + tv′ −Rv′R−1v tv =
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Representando cada um dos espelhos pelas suas respectivas normais e relembrando que
a distaˆncia entre os centros o´pticos virtuais e os espelhos e´ igual a` distaˆcia entre o centro
o´ptico real e os respectivos espelhos [Sameer 98], enta˜o, segundo [Nayar 98], a matriz de
reflexa˜o para cada um dos espelhos e´ dada por
Dv =
 I− 2nenTe 2dene
0 1
 Dv′ =
 I− 2ndnTd 2ddnd
0 1
 (3.19)
onde a matriz I e´ a matriz identidade, as distaˆncias de e dd sa˜o, respectivamente, as
distaˆncias dos espelhos esquerdo e direito ao centro o´ptico real, −→ne o vector normal ao
espelho esquerdo e −→nd o vector normal ao espelho direito.
De acordo com o que foi apresentado anteriormente, o vector normal ao espelho esquerdo




, pois este espelho tem como equac¸a˜o geral Y = 0, e o vector
normal ao espelho direito e´ dado por nd =
[
1 − 1tanβ 0
]T
, devido a este espelho ter
como equac¸a˜o geral −X + 1tanβY = 0.
Por outro lado, substitu´ındo as expresso˜es de (3.19) na equac¸a˜o (3.18) obte´m-se a ori-






com a rotac¸a˜o, R, dada por
R = I+ 4(ne.nd)nenTd − 2nenTe − 2ndnTd (3.20)
e a translac¸a˜o, t, dada por
t = 2dene − [2de(ne.nd) + 2dd]nd
Como os centros o´pticos real e virtuais sa˜o conhecidos, a expressa˜o matema´tica das






(Cx − Cvx)2 + (Cy − Cvy)2 + (Cz − Cvz)2
2







(Cx − Cv′x)2 + (Cy − Cv′y)2 + (Cz − Cv′z)2
2
considerando que o centro o´ptico real e´ Cr = (Cx, Cy, Cz), que o centro o´ptico virtual es-
querdo e´ Cv = (Cvx, Cvy, Cvz) e que o centro o´ptico virtual direito e´ Cv′ = (Cv′x, Cv′y, Cv′z).
Uma outra informac¸a˜o que se pode retirar da configurac¸a˜o geome´trica deste sistema
de aquisic¸a˜o, tambe´m importante em processos de reconstruc¸a˜o tridimensional, e´ o con-
hecimento de um plano de refereˆncia. Uma das possibilidades normalmente utilizada e´ o
plano que conte´m os treˆs centros o´pticos. Este plano e´ conhecido como plano de movimento
[Nayar 98]. A equac¸a˜o deste plano e´ obtida por
det

Cvx − Cx Cvy − Cy Cvz − Cz
Cv′x − Cx Cv′y − Cy Cv′z − Cz
X − Cx Y − Cy Z − Cz
 = 0⇔ AX +BY + CZ +D = 0





nova informac¸a˜o e com base na equac¸a˜o (3.20), obte´m-se a rotac¸a˜o existente entre este plano
e os planos espelho esquerdo e espelho direito.
Ale´m disto, podemos verificar se as posic¸o˜es dos epipolos na imagem esta˜o correctas.
Pelo que foi dito atra´s, ee e ed sa˜o formados pela intersecc¸a˜o da baseline CvCv′ com as
respectivas imagens virtuais. Para o epipolo ee, considere-se a recta 3D que conte´m os
pontos Cr e Cv. A sua equac¸a˜o e´
X − Cx
Cvx − Cx =
Y − Cy
Cvy − Cy =
Z − Cz
Cvz − Cz













Com este ponto, usando a equac¸a˜o (3.12) obteˆm-se as coordenadas do epipolo ee na imagem.
Por seu lado, para a obtenc¸a˜o do epipolo ed, considere-se a recta 3D que conte´m os pontos
Cr e Cv′ . A sua equac¸a˜o e´
X − Cx
Cv′x − Cx =
Y − Cy
Cv′y − Cy =
Z − Cz
Cv′z − Cz
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Da intersecc¸a˜o desta recta com o plano espelho direito, cuja equac¸a˜o e´ −X + 1tanβY = 0,












Com este ponto, usando a equac¸a˜o (3.14) obteˆm-se as coordenadas do epipolo ed na imagem.
Este modo de ca´lculo destes epipolos simplifica o me´todo criado em [Sameer 98], pois evita
o conhecimento pre´vio dos paraˆmetros intr´ınsecos e extr´ınsecos da caˆmara.
3.3.4 Resultados experimentais
Experieˆncias com imagens reais validam o nosso me´todo simples de reconstruc¸a˜o, das
quais se apresentam alguns resultados significativos. Antes de avanc¸ar, conve´m separa´-
los em treˆs grupos, classificados quanto ao aˆngulo de abertura, β, entre os espelhos (ver
figura 3.15). Com esta classificac¸a˜o pretende-se dar uma visa˜o mais clara sobre as potencial-
idades e problemas (especificamente o da oclusa˜o) do processo de reconstruc¸a˜o apresentado.
Assim, os resultados do primeiro grupo sa˜o para todos os casos em que β = 90o, enquanto
que o segundo grupo e´ relativo aos casos em que β < 90o. Por fim, o terceiro grupo e´ para
os casos em que β > 90o.
β = 90o
Este grupo constitui uma situac¸a˜o especial. Aqui o espelho esquerdo pertence ao plano
XZ e o espelho direito pertence ao plano Y Z. Este u´ltimo facto simplifica a matriz de





Como primeira experieˆncia deste grupo, tentou-se apenas a reconstruc¸a˜o pontos perten-
centes ao mesmo plano tridimensional. A figura 3.17(a) representa uma imagem na˜o cali-
brada de um plano 3D. Como seria imposs´ıvel ver fisicamente o plano 3D naquela posic¸a˜o,
em ambos os espelhos, utilizou-se uma folha, na qual foi colocado um padra˜o. Desta forma
simulou-se a transpareˆncia da folha. Os pontos representados na figura 3.17(a) atrave´s da
marca × sa˜o os que foram reconstru´ıdos. O resultado dessa reconstruc¸a˜o e´ mostrado na
figura 3.17(b), onde foi colocado o padra˜o do plano sobre os pontos obtidos.
Para se ficar com uma melhor visa˜o sobre a precisa˜o deste processo de reconstruc¸a˜o,
na tabela 3.5 apresentam-se alguns resultados nume´ricos referentes a` figura 3.17, como as
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(a) (b)
Figura 3.17: (a) Imagem na˜o calibrada de um plano 3D, de onde se recuperaram os
pontos assinalados com um ×; (b) Resultados da reconstruc¸a˜o planar.
Posic¸a˜o Distaˆncia entre os Distaˆncia Distaˆncia
na imagem X Y Z pontos reais e recuperados horizontal vertical
1 194.12 087.78 350.58 15.54 144.90 26.50
2 193.87 232.18 362.71 16.85 144.90 19.68
3 194.43 092.58 324.51 11.25 142.69 20.83
4 195.46 234.04 343.18 20.00 142.69 32.66
5 194.59 093.61 303.70 09.76 136.10 29.11
6 197.66 229.48 310.91 12.32 136.10 24.77
7 194.66 093.28 274.59 10.63 138.39 19.99
8 199.21 231.11 286.24 11.76 138.39 21.71
9 194.46 089.72 254.92 13.63 144.08 26.86
10 200.46 233.35 264.67 14.41 144.08 30.25
11 194.41 090.14 228.05 13.08 144.98 30.88
12 202.00 234.78 234.49 10.63 144.98 24.76
13 194.70 095.38 197.62 09.71 137.41 21.97
14 202.91 232.00 209.91 08.97 137.41 32.38
15 194.31 091.80 175.94 11.61 142.21 24.80
16 204.19 233.66 177.59 06.33 142.21 24.80
17 194.08 091.59 141.78 15.45 145.62 -
18 205.17 236.36 152.96 08.61 145.62 -
Tabela 3.5: Informac¸a˜o sobre os pontos recuperados do plano 3D. Os valores da sexta
e se´tima coluna referem-se a` distaˆncia entre o ponto recuperado e os seus vizinhos de
baixo e lateral, respectivamente.
coordenadas dos pontos reconstru´ıdos (relativas a` origem do sistema de coordenadas do
mundo), a distaˆncia entre os pontos reais e os reconstru´ıdos e a distaˆncia entre pontos
vizinhos (na vertical e na horizontal). Estes dados foram obtidos usando os cantos dos
espelhos, como pontos 3D conhecidos (pois sabia-se que o tamanho de cada espelho era de
600mm× 600mm), na obtenc¸a˜o das matrizes Txz e Tyz. A fase da correspondeˆncia, entre
as projecc¸o˜es de cada parte da imagem adquirida, foi ultrapassada recorrendo apenas a`s
homografias, porque o que estava em jogo era apenas um plano 3D.
Da quinta coluna da tabela 3.5 resulta uma informac¸a˜o importante, a do erro me´dio
entre as coordenadas dos pontos reais e reconstru´ıdos. Neste caso, a coordenada X tem
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um erro me´dio de ∆X = 12.31mm, enquanto que a coordenada Y tem um erro me´dio de
∆Y = 4.09mm. Por fim, o erro me´dio na coordenada Z e´ de ∆Z = 3.94mm.
Como se constata na figura 3.17(a), o padra˜o estampado na folha e´ feito de rectaˆngulos
de tamanhos iguais. Os pontos escolhidos situam-se no centro de cada rectaˆngulo, estando,
por isso, todos a` distaˆncia de 138mm em relac¸a˜o aos vizinhos horizontais e de 25mm em
relac¸a˜o aos vizinhos verticais.
A sexta e se´tima colunas da tabela 3.5 mostram que os pontos recuperados manteˆm
mais ou menos as suas posic¸o˜es, em relac¸a˜o aos seus vizinhos. Destas colunas resulta que a
distaˆncia me´dia entre vizinhos horizontais e´ de 141.82mm, enquanto que entre os vizinhos
verticais e´ de 25.75mm. A raza˜o para a diferenc¸a entre a distaˆncia exacta, na cena 3D, e a
distaˆncia me´dia entre os pontos recuperados, esta´ no ru´ıdo introduzido aquando da escolha
das projecc¸o˜es na imagem.
Com o conhecimento de (192, 103, 353) e (207, 228, 152), dois pontos 3D da cena, a
estimac¸a˜o dos centros o´pticos, em mil´ımetros, da´ os seguintes resultados
Cv = (1210.6,−739.0, 718.7)
Cv′ = (−1490.1, 1094.9, 857.8)
Cr = (1082.4, 852.4, 831.4)
onde, recorde-se, Cv e´ o centro o´ptico da caˆmara virtual esquerda, Cv′ e´ o centro o´ptico da
caˆmara virtual direita e Cr e´ o centro o´ptico da caˆmara real. A posic¸a˜o do ponto Cr, apesar
de fisicamente ser muito dif´ıcil conheceˆ-la, coincide com a zona onde a caˆmara estava.
Aumentando a complexidade, passou-se para a tentativa de uma recuperac¸a˜o de pontos
de va´rias superf´ıcies planares, ambos captados na mesma imagem. A figura 3.18(a) repre-
senta essa imagem na˜o calibrada, enquanto que o resultado da reconstruc¸a˜o dessa imagem e´
mostrado na figura 3.18(b). Sobre os pontos recuperados foram colocados os padro˜es que os
planos tinham na cena 3D. Tal como o exemplo anterior, as transformac¸o˜es Txz e Tyz foram
estimadas atrave´s dos pontos situados nos cantos dos espelhos e respectivas projecc¸o˜es na
imagem. No entanto, na correspondeˆncia, em vez das homografias, recorreu-se a` matriz
fundamental. A raza˜o para esta mudanc¸a ficou a dever-se ao facto de os pontos a recuperar
pertencerem a diferentes superf´ıcies da cena 3D.
Repare-se, atrave´s da observac¸a˜o das figuras 3.17(a) e 3.18(a), que, para este grupo, os
pontos das superf´ıcies que se podem recuperar sa˜o apenas os que pertencem a`s superf´ıcies
perpendiculares aos espelhos. No caso limite, atrave´s do truque dos padro˜es colados nas
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(a) (b)
Figura 3.18: (a) Imagem na˜o calibrada, da qual se recuperaram pontos de diferentes
superf´ıcies planares; (b) Resultados da reconstruc¸a˜o, onde sobre os pontos recuperados
se poˆs o padra˜o original das superf´ıcies da cena 3D.
superf´ıcies, podem-se reconstruir apenas os pontos das superf´ıcies planares perpendiculares
ao plano onde assentam os espelhos. A raza˜o para este facto deve-se a`s caˆmaras virtuais
terem uma baseline grande. A u´nica forma de evitar este problema de oclusa˜o e´ a de abrir
os espelhos, ou seja, aumentar o aˆngulo β.
Como se poˆde verificar pela tabela 3.5, em comparac¸a˜o com a aproximac¸a˜o (a), esta
aproximac¸a˜o revela uma muito menor sensibilidade ao ru´ıdo, pois os ca´lculos na˜o se apoiam
fundamentalmente numa matriz.
Apesar dos bons resultados de reconstruc¸a˜o, a aplicac¸a˜o deste me´todo e´ extremamente
morosa, pois e´ feita ponto a ponto. Ale´m disso, na˜o consegue recuperar mais do que posic¸o˜es.
Isto implica que, para uma melhor apresentac¸a˜o da cena 3D recuperada, tenha que ser feito
um processamento de atribuic¸a˜o de cores (ou texturas) aos pontos recuperados. Juntando
isto ao facto do me´todo ser manual e ter a limitac¸a˜o de so´ poder recuperar as projecc¸o˜es
das reflexo˜es nos espelhos torna-se necessa´rio o estudo de um outro me´todo de reconstruc¸a˜o
que ultrapasse estes problemas.
β < 90o
Neste grupo apenas se podem recuperar pontos das superf´ıcies perpendiculares aos espel-
hos. A raza˜o e´ a mesma apontada para o grupo anterior. Ale´m disso, sabendo que, quando
o aˆngulo entre os espelhos e´ menor do que 90o, comec¸am a ser reflectidas as pro´prias re-
flexo˜es do espelho, o espac¸o de imagem com zonas correspondentes diminui. Para este grupo
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na˜o sa˜o apresentados nenhuns exemplos porque na˜o acrescentariam mais nada ao que ja´
foi mostrado, especificamente com os dois exemplos anteriores, relativos ao caso em que
β = 90o.
β > 90o
Por fim, havendo um aˆngulo entre os espelhos maior do que 90o, comec¸a-se a poder
recuperar pontos de outras superf´ıcies, ale´m daquelas que sa˜o perpendiculares aos espelhos.
Obviamente que essa possibilidade vai aumentando com o aˆngulo β. A raza˜o para este facto
esta´ na diminuic¸a˜o da baseline entre os centros o´pticos virtuais.
A triangulac¸a˜o necessa´ria a` recuperac¸a˜o da informac¸a˜o sobre o posicionamento tridimen-
sional do ponto, visto atrave´s das suas projecc¸o˜es na imagem, apoia-se tambe´m nos planos
XZ e Y Z. No entanto, existe uma diferenc¸a obvia em relac¸a˜o ao grupo onde β = 90o.
Um dos pontos para se executar a triangulac¸a˜o, e´ automaticamente retirado do espelho
esquerdo, pois este espelho esta´ assente no plano XZ. O outro ponto necessita de algo
mais, antes de ser usado na triangulac¸a˜o. Numa primeira fase, obteˆm-se as coordenadas da
projecc¸a˜o desse ponto no plano Y Z (coordenadas Y e Z no espelho direito). De seguida,
usando a equac¸a˜o (3.13), obteˆm-se as coordenadas tridimensionais finais do ponto no es-











Exceptuando esta diferenc¸a quanto ao modo de obtenc¸a˜o dos pontos Pe e Pd, todo o
restante processo deste grupo e´ exactamente igual ao processo do grupo em que β = 90o,
pelo que aqui se prescinde da sua exposic¸a˜o.
Cap´ıtulo 4
Reconstruc¸a˜o de superf´ıcies
A reconstruc¸a˜o tridimensional de superf´ıcies a partir de imagens e´ um processo com
grande potencial de aplicac¸a˜o em diferentes domı´nios de actividade produtiva, como, por ex-
emplo, em sistemas de localizac¸a˜o e seguimento, jogos de v´ıdeo, realidade virtual, produc¸a˜o
cinematogra´fica ou ate´ em publicidade na internet.
Sendo este assunto ta˜o importante na˜o poderemos deixar de avanc¸ar, nesta dissertac¸a˜o,
para a recuperac¸a˜o dessa informac¸a˜o, no sentido da obtenc¸a˜o da estrutura tridimensional
da cena. Assim, este cap´ıtulo comec¸ara´ por fazer uma introduc¸a˜o ao tema da reconstruc¸a˜o
de superf´ıcies. De seguida, apresenta a te´cnica de reconstruc¸a˜o que sera´ usada, denominada
por escavac¸a˜o do espac¸o tridimensional (space carving). Esta te´cnica baseia-se em silhuetas.
Depois faz-se a sua aplicac¸a˜o, em troca com a triangulac¸a˜o, a` u´ltima aproximac¸a˜o vista no
cap´ıtulo anterior. Por fim, abandonando o modo de aquisic¸a˜o de imagens baseado nos
espelhos, apresenta-se um sistema pra´tico e completo, no que diz respeito a` reconstruc¸a˜o
tridimensional de modelos de cenas do mundo 3D a partir de uma sequeˆncia de silhuetas
bidimensionais. Estas silhuetas pertencem a imagens previamente calibradas.
4.1 Introduc¸a˜o
E´ cada vez maior a utilizac¸a˜o de computadores na produc¸a˜o industrial de objectos f´ısicos
a partir de modelos digitais. Tradicionalmente, em gra´ficos computorizados, os modelos 3D
sa˜o constru´ıdos utilizando-se software de design pol´ıgono a pol´ıgono. Essa abordagem con-
some imenso tempo e a qualidade da informac¸a˜o que se obte´m depende, em muito, das
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capacidades do utilizador. O processo inverso e correspondente a` infereˆncia da descric¸a˜o
digital de objectos f´ısicos a partir das suas imagens, tem recebido menos atenc¸a˜o. Este
processo e´ normalmente referido como uma actividade de engenharia reversiva ou mais es-
pecificamente, perscrutac¸a˜o tridimensional (3D scanning). Existem va´rias caracter´ısticas
tridimensionais num objecto que podem ter interesse em serem recuperadas, onde se in-
cluem a forma, as cores e as propriedades do material do objecto. Este cap´ıtulo tratara´
so´ o problema da recuperac¸a˜o de formas tridimensionais, tambe´m designado por recon-
struc¸a˜o de superf´ıcies. O propo´sito da reconstruc¸a˜o de superf´ıcies e´ a determinac¸a˜o da
informac¸a˜o geome´trica sobre a forma da superf´ıcie, normalmente um conjunto de distaˆncias
ou orientac¸o˜es, medidas entre a superf´ıcie e um referencial global. E´ usual chamar a este
conjunto de informac¸o˜es tridimensionais mapas de profundidade ou mapas 3D.
Existem diferentes te´cnicas de adquirir informac¸a˜o sobre uma superf´ıcie tridimensional.
Uma das te´cnicas consiste em adquirir os dados tridimensionais atrave´s do uso de sondas de
tacto, montadas em sistemas mecaˆnicos de medic¸a˜o de coordenadas. Esta forma de aquisic¸a˜o
de dados e´ muito precisa, mas morosa e dispendiosa, estando limitada aos materiais que
podem resistir ao contacto mecaˆnico. Esta te´cnica e´ ainda muito utilizada na indu´stria
automo´vel e na indu´stria aerona´utica. Menos fia´veis e mais baratas as sondas digitais
manuais determinam posicionamentos atrave´s de campos magne´ticos ou ultra sons. Este
tipo de digitalizac¸a˜o requer, no entanto, uma significativa intervenc¸a˜o do homem [Hoppe 94].
Aproveitando as potencialidades criadas e testadas na a´rea da visa˜o por computador,
comec¸ou-se, recentemente, a substituir as sondas mecaˆnicas por sondas laser de profundi-
dade (laser range scanner), uma vez que estas, para ale´m da rapidez, permitem a obtenc¸a˜o
de um conjunto de dados densos e precisos, a elevadas larguras de banda. Estas sondas ilu-
minam o objecto com o feixe laser e medem a distaˆncia ao referencial usando triangulac¸a˜o,
interfereˆncia ou o tempo de voo, produzindo os mapas de profundidade com as distaˆncias do
sensor ao objecto que esta´ a ser sondado. Se o sensor laser e o objecto estiverem fixos enta˜o
podera´ haver oclusa˜o e apenas os pontos vis´ıveis podem ser completamente recuperados.
Para se reconstru´ırem objectos de uma forma global e completa, devera´ haver movimento
entre o sensor e o objecto ou existirem va´rios mapas de profundidade. Neste u´ltimo caso
o conjunto dos mapas podem conter a estrutura do objecto mas a fusa˜o dos va´rios mapas
que daria a reconstruc¸a˜o global da superf´ıcie, na˜o e´ trivial [Almeida 99] [Ayache 96].
Mais recentemente, devido a`s te´cnicas anteriores serem muito dispendiosas, requererem
cuidadosa calibrac¸a˜o, na˜o funcionarem muito bem com superf´ıcies polidas ou que reflictam
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pouca luz, ou funcionarem com objectos de tamanho limitado, comec¸aram a ser populares
os me´todos em que a aquisic¸a˜o e´ feita atrave´s de luz estruturada (lasers) e/ou de caˆmaras.
Estes me´todos baseiam-se nas relac¸o˜es geome´tricas estabelecidas entre os dispositivos de
aquisic¸a˜o, iluminac¸a˜o e as superf´ıcies a recuperar. No entanto, a maior parte dos me´todos
de reconstruc¸a˜o feitos nesta a´rea necessitam de conhecimentos adicionais, como a estrutura
dos dados recolhidos, as caracter´ısticas internas dos sensores e as informac¸o˜es sobre a ori-
entac¸a˜o da iluminac¸a˜o, da superf´ıcie ou dos sensores em relac¸a˜o a um referencial [Martins 99]
[Ferreira 00]. Ao permitir-se que os modelos 3D possam ser reconstru´ıdos automaticamente
a partir de uma sequeˆncia de imagens, a estrutura formada por estas te´cnicas fornece uma
soluc¸a˜o cujo custo e´ reduzido e a eficieˆncia e´ aumentada. Adicionalmente, os sistemas basea-
dos nestas te´cnicas tambe´m podem lidar com objectos de va´rios tamanhos e com reflexo˜es
variadas. O me´todo descrito neste cap´ıtulo insere-se no domı´nio destas te´cnicas.
Outro ponto importante na ana´lise das va´rias te´cnicas de reconstruc¸a˜o de superf´ıcies e´ o
da representac¸a˜o tridimensional que e´ gerada pela te´cnica. Essa representac¸a˜o tera´ que ser
compatibilizada com a descric¸a˜o tridimensional dos objectos em computador e podera´ ser
realizada de diferentes maneiras. Uma delas, muito popular, baseia-se numa representac¸a˜o
de linhas e curvas na superf´ıcies do objecto (frames). Uma alternativa e´ utilizar uma
representac¸a˜o volume´trica do objecto, atrave´s de agregac¸o˜es de primitivas elementares da
representac¸a˜o volume´trica, vulgarmente conhecida como voxel ou pixels 3D [Kutulakos 99]
[Wong 01]. Cada voxel representa um pequeno volume do espac¸o tridimensional, podendo
estar ocupado (ou na˜o) e reter caracter´ısticas correspondentes a`s propriedades f´ısicas da cena
nesse volume elementar. Uma segunda alternativa e´ a representac¸a˜o com pequenas a´reas de
superf´ıcies conhecidas que, agregadas, permitem a obtenc¸a˜o da reconstruc¸a˜o tridimensional.
As superf´ıcies que mais se utilizam sa˜o pequenos pedac¸os de planos ou agregac¸o˜es de su-
perf´ıcies representadas por curvas - ver [Ferreira 00] para uma soluc¸a˜o com curvas NURBS.
O processo de modelac¸a˜o apresentado neste artigo segue a segunda forma de abordagem
atrave´s de uma representac¸a˜o volume´trica baseada em voxels.
4.2 Aplicac¸o˜es potenciais
Com o desenvolvimento de sistemas ra´pidos e baratos para a reconstruc¸a˜o tridimensional
houve um crescimento dos domı´nios de aplicac¸a˜o destas te´cnicas. Este crescimento, vis´ıvel
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no texto seguinte, impoˆs a necessidade do estudo deste problema, nesta dissertac¸a˜o.
Uma dessas a´reas e´ a antropometria. Os dados antropome´tricos sa˜o muito usados no de-
sign de produtos tais como: calc¸ado, vestua´rio, equipamento de seguranc¸a, mo´veis e outros
objectos com que o ser humano interage. Este tipo de dados e´, por vezes, de importaˆncia
capital. Como exemplo disso, poder-se-a´ referir a necessidade de precisa˜o nos equipamentos
de protecc¸a˜o ou a problema´tica da ergonomia de alguns equipamentos. A maioria dos dados
antropome´tricos de uso generalizado deriva de informac¸o˜es adquiridas, ha´ cerca de 50 anos
atra´s, por medic¸a˜o manual de uma amostra da populac¸a˜o. As melhorias tecnolo´gicas nos
anos mais recentes tornaram esses dados obsoletos. Esforc¸os recentes para a solucionar este
problema sa´ıram frustrados pela auseˆncia de um me´todo adequado a` aquisic¸a˜o ra´pida de da-
dos tridimensionais densos e precisos do corpo humano. O advento das recentes tecnologias
de recuperac¸a˜o tridimensional com imagens veio colmatar esta falha [Ma´rquez 00].
Ao n´ıvel industrial, o facto de se poder manusear modelos digitais dos objectos f´ısicos
traz vantagens vis´ıveis de reduc¸a˜o custos. Por exemplo, uma simulac¸a˜o computacional
com os modelos pode dar a conhecer problemas que podem ser resolvidos antes da sua
realizac¸a˜o. Esta tecnologia tambe´m pode ser usada no controlo de produc¸a˜o, especificamente
em inspecc¸o˜es e metrologia dimensional, aumentando a velocidade e qualidade da produc¸a˜o.
Ale´m disto, com a tecnologia emergente SFF (solid free-form fabrication), as reconstruc¸o˜es
tridimensionais resultantes podem ser modificadas ou incorporadas na criac¸a˜o de novos
produtos, obtendo-se, rapidamente, os proto´tipos de objectos tridimensionais [Weiss 97].
Tambe´m e´ iniciada a possibilidade do envio/recepc¸a˜o, para qualquer parte do mundo, de
qualquer objecto de uma forma extremamente ra´pida (fax tridimensional) [Levoy 00]. Com
os proto´tipos pode-se ainda estudar o comportamento de novos produtos no mercado.
O marketing e´ uma outra das a´reas que beneficiou desta tecnologia. Com os resultados
das reconstruc¸o˜es podem ser criadas bases de dados tridimensionais de produtos que podem
ser publicitados pela Internet ou visualizados em computadores, explorando as potenciali-
dades que a tridimensionalidade conte´m. Uma dessas potencialidades e´ a do uso virtual do
produto, por exemplo mobilia´rio, onde o utilizador pode, em sua casa, fazer medic¸o˜es ou
compor o produto que mais lhe interessa com os va´rios componentes existentes.
Outro campo de utilizac¸a˜o desta tecnologia e´ a cieˆncia forense. Alguns dos exemplos
mais importantes do seu uso sa˜o os da identificac¸a˜o de corpos, especialmente na reconstruc¸a˜o
facial e na medic¸a˜o das cenas do crime [Improofs www].
Outras a´reas que este tipo de tecnologia revolucionou foram os meios audiovisuais, onde
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a realidade virtual, ate´ a´ı apenas poss´ıvel atrave´s da criatividade de alguns animadores,
entrou numa era de realismo nota´vel. Exemplos da utilizac¸a˜o de reconstruc¸a˜o tridimensional
de superf´ıcies existem no campo da produc¸a˜o cinematogra´fica e televisiva [3D Matic www].
No campo cultural e educativo esta tecnologia permitiu recriar va´rios ambientes de out-
ras e´pocas ou artefactos de civilizac¸o˜es perdidas, como o caso de Sagalassos, na Turquia
[3D Murale www]. Com a ajuda da reconstruc¸a˜o tridimensional pode-se preservar os objec-
tos que a arqueologia resgatou, usando os modelos digitais em vez dos reais, e proporcionar
a qualquer pessoa uma melhor aprendizagem sobre os ha´bitos dos antepassados.
Um dos campos de maior potencialidade de disseminac¸a˜o desta tecnologia e´ o da medic-
ina, onde numerosos exemplos de possibilidades da sua utilizac¸a˜o podem ser encontrados.
Esses exemplos va˜o desde a exame, o diagno´stico, o planeamento e a simulac¸a˜o ciru´rgica e o
projecto e fabrico de pro´teses, entre outros. Alia´s, a integrac¸a˜o de dados obtidos por sistemas
de radiologia e similares com dados tridimensionais adquiridos pela recuperac¸a˜o tridimen-
sional sa˜o exemplo dos avanc¸os mais recentes deste campo [3D Matic www] [Visible www].
Outras aplicac¸o˜es da reconstruc¸a˜o tridimensional enquadram-se na pesquisa da cura para
certas doenc¸as. Um exemplo disso, e´ o desenvolvimento de um sistema de ana´lise de imagens
tridimensionais para microsco´picos electro´nicos, aplicado ao estudo da doenc¸a de Parkinson
e que se utiliza uma modelizac¸a˜o volume´trica [Ma´rquez].
4.3 Reconstruc¸a˜o por escavac¸a˜o do espac¸o 3D
Apesar de existirem diversas te´cnicas que solucionam o problema da reconstruc¸a˜o tridi-
mensional de superf´ıcies a partir de imagens, estas soluc¸o˜es sa˜o numericamente esta´veis
para problemas bem definidos e restritos [Marr 76] [Cipolla 92]. Recentemente, comec¸aram
a ser desenvolvidas alternativas a estas te´cnicas, com algoritmos de modelac¸a˜o volume´trica
baseados no princ´ıpio da escavac¸a˜o do espac¸o tridimensional. Foi demonstrado que po-
dem ser recuperadas estruturas muito complexas com algoritmos baseados neste princ´ıpio
[Kutulakos 99] [Wong 01].
4.3.1 Introduc¸a˜o
A teoria da escavac¸a˜o do espac¸o e´ uma te´cnica que consegue uma soluc¸a˜o para o prob-
lema da reconstruc¸a˜o tridimensional de superf´ıcies de uma forma geral, a partir de im-
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agens [Kutulakos 99]. Esta te´cnica define, no ı´nicio do processo de escavac¸a˜o, um espac¸o
volume´trico onde cabe a superf´ıcie a reconstruir. Em cada iterac¸a˜o, este espac¸o volume´trico
e´ escavado ate´ a superf´ıcie resultante ser consistente com as imagens captadas, isto e´, ate´
que todos os pontos dentro do espac¸o volume´trico sejam consistentes com essas imagens.
Um ponto tridimensional, pertencente ao espac¸o volume´trico, e´ consistente com um ponto
numa imagem, se a sua coˆr resultar da radiac¸a˜o do ponto tridimensional. Isto e´ va´lido para
modelos de reflexa˜o que sa˜o calculados localmente, sendo gerado um volume tridimensional
consistente com a radiac¸a˜o captada na imagem obtida daquele ponto de vista.
O objectivo do crite´rio de verificac¸a˜o de consisteˆncia e´ decidir se existe um valor de
radiac¸a˜o que possa ser atribu´ıdo a um ponto no espac¸o, de forma a que ele seja considerado
consistente com as imagens de entrada. Em cada iterac¸a˜o e´ calculado o crite´rio de con-
sisteˆncia para um voxel e, se ele for consistente, e´-lhe atribu´ıdo o valor de radiac¸a˜o. Caso
contra´rio na˜o fara´ parte da superf´ıcie que se esta´ a reconstruir. Este processo e´ repetido
ate´ na˜o ser poss´ıvel eliminar mais nenhum voxel. O que resta do espac¸o volume´trico devera´
ser a forma da superf´ıcie que se desejava recuperar. Kutulakos e Seitz provaram que se esta
superf´ıcie for encontrada, enta˜o e´ consistente com todas as imagens da superf´ıcie.
Nesta dissertac¸a˜o e´ escolhida esta abordagem de intersecc¸a˜o do volume devido a` sua
capacidade de descrever objectos de topologias mais complexas (por exemplo, objectos com
buracos). Baseado em [Szeliski 93] e [Wong 01], e´ apresentado um algoritmo que cria uma
octree, utilizando silhuetas a partir de mu´ltiplas imagens, usando uma variante ao crite´rio
de verificac¸a˜o de consisteˆncia. Deste modo, em alternativa a` func¸a˜o que modeliza a radiac¸a˜o
da cena, utilizam-se as silhuetas e as projecc¸o˜es dos voxels nas imagens. Com este crite´rio,
obte´m-se a taxa de ocupac¸a˜o da superf´ıcie em cada voxel. As silhuetas (ou contornos) sa˜o
uma caracter´ıstica dominante nas imagens e podem ser extra´ıdas com relativa facilidade.
Fornecem informac¸o˜es importantes no que diz respeito a` forma dos objecto e sa˜o a u´nica
informac¸a˜o dispon´ıvel no que toca a superf´ıcies suaves quase sem textura.
Ale´m da estrutura recuperada o processo aqui descrito obte´m, tambe´m, a textura da
cena 3D. Esta informac¸a˜o adve´m da coˆr que os voxels teˆm nas imagens.
4.3.2 Representac¸a˜o de uma Octree
Uma octree [Jackins 80] e´ uma estrutura de dados em a´rvore, na qual cada nodo tem,
pelo menos, oito ramificac¸o˜es. E´ geralmente utilizada em computac¸a˜o gra´fica para a repre-
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sentac¸a˜o volume´trica de objectos, onde cada nodo na a´rvore representa um voxel (elemento
do volume) no espac¸o tridimensional.
A representac¸a˜o dos objectos e´ feita, enta˜o, da seguinte maneira. O nodo da ra´ız da
octree consiste num so´ voxel de grandes dimenso˜es que define o volume envolvente do ob-
jecto. A octree e´ constru´ıda subdividindo-se recursivamente cada voxel da a´rvore em oito
sub-voxels, que sa˜o representados por oito nodos filho. A cada nodo da a´rvore e´ atribu´ıdo
uma de treˆs coˆres (preto, cinzento ou branco), de acordo com a sua taxa de ocupac¸a˜o. Um
nodo preto representa um voxel que esta´ totalmente preenchido, um nodo cinzento repre-
senta um voxel que esta´ parcialmente preenchido e um nodo branco representa um voxel
que esta´ completamente vazio. E´ de notar que tanto os nodos pretos como os nodos brancos
na˜o teˆm qualquer ramificac¸a˜o. Os nodos cinzentos teˆm ramificac¸o˜es, podendo esses seus
filhos terem qualquer uma das treˆs coˆres. Eles representam um voxel que se encontra na
superf´ıcie do objecto. A figura 4.1 mostra um volume simples representado por uma octree.
Figura 4.1: Representac¸a˜o de um volume simples atrave´s de uma octree.
Podera˜o ser encontrados mais detalhes sobre as representac¸o˜es, construc¸o˜es e manip-
ilac¸o˜es de octree em [Jackins 80] [Chen 88].
Na implementac¸a˜o apresentada neste cap´ıtulo, os voxels sa˜o cubos e cada subdivisa˜o
produz oito sub-cubos ideˆnticos. Cada nodo na octree armazena a coˆr (taxa de ocupac¸a˜o),
o comprimento e as coordenadas do centro do cubo que representa. Tambe´m conte´m indi-
cadores das suas ramificac¸o˜es, se existirem. A fim de se conseguir um acesso mais ra´pido
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aos cubos de um determinado n´ıvel, todos os cubos no mesmo n´ıvel sa˜o armazenados numa
lista dinaˆmica.
4.3.3 Algoritmo de escavac¸a˜o baseado em silhuetas
O algoritmo estabelece inicialmente o nodo da ra´ız da octree e´ como um cubo cinzento
que envolve completamente o objecto. A partir daqui, a fim de aperfeic¸oar o resultado da
recuperac¸a˜o da superf´ıcie, va˜o-se formando novos n´ıveis, subdividindo cada cubo cinzento
do n´ıvel anterior em oito sub-cubos. E´ de notar que os cubos brancos e pretos na˜o precisam
de ser subdivididos, uma vez que todos os seus poss´ıveis nodos filhos teriam a mesma
classificac¸a˜o que os nodos originais.
Antes de se iniciar o teste de consisteˆncia dos cubos com as imagens, assume-se que todos
esses cubos do novo n´ıvel estara˜o dentro do objecto, atribuindo-lhes a coˆr preta. O teste
de consisteˆncia e´ feito projectando os cubos em cada imagem, e com os pontos resultantes
verificando se estes se intersectam com a silhueta na imagem. Com este teste, determina-se
a taxa de ocupac¸a˜o do respectivo cubo. A projecc¸a˜o em cada imagem da sequeˆncia e´ feita
utilizando uma matriz de projecc¸a˜o que esta´ associada a`s imagens. Neste processo, as coˆres
dos cubos sa˜o actualizadas.
Se a projecc¸a˜o dos pontos se situar completamente fora da silhueta na imagem corrente,
o cubo deve encontrar-se completamente fora do objecto. E´-lhe atribu´ıda, enta˜o, a coˆr
branca e na˜o e´ necessa´rio mais nenhuma verificac¸a˜o nas outras imagens. Se a projecc¸a˜o se
situar parcialmente dentro da silhueta na imagem corrente, o cubo deve encontrar-se perto
do limite do objecto. A sua coˆr e´, enta˜o, actualizada para cinzenta, a fim de indicar que
a sua taxa de ocupac¸a˜o e´ amb´ıgua e que e´ necessa´rio ser mais aperfeic¸oado. Finalmente,
se a projecc¸a˜o se situar completamente dentro da silhueta na imagem corrente, a sua taxa
de ocupac¸a˜o na˜o pode ser determinada de imediato e, por isso, apenas mante´m a sua coˆr
actual. Se o cubo continuar a ser preto apo´s a verificac¸a˜o de todas as projecc¸o˜es em todas as
silhuetas da sequeˆncia, o cubo deve enta˜o encontrar-se completamente dentro do objecto.
Note-se que os cubos so´ podem ser removidos ou ”esculpidos”do objecto que esta´ a ser
reconstru´ıdo.
O processo atra´s descrito e´ repetido ate´ na˜o existir nenhum cubo cinzento no n´ıvel
corrente ou, na pra´tica, ate´ se atingir o n´ıvel de resoluc¸a˜o pre´-estabelecido. O algoritmo
para a reconstruc¸a˜o, utilizando imagens calibradas da mesma cena tridimensional, captadas
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de mu´ltiplas posic¸o˜es, e´ dado pelo seguinte pseudo-co´digo:
Estabelecer o tamanho do menor cubo que envolva o objecto;
Estabelecer o numero de niveis da octree;
Colocar o nodo raiz da octree a cinzento;
Enquanto o nivel maximo nao for atingido faz,
Se nao houver nenhum cubo cinzento no nivel corrente entao,
Termina o processo;
Para cada nodo cinzento do nivel corrente faz,
Subdivide-o em 8 sub-nodos;
Para cada sub-nodo faz,
Coloca a sua cor a preto;
Para cada imagem da sequencia faz,
Projecta o cubo na imagem;
Se a projeccao estiver completamente fora da silhueta entao,
Coloca a cor do nodo correspondente a branco;
Ignora o resto das imagens;
Senao,
Se a projeccao estiver parcialmente dentro da silhueta entao,
Muda a cor do nodo para cinzenta;
Senao,
Mantem a cor do nodo;
Este algoritmo e´ muito eficaz quando os cubos brancos sa˜o identificados na sua etapa
o mais inicial poss´ıvel, evitando, assim, desnecessa´rias projecc¸o˜es, testes de intersecc¸a˜o
e subdiviso˜es do cubo. Uma vez que somente os cubos cinzentos do n´ıvel corrente sa˜o
considerados e refinados durante cada iteracc¸a˜o do processo, e´ preciso ter cuidado em na˜o
classificar o cubo como preto (i.e. completamente dentro) ou branco (i.e. completamente
fora) a menos que se tenha a certeza. Pelo contra´rio, se um cubo branco ou preto foˆr
erradamente classificado como cinzento, apenas indicara´ que a taxa de ocupac¸a˜o desse cubo
e´ amb´ıgua e que o cubo sera´ reconsiderado e refinado no pro´ximo n´ıvel.
Neste algoritmo, quanto maior for a divisa˜o do volume inicial, ou seja, o nu´mero de
n´ıveis da octree (NN), melhor sera´ a resoluc¸a˜o da reconstruc¸a˜o. No entanto, para uma maior
resoluc¸a˜o o processo sera´ computacionalmente mais demorado, pois o nu´mero total de cubos
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poss´ıveis de testar e´ de 8NN . Depois do processo de remoc¸a˜o de voxels estar completo, os que
restaram correspondem a` superf´ıcie reconstru´ıda que assegura uma consisteˆncia geome´trica
e fotome´trica das imagens da superf´ıcie. A amostragem da superf´ıcie e´ feita recorrendo
a` biblioteca gra´fica e a` informac¸a˜o contida na octree (mostram-se todos os voxels pretos).
Para desenhar um cubo, o programa de visualizac¸a˜o leˆ o tamanho do respectivo voxel e o
seu centro. As coordenadas de todos os voxels da octree sa˜o relativas ao mesmo referencial.
4.3.4 Extrac¸a˜o das silhuetas e teste de intersecc¸a˜o
Para a extrac¸a˜o das silhuetas nas imagens e´ utilizado o filtro de canny. De forma a
optimizar o teste de consisteˆncia, as silhuetas sa˜o representadas por imagens bina´rias. Ale´m
disso, num pre´-processamento das imagens, a todos os pixels pertencentes aos objectos,
delimitados pela silhueta, e´-lhes atribu´ıda a coˆr branca, enquanto que ao resto da imagem
e´ atribu´ıda a coˆr preta. Este processo pode ser representado pela figura 4.2.
(a) (b) (c)
Figura 4.2: (a) Imagem original. (b) Silhueta extra´ıda com a ajuda do filtro de canny.
(c) Imagem no teste de consisteˆncia.
Para classificar um cubo dentro da octree, os oito ve´rtices do cubo sa˜o projectados na
imagem bina´ria (ver figura 4.2(c). A projecc¸a˜o de um cubo numa imagem e´ geralmente um
hexa´gono. De modo a facilitar o algoritmo, escolheu-se o menor rectaˆngulo que engloba
todas as oito projecc¸o˜es dos ve´rtices do cubo. Como este rectaˆngulo e´ sempre maior ou
igual que a projecc¸a˜o actual do cubo, tem que se realc¸ar algumas considerac¸o˜es.
Se este rectaˆngulo estiver completamente dentro da silhueta (todos os pixels sa˜o bran-
cos), enta˜o o cubo tambe´m estara´, para essa imagem. Similarmente, se este rectaˆngulo
estiver completamente fora da silhueta (todos os pixels sa˜o pretos), enta˜o isso significa que
o cubo tambe´m estara´. O problema poderia estar na situac¸a˜o em que o rectaˆngulo estivesse
parcialmente dentro da silhueta. No entanto, na˜o se verifica este problema, pois como o cubo
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e´ considerado amb´ıguo, vai ser repartido em oito sub-cubos, que sa˜o testados novamente,
ate´ se chegar a uma das situac¸o˜es atra´s referidas.
4.3.5 Recuperac¸a˜o das texturas
A obtenc¸a˜o das texturas e´ feita na mesma fase em que se remove ou se mante´m os voxels.
A ideia presente a` recuperac¸a˜o desta informac¸a˜o e´ a de que a textura de uma superf´ıcie
na˜o e´ mais do que o conjunto de coˆres que se veˆm na imagem dessa superf´ıcie. Assim, da
projecc¸a˜o dos voxels resulta, como foi visto, um rectaˆngulo em cada imagem. A` medida
que se aumenta o n´ıvel da octree, os voxels tornam-se mais pequenos, bem como as suas
projecc¸o˜es. No limite, a projecc¸a˜o de um voxel na imagem restringe-se a um u´nico ponto.
Conhecendo esse ponto na imagem tem-se a respectiva coˆr do voxel.
(a) (b) (c)
Figura 4.3: Resultado da recuperac¸a˜o da textura. (a) Uma das imagens usadas; (b)
Uso da me´dia da coˆr das projecc¸o˜es do centro do voxel nas imagens; (c) Uso da me´dia
da coˆr das projecc¸o˜es dos vert´ıces do voxel nas imagens.
Na pra´tica, como se usam va´rias imagens das superf´ıcies tridimensionais e como estas
imagens sa˜o capturadas de posic¸o˜es diferentes, a coˆr em cada imagem, referente a um mesmo
ponto tridimensional, pode ser diferente. A soluc¸a˜o passa, enta˜o, por usar a me´dia das coˆres
resultantes de cada projecc¸a˜o da superf´ıcie do voxel nas imagens. Nesse processo o voxel
pode ter multiplas coˆres. Devido ao grande tempo de processamento que esse processo leva,
pode ser usado apenas a me´dia das coˆres resultantes da projecc¸a˜o do centro do voxel nas
imagens, ou, como soluc¸a˜o interme´dia, a me´dia das coˆres resultantes da projecc¸a˜o dos oito
vert´ıces do voxel nas imagens. Esta u´ltima soluc¸a˜o gera resultados muito semelhantes a` coˆr
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original da superf´ıcie 3D. O resultado da utilizac¸a˜o destas duas soluc¸o˜es podem ser vistos
na figura 4.3.
Na obtenc¸a˜o da textura devem ser usadas todas as imagens, utilizadas na escavac¸a˜o,
de forma a suavizar ru´ıdos. Estes ru´ıdos podem resultar de erros no ca´lculo das silhuetas.
Basta que para isso a silhueta seja maior do que a imagem do objecto a recuperar.
Outro problema que existe na recuperac¸a˜o da textura e´ o da atribuic¸a˜o de coˆres para
zonas que na˜o aparecem na imagem (por exemplo, a parte de tra´s de uma superf´ıcie, quando
se tem apenas as imagens da parte da frente). Como as u´nicas informac¸o˜es que se teˆm sa˜o as
imagens, a coˆr atribu´ıda a`s zonas ocultas vai ser a do voxel que esta´ mais perto da caˆmara,
segundo as rectas projectantes. Isto faz com que, neste caso, as superf´ıcies resultantes
possam ser pouco claras, pois as texturas que aparecem nas imagens sa˜o repetidas. Mais a`
frente sera´ mostrado um exemplo deste problema.
4.3.6 Resultados experimentais
De seguida, apresentar-se-a˜o os resultados experimentais da aplicac¸a˜o do algoritmo ex-
plicado anteriormente. Primeiramente sera´ vista essa aplicac¸a˜o ao sistema desenvolvido
no cap´ıtulo 3, referido como aproximac¸a˜o (c1) na figura 1.1. Posteriormente, abando-
nando o modo de aquisic¸a˜o de imagens baseado nos espelhos, mostrar-se-a˜o os resultados
da aplicac¸a˜o deste algoritmo a imagens calibradas, adquiridas de va´rios pontos de vista
(aproximac¸a˜o (c2) na figura 1.1).
Reconstruc¸a˜o baseada nos espelhos
Tal como foi visto, qualquer aplicac¸a˜o do algoritmo de escavac¸a˜o do espac¸o tridimensional
necessita de usar imagens calibradas, isto e´, tem que conhecer todas as matrizes de projecc¸a˜o
associadas a essas imagens. Assim, como se pretende aplicar este algoritmo ao sistema de
reconstruc¸a˜o mostrado na secc¸a˜o 3.3 (aproximac¸a˜o (c1) na figura 1.1), ha´ que fazer alguns
ajustes e procurar as informac¸o˜es que faltam.
Apesar das matrizes Txz e Tyz, dadas respectivamente pelas equac¸o˜es (3.12) e (3.14),
terem algo em comum com as matrizes de projecc¸a˜o, elas apenas permitem a projecc¸a˜o
entre o plano imagem e um plano previamente definido. Logo, para aplicar o algoritmo
de escavac¸a˜o do espac¸o tridimensional a este sistema tem que se alargar essas matrizes, de
forma a conhecer-se completamente a relac¸a˜o entre o mundo tridimensional e as imagens.
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Especificamente, temos que estimar as matrizes de calibrac¸a˜o das caˆmaras (as quais sa˜o as
mesmas para todas as caˆmaras devido a`s propriedades dos espelhos), juntamente com as
transformac¸o˜es (rotac¸o˜es e translac¸o˜es) entre os quatro sistemas de coordenadas, mundo 3D,
caˆmara real, caˆmara virtual esquerda e caˆmara virtual direita. Este processo e´ designado
por calibrac¸a˜o das caˆmaras.
O problema da calibrac¸a˜o das caˆmaras, necessa´rio a` extracc¸a˜o de informac¸a˜o 3D a partir
de imagens, tem sido amplamente estudado. O seu objectivo e´ o ca´lculo da transformac¸a˜o
do espac¸o vectorial da caˆmara em qualquer outro espac¸o vectorial, normalmente o do mundo
3D. Zhang, em [Zhang 02], descreve genericamente as te´cnicas de calibrac¸a˜o de acordo com
a dimensa˜o dos objectos de calibrac¸a˜o. Segundo este autor, a calibrac¸a˜o 3D e´ feita com base
na observac¸a˜o do objecto de calibrac¸a˜o cuja geometria no mundo 3D e´ conhecida com muito
boa precisa˜o [Faugeras 93]. A calibrac¸a˜o 2D e´ executada observando o mesmo padra˜o plano
com diferentes orientac¸o˜es [Zhang 00]. Por seu lado, a calibrac¸a˜o 1D baseia-se na observac¸a˜o
de um objecto, composto por um conjunto de pontos colineares (devendo um deles estar
fixo), de va´rias posic¸o˜es diferentes (mı´nimo seis) [Zhang 02]. A calibrac¸a˜o 0D e´ feita a partir
das relac¸o˜es geome´tricas entre a cena esta´tica e uma caˆmara mo´vel [Hartley 00].
Existem, no entanto, outras te´cnicas que sa˜o dif´ıceis de encaixar na classificac¸a˜o de-
scrita acima. Kim, em [Kim 98], classificou os me´todos de calibrac¸a˜o em cinco categorias:
as te´cnicas que envolvem uma optimizac¸a˜o na˜o linear em toda a escala, as te´cnicas que
envolvem o ca´lculo de equac¸o˜es lineares na obtenc¸a˜o da matriz de transformac¸a˜o em per-
spectiva, as te´cnicas baseadas no me´todo dos dois planos, as te´cnicas que recorrem ao
me´todo dos dois estados e as te´cnicas da auto-calibrac¸a˜o adaptativa.
Os dois me´todos aqui propostos teˆm caracter´ısticas que os fazem pertencer a` calibrac¸a˜o
2D e 1D, de acordo com a classificac¸a˜o de Zhang, porque observam planos e necessitam
conhecer um conjunto de pontos. No entanto, tem algumas vantagens quando comparados
com estes dois tipos de calibrac¸a˜o. Os planos observados pela caˆmara, os espelhos, sa˜o
vistos de uma u´nica posic¸a˜o, em vez de va´rias, e os pontos que se precisam conhecer sa˜o
apenas dois, e na˜o seis, ale´m de na˜o precisarem de ser colineares nem fixos. De acordo com
a classificac¸a˜o de Kim, as te´cnicas que se va˜o apresentar de seguida envolvem o ca´lculo de
equac¸o˜es lineares na obtenc¸a˜o da matriz de transformac¸a˜o em perspectiva.
O primeiro me´todo aqui proposto e´ extremamente simples, pois recupera a matriz de
projecc¸a˜o, T, associada a` caˆmara real fazendo uso das matrizes Txz e Tyz, referidas na
subsecc¸a˜o 3.3.3, e definidas respectivamente pelas equac¸o˜es (3.12) e (3.14). Assim, consid-
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tanβ + t12 t13 t14
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tanβ + t22 t23 t24
t13
tanβ + t32 t33 t34

Olhando atentamente para a composic¸a˜o destas matrizes, pode-se constatar que se obte´m
explicitamente da matriz Txz a primeira, terceira e quarta colunas da matriz de projecc¸a˜o
T, definidas a menos de um factor multiplicativo. Por seu lado, da matriz Tyz pode-
se, tambe´m, obter explicitamente a terceira e quarta colunas da matriz de projecc¸a˜o T,
definidas, da mesma forma, a menos de um factor multiplicativo.
Da comparac¸a˜o entre as duas u´ltimas colunas das matrizes Txz e Tyz encontra-se a
relac¸a˜o entre elas, dada pelo factor de escala kyzkxz , pois ambas as colunas de cada matriz de-
vem ser iguais entre si. Com base neste factor, obte´m-se a informac¸a˜o que faltava conhecer,
a segunda coluna da matriz T. Assim, como a matriz T tambe´m e´ definida a menos de um
factor de escala, a sua composic¸a˜o pode ser dada por
T =

t11 t12 t13 t14
t21 t22 t23 t24
t31 t32 t33 t34
 =

txz11 kyztyz11 − txz11tanβ txz12 txz13
txz21 kyztyz21 − txz21tanβ txz22 txz23
txz31 kyztyz31 − txz31tanβ txz32 txz33

pois e´ assumido, sem perda de generalidade, que kxz = 1. Como se reparou, a abertura
entre os espelhos, β, tem sempre que ser conhecida. Relembra-se que apenas precisamos do
valor de β porque ambos os espelhos assentam no plano XY .
Como se constata pelo atra´s referido, este me´todo calcula apenas a matriz de projecc¸a˜o
que relaciona o mundo 3D com a caˆmara real. Isto deve-se, simplesmente, a` relac¸a˜o entre
β, o que cada caˆmara virtual consegue ver da outra (reflexa˜o da reflexa˜o), e o espac¸o u´til
de reconstruc¸a˜o. Quanto mais as caˆmaras virtuais se conseguirem ver, menor e´ β e menor e´
o espac¸o u´til a` reconstruc¸a˜o (problema da oclusa˜o - ver subsecc¸a˜o 3.3.4 para β < 90o). No
entanto, para se calcularem as matrizes de projecc¸a˜o virtuais deveria ser poss´ıvel ver pelas
caˆmaras virtuais, ao menos uma reflexa˜o de um plano da cena 3D criada pelo outro espelho.
4.3. RECONSTRUC¸A˜O POR ESCAVAC¸A˜O DO ESPAC¸O 3D 147
(a) (b) (c)
Figura 4.4: Imagens usadas na reconstruc¸a˜o baseada no me´todo das homografias Txz
e Tyz.
Relembra-se que cada caˆmara virtual esta´ associada a um espelho. Como estas restric¸o˜es
na˜o sa˜o complementares, so´ se pode obter a matriz de projecc¸a˜o associada a` caˆmara real.
A aplicac¸a˜o deste me´todo comec¸a com a aquisic¸a˜o das imagens apresentadas na figura
4.4. Com base nestas imagens e sabendo que a abertura entre os espelhos e´ de 141 graus
(β = 141o), obtiveram-se as respectivas matrizes Txz e Tyz. Assim, para a figura 4.4(a)
essas matrizes sa˜o dadas por
Txz =
 −1.7747e− 3 −1.0244e− 4 7.3745e− 16.2271e− 6 −1.7652e− 3 6.7539e− 1
1.4557e− 7 −4.0144e− 7 1.8845e− 3
Tyz =
 2.1319e− 3 −4.7793e− 5 7.3745e− 15.3545e− 4 −1.7546e− 3 6.7539e− 1
−6.4952e− 7 −2.6508e− 7 1.8845e− 3

Da utilizac¸a˜o da figura 4.4(b) resultaram as matrizes
Txz =
 −1.9011e− 3 −5.6901e− 5 8.5630e− 1−2.5657e− 5 −1.5625e− 3 5.1647e− 1
−1.0461e− 6 −2.0540e− 7 2.2768e− 3
Tyz =
 2.0807e− 3 −1.4572e− 4 8.5630e− 15.4612e− 5 −1.5668e− 3 5.1647e− 1
−1.2353e− 6 −4.3981e− 7 2.2768e− 3

Por fim, para a figura 4.4(c) as matrizes estimadas sa˜o
Txz =
 1.4579e− 3 1.5307e− 5 −7.3836e− 11.5495e− 4 1.2139e− 3 −6.744oe− 1
8.9992e− 7 7.6457e− 8 −1.7898e− 3
Tyz =
 1.6621e− 3 −1.1903e− 4 7.3836e− 1−1.4479e− 4 −1.2569e− 3 6.7440e− 1
−8.2786e− 7 −3.2619e− 7 1.7898e− 3

Como se constata, os valores dos elementos das segunda e terceira colunas das matrizes
Txz e Tyz apresentam uma ligeira diferenc¸a entre si. A justificac¸a˜o e´ a sensibilidade
introduzida pelo me´todo nume´rico que os permitiu obter, pois foi utilizado no processo
de calibrac¸a˜o um escasso nu´mero de pontos 2D e 3D e existia ru´ıdo na correspondeˆncia
entre a cena 3D e a imagem.
A partir das seis matrizes anteriores calcularam-se, enta˜o, as matrizes de pro-
jecc¸a˜o, associadas a` imagem i, com i = a, b, c, da figura 4.4, Ti, dadas por
Ta =

−1.7747e− 3 −1.0088e− 4 −1.0244e− 4 7.3745e− 1
6.2271e− 6 5.4329e− 4 −1.7652e− 3 6.7539e− 1
1.4557e− 7 −4.6638e− 7 −4.0144e− 7 1.8845e− 3

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Tb =

−1.9011e− 3 −3.1105e− 4 −5.6901e− 5 8.5630e− 1
−2.5657e− 5 2.2333e− 5 −1.5625e− 3 5.1647e− 1




1.4579e− 3 1.7221e− 4 1.5307e− 5 −7.3836e− 1
1.5495e− 4 3.3973e− 4 1.2139e− 3 −6.7440e− 1
8.9992e− 7 1.9600e− 6 7.6457e− 8 −1.7898e− 3

Com base nas matrizes anteriores e seguindo a ideia apresentada em [Silva 94],
obtiveram-se os paraˆmetros intr´ınsecos da caˆmara, dados por
Ca =

4.7128e− 3 0 −3.8515e− 9





4.8602e− 3 0 2.3616e− 9





1.4681e− 3 0 1.6507e− 9
0 1.2700e− 3 8.9815e− 10
0 0 1

Por ter sido usada a mesma caˆmara, a matriz de calibrac¸a˜o resultante das diferentes
matrizes T deveria ser a mesma. A diferenc¸a adve´m da presenc¸a de ru´ıdo nas matrizes
que as originaram, conforme referido acima. O desvio existente na˜o e´, contudo, muito
significativo.
Da mesma fonte obtiveram-se os seguintes paraˆmetros extr´ınsecos, associados a
cada imagem da figura 4.4,
Ra =

−9.9673e− 1 −5.6658e− 2 −5.7536e− 2
3.3716e− 3 2.9416e− 1 −9.5575e− 1









−9.8645e− 1 −1.6140e− 1 −2.9525e− 2
−1.6416e− 2 1.4290e− 2 −9.9976e− 1









9.9304e− 1 −1.1730e− 1 1.0426e− 2
1.2200e− 1 −2.6750e− 1 9.5580e− 1
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Figura 4.5: Resultado da binarizac¸a˜o das imagens da figura 4.4.
Tendo as caˆmaras calibradas, poˆde-se avanc¸ar para a reconstruc¸a˜o atrave´s do
algoritmo da escavac¸a˜o do espac¸o 3D. Assim, apo´s o processo de binarizac¸a˜o das im-
agens da figura 4.4 obtiveram-se as imagens da figura 4.5. O resultado final desta
reconstruc¸a˜o para dez n´ıveis e´ apresentado na figura 4.6. Como se pode verificar,
Figura 4.6: Diferentes vistas do resultado da reconstruc¸a˜o da cena 3D, usando as
homografias Txz e Tyz.
a reconstruc¸a˜o e´ excelente tendo em conta o uso de apenas seis pares de pontos
correspondentes. Com a apresentac¸a˜o deste exemplo, a intenc¸a˜o foi realc¸ar a poten-
cialidade do me´todo recorrendo apenas a` informac¸a˜o mı´nima necessa´ria.
A grande vantagem deste me´todo, como se poˆde verificar, e´ a facilidade com
que se obteˆm as matrizes de projecc¸a˜o em perspectiva, T. A sua desvantagem e´
a sensibilidade ao ru´ıdo, introduzida aquando da estimac¸a˜o das homografias Txz e
Tyz. Como foi explicado na secc¸a˜o 2.5, um pequeno erro no conjunto de dados de
entrada pode resultar em grandes erros nas homografias. Assim, a fim de melhorar os
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resultados das reconstruc¸o˜es deve-se usar o maior nu´mero de pontos correspondentes
de entrada poss´ıveis e aplicar o RANSAC para evitar falsas correspondeˆncias.
Atrave´s da comparac¸a˜o das figuras 3.17/3.18(b) e 4.6 verificam-se noto´rias mel-
horias na reconstruc¸a˜o. Enquanto que na aproximac¸a˜o (b), usada nas figuras 3.17
e 3.18(b), so´ era poss´ıvel reconstruir, morosa e manualmente, superf´ıcies planas ou
quase planas, nesta aproximac¸a˜o, (c1), consegue-se recuperar, ra´pida e automatica-
mente, qualquer tipo de superf´ıcie.
Contudo, ale´m do ru´ıdo, o escasso nu´mero de imagens usadas impede uma melhor
definic¸a˜o da cena (problema da oclusa˜o). Este problema fica a dever-se ao facto da
caˆmara na˜o conseguir ver a parte de tra´s da cena 3D e o seu raio de acc¸a˜o limitar-se
a`s posic¸o˜es onde consegue ver, simultaneamente, a cena e as suas reflexo˜es nos dois
espelhos. Para ultrapassar esta questa˜o avanc¸ou-se para a aproximac¸a˜o (c2).
O centro o´ptico da caˆmara e´, geralmente, uma informac¸a˜o de dif´ıcil determinac¸a˜o
para qualquer te´cnica de calibrac¸a˜o. No caso do segundo me´todo de calibrac¸a˜o,
aqui proposto, aproveita-se a facilidade da obtenc¸a˜o da posic¸a˜o do centro o´ptico da
caˆmara, proporcionada pelo uso dos espelhos. Ale´m disso, chama-se a atenc¸a˜o para a
simplicidade na obtenc¸a˜o dos paraˆmetros intr´ınsecos e na definic¸a˜o do plano imagem,
apenas com base em relac¸o˜es geome´tricas. A desvantagem deste me´todo e´ a sua
sensibilidade ao ru´ıdo devido a` linearidade das equac¸o˜es usadas. Para ultrapassar
este problema usa-se a normalizac¸a˜o de Hartley para os pontos de entrada, 2D e 3D
[Hartley 98].
Passemos, enta˜o, a` explanac¸a˜o deste segundo me´todo. Conve´m mencionar que, a`
semelhanc¸a do me´todo anterior, este me´todo reata o ponto onde se ficou na subsecc¸a˜o
3.3.3, retirando-lhe a parte relativa a` reconstruc¸a˜o dos pontos. Outra ressalva diz
respeito ao facto deste me´todo usar apenas o espelho esquerdo na estimac¸a˜o da matriz
de calibrac¸a˜o das caˆmaras. Esta opc¸a˜o justifica-se pela simplificac¸a˜o de ca´lculos que
a equac¸a˜o do espelho esquerdo, Y = 0, permite.
Assim, tal como foi definido, o sistema de coordenadas do mundo 3D esta´ afecto
aos espelhos. Devido a este facto, o centro o´ptico real, Cr, na˜o e´ mais do que a
translac¸a˜o t entre o sistema de coordenadas do mundo 3D e o sistema de coordenadas
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com o conhecimento da matriz que relaciona o espelho esquerdo com a imagem, TXZ ,

























r11fkx + r21γ + r31cx r13fkx + r23γ + r33cx txfkx + tyγ + tzcx
r21fky + r31cy r23fky + r33cy tyfky + tzcy
r31 r33 tz

pois a coordenada Y e´ sempre igual a zero.











Recorrendo ao mesmo processo do qual resultou a equac¸a˜o pre´via, para os ele-





Devido ao produto interno entre os mesmos dois vectores de R ser unita´rio, tal
como se viu na equac¸a˜o (2.5), e porque conhecemos r31 and r33, calculamos
r32 = ±
√
1− r231 + r233
Na˜o nos preocupamos com o sinal de r32 porque este paraˆmetro sera´ usado na criac¸a˜o
de uma recta 3D, onde o seu factor de escala absorvera´ esse sinal, tal como veremos
mais a` frente.
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Como se sabe, segundo a equac¸a˜o (2.3), a matriz de rotac¸a˜o e o vector de translac¸a˜o
definem a transformac¸a˜o de um ponto gene´rico P , do referencial do mundo 3D, para
o ponto Pc, no referencial da caˆmara real. Tendo por base esse conhecimento, junta-
mente com as propriedades da rotac¸a˜o, pode-se obter a relac¸a˜o inversa atrave´s de
P = R−1(Pc − t) = RT (Pc − t)






e´ o vector director do eixo o´ptico, o
qual e´ dado por
reo ≡ Cr + λ−→r’3 = 0
Da intersecc¸a˜o desta recta 3D, reo, com o plano do espelho (Y = 0), obtemos o
ponto PoM . Da sua aplicac¸a˜o a` equac¸a˜o (3.12) resultam as coordenadas do ponto
principal da imagem, isto e´
pom = (cx, cy) = TXZPoM
Figura 4.7: Ca´lculo das relac¸o˜es entre os sistemas me´tricos utilizados (metro e pixels).
As relac¸o˜es horizontal (kx) e vertical (ky) entre os sistemas me´tricos utilizados (pix-









dx = p1 − p0 dy = p2 − p0 DX = T−1XY p1 −T−1XY p0 DY = T−1XY p2 −T−1XY p0
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Note-se que os pontos p0 e p1 devem formar uma recta horizontal, centrada na imagem,
enquanto que os pontos p0 e p2 devem formar uma recta vertical, tambe´m centrada
na imagem.
Com a informac¸a˜o obtida ate´ agora, podemos estimar a distaˆncia focal da caˆmara





onde pom e PoM sa˜o os pontos atra´s referidos, ee = (ex, ey) e´ o epipolo na imagem
esquerda, estimado da secc¸a˜o 3.3.2, e PeM e´ o ponto de intersecc¸a˜o da recta tridimen-
sional CrCv com o plano espelho esquerdo. Para que o valor de f seja o correcto,
todos os valores usados no seu ca´lculo devem estar na mesma me´trica. Assim, as
coordenadas x e y de todos os pontos da imagem devem ser divididas, respectiva-
mente, por kx e ky. Devido ao facto de se ter recorrido a` semelhanc¸a entre triaˆngulos,
devemos sempre utilizar CrCv pois e´ a u´nica recta perpendicular ao espelho. Ale´m
disso, devemos utilizar a recta CrPoM porque ela e´ a u´nica recta que e´ perpendicular
ao plano imagem.
Utilizando os paraˆmetros f , kx, ky, cx e cy obtidos geometricamente, a equac¸a˜o





Da mesma maneira para a igualdade dos elementos (2, 2) de cada matriz da




Seguindo o mesmo processo para a igualdade entre os elementos (1, 3) de cada
matriz da equac¸a˜o (4.1), chegamos a
γ =
kt13 − cxtz − fkxtx
ty
Finalmente, usando todos os paraˆmetros estimados ate´ agora, calculamos
r11 =
kt11 − cxr31 − γr21
fkx
r13 =
kt1,2 − cxr33 − γr23
fkx
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Conhecendo os vectores de rotac¸a˜o r1 e r3 e utilizando as propriedades das matrizes
de rotac¸a˜o, obtemos













Resumindo, nesta fase conhecem-se ja´ as matrizes de calibrac¸a˜o de todas as
caˆmaras (C = Cvirtual = Cvirtual′), bem como a orientac¸a˜o relativa entre a caˆmara
real e o mundo 3D (R e t).
Se utilizarmos a imagem virtual esquerda e os pontos do espelho esquerdo poder-
emos obter, usando o processo descrito na subsecc¸a˜o 3.3.3, outra matriz com as mes-
mas caracter´ısticas de TXZ . Enta˜o, como conhecemos a posic¸a˜o do centro o´ptico
virtual esquerdo, seguindo o mesmo processo acima descrito, obtemos os paraˆmetros
extr´ınsecos inerentes a` caˆmara virtual esquerda (Rv e tv).
A orientac¸a˜o relativa entre as caˆmaras real e virtual esquerda e´ dada por
Pc = RR
−1
v (Pv − tv) + t
onde Pc e´ um ponto gene´rico no referencial da caˆmara real e Pv e´ um ponto gene´rico
no referencial da caˆmara virtual esquerda.
O processo de ca´lculo da orientac¸a˜o relativa entre a caˆmara virtual direita e o
mundo 3D (Rv′ e tv′) e´ semelhante ao desenvolvido anteriormente para as outras
caˆmaras. No essencial as diferenc¸as residem no uso da matriz TY Z , em vez da TXZ ,
e na utilizac¸a˜o da equac¸a˜o do espelho direito, X − 1
tanβ
Y = 0.
Com os conhecimentos adquiridos ate´ agora, e´ poss´ıvel obter a equac¸a˜o do plano













. Estes pontos, medidos em pixels, devem estar em
posic¸o˜es diferentes e na˜o serem todos colineares entre si. As suas coordenadas no





























































 = 0⇔ AX +BY + CZ +D = 0 (4.6)




e´ o vector normal a esse plano.
A intersecc¸a˜o do plano imagem com o plano espelho esquerdo e´ uma recta 3D,
cuja equac¸a˜o, usando (4.6), e´
ri ≡ AX + CZ +D = 0
A rotac¸a˜o, R, entre o mundo e a caˆmara real e´ feita em torno desta recta, cujo aˆngulo
de rotac¸a˜o e´ o aˆngulo entre o plano espelho esquerdo e o plano imagem. Como o vector




, enta˜o esse aˆngulo e´ dado por
. = arccos(
ni · ni
‖ ne ‖‖ ni ‖)
O vector director da recta ri, o eixo de rotac¸a˜o, e´ dado por
vd =
ne ∧ ni




Com este aˆngulo e este eixo de rotac¸a˜o podemos confirmar os valores dos elementos






























1 − q22 − q23 2(q1q2 − q0q3) 2(q1q3 + q0q2)
2(q1q2 + q0q3) q
2
0 − q21 + q22 − q23 2(q2q3 − q0q1)
2(q1q3 − q0q2) 2(q2q3 + q0q1) q20 − q21 − q22 + q23

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Reconstruc¸a˜o sem recurso aos espelhos
No sistema de aquisic¸a˜o baseado nos espelhos, visto anteriormente, o campo de
visa˜o das caˆmaras virtuais e´ menor que o da caˆmara real, pois esta´ confinado a`
dimensa˜o dos espelhos. Ale´m disso, a imagem relativa a cada espelho capta, para
ale´m de parte da cena, a reflexa˜o da imagem captada pelo outro espelho, que na˜o e´
usada na reconstruc¸a˜o. Assim, de cada imagem captada por estas caˆmaras virtuais
so´ e´ aproveitada uma pequena parcela da mesma. Isto faz com que hajam pontos
ocultos, na˜o sendo poss´ıvel a reconstruc¸a˜o completa da cena. Em face desta situac¸a˜o,
avanc¸a-se para uma captac¸a˜o de imagens sem recurso aos espelhos.
Figura 4.8: Imagens usadas no processo de reconstruc¸a˜o de superf´ıcies.
As imagens representadas na figura 4.8, foram captadas por uma caˆmara que
se ı´a movimentando em relac¸a˜o a` cena. As posic¸o˜es das caˆmaras podem ser vistas
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Figura 4.9: Posicionamento das caˆmaras que adquiriram as imagens da figura 4.8.














































Para cada aquisic¸a˜o, foi feita uma calibrac¸a˜o da caˆmara, usando as rotinas de cali-








Para cada imagem, usando todas estas matrizes, foi calculada uma matriz de trans-
formac¸a˜o do tipo (2.7). Conve´m mencionar que o OpenCV e´ apenas uma biblioteca
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de func¸o˜es. Isto significa que para se obter a calibrac¸a˜o das imagens teve que ser feita
uma aplicac¸a˜o.
As imagens bina´rias usadas para a reconstruc¸a˜o, referentes a` figura 4.8, sa˜o apre-
sentadas na figura 4.10.
Figura 4.10: Imagens bina´rias usadas no processo de reconstruc¸a˜o de superf´ıcies.
Os resultados da reconstruc¸a˜o, apoiada numa octree de nove n´ıveis, podem ser
vistos nas figuras 4.11 e 4.12. A primeira figura apresenta os resultados obtidos pelos
diferentes n´ıveis da octree, mostrando, apenas, os limites dos voxels para demonstrar
que o nu´mero de voxels aumenta consideravelmente a` medida que se sobe de n´ıvel.
A figura 4.12 permite visualizar os resultados da reconstruc¸a˜o, para nove n´ıveis da
octree, segundo diferentes pontos de vista. Os resultados da figura 4.12 apresentam
alguns problemas devido a` na˜o utilizac¸a˜o de imagens da parte de tra´s da cena 3D.
Nestas circunstaˆncias, a atribuic¸a˜o da textura para os voxels referentes a essa zona
da cena, e´ feita com base nos voxels da frente. Consequentemente, para algumas das
vistas a reconstruc¸a˜o torna-se pouco clara.
O site http://svr-www.eng.cam.ac.uk/∼kykw2/research.html, permitiu obter as
imagens calibradas, representadas na figura 4.13, pelo me´todo descrito em [Wong 01].
A partir das suas matrizes de transformac¸a˜o verificou-se que essas imagens foram
captadas por uma u´nica caˆmara que se ı´a movimentando em relac¸a˜o a` cena ou por
va´rias caˆmaras esta´ticas em posic¸o˜es diferentes. As posic¸o˜es das caˆmaras podem ser
confirmadas atrave´s da figura 4.14.
As figuras 4.15 e figura 4.16 permitem visualizar os resultados da reconstruc¸a˜o,
para oito n´ıveis da octree e para dez n´ıveis da octree (segundo diferentes pontos de
vista), respectivamente.
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No exemplo de reconstruc¸a˜o anterior a caˆmara foi rodando em torno do objecto a
recuperar. De forma a mostrar que a este algoritmo se pode aplicar quaisquer imagens
do objecto verifique-se o pro´ximo exemplo. As imagens da figura 4.18 foram captadas
por uma caˆmara nas posic¸o˜es apresentadas na figura 4.17.
As figuras 4.19 e figura 4.20 permitem visualizar os resultados da reconstruc¸a˜o,
para oito n´ıveis da octree e para nove n´ıveis da octree (segundo diferentes pontos de
vista), respectivamente.
Estes resultados mostram a boa qualidade de reconstruc¸a˜o de superf´ıcies que se
obte´m com a aplicac¸a˜o do me´todo da escavac¸a˜o do espac¸o 3D. Pela facilidade de
implementac¸a˜o e fracas exigeˆncias (uso de apenas uma caˆmara e um processo de cali-
brac¸a˜o aceita´vel), este me´todo revela grandes potencialidades de aplicac¸a˜o a qualquer
necessidade de reconstruc¸a˜o.





Figura 4.11: Resultados da escavac¸a˜o por n´ıveis (visualizac¸a˜o dos limites dos voxels):
(a) Nı´vel 2; (b) Nı´vel 3; (c) Nı´vel 4; (d) Nı´vel 5; (e) Nı´vel 6; (f) Nı´vel 7; (g) Nı´vel 8.
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Figura 4.12: Diferentes vistas do resultados da escavac¸a˜o para nove n´ıveis.
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Figura 4.13: Imagens usadas no processo de reconstruc¸a˜o de superf´ıcies.
Figura 4.14: Posicionamento das caˆmaras que adquiriram as imagens da figura 4.13.
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(a) (b) (c)
(d) (e) (f)
Figura 4.15: Resultados da escavac¸a˜o por n´ıveis: (a) Nı´vel 1; (b) Nı´vel 2; (c) Nı´vel
3; (d) Nı´vel 5; (e) Nı´vel 6; (f) Nı´vel 8.
Figura 4.16: Diferentes vistas do resultados da escavac¸a˜o para dez n´ıveis.
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Figura 4.17: Posicionamento das caˆmaras que adquiriram as imagens da figura 4.18.
Figura 4.18: Imagens usadas no processo de reconstruc¸a˜o de superf´ıcies.





Figura 4.19: Resultados da escavac¸a˜o por n´ıveis: (a) Nı´vel 1; (b) Nı´vel 2; (c) Nı´vel
3; (d) Nı´vel 4; (e) Nı´vel 5; (f) Nı´vel 6; (g) Nı´vel 7; (h) Nı´vel 8.
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Figura 4.20: Diferentes vistas do resultados da escavac¸a˜o para nove n´ıveis.
Cap´ıtulo 5
Concluso˜es e trabalho futuro
Neste cap´ıtulo apresentam-se as concluso˜es do trabalho desenvolvido e sa˜o sugeri-
das linhas de aplicac¸a˜o futuras.
5.1 Concluso˜es
O potencial contido nas imagens levou o homem a utiliza´-las cada vez mais ao longo
dos anos. Ha´, neste momento, um grande dinamismo nas a´reas ligadas a` imagem,
sendo a visa˜o por computador uma delas. Este trabalho inseriu-se exactamente nesta
a´rea e pretendeu contribuir, de alguma forma, para o aumento dos conhecimentos
nela envolvidos.
Nesta dissertac¸a˜o pretendeu-se implementar processos robustos de recuperac¸a˜o
de informac¸a˜o tridimensional a partir de imagens. Por se tratar de um assunto ja´
investigado, procurou-se renovar esse estudo, atrave´s da introduc¸a˜o da ideia, menos
explorada na a´rea da visa˜o, da utilizac¸a˜o de superf´ıcies reflectoras.
Comec¸ou-se por estudar formas simples de aquisic¸a˜o de imagens baseadas em
espelhos. A partir da´ı, e de forma a tornar o sistema de aquisic¸a˜o o menos dispendioso
poss´ıvel, definiu-se que se iriam utilizar apenas uma caˆmara e um conjunto de espelhos
planares.
O passo seguinte consistiu na criac¸a˜o e desenvolvimento de um primeiro sistema,
que permitiu um envolvimento pra´tico com os problemas da reconstruc¸a˜o, nomeada-
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mente as correspondeˆncias entre imagens, as calibrac¸o˜es, as triangulac¸o˜es e os me´todos
nume´ricos. Embora va´lido, o trabalho produzido ate´ aqui era um pouco insta´vel. Essa
instabilidade devia-se ao facto de a reconstruc¸a˜o se basear exclusivamente na matriz
fundamental (dos espelhos apenas se tinha retirado a capacidade da duplicac¸a˜o de
imagens).
Assim, passou-se a` construc¸a˜o de um novo sistema que retirasse mais do potencial
dos espelhos e que na˜o se apoiasse tanto na matriz fundamental. A ideia base surgiu
do trabalho de Sameer [Sameer 98], que mostra a possibilidade do conhecimento da
geometria epipolar entre duas imagens de uma cena 3D vistas por espelhos. Com este
suporte, procurou-se inovar no sentido de facilitar a obtenc¸a˜o da geometria epipolar.
Verificou-se que, efectuando uma determinada mudanc¸a de base para cada conjunto
de projecc¸o˜es correspondentes, bastava conhecer apenas as projecc¸o˜es nas imagens
de dois pontos tridimensionais, bem como as suas reflexo˜es num dos espelhos (quatro
projecc¸o˜es reais na imagem), em vez das oito projecc¸o˜es reais necessa´rias no me´todo
de Sameer [Sameer 98], para se conhecer a geometria epipolar. A partir daqui, criou-
se um sistema para a determinac¸a˜o da estrutura tridimensional dos objectos imo´veis
da cena. Neste sistema, foram utilizados espelhos na ajuda a` triangulac¸a˜o, atrave´s
de relac¸a˜o existente entre os pontos dos planos espelho e imagem.
Devido a`s limitac¸o˜es deste sistema, alterou-se a forma de recuperar a informac¸a˜o
3D. Em vez de ser usada a triangulac¸a˜o, foi aplicada a escavac¸a˜o do espac¸o tridimen-
sional, baseada nas silhuetas. Com esta te´cnica conclu´ıu-se que os resultados, embora
prometedores, necessitavam de mais imagens do que as que o sistema de aquisic¸a˜o
usado poderia facultar.
Para verificar todas as potencialidades da te´cnica da escavac¸a˜o do espac¸o tridi-
mensional, a captac¸a˜o de imagens calibradas passou a ser feita por um conjunto de
caˆmaras, e na˜o por recurso aos espelhos. Os resultados obtidos demonstraram uma
excelente capacidade de reconstruc¸a˜o de cenas complexas, por exemplo, de objectos
com buracos.
Em s´ıntese:
• a reconstruc¸a˜o baseada apenas na matriz fundamental e na triangulac¸a˜o requer
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uma enorme precisa˜o nas projecc¸o˜es correspondentes;
• a reconstruc¸a˜o baseada nos espelhos e na triangulac¸a˜o e´ muito mais tolerante
a falhas introduzidas pelo conjunto de projecc¸o˜es correspondentes, do que a
reconstruc¸a˜o baseada na matriz fundamental;
• a reconstruc¸a˜o baseada nos espelhos e na triangulac¸a˜o ainda pode ser melhorada;
• a reconstruc¸a˜o baseada nos espelhos e na escavac¸a˜o do espac¸o tridimensional so´
gera bons resultados quando usa muitas imagens;
• a te´cnica da escavac¸a˜o do espac¸o tridimensional, baseada nas silhuetas, fornece
excelentes resultados para qualquer cena 3D, desde que use imagens bem cali-
bradas, que abranjam toda a cena.
5.2 Trabalho futuro
Para melhor descrever as propostas de trabalho futuro, faz-se a separac¸a˜o entre as
que se aplicam ao trabalho descrito no cap´ıtulo 3 e as que sa˜o inerentes ao trabalho
do cap´ıtulo 4.
No que diz respeito aos sistemas apresentados no cap´ıtulo 3, conforme foi mostrado
na secc¸a˜o 3.3, a imagem captada pelo sistema pode ser dividida em treˆs partes. Cada
parte esta´ associada a um centro o´ptico (centro o´ptico real, Cor, centro o´ptico virtual
direito, Cod, e centro o´ptico virtual esquerdo, Coe). Este trabalho apenas reconstru´ıu
pontos nas imagens captadas pelos centros o´pticos virtuais (Coe/Cod). Assim, uma
primeira melhoria a fazer, como trabalho futuro, poderia ser tentar a recuperac¸a˜o
de todos os pontos poss´ıveis nos treˆs casos que se conhecem: Coe/Cod, Coe/Cor
e Cor/Cod. Esta alterac¸a˜o iria possibilitar a recuperac¸a˜o de pontos 3D, ocultos a
alguma das treˆs partes da imagem.
Com a adic¸a˜o de mais espelhos ao sistema de aquisic¸a˜o poder-se-ia tentar um
campo de visa˜o o mais alargado poss´ıvel. A vantagem que poderia advir desse proced-
imento seria, no seguimento da ideia atra´s referida, a obtenc¸a˜o de um maior nu´mero
de pontos ocultos.
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Na sequeˆncia disto, uma tarefa interessante a desenvolver seria a junc¸a˜o de todos os
pontos reconstru´ıdos (depois de eliminados os repetidos), mostrando-os graficamente,
sem conhecimento pre´vio sobre a sua organizac¸a˜o. Isto faria com que, atrave´s de uma
boa interpolac¸a˜o, fosse poss´ıvel recuperar tambe´m a forma do objecto.
Outra ideia interessante a explorar, numa tentativa de recuperar algo mais do
que pontos, seria a da questa˜o das curvas de perfil. Este estudo poderia facilitar a
recuperac¸a˜o de superf´ıcies atrave´s da utilizac¸a˜o do sistema de aquisic¸a˜o apresentado.
Uma outra questa˜o a abordar poderia ser a da utilizac¸a˜o do trifocal, ja´ que ex-
istem treˆs centros o´pticos. Sendo introduzidos mais espelhos, simplificar-se-ia o pro-
cedimento com as relac¸o˜es trifocais, eliminando uma sobrecarga de processamento
que existiria na continuac¸a˜o do relacionamento dos espelhos dois a dois, atrave´s da
geometria epipolar.
No que diz respeito ao trabalho do cap´ıtulo 4, uma das propostas para melhorar
a visualizac¸a˜o seria a criac¸a˜o de uma rede de triaˆngulos (meshes) a partir dos voxels.
Isto tornaria o processamento gra´fico muito mais leve.
Outra proposta seria a implementac¸a˜o de um sistema multi-ocular de recon-
struc¸a˜o, ligado a um sistema de aquisic¸a˜o de imagens automaticamente calibradas
em tempo real, que fosse capaz de obter, sem qualquer intervenc¸a˜o humana, a estru-
tura e textura de qualquer objecto que se lhe aplicasse. Uma das tarefas teria que ser
a automatizac¸a˜o do processo de binarizac¸a˜o das imagens.
Uma ideia interessante a aplicar a todo este trabalho seria a utilizac¸a˜o de me´todos
nume´ricos na˜o lineares em vez dos utilizados.
Por fim, deixa-se no ar a possibilidade da introduc¸a˜o de emissores laser. Neste
caso, creˆ-se que o processo de reconstruc¸a˜o beneficiaria, principalmente em termos
de restric¸o˜es a usar (ou seja, baixaria a sua complexidade), na medida em que estes
emissores podem ser vistos como caˆmaras que, ao inve´s de captarem luz, emitem-na.
Apeˆndice A
A qualidade da correspondeˆncia
Na˜o existindo qualquer regra pra´tica para a definic¸a˜o da qualidade da corre-
spondeˆncia, nesta dissertac¸a˜o optou-se por basea´-la nas distaˆncias. Mais especifi-
camente, sendo a correspondeˆncia dada atrave´s de uma matriz fundamental ou ho-
mogra´fica, essas distaˆncias sa˜o medidas entre os pontos usados para a estimac¸a˜o da
matriz e os resultados da aplicac¸a˜o dessa matriz aos ditos pontos.
A.1 Matriz fundamental
Para testar a qualidade de uma matriz fundamental, F, definida atrave´s de um
conjunto de pontos correspondentes, (pei, pdi), i = 1 . . . n, nas imagens Ie e Id, foi








com Qf a designar-se qualidade da matriz fundamental, F.
Em (A.1), d e´ a distaˆncia euclidiana de um ponto a` sua recta epipolar corre-
spondente. Note-se que os pontos usados sa˜o dados pelas suas coordenadas pixel na
imagem, fazendo com que a distaˆncia d seja medida tambe´m em pixels. Por outras
palavras, Qf e´ a distaˆncia me´dia da distaˆncias de todos os pontos usados a`s suas
correspondentes epipolares.
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Apresenta-se no apeˆndice B a informac¸a˜o necessa´ria a` utilizac¸a˜o, no MATLAB c©,
da func¸a˜o mfq.m, a qual calcula este factor de qualidade.
A.2 Matriz homogra´fica
Por seu lado, a qualidade de uma matriz homogra´fica, H, definida atrave´s de um
conjunto de pontos correspondentes, (pei, pdi), i = 1 . . . n, nas imagens Ie e Id, foi








com Qh a qualidade da homografia, H.
Em (A.2), d e´ a distaˆncia euclidiana de um ponto ao resultado da aplicac¸a˜o da ho-
mografia ao seu correspondente. Os pontos usados sa˜o dados pelas suas coordenadas
pixel na imagem, pelo que a distaˆncia d e´ tambe´m medida em pixels. Qh e´, assim,
a distaˆncia me´dia das distaˆncias de todos os pontos usados aos pontos reprojectados
(obtidos pela aplicac¸a˜o da homografia aos pontos usados).
Remete-se para o apeˆndice B a informac¸a˜o necessa´ria ao modo de funcionamento,
no MATLAB c©, da func¸a˜o que calcula este factor de qualidade, mhq.m.
Apeˆndice B
Rotinas para MATLAB c©
As rotinas de condicionamentos de dados, de qualidade da correspondeˆncia, de reso-
luc¸a˜o de sistemas lineares (mı´nimos quadrados), de estimac¸a˜o da matriz fundamental,
de estimac¸a˜o da matriz homogra´fica de grau 2 e de eliminac¸a˜o de falsas correspondeˆn-
cias usadas na dissertac¸a˜o esta˜o dispon´ıveis em www.isr.uc.pt/∼nmartins/work.html.
B.1 Condicionamentos de dados
% HTNORM2D Normalize an input matrix of 2D points, as Hartley’s proposal. The
% matrix structure is [x1 coordinate, y1 coordinate; ... ;xn coordinate, yn
% coordinate].
%
% Usage : [Ptn,Mnorm] = Htnorm2d(Pt) or Ptn=Htnorm2d(Pt)
% Input : One vector of 2D points, Pt
% Output : The normalized vector, Ptn
% : The matrix that achieve the normalization, Mnorm
% HTNORM3D Normalize an input matrix of 3D points, as Hartley’s proposal. The
% matrix structure is [x1 coordinate, y1 coordinate, z1 coordinate; ... ;xn
% coordinate, yn coordinate, zn coordinate].
%
% Usage : [Ptn,Mnorm] = Htnorm3d(Pt) or Ptn=Htnorm3d(Pt)
% Input : One vector of 3D points, Pt
% Output : The normalized vector, Ptn
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% : The matrix that achieve the normalization, Mnorm
% IMPRANK Impose the rank n to a square matrix A with rank n+1, minimizing the
% Frobenius norm, if only the determinant of matrix A is not zero.
%
% Usage : Ar = Imprank(A)
% Input : The matrix with rank n+1, A
% Output : The matrix with rank n, Ar
% MFMINASI Calculate the fundamental matrix and the homography between two vectors
% of 2D points, using algebraic minimization without interaction.
%
% Usage : [F,H] = Mfminasi(Pte,Ptd,e)
% input : Two vectors of 2D points, with at least 8 points, Pe and Pd
% : The known epipole, e(ex ey)
% output : The fundamental matrix, F
% : The homography between the vectors of points, H
B.2 Qualidade da correspondeˆncia
% MFQ Calculate the quality factor of a fundamental matrix, which is the mean
% distance of the sum of all distances from the points, in both sets, to its
% correspondent epipolar lines.
%
% Usage : Qf = Mfq(Pt1,Pt2,F)
% Input : Two matrices of 2D points, Pt1 and Pt2
% : The fundamental matrix, F
% Output : The quality factor, Qf
% MHQ Calculate the quality factors of a homographic matrix (p2=Hp1). One is
% the mean distance of the sum of all distances from the known points and
% the obtained ones, in both sets. The other is the standard deviation of
% the calculated distance.
%
% Usage : [Qh1,Qh2] = Mhq(Pt1,Pt2,H)
% Input : Two matrices of 2D points, Pt1 and Pt2
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% : The homographic matrix, H
% Output : The quality factors, Qh1 (mean) and Qh2 (standard deviation)
B.3 Resoluc¸a˜o de sistemas lineares (mı´nimos qua-
dra dos)
% LSQSVD Computes the least-squares solution x of any system Ax=b (including b=0),
% using SVD method. A is a (m x n) matrix, with m>=n. By itself x=Lsqsvd(A)
% computes the least-squares solution x of system Ax=0.
%
% Usage : x = Lsqsvd(A,b) or x = Lsqsvd(A)
% input : Coefficient matrix of the system, A
% : Result vector of the system, b
% output : Solution vector, x
% EIGSOL Computes the least-squares solution x of any system Ax=b (including b=0),
% using the analysis of the eigen values. A is a (m x n) matrix, with m>=n.
% By itself x=Eigsol(A) computes the least-squares solution of system Ax=0.
%
% Usage : x = Eigsol(A,b) or x = Eigsol(A)
% input : Coefficient matrix of the system, A
% : Result vector of the system, b
% output : Solution vector, x
% PSINVSVD Computes the least-squares solution x of any system Ax=b (with vector b
% not null), using pseudo-inverse solution, based on the svd method. A is
% a (m x n) matrix, with m>=n.
%
% Usage : x = Psinvsvd(A,b)
% input : Coefficient matrix of the system, A
% : Result vector of the system, b
% output : Solution vector, x
% PSINVSOL Computes the least-squares solution x of any system Ax=b (with vector b
% not null), using pseudo-inverse solution, based on the normal equation
% method. A is a (m x n) matrix, with m>=n.
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%
% Usage : x = Psinvsol(A,b)
% input : Coefficient matrix of the system, A
% : Result vector of the system, b
% output : Solution vector, x
B.4 Estimac¸a˜o da matriz fundamental
% MFMIN Calculate the fundamental matrix between two vectors of 2D points,
% for its minimum case - only 7 linearly independent equations.
%
% Usage : F = Mfmin(Pe,Pd)
% input : Two vectors of 2D points, with at least 7 points, Pe and Pd
% output : The fundamental matrix, F
%
% see HTNORM2D and MFQ
% MF8PTA Estimate the fundamental matrix between two vectors of 2D points,
% using 8-point algorithm.
%
% Usage : F = Mf8pta(Pe,Pd,type)
% Input : Two vectors of 2D points, with at least 8 points, Pte and Ptd
% : Method to execute the least square if necessary, type
% type=0 -> svd method (default)
% type=1 -> eigen values analysis
% type=2 -> pseudo-inverse by svd method
% type=other number -> pseudo-inverse by normal equations
% Output : The fundamental matrix, F
%
% see HTNORM2D, LSQSVD, EIGSOL, PSINVSVD, PSINVSOL, IMPRANK and MFQ
% MFEST Estimate the fundamental matrix between two vectors of 2D points.
%
% Usage : F = Mfest(Pe,Pd,type)
% Input : Two vectors of 2D points, with at least 7 points, Pe and Pd
% : Method to execute the least square if necessary, type
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% type=0 -> svd method (default)
% type=1 -> eigen values analysis
% type=2 -> pseudo-inverse by svd method
% type=other number -> pseudo-inverse by normal equations
% Output : The fundamental matrix, F
%
% see HTNORM2D, MFMIN, IMPRANK and MF8PTA
B.5 Estimac¸a˜o da matriz homogra´fica de grau 2
% MH8PTA Estimate the homographic matrix between two vectors of 2D points,
% using 8-point algorithm.
%
% Usage : H = Mh8pta(Pe,Pd,type)
% Input : Two vectors of 2D points, with at least 4 points, Pte and Ptd
% : Method to execute the least square if necessary, type
% type=0 -> svd method (default)
% type=1 -> eigen values analysis
% type=2 -> pseudo-inverse by svd method
% type=other number -> pseudo-inverse by normal equations
% Output : The homographic matrix, H
%
% see HTNORM2D, LSQSVD, EIGSOL, PSINVSVD, PSINVSOL and MHQ
% MHEST Estimate the homographic matrix between two vectors of 2D points.
% Usage : H = Mhest(Pe,Pd,type)
%
% Input : Two vectors of 2D points, with at least 4 points, Pe and Pd
% : Method to execute the least square if necessary, type
% type=0 -> svd method (default)
% type=1 -> eigen values analysis
% type=2 -> pseudo-inverse by svd method
% type=other number -> pseudo-inverse by normal equations
% Output : The homographic matrix, H
%
% see HTNORM2D and MH8PTA
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B.6 Eliminac¸a˜o de falsas correspondeˆncias
% MFRANSAC Calculate the fundamental matrix between Pte and Ptd, using
% RANSAC method to eliminate the false matches.
%
% Usage : [F,Pea,Pda] = Mfransac(Pte,Ptd,iter,th,type);
% Input : Two vectors of 2D points, with at least 7 points, Pte and Ptd
% The number of iterations of the process, iter (by default 100)
% The threshold, th (by default 0.1)
% Output : The fundamental matrix, F
% Two vectors of 2D points without the false matches, Pea and Pda
%
% see NUMALEAF, MFMIN and MFEST
% MHRANSAC Calculate the homographic matrix between Pte and Ptd, using
% RANSAC method to eliminate the false matches.
%
% Usage : [H,Pea,Pda] = Mhransac(Pte,Ptd,iter,th,type);
% Input : Two vectors of 2D points, with at least 4 points, Pte and Ptd
% The number of iterations of the process, iter (by default 100)
% The threshold, th (by default 0.1)
% Output : The homographic matrix, H
% Two vectors of 2D points without the false matches, Pea and Pda
%













vectorial entre estes dois vectores e´ dado por




















, uma matriz invert´ıvel, 3×3, com base na equac¸a˜o (C.1), temos




3 v)− (mT3 u)(mT2 v)
(mT3 u)(m
T
1 v)− (mT1 u)(mT3 v)
(mT1 u)(m
T
2 v)− (mT2 u)(mT1 v)
 (C.2)
Por definic¸a˜o, a adjunta da matriz, M e a matriz dos cofactores de M e´
adj(M) = [cof(M)]T = det(M)M−1
Logo, atrave´s de simples ca´lculos nume´ricos pode-se concluir que
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Com base na equac¸a˜o (C.1) e (C.3), sabe-se que



















3 v)− (mT3 u)(mT2 v)
(mT3 u)(m
T
1 v)− (mT1 u)(mT3 v)
(mT1 u)(m
T
2 v)− (mT2 u)(mT1 v)
 (C.4)
Juntando as equac¸o˜es (C.2), (C.3) e (C.4) conclui-se que
(Mu) ∧ (Mv) = det(M)M−T (u ∧ v) (C.5)
Aplicando o conhecimento contido na equac¸a˜o (C.1) em (C.5), esta u´ltima pode ser escrita como
[Mu]∧Mv = det(M)M−T [u]∧v (C.6)
Eliminando o vector v de ambos os membros da equac¸a˜o (C.6), e assumindo que Mu = t (ou
u =M−1t), obte´m-se
[t]∧M = det(M)M−T [M−1t]∧
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