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Abstract
The pressure increase attributed to the energy deposition in the liquid metal target
of the Spallation Neutron Source results in cavitation and pitting erosion of the target
pressure boundary. Introducing compressibility in the form of small gas bubbles will
extend the lifetime of the target vessel. The pressure rise caused by the beam energy
deposition occurs in one microsecond, which encourages use of bubbles of radius less
than 20 microns, such that the bubble response to pressure change is adequately fast. Gas
volume fraction near 0.5% is sufficient to accommodate the mercury volumetric
expansion and reduce the pressure rise. Bubble production and detection technologies
are developed herein to allow control of the bubble diameter and volume fraction in an
opaque liquid metal.
This research infers bubble size in the form of a probability density function using
dynamic gas delivery pressure and mass flow, and passive acoustic emissions at bubble
birth, for a single orifice bubbler. Terminal rise velocities are also measured and used to
infer bubble diameter. The gas volume fraction is inferred from the acoustic sound
speed using the so-called low frequency Wood’s Limit model for sound speed in a bubbly
media.
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1.1 Motivation
A wide variety of research endeavors use neutron scattering techniques to study
the geometry, motion and interaction of atoms within a material. The Spallation Neutron
Source utilizes a one gigaelectron-volt proton beam of near 1.4 megawatt time averaged
power impinging on a liquid mercury target to obtain the world’s highest pulsed neutron
beam intensity. The proton energy deposition occurs within the target in approximately
one microsecond with a pulse repetition frequency of 60 hertz. At the SNS facility the
majority of the beam energy deposition occurs in the target according to (1.1)
Q = mcv ∆T

(1.1)

where cv is the specific heat capacity for a constant volume process, and m is the mass of
the target material that stops the beam energy, Q, causing a temperature rise, ∆ T . The
initial energy deposition is a constant volume process since the sound speed in mercury is
near 1400 m/s, such that pressure information can only move 1.4 mm during the energy
deposition event of one microsecond. This causes a constant volume temperature rise,
which elevates the local pressure following the equation of state for the mercury. The
pressure induced in the target mass, m, absorbing the beam energy can be approximated
from the sound speed equation (1.2)
c2 =

dP
dρ

(1.2)

Combining (1.1) and (1.2) using the chain rule, the pressure induced by one pulse is
approximately (1.3)

 Q  dρ
dP ≅ c 2 

 mcv  dT

(1.3)
1

The pressure increase relates the target material sound speed, mass, specific heat
capacity, and thermal expansion to the deposition energy (Francis and Ruggles, 2008).
Thus to limit pressure changes while preserving performance, a target with low sound
speed and thermal expansion while also having a high volume specific heat capacity is
desirable.
The power deposited in the target induces material stresses which lead to
mechanical failure in solid target neutron sources. Liquid metals are not subject to
radiation damage (e.g., embrittlement or spalling ) or fatigue stress, which coupled with a
high atomic number, makes a liquid mercury target ideal (Lu, 2006). However, the
deposition of power generates a pressure pulse within the mercury target which interacts
with the stainless steel pressure boundary causing cavitation pitting and erosion, which
could limit the lifetime and operational power of the SNS facility (Riemer, 2009).
Several promising methods of mitigating the effects of cavitation result from
increasing the liquid mercury compressibility, thereby decreasing the pressure amplitude
caused by the pulse energy deposition. One method of increasing the compressibility of
the system which is currently being tested involves introducing a gas wall at the pressure
boundary. Alternately, a homogeneous cloud of small gas bubbles may be introduced
within the entire target volume. Gas wall methods have shown progress with the
introduction of surface topography to control the gas near the wall, however reliable
positioning of a gas layer and subsequent gas removal are significant engineering
opportunities which must be met (Felde, 2009). Small gas bubble addition to the bulk
fluid has proven practical due to low gas solubility in the mercury (Francis, 2008). Small
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bubbles that normally dissolve in water or organic fluids have long lifetimes and will
persist in the mercury flow loop (Francis, 2008) requiring bubble removal methods
(Hosack, 2007). Bubble production remains a significant engineering opportunity since
most standard bubble production methods do not work because mercury does not wet
most engineering flow surfaces.
Verifying the performance of both the gas wall and homogeneous bubble
injection methods for damage mitigation within the mercury requires the measurement of
bubble populations, including size distribution and gas volume fractions, and is the topic
of this research. The major contributions of this work include a review of bubble
dynamics with special attention to a helium/mercury system. That review leads to
development of the low-frequency Woods limit theory of the gas-liquid sound speed for
the helium/mercury mixture. The void fraction determination is attempted in a bubbly
air/water experiment using the Woods Limit theory, and lessons learned are recorded for
a second generation experiment. Modified Stokes rise velocity models are developed for
the helium/mercury system to relate rise velocity to bubble diameter, and some data are
collected to confirm this approach. Bubble size inference is also examined using time
resolved gas flow parameters for the case of a single orifice bubbler.
1.2 Background
The introduction of 30 µm diameter inert gas bubbles with homogeneous volume
fraction of approximately 0.5% increases the compressibility of the mercury flow within
the SNS, reducing the sound speed from near 1400 m/s to near 100 m/s (Lu, 2006).
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Following the theory from (1.3), this reduces the pressure rise to less than 1% of values
without gas bubble addition.
Usual bubble diagnostic tools such as high speed photography and particle
imaging velocimetry are not suitable for diagnostics within the stainless steel vessel and
opaque liquid mercury target. Several techniques for visualizing the formation of a single
gas bubble within a narrow mercury flow sheet utilize proton radiography and X-ray
imaging (Katsuhiro, 2009); these diagnostic methods have several drawbacks which
make them unsuitable for implementation on the SNS target vessel including the small
penetration depth of the X-ray beam and large background activity at the SNS facility.
The medical industry widely uses acoustic waves to measure biological structure
and vascular function. Long attenuation lengths at off resonance frequencies, significant
amounts of previous research using these techniques in water and liquid metal flows
(Akira, 1998; Ekert 2003), and considerable commercially available equipment make
acoustic diagnostic techniques a promising approach for the liquid mercury application.
Current imaging ultrasound technology uses frequencies from 1 to 10 MHz,
corresponding to wavelengths near 1mm to 100µm in water or mercury, limiting image
resolution to bubble diameters larger than those of interest.
For this research bubble sizes are inferred from rise velocity and volume
fractions are inferred from measurements of sound speed along a sample axis. Bubble
rise velocity measurements are made using Doppler shifting principles in conjunction
with a commercial ultrasonic data acquisition system. A discussion of the interaction of
an oscillatory pressure field with a bubble cloud lays the framework for void fraction
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measurements. Reduction of sound speed in liquids with gas bubbles added is studied by
Silberman, Ruggles, Leighton, and Buckingham. The resonant oscillation of a bubble
released from an injector tip is also discussed as a specialized technique for bubble sizing
more useful to laboratory settings. This research adapts these techniques to the helium
and liquid mercury system; starting with implementation of a micro-bubble generator in a
water tank system.
1.3 Concurrent Research Activities
Studying the interaction of neutrons with nuclei is producing breakthroughs in the
structure and dynamics of matter in fields including physics, chemistry, biology, and
material science (Lengeler, 2005). Structural and dynamic information can be deduced
from the length scales corresponding to the hydrogen wave function ( 1 × 10 −5 Angstrom)

to that corresponding to large molecules ( 1× 10 4 Angrstrom). Beam intensities limit
scattering studies due to the weak interaction of neutrons with matter. Two techniques
for creating high intensity high energy neutrons include reactors and accelerator driven
spallation sources (Ikeda, 2002). As the power density in high flux reactors reaches a
technical limit a major increase in neutron intensities is not expected. However,
accelerator based spallation sources such as the European Spallation Source (ESS), Japan
Neutron Source (JNS), and the Spallation Neutron Source (SNS) possess considerable
performance and power development potential. As pulsed sources, time of flight
measurements can be used to find neutron energies directly (Gabriel, 2003).
Three facilities promising high intensity neutron sources are currently in varying
stages of research and development. The SNS, located at ORNL, is a collaboration of six
5

US national laboratories; the current production run starting on March 12, 2009 is
providing 480 kW of power and reached 1.0MW for several hours during this cycle
(ORNL, 2009). However, moderator heat exchange performance required a subsequent
reduction in power to 0.85MW. Currently SNS supports nine beam line instruments with
a projected 24 instruments on 18 beam lines by 2014. The JNS, which is part of the
larger proton accelerator program, JPARC, is currently providing 100 kW of power with
expectations to ramp up to 0.6 MW (Futakawa, 2009); approximately 40 instruments are
projected (Ikeda, 2002). Neutron production at the ESS is scheduled for 2018. Design
improvements including a 5MW short pulse target station and 5MW long pulse target
station each with 20 instrumentation beam lines (Bongardt, 2008) contributed to a long
construction delay at the ESS. All three of these neutron sources use a liquid metal target
system with only minor design differences. The JNS and ESS target systems include
bubble injection as the design basis and the SNS plans to add bubble injection to the
mercury target going forward.
1.4 Organization of Thesis
The current chapter provides the research landscape surrounding this work and
the motivation for this research. The second chapter provides a review of the bubble
response to pressure perturbations within a liquid. This leads to the theoretical
development of the modified compressibility of a gas liquid homogeneous mixture for
low frequency and low void fraction, the so called Woods Limit. Also, the solution of an
acoustic field developed by a disc source is provided which supports experiments
developed later in the thesis. The third chapter provides the theory and modeling that
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support various experiments; including Tate’s bubble departure, a modified Stokes rise
velocity, the prediction of pressure response at the pressure sensors, and the basics of
pulse-echo ultrasonic velocimetry. The fourth chapter provides the description, data, and
results of various experimental setups used to verify methods for measurement or
inference of void fraction or bubble diameter. The final chapter provides a review of
these research endeavors and results with emphasis on their context to the SNS program
and the unique contributions of this research. Several appendices provide data collection
and analysis scripts, as well as experimental procedures.

7

2.1 Theory and Literature Review, Acoustics in Gas liquid Media
While gas bubbles generally add compressibility to a liquid, details of the
dynamic response of the gas bubble to rapid pressure changes in the liquid must be
reviewed to understand the appropriate size range for the bubbles to be introduced into
the SNS target system. A complete analysis of the bubble population within a mercury
system includes measuring both void fraction and size distribution. The strategy for
measuring void fraction is established within the Woods limit. Size distributions in the
form of a probability distribution function (PDF) are inferred from bubble terminal rise
velocities. Engineering models for the drag coefficient of a bubble are established
allowing a static balance between buoyancy and drag to give the terminal rise velocity of
a bubble as a function of the size. The rise velocity is measured using high speed video
and ultrasonic Doppler velocimetry. This literature review first develops knowledge for
the Woods limit, and the frequency domain where the Woods limit measurement will
resolve the gas volume fraction. This is followed by an explanation of how a sound
producing device interfaces with its environment, to allow understanding of measurement
approaches to be developed later in the experimental part of the endeavor.
Early work by Rayleigh and Wood analyzes the mechanics of linear acoustic
waves through homogeneous material (Rayleigh, 1945; Wood, 1941). For low void
fraction gas liquid flows, Wood presents a method of calculating sound speeds at
frequencies well below bubble resonance. Later, Lyman Spitzer develops ensemble
averaged solutions for sound speed and attenuation at any frequency in bubbly gas liquid
flows (Spitzer, 1943). Foldy extends this work to random bubble distributions and
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includes the interactions of reradiated pressure fields (Foldy, 1944). Fox, Curly, and
Larson, and Silberman conduct measurements of sound speed and attenuation in the lab
and the field (Fox, 1955; Silberman, 1957). Ruggles examined the inclusion of a bubble
dynamics equation in a full two-fluid model (Ruggles, 1987). Application of a two-fluid
model by Ishii and Plesset and Hsieh led to the calculation of the bubble induced
Reynolds stresses (Ishii, 1975; Plesset, 1960); these stresses significantly effect acoustic
wave propagation at large void fractions (Ruggles, 1987). Leighton presents a concise
report of significant work in the acoustics of gas liquid flows (Leighton, 1996).
These results demonstrate that the gas liquid mixture sound speed is a strong
function of the gas volume fraction. The sound speed as a function of void fraction for a
helium/water system is presented in Figure 2.1 for isothermal, and adiabatic propagation
in a monatomic and diatomic gas; for reference, the sound speed in water without helium
is 1470 m/s. The relationship presented in Figure 2.1 is a result of the linear response of
a gas bubble to low frequency acoustic waves, this is the so called Woods limit. In order
to define the natural frequency of a freely oscillating gas bubble the dynamic response to
a sinusoidal pressure drive is examined in Section 2.2. Section 2.3 examines the linear
wave equation and develops a gas liquid sound speed in the Woods limit. The axial
pressure field developed by a piston source is examined in Section 2.4 which supports the
development of experiments later in the thesis.
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Figure 2.1: Woods limit sound speed as a function of void fraction for the measurement
range 0.003 ≤ α ≤ 0.005 .
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2.2 Pressure Response of a Gas Bubble in a Newtonian Fluid
2.2.1 Resonance Frequency; Minnaert Frequency
The dynamic response of an oscillator is examined in order to establish the limit
on bubble size which will respond to pressure variation on the time scales involved in the
energy deposition at the SNS as well as the sub-resonant response of a bubble. A
spherical gas bubble suspended in a Newtonian fluid suddenly undergoing a step pressure
change acts as a freely-oscillating spring-mass system where the gas compressibility
generates the restoring force and the mass is the inertia of the moving liquid. Hence (2.1)
states an equation of motion,
••

m ε + kε = 0

(2.1)

Substitution of a trial solution, ε = Ae iω0t , into (2.1) generates

ω 02 =

k
m

(2.2)

where ω 0 is the resonant frequency of the bubble.
Minnaert first calculated the natural frequency of a spherical gas bubble
undergoing low-amplitude oscillations by equating the kinetic energy of the liquid
surrounding the bubble to the internal energy of the gas. He found the kinetic energy by
taking the general solution of (2.1) and integrating the flow of liquid over shells
extending from the bubble wall; for incompressible fluids conservation of mass dictates
that the fluid flow in any shell can be equated to the flow at the surface of the bubble. He
then found the internal energy from the work done in compressing the gas bubble using

11

the assumption of an adiabatic process line. Thus Minnaert found the natural frequency
(Minnaert, 1933),

ω0 =

1
2πRbub

3κp0

(2.3)

ρ

Strictly speaking the inertia associated with the bubble oscillating in a vacuum
must also be included, however since the gas density is significantly smaller than the
liquid density only the inertia of the surrounding liquid must be considered (Leighton,
1996). Also, the effects of surface tension have been ignored.
2.2.2 Resonant Response
Including viscous effects to the freely-oscillating bubble can be accomplished by
including viscous damping forces in the formulation of the equation of motion
••

•

m ε + b ε + kε = 0

(2.4)

again, substitution of a trial solution, ε = Ae st , generates

s=

− b ± b 2 − 4km
2m

(2.5)

The relative effect of viscous damping generates three distinct solution modes:
over-damped ⇒ b 2 > 4km , under-damped ⇒ b 2 < 4km , and critically
damped ⇒ b 2 = 4km . The situation when a bubble is over-damped or critically damped

generates general solutions with negative time exponents and hence the bubble radius
undergoes an exponential transient to a new steady state radius. An interesting situation
arises for an under- or lightly-damped bubble because the roots of s are imaginary and
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the general solution is a combination of sines and cosines; hence the bubble will exhibit
oscillatory transient behavior.
2.2.3 Forced Damped Linear Oscillator
When a small driving force is introduced in the damped system above, as in the
case of a piston source, a spherical bubble is evaluated as a forced damped linear
oscillator with the equation of motion
••

•

m ε + b ε + kε = F0 e iωt

(2.6)

where F0 is the amplitude and ω is the frequency of the piston source. As stated before,
in order to generate oscillatory behavior the bubble must be under-damped. Thus the
steady state response is generated by substitution of the particular solution ε = Ae iωt

(

)

F0
b 
 2
2
 ω0 − ω + i ω  A =
m 
m


(2.7)

Taking A = A e −iφ and equating the real and imaginary parts of (2.7) gives the
displacement amplitude and phase lag behind the driving force as

F0

A =

(

m ω −ω

φ = tan −1

2
0

)

2 2

 bω 
+

 m 

bω
m ω 02 − ω 2

(

)

(2.8)

2

(2.9)

If the driving frequency is slightly greater than the resonant frequency, a gas
bubble has difficulty responding to pressure changes on these time scales resulting in out
of phase oscillations. Since the pressure differential between the compression and
expansion stages of a gas bubble undergoing out of phase oscillations is smaller than for
13

in-phase oscillations the system compressibility decreases resulting in gas liquid mixture
sound speeds inconsistent with the Woods limit. Note, the beam energy deposition
occurs in one microsecond, a time scale which is much shorter than the time between
beam pulses of 17 ms. Thus the sine and cosine solution is not appropriate for the
discrete pulse response solution for the bubble, and the bubble diameter will decrease in
response to each beam induced pressure rise. However, the basic physics described here
indicates the capacity of the bubble to respond to the pressure rise due to the beam pulse
induced pressure rise will be limited unless the resonant frequency of the bubble is
greater than or near to one over the beam pulse period.
2.3 Gas liquid Sound Speed
The previous section provides details of the response of a driven damped
oscillator; these results define the response of a gas bubble to a sinusoidal pressure drive.
The following analysis develops the sound speed for a quasi-incompressible mixture with
volume averaged properties using the linear wave equation and a mixture equation of
state.
2.3.1 Sound Velocity in a Compressible Continuum
Referring to Figure 2.2, (2.10) gives the one-dimensional continuity equation for a
quasi-incompressible fluid in a constant cross sectional area prism; performing the
indicated operation where, ∂P

∂ρ

= c 2 is the sound speed squared, yields (2.11)

∂v
 ∂ρ
 ∂P
 ∂t + ρ ∂x = 0 ⋅ ∂ρ

(2.10)

∂P
∂v
+ ρc 2
=0
∂t
∂x

(2.11)
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Figure 2.2: Prismatic volume used to develop force balance; adapted from Leighton (Leighton, 1996).
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The one dimension momentum equation reduces according to (2.12) with the assumption
r
of an inviscid fluid and utilizing the incompressible continuity equation, ∇ ⋅ u = 0 ,

∂v
∂v
1 ∂P ∂
∂v
1 ∂P
+v
=g−
+ τ⇒
=−
∂t
∂x
∂t
ρ ∂x ∂x
ρ ∂x

(2.12)

Differentiating (2.11) with respect to space and (2.12) with respect to time provides a
substitution for

∂ ∂P
yielding (2.13)
∂t ∂x

2
∂ 2v
2 ∂ v
=0
−c
∂t 2
∂x 2

(2.13)

Integrating once with respect to time yields the one dimensional linear wave equation
given by
2
∂ 2ε
2 ∂ ε
=
c
∂t 2
∂x 2

(2.14)

which describes a wave disturbance, ε , travelling in the ± x direction at speed, c.
The displacement of a fluid particle relative to the datum due to pressure changes
within the system characterizes a bulk modulus, B,

B = −V

 ∂p 
∂p
= ρ  
∂V
 ∂ρ  T

(2.15)

where ∂p is the change in pressure due to a change in volume, ∂V . Applying (2.15) to a
prismatic volume of width, ∆x , provides the force on a plane at x0 (Leighton, 1996)

F ( x0 ) = − BA

∂ε
∂x

(2.16)
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where A gives the cross sectional area of the volume. Performing a first-order explicit
Taylor series expansion of the force across the width of the volume and applying
Newton’s Second Law provides the net force on the element
∆F ( x0 + ∆x 2 ) = −∆x

∂F
∂x

••

= ρV ε

(2.17)

x = x0

combination with (2.16) suggests
••

ρ ε = B∇ 2ε

(2.18)

with the usual notation for time and spatial derivatives. Realization that (2.18) describes
a longitudinal wave in the x-direction suggests that the solution has arguments of the
form (ct ± x ) . Comparison with the linear wave equation (2.14) provides
c=

B

ρ

(2.19)

The dependence of the bulk modulus on the specific process line is examined in the next
section.
This solution extends to include any media acting as a compressible continuum
with a definable average bulk modulus. Note that the derivation of the linear wave
equation uses the assumption of inviscid, incompressible, irrotational flow which violates
the assumption of a definable bulk modulus, however when the density fluctuations are
small such that the density depends weakly on the magnitude of the pressure
perturbations, such as in solids and Newtonian fluids or when perturbations of the state
variables are small relative to the bulk properties, the linear wave equation holds. Also,
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since the solutions are sinusoidal in time and space, application of an implicit Taylor

( )

series ensures an O ∆x 3 truncation error with identical results.
2.3.2 Speed of Sound in a Gas
The equation of state for gases is of the form
pV γ = const

(2.20)

where the polytropic index, γ , varies from unity in the case of an isothermal process to

γ ~ 1.4 in the case of an adiabatic process; for a perfect gas (2.20) reduces to the Ideal
Gas Law. Differentiation of (2.20) with respect to V and substitution into (2.15) provides
the bulk modulus
B = pγ

(2.21)
As mentioned, if the wave amplitudes are small in comparison to the bulk

properties the linear wave equation holds and thus (2.19) provides the sound speed in a
gas for any thermodynamic process as
c=

pγ

ρ

(2.22)

with the gas density, ρ , being a constant.
2.3.3 Thermal Behavior of an Oscillating Gas Bubble
An oscillating gas bubble expands/contracts along an isothermal or adiabatic
process line depending on the thermal penetration depth in the gas and bubble radius
(Prosperetti, 1991). This approach assumes the liquid controls the interface temperature,
an assumption appropriate to helium water and helium mercury systems. A
dimensionless diffusivity is defined as
18

D=

k

ρc p ωR02

=

2
δ pen

(2.23)

R02

Neglecting initial conditions and convoluting the small amplitude gas pressure a
dimensionless frequency is defined as

2
η = 
D

1

2

(2.24)

In the limit that the dimensionless frequency is large the gas bubble
expands/contracts along an adiabatic process line while in the limit that the dimensionless
frequency is small the bubble undertakes an isothermal process line. Table 2.1
summarizes the thermal behavior of a gas bubble undergoing small amplitude
oscillations.
Table 2.1 Summary of the thermal behavior of an oscillating gas bubble.

O( R0 )
= O(η )
O(δ pen )
O( R0 ) = O(δ pen ) ⇒ O(η ) = 1 ⇒ isothermal / adiabatic
O( R0 ) > O(δ pen ) ⇒ O(η ) > 1 ⇒ adiabatic
O( R0 ) < O(δ pen ) ⇒ O(η ) < 1 ⇒ isothermal
A 30 µm gas bubble in mercury undergoing oscillations with a 1 µs period will
have a thermal penetration depth of order, O (δ pen ) = 10-3. Comparison with Table 2.1
suggests the bubbles will expand/contract following an isothermal process line. Note
also that ½ of the bubble volume is within 1/5 of a radius of the interface, so a thermal
penetration depth equal to 1/5 of the bubble radius is adequate to significantly alter the
bubble thermodynamic response.
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2.3.4 Gas liquid sound speed; Woods Limit
Focusing on two phase sound speed requires several assumptions to be made; at
low frequencies such that the wave nature of the sound energy may be ignored, a bubbly
mixture is considered homogeneous (Kinsler, 2000). This allows the density and
elasticity or bulk modulus to be calculated as a mean value according to (2.25) and (2.26)

ρ m = α ⋅ ρ g + (1 − α ) ⋅ ρ l

(2.25)

1
α (1 − α ) α ⋅ Bl + (1 − α ) ⋅ B g
=
+
=
Bm B g
Bl
B g ⋅ Bl

(2.26)

with subscript according to phase and given the volume fraction of gas, α . Using (2.25)
and (2.26), the sound speed is found using the ratio of the elasticity to the density
according to (2.19)

cm =
2

Bm

ρm

=

{α ⋅ B

l

B g ⋅ Bl

+ (1 − α ) ⋅ B g }⋅ {α ⋅ ρ g + (1 − α ) ⋅ ρ l }

(2.27)

The elasticity of the bubble is found by differentiation of (2.20) according to
Bg = −V ⋅

dp
= pγ
dV

(2.28)

Figure 2.3(a) shows the velocity of sound in a mixture of helium and water and
Figure 2.3(b) shows velocity of sound in a mixture of helium and mercury for various
thermodynamic process lines. In each case the velocity decreases with void fraction to a
minimum at α = ~40%. The minimum velocity for the case of water is ~22 m/s while for
mercury the minimum is ~6 m/s. The bulk modulus and density of water are
2.2 × 10 9 Pa and 1 × 10 3 Kg m 3 and for mercury 28.5 × 10 9 Pa and 13.5 × 10 3 Kg m 3 .
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Sound Speed vs. Void Fraction in Water
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Sound Speed vs. Void Fraction in Mercury
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(b)
Figure 2.3: (a) velocity of sound in a mixture of helium and water and (b) velocity of sound in a
mixture of helium and mercury.
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2.4 Pressure Propagation from a Disc Source
The analysis of the linear wave equation demonstrates that the gas liquid sound
speed is a strong function of the gas volume fraction. Within the Woods limit the
relationship between sound speed and void fraction is easily found from (2.27). Thus,
measurement of pressure nodes and antinodes within an oscillating pressure field allows
void fractions to be inferred from sound speed data. An experiment to examine mixture
sound speeds in the Woods limit was developed. An electrodynamic shaker in
conjunction with a flat piston assembly introduces a pressure disturbance and dynamic
pressure sensors map the resultant pressure field. Design parameters for the
electrodynamic shaker and the piston assembly follow from a theoretical development of
the axial pressure field due to an oscillating circular piston source in the near and far
fields.
2.4.1 Axial Pressure of a Circular Piston Source
A flat piston source, Figure 2.4, is thought of as a collection of point sources each
with a differential pressure (Kinsler, 2000). The piston source has a radius, a, and
elemental pressure at a point r ' given by
dp(r ' ,θ , t ) = i

ρm ⋅ω
⋅ u 0 ⋅ e i (ωt − kr ′ ) ⋅ dS
′
2π ⋅ r

(2.29)

and source frequency, ω , and wave number, k. The axial pressure is found by setting

θ = 0 so that r ′ = r and integrating (2.29) over the disc according to
− jk 

p(r ,0, t ) = ρcu 0 e j (ωt −kr ) 1 − e 


r 2 − a 2 − r 






(2.30)

The magnitude of the above expression gives the axial pressure amplitude
22

(a)

(b)
Figure 2.4: (a) geometry of disc source; (b)typical interference pattern for a circular disc source (Kinsler,
2000).
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( )



p(r ,0) = 2 ρcu 0 sin  1 kr  1 + a
2 
r


2


− 1 


(2.31)

2.4.2 Impedance
The particle velocity, u0, is defined in terms of the mechanical impedance. It is
often convenient to define the input mechanical impedance of an acoustic source in terms
of the mechanical impedance of the device radiating into a vacuum and the radiation
impedance of the wave propagating into a fluid (Kinsler, 2000). Consider the transducer
with active area, S, moving with a normal velocity, u, and a normal force, df S , acting on
dS of the transmitting face. If each component of the transducer is small compared to the
wavelength of the propagated wave a lumped analysis of the impedance is used. The
radiation impedance is then defined by

Zr = ∫
S

df S
u

(2.32)

Taking a diaphragm with mass m, mechanical resistance Rm, and stiffness s, moving
uniformly according to u 0 = jωξ 0 under the applied force f = Fe jωt , Newton’s Law
yields

f − f S − Rm

dξ 0
d 2ξ
− sξ 0 = m 2 0
dt
dt

(2.33)

Taking the mechanical impedance Z m = Rm + j (ωm − s / ω ) and solving for u0
u0 =

f
Zm + Zr

(2.34)
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Thus the applied force encounters the sum of the mechanical impedance of the source and
the radiation impedance of the fluid (Kinsler, 2000). The radiation impedance of a piston
source is found by integrating the force on the element over the active face according to

Z r = ρcS [R1 (ka) + jX 1 (ka )]

(2.35)

With the piston resistance and reactance functions given by
2 J 1 ( x)
x
2 H 1 ( x)
X 1 ( x) =
x

R1 ( x) = 1 −

(2.36)

The mechanical impedance of the source into a vacuum is calculated according to
an electrical analogy given various mechanical properties of the diaphragm and driver.
Figure 2.5 gives the mechanical impedance, Zm, of a 110N shaker with an applied mass
of 0.1 kg at frequency above resonance.
Taking the velocity of the piston in (2.35) as the velocity of the fluid to obtain the
axial pressure amplitude of a circular piston source yields
p(r ,0) =

( )


2 ρcf

sin  1 kr  1 + a
2 
r
Zm + Zr


2


− 1 


(2.37)

2.4.3 Near and Far Field Propagation
From (2.37) it is seen that the pressure field is a complicated function of
wavenumber, piston face, and axial distance from the source. The complicated pressure
field is a result of the interference pattern in the near field. Therefore this section defines
the demarcation of the near and far field regions and presents the resulting simplified
pressure field in the far field region.
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Figure 2.5. The mechanical impedance of a 110N shaker with an applied mass of 0.1 kg at
frequency above resonance.
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At a point, P ,near a piston source of finite radius, a, and all points oscillating in
phase, pressure waves are propagated along different distances as demonstrated in Figure
2.6. Waves from S have a shorter travel distance than those from S ' ; hence at some
point, P' , the phase difference will generate an interference pattern within the noise level
of the measurement device and this is the demarcation of the near and far field.
Taking the distance, SP ⇒ z , we have the small angle approximation for the path
difference, δ ,

δ = 2a sin θ = 2a tan θ ≈

4a 2
z

(2.38)

for θ = ∠SPO ' = ∠OSS ' . The path difference represents a fraction of a wavelength that
the two waves are out of phase, β λ =

δ
δ
or equivalently φ = 2π , thus it is clear as the
λ
λ

distance between the source and receiver increases the phase difference becomes small.
(Leighton, 1996) Figure 2.4 shows a typical interference pattern for a short wavelength
circular piston source, at wavelengths of interests such that the wavelength is much
greater than the piston diameter; the directional factor in the far field is nearly unity and
only the major lobe is observable (Kinsler, 2000).
Using (2.37) and the far field assumption to calculate the axial peak pressure from
the shaker force and frequency, (2.39); Figure 2.7 shows the results of these calculations.

p(r ) =

ρc 2 f

⋅

1

2( Z m + Z r ) ω r

(2.39)

27

Figure 2.6: Path difference for the near and far field of a flat piston source with radius, a.

Axial Pressure Variation of a Circular
Piston Source as a Function of Frequency at 0.5% void Fraction
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Figure 2.7. The axial pressure solution from (2.39) as a function of frequency and distance for a 25N peak
force and 50 N peak force at void fraction = 0.5%.
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3.1 Theory and Literature Review, Bubble Hydrodynamics.
In order to measure the speed of sound in a bubbly mixture, bubble generation,
bubble size distribution measurement, void measurement, and standing wave
measurement must all be accomplished simultaneously. Bubble generation is a key
feature of the experimental setup because of the connection between bubble size
population and acoustic wave propagation. Bubble generation methods are also
imperative to introducing small gas bubbles into the mercury target. Accurate void
measurement is required to develop a strong correlation to the measured sound speed.
Finally, theoretical development of the sound field generated within the waveguide is
imperative to establish a relationship between the measured acoustic data and sound
speed. With this context re-emphasized, we examine bubble hydrodynamics.
3.2 Bubble Generation
The experimental suite to be discussed utilizes several bubble generation
techniques including a bubble sparger, a turbulence driven micro-bubble generator and a
commercial micro-bubble generator. A laboratory homogenizer used for cell disruption
is also used for bubble production in a few experimental stages.
3.2.1 Buoyancy Driven Bubble Detachment: Tate’s Law
A static force balance at the injector tip made according to Figure 3.1 determines
the diameter of an injected bubble is found from; the buoyancy force balances the surface
tension according to (3.1); the force balance follows from Fig. 3.1
r
r
FS .T . = FBouyπd (sin θ )σ = (4 / 3)πRb3 [ ρ l − ρ g ]g

(3.1)

Assuming the fluid wets the injector tip the contact angle is 90ͦ

29

Figure 3.1. Diagram of static force balance on injector tip. Image borrowed from
Fundamentals of Bubble Formation, Ruggles.(Ruggles, 2006)
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d=

Vb ∆ρg

(3.2)

πσ

This assumption is approximately true for water and mercury when the injector tip is
oxidized. (Ruggles, 2006)
3.2.2 Sparger Pressure Losses
A sparger array, Figure 3.2, provides a reliable system for injecting a bubble
population with a tight size distribution. An array of micro-needles acts as individual
injector tips according to Tate’s law. A single gas metering valve controls the flow rate
into the manifold thus special considerations are made to ensure proper bubble formation
at every needle tip.
Figure 3.3 shows the excess pressure required to overcome the surface tension of
a free bubble. A static force balance requires that the internal gas pressure, Pg , balance
the sum of the liquid pressure at the bubble surface, P∞ , and the pressure generated by the
surface tension of the liquid, Pσ ; (3.3) defines this balance.
Pg = P∞ + Pσ = P∞ +

2σ
r

(3.3)

Thus to ensure proper bubble formation at all injector tips the viscous pressure losses in
each needle exceeds the surface tension pressure required to form a stable bubble, (3.4).
2σ
L
∆Pvisc = 1 ρv 2 f   >>
2
r
D

(3.4)
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Figure 3.2: Perspective view of sparger array.

Figure 3.3: Visualization of pressures within a free stable gas bubble; surface tension acts on the perimeter
of the bubble cross-section while the gas and liquid pressures act on the interface.
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3.3 Void Measurements
Accurate void measurements are crucial to validation of Wood’s model for sound
speed. Determination of the number of bubbles, N bub , within the measurement
•

volume, Vmeas , depends on the rise time of the bubble, t rise , the gas flow rate, V gas and the
bubble size, rspherical . Thus, referring to Figure 3.4, the void fraction, α , is determined
according to (3.6)-(3.9).
 Dtube 2 

= Lm ⋅ π 

 4 

Vmeas

(3.6)

3
Vbub = Σ π ⋅ rspherical ⋅ N bub = ΣV&gas ⋅ t rise
m

trise =

α=

(3.7)

m

Lm

(3.8)

vbub

Vbub
Vmeas

(3.9)

3.3.1 Modified Stokes Rise Velocity
The terminal rise velocity of a spherical gas bubble is determined by a static
balance between buoyancy and drag; this is illustrated in Figure 3.5. The buoyancy and
drag forces are given in (3.10) and (3.11) with the drag coefficient for a rigid sphere
given in (3.12)-(3.14); note that for a rigid body the drag coefficient ignores slip between
the two fluids.
FD =

π
2

FB =

⋅ CD ⋅ ρl ⋅ u 2 ⋅ r 2

(3.10)

4π
⋅ r3 ⋅ ρl ⋅ g
3

(3.11)
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Figure 3.4: Void fraction measurements within vertical waveguide.

Figure 3.5: Static force balance used for Stokes rise velocity of a spherical gas bubble.
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Cd =

24
Re bub

0<Re<2

(3.12)

Cd =

18.5
0.6
Re bub

2<Re<500

(3.13)

C d = 0.44

500<Re<2000

(3.14)

The Reynolds number stated above is the Reynolds number based on the spherical bubble
radius as opposed to the Reynolds number based on the flow channel diameter. The
Stokes rise velocity is found for a single bubble in a quiescent fluid however momentum
fluxes within the bubble’s wake or in a flowing column introduces Reynolds stresses and
increases the effective viscosity of the liquid. Many bubbles reduce the mixture density
and pressure gradient drive for buoyancy. These phenomena are not included in these
calculations.
3.3.2 Ultrasonic Velocimetry
The rise velocity of an individual bubble or for a bubble population is measured
using the MetFlow ultrasonic velocimetry profiler, UVP. The bubble size distribution is
inferred for the rise velocity data using the modified Stokes rise velocity models. The
UVP utilizes a pulse echo technique to determine frequency shifting and therefore flow
velocity according to (3.15). An ultrasonic transducer introduces pulses of several
wavelengths along an axial interrogation volume as shown in figure 3.6. The volume is
divided into multiple gated windows thus allowing time of flight measurements to
determine the axial distance traveled by the ultrasonic pulse packet.
 v 
f = 1 + bub  ⋅ f 0
c 


(3.15)
35

Figure 3.6: MetFlow US beam.
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Seeding particles within the flow provide reflections of the incident ultrasonic pulse. The
transducer measures the frequency of the reflected pulse which along with time of flight
measurements determines the axial velocity profile of the seeding particles. Therefore,
the seeding particles must be large enough to provide adequate reflection of the ultrasonic
pulse while being small enough to interact with flows on the scales of interest. In order
to follow the flow, matching the seeding particle density to that of the flow is necessary.
For these experiments the relative velocity of the seeding particle (i.e., bubble) is
desired and therefore consideration of flow matching is unnecessary. However adequate
reflection of the ultrasonic pulse is required. From the MetFlow manual, the minimum
diameter of the reflector is equal to one quarter of a wavelength. In a 1% void fraction
bubbly mixture the minimum bubble diameter is then (3.16)

 120 m 
c
s  = 7.5µm
d meas = 1 ⋅ mix = (.25) ⋅ 
6
4 f
 4 × 10 Hz 
US



(3.16)

However, the wavelengths at ultrasonic frequencies are too short to see the bubbly
mixture as a continuum and thus the mixture sound speed at these frequencies is
controlled by the sound speed of mercury, which is equal to 1400 m/s; in this case the
minimum diameter for a seeding particle is on the order of 100 microns.
The measurement range of the MetFlow UVP is a function of the sound speed and
pulse repetition frequency according to
Pmax =

c
2 ⋅ F prf

(3.17)
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The Nyquist sampling theorem places a maximum on the detectable Doppler shift
frequency,
F prf ≥ 2 ⋅ f meas

(3.18)

Combining (3.17) and (3.15) the maximum detectable velocity is given by

v max =

1 cF prf
⋅
4 f0

(3.19)

The storage capacity of the velocity data string, nbit , then limits the velocity resolution
according to (3.19)
∆v =

v max
2 nbit − 1

(3.19)

The MetFlow UVP device uses a 7-bit data string with an 8th bit signifying the velocity
direction thus providing a velocity resolution given by ∆v = v max 127 .
3.3.3 Specific Gravity
Specific gravity defines mixture density relative to a reference substance; with the
reference typically water at standard temperature and pressure. Introducing gas bubbles
provides a shift in mixture density thus measuring the specific gravity provides a means
of determining void fraction directly according to (3.20), which is bubble size distribution
independent.
 α ⋅ ρ gas

 ⇒ α ≅ 1 − S .G.mix
ρ
liq 


α = 1 − S .G.mix + O

(3.20)
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4.1 Experimental
Initial bubble generation experiments are completed in a quiescent column of
water or mercury. Following those efforts active acoustic techniques are tested initially
within a stagnant water tank and later are integrated into a water flow loop. A vertical
waveguide is designed for future acoustic void measurement experimentation using
micro-bubble generators.
4.2 Tate’s law and passive acoustic measurement design
Tate’s law and the Minnaert natural frequency are examined in both water and
mercury. A vessel with clear walls is constructed for in water with height sufficient to
assure terminal rise velocity. The vessel is constructed from 12.7 mm thick Lexan
polycarbonate. The vessel inner dimensions are determined to be 38mm X76mmX
254mm with a total volume of approximately 750 mL. All machine screws, threaded
rods, nuts and washers are 316-SS. The vessel and all penetrations are sealed using
silicone caulking. Figure 4.1 shows the vessel without the hardware for the injector
tubing, transducer, and vent installed.
A J-hook injector mounted through the lid using Swagelok bulkhead fittings
introduces gas bubbles; this is shown schematically in Figure 4.1(left). Figure 4.2 gives a
schematic of the components used in the J-hook injector. A two-stage regulator, Figure
4.2 part 2, reduces the gas pressure from a 14 MPa Helium tank to between 71-142 kPa.
A single stage regulator, Figure 4.2 part 3, from Porter instruments further reduces the
pressure to between 0-71kPa. An Alicat 0-2 ccm digital flow controller, Figure 4.2 part 5
controls and records the gas flow rate. Other components include unions, Figure 4.2 part
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Figure 4.1. Bubble injector vessel; inner dimensions 138mm X76mmX 254mm. J-hook injector
schematic (left), empty vessel without fittings (middle), and passive acoustic setup with fittings and filled
with mercury (right).

Figure 4.2. Schematic layout of gas delivery system.
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4 and Figure 4.2 part 6, and 0.25mm ID injector tubing Figure 4.2 part 7, also shown in
still photographs of Figure 4.3.
The Alicat digital flow controller and Hyperterminal networking software
measures and records gas pressure and volumetric flow rates. Rise velocity
measurements are made using a MetFlow Ultrasonic Velocity Profiler (UVP) with 1, 2
and 4 MHz operating frequencies. The UVP transducer mounts through the lid using
silicone sealant. Bulk fluid dynamic pressure measurements are made using a side wall
mounted PCB pressure sensor with 210 mV/kPa resolution. Olympus i-Speed 2HG
monochrome high speed video records the actual bubble formation rates, size, and rise
velocity in water. The maximum frame rate of the high speed camera is 33,000 fps with
a SVGA image sensor providing 800X600 pixel resolution at 1000 fps.
4.2.1 Water test
Along with formation rates the high-speed video records the actual generated
bubble size. The injector tip is 1.6mm OD and therefore provides a benchmark from
which the bubble size is determined to be between 1.8 and 1.9 mm in diameter.
`

Figure 4.3 shows the pertinent steps in bubble formation. The high-speed camera,

at a capture rate of 100 fps, determines departure times. Two key bubble generation
times are examined using the high-speed camera; first the departure rate or time from one
bubble departure until the next departure is found; second, bubble growth time or the
time from step (b) until step (d) in Figure 4.3 is recorded; this data is listed in Table 4.1.
Growth times are approximately the same for all flow rates tested. Figure 4.3b shows the
results of the excess upstream pressure of the gas overcoming the surface tension of the
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(a)

(b)

(c)

(d)

(e)

Figure 4.3: Still shots of bubble detachment (a) t= 0s last bubble detachment (b) t = 0.18s emergence of
new bubble (c) t = 0.2s bubble growth (d) t=0.24s necking (e) t = 0.27s bubble detachment

(a)

(b)

(c)

Figure 4.3(b): Still shot of the initiation of bubble growth. (a) 0.5 cc/min (b) 1.0 cc/min (c) 2.0 cc/min
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fluid which produces a larger initial equilibrium nucleus for larger flow rates. Figure
4.3(b) images are taken within 0.01 s of the initiation of the growth stage.
Hyperterminal acquires data in streaming mode from the flow meter with a 40Hz
sampling rate, examining both volumetric flow rate and pressure. A frequency plot of the
pressure and volume data is useful in order to quantify the most probable values during
bubble growth. Figure 4.4a shows a normalized probability curve of the volumetric flow
rate data. From this plot the volumetric flow rate is found and is listed in Table 4.1. The
width of each flow rate window is 0.0033 cc/min. Figure 4.4b shows the raw volumetric
flow data with minima corresponding to bubble departure. To calculate bubble volume
the flow rate is integrated over the departure time according to (4.1). Appendix A
provides the MatLab code used in the analysis of flow data.

dR
V&
=
dt 4πR 2

(4.1)

Assuming that the volumetric flow rate of the gas from the injector tip is constant, (4.2)
describes the rate of bubble formation.
Vb = V& × ∆t

(4.2)

Table 4.1. Growth and Departure times for bubbles at 0.5, 1.0 and 2.0 cc/min He
Vol. Flow
Growth Time Departure

Rate

Bubble

Pressure

Test Run

(s)

Time (s)

(cc/min)

Radius (mm) (PSIa)

A

0.17

0.56

0.43

0.985838

15.02

B

0.18

0.27

0.94

1.003269

15.12

C

0.15

0.18

1.98

1.123482

15.01
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Volumetric Flow Rate (cc/min)

Vol. Flow Rate (cc/min) vs. Time(s)
1.2
1
0.8
0.6
0.4
0.2
0
0

1

2

3

4

5

6

7

8

1.2

1.3

1.4

Time (s)
Volume Frequency Spectrum

Normalized Frequency

0.2

0.15

0.1

0.05

0

0.7

0.8

0.9
1
1.1
Volumetric Flow Rate (cc/min)

Figure 4.4 : Run C; ~2cc/min; (a) Raw volumetric flow data; (b) Volumetric Flow Frequency Spectrum
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where ∆t is the departure time not the growth time and V& is the most probable flow rate
from Figure 4.4. Figure 4.5 shows the raw volume data integrated between minima
providing the spherical predicted bubble radius as a function of bubble departure number.
Pressure data is examined using a frequency plot as well. This data is used along
with (Eq.3.3) to plot the LaPlace radius as a function of time. This data is presented in
Figures 4.6(a) and 4.6(b). The width of each pressure window in the normalized
probability curve in Figure 4.6(a) is 21 Pa. Figure 4.6(b) is generated using the LaPlace
equation and the measured pressure values. The radius is calculated for several pressure
drop values. A theoretical value for the viscous pressure loss through our system is
calculated at 2600 Pa. Figure 4.6(b) shows that the radii generated using the LaPlace
equation, (3.3), and the actual pressure losses within the J-hook injector. The predicted
bubble radii are offered for pressure losses of 2100 Pa (0.3 psi) and 2500 Pa (0.35psi) in
Figure 4.6(b).
Velocity data obtained using the UVP is analyzed by plotting a velocity
histogram; this is given in Figure 4.7(a). The velocity spectrum is converted into a size
distribution using (3.10)-(3.14) for spheres with Re ~ 600, corresponding to a 3mm
diameter bubble in water and a 1.4mm bubble in mercury, and is plotted in Figure 4.7(b).
The MatLab code used in the velocity analysis is included in Appendix A.
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Integrated Flow Rate; Q = 1 cc/min
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Figure 4.5. Radius of a spherical bubble calculated from the flow rate data.
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Figure 4.6: Run B, ~1cc/min; (a)Pressure frequency spectrum;(b) Radius calculated based on

LaPlace equation with two assumed pressure losses.
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Figure 4.7: Run B; ~1cc/min; (a) Velocity histogram from UVP; (b)Size Spectrum calculated from velocity
histogram.
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4.2.2 Mercury test
Measurements of the bubble rise velocity are made using the UVP in a mercury column
using UVP transducer frequency of 1 MHz. The data is then stored as function of depth.
A frequency spectrum of the measured velocity is calculated with a velocity resolution of
5 mm/s. The results are given in figures 4.8,4.9, and 4.10 .
Comparison with previous water results indicates these results appear to be
characteristic of the types of results one would expect from both the UVP and flow
integration technique. The noisy nature of the integrated flow for 1 cc/min flow is caused
by the integration function used for evaluation; a possible solution is to measure the
average bubble volume. The velocity spectrum suggests a bubble radius of
approximately 0.8 mm while the integrated flow data suggests bubble diameters of 1.0
mm radius when averaged over all bubbles. A large error in volumetric flow
measurements will generate a small error in the predicted bubble radius because the
bubble volume goes as the radius cubed.
Finally, a record of the rise velocity of an unmetered gas flow at 0.28 MPa is taken
in a mercury column. Using the modified Stokes rise velocity, the size spectrum leads to
a mean bubble radius of 1.5cm as shown in Figure 4.10.
4.2.1 Passive acoustic measurements
Recalling the natural frequency of a gas bubble oscillator from Section 2.2.1
developed according to (Minnaert, 1933), a passive acoustic method is employed to
measure departure radii of helium bubbles from an inertial controlled sparger. By
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Integrated Flow Rate; Q = 2 cc/min
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Figure 4.8: Velocity spectrum (m/s) of 2 cc/min flow in mercury; integrated radius of bubbles at 2 cc/min
flow.
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Figure 4.9: Comparison with Figure 4.8 at 2cc/min He flow in mercury. Velocity spectrum (m/s) of 2
cc/min flow; integrated radius of bubbles at 2 cc/min flow.
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Velocity Spectrum from UVP; Q = unregulated
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Figure 4.10: Velocity spectrum (m/s) of unregulated flow in mercury; bubble size approximately 1.5 cm in
diameter.
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performing a spectral analysis on the acoustic signal, frequency peaks are obtained.
From (2.12) the Minnaert frequency in water and mercury is found according to

rH 2O =

rHg =

1
f H 2O

(3.55)

1
(1.1)
f Hg

{SI units}

(4.3)

{SI units}

(4.4)

Data obtained through the use of a dynamic pressure sensor is analyzed using the
freeware Wavosaur©. Figure 4.11 shows a spectral analysis of the 2.0 cc/min flow,
which is filtered above 1.5 kHz. A peak exists at approximately 1.3 kHz which
corresponds to a bubble radius of 1.2 mm, which is slightly higher than both the rise
velocity (0.8mm) and integrated volumetric flow measurements (1.0mm) indicate.
According to Manasseh, Yoshida, and Rudman this discrepancy may be due to neglecting
second order terms introduced because of surface tension. A photograph of the passive
acoustic experimental setup is shown in Figure 4.12.
4.3 Woods Limit Tests in Water

Several authors use methods of measuring Woods limit acoustic standing waves
in a gas/liquid mixture to infer void fractions but these measurements are typically
limited in that they use a traversing hydrophone assembly to measure wavelength which
is not practical in some applications (Silberman, 1957; Ruggles, 1987). Minimally
invasive void fraction measurements can be made by allowing the wavelength of a
standing wave to remain fixed and recording frequencies that correspond to fixed
measurement locations for a pressure node and antinode.
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Figure 4.11. Spectral analyses of 2 cc/min He flow in 20 cm Hg; notice the characteristic peak at 1.3 kHz;
created using Wavosaur©.

Figure 4.12. Passive acoustic experimental setup.
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A tank is designed to examine standing waves in a bubbly mixture. A
representation of the tank is shown in Figure 4.13. An electro-dynamic shaker introduces
a pressure wave through a piston membrane at one of the red circles while pressure
measurements are taken using a dynamic pressure sensor at the other indicated red circle.
The tank is constructed from 9.5 mm thick acrylic and measures approximately
280mmX430mmX610mm, Figure 4.13 and Figure 4.17. The original design introduces
micro-bubbles via a buoyancy driven sparger type gas injector. The design calls for laser
milling an inertial controlled sparger from 0.25mm thick SS-316 with ~2 µm diameter
holes on a 1.5 mm pitch in a 100X100 hole array.
Due to the manufacturing costs of laser milling an alternative bubble generation
technique is employed. A biological tissue homogenizer is used to generate small
bubbles. The homogenizer utilizes a high speed motor to rotate a shaft with two blades
on the tip. Gas is injected into the high shear region generated by the rotating blades; a
movie of this bubble generation technique is located online at
http://www.engr.utk.edu/nuclear/Ruggles/marchmonm.avi. (EMBED IN FINAL
ELECTRONIC SUBMISSION) Helium gas is delivered from a pressurized tank with a
two-stage regulator to reduce the pressure initially to less than 0.142 MPa. A Porter
single stage regulator is used to regulate the gas pressure to a model HRCV-S0-S highresolution Porter metering valve. This low-cost metering valve produces a max flow rate
of 90 cc/min with 0.15 cc/s resolution resulting in a volume fraction between 0.005 and
0.015. Figure 4.14(a) shows the inverted tube assembly used to measure the flow rates
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(a)

high speed homogenizer.wmv

(b)
Figure 4.13: (a) Diagram of the acoustic measurement tank. The red circles represent to opposing
mounting holes for the speakers. (b) Embedded High-Speed video file: Homogenizer with a single injector
tip.
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before and after acoustic tests are completed, figure 4.14(b) shows the gas delivery
system. The flow is directed using a three-way valve; the left tube
at top of the image delivers gas to the inverted tube assembly for volume measurement,
and the right outlet delivers gas to the homogenizer tip. Figure 4.15 shows the measured
flow rates at one turn intervals. Several measurements are taken at each flow rate in
order to verify accuracy and repeatability.
A model ET-126HF Electrodynamic shaker from Labworks Inc. is used to
generate pressure waves in the bubbly mixture. Various shaker properties are listed in
Table 4.2. This shaker is well suited for the project because of its small size, large output
force, and high resonant frequency. The shaker is powered by a PA-138 amplifier also
from Labworks Inc. MatLab generates a digital sine wave which drives the amplifier and
shaker using a NI USB-6211 16-bit multifunction I/O data acquisition system.
Table 4.2. Operating parameters of the ET-126HF Electrodynamic shaker.
PERFORMANCE

PHYSICAL

Sine force

Armature weight 0.2 lb

Natural cooling 13 lbf pk

Suspension stiffness 15 lb/in

With blower 25 lbf pk

Rated armature current

Random force

Natural cooling 9 A rms

Natural cooling 8 lbf rms

With blower 17 A rms

With blower 17.5 lbf rms

Frequency range 2 DC-8,500 Hz

Shock force 53 lbf pk, 50 msec

Fundamental resonance 2 6,000-8,000 Hz

Max displacement

Stray magnetic field

Continuous pk-pk 0.75 in

Measured 1.0” above table <15 gauss

Between stops 0.75 in

Measured 0.5” from body <15 gauss

Maximum velocity 120 ips pk

Cooling 80 CFM @ 22 inch H20

Acceleration 1,2

Dimensions 6.5" H x 4.8" W x 4.25" D

Bare table 125 g pk

Shaker weight 11 lbs

0.5 lb load 36 g pk
2 lb load 11 g pk
Maximum acceleration

Peak shock 175 g pk
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(a)

(b)

Figure 4.14. (a) The inverted tube assembly used to measure helium flow rates. (b) Helium delivery system.
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Figure 4.15. Helium flow rate as a function of the number of turns on the Porter metering valve at 35.5 kPa
as measured using an inverted tube assembly.
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Various parameters of the model 103B01 pressure sensor are listed in Table 4.3.
This sensor is ideal because of the pressure resolution that can be obtained, the high
resonant frequency, and the welded SS-316 construction. It should be noted that this
piezoelectric sensor can withstand negative gauge pressures but PCB is unable to
calibrate for this. A four channel ICP constant current pre-amplifier allows a low noise
signal to be sent to the data acquisition system for analysis.
The piston assembly consists of a membrane sandwiched between two aluminum
disks. Part 1 from Figure 4.16 is the front active face of the piston. This disk is
machined from 6061 aluminum 38mm dia. stock to a thickness of 6mm. A 12.7mm dia.
Table 4.3. Various properties of the 103B01 PCB sensor.
PERFORMANCE
Measurement Range(± 5 V output)
Useful Overrange(± 10 V output)
Sensitivity(± 15 %)
Maximum Pressure
Resolution
Resonant Frequency
Rise Time
Low Frequency Response(-5 %)
Non-Linearity
ENVIRONMENTAL
Acceleration Sensitivity
Temperature Range(Operating)
Temperature Coefficient of Sensitivity
Maximum Flash Temperature
Maximum Shock
ELECTRICAL
Output Polarity(Positive Pressure)
Discharge Time Constant(at room temp)
Excitation Voltage
Constant Current Excitation
Output Impedance
Output Bias Voltage
PHYSICAL
Sensing Element
Housing Material
Diaphragm
Sealing
Electrical Connector
Cable Termination
Weight
Cable Type
Cable Length

ENGLISH
3.33 psi
6.67 psi
1500 mV/psi
250 psi
0.02 mpsi
≥ 13 kHz
≤ 25 µ sec
5 Hz
≤ 2.0 % FS
≤ 0.0005 psi/g
-100 to 250 °F
≤ 0.2 %/°F
1000 °F
1000 g pk
Positive
≥ 0.1 sec
20 to 30 VDC
2 to 20 mA
≤ 100 ohm
7 to 13 VDC
Ceramic
Stainless Steel
316L Stainless Steel
Epoxy
Integral Cable
Pigtail Ends
0.115 oz
32 AWG stranded wires
15 in
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Figure 4.16: Exploded diagram of piston assembly. Not drawn to scale. Including: Part 1: Front Piston
Face, Part 2: Latex Membrane, Part 3: 10-32 Threaded Rod, Part 4: Back Piston, Part 5: Securing nut

58

19 mm long nipple is machined in the center of the disk and threaded with 13
threads/inch. A 12.7mm deep 10-32 hole is drilled and tapped in the center of the nipple
for attachment to the ED shaker. The second disk (Part 4) is 6mm thick disk with a
through hole large enough to easily fit around the nipple and is secured to the front piston
using a ½”-13 aluminum nut (Part 5). A 38 mm long 10-32 threaded rod (Part 3)
connects the piston assembly to the center hole of the ED shaker. The mass of the piston
assembly is approximately 61 g.
The pressure sensor and piston assembly are attached to the acoustic tank using a
flange type mounting. The pressure sensor is mounted to the tank using a simple O-ring
gasket made from neoprene adhesive material; this mounting holds under a 0.7 MPa
static head. Several pictures of the assembled tank are shown in Figure 4.17.
An accelerometer is acquired from PCB in order to verify the ED shaker
performance. Initial tests of the DAQ system are performed using this accelerometer. A
digital signal generated using the DAQ system and MatLab is sent to the power amplifier
then to the ED shaker. The accelerometer is mounted to the ED shaker face and the
resulting signal is recorded using an analog input channel. The pressure signal is
recorded in a similar manner.
Results of these tests are included in Figure 4.18. Several tests are run at a
constant power level over several frequency ranges, the results for 500 Hz (a) and 1500
Hz (b) are included. The generated signal is a +-5 V sine wave which is amplified to a
constant power level. Figure 4.18(a) indicates a phase difference of approximately
180 o between the input signal and accelerometer data. Figure 4.18(b) indicates a phase
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(a)

(b)

Figure 4.17. (a)Picture of the Acoustic Tank setup includine tank (left) and DAQ system (right). (b) Closeup picture of the ED shaker and piston assembly (right) and the pressure sensor and flange (left).
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Figure 4.18. Results of several accelerometer tests. (a) The response of the accelerometer to a 500 Hz
signal. (b) The response of the accelerometer to a 1500 Hz signal.
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difference of approximately 60̊ o between the input signal and accelerometer data. The
second distinctive feature is the relative amplitudes of the accelerometer data.

The

accelerometer has a 100 mV/g resolution and from Figure 4.18(a) it is seen that the
constant power level is sufficient to accelerate the low mass sensor to well above the full
scale reading. However, a constant power level and a higher frequency dictates that a
lower force is produced. This lower force is indicated in Figure 4.18(b) by the 60%
response from the sensor which corresponds to an acceleration of 30g.
In the initial static Woods limit tests a He flow rate of 0.16 cc/s is injected into a
volume of water via the homogenizer assembly as before. Gas is allowed to flow for
~10s and stabilize for ~5s before data was taken. The electrodynamic shaker introduces
pressure disturbances at various frequencies with the intention of setting up a

λ / 2 standing wave which would place a node at the pressure sensor. Various
experimental parameters are provided in Table 4.4.
Previous authors suggest that the measurement volume is a cylinder the length of
the tank width with cross sectional area equal to that of the piston face(Leighton, 1996).
This assumption gives a measurement volume of approximately 400 cc leading to a
volume fraction, α ~ 0.004 . Figure 4.19 shows the expected sound speed over a void
fraction range of 0.003 ≤ α ≤ 0.005 .
Table 4.4: Various experimental parameters
Gas Flow

Homogenizer

Low

High

Frequency

Tank Width,

Rate, (cc/s)

Setting

Frequency,

Frequency,

Interval, (Hz)

(m)

(Hz)

(Hz)

0.16

2

500

1900

200

0.3
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Sound Speed vs. Void Fraction in Water
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Figure 4.19: Woods limit sound speed as a function of void fraction for the measurement
range 0.003 ≥ α ≤ 0.005 .
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Figures 4.20(a)-(c) shows the pressure response at various signal frequencies.
The meaning of these responses is quite unclear. A major concern is the homogeneity of
the bubbly mixture within the tank. The homogenizer also leads to significant noise in
the pressure signal and was therefore turned off prior to acoustic data acquisition. This
leads to a variable void fraction from test to test and within a single test as bubbles rise
out. Spatially varying void fraction may dramatically alter the sound field from that
expected using constant sound speed models.
The variable void fraction as bubbles rise out of a bubbly mixture contributes to a
change in the sound speed with a change in bubble rise time according to (4.5)

∂c ∂c ∂α
=
⋅
∂t ∂α ∂t

(4.5)

Referring to section 3.3, differentiation of equations (3.6)-(3.9) determine the rate of
change of the void fraction according to (4.6)

∂α ∂ V&gas ⋅ t rise V&gas
=
=
= const.
∂t ∂t Vmeas
Vmeas

(4.6)

Equation (2.36) gives the rate of change of the sound speed with respect to void fraction
according to (4.7)
1

1

∂c 1  1  2 −1 2 ∂Bm 1  1  2  α (1 − α ) 
 ⋅ Bm ⋅
 ⋅
= ⋅ 
+
= ⋅
∂α 2  ρ m 
∂α
2  ρ m   Bg
Bl 

−3

2

1
1 
⋅ − 
 Bl Bg 

(4.7)

Figure 4.21 shows the sound speed rate of change as a function of void fraction; as the
void fraction is reduced because bubbles rise out of the mixture the rate of change of the
sound speed increases drastically. As bubbles rise out of the mixture the rise time
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decreases linearly according to (4.6); figure 4.21 demonstrates that the linear change in
rise time causes a nonlinear increase in the mixture sound speed.
Pressure Signal vs Time for 500 Hz signal
0.04
0.03
0.02

Voltage

0.01
0
-0.01
-0.02
-0.03
-0.04
2.5

3

3.5

4

4.5

5

5.5

6

6.5

7

6.5

7

6.5

7

Time

-3

4

Pressure Signal vs Time for 900 Hz signal

x 10

3.5
3
2.5

Voltage

2
1.5
1
0.5
0
-0.5
-1
2.5

3

3.5

4

4.5

5

5.5

6

Time

-3

3.5

Pressure Signal vs Time for 1900 Hz signal

x 10

3

Voltage

2.5

2

1.5

1

0.5

0
2.5

3

3.5

4

4.5

5

5.5

6

Time

65

Figure 4.20: Voltage vs. time at various frequencies. (~-211dB resolution)
Rate of change of sound speed with respect to rise time versus void fraction
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Figure 4.21: Rate of change of sound speed as a function of void fraction as bubble rise time changes.
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4.4 Active Acoustic Evaluation of Void Fraction in Water Flow Loop
The use of a flow loop with an in-line bubble generator allows for much better
control over void fractions while also removing the homogenizer from the measurement
volume. The flow loop is shown in Figure 4.22 with components listed in Table 4.5. The
procedure for continuous flow operation of the flow loop is given in Appendix B.
Various flow loop parameters are listed in Table 4.6.
The data acquisition system is shown in Figure 4.23 and the components are listed
in Table 4.7. The procedure for measuring the time varying pressure at the far wall of the
vessel over a given frequency range is given in Appendix B. The data acquisition board
is driven using the MatLab® DAQ toolbox; a documented example m-file is provided in
Table 4.5. Major flow loop components.
Flow Loop Components
A

Header Tank

F

Experimental Vessel

B

Flow Meter

G

Vessel Level Control Valve

C

Flow Control Valve

H

Drain Tank

D

Test Section

I

Pump

E

Vessel Drain Valve

J

PVC tubing

Table 4.6. Flow loop operating parameters.
Flow loop operating parameters

Flow parameters:

Tank
Dimensions

11.5"X17.25"X24.25"

Max volume rate

10 gal/min

10"

Min measurable

1.6 gal/min

38"

Min change

0.5 gal/min

Piston
Height
Total
Height
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Figure 4.22. Water flow loop for the Woods limit experiment; components are listed in Table 4.5.
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Figure 4.23. Diagram of the data acquisition system, components are listed in Table 4.7.

69

Appendix C. Figure 4.24 shows the flow loop with an insert detailing the data
acquisition system.
Figure 4.25 shows the general components of the bubble generation test section.
On the upstream side, an 3.2mm bulkhead fitting connected to an air supply; on the
downstream side the homogenizer tip is installed using a 6mm bulkhead fitting bored to
7mm. A 6mm return line is installed near the motor to accommodate a flow relief on the
homogenizer tip. A close up of the test section in action is shown in Figure 4.26. Gas
breaks off the air supply line and is further broken up by the homogenizer before exiting
the test section. The design includes many features that are essential to both the mercury
flow loop and homogenizer tests in mercury.
Initial experiments using the bubble generation insert reveal that the injected gas flows
past the homogenizer with minimal interaction leading to the generation of larger
bubbles. The generation of ~300-400 µm radius bubbles is necessary in order to ensure
that resonant frequencies are avoided. A bubble generation insert is constructed that
enables the gas injection needle and homogenizer tip positions to be adjusted; also the
angle of the homogenizer tip is adjusted from vertical to 45 o , exposing the homogenizer
Table 4.7. DAQ Components.
Data Acquisiton Components
A

Experiment Vessel

E

Laptop Windows XP,MatLab® 2008b

B

Pressure Sensor 103B01

F

ED Shaker and Piston ET 126 HF

C

ICP Unit 482A22

G

Signal Amplifier PA138

D

Data Acquisition Board NI USB6211

H

Oscilloscope TDS3012B
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Figure 4.24. Water flow loop; the insert shows the DAQ setup.

Figure 4.25. Components of the bubble injection test section including: homogenizer, air supply line, and
water return line.
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Figure 4.26. Bubble injection test section.
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blades. A diagram of the second insert is shown in Figure 4.27 and a parts list is given in
Table 4.8. Images of the angled injector insert are shown in Figure 4.28.
Figure 4.29 is representative of the bubble populations generated at a gas flow
rate of ~ 1 cc/s and a fluid flow rate of ~ 40 L./min. The image is taken using an 8 mp
still camera with an overhead projector as a light source. The image is taken
perpendicular to the pressure disturbance; note in the far-field the supply inlet at the
bottom of the image and the exit at the top right. Finally, notice the centralized nature of
the bubble plume; this demonstrates that the transverse mixing of the bubble population
is not truly homogeneous which needs to be adequately interpreted during data
processing.
The bubble population must be homogeneous to support a uniform sound speed and clean
relationship to theory (2.3.3) therefore the integration of a commercial microbubble
generator into the flow loop is accomplished. Flow within the flow loop is restricted and
the test chamber is used as a static chamber. The 10-30µm bubbles produced by two
commercial microbubbles, a River-Forest stand-alone device and NittaMoore flow insert
device, are well below resonance and sound speeds are measured using a hydrometer.
Figure 4.30(a) shows the homogeneous bubble population generated
Table 4.8. Parts list for bubble injector.
CoFlow Bubble Injector Parts List
A

Homogenizer Tip

E

1/8” Swagelok Bulkhead BT 1/8”

B

¼” Swagelok Bulkhead BT 9/32”

F

1/8” SS Tubing

C

Silicon gasket

G

Hose Clamp

D

Supporting wedge

H

1” Clear PVC
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Figure 4.27. Bubble injection insert; parts list is given in Table 4.8.

.
Figure 4.28: Angled injector insert; (a) Close-up (b) entire assembly (c) Embed high-speed video
in final electronic submission.
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Figure 4.29: Image of the bubble population within the bubble test chamber in the water flow loop. (HighSpeed Video Embedded in final electronic submission)
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by the River-Forest device. Figure 4.30(b) shows the bubble population generated by the
Nitta Moore device.
A RESON TC 4032 hydrophone is purchased for various reasons including
mapping the pressure field within the flow loop test chamber; this device is suited well
for laboratory applications due to the relatively high sensitivity. An EC 6069 18VDC
power source and an EC 6073 signal conditioner are also purchased. The 0-5VDC output
is read directly from the DAQ board using previous MATLAB scripts.
Pressure field mapping of pure water within the test chamber leads to an
understanding of the pressure field generated within the vessel; acoustic pressure waves
are introduced at 500, 1000, and 1300 Hz. The pressure response is measured using the
hydrophone as well as a fixed dynamic pressure sensor. As is seen from the overhead
view in Figure 4.32, 16 measurement locations are compared at each frequency.
Location (1) corresponds to the far side of tank where the dynamic pressure sensor is
located while (13) corresponds to the near field location directly in front of the piston
face.
A discrete FFT is performed on the response from both the hydrophone and
pressure sensor at each location. Figure 4.33 (a)-(f) demonstrates the frequency response
for 500, 1000, and 1300 Hz. The single-sided amplitude is the magnitude of the discrete
FFT. Several peaks are notable; the hydrophone response indicates that the peak
response is due to the introduced pressure wave while a secondary peak is found at each
frequency corresponding to 1370Hz and 1040Hz. The dynamic pressure sensor shows
the same response however the 1040Hz response is indistinguishable. Interpreting the
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Figure 4.30(a): Riverforest microbubbler within a static test chamber.

Figure 4.30(b): Image of Nitta Moore bubbler (lower left) at 2.2 L/min fluid flow and 4.4 sccm He flow.
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Figure 4.31: RESON TC 4032 hydrophone with cable, input module (right), and DC power supply (left).

Figure 4.32: Over head view of the flow loop test chamber with the relative location of each measurement
taken at each frequency.
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(a)

(b)

(c)
Figure 4.33: Frequency response at location (7) for 500Hz(a) 1000Hz(b) 1300Hz (c).
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1370Hz response as a quarter wavelength standing wave provides a sound speed of 1545
m/s; the 1040Hz response may correspond to a vertical resonance.
The peak pressure response from the hydrophone at each location is found to be at the
frequency of the pressure wave. Figure 4.34 shows the spatial contour plot of this
pressure field from overhead for a pressure wave frequency of 1000Hz. In this contour
plot the near field pressure is set to zero in order to ignore the complexity of this region.
The pressure response is found at location (7) using the Riverforest microbubbler, http://www.riverforestcorp.com/asspaI.pdf, (Figure 4.30) to ensure a
homogeneous 3% void. Figure 4.35 shows the pressure response for the hydrophone
(left) and pressure sensor (right). The main pressure mode and several harmonics are
clearly visible. The chamber resonant frequency however is not clear; this is due to
several issues including the strong diffraction pattern due to spherical waves and low
sound speeds due to the fixed high void output from the Riverforest micro-bubbler.
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Figure 4.34: Spatial contour plot of the magnitude of a 1000Hz pressure field within the test vessel as seen
from over head.
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Single-Sided Amplitude Spectrum of Hydrophone
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Figure 4.35: Pressure response of the hydrophone and pressure sensor with a 3% void for 400Hz (a)
600Hz(b), and 800Hz(c).
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5.1 Conclusions and Future Work
The pressure increase caused by each proton beam pulse in the liquid metal target
of the Spallation Neutron Source results in cavitation and pitting erosion of the target
pressure boundary. Introducing compressibility in the form of small gas bubbles will
extend the lifetime of the target vessel. Bubble production and detection technologies are
being developed in order to reliably control the liquid metal compressibility.
This research reviews the physics of bubbles in a continuous liquid phase, and the
dynamic attributes of bubbles subjected to pressure changes in the liquid. This review
exposes bubble diameter and gas volume fraction required to add compressibility to the
mercury target material in SNS capable of responding to the one microsecond beam
energy input. Target design basis attributes are 0.5% volume fraction helium dispersed in
30 micron diameter bubbles.
This research explores methods to make bubbles of well defined diameter, and
methods to measure bubble size distributions in the form of a probability density function
in opaque fluids. Ultrasonic Doppler measurements of bubble rise velocity are used to
infer bubble diameter, and these measurement methods compare well with diameter
measurements using optical methods when transparent fluids are used. Bubbles size
measurements are also accomplished through signal processing of flow delivery pressure
and mass flow versus time for a single orifice bubble generator, and this approach is also
verified using optical and ultrasonic measurement methods. Bubble radii of ~1mm can
be measured within 10% by integrating the gas flow rate or measuring the terminal rise
velocity. A modified Stokes rise velocity calculation shows that the rise velocity changes
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~1mm/s for each 5 micron variation in bubble radius in the range of bubble radius
from 10 µm ≤ Rbub ≤ 90µm . The ultrasonic bubble velocity and distribution measurement
methods are in continued development since the optical approaches are not possible in
opaque fluids.
The theory for inferring gas void fraction from measured acoustic sound speed is
developed. Gas void fractions are inferred from acoustic sound speeds within the lowfrequency Woods limit and analysis of sound speed variation within the Woods limit
indicates that a change in void of 0.1% results in a sound speed increase of 3m/s in the
volume fraction range from 0.1% to 1.0%. Two-dimensional pressure mapping methods
were used to measure sound speed in this effort with limited success. A waveguide
would generate linear pressure waves more amenable to spatially averaged void fraction
measurement.
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Appendix A: Data processing script
%Injector Data Analysis
clc
clear all
load 8_21_07_UVP_data.mat
%Allicat MC 16 Series Data
%Pressure
Temp
Vol Flow Rate

Mass Flow Rate

data = test4_flow;
dt = 1/47;
time = length(data(:,1))*dt
T_2 = sum(data(:,2))/length(data(:,2));
radius_meas = 1.3e-3
P_atm = 14.3
P_loss_calc = 0.5
num_P_loss = 2
r_video = 9.5e-4;
P_loss_start = .5 * P_loss_calc
P_loss = [0.3 0.34]
P_head = 0.2842
sigma = 71.9e-3
num_pres_bin = 50
min_pres = min(data(:,1))
delta_pres = (max(data(:,1))*1.001-min_pres)/num_pres_bin
avg_pres = sum(data(:,1))/length(data(:,1))
num_vol_bin = 100
min_vol = min(data(:,3))-.3
delta_vol = (max(data(:,3))-min_vol)/num_vol_bin
avg_vol = sum(data(:,3))/length(data(:,3))

for i = 1:num_vol_bin
discrete_vol(i) =0;
vol_step(i) = i * delta_vol + min_vol;
end
for i = 1:length(data(:,3))
for j = 1:num_vol_bin
if data(i,3) >= min_vol+delta_vol*(j-1) & data(i,3) < min_vol +
delta_vol*(j)
discrete_vol(j) = discrete_vol(j) + 1;
end
end
end
[max_disc_vol, index_max_disc_vol] = max(discrete_vol);
discrete_vol = discrete_vol./sum(discrete_vol);
for i = 1:num_pres_bin
discrete_pres(i) =0;
pres_step(i) = i * delta_pres + min_pres;
end
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for i = 1:length(data(:,1))
for j = 1:num_pres_bin
if data(i,1) >= min_pres+delta_pres*(j-1) & data(i,1) <
min_pres + delta_pres*(j)
discrete_pres(j) = discrete_pres(j) + 1;
end
end
end
[max_disc_pres, index_max_disc_pres] = max(discrete_pres);
discrete_pres = discrete_pres./sum(discrete_pres);

max_P_loss_measured = -(2*sigma/r_video*1.45e-4+P_atmpres_step(index_max_disc_pres)+P_head)
for j = 1:length(P_loss)
for i = 1:length(data(:,1))
radius(i) = 2*sigma/((data(i,1) - P_atm - 0.173 - P_head)*6.893e3);
end
end
P_g = P_head*6.89e3-2*sigma/radius_meas;
for i = 1:length(data(:,1))
P_loss_meas(i) = data(i,1)-P_g/6.89e3-P_atm;
end
for i = 1:length(data(:,1))
t(i) = i*dt;
end
%t_grow is in seconds
t_grow = .27
for i = 1:length(data(:,3))
vol_bub(i)=data(i,3)*t_grow/60*(1/100)^3;
r(i) = (3*vol_bub(i)/(4*pi))^(1/3);
end
most_prob_vol_bub = vol_step(index_max_disc_vol)*t_grow/60*(1/100)^3;
most_prob_r = ((3*most_prob_vol_bub)/(4*pi))^(1/3)

flow_rate = data(:,3);
n=1;
for i = 2:length(flow_rate)-1
if flow_rate(i-1)>=flow_rate(i) & flow_rate(i+1)>flow_rate(i)
minflow(n)=i;
n = n+1;
end
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end
minflow(length(minflow)+1) = length(flow_rate);
for j = 1:length(minflow)-1
integralflow(j)=0;
for i = minflow(j):minflow(j+1)
integralflow(j)=integralflow(j)+flow_rate(i)*dt/60;
end
end
%integral flow in m^3
integralflow = integralflow./(100^3);
%integral radius in mm
integralradius = (3.*integralflow./(4*pi)).^(1/3).*1000;
figure(1)
plot(t,data(:,1))
title(['Pressure vs. Time(s)'])
figure(2)
plot(t,data(:,2))
title(['Temp vs. Time(s)'])
figure(3)
plot(t,data(:,3))
title('Vol. Flow Rate (cc/min) vs. Time(s)','FontSize',18)
ylabel('Volumetric Flow Rate (cc/min)','FontSize',18)
xlabel('Time (s)','FontSize',18)
figure(4)
plot(t,radius(1,:))
title(['LaPlace Radius vs. Time(s)'])
legend('P_loss=',num2str(P_loss(1)),4)
xlabel('Time (s)')
ylabel('Radius (m)')
grid on
figure(5)
plot(t,r)
title(['Radius Calculated From Vol. Flow Rate and Growth Time
=',num2str(t_grow)])
xlabel('Time (s)')
ylabel('Radius (m)')
grid on
figure(6)
plot(vol_step,discrete_vol)
title('Volume Frequency Spectrum')
xlabel('Volumetric Flow Rate (cc/min)')
ylabel('Normalized Frequency')
grid on
figure(7)
plot(pres_step,discrete_pres)
title('Pressure Frequency Spectrum')
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xlabel('Pressure (PSIa)')
ylabel('Normalized Frequency')
grid on
figure(8)
plot(integralradius)
title('Integrated Flow Rate; Q = 2 cc/min','FontSize',18)
xlabel('Bubble Number','FontSize',18)
ylabel('Integrated Radius (mm)','FontSize',18)
grid on
figure(9)
plot(t,P_loss_meas)
title('Pressure Losses vs. Time(s)','FontSize',18)
ylabel('Pressure Losses (psig)','FontSize',18)
xlabel('Time (s)','FontSize',18)
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Appendix B:
Procedure for continuous flow operation of water flow loop according to parameters in Table 3.

Visually inspect flow loop components according to Fig. 1 and Fig. 3; noting
especially the experimental vessel and DAQ positioning.
Close valve C and open valves E and G; open valve E and close valve C during
flow to drain vessel quickly.
Transfer drain tank contents to header tank using pump I.
Close valve G.
Open valve C to initiate flow; visually inspect flow into vessel; verify vessel drain
valve E is operating properly: close valve C to stop flow.
Adjust valve C according to desired flow conditions; verify using flow meter.
Adjust valve G to set water level in vessel.
Initiate DAQ procedure.
To drain loop, open valve E and valve G, close valve C to stop flow.
After vessel level is below piston open valve C and drain header tank.
Visually determine that flow has stopped and header tank is empty.
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Appendix C:
DAQ startup and operating procedure.

Visually inspect DAQ setup according to Figure 2.
Launch MatLab®
Power up oscilloscope and ICP unit.
Ensure amplifier gain is set to the reset value and power up.
Check operating parameters according to following table:
DAQ operating parameters
Scope
2V @ 5ms
#
20
wavelengths
Sampling
rate
30Xf

Verify MatLab® DAQ parameters are set accordingly.
Increase amplifier gain to preset limit.
Run MatLab® m-file, verifying no critical errors occurred.
Reduce amplifier gain to reset.
Save data accordingly.
Power off equiptment: amplifier and ICP; then wait ~60 seconds to verify correct
power down on scope.
Power off remaining equipment.
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Appendix D:
Example MatLab® DAQ m-file v1, prior to debugging timeout errors for small ∆ν.
%Woods Limit DAQ
%
%Thesis 2008
%Stuart Walker
%
%Project funded by SNS/HPT group
%Professor: Dr. A.E. Ruggles
%Initial workspace
clear all;
clc;
home;
%Define Measurement Range
min_frequency = 1450;
%Hz
max_frequency = 1500;
%Hz
frequency_step = 25;
%Hz
number_wavelengths = 10;
frequency_range = [min_frequency:frequency_step:max_frequency]
for i = 1:length(frequency_range)
%Define signal generation and data acquisition parameters
frequency(:,i) = frequency_range(i);
duration(:,i) = number_wavelengths./frequency_range(i);
%Seconds
inputsamplerate(:,i) = 50*frequency(:,i);
%Samples/sec
outputsamplerate(:,i) = 50*frequency(:,i);
%Samples/sec

%Hz

%Define analog output DAQ channel
ao = analogoutput('nidaq','Dev1');
addchannel(ao,0);
set(ao,'SampleRate',outputsamplerate(:,i));
set(ao,'TriggerType','immediate');
ActualRateoutput = get(ao,'SampleRate');
%Define analog input DAQ channels
ai = analoginput('nidaq','Dev1');
addchannel(ai,1);
set(ai,'SampleRate',inputsamplerate(:,i));
set(ai,'TriggerType','immediate');
ActualRateinput = get(ai,'SampleRate');
set(ai,'SamplesPerTrigger',duration(:,i)*ActualRateinput);
ActualSamplespertrigger = get(ai,'SamplesPerTrigger');

96

%Define data
num_output_samples(:,i) = ActualRateoutput*duration(:,i);
X1(:,i) = linspace(0,duration(:,i),num_output_samples(:,i));
output_signal(:,i) = sin(2*pi*frequency(:,i)*X1(:,i))';
%Add output_signal to DAQ channel engine
putdata(ao,[output_signal(:,i)]);
%Initialize DAQ
start([ao ai]);
%Retrieve input data
input(:,i) = getdata(ai);
wait(ai,duration(:,i)*3);
stop([ao ai]);
pause(duration(:,i));
%Clean up DAQ workspace
delete([ai ao])
clear ai
clear ao
end
%Arrange data for
%Plot Various Data
figure(1)
plot(X1,output_signal)
xlabel('Time (s)')
ylabel('Output Voltage (V)')
% figure(2)
%Plots frequency content of output
signal
% L = length(output_signal);
% y = output_signal;
% Fs = outputsamplerate;
% NFFT = 2^nextpow2(L); % Next power of 2 from length of y
% Y = fft(y,NFFT)/L;
% f = Fs/2*linspace(0,1,NFFT/2+1);
% plot(f,2*abs(Y(1:NFFT/2+1)))
% title('Single-Sided Amplitude Spectrum of generated signal')
% xlabel('Frequency (Hz)')
% ylabel('Frequency spectrum of generated signal')
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