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Abstract
Bacteria are active colloids whose collective motion is studied in the context of non-equilibrium statistical
mechanics. Bacteria can also become trapped at or near fluid interfaces, impacting bacteria fate and interface
mechanics. Here I study bacteria near hexadecane-water interfaces. I investigate films formed by
Pseudomonas sp. P62 at initially pristine interfaces using particle tracking and pendant drop elastometry.
Adhered bacteria colonize and form structures at the interface. The interface evolves via three mechanical and
dynamical stages. Initially, it is covered with motile bacteria. Thereafter, it becomes viscoelastic as
polysaccharides, surfactants, and bacteria accumulate, with hallmarks of soft glassy interfacial rheology.
Finally, the interface is covered with a thin elastic solid film. On pendant drops covered with such films, the
film wrinkles upon compression; the wavelength of these wrinkles allows estimation of the film's bending
modulus. I compare interfaces in contact with Pseudomonas aeruginosa PAO1 and PA14 suspensions. Film
formation is species dependent. While PAO1 cells form elastic films, PA14 cells move actively without elastic
film formation. PAO1 mutants lacking flagella, pili, or certain polysaccharides also form elastic films.
Transcriptional profiling identifies highly induced genes including a carbohydrate metabolism enzyme, alkB2.
PAO1 mutants lacking the alkB2 gene do not form an elastic layer, but form active films. This suggests that the
ability to metabolize alkanes may play a role in elastic film formation. Finally, I study trajectories of passive
colloids at interfaces of a suspension of a PA14 mutant selected because it forms highly motile layers. We
observe three types of trajectories including diffusive trajectories, Levy walks, and curly trajectories. These
latter two are superdiffusive, with prolonged correlation times and rapid displacements inconsistent with
hydrodynamic interactions between an active and passive colloid. Analysis reveals that bacteria-particle
adhesion gives rise to this distinct non-diffusive behavior. This work reveals the important role of interfacial
mechanics in the dynamics of bacterial suspensions with free surfaces. Furthermore, films of bacteria and
interfaces have implications in extraction of petroleum from reservoirs and oil spill remediation. The
phenomenon of cargo-carrying bacteria, already harnessed in microrobotics, has as yet unexplored
implications for micromixing in nature.
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ABSTRACT
BACTERIA AT OIL–WATER INTERFACES
Liana Vaccari
Kathleen J. Stebe
Bacteria are active colloids whose collective motion is studied in the context of non-equilibrium
statistical mechanics. Bacteria can also become trapped at or near fluid interfaces, impact-
ing bacteria fate and interface mechanics. Here I study bacteria near hexadecane-water
interfaces. I investigate films formed by Pseudomonas sp. P62 at initially pristine inter-
faces using particle tracking and pendant drop elastometry. Adhered bacteria colonize and
form structures at the interface. The interface evolves via three mechanical and dynamical
stages. Initially, it is covered with motile bacteria. Thereafter, it becomes viscoelastic as
polysaccharides, surfactants, and bacteria accumulate, with hallmarks of soft glassy inter-
facial rheology. Finally, the interface is covered with a thin elastic solid film. On pendant
drops covered with such films, the film wrinkles upon compression; the wavelength of these
wrinkles allows estimation of the film’s bending modulus. I compare interfaces in contact
with Pseudomonas aeruginosa PAO1 and PA14 suspensions. Film formation is species de-
pendent. While PAO1 cells form elastic films, PA14 cells move actively without elastic
film formation. PAO1 mutants lacking flagella, pili, or certain polysaccharides also form
elastic films. Transcriptional profiling identifies highly induced genes including a carbohy-
drate metabolism enzyme, alkB2. PAO1 mutants lacking the alkB2 gene do not form an
elastic layer, but form active films. This suggests that the ability to metabolize alkanes
may play a role in elastic film formation. Finally, I study trajectories of passive colloids
at interfaces of a suspension of a PA14 mutant selected because it forms highly motile lay-
ers. We observe three types of trajectories including diffusive trajectories, Le´vy walks, and
curly trajectories. These latter two are superdiffusive, with prolonged correlation times and
rapid displacements inconsistent with hydrodynamic interactions between an active and
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passive colloid. Analysis reveals that bacteria-particle adhesion gives rise to this distinct
non-diffusive behavior. This work reveals the important role of interfacial mechanics in the
dynamics of bacterial suspensions with free surfaces. Furthermore, films of bacteria and
interfaces have implications in extraction of petroleum from reservoirs and oil spill remedi-
ation. The phenomenon of cargo-carrying bacteria, already harnessed in microrobotics, has
as yet unexplored implications for micromixing in nature.
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CHAPTER 1 : Introduction
This chapter was written in collaboration with Dr. Mehdi Molaei and Dr. Tagbo H.
R. Niepa, and will be published in Advances in Colloid and Interface Science under the
title “Films of Bacteria at Interfaces”. Dr. Molaei was responsible for the discussion on
hydrodynamics of bacteria near surfaces. Dr. Niepa contributed to the discussion of genetic
behavior of bacteria.
1.1. Motivation
Bacteria are often discussed in the context of active colloids, self-propelled microscale ob-
jects subject to Brownian motion. Pioneering work on colloids suspended with bacteria
in liquid films launched the study of non-equilibrium statistical mechanics and transport
in active colloid baths [1], and seminal work on synthetic, self-propelled colloids [2, 3] set
the stage for creating such “active matter” in artificial systems. The biology and hydrody-
namics of bacteria motility, and hydrodynamic interactions between neighboring bacteria
and with boundaries, are now widely studied. Since fluid interfaces can have rich boundary
effects, we review recent literature of bacteria-boundary interactions. Notably, bacteria are
not merely active colloids; they are living entities that can respond to and restructure their
environment. In that context, fluid interfaces are particularly interesting environments, as
they are remarkable sites for assembly and structure formation. Diverse materials including
surfactants, polymers, and colloids accumulate at interfaces to lower the interfacial energy
[4, 5, 6, 7, 8, 9, 10, 11, 12]. These layers can be equilibrated or trapped, monolayers or
multilayers, with mechanics that can range from fluid layers with complex stress conditions
[13, 14], to solid elastic films [15, 16]. Materials at interfaces can be highly functional; they
can drive interfacial catalysis [17] or encapsulate delicate cargo [18]. Similarly, microbes
and their secretions can also become trapped at interfaces, changing interface mechanics
and microbe mobility, with biological implications and wide potential applications.
In this chapter, we discuss Films of Bacteria at Interfaces (FBI), including the relatively
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well-studied cases of pellicles, biofilm like structures at air-water interfaces, and other less
commonly studied structures at oil-water interfaces and water-water interfaces. To situate
this work in the literature, we begin with a brief discussion of research employing mix-
tures of bacteria and passive colloidal tracer particles as models to illuminate fundamental
properties of “active matter”. Thereafter, we review recent hydrodynamic literature of
bacteria-boundary interactions. These two topics have received close attention from the
physics community. We then discuss films of bacteria at interfaces. We compare these
structures to and differentiate them from bioflims, a filed that has been deeply studied by
biologists, and is of more recent interest in the physics community. We and close with
discussions of open issues, and settings in which a deeper understanding of bacteria at in-
terfaces from both the physical and biological perspectives would yield improved insight or
control of important processes in the food and oil/gas industries as well as in the biomedical
arena.
1.2. Fundamental understanding of motile bacteria
Bacteria are prokaryotic organisms with remarkable social characteristics. They possess
structural features that enable them to respond individually, as shown in Figure 1.1. They
can swim by means of physical appendages including flagella and pili, or they can glide over
secreted materials to interact with other cells, hunt for nutrients, and escape biological,
physical, or chemical insults.
1.2.1. Hydrodynamics of bacteria interactions
Motile bacteria swim at remarkable speeds, using their helical flagella for propulsion. Bac-
teria cell bodies are typically rod-shaped with lengths ranging from 1 to 10 µm; to these
bodies are appended one or more flagella that are approximately 20 nm in filament diame-
ter, 0.5 µm in helical amplitude, and with lengths ranging from 7∼15 µm. Each flagellum,
comprised of complex polymer structures, is driven at its base by a rotary motor embedded
in the cell body that allows the cell to swim with speeds of roughly 10 body lengths per
2
second. The motor, powered by an ion flux, spins counterclockwise (CCW) at speeds on
the order of 100 Hz or clockwise (CW) at smaller speed [19]. Its direction of rotation is con-
trolled by receptors that sense the concentration of the driving molecules [20]. A bacterium’s
mechanism for swimming and turning is strongly dependent on its number of flagella and
their distribution on the cell surface. Peritrichous, or multiple polarly flagellated bacteria
such as Escherichia coli swim steadily in a roughly straight direction, performing a run,
when all their flagella rotate in the CCW and form a bundle [21]. This run is randomly
disrupted when one or more flagella rotate CW, thereby leaving the bundle, and causing the
cell to tumble. Some monotrichous or single polarly flagellated bacteria, like Pseudomonas
citronellolis [22] change direction via a short reversal between two long runs; each reversal
introduces a small change in the cell orientation. Other monotrichous bacteria, such as
Vibrio alginolyticus [23, 24], perform run, reverse, and flick swimming patterns. Flicking
the flagellum before resuming a forward run causes a large change in the orientation of the
cell.
Wu and Libchaber pioneered the study of bacterial suspensions as non-equilibrium dynam-
ical systems. They investigated the dynamics of passive colloidal particles 10 microns in
diameter in suspension with E. coli (roughly 1 micron in diameter and 2-3 microns in length)
in a quasi-2D environment of a surfactant-stabilized aqueous film of thickness comparable
to the colloids [1]. This configuration of a film of liquid surrounded by air limited the vis-
cous dissipation of the bacteria and colloid motion; the stress consequences of the interfaces
were not addressed beyond the observation that the bacteria motion was not altered by
variation in the concentration of surfactant used to stabilize the film. Because of hydro-
dynamic and steric interactions with the swimming bacteria, the colloids traced complex
paths reminiscent of Brownian motion, as illustrated in Fig. 1.2. Studying the mean squared
displacement 〈∆r2(t)〉 of the colloids, Wu and Libchaber identified an initial super-diffusive
regime of colloidal displacement and a later diffusive regime, with diffusivities that were
orders of magnitude larger than those corresponding to thermally driven Brownian motion.
Since this seminal work, bacteria suspensions have become a central model in the emerging
3
Figure 1.1: Schematic representation of the bacterial cell with means of loco-
motion.
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field of active matter – a novel class of out-of-equilibrium soft materials characterized by
the self-propulsion of the microscopic constituents by the conversion of an energy source,
such as chemical energy, to mechanical motion [25, 26, 27]. Other examples of active mat-
ter include the cytoskeleton of living cells, vibrated granular material, and even flocks of
birds. Unconstrained by conventional thermodynamic laws, active matter can exhibit novel
non-equilibrium phenomena, and one challenge is to understand the extent to which con-
ventional thermodynamic concepts can be extended to such systems [28, 29, 30, 31]. As
bacteria suspensions display many of the canonical features of active matter, they remain
an important model. Among the non-equilibrium properties of bacteria suspensions that
derive from their activity include the formation of large-scale coherent dynamical patterns
[32, 33, 34], anomalous rheology including under some circumstances negative shear viscosi-
ties [35, 36, 37], and even the ability to perform useful work like turning a gear [38].
Following on the work of Wu and Libchaber, the study of the motion of passive colloids in
bacteria suspensions continues to be a particularly productive approach for interrogating
their out-of-equilibrium rheology and statistical mechanics. As mentioned above, the col-
loid mean squared displacement at short times can show characteristics of superdiffusion,
〈∆r2(t)〉 ∼ tα with α > 1, and at longer times resembles simple diffusion, α = 1. An ex-
ample of this behavior is shown in Figure 1.2(a). The large diffusivities associated with the
diffusive regime are a major contribution to biomixing [39]. The duration of the superdif-
fusive component, on the other hand, can be related to a persistence time in the colloid
velocity correlations [1], which is negligibly short in thermal Brownian motion but in the
bacteria suspensions has been associated with the spatial and temporal correlations in the
fluid motion (swirling) created by the swimmers. A number of hydrodynamic studies have
considered these interactions between a passive tracer and a microscopic swimmer [40, 41].
The hydrodynamic behavior has some similarities to that of a pair of active colloids, where
simulation studies of the interactions have shown the motion is highly dependent on the
hydrodynamic details of the fluid velocity field around the swimmers, and can give rise to
attractive, repulsive, oscillatory, and parallel trajectories [42]. Further, interacting bacteria
5
Figure 1.2: Trajectories of particles dispersed in a thin suspended soap film
with and without bacteria. Trajectories of 2 µm particles (a) without bacteria and (b)
with bacteria (c = 3× 109 cells per µL) for time interval of 8 s. Trajectories of (c) 0.6 and
(d) 16 µm particles (c = 3 × 109 cells per µL). Scale bar is 20 µm. Reproduced from Ref.
[44] with permission of The Royal Society of Chemistry.
can exert a torque on each other, inducing curvature in their paths when originally oriented
parallel, at right angles, or in antiparallel arrangements [43]. Furthermore, the streamlines
in a fixed frame traced by a passing swimmer trace out loops, which may entrain small
passive tracers [40].
While the enhanced diffusion of tracers in bacteria suspensions suggests the suspensions
mimic a thermal bath with an effective temperature that is much larger than the host
fluid’s thermal temperature, closer examination of the statistical properties of the colloid
mobility shows important differences. For example, a significant difference between ther-
mal diffusion and the diffusion of passive colloids in a bacteria suspension is the probability
distribution of displacements about the root-mean-squared displacement. Figure 1.3(b) dis-
plays an example of the probability distribution of displacements along one direction at a
fixed lag time for colloids at the oil interface with a bacteria suspension. In comparison with
a thermal distribution, which would be Gaussian, the distribution has pronounced tails that
indicate enhanced probability of large displacements. Large fluctuations are a signature of
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active systems [27]. We note, however, that one should view such non-Gaussian contribu-
tions to the probability distribution of displacements in bacteria suspensions with caution.
Very recent work in microrobotics has shown a tendency of bacteria to attach physically to
colloids, resulting in a heterogeneous population of colloidal motions [45].
Another difference between passive colloid dynamics in bacteria suspensions and in equilib-
rium fluids is revealed in drag experiments. Comparisons between the drag on a probe mov-
ing through a bacteria suspension and its diffusivity show that they violate the fluctuation-
dissipation theorem valid for equilibrium systems. Also, probe diffusion coefficients display
dependencies on probe size and geometry that differ from those based on the Stokes-Einstein
relation [44, 47]. For instance, Patteson et al. have shown that the diffusivity D of spherical
probes is a non-monotonic function of their diameter d, as illustrated by results from their
work shown in Figure 1.2, in contrast to Stokes Law, for which D ∼ d−1. By defining a
Pe´clet number Pe ≡ ULD0 based on the particle Brownian diffusivity in a bacteria-free film
D0, the body length of a bacterium L, and the bacteria swim velocity U , the authors quanti-
fied the relative importance of displacements via the swim velocity compared to those from
randomizing interactions. Above a threshold value, Pe ∼ 103, they found Brownian motion
becomes unimportant in determining the particle displacement, and convective interactions
with the bacteria dominate; below this value, Brownian and enhanced motion owing to the
hydrodynamic interactions can determine system behavior.
Finally, we note another complicating factor in interpreting the mobility of passive colloids
that is particularly germane to FBI. As described below, bacteria are prone to reconfig-
ure fluid-fluid interfaces in ways that alter the interfacial rheology. Thus, particularly
in cases where probes are in proximity to such interfaces, proper interpretation of colloidal
mean-squared displacements requires accounting for the combined effects of the non-thermal
forcing from bacteria and the viscoelastic rheological response [48, 49].
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Figure 1.3: Mean-squared displacement and probability distribution of displace-
ments of colloids at the oil interface of a suspension of Pseudomonas sp. P62.
(a) Mean-squared displacement of 1 µm diameter colloids. The dashed line displays the
mean-squared displacement of the colloids at the oil-water interface in the absence of bac-
teria. At large lag times, colloidal motion is diffusive but with a diffusion coefficient that is
enhanced by the bacteria. At small lag times, the motion is superdiffusive. (b) The normal-
ized probability distribution function for the colloidal displacements at the interface of the
bacteria suspension at lag time t = 0.15s. The solid line displays the Gaussian form that
would describe the distribution of displacements of colloids undergoing thermal Brownian
motion with the same mean-squared displacement. Adapted from Ref. [46] with permission
of The Royal Society of Chemistry.
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1.2.2. Bacterial swimming near boundaries
Boundaries strongly alter bacteria locomotion in manners dependent on the mechanics of the
boundaries [50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61], the shape of the bacterium [57, 58],
and the propulsion mechanisms [58, 62]. The presence of surfactants [55, 63], polymers
[54, 64], and bacteria themselves [46, 65, 66, 67, 68] on interfaces and in the bulk liquid can
lead to more complex responses. The mechanics of fluid interfaces can be relatively simple,
as in the case of a surfactant-free interface that is well described by accounting only for
the interfacial tension in normal stress jumps. However, the presence of adsorbed species
like surfactants, polymers, or proteins alters interface mechanics significantly. Furthermore,
bacteria can significantly restructure fluid interfaces via attachment and secretion to create
a wide variety of stress conditions. While some of these conditions have been addressed in
the hydrodynamics literature, some aspects remain open.
A solid or no-slip surface changes bacteria swimming speed and direction [50, 53, 69, 70,
71, 72], modifies bacterial rotational motion [70, 73, 74], and reorients and attracts the
microswimmer [56, 57, 59, 60, 75, 76, 77]. Locomotion near fluid interfaces [50] depends
on diverse factors including interface deformability [51, 61, 78], the viscosity ratio of the
bulk fluids [57], and the interfacial viscosity [57]. When interface deformation is negligible,
interfaces are classified into three groups according to the boundary conditions they impose
on the flow velocities and stresses [57], shown schematically in Figure 1.4; these include
a clean or surfactant-free interface, an incompressible interface, and an interface with a
partial slip condition.
Free surfaces A clean or surfactant-free interface is characterized by the viscosity ratio
between two phases λ = η2η1 . At these interfaces, tangential velocities and stresses are
assumed continuous. A viscous, incompressible surfactant-laden interface is treated as an
impermeable fluid layer which separates two phases, and supports a jump in tangential stress
at the interface. The flow velocity in the plane of the interface u‖ obeys an incompressible
equation of continuity, and surfaces stresses are balanced by the shear stress from the
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Figure 1.4: Schematic picture of three different interfaces reviewed in this work.
Reprinted from Ref. [57], with the permission of AIP Publishing.
bulk phases and Marangoni stresses in the interface. The importance of surface viscosities
is characterized by the Boussinessq number, β = ηsη1h, the ratio of characteristic viscous
stresses on the surface and in the bulk fluid, where h is the flow length scale. For partial slip
interfaces, the tangential velocity near the interface is proportional to the normal velocity
gradient u‖ = l
∂u‖
∂z . The slip length l characterizes this class of interfaces.
Bacteria swim in circular motions near interfaces and solid boundaries [50, 53, 54, 55, 69,
71, 79]. Close to an air-liquid interface, E. coli swim in CCW circular trajectories [50, 55],
while near solid (no slip) surfaces, they swim in CW trajectories [53, 69, 71, 72, 79]. Analysis
based on the method of images captures key features of E. coli motion near an air-liquid
interface; in particular, the circular motion is ascribed to hydrodynamic interaction of the
cell with its ‘image’ on the opposite side of the interface [50]. Theory has also been developed
for a microswimmer near an interface between fluids with different viscosity ratios [57]. The
aspect ratio of the microswimmer γ and the viscosity ratio λ are predicted to determine
the rotation direction, capturing the observed behavior near air-liquid (λ = 0) and a solid
(λ = ∞) boundaries [50, 53, 69, 70, 71, 79]. A transition from CCW to CW rotation is
predicted to occur for λ = γ2. This reversal in direction can be understood intuitively in
terms of the hydrodynamic asymmetry introduced by the interface or the solid surface. This
is shown schematically in Figure 1.5 in which two bacteria are depicted, one swimming over
a solid surface, the other swimming over a free surface. Viewed from behind (tail to head),
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Figure 1.5: Mechanism for circular trajectories of bacteria swimming near
boundaries. Solid surfaces (a: schematic, b: observed trajectories) and free interfaces
(c: schematic, d: observed trajectories). (a) Over a solid surface: the helical flagella ex-
perience a drag force in y-direction F 1y while the cell body experiences an opposing drag
force F 2y ; the force couple rotates the cell CW around the z-axis. (b) The forces on the
cell and the flagella change signs due to lower local drag near the free interface creating a
torque which rotates the cell CCW. (c,d) Experimental evidence of CW and CCW motion
of bacteria near different boundaries. (c) E. coli swim in CW circular trajectories near a
glass surfaces; adapted from Ref. [53], with permission from Elsevier. (d) E. coli swim in
CCW trajectories near a liquid-gas interface, adapted with permission from Ref. [50] by
the American Physical Society.
bacterial flagella rotate CCW (with speed of ω in the figure) while the cell body rotates
CW with rotational speed of Ω, to balance the angular momentum in the x direction. The
portion of the flagellum nearest the solid boundary has the largest drag; this generates a
lateral force on the flagellum (indicated as F 1y in the figure). Similarly, rotation of the cell
body in the CW direction also generates lateral drag force, but in the opposite direction
(indicated as F 2y ). The resulting force couple creates a torque which rotates the cell CW
about the z-axis. Near a free interface, however, the drag decreases. Thus, the sign of the
force couple is reversed on the bacterium near the free interface, resulting in CCW motion.
While these analyses capture several features including CCW motion near the free interfaces,
fully resolved three-dimensional simulation with representative geometries of the bacteria
[58, 72] provides additional insights, including bacteria body alignment [50, 37], and stability
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of circular orbits [47, 58].
Incompressible surfactant laden interfaces Flagellated bacteria motion has also been
modeled near incompressible surfactant laden interfaces [57]. Circular trajectories, rotation
rate and direction depend on the interfacial viscosity or Boussinessq number β in addition
to the viscosity ratio λ, and the aspect ratio of the microswimmer γ. For small β and small
λ, bacteria swim strictly in the CCW direction, as described above for air-liquid interfaces.
However, at larger β or λ, the swimming motion changes to CW, like the behavior near solid
boundaries. The critical β for this transition is expected to depend on γ. Bacteria with a
larger aspect ratio are predicted to swim CCW for a wide range of interfacial parameters.
This suggests that both CCW and CW rotations could be observed for a bacterial population
with different cell sizes, or for bacteria in interfaces with patchy surface mechanics e.g. owing
to patchy surfactant or polymer concentrations. Such complex trajectories have indeed been
reported; both CW and CCW trajectories for E. coli bacteria have been observed in different
locations of the same free interface [55]. Passive microrheology in that interface revealed that
the diffusion coefficient of the beads decreased over time, with a concomitant increase in CW
trajectories. The effect of adsorbed molecules on bacterial locomotion has also been probed
[64]; changes in rheological properties of the interfaces altered the hydrodynamic interaction
of the bacteria with the interface. For example, when polymers and proteinaceous material
formed a viscous film at the interface, they modified the swimming patterns of nearby cells
as predicted by theory [57]. Experiment [64] also showed that the presence of the thin
viscous film on the interface hydrodynamically traps the cells near the interface, and that
the addition of even a small concentration of surfactant could displace the thin film and
restore the free surface feature of the interface.
Partial slip interfaces A particularly interesting finding [54] is the observation of bacte-
ria swimming in a CCW sense near solid surfaces in the presence of polymer. This behavior
was attributed to polymer depletion near the surfaces resulting in a decrease in viscosity
immediately adjacent to the wall that could cause an apparent partial slip over the solid
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surface [80]. Analysis predicts that, for large slip lengths, bacteria close to the surface swim
in a CCW motion, as if near a free surface [57]. These observations indicate the importance
of the characteristic of the interfacial film in the macroscopic interaction of bacteria with
the interfaces [54]. These hydrodynamic studies address a range of possible boundary con-
ditions for bacteria swimming near boundaries. However, bacteria do not only swim near
interfaces. They can completely restructure them. Below, we discuss bacteria structure
formation on fluid interfaces.
1.3. Bacteria remodeling of fluid interfaces: FBI formation
Bacteria restructure their environment to ensure their survival. A comon survival strat-
egy of microorganisms entails biofilm formation, which is the development of multicellular
microbial aggregates. In nature, these creatures live organized in sessile communities as
surface-attached or free-floating biofilms. Microscopic observations of biofilms reveal that
microbes form interconnected networks with fibers and polysaccharide materials playing
roles analogous to the beams and mortar in man-made architecture. The building blocks
of bacterial biofilms are the cells themselves and secreted extracellular substances including
polysaccharide polymers, extracellular DNA (eDNA), and proteins. Within the biofilms,
the cells engage in intraspecies and interspecies interactions, which increase the complex-
ity of these multicellular structures [81, 82]. The ability of the cells to restructure and to
disperse such architectures and to rebuild anew involves organized processes triggered by
intrinsic factors (e.g. inter and intracellular signaling, gene expression, cell metabolism) and
extrinsic factors such as physicochemical cues including pH, water content, chemical and
biological composition of the microenvironment that continue to be revealed [83, 84, 85, 86].
On solid substrates, bacteria readily build complex networks or biofilms in response to social
threats and physicochemical changes [87]. For instance, a single bacterium can overcome
repulsive electrostatic forces to adhere to a charged surface. In direct cell–material interac-
tions, the microbe attaches reversibly, then irreversibly to the substrates. The adherence to
a substrate could also be indirectly mediated through binding to proteins adsorbed on the
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surface. Once attached, the cell proliferates in the presence of nutrients and subsequently
develops into cell clusters, which later mature into thick films or biofilms. The secretion of
the exopolysaccharide (EPS) matrix becomes necessary for the film to mature. It provides
a protective scaffold for the embedded cells against “adverse” environments, and facilitates
the exchange of nutrients and genetic materials [88]. The viscoelastic properties [89] of
these multidimensional clusters influence their interactions with external forces [90], which
can in turn significantly alter the dynamics of their microenvironment [91]. Some cells such
as Pseudomonas aeruginosa can secrete multiple types of EPS components, e.g. Pel, Psl,
or alginate, that may contribute to different biofilm elasticities [92, 93]. Consequently, by
regulating the secretion of these materials, the cells can control the viscoelastic properties
of their biofilms [94, 95] and remodel their environments [96].
1.3.1. Air-water interfaces
Bacteria can colonize air-water interfaces, creating complex structures termed pellicles
[65, 66, 97, 98, 99, 100, 101, 102, 103, 104, 105]. Pellicle formation requires nutrient avail-
ability. While not as well studied as biofilms on solid substrates, pellicles are considered
interfacial biofilms and are used as model systems to understand the purpose of various cell
secretions and surface structures in biofilm formation and response to various cues, with
major implications in health [66, 98, 99, 100] and industry [106]. For example, the ability
of P. aeruginosa to form robust biofilms on agar plates and pellicles at the air-liquid broth
interface is correlated with the ability to secrete EPS including Pel and Psl. Cells lacking
Pel and Psl expression tend to form defective biofilms and pellicles [107], as illustrated in
the images shown in Figure 1.6.
B. subtilis 3610 form both biofilms on solid substrates and pellicles at air-bacteria suspension
interfaces. Extracellular matrix (ECM) formation in these structures is indirectly regulated
by the activity of four histidine sensor kinases, KinA, KinB, KinC and KinD. A study of the
role of these kinases in structure formation revealed that the kinases have pairwise redun-
dancy; i.e. KinA and KinB have partial redundancy as do KinC and KinD. Furthermore,
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Figure 1.6: Morphology of the P. aeruginosa ZK2870 (A) Biofilm on agar and (B)
pellicle on liquid broth demonstrated the expression of both Psl and Pel is essential to the
structural development of the cells on solid substrate or a liquid interfaces. Reprinted from
Ref. [107] with permission from American Society for Microbiology.
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in the highly structured biofilms on solid surfaces, there were pronounced differences in the
spatial location of kinase activity; KinA and KinB activity was pronounced in the inner,
older regions of the biofilm, while KinC and KinD regulated ECM formation in the outer,
younger regions at the colony periphery. This highly structured film and associated spatial
regulation was lost in pellicles [108]; pellicle organization may differ in important ways from
biofilms on solid surfaces, potentially owing to differences in transport, spatial distribution
of nutrients, signaling molecules and structure.
Pellicles form sequentially by cell adhesion to the interface, colonization, slow growth, and
maturation of a thin film [109]. During this maturation process, adhered bacteria produce
and embed themselves in an EPS matrix [110]. Early interactions between cells at the
interface are mediated via cellular features including fimbriae or pili. Pellicle formation
depends on bacteria structures such as pili, a subset of which known as curli were the focus
for studies with E. coli UTI89∆csgA, UTI89∆csgA/pLR1, and UTI89∆csgA/pLR5 ; these
structural features also influence the uropathogenic activity of these bacteria in a mouse
model [98]. Cegelski et al. showed that by disrupting curli protein polymerization and pili
formation via addition of chemical curlicides, pellicle growth was inhibited; this was further
correlated with decreased virulence in a mouse model.
Similar studies have highlighted conditions that result in pellicle formation, characterized
the mechanics of these films, or demonstrated that pellicles could be disrupted through
physical or chemical treatments [66, 98, 100, 111, 112, 113]. For example, upregulation of
curli fiber production in E. coli UTI89 by chemical treatment is correlated with greater
film elasticity. The rheological properties of E. coli UTI89 pellicles treated with dimethyl-
sulfoxide (DMSO) and ethanol (EtOH) were compared to the response of the interface of
a suspension containing a control strain UTI89∆csgA, which lacked the gene to produce
curli [66]. Interfaces of cell suspensions with the highest concentration of DMSO, at 4%,
had the most curli fibers and were the most elastic; interfaces of suspensions at all DMSO
and EtOH concentrations studied were more elastic than the untreated cells, which were
in turn more elastic than interfaces of the suspensions containing the control strain. Con-
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versely, surfactants can interfere with the formation of pellicles when they are present in
the suspension [100]; pellicle formation was delayed or prevented by addition of Tween 20.
At surfactant concentrations of 0.0001% − 0.001%, the cells still produced curli, but the
pellicles exhibited lower elasticities than those in the absence of the surfactant, and at the
higher concentration pellicle formation was delayed. These results suggest that the curli
fibers, which are hydrophobic, need access to the air to form the network that would create
pellicles.
Pellicles can form hierarchical wrinkled structures, from which material properties can be
inferred [101]. Pellicles grow as elastic sheets rather than as a liquid. As they proliferate,
growth causes buckling in the interface. By modeling the structures using theory of thin
2D Hookean films under stress, the wavelengths of the wrinkles can be used to infer the
elastic modulus and bending energy. Exopolysaccharides (EPS) must be present to form
these elastic sheets; films formed by mutants without the ability to produce EPS showed
no elastic response upon compression.
Film mechanics of Pseudomonas fluorescens SBW25, E. coli K12, B. subtilis PY79, and
NCIB 3610 at an air-water interface, characterized using a biconical rheometer and pendant
drop tensiometry, depend in complex manners on the suspension composition [68]. Addi-
tion of Tween 20 post-pellicle formation, for example, was ineffective in pellicle disruption,
whereas the film was disrupted in acidic environments, an effect attributed to decreased
attraction between amyloid fibers within the pellicle. Films could also be strengthened;
more nutrient-rich media correlates with greater elasticity in pellicles produced by E. coli
and P. fluorescens.
Physicochemical cues can also regulate cell behavior at the interface, as has been shown in a
study of pellicle formation by B. subtilis at air-culture interfaces. Pellicle robustness, which
is attributed to the extracellular matrix, was characterized using an interfacial rheometer
that imposed a torque on the interface and measured its yield condition. Polyethylene glycol
(PEG) present in the aqueous medium decreased pellicle robustness, an effect inferred to
be owing to osmotic pressure. However, this effect was not limited to a mere redistribution
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of fluids in the medium. Rather, the presence of PEG was related to a pronounced decrease
in matrix gene expression. Furthermore, bacteria have evolved to exploit this effect. The
extracellular matrix itself was demonstrated to act as a regulatory feedback mechanism;
exopolysaccharides in the matrix regulate osmotic pressure and inhibit matrix gene expres-
sion. Matrix gene expression is inhibited by activating the histidine kinase KinD, thereby
promoting phosphorylation of the master regulatory protein Spo0A, which at high levels
represses matrix gene expression and can concomitantly promote changes of cell phenotype
(sporulation) [65]. Thus, physicochemistry is a powerful tool to manipulate bacteria by
altering the genetic pathways that contribute to bacterial community response.
1.3.2. Oil-water interfaces
Bacteria also form films at oil-water interfaces. An improved understanding of these struc-
tures would inform strategies to control a variety of processes involving oil-water emulsions.
For example, bacteria association with oil-water interfaces may allow bacteria to access oil
that they metabolize and degrade, with implications in hydrocarbons remediation [114].
Such film formation has also been implicated in the formation and stabilization of emul-
sions of oils [115], with potential deleterious impact on oil recovery yield [116]. On the
other hand, bacteria also play key roles in emerging strategies for increasing petroleum
yields from reservoirs. The bacteria and their products are believed to facilitate extraction
through mechanisms including gas production, reduction of the oil-water interfacial tension
and oil viscosity, and selective plugging via film formation in permeable zones of the reser-
voir that otherwise shunt applied pressure [117, 118, 119].
Surface chemistry and hydrophobicity have long been known to play a strong role in bacte-
ria association with interfaces. Nearly a century ago, B. subtilis and Vibrio percolans were
observed to become trapped at oil-water interfaces, escaping in some cases to the water
phase [120], which may have reflected the strong trapping energies of fluid-fluid interfaces.
Another class of bacteria, known as acid-fast due to the acidic inclusions in the cell walls,
exhibited polar surface structures. These cells could partition into the oil phases; when
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these cells were suspended completely in oil, the bacteria again became trapped at the
interface; some escaped from the interface to partition back into the aqueous phase. A clas-
sical method to quantify microbial hydrophobicity[121] is to disperse the oil in an aqueous
suspension of cells. The light absorbance of the aqueous phase before and after dispersion
is used to determine percentage of cells adhered to the droplet surface. The absorbance is
then used to infer the relative hydrophobicity of different bacteria strains. Hydrophobicity
can vary during different stages of bacteria growth; early in the logarithmic growth regime
Serratia marcescens cells are significantly more hydrophobic than during the stationary
phase. In addition, the carbon source available during growth also plays an important role.
For example, Acinobacter calcoaceticus and P. aeruginosa strains adhere differently to oil
when grown with ethanol or hexadecane as carbon sources;A. calcoaceticus cells in particu-
lar were posited to lack a cell-surface bound emulsan necessary for interface adhesion when
grown in ethanol [122].
Bacteria cell hydrophobicity and film mechanics have been further correlated with oil-water
emulsion stabilization in the presence of bacteria. The mechanics of interfacial films have
been qualitatively interrogated for a strain that stabilized hexadecane-water emulsions for
several months (Acinetobacter venetianus RAG-1) and for a strain that initially promoted
emulsion formation, but subsequently failed to prevent phase separation within 24 hours
(Rhodococcus erythropolis 20S-E1-c) [115]. Experiment revealed that films formed by RAG-
1 cells at the oil-water interface resisted coalescence of droplets and 20S-E1-c formed a
rigid skin. Hydrophobicity of the bacterium itself was inferred by measuring the oil-water-
bacteria contact angle on surfaces covered with a layer of bacteria. The 20S-E1-c can enter
the oil phase, and both S0S-E1-c and RAG-1 are more hydrophobic than bacteria that do
not emulsify (P. fluorescens LP6a and Rhizomonas suberifaciens EB2-1). In a subsequent
study, RAG-1 and 20S-E1-c films were investigated on pendant droplets [123]. The cells
formed films on the surface of a droplet of aqueous bacteria suspension immersed in hexade-
cane. Fluid in the droplet was then withdrawn, compressing the film. Compressed RAG-1
films wrinkled at the interface, displaying what is now considered an earmark of a com-
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Figure 1.7: Compression of Pseudomonas sp. P62 FBI aged for 22 hours on a
drop of hexadecane by withdrawal of oil. The compression increases from (a) to (c).
The needle is 0.9081 mm wide and serves as a scale bar. As the drop is compressed, the
film wrinkles. Reprinted from Ref. [46] with permission of The Royal Society of Chemistry.
pressed thin solid film with a bending modulus [15], whereas the 20S-E1-c films displayed
no such features. The differences in film behavior were attributed to the surface structure
of the cells; RAG-1 cells are covered in fimbriae, a type of pili, comprised of filaments with
adhesive properties, whereas 20S-E1-c cells are relatively smooth, lacking fimbriae and the
associated ability to form a coherent network. Interestingly, film elastic moduli, determined
by micropipette aspiration, were not trivially related to drop coalescence [124]; films formed
by the 20S-E1-c cells, which were unable to prevent coalescence, had higher elastic modulus
(K = 5.4 mN m−1) than films of RAG-1 (K = 3.1 mN m−1). Notably, these films were
characterized within five to thirty minutes of interface formation, before the bacteria could
produce surfactants or polymers to restructure the interface.
Bacteria can remodel the interface progressively, displaying a range of interfacial mechanics
from an active layer, to a viscoelastic film, to a purely elastic layer that wrinkles under
compression [46]. The evolution of interfacial films formed by Pseudomonas sp. P62 ATCC
27259 were studied over the course of 24 hours by tracking colloid probes at a planar oil-
water interface and by performing film compression experiments on pendant oil droplets.
The microrheological studies revealed that at early interface ages, colloids’ mean square
displacements have initial superdiffusive and then diffusive regimes owing to interactions
with swimming bacteria, with crossover times and effective diffusion coefficients greater
than those of particles in thermal equilibrium. As the interface aged, and the bacteria
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encountered each other and proliferated at the interface, the particles became mired in a
viscoelastic structure formed by cells and their secretions. Over the course of hours, colloid
mobility in the interface decreased as the cells and their secretions eventually formed a
thin, solid, elastic film. The response of these films to interface compression was assessed
by aging a pendant oil drop in a bacteria suspension for 24 hours and then withdrawing the
oil. The film supported wrinkles similar to those observed with RAG-1 [123], as illustrated
in Figure 1.7. However, unlike RAG-1, which took approximately 30 minutes to form an
elastic, thin solid film, P62 required several hours, suggesting extracellular excretions con-
tributed to this elasticity over time, rather than intercellular networking.
A comprehensive study of the rheology of bacteria at oil-water interfaces has been per-
formed with five bacteria strains, Pseudomonas putida KT2442, P. putida W2, E. coli K12,
Salmonella typhimurium and B. subtilis, and three oils, hexadecane, MCT, and mineral oil,
using a biconical interfacial rheometer, pendant drop tensiometry, and confocal microscopy
to measure cell density [67]. The trend in elasticity of the bacterial films was from most to
least elastic: P. putida KT2442 > P. putida W2 > S. typhimurium > B. subtilis > E. coli
K12. Oils with higher interfacial tensions had weaker adsorption of bacteria; bacteria that
formed the most elastic films also decreased the interfacial tension strongly (see Figure 1.8).
The KT2442 strain, specifically chosen for its ability to metabolize oil, produced a more
elastic film than the wildtype W2, indicating a possible relationship between film elasticity
and the ability to consume the oil phase. S. typhimurium and B. subtilis could eventually
form a viscoelastic film, but E. coli did not always form comparable films. Cell hydropho-
bicity also affected their ability to adhere to oil-water interfaces; more hydrophobic bacteria,
or cells with lower zeta potential such as the P. putida strains and S. typhimurium, were
more likely to adsorb.
Film formation at oil-water interfaces can differ significantly from pellicle formation and
biofilm formation. For example, two P. aeruginosa strains known to form biofilms (PAO1
and PA14) respond differently to hexadecane-water interfaces; transcriptional analysis re-
veals that gene expression in response to confinement at the oil-water interfaces plays a
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Figure 1.8: Bacteria film formation of P. putida KT2442, S. typhimurium, and
E. coli. Macroscopic (top) and microscopic (bottom) observations of films growth (>2
weeks) in LB medium against mineral oil of P. putida KT2442 (A), S. typhimurium (B),
and E. coli (C) Reprinted from Ref. [67].
central role in the formation of elastic FBI (see Chapter 5). P. aeruginosa PAO1 formed a
highly elastic, solid film with evidence of bending moduli at the hexadecane-water interface
after 24 hours, as characterized via pendant drop elastometry and particle tracking. In
contrast, PA14 cells failed to form an elastic film at the interfaces. Rather, they formed
an active layer, with colloidal probes exhibiting superdiffusive or diffusive motion in the
presence of PA14 cells over the lag times studied, regardless of interface age. Studies of
relevant mutants established that PAO1 cells formed elastic FBI independent of cellular
structure such as flagella, pili, or production of certain polysaccharides. Transcriptional
profiles of interface-trapped PAO1 show that highly induced genes included those for puta-
tive enzymes and a carbohydrate metabolism enzyme named alkB2. Upon deletion of the
alkB gene, PAO1 lost its ability to form an elastic film and generated an active layer akin
to that formed by PA14. These findings demonstrate that genetic expression is altered via
interfacial confinement. They also suggest that the ability to metabolize oil may contribute
to formation of elastic FBI for certain strains. Such insights could lead to new strategies to
control bacterial colonization of interfaces made with commercially relevant fluids.
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1.3.3. Water-water interfaces
Finally, there are studies of bacteria at interfaces formed between two water phases. Aque-
ous two phase systems (ATPSs) result from the demixing of two dilute, chemically distinct
hydrophilic species [125, 126]; commonly studied ATPSs include gelatin and maltodextrin,
and casein and xanthan, both of which are widely exploited in foods. Along the phase
boundary, the enthalpic penalty of mixing overcomes entropic effects that favor mixing,
resulting in a slow phase separation in which two phases of greater than 80% water remain,
with ultra-low interfacial tension (<0.1 mN m−1). Nonviable, edible bacteria (Lactobacillus
delbrueckii subsp. bulgaricus, Saccharomyces cerevisiae, spirulina and chlorella) have been
used to stabilize a phase–separated system of gelatin and maltodextrin; the interfacial trap-
ping of the bacteria was exploited to control and stabilize the microstructure and impart
elasticity to phase-separated gelatin (6 wt %) and maltodextrin (6 wt %) gels [127, 128].
Living bacteria can also become trapped and stabilize such structures. Near the critical
point of the ATPS of casein and xanthan, the system phase separates into a bicontinu-
ous network of casein- rich and xanthan-rich phases. Several species of bacteria have been
reported to attach to and colonize the interface in such an ATPS. These include a wild
type (WT) E. coli MG1655, a non-motile GFP E. coli MDG10, and Pseudomonas sp. P62
[18]. Polystyrene colloids also attach to the same interface, suggesting that trapping energy
owing to capillarity [5] may be the mechanism for trapping the bacteria at this interface.
Bacteria-stabilized ATPSs could have potential applications in food science and medicine
[129].
In summary, bacteria associated with oil-water, air-water, and water-water interfaces re-
spond in strain dependent manners. While some strains fail to colonize the interface at all,
others completely restructure interfaces to make robust elastic films. The surface structures
and chemistrys on bacteria cell bodies, and the ability to consume oil may play important
roles in determining whether elastic films form. Furthermore, physicochemical cues can
induce bacteria to form elastic films, and cells can exploit such cues to up and down regu-
late film formation via genetic feedback loops. This broad range of responses leads to rich
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genetic environments and mechanical behaviors for bacteria near these boundaries that go
far beyond considerations of hydrodynamic boundary conditions summarized above.
1.4. Open issues and potential utility
We have reviewed the physics of bacteria swimming near interfaces, of bacteria trapped at
fluid interfaces, and of film formation at interfaces and discussed studies that show that
these films play roles in biology. It is tempting to draw analogies between bacteria at inter-
faces and the community dynamics of bacteria near solid surfaces, where bacteria transform
from motile to sessile states, form microcolonies, and mature into biofilms. This sequence of
events is well studied, and biofilms are well appreciated in terms of their biological signifi-
cance. However, the physics of films of bacteria at interfaces and their biological significance
are less understood, in particular at oil-water interfaces.
More importantly, the ability of bacteria to desorb from liquid interfaces is not clearly es-
tablished as it is in surface-associated biofilms. This phenomenon, commonly referred to
as biofilm dispersal, describes a collective dynamic where bacteria leave mature biofilms.
Biofilm dispersal occurs when the conditions within or around the biofilms become unfa-
vorable to cell survival or when the cells colonize new areas [130].
At fluid interfaces, the cells become trapped and form a structure under interfacial confine-
ment. Dispersion seems not to occur in a manner similar to those at solid surfaces because
of the inability of cells to desorb from liquid interfaces. The ejection of bacteria from the
interfaces remains an open issue, as it could occur if an external force is applied by com-
pressing the interface, or if the films grow out of the interface. Then, cells weakly bound to
the interfaces could be removed because they are adhering to layers (of cells or polymeric
materials) bound to the interfaces, instead of being themselves directly associated with the
interface. The phenomenon of bacterial desorption at fluid interfaces is important to under-
stand the biological implication of the FBI. Moreover, it could facilitate technologies using
fluid interfaces as a mean to trap and remove or detach microorganisms from substrates
[131].
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There is little direct observation of how a bacterium associates with a fluid interface. For
example, the stages of attachment of a simple colloid to a fluid interface have been revealed
in experiments that track the particle center of mass as it first rapidly breaches the interface
and then slowly approaches its equilibrium configuration with slow motion of its contact
line toward its equilibrium location [132, 133, 134]. This process could differ significantly
for bacteria. A bacterium is not a smooth passive colloid. It has complex surface features
(fimbrae, pili, flagella) that can adsorb to or breach the interface, perhaps allowing it to
remain associated with the interface in a variety of attachment states. Furthermore, bac-
teria secrete surfactants, which can lower the interfacial tension as they attach. Finally,
bacteria are often present with proteins and other macromolecules secreted by the bacteria
or present in suspension that can form films at the interface to which the bacteria might
adhere, or that can otherwise facilitate interfacial attachment. Also, the forces associated
with swimming can compete with interfacial forces, such as surface tension and contact line
pinning, which are predominant in the case of the passive colloid.
There are a number of areas in which films of bacteria at interfaces might be exploited. We
discuss several here. The ability of a microbe to remain viable in FBI suggests new means
for food stabilization using beneficial bacteria as colloidal particles [135]. Bacteria secretions
might be developed as green surfactants. Bacteria secrete numerous types of surface-active
extra polymeric substances, including glycolipids, lipoproteins, lipopolysaccharides (LPS),
and fatty acids, to serve different purposes. These substances help reduce the interfacial
tensions between oil and water. They also improve the binding of the cells to the hydro-
carbons, coat desorbed low-solubility oil molecules and prevent oil droplets from coalescing
[114, 136]. The properties of the microbial surfactants, which in general depend on their
structures, have been characterized in terms of molecular weight and chemical composition
[137]. Biosurfactants generated by diverse bacteria have been studied to for their ability to
emulsify and degrade hydrocarbon [138, 139]. The rhamnolipids secreted by Pseudomonas
sp. have been widely studied for their favorable physicochemical properties. The wetting
properties and stability of the glycolipids make them suitable to reduce the water surface
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tension under different salt concentrations [140]. In addition, similarities between biosurfac-
tants produced by indigenous oil-degrading bacteria and well-studied organisms have been
reported, which could improve the understanding of FBI in a marine environment and the
design of a more effective model for bioremediation. For instance, the microbial surfactant
alasan, which is produced by Acinetobacter radioresistens, exhibits properties comparable
to the OmpA protein secreted by E. coli, and is believed to increase the apparent solubility
of some polyaromatic hydrocarbons (PAHs) in water [141, 142, 143].
Films of bacteria at interfaces might be exploited in the oil industry and in bioremediation;
the tools of genetic engineering could be adopted to develop bacterial strains with improved
hydrocarbonoclastic ability. The study of the bacterial ability to naturally degrade hydro-
carbon is fundamental to the field of bioremediation. Analysis of the genomic functions
of several bacterial strains has improved the general understanding of the metabolic path-
ways used by bacteria to degrade hydrocarbons. Diverse genera of prokaryotes including
actinobacteria, bacteroidetes, firmicutes, proteobacteria and some cyanobacteria are known
to use hydrocarbons as a main source of carbon and energy. Functional genomic analysis
of some proteobacteria in particular suggest that the proteobacteria are dominant hydro-
carbons degraders [144]. However, important players in hydrocarbon degradation could
potentially be revealed, because temperature, nutrient (e.g. oxygen, nitrogen or phospho-
rous) concentration, and oil composition affect the cells’ metabolic activity differently. The
degradation of alkane triggers the expression of a wide array of genes, contingent on variable
physicochemical conditions. For instance, γ-Proteobacterium A. borkumensis, has a high
affinity and scavenging ability for oligo-elements including phosphate, nitrogen and sulfur,
which fertilize hydrocarbons and improve cell proliferation. During the depletion of such
fertilizers, A. borkumensis cells attach to hydrocarbons and engage metabolic pathways
relevant to FBI formation [145]. Moreover, A. borkumensis SK2 was found to emulsify
hydrocarbon by secreting various glycolipids and glycosyltranferases that are comparable
to the RhlB protein of P. aeruginosa [145, 146]. The genetic understanding of another
γ-Proteobacterium, Oleispira antarctica, has demonstrated that the strain upregulates cold
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adaptation genes while maintaining hydrocarbonoclastic activities at temperature as low
as 4 ◦C [147]. Under the same conditions, the strains could metabolize 3-hydroxyalkanoic
acids (PHA) or wax esters as lipophilic storages compounds by secreting corresponding en-
zymes. These examples suggest that the regulation of the surfactants and the secretion of
putative enzymes are specific to the physicochemical state of the hydrocarbons. Based on
the genetic understanding of well-known organisms interacting with the oil-water interfaces,
sustainable model for hydrocarbon bioprocessing could be optimized by genetically engi-
neering new bacterial strains that combine unique hydrocarbonoclastic abilities or promote
community dynamics in oil biodegradation.
Bacteria can also be useful tools for mixing and sources of power or propulsion, and several
interesting phenomena observed in bulk could be used in interfacial manipulations. Bac-
teria carpets have been used to enhance transport above solid substrates [148]; a four-fold
increase of diffusivity of fluorescent molecules was reported when the fluid was streamed
through a channel lined with bacterial films; the transport of beads was enhanced by more
than an order of magnitude. Even in the absence of active motility, the presence of passive
flagella motion doubled the diffusion in the same channel. Analogous layers could be estab-
lished at fluid interfaces, opening up the possibility of using FBI to mix the near-interface
fluid, even without bacteria in the bulk. Bacteria trapped by their flagella in fluid interfaces
produce a rapid lassoing motion. These interfacially trapped bacteria might be used to mix
their surroundings in a manner analogous to the bacteria carpets.
For certain microbial systems, the physicochemistry of the interface and subphase has com-
plex feedback into biology and structure formation. Liquid interfaces possess unique proper-
ties that can be used to manipulate single living cells, and control the transport and mixing
of microbial populations. Recent experiments revealed that yeast S. cerevisiae cells growing
on the surface of an extremely viscous liquid media exhibit altered growth dynamics in con-
trast to solid agar gel [149]. When the viscosity of the liquid is lowered, the microbes induce
a flow by modifying the local properties of the fluid, such as its surface tension by secreting
surfactant molecules, allowing them to rapidly colonize new territories. The self-induced
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flow fragments the colony into secondary, smaller clusters, each of which produces its own
flow, creating a mutually repelling assembly of cell aggregates. It would be interesting to
probe whether such coupling occurs in other microbial systems.
Bacteria motion has been exploited in the context of microrobotics. Bacteria motility has
been used to propel spherical particles in the bulk. Biohybrids, i.e. colloids attached to
single bacteria, move in complex curvilinear paths [150]. Multiple bacteria are able to drive
larger features, such as Micro Bio Robots [151], where bacteria are adhered to 60 micron by
60 micron epoxy squares and released in suspension. Bacteria attached to the edge of the
square microrobot exert a torque as well as a forward thrust, causing the square to rotate.
These cells can be rendered immobile with the application of UV light, halting the trans-
lation of the epoxy particle. Bacteria are also capable of moving large particles with chiral
geometry when not physically adhered to the particle. Similarly, ratcheted gears can be
driven by colliding bacteria almost exclusively clockwise and counter-clockwise dependent
on their orientation [152, 153]. In addition to other self-assembly techniques already em-
ployed at interfaces, this phenomenon could be a tool to direct the motion of larger objects
to induce their assembly into suprastructures.
1.5. Conclusions
Bacteria as active colloids swimming in suspension have been widely studied, with major
advances in understanding in terms of the biology, the hydrodynamics and the statistical
mechanical behavior of these systems. Materials produced by the bacteria can adsorb at
interfaces can create complex interfacial stress boundary conditions. The effects of complex
interfacial boundaries on bacteria swimming has been studied in theory, with some direct
observation in experiment. However, bacteria do not only alter stress conditions, but can
completely restructure fluid interfaces to form films of bacteria at interfaces. We have
reviewed examples for air-water, oil-water, and water-water interfaces, with an emphasis on
characterization of interface mechanics. Examples in which these mechanics are associated
either with feedback mechanisms or genetic changes are given, indicating that these films
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may play fundamental roles in bacteria fate. An improved understanding of these films, and
their coupled mechanical and genetic consequences would have broad impact in controlling
microbial communities.
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CHAPTER 2 : Materials and Methods
In this chapter, I describe the experimental methods and data analysis that are used
throughout this thesis. I also define key metrics used in statistical analysis of bacteria
and colloidal tracer behavior.
2.1. Bacteria preparation
Bacteria are scraped from a frozen culture, kept in a −80 ◦C freezer, using an inoculation
loop and placed in an Erlenmeyer flask with 25 mL of growing media.
Pseudomonas sp. ATCC 27259, strain P62, chosen as a model organism, are cultured in
ATCC Medium: 3 Nutrient Broth in 24 ppt Instant Ocean to simulate a middle-level marsh
salinity. The cultures are grown on a table-top shaker at 150 rpm at room temperature for
24 h to mid-to-late exponential phase. For the FBI characterization experiments, a bacteria
suspension free of surface active proteins from the nutrient broth is prepared with a typical
washing protocol [123, 121] by centrifuging the culture for 10 minutes at 4000×g, decanting
the nutrient broth or supernatant and re-suspending the pellet in Instant Ocean twice.
Pseudomonas aeruginosa PAO1 and PA14 wildtype (WT) and knockout (∆flgK, ∆pelA,
∆pilC, ∆rhlA, ∆pslD, and ∆alkB2 ) strains are cultured in LB Medium in a table-top in-
cubator at 37 ◦C. They are centrifuged and decanted as for the Pseudomonas sp. P62,
re-suspended instead in 0.154 mmol NaCl solution. The bacteria suspension is diluted to
desired optical density, typically OD = 0.1 − 0.2 for particle tracking experiments, corre-
sponding to cell concentration ∼ 108cells\mL, measured with a Tecan spectrophotometer
at 630 nm, with 100 µL of suspension, averaged over 3 wells in a 96-well plate.
2.2. Particle tracking
The particle-tracking measurements are performed in a 1.0 cm I.D. cylindrical vessel with an
inner surface whose bottom half is aluminium and top half is Teflon. When the cell is filled
to the appropriate level, the aluminium-Teflon seam pins the oil-water interface, creating
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a flat interface with no meniscus. The base of the cylinder rests on an untreated glass
coverslip, sealed with silica vacuum grease. To begin each experiment, the cylinder is filled
nearly to the seam with 0.5 ml of the relevant cleaned bacteria suspension. A spreading
solution containing 12.5 µL charge-stabilized polystyrene spheres (Invitrogen) with radius
Rs = 0.5 µm in a mixture of 450 µL water and 250 µL isopropanol is prepared in advance and
sonicated to disperse any colloidal aggregates. To introduce the colloids to the interface, a
1 µL droplet of the spreading solution is gently placed in contact with the aqueous surface.
The solution wets the surface, and the colloids, which are slightly denser than water but
hydrophobic, disperse across the interface. Droplets of hexadecane are then promptly placed
on this system to form a film approximately 2 µm thick which covers the colloids and the
aqueous suspension. The age of the sample ta is measured from the instant of oil-aqueous
interface formation. After each experiment, the cylindrical vessel is cleaned thoroughly by
sonicating in ethanol, and then rinsed repeatedly in deionized water.
We observe the colloids at the interface using an upright bright-field microscope with a
50× objective. A camera (Zeiss AxioImager M1m) records a 200 µm by 150 µm field of
view at 60 frames per second, which set the shortest lag time over which probe motion can
be characterized. Probe trajectories are extracted from the video using a custom Python
implementation [154] of the widely used Crocker-Grier multiple-particle-tracking algorithm
[155]. Static and dynamic errors in the particle tracking are taken into account to avoid
distortion in the measurements of the particle trajectories [156]. Trajectories are extracted
from video segments short enough in duration (typically 1-2 minutes) that no apparent
change in particle mobility owing to the evolving interfacial properties can be discerned.
Typically 30-200 probes are in view at a time, constituting up to 0.3% surface coverage.
2.2.1. Ensemble analysis of particle trajectories
Mean squared displacement. Mean squared displacement (MSD) is a standard metric
for categorizing particle motion. MSD, equation 2.1, illustrates the distance a particle
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travels on average for a given time step, which is also known as lagtime, t.
〈
∆r2(t)
〉
=
〈
(ri(t
′ + t)− ri(t′))2
〉
i,t′
(2.1)
The average is over particles i and time t′, and ri(t′) is the time-dependent position of the
ith particle. Slope and magnitude of the MSD for a population of particles with respect
to lagtime have a variety of implications. For a standard colloidal particle in a Newtonian
fluid, at short lagtimes, the thermal motion of the fluid molecules will bombard the particle,
imparting enough force to cause ballistic trajectories, where the slope of the MSD, n = 2.
Over longer time steps, the particle will have encountered multiple fluid molecules with
forcings in random directions, causing a decay in the slope of the MSD from ballistic (n =
2) to diffusive (n = 1), going through a superdiffusive regime where the particle retains
momentum and directionality before the becoming uncorrelated. The time at which this
inflection occurs is often described as a crossover, correlation, or relaxation time [44, 157,
158].
For the range of lagtimes with constant slope, n > 1, the magnitude of the displacements,
slope, and intercept can be related to characteristic properties of the interface. With a slope
n = 1, the MSD of particles is proportional to the temperature of the environment in which
they diffuse and inversely proportional to the viscosity of the surrounding fluid(s). With
a decrease in slope, the material in which the particles are embedded is becoming more
elastic; as the slope asymptotes to n = 0, the intercept can be used to calculate the elastic
modulus [46, 159].
Van Hove. Van Hove plots are probability distributions of the displacements of a particle
at a given lagtime. For a Brownian particle in a Newtonian fluid, the distribution will
be Gaussian [160]. Long tails are indicative of anomalous rapid displacements such as
Le´vy flights or walks [161]. Width of the distribution indicates diffusivity and therefore
temperature of a Newtonian fluid without active matter.
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2.3. Pendant drop elastometry
Pendant drop elastometry is used to study the evolution of the tension of the oil-water
interface as the FBI forms. Changes in tension are also recorded under controlled defor-
mations to the film achieved by expanding or contracting the droplet. These stress-strain
observation are compared to appropriate models to extract material properties. A droplet
of hexadecane is formed, in contact with the bacterial suspension, at the tip of an inverted
needle by injection from a syringe. The size of the drop is controlled by opening a three-way
valve (Lee Co. LFYA1216032H) controlled by a 555-timer circuit, trigger length dependent
on the resistivity of the potentiometers in series.
The drop is positioned in the path of a beam of light which projects the drop silhouette onto
a CCD camera. The tension γ0 is determined by comparing the edge of the droplet to a nu-
merical solution of the Young-Laplace equation for an isotropic interface ∆p = γ0(κs + κφ)
where ∆p is the pressure jump across drop interface, and κs and κφ are the meridional and
parallel curvatures, respectively. This form for the Young-Laplace equation can be recast in
dimensionless form in terms of a Bond number for the droplet Bo =
∆ρgR20
γ0
, where R0 is the
radius of curvature at the drop apex, ∆ρ is the density difference between the drop and the
external phase, and g is the gravitational acceleration constant. A comparison of numerical
solutions to this equation and digitized experimental drop edges allows the tension γ0 to be
determined for a given drop image.
This analysis is appropriate immediately after drop formation. In later stages, the film
behaves as a thin elastic sheet at the interface. If this sheet is unstrained, the isotropic
form of the Young-Laplace equation and the standard pendant drop tensiometry remain
appropriate. If, however, this sheet is strained, the principal stretches λs and λφ are not
isotropic, nor are the tensions, given by τs in the meridional direction and τφ in the parallel
direction. In this case, the relevant form for the Young-Laplace equation is ∆p = τsκs+τφκφ
with the associated tangential stress balance − cosψr τφ+ 1r d(rτs)ds = 0, where s is the arclength
measured from the apex of the droplet, ψ is the turning angle and r is the radial location of
the drop edge in cylindrical polar coordinates. The drop shape is then determined by the
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relevant constitutive equation that relates local tensions (τs and τφ) to local stretches (λs
and λφ). For an axisymmetric droplet in the limit of small deformations, the film can be
described by a 2D Hookean model, for which the elastic response is dependent on the two
material parameters, the two-dimensional elastic modulus K2D and the two-dimensional
Poisson ratio ν2D [162, 15]. To determine these parameters, the drop is first imaged in its
isotropic unstrained state to determine γ0. Thereafter, the drop is deformed from that state
and its silhouette is captured using a camera. The edge of the strained drop is compared
to solutions of the anisotropic Young-Laplace equation. To do so, we write an objective
function for the difference between the experimental and numerical profiles and minimize
it in a first order Newton-Raphson scheme with respect to the location of the axis of sym-
metry of the drop, the Bond number in terms of the unstrained tension, and the material
parameters K2D and ν2D. From this analysis, we determine the elastic modulus K2D. We
find, however, that this method is insensitive to the two-dimensional Poisson ratio ν2D.
Finally, following Knoche et al. [15], we estimate the bending modulus for the film from
the wavelength of wrinkles that form under strong compression according to EB ∼ τsΛ
4
c
16pi2L2w
where Λc is the wavelength of the wrinkles at the onset of wrinkling and Lw is the length
of the wrinkles which appear on the neck of the drop.
The details of the equations and code used to analyze compressed drop shapes are given in
Appendix A.2.
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CHAPTER 3 : Films of bacteria at interfaces: three stages of behavior
3.1. Introduction
The interface between hexadecane and the aqueous bacteria suspension evolves with age,
changing measurably over a timescale of minutes. We discuss three qualitatively distinct
stages of the FBI development during which it can be characterized as (i) active, (ii) vis-
coelastic, and finally, (iii) as a solid elastic film. The first two stages of development are
investigated primarily through the particle-tracking experiments, done in conjunction with
Dr. Daniel B. Allan, while the third stage of biofilm mechanics is characterized using the
pendant drop experiments, which I performed and analyzed with the code given in the
appendix. This chapter was published in Soft Matter as “Films of bacteria at interfaces:
three stages of behaviour”.
3.2. Motivation
There is intense interest in the dynamics of microbes in suspensions, as they can be con-
sidered as active colloids. Bacteria in planktonic states convert chemical energy to propel
themselves, and in dense suspensions, display rich collective behavior [163, 164, 32]. In this
context, swimming microbes have inspired studies of reductionist systems in which particles
convert chemical fuel into motion [165, 166], which are analyzed in terms of non-equilibrium
statistical mechanics [27]. However, microbes are not merely colloids that move; they are
living entities with complex surface chemistries and structures, which allow them to form
complicated networks and to respond to external stimuli. Microbes also produce and secrete
a variety of materials ranging from small molecule surfactants, polysaccharides, and growth
factors that allow them to signal each other and to exist in communities [167]. Via these
secretions and associations, bacteria restructure their physicochemical environment.
The most common form of communal behavior is biofilm formation; an estimated 99% of the
world’s bacteria are sequestered in biofilms in various stages of growth [168, 169]. Biofilms
comprise adherent cells in a complex three-dimensional matrix of extracellular polymeric
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substances [170] which resemble a disordered colloidal suspension in a polymer solution or
gel [89]. These complex multicellular 3D macrostructures on solid surfaces grow in stages;
microbes adhere to a surface, and grow into microcolonies that eventually form thick films
[171]. To form biofilms, microbes exploit synergistic interactions between cells coordinated
by signaling via secreted enzymes and proteins [172]. In nature, the myriad roles played
by biofilms continue to be identified. For example, biofilm formation can be beneficial for
community survival, as biofilms protect the growing population of microbes against poten-
tial physicochemical and biological attacks [87, 173]. Biofilms can protect bacteria from
antimicrobial agents, with implications in antibiotic resistance [169, 84], and can confer
evolutionary advantages via cooperation of co-colonized bacteria strains [174]. These pro-
tective mechanisms can be compromised, however, as motile bacteria of competing species
can exploit the permeable, open structure of biofilms to invade and displace an established
biofilm colony [96].
In more applied settings, biofilms play important roles. They can be remarkably strong elas-
tic structures, and grow readily on bounding surfaces of pipes, reactors, ships, etc. As such,
they decrease the efflux from factories, foul filters and bioreactors [175], and are present in
drag-increasing biocolonies on ships [176]. Biofilms can also be beneficial; for example, in
bioremediation, bacteria and their biofilms remove toxins from their surroundings [177, 178].
The formation, structure, and mechanics of biofilms supported on solid surfaces are rela-
tively well studied [89, 94, 95, 179]. In contrast, films formed by microbes trapped at fluids
interfaces have been less explored. We refer to such films involving bacterial cells as f ilms of
bacteria at interfaces (FBI). The nature of FBI and their relationship to the better-studied
solid supported biofilms remain to be elucidated in terms of FBI composition, dynamical be-
havior and biological roles. There are a few notable recent studies in this field; for example,
at air-aqueous interfaces, the structure and properties of interfacial biofilms or pellicles of
B. subtilis [103, 180] have been studied to investigate the role of amyloid fibers in providing
structural integrity to the films. The time evolution and mechanics of FBI formed by E. coli
have been also studied, revealing rich interface rheology dependent on microbial secretions
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[181, 66, 68, 67, 99] with implications in infection [66, 99]. FBI at oil-water interfaces have
been studied [124, 123, 68, 182, 116, 183, 184], motivated by their relevance to petroleum
technologies, including oil recovery from oil sands [124, 123, 182, 116, 183, 184]. Such stud-
ies are also relevant to bioremediation, e.g. in the context of oil-consuming bacteria that
appear near oil spill sites. FBI at oil-water interfaces form elastic skins, with film elasticities
that depend on the surface structures of the microbes [100, 124, 123].
Here we undertake a comprehensive study of the dynamic and spatial dependence of FBI
formation in terms of film (micro)mechanics. We study FBI formation at initially bacteria-
free hexadecane-aqueous interfaces for the model organism Pseudomonas sp. ATCC 27259,
strain P62. Our experiments reveal three stages of behavior: active films, viscoelastic films
and elastic films. Initially, bacteria near the interface can be highly motile, forming an
‘active’ layer. Over time, a film of adherent bacteria trapped in the interface forms; in the
absence of nutrient addition, these bacteria are typically non-motile. At this stage, the
FBI is viscoelastic. Particle-tracking experiments, in which film properties are revealed by
trajectories of colloidal probes trapped at the interface, provide information about these
stages.
To our knowledge, this is the first study that captures all of these stages, including the ob-
servation of active bacteria trapped at fluid interfaces and their transition to a viscoelastic
film. The behavior of confined suspensions of motile bacteria near solids has been intensely
studied. Near solid boundaries, bacteria swim in recirculating patterns influenced by their
confinement, their shape, and the nature of their bounding surfaces [185, 186]. The emer-
gence of these patterns is attributed to hydrodynamic interactions with shear flows [187]
and with image charges that enforce the no slip boundary condition [53, 70, 57]. We char-
acterize the dynamics of our active layer by analyzing the motion of colloidal probes in
the interface. Bacteria trapped at the interface by capillarity influence the motion of these
probes. A population of non-adherent bacteria also influence the interface dynamics, lead-
ing to collective behavior which we compare to prior work in quasi-2D systems.
We infer that the viscoelastic transition is related to the secretion of polysaccharides and
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surfactants in the interface. This work complements existing studies in which secreted sur-
factants have been reported to play conflicting roles, as secreted surfactants are implicated
in immobilization [188], or in inducing superdiffusive motion at the air-water interface [164].
We address the FBI micromechanical properties from a fundamental perspective in the con-
text of active, soft-glassy systems. FBI eventually form elastic, solid films. We probe the
dilatational and bending moduli of these films using imposed area perturbations via pen-
dant drop elastometry [15, 162], and provide evidence of nonlinear and hysteretic behavior
for large area strains. These remarkably robust films significantly modify the mechanics
of the interfaces on which they form. The implications of FBI in nature and applied set-
tings are just beginning to be explored. Indeed, biofilms on solid surfaces, which have been
much more extensively studied, continue to reveal their properties and roles, e.g in commu-
nity dynamics [96]. This first comprehensive characterization of formation and mechanical
evolution should provide insight into how FBI function and for what purpose in bacterial
colonies.
The subsequent sections describe the results of the experimental investigations and the
characteristic evolution in FBI behavior that they reveal. Finally, Section 3.4 provides a
summary of these findings along with some concluding remarks about their implications
and promising future directions for the study of FBI.
3.3. Results and discussions
3.3.1. Interface transition
Tracer motion at an active interface. Immediately following the formation of a fresh
interface between oil and the Pseudomonas sp. ATCC 27259 strain P62 suspension, bacteria
were sometimes observed to associate with the interface and remain motile once attached
(see video 1, S.I.). Bacteria attach to the interface in both end-on and side-on orientations.
Often, bacteria at the interface were accompanied by a population of especially mobile bac-
teria just beneath the interface. In these cases, the colloidal motion at the interface was
strongly affected by hydrodynamic interactions with the swimming bacteria at and near
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the interface and by direct collisions with those at the interface. Typically, the concentra-
tion of swimming bacteria embodied a 10% area fraction of the interface – large enough
to lead to collective motion such as swirling, which influenced colloidal motion. A sub-
stantial literature has addressed the mobility of colloidal probes in the presence of motile
bacteria and other microbial swimmers both in bulk (3D) and in quasi-two-dimensional
contexts [1, 32, 189, 190, 191, 192, 193, 194, 195, 196]. One motivation for studying the
colloidal dynamics in suspensions of swimming microbes is their utility as model systems
for investigating the non-equilibrium statistical mechanics of active complex fluids. In addi-
tion, the colloid motion provides insight into biomixing, the enhanced transport of nutrients
and other material by active suspensions. Since film formation relies on the transport of
polysaccharides and other constituents to and within the interface, such biomixing could be
an important feature of the film development. Hence, we have characterized the colloidal
motion during this active phase in some detail.
Fig. 3.1a shows the colloids’ ensemble-average mean-squared displacement
〈
∆r2(t)
〉
=〈
(ri(t
′ + t)− ri(t′))2
〉
i,t′
, where the average is over particles i and time t′ during this active
stage of FBI formation, and ri(t
′) is the time-dependent position of the ith particle. For
reference, the mean-squared displacement of colloids at the oil interface of pure Instant
Ocean containing no bacteria is also shown. In the absence of bacteria,
〈
∆r2(t)
〉
varies
linearly with lag time t indicating simple diffusion,
〈
∆r2(t)
〉
= 4D0t, with a diffusion co-
efficient, DO =0.122 µm s−2, consistent with the viscosities of water and hexadecane. The
mean-squared displacement of the colloids at the active interface similarly varies linearly
with t at large lag times, but with an enhanced effective diffusion coefficient. At smaller
lag times, the mean-squared displacement grows more rapidly than linearly, indicating su-
perdiffusive motion. Such superdiffusive motion is a common feature of colloidal motion in
microbial suspensions and signals temporal correlations in the forcing of the colloids due to
hydrodynamic interactions with the swimmers. A simple model for these correlations as-
cribes to them a single characteristic correlation time τ , so that the particle velocities have
an exponentially decaying memory, 〈vi(t′) · vi(t′ + t)〉i,t′ ∼ exp(−t/τ) [1]. Such velocity
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correlations lead directly to a mean-squared displacement of the form [196],
〈
∆r2(t)
〉
= 4D[t+ τ(e−t/τ − 1)]. (3.1)
In the limit of short lag times, t τ , this form predicts ballistic motion, 〈∆r2(t)〉 = 2Dτ t2;
at large lag times it reduces to diffusive motion,
〈
∆r2(t)
〉
= 4Dt, with effective diffusion
coefficient D. The solid line in Fig. 3.1a is the result of a fit using this form, which describes
the data accurately and gives D = 1.8± 0.1µm s−2 and τ = 0.053±0.007 s. The value of D
in relation to the diffusivity in the absence of bacteria, D/D0 ∼ 15, indicates that biomixing
strongly influences the interface during this early stage of film formation. We note further
that this factor likely underestimates the enhancement in tracer mobility due to the swim-
ming bacteria since, as described below, even at these early interface ages the incipient film
imparts an interfacial viscosity that reduces thermal diffusivity.
The success of Eq. 3.1 in capturing the form of
〈
∆r2(t)
〉
is consistent with several earlier
studies of colloidal motion in active microbial suspensions and hence indicates that the ve-
locities of tracers in such suspensions indeed have exponentially decaying memory. However,
we can interrogate these correlations more directly by defining an instantaneous direction
of motion for each particle,
ni(τ) =
ri(τ)− ri(τ − δτ)
|ri(τ)− ri(τ − δτ)| , (3.2)
where δτ = 1/60 s is the time between successive video frames and i labels the particles, and
by examining its time-time autocorrelation function,
Φn(t) = 〈ni(τ + t) · ni(τ)〉i,τ (3.3)
The significance of Φn(t) is that it quantifies the persistence in the direction of the colloids’
trajectories. As shown in Fig. 3.1b, Φn(t) is effectively zero at t > 0.15 s, setting the typical
time required for the colloids’ direction of motion to randomize completely. Notably, Φn(t)
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does not decay monotonically but has a peak near t = 0.03 s. We attribute this peak to a
tendency for colloids to follow ‘U-shaped’ trajectories on short time scales due to hydrody-
namic interactions with bacteria swimming past in close proximity [194], and hence to make
negative contributions to Φn(t). At larger times, Φn(t) decays exponentially, as shown by
the line in Fig. 3.1b, which is an exponential fit to the data. The correlation time obtained
from the fit is 0.075± 0.01 s, which is in reasonable agreement with the characteristic time
τ for velocity correlations implied by fitting
〈
∆r2(t)
〉
with Eq. 3.1. Thus, through Φn(t)
we observe directly the nature of the correlated tracer dynamics in an active suspension
inferred by the analysis of
〈
∆r2(t)
〉
.
While the colloids’ Brownian dynamics at large lag times with diffusivity D suggest that the
suspension of swimming bacteria acts like a thermal bath with large effective temperature,
several previous studies have emphasized that the statistical properties of the colloidal dis-
placements differ from those expected for a system in thermal equilibrium [191, 194, 196].
These differences are apparent in the probability distribution function (PDF) for displace-
ments at fixed lag time Pt(∆x), where ∆x is the displacement along one direction. Fig. 3.2a
shows Pt(∆x) at t = 0.0167 s, t = 0.15 s and t = 1.3 s, lag times spanning the superdiffusive
and diffusive behavior in
〈
∆r2(t)
〉
. The PDFs of particles undergoing thermal diffusion in
equilibrium would be Gaussian. In all cases, the PDFs in the active, incipient film show
clear deviations from Gaussian forms, with tails at large |∆x| that signal enhanced proba-
bility of large displacements. Qualitatively similar non-Gaussian PDFs have been observed
previously among tracers in microbial suspensions and have been associated with advection-
enhanced large displacements due to hydrodynamic encounters between the colloids and
swimmers [194, 196]. To compare the form and magnitude of the non-Gaussian contribu-
tions to Pt(∆x) at different lag times more closely, we plot in Fig. 3.2b the normalized
PDFs with displacement normalized by the root mean-squared displacement. Remark-
ably, the normalized PDFs collapse onto a single lineshape, indicating that the distribution
function maintains a self-similar form with increasing lag time. Such self-similarity is gen-
erally unexpected and implies particular attributes about the colloidal dynamics, including
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(i) that the fraction of colloids in the non-Gaussian population remains constant over the
range of lag times probed, and (ii) that the Gaussian and non-Gaussian displacements grow
as the same function of lag time, first superdiffusively at short lag times and then diffusively
at longer lag times. Self-similar distributions with non-Gaussian tails were also observed
among tracer displacements within bulk (3D) suspensions of the eukaryotic microorganism
Chlamydomonas[194]. However, in that case,
〈
∆r2(t)
〉
displayed diffusive behavior over the
entire range of lag times probed. The collapse in Fig. 3.2b is particularly notable because
the lag times span both the superdiffusive and diffusive regimes. In both the previous case
of tracers among swimming Chlamydomonas and in our case of tracers in an incipient FBI,
the non-Gaussian contributions to the probability distribution function follow a Laplace
distribution, so that the total PDF can be described as the sum of two parts,
Pt(∆x) =
1− f
(2piσ2)1/2
exp[−1
2
(
∆x
σ
)2] +
f
ξ
exp(− |∆x| /ξ), (3.4)
where f is the fraction of colloids in the non-Gaussian distribution, ξ is the characteris-
tic length of their displacements, and σ is the width characterizing the displacements of
the Gaussian distribution. The solid line in Fig. 3.2b is the result of a fit to the data us-
ing this form. The strong similarity between self-similar PDFs of tracer displacements in
the incipient FBI and those in bulk suspensions of Chlamydomonas is surprising since the
tracer displacements in quasi-2D films of the Chlamydomonas suspensions display qualita-
tively different non-Gaussian distributions, and the authors of those studies attributed the
difference to the differing fluid velocity fields generated by the force dipoles of the Chlamy-
domonas swimming in two and three dimensions [196]. Our case of colloids entrained at
an oil interface of a suspension of swimming bacteria that are forming a FBI has several
features that distinguish it from these studies. First, the colloids, while in the incipient
film, were in contact with the aqueous subphase and hence were coupled hydrodynamically
to bacteria both in the film and in the bulk, a situation that is in some sense a hybrid of
the three-dimensional and quasi-two-dimensional systems considered previously. Second, as
discussed below, FBI formation substantially impacts the rheology of the interface even at
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Figure 3.1: Ensemble-averaged mean-squared displacement and time autocorre-
lation of colloids. (a) Ensemble-average mean-squared displacement of colloidal tracers
during the active stage of FBI formation at an oil-water interface. For reference, the dashed
line displays the mean-squared displacement of colloids at the oil-water interface in the
absence of bacteria. The solid line displays the result of a fit to the data with Eq. 3.1. (b)
Time autocorrelation function of the direction of instantaneous tracer displacements during
the active stage of film formation. The line shows the result of an exponential fit to the
data at large times (t > 0.03 s).
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Figure 3.2: Probility distribution functions for colloidal displacements. (a) Nor-
malized probability distribution functions for colloidal displacements at three lag times
during the active stage of FBI formation. The dotted lines display the results of fitting
Gaussian distributions in the regions of the peaks of the distributions, highlighting the
enhanced, non-Gaussian probability for large displacements. (b) Normalized probability
distribution functions from (a) plotted against normalized displacement (scaled with the
root mean-squared displacement at each lag time), illustrating the collapse of the distri-
butions onto a universal curve. The dashed line displays the result of fitting a Gaussian
distribution in the regions of the peak. The solid line displays the result of a fit using the
form given by Eq. 3.4.
the earliest ages, with possible qualitative consequences for the coupling between the swim-
ming bacteria and the colloidal tracers in the film. Finally, Chlamydomonas are “pullers”
while Pseudomonas are “pushers”, and this distinction has consequences for the collective
behavior and resulting hydrodynamics of suspensions. Given these distinctions, the strong
correspondence between the PDFs in Fig. 3.2b and those from bulk Chlamydomonas suspen-
sions suggests that such self-similar distributions with Gaussian and Laplacian components
might emerge more generically in non-equilibrium active systems than previously thought.
Another feature of our study of the active stage was the density of colloidal probes at
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the interface, which was large enough that correlated motion among the colloids could be
observed, thereby providing information about the spatial correlations of the non-Brownian
“kicks” the swimming bacteria impose. As an illustration, the inset of Fig. 3.3 depicts n for
the colloids in the microscope field of view at one instant during the active stage. Alignment
between the direction of motion of nearby colloids is clearly apparent. This coordinated mo-
tion is quantified in Fig. 3.3, which shows the normalized pair direction-direction correlation
function,
Cn(r) = 〈ni(τ) · nj(τ)〉i,j,τ , (3.5)
where the brackets represent an average over all pairs of particles i, j separated by dis-
tance r. The spatial correlations in tracer motion decay exponentially with separation, as
depicted by the solid red line in Fig. 3.3, which is the result of an exponential fit to the
data with correlation length of 4.7±1.7 µm. Together, Gn(t) and Cn(r) give a quantitative
picture of the short-time, spatiotemporal correlations in tracer motion that characterize the
dynamical behavior of the interface during the initial, active stage of FBI development.
Viscoelastic transition. Typically, the initial active stage of the film persisted for less
than 5 minutes, after which no motile bacteria were observed either at the interface or in
the near-interface bulk. We ascribe the limited duration of the bacteria motility to the lack
of nutrient in the suspension. The end to the active stage was reflected in a qualitative
change to the probe dynamics in which the probe mean-squared displacement changed
from superdiffusive at short lag times to subdiffusive. Once the bacteria ceased to move
visibly, we treated the interface as a passive system close to thermodynamic equilibrium
and considered the probes to be undergoing thermally-driven Brownian trajectories from
which the film rheology could be inferred.
As mentioned above, the active stage was not always observed. Significantly, the ensuing
mechanical changes of the interface, as inferred from probe mobility, appeared qualitatively
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Figure 3.3: Pair-direction correlation of particles. Normalized pair-direction corre-
lation function as a function of the distance between colloids during the active stage of FBI
development. Inset: Map of a section of the interface during the active stage of film for-
mation showing the direction of motion of the colloidal tracers at an instant in time. Each
colloid is represented by an arrowhead indicating its instantaneous direction of motion.
independent of whether it was preceded by an active stage. Furthermore, as discussed
below, the evolution in film rheology persisted for many minutes after the end of the active
stage, suggesting that the presence of the active stage had limited impact on subsequent
FBI evolution. From these observations we conclude that the film formation was primarily
the consequence of polysaccharides and surface-active moieties produced by the non-motile
(resting) bacteria. However, we cannot discount the possibility of some subtle effects to
film formation due to biomixing by the swimming bacteria in those instances with an active
stage.
Here, we present results for the viscoelastic evolution of the FBI from an experiment in
which no protracted active stage was visible at the start of film formation. We focus on this
data set because (i) the population of (non-motile) bacteria at the interface was limited,
leaving a relatively unobstructed interface for the colloids and facilitating the analysis of
their Brownian motion, and (ii) the colloidal motion was less likely to be affected by any
residual activity than in a trial with a fully realized active stage. We emphasize again that
the trends observed were qualitatively the same as those in trials in which the viscoelastic
film development was preceded by an active stage.
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Fig. 3.4a shows the ensemble-averaged mean-squared displacement
〈
∆r2(t)
〉
of the colloidal
probes at several ages ta of FBI formation following creation of the interface. Because
each mean-squared displacement is determined from 1 minute of video, the maximum lag
time t is restricted to t < 2 s to assure adequate statistics. Again for reference, the
mean-squared displacement of colloids diffusing at the oil interface of pure Instant Ocean
containing no bacteria is also shown. At our earliest measurement of film formation, the
colloidal mean-squared displacement varies sublinearly with lag time, indicating a drag due
to the development of a film with viscoelastic character.
Within this limited dynamic range of accessible lag times,
〈
∆r2(t)
〉
is approximated as a
power law,
〈
∆r2(t)
〉 ∼ tn , with n < 1. As shown in Fig. 3.4b, the power-law exponent n
decreases steadily with increasing age, signifying increasingly subdiffusive motion. While
in principle the probe mobility is affected by both the interfacial film and drag from the
surrounding bulk oil and water, given the large difference between
〈
∆r2(t)
〉
in the presence
or absence of the forming FBI, we can safely infer that the bulk contributions to the drag
are insignificant. In this case, under appropriate conditions one can obtain the frequency-
dependent interfacial shear modulus, G∗(ω) = G′(ω) + iG′′(ω), from the Brownian motion
of the probes through a two-dimensional version of a generalized Stokes-Einstein relation
[197, 198],
G∗(ω) =
kBT
piiωFu [〈∆r2(t)〉] , (3.6)
where Fu
[〈
∆r2(t)
〉]
is the unilateral Fourier transform of the mean-squared displacement.
Following Eq. (6), power-law behavior in the mean-squared displacements of the colloidal
probes,
〈
∆r2(t)
〉 ∼ tn, with n < 1, implies the film’s shear modulus has power-law frequency
dependence G′(ω) ∼ G′′(ω) ∼ ωn [198]. Such weak power-law frequency dependence of G∗
is a characteristic of the rheology of a broad range of disordered complex fluids including
concentrated microgel solutions [199], foams [200], paint [201], intracellular matrix [202],
compressed emulsions [203], clay suspensions [204], and liquid-crystal nanocomposites [205],
and is indicative of a broad spectrum of relaxation times. In most cases, the power-law
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Figure 3.4: Ensemble-average mean-squared displacement evolution. (a)
Ensemble-average mean-squared displacement of colloids at several ages during FBI for-
mation at an oil-water interface for a trial with no active stage. For reference, the dashed
line depicts the mean-squared displacement of colloids at the bare oil-water interface in the
absence of bacteria. The solid lines display the result of power-law fits. (b) Power-law
exponent characterizing the ensemble average mean-squared displacements,
〈
∆r2(t)
〉 ∼ tn
, of colloids at the oil-bacteria solution interface as a function of the age since formation
of the interface. Inset: The interfacial elastic shear modulus G′0 at late ages, where the
interface behaves like an elastic film. The elastic modulus grows logarithmically with age.
exponent typically lies in the range n ∼ 0.1 to 0.3. The soft glassy rheology model explains
this response as a general consequence of structural disorder and metastability, and provides
a unifying theoretical framework for this behavior. In this model, n serves as an effective
noise temperature, with systems approaching a glass transition as n→ 0. Thus, the steady
decrease in n with layer age reported in Fig. 3.4b points to increasingly glassy dynamics
characterizing the structural response of the film.
An important property of soft glassy systems is their non-equilibrium behavior and spatial
heterogeneity. As a measure of these features, Fig. 3.5a-c show the PDFs of colloidal
displacements at three ages during the viscoelastic transition. In each case, the PDF is
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shown at three lag times normalized by the mean-squared displacement at that lag time. At
the earlier two ages, (ta = 57 and 2160 s), during which the viscoelastic character of the film
is evolving rapidly, the PDFs show a pronounced non-Gaussian component corresponding
to enhanced probability of large displacements. These non-Gaussian contributions resemble
those characterizing the colloidal dynamics in the active stage (Fig. 3.2); however, their
origin in this case is different. Unlike at the active interface, the perturbations here are
thermal, and each individual particle’s displacements are Gaussian. The non-Gaussian
distributions result from variation in the mobility of different particles, evincing a spatially
heterogeneous interface of rheological microenvironments. Surprisingly, this heterogeneity
diminishes at late ages, as illustrated by the closer-to-Gaussian distributions in Fig. 3.5c,
when the interface’s evolution has slowed and the film is nearly elastic. An interesting
future study would be to compare this spatial heterogeneity with that of films formed in
the presence of an extended stage of activity by swimming bacteria to investigate the role
of biomixing in suppressing such heterogeneity.
At late ages, when the layer behaves like an elastic film, and 〈∆r2〉 asymptotes to a constant
value, we can extract an interfacial elastic shear modulus G′0 from
G′0 =
kBT
〈∆r2(t→∞)〉 (3.7)
As shown in Fig. 3.4b inset, G′0 grows logarithmically with layer age. Such logarithmic
growth of the elastic modulus is a characteristic of the aging behavior of disordered soft
solids such as colloidal gels and pastes [206, 207], indicating again the similarity between
the rheology of the biofilm and that of soft glassy materials.
3.3.2. Elasticity of bacteria-covered oil drop
A pendant drop of hexadecane is placed in contact with a bacterial suspension. As bacteria
adhere to the drop interface, the FBI forms and the interfacial tension decreases (Fig. 3.6).
In early stages, the colloidal probe data above indicate that the interface is fluid, and the
decrease in interfacial tension is attributable to surface active polysaccharides secreted by
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Figure 3.5: Probability distribution function evolution. Normalized probability
distribution functions for colloidal displacements at three lag times and three film ages (a)
57 s, (b) 2160 s, and (c) 88920 s during the viscoelastic stage of FBI formation. The solid
lines display the results of fitting Gaussian distributions in the regions of the peaks of the
distributions, highlighting the enhanced, non-Gaussian probability for large displacements.
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Figure 3.6: Dynamic surface tension of a hexadecane drop aged in a bacteria
suspension. Inset image shows the drop shape at the end of the aging cycle. The needle
is 0.9081 mm wide and serves as a scale bar.
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adsorbed bacteria. Eventually, a film forms at the interface with significant elasticity. To
probe this elasticity, the biofilm is deformed from its unstrained state by injecting or with-
drawing liquid from the droplet, thereby changing the drop volume and area. Here we
analyse a data set which captures key features of the FBI in late stages of development. A
drop of hexadecane aged in a bacteria suspension for 22 hours has an apparently smooth
surface with a shape corresponding to that for a pendant drop subject to an isotropic tension
of γ0 =21.0 mN m
−1. When the drop volume is decreased, the drop shape changes dramati-
cally, as shown in Fig. 3.7 (see video 2, S.I.). For small enough compressions (−∆A/A0 < 0.3),
the drop shapes are used to infer the two-dimensional elastic modulus K2D and the two-
dimensional Poisson ratio ν2D of the FBI by assuming a 2D Hookean constitutive model.
For larger compressions, the drops wrinkle at their necks; this wrinkling phenomenon is
discussed below. For still larger compressions, the drop resembles an empty, wet plastic
sack with pronounced wrinkles. To analyse the small deformation regime, we integrate
the anisotropic Young-Laplace equation for 2D Hookean films with unstrained tension cor-
responding to the apparent tension of the drop prior to compression, γ0 =20.44 mN m
−1.
Consider the tension, strain and shape profiles, shown in Fig. 3.8; in this figure, lengths are
scaled with the radius of curvature of the unstrained drop R0 =1.30 mm and tensions τs and
τφ are scaled with γ0. The shapes of the unstrained (dashed curve) and compressed drops
(solid curve) are shown in Fig. 3.8a. The apex of the compressed drop is located at the ori-
gin; this contour ends where the drop would intersect the needle at the right. The meridional
tension τs and parallel tension τφ profiles are shown in Fig. 3.8b, for −∆A/A0 = 0.13 for ma-
terial parameters that capture the experimental drop profiles well, i.e. K2D =21.3 mN m
−1,
ν2D = 0.78. For much of the contour, the tensions are equal but non-uniform; they are
highest at the apex where strains are weakest, and decrease steeply where the drop neck
meets the needle. The high strain in this region is consistent with the area dilatation profile
(Fig. 3.8c). This anisotropic strain environment is key to the formation of wrinkles in the
layer at large compressions [15]. In order for the film elasticity to give pronounced changes
in drop shape like those evident in our experiments, K2D must be similar in magnitude
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to γ0. Values for this elastic modulus are obtained by minimizing an objection function,
which is the cumulative distance between edge points on the experimental drop and their
respective nearest neighbor on the numerical drop, with respect to Bond number, Bo, lo-
cation of the axis of symmetry, radius of curvature at the apex, R0, elastic modulus K2D,
and Poisson ratio, ν2D. Examples of an intermediate fit and a fully optimized numerical
drop contour are shown in Fig. 3.9. The resulting data, (Fig. 3.10), show K2D of a char-
acteristic magnitude, in the range of 10−27 mN m−1, with a downward trend suggesting
that this is not a Hookean film in this strain regime. This modulus is far larger than that
found for hexadecane drops emulsified and aged over minutes in the presence of bacteria
characterized by conventional pendant tensiometry and micropipette aspiration [124, 123],
for which a modulus of 5 mN m−1 is reported. Pendant drop elastometry assuming isotropic
films was performed for bacteria grown on mineral and medium chain triglyceride oils, with
elasticities ranging from 10−30 mN m−1 and 2−10 mN m−1 respectively [67]. Interestingly,
the modulus we find is comparable to the spring constants for individual planktonic gram
negative bacteria as characterized by AFM, which range from 10−20 mN m−1; bacteria may
form biofilms with elastic moduli comparable to their own elasticities [208].
Note that values for the 2D Poisson ratio extracted by the scheme are highly variable (inset
in Fig. 3.10). This variation is not physically significant; we find that pendant drop shapes
are very weakly dependent on this quantity. To illustrate this concept, a family of simulated
profiles of Hookean pendant drops is shown (Fig. 3.11), generated from a single unstrained
state and elastic modulus but differing 2D Poisson ratios. The profiles superpose for most
of the drop contour, differing only in the high strain region of the drop neck. This is also the
site of highest strain anisotropy where the role of the 2D Poisson ratio would be most signif-
icant. Well-resolved edge detection in the region of the neck would be extremely important
to distinguish between these values; in many cases, in experiment, a droplet might attach to
a needle before these curves peel away from each other, limiting the degree of precision with
which one can evaluate the Poisson ratio. Furthermore, in our study, bacteria aggregates
adhered to the FBI obscure the drop shape near the neck, precluding the relevant analysis,
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which rely on having a well resolved drop profile.
For large compressions, the neck region of the drop eventually roughens. Upon continued
compression, the rough regions deepen into wrinkles which lengthen vertically near the neck.
Such wrinkled elastic films formed by FBI have been reported previously [123, 180].
The appearance of these wrinkles can be used to show that the 2D Poisson ratio of the
film is positive. Furthermore, we can use these wrinkles to show the bending energy EB
of the film. Under strong compression, tension reduces more in the parallel direction than
in the meridional direction, which must support gravity’s pull in the vertical direction.
These anisotropic tensions and associated strains cause wrinkles to form aligned with the
meridional direction. The onset of this deformation occurs when the energy for compression
becomes comparable to the energy required to wrinkle, characterized by the bending energy
EB. At onset, wrinkles of a single wavelength Λc and associated amplitude should appear
for Λc  R0 which is related to the bending energy according to EB ∼ τsΛ
4
c
16pi2L2w
where Lw
is the length of wrinkled region and τs is the meridional tension at onset [15, 209]. In our
experiments, when wrinkles become apparent, however, deep wrinkles with wide spacing co-
exist with wrinkles of smaller amplitude and shorter wavelengths. The deep, widely spaced
modes appear more prominent as compression is increased (Fig. 3.7b). Strictly speaking,
the emergence of this band of wavelengths indicates compression beyond the onset condi-
tion. However, to infer an order of magnitude for the bending energy, we associate the
longest wavelength with Λc (given as a range because of the decrease in drop radius along
the arc length), and estimate τs from the last drop silhouette before wrinkling, to find
an estimated range for EB ∼ 2−50× 10−16 N m [15]. This range of values is consistent
with those reported previously for crosslinked films of polymers (OTS) at fluid interfaces
[15, 210, 211].
Finally, we investigate the hysteresis of these films under compression and re-expansion.
The FBI stiffen significantly even after a single compression/re-expansion cycle. Fig. 12
shows this phenomenon. Panel A corresponds to the film-covered drop prior in its un-
strained state. In this experiment, a pendant drop was aged in the bacterial suspension
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Figure 3.7: Compression of bacteria-covered oil drop. Compression of FBI aged
for 22 hours on a drop of hexadecane by withdrawal of oil. The compression increases
from (a) to (c). The needle is 0.9081 mm wide and serves as a scale bar. As the drop is
compressed, the film wrinkles. Approximate wrinkle analysis of (b), an intermediate stage
of compression: Λc ∼ 5−12× 10−5 m, Lw ∼ 1.1× 10−3 m, τs ∼ 5 mN m .
for 67 hours, compressed to wrinkling, and subsequently re-expanded. Panel B is the drop
after compression. Panel C corresponds to the drop after re-expansion to its initial volume
and area, and D to areas well in excess of the initial drop (details are given in the figure
caption). Had the film not been hysteretic, the drop would have attained the same shape
at a given volume or area. In both panels C and D, the drop is apparently more spherical,
illustrating its higher film tension in each, clear evidence of hysteresis. The microstructural
origins of this apparent increase in tension have yet to be determined; possible mechanisms
include irreversible folding of the film where wrinkles formed, effectively reducing the film
area and creating stiffer regions, or irreversible collapse of the porous microstructure of the
film.
These encapsulating films provide a strong barrier to coalescence [124], (see video 3, S.I.) in
which a drop of oil aged in a bacterial suspension for 22 hours is compressed against a FBI
formed at a planar oil-water interface. Significant compression is supported by the films
when pressed against each other, with no evidence of rupture.
We study the formation of films at interfaces of bacterial suspensions (FBI), capturing
associated changes in (micro)mechanics. Films may exhibit an early, active stage in which
hydrodynamic interactions with bacteria near and at the interface create superdiffusive mo-
tion of colloidal probes in which the probe velocity has an exponentially decaying memory.
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Figure 3.8: Theoretical profiles of a compressed and uncompressed drop covered
in an elastic film. Non-dimensional (a) theoretical shape, where (0,0) is the apex of the
drop, and the needle would be at the termination on the right, (b) principal tensions,
parallel, τφ, and meridional, τs, and (c) local area dilatational (δA(s)= λφλs−1) profiles of
a drop under compression: Bo = 0.18, γ0 =20.44 mN m
−1, K2D =17.0 mN m−1, ν2D = 0.78,
Ra =1.24 mm, V =9.8 µL.
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Figure 3.9: Fitting of experimental drop shape to numerical anisotropic Young-
Laplace equation solution. (a) Experimental contour and the numerically computed
drop shape for an initial guess for the elastic modulus, K2D, and Poisson ratio, ν2D. (b)
Best fit numerical solution to experimental data.
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Figure 3.10: Anisotropic analysis of a compression cycle. Elastic modulus over 60
bins, with an average K2D =20.81 mN m
−1. Inset: 2D Poisson ratio varies across the whole
range of possible values with no discernible trend.
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Figure 3.11: Theoretical Poisson ratio response to compression of elastic film
on fluid drop. Illustration of weak dependence of pendant drop shapes on the Pois-
son ratio in the region of the drop neck on a drop with Bo = 0.18, γ0 =20.44 mN m
−1,
K2D =17.19 mN m
−1, Ra =1.22 mm. The needle is 0.9081 mm wide and serves as a scale
bar. Inset plot shows an expanded plot of the family of ν curves at the neck. Inset image
shows aggregation by bacteria at the neck of the experimental drop.
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The probability distributions of probe displacements are non-Gaussian but are self-similar
at different lag times, even at times far exceeding the characteristic time of the velocity
memory. The active stage is followed by a viscoelastic stage during which the bacterial
suspension forms a heterogeneous film with micromechanics that evolve over time. The film
rheological properties behave similarly to a broad range of disordered complex materials in
that the storage and loss moduli scale with ωn where n < 1. Notably, the free interface
displays remarkable changes in viscoelasticity after only a few minutes. This observation
suggests that any study of the dynamics of bacteria suspensions with free interfaces must
be treated with care, as collective dynamics depend sensitively on the mobility of bounding
surfaces. Over time, the FBI become elastic via the formation of heterogeneous patches
which eventually cover the interface. In this state, the film exhibits signature behavior of
thin elastic shells with associated bending energies and anisotropic tensions. We use pen-
dant drop elastometry to obtain the properties of these films after more than 20 hours of
interface aging. By weakly compressing and expanding a FBI-covered oil drop, we deter-
mine the elastic moduli, which are comparable to ”spring constants” determined for Gram
negative bacteria by AFM. By strongly compressing the FBI-covered oil drop, the films
wrinkle, implying a positive Poisson ratio associated with the interfacial film. From the
wave lengths of the wrinkles, we also extracted a bending energy consistent with literature
values for thin polymer films. Additionally, these FBI exhibit significant hysteresis upon
expansion and compression.
3.4. Conclusions
In conclusion, FBI display a remarkable range of behavior during their evolution, providing
an informative perspective on several current major themes in soft matter including active
matter, soft glassy matter, and wrinkling/buckling instabilities. While the three stages of
evolution that we delineate – active, viscoelastic, and elastic – are temporally separated,
the properties of each must influence the others. For instance, as mentioned earlier, the
activity of the bacteria in the first stage of FBI formation causes biomixing that should
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Figure 3.12: Hysteresis of bacteria-covered oil drop. Compression and expansion of
FBI on a drop of hexadecane, analysis performed with isotropic Young-Laplace equation;
(a) initial drop, γ0 =12.7 mN m
−1, V =9.3 µL, (b) drop after full compression, (c) inflation
to initial drop size, more spherical, which is indicative of higher tension, γ0 =21.5 mN m
−1,
V =9.3 µL, (d) increase in drop size, increased tension, γ0 =29 mN m−1, V =12.8 µL. The
needle is 0.9081 mm wide and serves as a scale bar.
affect the degree of mechanical heterogeneity observed during the viscoelastic transition.
Conversely, the motility of microbial swimmers has been shown in some contexts to be
aided by viscoelasticity in the surrounding medium [212]. In addition, the compression
modulus and bending energy acquired by the mature films probed in the pendant drop
experiments surely depend on some of the same aspects of the film microstructure that
dictate the viscoelasticity captured in the microrheology. Future work that examines these
interdependencies would further deepen our understanding of FBI formation. In particular,
in present study, we have maintained a fixed set of experimental conditions, and studies that
varied these conditions, including the bacterial density, nutrient content, and temperature,
could shed light on the factors influencing film evolution. Finally, in this study we have
focused on the behavior of a particular bacterium, Pseudomonas sp. ATCC 27259, strain
P62. Different species or strains have different propensities to form FBI. Future work that
expands to other systems that form FBI at oil-water interfaces should provide informative
points of comparison with the results presented here. Indeed, such work could address issues
of community dynamics among competing and synergistic bacteria strains and its influence
on FBI formation. Such studies would also be valuable in clarifying roles the dynamical
and mechanical evolution of FBI formation plays biologically.
58
CHAPTER 4 : Strain dependent responses at interfaces
This work was performed in collaboration with Dr. Tagbo Niepa.
4.1. Introduction
Bacteria trapped at interfaces can form single and poly-species microbial communities. Ex-
amples include slimes on viscid mucus [213] in the lungs of cystic fibrosis patients [214], and
pellicles that appear at interfaces of contaminated beer [215]. The formation of films of bac-
teria at interfaces impacts ecology, human health and industries including pharmaceuticals,
food production and oil recovery. The development and mechanics of interface-associated
structures differ from those of classic surface-attached biofilms [89, 216]. For example, fluid
interfaces can trap microorganisms, precluding the reversible attachment that typically ini-
tiates solid surface associated biofilms, and physical forces on interface-trapped cells can
trigger their aggregation and alter their subsequent development. While the mechanics of
films of bacteria at interfaces have received some attention, little is known about their bio-
logical implications.
A microbe attached to a fluid interface with interfacial tension, γ, eliminates a patch of
interface of area ∆A and lowers the free energy by the amount γ∆A. This trapping energy
must be overcome by work to detach the microbe from the interface. A typical bacterial
cell body, with length and width between 1−10 µm, will experience trapping energies large
enough to make bacteria attachment essentially irreversible. Furthermore, interfacial ten-
sion exerts a force along the contact line where the interface intersects the bacterium. Thus,
bacteria trapped at interfaces are under physical tension. Furthermore, bacteria can change
the shape of the interface, and could interact and assemble by capillary interactions to min-
imize the interfacial area [217]. In addition, fluid interfaces are chemically anisotropic;
for example, at an alkane-water interface, the chemistry transitions from a polar, aqueous
environment to a non-polar alkane environment over distances of a few molecular length
scales. These and other physical and chemical factors unique to interfaces pose challenges to
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microbial survival. Some microbes respond to these physicochemical challenges by restruc-
turing the interface to form viscoelastic interfacial films [46]. However, the generality of
this response and its relationship to cell physiology are unknown, in particular at oil-water
interfaces. A deeper understanding could advance the field of biointerfaces, and yield new
strategies to control the detrimental or beneficial impacts of the microorganisms on the
surrounding phases.
Here we study the response of two different Pseudomonas aeruginosa strains, P. aeruginosa
PAO1 and PA14, confined at the hexadecane-water interface to address how cell physiology
is affected by interfacial confinement. These two strains are ideal model systems because
both strains typically form biofilms on solid surfaces, but the composition of their biofilms
differs in that PA14 does not secrete Psl polysaccharides. We show that these two strains
interact differently with fluid interfaces. We compare the interfacial micromechanics, via
particle tracking and pendant drop experiments, which I performed, and physiological re-
sponses of these two strains and relevant mutants to identify genes, additional experiments
and genetic data analyzed by Dr. Tagbo Niepa, essential to elastic film formation at oil-
water interfaces. This work is under review.
4.2. Results and Discussion
We compare the response of P. aeruginosa PAO1 and PA14 to hexadecane-water interfaces.
To assess bactericidal effects of hexadecane, cells left in hexadecane-saturated media are
tested for viability by plating them on LB agar. Both strains survive regardless of the
presence of minimal medium supplement (MMS), suggesting hexadecane is not bactericidal
(Fig. 4.1a). In a qualitative demonstration of differing responses, a 5 mL volume of microbial
suspension in the stationary phase is added to 5 mL of hexadecane and vigorously shaken.
Droplets in the sample containing PA14 cells are short lived, and the oil and water phases
separated rapidly (5 min). However, droplets formed in the presence of PAO1 are highly
stable, presumably because of more efficient trapping and restructuring of the interface,
allowing oil droplets surrounded by water to remain intact up to 10 days.
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To better observe bacteria at oil-water interfaces, we micro-fabricated a platform consisting
of 50 µm diameter pores in a PDMS membrane. When this platform is placed on the oil-
water interface, bacteria trapped at the interface are visible within each pore. The PA14
cells remain highly motile without forming any apparent structure, while the PAO1 cells
accumulate and subsequently restructure the interface to form rigid entities penetrating
into the oil phase (Fig. 4.1b) in the form of a tall, towering, “chef hat”-like structure. These
observations establish that the two strains respond very differently to interfaces: PAO1 cells
organize into solid-like films at the interface, whereas PA14 cells do not.
4.2.1. Structure of Films of Bacteria at Interfaces (FBIs).
Films of PAO1 on oil droplets are imaged at different stages of growth (Fig. 4.1c). Film
formation is initiated by individual cells adsorbing and aggregating to fully cover the fluid
interfaces. These immature structures are thin films of cells adhered to the interfaces. These
immature structures are thin films of cells adhered to the interfaces. As these films mature
(day 10, (Fig. 4.1d)), the cells secrete polymer to form interfacial structures. A sample
of film recovered from a water-in-hexadecane droplet after 10 days reveals an embedded,
interconnected network of cells and secreted polymeric matrix as shown in Fig. 4.1d.
4.2.2. Mechanical properties of interfaces in contact with PAO1 and PA14 strains.
The macroscopic and microscopic mechanics of interfaces of bacteria suspensions in con-
tact with hexadecane are characterized via pendant drop elastometry and microrheology,
respectively.
In pendant drop elastometry, a small volume of oil is withdrawn from a pendant drop of
oil (approximately 5 µL in its original size) that has been aged in a bacterial suspension for
24 h as shown in Fig. 4.2a. The drops in contact with the PAO1 suspension show evidence
of a wrinkled “bag”-like structure upon compression, suggesting that the FBI covering the
interface is a thin solid film with finite bending modulus. A similar experiment for the
PA14 suspension, however, shows no such structure formation. Rather, upon compression,
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Figure 4.1: Films of Bacteria at Interfaces. (a) Low hexadecane toxicity for PAO1
and PA14 cells. Cells were re-suspended in saline solution (with or without a minimal
media supplement, MMS) and exposed to hexadecane for 2 or 40 days and analyzed for
viability by counting colony forming units (CFUs) on an agar plate after incubation for
24 h. Cells remained viable for 40 days, (b) A PDMS platform with 50 µm diameter pores
was fabricated to observe PAO1 and PA14 cells confined at the oil-water interface. The
cells display a differential response to the interface. PAO1 aggregate to form the “chef hat”
structure. PA14 cells form an active layer characterized by a highly motile phase (scale bar:
20 µm), (c) FBI (Film of Bacteria at Interfaces) formation for P. aeruginosa PAO1 cells
including the interaction of the bacteria with the oil droplet, adhesion, accumulation of the
cells on the oil droplet, and maturation of the film. Single cells adhere to and cover the
fluid interface over time. Interfaces are completely covered by a complex structure after 10
days (scale bars: 20 µm, 20 µm, and 1 mm, respectively), (d) Scanning electron microscopic
images of interfaces aged for 10 days reveal an asymmetric structure of PAO1 cells within a
matrix of extracellular material (scale bar: 10 µm and 2 µm for low- and high-magnification
images).
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the drop shrinks like a typical liquid drop.
To characterize the fluidity of bacteria-laden interfaces, an ensemble of colloidal particles
(1 µm in diameter polystyrene particles) is introduced as tracers at the interface and their
motion is tracked as a function of interface age for 24 h. Mean-squared displacements of the
ensemble of tracer particles as a function of lagtime (evaluated from 1.67 × 10−2−1.67 s)
obey power laws with exponent n, 〈∆r2(t)〉 ∼ tn. An exponent n > 1, typically observed
at early ages, indicates that the particles move superdiffusively, with spatially and tempo-
rally extended displacements along paths biased by bacteria motion. An exponent n = 1
indicates the tracer particles trace random-walk paths; such displacements can occur from
repeated interactions with active bacteria or from diffusive Brownian motion; diffusivities
inferred from the magnitude of the displacements reveal which is at play. Subdiffusive mo-
tion (n < 1) indicates a viscoelastic character to the interface. Finally, n = 0 indicates the
entrapment of colloids in a solid, elastic matrix. For a bacteria-free hexadecane-water in-
terface, at the time resolution of our experiments (60 fps), particles move diffusively driven
by thermal fluctuation as indicated by n = 1.
Particle displacements are significantly affected by the presence of bacteria at the interface,
and, more importantly, the two bacterial strains show strikingly different behavior (Fig. 4.2,
Panels B1 and B2). For interface ages less than 1800 s, colloids at PAO1-laden interfaces
move superdiffusively. However, after 3600 s, the interface changes abruptly to show strong
elastic behavior [46]; from this time onward, colloid displacements are highly constrained
and subdiffusive. Typical colloid trajectories over 6-second time spans reveal changes in
particle displacement as the interface ages (Fig. 4.2, Panel C1); early in the experiment
(at interface ages less than 104 s), colloids traverse distances of tens of micrometers; at
later times (at interface ages > 3× 104 s), root mean square displacements (RMS), d, at a
lagtime of 1.67 s, (〈∆r2(t = 1.67s)〉 = d2), are reduced by more than an order of magni-
tude (Fig. 4.2, panel B, open circles) and fall well below that of particles at a bacteria-free
hexadecane-water interface. In marked contrast, colloidal probes at interfaces of PA14 sus-
pensions have no evidence of such a transition in their motion even after several hours.
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These data show unequivocally that PAO1 and PA14 respond differently to the interfacial
environment; PAO1 forms an elastic solid film in which embedded colloids are nearly fixed
in place, while PA14 shows no evidence of solid elastic film formation. We characterize the
elastic properties of the film formed by PAO1 cells at the oil-water interface [46]. As the
interface becomes covered with the solid elastic film, the relationship between the elastic
modulus, G′, and asymptotic mean squared displacement of the colloid, 〈∆r2(t → ∞)〉 is
inversely proportional.
G′ =
kBT
〈∆r2(t→∞)〉 (4.1)
Assuming values of n < 0.2 are sufficiently elastic, we estimate the modulus of the elastic
film to be G′ ≈3.8 µPa m after 24 h. The film of P. aeruginosa PAO1 at this interface is
exhibits similar elasticity to that of Pseudomonas sp. ATCC 27259 [46].
4.2.3. Role of cellular features on elastic film formation.
The different responses of PAO1 and PA14 to the oil-water interface are particularly notable
given that both strains form biofilms on solid surfaces. Both PAO1 and PA14 sense and
respond to their microenvironment; their motility allows them to swim, swarm, and adopt
a collective behavior while assembling into networks and aggregating. We speculate that
suppression of the motility functions, or the ability to interact through pili and to secrete
polymeric materials might alter their responses to interfacial entrapment and could reveal
the contributions of these features to the observed interfacial properties. To explore this
idea, we tested the effects of individual deletions of three genes implicated in the forma-
tion of biofilms: flgK [218], pilC [91], and pelA [91, 219, 220]. The absence of features
associated with these genes cause defects in the ability of cells to initiate attachment, for
microcolonies, and a robust biofilm matrix. Pendant drop elastometry and microrheology
experiments were performed to characterize the interfacial films formed by these mutant
strains. The PAO1 mutants, acquired from the Library at the University of Washington,
display P1 or P2 phenotypes that are more or less resistant to chloramphenicol, respectively.
However, this phenotypic variation did not affect the ability of the PAO1 to form elastic
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Figure 4.2: Characterization of bacteria laden interfaces. Panel A: Pendant drop
elastometry on a hexadecane droplet held at the tip of an inverted needle in a bacteria
suspension for 24 h and the drop surface is subsequently compressed by withdrawal of hex-
adecane (scale bars: 1 mm. (A1) PAO1 laden interfaces are covered with a solid elastic film
after 24 h. (A2) PA14 laden interfaces show no evidence of an elastic film formation over the
same period. Panel B : Exponent n (solid symbols) for lagtimes from 1.67× 10−21.67 s and
corresponding root mean squared displacements d (open circles) for a lagtime of 1.67 s ver-
sus surface age. Color of the solid symbols, red to blue, indicates increased age. The dashed
line, for reference, indicates the values of n and d of colloids subject to thermal Brownian
motion in a bacteria-free hexadecane-water interface. (B1) PAO1 laden interfaces, (B2)
PA14 laden interfaces. The PAO1 laden interface transitions to a nearly immobile film
within 104 s. Probes at the PA14 laden interface remain highly mobile for >104 s. There-
after, d decays slightly as the interface becomes densely populated with bacteria, but the
motion remains diffusive or superdiffusive. Panel C : Typical trajectories traced by a col-
loidal probe for a 6 s time span at early (60 s) and late (8× 104 s) interface ages. Scale bars:
1 µm. (C1) PAO1 laden interfaces, (C2) PA14 laden interfaces. The colloid in the PAO1
laden interface is embedded in an elastic matrix.
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films at the hexadecane-water interface.
Remarkably, all three mutants (∆flgK, ∆pelA, and ∆pilC ) of PAO1 display the phenotype
of a wrinkled “bag” similar to that observed in the pendant drop experiments with the
wildtype PAO1 (Fig. 4.3, Panel A). However, the films formed by PAO1 mutants (Fig. 4.3,
Panel B) have noticeable changes in dynamic response, suggesting different roles of each
cellular feature on the formation of interfacial film. The suppression of motility functions
in the PAO1∆flgK cells alters the early dynamics at the interface; colloidal probes move
diffusively with displacements like those provided by Brownian motion (d(1.67s) ≈1 µm).
The interface is covered by a purely elastic film, which forms within ∼104 s, with a modulus
of 1 µPa m, which increased monotonically to 6 µPa m after 24 h. The mutants PAO1∆pelA
and PAO1∆pilC retain their flagella, but lack the ability to produce extracellular polymer
matrix and pili, respectively. The films formed by the PAO1∆pelA mutants transition from
a superdiffusive regime to a subdiffusive regime after only 103 s. The films formed by the
de-piliated bacteria transition to subdiffusive much later. For both films, even after 24 h,
the films formed by these mutants have exponent n of 4 × 10−1 and 4 × 10−1, suggesting
that interfaces covered with these mutants are not fully elastic but retain a viscoelastic
character at this age. These results suggest that pili and secreted molecules play some role
in the formation of elastic films at the oil-water interface. However, their removal does
not completely eliminate the formation of a skin with elastic characteristics, as seen in the
wrinkles of the compressed film on the surface of the pendant drops.
All three PA14 mutants form active layers in which colloids move first superdiffusively,
then diffusively, with slightly subdiffusive motion only at very late interface ages (Fig. 4.3,
Panels C and D). Colloid motion, (RMS) is slowed for these interfaces at interface ages
> 104 s, attributable to crowding at the interface as bacteria proliferate. Compression of
pendant drops aged in PA14∆flgK and PA14∆pelA suspensions gave no evidence of elastic
film formation, while those in contact with suspensions of PA14∆pilC cells show character-
istics of weakly viscoelastic films, only at late interface ages (∼104 s). Furthermore, upon
withdrawal of oil from the pendant drop aged in contact with PA14∆pilC, wrinkles form,
66
102 103 104 105
ta [s]
10−2
10−1
100
101
n
10−2
10−1
100
101
d
[µ
m
]
102 103 104 105
ta [s]
10−2
10−1
100
101
n
10−2
10−1
100
101
d
[µ
m
]
Δp
el
A
Δp
ilC
Δfl
gK
PAO1 PA14
A) D)C)B)
102 103 104 105
ta [s]
10−2
10−1
100
10
n
10−2
10−1
100
101
d
[µ
m
]
102 103 104 105
ta [s]
10−2
10−1
100
10
n
10−2
10−1
100
101
d
[µ
m
]
102 103 104 105
ta [s]
10−2
10−1
100
10
n
10−2
10−1
100
101
d
[µ
m
]
102 103 104 105
ta [s]
10−2
10−1
100
10
n
10−2
10−1
100
101
d
[µ
m
]
Figure 4.3: Mutant laden interfaces. Panels A & B : Pendant drop elastometry, ex-
ponent n (solid circles) and RMS d (open circles) versus interface age for PAO1∆flgK,
PAO1∆pelA, and PAO1∆pilC laden interfaces. The line at n = 100 indicates purely diffu-
sive behavior; n < 10−1 indicates an essentially solid elastic film. The PAO1∆flgK laden
interface transforms from diffusive to elastic layers, while colloids at interfaces in contact
with the other mutants (PAO1∆pilC, and PAO1∆pelA) remain within superdiffusive or
diffusive, indicating that they retain some fluid character over the course of the experiment,
indicating that they retain some fluid character though RMS displacements are significantly
damped. All PAO1 knockouts develop skins on pendant drops, evidenced by wrinkles upon
compression (scale bars: 1 mm). Insets to Panel B: Typical trajectories traced by a col-
loidal probe over 3 s at bacteria laden interfaces at early (∼102 s) and late (∼8× 104 s)
interface ages (scale bars: 1 micron, are the same for all trajectories). Panels C & D :
Pendant drop elastometry, exponent, n, and RMS, d, versus interface age for PA14∆flgK,
PA14∆pelA, and PA14∆pilC laden interfaces; the PA14pilC alone shows evidence of shear
stress supporting film formation on the pendant drop; however, interfaces in contact with
these mutants remain superdiffusive or diffusive through very late interface ages. Insets to
Panel D: Typical trajectories traced by a colloidal probe over 3 s at bacteria laden interfaces
at early (60-240 seconds) and late ( 8x104 seconds) interface ages (scale bars: 1 micron, are
the same for all trajectories).
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Figure 4.4: Compression of PA14∆pilC laden pendant drop. From left-to-right
and top-to-bottom, the hexadecane drop aged in the PA14∆pilC suspension for 24 h was
compressed, released, compressed, and reinflated. Frames are depicted at 4.2 s intervals.
Needle diameter = 0.91 mm.
suggesting a finite bending modulus to this layer. Interestingly, films of these de-piliated
microbes also show evidence of microbes leaving the interfacial region upon compression
(Fig. 4.4). Upon compression, a dark plume, presumably of bacteria ejected from the film,
is observed adjacent to the pendant drop, reminiscent of desorbed plumes of nanoparti-
cles from a compressed pendant drop as reported previously [221]. Some bacteria escape
from the film formed by the PA14∆pilC mutants upon drop compression from the apex
of the drop, indicating that some population is only weakly cohered to the film. These
cells may also rearrange within the interface, evidenced by the gradual disappearance of the
compression-induced wrinkles without a change in pendant drop volume.
Colloids at interfaces of suspensions of PA14∆pelA cells (which retain both flagella and pili)
trace superdiffusive paths longer than the de-piliated counterparts, and move diffusively at
late interface ages. The interpretation of random colloidal displacements in a medium that
contains active elements, including living entities, must be handled with care [49, 48]. Dif-
fusive trajectories in a fluid indicate random interactions with active elements when the
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colloid diffuses faster than thermal motion would imply. However, random displacements
can also occur for particles trapped in a viscoelastic matrix undergoing stochastic forcing.
The absence of apparent elastic structure at the PA14 laden interfaces in the pendant drop
experiments suggests that PA14 laden interfaces remain viscous films. The main findings of
this work regarding the major differences in structure formation between PAO1 and PA14
laden interfaces do not rely on these details.
Our results indicate that PAO1 cells and their mutants form FBI even in the absence of
cellular functions known to be important to biofilm formation on solid substrates. These
findings suggest that while some cellular features such as secreted polysaccharides and pili
contribute to the elasticity of the FBIs, they are not the most important features that
determine the formation of elastic films at the interface.
4.2.4. Cell viability at fluid interfaces.
In addition to characterizing the effect of gene deletion (∆flgK, ∆pelA, and ∆pilC ) on the
mechanics of films of bacteria at the interface, we studied mutants lacking other functions
relevant to biofilms, such as the genes controlling the ability to secrete polysaccharide pslD
and rhamnolipid rhlA. In none of these cases did a PAO1 mutant fail to form a film that
had elastic character at the interface. Only the addition of 100 µg mL−1 Ciprofloxacin, a
bactericidal antibiotic, to the suspension of the PAO1 wildtype suppresses the formation
of these interfacial structures, which leads us to question if the formation of an elastic
interfacial film occurs as a dynamic response to ensure survival. Can the interfacial films
provide a structural but also protective function to the embedded cells to ensure survival?
To test this hypothesis, we determine the viability of stationary PAO1 and PA14 cells
adhered to a hexadecane-water interface for 1 h. Droplets of hexadecane are exposed to the
bacterial suspensions and gyratory rotation (60 rpm) is applied for 1 h to allow the droplet
to stabilize. The emulsions, (oil in water) are stained using a live/dead assay (Filmtracer
LIVE/DEAD Biofilm Viability Kit, Thermo Fisher Scientific) to evaluate the number of
live cells at the interfaces. The imaging of the droplet interfaces indicates that PAO1 cells
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at fluid interfaces remain viable over the duration of the experiments. In the case of PA14,
most cells at the interface also remain viable, although we observed a small number of
droplets with dead cells. These findings suggest that both cells are able to survive the
interfacial confinement but respond very differently. To better understand the physiological
stresses that the cell experiences, we analyze their transcriptional profile.
4.2.5. Transcriptional profile of cells associated with active layers and elastic films.
Transcriptional profiles of cells trapped at the oil-water interface for 1 h were obtained via
RNA Seq in triplicate experiments. Gene expression greater than a 2-fold change and false
discovery rate (FDR) < 0.01 were considered significant. The change in the transcriptomes
of the cells confined at the hexadecane-water interface in comparison to the control is de-
scribed in Figure 4.5. Genes significantly upregulated and downregulated by interaction
with the interface (versus an untreated control, a planktonic suspension in a 154 mmol
NaCl solution) are highlighted in blue and red respectively (Fig. 4.5). The transcriptomes
of the P. aeruginosa cells in the early stage of the interfacial confinement reveal that PA14
cells show a larger number of expression levels that are significantly up- or down-regulated
compared to that by PAO1. The functions of the top 10 genes induced or repressed in PAO1
or PA14 cells listed in Tables 4.1 and 4.2 differ strongly, suggesting that distinct pathways
may be involved in the response of PAO1 compared to PA14.
Interfacial trapping of the PA14 cells induces major transcriptional changes compared to
the control cells not exposed to the interface. A total of 482 and 278 PA14 genes involved
in PA14 active layers are either induced or repressed, respectively. The most expressed
functions, besides the hypothetical functions, include those categorized as transport of small
molecules, putatative enzymes, and transcriptional regulators. PA14 cells respond to the
interfacial confinement through the transcription of genes with functions including puta-
tive enzymes (25 downregulated, 38 upregulated), two-component regulatory systems (7
downregulated, 11 upregulated), and other transcriptional regulators (35 downregulated,
27 upregulated). Genes related to cell wall, LPS, and capsule (5 downregulated, 6 upreg-
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Table 4.1: Top 10 genes induced or repressed in PAO1 FBIs versus control
PAO1
Gene
Description Functions Fold
Change
Downregulated
PA3920
probable metal
transporting P-type ATPase
Transport of small molecules -4.0
PA3574 NalD Transcriptional regulators -3.6
PA3520 hypothetical protein
Hypothetical, unclassified, un-
known
-3.2
phzC2
phenazine biosynthesis protein
PhzC
Secreted Factors (toxins, en-
zymes, alginate)
-3.0
PA0883
probably acyl-CoA lyase beta
chain
Putative enzymes -2.9
PA4220 hypothetical protein
Hypothetical, unclassified, un-
known
-2.9
PA3207 hypothetical protein
Hypothetical, unclassified, un-
known
-2.6
PA3330
probable short chain dehydroge-
nase
Putative enzymes -2.6
PA2330 hypothetical protein
Hypothetical, unclassified, un-
known
-2.5
mdcE
malonate decarboxylase gamma
subunit
Carbon compound catabolism -2.4
Upregulated
PA4682 hypothetical protein
Hypothetical, unclassified, un-
known
18.4
PA0830 hypothetical protein
Hypothetical, unclassified, un-
known
16.9
PA1538
probable flavin-containing
monooxygenase
Putative enzymes 16.1
PA3427
probable short-chain dehydro-
genases
Putative enzymes 15.6
PA2550
probable acyl-CoA dehydroge-
nase
Putative enzymes 14.4
alkB2 alkane-1-monooxygenase 2 Carbon compound catabolism 11.3
PA1542 hypothetical protein
Hypothetical, unclassified, un-
known
9.6
PA1542 conserved hypothetical protein
Hypothetical, unclassified, un-
known
8.8
PA3277
probable short-chain dehyrdo-
genase flagellar hook-basal body
complex protein
Putative enzymes 8.6
fliE FliE Motility and Attachment 8.4
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Table 4.2: Top 10 genes induced or repressed in PA14 FBIs versus control
PA14
Gene
Description Functions Fold
Change
Downregulated
PA14 28410 hypothetical protein
Hypothetical, unclassified,
unknown
-4.7
PA14 33830 hypothetical protein
Hypothetical, unclassified,
unknown
-4.3
PA14 09450
phenazine biosynthesis pro-
tein PhzD
Secreted Factors (toxins, en-
zymes, alginate
-4.2
PA14 21520 hypothetical protein
Biosynthesis of cofactors,
prosthetic groups and carri-
ers
-4.2
PA14 33520 Thioesterase
Biosynthesis of cofactors,
prosthetic groups and carri-
ers
-4.0
PA14 10490 hypothetical protein
Hypothetical, unclassified,
unknown
-3.7
PA14 11330 hypothetical protein
Hypothetical, unclassified,
unknown
-3.6
PA14 03090 hypothetical protein
Hypothetical, unclassified,
unknown
-3.5
PA14 03080 Acetyltransferase Transport of small molecules -3.4
PA14 10160
ferric enterobactin transport
protein FepD
Transport of small molecules -3.4
Upregulated
PA14 19730 Oxidoreductase Putative enzymes 22.4
PA14 21640 short chain dehydrogenase
Biosynthesis of cofactors,
prosthetic groups and carri-
ers
9.0
PA14 19700 Aldolase
Carbon compound
catabolism
8.9
PA14 08230 hypothetical protein
Hypothetical, unclassified,
unknown
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Figure 4.5: MA (Mean-Average) plot for gene expression under FBI conditions.
Log2-fold of the change in expression versus the Log2 average expression for each gene ex-
pressed by (a) PAO1 and (b) PA14 cells after confinement at a hexadecane-water interface
for 1 h is presented. The total number of total mRNA expressed by the cells was plotted
as a function of expression ratio. The blue and red dots represent genes with significant
changes in expression, by at least 2-fold with a false discovery rate (FDR) < 0.01.
ulated), and membrane proteins (16 downregulated, 18 upregulated) also show changes in
PA14. A total of 13 motility genes (3 downregulated, 10 upregulated) contribute to the
active behavior of the PA14 cells at the interface. In addition, 10 genes (8 upregulated and
2 downregulated) involved in DNA replication, recombination, modification, and repair are
significantly expressed under the conditions of interfacial confinement, along with genes in-
volved in energy metabolism (8 downregulated versus 22 upregulated genes) and chemotaxis
(8 upregulated versus 2 downregulated genes). While the increased transcription of DNA
repair genes could reflect an increase in DNA replication, its change in expression could also
imply that the PA14 cells experience physiological stress at the oil-water interface causing
DNA damage [222, 223, 224].
Confinement at the fluid interfaces results in relatively fewer changes in the transcriptional
profile of PAO1 cells. In total, 118 genes and 21 genes are induced and repressed, respec-
tively, most of which are annotated as hypothetical function. A closer examination of the
genes of known function indicates that the PAO1 cells did not show significant expression
changes for any DNA repair genes, which suggests that the elastic interfacial film might
protect the cells from deleterious effects of the interfacial environment. Instead, functions
such as motility (5 upregulated, 1 downregulated genes), carbohydrate metabolism (2 upreg-
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Figure 4.6: Mechanics of PAO1∆alkB2 laden interfaces. Pendant drop elastometry
performed on a droplet of hexadecane held in a suspension of PAO1∆alkB2 for 24 h shows no
evidence of elastic film formation. Colloidal displacements remain superdiffusive for hours
(lagtimes up to 1.67 s); the exponent n and RMS d only decay after 104 s; probe motion at
late ages ∼8× 104 s is damped, but suggests experiencing subdiffusive viscoelastic regime
rather than an elastic environment.
ulated, 2 downregulated genes), adaptation and protection (2 upregulated genes), cell wall,
membrane and envelope biogenesis (5 upregulated genes) are implicated in the transcrip-
tional response of PAO1 to interfacial confinement for 1 h. Also, 19 genes related to phage,
transposon, or plasmid are upregulated under interfacial confinement. The implications of
these functions in PAO1 response to interfacial confinement remain to be elucidated.
Of particular interest are 10 genes encoding for putative enzymes that are upregulated, in-
cluding 6 genes (PA1538, PA3427, PA2550, PA3277, PA1648, PA0840 ) induced 6-18-fold.
Among these upregulated genes, PA1538 is induced 16-fold and encodes a probable flavin-
containing monooxygenase that may play a role in oxidizing, breaking down, and expelling
xenobiotics or foreign materials [225]. In addition, the alkB2 gene, which has been shown to
be an alkane hydroxylase involved in C12−C16 alkane oxidation and catabolism [226, 227], is
induced by 11.29-fold under interfacial exposure, suggesting that PAO1 might cope with the
interfacial stress by metabolizing hexadecane. The upregulation of this gene, and possibly
other genes for putative enzymes, may suggest the hexadecane-water interface is conducive
to cell growth [226, 227] and/or adaptation through hexadecane modification.
To study the role of alkB2 in PAO1’s elastic film formation at interfaces, mutant cells lack-
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ing the gene were trapped at the hexadecane-water interface. Surprisingly, PAO1∆alkB2
is unable to form an elastic film after 24 h. This is evident in the pendant drop experi-
ment (Fig. 4.6), and further confirmed by microrheology. Thus, deletion of the alkB2 in
PAO1 suppresses the evolution from active to elastic regime commonly displayed by the
wildtype, indicating that hexadecane metabolism through alkB2 expression contributes to
the formation of PAO1’s elastic interfacial film. More intriguingly, while the alkB2 gene is
present in PA14 (PA14 44700 ), its expression is not significantly upregulated, suggesting
that the response to interfacial confinement of the two strains may involve significantly
different metabolic pathways. Further analysis of the genes identified in the transcriptome
analysis will allow us to determine if the ability to resist interfacial stress and/or hexade-
cane metabolism play a key role in the differential behaviors of the PAO1 versus PA14 cells
during hexadecane-water entrapment.
4.3. Conclusion
Bacteria can form elastic films at fluid interfaces by a dynamic process that occurs as
a response by bacteria to interfacial entrapment. In this study, we have compared the
response of two P. aeruginosa strains to entrapment at the hexadecane-water interface.
PAO1 cells display an dramatic transition from active and superdiffusive to elastic states at
the oil-water interface, in which bacteria first become trapped at the interface in a motile
layer, and subsequently restructure the interface to form an elastic film. However, the
PA14 cells do not form an elastic film, but rather remain motile over extended periods
of time. Transcriptional profiles demonstrate that in PAO1, very few genes are expressed
in the early interactions of the bacterium with the interface. However, genes that may
play roles in hexadecane metabolism are induced. This may have direct implications for
forming an elastic film, e.g. through chemical modification of the hexadecane, or indirect
implications, as cells may exploit the alkane as a carbon and energy source. In contrast,
the initial response of PA14 cells to adopt a monotonic behavior may indicate an inability,
or impaired ability, to metabolize the hexadecane and generate a protective matrix. These
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results may help to define new metabolic pathways to improve the hydrocarbonoclastic
abilities of microorganisms, and to develop new genetic targets to prevent the deterioration
of economically relevant products.
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CHAPTER 5 : Cargo-carrying bacteria at interfaces
5.1. Introduction
There are many motivations for studying mixtures of active and passive colloids. In sta-
tistical mechanics, active colloids defy the fluctuation dissipation theorem and do not tend
to thermodynamic equilibrium; passive colloids are exploited as tracer particles in baths
of active colloids to reveal the dynamics in these systems [1]. Mixtures of passive and
active colloids have rich collective behavior; active and passive colloids tend to de-mix or
phase separate, a fact that can be harnessed in directed assembly [32, 33, 34]. We study
the interactions of passive colloids on interfaces formed between bacterial suspensions and
oil; passive colloid motion is enhanced by interactions with the bacteria. This reveals mi-
cromixing by the bacteria themselves, and has sweeping implications for mass transport
near interfaces.
In this study, we record the paths of hundreds of trajectories over time scales of seconds of
passive colloids at the interface for a bacterium that does not form an elastic film. In some
cases, we observe paths that are random walks with an effective diffusivity that exceeds
Brownian diffusion, indicating that interactions with different bacteria occur frequently
enough to randomize the particle direction. Such trajectories have been reported widely for
colloids submerged in films of liquid; the effective diffusivities are sometimes discussed in
terms of a ‘higher temperature bath’ owing to bacterial activity [28, 29, 30, 228]. In other
cases, we observe trajectories that are superdiffusive, with probability of displacements from
the particles’ original center of mass following non-Gaussian distributions [1, 44, 194, 229].
These paths are typically ascribed to a lagtime that is short compared to the time between
randomizing events or, equivalently to an interaction between the colloid of appreciable
duration. What is lacking is a clear picture of how the particles and bacteria interact.
Typically, displacements are ascribed to hydrodynamic interactions. However, passive par-
ticles interact with bacteria only when they are sufficiently near each other to be in the
lubrication regime; a bacterium swimming with a velocity of 20 µm s−1 would swim past a
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1 µm diameter colloid in 0.05 s. We observe rapid displacements over nearly 2 second time
spans. These observations motivated us to probe more deeply the trajectories traced by
the particles. We find that bacteria-particle adhesion gives rise to this distinct and often
non-diffusive behavior.
Upon delving into this phenomenon, we found an emerging literature on cargo-carrying bac-
teria in microrobotics [152]. This behavior has in fact been harnessed in the field of micro
biohybrids, in which bacteria are deliberately attached to particles to shuttle them about
[230, 45]. We compare our observations to those in that literature, and expand upon the
implications for the statistical mechanics literature in which this mode of interaction has
not been widely appreciated, to our knowledge. This work was undertaken in conjunction
with Dr. Mehdi Molaei, responsible for the Differential Dynamic Microscopy analysis and
discussion.
5.2. Results and discussion
5.2.1. Ensemble behavior
We begin by analyzing the eMSD of more than 300 passive colloids at the Pseudomonas
aeruginosa PA14∆pelA-laden oil-water interface. The inset to Figure 5.1 shows the purely
diffusive behavior of particles in a clean oil-water interface (dashed line) which has a slope
of unity. The eMSD of the colloids on the bacteria bath (the solid black line) reveals that
the particles diffuse more than an order of magnitude faster than the identical particles in a
clean interface at long lagtimes. The effective diffusivity of the bacteria-laden interface was
Deff = 3.08 µm
2 s−1, compared to Deff = 0.122 µm2 s−1 at a bacteria-free interface; these
values were determined by fitting a Langevin equation to the ensemble average. Notably,
the average behavior of the particles in the interface is comparable to that of the bacteria
themselves, which we measure by Differential Dynamic Microscopy (DDM).
Differential dynamic microscopy (DDM) [231, 232] allows the motility of the bacteria to be
characterized without need to resolve each individual bacterium. In DDM, dispersion char-
acteristics of a population of colloids are determined by measuring the temporal fluctuation
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Figure 5.1: Ensemble mean squared displacement and 6 second passive particle
trajectories. Drift subtracted passive particle trajectories over 6 seconds: blue circle -
diffusive particle, orange rectangle - Le´vy walk particle, red-triangle - curly particle. Inset:
Dashed line shows the mean squared displacement of the passive probes at a bacteria-free
oil-water interface, solid black line shows the ensemble averaged MSD of all particles in this
experiment.
of the local concentration of colloids through image processing. This technique has been
proven to produce similar results to those achieved by dynamic light scattering [231] or
particle tracking techniques [231, 232]. The intensity of the images, I(x, y : t) fluctuate as
bacteria move. The intensity differences of two images recorded at lagtimes τ , are analyzed
in the Fourier domain to measure the differential image correlation function that indicates
the displacement of bacteria.
g(ux, uy : τ) = 〈|Iˆ(ux, uy : t+ τ)− Iˆ(ux, uy : t)|2〉, (5.1)
where 〈〉t denotes averaging over time, t, and Iˆ(ux, uy : t) is the 2D Fourier transform of
I(x, y : t),
Iˆ(ux, uy : t) =
∫∫
I(x, y : t)[−i2pi(xux + yuy)]duxduy, (5.2)
For a suspension with isotropic dispersion characteristics, g(ux, uy : τ) is expected to be
rotationally invariant in the (ux, uy) plane [231]. This is indeed the case for our system, as
shown in Figure 5.2 inset, in which a bright circular band is shown in the Fourier domain,
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indicating that bacteria moved over characteristic distances that correspond to the bright
inverse wavelengths with no preferred direction. Therefore one can perform azimuthal
averages (e.g. over the red line in Figure 5.2 inset) to attain the one dimensional spatial
variance function, g(q, τ), where q =
√
u2x + u
2
y represents the wave vector. Cerbino et al.
have shown that g(q, τ) is related to the intermediate scattering function (ISF), f(q, τ), by
g(q, τ) = A(q)[1− f(q, τ)] +B(q), (5.3)
where B(q) represents the power spectrum of the camera noise, and A(q) depends on the
optics and characteristics of colloids. Both are treated as fitting parameters. For diffusing
colloids, f(q, τ) = exp(−Dq2τ) [233]. This equation agrees excellently with the data for
f(q, τ) in Figure 5.2, confirming that the bacteria move diffusively and allowing the diffu-
sion coefficient of the bacteria D to be determined.
Figure 5.2 shows the calculated ISF function of the population of the bacteria near the 2D
interface at different length scales, 1q . The length scales used to calculate the ISF functions
are selected so that the swimming characteristics of the bacteria are irrelevant over the
measurable range of τ in our experiment, and bacteria are treated as diffusing spheres. As-
suming a typical swimming velocity of P. aeruginosa vswim = 20− 50 µm s−1 for timescales
τ > 0.1 s, the distance over which bacterial swimming is important is lswim = vswimτ >
2 µm, hence, q < 0.5 µm−1. To exclude the effect of passive particles in estimating the
diffusion coefficient of the bacterial suspension, we also numerically remove the image of
the passive polystyrene particles from the images. In addition, the random drift in bacteria
suspension caused by the convection of fluid was corrected to prevent it from falsely increas-
ing the estimated diffusion coefficient. The diffusion coefficient of the bacterial suspension
is then estimated by fitting the analytical form of f(q, τ) to the experimentally measured
results for different length scales. Averaging over q in the range of 0.4 ≤ q ≤ 2.5 µm−1
results in a diffusivity of D = 2.99± 0.88 µm2 s−1. The estimated diffusion coefficient of
the bacterial suspension is interestingly in agreement with the ensemble average diffusion
coefficient of the passive particles in the same experiment, D = 3.15 µm2 s−1.
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Figure 5.2: Diffusion measurement for bacteria by Differential Dynamic Mi-
croscopy. Measured (symbol) and fitted (lines) of Intermediate Scattering Function f(τ)
for P.aeruginosa PA14 ∆pelA obtained by DDM analysis. The q-value increases by incre-
ments of ≈ 0.25 µm−1 over the range of 0.43 < q < 2.2 µm−1. Inset: The differential image
correlation function for time lapse τ = 0.3 s, g(q, τ = 0.3 s). The bacteria diffuse at roughly
the same rate as the ensemble average of the colloids at the interface of the bacteria bath.
5.2.2. Evidence of coherent motion
Here we address details of the colloidal trajectories to investigate the origin of the enhanced
particle displacement. Figure 5.1 depicts trajectories traced by 313 passive particles in the
presence of bacteria for six seconds. We can sort these trajectories into three types, examples
of which we have highlighted in Fig. 5.1. These include diffusive trajectories, Le´vy walks,
and curly trajectories, each of which comprises roughly one third of the total population.
The direction autocorrelation, φn(t), defined as the scalar product of the direction of the
particle motion at its initial position and its position at time t is shown in Figure 5.3. The
direction autocorrelation decays exponentially with time with a time constant or character-
istic correlation time, τcorr. This decay constant is the first filter by which we distinguish
the behaviors of the particles in this interface. We discuss this categorization further below,
and discuss individual paths that reveal important features in bacteria-particle interactions
that would be lost upon averaging.
A typical diffusive particle trajectory in the presence of bacteria over the course of 6 s is
shown in the inset to Figure 5.3a. The colors along the contour indicate the instantaneous
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velocity, determined by the frame-to-frame displacement multiplied by the framerate (60
fps). The velocity is highly oscillatory (random) and does not exceed 18 µm s−1 (vpeak =
17.4 µm s−1; the average velocity vavg = 5.7 µm s−1). All particles whose τcorr is less than
1/60 s, or the interval between frames, are considered part of the diffusive population. The
implication is that between frames, these particles forget their previous direction, consis-
tent with a Brownian random walk. Figure 5.3a shows that the direction autocorrelation
of this particle decays almost instantly (τcorr = 0.02 s) and can be considered random. The
displacement of this diffusive particle is nearly an order of magnitude less than that of the
average particle in this interface (Fig. 5.4a), and is highly representative of the diffusive
population. These colloids diffuse nearly an order of magnitude faster than particles on a
bacteria-free interface, perhaps owing to hydrodynamic buffeting by the bacteria.
The second subpopulation has relatively straight stretches within their trajectories (Fig-
ure 5.3b inset) and have probability distribution of displacements with long tails, resembling
‘Le´vy walks’. They have larger displacements, larger velocities, and longer correlation times
than the diffusive particles. For this subpopulation, vpeak = 19.9 µm s
−1, vavg = 6.0 µm s−1.
Such motions can not be readily attributed to hydrodynamic interactions between a passive
and active colloids.
Figure 5.3c again shows a particle with dramatically different qualities than that of the dif-
fusive colloid. The inset shows a relatively smooth trajectory following a curly path, with
stretches of continuous and large velocities. The peak instantaneous velocity, 28.8 µm s−1,
is nearly twice that of diffusive particles and the movement appears directed (vpeak =
28.8 µm s−1, vavg = 11.0 µm s−1). The time constant for the autocorrelation is between that
of Le´vy and diffusive particles discussed above (τcorr = 0.33 s), but also oscillates because
of the periodic realignment of the path. Despite the oscillation, the exponential decay over
longer timescales than the oscillation captures the big picture behavior of the autocorrela-
tion, and its eventual loss of memory.
The MSD of these particles is shown in Fig. 5.4 for the ensemble average of each subpop-
ulations (curves) and for the specific trajectories (symbols). The curly trajectories have
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Figure 5.3: Evidence of coherent motion. Particle direction autocorrelation, φn,
insets: particle trajectories colored by instantaneous velocity and direction, 5 µm scale bar.
(a) diffusive particle, τcorr = 0.02 s, (b) Le´vy walk particle,τcorr = 0.66 s, (c) curly particle,
τcorr = 0.33 s.
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Figure 5.4: Comparison of ensemble averaged distributions via mean squared
displacement and Van Hove plots. (a) Ensemble averaged MSD (eMSD) for the entire
population (black line), diffusive population (blue line), Le´vy walk population (orange line),
and curly population (red line), and the individual MSDs (iMSDs) corresponding to the
individual particles in Fig. 5.3, diffusive (blue circles), Le´vy walk (orange squares), and
curly (red diamonds), and the black dashed line shoes the MSD for the same particles at
a bacteria-free interface, (b) Probability distribution of displacements at lag = 0.2 s with
Gaussian fits for each population, (c) normalized by MSD of each population at lag = 0.2 s.
Long tails indicate non-diffusive displacement
greater MSD than do the Le´vy walks. Only at late lagtimes do the eMSD display diffusive
behavior with diffusivities that exceed the diffusive subpopulation. The Van Hove plots for
the subpopulations are also shown; both Le´vy walks and curly subpopulations have long
tails, reflecting their non-diffusive behavior, while the diffusive subpopulation followed an
expected Gaussian distribution. These data suggest a connection between the mechanisms
by which Le´vy and curly trajectories, distinct from the mechanism for the displacement of
the diffusive population.
The shape of the correlation time decay of these three representative particles can also help
distinguish between these populations. The amplitude and frequency behavior of each is
meaningful; the autocorrelation for the diffusive trajectories has a small amplitude and high
frequency, the Le´vy trajectories have a low to moderate amplitude and low frequency, and
the curly trajectories have high amplitudes and a moderate frequency. As expected, at
long lagtimes, the behavior of all populations tend towards diffusive. The point at which it
crosses over from superdiffusive to diffusive is likely a characteristic of a given system, for
example, literature has shown that crossover time can change with particle size [44].
To summarize, we have classified particle trajectories into three categories, (enhanced) dif-
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fusive trajectories, which trace random paths, Le´vy walk trajectories, which have rapid
directed displacements followed by periods of random motion, and curly trajectories, in
which particles quickly trace repeated loops. The scales of the relative displacement, persis-
tence, and magnitude of peak and average velocities, as well as the shape of the trajectories
distinguish the particle behavior. We have characterized the motion of approximately 300
particles in this manner to construct a histogram of the number of observations of each tra-
jectory type and their corresponding correlation time and peak velocities over a 20 frame
moving average, as show in the inset to Figure 5.5. Approximately 13 of the particles’ paths
fall in each category of trajectory, indicating that these highly non-diffusive trajectories, the
curly and Le´vy walk combined, represent 23 of the particle paths. The three populations of
particle paths have distinct peaks, with significant overlap. The correlation time for the dif-
fusive population is < 0.1 s; there is a clear distinction between diffusive and non-diffusive.
Curly paths generally have a much lower correlation time (<1 s than do Le´vy walk paths, as
the curly paths more rapidly traced loops and the Le´vy walk paths feature bursts of directed
motion. The same data are shown in the main plot of Figure 5.5, comparing correlation time
with peak velocities. Curly particles tend to have higher peak and average velocities than
the Le´vy walk particles, but the difference is less clear within the non-diffusive population.
A deeper understanding of these trajectories is central to understanding this system, which
cannot be deemed anomalous since they are in the majority.
5.2.3. Mechanism behind trajectories
Here we explore the premise that physical adhesion of the particles and bacteria cause
these complex trajectories. The propulsion of passive colloids adhered to bacteria is already
well established in the microrobotics literature, in which a colloid adhered to bacteria is
termed a biohybrid. In that literature, curly trajectories for biohybrids far from walls have
been reported [150], as has chemotactically driven motion [234, 235]. Bacteria adhered
to anisotropically shaped particles [236, 237], and particles with tailored adhesive sites
[230, 238] have been studied. Particles have been engineered to move in preferred directions
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Figure 5.5: Peak velocities for each category of trajectory. Statistics for 313
particles’ peak velocity (20 frame moving average, 60 frames per second) and correlation
time phase diagram. Inset: Probability for a given correlation time, shaded by population.
Diffusive particles move slower than do curly and Le´vy walk trajectories.
by trapping bacteria within a tube-shaped colloid [237]. The premise is that the location
and orientation of bacteria on the particle influence the trajectory shape. If the particle is
attached to a bacterium so that the flagellum is along the line of centers of the dimer, the
dimer will travel along straight segments in the swimming direction of the bacterium. If,
however, the particle is adhered to the side of the bacterium, the flagella would induce a
torque that would propel it in a more circuitous path. These paths would also be influenced
by the surroundings. If the region is crowded, hydrodynamic and steric effects would cause
these trajectories to be less than perfectly straight or curly. It is also possible for a particle
to be attached to more than one bacterium, which would result in cooperative or competitive
propulsion [230, 238].
Here we show that the bacteria and colloids are indeed adhered. We can image dimers and
complex structures of a passive colloid with several bacteria adhered. We show data that
suggest cooperative motion.
We can detect evidence of this attachment. For example, a curly trajectory is reported
in Figure 5.6. The inset shows a particle in the center of the image with a bacterium
attached on the upper right portion of the colloid, with a relatively fixed center-to-center
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Figure 5.6: A single adhered bacterium is tangent to path. (a) Particle trajectory
overlain with instantaneous orientation of the major axis of the bacteria-particle aggregate,
inset: example of orientation of the aggregate in a given frame, (b) orientation of the
aggregate over time, with an angular velocity ∼ 0.68 radians per second inset: schematic
of a bacterium adhered side-on to a particle which causes rotation about the center of the
particle; φ is the angle between the major axis of the aggregate and the x-axis.
distance. The orientation of the major axis of the bacteria-particle aggregate at each time
point reveals its relationship with the trajectory. In Fig. 5.6a, the orientation of the major
axis of the aggregate is shown as a hash mark; at all times, the major axis is not aligned
with the trajectory. Furthermore, the angle of this major axis with the horizontal changed
continuously, showing that this dimer moved counterclockwise. This suggests that the
driving direction is tangent to the trajectory, consistent with the sketch of the bacteria
adhered adjacent to the particle with the flagellum roughly perpendicular to the major
axis, driving particle rotation (plotted in Fig. 5.6b) and translation. This may be true in
the case of multiple bacteria in contact with the particle as well, presumably should they
be attached in an orientation that allows cooperative forcing. The appearance of 2 or more
bacteria attached to the particle displayed in Fig. 5.7 along with the rotational velocity of
4× that in Fig. 5.6 suggests tandem behavior by the attached cells. It is possible, however,
that the bacteria could be attached in the opposite orientation, it is plausible that their
respective propulsion could be canceled out, resulting in a particle with the appearance of
Brownian motion.
Attachment of bacteria and apparently diffusive motion are not mutually exclusive; Fig. 5.8a
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Figure 5.7: Orientation of multiple adhered bacteria is tangent to path. (a)
Particle trajectory overlain with instantaneous orientation of the major axis of the bacteria-
particle aggregate, inset: example of orientation of the aggregate in a given frame in both
binary and original image, (b) orientation of the aggregate over time, with an angular
velocity ∼ 2.5 radians per second.
Figure 5.8: Orientation of adhered bacteria for Le´vy and diffusive paths. (a)
Example of a diffusive particle trajectory overlain with instantaneous orientation of the
major axis of the bacteria-particle aggregate, inset: orientation with respect to time, (b)
example of a Le´vy walk particle trajectory overlain with instantaneous orientation of the
major axis of the bacteria-particle aggregate, inset: orientation with respect to time. There
is no significant rotation relative to that of the curly trajectories in Figs. 5.6 and 5.7.
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depicts the diffusive trajectory of a particle that does have at least one bacterium adhered
and exhibits a remarkably stable orientation throughout the 6 s. This persistent orientation
is significantly different than for the particles on curly paths in Figs. 5.6 and 5.7. This
might be attributed to the interface being crowded in this region, preventing significant
displacement.
5.3. Conclusions and Outlook
The prevalence of bacteria-particle attachment in our system has important implications on
using ensemble statistics to describe particle behavior. After long lagtimes, standard sta-
tistical analyses suggest that these objects are random walkers, albeit at a higher effective
temperature. There is significant utility in understanding the motion of these aggregates.
Recent work has shown that symmetric active spheres [239] contribute only weakly to micro-
mixing of the fluid environment, even at finite Reynolds numbers. The implications of the
complex motions performed by these colloids for micromixing bears further study. Cells
adhered to walls in a microfluidic device have already proven to increase diffusion of nearby
particulates [148] and could be extended to fluid interfaces. Finally, bacteria have been
harnessed to move microparticles in microrobotics, generally in 3D. Such trajectories were
highly damped near solid surfaces. The interface may provide unique opportunities for
sustained motion and micromixing.
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CHAPTER 6 : Open Issues
6.1. Bacteria-covered oil droplets
Bacteria have been considered a vehicle for oil remediation after spills such as the Deepwater
Horizon in the Gulf of Mexico. The species that naturally arise and consume hydrocar-
bons are varied and the spilled oil is a complex mixture of organic and inorganic fluids and
solids; nevertheless, there is interest in understanding the role of bacteria at such oil-water
interfaces. Having shown that P. aeruginosa PAO1 are inclined to form a robust elastic
film at the hexadecane-water interface, as well as consume the oil, the effect of such a film
on transport of the oil, crude oil in particular, throughout the water column should be
studied. These experiments should be expanded to include different strains of bacteria or
mixed cultures capable of consuming hydrocarbons.
There are studies on the manner in which crude oil droplets rise through the water column
[240, 241], shedding smaller droplets in their wake, as well as the way oil slicks are entrained
and aerosolized by waves on the surface of the ocean. These are often considered with the
addition of surfactants, which are used to disperse oil, theoretically to increase bioavailabil-
ity. In the presence of bacteria which can produce both biosurfactants and polymers that
stabilize and encapsulate oil, dynamics of drop breakup will likely be significantly different
than free oil. Also relevant to this question are studies of oil mousse, which are foams that
include oil, bacteria, water, air, and other particulates, as well as marine snow, which are
oil, bacteria, and particulate aggregates in the water column, both which could have other
plankton incorporated in their structures.
Indeed, there are zooplankton whose interaction with oil droplets may be altered by the
presence of a skin of bacteria. Daphnia magna, for example, play with oil droplets as well
as ingest them, and may do so with discrimination. If they preferentially ingest bacteria-
covered oil drops, this could illuminate their feeding habits as well as an additional avenue
by which oil is distributed, metabolized, and ultimately remediated.
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6.2. Bacteria-particle attachment
Interfaces naturally remove a degree of freedom in motion by cells trapped within them
compared to bulk bacteria behavior and play a key role in the development of the curly
trajectories observed in this work. The other main contributor to the shape of the trajec-
tories is the orientation of the attachment of the bacteria and particles. The orientation of
the flagella, and therefore the direction of propulsion, with respect to the center of mass
of the bacteria-particle aggregate will dictate a trajectory dominated by torque or forward
motion. Future work could confirm this by better visualizing the flagella with respect to
bacteria and particle.
This phenomenon might also be better hydrodynamically described. Current models for
bacteria include bead and spring [242] as well as squirmers [229], each for individual cells.
Squirmer models in particular show relatively little mixing of the surroundings as the cells
swim [229, 40]; bacteria-particle aggregates may impart greater motion to the immediate
fluid environment via entrainment than an individual cell. The details of how the motion
of these aggregates affect their surroundings is worth exploring.
Attachment as it relates to particle size has also become a point of interest - cells have
not been able to attach to oil droplets under a certain nanoscopic diameter. For reasons
of curvature and surface charge of both bacteria and the beads, this may be applicable to
solid particles as well, affecting their ability to propel and mix such particulates.
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Appendix
A.1. Isotropic and Anisotropic Young-Laplace Systems of Equations and Optimiza-
tion Matrices
A.1.1. Isotropic Young-Laplace Equations
Young-Laplace System of Equations Parameters for integrating the Young-Laplace
equation include distance from the axis of symmetry of the drop, r, height from the apex of
the drop, z, radius of curvature of the drop at the apex, R0, and Bond number, Bo, which
is the ratio of the effect of gravity on the drop and surface tension, γ. Other quantities of
import are: arclength along the drop, s, and the density difference between the relevant
fluids.
Isotropic Young-Laplace Equation.
p−∆ρgz = 2γ
R0
(A.1)
Each of the parameters are normalized with the appropriate scaling factor.
r˜ =
r
R0
, z˜ =
z
R0
, s˜ =
s
R0
, Bo =
∆ρgR20
γ
(A.2)
The dot indicates derivative with respect to arclength, s. This system of equations (A.3),
describes the Young-Laplace equation.
˙˜r = cosψ (A.3a)
˙˜z = sinψ (A.3b)
ψ˙ = 2−Bo · z˜ − sinψ
r˜
(A.3c)
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The derivative of the system of equations is used in guiding the integration in the gradient
and hessian matrices.
¨˜r = −ψ˙ sinψ (A.4a)
¨˜z = ψ˙ cosψ (A.4b)
ψ¨ = −Bo · ˙˜z − ψ˙ cosψ
r˜
+
sinψ
r˜2
˙˜r (A.4c)
Initial conditions (A.5) for integration of the system of equations (A.3).
r˜ ∼= 0 (A.5a)
z˜ = 0 (A.5b)
ψ = 0 (A.5c)
Prime indicates derivative with respect to Bond number, Bo.
˙˜r′ = −ψ′ sinψ (A.6a)
˙˜z′ = ψ′ cosψ (A.6b)
ψ˙′ = −z˜′ −Bo · z˜′ − ψ
′ cosψ
r˜
+
sinψ
r˜2
r˜′ (A.6c)
˙˜r′′ = −ψ′′ sinψ − ψ′2 cosψ (A.7a)
˙˜z′′ = ψ′′ cosψ − ψ′2 sinψ (A.7b)
ψ˙′′ = −2z˜′ −Bo · z˜′′ − ψ
′′ cosψ
r˜
+
ψ′2 sinψ
r˜
+
2ψ′ cosψ
r˜2
r˜′ − 2 sinψ
r˜3
r˜′2 +
sinψ
r˜2
r˜′′ (A.7c)
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Objective function, gradient, and hessian elements Parameter reassignments for
simplicity.
q1 = X0; q2 = Z0; q3 = R0; q4 = Bo (A.8)
Objective function and derivatives with respect to arclength and parameters.
e =
1
2
[(q3 · xr(s, q4) + (q1 −Xr))2 + (q3 · zr(s, q4) + q2 − Zr)2 (A.9)
+ (q3 · xl(s, q4)− (q1 −Xl))2 + (q3 · zl(s, q4) + q2 − Zl)2]
∂e
∂s
=(q3 · xr + (q1 −Xr)) · q3 · x˙r + (q3 · zr + q2 − Zr) · q3 · z˙r (A.10a)
+ (q3 · xl − (q1 −Xl)) · q3 · x˙l + (q3 · zl + q2 − Zl) · q3 · z˙l
∂2e
∂s2
=(q3 · xr + (q1 −Xr)) · q3 · x¨r + q23 · x˙2r (A.10b)
+ (q3 · zr + q2 − Zr) · q3 · z¨r + q23 · z˙2r
+ (q3 · xl − (q1 −Xl)) · q3 · x¨l + q23 · x˙2l
+ (q3 · zl + q2 − Zl) · q3 · z¨l + q23 · z˙2l
∂2e
∂s∂q1
=q3(x˙r − x˙l) (A.11a)
∂2e
∂s∂q2
=q3(z˙r + z˙l) (A.11b)
∂2e
∂s∂q3
=(q3 · xr + (q1 −Xr)) · x˙r + q23 · xr · x˙r (A.11c)
+ (q3 · zr + q2 − Zr) · z˙r + q23 · zr · z˙r
+ (q3 · xl − (q1 −Xl)) · x˙l + q23 · xl · x˙l
+ (q3 · zl + q2 − Zl) · z˙l + q23 · zl · z˙l
∂2e
∂s∂q4
=(q3 · xr + (q1 −Xr)) · q3 · x˙′r + q23 · x′r · x˙r (A.11d)
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+ (q3 · zr + q2 − Zr) · q3 · z˙′r + q23 · z′r · z˙r
+ (q3 · xl − (q1 −Xl)) · q3 · x˙′l + q23 · x′l · x˙l
+ (q3 · zl + q2 − Zl) · q3 · z˙′l + q23 · z′l · z˙l
∂e
∂q1
=q3 · xr + (q1 −Xr)− [q3 · xl − (q1 −Xl)] (A.12a)
∂e
∂q2
=q3 · zr + q2 − Zr + q3 · zl + q2 − Zl = q3(zr + zl) + 2q2 − 2Z (A.12b)
∂e
∂q3
=(q3 · xr + (q1 −Xr)) · xr + (q3 · zr + q2 − Zr) · zr (A.12c)
+ (q3 · xl − (q1 −Xl)) · xl + (q3 · zl + q2 − Zl) · zl
∂e
∂q4
=(q3 · xr + (q1 −Xr)) · q3 · x′r + (q3 · zr + q2 − Zr) · q3 · z′r (A.12d)
+ (q3 · xl − (q1 −Xl)) · q3 · x′l + (q3 · zl + q2 − Zl) · q3 · z′l
∂2e
∂q21
=2;
∂2e
∂q1∂q2
=
∂2e
∂q2∂q1
= 0 (A.13a)
∂2e
∂q1∂q3
=
∂2e
∂q3∂q1
= xr − xl (A.13b)
∂2e
∂q1∂q4
=
∂2e
∂q4∂q1
= q3(x
′
r − x′l) (A.13c)
∂2e
∂q22
=2;
∂2e
∂q2∂q3
=
∂2e
∂q3∂q2
= zr + zl (A.13d)
∂2e
∂q2∂q4
=
∂2e
∂q4∂q2
= q3(z
′
r + z
′
l) (A.13e)
∂2e
∂q23
=x2r + z
2
r + x
2
l + z
2
l (A.13f)
∂2e
∂q3∂q4
=
∂2e
∂q4∂q3
= (q3 · xr + (q1 −Xr)) · x′r + (q3 · zr + q2 − Zr) · z′r (A.13g)
+ q3(xr · x′r + zr · z′r)
+ (q3 · xl − (q1 −Xl)) · x′l + (q3 · zl + q2 − Zl) · z′l
+ q3(xl · x′l + zl · z′l)
∂2e
∂q24
=(q3 · xr + (q1 −Xr)) · q3 · x′′r + (q3 · zr + q2 − Zr) · q3 · z′′r (A.13h)
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+ q23(x
′
r
2
+ z′r
2
) + q23(x
′
l
2
+ z′l
2
)
+ (q3 · xl − (q1 −Xl)) · q3 · x′′l + (q3 · zl + q2 − Zl) · q3 · z′′l
ds
dqk
=− ∂
2e
∂s∂qk
/
∂2e
∂s2
(A.14a)
de
dqk
=
∂e
∂s
· ds
dqk
+
∂e
∂qk
(A.14b)
d2e
dqkdql
=
∂2e
∂qk∂ql
− ∂
2e
∂s∂qk
· ∂
2e
∂s∂ql
/
∂2e
∂s2
(A.14c)
A.1.2. Anisotropic Young-Laplace Equations: Hookean Model
Anisotropic Stress Balance and Governing Equations with Hookean Model For
the anisotropic case, the interfacial stress field is broken into the meridional component
along the arc, s, and hoop component, φ, where κs and κφ, and τs and τφ are the respective
curvatures and tensions.
Anisotropic Young-Laplace Equation.
p−∆ρgz = κφτφ + κsτs (A.15)
All parameters are normalized by the radius of curvature of the apex of the drop, R0, and
the surface tension of the drop before perturbation, γ0.
r˜ =
r
R0
z˜ =
z
R0
s˜0 =
s0
R0
r˜0 =
R0
R0
R˜a =
Ra
R0
(A.16)
K˜2D =
K2D
γ0
τ˜s =
τs
γ0
τ˜φ =
τφ
γ0
p˜a =
paR0
γ0
Bo =
∆ρgR20
γ0
Tensions are defined in terms of the two-dimensional elastic modulus, K2D, Poisson ratio,
ν2D, and stretch ratios, λφ and λφ, under a linear elastic model. For simplicity, a combined
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parameter, A is defined.
A˜ =
2K˜2D
1 + ν2D
(A.17a)
λs =
ds
ds0
=
ds˜
ds˜0
(A.17b)
λφ =
r
R0
=
r˜
r˜0
(A.17c)
τ˜s =
A˜
λφ
[(λs − 1) + ν2D(λφ − 1)] + 1 (A.17d)
τ˜
φ
=
A˜
λs
[(λ
φ
− 1) + ν2D(λs − 1)] + 1 (A.17e)
Parameterized Anisotropic Young-Laplace Equation
p˜a =
2A˜
R˜a
[(1 + ν2D) · (1− 1
R˜a
)] +
2
R˜a
(A.18)
The dot indicates derivative with respect to arclength, s. This system of equations describes
the anisotropic Young-Laplace equation.
˙˜r =λs cosψ (A.19a)
˙˜z =λs sinψ (A.19b)
ψ˙ =
λs
τ˜s
(p˜a −Bo · z˜ − τ˜φ sinψ
r˜
) (A.19c)
λ˙s =
cosψ
r˜0
(λφ − λs) (A.19d)
The derivative of the system of equations is used in guiding the integration in the gradient
and hessian matrices.
¨˜r =λ˙s cosψ − λsψ˙ sinψ (A.20a)
¨˜z =λ˙s sinψ + λsψ˙ cosψ (A.20b)
ψ¨ =
λ˙s
τ˜s
(p˜a −Bo · z˜ − τ˜φ sinψ
r˜
)− λs
τ˜2s
(p˜a −Bo · z˜ − τ˜φ sinψ
r˜
)
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+
λs
τ˜s
(−Bo · ˙˜z − ˙˜τφ sinψ
r˜
− τ˜φ ψ˙ cosψ
r˜
+ τ˜φ
sinψ
r˜2
˙˜r) (A.20c)
λ¨s =
−ψ˙ sinψ
r˜0
(λφ − λs) + cosψ
r˜0
(λ˙φ − λ˙s) (A.20d)
Initial conditions (A.21) for integration of the system of equations (A.19).
r˜ ∼=0 (A.21a)
z˜ =0 (A.21b)
ψ =0 (A.21c)
λs =R˜a (A.21d)
Prime indicates derivative with respect to elastic modulus, K2D.
A˜′ =
2
1 + ν2D
(A.22a)
p˜′a =
2A˜′
R˜a
[(1 + ν2D) · (1− 1
R˜a
)] (A.22b)
λ′φ =
r˜′
r˜0
(A.22c)
τ˜ ′s =
A˜′
λφ
[(λs − 1) + ν2D(λφ − 1)]− A˜
λφ
2λφ
′(λs − 1) + ν2D(λφ − 1)] (A.22d)
+
A˜
λφ
[λ′s + ν2Dλ
′
φ]
τ˜ ′φ =
A˜′
λs
[(λφ − 1) + ν2D(λs − 1)]− A˜
λs
2λs
′(λφ − 1) + ν2D(λs − 1)] (A.22e)
+
A˜
λs
[λ′φ + ν2Dλ
′
s]
˙˜r′ =λ′s cosψ − λsψ′ sinψ (A.22f)
˙˜z′ =λ′s sinψ + λsψ
′ cosψ (A.22g)
ψ˙′ =
λ′s
τ˜s
(p˜a −Bo · z˜ − τ˜φ sinψ
r˜
)− λs
τ˜2s
τ˜ ′s(p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
) (A.22h)
+
λs
τ˜s
[p˜′a −Bo · z˜′ − (τ˜ ′φ
sinψ
r˜
+ τ˜φ
ψ′ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜′)]
λ˙′s =−
ψ′ sinψ
r˜0
(λφ − λs) + cosψ
r˜0
(λ′φ − λ′s) (A.22i)
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A˜′′ =0 (A.23a)
p˜′′a =
2A˜′′
R˜a
[(1 + ν2D) · (1− 1
R˜a
)] = 0 (A.23b)
λ′′φ =
r˜′′
r˜0
(A.23c)
τ˜ ′′s =
A˜′′
λφ
[(λs − 1) + ν2D(λφ − 1)]− A˜
′
λ2φ
λφ
′(λs − 1) + ν2D(λφ − 1)] (A.23d)
+
2A˜′
λφ
[λ′s + ν2Dλ
′
φ] +
2A˜
λ3φ
λ′2φ [(λs − 1) + ν2D(λφ − 1)]
− A˜
λ2φ
λ′′φ[(λs − 1) + ν2D(λφ − 1)]−
2A˜
λ2φ
λ′φ[λ
′
s + ν2Dλ
′
φ]
+
A˜
λφ
[λ′′s + ν2Dλ
′′
φ]
τ˜ ′′φ =
A˜′′
λs
[(λφ − 1) + ν2D(λs − 1)]− A˜
′
λ2s
λs
′(λφ − 1) + ν2D(λs − 1)] (A.23e)
+
2A˜′
λs
[λ′φ + ν2Dλ
′
s] +
2A˜
λ3s
λ′2s [(λφ − 1) + ν2D(λs − 1)]
− A˜
λ2s
λ′′s [(λφ − 1) + ν2D(λs − 1)]−
2A˜
λ2s
λ′s[λ
′
φ + ν2Dλ
′
s]
+
A˜
λs
[λ′′φ + ν2Dλ
′′
s ]
˙˜r′′ =λ′′s cosψ − 2λ′sψ′ sinψ − λsψ′′ sinψ − λsψ′2 cosψ (A.23f)
˙˜z′′ =λ′′s sinψ + 2λ
′
sψ
′ cosψ + λsψ′′ cosψ − λsψ′2 sinψ (A.23g)
ψ˙′′ =
λ′′s
τ˜s
(p˜′s −Bo · z˜ − τ˜φ
sinψ
r˜
)− 2λ
′
s
τ˜2s
τ˜ ′s(p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
) (A.23h)
+
2λ′s
τ˜s
[p˜′a −Bo · z˜′ − (τ˜ ′φ
sinψ
r˜
+ τ˜φ
ψ′ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜′)]
+
2λs
τ˜3s
τ˜ ′2s (p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
)− λs
τ˜2s
τ˜ ′′s (p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
)
−2λs
τ˜2s
τ˜ ′s[p˜
′
a −Bo · z˜′ − (τ˜ ′φ
sinψ
r˜
+ τ˜φ
ψ′ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜′)]
+
λs
τ˜s
[p˜′′a −Bo · z˜′′ − (τ˜ ′′φ
sinψ
r˜
+ τ˜ ′φ
ψ′ cosψ
r˜
− τ˜ ′φ
sinψ
r˜2
r˜′ + τ˜ ′φ
ψ′ cosψ
r˜
+τ˜φ
ψ′′ cosψ
r˜
− τ˜φψ
′2 sinψ
r˜
− τ˜φψ
′ cosψ
r˜2
r˜′ − τ˜ ′φ
sinψ
r˜2
r˜′ − τ˜φψ
′ cosψ
r˜2
r˜′
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+2τ˜φ
sinψ
r˜3
r˜′2 − τ˜φ sinψ
r˜2
r˜′′)]
λ˙′′s =−
ψ′′ sinψ
r˜0
(λφ − λs)− ψ
′2 cosψ
r˜0
(λφ − λs)
−2ψ
′ sinψ
r˜0
(λ′φ − λ′s) +
cosψ
r˜0
(λ′′φ − λ′′s)
Star indicates derivative with respect to Poisson ratio, ν2D.
A˜∗ =− 2K˜2D
(1 + ν2D)2
(A.24a)
p˜∗a =
2A˜∗
R˜a
[(1 + ν2D) · (1− 1
R˜a
)] +
2A˜(1− 1
R˜a
)
R˜a
(A.24b)
λ∗φ =
r˜∗
r˜0
(A.24c)
τ˜∗s =
A˜∗
λφ
[(λs − 1) + ν2D(λφ − 1)]− A˜
λ2φ
λ∗φ[(λs − 1) + ν2D(λφ − 1)] (A.24d)
+
A˜
λφ
[λ∗s + λφ + ν2Dλ
∗
φ]
τ˜∗φ =
A˜∗
λs
[(λφ − 1) + ν2D(λs − 1)]− A˜
λ2s
λ∗s[(λφ − 1) + ν2D(λs − 1)] (A.24e)
+
A˜
λs
[λ∗φ + λs + ν2Dλ
∗
s]
˙˜r∗ =λ∗s cosψ − λsψ∗ sinψ (A.24f)
˙˜z∗ =λ∗s sinψ − λsψ∗ cosψ (A.24g)
ψ˙∗ =
λ∗s
τ˜s
(p˜a −Bo · z˜ − τ˜φ sinψ
r˜
)− λs
τ˜2s
τ˜∗s (p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
) (A.24h)
+
λs
τ˜s
[p˜∗a −Bo · z˜∗ − (τ˜∗φ
sinψ
r˜
+ τ˜φ
ψ∗ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜∗)]
λ˙∗s =−
ψ∗ sinψ
r˜0
(λφ − λs) + cosψ
r˜0
(λ∗φ − λ∗s) (A.24i)
A˜∗∗ =
4K˜2D
(1 + ν2D)3
(A.25a)
p˜∗∗a =
2A˜∗∗
R˜a
[(1 + ν2D) · (1− 1
R˜a
)] +
4A˜∗(1− 1
R˜a
)
R˜a
(A.25b)
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λ∗∗φ =
r˜∗∗
r˜0
(A.25c)
τ˜∗∗s =
A˜∗∗
λφ
[(λs − 1) + ν2D(λφ − 1)]− 2A˜
∗
λ2φ
λ∗φ[(λs − 1) + ν2D(λφ − 1)] (A.25d)
+
2A˜∗
λφ
[λ∗s + λφ + ν2Dλ
∗
φ] +
2A˜
λ3φ
λ∗2φ [(λs − 1) + ν2D(λφ − 1)]
− A˜
λ2φ
λ∗∗φ [(λs − 1) + ν2D(λφ − 1)]−
2A˜
λ2φ
λ∗φ[λ
∗
s + λφ + ν2Dλ
∗
φ]
+
A˜
λφ
[λ∗∗s + 2λ
∗
φ + ν2Dλ
∗∗
φ ]
τ˜∗∗φ =
A˜∗∗
λs
[(λφ − 1) + ν2D(λs − 1)]− 2A˜
∗
λ2s
λ∗s[(λφ − 1) + ν2D(λs − 1)] (A.25e)
+
2A˜∗
λs
[λ∗φ + λs + ν2Dλ
∗
s] +
2A˜
λ3s
λ∗2s [(λφ − 1) + ν2D(λs − 1)]
− A˜
λ2s
λ∗∗s [(λφ − 1) + ν2D(λs − 1)]−
2A˜
λ2s
λ∗s[λ
∗
φ + λs + ν2Dλ
∗
s]
+
A˜
λs
[λ∗∗φ + 2λ
∗
s + ν2Dλ
∗∗
s ]
˙˜r∗∗ =λ∗∗s cosψ − 2λ∗sψ∗ sinψ − λsψ∗∗ sinψ − λsψ∗2 cosψ (A.25f)
˙˜z∗∗ =λ∗∗s sinψ + 2λ
∗
sψ
∗ cosψ + λsψ∗∗ cosψ − λsψ∗2 sinψ (A.25g)
ψ˙∗∗ =
λ∗∗s
τ˜ + s
(p˜a −Bo · z˜ − τ˜φ sinψ
r˜
)− 2λ
∗
2
τ˜2s
τ˜∗s (p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
) (A.25h)
+
2λ∗s
τ˜s
[p˜∗a −Bo · z˜∗ − (τ˜∗φ
sinψ
r˜
+ τ˜φ
ψ∗ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜∗)]
+
2λs
τ˜3s
τ˜∗2s (p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
)− λs
τ˜2s
τ˜∗∗s (p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
)
−2λs
τ˜2s
τ˜∗s [p˜
∗
a −Bo · z˜∗ − (τ˜φ
sinψ
r˜
+ τ˜φ
ψ∗ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜∗)]
+
λs
τ˜s
[p˜∗∗a −Bo · z˜∗∗ − (τ˜∗∗φ
sinψ
r˜
+ τ˜∗φ
ψ ∗ cosψ
r˜
− τ˜∗φ
sinψ
r˜2
r˜∗
+τ˜∗φ
ψ∗ cosψ
r˜
+ τ˜φ
ψ∗∗ cosψ
r˜
− τ˜φψ
∗2 sinψ
r˜
− τ˜φψ
∗ cosψ
r˜2
r˜∗
−τ˜∗φ
sinψ
r˜2
− τ˜φψ
∗ cosψ
r˜s
r˜∗ + 2τ˜φ
sinψ
r˜3
r˜∗2 − τ˜φ sinψ
r˜2
r˜∗∗)] (A.25i)
λ˙∗∗s =−
ψ∗∗ sinψ
r˜0
(λφ − λs)− ψ
∗2 cosψ
r˜0
(λφ − λs) (A.25j)
−2ψ
∗ sinψ
r˜0
(λ∗φ − λ∗s) +
cosψ
r˜0
(λ∗∗φ − λ∗∗s )
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A˜′∗ =− 2
(1 + ν2D)2
(A.26a)
p˜′∗a =
2A˜′∗
R˜a
[(1 + ν2D) · (1− 1
R˜a
)] +
2A˜′(1− 1
R˜a
)
R˜a
(A.26b)
λ˜′∗φ =
r˜′∗
r˜0
(A.26c)
τ˜ ′∗s =
A˜′∗
λφ
[(λs − 1) + ν2D(λφ − 1)]− A˜
′
λ2φ
λ∗φ[(λs − 1) + ν2D(λφ − 1)] (A.26d)
+
A˜′
λφ
[λ∗s + λφ + ν2Dλ
∗
φ]−
A˜∗
λ2φ
λ∗φ[(λs − 1) + ν2D(λφ − 1)]
+
2A˜
λ3φ
λ′φλ
∗
φ[(λs − 1) + ν2D(λφ − 1)]−
A˜
λ2φ
λ′∗φ [(λs − 1) + ν2D(λφ − 1)]
− A˜
λ2φ
λ′φ[λ
∗
s + λφ + ν2Dλ
∗
φ] +
A˜∗
λφ
[λ′s + ν2Dλ
′
φ]−
A˜
λ2φ
λ∗s[λ
′
s + ν2Dλ
′
φ]
+
A˜
λφ
[λ′∗s + λ
′
φ + ν2Dλ
′∗
φ ]
τ˜ ′∗φ =
A˜′∗
λs
[(λφ − 1) + ν2D(λs − 1)]− A˜
′
λ2s
λ∗S [(λφ − 1) + ν2D(λs − 1)] (A.26e)
+
A˜′
λs
[λ∗φ + λs + ν2Dλ
∗
s]−
A˜∗
λ2s
λ∗s[(λφ − 1) + ν2D(λs − 1)]
+
2A˜
λ3s
λ′sλ
∗
s[(λφ − 1) + ν2D(λs − 1)]−
A˜
λ2s
λ′∗s [(λφ − 1) + ν2D(λs − 1)]
− A˜
λ2s
λ′s[λ
∗
φ + λs + ν2Dλ
∗
s] +
A˜∗
λs
[λ′φ + ν2Dλ
′
s]−
A˜
λ2s
λ∗φ[λ
′
φ + ν2Dλ
′
s]
+
A˜
λs
[λ′∗φ + λ
′
s + ν2Dλ
′∗
s ]
˙˜r′∗ =λ′∗s cosψ − λ′sψ∗ sinψ − λ∗sψ′ sinψ − λsψ′∗ sinψ − λsψ′ψ∗ cosψ (A.26f)
˙˜z′∗ =λ′∗s sinψ + λ
′
sψ
∗ cosψ + λ∗sψ
′ cosψ + λsψ′∗ cosψ − λsψ′ψ∗ sinψ (A.26g)
ψ˙′∗ =
λ′∗
τ˜s
(p˜a −Bo · z˜ − τ˜φ sinψ
r˜
)− λ
′
s
τ˜2s
τ˜∗s (p˜a −Bo · z˜ − τ˜
sinψ
r˜
) (A.26h)
+
λ′s
τ˜s
[p˜∗a −Bo · z˜∗ − (τ˜∗φ
sinψ
r˜
+ τ˜φ
ψ∗ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜∗)]
−λ
∗
s
τ˜2s
τ˜ ′s(p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
) +
2λs
τ˜3s
τ˜ ′sτ˜
∗
s (p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
)
−λs
τ˜2s
τ˜ ′∗s (p˜a −Bo · z˜ − τ˜φ
sinψ
r˜
)
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−λs
τ˜2s
τ˜ ′[p˜a −Bo · z˜ − (τ˜∗φ
sinψ
r˜
+ τ˜φ
ψ∗ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜∗)]
+
λ∗s
τ˜s
[p˜′a −Bo · z˜′ − (τ˜ ′φ
sinψ
r˜
+ τ˜φ
ψ′ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜′)]
−λs
τ˜2s
τ˜∗[p˜′a −Bo · z˜′ − (τ˜ ′φ
sinψ
r˜
+ τ˜φ
ψ′ cosψ
r˜
− τ˜φ sinψ
r˜2
r˜′)]
+
λs
τ˜s
[p˜′∗a −Bo · z˜′∗ − (τ˜ ′∗φ
sinψ
r˜
+ τ˜ ′φ
ψ∗ cosψ
r˜
− τ˜ ′φ
sinψ
r˜2
r˜∗
+τ˜∗φ
ψ′ cosψ
r˜
+ τ˜φ
ψ′∗ cosψ
r˜
− τ˜φψ
′ψ∗ sinψ
r˜
− τ˜φψ
′ cosψ
r˜2
r˜∗
−τ˜∗φ
sinψ
r˜2
r˜′ − τ˜φψ
∗ cosψ
r˜2
r˜′ + 2τ˜φ
sinψ
r˜3
r˜′r˜∗ − τ˜φ sinψ
r˜2
r˜′∗)]
λ˙′∗s =−
ψ′∗ sinψ
r˜0
(λφ − λs)− ψ
′ψ∗ cosψ
r˜0
(λφ − λs)− ψ
′ sinψ
r˜0
(λ∗φ − λ∗s) (A.26i)
−ψ
∗ sinψ
r˜0
(λ′φ − λ′s) +
cosψ
r˜0
(λ′∗φ − λ′∗s )
Objective function, gradient, and hessian elements Parameter reassignments for
simplicity.
q1 = Xa; q2 = Za; q3 = R0; q4 = K2D; q5 = ν2D (A.27)
Objective function and derivatives with respect to arclength and parameters.
e =
1
2
[(q3 · xr(q4, q5) + (q1 −Xr))2 + (q3 · zr(q4, q5) + q2 − Zr)2 (A.28)
+(q3 · xl(q4, q5)− (q1 −Xl))2 + (q3 · zl(q4, q5) + q2 − Zl)2]
∂e
∂s0
=(q3 · xr(q4, q5) + (q1 −Xr)) · q3 · x˙r(q4, q5) (A.29a)
+(q3 · zr(q4, q5) + q2 − Zr) · q3 · z˙r(q4, q5)
+(q3 · xl(q4, q5)− (q1 −Xl)) · q3 · x˙l(q4, q5)
+(q3 · zl(q4, q5) + q2 − Zl) · q3 · z˙l(q4, q5)
∂2e
∂s20
=(q3 · xr(q4, q5) + (q1 −Xr)) · q3 · x¨r(q4, q5) + q23 · x˙2r(q4, q5) (A.29b)
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+(q3 · zr(q4, q5) + q2 − Zr) · q3 · z¨r(q4, q5) + q23 · z˙2r (q4, q5)
+(q3 · xl(q4, q5)− (q1 −Xl)) · q3 · x¨l(q4, q5) + q23 · x˙2l (q4, q5)
+(q3 · zl(q4, q5) + q2 − Zl) · q3 · z¨l(q4, q5) + q23 · z˙2l (q4, q5)
∂2e
∂s0∂q1
=q3(x˙r(q4, q5)− x˙l(q4, q5)) (A.30a)
∂2e
∂s0∂q2
=q3(z˙r(q4, q5)− z˙l(q4, q5)) (A.30b)
∂2e
∂s0∂q3
=(q3 · x˙r(q4, q5) + (q1 −Xr)) · x˙r(q4, q5) + q23 · xr(q4, q5) · x˙r(q4, q5) (A.30c)
+(q3 · z˙r(q4, q5) + q2 − Zr) · z˙r(q4, q5) + q23 · zr(q4, q5) · z˙r(q4, q5)
+(q3 · x˙l(q4, q5)− (q1 −Xl)) · x˙l(q4, q5) + q23 · xl(q4, q5) · x˙l(q4, q5)
+(q3 · z˙l(q4, q5) + q2 − Zl) · z˙l(q4, q5) + q23 · zl(q4, q5) · z˙(q4, q5)
∂2e
∂s0∂q4
=(q3 · x˙r(q4, q5) + (q1 −Xr)) · x˙′r(q4, q5) + q23 · x′r(q4, q5) · x˙r(q4, q5) (A.30d)
+(q3 · z˙r(q4, q5) + q2 − Zr) · z˙′r(q4, q5) + q23 · z′r(q4, q5) · z˙r(q4, q5)
+(q3 · x˙l(q4, q5)− (q1 −Xl)) · x˙′l(q4, q5) + q23 · x′l(q4, q5) · x˙l(q4, q5)
+(q3 · z˙l(q4, q5) + q2 − Zl) · z˙′l(q4, q5) + q23 · z′l(q4, q5) · z˙(q4, q5)
∂2e
∂s0∂q5
=(q3 · x˙r(q4, q5) + (q1 −Xr)) · x˙∗r(q4, q5) + q23 · x∗r(q4, q5) · x˙r(q4, q5) (A.30e)
+(q3 · z˙r(q4, q5) + q2 − Zr) · z˙∗r (q4, q5) + q23 · z∗r (q4, q5) · z˙r(q4, q5)
+(q3 · x˙l(q4, q5)− (q1 −Xl)) · x˙∗l (q4, q5) + q23 · x∗l (q4, q5) · x˙l(q4, q5)
+(q3 · z˙l(q4, q5) + q2 − Zl) · z˙∗l (q4, q5) + q23 · z∗l (q4, q5) · z˙(q4, q5)
∂e
∂q1
=q3 · xr(q4, q5) + (q1 −Xr)− (q3 · xl(q4, q5)− (q1 −Xl)) (A.31a)
∂e
∂q2
=q3(zr(q4, q5) + zl(q4, q5)) + 2q2 − 2Z (A.31b)
∂e
∂q3
=(q3 · xr(q4, q5) + (q1 −Xr)) · xr(q4, q5) (A.31c)
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+(q3 · zr(q4, q5) + q2 − Zr) · zr(q4, q5)
+(q3 · xl(q4, q5)− (q1 −Xl)) · xl(q4, q5)
+(q3 · zl(q4, q5) + q2 − Zl) · zl(q4, q5)
∂e
∂q4
=(q3 · xr(q4, q5) + (q1 −Xr)) · q3 · x′r(q4, q5) (A.31d)
+(q3 · zr(q4, q5) + q2 − Zr) · q3 · z′r(q4, q5)
+(q3 · xl(q4, q5)− (q1 −Xl)) · q3 · x′l(q4, q5)
+(q3 · zl(q4, q5) + q2 − Zl) · q3 · z′l(q4, q5)
∂e
∂q5
=(q3 · xr(q4, q5) + (q1 −Xr)) · q3 · x∗r(q4, q5) (A.31e)
+(q3 · zr(q4, q5) + q2 − Zr) · q3 · z∗r (q4, q5)
+(q3 · xl(q4, q5)− (q1 −Xl)) · q3 · x∗l (q4, q5)
+(q3 · zl(q4, q5) + q2 − Zl) · q3 · z∗l (q4, q5)
∂2e
∂q21
=2;
∂2e
∂q1∂q2
=
∂2e
∂q2∂q1
= 0 (A.32a)
∂2e
∂q1∂q3
=
∂2e
∂q3∂q1
= xr(q4, q5)− xl(q4, q5) (A.32b)
∂2e
∂q1∂q4
=
∂2e
∂q4∂q1
= q3(x
′
r(q4, q5)− x′l(q4, q5)) (A.32c)
∂2e
∂q1∂q5
=
∂2e
∂q5∂q1
= q3(x
∗
r(q4, q5)− x∗l (q4, q5)) (A.32d)
∂2e
∂q22
=2;
∂2e
∂q2∂q3
=
∂2e
∂q3∂q2
= zr(q4, q5) + zl(q4, q5) (A.32e)
∂2e
∂q2∂q4
=
∂2e
∂q4∂q2
= q3(z
′
r(q4, q5) + z
′
l(q4, q5)) (A.32f)
∂2e
∂q2∂q5
=
∂2e
∂q5∂q2
= q3(z
∗
r (q4, q5) + z
∗
l (q4, q5)) (A.32g)
∂2e
∂q3∂q4
=
∂2e
∂q4∂q3
= (q3 · xr(q4, q5) + (q1 −Xr)) · x′r(q4, q5) (A.32h)
+(q3 · zr(q4, q5) + q2 − Zr) · z′r(q4, q5)
+q3(xr(q4, q5) · x′r(q4, q5) + zr(q4, q5) · z′r(q4, q5))
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+(q3 · xl(q4, q5)− (q1 −Xl)) · x′l(q4, q5)
+(q3 · zl(q4, q5) + q2 − Zl) · z′l(q4, q4)
+(q3(xl(q4, q5) · x′l(q4, q5) + zl(q4, q5) · z′l(q4, q5))
∂2e
∂q4∂q5
=
∂2e
∂q5∂q4
= (q3 · xr(q4, q5) + (q1 −Xr)) · x∗r(q4, q5) (A.32i)
+(q3 · zr(q4, q5) + q2 − Zr) · z∗r (q4, q5)
+q3(xr(q4, q5) · x∗r(q4, q5) + zr(q4, q5) · z∗r (q4, q5))
+(q3 · xl(q4, q5)− (q1 −Xl)) · x∗l (q4, q5)
+(q3 · zl(q4, q5) + q2 − Zl) · z∗l (q4, q4)
+(q3(xl(q4, q5) · x∗l (q4, q5) + zl(q4, q5) · z∗l (q4, q5))
∂2e
∂q24
=(q3 · xr(q4, q5) + (q1 −Xr)) · q3 · x′′r(q4, q5) (A.32j)
+(q3 · zr(q4, q5) + q2 − Zr) · q3 · z′′r (q4, q5)
+q23(x
′2
r (q4, q5) + z
′2
r (q4, q5)) + q
2
3(x
′2
l (q4, q5) + z
′2
l (q4, q5)
+(q3 · xl(q4, q5)− (q1 −Xl)) · q3 · x′′l (q4, q5)
+(q3 · zl(q4, q5) + q2 − Zl) · q3 · z′′l (q4, q5)
∂2e
∂q4∂q5
=
∂2e
∂q5∂q4
= (q3 · xr(q4, q5) + (q1 −Xr)) · q3 · x′∗r (q4, q5) (A.32k)
+(q3 · zr(q4, q5) + q2 − Zr) · q3 · z′∗r (q4, q5)
+q23(x
′
r(q4, q5) · x∗r(q4, q5) + z′r(q4, q5) · z∗r (q4, q5))
+(q3 · xl(q4, q5)− (q1 −Xl)) · q3 · x′∗l (q4, q5)
+(q3 · zl(q4, q5) + q2 − Zl) · q3 · z′∗l (q4, q5)
+q23(x
′
l(q4, q5) · x∗l (q4, q5) + z′l(q4, q5) · z∗l (q4, q5))
∂2e
∂q25
=(q3 · xr(q4, q5) + (q1 −Xr)) · q3 · x∗∗r (q4, q5) (A.32l)
+(q3 · zr(q4, q5) + q2 − Zr) · q3 · z∗∗r (q4, q5)
+q23(x
∗2
r (q4, q5) + z
∗2
r (q4, q5)) + q
2
3(x
∗2
l (q4, q5) + z
∗2
l (q4, q5))
+(q3 · xl(q4, q5)− (q1 −Xl)) · q3 · x∗∗l (q4, q5)
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+(q3 · zl(q4, q5) + q2 − Zl) · q3 · z∗∗l (q4, q5)
ds0
dqk
=− ∂
2e
∂s0∂qk
/
∂2e
∂s20
(A.33a)
de
dqk
=
∂e
∂s0
· ds0
dqk
+
∂e
∂qk
(A.33b)
d2e
dqkdql
=
∂2e
∂qk∂ql
− ∂
2e
∂s0∂qk
· ∂
2e
∂s0∂ql
/
∂2e
∂s20
(A.33c)
A.2. Isotropic and Anisotropic Young-Laplace Drop Fitting Matlab Code
A.2.1. Isotropic Young-Laplace Fitting Code
Optimization
1 c l c
2 c l e a r a l l
3
4 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
5 % F i l e s needed to run t h i s code %
6 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
7
8 % e d g e d e t e c t i o n .m
9 % y l p f u l l g r a d h e s s o d e 4 5 m i n .m
10 % y l p f u l l g r a d h e s s .m
11
12
13 %−−−−−−−−−−−−−−−−−−−−−−%
14 % Parameters to change %
15 %−−−−−−−−−−−−−−−−−−−−−−%
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16
17 %Choose f i l e to be analyzed
18 vid = VideoReader ( '2015−03−12 112250 PA01 de lp i lC aging . av i ' ) ;
19
20 %Threshold f o r edge d e t e c t i o n − s ee f i g u r e 1 to compare
smoothness − the
21 %algor i thm used can be changed in the edge d e t e c t i o n func t i on
22 th r e sho ld = 0 . 4 ;
23
24 %Number o f p i x e l s to cut o f f from the top o f the image . This
i s assuming
25 %the need l e i s at the top o f the image − i f i t i sn 't , e i t h e r
i n v e r t the
26 %image or go in to the next l e v e l o f nested func t i on .
27 c u t o f f = 120 ;
28
29 %Diameters o f need le
30
31 %gauge 19
32 % needle OD = 1 . 0 6 7 ;
33 % needle ID = 0 . 6 8 6 ;
34
35 %gauge 20
36 needle OD = 0 . 9 0 8 1 ;
37 need le ID = 0 . 6 0 3 ;
38
39 %gauge 21
40 % needle OD = 0 . 8 1 9 2 ;
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41 % needle ID = 0 . 5 1 4 ;
42
43 %gauge 22
44 % needle OD = 0 . 7 1 7 6 ;
45 % needle ID = 0 . 4 1 3 ;
46
47 %D i f f e r e n c e in dens i ty between the f l u i d s in ques t i on .
48 drho = 223 ; %kg/mˆ3
49
50 %Grav i t a t i ona l constant
51 g rav i ty = 9.80665 ; %m/ s ˆ2
52
53 frame no = vid . NumberofFrames ;
54 Ro = ze ro s ( frame no , 1 ) ;
55 bond = ze ro s ( frame no , 1 ) ;
56 ST = ze ro s ( frame no , 1 ) ;
57 V = ze ro s ( frame no , 1 ) ;
58 A = ze ro s ( frame no , 1 ) ;
59 e r r o r = ze ro s ( frame no , 1 ) ;
60
61 f o r i = 1 : frame no ,
62
63 i
64
65 I = read ( vid , i ) ;
66 I = rgb2gray ( I ) ;
67 I = f l i p u d ( I ) ; %Needle should be at top o f image ; use t h i s
i f i t i s not
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68
69 %−−−−−−−−−−−−−−−−%
70 % Edge d e t e c t i o n %
71 %−−−−−−−−−−−−−−−−%
72
73 %I s o t r o p i c drop
74 [ Z edge i so , X l e d g e i s o , X r edge i s o , ROI iso , BWI ] =
e d g e d e t e c t i o n ( I , thresho ld , cu to f f , needle OD ) ;
75
76 f i g u r e (1 )
77 imshow (BWI, [ 0 . 0 , 0 . 0 , 0 . 0 ; 1 . 0 , 1 . 0 , 1 . 0 ] ) ;
78
79 %−−−−−−−−−−−−−−−−−−−−−−%
80 % Optimizat ion rou t in e %
81 %−−−−−−−−−−−−−−−−−−−−−−%
82
83 %I n i t i a l gue s s e s f o r Xo Zo Ro and bond
84 y0 = [ 2 . 0 0 .5 1 .9 0 . 1 ] ;
85
86 %lower bounds o f v a r i a b l e s
87 lb = [ 0 . 0 −1.0 0 .0 0 . 0 ] ;
88 %upper bounds o f v a r i a b l e s
89 ub = [ 6 . 0 4 .0 4 . 0 1 . 0 ] ;
90
91 %Using fmincon func t i on with tweakable parameters
92 opt ions = opt imopt ions ( ' fmincon' , 'Algorithm' , ' t rus t−reg ion
−r e f l e c t i v e ' , 'GradObj' , 'on' , 'Hess ian ' , 'user−supp l i ed ' , '
TolX' ,1 e−6,'TolFun' ,1 e−20,'TolCon' ,1 e−40,'MaxIter' , 100 ,
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'MaxFunEvals' , 100 , 'FinDiffType ' , ' c e n t r a l ' ) ;
93 [ y , f va l , e x i t f l a g , output , Volume , Area , Y ] =
y l p f u l l g r a d h e s s o d e 4 5 m i n ( Z edge i so , X l e d g e i s o ,
X r edge i s o , ROI iso , needle ID , y0 , lb , ub , opt ions ) ;
94
95
96 %−−−−−−−−−%
97 % Resu l t s %
98 %−−−−−−−−−%
99
100 %Calcu l a t i on o f s u r f a c e t en s i on from r e s u l t i n g rad iu s o f
curvature at the
101 %apex and bond number .
102 Ro( i ) = y (3) ; %mm
103 bond ( i ) = y (4) ;
104 ST( i ) = drho* g rav i ty *Ro( i ) ˆ2/( bond ( i ) *1000) ; %mN/m
105 V( i ) = Volume ; %mmˆ3
106 A( i ) = Area ; %mmˆ2
107 e r r o r ( i ) = f v a l ;
108
109 end
Minimization
1 f unc t i on [ y , f va l , e x i t f l a g , output , Volume , Area , Y,
s o n e e d l e ] = y l p f u l l g r a d h e s s o d e 4 5 m i n ( Z edge i so ,
X l e d g e i s o , X r edge i s o , ROI iso , needle ID , y0 , lb , ub ,
opt ions )
2
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3 g l o b a l bond
4
5 opt ions . Display = ' i t e r ' ;
6 [ y , f va l , e x i t f l a g , output ] = fmincon(@
y l p f u l l g r a d h e s s o d e 4 5 m i n n e s t e d , y0 , [ ] , [ ] , [ ] , [ ] , lb ,
ub , [ ] , opt i ons ) ;
7
8 f unc t i on [ e , g , h ] = y l p f u l l g r a d h e s s o d e 4 5 m i n n e s t e d
( y )
9
10 q1 = y (1) ; %Xo
11 q2 = y (2) ; %Zo
12 q3 = y (3) ; %Ro
13 bond = y (4) ; %Bo
14
15 %Experimental drop
16 Z = Z e d g e i s o ;
17 X l = X l e d g e i s o ;
18 X r = X r e d g e i s o ;
19
20 %span o f arc l ength over which to i n t e g r a t e
21 arc span = [ 0 . 0 6 . 0 ] ;
22 %y1 (1)=psi , y1 (2 )=r , y1 (3 )=z ,
23 %y1 (4)=dps i /dbond , y1 (5 )=dr/dbond , y1 (6 )=dz/dbond ,
24 %y1 (7)=d2ps i /dbond2 , y1 (8 )=d2r/dbond2 , y1 (9 )=d2z/
dbond2
25 %y1 (10)=V, y1 (11)=A, y1 (12)=s
26 y1 = [ 0 . 0 0 .0 0 .0 0 . 0 0 . 0 0 . 0 0 .0 0 .0 0 . 0 0 . 0 0 .0
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0 . 0 ] ;
27
28 %i n t e g r a t e YLP
29 opt ions = odeset ( 'Ref ine ' , 100) ;
30 [ S ,Y] = ode45(@ y l p f u l l g r a d h e s s , arc span , y1 ,
opt ions ) ;
31
32 %f i n d the c l o s e s t po int on the c a l c u l a t e d curve to the
exper imenta l one
33 S r ight min = ones ( ROI iso , 1 ) ;
34 S l e f t m i n = ones ( ROI iso , 1 ) ;
35 x = ze ro s ( l ength (S) ,1 ) ;
36 z = ze ro s ( l ength (S) ,1 ) ;
37 compare = ze ro s ( ROI iso , 4 ) ;
38 f o r exp = 1 : 1 : ROI iso ,
39 min r ight = i n f ;
40 m i n l e f t = i n f ;
41 f o r i = 1 : 1 : l ength (S) ,
42 %c a l c u l a t e d curve
43 x ( i ) = Y( i , 2 ) ;
44 z ( i ) = Y( i , 3 ) ;
45
46 d i s t r i g h t = s q r t ( ( q3*x ( i ) + ( q1−X r ( exp ) ) )
ˆ2 + ( q3*z ( i ) + q2−Z( exp ) ) ˆ2 ) ;
47 i f d i s t r i g h t < min r ight ,
48 min r ight = d i s t r i g h t ;
49 S r ight min ( exp ) = i ;
50 %look ing at which po in t s are being
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compared
51 compare ( exp , 1 ) = x ( i )*q3 ;
52 compare ( exp , 2 ) = z ( i )*q3 ;
53 compare ( exp , 3 ) = X r ( exp )−q1 ;
54 compare ( exp , 4 ) = Z( exp )−q2 ;
55 end
56 d i s t l e f t = s q r t ( ( q3*x ( i ) − ( q1−X l ( exp ) ) )
ˆ2 + ( q3*z ( i ) + q2−Z( exp ) ) ˆ2 ) ;
57 i f d i s t l e f t < min l e f t ,
58 m i n l e f t = d i s t l e f t ;
59 S l e f t m i n ( exp ) = i ;
60 end
61 end
62 end
63
64 %o b j e c t i v e func t i on
65 e = 0 . 0 ;
66 %grad i en t
67 g = ze ro s (4 , 1 ) ;
68 %hes s i an
69 h = ze ro s (4 ) ;
70
71 p s i r = ze ro s ( ROI iso , 1 ) ;
72 d p s i r d s = ze ro s ( ROI iso , 1 ) ;
73 dpsi rdB = ze ro s ( ROI iso , 1 ) ;
74 p s i l = ze ro s ( ROI iso , 1 ) ;
75 d p s i l d s = ze ro s ( ROI iso , 1 ) ;
76 dps i ldB = ze ro s ( ROI iso , 1 ) ;
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78 x r = ze ro s ( ROI iso , 1 ) ;
79 dx rdB = ze ro s ( ROI iso , 1 ) ;
80 d2x rdB2 = ze ro s ( ROI iso , 1 ) ;
81 dx rds = ze ro s ( ROI iso , 1 ) ;
82 d2x rds2 = ze ro s ( ROI iso , 1 ) ;
83 d2x rdsdB = ze ro s ( ROI iso , 1 ) ;
84
85 x l = ze ro s ( ROI iso , 1 ) ;
86 dx ldB = ze ro s ( ROI iso , 1 ) ;
87 d2x ldB2 = ze ro s ( ROI iso , 1 ) ;
88 dx ld s = ze ro s ( ROI iso , 1 ) ;
89 d2x lds2 = ze ro s ( ROI iso , 1 ) ;
90 d2x ldsdB = ze ro s ( ROI iso , 1 ) ;
91
92 z r = ze ro s ( ROI iso , 1 ) ;
93 dz rdB = ze ro s ( ROI iso , 1 ) ;
94 d2z rdB2 = ze ro s ( ROI iso , 1 ) ;
95 dz rds = ze ro s ( ROI iso , 1 ) ;
96 d2z rds2 = ze ro s ( ROI iso , 1 ) ;
97 d2z rdsdB = ze ro s ( ROI iso , 1 ) ;
98
99 z l = ze ro s ( ROI iso , 1 ) ;
100 dz ldB = ze ro s ( ROI iso , 1 ) ;
101 d2z ldB2 = ze ro s ( ROI iso , 1 ) ;
102 d z l d s = ze ro s ( ROI iso , 1 ) ;
103 d2z ld s2 = ze ro s ( ROI iso , 1 ) ;
104 d2z ldsdB = ze ro s ( ROI iso , 1 ) ;
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105
106 %compare = ze ro s ( ROI iso , 4 ) ;
107
108 f o r i = 1 : 1 : ROI iso ,
109
110 p s i r ( i ) = Y( S r ight min ( i ) , 1 ) ;
111 x r ( i ) = Y( S r ight min ( i ) , 2 ) ;
112 z r ( i ) = Y( S r ight min ( i ) , 3 ) ;
113 dpsi rdB ( i ) = Y( S r ight min ( i ) , 4 ) ;
114 dx rdB ( i ) = Y( S r ight min ( i ) , 5 ) ;
115 dz rdB ( i ) = Y( S r ight min ( i ) , 6 ) ;
116 d2x rdB2 ( i ) = Y( S r ight min ( i ) , 8 ) ;
117 d2z rdB2 ( i ) = Y( S r ight min ( i ) , 9 ) ;
118
119 p s i l ( i ) = Y( S l e f t m i n ( i ) , 1 ) ;
120 x l ( i ) = Y( S l e f t m i n ( i ) , 2 ) ;
121 z l ( i ) = Y( S l e f t m i n ( i ) , 3 ) ;
122 dps i ldB ( i ) = Y( S l e f t m i n ( i ) , 4 ) ;
123 dx ldB ( i ) = Y( S l e f t m i n ( i ) , 5 ) ;
124 dz ldB ( i ) = Y( S l e f t m i n ( i ) , 6 ) ;
125 d2x ldB2 ( i ) = Y( S l e f t m i n ( i ) , 8 ) ;
126 d2z ldB2 ( i ) = Y( S l e f t m i n ( i ) , 9 ) ;
127
128 i f x r ( i ) == 0 ,
129 d p s i r d s ( i ) = 1 ;
130 e l s e
131 d p s i r d s ( i ) = 2 − bond* z r ( i ) − s i n ( p s i r ( i ) ) /
x r ( i ) ; % +/− be f o r e bond says s e s s i l e /
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pendant
132 end
133 dx rds ( i ) = cos ( p s i r ( i ) ) ;
134 d2x rds2 ( i ) = − d p s i r d s ( i ) * s i n ( p s i r ( i ) ) ;
135 d2x rdsdB ( i ) = − dpsi rdB ( i ) * s i n ( p s i r ( i ) ) ;
136 dz rds ( i ) = s i n ( p s i r ( i ) ) ;
137 d2z rds2 ( i ) = d p s i r d s ( i ) * cos ( p s i r ( i ) ) ;
138 d2z rdsdB ( i ) = dpsi rdB ( i ) * cos ( p s i r ( i ) ) ;
139
140 i f x l ( i ) == 0 ,
141 d p s i l d s ( i ) = 1 ;
142 e l s e
143 d p s i l d s ( i ) = 2 − bond* z l ( i ) − s i n ( p s i l ( i ) ) /
x l ( i ) ; % +/− be f o r e bond says s e s s i l e /
pendant
144 end
145 dx ld s ( i ) = cos ( p s i l ( i ) ) ;
146 d2x lds2 ( i ) = − d p s i l d s ( i ) * s i n ( p s i l ( i ) ) ;
147 d2x ldsdB ( i ) = − dps i ldB ( i ) * s i n ( p s i l ( i ) ) ;
148 d z l d s ( i ) = s i n ( p s i l ( i ) ) ;
149 d2z ld s2 ( i ) = d p s i l d s ( i ) * cos ( p s i l ( i ) ) ;
150 d2z ldsdB ( i ) = dps i ldB ( i ) * cos ( p s i l ( i ) ) ;
151
152 %look ing at which po in t s are being compared
153 %compare ( i , 1 ) = x r ( i )*q3 ;
154 %compare ( i , 2 ) = z r ( i )*q3 ;
155 %compare ( i , 3 ) = X r ( i )−q1 ;
156 %compare ( i , 4 ) = Z( i )−q2 ;
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157
158 x r i g h t = q3* x r ( i ) + ( q1−X r ( i ) ) ;
159 x l e f t = q3* x l ( i ) − ( q1−X l ( i ) ) ;
160 z r i g h t = q3* z r ( i ) + q2−Z( i ) ;
161 z l e f t = q3* z l ( i ) + q2−Z( i ) ;
162
163 %p a r t i a l d e r i v a t i v e s
164 d2eds2 = q3 *( x r i g h t *d2x rds2 ( i ) + z r i g h t *
d2z rds2 ( i ) + x l e f t * d2x lds2 ( i ) + z l e f t *
d2z ld s2 ( i ) ) + 2*q3 ˆ2 ;
165
166 d2edsdq1 = q3 *( dx rds ( i ) − dx ld s ( i ) ) ;
167 d2edsdq2 = q3 *( dz rds ( i ) + d z l d s ( i ) ) ;
168 d2edsdq3 = x r i g h t *dx rds ( i ) + z r i g h t * dz rds ( i ) +
x l e f t * dx ld s ( i ) + z l e f t * d z l d s ( i ) + q3 *( x r
( i )*dx rds ( i ) + z r ( i )* dz rds ( i ) + x l ( i )*
dx ld s ( i ) + z l ( i )* d z l d s ( i ) ) ;
169 d2edsdq4 = q3 *( x r i g h t *d2x rdsdB ( i ) + z r i g h t *
d2z rdsdB ( i ) + x l e f t *d2x ldsdB ( i ) + z l e f t *
d2z ldsdB ( i ) ) + q3 ˆ2*( dx rdB ( i )*dx rds ( i ) +
dz rdB ( i )* dz rds ( i ) + dx ldB ( i )* dx ld s ( i ) +
dz ldB ( i )* d z l d s ( i ) ) ;
170
171 dedq1 = x r i g h t − x l e f t ;
172 dedq2 = z r i g h t + z l e f t ;
173 dedq3 = x r i g h t * x r ( i ) + z r i g h t * z r ( i ) + x l e f t *
x l ( i ) + z l e f t * z l ( i ) ;
174 dedq4 = q3 *( x r i g h t *dx rdB ( i ) + z r i g h t *dz rdB ( i )
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+ x l e f t *dx ldB ( i ) + z l e f t *dz ldB ( i ) ) ;
175
176 d2edq1dq1 = 2 ;
177 d2edq1dq2 = 0 ;
178 d2edq1dq3 = x r ( i ) − x l ( i ) ;
179 d2edq1dq4 = q3 *( dx rdB ( i ) − dx ldB ( i ) ) ;
180 d2edq2dq1 = d2edq1dq2 ;
181 d2edq2dq2 = 2 ;
182 d2edq2dq3 = z r ( i ) + z l ( i ) ;
183 d2edq2dq4 = q3 *( dz rdB ( i ) + dz ldB ( i ) ) ;
184 d2edq3dq1 = d2edq1dq3 ;
185 d2edq3dq2 = d2edq2dq3 ;
186 d2edq3dq3 = x r ( i ) ˆ2 + z r ( i ) ˆ2 + x l ( i ) ˆ2 + z l ( i
) ˆ2 ;
187 d2edq3dq4 = x r i g h t *dx rdB ( i ) + z r i g h t *dz rdB ( i )
+ x l e f t *dx ldB ( i ) + z l e f t *dz ldB ( i ) + q3 *(
x r ( i )*dx rdB ( i ) + z r ( i )*dz rdB ( i ) + x l ( i )*
dx ldB ( i ) + z l ( i )*dz ldB ( i ) ) ;
188 d2edq4dq1 = d2edq1dq4 ;
189 d2edq4dq2 = d2edq2dq4 ;
190 d2edq4dq3 = d2edq3dq4 ;
191 d2edq4dq4 = q3 *( x r i g h t *d2x rdB2 ( i ) + z r i g h t *
d2z rdB2 ( i ) + x l e f t *d2x ldB2 ( i ) + z l e f t *
d2z ldB2 ( i ) ) + q3 ˆ2*( dx rdB ( i ) ˆ2 + dz rdB ( i )
ˆ2 + dx ldB ( i ) ˆ2 + dz ldB ( i ) ˆ2 ) ;
192
193 %o b j e c t i v e func t i on
194 e = e + 0 .5* ( x r i g h t ˆ2 + z r i g h t ˆ2 + x l e f t ˆ2 +
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z l e f t ˆ2) ;
195
196 %grad i en t
197 g (1 ) = g (1) + dedq1 ;
198 g (2 ) = g (2) + dedq2 ;
199 g (3 ) = g (3) + dedq3 ;
200 g (4 ) = g (4) + dedq4 ;
201
202 %hes s i an
203 h (1 , 1 ) = h (1 , 1 ) + d2edq1dq1 − d2edsdq1*d2edsdq1/
d2eds2 ;
204 h (1 , 2 ) = h (1 , 2 ) + d2edq1dq2 − d2edsdq1*d2edsdq2/
d2eds2 ;
205 h (1 , 3 ) = h (1 , 3 ) + d2edq1dq3 − d2edsdq1*d2edsdq3/
d2eds2 ;
206 h (1 , 4 ) = h (1 , 4 ) + d2edq1dq4 − d2edsdq1*d2edsdq4/
d2eds2 ;
207 h (2 , 1 ) = h (2 , 1 ) + d2edq2dq1 − d2edsdq2*d2edsdq1/
d2eds2 ;
208 h (2 , 2 ) = h (2 , 2 ) + d2edq2dq2 − d2edsdq2*d2edsdq2/
d2eds2 ;
209 h (2 , 3 ) = h (2 , 3 ) + d2edq2dq3 − d2edsdq2*d2edsdq3/
d2eds2 ;
210 h (2 , 4 ) = h (2 , 4 ) + d2edq2dq4 − d2edsdq2*d2edsdq4/
d2eds2 ;
211 h (3 , 1 ) = h (3 , 1 ) + d2edq3dq1 − d2edsdq3*d2edsdq1/
d2eds2 ;
212 h (3 , 2 ) = h (3 , 2 ) + d2edq3dq2 − d2edsdq3*d2edsdq2/
120
d2eds2 ;
213 h (3 , 3 ) = h (3 , 3 ) + d2edq3dq3 − d2edsdq3*d2edsdq3/
d2eds2 ;
214 h (3 , 4 ) = h (3 , 4 ) + d2edq3dq4 − d2edsdq3*d2edsdq4/
d2eds2 ;
215 h (4 , 1 ) = h (4 , 1 ) + d2edq4dq1 − d2edsdq4*d2edsdq1/
d2eds2 ;
216 h (4 , 2 ) = h (4 , 2 ) + d2edq4dq2 − d2edsdq4*d2edsdq2/
d2eds2 ;
217 h (4 , 3 ) = h (4 , 3 ) + d2edq4dq3 − d2edsdq4*d2edsdq3/
d2eds2 ;
218 h (4 , 4 ) = h (4 , 4 ) + d2edq4dq4 − d2edsdq4*d2edsdq4/
d2eds2 ;
219 end
220
221 %dimens i ona l i z e the c a l c u l a t e d curve
222 R dim = ze ro s ( l ength (S) ,1 ) ;
223 Z dim = ze ro s ( l ength (S) ,1 ) ;
224 V dim = ze ro s ( l ength (S) ,1 ) ;
225 A dim = ze ro s ( l ength (S) ,1 ) ;
226 n e e d l e h e i g h t = 0 ;
227 j = 1 ;
228 f o r i = 1 : 1 : l ength (S) ;
229 S( i ) = S( i )*q3 ;
230 R dim ( i ) = Y( i , 2 ) *q3 ;
231 Z dim ( i ) = Y( i , 3 ) *q3 ;
232 V dim ( i ) = Y( i , 1 0 ) *q3 ˆ3 ;
233 A dim ( i ) = Y( i , 1 1 ) *q3 ˆ2 ;
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234 i f R dim ( i ) < need le ID /2 && Z dim ( i ) > q3 ,
235 n e e d l e h e i g h t ( j ) = i ;
236 j = j + 1 ;
237 end
238 end
239
240 i f n e e d l e h e i g h t (1 ) == 0 ,
241 n e e d l e h e i g h t (1 ) = length (S) ;
242 n e e d l e h e i g h t ( l ength ( n e e d l e h e i g h t ) ) = length (S) ;
243 end
244
245 Volume = V dim ( n e e d l e h e i g h t (1 ) ) ;
246 Area = A dim ( n e e d l e h e i g h t (1 ) ) ;
247 s o n e e d l e = S( n e e d l e h e i g h t (1 ) ) ;
248
249 %cente r exper imenta l drop with opt imized va lue s f o r
p o s i t i o n
250 f o r i = 1 : 1 : l ength (Z)
251 Z( i ) = Z( i )−q2 ;
252 X l ( i ) = X l ( i )−q1 ;
253 X r ( i ) = X r ( i )−q1 ;
254 end
255
256 curve1 = [ compare ( : , 1 ) compare ( : , 3 ) ] ;
257 curve2 = [ compare ( : , 2 ) compare ( : , 4 ) ] ;
258
259 %shows both the c a l c u l a t e d curve with the cur rent
parameter i t e r a t i o n
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260 %and the exper imenta l curve
261 f i g u r e (3 )
262 p lo t ( R dim ( : ) , Z dim ( : ) , 'b' ,−R dim ( : ) , Z dim ( : ) , 'b' , X l ,
Z , ' r ' , X r , Z , ' r ' , curve1 ' , curve2 ' , 'k' )
263 % f i g u r e (4 )
264 % plo t ( R dim ( : ) , Z dim ( : ) , 'b',−R dim ( : ) , Z dim ( : ) , 'b')
265
266 end
267
268 end
System of Equations
1 f unc t i on [ dy ] = y l p f u l l g r a d h e s s ( t , y )
2 g l o b a l bond
3 dy = ze ro s (12 ,1 ) ;
4 i f y (2 ) == 0 ,
5 dy (1) = 1 ;
6 e l s e
7 dy (1) = 2 − bond*y (3 ) − s i n ( y (1 ) ) /y (2 ) ; % +/− be f o r e
bond says s e s s i l e /pendant
8 end
9 dy (2) = cos ( y (1 ) ) ;
10 dy (3) = s i n ( y (1 ) ) ;
11 i f y (2 ) == 0 ,
12 dy (4) = 0 . 0 ;
13 e l s e
14 dy (4) = s i n ( y (1 ) )*y (5 ) /y (2 ) ˆ2 − y (3 ) − bond*y (6 ) − cos
( y (1 ) )*y (4 ) /y (2 ) ; % +/− be f o r e bond says s e s s i l e /
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pendant
15 end
16 dy (5) = −y (4 ) * s i n ( y (1 ) ) ;
17 dy (6) = y (4) * cos ( y (1 ) ) ;
18 i f y (2 ) == 0 ,
19 dy (7) = 0 . 0 ;
20 e l s e
21 dy (7) = −2* s i n ( y (1 ) )*y (5 ) ˆ2/y (2 ) ˆ3 + 2* cos ( y (1 ) )*y (5 ) *
y (4 ) /y (2 ) ˆ2 + s i n ( y (1 ) )*y (8 ) /y (2 ) ˆ2 − 2*y (6 ) − bond
*y (9 ) + s i n ( y (1 ) )*y (4 ) ˆ2/y (2 ) − cos ( y (1 ) )*y (7 ) /y (2 )
; % +/− be f o r e bond says s e s s i l e /pendant
22 end
23 dy (8) = −y (4 ) ˆ2* cos ( y (1 ) ) − y (7 ) * s i n ( y (1 ) ) ;
24 dy (9) = −y (4 ) ˆ2* s i n ( y (1 ) ) + y (7) * cos ( y (1 ) ) ;
25 dy (10) = pi * y (2 ) ˆ2 * s i n ( y (1 ) ) ;
26 dy (11) = 2 * pi * y (2 ) * s i n ( y (1 ) ) ;
27 dy (12) = 1 ;
28 %dy (1)=dps i /ds , dy (2 )=dr/ds , dy (3 )=dz/ds
29 %dy (4)=d2ps i /dsdbond , dy (5 )=d2r /dsdbond , dy (6 )=d2z/dsdbond
30 %dy (7)=d3ps i /dsdbond2 , dy (8 )=dr/dsdbond2 , dy (9 )=dz/
dsdbond2
31 %dy (10)=dVds
32 %dy (11)=dAds
33 %dy (12)=ds/ds
34
35 end
Edge Detection
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1 f unc t i on [ Z edge , X l edge , X r edge , ROI , BW ] =
e d g e d e t e c t i o n ( I , thresho ld , cu to f f , needle mm )
2
3 %Edge d e t e c t i o n − d i f f e r e n t methods p o s s i b l e .
4 %BW = edge ( I , ' prewitt ') ;
5 BW = edge ( I , 'canny' , t h r e sho ld ) ;
6
7 %d i l a t i o n and e r o s i o n to f i l l gaps in the curve
8 SE = s t r e l ( ' square ' , 3 ) ;
9 BWd = imd i l a t e (BW, SE) ;
10 BWe = imerode (BWd, SE) ;
11 BW = BWe;
12
13 %Finding the i n d i c e s / p o s i t i o n s o f the l e f t and r i g h t s i d e s
o f the drop
14 [ h ,w] = s i z e (BW) ;
15 f o r i = 1 : 1 : h
16 f i r s t f o u n d = 0 ;
17 l a s t f o u n d = 0 ;
18 f o r j = 1 : 1 :w
19 i f BW( i , j ) > 0 && f i r s t f o u n d < 1 && 1/8*w < j <
5/8*w
20 f i r s t ( i ) = j ;
21 f i r s t f o u n d = 1 ;
22 end
23 end
24 f o r k = w:−1:1
25 i f BW( i , k ) >0 && l a s t f o u n d <1 && j > 3/8*w
125
26 l a s t ( i ) = k ;
27 l a s t f o u n d = 1 ;
28 end
29 end
30 end
31
32 %i n v e r t data − t h i s i s assuming the need le s t a r t s at the
top o f the image
33 f = length ( f i r s t ) ;
34 Z px = ze ro s ( f , 1 ) ;
35 X f i r s t = ze ro s ( f , 1 ) ;
36 X las t = ze ro s ( f , 1 ) ;
37 f o r i = 1 : 1 : f
38 Z px ( i ) = i −1;
39 X f i r s t ( i ) = f i r s t ( f−i +1) ;
40 X las t ( i ) = l a s t ( f−i +1) ;
41 end
42
43 %c a l i b r a t e with need l e
44 need le px = X las t (5 )−X f i r s t (5 ) ;
45 px mm = need le px /needle mm ;
46
47 %reg ion o f i n t e r e s t − cu t t i ng o f f the part o f the drop too
c l o s e to the
48 %need le
49 ROI = length ( Z px ) − c u t o f f ;
50
51 %conver t ing from p i x e l s to m i l l i m e t e r s
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52 Z edge = ze ro s (ROI , 1 ) ;
53 X l edge = ze ro s (ROI , 1 ) ;
54 X r edge = ze ro s (ROI , 1 ) ;
55 f o r i = 1 : 1 : ROI
56 Z edge ( i ) = Z px ( i ) /px mm ;
57 X l edge ( i ) = X f i r s t ( i ) /px mm ;
58 X r edge ( i ) = X la s t ( i ) /px mm ;
59 end
60
61 end
A.2.2. Anisotropic Young-Laplace Fitting Code: Hookean Model
Optimization
1 c l c
2 c l e a r a l l
3
4 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
5 % F i l e s needed to run t h i s code %
6 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
7
8 % e d g e d e t e c t i o n .m
9 % ylp .m
10 % a n i s o t r o p i c s i m p l e m i n n e s t e d .m
11 % ani so t rop i c s imp l e SOE nes t ed .m
12
13
14 %−−−−−−−−−−−−−−−−−−−−−−%
127
15 % Parameters to change %
16 %−−−−−−−−−−−−−−−−−−−−−−%
17
18 g l o b a l bond
19
20 %Choose a n i s o t r o p i c drop f i l e to be analyzed
21 vid = VideoReader ( 'miju 1 −2. av i ' ) ;
22
23 %Threshold f o r edge d e t e c t i o n − s ee f i g u r e 1 to compare
smoothness − the
24 %algor i thm used can be changed in the edge d e t e c t i o n func t i on
25 th r e sho ld = 0 . 2 ;
26
27 %Number o f p i x e l s to cut o f f from the top o f the image . This
i s assuming
28 %the need l e i s at the top o f the image − i f i t i sn 't , e i t h e r
i n v e r t the
29 %image or go in to the next l e v e l o f nested func t i on .
30 c u t o f f = 160 ;
31
32 %Outer diameter o f need l e
33 needle mm = 0 . 9 0 8 1 ;
34
35 %D i f f e r e n c e in dens i ty between the f l u i d s in ques t i on .
36 drho = 223 . ; %kg/mˆ3
37
38 %Grav i t a t i ona l constant
39 g rav i ty = 9.81 ; %m/ s ˆ2
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40
41 %Bond number f o r uncompressed drop
42 bond = 0 . 1 8 ;
43
44 %Sur face t en s i on o f uncompressed drop
45 gamma o = 2 1 . 7 9 2 ; %mN/m
46
47 %Radius o f curvature at the apex o f the uncompressed drop
48 Ro = s q r t ( bond * gamma o *1000. / ( drho* g rav i ty ) ) ; %mm
49
50
51 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
52 %run YLP to get i d e a l i z e d i n i t i a l drop shape%
53 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
54
55 %span o f arc l ength over which to i n t e g r a t e
56 a r c s p a n i s o = [ 0 . 0 4 . 0 ] ;
57 %y i s o (1 )=ps i , y i s o (2 )=r , y i s o (3 )=z
58 y i s o = [ 0 . 0 0 .0 0 . 0 ] ;
59 opt ions = odeset ( 'Ref ine ' ,1000000) ;
60 [ S i s o , Y iso ] = ode45(@ylp , a r c s p a n i s o , y i s o , opt i ons ) ;
61
62
63 frame no = vid . NumberofFrames ;
64 Ra = ze ro s ( frame no , 1 ) ;
65 K 2D = ze ro s ( frame no , 1 ) ;
66 nu = ze ro s ( frame no , 1 ) ;
67 e r r o r = ze ro s ( frame no , 1 ) ;
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68
69 f o r i = 2 : 8 0 0 ;
70
71 I = read ( vid , i ) ;
72
73 %−−−−−−−−−−−−−−−−%
74 % Edge d e t e c t i o n %
75 %−−−−−−−−−−−−−−−−%
76
77 [ Z edge an i so , X l edge an i so , X r edge an i so , ROI aniso ,
BW ] = e d g e d e t e c t i o n ( I , thresho ld , cu to f f , needle mm
) ;
78
79 f i g u r e (1 )
80 imshow (BW, [ 0 . 0 , 0 . 0 , 0 . 0 ; 1 . 0 , 1 . 0 , 1 . 0 ] ) ;
81
82
83 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
84 % Optimizat ion rou t in e f o r a n i s o t r o p i c drop %
85 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
86
87 %I n i t i a l gue s s e s f o r Xa Za Ra K 2D and nu
88 y0 an i so = [ 1 . 0 0 .4 0 . 9 1 . 0 0 . 5 ] ;
89 %y0 an i so = [ 4 . 0 7 1 7 0 .0112 0 .9607 0 .1 0 . 0 9 6 7 ] ;
90 %lower bounds o f v a r i a b l e s
91 lb = [−7.0 −7.0 0 .0 0 .0 −1 .0 ] ;
92 %upper bounds o f v a r i a b l e s
93 ub = [ 7 . 0 7 .0 5 . 0 10 .0 1 . 0 ] ;
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94
95 o p t i o n s a n i s o = opt imopt ions ( ' fmincon' , 'Algorithm' , ' t rus t−
reg ion−r e f l e c t i v e ' , 'GradObj' , 'on' , 'Hess ian ' , 'user−
supp l i ed ' , 'TolX' ,1 e−15,'TolFun' ,1 e−20,'TolCon' ,1 e−40,'
MaxIter' , 500 , 'MaxFunEvals' , 100 , 'FinDiffType ' , ' c e n t r a l ' )
;
96 [ y an i so , f v a l a n i s o , e x i t f l a g a n i s o , output an i so ] =
a n i s o t r o p i c s i m p l e m i n n e s t e d ( S i so , Y iso ,
Z edge an i so , X l edge an i so , X r edge an i so , ROI aniso
, bond , gamma o , Ro , y0 aniso , lb , ub , o p t i o n s a n i s o ) ;
97
98
99 %−−−−−−−−−−−−−−−−−−−−−%
100 % Ani so t rop i c Resu l t s %
101 %−−−−−−−−−−−−−−−−−−−−−%
102
103 Ra( i ) = y an i so (3 ) *Ro ; %mm
104 K 2D( i ) = y an i so (4 ) *gamma o ; %mN/m
105 nu( i ) = y an i so (5 ) ;
106 e r r o r ( i ) = f v a l a n i s o ;
107
108 end
Minimization
1 f unc t i on [ y an i so , f v a l a n i s o , e x i t f l a g a n i s o , output ani so ,
f u l l i n t e g r a t i o n , curve1 , curve2 ] =
a n i s o t r o p i c s i m p l e m i n n e s t e d ( S i so , Y iso , Z edge an i so ,
X l edge an i so , X r edge an i so , ROI aniso , bond , needle ID ,
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Ro , y0 aniso , lb , ub , o p t i o n s a n i s o )
2
3 g l o b a l Ra K 2D nu
4
5 movie frame = 1 ;
6
7 o p t i o n s a n i s o . Display = ' i t e r ' ;
8 [ y an i so , f v a l a n i s o , e x i t f l a g a n i s o , output an i so ] =
fmincon(@ an i so t rop i c s imp l e min , y0 aniso , [ ] , [ ] , [ ] , [ ] , lb
, ub , [ ] , o p t i o n s a n i s o ) ;
9
10 f unc t i on [ e , g , h ] = a n i s o t r o p i c s i m p l e m i n ( q )
11
12 %dimens i ona l i z e YLP curve
13 S i so d im = ze ro s ( l ength ( S i s o ) ,1 ) ;
14 R iso dim = ze ro s ( l ength ( S i s o ) ,1 ) ;
15 Z iso d im = ze ro s ( l ength ( S i s o ) ,1 ) ;
16 f o r i = 1 : 1 : l ength ( S i s o ) ;
17 S i so d im ( i ) = S i s o ( i )*Ro ;
18 R iso dim ( i ) = Y iso ( i , 2 ) *Ro ;
19 Z iso d im ( i ) = Y iso ( i , 3 ) *Ro ;
20 end
21
22 %exper imenta l drop
23 Z = Z edge an i so ;
24 X l = X l e d g e a n i s o ;
25 X r = X r edge an i so ;
26
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27 %Var iab le parameters
28 q1 = q (1) ; %Xa
29 q2 = q (2) ; %Za
30 Ra = q (3) ; %non−dimens iona l
31 K 2D = q (4) ; %non−dimens iona l
32 nu = q (5) ;
33
34 %span o f arc l ength over which to i n t e g r a t e
35 arc span = [ 0 . 0 4 . 0 ] ;
36 %i n i t i a l c o n d i t i o n s
37 %y1 (1)=psi , y1 (2 )=r , y1 (3 )=z , y1 (4 )=lambda s , y1 (5 )=so
,
38 %y1 (6)=dps i /dK, y1 (7 )=dr/dK, y1 (8 )=dz/dK, y1 (9 )=d l s /
dK
39 %y1 (10)=d2ps i /dK2 , y1 (11)=d2r/dK2 , y1 (12)=d2z/dK2 , y1
(13)=d 2 l s /dK2
40 %y1 (14)=dps i /dnu , y1 (15)=dr/dnu , y1 (16)=dz/dnu , y1 (17)
=d l s /dnu
41 %y1 (18)=d2ps i /dnu2 , y1 (19)=d2r/dnu2 , y1 (20)=d2z/dnu2 ,
y1 (21)=d 2 l s /dnu2
42 %y1 (22)=d2ps i /dKdnu , y1 (23)=d2r/dKdnu , y1 (24)=d2z/
dKdnu , y1 (25)=d 2 l s /dKdnu
43 y1 = [ 0 . 0 0 .0 0 .0 Ra 0 .0 0 .0 0 .0 0 .0 0 .0 0 . 0 0 . 0 0 .0
0 .0 0 .0 0 . 0 0 . 0 0 . 0 0 .0 0 .0 0 . 0 0 . 0 0 .0 0 .0 0 . 0
0 . 0 ] ;
44
45 %I n t e g r a t e s
46 [ S ,Y] = an i so t rop i c s imp l e SOE nes t ed ( S i so , Y iso ,
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arc span , y1 ) ;
47
48 %f i n d normal po int on c a l c u l a t e d curve f o r every
exper imenta l po int
49 S r ight min = ones ( ROI aniso , 1 ) ;
50 S l e f t m i n = ones ( ROI aniso , 1 ) ;
51 x = ze ro s ( l ength (S) ,1 ) ;
52 z = ze ro s ( l ength (S) ,1 ) ;
53 f o r exp = 1 : 1 : ROI aniso ,
54 min r ight = i n f ;
55 m i n l e f t = i n f ;
56 i = 1 ;
57 whi le i < l ength (S) ,
58 %c a l c u l a t e d curve
59 x ( i ) = Y( i , 2 ) ;
60 z ( i ) = Y( i , 3 ) ;
61
62 d i s t r i g h t = s q r t ( ( Ro*x ( i ) + ( q1−X r ( exp ) ) )
ˆ2 + ( Ro*z ( i ) + q2−Z( exp ) ) ˆ2 ) ;
63 i f d i s t r i g h t < min r ight ,
64 min r ight = d i s t r i g h t ;
65 S r ight min ( exp ) = i ;
66 end
67 d i s t l e f t = s q r t ( ( Ro*x ( i ) − ( q1−X l ( exp ) ) )
ˆ2 + ( Ro*z ( i ) + q2−Z( exp ) ) ˆ2 ) ;
68 i f d i s t l e f t < min l e f t ,
69 m i n l e f t = d i s t l e f t ;
70 S l e f t m i n ( exp ) = i ;
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71 end
72 i = i + 1 ;
73 end
74 end
75
76 %o b j e c t i v e func t i on
77 e = 0 . 0 ;
78 g = ze ro s (5 , 1 ) ;
79 h = ze ro s (5 ) ;
80
81 P = 4*K 2D/((1+nu)*Ra) *( (1−1/Ra) * (1+nu) ) + 2/Ra ;
82
83 p s i r = ze ro s ( ROI aniso , 1 ) ;
84 p s i l = ze ro s ( ROI aniso , 1 ) ;
85 x r = ze ro s ( ROI aniso , 1 ) ;
86 x l = ze ro s ( ROI aniso , 1 ) ;
87 z r = ze ro s ( ROI aniso , 1 ) ;
88 z l = ze ro s ( ROI aniso , 1 ) ;
89 l s r = ze ro s ( ROI aniso , 1 ) ;
90 l s l = ze ro s ( ROI aniso , 1 ) ;
91 s r = ze ro s ( ROI aniso , 1 ) ;
92 s l = ze ro s ( ROI aniso , 1 ) ;
93 s o r = ze ro s ( ROI aniso , 1 ) ;
94 s o l = ze ro s ( ROI aniso , 1 ) ;
95 r o r = ze ro s ( ROI aniso , 1 ) ;
96 r o l = ze ro s ( ROI aniso , 1 ) ;
97 z o r = ze ro s ( ROI aniso , 1 ) ;
98 z o l = ze ro s ( ROI aniso , 1 ) ;
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99 l p h i r = ze ro s ( ROI aniso , 1 ) ;
100 l p h i l = ze ro s ( ROI aniso , 1 ) ;
101 t a u s r = ze ro s ( ROI aniso , 1 ) ;
102 t a u s l = ze ro s ( ROI aniso , 1 ) ;
103 t a u p h i r = ze ro s ( ROI aniso , 1 ) ;
104 t a u p h i l = ze ro s ( ROI aniso , 1 ) ;
105 dArea r = ze ro s ( ROI aniso , 1 ) ;
106 dArea l = ze ro s ( ROI aniso , 1 ) ;
107
108 compare = ze ro s ( ROI aniso , 4 ) ;
109
110 j = 1 ;
111 k = 1 ;
112
113 f o r i = 1 : 1 : ROI aniso ,
114
115 p s i r ( i ) = Y( S r ight min ( i ) , 1 ) ;
116 x r ( i ) = Y( S r ight min ( i ) , 2 ) ;
117 z r ( i ) = Y( S r ight min ( i ) , 3 ) ;
118 l s r ( i ) = Y( S r ight min ( i ) , 4 ) ;
119 s r ( i ) = Y( S r ight min ( i ) , 5 ) ;
120
121 dpsi rdK = Y( S r ight min ( i ) , 6 ) ;
122 dx rdK = Y( S r ight min ( i ) , 7 ) ;
123 dz rdK = Y( S r ight min ( i ) , 8 ) ;
124 dl s rdK = Y( S r ight min ( i ) , 9 ) ;
125
126 d2x rdK2 = Y( S r ight min ( i ) ,11) ;
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127 d2z rdK2 = Y( S r ight min ( i ) ,12) ;
128
129 dps i rdnu = Y( S r ight min ( i ) ,14) ;
130 dx rdnu = Y( S r ight min ( i ) ,15) ;
131 dz rdnu = Y( S r ight min ( i ) ,16) ;
132 d l s r d n u = Y( S r ight min ( i ) ,17) ;
133
134 d2x rdnu2 = Y( S r ight min ( i ) ,19) ;
135 d2z rdnu2 = Y( S r ight min ( i ) ,20) ;
136
137 d2x rdKdnu = Y( S r ight min ( i ) ,23) ;
138 d2z rdKdnu = Y( S r ight min ( i ) ,24) ;
139
140
141 p s i l ( i ) = Y( S l e f t m i n ( i ) , 1 ) ;
142 x l ( i ) = Y( S l e f t m i n ( i ) , 2 ) ;
143 z l ( i ) = Y( S l e f t m i n ( i ) , 3 ) ;
144 l s l ( i ) = Y( S l e f t m i n ( i ) , 4 ) ;
145 s l ( i ) = Y( S l e f t m i n ( i ) , 5 ) ;
146
147 dps i ldK = Y( S l e f t m i n ( i ) , 6 ) ;
148 dx ldK = Y( S l e f t m i n ( i ) , 7 ) ;
149 dz ldK = Y( S l e f t m i n ( i ) , 8 ) ;
150 d l s l dK = Y( S l e f t m i n ( i ) , 9 ) ;
151
152 d2x ldK2 = Y( S l e f t m i n ( i ) ,11) ;
153 d2z ldK2 = Y( S l e f t m i n ( i ) ,12) ;
154
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155 dps i ldnu = Y( S l e f t m i n ( i ) ,14) ;
156 dx ldnu = Y( S l e f t m i n ( i ) ,15) ;
157 dz ldnu = Y( S l e f t m i n ( i ) ,16) ;
158 d l s l d n u = Y( S l e f t m i n ( i ) ,17) ;
159
160 d2x ldnu2 = Y( S l e f t m i n ( i ) ,19) ;
161 d2z ldnu2 = Y( S l e f t m i n ( i ) ,20) ;
162
163 d2x ldKdnu = Y( S l e f t m i n ( i ) ,23) ;
164 d2z ldKdnu = Y( S l e f t m i n ( i ) ,24) ;
165
166 whi le s o r ( i ) >= S i s o ( j ) && j < l ength ( S i s o )
167 j = j +1;
168 end
169 r o r ( i ) = Y iso ( j , 2 ) ;
170 z o r ( i ) = Y iso ( j , 3 ) ;
171
172 whi le s o l ( i ) >= S i s o ( k ) && k < l ength ( S i s o )
173 k = k+1;
174 end
175 r o l ( i ) = Y iso (k , 2 ) ;
176 z o l ( i ) = Y iso (k , 3 ) ;
177
178 i f x r ( i ) == 0 | | K 2D == 0 ,
179 l p h i r ( i ) = Ra ;
180 e l s e
181 l p h i r ( i ) = x r ( i ) / r o r ( i ) ;
182 end
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183
184 i f x l ( i ) == 0 | | K 2D == 0 ,
185 l p h i l ( i ) = Ra ;
186 e l s e
187 l p h i l ( i ) = x l ( i ) / r o l ( i ) ;
188 end
189
190 t a u s r ( i ) = 2*K 2D/((1+nu)* l p h i r ( i ) ) *( l s r ( i )
−1+nu*( l p h i r ( i )−1) ) +1;
191 t a u s l ( i ) = 2*K 2D/((1+nu)* l p h i l ( i ) ) *( l s l ( i )
−1+nu*( l p h i l ( i )−1) ) +1;
192
193 t a u p h i r ( i ) = 2*K 2D/((1+nu)* l s r ( i ) ) *( l p h i r ( i
)−1+nu*( l s r ( i )−1) ) +1;
194 t a u p h i l ( i ) = 2*K 2D/((1+nu)* l s l ( i ) ) *( l p h i l ( i
)−1+nu*( l s l ( i )−1) ) +1;
195
196 dArea r ( i ) = l p h i r ( i )* l s r ( i ) − 1 ;
197 dArea l ( i ) = l p h i l ( i )* l s l ( i ) − 1 ;
198
199 i f x r ( i ) == 0 ,
200 d p s i r d s = 1/Ra ;
201 e l s e
202 d p s i r d s = l s r ( i ) / t a u s r ( i ) *(P − bond* z r ( i
) − t a u p h i r ( i )* s i n ( p s i r ( i ) ) / x r ( i ) ) ;
203 end
204 dx rds = l s r ( i )* cos ( p s i r ( i ) ) ;
205 dz rds = l s r ( i )* s i n ( p s i r ( i ) ) ;
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206 d l s r d s = cos ( p s i r ( i ) ) / r o r ( i ) *( l p h i r ( i ) −
l s r ( i ) ) ;
207
208 d2x rds2 = d l s r d s * cos ( p s i r ( i ) ) − l s r ( i )*
d p s i r d s * s i n ( p s i r ( i ) ) ;
209 d2z rds2 = d l s r d s * s i n ( p s i r ( i ) ) + l s r ( i )*
d p s i r d s * cos ( p s i r ( i ) ) ;
210
211 d2x rdsdK = dl s rdK * cos ( p s i r ( i ) ) − l s r ( i )*
dpsi rdK* s i n ( p s i r ( i ) ) ;
212 d2z rdsdK = dl s rdK * s i n ( p s i r ( i ) ) + l s r ( i )*
dpsi rdK* cos ( p s i r ( i ) ) ;
213
214 d2x rdsdnu = d l s r d n u * cos ( p s i r ( i ) ) − l s r ( i )*
dps i rdnu * s i n ( p s i r ( i ) ) ;
215 d2z rdsdnu = d l s r d n u * s i n ( p s i r ( i ) ) + l s r ( i )*
dps i rdnu * cos ( p s i r ( i ) ) ;
216
217 i f x l ( i ) == 0 ,
218 d p s i l d s = 1/Ra ;
219 e l s e
220 d p s i l d s = l s l ( i ) / t a u s l ( i ) *(P − bond* z l ( i
) − t a u p h i l ( i )* s i n ( p s i l ( i ) ) / x l ( i ) ) ;
221 end
222 dx ld s = l s l ( i )* cos ( p s i l ( i ) ) ;
223 d z l d s = l s l ( i )* s i n ( p s i l ( i ) ) ;
224 d l s l d s = cos ( p s i l ( i ) ) / r o l ( i ) *( l p h i l ( i ) −
l s l ( i ) ) ;
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225
226 d2x lds2 = d l s l d s * cos ( p s i l ( i ) ) − l s l ( i )*
d p s i l d s * s i n ( p s i l ( i ) ) ;
227 d2z ld s2 = d l s l d s * s i n ( p s i l ( i ) ) + l s l ( i )*
d p s i l d s * cos ( p s i l ( i ) ) ;
228
229 d2x ldsdK = d l s l dK * cos ( p s i l ( i ) ) − l s l ( i )*
dps i ldK * s i n ( p s i l ( i ) ) ;
230 d2z ldsdK = d l s l dK * s i n ( p s i l ( i ) ) + l s l ( i )*
dps i ldK * cos ( p s i l ( i ) ) ;
231
232 d2x ldsdnu = d l s l d n u * cos ( p s i l ( i ) ) − l s l ( i )*
dps i ldnu * s i n ( p s i l ( i ) ) ;
233 d2z ldsdnu = d l s l d n u * s i n ( p s i l ( i ) ) + l s l ( i )*
dps i ldnu * cos ( p s i l ( i ) ) ;
234
235 %look ing at which po in t s are being compared
236 i f mod( i +9 ,10)==0,
237 compare ( i , 1 ) = x r ( i )*Ro ;
238 compare ( i , 2 ) = z r ( i )*Ro ;
239 compare ( i , 3 ) = X r ( i )−q1 ;
240 compare ( i , 4 ) = Z( i )−q2 ;
241 % compare ( i , 3 ) = r o r ( i )*Ro−q1 ;
242 % compare ( i , 4 ) = z o r ( i )*Ro−q2 ;
243 end
244
245 x r i g h t = Ro* x r ( i ) + ( q1−X r ( i ) ) ;
246 x l e f t = Ro* x l ( i ) − ( q1−X l ( i ) ) ;
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247 z r i g h t = Ro* z r ( i ) + q2−Z( i ) ;
248 z l e f t = Ro* z l ( i ) + q2−Z( i ) ;
249
250 %p a r t i a l d e r i v a t i v e s
251 d2eds2 = Ro*( x r i g h t *d2x rds2 + z r i g h t *d2z rds2
+ x l e f t * d2x lds2 + z l e f t * d2z ld s2 ) + 2*Roˆ2 ;
252
253 d2edsdq1 = Ro*( dx rds − dx ld s ) ;
254 d2edsdq2 = Ro*( dz rds + d z l d s ) ;
255 d2edsdq3 = x r i g h t *dx rds + z r i g h t * dz rds +
x l e f t * dx ld s + z l e f t * d z l d s + Ro*( x r ( i )*
dx rds + z r ( i )* dz rds + x l ( i )* dx ld s + z l ( i )
* d z l d s ) ;
256 d2edsdq4 = Ro*( x r i g h t *d2x rdsdK + z r i g h t *
d2z rdsdK + x l e f t *d2x ldsdK + z l e f t *d2z ldsdK
) + Roˆ2*( dx rdK*dx rds + dz rdK* dz rds +
dx ldK* dx ld s + dz ldK* d z l d s ) ;
257 d2edsdq5 = Ro*( x r i g h t *d2x rdsdnu + z r i g h t *
d2z rdsdnu + x l e f t *d2x ldsdnu + z l e f t *
d2z ldsdnu ) + Roˆ2*( dx rdnu*dx rds + dz rdnu*
dz rds + dx ldnu* dx ld s + dz ldnu * d z l d s ) ;
258
259 dedq1 = x r i g h t − x l e f t ;
260 dedq2 = z r i g h t + z l e f t ;
261 dedq3 = x r i g h t * x r ( i ) + z r i g h t * z r ( i ) + x l e f t *
x l ( i ) + z l e f t * z l ( i ) ;
262 dedq4 = Ro*( x r i g h t *dx rdK + z r i g h t *dz rdK +
x l e f t *dx ldK + z l e f t *dz ldK ) ;
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263 dedq5 = Ro*( x r i g h t *dx rdnu + z r i g h t *dz rdnu +
x l e f t *dx ldnu + z l e f t *dz ldnu ) ;
264
265 d2edq1dq1 = 2 ;
266 d2edq1dq2 = 0 ;
267 d2edq1dq3 = x r ( i ) − x l ( i ) ;
268 d2edq1dq4 = Ro*( dx rdK − dx ldK ) ;
269 d2edq1dq5 = Ro*( dx rdnu − dx ldnu ) ;
270 d2edq2dq1 = d2edq1dq2 ;
271 d2edq2dq2 = 2 ;
272 d2edq2dq3 = z r ( i ) + z l ( i ) ;
273 d2edq2dq4 = Ro*( dz rdK + dz ldK ) ;
274 d2edq2dq5 = Ro*( dz rdnu + dz ldnu ) ;
275 d2edq3dq1 = d2edq1dq3 ;
276 d2edq3dq2 = d2edq2dq3 ;
277 d2edq3dq3 = x r ( i ) ˆ2 + z r ( i ) ˆ2 + x l ( i ) ˆ2 + z l ( i
) ˆ2 ;
278 d2edq3dq4 = x r i g h t *dx rdK + z r i g h t *dz rdK +
x l e f t *dx ldK + z l e f t *dz ldK + Ro*( x r ( i )*
dx rdK + z r ( i )*dz rdK + x l ( i )*dx ldK + z l ( i )
*dz ldK ) ;
279 d2edq3dq5 = x r i g h t *dx rdnu + z r i g h t *dz rdnu +
x l e f t *dx ldnu + z l e f t *dz ldnu + Ro*( x r ( i )*
dx rdnu + z r ( i )*dz rdnu + x l ( i )*dx ldnu + z l
( i )*dz ldnu ) ;
280 d2edq4dq1 = d2edq1dq4 ;
281 d2edq4dq2 = d2edq2dq4 ;
282 d2edq4dq3 = d2edq3dq4 ;
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283 d2edq4dq4 = Ro*( x r i g h t *d2x rdK2 + z r i g h t *
d2z rdK2 + x l e f t *d2x ldK2 + z l e f t *d2z ldK2 )
+ Roˆ2*( dx rdKˆ2 + dz rdK ˆ2 + dx ldK ˆ2 +
dz ldK ˆ2 ) ;
284 d2edq4dq5 = Ro*( x r i g h t *d2x rdKdnu + z r i g h t *
d2z rdKdnu + x l e f t *d2x ldKdnu + z l e f t *
d2z ldKdnu ) + Roˆ2* ( dx rdK*dx rdnu + dz rdK*
dz rdnu + dx ldK*dx ldnu + dz ldK*dz ldnu ) ;
285 d2edq5dq1 = d2edq1dq5 ;
286 d2edq5dq2 = d2edq2dq5 ;
287 d2edq5dq3 = d2edq3dq5 ;
288 d2edq5dq4 = d2edq4dq5 ;
289 d2edq5dq5 = Ro*( x r i g h t *d2x rdnu2 + z r i g h t *
d2z rdnu2 + x l e f t *d2x ldnu2 + z l e f t *d2z ldnu2
) + Roˆ2*( dx rdnu ˆ2 + dz rdnu ˆ2 + dx ldnu ˆ2 +
dz ldnu ˆ2 ) ;
290
291 %o b j e c t i v e func t i on
292 e = e + 0 .5* ( x r i g h t ˆ2 + z r i g h t ˆ2 + x l e f t ˆ2 +
z l e f t ˆ2) ;
293
294 %grad i en t
295 g (1 ) = g (1) + dedq1 ;
296 g (2 ) = g (2) + dedq2 ;
297 g (3 ) = g (3) + dedq3 ;
298 g (4 ) = g (4) + dedq4 ;
299 g (5 ) = g (5) + dedq5 ;
300
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301 %hes s i an
302 h (1 , 1 ) = h (1 , 1 ) + d2edq1dq1 − d2edsdq1*d2edsdq1/
d2eds2 ;
303 h (1 , 2 ) = h (1 , 2 ) + d2edq1dq2 − d2edsdq1*d2edsdq2/
d2eds2 ;
304 h (1 , 3 ) = h (1 , 3 ) + d2edq1dq3 − d2edsdq1*d2edsdq3/
d2eds2 ;
305 h (1 , 4 ) = h (1 , 4 ) + d2edq1dq4 − d2edsdq1*d2edsdq4/
d2eds2 ;
306 h (1 , 5 ) = h (1 , 5 ) + d2edq1dq5 − d2edsdq1*d2edsdq5/
d2eds2 ;
307 h (2 , 1 ) = h (2 , 1 ) + d2edq2dq1 − d2edsdq2*d2edsdq1/
d2eds2 ;
308 h (2 , 2 ) = h (2 , 2 ) + d2edq2dq2 − d2edsdq2*d2edsdq2/
d2eds2 ;
309 h (2 , 3 ) = h (2 , 3 ) + d2edq2dq3 − d2edsdq2*d2edsdq3/
d2eds2 ;
310 h (2 , 4 ) = h (2 , 4 ) + d2edq2dq4 − d2edsdq2*d2edsdq4/
d2eds2 ;
311 h (2 , 5 ) = h (2 , 5 ) + d2edq2dq5 − d2edsdq2*d2edsdq5/
d2eds2 ;
312 h (3 , 1 ) = h (3 , 1 ) + d2edq3dq1 − d2edsdq3*d2edsdq1/
d2eds2 ;
313 h (3 , 2 ) = h (3 , 2 ) + d2edq3dq2 − d2edsdq3*d2edsdq2/
d2eds2 ;
314 h (3 , 3 ) = h (3 , 3 ) + d2edq3dq3 − d2edsdq3*d2edsdq3/
d2eds2 ;
315 h (3 , 4 ) = h (3 , 4 ) + d2edq3dq4 − d2edsdq3*d2edsdq4/
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d2eds2 ;
316 h (3 , 5 ) = h (3 , 5 ) + d2edq3dq5 − d2edsdq3*d2edsdq5/
d2eds2 ;
317 h (4 , 1 ) = h (4 , 1 ) + d2edq4dq1 − d2edsdq4*d2edsdq1/
d2eds2 ;
318 h (4 , 2 ) = h (4 , 2 ) + d2edq4dq2 − d2edsdq4*d2edsdq2/
d2eds2 ;
319 h (4 , 3 ) = h (4 , 3 ) + d2edq4dq3 − d2edsdq4*d2edsdq3/
d2eds2 ;
320 h (4 , 4 ) = h (4 , 4 ) + d2edq4dq4 − d2edsdq4*d2edsdq4/
d2eds2 ;
321 h (4 , 5 ) = h (4 , 5 ) + d2edq4dq5 − d2edsdq4*d2edsdq5/
d2eds2 ;
322 h (5 , 1 ) = h (5 , 1 ) + d2edq5dq1 − d2edsdq5*d2edsdq1/
d2eds2 ;
323 h (5 , 2 ) = h (5 , 2 ) + d2edq5dq2 − d2edsdq5*d2edsdq2/
d2eds2 ;
324 h (5 , 3 ) = h (5 , 3 ) + d2edq5dq3 − d2edsdq5*d2edsdq3/
d2eds2 ;
325 h (5 , 4 ) = h (5 , 4 ) + d2edq5dq4 − d2edsdq5*d2edsdq4/
d2eds2 ;
326 h (5 , 5 ) = h (5 , 5 ) + d2edq5dq5 − d2edsdq5*d2edsdq5/
d2eds2 ;
327 end
328
329 %dimens i ona l i z e c a l c l u a t e d curve
330 R dim = ze ro s ( l ength (S) ,1 ) ;
331 Z dim = ze ro s ( l ength (S) ,1 ) ;
146
332 n e e d l e h e i g h t = 0 ;
333 j = 1 ;
334 f o r i = 1 : 1 : l ength (S) ;
335 R dim ( i ) = Y( i , 2 ) *Ro ;
336 Z dim ( i ) = Y( i , 3 ) *Ro ;
337 i f R dim ( i ) < need le ID /2 && Z dim ( i ) > Ro ,
338 n e e d l e h e i g h t ( j ) = i ;
339 j = j + 1 ;
340 end
341 end
342
343 i f n e e d l e h e i g h t (1 ) == 0 ,
344 f u l l i n t e g r a t i o n = 0 ;
345 e l s e
346 f u l l i n t e g r a t i o n = 1 ;
347 end
348
349 %cente r exper imenta l drop
350 f o r i = 1 : 1 : l ength (Z)
351 Z( i ) = Z( i )−q2 ;
352 X l ( i ) = X l ( i )−q1 ;
353 X r ( i ) = X r ( i )−q1 ;
354 end
355
356 curve1 = [ compare ( : , 1 ) compare ( : , 3 ) ] ;
357 curve2 = [ compare ( : , 2 ) compare ( : , 4 ) ] ;
358
359 f i g u r e (2 )
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360 p lo t ( R dim , Z dim , 'g' ,−R dim , Z dim , 'g' , X l , Z , ' r ' , X r , Z ,
' r ' , curve1 ' , curve2 ' , 'k' )
361 % plo t ( R iso dim , Z iso dim , 'b',−R iso dim , Z iso dim , 'b
' ,R dim , Z dim , 'g',−R dim , Z dim , 'g ' , X l , Z, ' r ' , X r , Z, ' r ' ,
curve1 ' , curve2 ' , 'k')
362 % plo t ( R dim , Z dim , 'k',−R dim , Z dim , 'k' , X l , Z, 'b' , X r ,
Z, 'b')
363
364
365 argh ( movie frame ) = getframe (2) ;
366 movie frame = movie frame + 1 ;
367
368 end
369
370 movie2avi ( argh , ' f i r s t f i t . av i ' ) ;
371
372 end
Anisotropic System of Equations
1 f unc t i on [ S ,Y] = an i so t rop i c s imp l e SOE nes t ed ( S i so , Y iso ,
arc span , y1 )
2
3 g l o b a l bond Ra K 2D nu
4
5 i = 1 ;
6
7 opt ions = odeset ( 'Ref ine ' , 100) ;
8 %opt ions . Display = ' i t e r ' ;
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9 [ S ,Y] = ode45(@anisotrop ic s imple SOE , arc span , y1 ,
opt ions ) ;
10
11 f unc t i on [ dy ] = an i sot rop i c s imple SOE ( t , y )
12
13 p s i = y (1) ;
14 r = y (2) ;
15 z = y (3) ;
16 l s = y (4) ;
17 i f l s < 0 ,
18 l s = 0 . 0 ;
19 end
20 so = y (5) ;
21 dpsidK = y (6) ;
22 drdK = y (7) ;
23 dzdK = y (8) ;
24 dl sdK = y (9) ;
25 d2psidK2 = y (10) ;
26 d2rdK2 = y (11) ;
27 d2zdK2 = y (12) ;
28 d2l sdK2 = y (13) ;
29 dpsidnu = y (14) ;
30 drdnu = y (15) ;
31 dzdnu = y (16) ;
32 dl sdnu = y (17) ;
33 d2psidnu2 = y (18) ;
34 d2rdnu2 = y (19) ;
35 d2zdnu2 = y (20) ;
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36 d2l sdnu2 = y (21) ;
37 d2psidKdnu = y (22) ;
38 d2rdKdnu = y (23) ;
39 d2zdKdnu = y (24) ;
40 d2l sdKdnu = y (25) ;
41
42 %This f i n d s the appropr ia te x , z o f the uncompressed
shape f o r
43 %comparison at a g iven po int
44 whi le so >= S i s o ( i ) && i < l ength ( S i s o )
45 i = i + 1 ;
46 end
47 ro = Y iso ( i , 2 ) ;
48
49
50 %−−−−−−−−−−−−−−%
51 % Subequations %
52 %−−−−−−−−−−−−−−%
53
54 %Mater ia l parameter
55 A = 2 * K 2D / ( 1 + nu ) ;
56 dAdK = 2 / ( 1 + nu ) ;
57 dAdnu = − 2 * K 2D / ( 1 + nu ) ˆ2 ;
58 d2Adnu2 = 4 * K 2D / ( 1 + nu ) ˆ3 ;
59 d2AdKdnu = −2 / ( 1 + nu ) ˆ2 ;
60
61 %Pressure drop a c r o s s the apex
62 P = 2 * A / Ra * ( ( 1 − 1/Ra ) * ( 1 + nu ) ) + 2/Ra ;
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63 dPdK = 2 * dAdK / Ra * ( ( 1 + nu ) * ( 1 − 1/Ra ) ) ;
64 dPdnu = 2 * dAdnu / Ra * ( ( 1 + nu ) * ( 1 − 1/Ra ) )
+ 2 * A * ( 1 − 1/Ra ) / Ra ;
65 d2Pdnu2 = 2 * d2Adnu2 / Ra * ( ( 1 + nu ) * ( 1 − 1/Ra
) ) + 4 * dAdnu * ( 1 − 1/Ra ) / Ra ;
66 d2PdKdnu = 2 * d2AdKdnu / Ra * ( ( 1 + nu ) * ( 1 − 1/
Ra ) ) + 2 * dAdK * ( 1 − 1/Ra ) / Ra ;
67
68 %lambda phi
69 i f r == 0 | | A == 0 ,
70 l p h i = Ra ;
71 e l s e
72 l p h i = r / ro ;
73 end
74 dl phidK = drdK / ro ;
75 d2l phidK2 = d2rdK2 / ro ;
76 dl phidnu = drdnu / ro ;
77 d2l phidnu2 = d2rdnu2 / ro ;
78 d2l phidKdnu = d2rdKdnu / ro ;
79
80 %S i m p l i f i c a t i o n f o r tau s ( mer id iona l t en s i on )
81 s = ( l s − 1) + nu*( l p h i − 1) ;
82 dsdK = dl sdK + nu * dl phidK ;
83 d2sdK2 = d2l sdK2 + nu * d2l phidK2 ;
84 dsdnu = dl sdnu + l p h i + nu * dl phidnu − 1 ;
85 d2sdnu2 = d2l sdnu2 + 2 * dl phidnu + nu * d2l phidnu2
;
86 d2sdKdnu = d2l sdKdnu + dl phidK + nu * d2l phidKdnu ;
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87
88 %S i m p l i f i c a t i o n f o r tau ph i ( hoop ten s i on )
89 f = ( l p h i − 1) + nu*( l s − 1) ;
90 dfdK = dl phidK + nu * dl sdK ;
91 d2fdK2 = d2l phidK2 + nu * d2l sdK2 ;
92 dfdnu = dl phidnu + l s + nu * dl sdnu − 1 ;
93 d2fdnu2 = d2l phidnu2 + 2 * dl sdnu + nu * d2l sdnu2 ;
94 d2fdKdnu = d2l phidKdnu + dl sdK + nu * d2l sdKdnu ;
95
96 %Merid iona l t en s i on
97 t au s = A / l p h i * s + 1 ;
98 dtau sdK = dAdK / l p h i * s − A / l p h i ˆ2 * dl phidK *
s + A / l p h i * dsdK ;
99 d2tau sdK2 = −2 * dAdK / l p h i ˆ2 * dl phidK * s + 2 *
dAdK / l p h i * dsdK + 2 * A / l p h i ˆ3 * dl phidK ˆ2
* s − A / l p h i ˆ2 * d2l phidK2 * s − 2 * A / l p h i
ˆ2 * dl phidK * dsdK + A / l p h i * d2sdK2 ;
100 dtau sdnu = dAdnu / l p h i * s − A / l p h i ˆ2 *
dl phidnu * s + A / l p h i * dsdnu ;
101 d2tau sdnu2 = d2Adnu2 / l p h i * s − 2 * dAdnu / l p h i
ˆ2 * dl phidnu * s + 2 * dAdnu / l p h i * dsdnu + 2
* A / l p h i ˆ3 * dl phidnu ˆ2 * s − A / l p h i ˆ2 *
d2l phidnu2 * s − 2 * A / l p h i ˆ2 * dl phidnu *
dsdnu + A / l p h i * d2sdnu2 ;
102 d2tau sdKdnu = d2AdKdnu / l p h i * s − dAdK / l p h i ˆ2 *
dl phidnu * s + dAdK / l p h i * dsdnu − dAdnu /
l p h i ˆ2 * dl phidK * s + 2 * A / l p h i ˆ3 * dl phidK
* dl phidnu * s − A / l p h i ˆ2 * d2l phidKdnu * s −
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A / l p h i ˆ2 * dl phidK * dsdnu + dAdnu / l p h i *
dsdK − A / l p h i ˆ2 * dl phidnu * dsdK + A / l p h i *
d2sdKdnu ;
103
104 %Hoop tens i on
105 tau ph i = A / l s * f + 1 ;
106 dtau phidK = dAdK / l s * f − A / l s ˆ2 * dl sdK * f +
A / l s * dfdK ;
107 d2tau phidK2 = −2 * dAdK / l s ˆ2 * dl sdK * f + 2 *
dAdK / l s * dfdK + 2 * A / l s ˆ3 * dl sdK ˆ2 * f −
A / l s ˆ2 * d2l sdK2 * f − 2 * A / l s ˆ2 * dl sdK *
dfdK + A / l s * d2fdK2 ;
108 dtau phidnu = dAdnu / l s * f − A / l s ˆ2 * dl sdnu *
f + A / l s * dfdnu ;
109 d2tau phidnu2 = d2Adnu2 / l s * f − 2 * dAdnu / l s ˆ2
* dl sdnu * f + 2 * dAdnu / l s * dfdnu + 2 * A /
l s ˆ3 * dl sdnu ˆ2 * f − A / l s ˆ2 * d2l sdnu2 * f −
2 * A / l s ˆ2 * dl sdnu * dfdnu + A / l s *
d2fdnu2 ;
110 d2tau phidKdnu = d2AdKdnu / l s * f − dAdK / l s ˆ2 *
dl sdnu * f + dAdK / l s * dfdnu − dAdnu / l s ˆ2 *
dl sdK * f + 2 * A / l s ˆ3 * dl sdK * dl sdnu * f −
A / l s ˆ2 * d2l sdKdnu * f − A / l s ˆ2 * dl sdK *
dfdnu + dAdnu / l s * dfdK − A / l s ˆ2 * dl sdnu *
dfdK + A / l s * d2fdKdnu ;
111
112 %S i m p l i f i c a t i o n f o r the YLP equat ion in the system o f
equat ions
153
113 i f r == 0 ,
114 young = tau s /( l s *Ra) ;
115 dyoungdK = 0 . 0 ;
116 d2youngdK2 = 0 . 0 ;
117 dyoungdnu = 0 . 0 ;
118 d2youngdnu2 = 0 . 0 ;
119 d2youngdKdnu = 0 . 0 ;
120 e l s e
121 young = P − bond*z − tau ph i * s i n ( p s i ) / r ; % +/−
be f o r e bond says s e s s i l e /pendant
122 dyoungdK = dPdK − bond * dzdK − ( dtau phidK *
s i n ( p s i ) / r + tau ph i * dpsidK * cos ( p s i ) / r
− tau ph i * s i n ( p s i ) / r ˆ2 * drdK ) ;
123 d2youngdK2 = − bond * d2zdK2 − ( d2tau phidK2 *
s i n ( p s i ) / r + dtau phidK * dpsidK * cos ( p s i ) /
r − dtau phidK * s i n ( p s i ) / r ˆ2 * drdK +
dtau phidK * dpsidK * cos ( p s i ) / r + tau ph i *
d2psidK2 * cos ( p s i ) / r − tau ph i * dpsidKˆ2 *
s i n ( p s i ) / r − tau ph i * dpsidK * cos ( p s i ) / r
ˆ2 * drdK − dtau phidK * s i n ( p s i ) / r ˆ2 * drdK
− tau ph i * dpsidK * cos ( p s i ) / r ˆ2 * drdK + 2
* tau ph i * s i n ( p s i ) / r ˆ3 * drdKˆ2 − tau ph i *
s i n ( p s i ) / r ˆ2 * d2rdK2 ) ;
124 dyoungdnu = dPdnu − bond * dzdnu − ( dtau phidnu *
s i n ( p s i ) / r + tau ph i * dpsidnu * cos ( p s i ) /
r − tau ph i * s i n ( p s i ) / r ˆ2 * drdnu ) ;
125 d2youngdnu2 = d2Pdnu2 − bond * d2zdnu2 − (
d2tau phidnu2 * s i n ( p s i ) / r + dtau phidnu *
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dpsidnu * cos ( p s i ) / r − dtau phidnu * s i n ( p s i )
/ r ˆ2 * drdnu + dtau phidnu * dpsidnu * cos (
p s i ) / r + tau ph i * d2psidnu2 * cos ( p s i ) / r −
tau ph i * dpsidnu ˆ2 * s i n ( p s i ) / r − tau ph i *
dpsidnu * cos ( p s i ) / r ˆ2 * drdnu − dtau phidnu
* s i n ( p s i ) / r ˆ2 * drdnu − tau ph i * dpsidnu *
cos ( p s i ) / r ˆ2 * drdnu + 2 * tau ph i * s i n ( p s i
) / r ˆ3 * drdnuˆ2 − tau ph i * s i n ( p s i ) / r ˆ2 *
d2rdnu2 ) ;
126 d2youngdKdnu = d2PdKdnu − bond * d2zdKdnu − (
d2tau phidKdnu * s i n ( p s i ) / r + dtau phidK *
dpsidnu * cos ( p s i ) / r − dtau phidK * s i n ( p s i )
/ r ˆ2 * drdnu + dtau phidnu * dpsidK * cos ( p s i )
/ r + tau ph i * d2psidKdnu * cos ( p s i ) / r −
tau ph i * dpsidK * dpsidnu * s i n ( p s i ) / r −
tau ph i * dpsidK * cos ( p s i ) / r ˆ2 * drdnu −
dtau phidnu * s i n ( p s i ) / r ˆ2 * drdK − tau ph i *
dpsidnu * cos ( p s i ) / r ˆ2 * drdK + 2 * tau ph i
* s i n ( p s i ) / r ˆ3 * drdK * drdnu − tau ph i * s i n
( p s i ) / r ˆ2 * d2rdKdnu ) ;
127
128 end
129
130
131 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
132 % System o f equat ions being i n t e g r a t e d %
133 %−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−%
134
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135 dy = ze ro s (4 , 1 ) ;
136
137 dy (1) = l s / tau s * young ;
138 dy (2) = l s * cos ( p s i ) ;
139 dy (3) = l s * s i n ( p s i ) ;
140 dy (4) = cos ( p s i ) / ro * ( l p h i − l s ) ;
141 dy (5) = 1 ;
142 dy (6) = dl sdK / tau s * young − l s / tau s ˆ2 *
dtau sdK * young + l s / tau s * dyoungdK ;
143 dy (7) = dl sdK * cos ( p s i ) − l s * dpsidK * s i n ( p s i ) ;
144 dy (8) = dl sdK * s i n ( p s i ) + l s * dpsidK * cos ( p s i ) ;
145 dy (9) = − dpsidK * s i n ( p s i ) / ro * ( l p h i − l s ) +
cos ( p s i ) / ro * ( dl phidK − dl sdK ) ;
146 dy (10) = d2l sdK2 / tau s * young − 2 * dl sdK / tau s
ˆ2 * dtau sdK * young + 2 * dl sdK / tau s *
dyoungdK + 2 * l s / tau s ˆ3 * dtau sdK ˆ2 * young −
l s / tau s ˆ2 * d2tau sdK2 * young − 2 * l s /
tau s ˆ2 * dtau sdK * dyoungdK + l s / tau s *
d2youngdK2 ;
147 dy (11) = d2l sdK2 * cos ( p s i ) − 2 * dl sdK * dpsidK *
s i n ( p s i ) − l s * d2psidK2 * s i n ( p s i ) − l s * dpsidK
ˆ2 * cos ( p s i ) ;
148 dy (12) = d2l sdK2 * s i n ( p s i ) + 2 * dl sdK * dpsidK *
cos ( p s i ) + l s * d2psidK2 * cos ( p s i ) − l s * dpsidK
ˆ2 * s i n ( p s i ) ;
149 dy (13) = − d2psidK2 * s i n ( p s i ) / ro * ( l p h i − l s )
− dpsidKˆ2 * cos ( p s i ) / ro * ( l p h i − l s ) − 2 *
dpsidK * s i n ( p s i ) / ro * ( dl phidK − dl sdK ) +
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cos ( p s i ) / ro * ( d2l phidK2 − d2l sdK2 ) ;
150 dy (14) = dl sdnu / tau s * young − l s / tau s ˆ2 *
dtau sdnu * young + l s / tau s * dyoungdnu ;
151 dy (15) = dl sdnu * cos ( p s i ) − l s * dpsidnu * s i n ( p s i )
;
152 dy (16) = dl sdnu * s i n ( p s i ) + l s * dpsidnu * cos ( p s i )
;
153 dy (17) = − dpsidnu * s i n ( p s i ) / ro * ( l p h i − l s ) +
cos ( p s i ) / ro * ( d l phidnu − dl sdnu ) ;
154 dy (18) = d2l sdnu2 / tau s * young − 2 * dl sdnu /
tau s ˆ2 * dtau sdnu * young + 2 * dl sdnu / tau s *
dyoungdnu + 2 * l s / tau s ˆ3 * dtau sdnu ˆ2 *
young − l s / tau s ˆ2 * d2tau sdnu2 * young − 2 *
l s / tau s ˆ2 * dtau sdnu * dyoungdnu + l s / tau s
* d2youngdnu2 ;
155 dy (19) = d2l sdnu2 * cos ( p s i ) − 2 * dl sdnu * dpsidnu
* s i n ( p s i ) − l s * d2psidnu2 * s i n ( p s i ) − l s *
dpsidnu ˆ2 * cos ( p s i ) ;
156 dy (20) = d2l sdnu2 * s i n ( p s i ) + 2 * dl sdnu * dpsidnu
* cos ( p s i ) + l s * d2psidnu2 * cos ( p s i ) − l s *
dpsidnu ˆ2 * s i n ( p s i ) ;
157 dy (21) = − d2psidnu2 * s i n ( p s i ) / ro * ( l p h i − l s )
− dpsidnu ˆ2 * cos ( p s i ) / ro * ( l p h i − l s ) − 2
* dpsidnu * s i n ( p s i ) / ro * ( d l phidnu − dl sdnu )
+ cos ( p s i ) / ro * ( d2l phidnu2 − d2l sdnu2 ) ;
158 dy (22) = d2l sdKdnu / tau s * young − dl sdK / tau s ˆ2
* dtau sdnu * young + dl sdK / tau s * dyoungdnu −
dl sdnu / tau s ˆ2 * dtau sdK * young + 2 * l s /
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tau s ˆ3 * dtau sdK * dtau sdnu * young − l s /
tau s ˆ2 * d2tau sdKdnu * young − l s / tau s ˆ2 *
dtau sdK * dyoungdnu + dl sdnu / tau s * dyoungdK −
l s / tau s ˆ2 * dtau sdnu * dyoungdK + l s / tau s
* d2youngdKdnu ;
159 dy (23) = d2l sdKdnu * cos ( p s i ) − dl sdK * dpsidnu *
s i n ( p s i ) − dl sdnu * dpsidK * s i n ( p s i ) − l s *
d2psidKdnu * s i n ( p s i ) − l s * dpsidK * dpsidnu *
cos ( p s i ) ;
160 dy (24) = d2l sdKdnu * s i n ( p s i ) + dl sdK * dpsidnu *
cos ( p s i ) + dl sdnu * dpsidK * cos ( p s i ) + l s *
d2psidKdnu * cos ( p s i ) − l s * dpsidK * dpsidnu *
s i n ( p s i ) ;
161 dy (25) = − d2psidKdnu * s i n ( p s i ) / ro * ( l p h i − l s
) − dpsidK * dpsidnu * cos ( p s i ) / ro * ( l p h i −
l s ) − dpsidK * s i n ( p s i ) / ro * ( d l phidnu −
dl sdnu ) − dpsidnu * s i n ( p s i ) / ro * ( dl phidK −
dl sdK ) + cos ( p s i ) / ro * ( d2l phidKdnu −
d2l sdKdnu ) ;
162
163 %y (1)=psi , y (2 )=r , y (3 )=z , y (4 )=lambda s , y (5 )=so ,
164 %y (6)=dps i /dK, y (7 )=dr/dK, y (8 )=dz/dK, y (9 )=d l s /dK
165 %y (10)=d2ps i /dK2 , y (11)=d2r/dK2 , y (12)=d2z/dK2 , y (13)=
d 2 l s /dK2
166 %y (14)=dps i /dnu , y (15)=dr/dnu , y (16)=dz/dnu , y (17)=
d l s /dnu
167 %y (18)=d2ps i /dnu2 , y (19)=d2r/dnu2 , y (20)=d2z/dnu2 , y
(21)=d 2 l s /dnu2
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168 %y (22)=d2ps i /dKdnu , y (23)=d2r/dKdnu , y (24)=d2z/dKdnu ,
y (25)=d 2 l s /dKdnu
169
170 end
171
172 end
Simplified Isotropic System of Equations
1 f unc t i on [ dy ] = ylp ( t , y )
2 g l o b a l bond
3 dy = ze ro s (9 , 1 ) ;
4 dy (1) = 2 − bond*y (3 ) − s i n ( y (1 ) ) /y (2 ) ; % +/− be f o r e bond
says s e s s i l e /pendant
5 dy (2) = cos ( y (1 ) ) ;
6 dy (3) = s i n ( y (1 ) ) ;
7 dy (4) = s i n ( y (1 ) )*y (5 ) /y (2 ) ˆ2 − y (3 ) − bond*y (6 ) − cos ( y
(1 ) )*y (4 ) /y (2 ) ;
8 dy (5) = −y (4 ) * s i n ( y (1 ) ) ;
9 dy (6) = y (4) * cos ( y (1 ) ) ;
10 dy (7) = −2* s i n ( y (1 ) )*y (5 ) ˆ2/y (2 ) ˆ3 + 2* cos ( y (1 ) )*y (5 ) *y (4 )
/y (2 ) ˆ2 + s i n ( y (1 ) )*y (8 ) /y (2 ) ˆ2 − 2*y (6 ) − bond*y (9 ) +
s i n ( y (1 ) )*y (4 ) ˆ2/y (2 ) − cos ( y (1 ) )*y (7 ) /y (2 ) ;
11 dy (8) = −y (4 ) ˆ2* cos ( y (1 ) ) − y (7 ) * s i n ( y (1 ) ) ;
12 dy (9) = −y (4 ) ˆ2* s i n ( y (1 ) ) + y (7) * cos ( y (1 ) ) ;
13 %dy (1)=dps i /ds , dy (2 )=dr/ds , dy (3 )=dz/ds
14 %dy (4)=d2ps i /dsdbond , dy (5 )=d2r /dsdbond , dy (6 )=d2z/dsdbond
15 %dy (7)=d3ps i /dsdbond2 , dy (8 )=dr/dsdbond2 , dy (9 )=dz/
dsdbond2
159
16 end
160
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