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ABSTRACT
The rate of advancement for mobilized electronic technologies is outpacing the
development of small efficient batteries. Lithium-ion batteries are currently the most
widely used energy storage device for consumer electronics.

Traditional lithium-ion

batteries use a liquid electrolyte to separate the cathodes and anodes; however, conventional
liquid electrolytes have inherent problems, such as consisting of flammable carbonate
components, hazardous material, and have a significant cost/weight in the battery. In
addition, the liquid electrolyte cannot prevent the growth of lithium dendrites during the
charge/discharge cycle of the lithium-ion battery. These dendrites can connect the anode
to the cathode of the battery cell through the liquid electrolyte separator, which will lead
to high self-discharge currents through a low resistance path, igniting the flammable liquid
electrolyte and causing fires or explosions. These problems have motivated the research
community to resolve these related safety issues by using cheaper novel materials, such
as polymerized electrolytes, to replace the traditional liquid electrolyte. Polymerized
electrolytes can solve and alleviate some of the safety risks posed by liquid electrolytes.
The main challenges regarding the use of polymerized electrolytes are an insufficient
understanding of the ion transport mechanism and the inability to reach the desired
industrial standard for conductivity of higher than 10−3 S/cm at ambient temperature.
This dissertation presents the findings of experimental studies of several different
polymerized electrolytes using broadband dielectric spectroscopy, Brillouin light
scattering, differential scanning calorimetry, and rheology. Varying the mobile ion size
with different chemical structures of polymerized electrolytes allowed extensive analysis.
The study analyzed the charge and mass transport of several polymerized electrolytes and
one monomeric precursor, which led to a proposed approach to estimate ionic diffusivities
from the characteristic times of the conductivity relaxation and ion concentration without
any adjustable parameters.

v

Using the new and modified approach to estimate ionic diffusivities revealed that the
charge transport is about ten times slower compared to that of ion diffusion, suggesting
that a strong ion-ion correlation reduces ionic conductivity in polymerized electrolytes.
Study of the activation energy of the ion diffusion shows a non-monotonous dependence
on the mobile ion size, which indicates competition between coulombic and elastic forces
controlling ion transport. This finding proposes that a simple qualitative model describing
the activation energy for the ion diffusion would result in an increase in the dielectric
constant of polymerized electrolytes can lead to a significant enhancement of conductivity
of small ions (e.g., Li and Na).
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CHAPTER 1
INTRODUCTION
A brief overview of the motivation for the dissertation along with outline of the thesis.

1.1 Motivation
In the last century, the high advancement rate for mobilized computers and electronic
technologies for consumer use has increased the demand for smaller and efficient batteries.
Lithium-ion batteries had thrived and dominated since 1991 when the SONY corporation
launched the first commercialization [29]. The development of current Lithium-batteries
has experienced hindrance due to safety risks, such as thermal runaways due to Li
dendrites growth, leakage, and even explosions due to a low-boiling point of organic liquid
electrolytes [29, 30, 31, 32]. These batteries require a safety measure to prevent leakage
where these measures have increased the size of the cell and increased the chances of Li
dendrite growth. The growth of dendrites could short-circuit the battery, causing fire, or
even a risk of explosion [33]. These safety risks are why the Samsung Galaxy Note 7
recalled, resulting in the loss of millions of dollars for Samsung [34]. There have been
many advantages of Lithium-ion batteries with high energy density and long cycle life;
however, these safety issues have saturated the potential energy density and slow further
development progress. The motivation for developing batteries with superior performance
for efficient storage is at the forefront of current research.
There are advantages of using the liquid organic electrolytes for current lithium-ion
batteries today. The use of these liquid electrolytes helps increase the conductivity and
gives an excellent wettability of the electrode surface [29, 31]; however, it comes with
consequences due to the electrochemical instabilities, decreases of capacitance, potential
safety risks, and low ion selectivity [29]. These safety risks have forced many battery
manufacturers to use LiC6 for the anode material because it is less reactive, does not
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allow Li dendrites to grow during charging cycles, and maximizes the capacity to 372
mAh
g

[30, 32].

These dendrites short-circuit cells within batteries and reduce the overall efficiency.
Plus, these dendrites have led to many battery fires that have caused property and personal
damage [33]. If the lithium-ion batteries use Li metal for the anode material, it will increase
the capacity to 3800

mAh
g

but increase the chances of dendrite formation. Therefore,

solid polymer electrolytes are a promising candidate to help solve and alleviate some of
these safety risks and increase energy density. There are several advantages of polymer
electrolytes with excellent thermal stability, low flammability, flexibility, reduced size,
and weight, and has higher safety factors. Also, polymer electrolytes could provide a
barrier between the positive and negative electrodes to suppress the growth of Li dendrites
and prevent thermal runaways under the high temperatures or with a physical impact on
the battery. By suppressing the growth of Li dendrites, the Li metal can replace the
current anode material that will revolutionize battery performance. The main challenges
for the commercial development of polymer electrolytes are poor understanding of the
mechanism of ion transport and poor mechanical properties. In terms of practical industrial
applications, the conductivity within these materials needs to be within the established
standards of higher than 10−3 S/cm at ambient temperature, which polymer electrolytes
have not achieved.
The overall goal in the field of polymer electrolytes is to gain a deeper fundamental
understanding of how various molecular parameters control ionic conductivity. There are
countless ways to design and synthesize polymer electrolytes; however, the great challenge
is to have a fundamental understanding of how ion transport properties are effective when
changing these molecular parameters. This dissertation presents several experimental
studies of polymer electrolytes to study the charge transport properties of various structures
and with varying sizes of ion. I would like to address three of the following questions of
polymer electrolytes within this work:
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1. How does the conducting ion size affect ion transport?
2. How does chain rigidity affect charge transport?
3. Do ion-ion correlations affect ionic conductivity?

1.2 Thesis Outline
Chapter two gives an overview of the dynamical properties of glass transition, charge
transport, and also discusses several models used to understand single-particle diffusivity.
Chapter three describes the experimental techniques in detail to measure the dielectric
properties of various types of polymer electrolytes.

In chapter four, three different

based polymer electrolytes were investigated with the same conducting ion to connect
the link between conductivity and diffusivity. In chapter five, several different ion sizes
and polymer electrolytes were studied to understand the limitation of ionic conductivity.
Chapter six investigates the role of ion-ion correlations in charge transport within the
polymerized matrix. Chapter seven analyzed the dielectric and Brillouin light scattering
data of three polymerized ionic liquids with different mobile ion sizes to reveal microscopic
parameters controlling ion conduction. The last section presents a brief outlook and
concluding remarks.
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CHAPTER 2
PROPERTIES OF IONIC LIQUIDS AND
POLYMERIZED IONIC LIQUIDS
This chapter provides a literature summary of polymer electrolytes from a theoretical
and experimental point of view. A brief discussion of glass transition is given along with a
discussion of the structure and dynamics of polymers. Next, the topic of ionic conductivity
is introduced with a discussion of various models. Emphasis is given to the Random Barrier
Model, Anderson-Stuart Model, and Electrode Polarization.

2.1 Structural Relaxation and Glass Transition
The glass transition phenomenon is a unique physical property observed in all liquids
and polymers. Under physical property changes during cooling or pressurizing, these
materials can exhibit a substantial shift in structural relaxation time, τα , and viscosity,
η, within a one-degree change in temperature. During this enormous increase of τα , the
apparent activation energies are two or more orders of magnitude greater than van der
Waals bond energies [35]. The structural relaxation mechanism includes reorientation and
diffusion of local segmental motions of the polymer or molecules within a liquid. These
materials will not crystallize upon cooling but form into a hard and relatively brittle, glassylike state. The polymer’s chain segment’s mobility slows down when cooling progresses
past the melting temperature. Previous studies have demonstrated that the glass transition
temperature, Tg , is connected to chain flexibility [35]. Polyethylene terephthalate (PET) is
considered a rigid polymer because of its lower chain flexibility, which causes an increase
of Tg . Furthermore, polydimethylsiloxane (PDMS) has a very low Tg due to the rise of
chain flexibility. Below the Tg , relaxation processes effectively cease when the polymer is
confined to vibrational and localized secondary relaxation processes.
There have been significant efforts to understand the dynamics of the glass transition
phenomenon; however, currently, Tg is an unsolved problem, and theoretical efforts to
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describe the phenomenon are still at the model-building stage [35]. There have been models
that would describe Tg as an underlying thermodynamic transition. Still, this process is not
a first-order transition due to the absence of both discontinuity in the entropy and latent
heat associated with the transition. From an experimental perspective, the glass transition
process is described as a kinetic process since viscosity, η, and τα diverge with decreasing
temperature. Traditionally, the temperature at which the viscosity reaches 1012 Pa s is
defined as Tg . Within close proximity to Tg temperature, several properties like η and τα can
change up to ten orders of magnitude within a rather narrow temperature range of 1.2Tg and
Tg . The linear shear mechanical properties for vitreous liquids and polymerized systems
is expressed by the shear modulus as a function of frequency, G(ω) = G0 (ω) + iG00 (ω).
The shear modulus function will be G(ω) = iωη at low frequencies; at high frequencies,
these systems will have a solid-like behavior and when taking frequency to infinity,
lim G(ω) = G∞ [36]. The following expression is an approximation, although it is

ω→∞

very rough and not applicable to polymers where G∞ is related to segmental motions
(structure relaxation) that controls transport properties (e.g., conductivity) while viscosity
is controlled by chain relaxation

η = G∞ τα

(2.1)

Here G∞ is the high-frequency shear modulus on the order of a few GPa, η = 1012 Pa s at
Tg and will give rise to τα in the range of 100–1000 s. There is no single theoretical model
to describe the glass transition dynamics in the entire temperature range. However, there
are three main approaches: thermodynamic, kinetic, and free-volume.
As the temperature decreases, the structural relaxation process slows down. These
structural units will rearrange themselves by overcoming a particular energy barrier.
Structural relaxation is seen as a process of jumping over these energy barriers. Thus,
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this relaxation process can exhibit an Arrhenius temperature dependence and be expressed
as

τα = τo exp

Ea
kB T


(2.2)

where τα is the structural relaxation time, Ea is the activation energy, T is absolute
temperature, τo is the attempted time of unit oscillation within the potential well, and kB
is Boltzmann constant. For instance, one can apply Arrhenius law to material properties in
correspondence with the rate of diffusion, viscosity, thermally-induced process/reactions,
and so on. Having a system to have an Arrhenius behavior will provide an indication
that the relaxation process is thermally activated. This behavior occurs when units within
the system relax by overcoming a particular potential energy barrier. The Vogel-FulcherTammann (VFT) equation is widely used for all glass-forming materials when they deviate
from Arrhenius behavior since they follow a different type of temperature dependence. The
VFT equation is expressed as

τα = τo exp

B
T − To


(2.3)

where To is the ideal Tg , and B is a fit parameter; it should be noted that this parameter is
different from Arrhenius activation energy. For VFT, the characteristic time, τo , will not
always have the same value as Arrhenius. Following up on the previous comment about
the narrow temperature range before Tg , there are several other polymeric systems that will
require at least two VFT fits for the whole temperature domain [37, 38, 39, 40].
The most standard way to measure the degree for non-Arrhenius behavior is Angell’s
fragility index [41], m, defined as:

m=

dlogτα
d( TTg )
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(2.4)
T =T g

The characterization of the fragility index helps to explain the degree of Arrhenius and nonArrhenius behavior of the system. As seen in Figure 2-1, systems with a high index value
are considered fragile due to the steepness of the semi-logarithmic plots of the relaxation
time versus the dimensionless variable

Tg
.
T

Systems with a lower fragility index are

considered strong, demonstrating an Arrhenius-like behavior. However, fragility is shown
to depend on many parameters in polymeric systems [42], such as chemical structure, the
presence of side groups, and molecular weight.
It is important to address the meaning of structural relaxation; in the current study,
structural relaxation is compared to conductivity relaxation in order to study the ion
transport phenomena of each polymeric system.

Understanding structural relaxation

dynamics allows comparison of the degree of conductivity coupling and decoupling
phenomenon, described in more detail later in this chapter. However, glass transition
behavior remains mystery for many researchers seeking to understand whole quantitative
picture of the vitrification process. The description of structural dynamics in liquids and
polymers is based on several different models that describe the cooperative dynamics: the
Adams Gibbs, Generalized Entropy, and Random First-Order Transition (RFOT) theories.
2.1.1 Adams Gibbs Theory
Adam-Gibbs (AG) approach describes the "cooperative rearranging region" (CRR),
where structural relaxation time for a system will have a cooperative motion of molecules
within a region [43]. Each CRR will have a certain number of relaxors (structural units), Z ∗ ,
which rearrange together for a single structural relaxation event. Each has an energy barrier,
∆µ, these regions can surmount together, which impedes their cooperative rearrangements.
For supercooled liquids, the structural relaxation time defined as


∆µ
τα = τo exp Z
kB T
∗


(2.5)

where τo is the attempt time for rearrangement. AG theory describes the non-Arrhenius
dependence of structural relaxation, when the system becomes fragile, as due to the
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Figure 2-1. Arrhenius plots of viscosities of several different types of
glass forming liquids, scaled with Tg . Note the numbers in parentheses
are the glass temperatures in degrees of Kelvin. Taken from reference [1].
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increasing size of the CRR. AG describes the size of Z ∗ for the CRR as a temperature
dependence related to the macroscopic configurational entropy defined as

Z∗ =

Na s∗c
Sc

(2.6)

where Na is Avogadro’s number, Sc is the macroscopic configuration entropy of the
system, and s∗c is the critical molar configuration entropy of a region of Z ∗ molecules.
Rearranging this equation can find that the average size of the CRR increases when the
supercooled liquid becomes more densely packed, leading to a decrease in the macroscopic
configurational entropy.
2.1.2 Generalized Entropy Theory
Generalized Entropy Theory (GET) can describe the glass transition behavior in
polymers developed by Dudowicz, Douglas, and Freed [44, 45]. Gibbs-DiMarzio [46]
and Adam-Gibbs [43] were able to build upon the lattice cluster theory by extending their
theories. GET shows that the packing efficiency of the system affects the temperature
dependence of structural dynamics. By using the standard lattice model, each monomer
has a set of united atom groups, in which each atom occupies only a single lattice site.
The empty lattice sites represent a distributed free volume; each vacant site has an energy
penalty relative to the occupied site. These units are controlled by energy penalties related
to sidechains (Es ) and backbone (Eb ) bending motions in which these units move from one
site to another.
The GET model has been a significant advancement in unlocking the mysteries of the
glass transition process. Furthermore, the GET model lacks other parameters, such as
symmetry and tacticity, which are known to alter the structural dynamics. This model
provides a partial picture of the structural dynamics, although, lacks the quantitative ability
to directly calculate the fragility index based on the chemical structure. Nonetheless, GET
is an important scientific advancement in understanding the process of vitrification.
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2.1.3 Random First Order Transition Theory
The basis for the Random First-Order Transition (RFOT) theory is a comparison of
the glass formation complementary to a crystal structure but with the configuration of
the aperiodic system [47]. Similar to the AG approach, RFOT assumes the structural
relaxation with cooperative regions. The size of cooperative regions is determined by
the configurational entropy and energy penalty of defects from surface domains. The
temperature dependence of the cooperativity size expressed as

ξ∝

1
2

(T − TK ) 3

(2.7)

where TK is the kauzzman temperature [48], and ξ is the size of the cooperative regions.
Assuming the VFT equation (eq. 2.3) parameter To and the parameter TK in the RFOT
model (eq. 2.7) are both the same quantities, then one can write the following expression
for τα temperature dependence as


B
τα ∝ exp −3
ξ2

(2.8)

At the microscopic level, RFOT theory considers glass formation to be a mosaiclike structure. RFOT predictions agree with experimental measurements [47, 49], such
as crossover temperature, aging phenomenon, and the debacle of the Stokes-Einstein
relationship within glasses.
2.1.4 The Shoving Model
A glass-forming liquid has a significantly increased viscosity as it approaches the
calorimetric glass transition. Most of the molecular motions will go into vibration during
the glass transition, just like a solid [50]. The shoving model’s premise is that molecules
must “shove” the surrounding molecules for a flow event to occur. Flow event happens
on very fast time scales (picoseconds) from unlikely thermal fluctuations [50, 51], and
the surrounding liquid will behave as solid since thermal fluctuations are slower compared
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to the flow event. The standard solid-state elasticity theory can calculate the work done
during this flow event. During a simple flow event, the shoving model uses spherical
symmetry; the shear modulus is the elastic constant when determining the shoving work.
The expression for the temperature-dependent activation energy in the shoving model is
[50]

E(T ) = Vc G∞ (T )

(2.9)

where V c is a “characteristic” microscopic volume that is assumed to be temperatureindependent. In summary, the underlying assumptions of equation 7.6 is (a) activation
energy is (mainly) elastic energy, (b) elastic energy is located in (mainly) the surroundings
of the rearranging molecules, and (c) the elastic energy is (mainly) shear elastic energy, i.e.,
not associated with any density change [50, 52].

2.2 Mass and Charge Transport in Ionic and Polymer Electrolytes
2.2.1 Ionic Conductivity Mechanism
One of the most common approximation to the current density merely assumes that
current is proportional to the applied external electric field, expressed as

~
J~ = σ ∗ E

(2.10)

~ is the
where J~ is the current density vector, σ ∗ complex electrical conductivity, and E
applied electrical field. At certain time, the position of the conducting particle, r, and
the current density vector is define by J(r, t) = ρ(r, t)vd (r, t) of the free charge carriers,
average drift velocity vd of these carriers, charge density ρ(r, t) = qn(r, t) in which n(r, t)
is the number of charges or ions, and q is the charge of the carrier. The simplicity of
the above equation shows that conductivity is the reciprocal inverse of a given material’s
resistance. Since the applied electric field is constant and uniform, the current density
will be constant; however, if the applied electric field is increased, the current density
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will increase accordingly. Electrical conductivity is the material property that has the
most significant influence on the current density vector, where the expression of electrical
conductivity defined as

σdc =

X

ni qi µi

(2.11)

i

where ni is the number density of free ions, qi is the charge of the ions, and µi is the mobility
of the ions within their respective surroundings. It should be noted that this equation
assumes no ion-ion correlations and is valid only for dilute ion concentrations. Electrical
conductivity is expressed as a summation over all the products of n, q, and µ of all the ionic
species (i) that are conducting through the material. In this study, ions are defined as a free
charge diffusing through the material and contributing to ionic conductivity. Several factors
can increase the electrical conductivity, and exploring these factors can ascertain that freeion number density and mobility are the most likely to help increase ionic conductivity.
To understand the free-ion number density, it is important to identify how a single ion
interacts within the environment of the conductor since the ions that have a charge, q, in
an amorphous solid will polarize their surroundings. The polarized surrounding will cause
the formation of dipoles when polarized molecules or atoms rearrange themselves around
the ion, creating a screening effect on the ions (Figure 2-2), which will reduce the ion’s
electrostatic energy. This screening effect will hinder the ion’s motion, referred to as ionic
trapping, resulting in the creation of potential barriers. When the ion is moving past the
surrounding dipoles, this will increase the height from the potential barrier [2]; therefore,
ions will need enough energy to surmount the potential barrier to a vacant site.
Therefore, the ion moves from one potential well to another by the activation process
of surmounting the barrier height. A one-dimensional model demonstrates the two cases
(a) absence of applied electric field and (b) applied electric field that demonstrate the ionic
trapping: the distance between the potential wells is distance a, activation energy, Ei , is
the height of the barrier (Figure 2-3). In the first case (a), the absence of applied electric
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Figure 2-2. A simple illustration screening of ions from their
respective surroundings of polarized molecules of atoms [2].

Figure 2-3. Illustration of the potential energy landscape with screening
effect hindering transport cation within an amorphous solid: (a) absence
of the electric field and (b) when the applied electric field is applied [2].
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field, the ion has the same probability of hopping to either right or left vacant site. The
probability of per unit time for the ion to move to a neighboring location is defined by


Ei
p = νo exp −
kB T

(2.12)

where νo is the number of attempted escapes per second, which is the vibrational frequency
when the ion surmounts the potential barrier and Ei is the activation energy.
For the applied electric force (F) case, the barrier height will change by of a factor qF a,
which will affect the ion’s probability to move that is expressed as
(Ei ± 21 qF a)
p = νo exp −
kB T


0


(2.13)

where ± 21 qF a is the direction of probability with the applied field and otherwise. To
increase the free-ion number density, ions must surmount the potential energy barrier in
order to contribute to ionic conductivity.
The other factor that can contribute to the increase in conductivity is increasing the
mobility of the ion. The expression for mobility is related to single-particle diffusivity is

µi =

qi Di
kB T

(2.14)

where Di is the single-particle diffusivity. It is known that diffusion for electrolytes is
the main parameter for an increase in conductivity. The Stokes-Einstein equation for
translational diffusion is

Dtran =

kB T
6πηr

(2.15)

where η is the local friction (viscosity or structural relaxation time), and r is the
hydrodynamic radius of the diffusing ion. Understanding the ion transport over a wide
frequency range provides information about the diffusive (σDC ) and sub-diffusive (σAC )
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motions of ions. These different diffusive processes are described more in detail later in
this chapter. Understanding the factors and fundamentals of ionic conductivity in polymer
electrolytes explains this mechanism. These factors lead to the classical Nernst-Einstein
(NE) equation relating ion diffusion, Di , to conductivity [10, 53, 19], expressed as

σ=

1 X
λ2
1 X
ni qi2 Di =
ni qi2 i
kB T i
kB T i
6τi

(2.16)

where λ is the jump distance of the ion and τ is the conductivity relaxation rate. This
equation will be explored in more detail throughout this dissertation.
2.2.2 Microscopic Picture of Conductivity
One of the most challenging aspects to a complete understanding of macroscopic
conductivity is to relate it to a single-particle motions in the system. When conducting
experiments to gather data about electrical conduction, the only information available
is the sample’s macroscopic conductivity.

The only way to connect macroscopic to

microscopic physical properties is through the means of statistical-mechanics theory
based on statistical methods, probability theory, and the microscopic physical laws.
Employing non-equilibrium statistical mechanics for electrical conduction helps to model
the irreversible process driven by imbalances (e.g., external electrical fields). Green-Kubo
formalized the connection of macroscopic conductivity (σo ) and single-particle diffusion
(D) by the stochastic process [54, 55] shown in
1
σo (ω) =
dV kB T

Z

1
D=
3

Z

∞

hJ̃(0)J̃(t)i exp(−iωt)dt

(2.17)

hṽi (0)ṽi (t)idt

(2.18)

0

and
∞

0

where d is dimensionality, ω is the angular frequency, V is sample volume, while
~ J(t)i
~
hJ(0)
is the current-current correlation function and h~vi (0)~vi (t)i is the single-particle
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velocity autocorrelation function, respectively. Defining the current correlation function
N
X
~
J = q
sgn(qi )~vi where q is the charge of the ion, N is the total number of charge
i=1

carriers in the volume of the sample, and the current–current correlation are connected via:

N
N
X
X
2
~
~
hJ(0)J(t)i = q h [sgn(qi )~vi (0)]
[sgn(qj )~vj (t)]i = N q 2 Hh~vi (0)~vi (t)i
i=1

(2.19)

j=1

where H is the inverse Haven ratio [56, 57]. By combining three equations obtains the
generalized Nernst-Einstein relation of

σo =
where n =

N
V

nq 2
n∗ q 2
D=
Dσ
kB T
kB T

(2.20)

is the charge carriers density, while n∗ = n × H and Dσ = D × H

is the effective number density and diffusivity constant for the charges that contributing
to conductivity.

Examining the equation 2.19, when the ions are not correlated (<

vi (t)vj (0) >= δi=j ), then H = 1, and the NE equation 2.16 is valid. For all other cases,
ion-ion correlations (< vi (t)vj (0) >6= 0) should be taken into account, where H can be
larger than or smaller than 1 [58, 59]. The inverse Haven ratio will be explored more in
detail in Section 2.2.6.
2.2.3 Classical Walden Plot Analysis
The classical Walden plot analysis reveals intrinsic ionic conducting capabilities and
determines the type of classification of the ionic conductor [60, 61, 62, 63]. The discussions
above reveal that molar conductivity is associated with the viscosity of liquids. The
classical Walden rule states that the (apparent) molar conductivity (Λ) of the electrolyte
is inversely proportional to the fluidity (= η1 ) where η is viscosity, expressed as

Λη = constant
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(2.21)

In a practical double–logarithmic scale, the Walden plot presents molar conductivity
versus the inverse of viscosity(η −1 ) or structural relaxation (τs−1 ). Completely coupled
ionic conductors (e.g., dilute aqueous salt solutions) would fit very closely to the "ideal"
Walden line with a slope of one (Figure 2-4). Dilute aqueous salt solutions (e.g., KCL
or LiCl) are used as the ideal line because all ions contribute to conductivity, no ionion correlations, and their diffusion is coupled with the water’s viscosity. The Walden
plot offers a useful classification of ionic conductors by dividing them into two regimes:
superionic and subionic (Figure 2-4). The superionic regime, the ion, diffuses more quickly
compared to the structural relaxation of the polymeric system. When ionic conductor
molar conductivity is below the “ideal” line, it suggests the impedance of ion mobility,
poor ion dissociation, or both. Tracer diffusion [64] and Pulsed Field Gradient NMR
[65] measurements demonstrate that ILs and PolyILs can decouple ionic conductivity
from structural relaxation as it does not obey the classical Walden line or Nernst–Einstein
relations. The decoupling phenomenon can be evaluated further by employing the Walden
Plot analysis.
Using the fractional Walden rule Λη γ = Constant where γ = 1 − α can help describe
the relationship between viscosity and ionic conductivity [63]. In Figure 2-4, Ca-K-NO3
(CKN) ionic conductivity is decoupled three orders of magnitude near Tg [66]. When
ionic transport has a weaker dependence on viscosity, these systems show a smaller slope
than one [67, 3]. On the other hand, Fei Fan et al. have demonstrated the effects of
molecular weight on ionic transport in polymeric systems, concluding that ionic transport
is dependent on molecular weight, where the frustration in packing could contribute to the
strong decoupling of ion conductivity from structural relaxation [68].
2.2.4 Decoupling of Ion Conductivity Phenomenon
An interesting aspect of ion transport in polymer electrolytes is the decoupling
phenomenon, which continues to be a pressing topic. Figure 2-5 shows an illustrated
example of an ionic system with ionic conductivity coupled or decoupled from structural
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Figure 2-4. Illustration of molar conductivity (Λ) vs. the fluidity ( η1 ) for many
diverse ionic conductors. The solid black line represents the “ideal” Walden line
with a slope of 1.0 that divides the graph into two different regimes: superionic
(above the line) and subionic (below the line). Taken from reference [3].
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dynamics. Polymer electrolytes exhibit a clear cross–over from VFT-like temperature
dependence at T > Tg to an Arrhenius–like behavior σo ∝ exp(− ET ) at T < Tg . The
transport mechanism at the cross-over changes where ions diffuse through viscous melt
above Tg and then through a frozen glassy matrix below Tg , respectively.
Ionic systems with ion motion strongly coupled to structural relaxation will exhibit
σo (Tg ) ∼ 10−14 − 10−15 S/cm [69]. Assuming all ions contribute to conductivity, this
definition of coupled ionic systems can be explained using simple estimates where the
ion jump is coupled with structural relaxation, rewriting the Nernst–Einstein equation for
diffusion that the ion jump rate

1
τ

σo =

q 2 nion
q 2 nion d2
D=
kB T
kB T 6τ

(2.22)

where d is the ion jump length. For polymer electrolytes nion will be limited to ∼
1 − 4 × 1021 cm-3 and assuming an ion jump length d ∼ 0.1 − 0.2 nm with rate
1
τ

∼ 10−2 − 10−3 1/s (define structural relaxation rate at Tg ), we estimate the value of

conductivity at Tg to be σo (Tg ) ∼ 10−14 − 10−15 S/cm. Higher conductivity at Tg indicates
that ionic transport is faster compared to segmental dynamics. Paluch et al. reported that
the decoupling phenomenon decreases as an increase of pressure is applied to the PolyIL
system [70]. The increase in pressure will decrease the free volume and packing frustration
in the polymerized matrix.
Analyzing the conductivity at Tg , σ(Tg ) can determine the strength of decoupling.
Angell [71, 72] introduced this concept of decoupling, which is formulated as

R = log(σ(Tg )) + 15

(2.23)

The best ionic conductors can have an R-value order of 13 at Tg [72]. Revisiting the Walden
plot figure finds that the vitreous conductor (AgI)-(AgPO3 ) has a considerably low γ slope,
showing that ionic conductivity has a weaker dependence on viscosity and is decoupled
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Figure 2-5. Ionic conductivity scaled to respective Tg . This illustration shows
the difference between coupling and decoupling. Taken from reference [4].
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with an R-value order ∼ 13 [73, 74]. It would be ideal for polymerized electrolytes to have
this type of ionic conduction behavior at low temperatures.
2.2.5 Anderson-Stuart Model
Understanding the effective potential energy acting on mobile ions from a stable
position to transition state is to understand the difference between activation energies as the
ion migrates through the glass network. The Arrhenius equation 2.2 describes the required
energy needed for the ion to surmount a potential barrier; activation energy is the magnitude
of the potential barrier. The ‘classical’ model of Anderson and Stuart (A-S) showed during
their studies on superionic glasses that the activation energy for ion conduction could be
divided into two parts [75]. They theorized ion conduction requires electrostatic binding
energy for the original site, Eb , and the strain energy, Es needed to move ion from one site
to another, ∆Ea (σ) = Eb + Es . The A-S model is described as

Ea (σ) =

βq1 q2
+ 4πGRD (R1 − RD )2
4πo (R1 + R2 )

(2.24)

where β is ‘Madelung’ constant, G is the shear modulus, RD is the effective radius of the
‘unopened’ doorway, and R1 and q1 the respective charge and ionic radius of the mobile
ion where R2 and q2 are the counter-ions. The parameter β, when multiplied by the energy
contributions of the nearest neighbors, gives the total contribution of all neighbors [75].
Anderson et al. noted that β constant would be less in glass systems than ionic crystal
structures (i.e., less than about 1.6) because of the low-density structures of glasses [75]. In
the above equation, the unknown value of RD has been estimated for all glasses; however,
the value can be determined by considering the diffusion rate of noble gas through the glass
structure [4].
The A-S model illustration for K2 O − SiO2 glass networks (Figure 2-6) shows the
ion as a solid black circle in its potential energy well, surrounded by non-bridging oxygen
(NBO) and bridging oxygen (BO). The ion will need to surmount the energy barrier in
order to conduct, as illustrated. The ‘doorway’ will open for the ion as it pushes the
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Figure 2-6. Illustration of Anderson-Stuart Model
for alkali oxide glass taken from reference [4].
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BO apart, indicated by the black arrows, as it conducts to the other NBO. Oyama et al.
conducted several pressure-dependent measurements for conductivity in order to discern
the strain energy effect. They measured the ionic conductivity under hydrostatic pressure
on silver iodide glasses, concluding that the strain energy was dominant for the silver ions
and that the electrostatic term was dominated for lithium ions [76]. Later, the A-S model
was modified by McElfresh and Howit to suggest a change to the Es term; they included
the jumping distance λ to be a more appropriated parameter [77], shown as

Ea (σ) =

βq1 q2
+ 4πGλ(R1 − RD )2
4πo (R1 + R2 )

(2.25)

2.2.6 Ion-Ion Correlations and Inverse Haven Ratio
The inverse Haven ratio was mentioned in the section on the microscopic picture of
conductivity. In 1952, Fitzgerald accentuate the difference between the estimated sodium
ion transference numbers (Dσ ) and calculated diffusion (D) from electrical conductivity
measurement to be between 0.3 to 0.5 [78]. This discrepancy was perhaps first documented
by Fitzgerald [78] and confirmed by many subsequent works [78, 79]. Fitzgerald concluded
in his letter to the editor looking for explanation for the additional factor contributing to
the passage of electrical current through the investigated glasses [78]. Later, Le Claire
suggested that the ratio of the ionic conductivity calculated from NE equation 2.20 and
from NMR measurements to be called the Haven ratio, HR , where the inverse Haven ratio is
expressed as H = HR−1 . Haven’s pioneering work to understand the discrepancy between
each of the above measurements has led to an understanding of the serial correlation of
ionic jumps [80, 78]. Cooper denoted for crystalline materials with well-specified diffusion
mechanisms, it is now routine to calculate the Haven ratio based on the difference between
the serial correlation of the jumps of lattice atoms and that of ionic defects [81, 79, 78].
Cooper concluded that Haven ratio for a system with a single mobile ion type is the ratio
of the correlations coefficient for the jumps of a single ion to the correlation coefficient for
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the jumps of all ions [82]. Cooper explained the possibility of values of HR greater than 1,
that King and Koros [83] observed is consistent with positive correlation between Ca+ and
O- [82].
The theoretical estimates of H are nontrivial [84, 55] for noncrystalline materials;
however, the amplitude of cross-correlation terms can be calculated experimentally by
combining the result of the self-diffusion coefficients via equation 2.20. The diffusion
coefficient, D, is provided by NMR, and Dσ is estimated via equation 2.20, assuming all
ions contribute to the conductivity. The value of H is a crude approximation for most
conductors, providing information about the ions involved in the diffusion and contributing
transport of the charge in an uncorrelated manner. The cross-correlation terms are not
negligible for moderately or highly concentrated electrolytes, which can be explained by
ion pairs [84] that contribute to the diffusion process but not to conductivity. The concept
of “free” ions in concentrated ionic systems might be conceptually incorrect since several
counter-ions always surround each ion.
During the jump-diffusion of ions in a glass structure, the remaining problem is
understanding the correlational effects of mobile ions [85]. There will be two different
types of ionic diffusion in a many-body perspective: (a) backward correlation of ion which
jumps to its target site, but it is forced back by the repulsive force [86, 87, 88], and (b)
correlation of simultaneous jump of two or more ions [89, 90, 91].
2.2.7 Description of the Conductivity Spectra
In order to understand fundamental ion transport, experimental data from the
conductivity spectrum must be analyzed in detail. Chapter 3 explains the experimental
methods used to obtain this spectrum.

Figure 2-7 shows the typical response of

conducting materials when the dielectric properties are measured. The vertical dashed
lines separate into three different regimes: ac conductivity, dc conductivity, and electrode
polarization. The dc conductivity regime will become independent of the frequency,
widely known as the dc plateau (σDC ). The increase of conductivity σ 0 (ω) at frequencies
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above the dc plateau are attributed to the onset of the so-called “hopping regime” (ac
conductivity regime) [57]. The ions in the hopping regime (a short time scale) will probe
energy landscape of the disordered environment in a sub-diffusive method. Fully diffusive
dynamics are seen at lower frequencies, attributed to the dc plateau [93], before the onset
of electrode polarization. The conductivity relaxation process is the cross-over from the dc
and ac conductivity regimes. This relaxation process occurs when the ion has surmounted
the most substantial energy barrier from the previous section of the ionic transport
mechanism. At lower frequencies, the ions will reach the electrodes and start crowding
and forming an electrical double layer, an effect known as electrode polarization. All
these different regimes will be discussed in this section.
The conductivity spectrum has been fitted with the popular Jonscher expression [94],
described in his seminal paper showing not only ac conductivity, but that the entire dc
and ac conductivity data for all conducting materials can also be fit to empirically derived
equation

σ(ω) = σDC + Aω n

(2.26)

where σDC is the dc conductivity, ω is the angular frequency, and σ(ω) is the total
conductivity without electrode polarization effects. The power law has been adopted as
a universal behavior for all conducting systems; however, this equation has no theoretical
justification and can only be fitted to the real part of the conductivity spectra. On the other
hand, this empirical relation has exploited various properties related to the ion conduction
process, such as hopping frequency of ions, dc conductivity, the average relaxation time of
ions, and so on. The next sections discuss the Random Barrier Model (RBM) and Electrode
Polarization (EP).
2.2.8 Random Barrier Model
One of the unique characteristics of ion conductors for disorder solids is the forceful
dispersion of conductivity.

It is possible to observe constant conductivity (σDC ) at

25

Figure 2-7. Representing a typical response for the dielectric spectra. The red open-stars
shows the imaginary part of ε00 (ν), the blue open circles is the real part of ε0 (ν), and the
black open circles represent the real part of conductivity, σ 0 (ν) versus frequency. The
black dashed vertical lines separate each regime from electrode polarization, dc, and ac
conductivity regimes. Also, the black dashed vertical line marked with ωmax /2π shows the
conductivity relaxation process. The solid black line on the σ 0 (ν) is the Random Barrier
Model fit from equation 2.39. The ∆ε is the dielectric strength, which is between the
solid blue line Havriliak-Negami function fit and the dash black horizontal line is the ε∞ .
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intermediate frequencies, while at high frequencies conductivity behaves as a power law
in the way described in the equation above. An intellectual debate about the nature of
ion conduction took place over 50 years ago when several theories for understanding the
underlying transport mechanism within a glass network were proposed. The works of
Eyring [95] described the transport mechanism as a rate theory where ions are thermally
activated, hopping across energy barriers. Barton, Nakajima, and Namikawa proposed an
empirical relationship [96] that remains valid for most glasses that can be presented in this
unique equation as

σ = ρ∆o ωσ

(2.27)

where ωc =1 /τσ is the maximum in the dielectric loss spectra with the same activation
energy as the dc conductivity [97], ∆ is dielectric loss strength (i.e. ∆ = s − ∞ ),
and ρ is the temperature-independent proportionality constant, ρ ∼ 1. The BNN relation
carries essential information, implying that ac and dc conduction are closely correlated
and must be due to the same mechanism [98], supporting the hopping models. In the
1980s, random walks in systems with spatially randomly varying jump frequencies became
popular [97]. Scher and Lax suggested calculating equation 2.17 in a hopping model by
approximating the spatially inhomogeneous markovian random walk by a homogeneous
nonmarkovian Montroll-Weiss-type continuous time random walk (CTRW) [99, 97].
Single-particle models such as the Random Barrier Model (RBM) are simple and attractive
for understanding the ion transport mechanism from hopping mechanism perspective.
Dyre proposed the RBM to describe conductivity spectra in the crossover region from
dc to ac conductivity [57, 56]. Figure 2-8 illustrates the random energy landscape within
one dimension with all equal minima. The arrows show the two possible jumps the ion
is attempting from the potential energy well. Hopping models assume the quasi-particle
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jumps are thermally activated over an energy barrier, and references to free-energy barriers
[95, 97] are generally written as

Γ = Γo exp

∆F
−
kB T

!
(2.28)

where Γo is the so-called attempt frequency, and the free-energy barrier, ∆F = ∆E−T ∆S,
is composed of entropy barrier ∆S and energy barrier ∆E. The simplest assumption in
modeling a disordered solid is that all free-energy barriers are equally likely [97] since
probability distribution of p(Γ) = p(∆F )(∂∆F/∂Γ) implies

p(Γ) ∝ Γ−1

(2.29)

The sum of the distributions of jump frequencies must be calculated to solve this model
within the CTRW approximations. All jump distances are assumed to be equal when
considering the quasi-particle random walk takes place on a simple cubic lattice [97, 57].
The quasi-particle follows the stochastic “equation of motion” as
X
∂P (s, t)
Γ(s0 → s)P (s0 , t)
= −γs P (s, t) +
∂t
s0

(2.30)

where P (s, t) is the probability of finding a particle at lattice site s at time t, Γ(s0 → s) is
the jump frequency for the particle to jump from site s0 to s (Γ is assumed to be nonzero
P
only when s0 and s are nearest neighbors), and γs = s0 Γ(s0 → s). Assuming all Γ’s
are randomly distributed with some probability distribution p(Γ) in order to simulate a
disorder solid. Approximations are needed when calculating equation 2.17 from p(Γ). The
following derivation of the RBM through the CTRW approximations are briefly discussed.
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Figure 2-8. Illustration of an ion jump within a disordered energy landscape
described by the RBM is shown in one dimension. The potential energy barriers
vary randomly according to the probability distribution. The arrows indicate the
two possible jumps for the ion shown. In an applied external electric field, the
potential is tilted in one direction, and ions will flow. Taken from reference [5].
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Embracing the quantum mechanics notation of bra and ket formalism, equation 2.30 can
be rewritten as
∂
|ϕi = H |ϕi
∂t
where |ϕi =

X

(2.31)

P (s) |si is the state with a probability of P (s) finding the particle at site

s

s. The “Hamiltonian” H is expressed by

H=−

X

γs |si hs| +

X

Γ(s0 → s) |si hs0 |

(2.32)

s,s0

s

The solution for equation 2.31 is |ϕ(t)i = exp(Ht) hϕ(t = 0)|. The Kubo formula
from equation 2.2.2 reduces down by two partial integrations as
nq 2 ω 2
σ(ω) = −
6kB T

Z

∞

hr2 (t)i exp(−iωt)dt

(2.33)

0

where hr2 (t)i is the mean-square displacement of a particle in time t, ω is the angular
frequency, q is the charge and n number density of charges. If all sites are equally populated
in thermal equilibrium and have the same free energy, equation 2.31 in conjunction with
equation 2.33 implies [97]

σ(ω) = −

nq 2 ω 2 1 X
(s − s0 )2 hs| G(iω) |s0 i
6kb T N s,s0

(2.34)

where N is the number of lattice sites and G is the Green’s function operator (G =
1/iω − H) for H. Applying the standard perturbation theory of H = Ho + V where
Ho is the diagonal part and V the off-diagonal part of H [97], one can derive the CTRW
approximation that is expressed as

G = G0 + Go V Go + Go V Go V Go + · · ·
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(2.35)

where Go is the Green’s function for Ho . Assuming that all average products in equation
2.35 are equal to the product averages, i.e., hGi = hGoi+hGo ihV ihGo i+· · · , which implies
the operator identity hGo ihGi−1 + hGo ihV i = 1 [97]. The CTRW approximation for σ(ω)
is obtained by taking the diagonal element of this operator identity [100, 101, 98, 97] is
expressed as
1
=
6σ(ω) + iω

*

1
γ + iω

+
(2.36)

Odagaki and Lax [101, 97] originally derived the above equation where this CTRW
approximation appears as the simplest possible nontrivial mean-field approximation that
is referred to as the Hartee approximation. The distributions of γ’s are estimated to help
solve the random free-energy barrier model (equation 2.29) through CTRW approximation
(equation 2.36). Each γ is a sum of the jump frequencies, p(γ) is a convolution of p(Γ)
with itself a number of times [97]. The results is a complicated function, equal to γ −1
times logarithmic terms where the important term is γ −1 ; therefore, by approximating p(γ)
simply by γ −1 and substituting into equation 2.36 [97] leads to
1
σ(ω) =
6

iω ln(λ)

− iω + 
ln (1 + iω/γmin )/(1 + iω/γmax )

!
(2.37)

where λ = γmax /γmin . The above equation introduced two cutoffs where the high
frequency cutoff should be eliminated, γmax → ∞. The second term in equation 2.37
dominates and for frequencies ω  γmax ; thus, the equation reduces to
"
#
1
iω ln(λ)
σ(ω) =
6 ln(1 + iωτ )
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(2.38)

where τ = γ −1 . From this can be obtain σ(0) = lnλ/6τ and substituted back into equation
2.38 finally gives [102, 97]


iωτ
σ (ω) = σ(0)
ln(1 + iωτ )
∗


(2.39)

where σ(0) is the dc conductivity, and τ the percolation time. The RBM assumes a
non-interacting charge carries performing hopping on a simple cubic lattice. Not only
is coulomb repulsion ignored, but also self-exclusion (i.e., only room for one ion in
each potential energy minimum), which is present in all ion conductors [5]. Having
spatially random varying energy barriers that govern the charge transport in an amorphous
conductor, the charge carrier must overcome a particular “percolation” barrier to exhibit
diffusion.

From this threshold energy barrier, the hopping rate corresponds to the

characteristic frequency, τ , that marks the dc conduction’s onset at lower frequencies.
Diffusion is a process characterized by random motions of atoms and molecules due to
their thermal energy. Adolf Fick first reported the well-known laws governing the transport
of mass through diffusive means [103]. Ficks first law of diffusion relates a diffusive flux,
j, to a concentration gradient, c, given by j = −D(c)∇c where D denotes the diffusion
coefficient, and ∇ is the vector del operator. The second law predicts how diffusion causes
the concentration to change with respect to time,

∂c
∂t

= ∇(D(c)∇c). The problem with

Fick’s second law is that does not provide a direct link to molecular structure of the material
[8].
Einstein and Smoluchowski proposed a microscopic description of diffusion of a
particle that hops, executing random walk [8]; the ion diffusion coefficient can be written
as hr2 i = 6Dτ , where hr2 i represents the mean-square distance displacement by the
diffusants in time τ . The mean-square displacement has been shown in equation 2.33 when
estimating ionic conductivity and can easily show that hr2 i = N hλ2h i, where N is the total
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number of jumps and λ2h denotes the mean jump length. These circumstances easily show
that the Einstein-Smoluchowski relation for a single-particle diffusion can be expressed as

D=

hλ2h i
6τmax

(2.40)

where τmax is the time characterizing jump rate, and can be related to the time of ac to
dc conductivity crossover. The crossover frequency at τmax represents the hopping rate of
the charge carriers performing an elementary step in the diffusion process. When using
the RBM analysis, the τRBM is replaced by the τmax , which is identical to the hopping
rate. Sangoro et al. estimated the jump distance for ionic liquids, using the RBM and
equation 2.29, varying between 0.24 and 0.31 nm [8]. These values are quite large for
a single ionic jump, which raises the question of whether τmax should be identified with
the hopping time. The uncertainty can be due to the shortcoming of this RBM analysis that
shows several failures, and questions remain about whether λh can be considered a hopping
length.
2.2.9 Electrode Polarization
Ions will conduct the opposite of one another in the presence of an external electric
field (Figure 2-9). In contrast, the ions start drifting at low frequencies, leading to either
crowding at the electrodes in small electric fields or electrochemical reactions in the
presence of strong electric fields [104]. The drifting allows the ions to have enough time
to reach the electrodes, thus resulting in an “electrical double layer.” The electrical double
layer causes crowding and reduction in the applied electric field depending on the distance
between the electrodes, properties of the ions, and the electrode’s material. The resulting
phenomenon is widely known as electrode polarization [11, 105, 10]. The build-up of
electrical polarization and the sudden drop in the electric field in the polymer matrix are
reflected in the increase of ac permittivity and decrease of ac conductivity with decreasing
frequency [57, 106].
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Figure 2-9. A schematic is representing the formation of ionic double
layers at the electrode and samples interface. Taken from reference [6].

Figure 2-10. Complex dielectric permittivity ∗ (ν) = 0 (ν) + i00 (ν) and conductivity
σ ∗ (ν) = σ 0 (ν) + σ 00 (ν) of Poly Im TFSi versus frequency ν at a selected temperature
of 313 K. The vertical solid red line indicates conductivity relaxation, τσ . The vertical
blue line represents the onset of electrode polarization (fon ) where the vertical violet
line represents the full development of electrode polarization (fmax ), respectively.
In panel b, the solid brown line with slope of −1 represents the dc conductivity σo
from the imaginary part of permittivity 00 (ν) with respect to frequency. In panel d,
the horizontal solid brown line represents the dc conductivity σo from the real part
of conductivity with respect to frequency. The schematic (above panel a) taken from
reference [7] shows the thickness di of the interfacial region and the bulk region.
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The analysis of the dielectric spectra data encounters many complications in the
electrode polarization phenomenon. Seghei et. al. have shown an quantitative description
of the electrode polarization from the observed scaling laws [7, 107] by taking into
consideration of the mechanism of charge transport at the interface. In Figure 2-10, the
dielectric measurements of σ ∗ (ν) and ∗ (ν) shows the most distinctive features of electrode
polarization that are labelled as fon and fmax . The onset of electrode polarization effects
will start at fon , where 0 (ν) will increase dramatically. At lower frequencies, the full
development of electrode polarization will begin at fmax , where 0 (ν) will develop a plateau
that corresponds to a peak in σ 00 (ν) spectra. In addition, the real part of σ 0 (ν) will decrease
at the same frequency fmax and a peak in 00 (ν) will emerge. By plotting each value of fmin ,
fmax and dc conductivity σo as a function of inverse temperature, one can obtain parallel
Vogel-Fulcher-Tammann-type temperature dependences that implies a simple relation over
many orders of magnitude as [6].

fmax ∼ fmin ∼ σo

(2.41)

There are other parameters that can influence the dielectric measurements in the lowfrequency region. Figure 2-11 shows dependence of each of these parameters on the ion
concentration for NaCl, different electrode material (brass, stainless steel, aluminum) for
MMIM-Me2 PO4 , and changing the distance (L) between electrodes for HIMM-PF6 . In
Figure 2-11a and Figure 2-11b, as the ion concentration increases, the position of fmin and
fmax shifts to higher frequencies. Plotting the fmax and fmin as a function of σo , a scaling
law identical to that given by equation 2.41 is found [6]. The dielectric response in the
low-frequency region has substantial changes when alternating the distance between the
electrodes seen in Figure 2-11c and Figure 2-11d. Decreasing the distance between the
electrodes will shift fmin and fmax to higher frequencies. It has been reported that no scaling
can be found with respect to the distance between the electrodes [6].
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The type of material used for the electrodes can alter the dielectric response in the
low-frequency region. Figure 2-11e and 2-11f demonstrates the changes in the dielectric
response for various of materials while keeping other parameters constant (i.e., area,
applied voltage, length, etc...). Serghei et al. have reported that different types of material
for the electrode used do not exhibit any scaling laws [7].
The measured complex permittivity ∗meas can be calculated by taking into account of
the contributions from the bulk dynamics, ∗b = 0b − i00b and the interface of the investigated
dielectric material ∗i = 0i − i00i [7] as
L
∗meas

=

2di L − 2di
+
∗i
∗b

(2.42)

where L is the distance between the two electrodes, di the thickness of the interfacial
regions. The current density (equation 2.10) is constant between the electrodes where
at the interface there is redistribution of local-field strengths that causes changes in the
conductivity function. Figure 2-10d shows a decrease in the real part of conductivity, σ 0 (ν),
at frequencies lower than fmax which implies an increase in strength of the local electric field
E of the interfacial regions [7].
The scaling laws for electrode polarization can be examined when 00 (interf ace) → 0
by finding the analytical solutions when

∂
00
(σmeas
)
∂w

= 0 and analyzing the resulting formula

for fon and fmax in dependence on σo , L, and di [7] then

fon

σo
1
∼
p0 0
=
o 2π b i

r

2di
L

and

σo 1 2di
fmax ∼
=
o 2π0i L

(2.43)

where 0i and 0b are the real part of the dielectric permittivities of the material at the interface
and in the bulk.
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Figure 2-11. The real σ 0 (ν) and imaginary σ 00 (ν) part of conductivity with
respect to frequency ν. NaCl solution is presented in panel a and b with different
concentrations of charge carriers, respectively. In panel c and d presents different
lengths of the sample cell for HMIM-PF6 . Panel e and f presents MMIM-Me2 PO4
solution with different types of material of the electrodes. Taken from reference [7].
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Serghei et al. reported that the following expression to calculate dc conductivity can
be obtained for a variety of ionic liquids and using only parameters extracted for electrode
polarization

σo = 2πo s

(fon )2
fmax

(2.44)

where s is the static permittivity of the material in the bulk measured at f > fon [7].
When using different materials for electrodes, the equation 2.44 estimates the correct dc
conductivity values compared to the measured dc conductivity even though the different
materials will alter the fon and fmax .
In principle, a careful analysis of the frequency range affected by electrode polarization
should provide details of the diffusion constants of the ions and/or the charged monomers
within the bulk polymer. In the last few decades, there have been numerous studies
[105, 10] estimating the diffusion constant of ions by analyzing the electrode polarization
phenomenon. In the linear response regime, there have been models based on the PoissonNernst-Plank (PNP) formalism, and equations with the boundary condition of the blocking
electrodes led to MacDonald’s model [107]. Other researchers have used this model,
including Trukhan [108, 109], Coelho [110, 111] and, more recently, Klein et al. [105].
Using the MacDonald-Trukhan model to describe ion diffusion can be calculated as

D=

2πνmax L2
32(tan δ)3max

(2.45)

where νmax and tan(δ)max are the frequency, and the amplitude of the electrode
polarization when tan δ is maximum [10, 9]. This model has a couple of assumptions: (a)
equal diffusivity for all ions, and (b) the thickness of the sample L is much greater than the
Debye length.

The MacDonald-Trukhan model describes the diffusion of

low-concentrated electrolyte solution; however, the model fails in highly concentrated
solutions where diffusion calculations are orders of magnitude off from PFG-NMR
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measurements. Not only is the electrode polarization analysis at odds with the PFG-NMR
diffusion measurements [112], but also with Raman spectroscopy [113] and computer
simulations [114, 115]. Yangyang Wang et al. analyzed the free-ion number density and
noticed discrepancies at the high-temperature limit where all ions should be dissociated.
They presented a correction to the diffusivity, expressed as

D̃ = D

no
ntotal

(2.46)

where D̃ is the corrected diffusivity, D original diffusivity from electrode polarization
equation 2.45, no is the number density of ions in the high-temperature limit, and ntotal
is the total ion number density at complete dissociation. Figure 2-12 shows that electrode
polarization for high ion concentration overestimates the diffusivity against the diffusivity
from PFG-NMR.
Electrode polarization analysis overestimates the free-ion diffusivity for high
concentration systems. The corrected diffusivity approach provides reasonable estimates
for a few cases but, as has been noted by Yangyang et al. [10], it fails for most materials,
and there is no substantial theoretical justification for the proposed corrections. Analyzing
and calculating free-ion diffusivity using the electrode polarization approach for highly
concentrated systems should be accompanied by extreme caution.

2.3 Conclusions
The mechanism for the ionic transport of polymer electrolytes is still not wholly
understood although ion motion has been experimentally observed to be coupled to
segmental relaxation for some polymer systems.

When the polymerized electrolyte

approaches Tg , the segmental dynamics will slow down to the point that ionic conductivity
will decrease as well. On the other hand, some polymerized electrolyte systems have shown
that ionic transport can be decoupled from segmental dynamics. Hence, it is possible to
develop a new direction for designing polymer electrolytes that could exceed the industrial
standard for conductivity (10−3 S/cm).
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Figure 2-12. Temperature dependence of diffusivity for ionic liquid [OMIM][TFSI].
The black filled circles represent corrected diffusivity from electrode polarization
analysis. The unfilled black circles are electrode polarization diffusivity analysis. Red
diamonds denoted the diffusivity from PFG–NMR [8, 9]. The half–filled black circles
represent diffusivity from the Nernst–Einstein relation. Taken from reference [10].
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CHAPTER 3
EXPERIMENTAL METHODS
In this chapter, the experimental techniques in this study will be introduced in their
theoretical foundation, including the Broadband Dielectric Spectroscopy, Brillouin
Spectroscopy, and Rheology. Several samples of polymerized ionic liquids were sent to
Hunter College of the City University of New York for pulsed field gradient nuclear
magnetic resonance (PFG-NMR) experimental measurements.

Other experimental

techniques will also be discussed briefly.

3.1 Broadband Dielectric Spectroscopy
Broadband dielectric spectroscopy (BDS) is the most widely used experimental
technique capable of probing the macroscopic molecular dynamics within an extended
range of time scales and temperature ranges. A very small sinusoidal external electric field
is applied to the sample causing a small perturbation of the whole sample to implement
a dielectric measurement. In the presence of this external electric field, the dipoles in
the dielectric material will tend to align with the direction of the electric field where
these dipoles will relax into a new equilibrium state. From this process, one can study
the molecular reorientation process’s ensemble average by measuring the polarization
time dependence due to the external electric field on the sample under investigation.
As with any experimental technique, there are a few drawbacks to the BDS. First,
BDS measurements are not capable of measuring of the dynamics within the system in
microscopic detail. Second, another disadvantage is that highly concentrated ionic systems
can mask the dielectric response of the sample due to the unwanted parasitic effect of
electrode polarization. In this case, in order to measure the structural relaxation process,
it is best to employ other experimental techniques, such as rheology and light scattering
spectroscopy.
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3.1.1 Overview of the Dielectric Spectroscopy
Maxwell equations describe how electromagnetic fields interact with the dielectric
medium as in

∇ · D = ρf

(3.1)

∇·B =0

(3.2)

∇×H =j+

∇×E =−

∂
D
∂t

∂
B,
∂t

(3.3)

(3.4)

where B and E are the magnetic and electric fields, H is the magnetic induction, D is
the electric displacement field, j is the current density, and ρf is the free density of charges
within the dielectric medium [11]. The meaning of the experimental results can be extracted
from Maxwell’s equations and understanding of how the electromagnetic field interacts
with a dielectric medium. In a linear, homogenous, and isotropic dielectric medium that
encompasses all of contributions above, the polarization, P, of the medium is proportional
to the total electric field of the medium, E, such that P = εo χ∗ E, where εo is the
permittivity of vacuum and χ∗ is the electric susceptibility. The electric displacement field,
D = εo E + P , is equal to the sum of the electric field and polarization. Replacing the
polarization within this electrical displacement relation results in the dielectric permittivity
ε∗ of the medium where D = ε∗ εo E, and ε∗ = χ∗ + 1.
~ noted in the previous chapter, Ohm’s law
Using the equation 2.10 (J~ = σ ∗ E)
connected conductivity (σ ∗ ) through the relation of current density and applied electric
field.

Conductivity can be connected from Ohm’s law, the relationship of electrical
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displacement, and permittivity by using equation 3.3 when the applied electric field is
periodic in time E = Eo exp(−iωt). Combining these relations will result in the expression

σ ∗ (ω) = iωo ∗ (ω)

(3.5)

which connects complex conductivity to complex permittivity. By further expanding the
complex conductivity, σ ∗ (ω) = σ 0 (ω) + iσ 00 (ω), in the real and imaginary parts, it becomes
clear that the real part of the conductivity is dependent on the imaginary part of permittivity,
whereas the imaginary part of conductivity is proportional to the real part of permittivity.
Experimental measurements of both complex permittivity and conductivity are presented
throughout this study. Furthermore, although both complex permittivity and conductivity
are not comparable to each other from the spectra, they still represent the dynamical
properties of the investigated material.
Electron, atomic, dipole, ionic, and electrode polarization will occur at their
characteristic frequencies. Electron polarization occurs with neutral atoms around 1015 Hz
when the applied electric field distorts the electron cloud and displaces the nucleus with
respect to the distorted electron cloud. Atomic polarization happens when the neighboring
positive and negative ions “stretch” in response to the applied electric field, and this
occurs around 1012 Hz [11]. Depending on the polarizability of atoms or molecules,
electron and atomic polarization can create induced moments. Dipole relaxation is the
process that describes the rotation and orientation of molecules with induced or permanent
dipoles in the frequency range from MHz and below. This process is also hindered by
thermal motions and the viscosity of the material. Ionic polarization is the translation of
ions when charge carries are presented within the system, which occurs at low
frequencies. Last, electrode polarization occurs when the charge carries are blocked at the
electrodes and is described in detail in Chapter 2.
Dielectric relaxation is a time-dependent process that occurs when the system
approaches a steady state in the applied electric field. Figure 3-1 shows a time-dependent
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polarization response when a step-like electric field is applied. In this case the complex
permittivity, ε∗ (ω) = ε0 (ω) + iε00 (ω), is frequency-dependent, where ε0 (ω) and ε00 (ω) are
the real and imaginary parts. The real part of the complex permittivity, ε0 (ω), describes the
amount of energy stored reversibly in the dielectric medium, and the imaginary part of the
complex permittivity, ε00 (ω), represents the energy dissipated per period from the system.
The dielectric relaxation theory for small electric field strengths (< 106 V m−1 ) is a
special case of linear response theory [11]. In Figure 3-1, the time–dependent permittivity,
ε(t) =

P (t)−P∞
,
E(t)εo

is related to orientational polarization and can be calculated when a step-

like electric field is applied to the dielectric medium. In this study, dielectric measurement
will be under the influence of an applied sinusoidal field where the complex permittivity is
related to the polarization as ε∗ (ω) =

P (ω)
εo E(ω)

+ 1.

In regard to macroscopic samples, these molecules’ stochastic thermal movement will
fluctuate around their mean values [11, 116]. The stationary state of the autocorrelation
function for polarization fluctuations can be defined as
< ∆P (t)∆P (0) >
< ∆P 2 >

Φ(t) =

(3.6)

where ∆P (t) = P (t)− < P > is the stochastic process for the polarization fluctuation at a
certain time t [117]. Connecting these spontaneous polarization fluctuations to the complex
permittivity is expressed as [118]
ε∗ (ω) − ε∞
=
∆ε

Z
0

∞

 d

exp(−iωt) − Φ(t) dt
dt

(3.7)

Using the Fluctuation-Dissipation theorem’s underlying foundation utilizes the response of
the investigated material through a small perturbation (applied electric field) to measure the
equilibrium fluctuations within the same system.

44

Figure 3-1. The time–dependent polarization response when a
step–like external electric field applied to a dielectric medium [2].
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In a simple model of a Debye relaxation case and neglecting inertia effects, the dynamic
processes (fluctuations) within the system will result in a rate of change in polarization,
which is proportional to the magnitude of the polarization as in
1
dP (t)
= − P (t)
dt
τ

(3.8)

where τ is the characteristic time rate. Solving the first-order differential equation above
(P (t)) and plugging the correlation function (equation 3.6) into the integral results in

Φ(t) = A exp
where A is constant.

t
−
τ

!
(3.9)

With the single exponential decay (above equation 3.9), the

autocorrelation function will have a simple representation in terms of complex dielectric
function as

ε∗ (ω) = ε∞ +

∆ε
1 + iωτD

(3.10)

where ∆ε = εs − ε∞ is the dielectric strength and τD is the Debye relaxation time related
to the position of maximal loss [11].
This Debye Model is a simple model for calculating the complex dielectric spectra
of a rotating dipole moment subjected to an applied external electric field. The real
and imaginary parts of this spectrum are shown in Figure 3-2. However, most dielectric
materials do not reveal a “Debye-like” relaxation but will have complicated spectral shapes,
discussed later in this chapter.
3.1.2 Instrumental and Measurement details of Dielectric Spectroscopy
All dielectric measurements are carried out using the Novocontrol Alpha-A Impedance
Analyzer with a voltage amplitude of 0.1 V. This experimental apparatus was used to
measure the dielectric function ε∗ (ω) within the frequency domain of 10−3 to 107 Hz for all
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Figure 3-2. The real and imaginary parts of the dielectric
permittivity corresponding to a Debye Relaxation [11].
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samples during this study. The electrical schematic of the BDS shown in Figure 3-3. The
frequency generator will produce an alternating voltage, U1∗ , across the samples capacitor
that is depicted in the figure with frequency ν =

ω
.
2π

The applied alternating voltage will

cause a current, Is∗ , to flow across the sample capacitor. The current amplitude and phase
values of Is∗ are contingent on the sample’s dielectric properties in the parallel capacitor
configuration.
The reference resistor, R, in series with the sample capacitor converts the samples
current, Is∗ , into a measurable voltage, U2∗ . The dielectric properties of the sample are
determined through the complex impedance, Zs∗ (ω), when comparing U1∗ (ω) and U2∗ (ω)
from the expression

Zs∗ (ω) =

Us∗ (ω)
U1∗ (ω)
=
R(
− 1)
Is∗ (ω)
U2∗ (ω)

(3.11)

From the equation above, complex impedance can be related to the complex parallel
capacitance [11], Cp∗ (ω):

Zs∗ = −

i
ωCp∗ (ω)

(3.12)

where the complex capacitance, Cp∗ (ω) = Co ε∗ (ω), depends on the capacitance of
the empty capacitor (Co ) and the complex dielectric permittivity of the sample. The
capacitance of the empty parallel plate capacitor is determined by the ratio of the electrode
area, Ael , to the length, d, in-between the electrodes [11] is defined as

C o = εo

Ael
d

(3.13)

All test samples were loaded into empty parallel-plate configuration dielectric cell made
of invar and sapphire. The electrode separation between the plates is 47 micro-meters with
an empty geometrical capacitance of 21 pF. As shown in Figure 3-3, the dielectric cell was
placed into the corresponding configuration of the measured circuit and placed inside a
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Figure 3-3. The electrical schematic of the Broadband Dielectric Spectroscopy [11].
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cryostat with a dry nitrogen atmosphere. The Novocontrol Quatro system controlled the
heating and cooling of the regulated nitrogen gas atmosphere. Before any measurements
were performed, the dielectric cell with the loaded sample was equilibrated at 380 K for
at least two hours to prevent water contamination when transferring the sample from the
oven into the dielectric cell. The measurements performed from high to low temperatures.
All samples were equilibrated at least 15 minutes during each temperature step to achieve
thermal stabilization within 0.1 K tolerance. Once reaching the lowest temperature, the
dielectric cell was measured again while heating back to the highest temperature to verify
the experimental data’s reproducibility. If the preliminary results were reproducible, it
would indicate that there was no degradation and contained no significant residual solvent
in the sample.
3.1.3 Analysis of the Dielectric Spectra
This section discusses the methods used to analyze the complex dielectric function,
∗ (ω), with its dependence on the angular frequency ω = 2πν, and temperature. There
are several different types of processes: (a) microscopic fluctuations of molecular dipoles,
(b) the propagation of mobile charge carriers, and (c) accumulation of charges at interfaces
[11].
Figure 3-4 shows the frequency dependence of ∗ (ω). The complex dielectric function,
∗ (ω), in Figure 3-4 for ohmic systems represented by the imaginary part (dashed line),
00 , shows a peak corresponding to the relaxation process. The real part, 0 , displays a
sigmoidal shape with increasing frequency. In the non-ohmic systems in Figure 3-4b,
the imaginary part, 00 , increases due to conduction phenomena with a slope of −1 as the
frequency decreases until the conducting charges reach the electrodes, then the slope will
increase (slope > −1 ) due to electrode polarization effects. The real part of the complex
permittivity, 0 , will increase, as well. But, the pure ohmic system, 0 , is independent of the
frequency compared to the non-ohmic system, 0 , increases with decreasing frequency.
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Figure 3-4. Illustration of the complex permittivity where the real 0 (solid
line) and the imaginary 0 (dashed line) for relaxation process. The graph (a)
represents an ohmic conductivity and graph (b) a non–ohmic conductivity.
In the graph (b) electrode polarization is observed at lower frequencies [11].
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Havriliak and Negami introduced the empirical model function to describe the general
shape of the non-Debye peak, which is generalized from the Debye function. In most cases,
the measured loss peaks can be broadened and have an asymmetrical shape on the highfrequency side. The following expression represents the Havriliak-Negami (HN) function

∗HN (ω) = ∞ +

∆
(1 + (iωτHN )β )γ

(3.14)

where τHN is the HN relaxation time, β, and γ are fractional shape parameters.
The position of the maximal loss will depend on HN relaxation time (τHN ) and
fractional shape parameters (γ and β) according to [11, 119, 120]




−1
1
βγπ
βπ
) β (sin
)β
τα = τHN (sin
2 + 2γ
2 + 2γ

(3.15)

Figure 3-5 shows the HN function by adjusting the β and γ fractional shape parameters
and represents an ohmic system where electrode polarization effects are neglected.
Figure 3-5a shows certain values of shape parameters for HN function fit for and 00 (below)
when γ = 1 with corresponding adjusted β values within the graph. The other Figure 3-5b
represents fit parameters when β = 1 with γ adjusted. Not all systems show a pure Debye
process (Figure 3-2), where the process can be asymmetrical. These shape parameters are
needed to fit experimental data obtained for such systems.
Figure 3-6a presents the real part of conductivity (σ 0 (ω)) with other features, such
as, 0 (ω), 00 (ω), M 0 (ω) and M 00 (ω). The crossing of M 0 (ω) and M 00 (ω) represents the
conductivity relaxation process, which is marked with a vertical dashed line that separates
the dc and ac regimes, as described in the previous chapter. Also, the conductivity spectra in
Figure 3-6a show the σDC plateau with the horizontal solid line. The values of dc (steadystate) conductivity can be taken from this amplitude of the intermediate σDC plateau. In
Figure 3-6d, the conductivity spectra are presented at a few selected temperatures. As
the temperature decreases, both the σDC level and the conductivity relaxation process
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Figure 3-5. Havriliak–Negami function with fixed parameters (a) γ = 1 (b) β = 1
for the complex dielectric permittivity (τHN = 1s, ∆ = 1,∞ = 1) [11].
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(crossover from dc to ac) shifts to lower values, as the overall dynamics slows down. Also,
Figure 3-6d shows the fitting of the RBM of each spectrum using equation 2.39. The results
for σDC obtained from the RBM model fit are practically indistinguishable from the other
values via taking the amplitude at the dc plateau.
The electric modulus is related to the complex dielectric function by M ∗ (ω)ε∗ (ω) = 1
where the complex modulus form defined as [121, 122, 123, 124]

M ∗ (ω) =

1
= M 0 (ω) + iM 00 (ω)
∗ (ω)

(3.16)

The real (M 0 (ω)) and imaginary (M 00 (ω)) part can be defined as

M 0 (ω) =

0 (ω)
0 (ω)2 + 00 (ω)2

and M 00 (ω) =

00 (ω)
0 (ω)2 + 00 (ω)2

(3.17)

The real and imaginary components of M ∗ (ω) can be calculated from 0 (ω) and 00 (ω).
From Figure 3-6c, the temperature dependence of the imaginary part (M 00 (ω)) of the
complex electric modulus is shown with HN function fits. The real part, M 0 (ω), of the
electric modulus values become constant as the frequency increases as shown in Figure 36a. The imaginary part of M 00 (ω) shows the characteristic of the energy loss perturbated
by the applied electric field. As shown in Figure 3-6c, the M 00 (ω) presents a peak which
shifts to lower frequency upon cooling. The imaginary part of electric modulus, M 00 (ω), is
used to characterize the conductivity relaxation process as well. This region where M 00 (ω)
peak appears (τσ =

1
)
2πνmax

represents the transition from the ac to dc conductivity regime.

This type of charge transport within the system suggests a temperature-dependent hopping
type mechanism from the electric modulus formalism.
In analysis of the experimental data, the following equation must be used for the real
and imaginary parts of permittivity because of the influence of electrode polarization [125]
∆ε
ε (ω) = ε∞ +
−i
(1 + (iωτHN )α )β
∗
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+ Aω −γ

(3.18)

Figure 3-6. Dielectric spectra at a few selected temperatures for Poly Im Br 59 Sample.
In graph (a) dielectric spectra for Poly Im Br at 393 K for 0 (ω), 00 (ω), M 0 (ω), M 00 (ω),
and σ 0 (ω). The horizontal solid black line is the dc conductivity plateau for the real
part of complex conductivity, σ 0 (ω). The vertical dashed line indicates the position
of the inflection point for conductivity relaxation. The solid black line with slope of
−1 shows the dc conductivity contributions for the imaginary part of the permittivity,
00 (ω). The other graphs: (b) real part of permittivity 0 (ω) with HN function fits
(equation 3.14 and 3.18) without (dashed black lines) and with (solid red lines) electrode
polarization effects, (c) electric loss modulus M 00 and (d) real part of the complex
conductivity σ 0 (ω) with Random Barrier Model fits (solid red lines) from equation 2.39.
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where σ is the dc conductivity, A represents the amplitude of electrode polarization, and
γ (0 < γ ≤ 1) is related to the slope of the electrode polarization high-frequency tail.
The third term in the above equation accounts for ionic conductivity, and the final term is
electrode polarization or tail of the Maxwell-Wagner polarization [11]. If several relaxation
regions are observed in the available frequency window, several HN functions can be
used to describe and separate the different processes [11]. The equation above was used
throughout this study to obtain the values of the dielectric strength (e.g., Figure 3-6b).

3.2 Brillouin Scattering Spectroscopy
Brillouin light scattering (BLS) is a well-established optical spectroscopic technique
to investigate the elastic properties of matter. This technique is based on inelastic light
scattering, where the incident photons are scattered in the material due to the thermally
driven elementary excitations of the acoustic phonons [126, 127]. There are several
advantages to this experimental technique: samples can be measured at high pressure
and/or high temperature using diamond anvil cells. In addition, the dielectric properties
of the samples will not be associated with measured data, and changes with volume
during temperature changes will not alter light-scattering experiments. The main advantage
of BLS is that it measures very high frequency modulus (GHz), which corresponds to
mechanical properties at a small distance of 100 nm. The most disadvantageous drawback
of this experimental technique is the need for optically transparent samples to be measured.
This is because the scattering efficiency of opaque samples is very low. It should be noted
that Brillouin light scattering is an important measurement in the study of the viscoelastic
properties of the polymer electrolytes in this study.
3.2.1 Overview of Brillouin Light Scattering
The electric field component of light that will be incident onto the sample is expressed
as



~
Ei (~r, t) = Eo n~i exp i(ki~r − ωi t)
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(3.19)

where n~i is the polarization vector, k~i is the propagation wave vector, ~r corresponds to
the position of the sample, ωi is the angular frequency of light, Eo is the amplitude of the
electric field, and t is time. Light scattering is an interaction between the electric field,
Ei (~r, t), of the incident light and the fluctuating dielectric constant of the sample, ε(~r, t)
[128]. The relationship between the dielectric constant of the investigated sample and the
electric field of the scattered light, E~s , is shown as [128]:

Eo
E~s (~r, t) =
~
4π Rε






~
~
~
~ exp i(~q~r − ωi t) n~s (ks × (ks × δε(~r, t) · n~i )) d3 r
exp iks R

ZZZ
V

(3.20)
~
where n~s and ~k are the polarization and propagation vectors of the scattered light, R
is the vector from the scattering volume of the sample V to the point of observation,
and ~q = k~i − k~s is the sectoring vector. From the perspective of classical physics, the
investigated material will change upon the reflection of the incident light due to the threedimensional diffraction grating produced by the periodic density variation. The sound wave
creates periodic density, and the refractive index changes the frequency of the scattered
light, known as Doppler Shift.
In terms of quantum physics, Brillouin light scattering results from the interaction
of the electromagnetic wave and the density wave (photon-phonon scattering). Acoustic
vibrations created by the thermal motions of atoms within the sample lead to the scattering
of incident light by the refractive index fluctuations and density variations. The scattering
is inelastic; the kinetic energy of the incident light is not conserved, which will lead to two
different types of events after Scattering. As illustrated in Figure 3-7, after the incident
light is scattered two results will occur: (a) photon loses energy by creating a phonon
(stokes event) or (b) photon gains energy by absorbing a phonon (anti-stokes event). The
path of the scattered light and frequency will differ from incident light. The magnitude of
the photon frequency shift (ωB , Brillouin Shift) depends on the refractive index (n) of the
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sample, the wavelength of the incident light (λo ), the phase velocity of the acoustic wave,
and the angle between the scattered and incident light. The Brillouin frequency shift leads
to a well-recognized relationship [126]
2n
∆ωB = ± vs sin
λo

 
θ
2

(3.21)

where θ is scattering angle and vs is the velocity of the phonons.
3.2.2 Instrumental and Measurement details of Brillouin Light Scattering
Figure 3-8 illustrates the general instrumental set-up for Brillouin Light Scattering.
This experimental set-up for BLS consists of a light source (laser), a sample on orientation
device, an analyzer (Fabry-Perot Interferometer), and a computer. The emitted light from
the laser device will be parallel to the table with a particular wavelength (λ = 532nm)
and will pass through a polarizer that will set the initial polarization of the light, which
is perpendicular to the plane of the table, known as vertical. Depending on the type of
polarization for the incident light and the use of different combinations of the polarizer and
a polarization rotator, it is possible to obtain the desired polarization onto the sample. With
the beam focused on the sample, the scattered light will be collected by another lens to help
focus the light into the analyzer for the desired polarization.
Figure 3-9 shows the Brillouin spectrum with measured intensity against measured
frequency. The center peak is known as Rayleigh scattering peak, which is the incident
light beam. This spectrum consists of additional peaks around the Rayleigh peak at the
lower and higher frequencies. These additional peaks are caused by the velocities of three
acoustic wave polarizations that are mutually perpendicular to each other, one longitudinal
(compression) mode and two transverse (shear) modes; different types of material will
have different combinations of peaks. The spectra of isotropic solid will consist of two
peak pairs: one longitudinal mode and one shear mode. The spectra of anisotropic solid
will also contain three peak pairs due to different acoustic wave velocities. The spectra
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Figure 3-7. Illustration of the inelastic scattering taken from reference [12].

Figure 3-8. Brillouin Spectroscopy Setup from reference [13].
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Figure 3-9. Brillouin Spectroscopy Spectrum from reference [14].

60

for fluids at high temperatures will only have one peak pair due to the longitudinal waves
because shear modes are not propagating.
Interferometry uses the basic principle of light frequency filtration by utilizing the
interference effect. In Figure 3-10a, two partially transparent mirrors parallel to each other
to establish the interferometer. This interferometer will only allow certain wavelengths
to transmit that will appease the following condition λ = 2 Lp ; where p is the integer and
L is the spacing between the mirrors. The spread of the wavelength for the transmitted
light is defined as ∆λ =

λ2
.
2L

One can measure a certain wavelength of the scattered light

by controlling the distance between the mirrors; suppressing the rest of the transmitted
wavelengths (p + 1)λ, a Tandem Fabry-Perot Interferometer (TFPI) is used for BLS
measurements. There are two interferometers with TFPI where the transmitted wavelength
of light will simultaneously satisfies λ =

2L1
p

and λ =

2L2
.
q

BLS measurement’s frequency

range can cover 375 GHz to 0.2 GHz by changing the interferometer spacing (L) from 0.4
mm to 15 mm. From the chosen λ, one can suppress the transmitted neighbor wavelength
orders around λ shown within Figure 3-10b by having the interferometer distances (L1 and
L2 ) slightly different from each other.
All samples were hot-pressed between sapphire (10 mm diameter) glass with a Teflon
spacer. The samples were placed inside the vacuum oven for 48 hours at set temperature
110 C before BLS measurement. The prepared samples were placed inside the Janis ST100 optical cryostat with a LakeShore 331 temperature controller. The Coherent Verdi G
2W solid-state laser with a wavelength of 532 nm and the optical power set to 100 mW was
used for measurement; the Tandem Fabry-Perot interferometer model TFP–1 analyzer was
used. After placing the sample into the cryostat, the temperature was adjusted at 110 C for
at least an hour. Measurements started above Tg once the transverse peaks were observed.
At a higher temperature, the sample begins to flow like a viscoelastic liquid, and transverse
waves will not be pronounced. Once the transverse peaks were observed, measurements
were taken for each temperature with a step-down increment of 20 K. At each temperature
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Figure 3-10. Illustration (a) of the Tandem Fabry-Perot interferometer
geometry. Graph (b) is the transmitted intensity of two Fabry-Perot (FP)
etalons separately (upper two) and in tandem mode. Taken from reference [15].
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step, the sample was equilibrated for at least 20 minutes before taking any measurements
and, after taking at least four or more measurements above and below Tg , the samples were
measured on the heating cycle to verify the reproducibility of the previous measurements.
3.2.3 Analysis of the Brillouin Spectrum
The intensity of light (I(ν)) in BLS experiments is measured for each desired
temperature spectra; further data treatment is unnecessary since only the peak position
required for data analysis in these experiments. The longitudinal and transverse peaks of
the particular isotropic sample is shown in Figure 3-11 in which Brillouin peaks are fitted
to the damped harmonic oscillator (DHO) function

I(ω) =

ΓB ωB2
Io
π (ω 2 − ωB2 )2 + (ΓB ω)2

(3.22)

where ωB is the shift frequency, and ΓB is the line width derived from fit analysis of
Brillouin peaks. The solid red lines in Figure 3-11 are the DHO fits for this particular
spectra. Obtaining phonon velocity, vs , from the Brillouin shift, ∆ωB is not straightforward
in equation 3.21; using this equation, one needs to know the samples index of refraction
for various temperatures [129].
Figure 3-12 shows that a unique optical design of the scattering geometry is applied
to overcome this problem. It is advantageous to use a particular ‘platelet’ symmetrical
geometry, with parallel optical windows on each side of the sample. In Figure 3-12, one
can see the phonon direction, q, is in the plane of the sample. For the case of an optically

∗
isotropic material, the Snell’s law n sin 2θ reduces to no sin θ2 in equation 3.21 where no
is the index of refraction of air (n = 1) and θ∗ is the predefined external scattering angle
[127, 16]. Therefore, equation 3.21 reduces to
 
√ vs
∆ωB = ± 2
λo

63

(3.23)
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Figure 3-11. Typical Brillouin light scattering spectrum at a selected temperature.
The solid red lines represent the damped harmonic oscillator fits from equation
3.22. The vertical arrows show the shift frequency of each corresponding peak.

Figure 3-12. Schematic diagram of the scattering geometry used in Brillouin
light scattering. The solid line shows the direction of the beam in the sample
from the incident to scattered. α and φ are angles between the incident (i) and
scattered (s) beams. The actual scattering angle is θ; the external scattering angle
is θ∗ , and q is the phonon direction. This diagram was taken from reference [16].
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where the predefined external scattering angle is θ∗ = 90◦ . The main advantage of
this scattering geometry is that the measured velocities are independent of the samples
refractive index, which can change appreciably with temperature, pressure, and phase
transition [16]. Thus, all the parameters are known for equation 3.23, and it is possible to
estimate vs directly from the measured ∆ωB values. After fitting the peaks – longitudinal
and transverse – for each temperature spectra and the estimates of the phonon velocities for
each peak – vL and vs – one can calculate the following elastic properties of the material as

M = ρvL2

and

G = ρvs2

(3.24)

where G is the shear modulus, M is the longitudinal modulus and ρ density of the sample.

3.3 Other Experimental Measurements
3.3.1 Differential Scanning Calorimetry
Differential scanning calorimetry (DSC) allows identification of the investigated
material’s specific heat by measuring the heat flow on the temperature change of the
material. DSC is a useful experimental technique for studying the thermal transitions of
materials, e.g. melting (Tm ), crystallization (Tc ), and glass transition temperature (Tg ).
For each thermal transition, the quantity describes how much heat (Q) is required to
increase the sample temperature by one degree, where ∆T is the temperature change from
∆T = T2 − T1 . During crystallization (melting), the heat flowing out of the sample
changes sharply, and when this occurs the temperature can be determined. Similarly,
when a material is supercooled through the glass transition temperature, Tg , it falls out
of equilibrium, which has a step-like reduction in the heat flow as it is cooled through
Tg , which is shown in Figure 3-13. The following simple illustration demonstrates the
difference between semi-crystalline and amorphous polymers.
A typical DSC measurement uses two aluminum hermetic pans: one pan as the sample,
and the other is always empty as a reference. During the experiment, a different degree of
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Figure 3-13. Typical DSC measurements of (a) amorphous and (b)
semicrystalline polymers. Amorphous and semi-crystalline polymers will
undergo glass transition (Tg ). Furthermore, semi-crystalline polymers will
have other thermal transition–(Tc ) crystallization and (Tm ) melting. However,
the amorphous polymer will not exhibit these other thermal transitions.
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heat is required to keep the sample and reference pan at the same temperature; the
differential is recorded as a function of temperature. In this study. the samples will be
heated and cooled with a constant rate of 5–10 C/min. All measurements were performed
in a nitrogen atmosphere using the Q1000 differential scanning calorimeter from TA
Instruments.
3.3.2 Rheology
The viscoelastic behavior of materials can be assessed through mechanical
measurement. Polymers behave like a viscous liquid or elastic solid depending on the
degree of perturbation time scale in the overall sample; time scales are characterized by
creep, stress, or dynamic mechanical measurements. One of the main advantages of
mechanical measurements compared to those of BDS and BLS is that mechanical
measurements are not affected by electrode polarization or ion conductivity, effects that
can cover the relaxation process of the sample, and one does not need to obtain optical
transparency of the sample.
3.3.2.0 Overview of Mechanical Measurements
Keeping one of the mechanical measurement variables, either strain or stress, constant
will help characterize the time dependence of the system under the small force load.
The system’s viscoelastic response can be investigated under constant stress (shear creep
compliance) or constant strain (shear stress relaxation), depending on the need for the
experiment and variable to be kept constant. Figure 3-14 shows a simple cartoon of parallel
plate geometry, where the sample is placed for measurement. In cases when sinusoidal
stress or strain are applied to the sample, it is possible to measure compliance of the
dynamic shear modulus [93, 17]. In the case of short time perturbations, energy will be
stored and recovered. In this type of behavior, the investigated polymer can release the
deformation, where it behaves like an elastic solid. When perturbation is carried out for an
extended period of time, the polymer under investigation will have enough time to release
this energy, stress/strain, through the dissipation of friction. In the oscillatory test, the
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Figure 3-14. Illustration of the rheology parallel plate geometry showing the placement
of the sample (solid brown object between the plates). The free-body-diagram (FBD)
to the left shows the geometry factors: radius (r), and thickness (h) of the sample. Also,
the FBD shows the dynamics of the rheology drive shaft (connected to the upper plate),
motor angular velocity in radians per second (Ω), and angular motor deflection (θ).
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sample is perturbed with a sinusoidal time-varying strain γ ∗ = γo exp(iωt), which results
in a measurement of dynamic modulus G∗ . The storage modulus G0 reflects the polymer’s
elastic property, and the loss modulus G00 corresponds to the viscous property as
σ(t)
= G0 sin(ωt) + G00 cos(ωt)
γo

(3.25)

where σ(t) is the stress and γo is the strain. The real and imaginary parts of the complex
dynamic modulus are comparable to the complex dielectric function, which provides
another method for direct comparison of relaxation spectra: dielectric and mechanical
measurements.

Mechanical measurements help obtain information on the structural

relaxation to construct the classical Walden plot analysis.
Figure 3-15 illustrates the typical viscoelastic spectrum for a polymer, showing four
different regions of the dynamic modulus G∗ : glassy, transition, rubbery-plateau, and
terminal region. In the glassy area, the storage modulus, G0 , reaches a constant value
(plateau) while the loss modulus, G00 , will continue to decrease in value. When the polymer
is in this region, the motion between the molecule chains is minimal, and the polymer
exhibits behaviors of a rigid solid. The crossing point of the storage and loss modulus
(G0 = G00 ) is the estimation of segmental relaxation time, ωα . The difference between
segmental and conductivity relaxation times (ωα << ωσ ) indicates that the rate of ion
diffusion is faster compared to the structural dynamics of the polymer matrix. In the
transition region, G0 and G00 values are sloping steeply upward, and only the smaller and
the free molecules are still deformable.
The polymer shows a viscoelastic behavior similar to that of a soft solid. The rubbery
plateau region, the storage and loss modulus, shows a fairly constant value. The polymer
behaves like a viscoelastic gel as longer molecules of the polymers form entanglements into
temporary networks. Last, the values of the terminal region, the storage and loss modulus,
decrease at different rates. The storage and loss modulus slopes, expressed as G ∼ ω A ,
where the exponent of A is the slope for double log plot (A = 2 for G0 and A = 1 for G00 ).
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Figure 3-15. Illustration of a typical viscoelastic spectrum for an entangled
polymer system [17] where the solid red curve is storage modulus (G0 ), and the
solid blue curve is the loss modulus (G00 ), respectively. This illustration clearly
shows a transition from glassy state to segmental relaxation, then transitioning
to rubbery state (seen as a plateau), before chain relaxation and polymer flow.
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These curves show the dominance of the viscous portion (G00 > G0 ) where the polymer
behaves like a viscoelastic liquid.
3.3.2.0 Time Temperature Superposition
The time-temperature superposition (TTS) principle is applied to study a polymer’s
properties in a broader frequency range. The rheometer only covers a narrow frequency
range between three to four decades, a frequency range shown in Figure 3-16. If all the
relaxation processes have the same temperature dependence in the probed frequency range,
using the TTS can generate the corresponding master curve, e.g., Figure 3-16. Generally,
the dynamic G0 and G00 are measured at various temperatures. One of these measurements
is taken as a reference temperature (Tr ), and the others are shifted horizontally (aT ) and
vertically (bT ) with the respective shift factor to construct the master curve [130]. The shift
factor aT usually obeys the empirical Williams-Landel-Ferry equation

log(aT ) = −

C1 (T − Tr )
C2 + (T − Tr )

(3.26)

where Tr is the reference temperature chosen, C1 and C2 are empirical constants. Thus, the
TTS allows the mechanical properties to be studied at temperature and times scales beyond
the rheometer’s limited frequency range.
Experiments were performed using the AR2000es rheometer from TA Instruments.
There are two different ways measurements can be carried out using the creep and small
amplitude oscillation shear measurements.
3.3.3 Pulsed Field Gradient Nuclear Magnetic Resonance
Pulsed-field gradient nuclear magnetic resonance (PFG–NMR) measurements were
used to study the diffusion rate of ions in polymer electrolytes. Samples were sent to
Dr. Steve Greenbaum’s research group at Hunter College, City University of New York.
The results helped to disentangle the diffusion rate of the ions, which is explained in detail
in the later chapter 4. There are drawbacks to these measurements. The first and main
drawback, it could only be performed at high temperatures, above Tg . The reason that
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Figure 3-16. Example of polystyrene melt from reference [11].
Shows the illustration of the master frequency dependencies of
the real and imaginary parts of the storage modulus: G0 and G00 .

72

measurements are performed at high temperatures because it can measure only relatively
fast ion diffusion, D > 10−13 m2 /s. Second, during diffusion measurements, the PFGNMR measures the specific isotope of the ion, which is unable to distinguish which ions
are contributing to conductivity if various ions have the same atoms (e.g., hydrogen).
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CHAPTER 4
THE DIRECT LINK BETWEEN CONDUCTIVITY AND
DIFFUSIVITY WITH LIQUIDS AND POLYMER
ELECTROLYTES
This chapter proposes an alternative method to estimate ion diffusivity using only
Broadband Dielectric Spectroscopy data and knowledge of the ion concentration in the
investigated sample. The results are significant to study ion diffusivity for both concentrated
and diluted ionic systems in an extensive temperature range that is not feasible for PFGNMR measurement. This chapter is reproduced in part from “Mechanism of conductivity
relaxation in liquid and polymeric electrolytes: Direct link between conductivity and
diffusivity.” The Journal of Physical Chemistry B [53] and “Fundamental limitations of
ionic conductivity in polymerized ionic liquids.” Macromolecules [19].

4.1 Introduction
Understanding the fundamental mechanisms controlling ionic transport in liquids
and polymeric electrolytes is crucial in designing advanced material for energy-related
technologies.

The traditional and most common assumptions about ionic transport

mechanisms accept the standard model of a strongly coupled ion diffusion to structural
relaxation (viscosity) of liquid electrolytes [131]. It has been proposed that the same
mechanism controls ionic transport in polymer electrolytes with the segmental dynamics
controlling ion diffusion [132, 133]. When the structural relaxation is completely frozen
in superionic glasses and crystals, they still exhibit a rather fast ion diffusion [134, 135].
Polymeric materials, including polymerized ionic liquids (PolyILs), clearly demonstrate
the similar decoupling of ion transport from segmental dynamics [136, 137, 73, 3, 138,
139, 9, 18]. Moreover, it is suggested that the decoupling of ion transport from segmental
dynamics is the most promising way to achieve desired ion conductivity in polymers at
ambient temperatures [140, 9].
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Ion conductivity in electrolytes is often studied by using Broadband Dielectric
Spectroscopy (BDS) that provides accurate measurements in an extremely broad
frequency domain [11].

However, direct measurement of conductivity provides a

convoluted analysis of the number density of ions involved in conductivity and mobility of
ions within the dielectric material. BDS measurements do not allow a direct measurement
of ion diffusivity, which complicates data analysis. The latter, obtained from pulsed-field
gradient nuclear magnetic resonance (PFG–NMR) measurements [141], covers only high
diffusivities [142].
Estimating ion diffusivity within ionic systems has been attempted several times by
analyzing the BDS data alone [57, 143]. To gain information on ion diffusivity, studies
have used the conductivity spectra shape, σ(ν) [8], and Electrode Polarization (EP) effects
[10, 144]; comparing NMR data [9] with analysis of the EP has revealed significant
quantitative disagreement.

Also, analysis of the conductivity spectra requires broad

assumptions about the jump distances for the ion when compared to NMR data [57].
The conductivity relaxation process is a significant contribution in the BDS spectra of
ionic conductors [145, 146, 147]. Dielectric modulus representation is used to analyze the
conductivity relaxation [11], but it is also evident in the permittivity spectra. This relaxation
process mechanism is the subject of debate, and the Random Barrier Model (RBM) is often
used to analyze the conductivity spectra in this frequency-domain [102, 97]. However, in
its original version, it does not reproduce the permittivity relaxation spectra to a significant
degree [139, 66, 148] and only provides estimates of the characteristic frequency of the
process, leaving open the question of its characteristic length scale.
This study analyzed liquid and polymeric electrolytes for ion diffusivity by employing
dielectric spectroscopy combined with PFG-NMR and differential scanning calorimetry
(DSC) measurements. The data allowed analysis of several different model approaches
and demonstrated their deficiencies. The result indicated that a modified model approach
that directly estimates the ion diffusivity from the conductivity relaxation spectra without
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any adjustable parameters would be a productive alternative. This proposed model could
yield an opportunity for direct measurement of ion diffusion in a broad range of diffusivities
based on BDS spectra alone.

4.2 Experimental Details
A classical ionic liquid (IL), and two polymerized ILs were selected for the model
studies shown in Figure 4-1.

The 1-Butyl-3-methylimidazolium bis(triflouro-

methylsulfonyl)imide-(BmimTFSi) with 99% purity was purchased from IoLiTech and
measured as received.

The other two TFSi- -based PolyILs were synthesized in the

laboratory at Oak Ridge National Laboratory.

Each system has the same

imidazolium-based cation and the same TFSi- anion, and the two PolyILs systems differ
in their cationic side groups. The PolyIL system labeled LTg -PolyIL in Figure 4-1 has a
lower Tg compared to that of HTg -PolyIL that shown in Table 4-1. Special attention was
given to the samples during the drying process before any measurements were taken.
Broadband Dielectric Spectroscopy measurements were performed in the frequency
range of 10−2 to 107 Hz using the Alpha-A analyzer from Novocontrol with a 0.1 V voltage
amplitude. Before each measurement the temperature was stabilized within 0.2 K by the
Quattro temperature controller also provided by Novocontrol. The IL was placed between
two brass parallel plates with a separation of L=125 µm using a Teflon spacer ring. The
other two PolyILs were pressed with uniform thin sheets and transferred into spacer-free
sapphire-invar cell [149] with separation between the electrodes of L=47 µm.
During differential scanning calorimetry (DSC) investigations, PolyILs systems were
hermetically sealed in aluminum pans and transferred to the Q1000 analyzer from TA
Instruments.

The glass transition temperature Tg (Table 4-1) was determined at the

midpoint of the endothermic step [150] at a constant heating rate of 10 K/min. There
were no signs of crystallization in the temperature range extending from 200o C down to
temperatures below Tg .
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Figure 4-1. Molecular structure of the systems that were investigated in this work.

Table 4-1. Parameters characterizing each system that was investigated in this work.
material
monomer
LTg − P olyIL
HTg − P olyIL

Tg (K) ρ(g/cm3 )
181
1.43
261
1.48
344
1.61

σ∞ (S/cm) B(K) To (K) ∞ np (nm−3 ) ri (nm) λ(nm)
1.7
895
152
3.4 2.05
0.49
0.24
0.6
1620 199
2.1 1.72
0.52
0.46
1.9
1890 238
5.2 2.42
0.46
0.52
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In order to determine PFG-NMR diffusivity measurements, HTg -PolyIL was smashed
to a rough powder and placed in sealed NMR glass tubes; LTg -PolyIL was initially
dissolved in a small quantity of dried acetone. The solution was then transferred in unsealed
NMR tubes, which were kept overnight in a nitrogen atmosphere in an oven at around 50
o

C to remove most of the solvent. The remaining solvent traces were removed by heating

the samples at 85 o C, under vacuum, for ∼12 hours. The measurements monitoring the
dynamics of fluorine nuclei (hence the diffusion of anions only) were performed on a
7.05 T Varian-S Direct Drive Wide Bore spectrometer equipped with a z-gradient DOTY
Scientific, Inc. probe and using a stimulated-echo PFG sequence [151]. Sixteen field
gradient values were increased linearly from 2 up to 1000 G/cm as needed. Field gradient
pulse durations δ were 1–3 ms, and diffusion delays ∆ were 0.2–0.6 s, as well as gradient
stabilization delays of 1 ms and spoiler gradient pulses of 2 ms at 70 G/cm; sixteen
transients were recorded. The corresponding values for the glass transition temperature Tg
of the monomer (IL) (Table 4-1) and the temperature–dependent self-diffusion coefficients
D were taken from the literature [142, 152].
Room-temperature density ρ was measured using the pycnometer for the two polymeric
systems (Table 4-1).

4.3 Results and Analyses
4.3.1 The DC Conductivity Regime
The conductivity spectra are shown in Figure 4-2 for the monomer and two polymerized
ILs. Dielectric response of both PolyILs is comparable with other ionic conductors,
including ILs [11, 57, 18, 153]. The spectra in Figure 4-2 in all three systems are dominated
at high temperatures by the dc conductivity plateau, followed by a decrease in amplitude
at lower frequencies signaling the onset of electrode polarization effects. As temperature
decreases, the dc level and the frequency marking the crossover to electrode polarization
shift monotonously to lower values as the overall dynamics progressively slow. An upturn
in conductivity values below a specific temperature becomes visible at high frequencies.

78

Figure 4-2. Conductivity spectra of (a) monomer, (b) LTg -PolyIL, and (c)
HTg -PolyIL at few selected temperatures indicated by the corresponding
numbers in Kelvin. Solid black lines are fits to the equation 4.3.
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Further cooling extends this activity to lower and lower frequencies as both EP and DC
regimes shift out from the investigated dynamic range.
The values of dc (or steady-state) conductivity σo can be read as amplitudes of the
intermediate σ 0 (ν) plateaus (Figure 4-2). The σo results for the three ionic conductors are
plotted as functions of inverse temperature (Figure 4-3). Temperature evolution of σo for
the monomer can be expressed in the T-range by Vogel-Fulcher-Tammann (VFT) as

σo = σ∞ exp −

B
T − To


(4.1)

The VFT parameters σ∞ , B, and To obtained from the fits (Figure 4-3) are included in
Table 4-1. Figure 4-3 also demonstrates that the two PolyILs have much lower conductivity
than the ILs. This is caused by the lower segmental mobility in PolyILs that is also reflected
in their higher Tg , as demonstrated by the DSC measurements (Table 4-1). However, the
conductivity in PolyILs exhibits a clear crossover from a VFT-like temperature dependence
at T > Tg to an Arrhenius-like behavior σo ∝ exp(−E/T ) at T < Tg . This crossover
reflects the change in the transport mechanism of the anions, which diffuse through a
viscous melt above Tg , and through a frozen glassy matrix below Tg , respectively. The
value of conductivity at Tg characterizes the degree of decoupling of ion transport from
structural (segmental) dynamics [1]. It should be σo (Tg ) ∼ 10−14 –10−15 S/cm for systems
with ion motion strongly coupled to structural relaxation [69]. In the particular case of the
HTg -PolyIL, a value of σo (Tg ) suggests that the diffusion rate is ∼ 106 –107 faster than the
rate of segmental.
4.3.2 The Ionic Relaxation Regime
The increase in conductivity σ 0 (ν) at frequencies above the dc plateau (Figure 4-2)
generally attributed to the onset of the so-called hopping regime [57]. As clearly revealed
by the time dependence of mean square displacement [154], at short times that correspond
to high frequencies, the particles probe the energy landscape of the disordered environment
in a sub-diffusive manner. Their dynamics become fully diffusive and give rise to the dc
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Figure 4-3. Arrhenius plot of dc conductivity for the three systems considered
in this work. Solid lines are VFT fits (equation 4.1), and dotted lines correspond
to Arrhenius laws. Vertical dashed lines correspond to reciprocal values of
the glass transition temperatures as determined from DSC measurements.

81

conductivity plateau only at longer times (lower frequencies) [93]. The transition between
the two regimes is rather smooth in the conductivity spectra (Figure 4-2, Figure 4-4a).
The response of conducting materials is usually discussed in terms of conductivity spectra
[11], and much less attention paid to the analysis of permittivity data, which may reveal
some spectral features not evident in σ 0 (ν) spectra. For example, Figure 4-4b shows that
the upturn in conductivity corresponds to a relaxation process. In this respect, PolyILs
share high similarities with other amorphous [145, 146] and crystalline ion conductors
[147]. Starting from the highest frequencies of 0 (ν) approaches values that covers all
contributions from electronic and atomic polarization in the optical frequency range is
known as ∞ [11], the decrease in ν leads to a small but significant increase of 0 (ν) before
the latter rises sharply due to electrode polarization. In this intermediate frequency range,
0 (ν) displays a sigmoidal shape resembling the behavior of reorienting dipoles and its
inflection point, indicated by the vertical dashed line in Figure 4-4, occurs at a frequency
in which the conductivity starts to become dispersive (Figure 4-4).
In order to reveal the contribution of this relaxation mode in the dielectric loss spectrum
one may either subtract from the raw ε00 data the conductivity term

σo
,
ωεo

or employ the so-

0

called “conduction-free” approximation [155], ε00 ∼ ( −π
) δε . Applied to our systems
2 δln(ω)
both procedures render similar results (not shown), and we included as crosses in Figure 44c only those obtained with the derivative method. The treated data reveal the presence of
a submerged relaxation peak with characteristic frequency νi or time τi =

1
.
2πνi

The characteristic frequency marking the crossover between the diffusive and the subdiffusive regimes has been used in many publications to estimate the diffusion coefficient
and/or the effective number of carriers in conductive materials. According to the formalism
introduced by Almond and West [156], the crossover frequency represents the hopping (or
jump) rate of the charge carriers performing an elementary step in the diffusion process.
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Figure 4-4. Different representations of the BDS data recorded for HTg –PolyIL at
333K, namely conductivity (a, black circles), dielectric storage (b, black open circles),
dielectric loss (c, black open circles), the tangent of loss angle (d, left axis, black dots),
and modulus loss (d, right axis, green open triangles). In (a), the blue dotted lines are
the calculations based on the RBM using equation 4.2, and the black dashed lines are the
predictions of RBM base on equation 4.3. The red dash lines are in (b) and (c) calculated
using the parameters obtained from the fit based on equation 4.3 with two additional
storage contributions: a power-law accounting for electrode polarization at lowest
frequencies and a constant term for ∞ , the latter being represented in this frame by the
horizontal black dashed line. In panel (c), the crosses are obtained using the derivative
of 0 spectrum (see text for details), revealing the presence of a relaxation peak and the
onset of electrode polarization at frequencies below 100 Hz. The vertical dashed line
in a-d indicated the position of the inflection point displayed by 0 (ν) corresponding
to ν = νi . Similar spectra are obtained for all other studied materials (not shown).
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In the original version of this approach [156], the conductivity spectrum is fitted with
Jonscher’s expression [94]
h
 ν iα
σ 0 (ν) = σo 1 + ∗
ν

(4.2)

where the critical frequency ν ∗ is related to the ion hopping time extracted as τi =

1
.
2πν ∗

Lacking the theoretical foundations for equation 4.2 containing three variables provides an
excellent fit of the dc-ac regime for HTg –PolyIL (black dashed line in Figure 4-4a). The
similar fit quality obtained for LTg –PolyIL and the monomer (not shown).
Chapter section 2.2.8 discussed a theoretical alternative to describe the conductivity
relaxation spectra proposed by the Random Barrier Model (RBM) [102, 97].

RBM

considers non-interacting charge carriers performing hopping on a simple cubic lattice. A
broad distribution of energy barriers governs the charge transport in amorphous conductors,
and the carriers must overcome a specific “percolation” barrier to exhibit random diffusion
[102, 97].

The hopping rate corresponding to this threshold barrier determines the

characteristic frequency marking the onset of dc conduction toward lower frequencies. The
original simplified solution of the RBM model [102] for the complex conductivity derived
from a continuous-time random walk approximation is

∗



σ (ν) = σo

i2πντRBM
ln(1 + i2πντRBM )


(4.3)

with σo the dc conductivity and τRBM the percolation time.
Using two variables, equation 4.3 accurately describes conductivity spectra of the
monomer and two PolyILs (Figure 4-2). The results for σo obtained from the fit are nearly
indistinguishable from the values obtained via the model-independent evaluations of the
amplitude of the dc plateau (Figure 4-3).
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4.3.3 The Electrode Polarization Regime
The blocking effects occurring in the impedance measurements at the interface of the
probing electrode [6] have long been considered to be artifacts. At low frequencies, the
substantial contributions are masked in the conductivity spectra since the reproducibility
depends on the geometric factors of the sample’s electrodes and the amplitude of the
applied electric field and the electrode material [8]. There have been several attempts to
describe the features of electrode polarization [7, 157]; however, only a few [110, 107, 105]
were able to capture and provide the dynamics of the charges in bulk. It has been
demonstrated that the limit of these models is restricted to highly diluted electrolytes [144]
as they fail substantially in providing reasonable diffusivities or an effective number of
charges for materials with high ion concentrations [10]. The MacDonald-Trukhan approach
[10] described in chapter section 2.2.9 found that the diffusivity constant of the charge
carriers in the bulk sample can be related to the distance between the probing electrodes
(L) and the position of frequency (νδ ) and amplitude of tan δ =

ε00
ε0

maximum, as shown by

the black dotted line in Figure 4-4d,

Dδ =

2πνδ L2
3
32tanδmax

(4.4)

The tan δ spectra and this equation can estimate the Dδ for the three systems in the
current study. The electrode polarization model overestimates diffusivity values for both
PolyILs and the IL, which has been discussed in several publications (e.g. [10]).

4.4 Discussions
4.4.1 The Determination of Single-Particle Diffusivity
4.4.1.0 Models of respective regimes
There are various methods for estimating diffusivity from the dielectric spectra. The
most straightforward approach to calculating diffusion constant from the conductivity
measurement is using the Nernst-Einstein relation, equation 2.20. By assuming all mobile
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charges contribute to conductivity, using the values of σo and the calculated number density
of ions to can determine the diffusivity coefficients. The number densities np of anioncation pair estimated through the mass densities and molecular weight for all three systems
are included in Table 4-1. The two PolyILs, the number densities of ions, reflect the number
of anions governing the dc conductivity in this case. The monomer, both species have
similar mobilities; therefore, the total concentration of ion ni will be twice the number of
ion pairs np listed in Table 4-1. Assuming this consideration, the estimated diffusivities
Dσ from equation 2.20 is plotted as filled symbols with Figure 4-5a. The comparison
as open symbols for the diffusion values for TFSi that was measured directly via NMR
is also included. The difference between NMR and BDS datasets does not appear to be
substantial in a logarithmic scale. The estimated diffusivities Dσ are consistently smaller
than the NMR, especially in the case for PolyILs.
Several other models relate the characteristic frequency of the conductivity spectra by
regarding the rate of ionic “jumps” over specific characteristic distance to the ion diffusion.
According to the formalism introduced by Almond and West [156], the diffusion coefficient
DI (labeled as the approach I) estimated by considering the jump lengths to be as large as
the "Pauling’s diameter" dp of ions [158],

DI =

d2p
6τI

(4.5)

Testing predictions of Approach I, the conductivity spectra of each system were fitted
with equation 4.2 to obtain ν ∗ ; PolyILs dp was considered as the diameter of anions, with
the monomer as the average diameter of both ions dp = 0.77 nm (for TFSi dp is 0.87 nm
[159], while BMIM 0.66 nm, according to estimations based on reference [160]), estimates
the DI values using equation 4.5.
This approach undeniably overestimates the diffusivity of all three samples (filled
symbols in Figure 4-5b). By substituting dp with the free jump distance parameter λ;
agreement with the NMR results can be obtained with λ values indicated in Figure 4-5b.
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Figure 4-5. Temperature–dependent self–diffusion coefficients D determined from
NMR experiments (open symbols, crosses) are compared with those estimated from
the various approaches discussed in this work. In panel (a) filled symbols and solid
lines correspond to Dσ and Dδ calculated via equation 2.20 and 4.4, respectively.
In panel b, filled symbols are estimations for DI obtained from equation 4.5 using
dp = 0.77 nm (see text for details). Here dashed lines are predictions of the
approach I using the indicated jump length λ as a free parameter. In panel c, dashed
lines are DII estimations based on equation 4.6 for the indicated jump lengths
λ. In panel d, filled symbols are predictions of approach III based on equation
4.8. For monomer, the solid line is obtained by dividing DIII by a factor of 4.

87

This approach requires adjustable parameters instead of using the ion diameter, which is
the same for each of the two PolyILs. Not only are the values smaller than the diameter of
the migrating ion, but also system dependent.
Sangoro et al. [143] proposed another model where the ionic hopping time can be
considered using the time constant provided by the RBM, τRBM =

1
.
2πνRBM

It has been

demonstrated [143] that this approach (denoted as II in the following) reveals considerable
agreement between measured and estimated diffusivities for various ILs. However, this
agreement only occurs if (a) the “jump” length λ is “comparable to the Pauling diameter,”
and (b) the expression 4.6 is modified to DII =

λ2
.
2τRBM

However, Sangoro et al.

reconsidered the case for the three-dimensional random walk:

DII =

λ2
6τRBM

(4.6)

Directly comparing DII with NMR results for a series of imidazolium-based ILs has an
unexpected result: the larger the ion size, the associated “jump” length λ is larger, too. The
results reported by Sangoro et al. for the “jump” length λ of the ILs varied between 0.24
to 0.31 nm. These values are considered to be quite large for a single ionic jump, which
raises doubts about whether τRBM can be identified with hopping time [57].
The following approach II calculates DII for each system using equation 4.6, with
the corresponding τRBM obtained from the fit of the conductivity spectra and the hopping
length λ as a free parameter to achieve an agreement with the NMR data (Figure 4-5c).
The values for λ are shown in Table 4-1. The value for the monomer for λ is close to 0.2
nm as considered for other ILs [8]. The other two PolyILs, λ values, are too large to be
considered as an elementary jump length (λ values labeled in Figure 4-5c).
A similar analysis illustrates this problem further by using previously-obtained data
of poly(propyleneglycol) (PPG) with relatively low content 11 wt% of LiTFSi salt [10].
Figure 4-6a displays the obtained results for this system and the fits to RBM. This procedure
helps get the temperature-dependent time constants for the ionic relaxation process. Using
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Figure 4-6. Graph (a) is conductivity spectra of 11 wt% LiTFSi in poly(propylene
glycol) (data from reference [3]). The numbers indicate temperatures in Kelvin units.
The red solid lines are fits to equation 4.3. Graph (b) for the same material, the NMR
diffusivities measured for the anions (open triangles) and cations (open star) are compared
with estimates based on approach II (dashed line) and approach III (green dots).
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the estimated time constants and following the considerations of the approach II, a good
agreement with NMR data is obtained (in the commonly investigated temperature range)
for λ = 0.9 nm, which is a value that is obviously cannot be attributed to ion hopping
length.
4.4.1.0 Modified and Improved Diffusion Model for High Concentrated Ion Systems
A naive alternative is to consider that a single ion jump is not equivalent to the
Random Barrier Model’s elementary step length. In a system with high ion concentration,
these ions are trapped in local cages formed by neighboring ions carrying the opposite
charge. The external electric field will induce a dipole moment for the ion-cage system,
dipole which builds up via microscopic displacements, or jumps, of the trapped ion. The
resulting external energy is stored in the polarization process. Hence, permittivity will
exhibit a relaxation profile when the characteristic time is defined by the ion’s escape
from the cage, illustrated in Figure 4-7. In concentrated ionic systems, each ion is
usually surrounded by several counterions (Figure 4-7). For example, atomistically detailed
simulations of a PolyIL revealed that each mobile PF6 ion is surrounded on average by four
imidazolium counterions attached to a polymer [161]. According to the new approach
(will be considered III), each ion performs as many local jumps within the cage until it
can overcome the threshold (percolation) energy barrier and escape from the cage, and
then contribute to dc conductivity. Also, at short times this mobile ion can move inside
this Coulombic cage, thus contributing to the ac conductivity. Therefore, the conductivity
relaxation process can be related to the reorientation of the ion pairs. For PolyILs, the
vast difference between the temperature at which this relaxation process freezes and the
glass transition temperature revealed by DSC demonstrates that this process does not reflect
structural fluctuations, as was previously suggested for aprotic ILs [70].
For a more in-depth insight into the nature of the conductivity relaxation process, let us
analyze its strength ∆ε. A close inspection of Figure 4-4b reveals that ∆ε has a similar
value for both PolyILs and is about twice larger for the monomer. This suggests that
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Figure 4-7. Schematic illustration of the mobile ion (brown
circle) escaping the Coulombic cage formed by the surrounding
counterions (blue circles). λ is the average size of the Coulombic cage.
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the amplitude of the ionic relaxation might reflect the number density of mobile charges.
The strength and the time constant of the relaxation process is generally considered to be
connected with each other via the empirical Barton-Nakajima-Namikawa (BNN) relation
σo τi = pεo ∆ε, with p a proportionality constant close to 1. According to this relation and
assuming p = 1, ∆ε for HTg –PolyIL at 333 K can be estimated using the set of parameters
provided by the fit of the conductivity spectrum to equation 4.3 and is ∆ε ∼ 4.8. This
value matches very well with the experimental observations.
The assumption is that the conductivity relaxation process reflects a dipolar
reorientation of ion pairs, follows the Curie law, and uses the Nernst-Einstein relation for
conductivity; therefore, assuming p = 1, the BNN expression can be rewritten as:
n∗ q 2 τi
nd µ2
=
D
3o kB T
kB T o

(4.7)

with nd the number of dipoles with dipole moment µ. Further considering that each ionic
pair forms a local dipole [162], nd =

n∗
2

and µ = qd, where d is the interionic distance,

equation 4.7 reduces to the well-known relation for isotropic random walk d2 = 6Dτi .
Although based on rough approximations, this simple exercise suggests that the relaxation
of ionic process strength does in fact reflect the effective number of charges performing
conduction and, in addition, that random diffusion establishes at length scales equal or less
than interionic distances.
Therefore, the elementary step for the conductivity relaxation process is the distance
an ion needs to move to break out of the Coulombic cage formed by neighboring ions.
h
i 13
3
This radius ri can be estimated based on the chemistry of each compound as ri = 4πn
p
where np is the number density of charge pairs; the ri values obtained for these systems are
included in Table 4-1. The time scale of ions escaping their cages is the time characteristic
of the ionic relaxation process τi , which can be extracted model-independently from the
position of the inflection point in 0 (ν).
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In this case, the approach III for calculating the ion diffusivity where this expression is
without any adjustable parameters may be expressed as
h
DIII =

3
4πnp

i 23

6τi

(4.8)

The diffusion coefficients calculated via approach III (DIII ) are in good agreement with
NMR results for each of the PolyILs; however, the monomer’s estimates seem to be off by
a factor of ∼ 4 (Figure 4-5d), which can be explained by taking into account that during τi
both anions and cations have similar mobility and explore their surroundings, reducing by
half the distance required for each ion to escape its transient cage. Also, the estimated free
parameters λ is ∼

ri
2

for the IL analyzed (Table 4-1).

Once again, the case or PPG with 11 wt% LiTFSi can be considered for testing the
applicability of the equation 4.8 for systems in which the interionic distances are much
larger than ionic sizes, using np = 2.3 × 1026 m-3 as reported in reference [10] and
estimating ri to be 1 nm, a value that is close to the adjusted λ parameter of approach II
(Figure 4-6b). The DIII values estimated for this polymer electrolyte are added as shown
in Figure 4-6b, and they agree closely with NMR results, indicating that the applicability
of approach III could be extended to both concentrated and semi-dilute electrolytes.

4.5 Conclusion
This chapter describes the role and application of impedance spectroscopy,
calorimetry, and NMR diffusivity in investigating ionic dynamics in two polymerized and
one monomeric ionic liquids, all having the same anions and slightly different cations.
Most important, this analysis ascribes the conductivity relaxation process to the dipolar
reorientation mechanism caused by ions escaping from the cage formed by surrounding
counterions. The modified and improved conductivity relaxation model provides a direct
estimate for ion diffusion from the characteristic frequency of the conductivity relaxation
spectrum and the knowledge of ion concentration without any adjustable parameters. This

93

model offers a simple yet powerful tool for analyzing ion diffusivity in both concentrated
and diluted ionic systems in a vast temperature range not accessible to the NMR
technique.
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CHAPTER 5
FUNDAMENTAL LIMITATION OF IONIC
CONDUCTIVITY IN POLYMERIZED IONIC LIQUIDS
This chapter explores the dielectric response,

mechanical and PFG-NMR

measurements of three polymerized ionic liquids with several different mobile ions. These
systems are studied systemically with the modified and improved diffusion model found in
chapter 4. This chapter explores in detail the limits of coupled ion dynamics systems with
segmental dynamics of the polymer. Additionally, this chapter examines the decoupling of
ionic mobility from segmental dynamics at the glass transition temperature. A qualitative
description is proposed for the activation energy of ion diffusion below the glass transition
temperature.

The results demonstrate two critical mechanisms controlling ionic

conduction. This chapter is reproduced in part from "Fundamental limitations of ionic
conductivity in polymerized ionic liquids." Macromolecules [19].

5.1 Introduction
Solid polymer electrolytes are one of the most promising materials for the next
generation of batteries [163, 164, 165]. Replacing traditional liquid electrolytes with solid
polymer electrolytes will significantly improve battery performance and safety [163, 166,
167, 168]. However, low ionic conductivity in polymer electrolytes at ambient temperature
remains the major obstacle to their widespread application [163, 164, 169, 170, 171, 172].
Thus, understanding the fundamental parameters controlling ionic conductivity is critical in
the development of solid polymer electrolytes. Polymerized ionic liquids (PolyILs) present
a subclass of polymer electrolytes, where one ion remains mobile while the counter-ions
are attached to the polymer chain. As a result, they are essentially single-ion conductors,
which is beneficial for many applications. PolyILs are good model systems for the analysis
of mechanisms controlling ionic conductivity in polymers.
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A classical description of polymer electrolytes relates ion mobility to polymer
segmental mobility [132, 71]. Thus, one of the traditional ways of enhancing ionic
conductivity is to design polymer electrolytes with a lower glass transition temperature,
Tg . Decreasing Tg leads to faster segmental mobility and higher ionic conductivity at
ambient conditions. Recent studies [173, 174] have revealed that PolyIL Tg depends on
chain rigidity, dielectric constant, and the volume of a structural unit Vm (monomer +
mobile ion) [175]. In particular, an increase in the dielectric constant leads to a screening
of electrostatic interactions, resulting in faster polymer segmental mobility (lower Tg ).
This analysis, however, suggested that it would be difficult, if not impossible, to design a
PolyIL with Tg below 200 K [173], providing a clear limit for decreasing the Tg of
PolyILs, and Tg ∼ 200 K is not sufficient to reach the required segmental mobility at
ambient conditions.
It has been demonstrated in many polymers [176, 177, 9], particularly in PolyILs
[178, 138], that ionic conductivity can be decoupled from segmental dynamics, and this
decoupling degree can easily reach 4–7 orders of magnitude [178]. Decoupling ionic
conductivity can enable an alternative way to enhance ionic conductivity in PolyILs.
However, doing so requires a detailed fundamental understanding of microscopic
parameters controlling ion conductivity and decoupling from segmental relaxation in
polymers.
The research presented here analyzed ionic conductivity in several PolyILs with
different chemical structures and different sizes of mobile ions to unravel these details.
Broadband dielectric spectroscopy (BDS), pulsed field gradient nuclear magnetic
resonance (PFG-NMR), and the recently developed model of conductivity relaxation [53]
described in 4.4.1 allowed analysis of ion diffusion in PolyILs.

Analysis of ionic

conductivity in glassy PolyILs (below Tg ) revealed two competing mechanisms
characterizing decoupled ion transport in frozen polymer structure: (a) Coulombic
interactions that dominate only at very small ion size (e.g., for Li), and (b) elastic force
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that increases with the increase in the ion size but can be weakened by frustration in chain
packing (free volume).

The analysis provides a clear suggestion for enhancing the

conductivity of small ions (e.g., Li and Na) in PolyILs: design a polymer with high
dielectric constant, which will enhance segmental dynamics and reduce Tg but will also
enhance the decoupling of small ions mobility from segmental dynamics.

5.2 Experimental Details
The current study used three polymerized ionic liquids with several different mobile
ions, the chemical structures of which are presented in Figure 5-1. All the polymers were
synthesized, and a detailed description of their synthesis and characterization has been
previously described [173]. X–ray scattering studies of these PolyILs, which will appear
in a subsequent publication, revealed their amorphous structure, supporting the findings of
multiple earlier studies of similar polymers [179, 180]. Special care was taken to remove
solvents and, particularly water, from the samples before any measurements were taken;
these procedures have been described previously [173]. The mass density of the samples
was measured at room temperature using the pycnometer and was also described in earlier
work [173]. A critical parameter in current study is the mobile ion size; there are several
computational approaches to calculate the sizes of ions in ionic liquids [159, 181, 182]. The
sizes were selected in order to compare current data with that reported in earlier research,
as shown in Table 5-1 [181, 182].
5.2.1 Dielectric Measurement
Dielectric spectra were measured in the frequency range of 10−1 –107 Hz using a
Novocontrol system, which includes an Alpha-A impedance analyzer. The polyEtVIm
and polyEGVIm samples were measured using a parallel-plate configuration dielectric cell
made of invar and sapphire. The separation between the electrodes was 47 µm, which
yielded a geometrical capacitance of 21 pF. The samples were placed inside the cryostat
with a dry nitrogen atmosphere (Novocontrol Quattro system) and equilibrated at 380 K for
at least 2 hours before any measurements. The measurements were performed from high
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Figure 5-1. Chemical structure of the analyzed PolyILs with mobile ions.

Table 5-1. Parameters characterizing the systems investigated in this work.
cation
Li+
K+
Cs+
PolyEtVIm
PolyEGVIm
PolyEGVIm
PolyEGVIm

anion
PolySTF
PolySTF
PolySTF
T F SI −
Br−
P F6−
T F SI −

ri [nm]
0.073
0.152
0.181
0.327
0.182
0.254
0.327

ρ[g/cm3 ]
1.60
1.78
2.33
1.61
1.52
1.48
1.53

M [g/mol] n[nm−3 ]
320.94
2.99
353.1
3.02
446.9
3.13
403.15
2.40
320.9
2.84
385.97
2.30
521.15
1.76
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Tg (DSC)[K] Eσ [kJ/mol] Eτ [kJ/mol]
507
155
155
500
105
103
470
85
81
344
110
104
348
90
83
296
120
110
261
130
120

to low temperatures; the polySTF samples were measured using a stainless-steel capacitor
with separation between electrodes of 0.1 mm provided by fused silica fibers. All polySTF
samples were equilibrated at T = Tg + 20 K for at least 45 min before any measurements.
Also, in this study the dielectric spectra were recorded during the cooling of the sample.
All the samples were equilibrated for at least 15 min to achieve thermal stabilization within
0.1 K after each temperature step. After reaching the lowest temperature, the samples were
measured at several temperatures by heating back to the highest temperatures to verify the
reproducibility of the data. The experimental results for all the samples were reproducible,
indicating that they did not degrade and contained no significant residual solvent. The
polySTF samples were also dried at 393 K for at least 48 hours under vacuum conditions
preceding measurement. The dielectric spectra were normalized to have the high-frequency
dielectric constant ∞ ≈ 3 in order to perform detailed quantitative analysis of conductivity
values.
5.2.2 Calorimetric Measurement
The glass transition temperature of the PolyILs was measured using the TA Instruments
Q1000. Heating and cooling cycles were performed with a rate of 10 K/min and repeated
three times to verify reproducibility; Tg was estimated as the mid-step of the transition in
the heat flow on the cooling cycle. No signs of crystallization appeared in the temperature
range from 473 K down to temperatures well below Tg . Also, the first indications of
irreversible degradations occurred for temperatures well beyond the range of this study.
Additional details were published previously [173].
5.2.3 PFG-NMR Measurement
Pulsed–field gradient NMR (PFG–NMR) was used to measure the diffusion of fluorine
nuclei (PF6 and TFSi anions) at high temperatures. For the diffusivity measurements of
PolyEtVIm, samples were smashed to a rough powder and placed in sealed NMR glass
tubes. PolyEGVIm samples were initially dissolved in a small quantity of dried acetone.
The solution was then transferred in unsealed NMR tubes, which were placed overnight
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under a nitrogen atmosphere in an oven at around 50 C to remove most of the solvent.
The remaining solvent traces were finally removed by heating the samples at 85 C, under
vacuum, for ∼ 12 hours. The measurements monitoring the dynamics of fluorine nuclei
(hence the diffusion of anions only) were performed on a 7.05 T Varian–S direct–drive
wide–bore spectrometer equipped with a z–gradient DOTY Scientific, Inc., probe and using
a stimulated–echo PFG sequence. Sixteen field gradient values that linearly increased from
2 up to 1000 G/cm as needed were used. Field gradient pulse durations δ were 1–3 ms,
and diffusion delays ∆ were 0.2–0.6 s. Gradient stabilization delays of 1 ms and spoiler
gradient pulses of 2 ms at 70 G/cm were used. Sixteen transients for each set were recorded.

5.3 Results
Examples of measured BDS spectra for selected PolyILs are presented in Figure 52. Details of conductivity and conductivity relaxation processes in studied PolyILs were
revealed by employing several representations of the dielectric spectra, such as real part
of conductivity σo0 (ν) (Figure 5-2a), imaginary part of electric loss modulus M 00 (ν)
(Figure 5-2b), and real 0 (ν) and imaginary 00 (ν) parts of the permittivity spectra (Figure 52c and d, respectively). Conductivity spectra (Figure 5-2a) show three regimes: (a)
the power–law behavior at high frequency represents the ac conductivity when ions are
moving in a confined space; (b) the frequency–independent plateau corresponding to the
dc conductivity, σo , when ions start their drift, appears in the intermediate frequency range;
and (c) the drop at lower frequency as it corresponds to the electrode polarization effect
when ions reach electrodes and cannot drift any longer. Changes of the σ 0 (ν) spectra with
temperature (Figure 5-2a) reflect a slowing down of ion dynamics and decrease of σo (T )
upon cooling. The dc conductivity can be obtained directly from the dc plateau value,
and the results for all materials are shown in Figure 5-3. The complex electrical modulus
M ∗ (ν) = M 0 (ν) + iM 00 (ν) is another presentation of the dielectric response. The peak in
the imaginary part of the M 00 (ν) (Figure 5-2b) and the characteristic step in the real part
of the dielectric permittivity spectra (Figure 5-2c) represent the conductivity relaxation
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ascribed to ionic rearrangements within the polymer matrix [53], which roughly coincides
with the frequency of the crossover from the ac to dc regime in the conductivity spectra
(Figure 5-2a). The conductivity relaxation process is not visible in 00 (ν) spectra because
it is obscured by the dc conductivity dominating the 00 (ν) spectra at these frequencies
(Figure 5-2d). The conductivity relaxation time, τσ , can be estimated from the M 00 (ν)
maximum peak and is inversely proportional to σo , τσ =

o s
σo

[11].

The conductivity spectra can be described using the random barrier model (RBM)
that has been described in chapter section 2.2.8 and chapter 4 [102, 183]. Equation 4.3
describes the conductivity spectra very well with two free fit parameters, τRBM , and σo
(Figure 5-2a). Moreover, it also accurately describes the conductivity relaxation process
in the permittivity spectra (e.g., Figure 5-2d). However, the high–frequency permittivity
plateau, ∞ , unrelated to ion dynamics, must also be taken into account. The τRBM obtained
from the RBM fit of conductivity spectra is approximately the same as the conductivity
relaxation time estimated from the M 00 (ν) maximum, τRBM ≈ τσ , while the value of the
RBM parameter σo is consistent with the value of dc conductivity taken directly from the
plateau level.
The permittivity spectra were independently analyzed using the Havriliak-Negami
(HN) function (Figure 5-2c) describing the conductivity relaxation process, dc conductivity,
and electrode polarization (EP) contributions as

∗ (ω) = ∞ +

∆
α β

[1 + (iωτHN ) ]

−i

σo
+ Aω −γ
o ω

(5.1)

where ∆ is the amplitude of the dielectric strength, τHN , is the characteristic relaxation
time, α, and β are the shape parameters, γ is the electrode polarization slope, and A is the
amplitude.
The temperature dependence of the dc conductivity (Figure 5-3a) shows a crossover
from a Vogel–Fulcher–Tammann (VFT) behavior above the glass transition temperature Tg
to an Arrhenius-like behavior at T < Tg . This crossover has been reported for many ionic
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Figure 5-2. Dielectric spectra of PolySTF-Li(+) sample at a few selected
temperatures: (a) real part of complex conductivity, (b) electric loss modulus
M 00 , and (c) real and (d) imaginary parts of permittivity. The symbols are
experimental data, and the lines in (a) and (d) are fits to the random barrier
model (RBM) predictions (equation 4.3), and the lines in (c) are fits to
a Havriliak–Negami function plus electrode polarization (equation 5.1).
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Figure 5-3. Arrhenius plots of dc conductivity (a) and conductivity relaxation
time (b) of all PolyIL systems as a function of 1000/T: polyEGVIm-TFSI
(black squares); polyEGVIm-PF6 (filled red circles); polyEGVIm-Br (open
circles); polyEtVIm-TFSI (filled blue trianlges); polySTF-Li (open triangles);
polySTF-K (filled stars); polySTF-Cs (open stars). Graphs (c) and (d)
present the same data vs TTg . The vertical dashed line in (c) and (d) marks
Tg estimated from DSC. The error bars are on the order of the symbol size.
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systems [184, 185]. Scaling the temperature dependence of conductivity by Tg (Figure 53c), where polymer segmental dynamics can be defined as a comparable relaxation time for
all polymers, τα ∼ 102 –103 s, reveals significant difference in the value of conductivity at
Tg , σo (Tg ). The crossover from VFT-like behavior to Arrhenius–like behavior at T ∼ Tg is
obvious in the temperature dependence of the conductivity relaxation time obtained from
the RBM fits (Figure 5-3b and d). All of the data reveals the rate of ion rearrangements
at Tg differs strongly between the studied PolyILs (Figure 5-3d). This emphasizes strong
variation in the decoupling of ion mobility and segmental dynamics (the latter has the same
rate at Tg ) among those PolyILs. Decoupling reaches more than 10 orders of magnitude in
some cases (Figure 5-3d) examined for this study.

5.4 Discussion
5.4.1 Limits for coupled ion dynamics: requirements for high rate of segmental
dynamics
The classical Nernst-Einstein equation described in chapter section 2.2.1 relates ion
conductivity to the ions diffusion

σ=

1 X
λ2
1 X
ni qi2 Di =
ni qi2 i
kB T i
kB T i
6τi

(5.2)

where D is the diffusion of the ion, ni and qi are the concentration and charge of the free
ions, λi is the jump distance, and

1
τi

is the jump rate. Knowing the usual parameters within

polymer electrolytes, it is possible to estimate the required jump rate of free ions at room
temperature, which will help to explain the parameters that need to be adjusted to achieve
the desired conductivity of ∼ 10−3 S/cm assuming that the free ion concentration is within
n ∼ 1–3 nm-3 and jump length λ ∼ 0.1–0.2 nm. Applying these numbers to equation 5.2, it
is possible to estimate the required jump rate to achieve ∼ 10−3 S/cm at room temperature.
The estimated jump rate is

1
τi

∼ (0.2–2.5)×1010 s-1 , which is considered extremely high for

polymers, and no polymer can reach these rates with ions in the matrix at present.
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This is a classical view and based on the assumption that local friction (η or τα ) controls
the diffusion of the ions. As explained in chapter 2 (Figure 2-4), the Walden Plot analysis
helps to reveal and classify intrinsic ionic conduction capabilities. The “ideal” Walden
line with a slope of 1 represents a diluted system, LiCl, where diffusion is controlled by
structural relaxation, and all ions contribute to conductivity.
Other studies [186, 150, 9, 187] have reported that the analysis of poly(ethylene oxide)
(PEO) and poly(propylene glycol) (PPG) follows the ideal line on the Walden plot. In
addition, these systems exhibit a strong coupling of ion diffusion to segmental dynamics,
as well as robust ion dissociation. PEO and PPG have a strong coupling of ion transport
to structural dynamics where lithium-ions are coordinated with several oxygens of the
backbone, and only local segmental dynamics will control the lithium diffusion, which
illustrates the concept that ion diffusion is controlled by local segmental dynamics and
not the global dynamics of the polymer. There have been significant efforts to synthesize
polymerized electrolytes with a low glass transition temperature. To achieve the segmental
relaxation dynamics, poly(dimethylsiloxane) (PDMS) and 1,4–polybutadiene (PB) have a
very low Tg that can possibly reach the rate of segmental dynamics at ambient temperature
(i.e. PDMS Tg ∼ 150 K and PB Tg ∼ 178 K) [188]. With these low Tg , it will be possible
to achieve the segmental relaxation needed for the desired conductivity. Although these
polymers cannot dissolve salts, the addition of salts will increase the Tg and introduce
coulombic interactions that also slow down segmental dynamics.
5.4.2 Decoupling of Ionic Mobility from Segmental Dynamics at Tg
In turning to the discussion of the decoupling of ionic conductivity from segmental
dynamics, the strength of the decoupling can be analyzed in terms of the conductivity at
Tg , σ(Tg ) (Figure 5-3c). In highly concentrated ionic systems with ion motions strongly
coupled to structural (segmental for polymers) dynamics, the conductivity at Tg is expected
to be σ(Tg ) ∼ 10−14 − 10−15 S/cm [69]. Several studies [189, 190, 191] introduced the
decoupling coefficient defined as R = log(σ(Tg )) + 15 described in chapter section 2.2.4.
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This definition was explained fully in detail using simple estimates of the conductivity in
ideal ionic systems, where all ions contribute to the conductivity, and the ion rate jump is
coupled to the rate of the structural relaxation.
Higher conductivity at Tg indicates that ionic motion is faster than segmental dynamics,
hence the difference in some PolyILs studied here that exceeds 10 orders of magnitude
(Figure 5-3c). This finding is consistent with the shorter conductivity relaxation time in
comparison to segmental relaxation time that should be τα ∼ 102 − 103 s at Tg . The
difference in the characteristic time scales of ionic and segmental dynamics again exceeds
10 orders of magnitude for some of the PolyILs (Figure 5-3d), demonstrating an extremely
strong decoupling of ion mobility from segmental dynamics in these polymers.
Further illustrating the decoupling phenomenon, Figure 5-4a and Figure 5-4b shows
the BDS (solid blue circles) and rheology measurements (solid red circles) of some of
the samples as a function of inverse temperature. The rheology measurements are useful
in studying the structural dynamics of the polymer matrix. Figure 5-4a and Figure 54b displays the separation of the structural dynamics (solid red circles) with conductivity
relaxation dynamics by several orders of magnitude. The degree of decoupling can be
analyzed by fitting the linear slope of the results within the Walden Plot (Figure 5-4c).
Since the slope of the systems is less than one, they demonstrate a weaker dependence on
the change of structural dynamics. To achieve the desired goal of conductivity 10−3 S/cm,
the ion transport mechanism must be decoupled from structural dynamics.
5.4.3 Activation Energy for Ion Diffusion below Tg: Role of Electrostatic interactions
and elastic forces
When ion motions are many orders faster than the segmental dynamics, ion diffusion
can be analyzed using a solid-state approach because ion jumps occur essentially in a frozen
segmental environment. Figure 5-5 shows the estimated ion diffusion constants using
equation 4.8 from the previous chapter. Comparison of the estimated diffusion coefficient
of the mobile ions using equation 4.8 with the data from the PFG-NMR measurements
(Figure 5-5a) shows a very good quantitative agreement. Greater insight into the parameters
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Figure 5-4. The three graphs represent: (a) PolyEGVim PF6 conductivity relaxation time
as a function of 1000/T, (b) PolyEtVim TFSi conductivity relaxation time as a function
fo 1000/T and (c) the Walden plot of each of the system including PolyEtVim TFSi.
In graph (a) and (b) shows a vertical dashed line that represents Tg for those samples.
The gray dashed line (graph (c)) represents the “ideal” Walden line with a slope of 1.0.

Figure 5-5. (a) Diffusion coefficients of mobile ions in polyEGVIm–TFSi (black
squares), polyEGVIm–PF6 (red circles), and polyEtVIm–TFSi (blue triangles) from
PFG NMR measurements (open symbols) and from the conductivity relaxation
(filled symbols). (b) Diffusion coefficients of mobile ions for all studied here
PolyILs using the conductivity relaxation: polyEGVIm–TFSi (black squares),
polyEGVIm–PF6 (filled red circles), polyEGVIm–Br (open circles), polyEtVIm–TFSi
(filled blue triangles), polySTF–Li (open triangles), polySTF–K (filled stars),
and polySTF–Cs (open stars). The error bars are on the order of the symbol size.
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controlling the ion diffusion in these conditions can be obtained by analyzing the activation
energy for conductivity relaxation time in the glassy state, i.e., at T < Tg . According to
the RBM equation 4.3, ion diffusion is inversely proportional to τRBM ∼ τσ , disregarding
minor changes in the Coulombic cage size λ caused by density changes with temperature.
Fitting the temperature dependence of τσ (T ) at T < Tg to an Arrhenius behavior (Figure 5

3d), τσ = τo exp kEBτT allows an estimation of the activation energy for the ion diffusion in
all PolyILs examined in this study (Table 5-1). In addition, fitting the dc conductivity below


σ
Tg by an Arrhenius dependence, σ0 ≈ exp −E
, ensured consistency. The estimated
kB T
activation energy of conductivity below Tg , Eσ , is slightly higher than Eτ in all the PolyILs
(Table 5-1).
Data from previous studies [18, 192] for the activation energy of ion mobility in PolyILs
below Tg (Figure 5-6). Analysis of Eτ as a function of the mobile ion radius, Rion , reveals
non-monotonous dependence with a clear minimum (Figure 5-6). Similar non-monotonous
behavior has been observed in recent coarse-grained simulations of PolyILs, in which case
the mobile ion diffusion as a function of Rion revealed a maximum [174]. The observed
non-monotonous behavior (Figure 5-6) can be explained by a competition between (a)
Coulombic interaction that decreases with an increase of ion radius and dominates at very
small Rion and (b) elastic force that increases with the ion size and dominates at larger Rion .
This study proposes a simple model to describe the observed dependence of activation
energy of mobile ion diffusion on ion size (Figure 5-6). Assuming that Eτ comprises a sum
of electrostatic energy for the separation of two chargers and elastic energy that is based on
the Shoving model of the glass transition [193]. The Shoving model considers a structural
unit’s motion in a frozen environment and suggests that the activation energy for molecular
motion controlled by thermal fluctuations creates a local volume increase. In that case,
Eel ≈ G∞ V , where G∞ is the high-frequency shear modulus, and V is comparable to the
volume of the moving molecule. In addition, it is reasonable to assume the polymer has

108

free volume (due to frustration in chain packing) where the ion does not need the entire
volume V.
However, it is necessary for only a part of the ion’s volume V to be involved in the
deformation to move the ion because another part is provided by the free volume might
locally soften the shear modulus. Thus, Eel = αG∞ Vion , where Vion =

3
4πRion
3

(the volume

of the mobile ion) and α is a constant for a given polymer with values α < 1. The total
activation energy, in this case, can be written as

Eσ (T < Tg ) =

q2
+ αG∞ Vion
4πo R

(5.3)

where q is the ion charge and R, is the distance between the ion and a counter-ion, which
we assume to be R ∼ 2Rion . It is important to emphasize that representing a large ion such
as TFSi by a point-like charge (equation 5.3) is a very crude approximation. However,
this simplistic model aims to reveal the role of various contributions on a qualitative
level and rather than provide accurate quantitative analysis. Nevertheless, this simple
model provides serviceable description of the experimental results (Figure 5-6) assuming
a dielectric constant  ∼ 6 [194], and a shear modulus parameter αG∞ ∼ 1 − 1.5
GPa [17]; both parameters are reasonable for polymers [194, 17, 195]. The remarkable
quantitative agreement of this simple model with the experimental data is both unexpected
and advantageous.
Despite its lack of complexity, the model provides unambiguous qualitative predictions.
In particular, it predicts a clear minimum in the dependence of the activation energy on the
ion radius (Figure 5-6), a minimum that will shift to lower Rion with an increase in both
dielectric constant and the shear modulus of the polymer.
The analysis based on this model reveals that the elastic force contribution dominates
the activation energy for most of the studied ions, but it might differ significantly for the
same ion, (∼ 50%) between different polymers. Dependence on the polymer structure
could be ascribed to a different frustration in the chain packing (free volume) that reduces
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Figure 5-6. Activation energy for mobile ion diffusion (conductivity relaxation
time) at T < Tg vs the ion radius (blue circles). Also, literature data from ref[x]
(open squares) and from reference [18] (open triangles) are included, where
TFO corresponds to mobile anion CF3SO3. The dashed line presents Coulombic
contribution with  = 6, while the dotted lines present elastic contribution with
αG∞ = 1 and 1.5 GPa. The solid lines present the model predictions (equation
5.3) as a sum of the elastic and Coulombic contributions to the activation energy.
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the apparent local shear modulus, i.e., the parameter α. Thus, the ion decoupling and
conductivity can be enhanced by frustrating the polymer chain packing. The chain packing
frustration will help for relatively large ions; however, there are minor effects for smaller
ions such as Lithium. It may be concluded that Coulombic interactions dominate the energy
barrier for the transport of smaller ions; these interactions can be reduced significantly by
an increase in the dielectric constant. A simple estimate using equation 5.3 suggests that
achieving dielectric constant ∼30–50 might reduce the energy barrier for lithium diffusion
at Tg to Eτ ∼ 25 − 30 kJ/mol, which is a very low activation energy that should enable
very high conductivity at ambient temperature. It is not obvious how high the dielectric
constant of PolyILs can go as small molecular electrolytes have very high  ∼ 50 − 150
[196]. Therefore, it might be feasible to design PolyILs with  ∼ 50. Thus, one of the
promising directions in developments of PolyILs with high conductivity is the synthesis of
polymers with high dielectric constant, which will lead to a lower Tg [173] but will also
sharply reduce the energy barrier for the conductivity of small ions, such as lithium and
sodium.
Again, it must be emphasized that the proposed model applies to ion dynamics at
temperatures above Tg as long as the ion motion is much faster compared to that of
segmental dynamics (e.g., τσ  τα ). In that case, ion diffusion can still be considered
as motion within the frozen segmental environment. Therefore, the predictions should also
be valid above Tg for PolyILs with decoupled ionic conductivity.

5.5 Conclusion
Analysis of the dielectric and conductivity spectra in several PolyILs with different
chemical structures and a different size of the mobile ions revealed two critical mechanisms
controlling ionic mobility and its decoupling from segmental dynamics.

Coulombic

(electrostatic) interactions dominate the ion mobility for very small ions (e.g., lithium),
while elastic forces dominate for larger ions, and their contribution increases with the
ion size. The activation energy barrier imposed by the elastic forces can be reduced by
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the frustration of chain packing (increased free volume). At the same time, diffusion
of small ions encounters no significant resistance from elastic forces, and a substantial
increase in the dielectric constant of the polymer should lead to a strong suppression of
the energy barrier imposed by Coulombic interactions. Thus, increasing the dielectric
constant might significantly enhance ionic conductivity for small ions, such as Lithium and
Sodium, suggesting that one of the promising directions in the development of PolyILs with
enhanced ionic conductivity would be designing PolyILs with a high dielectric constant that
will reduce the glass transition temperature and strongly reduce the energy barrier for the
conductivity of small ions such as lithium and sodium.
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CHAPTER 6
THE ROLE OF ION-ION CORRELATIONS IN
CONDUCTIVITY OF POLYMERIZED IONIC LIQUIDS
This chapter explores the dielectric response and PFG-NMR measurements of three
polymerized ionic liquids with several different mobile ions. This chapter utilizes the
modified and improved diffusion model found in chapter 4 to obtain estimate diffusion
coefficients from dielectric spectra and knowledge of ion concentration of each system. In
addition, these systems are studied systemically with the inverse Haven ratio relationship.
Finally, this chapter explores the amplitude of the conductivity relaxation process and the
ion-ion correlation while providing a ‘plausible’ description of ion diffusion without charge
transport. The following chapter is reproduced in part from "Fundamental limitations of
ionic conductivity in polymerized ionic liquids." Macromolecules [19].

6.1 Introduction
The development of new insights for ionic transport is related to the polymer’s
local structures and understanding of how high ion concentrations affect the transport
mechanism.

Many superionic glasses and crystals exhibit high conductivity with a

high concentration of ions, actively enhancing the diffusion of charge transport [56,
200, 201].

The challenge for many decades has been to clarify the mechanism for

exceptional high conductivity in these superionic glasses [202]. One question that remains
unanswered is why polymer electrolytes cannot reach the same ionic conductivity as in the
superionic glasses. This chapter will reveal considerable correlations in ionic motions that
significantly reduce ionic conductivity in polymerized electrolytes. These correlations are
not attributable to the movement of ion pairs since the counterion is attached to the polymer
chain, a matter that requires further study.
This chapter focuses on the analysis of these PolyILs described in previous chapters.
Using broadband dielectric spectroscopy (BDS), pulse field gradient nuclear magnetic
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resonance (PFG-NMR), and the recently developed model of conductivity relaxation [19],
allowed the analysis of ion diffusion and the so-called inverse Haven ratio in studied
PolyILs in this chapter.

6.2 Experimental Details
The same data presented in Chapters 4 and 5 was used for analysis.

6.3 Results
Figure 6-1 is an example of the measured BDS spectra for the selected PolyEGVIm
TFSi sample. This chapter will have a further discussion of the same samples from the
previous chapters 4 and 5. The details of conductivity and conductivity relaxation processes
for each sample are revealed through the same representation mentioned in chapters 4 and
5. Figure 6-1 shows each of these representations, such as the real part of 0 (ν) (Figure 61a), real part of conductivity σ 0 (ν) (Figure 6-1b), and the dielectric loss modulus M 00 (ν)
(Figure 6-1c). Figure 6-1b shows the three regimes for the conductivity spectra: (a) values
of conductivity increase at the higher frequency represents the ac conductivity, (b) the dc
conductivity plateau that is frequency independent, and (c) drop at the lower frequency
represents the electrode polarization regime. The other presentation (Figure 6-1c) is the
complex electrical modulus M ∗ (ν) = M 0 (ν) + iM 00 (ν). The peak in the imaginary part
of M 00 (ν) represents the crossover from dc to ac regime in the conductivity spectra
(Figure 6-1b). The conductivity relaxation time, τσ , is estimated from the maximum peak
M 00 (ν) and is inversely proportional to σo , τσ =

εo εs
σo

[203].

Chapters 4 and 5 describe in detail the analysis carried out using the Random Barrier
Model (RBM). The same study was conducted in this chapter, where the RBM expression
predicts the conductivity spectra as:

∗

σ (ν) = σo



i2πντRBM
ln(1 + i2πντRBM )
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(6.1)

Figure 6-1. Dielectric spectra for the PolyEGVIm TFSi at a few selected
temperatures: (a) the real part of permittivity, (b) the real part of complex
conductivity, and (c) the electric loss modulus M 00 . The symbols are the
experimental data and the solid red lines in (b) is the RBM fits using equation 6.1.
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This equation accurately describes the conductivity spectra with two free fit parameters,
τRBM , and σo . The value estimated from M 00 (ν) maximum is approximately the same as
the RBM fit of conductivity spectra, τRBM ≈ τσ . Also, the other parameter, σo from the
RBM, is consistent with the value of dc conductivity estimated directly.
The permittivity spectra were independently analyzed using the Havriliak-Negami
(HN) function described in Chapter 5 for Figure 6-1a and Figure 6-5. This analysis
describes the conductivity relaxation process, dc conductivity, and electrode polarization
(EP) contributions.

6.4 Discussion
6.4.1 Inverse Haven Ratio
In regard to the inverse Haven ratio noted in Chapter section 2.2.6, the generalized
Nernst-Einstein relation (equation 2.20) gives an ratio of H =

Dσ
.
D

This relationship of

H is interpreted as the ratio of Dσ estimated using Nernst-Einstein equation 2.20 under
the assumption that all ions contribute to conductivity and the results from the selfdiffusion coefficient D provided by NMR. The theoretical estimates of H are far from
trivial [56, 204] for non-crystalline materials. H is equal to unity as a crude approximation
for most conductors and shows the species involved in the diffusion also are transporting
charge in an uncorrelated manner. This situation may occur for highly diluted electrolytes
[205, 93], where the separation between charge carriers will far exceed their Bjerrum length
[206]. However, both for highly and moderately concentrated electrolytes (polymerized
electrolytes and ILs), the H < 1 generally holds due to cross-correlation terms that are not
negligible. This situation is usually explained by considering migration of ionic pairs in
addition to “free” charges [84], as the oppositely charged ions moving together contribute
to diffusion, but not to conductivity. The concept of a “free” ion within a concentrated ionic
liquid is a misconception because each ion is always surrounded by several counter-ions.
The modified and improved diffusion model (equation 4.8) provides an almost perfect
overlap between estimated and experimental diffusivities (Figure 4-5d). Assuming low
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temperatures, D obeys the temperature dependence as presented in Figure 4-5c and using
the BDS data to estimate Dσ values. Furthermore, we can estimate Haven ratio for the
three conductors (Figure 4-1) in Figure 6-2.
First, it can be observed that for all three systems, H appears to be smaller than
one within the entire temperature range and is temperature-dependent. Several points
are relevant here: First, at highest temperatures, H is obtained model-independently
using the experimental results from NMR diffusivity and dc conductivity (open symbols
in Figure 6-2). Disregarding the weak temperature variation in the number density of
charges, the main approximations used here are that for monomer, and both types of
ions (cation and anion) that contribute to conductivity, while for the PolyILs only the
anions. Second, the strong temperature dependence observed in Figure 6-2 for H at
the lower temperatures (filled symbols) is not biased by a particular choice between the
three different diffusion approaches (I, II, III) described in Chapter 4 since in all cases
the estimated D displays similar temperature variations. The possible impact here could
be that the spatial parameters of these approaches (dp , λ, or ri ) may present some weak
temperature dependence. It has been reported for other ILs that H can vary between 0.15
at low temperatures and 0.35 at higher temperatures [84]. The results for the monomer
system show that H may reach values up to 0.5. The interpretation of H for ILs is the ratio
between the effective number density of charges contributing to conductivity and the total
number density of charges presented in the sample. The main difference between these two
quantities is considered to be governed by the number of ions migrating as pairs, since it is
difficult to conceive of the existence of immobile ions in the liquid state. The temperature
dependence of H is usually used for the extraction of activation (or dissociation) energy
associated with pair formation [143]. Figure 6-2 shows that such a thermally activated
approach can be taken into consideration only if the analyzed data are restricted in a narrow
temperature range. However, the H values saturate at high temperature; hence, a complete
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Figure 6-2. Inverse Haven ratio for the three systems (Figure 4-1) investigated. The
horizontal dashed line corresponds to H = 0.5. The open symbols are obtained
using NMR data, and the filled symbols are estimations based on BDS data only.
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“dissociation in the infinite temperature limit” that has been proposed [10] does not seem
to be generally valid.
The present results obtained for the two PolyILs in Figure 6-2 also demonstrate that low
H values cannot be entirely attributed to ion pairing. The formation of other ion aggregates
(e.g., triplets and quadruplets) will also reduce the H, as discussed, e.g., in ref [207].
The significant difference is between the mobilities of anions and polymeric segments
containing the cations that precludes their long-range displacements as pairs. Furthermore,
the other polymerized ionic liquids (Figure 5-1) were studied systemically that shows low
values for H in Figure 6-3. This analysis reveals an impressive result: PolyILs have strong
ion–ion correlations suppressing ionic conductivity, in contrast to superionic glasses and
crystals, where these correlations enhance ionic conductivity. PolyILs suffer more than one
order of magnitude in conductivity due to this effect (Figure 6-3), thus imposing substantial
limitations on ionic conductivity in PolyILs.
6.4.2 Correlations of the Ion-Ion Motions
The inverse Haven ratio H =

Dσ
D

reveals significant differences between the two

diffusion coefficients, and it decreases upon cooling for the PolyILs studied here (Figure 63). The result indicates that the charge transport in PolyILs is significantly slower than that
of the diffusion of the actual ion. It is necessary to go back to the basic definitions of the
diffusion and ionic conductivity described in Chapters 2.2.2 and 4.3.1 to understand this
observation. Establishing a connection between the macroscopic conductivity σo and the
single-particle diffusion constant D leads to the definitions of the two coefficients described
in equations 2.17 and 2.18. Furthermore, the proportionality factor in current-current
correlation function in equation 2.19 is
N X
N
X
h[sgn(qi )~vi (0)][sgn(qj )~vj (t)]i

H =1+

i=1 i6=j

N h~vi (0)~vi (t)i
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(6.2)

Figure 6-3. Inverse Haven ratio for all studied samples as a function of (a) 1000/T
and (b) Tg/T estimated using NMR data (* symbols) and conductivity relaxation data
(all other symbols). The vertical dashed line in (b) is the glass transition temperature
from DSC measurements. The error bars are on the order of the symbol size.
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It accounts for the contribution of cross-correlations in distinct velocities relative to the
contribution of self-correlation velocity and, in the present context, is the inverse of what
is generally known as the Haven ratio [57, 56]. Thus, the main difference between ion
diffusion and ion conductivity is that the latter includes not only self-correlations, but also
correlations of the velocity of the given ion with velocities of all the other ions in the
system. One possibility is that in concentrated ionic conductors the local field created by
the migration of an ion will bias neighboring ion motion, leading to significant correlations
in the dynamics of charges rather than just motion of ion ‘pairs.’ In other words, velocityvelocity correlations of different ions are not negligible in concentrated ionic systems. In
this case of superionic glasses and crystals, the H is often larger than 1, indicating faster
charge diffusion than actual ion diffusion [56, 201, 200]. This more substantial value of H
is possible in the case of correlated chain-like ion jumps where each ion jumps only a small
distance. At the same time, the effective charge moves a great distance compared to ions
[56, 201, 200]. In contrast, ion-ion correlations in PolyIL lead to the smaller displacement
of charge than actual displacements of ions. Reducing these correlations in PolyIL might be
necessary for enhancing their single ion conduction. Further experimental and theoretical
efforts are essential in solving the microscopic origin of the ionic cross-correlation terms
in materials with high charge density.
In contrast to ionic liquids, ion pair (or triplet and any other ion aggregate) diffusion as
the mechanism of reduction of the H in PolyILs (Figure 6-3) is not possible because the
counter-ions are attached to a polymer chain and cannot diffuse on a considerable distance
with the mobile ions. In addition, the role of small local motions of ions attached to the
chain is also excluded because both diffusion (measured, e.g., by NMR) and conductivity
are measured on a macroscopic-length scale far exceeding the scale of the local fluctuations.
The only plausible mechanism of the ion-ion correlations is the correlation between the
mobile ions. Figure 6-4 presents a cartoon of possible mobile ion correlations, which
can be described as a “backflow”; i.e., there are ring-like motions of ions where all
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Figure 6-4. Schematic presentation of the proposed ion–ion correlated motions
without charge transport through the polymer medium. Brown circles denote
mobile ions, and blue circles present counter-ions attached to the polymer chains.
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mobile ions diffuse, but there is no charge transport, similar to the mechanisms proposed
earlier for the Haven ratio observed for proton transport in oxides [208]. Other possible
microscopic mechanisms that can reduce the H in PolyILs should not be excluded, and
detailed simulations might provide more insight.
6.4.3 Amplitude of the Conductivity Relaxation Process
These ion-ion correlations might also explain the anomalous temperature dependence
of the amplitude of the conductivity relaxation process observed in the permittivity spectra
(Figure 6-5). The correlated “backflow” of the mobile ions (Figure 6-4) leads to no change
of the dipole moment of the system. The same ions that contribute to ion diffusion, but do
not contribute to conductivity, do not contribute to the permittivity spectra. Indeed, a direct
comparison of the inverse Haven ratio and the amplitude of the conductivity relaxation
∆ε reveals very similar behavior (Figure 6-6). Thus, this model of conductivity relaxation
provides a good description of the dielectric spectra and direct estimates of ion diffusion
and ion-ion correlations.
Another puzzling observation is that these ion-ion correlations in PolyILs (except
PSTF-Li) get stronger upon cooling (Figure 6-3). This ion-ion correlation might be
explained by higher mobility and more significant fluctuations of structural units at higher
temperatures, which reduce the proposed ion-ion correlations (Figure 6-4).

These

speculations have not been verified experimentally, but atomistically detailed MD
simulations should be able to test the proposed mechanism.

6.5 Conclusion
The analysis presented in this chapter also demonstrates that the previously proposed
model [53] of conductivity relaxation based on the random barrier model [102, 183, 97]
accurately describes the dielectric spectra of all PolyILs studied here and provided direct
estimates of the ion diffusion without any adjustable parameters. The latter has been
confirmed by direct comparison to the PFG-NMR data. Analysis of the dielectric spectra
based on this model also revealed significant cross-correlation effects in ionic motions
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Figure 6-5. Real part permittivity spectra of polyEGVIm–TFSI at a few
selected temperatures (symbols), their fits to HN function (dashed lines), and
fits including electrode polarization contribution (eq 5.1, solid lines). The data
clearly shows a decrease in the amplitude of the relaxation process upon cooling.

Figure 6-6. Inverse Haven ratio (filled symbols) and the strength of the
conductivity relaxation process (open symbols) as a function of temperature
for polyEGVIm-TFSI and polySTF-Li. ∆ is shown in absolute values,
while the inverse Haven ratio is multiplied by the value presented in the plot.

124

might be the main reason for a substantial reduction of conductivity in highly concentrated
ionic systems.

This effect cannot be ascribed to ion pair motions, and its detailed

microscopic mechanism remains unknown, but it is manifested in a decrease in the strength
of the permittivity spectra’s conductivity relaxation contribution upon cooling, behavior
opposite to that of classical dipolar relaxation. It may be that it is related to mobile ionmobile ion correlations, a kind of “backflow” effect that leads to no net charge diffusion
despite ion diffusion. Atomistically detailed MD simulations should provide a clear test of
this idea. An increase in the dielectric constant should lead to an additional enhancement
of ionic conductivity through the decrease of the ion–ion correlations. Thus, the synthesis
of PolyILs with high dielectric constant should substantially enhance ion conductivity of
small ions such as Li and Na.
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CHAPTER 7
THE DYNAMICS OF ION CONDUCTION
This chapter explores the dielectric response, rheology, and Brillouin light scattering
of three polymerized ionic liquids with different mobile ions. These systems are studied
systemically to determine the elastic force contribution utilizing the Brillouin Light
Scattering technique. The dielectric analysis methodology outlined in chapter 6 determined
the electrostatic contributions for each sample. The measured data is compared to the
total activation energy estimated from conductivity relaxation below the glass transition
temperature. It is found that the total activation energy can still have a temperature
dependence even below Tg . In addition, this chapter explores in detail predictions of the
proposed model (equation 5.3) that was presented in chapter 5. Finally, the Anderson
Stuart model was revised using the shoving model for the elastic force contribution.

7.1 Introduction
Despite considerable theoretical and experimental efforts, there is insufficient
understanding of the mechanism of ion transport for polymerized electrolytes. There have
been several physical models (equation 5.3) proposed to understand the mechanisms
governing ion transport, the most recent describing the total activation energy versus the
mobile ion radius [19]. This model is similar to the Anderson-Stuart model with an
alternative method of describing the elastic forces for ion diffusion.
The present chapter analyzes the Anderson-Stuart model in detail by examining the
ionic conductivity for the three polymerized ionic liquids. According to the explanation
in Chapter 5, activation energy should have two contributing factors: coulombic and
elastic forces. The activation energies for both contributing factors of ion conduction
were analyzed using broadband dielectric spectroscopy and Brillouin light scattering. The
presented analysis suggests that the Anderson-Stuart model provides a good qualitative
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description of the ion dynamics. However, there are some problems on the quantitative
level.

7.2 Experimental Details
The current study investigated three polymerized ionic liquids (PolyILs) with three
different mobile ions, specifically one PolyIL with the smallest mobile ion -Li, another
one with one of the largest mobile ion -TFSi, and one with the intermediate, Br. According
to the findings described in previous chapters, this should provide cases where coulombic
interaction dominates, elastic forces should dominate, and both are important. Figure 7-1
shows the chemical structure, and these samples were synthesized in our group. Before any
experiment, special care was given to each sample to remove the solvent, especially water.
7.2.1 Dielectric Measurement
Dielectric spectra were measured in the frequency range of 10−1 - 107 Hz using a
Novocontrol system, which includes an Alpha-A impedance analyzer. Each sample was
placed between two gold-plated electrodes separated by a Teflon spacer. The samples
were placed inside the cryostat with a dry nitrogen atmosphere (Novocontrol Quattro
system) and equilibrated at 380 K for at least two hours before any measurements. The
measurements performed from high to low temperatures. Also, in this case, the dielectric
spectra were recorded during the cooling of the sample. All the samples were equilibrated
for at least 15 min to achieve thermal stabilization within 0.1 K after each temperature step.
After reaching the lowest temperature, the samples were measured at several temperatures
when heating back to the highest temperature to verify the data’s reproducibility. All the
experimental results from each sample were reproducible, which indicated they did not
degrade and contained no significant residual solvent. It should be noted that the Poly Im Br
sample was additionally dried at 393 K for at least 48 h under the vacuum conditions before
any measurements. The dielectric spectra were normalized to have the high-frequency
dielectric constant ∞ ≈ 3 in order to perform detailed quantitative analysis of conductivity
values.
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Figure 7-1. The Chemical structures of the studied PolyIL within
this work. The following are the names of each sample: (A) Poly
TFSi Li, (B) Poly Im Br 59, and (C) Poly Im TFSi 59, respectively.
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7.2.2 Calorimetric Measurement
TA Instruments Q1000 were used to carry out the calorimetric measurements. Each
sample was placed inside an aluminum hermetic pan and then heated and cooled with a
constant rate of 10 C/min within a nitrogen atmosphere, a cycle that was repeated three
times to verify reproducibility. The glass transition temperature, Tg , was determined at the
midpoint of the endothermic step. It is worth noting there were no signs of crystallization.
7.2.3 Brillouin Light Scattering
Brillouin Light Scattering (BLS) was measured for each sample by pressing the samples
between two quartz glass (10 mm diameter) with a Teflon ring. The BLS spectra were
measured in symmetric geometry at 90◦ angle using a solid-state laser (Verdi, λ = 532 nm)
and a tandem Fabry-Perot interferometer; the power of the incident laser beam was ≈ 100
mW. The sample was placed inside cryostat Janis ST–100 with the Lakeshore controller.
HV polarization was used to measure the transverse modes of each sample. One of the
advantages of the symmetric scattering geometry is that it provides a direct estimate of the
sound velocity (vT A ) from the Brillouin peak frequency without knowledge of the materials
refractive index [209, 210].
7.2.4 Rheology
The dynamic shear modulus was measured above Tg by small-amplitude oscillatory
shear (SAOS) measurements using the AR2000ex rheometer.

The temperature was

controlled by nitrogen as a gas source. All the samples were loaded between two 4mm
parallel steel plates and equilibrated at a temperature of at least 60 C above its Tg for 30
minutes before any measurement. Several different temperatures were measured with the
angular frequency sweep from 15 to 0.015 Hz.

7.3 Results
Examples of the dielectric spectra for the Poly Im Br sample in different representations
are shown in Figure 7-2. Figure 7-2a presents real and imaginary parts of permittivity
and dielectric modulus, and the real part of conductivity at a selected temperature. The
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vertical dashed lines represent the conductivity relaxation process τσ and where it crosses
each of these dielectric representations. The open pink circles represent the real part of
conductivity, where the frequency-independent plateau is the dc conductivity regime (solid
black line). The complex dielectric modulus spectra, M ∗ (ω) = M 0 (ω) + iM 00 (ω), is
shown in Figure 7-2a where the real part is the black solid stars and imaginary part is
the red solid stars. The crossover (marked with vertical dashed line) between the real and
imaginary parts of the dielectric modulus represents the conductivity relaxation process.
Figure 7-2b exhibits the real part of permittivity spectra at a few selected temperatures.
This permittivity spectrum was independently analyzed using the Havriliak-Negami (HN)
function describing the conductivity relaxation process, dc conductivity, and electrode
polarization (EP) contributions:

∗ (ω) = ∞ +

σ
∆
−i
+ Aω −γ
α
β
(1 + (iωτHN ) )
o ω

(7.1)

where σ is the dc conductivity, A represents the amplitude of the electrode polarization, α
and β are the shape parameters, ∆ is the dielectric strength, τHN is the relaxation time and
γ is related to the slope of electrode polarization high frequency tail. Figure 7-2b illustrates
the use of equation 7.1 where the solid red line and black dashed line is the fit with and
without electrode polarization effects, respectively. It is interesting to note that in Figure 72b, the amplitude of the conductivity relaxation process in 0 is decreasing on cooling in
contrast to usual Currie law [11].
Figure 7-2c shows the imaginary part of the dielectric loss modulus for selected
temperatures.

The peak in the imaginary part represents the conductivity relaxation

time, which coincides with the frequency for the crossover from dc to ac regime in the
conductivity spectra [53]. The estimated conductivity relaxation time, τσ , from the M 00 (ω)
maximum peak is inversely proportional to σo , where τσ =

εo εs
.
σo

Figure 7-2d shows the real

part of the conductivity spectra at a few selected temperatures. The solid red lines represent
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Figure 7-2. Dielectric spectra at a few selected temperatures for Poly Im Br 59 Sample.
In graph (a) dielectric spectra for Poly Im Br at 393 K for 0 (ω), 00 (ω), M 0 (ω), M 00 (ω),
and σ 0 (ω). The horizontal solid black line is the dc conductivity plateau for the real
part of complex conductivity, σ 0 (ω). The vertical dashed line indicates the position
of the inflection point for conductivity relaxation. The solid black line with slope of
−1 shows the dc conductivity contributions for the imaginary part of the permittivity,
00 (ω). The other graphs: (b) real part of permittivity 0 (ω) with HN function fits
(equation 3.14 and 7.1) without (dashed black lines) and with (solid red lines) electrode
polarization effects, (c) electric loss modulus M 00 and (d) real part of the complex
conductivity σ 0 (ω) with Random Barrier Model fits (solid red lines) from equation 7.2.
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the RBM fits of the experimental data using the following equation for the conductivity
spectra:

∗



σ (ν) = σo

i2πντRBM
ln(1 + i2πντRBM )


(7.2)

The above equation describes the conductivity spectra with two free fit parameters,
τRBM , and σo . The value estimated from M 00 (ν) maximum is approximately the same as
the RBM fit of conductivity spectra, τRBM ≈ τσ . The other parameter, σo , from the RBM,
is consistent with the value of the dc conductivity directly estimated from the experimental
data.
Figure 7-3a shows the conductivity relaxation time as a function of inverse temperature
for each sample with their corresponding Tg from BDS and DSC measurements. One can
see the crossover from VFT-like behavior to Arrhenius-like behavior, where this crossover
represents the glass transition of these samples. The activation energy was studied below
Tg for each sample with the well-known equation as

τσ = τo exp

Eσ
kB T


(7.3)

where Eσ is the apparent activation energy, kB is Boltzmann constant, and τo is the
attempted time of unit oscillation within potential well. Table 7-1 shows the fit parameters
for each sample and it is worth noting that, τo , appears to be shorter than expected
vibrational τo ∼ 10−14 sec [211, 212, 213]. Figure 7-3b represents the conductivity
relaxation time versus Tg /T. The horizontal dashed line shows the structural relaxation time,
τ ∼ 102 –103 sec. The conductivity relaxation time, τσ (Tg ), shows a significant difference
compared to the value of structural relaxation time. With a crude approximation, the rate of
each samples for ion rearrangements at Tg are 5 ∼ 6 orders faster than the rate of structural
relaxation.
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Figure 7-3. In graph (A) conductivity relaxation time as a function of inverse temperature
for all samples studied. The red open circle is Poly Im TFSi, the solid blue circle is Poly
Im Br, and the black open circle is Poly TFSi Li. The solid black line is the linear fit of
each sample below Tg to find the apparent activation energy. Also, Tg from BDS and
DSC is presented. In graph (B) Arrhenius plot of conductivity relaxation process vs TTg .
The vertical black dashed line represents the glass transition temperature. The above
results clearly show the decoupling of conductivity relaxation from segmental dynamics.

Table 7-1. Parameters Characterizing the Systems Investigated in this work.

cation
Li+
Poly Im
Poly Im

anion
Poly TFSi
Br−
T F Si−

ri [nm]
0.073
0.182
0.327

n[nm−3 ]
2.89
2.62
1.96

Tg (DSC)[K]
433
360
286
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Eτ [kJ/mol]
134
98
151

τo [sec]
5.4 × 10−19
2.7 × 10−19
5.4 × 10−31

Mechanical measurements were performed for the Poly Im TFSi sample to verify
the structural relaxation time. Figure 7-4a shows the constructed master curve for the
storage moduli bT G0 and loss moduli bT G00 using the time-temperature superposition (TTS)
principle with a reference temperature of Tr = 288.15 K. Previous research has found that
TTS works well with polymerized ionic liquids [214, 215]. Segmental relaxation time is
defined at the crossing point between G0 and G00 as τα =

1
,
ωo

where ωo is the frequency at

this point of intersection.
The chain and segmental relaxation generally have different temperature dependencies
that will affect the shift factor for chain dynamics at high temperatures and segmental
dynamics at low temperatures, possibly leading to TTS failure [139]. However, the
measurement in this study was over a relatively narrow frequency range where this TTS
failure would not manifest during the construction of the temperature dependence of
segmental relaxation. Although it is likely that τα would be accurate near Tg , it is possible it
could overestimate τα at high temperatures. It is important to note that this study compares
the relationship between ionic transport to polymer dynamics. Figure 7-4b compares the
τα and τσ as a function of 1000/T, where τσ is decoupling away from τα before the glass
transition temperatures. This deviation has been observed in many ion-conducting systems
in various polymerized electrolytes with relatively rigid structures [139, 136, 216].
Figure 7-5a represents the temperature dependence of the dc conductivity and shows
a crossover from Vogel-Fulcher-Tammann (VFT) behavior above the glass transition
temperature to Arrhenius-like behavior at T < Tg with the vertical dashed lines marking
Tg for each system. This crossover has been well-established in earlier studies with many
other ionic systems [184]. As described in Chapters 2.2.4 and 5.4.2, the decoupling of
ion transport can be observed from dc conductivity plotted as a function of

Tg
.
T

Figure 7-

5b shows conductivity in each of the studied systems, which are decoupled from structural
relaxation since they exhibit σo (Tg ) greater than σo (Tg ) ∼ 10−14 −10−15 S/cm conductivity
level characteristic for the ion motion strongly coupled to structural relaxation.
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Figure 7-4. Graph (a) the master curve from the mechanical measurement of sample
Poly Im TFSi at Tr = 288.15 K. (b) Comparison between the conductivity relaxation
process τσ and segmental relaxation process τα as a function of inverse temperature. The
blue dashed line represents the VFT fit of the segmental relaxation. The solid black line
shows the Arrhenius fit of conductivity relaxation (T < Tg ). These results demonstrate
conductivity relaxation is decoupled from segmental relaxation before approaching Tg .

Figure 7-5. Graph (A) Arrhenius plot of dc conductivity of the three studied
samples as a function of 1000/T. The vertical dashed lines represent the
reciprocal values of Tg from DSC measurements. For graph (B) Arrhenius
plot of dc conductivity vs TTg . The vertical black dashed line represents the
glass transition temperature. The above results clearly show the decoupling
of dc conductivity from segmental dynamics (horizontal dashed line).
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The Brillouin Light Scattering spectra for each sample at all measured temperatures
were fit to the well-known damped harmonic oscillator (DHO) function

I(ω) =

ΓB ωB2
Io
π (ω 2 − ωB2 )2 + (ΓB ω)2

(7.4)

where ωB is the shift frequency and ΓB is the line width derived from fit analysis of
Brillouin peaks. These fits are shown in Figure 7-6 for each sample at their corresponding
Tg . The transverse peak shift frequencies (ωB ) were needed for each sample for further
calculations. From these frequencies, the sound velocity can be estimated through the use
of the symmetric geometry at 90◦ external scattering angle by VT A =

νT A√
λLaser
2

where

λLaser is the wavelength of the laser. Using the sound velocity and assuming density 1.5
g
cm3

[19], one can estimate the Shear Modulus, G∞ = ρ(VT A )2 . Figure 7-7a shows the

shear modulus for the PolyILs as a function of Tg /T, which shows a normal increase upon
cooling above Tg . However, even below Tg , the shear modulus continues to increase with
a slower rate. Figure 7-7b represents the static dielectric permittivity (s ) versus

Tg
.
T

Each

sample shows a steady decrease of the absolute value of static dielectric permittivity with
decrease in temperature.

7.4 Discussion
7.4.1 Anderson-Stuart Model for Polymerized Ionic Liquids
Following up on the discussion of the Anderson-Stuart model in Chapter 2.2.5, the A-S
model is considered a ‘classical’ approach when describing the activation energies for ion
conduction. The activation energies in the model are divided into two parts: the electrostatic
binding energy of the original site Eb , and the strain energy, Es , required to move the ion
from one site to another [217]. The A-S model demonstrates that when the ion makes a
simple jump, it must pass through a ‘doorway’ to transition from the original site to the
new site. The theory proposes that the combination of both the electrostatic binding energy
from the original site, Eb , and the strain energy, Es , needed to move the ion from one site
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Figure 7-6. Brillouin Light Scattering spectra of the measured
sample at Tg . The solid lines present the transverse mode’s fit
using a damped harmonic oscillator (equation 7.4) for each sample.

Figure 7-7. Graph (A) shows the temperature dependence of shear
modulus vs. TTg . The shear modulus is estimated through equation, G∞ =
ρ(VT A )2 , where ρ is density of each sample. The black dash line is the
linear fit for the shear modulus below the glass transition temperature.
Graph (B) shows absolute values of the static dielectric permittivity vs TTg .
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to another can be defined as Eτ = Eb + Es . The A-S model is considered the most relevant
model at the time when it was proposed, being directly related to the physical parameters
in the system, such as ionic radii, dielectric permittivity, and elastic modulus [217, 75]. At
the time there was little experimental data available to support this model; however, the
model was later modified by McElfresh and Howait to include the jump length λ of the ion
as a more appropriate parameter [218]:

Ea (σ) =

βq1 q2
+ 4πGλ(R1 − RD )2
4πo (R1 + R2 )

(7.5)

Figure 7-8 shows activation energies Eτ (T < Tg ) versus ionic radius of ion derived
from studies of previous data of several polymerized ionic liquids, superionic glasses,
and with the three samples studied in this work below Tg . Analyzing the decoupled
ionic conductivity at temperatures below Tg , helps to verify the A-S model and eliminates
the assistances of segmental dynamics for ion conduction. It is known that conductivity
relaxation time for polymerized ionic liquids exhibits an Arrhenius-like behavior at
temperatures below Tg . The purple stars represent the samples that were studied in this
work; the dashed red line represents the electrostatic contributions with dielectric constant
 ∼ 6. Superionic glasses have conductivity values greater than 10−3 S/cm at room
temperature. However, the mechanism for this ionic transport been debated for decades
and is still unclear. This simple A-S model clearly shows that the increase of the polymer’s
dielectric constant to  ∼ 40 should significantly reduce the activation energy for small
ions such as Li.
It is possible to identify a trend in this figure and arrive at several conclusions based
on the corresponding data. The observed nonmonotonous behavior (Figure 7-8) can be
explained by competition between two factors: (a) Coulombic interaction which decreases
with an increase of ion radius and dominates at smaller Rion and, (b) the increase in the
elastic force with increase of the ion size that dominates at larger Rion . However, this model
only reveals the various contributions on a qualitative level. Further analysis is needed to
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Figure 7-8. Activation energy for mobile ion diffusion (conductivity relaxation process)
at T < Tg vs the ion radius. The solid purples stars are the studied samples in this
work. The open blue circle data points are taken from the literature [19]. The closed
magenta data points are taken from the literature of known activation energies for
superionic glasses [20, 21, 22, 23]. The red dashed line represents the Coulombic
contributions ε ≈ 6, and the black dashed lines are the elastic forces contributions.
The solid black lines and the gold dash lines represent the Anderson-Stuart model
predictions as a sum of the elastic and Coulombic contributions to the activation energy.
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understand these various contributions to ion transport, which is explored further in the
next section.
7.4.2 Coulombic and Elastic Forces contributions to Ion Conduction
This section analyzes the two contributions for ion transport, electrostatic and elastic
force, independently by using a very small and large mobile ions. The electrostatic force
will dominate for the small mobile ion compared to the larger mobile ion. In the case
of the large mobile ions, the elastic forces will dominate, and electrostatic forces will be
negligible. The three PolyIL systems (Table 7-1) are analyzed here to provide cases when
the electrostatic and elastic forces dominate. There are two independent models to estimate
the elastic forces: A-S and the Shoving model. The A-S model is described above in detail,
where the second term estimates the elastic force contributions. The Shoving model is
described in Chapters 2.1.4 and 5.4.3 [50]

E(T ) = αVc G∞ (T )

(7.6)

where α is a constant for a given polymer with values α < 1, V c is a “characteristic”
microscopic volume that is assumed to be temperature-independent and G∞ (T ) is the high
frequency shear modulus.
To continue the discussion of the total activation energy, the Arrhenius equation
7.3 can describe the conductivity relaxation time and temperature dependence of ion
transport below the glass transition temperature. From the parameters in Table 7-1, the
Arrhenius fit of conductivity relaxation time shows that τo is much shorter than typical
molecular vibrational time ∼ 10−14 sec. However, this short τo indicates that the observed
apparent Arrhenius behavior may be misleading, and the activation energy still can have
a temperature dependence even below Tg . The Arrhenius fit for the Poly Im TFSi system
estimated τo ∼ 10−31 sec, but this system has the strongest temperature dependence of
the activation energy due to the strong temperature dependence of the shear modulus
(G∞ (T )), as shown in Figure 7-7a. In the other systems, the activation energy has a weaker
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temperature dependence; hence τo is much closer to the expected value. Therefore, we can
estimate the temperature dependent activation energy using Arrhenius equation and the
typical molecular vibration value

Eτ = RT ln

τ (T )
τo


(7.7)

where T is temperature, R is the universal gas constant, τ (T ) is the conductivity relaxation
time, and τo is the vibrational frequency for the ion in a potential well. This study used
τo ∼ 10−14 sec to estimate the activation energy (Eτ ) to compare the other various estimates
for each of the samples studied.
Experimental measurements were performed to unravel the understanding of how each
contribution of the elastic and electrostatic energy affects the overall total activation energy
of ion diffusion. An analysis of the Poly Im Li sample is relevant because the electrostatic
contribution will be greater compared to the elastic force. Figure 7-9a shows the difference
between using s and ∞ for the estimated electrostatic energy contributions when using
r ∼ 2rion . There have been questions about what value to use for the dielectric constant. It
becomes obvious that estimating the electrostatic contribution using ∞ overestimates the
activation energy barrier (Figure 7-9a), while using the s gives a reasonable estimate and
even temperature dependence. With this being said, there might be some intermediate value
of epsilon for the electrostatic contribution, somewhere at the frequency of the conductivity
relaxation process.
Figure 7-9b shows the estimated activation energy (black solid circle and line) using
equation 7.7, with estimated electrostatic energy (red solid line) values using s = ∆ + ∞
and r ∼ 2rion . The estimated elastic force values using the shoving model (blue solid
line) and A-S model (orange solid line) using Es = 4πGλ(R1 − RD )2 (assuming λ ∼ 0.1
nm and RD ∼ 0). It is interesting to note that the adjusted activation energy does exhibit
a temperature dependence. Also, there is a noticeable difference between the adjusted
activation energy and the apparent activation energy estimated values (Table 7-1). It is
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Figure 7-9. Graph (A) demonstrates the estimated activation energy and electrostatic
energy when using ε∞ and εs = ∆ε + ε∞ as a function of inverse temperature
for the Poly TFSi Li. Graph (B) shows the Poly TFSi Li activation energy for the
estimated, electrostatic, elastic (A–S and Shoving Model) forces and total energy
for ion diffusion (conductivity relaxation time) as a function of inverse temperature.
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clear that elastic forces for the Poly TFSi Li sample (Figure 7-9b) has minimal contribution
regardless of model assumptions.
Figure 7-10a shows that electrostatic contribution is minimal when using s for the
Poly Im TFSi sample. Since the Poly TFSi Li (Figure 7-10a) shows that ∞ overestimates
the activation energy barrier, s is a reasonable value to use. Figure 7-10b shows estimated
activation energy (black solid circle and line), estimated electrostatic energy (solid red line),
shoving elastic force (solid blue line) and A-S elastic force (solid orange line). The elastic
force contribution using the A-S model provides reasonable results compared to estimated
activation energy. However, the Shoving model’s calculated elastic force values shows
comparable energy barrier values to the experimental data. Also, the molecular structure
of bis(trifluoromethane)-sulfonamide (TFSi) has the shape of an ellipsoid. Therefore, it is
necessary to use exact dimensions when using the Shoving model to calculate the volume.
The estimated A-S model in Figure 7-10 is using the smallest cross-sectional area of the
TFSi ion and still provides reasonable results. When adding the electrostatic contribution
with the elastic force using the Shoving model, total activation energy is still a bit high. It
is possible that one needs to account for a free volume correction to decrease this elastic
force contribution.
For Poly Im Br sample, Figure 7-11 shows estimated activation energy (black solid
circle and line), estimated electrostatic energy (solid red line), shoving elastic force (solid
blue line) and A-S elastic force (solid orange line). For the intermediate case of Poly
Im Br, where both contributions are comparable and using s value for the electrostatic
contributions, it gives a reasonable description of the experimental data.
The A–S model was proposed during a time when experimental data were not prevalent
for most superionic glasses. The elastic energy calculations within this model uses the
cross-section of the ion (Es = 4πGλ((R1 − RD )2 )). The Shoving model approach uses
the volume of the ion and estimates the elastic energy reasonably well. Substituting the
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Figure 7-10. Graph (A) demonstrates the estimated activation energy and electrostatic
energy when using εs = ∆ε + ε∞ as a function of inverse temperature for
the Poly Im TFSi. Graph (B) shows the Poly Im TFSi activation energy for the
estimated, electrostatic, elastic (A–S and Shoving Model) forces and total energy
for ion diffusion (conductivity relaxation time) as a function of inverse temperature.

Figure 7-11. Poly Im Br activation energy for the adjusted, electrostatic,
elastic (A–S and Shoving Model) forces and the total energy for ion
diffusion (conductivity relaxation time) as a function of inverse temperature.
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Shoving model for Es in the A–S approach is ideal where this revised approach is expressed
as:

Ea (σ) =

βq1 q2
+ αGVion
4πo (2Rion )

(7.8)

The adjustable parameters are the ‘Madelung’ constant (β) and α. This revised approach
can capture the total activation energy for all samples to the estimated activation energy.
It is worth noting that one can see the difference between elastic and electrostatic energy
as the mobile ion radius increases. Indeed, the shear modulus and dielectric constant
are temperature-dependent, which leads to the temperature-dependence of the activation
energy and explains the nonphysically short τo obtained from a simple Arrhenius fit.
However, this model aims to reveal the role of various contributions on a semi-quantitative
level and does not pretend to provide accurate quantitative analysis. Yet, this simple model
provides a reasonable description of the experimental results.

7.5 Conclusion
The analysis of the dielectric and Brillouin light scattering data of the three polymerized
ionic liquids with different mobile ion size has revealed parameters controlling the energy
barrier for ion transport. The energy barriers of these samples show that both coulombic
and elastic forces are temperature-dependent, even at T < Tg , in some of the examples.
This explains the unphysical values of τo < 10−14 when fitting the Arrhenius equation
to the conductivity relaxation process below Tg for each of the samples. The VFT-like
behavior of σDC and τσ at T > Tg does not mean coupling with segmental relaxation.
Instead, it signals that the energy barrier for the decoupling of ion transport is temperaturedependent. The A-S model has not been applied to polymerized electrolytes until now, and
this model provides reasonable semi-quantitative descriptions of the experimental results
but fails in the exact quantitative analysis due to several unknown parameters, or rough
approximations (e.g., TFSi molecule being spherical particle). Even though the A-S model
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does not provide a quantitative level description, it suggests that taking a new direction for
improving conductivity by increasing the dielectric constant will significantly reduce the
energy barrier and increase conductivity. The A-S model should be used with caution due
to the multiple adjustable parameters. Analysis of atomistically detailed MD simulations
should unravel the dynamics of how different contributions control the activation energy
for ion transport.

146

CHAPTER 8
CONCLUDING REMARKS AND FUTURE
OBJECTIVES
In the last few decades, there has been a lot of incredible research and dedication to
understanding ion transport dynamics for polymerized electrolytes. The main advantage of
using polymerized electrolytes is to help solve and alleviate some of the safety risks from
current liquid electrolytes in lithium-ion batteries. The main challenge is low conductivity
at ambient temperature (σ < 10−3 S/cm) in these polymerized electrolytes, and to resolve
it requires a better fundamental understanding of the mechanism of ion conduction.
The ion transport mechanism was studied in several different types of polymerized
ionic liquids with varying sizes of mobile ions. This systematic study of these polymerized
ionic liquids was carried out using the main experimental techniques, such as broadband
dielectric spectroscopy, Brillouin light scattering, differential scanning calorimetry, and
rheology. Analyzing each polymerized system, it became evident that several approaches
to estimate the single-particle diffusion coefficient was not accurate compared to PFGNMR measurements. The modified diffusion equation 4.8 was proposed and resulted in
good agreement with NMR results. This model provides a direct estimate for ion diffusion
from the knowledge of ion concentration and the measured characteristic frequency of the
conductivity relaxation spectra without any adjustable parameters. From this modified
and improved conductivity relaxation model, the inverse Haven ratio was estimated to
investigate the effective number of charges contributing to conductivity. Typically, H < 1
is usually explained by ion pairs moving together, when they can contribute to diffusion,
but not to conductivity. Furthermore, our analysis revealed that the cross-correlation is not
negligible for high concentrated polymerized ionic system. The role of ion pairs can be
excluded in this case because the counter-ions are attached to the chain and cannot diffuse
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a considerable distance with the mobile ion. To explain these ion correlations we proposed
a “backflow” mechanism where the mobile ions diffuse, but there is no charge transport.
The activation energy for mobile ion diffusion at temperatures below the glass transition
temperature was investigated. Analysis of the activation energy as a function of the mobile
ion radius revealed a nonmonotonous behavior with an apparent minimum. This observed
behavior can be explained by competing forces between coulombic interactions and the
elastic forces. The Anderson Stuart model was used to fit the experimental data with
several adjustable parameters. One should be cautious when using this model since it
cannot provide good quantitative level predictions, although is good on qualitative level.
However, this simple model suggests that increasing the dielectric constant could reduce
the energy barrier and possibly increase the value of conductivity for small ions such as Li.
The ion concentration is one common difference between polymerized electrolytes and
superionic glasses. Most polymerized electrolytes have an ion concentration of n ∼ 1 − 3
nm-3 with σ(Tg ) ∼ 10−14 − 10−4 S/cm while superionic glasses have at least n ∼ 10 − 20
nm-3 with conductivity of σ(Tg ) ∼ 10−3 − 10−1 S/cm. In addition, superionic glasses
can exhibit fast ion mechanisms at the specific glass network composition with these
high ion concentrations [219]. Therefore, there has to be an interesting mechanism to be
revealed with these high ion concentrations. The presented work in this dissertation shows
a significant role of ion-ion correlations in PolyILs, where it significantly (∼10 times)
reduces the ionic conductivity. However, for superionic glasses it increases the conductivity
by a factor of ∼3–5. To have such high concentrations of ions within polymerized
electrolytes might not be feasible, but an alternative solution is creating ionic channels on
the nanoscale level within the polymer matrix. Therefore, it might be possible to enhance
ionic conductivity because these ionic channels will lead to high local concentrations of
mobile ions, increasing the electrostatic screening and decreasing the electrostatic energy
barrier.
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The Random Barrier Model has given some theoretical justifications of ion conduction
and provides an excellent description of the conductivity spectra. This elegant model allows
the transition of only one particle on a simple cubic lattice in d dimensions where all sites
have equal energy [97]. In addition, the potential energy barriers vary randomly according
to the probability distribution. In consequence of these assumptions, this model ignores
the Coulomb interaction (between each charge carrier and between charge carriers and
fixed “counter-ions”) and omits multi-particle transitions. Taking Coulombic interactions
into account could cause the RBM to become complicated where it eludes from analytical
approximation, but could help identify some essential features of ionic conductivity. This
model also assumes the potential energy barriers to be static as the ion transitions between
sites. However, the energy landscape should be dynamically evolving as the ion hops to
different sites. Nevertheless, this model is oversimplified while capturing some of the
essential physics of the ion transport mechanism. A new model needs to be proposed for
multi-ion migration and addressing the other issues that the random barrier model neglects.
These studies provided insights into the interrelationship between the chemical
structure of polymerized electrolytes with different sizes of mobile ion, where the ion
transport mechanism was explored in detail. There is still more to understand about the
ion transport mechanism, and we have only begun to scratch the surface of this vastly
broad topic. There remains a lot of questions to be addressed in the field of polymerized
electrolytes. The research presented in the dissertation could sufficiently impact the
current field. The studies similar to the ones shown in this dissertation could help uncover
the ion transport mechanism’s unique properties and have a significant technological
impact within this field of research.
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