We prove that B2-convexity is sufficient for lower semicontinuity of surface energy of partitions of ‫ޒ‬ n , for any n ≥ 2. We establish lower semicontinuity in the usual strong topology, assuming the regions converge in volume. We also establish lower semicontinuity in the more general situation in which we suppose integral currents associated with individual regions converge to some integral current in the weak topology of integral currents.
Introduction
Many applications, both static and dynamic, involve surface area or surface energy of interfaces in space, ‫ޒ‬ n . Energy minimization problems involving surface energy of partitions -or polycrystals -are central to materials science, physics, biology, computer science, image processing, and other fields. Some such applications include crystal growth, tumor growth, annealing of metals, image segmentation, noise reduction in images, as well as the study of cell structures, immiscible fluids, metal foams, and semiconductors; see, for example, [Almgren 1976; Almgren and Taylor 1996; Ambrosio and Braides 1995; Ambrosio et al. 2001; 2000; Aubert and Kornprobst 2002; Bellettini et al. 2002; 2006; Braides 1998; Brook et al. 2003; Gurtin 1993; Morgan 1997; Mumford and Shah 1989; Osher and Fedkiw 2001; Sethian 1999; Taylor 1978; White 1996] . Indeed, most materials are polycrystalline.
Lower semicontinuity of energy of partitions, which under suitable compactness conditions ensures existence of energy minimizers, is therefore of fundamental importance. In this paper, we consider the surface energy functional (1) SE(P) = 1≤u<v≤s p∈∂ K u ∩∂ K v φ uv (n K u ( p)) dᏴ n−1 p, where P = K 1..s is a polycrystal corresponding to the partition {K 1 , K 2 , . . . , K s } of ‫ޒ‬ n , n K u ( p) is a measure-theoretic exterior unit normal vector to K u at p, and the functions φ uv are surface energy density functions used to model surface energy dependence on orientation, or anisotropy, of the interface ∂ K u ∩ ∂ K v between regions u and v in ‫ޒ‬ n . This surface energy functional was first rigorously considered by F. Almgren [1976] for the special case φ uv = c uv φ for constants c uv satisfying additional hypotheses and for a fixed norm φ satisfying additional regularity hypotheses. It has subsequently been considered more generally; see, for example, [Almgren et al. 1993; Ambrosio and Braides 1990a; 1990b; Ambrosio et al. 2000; Bellettini et al. 2006; Braides 1998; Caraballo 1997; 2008; Morgan 1997; White 1996] . Although Almgren's restrictions on the functions φ uv were sufficient for lower semicontinuity of the surface energy functional (1) with respect to strong convergence (i.e., convergence in volume of each of the regions separately), his hypotheses were far from necessary [Caraballo 2008 ]. L. Ambrosio and A. Braides [1990a; 1990b] discovered the first necessary and sufficient conditions that the functions φ uv must satisfy for strong lower semicontinuity, an integral condition they named BV-ellipticity. This condition, which ensures that certain perturbations of a planar interface cannot have less surface energy than the original planar interface, is analogous, for the setting of surface energy functionals defined on partitions, to C. B. Morrey's quasi-convexity [1952] .
Unfortunately, BV-ellipticity is an integral condition and is often quite difficult to check in practice. As a result, many other conditions on the integrands φ uv have been introduced and studied, such as (B)-convexity (introduced in [Ambrosio and Braides 1990b] ; cf. [Ambrosio et al. 2000] ), joint convexity (see [Ambrosio et al. 2000] but also [Ambrosio and Braides 1990b] ), LSC1 and LSC3 (introduced in [Caraballo 1997 ]), B2-convexity (introduced in [Morgan 1997]) , and A-convexity, A2-convexity, and directional control (introduced in [Caraballo 2008] ). These other conditions are easier to work with than BV-ellipticity, and yet are less restrictive than Almgren's conditions. F. Morgan's B2-convexity is particularly important, as it is quite general and relatively easy to work with. In [Caraballo 2008 ], we showed that Almgren's condition, (B)-convexity, LSC1, LSC3, A-convexity, A2-convexity, and directional control each imply B2-convexity. When those results are combined with the main results of this paper, Theorems 14 and 15, we conclude that each of those conditions on the integrands φ uv is sufficient for both strong and weak lower semicontinuity of the surface energy functional (1).
Because it is implied by most other conditions on the integrands φ uv , it seemed that B2-convexity might be necessary for lower semicontinuity. As observed in [Morgan 1997 ], the example given in [Ambrosio and Braides 1990b ] to show that (B)-convexity is not necessary for lower semicontinuity does not apply to B2-convexity. When φ uv = c uv φ, for a norm φ and for positive constants c uv satisfying the triangle inequality c uv ≤ c uw + c wv for each triple (u, v, w) , B2-convexity is necessary for lower semicontinuity [Morgan 1997] . (This important special case arises, for example, when one considers immiscible fluids; see also [Almgren 1976] and [White 1996] .) The necessity of B2-convexity for lower semicontinuity of (1) in general had remained an open question ever since the condition was formulated in 1995, in an early version of [Morgan 1997 ]. This question was settled in [Caraballo 2010 ]: B2-convexity is not necessary for lower semicontinuity.
In this paper, we prove that B2-convexity is sufficient for lower semicontinuity of the surface energy functional (1). This is a very useful result since B2-convexity has turned out to be a convenient to check condition, implied by most other conditions considered in the literature; as noted above, our results here imply the other conditions are all sufficient for both strong and weak lower semicontinuity. There are currently no published proofs of the sufficiency of B2-convexity for lower semicontinuity, the only other proof being the author's original proof in the unpublished thesis [Caraballo 1997] . Our proof here is simpler, much clearer, and significantly shorter than our original proof, on which this proof was based.
We establish lower semicontinuity for both strong and weak topologies. In Theorem 14, we have a sequence {P i } of polycrystals P i = K 1..s,i (each corresponding to the partition {K 1,i , K 2,i , . . . , K s,i } of ‫ޒ‬ n ) converging to a fixed polycrystal
in the strong topology of integral currents for each u = 1, . . . , s − 1. This is equivalent to the volume convergence used in other lower semicontinuity results in the literature, i.e., P i = K 1..s,i converges to
In Theorem 15, we relax the convergence assumptions somewhat and require (for each u = 1, . . . , s − 1) that [K u,i ] converges in the weak topology of integral currents (i.e., pointwise for each compactly supported C ∞ differential form) to an integral n-current T u as i → ∞. Assuming the crystals [K u,i ] stay in a bounded region and that their masses are uniformly bounded, we deduce strong convergence and lower semicontinuity. The weak lower semicontinuity is a little surprising, since in general a collection of integral n-currents T 1 , . . . , T s−1 does not specify a polycrystal.
We also establish other results of independent interest, such as a Lebesgue point theorem (Theorem 10) which shows that individual interfaces have surface energy which may be locally approximated by that of a disk, and a powerful localization estimate (Theorem 13), which shows that if lower semicontinuity holds locally then it holds globally.
We work in the context of the sets of finite perimeter and integral and rectifiable currents of geometric measure theory. The setting is general enough to allow for realistically complex boundary and topological structures, such as those present in an annealing metal, in a metal foam, in a soap bubble cluster, in a tumor, or in image segmentation problems, and yet is sufficiently structured that suitable notions of convergence and compactness exist.
Crystals and polycrystals
2.1. Basic notation and sets of finite perimeter. We will measure volume and surface area in ‫ޒ‬ n (for n ≥ 2) with n-dimensional Lebesgue measure ᏸ n and (n−1)-dimensional Hausdorff measure Ᏼ n−1 , respectively. We let B( p, r ) and U ( p, r ) denote, respectively, the closed and open balls in ‫ޒ‬ n with center p and radius r , and we set α(n) = ᏸ n (B(0, 1)), where 0 denotes the zero vector in ‫ޒ‬ n . If A, B ⊂ ‫ޒ‬ n and 0 < m ≤ n, we write A ⊂ m B (read "A is Ᏼ m -almost contained in B") when Ᏼ m (A \ B) = 0. If A, B ⊂ ‫ޒ‬ n , A B denotes the symmetric difference of A and B: A B = (A \ B) ∪ (B \ A). If A, B ⊂ ‫ޒ‬ n we write A B if A, the topological closure of A in ‫ޒ‬ n , is a compact subset of B. Given a point p ∈ ‫ޒ‬ n and a unit vector u ∈ ‫ޒ‬ n , we define the open half-spaces H + ( p, u) = {x : (x − p) · u > 0} and H − ( p, u) = {x : (x − p) · u < 0} and the hyperplane H ( p, u) = {x : (x − p) · u = 0} through p and orthogonal to u, and for each r > 0 we also define the closed disk
provided the limit exists. Let Ꮿ denote the collection of all bounded, ᏸ n -measurable subsets K ⊂ ‫ޒ‬ n having finite perimeter,
In particular, if K is a bounded, ᏸ n -measurable subset of ‫ޒ‬ n , then K ∈ Ꮿ if and only if χ K ∈ BV ‫ޒ(‬ n ), where χ K is the characteristic function of K . Whenever K ∈ Ꮿ, we let ∂ K (the reduced boundary of K ) be the set of all points p in ‫ޒ‬ n at which K has a measure-theoretic exterior unit normal n K ( p) in the sense of H. Federer [1969, 4.5.5] 
If K ∈ Ꮿ and ᏸ n (K ) > 0, the isoperimetric inequality implies that we also have Ᏼ n−1 (∂ K ) > 0, and so it follows that ∂ K has Hausdorff dimension equal to n − 1. Some excellent references that treat sets of finite perimeter and functions of bounded variation in detail are [Ambrosio et al. 2000; Burago and Zalgaller 1988; Evans and Gariepy 1992; Giusti 1984; Krantz and Parks 1999; Mattila 1995] .
The following proposition, which follows quickly from [Federer 1969, 4.5.6 ], will be useful later.
2.2. Integral currents. The standard reference for currents is the treatise [Federer 1969 ]. Other very good references are [Almgren 1986a; Burago and Zalgaller 1988; Federer and Fleming 1960; Hardt and Simon 1986; Krantz and Parks 2008; Morgan 2009; Simon 1983 ].
An m-dimensional current 1 T is any element of Ᏸ * m , the dual space of the real vector space
If m > 0 the boundary of T is defined so as to satisfy Stokes's theorem; i.e., ∂ T (ϕ) = T (dϕ) whenever ϕ is an (m −1)-form. ∂ T is therefore an (m−1)-current. A set X ⊂ ‫ޒ‬ n is called m-rectifiable 2 if for each ε > 0 there exists a compact C 1 submanifold with boundary M ε such that Ᏼ m (X M ε ) < ε (cf. [Almgren 1986a]) . Perhaps the most interesting m-currents are those associated with rectifiable sets. An m-dimensional current T in ‫ޒ‬ n is a rectifiable m-current if it can be represented in the form T = (Ᏼ m S) ∧ (θ σ ) -more compactly, T = t(S, θ, σ ) -where (1) S is a bounded, m-rectifiable subset of ‫ޒ‬ n , (2) θ : S → {1, 2, 3, . . . } is Ᏼ m S summable (θ being the multiplicity, or density, function for the set S), and (3) σ : S → m ‫ޒ‬ n is the orientation function: σ (x) is a simple m-vector satisfying |σ (x)| = 1, and, for Ᏼ m -a.e. x ∈ S, the linear subspace of ‫ޒ‬ n spanned by σ (x) is the approximate tangent m-subspace to S at p. (See [Federer 1969, 4.1.28; Almgren 1986a; Almgren et al. 1993, 3.1.3] .)
We denote the set of rectifiable m-currents in ‫ޒ‬ n by m . For the remainder of this section, T ∈ m unless otherwise noted. Whenever ϕ ∈ Ᏸ m , we have
T is called an integral m-current if T is a rectifiable m-current, and (for m > 0 only) ∂ T is a rectifiable (m−1)-current. The space of all integral m-currents in ‫ޒ‬ n is denoted ‫މ‬ m ‫ޒ(‬ n ). It follows from the closure theorem [Federer 1969, 4.2.16] 
The variation measure associated with T , T = Ᏼ m ∧θ , assigns to each subset X ⊂ ‫ޒ‬ n the upper integral of θ over the set S ∩ X :
The mass (a semi-norm) of T [Federer 1969, 4.1.7] is the integral of the density function over the set S:
as with distributions. Since (spt ϕ) ∩ S = ∅ implies T (ϕ) = 0, it follows that S ⊂ spt T . However, the set spt T can be much bigger than S in general (unless S is known to be regular).
The flat (semi-)norm Ᏺ is defined by Ᏺ(T ) = inf{M(Q) + M(R)}, where the infimum is taken over all currents R ∈ m and (if m < n) Q ∈ m+1 for which T = R + ∂ Q. In particular, rectifiable (n−1)-currents S and T are flat close to each other when S − T can be altered slightly (i.e., the piece R has small mass) so as to bound a crystal Q having small mass. Ᏺ is useful for determining how close together surfaces are geometrically.
The weak topology on Ᏸ m is specified by asserting T i → T weakly if and only if T i (ϕ) → T (ϕ) for each ϕ ∈ Ᏸ m . Convergence in the mass norm (strong convergence) implies convergence in the flat norm (flat convergence), which implies convergence on fixed m-forms (weak convergence). Suppose (for some m > 0) that
then weak convergence T i → T is equivalent to convergence in the flat norm [Simon 1983, 31.2] . If m = n, then mass convergence is implied as well [Almgren et al. 1993, 3.1.5] .
2.3. Crystals. Following [Almgren 1976 ] and other sources, we define crystals (and polycrystals) using integral currents associated with Lebesgue measurable subsets of ‫ޒ‬ n having finite perimeter. We consider both weak and strong convergence for such integral currents. Throughout this section, suppose that K , L ∈ Ꮿ.
It is a locally integral current with ∂ E n = 0. It follows that
is an integral n-current in ‫ޒ‬ n . The boundary (n−1)-current ∂[K ] is given by
Any element [K ] ∈ will be called a crystal. We will also use the term crystal to refer to the underlying set K . If we have several crystals, such as K 1 and K 2 , for simplicity we will often refer to these as crystals 1 and 2. Because elements of are integrals of differential forms, two sets K and L differing by a set having ᏸ n measure zero give rise to the same crystal in .
. In this way, sets of measure zero are ignored automatically. Finally, we state some important facts concerning slicing of n-dimensional integral currents by distance functions to a point. The results in the following theorem are specializations of results given for integral currents of any dimension sliced by general Lipschitz functions in [Almgren et al. 1993, 3.1.8] , and in a much more general setting in [Federer 1969, 4.1-4.3] .
Theorem 2 (slicing of n-dimensional integral currents [Almgren et al. 1993, 3.1.8; Federer 1969, 4.1-4.3 
]).
Hypotheses:
. Conclusions: For ᏸ 1 -almost every q > 0 each of the following is true:
for the right σ (see [Federer 1969, 4.3 .1]), is an element of ‫މ‬ n−1 ‫ޒ(‬ n ).
Surface energy integrands.
Definition 3. A surface energy integrand (or surface energy density function) on ‫ޒ‬ n is a function φ :
whenever c ≥ 0 and x ∈ ‫ޒ‬ n , and
for all x, y ∈ ‫ޒ‬ n (triangle inequality).
Definition 4. Suppose φ is a surface energy integrand on ‫ޒ‬ n . We say that φ is of class 1 provided φ is continuously differentiable at each x ∈ ‫ޒ‬ n \ {0}.
I.e., φ is a surface energy integrand provided it is a continuous, positive-valued function on unit vectors in ‫ޒ‬ n , which, when extended by positive homogeneity of degree one (i.e., φ(cx) = cφ(x) if c ≥ 0) to all of ‫ޒ‬ n , becomes a convex function. If φ(v) = φ(−v) for all unit vectors v in ‫ޒ‬ n , so that φ is even, then φ is a norm on ‫ޒ‬ n . φ determines which orientations are cheap, which in turn affects the orientation of any exposed pieces of surface. In the case of evolution problems, φ determines which directions are favorable for growth. Perhaps the simplest case is the one where φ is taken to be the Euclidean norm: φ E (v) = |v| for all v ∈ ‫ޒ‬ n . φ E is called the area integrand since surface energy is just surface area if φ = φ E . If φ is a positive constant multiple of φ E , then no directions are preferable, and we call φ isotropic; otherwise, φ is anisotropic. While there are isotropic surface energy densities in nature (e.g., as in soap bubbles), anisotropic ones are far more common.
The next theorem, stated in greater generality in [Federer 1969, 5.1 .2] and proved in detail in [Caraballo 1997, 4 .4] using Jensen's inequality [Federer 1969, 2.4.19] , asserts that planar interfaces are not more expensive than non-planar ones having the same boundary, provided the surface energy integrand is convex.
, where D 0 is a bounded, Ᏼ n−1 -measurable subset of an (n−1)-dimensional hyperplane in ‫ޒ‬ n , and there is a simple (n−1)-
2.5. Polycrystals and interfaces between crystals. An admissible partition of ‫ޒ‬ n is any partition {K 1 , . . . , K s } of ‫ޒ‬ n into s pairwise disjoint, ᏸ n -measurable subsets K u having finite perimeter, and for which K u is bounded for each u < s, so that
is the only unbounded region. Since ‫ޒ‬ n has no boundary, ∂ K s = ∂(K 1 ∪···∪ K s−1 ). The last set K s can represent the "outside" or "melt" in the case of crystals. We could also consider s different immiscible fluids in a bounded container, in which case K s would also be bounded.
A polycrystal is any s-tuple
For convenience, we write P = K 1..s for such a polycrystal P, and we let ᏼ s denote the space of polycrystals P = K 1..s , as above. When s = 2, a polycrystal can be modeled as a single crystal, since there is only one interface, and we let φ denote the surface energy density function. The case s > 2 is substantially more complicated, since each interface is allowed to have its own surface energy density function. Let φ uv denote the surface energy density function for the u-v interface (with 1 ≤ u < v ≤ s). Given a collection of integrands {φ uv } 1≤u<v≤s , we set
A continuity-compactness argument shows that these extrema are attained and that 0 < φ 0 ≤ φ 0 < ∞. Strong (or mass) convergence in corresponds to convergence in volume of the underlying sets of finite perimeter, in accordance with (3). More precisely, if
. We now extend this notion to polycrystals in a natural way. Definition 6. If {P i } is a sequence of polycrystals P i = K 1..s,i ∈ ᏼ s , and P = K 1..s ∈ ᏼ s , we say that P i → P in the strong topology provided
vu is defined in the same manner, and its orientation is opposite to that of uv . The main disadvantage of working in such a general context is that very complicated objects have to be manipulated. For example, sets with excessively wild boundaries may yield currents whose boundary supports have positive, even large n-dimensional volume. Also, the boundaries of crystals in polycrystals may conceivably be so mixed up that the local structure is everywhere complex, so that we cannot work with individual interfaces. We preclude such pathological behavior in Theorem 7, which shows the relationship between the interfaces in a polycrystal and the boundaries of the individual crystals. Measure-theoretic unit normal vectors from one crystal into another exist Ᏼ n−1 almost everywhere, and boundary currents are the sum of the individual interface currents.
Theorem 7 (boundary structure theorem [Caraballo 1997, Theorem 6; Caraballo 2008, Theorem 2.4 
(1) For Ᏼ n−1 -almost every point p ∈ Ꮾ there exist distinct integers u and v so that unit normals n K u ( p) and
Remark 8. Property (1) implies that the set of "bad" points (such as typical multiple junctions) at which there is no well-defined interface normal direction has Ᏼ n−1 measure zero.
The next theorem (see [Federer 1969, 2.8.15; Krantz and Parks 2008, 4.2.13; Morgan 2009, 2.7] ) is indispensable because it allows us to carry out our analysis locally on interfaces of polycrystals.
Theorem 9 (Besicovitch-Federer covering theorem). Suppose µ is a Borel measure on ‫ޒ‬ n (n ≥ 1), that A is a subset of ‫ޒ‬ n with µ(A) < ∞, and that Ᏺ is a nonempty family of closed balls (having positive radii uniformly bounded from above) such that each point a ∈ A is contained in at least one member of Ᏺ, and inf R : B(a, R) ∈ Ᏺ = 0 for each a ∈ A. Then there exists a countable, disjointed subcollection of Ᏺ which covers µ-almost all of A.
2.6. Surface energy of a polycrystal. Suppose P = K 1..s ∈ ᏼ s , U ⊂ ‫ޒ‬ n is open, and 1 ≤ u < v ≤ s. We define the surface energy of the u-v interface of P in U according to the formula
If U = ‫ޒ‬ n , we simply write SE u,v (P). We define the surface energy of P in U in the obvious way as SE(P, U ) = 1≤u<v≤s SE u,v (P, U ). If U = ‫ޒ‬ n , we simply write
If V is any closed subset of ‫ޒ‬ n and 1
. Without loss of generality, when computing surface energies of interfaces, surface energy density functions are always evaluated at the normals pointing toward the highernumbered crystal.
2.7.
A Lebesgue point theorem for partitions. In this section, we prove a result concerning some surprising cancellation of oscillations. It is of independent interest, as it will be useful for localizing many arguments involving surface energy of partitions in ‫ޒ‬ n (and in other nice manifolds, since the argument is local). In the present paper, we use it to establish 5 in the proof of Theorem 14.
The following theorem shows that surface energy is well-behaved in small balls centered at Lebesgue points of suitable functions, and moreover Ᏼ n−1 every point in s u=1 ∂ K u is such a Lebesgue point. This is somewhat surprising since the boundary may be nonsmooth at such points, and since our surface energy density functions are typically non-differentiable and may be extremely sensitive to orientation changes. We are given only (see Theorem 7) that Ᏼ n−1 -almost every x ∈ s u=1 ∂ K u has a well-defined measure-theoretic unit normal vector, which means that small balls centered at x consist essentially of two crystals, in the sense that each of two crystals occupies approximately one half of the total volume of the small balls.
Result (4) in the following theorem ensures that
with an error that becomes arbitrarily small compared to r n−1 as r → 0 + , provided x is a Lebesgue point of u = φ i j • n K i .
Theorem 10 (Lebesgue point estimate). Suppose P = K 1..s ∈ ᏼ s . Fix integers i and j with 1 ≤ i < j ≤ s, let ϕ = Ᏼ n−1 (∂ K i ∩ ∂ K j ), and let φ i j be any surface energy density function. Let u(x) = φ i j (n K i (x)) for each x. Then:
(1) u is ϕ-measurable.
(2) z∈ |u(z)|dϕz < ∞ for all bounded, ϕ-measurable ⊂ ‫ޒ‬ n .
(3) For ϕ-almost every x,
Those points x satisfying this equation are the Lebesgue points of u.
Proof. Since φ i j is continuous and n K i is ϕ-measurable by Theorem 7(2), it follows that u is ϕ-measurable, so (1) holds. Let φ max = sup φ i j (v) : |v| = 1 . We have φ max ∈ (0, ∞) by a standard continuity/compactness argument, and so
Since (1) and (2) are true, we invoke Corollary 2.9.9 of [Federer 1969 ] with f = u, S = B(x, R), and Y = ‫ޒ‬ to deduce (3). To prove (4), suppose x ∈ ∂ K i ∩ ∂ K j is a Lebesgue point of u, and let B R denote B(x, R).
. Fix any arbitrary ε > 0. Conclusion (3) guarantees the existence of an R > 0 such that for ᏸ 1 -almost every R ∈ (0, R ) we have
For ᏸ 1 -almost every R ∈ 0, min(R , R ) , it follows that
The bounds (7) and (8), together with the triangle inequality, give
≤ , so (4) follows since was arbitrary.
3. Lower semicontinuity of surface energy 3.1. Restrictions on the integrands. We begin by defining B2-convexity, introduced in [Morgan 1997 ]. The sets X and Y need not have positive ᏸ n measure.
Definition 11. A family of integrands {φ uv } 1≤u<v≤s satisfies B2-convexity if, for any K 1..s ∈ ᏼ s and for each pair (u, v) with u = v, the union z / ∈{u,v} K z of the other regions in K 1..s may be partitioned into two disjoint, ᏸ n -measurable sets X and Y in such a way that, when one is renamed to u and the other is renamed to v, the resulting polycrystal (corresponding to the partition {K u ∪ X, K v ∪ Y } of ‫ޒ‬ n into two sets) has surface energy not exceeding SE(K 1..s ).
B2-convexity is significant for several reasons. Although it was shown in [Caraballo 2010] that B2-convexity is not necessary for lower semicontinuity of (6), many other conditions on surface energy density functions {φ uv } 1≤u<v≤s in ‫ޒ‬ n imply B2-convexity, most notably partitioning regularity (introduced in [Almgren 1976 ]), (B)-convexity (introduced in [Ambrosio and Braides 1990b] ; cf. [Ambrosio et al. 2000] ), LSC1 and LSC3 (introduced in [Caraballo 1997]) , and Aconvexity, A2-convexity, and directional control (introduced in [Caraballo 2008] ). Since B2-convexity is sufficient for lower semicontinuity of the surface energy functional (6), as we will show, each of the other conditions implies lower semicontinuity as well. B2-convexity is quite general, and at the same time it is concrete (because it is a replacement condition) to the extent that proving that B2-convexity holds is one of the easiest ways to establish that a condition on the integrands {φ uv } 1≤u<v≤s implies lower semicontinuity.
For the special case φ uv = c uv φ, for a given fixed, even surface energy integrand φ, and for constants c uv > 0 satisfying the triangle inequalities (c uw ≤ c uv + c vw ), Morgan [1997] uses the max-flow/min-cut theorem from graph theory to show that B2-convexity is equivalent to lower semicontinuity of (6).
Remark 12. B2-convexity arose when F. Morgan observed (personal communication) that the author was using more restrictive conditions in order to make a certain replacement construction (the reduction to two crystals in a key step, without increase of energy) work, in the lower semicontinuity proof from [Caraballo 1997 ]. He suggested making the condition itself be that the replacement construction works, and he named that condition B2-convexity [Morgan 1997 ].
3.2.
A local property of lower semicontinuity. The following theorem, roughly speaking, shows that if lower semicontinuity holds locally then it holds in general. More precisely, if lower semicontinuity fails then it fails by some percentage (as defined in the theorem statement), and that implies it must fail by at least that percentage in some fixed, closed ball. This powerful result will allow us to work locally in a fixed closed ball when we prove that B2-convexity implies surface energy is lower semicontinuous.
Theorem 13. Suppose P = K 1..s ∈ ᏼ s , and P j = K 1..s, j ∈ ᏼ s for each j = 1, 2, 3, . . . , and set E = SE(P) and E j = SE(P j ). Suppose lower semicontinuity fails, so that E − lim inf j→∞ E j > 0, and let
denote the percentage by which lower semicontinuity fails. Let {B k } ∞ 1 be a countable, disjointed collection of closed balls in ‫ޒ‬ n such that
Then there exists a positive integer k such that lower semicontinuity fails by at least η percent in B k . I.e.,
for some positive integer k, where E(B k ) = SE(P, B k ), and E j (B k ) = SE(P j , B k ).
Proof. Suppose, to the contrary, that for each positive integer k lower semicontinuity fails by strictly less than η percent in B k . Then
The first inequality holds since E j ≥ ∞ k=1 E j (B k ) for each positive integer j. The second follows from standard real analysis, and the strict inequality is implied by the assumption that the percentage by which lower semicontinuity fails is strictly less than η in each B k . Therefore, the percentage by which lower semicontinuity fails equals E − lim inf j→∞ E j E × 100 < η, a contradiction.
3.3. The main lower semicontinuity theorems. Here we state our main lower semicontinuity theorems. We prove them in Sections 3.4 and 3.5, respectively. The weak lower semicontinuity is a little surprising, since in general a collection of integral n-currents T 1 , . . . , T s−1 does not specify a polycrystal.
Theorem 14 (surface energy is strongly lower semicontinuous). Suppose the surface energy density functions {φ uv } 1≤u<v≤s satisfy B2-convexity. Suppose P i = K 1..s,i is a polycrystal in ᏼ s for each i = 1, 2, 3, . . .
Theorem 15 (surface energy is weakly lower semicontinuous). Suppose the surface energy density functions {φ uv } 1≤u<v≤s satisfy B2-convexity. Suppose that, for each positive integer i, P i = K 1..s,i is a polycrystal in ᏼ s such that the P i satisfy
Suppose further that, for each u < s, [K u,i ] converges weakly to an integral ncurrent T u as i → ∞. Then there exists a polycrystal P = K 1..s ∈ ᏼ s such that
strongly as i → ∞, for each u < s, and
3.4. Proof of the strong lower semicontinuity theorem. For j ≥ 1, 1 ≤ u < v ≤ s, and B a closed ball in ‫ޒ‬ n , we will use the abbreviations
, and E j = SE(P j ). Suppose that lower semicontinuity fails. Then there exists a positive real number η ∈ (0, 100] such that lower semicontinuity fails by η percent, in the sense of (9) (see Theorem 13). Fix η, let φ 0 and φ 0 be as in (5), and define the constants λ > 0 and δ ∈ (0, 1) according to It follows from Theorem 10 that Ᏼ n−1 (Ꮾ \ Ꮾ ) = 0. We define the index function
by requiring that I (x) = (I 1 (x), I 2 (x)) = (u, v) whenever x ∈ * uv . This is welldefined because of the definition of Ꮾ .
We will now define a collection Ᏺ of closed balls B(x, R), satisfying all the estimates we will need to work locally. Let Ᏺ be the collection of all closed balls B(x, R) ⊂ ‫ޒ‬ n such that x ∈ Ꮾ , Ᏼ n−1 ∂ B(x, R) ∩ Ꮾ = 0, and 0 < R < R 0 (x), where R 0 (x) is such that whenever x ∈ Ꮾ and 0 < R < R 0 (x) the following inequalities hold:
Claim 1. Each point x ∈ Ꮾ is contained in at least one member of Ᏺ, and
Proof. That (13) is true for all sufficiently small values of R follows from conclusion (4) of Theorem 10, since x is a Lebesgue point of φ I 1 (x)I 2 (x) • n K I 1 (x) . Clearly, E(B(x, R)) − E I 1 (x),I 2 (x) (B(x, R)) ≥ 0. Equation (14) holds for all small enough values of R because the (n−1)-density of the I 1 (x)-I 2 (x) interface is 1 at x, and so the (n−1)-density of all of the other interfaces combined must be 0 at x. The remaining inequalities above are true for all sufficiently small values of R because n K I 1 (x) is a (measure-theoretic) unit normal vector at x, and so the n-densities of crystals I 1 (x) and I 2 (x) are each 1 2 at x, and that means the ndensities of all the other crystals at x must be zero. Finally, ᏸ n (Ꮾ ) = 0 implies that Ᏼ n−1 ∂ B(x, R) ∩ Ꮾ = 0 for ᏸ 1 almost every R > 0. It follows that Ᏺ is fine at each x ∈ Ꮾ .
We apply the Besicovitch-Federer covering theorem (Theorem 9) with µ = Ᏼ n−1 Ꮾ and A = Ꮾ there to deduce that there exists a countable, disjointed subcollection {B k } ∞ 1 of Ᏺ which covers µ-almost all of Ꮾ . We therefore have E = ∞ k=1 E(B k ). By Theorem 13, there exists a positive integer k such that lower semicontinuity fails by at least η percent in B k .
Notation 16. We now fix x and R, the center and radius of B k = B(x, R), for the remainder of the proof. For simplicity, and without loss of generality, we will suppose I (x) = (1, 2), so that x is on the 1-2 interface of P. For any s > 0 we abbreviate B s = B(x, s), U s = U (x, s), and D s = D x, n K 1 (x), s . We also abbreviate H − = H − (x, n K 1 (x)), H + = H + (x, n K 1 (x)), and H = H (x, n K 1 (x)). For any s > 0, if the 1-2 interface inside B s were planar, we would find the surface energy on D s by integrating φ 12 over D s , evaluating φ 12 at the fixed vector n K 1 (x) which is orthogonal to D s . We therefore introduce the convenient notation
Even though x will not be on the 1-2 interface of P j in general, since
in the mass norm as j → ∞ for each u, (15), (16), and the triangle inequality guarantee that we can select a positive integer N sufficiently large so that j > N implies
Fix such an N , and let j be any positive integer for which j > N . Let Ꮾ j = s u=1 ∂ K u, j . We would now like to show that the interfaces of P j in B R other than the 1-2 interface can essentially be ignored, given the proper construction.
Claim 2. There exists r ∈ (R − (δ/2) R, R) such that Ᏼ n−1 (Ꮾ j ∩ ∂ B r ) = 0 and such that there is a polycrystal P j = K 1..s, j ∈ ᏼ s satisfying (1) K u, j \ B r = K u, j \ B r for each u = 1, . . . , s; (2) U r ⊂ K 1, j ∪ K 2, j ; i.e., P j consists only of crystals 1 and/or 2 in the interior of B r ; and (3) SE(P j , B r ) − E j (B R ) ≤ (λ/10)R n−1 .
Proof. Since ᏸ n (Ꮾ j ) = 0, for ᏸ 1 -almost every r we have Ᏼ n−1 (Ꮾ j ∩∂ B r ) = 0. For any such r in the interval (R − (δ/2)R, R), B2-convexity ensures that it is possible to replace crystals 3, 4, . . . , s of P j in B r , using only crystals 1 and 2, so that surface energy in the interior of B r does not increase. This procedure eliminates every interface (in the interior of B r ) except the 1-2 interface, which is generally altered. The resulting polycrystal may have new interfaces along ∂ B r , but they will have small surface area if we select r judiciously. Since j > N , the set of all r ∈ (R − (δ/2)R, R) such that
has ᏸ 1 measure at least (δ/4)R. If not, Federer's coarea formula [1969, 3.2] would imply that
contradicting (20). In particular, there exists an r ∈ (R − δ/2R, R) for which Ᏼ n−1 (Ꮾ j ∩∂ B r ) = 0 and (21) holds. For this r , the surface energy created along ∂ B r cannot exceed φ 0 Ᏼ n−1 s u=3 K u, j ∩ ∂ B r , which in turn is at most (λ/10)R n−1 because of (21).
In the next claim, we will alter the 1-2 interface slightly by adding a slice current C having small area and hence little surface energy, so as to produce a new integral current having the same boundary as a disk. It will then be possible to make use of the convexity of φ 12 and invoke Theorem 5 to deduce that the new current has surface energy no less than that of the disk. Since the current C has small area by construction, we will be able to deduce that SE(P j , B r ) cannot be much less than SE(D q ).
Claim 3. There exists q ∈ (R − δ R, r ) for which SE(D q ) − SE(P j , B r ) ≤ λ 10 R n−1 .
Proof. Let f (z) = |z − x| whenever z ∈ ‫ޒ‬ n . Then f is Lipschitz with constant 1.
Applying Theorem 2 in turn to the currents V , W , and T , we see that for ᏸ 1 -almost every q ∈ (R − δ R, r ) each of the conclusions of that theorem holds simultaneously for the currents V, W , and T . Therefore, for each such q, A = (∂ V ) U q and B = (∂ W ) U q are n−1-dimensional integral currents in ‫ޒ‬ n , and we can define the slice current C = T, f, q (see Theorem 2(4)), which is also an (n−1)-dimensional integral current. Theorem 2(7) implies
Applying the boundary operator ∂ to the extreme equality in (22) and using linearity gives ∂ B = ∂(A + C). Since spt B is contained in a hyperplane (i.e., H ), we may apply Theorem 5 with T , D, and φ there replaced by A + C, B, and φ 12 respectively, and make use of the fact that surface energy is no more than φ 0 times mass, to conclude that
Now we'll show that q can be chosen so that M(C) will be sufficiently small. By Theorem 2(6), for ᏸ 1 -almost every q ∈ (R −δ R, r ) we have M( T, f, q ) ≤ m (q), and so we can estimate
Since r < R,
The last inequality follows from (18) and (20). The set of numbers q in (R −δ R, r ) for which
has measure strictly less than δ R/2. If (25) were true for a set of points q having measure at least δ R/2, it would follow from Federer's coarea formula [1969, 3.2 
contradicting (24). Therefore, q can be chosen in (R − δ R, r ) so as to also satisfy
This last inequality and (24) immediately yield
We now fix q as in 3 for the remainder of the proof.
Proof: This is estimate (13) above.
Proof: This follows from (14)). 
Proof: This follows by adding the inequalities in Claims 2, 3, 4, 5, and 6. Claim 9. There exists ε > 0 such that for each j > N we have
Proof. Define so that (400/η) = φ 0 α(n − 1) R n−1 . Claim 7 gives
and so (η/100)E(B R ) − ≥ (η/400)φ 0 α(n − 1)R n−1 = (λ/2)R n−1 . The result now follows from 8.
For convenience, we state the following elementary lemma from real analysis:
Lemma 17. Suppose {x j } is a sequence of real numbers for which lim inf j→∞ x j > −∞, and a ∈ (−∞, ∞). Then lim inf j→∞ x j > a if and only if ∃ ε > 0 such that ∃ N > 0 with the property that for all j > N we have x j ≥ a + ε. Claim 10. E ≤ lim inf j→∞ E j .
Proof. Letting x j = E j (B R ) and a = (1−η/100)E(B R ), 9 implies there exist > 0 and N > 0 such that for all j > N we have x j ≥ a + ε. Lemma 17 implies that (26) lim inf
Suppose our claim is false. Then lower semicontinuity fails by η percent for some η ∈ (0, 100]. Theorem 13 then implies that lower semicontinuity fails by at least η percent inside B R , so that
which contradicts (26).
3.5. Proof of the weak lower semicontinuity theorem. Suppose 1 ≤ u < s. For each ϕ ∈ Ᏸ n , we are given that
The isoperimetric inequality [Almgren 1986b; Almgren et al. 1993, 3.1.7] gives an upper bound for
, and so
As noted in Section 2.2, it follows that the weak convergence of [K u,i ] to T u is equivalent to flat convergence of [K u,i ] to T u [Simon 1983, 31.2] . Since, additionally, these are n-dimensional integral currents in ‫ޒ‬ n , we have mass convergence as well [Almgren et al. 1993, 3.1.5] 
Repeating the construction above for each 1 ≤ u < s and defining
Lower semicontinuity of surface energy now follows from Theorem 14.
Appendix: Restrictions on the integrands
In this appendix we will briefly discuss several sets of conditions, on the surface energy density functions {φ uv } 1≤u<v≤s , which are mentioned in the Introduction and in Section 3.1. We will also state some relations among the conditions. In [Almgren 1976 ] Chapter VI, F. Almgren considered partitions of ‫ޒ‬ n minimizing surface energy subject to volume constraints. It was the first work of its kind in such a general and rigorous setting. His surface energy density functions were allowed to depend on position, not just orientation. However, each was a constant multiple of a fixed norm φ of class 1: in our notation, φ uv = c uv φ for positive constants c uv (u = v). The constants c uv were further restricted so as to satisfy a condition, called partitioning regularity, which ensures that for any polycrystal P = K 1..s any given crystal K u may be renamed, by adding it to K v for some judiciously chosen v = u, in such a way as to decrease surface energy. This condition sufficed for both lower semicontinuity and regularity and was more restrictive than necessary for lower semicontinuity alone.
In [Caraballo 2008 ], we introduced a related condition which does not require smoothness and which does not require that the φ uv 's all be multiples of a fixed φ. However, in this condition and in all other conditions on the integrands {φ uv } in this paper, including B2-convexity, the functions φ uv depend on orientation only and not on position.
Definition 18. A family of integrands {φ uv } 1≤u<v≤s satisfies A-convexity if, for any K 1..s ∈ ᏼ s and for each u for which ᏸ n (K u ) > 0, there exists a v = u such that ᏸ n (K v ) > 0, and such that SE(P u,v ) ≤ SE(K 1..s ), where P u,v is the polycrystal corresponding to the partition
∈ {u, v}. I.e., the integrands {φ uv } satisfy A-convexity if any non-trivial region u may be added to a judiciously chosen non-trivial region v without increasing surface energy. A-convexity is clearly implied by the restriction of Almgren's condition to the case where the integrands depend only on orientation. A-convexity is sufficient but not necessary for lower semicontinuity (see [Caraballo 2010] ).
More than a decade after Almgren's seminal work [Almgren 1976 ], but prior to all other work we cite on lower semicontinuity of surface energy in this setting, Ambrosio and Braides gave the first necessary and sufficient condition for strong lower semicontinuity of the surface energy functional (1), BV-ellipticity (see [Ambrosio and Braides 1990b] and [Ambrosio et al. 2000] ). Let K * = {K 1 , K 2 , . . . , K s } denote a partition of ‫ޒ‬ n into ᏸ n -measurable subsets of ‫ޒ‬ n (not necessarily bounded or unbounded) having locally finite perimeter. If U is a bounded, open subset of ‫ޒ‬ n we can define the surface energy of K * in U in the obvious way:
Definition 19. A family of integrands {φ uv } 1≤u<v≤s is said to satisfy BV-ellipticity
Q is an open unit cube in ‫ޒ‬ n , centered at the origin and having all faces parallel or perpendicular to w, and d) K * is a partition of ‫ޒ‬ n , as above,
. Thus, we see that, when BV-ellipticity holds, bounded perturbations of a planar interface, possibly involving other regions, are never cheaper than the original planar interface.
(B)-convexity and joint convexity were also introduced in [Ambrosio et al. 2000; Ambrosio and Braides 1990b] , and each was shown to be sufficient for strong lower semicontinuity of the surface energy functional (1).
Definition 20. A family of integrands {φ uv } 1≤u<v≤s satisfies (B)-convexity if, for any K 1..s ∈ ᏼ s and for each u for which ᏸ n (K u ) > 0, region u of K 1..s may be replaced by some configuration involving the remaining regions in K 1..s in such a way that the resulting polycrystal has surface energy not exceeding SE(K 1..s ).
With (B)-convexity, we can remove any single crystal and allow the remaining crystals to flow into the space it formerly occupied, in such a way that surface energy does not increase.
Definition 21. A family of integrands {φ uv } 1≤u<v≤s satisfies joint convexity if φ uv (w) = sup z∈{1,2,3,... } g z (u) − g z (v), w whenever 1 ≤ u < v ≤ s, w ∈ ‫ޒ‬ n for some sequence g 1 ( · ), g 2 ( · ), g 3 ( · ), . . . of functions from {1, 2, . . . , s} into ‫ޒ‬ n .
A very basic condition, necessary for the lower semicontinuity of the surface energy functional (1), is the following.
Definition 22. A family of integrands {φ uv } 1≤u<v≤s satisfies the triangle inequalities if, when we extend it to a family {φ uv } u,v∈{1,2,...,s} using the conventions φ ji (w) = φ i j (−w) for all w ∈ ‫ޒ‬ n , if 1 ≤ i < j ≤ s, (28) φ ii (w) = 0 for all w ∈ ‫ޒ‬ n , for each i ∈ {1, 2, . . . , s},
we have (30) φ i j (w) ≤ φ ik (w) + φ k j (w) whenever i, j, k ∈ {1, 2, . . . , s}, w ∈ ‫ޒ‬ n .
The triangle inequalities are necessary for lower semicontinuity of surface energy since otherwise two planar interfaces could merge, resulting in a sudden increase in surface energy. When s ≤ 3 they imply joint convexity and hence are also sufficient for lower semicontinuity [Ambrosio and Braides 1990b] . When s > 3, they are not sufficient for lower semicontinuity [Caraballo 2009 ].
Definition 23 [Caraballo 1997] . A family of integrands {φ uv } 1≤u<v≤s is said to satisfy LSC1 if, for any K 1..s ∈ ᏼ s and for each pair (u, v) with u = v,
where P u is the polycrystal corresponding to the partition {K u ∪ z / ∈{u,v} K z , K v } of ‫ޒ‬ n into two sets, and P v the one corresponding to the partition {K u , K v ∪ z / ∈{u,v} K z } of ‫ޒ‬ n into two sets. I.e., this condition holds provided for any pair u and v it is possible to replace all of the other regions with just u, or all of the others with just v, in such a way that surface energy does not increase. We can generalize this condition by allowing replacements in which some regions are replaced by u and others by v:
Definition 24. A family of integrands {φ uv } 1≤u<v≤s satisfies A2-convexity if, for any K 1..s ∈ ᏼ s and for each pair (u, v) with u = v, ᏸ n (K u ) > 0, and ᏸ n (K v ) > 0, the remaining regions of K 1..s may be renamed, in each case to either u or v, in such a way that the resulting polycrystal has surface energy not exceeding SE(K 1..s ).
The even weaker condition B2-convexity arises by eliminating the requirement that a given region must be renamed using just u or just v.
Definition 25 (cf. [Caraballo 1997; 2008] ). A family of integrands {φ uv } 1≤u<v≤s is said to be pointwise within a factor of λ (0 < λ < ∞) if, when we extend it to a family {φ uv } u,v∈{1,2,...,s} using the conventions (28) and (29), the following condition holds for each unit vector w ∈ ‫ޒ‬ n : sup{φ uv (w) :
Definition 26 (cf. [Caraballo 1997; 2008] ). A family of integrands {φ uv } 1≤u<v≤s satisfies LSC3 if it is pointwise within a factor of 2.
LSC3 places restrictions on each pair of integrands. It turns out that it suffices to control the ratios of only certain pairs of the φ uv 's. Thus, we have the following definition from [Caraballo 2008]: Definition 27. A family of integrands {φ uv } 1≤u<v≤s is said to be directionally controlled if, when we extend it to a family {φ uv } u,v∈{1,2,...,s} using the conventions (28) and (29), we have φ i j (w) ≤ 2φ ik (w) whenever i, j ∈ {1, 2, . . . , s}, k ∈ {1, . . . , s} \ {i, j}, and w ∈ ‫ޒ‬ n .
LSC3 implies directional control; however, examples show the converse to be false. Here are several additional relations among the various restrictions on the integrands {φ uv } 1≤u<v≤s . For more results and for proofs, see the various papers cited in Section 3.1.
Theorem 28.
(1) A-convexity ⇒ A2-convexity ⇒ B2-convexity.
(2) A-convexity ⇒ (B)-convexity ⇒ B2-convexity.
(3) LSC3 ⇒ directional control ⇒ A2-convexity ⇒ B2-convexity.
(4) LSC3 ⇒ LSC1 ⇒ A2-convexity ⇒ B2-convexity.
Proof. (1) is [Caraballo 2008, Theorem 3.13(a)] . (2) is [Caraballo 2008, Theorem 3.13(b)] . (3) is [Caraballo 2008, Theorem 3.14] . The first assertion in (4) is part of [Caraballo 1997, Theorem 10] . That LSC1 implies A2-convexity follows immediately from the definitions.
Since BV-ellipticity is equivalent to lower semicontinuity of the surface energy functional (1), it follows that B2-convexity (and hence each of the conditions which implies it) implies BV-ellipticity, which in turn implies the triangle inequalities.
