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A RESTRICTED NONLOCAL OPERATOR BRIDGING
TOGETHER THE LAPLACIAN AND THE FRACTIONAL
LAPLACIAN
JOSE´ C. BELLIDO AND ALEJANDRO ORTEGA
Abstract. In this work we introduce volume constraint problems involving
the nonlocal operator (−∆)s
δ
, closely related to the fractional Laplacian (−∆)s,
and depending upon a parameter δ > 0 called horizon. We study the associ-
ated linear and spectral problems and the behavior of these volume constraint
problems when δ → 0+ and δ → +∞. Through these limit processes on
(−∆)s
δ
we derive spectral convergence to the local Laplacian and to the frac-
tional Laplacian as δ → 0+ and δ → +∞ respectively, as well as we prove
the convergence of solutions of these problems to solutions of a local Dirichlet
problem involving (−∆) as δ → 0+ or to solutions of a nonlocal fractional
Dirichlet problem involving (−∆)s as δ → +∞.
1. Introduction
Nonlocal and fractional elliptic problems have attracted a great attention in
the mathematical community in the last two decades, coming from fields, among
others, as nonlocal diffusion [13, 4], statistical mechanics [2], continuum mechanics,
including peridynamics, [18, 20, 26, 35], and imaging processing [21, 19, 7]. For a
good account on nonlocal modeling we refer to [16]. Nonlocal variational problems
are also of importance in the characterization Sobolev spaces [8, 28, 22, 36, 27, 25].
Interesting surveys, which include an exhaustive list of references, on the fractional
Laplacian and nonlocal elliptic problems are [29, 24].
In this work we study volume constraint elliptic problems driven by a nonlocal
operator closely related to the well-known fractional Laplace operator. In particu-
lar, given an open bounded domain Ω ⊂ RN with Lipschitz boundary and δ > 0, a
parameter called horizon, let us define the problem,
(P sδ )
{
(−∆)sδu = f in Ω,
u = 0 on ∂δΩ,
where,
(1.1) (−∆)sδu(x) = cN,sP.V.
∫
B(x,δ)
u(x)− u(y)
|x− y|n+2s
dy,
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with cN,s =
22ssΓ(N2 +s)
pi
N
2 Γ(1−s)
a normalization constant and ∂δΩ the nonlocal boundary
given by
∂δΩ = {y ∈ R
N\Ω : |x− y| < δ for x ∈ Ω}.
The operator (−∆)sδ is not new, and it has been addressed in different studies in
the literature before. In view of the definition of (−∆)sδ, it is clear that long-range
interactions are neglected and only those exerted at distance smaller than δ > 0 are
taken into account, i.e., the horizon δ > 0 represents the range of interactions. In
this sense, the operator (−∆sδ), pertaining to the class of nonlocal elliptic operators,
it is clearly inspired by peridynamics, and it could actually be seen as a peridynamic
fractional Laplacian. Peridynamics is a nonlocal continuum model for Solid Me-
chanics proposed by Silling in [35]. The main difference with classical theory relies
on the nonlocality, reflected in the fact that points separated by a positive distance
exert a force upon each other. Since the use of gradients is avoided, peridynamics is
a suitable framework for problems where discontinuities appear naturally, such as
fracture, dislocation, or, in general, multiscale materials. Operator (−∆)sδ fits into
bond-based peridynamics (see [35]), where the elastic energy is computed through
a double integral of a pairwise potential function. In [17] a numerical study com-
paring (−∆)sδ with the fractional Laplacian, the spectral fractional Laplacian and
the regional Laplacian is performed. In [1], the Fourier multiplier associated to
(−∆)sδ is computed and, as a consequence, convergence of (−∆)
s
δu(x) to (−∆)u(x),
for sufficiently smooth u, is obtained as δ → 0+ or s → 1−. Also, (−∆)sδ was
studied in [14] in connection with the fractional Laplacian, (−∆)s = (−∆)s∞, and
with the motivation of computing numerical approximations of its solutions. Notice
that taking the limit as δ → +∞ one recovers, at least formally, the usual nonlocal
elliptic problem driven by the fractional Laplace operator with boundary condition
on the complementary of the domain Ω. Following the probabilistic interpreta-
tion for the fractional Laplacian (−∆)s∞, the operator (−∆)
s
δ can be seen as the
infinitesimal generator of a symmetric 2s-stable Le´vy process restricted to B(x, δ).
At this point, it is worth mentioning that problem (P sδ ) and the underlying
boundary geometry ∂δΩ play and intermediate role between the classical local
problem driven by the Laplace operator (−∆), where the boundary condition is
imposed on ∂Ω, and the nonlocal problem driven by the standard fractional Lapla-
cian (−∆)s∞, where the boundary condition is imposed on the whole R
N\Ω.
By means of a change of variables, we can write the singular integral (1.1) as a
weighted second order differential quotient so that the operator (−∆)sδ admits the
representation
(1.2) (−∆)sδu(x) = −
1
2
cN,s
∫
B(0,δ)
u(x+ y)− 2u(x) + u(x− y)
|y|N+2s
dy.
As it happens with the standard fractional Laplacian (−∆)s∞, because of (1.2),
the operator (−∆)sδ has the following monotonicity property: if u has a global
maximum at x, then (−∆)sδu(x) ≥ 0 for any horizon δ > 0. In addition, if u has a
local maximum, then there exists an horizon δ = δ(u) > 0 such that (−∆)sδu(x) ≥ 0.
In this paper the limit properties of (−∆)sδ, both as δ → 0
+ and as δ → +∞,
are addressed. We show convergence of solutions and spectral stability, i.e., conver-
gence of eigenvalues and eigenfunctions, to the local Laplacian and to the fractional
Laplacian as δ → 0+ and as δ → +∞ respectively. Therefore, the operator (−∆)sδ
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is an intermediate operator in between the local Laplacian and the fractional Lapla-
cian.
This investigation fits into the framework of Γ-convergence (cf. [9]). The results
for the case δ → 0+ rely on a general Γ-convergence result from [6], whereas the
results for the case δ → +∞ are consequence of the Γ-convergence of the energy
associated to (−∆)sδ to the one corresponding to (−∆)
s
∞ induced by the monotone
convergence of the sequence of energies.
References related to this work are the following. Also in the framework of Γ-
convergence is [10], where spectral convergence of the fractional p -Laplacian to
the classical p -Laplacian as s → 1− is shown. Closely related to this work is
[3], where spectral stability for certain nonlocal problems in the case δ → 0+ is
shown without explicitly appealing to Γ-convergence. As mentioned before, in [14],
the convergence phenomena as δ → +∞ is addressed for a class of nonlocal linear
problems, including the operator (−∆)sδ as a particular case, with a direct approach
relying on the linearity of those problems.
Organization of the paper: In Section 2 we introduce the appropriate func-
tional setting to deal with problems involving the operator (−∆)sδ and we present
the main results proved in this paper. In Section 3 some results about Γ-convergence
that will be essential to prove the main results of this work are included. In Section
4 we prove the results concerning the behaviour of (P sδ ) and the eigenvalue prob-
lem associated to (−∆)sδ when one takes the horizon δ → 0
+. Finally, in Section 5
we prove the results concerning the behaviour of (P sδ ) and the eigenvalue problem
associated to (−∆)sδ when one takes the horizon δ → +∞.
2. Functional setting and Main Results
Let us start recalling the fractional-order Sobolev space Hs(Ω). Given a regular
bounded domain Ω ⊂ RN , let us set
Hs(Ω) = {v ∈ L2(Ω) : ‖v‖Hs(Ω) <∞},
where
‖v‖2Hs(Ω) = ‖v‖
2
L2(Ω) + |v|
2
Hs(Ω)
with | · |Hs(Ω) denoting the Gagliardo semi-norm,
(2.1) |v|2Hs(Ω) =
∫
Ω
∫
Ω
|v(x)− v(y)|2
|x− y|N+2s
dydx.
Also, let Hs0(Ω) be the completion of C
∞
0 (Ω) under the norm ‖ · ‖
2
Hs(Ω), i.e.
Hs0(Ω) = C
∞
0 (Ω)
‖·‖Hs(Ω)
.
Due to [23, Theorem 11.1], if 0 < s ≤ 12 then H
s
0(Ω) = H
s(Ω) while for 12 < s < 1
we have the strict inclusion Hs0(Ω) ( H
s(Ω).
Next, denoting by Ωc = RN\Ω, let us set the energy space
Hs0(Ω) = {v ∈ H
s(RN ) : v = 0 on Ωc}
endowed with the norm inherited from Hs(RN ). Let us note that, given v ∈ Hs0(Ω),
although v = 0 on Ωc, the norms ‖v‖Hs(Ω) and ‖v‖Hs0(Ω) are not the same. Indeed,
denoting by D =
(
RN × RN
)∖(
Ωc × Ωc
)
, we have the strict inclusion Ω× Ω ( D.
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In other words, the norm ‖ · ‖Hs0(Ω) takes into account the interaction between Ω
and Ωc, i.e.,
‖v‖2Hs0(Ω) =‖v‖
2
Hs(RN )
=‖v‖2L2(RN ) +
∫
RN
∫
RN
|v(x)− v(y)|2
|x− y|N+2s
dydx
=‖v‖2L2(Ω) +
∫∫
D
|v(x) − v(y)|2
|x− y|N+2s
dydx.
Therefore, the space Hs0(Ω) is the appropriate space to deal with homogeneous
elliptic boundary value problems involving the fractional Laplace operator,
(2.2) (−∆)s∞u(x) = cN,sP.V.
∫
RN
u(x)− u(y)
|x− y|N+2s
dy.
On the other hand, by [15, Theorem 6.5], there exists a constant S(N, s) > 0 such
that
‖v‖2
L2
∗
s (RN )
≤ S(N, s)
∫∫
D
|v(x) − v(y)|2
|x− y|N+2s
dydx, ∀ v ∈ Hs0(Ω),
with 2∗s =
2N
N−2s , the critical fractional Sobolev exponent. Hence, for all v ∈ H
s
0(Ω),∫∫
D
|v(x) − v(y)|2
|x− y|N+2s
dydx ≤ ‖v‖2Hs0(Ω) ≤ C1(Ω, N, s)
∫∫
D
|v(x) − v(y)|2
|x− y|N+2s
dydx,
with C1(Ω, N, s) = S(N, s)|Ω|
2∗s−2
2∗s . Therefore, we can renormize the space Hs0(Ω)
and consider it endowed with the norm
(2.3) |||v|||2Hs0
=
∫∫
D
|v(x) − v(y)|2
|x− y|N+2s
dydx.
Next, given an horizon δ > 0, let us define the (nonlocally) completed domain
Ωδ = Ω ∪ ∂δΩ = {y ∈ R
N : |x− y| < δ, for x ∈ Ω},
and the energy space associated to (−∆)sδ as
Hs(Ωδ) = {v ∈ L
2(Ωδ) : ‖v‖Hs(Ωδ) <∞},
where
‖v‖2
Hs(Ωδ)
= ‖v‖2L2(Ωδ) + |v|
2
Hs(Ωδ)
,
with
|v|2
Hs(Ωδ)
=
∫
Ωδ
∫
Ωδ∩B(x,δ)
|v(x) − v(y)|2
|x− y|N+2s
dydx.
The next result links the semi-norm | · |Hs(Ωδ) with the Gagliardo semi-norm (2.1).
Proposition 1. [5, Proposition 6.1] Let s ∈ (0, 1), 1 ≤ p <∞, δ > 0 and Ω ⊂ RN
be a bounded Lipschitz domain. Then, there exists C = C(δ) > 0 such that for all
u ∈ W s,p(Ω),∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|N+sp
dydx ≤ C
∫
Ω
∫
Ω∩B(x,δ)
|u(x)− u(y)|p
|x− y|N+sp
dydx.
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Because of Proposition 1, the space Hs(Ωδ) is isomorphic to the (classical)
fractional-order Sobolev space Hs(Ωδ). In order to deal with the boundary value
problem (P sδ ), we define the energy space
H
δ,s
0 (Ω) = {v ∈ H
s(Ωδ) : v ≡ 0 on ∂δΩ},
endowed with the norm inherited from Hs(Ωδ). Let us notice that, given a function
v ∈ Hδ,s0 (Ω), although we have v = 0 on ∂δΩ = Ωδ\Ω, the norms ‖v‖Hs(Ω) and
‖v‖
H
δ,s
0 (Ω)
are not the same. Indeed, if v = 0 on Ωc, since
Hs(Ω) = {v ∈ L2(Ω) : ‖v‖Hs(Ω) <∞},
where
‖v‖2
Hs(Ω) = ‖v‖
2
L2(Ω) + |v|
2
Hs(Ω),
with
|v|2
Hs(Ω) =
∫
Ω
∫
Ω∩B(x,δ)
|v(x) − v(y)|2
|x− y|N+2s
dydx,
denoting by
Dδ =
(
Ωδ ×
(
Ωδ ∩B(x, δ)
))∖(
∂δΩ×
(
∂δΩ ∩B(x, δ)
))
,
we have the strict inclusion
(
Ω× (Ω ∩B(x, δ))
)
( Dδ. Hence, the norm ‖ · ‖Hδ,s0 (Ω)
takes into account the interaction between Ω and ∂δΩ in the sense that
‖v‖2
H
δ,s
0 (Ω)
=‖v‖2
Hs(Ωδ)
=‖v‖2L2(Ωδ) +
∫
Ωδ
∫
Ωδ∩B(x,δ)
|v(x)− v(y)|2
|x− y|N+2s
dydx
=‖v‖2L2(Ω) +
∫∫
Dδ
|v(x)− v(y)|2
|x− y|N+2s
dydx.
Therefore, the space Hδ,s0 (Ω) is the appropriate space to deal with homogeneous
elliptic boundary value problems involving the operator (−∆)sδ.
Some comments are in order. Comparing the norms ‖ · ‖Hs0(Ω) and ‖ · ‖Hδ,s0 (Ω)
we
observe that ∂δΩ plays the role of Ω
c. Indeed, the sets Ωδ and Ωδ∩B(x, δ) will lead
to the complete space RN in the limit δ → +∞, the set Ω∩B(x, δ) will eventually
reach the set Ω for δ > 0 big enough and the sets ∂δΩ and ∂δΩ∩B(x, δ) will reach
Ωc in the limit δ → +∞. In fact,
(2.4) Dδ1 ⊂ Dδ2 for δ1 < δ2,
and1
Dδ → D as δ → +∞.
To continue, we recall now a Poincare´-type inequality.
Lemma 1. [5, Lemma 6.2] Let Ω ⊂ RN a bounded Lipschitz domain and let ΩD
a measurable set of Ω of positive measure. Let s ∈ (0, 1) and 1 ≤ p < ∞. Then,
there exists C > 0 such that for all u ∈W s,p(Ω) with u = 0 a.e. on ΩD we have
‖u‖Lp(Ω) ≤ C |u|W s,p(Ω) = C
(∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|N+sp
dydx
) 1
p
.
1This convergence can be understood in the sense of cap(D\Dδ) → 0 as δ → +∞, being
cap(E) = inf{‖v‖2
H1(RN )
: v ∈ C∞0 (R
N ), v ≥ 1 on E}, the capacity of the set E.
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Because of Proposition 1 and Lemma 1, for a positive constant c ∈ R,
(2.5) |v|Hs(Ωδ) ≤ ‖v‖Hs(Ωδ) ≤ c|v|Hs(Ωδ),
then, we can renormize the space Hδ,s0 (Ω) and consider it endowed with the norm
(2.6) |||v|||2
H
δ,s
0
=
∫
Ωδ
∫
Ωδ∩B(x,δ)
|v(x) − v(y)|2
|x− y|N+2s
dydx.
As a consequence, we have the following.
Lemma 2. The space Hδ,s0 (Ω) is a Hilbert space endowed with norm |||·|||Hδ,s0
induced
by the scalar product
〈u, v〉
H
δ,s
0
=
∫
Ωδ
∫
Ωδ∩B(x,δ)
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s
dydx.
Lemma 3. Let {vj}j∈N be a bounded sequence in H
δ,s
0 (Ω). Then, there exists
v ∈ Lp(Ω) such that, up to a subsequence,
vj → v in L
p(Ω), as j → +∞,
for any p ∈ [2, 2∗s), where 2
∗
s =
2N
N−2s is the critical (fractional) Sobolev exponent.
Thanks to Proposition 1 and Lemma 1, the proofs of Lemma 2 and Lemma 3
follow similarly as to the case involving the standard fractional Laplacian (−∆)s∞
and the space Hs0(Ω), (cf. [32, Lemma 7] and [32, Lemma 8] respectively).
Next, to study convergence phenomena when one takes δ → +∞, it will be essential
to study the relation between the spaces Hs0(Ω) and H
δ,s
0 (Ω). To that end, we show
the following, whose proof is deferred to Section 5.
Lemma 4. For any δ > 0, the spaces Hδ,s0 (Ω) and H
s
0(Ω) are isomorphic. In
particular, there exists a constant C = C(δ) > 1 such that
|||·|||
2
H
δ,s
0
≤ |||·|||
2
Hs0
≤ C(δ)|||·|||
2
H
δ,s
0
for all δ > 0.
Moreover, C(δ)→ 1 as δ → +∞.
Let us notice that Lemma 4 implies the following convergence of spaces,
H
∞,s
0 (Ω) := lim
δ→∞
H
δ,s
0 (Ω) ≡ H
s
0(Ω).
Now we make precise the definition of weak solution of problem (P sδ ).
Definition 1. We say that u ∈ Hδ,s0 (Ω) is a weak solution to problem (P
s
δ ) if
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s
dydx =
∫
Ω
f(x)v(x)dx,
for all v ∈ Hδ,s0 (Ω), or written in a more compact way,
cN,s
2
〈u, v〉
H
δ,s
0
= 〈f, v〉L2(Ω), for all v ∈ H
δ,s
0 (Ω).
Once we have introduced the functional setting we continue with some existence
results dealing with the operator (−∆)sδ.
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Theorem 1. Given an horizon δ > 0 and a reaction term f ∈ L2(Ω) there exists
a unique solution uδ,s to problem (P sδ ). Moreover, such a solution is the unique
minimizer of the energy functional associated to (P sδ ), i.e.,
Jδ,s(u
δ,s) = min
v∈Hδ,s0 (Ω)
Jδ,s(v) = min
v∈Hδ,s0 (Ω)
{
cN,s
4
|||v|||2
H
δ,s
0
−
∫
Ω
fv dx
}
.
The proof of Theorem 1 is, thanks to the renormization of the space Hδ,s0 (Ω) in
terms of |||·|||
H
δ,s
0
provided by Proposition 1 and Lemma 1, an immediate consequence
of Lax-Milgram Theorem, so we omit this proof.
Next we study existence and stability issues for the eigenvalue problem
(EP sδ )
{
(−∆)sδϕ = λϕ in Ω,
ϕ= 0 on ∂δΩ.
Proposition 2. Let δ > 0, s ∈ (0, 1), N > 2s and Ω ⊂ RN an open bounded set
with Lipschitz boundary. Then, the following hold:
(1) Problem (EP sδ ) has a first positive eigenvalue that can be characterized as
(2.7) λδ,s1 = min
u∈Hδ,s0 (Ω)
‖u‖
L2(Ω)=1
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx,
or, equivalenty,
λδ,s1 = min
u∈Hδ,s0 (Ω)
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx∫
Ω
|u(x)|2dx
.
Moreover, there exists a nonnegative function ϕδ,s1 ∈ H
δ,s
0 (Ω), which is an
eigenfunction corresponding to λδ,s1 , attaining the minimum in (2.7), i.e.,
‖ϕδ,s1 ‖L2(Ω) = 1 and
(2.8) λδ,s1 =
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
|ϕδ,s1 (x)− ϕ
δ,s
1 (y)|
2
|x− y|N+2s
dydx.
In addition, the first eigenvalue λδ,s1 is simple, i.e., if ψ ∈ H
δ,s
0 (Ω) is such
that, for all φ ∈ Hδ,s0 (Ω),
(2.9)
cN,s
2
〈ψ, φ〉
H
δ,s
0
= λδ,s1
∫
Ω
ψ(x)φ(x)dx,
then, ψ = c ϕδ,s1 with c ∈ R.
(2) The eigenvalues of (EP sδ ) are a countable set {λ
δ,s
k }k∈N satisfying
(2.10) 0 < λδ,s1 < λ
δ,s
2 ≤ . . . ≤ λ
δ,s
k ≤ . . .
and
(2.11) λδ,sk → +∞ as k → +∞.
Furthermore, for any k ∈ N, k ≥ 2 the eigenvalues can be characterized as
(2.12) λδ,sk = min
u∈Pδk
‖u‖
L2(Ω)=1
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx,
8 JOSE´ C. BELLIDO AND ALEJANDRO ORTEGA
or, equivalently,
λδ,sk = min
u∈Pδk
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx∫
Ω
|u(x)|2dx
,
where
(2.13) Pδk = {u ∈ H
δ,s
0 (Ω) : 〈u, ϕ
δ,s
j 〉Hδ,s0
= 0, j = 1, . . . , k − 1}.
In addition, for any k ∈ N, k ≥ 2, there exists a function ϕδ,sk ∈ P
δ
k, which
is an eigenfunction corresponding to λδ,sk , attaining the minimum in (2.12),
i.e., ‖ϕδ,sk ‖L2(Ω) = 1 and
(2.14) λδ,sk =
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
|ϕδ,sk (x)− ϕ
δ,s
k (y)|
2
|x− y|N+2s
dydx.
(3) The set of eigenfunctions {ϕδ,sk }k∈N is an orthogonal basis of H
δ,s
0 (Ω) and
an orthonormal basis of L2(Ω).
(4) For any k ∈ N, the eigenvalue λδ,sk has finite multiplicity, i.e., if λ
δ,s
k satis-
fies
(2.15) λδ,sk−1 < λ
δ,s
k = . . . = λ
δ,s
k+n < λ
δ,s
k+n+1,
for some n ∈ N, n ≥ 1, then the set of all the eigenfunctions corresponding
to λδ,sk belongs to
span{ϕδ,sk , . . . , ϕ
δ,s
k+n}.
In other words, denoting by mδ,sk the multiplicity of the eigenvalue λ
δ,s
k , then
(2.16) 1 ≤ mδ,sk <∞, for all k ∈ N.
Lemma 5. Let ϕδ,sk ∈ H
δ,s
0 (Ω) be an eigenfunction of (EP
s
δ ), then ϕ
δ,s
k ∈ L
∞(Ω)
for any k ∈ N.
The proofs of Proposition 2 and Lemma 5 can be also done similarly as to the
case dealing with the standard fractional Laplacian (−∆)s∞ and the space H
s
0(Ω).
Indeed, up to minor modifications involving the joint use of Proposition 1 and the
fractional Sobolev inequality (cf.[15, Theorem 6.5]), the proofs can be done following
step by step the proofs of [33, Proposition 9] and [31, Proposition 4] respectively,
so we omit the details for the sake of brevity.
We present now the main results of the work, dealing with the behavior of (P sδ )
and (EP sδ ) when the horizon δ → 0
+ and δ → +∞. To that end, let us consider
the following problems.
(RP sδ )
{
(−∆)sδu =
δ2(1−s)
κ(N,s) f in Ω,
u = 0 on ∂δΩ,
where
(2.17) κ(N, s) =
4N(1− s)
σN−1cN,s
,
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with σN−1 the surface of the unitary sphere S
N−1. As the limit δ → 0+ encodes
a concentration phenomena, the rescaling on the reaction term f of (P sδ ), namely
δ2(1−s)
κ(N,s) f in (RP
s
δ ), is needed in order to avoid the degeneracy in the limit process.
Remark 1. The constant κ(N, s) is well defined when s→ 1−. Indeed, cf. [12, 37],
we have
(2.18) cN,s =
22ssΓ(N2 + s)
pi
N
2 Γ(1− s)
→ 0 as s→ 1−,
and, (cf. [15, Corollary 4.2]),
(2.19) lim
s→1−
cN,s
(1− s)
= lim
s→1−
22ssΓ(N2 + s)
pi
N
2 Γ(2− s)
=
4Γ(N2 + 1)
pi
N
2
=
4N
2pi
N
2
Γ(N2 )
=
4N
σN−1
.
As a consequence,
(2.20) lim
s→1−
κ(N, s) = 1.
Next, let us consider the classical local linear problem,
(P 10 )
{
(−∆)u = f in Ω,
u = 0 on ∂Ω,
and the linear problem driven by the standard fractional Laplacian,
(P s∞)
{
(−∆)s∞u = f in Ω,
u = 0 on ∂∞Ω ≡ R
N\Ω,
with (−∆)s∞ defined in (2.2). Our main results as regarding the relationship be-
tween the linear problems (P sδ ), (RP
s
δ ), (P
1
0 ) and (P
s
∞) are the following.
Theorem 2. Let uδ,s and u0,1 be the solutions of (RP sδ ) and (P
1
0 ) respectively.
Then, up to a subsequence,
uδ,s → u0,1 in L2(Ω) as δ → 0+.
Theorem 3. Let uδ,s and u∞,s be the solutions of (P sδ ) and (P
s
∞) respectively.
Then, up to a subsequence,
uδ,s → u∞,s in L2(Ω) as δ → +∞.
On the other hand, let us consider the classical eigenvalue problem,
(EP 10 )
{
(−∆)ϕ = λϕ in Ω,
ϕ = 0 on ∂Ω.
It is well known (cf. [11]) that the problem (EP 10 ) has a countable set of eigenvalues
that we denote by {λ0,1k }k∈N and such that
0 < λ0,11 < λ
0,1
2 ≤ . . . ≤ λ
0,1
k ≤ . . . ,
with
λ0,1k → +∞ as k→ +∞,
and, denoting by m0,1k the multiplicity of the eigenvalue λ
0,1
k ,
1 ≤ m0,1k <∞, for all k ∈ N.
Moreover, there exists a countable set of eigenfunctions {ϕ0,1k }k∈N that is an or-
thogonal basis of H10 (Ω) and an orthonormal basis of L
2(Ω). The first eigenvalue
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is simple (m0,11 = 1) and, by the Maximum Principle, ϕ
0,1
1 > 0 in Ω.
Finally, let us also consider the nonlocal eigenvalue problem
(EP s∞)
{
(−∆)s∞ϕ = λϕ in Ω,
ϕ = 0 on RN\Ω.
with (−∆)s∞ defined in (2.2). Concerning this problem, Servadei and Valdinoci
proved, cf. [33], that (EP s∞) has a countable set of eigenvalues that we denote by
{λ∞,sk }k∈N and such that
0 < λ∞,s1 < λ
∞,s
2 ≤ . . . ≤ λ
∞,s
k ≤ . . . ,
with
λ∞,sk → +∞ as k → +∞,
and, denoting by m∞,sk the multiplicity of the eigenvalue λ
∞,s
k ,
1 ≤ m∞,sk <∞, for all k ∈ N.
Moreover, there exists a countable set of eigenfunctions {ϕ∞,sk }k∈N that is an or-
thogonal basis of
H
∞,s
0 (Ω) =
v ∈ L2(Ω) :
∫∫
D
|v(x)− v(y)|2
|x− y|N+2s
dydx <∞, v = 0 a.e. on RN\Ω
 ,
and an orthonormal basis of L2(Ω). Again, the first eigenvalue is simple (m∞,s1 = 1)
and ϕ∞,s1 can chosen so that ϕ
∞,s
1 ≥ 0 in Ω.
Finally, we relate the eigenvalues and eigenfunctions of (EP sδ ) to those of the eigen-
value problems (EP 10 ) and (EP
s
∞) through the following results.
Theorem 4. Let {(λδ,sk , ϕ
δ,s
k )}k∈N be the set of eigenvalues and eigenfunctions of
(−∆)sδ with homogeneous Dirichlet boundary condition on ∂δΩ and let
{(λ0,1k , ϕ
0,1
k )}k∈N be the set of eigenvalues of (−∆) with homogeneous Dirichlet
boundary condition on ∂Ω. Then,
κ(N, s)
λδ,sk
δ2(1−s)
→ λ0,1k as δ → 0
+,
for the constant κ(N, s) appearing in (2.17), and there exists a subsequence (that
we do not relabel) such that
ϕδ,sk → ϕ
0,1
k in L
2(Ω) as δ → 0+,
for every k ∈ N. As a consequence, mδ,sk → m
0,1
k as δ → 0
+, for any k ≥ 1.
Remark 2. We would like to emphasize that, as Theorems 2 and 4 shows, even
though the fractionality parameter s keeps fixed, the local problem driven by (−∆)
is recovered, under the appropriate rescaling, as δ → 0+. A different issue is the
limit as s → 1−. This has been addressed in the case of the fractional Laplacian
in several references, both operator convergence (cf. [15]) and spectral stability (cf.
[10]). Let us see now that the same behavior holds for (−∆)sδ as s→ 1
−.
First of all, because of [15, Proposition 4.4], for any u ∈ C∞0 (R
N ), we have the
pointwise convergence
lim
s→1−
(−∆)s∞u(x) = (−∆)u(x).
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Indeed, the hypothesis u ∈ C∞0 (R
N ) can be relaxed to u ∈ C2(B(x,R)) ∩ L∞(RN )
for some R > 0, cf. [37, Proposition 5.3]. Following [15, Proposition 4.4], by means
of a change of variable in (2.2), we have
(−∆)s∞u(x) = −
cN,s
2
∫
RN
u(x+ y) + u(x− y)− 2u(x)
|y|N+2s
dy,
so that, for u ∈ L∞(RN ),∣∣∣∣∣
∫
RN\B(0,δ)
u(x+ y) + u(x− y)− 2u(x)
|y|N+2s
dy
∣∣∣∣∣ ≤ 4‖u‖L∞(RN )
∫
RN\B(0,δ)
1
|y|N+2s
dy
≤ 4σN−1‖u‖L∞(RN )
∫ ∞
δ
1
ρ2s+1
dρ
=
2σN−1
sδ2s
‖u‖L∞(RN ).
Thus, by (2.18), we find that, for any δ > 0 fixed,
lim
s→1−
∣∣∣∣∣cN,s2
∫
RN\B(0,δ)
u(x+ y) + u(x− y)− 2u(x)
|y|N+2s
dy
∣∣∣∣∣ = 0.
Therefore, recalling (1.2),
lim
s→1−
(−∆)s∞u(x) = lim
s→1−
−
cN,s
2
∫
B(0,δ)
u(x+ y) + u(x− y)− 2u(x)
|y|N+2s
dy
= lim
s→1−
(−∆)sδu(x).
(2.21)
We conclude that, for any δ > 0 fixed and a given u ∈ L∞(RN ), the behavior of
(−∆)s∞u(x) and (−∆)
s
δu(x) as s → 1
− coincides. Hence, under sufficient smoth-
ness asumptions,
lim
s→1−
(−∆)sδu(x) = (−∆)u(x) for all δ > 0 fixed.
On the other hand, because of [31, Proposition 4], the eigenfunctions of the frac-
tional Laplacian (−∆)s∞ are bounded, i.e., ϕ
∞,s
k ∈ L
∞(RN ) for all k ∈ N. More-
over, these eigenfunctions are Ho¨lder continuous, cf. [34, 30]. Also, because of
Lemma 5, we have ϕδ,sk ∈ L
∞(RN ) for all k ∈ N. Therefore, using (2.21) it is not
difficult to show that, for any δ > 0 fixed,
(2.22) lim
s→1−
λδ,sk = lim
s→1−
λ∞,sk for all k ∈ N.
Next, by [10, Theorem 1.2] with p = 2,
(2.23) lim
s→1−
λ∞,sk = λ
0,1
k .
Observe that no normalization constant is used in [10] to define the fractional op-
erator, just a factor 2 instead of cN,s. On the other hand, in [10, Theorem 1.2]
the limit process is normalized by a factor (1 − s), so that adjusting constants and
taking in mind (2.19) and (4.3) below, equality (2.23) follows accordingly to our
normalization setting. Finally, because of (2.20), (2.22) and (2.23),
lim
s→1−
κ(N, s)
λδ,sk
δ2(1−s)
= lim
s→1−
λδ,sk = lim
s→1−
λ∞,sk = λ
0,1
k .
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Theorem 5. Let {(λδ,sk , ϕ
δ,s
k )}k∈N be the set of eigenvalues and eigenfunctions of
(−∆)sδ with homogeneous Dirichlet boundary condition on ∂δΩ and let
{(λ∞,sk , ϕ
∞,s
k )}k∈N be the set of eigenvalues of (−∆)
s
∞ with homogeneous Dirich-
let boundary condition on RN\Ω. Then,
λδ,sk → λ
∞,s
k as δ → +∞,
and there exists a subsequence (that we do not relabeled) such that
ϕδ,sk → ϕ
∞,s
k in L
2(Ω) as δ → +∞,
for every k ∈ N. As a consequence, mδ,sk → m
∞,s
k as δ →∞, for any k ≥ 1.
An interesting question, out of the scope of this paper, is whether the spectral
structure of (−∆) and (−∆)s∞ coincides. In other words, whether the multiplicity
mδ,sk remains constant as a function of the horizon δ > 0. It seems a very hard
task to solve, since not so much is known about the multiplicity of eigenvalues,
even for the classical Laplace operator (−∆). Nevertheless, because of the above
results, m0,1k and m
δ,s
k coincide, at least for δ > 0 small enough, and m
∞,s
k and
mδ,sk coincide, at least, for δ > 0 big enough. Roughly speaking, for δ << 1 the
operator (−∆)sδ is almost a local operator, in the sense that it takes into account
what happens in a neighborhood of size δ while for δ >> 1 the operator (−∆)sδ
takes into account almost the same as (−∆)s∞.
3. Preliminary results: Γ-convergence and localization
This section includes some results that play a crucial role to study problems
(RP sδ ) and (EP
s
δ ) when we take the limit δ → 0
+. We start with the classical
localization result of Bourgain, Brezis and Mironescu, cf. [8], that provides us with
a first hint towards Theorem 4. Let {ρn(x)}n∈N be a sequence of radial mollifiers,
i.e.
ρn(x) = ρn(|x|), ρn(x) ≥ 0,
∫
ρn(x)dx = 1
satisfying
lim
n→∞
∫ ∞
ε
ρn(r)r
N−1 = 0, for every ε > 0
Theorem 6. [8, Theorem 2] Assume u ∈ Lp(Ω), 1 < p <∞. Then, for a constant
C = C(N, p) > 0, we have
lim
n→∞
∫
Ω
∫
Ω
|u(x)− u(y)|p
|x− y|p
ρn(x− y)dydx = C
∫
Ω
|∇u|pdx.
with the convention that
∫
Ω
|∇u|pdx =∞ if u /∈W 1,p(Ω).
3.1. Γ-Convergence.
The limit process in the sense of Γ-convergence, denoted by
Γ
→, is the right concept
of limit for variational problems since it, together with equicoercivity or compact-
ness, implies that minimizers of Iδ converge to minimizers of I as well as their
energies. A nice account on Γ-convergence is provided in [9]. We present now a
result about Γ-convergence of functionals proved in [6] that is the core of the proof
of Theorem 2 and Theorem 4. Let us consider a functional of the form
(3.1)
∫
Ω
∫
Ω∩B(x,δ)
ω(x− y, u(x)− u(y))dydx,
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with u : Ω 7→ R. In our case the potential function ω(x, y) =
|y|2
|x|N+2s
fits into
the cases studied in [6], where the type of functional considered orbits around the
important case
ω(x, y) =
|y|p
|x|α
, where 1 < p < +∞, 0 ≤ α < N + p,
related to the fractional p -Laplacian. In particular, the result establishes that,
under some hypotheses to be stated below and for some β > 0 to be specified, the
sequence of rescaled functionals
(3.2) Iδ(u) =
N + β
δN+β
∫
Ω
∫
Ω∩B(x,δ)
ω(x− y, u(x)− u(y))dydx.
has a Γ-limit (under the strong-Lp(Ω) topology) given by the local functional
Iδ(u)
Γ
→ I0(u) =
∫
Ω
W (∇u)dx, as δ → 0+,
for some functionW (·) that we construct next. Specifically, the Γ-limit is recovered
in several steps:
(1) Scaling: we scale the functional (3.1) to obtain the functional Iδ(u) given
in (3.2) with β given in the next step.
(2) Blow-up at zero: we assume that there exists some β ∈ R such that the
following limit exists,
(3.3) ω◦(x, y) = lim
t→0+
1
tβ
ω(tx, ty).
(3) Limit density: the limit density ω : Ω× R1×N 7→ R is given by
(3.4) ω(F ) :=
∫
SN−1
ω◦(z, Fz)dσ(z),
where SN−1 is the (N − 1)-dimensional unitary sphere.
(4) Convexification: The Γ-limit of Iδ as δ → 0
+ is given by
(3.5) I0(u) =
∫
Ω
ωc(∇u)dx,
where,
ωc(F ) := sup{v(F ) : v(·) ≤ ω(·) and v(·) convex}.
The right scaling required in (3.3) for the potential function
ω(x˜, y˜) =
|y˜|p
|x˜|α
is then given by β = p− α.
The key result we use to prove the main results of the paper is the following, which
is a simplified version of [6, Theorem 1] but enough for our aim here. Let us denote
Ω˜ := {z = x− y : x, y ∈ Ω}.
Theorem 7. [6, Theorem 1] Let Ω ⊂ RN be a bounded domain with Lipschitz
boundary and ω : Ω× Ω˜× R 7→ R satisfying the hypotheses (H1)-(H5) below.
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a) Compactness: For each δ > 0 let
uδ ∈ Aδ := {v ∈ L
p(Ω) : v = 0 on ∂δΩ} with sup
δ>0
Iδ(uδ) < +∞.
Then, there exist
u ∈ B := {v ∈W 1,p(Ω) : v = 0 on ∂Ω},
such that,
uδ → u in L
p(Ω) as δ → 0+.
b) Liminf inequality: For each δ > 0 let uδ ∈ Aδ and u ∈ B such that uδ → u
in Lp(Ω) as δ → 0+. Then,
I0(u) ≤ lim inf
δ→0+
Iδ(uδ).
c) Limsup inequality: For each δ > 0 and u ∈ B there exist uδ ∈ Aδ, called
recovery sequence, such that uδ → u in L
p(Ω) as δ → 0+ and
lim sup
δ→0+
Iδ(uδ) ≤ I0(u).
For a general potential function ω(x, y), the hypotheses required in Theorem 7
are quite involved but, as it is noted in [6], for a potential function of the form
ω(x˜, y˜) = f(x˜)g(y˜),
the necessary hypotheses are the following:
H1) f is Lebesgue measurable and g is Borel measurable.
H2) g is convex.
H3) There exists c0 > 0 such that
c0
|x˜|α
≤ f(x˜) and c0|y˜|
p ≤ g(y) for x˜ ∈ Ω˜, y˜ ∈ R.
H4) There exists c1 > 0 and h ∈ L
1(SN−1) with h ≥ 0 such that
f(x˜) ≤ h
(
x˜
|x˜|
)
1
|x˜|α
and g(y˜) ≤ c1|y˜|
p for x˜ ∈ Ω˜, y˜ ∈ R.
H5) The functions f◦ : R\{0} 7→ R and g◦ : R 7→ R defined as
f◦(x˜) := lim
t→0+
tαf(tx˜) and g◦(y˜) := lim
t→0+
1
tp
g(ty˜),
are continuous and, for each compact K ⊂ R,
lim
t→0+
sup
x˜∈SN−1
|tαf(tx˜)− f◦(x˜)| = 0 and lim
t→0+
sup
K⊂R
|
1
tp
g(ty˜)− g◦(y˜)| = 0.
A straightforward consequence, cf. [9], of Γ-convergence and the compactness
property (Theorem 7-b) and c) and Theorem 7-a) respectively), is the following
corollary. Notice that under previous hypothesis existence of minimizers for Iδ is
guaranteed, cf. [5].
Corollary 1. In the conditions of Theorem 7, let uδ ∈ H
δ,s
0 (Ω) be a minimizer of
Iδ, for any δ > 0. Then, there exists u0 ∈ H
1
0 (Ω) a minimizer of I0 such that, up
to a subsequence,
uδ → u0 strong in L
2(Ω) as δ → 0+,
and
Iδ(uδ)→ I0(u0) as δ → 0
+.
SPECTRAL STABILITY OF THE PERIDYNAMIC FRACTIONAL LAPLACIAN 15
4. Taking the horizon δ → 0+
In this section we prove Theorem 2 and Theorem 4. To that end, we prove first
a preliminary result concerning the Γ-convergence.
Lemma 6. Let us consider the scaled functional
(4.1) Iδ,s(u) =
2(1− s)
δ2(1−s)
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx.
defined on Hδ,s0 (Ω). Then, the Γ-limit of Iδ,s(u) as δ → 0
+ is given by
(4.2) I0(u) = γ
∫
Ω
|∇u(x)|2dx,
for a constant γ = γ(N) = σN−1
N
> 0, being σN−1 the measure of the (N − 1)-
dimensional unit sphere.
Proof. Let us follow the construction process of the limit density as specified in
(3.2)-(3.5). First, let us observe that, since the potential function
ω(x˜, y˜) =
|y˜|2
|x˜|N+2s
,
then ω(x˜, y˜) = f(x˜)g(y˜) with f(x˜) = 1|x˜|N+2s and g(y˜) = |y˜|
2. Hence, in our case,
p = 2, α = N + 2s < N + 2 and hypotheses (H1)-(H5) are clearly satisfied. Next
we construct the function given in (3.3). Since ω(x˜, y˜) = |y˜|
2
|x˜|N+2s is homogeneous,
it is immediate that, taking β = 2− (N + 2s) in (3.3),
ω◦(x˜, y˜) = lim
t→0+
1
tβ
ω(tx˜, ty˜) = lim
t→0+
1
t2−(N−2s)
t2|y˜|2
tN+2s|x˜|N+2s
=
|y˜|2
|x˜|N+2s
= ω(x˜, y˜).
We continue by constructing the function ω(F ) given in (3.4). Because of
ω◦(x˜, y˜) = ω(x˜, y˜) = ω(|x˜|, |y˜|),
we find that, for a given vector F ∈ R1×N , the function ω(F ) : Ω × R1×N 7→ R is
given by
ω(F ) =
∫
SN−1
ω◦(z, F · z)dσ =
∫
SN−1
ω(|z|, |F · z|)dσ =
∫
SN−1
ω(1, |F · z|)dσ
=
∫
SN−1
|F · z|2dσ = |F |2
∫
SN−1
|F · z|2
|F |2
dσ = |F |2
∫
SN−1
∣∣∣∣ F|F | · z
∣∣∣∣2 dσ
= |F |2
∫
SN−1
|e · z|2dσ,
with e = F|F | ∈ S
N−1 an unitary vector. Moreover, it is easy to see that, given a
unitary vector e ∈ SN−1,
(4.3)
∫
SN−1
|e · z|2dσ =
σN−1
N
,
where σN−1 is the area of the unitary sphere S
N−1. Hence, we conclude
ω(F ) =
σN−1
N
|F |2 = γ(N)|F |2.
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At last, since the function ω(F ) = γ(N)|F |2 is convex, the convexification ωc(F )
coincides with the function ω(F ) itself. Therefore, we conclude that the Γ-limit of
the functional Iδ,s(·) as δ → 0
+ is given by
I0(u) =
∫
Ω
ωc(∇u(x))dx =
∫
Ω
ω(∇u(x))dx = γ(N)
∫
Ω
|∇u(x)|2dx.

At this point it is worth mentioning that, up to the correct scaling
2(1− s)
δ2(1−s)
, all
the functionals Iδ,s will Γ-converge to the same limit independently of s, because,
in the previous proof, the denominator of ω◦(x, y) plays no role in the integration
over the unit sphere SN−1.
Proof of Theorem 2.
Let F(u) be the energy functional associated to (RP sδ ), i.e.,
F(u) =
cN,s
4
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx−
δ2(1−s)
κ(N, s)
∫
Ω
fudx,
so that the solution uδ,s to (RP sδ ) is a minimum of F(u). Next, let us define
κ(N, s) := 4(1−s)
cN,sγ(N)
, with γ(N) the constant given in Lemma 6 and consider the
rescaled functional
Fδ,s(u) :=
1
δ2(1−s)
F(u)
=
cN,s
4(1− s)
(1 − s)
δ2(1−s)
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx−
1
κ(N, s)
∫
Ω
fudx
=
1
κ(N, s)
(
1
2γ(N)
Iδ,s(u)−
∫
Ω
fudx
)
.
Clearly, if uδ,s is a solution to (RP sδ ), or equivalently, a minimizer of F(u), then it
is also a minimizer of the rescaled functional Fδ,s. As we see in the proof of Lemma
6, the hypotheses (H1)-(H5) of Theorem 7 are satisfied and the Γ-limit of Iδ,s(u)
as δ → 0+ is given by (4.2). Hence, the Γ-limit of Fδ,s as δ → 0
+ is
F0(u) =
1
κ(N, s)
(
1
2
I0(u)−
∫
Ω
fudx
)
=
1
κ(N, s)
(
1
2
∫
Ω
|∇u|2dx−
∫
Ω
fudx
)
.
We conclude that the Γ-limit functional is, up to a constant, the energy functional
associated to (P 10 ). On the other hand, as Γ-convergence implies convergence of
optimal energies, if uδ,s ∈ Hδ,s0 (Ω) is the minimizer of Fδ,s and u
0,1 the minimizer
of F0, then
lim
δ→0+
Fδ,s(u
δ,s) = F0(u
0,1),
Indeed, if uδ,s ∈ Hδ,s0 (Ω) is the minimizer of Fδ,s, so that u
δ,s is a solution to
problem (RP sδ ), we have
Fδ,s(uδ) = −
1
2κ(N, s)
Iδ,s(u
δ,s).
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Therefore, the sequence {Iδ,s(u
δ,s)}δ>0 is bounded and, by Theorem 7, there exists
u0,1 ∈ H10 (Ω) such that, up to a subsequence u
δ,s → u0,1 strong in L2(Ω). Moreover,
Γ-convergence of Fδ,s to F0 implies that u
0,1 is the unique minimizer of F0, and
therefore the solution of (P 10 ). 
Proof of Theorem 4.
First we prove the result for the sequence of first eigenvalues and corresponding
eigenfunctions. Recall that first eigenvalues, λδ,s1 and λ
0,1
1 , are simple for both
(EP sδ ), for any δ > 0, and for the limit problem (EP
1
0 ) respectively. Let I
(1)
δ and
I(1) be the restricted functionals
I
(1)
δ,s (u) =
{
Iδ,s(u) if ‖u‖L2(Ω) = 1,
+∞ otherwise,
and
I(1)(u) =
{
I(u) if ‖u‖L2(Ω) = 1,
+∞ otherwise,
respectively, with Iδ,s(u) defined in (4.1) and I(u) =
∫
Ω
|∇u|2 dx. Let us show that
I
(1)
δ,s
Γ
→ I(1). Actually, this is derived easily from Lemma 6 and Theorem 7:
(1) Liminf inequality: Given uδ → u strong in L
2(Ω), then
I(1)(u) ≤ lim inf
δ→0+
I
(1)
δ,s (uδ).
this is consequence of Theorem 7-b), and the fact that strong convergence
in L2(Ω) implies convergence of the norms.
(2) Limsup inequality: Given u ∈ H10 (Ω), with ‖u‖L2(Ω) = 1, by Theorem 7-c),
there exists uδ ∈ H
δ,s
0 (Ω) such that uδ → u strong in L
2(Ω) as δ → 0+, and
lim sup
δ→0+
Iδ,s(uδ) ≤ I(u).
Calling vδ =
uδ
‖uδ‖L2(Ω)
, it is elementary to check that vδ → u strong in
L2(Ω) as δ → 0+ and I
(1)
δ (vδ) =
Iδ(uδ)
‖uδ‖2
, so that
lim sup
δ→0+
I
(1)
δ,s (vδ) = lim sup
δ→0+
Iδ,s(uδ) ≤ I
(1)(u).
Since I
(1)
δ,s and I
(1)
0 are restricted functionals of Iδ,s and I0, compactness hold by
Theorem 7-a). Therefore, by Corollary 1, we have the convergence of optimal
energies,
κ(N, s)
λδ,s1
δ2(1−s)
→ λ0,11 , as δ → 0
+,
and there exists a subsequence δn → 0 as n→∞, such that
ϕδn,s1 → ϕ
0,1
1 as n→ +∞.
Now we prove the result for the second eigenvalue and the corresponding eigen-
function. As above, we show Γ-convergence of the restricted functionals
I
(2)
δ,s (u) =
{
Iδ,s(u) if u ∈ P
δ
2 and ‖u‖L2(Ω) = 1,
+∞ otherwise,
and
I(2)(u) =
{
I(u) if u ∈ P02 and ‖u‖L2(Ω) = 1,
+∞ otherwise,
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where Pδ2 is defined in (2.13), i.e.,
Pδ2 =
{
u ∈ Hδ,s0 (Ω) : 〈u, ϕ
δ,s
1 〉L2(Ω) = 0
}
,
and
P02 =
{
u ∈ H10 (Ω) : 〈u, ϕ
0,1
1 〉L2(Ω) = 0
}
.
Γ-convergence of I
(2)
δ,s to I
(2) is again consequence of Lemma 6 and Theorem 7:
(1) Liminf inequality: Given uδ → u strong in L
2(Ω), with ‖uδ‖L2(Ω) = 1, then
‖u‖L2(Ω) = 1 and, hence, up to a subsequence,
〈uδ, ϕ
δ,s
1 〉L2(Ω) → 〈u, ϕ
0,1
1 〉L2(Ω) as δ → 0
+,
since ϕδ,s1 → ϕ
0,1
1 strong in L
2(Ω), up to a subsequence. Finally, because of
Theorem 7-b), we find
(4.4) I(2)(u) ≤ lim inf
δ
I
(2)
δ,s (uδ).
(2) Limsup inequality: Given u ∈ P02, with ‖u‖L2(Ω) = 1, we construct a recov-
ery sequence uδ ∈ P
δ
2, with ‖uδ‖L2(Ω) = 1, such that uδ → u strong L
2(Ω)
and
lim sup
δ→0+
I
(2)
δ,s (uδ) ≤ I
(2)(u).
Define
uδ = ηδϕ
δ,s
1 + µδu,
where the constants ηδ, µδ are determined by imposing uδ ∈ P
δ
2 together
with ‖uδ‖L2(Ω) = 1. These two conditions give us{
ηδ + µδ〈u, ϕ
δ,s
1 〉L2(Ω) = 0,
η2δ + 2ηδµδ〈u, ϕ
δ,s
1 〉L2(Ω) + µ
2
δ = 1.
Since 〈u, ϕδ,s1 〉L2(Ω) → 0, then ηδ → 0 and µδ → 1 as δ → 0
+. Then,
noticing that Iδ,s is quadratic,
I
(2)
δ,s (uδ) = η
2
δIδ,s(ϕ
δ,s
1 ) + 2ηδµδ〈u, ϕ
δ,s
1 〉L2(Ω) + µ
2
δIδ,s(u).
and taking δ → 0+, we arrive at
lim
δ→0+
I
(2)
δ,s (uδ) = lim
δ→0+
(
η2δIδ,s(ϕ
δ,s
1 ) + 2ηδµδ〈u, ϕ
δ,s
1 〉L2(Ω) + µ
2
δIδ,s(u)
)
= lim
δ→0+
Iδ,s(u) = I0(u),
where the last equality is due to Theorem 6 (see Remark 3 below).
Consequently, by Corollary 1,
κ(N, s)
λδ,s2
δ2(1−s)
→ λ0,12 , as δ → 0
+,
and, for any sequence {ϕδ,s2 }δ>0 such that ϕ
δ,s
2 is an eigenfunction of (EP
s
δ ) associ-
ated to λδ,s2 , there exists a subsequence {ϕ
δn,s
2 }δn>0 with δn → 0 as n → +∞ and
ϕ0,12 ∈ H
1
0 (Ω), an eigenfunction of (EP
1
0 ) associated to λ
0,1
2 , such that
ϕδn,s2 → ϕ
0,1
2 , as n→ +∞.
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Once we have proved the convergence for the second eigenvalue and the second
eigenfunction, the rest of the argument follows by induction interatively.
Therefore, we have the convergences
κ(N, s)
λδ,sk
δ2(1−s)
→ λ0,1k as δ → 0
+, for all k ∈ N
and, up to a subsequence,
(4.5) ϕδ,sk → ϕ
0,1
k in L
2(Ω) as δ → 0+, for all k ∈ N.
Moreover, because of (4.5), we also have the convergence of the orthogonal spaces
(4.6) Pδk → P
0
k as δ → 0
+, for all k ∈ N.
Next, given an eigenvalue λδ,sk , k ∈ N, that, by (2.16) has finite multiplicity, i.e.,
1 ≤ mδ,sk <∞, let us denote by {ϕ
δ,s
k,i}
m
δ,s
k
i=1 the basis of the subspace of eigenfunctions
associated to the eigenvalue λδ,sk = . . . = λ
δ,s
j+mδ,s
k
−1
. Observe that, by (2.10),
(4.7) 0 < λδ,s1 < λ
δ,s
2 ≤ . . . ≤ λ
δ,s
k−1 < λ
δ,s
k = . . . = λ
δ,s
k+mδ,s
k
−1
< λδ,s
k+mδ,s
k
≤ . . .
Let us rewrite (4.7) without repeat the eigenvalues according its multiplicity, i.e.,
we have a strictly increasing sequence of eigenvalues
(4.8) 0 < λδ,s1 < λ
δ,s
2 < . . . < λ
δ,s
k−1 < λ
δ,s
k < λ
δ,s
k+1 < . . .
with finite multiplicities {mδ,sk }k∈N. Because of (4.5) and (4.6) we conclude
mδ,sk → m
0,1
k as δ → 0
+, for all k ∈ N.

Remark 3. In order to clarify why the scaling in Γ-convergence result is natural
in our context, it is of interest to obtain the upper bound
lim
δ→0+
κ(N, s)
δ2(1−s)
λδ,s1 ≤ λ
0,1
1
as a consequence of Theorem 6. Since H10 (Ω) ⊂ H
δ,s
0 (Ω) for all δ > 0 (it is enough
to extend ϕ ∈ H10 (Ω) as ϕ ≡ 0 on ∂δΩ), then
λδ,s1 = min
u∈Hδ,s0 (Ω)
‖u‖
L2(Ω)=1
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx
≤
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
|ϕ0,11 (x)− ϕ
0,1
1 (y)|
2
|x− y|N+2s
dydx,
where ϕ0,11 is the first eigenfunction of the Laplace operator with ‖ϕ
0,1
1 ‖L2(Ω) = 1.
In order to apply Theorem 6, let us rewrite the above inequality as
λδ,s1 ≤
cN,s
2
∫
Ωδ
∫
Ωδ∩B(x,δ)
|ϕ0,11 (x)− ϕ
0,1
1 (y)|
2
|x− y|N+2s
dydx
=
cN,s
2
∫
Ωδ
∫
Ωδ
|ϕ0,11 (x)− ϕ
0,1
1 (y)|
2
|x− y|2
χB(0,δ)(|x− y|)
|x− y|N+2(s−1)
dydx
=
∫
Ωδ
∫
Ωδ
|ϕ0,11 (x) − ϕ
0,1
1 (y)|
2
|x− y|2
ρδ(|x− y|)dydx,
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with ρδ(z) =
cN,s
2
χB(0,δ)(|z|)
|z|N+2(s−1)
and χA the characteristic function of the set A. In
order to fulfill the hypotheses of Theorem 6 we normalize ρδ(z). Since∫
ρδ(z)dz =
σN−1cN,s
4(1− s)
δ2(1−s),
with σN−1 the surface of the unitary sphere S
N−1, the sequence of radial mollifiers
ρδ(z) =
4(1− s)
σN−1
1
δ2(1−s)
χB(0,δ)(|z|)
|z|N+2(s−1)
,
satisfy the hypotheses of Theorem 6. Observe that the scaling in δ coincides with
the one of Theorem 7. Therefore, we get
4(1− s)
σN−1cN,s
λδ,s1
δ2(1−s)
≤
∫
Ωδ
∫
Ωδ
|ϕ0,11 (x)− ϕ
0,1
1 (y)|
2
|x− y|2
ρδ(|x− y|)dydx,
and because of Theorem 6, we conclude
lim
δ→0+
4(1− s)
σN−1cN,s
λδ,s1
δ2(1−s)
≤ lim
δ→0+
∫
Ωδ
∫
Ωδ
|ϕ0,11 (x)− ϕ
0,1
1 (y)|
2
|x− y|2
ρδ(|x− y|)dydx
= γ
∫
Ω
|∇ϕ0,11 |
2dx
(4.9)
The constant γ = γ(N, p) appearing in Theorem 6 takes the form (see [8])
γ(N, p) =
1
σN−1
∫
SN−1
|z · e|pdσ,
for any unitary vector e ∈ SN−1. Then, for p = 2, we have γ(N, 2) = 1
N
. Simpli-
fying (4.9) and taking in mind that ‖ϕ0,11 ‖L2(Ω) = 1, we conclude
lim
δ→0+
κ(N, s)
λδ,s1
δ2(1−s)
≤
∫
Ω
|∇ϕ0,11 |
2dx = λ0,11 ,
where κ(N, s) = 4N(1−s)
σN−1cN,s
is the constant appearing in (2.17).
5. Taking the horizon δ → +∞
Because of the definition of the operator (−∆)sδ, as a restriction of the fractional
Laplacian, it is plausible that if we take δ → +∞ one recovers the definition of the
standard fractional Laplacian, namely
lim
δ→+∞
(−∆)sδu(x) = cN,sP.V.
∫
RN
u(x)− u(y)
|x− y|N+2s
dy.
Our interest is to explore this convergence by proving Theorems 3 and 5. Prior to
that, we would like to mention that a result in this line was given in [14, Theorem
3.1], where it is showed the explicit convergence rate
‖uδ,s − u∞,s‖
H
δ,s
0
≤
c
(δ − I)2s
‖u∞,s‖L2(Ω),
being uδ,s and u∞,s the solutions of (P sδ ) and (P
s
∞) respectively, c > 0 is a constant
independent of δ and I = min{R > 0 : Ω ⊂ B(x,R) ∀x ∈ Ω}. This is an important
result from the point of view of the numerical approximation of problems involving
the fractional Laplacian. Nevertheless, this reference does not address spectral
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problems, and the proof of [14, Theorem 3.1] strongly relies on the linearity of the
problem (P sδ ). Instead, the proof of Theorem 3 and Theorem 5 are based on a
general result about Γ-convergence that works for both the linear and nonlinear
setting (we address the p -fractional Laplacian case in a forthcoming paper).
Proof of Lemma 4. Using (2.3) and (2.6), we have
(5.1) |||v|||
2
Hs0
− |||v|||
2
H
δ,s
0
=
∫∫
D\Dδ
|v(x)− v(y)|2
|x− y|N+2s
dydx ≥ 0,
because Dδ ⊂ D for all δ > 0. Thus, given v ∈ H
s
0(Ω), since v = 0 on Ω
c we have
v = 0 on ∂δΩ and, then, the restriction operator,
R : Hs0(Ω) 7→ H
δ,s
0 (Ω)
v 7→ R[v] = v
∣∣
Ωδ
is a continuous linear mapping. Hence, Hs0(Ω) can be continuously embedded into
H
δ,s
0 (Ω). On the other hand, for a given v ∈ H
δ,s
0 (Ω), extending v by 0 on R
N\Ωδ,
we have ∫∫
D
|v(x)− v(y)|2
|x− y|N+2s
dydx =
∫
Ωδ
∫
Ωδ∩B(x,δ)
|v(x)− v(y)|2
|x− y|N+2s
dydx
+
∫
Ωδ
∫
Ωδ\B(x,δ)
|v(x)− v(y)|2
|x− y|N+2s
dydx.
Using the variational characterization of the eigenvalue λδ,s1 , we find∫
Ωδ
∫
Ωδ\B(x,δ)
|v(x) − v(y)|2
|x− y|N+2s
dydx ≤
1
δN+2s
∫
Ωδ
∫
Ωδ\B(x,δ)
|v(x)− v(y)|2dydx
≤
2
δN+2s
∫
Ωδ
∫
Ωδ\B(x,δ)
|v(x)|2 + |v(y)|2dydx
≤
2
δN+2s
∫
Ωδ
∫
Ωδ
|v(x)|2 + |v(y)|2dydx
=
4
δN+2s
∫
Ωδ
∫
Ωδ
|v(x)|2dydx
=
4|Ωδ|
δN+2s
‖v‖2L2(Ω)
≤
4|Ωδ|
δN+2s
1
λδ,s1
∫
Ωδ
∫
Ωδ∩B(x,δ)
|v(x)− v(y)|2
|x− y|N+2s
dydx.
Thus, |||v|||
2
Hs0
≤ C(δ)|||v|||
2
H
δ,s
0
, where C(δ) =
(
1 + 4|Ωδ|
δN+2s
1
λ
δ,s
1
)
. As a consequence,
given v ∈ Hδ,s0 (Ω), the extension operator
E : Hδ,s0 (Ω) 7→ H
s
0(Ω)
v 7→ E[v] =
{
v in Ωδ,
0 in RN\Ωδ,
is a linear continuous mapping so that Hδ,s0 (Ω) can be continuously embedded into
Hs0(Ω). Now, by (2.4) and (5.1), for any positive δ1, δ2 with δ1 < δ2,
H
δ1,s
0 (Ω) ⊂ H
δ2,s
0 (Ω) ⊂ H
s
0(Ω).
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In particular, the sequence of eigenvalues {λδ,s1 }δ>0 is increasing in δ and uniformly
bounded from above by the first eigenvalue λ∞,s1 of the fractional Laplacian (−∆)
s
∞.
Therefore, the constant C(δ) satisfies
C(δ) = 1 +
4|Ωδ|
δN+2s
1
λδ,s1
≤ 1 + c
(diam(Ω) + 2δ)N
δN+2s
1
λδ,s1
→ 1, as δ → +∞.

The following Γ-convergence result is in the core of the proofs of Theorems 3
and Theorem 5.
Lemma 7. Let us consider the functional
Eδ,s(u) =
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx.
defined on Hδ,s0 (Ω). Then, the Γ-limit of Eδ,s(u) is given by
(5.2) E∞,s(u) =
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dydx as δ → +∞.
Proof. The sequence of functionals Eδ,s(u) with δ → +∞ is a monotone increasing
sequence and functionals Eδ,s are lower semicontinuous, cf. [5]. Therefore, because
of [9, Remark 1.40],
Eδ,s(u)
Γ
→ E∞,s(u) =
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dydx.

Proof of Theorem 3. Let us consider the energy functional associated to problem
(P sδ ),
Jδ,s(u) =
cN,s
4
∫
Ωδ
∫
Ωδ∩B(x,δ)
|u(x)− u(y)|2
|x− y|N+2s
dydx−
∫
Ω
fudx
=
cN,s
4
Eδ,s(u)−
∫
Ω
fudx.
Then, by Lemma 7, we conclude
Jδ,s(u)
Γ
→ J∞,s(u) =
cN,s
4
∫
RN
∫
RN
|u(x)− u(y)|2
|x− y|N+2s
dydx−
∫
Ω
fudx,
that is the energy functional associated to (P s∞).
Now, if uδ,s is the minimizer of Jδ,s, the sequence {Jδ,s(u
δ,s)}δ>0 is monotone
increasing in δ and bounded from above by J∞,s(u
∞,s). Indeed, given δ1 < δ2,
then
Jδ1,s(u
δ1,s) ≤ Jδ1,s(u
δ2,s) ≤ Jδ2,s(u
δ2,s).
On the other hand, since
Jδ,s(u
δ,s) = −
cN,s
2
|||uδ,s|||
2
H
δ,s
0
,
the sequence |||uδ,s|||
H
δ,s
0
is decreasing and bounded. Consequently, by Lemma 4,
|||uδ,s|||Hs0
is bounded and, by Lemma 4 and the compact embedding of Hs0(Ω) into
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L2(Ω), cf. [15, Corollary 7.2], there exists a subsequence (that we do not relabel)
and u∞,s ∈ Hs0(Ω) such that
uδ,s → u∞,s as δ → +∞.
The Γ-convergence of Jδ,s to J∞,s implies that u
∞,s is the unique minimizer of
J∞,s. 
Proof of Theorem 5. The proof follows by combining Lemma 7 and Lemma 4 with
the arguments used in the proof of Theorem 4.

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