We estimated human observer linear templates underlying the detection of a realistic, spherical mass signal with mammographic backgrounds. Five trained naïve observers participated in two-alternative forced-choice (2-AFC) detection experiments with the signal superimposed on synthetic, clustered lumpy backgrounds (CLBs) in one condition and on nonstationary real mammographic backgrounds in another. Human observer linear templates were estimated using a genetic algorithm. A variety of common model observer templates were computed, and their shapes and associated performances were compared with those of the human observer. The estimated linear templates are not significantly different for stationary CLBs and real mammographic backgrounds. The estimated performance of the linear template compared with that of the human observers is within 5% in terms of percent correct (Pc) for the 2-AFC task. Channelized Hotelling models can fit human performance, but the templates differ considerably from the human linear template. Due to different local statistics, detection efficiency is significantly higher on nonstationary real backgrounds than on globally stationary synthetic CLBs. This finding emphasizes that nonstationary backgrounds need to be described by their local statistics.
INTRODUCTION
As long as medical diagnosis decisions are based on visual inspection of medical images, it will be necessary to better understand human decision-making strategies. If we want to extract as much information as possible from an image, it has to be processed and displayed in such a way that the human observer can most efficiently read it. In other words, imaging systems need to be adjusted and the image quality assessed and optimized for human visual and decision capabilities [1] . There are basically two ways of conducting a simple detection task: either by hiring human observers or by using mathematical models that attempt to mimic human performance. This latter method has the advantage of reducing the time and the cost of the optimization process but requires knowing how the human observer actually processes the image and how the image backgrounds influence the detection task.
Human performance in radiology detection tasks has been studied within numerous model frameworks in previous decades. In most of the studies, human observer characteristics were assessed through psychophysical experiments reproducing the clinical task. Such experiments were conducted in the context of tumor detection on computer tomographic images of the liver [2, 3] , stenosis in a blood vessel on fluoroscopic images [4] , nodules on pulmonary radiographs [5] , or microcalcifications and tumors on mammograms [6, 7] . Human performance was then compared with that of hypothetical linear models derived from the theory of signal detectability [8] . Each of the models has an underlying template that is assumed to mediate human visual detection.
An alternative approach to studying human observer strategy is to attempt to directly estimate the lineartemplate model from the observers' trial-to-trial decisions and the images presented. This method, known as classification images, was originally developed by Ahumada for audition and generalized by Abbey et al. to a variety of visual tasks, including two-alternative forced-choice (2-AFC), correlated Gaussian noise processes and real medical image backgrounds [9] [10] [11] [12] . The method gives an estimate of the linear template used by a human observer by analyzing the results of 2-AFC experiments. Aside from assuming the linearity of the system, it does not make any a priori assumption on the way the observer processes the background and is influenced by its statistical characteristics. The direct estimation of the underlying observer template might lead to better prediction of human performance than the use of a hypothetical model observer's template. Thus, the first goal of the present paper is to estimate human observer templates for the detection of simulated masses in real x-ray mammogram backgrounds. Use of real mammographic images rather than images with Gaussian noise processes precludes the use of the standard linear-weighted sum of images to estimate the templates [13] [14] [15] and thus demands developing an iterative method to find the best estimate of the human template. Here we propose a method using genetic algorithms (GAs) to find the template that maximizes the likelihood of observing the trial-to-trial human decisions. In addition, we assess the ability of the estimated template for each individual observer in predicting human performance.
One challenge when studying human detection performance and/or evaluating and optimizing image quality is that it require a few hundreds if not thousands of images. Because access to a sufficient number of real clinical images might become difficult, there has been a strong motivation to use synthetic backgrounds that are realistic looking. For that reason, and also because it is useful for controlling image statistics, a large part of theoretical and experimental studies have been conducted using synthetic backgrounds. The first studies consisted in simple objects superimposed on white noise [16, 17] . Although being particularly convenient for theoretical considerations, white noise is actually a too simplified view of noise encountered in medical imaging, and this framework was then extended to more realistic noise models such as correlated noise applied to radiology [18] or nuclear medicine [19] . Researchers have since been focused on images containing anatomical (or pseudoanatomical in the case of computer-synthesized images) variations. Burgess and colleagues [20, 21] showed that real or realistic backgrounds (in the sense of visual and statistical realism) are necessary for evaluating observers' performance for detection tasks and that noise-limited experiments with simple phantoms are too limited for the mass detection task applied to mammography. Lumpy backgrounds [22] and clustered lumpy backgrounds [23] (CLBs) were developed in order to better reproduce anatomical variations. A new version of CLBs [24] was specifically developed for mammographic textures. Yet aside from the visual similarity and commonality of global image statistics between the CLBs and the real mammographic backgrounds, it is still unknown whether human observer strategies are similar across both types of backgrounds. One important difference is that CLBs are statistically stationary, while real mammographic backgrounds are not. A recent study by Zhang et al. [25] has shown that human observers can adapt their detection mechanisms to the local statistical properties of spatially oriented backgrounds. Thus, the second goal of this paper is to investigate whether human visual detection strategies are similar across CLBs and real mammographic backgrounds by estimating the underlying templates of human observers for both backgrounds.
MATERIALS AND METHODS

A. Human Linear Observer-Template Model
The linear observer-template model, further referred in this text as human linear template (HLT), has already been described previously [1, [9] [10] [11] , and it will only briefly be reviewed here. In this model, human observers are assumed to perform 2-AFC tasks by formulating a linear internal response to each image as
where g is the image shown to the observer, w is the observer template (both described as vectors), and ⑀ is the observer's internal noise. A binary variable o i can be defined, which represents the outcome of the ith trial:
In this equation, the variables related to the signalpresent image are denoted by the + superscript, the signal-absent by a − , and ⌬g i is the difference between g i + and g i − . The trial outcome o i is equal to 1 if the observer chose the signal-present image during the ith trial, and 0 otherwise. If ⌬⑀ is assumed to follow a Gaussian distribution with zero mean and a variance of 2 2 , then the probability that o i = 1 is given by
where ⌽ is the Gaussian cumulative density function. Since this probability is invariant to a common scaling of w and ⑀, they can be scaled so that the magnitude of the internal noise is fixed to a value of = 1, which yields
͑4͒
The definitions above lead to a conditional Bernouilli probability distribution for o i given by
where it is understood that p i is a function of w and ⌬g i as shown in Eq. (4). Under these assumptions, it is possible to analyze the likelihood of the human observer response of the ith trial as a function of the template w and the differences between the images ⌬g i for that trial. Since the images are independent of the observer template, the ith trial likelihood can be written as
where f joint ͑o i , ⌬g i ; w͒ is the joint distribution of the difference image and the observer response, while f marg ͑⌬g i ͒ is the marginal distribution of the difference image alone. Assuming that the images used in the N T different trials of the entire experiment and the trial scores are independent from trial to trial, the likelihood of the template w for the entire experiment is given by the product of the individual likelihoods. The log likelihood is then given by
The last term of Eq. (7) is independent of w and is irrelevant for finding extremal values of the log likelihood. Therefore, in order to find the maximum-likelihood (ML) estimate of w, one has to maximize the function [11] 
B. Template Estimation
The optimization of Eq. (8) is not trivial, since the number of unknowns is equal to N 2 for N ϫ N pixel images. We therefore used the methodology described by Abbey et al. [11] in order to reduce the number of parameters: We assumed that the observer template could be represented by a limited set of known linear feature vectors. The hypothesis is that the Fourier decomposition of the observer template can be expressed as a weighted sum of a limited set of frequency band channels. In the spatial domain, the inverse Fourier transform of these channels can also be used as a base, which yields
where N c is the total number of frequency channels; t i is the ith base template, equal to the inverse Fourier transform of the frequency band channel i; and ␤ is the weights vector. The t i 's were computed by performing the fast Fourier transform (FFT) of circularly symmetric images representing the frequency channels and then windowed in the spatial domain with a fourth-order Butterworth filter to reduce ringing. The channel width was 0.0078 cycles/ pixel ͑0.22 cycles/ deg͒, and the radial coordinates of the channels' centers were equally spaced between 0.01 and 0.25 cycles/ pixel (0.28 and 6.98 cycles/ deg). We used a total of N c = 50 overlapping channels, which reduced the dimensionality of the optimization problem from N 2 to N c . Using Eq. (9), Eq. (4) can be rewritten as
where X ij is the dot product between the jth base template and the difference image of the ith trial; X ij does not depend on w and can be used throughout the whole optimization process once computed.
We used a standard GA for the derivation of the ML estimate of the observer template w. GAs are a family of computational models inspired by evolution [26] . They are well suited for complex optimization problems where the search space has a high dimension. The free parameters of a given optimization problem are encoded on a chromosomelike data structure, and selection and recombination operators are applied in order to allow a population of potential solutions to evolve toward the optimal solution of the problem. The initial population is usually chosen randomly in the search space, and the corresponding chromosomes are evaluated through a fitness function. The best chromosomes are given better reproduction and survival opportunities. Then, crossover and mutation operators are applied in order to generate a new population of equal cardinality. These processes of evaluation, crossover, and mutation are repeated until a user-defined (sub)optimal value of the fitness function or number of generations is reached, or when the best chromosome of the population has not been improved for a given number of generations.
In this study, the fitness function was Eq. (8), with p i computed with Eq. (10). The chromosomes were the channel weight vectors ␤, and the genes the N c individual weights. We constrained the chromosomes to have a Euclidian norm of 1, which is not a restrictive constraint since two weight vectors that differ only by a scaling factor will represent observer templates that yield the same results in a 2-AFC task. The mutation operator was a two-gene swap with a probability of p m = 0.3 per chromosome per generation, while the crossover operator randomly exchanged half of the genes of two chromosomes of generation G with a probability p c = 0.8 to generate two new chromosomes for generation G + 1. We used elitist strategy, which consists in keeping the chromosome with the best fitness function value at generation G unaffected by mutations and crossovers when defining the population of generation G + 1. This guarantees that the fitness function is monotonically optimized. We also used rank selection, which ensures that the best chromosomes are given better survival opportunities: At generation G, the chromosomes were ranked according to their fitness function value, and the probability of being chosen for the crossover operation was linearly dependent on the rank. Population size was 21 normalized chromosomes that were initialized with random real numbers following a Gaussian distribution at generation 0. We let the GA evolve during 10,000 generations.
C. ROI, NPW, and NPWE Models
The first group of linear models observers used in this work include the region of interest (ROI), the nonprewhitening matched filter (NPW), and the NPW with an eye filter (NPWE). These models incorporate different degrees of knowledge about the signal but do not make any assumption about the backgrounds. Complete descriptions can be found in [1, 27] , and they will be only briefly reviewed here.
The ROI model is rather primitive and uses only information about the spatial extent of the signal. The profile of the signal is not taken into account, and the template consists in a uniform activation area integrating the pixel values of a ROI. This model is very limited in the presence of real or realistic backgrounds and signal.
The NPW uses full knowledge of the signal shape: Its template w NPW matches exactly the signal profile s. This approach has been shown to be optimal when the backgrounds consist in pure white noise but is suboptimal for correlated noise.
The NPWE is an extension of the NPW model, in which the signal is filtered in the Fourier domain by the human contrast sensitivity function, also known as the eye filter. The eye filter takes into account the different sensitivities of the human visual system at different scales. Its functional form in the frequency domain can be modeled by [28] 
where is the radial frequency in cycles/deg, n = 1.3, and c = 0.041 (values from Burgess [29] ). The NPWE template is given by
with the matrix E implementing the effect of the eye filter and defined by Eq. (11) . As with the HLT, a Gaussian-distributed random variable can be added in any of these models to the observer response, as in Eq. (1), ⑀, to account for the observer in-ternal noise. The value of ⑀ is usually chosen in order to degrade the model's performance to match human observer performance.
D. Channelized Hotelling Observer
The Hotelling observer [18, 22, 30, 31] uses information about both signal profile and background statistics. It is the ideal observer for images with a multivariate Gaussian distribution and the same correlation structure in signal-absent and signal-present images [32] . For a given signal s, its template w HOT is given by
where K b is the covariance matrix of the background, which describes the variance of each image pixel and the covariance between pairs of pixels; K b can be derived directly from the noise power spectrum (NPS) for spatially stationary backgrounds (like some computer-generated textures [33] ), but in the general case, for N ϫ N images, K b is an N 2 ϫ N 2 matrix that has to be estimated from the variance-covariance computation. Due to the large size of the resulting covariance matrix, the practical implementation of the Hotelling observer is a problem for real backgrounds. One way to avoid this is to reduce the image to a smaller set of channel response variables [27, 34] . The channelized Hotelling template is then given by [35] 
where the column vectors of the matrix T each represent the spatial profile of a channel and K ⑀ is the covariance matrix of the internal noise. Internal noise is assumed to be zero mean, independent in each channel, with variance proportional to the variance of the background noise in each channel.
In this work, we used two types of radially symmetric channels: channels with a square bandpass profile in radial frequency [33] [SQR channels, Fig. 1(a) ], and overlapping difference-of-Gaussians (DOG) channels [36, 37] . The two DOG-channel models, namely sparse [S-DOG channels, Fig. 1(b) ] and dense [D-DOG channels, Fig. 1(c) ], as well as the SQR-channel model, are described intensively in the work by Abbey and Barrett [35] .
We estimated K b by assuming stationarity of the backgrounds and using the Wiener-Khinchin theorem to estimate the covariance matrix from the NPS [38] . This assumption is valid for the CLBs, which are stationary by construction, but is only an approximation for real images [13] . The NPS for the CLBs and the real images were computed separately and averaged over 4000 (CLBs) and 1400 (real) images.
E. Images
Two types of backgrounds were used in the 2-AFC experiments: real and synthetic. The real backgrounds were extracted from digital mammograms. We used a database [24] of 88 patients who underwent screening exams on a GE Senograph 2000D full-field digital detector [39, 40] with one craniocaudal (CC) and one mediolateral oblique (MLO) processed mammogram per breast to collect square 256ϫ 256 pixel ROIs. All ROIs were selected manually in the central breast region in order to avoid any imaging artifact or pathological abnormality. Fatty and dense breasts were represented in the database. We gathered a total of 1400 nonoverlapping 16-bit ROIs having a pixel size of 0.1ϫ 0.1 mm.
The synthetic backgrounds were second-generation CLBs [23, 24] . These backgrounds consist of the superposition of clusters of elliptical blobs. In order to reproduce both visual and statistical properties of real mammograms, we used CLB images g͑r͒ that were generated by
where b small and b large were exponential blob functions of the form The parameters in Eqs. (15) and (16) are given in Table  1 . Values for ␣, ␤, K, N, and L are from [24] . Since the distribution of cluster orientation is uniform between 0 and 2, CLB images are isotropic. By construction, they are also stationary within their boundaries. The two blob scales (small and large) mimic textures that are found on real mammograms: fatty areas, glandular areas, and fibers.
F. Signal
For these experiments, we wanted a realistic signal that would mimic a medium-sized mass. We chose to extract a 4 mm diameter mass from a high-dose image of the Kodak ITO mammography phantom. The synthetic masses contained in this breast-tissue equivalent phantom are acetate spherical beads having a density of 1.15 g / cm 3 . The image of the phantom was acquired on a GE Senograph 2000D (Mo/Rh, 200 mAs), the same as used for the real mammograms in this study.
The mass and the surrounding background were extracted from the phantom image, and the mean pixel value of the background was subtracted. The resulting signal image was then convolved with the radial attenuation profile shown in Fig. 2 . The amplitude A of the signal was defined as the mean value of the central 3 ϫ 3 pixel area of the signal. The signal was added onto existing backgrounds after having been scaled to the desired amplitude. Figure 3 presents the spatial and Fourier space profiles of the mass in the same conditions as they were displayed to the observers (see Subsection 2.G for magnification and resampling specifications). The idea behind that particular signal choice was to use a synthetic mass that would be as realistic as possible, yet nearly circularly symmetric. The advantage of using a phantom image is that it was possible to incorporate in a realistic way the transition between the signal and the surrounding uniform background, therefore avoiding the too-synthetic aspect of an isolated bright spot.
G. 2-AFC Psychophysical Experiments Setup
Four naïve observers and one co-author (named Cy in the results) took part in a classical signal-known-exactly (SKE), location-known-exactly (LKE) 2-AFC detection experiment in which the observers were presented two images simultaneously and were asked to indicate the one that contained the signal. For each such trial, the image containing the signal was chosen randomly and the mass was added digitally to the corresponding background before display.
The image pairs were displayed on a Siemens SMM 21140 P high-contrast gray-scale monitor (Siemens, Karlsruhe, Germany), which has a pixel size of 0.25 mm. All backgrounds were scaled so that their mean pixel value was equal to 128 and their standard deviation to 30 gray levels (GL). This way, all images were presented in the middle of the screen dynamic range. In order to reproduce typical clinical settings, the backgrounds were magnified (1.5 magnification factor) before being displayed. The displayed backgrounds were nearest-neighbor resampled 154ϫ 154 pixel versions of the original ones. Fiduciary cues were added to both signal-present and signalabsent images in order to assist the observers focusing on the possible signal locations and thus minimize location uncertainty. Examples of displayed images are presented in Fig. 4 .
The target contrast resulted in a percentage of correct answers (Pc) ranging from 70% to 85%. After preliminary experiments by one of the authors, the amplitude of the signal was set to A = 15 GL. The observers were trained before the beginning of each viewing session: They were presented a series of decreasing contrast trials from A = 35 down to A = 15, until they had stabilized their Pc between 70% and 85%. The training was performed with images taken from the same database as for the detection experiments, but the pairs that were presented during training sessions were different from those of the detection sessions. All observers were given feedback-correct/ incorrect-after each trial, as well as their Pc after each series of 25 trials. Each observer was presented with a different series of randomized image pairs. They were not given any time limit within a trial to reach a decision.
Viewing distance was about 40 cm. The total number of trials was 1400 for the real backgrounds and 4000 for the CLBs. Thus, each observer performed a series of about 15-20 one-hour sessions. The real images and CLB trials were not interleaved for a given observer in order to keep the analysis and the estimation of the corresponding human linear templates as independent as possible. Two observers (Ce and Ga) began with the real image trials, while the other three (Cy, Ro, and Va) began with the CLBs. The image pairs displayed at each trial were randomly chosen and were different for each observer. Two separate image databases (4000 signal present and 4000 signal absent) were used for CLB trials, while each image of the real background database was displayed once as a signal present and once as a signal absent.
In order to estimate the performance of the templates obtained at the end of the optimization process by the GA, we generated a new series of 2-AFC experiments by randomly choosing 1400 real image pairs and 4000 CLB pairs. We estimated the observer templates' Pc on the basis of these new trials by directly computing the dot product with each image of the pair and choosing the highest noiseless response. Note that each individual observer was presented different trials during the detection experiment but that all templates were tested on the same trials. The estimation of the performance of the other models (ROI, NPW, NPWE, SQR, S-DOG, and D-DOG) was done using the same approach, by testing the templates on the simulated 2-AFC.
Finally, the performances of the templates were estimated by a radius of curvature (ROC) curve based on the linear response of 1400 real images and 4000 CLBs. We used a Java code from the Johns Hopkins University and translated by J. Eng from the original Fortran program LABROC4 by Charles Metz and colleagues, which is available on the Internet [41] .
RESULTS AND DISCUSSION
A. Robustness of the Experiments
None of the human observers showed significant bias at the 5% confidence level toward one of the two alternatives (left versus right image) in any of the experiments. The results obtained after the training sessions showed no increasing trend in the performances expressed in term of Pc for each series of 25 trials. The fastest two observers did not improve their decision time, while the other three reduced it by about 50% between the first and the last series. Figure 5 shows the obtained human observer templates presented as 2D images as well as radially averaged in the spatial and Fourier domains. Only the average of the five different observers is presented, but the individual templates are very similar.
B. Template Estimation
Visual inspection indicates that almost all templates present the same transition at the signal edges: A bright circular zone surrounded by a dark inhibition region. This suggests that human observers concentrate on both the center and the edges of the signal location, rather than just on a homogeneously brighter area. The radial profiles show that the templates are positive within the signal area (below about 15 pixels), then become negative in a surrounding ring of about 5 pixels around the signal location, and terminate with oscillations decreasing rapidly in amplitude. In the frequency domain, the template profiles oscillate around zero, with nodes very close to those of the signal profile. The main differences between template and 
B6
signal are in the low frequency domain where the template hits a maximum at around 0.03 cycles/ pixel ͑0.84 cycles/ deg͒ and the following oscillations are much more pronounced in the template than the signal, showing an inhibition process.
The metric we used for comparing the radial frequency profiles of the templates estimated for CLB and real images is the root-mean-square difference, weighted by the inverse of the variability of each point (wRMSD [1] ). The variability was computed as the square root of the mean interobserver variance. Assuming a standard normal distribution for the wRMSD, the p-value for a t-test under the null hypothesis that the wRMSD is equal to 0 is greater than 0.05 if wRMSD is smaller than 2. The wRMSD computed for frequencies between 0 and 0.25 cycles/ pixel ͑6.98 cycles/ deg͒ is equal to 0.81: Such a low value thus indicates that the profiles are not significantly different, which suggests that human observers apply the same strategy for both types of backgrounds. Figure 6 (a) shows the individual performances of each observer for the two types of backgrounds together with the performance predicted by the corresponding estimated linear observer templates. Individual and average observer performance (Pc) were significantly superior by 6% to 15% for visual detection with the real images than for CLBs (p Ͻ 0.0001 for all cases). As for Pc, the area under the ROC curve [AUC; Fig. 6(b) ] for the task with real backgrounds was significantly larger than for the CLBs (0.84± 0.02 versus 0.73± 0.02). Mean decision times, averaged over the five human observers, were 2.2 s for the real images and 4.8 s for CLBs, confirming that the task on CLBs is perceived as more complex for the observers. It is perhaps not accidental that the smallest performance difference is obtained by observer Cy who, as the only co-author of the five observers, had been seeing and working with CLBs for months. The more extensive experience of Cy with the CLBs could have induced a better knowledge of the structures that were naturally arising from the superposition of blobs and those that were due to the signal.
C. Observers and Linear Template Performances
Although interobserver performances can vary significantly for a given background, performance for a given human observer and the predicted performance from his/ her corresponding estimated template are very similar. Differences between the human and the estimated performance range between −4.6% and 3.07% (in units of Pc).
The difference, however, is neither systematic nor random. For the real images, three human observers out of five are outperformed by their linear templates. For the CLB images, only one observer performs better than his/ her estimated linear template. This could probably be explained by the fact that the templates are applied without adding internal noise, while this is not the case for human observers.
Given that the CLB images are by construction globally stationary, while the real backgrounds are not, the superior human performance for the nonstationary backgrounds agrees with the findings of Zhang et al. [25] .
Performance of the estimated template (pooled across all observers) with CLBs has also been applied on real backgrounds ͑AUC= 0.84± 0.02͒ and vice versa ͑AUC = 0.74± 0.01͒. This shows that although the strategy is the same for both types of images, it is significantly more efficient on real backgrounds. Figure 7 shows the templates computed for the other model observers, displayed as 2D images. Only the templates computed for the real background detection task are shown, since CLB-model observer templates are either identical by definition (ROI, NPW, NPWE) or were observed to be nearly undistinguishable (SQR, S-DOG, D-DOG). As for the HLT, the NPWE template reveals an activation/inhibition transition at around 15 pixels. This transition is also visible on the SQR and D-DOG templates, even though the latter two have another inhibition circular area very close to the center of the signal location. The S-DOG template is the only template to be negative at the very center of the signal location. Its activation area is a crown between 3 and 6 pixels (0.11 to 0.22 deg) around it.
D. Comparison with Other Model Observers
The radial profiles of all templates in the frequency domain are shown on Fig. 8 . Only those corresponding to the real image detection task have been displayed, since the ones corresponding to the task on CLBs are very similar. This similarity was expected, since NPWE does not take any property of the background into account and the three channelized observers depend on the noise power spectra, which had been matched between the two image types while generating the optimized CLBs [24] . As for HLT, all templates peak at around 0.04 cycles/ pixel ͑1.12 cycles/ deg͒ before oscillating as the frequency increases. The eye filter in the NPWE model enhances the signal oscillations at higher frequencies and therefore spans the area of interest up to 0.2 cycles/ pixel ͑5.59 cycles/ deg͒. The values of the wRMSD between the HLT and the NPW, NPWE, and channelized Hotelling templates are given in Table 2 . If the whole signal frequency range (up to 0.15 cycles/ pixel, 4.19 cycles/ deg) is considered, the extremely high values of the wRMSD show that all model templates are substantially different from the HLT. However, for frequencies up to 0.1 cycles/ pixel ͑2.79 cycles/ deg͒ only, the template profiles depart less strongly from the HLT. The wRMSD values of all models lie in the same range (3.9-6.4), with the NPWE being the closest to the HLT. The reduced ability of the channelized models to be tuned to the specific signal is probably responsible for the poor agreement with the HLT.
The performance of the model observers in the 2-AFC experiment, defined by the AUC, is given in Fig. 9 . As expected, the ROI and the NPW models perform very poorly on both CLB and they real images, and they are below the human observers. The addition of the eye filter in the NPWE, however, increases its performance significantly above the human observers. Noise was introduced in the NPWE according to the scheme presented in Subsection 2.C, but with the same noise level, human performance could be matched only for one background type at a time (see NPWE* in Fig. 9 ). Fig. 9 ; see Subsection 2.D), the performance obtained by all channelized models are very close to those of the pooled human observer on both backgrounds. The fact that the SQR and S-DOG models do not outperform human results could either mean that the assumption of image stationarity for using the WienerKintchin theorem when estimating the covariance matrix was too strong or that there is excessive information loss that occurs when restricting the Hotelling observer to the limited number of channels. However, given that the SQR and S-DOG models are also slightly outperformed by humans with the stationary CLBs, the limited number of channels might be the likely explanation for the inferior performance of the channelized models. Increasing the number of channels and/or testing other channel types (Gabor, Laguerre-Gauss) and identifying the best set of channels for this task may lead to an increased overall performance, but not necessarily to a better matching with human results.
Similarly to human observers, all models perform better on the real backgrounds than on the CLBs, although using the same or very similar templates for both tasks. Again, this suggests that detecting a signal from a nonstationary background is easier than on a CLB, where local properties cannot be used. Minor differences were expected for the channelized Hotelling models using background-specific information contained in the NPS [although having been matched as closely as possible, the NPS are not completely identical; see Fig. 10(a) ], but they are more surprising for the ROI, NPW, and NPWE models because these models do not depend explicitly on background properties.
E. Dissociation in Human Performance between Real Mammograms and CLBs
Zhang et al. [25] found a dissociation of performance between stationary and nonstationary noise for human observers and for model observers that adjusted their local strategy (template) to the nonstationary noise. In contrast, nonadaptive model observers that used a fixed template for all areas of the nonstationary images (i.e., global prewhitening or NPWE) did not show such performance dissociation. Thus, Zhang et al. [25] concluded that the improved human performance with nonstationary images was due to the ability of human observers to adapt their strategy to the local statistics of the nonstationary backgrounds.
The present study also finds a dissociation of human performance across nonstationary (real mammograms) and stationary (CLB) backgrounds but, in contrast to the Zhang et al. study, this difference cannot be attributed to an adaptive strategy of human observers. First, the tem- plate estimation methods suggest that human observers apply the same strategy in the two background categories. Second, the fact that nonadaptive models (NPWE, NPW, and ROI) also result in better performance with the real mammogram backgrounds suggests that the dissociation of performance in the present study is related to image properties. Figure 10 suggests an explanation for the better performance on real backgrounds. As mentioned in Subsection 2.G, the global variance-computed across the whole background-is the same for each image presented to the observers, and the noise power spectra have been matched between the two background types [ Fig. 10(a) ]. However, the mean local variance, defined as the variance computed for a 40ϫ 40 pixel area around the center of the signal location, changes from one background type to the other. It is well known [16, 17, 42] that the local variance has an effect on the detection performance for both human and model observers. According to Fig. 10(b) , the mean local variance is lower for real backgrounds ͑͗ 2 ͘ = 344͒ than for CLBs ͑͗ 2 ͘ = 617͒. This reflects the fact that, although histogram equalization implemented in the 2-AFC experiment forces both background types to have the same global variance, the real images are locally less noisy, which makes the signal easier to detect for human and model observers.
Thus, for the Zhang et al. [25] images, which by construction had strong nonstationarities that were more exaggerated than those in real mammograms, human observers could adapt their strategy. In the present study, however, the dissociation in performance across stationary and nonstationary backgrounds can be attributed to the lower variance at the possible signal locations and not necessarily to a different human strategy across background types.
SUMMARY AND CONCLUSIONS
In the framework of objective assessment of image quality for a realistic mammographic detection task, we developed a method to estimate human linear templates for real backgrounds using a GA. We showed that for the simple task of spherical signal detection on mammographic backgrounds, the HLT can fit human observer results accurately. For images and conditions used in this study, human observers seem to use the same strategy whether the background is nonstationary (real images) or stationary (CLBs). However, this does not imply that the performances are the same in both types of backgrounds. Our results show that even though both types of backgrounds have very similar global statistical features, human observers (and their derived linear templates) perform significantly better on nonstationary backgrounds.
Local properties also influence the performance of other model observers, since whether they use the same (ROI, NPW, NPWE) or similar (SQR, S-DOG, D-DOG) templates for the two backgrounds types, the matching of global properties such as global variance or noise power spectrum does not prevent a significantly better performance on real backgrounds than on CLBs.
However, although human results differ from one background type to another, they can still be accurately reproduced by the HLT and by the models incorporating knowledge of the background, such as channelized Hotelling observers. In our experiments, the HLT does not need the addition of internal noise in the response in order to match results on both CLBs and real backgrounds. This is also the case for the SQR and S-DOG models, whereas the noiseless D-DOG model outperforms human observers and needs the addition of internal noise in its channels in order to match human data. The NPWE model cannot be fitted to human observer results for both backgrounds with the same amount of noise.
This study thus confirms that the HLT provides the possibility to estimate templates that fit human observer performance from experiments performed on easily available synthetic backgrounds and to extrapolate them to real backgrounds, since the templates for both tasks are nearly identical and lead to the same performance when tested on the same background type. This method avoids complications related to the computation of the covariance matrix in the case of Hotelling models and, for the present conditions, a posteriori addition of noise.
To further test the adaptive or nonadaptive strategy of human observers in real mammograms, further work may concentrate on calculating the HLT for different areas (with different statistics) of the mammogram. Such work would require classification of background areas based on statistical properties and sufficient data to accurately estimate local human linear templates. 
