Context and purpose
Beginning with the work of Solow (1956) , the importance of innovation as a driver of long-term economic growth has long been recognised. Such activity may be characterised by positive externalities, as innovation by one entity can produce knowledge spillovers which benefit follow-on innovators. The fact that these spillovers are often non-rival and non-excludable results in the social rate of return to many innovative activities exceeding the private rate of return (Arrow, 1962) . As a consequence, private firms tend to underinvest in innovation, potentially motivating public policy intervention to boost innovative activity to more socially optimal levels. This paper investigates the influence of public policies on private sector innovation and the returns to new knowledge. The analysis uses country-level data to assess: i) the policy determinants of business research and development (R&D); ii) the policy determinants of the number of new patents; and iii) the link between innovative activity and multifactor productivity (MFP). One benefit of studying innovation at the aggregate instead of the sectoral or firm level is that the spillover effects between firms, industries and countries that are associated with innovation are better identified (Guellec and Van Pottelsberghe, 2003) . Spillovers are critical in determining the degree to which new technologies, production processes and organisational methods translate into economywide productivity gains, and public policies may play a role in shaping this process.
Nevertheless, a possible downside to an aggregate-level study is that the estimated relationships may be more sensitive to changes in sectoral specialisation patterns and less informative about the channels through which policies influence innovation and productivity growth than analysis based on more disaggregated data. This study is conducted over three separate panels of 19 countries 1 from the mid1980s to 2008 and is an update and extension of earlier OECD work by Jaumotte and Pain (2005a) . A number of key findings emerge from the analysis:
• Both business and non-business R&D have a positive influence on patenting activity. In turn, business R&D and the stock of patents are positively associated with MFP growth.
There is some evidence that innovative activity has a larger effect on MFP growth when the share of business researchers in total employment is high, reflecting the importance of absorptive capacity for the proliferation of knowledge spillovers.
• More generous innovation-specific policies are found to encourage private sector innovative activity, though empirical evidence regarding the direct impact of such policies on MFP growth is less forthcoming. In particular:
❖ R&D tax incentives are positively associated with recorded private sector R&D spending. However, this does not hold in countries that frequently reverse policy settings, suggesting that a predictable policy environment may be important for the efficacy of such measures.
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❖ In contrast with some earlier studies, direct government support for private R&D is found to be positively associated with business R&D spending. This finding relies on data from the post-2000 period, raising the possibility that the design of such policies has improved through time.
• Framework policies that promote competition have a pervasive influence on incentives to innovate and the returns to new ideas. For example:
❖ Pro-competition reforms to product market regulation are associated with an increase in the number of patents. There is also some, albeit weaker, evidence that such reforms encourage higher business R&D spending.
❖ Strengthening patent rights is more likely to encourage patenting activity when regulatory barriers to firm entry are low.
❖ Domestic patenting activity appears to benefit from access to foreign R&D, but only when combined with low barriers to firm entry. Such an environment mitigates the opportunity for incumbent firms with monopoly rights over existing technologies to resist the adoption of innovations from abroad. This idea aligns with the finding that countries are slower to converge to the productivity frontier when product market regulation is strict.
❖ Less stringent product market regulation is associated with higher MFP growth. This may reflect easier implementation and commercialisation of new ideas in more competitive markets.
❖ Provided that domestic barriers to firm entry are low, countries with greater geographical proximity to technological leader countries exhibit stronger MFP growth.
• Other framework policies relating to trade and bankruptcy laws may also be important for the diffusion of innovations from abroad. In particular:
❖ Firms with access to a greater quantity of foreign R&D undertake less domestic R&D, suggesting a degree of substitutability between the two sources of innovation.
❖ Countries behind the productivity frontier tend to converge more rapidly the more open they are to trade.
❖ Convergence is faster in countries with bankruptcy regimes that are less punishing to debtors. This is consistent with firm level evidence suggesting that low exit costs make it less likely that resources are tied up in inefficient firms (Andrews and Cingano, 2012) .
Roadmap
The next section examines the existing evidence of the links between innovation and productivity growth, outlining a framework for thinking about the relationship between the variables of interest and the influence of public policies. Section 3 describes three empirical models that seek to explore the links between a range of potentially relevant policy variables and the key outcome variables relating to business R&D, the number of new patents per capita and multifactor productivity growth, respectively. Section 4 describes the data used for the analysis and Section 5 presents the econometric results.
Section 6 summarises the findings and offers some concluding thoughts.
POLICY INCENTIVES FOR PRIVATE INNOVATION AND MAXIMISING THE RETURNS
OECD JOURNAL: ECONOMIC STUDIES -VOLUME 2013 © OECD 2014 124 2. Innovation and public policies in OECD countries: Existing evidence
The relationship between innovation and productivity growth
A large volume of literature has found that the majority of income differences in developed economies cannot be explained by the stock of labour and tangible capital resources (Caselli, 2005) . The residual is ascribed to differences in productivity that depend on countries' ability to accumulate intangible assets, not least through the process of innovation and its diffusion. For each of the 19 OECD countries in the sample, Figure 1 plots the evolution of a measure of MFP that accounts for the capital stock and employment adjusted for human capital (Panel A), along with the business R&D stock to GDP (Panel B) and the stock of triadic patent families (Panel C). 2 Before proceeding, it is important to recognise that such measures of MFP are prone to measurement error as they are derived as the residual once the other (imperfectly measured) production factors are taken into account. That said, common patterns in measured productivity have recently been exhibited across the countries in the sample, with average MFP growth generally slowing since 2000 relative to the previous decade.
3
Empirical studies tend to find a positive link between business R&D and measures of innovative outputs such as new patents (see Danguy et al., 2009 for a review) and more importantly, productivity growth (see Nadiri, 1993; or Hall et al., 2009 for a review). 4 Examining trends in these variables indicates that in Belgium, Canada, Ireland and the United States, a slowing in the pace of productivity growth since 2000 has occurred at the same time as weaker growth in the stock of business R&D (to GDP) and patents.
Nevertheless, movements in productivity growth in a number of countries do not seem to accord with trends in R&D and patents. Certainly, recent declines in productivity in many regions are difficult to reconcile with increases in the stock of business R&D and patents over the period. 5 Taken together, these trends suggest that while it is important to gain a better understanding of the policy determinants of business R&D and patenting activity, it is also necessary to investigate the factors that may influence the degree to which such innovative activity is reflected in movements in measured productivity growth.
The innovation process is complex and varies greatly across industries and technologies.
With this in mind, Figure 2 portrays a general -albeit heavily stylised -framework that maps the linkages between government policies, measures of innovation and productivity growth.
From an initial knowledge state that is drawn-upon throughout the innovation process, firms invest in R&D in the conviction that growth in the stock of such activity improves the probability of innovative success -which can be imperfectly proxied by the number of new patents. 6 The non-rivalrous nature of knowledge means that it is possible for novel ideas generated from R&D to be used by other innovative entities at no additional cost, enabling increasing returns to R&D in terms of the number of new patents. Likewise, a subsequent rise in the stock of patented ideas can benefit multiple follow-on innovators, as a condition of being conferred patent rights is that the patent holder publicly discloses technical information regarding the underlying innovation. As made explicit in Figure 2 , R&D may also contribute to increasing the stock of technological advances that are not patented. In the case of non-patent intangibles, firms can use other methods of appropriating returns such as secrecy, barriers to entry and long lead times.
New ideas -patented or not -are absorbed into the knowledge stock and can contribute to higher productivity as they are utilised to produce a higher volume of output Figure 1 . Cross country differences in MFP, the business R&D stock to GDP and the patent stock
1984-2008, log scale
Source: The stock of R&D and patents per capita (million working age population) are author's calculations based on data from OECD Science and Technology Indicators. MFP data are taken from Johansson and Murtin (2012) and, along with the business R&D stock to GDP, are calculated from data in constant 2005 PPP USD terms. Panel C shows signs of a possible data break in Germany around the time of the country's reunification. However, unreported regressions controlling for this break confirm that the estimation results reported in Section 5 are robust to this feature of the data. 1984 1989 1994 1999 2004 1984 1989 1994 1999 2004 1984 1989 1994 1999 2004 3. 1984 1989 1994 1999 2004 1984 1989 1994 1999 2004 1984 1989 1994 1999 1984 1989 1994 1999 2004 1984 1989 1994 1999 2004 1984 1989 1994 1999 2004 2.0 
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for the same volume of inputs. 7 The effect on productivity is the focus of Figure 2 and the analysis that follows, but it should be acknowledged that, in the short to medium term, the gains from innovation could come in the form of higher firm profits as innovations may lower input costs or allow firms to raise finished good prices without increasing the volume of output. The magnitude of the effect on productivity is likely to be influenced by the quality and execution of new ideas as well as the size of the spillovers that exist. Each stage of the innovation process will be influenced by government policies (the lighter arrows in Figure 2 ) relating specifically to innovation as well as economy-wide framework policies, which are now discussed in turn.
Innovation policies
Innovation-specific policies strengthen business incentives to innovate, counteracting the private under-investment in such activity. A number of such policies are targeted to particular types of firms or industries, and hence, may be best analysed using event studies or data at a highly disaggregated level. The analysis in this paper focuses on a few larger scale innovation policies for which relatively reliable cross-country data exist and that are suspected to directly influence the dependent variables of interest.
R&D tax incentives
Tax incentives for R&D can take various forms but are market-based instruments that leave firms to decide which R&D activities to fund. Either expenditure-based schemes (i.e. R&D tax credits, tax allowances and payroll withholding tax credits for R&D wages), or income-based schemes (i.e. taxing income derived from knowledge-based capital at a preferential rate), can be implemented. The overall generosity of R&D tax incentives can be summarised by the B-index (Warda, 2001) , which represents the required rate of pre-tax return to justify $ 1 of R&D outlay taking account of both R&D tax incentives and the corporate income tax rate. Consequently, an increase in R&D tax incentives is reflected by a decline in the B-index.
Figure 2. A stylised depiction of the private sector innovation process
Note: Non-R&D expenditures and informal innovation at the workplace level are also methods for augmenting the existing knowledge stock and driving productivity growth not illustrated here. 
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A comparison of the level of the B-index for the sampled countries in 1985 and 2008 highlights that R&D tax incentives in most countries have become more generous in recent years, but important cross-country differences remain (Figure 3 ).
The majority of existing cross-country studies find that tax incentives are effective in explaining the evolution of business R&D with a long-run elasticity around unity: on average, one dollar of tax incentive eventually induces one dollar of recorded private R&D spending (Hall and Van Reenen, 2000) . This may vary with the design of the incentive, with incremental tax credits (i.e. R&D expenditures are only eligible if they exceed some baseline amount) sometimes found to be more effective in inducing business R&D spending than general -volume-based -tax credits (i.e. all R&D expenditures are eligible; Lokshin and Mohnen, 2009 ). Regardless, the implications for economic welfare are unclear since the introduction of an R&D tax incentive raises administrative and compliance costs as well as the need for financing through distortionary taxation. Taking all direct support measures together indicates that while there is significant cross-country variation in the ratio of government financed business R&D to GDP, direct funding has generally become less supportive of R&D over the past few decades (Figure 4 ).
Government financed business R&D
One reason for this trend in some countries is a gradual decline in the intensity of military spending and, hence, government procurement of private defence-related R&D. However, in almost all of these regions, the pace of decline in government support for private R&D has markedly exceeded that in military spending. 
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In general, there appears to have been a decrease in the reliance of governments in the sampled countries on direct support policies in favour of R&D tax incentives. This may reflect a growing acknowledgment that although, in principle, direct funding schemes allow governments to select R&D activities with the highest marginal social returns, in practice, identifying such projects can be complicated by information asymmetries and decisions may be influenced by rent-seeking entities.
The tendency for governments to move away from direct support has been reinforced by a body of empirical research that remains inconclusive as to whether such schemes encourage additional private R&D (David et al., 2000) . Instead, it may be that firms substitute public R&D funds for their own or that subsidies feed into higher wages rather than greater innovation intensity (Goolsbee, 1998; Jaumotte and Pain, 2005a) .
Whether government assistance is provided through tax incentives or direct funding, there is some evidence that the effect of such R&D policies can be undermined if they are particularly "unstable" -proxied by the standard deviation of policy variables (Guellec and Van Pottelsberghe, 2003) . Cost certainty is important for many R&D projects given that they often have a multi-year horizon and the investment decision is difficult to reverse once the project is commenced (Pindyck, 1992) . It may be, however, that unstable but predictable policy movements still allow private firms to confidently plan and implement R&D projects. As such, a better proxy for policy instability may be a measure of the frequency with which policy has reversed course, rather than simply an indicator of the dispersion of policy from its mean over a given period.
Measuring the unpredictability of R&D tax policy as the number of instances in which the B-index immediately reversed course over the 1981-2008 period highlights significant dispersion across the countries in the sample ( Figure 5 ). 8 Moreover, a simple regression between this variable and the within-country standard deviation of the B-index suggests that the two measures are not statistically related to one another.
Government performed research
Recent country level empirical studies find that non-defence related public research tends to have a neutral effect on business R&D; not encouraging nor substituting for 
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private research (Guellec and Van Pottelsberghe, 2003; Montmartin, 2013) . While history provides numerous instances of government research being at the root of revolutionary commercial technologies, the lags can be long and unpredictable and thus difficult to identify empirically (Sheehan and Wyckoff, 2003) . A common example is the Internet revolution of the past few decades, which evolved from government investments that were made as far back as the 1960s.
Patent protection
Patent rights temporarily grant the holder the ability to limit others from using an invention in exchange for the innovation being made public. In strengthening such rights, a delicate balance exists between granting firms some market power to incentivise innovation on the one hand, and ensuring that the competitive forces that prevent abuse and also motivate on-going innovation and diffusion of ideas are not stifled on the other.
For many years there was a general tendency for countries to increase the amount of protection given to patent holders ( Figure 6 ). However, in the past decade or so, most OECD countries have maintained a relatively stable intellectual property rights (IPR) regime. One consequence of this for empirical analysis is that it may be difficult to identify a causal effect of patent rights (Falk, 2004b) .
Framework policies
Framework policies that promote domestic and international competition (Conway et al., 2006; Coe and Helpman, 1995) and adaptable labour markets (Bassanini et al., 2009) have been identified as important for fostering productivity growth. A channel through which this may occur is via the effect on the innovation process. In particular, framework policies may influence the ability and incentive of firms to undertake innovative activity, attract resources to commercialise new ideas, scale back outdated activities and to take advantage of knowledge spillovers from earlier innovations.
Policy affecting competition
The relationship between competition and private sector innovation is likely to vary depending on the particular attributes of the firm or market. While some models advocate 
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competition on the basis that firms with high market power may be disinclined to pursue innovation that may displace existing rents (Arrow, 1962; Reinganum, 1983) , early Schumpeterian growth models (Aghion and Howitt, 1992) highlight that the incentives for innovation (in terms of prospective post-innovation rents) may increase at lower levels of competition. Indeed, recent empirical work indicates heterogeneity across industries.
Using panel data from the United Kingdom, Aghion et al. (2005) find that innovation will benefit from a reduction in product market regulation (PMR) in initially high-PMR industries, but may be harmed in those industries that are already highly competitive.
Thus, the aggregate impact of PMR on innovation is theoretically ambiguous and becomes an empirical issue.
Employment protection legislation
In allowing resources to flow to their most productive uses, easier employment protection legislation (EPL) is thought to benefit entrepreneurial firms undertaking radical innovations (Saint Paul, 1997 , 2002 Bartelsman et al., 2010) , which necessitate relatively large employment adjustments (Aghion and Howitt, 1997) . This is supported by recent empirical evidence that higher EPL reduces R&D expenditure in innovative industries and that this effect is disproportionally large in sectors that are particularly turbulent .
Lowering EPL may not be unequivocally good for all firms. Acharya et al. (2010) find a positive relationship between stricter labour laws governing dismissal of employees and patenting, arguing that employees may be incentivised to undertake innovative activities that are value-maximising in the long run if they do not fear losing their job. Similarly, greater employment protection may encourage firms to invest in firm-specific human capital that benefits productivity (Autor, 2003; Wasmer, 2006) . Griffith and Macartney (2010) find that multinational firms do more patenting of incremental innovation in relatively high EPL countries and more patenting of radical innovation in low EPL countries. Such heterogeneous effects indicate that it may be difficult to identify the impact of a change in EPL on R&D expenditure or patenting in a cross-country study based on aggregate data. 
Trade policy
Countries with policies that promote international trade are more exposed to the foreign stock of R&D and new technologies, production processes and organisational methods. Past studies have found that such exposure has a positive relationship with measures of domestic innovation (Jaumotte and Pain, 2005a; Falk, 2004a) . Nevertheless, it is possible that access to foreign R&D may provide a disincentive for domestic R&D expenditure and that the two sources of R&D are partly substitutable.
Financial and bankruptcy policies
R&D projects often require substantial investments that need to be funded from retained earnings or external sources. However, many innovative firms are small and young with limited internal income or assets and have difficulty obtaining external private finance given that the outputs to innovation are relatively uncertain. Consequently, financial sector policies that influence the availability of credit or equity-financing to businesses may affect the existence and success of innovative firms.
Government policies that relate to bankruptcy procedures are likely to be important for firms engaged in radical innovation activities that expand the technological frontier.
Such innovation is synonymous with entrepreneurship and experimentation strategies that imply frequent and repeated failure (Bartelsman et al., 2008) . Countries that impose high exit costs for failed firms -through more punishing bankruptcy regimes -may deter experimentation, lowering the capacity for innovation. However, some investor protection is necessary, especially given that the availability of finance may be positively related to the degree of creditor recourse.
Policy complementarities
It should now be apparent that there are a range of policy tools that may influence the volume of private R&D, patenting and other types of innovation activity. However, a number of these policy instruments are likely to interact, potentially complementing one another or leading to policy conflicts. One such interaction may arise when the success of a policy in meeting its objective is influenced by the settings of other policy instruments. Parente and Prescott (2000) highlight the case of trade openness which enables the adoption of new innovations from abroad, though such activity may be limited if high barriers to firm entry in the domestic market lead to incumbents that own existing technology resisting the adoption process. Another form of interaction may occur when a policy adjustment creates distortions unless other policy settings are correctly calibrated.
For example, an increase in patent rights designed to provide firms an incentive to engage in innovative activities may result in innovators creating monopolistic positions. In this case, it may be important to ensure that IPR policy settings are complemented by procompetition product market regulations (OECD, 2006; Uppenberg, 2009 
Empirical model

R&D model
The approach to modelling R&D corresponds to that of Jaumotte and Pain (2005a) in the spirit of earlier work by Bloom et al. (2002) . This assumes that the stock of real R&D is 
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one input into a production process approximated by a CES production function. Taking the first order condition that R&D investment is undertaken up to the point where marginal revenue equals marginal cost, the following long-run relationship is derived:
For country i at time t, the R&D stock is determined by real output (Y), the real user cost of R&D and a vector of additional influences (Z). Long-run constant returns to scale would
An empirical specification is then derived explaining privately-funded business R&D, reflecting both short-run dynamics and divergences from an underlying long-run relationship. This acknowledges that it may take time for R&D to react to changes in its determinants as businesses develop R&D plans and then obtain the necessary capital and labour resources. The dynamic non-linear error correction relationship is represented by the equation:
The dependent variable is the stock of business R&D in constant price US dollar purchasing power parity (PPP) terms and excludes expenditures financed by government.
The vector Z includes m variables that may affect the short-run evolution of R&D and n variables that explain long-run cross-country differences in R&D (e.g. R&D fiscal incentives, framework conditions). Y is real GDP in constant US dollar PPP terms. Long-run constant returns to scale are imposed, so that while the dependent variable is the growth of the R&D stock the long-run parameters ultimately determine R&D intensity. This is reflected in the specification of the error correction term. Factors that vary across countries but not across time are captured through country fixed effects (α i ), while time fixed effects (α t ) are included to absorb common global shocks. The lag length is chosen by running country-specific regressions of a base specification and consulting the Akaike and Schwarz' Bayesian information criterion. 9 The equation is specified as a one-stage error correction procedure instead of an Engle-Granger two-step approach due to the presence of theoretically relevant short-run, often contemporaneous, variables. This specification also allows the flexibility to include a variety of factors believed to share a long-run relationship with the R&D stock, without imposing strong restrictions on the data generating process (De Boef et al., 1999) .
While either the flow or the stock of R&D can be modelled as the dependent variable, the primary focus of the analysis is the R&D stock. This owes to the fact that, as outlined in Figure 2 , changes in the R&D stock are most relevant for augmenting the pool of existing knowledge and hence affecting productivity growth.
The construction of the real user cost of R&D follows Jaumotte and Pain (2005a) using an approach similar to that pioneered by Hall and Jorgenson (1967) : 
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where r is the long-term real interest rate and δ the depreciation rate on R&D capital, assumed to be 15% per annum in all countries and time periods (Guellec and van Pottelsberghe, 2004; Hall and Mairesse, 1995) . 10
Patenting model
The model describing the evolution of the number of patents is broadly similar to that for movements in R&D detailed above. In contrast with the R&D model, but in keeping with the depiction of the innovation process in Figure 2 , here the dependent variable is based on a flow rather than a stock measure, annual growth in the number of triadic patent families per capita:
[4]
The stock of business sector R&D and the stock of non-business sector R&D ( 
MFP model
In the spirit of past models of productivity growth (Nicoletti and Scarpetta, 2003; Griffith et al., 2004; Conway et al., 2006) , the MFP equation is specified to allow for the role of technology transfer as a source of productivity growth for countries behind the technological frontier:
The first term in equation [5] represents MFP growth of the frontier country, while the second term is the productivity gap (in terms of productivity level) and reflects the expectation that productivity growth is higher the further a country is from the frontier.
The vector X represents the stock of R&D or the number of patents as well as other sources of knowledge diffusion that may affect aggregate MFP. The influence of framework policies can be assessed through interacting policy variables with these indicators as well as the Assumptions of independent and identically distributed standard errors within countries are often violated, leading to the clustering of standard errors at the country level. Such a technique allows for a general form of heteroskedasticity as well as intracluster correlation (Primo et al., 2007) . The fixed effects estimator is used which pools data across the individual countries and in doing so assumes that the long and short-run determinants of R&D are homogeneous across regions. 12
Data
Descriptive statistics are found in the Data Annex along with details of the construction of the R&D stock and MFP level variables used in the analysis. As mentioned, the MFP measure accounts for the contribution of the stock of physical capital and a labour input that is adjusted for changes in human capital. The main constraints to broadening the scope of the analysis (along the country or time dimension) are insufficient data for either R&D expenditure or the B-index.
Indicators of innovation
The OECD Main Science and Technology Indicators Database is the source of constant price R&D expenditure, employment and patent data. R&D expenditure series are available for most countries from 1981 and are deflated using the implicit GDP deflator from the OECD National Accounts Database. For patents, the number of triadic patent families by inventor's country of residence is used. As is generally the case (unless specified), linear interpolation is performed in instances of missing observations.
The foreign R&D stock variable is calculated for each country as the trade-weighted R&D of all other countries in the sample, employing the weighting scheme outlined by Lichtenberg and Van Pottelsberghe (1998 
Framework policies
The indicator of PMR is the OECD measure of regulation in energy, transport and communications. This index summarises the regulatory provisions in the telecommunications, electricity, gas, post, rail, air passenger transport, and road freight sectors and has a longer time series than other such indicators. While the measure does not cover all industries, it captures those in which anti-competitive regulation tends to be most concentrated in the sample countries. The "high barriers dummy" appearing in the patent and MFP regressions captures regulatory or administrative barriers to firm entry (Wölfl et al., 2009 ). 14 The measure of EPL relates to both regular and temporary contracts from the OECD Employment Table 1 presents the results from the estimation of equation [2] . As discussed in Section 3.1, the analysis is focused on the determinants of growth in the R&D stock, though the results of a base specification with the R&D flow as dependent variable is also presented (column 8). The regressions suggest that government innovation policies as well as some framework conditions are important in explaining the stock of private sector R&D.
Control variables
Estimation results
Private research and development
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Innovation policies
Consistent with past studies, the long-run effect 16 of the user cost of R&D on the stock of private R&D is estimated to be around unity. 17 There is also estimated to be a significant short-run influence of changes in the B-index, though this effect is estimated to be small relative to the long-run impact of the user cost. The coefficient on the user cost term in column 7 implies that a decrease in the B-index by 0.05 units (holding long-term real interest rates and the depreciation rate constant) would encourage an increase in the longrun stock of business R&D by just under 6%. Such an increase in the generosity of R&D tax policy (decrease in the B-index) is equivalent to a shift in policy settings from those in the United States to the more generous ones in Japan in 2008 (for partial effects of the policy variables, see Table 3 ). Bardsen (1989) . banking reg is a time invariant measure of banking regulation. Policy reversals dummy is a dummy for those countries in the top 10% of the distribution for reversals in R&D tax policy (Australia and Belgium).
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The coefficient on an interaction term between the long-run user cost and a dummy for countries with a very high number of instances in which R&D tax policy has reversed course is estimated to be positive and statistically significant (column 5). 18 The sign and magnitude of the coefficient suggests that countries with very high policy volatility gain negligible benefit from a policy-induced reduction in the user cost of R&D. 19 In contrast to Jaumotte and Pain (2005a) , direct government support is found to be positively related to business-funded R&D in the long-run. 20 This implies that government grant and subsidy schemes are complements rather than substitutes for private sector R&D funding. 21 While there is some instability in the parameter estimates across the specifications in Table 1 , the elasticity in column 7 implies that a 10% increase in direct government support for business R&D is met by an increase in the privately funded R&D stock by just under 5% in the long run. To give some perspective, 10% is around the average annual increase in government support across countries during the first six years of the sample. Unreported regressions suggest that, unlike R&D tax incentives, direct support measures are not associated with movements in private R&D in the short run.
Re-estimating the specification in column 1 over the 1982-2001 period, the time frame used by Jaumotte and Pain (2005a) , Table 2 highlights that the direct government support variable is the only one to become statistically insignificant. 22 The sensitivity of this parameter to the sample period may reflect variation in the design of direct support policies through time. For example, Bloch and Graversen (2008) note that past government support for R&D was often through contracts where the government would fund as well as purchase the output of firms' R&D activity. This necessitated a sizeable role for government Hall and Maffioli, 2008) .
Given that a matching scheme stipulates input additionality, it may not be surprising that the more recent time period is important to the empirical finding that government financing encourages additional private R&D. 23
Another factor behind the observed increasing impact of direct government support may be the recent scaling-back of such schemes across countries (discussed in Section 2.2.2 of this paper). Notwithstanding information asymmetries and the power of some rent-seeking firms, in rationalising direct support for private R&D, governments may first scrap those programmes perceived to be crowding out private sector R&D or those deemed to be least effective in encouraging further private innovation. Additionally, the apparent increase in the potency of direct government support may be related to the decline in the share of such spending directed to defence related private R&D.
Focusing on another innovation policy, a tightening of patent rights should normally raise the potential returns to R&D investment for firms (Falk, 2004a; Varsakelis, 2001 ), but the coefficient on the IPR term is not found to be statistically different from zero (see column 2, Appendix C).
Framework policies
The empirical results provide only weak evidence that a decrease in product market regulation has a positive effect on the stock of R&D. While the coefficient on the PMR term is estimated with a negative sign across the specifications in Table 1 , the estimate is only weakly significant in one of the three regressions. With higher PMR limiting new entrants, the estimated (albeit at most weakly significant) sign accords with the theoretical prediction of patent race models that incumbents will invest less in R&D than entrants as successful innovations may replace incumbent-owned technology that is relatively profitable (Reinganum, 1983) . In contrast to the industry based findings of Aghion et al. (2005) , unreported regressions find little evidence at the country level that the innovation effects of a decline in PMR are more modest (or harmful) for countries with initially higher levels of competition.
There is some limited evidence that the financial regulatory environment influences the speed with which movements in the long-run parameters affect R&D. This is tested, and presented in column 6, by including an interaction variable between the ECM term and a time-invariant indicator of banking regulation that captures regulatory measures relating to bank entry and stability (described in Section 4.3). The positive coefficient estimate suggests that the stock of R&D may be slower to adjust to changes in the user cost or direct government support in those countries with stricter banking regulation. In such countries financing options may be fewer, slowing the response of firms to a new policy initiative. However, this result should be treated with caution given that the indicator of banking regulation is only observed at one point in time and a time-varying index of financial reform was not found to have a statistically significant effect on business R&D. 24
In contrast with the finding of Jaumotte and Pain (2005a) , columns 4 and 7 highlight the negative and statistically significant coefficient estimate for the foreign R&D stock.
This implies that domestic and foreign R&D are substitutes, a result in keeping with the evidence of Bloom and Griffith (2001) that domestic R&D is positively related to the cost of doing such activity abroad. This idea was further investigated with the inclusion of the foreign user cost as a determinant of domestic R&D. 25 However, the estimated coefficient was not statistically significant despite having the expected positive sign (see column 3 of Appendix C).
EPL is not found to have any discernable effect on business R&D (see column 4, Appendix C). This is unsurprising given the theoretically ambiguous direction of the aggregate-level relationship already discussed.
Dynamic effects
The dynamic parameter estimates highlight the importance of macroeconomic factors for the evolution of business R&D in the short run. The positive coefficient on the GDP growth term suggests pro-cyclicality in R&D spending. 26 Higher inflation is estimated to reduce private R&D, possibly because price instability may create uncertainty over the real value of future cash flows and cause firms to defer investment decisions.
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The ECM term is significant in all of the specifications in Table 1 , giving support for a model that allows short-run adjustments that correct for disequilibrium in the cointegrating relationship with the long-run factors. Consistent with past work (Jaumotte and Pain, 2005a) and the idea that it may take time for firms to obtain the necessary capital and labour resources to markedly change R&D expenditure, the impact of the long-run parameters is estimated to be very protracted. The ECM coefficients in columns 1-5 imply that just 1.2-1.3% of the adjustment of R&D in response to a shock to one of the long-run parameters occurs each year.
The lagged dependent variable is statistically significant in all of the specifications presented in Table 1 . While a least squares model with a lagged dependent variable may create bias in the estimated coefficients when the time dimension of the panel is small (Nickell, 1981) , the 28 years of data utilised in this model is large relative to most crosscountry panel studies. Indeed, re-estimation with the Arellano-Bond estimator (Arellano and Bond, 1991) , designed to correct for such bias, suggests that there is no statistically significant bias present in the Table 1 coefficient estimates. Note: The long-run coefficients are taken from column 7 of Table 1 . The magnitude of the assumed change in policy is in line with frequently-observed annual policy movements across countries through the sample period. The standard deviation is calculated as the average of the country standard deviations (rather than the standard deviation of the pooled sample). For the B-index the long-run coefficient is for the user cost term but the partial effect is calculated based on a rise in the B-index, holding all other components of the user cost constant.
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Unreported results
Unreported results of the analysis include further exploration of the role of innovation policies on R&D. No evidence was found that public research, either performed by the higher education sector or government labs, encouraged private R&D. This may reflect the broad range of research that is undertaken by such institutions, a large part of which is not immediately commercially applicable. Differential effects from the design of R&D tax incentives were explored by interacting country dummies for the type of R&D tax regime (e.g. incremental or volume-based tax credits and whether tax incentives existed for collaboration between business and public institutions) with the user cost variable.
However, the estimated effects were not statistically significant. This is likely to partly owe to differences in the design of R&D tax regimes that cannot be adequately summarised by a time-invariant dummy.
Following some past evidence of a positive relationship between domestic R&D and foreign direct investment (FDI; Kuemmerle, 1999) , a variable reflecting policy barriers to FDI was included. 28 While the estimated coefficient was not statistically significant, such policies may be most relevant for certain types of firms or industries and best investigated using more disaggregated data.
While differences in industry composition are likely to partly explain cross-country variation in R&D intensity, such differences should be captured by the country fixed effects. Although country dummies will not control for the impact of changes in industry composition through time, several measures of industry composition were included in the R&D regressions but were not found to be statistically significant. 29
Patenting
The estimation results from the patent model (equation [4] ) provide evidence of the posited relationship between the stock of R&D and the flow of new patents outlined in Figure 2 as well as the influence of innovation-specific and framework policies.
R&D as a determinant of new patents
The stocks of business and non-business R&D are estimated to have a positive and statistically significant influence on the number of patents per capita (see Table 4 ).
Evaluated at the sample mean with the estimated coefficients from column 3 of Table 4 , a 1% increase in business R&D will increase the number of new patents per capita by just under 1% in the long-run, while a 1% increase in non-business R&D will lead to a 0.4% rise.
The differential effect of business compared with non-business R&D is consistent with the finding of de Rassenfosse and van Pottelsberghe (2009) that the number of patents per researcher increases with the share of total R&D performed by the business sector.
Column 7 presents a specification where the distinction between business and nonbusiness sector R&D is relaxed, with the estimated coefficient suggesting that a 1% rise in the total R&D stock is associated with a 0.6% increase in patenting in the long-run. When reporting such results, the potential for reverse causality should be acknowledged as some "development" may occur after a patent application is made (Czarnitzki et al., 2008) .
Innovation policies
There is evidence that tax incentives for R&D have a positive effect on patenting, even after controlling for the impact of R&D. The estimated long-run elasticity in column 3 of
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141 Table 4 implies that the flow of patents per capita increases by around 2.5% following an increase in the generosity of R&D tax incentives equivalent to a 0.05 unit decline in the B-index (for partial effects of the policy variables, see Table 5 ). Such a reduction corresponds to the average change in the B-index in the sampled countries since 2000.
Furthermore, columns 1, 2, 6 and 7 of Table 4 suggest that the B-index has a short run effect on patenting activity.
The empirical link between R&D tax incentives and patenting may reflect that the internal funds available to a firm for developing patents or for undertaking non-R&D expenditures that contribute to innovation are influenced by the size of R&D tax incentives received. In addition, some countries allow patent-related expenditures to be eligible under R&D tax incentive schemes (Warda, 2006) . 30 One of the risks identified with introducing an R&D tax credit is that firms reclassify unrelated operating expenses as R&D Bardsen (1989) . High Barriers dummy equals one for those countries with average barriers to entry over the sample period in the top 50% of the distribution. These countries are Austria, Belgium, Switzerland, Germany, Spain, Finland, France, Italy and Japan.
to reduce their tax bill (see Hall and Van Reenen, 2000) . If such activity was pervasive, it is likely that -holding R&D constant -a decrease in the B-index (i.e. an increase in the generosity of R&D tax incentives) would be associated with a fall in patenting activity.
Instead, these results seem to suggest that an increase in R&D tax generosity will make R&D more productive in terms of patent outcomes.
The results indicate that more protective domestic IPR policy is associated with a higher number of triadic patents. This link is somewhat surprising, as triadic patents are governed by IPR settings in the United States, Japan and the EU and not those in the country of the inventor. However, an indirect relationship will exist to the extent that the number of triadic patents filed by a country is positively related to the number of domestic patents and these respond to stronger domestic IPR protection. The coefficient in column 3 suggests that an increase in patent protection equivalent to Portugal moving IPR policy settings in line with Britain in 2008 (an increase in the index of 0.15) is associated with a 3.5% increase in the number of triadic patents. 31 A natural question is the extent to which an IPR-induced increase in patenting indicates more innovation or simply a higher propensity for firms to file patent applications. The fact that the IPR term was not statistically significant in the R&D regressions does not lend support to the idea that strengthening domestic patent rights will increase innovation intensity. That said, it is possible that strengthening IPR encourages greater innovation outside of formal R&D programmes.
As discussed earlier, a key aim of this paper is to investigate any policy complementarities or trade-offs that may exist. With this objective in mind, an interaction term between the IPR indicator and a dummy variable for those countries with above-average barriers to firm entry is included in the patent regressions. The estimated coefficient (column 6) is negative and statistically significant, which suggests that tightening IPR has a weaker impact on patenting in countries with high barriers to entry. Given that raising patent rights entails granting patent holders an (albeit temporary) increase in market power, such a change in policy may reinforce the high barriers to firm entry that exist in some countries. 32 Young firms are often an important source of new ideas (Akcigit and Kerr, 2010) and the inability of firms to gain access to markets in such countries may be reflected in a lower number of patents. Indeed, the size of the estimate on the interaction term implies that the positive effect on patenting of an increase in IPR is largely offset in those countries with above average barriers to firm entry.
Framework policies
Tighter anti-competitive regulation as represented by an increase in PMR is found to have a direct negative impact on patenting, suggesting a role for pro-competition policies Note: The long-run coefficients are taken from column 3 of Table 4 . The assumed change in policy is in line with the magnitude of observed annual policy movements through the sample period. The standard deviation is calculated as the average of the country standard deviations (rather than the standard deviation of the pooled sample). The importance of international knowledge spillovers is highlighted by the finding that greater exposure to foreign R&D is associated with higher domestic patenting (column 4).
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This contrasts with the evidence from the R&D regressions and indicates that while greater access to foreign R&D may cause some firms to scale back domestic R&D expenditure, knowledge flows from abroad have a positive effect on innovation outputs given a constant stock of domestic R&D. The estimated coefficient implies that an increase in exposure to trading partner's R&D stocks from the average level in Spain (around the sample average in 2005) to the higher level in Canada (corresponding to the 75th percentile) would boost patents per capita by around 20% in the long run.
34
The results also suggest that policies affecting competition and trade can be complementary in fostering innovation output. Column 5 presents the findings from a specification in which the high barriers to entry dummy is interacted with the measure of the foreign R&D stock. The estimated coefficient on the interaction term is negative, indicating that the positive effect on domestic patenting of higher exposure to foreign R&D is almost completely offset in those countries where high barriers to firm entry exist. As discussed, this may reflect incumbent firms with monopoly rights over existing technologies resisting the adoption of new innovations from abroad.
Dynamic effects
The estimated coefficient on the ECM term across the specifications in Table 4 suggests that 50% of the long-run effect of a change in a policy determinant will occur in the following year, with 50% of the remaining effect being felt in the year after and so on. This is a much faster response to movements in the long-run parameters than estimated in the R&D regression, suggesting markedly shorter lags of policy in affecting patenting activity than R&D. This is not entirely surprising given that once the R&D stock is determined it is likely to require less planning and resources for a firm to increase or decrease the volume of patent applications (and, consequently, grants) than to significantly adjust the volume of R&D expenditure.
There is very weak evidence that inflation has a short-run negative effect on patenting activity above and beyond its impact on R&D. However, the variable is only statistically significant in the specification in column 4. The lagged dependent variable is not found to be statistically significant and is subsequently omitted from all the specifications presented from columns 2 to 7.
Unreported results
The impact of absorptive capacity (proxied by average years of schooling or the ratio of business researchers to industry employment) on patenting was also investigated, but the estimated coefficients on the relevant variables were statistically insignificant. In common with the R&D regressions, there was no discernable effect of some framework policies such as those relating to EPL and bankruptcy regimes on patenting at the country-level.
The determinants of the stock (instead of the flow) of patents may also be of interest, particularly if productivity gains derive from the cumulated pool of publicly available patented technology rather than only new innovations (as in Figure 2) 
Multifactor productivity
As suggested in Figure 2 , a key reason for encouraging innovation is the belief that such activity will result in productivity gains. Innovations developed either domestically or from abroad may be important in this process. The empirical framework in this paper examines both of these channels, investigating the link between indicators of domestic innovation (the stock of R&D and patents) and productivity, as well as the role of productivity developments in technological frontier countries that may diffuse to nonfrontier countries. The transmission of innovations -from either domestic or international sources -into higher productivity can be influenced by government policy settings, as illustrated by the empirical results.
The impact of R&D and patenting on productivity growth
Despite its drawbacks as a proxy for innovation, the number of domestic patents are found to be positively associated with MFP growth (columns 1 to 3). 36 This is the case whether a stock or flow measure of patents is used as the regressor, but relies on the presence of Japan in the sample (for a robustness discussion see Section 5.4). 37 Consistent with the process outlined in Figure 2 , the results in Table 6 relate to the patent stock (see Appendix E for results for patent flows) and reflect not only the direct productivity effect from patented innovations but also any effect of knowledge spillovers on follow-on innovators that can access relevant technical information once patents are granted.
Nonetheless, the results of the specification in column 2 suggest that the positive effect of higher patenting on MFP is lessened when PMR is relatively high. This may reflect the fact that stricter regulation can impede the efficient allocation of resources (Andrews and Cingano, 2012a) and thus make it more difficult for firms to commercialise and maximise the returns from new technologies.
The role of absorptive capacity in explaining MFP growth is investigated in column 3 through the introduction of an interaction term between the number of patents and the share of business enterprise researchers in employment. The coefficient is estimated to be positive and statistically significant, suggesting that an increase in patenting has a larger effect on MFP growth when the proportion of researchers is relatively high. This is consistent with past work (Griffith et al., 2004) and highlights the importance of absorptive capacity for the proliferation of knowledge spillovers once a new idea is made public.
The stock of business R&D to GDP is estimated to have a positive effect on MFP growth (column 4). 38 Given that part of the private labour and capital resources devoted to R&D are included as production factors in the calculation of MFP, a positive statistical relationship suggests an excess return to business R&D beyond normal remuneration and the presence of positive externalities, or spillovers (Guellec and van Pottelsberghe, 2004) . It must be acknowledged that, especially in the case of multinational enterprises, domestic R&D may benefit entities outside the domestic economy and that such activity is not explicitly captured in the empirical model. The estimated link between business R&D and domestic productivity is statistically significant, though the magnitude is in the lower range of estimates from the existing literature (for a review, see Parsons and Phillips, 2007) . 39 There is no evidence of a positive impact of R&D performed outside the business sector on MFP: 
Constant
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the estimated coefficients on terms relating to the stock of government basic research (column 6) and higher education R&D (column 7) are not statistically significant. It is likely that these types of R&D affect productivity with long and variable lags since they are not directly performed by the business sector, although experimenting with longer lag structures did not uncover a stronger statistical relationship. 40 This is consistent with much of the existing empirical literature that finds the productivity return to many forms of publicly financed R&D to be near zero (Sveikauskas, 2007) . While the estimation also found no direct impact of the foreign R&D stock on MFP growth (column 5), much of this effect may be captured in the terms relating to the MFP gap and MFP growth of the frontier country (see below).
The effect of knowledge flows from technological leader countries
Highlighting the importance of the diffusion of innovations from abroad, MFP growth in the frontier country is found to have a positive and significant effect on MFP in less productive countries. 41 Additionally, the estimated coefficient on the MFP gap term indicates that technological adoption is more beneficial for countries that are further behind the productivity frontier. While of similar magnitude to estimates in past work (Griffith et al., 2004; Nicoletti and Scarpetta, 2003 ) the coefficient on the gap term is not statistically significant in four of the 17 specifications, which may reflect a degree of multicollinearity with some of the other regressors.
The estimation results also provide some evidence that international knowledge spillovers can be influenced by government policy. The coefficient on the interaction term in column 9 indicates that the speed of convergence to the frontier will be slower for countries that have higher levels of product market regulation. This is consistent with the empirical evidence in Section 5.2.3 of this paper and past research (Conway et al., 2006) that suggests that incumbents with high market power may resist the adoption of new innovations from abroad.
The results also suggest that productivity convergence will be faster for countries that are more open to trade (column 11). Greater trade openness may assist the diffusion of foreign knowledge through the ideas embodied in imported goods and is often positively related to other factors that benefit productivity growth such as foreign direct investment (Seim, 2009 ) and international labour mobility (Ortega and Peri, 2012) . 42 A number of past studies have explored the importance of geographical proximity to technological leaders in explaining knowledge spillovers and the innovation intensity of non-frontier entities (e.g. Audretsch and Feldman, 2003) . Here, this spatial dimension is represented by a variable reflecting geographical distance from a country's capital city to the capital city of the frontier country. A country is a very broad geographic unit for which to investigate spatial knowledge spillovers, with existing studies more inclined to focus on cities or even postal codes. Nevertheless, the results in column 12 indicate that countries with higher geographic exposure to the technological leader exhibit higher productivity. This effect is dependent on framework policies though, with the benefits of spatial knowledge flows completely offset in economies with high barriers to firm entry that restrict the ability of young firms to build on the ideas generated in neighbouring countries (column 13).
There is also weak support for the idea that government policies which increase the cost of firm exit may cause resources to be trapped in inefficient firms that would otherwise be released to businesses that are relatively adept at technological adoption
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OECD JOURNAL: ECONOMIC STUDIES -VOLUME 2013 © OECD 2014 147 (Bartelsman et al., 2008) . 43 This is illustrated by the positive coefficient on the "bankruptcy cost" interaction term in column 14 which suggests that technological adoption from abroad is slower in countries with more punishing bankruptcy regimes.
Innovation policies and MFP growth
Columns 5, 16 and 17 of Table 6 present the results when policy instruments that appear to be influential in encouraging private R&D and patenting activity are included in the MFP regression. Increases in R&D tax incentives, direct government support and patent rights do not appear to have a direct positive effect on MFP growth, despite the regressions not controlling for the stock of patents or domestic business R&D. 44 This is somewhat surprising given that these policy variables were found to affect the measures of innovative activity that are significant determinants of productivity growth (in Sections 5.1 and 5.2).
Possible explanations for the lack of a statistical relationship between innovation policies and MFP may be that:
• The indirect nature of the relationship means that the estimation is more likely to be affected by measurement error.
• The types of R&D or patents that these policies encourage are not positively related to productivity. Fiscal incentives induce the marginal project that will have a relatively low value to businesses and perhaps also to society. This would be surprising in the case of direct support measures that are thought to be targeted at R&D activities with high social worth, but may highlight the information asymmetries that are often seen as a reason against such government intervention. In relation to IPR, the lack of a significant finding may suggest that tightening patent rights causes an increase in firm's propensity to patent without significantly increasing innovation intensity.
• Although the activity induced by innovation policies may benefit productivity, such policies may also have unintended detrimental effects for MFP. As discussed, tightening patent rights involves affording some market power to innovators which can have negative implications for competition. Similarly, recent work suggests that R&D tax incentives can protect incumbents to the detriment of potential entrants, slowing down the reallocation process (Bravo-Biosca et al., 2013).
• Fiscal incentives for R&D entail an opportunity cost in the form of the welfare-enhancing projects that could otherwise be funded by the government or the private sector activities suppressed by any additional taxation levied on firms to pay for incentives. If the foregone projects are as beneficial to productivity as the innovation encouraged by fiscal incentives, there should be no identifiable effect of these R&D policies on aggregate productivity growth.
To gain a better understanding of whether innovation-specific policies have an overall benefit to society, a full net welfare analysis of the policy measures is required. While such an exercise requires reliable cross-country estimates for a number of parameters that are outside the scope of this paper, Box 1 outlines the basic framework for such an analysis for fiscal support measures. This makes clear that innovation policies are not necessarily welfare-enhancing, and whether they accrue a net social benefit will depend to a large extent on the magnitude of the spillovers from induced innovation activity and the 
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for the Canadian federal tax credit for scientific research and experimental development finds a net economic gain from the policy (Parsons and Phillips, 2007) , though this conclusion is fairly sensitive to a number of assumptions.
Robustness
Robustness tests were undertaken on the results for the R&D, patent and MFP regressions.
In general, these reveal that the sign and magnitude of the estimated coefficients are not sensitive to slight modifications in the time period or the countries included in the sample, though such sample variations can cause some coefficients to become statistically insignificant at conventional levels. This should be kept in mind when interpreting the estimation results, especially given that such robustness tests are not highly demanding.
Estimating the specification for the R&D equation presented in column 4 of Table 1 but dropping one country at a time, the user cost becomes marginally insignificant in two (of 19) regressions, though in these instances the coefficient is significant at the 12-13% level. The estimated coefficient for the foreign R&D stock appears to be the least robust of the long-run parameters, with the estimate statistically insignificant in nine of the 19 regressions. 45 The coefficient on the direct government support variable is significant regardless of which country is omitted. However, as illustrated in Table 2 and discussed above, the coefficient on this variable is the only one that becomes statistically insignificant when the time period is shortened considerably.
In the patent regressions, small variations in the length of the sample have no impact on the statistical significance of the coefficients in the specification presented in column 3
of Table 4 . While the terms relating to non-business sector R&D, the B-index and PMR Box 1. A framework for calculating average welfare gain/loss from an R&D tax incentive/subsidy A positive relationship between an R&D tax incentive or subsidy and measures of innovation or MFP growth does not necessarily indicate that the policy provides a net welfare gain to society. Such policies raise costs as they must be financed through an increase in tax revenue that will impose an excess burden on the economy by creating distortions in the allocation of resources. Furthermore, the schemes result in administration costs for the government and compliance costs faced by participating firms. Given that firms would not undertake the induced R&D in the absence of subsidisation, it is very unlikely that the private rate of return to such projects will outweigh these manifold costs. Thus, for the policy to be welfare-enhancing overall, there must be significant positive externalities in the form of spillovers from the R&D activity. Parsons and Phillips (2007) incorporated each of these factors into a partial equilibrium model for evaluating the welfare gain or loss from an R&D policy. This is summarised by the following equation:
ΔW = ΔPS + E -T -(A -C)
where W is total welfare change per dollar of subsidy, PS is the net welfare change to producers (encapsulating the increase in producer surplus for subsidised firms less the cost to other firms that must pay for the subsidy through higher taxes), E is the externality resulting from the induced R&D, T is the marginal excess burden incurred from distortionary taxation and A and C are the administration and compliance costs of the scheme, respectively. become statistically insignificant in a few instances when one country is dropped at a time, the business R&D term is statistically significant in all of the 18-country regressions. 46 All of the variables in the MFP specifications presented in columns 2 and 4 of Table 6 remain statistically significant in regressions that exclude four years of observations from either the beginning or the end of the sample. The terms relating to the MFP gap, growth of the frontier country, business R&D and the various control variables remain statistically significant when any one country is excluded from the sample. However, the patents variable (along with the patents/PMR interaction term) becomes statistically insignificant when Japan is dropped. Applying the estimated coefficients from Table 6 to countryspecific parameter values within-sample, the model cannot explain the extent of the recent MFP slowdown in a number of countries (highlighted in Figure 1 , Panel A). This can be partly attributed to utilising coefficients that are the average effect across countries and any future analysis at the individual country level is likely to be helpful in better determining the magnitude of productivity effects by region.
Conclusion
This paper explores the policy determinants of business R&D and patenting activity and establishes an empirical link between such measures of innovation and productivity growth at the country level. The effect of various policies on the diffusion of knowledge has also been examined and where possible, any consequences stemming from the interaction of government policies highlighted. The results suggest that innovation specific policies such as R&D tax incentives, direct government support of business R&D and patent rights achieve their objective of encouraging private sector innovative activity (insofar as such activity is adequately proxied by business R&D and patent count measures). However, no evidence of a direct effect of such policies on aggregate productivity growth could be found.
Given that the economic impact of innovation policies may be heterogeneous across countries, any future attempt to collect cross-country data on the design of these measures would be informative.
A recurring theme through the findings is the importance of well-designed framework policies relating to competition in incentivising innovation and the returns to new ideas.
While there is evidence that lower PMR may have a positive effect on private innovation activity, the results also suggest that pro-competition policies are important for the effective diffusion of knowledge from both domestic and overseas sources.
Although using highly aggregated data is preferable for assessing the spillovers to innovation, the estimated effects presented in this paper are averages across countries, sectors and firms. As such, the findings will benefit from any further work using industry or firm level data that can explore the channels through which these aggregate effects become apparent. 2. A triadic patent family is a series of patents for the one invention filed at the European Patent Office and the Japan Patent Office, and granted at the US Patent and Trademark Office. These are generally high value patents less affected by patenting propensity than other measures (de Rasenfosse and van Pottelsberghe, 2008) .
4. Innovation is the result of a range of activities including R&D, informal learning by doing, non-R&D knowledge-building expenditures as well as the registration and commercialisation of new ideas. While R&D expenditure and the number of new patents are the most suitable proxies for innovation when making comparisons across time and countries, they do not capture the full range of such activity and can be affected by factors outside the innovation process. For example, a patent does not reflect the quality of new ideas and can be lodged for strategic purposes such as earning licensing revenue, for increasing the chance of attracting capital or as a negotiation tool with competitors and collaborators (Danguy et al., 2009) .
5. This seeming inconsistency may also have to do with the fact that the knowledge-based capital thought to underlie innovation comprises a broader range of assets than just R&D and patents.
6. The estimated relationship between R&D and patenting tends to be weaker in studies utilising within-firm or industry level data (Czarnitzki et al., 2008; Hausman et al., 1984) than in a number of cross-country panel studies Falk, 2004b; Jaumotte and Pain, 2005a; Sanyal and Jaffe, 2005) . This may reflect the presence of spillovers to R&D that are better captured at higher levels of data aggregation.
7. The amount of R&D may also influence the ability of firms to absorb new knowledge (i.e. Griffith et al., 2004) and hence the productivity effects.
8. The tax policy reversals variable is calculated by tallying the number of times that a country implements more generous R&D tax policy immediately after implementing less generous policy or vice versa over the sample period.
9. This process is also followed for choosing the lag lengths in the patent and MFP models.
10. See Appendix A for a more detailed decomposition of the user cost term. Some recent work has suggested that R&D depreciation rates are higher than 15% (see Li, 2012) . However, a sensitivity analysis indicates that the conclusions from the estimation results below are not highly sensitive to the chosen depreciation rate.
11. Patent data prior to 1986 from the European Patent Office are thought to be unreliable (for details, see Jaumotte and Pain, 2005a) . The use of starting values in the calculation of the R&D stock (for details of the construction, see the Data Annex) allow the R&D regressions to be run over the 1983-2008 period regardless of whether the dependent variable is the change in the stock or flow of R&D.
12. The assumption of slope homogeneity can lead to the fixed effects estimator producing inconsistent and potentially misleading results. Alternatively, the mean-group (MG) estimator (Pesaran and Smith, 1995) allows the intercepts, slope coefficients and error variances to differ across countries or the pooled mean-group (PMG) estimator (Pesaran, Shin and Smith, 1997) allows heterogeneous short-run coefficients, intercepts and error variances but constrains the long-run coefficients to be equal. However, conducting Hausman tests on the coefficients of the base R&D and patent equations estimated with each of the dynamic fixed effects, MG and PMG estimators indicates that pooling across countries yields efficient and consistent estimates and hence, that fixed effects estimation is appropriate. Results are available from the author upon request.
13. For example, in calculating the foreign R&D stock of country i in time t, the R&D stock of trading partner j is weighted according to the trade inflows from country j to country i in period t.
14. The dummy variable is constructed from the barriers to entrepreneurship (overall) sub-index of the OECD indicator of economy-wide PMR. This measure reflects obstacles to easy access to information on existing regulation, general or sector-specific administrative burdens for business start-ups and other general or sector-specific regulations that hinder firm entry.
15. This data is only available for Austria from 1995, constraining the number of observations in the MFP regressions to 428 (rather than 437).
16. While the short-run effects can be obtained from the coefficients of the fixed effects estimator, the long-run effects depend on the speed of adjustment term and require additional computation. The method outlined by Bardsen (1989;  see Appendix B for details) is used for calculating the long-run coefficients and the associated error variances.
17. Across the specifications presented in Table 1 , Wald tests cannot reject that the long-run parameter equals one.
18. The dummy variable is for countries in the top 10% of the distribution of tax policy reversals (Australia and Belgium). Interaction terms between the user cost and a dummy variable for countries in the top quartile and top half of the distribution were not statistically significant at conventional levels, though the estimated sign of the coefficients were also positive. The measure of changes in the B-index is dropped in the regressions that include the policy reversals interaction variable given the dummy is defined with regard to movements in the B-index.
19. A hypothesis test finds that the impact of a decline in the user cost on R&D expenditure in such countries is not statistically different from zero.
20. David et al. (2000) note that, when input supply is inelastic, studies at the aggregate level may report a positive relationship between publicly financed R&D and private R&D that stems from the positive effect of increased government demand on R&D input prices. To the extent that such input price movements are adequately reflected in the price deflators used to construct the constant price measures, such bias should be avoided. Optimally, a deflator reflecting upstream prices in the R&D sector would be used to completely allay such concerns, though no such reliable measure is currently available for the full range of countries in the sample.
21. Unreported regressions using the outlined base specification do not provide support for the idea that the effectiveness of government funding for stimulating R&D increases up to a particular threshold but decreases thereafter (Guellec and Van Pottelsberghe, 2003) .
22. Running the estimation over two unique sample periods, 1981-1994 and 1996-2008 , confirms the sensitivity of the direct government support coefficient to the time period, with the variable only statistically significant in the latter.
23. Although the private funds used to match a government grant could come at the expense of another of a firm's R&D projects. Indeed, the empirical evidence of the importance of matching grants for stimulating R&D spending is rather mixed (for a review, see Klette and Moen, 2011) .
24. The measure of financial reform is an aggregate that summarises financial sector policy along seven dimensions: credit controls and reserve requirements, interest rate controls, entry barriers, state ownership in the banking sector, financial account restrictions, prudential regulations and supervision of the banking sector and securities market policy (for details, see Abiad et al., 2008) .
25. Following Bloom and Griffith (2001) , the variable was calculated with weights based on average foreign direct investment flows from the domestic to the foreign country over the sample period.
26. Previous work (Barlevy, 2007) suggests that while counter-cyclicality might make sense given lower opportunity costs for the resources employed in the R&D process, R&D activity is usually found to be pro-cyclical. This may be because firms are more inclined to introduce innovations during boom-times to extract the highest benefit from R&D that is often only partially excludable and will soon be adopted by other firms. In addition, in the presence of credit constraints, firms' R&D spending will fluctuate with company earnings (Andrews and de Serres, 2012b) .
27. The estimation results are not materially different depending on whether contemporaneous or lagged inflation is included as a dynamic parameter. Theoretically, observable (lagged) inflation is likely to be more important for firm investment decisions and hence estimates for this variable are presented in Table 1. 28. FDI restrictions are proxied by the OECD FDI Restrictiveness Index that reflects foreign equity restrictions, screening and prior approval requirements, rules for key personnel and other restrictions on the operation of foreign enterprises (for details, see Golub, 2003) .
29. Past work finds that the rank of countries by R&D intensity does not change substantially after controlling for differences in industrial structure (OECD, 2006) .
30. However, the inclusion of an interaction term between the B-index and a dummy variable for such countries is not found to be statistically significant.
31. The fact that a component of the IPR index is the "patentability of software" and a large proportion of patents in some countries are software-related should be kept in mind when interpreting this result.
For further discussion, see OECD (2006).
33. Unreported regressions could not identify the inverted U relationship between product market competition and innovation intensity highlighted by Aghion et al. (2005) . The hypothesis was tested in both the R&D and patent stock regressions by including an indicator of product market competition as well as its squared term.
34. Taken together, the estimated coefficients in Table 1 and Table 4 imply that an increase in foreign R&D will have a negative effect on patenting through the business R&D channel that will only be partially offset through the direct positive effect of greater access to the foreign knowledge stock on patenting. This must be interpreted with caution, however, as the coefficient on the foreign R&D stock term in the R&D regressions does not appear to be very robust (discussed in Section 5.4). and Cockburn, 1988; Bloom and van Reenen, 2002 ) patent stocks are derived using the perpetual inventory method with an annual depreciation rate of 30%, though the results are robust to assuming other commonly-used depreciation rates for knowledge assets (e.g. 15% used by Hall et al., 2005) . The method used to calculate starting values is analogous to that for the R&D stocks detailed in the Data Annex.
Following past work (Griliches
36. Including the control variable for business researchers as a share of total industrial employment reduces the chance that the estimated impact of an increase in patents is being overstated by reflecting an increase in the size of the research sector.
37. The independent variable is the stock of patents in units of 10 000. Unreported regressions (available from the author upon request) indicate that the results in columns 1-3 of Table 6 are robust to controlling for population size. The population size variable was dropped from the specifications presented here as it was not statistically significant at conventional levels.
38. Given the empirical link established in Section 5.2.1, R&D and patenting are not included as regressors at the same time in the MFP regression. Setting aside the issues with multicollinearity, if both variables are included in the same regression (along with frontier growth, MFP gap from the frontier and hours worked), the business R&D coefficient remains relatively unchanged from that presented in column 4 of Table 6 while the patents term becomes statistically insignificant at conventional levels.
39. Of course, past studies are mostly based on less recent data than the present analysis. A series of re-estimations of the coefficient on the business R&D term over time periods truncated before 2008 indicates that the size of the estimated positive effect of business R&D on MFP tends to fall as samples include more recent data. Policy conclusions from this exercise are limited, however, as the diminishing size of the R&D coefficient is not robust to dropping one country at a time from the sample.
40. When all of the R&D variables are included in the same specification (column 8), the business R&D term becomes statistically insignificant at conventional levels. This is partly due to an increase in the standard error that the pairwise correlation coefficients indicate may arise from multicollinearity with the other measures of domestic R&D.
41. The frontier country is controlled for, so that the coefficient on the frontier growth variable is the estimated effect for non-frontier countries.
42. This supports the conclusions of Giles and Stroomer (2006) . In the presence of concerns about the potential endogeneity of the trade openness variable (Frankel and Romer, 1999) , an avenue for further work may be to confirm the result using instrumental variable (IV) estimation (insofar as an appropriate time-varying instrument can be found).
43. This is consistent with the empirical findings of Andrews and Cingano (2012) that low exit costs make it less likely that resources are tied up in inefficient firms.
44. The finding that stricter patent rights are not associated with higher MFP growth contrasts with the results of Bouis et al. (2011 
Data Annex
R&D stocks
R&D stocks are calculated using the perpetual inventory method followed by Jaumotte and Pain (2005a) . Specifically, the starting value is calculated according to the formula
where g is the sample mean growth rate of R&D expenditures over the estimation period and δ is the constant depreciation rate of R&D capital. In subsequent time periods, the R&D stock evolves according to the accumulation equation:
For the R&D regressions, the business sector stock is calculated with a starting value at 1980. This is not the case for Portugal which, due to missing data, has a starting value at 1981. For the patent regressions, the non-business sector R&D stock is taken as the difference between the whole-economy and business sector stocks. As whole-economy R&D expenditure data for Belgium are only available from 1983, the R&D stocks for all countries used in these regressions are calculated with a starting value at 1982. The nonbusiness sector stock will include higher education expenditure on R&D, government intramural expenditure on R&D and direct government support for private R&D.
Multifactor productivity
MFP is calculated in the manner outlined by Johansson et al. (2012) . Specifically, the supply side of the economy is modelled according to a Cobb-Douglas production function with constant returns to scale:
where Y, K, A, hc and L denote output, physical capital, technical progress (MFP), human capital per worker, total employment and subscript t and i denote year and country. The share of capital is set equal to 1/3. After some manipulations, MFP is derived as:
GDP is expressed in constant 2005 PPP USD terms, capital stocks are taken from the OECD Productivity Database or calculated from investment series (excluding residential housing investment) based on the perpetual inventory method assuming a 4% annual depreciation rate. Human capital stocks are derived from data relating to the average number of years of schooling across the population aged 25-64 and an assumption for the returns to education (see Johansson et al., 2012 , for further details). 
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Geographical exposure to the frontier
Calculating the user cost of R&D
The user cost of R&D can be written as:
where A d and A c denote the present value of depreciation allowances and tax credits and v the corporate tax rate. The first term in the user cost equation represents the B-index (described in Warda, 2001 ) and the final term is the price deflator for R&D relative to the price deflator for the goods and services produced. Consistent with the approach taken by Jaumotte and Pain (2005a) , the price deflator term is assumed equal to unity in the empirical work. 
Calculating standard errors for the long-run parameters
The long-run parameters from the ECM model are calculated by employing the transformation detailed by Bardsen (1989 Bardsen (1989) for the long-run parameters. High barriers dummy is a dummy for those countries with average barriers to entry over the sample period in the top 50% of the distribution. These countries are Austria, Belgium, Switzerland, Germany, Spain, Finland, France, Italy and Japan. 
