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Konjunkturprognosen werden regelmÄ a¼ig von Instituten, Banken und Versicherungen ver-
Ä o®entlicht, wie beispielsweise im Rahmen der halbjÄ ahrlichen Gemeinschaftsdiagnose der
Wirtschaftsforschungsinstitute. Vor allem die sogenannten Punktprognosen zu wichtigen
gesamtwirtschaftlichen Kennzahlen erhalten dabei besondere Aufmerksamkeit. Die stati-
stische UnschÄ arfe, die mit diesen Prognosen verbunden ist, wird allerdings kaum kommu-
niziert.
Die vorliegende Arbeit diskutiert Ursachen fÄ ur Unsicherheiten von Konjunkturprognosen
und demonstriert die Berechnung von empirischen Prognoseintervallen. Die Verwendung
empirischer Prognoseintervalle fÄ ur eine Beurteilung der Signi¯kanz von Prognoserevisio-
nen wird fÄ ur den Median der Prognosen vier deutscher Wirtschaftsforschungsinstitute fÄ ur
die Entwicklung folgender volkswirtschaftlicher Kennzi®ern exemplarisch veranschaulicht:
Reales Bruttoinlandsprodukt, private und Ä o®entliche Konsumausgaben, AusrÄ ustungsin-
vestitionen, Ausfuhren und Einfuhren, Zahl der ErwerbstÄ atigen sowie Verbraucherpreise.
Der Analyse liegen Beobachtungen von 1980 bis 2004 zugrunde. Es zeigt sich, dass vor
allem geringfÄ ugige Prognoserevisionen meistens keine wesentlich neuen EinschÄ atzungen
hinsichtlich der zukÄ unftigen konjunkturellen Entwicklung signalisieren.
FÄ ur eine Beurteilung der grundsÄ atzlichen Prognoseschwierigkeit wurden die Medianpro-
gnosen der Institute in einem weiteren Untersuchungschritt alternativen Zeitreihenmo-
dellen vom Typ ARIMA gegenÄ ubergestellt. Die Institutsprognosen weisen gegenÄ uber den
Zeitreihenmodellen durchweg eine hÄ ohere GÄ ute auf, wenn die Wurzel des mittleren qua-
dratischen Prognosefehlers als Ma¼stab herangezogen wird. Allerdings sind deutliche Un-
terschiede in der PrognoseprÄ azision der betrachteten volkswirtschaftlichen Kennzi®ern
feststellbar.Wie genau sind die Konjunkturprognosen der Institute
fÄ ur Deutschland?
Marcus Kappler¤
Zentrum fÄ ur EuropÄ aische Wirtschaftsforschung (ZEW) GmbH y
Dezember 2005
Zusammenfassung
Die vorliegende Arbeit diskutiert Ursachen fÄ ur Unsicherheiten von Konjunk-
turprognosen und demonstriert die Berechnung von empirischen Prognoseinterval-
len. Die Verwendung empirischer Prognoseintervalle fÄ ur eine Beurteilung der Si-
gni¯kanz von Prognoserevisionen wird fÄ ur den Median der Prognosen vier deut-
scher Wirtschaftsforschungsinstitute fÄ ur die Entwicklung folgender volkswirtschaft-
licher Kennzi®ern exemplarisch veranschaulicht: Reales Bruttoinlandsprodukt, pri-
vate und Ä o®entliche Konsumausgaben, AusrÄ ustungsinvestitionen, Ausfuhren und
Einfuhren, Zahl der ErwerbstÄ atigen sowie Verbraucherpreise. Der Analyse liegen
Beobachtungen von 1980 bis 2004 zugrunde. Es zeigt sich, dass vor allem geringfÄ ugi-
ge Prognoserevisionen meistens keine wesentlich neuen EinschÄ atzungen hinsichtlich
der zukÄ unftigen konjunkturellen Entwicklung signalisieren. FÄ ur eine Beurteilung der
grundsÄ atzlichen Prognoseschwierigkeit wurden die Medianprognosen der Institute in
einem weiteren Untersuchungschritt alternativen Zeitreihenmodellen vom Typ ARI-
MA gegenÄ ubergestellt. Die Institutsprognosen weisen gegenÄ uber den Zeitreihenmo-
dellen durchweg eine hÄ ohere GÄ ute auf, wenn die Wurzel des mittleren quadratischen
Prognosefehlers als Ma¼stab herangezogen wird. Allerdings sind deutliche Unter-
schiede in der PrognoseprÄ azision der betrachteten volkswirtschaftlichen Kennzi®ern
feststellbar.
¤Besonders mÄ ochte ich Prof. Dr. Dr. h.c. mult. Wolfgang Franz danken, der den Ansto¼ fÄ ur die Untersu-
chung von Prognoserevisionen gab. Au¼erdem mÄ ochte ich mich bei Ste®en Osterloh fÄ ur die UnterstÄ utzung
bei der Prognoseauswertung sowie bei Dr. Friedrich Heinemann und Dr. Michael SchrÄ oder fÄ ur hilfreiche
Kommentare und Anregungen bedanken. Alle verbleibenden UnzulÄ anglichkeiten gehen zu meinen Lasten.
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Konjunkturprognosen werden regelmÄ a¼ig von Instituten, Banken und Versicherungen
verÄ o®entlicht, wie beispielsweise im Rahmen der halbjÄ ahrlichen Gemeinschaftsdiagnose
der Wirtschaftsforschungsinstitute. Vor allem die sogenannten Punktprognosen zu wich-
tigen gesamtwirtschaftlichen Kennzahlen erhalten dabei besondere Aufmerksamkeit. Die
statistische UnschÄ arfe, die mit diesen Prognosen verbunden ist, wird allerdings kaum kom-
muniziert. Dass Konjunkturprognosen mit Unsicherheit behaftet sind, liegt in der Natur
der Sache. Erstaunlich ist allerdings, dass die Prognostiker in der Regel keine explizi-
ten Schwankungsbreiten ihrer EinschÄ atzungen angeben, obwohl dafÄ ur eigentlich Metho-
den der Statistik zur VerfÄ ugung stehen. Konjunkturprognosen sind fÄ ur eine Reihe von
Wirtschaftsakteuren, deren Entscheidungen ma¼geblich von zukÄ unftigen Entwicklungen
abhÄ angen, von gro¼em Interesse. Als typische Beispiele seien die Haushaltsplanungen des
Staates sowie Investitionsentscheidungen von Unternehmen genannt. FÄ ur die EmpfÄ anger
von Prognosen kann es wichtig sein, die Unsicherheiten, mit denen die Prognosen behaftet
sind, zu kennen.
Borb¶ ely und Meier (2005) schlagen eine Bootstrap-Methode zur Erfassung der Unsicher-
heit modellbasierter Prognosen unter BerÄ ucksichtigung von Modellunsicherheiten vor. Am
Beispiel von Prognoseintervallen fÄ ur die Entwicklung der Konsumentenpreisentwicklung
in Deutschland wird dieses Vorgehen demonstriert und fÄ ur eine Analyse der De°ationsri-
siken eingesetzt. Es zeigt sich, dass die Prognoseintervalle fÄ ur die Preisentwicklung sehr
rasch mit der LÄ ange des Prognosezeitraums zunehmen und nach wenigen Quartalen be-
reits die Nulllinie umschliessen. Ebenfalls modellbasiert bei der Analyse von Fehlerquellen
und Unsicherheiten gesamtwirtschaftlicher BIP- und In°ationsprognosen geht Heilemann
(2004) vor. Sehr knapp zusammengefasst kommt Heilemann (2004) zu dem Ergebnis,
dass im Prinzip die gegenwÄ artigen Fehler beobachteter Konjunkturprognosen die Gren-
ze der Genauigkeit von Konjunkturprognosen markieren, wenn die Simulationsrechnun-
gen des RWI-Konjukturmodells als Vergleichsgrundlage herangezogen werden. Deutliche
ErhÄ ohungen der Tre®sicherheit dÄ urften demnach aus heutiger Sicht schwer erreichbar sein.
Heilemann (2004) spricht sich dafÄ ur aus, die Grenzen der Genauigkeit von Konjunktur-
prognosen besser zur Kenntnis zu nehmen, da fÄ ur konjunkturpolitisches Handeln oder
Unterlassen die Risikobehaftung von Prognosen von wesentlichem Interesse ist. Der vor-
liegende Beitrag setzt in gewisser Weise an dieser Empfehlung an. Nicht die Verbesserung
von Konjunkturprognosen steht im Zentrum der Betrachtung, sondern die angemessene
Erfassung und Darstellung der Unsicherheit von Konjunkturprognosen fÄ ur Deutschland.
Fritsche (2005) berechnet PrognosegÄ utema¼e fÄ ur BIP- und In°ationsprognosen fÄ ur
Deutschland von mehreren nationalen Instituten und supranationalen Institutionen und
fÄ uhrt Tests auf Unverzerrtheit und RationalitÄ at durch. Schwerpunkt der Betrachtung bil-
det in dieser Studie die Auswertung der einzelnen Institutsprognosen. Das von Fritsche
(2005) ermittelte empirische Prognoseintervall zum 95%-Signi¯kanzniveau der Median-
1prognose zur BIP-Entwicklung ist weit und betrÄ agt § 2%, das Intervall zum 66%-Niveau
immer noch § 1%. Auch diese Untersuchung zeigt, dass gesamtwirtschaftliche Prognosen
mit einiger UnschÄ arfe verbunden sind.
Diese kurze EinfÄ uhrung in die Literatur stellt einen sehr beschrÄ ankten Ausschnitt aus
diesem sehr umfangreichen Forschungsgebiet dar und soll lediglich dazu dienen, die un-
mittelbaren Ansatzpunkte der eigenen Arbeit aufzuzeigen.1
Welche Argumente fÄ ur und gegen eine Angabe von Prognoseintervallen sprechen, wie
diese nÄ aherungsweise berechnet werden kÄ onnen und wie solche Ergebnisse fÄ ur die Beurtei-
lung von laufenden Prognosen und Prognoserevisionen verwendet werden kÄ onnen, wird im
Folgenden nÄ aher betrachtet. Vor allem die Nutzung von empirischen Prognoseintervallen
fÄ ur die EinschÄ atzung von Prognoserevisionen wurde in der Literatur bisher noch nicht
erwogen.
2 Unterschiedliche Methoden der Konjunkturpro-
gnose
Den Prognostikern stehen zur ErfÄ ullung ihrer Aufgabe eine Vielzahl unterschiedlicher
Verfahren zur VerfÄ ugung, die sich generell in drei Kategorien einordnen lassen: Indikato-
rengestÄ utzte AnsÄ atze, makroÄ okonometrische Strukturmodelle und iterativ-analytische Ver-
fahren.
Beim Indikatorenansatz werden Vorlaufeigenschaften von Konjunkturindikatoren
(z.B. Konjunkturumfragen) zur Prognoseerstellung genutzt. Das monatliche DIW-
Konjunkturbarometer beispielsweise schÄ atzt die VerÄ anderungsrate des realen Bruttoin-
landsprodukts (BIP) auf Sicht der jeweils folgenden zwei Quartale auf Grundlage von In-
dikatoren mit Vorlaufeigenschaften. Der monatlich von der EU-Kommission verÄ o®entlichte
BIP-Indikator nutzt ebenfalls vorlaufende Informationen einer Reihe von Zeitreihen fÄ ur
eine AbschÄ atzung der QuartalsverÄ anderungsrate des Eurozonen-BIP. In dieses Prognose-
modell gehen FrÄ uhindikatoren wie die Neuzulassung von PKW, das Verbrauchervertrauen
der privaten Haushalte, das GeschÄ aftsklima im Einzelhandel, Stimmungsindikatoren zum
Baugewerbe, die Zinsstrukturkurve und einige mehr ein.2
Den makroÄ okonometrischen Strukturmodellen liegt eine andere Herangehensweise zugrun-
de. Hier werden wechselseitige AbhÄ angigkeiten zwischen den Wirtschaftssektoren Ä uber
umfangreiche Gleichungssysteme abgebildet und fÄ ur Prognosen herangezogen. Solche Mo-
1Vgl. u.a. Hinze (2005), Nierhaus (2001), Nierhaus (2005), DÄ opke und Fritsche (2004), Heilemann
und Stekler (2003) und GrÄ omling (2005) fÄ ur weitere Arbeiten, die sich mit der GÄ ute makroÄ okonomischer
Prognosen fÄ ur Deutschland befassen.
2Die Konstruktion des Prognosemodells sowie eine vollstÄ andige Beschreibung der verwendeten FrÄ uhin-
dikatoren ist in Grasmann und Keeremann (2001) zu ¯nden.
2delle fÄ ur Deutschland werden etwa von einigen Wirtschaftsforschungsinstituten und der
Deutschen Bundesbank eingesetzt, auf supranationaler Ebene werden lÄ anderÄ ubergreifende
Makromodelle beispielsweise von der EuropÄ aischen Zentralbank und der OECD verwen-
det.3
Das iterativ-analytische Verfahren ist fÄ ur PrognosezeitrÄ aume von ein bis zwei Jahren be-
sonders geeignet und wird in Deutschland unter anderem vom SachverstÄ andigenrat zur
Begutachtung der gesamtwirtschaftlichen Entwicklung und den Wirtschaftsforschungsin-
stituten eingesetzt. Dieses Verfahren basiert auf dem System der volkswirtschaftlichen
Gesamtrechnung. In einem mehrstu¯gen Prozess werden dabei Prognosen, die Ä uber ver-
schiedene Methoden und Herangehensweisen ermittelt werden, solange abgeglichen, bis
eine in sich konsistente Vorhersage vorliegt. Vorteil dieses Verfahrens ist seine FlexibilitÄ at
sowie die MÄ oglichkeit, neben quantitativen auch qualitative Annahmen zu berÄ ucksichti-
gen. Die Entstehung einer Prognose auf Basis des iterativ-analytischen Verfahrens ist fÄ ur
Au¼enstehende aufgrund der KomplexitÄ at und der Vielzahl an eingesetzten Methoden
jedoch nicht mehr nachvollziehbar.
3 Die Zukunft ist unsicher
Allen Verfahren ist jedoch gemein, dass sie nur zuverlÄ assige Prognose liefern kÄ onnen, so-
lange die unterstellten Ä okonomischen ZusammenhÄ ange stabil sind und sich die getro®enen
Annahmen als richtig erweisen. Da Prognosen gewÄ ohnlich unter bestimmten Annahmen
entstehen (z.B. Annahmen Ä uber den Ä Olpreis, Ä uber die Geld- und Fiskalpolitik oder Wech-
selkurse) spricht man auch von bedingten Prognosen. Wirtschaftliche Rahmenbedingun-
gen Ä andern sich jedoch regelmÄ a¼ig und sind nur bedingt vorhersehbar. Bestimmte Schocks,
wie beispielsweise Naturkatastrophen, sind Ä uberhaupt nicht vorhersehbar. Zudem sorgen
regelmÄ a¼ige Revisionen der amtlichen Statistik fÄ ur rÄ uckwirkende Ä Anderungen der Histo-
rie von volkswirtschaftlichen Daten, so dass die Ausgangslage der Prognose nicht mehr
gÄ ultig ist. Prognosen unterliegen also Fehlerrisiken, die auch mit zunehmender Verbes-
serung der Verfahren nicht auszuschlie¼en sind und gegenÄ uber denen der Prognostiker
machtlos ist. Eine Angabe von Schwankungsbereichen, in den z.B. eine prognostizierte
BIP-Entwicklung anzusiedeln ist, wÄ urde der Unsicherheit der Prognose deswegen ange-
messen Rechnung tragen.
Die Unsicherheit Ä uber eine Prognose wird Ä ublicherweise Ä uber den erwarteten mittleren
quadratischen Prognosefehler (Mean Squared Error, MSE) ausgedrÄ uckt:
MSE(Y
P





3AusfÄ uhrlich dokumentiert wird das makroÄ okonometrische Modell der Bundesbank in Deutsche Bun-
desbank (2000). Richardson (1988) beschreibt das INTERLINK-Modell der OECD.
3Y P
t+hjt ist die zum Zeitpunkt t erstellte Prognose fÄ ur die Variable Yt+h und E(:::) bezeichnet
den Erwartungswert. Mit h wird der Prognosehorizont angegeben. Bei erwartungstreuen
Prognosen ist der MSE gleich der Prognosefehlervarianz.4 Der MSE ist die zentrale GrÄ o¼e
fÄ ur die Berechnung von Prognoseintervallen.
In der Praxis ist es allerdings meist schwierig, eine exakte Quanti¯zierung fÄ ur (1) zu ¯nden.
Theoretische AusdrÄ ucke fÄ ur den MSE existieren zwar fÄ ur eine Reihe von Prognosemodel-
len (z.B. AR-Modelle und ARIMA-Modelle). FÄ ur komplizierte Mehrgleichungssysteme,
die darÄ uber hinaus nicht-lineare ZusammenhÄ ange modellieren oder Modelle, in denen
Entwicklungen Ä uber exogene Variablen auf Basis von Erfahrungswerten (z.B. konkrete
Annahmen Ä uber den Verlauf des Ä Olpreises) vorgegeben werden, kÄ onnen in der Regel keine
theoretischen LÄ osungen fÄ ur (1) gefunden werden (vgl. Chat¯eld, 1993 ). Das in der Praxis
hÄ au¯g eingesetzte iterativ-analytische Verfahren schlie¼t im Prinzip die Herleitung eines
analytischen MSE aus.
Wenn analytische Formeln fÄ ur (1) fehlen, kÄ onnen jedoch empirische MSE berechnet wer-
den, die auf der Beobachtung der Prognosefehler basieren. FÄ ur eine unverzerrte Prognose
gilt, dass E(Yt+h ¡ Y P
t+hjt) = 0 und E(Yt+h ¡ Y P
t+hjt)
2 = V ar(Yt+h ¡ Y P
1+hjt) ist, wobei
V ar(:::) die Varianz bezeichnet. Wenn die Prognosefehler normalverteilt sind, kann ein






V ar(Yt+h ¡ Y P
t+hjt) (2)
® ist die vorgegebene Irrtumswahrscheinlichkeit und z®=2 das entsprechende Quantil der
Standardnormalverteilung, welches mit der Wurzel des durchschnittlichen quadratischen
Prognosefehlers (RMSE, Root Mean Squared Error) multipliziert wird. Man beachte die
Ä Ahnlichkeit von (2) zu der Berechnung von Kon¯denzintervallen bei der SchÄ atzung unbe-
kannter, aber fester Parameter, beispielsweise mit der Methode der Kleinsten Quadrate.
Die klassische Interpretation eines solchen Kon¯denzintervalls ist wie folgt (vgl. Hogg und
Craig, 1995, S. 269 ): Vor der wiederholten DurchfÄ uhrung des unabhÄ angigen Zufallsex-
periments betrÄ agt die Wahrscheinlichkeit, dass das Kon¯denzintervall den unbekannten,
aber festen Parameter enthÄ alt, 100¤(1¡®)%. Im Gegensatz dazu ist ein Prognoseintervall
eine SchÄ atzung der Bandbreite eines unbekannten zukÄ unftigen Wertes, der als Zufallsva-
riable zum Zeitpunkt der Prognoseerstellung betrachtet werden kann. Durch (2) werden
die unteren und oberen Werte dieses Intervalls vorgegeben.
4 Empirische Prognoseintervalle
Die Berechnung von Prognoseintervallen wird im Folgenden fÄ ur Prognosen des DIW, des
ifo, des IfW und des RWI fÄ ur eine Auswahl an volkswirtschaftlichen Kennzi®ern durch-
gefÄ uhrt. Betrachtet werden die Mediane der Prognosen dieser Institute fÄ ur die Jahre 1980
4Vgl. z.B. SchrÄ oder (2002), S. 449
4bis 2004, da die Prognosen der Institute nicht einzeln ausgewertet werden sollen. Die
Prognosen weisen Horizonte von 6, 12 und 18 Monaten auf. Diese Horizonte entsprechen
ungefÄ ahr der VerÄ o®entlichungsstruktur der Institutsprognosen, wenn die halbjÄ ahrlichen
Prognosepublikationen im Rahmen der Gemeinschaftsdiagnose nicht berÄ ucksichtigt wer-
den.5 Eine Prognose mit einem Horizont von 12 Jahren wird im Dezember des voran-
gehenden Jahres oder im Januar des Prognosejahres verÄ o®entlicht. Die Prognosen mit
Horizonten von 6 und 18 Monaten werden Ä ublicherweise im Juni oder Juli verÄ o®entlicht
und prognostizieren die Entwicklung des laufenden und des nÄ achsten Jahres. Da die In-
stitutsprognosen nicht alle zum exakt gleichen Zeitpunkt verÄ o®entlicht werden, sondern
gelegentlich auch im Zeitverlauf variieren, ist der Informationsstand nicht identisch. Aus
diesem Grunde ist eine strenge GegenÄ uberstellung und GÄ utebewertung der Prognosen
nicht sachgerecht. Auch dies ist ein Grund fÄ ur die folgende EinschrÄ ankung der Analyse
auf die Medianprognose, da dadurch das Problem unterschiedlicher Informationen um-
gangen wird.
Amtliche Zahlen zur Volkswirtschaftlichen Gesamtrechnung werden Ä ublicherweise mehr-
mals revidiert, so da¼ zur Ä UberprÄ ufung der Prognosegenauigkeit mehrere Werte zur
VerfÄ ugung stehen. Aufgrund der zeitlichen NÄ ahe zum Prognosezeitraum und weil die
Auswirkungen statistischer Revisionen von den Prognostikern kaum prÄ azise abzuschÄ atzen
sind, werden in Ä Ubereinstimmung mit der Literatur den Prognosen die ersten VerÄ o®entli-
chungen des Statischen Bundesamtes als realisierte Werte gegenÄ ubergestellt. Da bis etwa
1991 das Augenmerk auf dem Bruttosozialprodukt (BSP) lag, wird bis einschlie¼lich 1991
die VerÄ anderungsrate des BSP und ab 1992 die VerÄ anderungsrate des BIP verwendet.
Von 1980 bis 1994 beziehen sich die Daten auf das frÄ uhere Bundesgebiet, ab 1995 wird
Deutschland betrachtet. Tabelle 1 gibt eine Ä Ubersicht Ä uber die analysierten Daten.
Vor der Berechnung der Prognoseintervalle werden die Prognosefehler der Mediane der
Institutsprognosen auf Erwartungstreue und Normalverteilung getestet. FÄ ur den Test auf
Erwartungstreue werden Holden und Peel (1990) folgend die Prognosefehler auf eine Kon-
stante regressiert. Diese Konstante gibt die durchschnittliche Abweichung der Prognosen
von der Realisation an. Nur wenn die Konstante signi¯kant von null verschieden ist, wird
die Hypothese der Erwartungstreue der Prognose verworfen. FÄ ur den Test auf die Normal-
verteilung der Prognosefehler wurde die Test-Statistik von Jarque-Bera berechnet. Unter
der Nullhypothese dieses Tests sind die Prognosefehler normalverteilt.
Die in Tabelle 1 ausgewiesene Konstante der Regression enstpricht dem mittleren Pro-
gnosefehler (ME, Mean Error). Die Prognosen fÄ ur den privaten Konsum sind ab einem
Prognosehorizont von einem Jahr als nicht erwartungstreu (verzerrt) zu betrachten. So-
wohl die Prognosen mit einem Horizont von 12 Monaten als auch die Prognosen mit einem
Horizont von 18 Monaten waren im Durchschnitt um 0,39 beziehungsweise um 0,64 Pro-
zentpunkte Ä uber den tatsÄ achlichen JahresverÄ anderungsraten. Die Medianprognosen der
5In Fritsche (2005), S. 363, ¯ndet sich eine Abbildung, die die typischen VerÄ o®entlichungszeitpunkte
der Prognosen der nationalen und internationalen Institutionen auf einem Zeitstrahl abbildet.
5Tabelle 1: Test auf Erwartungstreue der Medianprognosen und Normalverteilung der
Prognosefehler
Variable Horizont RMSE1 ME (Mean Error)2 Jarque-Bera3
Bruttoinlandsprodukt (real) 6 Monate 0,48 0,07 1,00
12 Monate 1,06 -0,05 0,33
18 Monate 1,51 -0,32 1,18
Private Konsumausgaben (real) 6 Monate 0,53 -0,16 0,25
12 Monate 0,99 -0,39*** 1,51
18 Monate 1,32 -0,64*** 0,49
Konsumausgaben des Staates (real) 6 Monate 0,94 0,13 3,07
12 Monate 0,99 0,08 1,10
18 Monate 1,05 0,04 1,33
AusrÄ ustungsinvestitionen (real) 6 Monate 3,31 -1,68** 1,10
12 Monate 4,88 -1,48 1,45
18 Monate 6,51 -2,44** 3,80
Ausfuhr (real) 6 Monate 1,74 -0,05 0,04
12 Monate 4,07 0,78 0,04
18 Monate 5,03 0,39 0,75
Einfuhr (real) 6 Monate 2,19 -0,47 5,14*
12 Monate 3,53 -0,12 17,79***
18 Monate 4,62 -0,53 15,20***
ErwerbstÄ atige 6 Monate 0,58 -0,22 84,85***
12 Monate 0,68 -0,35 0,88
18 Monate 0,84 -0,57 0,89
Verbraucherpreise 6 Monate 0,30 -0,01 14,36***
12 Monate 0,74 -0,08 5,75*
18 Monate 0,90 -0,09 0,99
Anmerkungen: 1Wurzel des durchschnittlichen quadratischen Prognosefehlers (RMSE, Root Mean Squa-
red Error), 2Angaben in JahresverÄ anderungsraten und Prozent, 3Jarque-Bera-Statistik ist Chi-Quadrat-
verteilt mit 2 Freiheitsgraden, StÄ utzbereich 1980 bis 2004, ***/**/* Signi¯kanz zum 1%/5%/10%-Niveau
6Institute haben also die Entwicklung zum privaten Konsum Ä uber die nÄ achsten ein bis
eineinhalb Jahre im Durchschnitt zu optimistisch eingeschÄ atzt. Eine Ä ahnliche Verzerrung
ist fÄ ur die Prognosen zur Entwicklung der AusrÄ ustungsinvestionen festzustellen. Hier sind
die durchschnittlichen Prognosefehler fÄ ur die Horizonte 6 Monate und 18 Monate signi¯-
kant von Null verschieden, der durchschnittliche Prognosefehler auf Sicht von 12 Monaten
ist insignifkant zum 10%-Niveau, allerdings ebenfalls positiv. FÄ ur die restlichen GrÄ o¼en
kÄ onnen die Prognosen als erwartungstreu erachtet werden. Sie erfÄ ullem somit eine wichtige
Eigenschaft optimaler Prognosen.
Die letzte Spalte der Tabelle 1 zeigt die Ergebnisse der Tests auf Normalverteilung der
Prognosefehler. Hier wird die Jarque-Bera-Teststatistik der Prognosefehler fÄ ur die unter-
schiedlichen Prognosehorizonte ausgewiesen. Eine Normalverteilung der Prognosefehler
kann bis auf die Einfuhrentwicklung, die ErwerbstÄ atigenentwicklung sowie die Verbrau-
cherpreisentwicklung fÄ ur alle getesteten VGR-Prognosen und fÄ ur alle drei Prognosehori-
zonte festgestellt werden. Die Ablehnung der Normalverteilung fÄ ur die Prognosefehler der
Einfuhren stehen in Zusammenhang mit statistischen Ausrei¼ern im Jahr 1993, die auf
eine Ä Anderung in der Erfassung des Au¼enhandels zurÄ uckgehen. Bei einer Auswertung
ohne BerÄ ucksichtigung der Prognosefehler im Jahr 1993 kann auch fÄ ur diese GrÄ o¼e die
Normalverteilungshypothese nicht abgelehnt werden.
Ebenfalls ausgewiesen in Tabelle (1) sind die durchschnittlichen quadratischen Prognose-
fehler (RMSE), welche erwartungsgemÄ a¼ fÄ ur alle Prognosen mit zunehmendem Horizont
grÄ o¼er werden. Der RMSE ist zentraler Ausgangspunkt zur Erstellung empirischer Pro-
gnoseintervalle. GemÄ a¼ Formel (2) wird der RMSE fÄ ur den jeweiligen Prognosehorizont
mit den entsprechenden Quantilen der Normalverteilung multipliziert, um einen oberen
und unteren Wert fÄ ur die Intervalle zu erhalten.
Abbildung 1 demonstriert diese Berechnung fÄ ur die Medianprognose der Institute zur rea-
len BIP-Entwicklung auf Sicht von 12 Monaten. In der Gra¯k wurde ein Prognoseintervall
fÄ ur eine Vertrauenswahrscheinlichkeit von 50% abgetragen.
Die Angabe von 50%-Intervallen ist aus praktischer Sicht gegenÄ uber den Ä ublichen Interval-
len von 95% zweckmÄ a¼iger (vgl. Granger, 1996): Prognoseintervalle auf dem 95%-Niveau
haben eine relativ gro¼e Spannweite und sind deshalb kaum noch zu vermitteln. Das 95%-
Intervall fÄ ur die BIP-Prognose im Jahr 2004 wÄ urde beispielsweise eine Spanne -0,4 v.H.
bis 3,8 v.H. aufweisen. Im Gegensatz dazu erstreckt sich das 50%-Prognoseintervall fÄ ur
das Jahr 2004 Ä uber eine Spanne von 1,1% bis 2,5%. DarÄ uber hinaus sind 50%-Intervalle
robuster gegenÄ uber der Verteilungsannahme von Prognosefehlern und Ausrei¼ern. Die
PlausibilitÄ at des Intervalls kann zudem leicht anhand der historischen Fehler beurteilt
werden. Wie aus Abbildung 1 hervorgeht, wird ungefÄ ahr die HÄ alfte der tatsÄ achlichen Wer-
te von dem Prognoseintervall abgedeckt. Je weiter die Prognosen in die Zukunft reichen,
desto grÄ o¼er ist die Prognoseunsicherheit, wie an den steigeden Werten fÄ ur die RMSE
7Abbildung 1: BIP-Prognosen und Prognoseintervalle
in Tabelle 1 ersichtlich ist. Deshalb werden auch die Prognoseintervalle mit wachsendem
Prognosehorizont zunehmend breiter.
5 Signi¯kanz von Prognoserevisionen
Volkswirtschaftliche Prognosen werden regelmÄ a¼ig revidiert, sobald neue Informationen
Ä uber die aktuelle Konjunktursituation und den weiteren Ausblick vorliegen. Neubewertun-
gen sind bei geÄ andertem Informationsstand geradezu notwendig um die wichtige Eigen-
schaft der Informationse±zienz von Prognosen aufrecht zu erhalten. Revisionen Ä andern
die entsprechende Punktprognose, aber auch das daraus abgeleitete Prognoseintervall.
Ob solche Revisionen im Bereich der Ä ublichen Prognoseunsicherheit anzusiedeln sind,
kann anhand einer GegenÄ uberstellung des neuen Prognosewertes und des Progno-
seintervalls vor Revision beurteilt werden. Formal lÄ a¼t sich dies wie folgt aus-
drÄ ucken: Eine nach r Perioden revidierte Prognose Yt+h¡rjt+r fÄ ur einen Horizont von
h ¡ r ist mit einer Vertrauenswahrscheinlichkeit von 100 ¤ (1 ¡ ®)% nicht signi-
¯kant, falls diese Revision von dem Prognoseintervall der ursprÄ unglichen Prognose ³
yt+hjt ¡ z®=2
q
V ar(Yt+h ¡ Y P
1+hjt);yt+hjt + z®=2
q




Abbildung 2 verdeutlicht dies, indem neben dem 50 v.H.-Prognoseintervall der BIP-
VerÄ anderung auf Sicht von 18 Monaten aus der Vorperiode die neue Prognose auf Sicht
von 12 Monaten abgetragen wird. Letztere entspricht der Prognose, die revidiert wurde.
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Aus der Abbildung 2 geht hervor, dass ca. 45% der revidierten Prognosen insigni¯kant
zum 50%-Niveau waren. Ein Signi¯kanztest zu den Ä ublichen 90%- oder 95%-Niveaus mit
entsprechend weiteren Prognoseintervallen wÄ urde die Mehrzahl der Prognoserevisionen als
statistisch insigni¯kant erscheinen lassen. Eine systematische Ä Ubersicht Ä uber den Anteil
signi¯kanter Prognoserevisionen Ä uber den Beobachtungszeitraum von 1980 bis 2004 gibt
Tabelle 2. Ausgangspunkt fÄ ur die Beurteilung einer Prognoserevision fÄ ur das laufende
Jahr ist eine Prognose, die zur Mitte des Jahres erstellt wurde und die VerÄ anderungs-
rate der entsprechenden Variablen fÄ ur das laufende Jahr prognostiziert. Diese Prognose
revidiert die Prognose, die zu Beginn des Jahres abgegeben wurde und ebenfalls auf die
VerÄ anderungsrate des laufenden Jahres abzielte. Liegt die Prognose aus der Jahresmitte
im Prognoseintervall, welches sich durch die Prognose zu Jahresbeginn ergeben hat, ist die
Revision als insigni¯kant anzusehen. Entsprechend werden die Anteile der insigni¯kanten
Revisionen fÄ ur das folgende Jahr ermittelt: Hier wird die Prognose zu Beginn des Jahres
dem Prognoseintervall der Prognose aus der Mitte des Vorjahres gegenÄ ubergestellt. In der
Tabelle sind die entsprechenden Ergebnisse fÄ ur Vertrauenswahrscheinlichkeiten von 50%
und 90% dargestellt.
Legt man eine Vertrauenswahrscheinlichkeit von 90% zugrunde, wie es fÄ ur statistische
Hypothesentests Ä ublich ist, kann nur ein verschwindend geringer Anteil von Revisionen
der Medianprognosen als signi¯kant bezeichnet werden. Selbst bei einer Vertrauenswahr-
scheinlichkeit von 50% war die Mehrzahl der Prognoserevisionen fÄ ur die hier betrachteten
volkswirtschaftlichen Kennzi®ern insigni¯kant. Insbesondere geringfÄ ugige Revisionen von
9Tabelle 2: Anteile signi¯kanter Prognoserevisionen an den gesamten Revisionen Ä uber
den Zeitraum 1980 bis 2004
fÄ ur das laufende Jahr fÄ ur das folgende Jahr
50%-Niveau 90%-Niveau 50%-Niveau 90%-Niveau
Bruttoinlandsprodukt (real) 0,36 0,04 0,42 0,04
Private Konsumausgaben (real) 0,40 0,04 0,21 0,00
Konsumausgaben des Staates (real) 0,24 0,00 0,46 0,00
AusrÄ ustungsinvestitionen (real) 0,20 0,00 0,21 0,00
Ausfuhr (real) 0,40 0,00 0,21 0,00
Einfuhr (real) 0,24 0,00 0,08 0,00
ErwerbstÄ atige 0,44 0,04 0,21 0,04
Verbraucherpreise 0,56 0,08 0,08 0,00
Prognosen signalisieren also meistens keine wesentlich neuen EinschÄ atzungen hinsichtlich
der zukÄ unftigen konjunkturellen Entwicklung.
6 GrundsÄ atzliche Prognoseschwierigkeiten
Die generellen Unsicherheiten von Konjunkturprognosen kÄ onnen durch den RMSE und
die daraus abgeleiteten Prognoseintervalle nur unzureichend ausgedrÄ uckt werden, da der
RMSE eines Prognosemodells fÄ ur sich allein schwierig zu interpretieren ist. Eine Nor-
malisierung ist deshalb nÄ otig, um die GrÄ o¼enordnung der Variablen zu berÄ ucksichtigen.
DafÄ ur wird Ä ublicherweise der RMSE des zu Ä uberprÄ ufenden Prognosemodells dem RM-
SE eines Referenzmodells gegenÄ ubergestellt. Der Quotient aus beiden RMSE ergibt den
Theil'schen Ungleichheitskoe±zienten (Theil's U). Wenn das Prognosemodell besser als
das Referenzmodell im Sinne eines geringeren durchschnittlichen quadratischen Progno-
sefehlers abschneidet, sollte Theil's U kleiner als eins sein.6
Im Folgenden wird Theil's U herangezogen, um zu beurteilen, welche volkswirtschaft-
lichen Kennzi®ern grundsÄ atzlich besser zu prognostizieren sind als andere. Die isolierte
Betrachtung der Prognosefehler hilft hier nicht weiter, da nicht eindeutig ist, welche gene-
relle Streuung mit der ZielgrÄ o¼e einer bestimmten Prognose verbunden ist. Die Kenntnis
dieser grundsÄ atzlichen Unsicherheiten kann fÄ ur die EmpfÄ anger von Prognosen durchaus
hilfreich sein. Beispielsweise ist es fÄ ur die SteuerschÄ atzung interessant zu wissen, ob die
Bemessungsgrundlage fÄ ur Konsumsteuern und Einkommensteuern mit unterschiedlicher
Genauigkeit prognostiziert werden. FÄ ur die Arbeitsmarktpolitik oder fÄ ur die AbschÄ atzung
6Formal ist Theil's U de¯niert als
RMSEPrognosemodell
RMSEReferenzmodell, vgl. z.B. SchrÄ oder (2002), S. 449
10der Einnahmen der Sozialversicherungen ist eine Kenntnis Ä uber die PrognosequalitÄ at der
ErwerbstÄ atigenentwicklung und der Arbeitslosigkeit von entscheidender Bedeutung.
In der Literatur wird fÄ ur die Berechnung des Theil's U hÄ au¯g ein Random Walk als Re-
ferenzmodell verwendet oder direkt die Standardabweichung der ZielgrÄ o¼e ins VerhÄ altnis
zum RMSE des Prognosemodells gesetzt7. Im letzten Fall werden die Prognosen also mit
einer Methode verglichen, die lediglich auf Durchschnittswerten der realisierten ZielgrÄ o¼e
aufbaut. Bei einem Random Walk als Prognosemodell ist die optimale Prognose gleich
dem Wert der letzten Beobachtung. Daher wird die Randomw Walk-Prognose hÄ au¯g auch
als naive Prognose bezeichnet, da keine weitere Information au¼er der letzten Realisation
der ZielgrÄ o¼e Eingang in die Vorhersage ¯ndet.
FÄ ur die Berechnung der Theil's U-Werte in Tabelle 3 wurden als alternative Referenz
zu den Median-Prognosen der Wirtschaftsforschungsinstitute hingegen ARIMA-Modelle
eingesetzt, da hier ein ambitionierterer Ma¼stab als Referenz herangezogen wird, um zu
aussagefÄ ahigeren GÄ utema¼e fÄ ur die Institutsprognosen zu kommen. Diese Zeitreihenmo-
delle wurden mit Quartalsdaten des Statistischen Bundesamts geschÄ atzt und auf Basis des
modi¯zierten Schwarz-Informationskriteriums spezi¯ziert. Entsprechend der Abgrenzung
der Institutsprognosen wurden bis 1994 Daten fÄ ur das frÄ uhere Bundesgebiet und danach
fÄ ur Deutschland verwendet. Der statistische StÄ utzbereich fÄ ur die ARIMA-SchÄ atzungen
beginnt im 1. Quartal 1968 und endet in dem jeweiligen Quartal, in dem die Prognose
erstellt wird. Theil's U-Werte wurden fÄ ur Prognosehorizonte von 6, 12 und 18 Mona-
ten berechnet. In der Tabelle 3 sind Durchschnitte der Theil's U-Werte Ä uber diese drei
Horizonte angegeben, um die PrÄ azision der Prognosen insgesamt zu erfassen.
Tabelle 3: GÄ ute der Institutsprognosen
Theil's U1 Standardfehler
Verbraucherpreise 0,45 1,55
Konsumausgaben des Staates (real) 0,48 1,23
Bruttoinlandsprodukt (real) 0,56 1,57
Private Konsumausgaben (real) 0,57 1,51
Ausfuhr (real) 0,58 4,61
AusrÄ ustungsinvestitionen (real) 0,74 6,47
Einfuhr (real) 0,75 4,45
ErwerbstÄ atige 0,82 2,58
Anmerkungen: 1ARIMA-Modelle als Benchmark, arithmetisches Mittel der 6-, 12- und 18-
Monatsprognosen
7vgl. u.a. Heilemann und Stekler (2003) , Ruoss und Savioz (2002), Pons (2000) oder Ash, Smyth
und Heravi (1997) fÄ ur Untersuchungen in dieser Richtung. Carnot, Koen und Tissot (2005), S. 238f
beschreiben weitere Varianten und AnwendungsmÄ oglichkeiten des Theil'schen Ungleichheitskoe±zienten.
11Kein ARIMA-Modell kann exaktere Vorhersagen tre®en als die Medianprognosen der
Institute, wenn die Wurzel des durchschnittlichen quadratischen Prognosefehlers als Ma¼-
stab herangezogen wird, da der Theil'sche Ungleichheitskoe±zient keiner Variablen grÄ o¼er
als eins ist. Dieses Ergebnis spricht fÄ ur die GÄ ute der Medianprognose der Institute. Ein-
deutig zu erkennen ist auch die unterschiedliche Genauigkeit, mit der die verschiedenen
VGR-Kennzi®ern prognostiziert werden. Am besten gelingt die Prognose der Verbraucher-
preise, wÄ ahrend die Entwicklung der ErwerbstÄ atigen am ungÄ unstigsten im Vergleich zum
Referenzmodell ausfÄ allt. Die Unterschiede in der PrognosegÄ ute des Brutoinlandsprodukts,
des privaten Verbrauchs und der Ausfuhren sind gering. Mehr Schwierigkeiten bereiten die
Prognosen zur Entwicklung der AusrÄ ustungsinvestitionen sowie zur Einfuhrentwicklung.
Generell ist festzustellen, dass die Prognoseschwierigkeit mit zunehmender Streuung der
ZielgrÄ o¼e steigt. Die Verwendung eines relativ einfachen Zeitreihenmodells wird folglich
mit steigender Varianz der zu prognostizierenden Variablen zunehmend zweckmÄ a¼iger.
Alternative Methoden, die bedeutend mehr Aufwand fÄ ur die Prognoseerstellung erfor-
dern, sind fÄ ur solche unstetigen ZielgrÄ o¼en kaum mehr in der Lage, wesentlich bessere
Prognosen zu liefern.
7 Schlussfolgerungen
Die Berechnung von empirische Prognoseintervallen sowie eine Analyse der Signi¯kanz von
Prognoserevisionen auf Grundlage dieser Intervalle wurde fÄ ur den Median der Prognosen
vier deutscher Wirtschaftsforschungsinstitute fÄ ur eine Reihe volkswirtschaftlicher Kennzif-
fern demonstriert. Es zeigt sich, dass vor allem geringfÄ ugige Prognoserevisionen meistens
keine wesentlich neuen EinschÄ atzungen hinsichtlich der zukÄ unftigen konjunkturellen Ent-
wicklung signalisieren. FÄ ur eine Beurteilung der grundsÄ atzlichen Prognoseschwierigkeit
makroÄ okonomischer GrÄ o¼en wurden die Medianprognosen der Institute in einem weiteren
Untersuchungschritt alternativen Zeitreihenmodellen gegenÄ ubergestellt. Die Institutspro-
gnosen weisen gegenÄ uber den Zeitreihenmodellen durchweg eine hÄ ohere GÄ ute auf, wenn
die Wurzel des mittleren quadratischen Prognosefehlers als Ma¼stab herangezogen wird.
Allerdings sind deutliche Unterschiede in der PrognoseprÄ azision der betrachteten volks-
wirtschaftlichen Kennzi®ern feststellbar.
Die Angabe von expliziten Intervallen fÄ ur Konjunkturprognosen ist nicht Ä ublich. Unsicher-
heit wird zumindest in den ausfÄ uhrlicheren Gutachten Ä uber qualitative Informationen zu
den Prognosenannahmen zum Ausdruck gebracht. Das weitverbreitete iterativ-analytische
Prognoseverfahren erschwert zudem die Kalkulation exakter Prognoseintervalle. Einen
Ausweg kÄ onnten hier empirische Prognoseintervalle liefern. Allerdings kann die Streuung
historischer Prognosefehler auch zu starken FehleinschÄ atzungen Ä uber die Prognoseunsi-
cherheit fÄ uhren, wenn sich die bedingte Varianz der ZielgrÄ o¼e im Zeitverlauf Ä andert, wie
es beispielsweise bei Finanzmarktdaten regelmÄ a¼ig der Fall ist. Elegantere Alternativen
12der Kalkulation von Prognoseintervallen existieren, wenn das wahre Modell der zu pro-
gnostizierenden Variablen bekannt ist. Dann kÄ onnen unmittelbar theoretische Prognose-
intervalle abgeleitet werden. Ä Ublicherweise ist das wahre Modell des datenerzeugenden
Prozesses allerdings nicht bekannt, so dass ein Modell empirisch angepasst werden muss.
Da dabei die funktionale Form sowie die Parameter des Modells geschÄ atzt werden mÄ ussen,
ergibt sich eine zusÄ atzliche Quelle der Prognoseunsicherheit, die die resultierenden Pro-
gnoseintervalle dementsprechend verbreitern.8 FÄ ur die Evaluation externer Prognosen, wie
beispielsweise der Prognosen von Wirtschaftsforschunginstituten oder Banken, scheiden
diese MÄ oglichkeiten in der Regel aus, da die eingesetzten Verfahren eine Reproduktion
der Prognosen durch Au¼enstehende nicht ermÄ oglichen. Die QualitÄ at dieser Prognoseme-
thoden kann deshalb nur anhand der verÄ o®entlichten Prognosen und der Prognosefehler
beurteilt werden.
Ein weiteres Problem von Prognoseintervallen stellt die Wahl der Vertrauenswahrschein-
lichkeit dar, da diese ma¼geblich fÄ ur die Spannweite der Intervalle ist. Ein objektives
Kriterium fÄ ur die Bestimmung dieser Vertrauenswahrscheinlichkeit existiert nicht und
SpielrÄ aume bei der Berechnung von Prognoseintervallen sind unvermeidlich. Letztendlich
muss der EmpfÄ anger von Prognosen, fÄ ur den diese bei seinen Entscheidungen wichtig sind,
beurteilen, welches Vertrauen er Konjunkturprognosen zu Grunde legt und mit welchen
mÄ oglichen AusprÄ agungen er zu rechnen hat. Empirische Prognoseintervalle, die zugege-
benerma¼en nur eine grobe Vorgehensweise darstellen, kÄ onnen dafÄ ur eine Hilfestellung
bieten. Beachtet man alle EinschrÄ ankungen im Zusammenhang mit der Berechnung von
Prognoseintervallen, kÄ onnte eine Konjunkturprognose unter Angabe von Schwankungsbe-
reichen fÄ ur die Prognostiker eventuell noch schwieriger zu kommunizieren sein.
8Chat¯eld (1993), S. 124 demonstriert die Korrektur fÄ ur den MSE des zugrundliegenden Prognose-
intervalls, wenn die Parameter des Prognosemodells geschÄ atzt werden. Demnach hÄ angt die Korrektur
positiv von der Anzahl der zu schÄ atzenden Parameter ab. Eine geringe Anzahl an Beobachtungen trÄ agt
ebenfalls zu einer Zunahme des MSE bei. Die Methode von Borb¶ ely und Meier (2005) erlaubt ebenfalls
eine BerÄ ucksichtigung von Modellunsicherheiten bei der Kalkulation modellbasierter Prognoseintervalle.
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