Abstract. The boundary value problem
Introduction
This paper deals with boundary value problems for planar elliptic vector fields with degeneracies. The vector field L is nonsingular, complex valued, and real analytic in an open set containing Ω, where Ω is open, bounded, simply connected, and has a smooth boundary. We assume that L is locally solvable and is elliptic except on the analytic variety Σ given by L ∧ L = 0. The boundary value problems considered here are versions of the Riemann-Hilbert problem (RH problem for short) for the vector field L:
where Λ , φ are Hölder continuous on ∂Ω with |Λ| = 1, φ is R-valued, and f ∈ C ∞ (Ω). The analytic variety Σ consists of the set Σ 0 , of points of finite type, and the set Σ ∞ , of points of infinite type (see Section 1 for definitions). Σ ∞ is a one-dimensional submanifold in Ω and L is tangent to Σ ∞ . The connected components of Σ ∞ are the (one-dimensional) orbits of L. We assume that these orbits are minimal (to be defined below). Let Γ 1 , · · · , Γ N be the non closed orbits of L such that each Γ j connects in Ω two distinct points of ∂Ω. These orbits play a crucial role in the solvability of Problem (0.1). For a given function Λ, defined on ∂Ω, we associate an index κ j ∈ Z in each connected component Ω j of Ω\Γ 1 ∪ · · · ∪ Γ N , and to each orbit Γ j with ends p − j , p + j on ∂Ω, we attach a unique real number α j ∈ [0, 1). This number measures, in some sense, the jump of Λ along the orbit.
In general, it is not possible to find continuous solutions of Problem (0.1) on Ω, even in simple cases. The reason is that some of the indices κ j might be negative. We will then allow for solutions to have isolated singular points: at most one singular point in each component Ω j with index κ j < 0. In fact, the solution u is continuous on Ω\{p 1 , · · · , p n } and, near each singular point p j , it behaves (through first integrals) as a meromorphic function with a pole of order ≤ −κ j . For the case f = 0, the solutions u are uniquely determined on the orbits Γ j by the values of Λ and φ at the ends p Various properties of the types of vector fields considered here have been studied by many authors and our approach is within the framework of the work contained in [2] , [3] , [4] , [6] , [7] , [8] , [9] , [11] , [13] , [14] . To our knowledge, boundary value problems for elliptic vector fields with interior degeneracies have not been studied, except in [10] where a special case of Problem (0.1) is considered when the boundary functions satisfy Λ(p − ) = Λ(p + ) and φ(p − ) = φ(p + ) on each orbit Γ with ends p − and p + . This paper can thus be considered as an outgrowth of Section 12 of [10] . Our basic technique to investigate Problem (0.1) is to make use of the first integrals of L in the connected components of Ω\Γ 1 ∪ · · · ∪ Γ N and to reduce the problem to (N+1) classical RH problems for holomorphic functions in the unit disk D ⊂ C. However, these new RH problems have discontinuities on ∂D. These types of discontinuous RH problems have been studied by many authors (see in particular the monographs [1] , [5] , and [12] ). In this paper, we adapt the techniques contained in [1] .
The organization of this paper is as follows. In Section 1, we recall the main properties of the class of vector fields under consideration. In Section 2, we decompose the open set Ω\Σ ∞ into appropriate components and construct global first integrals for L. The notion of induced indices for a boundary function Λ is introduced in Section 3. In Sections 4 and 5, we study Problem (0.1). Theorem 4.1 gives the general continuous solution of Problem (0.1) when f = 0 and φ = 0. Theorem 5.2 deals with the case f = 0 and φ = 0 and gives the general (meromorphic) solution satisfying (0.2) and in Theorem 5.4, the general case, with f = 0, is deduced.
A class of vector fields
We summarize some properties of the class of vector fields under consideration. Most of the material listed in this section can be found in [3] , [10] , and [14] .
Let Ω be an open subset of R 2 and let L be a vector field given by
with A, B ∈ C ω ( Ω, C), i.e. A and B are real analytic and C-valued in Ω. We assume that L is nonsingular in Ω so that |A| + |B| > 0 everywhere in Ω. We denote by L the complex conjugate vector field ( L = A∂ x + B∂ y ) and view L as a partial differential operator with symbol σ = Aξ + Bη. The operator L is elliptic at a point (x 0 , y 0 ), if σ(x 0 , y 0 ; ξ, η) = 0 for every (ξ, η) ∈ R 2 \0. The ellipticity of L at (x 0 , y 0 ) is equivalent to L and L being independent at (x 0 , y 0 ). We denote by Σ( Ω) the set of points in Ω where L fails to be elliptic. Σ( Ω) is the base projection of the characteristic set of L (we often refer to Σ( Ω) as the characteristic set of L). Consider the R-valued function ϑ defined in Ω by
Thus, Σ( Ω) is the analytic variety in Ω given by
We assume that L is not a multiple of a real vector field, so that Σ( Ω) is a real analytic variety of dimension ≤ 1. A point p 0 ∈ Σ( Ω) is of finite type if there exists a vector field Y in the Lie algebra generated by L and L such that L and Y are independent at p 0 . If no such vector field Y exist, the point p 0 is said to be of inifinite type. The set of points p ∈ Σ( Ω) where L is of finite type will be denoted Σ 0 ( Ω) and those where L is of infinite type will be denoted Σ ∞ ( Ω). We have then
Since the vector field L is nonsingular and real analytic, then it is locally integrable. This means that for every point p ∈ Ω, there exist an open set O p ⊂ Ω, p ∈ O p , and a function z p ∈ C ω (O p , C) such that Lz p = 0 and dz p = 0. The function z p is a local first integral of L. The use of the local first integrals allows us to obtain local normal forms for the vector field L.
In a neighborhood of an elliptic point p ∈ Ω\Σ( Ω), the vector field L is conjugate to the CR operator. That is, there exist local coordinates (s, t) centered at p in which z p = s+it is a first integral and L is a multiple of ∂ ∂s +i ∂ ∂t . In a neighborhood of a point of finite type p 0 ∈ Σ 0 ( Ω), there exist local coordinates (s, t) centered at p, an integer k ∈ Z + , an R-valued and C ω -function φ(s, t) satisfying Moreover, the variety Σ 0 ( Ω) is locally given by {φ t = 0}. In a neighborhood of a point of infinite type p ∈ Σ ∞ ( Ω), there exist coordinates (s, t) centered at p, an integer l ∈ Z + , an R-valued and C ω -function ψ(s, t) with ψ(0, t) ≡ 0 such that z p = s + is l ψ(s, t) is a first integral and L is conjugate to a multiple of
In these local coordinates, Σ ∞ ( Ω) is the t-axis ({s = 0}) and Σ 0 ( Ω) is given by {ψ t = 0} so that
It follows then that Σ ∞ ( Ω) is a one-dimensional real analytic manifold embedded in Ω and that L is tangent to Σ ∞ ( Ω). For a given open set U ⊂ Ω, the connected components of Σ ∞ ( Ω) ∩ U will be refereed to as the orbits of L in U . This paper deals with the vector fields with minimal orbits (as defined in [10] ). That is, we will assume throughout that if p ∈ Σ ∞ ( Ω), then the integer l appearing in the normalization (1.5) is l = 1. The semiglobal normalization of vector fields with minimal orbits is given in [10] .
A vector field L is said to be locally solvable at a point p ∈ Ω, if there exists an open set O ⊂ Ω, with p ∈ O, such that for every function
A vector field L is solvable (and hypoelliptic) at all elliptic points p ∈ Ω\Σ( Ω). The solvability of L at the nonelliptic points p ∈ Σ( Ω) is given by the Nirenberg-Treves Condition (P). In the case considered here of vector fields in two variables, this condition has a simple formulation. The vector field L is solvable at p ∈ Σ if and only if there exists an open set O ⊂ Ω, with p ∈ O, such that the function ϑ = Im(AB) defined in (1.2) does not change sign in any connected component of O\Σ ∞ ( Ω). It follows, in particular, that if L is locally solvable at a point of finite type p ∈ Σ 0 ( Ω), then the local first integral about p is a local homeomorphism (see [14] ). Furthermore, any continuous solution of Lu = 0 in a neighborhood of a point p / ∈ Σ ∞ ( Ω) can be written as u = H • z where z is a local first integral and where H is a holomorphic function defined in a neighborhood of z(p) ∈ C. For solutions with isolated singularities, we define a pole of order s of a solution u to be a point p / ∈ Σ ∞ such that there exists a meromorphic function M with pole of order s at z(p) such that u = M • z in a neighborhood of p. The global solvability of vector fields with minimal orbits is studied in [10] .
From now on, we will assume that L satisfies Condition (P) of local solvability and that it has only minimal orbits.
Decomposition of Ω and global first integrals
We decompose an open set Ω into suitable components and construct global first integrals for the vector field L. Let L, given by (1.1) with A, B ∈ C ω ( Ω, C), be such that L satisfies Condition (P) and has only minimal orbits. Let Ω ⊂ R 2 be a simply connected and bounded open set with Ω ⊂ Ω. For simplicity, we will assume that ∂Ω is smooth (of class C ∞ ) and that it is transversal to the manifold Σ ∞ ( Ω). Throughout, we will use the following notation
The set Σ ∞ is therefore a one-dimensional manifold. We denote by Σ ∞ c the union of the closed curves in Σ ∞ and by Σ ∞ a the union of the non-closed components of Σ ∞ . We have then 
, where each component is simply connected and for any two distinct components Ω j and Ω k , we have either
The boundary ∂Ω j of each component Ω j of Ω\Σ ∞ a is a piecewise smooth curve and consists of an arc in ∂Ω with ending points on Σ 
, with the understanding that p
where Ω 0 j is the nonrelatively compact component of Ω j \Σ ∞ c and Ω j is the union of the relatively compact components. Hence, there exist closed orbits
, where Int(C) denotes the open domain bounded by the closed curve C. It follows then that
The following result is proved in [10] . 
Remark 2.2. Choose an orientation of R 2 and its induced orientation on the components Ω j 's of Ω\Σ ∞ a . Given a component Ω j , if the first integral F j preserves the orientation, then any other first integral also preserves the orientation. The components Ω j 's can thus be divided into two types: Those with orientation preserved and those with orientation reversed by first integrals. Furthermore, if Ω j and Ω k are two adjacent components (Ω j ∩ Ω k = ∅), then one of the component is orientation preserved and the other orientation reversed (see [10] for details).
The first integrals F j of Proposition 2.1 can be glued together to obtain a global first integral in 
Proof. Select a component Ω j of Ω\Σ ∞ a and label it V 0 so that, as in (2.4), we have 
with the A l 's and Γ l 's as in (2.2) and (2.3). Let
1 that satisfies the properties of the theorem. This extension of the first integral can be repeated through each orbit contained in ∂V 1 to a larger union of components V 2 and so on until we exhaust all the components of Σ ∞ a and reach the global first integral in Ω 0 .
Induced indices
For a function defined on the boundary of Ω, we define its indices with respect to the components of Ω\Σ ∞ a . Let L and Ω be, respectively, a vector field and an open set as in Section 2. Thus, Ω is simply connected, Ω ⊂ Ω, ∂Ω is a smooth closed curve and transversal to Σ ∞ a . We assume that ∂Ω is positively oriented (counterclockwise). Let
be the decomposition given in Section 2. We assume that N ≥ 1 and that Ω 1 is orientation preserved by the first integrals of L. 
where, for a real number r, [r] denotes the largest integer ≤ r. Now, we distinguish two types of orbits Γ jk . Those for which the integer q jk is even and those for which it is odd. Let
, and let n j be the number of elements in C 1 j . We define the index κ j of Λ relative to Ω j as follows:
Note that κ j ∈ Z for j = 1, · · · , N + 1.
Σ ∞ a consists of the vertical segments
Since the map Φ = (Re(F ), Im(F )) = (x, y(x 2 − 1)) is orientation preserving for |x| > 1 and orientation reversing for |x| < 1, then Ω 1 and Ω 3 are orientation preserved by first integrals and Ω 2 is orientation reversed. As oriented arcs we have 
The induced indices are respectively
where q 1 = [ϑ 1 /π]; q 2 = [ϑ 2 /π]; n 1 = 1 if q 1 is odd and 0 if not; n 2 = 2 if both q 1 and q 2 are odd, n 2 = 1 if only one q 1 or q 2 is odd and n 2 = 0 if both are even; and n 3 = 1 if q 2 is odd and 0 if not. In the case f (θ) = θ, we have q 0 = 2, ϑ 1 = −4π/3, ϑ 2 = 2π/3, q 1 = −2, q 2 = 0, n 1 = 0, n 2 = 0 and n 3 = 0. The numbers α jk are in this case α 1 = 2/3 and α 2 = 2/3. The indices are κ 1 = 0, κ 2 = −1, and κ 3 = 0
In the case f (θ) = π sin θ, we have q 0 = 0,
The indices are κ 1 = 0, κ 2 = −1, and κ 3 = −1.
The Homogeneous Riemann-Hilbert problem for L
We consider the simplest boundary value problem associated with a vector field. As in the previous section, L is a nonsingular complex vector field with real analytic coefficients given by (1.1) in an open set Ω ⊂ R 2 . We assume that L satisfies Condition (P) and that it has only minimal orbits. Let Ω be a bounded, simply 1 
connected open set, with Ω ⊂ Ω and with ∂Ω smooth and transversal to Σ ∞ ( Ω). As in the previous sections, we use the decompositions
where Γ jk and A jk are as described in Sections 2 and 3. Let Λ ∈ C σ (∂Ω, ∂D) with 0 < σ < 1. For each j ∈ {1, · · · , N + 1}, let κ j be the index of Λ relative to Ω j and for k ∈ {1, · · · , m}, let α jk ∈ [0, 1) be the associated jump with the orbit Γ jk as defined in (3.7). Denote by δ j the number of orbits Γ jk with α jk = 0. Consider the boundary value problem
We have the following theorem. 
This is a discontinuous RH-Problem that was considered by several authors (see for instance [1] , [5] , and [12] ). Note that with our definition of the jump ϑ jk of Λ along Γ jk , we have
where λ j (c ± ) = lim t→0 ± λ j (ce it ). Note also that (4.7) is valid whether Z j is orientation preserving or not. Now we proceed to the construction of solutions of Problem (4.6) as it is done in Chapter 3 of [1] . We transform the problem into a continuous RH-Problem and use the Schwarz operator to write the general solution. We start by defining the function λ j on ∂D by
(z α jk is defined through any branch of the logarithm). It is verified at once (see [1] ) that
, where q jk is the integer associated with the orbit Γ jk and defined through the jump ϑ jk by (3.7). Hence, λ j is continuous at the points c jk when q jk is even. To obtain a continuous function through the points with q jk odd, we consider the collection C 1 j = {c jk : q jk odd} (if not empty) as a set of ordered points in ∂D (by a the argument function) and write it as (4.10)
. We distinguish two cases depending on whether the number of elements, a, in C 1 j is even or odd. In case a is even, define the arcs in ∂D with ends on C 1 j as (4.11) B s = {ζ ∈ ∂D : arg c jµs < arg ζ < arg c jµs+1 } , 1 ≤ s < a , B a = {ζ ∈ ∂D : arg c jµa < arg ζ < arg c jµ1 + 2π} .
Let β : ∂D\C 1 j −→ {−1, 1} be the alternating function defined by (4.12) β(ζ) = (−1)
In the case when a is odd, consider an additional point c 0 ∈ ∂D\{c j1 , · · · , c jm } and 
It can be verified ( [1] ) that such a function λ 0 j is Hölder continuous on ∂D and that it has index κ j .
Assume that a is even, so that the function λ 
Consider the function w
The RH-Problem for w 0 j is then (4.17) ∂w
This is the classical RH-Problem with only the trivial solution, if κ j < 0 and with general solution for κ j ≥ 0, given by
κj ∈ C are arbitrary constants and where
, with S the Schwarz operator on the disk D:
Note that for z = ζ ∈ ∂D, we have Re(γ)(ζ) = arg λ 0 j (ζ) − κ j arg ζ. It follows from (4.16) and (4.18) that when κ j ≥ 0, the general solution Since there are δ j points c jk0 (with α jk0 = 0), then the (2κ j + 1)-real coefficients
We get then 2κ j − δ j + 1 independent solutions if 2κ j ≥ δ j and only the trivial solution, if 2κ j < δ j . Finally, we can define the continuous solutions of the original Problem (4.3) in Ω by
where w j is given by (4.21) and the coefficients satisfy (4.22). It follows also that the number of independent solutions is given by (4.4). 
iθ ) = e iθ , we found that κ 1 = κ 3 = 0, κ 2 = −1, and δ 1 = δ 2 = δ 3 = 0. Hence the RH-Problem
Re e −iθ u(2e iθ ) = 0 on ∂D(0, 2) has 2 independent solutions that are identically zero in Ω 2 .
For Λ(2e iθ ) = e i sin θ , this time we have κ 1 = 0, κ 2 = κ 3 = −1, and δ 1 = δ 2 = δ 3 = 0. Hence the RH-Problem
Re e −i sin θ u(2e iθ ) = 0 on ∂D(0, 2) has 1 independent solution that is identically zero in Ω 2 ∪ Ω 3 .
Nonhomogeneous RH problems
In this section we consider nonhomogeneous RH-Problems for the vector field L on a simply connected open set Ω. The assumptions on L and Ω are as in Section 4. The first problem to be studied is
where the functions Λ and φ are Hölder continuous: Λ ∈ C σ (∂Ω, C) and φ ∈ C σ (∂Ω, R), for some 0 < σ < 1. In general such a problem does not have continuous solutions throughout Ω, even in most simple cases, due to the fact that some of the induced indices of Λ might be negative. We will allow then for solutions to have a single pole in each of the regions with negative index (see Section 1 for the definition of a pole). We will also consider only the generic case when Λ takes different values at the ends of each arc Γ ∈ Σ ∞ a (so that the corresponding number α defined in (3.7) is positive: 0 < α < 1). Before, we state the main result about Problem 5.1, we recall the following property of Cauchy type integrals that will be used and whose proof can be found in [12] page 85. 
satisfies the following:
for z ∈ C\A to the left of A, with Φ 0 analytic and such that
for some K > 0 and 0 < α 0 < α.
satisfies the nonhomogeneous RH-Problem
with β the alternating function defined in (4.12) and ψ(ζ) = φ • Z −1 j (ζ) for ζ ∈ ∂D and ζ = c jk .
Suppose first that κ j ≥ 0. Then, the general solution of Problem (5.6) is given by
κj ∈ C are arbitrary constants, the function γ(z) is given by (4.19), S is the Schwarz operator in D given by (4.20) , and where
We need to understand the behavior of S( ρ)(z) as z ∈ D approaches a boundary point c jk . For this we rewrite S( ρ)(z) as
The function ρ(ζ)/ζ can be written as
With our choice of a branch of the logarithm as in the proof of Theorem 4.1, we have (5.13)
It follows from (5.10), (5.11), (5.12) and Lemma 5.1 that
for some K > 0 and 0 < α 0 jk < α jk and where
.
Therefore, it follows from (5.8) and (5.14) , that the function
with w * j analytic and w * j (c jk ) = 0. Therefore,
Since γ is given by (4.19), then
Hence, using (5.20) and (5.16) in (5.19), we get (5.21)
The expression for w j (c jk ) can be further simplified by noticing that 
. 
In summary, going back to the original problem, we see that in the case κ j ≥ 0, the function u j defined in Ω j by
is continuous on Ω j , satisfies
and is constant on each arc Γ jk along which it is uniquely determined by u(Γ jk ) = w j (c jk ) given by (5.24). Now we consider the case κ j < 0. The solution These various functions u j defined in Ω j yield a well defined continuous function u on the whole open set Ω (except at isolated poles). Furthermore, it is easily verifiable that u solves the RH-Problem (5.1).
Remark 5.3. The RH-Problem (5.1) could admit continuous solutions throughout Ω even when some of the indices κ j < 0, provided that the boundary functions Λ and φ satisfy (−κ j − 1)-conditions on ∂Ω j . These conditions simply mean that S( ρ) has a zero of order ≥ −κ j at z = 0 (where ρ is given by (5.9)). That is, The last problem we consider in this paper is (5.30) Lu = f in Ω , Re Λ u = φ on ∂Ω .
We assume that Λ and φ are as in Theorem 5.2 and f ∈ C ∞ (Ω) has zero periods on the closed orbits of L. By this, we mean that if we consider the dual differential form ω = Bdx − Ady of the vector field L, then there exists a C ∞ -differential form η in Ω such that f dx ∧ dy = ω ∧ η, and we say that f has zero periods on the closed orbits of L if It should be noted that this condition depends only on the function f and not on the particular choice of its representative η (any other representative is of the form η + gω for some function g). It is proved in [10] that condition (5.31) is a necessary and sufficient condition for the global solvability of L on Ω. Now we can state our result regarding Problem (5.30). Proof. We know from [10] that for a given f ∈ C ∞ (Ω) satisfying ( has a solution w such that w is Hölder continuous on Ω\{s j1 , . . . , s jn }, is C ω in Ω\Σ ∞ ∪ {s j1 , . . . , s jn }, and has a pole of order ≤ −κ j l at the points s j l . The function u = w + v is then the sought solution of Problem (5.30).
