Exascale systems are in need for alternative interconnection technologies. Electrical interconnects are not likely to scale well to a large number of computing nodes in terms of energy efficiency and latency. Silicon photonic networks stand as the main alternative to solve this problem, but are
further explained. Finally, Section 4 provides the reader with the challenges facing photonic technology. In this last section, conclusions are given regarding optical transmission medium integration in exascale systems.
CASE STUDY
This section describes the evaluated network design in great detail, so the reader can get a precise understanding of the different aspects taken into consideration that affect how the design performs in terms of optical signal attenuation and signal loss.
Photonic device characterization
Complex optical devices such as switches are often made of several photonic elements. These elements can be integrated into different materials, 10, [14] [15] [16] [17] [18] [19] [20] including silicon. Silicon-integrated devices have some physical characteristics that the computer architects must take into account when designing complex devices comprising several of these elements. These physical characteristics interact with optical signals when transmitting data through this medium, and therefore, they are a potential source of signal loss.
For this work, we have considered two main sources of signal loss:
• Insertion Loss: This is the power attenuation incurred by an optical signal along its path of propagation. Data transmission over the optical medium should be performed in such a way to keep signal regeneration using repeaters at its minimum (preferably none). Adding repeaters allows a signal to be sent further at additional latency or an increase in power consumption. If using repeaters in a way such as not to increase latency, eventually they won't be effective because the sub links between the repeaters will be unable to switch fast enough to carry the higher link bandwidth. Therefore, insertion loss should be as low as possible.
Then, it is clear that the complexity and size of a network is limited by the insertion loss since a photonic link can only exhibit a certain amount of loss before the signal becomes too weak to be properly received (assuming that repeaters are not used to regenerate the optical signals).
• Crosstalk: Leakage of a small portion of power from signals to intersecting waveguides and nearby segments along its path of propagation. At a given waveguide intersection, signals coming from different waveguides will leak a small portion of power to the other waveguides. This also occurs at resonator-based switches due to imperfect coupling of the wavelength channels and nearby waveguide segments.
If a device is modeled as having N ports from which an optical signal can ingress or egress, then the message can receive crosstalk from up to N − 1 foreign messages. If M is the set of signals present in the device and P k is the power of signal k, then the crosstalk seen by signal s is given by
Function IL (p k.in , p s.out ) calculates the insertion loss (a portion of the original signal power) between two ports of the device. p k.in denotes the input port of any signal other than s, and p s.out is the output port of signal s.
Crosstalk due to nearby waveguide segments increases as waveguides are close together; an inter-waveguide gap greater than 10 m makes this loss negligible. Therefore, we do not take into account crosstalk due to nearby segments as the inter-waveguide gap for the switch design used (see Section 2.2) is greater than 50 m.
Figures 1, 2, 3, 4, 5, 6, 7, and 8 describe some of the photonic devices modeled by PhotoNoCs using the Phoenixsim Photonic Device Library that has been used for our case study.
FIGURE 1
Waveguides are the basic structures used to transmit optical signals between sources and destinations and between photonic devices FIGURE 2 Waveguide bending is necessary to route optical paths, and it also allows to design complex devices without the need for intersecting waveguides. Nevertheless, bends introduce additional insertion loss. Also, loss during signal propagation is present FIGURE 3 Waveguide crossings are present in most designs. The reason is that waveguides can intersect without complete signal interference unlike wires carrying electronic signals. When the angle of intersection is 90 degrees, the interference is minimized. Signals will continue traveling through the waveguides, although each signal will suffer a small attenuation (Between 0.05 dB 21, 22 and 0.2 dB 23 ) FIGURE 4 Filters. Filtering can be achieved using either passive or active microrings (microring diameter cannot get smaller than 3 m 24 ). It is used to extract a single wavelength 1 from a waveguide with a set of 1 to n wavelength channels and steer it down the other
The 1 × 2 crossbar is used to route signals coming from one input waveguide to either one of two possible output waveguides. These devices route signals using the space domain; therefore, the entire wdm spectrum is routed. To achieve this, larger broadband microring resonators are used
The 2 × 2 crossbar routes signals coming from either input waveguide to any output waveguide, acting as a full 2 × 2 crossbar. To achieve this, two microring resonators are needed (only one was needed for the 1 × 2 crossbar) FIGURE 7 Modulators are designed to encode a data stream onto a single wavelength channel using ook technique. This requires an active microring resonator that is designed to change its resonance frequency via carrier injection (in a silicon pin diode). The presence or absence of charge in a specific region of the microring changes the wavelength to which the ring will resonate FIGURE 8 Photodetectors convert optical energy into electrical energy through the use of a photodiode. In many cases, the voltage output from the photodetector requires amplification, which is typically provided by a transimpedance amplifier
SiPh switch: optical hitless switch
There are several developments in microring-based switches for silicon photonic interconnection networks in many-core computing systems. For this work, we have selected the particular switch design shown in Figure 9 . The optical hitless switch 10 is a spatially non-blocking optical 4 × 4 switch to be used in integrated photonic networks.
The use of this particular design is motivated by its ability to dynamically select the destination from an input source using active broadband microrings. 25 Therefore, switching is performed in the spatial domain (S). On the other hand, passive routing relies in the wavelength domain (W) to route data, requiring as many wavelength channels as end-points using microrings tunned to resonate at a fixed wavelength. Using active routing in the space domain instead of passive routing in the wavelength domain improves design scalability as the amount of end-points increases.
Contention is another key aspect addressed by the hitless design of this proposal. Single wavelength networks suffer from contention problems.
In this case, contention is avoided by the ability of the switch design to route any of the inputs to any available output without using the same physical path. The routing is accomplished by having one dedicated waveguide for each input-output combination. Note that signals are never routed back through their direction of origin nor to the same direction as another signal. This means that switching multiple signals through this switch should be performed in a way that, for a given signal s to be sent through output port o, there must not be any other signal r to be sent through the same output port o. Table 1 shows the microrings to be configured to allow any given combination of I/O ports. On the other hand, the possible 9 combinations of I/O ports that avoid overlaps on the waveguides used by each flow of data have been included in Table 2 .
2.3
Topology, switching scheme, and traffic
Topology
Our case study takes different configurations of a bidimensional square mesh where each node is an optical switch (described in Section 2.2). We have chosen mesh sizes ranging from 2 × 2 up to 16 × 16 switches for a total of 15 different network sizes. Figure 10 shows how the optical switches are connected in a 4 × 4 mesh.
Other topologies (such as rings) benefit from the wavelength domain to switch data (W) using WDM techniques; these topologies can be classified by their crossbar implementation:
Optical switches interconnection
• MWSR (Multiple Writer, Single Reader): A different wavelength is assigned to each node; to communicate with that node, senders have to modulate data using that wavelength. 26
• SWMR (Single Writer, Multiple Reader): Suitable for broadcast, there is a wavelength for each sender, nodes receiving data will drive that wavelength into their photodetector. 27 The topology used in this study does not use the wavelength domain (W) to switch data; therefore, it does not fall into any of these categories.
Switching scheme
Efforts focused on silicon designs based on waveguide delay lines showed that high transmission rates make buffered signals deteriorate. 28 This forces the end-points to agree a priori on when to send to a particular destination and the path has to be reserved before the transmission takes place. For this reason, as in this case, optical switches tend to be arbitrated in a circuit switching fashion.
For the sake of simplicity, we have chosen a deterministic way to make the path reservation given by the XY Dimension-Order Routing Algorithm, 29, 30 where the X dimension is routed first then Y dimension is followed until the destination is reached.
Traffic
In order to measure the different aspects of the system, messages need to be injected. Upon arrival of these messages, statistic recording is performed. The destination of these messages is chosen at the source, with the following techniques:
• Random. For each message, a random destination is chosen from the available switches in the network.
• Neighbor.Each source sends each message to a random neighbor (4 in a mesh, except borders).
• N-to-One.A random destination is chosen at startup where every other node will send its messages.
• Tornado. For each message, each source choses a random destination either in its same row or column.
The size of the injected messages follows a normal distribution: N(8192, 2048) in bits.
EVALUATION
The main goal of this evaluation section is not to evaluate a new optical switch proposal. However, the idea is to use a well-known proposal and evaluate its scalability as well as the challenges that architects must face when designing networks using optical signaling and photonic devices.
In the following sections, we analyze the case study described in Section 2 regarding different aspects:
• Signal Loss Sources: Signal integrity is affected by multiple sources of signal loss. In Section 3.1, we analyze these sources and their impact.
• Signal Detection Ability: With respect to signal power, we evaluate whether optical signals can be properly detected at the receiver in Section 3.2.
Signal loss sources

Description
Computer architects must be aware of the different sources of signal loss that take place in SiPh designs. A worst-case analysis of the photonic losses that will be experienced as the photons move from transmitter to receiver is of special importance as it gives the architect an estimate of the laser power required for a photonic network to operate correctly. As we will describe later, the on-chip attenuation sources include the waveguide, waveguide intersections, waveguide bends, and attenuation due to the rings themselves. Following, there is a description of each signal loss source we analyze in this section.
• Waveguide Bendings: Bends introduce additional signal degradation although not as much as other signal loss sources. This loss depends on the bending degree.
• Waveguide Crossings: Waveguides can intersect without almost complete signal interference as long as its angle of intersection is 90 degrees.
In this case, the interference is minimized. Signals traveling down each waveguide will continue on intact, although each signal will suffer a small attenuation. Architects must keep in mind that the cumulative effect of a large number of intersections may make the waveguide layout infeasible.
• Pass through Off-Resonance Ring: Microring resonators tuned to resonate to a different wavelength that the one present in the waveguide also produce a small attenuation. This means that signal deteriorates as it passes through microrings off-resonance to it.
• Pass through On-Resonance Ring: Both passive and active microring resonators cause signal attenuation on their on-resonance wavelengths.
The case for active microrings is even worst as the injection of current into the microring base causes signal attenuation when transitioning wavelengths. As more current is injected, the resonance both shifts to a shorter wavelength, and the amplitude of the resonated wavelength decreases (the signal deteriorates). Passive microrings are not electrically excited; therefore, their loss (although present) is not as high as their active versions.
• Propagation: Scattering loss due to roughness of the waveguide sidewall is the main source of propagation loss in on-chip waveguides. Besides,
propagation loss is present in every photonic device as the signals have to travel through them.
Each source of signal loss is driven by the parameters shown in Table 3 .
Results
To give a qualitative study of the sources of signal loss and their impact, we have performed tests increasing the network size and the amount of wavelength channels used for transmitting data. The results (for random traffic) are shown in Figures 11* and 13. †
Fixed wavelength channels
The analysis performed using 8 wavelength channels while varying the network size ( Figure 11A ‡ ) reveals a linear growth of the losses due to bending, crossing, passing through off-resonance rings, and propagation sources of signal loss as the network size is increased from 2 × 2 (4 nodes) up to 16 × 16 mesh (256 nodes). Signal loss due to passing through on-resonance rings remains constant because modulation of signals is performed four times: two at transmitter, § one at the receiver to extract the signal from the optical switch, and one during the optical path following a dimension-order path reservation as it will have to take a turn depending on the destination.
The impact of each loss source is shown in Figure 11B . We observe that, as we increase the network size, losses due to waveguide crossings and propagation become the main contributors of the total loss achieved for any particular signal. Our previous work 13 showed that waveguide crossings had a large impact for the optical hitless switch design. Propagation becomes the greatest source of signal loss due to the increase of the chip area needed to integrate a large amount of nodes (≈ 400mm 2 for an 8 × 8 mesh).
Fixed network size Figure 13 shows the analysis performed for a fixed network size (8 × 8 mesh, 64 nodes) while increasing the amount of wavelength channels used.
From Figure 13A , we observe that losses due to bending and crossing keep constant without being affected by the increase of the amount of wavelength channels used, which means that, for a particular signal, their effect is the same regardless of the amount of signals modulated. Losses due to passing through on-resonance rings exhibits the same behavior as the previous scenario shown in Figure 11A and yields the same explanation.
*Similar results were obtained with n-to-one and tornado traffic patterns, neighbor traffic is not affected by network size. † Similar results were obtained with n-to-one, tornado and neighbor traffic. ‡ Mean and standard deviation for each signal source loss are shown. § Transmitting requires one active ring for the modulation of the optical signal driven by electrical pulses plus one additional active ring to inject the signal into the optical switch. Losses due to passing through off-resonance rings and propagation grow exponentially with the wavelength channels amount increase. This is explained by the amount of active microrings needed at the modulator when converting from the electrical domain to the optical domain, also at the receiver side when filtering these signals to route them toward the photodectectors. The amount of active microrings needed to modulate n wavelengths must be equal to n. Therefore, as we increase the amount of wavelengths used to transmit data in parallel, signals will have to traverse n − 1 off-resonance microrings in the worst case. Figure 12 helps us to understand this: in the case for 1 , it will go through all 2 to n off-resonance active microrings.
Propagation loss rise can be explained in terms of the increase of the distance that signals travel at the modulator and detector components, as more microrings are needed, distance increases by 2r * R * d ring * (R − 1) micrometers, where r is the microring radius, R is the amount of microrings and d ring is the distance between them (see Figure 12 ).
The impact of each loss source is shown in Figure 13B . In this case, waveguide crossings are the main source of signal loss when a small amount of wavelength channels is used. As the amount of wavelength channels increase, losses due to off-resonance rings passing and propagation become the main sources of signal loss. 
Signal detection ability 3.2.1 Description
The ability to detect optical signals and convert them into the electrical domain must be guaranteed if we do not want to lose information. This is of special relevance as these failures can lead the system into an unrecoverable situation. In this section, we will study the limits of signal detection ability for the case study described previously. This will, in fact, reveal the maximum size of the network we can afford transmitting data through the optical medium in a mesh layout.
Current optical fabrication techniques allow the construction of photodetectors with a sensitivity of −13.1 dBm. 33 Another component necessary to transmit optical signals is the laser. The efficiency of off-chip lasers is a serious concern, but it is a parameter the architect does not have control over; therefore, we will use a conservative value of 10.0 dBm for the laser power and a laser efficiency of 0.6. These components establish the boundary of the optical loss budget available to guarantee successful data transmissions.
Mean
Optical loss budget
This metric represents the difference of the maximum injectable laser power into the network and the minimum detectable power at the receivers.
The maximum injectable laser power is limited by the threshold of undesirable nonlinear optical effects in silicon, which deteriorate signal integrity when the signal power is too high. The Wavelength Division Multiplexing technique must be taken into account if used, although it enables data signals to be transmitted in parallel across different wavelength channels; the total optical power (sum across all present wavelength channels) must still remain below this nonlinear limit.
Results
With all these aspects in mind, we will study the signal detection ability of the design in terms of network size (amount of switches), amount of wavelength signals used (WDM technique), and traffic pattern used (Section 2.3). Figure 14 shows the mean, standard deviation, and maximum/minimum of the signal power seen by the photodetector just before it is converted to the electrical domain using 8 (left side graphs) and 64 (right side graphs) wavelength channels, respectively, to transmit data in parallel. These figures also show the photodetector sensibility (horizontal line) fixed at 13.1 dBm. 33 As we can see in Figure 14 , using 8 wavelength channels, signal detection cannot be properly performed in the following situation for each traffic pattern:
• N-to-One( Figure 14A ): Signals cannot be detected for networks greater than 49 nodes (7 × 7 mesh).
• Random and Tornado ( Figures 14C and14D) : Signals cannot be detected for networks greater than 25 nodes (5 × 5 mesh). More details in terms of percentage of undetectable messages are given in Tables A1,   ¶ A2 , A3, and A4 for neighbor, n-to-one, random, and tornado traffic, respectively.
The results bring the network architect a new perspective based on different communication patterns. This information plays a critical role in designing the interconnection network as it allows to identify best and worst use cases of this transmission medium for the system proposed.
In this case, communication between neighbors is viable up to 64 wavelengths, notice that E/O/E conversion between transmission mediums is less energy efficient than using only electrical transmission; moreover, latency overhead is introduced by inter-medium conversions. Nevertheless, higher bandwidth can be achieved using 64 wavelengths to transmit data (at a rate of tens of GHz) through the optical medium, which means that this might be a viable use case if adjacent nodes need to transmit large amounts of data in bulk.
N-to-One communication pattern is also viable for a reasonable amount of nodes and wavelengths used. In this case, nodes can take advantage of the optical medium by sending data through it, thus alleviating congestion that often arise for the electrical medium when these communication patterns are present.
On the other hand, random and tornado traffic patterns show that, for the network proposed, they do not scale well as the amount of nodes increases, making them unsuitable use cases for transmission happening within the optical medium.
CONCLUSION
Photonics has a different mechanism of signal propagation and the potential to overcome the drawbacks of electrical signaling. This work examines multiple aspects of the photonic technology from an architectural point of view. It exposes the challenges faced when designing interconnection networks using the optical transmission medium. These challenges, among others, have to be addressed before this new solution can be effectively used in future exascale systems.
Signal loss
Section 3.1 shows the limitations of this technology when scaling it to support a large amount of end-points. Switch designs and network layouts must be optimized to reduce losses due to waveguide crossings and propagation, which are the main sources of signal loss when increasing the network size. ¶ Neighbor traffic does not produce undetectable messages.
Architects should try to avoid these limitations by using planar network layouts and new switch designs that minimize crossings. Scalable network designs must be addressed such that an increase in the amount of end-points does not translate in an increase of the physical distance between them in the same proportion, minimizing propagation losses.
In addition, increasing the bandwidth of a link that uses WDM means more signal crosstalk, and an increase of propagation and off-resonance rings losses. New modulation techniques and devices that take benefit of multiplexing in the Time Domain instead of relying just on the Wavelength Domain to transmit data in parallel are an effective solution to deal with this problem. 34 Signal power and detection ability
The signal detection ability as described in Section 3.2 must be another critical issue that the architects should think of. As we have shown, the ability to detect signals relies heavily on the detector sensibility, and the network design through which different message traffic patterns are injected.
On the other hand, detection ability should not be addressed only in terms of detector sensibility and network design but also on laser efficiency.
An improved laser efficiency will allow for a greater Optical Budget and improved Signal-to-Noise ratio.
Final remarks: are we there yet?
In this paper, we have analyzed multiple aspects of photonics that computer architects must know when designing this type of networks for the exascale era. Addressing these problems will enable the integration of this technology not only for scientific purposes but also into commercial products.
Given the actual state of the art regarding SiPh devices, we are limited in terms of scalability due to signal integrity issues (among others) if a transparent interconnect approach is pursued, ie, without O/E/O conversions, therefore without buffering capabilities and nodes dialing optical connections to other nodes.
Topologies have to be designed to cope with these limitations, being topologies such as 2D meshes (widely used with electronic signaling) not suitable for this new technology.
Nevertheless, new proposals are being deployed addressing the previous challenges described and challenges related to thermal issues, resilience, manufacture process variations, and microring trimming. [35] [36] [37] [38] 
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