In assessment surveys, unequal probability sampling without replacement (Cochran, 1977; Kish, 1965 ) is used to draw samples. One such type of sampling approach is two-stage probability-proportional-to-size (PPS) sampling, 1 with a PPS selection of schools and a simple random sampling (SRS) of students. For example, two-stage PPS sampling has been applied in the National Assessment of Educational Progress (NAEP; Allen, Donoghue, & Schoeps, 2001; Rust, 1985) and in the Programme for International Student Assessment (PISA; Nohara, 2001; Turner & Adams, 2007) .
For a two-stage PPS sampling without replacement, the Horvitz-Thompson (H-T; Horvitz & Thompson, 1952) estimator is often used to estimate the population total, and its variance formula (Cochran, 1977, p. 260; Wolter, 2007) can also be derived. For a nonlinear function of estimates, such as the ratio estimator of two means, the delta method (Cochran, 1977, p. 154 ; C. R. Rao, 1973, pp. 385-389) , based on a Taylor series approximation, can be used to derive the formulae used in variance estimation. For stratified complex sampling, Woodruff (1971) applied the delta method to approximate the variance of a complicated estimate.
One condition for applying the variance formula of the H-T estimators involves having information about the joint probabilities of all the possible pairs of sample units that are included during the first stage of a two-stage PPS sampling process. However, joint inclusion probabilities are usually not available for survey data; therefore it is hard to apply a formula to estimate variances for data drawn by PPS sampling without replacement.
To address this issue, Hájek (1964) explored the properties of joint inclusion probabilities and derived a formula based on rejective sampling, a sampling procedure in which a Poisson sample is rejected unless it contains exactly n sample units as required by the sample design (Fuller, 2009; Hájek, 1981, p. 66) . Rejective sampling is also called conditional Poisson sampling. Accordingly, some researchers (Lohr, 1999; Qian, 2015; Särndal & Lundström, 2005) have recommended using Hájek's approximation of the joint inclusion probability in formula-based variance estimation with data drawn by PPS sampling without replacement and derived corresponding formulae. However, few studies have evaluated such applications based on real and/or simulation data; thus issues still exist in applying Hájek's approximation to formulabased variance estimation.
Moreover, Berger (2003 Berger ( , 2004 proposed several adjusted Hájek-based variance estimators and applied the Hájek approach to weighted least squares regression. Based on Monte Carlo studies, Fuller (2009) discussed some design properties of a rejective sampling procedure. Särndal, Swenson, and Wretman (1992) used the Hájek approximation in model-assisted survey sampling. Rizzo and Rust (2011) developed an approximated estimation of the joint inclusion probabilities in variance estimation and applied it to analyzing NAEP samples (Kali, Burke, Hicks, Rizzo, & Rust, 2011; Qian, 2015) .
The goal of this study is to assess the appropriateness of applying Hájek's approximation to variance estimation with complex data, both simulation and real, drawn by PPS sampling without replacement. The study is focused on two tasks: first, to conduct simulations to check the accuracy of the approximation of the joint inclusion probabilities estimated by Hájek's approximation, and second, based on real survey data, to compare the variances estimated by the formula with Hájek's approximation with those estimated by a grouped jackknife approach. The real data sets used are the NAEP state assessment samples drawn by two-stage systematic PPS sampling.
In the next section, the methodologies applied are reviewed, including the two-stage PPS sampling without replacement, the H-T estimator, the Hájek approximation of joint probability, and the sampling approaches employed in the simulation. In the "Results" section, the simulation results of the joint probabilities are used to examine the goodness of Hájek's approximation. The jackknifed variance estimates are compared with the variances estimated from the formulabased method using Hájek approximation. The final section offers a summary and conclusions.
Methodology Probability Sampling Without Replacement
In sampling, and for assessment surveys in particular, sample designers prefer using a two-stage design with PPS selection of schools and SRS selection of students, for example, as with the NAEP state assessments.
When drawing a probability sample without replacement, each selection will modify the chances of other cases to be selected; that is, the probability of making a given selection is no longer independent from the others. A properly designed, unequal probability sampling without replacement, of sample size n from a population of size N, will guarantee that each unit in the population has the designated inclusion probability to be drawn in an n -step procedure of selection. Let i be the inclusion probability of sample unit i (=1, 2, … , N) and let ij be the joint inclusion probability of sample units i and j (i and j = 1, 2, … , N), that is, the chance that both units i and j are included in the sample through the drawing of a sample. A properly implemented unequal probability sampling without replacement satisfies the following properties: (Cochran, 1977, p. 259 ).
Horvitz-Thompson Estimators for Survey Samples

Horvitz-Thompson Estimators
For a two-stage PPS sampling design, let y ik be the value of a variable of interest for student k in school i. Assume that the population consists of N schools and, for the first stage of sampling, that the sample size of schools is n. Let M i be the total number of students in school i; let m i be the sample size of students drawn from school i. LetỸ i = ∑ M i j=1 y ij be the school total in school i. The statistic of interest is population total,Ỹ = ∑ N i=1Ỹi , a sum of all school totals. Let i be the inclusion probability of school i. The school weight for school i (=1, 2, … , n) equals the inverse of i ; that is, w i = −1 i (Allen et al., 2001; Rust & Johnson, 1992) . Let k|i be the conditional inclusion probability for student k in school i. The conditional case weight for student k within school i is w k|i = −1 k|i . The case weights for student k in school i equal w ik = −1 i −1 k|i (i = 1, 2, … , n and k = 1, 2, … , m i ); after being created, the case weights are often also subject to
Applying the Hájek Approach in Variance Estimation data adjustments such as poststratification and raking (Allen et al., 2001; Rust, Bethel, Burke, & Hansen, 1990 (Cochran, 1977) for the total is de fined asỹ
which is an unbiased estimator of the population totalỸ.
Variance of a Horvitz-Thompson Estimator of the Total
Let ij be the joint inclusion probabilities of schools i and j. The variance ofỸ HT is
(2) (Cochran, 1977, p. 301; Lohr, 1999, p. 245) , where the squared standard deviation (SD 2 ) S 2 2i =
The expression is in the Sen-Yates-Grundy (SYG) form of the variance ofỸ HT (Sen, 1953; Yates & Grundy, 1953) . The estimate of V(Ỹ HT ) is
(3) (Lohr, 1999, p. 245) . In Equation 3, s 2 2i is the estimator of S 2 2i ; it can be
where weighted average
w ik (Feng, Ni, & Zou, 1998, p. 262) . Because of the variability in its values, the term i j − ij in the variance estimates of the H-T estimator can be negative. Moreover, the computation of the formula v(ỹ HT ) in Equation 3 requires knowledge of the joint inclusion probabilities ij , that is, an n × n symmetric matrix of the ij s. However, these probabilities are often unavailable to data users. This study is intended to solve the issue by applying Hájek's approximation to formula-based variance estimation and then evaluating the approximation via the simulation.
Variance of a Horvitz-Thompson Estimator of the Mean
Let̃=
∑ N i=1 M i be the population size. Thus the population mean is defined as
The H-T estimator of the mean,
is a ratio estimator of two total estimators, where the H-T estimator of the population sizew = ∑ n i=1wi and
w ik . Note that the inclusion probability of student k in school i is w ik = ( i k|i ) − 1 . Although y HT is biased (Cochran, 1977, p. 155; Hájek, 1960) , the bias vanishes as the sample sizes increase; this bias has order O(n − 1 ) and goes to 0 as the sample size n increases.
Because the estimator y HT is a nonlinear function, its variance formula can be derived by the delta method (Cochran, 1977; C. R. Rao, 1973, pp. 385-89) , an approach based on Taylor approximation. For the H-T estimator of the population size, E (w) =̃. When the sample sizes in the two-stage sample are large, the discrepancy betweenw and̃tends to be small, that is,w ≈̃; the term y HT − Y approximately equals
So the variance of y HT can be approximated by
where the form of (Cochran, 1977, p. 155) , which has order
, in the format of a ratio, can be estimated by a ratio estimator of v (z HT ) tow 2 (Cochran, 1977, p. 153) :
The term 
where s 2 z, 2i is defined as
Note that the estimator s 2 z, 2i is not unique. Similarly, the variance V
can also be estimated:
w ik . The variance term v (w) can also be estimated by Equation 3: (Kish, 1965, p. 285) .
The Hájek Joint Inclusion Probability Approximation
Based on rejective sampling, Hájek (1981, p. 75) provided an asymptotically valid approximation of ij :̂H
Hájek also showed the following large-sample property: Hájek, 1964 Hájek, , p. 1496 . Under this Hájek setup, the term i j −̂H ,ij approximates i j − ij .
Estimators of Hájek's c
The application of c requires information on all the inclusion probabilities 1 , 2 , … , and N ; however, most of the assessment data sets only contain 1 , 2 , … , and n . Thus the parameter c cannot be computed directly and has to be estimated. One method of estimation uses the H-T estimator:
For unequal probability sampling without replacement, the estimatorĉ 1 is an unbiased estimator of c, and the variance of c 1 , Cochran, 1977, p. 260) , can be estimated by Cochran, 1977, p. 261) . Based onĉ 1 ,̂i j (i and j = 1, 2, … , n) can be estimated bŷĉ
Hájek's c, that is, 
In addition, instead of estimating ij , we can estimated Hájek, ij directly. For the unequal probability sampling without replacement, one of the large-sample properties of
when N → ∞ while n is fixed, one set of the Hartley-Rao conditions (Hájek, 1964 (Hájek, , p. 1495 Hartley & Rao, 1962) . The property in Equation 12 is false if
the formulae based on Equation 12 are applicable if N is much larger than n (Hájek, 1964 (Hájek, , p. 1496 . The large-sample property in Equation 12 implies (
Therefore the formd can be treated as the lower bound of the estimator ofd Hájek, ij , where η is a small positive number and can be a function of i , j , and ij . Althoughd Hájek, ij can also be expressed in the form 1/(γ − 1) with γ having a value range (n, ∞), it is more straightforward to discuss modified estimators in the form of Equation 13, as follows. The empirical results in "Results" section show that η can be estimated adequately by the geometric mean and the arithmetic mean of i and j :d
andd
Compared withd Arith, ij , the estimatord Geo, ij is less conservative. The approximation ofd HR, ij with η = min( i, j ) iŝ . Compared with school inclusion probabilities, if the joint inclusion probabilities are very small, the estimation ofd RR, ij can be conservative and underestimated. The empirical results in the "Results" section show that those yielded by the formula-based variance estimation using Hájek'sĉ 1 andĉ 2 are compatible with those using the approximationsd Arith, ij ,d Geo, ij , andd RR, ij . Note that, in application, Equation 13 is applicable only if N is much larger than n, which may not be true for a sample drawn from a small state.
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Applying the Hájek Approach in Variance Estimation
The Sampling Approaches Used in the Simulation
In the simulation, the Durbin and Brewer-Rao sampling approaches (Cochran, 1977) are used to draw PPS samples of size 2 (n = 2) without replacement. The joint inclusion probabilities are known for the samples drawn by the Durbin and Brewer-Rao approaches. Thus the joint inclusion probabilities estimated with Hájek's approximation can be compared with the known probabilities.
Brewer-Rao Approach (Sample Size n = 2)
. Assume z i < 0.5, which guarantees that every case has a positive probability to be selected; define
The Brewer-Rao approach consists of two steps:
1 During the first drawing, case i is selected with the probability
2 During the second drawing, case j (j ≠ i) will be selected with the probability
The inclusion probability of unit i is then
. The joint probability can be expressed as
It is straightforward to verify that
For the Brewer-Rao approach, the term i j − ij > 0 (J. N. K. Rao, 1965) , whereas the same term i j − ij in the variance estimates of the H-T estimator can be negative for data drawn by other PPS sampling methods.
Durbin Approach (Sample Size n = 2)
Z i and D are defined in the same way as for Brewer's approach. The two steps for implementing Durbin's approach are as follows:
1 During the first drawing, case i is drawn with the probability Z i . 2 During the second drawing, case j (j ≠ i) will be drawn with the probability 
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The inclusion probability of case i is
Clearly the joint inclusion probability of cases i and j is
which is the same as in Brewer's approach. In this regard, Durbin's approach is equivalent to Brewer's.
Results
The Results of the Simulation
To evaluate the Hájek approximation of the joint inclusion probabilities, the simulation data are generated by PPS sampling approaches without replacement, that is, the Durbin and Brewer-Rao approaches introduced in the "Methodology" section of this report. The joint inclusion probabilities of any two units in a sample can be (a) computed by the formulae in Equation 18 or Equation 20, (b) estimated by the proportion of unit pairs in a Monte Carlo process, and (c) estimated by the formulae with Hájek's approximation in Equations 7, 9, and 11. Therefore the estimates of the joint probabilities yielded by the formula with Hájek's approximation can be directly compared with the joint inclusion probabilities. Table 1 presents a summary of the five population frames used in the simulation. Each frame contains 40 aggregates (N = 40), corresponding to school clusters in a sampling, with different sizes. The sample units, corresponding to students in a sampling, per aggregate range from 100 to 200, and the standard deviations of aggregate sizes range from 32.1 to 68.44, as listed in columns 4 and 5 in Table 1 , respectively. Column 3 contains the total size of the 40 aggregates from the five frames, ranging from 4,000 to 8,000. Let M = ∑ 40 i=1 M i be the total size of the 40 aggregates in a sampling frame. For each frame, the proportion of all the aggregate sizes z i = M i /M (i = 1, 2, … , 40) is known, implying that the aggregate sizes are normalized to 1, that is, ∑ 40 i=1 z i = 1. Thus i = z i is the inclusion probability of aggregate i in the PPS sampling. In the simulation, each sampling frame is formed by a set of normalized z i s. Several factors can cause the discrepancies in the relative absolute errors. First, the relative absolute error is a ratio estimator that is subject to large errors; second, the joint inclusion probabilities are the estimates of very small proportions with an average value of .12 to .14; third, the size of the simulation is limited to N = 40, n = 2, and 16,000 replications. Because the large-sample properties of the PPS sampling without replacement (Hájek, 1964) are derived based on Poisson sampling when n → ∞ and (N − n) → ∞, all the simulation parameters, such as N, n, and replication times, need to be expanded for better accuracy. In particular, as n increases, the increase of N must occur at a faster rate, and the number of combinations of possible joint selections will increase exponentially. This is indeed a computationally heavy task, even with contemporary software such as the SAS packages (SAS Institute Inc., 2011 , 2014 .
Empirical Variance Estimates Yielded by the Formula Incorporating the Hájek Approximation
The empirical data employed in assessing the formula-based variance estimates using the Hájek approximation are the 2009 NAEP state science assessment samples, which were drawn using a two-stage systematic PPS sample design using the systematic PPS selection for schools at the first stage and SRS selection for students at the second stage. Although the inclusion probability of any school is proportional to size for the systematic PPS sampling, it differs somewhat from the regular PPS sampling because some pairs of schools in the sampling frame can be excluded from the samples. Moreover, a sorting algorithm for the sample units in a sampling frame can impose some effects on variance estimates (Cochran, 1977, pp. 212-221) , although the stratification and sorting algorithms for the sample units in the NAEP sample design are carefully considered (Allen et al., 2001) .
In formula-based variance estimation with empirical data, the estimators of Hájek'sĉ 1 andĉ 2 in Equations 8 and 10 and ofd Arith, ij ,d Geo, ij , andd RR, ij in Equations 14-16 are employed. Note that the variance estimates of means yielded by the jackknife replicate resampling (JRR) procedure (Wolter, 2007) are also presented for reference. To implement the jackknife procedure, the jackknifing strata are created by first aggregating a pair of groups (e.g., primary sampling units or schools) in one stratum; then, a replicate sample is formed by randomly dropping one school and doubling the weights of the cases in the remaining school. Moreover, the strata are formed in a way consistent with the sampling mechanism. The details of the NAEP jackknife procedure can be found in the NAEP 1998 Technical Report (Allen et al., 2001; Qian, 2005) . Note that all the assessment items of the 2009 NAEP science are treated as being of one-dimensional scale in operational analysis. Table 4 presents the sizes of the schools in the population and the schools sampled and the mean estimates of the five states of the NAEP 2009 science assessment. The table contains the variances of the mean scores obtained from the and other standard errors estimated incorporating Hájek's approximations across states for total, male, and female groups. For five state samples, the correlation coefficients between the standard errors estimated with Hájek'sĉ 1 and the standard errors withĉ 2 for total, male, and female groups are .998, .997, and .999, respectively. Moreover, the standard deviations of the standard errors estimated by the formula withĉ 1 are also very close to those estimated withĉ 2 for total, male, and female groups. The results of the standard deviations of the standard errors estimated using Hájek'sĉ 1 andĉ 2 can be found in Table 6 . for total, male, and female groups are approximately 13.3%, 9.0%, and 9.5% smaller, respectively. The approximationd Arith, ij is the least conservative among the three, whereas, by contrast, the approximation d RR, ij can cause overestimation in variance. In application, the approximationd Geo, ij is relatively robust, even when there exist large gaps in the numbers of students in school pairs in a sample.
In general, the three sets of standard error estimates incorporatingd Arith, ij ,d Geo, ij , andd RR, ij , respectively, are compatible with and close to each other. In Table 5 , the correlation coefficients across states between SEĉ 1 and the standard errors with other Hájek's approximations are all larger than .98 for total, male, and female groups. For example, using SEĉ 1 as the basis, the correlations between the standard errors estimated withd Arith, ij and those estimated with Hájek'sĉ 1 for total, male, and female groups are .997, .995, and .999, respectively. Evidently, the empirical estimates incorporatingd Arith, ij ,d Geo, ij , andd RR, ij are all compatible with those estimated with Hájek'sĉ 1 , in particular, for those based ond Geo, ij .
The correlation coefficients between the standard errors estimated with Hájek's c (c 1 or c 2 ) and the jackknifed standard errors range from .25 to .45-not as high as those between SEĉ 1 and the standard errors with other Hájek's approximations. It appears that the standard errors estimated incorporating the Hájek approximation are more volatile than those from the jackknifing approach. Compared with the five standard errors yielded by the jackknifing procedure, either for total, male, or female groups, formula-based standard errors are smaller in about three out of five cases. A couple of confounding factors could have caused this trend. The NAEP state samples were selected using a two-stage systematic PPS sample design from a sampling frame sorted by demographics, and these samples differ with the data drawn by PPS sampling without replacement. The use of systematic sampling is likely to reduce sampling variance (Burke & Rust, 1995) . Although the formula-based variance estimation incorporating the Hájek approximation is appropriate to be applied to the data drawn by PPS sampling, further studies need to be pursued before applying it to the data drawn by systematic PPS sampling. The results of the JRR variance estimates are not the focus of this study and are presented for reference only. (Allen et al., 2001, pp. 61-77) . The sample design of the systematic PPS approach, which is different from standard PPS sampling, does not assign a nonzero chance of including every pair of sample units in the sampling frame.
