Abstract. We propose a multigrid approach for the global optimization of a class of polynomial opti-4 mization problems with sparse support. The problems we consider arise from the discretization of infinite 5 dimensional optimization problems, such as PDE optimization problems, boundary value problems and some 6 global optimization applications. In many of these applications, the level of discretization can be used to obtain 7 a hierarchy of optimization models that captures the underlying infinite dimensional problem at different degrees 8 of fidelity. This approach, inspired by multigrid methods, has been successfully used for decades to solve large 9 systems of linear equations. However, it has not been adapted to SDP relaxations of polynomial optimization 10 problems. The main difficulty is that the geometric information between grids is lost when the original problem 11 is approximated via an SDP relaxation. Despite the loss of geometric information, we show how a multigrid 12 approach can be applied by developing prolongation operators to relate the primal and dual variables of the SDP 13 relaxation between lower and higher levels in the hierarchy of discretizations. We develop sufficient conditions 14 for the operators to be useful in applications. Our conditions are easy to verify in practice, and we discuss how 15 they can be used to reduce the complexity of infeasible interior point methods. Our preliminary results highlight 16 two promising advantages of following a multigrid approach in contrast with a pure interior point method: the 17 percentage of problems that can be solved to a high accuracy is much higher, and the time necessary to find a 18 solution can be reduced significantly, especially for large scale problems. 19
Introduction. Exploiting sparsity with specialized Semidefinite Programming (SDP)
relaxations had a huge impact on the application of SDP relaxations to realistic polynomial 23 optimization problems. Indeed, when using the classical Lasserre hierarchy it is only possible to 24 solve problems with a few dimensions but by exploiting the sparsity present in many applications 25 it is possible to solve problems with several hundred variables [13, 31] . In this paper, we argue 26 that many applications have additional structure that can be exploited to similar effect. In is still not possible to solve realistic instances of the models arising in these applications using 33 sparse SDP relaxations. The main contribution of this paper is to show how to take advantage 34 of both the sparse and hierarchal structure present in many applications. Our theoretical 35 results suggest, that under appropriate conditions, we should expect significant improvements 36 in computational complexity. Our numerical results also back this claim and we are able to 37 show that a multigrid approach can improve the robustness and reduce the time required to 38 solve large scale polynomial optimization problems.
39
The approach we develop is inspired by multigrid methods. When solving a system of 40 linear equations, and in some optimization problems it is widely accepted that if a multigrid 41 method is applicable then it is often the best numerical method to use [2, 27] . For examples extremely well when the coarse and fine model share a common structure. In addition, based on 48 the intuition that the coarse model is a global approximation to the fine model (as opposed to 49 using only local information to construct a search direction) the hope is that multigrid methods
50
can potentially be applied to global optimization problems too.
51
Motivated by the potential numerical improvements and the fact that the coarse model 52 retains global information about the model, we develop the multigrid principle for SDP re-53 laxations of Polynomial Optimization Problems (POP). In particular, we propose a multigrid 54 framework for the SDP relaxation of the following POP:
where f k : R p → R are p-dimensional polynomial functions of degree d k , k = 1, . . . , n − p + 1,
57
x k = {x k , x k+1 , . . . , x k+p−1 }, and n 1 , n 2 , n are positive integers such that n 1 ≤ n 2 ≤ n. Note 58 that the problem is sparse in the sense that every variable only appears together with p of its 59 neighbors. The key technical difficulty in applying multigrid to a (sparse or otherwise) SDP 60 relaxation of (1) is that the geometric information between the variables is lost through the 61 relaxation process. In this paper we take the first steps towards addressing this issue. We show 62 that despite the loss of geometric information, it is still possible to obtain useful information more details and examples. Below we introduce some notation that is specific to this paper.
103
For any 1 ≤ i ≤ n let B i = {α ∈ Γ is defined in a similar way for vectors with the last non-zero element in position j < n − l + 1).
117
If Q ∈ R r×r is a matrix, then the element in position (i, j) will be denoted by [Q] i,j , and 118 λ i (Q) will represent the i th eigenvalue of Q where λ 1 (Q) ≤ λ 2 (Q) ≤ · · · ≤ λ r (Q). Likewise, if 119 Q 1 , Q 2 ∈ R r×r are two matrices we will use the usual inner product Q 1 , Q 2 = Tr(Q 1 Q 2 ) and 120 its induced norm Q = Q, Q (where Tr(Q) is the trace of the matrix Q). Finally, I ∈ R r×r 121 will represent the identity matrix. 3. Sparse POP relaxations. In our work we will use the relaxations formulated in [31] to 123 find an approximate solution for problem (1) . In this section we briefly describe such relaxations 124 for unconstrained problems.
125
Consider the polynomial unconstrained optimization problem for the function f (x) = 
139
In order to define the sparse hierarchy the authors in [31] used the structure of the so called 140 correlative sparse matrix (CSP). The CSP matrix is defined as follows,
where is a non-zero scalar. This matrix has a non-zero element in the component (i, j) if there 143 exists a monomial with variables x i and x j which has a non-zero coefficient in the objective 144 function. If R is sparse, then problem (2) is called correlatively sparse. Associated to the 145 CSP matrix is the correlative sparsity pattern graph (CSP graph) G(V, E). The node set is 146 V = {1, 2, . . . , n} and E = {{i, j} : R i,j = , i < j}. The idea is to generate a set of supports 147 sets for the polynomial function using the maximal cliques of this graph. However, finding 
where w ≥ d/2 . Note that the left hand side of constraint l is a square matrix containing 4. Sparse POP Relaxations for problem (1) .
can now be stated as,
164
(6) min
where d = max{d 1 , d 2 , . . . , d n−p+1 }, under the following assumptions.
166
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168
Assumption 2. There exists p ∈ N, such that for any α ∈ supp(F n ), if α i > 0 and α j > 0, still valid but an additional error will be included in the bound calculations (see Remark 16).
173
Example 4. To illustrate our assumptions, consider the polynomial
In 174 this case n = 5, p = 2, n 1 = 1 and n 2 = 4. Expanding this function we have
.
176
The coefficients of the monomials x 2 i and x i x i+1 are the same for i = 2, 3, 4 (Assumption 1).
177
Also, every monomial with a non-zero coefficient can be written as a polynomial function of
(Assumption 2).
179
Let R ∈ R n×n be the CSP matrix for (6), with representing any non-zero scalar. If
180
Assumption 2 is true then for any i, j satisfying |i − j| ≤ p − 1 there exists a monomial
with a non-zero coefficient b α in the function F n , then the CSP matrix is,
183
Example 5. Consider a polynomial with p = 2, the CSP matrix has the following form
This matrix is already sparse, but it could have more zeros if b α is zero for some monomials 186 x αi i x αj j with |i − j| ≤ p − 1. Note that if this is the case, a chordal extension will be given by 187 the CSP graph associated with the CSP matrix given by (7). For this reason for our analysis 188 we will assume that the CSP matrix is given by (7). We show that this extension is chordal 189 and that it is also possible to characterize the maximal cliques of the chordal extension of the 190 CSP graph for matrix (7).
191
Lemma 6. If the CSP matrix R is given by (7), then the associated CSP graph G(V, E) is 192 chordal and the maximal cliques are given by Φ l = {l, l+1, . . . , l+p−1} for l = 1, 2, . . . , n−p+1.
193
Proof. If G(V, E) is the CSP graph of the CSP matrix given by (7) then V = {1, 2, . . . , n} 194 and E = {{i, j} : |i − j| ≤ p − 1}. To see that G(V, E) is chordal it is sufficient to check that it 195 is an interval graph (see [30] ). Let I k = [k, k + p − 1] for k = 1, 2, . . . , n, be n closed intervals 196 and let G(V, E ) be the graph defined by V = {1, 2, . . . , n} and E = {(i, j) : I i ∩ I j = ∅}. It is 197 not difficult to see that E = E , and therefore G(V, E) is an interval graph and hence chordal.
198
That Φ l = {l, l + 1, . . . , l + p − 1} for l = 1, 2, . . . , n − p + 1 are cliques is given by the fact 199 that if i, j ∈ Φ l then |i − j| ≤ p − 1 and therefore {i, j} ∈ E. The set Φ l is also maximal because 200 if we add any other node k / ∈ Φ l then k > l + p − 1 or k < l, and this implies that |k − l| > p − 1
201
or |k − (l + p − 1)| > p − 1, and hence {k, l} / ∈ E or {k, l + p − 1} / ∈ E. 
where
We can write (8) as,
where A (l,α) and C can be deduced from the definition of the moment matrix M 
212
Note that the set of matrices A (k,α) in problems (9) and (10) satisfy the following properties.
213
Property
215
We illustrate these two properties with an example.
216
Example 9. Suppose that Φ l = {l, l + 1} (i.e. p = 2) and w = 1, then
217
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218
The six matrices in the above equation are independent of the clique Φ i . This means that the 219 matrices multiplying the monomials
, in this equation will be the same 220 matrices multiplying the monomials 
223
Also note that if l ∈ {1, 2, . . . , n − p + 1} then A (l,α) is a matrix with zeros and ones
224
(for any α ∈ F n ), and that if A (l,α1) has a non-zero element in position (i, j) then A (l,α2)
225
has a zero in position (i, j) for any α 1 = α 2 (there can not be two different monomials in for α ∈ F, and v α is the number of non zero elements in A (l,α) , we have
231
Property 7, Property 8 and inequality (11) will be used in the proofs allowing us to relate 232 different constraints in the primal and dual SDP spaces. we adopt the same terminology here. We will study the properties of these operators and es-239 tablish theoretical results. In particular we will derive conditions that will guarantee that the 240 prolongation solution is within of the true solution (where > 0 is a user specified parameter).
241
The conditions only include information from the coarse model and thus are easy to compute in 242 practice (see Corollary 19). We show how when these conditions are satisfied for a low tolerance
243
, the complexity of infeasible interior point methods is expected to improve (see Theorem 20).
244
Finally, numerical experiments are provided to confirm that the conditions for a small value of 245 are observed in real applications.
246
Let min x∈R n F n (x) be a polynomial problem like (1) . Consider the following problem for
249
Note that t = 0 corresponds to the original problem (which we call the fine problem or the 250 problem at the fine level), models for t ≥ 1 are lower dimensional problems. We will refer to 251 lower dimensional models as coarse problems or problems at the coarse level. If the order of the 252 relaxation w is fixed, a hierarchy of SDP sparse relaxations using different values of t can be 253 constructed,
254
(13)
255
Where
257
Note that Property 7 and Property 8 are still valid for any particular level of the hierarchy. In 258 addition, for any 0 ≤ t ≤ n 2 − n 1 − p, the hierarchy in (13) satisfy,
259
Property 10. b
Consider the function for n = 5, n 1 = 1,
263
n 2 = 4 and levels t = 0 and t = 1 264 t = 0 :
265
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275 α respectively for l = 1, 2, . . . , t − p + 1 and α ∈ F i as,
283
We denote the prolongation operators from the coarse level as P y and P S for the variables y n−1
284
and S n−1 respectively. Using these operators we can prolongate the coarse level variables to 285 the fine level: y n = P y y n−1 and S n = P S S n−1 . The prolongation operators are linear and 286 therefore can be defined by a matrix. However, given the structure of the problem it is easier 287 to define them by their action on y n−1 and S n−1 .
288
Action of the Primal Prolongation Operators on the coarse primal variables
where 2 ≤ i 0 ≤ n − p − 1.
293
The prolongation operators allow us to relate any variable in the coarse level with the 294 relaxations at the fine level. For any feasible set for the coarse problems, the following theorems 295 characterize the feasibility of the prolongated primal variables at the fine level.
296
Theorem 14. Let y n−1 , S n−1 be feasible points for the coarse primal problem (13) for 297 t = 1. If y n = P y (y n−1 ), S n = P S S n−1 are defined according to (17) and (18) for some
where R n l is the residual matrix for constraint l defined in (15).
303
Proof. See Appendix section A.
304
We note that if 1 is small then we can guarantee that the prolongated primal solution is O( 1 ) 305 feasible. We also note that 1 is easy to calculate from coarse information only.
306
We now turn our attention to the relationship between the coarse and fine dual variables.
307
We perform a similar analysis as in the primal case.
308
Action of the Dual Prolongation Operators on the coarse dual variables. Let P X be 309 the prolongation operator for the variable
where n 1 + p + 1 ≤ j 0 ≤ n 2 − 2. The feasibility of the dual prolongation is proven below.
312
Theorem 15. Let X n−1 be a feasible point for the coarse dual problem (14) for t = 1. If
where r n α is the residual of the constraint for monomial α ∈ F n defined in equation
318
(16).
319
Proof. See Appendix section B.
320
As in the primal case, we note that if 2 is small then we can guarantee that the prolongated 321 dual solution is O( 2 ) feasible and 2 is easy to calculate from coarse information only.
322
Remark 16. Some of our numerical experiments do not follow Assumption 1 exactly. As 323 mentioned in Remark 3, the inclusion of an error term can relax this assumption (
The results in this section can be easily extended to this case. The additional error term will 325 appear in the RHS of the inequalities we derived.
326
Note that the primal prolongations were defined for some i 0 (with 2 ≤ i 0 ≤ n − p − 1), and 327 the dual for some j 0 (with n 1 + p + 1 ≤ j 0 ≤ n 2 − 2), but these numbers do not need to be the 328 same. If we define the prolongations for the primal and dual variables using i 0 = j 0 for some 329 n 1 + p + 1 ≤ i 0 ≤ n 2 − 2, Theorem 17 characterizes the dual gap.
330
Theorem 17. Let y n−1 , S n−1 , X n−1 be feasible points for the coarse primal and dual 331 problem (13) and (14) respectively, for t = 1. If y n = P y y n−1 , S n = P S S n−1 , X n = 332 P X X n−1 , are defined following (17), (18) and (19) for some n 1 + p + 1 ≤ i 0 ≤ n 2 − 2 and
where 1 , 2 are as in literal (b) of Theorem 14 and Theorem 15.
336
Proof. To prove this inequality we need to calculate an upper bound for S n−1
when l = i 0 . Using the constraints in (13) for t = 1 we have
Then, under the definition of 2 of part (b) of Theorem 14 and using (11), we conclude that
and
, and replace X n by P X X n−1 and 342 S n by P S S n−1 . Using the upper bound for E
, and the conditions of ≤ 2 ), we can
Where we used the fact that if Q 1 , Q 2 ∈ R r×r are such that Q 1 ≤ 1 and Q 2 ≤ 2 and 
All the bounds calculated so far in this section depend on the terms 1 point (y n−1 , S n−1 , X n−1 ) to provide a prolongated point that is -optimal.
357
Corollary 19. Let (y n−1 , S n−1 , X n−1 ) be feasible points for the coarse primal and dual 358 problem (13) and (14) respectively (t = 1), and ∈ R a non-negative scalar.
it is possible to prolongate the coarse variables using (17), (18), (19), and obtain points
, and (y n−1 , S n−1 , X n−1 ) are also optimal points with zero duality 364 gap for the coarse problem, then the prolongated points also satisfy , where is the user specified solution accuracy, N = g(p, d max )(n − p + 1), and
Let y n−1 , S n−1 , X n−1 be a feasible point for the coarse problem such that X n−1 k
for some µ > 0 (k = 1, 2, . . . , n − p). If y n,0 = P y (y n−1 ), S n,0 = P S (S n−1 ) and X n,0 = 390 P X (X n−1 ), follow equations (17), (18) and (19), with i 0 = j 0 , then using Theorem 14, Theo-391 rem 15 and Corollary 18, it is not difficult to see that, the maximum number of iterations needed to achieve a solution with tolerance equal to .
396
Although it is not possible to guarantee that any prolongated solution of the coarse level will 397 belong to N (γ, τ 0 ) for some γ ∈ (0, 1), the next result shows that if 1 and 2 are small enough
399
Theorem 20. Under the assumptions of Theorem 17, if y n−1 , S n−1 , X n−1 is feasible and
for some positive scalar w < ∞.
405
Proof. Note that if S n,0 and X n,0 are replaced by the prolongated coarse solutions we 
4N .
410
Using the assumptions of Theorem 17 we know that that E 
413
Let w 1 , w 2 , ∈ R be non-negative scalars, and Q ∈ R r×r then,
415
Using the Bauer-Fike Theorem (see Chapter 6.3 in [9] ) in the inequality above we obtain,
Then, using (29) ,(30) and (31), ρ(X n,0 , S n,0 , τ 0 ) can be bound by,
where the second to last inequality is obtained using the inequality 
435
The first problem we consider is a classical test function for global optimization,
436
• Generalized Rosembrock function [20] 437
438
The second model corresponds to a system of non-linear equations that arise when a finite problem of finding a function x(t) such that if f (t, x(t), x (t), x (t)) is a polynomial then
can be solved numerically by uniformly discretisazing the domain, using a central difference
443
to approximate the derivatives of x(t) and then solving the following system of polynomial
446 where x 0 = x a , x n+1 = x b , t k = a + hk, and h = (b − a)/(n + 1) (k = 1, 2, . . . , n). This 447 system can be solved by minimizing the sum of the squares of the functions f k . We consider 448 the following problem.
449
•
452
To formulate the problems as in (1) to zero and the formulation would follow the assumption.
457
We use the package SparsePOP version 3.0 which is an implementation of the algorithm in 
481
In Figure 2 we plot the logarithm for e 
. This indicates that we should 487 expect prolongated dual variables closer to the optimal as n increases (for example selecting 488 i 0 = (n − p + 1)/2 for the definition of dual operator).
489
If t > 1 in the relaxation of the coarse problem (12), we can prolongate points in the coarse 490 level space n − t into level n by using t times the one level operators. In order to allow for 491 t > 1 we start by selecting i 0 ∈ {n 1 + p + 1, n 1 + p + 2, . . . , n 2 − t − 1} and use it to define the 492 prolongation operators applied to the points (y n−t , S n−t ), and j 0 ∈ {2, 3, . . . , n − t − p} for the 493 prolongation of X n−t to obtain the points one level up: (y n−t+1 , S n−t+1 , X n−t+1 ). Then the 494 process is repeated for the points at level n−t+1 by selecting i 0 ∈ {n 1 +p+1, n 1 +p+2, . . . , n 2 −t}, 495 j 0 ∈ {2, 3, . . . , n − t − p + 1} for the prolongation of (y n−t+1 , S n−t+1 ) and X n−t respectively, 496 and so on until the level n is reached. 
508
To let SDPT3 run as many iterations as possible the early stops given by the parameter OP-
509
TIONS.stoplevel were set to zero and we increased the tolerance of the early stop criteria for 510 the infeasibility given in line 721 of the code sqlpmain.m (we replaced 10 −4 tolerance for 10 −12 );
511
This manuscript is for review purposes only. The infeasibility and gaps for (y, S, X) at level n are measured as:
517
• Primal Feasibility: • Dual Feasibility:
521
• Gap:
523
Where if N = (n − p + 1)g(p, d max ), then X, S, C ∈ R N ×N are block diagonal matrices with
, and {C, C, . . . , C} in the diagonal respectively; b = {b α } α∈F , and
525
A : R N ×N → R |F | is the linear operator such that,
with adjoint A .
528
We also calculate the difference between the objective value using the solution given by 529 SDPT3 and (y, S, X). Let y * and X * be the solutions given by SDPT3, then
530
• Primal Gap:
(1 + |b y| + |b y * |) .
532
• Dual Gap:
534
If tol is the tolerance level set then SDPT3 will stop when:
535 max{p f eas , d f eas , gap} < tol.
536
In addition to the two problems previously studied, we include 8 non-linear differential define prolongation operators for more than one level. We will evaluate the performance of the 542 prolongated solutions in terms of feasibility and gaps. As described earlier, we can prolongate 543 a variable in level n − t by applying the one level operator t consecutive times, which implies 544 selecting t times the integer i 0 and j 0 for the primal and the dual operators defined in equations
545
(17),(18) and (19).
546
The analysis of the previous section suggests that the difference between the dual matrices 547 tends to zero as n increases before starting to increase again. Therefore, our strategy consists 548 in prolongating X n−t using equation (19) t consecutive times using j 0 = (n − t)/2 for all the
is obtained following the previous description, we can write
, it is possible to prove using the one level results 553 that |r n α (X n )| (the norm of the infeasibility in the equality constraints) is bounded by T w 2 + 554 r n−t α (X n−t ) for some α ∈ F n−t and scalar w < ∞. This shows two things: first if X n−t 555 is feasible and 2 is small we can expect a small infeasibility at the fine level, and second the 556 infeasibility increases as we keep prolongating the same variable (larger t). In practice, we
to be small and therefore we use the following simpler version of the 558 operator (32),
, if l ∈ {j 0 , j 0 + 1, . . . , j 0 + t − 1}, X n−t l−t , if l ∈ {j 0 + t, . . . , n − p + 1}.
560
It is possible to take two different approaches for the primal variables. The first is a linear 561 operator similar to the one used for the dual variables. We found this approach effective for w 2,k R n−t k (y n−t , S n−t ) for some non-negative scalars w 1,l , w 2,k < ∞, and 1 = 570 max y
. Finally, because we are using i 0 = j 0 , it is possible to find 571 a result for the duality gap similar to the one found for the one level operators (i.e. the fine 572 duality gap will depend on the duality gap of the coarse level, and the values of 1 and 2 ).
573
The quality of the primal prolongation operators for test problems originating from bound-574 ary value problems was inconsistent. We suspect that the reason for this inconsistency is that 
593
1e-9 4e-10 3e-8 7e-10 1e-8 1e-12 5e-13 3e-8
Therefore there is no need to define an operator for the variable S nc , and hence we take
595
Note that in practice it may not be known which of the two prolongations to use. Since 596 both prolongations are computationally inexpensive the best approach is to calculate both and 597 use the one that provides the least error.
598
For different values of n we prolongate the solutions of the coarse model n/2 and calculate 599 feasibility and optimality measures of the new points. Table 1 shows the results for the Broyden
600
Tridiagonal and the Generalized Rosembrock functions using the linear operators (33) and (34).
601
The first five columns of each row contain the results when the prolongated variables are used 602 in the fine level n, the last three columns contains the information {p f eas , d f eas , gap} for the 603 coarse model (n c = n/2).
604
In both cases all the measures for the primal and dual fine models under the prolongated 605 variables decrease when the size of the problem increases, and for the Generalized Rosembrock 606 function at level n = 1000 the solution provided by the coarse level (n = 500) is already optimal 607 for the tolerance of 10 −7 .
608
The same exercise was done for boundary value problems but using the non-linear operator 609 (35) ( Table 2 ). In this case the coarse model has n c = (n − 1)/2 variables. We include additional 610 problems in our experiments, having a total of 9 non-linear differential equations.
611
The primal feasibility for the fine problems is zero because the non-linear operator was used 612 for these problems. In general the fine dual feasibility decreases with the size of the problem.
613
The fine duality gap (gap) decreases when n gets larger as long as the solution of the coarse 614 model is accurate. Although the solutions provided by SDPT3 for the coarse model satisfy the 615 required accuracy for the primal and dual feasibility, the duality gap is not smaller than the 616 10 −7 tolerance for all the cases, specially when the size of the problem increases. For example,
617
when n is equal to 20 or 100, the coarse solution for almost all the models satisfy the desired 618 accuracy (or is close enough) and therefore it can be seen a decrease in the fine duality gap, 619 however for n = 200 and n = 500, SDPT3 stopped before getting close to the 10 −7 accuracy, 620 reaching gaps as low as 10 −3 which is reflected in an increase of the fine duality gap for these 621 values of n. to the tolerance level when the number of variables is relatively large (and in one case for any 626 value of n). We are able to overcome this problem for a large number of cases using a multigrid 627 approach in conjunction with SDPT3. In particular, the prolongated variables are used as ini- 
628
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631
The tolerance for the fine models was set to 10 −7 . Because we are not interested in the solu-632 tion of the coarse levels (our aim is to calculate accurate solutions for the fine model) we set 
658
These results can be improved by using more than one level; for example if the objective 659 is to solve a problem with n variables using a coarse model with n c = n/2 variables, we can considered the cases were SDPT3 achieved at least a 10 −4 tolerance. Table 3 to Table 5 show 668 the results. We divide the cases in three: small size (Table 3 , n + 1 = 20, 30, . . . , 100), medium (Table 4 , n + 1 = 110, 120, . . . , 500) and large size (Table 5 , n + 1 = 510, 520, . . . , 1000).
670
The time of the multigrid approach includes the time spent creating the coarse model and 671 prolongating the variables, besides the time spent to solve the fine and the coarse relaxations.
672
In general, the multigrid algorithm tends to be faster for the large and medium sizes with the but for larger problems it can be seen that SDPT3 can take between 2 to 3 times more time to 679 solve the models than the multigrid approach. 
where 1 ≤ l ≤ n − t − p + 1.
708
Also, note that for any 1 ≤ k ≤ n, B k−1 = {α − : α ∈ B k }. Therefore, Property 7 gives 709 the following equality,
710
(37)
where 0 ≤ t ≤ n 2 − n 1 − p.
712
Given that y n−1 and S n−1 are feasible points for the coarse primal relaxation, when 713 the variable S n−1 l appears it will be replaced according to the constraints in (13) for 714 t = 1.
715
We can now evaluate the different cases for the constraints.
716
Case 1:
719
Case 2:
where (37) was used to replace α∈∪
in the second to last equality.
723
Case 3:
724
749
750
α ∈ B l and l ∈ {n 2 , n 2 + 1, . . . , n}. .
765
Note that Case 3 might not apply depending on the particular problem, for example if 766 n = 5, n 1 = 1, n 2 = 4, p = 2 and j 0 = 3.
767
To find the upper bound of the constraints that are not equal to zero (Case 4 and 5),
768
let Z k ∈ R g(p,dmax)×g(p,dmax) be such that Z k ≤ , and u k be the number of non zero 769 elements in the matrix A (k,α) for α ∈ F n and k = 1, 2, . . . , n − p + 1. Note that this This manuscript is for review purposes only. 
