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Abstract
We derive a new constraint algebra for a Hamiltonian formulation of the Telepar-
allel Equivalent of General Relativity treated as a theory of cotetrad fields on a
spacetime. The algebra turns out to be closed.
1 Introduction
In our previous paper [1] we presented a Hamiltonian formulation of the Teleparallel
Equivalent of General Relativity (TEGR) regarded as a theory of cotetrad fields on
a spacetime—the formulation is meant to serve as a point of departure for canonical
quantization à la Dirac of the theory (preliminary stages of the quantization are described
in [2, 3, 4]). In [1] we found a phase space, a set of (primary and secondary) constraints
on the phase space and a Hamiltonian. We also presented an algebra of the constraints.
An important fact is that this algebra is closed i.e. a Poisson bracket of every pair of
the constraints is a sum of all the constraints multiplied by some factors. This property
of the constraint algebra together with a fact that the Hamiltonian is a sum of the
constraints allowed us to conclude that (i) the set of constraints is complete and (ii) all
the constraints are of the first class.
Let us emphasize that knowledge of a complete set of constraints and their properties
as well as knowledge of an explicite form of a constraint algebra is very important from the
point of view the Dirac’s approach to canonical quantization of constrained systems since
the knowledge enables a right treatment of constraints in the procedure of quantization.
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However, the derivation of the constraint algebra turned out to be too long to be
included in [1]. To fill this gap, that is, to prove that the constraint algebra is correct we
carry out the derivation in the present paper1. Moreover, to the best of our knowledge a
derivation of constraint algebra of TEGR treated as a theory of cotetrad fields has never
been presented before—in papers [5, 6] describing a distinct Hamiltonian formulation of
this version2 of TEGR one can find a constraint algebra but its derivation is not shown.
The paper is organized as follows: in Section 2 we recall the description of the phase
space and the constraints on it derived in [1]. In Section 3 we derive the constraint
algebra. Section 4 contains a short summary.
Let us finally emphasize that since the present paper plays a role of an appendix to
[1] we do not discuss here the results nor compare them to results of previous works—all
these can be found in [1].
2 Preliminaries
Let M be a four-dimensional oriented vector space equipped with a scalar product η of
signature (−,+,+,+). We fix an orthonormal basis (vA) (A = 0, 1, 2, 3) such that the
components (ηAB) of η given by the basis form a matrix diag(−1, 1, 1, 1). The matrix
(ηAB) and its inverse (ηAB) will be used to, respectively, lower and raise capital Latin
letter indeces.
Let Σ be a three-dimensional oriented manifold. We assume moreover that it is a
compact manifold without boundary.
In [1] we obtained the phase space of TEGR as a Cartesian product of
1. a set of all quadruplets of one-forms (θA) (A = 0, 1, 2, 3) on Σ such that for each
quadruplet a metric
q := ηABθ
A ⊗ θB (2.1)
on Σ is Riemannian (i.e. positive definite);
2. a set of all quadruplets (pB) (B = 0, 1, 2, 3) of two-forms on Σ—a two-form pA is
the momentum conjugate to θA.
The metric q defines a volume form ǫ on Σ and a Hodge operator ∗ acting on dif-
ferential forms on the manifold. Throughout the paper we will often use functions on Σ
defined as follows [9]:
ξA := −
1
3!
εABCD ∗ (θ
B ∧ θC ∧ θD), (2.2)
1The derivation is also an example of an application of differential form calculus to a derivation of a
constraint algebra which usually is done by means of tensor calculus.
2There is another version of TEGR configuration variables of which are cotetrad fields and flat Lorentz
connections of non-zero torsion. For a complete Hamiltonian analysis of this version of TEGR see [7].
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where εABCD are components of a volume form on M given by the scalar product η.
Components of q in a local coordinate frame (xi) (i = 1, 2, 3) on Σ will be denoted
by qij. Obviously
qij = ηABθ
A
i θ
B
j , (2.3)
where θAi are components of θ
A. The metric q and its inverse q−1,
q−1 := qij∂i ⊗ ∂j, q
ijqjk = δ
i
k, (2.4)
will be used to, respectively, lower and raise, indeces (here: lower case Latin letters) of
components of tensor fields defined on Σ. In particular we will often map one-forms to
vector fields on Σ—a vector field corresponding to a one form α will be denoted by ~α
i.e. if α = αidxi then
~α := qijαi∂j.
Let us emphasize that all object defined by q (as ǫ, ∗, ξA and q−1) are functions of
(θA) which means that they are functions on the phase space.
In [1] we found some constraints on the phase space of TEGR. Smeared versions of
the constraints read
B(a) :=
∫
Σ
a ∧ (θA ∧ ∗dθA + ξ
ApA), (2.5)
R(b) :=
∫
Σ
b ∧ (θA ∧ ∗pA − ξ
AdθA), (2.6)
S(M) :=
∫
Σ
M
(1
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)−
1
4
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B)− ξA ∧ dpA+
+
1
2
(dθA ∧ θ
B) ∧ ∗(dθB ∧ θ
A)−
1
4
(dθA ∧ θ
A) ∧ ∗(dθB ∧ θ
B)
)
, (2.7)
V ( ~M ) :=
∫
Σ
−dθA ∧ ( ~MypA)− ( ~Myθ
A) ∧ dpA, (2.8)
where a, b,M and ~M are smearing fields on Σ: a and b are one-forms, M is a function
and ~M a vector field on the manifold. The smearing field possess altogether ten degrees
of freedom per point of Σ. In [1] we called B(a) boost constraint and R(b) rotation
constraint. S(M) is a scalar constraint and V ( ~M ) a vector constraint of TEGR.
3 Derivation of the constraint algebra
In this section we will calculate Poisson brackets of all pairs of the constraints presented
above and show that each Poisson bracket is a sum of the constraints smeared with some
fields.
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Calculations needed to achieve the goal will be long, laborious and complicated. We
assume that the reader is familiar with tensor calculus, differential form calculus (includ-
ing the contraction ~Xyα of a vector field ~X with a differential form α) and properties of
a Hodge operator on three-dimensional manifold defined by a Riemannian metric.
3.1 Preliminaries
3.1.1 Poisson bracket
If F and G are functionals on the phase space then their Poisson bracket [8]
{F,G} =
∫
Σ
( δF
δθA
∧
δG
δpA
−
δG
δθA
∧
δF
δpA
)
,
where the functional derivatives with respect to θA and pA are defined as follows [9]:
δF/δθA is a differential two-form on Σ and δF/δpA is a differential one-form on Σ such
that
δF =
∫
Σ
δθA ∧
δF
δθA
+ δpA ∧
δF
δpA
for every δθA and δpA.
Calculating functional derivatives of the smeared constraints would be straightfor-
ward if (i) the Hodge operator ∗ did not depend on θA and (ii) the constraints did not
depend on ξA being a complicated function of θA. Thus explicite formulae describing
these derivatives are needed.
Given k-forms α and β, denote
α ∧ ∗′A β ≡ ~θ
B
y[ηAB α ∧ ∗β − (~θAyα) ∧ ∗(~θByβ)− (~θByα) ∧ ∗(~θAyβ)]. (3.1)
If the forms α, β do not depend on the canonical variables then [9]
δ
δθA
∫
Σ
α ∧ ∗β = α ∧ ∗′A β. (3.2)
An important property of every two-form α ∧ ∗′A β is that it vanishes once contracted
with the function ξA [9]:
ξA(α ∧ ∗′A β) = 0. (3.3)
Consider now a three-form κA on Σ which does not depend on θA and pA and a
functional
F =
∫
Σ
ξDκD =
∫
Σ
(∗ξD) ∧ ∗(κD) =
∫
Σ
−
1
3!
εDBCAθ
B ∧ θC ∧ θA ∧ ∗κD.
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Using (3.2) we obtain
δF =
∫
Σ
(
−
1
3!
εDBCA(δθ
B ∧ θC ∧ θA + θB ∧ δθC ∧ θA + θB ∧ θC ∧ δθA) ∧ ∗κD+
+ δθA ∧
(
(∗ξD) ∧ ∗′A κD
) )
and therefore
δF
δθA
= −
1
2
εDBCAθ
B ∧ θC ∧ ∗κD + (∗ξ
D) ∧ ∗′A κD (3.4)
3.1.2 Auxiliary formulae
Auxiliary formulae presented below will be used throughout the calculations. Except
them we will need many other formulae which will be derived in the subsequent subsec-
tions.
The functions (ξA) satisfy the following important conditions [10]:
ξAξA = −1, ξ
AθA = 0.
These two equations imply
ξAdξA = 0, dξ
A ∧ θA + ξ
AdθA = 0.
These formulae will be used very often and therefore it would be troublesome to refer to
them each time. Therefore we kindly ask the reader to keep the formulae in mind since
they will be used without any reference.
For any one-form α and any k-form β [9]
∗ (∗β ∧ α) = ~αyβ. (3.5)
Setting β = ∗γ and taking into account that ∗∗ = id we obtain an identity
∗ (γ ∧ α) = ~αy(∗γ) (3.6)
valid for every l-form γ.
It was shown in [1] that
~θByθA = ηAB + ξAξB , (3.7)
θA ∧ (~θAyα) = kα (3.8)
where α is a k-form on Σ.
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3.1.3 Tensor calculus
Although our original wish was to carry out all necessary calculations using differential
form calculus only we were forced in some cases to use tensor calculus. Below we gathered
some expressions which will be applied repeatedly in the sequel.
Let ∇ denote a covariant derivative on Σ defined by the Levi-Civita connection given
by the metric q. Consequently, by virtue of (2.3)
0 = ∇iqjk = ∇i(θAjθ
A
k ) = (∇iθAj)θ
A
k + θAj(∇iθ
A
k ) (3.9)
and
(∇aθ
Bb)θBb = 0. (3.10)
Note also that
∇aǫijk = 0 (3.11)
because ǫ is defined by q.
For any one-forms α and β
dα = ∇aαb dx
a ∧ dxb, ∗dα = (∇aαb)ǫ
ab
c dx
c,
dα ∧ β = (∇aαb)βc dx
a ∧ dxb ∧ dxc, ∗(dα ∧ β) = (∇aαb)βcǫ
abc,
(3.12)
If α is a one-form, β a two-form and γ a three-form then
∗d∗ α = qab∇aαb = ∇
aαa,
∗d∗ β = qab∇aβcbdx
c = ∇bβcbdx
c,
∗d∗ γ = qab∇aγdcbdx
d ⊗ dxc = ∇bγdcbdx
d ⊗ dxc =
1
2
∇bγdcbdx
d ∧ dxc,
(3.13)
We will also apply the following identities (for a proof see e.g. [9]):
ǫibcǫ
abc = 2δai, ǫijcǫ
abc = 2δ[aiδ
b]
j, ǫijkǫ
abc = 3!δ[aiδ
b
jδ
c]
k. (3.14)
and a formula
α ∧ ∗β =
1
k!
αa1...akβ
a1...akǫ, (3.15)
where α and β are k-forms.
3.2 Poisson brackets of B(a) and R(b)
In this subsection we will calculate Poisson brackets {B(a), B(a′)}, {R(b), R(b′)} and
{B(a), R(b)}.
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3.2.1 Auxiliary formulae
The following formulae will be used while calculating the brackets:
b ∧ α ∧ ∗(b′ ∧ β)− (b↔ b′) = ∗(b ∧ b′) ∧ α ∧ β, (3.16)
(α ∧ ∗′A β) ∧ ∗(b ∧ θ
A) = 0, (3.17)
θA ∧ ∗(α ∧ θ
A) = (3− k) ∗ α, (3.18)
ǫDBCAθ
B ∧ θC ∧ ∗(b ∧ θA) = 0, (3.19)
−
1
2
ǫDBCAθ
B ∧ θCξA = ∗θD. (3.20)
In (3.16) α, β, b, b′ are one-forms, in (3.17) α and β are k-forms, and b is a one-form, in
(3.18) α is a k-form, and in (3.19) b is a one-form.
Proof of (3.16).
b ∧ α ∧ ∗(b′ ∧ β)− (b↔ b′) = b ∧ ∗ ∗ [α ∧ ∗(b′ ∧ β)]− (b↔ b′) =
= −b ∧ ∗[(~αyb′)β − b′~αyβ]− (b↔ b′) = ~αy(b ∧ b′) ∧ ∗β = −(b ∧ b′)~αy ∗ β =
= (b ∧ b′) ∧ ∗(α ∧ β) = ∗(b ∧ b′) ∧ (α ∧ β), (3.21)
where in the second step we used (3.5), in the third the fact that b∧ ∗b′ is symmetric in
b and b′ and finally in the fifth step we applied (3.6).
Proof of (3.17). To prove (3.17) note that the two-form α∧∗′A β given by (3.1) is of the
form ~θByγAB , where the three-form γAB is symmetric in A and B: γAB = γBA. Thus
(α∧∗′A β)∧∗(b∧θ
A) = (~θByγAB)∧∗(b∧θ
A) = γAB∧~θ
B
y∗(b∧θA) = γAB∧∗(b∧θ
A∧θB),
where in the last step we used (3.6). But (b ∧ θA ∧ θB) is antisymmetric in A and B,
hence (3.17) follows.
Proof of (3.18).
θA ∧ ∗(α ∧ θ
A) = θA ∧ ~θ
A
y ∗ α = (3− k) ∗ α,
where in the first step we used (3.6) and in the second one we applied (3.8).
Proof of (3.19). Let us transform the following expression by means of (3.6):
θB ∧ θC ∧ ∗(b ∧ θA) = θB ∧ θC ∧ ~θAy ∗ b = −~θAy(θB ∧ θC) ∧ ∗b =
= −(~θAyθB) ∧ θC ∧ ∗b+ θB(~θAyθC) ∧ ∗b. (3.22)
Note that the first term at the r.h.s. of the equation above is symmetric in A and B,
while the second one—in A and C. This means that both terms vanish once contracted
with ǫDBCA.
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The last formula (3.20) is proven in [9].
3.2.2 Poisson bracket {B(a), B(a′)}
Let
B1(a) :=
∫
Σ
a ∧ θA ∧ ∗dθA, B2(a) :=
∫
Σ
a ∧ ξApA =
∫
Σ
(∗ξA) ∧ ∗(a ∧ pA). (3.23)
Taking into account (2.5) we see that B(a) = B1(a) +B2(a) and consequently
{B(a), B(a′)} = {B1(a), B1(a
′)}+
(
{B1(a), B2(a
′)}−{B1(a
′), B2(a)}
)
+{B2(a), B2(a
′)}.
(3.24)
Corresponding variational derivatives read
δB1(a)
δθA
= −a ∧ ∗dθA + (a ∧ θ
B) ∧ ∗′A dθB + d ∗ (a ∧ θA),
δB1(a)
δpA
= 0,
δB2(a)
δθA
= −
1
2
ǫDBCAθ
B ∧ θC ∗ (a ∧ pD) + (∗ξ
B) ∧ ∗′A (a ∧ pB),
δB2(a)
δpA
= aξA.
(3.25)
Obviously, {B1(a), B1(a′)} = 0. The next term in (3.24)
{B1(a), B2(a
′)}−{B1(a
′), B2(a)} =
∫
Σ
−a∧∗dθA∧a
′ξA+d∗(a∧θA)∧a
′ξA−(a↔ a′) =
=
∫
Σ
2 ∗ (a ∧ a′)ξAdθA −
(
a ∧ θA ∧ ∗(a
′ ∧ dξA)− (a↔ a′)
)
=
=
∫
Σ
2 ∗ (a ∧ a′)ξAdθA − ∗(a ∧ a
′)θA ∧ dξ
A =
∫
Σ
∗(a ∧ a′)ξAdθA,
where in the first step we used (3.3) and in the third one (3.16). The last term in (3.24)
due to (3.3) reads
{B2(a), B2(a
′)} =
∫
Σ
−
1
2
ǫDBCAθ
B ∧ θC ∧ ∗(a ∧ pD) ∧ a
′ξA − (a↔ a′).
By virtue of (3.20) and (3.5)
−
1
2
ǫDBCAθ
B ∧ θC ∧ ∗(a ∧ pD) ∧ a
′ξA = ∗θD ∧ a
′ ∗ (a ∧ pD) = a ∧ pD~θ
D
ya′.
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Thus
{B2(a), B2(a
′)} = −
∫
Σ
~θDy(a∧a′)pD =
∫
Σ
a∧a′∧~θDypD =
∫
Σ
−a∧a′∧∗(θD∧∗pD) =
=
∫
Σ
− ∗ (a ∧ a′)θA ∧ ∗pA,
where in the third step we used (3.5).
We conclude that (see (2.6))
{B(a), B(a′)} = −
∫
Σ
∗(a ∧ a′) ∧ (θA ∧ ∗pA − ξ
AdθA) = −R(∗(a ∧ a
′)). (3.26)
3.2.3 Poisson bracket {R(b), R(b′)}
Let us define
R1(b) :=
∫
Σ
b ∧ θA ∧ ∗pA, R2(b) :=
∫
Σ
b ∧ ξAdθA. (3.27)
Then by virtue of (2.6) R(b) = R1(b)−R2(b) and
{R(b), R(b′)} = {R1(b), R1(b
′)} −
(
{R1(b), R2(b
′)} − {R1(b
′), R2(b)}
)
+
+ {R2(b), R2(b
′)}. (3.28)
Corresponding variational derivatives read
δR1(b)
δθA
= −b ∧ ∗pA + (b ∧ θ
B) ∧ ∗′A pB
δR1(b)
δpA
= ∗(b ∧ θA),
δR2(b)
δθA
= d(bξA) + (b ∧ dθ
B) ∧ ∗′A (∗ξB)−
1
2
ǫDBCAθ
B ∧ θC ∗ (b ∧ dθD)
δR2(b)
δpA
= 0.
(3.29)
Due to (3.17) the first bracket at the r.h.s. of (3.28) reduces to
{R1(b), R1(b
′)} =
∫
Σ
−b ∧ ∗pA ∧ ∗(b
′ ∧ θA)− (b↔ b′) =
∫
Σ
∗(b ∧ b′) ∧ θA ∧ ∗pA,
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where in the last step we used (3.16). Similarly, by virtue of (3.17) the next two brackets
in (3.28) reduce to
{R1(b), R2(b
′)} − {R1(b
′), R2(b)} =
=
∫
Σ
[−d(b′ξA) +
1
2
ǫDBCAθ
B ∧ θC ∗ (b′ ∧ dθD)] ∧ ∗(b ∧ θA)− (b↔ b′) =
=
∫
Σ
[b′ ∧ dξA ∧ ∗(b ∧ θA) +
1
2
ǫDBCAθ
B ∧ θC ∧ ∗(b ∧ θA) ∗ (b′ ∧ dθD)]− (b↔ b′).
Note now that due to (3.19) the term containing ǫDBCA vanishes. Therefore
{R1(b), R2(b
′)} − {R1(b
′), R2(b)} =
∫
Σ
∗(b ∧ b′) ∧ ξAdθA,
where we applied (3.16). Because {R2(b), R2(b′)} = 0 we finally obtain
{R(b), R(b′)} =
∫
Σ
∗(b ∧ b′) ∧ (θA ∧ ∗pA − ξ
AdθA) = R(∗(b ∧ b
′)). (3.30)
3.2.4 Poisson bracket {B(a), R(b)}
Due to (2.5), (2.6), (3.23) and (3.27)
{B(a), R(b)} = {B1(a), R1(b)}+ {B2(a), R1(b)} − {B1(a), R2(b)}−
− {B2(a), R2(b)}. (3.31)
Using (3.17) we immediately obtain
{B1(a), R1(b)} =
∫
Σ
−a ∧ ∗dθA ∧ ∗(b ∧ θ
A) + d ∗ (a ∧ θA) ∧ ∗(b ∧ θ
A) =
=
∫
Σ
∗(a ∧ b) ∧ θA ∧ ∗dθA − b ∧ ∗dθA ∧ ∗(a ∧ θ
A) + d ∗ (a ∧ θA) ∧ ∗(b ∧ θ
A),
where we transformed the first term by means of (3.16). Three terms constituting the
next bracket in (3.31) vanish by virtue of (3.19), (3.17) and (3.3) and consequently
{B2(a), R1(b)} =
∫
Σ
b ∧ ∗pA ∧ aξ
A =
∫
Σ
∗(a ∧ b) ∧ ξApA.
The bracket {B1(a), R2(b)} is obviously zero and
− {B2(a), R2(b)} =
∫
Σ
[(d(bξA))−
1
2
ǫDBCAθ
B ∧ θC ∗ (b ∧ dθD)] ∧ aξA =
=
∫
Σ
−db∧a+∗θD∧a∧∗(b∧dθ
D) =
∫
Σ
−db∧a+∗a∧θD∧∗(db∧θ
D)−θD∧∗a∧∗d(b∧θ
D) =
=
∫
Σ
−db ∧ a+ ∗a ∧ ∗db+ d ∗ (θD ∧ ∗a) ∧ b ∧ θD =
∫
Σ
∗d ∗ (θD ∧ ∗a) ∧ ∗(b ∧ θ
D),
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where in the first step we used (3.3), in the second one we applied (3.20) and in the
fourth step (3.18). Gathering the partial results we obtain
{B(a), R(b)} =
∫
Σ
∗(a ∧ b)(θA ∧ ∗dθA + ξ
ApA)− b ∧ ∗dθA ∧ ∗(a ∧ θ
A)+
+ [d ∗ (a ∧ θA) + ∗d ∗ (θA ∧ ∗a)] ∧ ∗(b ∧ θ
A) = B(∗(a ∧ b))+
+
∫
Σ
−b ∧ ∗dθA ∧ ∗(a ∧ θ
A) + [∗ ∗ d ∗ (a ∧ θA) + ∗d ∗ (θA ∧ ∗a)] ∧ ∗(b ∧ θ
A). (3.32)
Let us show now that the integrand in the last line of (3.32) is zero. The first term
in the integrand can be expressed as follows:
− b∧ ∗dθA ∧ ∗(a ∧ θ
A) = −[b∧ ∗d ∗ (∗θA)]∧ ∗[a∧ θ
A] = −
1
2
[b∧ ∗d ∗ (∗θA)]lj [a∧ θ
A]ljǫ
= bl(∇
kθiA)ǫijk(a
jθAl − alθAj)ǫ = δlnǫijkb
n(∇kθiA)(a
jθAl − alθ
Aj)ǫ
—the second equality holds by virtue of (3.15) and the third one due to (3.13) and (3.11).
Using (3.14) we rewrite δln by means of “epsilons” and continue transformations
− b ∧ ∗dθA ∧ ∗(a ∧ θ
A) =
1
2
ǫnabǫ
labǫijkb
n(∇kθiA)(a
jθAl − alθ
Aj)ǫ =
= ǫnab(δ
l
iδ
a
jδ
b
k + δ
a
iδ
b
jδ
l
k + δ
b
iδ
l
jδ
a
k)b
n(∇kθiA)(a
jθAl − alθ
Aj)ǫ =
= −aib
nǫnjk(∇
kθiA)θ
Ajǫ+ ajbnǫnij(∇
kθiA)θ
A
k ǫ− akb
nǫnij(∇
kθiA)θ
Ajǫ =
= ajbnǫjni(∇
kθiA)θ
A
k ǫ+ akb
nǫnijθ
Aj(∇iθkA −∇
kθiA)ǫ
—here in the second step we applied (3.14) to express ǫlabǫijk by means of “deltas”.
On the other hand the second term in the integrand
[∗ ∗ d ∗ (a ∧ θA) + ∗d ∗ (θA ∧ ∗a)] ∧ ∗(b ∧ θ
A) =
= [∇j(a
iθAj − ajθAi) +∇i(θAjaj)]ǫiklb
kθlAǫ =
= aibkǫiklθ
l
A(∇
jθAj )ǫ+ ajb
kǫiklθ
Al(∇iθjA −∇
jθiA)ǫ
—the second equality holds by virtue of (3.15) and (3.11).
Thus the sum of the last two terms in (3.32) is equal to
aibkǫikl[θ
A
j (∇
jθlA) + θ
l
A(∇
jθAj )]ǫ = 0,
where we used (3.9). Finally
{B(a), R(b)} = B(∗(a ∧ b)). (3.33)
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3.3 Poisson bracket of S(M) and S(M ′)
Following [9] we split the constraint S(M) given by (2.7) into three functionals
S1(M) :=
∫
Σ
M [
1
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)−
1
4
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B)]
S2(M) := −
∫
Σ
MξAdpA,
S3(M) :=
∫
Σ
M [
1
2
(dθA ∧ θ
B) ∧ ∗(dθB ∧ θ
A)−
1
4
(dθA ∧ θ
A) ∧ ∗(dθB ∧ θ
B)].
(3.34)
Then
{S(M), S(M ′)} = {S1(M), S1(M
′)}+ {S2(M), S2(M
′)}+ {S3(M), S3(M
′)}+(
{S1(M), S2(M
′)}+ {S2(M), S3(M
′)}+ {S3(M), S1(M
′)} − (M ↔M ′)
)
. (3.35)
3.3.1 Poisson brackets {Si(M), Sj(M
′)}
Functional derivatives of the functionals read:
δS1(M)
δθA
=M
(
pB ∗ (pA ∧ θ
B)−
1
2
pA ∗ (pB ∧ θ
B)+
+
1
2
(pC ∧ θ
B) ∧ ∗′A (pB ∧ θ
C)−
1
4
(pB ∧ θ
B) ∧ ∗′A (pC ∧ θ
C)
)
, (3.36)
δS1(M)
δpA
=M
(
θB ∗ (pB ∧ θ
A)−
1
2
θA ∗ (pB ∧ θ
B)
)
, (3.37)
δS2(M)
δθA
=M
(1
2
ǫDBCAθ
B ∧ θC ∗ dpD − (∗ξ
B) ∧ ∗′A dpB
)
, (3.38)
δS2(M)
δpA
=d(MξA) = ξAdM +MdξA, (3.39)
δS3(M)
δθA
=d
(
MθB ∗ (dθB ∧ θA)−
M
2
θA ∗ (dθB ∧ θ
B)
)
+M
(
dθB ∗ (dθA ∧ θ
B)−
−
1
2
dθA ∗ (dθB ∧ θ
B) +
1
2
(dθC ∧ θ
B) ∧ ∗′A (dθB ∧ θ
C)−
−
1
4
(dθB ∧ θ
B) ∧ ∗′A (dθC ∧ θ
C)
)
, (3.40)
δS3(M)
δpA
=0. (3.41)
Let us begin the calculations with the bracket {S1(M), S1(M ′)}:
{S1(M), S1(M
′)} =
∫
Σ
(δS1(M)
δθA
∧
δS1(M
′)
δpA
− (M ↔M ′)
)
= 0
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because the first term under the integral is symmetric in M and M ′. It was shown in [9]
that
{S2(M), S2(M
′)} = −
∫
Σ
(~myθA) ∧ dpA, (3.42)
where
m := MdM ′ −M ′dM.
Because S3(M) does not depend on the momenta
{S3(M), S3(M
′)} = 0.
Next,
{S1(M), S2(M
′)} − (M ↔M ′) =
∫
Σ
M [pB ∗ (pA ∧ θ
B)−
1
2
pA ∗ (pB ∧ θ
B)] ∧ ξAdM ′−
− (M ↔M ′) =
∫
Σ
m ∧ pB ∗ (ξ
ApA ∧ θ
B)−
1
2
m ∧ ξApA ∗ (pB ∧ θ
B), (3.43)
where in the first step we removed terms symmetric in M and M ′ and applied (3.3).
{S2(M), S3(M
′)}−(M ↔M ′) =
∫
Σ
−M ′[dθB∗(dθA∧θ
B)−
1
2
dθA∗(dθB∧θ
B)]∧ξAdM−
− (M ↔M ′) =
∫
Σ
m ∧ dθB ∗ (ξ
AdθA ∧ θ
B)−
1
2
m ∧ ξAdθA ∗ (dθB ∧ θ
B) (3.44)
—here in the first step there vanished terms symmetric in M and M ′ and one being
an exact three-form (recall that Σ is a compact manifold without boundary); two terms
vanished due to (3.3).
{S3(M), S1(M
′)} − (M ↔M ′) =
∫
Σ
dM [θB ∗ (dθB ∧ θA)−
1
2
θA ∗ (dθB ∧ θ
B)]∧
∧M ′[θC ∗ (pC ∧ θ
A)−
1
2
θA ∗ (pC ∧ θ
C)]− (M ↔M ′) =
=
∫
Σ
−m ∧ [θB ∧ θC ∗ (dθB ∧ θA ∗ (pC ∧ θ
A))−
1
2
θA ∗ (pC ∧ θ
A) ∧ θC ∗ (dθB ∧ θ
B)−
−
1
2
θB ∧ θA ∗ (dθB ∧ θA) ∗ (pC ∧ θ
C)] =
∫
Σ
−m ∧ θB ∧ θA ∗ (dθB ∧ ∗pA)−
−
1
2
m ∧ θA ∧ ∗pA ∗ (dθB ∧ θ
B) +
1
2
m ∧ θB ∧ ∗dθB ∗ (pA ∧ θ
A), (3.45)
where in the first step some terms disappeared by virtue of their symmetricity in M and
M ′; moreover, we used (3.18) in the last step.
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Thus we obtain an explicite expression for the r.h.s. of (3.35):
{S(M), S(M ′)} =
∫
Σ
−(~myθA)∧dpA+m∧pB ∗(ξ
ApA∧θ
B)−
1
2
m∧ξApA ∗(pB ∧θ
B)+
+m ∧ dθB ∗ (ξ
AdθA ∧ θ
B)−
1
2
m ∧ ξAdθA ∗ (dθB ∧ θ
B)−m ∧ θB ∧ θA ∗ (dθB ∧ ∗pA)−
−
1
2
m ∧ θA ∧ ∗pA ∗ (dθB ∧ θ
B) +
1
2
m ∧ θB ∧ ∗dθB ∗ (pA ∧ θ
A). (3.46)
3.3.2 Isolating constraints
Our goal now is to isolate constraints at the r.h.s. of (3.46), that is, to show that the
r.h.s. of (3.46) is a sum of the constraints (2.5)–(2.8) smeared with appropriately chosen
fields.
It is clear (see (2.8)) that the first term at the r.h.s. of (3.46)∫
Σ
−(~myθA) ∧ dpA = V (~m) +
∫
Σ
dθA ∧ ~mypA.
The second and the third terms are equal to∫
Σ
[θB ∗ (m ∧ pB)−
1
2
m ∗ (pB ∧ θ
B)] ∧ ξApA = B
(
θB ∗ (m ∧ pB)−
1
2
m ∗ (pB ∧ θ
B)
)
+
+
∫
Σ
− ∗ (m ∧ pB)θ
B ∧ θA ∧ ∗dθA +
1
2
∗ (pB ∧ θ
B)m ∧ θA ∧ ∗dθA.
Similarly, the fourth and the fifth ones are equal to∫
Σ
[θB∗(m∧dθB)−
1
2
m∗(dθB∧θ
B)]∧ξAdθA = −R
(
θB∗(m∧dθB)−
1
2
m∗(dθB∧θ
B)
)
+
+
∫
Σ
∗(m ∧ dθB)θ
B ∧ θA ∧ ∗pA −
1
2
∗ (dθB ∧ θ
B)m ∧ θA ∧ ∗pA.
Thus (3.46) can be rewritten as follows:
{S(M), S(M ′)} = V (~m) +B
(
θB ∗ (m ∧ pB)−
1
2
m ∗ (pB ∧ θ
B)
)
−
−R
(
θB ∗ (m ∧ dθB)−
1
2
m ∗ (dθB ∧ θ
B)
)
+ remaining terms, (3.47)
where the remaining terms read∫
Σ
− ∗ (m ∧ pB)θ
B ∧ θA ∧ ∗dθA + ∗(m ∧ dθB)θ
B ∧ θA ∧ ∗pA+
+ ∗(pB ∧ θ
B)m ∧ θA ∧ ∗dθA − ∗(dθB ∧ θ
B)m ∧ θA ∧ ∗pA−
−m ∧ θB ∧ θA ∗ (dθB ∧ ∗pA) + dθ
A ∧ ~mypA. (3.48)
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Now we will transform the remaining terms (3.48) to a form which will be a convenient
starting point for isolating constraints. The first term in (3.48)
− ∗(m ∧ pB)θ
B ∧ θA ∧ ∗dθA = −m ∧ pB ∗ (θ
B ∧ θA ∧ ∗dθA) =
= −m ∧ pB~θ
B
y ∗ (θA ∧ ∗dθA) = −~θ
B
y(m ∧ pB) ∧ ∗(θ
A ∧ ∗dθA) =
= −(~θBym)pB ∧ ∗(θ
A ∧ ∗dθA) +m ∧ ∗(∗pB ∧ θ
B) ∧ ∗(θA ∧ ∗dθA) =
= −(~θBym)θA ∧ ∗dθA ∧ ∗pB +m ∧ ∗(θ
A ∧ ∗dθA) ∧ ∗(θ
B ∧ ∗pB), (3.49)
where we used (3.6) in the second step and (3.5) in the fourth one. Similarly, the second
term in (3.48)
∗ (m ∧ dθB)θ
B ∧ θA ∧ ∗pA =
= (~θBym) ∧ θA ∧ ∗pA ∧ ∗dθB −m ∧ ∗(θ
A ∧ ∗pA) ∧ ∗(θ
B ∧ ∗dθB). (3.50)
Next, we transform the third term in (3.48):
m ∧ θA ∧ ∗dθA ∗ (pB ∧ θ
B) = m ∧ θA ∧ ∗dθA ~θ
B
y ∗ pB = ~θ
B
y(m ∧ θA ∧ ∗dθA) ∧ ∗pB =
= (~θBym)θA ∧ ∗dθA ∧ ∗pB −m ∧ (~θ
B
yθA) ∗ dθA ∧ ∗pB+
+m ∧ θA(~θBy ∗ dθA) ∧ ∗pB = (~θ
B
ym) ∧ θA ∧ ∗dθA ∧ ∗pB−
−m ∧ ∗dθA ∧ ∗pA −m ∧ ∗(ξ
AdθA) ∧ ∗(ξ
BpB) +m ∧ θ
A ∧ ∗pB ∗ (dθA ∧ θ
B), (3.51)
where in the first step we used (3.6), in the fourth one (3.7) and in the last one (3.6)
again. Similarly, the fourth term in (3.48)
−m ∧ θA ∧ ∗pA ∗ (dθB ∧ θ
B) = −(~θBym)θA ∧ ∗pA ∧ ∗dθB+
+m ∧ (~θByθA) ∗ pA ∧ ∗dθB −m ∧ θ
A ∧ ∗dθB ∗ (pA ∧ θ
B). (3.52)
By virtue of (3.5) the last term in (3.48) can be expresses as follows [9]:
dθA ∧ ~mypA = dθ
A ∧ ∗(∗pA ∧m) = ∗pA ∧m ∧ ∗dθ
A = m ∧ ∗dθA ∧ ∗pA. (3.53)
Now it is easy to see that the following pairs
1. the first term at the r.h.s. of (3.49) and the first term at the r.h.s. of (3.51),
2. the first term at the r.h.s. of (3.50) and the first term at the r.h.s. of (3.52),
3. the second term at the r.h.s. of (3.51) and (3.53)
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sum up to zero. Moreover, the second term at the r.h.s. of (3.49) is equal to the second
term at the r.h.s. of (3.50). Consequently, the terms (3.48) can be expresses as
∫
Σ
(~θByθA)m∧ ∗pA ∧ ∗dθB −m∧ θ
A ∧ ∗dθB ∗ (pA ∧ θ
B) +m∧ θA ∧ ∗pB ∗ (dθA ∧ θ
B)+
+m∧∗(ξApA)∧∗(ξ
BdθB)−m∧θ
B∧θA∗(dθB∧∗pA)+2m∧∗(θ
A∧∗dθA)∧∗(θ
B∧∗pB).
(3.54)
Note now that the term above containing ξA can be transformed as follows:∫
Σ
m∧∗(ξApA)∧∗(ξ
BdθB) =
∫
Σ
−∗[m∧∗(ξBdθB)]∧(ξ
ApA) = −B
(
∗(m∧ξB∗dθB)
)
+
+
∫
Σ
∗[m ∧ ∗(ξBdθB)] ∧ θ
A ∧ ∗dθA = −B
(
∗ (m ∧ ξB ∗ dθB)
)
−
−
∫
Σ
∗[m∧∗(θA∧∗dθA)]∧ ξ
BdθB = −B
(
∗ (m∧ ξB ∗dθB)
)
+R
(
∗ [m∧∗(θA ∧∗dθA)]
)
−
−
∫
Σ
m ∧ ∗(θA ∧ ∗dθA) ∧ ∗(θ
B ∧ ∗pB). (3.55)
Gathering the result above, (3.54) and (3.47) we obtain
{S(M), S(M ′)} = V (~m) +B
(
θB ∗ (m ∧ pB)−
1
2
m ∗ (pB ∧ θ
B)
)
−
−R
(
θB ∗ (m ∧ dθB)−
1
2
m ∗ (dθB ∧ θ
B)
)
−
−B
(
∗ (m ∧ ξB ∗ dθB)
)
+R
(
∗ [m ∧ ∗(θA ∧ ∗dθA)]
)
+ remaining terms, (3.56)
where the remaining terms read now∫
Σ
(~θByθA)m∧ ∗pA ∧ ∗dθB −m∧ θ
A ∧ ∗dθB ∗ (pA ∧ θ
B) +m∧ θA ∧ ∗pB ∗ (dθA ∧ θ
B)−
−m ∧ θB ∧ θA ∗ (dθB ∧ ∗pA) +m ∧ ∗(θ
A ∧ ∗dθA) ∧ ∗(θ
B ∧ ∗pB). (3.57)
Now let us show that the remaining terms (3.57) can be expressed as R(b) with the
one-form b being a complicated function of the canonical variables and m. By shifting
the contraction ~θBy in the first term above and using (3.6) one can easily show that the
sum of the first and the second terms in (3.57) reads
∫
Σ
(~θByθA)m ∧ ∗pA ∧ ∗dθB −m ∧ θ
A ∧ ∗dθB ∗ (pA ∧ θ
B) =
=
∫
Σ
~θBy(m ∧ ∗dθB) ∧ θ
A ∧ ∗pA = R
(
~θBy(m ∧ ∗dθB)
)
+
∫
Σ
~θBy(m ∧ ∗dθB) ∧ ξ
AdθA.
(3.58)
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Let us now express the third term in (3.57) by means of the components of the
canonical variables and the covariant derivative ∇a (see (3.12)):
m ∧ θA ∧ ∗pB ∗ (dθA ∧ θ
B) = m ∧
1
2
θAi pBjkǫ
jk
ldx
i ∧ dxl(∇aθAb)θ
B
c ǫ
abc =
= m ∧ θAi pB
abdxi ∧ dxc(∇aθAb)θ
B
c +m ∧ θ
A
i pB
bcdxi ∧ dxa(∇aθAb)θ
B
c +
+m ∧ θAi pB
cadxi ∧ dxb(∇aθAb)θ
B
c ,
where in the last step we used (3.14). Similarly, the fourth term in (3.57)
−m ∧ θB ∧ θA ∗ (dθB ∧ ∗pA) = −m ∧ θ
B
i θ
A
c dx
i ∧ dxc(∇aθBb)pA
ab
and consequently the sum of the third and the fourth terms in (3.57) is of the following
form:
m ∧ θA ∧ ∗pB ∗ (dθA ∧ θ
B)−m ∧ θB ∧ θA ∗ (dθB ∧ ∗pA) =
= m ∧ θAi pB
bcdxi ∧ dxa(∇aθAb)θ
B
c +m ∧ θ
A
i pB
cadxi ∧ dxb(∇aθAb)θ
B
c =
= −m ∧ (θBcpBc
b)(dθA)badx
a ∧ θA = −m ∧ [
−−−−−→
(~θBypB)ydθ
A] ∧ θA =
= −m ∧ ∗[∗dθA ∧ ∗(∗pB ∧ θ
B)] ∧ θA = − ∗ [∗(m ∧ θA) ∧ ∗dθA] ∧ θ
B ∧ ∗pB
—here in the fourth step we used (3.5). Integrating the equation above over Σ we obtain:
∫
Σ
m ∧ θA ∧ ∗pB ∗ (dθA ∧ θ
B)−m ∧ θB ∧ θA ∗ (dθB ∧ ∗pA) =
= R
(
− ∗[∗(m ∧ θB) ∧ ∗dθB ]
)
+
∫
Σ
− ∗ [∗(m ∧ θB) ∧ ∗dθB ] ∧ ξ
AdθA. (3.59)
Finally, the last term in (3.57)
∫
Σ
m ∧ ∗(θB ∧ ∗dθB) ∧ ∗(θ
A ∧ ∗pA) =
∫
Σ
∗[m ∧ ∗(θB ∧ ∗dθB)] ∧ θ
A ∧ ∗pA =
= R
(
∗ [m ∧ ∗(θB ∧ ∗dθB)]
)
+
∫
Σ
∗[m ∧ ∗(θB ∧ ∗dθB)] ∧ ξ
AdθA. (3.60)
Gathering the three results (3.58), (3.59) and (3.60) we conclude that the terms (3.57)
can be expressed as
R
(
~θBy(m ∧ ∗dθB)− ∗[∗(m ∧ θ
B) ∧ ∗dθB ] + ∗[m ∧ ∗(θ
B ∧ ∗dθB)]
)
+
+ terms independent of pA, (3.61)
17
where the terms independent of pA read
∫
Σ
~θBy(m∧∗dθB)∧ξ
AdθA−∗[∗(m∧θ
B)∧∗dθB ]∧ξ
AdθA+∗[m∧∗(θ
B∧∗dθB)]∧ξ
AdθA.
(3.62)
Now it is enough to show that the terms (3.62) sums up to zero for all m and θA. To
this end let us isolate the factor mξA in each term of (3.62)—using (3.6) and (3.5) we
obtain
∫
Σ
−mξA ∧ ∗dθB ∧ ~θ
B
ydθA − (~θ
B
y ∗m)∧ ∗dθB ∧ ξ
A ∗ dθA −m ∧ ~θ
B
ydθB ∧ ξ
A ∗ dθA =
=
∫
Σ
mξA ∧
[
− ∗dθB ∧ ~θ
B
ydθA + ∗(~θ
B
y(∗dθB ∧ ∗dθA))− ~θ
B
ydθB ∧ ∗dθA
]
.
Consider now the terms in the square bracket above:
− ∗dθB ∧ ~θ
B
ydθA + ∗(~θ
B
y(∗dθB ∧ ∗dθA))− ~θ
B
ydθB ∧ ∗dθA =
= − ∗ dθB ∧ ~θ
B
ydθA + (~θ
B
y ∗ dθB)dθA − dθB~θ
B
y ∗ dθA − ~θ
B
ydθB ∧ ∗dθA =
= ~θBy(∗dθB ∧ dθA)− ~θ
B
y(dθB ∧ ∗dθA) = ~θ
B
y(∗dθB ∧ dθA)− ~θ
B
y(∗dθB ∧ dθA) = 0.
This means that indeed (3.62) is zero for all m and θA. Consequently,
the terms (3.57) = R
(
~θBy(m∧∗dθB)−∗[∗(m∧θ
B)∧∗dθB ]+∗[m∧∗(θ
B∧∗dθB)]
)
. (3.63)
Setting this result to (3.56) we obtain
{S(M), S(M ′)} = V (~m)+
+B
(
θB ∗ (m ∧ pB)−
1
2
m ∗ (pB ∧ θ
B)
)
−R
(
θB ∗ (m ∧ dθB)−
1
2
m ∗ (dθB ∧ θ
B)
)
−
−B
(
∗ (m ∧ ξB ∗ dθB)
)
+R
(
∗ [m ∧ ∗(θA ∧ ∗dθA)]
)
+
+R
(
~θBy(m ∧ ∗dθB)− ∗[∗(m ∧ θ
B) ∧ ∗dθB ] + ∗[m ∧ ∗(θ
B ∧ ∗dθB)]
)
(3.64)
3.3.3 Another form of {S(M), S(M ′)}
Let us now transform the result to a form in which both constraints B given by (2.5) and
R defined by (2.6) appear on an equal footing. Consider the following transformation:
pA 7→ −dθA, dθA 7→ pA. (3.65)
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It is easy to see that under this transformation
B(a(pA, dθB)) 7→ R(a(−dθA, pB)),
R(b(pA, dθB)) 7→ −B(b(−dθA, pB))
Let us now express the formula (3.55) in the following form:
∫
Σ
m ∧ ∗(ξApA) ∧ ∗(ξ
BdθB) +m ∧ ∗(θ
A ∧ ∗dθA) ∧ ∗(θ
B ∧ ∗pB) =
= −B
(
∗ (m ∧ ξB ∗ dθB)
)
+R
(
∗ [m ∧ ∗(θA ∧ ∗dθA)]
)
.
Note now that the l.h.s. of the identity above is invariant with respect to the transfor-
mation (3.65). Consequently, the r.h.s. has to be invariant too. Thus the fourth and the
fifth terms in (3.64)
−B
(
∗ (m ∧ ξB ∗ dθB)
)
+R
(
∗ [m ∧ ∗(θA ∧ ∗dθA)]
)
= −R
(
∗ (m ∧ ξB ∗ pB)
)
−
−B
(
∗ [m ∧ ∗(θA ∧ ∗pA)]
)
= −
1
2
B
(
∗ (m ∧ ξB ∗ dθB) + ∗[m ∧ ∗(θ
A ∧ ∗pA)]
)
+
+
1
2
R
(
− ∗(m ∧ ξB ∗ pB) + ∗[m ∧ ∗(θ
A ∧ ∗dθA)]
)
, (3.66)
where the last equation holds by virtue of the following trivial fact: if x = y then
x = 12(x + y). Similarly, the expression (3.57) is also invariant with respect to (3.65).
Thus by virtue of the identity (3.63) the last term in (3.64)
R
(
~θBy(m ∧ ∗dθB)− ∗[∗(m ∧ θ
B) ∧ ∗dθB ] + ∗[m ∧ ∗(θ
B ∧ ∗dθB)]
)
=
= −B
(
~θBy(m ∧ ∗pB)− ∗[∗(m ∧ θ
B) ∧ ∗pB ] + ∗[m ∧ ∗(θ
B ∧ ∗pB)]
)
=
=
1
2
R
(
~θBy(m ∧ ∗dθB)− ∗[∗(m ∧ θ
B) ∧ ∗dθB ] + ∗[m ∧ ∗(θ
B ∧ ∗dθB)]
)
−
−
1
2
B
(
~θBy(m ∧ ∗pB)− ∗[∗(m ∧ θ
B) ∧ ∗pB ] + ∗[m ∧ ∗(θ
B ∧ ∗pB)]
)
. (3.67)
Setting the results (3.66) and (3.67) to (3.64) after some simple calculations with appli-
cation of (3.5) and (3.6) we obtain the final form of the Poisson bracket of the scalar
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constraints
{S(M), S(M ′)} = V (~m) +B
(
θB ∗ (m ∧ pB)−
1
2
∗ (m ∧ ξB ∗ dθB)−
− ∗[m ∧ ∗(θB ∧ ∗pB)]−
1
2
∗ (∗m ∧ θB) ∗ pB +
1
2
∗ [∗(m ∧ θB) ∧ ∗pB]
)
+
+R
(
− θB ∗ (m ∧ dθB)−
1
2
∗ (m ∧ ξB ∗ pB)+
+ ∗[m ∧ ∗(θB ∧ ∗dθB)] +
1
2
∗ (∗m ∧ θB) ∗ dθB −
1
2
∗ [∗(m ∧ θB) ∧ ∗dθB ]
)
. (3.68)
Note that the sum of the constraints B and R at the r.h.s. of (3.68) is explicitely
invariant with respect to the transformation (3.65).
3.4 Poisson bracket of R(b) and S(M)
Recall that the constraints R(b) and S(M) are defined by, respectively, (2.6) and (2.7).
To show that the bracket {R(b), S(M)} is a sum of the constraints (2.5)–(2.8) smeared
with some fields we will proceed according to the following prescription. The bracket
under consideration can be expressed as
{R(b), S(M)} =
2∑
i=1
3∑
j=1
(−1)i+1{Ri(b), Sj(M)},
where the functionals at the r.h.s. are given by (3.27) and (3.34). It is not difficult to
see that each bracket in the sum is either quadratic in pA, linear in pA or independent
of pA. So we will first calculate the brackets and then we will gather similar terms
according to the classification. Next, it will turn out that the terms quadratic in pA can
be re-expressed as a constraint plus a term linear in pA. Then it will turn out that all
the linear terms can be re-expressed as some constraints plus a term independent of pA.
Finally we will show that all the term independent of pA sum up to zero.
Except the prescription we will need some formulae and identities which will make
easier the calculations.
20
3.4.1 Auxiliary formulae
The following formulae will be used in the sequel while calculating both {R(b), S(M))}
and {B(a), S(M)}:
~θAy ∗ ξ
B = −
1
2
ǫBCDAθ
C ∧ θD + ξA ∗ θ
B, (3.69)
−
1
2
ǫABCDθ
B ∧ θC ∧ α = −ξDα ∧ ∗θ
A + (∗ξA)~θDyα, (3.70)
(α ∧ ∗′A β) ∧ γ = α ∧ ∗β ~θAyγ − [(~θAyα) ∧ ∗β + (α↔ β)] ∧ γ =
= [(−1)kα ∧ (~θAy ∗ β)− (~θAyβ) ∧ ∗α] ∧ γ, (3.71)
(α ∧ ∗′A β) ∧
δS1(M)
δpA
= M(k −
5
2
)α ∧ ∗β ∗ (pA ∧ θ
A)+
+ (−1)4−kM [∗(α ∧ θA) ∧ ∗pA ∧ β + (α↔ β)], (3.72)
αA ∧ βA = θA ∧ ~θ
B
yαA ∧ βB + (−1)
kθA ∧ α
A ∧ ~θByβB−
− ξAα
A ∧ ξBβB , (3.73)
d(∗(∗θA ∧ θB)) = ξBdξA + ξAdξB , (3.74)
where in (3.70) α is a one-form, and in (3.71) α and β are k-forms and γ a one-form, in
(3.72) α and β are k-forms and finally in (3.73) αA is a k-form, while βA is a (3−k)-form.
Moreover, we will apply the following two identities:
α ∧ ∗(∗γ ∧ β)− ∗α ∗ (β ∧ γ)− β ∧ ∗(∗γ ∧ α) + ∗β ∗ (α ∧ γ) = 0, (3.75)
∗[α ∧ ∗(κ ∧ β)]− α ∗ (β ∧ ∗κ) − ∗[β ∧ ∗(κ ∧ α)] + β ∗ (α ∧ ∗κ) = 0, (3.76)
where α, β and κ are one-forms, and γ is a two-form.
Note that if in (3.71) α and β are three-forms then the formula can be simplified
further. Indeed, in this case ∗α and ∗β are zero-forms thus
(~θAyα) ∧ ∗β ∧ γ = α ∧ ∗β~θAyγ
and setting this equality to the r.h.s. of the first line of (3.71) we obtain
(α ∧ ∗′A β) ∧ γ = −α ∧ ∗β ~θAyγ. (3.77)
Using this result we can also simplify (3.72)—if α and β are three-forms then setting to
(3.77) γ = (δS1(M))/(δpA) we obtain
(α ∧ ∗′A β) ∧
δS1(M)
δpA
=
M
2
α ∧ ∗β ∗ (pA ∧ θ
A). (3.78)
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Proof of (3.69). Recall that the functions ξB are given by the formula (2.2). Using it
we obtain
~θAy ∗ ξ
B = −
1
2
ǫBCDE(~θAyθ
C)θD ∧ θE = −
1
2
ǫBADEθ
D ∧ θE −
1
2
ǫBCDEξAξ
CθD ∧ θE =
= −
1
2
ǫBCDAθ
C ∧ θD + ξA ∗ θ
B,
where in the second step we used (3.7), and in the last one (3.20).
Proof of (3.70). By virtue of (3.7) and (3.20) the l.h.s. of (3.70) can be transformed as
follows:
−
1
2
ǫABCDθ
B ∧ θC ∧ α = −
1
2
ǫABCEθ
B ∧ θC ∧ (~θDyθ
E − ξDξ
E)α =
= −
1
2
ǫABCEθ
B ∧ θC ∧ (~θDyθ
E)α− (∗θA) ∧ ξDα.
Shifting the contraction ~θDy in the first of the two resulting terms and applying once
again (3.7) and (3.20) we obtain
−
1
2
ǫABCDθ
B ∧ θC ∧ α = ǫADCEθ
C ∧ θE ∧ α−
1
2
ǫABCEθ
B ∧ θC ∧ θE(~θDyα)−
− 3(∗θA) ∧ ξDα.
Now to justify (3.70) it is enough to note that (i) the first term on the r.h.s of the
equation above is proportional to the term on the l.h.s. and (ii) the second term on the
r.h.s. by virtue of (2.2) is equal to 3(∗ξA)~θDyα.
Proof of (3.71). Let us now consider the l.h.s. of (3.71):
(α ∗′A β) ∧ γ = ~θ
B
y
(
ηABα ∧ ∗β − [(~θAyα) ∧ ∗(~θByβ) + (α↔ β)]
)
∧ γ =
= α ∧ ∗β(~θAyγ)− [(~θAyα) ∧ ∗(~θByβ) + (α↔ β)]~θ
B
yγ.
By virtue of (3.5) and (3.8)
∗(~θByβ)~θ
B
yγ = ∗β ∧ θB ∧ ~θ
B
yγ = ∗β ∧ γ.
Setting this result to the r.h.s. of the previous equation we obtain the r.h.s. of the first
line of (3.71). To obtain the result at the second line it is enough to shift the contraction
~θAy in the term −(~θAyα) ∧ ∗β ∧ γ.
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Proof of (3.72). By virtue of the first line of Equation (3.71) just proven
(α ∧ ∗′A β) ∧
δS1(M)
δpA
= α ∧ ∗β ~θAy
δS1(M)
δpA
− [(~θAyα) ∧ ∗β + (α↔ β)] ∧
δS1(M)
δpA
=
= −
M
2
α∧∗β∗(pA∧θ
A)−M [(~θAyα)∧∗β+(α ↔ β)]∧
(
θB∗(pB∧θ
A)−
1
2
θA∗(pB∧θ
B)
)
.
(3.79)
Because ∗(pB ∧ θA) is a zero-form (i.e. a function)
(~θAyα) ∗ (pB ∧ θ
A) = ∗(∗α ∧ θA) ∗ (pB ∧ θ
A) = ∗(∗α ∧ θA ∧ ∗(pB ∧ θ
A)) = ∗(∗α ∧ ∗pB),
where the first equality holds true by virtue of (3.5) and the last one—due to (3.18). On
the other hand due to (3.8)
(~θAyα) ∧ ∗β ∧ θ
A = θA ∧ (~θAyα) ∧ ∗β = kα ∧ ∗β.
Setting the two results above to (3.79) we get
(α ∧ ∗′A β) ∧
δS1(M)
δpA
= M(k −
1
2
)α ∧ ∗β ∗ (pA ∧ θ
A)−
−M [∗(∗α ∧ ∗pA) ∧ ∗β ∧ θ
A + (α↔ β)]. (3.80)
The last step of the proof aims at simplifying the last term in the equation above:
∗ (∗α ∧ ∗pA) ∧ ∗β ∧ θ
A = ∗α ∧ ∗pA ∧ ∗(∗β ∧ θ
A) = ∗α ∧ ∗pA ∧ ~θ
A
yβ =
= (−1)3−k~θAy(∗α ∧ ∗pA) ∧ β = (−1)
3−k ∗ (α ∧ θA) ∧ ∗pA ∧ β + ∗α ∧ β ∗ (pA ∧ θ
A)
(here we used (3.5) and (3.6)). Taking into account that ∗α ∧ β = α ∧ ∗β we set the
result above to (3.80) obtaining thereby (3.72).
Proof of (3.73). By virtue of (3.7)
αA ∧ βA = (~θ
B
yθA − ξ
BξA)α
A ∧ βB = ~θ
B
yθAα
A ∧ βB − ξAα
A ∧ ξBβB .
Now to get (3.73) it is enough to shift the contraction ~θBy in the first term at the r.h.s.
of the equation above.
Proof of (3.74). First transform the l.h.s. of (3.7) by means of (3.5) then act on the
both sides of the resulting formula by d.
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Proof of (3.75). Note that β ∧ γ is a three form. Therefore
∗α ∗ (β ∧ γ) = ∗[∗(β ∧ γ) ∧ α] = ~αy(β ∧ γ) = ~αyβ ∧ γ − β ∧ ~αyγ,
where in the second step we used (3.5). Transforming similarly the term ∗β ∗ (α∧ γ) we
obtain
α ∧ ∗(∗γ ∧ β)− ∗α ∗ (β ∧ γ)− β ∧ ∗(∗γ ∧ α) + ∗β ∗ (α ∧ γ) =
= α ∧ ~βyγ − ~αyβ ∧ γ + β ∧ ~αyγ − β ∧ ~αyγ + ~βyα ∧ γ − α ∧ ~βyγ = 0.
Proof of (3.76). Act by the Hodge operator ∗ on both sides of (3.75) and set κ = ∗γ.
Now we are ready to begin the calculations of {R(B), S(M)}. Let us recall that
variations needed to calculate the bracket are given by (3.29) and (3.36)–(3.41).
3.4.2 Terms quadratic in pA
Terms quadratic in the momenta come form the Poisson bracket
{R1(b), S1(M)} =
∫
Σ
[−b ∧ ∗pA + (b ∧ θ
B) ∧ ∗′A pB] ∧
δS1(M)
δpA
−
−M
(
pB ∗ (pA ∧ θ
B)−
1
2
pA ∗ (pB ∧ θ
B)
)
∧ ∗(b ∧ θA), (3.81)
where we used (3.17) to simplify the r.h.s. It is not difficult to see that
−b ∧ ∗pA ∧
δS1(M)
δpA
−M
(
pB ∗ (pA ∧ θ
B)−
1
2
pA ∗ (pB ∧ θ
B)
)
∧ ∗(b ∧ θA) = 0.
Let us now transform the remaining term in (3.81)—by virtue of (3.72)
[(b ∧ θB) ∧ ∗′A pB] ∧
δS1(M)
δpA
= −
M
2
b ∧ θB ∧ ∗pB ∗ (pA ∧ θ
A)+
+M [∗(b ∧ θB ∧ θA) ∧ ∗pA ∧ pB + ∗(pB ∧ θ
A) ∧ ∗pA ∧ b ∧ θ
B] =
= −
M
2
b ∧ θB ∧ ∗pB ∗ (pA ∧ θ
A) +M ∗ (pB ∧ θ
A) ∗ pA ∧ b ∧ θ
B.
To justify the last step let us note that (b∧ θB ∧ θA) is antisymmetric in A and B while
∗pA ∧ pB is symmetric. Consequently,
{R1(b), S1(M)} =
∫
Σ
−
M
2
b∧ θB ∧ ∗pB ∗ (pA ∧ θ
A) +M ∗ (pB ∧ θ
A)b∧ θB ∧ ∗pA. (3.82)
24
3.4.3 Terms linear in pA
Here we will calculate the brackets {R1(b), S2(M)} and {R2(b), S1(M)}, which give terms
linear in the momenta.
Considering {R1(b), S2(M)} we immediately see that by virtue of (3.17) and (3.19)
δS2(M)
δθA
∧
δR1(b)
δpA
= 0,
thus
{R1(b), S2(M)} =
∫
Σ
[−b∧∗pA+(b∧θ
B)∧∗′A pB ]∧d(Mξ
A) =
∫
Σ
−dM ∧b∧∗(ξApA)−
−Mb ∧ ∗pA ∧ dξ
A +Mb ∧ θB ∧ dξA~θAy ∗ pB −M~θAypB ∧ ∗(b ∧ θ
B) ∧ dξA, (3.83)
where we have used the second line of (3.71) and (3.3).
The other bracket,
{R2(b), S1(M)} =
∫
Σ
[d(bξA)+(b∧dθ
B)∧∗′A (∗ξB)−
1
2
ǫDBCAθ
B∧θC∗(b∧dθD)]∧
δS1(M)
δpA
.
(3.84)
The last two terms in the square bracket above give together zero once multiplied by
(δS1(M))/(δpA). Indeed, due to (3.78)
[(b ∧ dθB) ∧ ∗′A (∗ξB)] ∧
δS1(M)
δpA
=
M
2
(b ∧ ξBdθ
B) ∗ (pA ∧ θ
A).
On the other hand,
−
1
2
ǫDBCAθ
B ∧ θC ∧
δS1(M)
δpA
∗ (b ∧ dθD) = ∗ξD ∗ (b ∧ dθ
D)~θAy
δS1(M)
δpA
=
= −
M
2
(b ∧ ξBdθ
B) ∗ (pA ∧ θ
A)
—the first equality holds by virtue of (3.70) and due to a fact that ξA(δS1(M))/(δpA) = 0
((δS1(M))/(δpA) is of the form θAi γ
i
jdx
j form some tensor field γij), in the last step
we used (3.7). Using the fact just mentioned and (3.6) we transform the only remaining
term in (3.84) as follows:
d(bξA) ∧
δS1(M)
δpA
= −Mb ∧ dξA ∧ θ
B ∗ (pB ∧ θ
A) +
M
2
b ∧ dξA ∧ θ
A ∗ (pB ∧ θ
B) =
= Mb ∧ θB ∧ dξA~θAy ∗ pB −
M
2
b ∧ θA ∧ dξA ∗ (pB ∧ θ
B). (3.85)
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Gathering all the terms linear in pA, that is, (3.83) and (3.85) we obtain
{R1(b), S2(M)} − {R2(b), S1(M)} =
∫
Σ
−dM ∧ b ∧ ∗(ξApA)−Mb ∧ ∗pA ∧ dξ
A−
−M~θAypB ∧ ∗(b ∧ θ
B) ∧ dξA +
M
2
b ∧ θA ∧ dξA ∗ (pB ∧ θ
B). (3.86)
3.4.4 Terms independent of pA
It turns out that the remaining three brackets, {R2(b), S3(M)}, {R2(b), S2(M)} and
{R1(b), S3(M)} do not depend on the momenta. The first bracket is zero since both R2(b)
and S3(M) do not contain pA. The second bracket contains a term d(bξA) ∧ d(MξA)
being an exact three-form—the integral of this term over Σ is zero hence
{R2(b), S2(M)} =
∫
Σ
[(b ∧ dθB)∧ ∗′A (∗ξB)−
1
2
ǫDBCAθ
B ∧ θC ∗ (b∧ dθD)]∧ d(MξA).
Applying (3.77), (3.20) and (3.70) it is not difficult to show that
{R2(b), S2(M)} =
∫
Σ
dM ∧ ∗θD ∗ (b ∧ dθ
D).
Consider now the last bracket {R1(b), S3(M)}. Due to (3.17)
{R1(b), S3(M)} = −
∫
Σ
(
d[MθB ∗(dθB∧θA)−
M
2
θA∗(dθB∧θ
B)]+MdθB ∗(dθA∧θ
B)−
−
M
2
dθA ∗ (dθB ∧ θ
B)
)
∧ ∗(b ∧ θA).
Our goal now is to express the r.h.s. of the equation above as a sum of a term containing
Mb and a one containing dM . To this end we first act by the operator d on the factors
constituting terms in the square brackets. Next, in those cases when it is possible, we
use (3.18) to simplify θA ∧ ∗(b ∧ θA) to 2 ∗ b and θA ∧ ∗(dθB ∧ θA) to ∗dθB , finally in all
the terms containing M and ∗b we shift the Hodge operator ∗ to get b. Thus we obtain
{R1(b), S3(M)} = −
∫
Σ
Mb ∧ [− ∗ dθA ∧ ∗dθA + θ
A ∧ ∗dθB ∗ (dθA ∧ θB)−
− θA ∧ ∗dθA ∗ (dθB ∧ θ
B)− θA ∧ ∗(θB ∧ d ∗ (dθB ∧ θA))− ∗d ∗ (dθA ∧ θ
A)]+
+ dM ∧ [θA ∧ ∗(b ∧ ∗dθA)− ∗b ∗ (dθA ∧ θ
A)].
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Note that since ∗dθA is a one-form the first term at the r.h.s. above vanishes. Thus the
terms independent of pA read
{R1(b), S3(M)} − {R2(b), S2(M)} =
∫
Σ
the term containing Mb−
−
∫
Σ
dM ∧ [θB ∧ ∗(b ∧ ∗dθB)− ∗b ∗ (dθB ∧ θ
B) + ∗θD ∗ (b ∧ dθ
D)].
The term containing dM can be expressed as
−
∫
Σ
dM ∧ [− ∗ b ∗ (θB ∧ dθB)− θ
B ∧ ∗(∗dθB ∧ b) + ∗θ
B ∗ (b ∧ dθB)].
Now by setting in (3.75) α = b, β = θB and γ = dθB the term under consideration can
be simplified to
−
∫
Σ
dM ∧ [−b ∧ ∗(∗dθB ∧ θ
B)] = −
∫
Σ
∗(dM ∧ b) ∧ θB ∧ ∗dθB .
This means that the terms independent of pA read
{R1(b), S3(M)} − {R2(b), S2(M)} = −
∫
Σ
Mb ∧ [θA ∧ ∗dθB ∗ (dθA ∧ θB)−
− θA ∧ ∗dθA ∗ (dθB ∧ θ
B)− θA ∧ ∗(θB ∧ d ∗ (dθB ∧ θA))− ∗d ∗ (dθA ∧ θ
A)]−
−
∫
Σ
∗(dM ∧ b) ∧ θA ∧ ∗dθA. (3.87)
3.4.5 Isolating constraints
Our goal now is to express the bracket
{R(b), S(M)} = the terms (3.82) quadratic in pA+
+ the terms (3.86) linear in pA + the terms (3.87) independent of pA
as a sum of the constraints (2.5)–(2.8) smeared with some fields.
Terms quadratic in pA We are going to transform the last term of (3.82) to a form
containing the factor θA ∧ ∗pA being a part of the constraint R(b): applying (3.73) to
the term with αA = ∗pA we obtain
(
M ∗ (pB ∧ θ
A) ∧ b ∧ θB
)
∧ ∗pA = ∗p
A ∧
(
M ∗ (pC ∧ θA) ∧ b ∧ θ
C
)
=
= θA ∧ ~θ
B
y ∗ pA ∧
(
M ∗ (pC ∧ θB)∧ b∧ θ
C
)
− θA ∧∗p
A ∧ ~θBy
(
M ∗ (pC ∧ θB)∧ b∧ θ
C
)
.
(3.88)
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The first term in the last line is zero—indeed, using (3.6) we get
θA ∧ ~θ
B
y ∗ pA ∧
(
M ∗ (pC ∧ θB) ∧ b ∧ θ
C
)
= −M ∗ (pA ∧ θ
B) ∗ (pC ∧ θB)θ
A ∧ θC ∧ b.
Note now that ∗(pA∧θB)∗(pC∧θB) is symmetric in A and C, while θA∧θC antisymmetric.
Transforming the remaining term in (3.88) we obtain
(
M ∗ (pB ∧ θ
A) ∧ b ∧ θB
)
∧ ∗pA =
= −MθA ∧ ∗p
A ∧
(
∗ (pC ∧ θB ~θ
B
yb) ∧ θC − ∗(pC ∧ θ
B)b ~θByθC
)
=
= −MθA ∧ ∗pA ∧
(
∗ (pC ∧ b)θ
C − ∗(pB ∧ θ
B)b
)
.
where in the last step we used (3.8) and (3.7).
Setting this result to (3.82) we arrive at
the terms (3.82) quadratic in pA = −
∫
Σ
M [θB ∗ (pB ∧ b)−
1
2
b∗ (pB ∧θ
B)]∧θA∧∗pA =
= −R
(
M [θB∗(pB∧b)−
1
2
b∗(pB∧θ
B)]
)
−
∫
Σ
M [θB∗(pB∧b)−
1
2
b∗(pB∧θ
B)]∧θA∧dξA.
(3.89)
Consequently, the bracket {R(b), S(M)} is of the following form
{R(b), S(M)} = −R
(
M [θB ∗ (pB ∧ b)−
1
2
b ∗ (pB ∧ θ
B)]
)
+ terms linear in pA+
+ the terms (3.87) independent of pA, (3.90)
where now the phrase “terms linear in pA” means the terms (3.86) and the last term in
(3.89). Now we are going to isolate constraints from the linear terms.
Terms linear in pA The terms read
∫
Σ
−dM ∧ b ∧ ∗(ξApA) +Mb ∧ dξ
A ∧ ∗pA −M~θAypB ∧ ∗(b ∧ θ
B) ∧ dξA+
+Mb ∧ θA ∧ dξA ∗ (pB ∧ θ
B)−MθB ∧ θA ∧ dξA ∗ (pB ∧ b). (3.91)
The first term can be written as∫
Σ
−dM∧b∧∗(ξApA) =
∫
Σ
−∗(dM∧b)∧ξApA = −B(∗(dM∧b))+
∫
Σ
∗(dM∧b)∧θA∧∗dθA.
(3.92)
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Transformation of the remaining terms in (3.91) (i.e. those which do not contain
dM) to an appropriate form takes more effort. Applying (3.73) to the first of them by
setting αA = b ∧ dξA and βA = ∗pA we obtain
Mb ∧ dξA ∧ ∗pA = MθA ∧ ~θ
B
y(b ∧ dξA) ∧ ∗pB +MθA ∧ b ∧ dξ
A~θBy ∗ pB =
= MθA ∧ dξ
A ∧ ∗pB ~θ
B
yb−MθA ∧ b ∧ ∗pB ~θ
B
ydξA −Mb ∧ θA ∧ dξ
A ∗ (pB ∧ θ
B)
—here in the last step we used (3.6). The last term of (3.91) can be transformed as
follows
−MθB ∧ θA ∧ dξA ∗ (pB ∧ b) = −Mθ
A ∧ dξA ∧ ∗ ∗ [∗(pB ∧ b) ∧ θ
B] =
= −MθA∧dξA∧∗[~θ
B
y(pB∧b)] = −Mθ
A∧dξA∧∗[(~θ
B
ypB)∧b]−Mθ
A∧dξA∧∗pB ~θ
B
yb,
where in the second step we used (3.5). The last two results allow us to express in a
more simpler form the sum of the terms in (3.91) which do not contain dM :
−MθA∧b∧∗pB ~θ
B
ydξA−M~θAypB∧∗(b∧θ
B)∧dξA−MθA∧dξA∧∗[(~θ
B
ypB)∧b]. (3.93)
Our goal now is to rewrite the sum above in a form of a single term containing the
factor θA ∧ ∗pA. Let us begin with the first term in (3.93):
−MθA ∧ b ∧ ∗pB ~θ
B
ydξA = M
(
∗ (b ∧ θC) ~θ
A
ydξC
)
∧ pA.
Setting in (3.73) αA = ∗(b ∧ θC) ~θAydξC and βA = pA we obtain
−MθA ∧ b ∧ ∗pB ~θ
B
ydξA =
= MθA ∧ ~θBy
(
∗ (b ∧ θC) ~θ
A
ydξC
)
∧ pB −MθA
(
∗ (b ∧ θC) ~θ
A
ydξC
)
∧ ~θBypB =
= MθA(~θ
A
ydξC) ∧ ∗(b ∧ θC ∧ θ
B) ∧ pB −MθA(~θ
A
ydξC) ∧ ∗(b ∧ θC) ∧ ∗(∗pB ∧ θ
B) =
= MdξC ∧ ∗(b ∧ θC ∧ θ
B) ∧ pB +M ∗ [dξ
C ∧ ∗(b ∧ θC)] ∧ θ
B ∧ ∗pB , (3.94)
where we applied (3.6) and (3.5) in the third step and (3.8) in the last step. The second
term in (3.93)
−M~θAypB ∧∗(b∧ θ
B)∧dξA = MpB[~θAy∗ (b∧ θ
B)]∧dξA−MpB ∧∗(b∧ θ
B) ~θAydξ
A =
= MpB ∗ (b ∧ θ
B ∧ θA) ∧ dξ
A −M~θCydξ
C ∗ (b ∧ θA) ∧ pA =
= −MdξC ∗ (b ∧ θC ∧ θ
B) ∧ pB −M~θCydξ
Cb ∧ θB ∧ ∗pB (3.95)
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(in the second step we applied (3.6)). Finally, the last term in (3.93) by virtue of (3.5)
can be written as
−MθA ∧ dξA ∧ ∗[(~θ
B
ypB) ∧ b] = −M ∗ (∗pB ∧ θ
B) ∧ b ∧ ∗(θA ∧ dξA) =
M ∗ [b ∧ ∗(θA ∧ dξA)] ∧ θ
B ∧ ∗pB .
Gathering (3.94), (3.95) and the equation above we obtain the desired expression for
these terms in (3.91) which do not contain dM :∫
Σ
M
(
∗ [dξC ∧ ∗(b ∧ θC)]− ~θCydξ
Cb+ ∗[b ∧ ∗(θA ∧ dξA)]
)
∧ θB ∧ ∗pB =
=
∫
Σ
M
(
∗ [b ∧ ∗(θA ∧ dξA)]− b ∗ (dξA ∧ ∗θ
A)− ∗[dξA ∧ ∗(θ
A ∧ b)]
)
∧ θB ∧ ∗pB ,
where again we used (3.5). We can now simplify the term in the big parenthesis — it is
enough to use (3.76) setting α = b, β = dξA and κ = θA to get∫
Σ
M
(
− dξA ∗ (b ∧ ∗θ
A)
)
∧ θB ∧ ∗pB = −R
(
MdξA ∗ (b ∧ ∗θ
A)
)
−
−
∫
Σ
M ∗ (b ∧ ∗θA)dξA ∧ ξ
BdθB , (3.96)
which is the final form of the terms in (3.91) which do not contain dM .
The equations (3.92) and (3.96) allow us to express the terms linear in pA appearing
in (3.90) as a sum of constraints and terms independent of the momenta. Consequently,
(3.90) can be written in the following form:
{R(b), S(M)} = −R
(
M [θB∗(pB∧b)−
1
2
b∗(pB∧θ
B)+dξA∗(b∧∗θ
A)]
)
−B
(
∗(dM∧b)
)
+
+ terms independent of pA, (3.97)
where the phrase “terms independent of pA” means here the terms given by (3.87), the
last term in (3.92) and the last one in (3.96).
Terms independent of pA Our goal now is to show that the terms independent of
pA sum up to zero. Gathering all the terms under consideration which appear in (3.97)
we see that the sum of the last term of (3.87) and the last term of (3.92) is zero. Note
now that the last term in (3.96) contains ξA which does not appear in the others term.
To get rid of ξA let us use (3.74):
−
∫
Σ
M ∗ (b ∧ ∗θA)dξA ∧ ξ
BdθB = −
∫
Σ
M ∗ (b ∧ ∗θA)d ∗ (∗θA ∧ θ
B) ∧ dθB =
= −
∫
Σ
Mb ∧ ∗θA ∗ [d ∗ (∗θA ∧ θ
B) ∧ dθB ].
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Consequently, the terms in (3.97) independent of pA read
−
∫
Σ
Mb∧
(
θA∧∗dθB ∗(dθA∧θB)−θ
A∧∗dθA∗(dθB∧θ
B)−θA∧∗(θB∧d∗(dθB∧θA))−
− ∗d ∗ (dθA ∧ θ
A) + ∗θA ∗ (d ∗ (∗θA ∧ θ
B) ∧ dθB)
)
. (3.98)
Now we are going to show that the expression above is zero for every M, b and θA.
This will be achieved by proving that the terms in the big parenthesis sum up to zero for
every θA. The proof will be carried out with application of tensor calculus (see formulae
in Section 3.1.3).
The first term in (3.98)
θA ∧ ∗dθB ∗ (dθA ∧ θB) = (∇iθAj)(∇
aθBb)θBkθ
A
d ǫabcǫ
ijk dxd ∧ dxc.
By virtue of the third equation in (3.14) we can express the r.h.s. above as a sum of six
terms. Four of them vanish: two of them contain the vanishing factor (∇aθBb)θBb (see
(3.10)), the remaining two vanish because they are of the form
γdc dx
d ∧ dxc, γdc = γcd. (3.99)
Thus
θA ∧ ∗dθB ∗ (dθA ∧ θB) = (∇bθAc)(∇
aθBb)θBaθ
A
d dx
d ∧ dxc−
− (∇cθAb)(∇
aθBb)θBaθ
A
d dx
d ∧ dxc. (3.100)
In the case of the second term in (3.98) we proceed similarly—applying (3.14) we
obtain six terms and again four of them vanish: two of them are of the form (3.99), the
other two can be transformed to this form by means of (3.9) hence
− θA ∧ ∗dθA ∗ (dθB ∧ θ
B) = −(∇aθbA)(∇cθ
B
a )θBbθ
A
d dx
d ∧ dxc+
+ (∇aθbA)(∇cθ
B
b )θBaθ
A
d dx
d ∧ dxc. (3.101)
Let us consider now the third term in (3.98):
− θA ∧ ∗(θB ∧ d ∗ (dθB ∧ θA)) = −∇
b[(∇iθBj)θAk]θ
BaθAd ǫabcǫ
ijk dxd ∧ dxc =
= −(∇b∇iθBj)θ
Baqkdǫabcǫ
ijk dxd ∧ dxc − (∇iθBj)(∇
bθAk)θ
BaθAd ǫabcǫ
ijk dxd ∧ dxc,
where in the second step we used (2.3). Applying (3.14) we obtain twelve terms: six of
them contain a second covariant derivative of components of θB, while the remaining
ones are quadratic in covariant derivatives of the components. Three terms of those
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containing second covariant derivatives vanish: two terms turn out to be of the form
(3.99), the third one can be transformed to this form by means of (3.10):
− (∇d∇cθBa)θ
Ba dxd ∧ dxc = −∇d[(∇cθBa)θ
Ba] + (∇cθBa)(∇dθ
Ba) dxd ∧ dxc =
= (∇cθBa)(∇dθ
Ba) dxd ∧ dxc.
Four terms of those quadratic in covariant derivatives are zero: two of them contain the
factor (3.10), the other two can be transformed to the form (3.99) by means of (3.9).
Finally
− θA ∧∗(θB ∧ d ∗ (dθB ∧ θA)) = −(∇
b∇bθBc)θ
B
d dx
d ∧ dxc+(∇d∇aθBc)θ
Ba dxd ∧ dxc+
+ (∇b∇cθBb)θ
B
d dx
d ∧ dxc − (∇aθBb)(∇
bθAc)θ
BaθAd dx
d ∧ dxc+
+ (∇cθBb)(∇
bθAa)θ
BaθAd dx
d ∧ dxc. (3.102)
Since
dθA ∧ θ
A = 3!(∇[dθAc)θ
A
b] dx
d ⊗ dxc ⊗ dxb
we can use (3.13) to express the fourth term in (3.98) as follows
− ∗d ∗ (dθA ∧ θ
A) = −
3!
2
∇b[(∇[dθAc)θ
A
b] ] dx
d ∧ dxc = −∇b[(∇dθAc)θ
A
b ] dx
d ∧ dxc−
−∇b[(∇cθAb)θ
A
d ] dx
d ∧ dxc −∇b[(∇bθAd)θ
A
c ] dx
d ∧ dxc.
Acting by ∇b on the factors in the square brackets we obtain
− ∗d ∗ (dθA ∧ θ
A) = −(∇b∇dθAc)θ
A
b dx
d ∧ dxc − (∇b∇cθAb)θ
A
d dx
d ∧ dxc−
− (∇b∇bθAd)θ
A
c dx
d ∧ dxc − (∇dθAc)(∇
bθAb ) dx
d ∧ dxc − (∇cθAb)(∇
bθAd ) dx
d ∧ dxc,
(3.103)
where we omitted the term −(∇bθAd)(∇bθAc ) dx
d ∧ dxc which being of the form (3.99) is
zero.
The last term in (3.98) by virtue of (3.5) and (3.14) can be expressed as follows
∗ θA ∗ (d ∗ (∗θA ∧ θ
B) ∧ dθB) =
1
2
θAb∇i(θAaθ
Ba)(∇jθBk)ǫ
ijkǫbdc dx
d ∧ dxc =
= θAb∇b(θAaθ
Ba)(∇dθBc) dx
d ∧ dxc + θAb∇d(θAaθ
Ba)(∇cθBb) dx
d ∧ dxc+
+ θAb∇c(θAaθ
Ba)(∇bθBd) dx
d ∧ dxc.
The last term in the second line above vanishes—indeed, due to (2.3) the term is equal
to
θAb(∇dθAa)θ
Ba(∇cθBb) dx
d ∧ dxc + (∇dθ
Bb)(∇cθBb) dx
d ∧ dxc
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and each term in this sum is of the form (3.99). Using (2.3) again we obtain
∗θA ∗ (d∗ (∗θA∧θ
B)∧dθB) = (∇bθ
Bb)(∇dθBc) dx
d∧dxc+(∇cθ
Bb)(∇bθBd) dx
d∧dxc+
+ (∇bθAa)(∇dθBc)θ
AbθBa dxd ∧ dxc + (∇cθAa)(∇bθBd)θ
AbθBa dxd ∧ dxc. (3.104)
Now we are ready to gather all the results (3.100)–(3.104) to show that (3.98) is
zero. To make the task easier let us note that we obtained three kinds of terms: (i) ones
containing second covariant derivatives of θAa , (ii) ones quadratic in covariant derivatives
of θAa and (iii) ones quadratic both in the covariant derivatives and in θ
A
a .
Expressions containing second covariant derivatives of θAa appear in (3.102) and
(3.103) and they read
− (∇b∇bθBc)θ
B
d dx
d ∧ dxc + (∇d∇aθBc)θ
Ba dxd ∧ dxc + (∇b∇cθBb)θ
B
d dx
d ∧ dxc−
− (∇b∇dθAc)θ
A
b dx
d ∧ dxc − (∇b∇cθAb)θ
A
d dx
d ∧ dxc − (∇b∇bθAd)θ
A
c dx
d ∧ dxc
We see now that the first and the last term sum up to zero, similarly do the third and
the fifth ones. The sum of the remaining second an fourth terms can be expressed as
[(∇d∇a −∇a∇d)θ
b
B ]θ
Baqbc dx
d ∧ dxc = Rbedaθ
e
Bθ
Baqbc dx
d ∧ dxc =
= Rbedaq
eaqbc dx
d ∧ dxc = Rcedaq
ea dxd ∧ dxc = Rcd dx
d ∧ dxc = 0,
where (i) in the first step we used the Riemann tensor Rbeda of the Levi-Civita connection
compatible with q to express the commutator (∇d∇a−∇a∇d) acting on θbB and (ii) in the
second step we applied (2.3). Note that the last equality holds by virtue of symmetricity
of the Ricci tensor Rcd.
Terms quadratic in covariant derivatives of θAa appear in (3.103) and (3.104):
− (∇dθAc)(∇
bθAb ) dx
d ∧ dxc − (∇cθAb)(∇
bθAd ) dx
d ∧ dxc + (∇bθ
Bb)(∇dθBc) dx
d ∧ dxc+
+ (∇cθ
Bb)(∇bθBd) dx
d ∧ dxc
It is easy to see that the first and the third terms sum up to zero, similarly do the second
and fourth ones.
Let us finally consider the terms quadratic in covariant derivatives of θAa and quadratic
in θAa—there are eight of them and they can be grouped into pairs such that each pair
sums up to zero. These pairs are:
1. the first term at the r.h.s. of (3.100) and the fourth one at the r.h.s. of (3.102),
2. the second term at the r.h.s. of (3.100) and the third one at the r.h.s. of (3.104)
(apply (3.9) to the latter term),
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3. the first term at the r.h.s. of (3.101) and the fifth one at the r.h.s. of (3.102),
4. the second term at the r.h.s. of (3.101) and the fourth one at the r.h.s. of (3.104)
(apply (3.9) to the latter term).
In this way we demonstrated that (3.98) is zero for every M , b and θA. Thus the
formula (3.97) turns into the final expression of the Poisson bracket of R(b) and S(M):
{R(b), S(M)} = −R
(
M [θB ∗(pB∧b)−
1
2
b∗(pB∧θ
B)+dξA∗(b∧∗θ
A)]
)
−B
(
∗(dM ∧b)
)
.
(3.105)
3.5 Poisson bracket of B(a) and S(M)
The bracket
{B(a), S(M)} =
2∑
i=1
3∑
j=1
{Bi(a), Sj(M)} (3.106)
will be calculated in a similar way to {R(b), S(M)}. Recall that the constraints under
consideration are defined by (2.5) and (2.7), the functionals appearing at the r.h.s. of
(3.106) are given by (3.23) and (3.34) and that formulae (3.25) and (3.36)–(3.41) describe
variations needed to calculate the bracket.
3.5.1 Terms quadratic in pA
The only term in (3.106) quadratic in pA is
{B2(a), S1(M)} =
∫
Σ
δB2(a)
δθA
∧
δS1(M)
δpA
−
δS1(M)
δθA
δB2(a)
δpA
. (3.107)
The first term of the r.h.s. of this equation turns out to be zero. To show this let us
express the term as follows
δB2(a)
δθA
∧
δS1(M)
δpA
= −
M
2
ǫDBCAθ
B ∧ θC ∧ θE ∗ (a ∧ pD) ∗ (pE ∧ θ
A)+
+
M
4
ǫDBCAθ
B ∧ θC ∧ θA ∗ (a ∧ pD) ∗ (pE ∧ θ
E) + [(∗ξD) ∧ ∗′A (a ∧ pD)] ∧
δS1(M)
δpA
.
(3.108)
Our strategy now is to restore in each term above the function ξA which originally
appears in B2(a). Thus by virtue of (3.70)
−
M
2
ǫDBCAθ
B∧θC∧θE ∗(a∧pD)∗(pE ∧θ
A) = M(∗ξD)(~θAyθ
E)∗(a∧pD)∗(pE ∧θ
A) =
= Ma ∧ ξDpD ∗ (pA ∧ θ
A). (3.109)
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Due to (2.2) the second term at the r.h.s of (3.108)
M
4
ǫDBCAθ
B ∧ θC ∧ θA ∧ ∗(a ∧ pD) ∗ (pE ∧ θ
E) = −
3M
2
a ∧ ξDpD ∗ (pA ∧ θ
A). (3.110)
By virtue (3.78)
[(∗ξD) ∧ ∗′A (a ∧ pD)] ∧
δS1(M)
δpA
=
M
2
a ∧ ξDpD ∗ (pA ∧ θ
A). (3.111)
Gathering the three results (3.109), (3.110) and (3.111) we see that, indeed, the first
term on the r.h.s. of (3.107) is zero.
The second term at the r.h.s. of (3.107) requires (3.3) to be applied, then some simple
transformations give us an expression for terms in (3.106) quadratic in the momenta:
{B2(a), S1(M)} = −
∫
Σ
M [θB ∗ (pB ∧ a)−
1
2
a ∗ (pB ∧ θ
B)] ∧ ξApA. (3.112)
3.5.2 Terms linear in pA
It turns out that {B1(a), S1(M)} and {B2(a), S2(M)} give terms linear in pA. The first
of the two brackets can be calculated as follows
{B1(a), S1(M)} =
∫
Σ
[−a∧∗dθA+d∗ (a∧ θA)]∧M [θ
B ∗ (pB ∧ θ
A)−
1
2
θA ∗ (pB ∧ θ
B)]+
+ [(a ∧ θB) ∧ ∗′A dθB] ∧
δS1(M)
δpA
Using (3.72) after some simple algebra we obtain
{B1(a), S1(M)} =
∫
Σ
Ma ∧ θB ∧ ∗dθA ∗ (pB ∧ θ
A) +Md ∗ (a ∧ θA) ∧ θ
B ∗ (pB ∧ θ
A)−
−Ma ∧ θB ∧ ∗dθB ∗ (pA ∧ θ
A)−
M
2
d ∗ (a ∧ θA) ∧ θ
A ∗ (pB ∧ θ
B)+
+M ∗ (a ∧ θB ∧ θA) ∗ pA ∧ dθB −Ma ∧ ∗pA ∧ θ
B ∗ (dθB ∧ θ
A).
The next bracket reads
{B2(a), S2(M)} =
∫
Σ
−
1
2
ǫDBCAθ
B ∧ θC ∧ (ξAdM +MdξA) ∗ (a ∧ pD)+
+M [(∗ξB) ∧ ∗′A (a ∧ pB)] ∧ dξ
A −
1
2
ǫDBCAθ
B ∧ θCξA ∧Ma ∗ dpD (3.113)
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—here we omitted two terms which are zero by virtue of (3.3). To simplify the resulting
expression let us first consider the two terms above containing dξA—the first of the terms
can be transformed by means of (3.70):
−
1
2
ǫDBCAθ
B∧θC∧MdξA∗(a∧pD) = M(∗ξ
D)~θAydξ
A ∗(a∧pD) = M(~θAydξ
A)a∧ξDpD.
On the other hand by virtue of (3.77) the other term
M [(∗ξB)∧∗′A (a∧pB)]∧dξ
A = −M(∗ξB)∧∗(a∧pB)(~θAydξ
A) = −M(~θAydξ
A)a∧ ξBpB.
Thus the sum of the two terms in (3.113) containing dξA is zero. Consequently,
{B2(a), S2(M)} =
∫
Σ
−
1
2
ǫDBCAθ
B ∧ θCξA ∧ (dM ∗ (a ∧ pD) +Ma ∗ dpD) =
=
∫
Σ
∗θD ∧ (dM ∗ (a ∧ pD) +Ma ∗ dpD), (3.114)
where we applied (3.20).
Finally, the terms in (3.106) linear in pA read
{B1(a), S1(M)} + {B2(a), S2(M)} =
∫
Σ
∗θD ∧ (dM ∗ (a ∧ pD) +Ma ∗ dpD)+
+Ma ∧ θB ∧ ∗dθA ∗ (pB ∧ θ
A) +Md ∗ (a ∧ θA) ∧ θ
B ∗ (pB ∧ θ
A)−
−Ma ∧ θB ∧ ∗dθB ∗ (pA ∧ θ
A)−
M
2
d ∗ (a ∧ θA) ∧ θ
A ∗ (pB ∧ θ
B)+
+M ∗ (a ∧ θB ∧ θA) ∗ pA ∧ dθB −Ma ∧ ∗pA ∧ θ
B ∗ (dθB ∧ θ
A). (3.115)
3.5.3 Terms independent of pA
The remaining three brackets {B1(a), S3(M)}, {B1(a), S2(M)} and {B2(a), S3(M)} give
terms independent of pA. The first bracket is zero since both B1(a) and S3(M) do not
depend on pA. The second bracket contains a term d ∗ (a∧ θA)∧ d(MξA) being an exact
three-form—the integral of this term over Σ is zero hence
{B1(a), S2(M)} =
∫
Σ
[−a ∧ ∗dθA + (a ∧ θ
B) ∧ ∗′A dθB ] ∧ (dMξ
A +MdξA) =
=
∫
Σ
−dM ∧ a ∧ ∗(ξAdθA)−Ma ∧ ∗dθA ∧ dξ
A +Ma ∧ θB ∧ dξA ∗ (dθB ∧ θA)−
−M ∗ (∗dθB ∧ θA) ∧ ∗(a ∧ θ
B) ∧ dξA,
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where in the second step we used the second line of (3.3), (3.71), (3.6) and (3.5). The
third bracket
{B2(a), S3(M)} = −
∫
Σ
d
(
MθB ∗ (dθB ∧ θA)−
M
2
θA ∗ (dθB ∧ θ
B)
)
∧ aξA+
+M
(
dθB ∗ (dθA∧θ
B)−
1
2
dθA ∗ (dθB ∧θ
B)
)
∧aξA = −
∫
Σ
−Ma∧θB∧ ξAd∗ (dθB ∧θA)+
+Ma ∧ ξAdθB ∗ (dθA ∧ θ
B)−Ma ∧ ξAdθA ∗ (dθB ∧ θ
B),
—here in the first step we applied (3.3) and in the second one we carried out the exterior
differentiation at the r.h.s. of the first line. Thus the terms in (3.106) independent of pA
read
{B1(a), S2(M)} + {B2(a), S3(M)} =
∫
Σ
−dM ∧ a ∧ ∗(ξAdθA)−Ma ∧ ∗dθA ∧ dξ
A+
+Ma ∧ θB ∧ dξA ∗ (dθB ∧ θA)−M ∗ (∗dθB ∧ θA) ∧ ∗(a ∧ θ
B) ∧ dξA+
+Ma∧ θB ∧ ξAd ∗ (dθB ∧ θA)−Ma∧ ξ
AdθB ∗ (dθA ∧ θ
B)+Ma∧ ξAdθA ∗ (dθB ∧ θ
B).
(3.116)
3.5.4 Isolating constraints
Again, our goal now is to express the bracket
{B(a), S(M)} = the terms (3.112) quadratic in pA+
+ the terms (3.115) linear in pA + the terms (3.116) independent of pA
as a sum of the constraints (2.5)—(2.8) smeared with some fields.
Terms quadratic in pA We immediately see that the formula (3.112) can be expressed
as
−B
(
M [θB∗(pB∧a)−
1
2
a∗(pB∧θ
B)]
)
+
∫
Σ
M [θB∗(pB∧a)−
1
2
a∗(pB∧θ
B)]∧θA∧∗dθA,
(3.117)
hence
{B(a), S(M)} = −B
(
M [θB ∗ (pB ∧ a)−
1
2
a ∗ (pB ∧ θ
B)]
)
+
+ terms linear in pA + the terms (3.116) independent of pA, (3.118)
where now the phrase “terms linear in pA” means (3.115) and the last term in (3.117).
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Terms linear in pA According to the last statement of the previous paragraph the
remaining terms linear in pA read
∫
Σ
M [θB ∗ (pB ∧a)−
1
2
a∗ (pB ∧ θ
B)]∧ θA∧∗dθA+∗θ
D ∧ (dM ∗ (a∧pD)+Ma∗dpD)+
+Ma ∧ θB ∧ ∗dθA ∗ (pB ∧ θ
A) +Md ∗ (a ∧ θA) ∧ θ
B ∗ (pB ∧ θ
A)−
−Ma ∧ θB ∧ ∗dθB ∗ (pA ∧ θ
A)−
M
2
d ∗ (a ∧ θA) ∧ θ
A ∗ (pB ∧ θ
B)+
+M ∗ (a ∧ θB ∧ θA) ∗ pA ∧ dθB −Ma ∧ ∗pA ∧ θ
B ∗ (dθB ∧ θ
A). (3.119)
Let us now transform the terms containing dM and dpD appearing in the first line
of (3.119):
∫
Σ
∗θD ∧ dM ∗ (a ∧ pD) =
∫
Σ
∗(∗dM ∧ θD)a ∧ pD
∫
Σ
= (~θDydM)a ∧ pD =
=
∫
Σ
dM(~θDya) ∧ pD − dM ∧ a~θ
D
ypD =
∫
Σ
dM(~θDya) ∧ pD + ∗(dM ∧ a)θ
A ∧ ∗pA =
= R
(
∗ (dM ∧ a)
)
+
∫
Σ
dM(~θDya) ∧ pD + ∗(dM ∧ a) ∧ ξ
AdθA,
where we used (3.5). On the other hand the term with dpD
∫
Σ
∗θD ∧Ma ∗ dpD =
∫
Σ
M ∗ (∗a ∧ θD)dpD = −
∫
Σ
d[M ∗ (∗a ∧ θD)] ∧ pD =
= −
∫
Σ
dM(~θDya) ∧ pD +Md ∗ (∗a ∧ θ
D) ∧ pD.
Consequently, the sum of the two terms
∫
Σ
∗θD ∧ (dM ∗ (a ∧ pD) +Ma ∗ dpD) = R
(
∗ (dM ∧ a)
)
+
+
∫
Σ
−Md ∗ (∗a ∧ θA) ∧ pA + dM ∧ a ∧ ∗(ξ
AdθA). (3.120)
The result just obtained means that (3.118) can be re-expressed as
{B(a), S(M)} = −B
(
M [θB ∗ (pB ∧ a)−
1
2
a ∗ (pB ∧ θ
B)]
)
+R
(
∗ (dM ∧ a)
)
+ terms linear in pA + terms independent of pA, (3.121)
where now (i) the phrase “terms linear in pA” means the second term at the r.h.s. of
(3.120) and (3.119) except the terms containing dM and dpD and (ii) “terms independent
of pA” means the last term in (3.120) and the terms (3.116).
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Note now that the form of constraints at the r.h.s. of (3.121) we managed to isolate
so far resemble closely the form of the constraints at the r.h.s. of (3.105). Let us then
assume that
{B(a), S(M)} = −B
(
M [θB ∗(pB∧a)−
1
2
a∗(pB∧θ
B)+dξB ∗(a∧∗θ
B)]
)
+R
(
∗(dM∧a)
)
.
(3.122)
To justify the assumption we will proceed as follows: we will add to the r.h.s. of (3.121)
zero expressed as
0 = −B
(
MdξB ∗ (a ∧ ∗θ
B)
)
+B
(
MdξB ∗ (a ∧ ∗θ
B)
)
= −B
(
MdξB ∗ (a ∧ ∗θ
B)
)
+
+
∫
Σ
MdξB ∗ (a ∧ ∗θ
B) ∧ (θA ∧ ∗dθA + ξ
ApA) = −B
(
MdξB ∗ (a ∧ ∗θ
B)
)
+
+
∫
Σ
MdξB ∗ (a ∧ ∗θ
B)θA ∧ ∗dθA +Md ∗ (∗θB ∧ θ
A) ∧ pA ∗ (a ∧ ∗θ
B) (3.123)
(here in the last step we used (3.74)). Next we will show that all the remaining terms
linear in pA sum up to zero, and that similarly do all the remaining terms independent
of the momenta. Note that now the description of the terms linear in and independent
of the momenta given just below Equation (3.121) has to be completed by taking into
account the two last term in (3.123).
To demonstrate that all the remaining terms linear in pA, that is,
∫
Σ
M
(
θB ∗ (pB ∧ a) ∧ θ
A ∧ ∗dθA −
1
2
a ∗ (pB ∧ θ
B) ∧ θA ∧ ∗dθA − d ∗ (∗a ∧ θ
A) ∧ pA+
+ a ∧ θB ∧ ∗dθA ∗ (pB ∧ θ
A) + d ∗ (a ∧ θA) ∧ θ
B ∗ (pB ∧ θ
A)−
− a ∧ θB ∧ ∗dθB ∗ (pA ∧ θ
A)−
1
2
d ∗ (a ∧ θA) ∧ θ
A ∗ (pB ∧ θ
B)+
+∗(a∧θB ∧θA)∗pA ∧dθB−a∧∗pA∧θ
B ∗ (dθB ∧θ
A)+d∗ (∗θB ∧θ
A)∧pA ∗ (a∧∗θ
B)
)
(3.124)
sum up to zero let us first perform some transformations. First we are going to show
that the first, fourth, sixth and eighth terms above give together zero. To this end let
us transform the eighth one as follows
∗ (a ∧ θB ∧ θA) ∗ pA ∧ dθB = −[~θ
B
y ∗ (a ∧ θA)] ∗ pA ∧ dθB =
= − ∗ (a ∧ θA) ∗ (pA ∧ θ
B) ∧ dθB + ∗(a ∧ θ
A) ∧ ∗pA ∧ ∗(∗dθB ∧ θ
B),
where in the first step we applied (3.6), and in the second one we shifted the contraction
~θBy and used (3.6) and (3.5). Let us now transform the last term above in an analogous
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way:
∗ (a ∧ θA) ∧ ∗pA ∧ ∗(∗dθB ∧ θ
B) = ~θAy ∗ a ∧ ∗pA ∧ ∗(∗dθB ∧ θ
B) =
= − ∗ a ∧ ∗(pA ∧ θ
A) ∗ (∗dθB ∧ θ
B) + ∗a ∧ ∗pA ∗ (∗dθB ∧ θ
B ∧ θA) =
= a ∧ θB ∧ ∗dθB ∗ (pA ∧ θ
A)− θA ∗ (pA ∧ a) ∧ θ
B ∧ ∗dθB .
Thus the eighth term
∗ (a ∧ θB ∧ θA) ∗ pA ∧ dθB = −a ∧ θ
A ∧ ∗dθB ∗ (pA ∧ θ
B)+
+ a ∧ θB ∧ ∗dθB ∗ (pA ∧ θ
A)− θA ∗ (pA ∧ a) ∧ θ
B ∧ ∗dθB
and indeed the first, fourth, sixth and eighth terms disappear from (3.124).
Let us consider now the second and the seventh terms in (3.124). After a slight
transformation of the second one their sum can be expressed as
−
1
2
[∗(a ∧ θA) ∧ dθA + d ∗ (a ∧ θ
A) ∧ θA] ∗ (pB ∧ θ
B) =
= −
1
2
[2 ∗ (a ∧ θA) ∧ dθA − d(θA ∗ (a ∧ θ
A))] ∗ (pB ∧ θ
B) =
− [∗(a ∧ θA) ∧ dθA − d ∗ a] ∗ (pB ∧ θ
B),
where in the last step we used (3.18).
Now the terms (3.124) can be re-expressed in a simpler form as
∫
Σ
M
(
− ∗(a ∧ θA) ∧ dθA ∗ (pB ∧ θ
B) + (d ∗ a) ∗ (pB ∧ θ
B)− d ∗ (∗a ∧ θA) ∧ pA+
+d∗(a∧θA)∧θ
B ∗(pB∧θ
A)−a∧∗pA∧θ
B ∗(dθB∧θ
A)+d∗(∗θB∧θ
A)∧pA∗(a∧∗θ
B)
)
.
Note that in each term above one can isolate the factor pB obtaining thereby∫
Σ
MpB ∧
(
− θB ∗ [∗(a ∧ θA) ∧ dθA] + θ
B ∗ d ∗ a− d ∗ (∗a ∧ θB)+
+ θA ∗ [d ∗ (a ∧ θA) ∧ θ
B] + ∗(a ∧ θA) ∗ (dθA ∧ θ
B) + [d ∗ (∗θA ∧ θ
B)] ∗ (a ∧ ∗θA)
)
.
(3.125)
Now using tensor calculus (see Section 3.1.3) we will show that the terms in the big
parenthesis above sum up to zero for every θA and a. The first term in (3.125) can be
expressed as
− θB ∗ [∗(a ∧ θA) ∧ dθA] = −
1
2
θBc (a ∧ θ
A)ab(dθA)abdx
c =
= −θBc a
aθAb(∇aθAb −∇bθAa)dx
c = aaθAb(∇bθAa)θ
B
c dx
c, (3.126)
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where in the first step we applied (3.15) and ∗ǫ = 1, and in the last one (3.10).
The second term in (3.125)
θB ∗ d ∗ a = (∇aaa)θ
B
c dx
c (3.127)
by virtue of (3.13).
Due to (3.5) the third one
− d ∗ (∗a ∧ θB) = −∇c(θ
Baaa)dx
c = −(∇cθ
Ba)aadx
c − θBa(∇caa)dx
c. (3.128)
The fourth term in (3.125) by means of the last formula in (3.12) (set α = ∗(a ∧ θA)
and β = θB), (3.14) and (2.3) can be expressed as
θA ∗ [d ∗ (a ∧ θA) ∧ θ
B] = ∇d(a
aθbA)θ
B
e θ
A
c ǫabf ǫ
dfedxc =
= −(∇aa
a)θBc dx
c − aa(∇aθ
b
A)θ
B
b θ
A
c dx
c + (∇ca
a)θBa dx
c + aa(∇bθ
b
A)θ
B
a θ
A
c dx
c. (3.129)
The fifth one
∗(a ∧ θA) ∗ (dθA ∧ θ
B) = aaθAb(∇dθAe)θ
B
f ǫabcǫ
defdxc.
Using (3.14) we obtain six terms and two of them vanish by virtue of (3.10). Thus
∗ (a ∧ θA) ∗ (dθA ∧ θ
B) = aaθAb(∇bθAc)θ
B
a dx
c + aaθAb(∇cθAa)θ
B
b dx
c−
− aaθAb(∇bθAa)θ
B
c dx
c − aaθAb(∇aθAc)θ
B
b dx
c. (3.130)
Due to (3.5) and (2.3) the last term in (3.125)
[d ∗ (∗θA ∧ θ
B)] ∗ (a ∧ ∗θA) = ∇c(θ
b
Aθ
B
b )aaθ
Aadxc = (∇cθ
b
A)θ
B
b aaθ
Aadxc+
+ (∇cθ
Ba)aadx
c. (3.131)
Collecting all the results (3.126)–(3.131) we note that we obtain two kinds of terms:
ones containing a covariant derivative of aa and ones containing a covariant derivative
of θAa . The terms containing ∇ba
a appear in (3.127), (3.128) and (3.129) and sum up to
zero:
(∇aaa)θ
B
c dx
c − θBa(∇caa)dx
c − (∇aa
a)θBc dx
c + (∇ca
a)θBa dx
c = 0.
Regarding the terms containing ∇aθAb , there are ten of them and they can be grouped
into pairs such that each pair sums up to zero. These pairs are:
1. the term at the r.h.s. of (3.126) and the third term at the r.h.s. of (3.130),
2. the first term at the r.h.s. of (3.128) and the last term at the r.h.s. of (3.131),
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3. the second term at the r.h.s. of (3.129) and the last term at the r.h.s. of (3.130)
(shift the derivative by means of (3.9) in the latter term),
4. the last term at the r.h.s. of (3.129) and the first term at the r.h.s. of (3.130)
(shift the derivative by means of (3.9) in the latter term),
5. the second term at the r.h.s. of (3.130) and the first term at the r.h.s. of (3.131)
(again shift the derivative by means of (3.9) in the latter term).
Terms independent of pA Our goal now is to show that all the remaining terms
independent of the momenta i.e. the terms (3.116), the last term in (3.120) and the
second term at the r.h.s. of (3.123) sum up to zero. Note that the first term in (3.116)
cancels the last term in (3.120). Now in all remaining terms there is the factor Ma and
therefore they can be expressed as
∫
Σ
Ma ∧
(
− ∗dθA ∧ dξ
A + θB ∗ (dθB ∧ θA) ∧ dξ
A + θB ∧ ∗[∗(∗dθB ∧ θA) ∧ dξ
A]+
+ θB ∧ ξAd ∗ (dθB ∧ θA)− ξ
AdθB ∗ (dθA ∧ θ
B) + ξAdθA ∗ (dθB ∧ θ
B)+
+ ∗θA ∗ (dξA ∧ θ
B ∧ ∗dθB)
)
(3.132)
In the fourth, fifth and sixth terms above there appears the function ξA while in the
remaining ones there is the derivative dξA. Let us then transform the three terms to
obtain ones containing dξA. To transform the fourth one we note that
0 = −d
(
θB ∧ ξA ∗ (dθB ∧ θA)
)
= −dθB ∧ ξA ∗ (dθB ∧ θA) + θ
B ∧ dξA ∗ (dθB ∧ θA)+
+ θB ∧ ξAd ∗ (dθB ∧ θA) = θ
B ∗ (dθB ∧ θA) ∧ dξ
A + θB ∧ ξAd ∗ (dθB ∧ θA),
which means that the sum of the second and the fourth term in (3.132) is zero. The fifth
term in (3.132)
−ξAdθB ∗ (dθA ∧ θ
B) = −dθB ∗ (ξ
AdθA ∧ θ
B) = −dθB ∗ (θA ∧ dξ
A ∧ θB).
Transforming similarly the sixth term we can rewrite (3.132) as follows:
∫
Σ
Ma ∧
(
− ∗dθA ∧ dξ
A + θB ∧ ∗[∗(∗dθB ∧ θA) ∧ dξ
A]− dθB ∗ (θA ∧ dξ
A ∧ θB)+
+ θA ∧ dξ
A ∗ (dθB ∧ θ
B) + ∗θA ∗ (dξA ∧ θ
B ∧ ∗dθB)
)
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By a direct calculation using tensor calculus we will demonstrate that the terms in the
big parenthesis sum up to zero for all θA. More precisely, we will show that
∗
(
− ∗dθA ∧ dξ
A + θB ∧ ∗[∗(∗dθB ∧ θA) ∧ dξ
A]− dθB ∗ (θA ∧ dξ
A ∧ θB)+
+ θA ∧ dξ
A ∗ (dθB ∧ θ
B) + ∗θA ∗ (dξA ∧ θ
B ∧ ∗dθB)
)
(3.133)
is equal to zero.
The first term in the expression above reads by virtue of (3.5)
− ∗(∗dθA ∧ dξ
A) = −
−−→
dξAydθA = −(∇
aξA)(∇aθAb)dx
b + (∇aξA)(∇bθAa)dx
b. (3.134)
Using twice (3.5) we express the second term in (3.133) as follows
∗
(
θB ∧ ∗[∗(∗dθB ∧ θA) ∧ dξ
A]
)
= −~θBy[~θAydθB ∧ dξ
A] = θaAθ
Bb(∇bθBa)(∇cξ
A)dxc+
+ θaA(∇aθBb)θ
Bc(∇cξ
A)dxb − θaA(∇bθBa)θ
Bc(∇cξ
A)dxb, (3.135)
where in the second step we applied (3.10).
The third term
− ∗ dθB ∗ (θA ∧ dξ
A ∧ θB) = −θAa(∇bξ
A)θBc (∇
dθeB)ǫ
abcǫdefdx
f .
Applying (3.14) we again obtain six terms, two of them vanish by virtue of (3.10) and
we are left with the following expression
− ∗dθB ∗ (θA ∧ dξ
A ∧ θB) = −θAa(∇bξ
A)θBc (∇
aθbB)dx
c − θAa(∇bξ
A)θBc (∇
cθaB)dx
b+
+ θAa(∇bξ
A)θBc (∇
bθaB)dx
c + θAa(∇bξ
A)θBc (∇
cθbB)dx
a. (3.136)
The fourth term in (3.133) reads
∗(θA∧dξ
A)∗(dθB∧θ
B) = θaA(∇
bξA)(∇dθBe)θ
B
f ǫ
def ǫabcdx
c = θaA(∇
bξA)(∇aθBb)θ
B
c dx
c+
+ θaA(∇
bξA)(∇bθBc)θ
B
a dx
c + θaA(∇
bξA)(∇cθBa)θ
B
b dx
c − θaA(∇
bξA)(∇bθBa)θ
B
c dx
c−
− θaA(∇
bξA)(∇aθBc)θ
B
b dx
c − θaA(∇
bξA)(∇cθBb)θ
B
a dx
c. (3.137)
Finally, the last term in (3.133)
θA ∗ (dξA ∧ θ
B ∧ ∗dθB) = (∇dξA)θ
B
e (∇
aθbB)θ
A
c ǫabf ǫ
defdxc = −(∇bξA)θ
B
a (∇
aθbB)θ
A
c dx
c,
(3.138)
where in the last step we used (3.14) and (3.10).
In this way we managed to express (3.133) in terms of the components θAa and ξ
A
and their covariant derivatives obtaining altogether sixteen terms (3.134)–(3.138). As
before those terms can be grouped into pairs such that terms in each pair sum up to
zero. Let us now enumerate the pairs:
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1. the first term at the r.h.s. of (3.134) and the second term at the r.h.s. of (3.137).
Here the latter term needs the following transformation:
θaA(∇
bξA)(∇bθBc)θ
B
a dx
c = (∇bξA)(∇bθBc)(δ
B
A + ξ
BξA)dx
c =
= (∇bξA)(∇bθAc)dx
c,
where in the first step we used (3.7), the second one holds true by virtue of
(∇bξA)ξA = 0.
2. the second term at the r.h.s. of (3.134) and the sixth term at the r.h.s. of (3.137)
(the latter term needs a transformation analogous to that shown above),
3. the first term at the r.h.s. of (3.135) and the second term at the r.h.s. of (3.136),
4. the second term at the r.h.s. of (3.135) and the first term at the r.h.s. of (3.137)
(apply (3.9) to the latter term),
5. the third term at the r.h.s. of (3.135) and the third term at the r.h.s. of (3.137),
6. the first term at the r.h.s. of (3.136) and the fifth term at the r.h.s. of (3.137)
(apply (3.9) to the latter term),
7. the third term at the r.h.s. of (3.136) and the fourth term at the r.h.s. of (3.137),
8. the fourth term at the r.h.s. of (3.136) and the term at the r.h.s. of (3.138).
Thus we managed to demonstrate that all the remaining terms (3.133) independent
of pA sum up to zero and thereby proved the assumption (3.122).
3.6 Poisson brackets of V ( ~M)
The functional derivatives of the smeared scalar constraint V ( ~M ) (see (2.8)) are of the
following form [9]:
δV ( ~M)
δθA
= −L ~MpA,
δV ( ~M )
δpA
= L ~Mθ
A. (3.139)
It was shown in [9] that
{V ( ~M), V ( ~M ′)} = V ([ ~M, ~M ′]) = V (L ~M
~M ′), (3.140)
where [ ~M, ~M ′] denotes the Lie bracket of the vector fields ~M, ~M ′ on Σ.
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Derivations of brackets of V ( ~M ) and the other constraints will be based on the
following formula [9]:
L ~M(α ∧ ∗β) = L ~Mα ∧ ∗β + α ∧ ∗L ~Mβ + L ~Mθ
A ∧ (α ∧ ∗′A β). (3.141)
We will also apply the following well known properties of the Lie derivative:
0 =
∫
Σ
L ~M (α ∧ β) =
∫
Σ
(L ~Mα) ∧ β +
∫
Σ
α ∧ L ~Mβ, (3.142)
d(L ~Mγ) = L ~M (dγ), (3.143)
where α ∧ β is a three-form, and γ any k-form on Σ.
3.6.1 Poisson bracket of V ( ~M ) and S(M)
To calculate the bracket {V ( ~M ), S(M)} we will use the split of S(M) into the three
functionals (3.34):
{V ( ~M), S(M)} =
3∑
i=1
{V ( ~M), Si(M)}.
To calculate the first term {V ( ~M), S1(M)} at the r.h.s. of this equation let us split
S1(M) into a sum S1(M) = S11(M) + S12(M), where
S11(M) :=
∫
Σ
M
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A), S12(M) := −
∫
Σ
M
4
(pA ∧ θ
A) ∧ ∗(pB ∧ θ
B)
and consider the bracket {V ( ~M ), S11(M)}:
{V ( ~M), S11(M)} =
∫
Σ
−L ~MpA ∧Mθ
B ∗ (pB ∧ θ
A)−
−M
(
pB ∗ (pA ∧ θ
B) +
1
2
(pC ∧ θ
B) ∧ ∗′A (pB ∧ θ
C)
)
∧ L ~Mθ
A =
= −
∫
Σ
M
(
L ~M(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A) + L ~Mθ
A ∧
1
2
[(pC ∧ θ
B) ∧ ∗′A (pB ∧ θ
C)]
)
—functional derivatives of S11(M) used to calculate the bracket can be read off from
(3.36) and (3.37). It is easy to see that the first term in the last line above
ML ~M (pA∧θ
B)∧∗(pB∧θ
A) =
M
2
(
L ~M (pA∧θ
B)∧∗(pB∧θ
A)+(pA∧θ
B)∧∗L ~M (pB∧θ
A)
)
.
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This fact together with (3.141) allow us to write
{V ( ~M), S11(M)} = −
∫
Σ
ML ~M
(1
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)
)
=
=
∫
Σ
(L ~MM)
(1
2
(pA ∧ θ
B) ∧ ∗(pB ∧ θ
A)
)
= S11(L ~MM), (3.144)
where the second equality holds by virtue of (3.142). It can be shown in a similar way
that
{V ( ~M ), S12(M)} = S12(L ~MM). (3.145)
According to calculations carried out in [9]
{V ( ~M), S2(M)} = S2(L ~MM). (3.146)
Let us split S3(M) as follows: S3(M) = S31(M) + S32(M), where
S31(M) :=
∫
Σ
M
2
(dθA ∧ θ
B) ∧ ∗(dθB ∧ θ
A),
S32(M) := −
∫
Σ
M
4
(dθA ∧ θ
A) ∧ ∗(dθB ∧ θ
B).
Reading off from (3.40) and (3.41) functional derivatives of S31(M) we obtain
{V ( ~M), S31(M)} = −
∫
Σ
d
(
MθB ∗ (dθB ∧ θA)
)
∧L ~Mθ
A +MdθB ∗ (dθA ∧ θ
B)∧L ~Mθ
A
+
1
2
(
(dθC ∧ θ
B) ∧ ∗′A (dθB ∧ θ
C)
)
∧ L ~Mθ
A (3.147)
The first term at the r.h.s. of the formula above∫
Σ
d
(
MθB ∗ (dθB ∧ θA)
)
∧ L ~Mθ
A =
∫
Σ
MθB ∗ (dθB ∧ θA) ∧ L ~Mdθ
A,
where we shifted the derivative d and applied (3.143). Thus the sum of the first two
terms at the r.h.s. of (3.147) reads
∫
Σ
ML ~M (dθ
A ∧ θB) ∗ (dθB ∧ θA) =
=
∫
Σ
M
2
(
L ~M (dθ
A ∧ θB) ∧ ∗(dθB ∧ θA) + dθ
A ∧ θB ∧ ∗L ~M (dθB ∧ θA)
)
.
Setting this result to (3.147), applying (3.141) and (3.142) we obtain
{V ( ~M ), S31(M)} =
∫
Σ
(L ~MM)dθ
A ∧ θB ∧ ∗(dθB ∧ θA) = S31(L ~MM). (3.148)
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In analogous way one can show that
{V ( ~M), S32(M)} = S32(L ~MM) (3.149)
Gathering all partial results (3.144)-(3.149) (except (3.147)) we obtain
{V ( ~M), S(M)} = S(L ~MM). (3.150)
3.6.2 Poisson bracket of V ( ~M ) and the constraints B(a) and R(b)
Here we explicitely calculate the bracket {V ( ~M), B(a)}. The bracket {V ( ~M), R(b)} can
be calculated similarly.
Obviously,
{V ( ~M ), B(a)} = {V ( ~M ), B1(a)}+ {V ( ~M), B2(a)},
where B1(a) and B2(a) are given by (3.23). We have
{V ( ~M), B1(a)} = −
∫
Σ
−a ∧ ∗dθA ∧ L ~Mθ
A + [(a ∧ θB) ∧ ∗′A dθB ] ∧ L ~Mθ
A+
+ d ∗ (a ∧ θA) ∧ L ~Mθ
A. (3.151)
The first term at the r.h.s. above∫
Σ
−a ∧ ∗dθA ∧ L ~Mθ
A =
∫
Σ
L ~M (a ∧ θ
A) ∧ ∗dθA − L ~Ma ∧ θ
A ∧ ∗dθA
and the last term in (3.151)
∫
Σ
d ∗ (a ∧ θA) ∧ L ~Mθ
A =
∫
Σ
∗(a ∧ θA) ∧ dL ~Mθ
A =
∫
Σ
∗(a ∧ θA) ∧ L ~Mdθ
A =
=
∫
Σ
a ∧ θA ∧ ∗L ~Mdθ
A
—here in the second step we used (3.143). Setting these two results to (3.151) and
applying (3.141) and (3.142) we obtain
{V ( ~M), B1(a)} = −
∫
Σ
−L ~Ma ∧ θ
A ∧ ∗dθA + L ~M(a ∧ θ
A ∧ ∗dθA) =
=
∫
Σ
L ~Ma ∧ θ
A ∧ ∗dθA = B1(L ~Ma). (3.152)
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The other bracket
{V ( ~M), B2(a)} =
∫
Σ
−L ~MpA ∧ aξ
A +
1
2
ǫDBCAθ
B ∧ θC ∗ (a ∧ pD) ∧ L ~Mθ
A−
− [(∗ξB) ∧ ∗′A (a ∧ pB)] ∧ L ~Mθ
A. (3.153)
The first term at the r.h.s. above
−L ~MpA∧aξ
A = ξAL ~Ma∧pA−ξ
AL ~M(a∧pA) = L ~Ma∧ξ
ApA− (∗ξ
A)∧∗L ~M (a∧pA)
and the second one at the r.h.s. of (3.153)
1
2
ǫDBCAθ
B ∧ θC ∧ L ~Mθ
A ∗ (a ∧ pD) =
1
3
L ~M
(1
2
ǫDBCAθ
B ∧ θC ∧ θA
)
∗ (a ∧ pD) =
= −L ~M(∗ξ
D) ∧ ∗(a ∧ pD),
where in the last step we used (2.2). Setting these two results to (3.151) and applying
(3.141) and (3.142) we obtain
{V ( ~M), B2(a)} =
∫
Σ
L ~Ma∧ ξ
ApA−L ~M [∗ξ
A ∧∗(a∧ pA)] =
∫
Σ
L ~Ma∧ ξ
ApA = B2(L ~Ma).
The equation above and (3.152) give us the final result
{V ( ~M ), B(a)} = B(L ~Ma). (3.154)
Similarly,
{V ( ~M ), R(b)} = R(L ~Mb). (3.155)
4 Summary
To summarize the calculation let us list the results. The Poisson brackets of boosts and
rotation constrains (Equations (3.26), (3.30) and (3.33)):
{B(a), B(a′)} = −R(∗(a ∧ a′)),
{R(b), R(b′)} = R(∗(b ∧ b′)),
{B(a), R(b)} = B(∗(a ∧ b)).
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The bracket of the scalar constraints (Equation (3.68)):
{S(M), S(M ′)} = V (~m) +B
(
θB ∗ (m ∧ pB)−
1
2
∗ (m ∧ ξB ∗ dθB)−
− ∗[m ∧ ∗(θB ∧ ∗pB)]−
1
2
∗ (∗m ∧ θB) ∗ pB +
1
2
∗ [∗(m ∧ θB) ∧ ∗pB]
)
+
+R
(
− θB ∗ (m ∧ dθB)−
1
2
∗ (m ∧ ξB ∗ pB)+
+ ∗[m ∧ ∗(θB ∧ ∗dθB)] +
1
2
∗ (∗m ∧ θB) ∗ dθB −
1
2
∗ [∗(m ∧ θB) ∧ ∗dθB ]
)
.
In this formula
m := MdM ′ −M ′dM.
The brackets of the boost and rotation constraints and the scalar one (Equations (3.122)
and (3.105)):
{B(a), S(M)} =−B
(
M [θB ∗ (pB ∧ a)−
1
2
a ∗ (pB ∧ θ
B) + dξB ∗ (a ∧ ∗θ
B)]
)
+
+R
(
∗ (dM ∧ a)
)
,
{R(b), S(M)} =−R
(
M [θB ∗ (pB ∧ b)−
1
2
b ∗ (pB ∧ θ
B) + dξA ∗ (b ∧ ∗θ
A)]
)
−
−B
(
∗ (dM ∧ b)
)
.
The brackets of the vector constraint (Equations (3.140), (3.150), (3.154) and (3.155)):
{V ( ~M), V ( ~M ′)} =V (L ~M
~M ′) ≡ V ([ ~M, ~M ′]),
{V ( ~M ), S(M)} =S(L ~MM),
{V ( ~M), B(a)} =B(L ~Ma),
{V ( ~M), R(b)} =R(L ~Mb).
In the formulae above L ~M denotes the Lie derivative on Σ with respect to the vector
field ~M .
A discussion of the results can be found in [1], here we restrict ourselves to a statement
that a Poisson bracket of every pair of the constraints (2.5)—(2.8) is a sum of the
constraints smeared with some fields. In other words, the constraint algebra presented
above is closed.
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