The functional linear regression model with points of impact is a recent augmentation of the classical functional linear model with many practically important applications. In this work, however, we demonstrate that the existing procedure for estimating the parameters of this regression model can be very inaccurate. The tendency to omit relevant points of impact is a particularly problematic aspect resulting in omitted-variable biases. We explain the theoretical reason for this problem and propose a new sequential estimation algorithm that leads to significantly improved estimation results. Our estimation algorithm is compared with the existing estimation procedure using an in-depth simulation study. The applicability is demonstrated using data from Google AdWords, today's most important platform for online advertisements.
Introduction
In many practical applications, one is interested in the relationship between a real-valued outcome variable Y i and a function-valued predictor {X i (t); a ≤ t ≤ b}. In our motivating Google AdWords case study, for instance, we aim to explain the numbers of clicks Y i using impression trajectories X i (t), where t denotes a certain day within the considered time interval [a, b] of one year. The economic success of any ad campaign depends on product specific (time-global) seasonalities as well as on (time-local) events. The slowly varying seasonal component could be estimated using the function-valued slope parameter of the classical functional linear regression model (see, e.g., Hall and Horowitz, 2007) . The presence of time-local effects, however, harms such a simple estimation approach (see Figure   1 in Shin and Hsing, 2012 , or the right plot in Figure 2 of this paper for notable examples).
Therefore, we use the recent work of Kneip et al. (2016) , which augments the classical functional linear regression model by incorporating so-called Points of Impact (PoI) that allow us to identify and to control for time-local effects.
As demonstrated in our simulation study, however, the finite sample performance of the estimation procedure proposed by Kneip et al. (2016) is very sensitive to the performance of the involved model selection. Therefore, we propose an adjusted sequential estimation algorithm that leads to significantly improved and more robust estimation results by using a refined model selection procedure. Furthermore, deviating from Kneip et al. (2016) , we use a penalized smoothing splines estimator instead of a Functional Principal Components (FPCA)-based series estimator of the function-valued slope parameter. Both estimators attain the minimax-optimal convergence rate (see Horowitz, 2007, and Crambes et al., 2009 ), but, as we show, the penalized smoothing splines estimator performs significantly better in many data samples of practical importance. The reason for this is that the FPCA based approach approximates the function-valued slope parameter using the truncated series of eigenfunctions of the covariance operator of the random functions X i .
While these eigenfunctions allow for an optimal approximation of the random functions X i , they can be very unsuitable for approximating the function-valued slope parameter. In fact, Hall and Horowitz (2007) even have to postulate that the truncated series of eigen-functions is sufficiently appropriate for approximating the function-valued slope parameter (see 3) in Hall and Horowitz, 2007) ; this is a critical assumption that can hardly be assessed in practice. By contrast, the penalized smoothing splines estimator provides a very flexible basis system that allows the function-valued slope parameter to be modeled independently of the distribution of the random functions X i .
The functional linear regression model with PoIs of Kneip et al. (2016) is related to several other works in the literature. McKeague and Sen (2010) propose a similar regression model, but only allow for a single PoI. Ferraty et al. (2010) allow for multiple PoIs, however, they do not provide a simultaneous estimation of the function-valued slope parameter. Matsui and Konishi (2011) also consider the extraction of local information within functional linear regressions using a LASSO-type approach, but do not estimate global components. Torrecilla et al. (2016) focus on a classification context, and Fraiman et al. (2016) consider feature selection for functional data at a more general level. Our estimation algorithm uses the penalized smoothing splines estimator for functional linear regression models proposed by Crambes et al. (2009) . The related literature is extensive and the following examples are by no means exhaustive. Cardot et al. (2007) consider functional linear regression with errors-in-variables, Crambes et al. (2009) address optimality issues, Goldsmith et al. (2010) focus on penalized smoothing splines within a mixed model framework, and Maronna and Yohai (2013) propose a robust version of the penalized smoothing splines estimator. Scalar-on-function regression models are successfully applied to solve important practical problems. Chiou (2012) proposes a functional regression model for predicting traffic flows. Goldsmith et al. (2012) introduce a penalized functional regression model to explore the relationship between cerebral white matter tracts in multiple-sclerosis patients. Koeppe et al. (2014) consider regularized functional linear regression for brain image data. Gellar et al. (2014) and Gromenko et al. (2017) propose functional regression models for incomplete curves. An overview article on methods for scalar-on-function regression is found in Reiss et al. (2016) . Readers with a general interest in Functional Data Analysis (FDA) are referred to the textbooks of Ramsay and Silverman (2005) , Ferraty and Vieu (2006) , Horváth and Kokoszka (2012) , and Hsing and Eubank (2015) . To the best of our knowledge, we are the first to use methods from FDA to analyze data from an online ad campaign; however, there are several contributions in FDA on related applications. Reddy and Dass (2006) use a classical functional linear regression model to analyze online art auctions, Liu and Müller (2008) analyze eBay auction prices using methods for sparse functional data, forecast eBay auction prices, develop a model for the price dynamics at eBay using differential equation models, and Zhang et al.
(2010) consider real-time forecasting of eBay auctions using functional K-nearest neighbors.
The rest of the paper is structured as follows. The next section introduces the statistical model and describes our estimation algorithm. Section 3 presents our simulation results and gives a detailed discussion of the advantage of our estimation algorithm over the original estimation procedure proposed by Kneip et al. (2016) . Our application is found in Section 4. The online supplement supporting this article contains the R-package FunRegPoI and the R-codes to reproduce our simulation study and the real data application.
Methodology
We formally consider the following functional linear regression model with PoIs introduced by Kneip et al. (2016) :
Here, 
The assumption that Y i and X i have mean zero is only for notational simplicity; for the estimation, however, we will explicitly denote the centering of the data.
The function-valued slope parameter β ∈ L 2 ([0, 1]) in Model (1) describes the timeglobal influences of X i on Y i . The scalar-valued slope parameters β s ∈ R take into account the time-local influences where the corresponding (unknown) time-points τ s denote the locations of the PoIs. Our estimation algorithm described below addresses the estimation of all unknown model parameters, namely, the global slope coefficient β, the local influences of the PoIs β 1 ,. . . ,β S , and the set of PoI locations T = {τ 1 ,. . . ,τ S }.
Estimation
Estimating the model parameters in Model (1) bears the substantial risk of an omittedvariable-bias since not incorporating the (unknown) true PoI locations τ s typically leads to a heavily biased estimator β(t) (see Figure 1 in Shin and Hsing, 2012 or the right plot in Figure 2 in this paper for noteworthy examples). This is a big issue in practice, and our simulation results show that the original estimation procedure of Kneip et al. (2016) suffers severely from such biases.
The underlying problem is that the selection of the number S of PoIs and their locations Kneip et al. (2016) .
Therefore, we contribute an adjusted sequential estimation algorithm that decouples the estimation of the slope parameters from the selection of the PoI locations. Our estimation algorithm is built up from the following three basic Pre-select-Estimate-Sub-select (PES) steps: Typically, the estimation step (
Step 2) leads to inefficient estimators β(t), but avoids omitted-variable biases. Inefficient, because T tends to contain many redundant PoI locations, which reduces the number of degrees of freedom. No omitted-variable biases, because the large set of potential PoIs T has a high likelihood of containing the true PoI locations.
Our final PES-ES algorithm, described in Section 2.2, uses a repetition of the latter two Estimate-Sub-select (ES) steps, which results in a further improvement of the estimation results by increasing the efficiency of the estimation procedure. A more detailed conceptual description of our estimation algorithm can be found in Section 3.3, where we also explain the advantages of our estimation algorithm over the original estimation procedure by Kneip et al. (2016) .
In the following, we introduce our basic notation. The functions X i (t) are observed at p equidistant grid points t 1 , . . . , t p with t j = (j − 1)/(p − 1). For non-equidistant designs, this can always be achieved by pre-smoothing the data.
collect all observations of the response variable Y i , and in X = (X i (t j )) ij ∈ R n×p , we collect 
Pre-Select PoIs
To identify potential PoIs τ s , s = 1, . . . , S, Kneip et al. (2016) propose a local maxima search (over t j ) based on the sample version |n
is the central second-order difference quotient of X i (t) given a parameter δ > 0. Here, Z X i (t; δ) acts as a filter on X i (t) that uncovers local variation of the process X i (t), providing insights about PoIs at peaks of the pointwise absolute covariance with Y i .
The concept of local variability is crucial in the work of Kneip et al. (2016) and allows them to show the identifiability of the model parameters (see Kneip et al., 2016, Theorem 1 ). An important example of processes with local variability are rough stochastic processes (e.g., Brownian motions, Ornstein-Uhlenbeck processes, etc.), i.e., processes with covariance functions that are sufficiently non-smooth at the diagonal (see Kneip et al., 2016, Theorem Algorithm 1 Search Potential Points of Impact Algorithm
Restrict the set of possible grid indices, i.e., define J 0,δ = {k δ + 1, . . . , p − k δ }.
4:
For each index j ∈ J 0,δ , calculate
while J s,δ = ∅, iterate over s = 1, 2, 3, . . . , and do
6:
Determine the index j s ∈ J s−1,δ of the empirical maximum of Z X (t; δ)Y , i.e.,
Define the s-th potential impact point τ s = t js as grid point at index j s .
8:
Eliminate all points in an environment of size √ δ around τ s , i.e., define
end while 10:
end procedure 3). Kneip et al. (2016) use a parameter κ to quantify the smoothness of the covariance function at the diagonal and propose an estimator κ to decide in practice, whether the covariance function is sufficiently non-smooth at the diagonal. The reader is referred to Section 4 for an application of this procedure.
The pseudo code for pre-selecting PoIs is given in Algorithm 1 and corresponds to that of Kneip et al. (2016) . In each iteration, the iterative algorithm selects one PoI determined by the global maximum of the trajectory of |n
Once a PoI is selected, the algorithm eliminates the grid points within a ± √ δ/2-neighborhood around the selected PoI (see Line 8 of Algorithm 1) and continues with selecting the next potential PoI. The algorithm terminates when J s,δ is the empty set. The elimination step is necessary for providing a consistent estimation procedure. The selection of the first PoI is shown in the middle plot in Figure 1 . The first elimination step is shown in the right plot of Figure 1 , where the second PoI, τ 2 , is determined by the global maximum of the remaining trajectory of |n
Visualization of the second iteration of the searchPotPoI-Algorithm.
In contrast to Kneip et al. (2016) , who use the original data Y c and X c in order to select potential PoIs, we recommend using the standardized data Y st and X st , i.e.,
From an asymptotic perspective, this is an irrelevant adjustment; however, it offers a performance boost in finite samples since the unscaled data Y c and X c have a tendency to lead to artificial local maxima in
Estimate Slope Parameters
To estimate the slope parameters-given the pre-selected PoIs T -we adapt the penalized smoothing splines estimator proposed by Crambes et al. (2009) 
in order to incorporate
PoIs. Let us initially recap the situation of Model (1) without PoIs (T = ∅), as considered by Crambes et al. (2009) . Their estimator of β(t), evaluated at the grid points t 1 , . . . , t p , is given by
where the penalty matrix A = P + pA is composed of a non-classical projection matrix P and a classical regularization matrix A . The non-classical p × p projection matrix Crambes et al. (2009) in order to guarantee optimality and uniqueness of their estimator. Following the usual convention, we set m = 2, which results in the classical choice of cubic splines. The classical p × p regularization matrix A is defined as usual by
where b(t) = (b 1 (t), . . . , b p (t)) are natural cubic spline basis functions, b (2) (t) denotes their second derivatives, and B is a p × p matrix with elements b i (t j ), i, j = 1, . . . , p. For the implementation of the natural cubic spline basis functions, we use the ns-function contained in the R-package splines.
In order to incorporate the pre-selected PoIs, we need to extend the matrices X c and
A. The extended data matrix is given by
where
The extended penalty matrix is given by
where all entries with respect to the PoIs are zero (see Goldsmith et al., 2010 , for an equivalent extension of the penalty matrix). The augmented estimator of β(t 1 ), . . . , β(t p ) and β 1 , . . . , β S ,
depends on the included set of PoIs T and on the smoothing parameter ρ. In order to determine an optimal smoothing parameter, we use the following Generalized CrossValidation (GCV) criterion, as proposed by Crambes et al. (2009) :
Here, the Residual Sum of Squares (RSS) is defined as RSS(
where ||.|| denotes the Euclidean norm, and the smoother matrix
Our final estimator for the slope parameters is given by the GCV-optimized version of (3),
where ρ GCV = argmin ρ∈(0,ρmax] GCV(ρ).
Sub-Select PoIs
This part of our estimation algorithm is aimed at selecting the true PoIs from the preselected set of potential PoIs T = T (δ) given the estimate β T in (5). This sub-selection is performed by minimizing the following BIC over subsets R ⊆ T (δ):
BIC(R), where
Here, RSS(R) is made up of the residuals from regressing the β T -neutralized and standard-
. . , τ S R } = R, where β T (t) is the estimate of β(t) as given in (5).
For optimizing BIC(R) over R ⊆ T (δ), we use a directed search strategy taking into account the information content in T = { τ 1 , . . . , τ S }. By construction, the order of the PoI locations τ 1 , . . . , τ S reflects a decreasing signal-to-noise ratio and, therefore, a decreasing quality of the estimates. This suggests minimizing BIC(R) using a directed search strategy where BIC(R) is evaluated consecutively at the sets
PES-ES Estimation Algorithm
Our estimation algorithm, PES-ES, consists of the above described Pre-select-EstimateSub-select (PES) steps and uses a repetition of the latter two Estimate-Sub-select (ES) steps:
4. reEstimate β T (Section 2.1.2, with T replaced by T )
5. reSub-Select T re ⊆ T (Section 2.1.3, with T replaced by T )
Note that the entire PES-ES algorithm depends on the initially pre-selected set of potential PoIs T (δ) and, therefore, on the choice of δ. In the following, we write T re (δ)
in order to emphasize this entire dependency on δ. We follow Kneip et al. (2016) and determine an optimal δ by minimizing the BIC. For each δ-value on a fine grid in (0, δ max ],
we run the entire PES-ES algorithm and select the optimal δ by,
BIC(δ), with
where RSS(
and effective degrees of
); see Hastie and Tibshirani (1990) , Ch. 3.5
for an overview of possible definitions of edf. Kneip et al. (2016) only consider inference for the points of impact slope parameters β 1 , . . . , β S in the impractical special case when 1 0 β(t)X i (t)dt = 0 (almost surely). Practically useful Confidence Intervals (CI) for the whole parameter vector β ρ T in (3), which includes the estimator of β(t), can be computed using the following variance approximation (see also Ramsay and Silverman, 2005, Ch. 15, Eq. (15.16) ):
Inference
where σ 2 = (n − edf)
−1 iˆ i with the effective degrees of freedom edf as defined above.
For a given confidence level 1 − α, the CI for each of the p +S entries in β ρ T is given by
where q 1−α/2 denotes the 1 − α/2 quantile of the standard normal distribution, ( β A theoretically more advanced alternative may be based on the recent results of Choi and Reimherr (2018) . However, adapting these results to the case of our smoothing splines estimator is not straightforward and beyond the scope of this paper.
Simulations
In the following simulation study, we assess the finite sample properties of our PES-ES algorithm. The original estimation procedure proposed by Kneip, Poss, and Sarda (2016) , abbreviated as KPS, serves as our main benchmark, and its implementation is described in Section 3.1. Section 3.2 introduces the considered data generating processes and presents our simulation results. A detailed discussion of the simulation results can be found in Section 3.3.
We aim to provide an in-depth assessment of our PES-ES estimation algorithm. Therefore, in order to assess the improvements that are due to the final ES (Estimation and Subselection) step, we compare the PES-ES results with those of the reduced PES estimation algorithm without the final ES step. Furthermore, in order to compare to a challenging benchmark for our NoPoI data generating process (i.e., a functional linear regression model without points of impact), we also report the estimation results of the smoothing splines estimator (2) by Crambes, Kneip, and Sarda (2009) , abbreviated hereafter as CKS.
3.1 Implementation of the KPS estimation procedure Kneip et al. (2016) propose an FPCA-based procedure using the augmented model
are Kdimensional approximations based on the first K eigenfunctions of the empirical covariance operator of X i (see Kneip et al., 2016, Eq. (6.1) ). The parameter K ∈ {1, . . . , K max } acts as a smoothing parameter and corresponds to our smoothing parameter ρ ∈ (0, ρ max ]. Besides the smoothing parameter K, one has to choose a subset T ⊆ T (δ) as well as the parameter δ that determines the set of potential PoIs T (δ), where T (δ) is defined as in Section 2.1.1.
The model-selection parameters K, δ, and T of KPS are essentially equivalent to the model-selection parameters ρ, δ, and T re of our PES-ES algorithm.
For selecting K, δ, and T (δ), Kneip et al. (2016) propose an infeasible and a feasible strategy. The infeasible strategy is used in their simulation study, where the authors perform a BIC-based selection of K and T (δ), and set δ = 1/ √ n. While δ = 1/ √ n is appropriate in their simulation study,it can, however, be arbitrarily bad in practice.
The feasible strategy is used in their real data application where the authors additionally optimize BIC(K, T (δ), δ) simultaneously over K, T (δ), and δ ∈ (0, δ max ]. In the following, we only consider their practically relevant feasible strategy. For selecting T (δ), we use the directed search approach described in Section 2.1.3, which significantly improves the performance of KPS in comparison to the best-subset selection originally proposed by Kneip et al. (2016) . Kneip et al. (2016) arbitrarily set K max = 6, which is, however, too small for our simulation study where K max = 6 often becomes a binding upper optimization threshold.
The choice of K max is crucial since it constrains the magnitude of possible omitted-variable biases in β K (t). The same issue applies to ρ min when optimizing the GCV in (4) 
Data Generating Processes and Simulation Results
We consider four different Data Generating Processes (DGPs), as described in Table 1 .
The DGPs Easy and Complicated represent a simple and a more complex version of Model
(1). The Complicated DGP is challenging due to the closeness of the PoI locations τ 1 and τ 2 , which may trigger omitted-variable biases in β(t) when omitting either τ 1 or τ 2 . The two further DGPs NoPoI (T = ∅) and OnlyPoI (β(t) ≡ 0) are used to check the robustness of our PES-ES algorithm against model-misspecifications. 
For each DGP and two sample sizes (n = 250 and n = 500), we generate 1000 replications of n functions X i (t) observed at p = 300 equidistant points t 1 , . . . , t p in [0, 1].
The functions X i (t) are standard Brownian Motions, and the dependent variables Y i are generated according to Model (1) with i ∼ N (0, 0.125 2 ). Our simulation is implemented using the statistical language R (R Core Team, 2017), and the R-codes for reproducing the simulation results are part of the online supplement supporting this article.
The upper panel of Table 2 reports the integrated squared bias and the integrated variance for the estimator β(t) of β(t). The integrated squared bias is computed as be found correctly if | τ s − τ s | < 0.01. The latter requirement corresponds to an estimation precision of only ±3 grid points, which is substantially more challenging than the matching requirement originally used in Kneip et al. (2016) . The shades of gray in Table 2 show the ranking of the mean squared error (MSE); the lowest (highest) MSE (=Bias 2 + Var.) has the darkest (lightest) gray-scale.
The simulation results for the slope parameters β(t) and β 1 , . . . , β S in the upper and lower panel of Table 2 show that the smoothing spline based estimation algorithms PES-1 Note that it is impossible to compute estimation errors for non-found τ s . This is advantageous in all DGPs, except for the Easy DGP with n = 250 and the NoPoI DGP, where PES-ES and PES achieve essentially equivalent results. Note that the final ES-step is particularly advantageous for the Complicated DGP and the smaller sample size n = 250, where KPS shows a very poor performance. PES-ES also performs very well in the NoPoI and the OnlyPoI DGPs, where PES-ES is actually a miss-specified estimation procedure. In the case of NoPoI, PES-ES performs almost as well as the corresponding (minimax-optimal) benchmark-estimator CKS, and in the case of OnlyPoI, PES-ES is the best performing method. 
Discussion of Simulation Results
The significant improvements of our PES-ES estimation algorithm in comparison to KPS are due to a conceptual problem in the model-selection process of KPS. In contrast to the sequential PES-ES algorithm, KPS uses a simultaneous optimization of BIC(K, T (δ), δ)
over K, T (δ) and δ, which leads to instable and ambiguous results. The reason for this instability can be explained by considering the following two extreme situations, in both of them, the regression model (1) is approximated:
First, let K 0 and S = 0. For very large K the estimator β K (t) is flexible enough, such
In this case, β K (t) approximates β(t), except at the points of impact locations t = τ s , where β K (t) approximates β s X i (τ s ), i.e., where
with, e.g., h = 0.01 (see the right plot in Figure 2 for examples of such estimates β K (t)).
Second, let K = 0 and S 0. A large set of point of impact candidates
leads to a very flexible linear model, such that
In this case, S s=1 β s X i ( τ s ) acts like a Riemann sum for approximating 1 0
These two extreme situations demonstrate that there is a certain ambiguity between the model-selection parameters K and S = | T (δ)| that allows the shifting of model-complexities between the integral-part and the PoI-part of the empirical model. This ambiguity leads to very unstable model selections when optimizing BIC(K, T (δ), δ) simultaneously over K and T (δ), and δ. As a consequence, one gets poor estimates of β(t) due to omitted-variable biases in β(t), as shown in the right plot in Figure 2 .
The conceptual idea of the PES-part in our PES-ES algorithm is to avoid this problem by decoupling the selection of ρ (equivalent to K) from the PoI selection. The estimator
Step 2 (Estimation), which involves the optimization over ρ, is computed for a given set of potential PoIs T selected in Step 1 (Pre-select). Typically, this estimation step leads to inefficient, but unbiased estimators β(t)-inefficient, since T tends to contain many redundant PoI locations, which reduces the number of degrees of freedom, and unbiased, since the large set of potential PoIs T has a high likelihood of containing the true (or at least almost true) PoI locations, which minimizes the risk of omitted-variable-biases in β(t).
The sub-selection of T ⊆ T in Step 3 (Sub-select) then takes place for a given estimate β(t). The positive effect of decoupling the selection of ρ from the PoI selection can also be seen in Figure 2 , where we compare the 10 percent worst estimates β(t) from PES-ES with those of KPS. While β KPS (t) suffers from severe omitted-variable biases, β PESES (t)
does not show any obvious biases. The repetition of the ES-part in our PES-ES algorithm is of secondary importance, but further improves the estimation results.
Application
To illustrate the practical importance of the functional linear regression model with points of impact, we present an application to data from Google AdWords, which is the most pop- The case study described below is motivated by the needs of Crealytics, the company that generously provided the data. Today this company uses the described method-with some further confidential enhancements-to support their daily business.
The main pricing mechanism at Google AdWords is the so-called Pay-Per-Click (PPC) mechanism. Here, advertisers (e.g., an online outdoor shop in our application) can bid for a sponsored "impression" to be displayed along with Google's search results when a user conducts a search query related to a specific keyword (e.g., outdoor jacket) 2 . The basic building block of an online ad campaign is a text corpus of (hundreds, thousands, or ten-thousands of, etc.) keywords related to the advertised products.
The limited number of sponsored impressions is allocated by an auction. Advertisers whose impression appears on the display are chosen according to their ad-rank, which is basically their original bid, i.e., the maximum "costs-per-click" an advertiser is willing to pay times the quality score, a discrete metric (from 1, the lowest, to 10, the best) determining the relevance of an advertiser's impression. Google AdWords auctions are time continuous
and an advertiser only pays if a user clicks on the displayed impression. (See Geddes, 2014, for an in-depth introduction to Google AdWords.)
The bidding process is usually based on bidding softwares that evaluate specific keyfigures. One of the most important key-figures is the so-called Click-Though Rate (CTR), which is defined as the daily number of clicks per impression. The CTR estimates the current probability of receiving a click on a sponsored impression and therefore plays an important role in assisting the bidding process on a short-term basis (Geddes, 2014) .
The economic success of ad campaigns, however, also depends on long-sighted bidding strategies taking into account product specific ( Kneip et al., 2016) . Kneip et al. (2016) propose the following consistent estimator κ for their κ controlling the smoothness at the diagonal of the covariance function:
An estimate of κ 2 indicates identifiability, which is clearly fulfilled in our case where κ = 0.03.
The estimation result from applying our PES-ES estimation algorithm is summarized in Figure 4 . The function-valued slope parameter β(t) shows a peak in the late summer and a pronounced negative trend towards the end of the considered period. Throughout this period the slope parameter β(t) is statistically different from zero at the 1 percent significance level. The shape of β(t) is in line with our expectations since the demand for outdoor equipment is generally greater during the summer months than during the winter months. The negative trend towards the end of the considered period is due to the strongly increased competition for outdoor equipment ads in Google AdWords during the considered period. Additionally, the estimation procedure identifies four PoIs (in order of the magnitude of | β s |): June 14th ( τ 3 ; β 3 = 0.22), May 1st ( τ 4 ; β 4 = −0.17), July 25th ( τ 1 ; β 1 = −0.15), and December 5th ( τ 2 ; β 2 = 0.01), where the slope estimate β 2 of the latter PoI is insignificant at any common significance level.
The PoI τ 3 on June 14th, with coefficient β 3 = 0.22, summarizes two positive effects.
On the one hand, the store started a contest on May 23rd, 2012, giving away outdoor gear.
This contest ended on June 13th, i.e., one day before the PoI which resulted in an increased click-through ratio of contest participants looking for the winners. On the other hand, the closest competitor started the spring sale, which led to a spillover bringing many interested buyers onto the homepage to compare prices.
The two other significant PoIs are explained by effects specific to the German calendar (about 80 percent of the customers live in Germany). The PoI τ 4 on May 1st, with coefficient β 4 = −0.17, marks the Labor Day (commemorating the Haymarket Riot in Chicago in 1886), a national holiday in Germany which is typically an opportunity for family outings.
Similar in interpretation, the PoI τ 1 on July 25th, with coefficient β 1 = −0.15, marks the beginning of the official summer holidays in Baden-Württemberg and Lower Saxony-two large German states. Both PoIs show a negative sign, which is due to a higher volume in search queries related to outdoor activities, however, the users do not click on the sponsored impressions since they do not intend to buy something-they are only searching the Internet for (free) information on hiking trails etc., which results in a lower CTR.
The log-transformations in Y i = log(C i ) and X i (t) = log(I i (t)) allow us to interpret the estimated slope coefficients as elasticities. Taking derivatives with respect to I i (t) at a single time point t leads to the following time-local elasticity:
That is, time-local changes in I i (t) generally have no (i.e., practically negligible) effects on the yearly clicks C i , except at PoIs, i.e., if t = τ 1 , . . . , τ S . For instance, a 1% increase in the impressions at the time point of the after-contest PoI (t = τ 3 ) causes (on average) a 0.22%
( β 3 = 0.22) increase in the yearly clicks.
The function-valued slope parameter β(t) does not contribute to the time-local elasticities; however, it determines the elasticities with respect to time-global changes in the impressions, for instance, over the course of a month. The following Riemann sum allows for a simple, approximative approach to interpret such time-global elasticities:
log(C i ) ≈ 1 365 365 t=1 β(t) log I i (t) + S s=1 β s log I i ( τ s ) .
For instance, the total elasticity of C i with respect to I i (t) for all t ∈ August is given by
where 1 (TRUE) = 1 and 1 (FALSE) = 0. That is, a 1% increase in the impressions I i (t), simultaneously for all t ∈ August, causes a 0.1% increase in the yearly clicks since 365 −1 t∈August β(t)+ S s=1 β s 1 ( τs∈August) ≈ 0.1. Hence, the time-global August-elasticity is half the size of the elasticity of the after-contest PoI. This is absolutely plausible since the super-imposed influence of the contest and the spillover definitely outperforms a high-season month such as August in terms of clicks-per-impressions.
