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Nonparametric identification and maximum likelihood estimation for finite-
state hidden Markov models are investigated. We obtain identification of the
parameters as well as the order of the Markov chain if the transition prob-
ability matrices have full-rank and are ergodic, and if the state-dependent
distributions are all distinct, but not necessarily linearly independent. Based
on this identification result, we develop nonparametric maximum likelihood
estimation theory. First, we show that the asymptotic contrast, the Kullback–
Leibler divergence of the hidden Markov model, identifies the true parameter
vector nonparametrically as well. Second, for classes of state-dependent densi-
ties which are arbitrary mixtures of a parametric family, we show consistency
of the nonparametric maximum likelihood estimator. Here, identification of
the mixing distributions need not be assumed. Numerical properties of the
estimates as well as of nonparametric goodness of fit tests are investigated in
a simulation study.
Keywords: hidden Markov models, latent state models, nonparametric identification, non-
parametric maximum likelihood estimation
1. Introduction
A discrete-time hidden Markov model consists of an observed process (Yt)t∈N as well as
a latent, unobserved process (Xt)t∈N, such that the Yt are independent given the Xt, the
conditional distribution of Ys given the Xt depends on Xs only and Xt is a finite-state
Markov chain. We assume that Xt is time-homogeneous. The cardinality K of the state
space of Xt is called the number of states. The conditional distributions of Ys given
Xs = k (k = 1, . . . ,K) are called the state-dependent distributions, and we assume that
they are independent of s. The entries of the transition probability matrix are denoted by
Γ = (αj,k)j,k=1,...,K . Further, we assume that the Yt take values in any subset of Euclidean
space S ⊂ Rq, and denote the distribution functions of the state-dependent distributions
by Fk (k = 1, . . . ,K).
Parametric estimation theory for finite-state hidden Markov models is well-developed; see
Leroux [14] for consistency and Bickel et al. [2] for asymptotic normality of the maximum
likelihood estimator. In order to achieve greater flexibility and to avoid misspecification,
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nonparametric modelling and estimation of the component distributions have received
recent interest, see Dannemann et al. [3], Gassiat et al. [5] and Vernet [20]. However, the
most basic question is whether such models are identifiable. We give an affirmative answer
in great generality: if the transition probability matrix Γ is ergodic and of full rank, and if
the state-dependent distributions are all distinct, then the parameters, together with the
number of states, are all identifiable. Our second main result states that the asymptotic
contrast for maximum likelihood estimation, the generalized Kullback–Leibler divergence
of the hidden Markov model, uniquely identifies the true parameter nonparametrically.
It is well known that the ordinary Kullback–Leibler divergence discriminates between
any two probability distributions on the same measurable space without reference to a
particular model. However, for hidden Markov models, for which the generalized Kullback–
Leibler divergence is defined as a limit of normalized log-likelihoods, the contrast property
had previously been deduced from mere parametric identification of mixtures of product
distributions in Leroux [14], and had thus been restricted to parametric settings. Our
second result allows us to investigate consistency of the maximum likelihood estimator
over nonparametric classes. As an important example, we consider general mixtures of
a parametric family as model for the state-dependent distributions, and as a third main
result obtain consistency of the mixture densities under suitable assumptions. Here, we do
not assume that the mixing distributions themselves are identified, and thus allow, e.g.,
general mixtures of normals.
Let us discuss how our identification results relate to previous ones in the literature. In a
seminal paper, based on a result by Kruskal [12] on the identification of factors in three-way
tables, Allman et al. [1] showed generic identifiability of various latent-state models, in-
cluding hidden Markov models with finite-valued observations. Strict point identification,
up to label swapping, for general-valued hidden Markov models was recently discussed by
Gassiat et al. [5] and Gassiat and Rousseau [6]. Using analytic arguments, Gassiat and
Rousseau [6] showed that if Γ has full rank, and if the state-dependent distributions are
from a location family of an arbitrary density, then all parameters as well as the number of
components are identified from the joint distribution of two observations. While certainly
of interest, merely the assumption of equal scale in each component which is implied by
the model may be too restrictive for most applications. For a given K, Gassiat et al. [5]
show identification if Γ has full-rank and if the state-dependent distributions are linearly
independent. The result follows by combining arguments given in Allman et al. [1] for
generic identification of hidden Markov models and of finite mixtures of product distri-
butions. While the assumption of linearly independent state-dependent distributions is
convenient in the proofs, it is not intuitive, and also difficult to interpret for nonparametric
classes such as smooth classes of densities, or shape-constrained classes such as log-concave
densities, where more than two distinct distributions may well be linearly dependent. Our
result for distinct state-dependent distributions is better suited for such nonparametric
classes. In its proof, the main challenge is to find a substitute for the linear independence
of the state-dependent distributions.
2. Nonparametric identification
Our basic assumptions are as follows.
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A1. The transition probability matrix Γ = (αj,k)j,k=1,...,K of (Xt) has full rank and is
ergodic.
A2. The state-dependent distributions Fk (k = 1, . . . ,K) are all distinct.
Let us first consider the stationary case for a fixed number of components.
A3. The Markov chain (Xt) is stationary with starting distribution pi, the stationary
distribution of Γ.
Theorem 1. For given K, let Γ, F1, . . . , FK and Γ˜, F˜1, . . . , F˜K be two sets of parameters
for a K-state hidden Markov model, such that the joint distributions of
(
Y1, . . . , Y2K+1
)
under both sets of parameters are equal. Further, suppose that Γ and F1, . . . , FK satisfy
Assumptions A1–A3. Then both sets of parameters coincide up to label swapping.
In Theorem 1, Assumptions A1 and A2 solely concern Γ, F1, . . . , FK ; nothing is assumed
for Γ˜, F˜1, . . . , F˜K . For statistical inference, this implies that Assumptions A1–A3 are
required for the true model, but estimators need not be restricted to satisfy these con-
straints.
Example 1. To show the necessity of the full-rank assumption of the transition probability
matrix, we construct for each K ≥ 1 a (K + 1)-state matrix of rank K and two sets of
K + 1 distributions, which are even linearly independent, such that the observations in
a resulting (K + 1)-state hidden Markov model have the same distribution. To this end,
let Γ = (αj,k)j,k=1,...,K be a K-state ergodic transition probability matrix of full rank. Let
δ, β ∈ (0, 1) with δ 6= β, set p = β/(1 + β − δ) for which p ∈ (0, 1), and consider the
(K + 1)-state matrix of rank K
Γ1 =

α1,1 · · · α1,K−1 pα1,K (1− p)α1,K
...
...
...
αK−1,1 · · · αK−1,K−1 pαK−1,K (1− p)αK−1,K
αK,1 · · · αK,K−1 pαK,K (1− p)αK,K
αK,1 · · · αK,K−1 pαK,K (1− p)αK,K
 .
Let F1, . . . , FK+1 be linearly independent distribution functions, for example, normal dis-
tributions with distinct parameters. As the second set F˜1, . . . , F˜K+1 of distribution func-
tions let F˜1 = F1, . . . , F˜K−1 = FK−1 and
F˜K = δ FK + (1− δ)FK+1, F˜K+1 = β FK + (1− β)FK+1.
Then p F˜K + (1 − p) F˜K+1 = pFK + (1 − p)FK+1, and from Holzmann and Schwaiger
[9], the distributions of the observations of a (K + 1)-state hidden Markov model with
transition probability matrix Γ1, stationary starting distribution and either set of state-
dependent distributions are equal to that of a K-state stationary hidden Markov model
with transition probability matrix Γ and state dependent distributions F1, . . . , FK−1 and
pFK + (1− p)FK+1.
Example 2. One may wonder whether the assumption of distinct state-dependent distri-
butions is actually necessary for identification, or whether states may possibly be recon-
structed merely from transitions if there are sufficiently many different state-dependent
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distributions, without all of them being distinct. In this example we describe a class of
hidden Markov models where this is not possible. A stationary Markov chain (Xt)t∈N with
transition probability matrix Γ is called lumpable with respect to a partition {G1, . . . , Gm}
of the state-space {1, . . . ,K} if the process (X˜t)t∈N defined by X˜t = j if Xt ∈ Gj
(j = 1, . . . ,m) is also a Markov chain. Keme´ny and Snell [10] show that this is equivalent
to pr (Xt+1 ∈ Gj | Xt ∈ Gi) = pr (Xt+1 ∈ Gj | Xt = k) (i, j = 1, . . . ,m; k ∈ Gi). If this
is the case in a hidden Markov model (Yt, Xt)t∈N, for which the state-dependent distribu-
tions are equal over the states in the elements Gj (j = 1, . . . ,m) of the partition, then
its distribution reduces to that of a m-state hidden Markov model. In particular, the full
transition probability matrix Γ of the K-state representation cannot be identified.
Example 3. Hidden Markov models with state-dependent densities which mainly differ
in terms of their scale are used for modelling financial time series. The distinct scales cor-
respond to volatility states of the market; see Holzmann and Schwaiger [9] and references
therein. In case of three states, there is a transition regime between highest and lowest
volatility. Hence it is plausible that the state-dependent density with intermediate scale
may actually be a mixture of the two densities with lowest and highest volatility, thus
making the three state-dependent densities linearly dependent. See the supplementary
material for simulations in such a scenario.
Now let us turn to the case of a general starting distribution. While only of moderate
statistical interest by itself, identification of the initial distribution is an essential tool
for proving the nonparametric contrast property of the Kullback–Leibler divergence of a
hidden Markov model in Section 3.1. The choice of T in the following theorem is due to
the fact that for t0 = K
2 − 2K + 2, Γt0 has strictly positive entries [8].
Theorem 2. For a known number of states K, let λ,Γ, F1, . . . , FK and λ˜, Γ˜, F˜1, . . . , F˜K be
two sets of parameters for a K-state hidden Markov model, where λ and λ˜ denote the initial
distributions of the Markov chain. Suppose that the joint distributions of
(
Y1, . . . , YT
)
with
T = (2K+ 1)(K2−2K+ 2) + 1, are equal under both sets of parameters. Further, suppose
that Γ and F1, . . . , FK satisfy Assumptions A1 and A2. Then both sets of parameters
coincide up to label swapping.
Finally, let us turn to the additional identification of the number of states. For L < K we
may interpret an L-state as a K-state hidden Markov model, where K−L states are never
visited by the underlying Markov chain. From Theorem 2, we therefore get the following
corollary.
Corollary 3. Let λ,Γ and F1, . . . , FK and λ¯, Γ¯ and F¯1, . . . , F¯L be two sets of parameters
for a K-state and a L-state hidden Markov model, where L ≤ K. Assume that Γ is
ergodic and of full rank, and that F1, . . . , FK are all distinct. If the joint distributions
of
(
Y1, . . . , YT
)
, T = (2K + 1)(K2 − 2K + 2) + 1, are the same under the both sets of
parameters, then K = L and the sets of parameters are equal up to a label swapping.
In summary, we get the following identification result for the number of states and the
parameters.
Corollary 4. For a hidden Markov model, within the class of parameters satisfying As-
sumptions A1 and A2, both the number of states and the parameters are identified from
the distribution of the observed process (Yt)t∈N.
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Indeed, if we compare two hidden Markov models with L and K states satisfying Assump-
tions A1 and A2 and having equal distributions of the observations, then Theorem 2 takes
care of the case L = K while Corollary 3 shows that the case L 6= K cannot occur.
3. Nonparametric maximum likelihood estimation
3.1. The Kullback–Leibler divergence of a hidden Markov model
Let D be a class of densities on S with respect to some σ-finite measure ν. Suppose
that (Yt, Xt)t∈N is a K-state hidden Markov model with transition probability matrix Γ0
satisfying Assumptions A1 and A3 and having stationary distribution pi0, and that the
state-dependent distributions F1,0, . . . , FK,0 are all distinct and have densities f1,0, . . . , fK,0
from the class D. In the following, we write Y ts = (Ys, . . . , Yt) and yts = (ys, . . . , yt)
(1 ≤ s < t <∞).
For parameters λ, Γ, f1, . . . , fK , n ∈ N and yn1 ∈ Sn consider
gn
(
yn1 ;λ,Γ, f1, . . . , fK
)
=
K∑
x1=1
· · ·
K∑
xn=1
λx1fx1(y1)
n∏
i=2
αxi−1, xifxi(yi),
the joint density of n observations under these parameters, and denote the log-likelihood
function of Y1, . . . , Yn by
Ln
(
λ,Γ, f1, . . . , fK
)
= log gn
(
Y n1 ;λ,Γ, f1, . . . , fK
)
.
A4. The true densities fj,0 ∈ D satisfy E{| log fj,0(Y1)|} <∞, (j = 1, . . . ,K).
A5. The model satisfies E{log f(Y1)}+ <∞, (f ∈ D).
Theorem 5. Suppose that (Yt, Xt)t∈N is a K-state hidden Markov model with transition
probability matrix Γ0 satisfying Assumptions A1 and A3, and that the state-dependent
distributions F1,0, . . . , FK,0 are all distinct and have densities f1,0, . . . , fK,0 from the class
D, and satisfy Assumption A4. Let λ, λ0 be K-state probability vectors with strictly positive
entries. Under Assumption A5, given f1, . . . , fK ∈ D we have almost surely as n → ∞
that
n−1
{
Ln
(
λ,Γ, f1, . . . , fK
)− Ln(λ0,Γ0, f1,0, . . . , fK,0)}
→ −K{(Γ0, f1,0, . . . , fK,0), (Γ, f1, . . . , fK)} ∈ (−∞, 0],
(1)
and K{(Γ0, f1,0, . . . , fK,0), (Γ, f1, . . . , fK)} = 0 if and only if the two sets of parameters
are equal up to label swapping.
The limit in (1) defines the Kullback–Leibler divergence of the hidden Markov model.
As could be expected, it does not identify the initial distribution, and arbitrary proba-
bility vectors with positive entries, not necessarily the stationary distribution of Γ, can
be used in the likelihood function. It is well known that the ordinary Kullback–Leibler
divergence discriminates between any two probability distributions on the same measur-
able space without reference to a particular model. For hidden Markov models, Leroux
[14] showed that the limit in (1) may be represented as an integral over the ordinary
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Kullback–Leibler divergence of finite segments of hidden Markov models, where integra-
tion is with respect to the initial distributions. From this and parametric identifica-
tion of finite mixtures of product distributions, he deduced the contrast property, that is
K{(Γ0, f1,0, . . . , fK,0), (Γ, f1, . . . , fK)} ∈ [0,∞) andK{(Γ0, f1,0, . . . , fK,0), (Γ, f1, . . . , fK)} =
0 if and only if the two sets of parameters are equal up to label swapping, within a para-
metric class. However, Theorem 2 implies that it holds without reference to a parametric
family.
3.2. Nonparametric maximum likelihood estimation for state-dependent
mixtures
In this subsection we use arbitrary mixtures of some parametric family of state-dependent
densities to illustrate how the above results can be employed for nonparametric maximum
likelihood estimation in hidden Markov models. Suppose that (fϑ)ϑ∈Θ is a parametric
family of densities on S with respect to some σ-finite measure, and that Θ ⊂ Rd is
compact. Let Θ˜ be the set of Borel probability measures on Θ. Endowed with the weak
topology Θ˜ is also a compact set. Assume that the map (y, ϑ) 7→ fϑ(y) is continuous on
S ×Θ. Given µ ∈ Θ˜, we let
fµ(y) =
∫
Θ
fϑ(y) dµ(ϑ)
denote the corresponding mixture density. We shall call µ the mixing distribution for fµ,
and take D = {fµ : µ ∈ Θ˜} as model for the state-dependent densities.
For independent identically distributed observations there is some literature on nonpara-
metric estimation of µ or fµ. Lindsay [16] shows that there exists a nonparametric maxi-
mum likelihood estimator for µ with finite support, the number of support points being at
most equal to the sample size. Leroux [15] obtains its consistency under the assumption
that the mixing distribution µ is identified from fµ. While convergence of estimators of
µ may be quite slow [17], fµ is estimated at optimal near-parametric rates for normal
mixtures [11, 7]. We shall focus on consistency and in contrast to Leroux [15] do not
assume that the mixing distribution µ is identified from the mixture density fµ, since our
interest is in the estimation of fµ rather than of µ. Thus we allow, e.g., arbitrary mixtures
of normal densities in both mean and variance, for which the mixing distribution is not
identified [18].
Let θ =
(
Γ, µ1, . . . , µK) ∈ G×Θ˜×· · ·×Θ˜, where G is the compact set of K-state transition
probability matrices. Given the sequence of observations Y1, . . . , Yn, the log-likelihood
function is
Ln(θ) = log
{ K∑
x1=1
· · ·
K∑
xn=1
λx1fµx1 (Y1)
n∏
i=2
αxi−1, xifµxi (Yi)
}
,
where λ is an arbitrary K-state strictly positive probability vector. First, we show the
existence of a maximum likelihood estimator for which the state-dependent mixing distri-
butions µk (k = 1, . . . ,K) have finite support.
Theorem 6. Let (fϑ)ϑ∈Θ be a parametric family of densities with Θ ⊂ Rd compact, and
let D = {fµ : µ ∈ Θ˜} be the model for the state-dependent densities, where Θ˜ is the set of
Borel probability measures on Θ. Then for any n ≥ 1 there exists a maximum likelihood
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estimator θˆn = (Γˆn, µˆ1,n, . . . , µˆK,n), for which the state-dependent mixing distributions are
of the form
µˆk,n =
m∑
j=1
aj δϑj,k (k = 1, . . . ,K),
where m ∈ {1, . . . ,Kn+ 1}, aj > 0,
∑m
j=1 aj = 1, ϑj,k ∈ Θ (j = 1, . . . ,m), and where δϑ
is the point-mass at ϑ.
This is similar to Lindsay [16]’s existence result, although more components are required
due to the distinct states and the non-convexity of the likelihood of the hidden Markov
model.
Let us turn to consistency. Assume that the true state-dependent densities fk,0 = fµk,0
belong to the model and are all distinct, and that Γ0 satisfies Assumption A1.
A6. For every µ ∈ Θ˜ and a small enough neighborhood Oµ of µ we have
E
[
sup
µ˜∈Oµ
{log fµ˜(Y1)}+
]
<∞.
Theorem 7. Let (fϑ)ϑ∈Θ be a parametric family of densities with Θ ⊂ Rd compact, and
let D = {fµ : µ ∈ Θ˜} be the model for the state-dependent densities, where Θ˜ is the set
of Borel probability measures on Θ. Suppose that Assumptions A1, A3, A4 and A6 hold,
and let θˆn = (Γˆn, µˆ1,n, . . . , µˆK,n) denote a maximum likelihood estimator. Then, after
relabeling, we have in probability as n→∞ that Γˆn → Γ0 and
fµˆk,n(y)→ fk,0(y) (y ∈ S, k = 1, . . . ,K).
Furthermore, if the mixing distribution µ is identified from the mixture density fµ, then
we additionally have that dw
(
µˆk,n, µk,0
) → 0 in probability, where dw is a distance which
metrizes weak convergence in Θ˜.
4. Simulations
4.1. Nonparametric maximum likelihood estimation
In this section we investigate the performance of the nonparametric maximum likelihood
estimator based on state-dependent mixtures in a simulation study, and discuss its appli-
cations to goodness of fit assessment of parametric models.
Consider a three-state hidden Markov model, in which the state-dependent densities
are mixtures of univariate Gaussian distributions, specified as follows. Let gβ(a,b)(x) =
{Γ(a+ b)}/{Γ(a)Γ(b)}xa−1(1− x)b−11(0,1)(x) denote the density of the Beta distribution,
gβ(a,b)(x; l, s) = gβ(a,b){(x−l)/s}/s the Beta density translated by l and scaled by s and let
φµ,σ denote the Gaussian density with parameters µ and σ. The state-dependent density of
the first state is taken as f1,0(y) = 0·33φ−10,2(y) + 0·33φ−7·5,2(y) + 0·34φ−4,2(y). The den-
sities of the second and third states, f2,0(y) and f3,0(y), are general mixtures of univariate
Gaussian densities. For f2,0(y) we let µ follow the Beta distribution gβ(2,2)(µ; 0, 1) and let
σ be uniformly distributed on the interval (1, 4), for f3,0(y) we let µ follow gβ(2,11)(µ; 5, 33)
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and let σ be uniformly distributed on (1·4, 1·6). For the transition probability matrix we
choose
Γ =
0·5 0·25 0·250·4 0·4 0·2
0·2 0·2 0·6
 .
Computing the nonparametric maximum likelihood estimator of a mixing distribution and
the resulting mixture is not an easy task, see, e.g., Laird [13]. We successively compute
the maximum likelihood estimator for a given number of mixture components in each
state using the expectation-maximization algorithm as described in Volant et al. [21], and
increase the number of components as long as the resulting likelihood increases.
In our simulations, we use series of lengths n = 1000 from the above model. We also con-
sider the maximum likelihood estimators in two misspecified parametric hidden Markov
models with simple Gaussian and two-component mixtures of Gaussian distributions, re-
spectively. The nonparametric maximum likelihood estimators are denoted by fµˆk,n , the
simple Gaussian estimators by fµ˜k,n and the two-component Gaussian mixture estimators
by fµ¯k,n (k = 1, 2, 3). On a computer with 3.07 GHz and 24GB RAM, computing the
simple Gaussian estimators once requires 2.3 seconds, the two-component Gaussian mix-
ture estimator requires 8.7 seconds and the nonparametric maximum likelihood estimators
requires 84.5 seconds.
To illustrate the consistency of fµˆk,n as stated in Theorem 7, we evaluate the relative
errors over 10000 simulations for the points indicated in Fig. 1 and listed in Table 1.
The results together with those for the misspecified parametric estimators are given in
Table 1. The relative errors for fµ˜k,n and fµ¯k,n are higher at most points than those
for fµˆk,n , in particular for states 1 and 3, which reflects the bias of these estimators
due to misspecification. The estimators for the transition probability matrices perform
rather similarly for the three methods, therefore we do not report the results. Additional
simulation results for series of lengths different from 1000, which illustrate the consistency
of the nonparametric maximum likelihood estimator and its performance for shorter series,
are provided in the supplementary material.
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Figure 1: State-dependent densities and estimators for a typical sample. Solid line: true
densities, dashed line: nonparametric maximum likelihood estimators, dotted
line: two-component mixture maximum likelihood estimators, dot-dashed line:
Gaussian maximum likelihood estimators
Figure 1 shows the state-dependent normal mixture densities fk,0 as well as the fits fµˆk,n ,
fµ¯k,n and fµ˜k,n for a typical sample. The nonparametric estimator captures the overall
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y −15·45 −13·77 −11·22 −9·05 −7·26 −5·3 −2·86 −0·21 1·56
nonpar 109·79 28·00 6·92 12·94 23·93 5·09 43·82 46·40 43·87
2-comp 117·75 28·61 6·26 12·46 25·18 4·94 45·04 48·01 49·49
Gauss 136·66 31·14 5·84 10·68 24·37 4·68 43·15 52·93 37·43
y −9·36 −6·36 −2·71 −0·68 0·5 1·67 3·71 7·36 10·36
nonpar 65·27 22·20 64·95 9·77 13·44 19·36 25·00 59·64 67·53
2-comp 69·44 22·63 68·76 10·60 13·88 19·48 25·12 61·55 67·06
Gauss 79·61 16·69 74·73 9·60 15·02 19·97 25·32 81·74 98·08
y 2·27 3·74 6 7·99 9·66 11·61 14·93 20·17 22
nonpar 1090·32 166·99 9·90 20·26 13·87 6·38 7·04 33·61 48·31
2-comp 1103·22 175·93 8·29 22·56 15·08 5·95 6·81 37·69 50·26
Gauss 1236·47 202·98 4·79 24·17 18·80 6·69 3·24 34·78 52·51
Table 1: Relative errors (×100) of the three estimators compared to the true densities
at selected values for y averaged over 10000 replications. ‘Gauss’ stands for
Gaussian state-dependent distributions, ‘2-comp’ for two component Gaussian
mixtures and ‘nonpar’ for nonparametric Gaussian mixtures.
shape of the underlying density, in particular its skewness, much better than both para-
metric estimators, which deviate substantially from it.
4.2. Goodness of fit test
In this section we conduct a formal goodness of fit evaluation for a Gaussian hidden
Markov model in the setting of Section 4.1. We use the likelihood ratio test against
the nonparametric alternative of state-dependent general Gaussian mixtures as well as
against the parametric alternative of state-dependent two-component Gaussian mixtures.
Critical values are estimated by using the parametric bootstrap. Its consistency requires
the asymptotic distribution to depend continuously on nuisance parameters, see van der
Vaart [19], and caution is needed in irregular problems, see Drton and Williams [4].
To avoid excessive running times, we estimate critical values under the null model only
once. First we use a single long series of the hidden Markov model with parameters as given
in Section 4.1 and estimate the parameters under the null hypothesis of a Gaussian hidden
Markov model, then from this estimated null model we simulate 10000 series of lengths
1000 to obtain the critical values against both classes of alternatives. Each simulated series
requires about 85 seconds running time, so that on a computer with 12 processing units a
total of 20 hours are required. Next, we also simulate from the model in Section 4.1 10000
series of lengths 1000 and use the simulated critical values to estimate the power.
The results for three significance levels are shown in Table 2. Although the critical val-
ues for the nonparametric test are larger, it still has slightly higher power at all three
significance levels.
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Parametric vs two-component mixture Parametric vs nonparametric
Critical value (90%) 1·72 2·42
Simulated power 95·67 96·44
Critical value (95%) 2·57 3·57
Simulated power 92·07 93·97
Critical value (99%) 4·33 6·03
Simulated power 79·83 85·27
Table 2: Simulated critical values and powers of the likelihood ratio tests
5. Discussion
We obtain nonparametric identification for hidden Markov models under assumptions that
are close to minimal. In particular, linear independence of the state-dependent distribu-
tions is not required; they are merely assumed to be distinct. By example, we show the
necessity of a full rank of the transition probability matrix. Ergodicity of Γ, which is as-
sumed in most statistical estimation procedures in a parametric framework, is equivalent
to irreducibility and aperiodicity. The proof of Theorem 1 does not require aperiodicity,
so the conclusion holds without it, while the proof of Theorem 2 does require ergodicity.
Irreducibility could potentially be dropped by considering communicating classes.
The majority of hidden Markov models used in applications have parametric state-dependent
distributions. However, the need for distributions more flexible than the normal has been
recognized in various papers. A popular alternative class are finite mixtures of normals
with a given maximal number of components, see Volant et al. [21] and Holzmann and
Schwaiger [9]. The fact that the nonparametric maximum likelihood estimator also has a
finite number of components, although potentially growing with the sample size, makes the
use of finite mixtures as state-dependent distributions even more attractive. Further, as
demonstrated in the simulation section, comparison of parametric with nonparametric fits
may be used for goodness of fit assessments, both formally by employing likelihood ratio
tests and by visually comparing the parametric and nonparametric density estimates.
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A. Outline of the proofs
We present outlines of the proofs of the theorems.
Proof of Theorem 1. The proof follows that of Theorem 1 in Gassiat et al. [5], which in
turn combines arguments in Allman et al. [1] for generic identification of hidden Markov
models and finite mixtures of product distributions.
In the first step, for T ≥ K − 1 we form the blocks
VT = Y
T
1 =
(
Y1, . . . , YT
)
, WT = Y
2T+1
T+2 =
(
YT+2, . . . , Y2T+1
)
,
and show that the conditional distributions
GT (y
T
1 ; k) = pr
(
WT ≤ yT1 | XT+1 = k
)
(k = 1, . . . ,K)
are linearly independent, and so are
HT (y
T
1 ; k) = pr
(
VT ≤ yT1 | XT+1 = k
)
(k = 1, . . . ,K). (2)
This is the crucial non-obvious step in our setting, since the state-dependent distribution
functions F1, . . . , FK may be linearly dependent, and it requires some technical effort. It
is essential to make the arguments in Allman et al. [1] work.
In the second step, we follow Allman et al. [1], who rely on Theorem 4a of Kruskal [12] and
conclude that for T ≥ K− 1 the distribution functions HT (; k), Fk, GT (; k) (k = 1, . . . ,K)
are identified up to joint label swapping. The linear independence from step 1 together
with the assumption that the Fk are all distinct will result in a sum of Kruskal ranks not
less than 2K + 2, see the supplement, as required for the argument in this step.
In the third step, we relate the identified distributions GK−1(·; k) and GK(·; l) (k, l =
1, . . . ,K) via the transition probability matrix Γ which will thus also be identified.
Proof of Theorem 2. To identify the HT (·; k) (k = 1, . . . ,K) in (2), we consider the time
reversal {
(XT+1, YT+1), . . . , (X1, Y1)
}
,
which is a segment of a hidden Markov model with inhomogeneous underlying Markov
chain and state-dependent distributions F1, . . . , FK , the Markov chain starting in λΓ
T .
For technical reasons, we first require that Γ and λ have only positive entries, and then
relax these assumptions by using higher transitions of order t0 = K
2−2K+2 which results
in a transition probability matrix Γt0 which has strictly positive entries [8], as well as by
starting at time t0, which results in a starting distribution λΓ
t0 with positive entries.
Proof of Theorem 5 . The existence of the limit as well as its independence from the start-
ing distributions may be deduced from Kingman’s subadditive ergodic theorem, as shown
in Leroux [14]. To show definiteness, from the construction in Leroux [14], letting
∆K−1 =
{
(s1, . . . , sK) ∈ [0, 1]K : s1 + · · ·+ sK = 1
}
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denote the (K − 1)-dimensional unit simplex, one obtains a probability measure Q on
∆K−1 ×∆K−1 such that for T ≥ 2,
T K{(Γ0, f1,0, . . . , fK,0), (Γ, f1, . . . , fK)}
=
∫ ∫
gT (y
T
1 ;u,Γ0, f1,0, . . . , fK,0) log
{gT (yT1 ;u,Γ0, f1,0, . . . , fK,0)
gT (yT1 ; v,Γ, f1, . . . , fK)
}
dν⊗T (yT1 ) dQ(u, v).
(3)
The inner integral corresponds to the ordinary Kullback–Leibler divergence of the dis-
tribution of the segments (Y1, . . . , YT ) from two hidden Markov models with parameters
u,Γ0, f1,0, . . . , fK,0 and v,Γ, f1, . . . , fK , u and v denoting the starting distributions. Non-
negativity is then obvious. To show definiteness, choose T = (2K + 1)(K2 − 2K + 2) + 1.
From Theorem 2, which implies identification with arbitrary starting distributions, it fol-
lows that for distinct parameters Γ0, f1,0, . . . , fK,0 and Γ, f1, . . . , fK , the inner integral is
strictly positive for any values of u and v, and hence so is (3).
Proof of Theorem 6. This follows using arguments from convex analysis similar to those
in Lindsay [16].
Proof of Theorem 7 . To prove the theorem we may follow the arguments in Leroux [14]
for the parametric case to obtain the consistency of Γˆn as well as dw
(
µˆk,n, Θ˜k,0
) → 0 in
probability, where
Θ˜k,0 =
{
µ ∈ Θ˜ : fµ = fµk,0
}
(k = 1, . . . ,K).
The main additional issue is to conclude that fµˆk,n(y)→ fk,0(y) if Θ˜k,0 contains more than
a single mixing distribution. Here for fixed y ∈ S we use approximation of ϑ 7→ fϑ(y) by
Lipschitz-continuous functions and the bounded Lipschitz metric on Θ˜.
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Supplementary material for
Nonparametric identification and maximum
likelihood estimation for hidden Markov models
Grigory Alexandrovich, Hajo Holzmann1 and Anna Leister
Fakulta¨t fu¨r Mathematik und Informatik, Philipps-Universita¨t Marburg, Germany
1 Proofs of the identification results
1.1 Proofs of the main results
For convenience, we recall the notation, the assumptions and the statements of the theo-
rems. A discrete-time hidden Markov model consists of an observed process (Yt)t∈N and a
latent, unobserved process (Xt)t∈N, such that first, the Yt are independent given the Xt,
second, the conditional distribution of Ys given the Xt depends on Xs only and third, Xt
is a finite-state Markov chain. We assume that Xt is time-homogeneous. The cardinality
K of the state space of Xt is called the number of states. The conditional distributions
of Ys given Xs = k (k = 1, . . . ,K), are called the state-dependent distributions, and we
assume that they are independent of s. The entries of the transition probability matrix
are denoted by Γ = (αj,k)j,k=1,...,K . Further, assume that the Yt take values in any subset
of Euclidean space S ⊂ Rq, and denote the distribution functions of the state-dependent
distributions by Fk (k = 1, . . . ,K).
A1. The transition probability matrix Γ = (αj,k)j,k=1,...,K of (Xt) has full rank and is
ergodic.
A2. The state-dependent distributions Fk (k = 1, . . . ,K) are all distinct.
A3. The Markov chain (Xt) is stationary with starting distribution pi, the stationary
distribution of Γ.
Theorem 1. For given K, let Γ, F1, . . . , FK and Γ˜, F˜1, . . . , F˜K be two sets of parameters
for a K-state hidden Markov model, such that the joint distributions of
(
Y1, . . . , Y2K+1
)
under both sets of parameters are equal. Further, suppose that Γ and F1, . . . , FK satisfy
Assumptions A1–A3. Then both sets of parameters coincide up to label swapping.
In order to keep the arguments as transparent as possible, we first prove the following
result.
1Address for correspondence: Prof. Dr. Hajo Holzmann, Philipps-Universita¨t Marburg, Fach-
bereich Mathematik und Informatik, Hans-Meerweinstr. D-35032 Marburg, Germany email:
holzmann@mathematik.uni-marburg.de, Fon: + 49 6421 2825454
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Proposition 2. Suppose that for a known number of states K, Assumptions A1–A3 are
satisfied. Then the parameters Γ and F1, . . . , FK are identified from the joint distribution
of
(
Y1, . . . , Y2K+1
)
up to label swapping.
This proposition states that for given K, the parameters Γ and F1, . . . , FK are identified
within the class of parameters satisfying Assumptions A1–A3. However, from the proofs
and exploiting the full strength of Theorem 4a in Kruskal [4], we also obtain Theorem 1,
as shown below.
Before we turn to the proof of Proposition 2, we introduce some notation and recall a
result of Kruskal [4]. For a vector space V we let dim(V ) denote its dimension. For vectors
v1, . . . , vn ∈ V we let span {v1, . . . , vn} denote the subspace of V spanned by v1, . . . , vn.
Further, for numbers x1, . . . , xn ∈ R we let diag (x1, . . . , xn) denote the n-dimensional
diagonal matrix with entries x1, . . . , xn. We let 1K = (1, . . . , 1) ∈ RK and IK = diag(1K)
denote the K-dimensional unit matrix. For vectors z1, z2 ∈ RT we write z1 ≤ z2 if this
holds for each coordinate. For a matrix M we let M ′ denote its transpose. For given
matrices Mi ∈ RK×ni (ni ∈ N; i = 1, 2, 3) let [M1M2] denote the K × (n1 + n2) block
matrix and let
〈
M1,M2,M3
〉
(i1, i2, i3) =
K∑
k=1
(M1)k,i1 (M2)k,i2 (M3)k,i3 (ij = 1, . . . , nj), (1)
a three-way array. The Kruskal rank of a matrix M ∈ RK×n, denoted rankKrM , is the
maximal j (j ∈ {0, . . . ,K}), for which each set of j rows in M are linearly independent
(as vectors in Rn). Then Theorem 4a in Kruskal [4] states that if Mi, Ni ∈ RK×ni (ni ∈ N;
i = 1, 2, 3) are two sets of real matrices such that〈
M1,M2,M3
〉
=
〈
N1, N2, N3
〉
and
rankKrM1 + rankKrM2 + rankKrM3 ≥ 2K + 2,
then there exists a permutation matrix P and diagonal matrices Λi, such that Λ1Λ2Λ3 =
IK and Ni = Λi PMi (i = 1, 2, 3). 
Proof of Proposition 2.
Step 1 (Blocks in the joint distribution and linear independence of conditional distribu-
tions). For T ≥ K − 1 consider
VT = Y
T
1 =
(
Y1, . . . , YT
)
and WT = Y
2T+1
T+2 =
(
YT+2, . . . , Y2T+1
)
.
The conditional distribution functions of WT given XT+1 = k (k = 1, . . . ,K), are given
by
GT (y
T
1 ; k) = pr
(
WT ≤ yT1 | XT+1 = k
)
=
K∑
k1=1
· · ·
K∑
kT=1
αk,k1
T∏
t=2
αkt−1,kt
T∏
t=1
Fkt(yt).
2
From Lemma 6 below we have that GT (·; k) (k = 1, . . . ,K) are linearly independent
functions on ST and furthermore, there exist z1, . . . , zK ∈ ST for which the K×K-matrix
A1 =
{
GT (zt; k)
}
k,t=1,...,K
has full rank K. Here, k is the row index and t the column index. Further, consider the
time reversal
Γ˜ =
(
α˜j,k
)
j,k=1,...,K
, α˜j,k =
pikαk,j
pij
.
Then for (yT , . . . , y1) ∈ ST we have that
HT (yT , . . . , y1; k) = pr
{
VT ≤ (yT , . . . , y1) | XT+1 = k
}
=
K∑
k1=1
· · ·
K∑
kT=1
α˜k,k1
T−1∏
t=1
α˜kt,kt+1
T∏
t=1
Fkt(yt).
Applying Lemma 6 with Γ˜, we conclude that HT (·; k) (k = 1, . . . ,K) are linearly indepen-
dent functions on ST and furthermore, there exist z˜1, . . . , z˜K ∈ ST for which we have the
rank K matrix
A2 =
{
HT (z˜t; k)
}
k,t=1,...,K
. (2)
Step 2 (Kruskall’s theorem and identification of conditional distributions). In this step
we show that under Assumptions A1 and A2, for T ≥ K − 1 the distribution functions
HT (; k), Fk, GT (; k) (k = 1, . . . ,K) are identified up to joint label swapping.
Let z, z˜ ∈ ST and y ∈ S be arbitrary points. Set m = K(K − 1)/2. From Lemma 4 below
there exist points yj ∈ S (j = 1, . . . ,m), such that the K × (m+ 2)-matrix
M2 =
[{Fi(yj)}i=1,...,K;j=1,...,m, {Fi(y)}i=1,...,K , 1K]
has Kruskal rank at least 2. From step 1 the K × (K + 2)-matrices
M3 = [A1, {GT (z; k)}k=1,...,K , 1K ] , M1 = [A2, {HT (z˜; k)}k=1,...,K , 1K ] ,
M˜1 = diag(pi)M1,
have full rank K, where we use pik > 0 (k = 1, . . . ,K) for M˜1, and therefore
rankKr(M˜1) + rankKr(M2) + rankKr(M3) = 2K + 2. (3)
Now we show that the three-dimensional array
M =
〈
M˜1,M2,M3
〉
as defined in (1), is identified from the joint distribution of Y 2T+11 . In the following, we
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write zK+1 = z, z˜K+1 = z˜, ym+1 = y. We have that
M(i, j, r) =
K∑
k=1
pikHT (z˜i; k)Fk(yj)GT (zr; k)
=
K∑
k=1
pikpr (Y
T
1 ≤ z˜i | XT+1 = k)pr (YT+1 ≤ yj | XT+1 = k)pr (Y 2T+1T+2 ≤ zr | XT+1 = k)
=
K∑
k=1
pikpr (Y
T
1 ≤ z˜i, YT+1 ≤ yj , Y 2T+1T+2 ≤ zr | XT+1 = k)
= pr (Y T1 ≤ z˜i, YT+1 ≤ yj , Y 2T+1T+2 ≤ zr) (1 ≤ i; r ≤ K + 2; j = 1, . . . ,m+ 2).
(4)
Similarly,
M(K + 2, j, r) = pr (YT+1 ≤ yj , Y 2T+1T+2 ≤ zr), M(K + 2,m+ 2, r) = pr (Y 2T+1T+2 ≤ zr),
M(i,m+ 2, r) = pr (Y T1 ≤ z˜i, Y 2T+1T+2 ≤ zr), M(K + 2, j,K + 2) = pr (YT+1 ≤ yj),
(5)
M(i, j,K + 2) = pr (Y T1 ≤ z˜i, YT+1 ≤ yj), M(i,m+ 2,K + 2) = pr (Y T1 ≤ z˜i),
and M(K + 2,m + 2,K + 2) = 1. Evidently, these quantities are identified from the
distribution of Y 2T+11 .
Now, using (3) we apply Theorem 4a in Kruskal [4] to show that the matrices M˜1,M2 and
M3 are identified from M up to scaling and permutation, that is there exist a permutation
matrix P and diagonal matrices Λ1,Λ2,Λ3, such that Λ1PM˜1,Λ2PM2, and Λ3PM3 are
known and the relationship Λ1Λ2Λ3 = IK holds. Since we know that in the last column
of M2 there are only ones, we obtain the ith diagonal element of the scaling matrix Λ2
as (Λ2PM2)i,K+2 (i = 1, . . . ,K). Similarly we find the matrix Λ3. The elements of
Λ1 can then be determined by the relationship Λ1Λ2Λ3 = IK . Hence we identified the
matrices M˜1,M2 and M3 up to simultaneous row permutations and therefore the values
HT (z˜; k), Fk(y), GT (z; k) at arbitrary points z, z˜ ∈ ST and y ∈ S. Finally, we show that
for distinct values of z, z˜ ∈ ST and y ∈ S, the matrices P and Λ3 remain the same, so
that there is a joint label swapping. Suppose that for distinct values, we get P˜ and Λ˜3,
The matrix [A1, 1K ], which is the submatrix of both versions of M3 consisting of the first
K columns and the last column, we obtain
Λ3P [A1, 1K ] = Λ˜3P˜ [A1, 1K ].
As above, since the last column of P [A1, 1K ] = Λ
−1
3 Λ˜3 P˜ [A1, 1K ] equals 1K as well as the
diagonal entries of Λ−13 Λ˜3, we get Λ
−1
3 Λ˜3 = IK and hence P [A1, 1K ] = P˜ [A1, 1K ]. Since
[A1, 1K ] has full row rank K, we get P = P˜ , as required.
Step 3 (Identification of Γ). It remains to identify the transition probability matrix Γ. We
choose T = K−1, and after applying the result in step 2, fix a labelingHT (·; k), Fk, GT (·; k)
(k = 1, . . . ,K). For z1, . . . , zK ∈ ST as in step 1 and y ∈ S we consider the K×K-matrix
A =
[
GT+1{(y, zt); k}
]
k,t=1,...,K
.
4
From step 2, HT+1(·; k), Fk, GT+1(·; k) are identified up to joint label swapping and hence
so is the matrix A. Since the Fk are all distinct, we may choose the same labeling as the
one fixed for HT (·; k), Fk, GT (·; k) (k = 1, . . . ,K). In this case, we have that
A = Γ diag
{
F1(y), . . . , FK(y)
}
A1,
where A1 is defined in step 1. Now choose y large enough so that Fk(y) 6= 0 (k = 1, . . . ,K),
so that Γ is identified as
Γ = AA−11 diag
[{F1(y)}−1, . . . , {FK(y)}−1],
which concludes the proof.
Proof of Theorem 1. The sets of parameters are denoted by Γ and F1, . . . , FK with sta-
tionary starting distribution pi, and Γ˜ and F˜1, . . . , F˜K with arbitrary starting distribution
λ.
Step 1 in the proof of Proposition 2 applies to the parameters Γ and F1, . . . , FK . We define
the matrices M˜1, M2 and M3 as in step 2, these satisfy (3). Further, the matrices N1,
N2 and N3 as the conditional distribution functions of VT , YT+1 and WT given XT+1 = k
under the parameters Γ˜, F˜1, . . . , F˜K and λ, evaluated at the same points as for M1, M2
and M3. Let N˜1 = diag (λΓ˜
T )N1, where we observe that λΓ˜
T is the marginal distribution
of XT+1 under this parameter set.
Now, (4) and (5) show that under the assumption that both sets of parameters induce the
same distribution of Y1, . . . , Y2T+1,〈
M˜1,M2,M3
〉
=
〈
N˜1, N2, N3
〉
.
For an application of Theorem 4a in Kruskal [4], it suffices that the matrices M˜1, M2 and
M3 satisfy (3), hence there is a K ×K permutation matrix P and diagonal matrices Λi
(i = 1, 2, 3) with Λ1Λ2Λ3 = IK , such that
Mi = ΛiPNi (i = 2, 3) and M˜1 = Λ1PN˜1.
Since Mi, Ni (i = 2, 3), have only ones in the last column, Λ2 = Λ3 = IK and hence also
Λ1 = IK . It follows that N3 and N˜1 must also have full rank, and that P is uniquely
determined, that pi = λΓ˜T which are contained in the last column of M˜1 = N˜1, and that
the conclusion of step 2 in Proposition 2 holds true. The equality Γ = Γ˜ follows as in step
3, and since Γ is invertible and piΓ−1 = pi, from pi = λΓT we obtain pi = λ.
We let λ denote an arbitrary K-state probability vector.
Theorem 3. For a known number of states K, let λ,Γ, F1, . . . , FK and λ˜, Γ˜, F˜1, . . . , F˜K be
two sets of parameters for a K-state hidden Markov model, such that the joint distributions
of
(
Y1, . . . , YT
)
with T = (2K+1)(K2−2K+2)+1, are equal under both sets of parameters.
Further, suppose that Γ and F1, . . . , FK satisfy Assumptions A1 and A2. Then both sets
of parameters coincide up to label swapping.
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Proof.
Step 1 (First assume that λ has only positive entries). We shall show that in this case,
from the joint distribution of
(
Y1, . . . , Y2K+1
)
we identify Γ and F1, . . . , FK , and the con-
ditional distributions
HT (y
T
1 ; k) = pr
(
Y T1 ≤ yT1 | XT+1 = k
)
(k = 1, . . . ,K; T = K − 1,K),
up to label swapping. To this end we may follow the proofs of Proposition 2 and Theorem 1,
and it remains to show that the distribution functions HT (·; k) (k = 1, . . . ,K), are linearly
independent, where T = K − 1. The time reversal (XT+1, . . . , X1) is an inhomogeneous
Markov chain, and therefore {
(XT+1, YT+1), . . . , (X1, Y1)
}
is a hidden Markov model with inhomogeneous underlying Markov chain and state-dependent
distributions F1, . . . , FK . In particular,
λ(t) = λΓt−1,
(
Γ˜(t)
)
i,j
=
λ
(t)
j αj,i∑K
k=1 λ
(t)
k αk,i
=
(
α˜
(t)
i,j
)
i,j=1,...,K
(t = 1, . . . , T )
and we have that
HT (y
T
1 ; k) =
K∑
k1=1
· · ·
K∑
kT=1
α˜Tk,kT
T∏
t=2
α˜
(t−1)
kt,kt−1
T∏
t=1
Fkt(yt).
Since all entries in λ are strictly positive, the matrices Γ˜(t) (t = 1, . . . , T ) all have full rank.
The argument in the proof of Lemma 6 applies to show that the HT (·; k) (k = 1, . . . ,K),
are linearly independent.
Step 2 ( Both Γ and λ have only strictly positive entries). We show that in this case all pa-
rameters λ, Γ and F1, . . . , FK are identified from the joint distribution of
(
Y1, . . . , Y2K+1
)
.
It remains to identify λ. We may argue similarly as in step 3 of Proposition 2. For
T = K − 1, we may identify both HT (·; k) and HT+1(·; k), where we have chosen a fixed
equal labelling for both distribution functions. Again, we find z˜1, . . . , z˜K ∈ ST such that
the identified K ×K-matrix A2 in (2) has full rank K in this situation as well. For y ∈ S
consider the identified K ×K-matrix[
HT+1{(z˜t, y); k}
]
k,t=1,...,K
= Γ˜(T+1) diag
{
F1(y), . . . , FK(y)
}
A2,
which, for y large enough so that Fk(y) 6= 0 (k = 1, . . . ,K), allows to identify Γ˜(T+1).
Therefore, for each j, we identify
α˜
(T+1)
j,i
αi,j
=
λ
(T+1)
i
cj
(i = 1, . . . ,K),
where cj is a positive constant. If we fix j, this identifies λ
(T+1) up to scale. Since
λ(T+1) is a probability vector, it is identified and since Γ is invertible and identified and
λ(T+1) = λΓT , λ itself is identified.
Step 3 (Conclusion of the proof). Now we conclude the proof of the theorem. Let t0 =
6
K2−2K+2. Then from Holladay and Varga [3], Γt0 has strictly positive entries. Observe
that
(
Yt0+1, . . . , Yt0+2K+1
)
is a segment of a hidden Markov model with starting vector
λΓt0 , which has only positive entries. Using step 1 we therefore identify Γ and F1, . . . , FK .
Then, using the result in step 2, from(
Yt0+1, Y2 t0+1, . . . , Y(2K+1) t0+1
)
,
which is a segment of a hidden Markov model where the Markov chain starts in λΓt0 and
has transition probability matrix Γt0 , and the state-dependent distributions are F1, . . . , FK ,
we identify λ˜ = λΓt0 , and therefore also λ = λ˜Γ−t0 .
1.2 Technical lemmas for the identification proofs
Lemma 4. Let Gk (k = 1, . . . ,K) be distinct distribution functions. Then there exist
y1 . . . , ym ∈ S where m = K (K − 1)/2 such that the K × (m+ 1) matrix
[{Gi(yj)}i=1,...,K; j=1,...,m, 1K ]
has Kruskal rank at least two.
Proof. There exists a yi,j ∈ S such that Gi(y) 6= Gj(y) (i, j ∈ {1, . . . ,K}; i < j). Let
y1, . . . , ym be points corresponding to the m pairs of indices.
The next lemma is the key technical result.
Lemma 5. Let t ≤ K − 1 and v1, . . . , vt ∈ RK be linearly independent vectors. Assume
that the entries of v1 are all strictly positive. Let Γ be a K ×K stochastic matrix of full
rank and let F1, . . . , FK be distinct distribution functions. Then there exist y ∈ S and a
j ∈ {1, . . . , t} for which, letting
Dy = diag
{
F1(y), . . . , FK(y)
}
,
the K × (t+ 1)-matrix [
Γv1, . . . ,Γvt, DyΓvj
]
has full rank t+ 1.
Proof. First, we can construct vectors o(1), . . . , o(K−t) ∈ RK orthogonal to
span {Γv1, . . . ,Γvt}, which are of the form
o(i) = [o
(i)
1 , . . . , o
(i)
t , 0, . . . , 0,−1, 0, . . . , 0] (i = 1, . . . ,K − t),
where the −1 is at the (t + i)th place, after possibly relabeling the coordinates of RK .
Indeed, observe that the K × t matrix Γ [v1, . . . , vt] has rank t, so that there are t linearly
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independent rows. Denote by M the t× t matrix formed from these rows, and by N the
(K − t)× t matrix consisting of the remaining rows, and assume after relabeling that
Γ [v1, . . . , vt] =
[
M
N
]
.
For ei ∈ RK−t the ith unit vector, we may set o(i) =
[
e′iNM
−1,−e′i
]′
. Now, if there exist
y ∈ S for which (DyΓvj)′o(i) 6= 0 for some i ∈ {1, . . . ,K − t} and j ∈ {1, . . . , t}, then
DyΓvj cannot be contained in the t-dimensional subspace span {Γv1, . . . ,Γvt} of RK , and
the assertion of the lemma follows.
Thus assume that
(DyΓvj)
′o(i) = 0 (y ∈ S; i ∈ {1, . . . ,K − t}; j ∈ {1, . . . , t}), (6)
this will lead to a contradiction. Let γ1, . . . , γK denote the row vectors of Γ. Set
Si = span
{
o
(i)
1 F1(y)γ1 + · · ·+ o(i)t Ft(y)γt − Ft+i(y)γt+i | y ∈ S
}
(i = 1, . . . ,K − t).
Then (6) implies that
span
{
S1, . . . , SK−t
} ⊆ span{v1, . . . , vt}⊥. (7)
We first argue that if (7) holds,
dimSi ≥ 2 (i = 1, . . . ,K − t). (8)
To this end we assert that among the first t elements of o(i) there is at least one non-zero
entry. Indeed, suppose that all t entries were equal zero, then by the construction of o(i),
definition of Si and (7), we get that
Ft+i(y)γt+iv1 = 0, y ∈ S,
a contradiction since γt+iv1 > 0 and since we assume that v1 has strictly positive entries.
Thus, assume that j ∈ {1, . . . , t} is such that o(i)j 6= 0. Since Fj and Ft+i are distinct
distribution functions, there exist y
(i)
1 , y
(i)
2 such that the vectors[
Fj(y
(i)
1 ), Ft+i(y
(i)
1 )
]′
,
[
Fj(y
(i)
2 ), Ft+i(y
(i)
2 )
]′
are linearly independent, and hence so are the vectors[
o
(i)
1 F1(y
(i)
l ), . . . , o
(i)
t Ft(y
(i)
l ),−Ft+i(y(i)l )
]′
(l = 1, 2),
of coefficients of the linearly independent vectors γ1, . . . , γt, γt+i, which shows (8). To
conclude the proof, we observe that due to the linear independence of γ1, . . . , γK and the
definition of the Si, we have that
Si * span
{ K−t⋃
j=1, j 6=i
Sj
}
(i = 1, . . . ,K − t).
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Together with (8) we obtain that
dim
(
span
{
S1, . . . , SK−t
}) ≥ K − t+ 1,
a contradiction to (7). This concludes the proof of the lemma.
Lemma 6. Under Assumptions A1 and A2, for T ≥ K − 1 the conditional distribu-
tions of WT given XT+1 = k (k = 1, . . . ,K), that is the functions GT (·; k), are linearly
independent, and furthermore, there exist z1, . . . , zK ∈ ST such that the matrix
A1 =
{
GT (zt; k)
}
k,t=1,...,K
has full rank K.
Proof. We show the claim for T = K−1. Since marginal distributions of linearly dependent
distributions remain linearly dependent, linear independence then follows for any T ≥
K − 1, and the existence of corresponding points z1, . . . , zK ∈ ST follows from Lemma 17
in Allman et al. [1]. Consider
G˜t(y
t
1; k) = Fk(y1)
K∑
k2=1
· · ·
K∑
kt=1
αk,k2
t−1∏
s=2
αks,ks+1
t∏
s=2
Fks(ys)
= Fk(y1) γkDy2 Γ · · · ΓDyt 1K (k = 1, . . . ,K, t ∈ {1, . . . ,K − 1}),
where as above, Dy = diag
{
F1(y), . . . , FK(y)
}
and γk are the row vectors of Γ. Since
A˜1 = {G˜K−1(zt; k)}k,t=1,...,K = ΓA1,
it is enough to show the claim of the lemma for A˜1. We proceed by induction and show
that there exist
z
(t)
1 , . . . , z
(t)
t+1 ∈ St (t = 1, . . . ,K − 1),
for which the vectors
v
(t)
j =
[
G˜t(z
(t)
j ; 1), . . . , G˜t(z
(t)
j ;K)
]
(j = 1, . . . , t+ 1),
are linearly independent, and v
(t)
1 has only strictly positive entries. The case t = K − 1
will then establish Lemma 6.
Indeed, since the distribution functions are distinct, for t = 1 we find y
(1)
1 , y
(1)
2 ∈ S for
which
v
(1)
j =
[
F1(y
(1)
j ), . . . , FK(y
(1)
j )
]′
(j = 1, 2),
are linearly independent, and for which v
(1)
1 has only positive entries.
Now, suppose that the claim is valid for t ≤ K − 1. We apply Lemma 5 and find a y0 ∈ S
and a j ∈ {1, . . . , t+ 1} for which the K × (t+ 2) matrix
M =
[
Γv
(t)
1 , . . . ,Γv
(t)
t+1, Dy0 Γv
(t)
j
]
9
has full rank t + 2, which means that it has a (t + 2) × (t + 2) submatrix of non-zero
determinant. Since Dy → IK , as y →∞,[
DyΓv
(t)
1 , . . . , DyΓv
(t)
t+1, Dy0 Γv
(t)
j
]→M, y →∞,
and the corresponding submatrix will also be of non-zero determinant for an appropriate
y ∈ S. The claim for t+ 1 now follows by setting
z(t+1)s =
[
y, (z(t)s )
]
(s = 1, . . . , t+ 1), z
(t+1)
t+2 =
[
y0, (z
(t)
j )
]
,
which concludes the proof.
2 Proofs for nonparametric maximum likelihood estimation
2.1 Proofs of the main results
Let D be a class of densities on S with respect to some σ-finite measure ν. Suppose
that (Yt, Xt) is a K-state hidden Markov model with transition probability matrix Γ0
satisfying Assumptions A1 and A3 and having stationary distribution pi0, and that the
state-dependent distributions F1,0, . . . , FK,0 are all distinct and have densities f1,0, . . . , fK,0
from the class D.
For parameters λ, Γ, f1, . . . , fK , n ∈ N and yn1 ∈ Sn consider
gn
(
yn1 ;λ,Γ, f1, . . . , fK
)
=
K∑
x1=1
· · ·
K∑
xn=1
λx1fx1(y1)
n∏
i=2
αxi−1, xifxi(yi),
the joint density of n observations under these parameters, and denote the log-likelihood
function of Y1, . . . , Yn by
Ln
(
λ,Γ, f1, . . . , fK
)
= log gn
(
Y n1 ;λ,Γ, f1, . . . , fK
)
.
A4. The true densities fj,0 ∈ D satisfy E{| log fj,0(Y1)|} <∞, (j = 1, . . . ,K);
A5. The model satisfies E{log f(Y1)}+ <∞, (f ∈ D).
Theorem 7. Suppose that (Yt, Xt) is a K-state hidden Markov model with transition
probability matrix Γ0 satisfying Assumptions A1 and A3, and that the state-dependent
distributions F1,0, . . . , FK,0 are all distinct and have densities f1,0, . . . , fK,0 from the class
D, and satisfy Assumption A4. Let λ, λ0 be K-state probability vectors with strictly positive
entries. Under Assumption A5, given f1, . . . , fK ∈ D we have almost surely as n → ∞
that
n−1
{
Ln
(
λ,Γ, f1, . . . , fK
)− Ln(λ0,Γ0, f1,0, . . . , fK,0)}
→ −K{(Γ0, f1,0, . . . , fK,0), (Γ, f1, . . . , fK)} ∈ (−∞, 0],
and K{(Γ0, f1,0, . . . , fK,0), (Γ, f1, . . . , fK)} = 0 if and only if the two sets of parameters
are equal up to label swapping.
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Proof. The existence of the limit and its independence from the starting distributions may
be deduced from Kingman’s subadditive ergodic theorem as shown in Leroux [5]. To show
definiteness, we briefly recall a construction from Leroux [5]. For a sequence (yn) in S,
define sequences
u(n), v(n) ∈ ∆K−1 = {(s1, . . . , sK)′ ∈ [0, 1]K : s1 + . . .+ sK = 1},
by
u
(1)
k = pi0k, u
(n+1)
k =
∑K
j=1 u
n
j f0j(yn)α0,jk∑K
j=1 u
n
j f0j(yn)
(k = 1, . . . ,K; n = 1, 2 . . .)
v
(1)
k = pi0k, v
(n+1)
k =
∑K
j=1 v
n
j fj(yn)αj,k∑K
j=1 v
n
j fj(yn)
(k = 1, . . . ,K; n = 1, 2 . . .),
where pi0 is the stationary distribution of Γ0, and we set 0/0 = 0. Let Ω = {(yn, u(n), v(n))n∈N}.
Leroux [5] shows that there is a probability measure on Ω, such that if Q(u, v) denotes
the distribution of
(
u(1), v(1)
)
under this measure, for any T ∈ N we have that
T K{(Γ0, f1,0, . . . , fK,0), (Γ, f1, . . . , fK)} =
∫
∆K−1×∆K−1
∫
ST
gT (y
T
1 ;u,Γ0, f1,0, . . . , fK,0)
· log
{gT (yT1 ;u,Γ0, f1,0, . . . , fK,0)
gT (yT1 ; v,Γ, f1, . . . , fK)
}
dν⊗T (yT1 ) dQ(u, v).
Since the inner integral is an ordinary Kullback–Leibler divergence of two densities, non-
negativity is obvious. To show definiteness, choose T = (2K + 1)(K2 − 2K + 2) + 1.
Suppose that the two sets of parameters Γ0, f1,0, . . . , fK,0 and Γ, f1, . . . , fK are not equal
up to label swapping. Then from Theorem 3, for any u, v ∈ ∆K−1, this Kullback–Leibler
divergence∫
ST
gT (y
T
1 ;u,Γ0, f1,0, . . . , fK,0) log
{gT (yT1 ;u,Γ0, f1,0, . . . , fK,0)
gT (yT1 ; v,Γ, f1, . . . , fK)
}
dν⊗T (yT1 ) > 0,
which implies definiteness.
Suppose that (fϑ)ϑ∈Θ is a parametric family of densities on S with respect to some σ-
finite measure, where Θ ⊂ Rd is compact. Let Θ˜ be the set of Borel probability measures
on Θ, endowed with the weak topology it is also a compact set. Assume that the map
(y, ϑ) 7→ fϑ(y) is continuous on S ×Θ. Given µ ∈ Θ˜, we let
fµ(y) =
∫
Θ
fϑ(y) dµ(ϑ)
denote the corresponding mixture density. Let θ =
(
Γ, µ1, . . . , µK) ∈ G × Θ˜ × · · · × Θ˜,
where G is the compact set of K-state transition probability matrices. Given the sequence
of observations Y1, . . . , Yn, the log-likelihood function is
Ln(θ) = log
{ K∑
x1=1
· · ·
K∑
xn=1
λx1fµx1 (Y1)
n∏
i=2
αxi−1, xifµxi (Yi)
}
,
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where λ is an arbitrary K-state strictly positive probability vector.
Theorem 8. Let (fϑ)ϑ∈Θ be a parametric family of densities with Θ ⊂ Rd compact, and
let D = {fµ : µ ∈ Θ˜} be the model for the state-dependent densities, where Θ˜ is the set of
Borel probability measures on Θ. Then, for any n ≥ 1 there exists a maximum likelihood
estimator θˆn = (Γˆn, µˆ1,n, . . . , µˆK,n), for which the state-dependent mixing distributions are
of the form
µˆk,n =
m∑
j=1
aj δϑj,k (k = 1, . . . ,K),
where m ∈ {1, . . . ,Kn + 1}, aj > 0,
∑m
j=1 aj = 1, ϑj,k ∈ Θ (j = 1, . . . ,m) and where δϑ
is the point-mass at ϑ.
Proof. Since by assumption, Θ is compact and f·(y) is continuous for any y ∈ S, if µn → µ
weakly then
∫
Θ fϑ(y)µn(dϑ)→
∫
Θ fϑ(y)µ(dϑ). Therefore, the map
Ψ : Θ˜× · · · × Θ˜ −→ Rn × · · · × Rn
(µ1, . . . , µK) 7−→
[{fµ1(yt)}t=1,...,n, . . . , {fµK (yt)}t=1,...,n],
is affine and continuous. Since Θ˜ is compact as well, the image
D = Ψ(Θ˜× · · · × Θ˜) ⊂ RKn
is compact and convex. For fixed Γ =
(
αj,k
)
j,k=1,...,K
, we need to consider maximizing
L˜n
(
t1, . . . , tK
)
= log
( K∑
x1=1
· · ·
K∑
xn=1
λx1tx1,1
n∏
j=2
αxj−1xj txj ,j
)
over D, where tk = (tk,1, . . . , tk,n) and z = [t1, . . . , tK ] ∈ D. Since D is compact and
L˜n is continuous, there exists z
∗ = (t∗1, . . . , t∗K) ∈ D, t∗i ∈ Rn (i = 1, . . . ,K) where L˜n is
maximal. Since D is also convex, according to Carathe´odory’s theorem z∗ can be expressed
by a convex combination of at most Kn+ 1 extreme points s∗j ∈ D, so that
z∗ =
Kn+1∑
j=1
ajs
∗
j , (9)
where the weights aj ≥ 0 sum to one. The s∗j are images of extreme points in Θ˜× · · · × Θ˜
under the affine map Ψ [see 6]. Further, points in the Cartesian product Θ˜× · · · × Θ˜ are
extreme if and only if all coordinates are extreme in Θ˜, and the extreme points in Θ˜ are
given by the point masses δϑ for a ϑ ∈ Θ. Therefore, there exist ϑk,j ∈ Θ (k = 1, . . . ,K;
j = 1, . . . , nK + 1) such that
Ψ
(
δϑ1,j , . . . , δϑK,j
)
= s∗j .
Let m ∈ {1, . . . ,Kn + 1} denote the number of extreme points needed in the convex
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combination (9) for which aj > 0. Then, after relabeling we obtain
z∗ =
m∑
j=1
ajs
∗
j =
m∑
j=1
ajΨ
(
δϑ1,j , . . . , δϑK,j
)
= Ψ
( m∑
j=1
ajδϑ1,j , . . . ,
m∑
j=1
ajδϑK,j
)
.
Since
sup
(Γ,µ1,...,µK)
Ln(θ) = sup
Γ
sup
µ1,...,µK
Ln(θ)
the theorem follows.
Assume that the true state-dependent densities fk,0 = fµk,0 belong to the model and are
all distinct, and that Γ0 ∈ G satisfies Assumption A1.
A6. For every µ ∈ Θ˜ and a small enough neighborhood Oµ of µ we have
E
[
sup
µ˜∈Oµ
{log fµ˜(Y1)}+
]
<∞.
Theorem 9. Let (fϑ)ϑ∈Θ be a parametric family of densities with Θ ⊂ Rd compact,
and let D = {fµ : µ ∈ Θ˜} be the model for the state-dependent densities, where Θ˜ is
the set of Borel probability measures on Θ. Suppose that Assumptions A1, A3, A4 and
A6 hold and let θˆn = (Γˆn, µˆ1,n, . . . , µˆK,n) denote a maximum likelihood estimator. Then,
after relabeling, we have in probability as n → ∞ that Γˆn → Γ0 and for any y ∈ S and
k ∈ {1, . . . ,K} that
fµˆk,n(y)→ fk,0(y).
Furthermore, if the mixing distribution µ is identified from the mixture density fµ, then
we have additionally that dw
(
µˆk,n, µk,0
) → 0 in probability, where dw is a distance which
metrizes weak convergence in Θ˜.
Proof. We let
Θ˜k,0 =
{
µ ∈ Θ˜ : fµ = fµk,0
}
(k = 1, . . . ,K).
Moreover, for the proof we set
Λ = G× Θ˜× · · · × Θ˜ and Λ0 = {Γ0} × Θ˜1,0 × · · · × Θ˜K,0.
We shall metrize weak convergence on Θ˜ using the bounded Lipschitz metric [7]
dBL(µ1, µ2) = sup
{∣∣ ∫ fdµ1 − ∫ fdµ2∣∣; f : Θ −→ [0, 1], |f(ϑ1)− f(ϑ2)| ≤ d(ϑ1, ϑ2)}.
On G we take any metric equivalent to the Euclidean metric and on Λ, we take the product
metric which we denote by d . The proof consists of two steps.
Step 1. Show that in probability as n→∞,
d
(
θˆn,Λ0
)→ 0,
which in particular implies Γˆn → Γ0.
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Step 2. Show that from the convergence in probability
dBL
(
µˆn,k, Θ˜k,0
)→ 0
it follows that for any y ∈ S, in probability
fµˆn,k(y)→ fk,0(y).
Consider first step 2. Since Θ is compact, the function ϑ 7→ fϑ(y) = g(ϑ) is uniformly
continuous and bounded. Therefore, given ε, from Lemma 10 below there is a Lipschitz-
continous h such that |g(ϑ)− h(ϑ)| < ε. Let K1(ε) = supϑ∈Θ |h(ϑ)| and let K2(ε) denote
the Lipschitz-constant of h, and let K(ε) = max{K1(ε),K2(ε)}.
Given any µ ∈ Θ˜, there is a ν ∈ Θ˜k,0 for which dBL
(
µ, ν
) ≤ dBL(µ, Θ˜k,0)+ ε/K(ε). From
the definition of Θ˜k,0,
fk,0(y) =
∫
g(ϑ)dν(ϑ).
Therefore, we may estimate∣∣fµ(y)− fk,0(y)∣∣ = ∣∣∣ ∫ g(ϑ)dµ(ϑ)− ∫ g(ϑ)dν(ϑ)∣∣∣
≤
∫ ∣∣g(ϑ)− h(ϑ)∣∣ dµ(ϑ) + ∣∣∣ ∫ h(ϑ)dµ(ϑ)− ∫ h(ϑ)dν(ϑ)∣∣∣
+
∫ ∣∣h(ϑ)− g(ϑ)∣∣ dν(ϑ)
≤ 2 ε+K(ε) dBL
(
µ, ν
) ≤ 3 ε+K(ε) dBL(µ, Θ˜k,0).
Letting δ = ε/K(ε), we therefore obtain
pr {∣∣fµˆn,k(y)− fk,0(y)∣∣ > 4ε} ≤ pr {dBL(µˆn,k, Θ˜k,0) > δ} → 0.
For step 1. we may follow the argument in Leroux [5]. For a parameter vector θ =(
Γ, µ1, . . . , µK) set
Ms,t(θ) = max
k∈{1,...,K}
{
fµk(Ys+1)
K∑
x2=1
· · ·
K∑
xt−s=1
αk,x2 fµx2 (Ys+2)
t−s∏
i=3
αxi−1, xifµxi (Ys+i)
}
(s, t ∈ N0; s < t).
From Leroux [5, Lemma 3] we have
Ms,t(θ) ≤Ms,u(θ)Mu,t(θ) (s < u < t),
so that the process logMs,t(θ) is subadditive. From Kingmans’ subadditive ergodic theo-
rem,
n−1 log M0,n(θ)→ H(θ0, θ)
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in L1 and almost surely, and from the arguments in Leroux [5] and Theorem 7,
H(θ0, θ) ≤ H(θ0, θ0), H(θ0, θ) = H(θ0, θ0) ⇔ θ ∈ Λ0.
Similarly, for a θ ∈ Θ and a neighborhood Oθ of θ, the process log supθ∈Oθ Ms,t(θ) is
subadditive as well, and the limit
n−1 log sup
θ∈Oθ
M0,n(θ)→ H(θ0, θ, Oθ).
The argument in Leroux [5] shows that there exists a δ > 0, such that for every θ ∈ Λ\Λ0
there is a neighborhood Oθ for which
H(θ0, θ, Oθ) ≤ H(θ0, θ0)− δ.
Given ε > 0 let Λε = {λ ∈ Λ, d(λ,Λ0) ≥ ε}. Since Λ is compact and the distance is
continuous, Λε is compact. Therefore, we can find finitely many Oθj (j = 1, . . . ,m), which
cover Λε. Since Ln(θ) and logM0,n(θ) have the same asymptotics, we obtain
n−1 sup
θ∈Λε
Ln(θ) ≤ n−1 max
j=1,...,m
sup
θ∈Oθj
Ln(θ) −→ max
j=1,...,m
H(θ0, θj , Oθj ) ≤ H(θ0, θ0)− δ.
Since n−1 Ln(θ0)→ H(θ0, θ0), and{
θˆn ∈ Λε
} ⊂ {n−1 sup
θ∈Λε
Ln(θ) ≥ n−1 Ln(θ0)
}
,
we obtain pr
(
θˆn ∈ Λε
)→ 0.
2.2 Proof of an additional lemma
In the proof of Theorem 9, we used the following well-known lemma, for which, using
argument in Garrido and Jaramillo [2], we provide a proof for convenience of the reader.
Lemma 10. Let (Θ, d) be an arbitrary metric space, not necessarily compact. Every
bounded and uniformly continuous function g on Θ can be uniformly approximated by
Lipschitz-continuous functions.
Proof. If g is bounded and uniformly continuous, then so are its positive and negative
part. Therefore, we may assume that the given function g ≥ 0. Choose M > 0 such that
|g(ϑ)| < M for all ϑ ∈ Θ, and given ε > 0 let N ∈ N such that (N + 1)ε ≥M . Define the
sets
Cn = {ϑ ∈ Θ : (n− 1)ε < g(ϑ) < (n+ 1)ε} (n = 0, 1, . . . , N),
which cover Θ. Evidently, Cn ∩ Cm = ∅ for |n−m| > 1. Using the uniform continuity of
g, we may choose δ > 0 such that |g(η)− g(ϑ)| < ε/2 whenever d(η, ϑ) < δ. First we show
that for every ϑ ∈ Θ there is a m ∈ {0, . . . , N} with
Bδ(ϑ) = {η ∈ Θ : d(ϑ, η) < δ} ⊆ Cm. (10)
For the proof, first observe that if ϑ is contained in just a single set Cm, we must have
g(ϑ) = mε, and Bδ(ϑ) ⊆ Cm is obvious by the choice of δ and the definition of Cm. Now
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suppose that ϑ ∈ Cn ∩Cn+1 for some n ∈ {0, . . . , N − 1}, so that nε < g(ϑ) < (n+ 1)ε. If
nε < g(ϑ) ≤ (n+ 1/2)ε we take m = n, otherwise we take m = n+ 1, then (10) follows.
Now define the functions
gn(ϑ) = inf{1, d(ϑ,Θ\Cn)} ∈ [0, 1],
where d(ϑ, ∅) = ∞. The gn are supported on Cn and Lipschitz continuous with constant
1, since for ϑ1 6= ϑ2
|gn(ϑ1)− gn(ϑ2)|
d(ϑ1, ϑ2)
≤ |d(ϑ1,Θ\Cn)− d(ϑ2,Θ\Cn)|
d(ϑ1, ϑ2)
≤ d(ϑ1, ϑ2)
d(ϑ1, ϑ2)
= 1.
Define h(ϑ) =
∑N
n=0 gn(ϑ). From (10), we have that h(ϑ) ≥ δ for all ϑ ∈ Θ, and since
each ϑ can at most be contained in two sets Cn, Cn+1, we have h(ϑ) ≤ 2. Further, for
ϑ1, ϑ2 ∈ Θ we have
|h(ϑ1)− h(ϑ2)| ≤
N∑
n=0
|gn(ϑ1)− gn(ϑ2)| ≤ (N + 1)d(ϑ1, ϑ2),
which proves that h is a Lipschitz function with constant (N + 1). Now, set h˜(ϑ) =
h(ϑ)−1
∑N
n=0 ngn(ϑ). We shall show that h˜ is also Lipschitz continuous and that
sup
ϑ∈Θ
∣∣g(ϑ)− ε h˜(ϑ)∣∣ ≤ 2 ε. (11)
To this end, we compute
|h˜(ϑ1)− h˜(ϑ2)| ≤
N∑
n=0
∣∣∣ 1
h(ϑ1)
ngn(ϑ1)− 1
h(ϑ2)
ngn(ϑ2)
∣∣∣
≤
N∑
n=0
ngn(ϑ1)
∣∣h(ϑ2)− h(ϑ1)∣∣
h(ϑ1)h(ϑ2)
+
N∑
n=0
n
∣∣gn(ϑ1)− gn(ϑ2)∣∣
h(ϑ2)
≤ {(N + 1)3 δ−2 + (N + 1)2δ−1} d(ϑ1, ϑ2),
by the properties of h and the gn. As for (11), suppose that ϑ ∈ Cm. Then
|ε h˜(ϑ)− g(ϑ)| ≤ ε
∣∣∣(m− 1)gm−1(ϑ) +mgm(ϑ) + (m+ 1)gm+1(ϑ)
gm+1(ϑ) + gm(ϑ) + gm−1(ϑ)
−m
∣∣∣+ ∣∣εm− g(ϑ)∣∣
≤ ε
∣∣∣ gm−1(ϑ)− gm+1(ϑ)
gm+1(ϑ) + gm(ϑ) + gm−1(ϑ)
∣∣∣+ ε ≤ 2ε.
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3 Additional simulation results for different numbers of
observations
For the simulation scenario considered in section 4 · 1 we report additional simulation
results for several choices of the sample size n. Tables 1–5 illustrate the consistency of
the nonparametric maximum likelihood estimator. Further, one observes that for series
shorter than 1000, the nonparametric maximum likelihood estimator is not superior to the
misspecified parametric models in terms of the relative errors.
y −15·45 −13·77 −11·22 −9·05 −7·26 −5·3 −2·86 −0·21 1·56
nonpar 143·96 40·54 12·65 12·54 22·98 8·22 42·53 46·63 52·72
2-comp 148·17 40·93 11·31 12·19 24·31 8·15 43·72 47·76 55·79
Gauss 162·31 40·59 8·88 10·75 22·67 5·99 41·86 49·97 51·73
y −9·36 −6·36 −2·71 −0·68 0·5 1·67 3·71 7·36 10·36
nonpar 66·14 34·30 65·12 12·18 17·28 21·57 26·74 68·16 86·82
2-comp 67·78 35·72 68·21 11·64 15·90 20·49 26·90 69·46 88·15
Gauss 74·89 32·72 76·71 9·89 16·80 21·63 27·35 77·79 95·70
y 2·27 3·74 6 7·99 9·66 11·61 14·93 20·17 22
nonpar 1069·26 157·78 13·36 20·92 15·64 10·49 14·01 39·37 54·23
2-comp 1090·58 165·61 11·63 21·49 14·58 9·57 14·08 41·38 55·06
Gauss 1280·50 207·43 5·60 25·13 20·07 8·00 5·33 35·27 50·02
Table 1: Relative errors (×100) of the three estimators compared to the true densities at
selected values for y averaged over 10000 series of length 250. ‘Gauss’ stands for
Gaussian state-dependent distributions, ‘2-comp’ for two component Gaussian
mixtures and ‘nonpar’ for nonparametric Gaussian mixtures.
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y −15·45 −13·77 −11·22 −9·05 −7·26 −5·3 −2·86 −0·21 1·56
nonpar 125·44 33·44 9·30 12·27 23·50 6·31 43·16 46·72 45·58
2-comp 130·18 33·87 8·43 11·98 24·81 6·28 44·36 48·08 49·25
Gauss 146·53 34·89 7·23 10·50 23·66 5·24 42·57 51·15 41·82
y −9·36 −6·36 −2·71 −0·68 0·5 1·67 3·71 7·36 10·36
nonpar 64·66 27·17 64·75 10·53 14·94 20·04 25·38 64·05 78·08
2-comp 67·96 28·15 68·57 10·67 14·55 19·63 25·58 65·51 78·84
Gauss 76·33 23·78 75·83 9·58 15·77 20·73 26·07 80·07 97·33
y 2·27 3·74 6 7·99 9·66 11·61 14·93 20·17 22
nonpar 1075·62 161·61 11·29 20·00 14·12 7·96 9·78 35·44 50·19
2-comp 1093·36 170·46 9·72 21·91 14·38 7·26 9·90 38·64 51·30
Gauss 1255·34 204·92 5·11 24·59 19·35 7·24 4·16 34·04 50·41
Table 2: Relative errors (×100) of the three estimators compared to the true densities at
selected values for y averaged over 10000 series of length 500. ‘Gauss’ stands for
Gaussian state-dependent distributions, ‘2-comp’ for two component Gaussian
mixtures and ‘nonpar’ for nonparametric Gaussian mixtures.
y −15·45 −13·77 −11·22 −9·05 −7·26 −5·3 −2·86 −0·21 1·56
nonpar 116·05 30·24 7·85 12·60 23·79 5·55 43·60 46·83 44·15
2-comp 122·20 30·72 7·08 12·25 25·06 5·44 44·81 48·33 48·88
Gauss 140·12 32·65 6·40 10·60 24·13 4·89 42·98 52·30 38·85
y −9·36 −6·36 −2·71 −0·68 0·5 1·67 3·71 7·36 10·36
nonpar 65·00 23·96 64·76 9·97 13·96 19·50 25·26 61·50 72·15
2-comp 68·85 24·75 68·75 10·66 14·07 19·51 25·35 63·35 72·18
Gauss 78·40 19·08 75·38 9·60 15·31 20·32 25·67 81·27 97·87
y 2·27 3·74 6 7·99 9·66 11·61 14·93 20·17 22
nonpar 1082·44 164·38 10·39 20·06 13·86 6·90 8·18 33·98 48·76
2-comp 1098·02 173·48 8·87 22·28 14·67 6·38 8·05 37·87 50·42
Gauss 1242·02 203·51 4·89 24·31 18·97 6·86 3·51 34·35 51·69
Table 3: Relative errors (×100) of the three estimators compared to the true densities at
selected values for y averaged over 10000 series of length 750. ‘Gauss’ stands for
Gaussian state-dependent distributions, ‘2-comp’ for two component Gaussian
mixtures and ‘nonpar’ for nonparametric Gaussian mixtures.
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y −15·45 −13·77 −11·22 −9·05 −7·26 −5·3 −2·86 −0·21 1·56
nonpar 93·48 22·08 5·20 13·91 23·87 4·15 44·15 43·74 42·45
2-comp 107·55 24·15 4·55 13·14 25·37 3·70 45·70 45·71 52·13
Gauss 131·48 29·27 4·63 10·96 24·73 4·26 43·53 54·12 36·54
y −9·36 −6·36 −2·71 −0·68 0·5 1·67 3·71 7·36 10·36
nonpar 64·26 18·72 65·32 9·64 12·73 19·32 25·16 55·36 57·27
2-comp 68·83 18·89 68·83 10·82 13·69 19·64 25·35 57·85 57·48
Gauss 81·72 11·59 74·11 9·84 14·53 19·51 25·26 82·88 98·48
y 2·27 3·74 6 7·99 9·66 11·61 14·93 20·17 22
nonpar 1105·51 171·73 9·21 20·85 13·87 5·64 5·01 33·39 48·50
2-comp 1110·86 179·99 7·31 22·93 15·77 5·26 4·55 38·11 51·00
Gauss 1226·72 202·15 4·57 23·86 18·44 6·39 2·53 36·33 54·61
Table 4: Relative errors (×100) of the three estimators compared to the true densities at
selected values for y averaged over 10000 series of length 2000. ‘Gauss’ stands for
Gaussian state-dependent distributions, ‘2-comp’ for two component Gaussian
mixtures and ‘nonpar’ for nonparametric Gaussian mixtures.
y −15·45 −13·77 −11·22 −9·05 −7·26 −5·3 −2·86 −0·21 1·56
nonpar 71·64 15·52 3·84 15·11 22·65 3·32 44·27 38·79 39·63
2-comp 97·12 20·84 2·74 14·30 25·50 1·97 46·85 41·65 53·99
Gauss 131·16 29·32 3·44 11·02 24·72 3·92 43·63 54·49 36·31
−9·36 −6·36 −2·71 −0·68 0·5 1·67 3·71 7·36 10·36
nonpar 64·72 12·76 67·33 9·86 13·44 20·00 24·80 51·26 49·53
2-comp 68·63 13·22 70·28 10·72 14·22 20·43 25·70 54·01 52·37
Gauss 82·78 7·25 74·02 10·10 14·28 19·34 25·53 83·61 98·67
2·27 3·74 6 7·99 9·66 11·61 14·93 20·17 22
nonpar 1111·82 174·24 8·69 21·15 13·98 5·27 3·54 35·19 51·30
2-comp 1120·81 183·07 6·64 22·93 16·05 4·88 2·99 38·98 52·27
Gauss 1222·89 202·18 4·28 23·57 18·16 6·26 1·83 38·10 56·45
Table 5: Relative errors (×100) of the three estimators compared to the true densities at
selected values for y averaged over 10000 series of length 5000. ‘Gauss’ stands for
Gaussian state-dependent distributions, ‘2-comp’ for two component Gaussian
mixtures and ‘nonpar’ for nonparametric Gaussian mixtures.
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4 An additional simulation scenario with linearly dependent
state-dependent distributions
We consider an additional simulation scenario in which the state-dependent distributions
are linearly dependent and, moreover, they differ not in location but rather in scale.
Let gβ(a,b)(x) = {Γ(a + b)}/{Γ(a)Γ(b)}xa−1(1 − x)b−11(0,1)(x) denote the density of the
Beta distribution, and let gβ(a,b)(x; l, s) = gβ(a,b){(x − l)/s}/s denote the Beta density
translated by l and scaled by s. Again we construct a three-state hidden Markov model
with transition probability matrix
Γ =
0·5 0·25 0·250·4 0·4 0·2
0·2 0·2 0·6

and let the location parameter µ for the state-dependent mixtures of the first and the
second state follow a Beta distribution gβ(2,11)(µ;−3, 20), while the scale parameter σ is
uniformly distributed on the interval (0·9, 1·5) in the first state and uniformly distributed
on the interval (4, 6) in the second state. The density in the third state is a linear com-
bination of those of the first and second states: f3,0(y) = 0·4f1,0(y) + 0·6f2,0(y). We only
compare the nonparametric and a parametric Gaussian maximum likelihood estimator. In
Fig. 1 we plot estimates of the state-dependent densities and the marginal mixture of the
hidden Markov model when using the stationary distributions of the estimated transition
probability matrices and the estimated state-dependent densities. In the first state where
the density is slightly skew, we observe that the nonparametric maximum likelihood esti-
mator performs better than the parametric estimator, whereas in the second state, where
due to the large scale parameters the density is close to being symmetric, the estimators
yield similar results. In the third state, the advantage of the nonparametric estimator is
obvious, especially in tracing the left tail and the peak of the density.
1st state
y −4·31 −2·62 −1·25 −0·17 1·07 3·12 6·35
nonparametric 22·87 12·85 7·88 18·34 15·61 27·22 72·45
parametric 27·84 10·48 6·69 19·28 20·16 32·96 94·34
2nd state
y −11·94 −6·67 −2·69 0·07 2·87 7·05 13·66
nonparametric 20·61 9·25 4·77 8·12 6·59 7·00 40·76
parametric 21·43 4·92 2·78 4·78 5·38 3·98 33·89
3rd state
y −11·01 −5·06 −1·8 −0·08 1·89 5·57 12·21
nonparametric 22·97 37·08 15·74 15·93 5·40 22·23 41·73
parametric 31·77 49·92 20·36 21·09 2·20 30·80 49·30
Table 6: Relative errors (×100) of the two estimators compared to the true densities at
selected values for y averaged over 10000 replications. ‘Gauss’ stands for Gaussian
state-dependent distributions, ‘2-comp’ for two component Gaussian mixtures
and ‘nonpar’ for nonparametric Gaussian mixtures.
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Figure 1: State dependent densities and marginal density of the hidden Markov model.
Solid line: true densities, dashed line: nonparametric maximum likelihood esti-
mator, dotted line: Gaussian maximum likelihood estimate.
For the points plotted in Fig. 1 we evaluate the relative errors of the estimators and provide
the results averaged over 10000 replications in Table 6. We observe that for the first state,
except for two points, the nonparametric estimator yields better results than the paramet-
ric estimator. In the second state the parametric estimator yields somewhat better results
when estimating the nearly symmetric density. For the third state the nonparametric
estimator yields substantially better results than the parametric estimator.
The absolute errors for the estimates of the transition probabilities are reported in Table
7. The nonparametric estimator yields slightly better results in the second and third state.
References
[1] Allman, E. S., Matias, C. and Rhodes, J. A. (2009). Identifiability of parameters
in latent structure models with many observed variables. The Annals of Statistics, 37
3099–3132.
21
K−1
∑K
k=1 |αˆj,k − αj,k| K−1
∑K
k=1 |α˜j,k − αj,k|
State j = 1 11·93 11·71
State j = 2 9·65 9·93
State j = 3 4·52 5·34
Table 7: Absolute errors of estimated transition probabilities (×100) averaged over 10000
simulations. Nonparametric estimator (αˆj,k) and parametric estimator (α˜j,k)
(j, k = 1, . . . ,K).
[2] Garrido, M. I. and Jaramillo, J. A. (2008). Lipschitz-type functions on metric
spaces. Journal of Mathematical Analysis and Applications, 340 282 – 290.
[3] Holladay, J. C. and Varga, R. S. (1958). On powers of non-negative matrices.
Proceedings of American Mathematical Society, 9 631–634.
[4] Kruskal, J. B. (1977). Three-way arrays: rank and uniqueness of trilinear decompo-
sitions, with application to arithmetic complexity and statistics. Linear Algebra and
its Applications 95–138.
[5] Leroux, B. G. (1990). Maximum-likelihood estimation for hidden Markov models.
Stochastic Processes and their Applications, 40 127–143.
[6] Simon, B. (2011). Convexity: An Analytic Viewpoint. Cambridge University Press.
[7] Van der Vaart, A. W. and Wellner, J. A. (1996). Weak Convergence and Em-
pirical Processes - With Applications to Statistics. Springer.
22
