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EVIDENCE FOR THE DYNAMICAL BRAUER-MANIN CRITERION
EKATERINA AMERIK, PA¨R KURLBERG, KHOA NGUYEN, ADAM TOWSLEY, BIANCA VIRAY,
AND JOSE´ FELIPE VOLOCH
Abstract. Let ϕ : X → X be a morphism of a variety over a number field K. We consider
local conditions and a “Brauer-Manin” condition, defined by Hsia and Silverman, for the
orbit of a point P ∈ X(K) to be disjoint from a subvariety V ⊆ X, i.e., for Oϕ(P )∩ V = ∅.
We provide evidence that the dynamical Brauer-Manin condition is sufficient to explain
the lack of points in the intersection Oϕ(P ) ∩ V ; this evidence stems from a probabilistic
argument as well as unconditional results in the case of e´tale maps.
1. Introduction
In recent work, Hsia and Silverman (Hsia and Silverman, 2009) ask a dynamical question
in analogy with a question of Scharaschkin (Scharaschkin, 1999); the dynamical question
is as follows. Let ϕ : X → X be a self-morphism of a variety over a number field K, let
V ⊆ X be a subvariety, and let P ∈ X(K). Hsia and Silverman ask whether the closure of
the intersection of the orbit
Oϕ(P ) := {P, ϕ(P ), ϕ(ϕ(P )), . . .}
with the subvariety V is equal to the intersection of V (AK) with the closure of Oϕ(P ) in the
adelic topology, i.e. whether
C(V (K) ∩ Oϕ(P )) = V (AK) ∩ C(Oϕ(P )),
where C(−) denotes the closure in the adelic topology.
The purpose of this paper is to give some justification to the assertion that a closely related
question has a positive answer. In particular, when K = Q, (and a choice of an integral
model for V is made) we give evidence for the assertion that
V (K) ∩ Oϕ(P ) = ∅ ⇒ V (Z/mZ) ∩ (Oϕ(P ) mod m) = ∅ (1.1)
for some integer m, as long as the map ϕ is sufficiently random.
Our evidence is twofold: a probabilistic argument that holds under certain randomness
assumptions, and unconditional results in the case that ϕ is e´tale and V is ϕk-invariant or
ϕ-preperiodic.
The probabilistic argument is given in Section 2 and is based on a probabilistic argument
of Poonen (Poonen, 2006) for the original question of Scharaschkin. Precisely, we show the
following:
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Theorem 1.1. Assume that ϕ is sufficiently random (see Section 2.1 for the precise state-
ment) and that the lengths of the cyclic part of the orbit Oϕ(P ) modulo p are integers with at
least the same probability of being smooth as that of a random integer of similar size. Then
there exists a sequence of squarefree integers m such that
Prob(Cm ∩ V (Z/mZ) = ∅) = 1− o(1)
as m→∞. Here Cm denotes the cyclic part of Oϕ(P ) in X(Z/m).
Remark 1.2. If the intersection of the orbit Oϕ(P ) modulo m with V (Z/mZ) is contained
only in the tail of Oϕ(P ) mod m, then the intersection (Oϕ(P ) mod m)∩V (Z/mZ) consists
of finitely many iterates of P under ϕ. More specifically, ϕn(P ) mod m /∈ V (Z/mZ) for all
n > N0, where ϕ
n denotes the composition of ϕ with itself n times. Therefore V (K)∩Oϕ(P )
is contained in
{P, ϕ(P ), ϕ2(P ), . . . , ϕN0(P )},
and so can be computed by a finite computation. Therefore, it is reasonable to restrict to
the cyclic part of the orbit in the above theorem.
In Section 3, we provide numerical evidence for the randomness assumptions needed in
the heuristic argument from Section 2. We also describe experiments on randomly generated
morphisms of A5 which support the argument that (1.1) holds.
The unconditional results are the focus of Section 4. Assume that X is quasi-projective,
that ϕ is e´tale, and that ϕk(V ) ⊆ V , i.e., that V is ϕk-invariant , for some positive integer k.
Under these assumptions we show that ifOϕ(P )∩V = ∅, then for all but finitely many primes
p, there exists an n = n(p) such that Oϕ(P ) mod pn ∩ V (Z/pnZ) = ∅. If every irreducible
component of V is preperiodic, i.e., ϕk0+k(V ) = ϕk0(V ) for some integers k0, k with k > 0, X
is quasi-projective, and ϕ is e´tale and closed, then we obtain the same result. More generally,
we prove
Theorem 1.3. Let X be a quasi-projective variety over a global field K. Assume that ϕ
is e´tale, and either (1) that V is ϕm-invariant or (2) that ϕ is closed and every irreducible
component of V is ϕ-preperiodic. If P ∈ X(K) is such that V (K)∩Oϕ(P ) = ∅ then, for all
but finitely many primes v,
V (Kv) ∩ Cv(Oϕ(P )) = ∅,
where Cv(−) denotes closure in the v-adic topology.
In 4.6, we discuss whether the assumption that V is preperiodic or ϕk-invariant can be
weakened in any way.
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2. Probabilistic Proof
Let X be a projective variety over Q, let V ⊂ X be a closed Q-subvariety, and let
ϕ : X → X be a Q-morphism. We write
d1 := dim(X), and d2 := dim(V ).
The goal of this section is to prove, under some randomness assumptions, that if Oϕ(P )∩
V = ∅, then with probability 1 there exists a positive integer m such that, roughly speaking,
the cyclic part of Oϕ(P ) mod m is disjoint from V (Z/mZ). To make this precise, we need
some further notation. Fix a finite set of primes S such that X, V and P extend to flat
projective models X ,V and P, respectively, over ZS. After possibly enlarging S, we also
assume that ϕ extends to a morphism ϕ˜ : X → X . Then for any integer m which is
relatively prime to all elements of S, we may consider the base change Xm :=X ×ZS Z/mZ.
Similarly, we have Pm := P ×ZS Z/mZ, Vm := V ×ZS Z/mZ and ϕm := ϕ˜|Xm : Xm → Xm.
We will often abuse notation and write V (Z/m) for Vm(Z/m).
We write
Om := {Pm, ϕm(Pm), ϕm(ϕm(Pm)), . . .}.
As Om is contained in the finite set Xm(Z/m), there is some pair of non-negative integers
k0 < k1 such that ϕ
k0
m (Pm) = ϕ
k1
m (Pm). Let k0 be the minimal such integer; then we define
the cyclic part of Om as
Cm := {ϕk0m (Pm), ϕk0+1m (Pm), ϕk0+2m (Pm), . . .}.
2.1. Assumptions on ϕ and V . With the above notation, our randomness assumptions
on ϕ and V are then based on the following heuristics:
(i) The reduction of morphisms ϕ : X → X modulo p behave like random maps on a
finite set S = X(Fp).
(ii) For any y ∈ X(Fp), the condition that y ∈ Op is independent from the condition
that y ∈ V (Fp).
(iii) For any y ∈ X(Q) \ V (Q), the condition that y¯ ∈ V (Fp) is independent from the
condition that y¯ ∈ V (Fq) for primes p 6= q.
These heuristics are made precise as follows.
(i) Orbit size assumption: For all primes p /∈ S,
|Op| = pd1/2+o(1), and |Cp| = pd1/2+o(1). (2.1)
(ii) Independence assumption on Oϕ(P ) and V modulo p: For all primes p /∈ S
Prob(x1, . . . , xk 6∈ V (Fp) | x1, . . . , xk ∈ Op) = (1− 1/pd1−d2+o(1))k, and
Prob(x1, . . . , xk 6∈ V (Fp) | x1, . . . , xk ∈ Cp) = (1− 1/pd1−d2+o(1))k, (2.2)
for k = O(pd1/2+o(1)), and x1, . . . , xk distinct points modulo p.
(iii) Asymptotic independence modulo (large) primes: if Oϕ(P ) ∩ V (Q) = ∅, then
Prob(Op ∩ V (Fp) 6= ∅ ∀p > T ) = (1 + o(1)) ·
∏
p>T Prob(Op ∩ V (Fp) 6= ∅),
Prob(Cp ∩ V (Fp) 6= ∅ ∀p > T ) = (1 + o(1)) ·
∏
p>T Prob(Cp ∩ V (Fp) 6= ∅). (2.3)
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Remark 2.1. Any two different models will differ at only finitely many primes. Therefore,
since assumptions (2.1)–(2.3) say something about behavior at sufficiently large primes, these
assumptions are really assumptions on φ,X, V and P and not φ˜,X ,V ,P.
If A is a (large) finite set, and f : A → A is a sufficiently random map, then cardinality of
the forward orbit of a random starting point is likely to be of size |A|1/2+o(1) (Flajolet and
Odlyzko, 1990). This, together with the Weil conjectures which give that |X(Fp)| = pd1+o(1)
and |V (Fp)| = pd2+o(1), shows that the above heuristics imply the precise assumptions (2.1)–
(2.3).
Remark 2.2. We warn the reader that there are maps of special type for which the random
map heuristic does not apply. For example, for linear automorphisms on Pn, orbits can be
as large as pd1+o(1).
2.2. Nonempty intersections modulo p. Under assumptions (2.1)–(2.3) and if V has
sufficiently small codimension, then, with probability 1, we will have Oϕ(P ) ∩ V (Fp) 6= ∅
for all but finitely many p even if Oϕ(P ) and V have empty intersection. The intuition
is as follows. If V is, say, of codimension 1 in X, then the probability that the reduction
of ϕn(P ) modulo p is contained in V (Fp) should equal 1/p. Furthermore, if the orbit is of
length pd1/2, as we would expect, then the likelihood of V (Fp) ∩ Op = ∅ should be given by
(1 − 1/p)|Op| = exp(−|Op|/p), assuming p is sufficiently large. Thus, if the orbits are long,
there will be “accidental” intersections modulo p.
Proposition 2.3. Assume that assumptions (2.1)–(2.3) hold, and that d2 > d1/2. Then, as
T →∞,
Prob(Op ∩ V (Fp) 6= ∅ ∀p > T ) = 1− e−T d2−d1/2+o(1) .
Remark 2.4. The proposition still holds under a relaxed orbit size assumption: it is sufficient
to assume |Op| = pd′1/2+o(1) for some d′1 ∈ Z≥0 such that d2 > d′1/2.
Proof. By assumption (2.1), |Op| = pd1/2+o(1), and by the Weil conjectures, |V (Fp)| = pd2+o(1),
|X(Fp)| = pd1+o(1). Therefore, assumption (2.2) gives that
Prob(Op ∩ V (Fp) = ∅) =
(
1− pd2−d1+o(1))|Op| = (1− pd2−d1+o(1))pd1/2+o(1)
= e−p
d1/2−(d1−d2)+o(1) = e−p
d2−d1/2+o(1) .
In particular,
Prob(Op ∩ V (Fp) 6= ∅) = 1− e−pd2−d1/2+o(1) ,
and therefore, by assumption (2.3),
Prob(Op ∩ V (Fp) 6= ∅ ∀p > T ) =
∏
p>T
(1− e−pd2−d1/2+o(1)) = 1− e−T d2−d1/2+o(1) .

2.3. Empty intersections for some composite m. The situation is quite different over
composite integers m. Indeed, the main result of this section is that, assuming some fur-
ther randomness properties, there exist integers m such that the probability that Cm and
V (Z/mZ) are disjoint is arbitrarily close to 1.
We begin by recalling some background on smooth numbers.
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Definition 2.5. An integer n is y-smooth if all primes p dividing n are bounded above by y.
Define
ψ(x, y) := |{n ≤ x : n is y − smooth}|.
Smooth integers have the following well-known distribution (Tenenbaum and Mende`s
France, 2000, Thm. 10, p. 97) for α ∈ (0, 1) and x tending to infinity,
ψ(x, xα) = (1 + o(1)) · xρ(u)
where u := log x/ log xα = 1/α, and ρ(u) ∈ (0, 1) for u ∈ (1,∞).
Our analysis will be based on the following heuristic: that |Cp| has the same “likelihood”
of being smooth as a random integer of the same size. By (2.1), |Cp| = pd1/2+o(1), so the
heuristic implies that the density of primes p for which |Cp| = pd1/2+o(1) is pα-smooth equals
ρ(u) where u = log pd1/2+o(1)/ log pα = d1(1 + o(1))/(2α), and hence that
∏
p≤x
|Cp| is xα-smooth
p = exp
 ∑
p≤x
|Cp| is xα-smooth
log p
 = exp(x · ρ(d1(1 + o(1))2α
))
.
This heuristic leads us to the following precise cycle length smoothness assumption: For α and
d1 fixed and x→∞, ∏
p≤x
|Cp| is xα-smooth
p = exp
(
x · ρ
(
d1(1 + o(1))
2α
))
. (2.4)
Proposition 2.6. Assume (2.1)–(2.4). Then there exists a sequence of squarefree integers
m such that
Prob(Cm ∩ V (Z/mZ) = ∅) = 1− o(1)
as m→∞.
Proof. Define
mx,α :=
∏
p≤x
|Cp| is xα-smooth
p.
Since for any square free integer M , |CM | = lcmp|M |Cp|, we have, as x→∞,
|Cmx,α | ≤
∏
p≤xα
plog x
d1/2+o(1)/ log(p) = exp
(∑
p≤xα
(d1/2 + o(1)) log x
)
= exp ((d1/2 + o(1)) · log x · pi(xα)) = exp
(
xα · d1 · (1 + o(1))
2α
)
.
In particular, |Cmx,1/3| = exp(O(x1/3)). Therefore, if we take
m = mx,1/3 =
∏
p≤x
|Cp| is x1/3-smooth
p
5
we find that m = exp(Θ(x)), thus |Cm| = exp(O(x1/3)) = mo(1), and hence
Prob(Cm ∩ V (Z/mZ) = ∅) =
(
1− 1
md1−d2
)|Cm|
=
(
1− 1
md1−d2
)md1−d2 |Cm|
md1−d2
= e
− |Cm|
md1−d2 = e−o(1) = 1− o(1).
as x→∞. 
3. Computations
3.1. Cycle length smoothness assumption. We ran experiments, detailed below, to
justify the assumption (2.4) on the smoothness of the cycle lengths. Our experiments do
not confirm this assumption. Fortunately, it is clear from the proof of proposition 2.6 that
we only need that the cycle lengths be at least as smooth as the prediction (2.4) and this is
what we see in the experiments. We also found some maps with special properties for which
the cycle lengths are even smoother. We conjecture that cycle lengths be at least as smooth
as the prediction (2.4) in all cases but we don’t know how to explain the extra smoothness
shown in the experiments.
We will consider three maps:
ϕ : P1 → P1, (x : y) 7→ (x2 + 5y2 : y2),
ψ : P2 → P2, (x : y : z) 7→ (x2 + y2 : x2 + 3y2 − 2xy + z2 : z2) , and
σ : P3 → P3, (x : y : z : w) 7→ (x2 + y2 − z2 + yw + w2 : x2 − xy + xz + 2w2 :
z2 − yz + xz + 3w2 : w2) .
For each prime less than 100,000, 500,000 and 1,000,000 respectively we compute Cp, the
length of the periodic cycle length of [1 : 1], [1 : 1 : 1], or [1 : 1 : 1 : 1] under ϕ, ψ, and σ
respectively in Fp. Setting α = 1/3, we compute S (x) :=
 ∏
p≤x
|Cp| is xα-smooth
p
 at each prime
in the range specified. We then create the graphs below which compare logS (x) to the
predicted value of x · ρ (u) where u = d1
2α
and ρ is the Dickman ρ-function. Recall that
assumption (2.4) states that logS(x) should behave linearly; the graphs (figures 1, 2, and 3
below) support this assumption. The data appears linear for large enough x, with slope at
least as big as predicted.
All computations were performed using C and Sage 4.8 (Stein, 2013).
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Figure 1. log (S (x)) for ϕ (x) and x < 100, 000
Figure 2. log (S (x)): for ψ (x) and x < 500, 000
3.2. Experiments. In this section, we let X = A5 and let V = V (1−x2−y2−z2−w2−v2).
Fix a point P ∈ X(Z) and consider a morphism φ : X → X with integer coefficients; then
Oφ(P ) ⊆ X(Z). As V contains few integral points, namely only those points with exactly
one coordinate equal to ±1 and the remaining coordinates 0, one expects the intersection
7
Figure 3. log (S (x)) for σ (x) and x < 1, 000, 000
Oφ(P )∩ V to be empty. Thus, by the arguments in §2, we expect to find an integer m such
that Om(P ) ∩ V (Z/mZ) = ∅.
We considered a fixed integer starting point P and 500 randomly generated morphisms
from X → X with integer coefficients. For each of these morphisms, we computed whether
the intersection Om(P ) ∩ V (Z/mZ) was empty for some positive integer m ≤ 2000. The
results are as follows:
(i) For 86.8% of these maps, i.e., 434 out of 500, there exists a prime power q ≤ 2000
such that Oq(P ) ∩ V (Z/qZ) = ∅.
(ii) For 96.2% of these maps, i.e., 481 out of 500, there exists a positive integer m ≤ 2000
such that Om(P ) ∩ V (Z/mZ) = ∅.
(iii) For 11 of the 19 remaining maps, we conclude that V ∩ Oϕ(P ) = ∅ by finding an
integer 2000 < m < 11, 500 such that Om(P ) ∩ V (Z/mZ) = ∅. In each of these
cases, the smallest such m is supported at more than 1 prime.
(iv) For the remaining 8 maps, Om(P )∩V (Z/mZ) 6= ∅ for all m < 11, 500. However, we
are still able to conclude that V ∩ Oϕ(P ) = ∅ by showing that the image of V (Z)
modulo 7 is disjoint from O7(P ).
All computations were performed using Magma (Bosma et al., 1997).
4. A dynamical Hasse principle for e´tale morphisms
4.1. Notation. Let K be a global field, and let MK denote its set of places. For a finite
set S of places of K containing all the archimedean places, we write OK,S to denote the
ring of S-integers. For all v ∈ MK , we use Kv to denote the v-adic completion. If v is
nonarchimedean, we write Ov, mv, and kv for the valuation ring, maximal ideal, and residue
field of v, respectively.
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Let X denote a K-variety, i.e., a reduced separated scheme of finite type over K, let
V ⊆ X denote a closed K-subvariety, and let ϕ : X → X denote a K-endomorphism. For
any K-variety Y , define
Y (K,S) :=
∏
v/∈S
Y (Kv). (4.1)
We equip Y (Kv) with the v-adic topology and Y (K,S) with the product topology. We view
Y (K) as a subset of Y (K,S) via the diagonal embedding. For every subset T of Y (K,S)
or Y (Kv), we write C(T ) or Cv(T ) for the closure of T in the product topology or v-adic
topology, respectively.
Since Y is separated, Y (Kv), and hence Y (K,S), is Hausdorff. We note that as Y is not
assumed to be projective, Y (K,S) need not agree with the adelic points of Y . For basic
terminologies and properties of scheme theory, we refer the readers to (Hartshorne, 1977),
for properties of smooth and e´tale morphisms used throughout this section, we refer the
readers to (Grothendieck, 1964).
4.2. The dynamical Hasse principle for e´tale maps and preperiodic subvarieties.
For any point P ∈ X(K), we have the following containments:
V (K) ∩ Oϕ(P ) ⊆ V (K,S) ∩ C(Oϕ(P )) ⊆
∏
v/∈S
V (Kv) ∩ Cv(Oϕ(P )).
Recall the definition by Hsia-Silverman (Hsia and Silverman, 2009, p.237–238) that (X, V, ϕ)
is said to be dynamical Brauer-Manin S-unobstructed if the leftmost containment is an
equality for every P ∈ X(K) satisfying Oϕ(P ) ∩ V pp = ∅, where V pp is the union of all
positive dimensional preperiodic subvarieties of V . In analogy, we define the dynamical
Hasse principle:
Definition 4.1. The triple (X, V, ϕ) is said to satisfy the dynamical Hasse principle (over
K) if for every P ∈ X(K) such that Oϕ(P ) ∩ V (K) = ∅, there exists a place v (depending
on P ) such that Cv(Oϕ(P )) ∩ V (Kv) = ∅. If there are infinitely many such places v, we say
that (X, V, ϕ) satisfies the strong dynamical Hasse principle.
When V = V pp, if (X, V, ϕ) satisfies the strong dynamical Hasse principle then it is
immediate that (X, V, S) is Brauer-Manin S-unobstructed for every S. The reason is that
for every P ∈ X(K) such that Oϕ(P ) ∩ V (K) = ∅, both containments above are equalities
since all the three sets are the empty set. Our main results in this section are the following:
Theorem 4.2. Assume that X is quasi-projective, that ϕ is e´tale, and that V is ϕm-
invariant, i.e., that ϕm(V ) ⊆ V , for some m ∈ Z>0. If P ∈ X(K) is such that V (K) ∩
Oϕ(P ) = ∅ then, for all but finitely many primes v,
V (Kv) ∩ Cv(Oϕ(P )) = ∅
Consequently, (X, V, ϕ) satisfies the strong dynamical Hasse principle.
We obtain a similar result when V is ϕ-preperiodic, under the mild additional assumption
that ϕ is closed:
Theorem 4.3. Assume that X is quasi-projective and that ϕ is e´tale and closed. Let V
be a preperiodic subvariety of X, which means that there exist k ≥ 0 and m > 0 such that
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ϕk+m(V ) ⊂ ϕk(V ). For every P ∈ X(K), if V (K) ∩ Oϕ(P ) = ∅ then, for all but finitely
many primes v,
V (Kv) ∩ Cv(Oϕ(P )) = ∅
Consequently, (X, V, ϕ) satisfies the strong dynamical Hasse principle.
Notice that in the theorems, we do not suppose that V is irreducible. But it is clear
that the general case reduces to this. Indeed, for instance in 4.3, let C be an irreducible
component of V such that the closure of the orbit of P meets C. Though the component C
does not have to be preperiodic in general, C is preperiodic when it is of maximal dimension
(thanks to the e´taleness of ϕ). Moreover, if C is not preperiodic, then some power of ϕ
sends it to a component of V of greater dimension. Thus, if the closure of the orbit of P
meets C, it necessarily meets some preperiodic component of V , so we may replace V by
this component.
In §4.3 we prove a local version of Theorem 4.2. Next in §4.4, we show how Theorem 4.2
follows from the local version, Theorem 4.4. In §4.5 we prove Theorem 4.3 and in §4.6 we
give some closing remarks.
4.3. The local statement. Throughout this section, we work locally. Let A denote a
complete discrete valuation ring, m its maximal ideal, and k its residue field; we will assume
that k is perfect. We write F for the fraction field of A.
The goal of this section is to prove the following:
Theorem 4.4. Let X be a smooth quasi-projective scheme over A, let ϕ be an e´tale endo-
morphism of X , and let V be a reduced and closed subscheme of X such that ϕM(V ) ⊆ V
for some M ≥ 1. Let P ∈X (A) be such that the reduction P¯ of P modulo m is preperiodic
under ϕ. If V (A) ∩ Oϕ(P ) = ∅, then V (A) does not intersect the m-adic closure of Oϕ(P ).
We beging with a few preliminary lemmas.
Remark 4.5. Lemmas 4.6–4.9 below are similar to results in (Bell et al., 2010, Sec. 2) which
were proved for A = Zp.
Lemma 4.6. Let X be a separated A-scheme of finite type. Then we have the following.
(a) X (A) is an open and closed subset of X (F ), and it is compact if k is finite.
(b) For each x ∈X (A), and each positive integer n,
C(x, n) := {x′ ∈X (A) : x′ = x in X (A/mn)}
is open and closed and the collection {C(x, n) : n > 0} forms a basis of neighbor-
hoods of x. Furthermore, for any n ∈ Z>0, the set X (A) is a disjoint union of
subsets of the form C(x, n); if k is finite, then X (A) is a disjoint union of finitely
many such subsets.
Proof. Note that the m-adic topology on X (F ) is defined as follows. Let {Uα} be an affine
open cover of X ; assume that each Uα is of the form Spec(A[T1, . . . , Tm]/Iα). Then Uα(F )
is identified with the zero locus of Iα in F
m, and we equip it with the usual m-adic topology.
This topology is independent of the choice of an affine covering and independent of the choice
of presentation Spec(A[T1, . . . , Tm]/Iα) of an open in the covering. Since, by assumption, X
is of finite type, we assume that the covering is finite. All assertions in the lemma follow
immediately from the above description of the m-adic topology on X (F ). 
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Now we will prove a series of lemmas that give an explicit presentation of the local ring
at points of X and V in terms of power series rings with coefficients in A.
Lemma 4.7. Let X be a smooth quasi-projective scheme over A, let P be an A-point of X ,
and let P¯ denote its reduction in X (k). Then the mP¯ -adic completion OˆX ,P¯ is isomorphic
to A[[T1, . . . , Tg]], where g is the relative dimension of X at P over A. Moreover, a choice
of an isomorphism
τ : OˆX ,P¯ ∼→ A[[T1, . . . , Tg]]
gives the corresponding homeomorphism
hτ : C(P, 1) ∼= mg. (4.2)
Proof. If F is characteristic 0 and k is characteristic p, then the ring OˆX ,P¯ is finite (as a
module) over W(k)[[T1, . . . , Tg]] where W(k) is the ring of Witt vectors over k (Matsumura,
1986, Ch. 10). Since the point P gives rise to a section of the structural morphism:
A −→ OˆX ,P¯
we have OˆX ,P¯ is isomorphic to A[[T1, . . . , Tg]].
If F and k have equal characteristic, we have OˆX ,P¯ is isomorphic to k[[T1, . . . , Tg+1]], and
A is isomorphic to k[[T ]]. Again, the point P makes sure that the image of T in OˆX ,P¯ lies in
mˆ− mˆ2 where mˆ is the maximal ideal of OˆX ,P¯ . Thus the structural morphism makes OˆX ,P¯
a power series in g variables with coefficients in A.
Every point u in C(P, 1) is equivalent to an A-morphism:
u˜ : SpecA→ SpecOX ,P¯ ,
which is in turn equivalent to specifying an A-algebra homomorphism:
u˜] : OˆX ,P¯ → A.
Thus, for a fixed isomorphism τ : OˆX ,P¯ ∼→ A[[T1, . . . , Tg]], we have that giving u˜] is equivalent
to giving an element:
hτ (u) := (u˜
](Ti))
g
i=1 ∈ mg.

Lemma 4.8. Retain the notation from Lemma 4.7. Assume that V is a closed subscheme
of X such that P¯ ∈ V (k); write I for the ideal sheaf of V . After fixing an isomorphism
τ : OˆX ,P¯ ∼→ A[[T1, . . . , Tg]] (which exists by Lemma 4.7), we may view IP¯ OˆX ,P¯ as an ideal
of A[[T1, . . . , Tg]]. Then the homeomorphism hτ in (4.2) maps V (A) ∩ C(P, 1) onto
{β ∈ mg : f(β) = 0 ∀f ∈ IP¯ OˆX ,P¯}.
Furthermore, the mP¯ -adic completion
OˆV ,P¯ ∼= OˆX ,P¯/IP¯ OˆX ,P¯
is reduced if V is reduced at P¯ .
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Proof. The first assertion is immediate. The fact that OˆV ,P¯ ∼= OˆX ,P¯/IP¯ OˆX ,P¯ is a well-
known property: taking completion preserves exact sequences of finitely generated modules
over a Noetherian ring (see, for example (Atiyah and Macdonald, 1969, p. 108)). Since the
local ring OV ,P¯ is reduced and excellent, its completion is reduced (Matsumura, 1986, Ch.
11). 
Lemma 4.9. Retain the notation from Lemma 4.7 and fix an isomorphism τ : OˆX ,P¯ ∼→
A[[T1, . . . , Tg]]. Assume that ϕ is an endomorphism of X such that ϕ(P ) = P¯ . Then there
are power series f1, . . . , fg in A[[T1, . . . , Tg]] such that f = (f1, . . . , fg) fits into the following
commutative diagram:
C(P, 1)
ϕ //
hτ

C(P, 1)
hτ

mg
f // mg
(4.3)
Proof. Using τ to identify OˆX ,P¯ with A[[T1, . . . , Tg]], we define:
fi = ϕ̂∗Ti ∀1 ≤ i ≤ g,
where ϕ̂∗ : OˆX ,P¯ → OˆX ,P¯ . Then the commutativity is immediate. 
We will also use the following easy lemma:
Lemma 4.10. Let R = A[[T1, . . . , Tg]], and ϕ : R→ R a ring isomorphism. If I is a radical
ideal of R such that ϕ(I) ⊆ I, then ϕ(I) = I.
Proof. Although the lemma is stated for a particular ring R, it will be clear from the proof
that we require only that R is a Noetherian equidimensional catenary ring (see (Eisenbud,
1995, pp. 452, 453) for the definition). Let P1, . . . , Pn be the minimal primes containing I;
then I =
n⋂
j=1
Pj. Let D = max
1≤j≤n
dimR/Pj. We will prove that for any integer d, ϕ fixes the
set
Sd := {Pj : dimR/Pj = d};
the proof uses backwards induction on 0 ≤ d ≤ D. From this statement, the lemma follows
immediately.
Since, for each 1 ≤ j ≤ n
n⋂
i=1
ϕ(Pi) = ϕ(I) ⊆ I ⊆ Pj,
there exists some i (depending on j) such that ϕ(Pi) ⊆ Pj. Let P be an arbitrary prime in
SD. Then there is some Pi such that ϕ(Pi) ⊆ P . We have:
D = dimR/P ≤ dimR/ϕ(Pi) = dimR/Pi.
Since D is the maximal dimension, we must have equality and so ϕ(Pi) = P . Then a counting
argument shows that ϕ fixes SD.
Now fix 1 ≤ D′ < D and assume that ϕ fixes Sd for all D′ < d ≤ D. Let P be an arbitrary
prime in SD′ , and let 1 ≤ i ≤ n be such that ϕ(Pi) ⊆ P . If d := dimR/Pi is strictly greater
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that D′, then, by the induction hypothesis, ϕ(Pi) = Pj for some j. Since Pj and P are two
distinct minimal primes containing I and Pj ⊆ P , this yields a contradiction. Thus, we have
D′ = dimR/P ≤ dimR/ϕ(Pi) = dimR/Pi = d ≤ D′,
and so ϕ(Pi) = P . Again, a counting argument shows that ϕ fixes SD′ , as desired. 
Now we are equipped to prove Theorem 4.4.
Proof of Theorem 4.4. Assume that V ∩Oϕ(P ) = ∅. We first perform a few reductions. By
assumption, ϕM(V ) ⊆ V for some positive integer M ; after replacing the data (ϕ, P ) with
(ϕM , ϕi(P )) for each 0 ≤ i < M , we may assume thatM = 1. We have also assumed that P is
ϕ-preperiodic modulo m, i.e., that ϕN0+N(P ) ≡ ϕN0(P ) (mod m). Since V ∩Oϕ(P ) = ∅, the
m-adic closure of Oϕ(P ) intersects V if and only if m-adic closure of Oϕ(ϕN0(P )) intersects
V . Therefore, by replacing P with ϕN0(P ), we may assume that P¯ is ϕ-periodic of period
N . For each 0 ≤ i ≤ N − 1, by replacing the data (ϕ, P ) with the data (ϕN , ϕi(P )), we may
assume that ϕ fixes P¯ . By Lemma 4.7, we may identify OˆX ,P¯ and C(P, 1) with A[[T1, . . . , Tg]]
and mg, respectively. By Lemma 4.9, there exist power series f = (f1, . . . , fg) such that ϕ
acts by f in the chart mg.
If P¯ /∈ V (k), then C(P ) := C(P, 1) contains the m-adic closure of Oϕ(P ) and is disjoint
from V (A), so we are done. Now suppose that P¯ ∈ V (k). As in Lemma 4.8, let I denote
the ideal sheaf of V . Let H1, . . . , Hm denote a choice of generators of the ideal IP¯ OˆX ,P¯ of
A[[T1, . . . , Tg]]. Because ϕ(V ) ⊆ V , we have ϕ∗(IP¯ ) ⊆ IP¯ where ϕ∗ : OX ,P¯ → OX ,P¯ is
the induced map on the stalk at P¯ . Therefore ϕ̂∗(IP¯ )OˆX ,P¯ ⊆ IP¯ OˆX ,P¯ . By Lemma 4.8,
IP¯ OˆX ,P¯ is a radical ideal of OˆX ,P¯ , and, since ϕ is e´tale, ϕ̂∗ : OˆX ,P¯ → OˆX ,P¯ is a ring
isomorphism. Thus, we may apply Lemma 4.10 to conclude that ϕ̂∗(IP¯ )OˆX ,P¯ = IP¯ OˆX ,P¯ .
Therefore, there exist power series cij ∈ A[[T1, . . . , Tg]], where 1 ≤ i, j ≤ m, such that
Hi =
m∑
j=1
cijHj(f1, . . . , fg) ∀1 ≤ i ≤ m. (4.4)
For a vector v = (vi) in (F )
m, define:
||v|| = max
1≤i≤m
|vi|,
and for u ∈ mg, write H(u) = (Hi(u)) ∈ Am. By (4.4), we now have:
||H(f(u))|| ≥ ||H(u)|| ∀u = (ui) ∈ mg. (4.5)
Thus, the closure of Oϕ(P ) is contained in
{u ∈ mg : ||H(u)|| ≥ ||H(P )||}.
Since ||H(P )|| > 0 and H vanishes on V (A), this completes the proof. 
Remark 4.11. If ϕ(V ) ⊆ V , then we can prove a stronger statement than (4.5), namely:
||H(F (u))|| = ||H(u)||. (4.6)
The proof proceeds in the same way as the proof of (4.5). More explicitly, we may write
each Hi(f1, . . . , fg) as a linear combination of the Hj’s and obtain ||H(f(u))|| ≤ ||H(u)||.
Morally speaking, if we consider ||H(P )|| as the “distance” from P to V then equality (4.6)
means that when P comes close to V (i.e. P¯ ∈ V (k)) and ϕ fixes P modulo m, then all
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elements in Oϕ(P ) are equidistant to V . Thus P becomes a “satellite” of V by moving
around V under ϕ.
If F is a finite extension of Qp for some prime p, then there is another proof of Theorem 4.4
using a uniformization of Oϕ(P ) defined as follows.
Definition 4.12. Retain the notation from Theorem 4.4. Assume that F is a finite extension
of Qp and that ϕ fixes P modulo m. Using Lemma 4.7, identify OˆX ,P¯ with A[[T1, . . . , Tg]],
and C(P ) := C(P, 1) with mg. The orbit Oϕ(P ) has a uniformization if there exist power
series G1, . . . , Gg in F [[T ]], convergent on Zp such that:
(i) (G1(0), . . . , Gg(0)) = P , which equals 0 in m
g, and
(ii) ϕ(G1(z), . . . , Gg(z)) = (G1(z + 1), . . . , Gg(z + 1)) ∀z ∈ Zp.
Proof of Theorem 4.4 using uniformization. This proof is similar to arguments developed
in (Bell et al., 2010).
As above, we reduce to the case that M = 1 (i.e. V is invariant) and assume that
P¯ ∈ V (k). By (Bell et al., 2010, Theorem 3.3) or (Amerik, 2011, Theorem 7), there is a
uniformization of Oϕ(P ) (possibly after replacing ϕ by an iterate). Let G = (G1, . . . , Gg)
be such a uniformization. By Definition 4.12, the m-adic closure of Oϕ(P ) is contained in
G(Zp). If there is some u ∈ Zp such that G(u) ∈ V (A), then G(u + n) ∈ V (A) for every
natural number n. Let H = 0 be any of the equations defining V in X . Then we have
H ◦G(u+n) = 0 for every natural number n. Since a nonzero p-adic analytic function on Zp
can have only finitely many zeros, the analytic function H ◦G must be identically zero on Zp.
Therefore G(Zp) ⊆ V (A) and so the whole orbit of P is contained in V (A), contradicting
our assumption that Oϕ(P ) ∩ V (A) = ∅. 
While the argument using uniformization is simpler and might be applicable to some cases
where ϕ is not e´tale, our approach still has a number of advantages.
• The proof of Theorem 4.4 that does not require on uniformization can be translated
into a simple and effective algorithm, hence is suitable for computational purposes.
• Lemma 4.10 and results of the same type may be of independent interest. Indeed,
results of a similar spirit are studied in a recent preprint of Bell and Lagarias (Bell
and Lagarias).
• Our proof requires no assumption on the characteristic of F , whereas uniformization
of orbits does not hold if char(F ) > 0 (for example, it is impossible to have an
“exponential function” since dividing by n! is prohibited).
4.4. Proof of Theorem 4.2. In this section, we present the proof of Theorem 4.2. First
we show that for all but finitely many places v, the assumptions of Theorem 4.4 hold.
Lemma 4.13. Assume that ϕ is e´tale and that ϕ(V ) ⊆ V . Fix a point P ∈ X(K), then
there exists a finite set S ⊆MK containing all the archimedean places such that X, V, ϕ and
P extend to models X ,V , ϕ˜ and P, respectively, over OK,S with the following properties:
• ϕ˜ is e´tale,
• X is quasi-projective and smooth, and
• V is a reduced, closed subscheme of X , is flat over OK,S, and ϕ˜(V ) ⊆ V .
Proof. We first find models for X, V , ϕ and P over, say, some OK,S. As the locus in
Spec(OK,S) over which X is not smooth, V is not flat, or ϕ˜ is not e´tale is closed, by
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enlarging S, we may assume that this locus is empty. Since V is flat over OK,S and its
generic fiber is reduced, V is itself reduced.
It remains to ensure that ϕ˜(V ) ⊆ V . By enlarging S again, we may assume that every
irreducible component of V contains some point in the generic fiber. Then since ϕ(V ) ⊆ V
and V is dense in V , we have ϕ˜(V ) ⊆ V . 
Remark 4.14. The proof of Theorem 4.2 is simpler in the case when X is smooth. For clarity,
we present the proof under this additional assumption first, and then give the general case.
Proof of Theorem 4.2 under the assumption that X is smooth. Fix S ⊆MK as in Lemma 4.13.
For v /∈ S, let O(v) = K ∩ Ov be the valuation ring of v in K. By Lemma 4.13, there exist
models X and V of X and V , respectively, over O(v). We take the formally smooth base
change from O(v) to Ov, and abuse notation by (still) using V andX to denote the resulting
models over Ov.
Now we apply Theorem 4.4 to show that V (Ov) does not intersect the closure of Oϕ(P )
in X (Ov). Since X (Ov) is closed in X (Kv) = X(Kv), V (Kv) = V (Kv) does not intersect
the closure of Oϕ(P ) in X(Kv). This completes the proof in the case when X is smooth. 
Proof of Theorem 4.2 in the general case. Let M > 0 be such that ϕM(V ) ⊆ V . As in the
proof of Theorem 4.4, by replacing the data (ϕ, P ) with the data (ϕM , ϕi(P )) for 0 ≤ i <
M − 1, we may assume that M = 1. We prove the theorem by Noetherian induction.
If dim(X) = 0, there is nothing to prove. Assume that dim(X) > 0; let X ′ be the smooth
locus of X, and let X ′′ = X −X ′ with the reduced closed subscheme structure. Since ϕ is
e´tale, ϕ preserves both X ′ and X ′′. If P ∈ X ′′(K) then we use the induction hypothesis on
X ′′.
Now suppose that P ∈ X ′(K). Write V ′ = V ∩X ′. By Lemma 4.13, there exists a finite
set of places S such that X and V , respectively, have flat (hence reduced) models X and V
over OK,S. In addition, ϕ and P both extend to OK,S (by an abuse of notation, we denote
these extensions by ϕ and P , respectively), and ϕ(V ) ⊆ V . Since ϕ is e´tale at P generically,
by enlarging S, we may assume that ϕ is e´tale at every point in P .
Let X ′ denote the open subscheme of X consisting of smooth points over OK,S, and let
V ′ = V ∩X ′ be a model of V ′ over OK,S. Now let v be a place outside S and pull back
all models to Ov. By Theorem 4.4, V ′(Ov) does not intersect the v-adic closure of Oϕ(P ) in
X ′(Ov). Since, by Lemma 4.6, X ′(Ov) is quasi-compact and X(Kv) is Hausdorff, the set
X ′(Ov) is closed in X(Kv). Therefore V (Kv) does not intersect the v-adic closure of Oϕ(P )
in X(Kv). This completes the proof. 
4.5. Proof of Theorem 4.3. We proceed by induction on the dimension of V . The case
dim(V ) = 0 is easy, as follows. Let U be the union of all iterates of V . If Oϕ(P ) intersects
U then P is preperiodic and there is nothing to prove. Otherwise, we apply Theorem 4.2 for
U instead of V . To carry out the induction step, we need the following lemma which might
be of independent interest.
Lemma 4.15. Let X and ϕ be as in Theorem 4.3. Let Y be an irreducible ϕ-preperiodic
subvariety of X. Let Y1 be a periodic iterate of Y . Then every irreducible component of
Y ∩ Y1 is preperiodic.
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Proof. Replacing ϕ by an iterate, we reduce to the case Y1 = ϕ(Y ) = ϕ
2(Y ) 6= Y . Let
ν1 : Y˜1 → Y1 and ν : ϕ˜−1(Y1) → ϕ−1(Y1) denote the normalizations of Y1 and ϕ−1(Y1), re-
spectively. For every integer n ≥ 1, define:
Zn :=
{
x ∈ Y1 : |ν−11 (x)| ≥ n
}
,
where |ν−11 (x)| is counted with multiplicity. By the semicontinuity theorem, Zn is closed in
Y1.
Now let W be an irreducible component of Y ∩Y1 having dimensional d and generic point
w. Let s = |ν−1(ϕ(w))|, the main observation is that ϕ(W ) is an irreducible component of
Zs. Assume otherwise and let C1 be an irreducible component of Zs strictly containing ϕ(W ).
Let c1 denote the generic point of C1. Since c1 ∈ Zs, we have |ν−11 (c1)| ≥ s. On the other
hand, by semicontinuity |ν−11 (c1)| ≤ |ν−11 (ϕ(w))| = s. Hence we must have |ν−11 (c1)| = s.
By faithful flatness, the map
Spec(OV1 , ϕ(w)) −→ Spec(Oϕ−1(V1), w)
induced by ϕ is surjective (Atiyah and Macdonald, 1969, p.68). Therefore, there exists c
in ϕ−1(V1) such that ϕ(c) = c1 and the Zariski closure C of c contains W . From the last
paragraph and the fact that taking normalization commutes with e´tale base changes, we
have:
|ν−1(w)| = |ν−11 (ϕ(w))| = s = |ν−11 (c1)| = |ν−1(c)| (4.7)
By comparing dimensions, we see that V and V1 are two irreducible components of ϕ
−1(V1)
containing w. Since C1 strictly contains ϕ(W ), we have that C strictly contains W . Note
that it is impossible for both V and V1 to contain C since W is an irreducible component
of V ∩ V1. Therefore the set of irreducible components of ϕ−1(V1) containing c is strictly
smaller than the set of irreducible components of ϕ−1(V ) containing w. Together with the
semicontinuity theorem, we have |ν−1(c)| < |ν−1(w)| contradicting (4.7).
Now let Z denote the union of all d-dimensional irreducible components of all the Zn’s for
n ≥ 1. This is a finite union since Zn = ∅ for all sufficiently large n thanks to finiteness of
ν1. We have proved that ϕ(W ) is an irreducible component of Z. For each m ≥ 1, repeat
the same arguments for ϕm instead of ϕ, we have that ϕm(W ) is an irreducible component
of Z. This proves that W is preperiodic. 
We now return to the proof of Theorem 4.3. We may assume that V is irreducible and
not periodic. Replacing ϕ by an iterate, we may assume V1 = ϕ(V ) = ϕ
2(V ) 6= V .
If Oϕ(P ) ∩ V1(K) = ∅ then by Theorem 4.2, there is a finite set of places S1 such that
Cv(Oϕ(P )) ∩ V1(Kv) = ∅ for v /∈ S1. This implies Cv(Oϕ(P )) ∩ V (Kv) = ∅ for every v /∈ S1.
Now assume that ϕm(P ) ∈ V1(K) for some m ≥ 0. For every v, we have
Cv(Oϕ(ϕm(P ))) ⊆ V1(Kv)
and
Cv(Oϕ(P )) = Cv(Oϕ(ϕm(P ))) ∪
{
P, . . . , ϕm−1(P )
}
.
If V (Kv)∩Cv(Oϕ(P )) 6= ∅, then the above identities together with V (K)∩Oϕ(P ) = ∅ imply:
Cv(Oϕ(P )) ∩ (V ∩ V1)(Kv) 6= ∅.
This can only happen for finitely many v’s by applying the induction hypothesis for V ∩ V1,
whose irreducible components are preperiodic by Lemma 4.15.
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4.6. Closing remarks. It is natural to ask whether the assumption in Theorem 4.2 that
V is preperiodic is necessary. We show that if K is a number field and V = Q is a single
K-point, then (X,Q, ϕ) fails the strong Hasse principle if and only if Q is not periodic but
has almost everywhere periodic reduction, i.e. for all but finitely many primes p, the reduction
of Q modulo p is periodic.
Proposition 4.16. Let K be a number field, let ϕ : X → X be an e´tale K-endomorphism
of X and let Q ∈ X(K) .
(a) Let p be a prime such that we have models over Op. If the reduction of Q modulo p
is periodic then the p-adic closure of the orbit of ϕ(Q) contains Q. Consequently, if
Q is not periodic but has almost everywhere periodic reduction then (X,Q, ϕ) does
not satisfy the strong Hasse principle.
(b) Conversely, if Q is either periodic or does not have almost everywhere periodic re-
duction, then (X,Q, ϕ) satisfies the strong dynamical Hasse principle.
Proof. (a) The first assertion follows immediately from the p-adic uniformization of the ϕN -
orbit of Q (for some N >> 0 depending on p) and the fact that for every analytic function
G from Op to Ogp , the point G(0) lies in the closure of {G(1), G(2), . . .}. Such uniformization
exists by (Bell et al., 2010, Theorem 3.3), or more precisely by its generalization in (Amerik,
2011, Theorem 7). For the second assertion, note that the orbit of P = ϕ(Q) does not
contain Q but the p-adic closure of this orbit contains Q for almost all p.
(b) The case that Q is periodic follows from Theorem 4.2. Hence we assume that Q is
non-periodic. Let P ∈ X(K) such that Q /∈ Oϕ(P ). For every p such that X, ϕ, P and Q
have models over Op, if Q ∈ Cp(Oϕ(P )) then Q and ϕm(P ) have the same reduction modulo
p for m as large as we like. This implies that Q is periodic modulo p. But there are infinitely
many primes such that this conclusion does not hold thanks to our assumption on Q, hence
(X,Q, ϕ) satisfies the strong dynamical Hasse principle. 
Some results in the literature suggest that the examples of non-periodic points with almost
everywhere periodic reduction must be very special, and so the strong dynamical Hasse
principle mostly holds when the endomorphism is e´tale and the subvariety is a single point.
For instance, by a result of Pink (Pink, 2004, Corollary 4.3), such points cannot exist for
the multiplication-by-d map on an abelian variety. Furthermore, by (Benedetto et al., 2013,
Corollary 1.2), such points also cannot exist for a self-map of P1 of degree at least two
(though such a map is not e´tale, and thus 4.16 does not apply directly).
On the other hand, the translation-by-one map on P1 is an obvious example where non-
periodic points become periodic modulo almost all primes, so that the strong dynamical
Hasse principle fails; more generally, an automorphism of Pn of infinite order, given by
an integer-valued matrix, has the same property. As it was pointed out to us by Serge
Cantat, one can use this to construct other, though somewhat artificial, examples: take
an automorphism ϕ of a smooth variety X with a fixed point x, inducing an infinite-order
automorphism on the tangent space at x. Then ϕ lifts to the blow-up of X at x, inducing an
automorphism of the exceptional divisor, and points of that exceptional divisor are periodic
modulo almost all primes.
It seems reasonable to conjecture that non-periodic points with almost everywhere periodic
reduction do not exist for polarized morphisms ϕ (that is, morphisms such that ϕ∗L = L⊗k
for some integer k > 1 and some ample line bundle L), so that the strong dynamical Hasse
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principle holds for number fields K, e´tale polarized morphisms ϕ and V ∈ X(K). Notice
however that e´tale polarized endomorphisms are extremely rare, cf. (Fakhruddin, 2003).
For the sake of completeness, we note that for curves over number fields, the only coun-
terexamples to the dynamical Brauer-Manin criterion are automorphisms ϕ of a very special
kind.
Proposition 4.17. Let X be a smooth geometrically integral projective curve of genus g
over a number field K, let ϕ be a nonconstant self-map of X over K, and V a finite subset
of X(K). We make the following additional assumptions.
(a) If g = 0, assume that ϕ is not conjugate to z 7→ z + 1,
(b) If g = 1, assume that ϕ has a preperiodic point in X(K¯). (If we regard X as an
elliptic curve, this condition is equivalent to the condition that ϕ is not a translate
by a non-torsion point.)
Then we have the following equality:
V (K) ∩ Oϕ(P ) = V (K,S) ∩ C(Oϕ(P )).
Remark 4.18. If X = P1, V is a finite set of points and deg(ϕ) ≥ 2, then Silverman and
Voloch have shown that Oϕ(P ) ∩ V (K) = C(Oϕ(P )) ∩ V (K,S) (Silverman and Voloch,
2009, Theorem 1).
Remark 4.19. When X is an abelian variety, V is an arbitrary subvariety and ϕ is a K-
endomorphism of X such that Z[ϕ] is an integral domain, Hsia and Silverman show the
equality:
Oϕ(P ) ∩ V (K) = C(Oϕ(P )) ∩ V (K,S)
under certain strong conditions. We refer the readers to (Hsia and Silverman, 2009, Theorem
11) for more details. Our proof of Proposition 4.17 gives an unconditional proof of their result
when X is an elliptic curve.
Proof. The case g ≥ 2 is trivial since all endomorphisms of curves of genus at least two are
of finite order. If g = 0, this follows from (Silverman and Voloch, 2009) as mentioned above
(see Remark 9 from (Silverman and Voloch, 2009) if deg(ϕ) = 1).
Now consider the case when g = 1. If P is ϕ-preperiodic then there is nothing to prove, so
we assume that P is wandering. There exists a non-negative integer N such that ϕM(P ) 6∈
V (K) for all M > N . After replacing P by ϕN+1(P ), we may assume the ϕ-orbit of P does
not intersect V (K). It remains to show that V (K,S) ∩ C(Oϕ(P )) = ∅. By assumption (b),
there is some M > 0 such that ϕM has a fixed point. By replacing the data (ϕ, P ) with
(ϕM , ϕi(P )) for 0 ≤ i < M , we may assume that ϕ has a fixed point.
Note that if we can prove
V (L, SL) ∩ C(Oϕ(P )) = ∅
for L a finite extension of K, and SL ⊂ ML the set of places of L lying above places in
S, then this implies that V (K,S) ∩ C(Oϕ(P )) = ∅. Thus, we may assume that there is a
fixed point O ∈ X(K). Using O as the point at infinity we have the following Weierstrass
equation for X:
y2 = x3 + Ax+B.
Let U(z)/V (z) be the Latte`s map associated to ϕ. Since O is fixed by ϕ, we have deg(V ) <
deg(U) = deg(ϕ). Let S ′ be a finite set of places such that U, V ∈ OK,S′ [z] and such that
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the leading coefficients of U and V are in O×K,S′ . Then
∀v /∈ S ′ ∀Q ∈ X(K), if v(x(Q)) < 0, then v(x(ϕ(Q))) < 0. (4.8)
Assume that V (K,S)∩ C(Oϕ(P )) 6= ∅ and let a = (ap)p/∈S be an element of the intersection.
Note that since V is a finite set of points, V (Kp) = V (K) and so ap ∈ V (K) for every p /∈ S.
By Theorem 4.3, for almost all p, the p-adic closure of Oϕ(P ) does not contain O. Therefore
ap 6= O for almost all p. For such p, we can write ap with affine coordinates ap = (xp, yp).
We now enlarge S ′ so that:
(i) S ⊆ S ′.
(ii) ap 6= O for p /∈ S ′.
(iii) All points in V (K)−{O} have OK,S′-integral affine coordinates. This means xp, yp ∈
Op for p /∈ S ′.
(iv) A,B ∈ OK,S′ .
Since a ∈ C(Oϕ(P )), properties (i), (iii) and (4.8) imply that v(x(ϕn(P ))) ≥ 0 for ev-
ery n, and every v /∈ S ′. By property (iv) and the Weierstrass equation for X, we have
v(y(ϕn(P ))) ≥ 0 for every n, and every v /∈ S ′. Therefore ϕn(P ) has OK,S′-integral affine
coordinates for every n. This contradicts Siegel’s theorem asserting finiteness of integral
points. 
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