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ABSTRACT 
Given a complex square matrix M and a holomorphic function f, we consider the 
set P(f, M) of all polynomials p E C[ x] such that X = p(M) is a solution of 
f(X) = M. We show that if A is an m X m matrix and B is an 12 X n matrix, then 
P(f, A) E P(f, B) if and only if the minimal polynomial of B divides the minimal 
polynomial of A. We establish a sufficient condition for two polynomials p E P(f, A) 
and 4 E P(f, B) to be equal. We apply these results to the case where the minimal 
polynomials of A and B differ by a linear factor. 
1. INTRODUCTION 
Let A E Cm’*. We shall denote the spectrum of A by a( A), its 
minimal polynomial by Pi, and its degree by d,. For every a 6 a( A), we 
shall denote the multiplicity of the root a of pA by da, A): if a,, . . , a, E @ 
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are the distinct eigenvalues of A, then 
pA( z) = (=; _ al)n(% A) . . . (=. - a,5)n(+ A) vz E a3 
In this paper, we will consider only scalar functions, and consequently, by the 
term holomorphic function we shall mean a holomqd~ic complex valued 
function. Let f be a holomorphic function defined on an open subset 9f of 
@. Then we denote by P(f, A) the set of all polynomials ~0 E @[xl such that 
a(p(A)) c?{ and X = p(A) is a solution of f(X) = A. 
The aim of this paper is to establish relations between the sets P(f, A) 
and P(f, B) f or tt vo square matrices A and B that do not have the same size 
necessarily. In Theorem 1, we show that the relation Pff, A) z P(f, B) 
holds if and only if pLH divides pLA in a=[ x]. This result has been applied to 
the polar decomposition of a rectangular matrix in [2]. In [l, Theorem 12.21, 
it was shown that the condition ~~ = pcLB implies that P(f, A) = P(f, B) 
holds for all f, In Corollary 1 below, we show that conversely, if P(f, A) = 
P( f, B) holds for at least one function f, then necessarily p,., = prs. Corollary 
3 establishes a sufficient condition for two poIynomiaIs p E P(f, A) and 
~1 E P(f, B) to he equal, while Corollary 4 establishes a relation between 
polynomials p E P(f, A) and y E P(f, B) w letI 1 the minimal polynomials of 
A and B differ by a linear factor only. 
2. RESULTS 
THEOREM 1. Let j be a holomqhic function defined on an open subset 
of @. Let A E @“1xf” with P(f, A) f 0, and let B E C”“. Then F’(f, A) 
2 P(f, B) if and only if E_L,, = pB . g for some g E c[x]. 
In [I, Section 61 a necessary and sufficient condition on f and A was 
established for I’( f, A) to be nonempty. 
Proof. Suppose P<f, A) c P(f, B). By the hypothesis, there exists a 
polynomial p E P(f, A) # 0. Let 
p,,(z) = (z - a,)“’ *.- (z - a,r)‘z‘ vs E c 
be the minimal polynomial of A, where ai,. . . , a, E C are the distinct 
eigenvalues of A. Let us first show that a(B) c a( A). Let b E a(B). By 
[3, 6.1.141 e.g., tl rere exists a Hermite interpolating polynomial y E c[x] 
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such that 
qy Uk) = p’“‘( Uk) Vk E (1 )...,I s}, i E (1 
and 
. . 
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9(b) = Ph”L 
, s) is arbitrary if where the (‘) denotes the ith derivative, k, E (1,. 
h E c(A), and k, = k if b = uk for some k E (1,. . , s), so that (2) does 
not contradict (1). Then (1) implies by [l, Corollary 2.51 that q( A? = p(A): 
hence q E P(f, A) G P(f, B). Thus f(y(B)) = B, which implies by [l, 
Corollary 2.51 that f(y(b)) = b. But f(y(b)) =_f(p(a,,,)) = ak,,, because 
p E P(f, A). Therefore b = ak,, E u(A), and thus a(B) 2 o(A). 
Next we prove that ks divides pLA: By hypothesis p E P(f, A) _C P(f, B). 
On the other hand, by the definition of p_,, we have ( p + puA)( A) = p( A); 
hence 
Furthermore, since a(B) c c(A), we have ,u.,(b) = 0 for every h f a(B). 
Consequently, by [I, Corollary 2.81, 
Thus, p(B) and (p + pAI are both polynomial solutions of f(Y) = B 
with the same spectrum. Therefore, by 11, Theorems 6.4, 6.11, p(B) = ( p + 
pA)( B), and hence pA(B) = O,,. Therefore pu, divides pA in @[XI. 
Conversely, suppose that us divides pA in C[x]. Then 
u(B) E a(A) and n(b, B) < n(b, A) Vb E a(B). (3) 
Let p E P(f, A). Then by definition, o(r)(A)) cS~ and f(p(A)) = A. 
Hence, by [l, Corollary 2.81, 
and by [l, Corollary 2.51, 
(f 0 p)“‘(a) = id”)(u) Vu E a(A), i E {0 ,..., n(u, A) - l}. 
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(f 0 p)“‘(b) = id(“)(b) Vb E F(B), i E {O,. , n(b, B) - 1). 
and consequently, by [ 1, C orollary 2.51, f( p( B)) = B. Thus p E P(f, B). n 
REMARK. In Theorem 1, the hypothesis P(f, A) # 0 is necessary. 
Indeed, let f( .z> = .z2 for every z E C, and consider 
A = diag [Jz(6)) ./do)1 a B = d% [JdO)~ JdO)] j 
where 
Then A and B have square roots by 
P(f, B) = 0 by [l, Theorem 6.11. But 
[I, Corollary 3.7), and P(f, A) = 
and so P( f, A) G P( f, B) while pa does not divide PA. 
COROLLARY 1. Let A E cmX” with P<f, A) # 0, and let B E cnXn. 
Let f be a holomorphic function defined on an open subset of C. Then 
P(f, A) = P(f, B) ifand only if kA = pB. 
Proof. By definition, the leading coefficient of both kLA and /+ is 1. 
Consequently pA = ps if and only if p.A divides ps and puB divides p,+, and 
the conclusion follows from Theorem 1. W 
COROLLARY 2. Let f be a halomorphic function defined on an open 
subset Sl of @. Let A E C=lr’Xn’ with P(f, A) f 0and B E Cnxn be such 
that pA = pB . g for some polynomial g E C[ xl. Let p E P(f, A) and q E 
P(f, B) be such that o(q(B)) c v(p(A)). Then p(B) = q(B). 
Proof. By Theorem 1, P(f, A) c P(f, B), and hence p E P(f, B). Let 
Y = q(B). Let us show that Y and p(B) have the same spectrum. Let 
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y E a(Y). Then 
y E m(Y) 2 g( p(A)) = P(~(A)). 
So there exists an a E a( A) such that y = p(a). By [l, Corollary 2.51, the 
hypothesis f( p(A)) = A implies that fC p(a)) = a. On the other hand, since 
q E P(f, B), we have a(Y) egg and f(Y > = B. Hence 
a =f(pW) =f(y) Ef(W)) = df(Y>) = c(B). 
Consequently, 
Y =pw Ep(a(B)) = 4PW) 
Thus, a(Y > c (T( p(B)). 
Conversely, let z E IT( p( B)). Th en .z E o(p(f(Y))) = p(f(a(Y))). So 
there exists y E g(Y) such that z = p(f( y)). By the first part of the proof 
y 65 a(Y) G g(p(B)) =P(4m 
Hence there exists b E a(B) such that y = p(b). By [l, Corollary 2.51, since 
f( p(B)) = B, we have f(p(b)) = b. Consequently, 
5 = p(f( Y)) = p(f( p(b))) = p(b) = Y E c(Y). 
Thus a(q(B)) = o(Y) = V( p(B)). Therefore, by [l, Theorems 6.4, 6.11, 
Y = p(B). n 
The following corollary generalizes the uniqueness assertion of [l, Theo- 
rem 6.41, which described the particular case A = B. 
COROLLARY 3. Let f be a holomorphic j%nction defined on an open 
subset _c+ of C. Let A E Cmxm with P(f, A) f 0and B E CnXn have the 
same minimal polynomial. Let p E P(f, A) and q E P(f, B) be polynomials 
of degree less than d, = d, such that p(A) and q(B) have the same 
spectrum. Then p = q~ 
Proof. By Corollary 2, q(B) = p(B), and because y - p is of degree 
less than d,, it follows that p = q. n 
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COROLLARY 4. Let f he a holomorphic function defined on an open 
subset 9f of @. Let A E C”““’ with P(f, A) # @and B E CnXn be such 
that for some a E @ \ (T(B), 
~~c-11 = h(=)(;. - a> if; E @. 
Let x •9~ be a .solution off(x) = a. Let p E P(f, A) and 4 E P(f, B) be 
polynomials such that 
c( P(A)) = m(4(B)) ” 16 degr=( p) < d,, degree(q) =S d,. 
Then 
p=7+ 
x - 4(a) 
cLB(a) “* 
Proof. Let 
x - 7(a) 
I-= 7+ /-%(a) E-CB E @bl. 
Then r(B) = q(B) and r(a) = x. Let II = diag[ B, al. Then 
r(D) =diag[r(B),r(a)] =diag[y(B),r], 
v(r(D)) = c(q(B)) u {x} = a(~@)) G+ 
f(r(D)) = diag[f(q(B)),f(x)] = diag[B,a] = D, 
and since a G CT( B ), 
Thus pu = p,.,, and since degree(q) < ct,, it follows that 
degree(r) < d, < d, = do. 
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Thus PD = PA, r E ~(f, D), p E P(f, A), the matrices I-(D) and p(A) 
have the same spectrum, and 
degree(r) < G!,, degree( p) < d,. 
Therefore, by Corollary 3, p = T. n 
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