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Resumen La Inteligencia de Enjambres involucra acciones de grupos de
individuos descentralizados y auto-organizados, las cuales pueden reali-
zarse en paralelo. Las GPUs han mostrado ser arquitecturas capaces de
proporcionar paralelismo masivo, las cuales esta´n en pleno desarrollo. En
este trabajo se proporciona una breve revisio´n de metaherur´ısticas basa-
das en Inteligencia de Enjambres orientadas a GPUs, propuestas desde el
an˜o 2012. Abordamos dos de las metaheur´ısticas ma´s estudiadas como la
Optimizacio´n de Colonias de Hormigas y el Algoritmo Colonia de Abe-
jas, adema´s de otras metaheur´ısticas ma´s recientes y menos estudiadas
como los son: la Bu´squeda Cuco y el Algoritmo Fuegos Artificiales.
1. Introduccio´n
La Inteligencia de Enjambres (Swarm Intelligence, SI ) estudia el compor-
tamiento colectivo de sistemas compuestos por muchos individuos (el swarm)
interactuando localmente y con su entorno. Los swarms inherentemente usan
formas de control descentralizadas y de auto-organizacio´n para alcanzar sus obje-
tivos (Martens et al. [14]). Ejemplos de metaheur´ısticas SI son: Optimizacio´n de
Colonias de Hormigas (Ant Colony Optimization, ACO) (Dorigo and Blum [8]);
Bu´squeda Cuco (Cuckoo Search, CS) (Xi et al. [20]), Algoritmo Fuegos Artifi-
ciales (Fireworks Algorithm, FA) (Tan and Zhu [19]) y Algoritmo de Colonia de
Abejas(Bees Colony Algorithm, BCA) (Pham et al. [16]).
Varias razones hacen a los SI aptos para aplicar te´cnicas paralelas en su solu-
cio´n computacional, por un lado el comportamiento de cualquier swarm implica
acciones independientes de sus individuos. Por otro lado, cuando un algoritmo
SI trabaja con grandes taman˜os de swarms y muchas repeticiones del proceso,
su desempen˜o es mejor. Adema´s, frente a problemas de gran escala (por ejem-
plo, BigData), las te´cnicas SI deben manipular espacios grandes de bu´squeda,
inclusive con soluciones de alta dimensionalidad. Manipular representaciones de
soluciones de estos espacios de bu´squeda y evaluar la calidad de las soluciones,
puede requerir mucho tiempo de procesamiento.
El objetivo de este trabajo es realizar un cuidadoso ana´lisis del estado del arte
de algoritmos SI para GPUs. Para ello consideramos dos de las metaheur´ısticas
ma´s estudiadas: ACO y BCA, y aquellas propuestas ma´s recientemente: CS y
FA. El trabajo se basa en algoritmos propuestos desde el an˜o 2012, haciendo
especial e´nfasis en co´mo se asignan los recursos del hardware subyacente a las
GPUs a las distintas partes algor´ıtmicas de manera tal de explotar el paralelismo
masivo de datos para alcanzar un buen desempen˜o.
El trabajo esta´ organizado de la siguiente manera, en la seccio´n 2 se realiza
una breve introduccio´n a la arquitectura GPU y al modelo de programacio´n
CUDA describiendo sus principales caracter´ısticas. En la seccio´n 3 se realiza
una descripcio´n de las metheur´ısticas SI, para luego focalizarnos a partir de la
seccio´n 4 en el ana´lisis de los algoritmos y las estrategias propuestas para SI
sobre GPUs. Finalmente en la seccio´n 5 se presentan las conclusiones.
2. Arquitectura GPU y Modelo de Programacio´n CUDA
Las GPUs (Unidades de Procesamiento Gra´fico) se han covertido en una
alternativa va´lida a las supercomputadoras paralelas debido a su poder compu-
tacional, bajo costo y al constante avance asociado a su hardware y software.
La programacio´n paralela de aplicaciones en la GPU, GPGPU (General Pro-
pourse en GPU ), debe considerar varias diferencias con la programacio´n paralela
en computadoras paralelas t´ıpicas, las ma´s relevantes son: el nu´mero de unida-
des de procesamiento, la estructura de la memoria CPU-GPU y el nu´mero de
hilos (threads) paralelos. Respecto al nu´mero de unidades de procesamiento, a
diferencia de las soluciones para computadoras masivamente paralelas donde el
nu´mero de unidades de proceso coincide con el nu´mero de unidades de proce-
samiento (Procesadores o cores), en GPGPU esto no es considerado (es posible
la ejecucio´n de cientos o miles de unidades de proceso en un nu´mero inferior de
cores). En el caso de la estructura de la memoria del sistema CPU-GPU, existen
dos espacios de memoria diferentes: la memoria del host (CPU) y la memoria de
la GPU. Como los hilos de la GPU ejecutan en un espacio de memoria separado
a los hilos del host en la aplicacio´n, las transferencias de co´digo y datos son nece-
sarios entre el host y la GPU. Finalmente, la programacio´n de las GPU tiene la
posibilidad de iniciar un gran nu´mero de hilos con poca sobrecarga. Toda GPU
tiene mecanismos transparentes y de bajo costo para la creacio´n y administra-
cio´n de hilos. Adema´s poseen mecanismos de planificacio´n propios, los hilos son
planificados a warps. Un warp es la unidad de planificacio´n y esta´ formado por
32 hilos.
Si bien existen diferentes alternativas para procesamiento en GPU, la ma´s
ampliamente utilizada es la tarjeta nVidia, con un ambiente de desarrollo de-
nominado Compute Unified Device Architecture (CUDA), el cual ha sido di-
sen˜ado para simplificar el trabajo de sincronizacio´n de hilos y la comunicacio´n
con la GPU. CUDA propone un modelo de programacio´n SIMD (Single Instruc-
tion Multiple Data) [11,18], y presenta a la arquitectura de la GPU como un
conjunto de multi-procesadores (Streaming Multiprocessors, SM ) MIMD (Mu´lti-
ple Instrucciones-Mu´ltiple Datos). Cada SM posee un conjunto de procesadores
(Streaming Processors, SP) SIMD. Respecto a la jerarqu´ıa de memoria, cada SP
posee una serie de registros a modo de memoria local (so´lo accesible por e´l), a
su vez cada SM tiene una memoria compartida o shared (accesible por todos los
SP del SM) y finalmente la memoria global, a la cual acceden todos los SM.
El programador desarrolla un u´nico programa CUDA, el cual contiene el
co´digo de la CPU (fase de poco o nulo paralelismo) y del dispositivo GPU (fase
con paralelismo de datos y de gra´nulo fino). El co´digo para la GPU se denomina
kernel, es ejecutado por cada hilo. Cada vez que un kernel es activado, se genera
una estructura en la GPU denominada grid, el cual esta´ formado por bloques de
hilos. Cada bloque se ejecuta en un SM. La cantidad de hilos por bloque y los
recursos para cada uno de ellos es determianda por el programador, pudiendo
realizar ajustes a fin de lograr mejoras en el desempen˜o.
3. Inteligencia de Enjambres
El campo vinculado a la inteligencia de enjambres estudia el comportamiento
colectivo de sistemas compuestos de muchos individuos (swarm) interactuando
localmente y con su entorno. Los swarms inherentemente usan formas de control
descentralizadas y auto-organizacio´n para alcanzar sus objetivos (Martens et
al. [14]). Como dijimos antes, en este trabajo nos focalizamos en el estudio de
algoritmos para GPUs de metaherur´ısticas SI, tal como ACO, BCA, CS y FA.
Las caracter´ısticas de cada una de ellas son:
ACO (Dorigo and Blum [8])
Es una metaheur´ıstica poblacional inspirada en el comportamiento de la
bu´squeda de alimento de una especie de hormigas. Las hormigas inicialmente
exploran el a´rea alrededor del nido en una manera aleatoria. Cuando una
hormiga encuentra una fuente de comida, e´sta evalu´a la calidad y la cantidad
de la misma y la lleva al nido, depositando en el entorno una sustancia
qu´ımica denominada feromona, dependiendo de la cantidad y la calidad de
la comida encontrada.
Un algoritmo ACO puede ser visto como una interaccio´n de tres procedi-
mientos: Construccio´n de Soluciones (el cual maneja una colonia de hormi-
gas, donde concurrente y asincro´nicamente visitan los estados del problema
considerado, mediante movimientos a trave´s de los nodos vecinos del grafo
de construccio´n, representante del espacio de bu´squeda de la solucio´n), Mo-
dificacio´n de Feromona (encargado del proceso de depo´sito y evaporacio´n de
la feromona); y Acciones Demonios (lleva a cabo las acciones centralizadas,
las cuales no pueden ser realizadas por una u´nica hormiga).
En [1] y [15] se muestran variantes de algoritmos ACO, donde se proponen
versiones secuenciales y paralelas.
BCA (Pham et al. [16])
Se inspira en el comportamiento de bu´squeda de alimento de las abejas
productoras de miel, realizando un tipo de bu´squeda de vecindad combinada
con una bu´squeda aleatoria.
CS (Xi et al. [20])
Se basa en el comportamiento para´sito de algunas especies de cucos a la hora
de depositar sus huevos en nidos ajenos. Los huevos del cuco han evolucio-
nado en forma y color hasta imitar a los huevos del pa´jaro duen˜o del nido.
Si dicho pa´jaro descubre que el huevo no es suyo, lo tira o abandona el nido,
construyendo un nido en otro lugar. Si el huevo del cuco eclosiona el ciclo se
repite.
FWA (Tan and Zhu [19], Ding et al. [7])
Es un nuevo algoritmo SI inspirado en el feno´meno de explosio´n de los fuegos
artificiales. El proceso de optimizacio´n es guiado por las explosiones de un
swarm de fuegos artificiales. El fuego con mejor fitness genera ma´s chispas
dentro de un rango pequen˜o. Para mejorar la bu´squeda son necesarios ma´s
recursos de computacio´n en las mejores zonas del espacio de bu´squeda y me-
nos en las peores zonas de dicho espacio de bu´squeda. Tambie´n se introduce
la posibilidad de incrementar la diversidad del swam aplicando Mutacio´n
Gaussiana.
En la siguiente seccio´n analizamos las caracter´ısticas de algoritmos SI pro-
puestos para un sistema de computacio´n CPU-GPU.
4. Algoritmos y Estrategias SI sobre GPUs
La propuesta de este trabajo surge a partir de la observacio´n de que se han
realizado varios trabajos abocados al estudio del estado del arte de metaheur´ısti-
cas paralelas en general y sus tendencias (Alba et al. [1]) otros ma´s abocados a SI
espec´ıficas (Kro¨mer et al. [12] y Pedemonte et al. [15]), pero de los tres trabajos
mencionados so´lo en el u´ltimo se describe ma´s detalladamente co´mo se parale-
lizan las partes de un determinado algoritmo. En dicho trabajo, presentan una
revisio´n sobre metaheur´ısticas ACO paralelas publicadas desde el an˜o 1993 hasta
el an˜o 2010, muestran el intere´s creciente de este campo de estudio siendo ma´s
notable en los an˜os 2009 y 2010, so´lo hace referencia a 4 art´ıculos relacionados
a GPUs. Adema´s, proponen una nueva taxonomı´a de estrategias para imple-
mentaciones ACO paralelas, la cual incluye ideas generales de las taxonomı´as
propuestas por Randall and Lewis [17] y Janson et al. [9]. Por esto y debido a
que hasta el momento no se han publicado recientemente trabajos con las ca-
racter´ısticas que proponemos, es que representa una primera revisio´n, aunque
breve pero interesante aportacio´n, que puede ser de utilidad a los investigadores
de esta a´rea y les permita profundizar en esta l´ınea de investigacio´n.
El cuadro 1 muestra los algoritmos SI y/o estrategias orientadas a GPUs
propuestas en las publicaciones revisadas. Dichas publicaciones corresponden
a metaheur´ısticas que han sido ma´s ampliamente estudiadas en general como:
ACO y BCA, pero que respecto al uso de GPUs esta´n todav´ıa en una etapa de
maduracio´n como es el caso de ACO y en una etapa de exploracio´n como es el
caso de BCA. Otras publicaciones, corresponden a SI recientemente propuestas:
CS y FA y con mucho por investigar en lo que se refiere a algoritmos sobre
GPUs.
A trave´s de las implementacio´nes sobre GPUs, los investigadores, buscan
explotar el paralelismo masivo intentando de esta manera mejorar el tiempo
SI Algoritmo/ Problema An˜o Referencia
Estrategia (e)
ACO [6]-ACO VRP 2012 Diego et al. [6]




ACO-AS [2]-AS TSP 2013 Cecilia et al. [2]
ACO-AS [4]-AS TSP 2013 Dawson and Stewart [4]
ACO-AS [3]-AS TSP 2013 Dawson and Stewart [3]
FA GPU-FWA Benchmark 2013 Ding et al. [7]
CS [10]-CS Benchmark 2013 Jovanovic and Tuba [10]
BCA CUBA Benchmark 2014 Luo et al. [13]
Cuadro 1. Algoritmos SI y estrategias (e) desarrolladas sobre GPUs. En donde TSP se refiere a
Traveling Salesman Problem) y VRP a Vehicle Routing Problem. Con Benchmark se hace referencia
a un conjunto de funciones.
de co´mputo. Dicho tiempo, se logra disminuir por un buen aprovechamiento
del hardware y del software subyacente a las GPUs. Por ejemplo: evitando las
transferencias costosas en tiempo entre la CPU y la GPU, evitando utilizar la
memoria global debido a que e´sta tiene mayor latencia, utilizando funciones
eficientes de la librer´ıa CUDA, balanceando la carga de trabajo entre los hilos
de un mismo bloque para aprovechar al ma´ximo el paralelismo, evitando las
divergencias warp para que no se produzcan serializaciones en las ejecuciones,
etc.
Las me´tricas del tiempo de co´mputo ma´s utilizadas son el Speedup y la Efi-
ciencia. En los trabajos revisados se alcanzan siempre valores superlineales. Ca-
be destacar que algunos trabajos han logrado inclusive mejorar la calidad de las
soluciones.
Respecto a la plataforma computacional utilizada en la experimentacio´n, en
la mayor´ıa de los casos se utilizan sistemas con GPUs nVidia con arquitecturas
Fermi y se utiliza CUDA.
A continuacio´n resaltamos las particularidades ma´s relevantes de los algorit-
mos de cada una de las publicaciones revisadas.
4.1. Revisio´n de Publicaciones Relacionadas a SI para GPU
En esta seccio´n, mostramos co´mo los investigadores logran obtener algorit-
mos con un buen desempen˜o con el uso de GPUs. Nos focalizamos en describir
co´mo las partes algor´ıtmicas son mapeadas en los distintos elementos de pro-
cesamiento, tales como: warps, hilos, bloques, grids y procesadores; adema´s de
mencionar co´mo se administra la jerarqu´ıa de memoria para el almacenamiento
de las principales estructuras de datos de cada tipo de SI. Respecto a las carac-
ter´ısticas de la arquitectura de la GPU utilizadas y las me´tricas consideradas en
cada caso, so´lo se mencionara´n aquellas que no se incluyen en la introduccio´n de
la seccio´n 4.
Metaheur´ıstica ACO sobre GPU. En la mayor´ıa de las publicaciones revi-
sadas se proponen algoritmos para el problema TSP (Dele´vacq et al. [5], Cecilia
et al. [2], y Dawson and Stewart [4,3]), un caso excepcional es el presentado en
Diego et al. [6], en donde se aborda el problema VRP.
Dele´vacq et al. [5] describen dos algoritmos Hormigas Paralelas y Mu´ltiples
Colonias de Hormigas Paralelas basados en el Max-Min Ant System con
Bu´squeda Local 3-opt.
En Hormigas Paralelas, las hormigas construyen un tour en forma paralela.
Se proponen dos estrategias: (i) ANTthread, en donde las hormigas son dis-
tribuidas entre los SP, cada una en un hilo. Cada hilo, computa la regla de
transicio´n de estado de cada hormiga en un modo SIMD. Las estructuras de
datos se almacenan en la memoria global y (ii) ANTblock, aqu´ı cada hormiga
se corresponde a un bloque, un u´nico hilo de un bloque se encarga de la cons-
truccio´n de un tour, el resto de los hilos del bloque calculan en paralelo la
regla de transicio´n de estado y la evaluacio´n de las ciudades candidatas a ser
la pro´xima componente de la solucio´n corriente. Para evaluar los beneficios y
limitaciones respecto a la memoria que se utiliza (compartida o global) para
los datos necesarios para el co´mputo de la regla de transicio´n de estado se





u´ltima se obtiene un mayor Speedup.
Para Mu´ltiples Colonias de Hormigas, se proponen dos estrategias: (i) CO-
LONYblock, en donde el nu´mero de bloques y hilos se corresponde al nu´mero
de colonias y hormigas respectivamente y (ii) COLONYGPU , en donde las
colonias de hormigas completas se asignan a varias GPUs interconectadas.
La estrategia ANTGlobal
Block
es integrada a cada colonia.
Para evitar la transferencia entre la CPU y la GPU, se utiliza el generador
de nu´meros aleatorios Congruencial Lineal (Yu et al. [21]) sobre la GPU.
Cecilia et al. [2] presentan el primer algoritmo ACO para el TSP desarrollado
completamente sobre la GPU. Proponen varios disen˜os del algoritmo Ant
System (AS ) para GPU en busca de explotar el paralelismo de dato y la
jerarqu´ıa de memoria.
Para mejorar el bandwith de las memorias, se utiliza la memoria compartida
para las estructuras de datos. Adema´s, se propone una te´cnica de Tiling, en
donde todos los hilos cooperan para cargar el dato desde la memoria global
a la memoria compartida.
Para la construccio´n del tour, se distinguen dos tipos de hormigas, las Reinas
y las Obreras, estas u´ltimas ayudan a las primeras en la seleccio´n de la
pro´xima ciudad a visitar. Se asocia a cada reina un bloque en donde cada hilo
representa una de las ciudades que las obreras deben visitar. Con una lista
Tabu´ (las ciudades que no pueden ser visitadas) se evitan las divergencias
Warps, esta lista es almacenada en la memoria compartida o en un registro
de un archivo, segu´n se use o no la te´cnica Tiling para distribuir las ciudades
entre los hilos de un bloque.
A partir de mejoras al me´todo La Rueda de la Ruleta (RR) surge el me´todo
Independent Roulette (I-Roulette) el cual es ma´s paralelizable que el primero.
Un u´nico hilo realiza la evaporacio´n de la matriz de feromonas. Para el
depo´sito de feromona, se utilizan transformaciones Scatter-to-gather para
unificar los valores que deposita cada hormiga, evitando as´ı realizar opera-
ciones ato´micas costosas. Se crea un hilo en los distintos bloques para las
celdas de la matriz.
Dawson and Stewart [4] proponen una implementacio´n paralela de un algo-
ritmo AS. Extienden investigaciones recientes como la de Cecilia et al. [2].
Ejecuta en las GPUs: La inicializacio´n de las estructuras, la construccio´n de
la solucio´n y la actualizacio´n de la matriz de feromonas.
La seleccio´n de la pro´xima componente de la solucio´n, la cual involucra al
me´todo RR, es compleja implementarla en la GPU debido a su naturaleza
lineal, las estructuras de control divergentes, la necesidad de nu´meros alea-
torios y la sincronizacio´n de hilos constante por lo que se propone el me´todo
alternativo Double-Spin Roulette (DS-Roulette), el cual es altamente para-
lelo y explota el paralelismo a nivel de warps, reduce las dependencias de
memoria compartida, reduce la cantidad de instrucciones totales y el trabajo
realizado por la GPU. Para la construccio´n del tour, cada hormiga es ma-
peada a un bloque de hilos. Otra propuesta es dividir los hilos de los bloques
dedicados a un nu´mero de ciudades va´lidas, aplicando as´ı, paralelismo a ni-
vel de warps, lo cual impl´ıcitamente garantizan que todos los hilos ejecuten
sin divergencias y disminuya el tiempo de ejecucio´n significativamente.
Dawson and Stewart [3] es una extensio´n de Dawson and Stewart [4] destina-
do a resolver instancias grandes del problema TSP. Se presentan estrategias
paralelas utilizando el conjunto de ciudades candidatas para la ejecucio´n
sobre GPU. Este conjunto es esencial para limitar el espacio de bu´squeda
y reducir el tiempo de ejecucio´n total. Los mejores resultados obtenidos se
alcanzan cuando se asocia una hormiga por bloque. Adema´s, utilizan primi-
tivas a nivel de warps y evitan branchs (o divergencias warps) para disminuir
el Speedup.
Diego et al. [6] proponen una estrategia de paralelizacio´n para resolver el
VRP. Se implementan varios kernels destinados a: (1) la inicializacio´n de los
datos de las soluciones, (2) la construccio´n de las soluciones, (3) la eleccio´n
de la mejor solucio´n, (4) grabar la mejor solucio´n, (5) la evaporacio´n de la
matriz de feromonas y (6) el depo´sito de feromona en dicha matriz. Cada
kernel se corresponde a un u´nico bloque. Se utiliza un u´nico hilo para los
kernels (4) y (6), una cantidad de hilos igual al nu´mero de hormigas para
(2); un nu´mero de hilos igual a la mitad del nu´mero de hormigas para el
kernel (3) y un nu´mero de hilos igual al nu´mero de soluciones por el nu´mero
de hormigas para el kernel (1). En el trabajo no especifica en detalle porque
utilizan las cantidades de hilos elegidas.
Metaheur´ıstica FWA sobre GPU. Ding et al. [7] adecuan el algoritmo origi-
nal FA para la arquitectura GPU, resultando el algoritmo GPU-FWA. El algorit-
mo muestra un muy buen desempen˜o mostrando un Speedup superlineal cuando
se lo compara a versiones secuenciales de FA y PSO ; adema´s de ser simple y
escalable.
Se asigna a cada fuego un warp, en donde se genera cada chispa del mismo,
de esta manera las chispas se sincronizan impl´ıcitamente reduciendo el overhead
de la comunicacio´n entre ellas.
Una explosio´n se implementa en un bloque, esto permite utilizar la memoria
compartida. Se accede u´nicamente a la memoria global para obtener la posicio´n
del fuego y el valor de fitness, disminuyendo as´ı notablemente la latencia de
accesos.
Para acelerar el proceso de bu´squeda se introduce el mecanismo de mutacio´n
Attract-repulse para alcanzar un balance entre explotacio´n y exploracio´n.
Para la generacio´n de los nu´meros aleatorios de alta calidad se utiliza la
librer´ıa CURAND de GPU.
Metaheur´ıstica CS sobre GPU. Jovanovic and Tuba [10] proponen un al-
goritmo paralelo sobre GPU, el cual muestra cambios significativos respecto a
su versio´n secuencial debido a que esta u´ltima presenta varias partes que no son
naturalemente paralelas. Se utiliza la paralelizacio´n en tres niveles: la reduccio´n
paralela para el ca´lculo de la funcio´n de fitness de cada individuo; el ca´lculo
de los nidos del swarm realizado en un bloque; finalmente varias colonias son
ejecutadas en paralelo en bloques separados.
Se asume que el algoritmo es utilizado para optimizar funciones que incluyen
varias sumatorias como las funciones: Sphere, Rosenbrocks valley, Schwefels, etc.
Los resultados muestran que el algoritmo CS paralelo tiene mejor desempen˜o
respecto al secuencial en cuanto al tiempo de ejecucio´n y a la calidad de las
soluciones para algunas evaluaciones.
Metaheur´ıstica BCA sobre GPU. Luo et al. [13] presentan a CUBA, el
que ser´ıa el primer algoritmo BCA sobre GPUs segu´n lo mencionan sus autores.
Disen˜an un algoritmo Bees Multi-Colonias, se ejecutan varios algoritmos Bees
en paralelo. Cada abeja es asignada a un hilo la cual se encarga de buscar una
solucio´n para su colonia. Un bloque es dividido en diferentes colonias las cuales se
ejecutan independientemente. Cuando una iteracio´n ha terminado, el algoritmo
CUBA intercambia informacio´n entre las colonias del mismo bloque a trave´s de
la memoria compartida.
El nu´mero de abejas y de colonias depende del nu´mero de hilos por bloques
y del nu´mero de bloques por grid respectivamente.
A diferencia del algoritmo secuencial que agrupa a la mayor´ıa de las abejas
en las zonas ma´s prometedoras y las restantes en las otras zonas, el algoritmo
paralelo agrupa a las abejas a lo largo de las zonas en funcio´n de la carga de
trabajo de los hilos.
En el algoritmo se realizan numerosas bu´squedas paralelas en diferentes zonas
realizadas por numerosas colonias.
Al final de cada iteracio´n: se utiliza el mecanismo Odd–Even para el orde-
namiento por bloques de las soluciones en forma paralela y para proporcionar
la mejor solucio´n, las colonias utilizan un mecanismo de comunicacio´n de dos
fases con la cual se decrementa el tiempo de convergencia. La mejor de todas las
soluciones reemplazara´ a la peor solucio´n de un bloque.
El algoritmo propuesto muestra un muy buen desempen˜o. Se analizan una
amplia experimentacio´n entre las que se consideran diferentes combinaciones
parame´tricas y se realiza el ca´lculo del Speedup y la Robustez del algoritmo
paralelo propuesto.
5. Conclusiones
En este trabajo se logra un buen material de lectura para quienes esta´n
interesados en los avances del campo de investigacio´n relacionados a la inteli-
gencia de enjambres, ya que se presenta una incipiente revisio´n de algoritmos
SI orientados a GPUs, propuestos en trabajos publicados a partir del an˜o 2012.
Abordamos una de las metaheur´ısticas ma´s estudiadas en este campo como lo es
ACO, adema´s de otras ma´s nuevas y/o poco exploradas como CS, FA y BCA.
Observamos que las SI abordadas pueden explotar el paralelismo masivo:
aplicando estrategias para minimizar el tiempo de co´mputo y de acceso a las
memorias, utilizando funciones de CUDA eficientes, etc.
En general, es necesario un estudio exhaustivo de la arquitectura CPU-GPU
subyacente para administrar eficientemente los recursos que e´sta ofrece en fun-
cio´n del problema a tratar y las caracter´ısticas de la metaheur´ıstica en s´ı.
Finalmente, una de las l´ıneas de investigacio´n a profundizar, es el disen˜o de
modelos SI orientados a GPUs que contemplen la minimizacio´n de la latencia
de memoria, ya que la administracio´n de la memoria es uno de los problemas
centrales a la hora de disen˜ar algoritmos eficientes y escalables. Dicho problema
se acrecenta cuando se requieren cantidades variables de memoria durante la
ejecucio´n, en funcio´n del comportamiento no determin´ıstico y/o dina´mico del
algoritmo. Por ejemplo, en ACO la matriz de feromonas es una de las estructuras
centrales a administrar, su taman˜o depende del taman˜o del problema, a ella
tienen acceso todas las hormigas en cada iteracio´n; en FWA, en cambio, es
necesario considerar la generacio´n dina´mica y aleatoria de las chispas a partir
de las explosiones del fuego.
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