Abstract-In order to fully utilize the SDD (soft-decision decoding) capacity of the outer codes in a concatenated system, reliability information on the inner decoder outputs (called soft outputs) needs to be provided to the outer decoder. This paper shows that a modified MAP algorithm can be effectively and accurately used to generate such information. In the course of the presentation, a metric based on the reliability information is proposed for the outer decoder. This metric has the Euclidean metric on AWGN channels as its special case, which leads to the concept of generalized SDD (GSDD). Several practical concerns regarding the proposed soft-output decoder are addressed through theoretical analysis and simulation: the effect of finite decoding depth, computational complexity, range overflow, and scaling. Comparisons to previous work on soft-output decoders are made.
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I. INTRODUCTION C ONCATENATED codes are a powerful means for improving the performance of digital communication systems over extremely noisy channels. In many cases (for example, in the NASA/ESA deep space standard [l] ), the inner code is chosen to be a convolutional code with soft decision Viterbi decoding. The use of convolutional and trellis codes as both inner and outer codes has also been investigated [2]- [6] . The outer decoder is usually supported by an interleaver placed between the outer and inner decoders. The interleaver reduces the length of the error bursts that emerge from the inner decoder.
Conventional Viterbi decoding by the inner decoder results in hard outputs. This forces the outer decoder to work in hard decision decoding (HDD) fashion. Soft decision decoding (SDD) is only possible if reliability information on the outputs of the inner decoder is available. The characterization and generation of this reliability information is the main focus of this paper.
The reliability measure for a decoded symbol is the probability PC that the symbol is correct or the probability of error P, = 1 -PC. Such quantities can be obtained by the symbolby-symbol MAP (maximum aposteriori probability) algorithm [7] . Unfortunately, the original MAP algorithm suffers serious Manuscript received October 2, 1994; revised August 27, 1995 . The material in this paper was presented in part at the Conference on Information Science and Systems, The Johns Hopkins University, Baltimore, MD, March 1995.
The authors are with the School of Electrical and Computer Engineering, Georgia Institute of Technology, Atlanta, GA 30332 USA.
Publisher Item Identifier S OOlS-9448(96) 01476-9. drawbacks in its implementation, such as requiring the entire frame before decoding, both forward and backward recursions, and a substantial amount of storage [8] . These drawbacks have been overcome to some extent by the modifications discussed in [9] , [lo] . The probabilities PC or P, are not available in Viterbi decoders. Other reliability indicators for the decisions by the Viterbi algorithm (VA) have been suggested in [S] (e.g., the depth at which all surviving paths merge and the difference in length between the best and the next best paths at the point of merging). The metric difference between two merging paths was also used as a reliability indication for declaring erasures [ 111. These indicators are only rough estimates of the decision reliability and are thus not readily quantized beyond erasures and nonerasures. The List-VA (LVA) developed by Seshadri and Sundberg [ 121,  provides the best L paths from the VA to the outer error detection code. The LVA was used in hybrid FEC/ARQ schemes [12] and joint data and channel estimation [13] . The algorithm, however, also requires the receipt of an entire frame before the error detection by the outer code, and the use of the LVA with an outer error-correcting code is still to be studied.
Hagenauer et al. proposed a soft-output Viterbi algorithm (SOVA) (originally described in [2] and [14] ), in which an approximate expression for P, was derived. Similar results were obtained in [ 151, , [20] .
The failure of the X-band antenna on the Galileo probe has focused ,a great deal of interest on the interface between the inner and outer decoders in a concatenated system [21] , [22] . Hagenauer et al. have shown that considerable improvement is possible through the use of the SOVA [21] . When combined with a moderate degree of interleaving, a SOVA/errors and erasures RS decoder system provides 0.9 dB more coding gain than the system in the NASAIESA standard. The coding gain introduced by SOVA in other concatenated systems is found to be 1 to 4 dB [2], [16] .
The reliability information associated with decoder decisions are referred to as "soft output." The ideal inner decoder, to quote Hagenauer in [ 141, is of "soft in, soft out" type. How the soft outputs can be used by the outer decoder depends on the type of outer code. Hagenauer proposed an optimal metric based on P, for maximal-likelihood (ML) decoding on binary compound channels [2] . For convolutional codes, the VA can be effectively used for ML decoding by optimizing the metric. Bahl and others have shown that the VA can be applied to 0018-9448/96$05.00 0 1996 IEEE block codes through the use of trellis decoders [7] , [23] , [27] . Examples are the trellis decoders for the (7,4) Hamming code [24] , the (16,ll) Reed-Muller code [25] , and the (23,12) Golay code [26] . Recent research focuses on reduction of the trellis complexity by bit permutations of the code [28]- [30] , which can result in efficient SDD algorithms for many block codes used in practice. Trellis decoders have been constructed for some block codes used in mobile communication systems [31] . Even in cases where codes such as the Reed-Solomon code are used as the outer codes, for which no efficient SDD algorithms are yet available, the reliability information can help to erase highly unreliable outputs so that the overall system performance can be improved through errors and erasures decoding.
It can be concluded that the probabilities PC or P, are essential to the full utilization of the SDD capacity of the outer decoders. The MAP algorithm, while being able to provide exact PC or P,, has been considered prohibitive-in computational complexity. The SOVA, on the other hand, is relatively simple but only gives an approximation of P,. The basis for the approximation is intuitive but quite biased, and is shown here to lead to an underestimation of P,.
This paper provides a detailed study of the generation and use of reliability information in convolutional decoders. The rest of the paper is organized as follows. Section II develops a maximum-likelihood (ML) metric for generalized SDD (GSDD). Such a metric agrees with the Euclidean metric on AWGN channels, and reduces to the one proposed in [2] for binary channels. In Section III, a modified MAP soft decoding algorithm for convolutional codes is presented. Section IV contains an investigation of the effects of finite decoding depth l?. By invoking results from the theory of products of random matrices, it is demonstrated that the error due to finite F is negligible for sufficiently large l?. The efficacy of the algorithm is shown through simulation, and an adaptive scheme is developed to keep the decoding depth close to the minimum required for reliable operation. In Section V, the following issues are discussed: i) the problem of range overflow in implementations and ii) comparison of the results of the proposed algorithm and the results of the approximations given in [21] . In Section VI conclusions are drawn. 
selects a codeword y = (yu, ~1,. . . , yr-1) that maximizes the i=o i=O likelihood function p[r]g]. For a memoryless channel we have Equation (7) represents the quantity to be maximized over l-1 all codewords y. Since the first two terms are independent of
(1) y, let the metric pp be 
i=O i=O pp is the ML metric for GSDD with the generalized soft For a binary AWGN channel in which the transmitted bits yi input P. A decoded codeword y maximizes the pp among take values from {+l, -l}, (2) (3) i=O An ideal inner decoder provides a soft output, i.e., the probability P,., to the outer decoder. The decoding based on such information is referred to as generalized soft decision decoding (GSDD) in the rest of the paper. The ML metric for GSDD can be formulated as follows.
Assume that the source draws its symbols from a finite signal set U = {'zLo,u~,..., ~~-1). The input to the decoder is a vector-valued sequence P = (PO, PI, . , Pl-1) where
and pi is the probability PC that the decision uk is correct at time i. The MAP generalized soft decision decoder chooses a codeword y that maximizes the a posteriori probability P [ylP] . By assuming equally probable codewords, the MAP problem is equivalent to maximizing the likelihood function p [Ply] .
Let the soft decisioned output (SDO) channel be the channel whose input is y and whose output is P. If there is sufficient interleaving, the SD0 channels can be assumed memoryless; that is l-l P[plYl = ~PLpiIYil. 
The second equality in (5) follows from P[yi IPi] = r;(yi) and P[Y~] = l/q, which is satisfied if the codewords are equally likely and form a linear subspace over GF (4) with no coordinate being always zero. Equations (4) and (5) combine to show (9) where r is the received sequence, y is the sequence of transmitted bits taking values from U = { -1, +l}, and n is a sequence of independent Gaussian random variables with variance oz. The soft output is
=&a PM
From (3) and (8) b+
where C is a constant with respect to y. Thus pr(y) and pr (y) are equivalent. One can easily extend this result to cases of multilevel (such as PAM) and multidimensional (such as QAM) signaling.
Binary Channels: For a binary channel where U = { $1, -11 7ri(+l) = 1 -7r;(-1).
The soft input P; = [rr;(+l), 7r;(-1)] can be equivalently represented by the pair [u;, Pe(i)], where ui is a hard decision and P,(i) is the probability of decision error, namely, P,(i) = 1 -r;(ui). For a codeword g, define the index set I(y) = {ilui = y;}, (8) becomes
where the sequence subscript (j) denotes the truncation of that sequence at time j, e.g., u(j) = (uu,ul, . . ;uj-l) . Equation (15) is the basis for modified symbol-by-symbol MAP decoding. An algorithm is now derived for evaluating (15). This algorithm is similar to the one in [9] but requires slightly less computational effort. (13) By the definition of the SD0 channel, we have which is the optimal ML metric proposed in [2] . Again the two metrics are equivalent as shown through (13).
III. COMPUTATION OF THE SOFT OUTPUT
We restrict the following discussion to rate-l/n. convolutional codes to preserve clarity. Generalizations to rate-k/n codes are straightforward. Let the compound channel for a rate-l/n code be defined as the cascade of a rate-l/n convolutional encoder and a memoryless channel. The input to the compound channel is an information sequence '11 = (UO,Ul,~~~, ul-1); the output from the channel is the received sequence T = (~0~~1,. . ,T--1) with pi = (G, o, Ti, l, . . . , Ti, ). The encoder output forms a set of intermediate values of the form Y = (yo, yr, . . , ylpl) with Y; = (Yi,o, Yi,l, . . , Yi,n-1 ). Let the encoder have M memory elements. The encoder state s; at time i is the integer in the range 0 5 si 5 2" -1 that has the binary representation t&M . ' ' u;-1 (-1 is treated as a binary 0). Then the encoder output y; is a deterministic function of the encoder states at times i and i + 1:~; = y(s;,si+i).
Let Lr be the set of all possible information sequences (or paths-the two terms will be used interchangeably), of length 1. It is assumed that all information sequences are equally probable. For any given coordinate i, & can be partitioned into L1-1 and Li, where Lil consists of all paths with ui = -1 and Li consists of all paths with ui = 1. It follows that
UELl UELl
The evaluation of (14) requires the reception of the entire sequence before any output is available. For a semi-infinite data stream (i.e., 1 --+ oo), a practical decoder must output the result with a finite delay I' (I is called decoding depth in the VA). If I is large enough, one can reasonably expect that VOL. 42, NO. 2, MARCH 1996 The denominator of (16) can then be rewritten as
y,+qEL,+r j=o Let U; to be the set of all paths u(;) that cause the encoder to terminate at state s. Let
By the definition of encoder state, it can be shown that for
Define Xi = [xg,xi,...,xf"-l]T. Equation (18) thus defines a 2" x 2" matrix A;,1 such that Xi+l = A,,lX;.
The matrix A;,1 has nonzero entries only on columns k and k + 2"-1 and rows 2k and 2k + 1. For m > 0 we define the transfer matrix A;,, recursively by 
U(t+r) EL+r
For the numerator of (15) we note that the states si+l of all paths in L;' are even and the states s;+~ of all paths in Li are odd. If we decompose the vector X;+r = ai+l +/Ii+l with (1f$ = A?" %+r, a!::,' = 0, k = 0, 1, . . . , 2"-1 -1 then 7r;(-1) M eTA;+i,rw+l eTk+r+l
The procedure we just described is similar to the algorithm used in [7] , [9] for obtaining the a posteriori probabilities. The matrix and vector multiplications are basic steps whose complexity is on the order of that of an add-compare-select (ACS) operation over all states. This statement neglects the fact that addition is the only operation in the ACS unit while the above algorithm contains both additions and multiplications. The estimation of the soft outputs for each bit requires I? + 1 basic steps. On the other hand, the VA only requires one ACS operation over all states for each bit, so the softoutput decoder has a computational complexity I? + 1 times that of the VA, the price paid for getting additional reliability information from the decoder. A few more basic steps can be saved by noting that the states Si+M of the paths in Lil satisfy 0 5 si+M 5 2"-1 -1 and the states Si+M of the paths in Lt satisfy 2"-l 5 a;+&, 5 2" -1. The decomposition can thus be performed at time i+n/ir-1:&+,=&+,+~i+~
and (22) can be rewritten as
This eliminates M -1 of the original l? + 1 basic steps.
To estimate the soft output by the above procedure, the entries in transfer matrices A;+j,l, j = M, M + 1, . . . , r must be stored. To save memory, one may instead store the received sequence (T;+M--1, T;+M, . . . , ~i+r), and regenerate the transfer matrices on-line, which demands higher computational capacity. The following proposed algorithm requires less memory and does not require extra computation.
Start the recursion at 1 = 0: 
During each recursion, the algorithm takes in the received sample ~1 and forms the elements of transfer matrix Al,l, which is only used in the current recursion. Most of the memory is used to hold the intermediate results Sl-m, m = O,l, ... , I -M, which requires (I -A4 + 1)2" memory units. The algorithm outputs delayed soft outputs rl-r(ui) from SI-,+,, which, after I' -M + 1 recursions from time l-I + M, actually contains Ar-r+M,r-MSl-r+M, as shown in (23) and (24).
The above algorithm can be easily combined with the conventional Viterbi decoder so that the decoder can output the decoded bit cl-r at time 1 and the probability of decision error P, = 1 -7r-r(ci) at the same time. Moreover, the algorithm can be made parallel by parallelizing (27).
IV. EFFECTS OF FINITE DECODING DEPTH
Practical decoders must have a finite decoding delay. Finite decoding delay will in general cause additional decoding errors, since the decoder does not utilize the received information beyond the decoding depth. It is well known that the probability of truncation errors in Viterbi decoding is negligible if the decoding depth l?v = (5 N 1O)M [32], [33] . Similarly, for soft output decoders, finite decoding depth I? causes estimation error for P,. In this section the effects and proper choice of I? are studied.
A. The Theory of Products of Random Matrices
The theory of products of random matrices (PRM) focuses on the asymptotic properties of the products of independent and identically distributed (i.i.d.) random matrices [34] . PRM theory has been shown to have applications in statistical physics and chaotic dynamic systems. Bougerol and Lacroix [34] and Crisanti et al. [35] have written excellent summaries of the subject. It is shown here that the soft-output decoding problem can be productively examined within the context of PRM theory. The following is an extremely brief overview of PRM theory.
LetX1,X2; . be a sequence of i.i.d. dx d random matrices, and let So = 1d,S1 = X1,...,Sn = X,.,.X,.
For the trivial case of d = 1, Xi > 0, the law of large numbers can be used to show that Jl, f In S, = E{ln X} as. (almost surely)
and that the quantity (Ins, -nE{lnX})/fi converges in distribution to a zero-mean Gaussian variable. Under certain conditions (to be described momentarily) the following can be shown.
Result 3: y1 > 72. Result 4: The directions of the rows in S, converges to the direction of a random vector z E rd. Moreover, the convergence is exponentially fast, i.e., it is bounded by ,-(rlrdn+4n)~ The direction of a vector x is defined as x/ IIxI I. Result 4 shows that as n + 00, the rank of S, approaches 1. For large n it follows that STl = 0,z T (33) where 0, E rd satisfies 0, = &an-i.
Result 3 guarantees exponential rate convergence. The necessary and sufficient conditions for y1 > 72 are strong irreducibility and contraction on the entire set M of random matrices under consideration. M is strongly irreducible if there does not exist a finite family of proper linear subspaces v,, . . . , Vj of rd such that A(Vl U . . . U Vj) = VI U . . U vk for any A E M. M is contracting if there exists a sequence A, in M such that A,/(IA,I( converges to a rank one matrix (see [34, Definitions 111.2.1. and III. 1.31). Strong irreducibility eliminates degenerate probability distributions on the ranges of random matrices in M, i.e., there are no nonzero probability measures for proper subspaces of rd. Contraction, on the other hand, provides possible avenues through which convergence towards a rank-one matrix can occur.
For example
is neither strongly irreducible nor contracting. It is often difficult in practice to verify the strong irreducibility and contracting conditions for a given set of matrices [34] . A straightforward alternative is to compute y1 and yz using numerical methods (e.g., see [35] ). This verifies convergence while obviating the need for a great deal of analysis. 
Let the index i be fixed. If the all-zero information sequence is sent, then the sequence {Ai+j,l}yE1 is i.i.d., since each nonzero entry a:$ 1 in Ai+j,l is p[l-;+j(y(t, s)] and the probability distributions of the random vectors ~;+j are simply specified by the independent noise samples from the channel. Applying Result 4, A; Equation (36) gives a compact expression for 7ri( -1) in terms of the limiting vector z. Two observations can be made here: i) z depends only upon the future received samples Ti+l, Ti+2, "' and so is independent of the vectors cy;+l and xi+1 which are obtained immediately after the receipt of ri. 7ri (-1) is then completely specified by the inner products of the "current" vectors (Y;+~, Xi+i and a "future vector" z. ii) ~i( -1) continuously depends upon the products of a sequence of i.i.d. random matrices. By Result 4, if yi > 72, the approximation error of 7r;( -1) by (22) goes to zero exponentially fast as l? increases.
For arbitrary information sequences, either the condition of identical distribution or the condition of independence will not be satisfied depending on whether the information sequence is treated as known or as random. However the above analysis still applies provided that the information sequence does not affect the convergence property significantly, which is a reasonable assumption. On the other hand, random matrices generated by an arbitrary information sequence can be approximated as i.i.d., and the simulation results in Section IV-C show that this approximation works pretty well. (35), the weights wj = l/yj; for the LSE, wj = 1; and the MCE corresponds to a limiting case in which w~j = yj" with m + 00.
The required decoding depth l? is a function of the desired accuracy. In the simulation study that follows, an estimate Ic is made for 7ri( -1) using the techniques developed above. I is then selected to be the smallest number m such that Ik(m) -7r;(-1)1 <t for all m > r for some small E > 0. In the results that follow, r-i, IO and roe denote the decoding depths obtained using the estimate of ~i( -1) in (35), the LSE estimate and the MCE estimate, respectively. The subscripts denote the ways in which the weights are chosen in the weighted LSE by these estimates. The convolutional codes used in the simulation are the rate-l/Z, K = 3 code with octal code generators (5,7) and the rate-l/2, K = 7 code with octal code generators (554,744).
C. Simulation Results
The simulations used an AWGN channel model (the AWGN version of the algorithm and its implementation are discussed in Section V-A). The channel SNR is defined as Eb/No, where Eb is the signal energy per information bit and NO is onesided power spetral density of the noise. For each channel SNR value, the decoder computed l? for 10000 consecutive information bits using the three estimation techniques. The statistics for each l? are shown in Tables I and II. ~i(-1) was computed using a decoding depth of 255. In most cases, the numerical values of 7ri (-1) remain unchanged within the range of double precision format at such a decoding depth and were thus assumed to be exact. E was set at 0.001.
In the tables, STD is the standard deviation for the estimate of r, while MM is the "modified mean"-the average number of recursions taken by the modified algorithm in Section III to reach the accuracy specified by E. The results show that the rate of convergence increases with increasing SNR.
The decoding depths in the two tables provide a measure of the performance of the three estimation techniques for 7ri( -1). The smaller the decoding depth, the more rapidly the technique provided an accurate estimate of z;( -1). The simulation shows that the MCE estimate in general provides TABLE  II the best performance, followed by the LSE estimate and the estimate by (35).
The most important information that the simulation reveals is the computational complexity of the soft-output decoding algorithm. In Section III is was shown that the soft-output decoding algorithm has computational complexity l? + 1 times that of the VA. This factor, on average, as seen from Tables I  and II , is a single digit for most of the simulated SNR range, and goes to 1 rapidly as SNR increases. Note that for rate-l/2 codes, the theoretical limit of SNR for reliable transmission on binary AWGN channels is 0.2 dB [21] . In fact, the coding gains of both codes become positive only when Eb/No > 1 dB. Thus the SNR's for which I was prohibitive in the simulations are not in the valid operating region.
The rate of convergence is governed by the difference of the Lyapunov components yi and 72. Fig. 1 plots yi -72 versus channel SNR using a numerical algorithm in [35] . The difference increases with increasing SNR, which is consistent with the results in Tables I and II. Note that the results from the all-zero information sequence and the results from random information sequences are almost identical. This supports the assumptions that the convergence property does not depend on the information sequences and that the random matrices generated by random information sequences can be approximately treated as i.i.d.. ON INFORMATION THEORY, VOL. 42, NO. 2, MARCH 1996 Fig. 2. An example of the false-stop phenomenon.
D. An Adaptive Scheme for Choosing the Decoding Depth
The simulation results were evaluated using an exact value for x;( -1). This exact value is, of course, not available to an operational decoder in real time. An adaptive decoding depth algorithm must have another means for evaluating the quality of the estimates. One approach is to examine two consecutive estimates k(m) and k(m + 1). If they are sufficiently close, then the corresponding information symbol and reliability estimate are output. This approach suffers false stops, especially for high SNR's: a specific estimate, it is observed, often remains unchanged for several iterations during the process of convergence. The values at which the estimate temporarily stays are in general not close to the limit of convergence. This phenomenon is illustrated in Fig. 2 .
The simulations show that the agreement of three estimates, Ic-i (m), 120(m), and Ic, (m) are a very good indication that the estimates are good. Since they are obtained by different optimization criteria, their behaviors are generally different until they converge to their common limit. In particular, the differences among the estimates are large before they get close enough to 7ri (-1). This leads to a scheme where the maximum difference among the estimates is used as a stopping criterion. This scheme adaptively adjusts the decoding depth, and is thus adaptive to the SNR of the channel.
With the above adaptive scheme, the average decoding depths of the soft-output decoder are kept very close to the values in Tables I and II . The difference is less than 2 and goes to zero with the increasing SNR as well. The decoder buffer, however, must still be prepared to deal with the largest possible decoding depths.
V. FURTHER DISCUSSIONS A. Range Over-ow and Scaling
The computation of the soft output requires the summation of P[T~ ]yl] on many paths. The behavior of the numerical results depends on the elements in A~,J or the function p[rl ] yJ. If, for most 1, the elements of Ai,1 are large, the numerator and the denominator in (35) will eventually overflow in any practical digital implementation. If the elements of Al,1 are small, underflow is likely to occur.
Since multiplying or dividing both numerator and denominator by a constant does not alter the result, overflow (underflow, resp.) can be prevented by normalizing the maximum (minimum, resp.) component of X to 1.
We now show that the need for choosing the maximum or the minimum component can be eliminated and thus present a very simple and efficient scaling scheme. The AWGN channel has been selected for this development for the sake of simplicity, but the result applies to general probability functions p[rl I yJ.
Let No/2 be the double-sided power spectral density of the noise and let E, be the transmitted bit energy. Then To minimize notational complexity, we substitute Q [ri, y;] for p[r; ] yi] in the definition of transfer matrix Ai,,. The properties i)-iii) remain unchanged. The exponential in Q(r,, yi) makes it very prone to overflow. It was observed in simulations that it takes about 100 recursions for the components in Xl to go beyond the range of double precision.
We first recall a useful property of the trellis diagram.
Lemma: There is a unique path from sl = s to Sl+M = t. Note that the summation in the above equation is positive if I -M 2 0. It follows that l/e: < J$/Xy < e: for all O<L,m<2"-1. q The proof of the theorem can be extended for a more general probability function p [~i Iv;] . It should also be noted from the proof that the bound to the ratio of any two components in Xi depends only on ?-i-M, . . . , ~-1. This nice feature limits the scope of the adverse effect by the "bad" received samples: such samples cause Xl to have more diversely distributed components. This effect vanishes after at most M time units.
The theorem implies that any component of Xl+1 can be used for resealing in the modified algorithm, so the question of choosing a maximum or minimum component is moot. The scaling process can be further simplified by eliminating the divisions in scaling. For example, if A:+, is chosen as a scaling reference and it has a floating-point representation f x 2" with 0 < f < 1, then 2" can be used as the scaling factor, so the scaling only involves shift operations or additions in exponents.
B. Comparison with Previous Work
In the SOVA proposed by Hagenauer et al., the decoder outputs a VA decision 6; and the probability of decision error P, = Prob [&i # u;] . The likelihood ratio L = In [ (1 -P,)/P,] is then computed and sent to the outer decoder [2], [21] . In deriving the likelihood ratio, P, is approximated by P, M Pe = 1 + ;&in (43) where Amin is defined as follows. At the time ifr, the decoder outputs the bit Cfi; in the surviving path. If we trace back along the surviving path, we have r discarded paths. Let Aj to be the metric difference of discarded path j and the surviving path if the bits at time i in the two paths disagree. Set Aj = cc if they agree. Then we define Amin = min {A,, . . . , Ar}. If Amin is very small, p, will be close to 0.5. This approximation has an intuitive appeal, since whenever the metrics of two merging paths get close, the decision is essentially random. However, - the approximation neglects the fact that many not-so-random decisions may also lead to unreliable estimates. Each decision along the decoding depth adds some uncertainty to the decoded bit. It is thus expected that the estimate underestimates P,. This is suggested in (43), for pe can never exceed 0.5. Using P, = 1 -ri(&), simulations were conducted to compare Fe to P, in order to characterize the accuracy of (43). A rate-l/2, K = 3 code with octal code generators (5,7) was used. Fig. 3 compares ik to P, for 50000 consecutive bits at SNR = 2 dB. It is clear that pk < P, for a majority of the bits.
The SOVA works, by definition, in connection with the VA. P, is usually below 10P2, and once the VA makes an incorrect decision, P, is likely to exceed 10-l. Of course, there are occasions where P, is high for a correct decision (a false alarm), and low for an incorrect decision (a miss). Nonetheless, the averages of ?e and P, for an incorrect decision by the VA can be used as a measure of accuracy for Fe. Table III shows the results obtained from an information sequence of length 107. It can be seen that the average error decreases with increasing SNR. The error for each individual estimate @e may still be high, as indicated in Fig. 3 .
The results reflect the optimistic nature of Fe. It is also seen that the approximation is increasingly inaccurate for decreasing SNR. This coincides with the intuition that at large SNR one is not likely to have more than one very small A>. ON INFORMATION THEORY, VOL. 42, NO. 2, MARCH 1996 (a) 0.8 , 1 0.6 F------------------t------------------(b) It is interesting to observe that even at low SNR's, where $e has large dwiations from P,, their time-domain sequences achieves the best possible performance. The coding gain of the modified MAP algorithm over the SOVA is 0.23 dB at have surprisingly similar patterns. Fig. 4 shows plots of P, bit-error rate of lo-', and is 0.42 dB at bit-error rate of 10d7. and pe of length 200.
It increases very slowly with increasing SNR. We also conducted simulations for performance comparison of the SOVA and the modified MAP algorithm in a concatenated system. Both the inner code and the outer code are the rate-l/2, K = 3 convolutional code with code generators (5,7). The size of the block interleaver between the inner code and the outer code is 64 bits x 64 bits. The modified MAP algorithm outputs the estimate of X/T~ (-1) when the maximum difference among the three estimates in Section IV is less than 0.001. The channel used in the simulation is AWGN. Simulation results are plotted in Fig. 5 .
VI. CONCLUSIONS
This paper investigated the generation of reliability information by decoding algorithms for convolutional codes. In the course of the presentation, an ML metric for generalized soft decision decoding was developed. The metrics for GSDD include ML metrics on AWGN and binary channels as its special cases. Fig. 5 shows that the SOVA provides considerable coding It was shown that GSDD depends on practical decoders gain over the HDD by the outer decoder. The modified MAP that can output soft decisions in terms of the probability of a algorithm provides additional coding gain over the SOVA, and correct hard decision. Such decoders can be realized using the 8 MAP algorithm. A modified MAP algorithm was discussed that further reduces the complexity of the decoder.
Several practical concerns were also addressed. Decoders for convolutional codes must have finite decoding depth I'. The error subsequently introduced into the soft output was shown to be exponentially decreasing with l?. Decoding depths that provide negligible truncation error for soft-output decoders were determined for two convolutional codes through simulations. The average decoding depth is directly related to the computational complexity of the soft-output decoder. Since the average depth was shown to be small for the codes under consideration, the added complexity in obtaining the soft output is not inordinate. Based on several estimation techniques, an adaptive scheme for determining I? was proposed to keep the decoder at optimal decoding depth and adaptive to changing channel conditions.
Range overflow was shown to be highly probable in soft output decoders. An efficient scaling scheme was established to eliminate the problem.
Finally, it was shown that the approximate soft output in [2], [21] was optimistic, but increasingly accurate for increasing SNR. It was also shown that the modified MAP algorithm brings further performance improvement in concatenated systems.
