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ON A NONLINEAR BEAM EQUATION
DAVID RASKE
Abstract. In this paper we prove large-time existence and uniqueness of high
regularity solutions to some initial/boundary value problems involving a non-
linear hyperbolic partial differential equation. These sorts of problems arise
naturally in the study of vibrations in beams that are hinged at both ends.
The method used to prove large-time existence is the Galerkin approximation
method.
1. Introduction
First let us consider the static problem for a slender beam that is hinged at
both ends. Let a and b be two positive real numbers with a < b, and let Ω be the
open interval (a, b). Let u = u(x), x ∈ Ω, denote the deflection of a slender beam
(measured downwards) that resists both bending and stretching. Suppose as well
that the beam is subject to an external force h = h(x). Since the beam is hinged
at both ends, we furthermore assume that uxx(a) = uxx(b) = 0. In anticipation of
developments to follow we also assume that u(a) = u(b) = 0. Then we have that
the potential energy of the beam is
P =
∫
Ω
(
σ
2
(uxx)
2
(1 + (ux)2)3
√
1 + (ux)2) dx
+
γ
2
(
∫
Ω
(
√
1 + (ux)2 − 1) dx)
2
−
∫
Ω
Wudx−
∫
Ω
hu dx.
(1.1)
Here σ is the flexural rigidty of the beam; γ is the elastic constant of the beam;
and W is the constant weight per unit length of the beam that pushes the beam
down. (See [2] for a derivation of the first two terms above.) This potential energy
is complicated and hence the associated static problem is difficult to study. In
particular the first term is neither convex nor coercive in any function space that
one is likely to use. But if we can assume that both |ux| and |uxx| are small, we
can use an argument from [2] to approximate the above with
(1.2) P =
∫
Ω
(
σ
2
(uxx)
2 −Wu− hu) dx,
Now suppose that the beam is imbedded in an elastic medium. If the medium
exerts a force F2 = F2(u) on the beam, we have that
(1.3) P =
∫
Ω
(
σ
2
(uxx)
2 + f2(u)−Wu− hu) dx,
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where f2(0) = 0 and
df2
du
= F2. If f2 is convex and
(1.4)
df2
du
|u=0 = 0,
then we can use the direct method of the calculus of variations to obtain a solution
of the boundary value problem
σuxxxx + F2(u) = f,
u(a) = 0 = u(b),
uxx(a) = 0 = uxx(b).
(1.5)
Here f =W + h.
Now suppose we are interested in the dynamics of a slender beam that is hinged
on both ends. We will now suppose that f is a function of t as well. The kinetic
energy, as usual, will take the form
(1.6) K =
∫
Ω
m
2
u2t dx.
Here m is the mass density function. We will assume in all that follows that m
is constant on Ω. Now, invoking the principle of least action we obtain the Euler-
Lagrange equation,
(1.7) mutt + σuxxxx + F2(u) = f.
Now, if we want to include the effects of internal friction in our model of a hinged
beam, we write
(1.8) mutt + σuxxxx + F1(ut) + F2(u) = f,
where F1 is an increasing odd function from R into R. Equations of this form arise
in the study of vibrations in a suspension bridge. An example of one that has been
extensively studied is
(1.9) utt + δut + σuxxxx + ku
+ =W + f(x, t),
where u is the deflection of the beam (measured downwards); δ is the damping
coefficient; σ is a physical constant; k is the spring constant for the nonlinear
springs that hold up the bridge; W is the weight per unit length of the deck; and
f is an external forcing term. (See Chapter 1 of [6] and references therein for more
on this equation when δ = 0.)
Suppose we are interested in the initial/boundary value problem associated with
(1.8). The natural boundary conditions used when studying (1.9) are
u(a, t) = u(b, t) = 0 for all t ∈ (0, T ],
uxx(a, t) = uxx(b, t) = 0 for all t ∈ (0, T ].
(1.10)
We will use these conditions for the remainder of the paper, for they are in some
sense the easiest boundary conditions to use for a fourth order hyperbolic equa-
tion, and the author wants to place emphasis on the difficulties produced by the
nonlinearities in the equation.
Now, since we are interested in studying a problem that possesses a unique
solution we must also include initial conditions. Since we want solutions with a
high amount of regularity we need the initial conditions to be compatible with the
boundary conditions. This motivates the following. Let H2∗ (Ω) be the intersection
of H10 (Ω) with H
2(Ω). Let H4∗ (Ω) be the elements of H
4(Ω) that vanish on the
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boundary and whose second-order spatial derivatives vanish on the boundary. Now
we can write our initial conditions
u(x, 0) = u0(x) for all x ∈ (a, b),
ut(x, 0) = u1(x) for all x ∈ (a, b),
(1.11)
where u0 ∈ H
4
∗ (Ω) and u1 ∈ H
2
∗ (Ω).
The goal of this paper is to establish large-time existence and uniqueness of high
regularity solutions to the initial/boundary value problem, (1.8), (1.10), and (1.11).
We will choose the Galerkin method to prove this because of this problem’s simi-
larity to the one investigated in [4], where the Galerkin method is employed, and
because the Galerkin method can sometimes be used to establish numerical pro-
cedures for approximating solutions to initial/boundary value problems involving
partial differential equations.
Before we state the main result of the paper, we need to define some quantities.
We will endow H2∗ (Ω) with the inner-product
(u, v)H2
∗
=
∫
Ω
uxxvxx dx,
and endow H4∗ (Ω) with the inner-product
(u, v)H4
∗
=
∫
Ω
uxxxxvxxxx dx.
We will see later that these inner-products make H2∗ (Ω) and H
4
∗ (Ω) Hilbert spaces.
We will also say that a function u is a high regularity solution of the initial/boundary
problem (1.8), (1.10), and (1.11) if (a) u belongs to
L∞(0, T ;H4∗(Ω)),
W 1,∞(0, T ;H2∗(Ω)),
and
W 2,∞(0, T ;L2(Ω));
(b) u satisfies (1.10) and (1.11); and (c) u satisfies the equation
(1.12) (mu′′(t), v)L2 + (σu(t), v)H2
∗
+ (F1(u
′(t)), v)L2 + (F2(u(t)), v)L2 = (f, v)L2
for all v ∈ H2∗ (Ω) and for a.e. t ∈ (0, T ). (Here (·, ·)L2 is the standard inner-
product on L2(Ω).) Note that (1.11) makes sense since u ∈ C([0, T ];H2∗(Ω)) and
ut ∈ C([0, T ];L
2(Ω)).
We can now state the main result of the paper.
Theorem 1.1. Let a and b be two real numbers, with a < b. Let T be a positive
real number. Let Ω be the open interval (a, b). Let f be a C1 map from [0, T ] into
L2(Ω). Let F1 be a nondecreasing C
1 function from R into R, with F1(0) = 0. Let
f2 be a C
2 function from R into R such that there exists a non-positive real number
c such that f2(x) ≥ c for all x ∈ R. Let F2 be the derivative of f2. Furthermore, let
u0 be an element of H
4
∗ (Ω) and let u1 be an element of H
2
∗ (Ω). Then there exists a
unique high regularity solution of the initial/boundary value problem (1.8), (1.10),
and (1.11) with m = 1 and σ = 1.
An immediate consequence of the above theorem is the following
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Corollary 1.2. Let a and b be two real numbers, with a < b. Let T , m, and σ
be three positive real numbers. Let Ω be the open interval (a, b). Let f be a C1
map from [0, T ] into L2(Ω). Let F1 be a nondecreasing C
1 function R into R, with
F1(0) = 0. Let f2 be a C
2 function from R into R such that there exists a non-
positive real number c such that f2(x) ≥ c for all x ∈ R. Let F2 be the derivative
of f2. Furthermore, let u0 be an element of H
4
∗ (Ω) and let u1 be an element of
H2∗ (Ω). Then there exists a unique high regularity solution of the initial/boundary
value problem (1.8), (1.10), and (1.11).
The main difficulty in proving Theorem 1.1 is that weak convergence inside
a nonlinear function is problematic. We bypass this problem in this paper by
improving the uniform bounds on the Galerkin sequence so that the convergence is
strong enough to overcome the problem of weak convergence inside of a nonlinear
function. This is accomplished by differentiating the equation that the Galerkin
sequence satisfies and then employing the structural assumptions on the equation
to improve the bounds obtained via methods used in [4]. This strategy is borrowed
from the regularity theory for linear hyperbolic equations as is presented in section
7.2 of [3]. This strategy is also the source of the difference between the requirements
on F1 and F2. The condition on F2 is weaker because in (1.8) we view F2 as a
function of u while we view F1 as a function of ut. This is significant because it is
much easier to obtain the bounds needed for the approximation sequence for u than
it is for ut. It is good to note here that the requirement made on F2 makes it more
general than those that typically arise from physical problems. We keep it here,
though, for the author believes that it will still be of interest to those interested in
nonlinear hyperbolic equations.
Let us now note that the above results should hold for a wide variety of uniformly
elliptic differential operators, boundary conditions, and domains. We restrict our
attention here to the bi-Laplacian on a bounded open interval, augmented with ho-
mogeneous Navier boundary conditions, because the author is interested in bending
phenomena, and because a treatment of more general cases would distract atten-
tion from the importance of our conditions on F1 and F2. The use of the small
|ux| and |uxx| assumptions is not accidental, for the bending energy and stretching
energy functionals become very difficult to deal with when we do not employ these
assumptions.
Now, let us turn our attention to the biggest restriction used in this paper,
namely, the assumption that the domain is one-dimensional. The real requirement
is that the solution-paths should live in a Hilbert space that imbeds continuously
into the space of continuous functions defined on the same domain. Thus, we could
have worked with a two or three dimensional domain, but beyond that the proofs
contained below will not work. In the author’s opinion this is not that bad of a
restriction, for the motivations of our paper come from physics and mechanical engi-
neering. We should note, though, that we would have to impose a one-dimensional
requirement if our model used a second order elliptic differential operator, like the
Laplacian. Thus, we could employ the methods used in this paper on nonlinear tele-
graph equations, but a treatment of membranes subject to the same forces would
probably require a non-trivial modification of the proofs contained in this paper.
Finally, we should note that the above corollary does not cover most one-
dimensional models of bridges, for F2 in those cases will not be differentiable for
all values of u. One way of overcoming this problem would be to approximate
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the non-differentiable F2 with a sequence of differentiable functions, {Gn}
∞
n=1 in a
suitable norm and then try to obtain bounds on the corresponding solutions that
are independent of n. If the reader is interested in the stability theory for the
aforementioned models of suspension bridges, the author suggests [5].
The organization of this paper is as follows. Section two consists of results and
lemmas that will be used in the proof of Theorem 1.1. Section three consists of
the proof of Theorem 1.1. It has been divided into seven steps for the sake of
readability.
2. Preliminary Material
2.1. Higher order Hilbert spaces. Let a and b be two real numbers such that
a < b. Let Ω be the open interval (a, b). Let {λi}
∞
i=1 be the set of eigenvalues for
the eigenvalue problem
−uxx = λu on Ω
u(a) = 0
u(b) = 0,
(2.1)
ordered in the usual manner. Note that all of the eigenvalues are positive. Let
{ei}
∞
i=1 be the corresponding set of eigenfunctions. We will assume that they are
normalized with respect to the L2(Ω) norm, || · ||L2 . Due to the spectral theory of
symmetric, compact operators, we can assume that ei is orthogonal with respect to
the L2(Ω) inner-product to ej if i 6= j. Note as well that all of the eigenfunctions
belong to H2∗ (Ω) and H
4
∗ (Ω). As we’ll now see we can say a lot more about {ei}
∞
i=1,
H2∗ (Ω), and H
4
∗ (Ω).
First, we need the following
Definition 2.1. Let u be a summable function on the open interval Ω. Then we
will let (u)Ω denote the average of u on Ω.
Lemma 2.2. Let a and b be two real numbers with a < b. Let Ω be the open interval
(a, b). Then (i) there exists a positive real number C such that for all u ∈ H2∗ (Ω)
we have that ||u||2H2
∗
≥ C||u||2L2 . We also have that (ii) there exists a positive real
number C such that for all u ∈ H4∗ (Ω), ||u||
2
H4
∗
≥ C||u||2L2 .
Proof. First let us prove assertion (i). Invoking the Poincare´ inequality, we have
the existence of a positive real number C such that
(2.2)
∫
Ω
(uxx)
2 dx ≥ C
∫
Ω
(ux − (ux)Ω)
2 dx
for all u ∈ H2∗ (Ω). Since u vanishes on the boundary of Ω the above inequality is
equivalent to the existence of a positive real number C such that
(2.3)
∫
Ω
(uxx)
2 dx ≥ C
∫
Ω
(ux)
2 dx
for all u ∈ H2∗ (Ω). Invoking the Poincare´ inequality again, we have the existence of
a positive real number C such that
(2.4)
∫
Ω
(ux)
2 dx ≥ C
∫
Ω
u2 dx
for all u ∈ H10 (Ω). Combining (2.3) with (2.4), we obtain assertion (i).
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Now let us prove assertion (ii). Invoking the Poincare´ inequality we have the
existence of a positive real number C such that
(2.5)
∫
Ω
(uxxxx)
2 dx ≥ C
∫
Ω
(uxxx − (uxxx)Ω)
2 dx
for all u ∈ H4∗ (Ω). Since uxx vanishes on the boundary of Ω the above inequality
is equivalent to the existence of a positive real number C such that
(2.6)
∫
Ω
(uxxxx)
2 dx ≥ C
∫
Ω
(uxxx)
2 dx
for all u ∈ H4∗ (Ω). Invoking the Poincare´ inequality again, we have the existence of
a positive real number C such that
(2.7)
∫
Ω
(uxxx)
2 dx ≥ C
∫
Ω
(uxx)
2 dx
for all u ∈ H4∗ (Ω). Combining (2.6) with (2.7) we have the existence of a positive
real number C such that
(2.8)
∫
Ω
(uxxxx)
2 dx ≥ C
∫
Ω
(uxx)
2 dx
for all u ∈ H4∗ (Ω). Recalling assertion (i), we have assertion (ii).

Remark 2.3. Due to the intermediate derivatives theorem (see Theorem 4.15 of [1]),
Lemma 2.2 implies that the H2∗ (Ω) norm is equivalent to the usual H
2(Ω) norm
provided we restrict the latter norm to the linear subspace H2∗ (Ω). Lemma 2.2 also
implies that the H4∗ (Ω) norm is equivalent to the usual H
4(Ω) norm provided that
we restrict the latter norm to the linear subspace H4∗ (Ω). In both cases we have
completeness of the respective inner product spaces.
Lemma 2.4. (i) {ei}
∞
i=1 forms an orthogonal basis for H
2
∗ (Ω), and (ii) {ei}
∞
i=1
forms a orthogonal basis for H4∗ (Ω).
Proof. First let us show that ei is orthogonal to ej if i 6= j with respect to the
H2∗ (Ω) inner product. Recalling the definition of the sequence {ei}
∞
i=1, we have
that −(ei)xx = λiei for all i ∈ N. It follows that
(ei, ej)H2
∗
= ((ei)xx, (ej)xx)L2
= λiλj(ei, ej)L2
= λiλjδij ,
where δij is the Kronecker delta. Thus we have the desired orthogonality property
for H2∗ (Ω).
We will now show that the sequence, {ei}
∞
i=1 forms a complete basis for H
2
∗ (Ω).
Towards this end it suffices to show that if there exists an element of H2∗ (Ω) such
that (u, ei)H2
∗
= 0 for all i ∈ N, then u ≡ 0. So let us suppose that there exists
a function u ∈ H2∗ (Ω) such that (u, ei)H2
∗
= 0 for all i ∈ N. Note that this is
equivalent to (uxx, (ei)xx)L2 = 0 for all i ∈ N. Recalling the definition of ei, we
can also write −λi(uxx, ei)L2 = 0 for all i ∈ N. It follows that u vanishes on the
boundary of Ω and −uxx = 0 on Ω. Calculus then gives us that u ≡ 0. The
completeness of the collection follows.
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Now let us turn our attention to the sequence {ei}
∞
i=1 with relation to the H
4
∗ (Ω)
inner-product. We will now see that this sequence is orthogonal with respect to
this inner product. First note that (ei)xxxx = λ
2
i ei for all i ∈ N. It follows that
((ei)xxxx, (ej)xxxx)L2 = λ
2
i λ
2
j(ei, ej)L2 , for all (i, j) ∈ N × N. The orthogonality of
this sequence with respect to the L2(Ω) norm then gives us our desired result.
It remains then to show that this sequence forms a complete basis for H4∗ (Ω).
Again, it suffices to show that if there exists an element u ∈ H4∗ (Ω) such that
(u, ei)H4
∗
= 0 for all i ∈ N then u ≡ 0. So let us suppose that such a function exists.
We then have (uxxxx, (ei)xxxx)L2 = 0 for all i ∈ N. This in turn allows us to write
λ2i (uxxxx, ei)L2 = 0 for all i ∈ N. It follows that u and uxx vanish on the boundary
of Ω and uxxxx = 0 on Ω. From this we can conclude that u ≡ 0. The completeness
of {ei}
∞
i=1 follows.

2.2. Spaces involving time.
Lemma 2.5. Let X be a connected, compact topological space. Let {uk}
∞
k=1 be
a sequence of continuous functions from X into R. Let F be a continuous func-
tion from R into R. Suppose that there exists a positive real number C such that
||uk||C(X) ≤ C for all k ≥ 1. Then there exists a positive real number D such that
||F (uk)||C(X) ≤ D for all k ≥ 1.
Proof. Let C be a positive real number such that ||uk||C(X) ≤ C for all k ≥ 1. Fix
k ∈ Z. Then there exists a positive real number D that can be chosen independent
of k such that
||F (uk)||C(X) = max
z∈[min of uk on X,max of uk on X]
|F (z)|
≤ max
z∈[−||uk||C(X),||uk||C(X)]
|F (z)|
≤ max
z∈[−C,C]
|F (z)|
≤ D,
(2.9)
for all k ≥ 1. The lemma follows. 
Remark 2.6. Let T be a positive real number, and let X be a compact topological
space. Let {uk}
∞
k=1 be a sequence of elements of C([0, T ];C(X)). Then the elements
of this sequence are also elements of C(X× [0, T ]). Furthermore, the property that
{uk}
∞
i=1 is bounded with respect to the C([0, T ];C(X)) norm is equivalent to the
property that {uk}
∞
k=1 is bounded with respect to the C(X × [0, T ]) norm.
Another result that will be useful in the next section of this paper is the following
Lemma 2.7. Let F be a C1 function from R into R, and let a and b be two positive
real numbers such that a < b. Let Ω be the open interval (a, b), and let {uk}
∞
k=1 be a
bounded sequence of elements of C([0, T ];C(Ω)). Suppose as well that this sequence
converges with respect to the C([0, T ];L2(Ω)) norm to a function u as k →∞. Then
we have F (uk(t))→ F (u(t)) with respect to the C([0, T ];L
2(Ω)) norm as k →∞.
Proof. Recalling Remark 2.6, we put
(2.10) M := sup
k∈N
||uk||C(Ω×[0,T ]) <∞.
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On the other hand, we know that F is a C1 function, and in particular it is locally
Lipschitz continuous. Hence there exists a positive real number LF such that
(2.11) |F (s1)− F (s2)| ≤ LF |s1 − s2| for any s1, s2 ∈ [−M,M ].
We can now combine uk → u in C([0, T ];L
2(Ω)) with (2.10) and (2.11) to see that
for all k ∈ N,
(2.12) ||F (uk(t))− F (u(t))||L2 ≤ LF ||uk(t)− u(t)||L2 ,
for all t ∈ [0, T ], and hence
(2.13) max
t∈[0,T ]
||F (uk(t)) − F (u(t))||L2 ≤ LF max
t∈[0,T ]
||uk(t)− u(t)||L2
for all k ∈ N. Since the right hand side of the above inequality vanishes as k →∞,
we have that
(2.14) F (uk(t))→ F (u(t)) in C([0, T ];L
2(Ω))
as k→∞. 
3. Proof of Theorem 1.1
Proof. Step one. Following [4], we proceed as follows. For any k ≥ 1 let us write
Wk = span{e1, . . . , ek}, where {ei}
∞
i=1 is the set of eigenfunctions defined in section
two of this paper. Let {λi}
∞
i=1 be the set of eigenvalues defined in section two. For
any k ≥ 1 let
uk0 := Σ
k
i=1(u0, ei)L2 ei
= Σki=1
(u0, ei)H2
∗
λ2i
ei
= Σki=1
(u0, ei)H4
∗
λ4i
ei
(3.1)
Let us also write
uk1 := Σ
k
i=1(u1, ei)L2 ei
= Σki=1
(u1, ei)H2
∗
λ2i
ei.
(3.2)
It follows that uk0 → u0 in H
4
∗ (Ω) and u
k
1 → u1 in H
2
∗ (Ω) as k →∞.
The goal of this step is to establish that for any k ≥ 1 there exists a unique
solution u ∈ C3([0, T ];Wk) to the variational problem
(u′′(t), v)L2 + (u(t), v)H2
∗
+ (F1(u
′(t)), v)L2 + (F2(u(t)), v)L2 = (f(t), v)L2
u(0) = uk0 , u
′(0) = uk1 .
(3.3)
for any v ∈Wk and t ∈ (0, T ).
Towards this end, let us first define H(Ω) to be the dual space of H2∗ (Ω) and let
< ·, · > be the corresponding duality. Now, fix k ∈ N and make the ansatz
uk(t) = Σ
k
i=1g
k
i (t)ei.
Let us also write
gk(t) := (gk1 (t), ..., g
k
k(t))
T .
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We want uk to solve (3.3). It follows that vector-valued function g
k must solve
(gk(t))′′ + Λkg
k(t) + Γ1k((g
k(t))′) + Γ2k(g
k(t)) = Gk(t)
gk(0) = uk0 , (g
k)
′
(0) = uk1 .
(3.4)
for all t ∈ (0, T ). Here
Λk := diag(λ
2
1, . . . , λ
2
k),
Γik is a map from R
k into Rk for all i ∈ {1, 2} defined by
Γik(y1, . . . , yk) := ((Fi(Σ
k
j=1yjej), e1)L2 , . . . , (Fi(Σ
k
j=1yjej), ek)L2)
T ,
and
Gk(t) := ((f(t), e1)L2 , . . . , (f(t), ek)L2)
T
is a C1 map from [0, T ] into Rk.
Since Fi is a C
1 map from R into R for all i ∈ {1, 2}, it follows that Γik is a C
1
map from Rk into Rk for all i ∈ {1, 2}. This implies that (3.4) admits a unique
local solution. This, in turn, allows us to conclude that uk(t) is a local solution in
some maximal interval of continuation [0, tk), tk ∈ (0, T ], of the problem
u′′k(t) + L(uk(t)) + PkF1(u
′
k(t)) + PkF2(uk(t)) = Pkf(t) for any t ∈ [0, tk)
uk(0) = u
k
0 , u
′
k(0) = u
k
1 .
(3.5)
where Pk : L
2(Ω) → Wk is the orthogonal projection onto Wk, and where L :
H2∗ (Ω) → H(Ω) is defined by the rule < Lu, v >= (u, v)H2
∗
for any u and v in
H2∗ (Ω). It follows that we can write
(u′′k(t), ei)L2 + (uk(t), ei)H2
∗
+ (F1(u
′
k(t)), ei)L2 + (F2(uk(t)), ei)L2
= (f(t), ei)L2 ,
u(0) = uk0 , u
′(0) = uk1 .
(3.6)
for all t ∈ (0, tk) and for any i ∈ {1, 2, 3, ..., k}. An immediate consequence of the
above is that
(u′′k(t), v)L2 + (uk(t), v)H2
∗
+ (F1(u
′
k(t)), v)L2 + (F2(uk(t)), v)L2
= (f(t), v)L2 ,
u(0) = uk0 , u
′(0) = uk1 .
(3.7)
for all v ∈ Wk and t ∈ (0, tk).
Step two. The goal of this step is to obtain a uniform bound on the sequence
{uk}
∞
k=1 that is strong enough to guarantee that the ordinary differential equations
defined in step one exist on all of [0, T ]. Since u′k(t) ∈ Wk for all t ∈ [0, tk) we can
use (3.6) to show that
(u′′k(t), u
′
k(t))L2 + (uk(t), u
′
k(t))H2
∗
+ (F1(u
′
k(t)), u
′
k(t))L2+
(F2(uk(t)), u
′
k(t))L2 = (f(t), u
′
k(t))L2
(3.8)
for any t ∈ [0, tk). Now, let V : H
2
∗ (Ω)→ R be defined by the rule u→
∫
Ω f2(u)dx.
We can now write
1
2
d
dt
(u′k(t), u
′
k(t))L2 +
1
2
d
dt
(uk(t), uk(t))H2
∗
+
d
dt
V (uk(t))
+ (F1(u
′
k(t)), u
′
k(t))L2 = (f(t), u
′
k(t))L2 .
(3.9)
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for any t ∈ [0, tk). Now, invoking the hypotheses of Theorem 1.1, we see that
F1(a)a ≥ 0 for all a ∈ R and V (u) ≥ c(b− a) for all u ∈ H
2
∗ (Ω). Note as well that
(v, v)H2
∗
≥ 0 for all v ∈ H2∗ (Ω). Given these observations, we can now conclude
that for all t ∈ [0, tk)
1
2
d
dt
(u′k(t), u
′
k(t))L2 +
1
2
d
dt
(uk(t), uk(t))H2
∗
+
d
dt
(V (uk(t))− c(b− a))
≤
1
2
(f(t), f(t))L2 + (
1
2
(u′k(t), u
′
k(t))L2 +
1
2
(uk(t), uk(t))H2
∗
+ (V (uk(t))− c(b− a))
(3.10)
We can now invoke Gronwall’s inequality and the non-negativity of V (·)− c(b− a)
to conclude that for all t ∈ [0, tk)
1
2
(u′k(t), u
′
k(t))L2 +
1
2
(uk(t), uk(t))H2
∗
≤ et(
1
2
(u′k(0), u
′
k(0))L2 +
1
2
(uk(0), uk(0))H2
∗
+ (V (uk(0))− c(b− a))
+
1
2
∫ t
0
(f(s), f(s))L2 ds)
≤ eT (
1
2
(u′k(0), u
′
k(0))L2 +
1
2
(uk(0), uk(0))H2
∗
+ (V (uk(0))− c(b− a))
+
1
2
∫ T
0
(f(s), f(s))L2 ds)
≤ eT (
1
2
(uk1 , u
k
1)L2 +
1
2
(uk0 , u
k
0)H2
∗
+ (V (uk0)− c(b− a))
+
1
2
∫ T
0
(f(s), f(s))L2 ds)
(3.11)
Due to equations (3.1) and (3.2) we have that (uk1 , u
k
1)L2 ≤ (u1, u1)L2 and
(3.12) (uk0 , u
k
0)H2
∗
≤ (u0, u0)H2
∗
.
for all k ∈ N. Now recall that there exists a continuous embedding of H2∗ (Ω) into
C(Ω). We can then use (3.12) to conclude that ||uk0 ||C(Ω) is bounded with respect
to k. Invoking Lemma 2.5, we have that ||f2(u
k
0)||C(Ω) is bounded with respect to
k, and hence |V (uk0)| is bounded with respect to k. It follows that we can use (3.11)
to conclude that there exists a positive real number C such that
(u′k(t), u
′
k(t))L2 + (uk(t), uk(t))H2
∗
≤ C.
for any t ∈ [0, tk) and k ≥ 1. This uniform bound allows us to conclude that the
solution uk(t) is globally defined on [0, T ] and the sequence {uk}
∞
k=1 is bounded in
C([0, T ];H2∗(Ω)) ∩ C
1([0, T ];L2(Ω)).
Step three. The goal of this step is to improve upon the uniform bounds on
{uk}
∞
k=1 obtained in step two, Since uk ∈ C
3([0, T ];Wk);
f(t) ∈ C1([0, T ];L2(Ω));
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and Fi is a C
1 map from R into R for all i ∈ {1, 2}, we can differentiate (3.6) with
respect to time. Then, since u′′k(t) ∈Wk for all t ∈ [0, T ] we have
(u′′′k (t), u
′′
k(t))L2 + (u
′
k(t), u
′′
k(t))H2
∗
+ (
dF1
du′k
u′′k(t), u
′′
k(t))L2
+ (
dF2
duk
u′k(t), u
′′
k(t))L2 = (f
′(t), u′′k(t))L2
(3.13)
for any t ∈ [0, T ]. Since we are assuming that F1 is a nondecreasing function, we
have
dF1
du′k
≥ 0,
for all values of its argument. Thus, we have
(u′′′k (t), u
′′
k(t))L2 + (u
′
k(t), u
′′
k(t))H2
∗
+ (
dF2
duk
u′k(t), u
′′
k(t))L2
≤ (f ′(t), u′′k(t))L2
(3.14)
This, in turn, allows us to write
1
2
d
dt
(u′′k(t), u
′′
k(t))L2 +
1
2
d
dt
(u′k(t), u
′
k(t))H2
∗
≤ |(
dF2
duk
u′k(t), u
′′
k(t))L2 |+
1
2
(f ′(t), f ′(t))L2 +
1
2
(u′′k(t), u
′′
k(t))L2
(3.15)
for any t ∈ [0, T ].
In step two we showed that ||uk||C([0,T ];H2
∗
(Ω)) is bounded with respect to k. It
follows that ||uk||C([0,T ];C(Ω)) is bounded with respect to k. Applying Lemma 2.5
and Remark 2.6 to dF2
duk
, we see that ||dF2
duk
||C([0,T ];C(Ω)) is bounded with respect to
k. It follows that
1
2
d
dt
(u′′k(t), u
′′
k(t))L2 +
1
2
d
dt
(u′k(t), u
′
k(t))H2
∗
≤ C(
1
2
||u′k(t)||
2
L2 +
1
2
||u′′k(t)||
2
L2) +
1
2
||f ′(t)||2L2 +
1
2
||u′′k(t)||
2
L2
(3.16)
for any t ∈ [0, T ] and k ≥ 1 for some constant C independent of k ≥ 1 and t ∈ [0, T ].
Now recalling Lemma 2.2, we know that there exists a positive real number C
such that
(w,w)L2 ≤ C(w,w)H2
∗
for all w ∈ H2∗ (Ω). It follows that
1
2
d
dt
||u′′k(t)||
2
L2 +
1
2
d
dt
||u′k(t)||
2
H2
∗
≤ C(
1
2
||u′′k(t)||
2
L2 +
1
2
||u′k(t)||
2
H2
∗
) +
1
2
||f ′(t)||2L2 .
(3.17)
for any t ∈ [0, T ] and k ≥ 1 for some constant C independent of k ≥ 1 and t ∈ [0, T ].
Invoking Gronwall’s inequality, we see that there exists a positive real number C
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such that for all t ∈ [0, T ] and k ≥ 1
1
2
||u′′k(t)||
2
L2 +
1
2
||u′k(t)||
2
H2
∗
≤ eCt(
1
2
||u′′k(0)||
2
L2 +
1
2
||u′k(0)||
2
H2
∗
+
∫ t
0
||f ′(s)||2L2 ds)
≤ eCT (
1
2
||u′′k(0)||
2
L2 +
1
2
||uk1 ||
2
H2
∗
+
∫ T
0
||f ′(s)||2L2 ds)
≤ eCT (
1
2
||u′′k(0)||
2
L2 +
1
2
||u1||
2
H2
∗
+
∫ T
0
||f ′(s)||2L2 ds).
(3.18)
An immediate consequence of (3.18) is that there exists two positive real numbers
C1 and C2 such that for all t ∈ [0, T ] and k ≥ 1
1
2
||u′′k(t)||
2
L2 +
1
2
||u′k(t)||
2
H2
∗
≤ eC1T (C2 + (
1
2
||u′′k(0)||
2
L2)).
(3.19)
(3.19) tells us that all we need to do to obtain uniform bounds on ||u′′k(t)||L2 and
||u′k(t)||H2∗ is to show that ||u
′′
k(0)||L2 is bounded with respect to k. Towards this
end let us recall (3.5) and write
||u′′k(0)||
2
L2 = || − L(uk(0))− PkF1(u
k
1)− PkF2(u
k
0)− Pkf(0)||
2
L2
≤ 2(||L(uk(0))||
2
L2 + ||PkF1(u
k
1)||
2
L2 + ||PkF2(u
k
0)||
2
L2 + ||Pkf(0)||
2
L2),
≤ 2(||L(uk(0))||
2
L2 + ||F1(u
k
1)||
2
L2 + ||F2(u
k
0)||
2
L2 + ||f(0)||
2
L2),
≤ 2(||uk(0)||
2
H4
∗
+ ||F1(u
k
1)||
2
L2 + ||F2(u
k
0)||
2
L2 + ||f(0)||
2
L2),
≤ 2(||uk0 ||
2
H4
∗
+ ||F1(u
k
1)||
2
L2 + ||F2(u
k
0)||
2
L2 + ||f(0)||
2
L2),
≤ 2(||u0||
2
H4
∗
+ ||F1(u
k
1)||
2
L2 + ||F2(u
k
0)||
2
L2 + ||f(0)||
2
L2),
≤ C + 2||F1(u
k
1)||
2
L2 + 2||F2(u
k
0)||
2
L2 ,
(3.20)
for any k ≥ 1, where C is a positive real number that does not depend on k ≥ 1.
Here we used (3.1) to establish the next to last inequality in the above string of
inequalities. It follows that all we need to do is to show that the second and third
terms in the last line in the above string of inequalities are bounded with respect to
k. To show that this is the case, let us recall again (3.1) and (3.2). They imply that
there exists a positive real number C such that for all k ≥ 1, ||uk0 ||H4
∗
+||uk1 ||H2
∗
≤ C.
Since there exists a continuous embedding ofH4∗ (Ω) and H
2
∗ (Ω) into C(Ω), we know
that ||uk0 ||C(Ω)+ ||u
k
1 ||C(Ω) is bounded with respect to k. Then Lemma 2.5 gives us
that there exists a positive real number C such that for all k ≥ 1
(3.21) ||F 21 (u
k
1)||C(Ω) + ||F
2
2 (u
k
0)||C(Ω) ≤ C,
Combining (3.20) and (3.21), we see that there exists a positive real number C such
that for all k ≥ 1
(3.22) ||u′′k(0)||L2 ≤ C.
Recalling inequality (3.19), we can conclude that
(3.23) ||u′′k(t)||L2 + ||u
′
k(t)||H2
∗
≤ C
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for any t ∈ [0, T ] and k ≥ 1, where C is a positive real number that does not depend
on t ∈ [0, T ] or k ≥ 1.
Step four. The goal of this step is to obtain a bound on
(uk(t), uk(t))H4
∗
that is independent of t ∈ [0, T ] and k ≥ 1. Since L(uk(t)) is in Wk for all t ∈ [0, T ]
and k ≥ 1, we can invoke (3.6) and write
(3.24) (uk(t), L(uk(t)))H2
∗
= (f(t)− F1(u
′
k(t))− F2(uk(t))− u
′′
k(t), L(uk(t)))L2 ,
for all t ∈ [0, T ]. Now recall (2.1). It implies that all of the elements of the sequence
{ei}
∞
i=1 have the property that their second and fourth derivatives with respect to
x vanish on the boundary of Ω. Since uk is inWk for all t ∈ [0, T ] and for all k ∈ N,
it follows that its second and fourth derivatives with respect to x vanish on the
boundary, for all t ∈ [0, T ] and for all k ∈ N. We can now integrate by parts and
obtain the following equation:
(3.25) (uk(t), uk(t))H4
∗
= (f(t)− F1(u
′
k(t))− F2(uk(t))− u
′′
k(t), L(uk(t)))L2 ,
for all t ∈ [0, T ]. Applying the Ho¨lder inequality to the right-hand side of the above
equation, we have
(3.26) ||uk(t)||H4
∗
≤ ||f(t)− F1(u
′
k(t)) − F2(uk(t))− u
′′
k(t)||L2 ,
for all t ∈ [0, T ] and k ≥ 1. Now we can conclude that
(3.27) ||uk(t)||
2
H4
∗
≤ 2(||f(t)||2L2 + ||F1(u
′
k(t))||
2
L2 + ||F2(uk(t))||
2
L2 + ||u
′′
k(t)||
2
L2),
for all t ∈ [0, T ] and k ≥ 1.
Now recall that in steps 2 and 3 we showed that there exists a positive real
number C such that for all k ≥ 1
||uk(t)||C([0,T ];H2
∗
(Ω)) + ||u
′
k(t)||C([0,T ];H2
∗
(Ω))
+ ||u′′k(t)||C([0,T ];L2(Ω)) ≤ C
(3.28)
Since there exists a continuous embedding of H2∗ (Ω) into C(Ω), we also have that
there exists a positive real number C such that for all k ≥ 1
(3.29) ||uk(t)||C([0,T ];C(Ω)) + ||u
′
k(t)||C([0,T ];C(Ω)) + ||u
′′
k(t)||C([0,T ];L2(Ω)) ≤ C.
We can now invoke Lemma 2.5 and Remark 2.6 and see that there exists a positive
real number C such that for all k ≥ 1
||F 21 (u
′
k(t))||C([0,T ];C(Ω)) + ||F
2
2 ((uk(t))||C([0,T ];C(Ω))
+ ||u′′k(t)||C([0,T ];L2(Ω)) ≤ C.
(3.30)
Combining (3.30) with (3.27), we can conclude that there exists a positive real
number C such that for all k ≥ 1
(3.31) ||uk(t)||C([0,T ];H4
∗
(Ω)) ≤ C.
Step five. In steps 2-4 we obtained the existence of a positive real number C
such that
(3.32) ||uk||C([0,T ];H4
∗
(Ω)) + ||u
′
k||C([0,T ];H2
∗
(Ω)) + ||u
′′
k||C([0,T ];L2(Ω)). ≤ C.
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for all k ≥ 1. It follows that there exists a subsequence {ukl}
∞
l=1 of {uk}
∞
k=1 and a
function u that is in W 2,∞(0, T ;L2(Ω)), W 1,∞(0, T ;H2∗(Ω)), and L
∞(0, T ;H4∗(Ω))
such that
(a)ukl converges weakly to u with respect to the L
2(0, T ;H4∗(Ω)) norm
as l →∞.
(b)u′kl converges weakly to u
′ with respect to the L2(0, T ;H2∗(Ω)) norm
as l →∞.
(c)u′′kl converges weakly to u
′′ with respect to the L2(0, T ;L2(Ω)) norm
as l →∞.
(3.33)
A consequence of the above is that we can assume without loss of generality that
the above subsequence has the property that
(a)ukl converges to u with respect to the C([0, T ];L
2(Ω)) norm
as l →∞.
(b)u′kl converges to u
′ with respect to the C([0, T ];L2(Ω)) norm
as l →∞.
(3.34)
Let us now observe that (3.32) also implies that there exists a constant C such
that for all l ≥ 1
(3.35) ||ukl ||C([0,T ];C(Ω)) + ||u
′
kl
||C([0,T ];C(Ω)) ≤ C.
We can now combine (3.34) and (3.35) with Lemma 2.7 to obtain
(a)F1(u
′
kl
)→ F1(u
′) with respect to the C([0, T ];L2(Ω)) norm
as l →∞.
(b)F2(ukl)→ F2(u) with respect to the C([0, T ];L
2(Ω)) norm
as l →∞.
(3.36)
Step six. In this step we show that the function u(t), which is defined in step
five, is a high regularity solution of (1.8), (1.10), and (1.11) with m = 1 and σ = 1.
Proceeding as in section 7.2 of [3], we fix a positive integer N and choose a function
v ∈ C1([0, T ];H2∗(Ω) of the form
(3.37) v(t) = ΣNi=1di(t)ei,
where {di}
N
i=1 are smooth functions. We select k ≥ N , multiply (3.6) by di(t), sum
i = 1, . . . , N , and then integrate with respect to t, to discover∫ T
0
((u′′k(t), v(t))L2 + (uk(t), v(t))H2
∗
+ (F1(u
′
k(t)), v(t))L2
+ (F2(uk(t)), v(t))L2 ) dt =
∫ T
0
(f(t), v(t))L2 dt.
(3.38)
Next we set k = kl and use (3.33), (3.34), and (3.36) to see that the function u
defined in step five satisfies the following equation:∫ T
0
((u′′(t), v(t))L2 + (u(t), v(t))H2
∗
+ (F1(u
′(t)), v(t))L2+
(F2(u(t)), v(t))L2 ) dt =
∫ T
0
(f(t), v(t))L2 dt.
(3.39)
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This equation then holds for all v ∈ L2(0, T ;H2∗(Ω)), since functions of the form
(3.37) are dense in this space. This in turn allows us to conclude that u satisfies
(1.12). Finally, recalling (3.1) and (3.2), we see that uk0 → u0 with respect to
the H4∗ (Ω) norm and u
k
1 → u1 with respect to the H
2
∗ (Ω) norm. It follows that
u(0) = u0 and u
′(0) = u1. We can now conclude that u is a high regularity solution
of (1.8), (1.10), and (1.11) with m = 1 and σ = 1.
Step seven. In this step, we will show that the high regularity solution of (1.8),
(1.10), and (1.11) constructed in step five is the unique high regularity solution of
(1.8), (1.10), and (1.11). Fix t ∈ [0, T ]. Following arguments given in step six of
this paper, we see that a high regularity solution u of (1.8), (1.10), and (1.11) has
the property that
∫ t
0
((u′′(s), w(s))L2 + (u(s), w(s))H2
∗
+ (F1(u
′(s)), w(s))L2+
(F2(u(s)), w(s))L2 ) ds =
∫ t
0
(f(s), w(s))L2 ds
(3.40)
for every w ∈ L2(0, t;H2∗ (Ω)). Now, let u and v be high regularity solutions of
(1.8), (1.10), and (1.11). Then we have
∫ t
0
((u′′(s)− v′′(s), w(s))L2 + (u(s)− v(s), w(s))H2
∗
+
(F1(u
′(s))− F1(v
′(s)), w(s)))L2 + (F2(u(s))− F2(v(s)), w(s))L2 ) ds = 0,
(3.41)
for all w ∈ L2(0, t;H2∗(Ω)).
We will now show that u ≡ v. Set w = u′ − v′. Then we have∫ t
0
((u′′(s)− v′′(s), u′(s)− v′(s))L2 + (u(s)− v(s), u
′(s)− v′(s))H2
∗
+
(F1(u
′(s)) − F1(v
′(s)), u′(s)− v′(s))L2+
(F2(u(s))− F2(v(s)), u
′(s)− v′(s))L2) ds = 0,
(3.42)
Calculus then gives us
∫ t
0
(
1
2
d
ds
||u′(s)− v′(s)||2L2 +
1
2
d
ds
||u(s)− v(s)||2H2
∗
+
(F1(u
′(s))− F1(v
′(s)), u′(s)− v′(s))L2+
(F2(u(s))− F2(v(s)), u
′(s)− v′(s))L2) ds = 0.
(3.43)
Now, since F1 is a nondecreasing function, we have∫ t
0
(
1
2
d
ds
||u′(s)− v′(s)||2L2 +
1
2
d
ds
||u(s)− v(s)||2H2
∗
+
(F2(u(s))− F2(v(s)), u
′(s)− v′(s))L2) ds ≤ 0.
(3.44)
This in turn allows us to conclude that∫ t
0
(
1
2
d
ds
||u′(s)− v′(s)||2L2 +
1
2
d
ds
||u(s)− v(s)||2H2
∗
) ds
≤
1
2
∫ t
0
||F2(u(s))− F2(v(s))||
2
L2ds+
1
2
∫ t
0
||u′(s)− v′(s)||2L2 ds.
(3.45)
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An immediate consequence of the above is that
1
2
||u′(t)− v′(t)||2L2 +
1
2
||u(t)− v(t)||2H2
∗
≤
1
2
∫ t
0
||F2(u(s))− F2(v(s))||
2
L2 ds+
1
2
∫ t
0
||u′(s)− v′(s)||2L2 ds.
(3.46)
Now, recall that F2 is a C
1 function from R into R. It follows that there exists
a positive real number LF2 such that
(3.47) |F2(s1)− F2(s2)| ≤ LF2 |s1 − s2|,
for all s1, s2 ∈ [−M,M ], where M is the maximum of the elements of the set
{||u(t)||C([0,T ];C(Ω)), ||v(t)||C([0,T ];C(Ω))}.
The definition of M , on the other hand, allows us to conclude that there exists a
positive real number C such that
(3.48) ||F2(u(t))− F2(v(t))||
2
L2 ≤ C||u(t)− v(t)||
2
L2 .
for all t ∈ [0, T ]. Note that we can assume without loss of generality that C ≥ 1,
so let us assume that this is the case. We now have
1
2
||u′(t)− v′(t)||2L2 +
1
2
||u(t)− v(t)||2H2
∗
≤
∫ t
0
1
2
C||u(s)− v(s)||2L2 ds+
∫ t
0
1
2
C||u′(s)− v′(s))||2L2 ds
(3.49)
for all t ∈ [0, T ]. We can now invoke Lemma 2.2 to conclude that there exists a
positive constant C such that
(3.50) ||u(t)− v(t)||2H2
∗
≥ C||u(t)− v(t)||2L2 ,
for all t ∈ [0, T ]. Again, we can assume that C is greater than one, so let us do so.
It follows that there exists a positive constant C such that
1
2
||u′(t)− v′(t)||2L2 +
1
2
||u(t)− v(t)||2H2
∗
≤
∫ t
0
1
2
C||u′(s)− v′(s))||2L2 ds+
∫ t
0
1
2
C||u(s)− v(s)||2H2
∗
ds
(3.51)
for all t ∈ [0, T ]. We can now invoke Gronwall’s inequality to conclude that u(t) ≡
v(t) for all t ∈ [0, T ]. Uniqueness of high regularity solutions of (1.8), (1.10), and
(1.11) follows.

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