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Al manejar una instalación con un grupo de pozos de intercambio de calor (Borehole heat 
exchanger, BHE en inglés) se produce una ingente cantidad de datos. Además del tratamiento de 
esta gran cantidad de datos para su uso posterior, hay que tener en cuenta la forma de acceder a 
los mismos. En este trabajo de fin de grado o TFG se ofrecerán unas soluciones teóricas para 
entender el alcance de las nuevas tecnologías web a la hora de extraer y hacer uso de la 
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Abstract 
When managing a facility with a group of Borehole Heat Exchangers (BHE), a huge amount of 
data is produced. In addition to the treatment of this large amount of information for later use, we 
must take into account the way to access it. In this final degree project or TFG, theoretical 
solutions will be offered to understand the scope of new technologies when that way of extracting 
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Un pozo de intercambio de calor (BHE del inglés Borehole Heat Exchanger) [1] es una 
instalación geotérmica que tiene como objetivo mejorar o perfeccionar la eficiencia 
energética de los sistemas de climatización. Para lograr alcanzar un nivel de eficiencia 
óptimo hay que tener en cuenta en su diseño las posibles variables que pueden intervenir 
en dicha eficiencia. Existen diferentes métodos a la hora de determinar el valor de las 
variables que pueden afectar el diseño del sistema. 
Lo que me interesa para este trabajo de fin de grado y dónde me voy a centrar es en lo 
que se conocen como pruebas o test de respuesta térmica (Thermal Response Test o TRT 
en inglés) y también en la forma en que las nuevas tecnologías web pueden ayudarnos a 
la hora de realizar los estudios y a controlar toda la información que generan estos test o 
pruebas que hemos realizado. 
Actualmente se están realizando TRT en la Universitat Politècnica de València o UPV. Se 
trata de ensayos que consisten en introducir un líquido a una temperatura controlada en 
el intercambiador, tomando medidas de las temperaturas de entrada y de salida del 
mismo. Estos datos, junto con otros como el caudal y las propias dimensiones del pozo, 
dan como resultado los parámetros que necesitamos para obtener un modelo analítico 
del intercambiador. 
En nuestro caso, los datos obtenidos durante el ensayo son registrados por medio de un 
controlador lógico programable Siemens S7-1200 (Programmable Logic Controller o 
PLC en inglés) que se encuentra en la instalación del BHE. Este PLC está configurado 
para almacenar temporalmente en ficheros, toda la información y los datos obtenidos 
durante los ensayos, así como para controlar los parámetros de realización del ensayo. 
Los datos obtenidos durante la realización de los experimentos se almacenan para su 
posterior uso en los estudios y para realizar las comparaciones necesarias. Esto se puede 
realizar por medio de una aplicación Web y, si fuera necesario, también elaborando una 
base de datos. Con ello obtendremos una forma más cómoda para la visualización e 
interpretación de los parámetros obtenidos. 
  








Figura 1 - Localización del Test Site de la UPV 
 








Figura 3 – Detalle del armario de control con el autómata S7-1200 
 
Figura 4 - Instalación del Test Site 







Los objetivos que se plantean para este TFG son: 
 Estudiar de manera teórica algunos de los mecanismos existentes para obtener 
los datos producidos en la instalación. 
 Comprobar, usando los mecanismos anteriores, la viabilidad del acceso a esa 
información. 
 Estudiar el tiempo de respuesta de las diversas formas de obtención de datos ya 
mencionadas, por medio de múltiples accesos a diferentes cantidades de datos. 
 Evaluar con esos tiempos de respuesta, que método nos daría la seguridad y el 
mejor tiempo para usarlo en una aplicación real. 
 Comparación cualitativa de las metodologías empleadas. 
1.2. Mapa Memoria 
En la memoria de este TFG podremos encontrar en primer lugar una explicación sobre 
los conceptos básicos empleados, además de las tecnologías que he escogido para 
estudiar su aplicación en los proyectos de los TRT. En segundo lugar, procederé a 
explicar las posibles formas de extraer la información del PLC. En tercer lugar, pasaré a 
explicar, con uno o varios de los procesos anteriores, como se extrae la información; 
mostrando las pruebas que he realizado junto con sus resultados. En cuarto lugar, 
comentaré algunos de los casos de uso con los que me he encontrado y un presupuesto 
de todo el estudio realizado. Finalmente, explicaré las conclusiones que he obtenido tras 
la realización de este TFG. 
2. Estado del Arte  
 
Antes de comenzar con las diferentes formas de trabajar los datos de un TRT, quiero 
explicar algo de la terminología empleada, con el fin de que resulte más fácil comprender 
todo este proyecto, así como al ámbito de la geotermia en que me he centrado para 
realizar las pruebas.  
Para ello explicaremos algunos conceptos necesarios como son: 
 ¿Qué es la Geotermia? 
 La Geotermia a lo largo de la historia 









2.1. ¿Qué es la Geotermia? 
Podemos definir la geotermia como la forma de aprovechar los fenómenos térmicos que 
se producen en el subsuelo para la obtención de energía o la reducción del consumo de 
otras formas de energía. Su gran importancia radica en que se trata de una alternativa 
energética sostenible y altamente eficiente.  
El aprovechamiento de esta energía no es novedoso; en EEUU y en los países del norte 
de Europa estas técnicas se llevan aplicando desde hace más de 30 años de forma 
habitual y regulada. Sin embargo, en España es una desconocida para el gran público. 
2.2. La Geotermia a lo largo de la historia 
La utilización de los recursos naturales de la tierra, concretamente de la geotermia, no es 
algo nuevo. [2] [3] 
La utilización de la energía proveniente del calor del interior de la tierra es algo que ya 
hacían nuestros antepasados más antiguos. En Niisato (Japón) se han hallado restos 
arqueológicos relacionados con la geotermia que se estima tienen entre 15.000 y 20.000 
años de antigüedad. 
También en Norte América se han encontrado restos de asentamientos próximos a 
fuentes termales. Se supone que estos antecesores de los indios americanos 
aprovechaban el calor del agua de los manantiales para cocinar y sus minerales con fines 
medicinales. 
Los griegos y más tarde los romanos, nos han dejado restos que muestran varios usos 
para la geotermia. Además de las conocidas termas y los baños públicos, también usaban 
este tipo de energía para la calefacción en las viviendas. 
Hacia el año 1300, en Francia, se desarrolló la que puede considerarse como la primera 
calefacción de distrito por medio de la geotermia. Años después, en 1818, el 
descubrimiento de sales de boro en Larderelle, Italia, marcó el que se considera como el 
inicio del aprovechamiento industrial de los recursos naturales de la geotermia. 
Pero es a partir del S.XX cuando se empieza a desarrollar la geotermia como alternativa 
a otros tipos de energía, y a partir de la década de los 70 la geotermia comienza a 
desarrollarse a nivel mundial. 
2.3. Estado actual de la Geotermia 
Las principales regiones en aprovechamiento de energía geotérmica en la actualidad son 
Europa, África Oriental y el Pacífico Sur, aunque las previsiones son que aumente 
considerablemente el uso de esta energía a nivel global en los próximos cinco años.  






En España también hace años que se realizan investigaciones para la aplicación de la 
geotermia, pero debido a las crisis económicas y al coste de las instalaciones esta técnica 
se ha visto ralentizada y en la actualidad, prácticamente sólo se explota a nivel particular.  
No obstante, en la UPV contamos con unas instalaciones para la investigación 
geotérmica de muy baja entalpia; esto quiere decir que la temperatura con la que trabaja 
suele ser inferior a los 30ºC. Dichas instalaciones funcionan mediante el uso de bombas 
de calor. Los datos tomados en estas instalaciones son los datos en los que voy a basar la 
realización de mi TFG. 
2.4. Tecnologías 
La industria 4.0 genera mucha más información a nivel industrial de la que se ha 
generado en cualquier otro momento de la historia. Por ello es necesario utilizar nuevas 
tecnologías para el tratamiento de toda esta información de forma que resulte útil. Este 
tratamiento de datos puede hacerse tanto a nivel local por medio de una intranet o 
comunicación directa, como externamente a través de comunicaciones por internet. 
A continuación, voy a enumerar las tecnologías que he considerado a la hora de realizar 
este TFG. 
2.4.1. Hardware de monitorización y control 
Para esta parte se suelen utilizar PLC industriales por las ventajas que ofrecen frente a 
los ordenadores. Entre éstas se encuentran la versatilidad a la hora de programar 
procesos industriales y controlar maquinaria; el número de entradas y salidas que 
pueden manejar, etc. 
El elegido en este caso es el PLC S7-1200 ya que es el que se está utilizando actualmente 
en las instalaciones de la UPV. Este PLC ofrece características que pueden ser de utilidad 
ahora y en un futuro, como por ejemplo en caso de que el proyecto necesitara una 
escalabilidad más alta. El PLC posee una tecnología instalada que facilita su manejo 
Este es el primer método de acceso a la información del experimento TRT que he 
considerado emplear. Debemos tener en cuenta que la información que obtiene y registra 
el PLC del estudio del TRT, se mantiene registrado en el “software” que nos ofrece 
SIEMENS. Analizaremos por encima la herramienta de automatización y programación 
que usa SIEMENS a la hora de programar a nivel de PLC su material. Esta herramienta 
es conocida como TIA Portal (Totally Integrated Automation Portal).  
Este software es un innovador sistema de ingeniería que permite configurar, de forma 
muy intuitiva y eficiente, todos los procesos de planificación y producción. Su 
funcionalidad, ya probada, ofrece un entorno de ingeniería unificado para todas las 
tareas de control, visualización y accionamiento que resulta muy útil. Además, TIA Portal 






la planificación, programación y diagnóstico de controladores, así como accionamientos 
de última generación. 
Hay que destacar que TIA Portal incluye las recomendaciones de los propios usuarios en 
sus mejoras. Como usuarios, podemos hacer llegar nuestras sugerencias a SIEMENS, 
quienes las incorporan por medio de nuevos parches o actualizaciones del programa 
base. De esta forma, podemos solicitar por ejemplo que se añadan nuevas librerías de 
lenguajes de programación, incluir otros lenguajes de programación, etc. Esto hace que 
su utilidad como herramienta nos resulte muy interesante. 
Existen algunos manuales básicos online al alcance de cualquiera, para comenzar a ver 
el manejo de TIA Portal con ejemplos sencillos para realizar, como por ejemplo la 
programación sencilla de un ascensor entre 2 plantas o la programación de una barrera 
de garaje. 
Como en este TFG se utiliza un PLC S7-1200, tenemos a nuestra disposición un ligero 
manual sobre el sistema y el autómata para que el usuario pueda acceder a alguna 
información adicional [4]. 
2.4.2. Librerías del Fabricante 
Otra de las formas de acceder a estos datos seria solicitando al fabricante del hardware 
librerías específicas, que ofrecieran una funcionalidad más adecuada al experimento a 
realizar; permitiendo a su vez el acceso o modificación de los parámetros o las variables 
de dicho experimento única y exclusivamente. 
Aunque este método resultaría ser uno de los más fiables y cómodos, ya que estaría 
completamente relacionado con la tecnología usada en la instalación; debemos de tener 
en cuenta el sobrecosto de este software adicional 
2.4.3. Librerías OPEN-SOURCE 
Otra posibilidad consiste en utilizar software de licencia abierta (“Open-Source” en 
inglés). Como son muchas las posibilidades que nos da este software, me he centrado en 
una, que me parece la más interesante para mi TFG. En este caso se trata de la librería 
SNAP7, la cual me permite disponer de unas funciones diseñadas para la interacción con 
el autómata de la instalación y otras variantes, todas estas opciones preparadas para el 
trabajo con autómatas SIEMENS. A continuación, hago un análisis más detallado de esta 
librería y de las características que presenta. 
2.4.3.1. SNAP7 






Tal y como especifican en su página WEB, Snap7 [5] es un paquete de comunicación 
multiplataforma de código abierto, para interactuar igual que lo harían de forma nativa 
los PLC del fabricante SIEMENS, empleando tecnología Ethernet [6] y protocolo S7.  
El protocolo S7 y su implementación parte de las comunicaciones entre diferentes 
dispositivos SIEMENS, soportado por una mejora del protocolo de control de 
transmisión o TCP [7]. Es necesario para que en las aplicaciones de automatización se 
trabaje no orientado al envió de datos sino al envío de mensajes, es decir que el receptor 
de este envío sea capaz de saber qué cantidad de datos recibe y donde terminan estos. 
Esta mejora del TCP viene recogida en la RFC 1006 [8]. 
Dentro de la estructura del Snap7 se definen tres componentes especializados, Cliente, 
Servidor y Socio, le permiten integrar definitivamente sus sistemas basados en PC en una 
cadena de automatización de PLC. 
Principales características y beneficios adicionales: 
· Su arquitectura ha sido diseñada para 32 y 64 bits. 
· Es compatible con múltiples tipos de CPU: Intel y AMD i386 / x86_64, ARM, etc. 
· Utiliza software Open Source y una plataforma independiente. 
· Actualmente es compatible con varios sistemas operativos: Windows (desde NT 4.0 
hasta Windows 8), Linux, Oracle Solaris 11, MacOSX. 
· Es totalmente escalable. 
· No depende de las bibliotecas de terceros, no se necesita instalación ni configuración. 
· Utiliza dos modelos de transferencia de datos clásicos, síncrono y asíncrono. 
· Realiza el flujo de datos de dos formas: sondeo y no solicitado (el PLC transfiere datos 
cuando lo desea). 
El SNAP7 está orientado para ser utilizado en comunicaciones Ethernet y S7, sin 
necesidad de ningún adaptador especial. Esto lo hace ideal para trabajar con el autómata 
Siemens S7-1200 de nuestra instalación. 
2.4.4. “Web-Scraping” 
El “Web-Scraping” es una técnica que se utiliza para extraer datos e información de sitios 
webs de forma automatizada, mediante programas de software. Su significado en ingles 
sería más o menos “escarbar una web”. 
Esta técnica habitualmente simula la navegación de una persona por el Word Wide Web, 
usando protocolos como el de transferencia de hipertexto (“Hypertext Transfer 
Protocol” o HTTP en inglés [9]). Dicho de otra forma, buscamos información de forma 
automática en diferentes webs. 
El “Web-Scraping” se utiliza con regularidad para extraer ingentes cantidades de 
información o datos sin realizar ninguna acción física. Se utilizan una gran cantidad de 
algoritmos para buscar entre diferentes webs y tomar la información que se desea. 






Inteligencia Artificial o IA y del Big Data. Por eso es necesario saber hacer uso de las 
expresiones regulares para hacer nuestras búsquedas más precisas. 
Obtener estas grandes cantidades de datos, sólo es la primera parte de nuestro trabajo. 
Tenemos que organizar estos datos, ya sea ordenándolos o filtrándolos, según las 
prioridades que nosotros establezcamos. Tras tener esto resuelto, a la hora de guardar la 
información, debemos tener claro a que plataforma o formato serán importados estos 
datos finales.  
Para hacernos una idea de cómo funciona, podemos imaginarnos que queremos obtener 
un dato que se encuentra dentro de una cabecera de tipo <h2>; que a su vez se encuentra 
dentro de una <tabla> con una clase definida. Cuando usemos nuestro programa 
escarbador buscará hasta detectar esa cabecera en la clase. Cuando encuentre esa 
similitud, extraerá la información que será guardada o exportada a un fichero de datos o 
a una base de datos. 
Para poder realizar todo esto existen algunas herramientas definidas que nos facilitan 
los procesos. Algunas de las más conocidas son: “Webscraper.io”, “Import.io”, “Dexi.io”, 
o “Apifier.com”.  
“Webscraper.io” consiste en un plugin para Google Chrome, es una aplicación gratuita 
basada en la nube. 
Con “Import.io” podemos extraer datos de casi cualquier web, es un navegador sobre la 
base del Chrome que está diseñado específicamente para el “Scraping”. Su principal 
ventaja es que resulta fácil de manejar para usuarios. Lo negativo es que es de pago y 
resulta bastante caro. 
“Dexi.io” cuenta también con un plan gratuito y resulta una herramienta muy completa 
para usuarios avanzados. 
“Apifier.com” sólo para usuarios que dominen JavaScrip, también cuenta con plan 
gratuito, aunque posee una versión mejorada de pago. 
Hay otras herramientas, pero menos conocidas, como “Scrapy.org” por ejemplo. 
2.4.4.1. Legalidad de “Web-Scraping” 
El hecho de que podamos extraer una gran cantidad de datos de una página web 
mediante programas de software hace pensar en la dudosa legalidad de esta práctica. Lo 
primero que debemos tener en cuenta es que estamos hablando de datos públicos que 
aparecen en webs de terceros. En principio, hacer “Scraping” será tan legal como lo sea 
el poder ver esos datos desde un navegador web. 
No obstante, la cuestión que existe sobre el “Web-Scraping” a nivel legal es muy 
controvertida. A lo largo de los años han ido sucediéndose casos de “Scraping” que han 
sido denunciados por los legítimos propietarios de las webs afectadas. En algunos de los 






más conocidos han estado involucradas importantes compañías de aerolíneas o de 
servicios de puja por objetos [10] [11]. El grado de implicación dependerá sobre qué nivel 
de acceso a la información se consigue con estos programas, al igual que de la cantidad 
obtenida y a qué nivel afectará esta información al propietario de la web. 
La mayoría de los países aun no cuentan con una legislación clara sobre el “Web-
Scraping” y los tribunales no tienen una postura uniforme; de forma que hay que tener 
en cuenta la legislación de cada país a la hora de utilizar esta técnica. En España hay 
sentencias del Tribunal Supremo defendiendo la legalidad de algún caso concreto de 
“Web-Scraping”, pero determinando que no todo el “Scraping” es legal. (Sentencia del 
TS de 9 de octubre de 2012 número 572/2012, de Ryanair contra Atrápalo) 
Para poder considerar si es legal o no un caso concreto de “Scraping”, debemos tener en 
cuenta, más que el hecho de realizarlo en sí, las consecuencias. 
Por un lado, no debemos incurrir en competencia desleal. Un ejemplo: Podría darse el 
caso de que nos beneficiáramos de la reputación de la web de la que se ha extraído la 
información, dando a entender que, de algún modo, estamos vinculados a ella. 
Tampoco sería legal si, por medio del “Scraping”, hemos vulnerado el derecho a la 
propiedad intelectual; bien realizándolo sobre elementos protegidos por dicha ley, un 
texto, una imagen, etc. o copiando la estructura de una base de datos para explotarla, 
cuando su elaboración haya supuesto una inversión personal o económica. 
La Ley de la Protección Intelectual o LPI en su artículo 133 [12] recoge: 
“El derecho "sui generis" sobre una base de datos protege la inversión sustancial, 
evaluada cualitativa o cuantitativamente, que realiza su fabricante ya sea de medios 
financieros, empleo de tiempo, esfuerzo, energía u otros de similar naturaleza, para la 
obtención, verificación o presentación de su contenido. 
…el fabricante de una base de datos… puede prohibir la extracción y/o reutilización de 
la totalidad o de una parte sustancial del contenido de ésta, evaluada cualitativa o 
cuantitativamente, siempre que la obtención, la verificación o la presentación de dicho 
contenido representen una inversión sustancial desde el punto de vista cuantitativo o 
cualitativo” 
Y, por último, es ilegal realizar “Scraping”, si por medio de ello accedemos a datos 
personales de terceros, sin tener su consentimiento para tratarlos o almacenarlos. 
En resumen, aunque en España no es ilegal hacer “Web-Scraping”, hemos de tener en 
cuenta que la legalidad o ilegalidad depende de cada caso concreto y del uso que se va a 
dar a los datos obtenidos.  
En nuestro caso, al ser un “Scraping” para consumo propio realizado en nuestras propias 
instalaciones, no va a suponer ningún problema de ilegalidad.  






Desde su aparición, en algunas webs, se han ido añadiendo acciones para evitar el “Web-
Scraping”. Estas acciones deben ser realizadas casi siempre por parte del administrador 
de la web. 
Entre algunas de ellas y varias de las más habituales son: el monitoreo de un excesivo 
tráfico proveniente de una cierta dirección de internet o IP. 
Algunas empresas ofrecen servicios comerciales para usar software de antibots y 
antiscraping.  
También utilizar lenguajes de programación como el JavaScript y el AJAX, hace más 
difícil que se pueda acceder a la información de forma masiva por medio del “Web-
Scraping”. 
A nivel legal, algunas webs añaden una cláusula en sus condiciones legales prohibiendo 
el “Web-Scraping” y estas condiciones deben ser aceptadas; en caso contrario no se 
permite el acceso a la web. 
2.5. Critica 
A pesar de que tratamos de innovar por medio de las nuevas tecnologías sobre la 
industria 4.0, a la hora de elaborar una aplicación para recoger y tratar datos para el 
estudio de nuestra instalación geotérmica, he tenido en cuenta que hay muchos puntos 
que pueden derivar en un acceso no autorizado a una información importante. 
2.6. Propuesta 
En resumen, una vez recalcados los puntos anteriores, voy a centrarme en el contenido 
del propio TFG. 
En este TFG quiero mostrar las diferentes posibilidades de como las nuevas tecnologías 
web pueden mejorar el rendimiento en la industria 4.0. En este caso analizaré diferentes 
formas teóricas de acceder a la información resultado de los experimentos TRT, 
comprobando si esta forma de acceso nos ofrece la seguridad necesaria, además del 
tiempo de respuesta del sistema, ante las peticiones de información que se le solicitaría 
en un experimento real. 
La finalidad última de este estudio sería encontrar una forma segura y eficaz para 
obtener y tratar los datos obtenidos en las instalaciones de geotermia de la UPV. Así 
como la posibilidad de aplicarlo en otros proyectos. 
  






3. Análisis / Diseño / Implementación / 
Pruebas 
 
Ahora nos adentramos en las diferentes posibilidades que nos ofrece el proyecto. Los 
TRT recaban mucha información y esta se almacena en el PLC. Pero al cabo de un tiempo 
desaparece para ser reemplazada por una nueva medición. 
Estos datos o información deben ser tratados de forma que podamos hacer uso de ellos. 
Para ello es necesario un método o herramienta que ayude en la captura de los datos que 
se obtengan del PLC y que permita interpretar los valores que aparecen para su posterior 
presentación y análisis. 
En este fichero de texto plano con formato CSV [13] (“Comma-Separated Values” en 
inglés) que se origina en el PLC cada cierto tiempo, vemos un ejemplo real de la cantidad 
de datos que se pueden obtener del experimento. Podemos identificar la primera fila 
como la lista de variables y el resto de filas los valores de las variables. 
 
Figura 5 - Fichero CSV del Muestreo del Autómata 
Una vez obtenidos los resultados que el PLC inserta en el documento o fichero, hay que 
proceder a ver qué solución se le puede dar. Además, durante los estudios de TRT 
debemos facilitar al usuario final una forma cómoda y sencilla de trabajar con las 
cantidades de información que producen estos estudios.  
Entre los diferentes puntos que he considerado, uno de los más importantes es la forma 
de acceso a esa información. Para que toda la información recogida en el estudio resulte 






trabajo voy a contemplar diferentes formas de acceder a la misma y descartaré algunas 
de ellas por diferentes motivos que explicaré más adelante. 
3.1. PLC S7-1200 y Software 
Al utilizar la herramienta de SIEMENS, conocida como TIA Portal, me he encontrado 
con que presenta algún problema. Por ejemplo, uno de los problemas que nos puede 
perjudicar al usar TIA Portal sería que únicamente es compatible, a día de hoy, con 
Windows 7 y Windows 8.1 y, desde el pasado año, Windows 10 (Según la versión del TIA 
Portal). Si añadimos a esto el tema de la cantidad de variables que se pueden controlar a 
través de la aplicación, cometer cualquier desliz puede generar un error bastante serio. 
Este método al final es descartado debido, principalmente, a que este trabajo no trata 
sobre la programación de autómatas. 
3.2. Librerías del Fabricante 
Este método de acceso a la información necesaria para los experimentos de TRT, resulta 
ser el más costoso entre todos. El motivo de esto es que se debe realizar una petición a la 
empresa fabricante, para que desarrolle el software o las librerías necesarias para la 
obtención de esos datos. Es debido a este sobrecosto por lo que lo he descartado para ser 
investigado más en profundidad. 
3.3. Librerías OPEN-SOURCE 
En este caso estudiaré la posibilidad de utilizar software “Open-Source”, más 
concretamente qué posibilidades nos ofrece SNAP7. 
SNAP7 posee diferentes posibilidades de uso debido a los paquetes que incluye. Esto es 
dado principalmente a los múltiples lenguajes de programación a los que da soporte esta 
librería, como son Java, C# y Arduino. 
En mi caso me centrare en la librería, creada para Java llamada MOKA-7. Esta librería 
nos ofrece una gran cantidad de instrucciones y funciones que resultan muy interesantes 
para mi estudio. 
Entre las funciones que voy a utilizar encontramos una función de lectura a los datos. La 
función que se llama “ReadArea”, nos permite leer un área de datos del PLC por medio 
del cliente. Esta función permite que esos datos leídos puedan ser entradas, salidas, 
marcas, temporizadores o contadores. 
La declaración de esa función es la siguiente: 






ReadArea (int Area, uint16_t DBNumber, uint16_t Start, uint16_t Amount, void 
*pUsrData); 
Como se puede ver posee diferentes parámetros en su declaración que pasaré a explicar 
ahora. El Area nos indica a que área de almacenamiento del autómata vamos a acceder; 
en este caso existe una tabla donde podemos identificar dependiendo de qué dato quiera 
ser leído que es lo que debemos incluir en es ese parámetro. 
 
Figura 6 - Tabla de identificación de Areas 
El DBNumber (DB  DataBlock) es la identificación numérica de la estructura de datos 
donde se agrupan grandes cantidades de datos para poder ser manejados de forma 
eficiente y rápida. En estos bloques de datos se puede realizar una búsqueda sobre un dato 
en particular si se conoce su identificador, este puede ser de tipo numérico o de tipo 
alfanumérico. El parámetro Start nos indica la posición dentro de la DB a la que queremos 
acceder, mientras que el siguiente parámetro Amount nos indica el tamaño en words que 
queremos leer. El ultimo parámetro nos permite seleccionar un buffer por medio de un 
puntero donde extraeremos los datos leídos. En mi caso el buffer declarado es de 64 
Kilobytes (KB); estos 64KB son suficiente para las pruebas realizadas. 
 
A continuación, muestro diferentes ejemplos de la función para acceder a diferentes 
variables del autómata: 
 
Client.ReadArea(S7.S7AreaMK, DBSample, 2, 1, Buffer); 
Client.ReadArea(S7.S7AreaMK, DBSample, 64, 2, Buffer); 
Client.ReadArea(S7.S7AreaMK, DBSample, 24, 4, Buffer); 
 
Como mencioné en la explicación anterior podemos comprobar que todas estas 
funciones accederían al área de las marcas. La primera declaración accede a la marca 
%M2.X que es de tipo Byte. La segunda es a una marca %MW64 de tipo Word. Y la última 
accede a la marca %MD24 que posee un tipo DWord. Como podemos observar en la 
misma declaración de cada una de ellas, el parámetro Amount identifica el tamaño de 
cada una de las marcas, respectivamente 1, 2 y 4 que se corresponden a los tipos de dato 
Byte, Word y DWord. 
En mis pruebas, para verificar que el dato al que se accede corresponde con el valor que 






verificar que es correcto. Esto se realiza actuando sobre el buffer declarado en cada una 
de las funciones anteriores. La librería MOKA-7 nos provee de otras funciones de ayuda 
con la sintaxis:  




Cada una de estas funciones se corresponde respectivamente con una de las anteriores. 
De esta forma comprobamos que los valores leídos y almacenados en el buffer son 
realmente los que nos interesan. 
3.4. “Web-Scraping” 
Para la prueba que he realizado de “Scraping” he tenido que considerar que lenguaje de 
programación era necesario. En este caso he realizado una prueba por medio de Java. 
Por medio de esta prueba he comprobado que se puede acceder a la información del 
servidor Web integrado en el autómata y extraer en pantalla los nombres de las variables 
y el valor de la misma. 
Para la prueba he utilizado una librería conocida como JSoup [14],  la cual me permite 
manejar y extraer el código HTML de cualquier página web. 
Ahora mostrare una versión resumida de que realmente el acceso se ha cumplido por 
medio de un sencillo código y la librería JSoup.  
La siguiente imagen muestra el intento de acceso para hacer “Scraping” al servidor web 
del autómata sin contar con el acceso a la red donde este mismo está situado. 
 







Figura 7 - Intento de acceso Web-Scraping (SIN VPN) 
Tras establecer un puente por medio de una conexión VPN a la red de la UPV, realizamos 
de nuevo el acceso y la extracción de los datos del servidor web del autómata. Dando 
como resultado un listado de las variables con su valor. 
 







Figura 9 -Muestreo variables Web-Scraping (Con VPN) 
  








Tras explicar los métodos que he usado para las pruebas de acceso a los datos de los 
experimentos de TRT, ahora mostraré los resultados de los mismos. Para ello he tenido 
en consideración el acceso a diferentes cantidades de datos, en los diferentes métodos 
que he empleado. De esta forma paso a enumerar los tipos de experimentos que he 
realizado. 
Para las diferentes pruebas he tenido en consideración el número de datos o bytes a los 
que tenía intención de acceder, para ver qué tiempo de respuesta obtenía por cada medio. 
Los experimentos que he realizado han sido de acceso a un dato de tipo Byte, a un dato 
de tipo Word, a otro dato de Tipo DWord. Tras estos tres experimentos he realizado dos 
experimentos adicionales de acceso a una lista que incluía un dato de cada tipo y a otro 
experimento que incluía un total de 26 datos (desglosados estos de forma que eran 3 
datos de tipo Byte, 7 de tipo Word y los últimos 16 de tipo DWord). 
El listado de las variables que he utilizado para estos experimentos son los siguientes: 
 
Figura 10 -Listado de variables para los experimentos 






Para realizar los experimentos he tomado algunos de los datos que constantemente se 
obtienen en las instalaciones y, por medio del código, he obtenido los tiempos de acceso 
a esos datos. Utilizando estos datos he podido calcular la media, la desviación estándar y 
la distribución normal de esa parte del experimento. En los siguientes ejemplos podemos 
apreciar el tiempo medio de acceso a dichos datos y las diferencias de tiempos según el 
método aplicado. Tras obtener los resultados, éstos se muestran en una gráfica de 
dispersión, conocido como la campana de Gauss. 
Experimento 1 
En el primer experimento he realizado seis pruebas de acceso a un mismo dato; tres de 
ellas por medio de acceso web y las otras tres por medio de MOKA-7. Cada prueba de 
acceso consta de veinte accesos consecutivos a ese mismo dato. Los resultados los 
podemos ver reflejados en la tabla; a partir de ellos obtenemos la media y la desviación 
estándar de cada prueba por medio de un fichero Excel. 
 
Figura 11 -Tiempos de acceso a dato (Tipo Byte) 
Como se puede observar en este primer experimento, el tiempo de acceso por medio de 
la Web es claramente más alto que el acceso por medio de MOKA-7; a pesar de que el 
acceso por medio de la Web es más regular que el acceso por medio de MOKA-7; lo 
mismo ocurre con la desviación estándar. 







Figura 12 -Cálculo de Media y Desviación Estándar (Dato tipo Byte) 
Un poco más abajo, en la campana de Gauss, podemos ver la representación gráfica de 
estos resultados. Estos cálculos de la distribución normal de cada prueba también los 
realizo en un fichero Excel. Y como podemos observar en la gráfica, las pruebas 
numeradas del número 1 al 3 corresponden al acceso por medio WEB, mientras que las 
pruebas numeradas del 4 al 6 corresponden al acceso por medio del MOKA-7. Hay que 
tener en cuenta que tanto las pruebas 1 y 4 de la gráfica, muestran los tiempos de acceso 
al dato sin carga de trabajo. Mientras que las otras pruebas muestran el acceso a ese 
mismo dato cuando se estaba realizando un experimento. 
 








En este segundo experimento he vuelto a realizar las mismas seis pruebas de acceso a un 
mismo dato, aunque en este caso el acceso a sido a un dato de tipo Word. 
 
Figura 14 - Tiempos de acceso a dato (Tipo Word) 
Como se observa en este segundo experimento, se repite el mismo resultado que en 
nuestro primer experimento. Aunque existe una variación muy leve en cuanto a los 
tiempos de acceso.  
 
Figura 15 -Cálculo de Media y Desviación Estándar (Dato tipo Word) 
Un poco más abajo, en la campana de Gauss, podemos ver la representación gráfica de 
estos resultados. Estos cálculos de la distribución normal de cada prueba también los 






realizo en el fichero Excel. Y como podemos observar en la gráfica resultante, se muestra 
una gran similitud con los resultados del primer experimento. 
 
Figura 16 - Gráfico Campana de Gauss (Dato tipo Word) 
Experimento 3 
En mi tercer experimento con el acceso a un dato de tipo DWord, se observa como los 
resultados siguen siendo muy similares a los obtenidos en los dos experimentos 
anteriores. Las pruebas de acceso por medio de WEB son más lentas que el acceso por 






Figura 17 - Tiempos de acceso a dato (Tipo D-Word) 
Por medio del fichero Excel puedo mostrar como los valores del tiempo de acceso a un 
dato en este tercer experimento es bastante similar a los de los dos anteriores, aunque la 
desviación estándar de los experimentos comienza a mostrar un cambio más sustancial. 
 
Figura 18 - Cálculo de Media y Desviación Estándar (Dato tipo D-Word) 
Como observamos también en la gráfica, las pruebas de acceso 1 y 4 se encuentras 
levemente desplazadas en el tiempo ya que como en todos los experimentos realizados el 
tiempo de acceso se extrae cuando no existe la realización de un experimento en el Test-
Site. Como se puede ver hay una leve variación con las otras pruebas realizadas. 







Figura 19 - Gráfico Campana de Gauss (Dato tipo D-Word) 
Experimento 4 
En este cuarto experimento, al acceder a tres datos simultáneos, uno de cada uno de los 
tipos anteriormente mencionados (como son un dato de tipo Byte, dato de tipo Word y 
dato de tipo DWord) vemos el incremento del tiempo de la respuesta de los sistemas. 







Figura 20 - Tiempos de acceso a datos (1 Tipo dato Byte + 1 Tipo dato Word + 1 Tipo D-Word) 
Al observar estos resultados, que muestran el incremento del tiempo de acceso del uso 
de este medio con respecto al acceso por medio WEB, puedo intuir que el acceso por 
medio de MOKA-7 va a reducir su eficacia con el incremento de datos a analizar. 
 
Figura 21 - Cálculo de Media y Desviación Estándar (1 Tipo dato Byte + 1 Tipo dato Word + 1 Tipo D-
Word) 
En la gráfica y en la imagen anterior podemos ver como las medias de los tiempos de 
acceso se han incrementado considerablemente. Y de forma similar, en las pruebas 1 y 4 
respectivamente que es cuando no existía una carga en el sistema por la realización de 
un experimento, estos valores eran próximos.  






Pero al realizar el acceso cuando se está realizando un experimento en el lugar de 
investigación, los tiempos se disparan en el acceso por medio del MOKA-7. A pesar de 
que seguimos hablando de un tiempo de respuesta en milisegundos.  
 
Figura 22 - Gráfico Campana de Gauss (1 Tipo dato Byte + 1 Tipo dato Word + 1 Tipo D-Word) 
Experimento 5 
Por último, en el quinto experimento vemos como los tiempos ya son sustancialmente 
mayores. Esto se debe a que el acceso ya no es a un dato ni a tres, si no que el acceso en 
este experimento es a un listado compuesto de 26 variables de los tipos antes 
mencionados (Byte, Word y DWord). En este experimento las medias de acceso al listado 
de variables pasa a tomar un valor más elevado, aunque si comparamos el acceso por 
medio de WEB y el acceso por medio de MOKA-7 podemos ver que los tiempos en 








Figura 23 - Tiempos de acceso a datos (Lista de Variables) 
 
Figura 24 - Cálculo de Media y Desviación Estándar (Lista de Variables 
 
 







Figura 25 - Gráfico Campana de Gauss (Lista de Variables) 
Como se he podido observar en todos los experimentos realizados, el tipo de acceso a los 
datos empleado ofrece unos resultados diferentes a partir de cierta cantidad de datos. 
Ahora pasare a mostrar, en un diagrama de dispersión, los resultados de todos los 
experimentos para ver que evolución poseen.  
Se puede distinguir claramente como la evolución del uso de WEB para la obtención de 
los datos sigue prácticamente una secuencia lineal; mientras el acceso a estos datos por 
medio del MOKA-7, a pesar de comenzar con unos resultados menores a los del acceso 








Figura 26 - Diagrama de nubes de dispersión 






5. Casos de Uso y Presupuesto 
 
5.1. Casos de Uso 
En este apartado voy a explicar los casos de uso en los que he centrado mi estudio y 
procederé a comentarlos a continuación. Todos ellos forman parte de la interacción del 
usuario con la instalación. 
Un primer caso será cuando el usuario tenga que acceder al autómata. Esto se realizará 
por medio del acceso a la dirección de internet donde se ubica el sistema y haciendo 
“login”. 
 
Figura 27 - Caso de uso de "Acceso" 
En un segundo caso, una vez el usuario haya conectado con el autómata, este dispondrá 
de acceso a diferentes apartados; donde podrá escoger entre: 
Tablas de observación: el usuario podrá visualizar una tabla, dónde aparecen todas 
las variables que el autómata está monitorizando con el nombre de cada variable, su 
dirección en los bloques de memoria del autómata, el formato en el que se visualiza la 
salida de la variable y el valor de la misma teniendo en cuenta el formato. 
Navegador de archivos: el usuario tendrá acceso a los “Logs” que ha generado el 
autómata con los valores de las variables en un fichero con formato .csv. 
Páginas de usuario: el usuario tendrá acceso al servidor web que posee el autómata. 
Estado de variables: el usuario podrá acceder a las variables que se controlan en la 
instalación, desde este caso de uso, podrá acceder para visualizar una única variable o 







Figura 28 - Caso de uso de "Opciones tras el acceso" 
Cuando el usuario ha conectado al servidor web que posee el autómata, se puede 
visualizar un nuevo caso de uso. 
En este caso: 
Consultar gráficas: el usuario podrá obervar unas gráficas en tiempo real de los 
resultados del experimento. 
Consultar el diagrama de la instalacion: el usuario podrá observar un diagrama a 
tiempo real de la instalación dónde aparecera el valor actual en ese momento en cada 
uno de los dispositivos de medición o señales. 
Consultar tabla de variables: el usuario podra disponer de una tabla dónde se 
indicarán las variables que se estn midiendo con respecto al diagrama de la instalación 
junto con su valor. 
 







Figura 29 - Caso de uso de "Servidor WEB" 
5.2. Presupuesto 
En esta sección voy a presentar una estimación del presupuesto teniendo en cuenta tanto 
la investigación realizada, como el desarrollo del programa en sí, así como todos los 
trabajos administrativos realizados. He tenido en cuenta únicamente el tiempo 
empleado. Lo que no he tenido en cuenta, es el uso de equipos, la energía utilizada y 
demás variables que deberían considerarse a la hora de realizar un presupuesto formal, 
ya que desconozco estos datos. 
Para un presupuesto más completo se debería tener en cuenta varios apartados, como 
son el coste de la instalación, mantenimiento de la misma, software, hardware, etc. Como 
esto es un apartado ajeno a este TFG y ya se dispone de la instalación, me centrare 
particularmente en el coste que tendría el trabajo realizado por la investigación + 
desarrollo, junto con las pruebas realizadas. 
A la hora de realizar el presupuesto, he adaptado los tiempos a los que se corresponden 
con los créditos de un TFG. En este caso el tiempo empleado en los análisis, 
investigaciones y pruebas lo he contabilizado como 120 horas. Por lo que si estipulamos 
un coste de precio/hora de 40 €, el coste de la investigación, análisis y por ultimo las 
conclusiones a partir de los resultados, aplicándole el 21% de I.V.A. llevaría un coste total 








 Coste unitario Cantidad Total 
Análisis 40 € 16 640 € 
Investigación 40 € 32 1.280 € 
Desarrollo 40 € 40 1.600 € 
Pruebas/Experimentos 40 € 32 1.280 € 
 SUBTOTAL  4.800 € 
 I.V.A. 21% 1.008 € 
  TOTAL 5.808 € 
 
   








Al iniciar el proyecto pretendía estudiar una forma eficaz de acceder a los datos que se 
producen en una instalación de energía geotérmica; para ello quería estudiar y probar 
diferentes formas de acceso a los datos, viendo cual era la respuesta que me ofrecía el 
sistema y cuáles eran las tecnologías de las que podía disponer. 
Cuando comencé a investigar, de forma teórica, los posibles métodos de acceso a los 
datos que genera una instalación geotérmica, fui consciente de que tenía que manejar 
una cantidad ingente de datos. Además, existían complicaciones por temas de legalidad, 
en los que me centré un poco más para explicar cuáles eran estos problemas y cómo 
estaba la situación en estos momentos. 
Tras estos primeros pasos en mi investigación, comencé a evaluar el tema de la respuesta 
del sistema ante las peticiones de los datos. Realicé un estudio de algunas de las librerías 
que hay actualmente. Descarté las que me parecían menos convenientes y me centré en 
la librería SNAP-7, más concretamente en su utilidad MOKA-7, y en acceso WEB, por 
considerarlas las más interesantes para mi TFG. Fue en este punto donde comencé a 
comprobar algunas de las formas de obtención de datos a las que he hecho referencia 
anteriormente. Para poder llevar a cabo este estudio he realizado pruebas sencillas para 
ver el nivel de acceso a estos datos desde fuentes ajenas.  
Al utilizar la técnica de “Web-Scraping”, tema sobre el que actualmente existe una gran 
controversia; me he dado cuenta de los riesgos potenciales que supone para este 
proyecto. Esta es una forma de acceder a los datos que, sin ser ilegal, puede rallar la 
ilegalidad si es usado de forma indiscriminada; por lo que he dedicado un apartado de la 
memoría (2.4.4.1) a estudiar este aspecto. En cualquier caso, he podido acceder a los 
datos para continuar investigando. Tras realizar esas pruebas, he usado las librerías 
Open-Source para acceder a los datos que genera el ensayo y evaluar el tiempo de acceso 
a estos mismos en tiempo real. He realizado experimentos modificando el número de 
variables a las que quería acceder y he analizado el tiempo de respuesta por medio de 
estas librerías 
Tal y como se puede ver en las explicaciones de los resultados obtenidos por medio de 
los diferentes experimentos realizados, el número de datos con los que vayamos a 
trabajar resulta relevante a la hora de elegir una librería u otra para tratar dichos datos. 
A partir de aquí comencé a desarrollar la parte más importante de mi TFG y la que tiene 
que ver con los conocimientos adquiridos en el grado en ingeniería informática; ha 
consistido en realizar numerosos accesos, eligiendo un número diferente de variables, 
para recopilar los datos de la instalación; de estos accesos incluyo en el trabajo los más 
relevantes. También he realizado un estudio de los distintos tipos de respuesta y los 
diferentes tiempos obtenidos, para llegar a la conclusión de cuál es la forma de acceso a 
estos datos que resulta más eficaz para el día a día en la instalación. He podido observar 
que, si vamos a trabajar con un número de variables inferior a 5, resulta más eficiente 






tiempos son menores al utilizarla. Si, por el contrario, vamos a tratar más de 5 variables, 
los tiempos son más eficientes utilizando tecnología WEB. De esta forma, un acceso 
puntual a algún dato concreto se podría realizar por medio de MOKA-7 y sería más 
rápido, pero para tratar el grueso de datos del autómata es recomendable el uso de 
tecnología WEB.  
No he llegado a realizar pruebas con otras librerías, que en principio tuve en 
consideración; en unos casos porque, tras estudiarlas más a fondo, no me parecieron las 
adecuadas y en otros porque, aunque podían resultar útiles, tenían un coste económico 
que no las hacía adecuadas para este trabajo. En trabajos posteriores y más 
concretamente aún para el uso industrial de estas tecnologías, podría ser interesante 
realizar la inversión necesaria para utilizarlas. 
También he considerado que podría ser interesante realizar un TFG que trate sobre la 
forma de proteger las instalaciones de posibles incursiones no deseadas; pero este es un 
tema que se sale ya de los objetivos iniciales de este TFG. 
Realizar este TFG me ha servido, en primer lugar, para comprender la importancia de la 
investigación previa a cualquier proyecto nuevo que vaya a emprender en el futuro. Me 
ha hecho ser consciente de que hay muchas posibilidades y muchas formas diferentes de 
realizar una misma tarea y que, empleando un poco de tiempo para encontrar la forma 
que resulta más eficaz en cada caso, se pueden obtener unos resultados 
considerablemente mejores a medio y a largo plazo.  
He aplicado en él lo aprendido sobre Sistemas en Tiempo Real, por ejemplo, a la hora de 
realizar los accesos a datos por medio de Web. También he utilizado los conocimientos 
adquiridos en la asignatura de Estadística, realizando gráficas a través de los datos 
obtenidos y haciendo las comparaciones necesarias para llegar a la mejor respuesta. La 
asignatura de Ingeniería de Software para realización de los casos de uso. Por supuesto 
la asignatura de Programación y la de Introducción a la Informática y a la Programación, 
que son la base para realizar cualquier trabajo de este tipo. Quiero hacer mención 
también de la asignatura de Deontología y Profesionalismo, ya que realizando el trabajo 
me he dado cuenta de la responsabilidad que tenemos en este campo. 
Además, he desarrollado los conocimientos adquiridos en el grado de ingeniería 
informática, para investigar y poder utilizar programas que hasta ese momento 
desconocía por lo que todo lo aprendido me ha abierto las puertas para ser capaz de 
continuar investigando cosas nuevas.  
Todos estos conocimientos, así como los demás adquiridos en estos años, son con los que 
cuento para iniciar mi carrera profesional en adelante.  
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