Abstract
Introduction
The relationship between the structural dimensions of an organization and its adoption and use of information systems technologies has received increasing attention from economists, organizational theorists, and information systems researchers (Ein-Dor and Segev, 1978; Kimberly and Evanisko, 1981; Lind, et al., 1989; Mansfield, et al., 1977) . Firm size has been the most frequently examined structural characteristic, partly because it is presumed that managers are aware of the economic and strategic incentives (i.e., market power) that favor the adoption and use of information systems technology by large firms (Gremillion, 1984; Steiner and Teixeira, 1990; Turner, 1982) . From an economic perspective, the technology can influence: (1) scale economies in production and policyholder servicing by decreasing the costs associated with each transaction or unit of work executed; and (2) scope economies in product-market loci and distribution by facilitating the ability to offer complementary products and services at a lower cost.
The economic benefits of larger size, however, are seldom realized without both careful and proactive management of the information technology (IT) itself and the way that technology is used an organization's business processes (Chandler, 1990) . In many instances, organizational roles, responsibilities, structures, and the business processes of the firm must be fundamentally redesigned in order to maximize the intended benefits (Hammer, 1990; Levinson, 1988; Zuboff, 1988 ). Management's delinquency or indifference to realizing the full potential of the technology can occur if any of several conditions exist, e.g., the environment is munificent and firms have the luxury of achieving their return on investment over a longer period of time, or management's attention is focused on other, more pressing issues. These conditions often exist in practice and are not uncommon in large, fragmented industries (Blair, 1972) .
Within this general perspective, this article examines empirically the correlation between firm size and the ratio of information technology expense to total operating expense, more specifically information technology investment intensity in the life insurance industry. The important issue here for theoretical purposes is the extent to which firm size explains the degree of information technology investment intensity. This question is particularly relevant in the life insurance industry, because the industry is large and fragmented and researchers have found that insurers with the highest ratio of information technology expense to total operating expense tend to be more efficient (based on the ratio of total operating expense to premium income) than other firms, even after controlling for product or firm structure (Bender, 1986; Harris and Katz, 1991; Life Office Management Association, 1984; . Given the conditions prevailing in the industry, addressing this question will also enable us to consider whether large firms tended to be leaders in realizing the full benefits of the information technology-based scale and scope economies available. We also investigate whether the level of firm spending on IT is significantly correlated with the degree of information technology investment intensity. Several academics and practitioners have cautioned that while the level of spending on information technology is important, the way in which this technology is used to pursue economic benefits may be even more significant (Grayson and O'Dell, 1988; Strassman, 1985; Whisler, 1967) . By addressing these two questions, we hope to sharpen our understanding of the factors that affect the extent to which information technology-based scale and scope economies are exploited in the insurance industry.
Background and Literature Review
There have been three types of organization studies that have used firm size as a correlate of information technology adoption and usage. Researchers have investigated: (1)the relationship between firm size and whether computers were adopted (Cron and Sobel, 1983; DeLone, 1988; Globerman, 1986; Lind, et al., 1989; Mahajan and Schoeman, 1977; Mansfield, et al., 1977; Yap, 1990) ; (2) the relationship between firm size and the number of operations computerized (DeBrabander, et al., 1972; Kimberly and Evanisko, 1981; Moch and Morse, 1977); and (3) the correlation between firm size and the ratio of information technology expense to total operating expense (also referred to as "IT intensity" and "systems-intensiveness" in the literature) (Gremillion, 1984; Sippel, 1989; Turner, 1982) .
With the exception of Globerman 1 (1986) , the evidence points to the existence of a direct relationship between firm size and the adoption of information systems technologies (Cron and Sobel, 1983; DeLone, 1981; Lind, et al., 1989; Mansfield, et al., 1977; Yap, 1990) . Beyond firm size, the research in this area suggests that there are several factors that could distinguish adopters of information technology from non-adopters: (1) the anticipated profitability of the different types of information systems technologies; (2) the progressiveness of management; (3) the strategic positioning of the firm within the industry; (4) the extent of competitive pressure; and (5) the extent to which technology is available and is being marketed to all segments of the industry at the same time. More studies of a wider array of information systems technologies and industries are needed before we will have a clear understanding of the structural (e.g., firm size, line executive influence, etc.) and technical and economic factors (e.g., changes in the external environment and how they interact with the firms' internal process and structures) affecting adoption (Cron and Sobel, 1983; DeLone, 1981; Globerman, 1986; Lind, et al., 1989; Mahajan and Schoeman, 1977; Mansfield, et al., 1977; Yap, 1990) .
Both Moch and Morse (1977) and Kimberly and Evanisko (1981) reported a positive relationship between firm size and the number of applications computerized for hospitals. The studies examined the number of functions computerized in eight areas: accounting, admissions, discharges, personnel records, payroll, medical records, research, and patient care. Moch and Moore used the log of the number of patient admissions
The "Home Office" of an insurance company provides most of the functional processing of the business, except for marketing activities directly related to the agent. Home office functions typically include policy administration, product design, investments, actuarial, legal, and other corporate functions. Globerman (1986) found that large U.S. life insurers were s~ower to computerize their home office operations than small insurers. His sample consisted of 104 insurers that sold life insurance policies in Canada as of May 1, 1969. as the proxy measure for firm size; Kimberly and Evanisko used the number of hospital beds. In the (atter-study,. the authors found that the number of applications automated was positively affected by the competition in the local area and the degree to which hospital administrators were. highly educated and cosmopolitan. DeBrabander, et al. (1972) reported a positive link between size (as measured by the number of white collar workers) and the firm's investment in computer hardware but found an insignificant link between size and the number of applications automated. The authors' sample was taken in 1968 and consisted of 173 industrial (e.g., mining, public utilities, food, chemicals, building, etc.) firms in Belgium.
These three studies have added to our understanding of the relationship between firm size and the extent of computerization. Questions remain, however, concerning the relationship between the number of functions computerized and the changes taking place in several of the structural characteristics of firms, i.e., number of departments, number of hieramhic levels, and the extent of functional specialization.
There have been three published studies that have examined the correlation between firm size and the ratio of information technology expense to total operating expense--the IT investment intensity. Turner (1982) analyzed the relationship between firm size, performance, and computer use in Mutual Savings Bank; Gremillion (1984) analyzed the extensiveness of computer use in the National Forest System; and Steiner and Teixeira (1990) analyzed the effects of information technology "system-intensiveness" in commercial banks. McFarlan, et al. (1983) characterize the IT investment intensity ratio as one measure of the degree of operating dependency on the technology. We believe that while the insurance industry's early efforts at automation led to task fragmentation and automation of existing clerical work, information technology is now used to a much greater extent to support process integration and coordination. Turner (1982) questions whether large banks would make more "intensive use" of information systems resources than small banks, using a sample of 38 U.S. mutual savings banks. The data for the study captured the operating condition of the banks in 1978. Statistical analysis indicated that the sample was representative of the overall population of 469 savings banks. Turner argues that the ratio of information technology expense to total operating expense captures the firms' relative investment in computer resources. Firm size was measured using an index consisting of total bank assets, net income, and the number of full-time equivalent staff. Across the 38 banks, information systems expenses averaged 8.35% of total operating expenses. The finding from the Pearson correlation (coefficient ---.115, p = .258) analysis between the two variables does not support the hypothesis that large banks exhibit a higher degree of information technology investment intensity than small banks. Turner concludes that although large banks had a greater incentive to use information technology intensively (because high transaction volumes make the use of the technology attractive) it did not appear to have happened. Turner's (1982) analysis, however, was limited in that did not test for the presence of a curvilinear relationship between firm size and the ratio of IT expense to total operating expense. As a result, some form of relationship between these two factors cannot be completely ruled out. Gremillion (1984) studied 66 of the approximately 130 administrative units of the U.S. Forest Service. The administrative units of the Forest Service pursue a common mission "to manage the public lands within the forest so as to produce that mix of commodities (e.g., timber and grazing use) and amenities (e.g,, recreation opportunities and wildlife habitat) which is the highest public interest" (Gremillion, 1984, p.7) . The forestry units differ in size, both in the quantities of the commodities they produced and the extent to which they were used for recreation. Gremillion found that during the 1981 fiscal year, size (i.e., number of employees, appropriated budget, number of ranger districts, etc.) was not a significant predictor of information technology intensity for several measures of "intensiveness": computer charges as a fraction of the total forest budget, computer charges as a fraction of the administrative budget, and systems expense per person on the forest staff. Nor was there a relationship between size and the specific types of information systems used. While Gremillion examined various transformations of the dependent variable, he did not consider the possibility of a non-linear relationship between the dependent and independent variables. Gremillion did gather qualitative case study data on five pairs of administrative units that were located in the same region and were similar in size, but were substantially different in their use of computers. He reported that in all cases the discrepancy in the intensiveness of computer use revolved around the presence (or absence) of one or two key individuals who acted as champions for the use of the system. In some cases, line managers required the use of the system; in other cases, staff individuals facilitated the use of the system. Steiner and Teixeira (1990) provide the most extensive documentation of the information technology-related changes underway in the commercial banking industry. They analyzed the factors affecting the performance of 35 bank holding companies relative to the rest of the 13,700 banks in the industry in 1989. Some of the firms in the 35-bank sample are well-known for exploiting technology as one of their central strategies: Banc One, State Street, Citibank, and First Wachovia. The commercial banking industry is a large, fragmented industry undergoing dramatic changes as a result of both regulatory reforms and industry consolidation (Hanley, et al., 1987) . For small banks, the loss of product, geography, and interest-rate protections have had dramatic effects on their ability to compete; most of the industry's net income growth was generated by large banks during the 1980s. In addition, between 1980 and 1988, non-interest expense 'in large banks increased at the rate of 14 percent per year versus 6.6 percent per year in small banks, and information systems technology expenses increased at the rate of 20.3 percent per year in large banks versus 6.7 percent in small banks. As a result of these changes and others (i.e., mergers and acquisitions), 1988 the 35-bank holding company sample employed 47 percent of the industry's employees, controlled 52 percent of the noninterest expense, 68 percent of the systems technology expense, and 49 percent of the assets. Steiner and Teixeira estimate that the extent of "systems-intensiveness" in the 35-bank universe increased from 10 percent of non-interest expense (approximately) in 1980 to 15.2 percent in 1988. 2 Steiner and Teixeira argue that the differential in these statistics is important because it is setting the stage for large banks to Hanley, et al. (1987) estimate the industry-wide average for the ratio was 10.2% in 1985. control an even larger share of the industry's assets. Steiner and Teixeira (1990) suggest that the trend toward consolidation will continue in the future because of the comparative advantage that large banks now hold over small banks. There are three reasons why small banks are at a disadvantage: (1) the higher capital requirements the industry will favor banks that use capital efficiently; (2) securitization of mortgages and consumer loans will favor large banks that efficiently generate large loan volumes; and (3) the increased investments in information technology will inevitably lead to stronger merger pressures because of the considerable economies of scale and scope.
In summary, the three studies that have examined the correlation between firm size and the ratio of information technology expense to total operating expense suggest that both structural (e.g., line management influence, differential ability to execute a chosen strategy, quality of the support infrastructure) and technical and economic factors may be important mediating variables (Gremillion, 1984; Steiner and Teixeira, 1990; Tumer, 1982) . The advantage of focusing on a single industry is that inter-industry differences, which tend to be large, cannot influence the results. However, additional research is needed to replicate these studies at different points in time, and longitudinal designs are necessary to validate the findings. Indeed, there is also a need to study a wider array of industry settings. While Bender (1986) and Harris and Katz (1990; 1991) established the usefulness of the ratio of information technology expense to total operating expense in the life insurance industry, there remains a need for theoretical research to interpret the relationship with firm size and other structural dimensions, as well as empirical research to evaluate statistical significance.
Theory and Motivation
The life insurance industry is a large, fragmented industry with over 2,200 competitors (Economist, 1990) . Until the mid-1970s, the industry was stable, profitable, growth-oriented, and distribution-driven (Economist, 1990; Life Office Management Association, 1988) . During the last 15 years there have been significant Changes in Information Technology Investment Intensity the industry: the demand for the basic product declined; the rules regulating the boundaries of the industry were relaxed; the number of new entrants increased; the number of insolvencies increased; industry consolidation increased; and there has been an increase in the level of competitive intensity (Economist, 1990; Life Office Management Association, 1988) .
The changes in the life insurance industry have resulted in greater product innovation and shorter product life cycles (Life Office Management Association, 1984) . 3 Life insurers have also diversified their product portfolio by expanding into property and casualty insurance and into products traditionally sold by banks and brokerages (e.g., home mortgages, trust services, mutual funds, and cash management/money market type accounts) (Economist, 1990; Life Office Management Association, 1984; Sippel, 1989) . Insurers diversified because they were responding to the changes in customer values and the increased degree of market segmentation (Life Office Management Association, 1988).
The criteria for buying insurance products have also undergone tremendous change (Economist, 1990; Life Office Management Association, 1984; Sippel, 1989) . Buyers are now more: (1) price sensitive; (2) interested in maximizing the return on their investments; and (3) sophisticated comparing insurance products with products from other financial institutions (e.g., banks, brokerages, etc.) (Economist, 1990; Life Office Management Association, 1988) . Consequently, more buyers are willing to switch companies, and this has been reflected in an increase in voluntary policy terminations and surrenders (Economist, 1990; Sippel, 1989) . As a result of the wide array of changes in the industry, insurers have become more cost and service-oriented (Economist, 1990; Life Office Management Association, 1984) . Increasing competition has led some firms to take progressively riskier positions in pursuit of higher yields, leading to recent problems and well-publicized failures within the industry.
Some of the new products that have been introduced include universal life, variable life, flexible premium variable life, and deferred annuities. In addition, some traditional products have become more flexible as a result of product conversion options, interest-sensitive cash accumulation vehicles, and expanded premium payment options (Economist, 1990; Life Office Management Association, 1984) .
Historically, life insurers focused their computer resources on the automation of transaction-driven functions:
policy underwriting, policy maintenance, billing and collection, claims and benefits transactions, personnel records management, and accounting. There is growing case study evidence of changes since the early use of computers in the industry, when they reinforced the fragmentation of job tasks within functional hierarchies. Since the late 1970s, horizontally integrated systems--cross-function systems--are integrating fragmented tasks to create more new jobs while they eliminate old ones (Hartmann, et al., 1986 ). Increasingly, crossfunctional systems are giving firms innovative ways to organize their business processes and changing the rules of competition of the industry (Hammer, 1990; Life Office Management Association, 1988; Sippel, 1989 ). Whisler's (1967; 1970) research represents the most comprehensive analysis of information technology impacts in the insurance industry. Using the case study approach and a select group of 20 to 25 insurance firms, Whisler found that leading edge use of information technology was associated with greater job specialization and job interdependence, greater job variety, a shrinkage in the number of managerial and non-managerial positions, reduction in the time discretion of individuals as a result of the integration of activities, consolidation in the number of organizational levels, reduction in the firms' cost structure, and the encapsulation of information technology into the control and coordination structure of the firm.
Hypotheses
There are two propositions considered in this article. First, we investigate whether small insurers exhibit a higher degree of information technology investment intensity (i.e., the ratio of information technology expense to total operating expense) than large insurers. Second, we examine the extent to which the level of spending on IT significantly explains the degree of IT investment intensity. 4 We have formulated two research hypotheses, discussed below.
While the statement of our hypotheses suggests that we view firm size and level of spending on information technology as "predictors" or "determinants" of IT investment intensity, technically speaking, we should refer to these variables as correlates, since the direction of causality is always in doubt.
HI:
The ratio of information technology expense to total operating expense is significantly higher in small insurers than in large insurers.
There are several industry and firm-related factors that would tend to support the direction of this hypothesis. First, there is some empirical evidence, although not specific to the life insurance industry, that changes in process design are more important strategic management concerns in small firms than in large firms (Robinson and Pearce, 1976) . As a result, small firms may be more open to using technology opportunistically and strategically.
Second, the trend toward more powerful, faster, and cheaper computing lowers the minimum efficient scale and reduces hardware as an entry barrier (Gold, 1989) . Other factors may also relevant. The technical staffs in small firms tend to be more visible; thus, the contribution of each person and group may be recognized much sooner. In addition, inter-functional integration and coordination should be easier to achieve in small firms than in large firms because communications are not as inhibited and formal systems and procedures are not as old as they are in large firms. There are now several wellknown examples of small to medium-sized firms that have successfully used information technology to enter and penetrate established markets with innovative business processes: USAA, Batterymarch Financial Management, and Roadway Package System (Arthur D. Little, 1990) Third, large firms tend to be more bureaucratic, inflexible, and rigid. Organizational researchers have consistently found a positive relationship between firm size and structural differentiation or complexity in several dimensions--number of departments, number of hierarchic levels, and degree of functional specialization (Child and Mansfield, 1972; Marsh and Mannari, 1981; Pugh, et al., 1969) . These results suggest that large firms tend to be more complex overall and require both more people and more levels of hierarchy to approve new product or process innovations. To the extent that large insurers are more bureaucratic, they may be more likely to expand the number of administrative employees instead of expanding the use of information technology.
Fourth, the management hieramhy in small firms tends to be much simpler and flatter. The chief executive officer, for example, tends to be closer to the day-to-day operations of the business and can effect change easier, more quickly, and more often than managers in large firms because decision making tends to be centralized and fewer staff specialists are required (Miller and Friesen, 1984) . In addition, small technologically opportunistic firms may take less time than large firms to implement a new system once a decision has been made (Yap, 1990 ).
There are also several counter arguments that would tend to alter the interpretation of the first hypothesis (H1) that small firms are disproportionately more information technology investment-intensive than large firms. It can be argued that the capital markets confer an advantage to large firms in their ability to raise risk capital for information technology projects. Ein-Dor and Segev (1978) postulated that large firms would incur fewer MIS failures arising from insufficient resources. Second, the cost of hardware and especially software may be more burdensome for small firms than large firms (DeLone, 1981) . Third, as firm size increases so does the possibility of structuring and programming the inter-relationship between activities and tasks (Marsh and Mannari, 1981) . '
H2: There is a positive relationship between the level of spending on infomtation technology and the ratio of Information technology expense to total operating expense.
A higher level of spending on information technology can increase the ratio of IT expenses to total expenses simply by increasing IT expenses faster than other expenses, or even by allowing other expenses to shrink. If this investment in IT allows firms to reduce total expenses or to increase their market share without comparable increase in total expense, this is clearly desirable. While this hypothesis is intuitively appealing, we are unaware of any prior empirical support or test of the proposition.
Data
The data source for this study is the Life Office Management Association (LOMA) Tracking Information Processing Expenses (TIPE) database.
Information Technology Investment Intensity
LOMA is the insurance industry trade association for life insurers. 5 The LOMA TIPE database was started in 1981, and the firms in the database are members of the association. LOMA began reporting summarized information back to the companies in 1982. Annually, LOMA surveys the member firms to obtain expenditure information on revenues by line of business, total cost by product category (e.g., life versus property and casualty), and information technology expenses (e.g., hardware, software, personnel, miscellaneous). The financial information in the database captures only home office insurance operations and is reported to LOMA consistent with insurance company reporting for the U.S. Annual Statement, the U.S. Consolidated Annual Statement, and the Annual Statements as Respects Life Insurance in Canada. All other expense items are reported consistent with the definitions provided with the survey instrument. For inclusion in the LOMA database, firms must provide at least two years of data. In a typical year, the firms in the database account for more than 70 percent of the premium income in the life insurance industry and more than 95 percent of the total admitted assets in the industry, s
To protect the confidentiality of the data from individual firms, LOMA summarizes the information before making it available to member companies. Each firm's data is reported back to the company, along with the summarized information from all firms, in a format that facilitates comparisons with the~summarized information. Errors in individual company data are recognized and corrected. The LOMA instrument documents the information technology expenditures in each company and tracks key financial information.
The Life Office Management Association (LOMA), founded in 1924, is the insurance industry association for life insurers. LOMA promotes information exchange, cooperative research, and education and training activities to help member companies deal with the challenges of management in financial planning, operations and systems, and human resources.
We are aware of the limitations of using this database. For example, by focusing on home office operations, the LOMA survey may bias reported IT expenditures by under-reporting IT investments of firms with large commitments to IT in the field. It is not clear whether this would result in systematically underestimating expenses of large or small firms. The LOMA database is, however, the best available for this industry. Its utility in assessing the strategic impact of information technology and its use in the insurance industry has been repeatedly demonstrated (e.g., Harris and Katz, 1990; 1991) .
The samples used in this study reflect more than 60 percent of the premium income in the life insurance industry (A.M. Best Co., 1984; 1985; . The hardware configuration complexity of the firms varied considerably, from single processor/single location installations to multiple processors connected across multiple locations. Data management sophistication also varied widely, within and between firms, from file management systems to database management systems. Overall, the firms in this study were very representative of the top 50 insurance companies as measured by premium income: more than 10 out of the top 20; more than 20 of the top 50. Premium income ranged from $5.6 million for the smallest firm to $19.3 billion for the largest firm. The level of information technology spending ranged from $139.2 thousand for the smallest firm in the sample to $381.2 million for the largest firm.
Measures and Methods

Dependent variable
The dependent variable and measure of information technology investment intensity used in this study is the ratio of information technology costs to total operating costs (ITExpR), or the IT expense ratio. A similar measure was used by Gremillion (1984) , Steiner and Texieira (1990), and Turner (1982) .
Information technology costs captured in the LOMA survey include all expenses for information processing in the home office (e.g., hardware, software, personnel, data communications, miscellaneous) in both data processing and line/staff departments, including depreciation. Operating expenses include both information technology costs as well as non-information technology costs. Operating expenses do not include sales commissions, investment expenses, or the payment of policyholder benefits as a part of costs. This definition of operating expenses is generally accepted in the industry and is consistent with insurance company financial reporting.
Independent variables
Premium income (PI) is the measure of firm size used in this study. It emphasizes the input workload level aspect of size, and it is positively correlated with the number of policies and lives covered. Premium income also reflects both the unit price and reserves that are set aside to meet policyholder benefits; it is not a measure of net earnings. For the purposes of this study, however, premium income is a better measure of firm size than the number of employees because using the latter measure could indicate the extent to which IT is being used as a substitute for labor and thus confound the results.
To test the first hypothesis (H1), we used a timelagged regression research design to allow for the fact that adjustments in the IT expense ratio may be due to changes in the level of premium income that occurred in earlier periods. This analysis takes into account the fact that changes in firm size in one period could provide the basis for adjustments in the IT expense ratio in some future period (because firms often adjust their capacity in response to changes in demand). It differs from the traditional cross-sectional or contemporaneous analysis, which assumes that organizational decision makers accurately anticipate changes in demand and that adjustments in the IT expense ratio occur simultaneously with the changes in firm size. Because there is no theoretical justification at this time for one lag structure over another, we tested the hypothesis (H1) using six different time-lagged models: (1) a one-year lagmthe 1986, 1985, and 1984 IT expense ratio values were regressed on premium income from 1985, 1984, and 1983 , respectively; (2) a two-year lag--the 1986 and 1985 IT expense ratio values were regressed on premium income from 1984 and 1983, respectively; and (3) a three-year lag--the 1986 IT expense ratio was regressed on premium income from 1983. Averages for premium income, information technology expense, the IT expense ratio, and the ratio of hardware expense to information technology expense (i.e., the hardware ratio) are also reported.
We also report the contemporaneous correlations between premium income and the IT expense ratio. Because the values of size variables are often skewed, zero order correlations for the log of premium income were also taken to: (1) adjust for the variance in the distribution of premium income values across firms; and (2) allow for the potential curvilinearity between premium income and the IT expense ratio (Kimberly, 1976 While we know very little about the length of time it takes an IT project to affect business operations in the insurance industry, in a seven-year crossindustry study, Osterman (1986) reported that the expansion of computer power had the largest displacement effect within the first two years after the expansion. The observations we have gathered in our case study research and in conversations with leading insurance industry executives tend to support this finding. Contemporaneous correlations between the level of spending on IT and the log of the level of IT spending with the IT expense ratio are reported in the next section An alternative input measure to the lagged level of information technology spending is the cumulative level of information technology spending (CUMIT) across all years, 1983 to 1986. Whereas the level of information technology spending is treated as a flow cost rather than an investment, the cumulative level of information technology spending incorporates part of the accumulation of knowledge and know-how that has been built up in the firm over time. .49 * = millions of dollars. ** = billions of dollars. *** = ratio of hardware expense to information were higher for large insurers than for small insurers. Table 2 provides the contemporaneous correlations between the IT expense ratio for 1983 to 1986, and some of the key variables used in this study: premium income, log of premium income, IT spending, and log of IT spending.
Findings
The zero order correlations between premium income (PI) and the ratio of information technology expense to total operating expense (ITExpR) were negative each year (1983 to 1986) but were Table 2 was consistent with the direction of the first hypothesis (H1), the correlations were not statistically significant, which indicates the hypothesis was not supported.
The correlations between the log of premium income (LGPI) and ITExpR were negative and significant (at the .01 level) each year, The number in the parenthesis under the correlation is the p-value. * = Correlations are significant at the .01 level. ** =Correlations are significant at the .10 level.
1986. Thus, the correlations support the first hypothesis (H1) that small insurers spend higher proportion of their operating expenses on information technology than do large insurers. These results also suggest a curvilinear relationship between premium income and the ITExpR ratio values. The zero order correlations between level of spending on information technology and the IT intensity ratio (ITExpR) were negative and were not significant at the .05 level for each year, 1983 to 1986; similar results were found for the correlations between the log of IT (LGIT) and ITExpR. These correlations do not support the second hypothesis (H2). Table 3 presents the one-year, two-year, and three-year lagged regressions to test the first hypothesis, H1. The models capture the relationship between firm size and the degree of inforrrlation technology investment intensity. None of the regression models or estimated coefficients was statistically significant at the .05 level, and thus the first hypothesis was not supported.
Relationship between firm size and IT investment intensity
The sign of the estimated coefficients for premium income in the lagged regression models were negative. Although this could have occurred by chance, the sign is consistent in each of the models and suggests a curvilinear relationship between premium income and the IT expense ratio. To explore this question further, the log of premium income (LGPI) was used in the lagged regression models instead of premium income. The log of premium income was selected because the zero order correlations between the log of premium income and the IT expense ratio was statistically significant. The regression models are presented in Table 4 .
The results in Table 4 tend to support the first hypothesis, HI. While all of the models show a negative relationship between the log of premium income and the IT expense ratio, statistical significance did vary by year. Two of the three one-year lagged regression models were significant at the .01 level; both of the two-year lagged models were statistically significant at the .01 and .05 levels, respectively; and the single three-year lagged regression model was not statistically significant (p = .1131).
Although not shown in Table 4 , pooling the observations for the one-year lagged log models produced a statistically significant regression model R~ect R~ect
The number in the parenthesis under the coefficient value is the T statistic. None of the coefficients was statistically significant from 0 at the .05 level. The test for statistical significance is based on a twotail test of the null hypothesis that the true coefficient is identically zero. (R 2 = .045) and estimated coefficient (b = 0.0074) at the .01 level (p, < .0001). Pooling maximizes the number of lagged observations. Except for the three-year lagged results, the results in Table  4 provide support for the proposition that small firms (based on premium income) spend proportionately more of their operating expenses on information technology than large firms. We cannot, however, rule out the possibility that the small R 2 values inTable 4 may be due to the fact that the relationship between firm size and the IT expense ratio is mediated by one or more 'structural, technical, or economic variables that were not included in the analysis. Table 5 presents the lagged regression results for the second hypothesis (H2). None of the lagged year-to-year regression models between the IT expense ratio and the level of IT spending was statistically significant at the .05 level. The results in Table 5 do not support the second hypothesis.
Relationship between IT spending and IT investment intensity
The negative sign associated with the estimated coefficients in Table 5 are best explained by the positive correlation between premium income and the level of IT spending. The year by year zero lagged correlations between these two variables were: 0.9821(p < .01), 0.9480(p < .01), 0.9587 (p <.01), and 0.9791 (p <.01) for to 1986, respectively. However, we cannot simply rule out the possibility that the negative sign indicates a concave up relationship between the IT expense ratio and the level of IT spending. To explore this latter possibility, we used the log of information technology spending (LGIT) to explain the potential curvilinearity. The results are presented in Table 6 .
None of the regression models or the estimated coefficients were statistically significant at the .05 level. Again, the results indicate that variations in the IT expense ratio are invariant across all firms to the level of spending on information technology. However, the lagged log form of the regression models used in Table 6 does not preclude the possibility of an inflection point or non-monotonic relationship. To allow for this we defined a cubic polynomial to capture the possible curvilinearity. If the relationship between the IT expense ratio and level of IT spending is of the formY = aX + bX 2 + cX 3 + u, whena> 0, b < 0, and c > 0, an S-shaped function would be supported by the data. Table 7 presents the results for the lagged polynomial regression The number in the parenthesis under the coefficient value is the T statistic. None of the coefficients was statistically significant from 0 at the .05 level. The test for statistical significance is based on a twotail test of the null hypothesis that the true coefficient is identically zero. The number in the parenthesis under the coefficient value is the T statistic. None of the coefficients was statistically significant from 0 at the .05 level. The test for statistical significance is based on a twotail test of the null hypothesis that the true coefficient is identically zero. Ratio (1986) Ratio (1985) Ratio (1984) IT Spending
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IT Spending 3 models. None of the models was statistically significant, indicating that the existence of an inflection point or non-monotonicity was not a problem. Table 8 presents the regression analysis results for the IT expense ratio versus the cumulative of IT spending from 1983 to 1986. The results suggest there was no relationship between the cumulative level of IT spending and the IT expense ratio, consistent with the findings above.
The results in Tables 6, 7 , and 8 indicate that there is no statistically significant relationship between the level of spending on information technology and the degree of IT investment intensity across all firms. Consequently, the findings in this article do not support the second proposition (H2) that spending more on information technology leads to a higher ratio of information technology expense to total operating expense. While this is a negative result, it is likely that the relationship between the level of spending on IT and the IT expense ratio is included in the analysis. Indeed, Gremillion's (1984) case study observations suggest that this issue could be quite important.
Discussion and Interpretation
In earlier work (Harris and Katz, 1991) we found that, on average, large firms with high IT expense ratio values were more efficient than small firms with high IT expense ratio values and that, in turn, these firms were more efficient than insurers with small IT expense ratio values across all firm sizes (based on premium income). The results reported in Harris and' Katz (1991) were consistent with economic theory on how firm efficiencies should vary when there are scale and scope economies present. While economic incentives alone may have favored the use of information technology by large insurers (Geehan, 1977; Globerman, 1986; Life Office Management Association, 1984; Quinn and Gagnon, 1986) , our preferred interpretation of the results in this article is that large insurers on the average were not leaders in realizing the full economic benefits of the technology.
The structure of the life insurance industry during the stable environment of the 1970s could have reduced the intensity with which they pressed for the benefits of the technology. Economists and organizational theorists have long argued that industry structure has a major impact on the way management reacts to changes in the environment and firm efficiency (Pfeffer and Leblebici, 1973; Sippel, 1989) . Pfeffer and Leblebici (1973) write that "competition operates as an external pressure or constraint on the organization. If the organization has some degree of control over its environment, so that its output can be disposed of regardless of cost or quality, then efficiency in operations is not as necessary, mistakes are not as important, and responsiveness to customer needs is not as vital" (p. 270). The existence of scale economies (Geehan, 1977; Globerman, 1986; Praetz, 1980) reinforces the observation that the industry was not perfectly competitive. As a result, large firms could have insulated themselves for a longer period of time from the external changes and pressures in the industry than did small firms. Our results also indicate that premium income alone explains a small proportion of the variance in the IT expense Globerman (1986) .
Of course, an alternative interpretation is consistent with the data, viz that large insurers enjoy a very significant advantage in the use of information technology due to their significant economies of scale in application software development. This is consistent with findings by Steiner and Teixeira (1990) in banking, in particular their observations concerning the economies of scale and scope available through information technology. Their belief that IT scale economies are a pressure toward mergers in banking could also generalize to mergers in the insurance industry, where firms like CIGNA might be seen to have lower information technology investment intensity due to economies produced by the merger that led to the company's formation. However, values of IT investment intensity may also be due to excess non-IT capacity.
This interpretation--that large firms enjoy increased benefits from their information technology investments, due especially to economies of scale in software production--is consistent with the findings that hardware represents an increasingly large fraction of the technology budgets for large firms. That is, rather than arguing that hardware is more burdensome, which is hardly an indication that large firms spend less over all on IT, these data suggest that for large firms software is relatively less burdensome. This is not surprising because the cost of software development is largely independent of the scale of operations and of market share; thus, while large firms would need more processing capacity (hardware) than small firms, they might be able to invest proportionally less for the same software functionality. Of course, this does not entirely rule out our belief that large firms are under investing; these firms might still benefit from. developing additional functionality. Small firms may be able to counter some of the application development scale advantage enjoyed by large firms by purchasing software and modifying it to meet their needs.
The evidence in the literature, we contend, suggests that economic and technological potential alone does not adequately explain why some firms use information technology more and others less. This is primarily because the structure of the industry (e.g., level of competitive intensity, customer values) is an important mediator that affects the speed and timing of competitive entry and response (Meyer, 1982; Pfeffer and Leblebici, 1973; Scherer, 1973) .
In addition, contrary to expectations, we did not find that spending more on information technology leads to a higher ratio of information technology expense to total operating expense. This suggests to us that insurers need to intensify their efforts to realize the productivity and cost substitution benefits that are available through the technology. Investments in information technology represent a major source of business risk and this risk must be managed effectively through the link with the firm's strategy, the structure of the organization, the measurement and control system, the reward system, and the characteristics of the technology (Morone, 1989) . This finding is consistent with the observation of several academics and practitioners that how the technology is used and managed is as important as the level of spending, if not more so (Grayson and O'Dell, 1988; Hammer, 1990; Levinson, 1988; Strassman, 1985; Zuboff, 1988) .
It is generally accepted in the academic literature that the structural parameters of organizations vary widely, such that some firms are more likely than others to take the initiative and lead with new product and process changes (Mintzberg, 1979; . In our five-year study of the life insurance industry, we have come across two different types of insurers that illustrate part of the extent of firm diversity in the industry. At one end of the spectrum are the innovative and entrepreneurial firms that are willing to take the initiative and lead with new product and process changes and diversify their product scope in search of new market opportunities. This type of firm tends to be loosely similar to Miles and Snow's (1978) "prospectors" and Mintzberg's (1979) "entrepreneurial" organizations. At the other end of the spectrum are the ultraconservative firms that are more willing to let other firms lead and take the initiative rather than be the leader. This type of firm tends to be loosely similar to the "stagnant bureaucracy" of Miller and Friesen (1984) and Mintzberg's (1979) "adapters." These differences between insurers exist for a variety of reasons, including the fact that firms will react differently to changes in the structure of the industry.
We contend, based on our experience in studying the insurance industry, that innovative and entrepreneurial insurers tend to be found among small and medium-sized firms. However, some large insurers have become innovative with information technology by decentralizing decision making and by redesigning the organization to take advantage of inter-functional and inter-firm relational synergies (Hammer, 1990; Zuboff, 1988) . Innovative firms tend to search continuously for new opportunities where the competition is weak and markets are growing fast. In addition, management tends to state openly values that would support change and resolve conflicts. As a result, these firms are more willing to modify processes and structures to achieve their goals. The leadership style in these firms tends to be entrepreneurial and the management decision-making process less formal and bureaucratic, allowing for rapid response. In innovative insurers, the proactive use of information technology is built into the strategy of the firm, and they are constantly looking for ways to use the technology to improve their competitive position. These firms also tend to differ from other insurers in that the CEO's vision and the goals and strategy of the firm are often the primary basis for using information technology aggressively instead of environmental pressure or industry structure.
At the other end of the spectrum, ultraconservative firms tend to be slower to respond to changes in technology and are less likely to move aggressively to take advantage of the economic potential. Often these firms are wellestablished in their market with a long history of past successes. The management decisionmaking processes in these firms tend to move slowly and cautiously, even after appropriate information on the need for change has been presented. In part, this is because they have been successful without having to make dramatic changes. The culture in these insurers tends to reinfome the existing systems, procedures, and structures, and acts as a barrier to technological change. Indeed, management tends to see the technology as a tool that can be used to gain greater efficiencies and control over existing tasks rather than as a way to fundamentally change the business and how the organization functions (Levinson, 1988) . The effectiveness and/or efficiency of the MIS organization tends to be weak. Ultra-conservative firms also tend to be short-term oriented and budget and expensedriven. They may not have the technical skills and infrastructure or cultural values and beliefs to use the information technology as a strategic tool. However, if adequate resources are available to make the product and process changes needed, these firms will tend to respond to environmental pressure. If the resources available are insufficient, little innovation in products or processes will take place, and the firms will simply drift along. Consequently, changes in strategy in these insurers tend to be incremental and imitative rather than dramatic and innovative.
The differences between strategic archetypes is striking, particularly in terms of their posture toward taking advantage of the economic potential of the technology. Based on the research in the literature, the results in this article, and the observations that we have gathered in our case study research, it is clear that the correlation between the degree of information technology investment intensity and firm size, or the level of spending Qn IT, is mediated by several structural, technical, and economic factors. Further research is needed to identify the significant factors, how they interact, how they change over time, and under what conditions the structural factors are more significant than the technical or economic factors. As an example of the latter, if the environment is stable and munificent and there is a high degree of technological sophistication, it seems likely that the firm-specific factors wil! be more important than the market-specific factors. However, if the industry is undergoing significant environmental change or technological change, it is unclear which type of factors will be the most significant because different firms respond to and are driven by different forces when evaluating opportunities to use information technology.
Limitations of the Study
The conclusions drawn in this study are based on industry data obtained from the Life Office Management Association (1984; 1988) . The results presented reflect the full array of product offerings among life insurers (e.g., life, group, credit, property and casualty), although the primary products were life insurance.
The findings in this article could be strengthened and expanded by replicating the study at a different point in time and in other industries and by using alternative measures of information technology investment intensity (e.g., the ratio of information technology expense to the total number of employees). Measures are needed both to evaluate technological change and to "determine which innovative efforts to push, which to reconsider, and which to abandon" (Drucker, 1985, p.167) . Measurement is complicated because of the need to decide on which factors to systematically gather data and the need to map out the linkage between these factors and specific elements of a firm's strategy. Some of the other measures of firm size that should be considered include the total number of employees and total assets. If the firm size measures are not proportional to each other, the findings could change. The informed subjective interpretations, which make up the bulk of this article, could be strengthened with formal data.
The age of the firm may be a confounding factor in the interpretation of the results. Small, young, technologically opportunistic firms may be more likely to purchase external services or turnkey systems and adapt the managerial and organizational work system to the technology. To the extent there exists comparable hardware and software across firm sizes, small firms could realize a higher level of IT investment intensity more quickly than large firms. This in turn could lead to more effort to leverage the benefits of the technology in the future. Alternatively, it may be that young small firms that do not achieve a high level of IT intensiveness are at risk for their continued survival. If, as a consequence, they fail at a higher rate than large firms, it could be (though not likely) that they are not well-represented in the LOMA sample.
The findings in this article were established within sample bounds and may not be valid for very small firms. This article also did not address the potential simultaneities between firm size and information technology investment intensity. Future studies could extend this research by addressing these issues directly.
Theoretically, information technology spending decisions could influence the level of premium income generated by the firm. This is primarily a second-order effect that results from the requirements for efficient production and the capacity to both modify existing products and offer new ones. Conceptually, we might expect a positive relationship between the IT expense ratio in one period and premium income in a later period if the industry were undergoing a strong growth cycle, which might encourage managers to accede to expansionary information technology policies in order to create excess capacity. There might also be a positive relationship between the IT expense ratio and premium income simply because of the attractiveness of the IT investment. Alternatively, munificence and stability might lead to less concern for efficiency and investments in the information processing needs of the firm. During the period of this study, 1983 to 1986, demand was shifting from traditional life insurance products, premium income growth was slowing, and the cost pressures in the industry were increasing. Consequently, it is unlikely that a significant positive relationship existed between the IT expense ratio in one period and the premium income level in a later period. Preliminary analysis of the data revealed that the relationship between the IT expense ratio and premium income was positive but insignificant.
Our findings could have been influenced by the data collection method. Firms were asked to submit information consistent with the definitions that were specified in the survey instrument. Because the sample used in this study draws on a large number of firms that were in the database for a minimum of two years, we believe that this problem is not as significant as it might be in a one time period cross-sectional study. Multi-year data provide more opportunity to identify errors or problems in the data collected and in the data collection procedure.
Conclusions
There is increasing empirical evidence that large insurers enjoy substantial economies of scale in their home office activities (Geehan, 1977; Praetz, 1980) . The source of scale and scope economies is attributed generally to information technology, and organizational know-how and experience in certain management and marketing functions (Quinn and Gagnon, 1986) . In earlier work (Harris and Katz, 1990; 1991) , we found that the ratio of information technology expense to total operating expense was one of the factors discriminating the extent to which insurers realized scale and scope economies. We reported that insurance firms with high ratios of information technology expense to total operating expense were more efficient (based on the ratio of operating expense to premium income) than other firms across all size rankings (based on premium income) and, on the average, have higher ratio of information technology expense to total operating expense than large insurers. As noted above, our preferred interpretation is that large insurers were not leaders in realizing the full potential of the economic benefits available.
We believe that, in the most extreme cases, large firms with a small ratio of information technology expense to total operating expense tend to operate less efficiently (Bender, 1986; Harris and Katz, 1990; 1991) and potentially less flexibly and, thus, may run the risk of endangering their survival. The trend toward greater price competition, increased consolidation of industry resources, and higher capital requirements favors large firms that are efficient in the use of capital with a strong product-market focus (Economist, 1990; Life Office Management Association, 1984; Sippel, 1989) . Firms that do not recognize these trends and fail to respond to them are very likely to either exit the industry or see their market position destroyed. However, firms that seek to use information technology to maximize the available economic benefits must be willing to think carefully through the restructuring of business processes and structural arrangements and be actively willing to manage the events and outcomes in the implementation process.
