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Abstract
The purpose of this paper is to study and classify singular solutions of the Poisson problem{
Lsµu = f in Ω \ {0},
u = 0 in RN \ Ω
for the fractional Hardy operator Lsµu = (−∆)su+ µ|x|2su in a bounded domain Ω ⊂ RN (N ≥ 2)
containing the origin. Here (−∆)s, s ∈ (0, 1), is the fractional Laplacian of order 2s, and
µ ≥ µ0, where µ0 = −22s Γ
2(N+2s4 )
Γ2(N−2s4 )
< 0 is the best constant in the fractional Hardy inequality.
The analysis requires a thorough study of fundamental solutions and associated distributional
identities. Special attention will be given to the critical case µ = µ0 which requires more subtle
estimates than the case µ > µ0.
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1
1 Introduction
Within recent years, there has been an increasing interest in boundary value problems for nonlocal equations
involving the fractional Laplacian and associated function spaces. This interest is motivated by various
applications and relationships to the theory of partial differential equations, see e.g. [5, 7, 15, 30, 31] and the
references therein. The fractional Laplacian is defined as
(−∆)su(x) = CN,s lim
ǫ→0+
∫
RN\Bǫ(0)
u(x)− u(z)
|x− z|N+2s dz,
where s ∈ (0, 1), Bǫ(0) ⊂ RN is the ball of radius ε > 0 centered at the origin and CN,s = 22sπ−N2 sΓ(
N+2s
2 )
Γ(1−s) .
Here Γ denotes the Gamma function. For basic properties of the fractional Laplacian, we refer e.g. to
[15]. In particular, it is known that (−∆)su(x) is well defined if u is twice continuously differentiable in a
neighborhood of x and contained in the space L1(RN , dx1+|x|N+2s ). Here and in the following, if a (Lebesgue-
)measurable subset Ω ⊂ RN , a measurable nonnegative function V on Ω and 1 ≤ p ≤ ∞ is given, we let
Lp(Ω, V (x)dx) denote the space of all measurable functions w : Ω→ R with ∫
Ω
|w(x)|pV (x) dx <∞. We also
note that, for u ∈ L1(RN , dx1+|x|N+2s ), the fractional Laplacian (−∆)su can also be defined as a distribution:
[(−∆)su](ϕ) =
∫
RN
u(−∆)sϕdx for ϕ ∈ C∞c (Ω).
We then have
F((−∆)su) = | · |2suˆ on RN \ {0}
in the sense of distributions, where, here and in the following, both F(w) and wˆ denote the Fourier trans-
form of a tempered distribution w. The main aim of this paper is to study singular solutions of linear
inhomogeneous equations involving the fractional Hardy operator
Lsµu := (−∆)su+
µ
|x|2s u, µ ≥ µ0 := −2
2sΓ
2(N+2s4 )
Γ2(N−2s4 )
(1.1)
in bounded domains Ω ⊂ RN containing the origin, where N ≥ 2, the (negative) constant µ0 is the optimal
constant in the fractional Hardy inequality (see [34]), which we write in the form∫
RN
ϕ(−∆)sϕdx+ µ0
∫
RN
ϕ2
|x|2s dx ≥ 0 for all ϕ ∈ C
∞
c (R
N ). (1.2)
We note that, in the case s = 1, the operator Lsµ is the classical Hardy operator which, due to the critical
nature of the inverse-square potential, has been studied extensively in the last decades in the context of
linear and nonlinear boundary value problems, see e.g. [6, 10–12, 14, 16, 19, 22, 33]. More recently, equations
involving Lsµ in the nonlocal case 0 < s < 1 and related inequalities have been receiving growing attention
and are addressed e.g. in [1–3, 17, 18, 20, 24, 26, 27, 31, 32]. We will discuss some of these contributions in
more detail below.
In the present paper, for an arbitrary bounded C2-domain Ω ⊂ RN which contains the origin, we wish
to classify solutions of the problem {
Lsµu = f in Ω \ {0},
u = 0 in Ωc
(1.3)
for a given function f ∈ L1loc(Ω \ {0}). Here and in the following, we set Ωc = RN \ Ω. Moreover, by a
solution we mean a function u ∈ L∞loc(RN \ {0}) ∩ L1(RN , dx1+|x|N+2s ) which satisfies (1.3) in distributional
sense, i.e., u ≡ 0 in Ωc and∫
RN
u(−∆)sϕdx+ µ
∫
RN
uϕ
|x|2s dx =
∫
Ω
fφ dx for all ϕ ∈ C∞c (Ω \ {0}).
If f ∈ Cθloc(Ω \ {0}) for some θ > 0, then, by the regularity theory for the fractional Laplacian (see [30]), any
distributional solution u of (1.3) is also a classical pointwise solution in Ω \ {0}.
To motivate our study, let us first consider the case µ = 0, in which Ls0 = (−∆)s. In this special case,
our main result reads as follows.
Theorem 1.1. Let Ω be a bounded C2 domain containing the origin and f ∈ Cθloc(Ω¯\{0}) for some θ ∈ (0, 1).
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(i) If f ∈ L1(Ω), then for every k ∈ R there exists a unique solution uk ∈ L∞loc(RN\{0})∩L1(RN , dx1+|x|N+2s )
of the problem {
(−∆)su = f in Ω \ {0},
u = 0 in Ωc,
(1.4)
satisfying the distributional identity∫
Ω
uk(−∆)sξ dx =
∫
Ω
fξ dx+ kξ(0) for all ξ ∈ C20(Ω). (1.5)
If moreover f ∈ L∞(Ω, |x|ρdx) for some ρ < 2s, then uk has the asymptotics
lim
x→0
u(x)|x|N−2s = k
cs,0
with cs,0 := CN,sωN−1
∫ 1
0
∫
Bt(0)
|z|2s−N − 1
|e1 − z|N+2sdzdt. (1.6)
(ii) Assume that f is nonnegative and
∫
Ω f dx = +∞. Then problem (1.4) has no nonnegative distribu-
tional solution u ∈ L∞loc(RN \ {0}) ∩ L1(RN , dx1+|x|N+2s ).
Here and in the following, ω
N−1 is the measure of the unit sphere S
N−1 in RN , and e1 = (1, 0, · · · , 0) ∈ RN
is the first coordinate vector. A key role in our analysis will be played by the fundamental solution associated
with the operator Lsµ, which is a radially symmetric classical solution to the problem
Lsµu = 0 in RN \ {0}. (1.7)
In the case µ = 0, this fundamental solution is, up to a constant, given by x 7→ Φs,0(x) := |x|2s−N , and it is
uniquely determined by the distributional identity∫
RN
Φs,0(−∆)sξ dx = cs,0ξ(0) for all ξ ∈ C2c (RN ). (1.8)
A key step in analyzing the solution set of (1.3) for µ 6= 0 is to extend the distributional identity (1.8).
For this we need to recall some properties of the set of radially symmetric classical solutions of (1.7). The
following proposition summarizes and partly extends results contained in [24, Section 3.1] and [26, Section
2], see also [20, Lemma 3.1].
Proposition 1.2. Assume that s ∈ (0, 1), N ≥ 2 and µ0 is given by (1.1). Then for µ ≥ µ0, there exist
a unique τ−(s, µ) ∈ (−N, 2s−N2 ] and a unique τ+(s, µ) ∈ [ 2s−N2 , 2s) such that the functions Φs,µ, Γs,µ ∈
L1(RN , dx1+|x|N+2s ) ∩ C∞(RN \ {0}) given by
Φs,µ(x) =
{
|x|τ−(s,µ) if µ > µ0
− |x|τ−(s,µ) ln |x| if µ = µ0
and Γs,µ(x) = |x|τ+(s,µ) (1.9)
are classical solutions of (1.7). Furthermore, the mapping µ 7→ τ−(s, µ) is continuous and strictly decreasing
in [µ0,+∞), and the mapping µ 7→ τ+(s, µ) is continuous and strictly increasing in [µ0,+∞). In addition,
τ−(s, µ) + τ+(s, µ) = 2s−N for all µ ≥ µ0,
τ−(s, µ0) = τ+(s, µ0) =
2s−N
2
, τ−(s, 0) = 2s−N, τ+(s, 0) = 0,
lim
µ→+∞ τ−(s, µ) = −N and limµ→+∞ τ+(s, µ) = 2s.
For the range µ0 < µ ≤ 0, these properties have been established in [24, Lemma 3.1 and 3.2], see
also [26, Proposition 2.1]. The extension to the cases µ = µ0 and µ > 0 is not difficult, and we shall give a
self-contained proof in Section 2 below.
At first glance it seems natural to guess that, for µ 6= 0, the function Φs,µ also satisfies the distributional
identity (1.8) in place of Φs,0 with (−∆)s replaced by Lsµ and with cs,0 replaced by a suitable constant.
However, this fails to be true already in the case of the classical Hardy operator L1µ := −∆ + µ|x|2 in
dimensions N ≥ 3. To see this, we note that, for s = 1, the radially symmetric solutions Φ1,µ and Γ1,µ have
the exponents
τ±(1, µ) = −(N − 2)/2 ±
√
µ+ (N − 2)2/4, (1.10)
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which are two roots of µ− τ(τ +N − 2) = 0, see e.g. [6,14]. Via an integration by parts argument, it is easy
to observe that∫
RN
|x|τ−(1,µ)
(
−∆+ µ|x|2
)
ξ dx = 0 for all ξ ∈ C2c (RN ) if µ ∈
(
− (N − 2)
2
4
, 0
)
, (1.11)
since τ−(1, µ) > 2−N in this case. Moreover, in the case µ > 0 we have τ−(1, µ) < 2−N , and therefore the
integral in (1.11) is not even well-defined if ξ(0) 6= 0. In the recent paper [10], this problem has been solved
by establishing the new distributional identity∫
RN
ΦµL∗µξ Γ1,µdx = bµξ(0) for all ξ ∈ C∞c (RN ) (1.12)
with a formally adjoint operator L∗µ = −∆− 2 τ+(1,µ)|x|2 x · ∇ and a suitable (explicit) constant bµ.
In the present paper, we have to overcome a similar problem since τ−(s, µ) < 2s − N for µ > 0 and
τ−(s, µ) > 2s − N for µ < 0. Therefore we need a new distributional identity related to the operators Lsµ
which extends (1.8) to the case µ 6= 0. To simplify the notations, we write Br = Br(0) for r > 0, Φµ in
place of Φs,µ and Γµ in place of Γs,µ in the following. We shall see that the dual of the operator Lsµ is the
weighted fractional Laplacian (−∆)sΓµ given by
(−∆)sΓµv(x) := CN,s limǫ→0+
∫
RN\Bǫ
v(x)− v(z)
|x− z|N+2s Γµ(z)dz. (1.13)
This expression is well defined for x ∈ RN \ {0} if v ∈ L1(RN , Γµ(x)
1+|x|N+2sdx) and if v is twice continuously
differentiable in a neighborhood of x. The weight Γµ blows up at origin for µ ∈ [µ0, 0) and decays at the
origin for µ > 0; therefore the operator (−∆)sΓµ is in general not uniformly elliptic. The distributional
identity for the fundamental solution Φµ of Lsµ at the origin now reads as follows.
Theorem 1.3. For any ξ ∈ C2c (RN ), we have∫
RN
Φµ(−∆)sΓµξ dx = cs,µξ(0), (1.14)
where the normalization constant cs,µ > 0 is given by
cs,µ :=


CN,sωN−1
∫ 1
0
∫
Bt
|z|τ−(s,µ) − |z|τ+(s,µ)
|e1 − z|N+2s dzdt if µ > µ0,
CN,sωN−1
∫ 1
0
∫
Bt
|z| 2s−N2 (− ln |z|)
|e1 − z|N+2s dzdt if µ = µ0.
(1.15)
The integral on the LHS of (1.14) is indeed well defined for ξ ∈ C2c (RN ), since we have the estimate
|(−∆)sΓµξ(x)| ≤ c0min{Λµ(x), |x|−N−2s} for ξ ∈ C2c (RN ) and x ∈ RN \ {0}, (1.16)
where c0 = c0(s, µ, ξ) > 0 is a constant and
Λµ(x) =


1 if τ+(s, µ) > 2s− 1,
|x|1−2s+τ+(s,µ) if τ+(s, µ) < 2s− 1,
1 + (− ln |x|)+ if τ+(s, µ) = 2s− 1.
(1.17)
We shall prove this estimate in Proposition 3.1 below. Moreover, the integrals in the definition of the
normalization constant cs,µ also exist in Lebesgue sense, see Lemma 3.3 below.
Although the operator (−∆)sΓµ plays a similar role for Lsµ as the operator L∗µ plays for L1µ, the proofs of
(1.12) and (1.14) are completely different. While (1.12) essentially follows by a suitable integration by parts,
the proof of (1.14) is based on a lengthy combination of integral transformations and estimates of remainder
terms. With the distributional identity (1.14) at hand, we may now study the singular problem (1.3) for all
µ ≥ µ0. Our main result is the following.
Theorem 1.4. Let µ ≥ µ0 and f ∈ Cθloc(Ω¯ \ {0}) for some θ ∈ (0, 1).
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(i) (Existence) If f ∈ L1(Ω,Γµ(x)dx), then for every k ∈ R there exists a solution uk ∈ L1(Ω,Λµdx) of
problem (1.3) satisfying the distributional identity∫
Ω
uk(−∆)sΓµξ dx =
∫
Ω
fξ Γµdx+ cs,µkξ(0) for all ξ ∈ C20(Ω). (1.18)
(ii) (Existence and Uniqueness) If f ∈ L∞(Ω, |x|ρdx) for some ρ < 2s − τ+(s, µ), then for every k ∈ R
there exists a unique solution uk ∈ L1(Ω,Λµdx) of problem (1.3) with the asymptotics
lim
x→0
uk(x)
Φµ(x)
= k. (1.19)
Moreover, uk satisfies the distributional identity (1.18).
(iii) (Nonexistence) If f is nonnegative and ∫
Ω
f Γµdx = +∞, (1.20)
then the problem {
Lsµu = f in Ω \ {0},
u ≥ 0 in Ωc (1.21)
has no nonnegative distributional solution u ∈ L∞loc(RN \ {0}) ∩ L1(RN , dx1+|x|N+2s ).
We note here that the assumption f ∈ L∞(Ω, |x|ρdx) for some ρ < 2s − τ+(s, µ) also implies that
f ∈ L1(Ω,Γµ(x)dx) since 2s < 2 ≤ N by assumption.
Remark 1.5. (i) In both Theorem 1.3 and Theorem 1.4, the case µ = µ0 is more difficult to treat than
the case µ > µ0 and requires separate estimates.
(ii) We shall see that the solution uk of problem (1.3) writes in the form uk = umin + kΦΩ, where
ΦΩ ∈ L∞(RN \ {0}) ∩ L1(Ω) solves
LsµΦΩ = 0 in Ω \ {0}, ΦΩ ≡ 0 in Ωc, lim
x→0
ΦΩ(x)
Φµ(x)
= 1. (1.22)
In the case f ≥ 0, umin is approached by a sequence (un)n of solutions of (1.3) corresponding to
bounded and monotone approximations fn of f . When µ > µ0, f is bounded and k = 0, an application
of the Hardy inequality and Riesz representation theorem gives rise to a unique weak solution of (1.3)
in the standard Sobolev space Hs0(Ω), see Section 4.1 below. In the case µ = µ0 the situation is more
delicate, and we cannot expect to have solutions in Hs0(Ω). For this reason, we develop an approach
for singular weak solutions contained in Hsloc(Ω \ {0}). The key step in this approach is Theorem 4.12
below.
(iii) Theorem 1.1 is essentially a special case of Theorem 1.4 for µ = 0. The only additional information
we have in Theorem 1.1 is a stronger uniqueness statement. Here, solutions are already uniquely
determined by the distributional identity (1.5). This is merely a consequence of the well-known fact
that every u ∈ L∞loc(RN \ {0}) ∩ L1(RN , dx1+|x|N+2s ) satisfying∫
Ω
u(−∆)sξ dx = 0 for all ξ ∈ C20(Ω) (1.23)
and u = 0 in Ωc must vanish identically. The corresponding statement for µ 6= 0 remains an open
problem. In this case, we have to replace (1.23) by the condition∫
Ω
u(−∆)sΓµξ dx = 0 for all ξ ∈ C20(Ω). (1.24)
In our final main result, we note that the nonexistence result given in Theorem 1.4(iii) extends, even
without condition (1.20), to the case µ < µ0.
Theorem 1.6. Let µ < µ0 and f ∈ L∞loc(Ω \ {0}) be a nonnegative function. Then the problem (1.21) has
no nonnegative distributional solution u ∈ L∞loc(RN \ {0}) ∩ L1(RN , dx1+|x|N+2s ).
5
To put our results into perspective, we wish to briefly discuss recent related work. In fact, our study
complements recent seminal contributions in the literature on weak solutions of the problem{
Lsµu = f in Ω,
u = 0 in Ωc
(1.25)
and its nonlinear generalizations, see e.g. [1–3,24,26] and the references therein. Different definitions of weak
solutions of (1.25) are used in the literature, and they usually depend on µ and the integrability properties
of f , see e.g. [1, Definitions 2.5. and 2.7]. Nevertheless, these definitions always involve test function spaces
larger than C∞c (Ω \ {0}) and are therefore less general than the definition of a distributional solution of
(1.3). In particular, no distributional identities related to point measures supported at the origin have been
considered in previous papers. Related to this aspect, we point out that, in the case µ ∈ (µ0, 0), source terms
with measures supported away from the origin on the RHS of (1.25) can be treated with the help of the
Green function constructed in [3], but the construction in [3] does not yield a solution of (1.22). Moreover,
as we have shown in Theorems 1.3 and 1.4, the associated distributional identities are different in the more
subtle case of a point measure supported at the origin.
In the local case s = 1, semilinear Dirichlet problems with singular Hardy terms inside the domain or
on the boundary and measures have been studied in [10–12] by considering related distributional identities
and solutions with respect to a suitably chosen dual test functions space. On the contrary, in the fractional
case s ∈ (0, 1), due to the nonlocality and singular nature of the operator (−∆)sΓµ , it remains a challenging
open problem how to enlarge the test functions space C20(Ω) into a suitable one that gives rise to a version
of Kato’s inequality. In the particular case µ = 0, this has been done in [11].
The paper is organized as follows. In Section 2, we include, for the readers convenience, a self-contained
proof of Proposition 1.2 which follows arguments in [24] and extends the range of parameters µ considered
there. Section 3 is devoted to the proof of the distributional identity given in Theorem 1.3 and related
estimates. In Section 4 we develop the functional analytic framework to study singular solutions of (1.3),
and we prove the existence and uniqueness parts of Theorem 1.4. In particular, this requires to address
weak maximum principles and to study variational weak solutions in Section 4.1. In Section 5 we prove our
nonexistence results given in Theorem 1.4(iii) and Theorem 1.6. Finally, in the appendix of this paper, we
annex proofs of auxiliary results which are adaptations of known facts to the singular context of the Hardy
operator. In particular, in Section 6.1 we prove local L∞-bounds for solutions of a linear inhomogeneous
fractional problem, while in Section 6.2 we prove a density property in Hs0(Ω).
Notation. Throughout the paper, we write Br := Br(0) for the open ball with radius r > 0 centered
at the origin. As noted above, since s ∈ (0, 1) is fixed, we write Φµ in place of Φs,µ and Γµ in place of
Γs,µ for the functions introduced in Proposition 1.2. Moreover, to further abbreviate the notation, we set
dγµ = Γµdx.
2 Radially symmetric solutions of the fractional Hardy equation
This section is devoted to the proof of Proposition 1.2. We start with some preliminary lemmas. In the
following, for τ > −N − 2, we regard the function | · |τ as a tempered distribution in S ′(RN ). It is a regular
distribution if τ > −N , and it is understood as a principal value integral if −N − 2 < τ ≤ N , i.e.
| · |τ (ψ) = lim
ε→0
∫
RN\Bε
[ψ(x)− ψ(0)]|x|τdx for a Schwartz function ψ ∈ S(RN ).
Lemma 2.1. Let τ ∈ (−N, 2s), so that | · |τ ∈ L1(RN , dx
1+|x|N+2s ). For τ 6∈ {0, 2s−N}, we then have
(−∆)s| · |τ = cs(τ)| · |τ−2s in S ′(RN ) with cs(τ) = 22s
Γ(N+τ2 )Γ(
2s−τ
2 )
Γ(− τ2 )Γ(N−2s+τ2 )
. (2.1)
Moreover, (−∆)s1 = 0 and (−∆)s| · |2s−N = 22sπN/2 Γ(s)
Γ(N−2s2 )
δ0 in S ′(RN ).
Proof. The claim for τ = 0 is clear, so we may assume τ 6= 0. We recall (see e.g. [25, Chapter II]) that
F((−∆)s| · |τ )(ζ) = |ζ|2sF(| · |τ)(ζ) = σ(τ)| · |2s−N−τ (ζ) in S ′(RN )
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with σ(τ) := 2τ+NπN/2
Γ( τ+N2 )
Γ(− τ2 ) . Consequently, if τ 6= 2s−N , we have that
(−∆)s| · |τ = σ(τ)F−1(| · |2s−N−τ ) = σ(τ)
σ(τ − 2s) | · |
τ−2s = cs(τ)| · |τ−2s in S ′(RN )
and if τ = 2s−N ,
(−∆)s| · |2s−N = σ(2s−N)F−1(1) = σ(2s−N)δ0 = 22sπN/2 Γ(s)
Γ(N−2s2 )
δ0 in S ′(RN ).
We complete the proof.
Remark 2.2. By the regularity theory for the fractional Laplacian (see [30]), the identities (2.1) hold in
classical sense in RN \ {0}.
Moreover, for τ ∈ {0, 2s−N}, we have (−∆)s| · |τ = 0 in RN \ {0} in classical sense.
Lemma 2.3. The function
cs : (−N, 2s)→ R, cs(τ) = 22s
Γ(N+τ2 )Γ(
2s−τ
2 )
Γ(− τ2 )Γ(N−2s+τ2 )
is strictly concave and uniquely maximized at the point 2s−N2 with the maximal value 2
2s Γ
2(N+2s4 )
Γ2(N−2s4 )
.
Moreover,
cs(τ) = cs(2s−N − τ) for τ ∈ (−N, 2s) (2.2)
and
lim
τ→−N
cs(τ) = lim
τ→2s
cs(τ) = −∞. (2.3)
Proof. By definition, we have cs(2s − N − τ) = 22s Γ(
2s−τ
2 )Γ(
N+τ
2 )
Γ(N−2s+τ2 )Γ(
−τ
2 )
= cs(τ), hence (2.2) holds. Moreover,
lim
τ→−N
Γ(N+τ2 ) = +∞, whereas the other terms in the definition of cs remain bounded. Hence cs(τ)→ −∞
as τ → −N , and by (2.2) we get (2.3).
To prove the concavity of cs, we use derive a different representation. By Lemma 2.1 and Remark 2.2,
we have
cs(τ)|x|τ−2s = [(−∆)s| · |τ ](x) = −CN,s
2
∫
RN
|x+ y|τ + |x− y|τ − 2|x|τ
|y|N+2s dy
= −CN,s
2
|x|τ−2s
∫
RN
|e1 + z|τ + |e1 − z|τ − 2
|z|N+2s dz for x ∈ R
N \ {0},
where e1 = (1, 0, · · · , 0) ∈ RN , and thus cs(τ) = −CN,s2
∫
RN
|x−e1|τ+|x+e1|τ−2
|x|N+2s dx.
Consequently, for τ ∈ (−N, 2s), we have
c′s(τ) = −
CN,s
2
∫
RN
|e1 − x|τ log |e1 − x|+ |e1 + x|τ log |e1 + x|
|x|N+2s dx
and
c′′s (τ) = −
CN,s
2
∫
RN
|e1 − x|τ (log |e1 − x|)2 + |e1 + x|τ (log |e1 + x|)2
|x|N+2s dx < 0,
which yields the strict concavity of cs. Combining this property with (2.2) and (2.3), we obtain that cs(·) is
uniquely maximized at τ = 2s−N2 .
Proof of Proposition 1.2. It follows from Lemma 2.3 that, for µ > µ0 = −cs(2s−N2 ), the equation
cs(τ) = −µ
has a unique solution τ−(s, µ) ∈ (−N, 2s−N2 ) and a unique solution τ+(s, µ) ∈ (2s−N2 , 2s). Moreover,
τ−(s, µ) + τ+(s, µ) = 2s−N by (2.2), and
lim
µ→+∞
τ−(s, µ) = −N, lim
µ→+∞
τ+(s, µ) = 2s
7
by (2.3). Defining Φµ and Γµ by (1.9), we thus deduce from Lemma 2.1 and Remark 2.2 that the claim of
Proposition 1.2 holds for µ > µ0. For µ = µ0 we now define τ+(s, µ0) = τ−(s, µ0) = 2s−N2 . Then Γµ0 – as
defined in (1.9) – is a solution of (1.7) by Lemma 2.1. Moreover, differentiating the identity
cs(τ)| · |τ−2s = (−∆)s| · |τ in S ′(RN )
from Lemma 2.1 with respect to τ at τ = 2s−N2 , we obtain that
c′s(
2s−N
2
)| · |− 2s+N2 + cs(2s−N
2
)|x|− 2s+N2 ln | · | = [(−∆)s(| · | 2s−N2 ln | · |)] in S ′(RN ).
Since c′s(
2s−N
2 ) = 0 by Lemma 2.3, we conclude that
(−∆)sΦµ0 = −[(−∆)s(| · |
2s−N
2 ln | · |)] = −cs(2s−N
2
)| · |− 2s+N2 ln | · | = − µ0|x|2sΦµ0 in S
′(RN ).
Moreover, the equation holds in classical sense in RN \ {0}. Hence Γµ0 solves (1.7) as well. The proof is
complete.
3 Fundamental solution and distributional identity
In this section we give the proof of Theorem 1.3. Recall that the fractional Laplacian with weight Γµ given
by (1.13) is the dual operator of Lsµ and its properties are important in our analysis of the fundamental
solution associated to Lsµ. Related to this, we first provide estimate (1.16).
Proposition 3.1. Let s ∈ (0, 1) and µ ≥ µ0. Then we have
|(−∆)sΓµξ(x)| ≤ c0min{Λµ(x), |x|−N−2s} for ξ ∈ C2c (RN ) and x ∈ RN \ {0}, (3.4)
where c0 = c0(s, µ, ξ) > 0 is a constant and Λµ is given by (1.17).
Proof. In the following, we put Sr := ∂Br and B
c
r := R
N \ Br for r > 0. We first note the following facts.
If η, τ > −N , then we have
Aη,τ (r) :=
∫
Br\B2
|z|η|z + e1|τ dz ≤ κ1(η, τ)
{
(1 + rη+τ+N ) if η + τ 6= −N,
(1 + log r) if η + τ = −N (3.5)
for r ≥ 2 with a constant κ1(η, τ), since 12 |z| ≤ |z + e1| ≤ 2|z| for |z| ≥ 2. Moreover, if τ, η ∈ R satisfy
τ + η < −N , we have that
Bη,τ (r) :=
∫
Bcr
|z|η|z + e1|τ dz ≤ κ2(η, τ)rη+τ+N <∞ for r ≥ 2 (3.6)
with a constant κ2(η, τ).
We now turn to the claim of the proposition. In the following, the constant c > 0 depends only on
ξ and may change from line to line. We first note the following scaling property of the operator (−∆)sΓµ .
If ξ ∈ C2c (RN ), R > 0 and ξR ∈ C2c (RN ) is given by ξ(x) = ξ(Rx), then [(−∆)sΓµξR](x) = R2s−τ+(s,µ) =
[(−∆)sΓµξ](Rx) for x ∈ RN \ {0}. As a consequence, we may assume in the following that ξ ∈ C2c (RN ) is
supported in B 1
4
(0).
For x ∈ RN with |x| ≥ 12 , then we have
|(−∆)sΓµξ(x)| ≤ CN,s
∫
B 1
4
|ξ(y)|ΓΓµ(y)
|x− y|N+2s dy ≤
c
|x|N+2s
∫
B 1
4
|ξ(y)|Γµ(y)dy ≤ c|x|N+2s . (3.7)
We now consider x ∈ RN with |x| < 12 . By translation and suitable addition and subtraction of terms, we
see that
2
(−∆)sΓµξ(x)
CN,s
= ∆1(x) + ∆2(x)
with
∆1(x) :=
∫
RN
2ξ(x) − ξ(x+ z)− ξ(x− z)
|z|N+2s Γµ(x+ z) dz
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and
∆2(x) :=
∫
RN
(ξ(x) − ξ(x + z))(Γ(x+ z)− Γ(x− z))
|z|N+2s dz.
Since |2ξ(x) − ξ(x+ z)− ξ(x− z)| ≤ cmin{1, |z|2} for x, z ∈ RN , we have that, using (3.5) and (3.6),
|∆1(x)| ≤ c
∫
|z|<1
|z|−N−2s+2|x+ z|τ+(s,µ)dz + c
∫
|z|≥1
|z|−N−2s|x+ z|τ+(s,µ)dz
= c|x|2−2s+τ+(s,µ)
∫
|z|< 1|x|
|z|−N−2s+2|z + e1|τ+(s,µ)dz
+ c|x|τ+(s,µ)−2s
∫
|z|> 1|x|
|z|−N−2s|z + e1|τ+(s,µ)dz
= c
[
c1(s, µ) + |x|2−2s+τ+(s,µ)Aη1,τ (
1
|x| ) + |x|
τ+(s,µ)−2sBη2,τ (
1
|x| )
]
(3.8)
with η1 = 2−N − 2s, η2 = −N − 2s, τ = τ+(s, µ) and
c1(s, µ) =
∫
|z|<2
|z|−N−2s|z + e1|τ+(s,µ)dz.
By (3.5) and (3.6), we thus conclude that
|∆1(x)| ≤ c2(s, µ)


1 if τ+(s, µ) > 2s− 2,
|x|2−2s+τ+(s,µ) if τ+(s, µ) < 2s− 2,
(− ln |x|) if τ+(s, µ) = 2s− 2.
(3.9)
To estimate |∆2(x)|, we note that
|Γ(x+ z)− Γ(x− z))| =
∣∣|x+ z|τ+(s,µ) − |x− z|τ+(s,µ)∣∣
≤ cmin
{
|x+ z|τ+(s,µ) + |x− z|τ+(s,µ), |z|
(
|x+ z|τ+(s,µ)−1 + |x− z|τ+(s,µ)−1
)}
and |ξ(x) − ξ(x+ z)| ≤ cmin{1, |z|}, implying that
|∆2(x)| ≤ c
∫
|z|≤1
|z|−N−2s+2
(
|x+ z|τ+(s,µ)−1 + |x− z|τ+(s,µ)−1
)
dz
+ c
∫
|z|>1
|z|−N−2s
(
|x+ z|τ+(s,µ) + |x− z|τ+(s,µ)
)
dz.
Following the inequalities in (3.8) with τ+(s, µ)− 1 in place of τ+(s, µ) and using (3.5) and (3.6) again, we
find that
|∆2(x)| ≤ c(s, µ)


1 if τ+(s, µ) > 2s− 1,
|x|1−2s+τ+(s,µ) if τ+(s, µ) < 2s− 1,
(1− ln |x|) if τ+(s, µ) = 2s− 1
(3.10)
with a constant c(s, µ) > 0. Combining (3.7), (3.9) and (3.10), we thus obtain (3.4).
We remark that an inspection of the estimates in above proof shows that for fixed s ∈ (0, 1), ξ ∈ C2c (RN )
and τ < 2s− 1, the constant c(s, µ, ξ) can by chosen uniformly for any µ ≥ µ0 with τ+(s, µ) ≤ τ .
Lemma 3.2. We have
[Lsµ(Γµv)](x) = (−∆)sΓµv(x) for v ∈ C2c (RN ), x ∈ RN \ {0} (3.11)
and ∫
RN
vLsµu dγµ =
∫
RN
u(−∆)sΓµv dx for v ∈ C2c (RN ), u ∈ C2(RN ) ∩ L1(RN ,
dx
1 + |x|N+2s ). (3.12)
Here we recall that we have set dγµ = Γµdx.
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Proof. Let ψ = Γµv. For x ∈ RN \ {0}, we then find, recalling the fact that LsµΓµ = 0 on RN \ {0}, that
[Lsµψ](x) = v(x)[LsµΓµ](x) + [(−∆)s(vΓµ)− v(−∆)sΓµ](x) = (−∆)sΓµv(x). (3.13)
Consequently,∫
RN
vLsµu dγµ =
∫
RN
ψLsµu dx =
∫
RN
µ
|x|2s uψ dx+
CN,s
2
∫
RN
∫
RN
[u(x)− u(y)][ψ(x)− ψ(y)]
|x− y|N+2s dydx
=
∫
RN
uLsµψ dx =
∫
RN
u[(−∆)sΓµv] dx,
where all integrals are well defined in Lebesgue sense as a consequence of Lemma 3.1. The claim follows.
Before we may complete the proof of Theorem 1.3, we need another integral estimate.
Lemma 3.3. Let τ > −N , and consider the function
h : (0, 1)→ R, h(t) =
∫
Bt
1− |z|τ
|e1 − z|N+2s dz
Then there exists a constant c = c(τ, s,N) > 0 with
|h(t)| ≤ c(tN + tN+τ ) for t ∈ (0, 1
2
] (3.14)
and,
|h(t)| ≤


c if s ∈ (0, 1
2
),
| ln(1− t)| if s = 1
2
,
(1− t)1−2s if s 6= 1
2
for t ∈ [ 1
2
, 1). (3.15)
Proof. Estimate (3.14) follows easily from the definition of h. To see (3.15), we let c > 0 denote constants
which only depend on N , s and τ . For z ∈ B1 \B 1
2
, we then have∣∣1− |z|τ ∣∣ ≤ c(1− |z|) ≤ c|e1 − z|,
which implies that, for t ∈ (12 , 1),
|h(t)| ≤
∣∣∣∫
B 1
2
1− |z|τ
|e1 − z|N+2sdz
∣∣∣+ ∣∣∣∫
Bt\B 1
2
1− |z|τ
|e1 − z|N+2s dz
∣∣∣ ≤ |h(1
2
)|+ c
∫
Bt
|e1 − z|1−N−2sdz,
where
∫
Bt
|e1 − z|1−N−2s ≤
∫
B2\B1−t
|y|1−N−2s dy ≤


c if s ∈ (0, 1
2
),
| ln(1− t)| if s = 1
2
,
(1− t)1−2s if s 6= 1
2
.
The claim follows.
We are now in a position to prove Theorem 1.3.
Proof of Theorem 1.3. Let u = Φµ and ξ ∈ C2c (RN ) such that supp ξ ⊂ BR with R > 0. Moreover, put
ψ = ξΓµ, and let ε ∈ (0, 14 ). Then we have
0 =
∫
RN\Bǫ
[Lsµu]ψ dx =
∫
RN\Bǫ
(−∆)suψ dx+
∫
RN\Bǫ
µ
|x|2s uψ dx
=
∫
RN\Bǫ
µ
|x|2s uψ dx+
CN,s
2
∫
RN\Bǫ
∫
RN\Bǫ
[u(x)− u(y)][ψ(x)− ψ(y)]
|x− y|N+2s dydx
+ CN,s
∫
RN\Bǫ
∫
Bǫ
u(x)− u(y)
|x− y|N+2sψ(x)dydx (3.16)
=
∫
RN\Bǫ
uLsµψ dx+ CN,s
∫
RN\Bǫ
∫
Bǫ
u(x)− u(y)
|x− y|N+2sψ(x)dydx − CN,s
∫
RN\Bǫ
∫
Bǫ
ψ(x) − ψ(y)
|x− y|N+2s u(x)dydx,
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which by (3.11) implies that∫
RN\Bǫ
u(−∆)sΓµξ dx =
∫
RN\Bǫ
uLsµψ dx
= CN,s
∫
RN\Bǫ
∫
Bǫ
ψ(x)− ψ(y)
|x− y|N+2s u(x)dydx− CN,s
∫
RN\Bǫ
∫
Bǫ
u(x)− u(y)
|x− y|N+2sψ(x)dydx. (3.17)
When µ > µ0,∫
RN\Bǫ
∫
Bǫ
u(x)− u(y)
|x− y|N+2sψ(x)dydx =
∫
RN\Bǫ
|x|τ+(s,µ)ξ(x)
∫
Bǫ
|x|τ−(s,µ) − |y|τ−(s,µ)
|x− y|N+2s dydx
=
∫
RN\Bǫ
ξ(x)
|x|N
∫
B ǫ
|x|
1− |z|τ−(s,µ)
|e1 − z|N+2s dzdx
=
∫
RN\B√ǫ
ξ(x)
|x|N
∫
B ǫ
|x|
1− |z|τ−(s,µ)
|e1 − z|N+2s dzdx+
∫
B√ǫ\Bǫ
ξ(x)
|x|N
∫
B ǫ
|x|
1− |z|τ−(s,µ)
|e1 − z|N+2s dzdx,
where e1 = (1, 0, · · · , 0) ∈ RN . Setting h1(t) :=
∫
Bt
1−|z|τ−(s,µ)
|e1−z|N+2s dz, we now deduce from (3.14) that
|h1(t)| ≤ c tN+τ−(s,µ) for any t ≤
√
ǫ with a constant c > 0 independent of ǫ ∈ (0, 1
4
). (3.18)
Therefore,
∣∣∣ ∫
RN\B√ǫ
ξ(x)
|x|N
∫
B ǫ
|x|
1− |z|τ−(s,µ)
|ex − z|N+2s dzdx
∣∣∣ ≤ ∫
RN\B√ǫ
|ξ(x)|
|x|N
∣∣h1( ǫ|x| )
∣∣dx
≤ c ωN−1 ‖ξ‖L∞(RN )ǫN+τ−(s,µ)
∫ R
√
ǫ
t−N−1−τ−(s,µ)dt ≤ O(ǫ
N+τ−(s,µ)
2 ) → 0 as ǫ→ 0
and ∫
B√ǫ\Bǫ
ξ(x)
|x|N
∫
B ǫ
|x|
1− |z|τ−(s,µ)
|ex − z|N+2s dzdx = [ξ(0) +O(
√
ǫ)]
∫
B√ǫ\Bǫ
h1(
ǫ
|x| )|x|
−Ndx
= ωN−1[ξ(0) + O(
√
ǫ)]
∫ √ǫ
ǫ
h1(
ǫ
t
)t−1dt = ωN−1[ξ(0) +O(
√
ǫ)]
∫ 1
√
ε
h1(s)
s
ds (3.19)
→ ωN−1ξ(0)
∫ 1
0
h1(s)
s
ds as ǫ→ 0, (3.20)
where N + τ−(s, µ) > 0. Hence
lim
ǫ→0
∫
RN\Bǫ
∫
Bǫ
u(x)− u(y)
|x− y|N+2sψ(x)dydx = ωN−1ξ(0)
∫ 1
0
h1(s)
s
ds. (3.21)
Now we deal with the last term in (3.16). By direct computation, we have that∫
RN\Bǫ
∫
Bǫ
ψ(x)− ψ(y)
|x− y|N+2s u(x)dydx =
∫
RN\Bǫ
∫
Bǫ
|x|τ+(s,µ) − |y|τ+(s,µ)
|x− y|N+2s |x|
τ−(s,µ)ξ(x)dydx
+
∫
RN\Bǫ
∫
Bǫ
ξ(x) − ξ(y)
|x− y|N+2s |x|
τ−(s,µ)|y|τ+(s,µ)dydx
=
∫
RN\Bǫ
ξ(x)
|x|N
∫
B ǫ
|x|
1− |z|τ+(s,µ)
|e1 − z|N+2s dydx+
∫
RN\Bǫ
∫
Bǫ
ξ(x) − ξ(y)
|x− y|N+2s |x|
τ−(s,µ)|y|τ+(s,µ)dydx, (3.22)
where ∣∣∣ ∫
RN\Bǫ
∫
Bǫ
ξ(x)− ξ(y)
|x− y|N+2s |x|
τ−(s,µ)|y|τ+(s,µ)dydx
∣∣∣ ≤ ‖ξ‖C2
∫
RN\Bǫ
∫
Bǫ
|x|τ−(s,µ)|y|τ+(s,µ)
|x− y|N+2s−2 dydx
= ‖ξ‖C2
(∫
RN\B2ǫ
∫
Bǫ
+
∫
B2ǫ\Bǫ
∫
Bǫ
) |x|τ−(s,µ)|y|τ+(s,µ)
|x− y|N+2s−2 dydx = O(ǫ
2)
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since ∫
RN\B2ǫ
∫
Bǫ
|x|τ−(s,µ)|y|τ+(s,µ)
|x− y|N+2s−2 dydx =
∫
RN\B2ǫ
|x|2−N
∫
B ǫ
|x|
|z|τ+(s,µ)
|e1 − z|N+2s−2 dzdx
≤ 2N+2s−2
∫
RN\B2ǫ
(
ǫ
|x| )
N+τ+(s,µ)|x|2−Ndx = O(ǫ2)
and ∫
B2ǫ\Bǫ
∫
Bǫ
|x|τ−(s,µ)|y|τ+(s,µ)
|x− y|N+2s−2 dydx ≤
∫
B2ǫ\Bǫ
|x|2−N
(∫
B1
|z|τ+(s,µ)dz +
∫
B1/2
dz
|e1 − z|N+2s−2
)
dx
≤ O(1)
∫
B2ǫ\Bǫ
|x|2−Ndx = O(ǫ2).
To compute the first term in (3.22), we let h2(t) :=
∫
Bt
1−|z|τ+(s,µ)
|e1−z|N+2s dz, and we note that
|h2(t)| ≤ c
(
tN + tN+τ+(s,µ)
)
for any t ≤ √ǫ with c > 0 independent of t and ǫ ∈ (0, 1
4
) (3.23)
by (3.14). Therefore
∣∣∣ ∫
RN\B√ǫ
ξ(x)
|x|N
∫
B ǫ
|x|
1− |z|τ+(s,µ)
|e1 − z|N+2s dzdx
∣∣∣ ≤ ∫
RN\B√ǫ
∣∣h2( ǫ|x| )
∣∣ ξ(x)
|x|N dx ≤ O(ǫ
N + ǫN+τ+(s,µ)) → 0 as ǫ→ 0
and, similarly as in (3.20),
∫
B√ǫ\Bǫ
ξ(x)
|x|N
∫
B ǫ
|x|
1− |z|τ+(s,µ)
|e1 − z|N+2s dzdx → ωN−1ξ(0)
∫ 1
0
h2(s)
s
ds as ǫ→ 0.
Consequently,
lim
ǫ→0
∫
RN\Bǫ
∫
Bǫ
ψ(x) − ψ(y)
|x − y|N+2s u(x)dydx = ωN−1
∫ 1
0
h2(s)s
−1dt ξ(0). (3.24)
Combining (3.17), (3.21) and (3.24), we conclude that
1
CN,s
∫
RN
ψµ(−∆)sΓµξ dx = ωN−1ξ(0)
∫ 1
0
h2(s)− h1(s)
s
ds = ωN−1ξ(0)
∫ 1
0
∫
Bt
|z|τ−(s,µ) − |z|τ+(s,µ)
|e1 − z|N+2s dzdt,
so (1.14) holds true for µ > µ0.
When µ = µ0, we write∫
RN\Bǫ
∫
Bǫ
u(x)− u(y)
|x− y|N+2sψ(x)dydx
=
∫
RN\Bǫ
∫
Bǫ
−|x|τ−(s,µ0) ln |x|+ |y|τ−(s,µ0) ln |y|
|x− y|N+2s |x|
τ+(s,µ0)ξ(x)dydx
=
∫
RN\Bǫ
∫
B ǫ
|x|
(
1− |z|τ−(s,µ0)
|ex − z|N+2s |x|
−N ln |x|+ |z|
τ−(s,µ0) ln |z|
|ex − z|N+2s |x|
−N
)
ξ(x)dzdx
=

∫
RN\B√ǫ
∫
B ǫ
|x|
+
∫
B√ǫ\Bǫ
∫
B ǫ
|x|
(0)

 1− |z|τ−(s,µ0)
|ex − z|N+2s
(− ln |x|)ξ(x)
|x|N dzdx
−

∫
RN\B√ǫ
∫
B ǫ
|x|
+
∫
B√ǫ\Bǫ
∫
B ǫ
|x|

 |z|τ−(s,µ0)(− ln |z|)
|ex − z|N+2s
ξ(x)
|x|N dzdx.
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As ǫ→ 0, we have, by (3.18),∣∣∣ ∫
RN\B√ǫ
∫
B ǫ
|x|
1− |z|τ−(s,µ0)
|ex − z|N+2s
(− ln |x|)ξ(x)
|x|N dzdx
∣∣∣ ≤ ∫
RN\B√ǫ
∣∣h1( ǫ|x| )
∣∣ |ξ(x)|
|x|N dx
≤ c‖ξ‖L∞(RN )ǫN+τ−(s,µ0)
∫ R
√
ǫ
t−N−1−τ−(s,µ0)| ln t|dt = O
(
ǫ
N+τ−(s,µ0)
2 | ln ǫ|
)
and∫
B√ǫ\Bǫ
∫
B ǫ
|x|
1− |z|τ−(s,µ0)
|ex − z|N+2s |x|
−N (− ln |x|)ξ(x)dzdx = [ξ(0) +O(√ǫ)]
∫
B√ǫ\Bǫ
h1(
ǫ
|x| )|x|
−N (− ln |x|)dx
= [ξ(0) +O(
√
ǫ)]
∫ √ǫ
ǫ
h1(
ǫ
t
)t−1(− ln t)dt = [ξ(0) +O(√ǫ)]
∫ 1
√
ε
h1(s)
s
(− ln ε
s
)
ds
Moreover, with h3(t) :=
∫
Bt
|z|τ−(s,µ0) ln |z|
|e1−z|N+2s dz,∣∣∣ ∫
RN\B√ǫ
∫
B ǫ
|x|
|z|τ−(s,µ0) ln |z|
|ex − z|N+2s |x|
−N ξ(x)dzdx
∣∣∣ ≤ ∫
RN\B√ǫ
h3(
ǫ
|x| )|x|
−N |ξ(x)|dx
≤ c ωN−1 ‖ξ‖L∞(RN ) εN+τ−(s,µ0)| ln ε|
∫ R
√
ǫ
t−N−1−τ−(s,µ0)| ln t| dt = O(ǫ
N+τ−(s,µ0)
2 | ln ǫ|2)
as ε→ 0. Here we used the fact that
|h3(t)| ≤ c tN+τ−(s,µ0)| ln t| for any t ≤
√
ǫ with a constant c > 0 independent of ε ∈ (0, 1
4
).
Moreover,∫
B√ǫ\Bǫ
∫
B ǫ
|x|
|z|τ−(s,µ) ln |z|
|ex − z|N+2s |x|
−Nξ(x)dzdx = [ξ(0) +O(
√
ǫ)]
∫
B√ǫ(0)\Bǫ(0)
h3(
ǫ
|x| )|x|
−Ndx
= ωN−1[ξ(0) +O(
√
ǫ)]
∫ ǫ− 12
1
h3(
1
t
)t−1dt as ǫ→ 0+.
Then as ǫ→ 0+ we have that∫
RN\Bǫ
∫
Bǫ
u(x)− u(y)
|x− y|N+2sψ(x)dydx = O
(
ǫ
N+τ−(s,µ0)
2 (− ln ǫ)
)
+ ωN−1
(
ξ(0) +O(
√
ǫ)
) ∫ ǫ− 12
1
h3(
1
t
)t−1dt
+ ωN−1
(
ξ(0) +O(
√
ǫ)
) ∫ ǫ− 12
1
h1(
1
t
)t−1(− ln(ǫt)) dt. (3.25)
Now we deal with the last term in (3.16). Observe that∫
RN\Bǫ
∫
Bǫ
ψ(x) − ψ(y)
|x − y|N+2s u(x)dydx =
∫
RN\Bǫ
∫
Bǫ
|x|τ+(s,µ) − |y|τ+(s,µ)
|x− y|N+2s |x|
τ−(s,µ)(− ln |x|)ξ(x)dydx
+
∫
RN\Bǫ
∫
Bǫ
ξ(x) − ξ(y)
|x− y|N+2s |x|
τ−(s,µ)(− ln |x|)|y|τ+(s,µ)dydx
=
∫
RN\Bǫ
∫
B ǫ
|x|
1− |z|τ+(s,µ)
|ex − z|N+2s |x|
−N (− ln |x|)ξ(x)dydx
+
∫
RN\Bǫ
∫
Bǫ
ξ(x) − ξ(y)
|x− y|N+2s |x|
τ−(s,µ)(− ln |x|)|y|τ+(s,µ)dydx,
where ∣∣∣ ∫
RN\Bǫ
∫
Bǫ
ξ(x) − ξ(y)
|x− y|N+2s |x|
τ−(s,µ)(− ln |x|)|y|τ+(s,µ)dydx
∣∣∣
≤ ‖ξ‖C2
∫
RN\Bǫ
∫
Bǫ
|x− y|−N−2s+2|x|τ−(s,µ)(− ln |x|)|y|τ+(s,µ)dydx
= ‖ξ‖C2(
∫
RN\B2ǫ
∫
Bǫ
+
∫
B2ǫ\Bǫ
∫
Bǫ
)|x − y|−N−2s+2|x|τ−(s,µ)|y|τ+(s,µ)dydx,
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since ∫
RN\B2ǫ
∫
Bǫ
|x− y|−N−2s+2|x|τ−(s,µ)(− ln |x|)|y|τ+(s,µ)dydx
=
∫
RN\B2ǫ
∫
B ǫ
|x|
|ex − z|−N−2s+2|z|τ+(s,µ)|x|2−N (− ln |x|)dzdx
≤ 2N+2s−2
∫
RN\B2ǫ
(
ǫ
|x| )
N+τ+(s,µ)|x|2−N (− ln |x|)dx ≤ cǫ2
and ∫
B2ǫ\Bǫ
∫
Bǫ
|x− y|−N−2s+2|x|τ−(s,µ)(− ln |x|)|y|τ+(s,µ)dydx
≤
∫
B2ǫ\Bǫ
(∫
B1
|z|τ+(s,µ)dz +
∫
B1/2
|ex − z|−N−2s+2dz
)
|x|2−N (− ln |x|)dx
≤ c
∫
B2ǫ\Bǫ
|x|2−N (− ln |x|)dx ≤ cǫ2.
Therefore we have that∣∣∣ ∫
RN\Bǫ
∫
Bǫ
ξ(x) − ξ(y)
|x− y|N+2s |x|
τ−(s,µ)(− ln |x|)|y|τ+(s,µ)dydx
∣∣∣ ≤ cǫ2.
Moreover,
∣∣∣ ∫
RN\B√ǫ
∫
B ǫ
|x|
(0)
1− |z|τ+(s,µ)
|ex − z|N+2s |x|
−N (− ln |x|)ξ(x)dzdx
∣∣∣ ≤ ∫
RN\B√ǫ
h2(
ǫ
|x| )|x|
−N |(ln |x|)| |ξ(x)|dx
= O
(
ǫ
N+τ+(s,µ0)
2 (− ln ǫ)
)
as ǫ→ 0+
and∫
B√ǫ\Bǫ
∫
B ǫ
|x|
1− |z|τ+(s,µ)
|ex − z|N+2s |x|
−N (− ln |x|)ξ(x)dzdx = [ξ(0) +O(√ǫ)]
∫
B√ǫ\Bǫ
h2(
ǫ
|x| )|x|
−N (− ln |x|)dx
−→ ωN−1
(
ξ(0) +O(
√
ǫ)
) ∫ ǫ− 12
1
h2(
1
t
)t−1(− ln(ǫt)) dt as ǫ→ 0+.
Hence as ǫ→ 0+ we have that∫
RN\Bǫ
∫
Bǫ
ψ(x)− ψ(y)
|x− y|N+2s u(x)dydx = O(ǫ
2) +O
(
ǫ
N+τ+(s,µ0)
2 (− ln ǫ)
)
+ ωN−1
(
ξ(0) +O(
√
ǫ)
) ∫ ǫ− 12
1
h2(
1
t
)t−1(− ln(ǫt)) dt. (3.26)
We note that h1 = h2 for µ = µ0, and by (3.17), (3.25) and (3.26), we have that∫
RN\Bǫ
ψµ(−∆)sΓµ0 ξ dx = O(ǫ
2) + O
(
ǫ
N+τ+(s,µ0)
2 (− ln ǫ)
)
+O(
√
ǫ ln ǫ)
+ CN,sωN−1
(
ξ(0) +O(
√
ǫ)
)∫ ǫ− 12
1
h3(
1
t
)t−1dt,
which, passing to the limit as ǫ→ 0+, implies that
∫
RN
ψµ(−∆)sΓµ0 ξ dx = −CN,sωN−1
∫ 1
0
h3(s)s
−1dt ξ(0) = CN,sωN−1
∫ 1
0
∫
Bt
|z|τ−(s,µ)(− ln |z|)
|ex − z|N+2s dzdt ξ(0),
then (1.14) holds true for µ = µ0.
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4 The Dirichlet problem in a bounded domain
This section is devoted to the analysis of the Dirichlet problem (1.3). In particular, we shall prove Parts (i)
and (ii) of Theorem 1.4. We first need to set up a functional analytic framework for singular weak solutions.
4.1 Function spaces, weak comparison principles, and singular weak solutions
We denote the quadratic form
(u, v) 7→ Es(u, v) = CN,s
2
∫
RN×RN
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s dxdy,
associated to (−∆)s and the space
Hs(RN ) := {u ∈ L2loc(RN ) : Es(u, u) <∞}.
By the fractional Sobolev inequality, we have that
Hs(RN ) ⊂ L 2NN−2s (RN ). (4.1)
By density, it follows that the fractional Hardy inequality (1.2) extends to functions u, v ∈ Hs(RN ), which
implies that the quadratic form
Esµ(u, v) := Es(u, v) + µ
∫
RN
uv
|x|2s dx,
is well-defined for u, v ∈ Hs(RN ) and µ > µ0. In the following, for measurable sets A,B ⊂ RN and
measurable functions u, v : A ∪B → R, we put
EsA,B(u, v) =
CN,s
2
∫
A×B
(u(x)− u(y))(v(x) − v(y))
|x− y|N+2s dxdy
and EsA(u, v) := EsA,A(u, v) whenever the integral are well defined in Lebesgue sense.
Next, let Ω ⊂ RN denote a bounded domain which may or may not contain the origin, the space
Hs0(Ω) := {u ∈ Hs(RN ) : u ≡ 0 on RN \ Ω}.
By (4.1), we then have that
Hs0(Ω) ⊂ Ls(Ω) for 1 ≤ s ≤
2N
N − 2s . (4.2)
We also recall the following fractional Hardy inequality with remainder term, see [24, Theorem 2.3]: there
exists a constant C such that
Esµ0(u, u) ≥ C‖u‖2L2(Ω) for u ∈ Hs0(Ω). (4.3)
In the following, it will be convenient to set
Ωε := Ω \Bε for ε > 0.
Definition 4.1. We define W s(Ω) as the space of functions u ∈ L1(RN , dx1+|x|N+2s ) with u
∣∣
Ω
∈ L2(Ω) and
the property that
EsΩ,Ω′(u, u) <∞ for some domain Ω′ ⊂ RN with Ω ⊂⊂ Ω′.
Moreover, we let W s∗ (Ω) denote the space of functions u ∈ L1(RN , dx1+|x|N+2s ) such that u|Ωε ∈ W s(Ωε) for
every ε > 0.
Remark 4.2. Let, as before, Ω ⊂ RN be a bounded domain.
(i) Since Hs0(Ω) →֒ L2(Ω) by (4.2) and the fact that Ω is bounded, we have Hs0(Ω) ⊂ W s(Ω). Moreover,
every function u ∈ L1(RN , dx1+|x|N+2s ) which is of class Cs+ε in a neighborhood of Ω¯ for some ε > 0 is
contained in W s(Ω).
(ii) If u ∈ L1(RN , dx1+|x|N+2s ) ∩ Cs+εloc (RN \ {0}) for some ε > 0, then u ∈ W s(Ωε) for every ε > 0 by (i)
and therefore u ∈W s∗ (Ω). In particular, this implies that
Φµ,Γµ ∈ W s∗ (Ω) for µ0 ≤ µ <∞.
On the other hand, if 0 ∈ Ω, it is obvious that Φµ 6∈ W s(Ω) for any µ ∈ [µ0,∞). With regard to Γµ,
we have the following key lemma.
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Lemma 4.3. (i) Γµ ∈W s(Ω) for µ > µ0.
(ii) If 0 ∈ Ω, then Γµ0 6∈W s(Ω).
Proof. Since 2s−N2 ≤ τ+(s, µ) < 2s for µ ∈ [µ0,∞) and Ω is bounded, we clearly have
Γµ ∈ L2(Ω) ∩ L1
(
R
N ,
dx
1 + |x|N+2s
)
for µ ∈ [µ0,∞).
For x ∈ RN \ {0} and R > 0, then we have that
∫
BR
(Γµ(x)− Γµ(y))2
|x− y|N+2s dy = |x|
2τ+(s,µ)−2s
∫
B R
|x|
(1− |z|τ+(s,µ))2
|ex − z|N+2s dz (4.4)
and ∫
B R
|x|
(1− |z|τ+(s,µ))2
|ex − z|N+2s dz ≤ c
∫
B R
|x|
min{(1− |z|)2, (1− |z|)2τ+(s,µ)}
|ex − z|N+2s dz
≤ c
∫
B R
|x|
min{|ex − z|2, |ex − z|2τ+(s,µ)}
|ex − z|N+2s dz ≤ c
∫
B R
|x|+1
min
{|z|2−2s−N , |z|2τ+(s,µ)−2s−N}dz
≤ c


1 if τ+(s, µ) < s,
1 + ln R|x| if τ+(s, µ) = s,
1 +
(
|x|
R
)2s−2τ+(s,µ)
if τ+(s, µ) > s.
(4.5)
If µ > µ0, we have 2τ+(s, µ)− 2s > −N and therefore, by combining (4.4) and (4.5),∫
BR
∫
BR
(Γµ(x)− Γµ(y))2
|x− y|N+2s dydx <∞
for every R > 0. Taking R > 0 sufficiently large such that Ω ⊂ BR, we conclude that Γµ ∈ W s(Ω). On the
other hand, we have 2τ+(s, µ0)− 2s = −N and τ+(s, µ0) < s, so (4.4) yields that∫
BR
∫
BR
(Γµ0(x) − Γµ0(y))2
|x− y|N+2s dydx ≥
∫
BR
|x|−N
∫
B1
(1− |z|τ+(s,µ0))2
|ex − z|N+2s dz =∞
for every R > 0. Hence Γµ0 6∈W s(Ω).
Remark 4.4. For τ > −N−2s2 , we have that φτ = | · |τ ∈W s(Ω), where Ω is a bounded smooth domain.
Lemma 4.5. (i) Es(u, v) is well defined for u ∈ W s(Ω), v ∈ Hs0(Ω).
(ii) If u ∈W s(Ω), then u± ∈ W s(Ω).
(iii) If u ∈W s(Ω) satisfies u ≡ 0 in Ωc, then u ∈ Hs0(Ω).
(iv) If u ∈W s(Ω) is such that u ≥ 0 in Ωc, then u− ∈ Hs0(Ω) and
Es(u−, u−) ≤ −Es(u, u−).
(v) If u ∈W s(Ω) and φ ∈ L∞(RN ) is Lipschitz in some neighborhood of Ω, then φu ∈W s(Ω).
(vi) If 0 ∈ Ω or 0 6∈ Ω, we have W s(Ω) ⊂ L2(Ω, |x|−2s).
Proof. Throughout the proof, we use the notation js(z) = CN,s|z|−N−2s.
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(i) Let u ∈ W s(Ω), v ∈ Hs0(Ω), and let Ω′ ⊂ RN be such that Ω ⊂⊂ Ω′ and EsΩ,Ω′(u) < ∞. Then, by
the symmetry of the integrand, Fubini’s theorem and the Cauchy-Schwarz inequality, we have that
1
2
∫
RN
∫
RN
|u(x)− u(y)| · |v(x)− v(y)|js(x− y) dxdy
=
1
2
(∫
Ω
∫
Ω′
· · ·+
∫
Ω
∫
RN\Ω′
+
∫
RN\Ω
∫
RN
. . .
)
=
1
2
(∫
Ω
∫
Ω′
· · ·+
∫
Ω
∫
RN\Ω′
+
∫
RN\Ω
∫
Ω
. . .
)
=
1
2
(∫
Ω
∫
Ω′
· · ·+
∫
Ω
∫
RN\Ω′
+
∫
RN\Ω′
∫
Ω
· · ·+
∫
Ω′\Ω
∫
Ω
. . .
)
≤
∫
Ω
∫
Ω′
· · ·+
∫
Ω
∫
RN\Ω′
. . .
≤ 2
(
EsΩ,Ω′(u, u)EsΩ,Ω′(v, v)
)1/2
+
∫
Ω
|v(x)|
∫
RN\Ω′
|u(x)− u(y)|js(x− y) dydx
≤ 2
(
EsΩ,Ω′(u, u)Es(v, v)
)1/2
+ c1
∫
Ω
|v(x)||u(x)| dx + c2
∫
Ω
|v(x)| dx‖u‖L1(RN , dx
1+|y|N+2s )
≤ 2
(
EsΩ,Ω′(u, u)Es(v, v)
)1/2
+ c1‖v‖L2(Ω)‖u‖L2(Ω) + c2|Ω|1/2‖v‖L2(Ω)‖u‖L1(RN , dx
1+|y|N+2s )
with
c1 = sup
x∈Ω
∫
RN\Ω′
js(x− y) dy <∞
and
c2 = sup
x∈Ω,y∈RN\Ω′
js(x− y)(1 + |y|)−N−2s <∞.
Here we used the fact that Ω and RN \ Ω′ have positive distance.
(ii) Let u ∈W s(Ω). For x, y ∈ RN , we have that
(u+(x)− u+(y))(u−(x) − u−(y)) = −2(u+(x)u−(y) + u−(x)u+(y)) ≤ 0. (4.6)
Therefore,
EsΩ,Ω′(u, u) = EsΩ,Ω′(u+ − u−, u+ − u−) = EsΩ,Ω′(u+, u+) + EsΩ,Ω′(u−, u−)
− 2
∫
Ω′×Ω′
(u+(x)− u+(y))(u−(x) − u−(y))js(x− y) dxdy
≥ EsΩ,Ω′(u+, u+) + EsΩ,Ω′(u−, u−).
Consequently, u± ∈ W s(Ω).
(iii) Since u ≡ 0 in Ωc, similarly as in the proof of (i), we have that
Es(u, u) = 1
2
∫
RN
∫
RN
(u(x) − u(y))2|js(x− y) dxdy ≤
∫
Ω
∫
Ω′
· · ·+
∫
Ω
∫
RN\Ω′
. . .
= 2EsΩ,Ω′(u, u) +
∫
Ω
u(x)
∫
RN\Ω′
(u(x)− u(y))js(x− y)dydx
≤ 2EsΩ,Ω′(u, u) + ‖u‖2L2(Ω) + c2|Ω|1/2‖u‖L2(Ω)‖u‖L1(RN ,(1+|x|)−N−2s) <∞
and therefore u ∈ Hs0(Ω).
(iv) Since u− ∈ W s(Ω) by (ii) and u− ≡ 0 on Ωc by assumption, we have u− ∈ Hs0(Ω) by (iii). Moreover,
we have
Es(u, u−) = Es(u+ − u−, u−) = Es(u+, u−)− Es(u−, u−),
where all terms are well-defined by (i), (ii) and the fact that u− ∈ Hs0(Ω). Furthermore, Es(u+, u−) ≤ 0 by
(4.6). Hence the claim follows.
(v) By assumption, there exists a domain Ω′ ⊂ RN with Ω ⊂⊂ Ω′ and EsΩ,Ω′(u, u) < ∞ and a constant
c(φ) > 0 with
|φ(x) − φ(y)| ≤ c(1 ∧ |x− y|) for x, y ∈ Ω′.
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We may then estimate as follows (with c = c(φ, s) changing from line to line):
EsΩ,Ω′(φu, φu) =
1
2
∫
Ω
∫
Ω′
[u(x)φ(x) − u(y)φ(y)]2j(x− y) dydx
≤
∫
Ω
u(x)2
∫
Ω′
[φ(x) − φ(y)]2j(x− y) dydx+
∫
Ω
∫
Ω′
φ(y)2[(u(x)− u(y)]2j(x − y) dydx
≤ c
∫
Ω
u(x)2
∫
Ω′
(1 ∧ |x− y|2)j(x − y) dydx+ ‖φ‖2L∞(Ω′)
∫
Ω
∫
Ω′
[(u(x)− u(y)]2j(x− y) dydx
≤ c‖u‖2L2(Ω) + 2‖φ‖2L∞(Ω′)EsΩ,Ω′(u) <∞.
Hence u ∈W s(Ω).
(vi) The result is true if 0 6∈ Ω¯, since W s(Ω) ⊂ L2(Ω) by the definition. Now we consider the case of
0 ∈ Ω. Let u ∈ W s(Ω), and let φ ∈ C∞c (Ω) be a function with φ ≡ 1 in a neighborhood of the origin.
By (iii) and (v), then we have that φu ∈ Hs0(Ω), and therefore φu ∈ L2(Ω, |x|−2s) by the fractional Hardy
inequality. Moreover, since u ∈ L2(Ω) and (1 − φ)u ≡ 0 in a neighborhood of the origin, we also have
(1− φ)u ∈ L2(Ω, |x|−2s). Consequently, u = φu+ (1 − φ)u ∈ L2(Ω, |x|−2s).
We now provide a weak version of Lemma 3.2.
Lemma 4.6. Let µ > µ0, v ∈ C2c (RN ) and u ∈ Hs0(RN ). Then we have
Esµ(u,Γµv) =
∫
RN
u(−∆)sΓµv dx.
Proof. Since µ > µ0, we have that ψ := Γµv ∈ Hs0(RN ) by Lemma 4.3 and Lemma 4.5(v). Using (3.13), we
then find that
Esµ(u,Γµv) = Esµ(u, ψ) =
∫
RN
µ
|x|2s uψ dx+
1
2
∫
RN
∫
RN
[u(x)− u(y)][ψ(x)− ψ(y)]
|x− y|N+2s dydx
=
∫
RN
uLsµψ dx =
∫
RN
u[(−∆)sΓµv] dx, (4.7)
as claimed. Here, we used the facts that
u ∈ Hs0(RN ) ⊂ L
2N
N−2s (RN ) and (−∆)sΓµv = Lsµψ ∈ L
2N
N+2s (RN )
by Lemma 3.1 to see that all integrals in (4.7) are well defined in Lebesgue sense.
Definition 4.7. Let f ∈ L 2NN+2s (Ω) and u ∈ W s∗ (Ω).
(i) We say that Lsµu ≥ f in Ω \ {0} if
Esµ(u, v) ≥
∫
Ω
fv dx for v ∈ Hs0(Ω), v ≥ 0 with v ≡ 0 in a neighborhood of 0.
(ii) We say that u satisfies Lsµu ≤ f in Ω \ {0} if Lsµ(−u) ≥ −f in the sense of (i).
(iii) We say that u satisfies Lsµu = f in Ω \ {0} if Lsµu ≥ f and Lsµu ≤ f .
Remark 4.8. (i) If f ∈ L 2NN+2s (Ω) and u ∈W s(Ω) satisfies Lsµu ≥ f in Ω\{0} in the sense of Definition
4.7, then
Esµ(u, v) ≥
∫
Ω
fv dx for all v ∈ Hs0(Ω), v ≥ 0.
This follows by approximation using Lemma 4.5(i) and (vi). Indeed, since N ≥ 2, for every v ∈ Hs0(Ω),
v ≥ 0, there exists a sequence of functions vn ∈ Hs0(Ω), n ∈ N with vn ≥ 0, vn ≡ 0 in a neighborhood
of 0 and vn → v in Hs0(Ω), see Appendix B.
In this case, we also say that u satisfies Lsµu ≥ f in Ω.
The same remark applies to the properties Lsµu ≤ f and Lsµu = f .
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(ii) If f ∈ L∞loc(Ω \ {0}) and u ∈ L∞loc(RN \ {0}) ∩ L1(RN , dx1+|x|N+2s ) satisfies{
Lsµu = f in Ω \ {0},
u = 0 in Ωc
in distributional sense, then also u ∈ W s∗ (Ω), and u satisfies Lsµu = f in Ω in the sense of Definition
4.7. We postpone the proof of this fact to Appendix C.
Lemma 4.9. For µ ≥ µ0, we have, in the sense of Definition 4.7 and Remark 4.8,
(i) LsµΦµ = 0 in Ω \ {0};
(ii) Lsµ0Γµ0 = 0 in Ω \ {0};
(iii) LsµΓµ = 0 in Ω for µ > µ0.
Proof. (i) and (ii) follow directly from Theorem A and Remark 4.2, using that every function v ∈ Hs0(Ω)
with v ≡ 0 in a neighborhood of 0 can be approximated by functions in C∞c (Ω \ {0}).
(iii) follows by Remark 4.8 and Lemma 4.3.
Lemma 4.10. (Comparison principle, Version 1)
Let u ∈ W s(Ω) satisfy Lsµu ≥ 0 in Ω and u ≥ 0 in Ωc. Then u ≥ 0 in RN .
Proof. By Lemma 4.5(iii) and the assumption, it follows that u− ∈ Hs0(Ω) satisfies
−Es(u−, u−) ≥ Es(u, u−) ≥ −µ
∫
Ω
u(x)u−(x)
|x|2s dx = µ
∫
Ω
|u−(x)|2
|x|2s dx.
Since µ ≥ µ0, it thus follows from (4.3) that u− ≡ 0. Hence the claim follows.
Lemma 4.11. (Comparison principle, Version 2)
Let u ∈ W s∗ (Ω) satisfy Lsµu ≥ 0 in Ω \ {0} and
u ≥ 0 in Ωc, lim inf
x→0
u(x)
Φµ(x)
≥ 0. (4.8)
Then u ≥ 0 in RN .
Proof. Let δ > 0. By (4.8), we may choose ε > 0 such that u ≥ −δΦµ on RN \ Ωε. By assumption,
w := u+ δΦµ ∈ W s(Ωε) satisfies Lsµw ≥ 0 in Ωε, and we also have that w ≥ 0 on RN \Ωε. By Lemma 4.10,
we thus conclude that w ≥ 0, so that u ≥ −δΦµ. Since δ > 0 was chosen arbitrarily, we conclude that
u ≥ 0.
The following is the main result of this section.
Theorem 4.12. Let µ ≥ µ0 and f ∈ L∞(Ω, |x|ρdx) for some ρ < 2s− τ+(s, µ). Then there exists a unique
solution u ∈ W s∗ (Ω) for the problem
Lsµu = f in Ω \ {0}, u = 0 in Ωc, lim
x→0
u(x)
Φµ(x)
= 0. (4.9)
Moreover:
(i) u ≥ 0 if f ≥ 0.
(ii) There exists a constant c = c(s, µ, ρ,Ω) > 0 such that
|u(x)|
Γµ(x)
≤ c‖f‖L∞(Ω, |x|̺dx) for all x ∈ Ω \ {0}. (4.10)
Moreover, if µ1 > µ0 is fixed with ̺ < 2s− τ+(s, µ1) and µ ∈ [µ0, µ1], then c can be chosen such that
it only depends on s, µ1, ̺ and Ω.
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(iii) If g ∈ L∞(Ω, |x|ρdx), then∫
Ω
ug dx ≤ c ‖g‖L∞(Ω,|x|ρdx) ‖f‖L1(Ω,dγµ) with c > 0 as in (ii). (4.11)
Here dγµ = Γµdx as before.
(iv) If µ > µ0, we have u ∈ Hs0(Ω) and
Esµ(u, v) =
∫
Ω
fv dx for all v ∈ Hs0(Ω). (4.12)
(v) u verifies the distributional identity∫
Ω
uµ(−∆)sΓµξ dx =
∫
Ω
fξ dγµ for all ξ ∈ C2c (Ω), (4.13)
and satisfies the estimate
‖u‖L1(Ω,Λµdx) ≤ d‖f‖L1(Ω,dγµ) with some constant d = d(s, µ, ρ,Ω) > 0. (4.14)
Here we recall that we have set dγµ = Γµdx.
Proof. To see the uniqueness of solutions of (4.9), let u1, u2 ∈ W s∗ (Ω) be solutions. Applying Lemma 4.11
to u1 − u2 and u2 − u1, we find that u1 ≡ u2.
To prove the existence and asserted properties, we may from now on assume that f ≥ 0, since in the
general case we can decompose f = f+ − f−. In this case we deduce that u ≥ 0 once we have proved the
existence of the (unique) solution u of (4.9), so (i) holds. Moreover, since τ+(s, µ) < 2s for all µ ∈ [µ0,∞), we
may assume that ̺ > 0 in the following. Finally, by homogeneity, we may assume that ‖f‖L∞(Ω,|x|̺dx) = 1.
To prove the existence, we first consider the case where µ > µ0. In this case, the Riesz representation
theorem – together with the fractional Hardy inequality – immediately yields the existence of u ∈ Hs0(Ω)
such that
Esµ(u, v) =
∫
Ω
fv dx for all v ∈ Hs0(Ω), (4.15)
as claimed in (iii). In particular, we have Lsµu = f in Ω and u ≡ 0 in Ωc. We also note that the condition
lim|x|→0
u(x)
Φµ(x)
= 0 follows once we have proved (4.10). To prove (4.10), we fix µ1 > µ0 and ρ < 2s−τ+(s, µ1).
For µ ∈ (µ0, µ1], then we have that
µ+ cs(2s− ̺) ≤ µ1 + cs(2s− ̺) < µ1 + cs(τ+(s, µ1)) = 0, (4.16)
since 2s − ̺ > τ+(s, µ1) and the function cs is strictly decreasing on [ 2s−N2 , 2s) by Lemma 2.3. Moreover,
we recall from Remark 4.4 that the function φ2s−̺ ∈W s(Ω) satisfies
Lsµφ2s−̺(x) = [µ+ cs(2s− ̺)]|x|−̺ ≤ [µ1 + cs(2s− ̺)]|x|−̺ in Ω.
By (4.16), we may thus fix κ1 > 0 sufficiently large depending only on µ1 so that
Lsµ
(−κ1φ2s−̺)(x) ≥ |x|−̺ + 1 for x ∈ Ω, µ ∈ (µ0, µ1].
We now let η ∈ C∞c (RN ) be a radial function with 0 ≤ η ≤ 1, η ≡ 1 in B1 and η ≡ 0 in RN \ B2. We also
let ηδ ∈ C∞c (RN ) be defined by ηδ(x) = η(δx), and we define
vδ ∈ W s(Ω), vδ(x) = −κ1η(δx)|x|2s−̺.
If σ > 0 is chosen small enough such that Ω ⊂ B 1
2σ
, we have, for x ∈ Ω,
Lsµvσ(x) = η(σx)Lsµ
(−κ1| · |2s−̺)(x) − κ1
∫
RN
(η(σx) − η(σy))|y|2s−̺js(x− y)dy
)
≥ |x|−ρ + 1− 2κ1
∫
RN
(1− η(σy))|y|2s−̺js(x − y)dy
≥ f(x) + 1− κ1σ̺
∫
RN
(1− η(y))|y|2s−̺js(σx − y)dy
= f(x) + 1− κ1σ̺
∫
RN\B1
(1− η(y))|y|̺js(σx − y)dy
≥ f(x) + 1− κ2σ̺,
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where κ2 := κ1
∫
RN\B1(1 − η(y))(|y| − 12 )−N−2sdy. Consequently, we may fix σ > 0 sufficiently small
(independently of µ and f) to guarantee that
Lsµvσ ≥ f in Ω for µ ∈ (µ0, µ1].
We now define the function
w ∈ W s(Ω), w(x) = cΓµ(x) + vσ(x) with c := κ1
( 2
σ
)2s−̺−τ+(s,µ0)
.
Since 2s− ̺ > τ+(s, µ), we have that
wc(x) ≥ |x|τ+(s,µ)
(
c− κ11B 2
σ
(x)|x|2s−̺−τ+(s,µ)
)
≥ |x|τ+(s,µ)
(
c− κ1
( 2
σ
)2s−̺−τ+(s,µ))
= |x|τ+(s,µ)κ1
( 2
σ
)2s−̺−τ+(s,µ0)(
1− ( 2
σ
)τ+(s,µ0)−τ+(s,µ)) ≥ 0
for x ∈ RN \ {0}, since τ+(s, µ0)− τ+(s, µ) ≤ 0. Since also
Lsµw ≥ f in Ω,
we apply Lemma 4.10 to w − u and find that u ≤ w ≤ cΓµ a.e. in Ω. Hence we have shown (4.10) for
µ ∈ (µ0, µ1] with a constant c = c(s, µ1, ρ,Ω).
We now prove the distributional identity (4.13) for µ > µ0. For ξ ∈ C2c (Ω), φ = ξΓµ and u ∈ H10 (Ω),
Lemma 4.6 and (4.15) imply that∫
RN
u(−∆)sΓµξ dx = Esµ(u, φ) =
∫
RN
fφ dx =
∫
RN
fξ dγµ,
as claimed. Next, we let g ∈ L∞(Ω, |x|ρdx), and we prove (4.11) for µ > µ0. By what we have proved so far,
there exists a function v ∈ Hs0(Ω) satisfying
Esµ(v, ξ) =
∫
Ω
gξ dx for all ξ ∈ Hs0(Ω)
and |v|Γµ ≤ c‖g‖L∞(Ω,|x|̺dx) in Ω. Then, choosing ξ = u, we obtain that∫
Ω
gu dx = Esµ(v, u) =
∫
Ω
fv dx ≤ c‖g‖L∞(Ω,|x|̺dx)
∫
Ω
|f |Γµ dx = c‖g‖L∞(Ω,|x|̺dx)
∫
Ω
|f |dγµ(x),
as claimed in (4.11).
To treat the case µ = µ0, we consider a decreasing sequence of numbers µn, n ∈ N with µn > µ0 for all n
and µn → µ0 as n→∞. Since ̺ < 2s− τ+(s, µ0) by assumption, we may assume, passing to a subsequence,
that
̺ < 2s− τ+(s, µ1). (4.17)
Using what we have proved so far for µ = µn, we have
|un| ≤ c‖f‖L∞(Ω,|x|̺dx)Γµn in Ω for every n with c = c(s, ̺,Ω, µ1). (4.18)
Adjusting the value of c = c(s, ̺,Ω, µ1), we can thus infer that
|un| ≤ c‖f‖L∞(Ω,|x|̺dx)Γµ0 in Ω for every n with c = c(s, ̺,Ω, µ1) (4.19)
Since Γµ0(x) = |x|
2s−N
2 , we have Γµ0 ∈ Ls(Ω) for every 1 < s < 2NN−2s , and hence the sequence {un}n is
bounded in Ls(Ω) for every 1 < s < 2NN−2s . Thus, there exists
u ∈
⋂
1<s< 2NN−2s
Ls(Ω) with un ⇀ u in L
s(Ω) for s <
2N
N − 2s . (4.20)
We claim that u ∈W s∗ (Ω), and that u solves (4.9). To show that u ∈ W s∗ (Ω), it suffices to show that
Es(ψu, ψu) <∞ for every ψ ∈ C∞c (RN \ {0}).
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To this end, we note that
Esµn(un, ψ2un) =
∫
Ω
fψ2un dx ≤ c˜
∫
Ω
fΓµ0 dx = c˜
∫
Ω
f |x| 2s−N2 dx ≤ c˜
∫
Ω
|x| 2s−N2 −̺ dx ≤ c˜.
Here and in the following, the symbol c˜ stands for a constant, depending on ψ but not on n, which may
change its value in every step. Moreover, we have that
Es(ψun, ψun)− Esµn(un, ψ2un)
=
∫
RN×RN
un(x)un(y)(ψ(x) − ψ(y)2j(x− y) dxdy − µn
∫
Ω
ψ2u2n
|x|2s dx
≤ 2
∫
Ω
un(x)
∫
K
un(y)(ψ(x) − ψ(y)2j(x− y) dydx− c˜µn‖un‖2L2(Ω)
≤ c˜
∫
Ω
un(x) dx + c˜ ≤ c˜.
Combining these inequalities, we find that
Es(ψun, ψun) ≤ c˜ for all n.
Consequently, the sequence {ψun}n is bounded in Hs0(Ω), which implies that, after passing to a subsequence,
ψun ⇀ ψu in Hs0(Ω). (4.21)
Since also ψun ⇀ ψu in L
2(Ω), it follows that ψun ⇀ ψu in Hs0(Ω), and therefore
Es(ψu, ψu) <∞.
This implies that u ∈W s∗ (Ω). Next, we show that
Esµ0(u, v) =
∫
Ω
fv dx for every v ∈ Hs0(Ω) with v ≡ 0 in a neighborhood of 0. (4.22)
Fixed v ∈ Hs0(Ω), and let ε > 0 be such that v ≡ 0 in B2ε. Moreover, let ψ ∈ C∞c (RN \{0}) satisfy 0 ≤ ψ ≤ 1
and ψ ≡ 1 in Ω \Bε. Since ψun ⇀ ψu in Hs0(Ω), we have that
Es(ψun, v)→ Es(ψu, v) as n→∞. (4.23)
Moreover, we have
Es(ψu, v)− Es(u, v) = Es(ψ˜u, v) = −
∫
RN×RN
ψ˜(x)u(x)v(y)j(x − y) dydx
with ψ˜ = 1− ψ and
Es(ψun, v)− Es(un, v) = Es(ψ˜un, v) = −
∫
RN×RN
ψ˜(x)un(x)v(y)j(x − y) dydx,
since v ≡ 0 in B2ε and ψ ≡ 0 in RN \Bε. Consequently,
Es(ψun, v)− Es(un, v)−
[Es(ψu, v)− Es(u, v)] = ∫
RN
(un(x) − u(x))h(x)dx
with
h ∈ L∞(RN ), h(x) := ψ˜(x)
∫
RN\B2ε(0)
v(y)j(x− y) dy.
Since un ⇀ u in L
1(Ω), we thus conclude that
Es(ψun, v)− Es(un, v)−
[Es(ψu, v)− Es(u, v)]→ 0 as n→∞. (4.24)
Combining (4.23) and (4.24), we find that
Es(u, v) = lim
n→∞
Es(un, v) = − lim
n→∞
µn
∫
Ω
unv
|x|2s dx+
∫
Ω
fv dx = µ0
∫
Ω
uv
|x|2s dx+
∫
Ω
fv dx,
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as claimed in (4.22). Hence u solves (4.9) with µ = µ0.
Next we note that, along a subsequence, we may pass from weak to strong convergence in (4.20), i.e.,
we have
un → u in Ls(Ω) for s < 2N
N − 2s . (4.25)
Indeed, for every ψ ∈ C∞c (RN \ {0}), after passing to a subsequence, we have that
ψun → ψu in Ls(Ω) for s < 2N
N − 2s
by (4.21) and the compact Sobolev embeddings Hs0(Ω) →֒ Ls(Ω) for s < 2NN−2s . Then the set Aε :=
{un1Ω\Bε : n ∈ N} are precompact in Ls(Ω) for s < 2NN−2s and ε > 0. Moreover, recalling (4.19) and the
fact that Γ0 ∈ Ls(Ω) for s < 2NN−2s , we then conclude that the set {un : n ∈ N} is precompact in Ls(Ω) for
s < 2NN−2s . Thus we may pass to a subsequence such that (4.25) holds.
From (4.19) and (4.25), it follows that
|u| ≤ c‖f‖L∞(Ω),|x|ρdx)Γµ0 on Ω with c = c(s, ρ,Ω, µ1). (4.26)
Hence (4.10) is true for µ = µ0.
Next we prove the distributional identity (4.13) in the case µ = µ0. Since τ+(s, µ0) =
2s−N
2 < 2s − 1,
we may assume that τ+(s, µn) < 2s− 1 for all n ∈ N. We then note that
|Λµn(x)| = |x|1−2s+τ+(s,µn) ≤ C|x|1−2s+τ+(s,µ0) = C|x|
2−2s−N
2 for x ∈ Ω, n ∈ N (4.27)
with a constant C > 0. Fixed t ∈ ( 2NN+2s−2 , 2NN+2s) and ξ ∈ C2c (Ω), we claim that
(−∆)sΓµn ξ ⇀ (−∆)
s
Γµ0
ξ in Lt(Ω) as n→∞. (4.28)
Indeed, from Lemma 3.1 and (4.27), we deduce that the sequence {(−∆)sµnξ}n is bounded in Lt(Ω). More-
over, for ψ ∈ C2c (Ω \ {0}), we have that∫
Ω
ψ(x)[(−∆)sΓµn ξ](x) dx =
∫
Ω
ψ(x)[(−∆)s(ξΓµn)](x) dx +
∫
Ω
ψ(x)ξ(x)[(−∆)sΓµn ](x) dx
→
∫
Ω
ψ(x)[(−∆)s(ξΓµ0)](x) dx +
∫
Ω
ψ(x)ξ(x)[(−∆)sΓµ0 ](x) dx
as n → ∞, since Γµn → Γµ0 and ξΓµn → ξΓµn in C2loc(Ω \ {0}) and in L1(RN , dx1+|x|N+2s ). Since ψ ∈
C2c (Ω \ {0}) is dense in Lt(Ω), we thus conclude that (4.28) holds.
For µ = µn, we now write the identity (4.13) as∫
Ω
un(−∆)sΓµ0 ξ dx+
∫
Ω
un[(−∆)sΓµn ξ − (−∆)
s
Γµ0
ξ] dx =
∫
Ω
fξ dµn. (4.29)
Since t′ = tt−1 <
2N
N−2s and therefore,
un → u in Lt
′
(Ω) as n→∞, (4.30)
we now deduce from (4.28) that∫
Ω
un(−∆)sΓµ0 ξ dx→
∫
Ω
u(−∆)sΓµ0 ξ as n→∞
and ∫
Ω
un
(
(−∆)sΓµn − (−∆)
s
Γµ0
)
ξ dx→ 0 as n→∞.
Moreover, ∫
Ω
fξ dµn =
∫
Ω
fξΓµn dx→
∫
Ω
fξΓµ0 dx =
∫
Ω
fξ dγµ0 as n→∞.
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We thus conclude from (4.29) that ∫
Ω
u(−∆)sΓµ0 ξ dx =
∫
Ω
fξ dγµ0 ,
as desired.
Next, we let g ∈ L∞(Ω, |x|ρdx), and we prove (4.11) for µ = µ0. For this we use (4.11) for µ = µn,
obtaining that ∫
Ω
gun dx ≤ c‖g‖L∞(Ω,|x|ρdx)
∫
Ω
|f | dγµn . (4.31)
with c = c(s, ̺,Ω, µ1), where, by Lebesgue’s Theorem,∫
Ω
|f(x)| dγµn(x) =
∫
Ω
|f(x)||x|τ+(s,µn) dx→
∫
Ω
|f(x)||x|τ+(s,µ) dx =
∫
Ω
|f(x)| dγµ0 (x) as n→∞.
Moreover, we note that L∞(Ω, |x|ρdx) ⊂ Lt(Ω) for 1 ≤ t < Nρ . Since ρ < 2s− τ+(s, µ0) = N+2s2 , there exists
t ∈ ( 2NN+2s−2 , 2NN+2s) with g ∈ L∞(Ω, |x|ρdx) ⊂ Lt(Ω). Thus (4.30) implies that∫
Ω
gun dx→
∫
Ω
gu dx as n→∞.
Consequently, we may pass to the limit in (4.31) and obtain (4.11) for µ = µ0.
Finally, we prove (4.14) for µ ≥ µ0. By Lemma 3.1, we have
Λµ ∈ L∞(Ω, |x|̺(s,µ)dx) with ̺(s, µ) := max
{
2s− τ+ − 1, 2s− τ+(s, µ)
2
}
< 2s− τ+(s, µ).
Hence we may choose g = Λµ in (4.11), which yields (4.14) with d := c‖Λµ‖L∞(Ω,|x|̺(s,µ)dx).
We also need the following uniform estimate away from the origin.
Proposition 4.13. Let µ ≥ µ0, let f ∈ L∞(Ω, |x|ρdx) for some ρ < 2s − τ+(s, µ), and let u ∈ W s∗ (Ω)
be the unique solution of (4.9). Then for any numbers 0 < r1 < r2 < ∞, there exists a constant c =
c(s, µ, ρ,Ω, r1, r2) > 0 such that
|u(x)| ≤ c
(
‖f‖L∞(Ω\Br1 ) + ‖f‖L1(Ω,dγµ)
)
for all x ∈ Ω \Br2 .
Proof. We fix numbers si, σi, ti, θi, i = 1, 2 with r1 < s1 < σ1 < t1 < θ1 < θ2 < t2 < σ2 < s2 < r2. We also
choose a function η ∈ C∞(RN ) with η ≡ 1 on RN \Bθ2 and η ≡ 0 on Bθ1 . We then consider the function
g : Ω→ R, g(x) = p.v.
∫
RN
η(x) − η(y)
|x− y|N+2su(y) dy.
We claim that g ∈ L∞(Ω) with
‖g‖L∞(Ω) ≤ C
(
‖f‖L∞(Ω\Br1 + ‖f‖L1(Ω,dγµ)
)
. (4.32)
Here and in the following, the letter C denotes positive constants depending only on s, µ, ρ,Ω, r1 and r2. We
suppose for the moment that this is true. Then we see that the function u˜ := uη ∈W s(Ω) solves (4.9) with
f replaced by the function
f˜ := fη + CN,sg ∈ L∞(Ω).
Consequently, Theorem 4.12 implies that
|u˜(x)|
Γµ(x)
≤ C‖f˜‖L∞(Ω,|x|ρdx) ≤ C‖f˜‖L∞(Ω,dx) for x ∈ RN \ {0}
and therefore
|u(x)| = |u˜(x)| ≤ C Γµ(x)‖f˜‖L∞(Ω,dx) ≤ C
(‖f‖L∞(Ω\Br1 (0) + ‖f‖L1(Ω,dγµ)
)
for x ∈ RN \Br2 ,
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as claimed. Hence it remains to show (4.32). For x ∈ RN \Bt2 , we have
g(x) =
∫
RN
η(x)− η(y)
|x− y|N+2su(y) dy =
∫
Bθ2
1− η(y)
|x− y|N+2su(y) dy
≤
∫
Bθ2
|u(y)|
|x− y|N+2s dy ≤ (t2 − θ2)
−N−2s‖u‖L1(Bt2 ) ≤ C‖u‖L1(Ω,Λµdx) ≤ C‖f‖L1(Ω,dγµ),
where in the last step we used Theorem 4.12 again. Similarly, for x ∈ Bt1 we see that
g(x) ≤
∫
RN\Bθ1
|u(y)|
|x− y|N+2s dy ≤ C
∫
Ω\Bθ1
|u(y)|
1 + |y|N+2s dy
≤ C
∫
Ω\Bθ1
|u(y)|
1 + |y|N+2s dy ≤ C‖u‖L1(Ω,Λµdx) ≤ C‖f‖L1(Ω,dγµ).
For estimate g(x) for x ∈ Bt2 \Bt1 , we write
g(x) = g1(x)+ g(x) with g1(x) =
u(x)
CN,s
[(−∆)sη](x), g2(x) =
∫
RN
(η(x) − η(y))(u(y)− u(x))
|x− y|N+2s u(x) dy.
Now it follows from Proposition 6.1 and Theorem 4.12 that u ∈ L∞(Bs2 \Bs1) with
‖u‖L∞(Bs2\Bs1) ≤ C
(
‖f‖L∞(Ω\Br1) + ‖u‖L1(Ω)
)
≤ C
(
‖f‖L∞(Ω\Br1 ) + ‖f‖L1(Ω,dγµ)
)
. (4.33)
Consequently,
‖g1‖L∞(Bt2\Bt1 ) ≤ ‖g1‖L∞(Bs2\Bs1 ) ≤ C
(
‖f‖L∞(Ω\Br1 + ‖f‖L1(Ω,dγµ)
)
.
Since
(−∆)su = − µ| · |2u+ f in Bs2 \Bs1 ,
it follows from (4.33) and regularity estimates in [28] that u ∈ Cs(Bσ2 \Bσ1) with
‖u‖Cs(Bσ2\Bσ1 ) ≤ C
(
‖u‖L∞(Bs2\Bs1) + ‖f‖L∞(Ω\Br1) + ‖u‖L1(Ω)
)
≤ C
(
‖f‖L∞(Ω\Br1 ) + ‖f‖L1(Ω,dγµ)
)
.
Hence for x ∈ Bt2 \Bt1 , we can write
g2(x) =
∫
Bσ2\Bσ1
(η(x) − η(y))(u(y)− u(x))
|x− y|N+2s u(x) dy +
∫
RN\(Bσ2\Bσ1 )
(η(x) − η(y))(u(y)− u(x))
|x− y|N+2s u(x) dy
≤ ‖u‖Cs(Bσ2\Bσ1 )‖η‖C1(Bσ2\Bσ1)
∫
Bσ2\Bσ1
|x− y|1−N−s dy
+ 4‖η‖L∞(RN )‖u‖L1(Ω)max
{
(σ2 − t2)−N−2s, (t1 − σ1)−N−2s
}
≤ C
(
‖f‖L∞(Ω\Br1 ) + ‖f‖L1(Ω,dγµ)
)
.
Combining these estimates, we deduce (4.32), as required.
4.2 Fundamental solution in a bounded domain
The goal in this subsection is to obtain the unique solution ΦΩµ ∈ W s∗ (Ω) of the problem
Lsµu = 0 in Ω \ {0}, u = 0 in Ωc, lim
x→0
u(x)
Φµ(x)
= 1, (4.34)
and to derive estimates for it. By definition, ΦΩµ has an isolated singularity at zero. We have the following
result:
25
Theorem 4.14. There exists a unique solution ΦΩµ ∈ W s∗ (Ω) of the problem (4.34). Moreover, ΦΩµ is
nonnegative in Ω and satisfies the distributional identity∫
Ω
ΦΩµ(−∆)sΓµξ dx = cs,µξ(0), for all ξ ∈ C1.10 (Ω). (4.35)
Proof. The uniqueness follows readily from Lemma 4.11. To obtain the existence and the distributional
identity, let w1 be a C
2-function on RN such that w1 = Φµ in R
N \ Ω. Moreover, let f1 = Lsµw1, let w2 be
the solution of (4.9) with f = f1 and let
ΦΩµ = Φµ − w1 + w2,
then ΦΩµ is a solution of (4.34). Let ξ ∈ C20 (Ω). Since Φµ is in C2(RN \ {0}), w1 is a bounded C2-function
on RN and Φµ − w1 = 0 in RN \ Ω, we have, by Theorem 1.3 and (3.12),∫
Ω
(Φµ − w1)(−∆)sΓµξ dx =
∫
RN
(Φµ − w1)(−∆)sΓµξ dx = cs,µξ(0)−
∫
Ω
ξLsµw1dγµ
= cs,µξ(0)−
∫
Ω
f1ξdγµ.
Moreover, by Theorem 4.12, ∫
Ω
w2(−∆)sΓµξ dx =
∫
Ω
f1ξdγµ.
Combining these identities gives (4.35). This completes the proof.
We may now complete the proofs of parts (i) and (ii) of Theorem 1.4.
Proof of Theorem 1.4(i). We make use of the ansatz uk = kΦ
Ω
µ + uf+ − uf− , where f± = max{0,±f} and
uf+ ∈ L1(Ω,Λµdx) resp. uf− ∈ L1(Ω,Λµdx) satisfy the distributional identity (1.18) with k = 0 and f = f±,
respectively. To construct uf+ , we define fn := min{f+, n} for n ∈ N. Since f+ ∈ Cθloc(Ω¯ \ {0})∩L1(Ω, dγµ),
we then have fn ∈ Cθloc(Ω¯ \ {0}) ∩ L∞(Ω¯), and 0 ≤ fn ≤ fn+1 ≤ f for all n. Let, for n ∈ N, un ∈W s∗ (Ω) be
the solutions corresponding to fn as given by Theorem 4.12. We then have 0 ≤ un ≤ un+1 and, by (4.14),
‖un‖L1(Ω,Λµdx) ≤ d‖fn‖L1(Ω,dγµ) ≤ d‖f‖L1(Ω,dγµ) for all n with some constant d = d(s, µ, ρ,Ω) > 0.
Consequently, by monotone convergence, there exists uf+ with un → uf+ in L1(Ω,Λµdx). Since also fn →
f+ ∈ L1(Ω, dγµ), we find that, for ξ ∈ C2c (Ω)∫
Ω
uf+(−∆)sΓµξ dx = limn→∞
∫
Ω
un(−∆)sΓµξ dx = limn→∞
∫
Ω
fnξdγµ
=
∫
Ω
f+ξdγµ.
Here we used Proposition 3.1 for the first equality. Consequently, uf+ satisfy the distributional identity
(1.18) with k = 0 and f = f+. From this it follows that uf+ satisfies
Lsµuf+ = f+ in Ω \ {0},
whereas uf+ ≡ 0 in Ωc by construction. So in order show that uf+ satisfies (1.3) with f = f+ in the
sense defined in the introduction, we only need to show that uf+ ∈ L∞(RN \ {0}). For this we note that
Proposition 4.13 implies that
‖un‖L∞(RN\Br2) ≤ c
(
‖fn‖L∞(Ω\Br1) + ‖fn‖L1(Ω,dγµ)
)
≤ c
(
‖f+‖L∞(Ω\Br1 ) + ‖f+‖L1(Ω,dγµ)
)
(4.36)
for fixed numbers 0 < r1 < r2 and every n ∈ N. Since un → uf+ in L1(Ω,Λµdx) and therefore a.e. in RN
after passing to a subsequence, we conclude that
‖uf+‖L∞(RN\Br2) ≤ c
(
‖f+‖L∞(Ω\Br1 ) + ‖f+‖L1(Ω,dγµ)
)
.
Hence uf+ ∈ L∞(RN \ {0}), as required.
By the same arguments, we see that uf−L
∞(RN \ {0}) ∩ L1(RN ) solves (1.3) with f = f− in the sense
defined in the introduction, and it satisfy the distributional identity (1.18) with k = 0 and f = f−. We thus
conclude that uk = kΦ
Ω
µ + uf+ − uf− has the required properties.
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Proof of Theorem 1.4(ii). Existence: Let f ∈ L∞(Ω, |x|ρdx) for some ρ < 2s− τ+(s, µ), and uf ∈ W s∗ (Ω) be
the unique solution of (4.9). Then, by Theorem 4.12 and Proposition 4.14, the function uk = kΦ
Ω
µ + uf has
the desired properties.
Uniqueness: Suppose that u1k, u
2
k ∈ L1(Ω,Λµdx) are solutions of problem (1.3) in the sense defined in the
introduction which satisfy
lim
x→0
u1k(x)
Φµ(x)
= k = lim
x→0
u2k(x)
Φµ(x)
.
Then u := u1k − u2k ∈ L1(Ω) ∩ L∞(RN \ {0}) satisfies
Lsµu = 0 in Ω \ {0}, u = 0 in Ωc, lim
x→0
u(x)
Φµ(x)
= 0.
By Remark 4.8(ii) and Lemma 4.11, it follows that u = 0, hence u1k = u
2
k.
5 Nonexistence
This section is devoted to the proof of our nonexistence results. In the following subsection, we give the
proof of Theorem 1.4(iii), which is devoted to the case µ ≥ µ0 and to measurable functions f ≥ 0 with∫
Ω fdγµ =∞ in (1.3). Here, as before, we put dγµ = Γµdx.
5.1 Nonnegative source functions f 6∈ L1(Ω, dγµ)
We start with the following lemma.
Lemma 5.1. Let (rn)n be a decreasing sequence of positive numbers, and let δn, n ∈ N be nonnegative
L∞-functions with supp δn ⊂ Brn(0) and∫
Ω
δndx =
∫
Brn
δndx = 1 for all n ∈ N.
For any n, let wn ∈ W s∗ (Ω) be the unique solution of (4.9) with f := fn = δnΓµ . Then, after passing to a
subsequence, we have
wn → w∞ in L1(Ω,Λµdx) and a.e. in Ω,
where w∞ ∈ L1(Ω,Λµdx) satisfies the distributional identity∫
Ω
w∞(−∆)sΓµξ dx = ξ(0) for all ξ ∈ C20 (Ω). (5.1)
Proof. We first note that wn ≥ 0 for all n by Theorem 4.12(i), and
‖wn‖L1(Ω,Λµdx) ≤ d
∫
Ω
δn
Γµ
dγµ = d
∫
Ω
δndx = d for all n ∈ N (5.2)
by (4.14). Moreover, it follows from Proposition 4.13 that
the sequence wn remains uniformly bounded in L
∞
loc(R
N \ {0}). (5.3)
Moreover, since for every r > 0 there exists nr ∈ N such that fn ≡ 0 in Ω \Br(0) for n ≥ nr and therefore
(−∆)swn = µ| · |2swn in Ω \Br(0) for n ≥ nr,
it follows from [28] that (wn)n remains bounded in C
s
loc(Ω\{0}). In particular, we may pass to a subsequence
such
wn → w∞ in L∞loc(Ω \ {0}) for a function w∞ ∈ L∞loc(Ω \ {0}). (5.4)
In particular, wn → w∞ a.e. in Ω. Moreover, w∞ ∈ L1(Ω,Λµdx) as a consequence of (5.2) and Fatou’s
Lemma.
Next, we claim that wn → w∞ in L1(Ω,Λµdx). For this we define ̺0 > 0 by
̺0 =
{
s− 12τ+(s, µ) if τ+(s, µ) > 2s− 1,
1
2 if τ+(s, µ) ≤ 2s− 1
(5.5)
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and
ρ =


s− 1
2
τ+(s, µ) if τ+(s, µ) > 2s− 1,
2s− τ+(s, µ)− 1
4
if τ+(s, µ) ≤ 2s− 1.
Moreover, we define the functions gr = Λµχr : Ω → R for r ∈ (0, 1), where χr denotes the characteristic
function of the ball Br(0). By (1.17) and the choices of ρ0 and ρ, we have
‖gr‖L∞(Ω,|x|ρdx) ≤


rρ if τ+(s, µ) > 2s− 1,
rρ(1 − ln r) if τ+(s, µ) = 2s− 1,
rρ+1−2s+τ+(s,µ) if τ+(s, µ) < 2s− 1
≤ c r̺0
with a constant c > 0 independent of r ∈ (0, 1). Since ρ < 2s− τ+(s, µ), we may apply (4.11) with g = gr
and deduce that
‖wn‖L1(Br(0)),Λµdx) =
∫
Ω
grwn dx ≤ c‖gr‖L∞(Ω,|x|ρdx)
∫
Ω
δn
Γµ
dγµ = c‖gr‖L∞(Ω,|x|ρ) ≤ cr̺0
with a (possibly different) constant c > 0 independent of r ∈ (0, 1) and n ∈ N. The same estimate then
follows for w∞ in place of wn, which implies that∫
Br
|wn − w∞|Λµdx ≤
∫
Br
|wn|Λµdx +
∫
Br
|w∞|Λµdx ≤ 2cr̺0 for n ∈ N.
Combining this estimate with the fact with (5.3), (5.4) and the fact that Ω is bounded, we see that
lim sup
n→∞
∫
Ω
|wn − w∞|Λµdx ≤ 2cr̺0 for every r ∈ (0, 1).
Since ̺0 > 0, we thus conclude that wn → w∞ in L1(Ω,Λµdx), as claimed.
It thus remains to prove the distributional identity (5.1). For this we let ξ ∈ C20 (Ω). It then follows from
Proposition 3.1 and Theorem 4.12 that∫
Ω
w∞(−∆)sΓµξ dx = limn→∞
∫
Ω
wn(−∆)sΓµξ dx
= lim
n→∞
∫
Ω
fnξ dγµ = lim
n→∞
∫
Ω
δnξ dx = ξ(0).
We complete the proof.
We may now complete the
Proof of Theorem 1.4(iii). By contradiction, we assume that problem (1.21) has a nonnegative solution of
uf ∈ L1(RN , dx1+|x|N+2s ) ∩L∞loc(RN \ {0}). By Remark(4.8), we have uf ∈ W s∗ (Ω), and uf satisfies Lsµuf = f
in Ω in the sense of Definition 4.7. Let {rn}n be a sequence of strictly decreasing positive numbers converging
to zero. From (1.20) and since f ∈ L∞loc(Ω \ {0}), we have that, for any rn,
lim
r→0+
∫
Brn\Br
f(x)dγµ = +∞,
then there exists sn ∈ (0, rn) such that ∫
Brn\Bsn
f(x)dγµ = n,
In the following, let χn denote the characteristic function of Brn \Bsn , and define δn = 1nΓµfχn ∈ L∞(Ω),
n ∈ N. Then the sequence δn satisfies the assumptions of Lemma 5.1. Let, for n ∈ N, wn ∈ W s∗ (Ω) be the
unique solution of (4.9) with f := fn =
δn
Γµ
= 1nfχn. The comparison principle given in Lemma 4.11 then
shows that
uf
n ≥ wn in Ω for every n ∈ N. In particular, this implies that wn → 0 a.e. in Ω. On the other
hand, Lemma 5.1 implies that wn → w∞ a.e. in Ω, where w∞ ∈ L1(Ω,Λµdx) satisfies the distributional
identity (5.1), so it cannot hold w∞ = 0 a.e. in Ω. This contradiction shows uf cannot exist, and the proof
is finished.
28
5.2 Nonexistence in the case µ < µ0
In this subsection we give the proof of Theorem 1.6. Thus, we consider µ < µ0 here in contrast to the
remainder of the paper, and we let f ∈ L∞loc(Ω \ {0}) be an arbitrary nonnegative function.
Proof of Theorem 1.6. By contradiction, we assume that u0 is a nontrivial nonnegative solution of (1.21).
By Remark 4.8(ii), u0 ∈W ∗s (Ω) is a solution in the sense of Definition 4.7.
Fix t > 0 be such that u˜0min{t,− µ|·|2su0} ∈ L∞(Ω) is a nontrivial function, and let u1 ∈ Hs0(Ω) be the
unique solution of {
(−∆)su = u˜0 in Ω,
u = 0 in Ωc.
Then u1 is continuous, and by the strong maximum principle for (−∆)s, there exists r0 > 0 such that
Br0(0) ⊂ Ω and t1 > 0 such that
u1 ≥ t1 in Br0 .
Now w := u0 − u1 ∈ Ws∗(Ω) satisfies
(−∆)sw = f − µ| · |2su0 −min{t,−
µ
| · |2su0} ≥ 0 in Ω \ {0}, u ≡ 0 in Ω
c
and lim inf
x→0
w(x)
Φ0(x)
≥ 0. From Lemma 4.11, we infer that w ≥ 0 and hence u0 ≥ u1 in Ω. In particular,
u0 ≥ u1 ≥ t1 in Br0 .
Next, define
u2 ∈W s∗ (Ω), u2(x) =
µ0 − µ
−µ0
t1
r
τ+(s,µ0)
0
(Γµ0(x) − rτ+(s,µ0)0 ),
and observe that
Lsµ0u =
(µ0 − µ)t1
|x|2s in Br0 \ {0}, u ≤ 0 in B
c
r0 ,
whereas u0 satisfies
Lsµ0u0 =
µ0 − µ
|x|2s u0 + f ≥
(µ0 − µ)t1
|x|2s in Br0 \ {0}, u0 ≥ 0 in B
c
r0 .
Since also lim inf
x→0
u0(x)−u2(x)
Φµ0 (x)
≥ 0 Lemma 4.11 implies that u0 ≥ u2 in Br0 and therefore
u0(x) ≥ c|x|−
N−2s
2 in B r0
2
with a constant c > 0. Hence u0 is a solution of{Lsµ0u = f˜ in Ω \ {0},
u = 0 in Ωc,
(5.6)
where f˜ = µ0−µ|·|2s u0 + f ≥ 0 and∫
Ω
f˜dγµ0 ≥
∫
Br
(µ0 − µ)u0(x)|x|2s dγµ0 ≥ (µ0 − µ)t1
∫
Br0
|x|−Ndx =∞.
Applying Theorem 1.4(iii) to f˜ and µ = µ0, we obtain a contradiction. Therefore we conclude that problem
(1.21) has no nontrivial nonnegative solutions.
6 Appendix
6.1 Appendix A. An L∞-estimate for solutions of linear inhomogeneous frac-
tional equations
In this section we prove the following.
29
Proposition 6.1. Let x0 ∈ RN , r > 0, ρ ∈ (0, 1) and V, f ∈ L∞(Br(x0)). Moreover, let u ∈ L1(RN , dx1+|x|N+2s )
be a distributional solution of
(−∆)su+ V (x)u = f in Br(x0).
Then
‖u‖L∞(Bρr(x0)) ≤ C
(
‖f‖L∞(Br(x0)) + ‖u‖L1(RN , dx
1+|x|N+2s )
)
with a constant C = C(N, V, r, ρ) > 0.
We start with the following lemma.
Lemma 6.2. Let x0 ∈ RN , r > 0, ρ ∈ (0, 1) and let u ∈ L1(RN , dx1+|x|N+2s ) satisfy
(−∆)su = 0 in Br(x0)
in distributional sense. Then u ∈ C∞(Br(x0)), and there exists a constant C = C(N, r, ρ) with
‖u‖L∞(Bρr(x0)) ≤ C‖u‖L1(RN , dx
1+|x|N+2s )
.
Proof. Without loss of generality, we may assume that x0 = 0. It has been proved in [4, Theorem 3.12]
(see also [21, Theorem 2.6]) that u ∈ C∞(Br), and that u = Γ˜ ∗ u in Bρr with a function Γ˜ ∈ C∞(RN ) ∩
L∞(RN , (1 + |y|N+2s)dy) depending on r and ρ but not on u. Consequently,
‖u‖L∞(Bρr) ≤ C‖u‖L1(RN , dx
1+|x|N+2s )
with C := sup
x∈Bρr
y∈RN
|Γ˜(x− y)|(1 + |y|N+2s) <∞.
We complete the proof.
Lemma 6.3. Let x0 ∈ RN , r > 0, ρ ∈ (0, 1) and let u ∈ L1(RN , dx1+|x|N+2s ), f ∈ L∞(Br(x0)) satisfy
(−∆)su = f in Br(x0)
in distributional sense. Then there exists a constant C = C(N, r, ρ) with
‖u‖L∞(Bρr(x0)) ≤ C
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br(x0))
)
.
Proof. Again we assume that x0 = 0. We write u = u1 + u2 with
u1 : R
N → R, u1(x) = κN,s
∫
B1
|x− y|2s−Nf(y) dy, κN,s =
Γ(N2 − s)
4sπN/2Γ(s)
.
In distributional sense, we then have
(−∆)su1 = f and (−∆)su2 = 0 in B1.
Moreover,
‖u1‖L∞(RN ) ≤ κN,s‖f‖L∞(B1)
∫
B1
|x− y|2s−N dy ≤ C1‖f‖L∞(B1) with C1 :=
κN,sωN−1
2s
,
and by Lemma 6.2 we have
‖u2‖L∞(Bρr(x0)) ≤ C‖u2‖L1(RN , dx
1+|x|N+2s )
≤ C(‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖u1‖L1(RN , dx
1+|x|N+2s )
)
≤ C(‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖u1‖L∞(RN )
) ≤ C(‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(B1)
)
with possibly changing constants C > 0 depending only on N, r, and ρ.
We also need the following lemma
Lemma 6.4. [29, Proposition 1.4] Let r > 0. Then, for every h ∈ L1(Br), there exists a distributional
solution u := Gr[h] ∈ L1(Br) of (−∆)su = h in Br satisfying u = 0 on RN \ Br and given as u(x) =∫
Br
Gr(x, y)h(y)dy for x ∈ Br, where Gr denotes the Green function for (−∆)s on Br. Moreover, if h ∈
Ls(Br) for some s ≥ 1, we have the following estimates.
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(i) ‖Gr[h]‖L∞(Br) ≤ c‖h‖Ls(Br) if 1s < 2sN ;
(ii) ‖Gr[h]‖Lτ(Br) ≤ c‖h‖Ls(Br) if 1s ≤ 1τ + 2sN and s > 1;
(iii) ‖Gr[h]‖Lτ(Br) ≤ c‖h‖L1(Br) if 1 < 1τ + 2sN .
Proof of Proposition 6.1. Again we may assume that x0 = 0. The proof follows a bootstrap procedure. We
choose τ0 > 1 with 1 <
1
τ0
+ 2sN and define inductively, for every positive integer i,
τi+1 :=


τiN
N − 2sτi if τi <
N
2s
,
τi if τi ≥ N
2s
.
Adjusting the value of τ0 = τ if necessary, we may assume that τi 6= N2s for all i ∈ N. Since τi+1 − τi =
2sτi
N−2sτi ≥ 2sN−2s if τi < N2s , it follows that there is a minimal i0 ≥ 1 such that τi0 > N2s . We then fix
ρ ∈ (0, 1) sufficiently close to 1 so that ρτi0 > 12 . Recalling the definition of Gr from Lemma 6.4, we now
write u = w + Gr(V u), and we note that
‖Gr[V u]‖L1(Br) ≤ ‖Gr[V u]‖Lτ0(Br) ≤ c‖V u‖L1(Br) ≤ c‖u‖L1(Br) (6.7)
by Lemma 6.4(iii). Hence w = u − Gr[V u] ∈ L1(RN , dx1+|x|N+2s ), and it is a solution of (−∆)sw = f in Br.
By Lemma 6.3 and (6.7), it follows that
‖w‖L∞(Bρr) ≤ c
(
‖w‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br)
)
≤ c
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br)
)
.
Therefore, using (6.7) again, we infer that
‖u‖Lτ0(Bρr) ≤ ‖w‖Lτ0 (Bρr) + ‖Gr[V u]‖Lτ0(Bρr) ≤ c
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br)
)
.
We shall now prove inductively
‖u‖Lτi(Bρir) ≤ c
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br)
)
for i = 0, . . . , i0 − 1. (6.8)
The case i = 0 has already been considered. Now suppose that (6.8) holds for some i ∈ {0, . . . , i0 − 2}. We
then write u = w˜ +Gρir[V u]. By Lemma 6.4(ii),
‖Gρir[V u]‖L1(Bρir) ≤ c‖Gρir(V u)‖Lτi+1(Bρir) ≤ c‖V u‖Lτi(Bρir) ≤ c‖u‖Lτi(Bρir). (6.9)
Moreover w˜ = u − Gρir[V u] ∈ L1(RN , dx1+|x|N+2s ) is a solution of (−∆)sw˜ = f in Bρir, and therefore, by
Lemma 6.3 and (6.9),
‖w˜‖L∞(Bρi+1r) ≤ C
(
‖w˜‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Bρir)
)
≤ c
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖u‖Lτi(Bρir) + ‖f‖L∞(Br)
)
≤ c
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br)
)
.
Here we used the induction hypothesis in the last step. Using this estimate, (6.9) and again the induction
hypothesis, we find that
‖u‖Lτi+1(Bρi+1r) ≤ ‖w˜‖Lτi+1(Bρi+1r) + ‖Gr[V u]‖Lτi+1(Bρi+1r)
≤ c
(
‖w˜‖L∞(Bρi+1r) + ‖u‖Lτi(Bρir)
)
≤ c
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br)
)
.
Inductively, we deduce that (6.8) holds for i = 1, . . . , i0 − 1. By Proposition 6.4 (i), it then follows that
‖Gρi0r(V u)‖L∞(B
ρi0−1r)
≤ c‖u‖Lτi0−1(B
ρi0−1r)
≤ c
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br)
)
. (6.10)
Writing, similarly as before, u = ˜˜w + Gρi0−1r[V u], we see that ˜˜w ∈ L1(RN , dx1+|x|N+2s ) is a solution of
(−∆)sw˜ = f in Bρi0−1r, and therefore, by Lemma 6.3 and (6.10),
‖ ˜˜w‖L∞(B
ρi0 r
) ≤ C
(
‖ ˜˜w‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(B
ρi0−1r)
)
≤ c
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br)
)
. (6.11)
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Combining (6.10) and (6.11) yields
‖u‖L∞(B r
2
) ≤ ‖u‖L∞(B
ρi0 r
) ≤ c
(
‖w‖L∞(Bρr) + ‖Gr[V u]‖L∞(Bρi0 r)
)
≤ c
(
‖u‖L1(RN , dx
1+|x|N+2s )
+ ‖f‖L∞(Br)
)
,
as claimed.
6.2 Appendix B. A density property
In this appendix, we give the proof of a fact used in Remark 4.8(i). More precisely, we shall prove the
following.
Proposition 6.5. Let Ω ⊂ RN be a bounded domain with 0 ∈ Ω. For every nonnegative function v ∈ Hs0(Ω),
there exists a sequence of functions vn ∈ Hs0(Ω), n ∈ N with vn ≥ 0, vn ≡ 0 in a neighborhood of 0 and
vn → v in Hs0(Ω) as n→ +∞.
Proof. We define the functions
x 7→ vn(x) = v(x)ηn(|x|),
where ηn(r) = η0(nr) for r ≥ 0 and η0 : [0,+∞)→ [0, 1] is a non-decreasing C∞ function such that η0(t) = 0
for t ∈ [0, 12 ] and η0(t) = 1 for t ≥ 1. We show that vn → v in Hs0(Ω) as n → +∞, which is equivalent to
that
vη˜n → 0 in Hs0(Ω) as n→ +∞,
where η˜n = 1− ηn. Note that
‖vη˜n‖2Hs0(Ω) ≤
∫
RN×RN
(v(x) − v(y))2
|x− y|N+2s η˜
2
n(x) dxdy +
∫
RN×RN
(η˜m(x)− η˜m(y))2
|x− y|N+2s v
2(y) dxdy. (6.12)
By direct computation, the first term of the right hand side of (6.12) satisfies the estimate∫
RN×RN
(v(x) − v(y))2
|x− y|N+2s η˜
2
m(x) dxdy ≤
∫
B 1
n
∫
RN
(v(x) − v(y))2
|x− y|N+2s dydx → 0 as n→ +∞.
Since η˜ ∈ C∞([0,∞)) has compact support in [0, 1], then for the second term of the right hand side of (6.12),
we have that r = 2n ,∫
RN×RN
(η˜m(x)− η˜m(y))2
|x− y|N+2s v
2(y) dxdy =
∫
Br
Kn(y)v
2(y) dy +
∫
RN\Br
Kn(y)v
2(y) dy,
where
Kn(x) =
∫
RN
(η˜n(x) − η˜n(z))2
|x− z|N+2s dz =
∫
Br
(η˜n(x)− η˜n(z))2
|x− z|N+2s dz +
∫
RN\Br
η˜n(x)
2
|x− z|N+2s dz.
For y, z ∈ Br, we have that ny, nz ∈ Bm0 and
(η˜n(y)− η˜n(z))2
|y − z|N+2s =
(η˜0(ny)− η˜0(nz))2
|y − z|N+2s ≤ ‖η˜0‖C1(R+)n
2|y − z|2−N−2s.
Consequently,∫
Br
∫
Br
(η˜n(y)− η˜n(z))2
|y − z|N+2s dzv
2(y) dy ≤ ‖η˜0‖C1(R+)n2
∫
Br
∫
Br
|y − z|2−N−2sv2(y) dzdy
= c‖η˜0‖C1(R+)n2s
∫
Br
v2(y) dy ≤ c‖η˜0‖C1(R+)
(∫
Br
|v| 2NN−2s (y) dy
)N−2s
N
→ 0 as n→ +∞.
For y ∈ Br(0) and z ∈ RN \Br(0),∫
Br
∫
RN\Br
(η˜n(y)− η˜n(z))2
|y − z|N+2s dzv
2(y) dy ≤
∫
Br
∫
RN\Br
1
|y − z|N+2sdzv
2(y) dzdy
= cn2s
∫
Br
v2(y) dy → 0 as n→ +∞.
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For y ∈ RN \Br(0) and z ∈ Br(0),∫
RN\Br
∫
Br
(η˜n(y)− η˜n(z))2
|y − z|N+2s dzv
2(y) dy ≤
∫
Br
∫
RN\Br
1
|y − z|N+2s dzv
2(y) dzv2(y) dy
= cn2s
∫
Br(0)
v2(y) dy → 0 as n→ +∞.
For y, z ∈ RN \Br(0), we have∫
RN\Br(0)
∫
RN\Br(0)
(η˜n(y)− η˜n(z))2
|y − z|N+2s dzv
2(y) dy = 0.
As a consequence, we have that
∫
RN×RN
(η˜m(x)− η˜m(y))2
|x− y|N+2s v
2(y) dxdy → 0 as n→ +∞,
which ends the proof.
6.3 Appendix C. Proof of Remark 4.8(ii)
The aim of this appendix is to give the proof of Remark 4.8(ii), which we restate in the next proposition for
the reader’s convenience.
Proposition 6.6. Let Ω ⊂ RN be a bounded domain of class C2 with 0 ∈ Ω, let f ∈ L∞loc(Ω \ {0}), and let
u ∈ L∞loc(RN \ {0}) ∩ L1(RN , dx1+|x|N+2s ) be a distributional solution of{
Lsµu = f in Ω \ {0},
u = 0 in Ωc.
Then u ∈W s∗ (Ω), and u satisfies Lsµu = f in Ω in the sense of Definition 4.7.
Proof. As before, we put Ωε := Ω \Bε(0) for ε > 0 small. For given ε > 0, we need to prove the following:
(i) u ∈W s(Ωε);
(ii) For every v ∈ Hs0(Ωε), we have
Esµ(u, v) =
∫
Ω
fv dx. (6.13)
Suppose for the moment that (i) is already proved. Then for every ξ ∈ C∞c (Ωε) we have
Esµ(u, ξ) =
∫
Ω
uLsµξ dx =
∫
Ω
fv dx.
Moreover, the mapHs0(Ωε)→ R, v 7→ Esµ(u, v) is continuous, and C∞c (Ωε) is dense inHs0(Ωε) by [15, Theorem
2.4]. Hence (6.13) follows by approximation.
It thus remains to prove (i). For this we choose ε0 ∈ (0, ε), and we let η ∈ C∞(RN ) with η ≡ 1 in a
neighborhood of Ωε and η ≡ 0 on Bε0(0). It then suffices to show that u˜ := ηu ∈ Hs0(Ωε0). By essentially
the same arguments as in the proof of Proposition 4.13, we see that u˜ ∈ L∞(RN ) is a distributional solution
of {
Lsµu˜ = f˜ in Ωε0 ,
u = 0 in Ωcε0
(6.14)
with f˜ = ηf + CN,sg, where
g : Ω→ R, g(x) = p.v.
∫
RN
η(x) − η(y)
|x− y|N+2su(y) dy.
By the same arguments as the proof of Proposition 4.13, using the a priori assumption that u ∈ L∞loc(RN \{0}),
we find that g ∈ L∞(Ω) and therefore f˜ ∈ L∞(Ω). Hence u˜ ∈ Cs(RN ) by the main result in [28, Prop. 1.1].
On the other hand, (6.14) also admits a unique weak solution u∗ ∈ Hs0(Ωε) which also satisfies u∗ ∈ Cs(RN )
by [28, Prop. 1.1]. It now follows from [30, Proposition 2.17] that u˜ = u∗, and hence u˜ ∈ Hs0(Ωε0), as
required.
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