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2
$(P)$ minimize $c^{T}x$
subject to $Ax=b$ , $x\geq 0$.
$A,$ $b,$ $c$ $m$ $n(m\leq n)$ $A$
$m\cross n$ $b$ $m$ $c$ $n$ $x$ $n$
$A$ $m$
$x$ (
) ( ) (
)
$(D)$ maximize $b^{T}y$
subject to $A^{T}y+s=c$ , $s\geq 0$ .























3(P) (D) Ye, Todd, and Mizuno
[11]
$(SD_{1})$ minimize $h^{0}\theta$
subject to $Ax$ $-b\tau$ $+b^{0}\theta$ $=$ $0$ ,
$-A^{T}y$ $+c\tau$ $-c^{0}\theta$ $-S$ $=$ $0$ ,
$b^{T}y$ $-c^{T}x$ $-g^{0}\theta$ $-\kappa$ $=$ $0$ ,
$-(b^{0})\tau y$ $+(c^{0})^{T}x$ $+g^{0}\tau$ $=$ $-h^{0}$ ,
$x\geq 0$ $\tau\geq 0$ $s\geq 0$ $\kappa\geq 0$ .




$:=$ $c\tau^{0}-A\tau y0-S0$ ,
(1)
$g^{0}$ $:=$ $b^{T}y^{0_{-}}c\kappa^{0}T_{X}0_{-}$ ,
$h^{0}$
$:=$ $(x^{0})^{T}S+\tau\kappa 000$
$(x^{0}, \tau^{00}, s, \kappa^{0})>0$ $\theta^{0}=1$ ( $y^{0}$
[11] $\tau^{0}=1$ $\kappa^{0}=1$ )




















: $(\mathrm{S}\mathrm{D}_{1})$ $(\mathrm{S}\mathrm{D}_{1})$ – (
-h0\theta ) $(\mathrm{S}\mathrm{D}_{1})$
$0$
2 $(SD_{1})$ $(y^{*}, x^{*}, \tau^{*}, 0, s\kappa)*,*$ $\tau^{*}>0$
$\kappa^{*}>0$ $\tau^{*}>0$ $x^{*}/\tau^{*}$ $(y^{*}, s^{*})/\tau^{*}$ $(P)$
$(D)$ $\kappa^{*}>0$ $(P)$
$(D)$ –
: $\tau^{*}>0$ $(\mathrm{S}\mathrm{D}_{1})$ $\theta=0$












(P) $c^{T}x^{*}$. $<0$ (D)
(P) ( $\overline{x}$ ) $A^{T}y^{*}+s^{*}=0$
$0$ $=$ $(A_{\overline{X}}-b)\tau_{y}*$
$=$ $-(s^{*})\tau-\overline{x}b^{T}y^{*}$







xT5+\tau \mbox{\boldmath $\kappa$} \theta
3 $(SD_{1})$
$x^{\tau_{s+\theta}0\tau 00}\mathcal{T}\kappa=((X)S+\mathcal{T}\kappa^{0})$
: $(\mathrm{S}\mathrm{D}_{1})$ $(y^{T}, x^{T}, \tau, \theta)$
$x^{T_{S+\mathcal{T}\kappa=\theta h}0}$.
$h^{0}=(x^{0})^{T}S^{0}+\tau^{0}\kappa^{0}$





$.F_{1}-$ $:=.$ { $(y,$ $x,$ $\tau,$ $\theta,$ $s.’\kappa):(\mathrm{S}\mathrm{D}_{1})^{\text{ }}.\text{ _{ }}$ \theta $>0$}
$P_{1}:=\{(y,x, \mathcal{T}, \theta, s, \kappa)\in F1 : X_{S=\mu e}, \mathcal{T}\kappa=\mu, \mu>0\}$
$N_{1}(\beta)$ $:=$ { $(y, x,\tau, \theta, s,\kappa.)\in F_{1}$ : $||(Xs-\mu e,\mathcal{T}\kappa-\mu)||p\leq\beta\mu$ ,
$\mu=(x^{T}S+\tau\kappa)/(n+1),\mu>0\}$
$e=(1,1, \cdots, 1)^{T},$ $\beta\in(0,1)$ $\text{ }||\cdot||_{p}$ $\ell_{P}$
$P_{1}$ –
$\muarrow 0$ $(\mathrm{S}\mathrm{D}_{1})$




$\bullet$ $0$ : $(y^{000}, x, \mathcal{T}, \theta^{0}, S^{0}, \kappa^{0})$ \beta \in $(0, 1)$ $N_{1}(\beta)$
$k=0$
$\bullet$ 1: $\mu^{k}=((x^{k})^{\tau_{S^{k}}}+\tau^{k}\kappa^{k})/(n+1)$ o \mu \in $[0, \mu^{k}]$
$\mu$
$(y^{kk}, X, \mathcal{T}^{k}, \theta k,kk)s,$$\kappa$
$–=-$ $–=\mathrm{L}-$ $(\triangle y, \triangle x, \Delta_{\mathcal{T}}, \triangle\theta, \triangle S, \triangle\kappa)$
$\bullet$ 2: $N_{1}(\beta)$ \alpha
$(y, x, \tau, \theta 1, s^{k1k}k+1k+1k+1k++,+1\kappa)$
$=$ $(y^{kkk}, x, \tau, \theta^{k}, S, \kappa)kk+\alpha(\triangle y, \triangle x, \triangle \mathcal{T}, \triangle\theta, \triangle S, \Delta\kappa)\in N_{1}(\beta)$
$\bullet$ 3:k 1 1
177
( 1 \mu 2 $\alpha$ )
(Kojima, Mizuno, and Yoshise [3],
Monteiro and Adler $[7])_{\text{ }}$ (Kojima, Mizuno, and Yoshise [2], Mizuno,




(P) Nesterov, Todd, and Ye [8]
( [8] –
)
$(SD_{2})$ $Ax$ $-b\tau$ $=$ $-b^{0}$ ,
$-A^{T}y$ $+c\tau$ $-S$ $=$ $c^{0}$ ,
$b^{T}y$ $-c^{T_{X}}$ $-\kappa$ $=$ $g^{0}$ ,
$x\geq 0\cdot\tau\geq 0$ $s\geq 0$ $\kappa\geq 0$ .
$b^{000},$$c,$ $g$ Y (1) ( $y^{0},$ $x^{0},$ $\tau,$ s, $\kappa^{0}$ )
$0$ o
$(y, X, \mathcal{T}, S, \kappa)$( $\mathrm{r}\mathrm{e}\mathrm{c}\mathrm{e}\mathrm{S}\mathrm{S}\mathrm{i}\mathrm{o}\mathrm{n}$ direction)
$Ax$ $-b\tau$ $=$ $0$ ,
$-A^{T}y$ $+c\tau$ $-S$ $=$ $0$ ,
(2)
$b^{T}y$ $-c^{T_{X}}$ $-\kappa$ $=$ $0$ ,
$x\geq 0$ $\tau\geq 0$ $s\geq 0$ $\kappa\geq 0$





4 $(y^{*}, x^{*}, \mathcal{T}^{*}, S\kappa)*,*$ $(SD_{2})$ recession direction o $\tau^{*}>0$
$x^{*}/\tau^{*}$ $(y^{*}, s^{*})/\tau^{*}$ $(P)$ $(D)$
\sim $>0$ $(P)^{\text{ }}.\text{ }$ $(D)$
.
–
: (2) $(\mathrm{S}\mathrm{D}_{2})$ recession direction
$(\mathrm{S}\mathrm{D}_{1})$ 2
1 recession direction
$(y^{*},x^{*}, \mathcal{T}^{*}, S\kappa)*,*$ $\tau^{*}>0$ $\kappa^{*}>0$
(P) (D)
Nesterov, Todd, and Ye [8] $(\mathrm{S}\mathrm{D}_{2})$
‘’
$F_{2}:=$ { $(y,$ $x,$ $\tau,$ $S,$ $\kappa):(\mathrm{S}\mathrm{D}_{2})$ }
$P_{2}:=\{(y, x, \tau, S, \kappa)\in F2:xS=\mu e, \tau\kappa=\mu,\mu>0\}$
$N_{2}(\beta)$ $:=$ $\{(y, x, \tau,S, \kappa)\in F2:||(Xs-\mu e, \mathcal{T}\kappa-\mu)||p\leq\beta\mu$ ,
$\mu=(x^{T}s+\tau\kappa)/(n+1),\mu>0\}$






Mizuno and Todd [5] –
179
\Phi : $F_{1}arrow F_{2}$





$(\mathrm{S}\mathrm{D}_{1})$ $N_{1}(\beta)$ \Phi $N_{2}(\beta)$
Mizuno and Todd [5]
\Phi
\Phi
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