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minimize $f$ (x): $x\in R^{n}$ $f$ : $R^{n}arrow R$
$f(x)$ $g$ \Lambda
[ (CG)]
StepO. $x0$ $d_{0}=-g\mathit{0}\text{ }k:=0$
Stepl.
Step2. $\alpha_{k}$ $x$ $x_{k+1}=x_{k}+\alpha_{k}d_{k}$ .
Step3. $\beta_{k+1}$ $d$ $d_{k+1}=$ $+1+\beta_{k+1}d_{k}$
Step4. $karrow k+1$ Stepl
$\alpha_{k}$ Wolfe (
$0<$ c5 $<$ cy $<1$ )
$f(x_{k})-f(x_{k}+\alpha_{k}d_{k})$ $\geq$ -6cxhg: $d_{k}$ (1)
$g(x_{k}+\alpha_{k}d_{k})^{T}d_{k}$ $>$ $\sigma g_{k}^{T}d_{k}$ (2)
strong Wolfe
$f(x_{k})-f$ ($x_{k}+$ o$kdk$ ) $\geq$ -6a$kg_{k}^{T}d_{k}$ (3)
$|$g $(xh +\alpha_{k}d_{k})^{T}d_{k}|$ $\leq$ $\sigma|g_{k}^{T}d_{k}|$ (4)
(
) t













Yabe and Takano [6] $\beta_{k+1}$



















$f_{k}$ $=$ $f_{k+1}-g_{k+1}^{T}s_{k}+ \frac{1}{2!}s_{k}^{T}\nabla^{2}f_{k+1}s_{k}-\frac{1}{3!}s_{k}^{T}$. $(T_{k+1}s_{k})s_{k}+O(||s_{k}||^{4})$
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(6) $\tau_{k+1}>g_{k+1}^{T}d_{k}$ $\tau_{k+1}>0$ $\tau_{k+1}>\max\{g_{k+1}^{T}d_{k}, 0\}$
$\tau_{k+1}=d_{k}^{T}y_{k}$ Dai and Yuan[2] $\beta_{k+1}$
Wolfe $d_{k}^{T}y_{k}>0$
Yabe and Sakaiwa [5] $\mathrm{D}\mathrm{Y}$
( $s_{k}=\alpha_{k}d$k
$\tau \mathit{2}+s_{1}=d_{k}^{T}y_{k}+\frac{\lambda_{k}}{\alpha_{k}}\max\{\theta_{k}, 0\}$, $\lambda_{k}\geq 0$
$\check{.}$




(A $l$) $L=$ {$x\in R|f(x)\leq f($xo)}
(A2) $L$ $N$ $f$ $g$
Assumption \exists . (CG) Lemma
Lemma 2.2




(8) Zoutendijk Lemma 2.2 \mbox{\boldmath $\tau$}
Theorem 2.3






Assumption 2.1 $\{x_{k}\}$ (CG) $\tau_{k+1}^{\mathrm{Y}’S}.\geq d_{k}^{T}.y$ k
$\alpha_{k}$ strong Wolfe $(\mathit{3})-(4)_{\text{ }}$ ( $0< \sigma<\frac{1}{2}$) -F
$g_{k}^{T}d_{k}\leq-c||$gk $||^{2}$ , for all $k\geq 1$ ,
( $c>0$)




Dai and Liao [1] $t\geq 0$
$d_{k+1}^{T}y_{k}=-tg\mathrm{X}+1$ sk












Assumption 2.1 (10) (CG) $d_{k}$ $u_{k}$ #
$g_{k}^{T}d_{k}$ $\leq$ -C $|$ lgk $||^{2}$ ,
$|$ s$\tau_{u_{k}|}k$ $\geq$ $m||s_{k}||||u_{k}||$






2 Yabe and Sakaiwa 3 Yabe and Takano
( ) $\mathrm{t}\mathrm{l}$ U)
2
\leq





$||g_{k+1}||^{2}\geq\beta k+1$ d$\tau_{y_{k}}k$ (11)
(11) $\beta_{k+1}$ 2 $\beta_{k+1}^{YT+},$ $\beta_{k+1}^{YS}$
$\beta_{k+1}$
$\beta$3$1w$ $=$ $\phi$k $\beta_{k+1}^{YT+}+$ $(1-\phi_{k})\beta_{k+1}^{YS}$
$=$ $\phi$ . $\{\max\{\frac{g_{k+1}^{T}z_{k}}{d_{k}^{T}z_{k}},0\}-t\frac{g_{k+1}^{T}s_{k}}{d_{k}^{T}z_{k}}\}+$ $(1- \phi_{k})\frac{||g_{k+1}||}{d_{kk}^{\tau_{y_{k}+\frac{\lambda}{\alpha}\mathrm{A}}}\max\{\theta_{k},0\}}\underline’$ (12)
$0<\phi_{k}<1$ $t$ \beta kY+ \geq 0
$\{$
(i) $+g_{k1,dz}^{T} \frac{\epsilon_{k}}{k}\tau^{h}.\leq 0\text{ }$ $0\leq t$
(ii) $g_{k+,d_{\vec{k}}^{\mathrm{v}\frac{1}{z}\frac{s_{k}}{k}}}.>0\emptyset[succeq]\gtrless$ $0 \leq t\leq\mp g_{h1}s_{k}d_{k}^{T}z_{k\max}\{_{d_{k}z}^{\underline{\mathit{9}}_{k1}^{T}}+\frac{z_{k}}{k},$ $0\}$
(13)
$d_{k+1}^{New}$ Yabe and Sakaiwa $d_{k+1}^{YS}$ Yabe and
Takano dkY.+
$d_{k+1}^{New}=\phi_{k}d_{k+1}^{YT+}+(1-\phi_{k})d_{k+1}^{YS}$ (14)
(12) $\beta_{k+1}^{New}$ (11) $/\backslash ^{\mathrm{o}}$ $\phi_{k}$
(12) (11)





$\geq$ $\phi$hqcdgyc , (16)
$\eta_{k}$. $\equiv$ $\max\{\frac{g_{k+1}^{T}z_{k}}{d_{k}^{T}z_{k}},$ $0 \}-t\frac{g_{k+1}^{T}s_{k}}{d_{k}^{T}z_{k}}-\frac{||g_{k+1}||^{2}}{\tau_{k+1}^{YS}}$






(i) $\eta_{k}\leq 0$ $0\leq\phi_{k}\leq 1$










Assumption 2.1 $\{x_{k}\}$ $\beta c+1$
$\beta_{k+1}\geq 0,$ $||g_{k+1}||^{2}\geq\beta_{k+1}d_{k}^{T}y$k $\alpha_{k}$ strong Wolfe $(\mathit{3})-(\mathit{4})$




$f(x)= \sum_{i=1}^{n/2}$100(x2i-x$22:-1$ ) $2+ \sum_{i=1}^{n/2}(1-x_{2i-1})^{2}$
$n=1,0$00 $(-1.2, 1, -1.2, 1, \cdots, -1.2,1)$ $/\mathrm{t}$
(9) $u_{k}$ $s_{k},y$k, $g_{k+1},$ $g$k 4)
$||\nabla f$ (x $k$ ) $||_{\infty}<10^{-5}$ (1)
$\delta=0.01$
$\beta_{k+1}$ 4 $\text{ _{ }}$
(17) $\phi_{k}$ 0.5
$\overline{\phi_{k}}$
0 ( $\overline{\phi_{k}}=\overline{\eta_{k}d}_{k}\mapsto y1$k
$\mathrm{R}_{+1}^{d_{k}^{T}yk}|\tau_{k1,\tau_{k}}^{YS}|g_{k+1}||^{2}$ )
Wolfe $\overline{\phi_{k}}<0$
















$t$ $\phi k=0.5$ $\phi k=\overline{\phi_{k}}$ $\phi k=0$
$0$ 0.4 0.4 26/91 11 015
OJ 0.2 0.5 26/90 7910
0.1 0.9 0.4 23/79 12 65
0.1 0.9 0.7 21/74 9 66
0.2 0.8 0.2 25/86 10 78
0.2 1 0.9 26/86 14 57
0.3 0.9 1 25/89 15 64
0.7 0.7 0.5 24/79 13 5 6
0.7 0.8 0.5 26/87 12 77





$t$ $\phi k=0.5$ $\phi k=\overline{\phi_{k}}$ $\phi_{k}=0$
$0.1$ 0.3 0.5 304/1201 12 146 146
0.1 OJ 0.9 273/1081 9130 134
0.3 0.2 0.2 291/1152 7142 142
0.3 10.7 280/1107 12 133 135
0.8 0.3 0.6 272/1074 8132 135
0.9 0.8 0.8 266/1043 13 125 128
10.3 0.4 276/1087 8134 134
10.7 0.1 285/1125 15 135 135
10.9 1285/1121 17 134 134
110.4 300/1181 17 140 143
102
Table 3:
Table 3 $\mathrm{F}\mathrm{R},\mathrm{H}\mathrm{S},\mathrm{P}\mathrm{R}\mathrm{P}$ $\beta^{FR},$ $\beta^{HS},$ $\beta^{PRP}$ $\mathrm{D}\mathrm{Y},\mathrm{D}\mathrm{L}+$













$t$ $\phi k=0.5$ $\phi k=\overline{\phi_{k}}$ $\phi k=0$
$0.1$ 0.2 0.5 26/88 10– 8 8
-
0.2 0.2 0.2 24/85 10 910
0.2 0.2 0.4 28/99 13 78
0.2 0.2 0.6 28/97 13 78
-
0.2 0.2 1.0 25/88 11 68
0.2 0.4 0.9 28/97 10 9 9
0.2 0.5 0.8 28/97 9910
-
0.2 0.7 1.0 24/84 13 6 5
0.6 0.3 0.4 28/92







$t$ $\phi_{k}=0.5$ $\phi_{k}=\phi_{k}$ $\phi_{k}=0$
$0.1$ 0.2 0.7 286/1130 139 139
0.2 0.2 0.9 254/1009 124 124
0.3 0.6 0.7 293/1159 141 142
0.3 0.9 0.4 299/1184 145 145
0.6 0.5 1.0 292/1150 138 139
0.6 0.8 0.5 252/991 119 119
0.7 0.2 1.0 259/1020 123 124
0.7 0.3 0.8 234/917 111 112
0.7 0.7 0.3 274/1083 132 133
0.8 0.8 0.7 287/1127 135 134
Table 1 Table $\dot{4}$
4)
Table 2 Table 5 $\phi_{k}$ $\overline{\phi_{k}}$ 0
$\overline{\phi_{k}.}$ 0
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