In this paper, a numerical scheme based on the three-dimensional block-pulse functions is proposed to solve the three-dimensional fractional Poisson type equations with Neumann boundary conditions. The differential operational matrices of fractional order of the three-dimensional block-pulse functions are derived from one-dimensional block-pulse functions, which are used to reduce the original problem to solve a system of linear algebra equations. In addition, the convergence analysis of the proposed method is deeply investigated. Lastly, several numerical examples are presented and the numerical results obtained show that our method is effective and feasible.
Introduction
Fractional calculus is a branch of mathematics which deals with derivatives and integrals of non-integer orders. In recent years, numerous applications of fractional-order ordinary and partial differential equations have appeared in physics and engineering [1] [2] [3] [4] [5] [6] [7] [8] . However, since the kernel of these differential equations is fractional, it is extremely difficult to obtain exact solutions. Therefore, extensive research has been performed on the development of numerical methods for fractional differential equations such as the Chebyshev collocation method [9, 10] , the Laplace transform method [11, 12] , DTM [13, 14] , ADM [15, 16] , the operational matrices method [17] [18] [19] [20] , and the wavelets method [21] [22] [23] .
In this paper, we consider the three-dimensional fractional Poisson type equations of the following form: 
So far, only few numerical methods were proposed to obtain the approximate solutions of the three-dimensional fractional PDEs and integral equations. In [24] , Caratelli and Ricci discussed the Robin problem for the Laplace equation in a three-dimensional starlike domain. Lin Liu and Hong Zhang applied the single layer regularized meshless method for three-dimensional Laplace problems in [25] . In [26] [27] [28] , the authors utilized the threedimensional block-pulse functions and Jacobi polynomials to obtain the numerical solutions of three-dimensional integral equations. Based on the above research, a numerical technique based three-dimensional block-pulse functions in our study is proposed to solve three-dimensional fractional Poisson type equations with Neumann boundary conditions. The paper is organized as follows: In Sect. 2, some basic definitions of fractional calculus are introduced. In Sect. 3, we introduced the three-dimensional block-pulse functions and their properties. The convergence analysis of the three-dimensional block-pulse functions are discussed in Sect. 4. In Sect. 5, we applied the three-dimensional block-pulse functions to solve the three-dimensional fractional Poisson type equations. The numerical solutions are obtained by several examples in Sect. 6. Lastly, a concluding remark is provided in Sect. 7.
Basic definitions
In this section we present some necessary definitions and mathematical preliminaries of the fractional calculus theory which are required for establishing our results. Definition 2.1 A real function f (x), x > 0, is said to be in the space C μ , μ ∈ if there exists a real number p (> μ) such that f (x) = x p f 1 (x), where f 1 (x) ∈ C[0, +∞] and it is said to be
Definition 2.2
The Riemann-Liouville fractional integration operator of order α ≥ 0 of a function f ∈ C μ , μ ≥ -1, is defined as
Definition 2. 3 The fractional derivative operator of order α > 0 in the Caputo sense is defined as
where n is an integer, x > 0, and f ∈ C n 1 .
The useful relation between the Riemann-Liouville operator and Caputo operator is given by the following expression:
where n is an integer, x > 0, and f ∈ C n 1 . For more details as regards fractional calculus see [29] .
3 Three-dimensional block-pulse functions (3D-BPFs)
Definition and properties
The m 3 -set of 3D-BPFs consists of m 3 functions which are defined over district
as follows [26] :
where m is positive integer, and
Since each 3D-BPF takes only one value in its sub-region, the 3D-BPFs can be expressed by three onedimensional block-pulse functions (1D-BPFs):
where φ i (x), φ j (y) and φ k (z) are the 1D-BPFs related to the variables x, y and z, respectively. The 3D-BPFs are disjointed with each other:
and are orthogonal to each other:
We consider the first m 3 terms of 3D-BPFs and write them concisely as m 3 -vector:
3D-BPFs expansions
A function f (x, y, z) defined over district L 2 (D) may be expanded by the 3D-BPFs:
where F is an m 3 × 1 vector given by (10), and f i,j,k , are obtained as
Operational matrix of fractional differentiation
In this part, we may simply introduce the operational matrix of fractional integration of 1D-BPFs, a more detailed introduction can be found in Ref. [30] .
α is fractional integration operator of 1D-BPFs, we can get
where
P α is called the block-pulse operational matrix of fractional integration.
Let D α be the block-pulse operational matrix for the fractional differentiation. According to the property calculus, D α P α = I, we can easily obtain matrix D α by inverting the P α matrix.
Convergence analysis of 3D-BPFs
In this section, we show that the given method in the previous sections, is convergent and its order of convergence is O(
). For our purposes we will need the following theorems.
Theorem 1 Assume that
be the approximate solution of Eq. (1), then
achieves its minimum value. Moreover, we have
Proof For the proof, see [31] . 
The proof is in the Appendix.
Numerical implementation
In this section, we apply the three-dimensional block-pulse functions for solving threedimensional fractional Poisson type equations with Neumann boundary conditions. We firstly approximate the function u(x, y, z) by 3D-BPFs: .
According to Eq. (7) and Eq. (10), we have
where ⊗ is the Kronecker product, and
Here (x), (y) and (z) are m-vectors. Then we have [18] 
and
where I 1 and I 2 are m 2 × m 2 and m × m identity matrices, respectively. Substituting
Eqs. (16)- (18) into Eq. (1), we have
and similar to Eq. (19), we have by Eq. (2) (x, y, 0)
Here D 1 denotes the operational matrix of first order. Equation (19) together with Eq. (20) constitutes a system of algebraic equations. Take the collocation method to disperse the unknown variables x, y, z in the following form:
Then we have
By solving the linear system of Eq. (22), the coefficient matrix U can be found. Then substituting it into (14) , the unknown solution can be obtained. 
Numerical examples
To demonstrate the efficiency and the practicability of the proposed method via threedimensional block-pulse functions, we consider the following several numerical examples.
Example 6.1 Consider the following three-dimensional fractional-order PDE:
where Table 1 . Tables 1 and 2 show that our proposed scheme can achieve a good convergence result as m increases.
Example 6.2 Consider the following fractional three-dimensional Poisson equation:
where g(x, y, z) = - 
, 32, the numerical and analytical solutions at some values of x, y, z are given in Table 2 .
Example 6.3 We consider the following three-dimensional second-order Poisson equation:
), subject to the Neumann boundary conditions: ). When z = π , the graphs of the approximate solutions for m = 16, 32 and 64 are shown in Figs. 1-3 . The graph of the analytical solution is shown in Fig. 4 . The graph of the absolute error with m = 64 is shown in Fig. 5 . From Figs. 1-5 , it can be concluded that the approximate solutions approach the analytical solutions well as m grows.
Example 6.4 Consider the following three-dimensional fractional-order Poisson equation: where g(x, y, z) = 3(e x -1)(e y -1)(e z -1), subject to the Neumann boundary conditions: 
Conclusions
In this paper, we have studied a numerical scheme to solve three-dimensional fractional Poisson type problems with Neumann boundary conditions. Our approach was based on the 3D-BPFs and their operational matrix of fractional differentiation together with a set of suitable collocation nodes. This method reduces the amount of computation of this 
Substituting above relation into Eq. (27) and using Theorem 1 we obtain e i,j,k (x, y, z) 
