Block based motion estimation is widely used for exploiting temporal correlation within an image. Still the full search algorithm, which is considered to be the optimal, is computational intensive. In this paper a new fast motion estimation method for video coding, is presented. It will be shown that the new algorithm is not only much faster than traditional algorithms, but in some cases can achieve much better visual quality, even from the "optimal" full search algorithm.
INTRODUCTION
An important key in achieving high compression ratios in video coding is to efficiently exploit the temporal and spatial redundancy that exists within video data. Since variations between adjacent frames are mostly due to the movement of the camera or objects, motion estimation and compensation were used in the majority of the current video coding methods. Due to its simplicity, the technique of block matching motion estimation is the one mostly used. The current frame is divided into square blocks of pixels and then for each one of the blocks, a previous frame is searched in order to find a block thatis the closest to it, according to a predetermined criterion. This block is then used as a predictor for the current one and the displacement between the two blocks is used to define the motion vector associated with the current block.
Due to its simplicity and since it gives similar performance as the mean square error (MSE), the distortion measure most commonly used is mean absolute error (MAE or MAD). The MAD for a block A of size NxN located at (x,y) inside the current block, compared to a block B located at a displacement of (v,v) relative to A in the previous one is given as: MAD(vX,vY)=I(x+m,Y+n)Ifj(x+vX +m,y+v +n) (1) where I is the current frame and 'tiis a previous frame.
If a maximum displacement of w pixels/frame is allowed, then we will have (2w+l) 2locations to search for the best match of the current block. The algorithm which examines all these locations is called the brute force exhaustive search (or full search (FS)) and it can be seen that it is very computational intensive. For a frame of size PxQ and a frame rate of Tfps, the amount of computation is:
for T=30, P=288, Q=360 and W=21 . On the average it can use up to 80% of the computational power of the encoder. Even though currently there are some hardware devices and systems which use this approach for video coding, they are still mainly used for video production, and not for other real time applications, such as video conferencing, or even software implementations. In addition it has been shown [3] that full search is not exactly the optimal solution, especially for lower bit rates, since it does not take into consideration other factors that could affect the performance of the video coding, such as the rate requirements of the motion vectors. Many algorithms have been developed to overcome the computational cost of FS. But still, even though these algorithms make the search laster, they usually incur a significant loss in visual quality.
Some examples include 3-step search II. New 3-step search 41. 2-1) 1 og search 12 etc. Most of these fast algorithms il not all, do not take into consideration the bits required to encode the motion vectors, and thus are not exactly the best alternatives, other approaches 31 that take this lactor in consideration, can he said that are even more complex than lkil I
Search.
An additional problem of these algorithms, including FS. is that the estimated motion vectors arc rather random since the motion vectors of adjacent blocks are not being considered when performing the search, and thus the iliotion vectors could have a rather chaotic pattern. This can create problems when transmitting in noisy environments, since it is rather hanl to predict and make the necessary corrections.
In 151 we have introduced a zonal fast-search with modest speed up gain versus FS and good visual quality. In this paper, we propose a new algorithm called the Circular Zonal Search algorithm (CZS), which is improves 151, and that is ilot only much laster than most traditional motion estimation algorithms, hut its quality could also reach and even in some cases outperform even the ''optimal PS. Also due to the structure of the algorithm, the motion vectors that are ci'eated using ("1.5 tend to he more regular than those of FS.
CIRCULAR ZONAL SEARCh (CZS)
In many cases, especially in videoconferencing sequences. the center of the search area is most likely to he optimal due to the center-biased property 141. The remaining search points have decreasing likelihood to he optimal, as they move farther away from the center. In addition, a motion vector of a block will probably have a value close, ii not equal to the inoi ion vector of another adjacent block. Since motion vectors are differentially encoded in most of the common standards like MPEGI/2 and JTU-T H261/3, the closer the motion vectors are for two adjacent blocks, the bwer hits will be needed to code them. This allows us to allocate more bits to encx.le the residue signal and thus improving the overall quality.
-7 -6 -5 -4 -3 -2 -1 0 +1 +2 +3 +4 +5 +6 +7 In the proposed circular zonal search algorithm, we try to benefit from the center-biased property of the video by constructint several circular zones around a center ( Fig. it . The zones can he constructed using the following formula:
where MV. MV, are the distance of the current block to he eXamine(I from the center, and r is tlìe corrcspondiiig zone. We can consider all blocks corresponding to the same zone together, because as it can be seen tromim the formula they are at approximately the same distance from the center, and are thus equiprohable.
In addition, instead of selecting the optimal block according to the search criterion in Fquation I, we select one close enough to the optimal, by using a thresholding criterion. When the encoder finds a block that matches a pre(letmned threshold inside a search zone, the search stops without having to examine any of the other zones. l'his method always benefits the center and all the locations that are closer to the center. In many cases the optimal block might he too far troni the center of the search, which might lead into a large motion vector. By selecting a suhoptinial one, the hits required twin the motion vectors are very likely to he less and thus allowing us to use more hits for encoding the actual difference block. In this method we may also define multiple thresholds and/or use different thresholding criteria for the different zones or types of frames, which can lead to several tradeoffs between speed and quality. 
In addition, in order to benefit from the fact that motion vectors are always differentially encoded, it is essential to take in account the motion vectors of the previous blocks while doing the motion estimation. It is very likely that the niotion vector of the current block is the same as. or very close to. the motion vector of the previous block, and it can he considered as art initial prediction. In CZS. before performing the search around the actual center of the search area, we might he able to increase the efficiency of the algorithm even further by defining smaller circular zones around the position corresponding to this predicted motion vector. We can again define different thresholds for these zones, and if a block is found that satisfies First M zones will he cxamuied around the pedicted motion vector and we will examine whether a block saiisfying our criterion eXisis.
If ii is found the search stops. Otherwise, if not, the search will move to the center and N /ones will he examined in a similar way. Search stops if the ihrcshotduig criterion is met.
these criteria, we may stop the search and use that block as our best match. Otherwise the search continues by examining all the other blocks starting again from the search window center (Fig. 2 ).
CZS ALGORITHM
Here is the algorithm of the proposed circular zone search (CZS) to estimate the motion vector MV of the current block:
Step 1: If the current block is the leftmost block, set MVpredict to be (0,0).
Otherwise, set MVpredicted to be the motion vector of the previous block. If MVpredicted = (0,0), go to step 5.
(Circular search around predicted motion vector)
Step 2 Construct M circular zones around MVprjcted fl the search window.
Set i=1.
Step 3: Compute MAD for each search point in zone i. Let MinMAD be the smallest MAD up to this point.
Step 4: If MinMAD< T1, goto step 10. Else if izzM, set i=i+1, and goto step 3.
(Circular search around (0,0))
Step 5: Construct N circular zones around (0,0) in the search window. Set i=1. Set LAST = False.
Step 6: Compute MAD for each search point in zone i. Let MinMAD be the smallest MAD up to this point.
Step 7: If MinMAD< T2 or LAST = true, goto step 10.
Step 8: If T2< MinMAD< T3, set LAST = true.
Step 9: If i<N, set i= i+1 . Go to step 6.
(Final step. Use best MV found.)
Step 10: The motion vector of the block corresponding to MinMAD is chosen.
This can be optionally refined by performing a local half-pixel search.
Here T1 , T2 and T3 are some predefined thresholds, and M is usually smaller than N. 
RESULTS
For our simulation of the proposed CZS algorithm we used an MPEGI simulator with bidirectional motion estimation. We used two B frames and GOP length of 15, i.e. IBBPBBPBBPBBPBBI. The search range is and 2 for and rate model in [6] is used for all the test sequences. Four (M=4) zones were defined around the predicted MV.
Simulation was performed using the Miss America sequence in CIF format (a video conferencing sequence), and tennis (SIF format) for several bitrates. The results are shown in tables 1, 2, 3 and 4. In tables 1 and 3 the speed up gain forthe different search ranges is presented, for Miss America and tennis sequences respectively. Several thresholding values have been used for comparison. In tables 2 and 4 we can see the performance comparison in terms of MSE and PSNR, for the luminance (Y) and chrominance components (U,V) for the corresponding thresholds, and the difference from the MSE and PSNR obtained using the FS approach.
It can be seen that for Miss America, the new algorithm not only has a rather significant speed up compared to FS, but in several cases the visual quality is even higher than FS. At 768kbps, CZS can achieve a speedup factor of 29.41 while achieving a small gain (0.026 dB) in PSNR when compared with full search. Note that the gain in PSNR is very unusual for fast motion estimation algorithms, especially when CZS can achieve a decent speedup factor of 29. When the thresholds are increased to achieve a speed up factor of 74 it can be seen that the algorithm can still perform better than FS. At a speed up of 136 the CZS algorithm ha a loss of 0.05dB which is almost negligible. This shows that CZS provides the flexibility of achieving different trade-off between speedup factor and quality, by allowing the thresholds to be changed. When the bit rate is lowered to 512 kbps, a larger gain in PSNR is achieved with the same speedup factors. This suggests that CZS can perform even better in lower bit rates, which is the likely case for video conferencing applications. In Fig. 4 we can see a comparison per frame between FS and CZS, and in Fig. 3 frame 52 is compared with the original for both FS (PSNR=39.94dB) and CZS (PSNR=40.42dB) using thresholding values T1=T2=2 and T3=4.
For the tennis sequence, even though we can still achieve a small gain in PSNR (-0.01 dB) as shown in table 4, the speed up ratio compared to FS is very small (1. 17). In Fig. 5 we present a per frame comparison between FS and CZS. By increasing the thresholds we can see that the speed up increases slightly, but the quality also reduces significantly. Tennis is a video sequence with large object motion, panning and zooming, unlike Miss America which is a video conferencing sequence, with relatively small object motion and no panning or zooming. This suggests that although CZS is very powerful for video conferencing situations, it may not be good for sequences with large or/and camera motion. Better tradeoff between the PSNR and the speed up ratio is possible by joining zones together and by using better-tuned thresholds.
In summary, the proposed circular zonal search (CZS) has the following characteristics:
it can achieve various speedup and quality tradeoffs by adjusting the thresholds, 2. a small gain in PSNR is possible at lower speedup factors, 3 . the loss in PSNR at higher speedup factors is negligibly small, 4 . it performs better in lower bit rates, which are the bit rates of interest for video conferencing, 5. it does not perform well in video sequences with large object or camera motion. 
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