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WHITTAKER CATEGORIES FOR THE VIRASORO
ALGEBRA
MATTHEW ONDRUS AND EMILIE WIESNER
Abstract. This paper builds on work from [16], where the authors
described Whittaker modules for the Virasoro algebra. Using the frame-
work outlined in [3], the current paper investigates a category of Virasoro-
algebra modules that includes Whittaker modules. Results in this paper
include a classification of the simple modules in the category and a de-
scription of certain induced modules that are a natural generalization of
simple Whittaker modules.
1. Introduction
Whittaker modules were first defined for sl2(C) by Arnal and Pinzcon [1].
Motivated by the Whittaker equations in number theory, Kostant [10] later
defined Whittaker modules for all finite-dimensional complex semisimple Lie
algebras g. Among other results on Whittaker modules, Kostant classified
the Whittaker modules of g, demonstrating a strong connection with the
center of U(g).
Kostant’s definition of Whittaker modules is closely tied to the triangular
decomposition of a finite-dimensional complex semisimple Lie algebra: g =
n−⊕ h⊕ n+ ; each Whittaker module depends upon a fixed nonsingular Lie
algebra homomorphism ψ : n+ → C. Results for complex semisimple Lie
algebras have been extended to other algebras with similar structures. These
include quantum groups, by Sevoystanov [18] for Uh(g) and by Ondrus [15]
for Uq(sl2). Whittaker modules have also been studied for generalized Weyl
algebras by Benkart and Ondrus [5] and in connection to non-twisted affine
Lie algebras by Christodoupoulou [7]. In [16], the present authors studied
Whittaker modules for the Virasoro algebra; analogous results in similar
settings have been worked out in [19] and [11].
Kostant’s definition of Whittaker modules leads to a category that is not
abelian, among other categorical limitations. However, Whittaker modules
do exist naturally inside of larger, better-behaved categories; we refer to
these categories as Whittaker categories. Work toward understanding these
larger categories in the setting of complex semisimple Lie algebras was begun
by McDowell [12], Milicˇic´ and Soergel [13], and Backelin [2]. Batra and
Mazorchuk [3] later generalized the ideas of both Whittaker modules and
the underlying categories to a broad class of Lie algebras. Their framework
allows for a unified explanation of important results but is also limited by
1
2 MATTHEW ONDRUS AND EMILIE WIESNER
its generality. In particular, a lack of specific knowledge about the center of
U(g) appears to contribute to the difficulty in understanding some aspects
of Whittaker categories in general.
In this paper, we make use of the framework created by Batra and Ma-
zorchuk to further explore Whittaker categories in the setting of the Vira-
soro algebra. The Virasoro algebra has been widely studied due in part to
its interesting representation theory and its role in mathematical physics.
Knowledge of the center of the universal enveloping algebra of the Virasoro
algebra also allows for a more detailed study of Whittaker categories in this
setting.
Using the triangular decomposition g = n− ⊕ h ⊕ n+ of the Virasoro
algebra, we investigate the category W of all g-modules on which n+ acts
locally finitely. Section 2 contains a review of relevant definitions and results
from [16] regarding Whittaker modules for the Virasoro algebra. In Section
3, we prove several general results about the categoryW. Theorem 3.1 shows
that the category W is a Serre subcategory of g-Mod, and Proposition 3.4
and Theorem 3.11 demonstrate that the simple modules in W are exactly
the simple lowest weight modules described in [14] and the simple Whittaker
modules of [16].
In Section 4, we study the subcategory Wf of W containing modules
with finite composition length. We give a decomposition of Wf according
to the action of the center Z of U(g) (Proposition 4.1) as well as a partial
description of homomorphisms between modules in Wf . In light of the
decomposition given by the Z-action, it is natural to study modules in Wf
on which Z acts by scalars. We prove several general facts related to the
Whittaker vectors of these modules and also give a construction that appears
to yield a significant subset of these modules. In Theorem 4.23, we show that
under certain conditions this construction produces modules of arbitrary
composition length with a 1-dimensional space of Whittaker vectors. This
cannot happen in the setting of complex semisimple finite-dimensional Lie
algebras (see Theorem 4.3 of [10]).
2. Whittaker modules for the Virasoro algebra
Let g denote the Virasoro Lie algebra. Then g has a C-basis {z, dk | k ∈ Z}
with Lie bracket
[dk, dj ] = (k − j)dk+j + δj,−k
k3 − k
12
z;
[z, dk] = 0.
Let U = U(g) denote the universal enveloping algebra of g and Z = Z(g)
the center of U(g). Note that Z(g) ∼= C[z]. (This follows, for example, from
[16, Corollary 5.2]).
The Virasoro algebra has a triangular decomposition (in the sense of [14]):
g = n− ⊕ h⊕ n+
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where n± = spanC{d±k | k ∈ Z>0} and h = spanC{d0, z}. For a given
ψ ∈ (n+/[n+, n+])∗, define the 1-dimensional n+-module Cψ by x.c = ψ(x)c
for x ∈ n+ and c ∈ C. As Lemma 2.1 shows, every finite-dimensional simple
n+-module has this form; the result is a consequence of Lie’s Theorem and
is proven for all quasi-nilpotent Lie algebras in [3].
Lemma 2.1 ([3]). Let L be a simple, finite-dimensional n+-module. Then
L ∼= Cψ some ψ ∈ (n
+/[n+, n+])∗.
A vector w ∈ V is a Whittaker vector if there exists ψ ∈ (n+/[n+, n+])∗
such that xw = ψ(x)w for all x ∈ n+. A g-module V is a Whittaker module
if there is a Whittaker vector w ∈ V that generates V . In [16], the authors
give a characterization of Whittaker modules where ψ 6= 0. (We address
related results for ψ = 0 in this paper.) We repeat two results from [16]
that will be central to the ideas described here.
For ψ ∈ (n+/[n+, n+])∗ and ξ ∈ C, define Cψ,ξ to be the one-dimensional
n+ ⊕ Cz-module on which n+ acts by ψ and z acts by ξ. Then define the
g-module
L(ψ, ξ) = Indg
n+⊕Cz
Cψ,ξ = U(g)⊗U(n+⊕Cz) Cψ,ξ.
Proposition 2.2 ([16]). For any 0 6= ψ ∈ (n+/[n+, n+])∗ and ξ ∈ C, the
module L(ψ, ξ) is simple. Moreover, any Whittaker module where z acts by
a scalar is isomorphic to some L(ψ, ξ), and L(ψ, ξ) ∼= L(ψ′, ξ′) if and only
if (ψ, ξ) = (ψ′, ξ′).
For a g-module V , we let ℓ(V ) denote the composition length (possibly
∞) of V .
Proposition 2.3 ([16]). Let 0 6= ψ ∈ (n+/[n+, n+])∗, and let V be a
Whittaker module of type ψ with cyclic Whittaker vector w. Suppose that
AnnZ(w) 6= 0. Let p(z) be the unique monic generator of the ideal AnnZ(w)
in Z, and write p(z) =
∏k
i=1(z − ξi1)
ai for distinct ξ1, . . . , ξk ∈ C. Then V
decomposes into a direct sum of Whittaker modules
V = ⊕ki=1Vi
where ℓ(Vi) = ai and the composition factors of Vi are all isomorphic to
L(ψ, ξi).
3. The category W
Batra and Mazorchuk [3] have generalized the idea of Whittaker modules
to a larger category. Adopting their definition, we define the Whittaker
Category W to be the full subcategory of g-Mod containing g-modules on
which the action of n+ is locally finite.
Observe that W is an abelian category. Here we also show that this
category is closed under taking extensions; thus it forms a Serre subcategory
of g-Mod. Theorem 3.1 is similar to [3, Proposition 1]. However, the proof
in [3] relies on the assumption that n+ is finite-dimensional and thus U(n+)
is left Noetherian.
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Theorem 3.1. Suppose that 0 → X → Y → Z → 0 is an exact sequence
with X,Y,Z ∈ Ob(g-Mod). If X,Z ∈ Ob(W), then Y ∈ Ob(W).
We note that the proof of this result can be applied to any situation where
U(n+) is finitely generated.
Proof. To prove the claim, we show that U(n+)y0 is finite-dimensional for
any y0 ∈ Y .
Let − : Y → Y/X denote the natural homomorphism. Since Y/X ∼= Z ∈
Ob(W), we know that U(n+)y0 is a finite-dimensional subspace of Y/X. Let
y1, . . . , yn ∈ Y so that U(n
+)y0 = spanC{y1, . . . , yn}.
Since y0 ∈ U(n
+)y0 = spanC{y1, . . . , yn}, there exist c1, . . . , cn ∈ C such
that
y0 =
∑
1≤k≤n
ckyk,
and thus
y0 = x0 +
∑
1≤k≤n
ckyk,
for some x0 ∈ X. Similarly, since U(n
+)y0 is n
+-invariant, for every i > 0
and j ∈ {1, . . . , n}, we have
diyj =
∑
1≤k≤n
ci,j,kyk
for some ci,j,k ∈ C; consequently there is some xi,j ∈ X such that
diyj = xi,j +
∑
1≤k≤n
ci,j,kyk.
Let
N = U(n+)x0 +
∑
i=1,2
1≤j≤n
U(n+)xi,j,(3.2)
and define M = Cy1 + · · · + Cyn + N. Since X ∈ Ob(W), each U(n
+)xi,j
is finite-dimensional and U(n+)x0 is finite-dimensional, and so N is finite-
dimensional. Therefore M is a finite-dimensional vector space containing
y0 = x0 +
∑
1≤k≤n ckyk.
It now suffices to check that U(n+)M ⊆ M . If n ∈ N ⊆ M and u+ ∈
U(n+), then u+n ∈ N ⊆ M . To prove that u+yj ∈ M whenever u
+ ∈
U(n+) and j ∈ {1, . . . , n}, it is enough to show that diyj ∈ M whenever
j ∈ {1, . . . , n} and i > 0. It is obvious that diyj ∈M if i = 1 or i = 2 since
the sum in (3.2) is taken over i = 1, 2. If i > 2, then the result follows from
the fact that U(n+) is generated over C by d1 and d2. 
As shown in Lemma 2.1, the simple n+-modules are indexed by the set
(n+/[n+, n+])∗. Batra and Mazorchuk [3] showed that, for a large class
of Lie algebras, W decomposes into subcategories W(ψ), labeled by ψ ∈
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(n+/[n+, n+])∗. This decomposition provides a framework for the remainder
of this paper, and so we present it here.
Theorem 3.3 ([3]). Let V ∈ W. Then,
(i) for ψ ∈ (n+/[n+, n+])∗, the set
V ψ = {v ∈ V | (x− ψ(x))kv = 0 for x ∈ n+ and k >> 0}
is a g-submodule of V ;
(ii) V = ⊕ψV
ψ;
(iii) if ψ 6= ν, then Homg(V
ψ, V ν) = 0;
(iv) every n+-submodule of V ψ contains a nonzero ψ-Whittaker vector.
Proof. In [3], Batra and Mazorchuk define the submodules in the decompo-
sition using a more general construction. However, for the Virasoro algebra
the result simplifies to the present statement. This simplification follows
from Lemma 2.1 and the fact that the equivalence relation of [3, p. 7] is
trivial for quasi-nilpotent algebras. Statement (iv) follows from Lemma 2.1
and Proposition 5 of [3].

In light of this decomposition, we define W(ψ), ψ ∈ (n+/[n+, n+])
∗
, as
the subcategory of W consisting of all objects V ∈ Ob(W) so that V = V ψ.
3.1. Simple Objects in W. Theorem 3.3(ii) implies that to determine the
simple modules in W, it is enough to determine the simple objects in W(ψ)
for each ψ ∈ (n+/[n+, n+])∗. We show that the simple objects in W are
either Whittaker modules (for ψ 6= 0) or lowest weight modules (for ψ = 0).
We first consider the case ψ 6= 0.
Proposition 3.4. Let 0 6= ψ ∈ (n+/[n+, n+])∗, and suppose V ∈ W(ψ) be
a simple object. Then V ∼= L(ψ, ξ) for some ξ ∈ C.
Proof. From Theorem 3.3(iv), there is an ψ-eigenvector w ∈ V . Since V is
simple, we must have that V is in fact a Whittaker module. Therefore, the
result follows from [16]. 
The case ψ = 0 is handled in Proposition 3.11. We begin by presenting
the construction of several relevant modules. An element α ∈ h∗ can be
identified with a pair (ξ, h) ∈ C × C, where α(d0) = h and α(z) = ξ. Then
the Verma module of lowest weight α = (ξ, h) is given by
M(0, ξ, h) = U(g)⊗U(h⊕n+) C(ξ,h)
where h acts on the one-dimensional h⊕ n+-module C(ξ,h) by (ξ, h) and n
+
acts by 0. ThenM(0, ξ, h) has a unique simple quotient L(0, ξ, h). Moreover,
all simple lowest weight modules are isomorphic to some L(0, ξ, h) (cf. [14]).
We also define a “universal” module
M(0, ξ) = U(g)⊗U(Cz⊕n+) Cξ
where z acts on Cξ by ξ and n
+ acts by 0.
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By Theorem 3.3(iv), a simple module V ∈ W(0) is necessarily generated
by a vector w ∈ V such that n+ acts by 0 (that is, a Whittaker vector for
ψ = 0). However, we must also show that w can be taken to be a weight
vector.
In order to write the following results more concisely, we adopt some
notation. Define a partition µ to be a non-decreasing sequence of positive
integers µ = (0 < µ1 ≤ µ2 ≤ · · · ≤ µr). Let P represent the set of partitions.
Also define
|µ| = µ1 + µ2 + · · ·+ µr (the size of µ)
#µ = r (the # of parts of µ)
dµ = dµ1dµ2 · · · dµr = d
µ(0)
0 d
µ(1)
1 · · ·
d−µ = d−µr · · · d−µ2d−µ1 = · · · d
µ(1)
−1 d
µ(0)
0
d−µ = dµ = 1 for µ = ∅.
The first lemma is evident by the construction of M(0, ξ) along with the
PBW Theorem.
Lemma 3.5. The module M(0, ξ) has a basis
{d−λwi | λ ∈ P, i ≥ 0},
where wi = d
i
0 ⊗ 1. Moreover,
d0wi = wi+1, zwi = ξwi, dnwi = 0 (n > 0)
for i ≥ 0 and M(0, ξ) is generated by w0 as a U(g)-module.
Lemma 3.6. Let λ ∈ P and j, n ∈ Z>0. Then dnd−λwj is a linear combi-
nation of vectors in the following set:
{d−γwj | #γ ≤ #λ}∪{d−γwj+1 | #γ < #λ−1}∪{d−λˆwj+1 | λˆ = (λ1, . . . , λˆi, . . .)}.
Moreover, the coefficient of d−λˆwj+1 is nonzero if and only if n = λi.
Proof. We use induction on #λ, with the case #λ = 1 being obvious.
Now suppose #λ > 1. We have
dnd−λwj = d−λdnwj +
∑
i
d−λ1 · · · [dn, d−λi ] · · · d−λswj .
Note that d−λdnwj = 0. For the second term, we consider three cases.
(i) If n > λi, [dn, d−λi ] = dn−λi with n − λi > 0. By the inductive
hypothesis, [dn, d−λi ] · · · d−λswj is contained in the span of
{d−γwj | #γ ≤ s−i}∪{dγwj+1 | #γ < s−i−1}∪{d−λˆwj+1 | λˆ = (λi+1 . . . , λˆk, . . .)}.
which implies that d−λ1 · · · [dn, d−λi ] · · · d−λswj is contained in the
span of
{d−γwj | #γ ≤ #λ} ∪ {d−γwj+1 | #γ < #λ− 1}.
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(ii) If n < λi, then [dn, d−λi ] = dn−λi with n− λi < 0. This implies that
d−λ1 · · · [dn, d−λi ] · · · d−λswj is contained in the span of
{d−γwj | #γ ≤ #λ}.
(iii) If n = λi, then [dn, d−λi ] = 2nd0 + cz for some c ∈ C. Then,
d−λ1 · · · [dn, d−λi ] · · · d−λswj = 2nd−λˆwj+1+(2n(λi+1+ · · ·+λs)+cξ)d−λˆwj.
Note that if λi appears with multiplicity k, then the coefficient of
d−λˆwj+1 is 2kn > 0.
Combining these cases proves the result. 
Let λ, µ ∈ P, and write λ = (λ1, . . . , λn) and µ = (µ1, . . . , µk). If µj = λij
for some sequence i1, . . . , ik of distinct integers, then define
λ− µ = (λ1, . . . , λˆi1 , . . . , λˆik , . . . , λn).
If it is not the case that µj = λij for some sequence i1, . . . , ik of distinct
integers, then we regard λ− µ as undefined.
Lemma 3.7. Let j ∈ Z≥0, µ, λ ∈ P. Then dµd−λwj is a linear combination
of vectors in the following set
{d−γwj | #γ ≤ #λ}∪{d−γwj+k | 0 < k ≤ #µ,#γ < #λ−k}∪{d−(λ−µ)wj+#µ},
where the coefficient of d−(λ−µ)wj+#µ is nonzero if and only if λ − µ is
defined.
Proof. We induct on #µ. The previous lemma proves the case #µ = 1.
For the inductive step, write µ = (µ1, . . . , µr), and let µ
′ = (µ1, . . . , µr−1).
Using the previous lemma, we have
dµd−λ = dµ′ (dµrd−λwj)
= dµ′
∑
γ|#γ≤#λ
aγd−γwj
+dµ′
∑
γ|#γ<#λ−1
bγd−γwj+1
+cdµ′d−λˆwj+1,
where c 6= 0 if and only if µr = λi. Since #µ
′ = #µ− 1, we can now apply
the inductive argument to get the result. 
Continue to use the notation w0, w1, . . . ∈M(0, ξ) from above, and define
the following subspace of M(0, ξ):
Wξ = spanC{wi | i ∈ Z≥0}.(3.8)
Lemma 3.9. Let V ⊆M(0, ξ) be a submodule. Then V ∩Wξ 6= 0.
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Proof. If v ∈ V , then
v =
∑
λ∈P
i≥0
aλ,id−λwi
for some aλ,i ∈ C. Let N be maximal such that aλ,i 6= 0 for some i ≥ 0
and |λ| = N . Now choose γ, j such that aγ,j 6= 0, |γ| = N , and #γ + j is
maximal. (Note that there may not be a unique choice of γ and j.)
Now,
dγv = aγ,jdγd−γwj +
∑
i<j
aγ,idγd−γwi
+
∑
|λ|=N,λ6=γ
aλ,idγd−λwi +
∑
|λ|<N
aλ,idγd−λwi.
The last sum is zero since dγd−λwi = 0 whenever |γ| > |λ|. For the other
terms, note that if |γ| = |λ|, then dγd−λ ∈ U(g)0. (Here, U(g)0 represents
the 0-weight space of U(g) under the adjoint action of h.) Since dnwj = 0 for
n > 0, the PBW Theorem implies that dγd−λwj = xwj for some x ∈ U(h).
In this case, dγd−λwj ∈Wξ. Combining this with Lemma 3.7, we have
∑
i<j
aγ,idγd−γwi +
∑
|λ|=N,λ6=γ
aλ,idγd−λwi ∈ spanC{wk | k < j +#γ}.
(3.10)
Similarly, Lemma 3.7 implies that the coefficient of wj+#γ in dγd−γwj is
nonzero, and this term is not cancelled by any of the terms in (3.10). 
Proposition 3.11. If V ∈ Ob(W(0)) is simple, then V ∼= L(0, ξ, h) for
some ξ, h ∈ C.
Proof. It is enough to find a lowest weight vector: 0 6= v+0 ∈ V so that n
+
annihilates v+0 and d0, z act on v
+
0 by scalars. By Theorem 3.3(iv), V is gen-
erated by a vector v0 that is annihilated by n
+. Moreover, since V is simple,
z acts on V by a scalar. (Cf. [17, Ex. 2.12.28] for an appropriate generaliza-
tion of Schur’s Lemma.) If some polynomial (d0 − a1)(d0 − a2) · · · (d0 − ak)
in d0 (for a1, . . . , ak ∈ C) of minimal degree anihilates v0, then clearly
v+0 = (d0 − a2) · · · (d0 − ak)v0 is a nonzero lowest weight vector. There-
fore it is sufficient to show that there is some nonzero polynomial in d0 that
annihilates v0.
Define w0 = 1 ⊗ 1 ∈ M(0, ξ), and v
+ = 1 ⊗ 1 ∈ M(0, ξ, 0) (a lowest
weight vector). It is straightforward to verify that d−1v
+ is also a lowest
weight vector and thus M(0, ξ, 0) is not simple. Since there is a surjective
module homomorphism ε0 : M(0, ξ) → M(0, ξ, 0) determined by w0 7→ v
+,
it must be that M(0, ξ) is not simple. Similarly, there is a surjective module
homomorphism ε : M(0, ξ) → V defined by w0 7→ v0. The kernel of this
map is necessarily nonzero since V is (by assumption) simple and M(0, ξ)
is not. Let S = ker ε 6= 0 so that V ∼= M(0, ξ)/S.
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Let Wξ be as in (3.8), and observe that S ∩Wξ 6= 0 by Lemma 3.9. This
means that there exists a nonzero vector in S of the form q(d0)w0 for some
polynomial q. But then we see that
0 = ε(q(d0)w0) = q(d0)ε(w0) = q(d0)v0,
as desired. 
4. The category Wf
Let Wf be the full subcategory of W containing g-modules with finite
composition length, and define Wf (ψ) = Wf ∩ W(ψ). Restricting to the
subcategory Wf in this section allows us to use the center Z(g) to better
describe modules in the category. In some cases we further restrict toWf (ψ)
where ψ 6= 0. However, it follows from Proposition 3.11 that Wf (0) is a
subcategory of the category O, about which much is already known for the
Virasoro algebra.
Note that any module in Wf is finitely generated and has a locally finite
action of Z(g). (A generalization of Schur’s Lemma (see [17, Ex. 2.12.28])
implies that Z(g) acts by a scalar on any simple subquotient of V ∈ Wf ).
Therefore, the following proposition shows that Wf decomposes by central
characters. This decomposition is the basis for much of the work in this
section.
Proposition 4.1. Let V ∈ Ob(W), and assume that the action of Z(g) ∼=
C[z] is locally finite. Then, for ξ ∈ C ∼= Homalg(Z(g),C),
Vξ = {v ∈ V | (z − ξ)
kv = 0 for k >> 0}
is a g-module; and
V =
⊕
ξ∈C
Vξ.
Moreover, if V is finitely generated, then Vξ is finitely generated and has a
finite filtration 0 = Vξ,0 ⊆ Vξ,1 ⊆ Vξ,2 ⊆ · · · ⊆ Vξ,k = V such that z acts by ξ
on Vξ,i+1/Vξ,i for each 0 ≤ i < k, where
Vξ,i = {v ∈ Vξ | (z − ξ)
iv = 0}.
Proof. It is clear that Vξ is a submodule of V and that the sum
∑
ξ∈C Vξ is
direct. It remains to show that every element v ∈ V can be written as a
sum v =
∑
ξ vξ with vξ ∈ Vξ. This is a standard argument that follows from
the fact that C[z]v is finite-dimensional, and thus AnnC[z](v) 6= 0.
Now suppose that V is finitely generated. Since the submodule Vξ is a
direct summand of V and thus a homomorphic image of V , it follows that
Vξ is also finitely generated. For i ∈ Z>0, let
Vξ,i = {v ∈ Vξ | (z − ξ)
iv = 0}.
Then the chain 0 ⊆ Vξ,1 ⊆ Vξ,2 ⊆ · · · is a filtration of Vξ. Because V
is finitely generated, there is some k such that Vξ,k = Vξ, and thus the
filtration is finite. 
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Note that even if V ∈ Ob(W(ψ)) for some 0 6= ψ(n+/[n+, n+])∗, the
quotients Vξ,i+1/Vξ,i in Proposition 4.1 may not be simple.
In light of Proposition 4.1, we define Wf (ψ, ξ), ξ ∈ C, as the full subcat-
egory of Wf (ψ) consisting of all objects V ∈ Ob(Wf (ψ)) so that V = Vξ.
We further study the structure of objects in Wf (ψ, ξ) in Section 4.2.
4.1. Module homomorphisms in Whittaker Categories. We wish to
study Homg(V,W ), where V,W ∈ Ob(Wf ). Using Theorem 3.3, we have
that
Homg(V,W ) = Hom(
⊕
ψ
V ψ,
⊕
η
W η)
=
⊕
ψ,η
Homg(V
ψ,W η)
=
⊕
ψ
Homg(V
ψ,Wψ)
Therefore, it is enough to fix ψ ∈ (n+/[n+, n+])∗ and consider Homg(V,W )
for V,W ∈ Ob(Wf (ψ)). Proposition 4.3 characterizes the g-module homo-
morphisms between Whittaker modules in Wf (ψ).
Lemma 4.2. Let 0 6= ψ ∈ (n+/[n+, n+])∗. Suppose V,W ∈ Ob(Wf (ψ))
are Whittaker modules with cyclic Whittaker vectors v ∈ V , w ∈ W . If
ϕ : V → W is a nonzero g-module homomorphism, then there exists r(z) ∈
Z(g) such that ϕ(v) = r(z)w and r(z)AnnU (v) ⊆ AnnU (w). Furthermore,
for any r(z) ∈ Z(g) with r(z)AnnU (v) ⊆ AnnU (w), there is a unique map
V →W with v 7→ r(z)w.
Although they are not in the category Wf , this lemma holds for the
universal Whittaker modules defined in [16, Sec. 2].
Proof. [16, Corollary 5.2] states that the set of Whittaker vectors in W is
given by Whψ(W ) = S(z)w. The lemma follows from this and the fact
that the homomorphic image of a Whittaker vector must be a Whittaker
(possibly equal to 0). 
Proposition 4.3. Let V,W ∈ Ob(Wf (ψ)) be Whittaker modules with cyclic
Whittaker vectors v ∈ V , w ∈W . Let AnnZ(g)(v) = 〈p(z)〉 and AnnZ(g)(w) =
〈q(z)〉. Then
Homg(V,W ) ∼= C[z]/ 〈gcd(p(z), q(z))〉
where s(z) ∈ C[z]/ 〈gcd(p(z), q(z))〉 defines a homomorphism φs : V → W
given by
v 7→ s(z) ·
q(z)
gcd(p(z), q(z))
w.
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Proof. Using the notation of Lemma 4.2, we first show that r(z)AnnU (v) ⊆
AnnU (w) if and only if r(z)p(z) ∈ 〈q(z)〉. Since AnnU (v) = Up(z) + I
and AnnU (w) = Uq(z) + I for some left ideal I (see [16, Corollary 5.1]),
it follows that 〈r(z)p(z)〉 ⊆ 〈q(z)〉 implies r(z)AnnU (v) ⊆ AnnU (w). Con-
versely, if r(z)AnnU (v) ⊆ AnnU (w), then clearly r(z)p(z) ∈ AnnU (w). Since
r(z)p(z) ∈ Z(g), we see that r(z)p(z) ∈ AnnU (w) ∩ Z(g) = AnnZ(g)(w) =
〈q(z)〉.
Combining this with Lemma 4.2, we have that all module homomorphisms
V → W have the form φs, where φs(v) = s(z) ·
q(z)
gcd(p(z),q(z))w for some
s(z) ∈ C[z]. Since q(z) is the unique monic polynomial of minimal degree
in C[z] ∩ AnnU (w), it is clear that s(z) induces the 0 map if and only if
gcd(p(z), q(z)) divides s(z). This implies that the surjective map C[z] →
Homg(V,W ) given by s(z) 7→ φs has kernel 〈gcd(p(z), q(z))〉. 
Corollary 4.4. Let V,W ∈ Ob(Wf (ψ)) be Whittaker modules with cyclic
Whittaker vectors v ∈ V , w ∈ W . Write AnnZ(g)(w) = 〈q(z)〉, and suppose
ϕ : V → W is a g-module homomorphism with ϕ(v) = r(z)w. Then ϕ is
surjective if and only if gcd(r(z), q(z)) = 1.
Proof. Note that imϕ is the submodule generated by r(z)w, and recall that
Z(g) ∼= C[z]. If gcd(r(z), q(z)) = 1, then there exist a(z), b(z) ∈ Z(g) such
that a(z)r(z) + b(z)q(z) = 1. Since q(z)w = 0, it follows that
w = (a(z)r(z) + b(z)q(z))w = a(z)r(z)w,
and therefore w ∈ Z(g)r(z)w ⊆ U(g)r(z)w.
Conversely, if ϕ is surjective, then w ∈ imϕ. But this means that w is
a Whittaker vector in the Whittaker module generated by the Whittaker
vector r(z)w. By Corollary 5.2 of [16], we may write w = a(z)r(z)w for
some a(z) ∈ Z(g). This implies that a(z)r(z) − 1 ∈ 〈q(z)〉, and therefore
gcd(r(z), q(z)) = 1. 
Corollary 4.5. Let ψ ∈ (n+/[n+, n+])∗), ξ, ξ′ ∈ C, V ∈ Wf (ψ, ξ), W ∈
Wf (ψ, ξ
′). Then Homg(V,W ) = 0 unless ξ = ξ
′.
Proof. This follows from Proposition 4.3 and the fact that every module in
W contains a submodule that is a Whittaker module. 
4.2. Z-semisimple Modules in Wf (ψ, ξ). By Proposition 4.1, the study
of W(ψ) reduces to the study of W(ψ, ξ) as long as the action of Z on a
given module is locally finite. In Corollary 4.7, we show that the condition
that Z acts locally finitely on V is nearly equivalent to the condition that
V has finite composition length, and thus for the remainder of the paper we
investigate Wf (ψ, ξ) for ψ 6= 0.
By assumption, any V ∈ Ob(Wf (ψ, ξ)) has a finite composition series,
and we have seen that the corresponding simple quotients must be Whittaker
modules. Thus, the description of Whittaker modules in [16] provides some
understanding of Wf (ψ, ξ). Alternatively, we have that z − ξ acts locally
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nilpotently on V , so V also has a finite filtration by modules in Wf (ψ, ξ)
where z acts by ξ. In this section we study such modules.
For the following lemma, note that since V ∈ Ob(Wf (ψ, ξ)) is finitely
generated and n+ acts locally finitely, V is necessarily generated by a finite-
dimensional n+-module.
Lemma 4.6. Fix 0 6= ψ ∈ (n+/[n+, n+])∗, ξ ∈ C, and suppose V ∈
Ob(W(ψ, ξ)) so that z acts by ξ. Let N ⊆ V be a finite-dimensional n+-
submodule such that V = U(g)N . If n = dimCN , then there exist vectors
v1, . . . , vn ∈ N with the following properties:
(1) v1 ∈Whψ(V )
(2) For 1 ≤ k ≤ n, the space spanC{v1, . . . , vk} is an n
+-submodule of
N .
(3) For 1 ≤ k ≤ n, (di − ψi)vk ∈ spanC{v1, . . . , vk−1} (i = 1, 2).
(4) For 1 ≤ k ≤ n, the space Vk :=
∑k
i=1 U(g)vi is a g-submodule of V ,
and the quotient Vk/Vk−1 is either trivial or is a simple Whittaker
module with cyclic Whittaker vector vk + Vk−1.
In particular, the composition length of V is at most dimCN .
Proof. We first define the vectors v1, . . . , vn. By Theorem 3.3, there exists
a nonzero ψ-eigenvector v1 ∈ N , and thus U(n
+)v1 = Cv1. In general,
if v1, . . . , vk−1 are defined, then we may regard spanC{v1, . . . , vk−1} ⊆ N
as n+-submodules of V . The n+-module N/spanC{v1, . . . , vk−1} is finite-
dimensional, and contains a simple submodule. By Lemma 2.1, the simple
submodule is 1-dimensional with n+ action given by ψ. In other words, there
exists some vk ∈ N \spanC{v1, . . . , vk−1} such that vk+spanC{v1, . . . , vk−1}
is a nonzero ψ-eigenvector in N/spanC{v1, . . . , vk−1}. Thus v1, . . . , vn exist
by induction. With v1, . . . , vn now defined, the remaining assertions are
straightforward to verify. 
Corollary 4.7. Let 0 6= ψ ∈ (n+/[n+, n+])∗ and let V ∈ Ob(W(ψ)). Then
V ∈ Ob(Wf (ψ)) if and only if V is finitely generated and Z(g) acts locally
finitely on V .
Proof. If V ∈ Wf , then V is finitely generated and Z(g) acts locally finitely.
Therefore suppose V is finitely generated and Z(g) acts locally finitely. By
Proposition 4.1, V =
⊕
ξ∈C Vξ, so it is no loss to assume that V = Vξ for
some ξ ∈ C. But Proposition 4.1 also implies that V has a finite filtration
0 = V0 ⊂ · · · ⊂ Vk = V where z acts by a scalar on Vi+1/Vi. Using Lemma
4.6, this filtration can be refined to a (still finite) filtration by Whittaker
modules with z acting by a scalar. It follows from [16, Proposition 4.8]
that the factors in this refined filtration are simple, and thus V has a finite
composition series. 
We observe that if ψ = 0, not all finitely generated modules on which
Z(g) acts locally finitely have finite composition length. In particular, there
are Verma modules which do not have finite composition length. (Cf. [8].)
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The next results use N to describe the structure of V .
Proposition 4.8. Let V ∈ Ob(Wf (ψ, ξ)) so that z acts by ξ (ψ 6= 0). Let
N ⊆ V be a finite-dimensional n+-submodule such that U(g)N = V . Sup-
pose N = N1⊕· · ·⊕Nk so that Ni is an n
+-submodule and Whψ(U(g)Ni) ⊆
Ni for all i. Then V =
⊕k
i=1 U(g)Ni.
Proof. The sum
∑k
i=1 U(g)Ni is a U(g)-submodule that contains N , so it is
clear that
∑k
i=1 U(g)Ni = V . It remains to show that the sum
∑k
i=1 U(g)Ni
is direct. Suppose that
v1 + · · · + vn = 0,(4.9)
with vi ∈ U(g)Ni for all i and vi 6= 0 for some i. It is no loss to suppose
that v1 6= 0. By Theorem 3.3, there exists some u1 ∈ U(n
+) such that u1v1
is a nonzero ψ-eigenvector. On the other hand, u1v1 ∈ U(g)N1, and by
assumption, we have Whψ(U(g)N1) ⊆ N1.
If we multiply (4.9) by u1, we obtain
n1 + v
′
2 + v
′
3 + · · ·+ v
′
n = 0,(4.10)
where 0 6= n1 ∈ N1 ∩Whψ(V ) and v
′
i ∈ U(g)Ni for i = 2, . . . , n. Now
if v′2 = v
′
3 = · · · = v
′
n = 0, then we have the contradiction that n1 = 0.
So suppose, without loss of generality, that v′2 6= 0. Then by a similar
argument (to above), there exists u2 ∈ U(n
+) such that 0 6= n2 := u2v
′
2 ∈
Whψ(U(g)N2) ⊆ N2. Note that because n1 ∈ Whψ(V ) and u2 ∈ U(n
+), it
follows that u2n1 = c1n1 for some c1 ∈ C. Multiply (4.10) by u2 to obtain
c1n1 + n2 + v
′′
3 + · · ·+ v
′′
n = 0,
where v′′i ∈ U(g)Ni for i = 3, . . . , n. If we apply this argument repeatedly,
we are eventually able to write 0 as a sum of vectors in the various Ni, where
at least one component is nonzero. This contradicts the fact that the sum
N =
⊕
Ni is direct. Thus our assumption that one or more of the vi in
(4.9) is nonzero must be wrong, so that the sum
∑
i U(g)Ni is direct. 
Corollary 4.11. Let V ∈ Ob(Wf (ψ)) (ψ 6= 0), and suppose that z acts
by a scalar. If V is generated by linearly independent Whittaker vectors
w1, . . . , wk, then V =
⊕k
i=1 U(g)wi.
Proof. Note that the space N = Cw1 + · · ·+ Cwk is an n
+-submodule of V
that decomposes into n+-submodules as N = N1⊕· · ·⊕Nk, whereNi = Cwi.
Furthermore, since z acts by a scalar, U(g)wi ⊆ V is a simple Whittaker
module, and thus Whψ(U(g)wi) = Cwi. The result then follows from Propo-
sition 4.8. 
In the following corollary, let ℓ(V ) denote the composition length of V .
Corollary 4.12. Let V ∈ Ob(Wf (ψ)) (ψ 6= 0), and assume z ∈ g acts by a
scalar. Then dimWhψ(V ) ≤ ℓ(V ).
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Proof. Let {w1, . . . , wk} be a linearly independent subset of Whψ(V ), and
let W denote the U(g)-submodule
∑k
i=1 U(g)wi of V . By Corollary 4.11,
we know that W =
⊕k
i=1 U(g)wi. Since each summand U(g)wi is simple,
ℓ(W ) = k. AsW ⊆ V is a submodule, we know ℓ(W ) ≤ ℓ(V ), and the result
follows. 
Note that Corollary 4.12 and Lemma 4.6 give us lower and upper bounds
for the composition length of V .
Proposition 4.13. Fix 0 6= ψ ∈ (n+/[n+, n+])∗). Suppose V ∈ Ob(Wf (ψ))
and that z acts by some scalar. Then
(1) dimWhψ(V ) = 1 if and only if every submodule of V is indecompos-
able, and
(2) dimWhψ(V ) = ℓ(V ) (the composition length of V ) if and only if V
is completely reducible.
Proof. For (1), assume dimWhψ(V ) = 1, and let S ⊆ V be a submodule.
If S = S1 ⊕ S2 for submodules S1 and S2, then by Theorem 3.3, S1 and S2
contain Whittaker vectors. Such vectors must necessarily be linearly inde-
pendent, so it follows from the assumption dimWhψ(V ) = 1 that S cannot
have such a decomposition. Conversely, suppose that every submodule of
V is indecomposable, and let W = U(g)Whψ(V ). By Corollary 4.11, W is
a direct sum of dimWhψ(V ) simple Whittaker modules, so it must be that
dimWhψ(V ) = 1. Statement (2) follows from Corollary 4.11 along with the
fact that dimCWhψ(L) = 1 whenever L is a simple Whittaker module of
type ψ 6= 0. 
4.3. Induced Modules. The previous results in this section suggest that
finite-dimensional n+-submodules may provide a tool for better understand-
ing the Z-semisimple modules in Wf (ψ, ξ). With this in mind, we construct
a new set of induced modules.
Fix 0 6= ψ ∈ (n+/[n+, n+])∗) and ξ ∈ C. Suppose that N is a finite-
dimensional (Cz⊕ n+)-module so that z acts by ξ and x−ψ(x) acts locally
nilpotently for all x ∈ n+. Define the module VN by
VN = U(g)⊗U(Cz⊕n+) N,(4.14)
and note that VN ∈ Ob(W(ψ, ξ)). Where there is no confusion, regard N
as a subspace of VN by identifying N with 1⊗N . Following Lemma 4.6, N
has a basis v1, v2, . . . , vn so that
(4.15) (x− ψ(x))v1 = 0, (x− ψ(x))vj ∈ spanC{vk | k < j}
for j > 1 and x ∈ n+. Additionally, VN is a free left U(n
− ⊕ Cd0)-module,
since U(g) ∼= U(n− ⊕ Cd0)⊗C U(Cz ⊕ n
+) and U(Cz ⊕ n+)N = N .
The following result implies that every Z-semisimple module in Wf (ψ, ξ)
is the homomorphic image of some VN .
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Proposition 4.16. Let V ∈ Ob(Wf (ψ, ξ)) where z acts by ξ, and let N ⊆ V
be a finite-dimensional n+-module such that V = U(g)N . Then there is a
unique surjective g-module homomorphism π : VN → V with the property
that π(1 ⊗w) = w for all w ∈ N .
Proof. Let v1, . . . , vn ∈ N be a basis for N as in (4.15), and recall that VN is
a free U(n−⊕Cd0)-module with basis 1⊗v1, . . . , 1⊗vn. Thus every element
of VN can be uniquely written in the form
∑
i bi⊗vi, where bi ∈ U(n
−⊕Cd0),
and we define π (
∑
i bi ⊗ vi) =
∑
i bivi.
It is clear that π is a surjective C-linear map with the property that
π(b⊗ v) = bv whenever b ∈ U(n−⊕Cd0) and v ∈ N . It suffices to show that
π (x
∑
i bi ⊗ vi) = xπ (
∑
i bi ⊗ vi) for all x ∈ Cz⊕ n
+. This follows from the
fact that U(g) ∼= U(n− ⊕ Cd0)⊗ U(Cz ⊕ n
+). 
Lemma 4.17. Let N be a finite-dimensional n+⊕Cz-module, where z acts
on N by ξ ∈ C. Then ℓ(VN ) = dimCN .
Proof. We identify N with the subspace 1⊗N ⊆ VN . Let n = dimCN , and
define v1, . . . , vn as in (4.15). For i ∈ {1, . . . , n}, let Vi = U(g)spanC{v1, . . . , vi},
and note that Vi is a U(g)-submodule of VN . The quotient Vi/Vi−1 is gener-
ated by the ψ-eigenvector vi + Vi−1. Since Vi is a free U(n
− ⊕Cd0)-module
with basis v1, . . . , vi, the quotient Vi/Vi−1 is necessarily nonzero. Moreover,
the quotients are simple (Whittaker) modules since z acts by ξ on N and
thus on VN . 
Using the basis {v1, . . . , vn} for N in (4.15), suppose the action of n
+ on
N is given by the matrix
(4.18)


ψ α(1, 2) · · · α(1, n − 1) α(1, n)
0 ψ · · · α(2, n − 1) α(2, n)
0 0
. . .
...
...
0 0 0 ψ α(n − 1, n)
0 0 0 0 ψ


where α(i, j) ∈ (n+)∗ for all i, j. It is evident that the structure of the module
VN depends upon the various α(i, j) ∈ (n
+)
∗
. The following subsections
demonstrate how this matrix affects certain properties of VN .
Before proceeding, we establish some additional notation. Let Vi be the
submodule of VN generated by {v1, . . . , vi}. If γ ∈ (n
+)
∗
, we define
iγ ∈
(
n+
)∗
by (iγ)(dk) = kγk for all k ∈ Z.
4.3.1. Structure of VN when ψ2 6= 0. We see in Theorem 4.23 that under
certain conditions on α(i, j) ∈ (n+)∗, the induced module VN is indecom-
posable and non-simple. First we present two technical lemmas; the first
follows from a direct computation.
Lemma 4.19. For i, k > 0 and w a Whittaker vector,
[di, d
k
0 ]w = ψi
(
(d0 + i)
k − dk0
)
w.
16 MATTHEW ONDRUS AND EMILIE WIESNER
Lemma 4.20. Let ψ ∈ (n+/[n+, n+])∗) such that ψ2 6= 0, and let ξ ∈ C.
Let L(ψ, ξ) be the simple Whittaker module of Proposition 2.2 with cyclic
Whittaker vector w ∈Whψ(L(ψ, ξ)). If v ∈ L(ψ, ξ) so that (di −ψi)v ∈ Cw
for all i > 0, then v ∈ Cw ⊕ Cd0w.
Proof. Suppose v ∈ L(ψ, ξ) such that (di − ψi)v ∈ Cw for i > 0. Using the
definition of L(ψ, ξ) and the notation of Section 3.1, we can write
v =
∑
γ∈P,j≥0
aγ,jd−γd
j
0w,
where aγ,j ∈ C with only finitely many aγ,j 6= 0. Note that
(di − ψi)v =
∑
γ∈P,j≥0
aγ,j[di, d−γd
j
0]w.
Define maxdeg(v) = max{|γ| | aγ,j 6= 0 for some j}. We first argue
that maxdeg(v) = 0. Suppose not; that is, maxdeg(v) = N > 0. Let
C = {(λ, i) ∈ P × Z≥0 | |λ| = N and aλ,i 6= 0}, and choose (λ, i) ∈ C with i
maximal. We will show that i = 0 and use this to derive a contradiction.
Consider
[d2, d−λd
i
0]w = [d2, d−λ]d
i
0w + d−λ[d2, d
i
0]w.(4.21)
Note that maxdeg([d2, d−λ]d
i
0w) ≤ N − 1. If i 6= 0, then (by Lemma 4.19)
the coefficient of d−λd
i−1
0 w in [d2, d−λd
i
0]w is nonzero. We claim that the
coefficient of d−λd
i−1
0 w in (d2 −ψ2)v =
∑
γ∈P,j≥0 aγ [d2, d−γd
j
0]w is nonzero,
as well. For any γ ∈ P and j ≥ 0, we have
[d2, d−γd
j
0]w = [d2, d−γ ]d
j
0w + d−γ [d2, d
j
0]w.(4.22)
If aγ,j 6= 0 then it is clear from our choice of λ that maxdeg([d2, d−γ ]d
j
0w) ≤
N − 1. Our choice of (λ, i) guarantees that the term d−λd
i−1
0 w does not
appear as a summand of d−γ [d2, d
j
0]w for any (γ, j) where γ 6= λ or j 6= i.
However, d−λd
i−1
0 w 6∈ Cw since |λ| = N > 0. This contradicts the choice of
v, so it must be that i = 0 if in fact N > 0.
Now λ 6= ∅ if N > 0, so we may write λ = (0 < λ1 ≤ · · · ≤ λs). Consider
the action of dλ1+2 on v. In the proof of [16, Proposition 3.1], it is shown
that in this situation
(dλ1+2 − ψλ1+2)v 6= 0
since 2 = max{i | ψi 6= 0}. On the other hand, it is assumed that (di−ψi)v ∈
Cw; this implies that [n+, n+]v = 0 so that dkv = 0 for k ≥ 3. But then
0 = dλ1+2v = (dλ1+2 − ψλ1+2)v,
resulting in a contradiction. Thus our original assumption thatmaxdeg(v) =
N > 0 must be incorrect.
When N = 0, Lemma 4.19 implies that the coefficient of dj0w is zero for
j > 1, which completes the proof. 
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The following theorem, along with Proposition 4.13, implies that VN is
indecomposable in certain cases. This theorem also illustrates an interesting
difference between the present setting and the classical setting of complex
semisimple Lie algebras. Theorem 4.3 of [10] asserts that in the classical
setting, the composition length of a module V belonging to a category anal-
ogous to Wf (ψ) is equal to the dimension of Whψ(V ).
Theorem 4.23. Assume ψ2 6= 0. Let N be as in (4.18) and VN as in (4.14),
and assume that α(i, i+1) 6∈ Ciψ for 1 ≤ i ≤ n−1. Then Whψ(VN ) = Cv1.
Proof. The proof is by induction on dimCN , with the base case being
dimCN = 2. Suppose that N corresponds to the matrix
(
ψ α
0 ψ
)
with ba-
sis {v1, v2}, and write V1 = U(g)v1. Then by Proposition 2.2, V1 ∼= L(ψ, ξ).
If w ∈Whψ(VN ), then w + V1 ∈Whψ(VN/V1) and so w + V1 = cv2 + V1
for some c ∈ C by Proposition 3.2 of [16] and the simplicity of VN/V1. Write
cv2 = w + x for some x ∈ V1. Then (di − ψi)cv2 = (di − ψi)(w + x), which
implies
cαiv1 = (di − ψi)x for all i > 0.(4.24)
By Lemma 4.20, x = c′v1 + c
′′d0v1 for c
′, c′′ ∈ C, so (4.24) becomes
cαiv1 = c
′′iψiv1 for all i > 0.
If c 6= 0, then α = c
′′
c
iψ ∈ Ciψ; this contradicts our assumption on α.
Therefore it must be that c = 0, and it follows that w ∈ V1∩Whψ(VN ) = Cv1
as desired.
Now assume that n = dimCN > 2, and let {v1, . . . , vn} denote the stan-
dard basis for N . Our goal is to show that Whψ(VN ) = Cv1. By induction,
we may suppose that the result holds for any module of the form VM where
dimCM < n. Let Vn−1 denote the submodule generated by the vectors
v1, . . . , vn−1. By induction, we have Whψ(Vn−1) = Cv1.
Suppose that w ∈ Whψ(VN ) with w 6∈ Cv1, and let W = U(g)w. Since
W is a simple Whittaker module and w 6∈ Cv1 = Whψ(Vn−1), it follows that
W ∩ Vn−1 = {0} and thus VN = Vn−1 ⊕W . Write vn ∈ N as vn = v + w
′
with v ∈ Vn−1 and w
′ ∈ W . We know that (di − ψi)vn =
∑n−1
j=1 α(j, n)ivj ∈
M ⊆ Vn−1. Thus we have
n−1∑
j=1
α(j, n)ivj = (di − ψi)(v + w
′) = (di − ψi)v + (di − ψi)w
′.
Since (di − ψi)w
′ ∈ W and (di − ψi)vn =
∑n−1
j=1 α(j, n)ivj ∈ Vn−1, the
directness of VN = Vn−1 ⊕W implies that (di − ψi)w
′ = 0. Consequently,
we have v ∈ Vn−1 with
(4.25) (di − ψi)v =
n−1∑
j=1
α(j, n)ivj.
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Let − : VN → VN/Vn−2 denote the natural homomorphism. If we apply −
to (4.25), we obtain
(di − ψi)v =
n−1∑
j=1
α(j, n)ivj = α(n− 1, n)ivn−1.
However, VN/Vn−2 ∼= VM ′ , where M
′ is the 2-dimensional n+-module corre-
sponding to the matrix
(
ψ α(n− 1, n)
0 ψ
)
. The vector vn−1 is a Whittaker
vector in the module VN/Vn−1, so the submodule U(g)vn−1 is simple. Since
(by assumption) α(n − 1, n) 6∈ Ciψ, it follows that v 6∈ U(g)vn−1. But this
is a contradiction since v ∈ Vn−1 = U(g)vn−1 + · · ·+U(g)v1. It follows that
there does not exist w ∈Whψ(VN ) with w 6∈ Cv1. 
Corollary 4.26. Assume ψ2 6= 0. Let N be as in (4.18) and VN as in (4.14).
Then VN is uniserial if and only if α(i, i + 1) 6∈ Ciψ for 1 ≤ i ≤ n− 1.
Proof. We first suppose that α(i, i + 1) 6∈ Ciψ for 1 ≤ i ≤ n− 1. The proof
that VN is uniserial is by induction on dimCN , with the base case being
dimCN = 2. We have seen that if N corresponds to the matrix
(
ψ α
0 ψ
)
,
then dimWhψ(VN ) = 1 if and only if α 6∈ Ciψ. Since every submodule
of VN must contain a Whittaker vector, there is only one submodule of
composition length 1.
Assume that dimCN > 2, and keep the notation α(1, 2), . . . , α(n − 1, n)
from above. Let V1 = U(g)v1. The submodule V1 is simple and by Theorem
4.23 contains Whψ(VN ), every submodule of VN contains V1. Consequently
the nontrivial submodules of VN correspond to the submodules of the quo-
tient module VN/V1. But VN/V1 is isomorphic to the module VM , where M
corresponds to the matrix
(4.27)


ψ α(2, 3) · · · α(2, n − 1) α(2, n)
0 ψ · · · α(3, n − 1) α(2, n)
0 0
. . .
...
...
0 0 0 ψ α(n − 1, n)
0 0 0 0 ψ


By induction, VN/V1 is uniserial, and thus the same is true of VN .
We now show the converse, with the proof again being by induction on
dimCN . The base case is given by dimC(N) = 2. We have seen that if N
corresponds to the matrix
(
ψ α
0 ψ
)
, then dimWhψ(VN ) = 1 if and only if
α 6∈ Ciψ. If VN is uniserial, it must be that dimCWhψ(VN ) < 2, and thus
α 6∈ Ciψ.
Now suppose that dimCN > 2, and let V1 = U(g)v1 be the unique simple
(Whittaker) submodule of VN and V2 = U(g)v1+U(g)v2. The submodule V2
WHITTAKER CATEGORIES FOR THE VIRASORO ALGEBRA 19
is uniserial and corresponds to the matrix
(
ψ α(1, 2)
0 ψ
)
, so by induction
α(1, 2) 6∈ Ciψ. Similarly, the quotient VN/V1 is uniserial and corresponds
to the matrix (4.27). Thus by induction α(2, 3), α(3, 4), . . . , α(n − 1, n) 6∈
Ciψ. 
Corollary 4.28. Assume ψ2 6= 0. Let N and {α(i, j) | 1 ≤ i ≤ n−1, 2 ≤ j ≤
n} be as in (4.18) and assume dimCN ≥ 2. Then dimCWhψ(VN ) ≤ |W|+1,
where W = {α(k, k + 1) | α(k, k + 1) ∈ Ciψ}.
Proof. The proof is by induction on dimCN . The result is clear if dimCN =
2. Let {v1, . . . , vn} be the basis for N corresponding to the α(i, j). Then
v1 is a Whittaker vector, so we may extend {v1} to a basis B for Whψ(VN ).
Write B = {w1, . . . , wm}, where w1 = v1.
Note that if α(j, j + 1) 6∈ Ciψ for all j, then the result follows from
Theorem 4.23. Thus we assume that some α(j, j + 1) belongs to Ciψ. Let
k be minimal such that α(k, k + 1) ∈ Ciψ, and let Vk = U(g)v1 + · · · +
U(g)vk. By Theorem 4.23, dimCWhψ(Vk) = 1, and the quotient VN =
VN/Vk corresponds to the matrix

ψ α(k + 1, k + 2) · · · α(k + 1, n − 1) α(k + 1, n)
0 ψ · · · α(k + 2, n − 1) α(k + 2, n)
0 0
. . .
...
...
0 0 0 ψ α(n− 1, n)
0 0 0 0 ψ


By induction,
dimCWhψ(VN/Vk) ≤ |W \ {α(k, k + 1)}| + 1.
But since dimCWhψ(Vk) = 1, the set {w2, . . . , wm} ⊆ Whψ(VN/Vk) is lin-
early independent, and thus we have
m− 1 ≤ dimCWhψ(VN/Vk) ≤ |W \ {α(k, k + 1)}|+ 1 = |W| − 1 + 1 = |W|.
The result now follows since m = dimCWhψ(VN ) and m ≤ |W|+ 1. 
4.3.2. Structure of VN when ψ2 = 0 and ψ1 6= 0. This section presents
partial descriptions of VN when ψ2 = 0 and ψ1 6= 0. These results suggest
that the structure of Wf (ψ) is significantly different than when ψ2 6= 0. We
begin by defining some notation that will be useful in this setting. If ψ :
n+ → C is an algebra homomorphism, we define an algebra homomorphism
ψ˜ : n+ → C
by
ψ˜(d1) = ψ1, ψ˜(d2) = −3ψ
2
1 , and ψ˜(dk) = 0 for k ≥ 3.
Note that (di − ψi)v1 = ψ˜iw and (di − ψi)v2 = iψiw for i > 0. Note
that {ψ˜, iψ} is a linearly independent subset of HomAlg(n
+,C) since ψ˜2 =
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−3ψ21 6= 0 and 2ψ2 = 0. Since HomAlg(n
+,C) is 2-dimensional, it follows
that {ψ˜, iψ} spans HomAlg(n
+,C).
Lemma 4.29. Let L be a simple Whittaker module of type ψ 6= 0 with
w ∈ Whψ(L), and assume ψ2 = 0. If v ∈ L with (di − ψi)v ∈ Cw for all
i > 0, then
v ∈ C(d20w − ψ1d−1w)⊕ Cd0w ⊕ Cw.
Proof. Let v1 = d
2
0w − ψ1d−1w and v2 = d0w. If (di − ψi)v ∈ Cw for i > 0,
we may write (di − ψi)v = µiw, where µ ∈ HomAlg(n
+,C) = spanC{ψ˜, iψ}.
Consequently we have µ = mψ˜ + niψ, for m,n ∈ C, and it follows that the
vector w′ = v −mv1 − nv2 is a Whittaker vector. This forces w
′ = pw for
some p ∈ C, and so v = mv1 + nv2 + pw, as desired. 
Proposition 4.30. Let ψ : n+ → C be a nonzero algebra homomorphism
with ψ2 = 0. Let N be the 2-dimensional n
+-module corresponding to the
matrix
(
ψ α
0 ψ
)
. Then VN is completely reducible.
Proof. Let {v1, v2} be the basis of VN corresponding to the matrix
(
ψ α
0 ψ
)
.
Since spanC{iψ, ψ˜} = HomAlg(n
+,C), we may write α = c0ψ˜ + c1iψ ∈
Cψ˜ + Ciψ. Let w1 = v1 and
w2 = v2 − c0
(
d20v1 − ψ1d−1v1
)
− c1d0v1.
It is straightforward to show that (di − ψi)w2 = 0 for all i > 0, and thus
dimCWhψ(VN ) = 2. The result then follows from Proposition 4.13 and
Lemma 4.17. 
Corollary 4.31. Let ψ : n+ → C be a nonzero algebra homomorphism with
ψ2 = 0, and let N be as in (4.18). Then dimWhψ(VN ) > 1 and VN is not
uniserial.
Proof. Note that the submodule V2 = U(g)v1 + U(g)v2 is completely re-
ducible by Lemma 4.30. 
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