In this paper, a PD-type on-line learning control (OLC) is proposed for the tracking problem in a class of nonlinear time-varying systems with state uncertainties and measurement disturbances. In this proposed OLC algorithm, we use a combination of PD feedback control and feedforward control that is based on the previous control input profiles in an iterative manner. The proposed control scheme has a simple and straightforward structure that leads to its easy implementation. The uniform boundary of the tracking error is established based on the convergence analysis. It is demonstrated that the proposed control algorithm is robust in coping with the state uncertainties and measurement disturbances that result from the system modeling inaccuracies and the initial state errors. Further, one unique feature of the proposed PD-type on-line learning control is that the controller allows a wide range of control gains to be selected to improve its convergence rate. Simulation studies demonstrate the effectiveness of the proposed control algorithm.
Introduction
There are many industrial applications where tasks are required to perform repeatedly, such as in machine assembly by robot manipulators, direct-drive robots, and in batch manufacturing processes. When human operators perform such a task, they will do a better and better job after they learn through the repeated performing of the task. This is because the human being has a learning and adaptive capability. If a machine is provided with such a kind of learning and adaptive capabilities, it is expected that the machine will act as the human being does. Such a kind * Department of Aerospace Engineering, Ryerson University, Toronto ON, CANADA; e-mail: pouyang@ryerson.ca * * Department of Mechanical Engineering, University of Saskatchewan, Saskatoon SK, CANADA; e-mail: wjz485@ mail.usask.ca, Madan-Gupta@usask.ca Recommended by Dr. Amir Hussain (paper no. 201-1747) of learning is especially called iterative learning. Iterative learning control (ILC) techniques [1] [2] [3] [4] [5] [6] are inspired by this biological behavior.
As first introduced by Arimoto et al. in 1984 [1] , the ILC has been extensively studied to improve the performance of doing repetitive tasks using the information from the previous trials of doing the same task. The ILC techniques can be classified into P-type, D-type, and PID-type. It has been shown that the ILC techniques work equally well for unknown dynamic systems with or without parameter uncertainties. This feature benefits many applications when their dynamics are not completely known a priori. On the other hand, although sufficient conditions are given that can guarantee the convergence of the learning process in the ILC, there are many cases [5, 6] where the error can grow quite large before the final tracking error tends to a bounded value or a zero. This means that the tracking performance in the early stages of iterative learning can be bad even for stable systems. The reason for this is that the ILC is an open-loop control that cannot compensate the output error in each trial. Therefore, to overcome these problems it is natural to include the feedback control components into the ILC.
A high-order P-type ILC was proposed [7] in which the current tracking error was included in the control law; however, the choice of the control gains not only was complicated but was also dependent on the knowledge of the plant to be controlled and the performance index. As shown in [8] , the convergence rate of a higher-order ILC was slower than that of a lower-order ILC. So the application of the high-order ILC scheme is not attractive in practice.
The use of the control output derivative appears to be an efficient means in the ILC for continuous-time nonlinear systems [1-5, 9, 10] . D-type learning control schemes were proposed in [9, 10] and applied for a class of nonlinear systems. In these control schemes, the initial state was updated from iteration to iteration as a function of the initial control output. Such an idea seems to be excellent in theory, but its updating law requires that the plant model be available, which is difficult to be satisfied in practice. A recent research [11] studied the optimal design of PD-type ILC and only focused on a discrete-time linear time-invariant system. The application of this control method is also limited because most systems are nonlinear and time-varying.
It should also be noted that most studies on the ILC are focused on the off-line control in which the control input was based on the information obtained from the previous iterations. The information of the current operation is not included in most of the ILC schemes. Although the information learned from previous operations is important, it is a common sense that the current states of the system contain more useful information than the past states. Another problem associated with the ILC is its slow convergence rate due to its off-line learning strategy and a limited scope of the control gain selection.
To take advantage of the feedback control and avoid some complicated design of feedforward control, some studies focused on the learning control techniques where the current error feedback is included in an ILC scheme [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] . A P-type iterative learning controller with the concept of "forgetting" factor and current error modification was described in [12] . A similar control algorithm was proposed in [13] . The use of the high-gain P-type adaptive feedback in the iterative learning control (ILC) was discussed in [14] . In [15] , an iterative learning control with current cycle feedback was proposed for a class of nonlinear systems with well-defined relative degrees; particularly in their approach higher order derivatives of the plant output are required. The inclusion of the higher order derivative of the output measurement could restrict the application of the control algorithm due to the problem of creating a time derivative of a noisy measurement. Additionally, the uncertainty of the system was not discussed in [15] .
Furthermore, the robustness of a control algorithm is very important for a system in the presence of plant uncertainties, measurement disturbances, and initial state errors. The robustness of ILC algorithms has received great attention [2, 10, 22, 23] . Studies were conducted on the robustness of the P-type ILC [4, 7, 23] and Dtype ILC schemes [9] [10] . However, none of them have studied the robustness of PD-type ILC algorithms with respect to the simultaneous existence of state uncertainties and measurement disturbances, and initial state errors for nonlinear time-varying systems. Remedying this gap of tolerance is one of the motivations for the research presented in this paper.
Based on the above observations and motivated by the wide applications of PD control in automatic control systems, a new control algorithm called PD-type on-line learning control (PD-OLC) has been proposed and is presented in this paper. The PD-OLC algorithm can be summarized as follows:
1. The control model consists of two parts: a PD-type feedback part and a feedforward part that is obtained using the input profile of the previous iteration. 2. The control process is a kind of evolutionary one through several generations of changes -a feature borrowed from the ILC.
In the subsequent sections, the robustness of the PD-OLC algorithm is analyzed for a nonlinear time-varying system with state uncertainties. The boundary of the final tracking error is established through the convergence analysis. The effectiveness of the PD-OLC is demonstrated through some simulation studies.
Design of the PD-Type OLC
Consider a repetitive nonlinear time-varying system with state uncertainties and measurement disturbances as follows:ẋ
where, k denotes the plant iterative index. x ∈ n , u ∈ r , and y ∈ m are the states, control inputs, and control outputs, respectively. The function η k (t) ∈ n represents both the deterministic and random disturbances on the state, and function ξ k (t) ∈ m is the disturbance in the measurements. Based on these notations, we have:
For the convergence analysis, the following norms are introduced:
T ∈ m is a vector, h(t) is a real function, and M = [m i,j ] ∈ m×n is a matrix. To facilitate the subsequent discussions, the following assumptions have been made.
(A1) The desired trajectory y d (t) is of the first-order continuity for t ∈ [0, T ], so the derivative of y d (t) can be obtained.
where k is the iteration number and c f ≥ 0 is the Lipschitz constant. Therefore, the function f (x(t), t) has a bounded derivative for t ∈ [0, T ], implying that the system is controllable. (A3) The disturbance terms η k (t)and ξ k (t) are bounded, namely: t ∈ [0, T ] and ∀k, there will be
is of the first-order continuity for t ∈ [0, T ]. This assumption ensures the continuity of a controlled system. Based on the above assumptions, we propose the PD-type OLC as follows:
where k is the number of trial operations,
are the position error and the velocity error of the output y k (t), respectively. Further, K p ∈ m×r and K d ∈ m×r are the constant proportional and derivative gain matrices, respectively. Fig. 1 is a schematic diagram of the proposed PD-OLC where two iterations (or two generations of evolution) of the control action are shown. From (2), one can see that the proposed control law is a simple combination of a feedback control using the traditional PD control law and a feedforward control using the input profile of the previous iteration. As the new control law has the component of the feedback control, we call it the OLC. For the first iteration (k = 1), set u 0 (t) = 0. Therefore, the PD-OLC reduces to the PD feedback control. For the subsequent iterations, the control input profile of the previous iterations is added in the control law as a feedforward term. For this reason, the learning process can also be called direct learning process.
For all k, the repeatability of the initial setting is satisfied within an admissible deviation level, i.e.,
where ε x is a small positive constant that represents an acceptable level of the uncertainty of the initial state vector, and x 0 (0) represents the desired initial state value. Also, we have y d (0) = C(0)x 0 (0). Several remarks about this controller design are presented below.
Remark 1. Constraint (3) represents the uncertainty bound on the initial state. It can be seen from this expression that we do not require the fixed or zero initial state error in the PD-OLC. This will contribute to the robustness of the PD-OLC. We note that most ILC schemes in literature do require the fixed or zero initial state. Furthermore, from (1), if the disturbances are negligible, the following holds:
Remark 2. From (3) it can be seen that the initial control output error follows the initial state error. That is, if the initial state error is zero, the initial control output error will also be zero. In the next section, the convergence of the proposed PD-OLC will be analyzed.
Convergence Analysis of the PD-OLC
First, a relationship between norm and λ-norm is represented by Lemma 1.
To facilitate the subsequent discussion, we introduce the following terms and notations:
Now we introduce the following theorem.
Theorem 1. To a nonlinear time-varying system with the state uncertainties and measurement disturbances defined in (1) and for a given desired output trajectory y d (t), if the control law (2) is used and the initial state in each iteration is bounded as in (3), then the tracking error is bounded by selecting control gain K d such that I m + C(t)B(t)K d is nonsingular and
Further, for a sufficiently large λ, the bound of the tracking error is given by 353
where
Proof. For the kth iteration, from (1) we have
For the k + 1th iteration, from (1) we have
By substituting (2) into (10) yields
Using the partial integration equation, we have
By substituting (12) and (9) into (11) yields
From (3), we have
By substituting (14) and Assumptions A2 and A3 into (13) yields
Multiplying (15) by e −λt , where λ > 1 and λ > c f yields
Applying Lemma 1 to (16) yields
The formula for the tracking error at k + 1th iteration is given by
Multiplying (13) by C(t) and by substituting it to (18) yields
Rearranging (19) leads to
By using Assumption (A1) into (20) and applying norm to it yields
Multiplying (21) by e −λt , where λ > c f , and using Lemma 1, we get
By substituting (17) into (22), we can get
If λ is set to be large enough such that the following relationship can hold:
then from (7), we have
From (23) and (25), we can guarantee that the final tracking error is bounded as
From (26), one can see that the PD-OLC is robust even in the presence of state uncertainties and measurement disturbances in the controlled system. Following are some important remarks about Theorem 1.
Remark 3. The convergence rate depends on the selection of control gains. From (5), one can see that ρ 0 will decrease if the control gain K d increases. On the other hand, the properly selected control gain K p can compensate the change of K d , so the parameters K Bλ and B pd will vary little with the increase of K d . This means that K p offers more flexibility for the tracking control. A trade-off may exist between the convergence rate and the saturation protection of the controlled system.
Remark 4.
There is no upper bound but only a lower bound with the control gains for the PD-OLC. The lower bound can be obtained from (5), thus the selection of the control gains is facilitated. For the ILC, on the other hand, the learning gains are restricted in a bounded range; this means the learning gain in the ILC has an upper limit; also, the learning gain has a lower limit, i.e., zero. For example, for P-type or D-type ILC schemes, to make the tracking error converge to a bounded region, the following norm should be satisfied: I − ML < 1, where L is the learning gain and M is a system related matrix. Therefore, one can see that the selection of learning gains depends on the system characteristics. This means that a model of the system is a priori requirement to select a proper gain in the ILC.
Following the similar idea discussed in [9, 10] , if the initial state updating law is used
then we have,
Thus, we can set ε x = 0 in (26). It should be noted that (27) and (28) provide initial state learning schemes 355 where the initial condition can be assessed, but the system parameters are required to be known. Remark 5. If the disturbances are repeatable at every iteration, i.e., they are the same at every iteration, then we can get b η = b ξ = 0. For such a case, the final tracking error bound becomes β 1 ε x /(1 − ρ). Furthermore, if the initial state updating law (27) is applied, and the disturbances are repeatable, then according to (27), we can conclude that the final tracking error bound will be zero.
Numerical Examples:
Example 1. In this example, the following nonlinear time-varying system taken from [10] with state uncertainties and measurement disturbance is used to demonstrate the effectiveness of the proposed PD-OLC.
where k is the iteration number and time t ∈ [0, 1]. The uncertainties and disturbances are as follows:
with f = 5 Hz. The desired tracking trajectories are
For examining the robustness of the PD-OLC, several simulation studies were conducted using different cases. For all these cases, the initial state at each iteration is taken as
Case 1: α 1 = α 2 = 0. This is an ideal case without any state uncertainties and measurement disturbances. Case 2: α 1 = 1, α 2 = 0. This is the case where the system has some state uncertainties but no measurement disturbances. Case 3: α 1 = 0, α 2 = 1. This is the case when system parameters are known but there are some disturbances in the measurements.
Case 4: α 1 = α 2 = 1. This is the worst case, i.e., the system has both state uncertainties as well as measurement disturbances.
For each case, the following three sets of control gains are selected to examine the convergence rate of the PD-OLC.
• Low control gains:
The maximum tracking errors in each iteration for all the four cases are shown in the following three figures where Figs. 2, 3 , and 4 represent the results under low control gains, medium control gains, and high control gains, respectively. In all the three figures, the dashed line represents the maximum error of y 1 k , while the solid line represents the maximum error of y 2 k .
From the results of these simulation studies given in Figs. 2, 3, and 4, one can observe that, with the increase of the control gains K p and K d , the tracking performance was improved and the convergence rate increased as well. It should be noted that the iteration process was stopped if the maximum error was less than 0.01. If small control gains were used, after six iterations, the maximum error was less than 0.01, while when the high control gains were used, the maximum error was less than 0.001 only after three iterations. Table 1 lists the maximum final tracking errors for all these four cases.
One interesting finding observed from Table 1 and the previous figures is that although there are some uncertain- Figure 2 . Maximum tracking errors versus iteration number using low control gains; . Maximum tracking errors versus iteration number using high control gains K p = diag [10, 50] , [5, 25] .
ties in the control model in Case 2 compared with Case 1, the final tracking error does not vary so much. This demonstrates the robustness of the PD-OLC for the model uncertainty. Also, Case 3 and Case 4 have similar results. This example demonstrates the robustness of the PD-OLC in terms of its ability in dealing with the state uncertainties and measurement disturbances.
The same example was tested in [10] where a D-type OLC was applied. It was shown that 9 iterations were needed for the final tracking error to be less than 0.01 using the best learning gains. But only after 6 iterations, the PD-OLC can get much better result. Clearly, the PD-OLC significantly improves the convergence rate.
Example 2. To study the robustness of the proposed PD-OLC for the uncertainty of the initial state in each iteration, simulation studies were conducted. The following initial states were used.
The control gains listed in Example 1 were applied for all four cases in these simulation studies. Table 2 shows the final tracking performance. From Table 2 , one can see that although the initial state in each iteration wasdifferent, the final tracking errors were acceptable in all cases. This shows the robustness of the PD-OLC in terms of the variations of the initial states.
Conclusions
In this paper, we have proposed the PD-OLC for the tracking task of a class of nonlinear time-varying system with state uncertainties and measurement disturbances. The proposed PD-OLC is a PD feedback control plus a direct learning control as feedforward. The PD-OLC is attractive for its simple structure, easy implementation, and fast convergence rate due to the flexibility in the choice of control gains. It has been shown that the PD-OLC is robust and the tracking error is uniformly bounded in the presence of the initial state errors and the disturbances. Several examples were used to test the effect of control gains and to demonstrate the unique features of wide ranges in choosing control gains and the improvement of convergence rate. It has been shown that the convergence rate can be improved with the increase of feedback control gains. It should be noted that, like most of the ILC methods, the convergence rate of the proposed algorithm can become slower and slower as the number of iteration increases. To achieve a fast convergence rate, the adaptive gain switching strategy [21] may be used in the feedback control part of the proposed PD-OLC.
