Abstract. The Tau Method produces polynomial approximations of solutions of differential equations. The purpose of this paper is (i) to extend the recursive formulation of this method to general linear operator equations defined in a separable Hilbert space, and (ii) to develop an iterative refinement procedure which improves on the accuracy of Tau approximations. Applications to Fredholm integral equations demonstrate the effectiveness of this technique.
Canonical polynomials of linear operators
Let X be a separable Hilbert space having a basis x := {x 0 , x 1 , x 2 , . . . } , and let A(X) denote the space of all linear operators on X. Then, for A ∈ A(X) and for all i ∈ N, Ax i is a linear combination of the basis elements:
For A ∈ A(X) and x, y ∈ X, we define the equivalence relation
An operator A is said to be banded-from-above if there exists an integer k ∈ N which satisfies the property P (k) defined as: a ij = 0 ∀i, j ≥ 0 with j − i ≥ k + 1.
Let A b (X) ⊆ A(X) denote the subspace of all banded-from-above operators on X , and define an integer-valued function on the elements of A b (X) by h(A) := min{k ∈ N : P (k)} which, following Ortiz [3, 4] , is called the height of A . Then, if A ∈ A b is of height h(A) equation (1) becomes
A polynomial of degree n in X is any finite linear combination of the form
Given a linear operator A and an integer n ≥ 0, we define an element Q n ∈ X in such a way that AQ n = x n ; this Q n is called the n-th canonical polynomial associated with A . The following proposition provides explicit expressions for canonical polynomials of orders ≥ h :
be an operator of height h and, with reference to (1) , assume that a ij = 1 for all i ≥ 0 and j = h+i . Then, the sequence of canonical polynomials {Q k : k ≥ h} associated with A is determined by the recursive formulae
where
Proof. We use the definition of Q n to write x n as AQ n and employ the linearity of A . For k ≥ 0 we have
Therefore,
Note that in the above proposition, if h > 0 , the canonical polynomials {Q n : n < h} remain undefined. Furthermore, if A is invertible, i.e. kerA = 0 , then we have equalities in place of equivalences modulo kerA . 
Corollary 2. Under the assumptions of Proposition
where g µ ∈ C and u ∈ X is the exact solution. The purpose of this section is to explain how the recursive formulation of the Tau Method, developed by Ortiz in [3, 4] , can be applied to problem (2) in order to derive polynomial approximations of u . To this end, we proceed as follows: Assume f is of the form
Then for some fixed n ≥ h + m we associate with (2) the following problem whose exact solution is denoted by u n
where {τ n,i : i = 0, 1, ..., h + m − 1} are unknown parameters to be fixed with n. Taking {Q i } to be the set of canonical polynomials of A , we set
and find that A(u n − U n ) = 0 by Proposition 1; since A is invertible, it follows that u n = U n . It is not difficult to determine the Tau parameters: Since the canonical polynomials {Q i : 0 ≤ i < h} are undefined, as mentioned earlier, we equate their coefficients in U n to zero and form a system of h linear algebraic equations which, when added to the m auxiliary conditions, will result in h + m linear equations with an equal number of unknown τ 's.
The polynomial u n will be called the n-th Tau Method approximation to u and, by Corollary 2, its degree is n . The n-th Tau error is the difference e n := u − u n , and the term τ n,i x n−i in (3), denoted by ρ n , is called the Tau perturbation term. The next result assures the convegence of the sequence {e n : n ≥ h + m} to zero. ii. lim n→∞ e n = 0.
Proof. Let {x i : i ≥ 0} be a maximal orthonormal basis for X . Subtracting (3) from (2) we obtain the error equation
Since A is invertible, it is bounded and so is its inverse A −1 . It follows then that Furthermore, from Parseval's identity we see that
Combining (6) and (7) we get (i)
and (ii)
Iterated Tau Method solutions
The idea here is to start with the approximate solution u n of (2) and generate more accurate approximations via an iterative process. We may assume that the operator A is of the form A := T − λ where T ∈ A b (X) and λ ∈ C. Equation (3) becomes
For k ≥ 0 , we define the k-th iterated Tau solutionû n,k associated with u n as followsû
Let the error e n,k = u −û n,k . Then, for k ≥ 1 , we have
and hence e n,k ≤ |λ|
Since e n is independent of k , the right-hand side of this inequality will tend to zero as k → ∞ if we assume T < |λ| . Thus, we have the main result of this paper:
Theorem 4. If A = T − λ is invertible and if T < |λ| , then, for a fixed n , the following assertions hold:
i. e n,k ≤ |λ|
Note that from equations (8) and (9) we obtain the following procedure for computingû n,k :û
Numerical examples
We show, through the following two examples, how to improve the accuracy of Tau approximations using the procedure described above.
Example A. Consider the integral equation
where φ (t) is known. This defines an inhomogeneous Fredholm equation of the second kind with symmetric kernel
Taking the shifted Chebyshev polynomials T * k (t) as basis elements, we approximate u(t) in the subspace X n = span{T * 0 , T * 1 , . . . , T * n } . We follow the recursive formulation of the Tau Method described in Ortiz [3, 4] for linear differential operators: Define Q n (t) so that (F Q n ) (t) = T * n (t) is satisfied. This leads to
Q 0 ], and for n ≥ 5,
where δ = 0 for even n and 1 for odd values of n . Note that the first two canonical polynomials, Q 0 and Q 1 , remain undefined. If we take λ = , the exact solution of (10) becomes u(t) = cosh (2t − 1) . For a given n , we compute the initial Tau approximation u n (t) by solving the perturbed problem:
Then, using the above procedure, we generate the k-th iterated Tau solutionsû n,k and employ the supremum norm: Numerical results for approximations of order n = 2, 4, 6, 8, 10 with various iterations k are presented in Table A , where the error norms e n,k are given. We note, for example, that an error of order O (10 −8 ) is obtained through Tau approximations u 2 , u 4 , u 6 and u 8 after 17, 11, 3 and 2 iterations, respectively. 
The perturbed equation becomes t 0 u n (s) ds − u n (t) = −1 + τ n T * n (t) (13) and we list the numerical results in Table B .
Addendum
Here we prove the following result: Let H be a separable Hilbert space with an orthonormal basis {x k : k ≥ 0} and let {H n : n ≥ 0} be a sequence of subspaces of H such that H 
