Introduction {#Sec1}
============

Chinese hamster ovary (CHO) cells are the mammalian workhorse of the biopharma industry. They are extensively used for recombinant protein production, especially monoclonal antibodies (mAb) \[[@CR1], [@CR2]\]. Classical recombinant protein production is usually carried out with bacterial (e.g. *E. coli*) or yeast cells (e.g. *P. Pastoris*) but complex protein molecules, which have several post-translational modifications to function properly as a medicine, require mammalian host cells \[[@CR3]\]. However, these cells are more sensitive to cultivation parameters than the above-mentioned bacterial or yeast cells because they do not possess a cell wall that reinforces the cells. Therefore, strict monitoring and control of the cultivation parameters is mandatory to ensure process reproducibility and the desired product quality \[[@CR4]\]. In 2004, the US Food and Drug Administration (FDA) released the guidance of process analytical technology \[[@CR5]\] that encouraged the manufacturers to use on-line measurement techniques to monitor and control the cultivation parameters. The concept of process analytical technology was shortly followed by quality by design that emphasized the designing of processes with systematic experiments (i.e. Design of Experiments) to discover the behaviour of the processes according to a set of different cultivation parameters. The parameters that are proven to affect the critical quality attributes (CQAs) of the protein product are the critical process parameters (CPPs) that have to be monitored and controlled during the process to ensure the desired product quality.

Glucose is the main carbon and energy source of the cells that is consumed during the cell cultivation process and then turned into biomass and the product \[[@CR4], [@CR6]\]. However, the availability of glucose to the cells influences several CQAs because it could alter cell metabolism \[[@CR7]\]. Thus, glucose concentration is usually a critical process parameter that is generally controlled between 5 and 40 mM during a cultivation process. On the one hand, glucose concentration lower than 5 mM can lead to the starvation of the cells, which beside causing low growth and protein production rate can negatively affect CQAs \[[@CR8], [@CR9]\]. On the other hand, concentrations higher than 40 mM stimulates cell division but also increases the accumulation of by-products (e.g. lactate, ammonia) that raise the stress level of the cells potentially altering the product quality \[[@CR10], [@CR11]\]. Therefore, glucose concentration has to be controlled to avoid too low and too high concentrations to couple relatively high productivity with good product quality.

Monoclonal antibody production with CHO cells is typically a fed-batch cultivation process when the consumed nutrients are added regularly to prolong cultivation time \[[@CR4]\]. The fed-batch process begins with the batch phase when the initial concentrations of the media components decrease to a lower level as they are consumed. After a previously determined threshold is reached, the cultivation is fed (potentially multiple times) until its termination, that is the fed-batch phase of the process. The common practice nowadays for glucose concentration control is that glucose is administered either alone or together with other media components to maintain its concentration within a previously determined range. However, it is usually consumed in a high rate for the above-mentioned reasons, therefore, it is necessary to supply it at least daily but in small doses to avoid too high concentrations. Thus, glucose concentration fluctuates in relatively high frequency in a wide range. To determine the amount of glucose that is needed to be transferred to the bioreactor a sample has to be taken from the cultivation and analysed at-line afterwards. The frequent sampling poses a risk of contamination and general error compared to the fully automated controlling of other CPPs such as the pH or temperature. Furthermore, automated control enables tighter control of the CPP that is beneficial for process reproducibility. However, the on-line measurement of glucose, in contrast to these traditional CPPs requires a more advanced tool than for instance a relatively simple thermometer and these are not well established yet despite the PAT framework being released more than 10 years ago.

Near infrared (NIR) spectroscopy would be an ideal solution as it is non-destructive, fast and capable of on-line measurements with sterilisable, *in-situ* probes in bioreactors. Several studies were already published about the application of NIR spectroscopy to determine the concentration of glucose in aqueous fermentation and cell cultivation systems \[[@CR12]\], even before the release of the PAT guidance \[[@CR13], [@CR14]\]. First, it was used for the monitoring of fermentation and cell cultivation processes at-line after withdrawing a sample from the reactor vessel and analysing the culture supernatant \[[@CR13], [@CR15]--[@CR17]\] with benchtop analysers. The results were acceptably accurate to determine the glucose concentration and to monitor both type of processes, by reaching an error of prediction between 0.49 and 3.51 mM. A big step towards the original PAT goal was when Arnold *et al*. \[[@CR14]\] used in-situ sterilisable probes to monitor cell cultivations in real-time, because the eventual goal of the automated control of the glucose concentration during the process could only be achieved if the NIR spectra acquisition is done real-time. Although, the conditions in cell cultivations are unfavourable for NIR spectroscopy, which was noted in the study of Arnold et al. \[[@CR14]\], but their in-situ measurements could reproduce the accuracy of the previous at-line measurements. In fact, with an error of prediction of 0.53 mM the accuracy was close to the error of prediction of the reference method but 11 factors were used, which might indicate overfit. Henriques et al. achieved with five lab-scale reactors 1.84 mM error of prediction with only four factors \[[@CR18]\]. However, Clavaud et al. \[[@CR19]\] reached only 12.3 mM in industrial scale using the same number of factors as Henriques et al. In our view, the ideal error of prediction should not be higher than 5 mM. If the prediction error is not higher than this, it is acceptably accurate for the following reasons. Berry et al. \[[@CR20]\] already published (although using Raman spectroscopy) about the establishment of an in-situ glucose controlling system. Their target concentration for control was 12.5 mM. If the prediction error is 5 mM deviation from the 12.5 mM in both directions could be tolerated by the cultivation; 7.5 mM is not low enough to cause starvation, while 17.5 mM is still low enough to prevent the formation of harmful by-products, as mentioned above. However, lower than 5 mM error would be desirable to achieve minimal deviation from the target concentration.

One of the biggest challenges in cell cultivation monitoring is water because the two water peaks, as a consequence of its strong NIR absorption, overshadow the peaks of analytes that are present in lower concentration, such as glucose. This is good if the goal is to determine the water content, which is often the case with agriculture-related measurements, but it is a disadvantage of NIR in bioprocess monitoring. In previous studies, attempts were made to minimize the effect of water by leaving the water-related regions of the spectra out of the analysis \[[@CR21]\]. The selection of the appropriate regions (e.g. sensitive to glucose) could be done either by manual or by automated variable selection techniques such as genetic algorithms (GA) or interval Partial Least Squares (iPLS) for instance \[[@CR18], [@CR22], [@CR23]\]. The saturated signal of the water peak (around 5000 cm^− 1^) was excluded from analysis and the other peak (around 7000 cm^− 1^) was excluded in another study \[[@CR18], [@CR19]\]. An additional challenge is that glucose concentration is low (typically lower than 40 mM, as mentioned earlier) throughout the cultivation, thus its NIR signal is weak and its intensity is continuously changing as the cells consume glucose. Automated variable selection could be favourable as opposed to manual because it could retrieve hidden correlations with specific parts of the spectra, which would be otherwise unnoticed due to the low concentration. In previous studies, various pre-processing techniques were applied to enhance the glucose signal to improve model performance \[[@CR18], [@CR19], [@CR24]\]. First and second derivatives are the most commonly used because they successfully eliminate the baseline shift as well as increase the signal of analytes with lower concentration. The baseline shift is caused by the continuously changing cell density as the cultivation progresses \[[@CR19]\]. Furthermore, cells are also responsible for NIR light scattering that is usually treated with standard normal variate (SNV) or multiplicative scatter correction (MSC) \[[@CR18]\]. These pre-processing methods could also act as signal enhancers for the analyte by the reduction of the effect of light scattering in the spectra thus further improve model robustness. One of the most commonly used regression algorithms is PLS (Partial Least Squares) because it handles the multivariate data well and it weights each variable of the spectrum according to the variability detected in the spectra that corresponds with the variability in the reference data \[[@CR25], [@CR26]\]. Therefore, nowadays, PLS is the industry standard for NIR calibrations.

Proper variable selection and pre-processing could improve model performance but the wise selection of the calibration and validation dataset is also crucial. The spectral data is usually available from the monitoring of several bioreactor runs \[[@CR18], [@CR19]\]. The data might demonstrate run-to-run variability because of the process or the instrument and an additional source of variability is the difference between scales. To build a robust model the calibration samples have to be a good representation of the whole dataset thus they cover all the essential process variabilities. Typically, model robustness could be improved if more data is added to the calibration dataset because wider variability is covered with it, therefore, it is more likely that variabilities of the validation dataset are modelled \[[@CR14]\]. To examine the covered variability of the dataset principal component analysis (PCA) is useful as it was demonstrated by Henriques et al. \[[@CR18]\] The score plots are suitable tools to visualize the hidden variabilities in the data thus PCA can provide assistance to choose the calibration and validation dataset wisely \[[@CR19]\]. However, most of the previous studies did not examine the scale-to-scale variabilities because they monitored only one scale \[[@CR18], [@CR19]\]. The effect of scale up and the usage of multiple scales in one global model was not evaluated previously.

In this study, the scale-up steps of a monoclonal antibody upstream process was monitored by NIR spectroscopy from shake flask scale to large production scale and the effect of adding more data of a cell cultivation technology under development was investigated. We aimed to reach similar or better accuracy of the glucose concentration prediction of the large production scale by NIR spectroscopy as previous studies by developing models using the data of each available scale and the combination of them.

The goal of this study was to investigate if NIR spectroscopy-based models could reach the accuracy of models based on other promising techniques (such as Raman spectroscopy) and create a benchmark for glucose concentration prediction during industrial scale CHO cell cultivations. This study also aimed to investigate the limitations of model scalability from shake flask scale to 5000 L scale.

Materials and methods {#Sec2}
=====================

Shake flasks {#Sec3}
------------

### Cell cultivation {#Sec4}

An IgG1 monoclonal antibody producing Chinese hamster ovary (CHO) cell line (courtesy of Gedeon Richter, Plc.) was cultivated in fed-batch mode in four disposable, polycarbonate shake flasks (Corning Inc., Corning, NY, USA) with a working volume of 1000 ml. 280 ml commercially available, chemically defined, serum-free medium supplemented with L-Glutamine, L-Tyrosine and L-Phenylalanine (Sigma-Aldrich Co., St. Louis, MO, USA) to a concentration of 8, 1.2 and 2 mM, respectively, was seeded with 0.5--0.7 million cells/ml. The starting pH was set to 7.30 after inoculation and from day three it was maintained between 7.20 and 7.40 by adding 0.5 M sodium-carbonate solution daily during cultivation. Shake flasks were incubated in a Kühner incubator (Kühner AG, Basel, Switzerland) where parameters were set to a constant 37 °C and 5% CO~2~. Shake flasks were agitated with the built-in platform shaker at 110 rpm. Two shake flasks (SF1, SF2) were fed one time on cultivation day 3. Two shake flasks (SF3, SF4) were fed two times on cultivation day 3 and 5. The feeding medium volume was 15% of the actual cultivation medium volume at each feeding event. Both feeds were the same commercially available, chemically defined, serum and glucose-free composition. Additional 2 M glucose stock solution was added for SF3 and SF4 to adjust the glucose concentration to 8 mM on day 7. Shake flasks were sampled daily. Viable cell density and viability were determined with Countess™ Automated Cell Counter (Thermo Fisher Scientific, Waltham, MA, USA) and glucose concentration was measured with Nova StatStrip Xpress® Glucose meter (Nova Biomedical Corp., Waltham, MA, USA). The cultivations with one feed were run for 7 days and the cultivations with two feeds were run for 9 days until the concentration of glucose fell below 1.5 mM.

### NIR spectra acquisition {#Sec5}

Similarly to our previous study \[[@CR27]\], after cultivation was terminated in the shake flasks, the glucose concentration was adjusted with a 2 M glucose stock solution to create a calibration ladder and NIR spectra were acquired, as well as samples for reference. The same instrument (see the specifications later) with the same settings and probe were used as with bioreactors, except the spectra acquisition was controlled with OPUS 6.5 (Bruker Optics GmbH, Ettlingen, Germany).

Bioreactor scale-up {#Sec6}
-------------------

### Cell cultivation {#Sec7}

The same CHO cell line as used in the shake flask experiments was cultivated in fed-batch mode in 20 L (Bioengineering AG, Wald, Switzerland), 100 L (Bioengineering AG, Wald, Switzerland), 1000 L (Bioengineering AG, Wald, Switzerland) and 5000 L (Bioengineering AG, Wald, Switzerland) working volume, stainless-steel bioreactors. Commercially available chemically defined, serum-free cultivation medium was used, which was (similarly to shake flasks) supplemented with L-Glutamine, L-Tyrosine and L-Phenylalanine (Sigma-Aldrich Co., St. Louis, MO, USA) to a concentration of 8, 1.2 and 2 mM, respectively. Initial volume of 10 L, 60 L, 600 L, 3000 L of the media was seeded with 0.60 million cells/mL, respectively. All cultivations were maintained at 37.0 °C and the dissolved oxygen (DO) was controlled to 40%. The pH set-point was 7.15 and it was controlled with the addition of 10 m/m % phosphoric acid or 0.5 M sodium-carbonate solution. 20 L scale cultivations were fed two times, while 100 L, 1000 L and 5000 L scales were fed three times. All feeds used the same composition of commercially available, chemically defined, serum-free feed medium as used in the shake flask cultures. In addition to feeds, 2 M glucose stock solution was added daily after day 3 as glucose supplement as per the need of the cultures. Cultivations with two and three feeds were carried for 8 and 10 days, respectively. Cultivations were sampled daily. Viable cell density and viability were determined at-line with Countess™ Automated Cell Counter and glucose concentration was measured with Nova StatStrip Xpress® Glucose meter. Samples for off-line analysis were centrifuged in a bench-top centrifuge (3000 rpm, 10 min) and supernatants were kept frozen at − 20 °C until the measurements were performed.

### NIR spectra acquisition {#Sec8}

The NIR spectra were taken by a BRUKER Matrix-F (Bruker Optics GmbH, Ettlingen, Germany) FT-NIR system equipped with a TE InGaAs detector using an INGOLD IN271P immersion, transflection probe (2 mm optical pathlength), which was connected to the spectrometer via a 10 m long fibre optic cable. Each spectrum consisted an average of 256 scans, in the region of 11988.0--4297.0 cm^− 1^, with a resolution of 8 cm^− 1^. The equipment was the same during shake flask and bioreactor measurements but the method of spectra acquisition was different. During shake flask measurements, the probe was manually immersed into the cultivation media and cleaned with purified water between triplicates to avoid cross-contamination between samples and the instrument was controlled by OPUS 6.5 (Bruker Optics GmbH, Ettlingen, Germany). However, for bioreactor runs, one spectrum was acquired every 5 min during cultivation and the probe, which was coupled to the instrument with a fibre-optic cable dedicated to each reactor, was fitted in the culture vessels INGOLD port. The data collection was controlled by Simatic SiPAT v4.1 (Siemens AG, Munich, Germany). The spectra were very similar to previously published studies \[[@CR18], [@CR19]\], therefore, in this study they are not presented.

The cultivations, from where the spectral data is originating, were run with overlaps in a span of three years. The first experiments were 100 L scale then 20 L scale and 1000 L scale experiments were run in parallel with a 100 L scale experiment in the middle. The first 5000 L scale experiment (later used as test set) were run in parallel with the last two 1000 L scale experiments.

### Glucose reference {#Sec9}

The glucose concentration of the off-line samples was determined by CEDEX BioHT (Roche Diagnostics GmbH, Basel, Switzerland) measurements in triplicate after thawing the frozen sample supernatants at room temperature. This method has a standard deviation of 0.1 mM and 5% accuracy. Off-line data after averaging the triplicates served as reference data for model development and test.

Data analysis {#Sec10}
-------------

Spectra and reference data were imported to Matlab 9.1 (The MathWorks, Inc., Natick, MA, USA) but the actual multivariate data analysis was carried out with PLS_Toolbox 8.2.1 (Eigenvector Research, Inc., Manson, WA, USA).

First, Principal Component Analysis (PCA) was used to reduce the dimensions of the data to facilitate the discovery of hidden variabilities and uncover similarities and dissimilarities between spectra sets of experiments. Second, Partial Least Squares (PLS) regression models were developed to predict the glucose concentration based on NIR spectra. Prior to calibration, the spectra were aligned with reference data. Groups of three spectra (covering a 15 min range) nearest in time to the time of each sampling for reference were selected from the spectra of the whole bioreactor culture. According to calculations of our group, glucose consumption during those 15 min is negligible due to the slow metabolism of CHO cells. Therefore, the three spectra were assigned to the same reference data and they were used as parallel measurements. The first PLS model was created with the spectra of shake flask cultivations then spectra of four 20 L, three 100 L and seven 1000 L scale cultures were used for calibration that resulted four (single scale) PLS models. (Table [1](#Tab1){ref-type="table"}) Afterwards, data from each run at the different scales were merged and two additional calibration models (combined scale) were developed as well. All PLS models were tested by predicting the glucose concentration of five, 5000 L scale runs. Model evaluation were based on the determination coefficient (*R*^2^) and Root-Mean Square Error of Prediction (RMSEP). Data were pre-processed with Savitzky--Golay derivative algorithm, Standard Normal Variate (SNV) or Multiplicative Scatter Correction (MSC) filters and mean centering (MC) scaling method and their combinations prior to calibration. Mean centering was always applied as last pre-processing step. Furthermore, variable selection was carried out using interval Partial Least Squares (iPLS) \[[@CR28]\]. iPLS was used in forward mode, the step size was automatically selected, the number of latent variables were maximized in 15 and the two varied parameters were the number of intervals and the interval size between 1 and 25. The optimization goal of the pre-processing and variable selection was to achieve the highest *R*^2^ and lowest RMSEP of the PLS model based on the pre-treated spectra. The optimal number of latent variables, which were later used for the model, were selected in the range of 2--12 to obtain the lowest error of prediction. The option of cross-validation as a calibration evaluation tool was also examined but cross-validation was not representative to the test set, which is typical with bioprocess-related spectral data \[[@CR29]\]. Therefore, instead of optimizing the cross-validation method, the test set of spectra was immediately used to evaluate the calibration model. The variable and pre-processing were adjusted if the results were not satisfactory but the test was maintained independent because the actual prediction affected the pre-treatments indirectly, after a prediction was run.

Table 1Summary of the details of the PLS modelsCultivation scaleNo. of spectraNo. of variablesUsed spectral rangePre-process^b^No. of latent variablesR^2^C^c^R^2^P^d^RMSEC^e^ \[mM\]RMSEP^f^ \[mM\]RER^g^ \[mM\]Shake flask781498169.2--7937.8; 7930.0--7837.5; 6433.5--6209.8; 6086.4--5399.8MSC + mean center70.9750.5121.4114.951.9120 L217400^a^11987.6--11841.1; 11062.0--10761.1; 10599.1--10452.5; 9982.0--9681.1; 9056.3--8446.9; 8130.6--7984.0; 7667.8--7212.6; 6587.8--5669.8MSC + mean center40.7420.6683.805.315.27100 L2061498169.2--7937.8; 7930.0--7837.5; 6433.5--6209.8; 6086.4--5399.8MSC + mean center60.8570.5862.637.743.491000 L297149MSC + mean center90.9200.6762.585.795.0020 L + 100 L423149MSC + mean center80.8650.7722.714.186.9420 L + 100 L + 1000 L720149MSC + mean center110.8950.8032.644.326.94^a^The 149 variables were also tested but 400 variables resulted in a more suitable model^b^MSC is the abbreviation of the Multiplicative Scatter Correction pre-processing method^c^*R*^2^ value of the calibration model^d^*R*^2^ value of the prediction model^e^Root-mean square error of calibration^f^Root-mean square error of prediction^g^Range error ratio

Results and discussion {#Sec11}
======================

PCA {#Sec12}
---

First step of data analysis was qualitative analysis using PCA as a pattern recognition tool. The first two PCA models were developed on the full spectra after mean-center and MSC followed by mean-center pre-processing. The first PC, irrespective of the pre-processing method, described the majority of the total variance in the data while the second PC described only a minor part (Fig. [1](#Fig1){ref-type="fig"}).

Fig. 1Score plots of the PCA models based on the full spectra after mean-center (**a**) or multiplicative scatter correction followed by mean-center (**b**) pre-processing

For mean-center pre-processing, the first PC corresponded to the variability between the shake flask and bioreactor cultivations (Fig. [1](#Fig1){ref-type="fig"}a). The scores of the shake flasks were gathered in one group with significant distance from the scores of bioreactor experiments in respect of PC1 and PC2 as well. Furthermore, shake flasks were in a compact group but bioreactor cultivations were more widely spread. Despite, that the elements of the cultivation technology (i.e. same media, fed-batch mode) and NIR instrument were similar for all experiments, the shake flask spectra were significantly different from bioreactor cultivations, according to the PCA model. Although the shake flask model system incorporates the light scattering effects of the cells, other perturbations were not modelled. These could be caused by, for example, the aeration (air bubbles) and the disintegration of cells (that cause more cell debris in the media) during the long cultivation process, while the whole cultivation is although gently but continuously agitated. The summarized effects of all non-modelled differences lead to the distance between shake flasks and bioreactors. Moreover, the compactness of the shake flasks group was the indication that shake flask experiments can be considered as snapshots of bioreactor cultivations, in respect of cell density and metabolite concentration. Therefore, spectra from shake flasks do not represent the progress of the cultivation as the spectra from bioreactors because they were acquired after the cultivation was terminated. Consequently, it was expected that the progress of the cultivation would not be represented by the shake flasks on the PCA score plot. The purpose of the shake flask experiments was not to model the cultivation progress but the cultivation environment especially the matrix. In theory, this should not be a problem regarding modelling because glucose concentration and cultivation progress is not coupled in fed-batch CHO cell cultivations.

The second PC described some minor scale-to-scale and run-to-run variability. Major technological differences or deviation from process parameter set points did not indicate the distance between bioreactor runs. Instead, the potential causes were presumable minor variations in the matrix composition and more likely the considerable alterations in the saturated water peak.

After MSC pre-processing was applied, the roles of PCs changed. The first PC still described the majority of variance, but it explained the scale-to-scale and run-to-run variability (Fig. [1](#Fig1){ref-type="fig"}b). In this case, the second PC corresponded to the difference between shake flasks and bioreactors. Furthermore, run-to-run variability between runs of the 100 L scale were also described by the second PC. Even the percent of explained variability was half of the percent of explained variability than the second PC of the previous PCA model, which means the outlying shake flasks contributed half as much to the model. This was the indication that MSC pre-processing was effectively decreased the variance between spectra of shake flasks and bioreactor runs. Therefore, there seemed to be a reasonable chance for acceptable quantitative model performance. However, the distance between shake flasks and the group of points of the 5000 L scale suggested that bias might occur in the model.

The second two PCA models were built on the 149 selected variables (Table [1](#Tab1){ref-type="table"}), subsequent to the PCA on the full spectra (Fig. [2](#Fig2){ref-type="fig"}). The 149 variables were selected by the iPLS algorithm in automatic method. For simple mean-center pre-processing, virtually all of the variance corresponded to the first PC again, which occurred between shake flasks and bioreactors. Instead of decreasing, elimination of the noisy variables of the spectra (e.g. water peaks), increased the contribution of the variability between shake flasks and bioreactors to the model. This was expressed by the higher percent of explained variance by the PC 1 compared to the PC 1 of the PCA model on the full spectra (Fig. [2](#Fig2){ref-type="fig"}a). However, variable selection resulted in the significant decrease of run-to-run variability and the contribution of the second PC to the model because the alterations in the saturated water peak (around 5000 cm^−1^) were eliminated. Therefore, acceptable quantitative modelling results were expected with bioreactors. After MSC followed by mean-center pre-processing, the percent of explained variance by the PC 1 were less than the PCA model on the full spectra (Fig. [2](#Fig2){ref-type="fig"}b). The first PC described the variance between shake flasks and bioreactors but also the deviation of a group of the points of the 100 L scale from the rest of the bioreactors. The deviance was also expressed by the second PC but it had neither technological nor significant spectroscopic indications, as mentioned earlier, therefore, it was not excluded from the dataset for further analysis. Nevertheless, the bioreactor runs located more closely together after pre-processing, which meant that the conditions were appropriate for prediction of the 5000 L scale.

Fig. 2Score plots of the PCA models based on the 149 selected variables after mean-center (**a**) or multiplicative scatter correction followed by mean-center (**b**) pre-processing

PLS {#Sec13}
---

### Shake flasks {#Sec14}

The first PLS model was built using the spectra of shake flasks to predict the glucose concentration of the five 5000 L scale runs. Shake flask-based models could determine the glucose concentration, which was indicated by an error of calibration lower than 1.5 mM and *R*^2^ higher than 0.97 (Fig. [3](#Fig3){ref-type="fig"}). However, prediction performance was arguably satisfied the criteria of a good prediction because predicted values scattered inaccurately in the batch and fed-batch phase as well (Fig. [3](#Fig3){ref-type="fig"}). The calibration range covered the glucose concentration range of the bioreactor experiments but the general difference, which was observed with the PCA, between spectra of shake flasks and bioreactors caused that the shake flask based model is non-transferable to larger scales. (Table [1](#Tab1){ref-type="table"}) Therefore, the shake flask model system seemed to be good to test the limits of in-situ, on-line NIR spectroscopy in CHO cultivations but it does not model adequately an actual bioreactor cultivation. The reasons of the model inaccuracy were detailed in our previous study \[[@CR30]\]. However, the model building workflow was different in this study from the workflow of the previous study because the model (i.e. pre-processing, variable selection, latent variable numbers) was optimized to the prediction set. Thus, although the expectations were not high, the results of this model were inserted for comparison purposes.

Fig. 3Measured vs. Predicted plot of the shake flask-based glucose concentration model

### Single scale models {#Sec15}

After the shake flask-based model, the spectra that were acquired in different bioreactor scales were also tested for modelling. Prediction performance (*R*^2^, RMSEP) improved significantly if the model was based on the 20 L scale bioreactor data. (Table [1](#Tab1){ref-type="table"}) However, a dichotomy between the batch and fed-batch phases were displayed. The model was more accurate during the batch phase and predicted points below 20 mM were scattered during the fed-batch phase. To put the 5.3 mM RMSEP into context, the model could not differentiate between 18 and 5 mM, based on the measured vs. predicted plot (Fig. [4](#Fig4){ref-type="fig"}a). This amount of data might have been not sufficient to model the predicted data and the inaccuracy could be explained by the very weak NIR signal of glucose due to the low concentrations below 20 mM.

Fig. 4Measured vs. Predicted plots of the 20 L bioreactor (**a**), 100 L bioreactor (**b**), 1000 L bioreactor (**c**) based glucose concentration models. The ellipses around points are the 95% confidence ellipses of the points in the given class. The ellipses are used to visualize the overlapping of different cultivation phases

The model based on the 100 L scale data exhibited similar characteristics to the model of the 20 L scale in terms of prediction accuracy. However, the slope of the regression line and the test points diverted significantly from the target line (Fig. [4](#Fig4){ref-type="fig"}b). One 100 L scale run was a minor spectroscopic outlier, as could be observed with PCA (Fig. [2](#Fig2){ref-type="fig"}), that could be a possible explanation of the model performance because the outlying run could cause a diversion in the model that emerged in prediction.

The third scale that was used for modelling was the 1000 L scale. The calibration results were similar to the 100 L scale but the prediction results were closer to the more accurate 20 L scale (Fig. [4](#Fig4){ref-type="fig"}C). However, this scale also showed an offset for one of the 5000 L runs that the PCA did not forecast. It is more likely that the model could not explain the variabilities between the 5000 L runs, which was emphasized by the prediction.

### Combined scale models {#Sec16}

To broaden the covered variability of the models, and thus achieve predictions that are more accurate, the data of the single scale models were combined and used for modelling subsequently. It was expected that more data from various scales would result in predictions that are more robust, with lower RMSEP and without offsets. However, the spectra of shake flasks were not incorporated with the bioreactor spectra; because of the poor single results it was not expected that calibrations could be improved. The data of the 20 L, 100 L and 1000 L scale were merged in every combination and a PLS model was fitted subsequently. The combination of the 20 L and 100L scale data resulted the lowest error of prediction amongst other models, supposedly because this dataset covers the variability of the test data most accurately. (Table [1](#Tab1){ref-type="table"}) The 4.18 mM RMSEP indicated an acceptably accurate prediction and the points were scattered along the regression line in a narrow range. However, the model could not differentiate between 10 mM and 20 mM during the fed-batch phase that could be observed on the measured vs. predicted plot (Fig. [5](#Fig5){ref-type="fig"}a). This could be the limit of accuracy for the NIR technique in this environment. The model was also tested without the deviating groups of spectra (Fig. [2](#Fig2){ref-type="fig"}b) of the 100 L scale but the results did not improve (data not shown).The combination of the 20 L and 1000 L and the 100 L and 1000 L scale runs displayed even higher scattering at lower concentrations, therefore, the results are not shown.

Fig. 5Measured vs. Predicted plots of the 20 L and 100 L scale (**a**), the 20 L, 100 L and 1000 L scale (**b**) bioreactors based glucose concentration models. The ellipses around points are the 95% confidence ellipses of the points in the given class. The ellipses are used to visualize the overlapping of different cultivation phases

To try to cover an even wider variability and to achieve a more robust prediction, the data of the 1000 L scale was merged with the data of the 20 L and 100 L scales. The performance of the two models could be considered the same with similar accuracy. (Table [1](#Tab1){ref-type="table"}) No significant offset could be observed either during the batch phase or during the fed-batch phase (Fig. [5](#Fig5){ref-type="fig"}b). However, in contrast to the previously discussed model, now the optimal number of latent variables was eleven instead of eight. This indicated that this PLS model had to describe even more variability than the previous model, and the more data did not produce a more accurate model. Instead, the prediction error was slightly higher and it is advisable to always use a simpler model, if possible.

### Glucose concentration during cultivation {#Sec17}

If the scattering of the predicted points at every calibration model is analysed, it could be observed that the predicted points scattered in a wider range at lower and narrower range at higher concentrations of glucose. This pattern is due to the phase of the cultivation because every fed-batch cultivation can be divided to two phases according to feed additions (Fig. [6](#Fig6){ref-type="fig"}). NIR spectroscopy is challenged differently in each cultivation phase that could be a reasonable explanation for the behaviour of the above-discussed prediction models. A cultivation begins with the batch phase after inoculation when, after a short accommodation period, cells start to grow rapidly while the concentration of the initial high media components decreases. The reduction of the glucose concentration is an indication of the cell proliferation. The batch phase is the chemically most homogenous part of the cultivation process because prior to the first feed addition, only the components of the media are present and the concentration of metabolites and products is low because nutrients are mostly turned into biomass. Moreover, concentration of the media components is the highest during the batch phase resulting in the strongest spectroscopic signals. Conversely, cell density is lower during the batch phase, thus optical density and light scattering effect of the cells is also low. Furthermore, the light scattering effect of cell debris is small because cell viability is high. Therefore, glucose signals are not suppressed by the optical characteristics of the cells. Instead, the increase in optical density caused by the increasing cell density supports the determination of glucose because it cross-correlates with the decrease of glucose concentration

Fig. 6The offline measured glucose concentration (left axis) and atline viable cell density and viability (right axis), relative to the highest viable cell density and viability during one of the 5000 L cultivations. The phase border line indicates the shift between the batch and the fed-batch phase of the cultivation. Only data of one run is plotted as an illustration. Every other runs have the same characteristic

Conclusions {#Sec18}
===========

In this study, results of glucose concentration monitoring by NIR spectroscopy during a complete scale up of a mammalian cell cultivation process were presented and discussed. The PCA score plots revealed that after pre-processing the bioreactor cultivations could be regarded as very similar but shake flask cultivations differ significantly from them based on the NIR spectra. This was also verified with the PLS models, where the shake flask based model predicted the test dataset with a 15 mM error of prediction but error of prediction for bioreactor data based models were less than one-third of the error of prediction for the shake flask based. Different scales were all used for monitoring glucose concentration but the lowest RMSEP (4.18 mM) was achieved when the 20 L and 100 L scale dataset were merged and used together for model building. This dataset incorporated all the necessary variabilities for an accurate model but it did not contained too much noise (subtle changes and natural variability of cell culture) that would make the prediction inaccurate. However, the magnitude of the error of prediction depended on the cultivation phase. NIR based glucose prediction performed more accurately in the batch phase, when the decrease in the glucose concentration is highly correlated with the increase in cell density. In the fed-batch cultivation phase, when glucose concentration is lower and uncorrelated with other factors the models became inaccurate. Therefore, it was concluded that the error of prediction for NIR based models could be the same as reported in previous studies with other techniques. However, the low RMSEP value of the NIR based prediction was an average value for the entire cultivation and the NIR sustained several limitations during different cultivation phases. This is the main drawback of the NIR technique because accuracy of glucose concentration monitoring is more important during the fed batch phase when feeds are added to the culture. Therefore, NIR for glucose monitoring could only be applied with restrictions in contrast to other more suitable monitoring techniques.
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