A well-known heuristic in epidemiology is that non-differential exposure or disease misclassification biases the expected values of an estimator toward the null value. This heuristic works correctly only when additional conditions are met, such as independence of classification errors. We present examples to show that, even when the additional conditions are met, if the misclassification is only approximately non-differential, then bias is not guaranteed to be toward the null. In light of such examples, we advise that evaluation of misclassification should not be based on the assumption of exact non-differentiality unless the latter can be deduced logically from the facts of the situation.
Introduction
A well-known heuristic in epidemiology is that nondifferential exposure or disease misclassification biases the expected values of an estimator toward the null value. [1] [2] [3] [4] [5] [6] A more precise version is that our estimate is probably closer to the null than it would be were there no misclassification. [7] [8] [9] [10] [11] [12] Even with this probabilistic modification, the rule works only when special conditions besides non-differentiality are met, [13] [14] [15] [16] [17] [18] e.g. that the misclassification in question is independent of other errors. 16, 17 Furthermore, many forms of differential error will also produce bias toward the null under the same conditions. 19 Thus, non-differentiality is neither necessary nor sufficient for bias toward the null.
Even allowing some utility for the rule, a careful reading of the epidemiological literature reveals that 'non-differential' is not consistently defined. Some epidemiological textbooks state correctly that it means the error probabilities must be 'the same for both groups compared' 20 (p. 107) or 'identical' 21 (p. 192) in both groups. Following the latter definitions, most books use examples of non-differential misclassification in which the misclassification probabilities are exactly the same. Nonetheless, it is our impression that epidemiologists believe that approximate nondifferentiality is sufficient for the rule to work, as reflected in books that say non-differential misclassification results when the classification errors 'occur in similar proportions' 22 (p. 169). The question is then how close to non-differential must the classification error be to produce bias toward the null, given that the other conditions necessary for the rule are satisfied. 23 We present examples to demonstrate that, even if other conditions for bias toward the null are met, the bias is not guaranteed to be toward the null if the misclassification is only 'approximately' nondifferential by certain ordinary judgments. Our examples will concern misclassification of an uncommon exposure (under 10% prevalence) using the odds ratio as the measure of association. Because of the parallel algebra, the points also apply to misclassification of an uncommon disease in a cohort or prevalence study using the odds ratio, or the ratio of rates or proportions. With the values of sensitivity and specificity reversed, they would also apply to misclassification using the odds ratio when nonexposure was uncommon. Table 1 gives a hypothetical 2 Â 2 table of expected cell counts which we will use for illustration, identical to data from a study of the association of private pesticideapplicator exposure with circulatory and respiratory birth anomalies. 24 Suppose for the moment that the expected counts are correctly classified on outcome status (case, non-case) but to some degree incorrectly classified on exposure status (exposed, unexposed). In this single-stratum set-up, with a binary exposure and no outcome misclassification, the impact of exactly non-differential misclassification is to produce bias toward the null and possibly beyond. [2] [3] [4] [5] Our examples will be limited to less extreme cases in which the error probabilities are always less than the measured exposure prevalences. That is, within both the case and non-case groups, in our examples the false-negative probability (probability of being classified as unexposed if exposed; equal to 1 À sensitivity) is less than the measured non-exposure prevalence, and the false-positive probability (probability of being classified as exposed if unexposed; equal to 1 À specificity) is less than the measured exposure prevalence. These restrictions avoid negative corrections and allow the expected corrected odds ratio to be computed using the simple formula
Methods
where i ¼ 1 for cases, 0 for non-cases, P i is the expected proportion classified as exposed in the cases and the noncases, Fn i is the false-negative probability, and Fp i is the false-positive probability. 25 
Results
As an initial example, suppose that, for both cases and non-cases, the false-negative probability is 0.26 and the false-positive probability is 0. Table 1 (expected counts with exposure misclassification) is 1.62, the expected odds ratio after correction is 1.34. Thus the rather small difference in Fp between the cases and non-cases led to a large correction in the direction opposite that expected from non-differential misclassification. Table 2 shows the expected corrected odds ratio for various combinations of false-negative and falsepositive probabilities. Overall, in accord with the low exposure prevalence, the corrected odds ratios are strongly affected by small changes in the falsepositive probabilities, whereas changes in the falsenegative probabilities have comparatively little impact on the results. In rows 5 and 7 the correction more than quadruples the odds ratio, while in row 6 the correction halves the odds ratio, going beyond the null. In such extreme instances we would not deem the corrected odds ratio reliable, and we would recommend instead approaches to the problem that can easily handle such extremes, such as Bayesian or shrinkage methods.
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Discussion
In our examples, the low prevalence of exposure led to extreme sensitivity of the results to the Fn 1 , False-negative probability in cases; Fn 0 , False-negative probability in non-cases; Fp 1 , False-positive probability in cases; Fp 0 , False-positive probability in non-cases. false-positive probabilities. This sensitivity is a manifestation of the well-known screening problem that low specificity for an uncommon condition can lead to huge errors in estimating prevalence. In our setting the problem translates into extreme sensitivity of misclassification corrections to violations of nondifferentiality. We would take this problem as a good reason to avoid reliance on the non-differentiality assumption in drawing inferences. Even if exact non-differentiality holds, misclassification is guaranteed to produce bias toward the null only under certain conditions, which if sufficiently violated can lead to bias away from the null. [13] [14] [15] [16] [17] Sometimes these conditions may be obviously correct, e.g. when the exposure variable is a binary state such as employment in an industry. Other conditions may not be so obvious, however, especially when the exposure is the result of categorizing a continuous variable. 15 When the status of these conditions is uncertain or the exposure is rare, one should not be too certain that classification errors have produced bias toward the null, even if one is fairly sure that the classification probabilities are very similar in cases and non-cases.
We thus recommend that quantitative evaluation of misclassification such as sensitivity analysis [25] [26] [27] 29, 30 be used in place of qualitative heuristics, especially when decisions based on the magnitude of effects are to be based on the data in question. Even better is to obtain data on replicate or alternative measures of exposure, so that data-based correction methods can be brought to bear on the problem. 26, 28, [31] [32] [33] Regardless of whether such data are available, we advise that evaluation not be based on the assumption of exact non-differentiality unless the latter can be deduced logically from the facts of the situation. 34 
