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STABILITY OF LINE BUNDLE MEAN CURVATURE FLOW
XIAOLI HAN AND XISHEN JIN
Abstract. Let (X, ω) be a compact Ka¨hler manifold of complex dimen-
sion n and (L, h) be a holomorphic line bundle over X. The line bundle
mean curvature flow was introduced by Jacob-Yau in order to find deformed
Hermitian-Yang-Mills metrics on L. In this paper, we consider the stability of
the line bundle mean curvature flow. Suppose there exists a deformed Hermit-
ian Yang-Mills metric hˆ on L. We prove that the line bundle mean curvature
flow converges to hˆ exponentially in C∞ sense as long as the initial metric is
close to hˆ in C2-norm.
1. Introduction
Let (X,ω) be a compact Ka¨hler manifold of complex dimension n and L be a
holomorphic line bundle over X . Given a Hermitian metric h on L, we define a
complex function ζ on X by
ζ :=
(ω − Fh)n
ωn
where Fh = −∂∂¯ log h is the curvature of the Chern connection with respect to
the metric h. It is easy to see that the average of this function is a fixed complex
number
ZL,[ω] :=
∫
X
ζ
ωn
n!
depending only on the cohomology classes c1(L) and [ω] ∈ H1,1(X,R). Let θˆ be
the argument of ZL,[ω].
Definition 1.1. A Hermitian metric h on L is said to be a deformed Hermitian-
Yang-Mills (dHYM) metric if it satisfies
(1.1) Im(ω − F )n = tan(θˆ)Re(ω − F )n.
We define the Lagrangian Phase operator θ : ∧1,1X → R by
θ(F ) =
n∑
j=1
arctanλj
where λj(j = 1, · · · , n) are the eigenvalues of ω−1F ∈ End(T 1,0X). Then according
to arguments in [9], the equation (1.1) is equivalent to
(1.2) θ(F ) = θˆ( mod 2pi).
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As discussed in [4], we also remark that the constant θˆ in (1.2) can be obtained by
considering the “winding angle” of
γ(t) =
∫
X
e−t
√−1ωCh(L)
as t runs from +∞ to 1 if γ(t) does not cross 0 ∈ C.
According to the superstring theory, the spacetime of the universe is constrained
to be the product of a compact Calabi-Yau threefold and a Lorentzian manifold
of four dimension. A ‘duality’ relates the geometry of one Calabi-Yau manifold to
another ‘mirror’ Calabi-Yau manifold. The dHYM equation was first discovered
by Marino et all [13] as the requirement for a D-brane on the B-model of mirror
symmetry to be supersymmetric. This is explained by Leung-Yau-Zaslow[12] in
mathematical language. From a viewpoint of differential geometry, this might be
thought of a relationship between the existence of ‘nice’ metrics on the line bun-
dle over one Calabi-Yau manifold and special Lagrangian submanifolds in another
Calabi-Yau manifold. In [12], Leung-Yau-Zaslow showed that the dHYM equation
on a line bundle corresponds to the special Lagrangian equation in the mirror. Re-
cently, the dHYM metrics have been studied actively(e.g. [2], [4], [5], [7], [8], [9],
[14], [15], [16] etc).
In [9], Jacob-Yau gave a necessary and sufficient condition for the existence of
dHYM metrics on the Ka¨hler surface. More precisely, they proved that:
Theorem 1.1 ([9]). Let L be a holomorphic line bundle on Ka¨hler surface X. Then
there exists one dHYM metric on L if and only if there exists a metric h such that
Ω(h) = cot(θˆ)ω +
√−1F > 0.
In order to study the existence of dHYM metrics on high dimensional Ka¨hler
manifolds, Jacob-Yau [9] introduced a parabolic evolution flow for the metric h on
the line bundle L.
Definition 1.2. (Line bundle MCF) Given one Hermitian metric h0 on L, we
define a flow of metrics ht = e
−uth0 by the following equation:
(1.3)
d
dt
ut = θ(Fht)− θˆ
where Fht = Fh0 + ∂∂¯ut is the Chern curvature of L with respect to ht.
The flow (1.3) can be regarded as the complex version of the mean curvature
flow for the Lagrangian graph. Thus it is also called line bundle mean curvature
flow (line bundle MCF). As shown in [9], this equation is parabolic and exists in
a short time [0, ε). They also proved the following theorem on extension of line
bundle MCF.
Theorem 1.2 ([9]). Let L be a holomorphic line bundle over the compact Ka¨hler
manifold X and ht be a path of metrics on L solving (1.3). Assume that ZL,[ω] 6= 0
and |∇Ft|2g ≤ C uniformly in time [0, T ), then all derivatives |∇kFt|g are bounded
by some constant Ck. Furthermore, if T is finite, then the flow can be extended
to T + ε. If T = ∞, then the flow subsequently converges to a smooth solution of
(1.2).
In [9], Jacob-Yau also studied the long time existence and convergence of the
line bundle MCF under some assumptions.
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Theorem 1.3 ([9], Theorem 1.3). Let (X,ω) be a Ka¨hler manifold with non-
negative orthogonal bisectional curvature and L be an ample line bundle. Then
there exists a natural number k such that L⊗k admits a dHYM metric and it is
constructed via a smoothly converging family of metrics along the line bundle MCF.
Remark 1.1. Indeed, the condition on k in Theorem 1.3 guarantees that the initial
data u0 satisfies the so-called hypercritical condition, i.e. θ(Fu0 ) >
(n−1)pi
2 . As a
consequence of this hypercritical condition, Fut > 0 for all t ≥ 0. Then the operator
θ(Fut) is concave and the Evans-Krylov theory works for higher order estimates.
In [2], Collins-Jacob-Yau considered the existence of dHYM metric under as-
sumption of C-subsolutions. They also get the following result for the line bundle
MCF.
Theorem 1.4 ([2], Remark 7.4). If θˆ > (n−1)pi2 and u0 is a subsolution with
θ(Fu0) >
(n−1)pi
2 , then the line bundle MCF starting from u0 converges smoothly to
a dHYM metric.
In [16], Takahashi proved the collapsing behavior of the line bundle MCF on
Ka¨hler surfaces with boundary conditions on some cohomology class.
Another desirable property of a geometric flow is the stability of stationary
points. That is, if the initial date is sufficiently close to one stationary point, then
the flow exists for long time and converges to the stationary point. The stability
result gives more evidences that the method of flows will work to find the stationary
point. There have been a lot of stability results for other geometric flows. In [3],
Chen and Li gave some stability results of Ka¨hler-Ricci flow with respect to the
deformation of the underlying complex structures under the assumption c1(M) > 0
and no non-zero holomorphic vector fields. In [17], Zhu proved that the Ka¨hler-Ricci
flow converges to a Ka¨hler-Einstein metric in C∞ sense if the initial metric is very
close to a Ka¨hler-Einstein metric on a Fano manifold. In [10], Lotay-Wei proved
that the torsion-free G2 structures are dynamically stable along the Laplacian flow
for closed G2 structures. Guedj-Lu-Zeriahi considered the stability of solutions to
complex Monge-Ampe`re flows in [6].
We consider the stability of the line bundle MCF in this paper. That is, if
we assume that there exists one dHYM metric on holomorphic line bundle over a
compact Ka¨hler manifold and the initial metric is C2 close to this dHYM metric,
then the flow will admit long-time solution and exponentially converge to this given
dHYM metric.
Theorem 1.5. Let (X,ω) be a compact Ka¨hler manifold of complex dimension n
and L be a holomorphic line bundle over X. Assume hˆ is a dHYM metric on L
and h(t) = e−ut hˆ satisfy the line bundle MCF, i.e,
d
dt
ut = θ(Fut)− θˆ.
There exists a constant δ0 > 0 such that if the smooth initial data u0 satisfies
||D2u0||L∞ ≤ δ0, then the line bundle MCF exists for long time and ut converges
to a constant exponentially.
We do not need any assumption on the phase θˆ and the positivity of Fut which
are crucial to guarantee the concavity of the operator θ(F ). The method to prove
Theorem 1.5 is to get uniform estimates of ut. The main step in the proof of this
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theorem is to obtain that the smallness of D2ut is preserved along the line bundle
MCF. As an application of this smallness, we get a uniform estimate for ∇∇¯∇ut by
some parabolic Calabi-type computation. We should mention that we can not apply
the Evans-Krylov theory to get C2,α estimate here as in [9], since we do not have the
concavity condition on the operator θ here. Higher order uniform estimates along
the line bundle MCF are obtained by the standard parabolic Schauder estimate.
We will organize this paper as follows. In Section 2, we review some basics on
the dHYM metrics and give some useful notations and equations. In Section 3, we
compute the evolution equations for u and the derivatives of u up to order 2 along
the line bundle MCF. In Section 4, we obtain the smallness of D2ut along the line
bundle MCF. In Section 5, we prove the first part of Theorem 1.5, i.e. the long-time
existence and convergence of the line bundle MCF subsequently. In Section 6, we
prove the exponential convergence of the line bundle MCF which is the second part
of Theorem 1.5.
2. Preliminaries
Let (X,ω) be a compact Ka¨hler manifold of complex dimension n where ω is a
given Ka¨hler form. We denote (L, h) to be a holomorphic line bundle over X and
F to be the Chern curvature with respect to the Hermitian metric h on L. In local
coordinates, we write
ω =
√−1
2
gij¯dz
i ∧ dz¯j
and
F =
1
2
Fij¯dz
i ∧ dz¯j = −1
2
∂i∂j¯ log(h)dz
i ∧ dz¯j.
Since ω is Ka¨hler, we have the following second Bianchi equality
Fij¯,k = −∂k∂j¯∂i log(h) + ΓsikFsj¯
= −∂i∂j¯∂k log(h) + ΓskiFsj¯ = Fkj¯,i,
i.e. Fij¯,k = Fkj¯,i where “, k” is covariant derivative with respect to ω.
Using notations above, we introduce a Hermitian (usually not Ka¨hler) metric η
on X and an endomorphism K of T 1,0(X) that are defined by
(2.1) η =
√−1
2
ηk¯jdz
j ∧ dz¯k
and
K := ω−1F = gij¯Fkj¯dz
i ⊗ ∂
∂zk
where
ηk¯j = gk¯j + Fk¯lg
lm¯Fm¯j .
Then the complex-valued (n, n)-form (ω − F )n can be locally written as
(ω − F )n = n! det(gk¯j +
√−1Fk¯j)(
√−1
2
)ndz1 ∧ dz¯1 ∧ · · · ∧ dzn ∧ dz¯n
= det(gjk¯) det(gk¯j +
√−1Fk¯j)ωn
= det (I +
√−1K)ωn.
Therefore the complex function ζ can be expressed as
(2.2) ζ = det(I +
√−1K).
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Using this expression, we can get the first variation of θ(F ) (cf. Lemma 3.3 in [9])
δθ(F ) = Tr((I +K2)−1δK)
where the endomorphism I +K2 of T 1,0X can be expressed locally as
I +K2 = gpq¯ηq¯l
∂
∂zp
⊗ dzl.
Thus we obtain the following formula on the derivative of θ(F )
∂iθ = Tr((I +K
2)−1∇iK)
=ηpq¯gq¯l∇i(glm¯Fm¯p)
=ηpq¯∇iFq¯p = ηpq¯Fpq¯,i.
(2.3)
Now suppose hˆ the dHYM metric on L and its Chern curvature is denoted by
Fˆ . Since hˆ satisfies the equation (1.2), θ(Fˆ ) = θˆ is a constant. Taking derivatives
of θ(Fˆ ), we have the following two equalities
0 = Tr((I + Kˆ2)−1∇iKˆ) = ηˆpq¯Fˆpq¯,i,
0 = Tr((I + Kˆ2)−1∇j¯Kˆ) = ηˆpq¯Fˆpq¯,j¯
(2.4)
where {ηˆpq¯} is the inverse matrix of {ηˆpq¯}. Taking derivatives again on the both
sides of (2.4), we obtain the following two equalities for second order derivatives
ηˆpq¯Fˆpq¯,j¯i = −ηˆpq¯,iFˆpq¯,j¯
= ηˆpt¯ηˆsq¯ ηˆst¯,iFˆpq¯,j¯
= ηˆpt¯ηˆsq¯Fˆpq¯,j¯g
ab¯(Fˆsb¯,iFˆat¯ + Fˆsb¯Fˆat¯,i)
(2.5)
and
ηˆpq¯Fˆpq¯,j¯i¯ = −ηˆpq¯,¯iFˆpq¯,j¯
= ηˆpt¯ηˆsq¯ ηˆst¯,¯iFˆpq¯,j¯
= ηˆpt¯ηˆsq¯Fˆpq¯,j¯g
ab¯(Fˆsb¯,¯iFˆat¯ + Fˆsb¯Fˆat¯,¯i).
(2.6)
These equalities will play significant role in our proof of the main theorem.
A very special case is that we take [F ] = c[ω] for some constant c. Then we have
a trivial dHYM metric Fˆ = cω. In this case, we have
Fˆpq¯,i = 0, Fˆpq¯,¯i = 0, Fˆpq¯,ij¯ = 0 and Fˆpq¯,¯ij¯ = 0.
This will make our proof much easier as discussed in Section 3.
3. Evolution inequalities along the line bundle mean curvature flow
In this section, we assume that hˆ is a given dHYM metric and consider the line
bundle MCF (1.3) with the initial metric h0 = e
−u0 hˆ. We will give the evolu-
tion equations of some quantities related to ut(x) along the line bundle MCF. We
also show some inequalities of these quantities. For convenience, we will omit the
subscript t of ut if there is no confusion.
In the following of this paper, we always use the following second order operator
∆η = η
pq¯∂p∂q¯
where η is the Hermitian metric defined in (2.1). We also remark that ∆η is the
linearization operator of Equation (1.2).
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At first, we compute the evolution of u2 along the line bundle MCF.
Lemma 3.1. The evolution equation of u2 along the line bundle MCF is given by
(3.1) (
∂
∂t
−∆η)u2 = 2u(θ(Fu)− θˆ −∆ηu)− 2ηpq¯upuq¯.
Proof. According to the line bundle MCF (1.3), we get that
∂
∂t
u2 = 2u(θ(Fu)− θˆ)
and
∆ηu
2 = 2u∆ηu+ 2η
pq¯upuq¯.
Thus we obtain the following equation
(
∂
∂t
−∆)u2 = 2u(θ(Fu)− θˆ −∆ηu)− 2ηpq¯upuq¯. 
We denote ∇ to be the (1, 0)-part of covariant derivative and | · |ω to be the norm
with respect to ω.
Lemma 3.2. The evolution equation of |∇u|2ω along the line bundle MCF is given
by
(
∂
∂t
−∆η)|∇u|2ω
= −ηpq¯gij¯(uipuj¯q¯ + uiq¯uj¯p)− 2ηpq¯gij¯Rpl¯iq¯uluj¯ + 2Re(ηpq¯gij¯Fˆpq¯,iuj¯).
(3.2)
Proof. Firstly, we deal with the derivative with respect to t,
∂
∂t
|∇u|2ω
=
∂
∂t
(gij¯uiuj¯)
=gij¯(
∂u
∂t
)iuj¯ + g
ij¯ui(
∂u
∂t
)j¯
=gij¯θiuj¯ + g
ij¯θj¯ui
=gij¯ηpq¯Fpq¯,iuj¯ + g
ij¯ηpq¯Fpq¯,j¯ui
where we have used Equation (2.3) in the last “=”. Since Fpq¯ = Fˆpq¯ +upq¯, we have
∂
∂t
|∇u|2ω
=gij¯ηpq¯upq¯iuj¯ + g
ij¯ηpq¯upq¯j¯ui + g
ij¯ηpq¯Fˆpq¯,iuj¯ + g
ij¯ηpq¯Fˆpq¯,j¯ui.
Secondly, we deal with the “∆η”-part,
∆η|∇u|2ω
=ηpq¯(gij¯uiuj¯)pq¯
=ηpq¯gij¯(uipuj¯q¯ + uiq¯upj¯ + uipq¯uj¯ + uiuj¯pq¯).
(3.3)
Applying the Ricci identity, we can change orders of derivatives as follow
uipq¯ =upiq¯ = upq¯i + ulRpl¯iq¯,
ui¯pq¯ =uq¯p¯i = upq¯i¯.
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Inserting these two equalities to Equation (3.3), we obtain
∆η|∇u|2ω
= ηpq¯gij¯(uipuj¯q¯ + uiq¯upj¯)
+ηpq¯gij¯uj¯(upq¯i + ulRpl¯iq¯) + η
pq¯gij¯uiupq¯j¯ .
Therefore, we have the following evolution equation along the line bundle MCF
(
∂
∂t
−∆η)|∇u|2ω
= −ηpq¯gij¯(uipuj¯q¯ + uiq¯uj¯p)− ηpq¯gij¯Rpl¯iq¯uluj¯ + ηpq¯gij¯Fˆpq¯,iuj¯ + ηpq¯gij¯Fˆpq¯,j¯ui.
Then we finish the proof of the lemma. 
Next, let us consider the evolution equations of |∇∇¯u|2ω and |∇∇u|2ω along the
line bundle MCF. For convenience, we first introduce some notations before detailed
computations
Θ = |∇∇¯u|2ω
Θ′ = |∇∇u|2ω
Lemma 3.3. The evolution equation of Θ along the line bundle MCF is
(
∂
∂t
−∆η)Θ
=− ηkl¯gij¯gpq¯(uil¯pukj¯q¯ + uil¯q¯ukj¯p)− 2Re
(
gij¯gkl¯ηpb¯ηaq¯ηab¯,l¯Fpq¯,iukj¯
)
+ 2Re
(
gij¯gkl¯ηpq¯ukj¯(uaq¯Ria¯pl¯ − ual¯Ria¯pq¯)
)
+ 2Re
(
gij¯gkl¯ηpq¯ukj¯ Fˆpq¯,il¯
)
.
(3.4)
Proof. Firstly, we compute the “ ∂
∂t
”-part,
∂
∂t
Θ = gij¯gkl¯(
∂u
∂t
)il¯ukj¯ + g
ij¯gkl¯(
∂u
∂t
)kj¯uil¯
= gij¯gkl¯θil¯ukj¯ + g
ij¯gkl¯θj¯kuil¯
= gij¯gkl¯(ηpq¯Fpq¯,i)l¯ukj¯ + g
ij¯gkl¯(ηpq¯Fpq¯,j¯)kuil¯
=− 2Re
(
gij¯gkl¯ηpb¯ηaq¯ηab¯,l¯Fpq¯,iukj¯
)
+ 2Re
(
gij¯gkl¯ηpq¯Fpq¯,il¯ukj¯
)
.
Secondly, we compute the “∆η”-part,
∆ηΘ = η
pq¯(gij¯gkl¯uil¯ukj¯)pq¯
= gij¯gkl¯ηpq¯
(
uil¯pukj¯q¯ + uil¯q¯ukj¯p
)
+ 2Re
(
gij¯gkl¯ηpq¯ukj¯uil¯pq¯
)
.
Adding these equations together, we get the following evolution equation for Θ,
(
∂
∂t
−∆η)Θ
=− 2Re
(
gij¯gkl¯ηpb¯ηaq¯ηab¯,l¯Fpq¯,iukj¯
)
+ 2Re
(
gij¯gkl¯ηpq¯ukj¯(Fpq¯,il¯ − uil¯pq¯)
)
− ηkl¯gij¯gpq¯(uil¯pukj¯q¯ + uil¯q¯ukj¯p)
=− 2Re
(
gij¯gkl¯ηpb¯ηaq¯ηab¯,l¯Fpq¯,iukj¯
)
+ 2Re
(
gij¯gkl¯ηpq¯ukj¯(upq¯il¯ − uil¯pq¯)
)
+ 2Re
(
gij¯gkl¯ηpq¯ukj¯ Fˆpq¯,il¯
)
− ηkl¯gij¯gpq¯(uil¯pukj¯q¯ + uil¯q¯ukj¯p).
(3.5)
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At last, we deal with the forth order terms appeared above. Indeed, by the Ricci
identity, we have the following formula
upq¯il¯ − uil¯pq¯ = uaq¯Ria¯pl¯ − ual¯Ria¯pq¯.
Inserting it into Equation (3.5), we get the following equation
(
∂
∂t
−∆η)Θ
=− ηkl¯gij¯gpq¯(uil¯pukj¯q¯ + uil¯q¯ukj¯p)− 2Re(gij¯gkl¯ηpb¯ηaq¯ηab¯,l¯Fpq¯,iukj¯)
+ 2Re
(
gij¯gkl¯ηpq¯ukj¯(uaq¯Ria¯pl¯ − ual¯Ria¯pq¯)
)
+ 2Re
(
gij¯gkl¯ηpq¯ukj¯ Fˆpq¯,il¯
)
which is the result desired. 
By the same argument, we can get the evolution equations of Θ′ = |∇∇u|2ω. For
the completeness, we also list the detail here.
Lemma 3.4. The evolution equation of Θ′ along the line bundle MCF is given by
(
∂
∂t
−∆η)Θ′
=− 2Re(gij¯gpq¯ηkb¯ηal¯ηab¯,pFkl¯,iuj¯q¯) + 2Re(gij¯gpq¯ηkl¯Fˆkl¯,ipuj¯q¯)
− 2Re
(
gij¯gpq¯ηkl¯uj¯q¯(uakRia¯pl¯ + uiaRka¯pl¯ + uapRia¯kl¯ + uaRia¯kl¯,p)
)
− ηkl¯gij¯gpq¯(uipkuj¯q¯l¯ + uipl¯uj¯q¯k).
(3.6)
Proof. Taking the derivatives of Θ′ about t, we obtain
∂
∂t
Θ′ = gij¯gpq¯(u˙ipuj¯q¯ + uipu˙j¯q¯)
= gij¯gpq¯(θipuj¯q¯ + uipθj¯q¯)
= gij¯gpq¯(ηkl¯
,p
Fkl¯,i + η
kl¯Fkl¯,ip)uj¯q¯ + g
ij¯gpq¯(ηkl¯
,q¯
Fkl¯,j¯ + η
kl¯Fkl¯,j¯q¯)uip
= 2Re
(
gij¯gpq¯(−ηkb¯ηal¯ηab¯,pFkl¯,i + ηkl¯Fkl¯,ip)uj¯q¯
)
.
We also have the following equation for the “∆η”-part,
∆ηΘ
′ = ηkl¯(gij¯gpq¯uipuj¯q¯)l¯k
= ηkl¯gij¯gpq¯(uipkuj¯q¯l¯ + uipl¯uj¯q¯k) + 2Re
(
ηkl¯gij¯gpq¯uj¯q¯uipl¯k
)
.
Adding them together, we have the following equation
(
∂
∂t
−∆η)Θ′
=− ηkl¯gij¯gpq¯(uipkuj¯q¯l¯ + uipl¯uj¯q¯k)− 2Re
(
ηkl¯gij¯gpq¯uj¯q¯uipl¯k
)
− 2Re
(
gij¯gpq¯ηkb¯ηal¯ηab¯,pFkl¯,i
)
+ 2Re
(
gij¯gpq¯ηkl¯Fkl¯,ipuj¯q¯
)
=− ηkl¯gij¯gpq¯(uipkuj¯q¯l¯ + uipl¯uj¯q¯k) + 2Re
(
ηkl¯gij¯gpq¯uj¯q¯(ukl¯ip − uipl¯k)
)
− 2Re
(
gij¯gpq¯ηkb¯ηal¯ηab¯,pFkl¯,i
)
+ 2Re
(
gij¯gpq¯ηkl¯Fˆkl¯,ipuj¯q¯
)
.
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Also by Ricci identity,
ukl¯ip − uipl¯k = uakRia¯l¯p + uiaRka¯l¯p + uapRia¯l¯k + uaRia¯l¯k,p.
Therefore, we have the following evolution equation
(
∂
∂t
−∆η)Θ′
=− 2Re(gij¯gpq¯ηkb¯ηal¯ηab¯,pFkl¯,iuj¯q¯) + 2Re(gij¯gpq¯ηkl¯Fˆkl¯,ipuj¯q¯)
− 2Re
(
gij¯gpq¯ηkl¯uj¯q¯(uakRia¯pl¯ + uiaRka¯pl¯ + uapRia¯kl¯ + uaRia¯kl¯,p)
)
− ηkl¯gij¯gpq¯(uipkuj¯q¯l¯ + uipl¯uj¯q¯k). 
As an application of the evolution equations above, we can get the following
evolution inequalities (Lemma 3.6 and 3.7) for Θ = |∇∇¯u|2ω and Θ′ = |∇∇u|2ω
along the line bundle MCF. Before presenting these two lemmas, we recall the
following arithmetic-geometric mean inequality for the trace of the positive definite
Hermitian matrices Tr((A−B)(A−B)T ).
Lemma 3.5. If A and B are two Hermitian matrixes, then there holds the following
inequality
Tr(AB¯T +BA¯T ) ≤ Tr(AA¯T +BB¯T ).
Lemma 3.6. There exist two positive constants C1, C2 depending only on the ge-
ometry of (X,ω) and Fˆ such that
(
∂
∂t
−∆η)Θ ≤ ηaq¯uas¯iusq¯i¯(−
1
2
+ C1Θ) + C2Θ(1 + Θ).
Remark 3.1. The key of the proof of this lemma and Theorem 4.2 is that Fˆ is a
solution to dHYM and we can apply Equation (2.4) and (2.5).
Proof. For convenience, we will simplify these quantities in the normal coordinates
system. In fact, we choose normal coordinates near p ∈ X such that
gij¯(p) = δij¯ , uij¯(p) = σiδij¯ and
∂gij¯
∂zk
(p) = 0.
We should pay attention that we can diagonalize the Hermitian matrix {uij¯}
only, but not the Hermitian matrix η and F . However, in the case [F ] = c[ω], the
unique dHYM metric is
Fˆ = cω.
In this very special case, F is diagonal automatically and we can simplify the
computation. We leave this very special case to the reader. We deal with the
general case in this lemma.
Using the notation that Fij¯ = Fˆij¯ + uij¯ , we first rewrite the evolution equation
of Θ = |∇∇¯u|2 at p ∈ X as follow,
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(
∂
∂t
−∆η)Θ
=− ηkl¯(uil¯puki¯p¯ + uil¯p¯uki¯p)− 2Re
(
ηpb¯ηaq¯ηab¯,¯iFpq¯,iσi
)
+ 2Re
(
σi(σq − σi)Ri¯ipq¯ηpq¯ + σiηpq¯Fˆpq¯,i¯i
)
=− ηkl¯(uil¯puki¯p¯ + uil¯p¯uki¯p)− 2Re
(
ηpb¯ηaq¯ηab¯,¯i(Fˆpq¯,i + upq¯i)σi
)
+ 2Re
(
σi(σq − σi)Ri¯ipq¯ηpq¯ + σiηpq¯Fˆpq¯,i¯i
)
=− ηkl¯(uil¯puki¯p¯ + uil¯p¯uki¯p)− 2Re
(
ηpb¯ηaq¯ηab¯,¯iupq¯iσi
)
+ 2Re
(
σiη
pq¯Fˆpq¯,i¯i − ηpb¯ηaq¯ηab¯,¯iFˆpq¯,iσi
)
+ 2Re
(
σi(σq − σi)Ri¯ipq¯ηpq¯
)
=− ηkl¯gij¯gpq¯(uil¯pukj¯q¯ + uil¯q¯ukj¯p) +A1 +A2 +A3
(3.7)
where we set
A1 =− 2Re
(
ηpb¯ηaq¯ηab¯,¯iupq¯iσi
)
,
A2 = 2Re
(
σiη
pq¯Fˆpq¯,i¯i − ηpb¯ηaq¯ηab¯,¯iFˆpq¯,iσi
)
,
A3 = 2Re
(
σi(σq − σi)Ri¯ipq¯ηpq¯
)
.
Then we will estimate A1, A2 and A3 respectively.
Estimate of A1:
Since ηk¯j = gk¯j + Fk¯lg
lm¯Fm¯j , we have
A1 =− 2Re(ηpb¯ηaq¯(Fat¯,¯iFtb¯ + Fat¯Ftb¯,¯i)upq¯iσi)
=− 2Re(ηpb¯ηaq¯(Fˆat¯,¯iFtb¯ + Fat¯Fˆtb¯,¯i)upq¯iσi)
− 2Re(ηpb¯ηaq¯(uat¯,¯iFtb¯ + Fat¯utb¯,¯i)upq¯iσi)
=B1 +B2
where
B1 = −2Re(ηpb¯ηaq¯(Fˆat¯,¯iFtb¯ + Fat¯Fˆtb¯,¯i)upq¯iσi)
and
B2 = −2Re(ηpb¯ηaq¯(uat¯,¯iFtb¯ + Fat¯utb¯,¯i)upq¯iσi).
Since η is a positive definite Hermitian matrix, we can write η as square of a positive
definite Hermitian matrix, i.e. there exists a positive definite Hermitian matrix η1
such that η = η1 · η1. And hence, in local coordinates
ηpq¯ = ηpm¯1 η
mq¯
1 .
Estimate of B1:
With notations above, we can rewrite B1 such that
B1 =− 2Re(ηpm¯1 ηmb¯1 ηan¯1 ηnq¯1 (Fˆat¯,¯iFtb¯ + Fat¯Fˆtb¯,¯i)upq¯iσi).
For convenience, we sperate B1 into two real parts B1,1 and B1,2 where
B1,1 = −2Re(ηpm¯1 ηmb¯1 ηan¯1 ηnq¯1 Fˆat¯,¯iFtb¯upq¯iσi)
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and
B1,2 = −2Re(ηpm¯1 ηmb¯1 ηan¯1 ηnq¯1 Fat¯Fˆtb¯,¯iupq¯iσi).
According to Lemma 3.5, we obtain that
B1,1 =− 2Re(σiηpm¯1 upq¯iηnq¯1 · ηan¯1 Fˆat¯,¯iFtb¯ηmb¯1 )
≤ 1
400
ηpb¯ηaq¯upq¯iub¯p¯i + Cσ
2
i η
pb¯ηaq¯Fpt¯Fˆtq¯,iFˆas¯,¯iFsb¯
≤ 1
400
ηpb¯ηaq¯upq¯iub¯p¯i + CΘFsb¯η
pb¯Fpt¯Fˆtq¯,iη
aq¯Fˆas¯,¯i
=
1
400
ηpb¯ηaq¯upq¯iub¯p¯i + CΘXst¯Yts¯
where Xst¯ = Fsb¯η
pb¯Fpt¯ and Yts¯ = Fˆtq¯,iη
aq¯Fˆas¯,¯i. It is easy to see that X and Y are
all semi-positive definite Hermitian matrix. Since Fij¯ = Fˆij¯ + uij¯ , we have
(3.8) − C(1 +
√
Θ)I ≤ F ≤ C(1 +
√
Θ)I.
By the definition of η and the choice of normal coordinates system, we know
η = I + F 2.
Thus F and η−1 communicate in the sense of matrixes multiplication, i.e.
η−1F = Fη−1.
In this sense, we can rewrite X = η−1F 2 and
0 ≤ X ≤ C(1 +
√
Θ)2η−1 ≤ C(1 + Θ)η−1 ≤ C(1 + Θ)I.
Since Y is also semi-positive definite and η > I, we have
ΘXst¯Yts¯ ≤ C(Θ + Θ2)Fˆsq¯,iηaq¯Fˆas¯,¯i ≤ C(Θ + Θ2).
Thus we have the following inequality for B1,1
(3.9) B1,1 ≤ 1
400
ηpb¯ηaq¯upq¯iub¯p¯i + C(Θ + Θ
2).
The similar inequality also holds for B1,2, i.e.
(3.10) B1,2 ≤ 1
400
ηpb¯ηaq¯upq¯iub¯p¯i + C(Θ + Θ
2).
Adding inequalities (3.9) and (3.10) together, we get that
(3.11) B1 ≤ 1
200
ηpb¯ηaq¯upq¯iub¯p¯i + C(Θ + Θ
2).
Estimate of B2:
The estimate of B2 is similar to that of B1. We also sperate B2 into two real
parts B2,1 and B2,2 where
B2,1 = −2Re(σiηpb¯ηaq¯uat¯,¯iFtb¯upq¯i)
and
B2,2 = −2Re(σiηpb¯ηaq¯Fat¯utb¯,¯iupq¯i).
According to Lemma 3.5, we have
B2,1 ≤ C(ε)σ2i ηpb¯ηaq¯upq¯iuab¯¯i + εηpb¯ηaq¯uas¯¯iFsb¯utq¯iFpt¯
≤ C(ε)Θηpb¯ηaq¯upq¯iuab¯¯i + εFpt¯ηpb¯Fsb¯uas¯¯iηaq¯utq¯i.
(3.12)
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We also denote two semi-positive definite Hermitian matrices X and Y as follow
Xst¯ = Fpt¯η
pb¯Fsb¯
and
Yts¯ = uas¯¯iη
aq¯utq¯i.
Then the inequality (3.12) can be written as
(3.13) B2,1 ≤ C(ε)Θηpb¯ηaq¯upq¯iuab¯¯i + εTr(XY ).
As discussed in the estimate of B1,1, the Hermitian matrix X satisfies the following
inequality
0 ≤ X ≤ C(1 + Θ)η−1.
Combining this inequality with (3.13) and choosing suitable ε, we obtain
B2,1 ≤ C(ε)Θηpb¯ηaq¯upq¯iuab¯¯i + Cε(1 + Θ)ηpb¯uab¯¯iηaq¯upq¯i
≤ ( 1
400
+ CΘ)ηpb¯ηaq¯upq¯iuab¯¯i.
(3.14)
Similarly, we also have the following inequality for B2,2,
B2,2 ≤ ( 1
400
+ CΘ)ηpb¯ηaq¯upq¯iuab¯¯i.(3.15)
Adding (3.14) and (3.15) together, we can get the following inequality for B2,
B2 ≤ ( 1
200
+ CΘ)ηpb¯ηaq¯upq¯iuab¯¯i.(3.16)
Therefore, we have the following estimate for A1 by adding (3.11) and (3.16),
A1 ≤ ( 1
100
+ CΘ)ηaq¯uat¯k¯uq¯tk + C1Θ(1 + Θ).(3.17)
Estimate of A2:
We rewrite A2 as follow
A2 = 2Re(σiη
pq¯Fˆpq¯,i¯i − σiηpb¯ηaq¯ηab¯,¯iFˆpq¯,i)
= 2Re(σi(η
pq¯ − ηˆpq¯)Fˆpq¯,i¯i − σiηpb¯ηaq¯(ηab¯,¯i − ηˆab¯,¯i)Fˆpq¯,i
− σiηpb¯(ηaq¯ − ηˆaq¯)ηˆab¯,¯iFˆpq¯,i − σi(ηpb¯ − ηˆpb¯)ηˆaq¯ ηˆab¯,¯iFˆpq¯,i
− σi(ηˆpb¯ηˆaq¯ ηˆab¯,¯iFˆpq¯,i − ηˆpq¯Fˆpq¯,i¯i))
= 2Re(σi(η
pq¯ − ηˆpq¯)Fˆpq¯,i¯i − σiηpb¯ηaq¯(ηab¯,¯i − ηˆab¯,¯i)Fˆpq¯,i
− σiηpb¯(ηaq¯ − ηˆaq¯)ηˆab¯,¯iFˆpq¯,i − σi(ηpb¯ − ηˆpb¯)ηˆaq¯ ηˆab¯,¯iFˆpq¯,i)
where we have used Equation (2.5) in the last equality. For convenience, we sperate
A2 into four parts and set
D1 = 2Re(σiη
pt¯(ηˆst¯ − ηst¯)ηˆsq¯Fˆpq¯,i¯i),
D2 =− 2Re(σiηpb¯ηat¯(ηˆst¯ − ηst¯)ηˆsq¯ ηˆab¯,¯iFˆpq¯,i),
D3 =− 2Re(σiηpt¯(ηˆst¯ − ηst¯)ηˆsb¯ηˆaq¯ ηˆab¯,¯iFˆpq¯,i),
D4 =− 2Re(σiηpb¯ηaq¯(ηab¯,¯i − ηˆab¯,¯i)Fˆpq¯,i).
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Due to the expression of η and ηˆ, we get that
ηˆst¯ − ηst¯ =Fˆsb¯Fˆbt¯ − (Fˆsb¯ + usb¯)(Fˆbt¯ + ubt¯)
=usb¯ubt¯ − Fˆsb¯ubt¯ − usb¯Fˆbt¯
=δstσsσt − Fˆst¯(σt + σs).
Hence, ηˆ − η satisfies the following inequality
(3.18) − C(Θ +
√
Θ)I ≤ ηˆ − η ≤ C(Θ +
√
Θ)I
for some constant C depending only on Fˆ and ω. With this inequality, we can
estimate D1, D2, D3 and D4 respectively.
Estimate of D1:
According to Lemma 3.5, we can estimate D1 as follow,
D1 =2Re(σiη
pt¯(ηˆst¯ − ηst¯)ηˆsq¯Fˆpq¯,i¯i)
=2Re(σiη
pα¯
1 Fˆpq¯,i¯iηˆ
βq¯
1 · ηαt¯1 (ηˆst¯ − ηst¯)ηˆsβ¯1 )
≤Cσ2i Fˆpq¯,i¯iηpt¯Fˆat¯,i¯iηˆaq¯ + Cηpt¯(ηˆst¯ − ηst¯)ηˆsq¯(ηˆpq¯ − ηpq¯)
≤CΘ+ C(Θ +
√
Θ)2
≤CΘ+ CΘ2
(3.19)
where we have used the inequality (3.18) in the second ‘≤’.
Estimate of D2:
Similar to the estimate of D1, we have the follow estimate for D2,
D2 =− 2Re(σiηpb¯ηat¯(ηˆst¯ − ηst¯)ηˆsq¯ ηˆab¯,¯iFˆpq¯,i)
≤ Cηat¯(ηˆst¯ − ηst¯)(ηˆas¯ − ηas¯)
+ Cσ2i η
at¯ηˆab¯,iη
pb¯Fˆpq¯,iηˆ
sq¯ ηˆct¯,¯iη
cd¯Fˆed¯,¯iηˆ
es¯
≤C(Θ + Θ2)
(3.20)
where we have used the inequality (3.18) and the fact 0 < η−1, ηˆ−1 < I in the
second “≤”.
Estimate of D3
Similar to the estimate of D1 and D2, we can estimate D3 as follow
D3 =− 2Re(σiηpt¯(ηˆst¯ − ηst¯)ηˆsb¯ηˆaq¯ ηˆab¯,¯iFˆpq¯,i)
≤ Cηpt¯(ηˆst¯ − ηst¯)(ηˆps¯ − ηps¯)
+ Cσ2i η
pt¯Fˆpq¯,iηˆ
aq¯ ηˆab¯,¯iηˆ
sb¯Fˆct¯,¯iηˆ
cd¯ηˆed¯,iηˆ
es¯
≤ C(Θ + Θ2)
(3.21)
where we have used the inequality (3.18) and the fact 0 ≤ η−1, ηˆ−1 ≤ I in the
second “≤”.
Estimate of D4:
By the definition of η, we know that
ηab¯,¯i − ηˆab¯,¯i = uas¯¯iFˆsb¯ + uab¯¯iσb + Fˆab¯i¯σb + σaFˆab¯,¯i + Fˆas¯usb¯,¯i + σauab¯,¯i.
As an application of Lemma 3.5, we have
2Re
(
σiη
pb¯ηaq¯Fˆpq¯,i(uas¯,¯iFˆsb¯ + Fˆas¯usb¯,¯i)
)
≤ 1
200
ηaq¯uas¯,¯iusq¯,i + CΘ,
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2Re
(
σi(σa + σb)η
pb¯ηaq¯Fˆpq¯,iuab¯,¯i
)
≤ 1
200
ηpb¯ηaq¯uab¯,¯iupq¯,i + CΘ
2,
2Re
(
σi(σa + σb)η
pb¯ηaq¯Fˆpq¯,iFˆab¯,¯i
)
≤ CΘ.
Adding these inequalities together, we obtain that
D4 ≤ 1
200
ηaq¯uas¯,¯iusq¯,i +
1
200
ηpb¯ηaq¯uab¯,¯iupq¯,i + C(Θ + Θ
2)
≤ 1
100
ηaq¯uas¯,¯iusq¯,i + C(Θ + Θ
2)
(3.22)
where we have used the fact that η−1 < I in the last ‘≤’.
Adding the inequalities (3.19), (3.20), (3.21) and (3.22) together, we get the
following estimate for A2,
(3.23) A2 ≤ 1
100
ηaq¯uas¯iusq¯i¯ + C(Θ + Θ
2).
Estimate of A3:
At last, we estimate A3. Since η
−1 ≤ I and
−C0 ≤ Rij¯kl¯ ≤ C0
for some positive constant C0, we get the following inequality
(3.24) A3 = 2Re
(
σi(σq − σi)Ri¯ipq¯ηpq¯
) ≤ CΘ.
Adding the inequalities (3.17), (3.23) and (3.24) together and inserting into (3.7),
we obtain the inequality desired. 
We also have the following estimate for Θ′ = |∇∇u|2ω:
Lemma 3.7. There exists constants C1, C2, C3 depending only on (X,ω) and Fˆ
such that
(
∂
∂t
−∆η)Θ′ ≤ (−1
2
+ C1Θ+ C2Θ
′)ηal¯uas¯p¯usl¯p + C3(Θ + Θ
2 +Θ′ +Θ′2 + |∇u|2ω).
Proof. The proof is similar to the proof of Lemma 3.6. We just give the key estimate
and omit the detail here.
We choose the same normal coordinate systems near p ∈ X as in Lemma 3.6.
We should pay attention that we can not diagonalize uij at the same time. We can
rewrite the evolution equation of Θ′ = |∇∇u|2ω as follow
(
∂
∂t
−∆η)Θ′
=− ηkl¯(uipkui¯p¯l¯ + uipl¯ui¯p¯k)− 2Re(ηkb¯ηal¯ηab¯,pFkl¯,iui¯p¯) + 2Re(ηkl¯Fˆkl¯,ipui¯p¯)
− 2Re
(
ηkl¯ui¯p¯(uakRia¯pl¯ + uiaRka¯pl¯ + uapRia¯kl¯ + uaRia¯kl¯,p)
)
=− ηkl¯(uipkui¯p¯l¯ + uipl¯ui¯p¯k)− 2Re(ηkb¯ηal¯ηab¯,pukl¯iui¯p¯)
− 2Re(ηkl¯ui¯p¯(uakRia¯pl¯ + uiaRka¯pl¯ + uapRia¯kl¯ + uaRia¯kl¯,p))
+ 2Re(ηkl¯Fˆkl¯,ipui¯p¯ − ηkb¯ηal¯ηab¯,pFˆkl¯,iui¯p¯)
=− ηkl¯(uipkui¯p¯l¯ + uipl¯ui¯p¯k) +A′1 +A′2 +A′3
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where we set
A′1 =− 2Re(ηkb¯ηal¯ηab¯,pukl¯iui¯p¯),
A′2 =− 2Re(ηkl¯ui¯p¯(uakRia¯pl¯ + uiaRka¯pl¯ + uapRia¯kl¯ + uaRia¯kl¯,p)),
A′3 = 2Re(η
kl¯Fˆkl¯,ipui¯p¯ − ηkb¯ηal¯ηab¯,pFˆkl¯,iui¯p¯).
By similar arguments1 of estimating A1, A2 and A3 in Lemma 3.3, we get the
following estimates for A′1, A
′
2 and A
′
3
A′1 ≤(
1
100
+ CΘ+ CΘ′)ηkb¯ulb¯pukl¯p¯ + C(Θ + Θ
2 +Θ′2)
A′2 ≤
1
100
ηal¯uas¯p¯usl¯p + C(Θ + Θ
2 +Θ′2)
A′3 ≤C(Θ′ + |∇u|2ω).
Adding them together, we finish the proof of the lemma. 
4. Stability of the line bundle MCF
In this section, we will prove that the C2-norm of u(, t) keeps small along the
line bundle MCF as long as C2-norm of u0 is small enough. For convenience, we
set
Θ˜ = |∇∇¯u|2ω + |∇∇u|2ω = Θ+Θ′.
And we consider the following auxiliary function
Q = |∇∇¯u|2ω + |∇∇u|2ω +K1|∇u|2ω +
K2
2
(u− u(p, 0))2
= Θ+Θ′ +K1|∇u|2ω +
K2
2
(u − u(p, 0))2
where K1 and K2 are constant to be determined, p is a fixed point on X . Since
X is compact, we have the following lemma according to differential mean value
formula.
Lemma 4.1. There exists a positive constant C depending only on the bounded
geometry (X,ω) such that{
Q(·, 0) ≤ C|D2u0|2L∞ , at t = 0
Q(·, t) ≥ |D2ut(·)|2 , at any t ≥ 0.
Remark 4.1. We know that D2u can be controlled by Q at all time and Q can be
controlled by D2u at time t = 0. So in the proof of the following theorem, we will
consider the smallness of Q along the line bundle MCF instead of D2u.
Theorem 4.2. There exists a constant δ0 > 0 such that if ||D2u0||L∞ ≤ δ0, then
||D2ut||L∞ ≤ Cωδ0 along the line bundle MCF for all t ≥ 0 and Cω is a uniform
constant depending only on the bounded geometry of (X,ω).
1The difference here is that we can not diagonalize the holomorphic Hessian {uij} and complex
{uij¯} at the same time. But this does not cause trouble in our application of Lemma 3.5.
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Proof. According to the arguments above, we have the following evolution inequal-
ity for Q,
(
∂
∂t
−∆η)Q
≤ ηpq¯(ups¯iusq¯i¯ + ups¯i¯uq¯si)(−
1
2
+ CΘ + CΘ′)
+ C(Θ + Θ′ +Θ2 +Θ′2 + |∇u|2ω) +K2(u− u(p, 0))(θ(Fu)− θˆ −∆ηu)
−K2ηpq¯upuq¯ −K1ηpq¯Rpq¯ji¯uiuj¯ −K1ηpq¯(uipui¯q¯ + uiq¯ui¯p)
+ 2K1Re(η
pq¯Fˆpq¯,iui¯).
(4.1)
For convenience, we set
I1 = 2K1Re(η
pq¯Fˆpq¯,iui¯).
We can estimate I1 in the following way
I1 =2K1Re((η
pq¯ − ηˆpq¯)Fˆpq¯,iui¯)
=2K1Re(η
pt¯(ηˆst¯ − ηst¯)ηˆsq¯Fˆpq¯,iui¯)
=2K1Re(η
pt¯(Fˆsa¯Fˆat¯ − Fsa¯Fat¯)ηˆsq¯Fˆpq¯,iui¯)
=2K1Re(η
pt¯(Fˆst¯σt + Fˆst¯σs − δstσsσt)ηˆsq¯Fˆpq¯,iui¯)
≤K1ρ0(Θ + Θ2) + C(ρ0)K1|∇u|2ω,
where we have used Equation (2.4) in the first “=” and ρ0 is a constant to be
decided later.
To estimate the third term in (4.1), we denote the following endomorphism Ku
of T 1,0X for every function u
Ku = g
ij¯(Fˆkj¯ + ukj¯)
∂
∂zi
⊗ dzk.
Indeed, we can view Ku as a matrix-valued function on X . The function θ(Fsu)
can be regarded as a function on s ∈ R where
Fsu = Fˆ + s∂∂¯u.
Applying differential mean value theorem to θ(Fsu), we have
θ(Fu)− θˆ −∆ηu
=θ(Fu)− θ(Fˆ )−∆ηu
=
dθ(Fsu)
ds
∣∣∣∣
s=ξ∈(0,1)
− (I +K2u)pq¯upq¯
=(I +K2ξu)
pq¯upq¯ − (I +K2u)pq¯upq¯
=((I + Kˆ2)−1(Kˆ2 −K2ξu)(I +K2ξu)−1)pq¯upq¯
=− Tr((I + Kˆ2)−1(ξKˆU + ξUKˆ + ξ2U2)(I +K2ξu)−1U)
≤C(1 + Θ)Θ
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where U = {uij¯} is the complex hessian of u and C is a constant depending only
on Fˆ . Thus, the evolution inequality of Q can be rewritten as follow
(
∂
∂t
−∆η)Q ≤ ηpq¯(ups¯iusq¯i¯ + ups¯i¯uq¯si)(−
1
2
+ CΘ+ CΘ′)
−K1ηpq¯uipuq¯i¯ + C(Θ′ +Θ′2)−K1ηpq¯uiq¯up¯i
+ (C +K1ρ0)(Θ + Θ
2) + CK2(u− u(p, 0))(Θ + Θ2)
+ (C + C(ρ0)K1)|∇u|2ω −K2ηpq¯upuq¯ −K1ηpq¯Rpq¯ji¯uiuj¯
= ηpq¯(ups¯iusq¯i¯ + ups¯i¯uq¯si)(−
1
2
+ CΘ+ CΘ′)
+Q1 +Q2 +Q3 +Q4
(4.2)
where we denote
Q1 =−K1ηpq¯uipuq¯i¯ + C(Θ′ +Θ′2),
Q2 =−K1ηpq¯uiq¯up¯i + (C +K1ρ0)(Θ + Θ2),
Q3 = CK2(u − u(p, 0))(Θ + Θ2),
Q4 =−K2ηpq¯upuq¯ + (C + C(ρ0)K1)|∇u|2ω −K1ηpq¯Rpq¯ji¯uiuj¯ .
Estimate of Q1:
We first deal with Q1. Indeed, we can estimate Q1 as follow
Q1 =−K1ηˆpq¯uipuq¯i¯ −K1(ηpq¯ − ηˆpq¯)uipuq¯i¯ + C(Θ′ +Θ′2)
≤− CˆK1uipup¯¯i −K1ηpt¯(ηˆst¯ − ηst¯)ηˆsq¯uipuq¯i¯ + C(Θ′ +Θ′2)
≤(−CˆK1 + C)Θ′ + CΘ′2 + CK1(Θ +
√
Θ)ηps¯ηˆsq¯uipuq¯i¯
≤(−CˆK1 + C1)Θ′ + CΘ′2 + CK1(Θ +
√
Θ)Θ′
where we apply (3.18) in the second “≤”. We defineK1,1 to be the positive constant
satisfying
−CˆK1,1 + C1 = −2.
Hence, if we take K1 ≥ K1,1, then there holds
Q1 ≤ −Θ′ + CΘ′2 + CK1(Θ +
√
Θ)Θ′
= Θ′(−2 + CK1(Θ +
√
Θ) + CΘ′).
Estimate of Q2:
We estimate it as follow
−K1ηpq¯uiq¯ui¯p + (C +K1ρ0)(Θ + Θ2)
=−K1ηpq¯ulq¯upl¯ + (C +K1ρ0)(1 + Θ)upl¯ulq¯δpq
=ulq¯upl¯η
pm¯((C +K1ρ0)(1 + Θ)ηqm¯ −K1δqm)
=ulq¯upl¯η
pm¯{((C +K1ρ0)(1 + Θ)−K1)δqm
+(C +K1ρ0)(1 + Θ)(Fˆqn¯ + uqn¯)(Fˆnm¯ + unm¯)}
=ulq¯upl¯η
pm¯{((C + ρ0K1 −K1 + (C + ρ0K1)Θ))δqm + (C + ρ0K1)(1 + Θ)Fˆqn¯Fˆnm¯
+ (C + ρ0K1)(1 + Θ)(Fˆqn¯unm¯ + Fˆnm¯uqn¯ + uqn¯unm¯)}
≤ulq¯upl¯ηpm¯{C(1 + Θ)δqm + (ρ0K1 −K1 + CK1ρ0Θ)δqm +K1ρ0Fˆqn¯Fˆnm¯
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+ (C + ρ0K1)(1 + Θ)(Fˆqn¯unm¯ + Fˆnm¯uqn¯ + uqn¯unm¯)}.
Since Fˆ is a bounded (1, 1)-form, we can choose ρ0 ∈ (0, 14 ) small enough such
that the positive definite Hermitian matrix Fˆ
¯ˆ
FT satisfies that
ρ0Fˆ
¯ˆ
FT ≤ 1
4
I.
Then we get the following inequality
−K1ηpq¯uipui¯q¯ + (C +K1ρ0)(Θ + Θ2)
≤ulq¯upl¯ηpm¯{C(1 + Θ)δqm + (−
1
2
K1 + CK1ρ0Θ)δqm
+ (C + ρ0K1)(1 + Θ)(Fˆqn¯unm¯ + Fˆnm¯uqn¯ + uqn¯unm¯)}
≤ulq¯upl¯ηpq¯{(C2 −
1
2
K1) + C(1 +K1)(1 + Θ)(
√
Θ +Θ)}
where we apply the following inequality for the complex Hessian of u
−C
√
ΘI ≤ {uij¯} ≤ C
√
ΘI
in the second “≤”. Similar to the estimate of Q1, we choose a positive constant
K1,2 such that
C2 − 1
2
K1,2 = −4.
So if K1 ≥ K1,2, then there holds
−K1ηpq¯uipui¯q¯ + (C +K1ρ0)(Θ + Θ2)
≤ulq¯upl¯ηpq¯{−4 + C(1 +K1)(1 + Θ)(
√
Θ+Θ)}.
Now we take K1 = max{K1,1,K1,2}. Therefore, we obtain that
(4.3) Q1 ≤ Θ′(−2 + C(Θ +
√
Θ) + CΘ′) ≤ Θ′(−1 + CQ)
and
Q2 ≤ ulq¯upl¯ηpq¯{−4 + C(1 + Θ)(
√
Θ+ Θ)}
≤ ulq¯upl¯ηpq¯(−3 + CQ2).
(4.4)
Estimate of Q4:
Before estimate Q3, we first deal with Q4 and choose a certain constant K2.
Since we have chosen K1, we can treat it as a constant. We can rewrite Q4 as
follow
Q4 =−K2ηpq¯upuq¯ + C|∇u|2ω − Cηpq¯Rpq¯ji¯uiuj¯
≤−K2ηpq¯upuq¯ + C|∇u|2ω,
since the curvature R is bounded and 0 < η−1 < I. Furthermore, we also rewrite
|∇u|2ω as follow in the normal coordinates
|∇u|2ω = uiui¯ = ηpm¯ηqm¯upuq¯.
Combining with the inequality 0 ≤ η ≤ C(1 + Θ)I and choosing K2 large enough,
we obtain the following inequality for Q4,
Q4 ≤ ηpm¯upuq¯(−K2δqm + Cηqm¯)
≤ ηpq¯upuq¯(−K2 + C + CΘ)
≤ ηpq¯upuq¯(−1 + CQ).
(4.5)
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Estimate of Q3:
At last, we estimate Q3. SinceK2 is also a given constant and I ≤ η ≤ C(1+Θ)I,
we obtain the following inequality
Q3 = CK2(u− u(p, 0))(Θ + Θ2)
≤ CQ 12 (1 + Θ)uiq¯up¯iδpq = CQ
1
2 (1 + Θ)uiq¯up¯iη
pm¯ηqm¯
≤ Cηpq¯uiq¯up¯iQ
1
2 (1 + Θ2)
≤ ηpq¯uiq¯up¯i(1 + CQ3).
(4.6)
Inserting (4.3), (4.4), (4.6) and (4.5) into (4.2), we get that
(
∂
∂t
−∆η)Q
≤ ηpq¯(ups¯iusq¯i¯ + ups¯i¯uq¯si)(−
1
2
+ CΘ+ CΘ′)
+ ηpq¯ulq¯upl¯(−2 + CQ2 + CQ3) + Θ′(−1 + CQ) + ηpq¯upuq¯(−1 + CQ)
≤ ηpq¯(ups¯iusq¯i¯ + ups¯i¯uq¯si)(−
1
2
+ C1Q)
+ ηpq¯ulq¯upl¯(−1 + C2Q3) + (Θ′ + ηpq¯upuq¯)(−1 + C3Q)
(4.7)
where C1, C2, C3 is constant independent of u. We choose δ
′
0 > 0 a small positive
constant such that if 0 ≤ Q ≤ δ′0, there holds
−1
2
+ C1Q < 0;
−1 + C2Q3 < 0;
−1 + C3Q < 0.
Then we know that Q ≤ δ′0 is preserved along the line bundle MCF by the max-
imal principle. And hence, there exists a positive constant δ0 =
δ′
0
Cω
such that if
|D2u0|L∞ ≤ δ0, then ||D2u||L∞ ≤ Cωδ0 along the line bundle MCF according to
Lemma 4.1. 
5. Long time existence of the line bundle MCF
In this section we will prove the first part of Theorem 1.5, i.e. long-time existence
of the line bundle MCF. In order to prove this, we need to get uniform estimates
for higher order derivatives of u. According to standard Schauder method, it is
enough to obtain the uniform bound of |∇∇∇¯u(, t)|2.
Remark 5.1. Unlike [9], our assumptions can not guarantee the positivity of Fut
along the line bundle MCF. So the operator
θ(Fu) =
∑
arctanλi(Fu)
under our consideration need not be concave and we can not apply Evans-Krylov
theory to get C2,α estimate for u directly. To overcome this difficulty, we will use
the parabolic Calabi type estimate for the line bundle MCF which is new to our
best knowledge. However, our estimate rely on the smallness of D2u along the line
bundle MCF. The usual (parabolic)Calabi type estimate under assumption on the
bound of ||u||C2 is still an open problem in general case.
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For convenience, we denote two notations of the third and forth order derivativs
Γ = |∇∇∇¯u(, t)|2ω
and
Ξ = |∇∇∇¯∇u|2ω + |∇∇¯∇¯∇u|2ω.
Before proving Theorem 1.5, we first prove the following lemma.
Lemma 5.1. If ||u||C2 is uniformly bounded along the line bundle MCF, then
Γ = |∇∇¯∇u|2ω satisfies the following inequality
(
∂
∂t
−∆η)Γ ≤ C + CΓ2 − CΞ
where C is a constant dependent only on ||u||C2 , Fˆ , ω and n.
Proof. We first compute the evolution equation of Γ along the line bundle MCF.
The ∂
∂t
-part of Γ is given by
∂
∂t
Γ
=gia¯gbj¯gkc¯(
∂u
∂t
)ij¯kua¯bc¯ + g
ia¯gbj¯gkc¯(
∂u
∂t
)a¯bc¯uij¯k
=gia¯gbj¯gkc¯θij¯kua¯bc¯ + g
ia¯gbj¯gkc¯θa¯bc¯uij¯k
=gia¯gbj¯gkc¯(ηpq¯Fpq¯,i)j¯kua¯bc¯ + g
ia¯gbj¯gkc¯(ηpq¯Fpq¯,a¯)bc¯uij¯k
=2Re{(ηpq¯
,j¯k
Fpq¯,i + η
pq¯
,j¯
Fpq¯,ik + η
pq¯
,kFpq¯,ij¯ + η
pq¯Fpq¯,ij¯k)ui¯jk¯}
=2Re(ηpq¯(Fˆpq¯,ij¯k + upq¯,ij¯k)ui¯jk¯)
−2Re(ηpn¯ηmq¯(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,ikui¯jk¯)
−2Re(ηpn¯ηmq¯(Fml¯,kFln¯ + Fml¯Fln¯,k)Fpq¯,ij¯ui¯jk¯)
+2Re(ηpb¯ηan¯ηmq¯(Fac¯,kFcb¯ + Fac¯Fcb¯,k)(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,iui¯jk¯)
+2Re(ηpn¯ηmb¯ηaq¯(Fac¯,kFcb¯ + Fac¯Fcb¯,k)(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,iui¯jk¯)
−2Re(ηpn¯ηmq¯(Fml¯,j¯kFln¯ + Fml¯,j¯Fln¯,k + Fml¯,kFln¯,j¯ + Fml¯Fln¯,j¯k)Fpq¯,iui¯jk¯).
The ∆η-part of Γ is given by
∆ηΓ
=ηpq¯(uij¯kui¯jk¯)pq¯
=ηpq¯(uij¯kpui¯jk¯q¯ + uij¯kpq¯ui¯jk¯ + uij¯kq¯ui¯jk¯p + uij¯kui¯jk¯pq¯)
=2Re(ηpq¯uij¯kpq¯ui¯jk¯) + η
pq¯(uij¯kpui¯jk¯q¯ + uij¯kq¯ui¯jk¯p).
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Thus, the evolution formula of Γ is
(
∂
∂t
−∆η)Γ
=2Re(ηpq¯Fˆpq¯,ij¯kui¯jk¯) + 2Re((upq¯,ij¯k − uij¯kpq¯)ηpq¯ui¯jk¯)
−2Re(ηpn¯ηmq¯(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,ikui¯jk¯)
−2Re(ηpn¯ηmq¯(Fml¯,kFln¯ + Fml¯Fln¯,k)Fpq¯,ij¯ui¯jk¯)
+2Re(ηpb¯ηan¯ηmq¯(Fac¯,kFcb¯ + Fac¯Fcb¯,k)(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,iui¯jk¯)
+2Re(ηpn¯ηmb¯ηaq¯(Fac¯,kFcb¯ + Fac¯Fcb¯,k)(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,iui¯jk¯)
−2Re(ηpn¯ηmq¯(Fml¯,j¯kFln¯ + Fml¯,j¯Fln¯,k + Fml¯,kFln¯,j¯ + Fml¯Fln¯,j¯k)Fpq¯,iui¯jk¯)
−ηpq¯(uij¯kpui¯jk¯q¯ + uij¯kq¯ui¯jk¯p)
By Ricci identity, we have the following formula while changing order of derivatives
upq¯ij¯k − uij¯kpq¯
=uaj¯kRia¯q¯p + uia¯kRaj¯q¯p + uij¯aRka¯q¯p + uaj¯pRia¯q¯k + uaj¯Ria¯q¯k,p
+uaq¯kRia¯pj¯ ++uaq¯Ria¯pj¯,k − uia¯pRaj¯q¯k − uia¯kRaq¯pj¯ .
Therefore, we obtain that
(
∂
∂t
−∆η)Γ
=2Re(ηpq¯Fˆpq¯,ij¯kui¯jk¯) + 2Re(η
pq¯ui¯jk¯(uaj¯kRia¯q¯p + uia¯kRaj¯q¯p + uij¯aRka¯q¯p
+uaj¯pRia¯q¯k + uaj¯Ria¯q¯k,p + uaq¯kRia¯pj¯ ++uaq¯Ria¯pj¯,k − uia¯pRaj¯q¯k − uia¯kRaq¯pj¯))
−2Re(ηpn¯ηmq¯(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,ikui¯jk¯)
−2Re(ηpn¯ηmq¯(Fml¯,kFln¯ + Fml¯Fln¯,k)Fpq¯,ij¯ui¯jk¯)
+2Re(ηpb¯ηan¯ηmq¯(Fac¯,kFcb¯ + Fac¯Fcb¯,k)(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,iui¯jk¯)
+2Re(ηpn¯ηmb¯ηaq¯(Fac¯,kFcb¯ + Fac¯Fcb¯,k)(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,iui¯jk¯)
−2Re(ηpn¯ηmq¯(Fml¯,j¯kFln¯ + Fml¯,j¯Fln¯,k + Fml¯,kFln¯,j¯ + Fml¯Fln¯,j¯k)Fpq¯,iui¯jk¯)
−ηpq¯(uij¯kpui¯jk¯q¯ + uij¯kq¯ui¯jk¯p)
=T1 + T2 + T3 + T4 + T5 + T6 + T7 − ηpq¯(uij¯kpui¯jk¯q¯ + uij¯kq¯ui¯jk¯p)
where we set
T1 = 2Re(η
pq¯Fˆpq¯,ij¯kui¯jk¯)
T2 = 2Re(η
pq¯ui¯jk¯(uaj¯kRia¯q¯p + uia¯kRaj¯q¯p + uij¯aRka¯q¯p + uaj¯pRia¯q¯k
+ uaj¯Ria¯q¯k,p + uaq¯kRia¯pj¯ ++uaq¯Ria¯pj¯,k − uia¯pRaj¯q¯k − uia¯kRaq¯pj¯))
T3 =− 2Re(ηpn¯ηmq¯(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,ikui¯jk¯)
T4 =− 2Re(ηpn¯ηmq¯(Fml¯,kFln¯ + Fml¯Fln¯,k)Fpq¯,ij¯ui¯jk¯)
T5 = 2Re(η
pb¯ηan¯ηmq¯(Fac¯,kFcb¯ + Fac¯Fcb¯,k)(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,iui¯jk¯)
T6 = 2Re(η
pn¯ηmb¯ηaq¯(Fac¯,kFcb¯ + Fac¯Fcb¯,k)(Fml¯,j¯Fln¯ + Fml¯Fln¯,j¯)Fpq¯,iui¯jk¯)
T7 =− 2Re(ηpn¯ηmq¯(Fml¯,j¯kFln¯ + Fml¯,j¯Fln¯,k + Fml¯,kFln¯,j¯ + Fml¯Fln¯,j¯k)Fpq¯,iui¯jk¯).
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Since ||u||C2 is bounded and Fij¯ = Fˆij¯ + uij¯ , we can get the following inequalities
for Ti(i = 1, · · · , 7) according to Cauchy inequality
T1 + T2 ≤ C + CΓ2,
T3 + T4 + T7 ≤ C + CΓ2 + 1
100
Ξ,
T5 + T6 ≤ C + CΓ2,
Hence, we get that
(
∂
∂t
−∆η)Γ ≤ C + CΓ2 − CΞ. 
Now we begin to prove the first part of Theorem 1.5. The exponential conver-
gence of will be presented in Section 6.
Proof. We assume the maximal existence interval of line bundle MCF is [0, T ).
Since Θ = |∇∇¯u|2ω is small along the line bundle MCF, we have the following
estimate for Θ by choosing δ0 small enough
(
∂
∂t
−∆η)Θ ≤ −C1Γ + C,
for some positive constants C1 and C according to Lemma 3.6.
Suppose A is a constant to be determined later. Then we have the following
inequality along the line bundle MCF
(
∂
∂t
−∆η)(eAΘΓ)
=eAΘ(
∂
∂t
−∆η)Γ +AeAΘΓ( ∂
∂t
−∆η)Θ
− 2Re(AeAΘΘpΓq¯ηpq¯)−A2eAΘηpq¯ΘpΘq¯Γ
≤eAΘ(C + CΓ2 − CΞ) +AeAΘΓ(−C1Γ + C)−A2eAΘΓηpq¯ΘpΘq¯
− 2Re(AeAΘΘpΓq¯ηpq¯).
According to the equation
∇(eAΘΓ) = AeAΘ∇ΘΓ+ eAΘ∇Γ,
we obtain that
−2Re(AeAΘΘpΓq¯ηpq¯) = −2Re(Aηpq¯Θp(eAΘΓ)q¯) + 2Re(A2eAΘΘpΘq¯ηpq¯Γ).
Inserting it into the evolution inequality above,
(
∂
∂t
−∆η)(eAΘΓ)
≤eAΘ(C + CΓ2 − CΞ) +AeAΘΓ(−C1Γ + C)−A2eAΘΓηpq¯ΘpΘq¯
− 2Re(Aηpq¯Θp(eAΘΓ)q¯) + 2A2eAΘΘpΘq¯ηpq¯Γ
=eAΘ(C + CΓ2 − CΞ) +AeAΘΓ(−C1Γ + C) +A2eAΘΓηpq¯ΘpΘq¯
− 2Re(Aηpq¯Θp(eAΘΓ)q¯).
Since |∇∇¯u|2ω ≤ δ0 and η−1 ≤ I, we get that
ΘpΘq¯η
pq¯ = (uij¯puji¯ + uij¯uji¯p)(ukl¯q¯ulk¯ + ukl¯ulk¯q¯)η
pq¯ ≤ δ0Γ,
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and
2Re(A2eAΘΘpΘq¯η
pq¯Γ) ≤ 2δ0A2Γ2eAΘ
According to the inequalities above, we get that
(
∂
∂t
−∆η)(eAΘΓ) ≤− 2Re(Aηpq¯Θp(eAΘΓ)q¯)
+ eAΘ{(C2 −AC1 +A2δ0)Γ2 +AC × Γ + C}.
We choose δ0 small enough
2 such that
C21 − 4C2δ0 > 0.
Then we can choose A such that
−C3 = C2 −AC1 +A2δ0 < 0.
Hence eAΘΓ is bounded along the line bundle MCF by maximal principle. As a
consequence, Γ is bounded since Θ is bounded, i.e. ∇∇¯∇u(, t) is uniformly bounded
for all t ∈ [0, T ).
Then we get the uniform estimate of higher order derivatives as follow. The
uniform bound of ∇∇¯∇u(, t) implies that the Cα-norm of ∇∇¯u(, t) is uniformly
bounded for any α ∈ (0, 1) and t ∈ [0, T ). Hence the Cα-norm of η is uniformly
bounded. The standard parabolic Schauder estimate gives us the uniform higher
order estimate. Then we can extend the line bundle MCF across time T . As a
consequence, we get the long-time existence and convergence of the line bundle
MCF in the sense of subsequence. 
6. Exponential Convergence
In this section, we prove the exponential convergence as stated in Theorem 1.5.
By the line bundle MCF and (2.3), we get that the following equation for function
θ,
∂
∂t
θ = Tr((I +K2)−1
∂
∂t
K) = ηij¯gj¯l
∂
∂t
(glm¯Fm¯i) = η
ij¯(u˙)ij¯ = η
ij¯θij¯ .
Hence according the maximal principle, we know that the maximum and minimum
of θ(·, t) attains at t = 0, i.e. θ is bounded.
6.1. Harnack-type Inequality. Before considering the exponential convergence
of u(·, t), we will first prove a Harnack-type inequality for positive solutions ϕ of
the following parabolic equation
(6.1)
∂v
∂t
= ηij¯vij¯ ,
where ηij¯ is the Hermitian matrix appeared above dependent on u(x, t). This
Harnack type inequality has been proved by Li-Yau for heat equation in [11]. And
Cao proved it for Ka¨hler-Ricci flow in [1]. The argument is standard and we give
the details for completeness of this paper.
For convenience, we set f = log v and
f˜ = t(ηij¯fifj¯ − αf˙)
2The constant δ0 chosen here may be smaller than that in Lemma 4.2, so the smallness of
Hessian is still preserved along line bundle MCF.
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where α is a constant in (1, 2). By Equation (6.1), we get that
(6.2) f˙ − ηij¯fij¯ = ηij¯fifj¯
and
(6.3) f˜ = −tηij¯fij¯ − t(α− 1)f˙ .
Lemma 6.1. There exist constants C1 and C2 which depend on the bound of F
and the derivatives of F such that the function f˜ satisfies the following inequality
ηkl¯f˜kl¯ − ˙˜f ≥
t
2n
(ηij¯fifj¯ − f˙)2 − 2Re(ηij¯fif˜j¯)− (ηij¯fifj¯ − αf˙)− C1tηij¯fifj¯ − C2t.
Proof. By direct computation, we have
˙˜
f = ηij¯fifj¯ − αf˙ + 2tRe(ηij¯fj¯ f˙i) + t
∂ηij¯
∂t
fifj¯ − αtf¨(6.4)
and
ηkl¯f˜kl¯ = tη
kl¯(ηij¯fikfj¯l¯
F1
+ ηij¯fil¯fj¯k
F2
+ ηij¯
,k
fil¯fj¯
F3
+ ηij¯
,k
fifj¯l¯
F4
+ηij¯fikl¯fj¯
F5
+ ηij¯fifj¯kl¯
F6
+ ηij¯
,l¯
fikfj¯
F7
+ ηij¯
,l¯
fifj¯k
F8
+ ηij¯
,kl¯
fifj¯
F9
−αf˙kl¯F10)
=
10∑
i=1
Fi.
(6.5)
For any ε > 0, we have the following inequality
|F3 + F8| ≤ 2t
ε
ηij¯fifj¯ + 2εF2,
|F4 + F7| ≤ 2t
ε
ηij¯fifj¯ + 2εF1
according to Cauchy inequality. Since ηij¯
,kl¯
is bounded along the line bundle MCF,
we know that F9 satisfies
|F9| ≤ Ctηij¯fifj¯ .
Furthermore, we can also estimate F5 + F6 and F10 as follow
F5 + F6 = tη
ij¯ηkl¯(fkl¯ifj¯ + faRka¯il¯fj¯ + fifkl¯j¯)
≥ −Ctηij¯fifj¯ + 2tRe(ηij¯fj¯(ηkl¯fkl¯)i)− tηij¯(ηkl¯,ifkl¯fj¯ + ηkl¯,j¯fkl¯fi)
≥ −Ctηij¯fifj¯ + 2tRe(ηij¯fj¯(ηkl¯fkl¯)i)−
t
ε
ηij¯fifj¯ − εtF2
= −Ctηij¯fifj¯ − 2Re(ηij¯fj¯ f˜i)− 2t(α− 1)Re(ηij¯fj¯ f˙i)−
t
ε
ηij¯fifj¯ − εtF2
= −Ctηij¯fifj¯ − 2Re(ηij¯fj¯ f˜i)− (α− 1) ˙˜f + (α− 1)(ηij¯fifj¯ − αf˙)
+(α− 1)t∂η
ij¯
∂t
fifj¯ − α(α − 1)tf¨ −
t
ε
ηij¯fifj¯ − εtF2
≥ −Ctηij¯fifj¯ − 2Re(ηij¯fj¯ f˜i)− (α− 1) ˙˜f + (α− 1)(ηij¯fifj¯ − αf˙)
−α(α− 1)tf¨ − t
ε
ηij¯fifj¯ − εtF2
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and
F10 = −αt( f˜
t2
−
˙˜
f
t
− (α− 1) ¨˜f) + αtfkl¯
∂ηkl¯
∂t
≥ −Ct
ε
− εF2 − αf˜
t
+ α
˙˜
f + tα(α − 1)f¨ .
Adding all inequalities above, we get that
ηij¯ f˜ij¯ ≥ ˙˜f − 2Re(ηij¯ f˜ifj¯)− (ηij¯fifj¯ − αf˙) + t(1− 4ε)ηij¯ηkl¯fil¯fkj¯
+ t(1− 2ε)ηij¯ηkl¯fikfj¯l¯ − t(C +
5
ε
)ηij¯fifj¯ −
Ct
ε
.
(6.6)
Taking the constant ε small enough and applying the following arithmetic-
geometric mean inequality
ηij¯ηkl¯fil¯fkj¯ ≥
1
n
(
ηij¯fij¯
)2
=
1
n
(ηij¯fifj¯ − f˙)2,
we obtain that
ηij¯ f˜ij¯ − ˙˜f ≥
t
2n
(ηij¯fifj¯ − f˙)2 − 2Re(ηij¯ f˜ifj¯)− (ηij¯fifj¯ − αf˙)
− C1tηij¯fifj¯ − C2t
which is the result desired. 
Lemma 6.2. There exists constants C1 and C2 which depend on F and the deriva-
tives of F such that for all t > 0, the following inequality holds
ηij¯fifj¯ − αf˙ ≤ C1 +
C2
t
.
Proof. For any fixed T0 > 0, we assume that f˜ attained its maximum in X× [0, T0]
at (x0, t0). If t0 = 0, then we get the required inequality. So we can just consider
the case that t0 > 0. Then at (x0, t0), by Lemma 6.1,
(6.7)
t0
2n
(ηij¯fifj¯ − f˙)2 − (ηij¯fifj¯ − αf˙) ≤ C1t0ηij¯fifj¯ + C2t0.
In the case f˙(x0, t0) > 0, we have the following inequality
t0
2n
(ηij¯fifj¯ − f˙)2 − (ηij¯fifj¯ − f˙) ≤ C1t0ηij¯fifj¯ + C2t0
since α ∈ (1, 2). Hence, at (x0, t0),
ηij¯fifj¯ − f˙ ≤ C3
√
ηij¯fifj¯ + C4 +
C5
t0
≤
(
1− 1
α
)
ηij¯fifj¯ + C6 +
C5
t0
.
According to α ∈ (1, 2) and f˙ > 0, there holds
ηij¯fifj¯ − αf˙ ≤ C6 +
C5
t0
.
By the definition of f˜ ,
f˜(x0, t0) = t0(η
ij¯fifj¯ − αf˙) ≤ C6t0 + C5.
Therefore, for all x ∈M ,
f˜(x, T0) ≤ f˜(x0, t0) ≤ C6t0 + C5 ≤ C6T0 + C5
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i.e.
(ηij¯fifj¯ − αf˙)(x, T0) ≤ C +
C
T0
.
So we complete the proof in this case.
Now let us consider the case when f˙(x0, t0) ≤ 0. By the inequality (6.7),
t0
2n
(ηij¯fifj¯)
2 − ηij¯fifj¯ + αf˙ ≤ C1t0ηij¯fifj¯ + C2t0
i.e.
1
2n
(ηij¯fifj¯)
2 − ( 1
t0
+ C1)η
ij¯fifj¯ ≤ C2 −
αf˙
t0
.
Then by Cauchy inequality,
1
2n
(ηij¯fifj¯)
2 − ( 1
t0
+ C1)η
ij¯fifj¯ ≤ C2 +
(
C
t0
)2
+
f˙2
4
Hence, at (x0, t0),
(6.8) ηij¯fifj¯ ≤ C +
C
t0
− f˙
2
.
On the other hand, by inequality (6.7),
t0
n
f˙2 + αf˙ ≤ C1t0ηij¯fifj¯ + C2t0 + ηij¯fifj¯
i.e.
1
n
f˙2 +
αf˙
t0
≤ C1ηij¯fifj¯ + C2 +
ηij¯fifj¯
t0
.
By Cauchy inequality,
1
n
f˙2 +
αf˙
t0
≤ 1
4
(
ηij¯fifj¯
)2
+
(
C
t0
)2
+ C.
Hence, at (x0, t0),
(6.9) − f˙ ≤ C
t0
+
ηij¯fifj¯
2
+ C.
By inequalities (6.8) and (6.9), we obtain that
ηij¯fifj¯ ≤ C +
C
t0
+
ηij¯fifj¯
4
i.e.
ηij¯fifj¯ ≤ C +
C
t0
.
Asserting this inequality to the inequality (6.9),
−f˙ ≤ C + C
t0
.
Therefore, we get that
ηij¯fifj¯ − αf˙ ≤ C +
C
t0
.
Same argument as in the case f˙ > 0 implies the required inequality. 
As an application of the previous lemma, we derive the following Harnack-type
inequality of Li-Yau [11] in the case of the line bundle MCF.
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Theorem 6.3. There exists constants C1, C2 and C3 such that for all 0 < t1 < t2,
we have the following Harnack-type inequality
sup
x∈X
v(x, t1) ≤ inf
x∈X
v(x, t2)
(
t2
t1
)C2
e
C3
t2−t1
+C1(t2−t1).
Proof. Let x, y ∈ X be two arbitrary points and γ be the geodesic with respect to
the background metric ω such that
γ(0) = x and γ(1) = y.
We also define a curve ξ(s) : [0, 1]→ X × [t1, t2] by
ξ(s) = (γ(s), (1 − s)t1 + st2)
i.e. ξ is a curve in X × [t1, t2] connecting (x, t1) and (y, t2). Then by Lemma 6.2,
ln
v(x, t1)
v(y, t2)
=−
∫ 1
0
∂
∂s
f(ξ(s))ds
=
∫ 1
0
(−df(γ˙)− f˙(t2 − t1))ds
≤
∫ 1
0
(
√
ηij¯fifj¯ −
t2 − t1
α
ηij¯fifj¯ − f˙(t2 − t1) +
t2 − t1
α
ηij¯fifj¯)ds
≤
∫ 1
0
(
− α
4(t2 − t1) + C(t2 − t1) +
C(t2 − t1)
(1 − s)t1 + st2
)
ds
=
C3
t2 − t1 + C1(t2 − t1) + C2 ln
t2
t1
i.e.
v(x, t1) ≤ v(y, t2)
(
t2
t1
)C2
e
C3
t2−t1
+C1(t2−t1).
Since x, y are arbitrary two points in X , we obtain the inequality required. 
6.2. Exponential Convergence. As a consequence of the Harnack-type inequal-
ity above, we first prove the following exponential estimate for
u˜ = u−
∫
X
uωn∫
X
ωn
.
Theorem 6.4. There exist two constants C1 and C2 such that∣∣∣∣∂u˜∂t
∣∣∣∣ ≤ C1e−C2t.
Proof. For convenience, we denote ϕ and ϕ˜ to be u˙ and ˙˜u. It is easy to see that ϕ˜
and ϕ satisfies ∫
X
ϕ˜ωn = 0 and
∂ϕ
∂t
= ηij¯ϕij¯ .
Furthermore, for any fixed t ∈ [0,∞) and x, y ∈ X , functions ϕ˜ and ϕ also satisfy
the following relation
(6.10) |ϕ˜(x, t) − ϕ˜(y, t)| = |ϕ(x, t) − ϕ(y, t)|.
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It follows from the maximum principle for the parabolic equation that for any
0 < t1 < t2, there holds
(6.11) sup
y∈X
ϕ(y, t2) ≤ sup
y∈X
ϕ(y, t1) ≤ sup
y∈X
ϕ(y, 0)
and
(6.12) inf
y∈X
ϕ(y, t2) ≥ inf
y∈X
ϕ(y, t1) ≥ inf
y∈X
ϕ(y, 0).
Let m be an arbitrary positive integer. For any (x, t), we define
ξm(x, t) = sup
y∈X
ϕ(y,m− 1)− ϕ(x,m − 1 + t)
and
ψm(x, t) = ϕ(x,m− 1 + t)− inf
y∈X
ϕ(y,m− 1).
Then according to Equations (6.11) and (6.12), ξm and ψm are both non-negative
and satisfy the following parabolic equation
∂ξm
∂t
(x, t) = ηij¯(x,m− 1 + t)(ξm)ij¯(x, t)
and
∂ψm
∂t
(x, t) = ηij¯(x,m− 1 + t)(ψm)ij¯(x, t)
where η depends on the line bundle mean curvature flow u.
In the case that ϕ(x,m−1) is constant, the function ϕ(x, t) must be constant for
all t ≥ m− 1 by maximum principle. Hence ϕ˜ is also a constant for all t ≥ m− 1.
But the average of ϕ˜ vanishes, we obtain that ϕ˜(x, t) = 0 for all t ≥ m−1. Then our
theorem is obvious. Therefore we just need to deal with the case that ϕ(x,m− 1)
is not constant.
In the case that ϕ(x,m − 1) is not constant, ξm must be positive at some point
(x0, 0). By the strong maximum principle, ξm(x, t) must be positive for all x ∈ X
when t > 0. Similarly, we also have ψm(x, t) > 0 for all x ∈ X when t > 0. Hence,
we can apply Theorem 6.3 with t1 =
1
2 and t2 = 1 to obtain
sup
y∈X
ϕ(y,m− 1)− inf
y∈X
ϕ(y,m− 1
2
) ≤ C(sup
y∈X
ϕ(y,m− 1)− sup
y∈X
ϕ(y,m)),
sup
y∈X
ϕ(y,m− 1
2
)− inf
y∈X
ϕ(y,m− 1) ≤ C( inf
y∈X
ϕ(y,m)− inf
y∈X
ϕ(y,m− 1))
(6.13)
where C is a positive constant bigger than 1. We also define χ(t) to be the oscillation
of ϕ(·, t), i.e.
(6.14) χ(t) = sup
y∈X
ϕ(y, t)− inf
y∈X
ϕ(y, t).
Adding the inequalities (6.13) and (6.14) above gives us
χ(m− 1) + χ(m− 1
2
) ≤ C(χ(m− 1)− χ(m)).
Since χ is a non-negative function and C > 1, there holds
χ(m) ≤ C − 1
C
χ(m− 1).
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By induction,
(6.15) χ(m) ≤
(
C − 1
C
)m
χ(0).
According to the inequality (6.11) and (6.12), we also know that χ(t) is decreasing
in t. Therefore, we conclude from (6.15) that
χ(t) ≤ C1e−C2t
where C1 =
Cχ(0)
C−1 and C2 = ln
C
C−1 .
To obtain the result in the theorem, we observe that there must be a point xt ∈ X
such that ϕ˜(xt, t) = 0 for all t > 0 since
∫
X
ϕ˜ωn = 0. According to Equation (6.10),
for all (x, t) ∈ X × [0,∞),
|ϕ˜(x, t)| =|ϕ˜(x, t)− ϕ˜(xt, t)|
=|ϕ(x, t)− ϕ(xt, t)| ≤ χ(t) ≤ C1e−C2t
i.e.
∣∣ ˙˜u∣∣ ≤ C1e−C2t. 
We also have the following exponential convergence result for u in C∞ norm.
Theorem 6.5. The function u˜ converges exponentially to 0 smoothly.
Proof. Integrating from +∞ to t and apply Theorem 6.4, we get that u˜ = u−
∫
X
uωn∫
X
ωn
converges exponentially to 0 in C0.
We denote D to be the gradient with respect to ω. For any k ≥ 1, we consider
the following inequality
∂
∂t
∫
X
|Dku˜|2ωωn
=
∫
X
Dku˜ ∗Dk ˙˜uωn
=
∫
X
D2ku˜ ∗ ˙˜uωn
≤(
∫
X
|D2ku˜|2ωn) 12 (
∫
X
˙˜u2ωn)
1
2
≤C1e−C2t.
Integrating form +∞ to t, we get that
||u˜||Wk,2(ω) ≤ C1e−C2t.
Then by the Sobolev embedding theorem, we obtain that
||u˜||Ck′ ≤ ||u˜||Wk,2(ω) ≤ C1e−C2t. 
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