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MINIMAL SYSTEMS WITH FINITELY MANY ERGODIC MEASURES
WEN HUANG, ZHENGXING LIAN, SONG SHAO, AND XIANGDONG YE
ABSTRACT. In this paper it is proved that if a minimal system has the property that its
sequence entropy is uniformly bounded for all sequences, then it has only finitely many
ergodic measures and is an almost finite to one extension of its maximal equicontinuous
factor. This result is obtained as an application of a general criteria which states that if a
minimal system is an almost finite to one extension of its maximal equicontinuous factor
and has no infinite independent sets of length k for some k ≥ 2, then it has only finitely
many ergodic measures.
1. AN INTRODUCTION AND THE SUMMARY OF THE RESULTS
In this section we first give the background of the study and then state the main results
of the paper.
1.1. The background.
A topological dynamical system is a pair (X ,T), where X is a compact metric space and
T : X → X is a homeomorphism. Denote by M(X) the set of all Borel probability mea-
sures on X . Let MT (X) = {µ ∈M(X) : T∗µ = µ ◦T
−1 = µ} be the set of all T -invariant
Borel measures of X . With the weak∗-topology, MT (X) is a compact convex space. By
Krylov-Bogolioubov theorem MT (X) 6= /0. Denote by M
erg
T (X) the set of ergodic mea-
sures of (X ,T), then M
erg
T (X) is the set of extreme points of MT (X) and one can use the
Choquet representation theorem to express each member ofMT (X) in terms of the ergodic
members ofMT (X). That is, for each µ ∈MT (X) there is a unique measure τ on the Borel
subsets of the compact spaceMT (X) such that τ(M
erg
T (X)) = 1 and µ =
∫
M
erg
T (X)
mdτ(m),
which is called the ergodic decomposition of µ .
Usually, the set M
erg
T (X) may be very big, and thus it is interesting to consider the
case when M
erg
T (X) is small. The extreme case is that M
erg
T (X) consists of only one
member, and in this case (X ,T) is said to be uniquely ergodic. Uniquely ergodic systems
are common, have lots of very nice properties and are very important in the study of
dynamical systems. For example, the well known Jewett-Krieger’s theorem asserts that
every ergodic system is measurably isomorphic to a uniquely ergodic topological system
[24, 27]. The systems with only finitely many ergodic measures are also very common.
For example, if (X ,T) is uniquely ergodic with a unique measure µ , then (X ,T n) (n ∈
Z,n 6= 0) has only finitely many ergodic measures.
While there are lots of criteria for the unique ergodicity of a system, there are very few
conditions under which a system may have only finitely many ergodic measures. We now
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state such a condition in [5] obtained for minimal subshifts by Boshernitzan. Let (Ω,σ)
be a minimal subshift over a finite alphabet. Denote by P(n) be the number of different
n-blocks which appear in any ω ∈ Ω. In [5], it is shown that if there is some r ≥ 2 such
that liminfn→+∞ (P(n)− rn) = −∞, then |M
erg
σ (Ω)| ≤ r− 1; and if liminfn→+∞
P(n)
n
=
α < ∞, then |Mergσ (Ω)| ≤ max{[α],1}, where [α] denotes the integer part of α . Also it
is shown that if limsupn→+∞
P(n)
n
< 3, then the system is uniquely ergodic. We note that
recently, the result was extended to a subshift of linear growth without the assumption of
minimality by Cyr and Kra [7]. It was proved that a subshift of linear growth has finitely
many nonatomic ergodic measures and thus has at most countably many ergodic measures
(with no requirement that the measures are nonatomic).
In this paper we will give some other conditions when a system may have only finitely
many ergodic measures. To look for such conditions it is natural to consider minimal
systems which are close to equicontinuous ones. The class of systems we study in this
paper is the collection of minimal systems having no k infinite independent sets for some
k ≥ 2, or no k tuples with arbitrarily long finite independent sets for some k ≥ 2.
We remark that the case when k= 2, namely the tame or null systems were extensively
studied in the literature. A null topological dynamical system was defined by using the
notion of sequence entropy. Sequence entropy for a measure was introduced as an isomor-
phism invariant by Kushnirenko [30], who used it to distinguish between transformations
with the same entropy and spectral invariant. In the same paper, it was also shown that
an invertible measure preserving transformation has discrete spectrum if and only if it is
null (the sequence entropy of the system is zero for any sequence). Let (X ,X ,µ,T ) be an
ergodic system. Then the supremum of all sequence entropies of T is either logk for some
k ∈ N or infinite [23]. The topological sequence entropy was introduced by Goodman in
[17]. Also, for a topological dynamical system (X ,T), the supremum of all topological
sequence entropies (denoted by h∞(X ,T) or h
∗(T )) is either logk for some k ∈ N or infi-
nite [22]. It was shown [21] that if a minimal topological dynamical system is null (the
topological sequence entropy is zero for any sequence), then it is uniquely ergodic, has
discrete spectrum and is an almost one to one extension of its maximal equicontinuous
factor.
The concept of tameness was introduced by Ko¨hler in [26]. Here we follow the def-
inition of Glasner [13]. A topological dynamical system (X ,T) is said to be tame if its
enveloping semigroup is separable and Fre´chet, and it is said to be non-tame otherwise.
It is known that a minima null system is tame [25]. A structure theorem for minimal
tame systems has been established in [19, 25, 14, 15], i.e., a minimal tame system it
is uniquely ergodic, has discrete spectrum and is an almost one to one extension of its
maximal equicontinuous factor. Recently, a striking result proved by Fuhrmann, Glasner,
Ja¨ger and Oertel solved a long open question, i.e. the authors showed that a minimal tame
system is regular [11].
In the sequel we will state the main results and some open questions. From now on
we will focus on topological dynamical systems under general group actions. We start by
recalling some notions.
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1.2. Topological transformation groups.
A topological dynamical system (t.d.s for short) is a triple X = (X ,T,Π), where X is
a compact Hausdorff space, T is a Hausdorff topological group and Π : T ×X → X is a
continuous map such that Π(e,x) = x and Π(s,Π(t,x)) = Π(st,x), where e is the unit of
T , s, t ∈ T and x ∈ X . We shall fix T and suppress the action symbol. Note that in the
literatures, X is also called a topological transformation group or a flow.
To be simple, we always assume that T is infinite countable and discrete, unless we
state explicitly in some places. Moreover, we always assume that X is a compact metric
space with metric d(·, ·).
Let (X ,T ) be a t.d.s. and x ∈ X , then O(x,T ) = {tx : t ∈ T} denotes the orbit of x,
which is also denoted by Tx. We usually denote the closure of O(x,T ) by O(x,T ), or
Tx. A subset A ⊆ X is called invariant if ta ⊆ A for all a ∈ A and t ∈ T . When Y ⊆ X
is a closed and T -invariant subset of the system (X ,T ) we say that the system (Y,T ) is a
subsystem of (X ,T). If (X ,T ) and (Y,T ) are two t.d.s. their product system is the system
(X×Y,T ), where t(x,y) = (tx, ty) for any t ∈ T and x,y ∈ X .
A t.d.s. (X ,T ) is called minimal if X contains no proper non-empty closed invariant
subsets. It is easy to verify that a t.d.s. is minimal if and only if every orbit is dense.
A factor map pi : X → Y between the t.d.s. (X ,T ) and (Y,T ) is a continuous onto map
which intertwines the actions; we say that (Y,T ) is a factor of (X ,T ) and that (X ,T ) is an
extension of (Y,S). The systems are said to be isomorphic if pi is bijective.
A t.d.s. (X ,T) is equicontinuous if for any ε > 0, there is a δ > 0 such that whenever
x,y ∈ X with d(x,y) < δ , then d(tx, ty)< ε for all t ∈ T . Let (X ,T ) be a t.d.s. There is
a smallest invariant equivalence relation Seq such that the quotient system (X/Seq,T ) is
equicontinuous [9]. The equivalence relation Seq is called the equicontinuous structure
relation and the factor (Xeq = X/Seq,T ) is called the maximal equicontinuous factor of
(X ,T ).
Let pi : (X ,T )→ (Y,T ) be an extension of t.d.s. We call that pi is finite to one if each
fiber is finite, and almost finite to one if there is a residual set Y0 ⊂ Y such that for each
y∈Y0, the fiber of y is finite. We note that if (Y,T ) is minimal this is equivalent to say that
there is a finite fiber. If there is some N ∈N and a dense Gδ set X0 of X such that for each
x ∈ X0, the cardinality of the fiber pi
−1(pi(x)) is N, then we also call pi is almost N to 1. If
a t.d.s. (X ,T) is minimal and is an almost one to one extension of some equicontinuous
system then we call it an almost automorphic system.
1.3. A general criteria.
Let (X ,T) be a t.d.s. and k ∈N. We say that (X ,T ) has no k-IT-tuple if for any tuple of
closed non-empty disjoint subsetsU1,U2, . . .,Uk of X there is no an infinite independence
set for them, i.e. for any infinite set S⊆ T , there is some a ∈ {1,2, . . . ,k}S such that⋂
t∈S
t−1Uat = /0.
The following is one of the main results of the paper.
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Theorem A: Let (X ,T ) be a minimal system and let T be an infinite countable discrete
amenable group. If pi : (X ,T )→ (Xeq,T ) is almost finite to one, and there is some integer
k ≥ 2 such that (X ,T) has no k-IT-tuples, then (X ,T ) has only finitely many ergodic
measures.
Let us give a brief description of the idea of the proof. To prove Theorem A first we
show that there is N ∈ N such that the set {y ∈ Xeq : |pi
−1(y)| = N} is residual in Xeq
(Proposition 2.14). Then using the hyperspace technique, we lift pi to an open N to one
map pi ′ through almost one to one extensions as follows
X
pi

X ′
pi ′

σ
oo
Xeq Y
′τoo
where σ and τ are almost one-to-one extensions. We can show that the length of any IT-
tuple of Y ′ is bounded by (k−1)N . At the same time the number of the ergodic measures
of Y ′ is bounded by the same number (Proposition 3.7). Since pi ′ is N to one, we conclude
that the number of the ergodic measures of X ′ is bounded by N(k−1)N , and so does X ,
ending the proof. We mention that to obtain Proposition 3.7 we need to use some result
(Proposition 3.2) which is a generalization of the previous one obtained by Fuhrmann,
Glasner, Ja¨ger and Oertel [11].
We have the following remarks:
(1) In [11, Subsection 5.3], it was shown that there is a minimal system which is an at
most two-to-one and almost one to one extension of its maximal equicontinuous
factor, but exhibits two distinct ergodic invariant measures. This system has 2-IT-
tuples but no 3-IT-tuples.
(2) In Theorem A we can only prove (X ,T) has only finitely many ergodic measures,
and we are not able to get an upper bound only depending on k. We mention
that if pi is almost one to one, then there are at most k−1 ergodic measures, see
Proposition 3.7.
(3) In fact, if T is abelian, we can show that (X ,T ) is an almost N to one extension
with N ≤ k−1. The same proof of Remark 4.2 can be applied here.
By the proof of Theorem A, we have the following corollary.
Corollary B: Let (X ,T ) be a minimal system and let T be an infinite countable discrete
amenable group. If pi : (X ,T)→ (Xeq,T ) is finite to one, then (X ,T ) has only finitely
many ergodic measures.
We believe that in Theorem A, the condition that (X ,T) is an almost finite to one
extension of its maximal equicontinuous factor is superfluous. To be precise, we have the
following conjecture:
Conjecture 1. Let (X ,T ) be a minimal system with T infinite countable discrete. If there
is some integer k ≥ 2 such that (X ,T ) has no k-IT-tuples, then (X ,T ) is an almost finite
to one extension of its maximal equicontinuous factor.
In fact this conjecture is closely related to the following one
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Conjecture 2. Let (X ,T) be a minimal t.d.s. with T infinite countable discrete amenable
and pi : X → Xeq be the factor map to the maximal equicontinuous factor of (X ,T ). If pi
is proximal and not almost one to one, then for each k ≥ 2, there is a k-IT tuple.
1.4. Bounded minimal systems.
We may use sequence entropy to give a very succinct criteria for systems with only
finitely many ergodic measures.
In this article we focus on minimal t.d.s. with bounded topological sequence entropy.
That is, there is a positive real numberM such that for each increasing sequence of positive
integer numbers, the topological entropy of the system along this sequence is bounded by
M. This class of systems was studied in [21] and [32]. As another main result, a structure
theorem for a bounded minimal system is obtained. That is,
Theorem C: If (X ,T ) is a bounded minimal system with T abelian, then it is an almost fi-
nite to one extension of its maximal equicontinuous factor, and it has finitely many ergodic
measures.
Let us give a brief account of the idea of the proof. Maass and Shao [32] proved that
under the assumption of the theorem we have
X
σ ′
←−−− X ′ypi ypi ′
Xeq
τ ′
←−−− Y ′
where Xeq is the maximal equicontinuous factor of X , σ
′ and τ ′ are proximal extensions,
and pi ′ is an N to one extension for some N ∈ N. So it is left to prove that in fact σ ′ and
τ ′ are almost one to one according to Theorem A. It is done by showing that if (X ,T) is
minimal and pi : X → Xeq is proximal and not almost one to one, then h∞(X ,T) = ∞, i.e.
(X ,T ) is not bounded, see Proposition 4.10.
It is easy to see that by the Rohlin’s skew-product theorem, and the fact that for each
invariant measure the sequence entropy is bounded by the topological sequence entropy,
each ergodic measure from Theorem C can be expressed as skew product of a Kronecker
system with a periodic system. It is an interesting question to understand the finer struc-
ture of the ergodic measures. In the following we will state a question on the uniqueness
of the measures.
Let us see an example first. Let τ be the substitution τ(0) = 01 and τ(1) = 10. By
concatenating, this map can be defined on any finite word w = w0 . . .wl−1 in {0,1}:
τ(w) = τ(w0) . . .τ(wl−1). For any n ≥ 2 define τ
n(w) = τ(τn−1(w)). Finally define
X ⊆ {0,1}Z to be the set of biinfinite binary sequences x in X such that any finite word
in x is a subword of τn(0) for some n ∈ N. The t.d.s. (X ,T ), where T is the left shift
map is called a Morse system. It is well known that it is minimal and has the following
structure: pi1 : X → Y and pi2 : Y → Xeq where pi1 is a 2-to-one distal extension and pi2 is
an asymptotic extension (so almost one to one) [40]. Thus pi = pi2 ◦pi1 : X → Xeq is al-
most 2-to-1 and h∞(X ,T ) = log2. The Morse system is uniquely ergodic, and pi is regular
almost 2-to-1.
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Inspired by the structure of the Morse system, we have the following question. First
we give a definition. Let (X ,T) be a minimal system and pi : X → Xeq be the extension
of its maximal equicontinuous factor. Let pi be an almost N to 1 and let YN = {y ∈ Xeq :
|pi−1(y)|= N}. If m(YN) = 1, then we say that pi is a regular almost N to 1 map, where m
is the Haar measure on Xeq. In [11], it was shown that a minimal tame system is regular.
Question 1. Let (X ,T ) be a minimal system with T abelian. Assume that pi : (X ,T )→
(Xeq,T ) is almost N-to-1 and h∞(X ,T ) = logN. Is it true that (X ,T ) has a structure as
X → Y → Xeq, where (Y,T ) is the maximal null factor and X → Y is open N to one?
Moreover, is it true that (X ,T ) is uniquely ergodic? Is it true that pi is regular almost N
to 1?
We remark that when N = 1, it is true, that is a minimal null system is uniquely ergodic
[21] and regular [11].
1.5. The Sarnak conjecture.
Let X be a compact metric space and f : X → X a homeomorphism. We say that a
topological dynamical system (X , f ) satisfies the Sarnak conjecture if for every continu-
ous function g on X and every x ∈ X , the Cesa`ro averages
1
N
N
∑
n=1
g( f nx)µ(n)
tend to 0 as N → ∞. We say that a topological dynamical system (X , f ) satisfies the
logarithmic Sarnak conjecture if for every continuous function g on X and every x ∈ X ,
the logarithmic averages
1
logN
N
∑
n=1
g( f nx)µ(n)
n
tend to 0 as N → ∞. Note that the Sarnak conjecture for a system implies the logarith-
mic Sarnak conjecture for the same system. Frantzikinakis and Host [10] showed that if
(X , f ) is a t.d.s. with zero topological entropy and has countably many ergodic invariant
measures. Then (X , f ) satisfies the logarithmic Sarnak conjecture. Thus, together with
the mentioned result of Frantzikinakis and Host [10] and Theorem C, we have
Corollary D: Any bounded minimal system satisfies the logarithmic Sarnak conjecture.
To end the section we ask
Question 2. Does any bounded minimal system satisfy the Sarnak conjecture?
We organize the paper as follows. After introducing necessary notations and results in
Section 2, we prove the main results in Section 3 and Section 4. In the appendix we will
give the proof of Proposition 3.2.
Acknowledgments: We would like to thank Hanfeng Li, Jian Li and Tao Yu for their
very useful comments.
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2. PRELIMINARIES
In the article, integers, nonnegative integers and natural numbers are denoted by Z, Z+
and N respectively.
2.1. The Ellis semgroup.
Given a t.d.s. (X ,T), the Ellis semigroup E(X ,T ) associated to (X ,T ) is defined as
the closure of {x 7→ tx : t ∈ T} ⊂ XX in the product topology, where the semi-group
operation is given by the composition [8]. On E(X ,T ), we may consider the T -action
given by E(X ,T )→ E(X ,T ), p 7→ t p. A well known result by Ellis says that (X ,T ) is
equicontinuous if and only if E(X ,T ) is a topological group [1, Theorem 3, Chapter 3].
Theorem 2.1. [1, Theorem 6, Chapter 3] Let (X ,T ) be an equicontinuous minimal t.d.s.,
and let x ∈ X. Let Γ = Γx = {p ∈ E(X ,T ) : px = x}. Then Γ is a closed subgroup of
E(X ,T ), T acts on the space of right cosets {pΓ : p∈E(X ,T)}, by t(pΓ)= (t p)Γ,(t ∈ T ),
and the system (E(X ,T)/Γ,T ) is isomorphic with (X ,T).
If T is abelian, then Γ = {e} and (X ,T) is isomorphic to (E(X ,T),T ).
2.2. Independence and tameness.
One may use independence sets to give an equivalent definition of tameness.
Definition 2.2. Let (X ,T ) be a t.d.s. For a tuple A= (A1,A2, . . . ,Ak) of subsets of X , we
say that a set J ⊆ T is an independence set for A if for every nonempty finite subset I ⊆ J
and function σ : I→{1,2, . . . ,k} we have⋂
s∈I
s−1Aσ(s) 6= /0.
Definition 2.3. [25] Let (X ,T ) be a t.d.s. and n≥ 2. We call a tuple x= (x1, . . . ,xn) ∈ X
n
an IT-tuple (or an IT-pair if n = 2) if for any product neighbourhood U1×U2× . . .×Un
of x in Xn the tuple (U1,U2, . . . ,Un) has an infinite independence sets. We denote the set
of IT-tuples of length n by ITn(X ,T).
The diagonal of Xn is defined by
∆n(X) = {(x, . . . ,x) ∈ X
n : x ∈ X}
and put
∆(n)(X) = {(x1, . . . ,xn) ∈ X
n : for some i 6= j ,xi = x j}.
When n= 2 one writes ∆(X) = ∆2(X) = ∆
(2)(X).
Proposition 2.4. [25, Proposition 6.4] Let (X ,T) be a t.d.s. and n≥ 2.
(1) Let (A1, . . . ,An) be a tuple of non-empty closed subsets of X which has infinite
independence sets. Then there exists an IT-tuple (x1, . . . ,xn) with x j ∈ A j for all
1≤ j ≤ n.
(2) IT2(X ,T)\∆2(X) is nonempty if and only if (X ,T ) is non-tame.
(3) ITn(X ,T) is a closed T-invariant subset of X
n.
(4) Let pi : (X ,T )→ (Y,T ) be a factor map. Then pi(n)(ITn(X ,T)) = ITn(Y,T ), where
pi(n) : Xn → Y n defined by pi(n)(x1,x2, . . . ,xn) = (pi(x1),pi(x2), . . . ,pi(xn)).
(5) Suppose that Z is a closed T -invariant subset of X. Then ITn(Z,T )⊆ ITn(X ,T ).
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2.3. Sequence entropy (maximal pattern entropy) and independence.
Let (X ,T) be t.d.s. Consider an infinite sequence A = {ti}
∞
i=1 ⊂ T and a finite open
cover U of X . The topological sequence entropy of U with respect to (X ,T ) along A is
hA(T,U ) = limsup
n→∞
1
n
logN(
n∨
i=1
t−1i U ),
where N(
∨n
i=1 t
−1
i U ) is the minimal cardinality among all cardinalities of subcovers of∨n
i=1 t
−1
i U . Recall that for open covers U and V of X , U
∨
V = {U ∩V :U ∈U ,V ∈
V }.
The topological sequence entropy of (X ,T ) along A is
hA(X ,T ) = sup
U
hA(T,U ),
where the supremum is taken over all finite open covers of X .
Finally the sequence entropy of (X ,T ) is defined by
h∞(X ,T) = suphA(X ,T),
where the supremum ranges over all infinite sequences of T . The sequence entropy of a
system is also called the maximal pattern entropy [22].
An important fact is as follows:
Theorem 2.5. [22] Let (X ,T) be a t.d.s. Then
h∞(X ,T) ∈ {logn : n ∈ N}∪{∞}.
Definition 2.6. Let (X ,T ) be a t.d.s. (X ,T ) is called
(1) null if h∞(X ,T ) = 0;
(2) bounded if h∞(X ,T )< ∞;
(3) unbounded if h∞(X ,T) = ∞.
By an admissible cover U of X one means that U is finite and if U = {U1, . . . ,Un}
then (
⋃
j 6=iU j)
c has nonempty interior for each i ∈ {1, . . . ,n}. Let (x1, . . . ,xn) ∈ X
n and
U = {U1, . . . ,Un} be a finite cover of X . One says U is an admissible cover with respect
to (x1, . . . ,xn) if for each Ui, i ∈ {1, . . . ,n}, there exists ji ∈ {1, . . . ,n} such that x ji is not
in the closure ofUi.
Definition 2.7. Let (X ,T) be a t.d.s. and n ≥ 2. An n-tuple (x1, . . . ,xn) ∈ X
n \∆n(X) is
a sequence entropy n-tuple (n-SET) if whenever V1, . . . ,Vn are closed mutually disjoint
neighborhoods of x1, . . . ,xn respectively, there is some infinite sequence A⊂ T such that
the open cover U = {V c1 , . . . ,V
c
n } has positive sequence entropy along A, i.e. hA(T,U )>
0.
It is easy to see that an n-tuple (x1, . . . ,xn) ∈ X
n \∆n(X) is an n-SET if and only if for
any admissible open cover U with respect to (x1, . . . ,xn) one has hA(T,U )> 0 for some
sequence A⊂ T .
For n ≥ 2 one denotes by SEn(X ,T) the set of n-SET. In the case n = 2 one speaks
about pairs instead of tuples and one writes SE(X ,T ). The proof of the following result
is analogous to the corresponding one in [3] (see [3, Propositions 2, 3, 4 and 5]).
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Proposition 2.8. [32, Proposition 2.6.] Let (X ,T ) be a t.d.s. and n≥ 2.
(1) If U = {U1, . . . ,Un} is an admissible open cover of X with hA(T,U ) > 0 for
some sequence A ⊂ T , then for each i ∈ {1, . . . ,n} there exists xi ∈U
c
i such that
(x1, . . . ,xn) is an n-SET.
(2) SEn(X ,T )∪∆n(X) is a nonempty closed T -invariant subset of X
n.
(3) Let pi : (X ,T )→ (Y,T ) be a factor map. Then pi(n)(SEn(X ,T )) = SEn(Y,T ).
(4) Let W be a closed T -invariant subset of (X ,T ). SEn(W,T )⊆ SEn(X ,T ).
By Proposition 2.8, a system (X ,T ) is null if and only if SE(X ,T) = /0.
One may use independence to characterize sequence entropy tuples.
Definition 2.9. [25] Let (X ,T ) be a t.d.s. and n≥ 2. We call a tuple x= (x1, . . . ,xn) ∈ X
n
an IN-tuple (or an IN-pair if n= 2) if for any product neighbourhoodU1×U2× . . .×Un
of x the tuple (U1,U2, . . . ,Un) has arbitrarily large finite independence sets. We denote the
set of IN-tuples of length n by INn(X ,T ).
Note that for INn(X ,T), we have the similar properties listed in Proposition 2.4. The
following result explain the relations between IN-tuples and sequence entropy tuples.
Theorem 2.10. [25, Theorem 5.9] Let (X ,T ) be a t.d.s. and let n ∈ N with n≥ 2. Then
SEn(X ,T )∪∆n(X) = INn(X ,T).
The following lemma is proved in [22].
Lemma 2.11. Let (X ,T ) be a t.d.s., and let n ∈ N with n ≥ 2. Then h∞(X ,T ) ≥ logn if
and only if SEn(X ,T )\∆
(n)(X) 6= /0.
We will also use the following result in the sequel.
Theorem 2.12. [32, Theorems 3.8, 3.9] Let (X ,T ) be a minimal system with T abelian
and pi : X → Xeq be the extension of its maximal equicontinuous factor. Let x1,x2, . . . ,xn ∈
X such that pi(x1) = . . .= pi(xn). If (x1, . . . ,xn) is minimal, then (x1, . . . ,xn)∈ SEn(X ,T )∪
∆n(X).
In fact, the same proof yields that (x1, . . . ,xn) ∈ ITn(X ,T ).
2.4. Some facts about hyperspaces.
Let X be a compact Hausdorff topological space. Let 2X be the collection of nonempty
closed subsets of X endowed with the Hausdorff topology. A basis for this topology on
2X is given by
〈U1, . . . ,Un〉= {A ∈ 2
X : A⊆
n⋃
i=1
Ui and A∩Ui 6= /0 for every i ∈ {1, . . . ,n}},
where eachUi ⊆ X is open. When X is a metric space, then 2
X is also a metric space. Let
d be the metric on X , then one may define a metric on 2X as follows:
dH(A,B) = inf{ε > 0 : A⊂ Bε [B],B⊂ Bε [A]}
=max{max
a∈A
d(a,B),max
b∈B
d(b,A)},
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where d(x,A) = infy∈Ad(x,y) and Bε [A] = {x ∈ X : d(x,A)< ε}. The metric dH is called
the Hausdorff metric of 2X .
Let {Ai}
∞
i=1 be a sequence of subsets of X . Define
liminfAi= {x∈X : for any neighbourhoodU of x,U ∩Ai 6= /0 for all but finitely many i};
limsupAi = {x ∈ X : for any neighbourhoodU of x,U ∩Ai 6= /0 for infinitely many i};
We say that {Ai}
∞
i=1 converges to A, denoted by limi→∞Ai = A, if
liminfAi = limsupAi = A.
Let X ,Y be two compact Hausdorff topological spaces. Let F : Y → 2X be a map and
y∈Y . We say that F is upper semi-continuous (u.s.c.) at y if for any open setU of X such
that F(y) ⊂U , then {y′ ∈ Y : F(y′) ⊂U} is a neighbourhood of y. If F is u.s.c. at every
point of Y , then we say that F is u.s.c. It is easy to see that F is u.s.c. at y if and only if
whenever limyi = y, one has that limsupF(yi)⊂ F(y). If f : X →Y is a continuous map,
then it is easy to verify that
F = f−1 : Y → 2X ,y 7→ f−1(y)
is u.s.c.
We say F is lower semi-continuous (l.s.c.) at y if for any open set U of X such that
F(y)∩U 6= /0, then {y′ ∈Y : F(y′)∩U 6= /0} is a neighbourhood of y. If F is l.s.c. at every
point of Y , then we say that F is l.s.c. It is easy to see that F is l.s.c. at y if and only if
whenever limyi = y, one has that liminfF(yi)⊃ F(y).
We have the following well known result, for a proof see [29, p.70-71] and [28, p.394].
Theorem 2.13. Let X ,Y be compact metric spaces. If F :Y → 2X is u.s.c. (or l.s.c.), then
the points of continuity of F form a dense Gδ set in Y .
Let (X ,T) be a t.d.s. We can induce a system on 2X . The action of T on 2X is given by
tA= {ta : a ∈ A} for each t ∈ T and A ∈ 2X . Then (2X ,T ) is a t.d.s. and it is called the
hypersapce system.
2.5. Fundamental extensions.
Let (X ,T) be a t.d.s. Fix (x,y) ∈ X2. It is a proximal pair if inft∈T d(tx, ty) = 0; it is a
distal pair if it is not proximal. Denote by P(X ,T ) and D(X ,T ) the sets of proximal and
distal pairs of (X ,T ) respectively. They are also called the proximal and distal relations.
A t.d.s. (X ,T) is distal if D(X ,T ) = X2 \∆(X). Any equicontinuous system is distal.
Let (X ,T ) and (Y,S) be t.d.s. and let pi : X → Y be a factor map. One says that:
(1) pi is an open extension if it is open as a map;
(2) pi is a semi-open extension if the image of every nonempty open set of X has
nonempty interior;
(3) pi is a proximal extension if pi(x1) = pi(x2) implies (x1,x2) ∈ P(X ,T );
(4) pi is a distal extension if pi(x1) = pi(x2) and x1 6= x2 implies (x1,x2) ∈ D(X ,T );
(5) pi is an equicontinuous or isometric extension if for any ε > 0 there exists δ > 0
such that pi(x1) = pi(x2) and d(x1,x2)< δ imply d(tx1, tx2)< ε for any t ∈ T ;
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(6) pi is a group extension if there exists a compact Hausdorff topological group K
such that the following conditions hold:
(a) K acts continuously on X from the right: the right action X×K→ X , (x,k) 7→
xk is continuous and t(xk) = (tx)k for any t ∈ T and k ∈ K;
(b) the fibers of pi are the K-orbits in X : pi−1({pi(x)}) = xK for any x ∈ X .
Note that a group extension is equicontinuous, and an equicontinous extension is distal.
2.6. Almost finite to one extensions.
In this subsection we collect some known properties about finite to one extensions and
almost finite to one extensions.
Let pi : (X ,T)→ (Y,T ) be an extension of t.d.s. Let pi−1 : Y → 2X ,y 7→ pi−1(y). Then
it is easy to verify that pi−1 is a u.s.c. map, and by Theorem 2.13, the set Yc of continuous
points of pi−1 is a dense Gδ subset of Y . Let
Y˜ = {pi−1(y) : y ∈ Y} and Y ′ = {pi−1(y) : y ∈ Yc},
where the closure is taken in 2X . It is obvious that Y ′ ⊆ Y˜ ⊆ 2X . Note that for each A ∈ Y˜ ,
there is some y ∈ Y such that A ⊆ pi−1(y), and hence A 7→ y define a map τ : Y˜ → Y . It
is easy to verify that τ : (Y˜ ,T )→ (Y,T ) is a factor map. Now we show that if (Y,T )
is minimal then (Y ′,T ) is a minimal t.d.s. and it is the unique minimal subsystem in
(Y˜ ,T ). To see this, let (M,T ) be a minimal subsystem of (Y˜ ,T ). Since (Y,T ) is minimal,
τ : M → Y is surjective. Let y0 ∈ Yc and A ∈M with τ(A) = y0. By the definition of τ ,
A⊆ pi−1(y0). Since A ∈M ⊆ Y˜ , there is some sequence {yi}
∞
i=1 ⊆Y such that pi
−1(yi)→
A, i→ ∞. As A ⊆ pi−1(y0), it follows that yi → y0, i→ ∞. By the fact y0 ∈ Yc, we have
that pi−1(yi)→ pi
−1(y0), i→ ∞. Thus A= pi
−1(y0). To sum up, we have showed that for
each y0 ∈ Yc, pi
−1(y0) is a minimal point of (2
X ,T ) and
{pi−1(y0) : y0 ∈ Yc} ⊆M.
Thus Y ′ = {pi−1(y0) : y0 ∈ Yc} ⊆ M. Since M is minimal, Y
′ = M. That is, (Y ′,T ) is
the unique minimal subsystem in (Y˜ ,T ) and τ :Y ′→Y is an almost one to one extension.
Note the this result was given by Veech in [39], and see also [2, 35, 38] for generalizations.
Using this result we can give some equivalent conditions for almost finite to one exten-
sions.
Proposition 2.14. Let pi : (X ,T )→ (Y,T ) be an extension with (Y,T ) being minimal. The
following statements are equivalent:
(1) pi is almost finite to one, i.e. some fiber is finite;
(2) There exists N ∈ N such that Y0 = {y ∈ Y : |pi
−1(y)| = N} is residual, i.e. it
contains a dense Gδ subset of Y ;
(3) There exist N ∈ N and y0 ∈ Y such that |pi
−1(y0)|= N and pi
−1(y0) is a minimal
point of (2X ,T ).
Proof. Let pi−1 :Y → 2X , Yc and Y
′ etc. be defined as above.
(1) ⇒ (2): If pi is almost finite to one, then the set Yf := {y0 ∈ Y : |pi
−1(y0)| < ∞} is
not empty. Put N :=miny0∈Y f |pi
−1(y0)|. Then N ∈ N. Take any y ∈ Yc and y0 ∈ Yf . Since
(Y,T ) is minimal, there is some sequence {ti}
∞
i=1 ⊂ T such that lim
i
tiy0 = y. Note that
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|pi−1(tiy0)| = |pi
−1(y0)| for i ∈ N and y ∈ Yc. It follows that |pi
−1(y)| ≤ |pi−1(y0)| < ∞.
This implies that Yc ⊂Yf and
Yc ⊂Y0 = {y ∈ Y : |pi
−1(y)|= N}.
Thus we have that Y0 is residual.
(2) ⇒ (3): Assume that there exists N ∈ N such that Y0 = {y ∈ Y : |pi
−1(y)| = N} is
residual. Note that Y ′ = {pi−1(y0) : y0 ∈ Yc} is minimal and for all y0 ∈ Yc, pi
−1(y0) is a
minimal point of (2X ,T ). Thus we have (3) by taking y ∈ Y0∩Yc.
(3)⇒ (1): It is obvious. 
Remark 2.15. (1) Almost finite to one extensions can be defined not only for metric
systems but also compact Hausdorff systems. We refer [35] for more details,
where it was called generalized almost finite extension.
(2) By definition it is obvious that a finite to one extension is almost finite to one. But
in general, an almost finite to one extension may not be finite to one. For example,
for Rees’ example [33], pi : (X ,T)→ (Xeq,T ) is an almost one to one extension,
and for any y ∈ Xeq, either |pi
−1(y)|= 1 or |pi−1(y)|= ∞.
(3) There is some example such that pi : X →Y be a finite to one extension i.e. y ∈Y ,
|pi−1(y)|< ∞, but supy∈Y |pi
−1(y)|= ∞ (see [37, Example 5.7.]).
Lemma 2.16. Let A= {x1,x2, . . . ,xN} ∈ 2
X and {ti}i be a net of T . Then in 2
X , we have
that
lim
i
tiA= lim
i
ti{x1, . . . ,xN}= {lim
i
tix1, . . . , lim
i
tixN}
if all limits exist.
Proof. First by definition it is easy to see that {limi tix1, . . . , limi tixN} ⊆ limi tiA. Now let
x ∈ limi tiA. By the definition of Hausdoff metric, for each i, there is some zi ∈ A such
that tizi → x. Since A is a finite set, one may assume zi is constant, i.e. zi = z ∈ A. Thus
x= limi tiz. Thus limi tiA⊆ {limi tix1, . . . , limi tixN}. 
By Lemma 2.16, we have:
Corollary 2.17. Let pi : (X ,T)→ (Y,T ) be an extension with (Y,T ) being minimal. If pi
is an almost N to one extension for some N ∈ N, then the cardinality of each element of
Y ′ is N, where (Y ′,T ) is the minimal system defined at the beginning of this subsection.
The following result is well known, and for completeness we include a proof.
Lemma 2.18. Let pi : X →Y be a finite to one extension (i.e. pi−1(y) is finite for all y∈Y)
of the minimal systems (X ,T) and (Y,T ). Then the following conditions are equivalent:
(1) pi is open;
(2) pi is distal;
(3) pi is equicontinuous;
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(4) pi is a factor of a finite group extension, i.e. there are extensions pi ′ : Z → X ,φ :
Z→Y such that φ = pi ◦pi ′ and φ is a finite group extension
X
pi

Z
pi ′
oo
φ⑧⑧
⑧
⑧
⑧
⑧
⑧
⑧
Y
In this case there exists N ∈ N such that pi is an N-to-1 map.
Proof. (1)⇒ (3): Fix y ∈ Y such that |pi−1({y})| = minz∈Y |pi
−1({z})|. Let pi−1({y}) =
{x1, . . . ,xN}. From openness of pi one has that
pi−1({lim
i
tiy}) = lim
i
tipi
−1({y}) = {lim
i
tix1, . . . , lim
i
tixN}
for any sequence {ti} ⊂ T having that all limits exist, and that the cardinality of the set is
N. Hence, by minimality, all fibers of pi have the same cardinality N, which proves the
map is constant to one.
Now we show that pi is equicontinuous. First we have the following claim:
Claim : There is some ε0 > 0 such that if (x,x
′) ∈ Rpi and d(x,x)< ε0 then x= x
′.
If Claim does not hold, then for any k ∈ N there is (xk,x
′
k) ∈ Rpi with d(xk,x
′
k) < 1/k
and xk 6= x
′
k. Let yk = pi(xk) = pi(x
′
k) and assume yk → y ∈ Y,k → ∞. Since pi is open,
pi−1({yk})→ pi
−1({y}),k→∞ in the Hausdorff topology. Note that pi is N to 1 extension,
and |pi−1(y)|= |pi−1(yk)|= N for all k ∈N. Let pi
−1(y) = {x1, . . . ,xN} and letU1, . . . ,UN
be disjoint closed neighbourhoods of x1, . . . ,xN with δ =min1≤i 6= j≤N d(Ui,U j)> 0. Then
for large enough k ∈ N with 1/k < δ , eachU1, . . . ,UN contains just one point of pi
−1(yk)
and xk,x
′
k are in the different neighbourhoods which implies d(xk,x
′
k)> δ > 1/k. A con-
tradiction! Hence we have Claim.
If pi is not equicontinuous, then there exists ε > 0 such that for any k ∈ N there are
(xk,x
′
k) ∈ Rpi and tk ∈ T with d(xk,x
′
k) < 1/k and d(tkxk, tkx
′
k) ≥ ε . By Claim, this is
impossible. Thus pi is equicontinuous.
(3)⇒(2): It is obvious by definition.
(2)⇒(1): Given any y1,y2 ∈ Y . Since Y is minimal, there is a sequence {ti}
∞
i=1 such
that limi→∞ tiy1 = y2 and the limit limi→∞ pi
−1(tiy1) exists. Since pi
−1(tiy1) = tipi
−1(y1),
pi is distal and pi−1 is a u.s.c. map, one has
|pi−1(y2)| ≥ | lim
i→∞
pi−1(tiy1)|= |pi
−1(y1)|.
By symmetry, one also has |pi−1(y1)| ≥ |pi
−1(y2)|. Thus
|pi−1(y2)|= | lim
i→∞
pi−1(tiy1)|= |pi
−1(y1)|< ∞
and so pi−1(y2) = limi→∞ tipi
−1(y1). This implies that Y
′ = {pi−1(y) : y∈Y} and all fibers
of pi have the same cardinality since y1,y2 are arbitrary. Since Y
′ is closed, we have
Y ′ = {pi−1(y) : y ∈ Y}= {pi−1(y) : y ∈ Y}= Y˜ ,
and so Yc = Y , i.e. pi is open.
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Now have showed that (1)-(3) are equivalent. Next we show they are equivalent to (4).
It is easy to see that (4) implies (1). We will show that (2) implies (4). Let pi : X → Y
be an N to 1 distal extension. Fix a point y0 ∈ Y , and let pi
−1(y0) = {x1,x2, . . . ,xN}. Let
z0 = (x1,x2, . . . ,xN) ∈ X
N , and
Z = O(z0,T )⊆ X
N.
Since pi is distal, z0 is a minimal point of (X
N,T ) and (Z,T ) is a minimal system. Define
pi ′ : Z→ X by (z1, . . . ,zN) 7→ z1, i.e. the projection on the first coordinate, and φ = pi ◦pi
′ :
Z→ Y . It is easy to verify that pi ′,φ are factor maps. It is left to show φ is a finite group
extension, that is there exists a finite group K such that K acts continuously on X from the
right, and the fibers of φ are the K-orbits in Z: φ−1({φ(z)}) = zK for any z ∈ Z.
Let Ey0 = {σ : {x1, . . . ,xN}→{x1, . . . ,xN} : ∃ ti∈ T such that tiy0→ y0, tix j→σ(x j), j=
1, . . . ,N}. It is easy to verify that Ey0 is subgroup of the permutation group on {x1, . . . ,xN}
and
(1) Ey0x0 = {σ(x0) : σ ∈ Ey0}= {x1, . . . ,xN}
for all x0 ∈ {x1, . . . ,xN}.
For each σ ∈ Ey0 , define a map Hσ : Z→ Z such that for any convergent net ti ∈ T (i.e.,
the limit limi tiz0 exist)
Hσ (lim
i
tiz0) = lim
i
tiσz0,
where σz0 = (σ(x1), . . . ,σ(xN)). First we need to show that Hσ is well defined. If there
are nets {ti}i and {t
′
i}i such that limi tiz0 = limi t
′
iz0. Then for all j ∈ {1, . . . ,N}, limi tix j =
limi t
′
ix j. It follows that limi tiσ(x j) = limi t
′
iσ(x j) for all j ∈ {1, . . . ,N}. That is,
Hσ (lim
i
tiz0) = lim
i
tiσz0 = lim
i
t ′iσz0 = Hσ(lim
i
t ′iz0),
and Hσ is well defined. In a similar way, we can verify that Hσ is a homeomorphism for
all σ ∈ Ey0 , and Hσσ ′ = HσHσ ′ for all σ ,σ
′ ∈ Ey0 . Now let
K = {Hσ : σ ∈ Ey0}.
ThenK is a finite group acts continuously onX and by (1) we can show that φ−1({φ(z)})=
zK for any z ∈ Z. That is, φ is finite group extension of Y . 
Remark 2.19. (1) For the equivalence of (1)-(3), see [32] or [40, Chapter V, 6.5]. In
general, pi is equicontinuous if and only if it is a factor of a group extension [1,
Chapter 14, Theorem 1]. Here (4) is only a special case of this result, and our
proof of (4) follows from the one of [1, Chapter 14, Theorem 1].
(2) In general, an open finite to one extension may not be a finite group extension.
For example, Let G be a non-abelian finite group with a non normal subgroup H.
Let X = G/H, T = G, and let Y be the trivial system. Then pi : X → Y is an open
finite to one extension but not a finite group extension.
To end this section we cite Sacker-Sell’s result, which give more information about
finite to one extensions.
Theorem 2.20. [34] Let pi : X → Y be an extension of t.d.s. (X ,T) and (Y,T ). Assume
that (Y,T ) is minimal. Then the following conditions are equivalent:
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(1) pi is distal and for some y0 ∈ Y , |pi
−1(y0)|= N, where N ∈ N;
(2) |pi−1(y)|= N for all y ∈ Y , where N ∈ N;
(3) X is an N-fold covering of Y , i.e. |pi−1(y)| = N for all y ∈ Y and for each y ∈ Y
there is an open neighbourhood V of y such that pi−1(V ) consists of N disjoint
open sets Ui and pi |Ui :Ui→V is a homeomorphism, i= 1,2, . . . ,N.
Finally, if any of these hold, then X can be expressed as the disjoint union X =X1∪ . . .∪Xk
of compact minimal sets, where each Xi an ni-fold covering of Y and n1+ . . .+nk = N.
In [34], another main result is that an open finite-to-one extension of an equicontinuous
system is an equicontinuous one again as long as the phase group was semicompactly
generated (i.e., there is a compact K ⊂ T such that every open V ⊃ K generates T ).
3. SYSTEMS WITH FINITELY MANY ERGODIC MEASURES
In this section we prove one of the the main results, i.e. Theorem A. According to
Proposition 2.14 it remains to show
Theorem 3.1. Let (X ,T ) be a minimal system with T amenable group. If pi : (X ,T )→
(Xeq,T ) satisfies the following conditions:
(1) pi is almost N to one for some N ∈ N;
(2) (X ,T ) is bounded non-tame, i.e. ITk(X ,T)\∆
(k) = /0 for some k ≥ 2,
then |MergT (X)| ≤ N(k−1)
N .
3.1. Some propositions and lemmas.
To prove Theorem 3.1, we need the following result which was proved to be true for
k = 2 in [11, Proposition 3.3].
Proposition 3.2. Let H be a locally compact second countable Hausdorff topological
group with left Haar measure ΘH , and let k ∈ N with k ≥ 2. Suppose that V1, . . . ,Vk ⊂ H
are compact subsets that satisfy
(i) int Vi =Vi for i= 1,2, · · · ,k,
(ii) int(Vi)∩ int(Vj) = /0 for all 1≤ i 6= j ≤ k,
(iii) ΘH(
⋂
1≤i≤kVi)> 0.
Further, assume that T ⊂ H is a dense subgroup and G ⊂ H is a residual set. Then there
exists an infinite set I ⊂ T such that for all a ∈ {1,2, . . . ,k}I there exists h ∈ G with the
property that
(2) h ∈
⋂
t∈I
t−1int(Vat ), i.e. th ∈ int(Vat ) for any t ∈ I.
The proof of the above proposition will be given in the appendix.
In this subsection, the group T is assumed to be an amenable group. Let (X ,T ) be a
t.d.s. and x0 ∈ X . Let Φ = {ΦN}N≥1 be a Følner sequence of T and µ ∈MT (X). We say
that x0 is generic for µ along Φ if
1
|ΦN|
∑
t∈ΦN
δtx0 → µ, weakly
∗ as N→ ∞,
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where δx is the Dirac mass at x. This is equivalent to that for all f ∈C(X),
1
|ΦN|
∑
t∈ΦN
f (tx0)→
∫
fµ, N→ ∞.
A Følner sequence Φ = {ΦN}N≥1 is tempered if there exists a constantC > 0 such that
for all N ∣∣∣∣∣⋃
k<N
Φ−1k ΦN
∣∣∣∣∣≤C|ΦN|.
Note that every Følner sequence admits a tempered Følner subsequence [31].
Theorem 3.3. [31] Let T be an amenable group acting on a measure space (X ,X ,µ)
by measure preserving transformation, and let Φ = {ΦN}N≥1 be a tempered Følner se-
quence. Then for any f ∈ L1(X ,µ), there is a T -invariant f ∗ ∈ L1(X ,µ) such that
lim
N→∞
1
|ΦN|
∑
t∈ΦN
f (tx) = f ∗(x) a.e.
In particular, if the T action is ergodic,
lim
N→∞
1
|ΦN|
∑
t∈ΦN
f (tx) =
∫
f (x)dµ(x) a.e.
By Theorem 3.3, it is easy to show the following corollary.
Corollary 3.4. Let (X ,T ) be a t.d.s. with T amenable group, µ ∈ M
erg
T (X) and Φ =
{ΦN}N≥1 a tempered Følner sequence. Then µ-almost every x ∈ X is generic for µ along
Φ.
We will not use the following lemma in the paper, and it is of independent interest.
Lemma 3.5. Let pi : (X ,T )→ (Y,T ) be a group extension with respect to a group K,
where T is amenable. If µ ∈MergT (X) is also K-invariant, then pi
−1
∗ (pi∗µ) = {µ}.
Thus if for each ν ∈M
erg
T (Y ) there is some ergodic element µ ∈ pi
−1
∗ (ν) is K-invariant,
then |MergT (X)|= |M
erg
T (Y )|.
Proof. The proof is similar to the proof of Proposition 3.10 of [12]. Recall that pi is a
group extension if there exists a compact Hausdorff topological group K such that the
following conditions hold: K acts continuously on X from the right: the right action
X×K→ X , (x,k) 7→ xk is continuous and t(xk) = (tx)k for any t ∈ T and k ∈K; the fibers
of pi are the K−orbits in X : pi−1({pi(x)}) = xK for any x ∈ X .
Suppose that x0 is any generic point for µ along some tempered Følner sequence Φ.
Then for any k ∈ K and any continuous f ∈C(X),
lim
N→∞
1
|ΦN|
∑
t∈ΦN
f (tx0k) =
∫
f (xk)dµ(x) =
∫
f (x)dµ(x) a.e.
and so x0k is also a µ-generic point. Thus, if x0 is µ-generic, the whole fiber of pi(x0) is
µ-generic.
Suppose now that η is any ergodic measure on X such that pi∗η = pi∗µ . Then by
Corollary 3.4, there is some µ-generic point x0 ∈ X and η-generic point x1 ∈ X along
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the same tempered Følner sequence such that pi(x0) = pi(x1). By above the whole fiber
of pi(x0) is µ-generic, and hence x1 is also µ-generic. It follows that η = µ . That is ,
pi−1∗ (pi∗µ) = {µ}. The proof is completed. 
What we will use is the following.
Lemma 3.6. Let pi : (X ,T)→ (Y,T ) be a finite to one extension, where T is amenable
and there is some N such that |pi−1(y)| ≤ N,∀y ∈ Y . If (Y,T ) has finitely many ergodic
measures, then so does (X ,T). In fact, |MergT (X)| ≤ |M
erg
T (Y )| ·N.
Proof. Let pi∗ : MT (X)→ MT (Y ),µ 7→ µ ◦pi
−1. Then pi∗ is a surjective affine map and
mapsM
erg
T (X) ontoM
erg
T (Y ). If |M
erg
T (X)|> |M
erg
T (Y )| ·N, then there are µ1,µ2, . . . ,µN+1 ∈
M
erg
T (X) and ν ∈M
erg
T (Y ) such that
pi∗(µ1) = pi∗(µ1) = . . .= pi∗(µN+1) = ν.
SupposeWi are the collection of µi-generic points along some Følner sequence, 1 ≤ i ≤
N+1. By Lusin theorem, pi(Wi) is an analysis set, therefore it is ν-measurable. One has
that
ν
( ⋂
1≤i≤N+1
pi(Wi)
)
= 1.
In particular,
⋂
1≤i≤N+1pi(Wi) 6= /0 and let y ∈
⋂
1≤i≤N+1pi(Wi).
As |pi−1(z)| ≤ N,∀z ∈ Y , it follows that there are i 6= j ∈ {1,2, . . . ,N+ 1} such that
Wi∩Wj 6= /0. It contradicts with the fact µi⊥ µ j. Thus we have that |M
erg
T (X)|≤ |M
erg
T (Y )| ·
N. 
3.2. Proof of Theorem 3.1.
In the subsection we give the proof of Theorem 3.1. The following proposition is a key
step to the proof of Theorem 3.1.
Proposition 3.7. Let (Y ′,T ) be a minimal t.d.s. and τ : (Y ′,T )→ (Xeq,T ) be the factor
to the its maximal equicontinuous factor. If τ is almost one to one, and ITl(Y
′)\∆(l) = /0
for some l ≥ 2, then |M
erg
T (Y
′)| ≤ l−1.
Proof. By Theorem 2.1, let Y = Xeq = G/Γ, where G = E(Xeq) is the Ellis semigroup
and Γ is a closed subgroup of E(Xeq). Since (Xeq,T ) is equicontinuous, G = E(Xeq) is
a compact Hausdorff group. Let the left Haar probability measure of G be ΘG, and the
probability measure m induced by ΘG is the unique T -invariant probability measure of
(Y,T ). Let φ : G→ Y = G/Γ be the factor map. Then φ is open and m = φ∗(ΘG) =
ΘG ◦φ
−1.
Y ′
τ

(G,ΘG)
φ
ww♣♣
♣
♣
♣
♣
♣
♣
♣
♣
♣
(Y = G/Γ,m)
Set for k ∈ N
Xk = {x ∈ Y
′ : |τ−1(τ(x))|= k}, Yk = τ(Xk);
X∞ = {x ∈ Y
′ : |τ−1(τ(x))|= ∞}, Y∞ = τ(X∞).
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By definition, {Xk}k∈N∪{∞} is a disjoint family of Xeq and {Yk}k∈N∪{∞} is a disjoint family
of Y . We remark that Y1 is a dense Gδ -set as τ is almost one to one.
Let 2Y
′
be the hyperspace of Y ′ with Haudorff metric dH . Consider the map
F = τ−1 : Y → 2Y
′
, y 7→ τ−1({y}).
Then F is upper semi-continuous and hence Borel measurable. And define
G : 2Y
′
→N∪{0,∞}, A 7→ |A|.
Recall that the Hausdorff metric on 2Y
′
is defined as follows:
dH(A,B) = sup
y∈A
inf
y′∈B
dY ′(y,y
′)+ sup
y′∈B
inf
y∈A
dY ′(y,y
′).
Let A0 ∈ 2
Y ′ . If |A0|=M for some finiteM ∈ N, then we may put A0 = {y1, . . . ,yM}. Let
ε0 = min
1≤i< j≤M
dY ′(yi,y j). Notice that if dH(A0,A)<
ε0
2
, then |A| ≥M. If |A0|= ∞, then for
arbitraryM′, one can choose {y′1, . . . ,y
′
M′} ⊂ A0. Similarly find εM′ = min
1≤i< j≤M′
dY ′(y
′
i,y
′
j),
then |A| ≥M′ if dH(A0,A)<
εM′
2
. Equivalently, this can be expressed as
liminf
A→A0
G(A)≥ G(A0).
That is, G is lower semi-continuous. It follows that G ◦F : Y → N∪ {0,∞} is Borel
measurable. Note that Yk = (G◦F)
−1(k), Yk is Borel measurable for each k ∈ N∪{0,∞}.
And hence Xk = τ
−1(Yk) is Borel measurable for each k ∈ N∪{0,∞}. Thus {Xk}k∈N∪{∞}
and {Yk}k∈N∪{∞} are measurable and T -invariant.
Since {Yk}k∈N∪{∞} are disjoint measurable T -invariants and m is ergodic, there is only
one k0 ∈ N∪{∞} such that m(Yk0) = 1 and m(Yk) = 0 for all k 6= k0.
Now we show that (Y ′,T ) has at most l − 1 ergodic measures. If not, assume that
µ1,µ2, . . . ,µl be l distinct ergodic measures of (Y
′,T ). Let Wi be the set of µi-generic
points for i ∈ {1,2, . . . , l}. By Lusin theorem, {τ(Wi)}
l
i=1 are universally measurable as
they are analytic sets. Since (Y,T ) is uniquely ergodic, one has that
τ∗(µ1) = . . .= τ∗(µl) = m.
It follows that m(τ(W1)) = m(τ(W2)) = . . .= m(τ(Wl)) = 1 and hence
m(
l⋂
i=1
τ(Wi)∩Yk0) = 1.
In particular,
⋂l
i=1 τ(Wi)∩Yk0 6= /0. Let z ∈
⋂l
i=1 τ(Wi)∩Yk0 . Thus |τ
−1(z)| ≥ l and we
have that k0 ≥ l.
Recall 2Y
′
= {A ⊂ Y ′ : A compact and non-empty} and F : Y → 2Y
′
,y 7→ τ−1({y}).
Then F is upper semi-continuous and hence measurable. By Lusin’s Theorem, there is
some compact set K ⊆ Yk0 such that m(K)> 0 and F|K : K→ 2
Y ′ is continuous. Let m|K
be the measure restricted on K of m. Since m(Yk0) = 1, one has that
K∩Yk0 ∩ supp(m|K) 6= /0.
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Let y0 ∈ K∩Yk0 ∩ supp(m|K). Then |τ
−1(y0)|= k0 ≥ l and m(V ∩K) > 0 for any neigh-
bourhood V of y0.
Choose distinct elements ξ1,ξ2, . . . ,ξl ∈ τ
−1(y0) and let ε =
1
4
min1≤i 6= j≤l d(ξi,ξ j). Let
Ui = Bε(ξi) for 1≤ i≤ l. ThenUi for 1≤ i≤ l is proper, i.e,Ui is a compact subset with
int(Ui) =Ui. We will show that U1,U2, . . . ,Ul is an infinite independent tuple of (Y,T ),
i.e. there is some infinite set I ⊆ T such that⋂
t∈I
t−1Uat 6= /0, for all a ∈ {1,2, . . . , l}
I.
Let V ′i = τ(Ui) for 1 ≤ i ≤ l. By Lemma A.2, V
′
i is proper for each i ∈ {1,2, . . . , l}, i.e.
int(V ′i ) =V
′
i .
We claim that int(V ′i )∩ int(V
′
j) = /0 for all 1 ≤ i 6= i ≤ l. In fact, if there is some
1≤ i 6= j ≤ l such that int(V ′i )∩ int(V
′
j) 6= /0, then
int(V ′i )∩ int(V
′
j)∩Y1 6= /0,
as Y1 is a dense Gδ set. Let y
′ ∈ int(V ′i )∩ int(V
′
j)∩Y1. Then there are xi ∈Ui and x j ∈U j
such that y′ = τ(xi) = τ(x j), which contradict with y
′ ∈ Y1.
Since F is continuous on K, one can choose δ > 0 such that for any y ∈ Bδ (y0)∩K
one has that dH(F(y),F(y0))< ε . By the definition of Hausdorff metric, the fibre F(y) =
τ−1(y) intersects allU1, . . . ,Ul, so that
y ∈
l⋂
i=1
V ′i .
Therefore, Bδ (y0)∩K ⊆
⋂l
i=1V
′
i and hence
m(
l⋂
i=1
V ′i )≥ m(Bδ (y0)∩K)> 0.
Set Vi = φ
−1(V ′i ) for all 1≤ i≤ l. Since φ is open, V1, . . . ,Vl are proper,
int(Vi)∩ int(Vj) = φ
−1(int(V ′i ))∩φ
−1(int(V ′j)) = /0
for 1≤ i 6= j ≤ l and
ΘG(
l⋂
i=1
Vi) = m(
l⋂
i=1
V ′i )> 0.
Let G = φ−1(Y1). Then G is also residual. By Proposition 3.2, there is an infinite I ⊆ T
such that for all a ∈ {1,2, . . . ,k}I there exists h ∈ G with the property that
h ∈
⋂
t∈I
t−1int(Vat ).
Hence
φ(h) ∈
⋂
t∈I
t−1int(V ′at ).
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Note that φ(h) ∈ Y1, |τ
−1(φ(h))|= 1. Set τ−1(φ(h)) = {x0}. Then
x0 ∈
⋂
t∈I
t−1Uat .
That is, (ξ1,ξ2, . . . ,ξl) is a l-IT-tuple over τ , a contradiction! The proof is completed. 
Now we are ready to show Theorem 3.1.
Proof of Theorem 3.1. Assume that pi : (X ,T)→ (Xeq,T ) is almost N to one, and X is
bounded non-tame, i.e. ITk \∆
(k) = /0 for some k ≥ 2. Let Y = Xeq. We will divide the
proof into the following steps.
Step 1: Lift pi to an open N to one map through almost one to one extensions.
Recall that (2X ,T ) is the hyperspace system of (X ,T ), which is defined by
T ×2X → 2X : (t,A) 7→ tA= {ta : a ∈ A}, t ∈ T, A ∈ 2X .
Let MN(X) = {A ∈ 2
X : |A| ≤ N}. Then it is easy to see that MN(X) is a T -invariant and
closed subset of 2X , and hence (MN(X),T ) is a subsystem of (2
X ,T ).
Let Yc be the set of continuous points of pi
−1 : Y → 2X . By Proposition 2.14, for each
point y ∈ Yc one has that pi
−1(y) is a minimal point of (2X ,T ) and |pi−1(y)|= N. Let
Y ′ = {pi−1(y) : y ∈ Yc}.
By Subsection 2.6, (Y ′,T ) is minimal and by Corollary 2.17 |A|=N for all A∈Y ′. Hence
(Y ′,T ) is a minimal subsystem of (MN(X),T). Note that for each A ∈ Y
′, there is some
y ∈ Y such that A ⊆ pi−1(y), and hence A 7→ y define τ : Y ′ → Y such that for all y ∈ Yc,
τ(pi−1(y)) = y. Since pi−1 is continuous at points of Yc, τ
−1(y) = {pi−1(y)} for all y ∈ Yc,
i.e. τ is almost one to one.
If A= {x1, . . . ,xN} ∈ Y
′, it is easy to verify that
τ : Y ′→Y : A= {x1, . . . ,xN}→ pi(x1).
Let
X ′ = {(x,A) ∈ X×Y ′ : x ∈ A}.
Then (X ′,T ) is a subsystem of (X×Y ′,T ). Let σ and pi ′ be the projections:
σ : X ′→ X ,(x,A) 7→ x; and pi ′ : X ′→ Y ′,(x,A) 7→ A.
For each y ∈ Yc and x ∈ pi
−1(y), σ−1(x) = {(x,pi−1(y))}, i.e. σ is an almost one-to-one
extension. Notice that for A= {x1, . . . ,xN} ∈ Y
′,
pi ′
−1
(A) = {(x,A) : x ∈ A}= {(xi,{x1, . . . ,xN}) : 1≤ i≤ N}.
It follows that pi ′ : (X ′,T )→ (Y ′,T ) is an open N to one extension.
To sum up, we have the following diagram:
X
pi

X ′
pi ′

σ
oo
Y Y ′
τ
oo
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where σ and τ are almost one-to-one extensions, pi ′ is an open N to one extension. 1
Step 2: The length of any IT-tuple for Y ′ is not more than (k−1)N .
Let (XN,T ) be the product system. Define
p : XN →MN(X) : (x1, . . . ,xN) 7→ {x1, . . . ,xN},
which is a continuous map. We also have the following commuting diagram
XN
p

T
// XN
p

MN(X)
T
// MN(X)
Since there is some integer k ≥ 2 such that (X ,T ) has no k-IT-tuples, we claim that
there is some l ≤ (k−1)N such that ITl+1(Y
′,T )\△(l+1)(Y ′) = /0, i.e. (Y ′,T ) has no l+1
IT-tuples.
Indeed, suppose that there is l > (k−1)N and (y′1, . . . ,y
′
l) ∈ ITl(Y
′,T )\△(l)(Y ′). Then
there exists y ∈ Y such that τ(y′j) = y for 1 ≤ j ≤ l. From Proposition 2.4 (4), there
exists an l-IT-tuple (c1, . . . ,cl) ∈ (X
N)l such that p(c j) = y
′
j for 1≤ j ≤ l. Suppose c j =
(x
( j)
i )1≤i≤N . Notice that pi(x
( j)
i ) = τ(y
′
j) = y for any 1≤ i≤ N,1≤ j ≤ l.
As l > (k− 1)N , there exists some 1 ≤ i ≤ N such that |{x
( j)
i : 1 ≤ j ≤ l}| ≥ k. Thus
one can choose a k-tuple (cn1 , . . . ,cnk) such that x
(nr)
i 6= x
(ns)
i for 1≤ r < s ≤ k. For each
1 ≤ i ≤ N, let pi : X
N → X be the projection to the i-th coordinate. It is clear that pi is
a factor map, which implies that (x
(n1)
i , . . . ,x
(nk)
i ) is a k IT-tuple by Proposition 2.4 (4)
again. This is a contradiction, and thus the claim is proved.
Step 3: Count the member of ergodic measures of X .
Thus if one can show that Y ′ has finitely many ergodic measures, then by Lemma 3.6
so does X . In fact we will show that |MergT (Y
′)| ≤ l ≤ (k−1)N . Hence by Lemma 3.6,
|MergT (X)| ≤ |M
erg
T (X
′)| ≤ N|MergT (Y
′)| ≤ Nl ≤ N(k−1)N.
Now it is left to show that |M
erg
T (Y
′)| ≤ l≤ (k−1)N . Assume the contrary that |M
erg
T (Y
′)| ≥
(k−1)N+1. Then by Proposition 3.7, IT(k−1)N+1 \∆
((k−1)N+1) 6= /0. This contracts to the
claim in Step 2. So, |MergT (Y
′)| ≤ l ≤ (k−1)N , and the proof is completed. 
3.3. A Corollary.
Corollary B follows from the following result:
Corollary 3.8. Let (X ,T ) and (Y,T ) be minimal systems with T amenable. If pi : (X ,T )→
(Y,T ) is finite to one and (Y,T ) has finitely many ergodic measures, then so does (X ,T ).
Remark 3.9. Note that if supy∈Y |pi
−1(y)|< ∞, then the result is obvious by Lemma 3.6.
But there is some system, for all y ∈ Y , |pi−1(y)| < ∞, but sup |pi−1(y)| = ∞ (see [37,
Example 5.7.]). We need to take care of this case.
1See [39] for the construction of the general case.
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Proof of Corollary 3.8. As in the proof of Theorem 3.1, set for k ∈ N
Yk = {y ∈ Y : |pi
−1(y)|= k};
Y∞ = {y ∈ Y : |pi
−1(y)|= ∞}.
Then {Yk}k∈N∪{∞} are disjoint measurable T -invariants sets. Since pi is finite to one,
Y∞ = /0 and Y = ∪k∈NYk. For each ergodic measure m on Y , there is only one k0 ∈ N such
that m(Yk0) = 1 and m(Yk) = 0 for all k 6= k0. Similar to the proof of Lemma 3.6, there
are finitely many ergodic measures in pi−1∗ (m). Since (Y,T ) has finitely many ergodic
measures, it follows that (X ,T ) has only finitely many ergodic measures. 
4. THE STRUCTURE OF BOUNDED SYSTEMS
In this section we will prove Theorem C. First we will give the structure of bounded
systems, that is:
Theorem 4.1. If (X ,T) is a bounded minimal system with T abelian, then it is an almost
finite to one extension of its maximal equicontinuous factor.
Remark 4.2. One may give a more precise version of Theorem 4.1 as follows:
If (X ,T ) is a minimal system with T abelian and h∞(X ,T ) = logN, then it is an almost
N′ to one extension of its maximal equicontinuous factor, where N′ ≤ N.
The fact N′ ≤ N follows from Theorem 2.12. In fact, if pi : X → Xeq is almost N
′ to
one, then by Proposition 2.14, there exists y0 ∈ Y such that |pi
−1(y0)| = N
′ and pi−1(y0)
is a minimal point of (2X ,T ). Let pi−1(y0) = {x1, . . . ,xN′}. Then by Theorem 2.12,
(x1, . . . ,xN′) ∈ SEN′(X ,T ). Thus logN
′ ≤ h∞(X ,T ) = logN by Lemma 2.11, and hence
N′ ≤ N.
For the Morse minimal system (X ,T ), h∞(X ,T ) = log2, and it is almost 2 to one ex-
tension of its maximal equicontinuous factor. In general, one can not get that N′ = N. For
example, for the substitution minimal system (X ,T ) in [17, Proposition 5.1], h∞(X ,T ) =
log2, but it is an almost one to one extension of its maximal equicontinuous factor.
We also remark that Theorem 4.1 is in fact an improvement of a previous result obtained
by Maass and Shao in [32].
Proposition 4.3. [32] Let (X ,T) be a minimal system with T abelian. If (X ,T) is bounded,
then (X ,T ) has the following structure:
X
σ ′
←−−− X ′ypi ypi ′
Y = Xeq
τ ′
←−−− Y ′
where Xeq is the maximal equicontinuous factor of X, σ
′ and τ ′ are proximal extensions,
and pi ′ is a finite to one equicontinuous extension.
Remark 4.4. In [32], all results are stated under Z-actions, and they hold for systems
with T abelian.
MINIMAL SYSTEMS WITH FINITELY MANY ERGODIC MEASURES 23
Thus, to prove Theorem 4.1, we need to show σ ′ and τ ′ in Proposition 4.3 are actually
almost one-to-one, and hence pi is almost finite to one. To do this, first we need some
notions introduced in [20, 41].
Let (X ,T ) be a t.d.s.. and letU ⊆ X be a non-empty open subset, δ > 0 and r ∈N with
r ≥ 2. Set
(3) N(U,δ ;r) = {t ∈ T : ∃x1,x2, . . . ,xr ∈U such that min
1≤i 6= j≤r
d(txi, tx j)> δ}.
Definition 4.5. Let (X ,T ) be a t.d.s.. and r ∈ N (r ≥ 2). We say that (X ,T) is multiple
r-sensitive if there is some δ > 0 such that for any k ∈ N and any finite non-empty open
subsetsU1,U2, . . . ,Uk of X ,
⋂k
i=1N(Ui,δ ;r) 6= /0.
The following proposition relates the multiple sensitivity and sequence entropy.
Proposition 4.6. Let (X ,T) be a t.d.s. with T abelian, and let r ∈ N with r ≥ 2. If (X ,T )
is multiple r-sensitive, then there is some sequence A⊂ T such that hA(X ,T )≥ logr.
In particular, h∞(X ,T)≥ logr.
Proof. The proof follows the arguments of the proof of in [41, Theorem 1.4] forZ-actions.
Since (X ,T ) is multiple r-sensitive, there is some δ > 0 such that
⋂k
i=1N(Ui,2δ ;r) 6= /0 for
any finite non-empty open subsetsU1,U2, . . . ,Uk of X . Let α be an open cover of X with
diam(α)< δ . We will show that there is some sequence A⊂ T such that hA(T,α)≥ logr.
Claim: There exist a sequence {tn}n∈N of T and a set of non-empty open subsets {Vs}s∈Ω
of X, where Ω =
⋃∞
i=1{1,2, . . . ,r}
i such that
(1) if t is a sub-word of s, then Vs ⊆Vt;
(2) for each m ∈ N one has that
min
s6=s′∈{1,2,...,r}m
max
1≤i≤m
dist
(
tiVs, tiVs′
)
> δ .
Proof of Claim. We prove the claim by induction. Since (X ,T) is multiple r-sensitive,
there is some t1 ∈ T and x1,x2, . . . ,xr ∈ X such that
min
1≤s1 6=s
′
1≤r
d(t1xs1 , t1xs′1)> 2δ .
Then we choose open neighborhoodUs1 of t1xs1 for all s1 ∈ {1,2, . . . ,r} such that
min
1≤s1 6=s
′
1≤r
dist(Us1,Us′1)> δ .
Set Vs1 = t
−1
1 Us1 for s1 ∈ {1,2, . . . ,r}. Then we have that
min
s6=s′∈{1,2,...,r}
max
i=1
dist
(
ti(Vs), ti(Vs′)
)
> δ .
Thus we have our first step.
Now assume that there exist a sequence t1, t2, . . . , tm of T and a set of non-empty open
subsets {Vs}s∈Ωm of X , where Ωm =
⋃m
i=1{1,2, . . . ,r}
i such that
(1)m if t ∈Ωm is a sub-word of s ∈ Ωm, then Vs ⊆Vt ;
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(2)m for each j ∈ {1,2, . . . ,m} one has that
min
s6=s′∈{1,2,...,r} j
max
1≤i≤ j
dist
(
tiVs, tiVs′
)
> δ .
Since (X ,T ) is multiple r-sensitive,⋂
s∈{1,2,...,r}m
N(Vs,2δ ;r) 6= /0.
Pick tm+1 ∈
⋂
s∈{1,2,...,r}m
N(Vs,2δ ;r). By the definition, for each s ∈ {1,2, . . . ,r}
m, one can
find x(s,1),x(s,2), . . . ,x(s,r) ∈Vs such that
min
1≤sm+1 6=s
′
m+1≤r
d(tm+1x(s,sm+1), tm+1x(s,s′m+1))> 2δ .
Then we choose a non-empty open neighbourhood U(s,sm+1) of tm+1x(s,sm+1) for each
(s,sm+1) ∈ {1,2, . . . ,r}
m+1 with
min
1≤sm+1 6=s
′
m+1≤r
dist(U(s,sm+1),U(s,s′m+1))> δ .
Set V(s,sm+1) = Vs ∩ t
−1
m+1U(s,sm+1) for all (s,sm+1) ∈ {1,2, . . . ,r}
m+1. Then it is easy to
verify that
min
s6=s′∈{1,2,...,r}m+1
max
1≤i≤m+1
dist
(
tiVs, tiVs′
)
> δ .
The proof of Claim is completed. 
For any m ∈ N and any s,s′ ∈ {1,2, . . . ,r}m, one has that
min
s6=s′∈{1,2,...,r}m
max
1≤i≤m
d
(
ti(xs), ti(xs′)
)
≥ min
s6=s′∈{1,2,...,r}m
max
1≤i≤m
dist
(
tiVs, tiVs′
)
>δ .
Since diamα < δ , xs and xs′ will not be in the same element of
∨m
i=1 t
−1
i α whenever
s 6= s′ ∈ {1,2, . . . ,r}m. Thus, N(
∨m
i=1 t
−1
i α) ≥ r
m, which implies that hA(T,α) ≥ logr,
where A= {ti}
∞
i=1. In particular, h∞(X ,T )≥ hA(X ,T )≥ logr. 
We also need the following lemmas to show the next proposition.
Lemma 4.7. [6, Remark 8.] Let pii : (Xi,T )→ (Yi,T ) be proximal extensions for i ∈ I.
Then ∏i∈I pii : ∏i∈I Xi→ ∏i∈IYi is also proximal.
Lemma 4.8. [1, Lemma 6.17] Let (X ,T ) be a topological system, let x ∈ X and let y be
a minimal point, with x and y proximal. Let U be a neighbourhood of y. Then there is a
t ∈ T such that tx, ty∈U.
Lemma 4.9. Let pi : (X ,T )→ (Y,T ) be an extension between t.d.s. with (Y,T ) being
minimal. If pi is not almost finite to one, then for each fixed r ≥ 2, there exist a constant
δr > 0 such that for each y ∈ Y , there are x1, . . . ,xr ∈ pi
−1(y) with
min
1≤i 6= j≤r
d(xi,x j)> δr.
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Proof. Fix r ≥ 2 and let pi−1 : Y → 2X ,y 7→ pi−1(y). Then pi−1 is a u.s.c. map, and by
Theorem 2.13, the setYc of continuous points of pi
−1 is a denseGδ subset ofY . Let y0 ∈Yc
be a continuous point of pi−1.
Define f : X r →R as follows
(w1, . . . ,wr) 7→ min
1≤i 6= j≤r
d(wi,w j).
It is easy to verify that f is a continuous function. Since pi is not almost finite to one and
(Y,T ) is minimal, pi−1(y0) is an infinite set. Choose distinct points z1,z2, . . . ,zr ∈ pi
−1(y0).
Then
f (z1, . . . ,zr) = min
1≤i 6= j≤r
d(zi,z j)> 0.
Let δ = 1
2
f (z1, . . . ,zr). By the continuity of f , there are open neighborhoods U1, . . . ,Ur
of z1, . . . ,zr such that for all (z
′
1, . . . ,z
′
r) ∈U1× . . .×Ur,
| f (z′1, . . . ,z
′
r)− f (z1, . . . ,zr)|< δ .
In particular, we have that for all (z′1, . . . ,z
′
r) ∈U1× . . .×Ur,
(4) min
1≤i 6= j≤r
d(z′i,z
′
j) = f (z
′
1, . . . ,z
′
r)> f (z1, . . . ,zr)−δ = δ .
Since y0 ∈Yc is a continuous point of pi
−1, there is an open neighbourhoodV of y0 such
that for all y′ ∈V ,
(5) pi−1(y′)∩U j 6= /0, ∀1≤ j ≤ r.
Since (Y,T ) is minimal, there exist t1, · · · , tk ∈ T such that
⋃k
s=1 tsV =Y . By the conti-
nuity of t1, · · · , tk ∈ T , there exists δr > 0 such that if x,x
′ ∈ X with d(x,x′)≤ δr, then
max
1≤s≤k
d(t−1s x, t
−1
s x
′)≤ δ .
Now for a given y ∈ Y , there is some s(y) ∈ {1,2, · · · ,k} such that t−1
s(y)
y ∈ V . Then by
(5), we can find x′1 ∈ pi
−1(t−1
s(y)
y)∩U1, . . . ,x
′
r ∈ pi
−1(t−1
s(y)
y)∩Ur. Moreover, by (4) one has
that
min
1≤i 6= j≤r
d(x′i,x
′
j)> δ .
Let xi = ts(y)x
′
i for i = 1,2, · · · ,r. Then x1, · · · ,xr ∈ pi
−1(y), and by the choice of δr, one
has that
min
1≤i 6= j≤r
d(xi,x j)> δr.
The proof is completed. 
For T =Z, the following Proposition 4.10 is the consequence of [41, Theorem 1.3] and
[41, Theorem 3.4]. We will give a direct proof here for t.d.s. under abelian group actions.
First recall some notions about subsets of T .
A subset S ⊂ T is syndetic if there exists a finite F ⊂ T such that FS = T . A subset
L⊂ T is called thick if for every finite set F ⊂ T one has that
L∩
⋂
γ∈F
γL 6= /0.
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Note that S ⊂ T is syndetic if and only if S∩L 6= /0 for every thick set L ⊂ T ; and L ⊂ T
is thick if and only if L∩S 6= /0 for every syndetic set S⊂ T .
The following proposition is the key to improve Proposition 4.3.
Proposition 4.10. Let pi : (X ,T)→ (Y,T ) be an extension between minimal systems with
T abelian. If pi is proximal but not almost one to one, then (X ,T ) is multiple r-sensitive
for all r ≥ 2. In particular, h∞(X ,T) = ∞.
Proof. Since pi is proximal but not almost one-to-one, by Proposition 2.14 pi is not almost
finite to one. Thus by Lemma 4.9 for each fixed r ≥ 2, there exists a constant δ > 0 such
that for all y ∈ Y , there are x1, . . . ,xr ∈ pi
−1(y) with
min
1≤i 6= j≤r
d(xi,x j)> 3δ .
Claim: For any non-empty open subset U of X and F = {t1, t2, . . . , tL} ∈ T with L ∈ N,
there is some m ∈ T such that
mF = {mt1,mt2, . . . ,mtL} ⊆ N(U,δ ;r),
i.e. N(U,δ ;r) is thick.
Proof of Claim. Since (X ,T ) is minimal, pi is semi-open. Hence for each i∈ {1,2, . . . ,L},
int(pi(tiU)) 6= /0 and let yi ∈ int(pi(T
iU)). Choose points zi1,zi2, . . . ,zir ∈ pi
−1(yi) such that
min
1≤ j 6=k≤r
d(zi j,zik)> 3δ .
For 1≤ i≤ L and 1≤ t ≤ r, set
Wit = B(zit ,δ )∩pi
−1(int(pi(tiU))),
where B(x,a) = {y ∈ X : d(x,y)< a}.
Since (X ,T) is minimal, the set of minimal points in rL product system (X rL,T ) is
dense. Choose a minimal point (pit) 1≤i≤L
1≤t≤r
in ∏
1≤i≤L
1≤t≤r
Wit . Then by the definition of Wit , for
each 1≤ i≤ L and 1≤ t ≤ r there is some xit ∈U such that
pi(tixit) = pi(pit).
By Lemma 4.7, in the product system (X rL,T ), points (pit) 1≤i≤L
1≤t≤r
and (tixit) 1≤i≤L
1≤t≤r
are prox-
imal. Thus it follows from Lemma 4.8 that there is some m ∈ T such that
m
(
(tixit) 1≤i≤L
1≤t≤r
)
∈ ∏
1≤i≤L
1≤t≤r
Wit .
That is,
mtixit ∈Wit , ∀i ∈ {1, . . . ,L}, t ∈ {1, . . . ,r}.
By the construction ofWit , one has that for all i ∈ {1, . . . ,L}
min
1≤ j 6=k≤r
dist(Wi j,Wik)> δ .
It follows that for all i ∈ {1, . . . ,L}
min
1≤ j 6=k≤r
d(mtixi j,mtixik)> δ ,
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which means that mF = {mt1,mt2, . . . ,mtL} ⊆ N(U,δ ;r). 
Now we show that (X ,T ) is multiple r-sensitive. LetU1,U2, . . . ,Uk be non-empty open
subsets of X . Fix a point x0 ∈ X . Since (X ,T ) is minimal, there exist t1, t2, . . . , tk ∈ T such
that t1x0 ∈ U1, t2x0 ∈ U2, . . . , tkx0 ∈ Uk. Thus there is some open neighborhood U of x0
such that
t1U ⊆U1, t2U ∈U2, . . . , tkU ⊆Uk.
By Claim, N(U,δ ;r) is thick, there is some m ∈ T such that
{mt1,mt2, . . . ,mtk} ⊆ N(U,δ ;r).
It is easy to verify that
m ∈
k⋂
i=1
N(Ui,δ ;r).
Thus (X ,T ) is multiple r-sensitive. The proof is completed. 
For n≥ 2 one writes (Xn,T ) for the n-fold product system (X×·· ·×X ,T ).
Lemma 4.11. [17, Proposition 2.4] For a t.d.s. (X ,T) with T abelian, and any sequence
A⊂ T we have
hA(X
n,T ) = nhA(X ,T)
for any n ∈ N.
Lemma 4.12. [17, Proposition 2.5] Let pi : (X ,T)→ (Y,T ) be an extension with T abelian
and A⊂ T be a sequence. If pi is at most N finite to one, i.e. |pi−1(y)| ≤ N for all y ∈ Y ,
then hA(X ,T )≤ hA(Y,T )+ logN.
Now we are ready to show prove Theorem 4.1.
Proof of Theorem 4.1. First by Proposition 4.3, we have that (X ,T ) has the following
diagram:
X
pi

X ′
pi ′

σ ′
oo
Y = Xeq Y
′τ
′
oo
where σ ′ and τ ′ are proximal extensions, pi ′ is a N to one extension for some N ∈N and pi
is the maximal equicontinuous factor. Now we show that τ ′ and σ ′ is almost one-to-one,
and hence pi is almost finite to one.
Assume that τ ′ is not almost one-to-one, then by Proposition 4.10, h∞(Y
′) = ∞. By the
construction of diagram in Proposition 4.3 (See [32] for details), every point of Y ′ ⊆ 2X
consists of N distinct elements of X . Let MN(X) = {A ∈ 2
X : |A| ≤ N}. Then MN(X) is a
closed subset of 2X . It is clear that Y ′ ⊂MN(X) and thus h∞(MN(X),T) = ∞.
Define p : XN →MN(X) such that p((x1, . . . ,xN)) = {x1, . . . ,xN}. We have the follow-
ing commuting diagram
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XN
p

T
// XN
p

MN(X)
T
// MN(X)
This implies that h∞(X
N,T ) = ∞, a contradiction by Lemma 4.11. Thus, τ ′ is almost
one to one and h∞(Y
′)< ∞.
Since pi ′ is finite to one, by Lemma 4.12 h∞(X
′)≤ h∞(Y
′)+ logN < ∞. By Proposition
4.10, σ ′ is also almost one to one. Thus pi is almost finite to one. The proof is completed.

A minimal system (X ,T ) is called pointed distal if there is some point x0 ∈ X , the only
point proximal to x0 is itself. By Veech’s structure for pointed distal systems and Theorem
4.1, any bounded minimal system under abelian group action is pointed distal. Thus we
have
Corollary 4.13. Let (X ,T ) be a minimal system with T abelian. If (X ,T ) is not pointed
distal, then h∞(X ,T ) = ∞.
APPENDIX A. THE PROOF OF PROPOSITION 3.2
The proof of Proposition 3.2 basically is similar to the one of [11, Proposition 3.3.].
For the completeness, we include a proof.
From now on, k is a fixed natural number with k ≥ 2. Let Σn = {1, . . . ,k}
n and Σ∗ =⋃
n∈NΣn. Denote by |a| the length of a word a ∈ Σ∗. Let H be a locally compact second
countable Hausdorff topological group with left Haar measure ΘH . By Birkhoff-Kakutani
theorem there exists a left invariant metric d (see [36] for example). Let e be the unit
element.
Let ΘrH be the right Haar measure on H. If C ⊂ H is a comapct set with positive
measure and we set
ηC(ε) =
ΘrH(Bε(C))
ΘrH(C)
−1,
where Bε(C) = {x ∈ H : d(x,c)< ε}. Since Θ is regular, limε→0η
C(ε) = 0.
When k = 2, the following lemma is Lemma 3.5. in [11].
Lemma A.1. Suppose that C ⊂ H is a compact set with ΘrH(C) > 0 and {ξa}a∈∑∗ is a
family of elements ξa ∈ H. Let {εn}n∈N be a sequence of positive real numbers such that
εn ≥ sup
a∈∑n
d(e,ξa).
For j ∈ N, n ∈ N∪ {∞}, let δ nj = ∑
n
ℓ= j εℓ. Further, given n ∈ N and a ∈ Σn, let γa =
ξa1ξa1a2 . . .ξa1a2...an = ∏
n
j=1 ξa1,...,a j . Then for each n ∈ N, we have
(6) ΘrH
( ⋂
a∈Σn
Cγ−1a
)
≥ ΘrH(C)
(
1−
n
∑
j=1
k j−1(k−1)ηC(δ nj )
)
.
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Proof. We prove the lemma by induction on n. When n = 1, note that {ξa}|a|=1 =
{ξi}1≤i≤k. For 1≤ i≤ k, one has that
d(e,γ−1i ) = d(e,γi) = d(e,ξi)≤ ε1.
Thus
⋃k
i=1Cγ
−1
i ⊂ Bδ 11
(C), where δ 11 = ε1. As Θ
r
H(Bδ 11
(C)) = (1+ηC(δ 11 ))Θ
r
H(C), one
has that
ΘrH
(
Bδ 11
(C)\Cγ−1i
)
= ηC(δ 11 )Θ
r
H(C).
Thus one has that
ΘrH
(
Bδ 11
(C)\
(
k⋂
i=1
Cγ−1i
))
= ΘrH
(
k⋃
i=1
(
Bδ 11
(C)\Cγ−1i
))
≤ kηC(δ 11 )Θ
r
H(C),
and therefore
ΘrH
(
k⋂
i=1
(
Cγ−1i
))
≥ ΘrH
(
Bδ 11
(C)
)
− kηC(δ 11 )Θ
r
H(C)
= ΘrH(C)
(
1− (k−1)ηC(δ 11 )
)
.
The base case is done.
Now suppose that Equation (6) holds for n, all sets C ⊂ H and all collection {ξa}a∈∑∗
and {εn}n∈N as above. Let ξ
(i)
a = ξia and γ
(i)
a = ξ
−1
i · γia for all 1 ≤ i ≤ k and a ∈ Σ∗.
Notice that
{γa}a∈Σn+1 = {ξiγ
(i)
a }1≤i≤k,a∈Σn .
Thus it holds that ⋂
a∈Σn+1
Cγ−1a =
⋂
1≤i≤k
(( ⋂
a∈Σn
C(γ
(i)
a )
−1
)
ξ−1i
)
.
Let Ji =
( ⋂
a∈Σn
C(γ
(i)
a )
−1
)
. By the induction hypothesis, one has that
ΘrH
(
Jiξ
−1
i
)
= ΘrH (Ji)≥ Θ
r
H(C)
(
1−
n
∑
j=1
k j−1(k−1)ηC(δ n+1j+1 )
)
.
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Notice that Jiξ
−1
i ⊂ Bδ n+11
(C) for all 1≤ i≤ k. Therefore, one has that
ΘrH
 ⋂
a∈Σn+1
Cγ−1a
= ΘrH
( ⋂
1≤i≤k
(
Jiξ
−1
i
))
= ΘrH(Bδ n+11
(C))−ΘrH
(
Bδ n+11
(C)\
( ⋂
1≤i≤k
Jiξ
−1
i
))
= ΘrH(Bδ n+11
(C))−ΘrH
( ⋃
1≤i≤k
(
Bδ n+11
(C)\ Jiξ
−1
i
))
≥ ΘrH(Bδ n+11
(C))−
k
∑
i=1
ΘrH
(
Bδ n+11
(C)\ Jiξ
−1
i
)
=−(k−1)ΘrH(Bδ n+11
(C))+
k
∑
i=1
(
ΘrH(Jiξ
−1
i )
)
≥ ΘrH(C)
(
k
(
1−
n
∑
j=1
k j−1(k−1)ηC(δ n+1j+1 )
)
− (k−1)(1+ηC(δ n+11 ))
)
= ΘrH(C)
(
1−
n+1
∑
j=1
k j−1(k−1)ηC(δ n+1j )
)
.
The proof is completed. 
Given metric spaces X and H, a continuous map β : X →H is called almost one-to-one
if X0 = {x ∈: β
−1({β (x)}) = {x}} is dense in X . Points in X0 are called injectivity points
of β . Recall that a compact subsetW of a metric space X is called proper if int(W) =W .
Lemma A.2. [11, Lemma 2.4] Suppose that X ,H are metric spaces and β : X → H is
an almost one-to-one continuous map. Then images of proper subsets of X under β are
proper subsets of H.
Now we give the proof of Proposition 3.2.
Proof of Proposition 3.2. As G is a residual set, assume that G =
⋂
n∈NGn, where each
Gn is an open and dense subset of H. We will construct an infinite sequence of point
{tn}n∈N in T , a sequence {r(n)}n∈N of positive real numbers, a collection {γa}a∈Σ∗ in
H and a collection {Ua}a∈Σ∗ of compact subsets of H such that for all n ∈ N and a =
a1a2 . . .an ∈ Σn,
(In) Ua = Br(n)(γa)⊂ (t
−1
n int(Van))∩Gn;
(IIn)
⋃k
i=1Uai ⊂Ua.
(IIIn) supa∈Σn d(e,ξa) ≤ εn, where {ξa}a∈∑∗ is a family of elements ξa ∈ H defined
by γa = ξa1ξa1a2 . . .ξa1a2...an = ∏
n
j=1ξa1,...,a j .
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Once we have (In),(IIn) for all n ∈N, then it will prove the statement. Firstly, we are to
see that ti 6= t j for any i 6= j ∈ N. In fact, given i 6= j ∈ N. We take n=max{i, j} and a=
a1a2 · · ·an ∈ Σn with ai 6= a j. Then by In one has ti(Ua) ⊂ int(Vai) and t j(Ua) ⊂ int(Va j).
Combing this with the fact int(Vai)∩ int(Va j) = /0 (see (ii)), one has ti 6= t j.
Next let I = {tn : n ∈ N}. Then I is an infinite set of T . For a ∈ {1,2, . . . ,k}
I and
n ∈ N, Let a(n) = at1at2 . . .atn . By (IIn),
⋂
n∈NUa(n) is a nested intersection of compact
sets and therefore non-empty. By (In), any h ∈
⋂
n∈NUa(n) has the property that h ∈ G and
tnh ∈ int(Vatn ) for all n ∈ N. Thus one has (2).
We will construct {tn}n∈N, {r(n)}n∈N, {γa}a∈Σ∗ and {Ua}a∈Σ∗ by induction on |a|= n.
Let
C =
⋂
1≤i≤k
Vi.
As ΘH and Θ
r
H are mutually absolutely continuous, one has that Θ
r
H(C) > 0. We fix a
sequence {εn}n∈N of positive real numbers such that
∞
∑
j=1
k j−1(k−1)ηC(δ ∞j )< 1,
where δ nj are defined as in Lemma A.1.
First we show the case n= 1. Since T is a dense subgroup, for any ε > 0,
⋃
t∈T tBε(e) =
H. Choose t1 ∈ T such that (t1Bε1(e))∩C 6= /0. AsC ⊂Vi for each 1≤ i≤ k, one has that
(t1Bε1(e))∩Vi 6= /0.
As int(Vi) =Vi, one has that
(t1Bε1(e))∩ int(Vi) 6= /0 for any 1≤ i≤ k.
Since G1 is an open dense subset, it follows for 1≤ i≤ k,
G1∩Bε1(e)∩ t
−1
1 int(Vi) 6= /0
is a non-empty open set. Now for 1≤ i≤ k, choose γi ∈ H and r(1)> 0 such that
Ui = Br(1)(γi)⊂ G1∩Bε1(e)∩ t
−1
1 int(Vi).
Let ξa = γa for a ∈ {1, . . . ,k}, one has that
sup
a∈Σ1
d(e,ξa)≤ ε1.
Thus the base case is done.
Suppose now that {ti}
n
i=1, {r(i)}
n
i=1, {γa}a∈∪ni=1Σi and {Ua}a∈∪
n
i=1Σi
have been chosen
and satisfy (In), (IIn) and (IIIn). By Lemma A.1 and (IIIn), one has that
ΘrH(
⋂
a∈Σn
Cγ−1a )≥Θ
r
H(C)
(
1−
n
∑
j=1
k j−1(k−1)ηC(δ nj )
)
≥ΘrH(C)
(
1−
n
∑
j=1
k j−1(k−1)ηC(δ ∞j )
)
> 0.
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In particular,
⋂
a∈ΣnCγ
−1
a 6= /0, and choose h ∈
⋂
a∈ΣnCγ
−1
a . Thus γa ∈ h
−1C for all a ∈ Σn.
Choose tn+1 ∈ T close enough to h and r
′(n+1)< r(n) such that
t−1n+1C∩Br′(n+1)(γa) 6= /0 for all a ∈ Σn.
SinceC =
⋂
1≤i≤kVi and Vi = int(Vi) for 1≤ i≤ k, one has that(
t−1n+1int(Vi)
)
∩Br′(n+1)(γa) 6= /0, 1≤ i≤ k
are non-empty open sets. As Gn+1 is open and dense, it follows that(
t−1n+1int(Vi)
)
∩Br′(n+1)(γa)∩Gn+1 6= /0, 1≤ i≤ k
are non-empty open sets. Now for each a ∈ Σn, i ∈ {1, . . . ,k}, there exists γai ∈ H and
r(n+1)> 0 such that
Uai = Br(n+1)(γai)⊂
(
t−1n+1int(Vi)
)
∩Br′(n+1)(γa)∩Gn+1.
Notice that
Uai ⊂ Br′(n+1)(γa)⊂ Br(n)(γa) =Ua,
and one has (In+1) and (IIn+1). Recall that ξai = γ
−1
a γai for all a ∈ Σn, i ∈ {1, . . . ,k}. One
has that for all a ∈ Σn, i ∈ {1, . . . ,k},
d(e,ξai) = d(e,γ
−1
a γai) = d(γa,γai)≤ r
′(n+1)≤ εn+1,
which is (IIIn). The proof is completed. 
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