Abstract-This
I. INTRODUCTION
Simultaneous localization and mapping (SLAM) is a technique used for simultaneously estimating the pose of a camera and reconstructing a map of its surrounding environment. SLAM has been widely studied over the past decades, and the applications of SLAM have widely become broadened such as computer vision-based 3D modeling, augmented reality-based visualization, self-driving cars, and robotics. SLAM is also considered by many experts and scholars as one of the central components towards truly autonomy of mobile robots [4] . With the development over the past decades, a number of methods have been proposed to design a better SLAM system that can achieve an accurate estimation of the pose of a camera and construct a versatile map of the surrounding environment. A variety of cameras have been utilized for solving the SLAM problem such as laser scanners, monocular cameras, stereo cameras, and RGB-D cameras. However, there has been a wealth of interest in using RGB-D cameras for solving the SLAM problem, mainly because RGB-D cameras can provide dense, high-frequency color and depth information at a low price.
Although RGB-D cameras can provide both RGB and depth information, most of the state-of-the-art SLAM systems for RGB-D cameras still use only the depth information constrains or the featured-based multi-view constraints. They do not fully exploit the multi-view RGB and depth information. To solve this problem, Some researchers have proposed some solutions, one of the most commonly used solution is that the color information is used first to obtain an initial guess, then the depth information is used to optimize the initial guess. However, this solution is not efficient enough to exploit both RGB and depth information at the same time.
In this paper we present a feature-based RGB-D SLAM system based on ORB-SLAM2 [1] , and our main contributions are as follows.
A complete RGB-D SLAM system is constructed, and it is composed of three main threads: tracking, mapping and loop closing which are based on ORB-SLAM2 [1] .
A robust tracking based on multi-view features and depth information is proposed, which optimizing both the reprojection error and inverse depth error to make our system more robust to texture-less and structureless scenarios than ORB-SLAM2 [1] .
An occupancy grid map of the surrounding environment is constructed based on the octree-based mapping framework OctoMap [2] for high-level tasks.
Real-time loop closing based on color appearance information and depth consistency is composed to achieve global consistency.
The initialization and relocalization module are also established by directly exploiting the method of ORB-SLAM2 [1] .
robustness than the state-of-the-art SLAM system, ORB-SLAM2 and RGBD-SLAM.
The remainder of this paper is organized as follows. Section II describes the related works. In Section III the overview of the full RGB-D SLAM system is given. The tracking, mapping and loop closing components of the SLAM system are detailed in Section IV, V and VI respectively. Finally, Section VII and VIII show the experimental results and conclusions.
II. RELATED WORK
Modern visual SLAM systems are mainly composed of the following three components: spatial alignment of consecutive image frames, reconstruction of the environment, detection of loop closure for globally consistent alignment of all image frames. In the most original RGB-D SLAM systems, iteratively closest point (ICP) algorithm [5] and many variational ICP algorithms [6] , [7] , [8] are used for aligning all pairs of local point clouds. Then the relative motion between the consecutive image frames can be obtained. Reference [9] uses bundle adjustment to align the dense point clouds however without further exploiting the RGB images information. KinectFusion [10] is one of the earliest and most famous RGB-D SLAM systems. It fuses all depth data into a volumetric dense model to estimate the camera pose via using ICP. The system is not a complete SLAM system due to the lack of loop closing. It achieves real-time performance but requires high-performance graphics hardware.
Nevertheless, the performance of the ICP algorithm is highly dependent on a good initial guess to avoid getting stuck in a local minimum, and there is not a standard criterion for evaluating the quality of the match. Therefore, many researches have tried to exploit both the color information and depth information. One of the most promising approach for dealing with color information is feature extraction and matching. Visual feature points are more distinctive than typical geometric structures. They can simplify the data association by using feature descriptors. Then the central problem becomes how to exploit both the color and depth information efficiently to gain a better tracking.
A complete RGB-D SLAM system, utilizing both the color and depth information, was first proposed in [11] . In the system, SIFT feature points are firstly extracted, then the 3D SIFT points are obtained by fusing the depth corresponding to these feature points. The feature-based alignment is done with RANSAC over these 3D SIFT feature points to obtain an initial guess of relative motion between consecutive frames. Then the ICP among the fixed point-topoint constraints alongside the point-to-plane constraints from full point clouds is performed to optimize the initial guess. The loop closure and succeeding pose-graph optimization are based on 3D SIFT and TORO, respectively. They found that the ICP was only necessary if there were few feature point matches. Because the ICP could not significantly improve the performance of the feature-based alignment if there were enough feature point matches. The tracking and loop closing of the SLAM system is all based on SIFT feature points. But this is not an efficient solution method, because the extraction of SIFT feature is really time consuming.
The SLAM system proposed by Felix Endres [12] is probably the first open-source full SLAM system for RGB-D cameras. This is a feature-based system, whose relative motion is computed based on initial three pairs of matching feature points and successive ICP over local dense point cloud. The back-end performs pose-graph optimization by using g2o solver [13] . The loop closure is achieved based on heuristic search. And the octree-based mapping framework OctoMap [2] is used to generate a volumetric and efficient representation of the environment. In order to make the system more robust to less structure environment, reference [14] proposed a RGB-D SLAM system, performing bundle adjustment with or without available depth information.
The ORB-SLAM2 [1] is considered the state-of-the-art SLAM system, using depth information to synthesize a stereo coordinate for extracted ORB features on the image. The front-end is also based on feature matching. The back end is based on bundle adjustment, and a globally consistent sparse map is constructed. The system can achieve long term globally consistent localization but does not build the detailed metric map used for high-level tasks.
Some of these approaches use separate sparse feature matching over multi-view color images or ICP over dense point cloud, the others use both the feature matching and ICP in the tracking thread, but they just use one of the two methods to initialize the relative motion, then another method is performed to improve the estimation accuracy. In our approach we use constant motion model to get an initial estimation of the camera pose, then the matching feature points and corresponding depth of these feature points are fused to estimate the pose of the camera. And this is implemented by minimizing both the reprojection and geometric error of matching feature points. For aggressive application of the RGB-D SLAM system, an occupancy grid map is built based on the octree-based mapping framework OctoMap [2] .
It is also worth remarking that there are also some other SLAM systems based on direct method, minimizing the photometric error. Reference [15] presents a direct method based RGB-D SLAM system, and it shows that the state-ofthe-art direct method still cannot achieve the same localization accuracy with ORB-SLAM2 [1] . Therefore, our exploration and contribution is focus on feature-based method.
III. FRAMEWORK OVERVIEW
Our SLAM system, following the standard framework of ORB-SLAM2 [1] , is divided into three threads, including tracking, local mapping and loop closing thread illustrated in Figure 1 . Our system exploits the same initialization and relocalization strategy with ORB-SLAM2 [1] . Therefore, the tracking, mapping and loop closing are the three components focused in this paper.
The tracking thread estimates the pose of the current frame by minimizing both the reprojection error and the inverse depth error of matching ORB feature points. The tracking thread also gives the principle of keyframe selection.
The mapping thread first processes keyframes and 3D map points. Then it performs local bundle adjustment to optimize both the poses of local keyframes and the position of corresponding sparse 3D map points that can be seen by these keyframes, where the local keyframes are the covisibility keyframes of the current keyframe, and the covisibility keyframes are those keyframes that have at least one common seen map point with current keyframe. Finally, the mapping thread constructs an occupancy map of the surrounding environment based on the optimized keyframes that contain their own poses in a world coordinate and their associated point cloud. And the occupancy map is constructed based on the octree-based mapping framework OctoMap [2] .
The loop closing thread first uses bag-of-words place recognition method and depth consistency to detect loop closure. Then it builds loop constraints, and a pose graph optimization is performed by using g2o solver [13] to optimize the poses of these keyframes. All the loop closing errors are distributed along the graph. Finally, the full bundle adjustment optimization is performed to optimize the poses of all the keyframes and the spatial position of all the points in this map.
A. Robust Tracking
The goal of the tracking thread is to estimate the pose of the camera and decide whether the current frame is spawned as a new keyframe or not. To gain a robust estimation of the current camera pose, the tracking thread exploits both the RGB and depth information. A constant velocity motion model is used first to gain an initial guess of the current camera pose, then a matching search between a reference keyframe and current frame is performed to obtain matching feature points. In this paper, we choose to extract ORB features instead of SIFT or SURF, because ORB features are very fast to extract and invariant to any rotation and scale in a range [16] . If the tracking is lost, then the relocalization module based on bag-of-words place recognition can be used to relocalize the camera. Based on the initial guess and the matching feature points, an optimization strategy that optimizes both the reprojection error and inverse depth error of the matching feature points is performed to gain an optimal estimation of the camera pose. In the following, our approach is formalized.
Camera Model
Camera model gives the relationship between 3D points in camera coordinates and 2D points in pixel coordinates. In this paper, the basic pinhole camera model is used to model the camera, and it can be represented as follows is a 3D point in current camera homogeneous coordinates, and T is the transpose operation of a vector. x f , y f are the focal lengths and x c , y c are the coordinates of the camera center in the basic pinhole camera model. And this function can be called projection function. 3D points in camera coordinates can also be deviated from 2D points in pixel coordinates, and the function is named as inverse projection function which can be represented as
3D Rigid Body Transformations The most commonly used representation for rigid body transformation G is a transformation matrix T which includes the rotation and translation in 3D, and the transformation matrix is defined by
where SO 3 R and SO 3 represents special orthogonal group, 3 R t and 3 R denotes three-dimensional space. The transformation matrix T is an overparametrized representation of G due to T has twelve parameters whereas G only has six degrees of freedom. Therefore, the Lie algebra 3 se associated to the Special Euclidean Group SE 3 is normally used to represent rigid body transformations, then the transformation matrix T can be represented as which is a six-vector. And the relationship between and T can be defined by
where ^ is the skew symmetric matrix of vector , and exp() is an exponential function.
Warping Function Based on the projection function and 3D rigid body transformation, the position of a 2D pixel point in an image can be derived from the corresponding 2D pixel point in another image ' 1 , ,
where
is the depth of pixel point uv P , T is the transformation matrix, and 1 are the projection and inverse projection function respectively.
Error Function The error function is composed of two terms, the reprojection error r r and the geometric error (inverse depth error) g r . In the following, r r and g r will be discussed in detail. The main purpose is to minimize the error function to gain a more accurate estimation of the transformation matrix
where T denotes the estimated transformation matrix of current camera pose. is a learned constant hyperparameter for weighting the reprojection error term and geometric error term. However this optimization problem is a constrained optimization problem, and it is difficult to solve, because the transformation matrix uses 12 parameters to represent 6 degrees of freedom. Therefore, the Lie Algebra representation can be used to transfer the constrained optimization problem to an unconstrained optimization problem, and the objective function can be represented as Lie Algebra form:
where denotes the estimated Lie Algebra form position and pose of the current camera pose.
In the tracking thread, we just optimize the pose of the camera but not the points in the map for efficient tracking. And the minimization of the reprojection error and inverse depth error is only for those matched ORB feature points. The detailed description of the two error terms will be given in the following part.
Based on the predefined warping function , we can define the reprojection error between a single pixel point (9) where () is the projection function, n is the number of the matched feature points, r denotes the standard deviation of the reprojection error, and p is a robust cost function used for making the tracking less sensitive to outliers and decreasing the influences of dynamic environments and occlusions. We choose the Huber cost function, and it can be defined by 
Because we extract feature points from an 8-level image pyramid, the standard deviation of reprojection error is related to the scale of the image from which feature points are extracted. Then we consider that the standard deviation r is proportional to the square of the scale factor.
Based on the result of [17] , we choose to minimize the inverse depth error but not the depth error in the geometric term, and the inverse depth error of a single map point can be defined by (12) where p is again the Huber robust cost function. g is the standard deviation of the geometric residual.
To estimate the value of the standard deviation of geometric residual g , we regard the RGB-D camera as stereo camera. And the inverse depth can be defined by d fb (13) where d is the disparity, f is the camera focal length and b is the baseline. And the inverse depth parametrization [17] is linearly dependent on the disparity d . Then the standard deviation of the inverse depth can be defined by
Optimization on Lie-Manifolds The optimization of the error function is solved via using Gauss-Newton method which gives the maximum-likelihood estimator for . In order to utilize Gauss-Newton method, the Jacobian matrix of the error function with respect to the estimated variable needs to be computed, and the Jacobian matrices of the two error terms are computed respectively. Then the Jacobian matrix of the reprojection error of one feature point can be represented as 
The Jacobian matrix of the geometric error can be deviated the same way. Then the estimation of the pose of current frame can be implemented by using g2o solver [13] , and the Gauss-Newton optimization method is chosen.
The tracking thread also decides if the current frame is spawned as a new keyframe. The strategy for selecting a new keyframe is based on ORB-SLAM2 [1] , and it is as follows:
More than 20 frames must have passed from the last keyframe insertion or last global relocalization Current frame tracks at least 50 points.
Current frame tracks less than 90% points of reference keyframe.
The motion exceeds a threshold.
In order to make our tracking process more robust, much more keyframes will be inserted. And the redundant keyframes will be discarded in the mapping thread for efficient local bundle adjustment optimization.
B. Mapping
The mapping thread processes keyframes, performs local bundle adjustment and constructs an occupancy grid map. When a new keyframe is inserted, the mapping thread first updates the covisibility graph which represents the covisibility relationship between keyframes. And the redundant and wrong triangulated sparse 3D map points are discarded. Then, the local bundle adjustment is performed to optimize both the current keyframe, all the keyframes connected to it in the covisibility graph, and all the sparse 3D map points seen by these keyframes. The other keyframes that can see these map points are also inserted to the optimization process but remain fixed. The local bundle adjustment optimization equation can be defined by 2 2 , ,
where m is the number of keyframes, n is the number of map points corresponding to these keyframes. p is still the Huber robust cost function, r and g are also the standard deviation of 
where () is still the projection function, j w P is the map point j in a world coordinate. (19) is also optimized via using g2o solver [13] , and the optimized poses of keyframes and position of map points are received.
After the local bundle adjustment, the redundant keyframes are discarded to reduce the local bundle adjustment complexity and enable lifelong operation. Because in the same environment, the number of keyframes will not increase in our SLAM system. A keyframe is defined as a redundant keyframe if 90 % of the map points seen by this keyframe have been seen by at least other three keyframes.
By using all keyframes, the poses of all these keyframes and the whole depth images, a point cloud map which represents the environment can be constructed via projecting all points in every keyframe coordinates to a global 3D coordinate system. However, point cloud representation is highly redundant and requires expensive computation and memory resources. To solve these problems, an occupancy grid map is constructed to efficiently represent the environment based on the octree-based mapping framework OctoMap [2] . Then the map is composed of Voxels, the occupancy information of every Voxel is given, and the update of occupancy information of every Voxel can also be given by
In contrast to point cloud representation, the occupancy grid map representation is more efficient for high-level tasks, such as robot navigation and exploration tasks.
C. Loop Closing
The loop closing thread queries the keyframe database and retrieves loop candidate keyframes by using the open library DBoWs [18] for appearance-based loop closure, vocabulary created in ORB-SLAM2 [1] and the depth consistency of feature points. The depth consistency is defined by computing the average relative depth error of all matching feature points. And a threshold is defined, only if the average relative depth error of a keyframe is not exceed the threshold, then the keyframe can be considered as a loop candidate keyframe.
Once a loop candidate keyframe is detected, all pairs of ORB feature points matching between these two keyframes are obtained, and the relative motion between them can be computed. Then both side of the loop are aligned and duplicated points are fused to correct the loop. Finally a pose graph optimization over the whole keyframes is performed to optimize the pose of all keyframes but not the position of sparse map points and achieve global consistency, and the pose graph optimization in transformation matrix forms can be defined by 1 The symbol "-" denotes the sequence is not processed by the system.
IV. EXPERIMENTS AND RESULTS
To evaluate the performance of our RGB-D SLAM system, an extensive experiments were made in the TUM RGB-D benchmark [3] which provides several sequences with accurate ground truth obtained with an external motion capture system. All the experiments are carried out with an Intel Core i7-7700 (four cores @ 2.40 GHz) and 16 GB RAM.
In this paper, we mainly focus on evaluating the localization accuracy and robustness because the core of SLAM is localization and mapping, and the mapping performance is highly dependent on localization accuracy. Therefore, the evaluations of all kinds of sequences which contain normal motion, fast motion, strong rotations, no texture, or no structure are performed to evaluate the localization accuracy and robustness of our approach. Our system is executed on every sequence five times to avoid the contingency. The median value of the five trajectory error will be used for performance evaluation.
In order to evaluate the localization accuracy of our method, the state-of-the-art feature-based RGB-D SLAM is also executed in the TUM RGB-D benchmark. And ORB-SLAM2 [3] and RGBD-SLAM [12] were chosen to be executed to give a thorough comparison with our SLAM system. Table I shows the comparison results of root-squaremean-error (RMSE) of translation error of our system, ORB-SLAM2 [1] and RGBD-SLAM [12] . Table II gives the comparison results of RMSE of rotation error of our method, ORB-SLAM2 [1] and RGBD-SLAM [12] . Notice that these three systems will lose in some sequences, therefore, only the robust tracking part trajectories are compared. These two tables show that our method gains a better localization accuracy than ORB-SLAM2 and RGBD-SLAM in most sequences.
The experiments to evaluate the robustness of our system are also performed, and the experiment results show that ORB-SLAM2 [1] and RGBD-SLAM [12] loses in more sequences than our system, e.g. our system will not lose in fr2_desk2 sequence but ORB-SLAM2 will lose. Therefore, our system is also more robust than ORB-SLAM2 [1] and RGBD-SLAM [12] , this is mainly because compared with these systems, our method efficiently exploits more depth information and requires the alignments of the depth of matching feature points.
In order to give a complete evaluation of the proposed system, the tracking time cost of our system is evaluated. Table III gives the tracking time cost results of our system and ORB-SLAM2 [1] with the same parameter setting in several representative sequences in TUM benchmark [3] . It can be seen that our system spends less tracking time than ORB-SLAM2 [1] in the most sequences. This is mainly because our system uses depth information more efficient than ORB-SLAM2 [1] . In sequence "fr1 desk", our system spends more tracking time than ORB-SLAM2 [1] , this is because our system is not lost, but ORB-SLAM2 losses in most frames of the sequence. The symbol "-" denotes the sequence is not processed by the system.
V. SUMMAY AND CONCLUSION
In this paper we have presented a feature-based RGB-D SLAM system composed of tracking, mapping and loop closing. Our main contribution is the idea of minimizing both the reprojection error and inverse depth error of all pairs of matching feature points. This makes our system obtain more accurate localization accuracy, because accurate depth information can be obtained by using high-parallax configuration when the depth has high uncertainty. An occupancy map has also been constructed via using the octree-based mapping framework OctoMap [2] , which makes our syste m mo r e useful than sparse ma p representation and more efficient than point cloud representation. Loop closing has also been performed to reduce the accumulate trajectory error and achieve a global consistent representation by using DboW2 and depth consistency. All these parts make our system achieve better performance than ORB-SLAM2 [1] and RGBD-SLAM [12] . The comparison to the state-of-the-art SLAM systems shows that our system achieves the highest localization accuracy in most cases, and it is more robust than the state-of-the-art featured-based SLAM system. It also spends less tracking time than ORB-SLAM2 [1] , which makes our system more efficient.
Notice that our system is still based on feature points, which makes it not as robust as direct SLAM method in less texture environment. So the future research will mainly focus on the combination of feature-based method, direct method and depth information to gain a more accurate and robust SLAM system.
