der 2 autoregressive (AR2) processes. In the framework of these processes, the statistics
one timescale. The process parameters can simply be deduced from instantaneous esti-23 mates of the spatial power spectra of the magnetic field and of its first time derivative. have been built using either some knowledge of the temporal variability of the present geomagnetic 37 field, which we will further discuss here, or spatial cross-covariances deduced from geodynamo simu-38 lations (e.g., Fournier et al. 2013 Fournier et al. , 2015 . Such prior information is particularly useful when modeling 39 the Earth's magnetic field on historical and archeological time-scales, for which the data distribution 40 is sparse in both space and time, and is characterized by large measurements (and sometimes dating) 41 errors. Finally, prior information in the form of covariance matrices is a prerequisite for data assimila- stochastic process. In both numerical and theoretical spectra, they distinguished three domains of 92 increasing frequencies for which the spectral index is, as described above for the observed field, s = 0, 93 s = 2 and s = 4. Then, they documented the transitions between the three frequency ranges, and 94 proposed a phenomenological interpretation of the two cut-off times: they suggest that they are related 
98
Instead of focusing our analysis on the dipole field, we apply here stochastic modeling to spherical 99 harmonics of higher degree. We use high-resolution numerical simulations to test a simple recipe for 100 the auto-covariance function of the geomagnetic coefficients based on instantaneous models of the 101 field and its time variation. We find that the AR2 stochastic processes recently used as prior by Gillet can be described with only two parameters (or three for the axial dipole).
106
The manuscript is organized as follows. In section 2, we give an overview of stochastic pro-107 cesses that we consider in this study to model the time evolution of geomagnetic Gauss coefficients.
108
In section 3, we first give the main characteristics of the three different numerical dynamo simulations 109 analysed throughout this study, before we describe the statistics (variance, correlation time and spec-110 tra) of the generated Gauss coefficients. Next, we compare the frequency spectra of non-dipole Gauss 111 coefficients in our dynamo simulations with spectra predicted from the assumption that they are reali- 
STOCHASTIC MODELS FOR THE TIME EVOLUTION OF GAUSS COEFFICIENTS

118
As stated by the Wiener-Khinchin theorem (Van Kampen 2007), a stationary stochastic process x 119 of time t can be characterized either by its power spectrum P (f ) or by its auto-covariance function 120 related through
123
We make below a connection between the stochastic processes that we use in this study and the pro-
124
cesses that have been previously employed to model the evolution of the geocentric axial dipole. 
132
In the following, we assume that the axial dipole coefficient samples a stochastic process x(t), of 133 non-zero averagex = E(x), i.e. we consider a period of constant (normal or inverse) polarity. We 
137
where ζ(t) is a white noise process, and the frequencies ω and χ are positive. The latter two conditions 138 ensure that the process is stationary. For χ > ω, the frequency spectrum exhibits f −4 , f −2 and f 0 139 dependence at respectively high, intermediate and low frequencies. It can be expressed as (e.g. Yaglom
where σ 2 = E y 2 . It is thus constrained by three quantities: the process variance σ 2 , and the param-
143
eters χ and ω. The auto-covariance function is given by
145 with ξ 2 = χ 2 − ω 2 . The time ω −1 can be obtained as the square root of the ratio between the variance 146 of y and of its time derivative (Hellio 2015, p.50). Indeed, the auto-covariance function C is twice 147 differentiable at τ = 0, with
and we have also (Hulot and Le Mouël 1994) :
151
Buffett and Matsui (2015) model instead the evolution of x(t) using the stochastic equation
153 where Γ(t) is a red noise characterized by a Laplacian auto-covariance function, v(x) is a drift term 
159
with (t) = √ DΓ(t). Since (t) is a Laplacian correlated noise, its evolution can be modeled by an
160
order one stochastic equation of the form (e.g., Jazwinski 2007)
162 with ζ(t) a white noise process.
163
Combining equations (8) and (9) leads to an equation of the form
165
With 2χ = 1/τ s + 1/τ f and ω 2 = 1/(τ s τ f ), equation (10) defines an AR2 stochastic process similar 166 to that defined through equation (2). Adopting τ f < τ s , we obtain
For τ f τ s , we deduce from (3) and (11) that the transition period between domains of the power 168 spectrum presenting 2 and 4 (resp. 0 and 2) spectral indices is 2πτ f (resp. 2πτ s ).
169
Hellio (2015) and Buffett et al. (2013) are therefore using similar stochastic models for the axial 170 dipole. Note however that the latter implicitly states the condition ξ real and χ ≥ ω -see equation
171
(11). Equation (2) is thus more general, and allows a wider range of behaviors.
172
2.2 A two-parameter AR2 process for non dipole coefficients
173
For an AR2 process with χ = ω (i. e. τ f = τ s ), the frequency spectrum of the process defined from
174
(2) is given by
176
This power spectrum is flat (spectral index s = 0) at low frequencies and behaves as f −4 for f 177 ω/(2π). It does not display a power law f −2 at intermediate frequencies.
The auto-covariance function 178 of the process is given by
180
This particular autoregressive process of order 2 depends only on two parameters, the variance σ 2 and and geomagnetic field models.
184
3 METHOD FOR CHARACTERIZING THE TIME-SPECTRA OF GAUSS
185
COEFFICIENTS
186
Assuming that all Gauss coefficients but the axial dipole sample stochastic Gaussian processes of auto-187 covariance function (13), we use numerical geodynamo simulations to discuss how to estimate the two 188 parameters σ and ω that characterize the processes. Then, we compare the theoretical power spectrum 189 of these processes to the actual spectrum of the Gauss coefficients in our numerical simulations. Non-dimensional parameters and times characterizing these simulations are given in 
224
We show in Fig. 1 and 2 examples of the time series that we analyse in the rest of the paper.
225
The axial dipole has a non-zero mean value and displays large long-period fluctuations. We observe a 226 decrease of both the amplitude and the time-scale of fluctuations of the other coefficients with degree.
227
While temporal fluctuations of all coefficients seem rather stationary in simulations S0 and CE ( Fig.   228 1), non-stationarity is observed in the shorter simulation S1 for the largest degrees (Fig. 2, The magnetic field B outside the core is described through a scalar potential V such that B = −∇V .
233
In this work, Gauss coefficients G m n and H m n are defined at the core surface (and not at the Earth's 234 surface) with n and m the spherical harmonics degree and order, N the truncation degree, hence V is
Name Definition S0 S1 CE C-600 C-1400 Earth's core Alfvén time where r is the distance to the Earth center, θ the colatitude, φ the longitude, and P m n are the Schmidt 238 quasi-normalized Legendre functions. We define the spatial power spectra for the geomagnetic field 239 and its secular variation as functions of degree n, from which a correlation time τ n = R n /S n can be derived (Hulot and 241 Le Mouël 1994).
242
The two quantities R n and τ n are now assumed to follow simple laws as a function of the degree 243 n (for n ≥ 2): instead for γ = 1 in joint analyses of geodynamo simulations and geomagnetic field models. The 250 latter authors also scaled time in simulations so that τ SV = δ| γ=1 matches the geophysical value and 251 estimated τ SV = 415 years from a fit of τ n for degrees n ∈ [2 − 13].
252
Building on these works, we shall assume β = γ = 1 hence a flat spatial power spectrum R n at the 253 CMB for the observable length-scales. This simplification allows to easily convert numerical times into 254 years. The remaining parameters (α, δ) entering equations (16) can be derived from the average of R n 255 and a least-squares fit of log(τ n ) versus log(n). Since these two quantities are not normally distributed, and (R * n , τ * n × n) are shown in Fig. 3 for the three simulations. We also represent the fits R n = α 264 and τ n × n = δ calculated either with the least-square method or the maximum likelihood one.
265
In addition, we plot two-sigma intervals for α and δ deduced from an ensemble of ten snapshots.
266
Overall, the different time-averaged estimates of α and δ yield rather similar results given the large 267 variability within the ensemble of snapshot estimates. Removing or not the average appears therefore 268 as a secondary issue.
269
Spectra R n for CE and S0 simulations are almost flat, validating the hypothesis β = 1, while that 270 for the most extreme (lowest viscosity, strongest forcing) simulation S1 presents a slightly decreas-271 ing trend with n, closer to current estimates from geomagnetic field models, as further discussed in 272 Appendix B.
273
Times τ n reflect slightly different behaviors in all three simulations. If the hypothesis γ = 1 274 agrees well with the outputs from CE, S1 (resp. S0) favors instead a slightly larger (resp. lower) 275 exponent. In simulation S1, we obtain a γ value closer to 1 after removing the time-average value of 276 the coefficients, which mainly affects τ n estimates at low degrees. Furthermore, we note a wide time 277 variability in the instantaneous estimatesτ n , suggesting that a snapshot estimate alone, as available 1.8 Figure 3 . Spatial power spectrum R n (left) and n × τ n (right) as a function of the spherical harmonic degree n for simulations S0 (top), CE (middle) and S1 (bottom) from the expected variances as in equation (15), either removing (blue dots) or keeping (red dots) the time-average of the coefficients. Dashed (resp. solid) colored lines stand for estimates of α and δ using least-squares (resp. maximum likelihood) regressions (16) with β = γ = 1.
Grey lines represent the two-sigma intervals around the average of 10 estimates of α and δ from independent snapshotsR n andτ n , which are not represented. The right scale on the n × τ n plots gives the dimensionless time in τ SV units.
simulation at larger viscosity and lower forcing.
285
Note that the time-series of non-dipole coefficients represented on Fig. 2 appear uncorrelated when 286 sampled over periods longer than 2πτ n = 2πτ SV /n (i.e. for periods longer than about 1300 yr, 500 287 yr, and 200 yr for degrees 2, 5, and 12 respectively). This suggests a flat power spectrum at lower 288 frequencies, as expected for the two-parameter AR2 processes described in section 2.2 and ∆t is the sampling interval. As a consequence, the power spectrum estimated at a given frequency 
303
We test the multi taper approach of Thomson (1982) on a realisation of a stochastic process.
304
The obtained spectra are further smoothed by running averages over a length that linearly increases 305 with the frequency (from 1 point at minimum frequency to 201 points at maximum frequency). We 306 show the spectra obtained for this realisation both before and after removing its averaged value (Fig.   307 4). Although these power spectra include a certain amount of noise, they reproduce well both the 308 amplitude and the spectral indices of the true power spectrum, except at frequencies lower than the 309 resolution W . At frequencies f < W , the average value of the series influences the power spectra, 310 which strongly differ whether the average is removed or not: the spectrum obtained without removing 311 the average shows a step at low frequencies, which is an artefact. The above method for calculating 312 spectra is used below for all our results. Note that we do not remove linear trends in the time-series 313 before computing the spectra. Nevertheless, we checked that the shape of the spectra computed here 314 with the multi taper approach is not significantly different whether the trend has been removed or not. Figure 5. Power spectra computed using the multi taper approach of Thomson (1982) for coefficients of degree n = 5, from simulations S0 (top), CE (middle), and S1 (bottom). All coefficients G 2005). Then, for each degree n, one deduces from (15) that σ 2 n = R n /(n + 1)(2n + 1), and from 332 equations (5) and (6) the relation ω −1 n = τ n ; these two parameters define the auto-covariance functions 333 C n (τ ).
334
Since long enough geophysical series to produce statistical averages are not available, Gillet et al.
335
(2013) approximated (R n , τ n ) by the quantity (R n ,τ n ) estimated from a snapshot of the well doc-336 umented (and supposedly representative) satellite era. This approximation relies on the assumption 337 that main field and secular variation series are unbiased, i.e. E(
This assumption is certainly not valid for the axial dipole between two polarity rever- for n = 1. We test here the validity of using snapshot estimate (R n ,τ n ) to define the auto-covariance 341 function of non-dipole coefficients.
342
For each simulation, we estimate parameters α and δ entering (16) (with β = γ = 1) using 343 both averaged and instantaneous estimates of the spatial power spectrum and correlation times (i.e.,
344
(R n ,τ n ), (R * n , τ * n ) and (R n ,τ n )) and a maximum likelihood approach. α and δ are then used to de-345 termine variances σ 2 n and correlation times ω −1 n , and to predict the theoretical spectrum (12) for all 346 degrees n. We then estimate a two-sigma interval from 10 spectra (12) deduced from snapshots. These 
355
For simulation S0, the power-spectra calculated from (12) reproduce very well the power spectra 356 of the field coefficients at all frequencies. For simulation CE, the spectrum (12) approximates relatively 357 well the power spectra of low order Gauss coefficients for all degrees n. On the other hand, the power 358 spectra for the largest order coefficients (m ∼ n) decreases more rapidly than f −4 at its high frequency 359 end. Simulation S1 also presents, at periods shorter than 10 years, Gauss coefficient power spectra 
375
For this reason, they were employed by Buffett and Matsui (2015) to account for the spectrum of the 376 axial dipole as inferred from numerical simulations and from geomagnetic models. We concur with 377 these results. In the two simulations S0 and CE that are long enough to address long-lived dipole 
383
The calculation of τ s and τ f by Buffett and Matsui hinges on the determination of the two transi-384 tion frequencies between domains of spectral index 4, 2, and 0 respectively (see §2.1). Fig. 7 illustrates 385 our fit between the spectra for S0 and CE and the function (3) where we have entered our estimations 386 for ω and χ (directly related to τ s and τ f ). Tables 1 and 2) . an artefact due to tapering. As a result, the estimates of τ s obtained from numerical simulations and 398 given in Table 2 are not very accurate. Nevertheless, all estimates for ω −1 = (τ s τ f ) 1/2 obtained from 399 numerical series of the axial dipole are within a factor of 2 of the value that we would obtain by 400 extrapolating the relation ω −1 n = τ n = τ SV /n (used for non-dipole coefficients) to the degree n = 1 401 (i.e., ω −1 = 415 yr) .
402
The time ω −1 inferred from paleo-and archeomagnetic models appears significantly longer than 403 estimates deduced from numerical simulations. In our opinion, the spectra of archeomagnetic field 
Deviations from spherical symmetry
408
Whereas temporal spectra from simulation S0 are fairly independent of the order m for all degrees 409 but n = 1 (Fig. 5) , suggesting that fluctuations of the non-dipole field are spherically symmetric at 410 the CMB, we detect some significant dependence on the order from computations CE and S1. In CE,
411
the spectra for coefficients of large order (m n) present a larger spectral index at high frequencies. Table 2 . Time-scales τ s and τ f involved to reproduce the power spectrum of the axial dipole deduced from archeo-and paleo-magnetic observations and from dynamo numerical simulations (see the definitions of τ s and τ f in equations (8) and (9) respectively). The time ω −1 is obtained as (τ s τ f ) 1/2 . The different times of the Calypso simulations have been converted into the τ SV -based scaling adopted throughout the paper, using As a consequence, more energy is contained in coefficients of small order at high frequencies and in
413
coefficients of large order at intermediate frequencies (for periods typically from 100 to 1000 yrs).
414
Because spherical harmonics of low and large orders have their largest contributions at respectively 
418
The power spectra for coefficients G 1 2 and H 1 2 in simulation CE (and to a lesser extent for order 419 1, degrees 4 and 6 coefficients, not shown) display a significant peak at periods around 2500 yrs (see 
425
The topology of field patches at the CMB is influenced by the underlying dynamics. Indeed, the case, the strongly forced computation S1. We have thus some evidence that the Gauss coefficients at 432 the core surface cannot be treated as independent variables.
433
We deduce the following consequences for the inversion of geomagnetic data. First, using an
434
AR2 autocorrelation function that is independent of the coefficient order as prior information for the 435 Figure 8 . Full resolution snapshot of the radial magnetic field at the CMB for the S1 simulation, shown using an Aitoff projection. In this snapshot, the maximum intensity of the magnetic field at the CMB is about 7 mT.
inversion of geomagnetic models may penalize actual features of the geomagnetic field such as the simulations than they are for the Earth's core (see Table 1 ). In particular the ratio between the Alfvén produce dynamos with Rm significantly lower than that of the Earth.
461
The simulation S1 covers a higher frequency range than S0 and CE. In this simulation, we observe 462 that the spectrum becomes steeper than f −4 at periods shorter than a cutoff period 2πτ ∼ 3 years (see simulations, a transition at high frequency towards a f −6 dependence in the axial dipole spectrum.
466
They attributed this transition to the damping effect of the viscous layer beneath the outer boundary.
467
Following these authors and interpreting the time τ as a magnetic dissipation time through a surface 468 layer of thickness , i.e. τ = 2 /η = π 2 t d 2 /c 2 , we find ∼ 2 10 −3 c. As a result, the thickness 469 of the dissipative layer is found to be about three times the Ekman layer thickness, E 1/2 D (e.g., 
Concluding remarks
477
The two sketchs presented in Fig. 9 summarize our interpretation of the coefficients power spectra, The analysis of our simulations indicates that the spectra of simple two-parameters AR2 processes,
481
calibrated by instantaneous values of R n and τ n , provide a good approximation of the spectra of all We associate the cut-off frequencies between domains of different spectral indices to several typical time-scales.
Note that there is a factor of 2π between the cut-off periods in the power spectra and the time-scales τ s and τ f of equation (11).
Indeed, prior information is mainly needed to quantify the high frequency variability of the coeffi-486 cients (Hellio et al. 2014). In particular, the axial dipole being well constrained by measurements, the 487 behavior of its prior at low frequency does not matter much.
488
Previous to this work, it was already known that there is a good agreement for the spectrum of equal to 1 when τ n is estimated from an instantaneous model or a model covering a time-period shorter than 3τ n . N n equals T /(3τ n ) for time-series of duration T longer than 3τ n . Following Lhuillier et al.
644
(2011b), the probability of a law (δ, γ) given the observed time-scale τ obs n for degrees N 0 to N is :
Because the likeliest value of the probability density function
the maximum likelihood estimate of (δ, γ) are the parameters that provide the maximum value of :
The parameters (α, β) of equation 16 can be estimated using a similar approach. Within the 650 assumptions of Lhuillier et al. (2011b) , the quantity (2n + 1)R/R n follows a χ 2 -distribution with
651
(2n + 1)N n degrees of freedom, noted G (2n+1)Nn . The likeliest value of the χ 2 probability density 652 function G K is K − 2 for K > 2. Therefore, the maximum likelihood estimate of (α, β) are the 653 parameters that provide the maximum value of :
The probability density functions defined in (A.3) and (A.2) and shown in are correlated (errors on one parameter can be compensated by errors on the other parameters). As 662 expected, the parameter space delimited by the contour lines is larger when using the instantaneous 663 estimates ofR n andτ n , which emphasizes that the estimated law is in this case less accurate.
664
APPENDIX B: RELAXING THE HYPOTHESES β = 1 AND γ = 1
665
Fits of R n and τ n in §3.2 have been obtained assuming the restricting hypothesis β = γ = 1 in 666 equation (16). Here, we discuss how those regressions are modified once relaxing these constraints.
667
This test is motivated by the derivation, from current geomagnetic field models, of larger (resp. lower)
668
values for γ (resp. β). In particular, regression of τ n from recent geomagnetic field models for degrees Figure A2 . Probability density functions (normalized by their maximum value) for values of δ and γ (see equation 16) for the S0 simulation deduced from averaged τ * n estimated using Gauss coefficients after subtracting their averaged value (top), fromτ n using original Gauss coefficients (middle), and from an instantaneousτ n (bottom). Crosses indicate the maximum likelihood parameters. decreasing with n (β 0.9) for S1. The values of γ for our simulations range from 0.75 to 1.3 (from 679 average spectra), encompassing the value γ = 1 favored by Lhuillier et al. (2011b) and found for 680 the CE simulation. The most extreme (lowest viscosity, strongest forcing) simulation S1 shows the 681 steepest decrease of τ n with n (larger value of γ). S1 thus gives the closest value of γ to the instan-682 taneous estimate from geomagnetic observations. For CE and S1, γ is decreased by about 5% when Figure A3 . Curves of constant probability density (corresponding to 20% of the maximum probability) and maximum probability in the plane (δ, γ) obtained with the maximum likelihood method for one snapshot of each simulation S0 (black thick line and cross), CE (black thin line and filled circle), and S1 (black dashed line and triangle). For comparison, we also show the maximum probabilities from time-averages obtained while keeping (red) or not (blue) the average. Note that the probability functions obtained from time-averages are also represented but are restricted to too small parameter space to be visible on this figure. modest forcing and viscosity and its specific torque and heat flux conditions, the simulation CE nev-685 ertheless presents a correlation time τ n more sensitive to n than S0. Estimated values for δ encompass 686 τ SV = 415 years (τ SV is defined as δ for γ = 1). This time differs from τ SV in the simulations S0 and 687 S1, for which γ deviates significantly from 1, and it is close to τ SV in the simulation CE for which 688 γ 1.
689
If in average, parameters obtained from snapshot estimatesR n andτ n are mostly similar to those 690 obtained using time-averaged, a r.m.s. mismatch of about 20% (resp. 5%) may be found between 691 instantaneous and time-integrated estimates of the parameter γ (resp. β) defining the dependence of 692 τ n (resp. R n ) with the degree n. From Table A2 , the two-sigma intervals found for γ in simulations Table A1 . Parameters (α, β) for simulations S0, CE and S1, estimated from the least-squares (LSQ) and maximum likelihood (ML) approaches. α is expressed in 10 9 nT 2 and β is dimensionless. (a) estimated from snapshot valuesR n (average value ± standard deviation, for 10 independent epochs); and from the expected variances as in equation (15), either removing (c) or keeping (b) the average value of the coefficients. Table A2 . Parameters (δ, γ) for simulations S0, CE and S1, estimated from the least-squares (LSQ) and maximum likelihood (ML) approaches. δ is expressed in years (and in terms of τ SV in parentheses) and γ is dimensionless. (a) estimated from snapshot valuesτ n (average value ± standard deviation, for 10 independent epochs); and from the expected variances as in equation (15), either removing (c) or keeping (b) the average value of the coefficients.
