Despite its ability to draw precise inferences from large and complex datasets, the use of data analytics in the field of condensed matter and materials sciences -where vast quantities of complex metrology data are regularly generated-has remained surprisingly limited. Specifically, such approaches could dramatically reduce the engineering complexities of devices that directly exploit the physical properties of materials. Here, we present a cyber-physical system for accurately estimating the wavelength of any monochromatic light in the range of 325-1100nm, by applying Bayesian inference on the optical transmittance data from a few low-cost, easy-to-fabricate thin film "filters" of layered transition metal dichalcogenides (TMDs) such as MoS2 and WS2. Wavelengths of tested monochromatic light could be estimated with only 1% estimation error over 99% of the stated spectral range, with lowest error values reaching as low as a few ten parts per million (ppm) in a system with only eleven filters. By step-wise elimination of filters with the least contribution toward accuracy, mean estimation accuracy of ∼99% could be obtained even in a two-filter system. Furthermore, we provide a statistical approach for selecting the best "filter" material for any intended spectral range based on the spectral variation of transmittance within the desired range of wavelengths. And finally, we demonstrate that calibrating the data-driven models for the filters from time to time overcomes the minor drifts in their transmittance values, which allows using the same filters indefinitely. This work not only enables the development of simple cyber-physical photodetectors with high accuracy color-estimation, but also provides a framework for developing similar cyber-physical systems with drastically reduced complexity.
Introduction
The ability to perform wavelength-selective photodetection has remained one of the most exciting areas of research in optoelectronics [14, 9] , owing to its appli-cations in advanced photonic circuits and systems [15] . In their simplest form, a photodetector is a light-sensitive semiconductor that operating in a conductive, diode, or transistor mode responds by generating a change in a measurable voltage or current to an incident light [35, 30] . Most conventional semiconductor photodetectors are broad-band, i.e. they respond to a broad range of wavelengths, and hence are not intrinsically wavelength-selective. To achieve wavelength selectivity in photodetection, in addition to the traditional use of color pre-filters, various approaches have recently been proposed, such as the use of nanomaterials and nanostructures including quantum-dots [19] , photonics/plasmonics arrays [16, 13] , and cavity-based-resonators [20] , each with characteristic responses to specific wavelengths. These and other approaches have paved the way for a variety of tunable photodetectors capable of responding selectively to incident light with a specific wavelength [11, 34] .
The situation is significantly more complex, however, when a detection system has to identify the wavelength of any incident light (and not just a specific one). Such systems, that are capable of accurately discerning the wavelength of incident light, have immense relevance for applications such as bionic vision [32, 31, 22] , robotic vision [6] , and various industrial light detection [26, 7, 23, 12] , as well as astronomical and military applications [17, 24] . Typically, a wavelength estimating system (e.g. in spectrometers) uses either a large number of photodetectors or an intricate diffraction-grating based monochromator coupled to one or two photodetectors to perform the task. To appreciate their complexity, let us consider a photodetection system that is required to estimate the wavelength of monochromatic light between the range of 325-1100nm. A number of notch/band-pass filters can be used to achieve this, depending on the desired resolution [10, 28] . For example, if wavelength estimation is desired with 1nm accuracy, it will require a complex design with several hundred photodetectors with 1nm-width notch filters to achieve arbitrary wavelength identification. Beyond the design complexity of such a system, developing such narrow-width notch filters for each nanometer range could be a significant engineering challenge by itself. Alternately, the incident light could be diffracted off via a diffraction grating, but it will still require the same large number of detectors placed in an array to obtain the desired precision. Other approaches, such as rotating gratings, would lead to cumbrous addition of electronic and mechanical parts. In other words, achieving high accuracy wavelength selectivity using a purely mechanical set of detection systems can be complex, bulky, and expensive.
We show that by using a few easy-to-fabricate nanomaterial-based broadband thin film filters, and harnessing sophisticated statistical approaches on large training datasets, it is possible to dramatically reduce the physical complexity of an accurate wavelength estimator. Nanomaterials, due to their diverse electronic and optical properties are constantly being explored and used for variety of low-cost, sensitive, and scalable photodetection technologies [2] . In this context, transition metal dichalcogenides (TMDs) are considered to be among the leading candidates in sensing applications. TMD monolayers are atomically thin semiconductors of the type M X 2 , with M a transition metal atom (Mo, W, etc.) and X a chalcogen atom (S, Se, or Te). One layer of M atoms is sandwiched between two layers of X atoms [33] . TMD monolayers of M oS 2 , W S 2 , M oSe 2 , W Se 2 , and M oT e 2 have a direct band gap, and can be used in electronics as transistors and in optics as emitters and detectors [29, 25, 4] . In this work, we used nanoscale TMDs to develop thin film broadband optical "filters". Although these are not monolayer TMDs, their thin films provide wide regions of variation of optical transmittance, and the broadband optical responses from just a few filters turn out to be far more useful in wavelength identification than using a large array of "notch" filters, as justified next.
In addition to the previously discussed complexity and cost issues, all of the previously mentioned traditional methods share a common limitation: Except for the readings corresponding to a specific filter or detector that senses the incident wavelength, the data from the rest of the detectors/measurements are usually discarded. This loss is an inefficient use of available data, especially since the appropriate use of data science provides ways to harness all available data to substantially increase the estimation accuracy from large datasets. Among the more powerful estimation algorithms is Bayesian inference, which is a theory in the field of statistics based on the Bayesian interpretation of the probability where probability expresses a degree of belief in an event, which can change as new information is gathered, rather than a fixed value based upon frequency or propensity [5, 21] . Bayesian inference uses Bayes' theorem to compute and update probabilities after obtaining new data. Bayes' theorem describes the conditional probability of an event based on the gathered data as well as prior information or beliefs about the event or conditions related to the event. Since Bayesian inference treats probability as a degree of belief, Bayes' theorem can directly assign a probability distribution to a parameter or set of parameters that quantifies the belief in them [5, 21] .
In this study, we have utilized the Bayesian inference approach to show that is possible to exploit the wavelength-dependence of broadband optical transmittance of simple thin film optical filters (built using low-cost, liquid-phase exfoliated TMDs) to accurately estimate the wavelength of any monochromatic color (i.e. the midpoint of a very narrow-band light source with ∼1nm width, over a wide spectral range, 325nm< λ <1100nm). To the best of our knowledge, this is the first time the efficacy of such a powerful statistical analysis is being utilized to "train" a set of physical sensing systems to provide high accuracy estimation of "test" light sources, thereby developing the world's first cyber-physical monochromatic color estimator. By using Bayesian inference on optical transmittance data of up to 11 of such filters, the wavelengths of "test" monochromatic light could be estimated with less than 0.1% estimation error for 71% of the spectrum, and less than 1.5% error for the rest of the spectrum. Furthermore, it is shown that even though using data from all available 11 filters yields to the smallest estimation errors in general, a Greedy selection algorithm [8] could be applied to reduce the number of filters and complexity of the system while keeping the estimation accuracy in an acceptable range. Our selection algorithm progressively discards the filters that have least contribution towards the accuracy of the wavelength estimation, hence achieves the lowest number of filters for a given acceptable accuracy. The proposed algorithm would allow in principle to perform filter selection on the desired specific spectrum ranges and find the optimal filter combinations that work well on those ranges, which might be different in other ranges.
A remarkable outcome of our investigation is how such high accuracies could be achieved from a relatively simple photodetection system, as enabled by the advanced data analytics. The physical part of our design required only two types of TMDs (M oSe 2 and W S 2 ) to fabricate all of the 11 filters with sufficient filterto-filter variations, while liquid-phase exfoliation technique (which was used to fabricate the thin film filters) can be considered to be one of the simplest fabrication approaches. Since the efficacy of the estimation was found to be driven by the monotonic, i.e. single-valued nature of the spectral transmittance (or, "filter functions") and not on their specific values and other variations, their fabrication remained simple, scalable, and low-cost, requiring very little process-control. Moreover, by re-calibrating these filters from time to time, it was possible to retain the high accuracy wavelength estimation ability over extended period of time. This aspect of our investigation addresses a huge challenge in many devices fabricated using nanomaterials, whose properties often degrade with time, rendering them impractical for real-world applications. In the following sections, we discuss how these systems were built and characterized, outline the statistical data analysis employed for wavelength estimation, and present details of the functional efficacy of our cyber-physical sensor.
Results and Discussion
Filter Design and Transmittance Data. The estimation of wavelengths was done by fabricating a set of eleven thin film optical filters using a combination of two TMDs nanoflakes, in order to get sufficient variations in their filter functions. Fig. 1 (a,b) show digital images of all the filters, including microscope images from three representative filters. Two out of the eleven filers (which we labeled as f 1 and f 11 ) were made by drop-casting suspensions of liquid-phase exfoliated nanoflakes of the two types of TMDs, M oS 2 and W S 2 , respectively, onto the surface of two separate glass slides. The other nine filters were made by dropcasting suspensions with gradually differing mixing proportions of the same two TMDs onto surface of separate glass slides. The transmittance vs. wavelength of these filters over the 325-1100nm spectrum range was collected 120 times for each filter, using a Perkin-Elmer Lambda 35 UV-vis-NIR spectrophotometer. In this process, a broadband light source was converted into variable monochromatic light using a diffraction grating system and was made to pass through the filters, and the transmitted light was measured using a silicon photodetector. Fig. 1 (c) schematically represents the apparatus measuring the transmittance, where a plain glass slide was used to remove the background transmittance of the slides. The mean value of the glass-background-subtracted transmittance for all of the filters are shown in Fig. 1(d) . In each case, the overall transmittance values were found to grow with increasing wavelength of incident light corresponding to the gradually reducing density of states near the Fermi level of these materials with growing wavelength (or decreasing energy values) tending towards zero close to the band gap. In addition, there are characteristic "dip" features that correspond to various excitonic resonances in these systems [18] . Mixing two different TMDs in different amounts enabled us to get gradually evolving transmittance curves with changing magnitudes, slopes, and feature positions. As we show, this allowed us to examine which features of the transmittance curve were responsible for higher wavelength estimation confidences. We next discuss how the data obtained using these filters were analyzed using the Bayesian inference.
Wavelength Estimation Using Bayesian Inference: The statistical analysis of our data were performed over a set of transmittance values measured discretely over the entire range of wavelengths, for each filter, as well as 120 repetitions of wavelength-dependent data. The repeated data was acquired to account for drifts, fluctuations, and other variations commonly observed in physical measurements especially in nanomaterial-based systems, which tend to be sensitive to their environments. Using this data referred to as our "training data", we formulated the wavelength estimation problem as follows: Let λ = {λ 1 , ..., λ i , ..., λ N } be N different wavelengths in desired spectral range and with specified granularity (i.e. 325-1100nm with 1nm step in this study), and T = {t 1 , ..., t i , ..., t K } be the transmittance vector of K filter values (i.e. K = 11 when all of the filters are used in this study). Employing the Bayesian inference, the probability of the monochromatic light having the wavelength λ j based on the observed/recorded transmittance vector T data is called posterior probability P (λ j | T ), which is the probability of a hypothesis given the observed evidence:
where P (λ j ) is the prior probability of the specific wavelength λ j being present in the monochromatic light of interest, which is defined as the estimate of the probability of the hypothesis before the current evidence is observed. In this study, we assumed all of the wavelengths are equally-likely to happen, so we considered a uniform distribution function for the prior probability as P (λ j ) = 1 N , where N is the total number of quantifiable wavelengths in the range under study. Moreover, P (T | λ j ) is the probability of observing transmittance data T given wavelength λ j , and is called the likelihood, which indicates the compatibility of the evidence with the given hypothesis. Although, the filters are related due to having the same two materials with different mixtures, for computational purpose, we assume independence between their outcomes, and model them using with Naive Bayes algorithm [27] . As such, the likelihood of all filter readings T can be calculated as the product of each filter value t i in a given wavelength λ j , as P (T | λ j ) = K k=1 P (t k | λ j ). To compute individual P (t k | λ j ) values, a Gaussian normal distribution for each filter at each wavelength was assumed, and their mean values and standard deviations were calculated from the training data (i.e. the 120 measured transmittance spectra) collected from each filter at each wavelength. P (T ) is called marginal probability of measured transmittance vector T , which can be calculated as P (T ) = N i=1 P (T | λ i )P (λ i ). Since P (T ) is the same for all possible hypotheses that are being considered, so acts as a normalization factor to keep the posterior probability in the range of 0 to 1. Finally, given the measured transmittance sample T (a vector of K elementsone transmittance value per filter at an unknown wavelength, see Section 4 for more details), the target wavelength λ * of the monochromatic light is estimated by choosing the value of λ j that maximizes the posterior probability P (λ j | T ):
in which this optimisation called the maximum a posteriori (MAP) estimation [3, 5, 21] .
The efficacy of our wavelength estimator was tested both using test samples, i.e transmittance value for a test monochromatic source that were collected separately, and which were not used in the training data and hence were not seen by the model before; as well as for training samples which were generated randomly from the same Gaussian distributions that were assigned to each wavelength for each filter. The training samples were utilized to check how well the model works on the training set itself, while the test samples are used to investigate how the model can estimate the truly unknown wavelengths. Fig. 2 provides an typical example of applying Bayesian inference for estimating the wavelengths. The Fig. 2 (a) plots 30 instances of overlapping transmittance spectra of the filter f 1 , with the inset showing a magnified view of the transmittance data set for a single wavelength (shown here for λ = 700 nm), the collected transmittance values creating a distribution around the mean value of transmittance for that wavelength. Fig. 2(b) shows the histogram of the same 30 recorded transmittance data of f 1 at 700nm with the calculated mean µ and standard deviation σ. The red curve shows the Gaussian fit on the data, which justifies the assumption of a normal distribution for the P (t k | λ j ) probabilities. In order to perform Bayesian inference for wavelength estimation of a test monochromatic light, we needed to calculate the posterior probabilities of different wavelengths P (λ j | T ), when transmittance data T is collected from our 11 filters. When testing the efficacy of our wavelength estimator, a new "test transmittance data" set is collected separately from the training transmittance data. Fig. 2(c) shows the posterior probability as a function of wavelength. It is apparent that the maximum posterior probability is close to 1 around 700nm, and is almost zero for the rest of the spectrum, which indicates the reliability of the Bayesian inference. Several other cases are presented in Supporting Information. The same procedure was performed to estimate all of the wavelengths (test and training).
Wavelength Estimation Accuracy To discuss the efficacy of our wavelength estimator, we define the estimation error as difference between average estimated wavelength and real wavelength, divided by the real wavelength, times 100 to find average estimation error percentage. The percentage average estimation error (when using all 11 filters) is plotted as a function of wavelength in Fig. 3(a) . In this figure, we plot the estimation error from both the "training" (in green) as well as the "test" (in black) data. We see that using only eleven filters and two photodiodes, our cyber-physical color estimator is able to achieve extremely high accuracy color-estimation, with just a very few estimation data points lying above 1% error, with most of the error values being far lower in comparison. To appreciate how high the accuracy values reached, the semi-log plot of the same data has been shown in the inset. We find that not only a significant portion of the estimated wavelengths from the training dataset was better than 0.1%, the lowest errors are arrive close to 0.001%, or a few tens parts per million.
In particular, the test data, which could be performed only on a smaller set of source wavelengths, appear to fall well-within these low-error accuracies. This fact that errors for the estimation of the test samples are well-within the range of training errors, highlights an extremely important feature of our cyber-physical wavelength estimator, i.e. the efficacy of our Bayesian inference approach is generalizable from training set to test data. In other words, a lab-trained system is very likely to continue providing high-confidence wavelength estimations under field-testing as well. We conclude that our cyber-physical approach using 11 filters and the Bayesian inference system is not only able to estimate unknown wavelengths with a high degree of accuracy, but also do so with equal efficacy under both training and testing conditions. In order to compare the estimation results of our Bayesian inference with another data-driven approach, we chose the k-nearest neighbor (k-NN) as one of the most straightforward machine learning algorithm, which is widely used in supervised classification applications [1] . For training and testing the k-NN, we used the same training and testing datasets we used in our Bayesian inference, respectively. Using the k-NN method, the wavelengths that had nearest transmittance values to the test samples were found, and the result for test data from all 11 filters has been plotted in Fig. 3(b) . It is noted that while in some instances, the k-NN approach provides estimations of nearly the same accuracy as the Bayesian approach, overall the estimation accuracy with the Bayesian methods is superior over the entire spectral range, especially at the lower wavelength values where the deviation of estimation from the real values are larger. For this reason, we present Bayesian inference as the the primary analysis approach for the rest of this study. We next investigate, in a step-wise manner, how the wavelength estimation efficacy changes as the number of filters are reduced. Filter Selection and its Effect on Estimation Accuracy. A key advantage of our cyber-physical system is that its ultimate estimation accuracy depends on both the efficacy of the Bayesian inference approach as well as the total number of filters used. In other words, if such high accuracy is not required for any specific application, it is possible to further reduce the physical complexity of the system. With all the training data available to us, it was possible to investigate the estimation accuracy of the system by identifying and removing the filters that were least effective, in a step-by-step manner. Understandably, by using a fewer number of filters for estimation, the error tends to increase. The estimation error vs. wavelength when using only 1, 2, or all 11 filters are shown in Fig. 4(a) . We found out that using only two or one filter(s), the highest estimation errors grows by a factor of ∼5 and ∼25, respectively, at the most error-prone region between 300-500nm. In most of the remaining parts of the spectrum, the estimation error remains much lower, as seen more clearly in the the inset that shows a semi-log plot of the test and training error when using filters f 1 and f 11 . Further, starting with all 11 filter functions, using the Greedy algorithm [8] as a filter selection approach, the number of filters could be sequentially reduced, by discarding the filters with least contribution towards accuracy of estimation one by one. This way, the complexity of the system could be reduced systematically, while minimizing the cost of reducing overall accuracy at each step. Fig. 4(b) represents the results of this filter selection. Here, on the left side of the representation, each cell represents a filter function being used (gray box) or discarded (white space). Starting from the top, where all the filters are present, the Greedy algorithm was used to drop the least useful filter and this is represented in the next row. In this way, in each row, the least useful filter is dropped and the mean value of the average error (from the entire spectrum) is plotted as a horizontal bar-graph on the right end of the row, for both training and test errors. We found out the very encouraging result that the mean average error (presented in nanometers instead of percentage values) does not change much until it gets to the last few filters, suggesting that the filter-to-filter variation of transmittance functions using our simple approach provides was quite effective. Indeed, even with two filters the error is significantly small, with an effective average error of ∼6nm, which reflects less than ∼1% error at the center of the spectrum. Applying this feature selection method when only two filters are desired reveals that the filters f 1 and f 11 would give the best wavelength estimation results, which was expected because these two were the most independent filters being fabricated using completely independent nanomaterials, while the other filters are mixtures of both materials. The increase in error is more obvious when switching from 2 to 1 filter, which establishes that a single-filter photodetector would not be enough for reliable wavelength estimation. Sources of Estimation Error. We next discuss factors that affect the accuracy of estimation as related to the curve-shapes of the transmission functions. There is an interesting correlation between the positions (wavelength values) of local maxima/minima of transmittance curves (which arise from variations of the density of state and presence of excitonic peaks, fairly well-known features of the spectral absorption curves of TMDs [18] ), as seen in Fig. 1(d) ), and where the errors tend to increase. Large error occurs across multi-valued regions of transmittance curve, i.e. regions where multiple wavelengths may have same or very similar transmittance values. The estimations using only one filter is shown in Fig. 5(a) for simplicity. The horizontal lines between two vertical dashed lines clearly show when the horizontal lines cut more than once through the transmittance curve, the error becomes larger; but when a horizontal line passes through only one point, the error is smaller. This result was expected because multi- A v e r a g e % e r r o r T r a n s m i t t a n c e o f f 1 D e r i v a t i v e o f f 1 T r a n s m i t t a n c e B a y e s i a n , w i t h f 1 ( b ) Fig. 5 . (a) Average training error percent of Bayesian estimation when using only f1 (in dark-blue) and transmittance of the same filter (black curve). Vertical dashedlines indicate that co-existing different wavelengths with same transmittance values in the same neighborhood leads to inaccuracy in estimating wavelength; but when the transmittance is single-valued the error is small. The two multi-valued regions have obvious effects in increased error. Apart from the main single-valued region that is shown, two more of such regions exist between 500-600nm. The flat region causes only small increase in error. (b) Selected range of previous figure showing 665-1100nm that has monotonic (increasing only) transmittance (black curve). Also plotted in the same range is the first derivative (slope) of the transmittance vs. wavelength (in blue) is the percentage estimation error (in pink). As the derivative of transmittance becomes smaller (decreasing slope), the errors become larger. For better visualization, the normalized RMS error% is given in Fig. 5(b) ple wavelength will presents similar posterior values in predictions, which are hence prone to wrong estimations. Thus, materials with monotonic responses (e.g. without excitonic or other absorption peaks, or in other words with singlevalued spectral transmittances) are better choices for fabricating such filters. Furthermore, even in the parts of the spectrum that filter function is monotonic (in this case only increasing) the errors are smaller when the slope (derivative) of the transmittance curve is larger. Fig. 5(b) which refers only to a part of the spectrum between 665-1100nm reveals that as the slope (derivative) of transmittance decreases the error increases. For better capturing the the deviations in estimation visualizing the errors, the root-mean-square (RMS) % error is used here (see Supporting Information for the equation). From these results, we conclude that ideal transmittance curves should be monotonic with adequately changing transmittance values. We note that while conceptually this is not difficult to understand, in a real-world situation, it is challenging to "pre-order" the transmittance curves of any material, once again pointing towards the usefulness of the characteristic transmittance of the TMDs used in this study. Filter Stability and Reusability Over Time. Finally, we explored the estimation reproducibility of these easy-to-fabricate physical filters, which would be an extremely important consideration from a practical viewpoint. These filters were simply drop-casted onto the surface of regular glass without any additional protection, and the typical time-lapse between first calibration of filters estimation was 1∼100 days, which demonstrates the physical stability of the filters despite being left in ambient conditions for 10% of the time and under nominal vacuum for 90% of the time. Still, gradual change of the optical properties in these nanomaterials is expected, as they absorb various gaseous species from the ambient. To check the stability of the filters, six months after the first calibration, a new test set was collected and was estimated using the original 6 month old training data. It was interesting to see that while the estimation errors were found to have become larger for smaller wavelengths values, but for most of the higher-wavelength portion of the spectrum the estimation error remained better than 3% as seen in Fig. 6(a) .
To see whether the filters are reusable in longer time spans or not, a new training set also was collected along with the new test set (6 month after original calibration). Despite some minor changes observable in transmittance (optical response or filter function) of the filters, by calibrating the filters using the new set of training data it was possible to estimate the new unknown wavelength as accurate as before ( Fig. 6(b) ). This, not only suggests fair stability of these nanomaterial filters but also shows that by calibrating the filters from time to time, it would be possible to continue using these same filters over extended periods of time, and the efficacy of estimations does not suffer from wear or minor scratches, since the calibration will overcome the gradual changes of the filters.
Conclusions
In conclusion, we have successfully demonstrated a new approach that applies data analytics (i.e. Bayes's theorem) to the optical transmittance information collected from two extremely low-cost nanomaterial filters to estimate the wavelength of a narrow-band unknown incident light with high accuracy. Using more number of filters that are created from the same two nanomaterials it is possible to considerably improve the accuracy of estimation, and with a feature selection algorithm the minimum number of filters needed for an acceptable value of average accuracy can be determined by retaining the only the "most relevant" filters. Even though the experiment was performed over the range 325-1100nm, in principle this approach can be extended beyond in both the UV as well as NIR directions, thereby opening up the possibility of developing next generation wavelength-estimators for both visible as well as beyond-visible regions of the EM spectrum. The filters performed robustly even after many months without additional protection and only low-maintenance storage, and by re-calibrating the Bayesian inference model used for estimation from time to time it is possible to continue using these same filters with high accuracy over extended periods of time. In the ranges of spectrum that filter function (transmittance) has a monotonic dependence on wavelength, the estimation accuracy is higher, and furthermore, there is a positive correspondence between slope of filter function and accuracy of estimation. Hence, based on the application and desired spectral range, the highest accuracy values will be obtained by using materials (either TMDs or other transparent films) whose transmittance values show large but monotonic changes with wavelength. In addition to the Bayesian approach, the k-NN analysis was also successfully applied, though with comparatively lower wavelength estimation efficacy. We believe that our findings open up a completely new path for designing next generation sensors and detectors that can harness the power of data analytics to reduce the physical complexity of detectors in general, and in particular for future works on generic non-monochromatic lights using more advanced data analyzing methods and state-of-the-art machine learning techniques. We believe that this significantly transforms the field of high-accuracy sensing and detection using simple cyber-physical approaches.
Materials and Methods
Sonication-Assisted Liquid-Phase Exfoliation. Bulk M oS 2 and powder of W S 2 were purchased from ACS material. Bulk M oS 2 was grinded using pestle and mortar, but the powder of W S 2 was used as received. 80mg of M oS 2 powder and 8mL of Isopropyl alcohol (IPA) was added into a beaker and stirred until the dispersion became dark, then was exfoliated in liquid phase via sonicating using 30kHz and 80% of the power of a UP100H Hielscher ultrasound processor for 8hours while the beaker was placed in cool water to avoid overheating all the time. Afterwards, the dispersion was left still for a minute for the bulk materials to settle down; supernatant (top half) of the dispersion was collected and centrifuged for 2 minutes with 1000rpm using a Thermo Scientific centrifuge. The supernatant (top one-third) of the centrifuged dispersion was moved to another container and was centrifuged again with 1000rpm for 5 minutes. Finally the supernatant was collected and stored. The same method was used to produce more amounts of 2D nanomaterials of both M oS 2 and W S 2 . The schematics of exfoliation and drop-casting can be found in supporting documents.
Before drop-casting it was useful to know the relative concentration of M oS 2 and W S 2 . For this purpose, the absorbance of the two dispersions was measured for a few different wavelengths using a Perkin-Elmer Lambda 35 UV-vis-NIR Spectrometer. By adding some amounts of IPA into the denser dispersion the relative concentration of the two dispersions was equalized; this would make the gradual mixing task much easier since the goal was to create a vector of different combinations of these two materials by gradually changing the relative proportions, being 100% W S 2 (for f 1 ), gradually adding M oS 2 and reducing W S 2 in steps of 10% to create new combinations (for f 2 , ..., f 10 ) and finally reaching to 100% M oS 2 (for f 11 ). Altogether 11 of such combinations were made, stored in separate sealed containers and later were drop-casted using micro-liter onto surface of separate clean glass slides ( Fig. 1(a) ). The number of drops for each glass slide were kept the same to create almost the same thickness and area of drop-casted materials on glass. The IPA dried out in a few seconds. The slides with nanomaterials on them (called "filters") were annealed in nominal vacuum for 12 hours to stabilize them and eliminate any trace of IPA.
Transmittance. Since the glass itself was not part of the nanomaterial filters, by placing a clean glass slide as reference in reference beam position of UV-vis-NIR the effect of glass itself was removed and the outcome was transmittance of the 2D nanomaterials only ( Fig. 1(b) ). The transmittance spectrum of each filter was measured about 120 times over the 325-1100nm range with 1nm precision of UV-vis. Fig. 1(b) shows the transmittance spectrum of 11 filters where each curve is averaged from 120 measurements of the same filter on the scale of 0-1, with 1 being 100% transparent. As it can be seen all filters have finite non-zero transmittance over a fairly large wavelength range.
Atomic Force Microscopy (AFM), Scanning Electron Microscopy (SEM), and Ramman Spectrum. In order to obtain the nanomaterial properties of the exfoliated TMDs, a single drop of M oS 2 and W S 2 was drop-casted on two separated silicon/silicon dioxide slides. The reason behind this was first, to do layer-thickness investigation via AFM since the glass slide does not posses as smooth surface as Silicon dioxide wafer does; second, Characteristic Ramman Peak of Silicon dioxide is a standard measure to study the nanomaterial properties. AFM and SEM investigations revealed that a typical nanoflake of M oS 2 was about 500nm long and 30nm thick. The SEM and AFM images with the corresponding line profiles of AFM'ed areas and Ramman spectrum of the exfoliated samples can be found in supporting documents section.
Statistical Model; Generating Large Synthetic Training Samples for the Inference Model. To calculate the individual filter likelihood P (t k | λ j ), it was assumed that transmittance data t k of filter k at wavelength λ i comes from a Gaussian normal distribution with the mean value of µ i k and standard deviation of σ i k , so P (t k | λ i ) ∼ N (µ i k , σ i k ). This likelihood was used as a generative model to synthesize large amount of training samples, which were used in our training error reported in Fig. 3(a) and Fig. 4 . For each wavelength using the mentioned likelihood, 100 vector of 11 elements (1 transmittance per each of 11 filters) were generated. The corresponding wavelength of each of these 100 synthesized examples per wavelength was estimated, and the 100 estimated wavelengths were averaged and used to find the average error. The same was performed for all wavelengths in the mentioned spectrum. This is where the test samples were collected independent from the training data using UV-vis-NIR; in another word, the test samples were not part of training set seen by the code. For each test light, 100 test vectors of 11 elements (1 per filter) were sampled and collected. Before doing estimation, every 10 samples were averaged, which means only 10 vectors per test sample were obtained. The wavelength of these 10 (averaged) samples was estimated using Bayesian inference, and the average test errors are presented on the same plots as the training errors are.
k-Nearest Neighbor. By averaging the 120 spectrum per filter, a single spectrum per filter was obtained which was a 775 × 11 matrix of transmittance values (11 filter and 775 spectrum elements between 325-1100nm). With this T matrix at hand, the sum of squares of absolute errors between the test vector (1×11 elements) and each row (wavelength) of T was calculated. The wavelength with smallest square value was picked as the best estimation.
