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This dissertation studies extensions of realized stochastic volatility model with leverage
eect (LRSV model) in two ways. First, the conditional distribution of returns given
the latent volatility process is assumed to accommodate exible skewness and heavy-
tailedness such as non-central Student-t (NCT) and generalized hyperbolic skew Student-
t (SKT) distributions. Second, the volatility process is specied as a non-linear function
on the basis of the exponential, modulus, and Yeo-Johnson transformations to the lagged
log volatility.
To overcome a problem of computational eciency, this dissertation rst analyzes
the computational eciency of multi-move Metropolis-Hastings (MM-MH), Hamiltonian
Monte Carlo (HMC), and Riemann manifold HMC (RMHMC) samplers using computa-
tional experiments on Tokyo Stock Price Index (TOPIX) data for the leveraged stochastic
volatility model. In terms of autocorrelation time, the empirical results show that the
RMHMC sampler is slightly more ecient than the MM-HMC sampler, which is slightly
more ecient than HMC sampler. An advantage of HMC and RMHMC samplings is
that these samplers update the entire latent volatility at once.
This dissertation applies the RMHMC sampler to the LRSV model with generalized
Student's t-error distributions. The computationally RMHMC procedures are developed
to update latent variables and parameters that are unable to be sampled directly. Em-
pirical studies on daily returns and four realized variance (RV) estimators of the TOPIX
over 4-year and 8-year periods demonstrate that Bayes factor criterion favors the pro-
posed LRSV model against both LRSV models with normal distribution and heavy-tailed
distribution for all four RVs in each period. In particular, the LRSV model with SKT
distribution outperforms the LRSV model with NCT distribution.
In the second extended LRSV model, the HMC sampling procedures are developed to
update the latent volatility and transformation parameter, whereas the other parameters
that could not be sampled directly are updated by the RMHMC sampler. Empirical re-
sults using TOPIX data show that the Bayes factor criterion indicates that the non-linear
version of LRSV model outperforms the linear version of LRSV model. In particular,
the modulus transformation best tted the returns data having a very high kurtosis and
worst tted the returns data having a small kurtosis. Additionally, the performance of
model with modulus transformation showed considerable robustness for priors with very
diused distributional behaviour.
