The Bayesian approach to comparing models involves calculating the posterior probability of each plausible model. For high-dimensional contingency tables, the set of plausible models is very large. We focus attention on reversible jump Markov chain Monte Carlo (Green, 1995) and develop strategies for calculating posterior probabilities of hierarchical, graphical or decomposable log-linear models. Even for tables of moderate size, these sets of models may be very large. The choice of suitable prior distributions for model parameters is also discussed in detail, and two examples are presented. For the rst example, a 2 3 4 table, the model probabilities calculated using our reversible jump approach are compared with model probabilities calculated exactly or by using an alternative approximation. The second example is a 2 6 contingency table for which exact methods are infeasible, due to the large number of possible models.
Introduction
When a number n of individuals are classi ed according to C, a set of categorical variables, or factors, then the data can be represented as the cell counts of a jCj-way contingency table. Using the notation of Darroch, Lauritzen and Speed (1980) , the table is the set I = Q 2C I where I is the set of levels of factor . An individual cell is denoted by i = (i ; 2 C), and the corresponding cell count by n(i). The total number of cells in the table is jIj = Q 2C jI j.
Typically interest is focussed on relationships between the factors themselves. One way of investigating this is by considering log-linear (interaction) models for the table. The form of such a model and the values of its parameters have implications in terms of independence and conditional independence between the factors, as well as more complex association structures.
A Bayesian approach to model selection proceeds as follows. Suppose that the data, in this case the cell counts n = (n( ( 2) which is the familiar expression relating the posterior and prior odds of two models in terms of the Bayes factor, the second ratio on the right hand side of (2). discuss the advantages of a Bayesian approach to model selection for highdimensional contingency tables, over the commonly used stepwise approaches based on sequentially comparing nested models using approximate asymptotic likelihood ratio tests. In particular, they highlight the problems associated with multiple signi cance tests, comparing non-nested models and conditioning on a single selected model. In principle, the approach outlined above overcomes these problems. Expression (1) allows the calculation of posterior probabilities of all competing models, regardless of their relative size or structure, and this model uncertainty can be incorporated into any decisions or predictions required (Draper, 1995, gives examples of this).
The problems with this approach are associated with the computation of f(mjn) using (1) 
where 1( ) is the indicator function. Samples from f( m jm; n) are also automatically available for marginal parametric inference. In practice, all suggested methods for generating from f(m; m jn) are based on Markov chains. Green (1995) gives a review of some of these methods. We will consider the problem of model choice for multiway contingency tables, concentrating on hierarchical log-linear models and graphical models. Both of the problems discussed in the previous paragraph are associated with these classes of models, namely unavailability of f(njm) and the large size of M. In the particular situation of a two-way contingency table, with just two models, saturated and row-column independence, under consideration, a number of possible approaches for comparing the two models have been suggested. Albert (1990) compares several alternative approaches including those advocated by Gûnel and Dickey (1974) , Good and Crook (1987) and Spiegelhalter and Smith (1982) . However, of these, only Spiegelhalter and Smith (1982) o er a speci c solution to the calculation of posterior model probabilities for general log-linear models. Raftery (1993) provides improved approximations for Bayes factors for comparing generalised linear models, of which log-linear models are a special case. Therefore, at least in principle, accurate approximations to posterior model probabilities are available. However, there then arises the second problem, that M is, in general, so large that calculation of such approximations for all m 2 M is prohibitive.
We propose Markov chain Monte Carlo methods as an e cient way of overcoming these di culties.
2 The Log-linear Interaction Model A log-linear (interaction) model assumes that the N(i) are observations of independent Poisson random variables with E(N) = = ( (i); i 2 I). Then (again, following Darroch, Lauritzen and Speed, 1980) log (i) = X a C a (i a ) i 2 I (4) where i a is the marginal cell i a = (i ; 2 a). Note that in practice, to ensure identi ability of the a (i a ) terms, constraints are usually imposed. A general log-linear interaction model is speci ed by setting certain a (interaction) terms to be identically zero, with the remaining terms arbitrary and unknown. Therefore a model is determined by the set of non-zero a terms. Clearly, as there are 2 jCj possible a C then there are 2 (2 jCj ) possible models in M L , the set of general log-linear interaction models. If the total number of individuals, n, is xed in advance, then the distribution of N is assumed to be multinomial, with corresponding vector of cell probabilities p. A log linear model for p takes the same form as (4) except that ; is a normalising constant to ensure that the cell probabilities sum to one.
Hierarchical Models
In practice, there are di culties in interpreting general log-linear interaction models, and a smaller class of models M H , the hierarchical log-linear models, is preferred. Here the restriction is imposed that if a is set to zero then b must also be set to zero for all b a. There is no general expression for the total number of possible hierarchical log-linear models for a jCj-way table. The number is much less than 2 (2 jCj ) , but may still be very large ( 5:6 10 22 for an eight-way table). A hierarchical model m 2 M H is determined by its generators, the maximal sets a such that a is non-zero.
Graphical Models
A smaller class of models, each member of which has a very straightforward interpretation, are the graphical models. In this paper, we will only consider undirected graphical models. For details of Bayesian model selection for directed graphical models see . An (undirected) graphical model is determined by a set of conditional independence constraints of the form` 1 is independent of 2 conditional on all other i 2 C'. Graphical models are so called because they can each be represented as a graph with vertex set C and an edge between each pair 1 and 2 unless 1 and 2 are conditionally independent as described above. Darroch, Lauritzen and Speed (1980) show that each graphical log-linear model is hierarchical, with generators given by the cliques (complete subgraphs) of the graph.
The total number of possible graphical models is clearly given by 2 ( jCj 2 ) as there are jCj 2 possible edges in the graph. This assumes that the`intercept' ; and all`main e ects', a terms where jaj = 1, are present in every model. This is an assumption which we make throughout this paper, as log-linear models without such terms are not usually of interest. However, our methods are still applicable for models without main e ects. There are far fewer graphical models than hierarchical models ( 2:7 10 9 for an eight- way table) . Although graphical models have the property of being easily interpretable, directly in terms of conditional independence properties, there is still a strong case to be made for considering the complete set of hierarchical models, as they allow more parsimonious association structures to be modelled. For example, a three-factor clique may exhibit`conditionally homogeneous association' which is expressible as a hierarchical model by setting the three-factor interaction to zero.
Decomposable Models
A hierarchical log-linear model is decomposable if and only if the joint cell probabilities (means) may be expressed explicitly in terms of the marginal probabilities, for the margins corresponding to its generators. Darroch, Lauritzen and Speed (1980) show that decomposable models are necessarily graphical. When analysis is restricted to purely decomposable models then computation is much more straightforward than for general graphical or hierarchical models. Dawid and Lauritzen (1993) provide an explicit expression for the Bayes factor for comparing two decomposable models which di er by the presence of a single edge. Hence, in principle, all posterior model probabilities (1) are straightforward to calculate. However, for large tables, the number of models may prohibit this calculation. Occam's window and Markov Chain Monte Carlo model composition (MC 3 , Madigan and York, 1995) are strategies for overcoming this problem. A comparison of the two approaches is provided by .
There are, however, interesting models which fall outside the class of decomposable models M D . Indeed, the restriction that a model should be decomposable is often motivated purely by computational constraints, and may not be justi ed by modelling considerations.
Parameterisation
In order to consider the model selection problem for log-linear models, we need to consider the general loglinear model (4) within the framework of Section 1. It will be helpful to work with a parameterisation for the general log-linear model where the parameters are identi able and linearly independent. If a = ( a (i); i 2 I) is the jIj-dimensional vector where a (i a ) is replicated so that a (i) = a (i a ; i Cna ) = a (i a ) for all i Cna , then from (4), log = X a C a :
Following Knuiman and Speed (1988) , we set a = T a log a C
where the T a are projection matrices given by
1( 2 a) I jI j ? 1 jI j J jI j + 1( 6 2 a) 1 jI j J jI j a C
where I jI j is the jI j jI j identity matrix and J jI j is a jI j jI j matrix with all elements equal to 1.
Then, provided that the cell means (i) are arranged within in the standard way, a satis es (5) and the elements of a are the usual identi able log-linear parameters satisfying`sum-to-zero' constraints. Knuiman and Speed (1988) linearly independent components of a for each a C may then be chosen as the model parameters. We choose a = ( a (i a ); i < jI j for all 2 a).
Prior Distributions
We will consider a general model selection problem, and assume that there is no strong prior information to be taken into account. This provides a reference analysis, which can easily be adapted in situations where strong prior beliefs are present. Hence we make the assumption that all competing models are a priori equally probable i.e. f(m) = 1=jMj for all m 2 M. Furthermore, we shall assume a vague (non-informative) prior distribution for the model parameters for each model. Such prior distributions must be proper, otherwise (1) is unde ned, although possible solutions to this problem do exist (Spiegelhalter and Smith, 1982; O'Hagan, 1995) . However, for contingency tables, it is straightforward to construct prior distributions which are both vague and proper. The choice of prior distribution for the model parameters may have a considerable impact on the posterior model probabilities. Therefore, we now proceed to discuss in detail possible choices of vague prior distributions for log-linear models.
Prior distributions based on the Dirichlet distribution
For decomposable log-linear models, the clique marginal cell probabilities provide an explicit parameterisation. Dawid and Lauritzen (1993) propose a hyper-Dirichlet prior distribution for the parameters of a decomposable log-linear model. One easy way of constructing a hyper-Dirichlet prior distribution for a decomposable model is to derive all clique prior distributions as the marginal distributions from a proper Dirichlet prior distribution (all parameters greater than zero) for the complete vector of cell probabilities. This is the approach used by and Madigan and York (1995) In the absence of any other prior information, it is reasonable to assume that di erent a terms are a priori independent. The independent prior distributions for the a parameters induce a prior distribution for log . We propose the prior distribution
where the T a are given by (7). This prior distribution is invariant to arbitrary permutations of the levels I of each factor . For a non-informative prior distribution, this seems to be a sensible requirement. The 
For ; , the 0 in (9) is replaced by 1, and so for this term both a prior mean and prior dispersion parameter need to be speci ed. For all other a , we only need to specify the prior dispersion parameter 2 a . Although in practice it is possible to allow di erent values of 2 a for di erent models in which a appears, there seems no reason to allow such an incompatibility between models unless relevant prior information exists. Knuiman and Speed (1988) use this prior distribution, with the exception that they require a non-zero mean for a particular log-linear model term about which they have considerable prior information. Hence, while a prior of the form (9) is desirable in situations in which prior information is vague, it may be necessary to modify it in particular examples. However, the methods described in this paper are applicable for any multivariate normal prior for log .
Choosing prior parameters
The question remains of how to choose 2 a to re ect vague prior belief. The absence of a scale parameter for Poisson or multinomial data means that this task is quite straightforward. Clearly, values of 2 a close to zero represent strong prior belief that a is close to 0. Conversely, as 2 a ! 1, the prior becomes very vague, and in the limit ?2 a = 0, the prior is the improper uniform prior over IR da . It is however possible to choose a proper vague prior using a large but nite value of 2 a .
Consider the conjugate prior distribution for such that components (i) have independent Ga( (i); (i)) distributions. Invariance to arbitrary permutations of the levels I of each factor , for this prior distribution requires that (i) = and (i) = for all i. Then, E(log ) = ( ( ) ? log )1 V ar(log ) = 0 ( )I where and 0 are the digamma and trigamma functions, and hence E(T a log ) = 0 a C; a 6 = ; E(T ; log ) = ( ( ) ? log )1 V ar(T a log ) = 0 ( )T a a C: Therefore, by setting 2 a = 0 ( ) for all a C and = ( ) ? log in (8), log has the same prior mean and variance structure as for the conjugate gamma prior distribution where each component (i) of has an independent Ga( ; ) distribution.
The relationship between the Dirichlet and gamma distributions now allows us to choose values for the 2 a parameters in terms of a`prior sample', as may be thought of as the size of a`prior cell count' in each cell. For example, the Je reys prior ( = 1=2) corresponds to the normal prior with 2 a = 2 =2 4:935 for all a C whereas Perks' prior ( = 1=jIj) corresponds to the normal prior with 2 a = 0 1 jIj , ( 2 =6+jIj 2 when jIj is large) for all a C.
The normal prior distribution has a similar form to that suggested by Raftery (1993) for generalised linear models. For a normal regression model with standardised covariate vectors, he suggests giving all model parameters, except the intercept, independent normal prior distributions with zero mean and common variance. For generalised linear models this prior is then transformed in a way which depends on the actual observed cell counts. If the prior expected cell counts (all equal) are used instead then, for a table in which all the factors have two levels, the resulting prior for all parameters other than ; has exactly the form we have advocated, with Raftery's prior parameter corresponding to our = p jIj. He gives the`intercept' term (our ; ) a further independent normal prior distribution, which may have a di erent mean and variance.
For our prior, ; has the same variance but the presence of log in E(T ; log ) allows an arbitrary non-zero mean, in (8), to be chosen.
For the dispersion parameter for the model terms of interest, Raftery's suggested range of values which do not provide strong evidence either in favour of or against including a term in the model imply a value for each 2 a of between 1 and 25 times the number of cells in the table when all factors have two levels. This is not, in general, compatible with either the value of 2 a = 2 =2 suggested earlier as being equivalent to the Je reys prior, which may favour over-complex models, or the higher values equivalent to Perks' (1947) prior which may unnecessarily favour more parsimonious models. It is, however, compatible with a value of 2 a equal to twice the number of cells in the table.
We advocate the value 2 a = 2jIj for the following reasons. The prior distribution for a model parameter is of greatest importance in a model selection problem when the corresponding model term is present in one model but not in the other. This is most likely to be the case for a log-linear model parameter which is amongst the generators for the model. A parameter which is a generator for a model has the same interpretation, as a log-contrast of conditional (on a combination of levels of the other factors not present in the term under consideration) cell means, regardless of which other factors are present in the table. However, the prior distribution (9) may depend on the other factors, because of the 1=jIj term in (10). Hence, to overcome this, it seems desirable that the 2 a parameters should each be proportional to jIj, the number of cells in the table. If we now consider the simplest situation, a two-cell contingency table, the Je reys' and Perks' priors coincide. They are both symmetric beta distributions, with parameter equal to one half. There is only one model parameter a other than the intercept, and the resulting prior on this parameter is a log{square root{beta type II distribution, with mean zero and variance 2 =4. As argued above, a value of 2 a = 2 =2 for our lognormal prior ensures that the prior distributions have the same mean and variance (and also that the Kullback-Liebler distance between them is minimised). However a value of 2 a = ensures that the two distributions have the same prior ordinate at zero. We choose a compromise value of 2 a = 4. Hence, if 2 a / jIj in all examples, then the above reasoning suggests that 2 is a sensible value for the constant of proportionality.
Markov Chain Monte Carlo
The utility of Bayesian methods for model determination, and of Markov Chain Monte Carlo (MCMC) procedures which bypass many of the associated computational di culties, has been widely recognised recently. For large multiway contingency tables, one possible approach is MC 3 (Madigan and York, 1995) .
For undirected graphical models MC 3 uses the Metropolis-Hastings algorithm to construct a Markov chain, for which the state space is the set of decomposable models, and the equilibrium distribution is f(mjn), the posterior model probabilities assuming that only decomposable models have non-zero prior probability. This is straightforward when all models under consideration are decomposable and the prior distributions for the cell probabilities under each model are hyper-Dirichlet, as Dawid and Lauritzen (1993) show how the relative posterior probabilities of decomposable models which di er by a single edge may be calculated explicitly. However, there are many interesting models for multiway contingency tables which do not fall into the class of decomposable models, and we aim to develop a method for calculating posterior model probabilities for any set of log-linear models, and in particular for the hierarchical and graphical models discussed in Section 2. Due to the large number, jMj, of models under consideration, even for tables with moderate numbers of cells, a Markov chain approach is particularly appealing, as it avoids the necessity for evaluation of model probabilities for all models. Furthermore, the success of Markov chain methods for evaluating posterior quantities of interest in a wide range of examples for which analytic results are not available also makes such methods attractive. For example, MCMC methods have proved e ective for the e cient calculation of posterior quantities of interest in contingency table problems with just a single model under consideration. See Epstein and Fienberg (1991) and Forster and Skene (1994) for details. Green (1995) considered the general model determination problem introduced in Section 1. He developed a general Markov chain Monte Carlo strategy for generating from f(m; m jn), based on the standard Metropolis-Hastings approach, but which can also deal with the situation where the dimensionality of the parameter vector m is not xed and so there is no simple underlying measure. The`reversible jump' sampler allows moves between parameter subspaces of di erent dimensionality by, at each step, allowing a series of di erent`move types'. The general approach is extremely exible, but Green (1995) also gives details of a particular implementation which proves successful when adapted for log-linear models.
Reversible jump MCMC
This implementation proceeds as follows. (t) ) and ignoring u 0 . Suppose that the probability of making move type p given the current state of the Markov chain (m (t) ; m (t) ) is j(p; m (t) ; (t) m (t) ). Green (1995; equation 8) shows that if the proposed move p involves an increase in dimensionality from (t) m (t) to 0 m 0 , generated via the appropriate q p (u), it should be accepted as the next realisation of the chain (so that m (t+1) = m 0 ) with probability (m (t) ; (t) m ( f(m (t) ; (t)
and rejected otherwise. Here u 0 is calculated from ( 0 m 0 ; u 0 ) = g ?1 ( (t) m (t) ). Green (1995) shows that if moves are accepted with probabilities given by (11) and (12), then the chain satis es detailed balance, and has the required limiting distribution f(m; m jn). In addition to move types which involve changing the model, together with a corresponding increase or decrease in dimensionality of the parameter space, there may also exist the`null' move, whereby the model remains the same (m (t+1) = m (t) ) although values of the parameters may be changed.
If, for moves that involve an increase in dimensionality of the parameter space, 0 m 0 = ( (t) m (t) ; u) directly and correspondingly, for moves that involve a decrease in dimensionality, 0 m 0 = ( (t) m 0 ) with the excess parameters vanishing (u 0 = (t) m (t) nm 0 ) then the Jacobian term in (11) and (12) is equal to one. Therefore we have acceptance probability (m (t) ; (t) m ( f(njm (t) ; (t) f(njm (t) ; (t)
if p involves a decrease in dimensionality, where the posterior densities f(m; m jn) in (11) and (12) have been replaced by the appropriate product of prior density and likelihood.
For each proposed move type p we need to specify the probability j(p; m (t) ; (t) m (t) ) of attempting a move of that type, for every possible current state of the chain (m (t) ; (t) m (t) ). We also need to specify the corresponding proposal distribution q p (u) when p involves an increase in dimensionality of the parameter space. Therefore, even though this is a particular implementation of the reversible jump algorithm, it is still extremely exible.
Reversible jump MCMC for log-linear models
Suppose that M = M L , the set of general log-linear interaction models, so jMj = 2 (2 jCj ) . The model parameters m for log-linear model m are those a which are non-zero for m. One possible implementation of reversible jump MCMC, of the kind discussed above, involves considering each of the 2 jCj model terms a C as possible move types. Therefore, if p = a and the term a is not currently present in m (t) , then a proposal u for a is generated using some q p (u) and the move is accepted with probability (m (t) ; (t) m (t) ; m 0 ; 0 m 0 ) calculated using (13). If the term is already present in m (t) , then the proposed move removes it ( a is set to 0) and the move is accepted with probability (m 
where r is the probability of proposing a null move. In this situation, each move type has the same probability, regardless of the current state, so j(p; m (t) ; (t) m (t) ) and j(p; m 0 ; 0 m 0 ) are always equal, and hence cancel in (13) and (14). The availability of the null move is highly desirable, if the Markov chain which adds and eliminates terms as discussed above is to be e ective at providing a sample from f(m; m jn). Without the null move, the only mechanism for change in a particular element of m is via elimination and subsequent addition of the appropriate model term. This occurs very rarely for terms which have a very high posterior probability of being present in a model, and hence the Markov chain is not very mobile without a null move. We have not speci ed how the parameter values for the current model might be changed when the null move is implemented. One possibility is to use a`Gibbs sampler step'. Dellaportas and Smith (1993) show how the Gibbs sampler may be implemented for a large class of generalised linear models, of which the log linear model with the multivariate normal prior on the model parameters, discussed in Section 3, is a special case. They showed that the univariate conditional distributions required for sampling are log-concave, and hence adaptive rejection sampling (Gilks and Wild, 1992 ) is straightforward to implement. Forster and Skene (1994) used a Gibbs sampler to generate from posterior distributions arising from multinomial likelihoods and logistic normal prior distributions, which corresponds to the situation in the present example. They showed that the Gibbs sampler is extremely e cient when a particular parameterisation, where the parameters are approximately a posteriori independent, is adopted. They recommended the use of the Gibbs sampler over a number of possible implementations of the Metropolis-Hastings algorithm, for multinomial applications. Although, in the current situation where a large numbers of di erent models are under consideration, it is impractical to use the parameterisation suggested by Forster and Skene (1994) , the Gibbs sampler is still an e cient approach for generating from the posterior distribution of the parameters for a particular log-linear model. We therefore choose to use a Gibbs sampler for the null move.
To complete speci cation of our reversible jump algorithm for log-linear models, it is necessary to specify the density q p (u), by which model parameters are generated when the move 
and so, from (9), (13), (15) and (16) ) (17) when the move involves adding a term to the current model. The contribution of the prior distribution to (17) is through the prior distribution of a , as all other model parameters take the same value in m (t) and m 0 and so their contribution is cancelled out. The prior model probabilities f(m (t) ) and f(m 0 ) have also been cancelled, as we are assuming that all models are equally probable a priori. If a proposed move involves eliminating a model term, then the acceptance probability is (m (t) ; (t) 
The functions f(njm; m ) in (17) and (18) 
where a is determined by a for each a (and hence by m , see Section 2.4 for details).
The proposal parameters a and a are arbitrary, and should be chosen to optimise the performance of the procedure. Sensible values may be chosen by investigation of a`pilot chain'. One such approach is to start a Markov chain at the saturated model (all model terms present) and perform the null Gibbs sampler step a large number of times, in order to obtain approximate marginal posterior moments for the saturated model parameters ( a ; a C). These moments may then be used as values for a and a when the full Markov chain algorithm is implemented. The question remains, of whether the resulting proposal distributions generate sensible values of parameters for models which may have many fewer terms than the saturated model. If they do not, then the likelihood ratio term in (17) will typically prohibit any moves which involve the addition of a term, even if there exist values of 0 m 0 for which this ratio would be large. We suggest down-weighting the estimates from the pilot chain, by incorporating a`prior sample' with sample mean 0, and sample variance proportional to the prior variance, with a constant of proportionality much less than 1. Furthermore, for the variance, for ease of implementation , we choose a to be directly proportional to the prior covariance 2 a a , for all a. Therefore, a = 2 a 2 a a , and we choose 2 a so that the proposal variance for each component of a is equal to the smallest sample variance for any component indicated by the pilot chain with prior sample. For this proposal distribution, the acceptance probabilities (17) and (18) are simpli ed, as j a j ? 1 2 = ?da a j a j ? 1 2 = ?da a . Clearly, these choices of proposal parameters a and a are somewhat arbitrary, and may easily be changed if required. However, in all applications which we have analysed, using a pilot Gibbs sampler run of 100 iterations and assuming a prior sample of 10 observations with zero mean and variance 0.001 times the prior variance, the process seems to work remarkably well. In each example the Markov chain takes the saturated model as its initial model, with parameter values equal to the nal values of the pilot chain. The probability r of the null move is set at 0:25. This Markov chain is, in principle, irreducible, as at any stage each term has a non-zero probability of being added to, or eliminated from, the model. Furthermore, there is also a non-zero probability of any model parameter changing its current value to any other real value.
Reversible jump MCMC for hierarchical log-linear models
The algorithm developed in Section 4.2 assumes that the set of plausible models includes all log-linear interaction models. However, as mentioned in Section 2.1, many of these models are of little practical interest, as they may be di cult to interpret. In practice, interest is usually focussed on the hierarchical log-linear models. Here, we also choose to exclude from the class of models of interest those models for which a main e ect (term a where jaj = 1) is absent, as such models are also of little practical interest.
If we set the prior probability f(m) of all non-hierarchical models equal to zero, then the Markov chain suggested in Section 4.2 may still be appropriate. The prior model probabilities need to be reintroduced with the second term in the brackets of (17) and (18) being multiplied by f(m 0 )=f(m (t) ). Then, moves to nonhierarchical models will necessarily have zero probability, and the chain will have equilibrium distribution f(m; m ) where m 2 M = M H , the set of hierarchical log-linear models, as any hierarchical model may be obtained from any other by addition and elimination of model terms, with all intermediate models also being hierarchical.
However, this procedure is ine cient, as large number of proposed moves have zero probability of actually being made. A more e cient procedure is to construct j(p; m (t) ; (t) m (t) ) so that only moves to neighbouring hierarchical models are proposed. A hierarchical model is determined by its generators, that is the maximal terms (subsets of C) which are present in the model. Clearly, the only individual model terms which may be removed from a hierarchical model so that the model remains hierarchical are the generators. Similarly, Edwards and Havr anek (1985) de ne the dual generators to be the minimal terms which are not present in the model. The only individual model terms which may be added to a hierarchical model so that the model remains hierarchical are the dual generators. Edwards and Havr anek (1985) propose a simple algorithm for determining the dual generators of a model from its generators and vice versa. If the set of generators and dual generators for model m is denoted by G m , then the total number of allowed move types in addition to the null move, if the current model is m (t) is jG m (t) j. Assuming that each of these proposed move types is equally probable then j(p; m (t) ; (t) m (t) ) = 1 ? r jG m (t) j a G m (t) and 0 otherwise, where r is the probability of the null move. It is then necessary to determine j(p; m 0 ; 0 m 0 ) in order to calculate the acceptance probability. If the proposed step involves adding a term to the model then the new term is added to the set of generators, any subsets of this term removed, and the new dual generators calculated using the algorithm of Edwards and Havr anek (1985) . If the proposed step involves removing a term from the model then that term is added to the set of dual generators, any subsets of the term removed, and the new generators again calculated using the algorithm of Edwards and Havr anek (1985) . Therefore, it is straightforward to nd G m 0 , and hence j(p; m 0 ; 0 m 0 ) using jG m 0 j. A byproduct of this calculation is that if the move is accepted then G m (t+1) is immediately available.
Again, we assume all hierarchical models are a priori equally probable, and as no non-hierarchical models are proposed, f(m) will not be present in the expressions for the acceptance probabilities. However the move probabilities need to be reintroduced, as di erent numbers of move types are possible from di erent models, and the second term in the brackets of (17) and (18) 
Reversible jump MCMC for graphical models
If M = M G , the set of graphical models, then the move types must be changed. It is not su cient to set the prior probability f(m) of all non-graphical models equal to zero, as the Markov chain suggested in Section 4.3 is not irreducible, as it is not, in general, possible to move from one graphical model to another by addition and elimination of individual model terms, with all intermediate models also being graphical. As stated in Section 2.2, a graphical model is determined by its edges, and any subset of the jCj 2 possible edges determines a graphical model. One possible strategy for constructing a Markov chain which moves around M G is, at each stage, to consider the addition of an edge to, or elimination of an edge from, the current model. This strategy was adopted by Madigan and York (1995) , in their algorithm for decomposable models. However they also needed to check whether the resulting model was still decomposable. In the current situation, such move types depend not only on the edge e under consideration, but also on the current model m, as addition, or elimination, of the same edge may involve addition or elimination of di erent model terms, depending on the current model. Therefore we now denote a move type as p(e; m) and set j(p(e; m); m (t) ; (t) m (t) ) = 1 ? r jCj 2 if p(e; m) = p(e; m (t) ) for some e 2 E and 0 otherwise, where E is the set of possible edges. Each move type p(e; m) is a set of proposed model terms to be added to or eliminated from the current model. It is straightforward to determine p(e; m) for a particular edge e and model m. A proposed move may now involve the addition or deletion of more than one model term and so, from (17) and (18) 
for elimination of an edge, as j(p(e; m (t) ); m (t) ; (t) m (t) ) = j(p(e; m 0 ); m 0 ; 0 m 0 ) so these probabilities are again absent from the expressions for acceptance probabilities. Clearly, this algorithm for graphical models involves`larger moves' than the algorithm for hierarchical loglinear models, as addition or elimination of several model terms may be proposed in a single step. However, our experience suggests that the algorithm still works remarkably well.
Reversible jump MCMC for decomposable models
It is extremely straightforward to adapt the reversible jump algorithm for graphical models, in the situation where M = M D , the class of decomposable models. This is particularly useful for comparing the model probabilities calculated assuming normal prior distributions for log-linear model parameters, with those calculated assuming hyper-Dirichlet prior distributions for cell probabilities.
The approach for decomposable models proceeds exactly as for graphical models, except that the prior probability f(m) of all non-decomposable models is set equal to zero. The prior model probabilities need to be reintroduced with the second term in the brackets of (20) and (21) being multiplied by f(m 0 )=f(m (t) ).
We therefore need to be able to determine whether a model is decomposable or not. Tarjan and Yannakakis (1984) provide a quick and easy algorithm for this. Madigan and York (1995) adopt a similar strategy for decomposable models but use a hyper-Dirichlet prior distribution for the model parameters, and calculate the relevant Bayes factor exactly at each step.
5 Obesity, Hypertension and Alcohol: A 3 2 4 Table
In order to illustrate how reversible jump MCMC is applied to hierarchical and graphical log-linear models, we consider the 2 3 4 table presented by Knuiman and Speed (1988) in which 491 subjects are classi ed according to hypertension (yes, no), obesity (low, average, high) and alcohol consumption (0, 1{2, 3{5, 6+ drinks per day).
We denote the three factors by H, O and A for hypertension, obesity and alcohol consumption respectively. Therefore C = fH; O; Ag and we denote model terms (a C) by the corresponding product of factor labels (e.g. HO is the interaction between hypertension and obesity). Therefore a 2 f;; H; O; A; HO; HA; OA; HOAg, For the graphical models, there are three possible edges, and therefore three possible move types at any stage, each proposed with probability 0.25. The move types are exactly the same as for the hierarchical models discussed above, except when a move is proposed to or from the saturated model HOA. Then, a move type involves the addition or elimination of two model terms. For example, elimination of edge OA from model HOA involves elimination of model terms HOA and OA.
We assumed that all 9 (8) hierarchical (graphical) models were a priori equally probable, and that the prior dispersion parameters 2 a were equal to 48 for all a, as suggested in Section 3.3. The initial pilot Gibbs sampler of 100 iterations was used to determine the proposal mean parameters a and the proposal dispersion coe cients 2 a for each of the four allowed move types. The range of 2 a values was from from 8:4 10 ?4 to 1:5 10 ?3 .
As jM H j is relatively small for a three-way table, and all models except HO+HA+OA are decomposable, then we can calculate the model probabilities given by other approaches for comparison. For this purpose, we calculated the model probabilities using the hyper-Dirichlet priors suggested by Madigan and Raftery. We considered two hyper-Dirichlet priors, corresponding to the Je reys and Perks priors for the full table.
No probability for model HO + HA + OA is available for this method, but this model has a very small posterior probability, so results are una ected. We also analysed the table using the method suggested by Raftery (1993) , for which the S-plus function`glib' is available. This function uses a Laplace approximation to calculate posterior model probabilities. The prior distributions for the log-linear model parameters are normal, and are described in Section 3.3.
The values for the posterior model probabilities using our normal prior, calculated by reversible jump MCMC, together with values for these other approaches are presented in Table 1 . Reversible jump MCMC, as described in Section 4.3 proved to be reasonably mobile with, on average, a change of model every 19 iterations. The results displayed in the table are based on a sample of 500 000. The MCMC standard errors of the estimates of the model probabilities are calculated by splitting the MCMC output into 10`batches' (see Geyer, 1992) . The model probabilities did not change substantially, even when the sample size was increased by a factor of ten. Only the model probabilities for the four most probable models are displayed. For all the prior distributions listed, the posterior model probabilities for all other models are less than 10 ?4 .
If we consider the Je reys and Perks prior distributions to be opposite extremes of the range of vague hyper-Dirichlet prior distributions, then it can be seen that our prior distribution provides a compromise. Indeed, the resulting model probabilities are approximately the same as those for a hyper-Dirichlet prior distribution derived from a symmetric Dirichlet prior distribution for the whole table with parameter 3 16 . Similarly, our prior distribution provides a compromise between the prior distributions given by values 1 and 5 for the prior parameter which are suggested by Raftery (1993) as being the endpoints of the range of values re ecting vague prior belief. In fact, our approach gives model probabilities very close to those resulting from the glib procedure together with a value of = 3. Regardless of which approach was adopted, or the exact values for the prior parameters, the two most probable models were the model of mutual independence of the three factors, and the model with a hypertension/obesity interaction. Therefore, with high posterior probability, alcohol consumption is independent of both of the other two factors.
6 Risk Factors for Coronary Heart Disease: A 2 6 Table
In Section 5 we showed that the reversible jump MCMC model selection procedure for hierarchical log-linear models gave sensible results when compared with existing procedures. However, in that example, exact model probabilities, or accurate Laplace approximations were available for all models, as the number of possible models was less than 10. We now consider a six-way table where the total number of possible models prohibits calculation of model probabilities for all models, and so some kind of Monte Carlo approach is required. We show that our approach, based on reversible jump MCMC, gives sensible results in a reasonable time. Edwards and Havr anek (1985) present a 2 6 table in which 1841 men have been cross-classi ed by six risk factors for coronary heart disease. The six variables are: A, smoking; B, strenuous mental work; C, strenuous physical work; D, systolic blood pressure; E, ratio of and lipoproteins; F, family anamnesis of coronary heart disease. This table has also been analysed by who present a Bayesian model selection algorithm for decomposable models. However, there are many interesting models which are not decomposable, and therefore we present the hierarchical and graphical log-linear models with the highest probabilities (probability greater than one fth of the probability of the most probable model). The model probabilities presented are calculated using a reversible jump Markov chain of 500 000 iterations with prior parameters 2 a all set to a value of 128. For comparison with Madigan and Raftery (1993) we also present the most probable decomposable models selected according to the algorithm suggested in Section 4.5. The results are presented in Table 2 . An asterisk indicates a posterior probability of less than 0:001. There are some slight inconsistencies in the relative probabilities of models, which should be the same regardless of the set of models under consideration. However, when model probabilities are very small, we do not expect them to be estimated very accurately.
It is reassuring to note that the most probable decomposable model according to our approach based on normal prior distributions for log-linear model parameters is BC+ACE+ADE+F, exactly the same as the most probable decomposable model identi ed by Madigan and Raftery, using a hyper-Dirichlet prior distribution for the cell probabilities. However, this model is more than 25 times less probable than the most probable graphical model, and approximately 700 times less probable than the most probable hierarchical model, when either of these two model classes are considered. The other model selected by Madigan and Raftery's`Occam's Window procedure' was ABC+ABE+ADE+F, with a posterior probability roughly 11.5 times less than that of BC+ACE+ADE+F. For our prior distribution the probability of this model is only 0.0013, and the ratio of posterior probabilities is approximately 181. Edwards and Havr anek (1985) also identify model BC+ACE+ADE+F using their procedure for identifying acceptable parsimonious graphical models. This is not one of the most probable graphical models according to our calculations. However model AC+BC+BE+ADE+F, our most probable graphical model, is the other model selected by Edwards and Havr anek. For Hierarchical models Edwards and Havr anek identify our two most probable models AC+BC+AD+AE+CE+DE+F and AC+BC+AD+AE+BE+DE+F. Qualitatively, the results are much the same as those reported by . There seems strong evidence for the existence of interactions AC, BC, AD, AE and DE, and some evidence for interactions BE, CE and BF. However, our hierarchical model probabilities indicate little support for the presence of any three-factor interactions. also evaluate their model determination procedure by how well the posterior predictive probabilities, averaged over all models and calculated using a randomly chosen 25% subset of the data, n 0 , predicts the remaining 75% of the data, n 1 . To do this they use negative log predictive probability as a score, with lower scores re ecting better prediction. In the current situation, the predictive cell probabilities are the posterior mean values of the cell probabilities, p(i). The mean is over all models weighted according to their posterior probabilities.
As we generate from the joint distribution over models and corresponding (log-linear) model parameters then we automatically have a sample from the posterior distribution of the parameters for each model (with sample size proportional to the estimated model probability). Hence, if we use a sample of size s (after allowing for the pilot chain) and denote the whole sample of model indicators and corresponding log-linear model parameters by fm (t) ; (t) a ; a C; t = 1; : : : ; sg then a MCMC estimate, based on data n 0 , of the negative log predictive probability score is available as ? log P(n 1 jn 0 ) = ?
There is no need for the model indicator m (t) to enter this expression, as the model is determined by which of the log-linear parameters (t) a , calculated from the corresponding a , are non-zero. Estimating the predictive scores in this way provides a useful comparison of the three model classes in terms of their ability to predict future observations. For the hierarchical models the predictive score, based on a MCMC sample of 500 000 observations was 5044.8. For graphical and decomposable models the gures were 5047.2 and 5048.3. For comparison, the lowest possible predictive score for this particular split of the data, which would be achieved if the predictive probabilities were exactly equal to the relative frequencies of the remaining 75% of the data, n 1 , is 4981.0. These values con rm that there is a bene t, for prediction, in using a larger class of models, assuming that the models used are considered reasonable a priori. In this example, there is little di erence between the decomposable and graphical model classes when the data are reduced by a factor of four as the resulting table is relatively sparse. Hence less complex models are preferred, and almost all the most probable graphical models are also decomposable. If the full data set was used to predict future observations then the predictive bene ts of using a larger model class might be more substantial, as more complex models would have higher probabilities, and the di erences between the model classes would become more obvious. Raftery and Madigan (1993) and demonstrate the advantages of prediction based on model averaging over decomposable models compared with prediction based on a single model. Our results seem to indicate that further bene ts can be gained by averaging over a larger class of models such as the hierarchical or graphical models. Note that the values for predictive score given above are not directly comparable with those given by Raftery and Madigan (1993) or as di erent random splits of the data give quite di erent ranges of values, although the relative values for the three model classes seem to be relatively insensitive to how the data is split.
Discussion
In the examples presented in Sections 5 and 6, we have focussed on posterior model probabilities, and have shown that reversible jump MCMC provides an e cient method for their calculation. However, the reversible jump Markov chain introduced in Section 4 generates from the full posterior distribution f(m; m jn) and so samples from the posterior distribution of the model parameters for each model are available at no extra cost. The sample size for each parameter vector m is proportional to the estimated posterior model probability f(mjn).
For the log-linear models which we are considering in this paper, model parameters have the same interpretation for all models, as projections of log in (6). Therefore, for the log-linear model parameters, we have a sample of size s for each of these parameters. The same is true for any parameter of interest which may be expressed directly as a function of the cell means or cell probabilities. This is illustrated in (22) where we use the mean of a sample of size s from the posterior distribution of the cell probabilities as a set of predictive probabilities.
The availability of samples from the conditional posterior distributions f( m jm; n) for the model parameters given the model indicator suggests an alternative method for estimating the model probabilities f(mjn).
It would be possible, for each model for which at least one observation is generated, to use the sample from f( m jm; n) for that model to estimate the marginal likelihood f(njm) for the model and hence estimate the model probabilities using (1) where the summation would be over the set of observed models. Raftery (1995) gives details of several possible approaches to this calculation, and we are currently investigating some of these.
The posterior model probabilities presented, for various approaches, in Section 5 illustrate the widely recognised fact that Bayesian model selection can be sensitive to the precise choice of vague prior distribution for the model parameters. However, across a wide range of plausible prior distributions, the set of models with signi cant posterior probabilities remains fairly constant, even though the relative probabilities of the most probable models may change substantially. Furthermore, functions of the cell means or cell probabilities of interest are fairly insensitive to such changes in the prior distribution. Hence, for prediction rather than pure inference, the exact choice of vague prior distribution is not critical.
In our approach, the prior distribution is speci ed by the value of the 2 a parameters. The suggestion of a value for 2 a of twice the number of cells in the table seems to provide reasonable results with respect to other approaches. Albert (1995) suggests using a second stage prior on the prior dispersion parameter, which for our approach is equivalent to a second stage prior distribution for 2 a . He argues, and demonstrates, that the model probabilities calculated using such a prior distribution are more robust to small changes in the prior parameters. For the reversible jump approach, the extra computational burden of an inverse gamma second stage prior for 2 a would be an additional set of (inverse gamma) conditional distributions for the null (Gibbs sampler) move, and a more complicated acceptance ratio function for the other moves. We intend to investigate this further.
The reversible jump sampler as described in this paper seems to give sensible results over a wide range of practical examples. Furthermore, the procedure is e cient, and the examples in this paper were all computed in reasonable time. Indeed, the results would not have been very di erent if a sample of only 50 000 had been used, instead of the reported 500000. Clearly, were the procedure to prove ine cient for any particular example, then there are a large number of ways in which the process could be modi ed. For example, increasing the length of the pilot chain, or the structure of the proposal distribution. Alternatively,`bigger steps' could be allowed, such as allowing graphical model steps within the Markov chain for hierarchical models. 
