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1. Introduction
This thesis concerns a group of highly difficult mathematical prob-
lems whose research has risen quickly in recent years because of their
applicable nature. We call these inverse problems since they have their
easier counterparts, the direct problems. An inverse problem is not
behaving well; it might not have a unique solution and its solution
can change dramatically if the initial conditions are perturbed. In the
latter case we call the problem ill-posed.
Examples of inverse problems include image deblurring, comput-
erized tomography, ozone layer tomography, medical imaging in gen-
eral using different types of physical phenomena, or finding the inner
structure of the earth using earthquake data. These problems are at-
tacked by defining a mathematical framework, using analysis to solve
the mathematical problem in various ways and trying to implement
the theoretical method in practice using noisy data from real measure-
ments.
The research related to inverse problems is spread out from purely
theoretical mathematics to engineering. Theorists try to find unique-
ness results and the steps to reconstruct the solution, applied mathe-
maticians implement and test these theoretical findings using comput-
ers. This work is then put to practice by modifying the theoretical
algorithms to handle noisy data. Finally we need engineering work to
enhance the measurement process and to design the devices for our
new inverse problem solution method.
In this thesis we are testing some theoretical concepts numerically.
More specifically, we are testing new direct reconstruction methods.
Direct methods have a different philosophy behind them compared to
iterative or statistical methods. An iterative method is generally de-
scribed like this: take an initial guess of the solution, solve the direct
problem arising from the mathematical model used, then compute the
measurement corresponding to the aforementioned solution, then itera-
tively change the solution in a consistent way so that the computed and
the real measurement have minimal error between them. The statisti-
cal approach can take a priori information and model-induced errors
into account in the form of the prior distribution. Direct methods rely
on the use of analysis on the mathematical model of the (physical)
problem itself, producing information about the solution via equations
and relations.
Some fruitful applications of the above-mentioned inverse problem
methods are related to medical or industrial imaging. Different tomo-
graphic methods use different physical properties of matter: X-ray uses
5
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radiation, Magnetic Resonance Imaging uses magnetic resonance, Ul-
trasound measures scattered acoustic waves. In underground prospect-
ing we use the scattered acoustic waves in the form of Acoustic tomogra-
phy (AT). Electrical impedace tomography (EIT) is based on electrical
measurements, whereas Diffusive optical tomography (DOT) measures
scattered light. Heat probing is done by measuring heat flux through
the boundary of the object of interest. Each type of tomography has
its strengths and weaknesses.
The new scientific work presented in this thesis is three-fold.
• Section 4 concerns a detail of a direct reconstruction method
for EIT. In the article [I] we numerically test a boundary cor-
rection procedure in the D-bar method.
• Section 5 introduces the D-bar method at positive energy, ap-
plicable to AT. In the submitted article [II] we develop a new
computational method for reconstructing a potential at posi-
tive energy and numerically find exceptional points.
• Section 6 introduces new probing methods for either a station-
ary or moving inclusion in a background heat conductivity. In
the paper [III] we numerically test the stationary method in
dimension one. In papers [IV] and [V] we numerically test a
similar method applicable to moving inclusions in dimensions
one and two respectively.
The style of the mathematical research in this thesis could be consid-
ered moderately new as it is made possible by powerful computers.
It is not purely theoretical nor purely numerical. The goals of this
numerical work would include the following:
• to verify theoretical results by means of computations.
• to start the conceptual work towards practical applications.
• to create a coherent code base that can be used, modified and
completed in future works.
• to find new phenomena that can be later explained theoreti-
cally.
There is a long and tedious road ahead leading to the actual applica-
tions of the new methods of this thesis. The scientific work presented
here is to be viewed as a complement to the theory and a first step
towards real life applications.
We continue the introduction by presenting some mathematical
background before zooming in to the specific reconstruction methods
and the numerical tests mentioned above. In section 1.1 the Gel’fand-
Dirichlet problem is introduced; the D-bar method was first outlined
in this framework. In sections 1.2, 1.3, 1.4 and 1.5 the mathematical
backgrounds for EIT, AT, DOT and heat probing are presented.
In section 2 the Complex Geometrics Optics (CGO) solutions and
exceptional points are defined. CGO solutions are a theoretical concept
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that ties the work of this thesis together as it is used in all of the
reconstruction methods presented.
In section 3 some background on the numerical computation meth-
ods is given; we briefly explain the Finite Element Method (FEM) for
numerically computing the solutions of boundary value problems and
the Lippman-Schwinger solver (LS-solver) for computing CGO solu-
tions from integral equations.
All of the numerical work is in either one or two dimensions. We
identify the plane R2 with the complex plane by writing z = x1+ ix2 ∈
C, where x1, x2 ∈ R. A disk centered at origin with a radius r is
denoted by D(0, r) ⊂ R2. The mathematical theory usually refers to
a bounded domain of interest with smooth boundary, in the numerical
tests we simply use:
• In [I] we have Ω1 = D(0, r1) and Ω2 = D(0, r2).
• In [II] and [V] we have the unit disk Ω = D(0, 1) ⊂ R2.
• In [III] and [IV] we have the set Ω = [0, 1] ⊂ R.
1.1. The Gel’fand-Dirichlet problem. Let Ω ⊂ R2 be bounded
set. Let q = q0−E be a potential with the energy E ∈ C, q0 complex-
valued and supp(q0) ⊂ Ω. Consider the Schro¨dinger equation
(1) (−∆+ q)u = 0 in Ω
with the boundary condition u = f on ∂Ω. This boundary value
problem might be well posed; then for any f ∈ H1/2(∂Ω) it has a
unique weak solution u ∈ H1(Ω). For well-posed problems we define
the Dirichlet-to-Neumann map (DN-map)
(2) Λq : H
1/2(∂Ω)→ H−1/2(∂Ω), f 7→ ∂u
∂ν
|∂Ω,
where ν is the outward unit normal to the boundary. In weak formu-
lation, for f, g ∈ H1/2(∂Ω),
(Λqf, g)∂Ω =
∫
Ω
(∇u · ∇v + quv)dz,
where u is the unique weak solution for the boundary value f , and
v ∈ H1(Ω) with v|∂Ω = g.
The inverse problem of our interest is then the following; given
Λq and the energy E, reconstruct the potential q0. This is called the
Gel’fand-Dirichlet problem first posed by Gel’fand [9].
This problem is interesting in view of tomographic methods. As
seen later, the mathematical formulation of EIT, AT and DOT can
be transformed into (1) resulting in similar potentials q0 but different
energies; EIT is at zero-energy E = 0, AT is at positive energy E > 0
and DOT is at complex energy E ∈ C or at negative energy E < 0.
The energy is used to make the potential of our interest compactly
supported, it is not to be considered as a physical property.
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The problem above can be directly solved; the D-bar method con-
sists of exponentially behaving CGO solutions first introduced by Fad-
deev [8], the boundary integral equation proved by R. G. Novikov [30]
and the D-bar equation discovered by Beals and Coifman [3]. In the
computational study [II] this method is numerically realized and tested;
we can numerically compute a real-valued potential q0 at positive en-
ergy E > 0 from a simulated DN-map with simulated noise.
1.2. Electrical impedance tomography. The mathematical
model behind EIT is the inverse conductivity problem introduced by
Caldero´n [5]. Consider a strictly positive, real-valued conductivity σ ∈
C2(Ω), where Ω ⊂ R2 is a bounded set as before. Maintaining a voltage
distribution f on the boundary ∂Ω creates a voltage potential v that
solves the Dirichlet problem{ ∇ · (σ∇v) = 0 in Ω,
v = f on ∂Ω.
(3)
The resulting distribution of current through the boundary is
(4) Λσf = σ
∂v
∂ν
|∂Ω,
where ν is the outward unit normal and Λσ is the DN-map. Caldero´n’s
problem is to reconstruct σ from the knowledge of Λσ. This inverse
problem is non-linear and ill-posed.
Using the transformation u = σ1/2v we arrive at the Schro¨dinger
equation (1) with
q0 = σ
−1/2∆σ1/2, E = 0.
EIT is thus a zero-energy problem. Assuming σ|∂Ω = 1 we have Λq =
Λq0 = Λσ, and so the Caldero´n problem is equivalent to the Gel’fand
problem. This assumption can be countered by the boundary correc-
tion procedure devised in Nachman’s D-bar method [27] and tested
numerically in the article [I].
EIT has the advantage of having simple, small imaging appliances.
There is a decent contrast between the electrical qualities of different
matter. Applications of EIT include the following.
• Lung imaging is used to detect possible liquid in the lungs
or a collapsed lung. In the case of an unconcious patient the
detection can be difficult. [29, 38, 37]
• One of the most important applications is breast cancer de-
tection [2]. Healthy and cancerous tissue behave almost the
same under X-ray imaging, and so the images need special
attention and diagnosis is difficult. However, since cancerous
tissue has significantly different conductivity from healthy tis-
sue, EIT can bring extra information needed to make a proper
diagnosis. Also, using EIT is harmless and painless, which can
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be especially important in this case. Reviews of EIT in breast
cancer detection include [16], [20], [33] and [42].
• Industrial processes need monitoring to ensure quality and
functionality, for example monitoring the flow of a fluid or
detecting faulty products [7] or monitoring the operation of
an oil/water separator [4].
• One can reveal oil and mineral resources in the ground using
EIT [19].
• Cracks in concrete objects can be detected with EIT [17],[18].
1.3. Acoustic Tomography. We call the strictly positive, bound-
ed function ρ ∈ C2(Ω) the density. Pressure p satisfies the reduced
acoustic equation for time-harmonic waves with frequency ω,
(5) ∇ · (1
ρ
∇p) + ω2κp = 0 in Ω,
where κ is the compressibility and the speed of sound is given by c =
(κρ)−1/2. Given the boundary condition p = f on ∂Ω, the inverse
problem of Acoustic Tomography is to recover ρ and κ from the DN-
map
(6) Λω,κ,ρ : f → 1
ρ
∂p
∂ν
|∂Ω.
Assuming ρ|∂Ω = h and κ|∂Ω = k are positive constants and using the
transformation u = ρ−1/2p we arrive at (1) with
q0 = ρ
1/2∆ρ−1/2 − ω2κρ+ E, E = k · h · ω2 > 0,
As mentioned in [26] we have
Λq = ρ
1/2Λω,κ,ρρ
1/2 − 1
2
ρ−1
∂ρ
∂ν
,
so our assumptions imply Λq = h · Λω,κ,ρ. Note that ω is an input
parameter of the measurement and thus known. AT is therefore a
positive-energy problem. It is hoped that in future works we can ap-
ply the positive energy D-bar method of [II] to AT, for example to
reconstruct the earth’s crust from earthquake data in geoprospecting.
1.4. Diffusive Optical Tomography. In Diffusive Optical To-
mography we consider the diffusion approximation problem
(7)

−∇ ·D∇u˜+ (µa + iωc )u˜ = 0 in Ω
u˜+ 2D ∂u˜
∂ν
= g− on ∂Ω
D ∂u˜
∂ν
= −g+ on ∂Ω,
where u˜ is the light fluence rate, D is the diffusion coefficient, c is the
speed of light in the medium, ω is the frequency of the light, µa is the
absorption coefficient, g− is the source on the boundary and g+ is the
scattered field measured on the boundary. We define the DN-map as
ΛD,µa(g
− + 2g+) = −g+.
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The inverse problem of DOT is to reconstruct the diffusion coefficient
D and the absorption coefficient µa from the knowledge of the DN-map
ΛD,µa. Assuming D|∂Ω = d and µa|∂Ω = m are positive constants and
by writing u = D1/2u˜ we get (1) with
q0 = D
−1/2∆D1/2 +
1
D
(µa +
iω
c
) + E, E = −(m
d
+
iω
dc
) ∈ C
The DN-maps for the two problems will be related by
Λq =
1
d
ΛD,µa.
This is a complex-energy problem that can fruther be approximated by
assuming q to be real-valued giving us
q0 = D
−1/2∆D1/2 +
µa
D
+ E, E = −1,
meaning that this approximation is a negative-energy problem.
DOT is hoped to be a low-cost alternative or complement in medical
imaging, with the two main applications in breast and brain imaging,
see the classic review [1]. DOT is sensitive to blood and as such suitable
for brain imaging to detect cerebral hemorrhage for preemies [12].
Currently the DOT reconstruction methods are iterative. The D-
bar method using negative energy can be realized after developing a
numerical Faddeev Green’s function for negative energy.
The state of the art in DOT is reviewed in [10].
1.5. Heat probing. Consider the boundary value problem for the
heat equation,
(8)

∂tu−∇ · (γ∇u) = 0 in (0, T )× Ω,
u = f on (0, T )× ∂Ω,
u
∣∣
t=0
= u0 in Ω,
where u is temperature, γ is the heat conductivity, u0 is the initial
temperature and f is the temperature applied at the boundary in the
time period 0 < t < T . The time-dependent DN-map Λu0,γ is then
defined by
(9) Λu0,γ : f → γ
∂u
∂ν
∣∣∣
∂Ω
.
In heat probing we measure the resulting heat flux γ∂u/∂ν|∂Ω through
the boundary. The inverse problem is to find γ or partial information
on γ from the knowledge of Λu0,γ.
Heat probing is used in nondestructive testing where one looks for
anomalous materials inside a known material. One such example is
monitoring a blast furnace used in ironmaking: using heat probing we
detect the corroded thickness of the accreted refractory wall based on
temperature and heat flux measurement on the accessible part of the
furnace wall [41].
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In [III] a method for detecting the convex hull of an inclusion in a
known background heat conductivity was developed. It was numeri-
cally tested in dimension one. In [IV] and [V] a method for detecting a
moving inclusion was developed and tested numerically, in dimension
one and two respectively.
The conductivity equation (3) of EIT is similar to the heat equation
only missing the time variable. Similar probing methods to detect an
inclusion exist also for EIT. The idea behind them is briefly described
in section 2.3.
2. CGO solutions and exceptional points
In this section we describe in more detail the concept of Complex
Geometric Optics (CGO) solutions. Rewrite (1) and consider the spe-
cial exponentially growing solutions ψ(z, ζ) of
(10) (−∆+ q0)ψ( · , ζ) = Eψ( · , ζ) in R2,
where q0 is extended to the plane by zero and ζ = [ζ1 ζ2]
T ∈ C2 is a
spectral parameter with Im (ζ) 6= 0. The exponential behaviour is then
included in the requirement
(11) e−iζ·zψ(z, ζ)− 1 ∈ X,
where X is some Banach space (a subset of Lp(R2) for some p > 1)
and ζ · z = x1ζ1 + x2ζ2. The requirement (11) means that in some
way ψ(z, ζ) is close to exp(iζ · z) as |z| → ∞. This in turn means
that ψ(z, ζ) is exponentially increasing/decreasing in the half-space, in
direction perpendicular to Im (ζ).
If ζ ∈ R2, we have a setting of a physical scattering of a particle
with momentum ζ . If Im (ζ) 6= 0, we call the solutions ψ(x, ζ) with the
behaviour (11) CGO solutions. For a given potential q0, energy E and
parameter ζ there might not exist a unique CGO solution, then we call
ζ an exceptional point.
L. D. Faddeev was the first to use the CGO solutions [8] in solving
the inverse scattering problem, which is the analog of the Gel’fand-
Dirichlet problem with the scattering data as the measurement instead
of the DN-map.
Because of (11), for large |z| we can write exp(iζ · z) in place of
ψ(z, ζ), and the equation (10) still has to hold giving us a constraint:
(12) −∆eiζ·z = Eeiζ·z ⇒ ζ · ζ = E.
In the zero-energy case E = 0 we can parametrize the subset of param-
eters ζ satisfying (12) by
k ∈ C, ζ =
[
k
±ik
]
.
For non-zero energies we have
(13) λ =
ζ1 + iζ2√
E
∈ C, ζ =
[
(λ+ 1
λ
)
√
E
2
( 1
λ
− λ) i
√
E
2
]
.
The parameters k and λ are also called spectral parameters. Depending
on the situation we change between λ-, k- and ζ -notations.
Let λ = r exp(iθ). Rewriting (13) gives
(14) ζ =
√
E
2
(
(r +
1
r
)
[
cos(θ)
sin(θ)
]
+ i(r − 1
r
)
[
sin(θ)
− cos(θ)
])
.
For E > 0, taking r → 1 implies Im (ζ) → 0, meaning that the CGO
solution goes to the limit of physical scattering. In this case, as the
12
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spectral parameter λ changes over the unit circle, the CGO solutions
will have a jump. For E < 0, we have
√
E = i
√|E| and taking r → 1
implies Re (ζ)→ 0. In this case there is no jump in the CGO solutions.
2.1. The LS equation and Faddeev Green’s function. We
proceed to define the Lippman-Schwinger (LS) equation from which
the CGO solution can be computed. The notation is for the non-zero
energy case, but the zero-energy case is very similar.
Write
µ(z, ζ) = e−iζ·zψ(z, ζ)
and call it a CGO solution as well. Depending on whether we use ζ- or
λ-notation, in place of ψ(z, ζ) and µ(z, ζ) we write ψ(z, λ) and µ(z, λ)
respectively, even if the energy E is then omitted. The CGO solution
µ(z, ζ) satisfies another differential equation; starting from (10) we get
(−∆+ q0 − E)eiζ·zµ(z, ζ) = 0
eiζ·z(−∆− 2iζ · ∇+ ζ · ζ + q0 − E)µ(z, ζ) = 0
(Lζ + q0)µ(z, ζ) = 0,
where
Lζ := −∆− 2iζ · ∇.
The corresponding Faddeev Green’s function gζ(z) satisfies
(15) Lζgζ(z) = δ0,
where δ0 is the delta-distribution. Similarly in λ-notation we have
(16) (Lλ + q0)µ(z, λ) = 0,
where
Lλ = −4∂z∂¯z − 2i
√
E(λ∂z +
1
λ
∂¯z).
The Faddeev Green’s function of Lλ is denoted by gλ(z).
The CGO solution can be computed directly from the LS equation
(17) µ(z, λ) = 1− gλ(z) ∗ (q0(z)µ(z, λ)).
If µ solves (17), then by applying the operator Lλ we see it also solves
(16) so it is the CGO solution of our interest. The computation of
µ(z, λ) via (17) can be done by using a LS-solver based on Vainikko’s
fast solver [40], provided we have a computational method for the
Faddeev Green’s function gλ(z). A brief explanation of the LS-solver
is given in section 3.4.
We can’t solve the inverse problem this way as the potential q0 is
assumed to be known. Later we see a boundary integral equation that
links the DN-map and the CGO solution together, and another integral
equation derived from a D-bar equation. The latter can be solved using
a modified LS-solver, also briefly described in section 3.4.
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2.2. Exceptional points. When is the LS equation (17) solvable?
Define the operators between Banach-spaces X and Y ,
Q : X → Y, Gλ : Y → X,
by the equations
(Qf)(z) = q0(z)f(z),(18)
(Gλf)(z) = gλ(z) ∗ f(z) =
∫
C
gλ(z − z′)f(z′)dz′.(19)
Definition 2.1. Let λ ∈ C \ {0} and |λ| 6= 1. The spectral param-
eter λ is an exceptional point if I + GλQ is not invertible.
If ‖GλQ‖L(X) < 1 the operator I + GλQ is invertible using the
Neumann series and from (17) we can solve µ. Using this approach we
may prove for E 6= 0 that if the potential q0 is small enough compared
to |E|, there are no exceptional points. See the submitted article [II]
section 1.3.1 for details. Using radially symmetric potentials perturbed
by test functions, we violate this ”norm smallness condition” and find
exceptional points in the numerical study [II].
In the zero energy case E = 0 Nachman proved in [27] that there are
no exceptional points for potentials of conductivity type. This rigorous
analysis in the zero energy case also provided the Sobolev spaces
X =W 1,p˜(R2), Y = Lp(R2),
1
p˜
=
1
p
− 1
2
for a conductivity σ ∈ W 2,p(R2), 1 < p < 2. For the non-zero energy
case we are still missing similar analysis which is hopefully included in
future works.
See also the papers of R.G. Novikov [30] and Tsai [39] for more
details on exceptional points in the zero energy case.
2.3. CGO solutions in probing methods. In [III] the CGO
solutions are used in part of an inclusion detection. The method of
[III] is closely related to the method of [13] for probing inclusions in
the EIT problem. We are interested in finding an inclusion Ω1 ⊂ Ω
with conductivity γ1 from a known background conductivity γ0.
Consider a CGO solution ψ(y, ζ) to the Schro¨dinger equation (10)
in a hyperbolic space. As was mentioned, ψ is exponentially increas-
ing/decreasing in half-space with regards to the coordinates y. We can
transform isometrically into euclidian space with coordinates x so that
the increasing behaviour of ψ(x, ζ) then occurs inside a ball (disk) of
our choice, say B(x0, R).
In the original boundary value problem, be it the EIT problem (3)
or the heat probing problem (8), we can prove energy estimates to the
solution originally derived from ψ(y, ζ), which will eventually reveal
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information about the inclusion. We define the indicator function as
I(τ) = 〈(Λγ1 − Λγ0)f, f〉∂Ω =
∫
∂Ω
f(Λγ1 − Λγ0)fds,
where f is the probing data (input data on the boundary) determined
by ψ, and τ determines the growth of the spectral parameter ζ and
thus the growth of ‖ψ‖L2(Ω). The energy estimates link the DN-map
and the norm of the CGO solution computed inside the inclusion Ω1,
c ‖ψ‖L2(Ω1) ≤ |I(τ)| ≤ C ‖ψ‖L2(Ω1) .
Thus if the ball B(x0, R) (of our choice) intersects with Ω1, the absolute
value of the indicator function goes to infinity, otherwise it goes to
zero. By varying the ball B(x0, R) and checking the behaviour of the
corresponding indicator functions we can probe the interior of Ω in
search for the inclusion Ω1.
In [III] we apply this same idea to the parabolic heat equation (8).
The CGO solution of the Schro¨dinger equation (10) at negative energy
is transformed in a setting that gives additional information on the
inclusion compared to the method of [13]. The time-derivative of the
heat equation adds exponential functions of t to the formulas.
3. About computational methods
In the inverse problems above the starting point of any reconstruc-
tion algorithm is the DN-map, which is a theoretical concept represent-
ing all (mathematically) possible measurements. In real measurements
we have obvious limitations governed by physics, safety, time, conve-
nience etc. In this thesis we are not simulating real measurements as
accurately as possible, but instead we are simulating the mathematical
(theoretical) model itself including the DN-map and the reconstruction
method.
In this section we give some additional information on the Finite
Element Method, how the DN-maps are computed, as well as describe
the LS-solver mentioned in section 2.1 which is used in computing
the CGO solutions. Also some basics of numerical integration and
differentiation is presented.
All of the numerical work in this thesis was done with the soft-
ware MATLAB and the PDE -toolbox. Very often a parallel computation
was done using a computational grid, whenever the computation was
parallelizable.
3.1. Finite Element Method. The boundary value problems
(1),(3),(5) and (7) can be investigated in their weak form. By mul-
tiplying the governing equation by v ∈ H10 (Ω) and integrating over Ω
we get a weak formulation
(20) B(u, v) = f(v),
where u ∈ H10 (Ω), f ∈ H−1(Ω) and B(·, ·) : H10 (Ω) × H10 (Ω) → C is
a bilinear form determined by the original differential equation. The
original differential operators of (1),(3),(5) and (7) are elliptic, and
so it can be proven using the Lax-Milgram theorem that there exists
a unique weak solution u ∈ H10 (Ω) solving (20) for all v ∈ H10 (Ω);
this unique u coincides with the classical solution if the latter exists.
With Finite Element Method we aim to compute an approximation of
u using a finite approximation of the problem, a process often called
the Galerkin method.
Define the finite subspace V = span{vi} ⊂ H10 (Ω), i = 1, 2, . . . n,
and search for a finite solution un ∈ V . We transform into the system
of linear equations
B(un, vi) = f(vi), i = 1, . . . n.
The solution un exists since Lax-Milgram theorem can be again applied
to the Hilbert-space V . Since we can write un =
∑n
i=1 u
ivi we will get
a matrix equation
Bun = f ,
16
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where [B]i,j = B(vi, vj), [un]i = u
i and [f ]i = f(vi). The solution
obtained is optimal in the sense of Ce´a’s lemma,
‖u− un‖H10 (Ω) ≤ Cminw∈V ‖u− w‖H10 (Ω) ,
where C is a constant.
The boundary value problem of heat probing (8) is parabolic and we
have a time dependent solution which brings additional complexity to
FEM; nonetheless it also has a unique weak solution and by discretizing
the time variable t ∈ [0, T ] the finite weak solution un(z, t) can be
computed similarly for every time node.
We should choose a basis {vi} in such a way that
• V is dense in H10 (Ω). Then
‖u− un‖H10 (Ω) → 0 as n→∞.
• The matrix B is sparse. Then the computation is faster.
For example, we can use triangles to cover any two-dimensional domain.
Then the basis functions can be chosen as piecewise linear inside the
triangles; vi could equal to one for i:th node point inside the domain,
be linear in triangles surrounding the node point, and be zero on the
encircling node points and in other triangles. This way the matrix B
will be sparse and thus easily inverted, and by adding more triangles we
cover the domain even more carefully and can compute a more accurate
finite solution un given on the node points.
3.2. Linear maps in truncated Fourier basis. Let us assume
Ω = D(0, r). We want to represent bounded linear operatorsHs1(∂Ω)→
Hs2(∂Ω) acting between Hilbert spaces by finite-dimensional matrices.
If the convergence exists, a function f ∈ Hs(∂Ω) can be represented
by the Fourier series
f(θ) =
∞∑
n=−∞
fˆ(n)φn(θ), θ ∈ [0, 2π),
where the basis functions are
(21) φn(z) =
1√
2πr
einθ
and the Fourier coefficients fˆ(n) can be computed from the inner prod-
ucts
fˆ(n) = 〈f, φn〉Hs(∂Ω) =
∫
∂Ω
fφnds =
1√
2πr
∫ 2π
0
f(θ)e−inθrdθ.
By choosing an integer N > 0 we can approximate the Fourier series
by the truncation
(22) f(θ) ≈
N∑
n=−N
fˆ(n)φn(θ).
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We identify f ∈ Hs(∂Ω) with the vector
f = [fˆ(−N), fˆ(−N + 1), . . . , fˆ(N − 1), fˆ(N)]T ∈ C2N+1,
and use the notation
(23) f(θ) = fTφ, φ = [φ−N , . . . , φN ]T .
Consider a linear map A : Hs1(∂Ω) → Hs2(∂Ω) and a function
f ∈ Hs1(∂Ω). Using the notation above we have
Af =
N∑
n=−N
Âf(n)φn =
N∑
n=−N
〈Af, φn〉φn
=
N∑
n=−N
〈
A
N∑
m=−N
fˆ(m)φm, φn
〉
φn
=
N∑
n=−N
N∑
m=−N
fˆ(m) 〈Aφm, φn〉φn
:= fTATφ
= (Af)Tφ
where we defined the matrix A with elements [A]i,j = 〈Aφj, φi〉 and
the inner product is in the space Hs2(∂Ω). Similarly to (23) we see
that the function Af ∈ Hs2(∂Ω) is represented by the vector Af .
For example, given Ω = D(0, 1), the DN-map Λq defined in (2) can
thus be approximated by the matrix
[Lq]i,j = 〈Λqφj, φi〉 , Λqφj = ∂uj
∂ν
,
where φj is the j:th basis function on ∂D(0, 1), the inner product is
computed on ∂D(0, 1) and uj solves{
(−∆+ q)uj = 0 in D(0, 1),
uj = φj on ∂D(0, 1)
(24)
for j = −N, . . . , N . The solutions uj can be computed using FEM.
Larger parameter N results to a better approximation of the DN-
map, but usable values are limited both in simulations and in real
measurements due to numerical error from highly oscillating boundary
functions and from measurement noise.
3.3. Computing DN-maps. In our numerical tests we want to
compute the DN-maps (2),(4) and (9). First, given the boundary value
f on ∂Ω, we can compute the FEM solution u. The derivative ∂u/∂ν =
∇u · ν, where ν is the outward unit normal to the boundary, can be
computed using MATLAB’s own routines; in the two dimensional cases
the function pdegrad.m gives ∇u in the middle points of the mesh
triangles, in the one dimensional cases the equivalent is the function
pdeval.m. The outward unit normal ν can be computed from the
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knowledge of the triangles near the boundary. The dot product is
trivial to compute after which we have the discrete DN-map on the
boundary triangles of the FEM mesh.
In the heat probing tests in [III], [IV] and [V] this is essentially
the way the DN-maps are computed, in the one dimensional case we
add gaussian noise to the result which is given at discrete time nodes.
Physical restrictions were not considered; as these heat probing meth-
ods are implemented in real life, simulations of the measurement would
have to address maximum temperature allowed on the boundary and
the finite number of measurements.
In the case of EIT in [I] the matrix representation idea of the previ-
ous section 3.2 is used, but not exactly: since the process of current in-
jection and voltage measurement has a better signal-to-noise ratio than
the other way around, in real measurements the Neumann-to-Dirichlet
(ND) map is used. In our simulations the corresponding ND-matrix is
computed in the analogous way to section 3.2, after which it is possible
to easily compute the DN-matrix by inverting and adding zeros to the
matrix in correct positions.
Real EIT measurements are done using finite number of electrodes
on the boundary and linearly independent current patterns. The mea-
surement matrix obtained this way can be easily transformed to use
the truncated Fourier basis so we can apply the D-bar method to real
data. There exists EIT machines using 64 electrodes which roughly
corresponds to N = 16 in the truncation (21). This value is used in
the numerical experiments later in the thesis.
In the case of the Gel’fand-Dirichlet problem in [II] we compute the
DN-matrix (2) in the way explained in section 3.2.
Let L be the DN-matrix (or ND-matrix). We simulate measurement
noise by defining
(25) Lǫ := L + c ·G,
where G is a matrix with random entries independently distributed
according to the Gaussian normal density N (0, 1). The constant c > 0
can be adjusted for different relative errors ‖Lǫ − L‖/ ‖L‖, where ‖·‖
is the standard matrix norm.
3.4. LS-solver. The LS-solver is used in two ways. Firstly, in
the search for exceptional points for potentials at positive energy we
are interested in computing the CGO solution µ(·, λ) directly from the
knowledge of the potential q0(z) using the LS equation (17). In this
case λ is a fixed parameter and the solution will be in a grid of points
z. Secondly, in the D-bar method we change the D-bar equation into
a LS-type equation from which we want to compute the CGO solution
µ(z, ·). In this case z is a fixed parameter and the solution will be in a
grid of spectral parameters λ.
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The LS-solver is based on Vainikko’s fast solver [40] and was im-
plemented in the EIT scheme in [25] and [35].
Consider the LS equation
(26) m = 1− g ∗ (q ·m),
where the Green’s function g and the compactly supported potential q
are known, and the convolution is defined by
(h ∗ f)(z) =
∫
R2
h(z − y)f(y)dy.
In order to solve m we need to transform the original equation into a
finite form. We choose a square Q with Ω ⊂ Q and whose side is of
length s, then change into the periodic form
(27) m˜ = 1− g˜∗˜(q · m˜),
where the symbol ·˜ stands for a periodic function in the sense of
f˜(x1 + 2n1s, x2 + 2n2s) = f˜(x, y), n1, n2 ∈ Z,
and the convolution is
(h˜∗˜f˜)(z) =
∫
Q
h˜(z − y)f˜(y)dy.
The perodic Green’s function g˜ is forced to zero inside Q by a smooth
function. Using this trick, the compact support of q and sufficiently
large s we can prove
m˜(z) = m(z) for z ∈ Ω.
The solutions m and m˜ exist by the Fredholm alternative whenever the
functions g and q are in suitable function spaces.
The approximation to m˜ is obtained by choosing an integer M > 0
and defining a 2M × 2M -grid of points zi ∈ G inside Q and solving the
resulting linear system of equations derived from (27). A fast way to
do this is to use GMRES, where one does not need to construct the
very large matrix of this problem, but instead implement the operator
I + g˜∗˜(q·) in the iterative process. We take an initial solution m, the
Green’s function g˜ and the potential q on the grid G, then compute
the convolution by using Fast Fourier Transform (FFT) to matrices q, g˜
and m, multiplying them element by element and taking the inverse
Fourier transform. GMRES iteratively solves the solution m defined
on the grid G and its elements satisfy
[m]i ≈ m˜(zi) = m(zi).
As we increase the parameterM we have a finer grid and more accurate
solution m.
One computational step of the D-bar method involves solving a very
similar equation,
(28) m = 1 + g ∗ (T ·m),
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where T is compactly supported and we have the complex conjugate.
The approximative solution is computed in a similar way by periodizing
with a sufficiently large parameter. In this case we have to separate
the iterative solution vector m into its real and imaginary parts to get
a real-linear problem applicable to GMRES.
3.5. Numerical integration. Say we want to numerically com-
pute the integral of f : [a, b] → C over its domain. Let f ∈ CN be a
vector representing the function; the value of f is given on the points xn,
n = 1, 2, . . .N for which we have a = x1 < x2 < . . . < xN−1 < xN ≤ b.
Write dn = xn+1 − xn. Then, the integral can be approximated by∫ b
a
f(x)dx ≈
N∑
n=1
[f ]idi,
where [f ]i is i:th component of the vector f . This is called the rectangle
rule and is the simplest of numerical integration methods. In general,
larger N results in better approximation of the integral.
If b = ∞ we can choose an upper limit M < ∞ large enough, so
that
∣∣∫∞
M
f(x)dx
∣∣ is negligible.
Gaussian quadrature will give an exact result of the integral if f is
a 2N − 1 degree polynomial or less, and will be accurate if f can be
approximated by the polynomial. In this method the integral is first
changed into an integral over the set [−1, 1] by a change of variables.
Then the integration points xi are the roots of the Legendre polynomial
Pn(x) normalized to Pn(1) = 1 and the weights di are given by
di =
2
(1− x2i )(P ′n(xi))2
.
3.6. Numerical differentiation. Say we want to numerically
compute the derivative
∂f
∂x
|x=a := f ′(a)
for a function f : R→ R. In finite difference approximation we take a
small value of h and approximate the derivative by
f ′(a) ≈ f(a+ h)− f(a− h)
2h
.
The error will be proportional to h2. For an even smaller error we can
use five-point stencil method
f ′(a) ≈ −f(a+ 2h) + 8f(a+ h)− 8f(a− h) + f(a− 2h)
12h
.
To implement the D-bar operator ∂¯ = 1/2(∂x1 + i∂x2) numerically we
can use the aforementioned methods to compute ∂x1 and ∂x2 .
4. Boundary correction in the D-bar method
In this section we refer to the D-bar method as the constructive proof
given by Adrian Nachman in [27] to the Caldero´n problem in dimension
two for conductivities σ ∈ W 2,p(Ω), p > 1. Since C2(Ω) is canonically
embedded inW 2,p(Ω), we are in fact considering twice continuously dif-
ferentiable conductivities. It turns out that the numerical implementa-
tion of the D-bar method works even for discontinuous conductivities
when the assumptions of differentiability is violated. There is the more
recent method by Kari Astala and Lassi Pa¨iva¨rinta, using the Bel-
trami equation and different CGO solutions, that is able to reconstruct
conductivities in L∞(Ω) in theory.
To battle the ill-posedness of the EIT problem, the D-bar method
was numerically implemented in a robust way in [36]. It was further
analyzed in [25], [24], [21], [22]. It has been tested with phantom
chest in [15] and with in-vivo measurements in [14]. The regularisation
analysis for the aforementioned practical D-bar method was given in
[23].
Recall the mathematical background and notation of section 1.2.
In theory, the D-bar method consists of the following steps:
(1) Compute the conductivity σ and the derivative ∂νσ on the
boundary ∂Ω, extend the domain so that σ = 1 on the new
boundary, then do the boundary correction to the DN-map Λσ
accordingly.
(2) For a collection of spectral parameters k, compute the CGO
solution µ(z, k) on the extended boundary from a boundary
integral equation using the DN-map.
(3) Compute the scattering transform t(k) using µ(z, k) and the
DN-map.
(4) Solve the D-bar equation using t(k) to get µ(z, k) for any z ∈
Ω.
(5) Solve the conductivity σ(z) from µ(z, k).
Numerical implementation requires some modifications to these steps.
In traditional D-bar implementations the first step has been omitted
alltogether. In the article [I] we remove the assumption “σ ≡ 1 near the
boundary” and implement the boundary correction step numerically.
The remaining steps in more detail are the following. First we solve
the boundary integral equation
ψ( · , k)|∂Ω = eikz − Sk(Λγ − Λ1)ψ( · , k)|∂Ω(29)
in the Sobolev space H1/2(∂Ω) for all k ∈ C \ {0}. In formula (29), Sk
is a single-layer operator
(30) (Skφ)(z) :=
∫
∂Ω
Gk(z − y)φ(y)ds,
22
BOUNDARY CORRECTION 23
where Gk is Faddeev Green’s function defined by
Gk(z) := e
ikzgk(z), gk(z) :=
1
(2π)2
∫
R2
eiz·ξ
|ξ|2 + 2k(ξ1 + iξ2)dξ.
Once equation (29) has been solved, we substitute the result into
t(k) =
∫
∂Ω
eik¯z¯(Λγ − Λ1)ψ( · , k)ds,(31)
where t(k) is called the scattering transform and Λ1 is the DN-map
for the unit conductivity. For each fixed z ∈ Ω we solve the integral
formulation of the D-bar equation
µ(z, k) = 1 +
1
(2π)2
∫
R2
t(y)
(k − y)y¯ e
i(yz+yz)µ(z, y)dy,(32)
after which the conductivity is perfectly reconstructed as
γ(z) = µ(z, 0)2.
In this zero-energy case the CGO solutions, the Faddeev Green’s
function and exceptional points are defined in very much the same
way as in section 2 where we used the parameter λ instead of k. The
positive-energy version of the D-bar method is explained in more detail
later in section 5.
4.1. Boundary correction in theory. Let us review the infinite-
precision boundary correction procedure given in [27]. Assume Ω1 =
D(0, r1). The starting point is the DN-map Λσ of a conductivity σ ∈
W 2,p(Ω1). Take r2 > r1 and set Ω2 = D(0, r2). The conductivity σ is
extended outside Ω1 by
γ(z) =
{
σ(z), when z ∈ Ω1,
σ˜(z), when z ∈ Ω2 \ Ω1,
where we can choose any σ˜ ∈ W 2,p(Ω2 \ Ω1) with the properties
σ˜|∂Ω1 = σ∂Ω1 ,
∂σ
∂ν
|∂Ω1 =
∂σ˜
∂ν
|∂Ω1 , σ˜ ≡ 1 near ∂Ω2.
This way γ ∈ W 2,p(Ω2) whenever σ ∈ W 2,p(Ω1). Define two Dirichlet
problems:
(33)
 ∇ · (σ˜∇uj) = 0 in Ω2 \ Ω1, j = 1, 2uj = fj on ∂Ωj
uj = 0 on ∂Ωi, i = 1, 2, i 6= j.
Four new DN-maps in Ω2 \ Ω1 can be defined by
(34) Λijfj = σ˜
∂uj
∂ν
|∂Ωi , i, j = 1, 2.
By proposition 6.1 of [27] we can use (34) to write Λγ in terms of Λσ:
(35) Λγ = Λ
22 + Λ21(Λσ − Λ11)−1Λ12.
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4.2. Boundary correction numerically.
4.2.1. Simple extension of the conductivity. The trace σ|∂Ω1 can be
approximately reconstructed in the following way [28]. Define
hM,β(θ) = e
iMθη(θ − β),
where
η(θ) =
{
d(κθ − π
2
)α(κθ + π
2
)α cos(κθ), for − π
2κ
< θ < π
2κ
,
0, otherwise
is a non-negative cut-off function satisfying
∫
∂Ω1
η2(θ)dθ = 1. Now the
mollified trace (ση2)|∂Ω1(β) can be calculated with
(36)
∫
∂Ω1
ση2ds = lim
M→∞
1
M
∫
∂Ω1
hM,βΛσhM,βds.
We get the approximation g ≈ σ|∂Ω1 by calculating (36) with different
angles β and using a finite M in the right side of (36). We extend σ
to γ using the following extension in polar coordinates:
γ(ρ, θ) =

σ(ρ, θ), ρ ≤ r1,
(g(θ)− 1)fm(ρ) + 1, r1 < ρ ≤ re,
1, re < ρ ≤ r2,
(37)
where r1 < re < r2 is some radius and fm(ρ) ≥ 0 is a suitable third-
degree polynomial satisfying fm(r1) = 1 and fm(re) = 0. Note that γ
is twice continuously differentiable apart from possible discontinuity at
ρ = r1, and equals constant 1 in the annulus re < ρ < r2.
Note that we do not reconstruct ∂νσ as this step is too unstable nu-
merically; instead we proceed to test the boundary correction without
the requirement ∂σ/∂ν|∂Ω1 = ∂σ˜/∂ν|∂Ω1 .
4.2.2. Approximate calculation of outer DN-map. The boundary
correction will be tested in the Fourier-basis introduced in section 3.2.
Recall also section 3.3 and assume that we have computed the ND-
matrix using FEM and the truncated Fourier-basis. Simulated noise is
added to the ND-matrix Rσ by (25) to get the noisy ND-matrix R
ε
σ.
Then we invert to the DN-matrix Lεσ. In section 2 of [I] this is explained
in greater detail.
The DN-maps Λij of (34) can be approximated by the matrices Lij
with the elements
(38) [Lij ]ℓ,n =
∫
∂Ωj
σ˜
∂ujn
∂ν
|∂Ωiφjℓds,
where φjℓ is the ℓ:th basis function at ∂Ωj and u
j
n denotes the solution
to (33) with ujn|∂Ωj = φjn. Here ℓ is the row index and n is the column
index.
Now the matrix Lεγ can be calculated from
(39) Lεγ = L
22 + L21(Lεσ − L11)−1L12,
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provided that the matrix Lεσ − L11 is invertible. Formula (39) is a
finite-dimensional approximation to (35).
4.3. Regularized D-bar method. We need to regularize the
ideal D-bar method as explained in [23]. The matrices Lεγ and L1
we already have (the latter is the matrix representing the DN-map of
unit conductivity and can be computed analytically), and following
again the idea of section 3.2 a matrix representation Sk of the single-
layer operator Sk defined in (30) can be computed provided we have a
numerical evaluation routine for gk(z).
We expand eikz|∂Ω2 as a vector ek in the basis (21) and set
(40) ψk := [I + Sk(L
ε
γ − L1)]−1ek
for k ranging in a fine grid inside the disc |k| < R. Matrix equation (40)
is a finite-dimensional approximation to (29). The truncation radius
R > 0 is ideally chosen according to the size of noise. At the moment
of writing [1] there was no obvious way to choose R, and so below we
computed reconstructions with R ranging in an interval. Based on (31)
we define the truncated scattering transform by
tR(k) =
{∫
∂Ω2
eik¯z¯F−1((Lεγ − L1)ψk)(z)ds for |k| < R,
0, otherwise,
(41)
where F−1 denotes transforming from the Fourier series domain to the
function domain. We use the LS-solver to solve equation (32) with t
replaced by tR and denote the solution by µR(z, k). See section 3.4 and
the equation (28) with
m = µR, T =
tR(k)
4πk
e−i(kz+kz), g =
1
πk
.
For the grid point corresponding to k = 0 we put T = g = 0 to avoid
numerical problems. Finally γ(z) ≈ µR(z, 0)2.
4.4. Numerical results. We define several conductivity distribu-
tions σ ∈ L∞ on the unit disc Ω1 = D(0, r1) = D(0, 1) and compare
reconstructions computed with and without the boundary correction
procedure.
• Example one: conductivity has a high contrast bump right on
the boundary ∂Ω1 and a circular inclusion near the boundary.
All deviations from background conductivity 1 satisfy σ(x) >
1.
• Example two: similar to Example one but with a larger inclu-
sion having higher conductivity.
• Example three: conductivity has high-contrast behaviour near
∂Ω1, but the maximum of the deviation from background is
not right at the boundary.
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• Example four: crude model of a cross-section of an industrial
pipeline, similar to the case in [34]. There is a sediment layer
on the bottom of the tube, and two round low-conductivity
inclusions.
See Figure 1 for plots of the example conductivities and their traces on
∂Ω1.
4.4.1. Choice of parameters. We should choose an optimal radius
r2 to be used in the boundary correction step. We do this by exam-
ining numerically the simple case of the unit conductivity σ ≡ 1 and
computing the reconstruction using the methods described earlier.
Concerning the size of the DN- and ND-matrices, we take N = 16
in (22) and simulate the non-noisy ND-matrix R1 using FEM with
1048576 triangles in Ω1. Using the standard square norm for matrices,
this yields
ǫfem =
∥∥Rth1 − R1∥∥∥∥Rth1 ∥∥ = 0.0000173,
where Rth1 is the analytically calculated ND-matrix for the unit con-
ductivity. Furthermore, we construct noisy ND-map Rǫ1 with formula
(25) and c = 0.00001, giving us
‖Rǫ1 −R1‖
‖R1‖ = 0.0001 > ǫfem.
To avoid notational clashes, we denote by
Lǫγ=1 the DN-matrix on ∂Ω2 computed from noisy ND-matrix using
formula (39),
Lγ=1 the DN-matrix computed from non-noisy ND-matrix using for-
mula (39),
L2γ=1 the DN-matrix computed directly on ∂Ω2,
where by γ = 1 we mean the conductivity σ = 1 extended by (37).
The left plot in Figure 2 shows the error∥∥Lǫγ=1 − L2γ=1∥∥∥∥L2γ=1∥∥
as function of r2. The condition number of the matrix L
ǫ
σ=1 − L11
ranges between 1 and 20. Based on this graph it seems that we should
choose r2 ≥ 1.2.
Further, the right plot in Figure 2 shows the error∥∥Lǫγ=1 − Lγ=1∥∥
‖Lγ=1‖
as function of r2. The error decreases as r2 grows; it shows how the
data measured on ∂Ω1 contributes less and less to L
ǫ
γ=1 as r2 gets larger.
This is in agreement with the known fact that in EIT it is more difficult
to obtain information from the deeper parts of the object [6].
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Based on the considerations above we choose r2 = 1.2.
We use the method of Section 4.2.1 with M = 32, κ = 6, α = 4 and
100 different angles to compute approximately reconstructed traces g
on ∂Ω1. See the right column of Figure 1 for the result. Then, we
compute the extended conductivity γ in the disc Ω2 = D(0, r2) =
D(0, 1.2) using (37) with the radius re = r1+7/8(r2−r1) = 1.175. Since
g is only approximately the same as σ|∂Ω1 there are discontinuities in
γ in all cases.
4.4.2. Reconstructions. We simulate noisy EIT data for each ex-
ample conductivity using c = 0.00001. The error ‖Rǫσ − Rσ‖ / ‖Rσ‖
ranges between 0.00011 and 0.00076.
We compute the intermediate DN-matrices Lij using FEM with
425984 triangles in the annulus Ω2 \ Ω1. To check the accuracy of
formula (39) we also calculate Λγ directly using FEM with 1081344
triangles in Ω2. The error
∥∥Lǫγ − L2γ∥∥ / ∥∥L2γ∥∥, where L2γ is the DN-
matrix calculated directly on the boundary ∂Ω2, was less than 2.2% in
all cases. The condition number of the matrix Lεσ − L11 used in (39)
was less than 27 in all test cases.
Figure 3 illustrates how the noise and the boundary correction pro-
cedure affect the scattering transform in example four. The first row
shows the the real and imaginary parts of (41) substituting Lσ in place
of Lεσ. The second row shows the same functions using L
ε
σ, and the
third row is again the same, but uses Lεγ calculated from (39). The real
part of tR(k) is in the left column, the imaginary part on the right.
The scattering transform is calculated in a grid of spectral parameters
k, where |k| < 10. In white areas the calculation has failed or is close
to failing due to computational error caused by large values of |k| and
noise in the data.
For all truncation radii R = 3.0, 3.2, . . . , 5.8, 6.0, as explained in
Section 4.3, a reconstruction is calculated with and without the bound-
ary correction procedure using the same reconstruction points. The
conductivities and their extensions are pictured in figure 1. Full error
graph showing L2(Ω1) -error for every reconstruction is in figure 4. Re-
constructions and the corresponding errors are shown in figures 5,6,7
and 8. The first reconstruction pair is always calculated with R = 3,
the second one is the one with the lowest numerical L2(Ω1) -error for
the boundary corrected reconstruction, and the third one is with R = 6
to show how the reconstructions fail.
4.5. Conclusions. After experimenting with a large number of
candidate conductivities we concluded that for conductivities which
behave moderately at and near ∂Ω1, the method of approximating the
trace of conductivity by an optimal constant is good enough. How-
ever, we were able to find several examples where the boundary cor-
rected D-bar method does provide better imaging quality than the
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non-corrected method both in terms of quantitative error and visual
inspection. Consequently, most medical applications do not need the
boundary correction procedure, but it may be beneficial or even nec-
essary for some nondestructive testing, industrial process monitoring
or geophysical sensing applications. Also, the boundary correction in
this work was used only to correct the value of the conductivity at
the boundary, while it could be used also to correct the shape of the
boundary. The effect of this correction is still unknown.
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Figure 1. Left column: Example conductivities γ
shown in the extended domain Ω2, the white circle in-
dicates the inner boundary ∂Ω1. Right column: actual
traces of the conductivities at the inner boundary ∂Ω1
(solid line), and approximate traces at ∂Ω1 (dashed line)
whose reconstruction is explained in Section 4.2.1.
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Figure 2. Left figure: relative error∥∥Lǫγ=1 − L2γ=1∥∥ / ∥∥L2γ=1∥∥ as a function of r2. Here
Lǫγ=1 is the DN-matrix on ∂Ω2 computed from noisy
ND-matrix using formula (39) and L2γ=1 is the DN-
matrix calculated directly on ∂Ω2. ‖ · ‖ denotes the
standard square norm for matrices. By γ = 1 we mean
σ = 1 extended by (37). Right figure: relative error∥∥Lǫγ=1 − Lγ=1∥∥ / ‖Lγ=1‖ as a function of r2. Here Lγ=1
is the DN-matrix computed from non-noisy ND-matrix
using formula (39).
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corrected
Figure 3. The scattering transform in Example four.
The first row shows the the real and imaginary parts
of (41) substituting Lσ in place of L
ε
σ. The second row
shows the same functions using Lεσ, and the third row is
again the same, but uses Lεγ calculated from (39). The
real part of tR(k) is in the left column, the imaginary part
on the right. The scattering transform is calculated in a
grid of spectral parameters k, where |k| < 10. In white
areas we have |tR(k)| > 15, meaning the calculation has
failed or is close to failing due to computational error
caused by large values of |k|.
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Figure 4. L2(Ω1) -error graphs as a function of trun-
cation radius R of the scattering transform for different
examples; solid line is for the traditional D-bar recon-
structions, dashed line is for boundary corrected recon-
structions. The R -axis is the same in all four plots.
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Example 1
Original conductivity
R = 3.0
Uncorrected
R = 5.0
Uncorrected
R = 6.0
Uncorrected
R = 3.0
Corrected
R = 5.0
Corrected
R = 6.0
Corrected
30% 25% 37%
26% 18% 49%
Figure 5. Example 1 reconstructions; the original con-
ductivity on the left, traditional D-bar reconstructions
on the upper row and boundary corrected reconstruc-
tions on the lower row; the numbers beside the pictures
are L2(Ω1) -errors, for the full error graph, see figure 4.
The first reconstruction pair is always calculated with
R = 3, the second one is the one with the lowest numeri-
cal L2(Ω1) -error for the boundary corrected reconstruc-
tion, and the third one is with R = 6 to show how the
reconstructions fail.
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Example 2
Original conductivity
R = 3.0
Uncorrected
R = 5.4
Uncorrected
R = 6.0
Uncorrected
R = 3.0
Corrected
R = 5.4
Corrected
R = 6.0
Corrected
42% 29% 35%
35% 15% 39%
Figure 6. Example 2 reconstructions; the original con-
ductivity on the left, traditional D-bar reconstructions
on the upper row and boundary corrected reconstruc-
tions on the lower row; the numbers beside the pictures
are L2(Ω1) -errors, for the full error graph, see figure 4.
The first reconstruction pair is always calculated with
R = 3, the second one is the one with the lowest numeri-
cal L2(Ω1) -error for the boundary corrected reconstruc-
tion, and the third one is with R = 6 to show how the
reconstructions fail.
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Example 3
Original conductivity
R = 3.0
Uncorrected
R = 5.0
Uncorrected
R = 6.0
Uncorrected
R = 3.0
Corrected
R = 5.0
Corrected
R = 6.0
Corrected
66% 60% 67%
59% 39% 75%
Figure 7. Example 3 reconstructions; the original con-
ductivity on the left, traditional D-bar reconstructions
on the upper row and boundary corrected reconstruc-
tions on the lower row; the numbers beside the pictures
are L2(Ω1) -errors, for the full error graph, see figure 4.
The first reconstruction pair is always calculated with
R = 3, the second one is the one with the lowest numeri-
cal L2(Ω1) -error for the boundary corrected reconstruc-
tion, and the third one is with R = 6 to show how the
reconstructions fail.
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Example 4
Original conductivity
R = 3.0
Uncorrected
R = 4.8
Uncorrected
R = 6.0
Uncorrected
R = 3.0
Corrected
R = 4.8
Corrected
R = 6.0
Corrected
25% 22% 49%
25% 21% 63%
Figure 8. Example 4 reconstructions; the original con-
ductivity on the left, traditional D-bar reconstructions
on the upper row and boundary corrected reconstruc-
tions on the lower row; the numbers beside the pictures
are L2(Ω1) -errors, for the full error graph, see figure 4.
The first reconstruction pair is always calculated with
R = 3, the second one is the one with the lowest numeri-
cal L2(Ω1) -error for the boundary corrected reconstruc-
tion, and the third one is with R = 6 to show how the
reconstructions fail.
5. The D-bar method and exceptional points at positive
energy
Recall the mathematical model and notation of sections 1.1 and 2, also
the result mentioned in section 2.2: for small potentials q0 compared
to the energy, there are no exceptional points and the D-bar method
is usable. In the article [II] we develop the numerical D-bar method
at positive energy for reconstructing the (small) potential q0 from a
simulated DN-map.
Assume E > 0 and that q0 is small enough so that there are no
exceptional points. Define the exponential functions
e−λ(z) := exp
(
−i
√
E
2
(1 +
1
λλ
)(zλ+ zλ)
)
,(42)
eλ(z) := exp
(
i
√
E
2
(1 +
1
λλ
)(zλ + zλ)
)
.(43)
Define the (non-physical) scattering transform by
(44) t(λ) =
∫
C
eλ(z)q0(z)µ(z, λ)dz,
Assume |λ| 6= 1. Then the following D-bar equation holds [11]:
(45) ∂¯λµ(z, λ) = sgn(|λ|2 − 1)t(λ)
4πλ
e−λ(z)µ(z, λ).
The origin of the sign function is the jump in the CGO solutions that
can be observed from (14).
Define the operators
C : Cf(z, λ) = 1
π
∫
C
f(z, w)
w − λ dw,
T : T f(z, λ) = sgn(|λ|2 − 1)t(λ)
4πλ
e−λ(z)f(z, λ),(46)
M : Mf(z, λ) = 1
2πi
∫
|w|=1
f+(z, w)− f−(z, w)
λ− w |dw| ,(47)
where f±(z, λ) is the limit of f(z, λ) when |λ| → 1±. By applying the
Cauchy-Green formula to (45) we get the integral equation
(48) µ(z, λ) = 1− (CT −M)µ(z, λ).
The analog of this at zero energy is (32) where the operator M is
absent. If the potential q0 happens to be transparent, meaning that its
scattering data is zero, then M = 0 also. This particular case is not
relevant from the point of view of applications.
Define the operator
(49) (Sλφ)(z) :=
∫
∂Ω
Gλ(z − y)φ(y)ds(y),
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where the Faddeev Green’s function gλ(z) appears in
Gλ(z) = e
i
√
E
2
(λz+ z
λ
)gλ(z).
The CGO solution ψ(z, λ) satisfies the boundary integral equation [30]
(50) (I + Sλ(Λq − Λ−E))ψ(·, λ)|∂Ω = e i
√
E
2
(λz+ 1
λ
z)|∂Ω,
where the DN-map Λ−E corresponds to the potential q0 = 0. In con-
junction we have
(51) t(λ) =
∫
∂Ω
e
i
√
E
2
(λz+z/λ)(Λq − Λ−E)ψ(z, λ)ds.
The potential can be reconstructed [31] by
(52) µ(z, λ) = 1 +
µ∞−1(z)
λ
+O( 1|λ|)
for |λ| → ∞ and
(53) q0(z) = 2i
√
E∂zµ
∞
−1(z).
Thus we have the necessary steps to reconstruct the potential q0
from the DN-map Λq, namely:
(1) Solve ψ(·, λ)|∂Ω from the boundary integral equation (50).
(2) Compute the scattering transform using (51).
(3) Choose a reconstruction point z′ and solve µ(z′, λ) from (48).
(4) Solve µ∞−1(z
′) from (52).
(5) Compute q0(z
′) from (53).
To implement these steps numerically we follow the zero energy case
and make the necessary modifications.
5.1. The D-bar method numerically. Fix Ω = D(0, 1). We
simulate the DN-map Λq of (2) in the way explained in sections 3.2
and 3.3, and add simulated noise by (25) to get the noisy DN-matrix
Lǫq. The DN-map Λ−E is represented by the matrix L−E and computed
in a similar way, in the boundary value problem (24) we then have
q = −E.
5.1.1. Solving the boundary integral equation. For a fine grid of
spectral parameters 1 < R1 < |λ| < R2 we compute the matrix repre-
sentation Sλ of the operator Sλ of (49) in the spirit of section 3.2, the
elements are
(54) [Sλ]ℓ,n =
∫
∂Ω
snφℓds, sn =
∫
∂Ω
Gλ(z − y)φn(y)ds(y).
Here ℓ is the row index and n is the column index. In computing the
matrix Sλ we need a computational method for the Faddeev Green’s
function gλ(z). This non-trivial method is described in detail in section
5.2.
The radius R1 > 1 is taking out values of λ close to the unit circle,
since we have problems in computing the Faddeev Green’s function for
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these values, as will be seen. The radius R2 is needed since large |λ|
will also result to computational problems.
Again using the basis functions (21), the functions
ψ(z, λ)|∂Ω and exp(i
√
E/2(λz + z/λ))|∂Ω
can be expressed as vectors ψλ and eλ, respectively. Then, the bound-
ary integral equation (50) is approximated by the matrix equation
(55) (I + Sλ(Lq − L−E))ψλ = eλ,
where I is the correct sized unit matrix. This is easily solved for the
vector ψλ by inverting the matrix I + Sλ(Lq − L−E).
5.1.2. The truncated scattering transform. We denote by F−1 the
transformation from the Fourier series domain to the function domain
and simply use (51) to get t(λ):
t(λ) =
∫
∂Ω
e
i
√
E
2
(λz+z/λ)F−1((Lq − L−E)ψλ)ds.
It turns out we might have a non-symmetric area of usable scatter-
ing data in the spectral parameter space, in contrast to the zero energy
case. We put the scattering transform to zero outside of an ellipse,
whose radius in polar coordinates is
(56) r(θ) =
√
2ab√
(b2 − a2) cos(2θ − 2φ) + a2 + b2 ,
where a and b are the semidiameters and the ellipse is rotated by φ.
This is equivalent to the truncation radius R in the zero-energy case.
For any potential (small enough so that there are no exceptional
points) we have the symmetry
t(1/λ) = t(λ).
Using this symmetry we can construct the scattering transform inside
the unit circle. Depending on the scattering transform, choose the
parameters a, b, φ for the ellipse (56) inside of which the numerical
computation is usable. The truncated scattering transform is then
(57) tR(λ) =

0, |λ| ≤ 1/r(θ)
t(1/λ), 1/r(θ) ≤ |λ| < 1/R1
0, 1/R1 ≤ |λ| ≤ R1
t(λ), R1 < |λ| < r(θ)
0, |λ| ≥ r(θ).
5.1.3. Solving the integral equation. We can solve the periodic ver-
sion of the integral equation (48) using tR and a modified LS-solver of
section 3.4 and equation (28). The difference to the traditional solver
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is the addition of the operatorM of (47) which we approximate by the
operator Mǫ defined by
(58) Mǫf(z, λ) = 1
2iπ
∫
|w|=1
fǫ(z, w)− f−ǫ(z, w)
λ− w |dw| ,
where fǫ(z, w) = f(z, w)||z|=1+ǫ. For the integration we divide the set
[0, 2π) into 128 discrete points.
We thus transform to the modified version of (48),
(59) µR = 1− (CTR −Mǫ)µR,
where TR is the operator of (46) with tR(λ) instead of t(λ). Equation
(59) is solved by perodization as explained in section 3.4. During the
GMRES -iteration for solving the periodic solution µR we interpolate
the iterative solution µ′R at the points (1+ǫ) exp(iθ) and (1−ǫ) exp(iθ)
to get the functions µ′R,ǫ and µ
′
R,−ǫ respectively, after which the inte-
gration in (58) can be performed.
Note that at the moment we do not have an analytical proof for the
existence of the periodic solution µR(z, λ), nor that it converges to the
original CGO solution µ(z, λ), nor any error estimates. However the
results of the numerical tests of section 5.3 suggest that we can prove
these things after suitable Sobolev spaces X, Y of section 2 have been
established; the solution µR is always found and it seems to be correct
as the reconstructions are correct.
5.1.4. Reconstructing the potential. Let zr be the reconstruction
point of our choosing. Let dz be the finite difference and define the
points
z1 = zr + dz, z2 = zr − dz, z3 = zr + i · dz, z4 = zr − i · dz.
Using the earlier described methods we can solve the corresponding
CGO solutions µiR = µR(zi, λ), i = 1, 2, 3, 4. We combine the equa-
tions (52) and (53), omit the term O(1/ |λ|), use a finite λ and finite
difference method for the differentiation (see section 3.6) to get the
approximative reconstruction equation
(60) q0(zr) ≈ λ
√
E
(
µ3R − µ4R
2dz
+ i
µ1R − µ2R
2dz
)
.
Note that the CGO solutions are computed by the LS-solver in a grid
of parameters λ and thus the same applies to the reconstruction q0(zr);
we take the average value over the indices for which |λ| ≈ a, since
these are largest available and the approximation omitting the term
O(1/ |λ|) of (52) should be the most valid.
5.2. Computation of the Faddeev Green’s function at pos-
itive energy. We need a numerical algorithm for gλ(z) for any λ,
|λ| > 1 and any point z ∈ D(0, 1). We look at the Faddeev Green’s
function with regards to the parameter ζ to see useful relations. In the
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case ζ · ζ = E = 0 and ζI 6= 0 the numerical computation of gζ(z) is
presented in [35]. We extend the method for ζ · ζ = E > 0.
Using the Fourier transform, starting from (15), we have
(−△− 2iζ · ∇)gζ = δ0
F((− ∂2
∂x12
− ∂2
∂x22
− 2iζ1 ∂∂x1 − 2iζ2 ∂∂x2 )gζ) = F(δ)
(−(iy1)2 − (iy2)2 − 2iζ1(iy1)− 2iζ2(iy2))gˆζ(y) = 1/(2π)
(y · y + 2ζ · y)gˆζ(y) = 1/(2π)
Using the inverse Fourier transform we get
(61) gζ(z) =
1
(2π)2
∫
R2
eiy·z
y · y + 2ζ · ydy.
The following relations can be seen from (61).
Lemma 5.1. Let α ∈ R \ {0}, R a rotational matrix with det(R) =
1 and Rζ = RζR + iRζI . Then the Faddeev Green’s function gζ(z)
satisfies
gζ(αz) = gαζ(z)(62)
gζ(Rz) = gR−1ζ(z)(63)
gζ(
[ −x1
x2
]
) = g
 −ζ1
ζ2


(z)(64)
gζ(
[
x1
−x2
]
) = g
 ζ1−ζ2


(z)(65)
gζ(z) = gζ(−z).(66)
Using relations (66) and (65) we have
gζ(−z) = gζ(z) = gζ(
[
x1
−x2
]
),
which results to a switching relation
(67) gζ(
[ −x1
x2
]
) = gζ(
[
x1
x2
]
)
We can use the rotation relation (63) to reduce ζ to the form
(68) ζ =
[
k1
0
]
+ i
[
0
k2
]
, |k1| > k2 > 0.
The strategy for computing gλ(z) is now the following:
(1) Use (13) to compute ζ from λ.
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(2) Find the rotational matrix R that satisfies RζI = [0, k2]
T for
some k2 > 0; then write
gζ(z) = gR−1Rζ(z) = gRζ(Rz),
where Rζ is in the reduced form (68).
(3) For very small |z| use a method of single layer potential de-
scribed in section 5.2.1.
(4) Use relation (62) to scale points outwards (since small |z| are
a problem as will be seen later) and relation (67) to switch
from x1 < 0 to x1 ≥ 0.
(5) Use computational domains to compute gζ(z) for reduced ζ
and z with x1 ≥ 0.
It takes some analysis to find suitable computational domains for the
last step. After some Residue -calculus we arrive at
(69) gζ(z) =
1
2π
e−ix1k1 Re(
∫ ∞
0
eix2t
e−x1
√
(t+k2i)2−E√
(t+ k2i)2 − E
dt), x1 ≥ 0.
We want to numerically compute the integral of (69). We can only
compute up to a finite limit, say from 0 to M . Two problems might
occur, the integrand either converges slowly, meaning we have to take
M very large, or the integrand might oscillate fast, meaning we have
to take a great number of integration points in [0,M ].
Taking these considerations into account, we see that problematic
situations in using (69) arise when |x2| is large (oscillation), x1 is small
(convergence) and when k2 is large (oscillation). When x1 is large we
have oscillation, but also better convergence. When λ is close to one,
then k2 is close to zero causing numerical problems (see submitted
article [II] for more details).
Some more Residue -calculus leads to the following enhancements.
When x2 > 0 is large the convergence of
gζ(z) =
1
2π
e−ix1k1 Re(
∫ ∞
0
e−x2t
e−x1i
√
t2+k21+2tk2√
t2 + k21 + 2tk2
dt).
is fast. When x2 < 0 and |x2| is large the convergence of
gζ(z) =
1
2π
e−ix1k1 Re(I1 − iei(
√
E+1)x2
∫ ∞
0
ex2t
e−x1
√
b
√
b
dt),
is fast, here
I1 =
∫ √E+1
0
eix2t
e−x1
√
(t+k2i)2−E√
(t+ k2i)2 − E
dt, b = (
√
E + 1 + (k2 − t)i)2 − E.
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Using finite integrals, for the reduced ζ of (68) we now have the
equations
gT1ζ (z) =
1
2π
e−ix1k1 Re(
∫ T1
0
eix2t
e−x1
√
t2+2tk2i−k21√
t2 + 2tk2i− k21
dt),(70)
gT2ζ (z) =
1
2π
e−ix1k1Re (
∫ T2
0
e−x2t
e−x1i
√
t2+2tk2+k21√
t2 + 2tk2 + k
2
1
dt),(71)
x2 ≥ 0,
gT3ζ (z) =
1
2π
e−ix1k1Re (I1 − iei(
√
E+1)x2
∫ T3
0
ex2t
e−x1
√
b
√
b
dt),(72)
x2 < 0.
In [II] it is explained in detail how by choosing the upper limits
T1 = max{14 · 2
1/4
x1c1
, 2k1},(73)
T2 =
14
x2
,(74)
T3 =
14
c2x1 − x2 + k2,(75)
where c1, c2 are known constants, we can guarantee∣∣gζ(z)− gTiζ (z)∣∣ < 1 · 10−8, i = 1, 2, 3.
For the formulas (70),(71) and (72) we use the upper limits above
and Gaussian quadrature (see section 3.5) with large enough number of
integration points Mi so that the first 8 digits of gλ(z) is not changing
when Mi is increased.
5.2.1. Use of single-layer potential for small z. For small values of
z there is a problem of slow convergence. We will evade this problem
by the use of the single-layer potential for a function that satisfies the
Helmholtz equation. Write
E = k2, Gζ(z) = exp(iζ · z)gζ(z), G(z) = iH10 (k |z|)/4,
where H10 is Hankel’s function of the first type. We have
(−△− k2)Gζ(z) = δz
(−△− k2)G(z) = δz,
so
(−△− k2)(Gζ −G) = 0.
Write Hζ := Gζ − G. For any radius R there exists a single-layer
potential p(z), which gives the value of Hζ by the integral
(76) Hζ(z) =
∫
∂D(0,R)
i
4
H10 (k |z − y|)p(y)ds(y) := S(p(·))(z).
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Assume we know Hζ(z) on the circle ∂D(0, R), where R is large enough
so that we don’t have the problems of slow convergence. The po-
tential can be recovered by the inverse of the integral operator, p =
S−1(Hζ(z)). Then Hζ(z) can be calculated using (76) for any |z| < R.
Finally we have
(77) gζ(z) = e
−iζ·z(Hζ(z) +G(z)).
5.2.2. Computational domains and the computation of gζ(z). The
plane R2 is divided into computational domains as shown in figure 9.
In general the point z lies in one of the computational domains;
• In domain 1a, we use the single-layer potential and the equa-
tion (77).
• In domain 1b, we scale the point z to the annulus D4 \ D3
using (62),
gζ(z) = gζ(1/5 · 5z) = gζ/5(5z)
(note that the energy E changes via this scaling transforma-
tion).
• In domain 1c we do the same as above with the scaling factor
2.
• In domain 2 we use (70), since |x2| is small and x1 is large.
The upper limit T1 is computed from (73).
• In domain 3 we use (71), since x1 is small and x2 > 0 is large.
The upper limit T2 is computed from (74).
• In domain 7 we use (72), since x1 is small, x2 < 0 and |x2| is
large. The upper limit T3 is computed from (75).
• In domains 4,5,6 we use (67) to switch them to domains 3,2,7
respectively.
A sample of the function gλ(z) is pictured in 10, in 400× 400 -grid of
points z, λ = 1 + i, E = 1.
5.3. Numerical results. We now fix E = 1 and assume q0 to be
real valued. This section divides into three parts.
(1) We test the algorithm for computing gλ(z) by computing the
CGO solutions via the forward problem. For any |λ| > 1 the
corresponding CGO solution µ(z, λ) can be computed from the
LS equation (17) using the LS-solver. By applying a discrete
version of the ∂¯ -equation (45) we can validate the computed
CGO solutions.
(2) We test the suggested numerical algorithm for computing the
potential q0 for several test potentials.
(3) Using the equation (44), we compute the scattering transform
for various radially symmetric potentials in search for excep-
tional points, as a complement to the paper [32] concentrating
on the zero-energy case.
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x11a
1b
1c
25
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7
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Figure 9. Computational domains. The disks shown
are D1 = D(0, 0.2), D2 = D(0, 0.5), D3 = D(0, 1), and
not in scale is pictured D4 = D(0, 2.5). Domain 1a is the
disk D1, domain 1b is the annulus D2 \D1, domain 1c is
the annulus D3 \D2. Domains 2,3,4,5,6 and 7 form the
annulus D4 \ D3. Domains 2 and 3 are divided by the
line x2 = 0.5x1, domains 3 and 4 by x1 = 0, domains 4
and 5 by x2 = −0.5x1, domains 5 and 6 by x2 = 0.5x1,
domains 6 and 7 by x1 = 0 and finally domains 7 and 2
by x2 = −0.5x1.
For parts (1) and (3) we use exactly the same potentials as in the
numerical part of [32]. Take radii 0 < r1 < r2 < 1 and a polynomial
p˜(t) = 1− 10t3 + 15t4 − 6t5. Set for r1 ≤ t ≤ r2
p(t) = p˜(
t− r1
r2 − r1 ).
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Im(gλ(z))Re (gλ(z))
Figure 10. The real and imaginary parts of gλ(z) in
400× 400 grid of points z, λ = 1 + i, E = 1.
Then, the approximate test function
(78) ϕ(|z|) =
 1 for 0 ≤ |z| ≤ r1p(|z|) for r1 < |z| < r2
0 for r2 ≤ |z| ≤ 1,
is in C20(Ω). The values r1 = 0.8 and r2 = 0.9 were used. We consider
the potentials
q
(1)
α = αϕ, α ∈ R,
q
(2)
α =
∆
√
σ√
σ
+ αϕ, α ∈ R,(79)
where σ ∈ C20(Ω), σ ≥ c > 0. The mesh plot and the profile plot
of the conductivity σ are pictured in figure 11. The conductivity-type
potential q
(2)
0 and the approximate test function ϕ are pictured similarly
in figures 12 and 13 respectively.
5.3.1. Validation of the numerical Faddeev Green’s function. To
verify that the CGO solutions (and subsequently the Faddeev Green’s
function) are correct, we test the ∂¯ -equation (45) using the five-point
stencil method with the finite difference dλ = 0.0001, see section 3.6.
Take parameters λ from 1.01 to 4.5. Choose the potentials q
(2)
0 and q
(2)
35
defined in (79). For each λ = λ1 + λ2i, compute
(1) the CGO solution µ0 in the z-grid, corresponding to the pa-
rameter λ. This is done by solving (17) using the LS-solver,
see section 3.4 and equation (26) with
m = µ0, g = gλ(z), q = q0(z),
(2) the CGO solutions µ1, µ2, µ3, µ4, µ5, µ6, µ7 and µ8 in a similar
manner, using λ + dλ, λ + 2dλ, λ − dλ, λ − 2dλ, λ + dλi,
λ+ 2dλi, λ− dλi and λ− 2dλi respectively,
(3) the functions eλ(z) and e−λ(z) defined in (43) and (42),
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Figure 11. Mesh plot and profile plot of the rotation-
ally symmetric conductivity σ(z) = σ(|z|).
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Figure 12. Mesh plot and profile plot of the
conductivity-type potential q
(2)
0 (z) = q
(2)
0 (|z|).
(4) the potential q0(z) and the scattering transform t(λ) with µ0
using (44),
(5) the derivatives and the ∂¯ -operation by
∂λ1µ =
−µ2 + 8µ1 − 8µ3 + µ4
12dλ
∂λ2µ =
−µ6 + 8µ5 − 8µ7 + µ8
12dλ
∂¯µ =
1
2
(∂λ1 + i∂λ2)µ,
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Figure 13. Mesh plot and profile plot of the test func-
tion ϕ(z) = ϕ(|z|).
(6) the error
(80)
∥∥∥∥∂¯µ− 14πλt(λ)e−λ(z)µ0
∥∥∥∥
L2(D(0,1))
.
In figure 14 we see the error (80) as a function of λ using q
(2)
0 on the left,
q
(2)
35 on the right. The parameter M of the LS-solver, determining the
size of the computational grid, is increased from 7 to 9. As expected,
the error decreases as M increases. The smallest values of λ were
omitted in the pictures, for λ = 1.01 the magnitude of the error was
between 3 and 13, for the second smallest λ it was between 0.003 and
0.02. For values of λ near |λ| = 1 the numerical method of gλ(z) has
great error due to very small value of k2.
In the next section in reconstruction of the potential we use values
as large as |λ| ≈ 30. Not pictured here, the test above was done also
for larger values of λ, the error seems to be of similar magnitude for
any 1.01 < |λ| < 30.
5.3.2. Reconstructions of q0. We test two radially symmetric po-
tentials (Case 1 and Case 2) and one non-symmetric potential (Case
3). The mesh plot and the profile plot of the former are pictured in
figure 15 and 16. The non-symmetric potential is pictured in figure 17.
For the DN- and Sλ -matrices we use N = 16. We simulate noise by
(25) so that the relative matrix norm between the original DN-matrix
and the noisy DN-matrix is 0.001%. In the FEM-mesh we have 1048576
triangles.
For radially symmetric potentials we have
t(λ) = t(|λ|), Im(t(λ)) = 0.
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Figure 14. Errors in the ∂¯ -equation for two different
potentials and different accuracies of the LS -solver; hor-
izontal axis is the spectral parameter λ, vertical axis is
the norm
∥∥∥∂¯µ− 1
4πλ
t(λ)e−λ(z)µ0
∥∥∥
L2(D(0,1))
. On the left
we used q
(2)
0 and on the right q
(2)
35 . In red using circles is
M = 7, in black using crosses M = 8 and in blue using
squares is M = 9. Two smallest values for λ were omit-
ted, for λ = 1.01 the magnitude of the error was between
3 and 13, for the second smallest it was between 0.003
and 0.02.
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Figure 15. Mesh plot and profile plot of the Case 1
radial potential q0(z) = q0(|z|).
In figure 18 we have t(λ) computed in three ways; black solid line
indicates computation directly from (44) using the knowledge of q0,
blue dashed line indicates computation using the DN-matrices Lq and
50 THE D-BAR METHOD AT POSITIVE ENERGY
−1
0
1
−1
0
1
0
3
6
Case 2 radial potential q0(z)
0 0.5 10
3
6
Profile of Case 2 radial potential
q0(|z|)
|z|
x1x2
Figure 16. Mesh plot and profile plot of the Case 2
radial potential q0(z) = q0(|z|).
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Figure 17. Mesh plot and 2D plot of the Case 3 non-
symmetric potential q0(z).
L−E and using (55) and (51), red dashed line indicates the same but
with noisy DN-matrix Lǫq. On the left we used Case 1 potential and on
the right we used Case 2 potential.
In figure 19 we have the real and imaginary parts of the scattering
transform of Case 3 non-symmetric potential computed using the non-
noisy DN-matrix Lq and the noisy DN-matrix L
ǫ
q. A grid of spectral
parameters λ ∈ [−15, 15]×[−15, 15]i was used. The black line indicates
the ellipse used for the truncation tR(λ). In the white areas outside
the ellipse the computation breaks down.
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Figure 18. The radial scattering transform t(|λ|) com-
puted in three ways; black solid line indicates computa-
tion directly from (44) using the knowledge of q0, blue
dashed line indicates computation using the DN-matrices
Lq, L−E and using equations (55) and (51), red dashed
line indicates the same but with noisy DN-matrix Lǫq.
For the truncation (57) we choose R1 = 1.01. In the operator
Mǫ (58) we choose ǫ = 0.011. We solve the periodized version of the
integral equation (59) in a 2Md × 2Md -sized λ-grid. In the radial cases
we use Md = 10, in the non-symmetric case we use Md = 9.
Recall the formula for the ellipse (56). Based on figures 18 and 19
we choose
• for Cases 1 and 2 using the scattering transform computed
directly from the potentials, a = b = 30, φ = 0,
• for Cases 1 and 2 using the DN-maps without noise a = b = 15,
φ = 0,
• for Cases 1 and 2 using the DN-maps with noise a = b = 8,
φ = 0,
• for Case 3 using the DN-map without noise we choose a = 16,
b = 12, φ = π/4,
• for Case 3 using the DN-map with noise we choose a = 11,
b = 11, φ = 0.
In figure 20 we plot the reconstructions of Cases 1 and 2 using
the three different scattering transforms. Black solid line indicates the
original potential, black dashed line indicates the reconstruction using
the knowledge of the potential via the scattering transform (44), blue
dashed line indicates reconstruction using (60) without noise, and red
dashed line indicates reconstruction using (60) with added noise.
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Re (t(λ)) Im(t(λ))Non-noisy, Lq
Noisy, Lǫq
Figure 19. The scattering transform t(λ) of Case 3, the
non-symmetric potential of figure 17. Real part on the
left, imaginary part on the right, in a λ -grid [−15, 15]×
[−15, 15]i. On the top row: the non-noisy DN-matrix Lq
was used. On the bottom row: the noisy DN-matrix Lǫq
was used. The black line indicates the ellipse used for the
truncation tR(λ). In the white areas outside the ellipse
the computation breaks down.
In figure 21 we picture the original Case 3 potential on the left, the
reconstruction using (60) without noise in the middle and the recon-
struction using (60) with added noise on the right. The relative errors
‖q0 − qrec‖L2(Ω) / ‖q0‖L2(Ω), where qrec is the reconstruction, are given.
5.3.3. Numerical investigation of exceptional points. Recall the po-
tentials q
(1)
α and q
(2)
α from (79), see figures 11, 12 and 13. We use 250
discrete points of λ and 701 discrete points of α,
λ = 1.01, .., 4.5, α = −35, ..., 35.
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Figure 20. Reconstruction of the potentials q0(|z|).
Black solid line: the original potential. Black dashed
line: reconstruction using the knowledge of the potential
via the scattering transform (44). Blue dashed line: re-
construction using the new computational method with-
out noise. Red dashed line: reconstruction using the new
computational method with added noise.
Case 3 potential Reconstruction, Lq Reconstruction, L
ǫ
q
47% 67%
Figure 21. On the left: the original case 3 poten-
tial, see figure 17. In the middle: reconstruction us-
ing the non-noisy DN-matrix Lq. On the right: recon-
struction using the noisy DN-matrix Lǫq. Relative errors
‖q0 − qrec‖L2(Ω) / ‖q0‖L2(Ω) are given.
We use M = 8 for the LS-solver leading to 2M × 2M sized z-grid.
In figure 22 we plot the radially symmetric and real-valued scattering
transform t(λ) for the potential q
(1)
α = αϕ; x-axis is the parameter α
and y-axis is the spectral parameter λ. In figure 23 we have the same
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for q
(2)
α = σ−1/2∆σ1/2 + αϕ. Black color represents very small negative
values, and white very large positive values of t(λ). The lines where
it abruptly changes between these colors are exceptional circles that
move as the parameter α changes.
In figure 24 we plot the profile of the scattering transform t(λ)
as a function of λ, using the potential q
(1)
α = αψ, with the values
α = −5,−15,−30. The exceptional circles can be seen as singularities
in the profiles.
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Figure 22. Scattering transform for the potential
q
(1)
α = αϕ, x-axis is α = −35..35, y-axis is λ = 1.01..4.5
5.4. Conclusions. We developed a new numerical method for re-
constructing the potential from boundary measurements in the Gel’fand-
Dirichlet problem. The method seems to work as evidenced by the re-
constructions, even if the theory is still missing details. The numerical
method for gλ is not accurate near |λ| = 1 which resulted in high errors
in the verification test of figure 14 using the ∂¯ -equation. The numerical
evidence show no exceptional points for small |α| nor for large λ which
was expected from the theory. Also according to our tests there are
no exceptional points for positive α. For negative α, there are either
one or two exceptional circles in the range of parameters investigated.
The two types of potentials q
(1)
α and q
(2)
α have little difference in their
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Figure 23. Scattering transform for the potential
q
(2)
α = qγ + αϕ, x-axis is α = −35..35, y-axis is λ =
1.01..4.5
exceptional points, mainly in the second exceptional circle forming at
α = −20 as α is decreased from zero.
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Figure 24. On the right: the profile of t(λ) as a func-
tion of λ using the potential q
(1)
α = αϕ with three dif-
ferent values of α. On the left: the plane t(λ) for all
parameters α with an indication of the location of the
profile on the right.
6. Novel heat probing methods
Recall the mathematical model and notation of section 1.5 and the
brief explanation of probing methods in section 2.3. In this section we
use the notation x ∈ R2.
In the following heat probing methods we aim to detect an inclusion
from the background heat conductivity; an inclusion is defined as a
non-empty subdomain Ω1 ⊂ Ω such that γ(x) is perturbed on Ω1 from
some known γ0(x). Our aim is to find the location of ∂Ω1 from local
boundary measurements meaning that they are only performed on part
of the boundary Γ ⊂ ∂Ω. The inclusion can be either stationary or
moving. We consider numerically the following cases:
• In [III] in the one dimensional, stationary case, we have Ω =
[0, 1] and the inclusion is Ω1 = [a1, b1], 0 < a1 < b1 < 1. We
aim to detect a1 from a measurement on x = 0.
• In [IV] in the one dimensional, moving case, we have again
Ω = [0, 1], we aim to detect the boundary s(t) of the inclusion
which is moving in time. Here the measurement is done on
x = 1.
• In [V] in the two dimensional, moving case, we have Ω =
D(0, 1) and we aim to detect several points on the boundary
∂Ω1 of the moving inclusion.
Some details of the theorems have been left out, for the complete anal-
ysis see the papers [III], [IV] and [V].
6.1. One and two dimensional stationary cases. The one di-
mensional case of [III] is the following theorem. Here the function
ϕλ(x) is a negative-energy CGO solution exponentially growing in the
half-space {x > x0}. For the initial condition we pose the following
condition: assume that there exist λ-independent positive constants
C, T0 with T0 < T such that ‖u0‖L2(Ω) ≤ CeλT0 , for all λ > 0.
Theorem 6.1. Let d = 1, Ω = (a, b), Ω1 = (a1, b1) with a < a1 <
b1 < b. Take x0 ∈ R arbitrarily. We define y(x) by
y(x) =
∫ x
x0
dt√
γ0(t)
.
Then there exists a real function ϕλ(x) ∈ C∞(R) depending on a large
parameter λ > 0 having the following properties.
(1) It satisfies
(−∇ · (γ0∇) + λ)ϕλ(x) = 0, x ∈ (a, b), λ >> 1.
(2) There exists a constant C > 0 such that for λ > C
|ϕλ(x)| ≥ Ce
√
λ|y(x)|, |ϕ′λ(x)| ≥ Ce
√
λ|y(x)|, if x > x0,
|ϕλ(x)| ≤ Ce−
√
λ|y(x)|, |ϕ′λ(x)| ≤ Ce−
√
λ|y(x)|, if x < x0,
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(3) Take T0 < T1 < T arbitrarily, and let
hλ(a) = ϕλ(a), hλ(b) = 0,
fλ(t, x) = e
λthλ(x), for x = a, b,
I(λ) = e−λT1 (Λv0,γfλ) (T1, a)hλ(a)− γ0(a)
dhλ
dx
(a)hλ(a).
Then if ±(γ − γ0) > 0 on Ω1, we have
lim
λ→∞
(2
√
λ)−1 log(±I(λ)) = −y(a1).
Next we present the simplified results of the multi-dimensional cases
in [III]. The following theory guarantees the existence of the negative-
energy CGO solution. The points x0 and x
∗ determine the probing ball
B(x0, R).
Theorem 6.2. Let d = 2, 3 and take two different points x0 ∈ Rd,
x∗ ∈ Rd \ Ω. Take µ > 0 arbitrarily and y∗, y∗⊥ ∈ Rd such that
(81) y∗ =
x∗ − x0
|x∗ − x0| , y
∗ · y∗⊥ = 0, |y∗⊥| = 1.
Let ζ ∈ Cd be a complex vector such that
(82) ζ =
µλ√
2
(y∗ + iy∗⊥).
Let y = y(x) be the inversion defined by
(83) y = y∗ + 2R
x− x∗
|x− x∗|2 , R = |x0 − x
∗| > 0.
Then for large λ > 0, there exists a solution ϕλ,µ(x) to the equation
(−∇ · (γ0∇) + λ)ϕ = 0
in the region 0 < |x− x∗| < 2√λR having the following form:
(84) ϕλ,µ(x) = |x− x∗|2−dγ0(x)−1/2(1 + φλ,µ(x))e−ζ·y(x),
where for some 0 < δ < 1, φλ,µ(x) satisfies
‖φλ,µ(x)‖L∞(Ω) ≤ Cδ µ−1λ−δ/2,
‖∇xφλ,µ(x)‖L∞(Ω) ≤ Cδ µ−1λ(1−δ)/2,
for a constant Cδ > 0, which also depends on x
∗ and x0 but is indepen-
dent of µ and large λ. The function ϕλ,µ(x) is exponentially growing in
the ball B(x0, R), and exponentially decaying outside the ball B(x0, R).
Fix a cut-off function
χ ∈ C∞(Rd), 0 ≤ χ ≤ 1,
where χ = 1 in some neighbourhood of B and χ = 0 on ∂Ω \ Γ. If
Γ = ∂Ω we take χ = 1. The multi-dimensional probing is based on the
following theorem.
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Theorem 6.3. Fix positive constants T1, µ such that
T0 < T1 ≤ T, 0 < µ < C(T0, T1,Ω),
where C(T0, T1,Ω) is some constant. Write ϕλ = ϕλ,µ and put
hλ(x) = ϕλ(x)
∣∣
∂Ω
, fλ(t, x) = e
λthλ(x).
We set
I(λ) = e−λT1
∫
Γ
(Λv0,γ(χfλ)) (T1, x)χhλ(x)ds(85)
−
∫
Γ
γ0(x)
∂ϕλ(x)
∂ν
χhλ(x)ds,
We have the following alternative:
(1) If R < dist(x0, ∂Ω1), then I(λ) tends exponentially to 0 as
λ→∞.
(2) If R > dist(x0, ∂Ω1), then |I(λ)| tends exponentially to ∞.
(3) If R = dist(x0, ∂Ω1), then
lim
λ→∞
(
√
2µλ)−1 log(±I(λ)) = 0,
where the sign of I(λ) is determined by the sign of γ − γ0.
The numerical testing of the two dimensional case experienced prob-
lems whose origins might be in the approximative probing data, where
the CGO solution φλ,µ in (84) was put to zero. After the computa-
tional developement of negative-energy Faddeev Green’s function we
can actually compute φλ,µ and the two and three dimensional methods
can be revisited.
Thus we proceed with the numerical testing of the one dimensional
case. Assume γ0 = 1, a = 0, b = 1, and Ω1 = [a1, b1] with 0 < a1 <
b1 < 1. Then we have
ϕλ(x) = e
−
√
λ(x−x0),
and so we have the functions hλ, fλ and I(λ) of theorem (6.4). By
simple calculation the indicator function gets the form
(86) I(T1, λ) = [e
−λT1(Λγfλ)(T1, 0)−
√
λx0e
√
λx0]e
√
λx0,
and the equation (6.1) gets the form
(87) a1 = x0 − lim
λ→∞
log(±I(T1, λ))
2
√
λ
.
The equation (87) is calculated with a finite λ, so we have the approx-
imative reconstruction equation
(88) a1 ≈ x0 − log(±I(T1, λ))
2
√
λ
,
which is the more accurate the larger the parameter λ is. In practice
large values of λ imply very large values of fλ on the boundary causing
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numerical errors. However for initial testing purposes we proceed by
using λ = 1.0, 1.5, 2.0, . . . , 20.0. Also we choose x0 = 1 and T = 1.
Four test cases of the following heat conductivity are considered:
γ = γ1, a1 ≤ x ≤ b1,
γ = 1, otherwise,
where the values of a1, b1 and γ1 are given in table 1. These test cases
are pictured in figure 25. The solutions u in (8) are calculated with
FEM so that there are Nx = 5000 points of x ∈ [0, 1] and Nt = 100
points of t ∈ [0, 1]. We consider three different initial temperature
distributions,
u(x, 0) = 1, u(x, 0) = 1 + 2 sin(πx), u(x, 0) = 1 + 4| sin(4πx)|.
a1 b1 γ1
Case 1 0.1 0.3 0.5
Case 2 0.1 0.3 2
Case 3 0.4 0.6 0.5
Case 4 0.4 0.6 2
Table 1. Parameters a1, b1 and γ1 for the test cases
To simulate measurement noise we define the noisy measurement
vector by
Ln = L · (1 + c · r),
where L is the measurement vector
(Λfλ)(t, 0) = γ(x)
∂vfλ
∂ν
∣∣∣
x=0
= −∂v
fλ
∂x
∣∣∣
x=0
,(89)
r is a random gaussian vector of the same size, and c is adjusted sep-
arately for each λ so that the relative noise in terms of vector norm is
approximately two and a half percent:
||Ln − L||
||L|| ≈ 0.025.
Our FEM-parameters Nt = 100 and Nx = 5000 imply L ∈ R100 and
vfλ ∈ R5000. The differentiation in (89) is done with the MATLAB -
function pdeval.m.
The logarithm of the indicator I(T1, λ) defined by (86) is calculated
for each T1 ∈ [0, 1] and λ = 1.0, 1.5, 2.0, . . . , 20.0. This information can
be presented in several ways:
• In figure 26 one can see how I(T1, λ), noisy and non-noisy,
behaves as a function of T1, for λ = 1 and λ = 10, in test
case 1. We conclude that the value λ = 1 is too small to
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get accurate indicator values, and that λ = 10 provides good
values throughout the time interval [T/2, T ].
• In figure 27 we have a similar graph for λ = 10, but for each
initial temperature distribution. We conclude that the initial
distribution u(x, 0) does not change the indicator values in the
interval [T/2, T ].
• In figure 28 one can see how I(T1, λ), noisy and non-noisy,
behaves as a function of λ, for several choices of T1, in test
case 1. Note that in these graphs the analytical value based
on (88) is also shown.
Based on the observation that the values of the indicator function are
good between the time interval [T/2, T ] we use the following indicator
value in reconstructions:
I⋆(λ) =
1
N⋆t
T∑
T1=T/2
I(T1, λ),
where I(T1, λ) is defined by (86) and N
⋆
t is the number of FEM -points
t ∈ [0, 1] between the time values T/2 and T . The value I⋆(λ) is then
inserted into (88), from which the reconstruction a1 is calculated with
λ = 1.0, 1.5, 2.0, . . . , 20.0. In figure 29 the reconstructed a1, noisy and
non-noisy, is shown as a function of λ, for each test case.
6.2. One dimensional moving inclusion. In [IV] we deal with
a moving inclusion in dimension one. Let Ω = (0, 1) and consider the
heat conductivity
γ(t, x) =
{
k2 if 0 < x < s(t),
1 if s(t) < x < 1.
We aim to detect s(t) from local measurements at x = 1 without taking
into account the initial temperature u0. Take a large parameter λ > 0
and put
(90) hfw(t, x;λ) = e
λ2t+λx, hbw(t, x;λ) = e
−λ2t+λx.
The following theorem describes the behaviour of the indicator func-
tion, from which information on s(t) and k2 can be extracted.
Theorem 6.4. Let u(t, x;λ) be the solution to (8) with
f(0) = 0, f(1) = hfw(t, 1;λ),
and define
(91) I(T ;λ) =
∫ T
0
eλνthbw(t, 1;λ)∂x (u(t, x;λ)− hfw(t, x;λ))
∣∣∣
x=1
dt.
Fix ν > 0 sufficiently large. Then for λ→∞, we have
I(T ;λ) ≃ 2(k − 1)
(k + 1)(ν + 2s˙(T ))
eλνT+2λs(T )−s˙(T )(1−s(T )).
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Figure 25. Test case heat conductivities in one dimen-
sional probing.
We proceed to test the theorem numerically in the following way.
Consider four different conductivities,
γi(t, x) = 10 when x < si(t), i = 1, 2, 3, 4,
where
s1(t) = 0.95
s2(t) = 0.8
s3(t) = 0.85 + t
s4(t) = 0.85 + 0.1 cos(t/0.1 · 4π).
The indicator function can be written as
(92) I(T ;λ) = eλ
∫ T
0
e(λν−λ
2)t∂xu(t, x;λ)|x=1dt− 1
ν
e2λ(eλνT − 1).
The behaviour of the indicator function can be written as
log(I(T ;λ))
λ
→
λ→∞
νT + 2s(T ).
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Figure 26. The logarithm of the indicator, non-noisy
on the left and noisy on the right, as a function of T1 for
λ = 1 and λ = 10 in test case 1.
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Figure 27. The logarithm of the indicator, non-noisy
on the left and noisy on the right, as a function of T1
for λ = 10 in test case 1, with three different initial
data v(x, 0) = 1, v(x, 0) = 1 + 2 sin(πx) and v(x, 0) =
1 + 4| sin(4πx)|.
Using a large fixed λ we get the approximative reconstruction equation
(93) s(T ) ≈ 1
2
[
log(I(T ;λ))
λ
− νT
]
,
which is the more accurate the larger λ is.
Let T = 0.002, .., 0.1 be 50 discrete points and λ = 5, 10, 15, 18.
Also choose a fixed ν = 9. We use FEM to compute the solution
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Figure 28. The logarithm of the indicator, non-noisy
on the left and noisy on the right, as a function of λ for
several choices of T1 in test case 1.
u(t, x;λ) of (8) for each pair T, λ with 400 nodes of x and 200 nodes
of t. Subsequently we compute the indicator (92), where the differen-
tiation ∂x is done via MATLAB -function pdeval.m. Finally we compute
the reconstruction s(T ) using (93). The test conductivities and the re-
constructions are pictured in figure 30; solid black line is the boundary
si(t), dashed lines are the reconstructions with λ = 5, 10, 15, 18. Note
that in the pictures only the part [0.5, 1] of Ω = [0, 1] is shown.
6.3. Two dimensional moving inclusion. In [V] we deal with
multi-dimensional heat conductivities of the form
γ(t, x) =
{
γ0 if x 6∈ D(t),
γ1 if x ∈ D(t),
where D(t) is a moving inclusion. Assume that Ω and D(t) are strictly
convex for 0 ≤ t ≤ T , i.e. all of the principal curvatures of the boundary
are positive. Assume also that there exist constants T0 ∈ [0, T ), C > 0
such that ‖u0‖L1(Ω) ≤ Ceλ2T0 .
The probing function and the indicator function are analogous to
the one dimensional case in equations (90) and (91). We fix a unit
vector e∗ ∈ Sn−1, and put
(94) hfw(t, x;λ) = e
λ2t+λx·e∗ , hbw(t, x;λ) = e−λ
2t+λx·e∗ .
Let u(t, x;λ) be the solution to (8) with f = hfw(t, x;λ). We define,
for T1 ∈ [T0, T ) and µ > 0,
(95)
I(T ;λ) =
∫ T
T1
eλµt
(∫
Γ
hbw(t, x;λ)∂ν (u(t, x;λ)− hfw(t, x;λ)) ds
)
dt.
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Figure 29. The reconstructed a1, noisy and non-noisy,
as a function of λ. One dimensional heat probing.
We also define
(96) a(t) = sup {e∗ · x ; x ∈ D(t)}, a˙(t) = da(t)/dt.
By the strict convexity there exists a unique y∗(t) ∈ ∂D(t) such that
(97) a(t) = e∗ · y∗(t)
and also, there is a unique z∗(t) ∈ Γ such that
Γ ∩ {y∗(t) + ρe∗ ; ρ > 0} = {z∗(t)}.
The multi-dimensional analog of Theorem 6.4 is the following.
Theorem 6.5. There exists a constant µ0 > 0 depending only on
the geometry of Ω and ‖a˙‖L∞((T0,T )) such that if µ > µ0 then as λ→∞
the following asymptotic behavior holds:
(98) I(T ;λ) ∼ 2
(π
λ
)(n−1)/2 1− k
1 + k
eλµT+2λa(T )
e−r(T ) a˙(T )√
K(T )(µ+ 2a˙(T ))
.
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We test the multi-dimensional theorem with the conductivities
γi(t, x) =
{
1 if x 6∈ D(xi(t), ri(t)),
5 if x ∈ D(xi(t), ri(t)),
where D(xi(t), ri(t)) is a disk-shaped inclusion with centerpoint xi(t)
and radius ri(t), i = 1, 2, 3, 4. We use
x1(t) =
[ −0.5
0
]
, r1(t) = 0.4,
x2(t) =
[ −0.5 + t
0
]
, r2(t) = 0.4,
x3(t) =
[
0
0
]
, r3(t) = 0.95− 0.1t,
x4(t) =
[
0
0
]
, r4(t) = 0.85 + 0.1 cos(4πt).
Note that the first case is stationary and the last two are radially
symmetric. For cases i = 1, 2 we use the unit vectors
e∗1 =
[
1
0
]
, e∗2 =
[
0
1
]
, e∗3 =
[ −1
0
]
.
For cases i = 3, 4 we only use the unit vector e∗1 since the other di-
rections would bring the same information because of symmetricity.
In real world measurements we of course would not know the symme-
try and larger number of unit vectors would bring larger amount of
information on the inclusion.
The choice of vectors e∗j , j = 1, 2, 3, contribute to the input func-
tions and to the information we are able to detect. The reconstructable
detail from the inclusion is the function aj(t) given by (96). Our choices
of the unit vectors and the definition (97) results to the points
y∗1 =
[
a1(t)
·
]
, y∗2 =
[ ·
a2(t)
]
, y∗3 =
[ −a3(t)
·
]
,
which lie on the boundary of the inclusion. The components marked
with a dot (·) cannot be reconstructed using these unit vectors. For
cases i = 3, 4 only the point y∗1 is relevant.
In figures 31 and 32 on the left we see the conductivities at T = 0
and T = 1 as well as the correct points y∗j . In figures 33 and 34 on the
top we see the conductivities with the change of the radius indicated
as well as the point y∗1.
The aim of this numerical test is now to reconstruct the coordinates
aj(t). We use discrete number of points T and λ. For each trio T, λ, e
∗
j
we use FEM to compute the solution u(t, x;λ) to the heat equation
(8) using the boundary data hfw(t, x;λ) defined by (94). We have 50
discrete points of 0 < T ≤ 1, 51 nodes of time t for every T and 16256
triangles in the mesh covering Ω. We use λ = 6, 8, 10.
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For the indicator function (95) we fix T1 = 0 and µ = 5. After the
computation of the solution u(t, x;λ) we can use the MATLAB -function
pdegrad.m to compute the gradient in the integrand. The asymptotic
behaviour (98) can be written as
log(I(T ;λ))
λ
→
λ→∞
µT + 2aj(T ),
and using a finite λ we then have the approximative reconstruction
equation
(99) aj(T ) ≈ 1
2
(
log(I(T ;λ))
λ
− µT
)
.
In figures 31 and 32 on the right we see the reconstructions of aj(t)
using different unit vectors; top row is using e∗1, middle row e
∗
2 and
bottom row e∗3. Black solid line indicates the real aj(t), dashed lines
are the reconstructions via (99) with different λ. In figures 33 and 34
on the right we see the reconstruction of a1(t) for different λ. Black
solid line indicates the real a1(t), dashed lines are the reconstructions
via (99) with different λ.
6.4. Conclusions. The principles of these novel heat probing
methods have now been numerically tested. They all face a difficult
problem when developed further towards real life applications: taking
the limitations of real measurements into consideration, how to modify
these methods? The indicator functions used in these numerical tests
require impossible temperatures on the boundary of the object. Some
general observations can be made from the one dimensional probings
pictured in 29 and 30: the probing becomes very much harder as the
inclusion is deeper in the interior of the object. This is of course com-
mon for any tomographic method that requires an inverse problem to
solve, and the effect can also be seen in the two dimensional probing
of figure 32. Also, the one dimensional stationary case gives hope that
noisy measurements might not be the biggest problem of these meth-
ods, as we can measure average value over some time period canceling
out some of the effect of noise.
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Figure 30. One-dimensional moving inclusions and
their reconstructions; the vertical axis is the variable x,
the horizontal axis is the time t. Solid black line is the
boundary si(t), dashed lines are the reconstructions with
λ = 5, 10, 15, 18. On top left: s1(t) = 0.95. On top right:
s2(t) = 0.8. On bottow left: s3(t) = 0.85+ t. On bottow
right: s4(t) = 0.85 + 0.1 cos(t/0.1 · 4π).
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Figure 31. On the left: the conductivity at T = 0 and
T = 1. On the right: reconstructions using different
unit vectors and λ, top row is using e∗1, middle row e
∗
2
and bottom row e∗3. Black solid line indicates the real
aj(t), dashed lines are the reconstructions via (99) with
different λ.
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Figure 32. On the left: the conductivity at T = 0 and
T = 1. On the right: reconstructions using different
unit vectors and λ, top row is using e∗1, middle row e
∗
2
and bottom row e∗3. Black solid line indicates the real
aj(t), dashed lines are the reconstructions via (99) with
different λ.
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Figure 33. On top: the conductivity with the change
of radius of the inclusion indicated. On bottom: recon-
struction for e∗1. Black solid line indicates the real a1(t),
dashed lines are the reconstructions via (99) with differ-
ent λ.
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of radius of the inclusion indicated. On bottom: recon-
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