A graph G with maximum degree and edge chromatic number (G) > is edge--critical if (G − e) = for every edge e of G. New lower bounds are given for the average degree of an edge--critical graph, which improve on the best bounds previously known for most values of . Examples of edge--critical graphs are also given. In almost all cases, there remains a large gap between the best lower bound known and the smallest average degree of any known edge--critical graph.
Introduction
An edge-k-colouring of a graph G is an assignment of a colour to each edge of G in such a way that every two adjacent edges are coloured differently and at most k different colours are used. The edge chromatic number or chromatic index (G) of G is the smallest k for which G is edge-k-colourable. Vizing's theorem [15] says that (G) is always equal either to the maximum degree (G) of G or to (G) + 1; G is said to be of class one in the first case and of class two in the second. A graph G is edge-k-critical (usually called just k-critical) if it has no isolated vertices and has maximum degree k and is of class two, but G − e is of class one for every edge e of G. An alternative definition, which is equivalent (but not obviously so), is that a graph is edge-k-critical if it has maximum degree k and is a minimal non-edge-k-colourable graph, that is, it is not edge-k-colourable but every proper subgraph of it is edge-k-colourable. (There is just one minimal non-edge-k-colourable graph that does not have maximum degree k, namely the star K 1,k+1 ).
We consider the following problem: If G is an edge--critical graph with n vertices and m edges, how small can m be? Vizing [17, 18] [3, 6] ; m > 2n [22] ; m > 2n + 1 [11] ; m [7] ; m 4n [24, tp] . For all values of 2, Fiorini [4] proved that Haile [7] proved that Sanders and Zhao [14] proved that In this paper we will prove the following results. We will prove Theorems 1.1 and 1.2 in Sections 2 and 3, respectively. Each of these results says that the given value of q is a lower bound for the average degree 2m/n of G. The bound in Theorem 1.1 is the best that can be obtained by using Vizing's Adjacency Lemma alone; it agrees with the bound (1.1) of Sanders and Zhao whenever √ 2 − 1 is an integer, but it is marginally better otherwise: see the remarks following Theorem 2. 8 3 , which shows that the results cited above are sharp when = 3. For 4 it seems likely that the smallest average degree of any edge--critical graph G is taken when n = + 1, and G is K +1 with 1 2 − 1 edges removed if is even, or K +1 with an additional vertex of degree 2 subdividing one edge if is odd. The following conjecture would therefore be sharp.
Conjecture. If
4 then every edge--critical graph has average degree at least
For larger numbers n of vertices, it seems extremely unlikely that the sharp lower bound on the number of edges in an edge--critical graph is simply a multiple of n. In Section 4 we will describe a construction for such graphs, aiming (apparently not very successfully) to have as few edges as possible; and in Section 5 we will give a slightly better construction that is specific to the case = 4. These examples give the following result. 
No obvious conjectures emerge, although one might very tentatively conjecture that m 1 8 (11n − 3) if = 3. We will use the following terminology and notation. The vertex-set and edge-set of a graph G will be denoted by V (G) and E(G), respectively. If x ∈ V (G) and xy ∈ E(G), then y is a neighbour of x. We will write N(x) for the set, and d(x) for the number, of neighbours of x, and d k (x) will denote the number of neighbours with degree
Vizing's Adjacency Condition
Vizing's Adjacency Lemma [16] states that every edge--critical graph G satisfies the following condition: Vizing's Adjacency Condition: If xy ∈ E(G), then y has at least − d(x) + 1 -neighbours. The aim of this section is to get the maximum possible amount of information out of this result, and thereby to prove Theorem 1.1. We will prove the following theorem, which is very similar to the theorem of Sanders and Zhao [14] , and is proved by essentially the same method; however, by using the fact that the degree of a vertex is an integer, we will get a marginally stronger result. In the proof of Theorem 2.1 we will need some algebraic inequalities, which we group together as a lemma. 
Proof. (a) The LHS minus the RHS is
(b) The LHS minus the RHS is
(c) The LHS minus the RHS is
(Note that f (r) q by Remark (4) above, since r is an integer.) 
The result is obvious if r q, which must hold if 5 (when q 4); so we may suppose that 6. If r = − q + 1 then
is a quadratic in r with minimum when r =
2). If 6 12, then it suffices to verify the result for the integer r that is closest to 1 2 (q + 1) among all integers in the required range; this is done in Table 1 (which includes the case = 5 for comparison). Note that g(r) 0 in every case.
Proof of Theorem 2.1. We note first the following consequences of Vizing's Adjacency Condition. First, there is no vertex y with degree 1, since if z were its neighbour then d (z)
for every edge xy ∈ E(G). Note that
The total charge assigned is 2m. We now redistribute the charge according to the following rule, copied (with trivial modifications) from [14] : each (> q)-vertex x gives charge
We will prove that M * (x) q for every vertex x, from which it will follow that m 1 2 qn as required.
Let x ∈ V (G). We will deal first with the case when d(x) > q, then with d(x) < − q + 1, and finally with the values in between; note that q > 1 2 ( + 1), so that − q + 1 < q.
. Thus x receives from each neighbour y charge
by Lemma 2.1.1(c).
There are several subcases to consider. If every neighbour of x has degree (which must happen if d(x) = 2, by (2.4)), then (2.6) holds and the result follows. If d(x) = 3 and not every neighbour of x has degree , then x has two -neighbours and one ( − 1)-neighbour by (2.4) and (2.5); thus
(This holds even if − 1 < q, when the first inequality in (2.7) is strict.) So we may assume that d(x) 4, so that Lemma 2.1.
by Lemma 2.1.1(a) with s = d(y) and
since we have already dealt with the case when every neighbour of x has degree .) Thus x receives from its (< )-neighbours at least
We have shown that M * (x) q for every vertex x, so that m 1 2 qn. This completes the proof of Theorem 2.1.
Improvements for small values of
Since Theorem 2.1 is sharp, it is clear that any improvement to Theorem 1.1 will depend on obtaining further structural information about edge--critical graphs. We will use two results from the recent literature. It follows from Vizing's Adjacency Lemma that if x, y are adjacent vertices in an edge--critical graph, then
+ 2, and if equality holds then every neighbour of x and y (except for x and y themselves) must have degree , by (2.3) and (2.4). Zhang [23] proved that every edge--critical graph G satisfies the following condition:
Zhang's Adjacency Condition: If xy ∈ E(G) and d(x) + d(y) = + 2, then every vertex at distance 2 from x or y has degree at least − 1, and has degree if
Luo and Zhang [12] proved that every edge--critical graph with 5 satisfies the following condition: The Luo-Zhang Adjacency Condition: If x is a 3-vertex with three -neighbours, then at least one neighbour of x has no neighbour of degree less than − 1 except for x.
If 18 then there are graphs that attain the lower bound in Theorem 2.1 (as described in Remark (2) after that theorem) in which every edge joins either two -vertices, or one -vertex and one vertex with degree at least 4. Such graphs satisfy also the two conditions above, which therefore can give no improvement to Theorem For every value of there are infinitely many graphs satisfying the bound in Theorem 3.1. For 8 17 these are the same graphs as described in Remark (2) after Theorem 2.1, but with t = 4 instead of t = √ ( 1 2 ) = 2 or 3. For = 4, the graphs are constructed using the following pattern:
Here k is a positive integer. The graph consists of four sets V 1 , . . . , V 4 of vertices, where V 1 comprises k vertices of degree 2, each adjacent to two vertices in V 2 ; V 2 comprises 2k vertices of degree 4, each adjacent to one vertex in V 1 , one vertex in V 2 and two vertices in V 3 ; etc. It is necessary that the two neighbours of each vertex in V 1 are adjacent to each other, so that no two vertices of degree 2 are within distance 3 of each other, and also that each two adjacent vertices in V 4 are adjacent to the same two vertices in V 3 , so that no two non-adjacent vertices of degree 3 are within distance 2 of each other. Examples of such graphs with k = 1 and 2 are shown in Fig. 1 . For = 5 the graphs are constructed in a similar way using the following pattern: For = 6 or 7 we use the following pattern, where D = 3( − 3), n = (9 − 19)k = 35k or 44k, and 2m = (6 2 − 4 − 18)k = 174k or 248k, respectively; for the graph to exist, we need 2k > − 3.
The existence of these graphs shows that the results in Theorems 1.1 and 1.2 are the best that can be obtained by using just the three adjacency conditions quoted in Theorem 3.1. In a forthcoming paper [20] a new adjacency lemma is proved, which enables better results to be obtained for larger values of .
Before proving Theorem 3.1 it will be helpful to prove the following lemma. Proof. The proofs of (a) and (b) are unchanged, since they do not use the definition of q. The proof of (c) works as long as f (r) q, where f is defined in Theorem 2.1. Now, the minimum value of f (r) for integer r is taken when r = √ (
17. Thus f (r) q whenever r 4. To prove (d) we need to show that g(r) 0, where g(r) is defined in (2.1). Now, g(r) is a quadratic in r with minimum when r = as shown in Table 2 . Note that if 8 17 then
. 
A vertex x that is not of types 1-3, and such that d(x) 3 and s(x) > 0, is of type 4, and it gives
Clearly if d(x) > q then x has one of types 1-4.
We must now verify that the new charge M * (x) q for each vertex x. We do this first for vertices of large degree in order of type, followed by all remaining vertices in order of increasing degree.
Case 1: x has type 1. Recall that every vertex has at least two -neighbours, by (2.5). It is easy to check from Table 2 that A B and 
Case 4: x has type 4. It is easy to check from (3.3) and Table 2 
We now consider vertices of small degree. In each case we assume implicitly that none of the Cases 1-5 apply to x, so that x does not give any charge to other vertices.
Case 6: d(x) = 2. Then x has two neighbours of type 3 and M * (x) = 2 + q − 2 = 2. This completes the proof of the theorem when = 4, and so we may assume now that 5. Case 7: d(x)=3. Suppose first that x has three neighbours of degree . Then by the Vizing and Luo-Zhang Adjacency Conditions at least one neighbour y of x has at least − 2 neighbours with degree and no neighbour other than x with degree less than − 1, so that it has type 2a or 2b; the other two -neighbours of x are of type 2, and so each gives at least
it is straightforward to check from (3.1) and Table 2 that this is at least q, with equality if (and only if) 5 7.
Suppose now that x does not have three neighbours of degree . Then it has two neighbours of degree , say x , x , and one of degree − 1, say y, and all neighbours of x , x , y other than x, x , x , y have degree , by Vizing's and Zhang's Adjacency Conditions. Thus x receives at least − q − B from each of x and x , which are both of type 2a or 2b, and it receives s(y)
It is straightforward to check from Table 2 that this is at least q, with equality only if = 5. This completes the proof of the theorem when = 5, and so we may assume now that 6. 
from Table 2 ; thus Table 2 that C <
is a minimum when x has two -neighbours and two ( − 1)-neighbours. Thus, by (3.4) and Table 2 , This completes the proof of the theorem when = 6, and so we may assume now that 7. − q + 1, with only trivial alterations. In each case x now receives from each neighbour y at least, rather than exactly, the charge specified in Theorem 2. 
A construction for edge--critical graphs
We are interested in graphs, but we start with a result about a class of multigraphs. Proof. Let an edge--colouring of M be given and let H := M − {u, v}. Then H has eight vertices and 4 − 2 edges. If the two diagonal edges have the same colour, then this colour is used on only two edges of H, and so every other colour must be used on four edges of the cycle: either on the four single edges or on one edge of each set of − 2 parallel edges. If the two diagonal edges have different colours, then each of these colours can be used on two further edges of H, and every other colour must be used on four edges of the cycle as above. It is easy to see from this that the colours used (on edges of H) at x are the same as those used at y, so that ux and vy have the same colour in M. It is also easy to check the final statement (about M − e) when = 3, from which it follows for all values of . When = 3, M is a graph, and it follows from Lemma 4.1 that we can form an infinite class of edge-3-critical graphs by stringing together k copies of M as in Fig. 3 , which shows the cases k = 1 and 3; the first of these is (one way of drawing) the Petersen graph minus a vertex, which we denote by P − . The graph with k copies of M has n = 8k + 1 vertices and m = 11k + 1 = 1 8 (11n − 3) edges, which proves Theorem 1.3 when = 3. Fig. 3 shows one method of forming a Hajós union (explained in the next section) of k copies of P − . Another method is shown in [5, p. 43] . The graphs constructed by the two methods are not isomorphic (except when k = 1), but they have the same numbers of vertices and edges.
For > 3, we can use the same idea, but we need to replace each set of parallel edges in M by a configuration without parallel edges. If = 2t − 1 let G := K 2t , and if = 2t − 2 let G be K 2t minus a 1-factor, so that G is -regular. In each case let F be a set of − 2 edges labelled u i v i in G with the following three properties: (F1) u i = u j and v i = v j for each i and j (1 i < j − 2); (F2) every edge of G not in F is adjacent to an edge in F; (F3) G has an edge--colouring in which all the edges in F are coloured differently.
(One way of constructing F is to place the vertices of K 2t at the centre and vertices of a regular (2t − 1)-gon and label them x 1 , . . . , x t and y 1 , . . . , y t following the pattern shown, for t = 4, in Fig. 4 . That figure also shows a 1-factor of K 2t ; this and its cyclic rotations give a well-known edge-(2t − 1)-colouring of K 2t . If is even let the 1-factor shown be the one that is deleted in forming G. Let F comprise the edges of the two paths x 1 y 1 and x 2 x 3 . . . x t y t−1 y t−2 . . . y 2 if = 2t − 1,
It is easy to see that these edges can be labelled u i v i in such a way that F satisfies (F1)-(F3).)
We now form H from G as follows: add two new vertices u 0 , v 0 and, for each edge e i = u i v i ∈ F , delete e i and add new edges u 0 u i and v i v 0 ; note that H is a (simple) graph, by (F1). If v ∈ V (H ), we write C(v) for the set of colours used on edges incident with v in a (specified) edge-colouring. 
Proof.
The fact that H is edge--colourable follows immediately from (F3). Note that H has 2t + 2 vertices, of which 2t have degree and two have degree − 2, so that there are (t + 1) − 2 edges. Thus in any edge--colouring of H there must be − 2 colours that are used on t + 1 edges and two colours that are used on t edges. It follows that C(u 0 ) = C(v 0 ), this set comprising the − 2 colours that are used on t + 1 edges.
Now let e ∈ E(H ). The final assertion of the lemma is obvious if e is incident with u 0 or v 0 ; so suppose that this is not the case, so that e ∈ E(G). Let e 0 be an edge of F that is adjacent to e, which exists by (F2), and let e 0 be the edge in H (one of the two edges corresponding to e 0 ) that is adjacent to e and incident with u 0 or v 0 . In the colouring of G described in (F3), and in the corresponding colouring of H, let e have colour c, and let C(F ) be the set of colours that are used on edges of F in G, and that therefore appear at u 0 and v 0 in H. If c / ∈ C(F ) then after deleting e we can simply recolour e 0 with colour c. Assume therefore that c ∈ C(F ) and choose a colour c 1 / ∈ C(F ). The edges of G with colours c and c 1 form disjoint circuits; let C be the circuit that contains e. If C contains no edge of F then interchange the colours c and c 1 on all edges of C, both in G and in H, so that e now has colour c 1 , and after deleting e we can recolour e 0 with c 1 . If, however, C contains an edge of F, necessarily coloured with c, then C corresponds to a path from u 0 to v 0 in H passing along e with its edges coloured alternately c and c 1 . Interchange the colours c and c 1 on all edges of this path between u 0 and the deleted edge e. In all cases we obtain a colouring of H − e for which C(u 0 ) = C(v 0 ).
It follows from Lemmas 4.1 and 4.2 that if we replace each set of parallel edges in the graph M of Fig. 2 by a copy of H (attached at u 0 and v 0 ), and then string k copies of the resulting graph together as was done in Fig. 3 for = 3 , then we obtain an edge--critical graph for every value of . Its number of vertices is
and its number of edges is
This proves Theorem 1.3 when 5.
A special construction for = 4
We will use a combination of two constructions. The first is the Hajós construction, which was introduced by Hajós [8] in connection with vertex colourings, and is usually described in a symmetrical form (see Fig. 5 ). As pointed out by Jakobsen [9] it can also be used for edge colourings, in which connection it may be more helpful to describe it asymmetrically. Let u 1 , u 2 be adjacent vertices in a graph F, and let v, e be an incident vertex-edge pair in a graph G disjoint from F. We will only use this construction when d G (v) = 2, as shown in Fig. 6 , but we describe it in general. Form G from G by splitting v into two vertices, v 1 incident with e, and v 2 incident with all other edges of G that were incident with v. Then form a graph H = H (F, G, u 1 , u 2 , v, e) from F and G by identifying u i with v i for i = 1, 2 and deleting the edge u 1 u 2 ; H is a Hajós union of F and G. Intuitively, we have replaced the edge u 1 u 2 of F by a copy of G , which is an 'opened-out' copy of G. The proof of the following result is relatively straightforward: see [9] or [6, Theorem 12.3] .
Lemma 5.1. If F and G are edge--critical graphs, and d F (u
Our second construction is based on an unpublished idea of Kotzig for snarks (see [19] ). Let G be a graph with maximum degree 3 and no vertex with degree less than 2. FormĜ from G by adding a pendant edge at every vertex of degree 2, so that every vertex ofĜ has degree 1 or 3. Now let J := L(Ĝ), the line graph ofĜ; clearly (J ) = 4. A vertex-triangle in J is a triangle whose vertices correspond to the three edges incident with a single 3-vertex ofĜ. Every edge of J belongs to exactly one vertex-triangle.
Lemma 5.2. If G is of class 2 then so is J = L(Ĝ).
Proof. We must prove that J is not edge-4-colourable. Suppose it is, and choose an edge-4-colouring with colours a, b, c, d. We will construct a vertex-3-colouring of J, which will give an edge-3-colouring ofĜ, a contradiction. Every vertex of J has degree 4 or 2, depending on whether the corresponding edge ofĜ joins two 3-vertices, or a 3-vertex and a 1-vertex. If v is a 4-vertex of J, then two of its edges belong to one vertex-triangle, and the other two belong to a different vertex-triangle, and this division determines a partition of the four colours into two pairs. If the partition is 
Since G is supercritical there exists an (x, c)-proper 4-colouring of the edges of L(Ĝ). In order to use Lemma 5.3 we need to find a supercritical edge-3-critical graph. A suitable candidate is P − , the Petersen graph minus one vertex. Fig. 8 shows a different drawing of P − from the one shown in Fig. 3 , together with a drawing of L(P − ). The latter is a well-known edge-4-critical graph, which was found by Chetwynd; see [21, 1] .
Lemma 5.4. P − is a supercritical edge-3-critical graph.
Proof. We saw in Section 4 that P − is edge-3-critical. It is not difficult to see from Fig. 8 that every edge of P − is equivalent under automorphism to one of the two edges labelled a and e. It follows that every 4-vertex of L(P − ) is equivalent under automorphism to one of the two vertices labelled a and e. Thus it suffices to exhibit 4-colourings of the edges of L(P − ) that are (v 0 , e 0 )-proper, for each v 0 ∈ {a, e} and each edge e 0 incident with v 0 . Fig. 8 is (a, ab)-proper and (a, ae) -proper can be obtained by changing the colour of ae from 3 to 1. Finally, a colouring  that is (a, ac)-proper and (a, ad) -proper can be obtained by interchanging the colours 1 and 3 on all edges of the path eabhij, then changing the colour of jk from 1 to 2, and finally rotating the colouring clockwise through 2 /3.
We thus have two ways of using L(P − ) to form edge-4-critical graphs. One way is to take a Hajós union of k copies of L(P − ). The number of vertices in the resulting graph is n = 14k + 1, and the number of edges is m = 26k + 1 = − 31) given by the construction at the end of the previous section. But we can do better still by taking a Hajós union H of k copies of P − , which is a supercritical edge-3-critical graph by Lemmas 5.3 and 5.4, and then taking L(Ĥ ), which is edge-4-critical by the definition of a supercritical graph. As already remarked in the previous section, H has 8k + 1 vertices, of which 6k have degree 3 and 2k + 1 have degree 2, and 11k + 1 edges. ThusĤ has 2k + 1 pendant edges, making a total of 13k + 2 edges, and the number of 3-vertices inĤ is 8k + 1. Thus L(Ĥ ) has n = 13k + 2 vertices, and its number of edges is m = 3(8k + 1) = 3[ 
