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Sommario
Questo lavoro si inserisce nell'attività di ricerca svolta presso il Dipartimento di
Ingegneria Aerospaziale (DIA) dell'Università di Pisa, relativa alla deﬁnizione di
modelli e metodi per l'integrazione dei `dati aria' nel Flight Control System di ve-
livoli Fly-by-Wire ad elevate prestazioni.
Tale attività ha come obiettivo lo sviluppo di un sistema capace di stimare i
parametri di volo (quota, numero di Mach, angoli di incidenza e di derapata).
La ricostruzione di tali parametri è realizzata a partire dalle misure di pressione e
di angoli di ﬂusso locali fornite da sensori dati aria installati nella parte prodiera
della fusoliera del velivolo. La ridondanza delle sonde, gestita da appositi algorit-
mi garantisce l'aﬃdabilità dei parametri ricostruiti, grazie all'individuazione delle
avarie dei sensori ed alla conseguente esclusione dal processo di calcolo delle misure
associate ai sensori in avaria.
Nella presente tesi si propone uno studio volto a veriﬁcare la possibilità di avvalersi
di tecniche di programmazione basate sull'uso di reti neurali per l'elaborazione dei
dati aria. Si illustra dunque un sistema alternativo, denominato Air Data Mod-
ule Neural Network, (ADMNN), caratterizzato da una architettura costituita da
un'unica rete neurale di tipo Back Propagation, dedicata all'elaborazione di tut-
ti e quattro i parametri di volo sopra citati (α, β,M∞, Psa). Tale architettura è
stata paragonata con quella basata su funzioni polinomiali di taratura sviluppata
in precedenti attività svolte presso il DIA. Il confronto tra le due architetture ha
permesso di evidenziare sia le diverse caratteristiche dei due sistemi (adattabilità
ai dati provenienti da un data-base di galleria del vento, impegno di memoria e
CPU richiesta, ecc. . . ) sia l'accuratezza raggiunta sui parametri elaborati. Inﬁne,
in riferimento alla calibrazione delle reti con le prove di volo a disposizione, si il-
lustra una metodologia volta alla deﬁnizione del subset di dati di volo deputato
all'addestramento delle reti, veriﬁcando successivamente (nel più ampio set di dati
di volo) la bontà della stima dei parametri rispetto a quelli registrati in volo.
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Introduzione
Nel presente lavoro si descrive uno studio ﬁnalizzato a veriﬁcare la possi-
bilità di avvalersi di tecniche di programmazione basate sull'uso di reti neu-
rali per l'elaborazione dei dati aria. Questa tesi riguarda l'applicazione di reti
neurali all'interno del sistema dati aria di un velivolo Fly-by-Wire ad elevate
prestazioni. Lo scopo del sistema dati aria è la determinazione dei parametri
di volo (quota, numero di Mach, angoli di incidenza e di derapata) a partire
dalle misure di pressioni locali e di angoli di ﬂusso locale fornite da sonde
dedicate installate sulle ali o sulla fusoliera del velivolo. In studi precedenti,
sviluppati all'interno del Dipartimento di Ingegneria Aerospaziale dell'Uni-
versità di Pisa, nell'ambito del programma per lo sviluppo del Flight Control
System di velivoli ad elevate prestazioni, si è determinata una metodologia
che permette il calcolo dei parametri di volo prendendo in considerazione gli
eﬀetti delle manovre e della conﬁgurazione del velivolo stesso e che include
algoritmi dedicati per la gestione delle ridondanze. Questa metodologia è
basata sulla calibrazione di funzioni polinomiali i cui coeﬃcienti sono ot-
tenuti preliminarmente attraverso interpolazione di dati provenienti da test
di galleria del vento e successivamente calibrati sulla base di dati derivati da
ﬂight test.
Nel presente lavoro si descrive una procedura alternativa basata sulle reti
neurali per il calcolo dei parametri di volo (α, β,M∞, Psa). Le reti neurali
vengono allenate attraverso dati provenienti da database di galleria del ven-
to e la loro accuratezza viene successivamente paragonata a quella ottenuta
tramite le funzioni polinomiali. In seguito le reti neurali vengono allenate su
di un set di dati provenienti da ﬂight test, allo scopo di valutare l'eﬃcacia
del processo di calibrazione e di stimare l'incremento di accuratezza dovuto
a tale calibrazione.
Nella prima fase dell'attività di studio è stato svolto un processo di ottimiz-
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zazione dell'architettura delle reti. Questo signiﬁca da una parte descrivere
ﬁsicamente l'architettura della rete in esame, operando sul numero di neuroni
e degli strati, sulle funzioni di trasferimento e sugli algoritmi di allenamento
e quindi in pratica sul modo in cui ciascuna unità elementare è connessa a
tutte le altre unità componenti la struttura rete; dall'altra parte signiﬁca
stabilire il ruolo di ogni singolo neurone all'interno di tale struttura. Du-
rante questa prima fase, è stata anche eﬀettuata un'analisi ﬁnalizzata alla
valutazione degli eﬀetti della scelta dei segnali di input sulla risposta delle
reti. Obiettivo principale del processo di ottimizzazione è stato quello di
ottenere un'architettura capace di garantire opportuni livelli di accuratezza
sulle grandezze ricostruite. Si è tenuto conto anche delle esigenze di non
avere un numero di parametri associato alle reti troppo elevato, per evitare
la saturazione della memoria dei Flight Control Computers nella quale sono
contenuti tutti i dati necessari ai vari sottosistemi facenti parte del FCS.
All'interno di questo contesto è sembrato particolarmente utile veriﬁcare la
possibilità di realizzare reti a quadruplice output, capaci quindi di ricostruire
contemporaneamente gli angoli di incidenza, di derapata, il numero di Mach
e la pressione statica, riducendo così notevolmente il numero di parametri
da memorizzare.
Questa prima fase di studio ha permesso di determinare alcune architetture
di reti da prendere in considerazione per i successivi stadi che sono stati
dedicati all'analisi delle prestazioni delle reti nell'inviluppo di volo di inter-
esse per quanto riguarda il velivolo di riferimento. Durante tale attività si è
deﬁnito un set di dati di lavoro estratto dal database proveniente da prove in
volo. Questi dati sono stati utilizzati per allenare le reti e successivamente
per poterne veriﬁcare la capacità di `generalizzazione'.
Si è successivamente passati a valutare le prestazioni delle reti confrontan-
dole, in un primo momento, con i risultati ottenuti mediante precedenti lavori
sviluppati presso il Dipartimento di Ingegneria Aerospaziale DIA ([1], [2] e
[5]). Si è dunque veriﬁcata la bontà delle architetture neurali sviluppate nella
precedente fase, andando a paragonare gli errori commessi nella ricostruzione
dei dati aria con quanto era stato già ottenuto e validato attraverso i lavori
sopra citati. Questi, tuttavia, trattavano il problema della deﬁnizione di
possibili algoritmi di elaborazione dei dati aria, considerando separatamente
il ﬂusso di calcolo riguardante gli angoli e quello riguardante le pressioni. Al
termine del confronto, si è potuto osservare come le architetture ﬁno a qui
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sviluppate, sulla base di quattro uscite contemporanee, portassero a risultati
positivi, paragonabili in termini di ordine di grandezza dell'errore registrato
sui singoli valori ricostruiti, a quanto ottenuto nei precedenti lavori.
Una volta provata la bontà del lavoro sin qui svolto, si è passati a testare le
reti neurali attraverso dati provenienti da prove di volo e a confrontarne il
comportamento rispetto a quanto ottenuto tramite architettura polinomiale.
Per fare ciò si è reso necessario lo sviluppo di una particolare architettura di
rete deﬁnita `custom'. Questo ulteriore sviluppo ha permesso di continuare
a trattare i singoli ﬂussi di calcolo riguardanti gli angoli e quelli riguardanti
le pressioni, come due entità separate ed indipendenti, facenti tuttavia parte
di un'unica rete neurale. Si è così potuto stabilire quali fossero le condizioni
migliori che permettano alla rete neurale di lavorare al meglio, andando a
deﬁnire, in maniera indipendente per i due algoritmi, i parametri principali
al ﬁne di deﬁnire la migliore architettura neurale. Deﬁnita in questo modo
l'architettura vincente, si è inﬁne giunti al confronto con quanto ottenuto
tramite ricostruzione polinomiale. Questo ha messo in luce come, sebbene
le reti neurali diano risultati leggermente peggiori, questa nuova architet-
tura presenti notevoli vantaggi in termini di gestione del problema della
ricostruzione dei dati aria e permetta di sempliﬁcare le logiche di gestione
da parte dei Flight Control Computers.
Capitolo 1
Il Sistema Dati Aria
1.1 Introduzione al Sistema di Controllo del Volo
Nello studio della Dinamica del Volo è pratica comune assumere che il
velivolo possa essere rappresentato come un corpo rigido, deﬁnito da un
determinato sistema di coordinate, assi corpo, come mostrato in ﬁgura 1.1.
La dinamica di un corpo rigido ha sei gradi di libertà, deﬁniti dalle tre
traslazioni lungo i tre assi e dalle altrettante rotazioni attorno agli stessi.
Tutte le forze ed i momenti che agiscono sul velivolo possono essere modellati
all'interno di questa schematizzazione.
Per ottenere il controllo del velivolo durante le diverse fasi di volo, è
necessaria la capacità di determinare le varie forze ed i vari momenti che
agiscono sullo stesso; se si ha la possibilità di controllare queste, allora si
possono determinare le accelerazioni e da queste le velocità, le traslazioni e
le rotazioni. Il FCS ha lo scopo di ottenere il controllo dei parametri di volo
del velivolo attraverso le superﬁci di controllo di volo dello stesso, mostrate
ad esempio nella ﬁgura 1.1: alettoni, ﬂaps di bordo d'attacco e d'uscita e del
rudder. Inﬁne deve anche essere tenuta in considerazione la spinta fornita
dal motore, dal momento che anche questa produce forze e momenti che
agiscono sull'aeroplano.
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Figura 1.1: Sistema di coordinate assi corpo del velivolo
1.2 Sistemi di controllo di tipo meccanico e
Fly-By-Wire
Le prime generazioni dei sistemi di controllo di volo, di cui un esempio è
riportato in ﬁgura 1.2, la quale si riferisce al velivolo monoposto Hawk, erano
di tipo meccanico.
Venivano utilizzati collegamenti diretti di tipo meccanico tra i comandi
presenti nel cockpit a disposizione del pilota (stick per il beccheggio ed il
rollio, e pedali del rudder per l'imbardata) e le diverse superﬁci di controllo
che manovrano il velivolo, che sono ad esempio: il piano di coda, gli alettoni
ed il rudder. Questa architettura è di per se stessa caratterizzata da alta
integrità, in termini di probabilità di perdita del controllo dell'aeroplano, e
ci fornisce un modello base piuttosto semplice per descrivere gli sviluppi del
FCS.
Le generazioni seguenti di FCS sono state sviluppate sulla base di pro-
grammi di sviluppo di sistemi di tipo Fly-By-Wire come quelli sviluppati
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Figura 1.2: FCS di tipo meccanico
sul Tornado, e di Programmi Sperimentali, ﬁno all'attuale tipologia di tipo
FBW digitale quadruplex, mostrata schematicamente nella ﬁgura 1.3, ed
adottata per esempio sul velivolo Euroﬁghter. L'enfasi maggiore viene at-
tualmente posta nei riguardi del calcolo digitale attraverso l'uso di unità di
sensori inerziali di moto e di sensori del ﬂusso d'aria; i collegamenti diretti
di tipo meccanico tra i comandi presenti sul cockpit del pilota e le superﬁci
di controllo del velivolo, sono stati rimossi e sostituiti da cablaggi di segnali
elettrici con comandi diretti sul moto del velivolo, da cui il termine Fly-By-
Wire. Questa architettura determina una signiﬁcante riduzione in termini di
complessità meccanica.
Al ﬁne di ottenere lo stesso livello di aﬃdabilità come quello raggiunto
precedentemente attraverso i primi sistemi di tipo meccanico, sono neces-
sarie diverse fonti del segnale e diverse linee di calcolo al ﬁne di ottenere una
adeguata ridondanza del segnale stesso, perciò queste linee multiple vengono
continuamente cross-monitorate, al ﬁne di isolare un qualsiasi equipaggia-
mento in failure e di assicurare adeguata sicurezza nelle diverse fasi di volo.
Viene inoltre tenuto conto della possibilità di veriﬁca attraverso un massiccio
built-in-test, in modo da assicurare che il sistema sia `safe to ﬂy', prima di
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Figura 1.3: Sistema di controllo di volo digitale FBW
ciascun volo ed in modo da identiﬁcare, localizzare ed eventualmente isolare
le possibili failures dello stesso. Il trend attuale a livello di velivoli di tipo
militare è verso architetture a triplice ridondanza, andando ad aﬃdarsi sia al
cross-lane che all' in-lane monitoring, al ﬁne di ottenere i livelli di aﬃdabilità
richiesti, e da qui la relativa sicurezza rispetto al sistema operativo.
Il beneﬁcio maggiore derivante da un moderno FCS/FBW, di cui nella
successiva ﬁgura 1.4 viene riportato uno schema, è la capacità di monitorare
e controllare le caratteristiche dello stesso sistema in ciascun punto all'in-
terno dell'inviluppo di volo del velivolo. Questo è ottenuto attraverso l'uso
delle leggi di controllo, che possono essere raccolte in diﬀerenti schede a
seconda delle diverse condizioni di volo. L'introduzione del calcolo digitale
per il controllo di volo dei moderni aeroplani ha permesso l'implementazione
all'interno dei sistemi FCS/FBW di complessi algoritmi di calcolo.
Queste funzioni permettono di ottenere notevoli migliorie in termini di
performances oﬀerte dalla `Tecnologia di Controllo Attivo (Active Control
Technology)' ed includono:
• aumento della stabilità e controllo del velivolo (Control and Stability
Augmentation Function)
• protezione dell'inviluppo di volo Carefree Handling Function che pre-
viene il superamento dei limiti dell'inviluppo stesso
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Figura 1.4: Schema di un moderno sistema FCS/FBW
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• trimmaggio Trim Function che assicura l'equilibrio di forze e momenti
aerodinamici cui è soggetto il velivolo, senza intervento da parte del
pilota
• controllo della conﬁgurazione Conﬁguration Control System che gestisce
automaticamente la deﬂessione delle superﬁci primarie e dei ﬂaps di
bordo d'attacco
• controllo della sterzata mediante il carrello anteriore Nose Wheel Steer-
ing Function
• controllo del sistema che gestisce i segnali ridondanti, le avarie ed i
modi operativi del FCS System Management System
• autopilota Autopilot Function
• direttore di volo Flight Director che fornisce al pilota indicazioni sul-
l'assetto da mantenere durante particolari fasi della missione
• Calcolo dei dati per la navigazione Navigation Air Data Computation
Function
• funzioni di interfaccia System Interface Function con altri sistemi pre-
senti sul velivolo
• variazione automatica dei guadagni delle leggi di controllo al variare
del numero di Mach e della pressione statica ambiente
Al ﬁne di ottenere questi beneﬁci è essenziale deﬁnire un'appropriata
architettura delle leggi di controllo. Questo è fondamentale per il successo
dell'intero sistema e richiederà ottima conoscenza dell'ingegneria dei sistemi
di bordo e della sicurezza, della dinamica del volo e del controllo di volo. C'è
tuttavia un signiﬁcativo prezzo da pagare correlato a tutti questi beneﬁci
in termini di performances, per quanto riguarda la complessità del sistema
stesso, ma di solito, le migliorie ottenute in termini di performances e di
sicurezza che possono essere raggiunte, giustiﬁcano l'investimento necessario.
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1.3 Sistemi Dati Aria
(Air Data System)
L'inviluppo di volo di un velivolo sarà normalmente descritto in termini
di numero di Mach, tenendo in considerazione gli eﬀetti legati alla velocità
e alla comprimibilità dell'aria, ed all'altezza, al ﬁne di comprendere pure
gli eﬀetti correlati alla temperatura ed alla densità dell'aria. Un esempio
di inviluppo di volo viene mostrato nella successiva ﬁgura 1.5, nel caso di
velivolo transonico.
Figura 1.5: Inviluppo di volo di un velivolo transonico durante la fase di
crociera
I limiti dell'inviluppo di volo sono collegati a limiti ﬁsici quali: il limite
dello stallo, ad alta incidenza e bassa pressione dinamica, in cui la portanza
dell'ala del velivolo non è più suﬃciente a supportare il peso del velivolo;
il limite delle performances, in cui la rarefazione dell'atmosfera fa si che le
prestazioni di un motore a getto decadano; il limite correlato alla temper-
atura, dovuto al riscaldamento cinetico della struttura a causa dell'attrito
viscoso dell'aria; ed i limiti legati ai fattori di carico e quindi ai carichi alle
alte pressioni dinamiche, al ﬁne di garantire un adeguato margine di sicurezza
nei confronti di carichi aerodinamici eccessivi che possono agire sulla strut-
tura del velivolo.
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Al ﬁne di progettare un sistema di leggi di controllo in grado di coprire
un tale inviluppo per l'intera estensione, è necessario deﬁnire una griglia di
`punti operativi' per cui il progetto stesso deve essere sviluppato. Questo
risulta in una serie di controllori localizzati per gli stessi `punti operativi'.
Il numero dei punti di progetto può sempre essere minimizzato tenendo in
opportuna considerazione gli eﬀetti ﬁsici (come per esempio quelli legati alla
pressione dinamica), all'interno della architettura e della struttura delle leggi
di controllo del volo.
Come risulta dalla descrizione sin qui svolta, il progetto dell'architettura
del sistema del FCS/FBW è basato su di un inviluppo di volo bidimensionale,
sebbene una terza dimensione che copra i dati riguardanti l'angolo d'attacco
debba essere considerata, al ﬁne di prendere in considerazione gli eﬀetti di
non linearità legate all'aerodinamica e alla capacità della superﬁcie di con-
trollo di trimmaggio. In aggiunta a ciò, devono essere presi in considerazione
gli eﬀetti legati alle variazioni di massa, di inerzia e del baricentro. I progetti
dei diversi controllori localizzati devono essere interfacciati ed integrati l'uno
all'altro al ﬁne di coprire l'intero inviluppo di volo. Questo può essere di
solito ottenuto in modo soddisfacente utilizzando dei database sui guadagni
in modo da ottenere un set di leggi di controllo. Le informazioni necessarie
per ottenere look-up tables sui guadagni delle leggi di controllo, sono di solito
derivate dall' Air Data System, ADS o sistema dati aria, un cui esempio è
fornito in ﬁgura 1.6. Questo comprende una serie di sonde esterne oppor-
tunamente collocate sulla fusoliera del velivolo, in modo da ottenere valori
aﬃdabili direttamente riconducibili alla pressione statica, pressione dinamica
ed al ﬂusso d'aria locale, in termini di velocità e direzione.
Le misure locali derivanti direttamente dalle sonde sono utilizzate all'in-
terno dell'algoritmo di calcolo implementato nel sistema di controllo di volo
(oppure in unità dedicate) al ﬁne di ottenere una stima aﬃdabile del vettore
della velocità del velivolo, cioè, la sua intensità e la sua direzione, essendo
questa ultima deﬁnita mediante l'angolo di attacco α e quello di derapata β.
Questi possono in seguito essere utilizzati per sviluppare il sistema di look-up
tables all'interno del loop di deﬁnizione dei guadagni delle leggi di controllo
di volo del velivolo ed anche per essere usati come segnali di feedback ai
ﬁni della stabilizzazione e della deﬁnizione dei limiti dell'inviluppo di volo.
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Figura 1.6: Air Data System
Il sistema dati aria è progettato in modo da garantire elevata aﬃdabilità
sulle misure; per esempio, l'architettura visualizzata in ﬁgure 1.6 potrebbe
garantire triplice ridondanza sugli angoli di attacco e di derapata e quadru-
plice ridondanza per quanto riguarda le caratteristiche del ﬂusso d'aria. In
pratica, la qualità e l'aﬃdabilità dell' ADS sono direttamente in relazione
alle capacità ed alle disposizioni delle singole sonde e dei singoli sensori. Per
quel che concerne l'architettura descritta in ﬁgura 1.6, a rappresenta una
sonda di Pitot,e b, c e d potrebbero essere delle sonde multi-prese utilizzate
per ottenere soluzioni di angoli di ﬂusso locale partendo da dati di pressioni.
L'informazione derivante dal Sistema Dati Aria è inﬁne completata tramite
informazioni derivanti dai sensori inerziali del velivolo e .
Capitolo 2
Procedura di elaborazione
sviluppata presso il DIA
2.1 Introduzione
Come visto nel capitolo precedente, un sistema dati aria, è l'insieme degli
apparati del velivolo dedicati alla stima della pressione statica ambiente, Psa,
della pressione totale, Pt, del numero di Mach di volo, M∞ e degli angoli di
incidenza α e di derapata β, a partire dalla misurazione di grandezze locali
esterne. La rilevazione ﬁsica di tali grandezze è aﬃdata ad apposite sonde
di pressione e a trasduttori della direzione locale del ﬂusso aerodinamico che
vengono installati in fusoliera o sulle ali. La scelta della tipologia e dei pun-
ti di installazione delle sonde costituisce un problema piuttosto delicato in
quanto è necessario garantire che il sistema dati aria sia operativo per tutti
gli assetti α − β ammissibili nell'inviluppo di volo. Per velivoli ad elevate
prestazioni il campo di variazione degli assetti è estremamente ampio e può
essere diﬃcile ad esempio garantire che non esistano condizioni in cui una
sonda si venga a trovare nella scia di altre parti del velivolo.
La derivazione dei parametri di volo, a partire dalle misurazioni delle sonde,
viene di solito aﬃdata ad un algoritmo implementato nei FCC del FCS od
in unità di calcolo dedicate. I requisiti di aﬃdabilità richiesti ai moderni
FCS-FBW, [6] e [10], sono tali da richiedere la implementazione di opportu-
ni gradi di ridondanza dei singoli componenti, nonchè la deﬁnizione di logiche
di adeguata `robustezza' dedicate alla gestione delle avarie.
Il sistema per la rilevazione dei dati aria oggetto della presente tesi è carat-
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teristico di un velivolo di elevate prestazioni, ﬁgura 2.1, ed è composto da
quattro sonde.
Figura 2.1: Velivolo di riferimento (si veda Appendice A)
Tale architettura è capace di sopperire alla presenza di una avaria sen-
za sensibili perdite di prestazioni e di operare, comunque, anche quando il
numero delle avarie è maggiore di uno (fail operative - fail safe). Le sonde
considerate sono installate nella parte prodiera della fusoliera (si veda la ﬁgu-
ra 2.2) ed hanno la capacità di fornire misure aﬃdabili di un ampio dominio
α−β grazie alla possibilità di autoallinearsi con la direzione locale del ﬂusso
nei punti di installazione delle sonde stesse (null-seeking probes [7] e [8]).
Le sonde hanno forma tronco-conica con asse normale alla superﬁcie della
fusoliera e sono dotate di cinque prese di pressione equispaziate su di un
angolo di 180 gradi (ﬁg. 2.3).
Due delle prese vengono utilizzate per orientare la sonda secondo la di-
rezione del ﬂusso locale grazie ad un meccanismo che fa ruotare la sonda
stessa intorno al proprio asse ﬁno ad annullare la diﬀerenza di pressione tra
le due prese (indicata con ∆P in ﬁgura 2.3). Le altre tre prese vengono
utilizzate per eﬀettuare le misure di pressione. Ogni sonda fornisce in uscita
tre dati (ﬁgura 2.3), ovvero:
• l'angolo di ﬂusso locale ,λi1, misurato da un apposito trasduttore di
1Il pedice i (i = 1, 2, 3, 4) rappresenta l'indice della sonda.
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Figura 2.2: Installazione delle sonde
Figura 2.3: Condizioni di ﬂusso locale e misure sonde
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rotazione della sonda
• la Frontal Pressure, Pfronti , fornita dalla presa front allineata con la
direzione locale del ﬂusso
• la Slot Pressure, Psloti , ottenuta misurando la media delle pressioni
che si hanno in corrispondenza delle due prese (slot) posizionate a 90◦
rispetto alla direzione locale del ﬂusso.
In sostanza, gli algoritmi di elaborazione dei dati aria devono risolvere
il problema schematizzato in ﬁgura 2.4, ovvero devono consentire di deter-
minare i parametri di volo sulla base della misura dei dodici segnali forniti
dalle sonde (quattro angoli di ﬂusso locali ed otto misure di pressione locale),
assicurando una corretta gestione della ridondanza dei sensori ed opportune
capacità di identiﬁcazione delle avarie e riconﬁgurazione del sistema. Pari-
menti devono essere in grado di gestire situazioni in cui una o più sonde
non forniscono misure aﬃdabili in quanto vengono a trovarsi nella scia della
fusoliera.
Figura 2.4: Dati di ingresso ed uscita della procedura
Nello schema in ﬁgura 2.4 è evidenziato come detti algoritmi debbano
tenere conto anche degli eﬀetti delle manovre e della conﬁgurazione del ve-
livolo (carrelli estesi/retratti, posizione dei ﬂaps, . . . , ecc.). Le condizioni di
ﬂusso nel generico punto di installazione della sonda i−esima (rappresentate
dalla pressione locale e dal numero di Mach locale, indicati con PLi e MLi ,
in ﬁgura 2.3, e dall'angolo di ﬂusso λi) dipendono infatti dalla quota e dalla
velocità di volo, ma anche dalla geometria del velivolo e dalla sua velocità
angolare Ω.
Malgrado numerosi aerei dotati di sistemi dati aria evoluti siano attualmente
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operativi nel mondo, le informazioni disponibili in bibliograﬁa sull'argomen-
to sono estremamente scarse.
Lo studio svolto presso il DIA nell'ambito del programma di sviluppo del
Flight Control System Fly-By-Wire dell'addestratore di nuova generazione
AerMacchi M-346, ﬁgura 2.1 ha carattere del tutto generale, non legandosi
quindi al particolare tipo di sonde considerato, e si inserisce nella fase pre-
liminare di progettazione delle logiche di gestione dei dati aria. Gli algoritmi
sono stati quindi sviluppati sulla base della conoscenza del funzionamento
delle sonde isolate e delle caratteristiche del campo aerodinamico intorno al
velivolo e sono stati successivamente tarati nel corso delle prove di volo.
2.2 Deﬁnizione del problema
Per la risoluzione del problema illustrato nel paragrafo precedente è nec-
essario in primo luogo stabilire come i dati misurati dalle sonde siano corre-
lati con le condizioni di volo. Trascurando eventuali eﬀetti di aerodinamica
non stazionaria che dovranno essere approfonditi in fase di prove di volo, si
possono assumere le seguenti dipendenze:
λi = fi(α, β,M∞,Ω, Config) (2.1)
Pfronti = Psa[1+
γ
2
M2∞CPfronti(α, β,M∞,Ω, Config)] (i = 1, 2, 3, 4)
(2.2)
Psloti = Psa[1 +
γ
2
M2∞CPsloti(α, β,M∞,Ω, Config)] (2.3)
dove i termini CPfronti e CPsloti sono i coeﬃcienti di pressione in cor-
rispondenza delle prese front e slot della sonda i−esima.
Posto di conoscere le funzioni fi, CPfronti e CPsloti , il modello costituito
dalle equazioni 2.1, 2.2 e 2.3 permette di conoscere le misure delle sonde in
funzione di α, β,M∞,Ω e della conﬁgurazione del velivolo, identiﬁcata dal
parametro Config. Il problema che si intende risolvere, ﬁgura 2.4 è quello
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inverso, ovvero, nota la conﬁgurazione del velivolo e la sua velocità angolare
si vogliono determinare gli angoli di incidenza e di derapata, la pressione
statica ed il numero di Mach di volo sulla base delle misure fornite dalle
sonde. Le incognite da determinare sono dunque quattro ed il modello for-
nisce tre equazioni per ogni sonda, per un totale di dodici equazioni. Per
ottenere la soluzione del problema è necessario utilizzare almeno quattro delle
dodici equazioni, ciascuna delle quali può essere riferita in linea di principio
ad una qualsiasi sonda. Operando in questo modo si possono formare più
sottosistemi che danno luogo a più soluzioni. Teoricamente tali soluzioni
sono coincidenti, in pratica ciascuna sarà aﬀetta da errori diﬀerenti. Le dis-
crepanze sono imputabili a problemi legati all'accuratezza delle sonde o ad
approssimazioni introdotte dall'algoritmo di elaborazione. Inoltre si possono
veriﬁcare soluzioni completamente discordi tra loro quando alcune sonde pre-
sentano condizioni di avaria. All'algoritmo è richiesto di fornire al mondo
esterno un unico valore per ogni grandezza elaborata ed i requisiti fail safe
impongono che la soluzione fornita sia sottoposta a controlli che escludano la
possibilità che essa sia condizionata da errori indotti dalle avarie (soluzione
consolidata). Alla luce di queste considerazioni bisogna prevedere nell'algo-
ritmo di elaborazione una logica di gestione delle ridondanze che permetta
di ottenere soluzioni consolidate, di individuare eventuali avarie presenti nel
sistema e di riconﬁgurarlo quando queste si manifestano.
2.3 Caratterizzazione del campo aerodinamico in
condizioni stazionarie
Prima di procedere alla descrizione degli algoritmi sviluppati, nel presente
paragrafo si illustra la metodologia utilizzata per la caratterizzazione del
campo aerodinamico intorno al velivolo, ovvero per la determinazione delle
funzioni fi, CPfronti e CPsloti che compaiono nelle equazioni 2.1, 2.2 e 2.3.
Gli approcci disponibili per stabilire tali correlazioni sono essenzialmente tre:
• impiego di codici numerici
• prove in galleria del vento
• prove di volo
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I primi due sono quelli che possono essere utilizzati nella fase preliminare
di progettazione degli algoritmi, mentre il data-base proveniente dalle prove
di volo deve essere utilizzato in fase di revisione critica e calibrazione dell'al-
goritmo stesso.
Nel lavoro svolto presso il DIA la determinazione delle funzioni in questione
è stata eﬀettuata utilizzando dati provenienti da prove in galleria, eﬀettuate,
su un modello del velivolo, in tutto il campo operativo di angolo di inci-
denza, angolo di derapata e numero di Mach e per le diverse conﬁgurazioni
del velivolo stesso. Dette prove sono relative a condizioni di moto rettili-
neo stazionario. Per tale motivo e data l'intrinseca diﬃcoltà connessa, in
generale, con la valutazione degli eﬀetti di Ω, nel lavoro in riferimento ci si
è riferiti in un primo momento, per la formulazione degli algoritmi, a con-
dizioni di moto rettilineo, mettendo in conto gli eﬀetti di Ω mediante un
approccio alternativo.
Le funzioni fi che compaiono nella equazione 2.1 sono state quindi deter-
minate mediante misura diretta, in galleria del vento, degli angoli di ﬂusso
locali, in corrispondenza dei punti di installazione delle sonde, in condizioni
di Ω = 0.
Per quanto riguarda invece i coeﬃcienti di pressione, la diﬃcoltà di eseguire
una campagna di prove in galleria del vento su di un modello del velivolo
comprensivo di un modello in scala delle sonde, ha comportato la necessità
di determinare i coeﬃcienti di pressione mediante integrazione tra le infor-
mazioni relative alle curve di taratura delle sonde in condizioni di sonda-
isolata e le informazioni relative al campo aerodinamico intorno al velivolo
nei punti di installazione delle sonde stesse, trascurando quindi parte degli
eﬀetti di interferenza.
Le condizioni di ﬂusso nel generico punto di installazione della sonda i−esima
possono essere identiﬁcate attraverso la pressione locale, PLi ed il numero di
Mach locale,ML,i, ﬁgura 2.3. Ovvero, con riferimento a condizioni stazionar-
ie:
PLi = Psa · fLi(α, β,M∞, Config) (i = 1, 2, 3, 4) (2.4)
MLi = gLi(α, β,M∞, Config) (2.5)
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Per quanto riguarda le caratteristiche di funzionamento delle sonde iso-
late, queste sono fornite [8] in termini di funzioni del tipo:
Pfront
Ps
= ffront(M) (2.6)
Pslot
Ps
= fslot(M) (2.7)
dove Ps e M rappresentano le condizioni asintotiche di pressione statica
e numero di Mach del ﬂusso che investe la sonda isolata.
Per la generica sonda installata sul velivolo, ponendo Ps = PLi e M = MLi
ed utilizzando l'equazione 2.4, si ha:
Pfronti
Psa
=
Pfront
PLi
PLi
Psa
= ffront(MLi)fLi(α, β,M∞, Config)i = (1, 2, 3, 4)
(2.8)
Psloti
Psa
=
Pslot
PLi
PLi
Psa
= fslot(MLi)fLi(α, β,M∞, Config) (2.9)
Le equazioni 2.8 e 2.9, tenendo conto della equazione 2.5, possono essere
facilmente poste nella forma delle 2.2 e 2.3. In conclusione, la misura in
galleria del vento delle condizioni di ﬂusso locali
PLi
Psa
e MLi e la conoscenza
delle equazioni 2.6 e 2.7 consentono di ricostruire, per ogni sonda, le funzioni
CPfronti e CPsloti che compaiono nelle equazioni 2.2 e 2.3, in condizioni di
Ω = 0.
2.4 Algoritmo di elaborazione
Come già anticipato, per la formulazione degli algoritmi ci si è riferiti
in un primo momento a condizioni di moto rettilineo, per cui le dipendenze
da Ω non compaiono nella prima trattazione svolta ed analogamente non
compare il parametro Config, in quanto si fa riferimento ad una condizione
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`base' del velivolo (superﬁci di controllo non deﬂesse). Le equazioni 2.1, 2.2
e 2.3 assumono quindi la forma:
λi = fi(α, β,M∞) (2.10)
Pfronti = Psa[1 +
γ
2
M2∞CPfronti(α, β,M∞)] (i = 1, 2, 3, 4) (2.11)
Psloti = Psa[1 +
γ
2
M2∞CPsloti(α, β,M∞)] (2.12)
Ci si propone dunque di determinare le quattro incognite α, β, Psa e M∞
note le dodici grandezze misurate dalle sonde (λ∗i , P
∗
fronti
e P ∗sloti)
2. Per fare
ciò è necessario risolvere un sistema di almeno quattro equazioni, costruito
scegliendo due sonde qualsiasi (j e k) per la misura degli angoli ed una
qualunque sonda (h) per la misura delle pressioni:
λ∗j = fj(α, β,M∞) (2.13)
λ∗k = fk(α, β,M∞) (2.14)
P ∗fronth = Psa[1 +
γ
2
M2∞CPfronth(α, β,M∞)] (2.15)
P ∗sloth = Psa[1 +
γ
2
M2∞CPsloth(α, β,M∞)] (2.16)
Poichè disponendo di quattro sonde si hanno sei diverse coppie (j, k) e
quattro possibili scelte di h, in linea di principio si possono costruire ven-
2(i = 1,. . . ,4)
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tiquattro sistemi diversi, i quali, ammesso che le soluzioni per ogni sistema
esistano e siano univoche, forniranno ventiquattro diverse stime di α, β, Psa
e M∞. Questa molteplicità di stime è legata alla ridondanza dei sensori ed è
il fattore che consente di determinare le avarie e riconﬁgurare il sistema dati
aria in caso di avaria.
Come si può vedere, le equazioni del sistema, 2.13, 2.14, 2.15 e 2.16, sono in
forma implicita e strettamente accoppiate in quanto le misure degli angoli
dipendono dal M∞ e le misure delle pressioni dipendono da α e da β. La
soluzione di un sistema di questo tipo può essere determinata mediante un
metodo iterativo; tuttavia, nel lavoro svolto presso il DIA, di seguito de-
scritto, verrà illustrata una metodologia alternativa che consente di trasfor-
mare il sistema sopra scritto in due sottosistemi disaccoppiati, ognuno di
due equazioni in due incognite, e di risolverli con un metodo diretto, sen-
za quindi la necessità di introdurre nell'algoritmo di elaborazione dei dati
aria metodi iterativi e controlli di convergenza potenzialmente incompatibili
con operazioni real-time. La riformulazione del problema si basa sull'osser-
vazione che l'evoluzione dinamica del numero di Mach di volo è molto lenta
sia rispetto ai tempi di esecuzione degli algoritmi di elaborazione sia rispetto
alle dinamiche di variazione di α e di β. Le funzioni fi, CPfronti e CPsloti
che compaiono nel sistema di equazioni 2.13, 2.14, 2.15 e 2.16 possono quin-
di essere valutate utilizzando il numero di Mach del passo precedente, il che
consente di risolvere prima le prime due equazioni, 2.13 e 2.14, ottenendo così
α e β, e successivamente le altre due ottenendo Psa ed il valore aggiornato
di M∞.
2.4.1 Precedente algoritmo di ricostruzione degli angoli di
incidenza e di derapata
Posto dunque di conoscere il Mach di volo, assunto uguale a quello del
passo precedente (M∞), la determinazione di α e di β può essere eﬀettuata
utilizzando una qualunque delle sei coppie di sonde disponibili e risolvendo le
prime due equazioni del sistema sopra descritto nelle quali le funzioni fi e fk
sono note, essendo state determinate come illustrato nel precedente capitolo
2.3. Dal punto di vista pratico, la generica funzione fj è nota sotto forma
di tabella (look− up− table) determinata mediante le prove sperimentali in
galleria. Per ognuno dei numeri di Mach utilizzati nell'ambito delle prove in
galleria (M˜), detta funzione stabilisce un legame da <2 in <, mettendo in
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relazione la direzione locale del ﬂusso λi misurata in corrispondenza del punto
di applicazione della sonda i−esima con gli angoli di incidenza e derapata
utilizzati nell'ambito delle prove sperimentali:
(α, β) =⇒ fi =⇒ λi con : λi = fi(α, β, M˜) (2.17)
Considerando invece gli angoli di ﬂusso in corrispondenza dei punti di ap-
plicazione della generica coppia di sonde (j, k) è possibile deﬁnire la seguente
funzione, da <2 in <2, che ad ogni coppia (α, β) associa una coppia (λj , λk):
(α, β) =⇒ f
jk
=⇒ (λj , λk) con : f jk(α, β) =
{
fj(α, β, M˜)
fk(α, β, M˜)
}
(2.18)
Il problema della stima di α e di β può essere ricondotto a quello della
determinazione, a partire dai dati di galleria, della funzione inversa della
equazione 2.18 che esiste se la funzione è iniettiva, ovvero se esiste una cor-
rispondenza biunivoca tra i punti del dominio e del codominio. Individuati i
domini all'interno dei quali le funzioni 2.18 sono iniettive, ovvero ove esiste
una corrispondenza `uno ad uno' tra le coppie (α, β) e le coppie (λj , λk), è
possibile manipolare le look-up-table fornite dalla sperimentazione in modo
da determinare per ogni coppia di sonde una funzione, da <2 in <2, del tipo:
{
α
β
}
= g
jk
(λj , λk, M˜) (2.19)
scomponibili in due look-up-table del tipo:
α = gjkα(λj , λk, M˜) (2.20)
β = gjkβ(λj , λk, M˜) (2.21)
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Disponendo di sei diverse coppie di sensori, si hanno in totale dodici
look-up-table per ogni M˜ (sei per α e sei per β). Dette look-up-table cos-
tituiscono le funzioni di taratura dell'algoritmo di elaborazione degli angoli
e devono essere determinate nella fase di sviluppo dell'algoritmo stesso per
tutti i numeri di Mach utilizzati nell'ambito delle diverse prove sperimentali
(o per un opportuno sottoinsieme rappresentativo) e memorizzate nei FCC
unitamente ai rispettivi domini di iniettività. In fase di prove di volo si
dovrà inﬁne procedere ad una opportuna revisione e taratura delle suddette
funzioni allo scopo di perfezionare il modello e contenere gli errori.
In linea di principio, l'algoritmo di elaborazione, assunto il numero di Mach
di volo uguale a quello del passo precedente (M∞), deve determinare le dod-
ici look-up-table relative al M∞ mediante interpolazione tra le look-up-table
relative al M˜ immediatamente precedente e quelle relative al M˜ immediata-
mente successivo. Nella realtà, allo scopo di contenere l'impegno di memoria
negli FCC, si è proceduto ad una preventiva interpolazione delle look-up-
table, trasformando le equazioni 2.20 e 2.21 in polinomi in λj e λk con coef-
ﬁcienti dipendenti dal M˜ , come sarà successivamente illustrato in modo più
approfondito. L'interpolazione delle look-up-table non viene quindi eﬀettua-
ta, ma vengono calcolati i valori di α e di β forniti dai polinomi suddetti
per il M˜ precedente e per quello successivo al M∞ e quindi interpolati allo
scopo di determinare i valori di α e di β relativi al M∞. Prima di eﬀettuare
tale calcolo, l'algoritmo di elaborazione degli angoli deve veriﬁcare, per og-
nuna delle sei coppie, se i dati misurati (λ∗j , λ
∗
k) forniscano punti interni ai
rispettivi domini di iniettività.
Una volta determinati i sei valori di α e i sei valori di β forniti dall'interpo-
lazione, opportuni confronti tra detti valori consentono inﬁne di individuare
le avarie dei sensori relativi agli angoli e di determinare un'unica soluzione
(α∗, β∗) consolidata. E' da notare come la non appartenenza ai domini sud-
detti non implichi necessariamente l'avaria di un sensore ma possa rappre-
sentare una condizione momentanea di non utilizzabilità di un sensore stesso,
ad esempio perchè posto in `ombra' dalla fusoliera.
2.4.2 Precedente algoritmo di ricostruzione della pressione
statica e del numero di Mach
Una volta nota una soluzione (α∗, β∗) consolidata, assunto ancora il Mach
di volo uguale a quello del passo precedente M∞, il sistema è in grado di
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determinare la pressione ambiente ed un valore aggiornato del numero di
Mach utilizzando le due misure di pressione fornite da una qualunque delle
quattro sonde (P ∗front,h, P
∗
slot,h) e le ultime due equazioni del sistema, 2.15 e
2.16 che assumono la forma:
{
P ∗front,h = Psa[1 +
γ
2M
2∞CPfront,h(α∗, β∗,M∞)]
P ∗slot,h = Psa[1 +
γ
2M
2∞CPslot,h(α∗, β∗,M∞)]
(2.22)
la cui soluzione, ottenibile in forma chiusa, è:
Psa =
P ∗slot,hCPfront,h(α
∗, β∗,M∞)− P ∗front,hCPslot,h(α∗, β∗,M∞)
CPfront,h(α∗, β∗,M∞)CPslot,h(α∗, β∗,M∞)
(2.23)
M2∞ =
2
γ
(P ∗front,h − P ∗slot,h)
P ∗slot,hCPfront,h(α∗, β∗,M∞)− P ∗front,hCPslot,h(α∗, β∗,M∞)
(2.24)
Le funzioni CPfront,h e CPslot,h che compaiono nelle equazioni 2.23 e
2.24 sono note sotto forma di look-up-table che mettono in relazione i CP in
corrispondenza delle prese front e slot delle quattro sonde, con i valori di α,
β e M˜ utilizzati nell'ambito delle prove sperimentali in galleria:
CPfront,i(α, β, M˜), CPslot,i(α, β, M˜), (i = 1, . . . , 4) (2.25)
Le 2.25 costituiscono le funzioni di taratura dell'algoritmo di elaborazione
delle pressioni che sono in numero di otto per ogni M˜ (due per sonda) e che
devono essere determinate nella fase di sviluppo dell'algoritmo, memorizzate
negli FCC e successivamente tarate in fase di prove di volo.
L'algoritmo di elaborazione, assunto il numero di Mach di volo uguale a quel-
lo del passo precedente (M∞), deve determinare le otto look-up-table relative
al M∞ mediante interpolazione tra le look-up-table relative al M˜ precedente
e quelle relative al M˜ successivo. Anche in questo caso, tuttavia, allo scopo
di contenere l'impegno di memoria negli FCC, si è proceduto ad una pre-
ventiva interpolazione delle look-up-table, trasformando le equazioni 2.25 in
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polinomi di α e di β con coeﬃcienti dipendenti dal M˜ . L'interpolazione delle
look-up-table si è quindi trasformata in un'interpolazione dei CP forniti dai
polinomi, eﬀettuata allo scopo di determinare i valori dei CP stessi relativi
al M∞.
Una volta determinati i valori di detti CP , le equazioni 2.23 e 2.24 possono
essere utilizzate direttamente dall'algoritmo di elaborazione per determinare
quattro valori di Psa e quattro valori di M∞ da sottoporre ai confronti volti
all'individuazione delle avarie dei sensori di pressione ed alla determinazione
di una soluzione consolidata.
E' da notare come il fatto che l'equazione 2.24 sia in realtà un'equazione
implicita nell'incognitaM∞, resa esplicita grazie all'artiﬁcio di valutare i CP
utilizzando il valore del Mach del passo precedente, pone il problema della
convergenza dell'algoritmo. Le 2.23 e 2.24 vengono infatti computate ad og-
ni `frame' dei FCC, ciò genera una successione di soluzioni della quale deve
essere veriﬁcata la stabilità.
Ponendo nella equazione 2.24, Xl+1 =M2∞ ed Xl =M
2
∞, si ha:
Xl+1 =
2
γ
(P ∗front,h − P ∗slot,h)
P ∗slot,hCPfront,h(α∗, β∗,
√
Xl)− P ∗front,hCPslot,h(α∗, β∗,
√
Xl)
(2.26)
ovvero una successione del tipo Xl+1 = g(Xl). Condizione suﬃciente
aﬃnchè la successione converga ad una soluzione X è che in un intorno di
X risulti:
|dg(Xl)
dXl
| < 1 (2.27)
Il primo membro della 2.27 è funzione dei coeﬃcienti di pressione e delle
pressioni misurate dalle sonde e dipende pertanto dal campo aerodinamico
intorno al velivolo e dalla tipologia delle sonde impiegate.
Una valutazione delle 2.27, condotta utilizzando i dati disponibili nell'ambito
di precedenti lavori, ha mostrato come essa non sia veriﬁcata in tutto il
campo operativo del velivolo (si sono infatti riscontrati problemi per M >
0.9). Prove preliminari di simulazione numerica hanno comunque mostrato
un'ottima velocità di convergenza dell'algoritmo.
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Riassumendo, è stato possibile deﬁnire un algoritmo caratterizzato da due
processi di computazione sequenziali (ﬁg. 2.5).
Figura 2.5: Schema di funzionamento della procedura
Il primo processo, dedicato alla determinazione degli angoli di incidenza
e di derapata, utilizzando il valore del numero di Mach consolidato relativo
al passo precedente procede alla determinazione di sei coppie di soluzioni
(α, β), mediante le equazioni 2.20 e 2.21, e quindi al loro consolidamento
in un'unica soluzione (α∗, β∗). Il secondo processo, dedicato alla determi-
nazione della pressione statica e del Mach, utilizzando il valore del numero
di Mach consolidato relativo al passo precedente ed i valori consolidati α∗ e
β∗ procede alla determinazione di quattro soluzioni (Psa,M∞), mediante le
equazioni 2.23 e 2.24, e quindi al loro consolidamento in una soluzione unica
(P ∗sa,M∗∞), aggiornando così il numero di Mach.
2.4.3 Approssimazione delle funzioni di taratura
Da quanto ﬁn qui esposto, risulta evidente come le funzioni di taratura,
2.20, 2.21 e 2.25 rappresentino, nel loro complesso, una mole considerevole
di dati. Il problema della loro memorizzazione nei FCC non deve quindi
essere sottovalutato. Dette funzioni sono infatti costituite da 20 look-up-
table bidimensionali per ognuno dei numeri di Mach considerati M˜ e per
ognuna delle conﬁgurazioni considerate:
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• sei α = gjkα(λj , λk)
• sei β = gjkβ(λj , λk)
• quattro CPfront,i(α, β)
• quattro CPslot,i(α, β)
Ogni look-up-table deve essere caratterizzata da un numero di dati che,
con riferimento all'inviluppo di α e di β tipico di un velivolo della classe
considerata, deve essere dell'ordine di 103, per un totale di 20x103 dati per
ogni Mach e conﬁgurazione.
Queste considerazioni hanno suggerito di eliminare le look-up-table, sostituen-
dole con funzioni approssimanti determinate con la tecnica dei minimi quadrati.
L'analisi dei dati disponibili ha evidenziato come, nel caso in esame, funzioni
di tipo polinomiale rappresentino una scelta adeguata e come polinomi di gra-
do tre siano generalmente suﬃcienti a rappresentare la ﬁsica dei fenomeni
allo studio. Le look-up-table sono quindi state sostituite con funzioni del
tipo:

α = gjkα(λj , λk) = a0 + a1λj + a2λk + a3λ2j + a4λjλk + a5λ
2
k + a6λ
3
j + a7λ
2
jλk + a8λjλ
2
k + a9λ
3
k
β = gjkβ(λj , λk) = b0 + a1λj + b2λk + b3λ2j + b4λjλk + b5λ
2
k + b6λ
3
j + b7λ
2
jλk + b8λjλ
2
k + b9λ
3
k
CPfront,i(α, β) = c0 + c1α+ c2β + c3α2 + c4αβ + c5β2 + c6α3 + c7α2β + c8αβ2 + c9β3
CPslot,i(α, β) = d0 + d1α+ d2β + d3α2 + d4αβ + d5β2 + d6α3 + d7α2β + d8αβ2 + d9β3
(2.28)
In alcuni casi può essere necessario ricorrere a polinomi di grado quattro,
caratterizzati da 15 coeﬃcienti in luogo di 10, mentre è stato veriﬁcato che
polinomi di grado maggiore non migliorano la precisione di rappresentazione
dei dati.
Tale tecnica di approssimazione ha consentito una considerevole compres-
sione dei dati aerodinamici in quanto le funzioni di taratura, nella forma
2.28, possono essere memorizzate mediante 20x10 coeﬃcienti per ogni Mach
e conﬁgurazione, riducendo quindi l'occupazione di memoria di due ordini di
grandezza.
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2.4.4 Attuale procedura di elaborazione DIA: algoritmo di
calcolo
Al ﬁne di evitare il loop interno, funzione del numero di Mach asintotico
M∞, descritto nel paragrafo 2.4.1 si è passati alla deﬁnizione di un nuovo
algoritmo di elaborazione dei dati aria. Questa nuova metodologia si è di-
mostrata essere veriﬁcata in tutto il campo operativo del velivolo, anche per
dati relativi a M∞ > 0.9, a diﬀerenza di quanto visto in 2.4.2.
La parte della procedura di elaborazione DIA che attualmente si occupa del
calcolo dei parametri di volo (si veda ﬁgura 2.6) è ancora caratterizzata da
due processi, uno dedicato alla stima degli angoli e l'altro dedicato alla stima
della pressione statica e del numero di Mach (o pressione totale).
Figura 2.6: Struttura della procedura di elaborazione DIA
Il processo stima sei valori degli angoli di assetto usando le misure dei
quattro angoli di ﬂusso locale misurati dalle sonde. Facendo riferimento ad
una condizione di moto rettilinea ed uniforme ed ad una ﬁssata conﬁgu-
razione del velivolo, l'i-esimo angolo di ﬂusso locale è funzione dell'angolo
di incidenza e di derapata attuali e del numero di Mach. Considerando due
sonde generiche (i, j) possiamo scrivere:
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{
λi = fi(α, β,M∞)
λj = fj(α, β,M∞)
(2.29)
Tenendo in conto la dipendenza dal numero di Mach attraverso il valore
del rapporto di pressione (PfrontPslot )m istantaneo, ottenuto mediando i due val-
ori centrali dei quattro disponibili, è possibile invertire le funzioni di legame
(fi) e quindi ottenere sei stime di α e sei stime di β dalle sei coppie (λi, λj).
Le funzioni (fi) sono note in quanto sono state determinate mediante
misura diretta, in galleria del vento, degli angoli di ﬂusso locale in corrispon-
denza dei punti di installazione delle sonde stesse e costituiscono le funzioni
di taratura dell'algoritmo di calcolo degli angoli. Dal punto di vista pratico,
la generica funzione (fi) è nota sotto forma di tabella (look-up table) de-
terminata, come detto sopra, mediante prove sperimentali. Per ognuno dei
numeri di Mach utilizzati nell'ambito delle prove in galleria detta funzione
stabilisce un legame da <2 a < tra gli angoli di incidenza e di derapata uti-
lizzati e la direzione locale del ﬂusso λi misurata in corrispondenza del punto
di applicazione della sonda i-esima.
Considerando invece gli angoli di ﬂusso in corrispondenza dei punti di appli-
cazione della generica coppia di sonde (i, j) è quindi possibile deﬁnire una
funzione, da <2 a <2, che ad ogni coppia (α, β) associa una coppia (λi, λj).
Il problema della stima di α e β può essere allora ricondotto a quello della
determinazione, a partire dai dati di galleria, della funzione inversa, che es-
iste se la funzione di partenza è iniettiva, ovvero se esiste una corrispondenza
biunivoca tra i punti del dominio e quelli del codominio. Disponendo di sei
diverse coppie di sensori, si hanno in totale dodici look-up table per ogni
Mach usato nelle prove, sei per α e sei per β, che dovranno essere memoriz-
zate all'interno degli FCC. Nella realtà allo scopo di contenere l'impiego di
memoria negli FCC si è proceduto ad una preventiva interpolazione trasfor-
mando le suddette look-up table in polinomi le cui variabili sono λi e λj con
coeﬃcienti dipendenti dal rapporto di pressione (PfrontPslot )m. Posto x = λi,
y = λj e z = (
Pfront
Pslot
)m, gli angoli di assetto vengono ricostruiti come segue:
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• Ricostruzione dell'angolo di incidenza
αij = a1ijx4 + a2ijy4 + a3ijz4 + a4ijx3y + a5ijx2y2 + a6ijxy3 + a7ijx3y + a8ijx2z2+
+a9ijxz3 + a10ijy3z + a11ijy2z2 + a12ijyz3 + a13ijx2yz + a14ijy2xz + a15ijz2xy + a16ijx3+
+a17ijy3 + a18ijz3 + a19ijx2y + a20ijxy2 + a21ijx2z + a22ijxz2 + a23ijy2z + a24ijyz2+
+a25ijxyz + a26ijx2 + a27ijy2 + a28ijz2 + a29ijxy + a30ijxz + a31ijyz + a32ijx+
+a33ijy + a34ijz + a35ij
• Ricostruzione dell'angolo di derapata
αij = b1ijx4 + b2ijy4 + b3ijz4 + b4ijx3y + b5ijx2y2 + b6ijxy3 + b7ijx3y + b8ijx2z2+
+b9ijxz3 + b10ijy3z + b11ijy2z2 + b12ijyz3 + b13ijx2yz + b14ijy2xz + b15ijz2xy + b16ijx3+
+b17ijy3 + b18ijz3 + b19ijx2y + b20ijxy2 + b21ijx2z + b22ijxz2 + b23ijy2z + b24ijyz2+
+b25ijxyz + b26ijx2 + b27ijy2 + b28ijz2 + b29ijxy + b30ijxz + b31ijyz + b32ijx+
+b33ijy + b34ijz + b35ij
Per quanto riguarda l'elaborazione delle pressioni, l'algoritmo di calcolo
utilizza le misure di pressione fornite da una qualunque delle quattro sonde
(Pfronti , Psloti), gli angoli di assetto consolidati (αvot, βvot) che sono i val-
ori ﬁnali in uscita dalla procedura di ricostruzione degli angoli e risolve il
seguente sistema:
{
Pfronti = Psa[1 +
γ
2M
2∞CPfronti (αvot, βvot, (
Pfront
Pslot
)m)]
Psloti = Psa[1 +
γ
2M
2∞CPsloti (αvot, βvot, (
Pfront
Pslot
)m)]
Le funzioni CPfront e CPslot sono note sotto forma di look-up table e met-
tono in relazione i CP in corrispondenza delle prese front eslot delle quattro
sonde con i valori di α e β usati nell'ambito delle prove sperimentali in galle-
ria. Esse costituiscono le funzioni di taratura dell'algoritmo di calcolo delle
pressioni e sono in numero di otto per ogni Mach (due per sonda) e devono
essere memorizzate negli FCC. Anche in questo processo, allo scopo di con-
tenere l'impiego di memoria, si è proceduto ad una preventiva interpolazione
delle look-up table, trasformandole in polinomi in α e β con coeﬃcienti dipen-
denti dal numero di Mach attraverso il rapporto di pressione
Pfront
Pslot
.
Una volta noti i valori dei CP è possibile risolvere il sistema e stimare i
quattro valori della pressione statica e del numero di Mach.
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2.5 Algoritmo di monitoring per gli angoli
Come descritto nel precedente paragrafo, l'algoritmo computazionale garan-
tisce in uscita sei valori di angolo d'attacco, α, e altrettanti valori di angolo di
derapata, β. Ciascun valore è relativo ad una coppia di segnali (λj , λk) letti
da due delle quattro sonde installate sul velivolo. Gli algoritmi di monitoring
rintracciano le avarie dell'angolo di ﬂusso locale, confrontando le sei stime
di (αij , βij) (cross-channel-monitoring). La procedura compie due algorit-
mi di monitoring in parallelo: uno agisce sui valori dell'angolo di attacco,
mentre l'altro opera sui valori dell'angolo di derapata. Tali algoritmi sono
formalmente simili e per questo motivo la descrizione dell'uno è suﬃciente
a comprendere anche l'altro. Nel caso in cui non sia stata rintracciata alcu-
na avaria angolare nei passi precedenti, la procedura forma quattro gruppi,
ciascuno dei quali costituito dai tre valori di angolo d'attacco relativi alle
tre coppie di valori (λi, λj). Il numero di identiﬁcazione del generico grup-
po si riferisce alla sonda per cui la misurazione dell'angolo di ﬂusso locale
non è usata nella valutazione dell'angolo αij incluso nello stesso gruppo.
Per esempio, l'angolo di ﬂusso locale λ1 non compare nel `Gruppo 1' (vedi
tabella 2.1), che contiene le stime dell'angolo di attacco collegate alle coppie
(λ2, λ3), (λ2, λ4) e (λ3, λ4).
Gruppi ed angoli di ﬂusso locale associati
ID stime dell'angolo stime dell'angolo coppie di angoli
Gruppo di attacco di derapata di ﬂusso locale
1 α23,α24,α34 β23,β24,β34 (λ2, λ3)(λ2, λ4)(λ3, λ4)
2 α13,α14,α34 β13,β14,β34 (λ1, λ3)(λ1, λ4)(λ3, λ4)
3 α12,α14,α24 β12,β14,β24 (λ1, λ2)(λ1, λ4)(λ2, λ4)
4 α12,α13,α23 β12,β13,β23 (λ1, λ2)(λ1, λ3)(λ2, λ3)
Tabella 2.1: Gruppi ed angoli di ﬂusso locale associati
Durante il passo corrente, la procedura dell'algoritmo di elaborazione,
ordina i tre valori di ciascun gruppo e veriﬁca che le diﬀerenze tra i due esterni
ed il valore centrale stia al di sotto di una soglia di monitoring prestabilita.
L'attraversamento del valore di soglia stabilisce l'occorrenza di un'avaria
angolare. Quando una sonda è riconosciuta essere in avaria, l'opportuna
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calibrazione di questo valore di soglia, permette la sua rintracciabilità. In
questo caso, l'attraversamento della soglia deve avvenire in tutti i gruppi,
tranne che in quello direttamente non correlato alla sonda stessa in avaria.
La ﬁgura 2.7 mostra come gli algoritmi identiﬁcano la prima avaria angolare
(nel caso a non avviene nessuna avaria, mentre nel caso b viene rintracciata
un'avaria nella sonda 1).
Figura 2.7: Algoritmi di monitoring per l'identiﬁcazione della prima avaria
angolare
La procedura adotta una diﬀerente logica una volta che è stata rintraccia-
ta la prima avaria angolare. Gli algoritmi di monitoring ordinano i restanti
tre valori (vedi tabella 2.2), andando a veriﬁcare se le diﬀerenze tra i due
estremi ed il valore intermedio sono maggiori o minori del valore di soglia
prestabilito.
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Restanti coppie nel caso di una sonda in avaria
Coppie Sonda 1 Sonda 2 Sonda 3 Sonda 4
disponibili in avaria in avaria in avaria in avaria
(λ1, λ2) X X
(λ1, λ3) X X
(λ1, λ4) X X
(λ2, λ3) X X
(λ2, λ4) X X
(λ3, λ4) X X
Tabella 2.2: Restanti coppie nel caso di una sonda in avaria
L'attraversamento del valore di soglia sottolinea l'occorrenza della secon-
da avaria, ma in questo caso non è possibile stabilire quale sonda è soggetta
alla seconda avaria. Come conseguenza, non può essere determinata una
soluzione consolidata ed il sistema non può più essere monitorato.
2.6 Algoritmo di monitoring per le pressioni
Per quanto riguarda il calcolo di Psa e del M∞, le misurazioni delle pres-
sioni locali derivanti da ciascuna sonda, permettono la stima di una coppia
di valori (Psa,i,M∞,i).
La procedura di monitoring porta avanti due algoritmi di tipo standard, in
modo parallelo: uno agisce sui quattro valori della pressione statica, mentre
l'altro opera sui quattro valori del numero di Mach. Una eventuale avaria
nella misurazione della pressione locale è riconosciuta tale se i valori associati
Psa,i e M∞,i non passano almeno uno dei due controlli.
Gli algoritmi di monitoring calcolano un valore di riferimento per quanto
riguarda il numero di Mach (Machm) ed un valore di riferimento per la
pressione statica (Psam) come la media delle due relative stime intermedie
[11]. Gli algoritmi valutano dunque le diﬀerenze tra le quattro stime del
Mach (o della Psa) ed il valore Machm (oppure Psam), in modo da veriﬁ-
care se una di queste è maggiore di un opportuno valore di soglia prestabilito,
Machth (oppure Psath).
Una volta che avviene la prima avaria, la procedura pone il Machm (oppure
Psam) pari al valore intermedio dei tre restanti valori di Mach o della Psa.
Il monitoring è ancora possibile dopo due avarie di pressione, così il sistema
è two-fail operative rispetto alle misurazioni sulle pressioni da parte delle
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sonde. In questo caso la procedura veriﬁca se la diﬀerenza tra i restanti due
valori è minore del valore di soglia prestabilito, altrimenti viene dichiarata
la terza avaria sulle pressioni, sebbene non sia possibile stabilire quale sonda
conduca a tale avaria.
Deve essere sottolineato che questo algoritmo di monitoring è basato sul-
l'ipotesi che due avarie non possano avvenire in contemporanea (stessa ipotesi
vale anche per quanto riguarda l'algoritmo dimonitoring degli angoli). Se più
di un valore attraversa la soglia contemporaneamente il processo di calcolo
delle pressioni viene immediatamente dichiarato non-operativo, perchè l'algo-
ritmo di monitoring è di fronte ad una situazione non gestibile. Comunque,
la probabilità dell'occorrenza di un tale evento è considearata estremamente
remota.
E' bene annotare che la procedura di calcolo per determinare Psa e M∞
necessita una precedente determinazione di valori consolidati degli angoli di
attacco e di derapata (α, β). Nel caso di perdita di tale informazioni, a causa
delle avarie sulle misurazioni degli angoli di ﬂusso locale, è ancora possibile
determinare Psa e M∞ nel caso in cui procedure alternative, basate per es-
empio su misurazioni derivanti da sensori inerziali, vengano implementate al
ﬁne di stimare α e β.
2.7 Algoritmi di voting
Lo scopo degli algoritmi di voting è quello di deﬁnire un valore unico
votato per ciascun parametro del sistema dati-aria. Tali algoritmi cambiano
in dipendenza del numero delle stime che sono disponibili. Se l'algoritmo di
monitoring identiﬁca una sonda in avaria, gli algoritmi di voting non con-
siderano i parametri associati alla sonda stessa. Nella condizione di sistema
full-operative, la procedura computazionale calcola sei valori dell'angolo di
attacco, sei valori dell'angolo di derapata, quattro valori del numero di Mach
e quattro valori della pressione statica. Il generico valore votato (Vvoted) è la
media dei due valori intermedi.
Vvoted =
(VIII + VIV )
2
per i sei valori di α e β (2.30)
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Vvoted =
(VII + VIII)
2
per i quattro valori di Psa e M∞ (2.31)
dove i pedici II,III e IV indicano l'ordine di posizione. La prima avaria
sulle misurazioni degli angoli causa la perdita di tre coppie di valori (αij , βij)
sulle sei disponibili in totale, mentre la prima avaria sulle pressioni determina
la perdita di una sola coppia (Psa,i,M∞,i) sulle quattro disponibili.
Una volta che è occorsa la prima avaria nella misurazione di una pressione
locale o di un angolo di ﬂusso locale, il valore votato è posto uguale a quello
intermedio delle tre restanti stime.
La seguente ﬁgura 2.8 mostra il modo in cui funzionano gli algoritmi di voting
che agiscono sui quattro valori del Mach (oppure di Psa) nella condizione
di sistema full-operative (per t0 < t < t1), nella condizione di avaria (per
t > t5), e durante il periodo di transizione precedente alla stessa avaria (per
t1 < t < t5).
Figura 2.8: Algoritmi di voting (full-operative e prima avaria)
Nel caso di una seconda avaria di pressione, è ancora possibile generare
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valori consolidati per quanto riguarda il numero di Mach e la pressione stat-
ica perchè due coppie (Psa,i,M∞,i) sono ancora disponibili. Il valore votato
del numero di Mach (o di Psa) è la media delle rimanenti stime.
Per quanto riguarda il processo computazionale degli angoli, come già men-
zionato nel precedente paragrafo, una volta che la procedura individua una
seconda avaria angolare, il processo non è più operativo.
2.8 Modi operativi del sistema
Alcuni processi computazionali dell'intera procedura non sono operativi
nel momento in cui uno stabilito numero di avarie sulle misurazioni angolari
o di pressione è avvenuto. Di conseguenza la procedura computazionale ha
molti e diversi modi operativi, ciascuno dei quali è caratterizzato da dif-
ferenti capacità. L'attivazione di ciascun metodo operativo dipende dalla
tipologia dell'avaria individuata dagli algoritmi di monitoring. Le due fasi
computazionali della procedura, precedentemente descritte, dipendono l'una
dall'altra. Il numero di Mach, valutato ad un passo precedente della proce-
dura, viene utilizzato nel calcolo degli angoli di attacco e di derapata, che,
d'altra parte, sono degli inputs necessari per la stima della pressione stat-
ica e del valore del numero di Mach aggiornato. E' importante ricordare
che quando avviene la seconda avaria angolare, la procedura computazionale
può portare avanti il processo dell'algoritmo di calcolo sulle pressioni, utiliz-
zando gli angoli di attacco e di derapata, generati da informazioni derivanti
da fonti alternative, come per esempio misurazioni inerziali. La procedura
computazionale ha i seguenti modi operativi, ﬁgura 2.9:
• Modalità Piena Operatività, la procedura garantisce tutti i parametri
di volo consolidati (α, β, Psa,M∞)
• Modalità Avaria Angoli, la procedura ha tale modo operativo dal mo-
mento in cui viene riscontrata la seconda avaria angolare. In questo
modo operativo vengono garantiti solamente Psa e M∞
• Modalità di By-Pass, la procedura coinvolge tale modo operativo nel
momento in cui viene riscontrata la terza avaria sulle misurazioni della
pressione o nel momento in cui si trova nella condizione di Low-Speed.
Durante la condizione di Low-Speed, la velocità del velivolo è inferiore
al valore minimo richiesto per l'allineamento della sonda rispetto al
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Figura 2.9: Modi operativi e condizioni di avaria
ﬂusso locale, così che le misurazioni rilevate dalla sonda stessa non
sono ritenute aﬃdabili.
Capitolo 3
Le Reti Neurali
3.1 Introduzione alle Reti Neurali Artiﬁciali
Le reti neurali artiﬁciali sono nate per riprodurre attività tipiche del
cervello umano come la percezione di immagini, il riconoscimento di forme,
la comprensione del linguaggio, il coordinamento senso-motorio, ecc. . . .
A tale scopo si sono studiate le caratteristiche del cervello umano.
Nel sistema nervoso esistono miliardi di neuroni (cellule nervose). Un neu-
rone è formato da un corpo cellulare e da molti prolungamenti ramiﬁcati,
detti dendridi, attraverso i quali il neurone riceve segnali elettrici da altri
neuroni. Ogni neurone ha anche un prolungamento ﬁlamentoso chiamato
assone, la cui lunghezza può variare da circa 1 cm a qualche metro [13].
All'estremità l'assone si ramiﬁca formando terminali attraverso i quali i seg-
nali elettrici vengono trasmessi ad altre cellule (ad esempio ai dendridi di
altri neuroni). Tra un terminale di un assone e la cellula ricevente esiste
uno spazio. I segnali superano questo spazio per mezzo di sostanze chimiche
dette neurotrasmettitori. Il punto di connessione tra terminale e dendride è
detto sinapsi.
Un neurone si `attiva', cioè trasmette un impulso elettrico lungo il suo as-
sone quando si veriﬁca una diﬀerenza di potenziale elettrico tra l'interno e
l'esterno della cellula. L'impulso elettrico provoca la liberazione di un neuro-
trasmettitore dai terminali dell'assone, che a loro volta possono, ad esempio,
inﬂuenzare altri neuroni.
I neuroni biologici sono da 5 a 6 ordini di grandezza più lenti dei componenti
elettronici convenzionali: un evento in un chip si veriﬁca in alcuni nanosec-
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ondi (10−9 s) mentre un evento neurale in alcuni millisecondi (10−3 s).
Il cervello umano è un calcolatore complesso, non lineare e parallelo. Pur
essendo costituito da elementi di elaborazione molto semplici (i neuroni),
è in grado di eseguire computazioni complesse, come il riconoscimento, la
percezione ed il controllo del movimento, molto più velocemente del più ve-
loce degli attuali calcolatori.
Il cervello è in grado di modiﬁcare le connessioni tra i neuroni in base all'es-
perienza acquisita, cioè è in grado di imparare.
Nel cervello non esiste un controllo centralizzato, nel senso che le varie zone
del cervello funzionano insieme, inﬂuenzandosi reciprocamente e contribuen-
do alla realizzazione di uno speciﬁco compito.
Inﬁne, il cervello umano è fault-tolerant, cioè se un neurone o una delle sue
connessioni sono danneggiate, il cervello continua a funzionare, anche se con
prestazioni leggermente degradate. In particolare, le prestazioni del processo
cerebrale degradano gradualmente mano mano che si distruggono sempre più
neuroni graceful degradation.
Quindi, per riprodurre artiﬁcialmente il cervello umano, occorre realizzare
una rete di elementi molto semplici che sia una struttura distribuita, mass-
icciamente parallela, capace di apprendere e quindi di generalizzare (cioè di
produrre uscite in corrispondenza di ingressi non incontrati durante l'adde-
stramento).
La computazione neurale si ispira ai sistemi neurali biologici, dei quali si
cerca di modellare la struttura e simulare le funzioni di base. In contrappo-
sizione alla ﬁlosoﬁa in cui un singolo processore accentra tutta la capacità
computazionale ed esegue le operazioni in sequenza programmata, le reti
neurali, ispirandosi ai sistemi biologici, considerano un elevato numero di
elementi con capacità computazionali elementari. Questi sono i `neuroni art-
ﬁciali', detti anche `nodi', i quali sono connessi ad altre unità dello stesso
tipo. Un neurone artiﬁciale è l'unità computazionale atomica di una rete
neurale. Esso valuta l'intensità degli ingressi, ed a ciascuno assegna un peso,
cioè un valore numerico che modula l'impatto che tale ingresso ha sulla som-
ma totale. Ogni neurone calcola la somma dei segnali pesati che riceve in
ingresso e vi aggiunge la propria `soglia di attivazione' (bias). A tale somma
pesata degli ingressi è applicata una funzione, detta funzione di trasferimen-
to o legge di attivazione, di solito non lineare, che determina l'uscita della
rete stessa. Tipicamente viene utilizzata la stessa funzione di attivazione
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per tutti i neuroni che appartengono allo stesso strato di una rete, anche
se questo non è indispensabile. Ad ogni connessione è attribuito un peso
più o meno debole in modo tale che un neurone possa o meno inﬂuenzarne
un altro in funzione della `forza' di connessione fra i due. Ciascun neurone
riceve diversi segnali in ingresso, ma ne crea uno solo in uscita.
In una rete neurale, generalmente, i neuroni vengono organizzati in strati
(layer). Il comportamento di un neurone è determinato dalla sua funzione di
trasferimento e dalle connessioni pesate lungo le quali invia e riceve segnali.
Nella maggior parte delle reti, i neuroni risultano interamente connessi, e
quindi se un neurone appartiene ad uno strato ed è collegato ad un neurone
dello strato successivo, allora tutti i neuroni del primo strato sono connessi
al secondo neurone. Esistono in letteratura metodologie chiamate di pruning
o surgerying, [14], che provvedono ad eliminare alcune connessioni all'interno
della rete, per migliorare le prestazioni ad un costo computazionale minore.
L'architettura di rete maggiormente utilizzata è il `percettrone multi-strato'
(Multi-Layer Perceptron, MLP), costituita da uno strato di neuroni di in-
gresso, da uno o più strati intermedi (`starto nascosto' o hidden layer) e da
uno strato d'uscita (output layer).
Uno dei concetti fondamentali della computazione neurale è quello del train-
ing o `addestramento'. E' infatti fondamentale capire come una rete viene
addestrata per poter fornire appropriate risposte in relazione a determinati
valori degli ingessi.
Il metodo più usato per addestrare una rete neurale consiste nel presentare
in ingresso alla rete un insieme di esempi (training set). La risposta fornita
dalla rete per ogni esempio viene confrontata con la risposta desiderata, si
valuta la diﬀerenza (errore) fra le due, ed in base a tale diﬀerenza, si aggius-
tano i pesi. Questo processo viene ripetuto sull'intero training set ﬁnchè le
uscite della rete producono un errore al di sotto di una soglia prestabilita.
Gli algoritmi di addestramento speciﬁcano in che modo devono essere mod-
iﬁcati i pesi per far sì che la reta apprenda. Ci sono due classi di algoritmi:
quelli `con supervisore (supervised learning)' e quelli `senza supervisore (un-
supervised learning)'. Gli algoritmi con supervisione modiﬁcano i pesi delle
connessioni in modo che a deﬁniti valori di ingresso (campione di ingresso)
corrispondano delle uscite deﬁnite a priori (campione d'uscita). Il più famoso
tra questi algoritmi è senza dubbio quello denominato di Back-Propagation.
Negli algoritmi di addestramento non supervisionato l'aggiustamento dei pe-
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si della rete neurale avviene in base ad alcune valutazioni sulla qualità del
campione di ingresso da parte delle funzioni dell'algoritmo stesso.
Tipicamente, il neurone artiﬁciale ha molti ingressi ed una sola uscita. Ogni
ingresso ha associato un peso, che determina la conducibilità del canale di
ingresso. L'attivazione del neurone è una funzione della somma pesata degli
ingressi.
Anche se di recente introduzione, le reti neurali trovano valida applicazione
in settori quali predizione, classiﬁcazione, riconoscimento e controllo, por-
tando spesso contributi signiﬁcativi alla soluzione di problemi diﬃcilmente
trattabili con metodologie classiche.
3.2 Modello di un Neurone
Figura 3.1: Modello di neurone
Un neurone (ﬁgura 3.1) ha n canali di ingresso x1, . . . , xn, a ciascuno dei
quali è associato un peso. I pesi wi sono numeri reali che riproducono la
sinapsi. Se wi > 0, il canale è detto eccitatorio, se invece wi < 0, il canale
è inibitorio. Il valore assoluto di un peso rappresenta la forza della connes-
sione.
L'uscita, cioè il segnale attraverso il quale il neurone trasmette la sua attiv-
ità all'esterno, è calcolata applicando la funzione di attivazione alla somma
pesata degli ingressi. Indicando con:
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a =
n∑
i=1
wixi
la somma pesata degli ingressi, abbiamo:
y = f(a) = f(
n∑
i=1
wixi)
Spesso, nella letteratura, la somma pesata degli ingressi è indicata con
la parola net. Inoltre, la funzione di attivazione è detta anche funzione di
trasferimento.
Nel modello di neurone rappresentato nella precedente ﬁgura 3.1 è stata
inclusa anche una soglia (threshold), che ha l'eﬀetto di abbassare il valore in
ingresso alla funzione di attivazione. Quindi, più correttamente, dobbiamo
scrivere:
y = f(a) = f(
n∑
i=1
wixi − θ)
In questo caso, interpretando la soglia come il peso associato ad un ulte-
riore canale di ingresso x0, di valore sempre costante e pari a −1, potremmo
anche scrivere
y = f(a) = f(
n∑
i=1
wixi)
con w1 = θ.
Il modello di un neurone diventa quindi quello rappresentato nella seguente
ﬁgura 3.2.
Osserviamo che in alcuni casi, invece di considerare la soglia, si considera
l'opposto della soglia, detto bias, che può quindi essere visto come il peso as-
sociato ad un ulteriore canale di ingresso di valore costante pari a 1. Avremo
ancora:
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Figura 3.2: Modello di neurone
y = f(a) = f(
n∑
i=1
wixi)
dove x1 = 1 e w1 = b, in cui b è proprio il bias.
3.2.1 Funzione di attivazione
La funzione di attivazione deﬁnisce l'uscita di un neurone in funzione del
livello di attivazione a =
∑n
i=1wixi.
L'uscita può essere un numero reale, un numero reale appartenente ad un
certo intervallo (ad esempio, [0, 1]), oppure un numero appartenente ad un
insieme discreto (tipicamente, {0, 1} oppure {−1,+1}).
Vediamo alcuni esempi di funzione di attivazione.
• Funzione a soglia (ﬁgura 3.3)
L'uscita di un neurone che usa una funzione di attivazione a soglia è:
y =
{
1 se a ≥ 0
0 se a < 0
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Figura 3.3: funzione a soglia
Se si scorpora il contributo dell'ingresso x0 dal livello di attivazione,
cioè ad a =
∑n
i=1wixi, il diagramma diventa quello di ﬁgura 3.3, caso
(b), evidenziando così la notazione di soglia per il parametro θ:
y =
{
1 se
∑n
i=1wixi ≥ θ
0 se a < θ
• Funzione lineare (ﬁgura 3.4)
f(a) = a
Figura 3.4: Funzione lineare
• Funzione lineare a tratti (ﬁgura 3.5)
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f(a) =

0 se a ≤ -0.5
a+ 0.5 se -0.5 < a < +0.5
1 se a ≥ 0.5
Figura 3.5: Funzione lineare a tratti
• Funzione sigmoide (ﬁgura 3.6)
Assieme alla funzione di soglia, le funzioni sigmoidi sono tra le più
usate. Un esempio di funzione sigmoide è la funzione logistica, deﬁnita
come:
f(a) =
1
1 + exp(−a)
Osserviamo che, mentre una funzione a soglia assume solo i valori 0 e 1,
una funzione sigmoide assume tutti i valori da 0 a 1. Notiamo, inoltre,
che la funzione sigmoide è derivabile, mentre la funzione a soglia non
lo è (questo sarà utile in seguito).
Le funzioni di attivazione viste ﬁnora assumono valori tra 0 e +1 (es-
clusa la funzione lineare). A volte è opportuno che la funzione di
attivazione assuma valori tra -1 e +1. In particolare, la funzione a
soglia è così rideﬁnita:
f(a) =

1 se a > 0
0 se a = 0
−1 se a < 0
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Figura 3.6: Funzione sigmoide
Tale funzione è nota come funzione segno.
3.3 Architettura di una rete neurale
Si possono identiﬁcare diversi tipi di architettura di rete. In questo lavoro
ne presentiamo due.
3.3.1 Reti completamente connesse (non stratiﬁcate)
In una rete completamente connessa ogni neurone è connesso (in modo
bidirezionale) con tutti gli altri (vedi ﬁgura 3.7).
Le connessioni tra i neuroni di una rete completamente connessa sono rap-
presentate mediante una matrice quadrata W , di dimensione pari al numero
di neuroni, il cui generico elemento wij rappresenta il peso della connessione
tra il neurone i ed il neurone j. Si fa notare che alcuni autori usano, in-
vece, la notazione wji per indicare il peso sulla connessione dal neurone i al
neurone j.
3.3.2 Reti stratiﬁcate
Nelle reti stratiﬁcate si individuano degli strati di neuroni tali che ogni
neurone è connesso con tutti quelli dello strato successivo, ma non esistono
connessioni tra i neuroni all'interno dello stesso strato, nè tra neuroni di
strati non adiacenti (vedi ﬁgura 3.8).
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Figura 3.7: Esempio di rete completamente connessa
Il numero di strati ed il numero di neuroni per strati dipendono dallo speciﬁco
problema che si intende risolvere.
Dato che nello strato di ingresso non avviene alcuna computazione (i
neuroni di ingresso devono semplicemente passare allo strato successivo i
segnali ricevuti dall'ambiente esterno), la rete rappresentata in ﬁgura 3.8
viene di solito considerata come una rete con un solo strato. Inoltre, dato
che i segnali viaggiano dallo strato di ingresso verso lo strato di uscita, si
parla di rete feedforward.
Nella successiva ﬁgura 3.9 viene mostrata una rete stratiﬁcata feedforward
contenente uno strato nascosto, cioè uno strato i cui neuroni non comunicano
direttamente con l'esterno. In generale, possono esserci uno o più strati
nascosti. I neuroni nascosti permettono alla rete di costruire delle opportune
rappresentazioni interne degli stimoli in ingresso in modo da facilitare il
compito della rete.
Le connessioni tra i neuroni di una rete stratiﬁcata sono rappresentate
mediante tante matrici quante sono le coppie di strati adiacenti. Ogni ma-
trice contiene i pesi delle connessioni tra le coppie di neuroni di due strati
adiacenti.
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Figura 3.8: Esempio di rete stratiﬁcata
Figura 3.9: Esempio di rete stratiﬁcata con strato nascosto
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3.4 Modalità di attivazione dei neuroni
A seconda dei modelli di rete neurale, un solo neurone per volta può
attivarsi ovvero tutti i neuroni possono attivarsi contemporaneamente. Nel
primo caso si parla di attivazione asincrona, mentre nel secondo di attivazione
sincrona o parallela. In particolare, nell'attivazione asincrona il neurone che
può attivarsi è scelto in modo casuale.
3.4.1 Esempio
Costruiamo una rete neurale che calcola l'or esclusivo (XOR) che è
deﬁnito dalla tabella 3.1
Ingresso
x1 x1 uscita
1 1 0
1 0 1
0 1 1
0 0 0
Tabella 3.1: Tabella logica XOR
Consideriamo una rete con uno strato nascosto. Per calcolare l'uscita da
ogni neurone dello strato nascosto e dello strato di uscita usiamo la funzione
a soglia. (Ricordiamo che l'uscita di un neurone nello strato di ingresso
coincide con il segnale in ingresso a tale neurone).
Diamo in ingresso alla rete la coppia [1, 1]. Per il primo neurone nascosto
con soglia −1.5, abbiamo:
a = (x0 ·−1.5)+(x1 ·−1)+(x2 ·−1) = (−1·−1.5)+(1·−1)+(1·−1) = −0.5
quindi l'uscita è 0. Per il secondo neurone nascosto con soglia −0.5
abbiamo:
a = (x0 ·−0.5)+(x1 ·−1)+(x2 ·−1) = (−1·−0.5)+(1·−1)+(1·−1) = −1.5
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Figura 3.10: Rete per il calcolo dello XOR
quindi l'uscita è 0. Per il neurone di uscita con soglia 0.5 abbiamo:
a = (x0 · 0.5) + (x1 · 1) + (x2 · −1) = (−1 · 0.5) + (0 · 1) + (· − 1) = −0.5
quindi l'uscita è 0.
Facendo i calcoli con gli altri ingressi della tabella 3.1 che deﬁnisce il con-
nettivo logico XOR, otteniamo le uscite indicate nella stessa tabella.
3.5 Apprendimento supervisionato
Con riferimento all'esempio precedente, possiamo osservare che il corret-
to funzionamento della rete neurale dipende dall'architettura della rete (cioè
dal numero di strati e dal numero di neuroni per strato), dalla funzione di
attivazione dei neuroni e dai pesi. I primi due parametri sono ﬁssati prima
della fase di addestramento. Il compito dell'addestramento è quindi quello
di aggiustare i pesi in modo che la rete produca le risposte desiderate.
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Uno dei modi più usati per permettere ad una rete di imparare è l'apprendimento
supervisionato, che prevede di presentare alla rete per ogni esempio di adde-
stramento la corrispondente uscita desiderata.
Di solito i pesi vengono inizializzati con valori casuali all'inizio dell'addestra-
mento. Poi si cominciano a presentare, uno alla volta, gli esempi costituenti
l'insieme di addestramento (training set). Per ogni esempio presentato si
calcola l'errore commesso dalla rete, cioè la diﬀerenza tra l'uscita desiderata
e l'uscita eﬀettiva della rete. L'errore è usato per aggiustare i pesi.
Il processo viene di solito ripetuto ripresentando alla rete, in ordine casuale,
tutti gli esempi del training set ﬁnchè l'errore commesso su tutto il training
set (oppure l'errore medio sul training set) risulta inferiore ad una soglia
prestabilita.
Dopo l'addestramento la rete viene testata controllandone il comportamen-
to su un insieme di dati, detto test set, costituito da esempi non utilizzati
durante la fase di training. La fase di test ha quindi lo scopo di valutare la
capacità di generalizzazione della rete neurale.
Si dice che la rete ha imparato, quando è in grado di fornire risposte anche
per ingressi che non le sono mai stati presentati durante la fase di addestra-
mento.
Ovviamente le prestazioni di una rete neurale dipendono fortemente dall'in-
sieme di esempi scelti per l'addestramento. Tali esempi devono quindi essere
rappresentativi della realtà che la rete deve apprendere ed in cui verrà uti-
lizzata. L'addestramento è in eﬀetti un processo ad hoc dipendente dallo
speciﬁco problema trattato.
3.5.1 Delta Rule
Riferiamoci al neurone rappresentato in ﬁgura 3.11.
Figura 3.11: Neurone delta rule
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La regola più usata per aggiustare i pesi di un neurone è la delta rule o
regola di Widrow-Hoﬀ. Sia x = (x1, . . . , xn) l'ingresso fornito al neurone. Se
t ed y sono, rispettivamente, l'uscita desiderata e l'uscita neurale, l'errore δ
è dato da:
δ = t− y
La delta rule stabilisce che la variazione del generico peso ∆wi è:
∆wi = ηδxi
dove η è un numero reale compreso tra 0 ed 1 detto learning rate. Il
learning rate determina la velocità di apprendimento del neurone. La delta
rule modiﬁca in maniera proporzionale all'errore solo i pesi delle connessioni
che hanno contribuito all'errore (cioè che hanno xi 6= 0). Al contrario, se
xi = 0, wi non viene modiﬁcato poichè non si sa se ha contribuito all'errore.
Il nuovo valore dei pesi è quindi:
wi = wi +∆wi
3.5.2 Esempio di addestramento
Molti problemi, per poter essere risolti, richiedono di adattare una retta
o una curva ai dati che si hanno a disposizione. Consideriamo, ad esempio,
un insieme di punti nel piano che seguono l'andamento di una linea retta ma
non appartengono esattamente ad alcuna linea retta (vedi ﬁgura 3.12).
Possiamo interpolare i punti mediante una retta, calcolata, ad esempio
usando il metodo dei minimi quadrati. Tale metodo ci permette di calcolare
la retta che minimizza la somma degli errori quadratici per tutti i punti. Per
ogni punto, l'errore è la distanza del punto dalla retta, come rappresentato
in ﬁgura 3.13.
La retta disegnata in ﬁgura 3.13 può essere utile per ricavare o per
prevedere valori della variabile dipendente (rappresentata sull'asse delle or-
dinate) in corrispondenza di valori della variabile indipendente per cui non
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Figura 3.12: Punti di addestramento
Figura 3.13: Retta dei minimi quadrati
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sono state fatte misurazioni.
Considerando che l'equazione di una retta in forma esplicita è:
y = mx+ c
dove y ed x sono variabili, m la pendenza e c il punto in cui la retta
incontra l'asse y, possiamo calcolare m e c con il metodo dei minimi quadrati
risolvendo le equazioni ottenute uguagliando a 0 le derivate parziali (rispetto
ad m e c, rispettivamente) della somma degli errori quadratici.
In alternativa al metodo dei minimi quadrati si può usare una rete neurale
che approssima una retta. In ingresso alla rete vengono presentati i punti da
approssimare con la linea retta e si lascia alla rete il compito di apprendere.
Possiamo usare una rete (rappresentata nella seguente ﬁgura 3.14) costituita
da un neurone di ingresso ed un neurone di uscita con funzione di attivazione
lineare. Dato che la rete deve stimare m e c, m e c stessi costituiscono i pesi.
Tali pesi saranno inizializzati in modo del tutto casuale. Gli esempi che
costituiscono il training set sono le coppie (x, y) delle coordinate dei punti
da approssimare con la linea retta; ovvero l'ascissa rappresenta l'ingresso e
l'ordinata l'uscita desiderata. Il peso c è la soglia, quindi è associato ad un
ingresso costantemente uguale a -1.
Figura 3.14: Esempio di rete per approssimazione retta
La rete viene addestrata usando la delta rule con un certo learning rate
(ad esempio, η = 0.1). I punti del training set saranno presentati un certo
numero di volte, ﬁnchè l'errore commesso dalla rete non scende al di sotto
di una soglia prestabilita.
L'uscita della rete produrrà una retta del tutto simile a quella generata col
metodo dei minimi quadrati.
Diremo che la rete ha imparato perchè dandole in ingresso l'ascissa di un
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punto non usato durante l'addestramento la rete produrrà in uscita l'ordinata
corrispondente.
3.6 Classiﬁcazione
In molte applicazioni si incontrano problemi di classiﬁcazione di un in-
sieme di oggetti, cioè occorre associare ogni oggetto alla classe corretta.
Supponiamo di voler classiﬁcare in due classi distinte oggetti rappresentati
mediante punti nel piano. Se le due classi sono linearmente separabili, pos-
siamo usare una rete neurale che approssima una retta di separazione tra le
due classi. Un oggetto sarà quindi classiﬁcato rappresentandolo come punto
nel piano ed assegnandolo a quella delle due classi individuata dal semipiano
in cui cade il punto.
Tale classiﬁcazione può essere facilmente ottenuta addestrando una rete neu-
rale con due ingressi ed un solo neurone di uscita con funzione di attivazione
a soglia, come rappresentato in ﬁgura 3.15.
Figura 3.15: Esempio di perceptron
Tale rete di ﬁgura 3.15 è un esempio semplice di perceptron, costituito da
più ingressi conﬂuenti in un neurone di uscita con funzione di attivazione a
soglia.
Consideriamo ad esempio la ﬁgura 3.16.
Possiamo associare la classe C1 all'insieme di stimoli per cui la rete
risponde con y = 1 e C2 all'insieme di stimoli per cui la rete risponde con
y = 0, cioè:
x ∈ C1 se y = 1
x ∈ C2 se y = 0
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Figura 3.16: Esempio di utilizzo del perceptron
Nel piano (x1, x2) degli ingressi della rete le classi C1 e C2 sono rappre-
sentate da due semipiani separati dalla retta
x2 = −w1
w2
x1 +
θ
w2
Vediamo come è possibile addestrare il perceptron in modo che sia in
grado di classiﬁcare correttamente i punti del piano. Dopo aver predisposto
un opportuno training set, si fa uso della delta rule eseguendo i seguenti
passi:
1. si inizializzano i pesi wi con valori casuali;
2. si presenta alla rete un ingresso xk insieme al valore tk desiderato in
uscita;
3. si calcola la risposta yk della rete e si aggiornano i pesi mediante la
delta rule;
4. si ripete il ciclo dal passo 2, ﬁnchè la risposta della rete non risulti
soddisfacente.
Con riferimento all'ultima ﬁgura 3.16, osserviamo che il processo di ap-
prendimento, modiﬁcando i pesi w1, w2 e θ, non fa altro che modiﬁcare la
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posizione e la pendenza della retta di separazione tra le due classi. Il pro-
cesso termina quando la retta separa correttamente le due classi.
Inﬁne, osserviamo che la rete considerata nell'esempio è un perceptron con
due ingressi perchè gli oggetti da classiﬁcare sono rappresentati come punti
in <2. Tali punti sono separati da una retta. In generale, se gli oggetti da
classiﬁcare sono vettori n−dimensionali, gli ingressi del perceptron sono n e
le due classi sono separate da un iperpiano in <n.
3.6.1 Aggiornamento dei pesi e convergenza della Delta Rule
Consideriamo la rete rappresentata in ﬁgura 3.17, con n ingressi e p
uscite;
Figura 3.17: Delta rule
Siano t1 e oj rispettivamente, l'uscita desiderata e l'uscita eﬀettiva del
neurone j. L'errore Ek commesso dalla rete sull'esempio k, può essere
deﬁnito come:
Ek =
1
2
p∑
j=1
(tj − oj)2 (3.1)
(il fattore 12 è stato introdotto per sempliﬁcare le notazioni), per cui
l'errore globale commesso dalla rete su tutto il training set costituito da m
esempi è E =
∑m
k=1Ek.
Per illustrare il razionale della delta rule, verrà preso in esame un caso sem-
plice di comportamento lineare; anche se analiticamente tale situazione può
essere aﬀrontata con metodi diretti, faremo riferimento alla procedura iter-
ativa della delta rule.
Consideriamo allora un singolo neurone, rappresentato nella successiva ﬁgu-
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ra 3.18, con due ingressi, soglia pari a 0 e funzione di attivazione lineare (cioè
l'uscita coincide con l'ingresso: f(a) = a.
Figura 3.18: Esempio di singolo neurone
Tale neurone può modellare una qualunque linea retta passante per l'o-
rigine. Per un neurone lineare ed un singolo esempio, l'errore diventa:
E =
1
2
(t− a)2
Considerando che a = x1w1 + x2w2 e svolgendo i calcoli otteniamo:
E =
1
2
[t2−2ta+a2] = 1
2
[t2−2t(x1w1+x2w2)+x21w21+2w1x1x2w2+x22w22]
Abbiamo ricavato che l'erroreE, nel caso di neuroni lineari, è un paraboloide
nello spazio dei pesi. In generale, per altri tipi di neuroni, sarà un'ipersuper-
ﬁcie nello spazio dei pesi.
Prima di iniziare l'addestramento, i pesi sono inizializzati a valori casu-
ali, quindi il punto che rappresenta lo stato iniziale della rete può trovarsi
ovunque sulla superﬁcie dell'errore (in generale non coinciderà con il punto
di minimo di tale superﬁcie). Durante l'addestramento i pesi dovranno essere
modiﬁcati in modo da far muovere lo stato della rete lungo una direzione, che
la delta rule individuerà essere quella di massima pendenza, della superﬁcie
dell'errore in modo da minimizzare l'errore globale.
Ricordiamo la deﬁnizione della delta rule con cui aggiustare i pesi:
∆wij = ηδjxi δj = (tj − oj)
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Figura 3.19: Paraboloide dell'errore
dove tj è l'uscita desiderata dal neurone j, oj l'uscita eﬀettiva, xi il seg-
nale proveniente dal neurone i, η il learning rate e ∆wij la variazione del
peso sulla connessione da i a j.
Vogliamo dimostrare che, aggiornando i pesi mediante la delta rule, l'ap-
prendimento converge verso una conﬁgurazione dei pesi che minimizza l'er-
rore quadratico globale.
Osserviamo che per dimostrare la convergenza della delta rule basterebbe
dimostrare che tale regola è riconducibile alla forma:
∆wij = − ∂E
∂wij
la quale varierebbe i pesi in modo da favorire la diminuzione dell'errore.
Infatti:
• se E cresce all'aumentare di wij (cioè ∂E∂wij > 0) allora wij viene
diminuito per contrastare la crescita di E (∆wij < 0)
• se E diminuisce all'aumentare di wij (cioè ∂E∂wij < 0) allora wij viene
aumentato per favorire la diminuzione di E (∆wij > 0)
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Per semplicità, consideriamo un neurone lineare con uscita deﬁnita da
oj =
∑
j
xiwij
.
Esprimiamo la derivata dell'errore rispetto ad un peso come prodotto di due
quantità, la prima delle quali esprime il cambiamento dell'errore in funzione
dell'uscita di un neurone, la seconda riguarda il cambiamento dell'uscita
rispetto ad un peso:
∂E
∂wij
=
∂E
∂oj
∂oj
∂wij
Dall'equazione 3.1 e dalla deﬁnizione di δj otteniamo:
∂E
∂oj
= −δj
Inoltre
∂oj
∂wij
= xi. Di conseguenza:
− ∂E
∂wij
= δjxi
A questo punto, inserendo il learning rate, otteniamo proprio la delta
rule.
Con riferimento alla ﬁgura 3.19, che mostra la superﬁcie dell'errore, osservi-
amo che il processo di apprendimento può essere interpretato come una disce-
sa su tale superﬁcie lungo la linea di massima pendenza, individuata appunto
dal gradiente:
−∆E = (− ∂E
∂wij
)
.
Il learning rate η rappresenta quindi la rapidità di discesa di E sulla super-
ﬁcie. E' importante scegliere il valore giusto per η: un valore troppo piccolo
può comportare un apprendimento troppo lento, mentre un valore troppo el-
evato può provocare oscillazioni dell'errore intorno al minimo. La soluzione
tipicamente adottata è quella di stabilire un valore alto di η (prossimo a
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1) all'inizio dell'addestramento e diminuire tale valore mano a mano che si
procede con l'apprendimento.
Osservazione
La delta rule, che abbiamo ricavato riferendoci per semplicità ai neuroni
lineari, è in realtà valida per qualsiasi tipo di neurone. Si parla, in eﬀetti,
di delta rule nel caso di neuroni lineari e di delta rule generalizzata per
altri tipi di neuroni, tenendo però conto della eventuale forma della funzione
dell'errore da generalizzare.
3.6.2 Problemi lineari e non lineari
Un problema di classiﬁcazione in cui si devono separare in due classi i
punti appartenenti ad un certo insieme, si dice lineare se una linea (in due
dimensioni) od un iperpiano (in n dimensioni) possono separare corretta-
mente tutti i punti. In caso contrario, il problema si dice non lineare.
Abbiamo visto che un problema lineare può essere risolto usando un per-
ceptron. Infatti, un perceptron con n ingressi è in grado di rappresentare
un iperpiano n−dimensionale. Quindi, un perceptron è in grado di risolvere
problemi linearmente separabili in cui gli ingressi devono essere catalogati in
due diﬀerenti classi separabili tramite una retta (perceptron a due ingressi),
un piano (perceptron a tre ingressi), o un iperpiano (perceptron a n ingressi).
Un tipico problema non lineare è l'or esclusivo (XOR). Tale operatore, infat-
ti, produce 1 in uscita solo quando uno solo degli ingressi vale 1, altrimenti
dà 0. Non esiste alcuna retta che separi i punti (0, 1) e (1, 0) dai punti (0, 0)
e (1, 1). Per risolvere questo problema si hanno due possibilità:
1. si ricorre a particolari funzioni di uscita non lineari
2. si usano reti con più strati
Nel primo approccio si utilizza una rete con n ingressi ed un neurone di
uscita la cui funzione di uscita è scelta in modo appropriato. Un esempio di
funzione di uscita non lineare adatta per i nostri scopi è la seguente:
y = (x1 − x2)2 =
{
1 se x1 6= x2
0 se x1 = x2
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Ovviamente, questo approccio può essere diﬃcile da perseguire qualora
la funzione non lineare richiesta sia diﬃcile da individuare.
Nel secondo approccio, si usa una rete con uno o più strati nascosti in modo
da modellare due o più rette per separare i dati. Tale rete è detta multilayer
perceptron.
Nel caso dello XOR la rete può essere quella già vista precedentemente e
contenente due neuroni nascosti che rappresentano due rette ed un neurone
di uscita che combina le informazioni prodotte dalle due rette.
Con riferimento alla rete già vista per risolvere lo XOR, consideriamo la
seguente tabella 3.2 che riporta gli ingressi ai neuroni nascosti e le relative
uscite.
Tabella logica XOR
neurone 1 neurone 2 neurone 1 neurone 2
x1 x1 ingresso strato ingresso strato uscita strato uscita strato
nascosto nascosto nascosto nascosto
1 1 -0.5 -1.5 0 0
1 0 0 -0.5 1 0
0 1 0.5 -0.5 1 0
0 0 1.5 0.5 1 1
Tabella 3.2: Tabella logica XOR
Possiamo osservare che gli ingressi alla rete risultano trasformati in us-
cita dallo strato nascosto: il primo livello di pesi (tra lo strato di ingresso
e lo strato nascosto) ha spostato il punto originale (0, 1) nel punto (1, 0).
Notiamo anche che (0, 0) e (1, 1) sono stati scambiati tra loro.
La ﬁgure seguente 3.20 rappresenta l'uscita dallo strato nascosto.
Anche il secondo livello di pesi (che connettono la strato nascosto con
lo strato di uscita) modella una retta. Aﬃnchè la rete produca gli output
desiderati, occorre quindi che le conﬁgurazioni degli input al secondo livello
di pesi siano separabili da una retta, come confermato dalla precedente ﬁgura
3.20.
I pesi che deﬁniscono la retta di separazione disegnata nella precedente ﬁgura
3.20 sono quelli già visti quando abbiamo parlato per la prima volta del
problema dello XOR
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Figura 3.20: Rappresentazione XOR
Osservazioni
Usando reti con uno strato nascosto è possibile formare regioni decisionali
convesse nello spazio degli ingressi. Dato che ogni neurone di uno strato
separa due regioni, il numero di lati della regione è minore od uguale al
numero di neuroni dello strato nascosto. Ad esempio, possiamo ottenere le
seguenti regioni in grigio (vedi ﬁgura 3.21).
Figura 3.21: Regioni decisonali convesse ottenute con uno strato nascosto
Con due strati nascosti possiamo realizzare regioni decisionali complesse,
ad esempio vedi ﬁgura 3.22.
La maggior parte dei problemi è risolvibile adottando reti con al massimo
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Figura 3.22: Regioni decisonali convesse ottenute con due strati nascosti
due strati nascosti.
Osserviamo che la formazione di regioni decisionali complesse è possibile solo
se si adottano funzioni di uscita non lineari. Infatti una rete multistrato con
neuroni lineari è equivalente ad una rete con uno strato di ingresso ed uno
strato di uscita. Ad esempio, con riferimento ad una rete con uno strato
nascosto e neuroni lineari, siano n, p e q il numero di neuroni dei tre strati
di ingresso, nascosto ed uscita rispettivamente. Ricordando che, di solito,
la matrice di connessione tra lo strato i e lo strato j si indica con Wji,
indichiamo con W21 e W32 le matrici dei pesi relative alla coppia di strati
(ingresso-nascosto) e (nascosto-uscita), rispettivamente. W21 e W32 hanno
dimensioni pxn e qxp, rispettivamente. L'uscita dallo strato nascosto è data
da Y =W21X, essendoX il vettore di ingresso. L'uscita dallo strato di uscita
è Z = W32Y = W32W21X. Deﬁnendo W = W32W21, otteniamo Z = WX,
cioè la rete considerata è equivalente ad una rete senza strati nascosti con
connessioni espresse da una matrice W , di dimensioni qxn, che è il prodotto
delle due matrici date.
3.7 Back Propagation
La rete multistrato che abbiamo adottato precedentemente per risolvere
il problema del connettivo logico XOR è stata costruita deﬁnendo i pesi
appropriati. Ovviamente, ciò che ci interessa trovare è un algoritmo di ad-
destramento supervisionato che permetta alla rete multistrato di trovare da
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sola i pesi.
Il problema incontrato nell'addestramento delle reti multistrato è il seguente:
volendo adottare un meccanismo di aggiornamento dei pesi simile alla delta
rule (in cui l'errore è calcolato come diﬀerenza tra l'uscita desiderata e l'us-
cita eﬀettiva di ciascun neurone) si riesce ad aggiornare solo i pesi relativi ai
neuroni di uscita, ma non quelli relativi ai neuroni degli strati nascosti. In-
fatti, mentre per lo strato di uscita si conosce l'uscita desiderata (tale uscita
viene data come secondo elemento delle coppie che costituiscono gli esempi
del training set), niente si sa dell'uscita desiderata dei neuroni nascosti.
Questo problema è stato risolto, dopo molti anni di disinteresse per le reti
neurali (in quanto non si riusciva ad addestrarle), solo nel 1986, quando fu
introdotto l'algoritmo di back propagation. Tale algoritmo prevede di calco-
lare l'errore commesso da un neurone dell'ultimo strato nascosto propagando
all'indietro l'errore calcolato sui neuroni di uscita collegati a tale neurone. Lo
stesso procedimento è poi ripetuto per tutti i neuroni del penultimo strato,
e così via.
Figura 3.23: Le due fasi dell'algoritmo di back propagation
L'algoritmo di back propagation prevede che, per ogni esempio del train-
ing set, i segnali viaggino dall'ingresso verso l'uscita al ﬁne di calcolare la
risposta della rete. Dopo di che c'è una seconda fase durante la quale i seg-
nali di errore vengono propagati all'indietro, sulle stesse connessioni su cui
nella prima fase hanno viaggiato gli ingressi, ma in senso contrario, dall'us-
cita verso l'ingresso. Durante questa seconda fase vengono modiﬁcati i pesi.
I pesi sono inizializzati con valori casuali. Come funzione di uscita non lineare
dei neuroni della rete si adotta in genere la funzione sigmoide (l'algoritmo
richiede che la funzione sia derivabile). Tale funzione produce valori tra 0 ed
1.
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L'algoritmo di back propagation usa una generalizzazione della delta rule.
Nel seguito useremo net per indicare la somma pesata degli ingressi in un
neurone.
Possiamo esprimere la derivata dell'errore come segue:
∂E
∂wij
=
∂E
∂oj
∂oj
∂netj
∂netj
∂wij
Poniamo:
δj = − ∂E
∂netj
(osserviamo che questa deﬁnizione coincide con la delta rule data nelle
pagine precedenti. Lì, infatti, avevamo δj = − ∂E∂oj perchè consideravamo
neuroni lineari, cioè oj = netj).
Riscriviamo l'equazione precedente:
δj = −∂E
∂oj
∂oj
∂netj
Poichè l'errore commesso sul k−esimo esempio del training set è:
Ek =
1
2
∑
j
(tj − oj)2
abbiamo:
∂E
∂oj
= −(tj − oj)
Per la funzione di attivazione f(di solito, la funzione logistica) l'uscita è:
oj = f(netj)
e quindi:
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∂oj
∂netj
= f ′(netj)
da cui:
δj = (tj − oj)f ′(netj)
Essendo netj =
∑
i xiwij si ha:
∂netj
∂wij
= xi
per cui, tornando alla formula di partenza, risulta:
∂E
∂wij
= −(tj − oj)f ′(netj)xi = −δjxi
Quindi, applicando il learning rate, abbiamo la seguente formula per la
modiﬁca dei pesi, sulla base della delta rule generalizzata:
∆wij = ηδjxi
L'errore δj è calcolabile per un neurone di uscita, ma non per un neurone
nascosto perchè, come già detto, non conosciamo la sua uscita desiderata.
Comunque, un neurone nascosto può essere adattato in modo proporzionale
al suo contributo all'errore sullo strato successivo (verso l'uscita della rete).
Fissando l'attenzione su un neurone dell'ultimo strato nascosto, possiamo
dire che l'errore commesso da tale neurone può essere calcolato come somma
degli errori commessi da tutti i neuroni di uscita collegati a tale neurone
nascosto. Il contributo di ciascuno di tali errori dipende, ovviamente, sia
dalla dimensione dell'errore commesso dal relativo neurone di uscita, sia dal
peso sulla connessione tra il neurone nascosto e il neurone di uscita. In altri
termini, un neurone di uscita con un grosso errore contribuisce in maniera
notevole all'errore di ogni neurone nascosto a cui è connesso con un peso
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elevato. Per un neurone nascosto l'errore è dato da:
δj = f ′(netj)
∑
j
δswjs
dove s è l'indice dei neuroni dello strato che trasmette all'indietro l'errore.
Come detto, una funzione spesso usata è la funzione logistica:
f(netj) =
1
1 + exp(−netj)
La derivata di tale funzione è:
f ′(netj) =
exp(−netj)
(1 + exp(−netj))2 =
1
1 + exp(−netj)(1−
1
1 + exp(−netj ) = f(netj)[1−f(netj)]
3.7.1 Osservazione
Abbiamo già osservato, parlando del perceptron, che il learning rate η non
deve avere valori troppo bassi nè troppo alti per evitare, rispettivamente,
tempi di addestramento troppo lunghi od oscillazioni dell'errore. Esistono
due tecniche per risolvere questo problema. La prima è la stessa vista per il
perceptron e prevede di variare η nel tempo. La seconda prevede di ridurre
la probabilità di oscillazione dei pesi usando un termine α, detto momentum,
che è una costante di proporzionalità (compresa tra 0 ed 1) alla precedente
variazione dei pesi. La legge di apprendimento diventa quindi:
∆wij(n+ 1) = ηδjoj + α∆wij(n)
In questo modo, il cambiamento dei pesi per l'esempio n+1 dipende dal
cambiamento apportato ai pesi per l'esempio n.
3.7.2 Algoritmo di back propagation
Dato un training set costituito da m esempi (Xk, Tk), l'addestramento di
una rete multistrato, con funzioni di trasferimento sigmoidi, avviene tramite
i seguenti passi:
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1. si inizializzano i pesi con valori casuali (in genere con valori non troppo
elevati);
2. si presenta un ingresso Xk e si calcolano le uscite oj = 11+exp(−netj) di
tutti i neuroni della rete;
3. dato Tk, si calcolano l'errore δj e la variazione dei pesi ∆wij per ogni
neurone dello strato di uscita:
δj = (tj − oj)f ′(netj) = (tj − oj)oj(1− oj)
4. partendo dall'ultimo strato nascosto e procedendo all'indietro, calco-
lare
δj = f ′(netj)
∑
s
δswjs = oj(1− oj)
∑
s
δswjs
5. per tutti gli strati aggiornare i pesi:
∆wij(n+ 1) = ηδjoj + α∆wij(n)
6. ripetere il processo dal punto 2 ﬁnchè non si siano presentati tutti gli
m esempi del training set;
7. si calcola l'errore medio sul training set (oppure l'errore globale); se
l'errore è al di sotto di una soglia preﬁssata, l'algoritmo termina (si
è raggiunta la convergenza), altrimenti si ripete un intero ciclo di
presentazione del training set.
Un ciclo di presentazione degli esempi del training set è detto epoca.
Esistono due modalità di applicazione dell'algoritmo di back propagation:
nella modalità batch i pesi sono aggiornati dopo aver presentato alla rete
tutti gli esempi del training set, nella modalità on-line (o incrementale) i
pesi sono aggiornati dopo la presentazione di ogni esempio. Nell'algoritmo
precedente si è fatto riferimento a quest'ultima modalità.
3.8 La metafora neurobiologica e breve cronologia 68
3.8 La metafora neurobiologica e breve cronologia
Allo stato attuale, a diﬀerenza delle macchine, l'uomo è un ottimo esem-
plare di `sistema' in grado di elaborare informazioni sotto-somboliche. Tali
elaborazioni, come ogni altro processo cognitivo, hanno sede nel cervello,
una complessa struttura neurobiologica, attualmente decifrata in modo pi-
uttosto accurato per quanto riguarda gli aspetti anatomici. E' noto che c'è un
`mattone elementare' che caratterizza tutte le strutture cerebrali, una cellula
denominata neurone, che è la sede di processi elettrochimici responsabili per
la generazione di campi elettromagnetici. Come è illustarto in ﬁgura 3.24, i
neuroni sono composti da un corpo detto soma e da due tipi di diramazioni:
i dentriti ed il cilindrasse o assone.
Figura 3.24: Neurone e sua struttura cellulare con soma, dentriti e
connessioni sinaptiche
Nel cervello umano sono presenti tipicamente oltre 100 miliardi di neu-
roni, ciascuno interconnesso a circa altri 10.000. Nelle interconnessioni ha
luogo la sinapsi, un processo elettrochimico atto a rinforzare o inibire l'inter-
azione cellulare. I segnali rilevabili hanno un potenziale dell'ordine di alcune
decine di milliVolt e si presentano come treni di impulsi con frequenza in-
torno ai 100 Hz, con opportune modulazioni. Sono noti modelli soﬁsticati
che esprimono il potenziale della cella (attivazione) in funzione del poten-
ziale delle celle interconnesse. E' opinione condivisa da ricercatori nel mondo
delle scienze cognitive che i segnali elettrici presenti nei neuroni siano alla
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base dell'elaborazione dell'informazione a livello cerebrale. Le capacità cog-
nitive sarebbero, dunque, in relazione all'elaborazione dei segnali presenti
nei neuroni. Inoltre, c'è evidenza sperimentale per sostenere che la struttura
cerebrale e le sinapsi siano inﬂuenzate dalla vita degli individui, dalle loro es-
perienze, dall'apprendimento di compiti speciﬁci. E' il particolare pattern di
interconnessioni e la forze delle connessioni sinaptiche che deﬁnisce le propri-
età funzionali di una particolare porzione del cervello. Si è, infatti, veriﬁcato
sperimentalmente che le funzioni cognitive risiedono in particolari zone e che
tali funzioni possono essere perdute a seguito della `rottura' dei legami sinap-
tici ed eventualmente recuperate, almeno in parte, con successivi processi di
apprendimento atti ad instaurare nuovi pattern di interconnessione sinaptica
(ﬁgura 3.25).
Figura 3.25: Organizzazione del cervello umano e sua localizzazione
funzionale
Dato che la struttura cerebrale ed il comportamento elettromagnetico
delle singole cellule neuronali sono noti, i ricercatori si sono ben presto chi-
esti se si possono operare induzioni sui comportamenti collettivi delle cellule
neuronali, e dunque del cervello umano, e se si possono trarre utili sugger-
imenti ed ispirazioni per la costruzione di macchine in grado di replicare
compiti connotati da una forte componente di elaborazione sotto-simbolica,
attualmente di diﬃcile soluzione per i calcolatori. Il lavoro di McCulloch
& Pitts [12] è forse il primo signiﬁcativo passo in questa direzione, la pri-
ma analisi completa, soprattutto dal punto di vista formale, che fa intuire
come semplici unità con sinapsi eccitatorie ed inibitorie e con apposita soglia
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siano in grado, in virtù di un processo collettivo, di rappresentare comp-
lesse proposizioni. E con questo sembra indurli ad un certo ottimismo anche
per le possibili implicazioni sulla comprensione dei processi cognitivi umani:
`Mind no longer goes more ghostly than a ghost'. Tuttavia il lavoro di Mc-
Culloch e Pitt sembra essere stato più rilevante per gli sviluppi nel settore dei
calcolatori che non delle scienze cognitive. Capire i segreti della mente dal-
l'osservazione dell'attivazione cerebrale è una sﬁda aﬀascinante, ma questo
problema di reverse engineering sembra essere terribilmente intrappolato
nella complessità del sistema neuronale umano. Si tratta sostanzialmente di
indurre regolarità e leggi dall'osservazione, come in altri settori delle scienze.
Questo problema possiede, tuttavia, un'inﬁnità di sfaccettature e, soprattut-
to, richiede un processo di induzione che sembra inerentemente intrappolato
nella complessità dei sistemi dinamici oggetto dello studio. Inferire regole
dagli esempi sembra essere diﬃcile anche in casi elementari; si pensi, a titolo
di esempio, al problema dell'inferenza induttiva di grammatiche, che consiste
nel determinare la grammatica che genera un linguaggio presentato mediante
esempi. Sfortunatamente, questo problema è intrattabile perﬁno in caso di
semplici grammatiche [12].
Era, tuttavia, ben chiaro ai padri dell'informatica che non è necessaria una
perfetta emulazione dei processi neurobiologici per l'emergenza di capac-
ità cognitive. Molti modelli connessionistici sono, infatti, solo ispirati dal
paradigma biologico a livello di unità neuronali e si basano sulla struttura
indicata in ﬁgura 3.24, dove si eredita il principio che l'attivazione neuronale
(potenziale associato all'unità) è soggetta ad eccitazioni ed inibizioni dalle
unità connesse. In particolare, l'attivazione delle unità i dipende dall'atti-
vazione della generica unità j mediante un parametro associato alla connes-
sione tra le due unità, che modella il principio elettrochimico della sinapsi.
L'utilizzo di modelli di calcolo basati su reti neurali artiﬁciali è in grado di
esibire quello che Lofti Zadeh ha deﬁnito softcomputing secondo cui il req-
uisito `trova sempre la soluzione esatta' diventa `trova spesso una soluzione
approssimata'.
La ricerca sulle reti neurali artiﬁciali si è evoluta attraverso alterne vicende.
Sin dagli albori dell'informatica, l'elaborazione basata su algoritmi e modelli
neurali centrati sull'apprendimento da esempi si sono sviluppati in parallelo.
Verso la ﬁne degli anni '60 Marvin Minsky e Simon Paper [12] pubblicano
`Perceptrons', un libro che analizza con grande lucidità ed elegante formal-
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izzazione le capacità computazionali del percettrone di Rosenblatt. La co-
munità scientiﬁca recepisce principalmente l'analisi critica del percettrone
e segue una fase di stagnazione che si protrae ﬁno agli inizi degli anni '80.
L'interesse riﬁorisce, in particolare, per i lavori di Hopﬁeld e del Parallel
Distributed Research Center sulle reti neurali multistrato con l'algoritmo di
apprendimento Backpropagation. Altre tappe importanti della ricerca nel
settore sono riassunte nella tabella 3.3.
Cronologia delle Reti Neurali
I era Eventi signiﬁcativi
1943 McCulloch and Pitts, formalizzazione del neurone artiﬁciale
1949 D.Hebb e l'apprendimento per auto-organizzazione
1956 `Dartmouth Summer Research Project on AI'
con Minsky, Mccarty, Rochester, Shannon
1960 Widrow: ADALINE
1962 Il perceptron di Rosenblatt
1969 `Perceptrons', Minsky & Papert
70s Periodo `buio': degni di nota gli associatori di Anderson,
i modelli per apprendimento senza supervisione di Kohonen,
gli studi di Grossberg
II era Eventi signiﬁcativi
1982 Reti di Hopﬁeld: memorie associative e risoluzione di problemi
1986 PDP e diﬀusione di Backpropagation
1987 La prima conferenza signiﬁcativa dell'IEEE a SanDiego
1989 I chip neurali si aﬀacciano sul mercato: Analog VLSI and Neural Systems
1990 J.Pollack e le reti neurali che elaborano strutture dati
1994 Prima Conferenza Mondiale sull'Intelligenza Computazionale (Orlando)
1994 Nasce il progetto NeuroCOLT Computational Learning Theory
2001 L'IEEE approva la creazione della Neural Networks Society
Tabella 3.3: Alcuni eventi signiﬁcativi che hanno marcato la storia delle reti
neurali artiﬁciali
3.9 Le applicazioni
Uno dei motivi del successo delle reti neurali artiﬁciali è probabilmente da
ricercarsi nel loro massiccio utilizzo in innumerevoli applicazioni. Il paradig-
ma di apprendimento da esempi su cui si basano permette, infatti, di af-
frontare problemi di natura anche molto diversa e di fornire soluzioni con
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uno sforzo relativamente limitato.
Questo è anche stato reso possibile dalla grande diﬀusione di pacchetti soft-
ware per la simulazione dei modelli più importanti. I principali modelli neu-
rali sono oggi disponibili anche in molti tool per data mining disponibili nei
principali sistemi per basi di dati. Oltre alla simulazione software, sono state
studiate diverse soluzioni per l'implementazione in hardware di architetture
neurali e dei corrispondenti algoritmi di apprendimento. Molti studi si sono
concentrati su come si utilizzano gli attuali modelli di calcolo parallelo per
l'implementazione dello schema neurale, intrinsecamente parallelo [12]. Sono
ﬁorite innumerevoli soluzioni nei laboratori di ricerca che hanno avuto an-
che un certo impatto commerciale permettendo lo sviluppo di acceleratori
neurali per integrare le capacità di calcolo di elaboratori tradizionali. Tali
acceleratori sono tipicamente gestiti da alcuni simulatori commerciali. L'im-
pressionante evoluzione dei microprocessori che ha avuto luogo negli anni '90
ha, tuttavia, sostanzialmente ridimensionato l'importanza di tali soluzioni.
Si è anche assistito alla nascita di chip neurali analogici in grado di imple-
mentare i paradigmi di calcolo direttamente con variabili analogiche, sen-
za bisogno di codiﬁca discreta. In particolare, è degno di nota l'INTEL
80170, sviluppato nei laboratori INTEL all'inizio degli anni '90. Studi simili
sono stati compiuti soprattutto da Synaptics (Object Recognizer Chip) ed,
in Italia, (TOTEM) della NeuriCam.
Uno dei problemi che ha, tuttavia, limitato lo sviluppo di chip tipo l'INTEL
80170 è la limitata precisione disponibile, che costituisce un problema so-
prattutto per gli algoritmi di apprendimento.
3.9.1 Applicazioni al riconoscimento di forme
Per illustrare la metodologia alla base di molte applicazioni riportate in
tabella 3.4, si consideri il caso di riconoscimento di simboli graﬁci, even-
tualmente corrotti da rumore. Occorre pre-elaborare il pattern in modo da
fornire una rapresentazione più compatta da utilizzare in ingresso alla rete
neurale. La limitazione del numero degli ingressi risulta particolarmente
importante per limitare il numero degli esempi necessari per una corretta
generalizzazione delle reti a nuovi esempi.
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Applicazioni delle Reti Neurali
Settore Applicativo Prodotto
Marketing Airline Marketing Assistant, BehavHeuristic Inc.
Add-ins per Microsoft Excel, NeuroXL, 1998
AREAS, valutazione automatica immobili, HNC software
Previsioni ﬁnanziarie Neurodimension www.nd.com, 1991
NetProﬁt (proﬁttaker.com), Neur.Appl.Corp.Appl
Optical Character Recognition Audre Neural Network, Audre Rec. Sustems Appl.
OmniPage 6.0 and 7.0 Pro for Windows and Mac
AnyFax OCR engine
VeriFone Onyx, lettore di assegni, Synaptics
Riconoscimento caratteri manoscritti QuickStroke, riconoscimento caratteri cinesi, Synaptics
Teleform, ric. caratteri per fax, 1991
Riconoscimento manoscritti on-line Apple Newton 120
Lexicus Longhand, Motorola
Nasi elettronici AromaScan electronic nose
Bloodhound Electronic Nose
e-NOSE 4000 electronic nose
Controllo qualità cibi test qualità birra
Bond portfolio management Global Bond, Econostat, Ltd.
Controllo frodi (assegni) Dunn and Bradstreet
Controllo frodi (carte di credito) Falcon, HNC software
Nestor Inc.
Veriﬁca ﬁrma Check Signature Veriﬁcation System, NeuroMetric Inc.
Gestione rischio Colleague, Aquarius, HNC software
Predizione consumo elettrico Bayemwerk AG Application
Controllo chip INTEL
Controllo qualità gomme Dunlop
Cancellazione di eco AT&T/Lucent
Riconoscimento di banconote BANK, D.F. Elettronica
Riconoscimento di targhe PLARE, Società Autostrade e DII (Università di Siena)
Tabella 3.4: Una lista di applicazioni di reti neurali che hanno dato origine
a prodotti apparsi sul mercato
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Nella ﬁgura 3.26, è illustrato l'uso di un percettrone multistrato per la
classiﬁcazione di loghi aziendali in 4 categorie. La rete ha 256 ingressi e 4 us-
cite, codiﬁcate in modo esclusivo, ovvero (1;0;0;0);(0;1;0;0);(0;0;1;0);(0;0;0;1).
Il numero di neuroni nascosti si determina per tentativi utilizzando un test
di validazione statistica.
Figura 3.26: Classiﬁcazione di loghi aziendali con un percettrone multistrato
Il percettrone multistrato dimostra eccellenti capacità di discriminazione
di classi, ma non risulta eﬃcace per attribuire un livello di conﬁdenza nella
sua decisione.
In altri termini, mentre molte applicazioni ne hanno dimostrato la grande
eﬃcacia nella discriminazione di classi note a priori, si è ormai accumulata ev-
idenza sperimentale [12] e supporto teorico per concludere che il percettrone
non è in grado di attribuire in modo aﬃdabile un peso alle sue decisioni.
Questo rende tale rete neurale usata come classiﬁcatore inadatta a problemi
in cui è necessario un comportamento di reiezione di pattern che non ap-
partengono alle classi prestabilite.
Sempre usando il percettrone multistrato, si può ovviare a questo incon-
veniente mediante la conﬁgurazione ad autoassociatore illustrata in ﬁgura
3.27.
3.9.2 Sistemi ibridi
Molte delle applicazioni delle reti neurali a problemi reali richiedono
un'opportuna organizzazione di sistema e non semplicemente l'utilizzo di-
retto di modelli descritti in questo articolo. Per esempio, l'estrazione del-
l'informazione da una fattura acquisita mediante uno scanner richiede un
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Figura 3.27: Autoassociatori neurali
opportuno sistema per la gestione documentale, dove le reti neurali possono
giocare un ruolo strategico in alcune parti critiche.
A titolo di esempio, si consideri il problema del riconoscimento di targhe
automobilistiche acquisite mediante ordinarie telecamere in ambiente au-
tostradale. Tale applicazione è, per esempio, interessante per le società di
gestione del traﬃco autostradale in corrispondenza delle stazioni di esazione
a seguito di infrazioni in impianti automatici.
In ﬁgura 3.28, è illustrata l'architettura complessiva di un sistema per il
riconoscimento di targhe in sperimentazione presso il Dipartimento di In-
gegneria dell'Informazione dell'Università di Siena. Il sistema è composto
da moduli sviluppati con tecnologia neurale (in rosa), da moduli basati su
classici approcci di elaborazione delle immagini e da motori inferenziali. Un
modulo di controllo provvede a sincronizzare le operazioni dei moduli slave
delegati ad assolvere le funzioni di segmentazione della targa, dei caratteri e
di riconoscimento dei caratteri stessi. Altri moduli esprimono vincoli gram-
maticali sulle stringhe possibili oltre ad una probabilità a priori che si presenti
una data targa. Il riconoscimento dei caratteri, che costituisce ovviamente
l'attività critica, è basato su due moduli. Il primo contiene percettrono mul-
tistrato con struttura ad autoassociatore, che modellano le classi attese. La
struttura può integrarsi dinamicamente quando si presenta una eventuale
altra classe. Tale modulo ha la funzione di stabilire una lista di classi can-
didate, mentre il modulo a ﬁanco, basato su percettroni multistrato con
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struttura a classiﬁcatore, serve a raﬃnare la decisione.
Figura 3.28: Architettura del sistema per il riconoscimento di targhe
Tali classiﬁcatori sono tipicamente invocati dal modulo centrale quando
i candidati si riferiscono a classi tipicamente molto confuse. In tal caso, ap-
positi classiﬁcatori assolvono unicamente al compito di eliminare l'ambiguità
derivante da classi molto confuse. Si noti che tali classiﬁcatori possono op-
erare sulla stessa ﬁnestra di elaborazione del modulo precedente, ma anche
su opportune ﬁnestre, decise dal modulo centrale, per enfatizzare le parti
del pattern doce si localizzano verosimilmente le diﬀerenze. E' anche inter-
essante notare che il processo di segmentazione dei caratteri è raﬃnato dagli
autoassociatori che posizionano la ﬁnestra in un intorno della posizione indi-
cata dal modulo di segmentazione, a seguito di elaborazioni atte a stabilire
la zona di massima risonanza.
Capitolo 4
Applicazione delle Reti Neurali
al Sistema Dati Aria: il
Database di Galleria del Vento
Il sistema per la rilevazione dati aria oggetto della presente tesi è caratter-
istico di un velivolo ad elevate prestazioni ed è composto da quattro sonde
(`null-seeking probes') [1]. Ogni sonda fornisce in uscita tre dati, ovvero:
l'angolo di ﬂusso locale λi misurato da un apposito trasduttore di rotazione
della sonda, la frontal pressure Pfronti fornita dalla presa allineata con la di-
rezione del ﬂusso locale e la slot pressure Psloti ottenuta misurando la media
delle pressioni che si hanno in corrispondenza delle due prese posizionate a
90◦ rispetto alla direzione locale del ﬂusso. Il pedice i(i = 1, . . . , 4), rappre-
senta l'indice della sonda.
L'attività svolta, inerente l'applicazione delle reti neurali all'elaborazione dei
dati aria, ha come obiettivo quello di valutare la fattibilità dell'approccio. In
particolar modo è focalizzata alla possibilità di sostituire l'approccio classi-
co, legato alla ricostruzione dei dati aria attraverso funzioni polinomiali, con
una singola rete neurale capace di ricostruire, una volta opportunamente al-
lenata, tutti e quattro i dati di interesse per il controllo del velivolo, vale
a dire α, β,M∞ e Psa. Le logiche di monitoring e di voting, sia per quanto
riguarda la ricostruzione degli angoli che per quanto riguarda la ricostruzione
delle pressioni, non sono state prese in considerazione. Si è quindi puntato a
sviluppare un algoritmo di calcolo relativo ai dati aria, alternativo a quello
classico illustrato in [1].
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Per ogni condizione di volo analizzata in galleria del vento e caratterizza-
ta dai parametri α, β,M∞,Ω e Config, è possibile risalire (si veda [1]) alle
misure delle sonde conoscendo le condizioni di ﬂusso locale che si instaurano
in prossimità dei punti di installazione delle sonde ed un modello di fun-
zionamento delle sonde stesse, capace di prevedere le misure delle pressioni
e quelle degli angoli dalle grandezze locali.
Queste sono state generate attraverso un modello simulink sviluppato all'in-
terno del dipartiemnto DIA e rappresentato in ﬁgura 4.1.
Figura 4.1: Modello Simulink dell'Air Data System
I dati forniti dal modello risultano essere gli stessi disponibili dalle letture
delle sonde, ovvero: l'angolo di ﬂusso locale λi, la frontal pressure Pfronti
ed inﬁne la slot pressure Psloti ; ancora, il pedice i(i = 1, . . . , 4), rappresenta
l'indice della sonda.
Per un'architettura a reti neurali che ha come obiettivo la ricostruzione degli
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angoli di incidenza e derapata, (α, β) e la contemporanea ricostruzione delle
pressioni , Psa e M∞, essendo quest'ultimo paragonabile e direttamente cor-
relato alla pressione totale Pt, è importante stabilire quali sono i segnali
di input che contengono le informazioni più indicate allo scopo. Il modello
sviluppato in [1] stabilisce i seguenti legami tra le misure delle sonde e le
caratteristiche del ﬂusso asintotico:

λi = fi(α, β,M∞,Ω, Config)
Pfronti = Psa[1 +
γ
2M
2∞CPfronti (α, β,M∞,Ω, Config)]
Psloti = Psa[1 +
γ
2M
2∞CPsloti (α, β,M∞,Ω, Config)]
dove CPfront,i e CPslot,i sono i coeﬃcienti di pressione in corrispondenza
delle prese front e slot della sonda i−esima.
Nel presente lavoro di tesi è stata considerata la sola conﬁgurazione denomi-
nata `Cruise', caratterizzata dalla deﬂessione nulla delle superﬁci di controllo
del velivolo e si sono considerate manovre stazionarie (Ω = 0). Sotto tali con-
dizioni, si piò dimostrare [1], che per calcolare gli angoli di incidenza e di de-
rapata è necessario conoscere una generica coppia di misure angolari (λi, λj)
ed il numero di Mach. Quest'ultimo ha però un forte legame col rapporto di
pressione (PfrontPslot ) come illustrato in [1]. L'eliminazione del numero di Mach
del passo precedente come ingresso alla rete è stata possibile in quanto si è
veriﬁcato il corretto funzionamento della rete sul Mach stesso, quando in in-
gresso si ha il rapporto delle due misure di pressione frontal pressure rispetto
a slot pressure fornite da una qualunque delle quattro sonde installate nelle
parte prodiera della fusoliera [1]. Si può osservare che tale funzione, riportata
in §2 di [2] relativamente alla sonda 2, è strettamente dipendenta dal Mach
e molto meno dagli angoli di incidenza e derapata e quindi fornisce delle
informazioni ottimali per la ricostruzione del Mach. Il rapporto considerato
inoltre è indipendente dalla quota, come dettagliatamente riportato in §3 di
[1], in quanto non è dipendente dalla pressione statica.
Il compito delle reti neurali è, quindi, quello di riuscire a ricostruire i dati aria,
α, β,M∞, Psa, approssimando al meglio le funzioni polinomiali che li legano
alle letture delle sonde, e per poterlo ottenere si può pensare di utilizzare
come dato di input, una qualsiasi combinazione relativa ai dati derivanti da
una qualsiasi delle diverse coppie che si possono creare con le quattro sonde
installate sul velivolo.
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Avendo a disposizione quattro valori λi, quattro valori Pfronti ed altret-
tanti Psloti , è possibile ottenere sei stime delle grandezze che si sta cercando
di ricostruire, vale a dire sei stime di α, sei stime di β, sei stime di M∞ e
sei stime di Psa, ciascuna delle quali derivata dai dati provenienti da una
generica coppia di sonde (i, j). La scelta di prendere come ingresso per le
reti i dati provenienti dalle generiche coppie di sonde a disposizione, è stata
dettata da motivi di analogia a quanto viene fatto nella procedura di elabo-
razione classica tramite funzioni di taratura polinomiali [1]. Di conseguenza,
ﬁssata l'architettura della rete, si avranno sei reti per ciacsuna delle quattro
uscite sopra citate.
Combinando in diversi modi i segnali di input scelti, si sono individuate le
seguenti tipologie di reti neurali, riportate in tabella 4.1 e la cui nomenclatura
è così deﬁnita:
√
NNijij : rete neurale a quattro ingressi:
 λi: angolo di ﬂusso locale misurato da un apposito trsduttore di
rotazione della sonda i−esima
 λj : angolo di ﬂusso locale misurato da un apposito trsduttore di
rotazione della sonda j−esima
 (PfrontPslot )i: rapporto tra la frontal pressure Pfront e la slot pressure
Pslot fornite dalla sonda i−esima
 (PfrontPslot )j : rapporto tra la frontal pressure Pfront e la slot pressure
Pslot fornite dalla sonda j−esima
√
NNijPPV : rete neurale a tre ingressi:
 λi: angolo di ﬂusso locale misurato da un apposito trsduttore di
rotazione della sonda i−esima
 λj : angolo di ﬂusso locale misurato da un apposito trsduttore di
rotazione della sonda j−esima
 (PfrontPslot )ijvotata : valore votato dei rapporti tra le frontal pressure
Pfront e le slot pressure Pslot rilevate dalla sonda i−esima e dalla
sonda j−esima
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Tipologia di reti neurali e loro ingressi
Nome della tipologia di rete neurale Input Output
NNijij λi α
λj β
(PfrontPslot )i M∞
(PfrontPslot )j
Pfvot
Psa
NNijPPV λi α
λj β
(PfrontPslot )ijvotata M∞
Pfvot
Psa
NNijij λi α
λj β
(PfrontPslot )i M∞
(PfrontPslot )j
Psvot
Psa
NNijPPV λi α
λj β
(PfrontPslot )ijvotata M∞
Psvot
Psa
NNijij λi α
λj β
(PfrontPslot )i M∞
(PfrontPslot )j
Pfij,vot
Psa
NNijPPV λi α
λj β
(PfrontPslot )ijvotata M∞
Pfij,vot
Psa
NNijij λi α
λj β
(PfrontPslot )i M∞
(PfrontPslot )j
Psij,vot
Psa
NNijPPV λi α
λj β
(PfrontPslot )ijvotata M∞
Psij,vot
Psa
Tabella 4.1: Tipologia di reti neurali e loro ingressi
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Avendo a disposizione quattro sonde e quindi quattro valori di λi ed
altrettanti di Pfronti oppure Psloti oppure equivalentemente il rapporto di
pressioni (PfrontPslot )i, è possibile formare sei coppie distinte (i, j); ne consegue
che pur potendo variare senza troppi vincoli gli ingressi alle reti, il numero
di reti realizzabile per ognuna delle diﬀerenti tipologie a disposizione è pari
al numero delle coppie a disposizione. Tutte le possibili reti create danno
quindi in uscita sei diverse stime per l'angolo di incidenza, sei diverse stime
per l'angolo di derapata, sei diverse stime per il numero di Mach ed inﬁne
sei diverse stime per quanto riguarda la pressione statica. Le stime apparte-
nenti alla generica famiglia di reti devono essere elaborate da un algoritmo
di voting simile a quello descritto in [1], il quale restituisce in uscita un solo
valore per ciascuna delle quattro grandezze ricostruite; ciascuna di queste
grandezze consolidate sarà a sua volta validata come ingresso da fornire ai
sistemi esterni dati aria.
Il modello di rete neurale da impiegare in questo lavoro è un `approssimatore
universale' del tipo Multi-Layer Perceptron, MLP, che, dai modelli presen-
ti in letteratura, ad esempio in [2] e [9], è riconosciuto come quello avente
l'architettura più consona allo scopo che ci si preﬁgge di ottenere nel caso in
esame, in quanto ha bisogno di un numero di neuroni non troppo elevato e
presenta una migliore capacità di generalizzazione, rispetto ad altri modelli.
Le reti neurali studiate sono di tipo supervisionato, con algoritmo di allena-
mento di tipo `Back Propagation - feed forward', con due strati nascosti ed
uno strato di output con quattro nodi.
Il problema che si pone con le reti multilivello è quello dell'addestramen-
to. La learning rule dell'apprendimento supervisionato indica come i pesi
dovrebbero variare al ﬁne di ridurre la deviazione fra i valori delle funzioni
di attivazione della rete ed alcuni livelli di attivazione target. In una rete
multilivello, tuttavia, non è chiaro quali siano i livelli di attivazione target
che dovrebbero essere forniti alle unità nascoste. Senza i target non è chiaro
come i pesi delle unità nascoste possano variare. Uno dei metodi che è possi-
bile adottare con successo è quello, con le dovute modiﬁche, della discesa del
gradiente. Ogni peso quindi, secondo questa strategia, dovrebbe essere mod-
iﬁcato in modo da seguire il metodo della discesa del gradiente considerando
l'errore per l'intera rete. E' appunto questa la strategia adottata dall'algorit-
mo di apprendimento detto Back-Propagation o meglio back propagation of
error learning algorithm o anche generalized delta rule, ideato da Rumelhart,
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Hinton e Williams nel 1985. Gli obiettivi che si vogliono ottenere sono:
• apprendimento
• convergenza
• generalizzazione
Per apprendimento si intende, come indicato precedentemente, l'inseg-
nare alla rete un insieme di asscociazioni desiderate (xk, tk) facenti parte del
training set, TS, in cui il primo dato è l'ingresso alla rete mentre il secondo
dato è l'uscita desiderata. Per convergenza si intende ridurre l'errore globale
E al variare dei pesi, in modo che E <  (con  ﬁssato), mentre per gener-
alizzazione il tentativo di ottenere una rete che si comporti `bene' su esempi
su cui non è stata allenata.
Dal punto di vista metodologico si procede in due fasi (vedasi ﬁgura 4.2):
nella prima ci si muove dagli ingressi verso le uscite calcolando le attivazioni
di tutti i neuroni; nella seconda ci si muove a ritroso dalle uscite verso gli
ingressi calcolando di quanto debbano essere modiﬁcati i pesi uno per uno.
Figura 4.2: Le due fasi dell'algoritmo di backpropagation
Sono state fatte numerose prove variando il numero N dei neuroni degli
strati nascosti, da un minimo di 10 ad un massimo di 30 (utilizzando per
i due strati nascosti lo stesso numero di nodi), ed usando varie funzioni di
trasferimento (si veda come riferimento il 3 e l'Appendice D per ulteriori
approfondimenti), facendo prove in cui si sono utilzzate le stesse funzioni
di trasferimento per tutti gli strati delle reti e prove in cui per ogni strato
si è utilizzata una diversa funzione di trasferimento. Si è inoltre provato a
variare l'algoritmo di allenamento (si veda l'appendice C per avere maggiori
informazioni sui tre algoritmi che sono risultati maggiormente aﬃdabili).
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In tutte le prove, i dati sono stati analizzati al ﬁne di ottenere informazioni
non linearmente dipendenti dagli input a disposizione, in modo da ottimiz-
zare il rendimento delle reti a parità di dati in ingresso. Le reti neurali
artiﬁciali, come in genere tutti i sistemi di analisi e classiﬁcazione, necessi-
tano della creazione di insiemi di dati su cui addestrarsi e testare le proprie
prestazioni. Per generare tali insiemi si è adottata l'`Analisi delle Componen-
ti Principali, PCA', che è una tecnica di analisi multivariata di fondamentale
importanza per l'esplorazione dei dati (si veda l'appendice B.3 per un appro-
fondimento sul problema della trattazione dei segnali in ingresso provenienti
dalle sonde e conoscere le basi teoriche su cui si fonda l'analisi delle com-
ponenti principali). Di seguito mostriamo i punti fondamentali di questa
tecnica.
Le variabili che descrivono i dati vengono trasformate in nuove variabili,
chiamate componenti principali, che sono delle combinazioni lineari delle
variabili originali e la cui caratteristica più importante è quella di essere tra
di loro ortogonali. Mediante questa tecnica è possibile:
• valutare la correlazione tra le variabili e la loro rilevanza
• sintetizzare la descrizione dei dati
• ridurre la dimensionalità dei dati
• deﬁnire un modello di rappresentazione dei dati in uno spazio ortogo-
nale
La PCA è una tecnica matematica per la quale non è necessaria alcuna
assunzione sulla distribuzione di probabilità dei dati. Consiste in un processo
di rotazione dei dati originali eﬀettuata in modo che il primo nuovo asse
sia orientato nella direzione di massima varianza dei dati, il secondo sia
ortogonale al primo e sia nella direzione della successiva massima varianza,
e così di seguito per tutte le variabili.
Per quanto aﬀermato, partendo dalle variabili originali la PCA consente di
ottenere nuove variabili che:
• sono fra loro incorrelate
• sono ordinate con varianza decrescente
• sono combinazioni lineari delle variabili originali
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Inoltre la PCA può essere un valido passaggio intermedio per i sistemi
quali le reti neurali. Nel presente lavoro di tesi tale tecnica è stata utilizzata
per generare l'insieme di dati da usare come ingresso per le reti stesse par-
tendo dalle quattro variabili in uscita.
Mediante il valore di taglio è stato possibile avere un numero minore di uscite
dalla PCA. Sulla base di alcuni tentativi e dell'esperienza maturata in lavori
precedenti nel campo delle reti neurali (si veda [1], [5]), sono state svilup-
pate le strutture seguenti, le cui caratteristiche sono riassunte in tabella 4.2
e ﬁgura 4.3.1 2
Caratteristiche e parametri delle reti neurali
Rete#1 Rete#2 Rete#3 Rete#4 Rete#5
N◦ neuroni strato ingresso 10 15 20 25 30
N◦ neuroni staro nascosto 10 15 20 25 30
N◦ neuroni strato uscita 4 4 4 4 4
Valore di taglio PCA 0.00001 0.00001 0.00001 0.00001 0.00001
N◦ ingressi rete neurale 3 o 4 3 o 4 3 o 4 3, 4 o 5 3, 4 o 5
Funzione strati ingresso e nascosto tansig tansig tansig tansig tansig
Funzione strato uscita purelin purelin purelin purelin purelin
Funzione di addestramento o trainbr, trainbr, trainbr, trainbr, trainbr,
training traingdm traingdm traingdm traingdm traingdm
Tabella 4.2: Caratteristiche e parametri delle reti neurali
Teoricamente, maggiore è il numero di neuroni presenti all'interno della
struttura di una rete neurale, maggiore è la sua capacità di calcolo, ma paral-
lelamente, maggiore è tale numero, peggiore è il comportamento della stessa
su esempi non facenti parte del training set ovvero in tutte quelle condizioni
in cui i dati di ingresso non fanno parte dell'insieme di addestramento. In
sintesi, da una rete neurale con elevato numero di neuroni ci aspettiamo una
ricostruzione molto accurata se gli presentiamo un set di ingressi già `visti' in
fase di addestramento, ma, vista la scarsa capacità di generalizzare, un com-
portamento diametralmente opposto con errori rilevanti nel caso contrario.
Sulla base di questo comportamento osservato, sono state sviluppate reti con
1La tabella citata descrive in dettaglio l'architettura interna delle reti neurali prese in
esame, elencate nella precedente tabella 4.1
2Per la deﬁnizione delle funzioni degli strati di ingresso, degli strati nascosti, degli strati
di uscita e delle funzioni di addestramento si rimanda alle Appendici C e D
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Figura 4.3: Architettura base delle reti neurali considerate
un massimo di trenta neuroni nello strato di ingresso ed in quello nascosto
ed un minimo di dieci.
4.3 Addestramento delle reti con i dati provenienti
dalla galleria del vento
Le architetture di reti illustrate nel precedente paragrafo sono state ad-
destrate con dati di galleria del vento forniti dalla società Alenia-AerMacchi.
Si è quindi utilizzato per la generazione del campione di ingresso e quello di
uscita delle reti, lo stesso data-base che ha costituito il riferimento per l'ap-
prossimazione polinomiale ai minimi quadrati delle funzioni di taratura [1].
I valori di Pfronti e Psloti di addestramento, corrispondenti alle condizioni
asintotiche di α, β,M∞ e Psa, sono stati generati con le look-up-tables di
galleria del vento e con il modello di sonda isolata come viene spiegato in [1].
Nel presente lavoro di tesi si è fatto riferimento alla conﬁgurazione che non
presenta alcuna deﬂessione delle superﬁci di controllo.
Per poter sfruttare a pieno le capacità di interpolazione della rete, è neces-
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sario che i punti di addestramento costituiscano un sottoinsieme signiﬁcativo
del dominio di variazione delle grandezze in esame. In tal senso, da prece-
denti lavori sull'argomento di ricostruzione dei dati aria tramite reti neurale,
si veda [2] e [5], si evince che la soluzione che ha fornito risultati più sod-
disfacenti è stata quella in cui i punti di addestramento sono stati estratti
dalle look-up-tables attraverso processi casuali. Questo ha garantito infatti
che i valori α, β,M∞ e Psa che hanno generato i valori di pressione Pfronti
e Psloti ed i valori angolari delle sonde λi non fossero correlati tra di loro,
rappresentando così la situazione più generica possibile e quindi ottimale per
l'addestramento delle reti.
Rispetto alle analisi portate avanti in [1],[2] e [5], l'inviluppo di volo del ve-
livolo di riferimnento è stato ulteriormente ampliato e presenta per il caso
oggetto di studio nella tesi che si sta trattando i seguenti limiti di validità
riportati in tabella 4.3.
Limiti di validità del modello
Alpha,α (AoA),deg Beta, β (AoS), deg Mach, M∞ TEF, deg LEF, deg
-15 to 45 |β| ≤ 13 M∞ ≤ 0.4 0 ≤ 0
-6 to 30 |β| > 13 M∞ ≤ 0.4 0 ≤ 0
-15 to 37 0.4 < M∞ < 0.92 0 ≤ 0
-15 to 32 0.92 ≤M∞ < 0.95 0 ≤ 0
-15 to 12 0.95 < M∞ ≤ 1.04 0 ≤ 0
≤ 30 -25 to + 25 M∞ ≤ 0.4 0 ≤ 0
> 30 -13 to +13 M∞ ≤ 0.4 0 ≤ 0
-15 to + 15 0.4 < M∞ ≤ 1.04 0 ≤ 0
Tabella 4.3: Database di addestramento
Per l'addestramento delle reti neurali, si è quindi estrapolato dall'invilup-
po di volo un database composto da 15000 punti che comprendesse e coprisse
nel modo più completo possibile l'intero campo di validità delle variabili in
gioco. Data la piuttosto ampia diﬀusione e varietà dei dati in esame, si veda
la ﬁgura 4.4, si è scelto di andare ad utilizzare un algoritmo che estrapolasse
i punti facenti parte del training set in modo pseudo-random. Tale scelta è
stata resa necessaria perchè si è voluto inﬁttire maggiormente l'intervallo ai
bassi numeri di Mach, laddove cioè i dati a disposizione hanno un campo di
validità più esteso.
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Figura 4.4: Limiti di validità del modello
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Per ottenere ciò si sono divisi tutti i dati di volo in unità elementari,
nel seguito denominate BIN. Una volta dunque ordinato il database secondo
valori crescenti del Mach asintotico, lo spazio tridimensionale (α, β,M∞) è
stato suddiviso in BIN a forma di parallelepipedi aventi dimensioni secondo
tabella 4.4 (vedi ﬁgura 4.5).
Limiti di validità del modello
Alpha,α (AoA) [deg] Beta, β (AoS) [deg] Mach, M∞ Punti BIN Punti TS
-15:0.5:45 -10<β<10 M∞ ≤ 0.4 500 200
-6:0.5:30 |β|>10 M∞ ≤ 0.4 500 200
-15:0.5:37 -15:5:15 0.4 < M∞ < 0.92 500 175
-15:0.5:32 -15:5:15 0.92 ≤M∞ ≤ 0.95 500 175
-15:0.5:12 -15:5:15 0.95 < M∞ ≤ 1.04 500 175
Tabella 4.4: Limiti di validità del modello
Figura 4.5: BIN per le reti neurali
Tutti i punti di volo sono stati associati a questi BIN, dopodichè da cias-
cuno di essi è stato estratto in modo random un sottoinsieme di un numero
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prestabilito di valori. Quindi, su di un totale di 15000 punti, suddivisi in
30 BIN, si è creato un training set comprendente complessivamente circa
3000 dati di ingresso per allenare le reti sul database di galleria. Questa
metodologia ha permesso di ottenere una distribuzione omogenea di punti
all'interno del campione di addestramento.
Il training delle reti, ovvero il calcolo dei pesi w, è stato eﬀettuato con il
toolbox delle reti neurali di Matlabr utilizzando gli algoritmi della tipologia
Back-Propagation, denominati trainbr e traingdm, descritti in appendice C.
I pesi deﬁnitivi così ottenuti sono stati quelli risultanti dalla millesima iter-
azione.
Le ﬁgure 4.6 e 4.7 mostrano l'andamento dei cicli iterativi per l'allenamen-
to delle reti in funzione delle epoche o iterazioni eseguite durante l'adde-
stramento di una delle reti create, riferendosi rispettivamente al bayesan
regularization ed all'algoritmo basato sulla minimizzazione della discesa del
gradiente.
Figura 4.6: Addestramento rete con algoritmo trainbr
4.4 Prestazioni delle reti neurali
In questo capitolo sono decsritte le prove fatte sulle reti neurali illustarte
nel precedenta paragrafo 4.2 ed i risultati prodotti. La prima serie di prove
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Figura 4.7: Addestramento rete con algoritmo traingdm
sui dati di galleria, ha avuto lo scopo di trovare la migliore architettura da
adottare per le reti neurali e di tarare i parametri di allenamento. Deﬁnita
l'architettura da utilizzare sono state fatte delle prove di allenamento e di
veriﬁca a diversi step. All'inizio si è presa a riferimento una sola uscita ango-
lare ed una sola uscita sulle pressioni. In seguito si è provato ad accoppiare
le due uscite angolari e le due uscite sulle pressioni. Una volta consolidate
queste architettue separate, si è arrivati alla rete neurale a quattro uscite.
4.4.1 Deﬁnizione dei parametri di controllo delle reti neurali
Nel paragrafo 4.2 sono state descritte le tipologie di reti prese in esame,
le quali si diﬀerenziano fra loro per i dati di ingresso, il numero di neuroni
negli strati nascosti e gli algoritmi di allenamento.
Il primo confronto tra le singole reti è stato fatto comparando gli errori
massimi e medi che queste commettono nei punti di inviluppo (α, β,M∞).
Deﬁnito dunque un data set di punti, opportunamente suddiviso in training
set, validation set e testing set, ed un'architettura base, sono state allenate
tutte le reti appartenenti alle diﬀerenti tipologie considerate.
Per spiegare la metodologia di calcolo degli errori commessi dalle singole reti,
si prenda in considerazione quella relativa alla ricostruzione di uno qualsiasi
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dei quattro valori di uscita, per esempio l'angolo di incidenza α. Consideran-
do ogni singolo punto appartenente all'intero database di partenza, ogni rete
elabora i propri ingressi e resituisce in uscita l'output desiderato, in questo
caso α. Tutte le uscite sono state identiﬁcate con i pedici corrispondenti
agli ingressi che le hanno generate, per esempio α12PPV , corrisponde alla
rete NN12PPV e così per tutte le reti descritte in tabella 4.1. L'errore che
ciascuna rete commette nel generico punto preso in esame, è la diﬀerenza tra
il valore α di test e quello ricostruito dalla rete stessa, ovvero per esempio
α12PPV . L'errore viene dunque calcolato come:
rete = αdatabse − αrete
. Utilizzando questa procedura, sono stati calcolati gli errori commessi da
ogni singola rete allenata su tutti i punti del database.
Il confronto tra le varie reti è stato in seguito esteso non solo ai valori di
tutte le singole reti, ma anche sui valori consolidati dall'algoritmo di voting,
avendo preso come riferimento quello descrito in [1] ed utilizzato anche nella
procedura di tipo classico che si basa sull'approssimazione di funzioni polino-
miali. La procedura di calcolo degli errori viene inoltre estesa alle tipologie
di reti ad uscite multiple.
4.4.2 Prove per la determinazione dell'architettura delle reti
neurali e dei parametri di allenamento
Come già evidenziato in precedenza, le prime prove svolte sulle diﬀerenti
tipologie di reti neurali decsritte in tabella 4.1, hanno avuto lo scopo di
determinare la migliore architettura da adottare e di tarare i parametri dei
metodi di allenamento (algoritmo di allenamento, numero di iterazioni e
minimo della `cifra di merito').
Da quanto detto in 4.2, è evidente che, indipendentemente dalla scelta degli
input delle reti, bisogna deﬁnire:
• il numero di neuroni degli strati nascosti
• le funzioni di trasferimento di tali strati
• il metodo di allenamento
• il numero di iterazioni `epoche' da eseguire nell'allenamento
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• il valore di minimo della cifra di merito o goal
E' stato quindi necessario svolgere delle prove per poter stabilire quali, fra
le seguenti variabili, siano quelle più adatte al ﬁne di raggiungere il target
che ci si è posti all'inizio del seguente lavoro di tesi, vale a dire quello di
ottenere un'unica rete capace di ricostruire in uscita tutti e quattro i valori
di interesse, tenendo ovviamente presenti anche le problematiche connesse
all'impegno di memoria e alla rapidità di allenamento delle reti (si veda la
tabella riassuntiva 4.5)3.
Caratteristiche e parametri delle reti neurali
Rete#1 Rete#2 Rete#3 Rete#4 Rete#5
N◦ neuroni strato ingresso 10 15 20 25 30
N◦ neuroni staro nascosto 10 15 20 25 30
N◦ neuroni strato uscita 4 4 4 4 4
Valore di taglio PCA 0.00001 0.00001 0.00001 0.00001 0.00001
N◦ ingressi rete neurale 3 o 4 3 o 4 3 o 4 3, 4 o 5 3, 4 o 5
Funzione strati ingresso e nascosto tansig tansig tansig tansig tansig
Funzione strato uscita purelin purelin purelin purelin purelin
Funzione di addestramento o trainbr, trainbr, trainbr, trainbr, trainbr,
training traingdm traingdm traingdm traingdm traingdm
Numero di epoche 2000 2000 3000 3000 3000
valore goal 10−6, 10−6, 10−6, 10−6, 10−6,
10−8 10−8 10−8 10−8 10−8
Tabella 4.5: Caratteristiche e parametri delle reti neurali
I risultati prodotti dalle prove, svolte utilizzando il training set deﬁnito
da tabella 4.4, hanno portato alle seguenti considerazioni:
√
non è necessario un numero elevato di neuroni: una rete con molti
neuroni infatti riesce a ricostruire molto bene il valore di riferimento
utilizzato durante l'allenamento, ma ha scarsa capacità di generalizzare
√
il numero delle epoche non deve essere eccessivamente alto perchè
i metodi di allenamento, dopo 3000 cicli, arrivano alla saturazione,
ovvero i parametri di training, quali la cifra di merito ad esempio,
raggiunto un valore minimo, rimangono costanti
3La tabella citata descrive in dettaglio l'architettura interna delle reti neurali prese in
esame, elencate nelle precedenti tabelle 4.1 e 4.2
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√
il numero di epoche tuttavia non deve essere troppo basso per non
troncare l'allenamento
√
per quanto riguarda il valore di goal vale lo stesso discorso appena fatto
per le epoche
√
entrambi i metodi di allenamento hanno dato risposte comparabili
in termini di ricostruzione dei valori da database, tuttavia il model-
lo basato sulla minimizzazione della discesa del gradiente (traingdm)
ha tempi di training molto più brevi, riesce cioè a raggiungere molto
più velocemente il goal prestabilito
Da quanto sino ad ora esposto, al termine di questa prima fase è stata
deﬁnita un'unica architettura ritenuta più eﬃciente, da utilizzarsi per tutte
le tipologie di reti scelte, che consiste in (vedi ﬁgura 4.8):
- due strati nascosti da 20 neuroni ciascuno
- allenamento tramite metodologia della minimizzazione della discesa del
gradiente (traingdm)
- funzione di trasferimento degli strati nascosti: tansig
- funzione di trasferimento dello strato di uscita: purelin
- numero di epoche ﬁssato a 3000
- goal ﬁssato a 10−8
4.4.3 Analisi dei risultati
Deﬁnita dunque sulla base, prima delle reti a singola uscita ed in seguito
su quelle che davano come uscite i valori accoppiati in termini di angoli e di
pressioni, l'archiettura che meglio rispondesse alle esigenze computazionali e
di risparmio di memoria storage all'interno del FCS e di tempo durante la fase
di addestramento, si è passati inﬁne a determinare l'architettura deﬁnitiva
che consentisse di ottenere con una singola rete tutti e quattro i segnali di
interesse, (α, β,M∞ e Psa).
L'analisi dei risulatati sulle diverse tipologie di reti ha messo in evidenza che:
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Figura 4.8: Architettura della rete scelta per il proseguimento del lavoro
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√
le reti neurali con uno, due oppure quattro output danno buoni risul-
tati, con errori dello stesso ordine di grandezza sui rispettivi valori di
interesse; sembra dunque valida l'ipotesi di potersi avvalere di una sin-
gola rete capace di determinare, noti degli ingressi di riferimento tutti
e quattro i valori di uscita necessari per il funzionamento del sistema
dati aria. Questa architettura consente inoltre di ridurre notevolmente
i parametri da memorizzare
√
le prestazioni delle diverse reti prese a riferimento hanno risultati equiv-
alenti in termini di ordine di grandezza degli errori; questa consid-
erazione sembrerebbe dunque sostenere l'utilizzo preferenziale di una
rete con 3 neuroni nello strato di ingresso, avendo questa architet-
tura il privilegio di necessiatare di un minore numero di inputs da
memorizzare nel database.
√
i risultati ottenuti per quel che riguarda l'uscita dedicata alla pressione
Psa
4 hanno mostrato come in generale questa venga ricostruita con
suﬃciente accuratezza in tutte le diverse combinazioni di reti. Tuttavia
il parametro che meglio riesce ad adimensionalizzarla, pare essere Ps,
mentre Pf è direttamente correlabile alla pressione totale
√
le reti neurali hanno dato risultati molto incoraggianti per quanto
riguarda la ricostruzione dei due valori angolari α e β, riuscendo a
limitare l'errore commesso in un intorno molto prossimo allo zero, con
qualche sporadico picco intorno ai 4 gradi. A diﬀerenza delle pressioni,
gli angoli non sono stati adimensionalizzati, ma vengono ricostruiti di-
rettamente dalle reti dal momento che la loro rielaborazione tramite
reti neurali si è dimostrata molto più semplice che nel caso delle pres-
sioni. Infatti per quanto riguarda α e β non si sono avute grosse dif-
ferenze in termini di prestazioni, sia al variare dell'architettura della
rete in esame, che al variare di altri parametri, come per esempio il
numero di ingressi presentati alla rete stessa.
4questa uscita è stata ricostruita come rapporto (Pf/Psa) oppure (Ps/Psa) in quanto
Psa non è un parametro direttamente ottenibile dai dati di database e si rende perciò
necessario adimensionalizzare il suo valore, anche per renderlo di ordine di grandezza
comparabile alle altre uscite
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4.4.4 Risultati
Si mostrano nella seguente sezione alcuni dei graﬁci più signiﬁcativi
riguardanti i valori numerici ricostruiti attraverso le reti neurali.
Per quanto riguarda la metodologia di enunciazione degli stessi, si farà rifer-
imento a quella seguita ﬁno ad ora: partendo dalle reti a singola uscita, si
passerà a quelle con outputs accoppiati, ﬁno ad arrivare alla rete deﬁnitiva
che incorpora tutti e quattro i dati da ricostruire.
Al ﬁne di poter rendere più chiara la lettura dei graﬁci proposti, si deﬁniscono
le seguenti tipologie di reti:
• Rete a Singola Uscita (SO): architettura deﬁnita inizialmente al ﬁne di
ottenere ciascun parametro in output (α, β,M∞, Psa) separatamente
• Rete a Doppia Uscita (DO): architettura deﬁnita in un secondo mom-
neto, al ﬁne di ottenere i parametri in output a coppie di due (α, β) e
(M∞, Psa)
• Rete a Quadruplice Uscita (QO): architettura deﬁnitiva in grado di
ottenre tutti e quattro i parametri di interesse (α, β,M∞, Psa) contem-
poraneamente
Per una ulteriore veriﬁca ed una eventuale disamina più approfondita di
quanto sopra detto, si veda l'Appendice Elettronica E, contenente i risultati
di tutte le prove svolte.
Nota : Per identiﬁcare la tipologia di rete cui ci si riferisce, ovvero per
riconoscere gli input in ingresso alla rete in esame, si veda la tabella 4.1.
4.4 Prestazioni delle reti neurali 98
Reti a Singola Uscita (SO)
Si vedano le seguenti ﬁgure:
• 4.9: Errore su α ricostruito tramite la rete NN13PPV SO
Figura 4.9: Errore su α ricostruito tramite la rete NN13PPV SO
• 4.10: Errore su α ricostruito tramite la rete NN1313SO
• 4.11: Errore su β ricostruito tramite la rete NN24PPV SO
• 4.12: Errore su β ricostruito tramite la rete NN2424SO
• 4.13: Errore su M∞ ricostruito tramite la rete NN14PPV SO
• 4.14: Errore su M∞ ricostruito tramite la rete NN1414SO
• 4.15: Errore su Pf/Psa ricostruito tramite la rete NN12PPV SO
• 4.16: Errore su Pf/Psa ricostruito tramite la rete NN1212SO
• 4.17: Errore su Ps/Psa ricostruito tramite la rete NN23PPV SO
• 4.18: Errore su Ps/Psa ricostruito tramite la rete NN2323SO
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Figura 4.10: Errore su α ricostruito tramite la rete NN1313SO
Figura 4.11: Errore su β ricostruito tramite la rete NN24PPV SO
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Figura 4.12: Errore su β ricostruito tramite la rete NN2424SO
Figura 4.13: Errore su M∞ ricostruito tramite la rete NN14PPV SO
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Figura 4.14: Errore su M∞ ricostruito tramite la rete NN1414SO
Figura 4.15: Errore su Pf/Psa ricostruito tramite la rete NN12PPV SO
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Figura 4.16: Errore su Pf/Psa ricostruito tramite la rete NN1212SO
Figura 4.17: Errore su Ps/Psa ricostruito tramite la rete NN23PPV SO
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Figura 4.18: Errore su Ps/Psa ricostruito tramite la rete NN2323SO
Reti a Doppia Uscita (DO), (α, β) e (M∞, Psa)
Si vedano le seguenti ﬁgure:
• 4.19: Errore su α ricostruito tramite la rete NN24PPV DO
• 4.20: Errore su α ricostruito tramite la rete NN2424DO
• 4.21: Errore su β ricostruito tramite la rete NN14PPV DO
• 4.22: Errore su β ricostruito tramite la rete NN1414DO
• 4.23: Errore su M∞ ricostruito tramite la rete NN14PPV DO
• 4.24: Errore su M∞ ricostruito tramite la rete NN1414DO
• 4.25: Errore su Pf/Psa ricostruito tramite la rete NN23PPV DO
• 4.26: Errore su Pf/Psa ricostruito tramite la rete NN2323DO
• 4.27: Errore su Ps/Psa ricostruito tramite la rete NN24PPV DO
• 4.28: Errore su Ps/Psa ricostruito tramite la rete NN2424DO
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Figura 4.19: Errore su α ricostruito tramite la rete NN24PPV DO
Figura 4.20: Errore su α ricostruito tramite la rete NN2424DO
4.4 Prestazioni delle reti neurali 105
Figura 4.21: Errore su β ricostruito tramite la rete NN14PPV DO
Figura 4.22: Errore su β ricostruito tramite la rete NN1414DO
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Figura 4.23: Errore su Mach∞ ricostruito tramite la rete NN14PPV DO
Figura 4.24: Errore su Mach∞ ricostruito tramite la rete NN1414DO
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Figura 4.25: Errore su Pf/Psa ricostruito tramite la rete NN23PPV DO
Figura 4.26: Errore su Pf/Psa ricostruito tramite la rete NN2323DO
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Figura 4.27: Errore su Ps/Psa ricostruito tramite la rete NN24PPV DO
Figura 4.28: Errore su Ps/Psa ricostruito tramite la rete NN2424DO
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Figura 4.29: Errore su α ricostruito tramite la rete NN23PPV QO
Reti a Quadruplice Uscita (QO)
Si vedano le seguenti ﬁgure:
• 4.29: Errore su α ricostruito tramite la rete NN23PPV QO
• 4.30: Errore su α ricostruito tramite la rete NN2323QO
• 4.31: Errore su β ricostruito tramite la rete NN14PPV QO
• 4.31: Errore su β ricostruito tramite la rete NN1414QO
• 4.33: Errore su M∞ ricostruito tramite la rete NN14PPV QO
• 4.34: Errore su M∞ ricostruito tramite la rete NN2424QO
• 4.35: Errore su Pf/Psa ricostruito tramite la rete NN14PPV QO
• 4.36: Errore su Pf/Psa ricostruito tramite la rete NN2424QO
• 4.37: Errore su Ps/Psa ricostruito tramite la rete NN24PPV QO
• 4.38: Errore su Ps/Psa ricostruito tramite la rete NN2424QO
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Figura 4.30: Errore su α ricostruito tramite la rete NN2323QO
Figura 4.31: Errore su β ricostruito tramite la rete NN14PPV QO
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Figura 4.32: Errore su β ricostruito tramite la rete NN1414QO
Figura 4.33: Errore su Mach∞ ricostruito tramite la rete NN14PPV QO
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Figura 4.34: Errore su Mach∞ ricostruito tramite la rete NN2424QO
Figura 4.35: Errore su Pf/Psa ricostruito tramite la rete NN14PPV QO
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Figura 4.36: Errore su Pf/Psa ricostruito tramite la rete NN2424QO
Figura 4.37: Errore su Ps/Psa ricostruito tramite la rete NN24PPV QO
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Figura 4.38: Errore su Ps/Psa ricostruito tramite la rete NN2424QO
Valori votati
Si vedano le seguenti ﬁgure:
• 4.39: Errore su α votato ricostruito tramite la rete NNijPPV
• 4.40: Errore su β votato ricostruito tramite la rete NNijij
• 4.41: Errore su M∞ votato ricostruito tramite la rete NNijij
• 4.42: Errore su Pf/Psa votato ricostruito tramite la rete NNijPPV
• 4.43: Errore su Ps/Psa votato ricostruito tramite la rete NNijPPV
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Figura 4.39: Errore su α votato ricostruito tramite la rete NNijPPV
Figura 4.40: Errore su β votato ricostruito tramite la rete NNijij
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Figura 4.41: Errore su M∞ votato ricostruito tramite la rete NNijij
Figura 4.42: Errore su Pf/Psa votato ricostruito tramite la rete NNijPPV
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Figura 4.43: Errore su Ps/Psa votato ricostruito tramite la rete NNijPPV
Capitolo 5
Applicazione delle Reti Neurali
al Sistema Dati Aria: le Prove
di Volo
Una volta stabilita l'architettura delle reti neurali sulla base dei dati
provenienti dalle prove in galleria del vento, si è veriﬁcata la bontà dell'ar-
chitettutra neurale deﬁnita, andandone a studiare il comportamento sui dati
provenienti da prove di volo.
Anche per quanto riguarda questa fase di sviluppo dell'attività svolta, non
sono state prese in considerazione le logiche di monitoring e di voting, sia
per quanto concerne la ricostruzione degli angoli che per quanto riguarda
la ricostruzione delle pressioni, ma si è preso come riferimento l'algoritmo
descritto in [3], di cui si è accennata brevemente l'architettura nei paragraﬁ
2.5, 2.6, 2.8 ed i cui modi operativi sono delineati in 2.9.
Le prove di volo sono caratterizzate da un numero di dati talmente elevato
tale da non potere costituire nella sua totalità il campione di addestramento
delle reti in quanto ciò richiederebbe un tempo macchina elevatissimo. Un
ordine di grandezza della quantità di dati associata ad una campagna di
prove di volo per un velivolo della classe considerata varia tra gli 800.000 ed
i 1.500.000 punti (dati di riferimeto tratti da [2]). Altro aspetto importante
è che i dati provenienti dalle prove di volo generalmente non sono distribuiti
omogeneamente all'interno dell'inviluppo (α − β) ed inoltre si concentrano
maggiormente intono ad alcuni valori di M∞ e Psa. Va quindi scelto un
opportuno sottoinsieme dei dati a disposizione, tale che sia rappresentativo
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di tutte le condizioni di volo e contenuto in numero di punti. Nel pre-
sente lavoro di tesi si è puntato ad ottenere un campione di addestramento
rappresentativo delle prove di volo e contenuto nel numero di punti.
5.1 Dati da elaborare
Avendo a disposizione il database di galleria del vento, caratterizzato
dai parametri α, β,M∞,Ω e Config, è possibile ottenere, per ogni con-
dizione di volo analizzata e presa a riferimento, le misure delle sonde, tramite
simulazione. Queste sono state generate attraverso un modello simulink
sviluppato all'interno del dipartiemnto DIA e rappresentato in ﬁgura 4.1.
I dati forniti dal modello risultano essere gli stessi disponibili dalle letture
delle sonde, ovvero: l'angolo di ﬂusso locale λi, la frontal pressure Pfronti
ed inﬁne la slot pressure Psloti ; ancora, il pedice i(i = 1, . . . , 4), rappresenta
l'indice della sonda.
Al ﬁne di poter meglio veriﬁcare e confrontare i risultati ottenuti con quelli
disponibili da precedenti lavori svolti in collaborazione tra il DIA ed AerMa-
cchi, si è reso necessario manipolare e modiﬁcare le uscite delle reti svilup-
pate per la precedente fase. L'obiettivo della nuova architettura è quello
di ricostruire gli angoli di incidenza, (α, β) e la contemporanea determi-
nazione delle pressioni, (Psa, Pt), essendo quest'ultima direttamente collega-
ta al calcolo del M∞ ed alla pressione statica ambiente, tramite la seguente
formula:
Pt = Psa · (γ − 12 ·M
2
∞ + 1)
( γ
γ−1 );
Tramite il modello sviluppato in [1], si sono stabiliti i sgeuenti legami tra
le misure delle sonde e le caratteristiche del ﬂusso circostante:

λi = fi(α, β,M∞,Ω, Config)
Pfronti = Psa[1 +
γ
2M
2∞CPfronti (α, β,M∞,Ω, Config)]
Psloti = Psa[1 +
γ
2M
2∞CPsloti (α, β,M∞,Ω, Config)]
in cui CPfront,i e CPslot,i sono i coeﬃcienti di pressione in corrispondenza
delle prese front e slot della sonda i−esima.
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Nella presente sezione della tesi è stata considerata la sola conﬁgurazione
denominata `Cruise', caratterizzata dalla deﬂessione nulla delle superﬁci di
controllo del velivolo, si sono considerate manovre stazionarie (Ω = 0) e si
sono trascurate eventuali correzioni inerenti i dati derivanti dalle stesse prove
di volo. Sotto tali condizioni, si piò dimostrare [1], che per calcolare gli angoli
di incidenza e derapata è necessario conoscere una generica coppia di misure
angolari (λi, λj) ed il numero di Mach. Quest'ultimo ha però un forte legame
col rapporto di pressione (PfrontPslot ) come illustrato in [1]. L'eliminazione del
numero di Mach del passo precedente come ingresso alla rete è stata possibile
in quanto si è veriﬁcato il corretto funzionamento della rete sul Mach stesso,
quando in ingresso si ha il rapporto delle due misure di pressione frontal
pressure rispetto a slot pressure fornite da una qualunque delle quattro sonde
installate nelle parte prodiera della fusoliera [1], oppure, come si vedrà in
seguito, i rapporti
Pfi
Pfj
e
Psi
Psj
1. Si può osservare che tale funzione, riportata
in §2 di [2] relativamente alla sonda 2, è strettamente dipendenta dal Mach
e molto meno dagli angoli di incidenza e derapata e quindi fornisce delle
informazioni ottimali per la ricostruzione del Mach. Il rapporto considerato
inoltre è indipendente dalla quota, come dettagliatamente riportato in §3 di
[1], in quanto non è dipendente dalla pressione statica.
Il compito delle reti neurali è, quindi, quello di riuscire a ricostruire i dati aria,
α, β, Pt, Psa, approssimando al meglio le funzioni polinomiali che li legano
alle letture delle sonde, e per poterlo ottenere si può pensare di utilizzare
come dato di input, una qualsiasi combinazione relativa ai dati derivanti da
una qualsiasi delle diverse coppie che si possono creare con le quattro sonde
installate sul velivolo.
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Avendo a disposizione quattro valori λi, quattro valori Pfronti ed altret-
tanti Psloti , è possibile ottenere sei stime delle grandezze che si sta cercando
di ricostruire, vale a dire sei stime di α, sei stime di β, sei stime di Pt e
sei stime di Psa, ciascuna delle quali derivata dai dati provenienti da una
generica coppia di sonde (i, j). Di conseguenza, ﬁssata l'architettura della
rete, si avranno sei reti per ciacsuna delle quattro uscite sopra citate.
1i = (1, . . . , 4),j = (1, . . . , 4) con i 6= j
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Combinando in diversi modi i segnali di input scelti, si sono individuate le
seguenti tipologie di reti neurali, riportate nelle tabelle 5.1 e 5.22.
Avendo a disposizione quattro sonde e quindi quattro valori di λi ed
altrettanti di Pfronti oppure Psloti oppure equivalentemente i rapporti di
pressioni (
Pfronti
Pfrontj
) e (
Psloti
Pslotj
), è possibile formare sei coppie distinte (i, j); ne
consegue che pur potendo variare senza troppi vincoli gli ingressi alle reti,
il numero di reti realizzabile per ognuna delle diﬀerenti tipologie a dispo-
sizione è pari al numero delle coppie a disposizione. Tutte le possibili reti
create danno quindi in uscita sei diverse stime per l'angolo di incidenza, sei
diverse stime per l'angolo di derapata, sei diverse stime per la pressione to-
tale ed inﬁne sei diverse stime per quanto riguarda la pressione statica. Le
stime appartenenti alla generica famiglia di reti devono essere elaborate da
un algoritmo di voting simile a quello descritto in [1], il quale rstituisce in
uscita un solo valore per ciascuna delle quattro grandezze ricostruite; cias-
cuna di queste grandezze consolidate sarà a sua volta validata come ingresso
da fornire ai sistemi esterni dati aria.
Il modello di rete neurale da impiegare in questo lavoro, come è già avvenuto
nel precedente capitolo 4.2 è un `approssimatore universale' del tipo Multi-
Layer Perceptron, MLP, che, dai modelli presenti in letteratura, ad esempio
in [2] e [9], è riconosciuto come quello avente l'architettura più consona allo
scopo che ci si preﬁgge di ottenere nel caso in esame, in quanto ha bisogno
di un numero di neuroni non troppo elevato e presenta una migliore capacità
di generalizzazione, rispetto ad altri modelli.
Le reti neurali studiate sono di tipo supervisionato, con algoritmo di allena-
mento di tipo `Back Propagation - feed forward', con due strati nascosti ed
uno strato di output con quattro nodi.
Gli obiettivi che si vogliono ottenere sono:
• apprendimento
• convergenza
2L'asterisco sta a signiﬁcare che sia gli ingressi che le uscite delle reti aventi il simbolo *
a ﬁanco sono stati normalizzati, secondo modalità che sarà descritta più dettagliatamente
in seguito
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Tipologia di reti neurali e loro ingressi (1/2)
Nome della tipologia di rete neurale Input Output
NNijij λi α
λj β
(PfrontPslot )i Pt
(PfrontPslot )j Psa
NNijPPV λi α
λj β
(PfrontPslot )ijvotata Pt
Psa
NNijij λi α
λj β
(PfrontPslot )i
Pt
Pfvotata
(PfrontPslot )j
Psa
Psvotata
NNijPPV λi α
λj β
(PfrontPslot )ijvotata
Pt
Pfvotata
Psa
Psvotata
NNijij λi α
λj β
(PfrontPslot )i Pt
(PfrontPslot )j Pt − Psa
NNijPPV λi α
λj β
(PfrontPslot )ijvotata Pt
Pt − Psa
NNijij λi α
λj β
(PfrontPslot )i
Pt
Pfvotata
(PfrontPslot )j
Pt−Psa
Psvotata
NNijPPV λi α
λj β
(PfrontPslot )ijvotata
Pt
Pfvotata
Pt−Psa
Psvotata
Tabella 5.1: Tipologia di reti neurali e loro ingressi
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Tipologia di reti neurali e loro ingressi (2/2)
Nome della tipologia di rete neurale Input Output
NNijij λi α
λj β
(
Pfronti
Pfrontj
) PtPfvotata
(
Psloti
Pslotj
) PsaPsvotata
NNijPPV λi α
λj β
Pfrontij,votata Pt
Pslotij,votata Psa
NNijij λi α
λj β
(
Pfronti
Pfrontj
) PtPfvotata
(
Psloti
Pslotj
) Pt−PsaPsvotata
NNijPPV λi α
λj β
Pfrontij,votata Pt
Pslotij,votata Pt − Psa
NNijij∗ λi α
λj β
(
Pfronti
Pfrontj
) PtPfvotata
(
Psloti
Pslotj
) PsaPsvotata
NNijPPV ∗ λi α
λj β
Pfrontij,votata Pt
Pslotij,votata Psa
NNijij∗ λi α
λj β
(
Pfronti
Pfrontj
) PtPfvotata
(
Psloti
Pslotj
) Pt−PsaPsvotata
NNijPPV ∗ λi α
λj β
Pfrontij,votata Pt
Pslotij,votata Pt − Psa
Tabella 5.2: Tipologia di reti neurali e loro ingressi
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• generalizzazione
Per apprendimento si intende, come indicato precedentemente, l'inseg-
nare alla rete un insieme di asscociazioni desiderate (xk, tk) facenti parte del
training set, TS, in cui il primo dato è l'ingresso alla rete mentre il secondo
dato è l'uscita desiderata. Per convergenza si intende ridurre l'errore globale
E al variare dei pesi, in modo che E <  (con  ﬁssato), mentre per gener-
alizzazione il tentativo di ottenere una rete che si comporti `bene' su esempi
sui cui non è stata allenata.
Sono state fatte numerose prove variando il numero N dei neuroni degli
strati nascosti, da un minimo di 10 ad un massimo di 100 (utilizzando per
i due strati nacsosti lo stesso numero di nodi), ed usando varie funzioni di
trasferimento (si veda come riferimento il 3 e l'Appendice D per ulteriori
approfondimenti), facendo prove in cui si sono utilizzate le stesse funzioni
di trasferimento per tutti gli strati delle reti e prove in cui per ogni strato
si è utilizzata una diversa funzione di trasferimento. Si è inoltre provato a
variare l'algoritmo di allenamento (si veda l'appendice C per avere maggiori
informazioni sui tre algoritmi che sono risultati maggiormente aﬃdabili).
In tutte le prove, i dati sono stati analizzati ed in alcuni casi anche nor-
malizzati al ﬁne di ottenere informazioni non linearmente dipendenti dagli
input a disposizione, in modo da ottimizzare il rendimento delle reti a parità
di dati in ingresso. Le reti neurali artiﬁciali, come in genere tutti i siste-
mi di analisi e classiﬁcazione, necessitano della creazione di insiemi di dati
su cui addestrarsi e testare le proprie prestazioni. Per generare tali insiemi
si è adottata l'`Analisi delle Componenti Principali, PCA' (si veda anche
l'Appendice B.3), che è una tecnica di analisi multivariata di fondamentale
importanza per l'esplorazione dei dati attraverso cui è possibile:
• valutare la correlazione tra le variabili e la loro rilevanza
• sintetizzare la descrizione dei dati
• ridurre la dimensionalità dei dati
• deﬁnire un modello di rappresentazione dei dati in uno spazio ortogo-
nale
Partendo dunque dalle variabili originali la PCA consente di ottenere
nuove variabili che:
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• sono fra loro incorrelate
• sono ordinate con varianza decrescente
• sono combinazioni lineari delle variabili originali
Inoltre la PCA può essere un valido passaggio intermedio per i sistemi
quali le reti neurali. Nel presente lavoro di tesi tale tecnica è stata utilizzata
per generare l'insieme di dati da usare come ingresso per le reti stesse par-
tendo dalle quattro variabili in uscita.
Mediante il valore di taglio è stato possibile avere un numero minore di uscite
dalla PCA. Sulla base di alcuni tentativi e dell'esperienza maturata in lavori
precedenti nel campo delle reti neurali, sono state sviluppate le strutture
seguenti, le cui caratteristiche sono riassunte in tabella 5.3 e 5.43
Caratteristiche e parametri delle reti neurali trainbr
Rete#1 Rete#2 Rete#3 Rete#4 Rete#5
N◦ neuroni strato ingresso 10 15 20 25 30
N◦ neuroni staro nascosto 10 15 20 25 30
N◦ neuroni strato uscita 4 4 4 4 4
Valore di taglio PCA 0.00001 0.00001 0.00001 0.00001 0.00001
N◦ ingressi rete neurale 3 o 4 3 o 4 3 o 4 3, 4 o 5 3, 4 o 5
Funzione strati ingresso e nascosto tansig tansig tansig tansig tansig
logsig logsig logsig logsig logsig
Funzione strato uscita purelin purelin purelin purelin purelin
poslin poslin poslin poslin poslin
Funzione di addestramento o trainbr, trainbr, trainbr, trainbr, trainbr,
training
Tabella 5.3: Caratteristiche e parametri delle reti neurali
Visto poi le diﬃcoltà riscontrate nel far si che le reti riuscissero a ricostru-
ire con un adeguato margine di errore i valori desiderati, si è inﬁne giunti
a deﬁnire un'architettura di rete di tipo `custom', cioè sviluppata apposita-
mente per il problema particolare in esame.
3Le tabelle citate descrivono in dettaglio l'architettura interna delle reti neurali prese
in esame, elencate nelle precedenti tabelle 5.1 e 5.2
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Caratteristiche e parametri delle reti neurali traingd e traingdm
Rete#1 Rete#2 Rete#3 Rete#4 Rete#5
N◦ neuroni strato ingresso 10 25 50 75 100
N◦ neuroni staro nascosto 10 25 50 75 100
N◦ neuroni strato uscita 4 4 4 4 4
Valore di taglio PCA 0.00001 0.00001 0.00001 0.00001 0.00001
N◦ ingressi rete neurale 3 o 4 3 o 4 3 o 4 3, 4 o 5 3, 4 o 5
Funzione strati ingresso e nascosto tansig tansig tansig tansig tansig
logsig logsig logsig logsig logsig
Funzione strato uscita purelin purelin purelin purelin purelin
poslin poslin poslin poslin poslin
Funzione di addestramento o traingd, traindg, traingd, traingd, traingd,
training traingdm traingdm traingdm traingdm traingdm
Tabella 5.4: Caratteristiche e parametri delle reti neurali
Mediante l'ambiente dedicato di Matlab relativo alle reti neurali, è infatti
possibile craere delle architetture gestite direttamente dall'utente utilizza-
tore del programma. Questo consente di gestire al meglio le diverse opzioni
disponibili nelle librerie elettroniche. Nel caso in esame si è per esempio
riscontrata la possibilità di ottenere un'unica rete ibrida con diverse carat-
teristiche di interpolazione numerica per la parte riguardante gli angoli e
quella riguardante le pressioni. In particolare modo le proprietà salienti
che maggiormente vanno ad inﬁciare il comportamento delle reti sono state
individuate essere le seguenti:
• numero di neuroni
• funzioni di trasferimento
• algoritmo di allenamento
Dopo aver analizzato l'esperienza maturata nelle precedenti prove ed an-
che in lavori antecedenti all'attuale, la rete custom è stata progettata con
l'architettura ibrida schematizzata in tabella 5.54
Ricordiamo che, teoricamente, maggiore è il numero di neuroni presenti
all'interno della struttura di una rete neurale, maggiore è la sua capacità di
4La tabella citata descrive in dettaglio l'architettura interna delle reti neurali custom
prese in esame, elencate nelle precedenti tabelle 5.1 e 5.2
5.2 Tipologia di reti considerate 127
Caratteristiche e parametri delle reti neurali custom
Rete#1 Rete#2 Rete#3 Rete#4 Rete#5
neuroni strato ingressoα,β 10 15 20 25 30
neuroni strato nascostoα,β 10 15 20 25 30
neuroni strato strato uscitaα,β 2 2 2 2 2
ingressi rete neuraleα,β 3 3 3 3 3
Funzione strato ingressoα,β logsig logsig logsig logsig logsig
Funzione strato nascostoα,β logsig logsig logsig logsig logsig
Funzione strato uscitaα,β purelin purelin purelin purelin purelin
neuroni strato ingressoPt 20 25 50 75 80
neuroni strato nascostoPt 20 25 50 75 80
neuroni strato ingressoPsa 30 35 60 80 100
neuroni strato nascostoPsa 30 35 60 80 100
neuroni strato uscitapressioni 2 2 2 2 2
ingressi rete neuralepressioni 4 4 4 4 4
Funzione strato ingressopressioni logsig logsig logsig logsig logsig
Funzione strato nascostopressioni logsig logsig logsig logsig logsig
Funzione strato uscitapressioni poslin poslin poslin poslin poslin
Valore di taglio PCA 0.00001 0.00001 0.00001 0.00001 0.00001
Funzione di addestramento o traingd, traindg, traingd, traingd, traingd,
training traingdm, traingdm, traingdm, traingdm, traingdm,
trainbr trainbr trainbr trainbr trainbr
Tabella 5.5: Caratteristiche e parametri delle reti neurali
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calcolo, ma parallelamente, maggiore è tale numero, peggiore è il compor-
tamento della stessa su esempi non facenti parte del training set ovvero in
tutte quelle condizioni in cui i dati di ingresso non fanno parte dell'insieme
di addestramento. In sintesi, da una rete neurale con elevato numero di neu-
roni ci aspettiamo una ricostruzione molto accurata se gli presentiamo un
set di ingressi già `visti' in fase di addestramento, ma, vista la scarsa capac-
ità di generalizzare, un comportamento diametralmente opposto con errori
rilevanti nel caso contrario.
Sulla base di questo comportamento osservato, sono state sviluppate reti con
un massimo di cento neuroni nello strato di ingresso ed in quello nascosto ed
un minimo di dieci.
5.3 Addestramento delle reti con i dati provenienti
dalle prove di volo
Le architetture di reti illustrate nel precedente paragrafo sono state ad-
destrate con dati di prove di volo ottenuti mediante simulazione tramite
modello simulink descritto in ﬁgura 4.1. Si è quindi utilizzato per la gener-
azione del campione di ingresso e quello di uscita delle reti stesse, lo stesso
database che ha costituito il riferimento sia per quanto riguarda l'approssi-
mazione polinomiale ai minimi quadrati delle funzioni di taratura, sviluppata
in precedenza attraverso un programma di collaborazione tra il dipartimento
di ingegneria aerospaziale DIA e la società AerMacchi, che per quanto con-
cerne il precedente capitolo 4. Nel presente lavoro di tesi si è fatto riferimen-
to alla conﬁgurazione denominata Cruise, cioè priva di qualsiasi deﬂessione
delle superﬁci di controllo e si sono trascurate eventuali correzioni presenti
all'interno dei dati provenienti dalle prove di volo.
Per poter sfruttare a pieno le capacità di interpolazione della rete, è neces-
sario che i punti di addestramento costituiscano un sottoinsieme signiﬁcativo
del dominio di variazione delle grandezze in esame. In tal senso, da prece-
denti lavori sull'argomento di ricostruzione dei dati aria tramite reti neurale,
si vedano [2] e [5], si evince che la soluzione che ha fornito risultati più sod-
disfacenti è stata quella in cui i punti di addestramento sono stati estratti
dal database completo attraverso processi deﬁniti `pseudo-random'. Questo
ha garantito infatti che i valori α, β, Pt e Psa che hanno generato i valori
di pressione Pfronti e Psloti ed i valori angolari delle sonde λi non fossero
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correlati tra di loro, rappresentando così la situazione più generica possibile
e quindi ottimale per l'addestramento delle reti stesse.
Rispetto a quanto fatto nel capitolo precedente, riguardante dati di galleria
del vento, l'inviluppo di volo del velivolo preso come riferimento per lo studio
attuale non è stato in alcun modo variato, e continua dunque a presentare
gli stessi limiti di validità del modello visualizzati nella tabella 4.3.
In riferimento all'addestramento delle reti neurali, si è quindi estrapolato
dall'inviluppo di volo un database composto di 21000 punti (si veda la ﬁgura
5.1) che comprendesse e coprisse nel modo più completo possibile l'intero
campo di validità delle variabili in gioco. Questi, a diﬀerenza di quanto fatto
nel caso dei dati di galleria, sono stati registrati solamente a prestabilite
stazioni ﬁsse del numero di Mach asintotico, vale a dire:
1. M∞ = 0.15
2. M∞ = 0.2
3. M∞ = 0.3
4. M∞ = 0.4
5. M∞ = 0.6
6. M∞ = 0.7
7. M∞ = 0.8
8. M∞ = 0.85
9. M∞ = 0.9
10. M∞ = 0.95
11. M∞ = 1.045
Dato lo spread piuttosto ampio dei valori e della quantità di dati in
esame, l'algoritmo di creazione del training-set pseudo-random, si è rivelato
di fondamentale importanza, anche perchè ha permesso di andare ad inﬁt-
tire maggiormente l'intervallo riguardante la bassa velocità, cioè M∞ ≤ 0.4,
5inizialmente è stato considerato anche questo valore, ma poi è stato trascurato in quan-
to i dati forniti da simulazione dimostravano un grado di accuratezza piuttosto grossolano
e si sono rivelati non aﬃdabili
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Figura 5.1: Rappresentazione dell'intero database di prove di volo
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laddove cioè gli input a disposizione hanno un campo di validità più esteso
ed un'accuratezza minore derivante dalle incertezze negli algoritmi di calcolo
che vi stanno a monte.
Per ottenere ciò si sono divisi tutti i dati di volo in unità elementari, come
descritto nel paragrafo 4.3. Una volta dunque ordinato il database secondo
valori crescenti del Mach asintotico, lo spazio tridimensionale (α, β,M∞) è
stato suddiviso in BIN a forma di parallelepipedi aventi dimensioni secondo
tabella 5.6 (vedi ﬁgura 4.5).
Limiti di validità del modello
Alpha,α (AoA) [deg] Beta, β (AoS) [deg] Mach, M∞ Punti BIN Punti TS
-15:0.5:45 -10<β<10 M∞ ≤ 0.4 2700 210
-6:0.5:30 |β|>10 M∞ ≤ 0.4 2700 210
-15:0.5:37 -15:5:15 0.4 < M∞ < 0.92 1700 180
-15:0.5:32 -15:5:15 0.92 ≤M∞ ≤ 0.95 1700 180
-15:0.5:12 -15:5:15 0.95 < M∞ ≤ 1.04 1700 150
Tabella 5.6: Limiti di validità del modello
Tutti i punti di volo sono stati associati a questi BIN, dopodichè da cias-
cuno di essi è stato estratto in modo pseudo-random un sottoinsieme di un
numero prestabilito di valori. Quindi, su di un totale di 21000 punti, suddi-
visi in 42 BIN, si è creato un training set comprendente complessivamente
circa 8000 dati di ingresso per allenare le reti sul database di galleria, di cui
circa il 50% relativi a M∞ ≤ 0.4 (si veda la ﬁgura 5.2). Questa metodologia
ha permesso di ottener una distribuzione omogenea di punti nel campione di
addestramento.
Il training delle reti, ovvero il calcolo dei pesi w, è stato eﬀettuato con il
toolbox delle reti neurali di Matlabr utilizzando gli algoritmi della tipolo-
gia Back-Propagation, denominati trainbr, traingd e traingdm, descritti in
appendice C. I pesi deﬁnitivi così ottenuti sono stati quelli risultanti dalla
millesima iterazione.
Inﬁne, per alcune delle reti testate, e precisamente quelle asteriscate pre-
senti in tabella 5.2, i dati di ingresso e di uscita sono stati normalizzati,
ovvero tutti i valori di λi, Pfronti , Psloti ed i rispettivi rapporti di pressione
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Figura 5.2: Rappresentazione dell'intero training set
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per quanto riguarda gli input e quelli di α, β, Pt, Psa e Pt − Psa per quanto
concerne gli output, all'interno dei rispettivi intervalli di appartenenza, sono
stati ricondotti all'interno del range [0;+1] mediante la seguente operazione:
Anorm =
A−Amin
Amax −Amin (5.1)
in cui:
• A è il dato iniziale
• Anorm è il valore di A normalizzato
• Amin ed Amax sono rispettivamente i valori minimi e massimi che la
variabile A può assumere
A conclusione di ogni simulazione inﬁne le uscite delle reti sono state
ricondotte ai loro eﬀettivi valori attraverso l'operazione inversa della B.1:
A = (Anorm · (Amax −Amin)) +Amin (5.2)
5.4 Prestazioni delle reti neurali
In questo capitolo sono descritte le prove fatte sulle reti neurali illus-
trate nel precedenta paragrafo 5.2 ed i risultati prodotti. La prima serie di
prove sui dati derivanti dalle prove di volo, ha avuto lo scopo di trovare la
migliore architettura da adottare per le reti neurali e di tarare i parametri
di allenamento. Deﬁnita l'architettura da utilizzare sono state fatte delle
prove di allenamento e di veriﬁca a diversi step. Inizialmente si sono deﬁnite
le caratteristiche più aﬃdabili a livello di architettura ﬁsica della rete (fun-
zioni di trasferimento, ingressi, numero di neuroni), in seguito si è cercato
di tarare meglio quest'ultima al ﬁne di ottenere in uscita Pt−Psa necessario
per il confronto successivo con i risultati ottenuti da AerMacchi attraverso
la ricostruzione polinomiale dei dati ed inﬁne si è giunti a deﬁnire la conﬁg-
urazione vincente di tipo `custom'.
Per quel che riguarda la deﬁnizione dei parametri di controllo delle reti neu-
rali e la descrizione delle prove per la determinazione dell'architettura delle
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stesse e dei parametri di allenamento, si rimanda il lettore a quanto esposto
nei paragraﬁ 4.4.1 e 4.4.2 rispettivamente.
Come già fatto nella precedente sezione riguardante i dati da galleria del
vento, è stato nuovamente necessario svolgere delle prove per poter stabilire
quali, fra le variabili prima deﬁnite (4.4.1 e 4.4.2), siano quelle più adatte
al ﬁne di raggiungere il target che ci si è posti all'inizio del seguente la-
voro di tesi, vale a dire quello di ottenere un'unica rete capace di ricostruire
in uscita tutti e quattro i valori di interesse, tenendo ovviamente presenti
anche le problematiche connesse all'impegno di memoria e alla rapidità di
allenamento delle reti (si vedano le tabelle riassuntive 5.7 e 5.8)6.
Caratteristiche e parametri delle reti neurali traingd e traingdm
Rete#1 Rete#2 Rete#3 Rete#4 Rete#5
N◦ neuroni strato ingresso 10 25 50 75 100
N◦ neuroni staro nascosto 10 25 50 75 100
N◦ neuroni strato uscita 4 4 4 4 4
Valore di taglio PCA 0.00001 0.00001 0.00001 0.00001 0.00001
N◦ ingressi rete neurale 3 o 4 3 o 4 3 o 4 3, 4 o 5 3, 4 o 5
Funzione strati ingresso e nascosto tansig tansig tansig tansig tansig
logsig logsig logsig logsig logsig
Funzione strato uscita purelin purelin purelin purelin purelin
poslin poslin poslin poslin poslin
Funzione di addestramento o traingd, traindg, traingd, traingd, traingd,
training traingdm traingdm traingdm traingdm traingdm
Numero di epoche 2000 2000 3000 3000 3000
valore goal 10−6, 10−6, 10−6, 10−6, 10−6,
10−8 10−8 10−8 10−8 10−8
Tabella 5.7: Caratteristiche e parametri delle reti neurali considerate
I risultati prodotti dalle prove, svolte utilizzando il training set deﬁnito
da tabella 5.6, hanno portato alle seguenti considerazioni:
√
le reti neurali `customizzate' si sono rivelate essere meglio adattabili al
problema in esame, in quanto hanno il grosso vantaggio di permettere
6Le tabelle citate descrivono in dettaglio l'architettura interna delle reti neurali prese
in esame, elencate nelle precedenti tabelle 5.1, 5.2,5.3, 5.4 e 5.5
5.4 Prestazioni delle reti neurali 135
Caratteristiche e parametri delle reti neurali custom
Rete#1 Rete#2 Rete#3 Rete#4 Rete#5
neuroni strato ingressoα,β 10 15 20 25 30
neuroni strato nascostoα,β 10 15 20 25 30
neuroni strato strato uscitaα,β 2 2 2 2 2
ingressi rete neuraleα,β 3 3 3 3 3
Funzione strato ingressoα,β logsig logsig logsig logsig logsig
Funzione strato nascostoα,β logsig logsig logsig logsig logsig
Funzione strato uscitaα,β purelin purelin purelin purelin purelin
neuroni strato ingressoPt 20 25 50 75 80
neuroni strato nascostoPt 20 25 50 75 80
neuroni strato ingressoPsa 30 35 60 80 100
neuroni strato nascostoPsa 30 35 60 80 100
neuroni strato uscitapressioni 2 2 2 2 2
ingressi rete neuralepressioni 4 4 4 4 4
Funzione strato ingressopressioni logsig logsig logsig logsig logsig
Funzione strato nascostopressioni logsig logsig logsig logsig logsig
Funzione strato uscitapressioni poslin poslin poslin poslin poslin
Valore di taglio PCA 0.00001 0.00001 0.00001 0.00001 0.00001
Funzione di addestramento o traingd, traindg, traingd, traingd, traingd,
training traingdm, traingdm, traingdm, traingdm, traingdm,
trainbr trainbr trainbr trainbr trainbr
Numero di epoche 2000 2000 3000 3000 3000
valore goal 10−6, 10−6, 10−6, 10−6, 10−6,
10−8 10−8 10−8 10−8 10−8
Tabella 5.8: Caratteristiche e parametri delle reti neurali considerate
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il trattamento secondo due ﬂussi separati e distinti dei dati riguardanti
la ricostruzione degli angoli e di quelli riguardanti le pressioni, che han-
no a monte problematiche diﬀerenti da aﬀrontare in maniera diversa.
Le reti custom permettono cioè di riassumere in un'unica rete tutti i
pregi riscontrati all'interno di questa nuova metodologia e descritti in
precedenti lavori, [2] e [5], in cui venivano considerati separatamente il
problema degli angoli e quello delle pressioni.
√
per quanto detto sopra, si nota che, per quanto riguarda l'algoritmo
di calcolo degli angoli, non è necessario un numero elevato di neuroni.
In questo caso infatti, una rete con molti neuroni riesce a ricostruire
molto bene il valore di riferimento utilizzato durante l'allenamento, ma
ha scarsa capacità di generalizzare.
Diverso è invece il discorso per quanto concerne l'algoritmo di calcolo
delle pressioni. In questo caso invece si può innalzare il limite di soglia
del numero massimo di neuroni, e la saturazione si risconta per valori
piuttosto elevati di neuroni. A questo punto però interviene anche un
problema di tempo macchina nell'allenamento della rete. Aumentando
infatti eccessivamente il numero di neuroni risulta molto lento anche
l'allenamento stesso della rete
√
il numero delle epoche non deve essere eccessivamente alto perchè
i metodi di allenamento, dopo 3000 cicli, arrivano alla saturazione,
ovvero i parametri di training, quali la cifra di merito ad esempio,
raggiunto un valore minimo, rimangono costanti
√
il numero di epoche tuttavia non deve essere troppo basso per non
troncare l'allenamento
√
per quanto riguarda il valore di goal vale lo stesso discorso appena fatto
per le epoche
√
entrambi i metodi di allenamento hanno risposte comparabili in termini
di ricostruzione dei valori da database; il modello basato sulla mini-
mizzazione della discesa del gradiente (traingd e traingdm) ha tempi
di training molto più brevi, riesce cioè a raggiungere molto più veloce-
mente il goal prestabilito; è però vero che, a discapito di un tempo di
training leggermente superiore, il metodo `bayesan regularization' ha
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una precisione di qualche punto percentuale migliore e risulta essere
perciò quello maggiormente adatto nel caso in esame
√
anche per quanto concerne le funzioni di trasferimento dell'algoritmo
di allenamento si sono riscontrati dei vantaggi nel poter tenere separati
i due ﬂussi di calcolo. Per quanto riguarda lo strato di ingresso e quello
nascosto, entrambi gli algoritmi lavorano bene utilizzando la funzione
logsig. Diverso è il discorso per lo strato di uscita.
 l'algoritmo di calcolo degli angoli lavora bene attraverso la fun-
zione lineare e continua purelin
 l'algoritmo di calcolo riguardante le pressioni lavora invece meglio
mediante la funzione lineare a tratti poslin
√
il numero di ingressi per quanto riguarda l'algoritmo di calcolo degli
angoli è stato ﬁssato a tre: λi, λj ed il rapporto di pressione
Pfronti
Pfrontj
;
infatti aumentando lo stesso a quattro si arriva a saturazione.
Diverso il discorso per l'algoritmo di calcolo delle pressioni che necessita
al contrario di più ingressi, individuati nei quattro: λi, λj ,
Pfronti
Pfrontj
ed il
rapporto tra le pressioni
Psloti
Pslotj
√
entrambi gli algoritmi riescono ad allenarsi meglio nel caso in cui sia gli
input che gli output sono normalizzati all'interno dell'intervallo [0,+1]
Da quanto sino ad ora esposto, al termine del seguente lavoro di tesi, è
stata deﬁnita un'unica architettura ritenuta più eﬃciente al ﬁne di meglio
ricotruire i dati aria di interessse per applicazione su velivoli di tipo ﬂy-by-
wire. L'architettura deﬁnita ha le seguenti caratteristiche riportate in tabella
5.9.
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Caratteristiche e parametri della rete neurale vincente
tipo di rete custom
N◦ input ingresso per algoritmo ricostruzione angoli 3
N◦ input ingresso per algoritmo ricostruzione pressioni 4
N◦ neuroni strato ingresso e nascosto per alg. ric. angoli 15
N◦ neuroni strato ingresso e nascosto per alg. ric. Pt 20
N◦ neuroni strato ingresso e nascosto per alg. ric. Psa 25
N◦ neuroni strato di uscita 4
Valore di taglio PCA 0.00001
Funzione di trasferimento strati ingresso e nascosto logsig
Funzione di trasferimento strato nascosto per alg. ric. angoli purelin
Funzione di trasferimento strato nascosto per alg. ric. pressioni poslin
Funzione di addestramento o training trainbr
Numero di epoche 2000
Valore di goal 10−8
Inputs ed Outputs normalizzati
Tabella 5.9: Caratteristiche e parametri della rete neurale vincente
Figura 5.3: Architettura della rete neurale vincente
Capitolo 6
Confronto con il metodo
computazionale dei polinomi
In questo capitolo, dopo un'analisi dei risultati ottenuti utilizzando la rete
neurale descritta attraverso la tabella 5.9 del paragrafo precedente 5.4, si fa
un confronto con quelli che sono stati gli esiti conseguiti nei lavori preesistenti
nati dalla collaborazione tra il Dipartimento di Ingegneria Aerospaziale DIA
e la società AerMacchi mediante approccio classico legato alla ricostruzione
dei dati aria tramite funzioni polinomiali.
6.1 Analisi dei risultati
Deﬁnita l'architettura ottimale per la rete neurale, al ﬁne di ricostruire
al meglio i dati aria disponibili dalle prove di volo, come riassunto da tabella
5.9, i risultati ottenuti evidenziano che:
√
La rete ricostruisce suﬃcientemente bene i valori angolari, mentre si
incontrano maggiori diﬃcoltà per quel che riguarda le pressioni
√
si è notato che, in particolar modo per quanto concerne Pt, al ﬁne di
poter stabilire un confronto con i risultati ottenuti in lavori precedenti,
è meglio ricostruire direttamente questo valore piuttosto che passare
dal M∞ e attraverso lo stesso ottenere il valore di pressione totale
corrispondente. Così facendo infatti si andrebbero a sommare gli errori
su M∞ e sulla Psa, cui Pt è fortemente correlato
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√
discorso simile si può fare sulla scelta di ottenere in uscita direttamante
Psa oppure Pt − Psa. Se infatti si decidesse di avere direttamente la
pressione statica ambiente e poi fare la diﬀerenza con quella totale,
si correrebbe il rischio di andare a sommare i due errori commessi
sulla ricostruzione dei due dati, peggiorando così la risposta della rete.
E' quindi preferibile avere una rete che ricostruisca direttamente la
diﬀerenza Pt − Psa
√
Altro motivo che giustiﬁca la scelta di avere in uscita direttamente
la diﬀerenza Pt − Psa, deriva dal fatto che le speciﬁche riguardanti il
FCS/FBW in esame nella presente tesi, riguardano esplicitamente e
sono richieste speciﬁcatamente su questo stesso parametro
√
in generale si è potuto osservare che tutte le reti neurali considerate,
non solo quella deﬁnitiva, hanno mostrato un comportamento migliore
nel ricostruire i dati a M∞ ≥ 0.4. Questo è legato non solo al fatto
che lì l'inviluppo di volo è più ristretto, ma anche e soprattutto alla
diversa precisione dei dati stessi in esame, come sarà meglio descritto
nelle conclusioni.
6.2 Confronto con l'interpolazione polinomiale
Al ﬁne di poter confrontare i risultati ottenuti con quanto fatto in prece-
denti lavori nati dalla collaborazione tra il DIA e la società AerMacchi, in
cui si utilizzavano metodologie basate su interpolazione polinomiale, si sono
realizzati graﬁci attraverso il toolbox di Matlab, delle mappe degli errori in
funzione di (α, β) all'interno dell'inviluppo di volo.
Si è dunque reso necessario deﬁnire, per ogni parametro in uscita dalla rete
neurale, (α, β, Pt, Pt − Psa), che per semplicità chiameremo in questo caso
yNN , il seguente valore:
yj = 100 · yNN − yPV
yPV
in cui:
• yNN è la generica uscita della rete neurale
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• yPV è la corrispondente uscita ottenuta dalle prove di volo
• yj è il nuovo parametro ottenuto dal precedente calcolo
Una volta ottenuto il valore appena deﬁnito per ogni uscita della rete
neurale, si è passati a determinare la media aritmetica, la varianza e la
deviazione standard dello stesso come:
µ(y¯j) =
1
n
n∑
i=1
yij
σ2 =
1
n
n∑
i=1
(yij − µ)2
σ =
√√√√ 1
n
n∑
i=1
(yij − µ)2
in cui:
• µ è la media aritmetica
• σ2 è la varianza
• σ è la deviazione standard
Dall'analisi delle mappe dell'errore così ottenute si osserva che1:
√
le reti neurali commettono errori leggeremente maggiori in percentuale
all'errore commesso dalla ricostruzione attraverso l'interpolazione poli-
nomiale
√
la diﬀerenza tra gli errori commessi è più marcata per valori di M∞ ≤
0.4
√
la diﬀerenza tra gli errori commessi è più marcata per valori al di fuori
dell'inviluppo di volo ammissibile
1per quanto riguarda α e β, i graﬁci sono presentati anche con scale diverse, ma solo
per semplicità di lettura; infatti si nota come l'errore sia nella zone centrale al massimo si
2.5 gradi per poi crescere nelle zone più esterne
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Figura 6.1: Ricostruzione di alpha attraverso le reti neurali
Figura 6.2: Ricostruzione di alpha attraverso le reti neurali (scala ridotta)
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Figura 6.3: Ricostruzione di alpha attraverso interpolazione polinomiale
Figura 6.4: Ricostruzione di beta attraverso le reti neurali
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Figura 6.5: Ricostruzione di beta attraverso le reti neurali (scala ridotta)
Figura 6.6: Ricostruzione di beta attraverso interpolazione polinomiale
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Figura 6.7: Ricostruzione di Pt attraverso le reti neurali
Figura 6.8: Ricostruzione di Pt attraverso interpolazione polinomiale
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Figura 6.9: Ricostruzione di Pt − Psa attraverso le reti neurali
Figura 6.10: Ricostruzione di Pt−Psa attraverso interpolazione polinomiale
Capitolo 7
Conclusioni e sviluppi futuri
E' stata veriﬁcata la possibilità di applicare le reti neurali alla ricostruzione
dei dati aria, come metodologia di calcolo alternativa a quella classica basata
su funzioni polinomiali approssimanti, per quel che concerne i quattro val-
ori di interesse (α, β,M∞ e Psa) oppure in maniera equivalente (α, β, Pt e
Pt − Psa). A ciascuna coppia di sonde è stata associata una rete neurale
dedicata con struttura appositamente sviluppata e dalle sei uscite risultanti
è stato calcolato il valore votato. Un risultato signiﬁcativo è stato quello
di essere riusciti ad ottenere inﬁne un'unico modello di rete comprendente
tutte e sei le coppie di sonde in cui i processi di calcolo sono completamente
svincolati tra di loro a diﬀerenza di quanto avviene nella procedura di elab-
orazione sviluppata in [1] ed in cui il ﬂusso dedicato al calcolo degli angoli è
totalmente indipendente da quello dedicato al calcolo delle pressioni.
Il successivo confronto tra la metodologia basata sulle reti neurali e quella
basata sulla ricostruzione tramite interpolazione polinomiale (operato sullo
stesso database di prove di volo) ha evidenziato generalmente una precisione
maggiore nella ricostruzione dei parametri di volo da parte della metodologia
classica rispetto alle reti neurali, a scapito tuttavia di una superiore richiesta
di parametri da memorizzare negli FCCs. Va infatti fatto notare che, per
quanto concerne la ricostruzione dei valori di Pt e Psa, nel caso si utilizzino
i polinomi per interpolazione, si devono andare a tarare diﬀerenti polinomi
nel momento in cui si voli a M∞ ≤ 0.4 oppure a M∞ > 0.4. Inoltre i polino-
mi interpolanti utilizzano funzioni polinomiali di diverso grado e quindi un
numero di coeﬃcienti diﬀerente a seconda della zona (α, β) dell'inviluppo di
volo all'interno della quale si trovano ad operare. Va inoltre fatto notare che
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l'approssimazione polinomiale in funzione di (α, (PfrontPslot )m) e l'interpolazione
in β, con polinomio a 3 variabili, non ha dato risultati particolarmente sod-
disfacenti in quanto le funzioni Psa = fPsa(α, β,
Pf
Ps
) e Pt = fPt(α, β,
Pf
Ps
)
hanno andamenti più complessi rispetto alle funzioni di taratura degli an-
goli. Discorso simile può essere fatto per quanto riguarda la ricostruzione dei
valori angolari. Ancora si utilizzano polinomi diversi a bassi ed ad alti Mach
di volo ed il loro grado massimo cambia a seconda della zona di inviluppo
in cui l'algoritmo si trova a lavorare. I diﬀerenti polinomi tengono conto,
tramite funzioni di compensazione, di eventuali correzioni, che sono neces-
sarie per poter compensare le diﬀerenze che si ricontrano tra i dati derivanti
dalle prove di volo e quelli provenienti dalle prove di galleria del vento. A
diﬀerenza di quanto avviene nel caso dell'algortimo di calcolo delle pressioni,
i polinomi interpolanti i valori angolari sono funzione dei dati provenien-
ti dalle letture delle sonde (λi, λj) e del numero di Mach asintotico (M∞).
La logica di gestione dell'algoritmo di calcolo degli angoli risulta allora più
semplice rispetto a quello delle pressioni, essendo legata all'inviluppo di volo
solamente per mezzo del mach asintotico.
Si capisce allora come, nel caso delle funzioni di interpolazione, ci sia un forte
aumento di memoria storage occupata all'interno dei FCCs ed ancora più ril-
evante un forte incremento nella complessità delle logiche di gestione degli
stessi. Devono infatti essere implementate funzioni in grado di riconoscere in
che zona del campo (α, β,M∞) si stia volando e da qui stabilire il polinomio
da utilizzare per il calcolo degli angoli e quello delle pressioni ed inﬁne sta-
bilire se e quali polinomi di compensazione eventualmente introdurre.
In riferimento alla calibrazione delle reti, sia per quel che riguarda le prove
di volo che quanto concerne il database di galleria del vento, la metodologia
sviluppata per la deﬁnizione del subset di dati necessario all'addestramento
delle stesse si è dimostrata essere soddisfacente in quanto i parametri sti-
mati dalle reti addestrate su tale sottoinsieme di dati si sono rivelati in buon
accordo con quelli registarti in ambedue i casi. Si deve inoltre tenere in
considerazione come, una volta deﬁnita un'architettura base di rete neurale,
questa metta in evidenza una notevole ﬂessibilità e capacità di essere allenata
e generalizzare tanto sui dati di galleria quanto su quelli derivanti da ﬂight
test. Attraverso l'architettura neurale quindi vengono del tutto bypassati
i problemi correlati alla scelta dei diversi polinomi interpolanti in funzione
della zona dell'inviluppo di volo. Le reti neurali permettono inoltre di sem-
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pliﬁcare molto le logiche di gestione dei FCCs che sono esentati dal compito
di dover stabilire come comportarsi a seconda delle diverse condizioni che
possono presentarsi ed anche la memoria storage necessaria all'immagazzi-
namento dei coeﬃcienti di interpolazione e di eventuali funzioni di compen-
sazione viene di conseguenza notevolmente alleggerita.
Un successivo sviluppo di questo lavoro potrebbe prevedere l'applicazione
della rete neurale `custom' a database provenienti da prove di volo che pren-
dano in considerazione non solo la conﬁgurazione denominata `Cruise', carat-
terizzata dalla deﬂessione nulla delle superﬁci di controllo, ed in cui si consid-
erino manovre non stazionarie (Ω 6= 0). Particolare attenzione dovrà essere
rivolta alla ricostruzione di Pt − Psa ed alla possibilità di utilizzare diverse
funzioni di trasferimento per garantire livelli di precisione maggiori di quelli
raggiunti con le attuali architetture.
Appendice A
Il velivolo di riferimento:
AerMacchi M346
Figura A.1: L'M346 alla presentazione uﬃciale ed all'interno di un hangar
Il caccia avanzato da addestramento M346 è stato uﬃcialmente presen-
tato a Roma l'11 ottobre 2004.
L'M346 è un caccia avanzato da addestramento sviluppato dall'italiana Aer-
Macchi S.p.A.
Questo velivolo era conosciuto in precedenza come Yak/AEN-130 ed inizial-
mente era sviluppato in collaborazione con la Yakolev Design Bureau (Rus-
sia) e Sokol Manufacturing Plant (Russia). La Povazske Strojarne LM della
Repubblica Slovacca era responsabile per la progettazione e la realizzazione
della propulsione, mentre Leninetz (Russia) e Finmeccanica-AerMacchi (Italia)
erano responsabili per quanto riguarda l'avionica. Nel mese di luglio 2000,
l'AerMacchi ha annunciato la ﬁne della collaborazione con le aziende del-
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l'Est Europa e ha continuato da sola lo sviluppo dell'M346. Il prototipo ha
eﬀettuato il suo primo volo il 15 luglio 2004, l'aereo è decollato dalla pista di
Venegono (Varese) alle 8:30 ora locale (7:30 GMT) ed è rientrato alle ore 9:25
(8:25 GMT). Il volo è stato controllato in tempo reale dal team Prove di Volo
di AerMacchi presso il Centro Telemetria dell'azienda. L'aereo era pilotato
dal Comandante Olinto Cecconello, Capo Pilota Collaudatore di AerMacchi.
A fare da chase all'M346 hanno volato due AerMacchi MB-339CD, pilotati
dal Capitano Alessandro Sciaburri del Centro Prove di Volo dell'Aeronau-
tica Militare Italiana e dal Comandandente Maurizio Cheli, Capo Pilota
Collaudatore per i velivoli militari di Alenia Aeronautica. I commenti del
Comandante Cecconello sono stati più che positivi:
`L'M346 ha dimostrato il suo elevato rapporto spinta-peso, le sue eccellenti
prestazioni in volo ed a terra, con una corsa di decollo di 400 metri ed una
distanza di atterraggio di 520 metri. Il sistema comandi di volo permette di
manovrare il velivolo in modo ﬂuido e preciso'.
Il velivolo prototipo russo YAK-AEM-130 ha eﬀettuato i primi voli sin
dal 1996. Dopo aver completato due serie di test di volo fu consegnato al-
la Russian Air Force per la valutazione. Con denominazione Yak-130, nel
marzo del 2002, la Russian Air Force, ha selezionato l'aereo come futuro
addestratore da combattimento, preferendolo al progetto MiG-AT. I primi
aerei prodotti in serie hanno iniziato a volare nel 2004; le richieste delle forze
aeree russe ammontano a 200 addestratori.
L'M346 è un velivolo per l'addestramento al combattimento per piloti da
caccia di prima linea, e con la capacità di un elevato angolo di attacco. Il
disegno aerodinamico dell'M346 utilizza vortici di portanza per aumentare
la manovrabilità ed il controllo ad angoli di attacco estremamente elevati e
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per mezzo di sistemi di controllo Fly-by-Wire.
A.1 Weapons
Le armi sono montate su nove stazioni esterne, sei delle quali sono sub-
alari, equipaggiate con unità di lancio della classe 1000 lb, e due stazioni sulle
estremità alari destinate ai missili aria-aria. La stazione sotto la fusoliera è
riservata ai pod avionici od in alternativa a serbatoio di carburante supple-
mentare del tipo standard da 300 litri. Il sistema di raﬃgurazione di dati
e controllo funzioni del sistema di gestione carichi può utilizzare qualunque
display multifunzione presente nei due cockpit. Gli armamenti sono gesti-
ti tramite controlli HOTAS (Hands On Throttle And Stick). L'attivazione
delle armi è gestita da un computer centrale principale, i dati sullo stato delle
armi (armato/in sicura) sono indicati ai piloti per mezzo dell'HUD (Head
Up Display) oppure tramite elmetto HMD (Helmet Mounted Display). Gli
armamenti utilizzabili sull'M346, comprendono:
• MK82 500 lb;
• MK83 1000 lb a caduta libera o ritardate;
• tubi di lancio per razzi;
• missili aria-aria a corto raggio AIM-9 Sidewinder;
• missili aria-terra Raytheon AGM-65 Maverick;
• missili antinave MBDA (Ex Alenia) Marte MK-2A.
La stazione esterna ﬁssa (sotto la fusoliera) può ospitare pod da ricog-
nizione Vinten VICON-601, sistema per designazione laser, sistema radar
ricevitore allarme e pod per contromisure elettroniche Elettronica ELT-55.
Per le funzioni di caccia da addestramento, le funzioni del sistema di au-
toprotezione e lo scenario tattico simulato di minacce sono rappresentate
e monitorate sui display multifunzione. Per le funzioni operative, l'aereo è
equipaggiato con un radar ricevitore di segnali di minaccia, dispenser di chaﬀ
e ﬂares,e contromisure elettroniche attive.
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A.2 Cockpit
Il cockpit è adeguato ad un aereo da combattimento di ultima gener-
azione. Ogni posto pilota è equipaggiato con HUD del tipo raster/stroke,
tre display a cristalli liquidi multifunzione a colori, elmetto HMD con ca-
pacità simulazione minacce, strumentazione compatibile con visori notturni
NGV (Night Vision Google) e controlli HOTAS. I cockpit possono essere ac-
cessoriati con seggiolini eiettabili del tipoMK16 di produzioneMartin Baker
di Uxbridge, Regno Unito, modello K-93-00 della Zvezda, Russia.
A.3 Avionics
L'architettura avionica è basata sul MIL-STD-1553B a doppia ridon-
danza con canale dati digitale e con possibilità di espansione per altri sis-
temi aggiuntivi. Le comunicazioni sono gestite da una suite che comprende
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transceiver VHF/UHF e transponder IFF (Identiﬁcation Friend or Foe). La
suite di navigazione comprende un sistema di navigazione inerziale giroscop-
ico laser con ricevitore GPS incorporato, un sistema TACAN (tactical air
navigation) e radio omni-direzionale VHF (VOR/IIS/MB).
Il sistema di controllo del volo (FCS) è del tipo completamente digitale
a quadruplice ridondanza ﬂy-by-wire, che include quattro computer per il
controllo del volo della BAE Systems Italia. L'FCS consente di controllare
l'aereo ad angoli di attacco di 40◦ gradi e superiori, oltre a limitare la forza
G, prevenire stalli ed avvitamenti, e limitare il massimo angolo di attac-
co. L'FCS può essere programmato con vari gradi di automazione e con
diverse modalità autopilota ed è caratterizzato da un sistema automatico di
disinserimento in caso di danni o di avarie.
A.4 Engine
La propulsione doveva essere inizialmente fornita dalla Povazke Strojarne
L.M. e costituita da due turbofan DV-2S con potenza massima di 2200 kg
di spinta ognuno. Ma per l'M346, sono stati preferiti due turbofan Hon-
eywell/ITEC F124-GA-100 prodotti in collaborazione con Fiat Avio ed un
rapporto peso velivolo/potenza pari a 1 a 1. Inﬁne sono presenti un sis-
tema di lubriﬁcazione a circuito chiuso ed un circuito di controllo digitale
della propulsione a doppio canale - FADEC (Full Authority Digital Engine
Control).
A.5 Scheda Tecnica
Tipo Velivolo: Caccia addestatore
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Origine: Italia e Russia
Fabbricazione: AerMacchi-Finmeccanica; Yakolev Design Bureau e
Sokol MP
Equipaggio: 2
Primo Volo: 2004
Tipo Ali: alte ed allungate in fusoliera
Coda: singola e piani dritti
Motore: Honeywell/ITEC F124-GA-100 turbofan spinta 2850 kg x 2
Lunghezza: 11,49 m
Apertura Alare: 9,72 m
Altezza: 4,98 m
Superﬁcie Alare: 23,52 mq
Peso a Vuoto: 4610 kg
Peso al Decollo: 6700 kg addestratore
Peso Max al Decollo: 9000 kg operativo armato
Corsa di Decollo: 280 m
Corsa di Atterraggio: 580 m
Carburante interno: 1750 kg
Serbatoi Supplementari: 300 litri del tipo standard sotto la fusoliera
Carico Tipico Armi: 3000 kg
Autonomia: 2950 km
Velocità Max a Quota 1500 m slm: 1084 km/h
Velocità di salita: 127 m/sec
Max Forza G: +8G e -3G
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Max Forza G Sostenuta: 5.8G
Altitudine di Volo Utile: 13700 m
Radar e Sistemi: MIL-STD-1553B a doppia ridondanza e digitale
- transceiver VHF/UHF - transponder IFF - sistema navigazione in-
erziale gyro laser - sistema di navigazione ﬂy-by-wire - ricevitore GPS
- sistema TACAN e radio omni-direzionale VHF (VOR/IIS/MB) -
controlli HOTAS e HMD
Armi: MK82 500 lb, MK83 1000 lb, a caduta libera o ritardate; tubi
di lancio per razzi; missili aria-aria a corto raggio AIM-9 Sidewinder;
missili aria-terra Raytheon AGM-65 Maverick; missili antinave MBDA
(Ex Alenia) Marte MK-2A; cannone da 23 0 30 mm su stazione
Velivoli Similari: Yak-130
Paesi Utilizzatori: Italia e Russia
Produzione Prevista: Italia, 700 unità - Russia, 200 unità
Appendice B
Estrazione dell'informazione e
PCA
Le reti neurali, o in generale i sistemi di analisi e classiﬁcazione, ne-
cessitano la creazione di alcuni insiemi di dati su cui addestrarsi e testare le
proprie prestazioni. Nel caso speciﬁco del trattatmento di segnali provenienti
da sistemi sensoriali artiﬁciali nasce il problema di come estrarre il contenuto
informativo, o ciò che si presume lo sia, da uqesti segnali e come rappresen-
tarlo in un insieme di dati validi per un sistema di analisi. Le variabili sono le
grandezze che utilizziamo per descrivere complessivamente i segnali acquisiti;
possono essere sperimentali o calcolate per via teorica. Le variabili rappre-
sentano quindi il modo in cui si descrive un sistema relazionale empirico e le
scale di misura rappresentano il modo con cui l'informazione empirica viene
trasformata in informazione numerica.
In molti casi è necessario che i dati originali siano pretrattati o condizionati,
al ﬁne di poter usare l'informazione in essi contenuta. Un'altra funzione im-
portante è la riduzione o eliminazione del rumore e delle piccole interferenze
(non linearità, derive termiche, . . . ), eliminando la parte non signiﬁcativa del
segnale. Successivamente attraverso un estrattore di caratteristiche salienti
sarà possibile ricavare un sottoinsieme di dati originali, o di parametri da
essi ricavati, nel quale è contenuta la maggior parte dell'informazione. Pur
non essendo in sè indispensabile, dato che in teoria ogni punto dell'insieme
dei segnali può essere preso come caratteristica, questa operazione consente
di abbattere in maniera signiﬁcativa i tempi di elaborazione e di migliorare le
prestazioni complessive del sistema. L'insieme dei valori delle caratteristiche
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salienti estratte per un dato esperimento costituisce un pattern. L'insieme
dei pattern può essere espresso sotto forma di matrice, nota come matrice
dei dati, su cui agirà il sistema di analisi.
B.1 Condizionamento del segnale
La risposta di una matrice di n sensori può essere pensata come un vettore
Xj :
Xj = [x1j(t), x2j(t), x3j(t), . . . , xnj(t), ]
Il condizionamento del segnale ha la funzione di ridurre o compensare,
mediante semplici trasformazioni, l'eﬀetto di eventuali disturbi che alterano
il suo contenuto informativo. Ovviamente, il migliore intervento possibile è
quello di analizzare criticamente le modalità di misura e quindi rimuovere
la sorgente di tali disturbi, modiﬁcando opportunamente l'apparato speri-
mentale. A volte però non è possibile agire in questo modo; inoltre, alcuni
disturbi non sono eliminabili, così come l'errore casuale è insito in qualsiasi
misura. In questo caso, alcune semplici osservazioni, eﬀettuate via hard-
ware, a livello del sistema di acquisizione, o via software, possono consentire
di migliorare la qualità del segnale.
B.1.1 Filtraggio
Questa operazione serve a ridurre gli eﬀetti del rumore e viene deneral-
mente realizzata via software sul segnale digitalizzato. Esistono molti ﬁltri
diversi; uno dei più usati è il ﬁltro passa basso a media mobile, che calcola
in ogni punto n il valore Vn del segnale come media dei valori assunti dal
segnale nell'intervallo [Vn− k
2
, Vn+ k
2
], con k intero deﬁnito dall'utente:
Vn =
1
k + 1
j=n+ k
2∑
j=n− k
2
Vj
Il ﬁltraggio riduce le piccole ﬂuttuazioni del segnale, ma non fa ovvia-
mente distinzioni tra informazione e rumore.
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B.1.2 Riduzione di derive
La presenza di una deriva, termica o di altra natura, può aggiungere un
andamento monotono che falsa il segnale. Questo eﬀetto può essere compen-
sato sottraendo al segnale del sensore attivo Vi l'uscita di un identico sensore
Vid mantenuto nelle stesse condizioni di lavoro ma non sottoposto all'analita:
∆Vi = Vi − Vid
Altra possibilità è quella di sottrarre al segnale del sensore l'andamento
ottenuto in una precedente misura condotta nelle stesse condizioni ma in
assenza di analita oppure la funzione che meglio interpola quei dati.
B.1.3 Trasformazione delle variabili
In diversi casi le variabili presentano comportamenti indesiderati come
quelli di non linearità, non additività, ecc. In generale, le trasformazioni di
una variabile rispondono quindi ad uno dei seguenti scopi:
• Stabilizzare la varianza
• Linearizzare le relazioni tra le variabili
• Normalizzare la distribuzione
• Ottenere additività
• Realizzare modelli più robusti
Fra le trasformazioni più comuni possiamo citare la trasformazione log-
aritmica, la trasformazione arcoseno, la trasformazione radice quadrata, la
trasformazione inversa e così via.
B.1.4 Scalatura delle variabili
In molti casi, per riuscire ad evidenziare relazioni fra le variabili è neces-
sario porsi su una stessa scala di misura. Le scalature più comuni sono:
• Centratura
• Scalatura rispetto al valore massimo
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• Scalatura di intervallo
• Scalatura a varianza unitaria
• Autoscalatura
• Scalatura logaritmica
• Doppia centratura logaritmica
B.1.5 Normalizzazione della risposta dei sensori
Questa operazione garantisce in molti casi una discriminazione più ﬁne
e viene generalmente utilizzata (tabella B.1). Tuttavia, soprattutto in pre-
senza di risposte deboli, può incrementare il livello di rumore nel segnale in
uscita al sensore.
funzioni di normalizzazione
Modello Formula
Diﬀerenza xij = (V maxij − V minij )
Rapporto xij = (V maxij /V
min
ij )
Diﬀerenza fratta xij = ((V maxij − V minij )/V minij )
Logaritmo xij = log(V maxij − V minij )
Normalizzazione del sensore x′ij = xij/(x
maxj
ij − xminjij )
Normalizzazione della matrice x′ij = xij/
∑
i x
2
i
Tabella B.1: Elenco delle funzioni di normalizzazione più utilizzate
B.2 Estrazione delle caratteristiche
Si pensi al seguente esperimento eﬀettuato con un sistema olfattivo ar-
tiﬁciale: una matrice di 16 sensori viene utilizzata per analizzare 5 diversi
campioni organici volatili; su ogni campione vengono eﬀettuate 10 misure
ripetute. Durante ogni misura vengono acquisiti, da ciascun sensore, i valori
di resistenza con una frequenza di 0.5 Hz; in particolare, vengono acquisiti
50 campioni per la linea di base (in cui i sensori sono sottoposti ad un ﬂusso
costante di azoto), 250 durante l'esposizione (in cui i sensori sono sottoposti
ad un ﬂusso costante di una miscela azoto-campione organico volatile) e 400
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durante il desorbimento (in cui i sensori sono sottoposti nuovamente ad un
ﬂusso costante di azoto). Con un rapido calcolo si trova che, alla ﬁne dell'es-
perimento, si ha a disposizione una banca dati contenente 700x10x5 = 35000
valori di resistenza. Se si pensa ad uno strumento funzionante in linea in
maniera continuativa è immediato rendersi conto della enorme mole di dati
che possono essere prodotti. L'estrazione delle caratteristiche consiste nello
scegliere, dall'insieme di dati, quei valori o quei parametri da essi derivati,
che si ritengono più signiﬁcativi per la elaborazione successiva, ad esempio
valori stazionari, valori massimi, tempi di salita, pendenze, singoli punti, co-
eﬃcienti della trasformata di Fourier, e così via. In ﬁgura B.1 sono illustrate
alcune caratteristiche euristiche features statiche e dinamiche che possono
essere estratte da un segnale tempo-variante.
Figura B.1: Estrazione di features da un segnale tempo-variante
Tale operazione, che si rende necessaria per non paralizzare il sistema di
classiﬁcazione e riconoscimento con una mole di dati troppo grande e per au-
mentare la sua eﬃcienza evitando di processare dati poco informativi, com-
porta dei rischi. Infatti, nessuno conosce a priori quali sono le caratteristiche
realmente signiﬁcative per il problema in questione, nè esiste una teoria da
cui ricavare una procedura operativa. Per fare un esempio, supponiamo che
un extraterrestre scenda sulla terra e si ponga il problema di riconoscere gli
uomini dalle donne partendo dall'aspetto ﬁsico. E' evidente che nel costru-
ire il suo modello di conoscenza dovrà stare attento a quali caratteristiche
prende in considerazione perchè, tra quelle a sua disposizione, ce ne sono
molte (colore degli occhi, dei capelli, altezza . . . ) che hanno poca o nessuna
correlazione con il problema; dalla scelta più o meno opportuna delle carat-
B.3 Rappresentazione dei dati 162
teristiche può derivare il successo o l'insuccesso del riconoscimento.
Si potrebbe osservare che l'unico modo di fare una scelta delle caratteristiche
con cognizione di causa sarebbe quello di avere a disposizione un modello che
descriva il comportamento del sensore, perchè in quel caso i parametri della
risposta potrebbero essere correlati a variabili ﬁsiche del problema: coeﬃ-
cienti di diﬀusione, polarizzabilità delle molecole e così via. Quando non si
hanno modelli aﬃdabili a disposizione, si procede per via euristica
B.3 Rappresentazione dei dati
Una matrice di dati dunque è costituita da un certo numero di osser-
vazioni (misure) ciascuna delle quali è rappresentata da variabili che de-
scrivono le osservazioni (insieme di dati multivariati). La ﬁgure B.2 mostra
la rappresentazione schematica di una matrice di dati.
Figura B.2: Rappresentazione schematica di un insieme di dati multivariati
Le n righe rappresentano gli oggetti (esperimenti, misure, . . . ), mentre
le m colonne rappresentano le variabili (features, descrittori, . . . ) con cui
ciascun oggetto viene descritto. Le variabili possono essere distinte in due
gruppi logici: il blocco X dei predittori (le variabili indipendenti) ed il bloc-
co Y delle risposte (le variabili dipendenti). Naturalmente, in funzione del
problema considerato, una variabile può appartenere una volta al blocco X
ed un'altra volta al blocco Y .
In base ad un criterio predeﬁnito, agli oggetti può essere associato anche un
vettore che contiene l'informazione dell'appartenenza di ciascun oggetto ad
una delle G classi (categorie,gruppi) predeﬁnite. questo vettore è rappresen-
tato da numeri interi, compresi fra 1 e G, che designano le classi, dove G è il
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numero totale delle classi: ad ogni oggetto corrisponde un numero che identi-
ﬁca la classe di appartenenza. E' possibile avere più criteri di classiﬁcazione
(c): in questo caso C è una matrice in cui ciascuna colonna rappresenta un
diverso criterio di classiﬁcazione.
B.4 L'analisi delle componenti principali (PCA) e
Pattern Recognition
Un sistema di pattern recognition ha lo scopo di identiﬁcare e classiﬁcare
dei segnali. E' generalmente composto da una unità di pretrattamento, da
un estrattore di caratteristiche e da un classiﬁcatore.
Come già visto precedentemente, il pretrattamento del segnale spesso si rende
necessario per ridurre il rumore o le interferenze, oppure per correggere al-
cune non linearità o derive termiche. Può essere eﬀettuato sia via hardware,
a livello di sistema di acquisizione del segnale, che via software. L'estrat-
tore di caratteristiche seleziona quelle caratteristiche salienti del segnale che
verranno usate per classiﬁcarlo. Il classiﬁcatore assegna ad una particolare
classe di segnali quello sotto osservazione.
Le caratteristiche che si estraggono dal segnale sono in gener i valori di
regime, i tempi di salita, i picchi di adsorbimento, i tempi di discesa o i val-
ori massimi; comunque non c'è una regola generale ed a volte operare una
scelta anzichè un'altra può portare o meno alla classiﬁcazione del segnale.
Questi valori costituiscono i dati per il sistema classiﬁcatore.
La classiﬁcazione viene eﬀettuata con vari tipi di tecniche di pattern recogni-
tion o con reti neurali. In questa nota verrà descritta una tecnica di pattern
recognition comunemente usata, l'analisi delle componenti principali (PCA).
L'analisi delle componenti principali è una tecnica di analisi multivariata,
proposta da Karl Pearson nel 1901 e sviluppata nella sua attuale forma da
Harold Hotelling nel 1933, di fondamentale importanza per l'esplorazione
dei dati. In generale, le variabili che descrivono i dati sono trasformate in
nuove variabili, chiamate componenti principali, che sono delle combinazioni
lineari delle variabili originali e la cui caratteristica più importante è quella
di essere tra loro ortogonali. L'analisi delle componenti principali è la più
importante tra le diverse tecniche per l'esplorazione di dati basate, come
vedremo, sulla decomposizione della matrice di dai in fattori. La PCA si
basa su una trasformazione lineare delle variabili iniziali in altre denominate
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componenti principali e dotate di particolari proprietà.
Mediante questa tecnica è possibile:
• valutare le correlazioni tra le variabili e la loro rilevanza
• visualizzare gli oggetti (individuazione di classi, outliers, . . . )
• sintetizzare la descrizione dei dati (eliminazione di rumore o infor-
mazione spuria)
• ridurre la dimensionalità dei dati
• ricercare proprietà principali
• deﬁnire un modello di rappresntazione dei dati in uno spazio ortogonale
Inoltre, la PCA può essere un valido passaggio intermedio per i sistemi
di classiﬁcazione quali le reti neurali artiﬁciali.
La PCA è una tecnica matematica per la quale non è necessaria alcuna
assunzione sulla distribuzione di probabilità dei dati. Consiste in un processo
di rotazione dei dati originali deﬁniti dalla matrice X, di dimensioni nxm,
eﬀettutato in modo che il primo nuovo asse sia orientato nella direzione
di massima varianza dei dati, il secondo sia perpendicolare al primo e sia
nella direzione della successiva massima varianza dei dati, e così di seguito
per tutti gli m nuovi assi. Nella ﬁgura B.3 è illustrato un esempio in due
sole variabili. Come si può notare, la prima componente principale (PC1)
è nella direzione di massima varianza dei dati e la sua origine è situata
nel valore medio della variabile. La varianza residua viene rappresentata
dalla seconda componente principale (PC2), nella direzione perpendicolare
alla prima componente. Poichè in questo caso abbiamo in tutto due sole
variabili, le due componenti descrivono interamente i dati iniziali. Ciascuna
delle due componenti è una combinazione lineare delle due variabili originali.
Per quanto aﬀermato, partendo dalle variabili originarie l'analisi delle
componenti principali consente di ottenere nuove variabili che:
• Sono fra di loro incorrelate
• Sono ordinate con varianza decrescente
• Sono combinazioni lineari delle variabili originarie
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Figura B.3: Esempio di PCA nel caso di due variabili
B.4.1 Funzioni di distribuzione e densità di probabilità
Nel caso dell'osservazione di una singola variabile aleatoria, la funzione
di distribuzione, F (X), è in grado di dare una descrizione statica completa.
F (X) = Pr(x ≤ X)
In modo analogo può essere utilizzata la derivata di questa funzione: la
densità di probabilità, f(x). Questi concetti si possono estendere nel caso in
cui si osservino più variabili.
Sia X un vettore di variabili aleatorie:
XT = [x1,KK, xm]
La funzione distribuzione cumulativa associata adX è la funzione F (x∗1,KK, x∗m),
deﬁnita da:
F (x∗1,KK, x
∗
m) = Pr(x1 ≤ x∗1,KK, xm ≤ x∗m)
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Il vettore delle variabili aleatorie può avere una distribuzione continua o
una distribuzione discreta.
Un vettore X, di variabili casuali, è assolutamente continuo se esiste una
densità di probabilità, f(X), tale che:
F (X) =
∫ X
−∞
f(u) du
dove du = du1, . . . , dum rappresenta il prodotto di m elementi diﬀeren-
ziali ed il segno di integrale rappresenta m segni di integrazione. Per ogni
insieme misurabile D ⊆ Rm, si ha:
Pr(X ∈ D) =
∫
D
f(u) du
e
∫ ∞
−∞
f(u) du = 1
Nel caso X sia un vettore discreto, la probabilità totale è concentrata su
di un numero ﬁnito di valori {Xf : j = 1, 2, . . . ,K}. La funzione densità di
probabilità discreta di X:
f(Xf ) =
{
Pr(X = Xf ) j = 1, 2, . . . ,K
0 altrimenti
Pr(X ∈ D) =
∑
j:X∈D
f(Xj)
Si deﬁnisce un insieme S tale che:
S = {X ∈ Rm : f(X) ≥ 0}
La densità di probabilità è deﬁnita generalmente solo su S.
La più importante distribuzione di probabilità multivariata è la distribuzione
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normale. Nel caso di una singola variabile aleatoria, indicando con µ la media
e con σ2 la varianza, la densità di probabilità normale è:
f(x) = N(µ, σ2) =
1√
2piσ2
exp[−(x− µ)
2
2σ2
]
Nel caso di m variabili:
f(X) = Nm(µ,Σ) =
1√
(2pi)2 |Σ|exp[−
1
2
(X − µ)TΣ−1(X − µ)]
con Σ deﬁnita positiva. Dal punto di vista geometrico, la distribuzione
normale multivariata ha densità costante su ellissi o ellissoidi della forma:
(X − µ)TΣ−1((X − µ) = c2
con c costante. Questi ellissoidi sono chiamati contorni della distribuzione
oppure`ellissoidi di uguale concentrazione'. Per µ = 0 i contorni sono cen-
trati in X = 0, mentre se Σ = I i contorni sono cerchi, sfere o ipersfere, in
funzione del numero di variabili.
Indicando con Γ la matrice le cui colonne sono gli autovettori di Σ, si deﬁnisce
trasformazione a componenti principali la:
Y = ΓT (X − µ)
Gli ellissoidi possono essere espressi in funzione di Y :
m∑
j=1
y2j
λj
= c2
dove i λj sono gli autovalori di Σ e gli yj rappresentano gli assi degli
ellissoidi. Nel caso di due variabili, gli elementi di Y rappresentano rispetti-
vamente l'asse maggiore e l'asse minore dell'ellisse.
Si può dimostrare che:
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U = (X − µ)TΣ−1(X − µ) ∼= χ2m
dove χ2 è la variabile `chi-quadro' la cui distribuzione è nota. Ne deriva
che la probabilità che un punto X cada dentro un ellissoide, cioè Pr(U ≤ c2),
si può calcolare dalla distribuzione del chi-quadro.
B.4.2 Valori attesi
Per descrivere le ditribuzioni multivariate è necessario determinare il val-
or medio e la varianza di ciascuna delle m variabili, insieme ad una misura
delle loro relazioni. Queste vengono determinate tramite le matrici di covar-
ianza e di correlazione. Il numero ﬁnito di misure sperimentali consente solo
una stima di parametri, quali media, varianza, covarianza, e correlazione,
che deﬁniscono un insieme di variabili aleatorie.
Sia X un vettore di variabili aleatorie con densità di probabilità f(X), il
vettore dei valori medi, µT = [µ1,KK, µm] è tale che µ = E[X]. Si ha:
µj = E[Xj ] =
∫ ∞
−∞
χfj(χ) dχ
in cui µj è il valor medio di ciascuna variabile. Il valore medio stimato
della j−esima variabile aleatoria, avendo a disposizione n misure, è dato da:
µ˜j =
n∑
k=1
xkj
n
Se le misure sono prese da una popolazione con vettore dei valori medi
µ, allora il vettore dei valori medi campioni µ˜ è una stima di µ.
La varianza della j−esima componente di X è data da:
V ar(xj) = E[(xj − µj)2] = E[x2j ]− µ2j
La varianza campionaria:
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V ar(xj) =
∑n
k=1(xkj − µ˜j)2
(n− 1)
La varianza viene anche indicata con σjj , mentre nel caso univariato con
σ2j . La radice quadrata della varianza è la deviazione standard.
Si deﬁnisce covarianza di due variabili, xi e xj :
Cov(xi, xj) = E[(xi − µi)(xj − µj)] = E[xixj ]− µiµj
Viene indicata con σij . Quando i = j la covarianza corrisponde alla
varianza. Conviene rappresentare tutti i possibili valori della covarianza in
una matrice, la matrice di covarianza Σ:
Σ =

σ11 σ12 Λ Λ σ1m
σ21 σ22 . . . . . . M
M . . . 0 . . . M
M . . . . . . 0 M
σm1 Λ Λ Λ σmm

E' evidente che σij = σji. Può anche essere espressa da:
Σ = E[(X − µ)(X − µ)T ] = E[XXT ]− µµT
La covarianza dipende dall'unità con cui vengono misurate le variabili.
Conviene quindi usare una matrice di covarianza normalizzata, i cui elementi
sono la correlazione tra le variabili:
ρij =
σij
σiσj
Con σi si indica la deviazione standard della i−esima variabile. Questi
vaori sono rappresentati nella matrice di correlazione Π.
Considerando una matrice diagonale D, di dimensioni mxm, i cui elementi
sono le deviazioni standard delle variabili, si ha che:
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Σ = DΠD
Dato un vettore di costanti aT = [a1,KK, am], calcoliamo:
Y = aTX
E(Y ) = aTµ
V ar(Y ) = E[(aT (X−µ))2] = E[aT (X−µ)(X−µ)Ta] = aTE[(X−µ)(X−µ)T ]a = aTΣa
dato che aT (X − µ) è uno scalare. Essendo la varianza sempre mag-
giore o uguale a zero qualunque sia il vettore aT , la matrice di covarianza è
semideﬁnita positiva. D è non singolare, quindi anche la matrice di corre-
lazione è semideﬁnita positiva.
Si può dimostrare che Σ e Π hanno lo stesso rango. Se il rango non è pieno
vuol dire che ci sono delle colonne lineamente dipendenti e questo implica
l'esistenza di un vettore aT diverso da zero tale che aTX è uguale ad una
costante. Quindi:
V ar(aTX) = aTΣa = 0
Le colonne linearmente dipendenti non portano alcuna informazione. La
matrice di covarianza sarà così semideﬁnita positiva ed un ragionamento
analogo vale per la matrice di correlazione. Si avrà che la diﬀerenza tra m
ed il rango di Σ sarà uguale al numero di variabili dipendenti.
I valori campionari degli elementi delle matrici di correlazione e di covarianza
sono:
σ˜ij =
∑n
k=1(xki − µ˜i)(xkj − µ˜j)
(n− 1)
ρ˜ij =
∑n
k=1(xki − µ˜i)(xkj − µ˜j)
(n− 1) ˜sigmai ˜sigmaj
Le correlazioni hanno valori nel range ±1. Variabili che hanno corre-
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lazione prossima ad 1 o -1, hanno una forte dipendenza lineare con pen-
denza postiva o negativa rispettivamente, mentre variabili con correlazione
prossima a zero non hanno una dipendenza lineare.
B.4.3 Analisi delle componenti principali PCA.
Derivazione matematica
La PCA è un metodo che può, a seconda dei casi, essere usato in tutte
le fasi di riduzione, descrizione e classiﬁcazione di dati multivariati. E' una
tecnica matematica per la quale non è necessaria alcuna assunzione sulla dis-
tribuzione di probabilità dei dati e che si basa su una trasformazione lineare
delle variabili iniziali in altre denominate componenti principali e dotate di
particolari proprietà.
La matrice di dati rappresenta n punti in uno spazio vettoriale di dimen-
sione m. Quando m = 2, ogni oggetto può essere rappresentato nel piano
individuato dalle due variabili; quando m = 3, nello spazio. In questi casi un
esame visivo permette di studiare la correlazione tra le variabili e di ricercare
gli oggetti che, presentando caratteristiche simili, si possono raggruppare in
insiemi disgiunti detti cluster. Gli eventuali cluster rappresentano classi di
appartenenza con le quali classiﬁcare gli oggetti originari.
Conm > 3 gli oggetti vengono rappresentati in un iperspaziom−dimensionale
e quindi una loro analisi visiva è impraticabile. Si cerca allora di proiettare
gli oggetti in due o tre dimensioni conservando al meglio le distanze fra di
essi e minimizzando le distorsioni che ne derivano. L'operazione di proiezione
viene eﬀettuata conﬁnando tutta l'informazione contenuta nei dati originari
nelle prime due o tre componenti principali; le altre componenti, meno im-
portanti e poco correlate, possono venire scartate. L'informazione che si deve
mantenere è la variazione rispetto al valor medio.
Si supponga di avere una matrice X di dati di dimensione nxm, dove n è
il numero di oggetti ed m il numero delle variabili. Partendo dalle variabili
originarie l'analisi delle componenti principali consente di ottenere nuove
variabili tali che:
• Sono fra di loro incorrelate.
• Sono ordinate con varianza decrescente.
• Sono combinazioni lineari delle variabili originarie.
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Sia X un vettore colonna con componenti costituite dalle m variabili
aleatorie, µ il vettore delle medie di queste variabili e Σ la matrice di
covarianza:
X = [x1, x2,KK, xm]T
µ = [µ1, µ2,KK, µm]T
Σ = E[(X − µ)(X − µ)T ]
Di medie e covarianza sono note le stime sperimentali; non viene fatta
alcuna ipotesi sulla distribuzione dei dati sperimentali per conservare la più
ampia generalità.
Ogni componente principale sarà una combinazione lineare delle variabili
originarie:
yj = a1jx1 + a2jx2 + . . .+ amjxm = ATj X
dove ATj = [aj1, a2j ,KK, amj ] è il vettore dei coeﬃcienti da stimare.
Aﬃnchè venga mantenuta la distanza nello spazio di dimensione m, bisogna
imporre che le trasformazioni siano ortonormali:
ATi Aj =
{
1 i = j
0 i 6= j
m∑
i=1
a2ij = 1
La prima componente y1 viene calcolata imponendo che la varianza sia
massima con il vincolo AT1A1 = 1. Si ha:
V ar(y1) = E(AT1 (X−µ)(X−µ)TA1) = AT1E((X−µ)(X−µ)T )A1 = AT1 ΣA1
Per massimizzare una funzione a più variabili sottoposta a vincoli, si
usa il `Metodo dei moltiplicatori di Lagrange', che nel caso di un solo vin-
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colo può essere enunciato nel seguente modo: nei punti stazionari di una
funzione diﬀerenziale di m variabili, detta f(x1, . . . , xm), soggetta alla con-
dizione g(x1, . . . , xm) = c, esiste un numero λ, chiamato moltiplicatore di
Lagrange, tale che:
∂f
∂xi
− λ ∂g
∂xi
= 0
Queste m equazioni, insieme alla condizione AT1A1 = 1, sono suﬃcienti
per determinare i punti stazionari ed i corrispondenti valori di λ.
Deﬁnendo un'ulteriore funzione, L(x) tale che:
L(x) = f(x)− λ[g(x)− c]
l'insieme di equazioni di Lagrange può essere scritto semplicemente come:
∂L(x)
∂x
= 0
Nel nostro caso:
L(A1) = A
T
1 ΣA1 − λ(AT1A1 − 1)
I punti di stazionarietà possono essere trovati dalla:
∂L(A1)
∂A1
= 2ΣA1 − 2λA1 = 0
per cui si ottiene:
(Σ− λI)A1 = 0
Aﬃchè esista soluzione non banale, la matrice (Σ − λI) deve essere
singolare. Perciò λ deve essere scelto in modo tale che:
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|Σ− λI| = 0
il che equivale a dire che λ deve essere autovalore di Σ.
Essendo semideﬁnita positiva Σ ha m autovalori non negativi. Supposto che
i suoi autovalori siano distinti e tali che λ1 > λ2 > . . . > λm ≥ 0, si riprende
in considerazione l'espressione della varianza della prima componente prin-
cipale. utilizzando la (Σ − λI)A1 = 0 e la condizione di ortonormalità si
ottiene:
V ar(y1) = AT1 ΣA1 = A
T
1 λIA1 = λ
La varianza è quindi massima se λ = λ1, per cui il termine A1 è l'au-
tovettore di Σ corrispondente all'autovalore più grande.
Per ottenere la seconda componente principale, y2 = AT2X, si aggiunge alla
condizione di ortonormalità, AT2A2 = 1, la seconda condizione che y2 deve
essere incorrelata con y1, cioè:
E[y2y1] = Cov(y2, y1) = 0
Quindi:
Cov(y2, y1) = Cov(AT2X,A
T
1X) = E[A
T
2 (X−µ)(X−µ)TA1] = AT2 ΣA1 = 0
Si noti che, essendo ΣA1 = λ1A1, si ritrova la condizione di ortonormalità
AT2A1 = 0.
La varianza di y2 sarà data da:
V ar(y2) = AT2 ΣA2
Per rendere massima una funzione di più variabili soggettaa due con-
dizioni si introducono due moltiplicatori di Lagrange: λ e δ. Si consideri la
funzione:
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L(A2) = A
T
2 ΣA2 − λ(AT2A2 − 1)− δAT2A1
nei punti stazionari:
∂L(A2)
∂A2
= 2(Σ− λI)A2 − δA1 = 0
Moltiplicando per AT1 e ricordando che A
T
1A2 = 0, si ottiene:
2AT1 ΣA2 − δ = 0
Ma si è visto che AT1 ΣA2 = 0, quindi nei punti stazionari: δ = 0.
L'equazione di Lagrange diventa:
(Σ− λI)A2 = 0
Questa volta si prende come λ il secondo autovalore di Σ in ordine di
grendezza e come A2 il corrisponedente autovettore.
Ripetendo questo procedimento, le j−esime componenti principali vengono
calcolate dagli autovettori associati ai j−esimi autovalori in ordine decresec-
nte. Non sussistono diﬃcoltà ad estendere il calcolo al caso in cui autovalori
di Σ siano uguali.
A disposizione non si hanno le variabili aleatorie, bensì le osservazioni eﬀet-
tuate su queste variabili, ad esempio le quantità lette dai sensori del sistema
olfattivo artiﬁciale. Detta X la matrice (nxm) dei dati e A = [A1, . . . , Am]
la matrice (mxm) degli autovettori, la matrice delle componenti principali
Y sarà:
Y = XA
che scritta in maniera estesa diventa:
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
y11 Λ Λ y1m
M
. . .
. . .
...
M
. . .
. . .
...
ym1 . . . . . . ymm
 =

x11 Λ Λ x1m
M
. . .
. . .
...
M
. . .
. . .
...
xm1 . . . . . . xmm


a11 Λ Λ a1m
M
. . .
. . .
...
M
. . .
. . .
...
am1 . . . . . . amm

Questa equazione mette in relazione una matrice di variabili casuali os-
servate, X, con le componenti principali, Y , in maniera tale che ogni colonna
della Y non ha valor medio nullo. E' utile quindi sottrarre una appropriata
matrice le cui colonne siano i valori medi delle variabili, in modo tale che le
componenti principali abbiano valor medio nullo:
Y = (X − µ)A
B.4.4 Proprietà della PCA
Calcoliamo la matrice di covarianza delle componenti principali, che in-
dichiamo con Λ. Sarà sicuramente una matrice diagonale, in quanto le com-
ponenti principali sono incorrelate, con gli autovalori per elementi. Si può
esprimere come:
Λ =

λ1 0 . . . . . . 0
0 λ2 . . . . . . 0
...
. . . 0
...
. . . 0
0 . . . . . . . . . λm

Λ = Cov(Y ) = Cov(XA) = AΣAT
Questa equazione esprime un'importante relazione tra la matrice di covar-
ianza delle componenti principali e quella delle variabili. Può essere riscritta
in una forma che viene indicata come decomposizione spettrale:
Σ = ATΛA
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Come si è già fatto notare, gli autovalori possono essere interpretati come
le varianze delle diﬀerenti componenti. La somma di queste varianze è data
da:
m∑
i=1
V ar(Y i) =
m∑
i=1
λi = trace(Λ)
Utilizzando la proprietà delle matrici: trace(AB) = trace(BA) si ha:
trace(Λ) = trace(AΣAT ) = trace(ΣATA) = trace(Σ) =
m∑
i=1
V ar(Xi)
Sia ha quindi che la somma delle varianze delle variabili originali è uguale
alla somma delle varianze delle loro componenti principali. Ne segue che le
prime ν componenti principali tengono conto della somma delle varianze per
una quantità:
∑ν
j=1 λj∑m
j=1 λj
Caso in cui Σ ha qualche autovalore nullo
Questo vuol dire che Σ non è di rango pieno, quindi alcune delle variabili
originarie sono linearmente dipendenti. La dimensionen eﬀettiva del proble-
ma si ridurrà e sarà pari a p = m − k, dove k è il numero degli autovalori
nulli. Il caso comunque è raro, a meno che si introducano già in partenza
variabili ridondanti.
Caso in cui Σ ha autovalori piccoli
Questo caso si presenta più spesso del precedente. Si tratta di decidere
quali siano così 'piccoli' da considerarli nulli e quindi approssimare Σ con una
relazione di dimensione p = m− k. In questo caso, il vettore della h−esima
osservazione yh viene anch'esso approssimato da p elementi non nulli e k
nulli.
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Caso in cui Σ ha autovalori multipli
Gli autovettori corrispondenti a queste radici di molteplicità ζ non sono
unici e si può scegliere un qualunque gruppo ortogonale nello spazio ζ−dimensionale.
Le corrispondenti componenti principali, avendo lo stesso autovalore, hanno
la stessa varianza. Nasce il problema che si sta analizzando una matrice
campionaria che è solo una stima della matrice Σ dell'universo. Quindi, il
grdo di molteplicità può variare se si passa dalla matrice campionaria a quel-
la dell'universo e viceversa. In realtà, per sapere vereamente se la matrice
Σ dell'universo ha autovalori con molteplicità maggiore di uno è necessario
indagare l'uguaglianza tra autovalori tramite opportuni test che richiedono
l'ipotesi di normalità e sono validi solo per un numero di campioni elevato.
B.4.5 Standardizzazione delle variabili
E' importante mettere in evidenza il fatto che le componenti principali
di un gruppo di m variabli dipendono dalle scale usate per misurarle. Eﬀet-
tuando delle misure con scale diverse si ottengono matrici di dati legate fra
di loro da matrici diagonali K di trasformazione delle unità di misura:
Z = XK
Ovviamente anche la matrice di covarianza subirà una trasformazione,
ed, essendo KT = K, sarà:
Sz = KSxK
Quindi è preferibile standardizzare le variabili, cioè cercare di eﬀettuare
una trasformazione tale da ottenere variabili a varianza unitaria. La matrice
K da utilizzare ha elementi pari a 1/σi, dove σi è la deviazione standard
della i−esima variabile. Questo assicura che tutte le variabili vengano con-
siderate con la stessa importanza e che nessuna di esse domini sulle altre.
Nel calcolo della PCA, eﬀettuare una standardizzazione delle variabili signiﬁ-
ca trovare le componenti principali della matrice di correlazione Π invece che
della matrice di covarianza Σ. L'analisi è la stessa, soltanto che la matrice A
sarà formata dagli autovettori della matrice Π. La somma dei termini della
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diagonale principale della matrice di correlazione, cioè la somma delle var-
ianze delle variabili standardizzate, sarà pari a m, dimensione dello spazio.
Dato che la somma degli autovalori di Π è uguale a m, le prime ν componen-
ti principali tengono conto della varianza totale dei dati originari con una
proporzione pari a :
∑ν
j=1 λj
m
B.4.6 Il cerchio delle correlazioni
Per ogni variabile della matrice dei dati, si può calcolare il coeﬃciente
di correlazione con ciascuna delle componenti principali, ottenendo così una
matrice C i cui elementi rappresentano le correlazioni fra le componenti
principali, poste sulle colonne, e le variabili, poste sulle righe. Il coeﬃciente
di correlazione fra la i−esima variabile e la j−esima componente principale,
cioè l'elemento generico della matrice C, è dato da:
rxiyj =
Cov(yj , xi)
σxiσyj
dove σ è la deviazione standard. Supponendo che la i−esima variabile
sia a media nulla e considerando che la varianza della j−esima componente
principale è il j−esimo autovalore, si può dimostrare che:
rxiyj =
Cov(yj , xi)
σxiσyj
=
aijσ
2
yj
σxi
√
λj
=
aij
√
λj
σxi
Nel caso di variabili standardizzate σxi = 1. Nel piano individuato dalle
prime due colonne della matrice C si traccino un cerchio di raggio unitario
ed i punti rxiyj corrispondenti ad ogni variabile. Così facendo si è in grado di
valutare in modo graﬁco il grado di correlazione tra le componenti nprincipali
e le variabili: tanto più una variabile è prossima al cerchio unitario tanto più
è correlata con le prime due componenti principali. Se da quest'analisi si
scopre che una variabile è poco correlata con la PCA, cioè non ha un peso
determinante, possiamo anche escluderla dalla matrice di dati. Questo è un
aspetto molto importante sia come riduzione dei dati che come scelta delle
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variabili. Un particolare tipo di sensore che porta informazione ridondante
o nulla può essere sostituito da un altro che porta informazione più utile.
La ﬁgura B.4 mostra un esempio di cerchio delle correlazioni.
Figura B.4: Esempio di cerchio delle correlazioni
Interpretazione
L'interpretazione delle componenti principali è uno dei punti più delicati.
Esistono varie chiavi di lettura che possono portare ad informazioni diverse.
Essenzialmente, è possibile esaminare tre aspetti:
X Riduzione dei dati
X Classiﬁcazione degli oggetti
X Classiﬁcazione delle variabili
Lo scopo più classico, ed in un certo senso più semplice, è la riduzione dei
dati. L'obiettivo è capire, data una matrice di dati multivariati, quali delle
variabili usate può essere eliminata dalle analisi successive per il suo scarso
contributo alla varianza totale. La scelta dipende da vari fattori: il tipo di
dati in esame, il tipo di informazione che si vuole trarre da essi, l'accuratez-
za necessaria per le analisi successive e la dimensione della matrice di dati.
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L'esperienza aiuta molto nel discernere le variabili superﬂue, quelle poco im-
portanti e quelle notevoli. Il cerchio delle correlazioni è un utile strumento.
La scelta delle variabili da tralasciare è dunque possibile, prestando atten-
zione all'eﬀettiva utilità dell'informazione che inevitabilmente verrà persa.
Come si è già detto, la classiﬁcazione avviene attraverso l'individuazione di
cluster disgiunti che individuano classi di appartenenza. E' possibile anche
usare il centroide di ogni cluster ed eﬀettuare la classiﬁcazione in funzione
della distanza da esso. Considerando una matrice di dati con gli oggetti sulle
colonne e le variabili sulle righe è possibile eﬀettuare una classiﬁcazione delle
variabili.
Appendice C
Algoritmi di allenamento
C.1 Bayesian regularization backpropagation
C.1.1 Syntax
[net,TR,Ac,El] = trainbr(net,Pd,Tl,Ai,Q,TS,VV,TV)
info = trainbr(code)
C.1.2 Description
trainbr is a network training function that updates the weight and bias
values according to Levenberg-Marquardt optimization. It minimizes a com-
bination of squared errors and weights, and then determines the correct
combination so as to produce a network that generalizes well. The process
is called Bayesian regularization.
trainbr(net,Pd,Tl,Ai,Q,TS,VV,TV) takes these inputs,
net  Neural network
Pd  Delayed input vectors
Tl  Layer target vectors
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Ai  Initial input delay conditions
Q  Batch size
TS  Time steps
VV  Either empty matrix [] or structure of validation vectors
TV  Either empty matrix [] or structure of test vectors
and returns,
net  Trained network
TR  Training record of various values over each epoch:
TR.epoch  Epoch number
TR.perf  Training performance
TR.vperf  Validation performance
TR.tperf  Test performance
TR.mu  Adaptive mu value
Ac  Collective layer outputs for last epoch.
El  Layer errors for last epoch
Training occurs according to the trainlm's training parameters, shown
here with their default values:
net.trainParam.epochs 100 Maximum number of epochs to train
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net.trainParam.goal 0 Performance goal
net.trainParam.mu 0.005 Marquardt adjustment parameter
net.trainParam.mudec 0.1 Decrease factor for mu
net.trainParam.muinc 10 Increase factor for mu
net.trainParam.mumax 1e-10 Maximum value for mu
net.trainParam.maxfail 5 Maximum validation failures
net.trainParam.memreduc 1
Factor to use for memory/speed trade-oﬀ
net.trainParam.mingrad1e− 10 Minimum performance gradient
net.trainParam.show 25 Epochs between showing progress
net.trainParam.time inf Maximum time to train in seconds
Dimensions for these variables are:
Pd  No x Ni x TS cell array, each element Pi,j,ts is a Dij x Q matrix
Tl  Nl x TS cell array, each element Pi,ts is a Vi x Q matrix
Ai  Nl x LD cell array, each element Aii,k is an Si x Q matrix
where
Ni = net.numInputs
Nl = net.numLayers
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LD = net.numLayerDelays
Ri = net.inputsi.size
Si = net.layersi.size
Vi = net.targetsi.size
Dij = Ri * length(net.inputWeightsi,j.delays)
If VV is not [], it must be a structure of validation vectors,
VV.PD  Validation delayed inputs
VV.Tl  Validation layer targets
VV.Ai  Validation initial input conditions
VV.Q  Validation batch size
VV.TS  Validation time steps
which is normally used to stop training early if the network performance
on the validation vectors fails to improve or remains the same for maxfail
epochs in a row.
If TV is not [], it must be a structure of validation vectors,
TV.PD  Validation delayed inputs
TV.Tl  Validation layer targets
TV.Ai  Validation initial input conditions
TV.Q  Validation batch size
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TV.TS  Validation time steps
which is used to test the generalization capability of the trained network.
trainbr(code) returns useful information for each code string:
'pnames'  Names of training parameters
'pdefaults'  Default training parameters
C.1.3 Examples
Here is a problem consisting of inputs p and targets t that we would like
to solve with a network. It involves ﬁtting a noisy sine wave.
p = [-1:.05:1];
t = sin(2*pi*p)+0.1*randn(size(p));
Here a two-layer feed-forward network is created. The network's input
ranges from [-1 to 1]. The ﬁrst layer has 20 tansig neurons, the second layer
has one purelin neuron. The trainbr network training function is to be used.
The plot of the resulting network output should show a smooth response,
without overﬁtting.
C.1.4 Create a Network
net=newﬀ([-1 1],[20,1],'tansig','purelin','trainbr');
Train and Test the Network
net.trainParam.epochs = 50;
net.trainParam.show = 10;
net = train(net,p,t);
a = sim(net,p)
plot(p,a,p,t,'+')
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C.1.5 Network Use
You can create a standard network that uses trainbr with newﬀ, newcf,
or newelm.
To prepare a custom network to be trained with trainbr Set net.trainFcn
to 'trainlm'. This will set net.trainParam to trainbr's default parameters.
Set net.trainParam properties to desired values.
In either case, calling train with the resulting network will train the network
with trainbr.
C.1.6 Algorithm
trainbr can train any network as long as its weight, net input, and trans-
fer functions have derivative functions.
Bayesian regularization minimizes a linear combination of squared errors
and weights. It also modiﬁes the linear combination so that at the end of
training the resulting network has good generalization qualities. See MacKay
(Neural Computation) and Foresee and Hagan (Proceedings of the Interna-
tional Joint Conference on Neural Networks) for more detailed discussions
of Bayesian regularization.
This Bayesian regularization takes place within the Levenberg-Marquardt
algorithm. Backpropagation is used to calculate the Jacobian jX of perfor-
mance perf with respect to the weight and bias variables X. Each variable is
adjusted according to Levenberg-Marquardt,
jj = jX * jX je = jX * E dX = -(jj+I*mu) / je
where E is all errors and I is the identity matrix.
The adaptive value mu is increased by muinc until the change shown
above results in a reduced performance value. The change is then made to
the network and mu is decreased by mudec.
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The parameter memreduc indicates how to use memory and speed to cal-
culate the Jacobian jX. If memreduc is 1, then trainlm runs the fastest, but
can require a lot of memory. Increasing memreduc to 2 cuts some of the
memory required by a factor of two, but slows trainlm somewhat. Higher
values continue to decrease the amount of memory needed and increase the
training times.
Training stops when any one of these conditions occurs:
• The maximum number of epochs (repetitions) is reached.
• The maximum amount of time has been exceeded.
• Performance has been minimized to the goal.
• The performance gradient falls below mingrad.
• mu exceeds mumax.
• Validation performance has increased more than maxfail times since
the last time it decreased (when using validation).
C.2 Traingd
Gradient descent backpropagation
C.2.1 Syntax
[net,TR,Ac,El] = traingd(net,Pd,Tl,Ai,Q,TS,VV,TV)
info = traingd(code)
C.2.2 Description
Traingd is a network training function that updates weight and bias val-
ues according to gradient descent.
traingd(net,Pd,Tl,Ai,Q,TS,VV) takes these inputs,
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net  Neural network.
Pd  Delayed input vectors.
Tl  Layer target vectors.
Ai  Initial input delay conditions.
Q  Batch size.
TS  Time steps.
VV  Either an empty matrix [] or a structure of validation vectors.
TV  Empty matrix [] or structure of test vectors.
and returns,
net  Trained network.
TR  Training record of various values over each epoch:
TR.epoch  Epoch number.
TR.perf  Training performance.
TR.vperf  Validation performance.
TR.tperf  Test performance.
Ac  Collective layer outputs for last epoch.
El  Layer errors for last epoch.
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Training occurs according to the traingd's training parameters shown
here with their default values:
net.trainParam.epochs 10 Maximum number of epochs to train
net.trainParam.goal 0 Performance goal
net.trainParam.lr 0.01 Learning rate
net.trainParam.maxfail 5 Maximum validation failures
net.trainParam.mingrad 1e− 10 Minimum performance gradient
net.trainParam.show 25 Epochs between showing progress
net.trainParam.time inf Maximum time to train in seconds
Dimensions for these variables are
Pd  No x Ni x TS cell array, each element Pi, j, ts is a Dij x Q matrix.
Tl  Nl x TS cell array, each element Pi, ts is an Vi x Q matrix.
Ai  Nl x LD cell array, each element Aii, k is an Si x Q matrix.
where
Ni = net.numInputs
Nl = net.numLayers
LD = net.numLayerDelays
Ri = net.inputsi.size
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Si = net.layersi.size
Vi = net.targetsi.size
Dij = Ri ∗ length(net.inputWeightsi, j.delays)
If VV or TV is not [], it must be a structure of validation vectors,
VV.PD, TV.PD  Validation/test delayed inputs.
VV.Tl, TV.Tl  Validation/test layer targets.
VV.Ai, TV.Ai  Validation/test initial input conditions.
VV.Q, TV.Q  Validation/test batch size.
VV.TS, TV.TS  Validation/test time steps.
Validation vectors are used to stop training early if the network perfor-
mance on the validation vectors fails to improve or remains the same for
maxfail epochs in a row. Test vectors are used as a further check that the
network is generalizing well, but do not have any eﬀect on training.
traingd(code) returns useful information for each code string:
'pnames'  Names of training parameters.
'pdefaults'  Default training parameters.
C.2.3 Network Use
You can create a standard network that uses traingd with newﬀ, newcf,
or newelm.
To prepare a custom network to be trained with traingd: Set net.trainFcn
to 'traingd'. This will set net.trainParam to traingd's default parameters.
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Set net.trainParam properties to desired values.
In either case, calling train with the resulting network will train the net-
work with traingd.
C.2.4 Algorithm
traingd can train any network as long as its weight, net input, and trans-
fer functions have derivative functions.
Backpropagation is used to calculate derivatives of performance perf with
respect to the weight and bias variables X. Each variable is adjusted accord-
ing to gradient descent:
dX = lr ∗ dperf/dX
Training stops when any of these conditions occur:
• The maximum number of epochs (repetitions) is reached.
• The maximum amount of time has been exceeded.
• Performance has been minimized to the goal.
• The performance gradient falls below mingrad.
• Validation performance has increased more than maxfail times since
the last time it decreased (when using validation).
C.3 Traingdm
Gradient descent with momentum backpropagation
C.3.1 Syntax
[net,TR,Ac,El] = traingdm(net,Pd,Tl,Ai,Q,TS,VV,TV)
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info = traingdm(code)
C.3.2 Description
traingdm is a network training function that updates weight and bias
values according to gradient descent with momentum.
traingdm(net,Pd,Tl,Ai,Q,TS,VV) takes these inputs,
net  Neural network
Pd  Delayed input vectors
Tl  Layer target vectors
Ai  Initial input delay conditions
Q  Batch size
TS  Time steps
VV  Either empty matrix [] or structure of validation vectors
TV  Empty matrix [] or structure of test vectors
and returns,
net  Trained network
TR  Training record of various values over each epoch:
TR.epoch  Epoch number
TR.perf  Training performance
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TR.vperf  Validation performance
TR.tperf  Test performance
Ac  Collective layer outputs for last epoch
El  Layer errors for last epoch
Training occurs according to the traingdm's training parameters shown
here with their default values:
net.trainParam.epochs 10 Maximum number of epochs to train
net.trainParam.goal 0 Performance goal
net.trainParam.lr 0.01 Learning rate
net.trainParam.maxfail 5 Maximum validation failures
net.trainParam.mc 0.9 Momentum constant.
net.trainParam.mingrad 1e-10 Minimum performance gradient
net.trainParam.show 25 Epochs between showing progress
net.trainParam.time inf Maximum time to train in seconds
Dimensions for these variables are
Pd  No x Ni x TS cell array, each element Pi,j,ts is a Dij x Q matrix.
Tl  Nl x TS cell array, each element Pi,ts is a Vi x Q matrix.
Ai  Nl x LD cell array, each element Aii,k is an Si x Q matrix.
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where
Ni = net.numInputs
Nl = net.numLayers
LD = net.numLayerDelays
Ri = net.inputsi.size
Si = net.layersi.size
Vi = net.targetsi.size
Dij = Ri * length(net.inputWeightsi,j.delays)
If VV or TV is not [], it must be a structure of validation vectors,
VV.PD, TV.PD  Validation/test delayed inputs
VV.Tl, TV.Tl  Validation/test layer targets
VV.Ai, TV.Ai  Validation/test initial input conditions
VV.Q, TV.Q  Validation/test batch size
VV.TS, TV.TS  Validation/test time steps
Validation vectors are used to stop training early if the network perfor-
mance on the validation vectors fails to improve or remains the same for
maxfail epochs in a row. Test vectors are used as a further check that the
network is generalizing well, but do not have any eﬀect on training.
traingdm(code) returns useful information for each code string:
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'pnames'  Names of training parameters
'pdefaults'  Default training parameters
C.3.3 Network Use
You can create a standard network that uses traingdm with newﬀ, newcf,
or newelm.
To prepare a custom network to be trained with traingdm Set net.trainFcn
to 'traingdm'. This will set net.trainParam to traingdm's default parame-
ters. Set net.trainParam properties to desired values.
In either case, calling train with the resulting network will train the net-
work with traingdm.
C.3.4 Algorithm
traingdm can train any network as long as its weight, net input, and
transfer functions have derivative functions.
Backpropagation is used to calculate derivatives of performance perf with
respect to the weight and bias variables X. Each variable is adjusted ac-
cording to gradient descent with momentum, dX = mc*dXprev + lr*(1-
mc)*dperf/dX
where dXprev is the previous change to the weight or bias.
Training stops when any of these conditions occur:
• The maximum number of epochs (repetitions) is reached.
• The maximum amount of time has been exceeded.
• Performance has been minimized to the goal.
• The performance gradient falls below mingrad.
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• Validation performance has increase more thanmaxfail times since the
last time it decreased (when using validation).
Appendice D
Funzioni di Trasferimento
D.1 Purelin
Linear transfer function
D.1.1 Graph and Symbol
See picture D.1
Figura D.1: Linear Transfer Function
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D.1.2 Syntax
A = purelin(N)
info = purelin(code)
D.1.3 Description
purelin is a transfer function. Transfer functions calculate a layer's out-
put from its net input.
purelin(N) takes one input,
N  S x Q matrix of net input (column) vectors
and returns N.
purelin(code) returns useful information for each code string:
'deriv'  Name of derivative function
'name'  Full name
'output'  Output range
'active'  Active input range
D.1.4 Examples
Here is the code to create a plot of the purelin transfer function.
n = -5:0.1:5;
a = purelin(n);
plot(n,a)
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D.1.5 Network Use
You can create a standard network that uses purelin by calling newlin or
newlind.
To change a network so a layer uses purelin, set net.layersi.transferFcn
to 'purelin'.
In either case, call sim to simulate the network with purelin. See newlin
or newlind for simulation examples.
D.1.6 Algorithm
purelin(n) = n
D.2 Poslin
Positive linear transfer function
D.2.1 Graph and Symbol
See picture D.2
D.2.2 Syntax
A = poslin(N)
info = poslin(code)
D.2.3 Description
poslin is a transfer function. Transfer functions calculate a layer's output
from its net input.
poslin(N) takes one input,
D.2 Poslin 201
Figura D.2: Positive Linear Transfer Function
N  S x Q matrix of net input (column) vectors
and returns the maximum of 0 and each element of N.
poslin(code) returns useful information for each code string:
'deriv'  Name of derivative function
'name'  Full name
'output'  Output range
'active'  Active input range
D.2.4 Examples
Here is the code to create a plot of the poslin transfer function.
n = -5:0.1:5;
a = poslin(n);
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plot(n,a)
D.2.5 Network Use
To change a network so that a layer uses poslin, set net.layersi.transferFcn
to 'poslin'.
Call sim to simulate the network with poslin.
D.2.6 Algorithm
The transfer function poslin returns the output n if n is greater than or
equal to zero and 0 if n is less than or equal to zero.
poslin(n) = n, if n >= 0; = 0, if n <= 0.
D.3 Tansig
Hyperbolic tangent sigmoid transfer function
D.3.1 Graph and Symbol
See picture D.3
D.3.2 Syntax
A = tansig(N)
info = tansig(code)
D.3.3 Description
tansig is a transfer function. Transfer functions calculate a layer's output
from its net input.
tansig(N) takes one input,
D.3 Tansig 203
Figura D.3: Tan-Sigmoid Transfer Function
N  S x Q matrix of net input (column) vectors
and returns each element of N squashed between -1 and 1.
tansig(code) return useful information for each code string:
'deriv'  Name of derivative function
'name'  Full name
'output'  Output range
'active'  Active input range
tansig is named after the hyperbolic tangent, which has the same shape.
However, tanh may be more accurate and is recommended for applications
that require the hyperbolic tangent.
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D.3.4 Examples
Here is the code to create a plot of the tansig transfer function.
n = -5:0.1:5;
a = tansig(n);
plot(n,a)
D.3.5 Network Use
You can create a standard network that uses tansig by calling newﬀ or
newcf.
To change a network so a layer uses tansig, set net.layersi,j.transferFcn
to 'tansig'.
In either case, call sim to simulate the network with tansig. See newﬀ or
newcf for simulation examples.
D.3.6 Algorithm
tansig(N) calculates its output according to:
n = 2/(1 + exp(−2 ∗ n))− 1
This is mathematically equivalent to tanh(N). It diﬀers in that it runs
faster than the MATLAB implementation of tanh, but the results can have
very small numerical diﬀerences. This function is a good trade oﬀ for neu-
ral networks, where speed is important and the exact shape of the transfer
function is not.
D.4 Logsig
Log sigmoid transfer function
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D.4.1 Graph and Symbol
See picture D.4
Figura D.4: Log-Sigmoid Transfer Function
D.4.2 Syntax
A = logsig(N)
info = logsig(code)
D.4.3 Description
logsig is a transfer function. Transfer functions calculate a layer's output
from its net input.
logsig(N) takes one input,
N  S x Q matrix of net input (column) vectors
and returns each element of N squashed between 0 and 1.
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logsig(code) returns useful information for each code string:
'deriv'  Name of derivative function
'name'  Full name
'output'  Output range
'active'  Active input range
D.4.4 Examples
Here is the code to create a plot of the logsig transfer function.
n = -5:0.1:5;
a = logsig(n);
plot(n,a)
D.4.5 Network Use
You can create a standard network that uses logsig by calling newﬀ or
newcf.
To change a network so a layer uses logsig, set net.layersi.transferFcn to
'logsig'.
In either case, call sim to simulate the network with purelin.
See newﬀ or newcf for simulation examples.
D.4.6 Algorithm
logsig(n) = 1/(1 + exp(−n))
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