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We explore the quantum dynamics of particles in a spatiotemporally driven lattice. A powerful
numerical scheme is developed, which provides us with the Floquet modes and thus enables a
stroboscopic propagation of arbitrary initial states. A detailed symmetry analysis represents the
cornerstone for an intricate manipulation of the Floquet spectrum. Specifically, we show how exact
crossings can be converted into avoided ones, while the width of these resulting avoided crossings
can be engineered by adjusting parameters of the local driving. Asymptotic currents are shown to
be controllable over a certain parameter range.
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I. INTRODUCTION
Periodically driven systems which allow for the extrac-
tion of work out of an unbiased environment are often
termed ’ratchets’. Because, originally these systems re-
lied on the rectification of thermal noise they were seen
as realizations of Brownian motors the corresponding re-
search field being highly active (see [1] and references
therein). As one of the many considered experimental
playgrounds for ratchets physics, cold atoms loaded into
driven optical lattices have proven to be particularly in-
sightful since they allow for a precise control over the
systems parameters [2–6]. While some of these experi-
ments are carried out at moderate temperatures and al-
low for a classical treatment [2–4], others could reach
ultracold temperatures and demonstrated the accessibil-
ity of Hamiltonian ratchet setups operating deep in the
quantum regime [5, 6]. The experimental advancements
concerning these newly realized ’quantum ratchets’ were
accompanied by a substantial body of theoretical works
(see [7–14] and references therein). Thereby, one of the
main achievements was the classification of the symme-
tries which need to be broken in order to allow for the ob-
servation of a ratchet current [15]. Besides that, the dis-
cussed phenomena associated to quantum ratchets were
manifold. Examples are the existence of resonances in
the directed current [10, 16], the possibility to tune the
dispersion rate of a wave packet [17] or the harvesting of
Landau-Zener transitions [18]. Another active sub-area
of ratchet physics are periodically kicked systems, which
have the advantage of being more accessible from a the-
orists point of view due to the simpler delta-shaped time
dependence. In these, similar effects as for the aforemen-
tioned smoothly driven setups could be observed, such
as directed transport, resonance behaviour and even the
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acceleration of ratchet currents [19–23].
In any case, all of the aforementioned works related
to ratchet physics, be it classical-, quantum-, smoothly
driven- or kicked, are restricted to globally acting driv-
ing forces. Over the last years however it was shown
for classical particles loaded into driven lattices, that a
site-dependent driving can add to the already existing
diversity of physical phenomena in ratchet setups [24–
30]. In [24] for example it was shown how a protocol
based on a site-dependent driving leads to the patterned
deposition of particles out of a uniform initial particle dis-
tribution. Furthermore, [25–27] demonstrated the possi-
bility for particles to undergo conversion processes from
diffusive- to regular motion, something explicitly forbid-
den for globally uniform driving forces and which leads to
a plethora of nonequilibrium phenomena for the dynam-
ics. Inspired by these interesting observations, it seems
an intriguing perspective to carry over the idea of a spa-
tially non-global driving from the classical setups to the
realm of quantum ratchets. This is precisely the purpose
of this work. An additional motivation to this project is
the upcoming of cold atom experiments which also devi-
ate from the simple case of a spatially uniform driving
force. A noteworthy idea in this context is the introduc-
tion of sub-wavelength lattices [31] which allow for the
construction of more complicated unit cells of the lattice.
Full control over each of the lattice barriers is achieved in
experiments with so called ’painted potentials’ [32], even
though these are until now restricted to just a few barri-
ers and do not yet consider extended lattices.
In the present paper we show that for a quantum par-
ticle exposed to a periodically oscillating lattice, the in-
clusion of a site-dependent driving indeed leads to novel
phenomena. Such setups are investigated here in the
framework of Floquet-Bloch theory and we demonstrate
how, by breaking the translational invariance through
the local driving, a set of new symmetry classes for the
Floquet-Bloch modes evolves. This is demonstrated to
have significant impact on the Floquet spectrum where
we observe the transformation from exact- to avoided
2crossings for a deviation from the global driving towards
a site-dependent one. Even more, we find that the width
of the resulting avoided crossing is controllable through
variation of a single parameter of the local driving. This
is particularly interesting, because the width of avoided
crossings in Floquet spectra of driven lattices is of rele-
vance for a variety of physical phenomena two notewor-
thy examples being the already mentioned Landau-Zener
transitions [16] or quite generally the diffusion properties
of a wave-packet [33]. Finally, we show the possibility for
a directed current in our system, even for the case where
all individual barriers do not break the relevant symme-
tries. Consequently, the symmetry breaking becomes a
collective phenomenon of the barriers constituting the
lattice.
This work is structured in the following way: In section
II we introduce the setup of the spatiotemporally driven
lattice. In section III we show how a well-known scheme
to calculate the time evolution operator in a periodically
driven system can be extended in order to simulate the
time evolution in a site-dependently driven lattice. In
doing so, we also take the possibility of nonzero quasi-
momenta into account. In section IV we perform a thor-
ough symmetry analysis and identify symmetry classes
for the Floquet-Bloch modes, which arise due to the site-
dependent driving. In section V we show how the exis-
tence of these newly found symmetry classes is translated
into properties of the Floquet spectrum. Section VI con-
tains an investigation of the transport properties of our
setup. Finally, we conclude and provide an outlook in
section VII.
II. THE SPATIOTEMPORALLY DRIVEN
LATTICE
The system under investigation consists of a single
quantum particle in one dimension exposed to a laterally
oscillating lattice of Gaussian potential barriers. Hence
the dynamics obeys the time-dependent Schro¨dinger
equation (TDSE)
i~
∂Ψ(x, t)
∂t
= H(x, t)Ψ(x, t) (1)
where x and t denote position and time and the Hamil-
tonian is given by
H(x, t) = − ~
2
2m
∂2
∂x2
+ V0
∞∑
i=−∞
e
−
(
x−i L−di(t)
∆
)2
. (2)
Here, ∆, L, m and V0 are the barrier width, the distance
between the barriers equilibrium positions, the particles
mass and V0 is the height of the potential barriers re-
spectively, while di(t) is the driving law. Without loss of
generality we will set m = ~ = 1 in the following. The
crucial difference to Hamiltonians usually studied in in-
vestigations of driven lattices in the quantum regime is
that the driving law carries a barrier index i and thus can
be site-dependent. Throughout this work, we employ a
cosine driving with equal amplitude and frequency but
with possibly different phases:
di(t) = A cos(ωt+ δi). (3)
Moreover, we restrict ourselves to sequences of the barrier
phases which periodically repeat themselves after some
number of barriers np, i.e. we have δi = δi+np . Because
of the intimate relation between the driving of a lattice
site and its barrier index i, and thus its position within
the lattice, we call a setup with np > 1 a spatiotempo-
rally driven lattice. In contrast, for the case of only a
single employed driving law, i.e. np = 1, we say the lat-
tice is uniformly driven. A sketch of a spatiotemporally
driven lattice for the case of three different driving laws
(np = 3) is shown in Fig 1.
In principle one could also imagine more complicated
unit cells containing more barriers or even more com-
plicated driving laws. The only restrictions that we have
to make in order to employ the computational scheme as
presented in the following section, is that the Hamilto-
nian remains periodic in time and that two neighbouring
barriers do not have a notable overlap at any time.
FIG. 1. Snapshot of a spatiotemporally driven lattice consist-
ing of Gaussian barriers of height V0 with lattice spacing L.
Three different driving laws di(t) for i = 1, 2, 3 are periodi-
cally repeated. The shaded barriers indicate the equidistant
equilibrium positions of the barriers.
III. COMPUTATIONAL SCHEME: THE
PROPAGATOR METHOD
In this section we develop a computational scheme in
the framework of Floquet-Bloch theory which enables us
to propagate an arbitrary initial state according to the
Hamiltonian given by Eq. 2. Our formalism is based
on the ideas presented in [35] (see also [38]), and was
originally designed to study atomic and molecular multi-
photon processes. In the following, we show how the
formalism can be extended in order to describe the dy-
namics in spatiotemporally driven lattice as introduced
in the previous section. In doing so, we have incorporated
the possibility of a nonzero quasi-momentum as well as
the complex nature of the unit cell which can contain
3several barriers, each equipped with a different driving
law.
A. Floquet-Bloch Theory
To be self-contained, let us start by summing up the
most important results from Floquet and Bloch theory.
Because the Hamiltonian under investigation is periodic
in time with H(x, t) = H(x, t+T ) and T = 2πω , Floquets
theorem ensures that every solution of Eq. 1 can be
written as
Ψα(x, t) = e
−iǫαtΦα(x, t), (4)
where the Floquet Mode (FM) Φα respects the periodic-
ity of the Hamiltonian, i.e. Φα(x, t) = Φα(x, t+T ) and ǫα
is a real number often termed the ’quasi-energy’ (QE). It
is straightforward to see that adding or subtracting some
integer multiple of ω to the QE while simultaneously mul-
tiplying the FM by an appropriate phase factor leaves the
solution of the TDSE Ψα(x, t) invariant. Hence, the QEs
can always be chosen to be within the interval: [−ω2 , ω2 ].
Knowing the FMs of our system is of particular relevance
because it allows to compute the time evolution of any
initial state. This is because they are eigenstates of the
time evolution operator U(t, t0) over one period of the
driving:
U(T + t0, t0)Φα(x, t0) = e
−iǫαTΦα(x, t0) (5)
which follows directly from applying the time evolu-
tion operator U(T + t0, t0) to the solution of the TDSE
Ψα(x, t). Hence, the stroboscopic time evolution of an
arbitrary initial state can be calculated as [9]
Ψ(x,mT + t0) =
∑
α
Cα(t0)e
−iǫαmTΦα(x, t0). (6)
where the Cα(t0) are obtained as the overlap of the
initial state with the FM Φα(x, t0). So far we have
only taken into account the temporal periodicity of our
system. However, the Hamiltonian considered in this
work features spatial periodicity as well, since H(x, t) =
H(x + npL, t). Accordingly, the FMs can be written in
terms of Floquet-Bloch modes (FBMs) as Φα,κ(x, t) =
eiκxφα,κ(x, t) with φα,κ(x, t) = φα,κ(x + npL, t) =
φα,κ(x, t + T ) and κ ∈ [−π/(npL),+π/(npL)] being the
quasi-momentum. The stroboscopic time evolution for
an initial state (Eq. 6) becomes [9] then
Ψ(x,mT + t0) =∫ +π/(npL)
−π/(npL)
dκ
∑
α
Cα,κ(t0)e
−iǫα,κmTΦα,κ(x, t0).
(7)
B. Evaluation of the time evolution operator
Apparently, once the FBMs Φα,κ are known, any quan-
tum state Ψ(x,mT ) can be propagated stroboscopically
according to Eq. 7. In the following we explain how the
FBMs can be obtained numerically in an efficient way.
The general idea is to make use of the fact that -as men-
tioned above- the FBMs are eigenstates of the one period
time evolution operator U(T + t0, t0). Accordingly, once
the matrix representation of this operator is calculated in
some basis it can be diagonalized and one obtains both
the FBMs Φα,κ(x, t0) as well as the corresponding QEs
ǫα,κ.
1. The underlying Hilbert space
The first step towards the calculation of the matrix
representation of the evolution operator, and with this of
the FBMs, is to specify the Hilbert space H in which the
solutions of the TDSE (Eq.(1)) can be represented. It
was argued in [34] that H can be composed as a product
space of the Hilbert space of square integrable functions
R and of the Hilbert space of time periodic functions T .
In the following we define appropriate bases for R,T and
finally for H. The states that we want to represent in
H, namely the FBMs, have to obey Bloch’s theorem.
This imposes that of the square integrable functions con-
stituting the Hilbert space R we are only interested in
the ones obeying Ψ(x + npL) = e
iκnpLΨ(x). We can
take this into account by choosing quasi-momentum de-
pendent basis vectors: 〈x|µκ〉 = 1npLei(2πµ/(LnP )+κ)x for
µ ∈ Z which are in accordance to the Bloch theorem since
|µκ〉 = eiκx |µ〉 where 〈x|µ〉 = 〈x+ npL|µ〉. Hence, once
the time evolution operator is obtained in this basis and
the FBMs are calculated as its eigenvectors, they will au-
tomatically satisfy Bloch’s theorem because the basis in
which they are expanded does. The inner product in R
can be defined as 〈f |g〉 = ∫∞
−∞
dxf∗(x)g(x) for |f〉 , |g〉 ∈
R. For the Hilbert space of time periodic functions T
the inner product is given by 〈a|b〉 = 1T
∫
dt a∗(t)b(t) for
|a〉 , |b〉 ∈ T and a natural choice for the basis vectors are
the Fourier vectors 〈t|n〉 = einωt with n ∈ Z.
As mentioned earlier, the entire solution space H of
Eq.(1) can be constructed as the product space: H =
R⊗ T . Thus, a possible choice of basis vectors for H is
given by the product basis: |µκ〉 ⊗ |n〉 ≡ |µκ, n〉〉 and the
scalar product associated to H is:
〈〈Ψ|Ψ′〉〉 = 1
T
∫ T
0
dt
∫ +∞
−∞
dxΨ∗(x, t)Ψ′(x, t). (8)
2. The time evolution operator
After we have specified the solution space of the TDSE
we are ready to calculate its solutions, or more precisely
its FBMs. As mentioned before, this can be done by
finding the eigenvectors of the one period time evolution
operator U(T + t0, t0).
It was shown in [35] that the time evolution operator
represented in our basis of R can be calculated for zero
4quasi-momentum as:
Uµν(t, t0) ≡ 〈µ|U(t, t0) |ν〉
=
+∞∑
n=−∞
〈〈µn| e−iHf (t−t0) |ν0〉〉einωt, (9)
where the Floquet operator Hf (x, t) = H(x, t) − i ∂∂t
was introduced. Because in this work the authors were
interested in the time evolution of a single atom in a
spatially homogeneous oscillating magnetic field, there
was no need for the introduction of a nonzero quasi-
momentum. We however, are interested in the action
of a spatially periodic inhomogeneous potential and are
therefore entitled to consider the case κ 6= 0 as well. In
order to do this, we exploit that states of different quasi-
momenta are of course not mixed through the action of
the Hamiltonian. Thus the matrix representation of the
time evolution operator Uµν(t, t0) can be thought of be-
ing a block matrix, where every block acts only on states
with a certain quasi-momentum κ. For each of these
blocks we introduce the notation Uκµν(t, t0). Equation
(9) can be adjusted easily, by replacing the mere plane
wave basis |µ〉 with the in section III B 1 introduced κ-
dependent basis vectors |µκ〉. Thus we obtain for the
evolution operator for now arbitrary quasi-momentum:
Uκµν(t, t0) ≡ 〈µκ|U(t, t0) |νκ〉
=
+∞∑
n=−∞
〈〈µκn| e−iHf (t−t0) |νκ0〉〉einωt,
(10)
which is for t = t0 + T the desired expression for the
matrix elements of the time evolution operator over one
driving period. In the following we show how Eq.(10) can
be evaluated numerically. To begin with, we divide the
interval (t0, t0 + T ) into N small intervals of length ∆t,
thus allowing for a truncation of the exponential series
for sufficiently small ∆t. Hence, the quantity of interest
becomes the evolution operator over the jth short time
span ∆t: Uκ,jµν = U
κ
µν(t0 + j∆t, t0 + (j − 1)∆t) for j =
1, ..., N , while the full operator can be obtained as the
product of all Uκ,jµν afterwards (we omit the matrix indices
’µ’ and ’ν’ for the sake of clarity):
Uκ(t0 + T, t0) = U
κ,N(t0) · · ·Uκ,1(t0) =
N∏
j=1
Uκ,j(t0).
(11)
From Eq.(10) we get
Uκ,jµν = limpmax→∞
+∞∑
n=−∞
einωj∆t
×
p=pmax∑
p=0
1
p!
(−i∆t)p 〈〈µκn|Hpf (x, t− t0) |νκ0〉〉,
(12)
where in a numerical calculation pmax has to
be sufficiently large to ensure convergence and
〈〈µκn|Hpf (x, t) |νκ0〉〉 are the matrix elements of the p-
th power of the Floquet operator Hf (x, t). In [35] it was
shown how these can be calculated recursively for κ = 0.
For nonzero quasi-momentum we obtain (see Appendix:
A)
〈〈µκn|Hpf |νκ0〉〉 ≈
+nmax∑
n′=−nmax
+µmax∑
µ′=−µmax
×
(
H
κ (n−n′)
µµ′ + nωδµµ′δnn′
)
〈〈µ′κn′|H(p−1)f |νκ0〉〉.
(13)
Thereby, nmax and µmax have to be sufficiently large to
ensure convergence and H
κ (n−m)
µν is the matrix element
of the (n−m)-th Fourier coefficient ofH(x, t) represented
in the basis of R, i.e.
Hκ (n−m)µν = 〈µκ|H(n−m)(x) |νκ〉
=
1
T
∫ T
0
dt 〈µκ| e−iωt(n−m)H(x, t) |νκ〉 .
(14)
It is straightforward to see that the Fourier components
of the Hamiltonian are
Hκ,(n)µν =
1
2
(
2π
npL
µ+ κ)2δµνδn0 + V
(n)
µν (15)
with V
(n)
µν = 〈µκ|V (n)(x) |νκ〉 where the κ-dependence
can be omitted since the potential is a function
solely of the position operator and not of its deriva-
tives and therefore: V
κ,(n)
µν = 〈µκ|V (n)(x) |νκ〉 =
〈µ| e−iκxV (n)(x)eiκx |ν〉 = 〈µ|V (n)(x) |ν〉 = V (n)µν .
3. The potential energy
So far we have seen how the time evolution operator
Uκµν(T + t0, t0) for a given quasi-momentum κ can be cal-
culated by evaluating the matrix elements of the powers
of the Floquet operator as given by Eq.(13), which in turn
requires the calculation of the Fourier components of the
Hamiltonian via Eq.(15). The remaining task is to com-
pute the Fourier components of the potential V (n)(x), or
more precisely their matrix representations in R: V (n)µν .
Note that the so far described formalism does not dis-
tinguish between uniform- and spatiotemporal driving.
However, this becomes relevant for the Fourier decom-
position of the potential V (n)(x) as we shall see in the
following.
Let us start by considering the potential of a single
oscillating barrier which will be denoted by VSB(x, t)
in the following. Performing a Fourier transformation
yields VSB(x, t) =
∑+∞
n=−∞ V
(n)
SB (x)e
inωt with V
(n)
SB (x) ≡
1
T
∫ T
0
VSB(x, t)e
inωt. If we now include a nonzero initial
time t0 as well as possible phase of the barrier motion of δ
(cf. Eq. (3)), we get via the transformation t→ t+t0+ δω :
VSB(x, t) =
+∞∑
n=−∞
V
(n)
SB (x)e
in(ω(t+t0)+δ) (16)
5Apparently, the phase shift δ of a barrier leads to a com-
plex phase factor of einδ of the corresponding Fourier
coefficient. For np barriers each with a different phase δi
this generalizes to
V (n)(x) =
np∑
i=1
V
(n)
SB (x− x0,i)ein(ωt0+δi), (17)
with x0,i = iL being the equilibrium position of the ith
barrier. For the desired matrix representation of this
Fourier mode V
(n)
µν this yield (see Appendix B)
V (n)µν =
np∑
i=1
V
(n)
SB, µνe
i(n(ωt0+δi)+
2pi
Lnp
(µ−ν)x0,i), (18)
where V
(n)
SB, µν = 〈µ|V (n)SB (x) |ν〉 is the n-th Fourier com-
ponent of a single oscillating barrier represented in our
basis of R.
At this point we have all the ingredients to make use of
Eq.12 in order to determine the one-period time evolu-
tion operator and thus the FBMs, the QEs and finally
the stroboscopic time evolution of arbitrary initial states
via Eq.(7).
C. Computation for different initial times
The final remark of this section shall be on the role of
the initial time within the described formalism. Due to
the linearity of the Schro¨dinger equation, the asymptotic
behaviour of an observable in a time-dependent system
depends, in general, on the initial time t0. E.g. in the
context of ratchet physics it was shown that the asymp-
totic transport velocity of an initial state depends cru-
cially on t0 (see [5] and also section VI). Thus, in nu-
merical simulations the time propagation typically has
to be performed for many different initial times in order
to capture the full physical behaviour. The straightfor-
ward way to include different initial times in the formal-
ism as described above, is to simply plug in the potential
V (x, t + t0) into the calculation of the Fourier compo-
nents of the Hamiltonian (via Eq. (15)). The downside
of this approach is that the entire formalism to calculate
U(T + t0, t0) has to be carried out for each considered
value of t0, which can be quite time consuming. Fortu-
nately, there is a much faster way. Within the presented
formalism we have calculated the time evolution oper-
ator over an entire driving period as the product of N
operators Uκ,j(t0) where each of the U
κ,j(t0) propagates
the small time step ∆t (see . Eq.(11)). The idea is now
to calculate the N operators Uκ,j(t0) for some value of
the initial time, say for t0 = 0. The desired operator
U(T + t0, t0) for arbitrary t0 can be obtained simply as
the product of all the Uκ,j(t0 = 0), where the dependence
on t0 is now captured in the ordering of the operators.
More precisely, Eq.(11) can be rewritten for 0 ≤ t0 ≤ T
as:
Uκ(t0 + T, t0) =
(
Uκ,j0−1 · · ·Uκ,1) · (Uκ,N · · ·Uκ,j0)
=
j0−1∏
j=1
Uκ,j(t0 = 0) ·
N∏
j=j0
Uκ,j(t0 = 0)
(19)
with j0 = ⌈N/T · t0⌉ where ⌈x⌉ denotes the smallest in-
teger number larger than x. The obvious advantage is,
that the U j,κ(t0) have to be calculated only for one initial
time. Afterwards, the time evolution operators for arbi-
trary initial times can be calculated easily by means of
matrix multiplication. For the calculation of the FBMs
in the setup of the spatiotemporally driven lattice, the
speed up of this procedure to include the dependence
of the initial time -as compared to the previously men-
tioned straightforward way- proved to be significant and
amounted to up to one order of magnitude.
IV. SYMMETRY ANALYSIS
It goes without saying that classifying the symmetries
of a physical system is often helpful in order to under-
stand the phenomena occurring in it. In the context of
quantum ratchets for example it was extensively studied
how the symmetries of the Floquet operator affect the
possibility of directed particle motion [10, 15]. Within
this section we present the relevant symmetries of the
Hamiltonian and deduce their consequences on the time
evolution operator as well as on the FBMs. In doing so
we start with time reversal- and parity symmetry which
are commonly studied in the context of uniformly driven
1D lattices. Afterwards, we investigate the impact of the
spatiotemporal driving.
A. Time reversal symmetry
The Hamiltonian is symmetric under time reversal if
H(x, t) = H(x,−t+τ) for some appropriate time shift τ ,
which we will assume to be zero in the following. Let us
start with investigating the consequences of time reversal
symmetry on the time evolution operator U(t, t0). For
the simpler case of zero quasi-momentum it was shown
in [36] that the matrix elements of U(T, 0) in the plane
wave basis as used in this work obey:
U−ν−µ (T/2, 0) = Uµν (T, T/2) ,
U−ν−µ(T, 0) = Uµν(T, 0)
(20)
Of particular interest is the last named symmetry be-
cause it concerns the time evolution operator over an
entire driving period, which is the one used to determine
the FBMs (see Eq.5). By employing ideas from section
III one can readily generalize this symmetry to nonzero
values of the quasi-momentum κ: At the heart of the cal-
culation of the matrix elements of the time evolution op-
erator as given by Eq.(10) is the calculation of the Fourier
6components of the Hamiltonian as given by Eq.(15). Note
that the quasi-momentum κ only enters in the diagonal
term which is proportional to ( 2πnpLµ + κ)
2δµν . Appar-
ently, this term is invariant under µ → −ν iff we set
κ→ −κ simultaneously. Thus the symmetry generalizes
for arbitrary quasi-momentum κ to:
U−κ−ν−µ(T, 0) = U
κ
µν(T, 0). (21)
In fact we find strong evidence that both symmetries as
stated in Eq.(20) are special cases of the more general
symmetry which holds here:
U−κ−ν−µ(t2, t1) = U
κ
µν(T − t1, T − t2) (22)
with 0 < t1 < t2 < T . In appendix C we provide a rigor-
ous proof up to first order in the expansion of the time
evolution operator, i.e. for pmax = 1 in Eq.(12). Beyond
first order, we have strong numerical evidence for the va-
lidity of Eq.(22).
Finally, we consider the consequence of a time reversal
symmetry of the Hamiltonian on the FBMs. It was ar-
gued in [15] that these must obey
Φα,κ(x, t) = σαΦ
∗
α,−κ(x, T − t), σα = ±1. (23)
For the representation as chosen in this work, this yields
for the components of the FBMs
〈µ|Φα,κ(x, t)〉 ≡ Φµα,κ(t) = σα(Φ−µα,−κ(T − t))∗. (24)
B. Parity symmetry
The Hamiltonian is said to be invariant under parity
symmetry if H(x, t) = H(−x + χ, t + T/2) for some ap-
propriate spatial shift χ which we can assume without
loss of generality to be zero. As argued in [36] parity
symmetry yields for the time evolution operator:
Uκµν(T, 0) =
∑
θ
Uκ−µ−θ(T/2, 0)U
κ
θν(T/2, 0) (25)
This relation can be of particular use since it allows us to
half the computational effort. Furthermore, this symme-
try of the time evolution operator leads to a symmetry
of the FBMs [15]:
Φα,κ(x, t) = σαΦα,−κ(−x, t+ T/2), σα = ±1. (26)
In analogy to the time reversal symmetry (see Eq.(24))
this yields for the components of the FBMs in the repre-
sentation introduced in section III:
Φµα,κ(t) = σαΦ
−µ
α,−κ(t+ T/2). (27)
C. Parity and time reversal symmetry
Apparently, there is the possibility for a Hamiltonian
to be symmetric under both parity and time reversal sym-
metry. In this case it obeys H(x, t) = H(−x,−t + τ).
The components of the Floquet modes have to fulfill both
Eq.(24) as well as Eq.(27). Hence we get:
Φµα,κ(T − t) = σα(Φµα,κ(t+ T/2))∗. (28)
D. Shift symmetry
Finally we turn our focus to the impact of spatiotem-
poral driving and investigate its consequences on both
the time evolution operator as well as on the FBMs.
Let us as an introductory example consider a lattice
with a unit cell which contains three barriers, i.e. we
have np = 3. We choose for the three different initial
phases δi for i = 1, 2, 3 in the driving law (see Eq.(3))
(δ1 = 0, δ2, δ3 = 0) with δ2 ∈ [0, 2π). Hence, we obtain a
driven lattice where the central barrier of each unit cell is
potentially out of phase compared to its two neighbour-
ing barriers. In the following we try to deduce properties
of the overall structure of the time evolution operator for
such a setup. In doing so, we will show that this ’partial
shift symmetry breaking’ induced by the complex nature
of the unit cell in a spatiotemporally driven lattice
has profound consequence both on the time evolution
operator as well as on the FBMs, which have to the best
of our knowledge not yet been discussed in the literature.
FIG. 2. Absolute value of matrix elements Uµν(T, 0) of the
time evolution operator for κ = 0. The phases δi of the three
barriers within one unit cell are (0, 0, 0) in a) and (0, pi, 0) in
b). The remaining parameters are: L = 10, V0 = 1.0, ω =
1.0, A = 1.0 and ∆ = 0.5.
To get some insight we calculate numerically the ma-
trix elements of the time evolution operator Uµν(T, 0)
for zero quasi-momentum and for t0 = 0. We do this
for the case of a nonzero phase shift of the central bar-
rier of δ2 = π and compare the results to the uniformly
driven lattice with δ2 = 0. The absolute values of the
obtained Uµν(T, 0) are shown in Fig. 2. The most in-
triguing feature is that in both cases we observe a stripe
like structure for the nonzero elements. In particular,
for the uniformly driven case (Fig. 2 (a)) we see that
7for a fixed value of µ, only every third value of ν corre-
sponds to a nonzero matrix element and vice versa. For
the spatiotemporally driven lattice (Fig. 2 (b)) this be-
haviour persists for elements close to the main diagonal
but becomes less pronounced further away from it, i.e.
for larger values of |µ− ν|.
In order to understand the overall structure of the two
shown time evolution operators we consider their dif-
ferent symmetries under spatial shifts. Obviously both
Hamiltonians obey H(x, t) = H(x + npL, t) because by
construction the length of the unit cell was chosen to be
npL. However, in the uniformly driven case, the Hamil-
tonian additionally obeys H(x, t) = H(x+L, t) and con-
sequently the time evolution operator Uµν(T, 0) should
commute with the operator SL = e−iLpˆ = e−L
∂
∂x per-
forming a spatial shift of L. This is because the FBMs
form a complete set and are eigenstates of both Uµν(T, 0)
and SL. For arbitrary quasi-momentum κ the matrix
representation of the shift operator SL becomes
Sκ,Lµν = 〈µκ|SL |νκ〉 = e−i(
2pi
npL
µ+κ)L
δµν . (29)
Thus the requirement of commutation with Sκ,Lµν yields
for the matrix elements Uµν(T, 0) (we omit the argument
for the sake of clarity):
Sκ,Lµβ Uβν −UµγSκ,Lγν =
(
e
−i 2pi
np
µ − e−i 2pinp ν
)
Uµν
!
= 0 (30)
Apparently, this requires that either Uµν(T, 0) = 0 or µ−
ν = npz for z ∈ Z and explains the stripe like structure
of the time evolution operator as observed in Fig. 2 (a).
Arguments along a very similar line lead to a restriction
on the components of the FBMs Ψµα,κ(t). Due to the
Bloch theorem the FBMs must be eigenstates of SL and
thus:
Sκ,Lµν Ψ
ν
α,κ(t) = e
−i 2pi
np
µ
e−iκLΨµα,κ(t)
!
= λαΨ
µ
α,κ(t) (31)
for some complex eigenvalue λα. This requires that
the prefactor e
−i 2pi
np
µ
must be independent of µ which
is only true if all the nonzero components of the FBM
Ψµα,κ(t) can be labeled by µ = npz + q for z ∈ Z and
q = 0, 1, ..., np− 1. The corresponding np different eigen-
values are λα,q = e
−i( 2pi
np
q+Lκ)
.
Although the reported restrictions on the matrix ele-
ments Uµν as well as on the FBMs were derived for the
uniformly driven lattice with δ2 = 0, we see clearly that,
for the case of the evolution operator, this structure sur-
vives to some degree even for the largest possible phase
shift of δ2 = π (cf. Fig. 2 (b)). For decreasing δ2 we ob-
serve that the uniformly driven case is approached closer
and closer.
E. Husimi representations for uniform and
spatiotemporal driving
We conclude the section on the symmetry analysis by
analyzing the consequences of the discussed symmetries
FIG. 3. Husimi distributions in arbitrary units for σ = 0.5 of
a FBM at zero quasi-momentum in a lattice with np = 3 for 4
different settings of the barrier phases (δ1, δ2, δ3): (a) (0, 0, 0),
(b) (0, pi/2, 0), (c) (0, pi, 0), (d) (0, pi, pi/4). The barriers equi-
librium positions are at x1 = −10, x2 = 0 and x3 = 10.
Remaining parameters as in Fig. 2.
on Husimi representations, which are a very commonly
used tool to obtain a coarse grained visualization of a
quantum state [37].
The Husimi representation of a quantum state is de-
fined by the square of the absolute value of its over-
lap with a coherent state |ρ(x, p)〉 centered around po-
sition x, momentum p and with width σ [37]. Such
a coherent state can be expressed as: 〈x˜|ρ(x, p)〉 =
(πσ2)−1/4e−
(x−x˜)2
2σ2
+ipx˜. For a FBM Φκ(x, t) with quasi-
momentum κ we can calculate the Husimi distribution
Qκ(x, p, t) as:
Qκ(x, p, t) =
1
2π
| 〈ρ(x, p)|Φκ〉 |2
=
(πσ2)−
1
4
2π
∣∣∣∣
∫
dx˜ e−
(x−x˜)2
2σ2
+ipx˜Φκ(x˜, t)
∣∣∣∣
2
=
√
2π
∣∣∣∣∣
∑
µ
Φµκ(t) e
−σ
2
2 (
2pi
npL
µ+κ−p)2+i( 2pi
npL
µ+κ−p)x
∣∣∣∣∣
2
(32)
where we have plugged in the expansion of the FBM
Φκ(x, t) in terms of our basis of R: Φκ(x, t) =∑
µ Φ
µ
κ(t)e
−i( 2pi
npL
µ+κ)x
. To get some insight, let us con-
sider the Husimi representation of one specific FBM. This
mode , denoted as ΦG(x, t), has zero quasi-momentum
and is characterized as the FBM with the largest over-
8lap with a spatially uniform state. It is of particular
importance since it usually also has the largest overlap
with a quantum particle which is initially distributed over
many lattice sites- a situation that is commonly consid-
ered both in theory as well as in experiments [10]. The
Husimi distributions Q(x, p, t) of ΦG(x, t) for t = 0 are
shown for different setups each containing three barriers
per unit cell (np = 3) but with different settings of the
barrier phases (δ1, δ2, δ3) (cf. Eq.(3)) in Fig. 3. For the
uniformly driven lattice (Fig. 3 (a)) we observe that the
Husimi representation is invariant under a spatial shift
of one barrier distance L, i.e. Q(x, p, 0) = Q(x+L, p, 0).
Apparently, this shift symmetry is broken for setups with
nonzero barrier phases (Figs. 3 (b),(c),(d)). Even more,
for the setups with (0, 0, 0) and (0, π, 0) the Husimi distri-
bution is symmetric with respect to an inversion of mo-
mentum, i.e. we observe Q(x, p, 0) = Q(x,−p, 0). In the
following we argue how these symmetries of the Husimi
representations can be deduced from the corresponding
symmetry analysis.
Let us start with the observed shift symmetry
Q(x, p, 0) = Q(x+L, p, 0). In fact, it follows directly from
the shift symmetry of the FBM which obeys ΦG(x, t) =
ΦG(x+L, t) (cf. section IVD) that the shift symmetry of
the Husimi distribution indeed holds for all times. Like-
wise, the observed symmetry of Q(x, p, 0) = Q(x,−p, 0)
can be understood conveniently with the help of the
above symmetry analysis. By virtue of Eq.(24) we know
that ΦµG(0) = (Φ
−µ
G (0))
∗ which can be shown easily to
imply Q(x, p, 0) = Q(x,−p, 0). More generally, one can
show from Eq.(32) that the restrictions on the FBMs
in the presence of time reversal symmetry (see Eq.(24))
yield for the Husimi representation:
Qκ(x, p, t) = Q−κ(x,−p, T − t). (33)
Analogously, the presence of parity symmetry, where the
components of the FBMs obey Eq.(27), implies for the
Husimi representation:
Qκ(x, p, t) = Q−κ(−x,−p, t+ T/2). (34)
Note that even though we used a particular representa-
tion of the FBMs in order to derive the two latter rela-
tions for the Husimi distribution, these relations them-
selves must of course hold for every other representation
too. Thus Eqs. (33) and (34) are general results for
FBMs in 1D driven lattices with time reversal- or parity
symmetry.
Because the Hamiltonians underlying Figs. 3 (a) and
(c) with phases (0, 0, 0) and (0, π, 0) respect both time
reversal- as well as parity symmetry, the Husimi dis-
tributions obey Eq.(33) and Eq.(34). The setup with
(0, π/2, 0) as used in Fig. 3 (b) only inherits parity sym-
metry, i.e. the associated Q(x, p, t) only obeys Eq.(34).
Finally, for (0, π, π/4) no symmetry remains.
FIG. 4. Extracts of the Floquet spectra for different setups
containing three barriers per unit cell. The three phases of
the barriers driving laws are (a) (0, 2pi/3, δ3), (b) (0, δ2, 0) and
(c) (0, 0, 0). In (c) the spectra for two different global driving
amplitudes are shown. Remaining parameters as in Fig. 2.
V. THE FLOQUET SPECTRUM
The quasi-energies ǫα,κ of the FBMs Ψα,κ(x, t) evalu-
ated as functions of the quasi-momentum κ constitute
the quasi-energy- or Floquet spectrum of a periodically
driven system. In the following we investigate the
impact of the symmetries as introduced in section IV on
the Floquet spectrum. This question has been subject
of comprehensive research in the case of uniform driving
(see e.g. [9, 10, 15, 16]), and we are going to sum up
the most important results. However, our main interest
is on the impact of the partially broken shift symmetry
induced by the spatiotemporal driving. As before we
consider as an exemplary setup a lattice with a unit cell
containing three barriers with phases: (δ1, δ2, δ3).
A. Impact of parity- and/or time reversal
symmetry
An extract of the Floquet spectrum for a phase con-
figuration of (δ1 = 0, δ2 =
2π
3 , δ3 = 0) is shown in Fig. 4
(a). In this case the Hamiltonian is invariant under par-
9ity symmetry as introduced in section IV and we observe
that ǫα,κ = ǫα,−κ, i.e. the spectrum is symmetric with
respect to κ = 0. In fact it was argued in [15] that the in-
variance of the Hamiltonian under either parity- or time
reversal symmetry generally yields a spectrum which is
symmetric with respect to κ = 0. In accordance to this,
it is shown how a breaking of these symmetries by set-
ting a second barrier phase, in this case δ3, to a nonzero
value leads to a desymmetrization of the spectrum. Note
that for such a configuration where we fix two barrier
phases to δ1 = 0 and arbitrary δ2, parity symmetry is
always present for δ3 = 0. Thus by deviating the value of
the phase of the third barrier δ3 from zero, one can very
reliably tune the asymmetry of the spectrum.
B. The role of shift symmetry and exact- to
avoided crossings transitions
In the following we show how the deviation from a
uniform driving towards a spatiotemporal driving affects
the Floquet spectrum in a unique way. As a model
system we consider a phase configuration of the barriers
in a unit cell of (0, δ2, 0), where as in section IVD the
shift symmetry is said to be ’partially broken’ for δ2 6= 0.
Representative extracts of the spectrum for uniform
driving (δ2 = 0) as well as for a spatiotemporal driving
(δ2 6= 0) are shown in Fig. 4 (b). The most notable
effect is, that the crossings which are exact ones for the
uniform driving are casted into avoided crossings in the
case of the spatiotemporal driving. At the same time
the crossings which are avoided ones for uniform driving,
remain avoided crossings for δ2 6= 0. Even more, we
see that at least to a certain degree one can control the
width of the avoided crossing by tuning the phase of the
central barrier δ2. This is best seen for the two crossings
at ǫ ≈ 0.275 where the widths can be seen to increase for
increasing δ2. At this point it is worth mentioning that
the widths of avoided crossings in Floquet spectra are
crucial for many nonequilibrium phenomena reported in
driven lattice setups, such as Landau-Zener transitions
[16], the diffusion properties of a wave-packet [33] or
the occurrence of an absolute negative mobility [6].
Hence, the additional flexibility introduced by the
site-dependent driving should contribute to an increased
controllability of the aforementioned effects. For com-
parison we also show the spectrum of a uniformly driven
lattice for two different driving amplitudes A = 1.0 and
A = 1.25 in Fig. 4 (c). Apparently, even though the
spectrum is altered significantly by the increased driving
amplitude, the nature of the crossings, i.e. exact or
avoided, is not changed.
By means of the symmetry analysis carried out in
section IVD it is quite straightforward to understand
why the variation in the barrier phase δ2 leads to a
transformation of the crossings from exact to avoided
while the variation in the global driving amplitude A
did not. The key observation lies within Eq.(31), stating
that the FBMs must be eigenstates of the operator
performing a spatial shift of the barrier distance L. As
argued, the allowed eigenvalues for a FBM Φα,κ(x, t) are
then given by λα,q = e
−i( 2pi
np
q+Lκ)
for q = 0, 1, ..., np − 1.
Thus the FBMs can be separated into np different
symmetry classes, each characterized by one of the np
different eigenvalues λα,q. According to the non-crossing
rule [39] states belonging to different symmetry classes
are allowed to cross, while states within the same
symmetry class cannot. For a nonzero value of δ2 the
shift symmetry x → x + L gets destroyed and Eq.(31)
becomes invalid. Hence, the FBMs cannot be separated
into different symmetry classes associated to the shift
operator SL and thus they are not allowed to cross
anymore. At this point it is important to note that,
even for a partially broken shift symmetry, the spectrum
may still feature exact crossings due to the presence of
different symmetry classes associated to parity- or time
reversal symmetry.
VI. DIRECTED TRANSPORT
In this section, we study the possibility of an asymp-
totic particle current in the setup of a spatiotemporally
driven lattice. The appearance of such currents in the
absence of any mean forces has been studied intensively
over the last two decades for uniformly driven lattices
(see for example [1, 7, 15] and references therein). Simi-
lar to the previous sections, we begin with some general
considerations and investigate the spatiotemporally
driven lattice in particular afterwards.
A. Asymptotic currents
Following [10] we define the asymptotic quantum cur-
rent as the time averaged expectation value of the mo-
mentum operator for some initial state |ΨI(t0)〉:
J(t0) = lim
t→∞
1
t− t0
∫ t
t0
dt˜ 〈ΨI(t˜)|pˆ|ΨI(t˜)〉 . (35)
One of the perks of using Floquet theory in order to study
the dynamics of a time-dependent system is that once the
FBMs are known, the asymptotic current can be calcu-
lated very conveniently as [9, 10]:
J(t0) =
∫
dκ
∑
α
vακ|Cακ(t0)|2 (36)
where vακ is the averaged momentum of the FBM |Ψακ〉
and Cακ(t0) is the overlap of the initial state with the
FBM |Φακ〉 at time t = t0. For a commonly stud-
ied initial state of a Gaussian wave packet: ΨI(x, t0) =
10
FIG. 5. (a) Asymptotic quantum current J(t0) for three dif-
ferent configurations of the barrier phases: (0, 2pi/3, δ3). (b)
Time averaged quantum current as function of the third bar-
rier phase δ3. The lines are guides for the eye. Remaining
parameters as in Fig. 2.
(πσ2)−1/4e−
x2
2σ2 these two quantities can be calculated
as:
vακ =
1
T
∫ T
0
dt 〈Φακ|pˆ|Φακ〉
=
1
T
∑
µ
∫ T
0
dt
(
2π
Lnp
µ+ κ
)
|Φµακ(t)|2
Cακ(t0) = 〈ΨI |Φακ〉
=
√
2σ
π−1/4
∑
µ
e
− σ
2
2L2n2p
(npLκ+2πµ)
2
Φµακ(t0)
(37)
where as before the Φµακ(t) are the components of the
FBMs in our chosen basis which can be calculated ac-
cording to the numerical scheme presented in section III.
B. Symmetries and directed transport
Now that we have seen how the asymptotic current
J(t0) can be expressed through the components of the
FBMs Φµακ(t) we are able to analyze how the symmetries
derived in section IV for the Φµακ(t0) are carried over into
symmetries of J(t0).
For a time reversal symmetric Hamiltonian we had seen
that Φµα,κ(t) = ±(Φ−µα,−κ(T−t))∗. From this and by virtue
of Eq.(37) we readily calculate that vακ = −vα−κ, which
is in accordance with the arguments in [15]. For the
overlap coefficients Eq.(37) yields |Cακ(t)|2 = |Cα−κ(T −
t)|2, which ultimately gives
J(t0) = −J(T − t0) (38)
from Eq.(36). Analogously, the presence of parity sym-
metry induces |Cακ(t)|2 = |Cα−κ(t + T/2)|2. For the
asymptotic currents this results in
J(t0) = −J(t0 + T/2). (39)
Note that both in the presence of time reversal- or par-
ity symmetry the asymptotic current averaged over the
initial time vanishes, i.e. J˜ ≡ 1/T ∫ T
0
J(t) dt = 0.
C. Transport in the spatiotemporally driven lattice
In the following we demonstrate transport phenomena
in the spatiotemporally driven lattice. As an exemplary
setup we again consider a lattice with three barriers in
a unit cell, i.e. np = 3. The phases of the barriers are
(δ1, δ2, δ3) with δ1 = 0 and δ2 = 2π/3.
We calculate the asymptotic quantum current J(t0) nu-
merically for different values of the third barrier phase
δ3 and for different initial times t0. The results are
shown in Fig. 5 (a). For the case of δ3 = 0 the
Hamiltonian possesses parity symmetry and thus accord-
ing to the previous section the asymptotic current obeys
J(t0) = −J(t0 + T/2). If δ3 deviates from zero, parity
symmetry is absent which allows for a nonzero averaged
current. Interestingly, for the shown small values of δ3, it
seems that the curve J(t0) is merely shifted by some con-
stant while the overall shape is approximately indepen-
dent of δ3. This also matches the observation concerning
the variation of the Floquet spectrum for small devia-
tions from a parity symmetric setup (cf. Fig. 4 (a)). In
this case, we observed that the spectrum approximately
maintains its overall form, but the symmetry axis of the
spectrum, which is at κ = 0 for δ3 = 0, is shifted to
a nonzero κ for small nonzero δ3. In order to under-
stand how these two observations could be related, let us
consider only the most populated Floquet mode for our
initial state of a Gaussian wave packet, which for a parity
symmetric setup with δ3 = 0 has zero quasi-momentum.
As a crude approximation, one can argue that for a small
deviation from δ3 = 0 this mode will remain almost un-
changed but is shifted to a nonzero quasi-momentum in
the same way that the spectrum is. Hence, the mode
picks up a momentum which is related to the shift of
the spectrum and thus related to the value of δ3. Fur-
thermore, the spectrum is of course independent of the
initial time and consequently the shift of the spectrum
is the same for every t0, which by virtue of the previous
arguments would explain why the increase of J(t0) for
increasing δ3 was to a good approximation independent
of t0.
For larger values of the third barrier phase δ3 the simple
11
picture of a merely shifted spectrum is not longer ap-
plicable. The current averaged over the initial time is
shown over the entire range of δ3 in Fig. 5 (b) revealing
the more complex behaviour at larger δ3, such as several
sign changes of the currents which can not be explained
easily be means of simple symmetry arguments. In fact
it was shown in [10] that the asymptotic quantum cur-
rent as a function of some system parameter generally
features a highly nontrivial dependence.
VII. CONCLUSION AND OUTLOOK
We have investigated the setup of a quantum particle
in a periodic lattice consisting of driven Gaussian barri-
ers. Since we allowed for different driving laws which were
spatially periodically repeated, we have been able to de-
sign lattices with complex unit cells containing differently
driven barriers. Within the framework of Floquet theory,
we presented an efficient numerical scheme that provided
us with the Floquet-Bloch modes for arbitrary quasi-
momentum. For the Floquet spectrum we found that
the site-dependent driving has remarkable ramifications.
A small deviation from a uniform, i.e. site-independent,
driving was shown to cast exact crossings into avoided
ones while the quasi-energy bands away from the cross-
ings remained approximately unaltered. The width of
the respective avoided crossings could be manipulated
by adjusting parameters of the driving law. Because the
presence of exact and avoided crossings in the Floquet
spectrum of driven lattice systems has been shown in the
literature to be at the heart of many interesting phe-
nomena, such as resonances in directed particle motion
[10], the diffusion of a wave packet [33], the stimulation
of Landau-Zener transitions via external forces [16] or
even the possibility of an absolute negative mobility [6],
this control over the crossing’s widths as achieved in this
work opens up a promising direction of interesting fu-
ture research. We could explain the effect of a crossing-
to avoided crossing transition as the result of a break-
ing of the translational symmetry over the distance of
two adjacent barriers. Since this effect was shown to
be symmetry induced it does in no way depend on the
fine tuning of parameters and should be accessible in
state of the art cold atom experiments. Promising ex-
perimental techniques for the realization of the required
breaking of translational invariance are sub-wavelength
lattices where modulations below the laser’s wavelength
can be obtained [31]. Possible setups which should al-
low for the phase modulated driving as studied in this
work are provided by so called ’painted potentials’ where
the full control over the motion of each potential barrier
is achieved [32]. Here we showed that directed particle
motion can be generated even in situations where each
barrier on its own does not break the necessary symme-
tries. Over a certain regime the resulting currents were
shown to be controllable by engineering the asymmetry
of the Floquet spectrum through parameter variations of
the site-dependent driving.
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Appendix A: Powers of the Floquet operator
The quantities of interest are the matrix elements
of the powers of Hf (x, t), i.e. we need to com-
pute 〈〈µκn|Hpf |νκm〉〉. For p = 0 one simply gets
〈〈µκn|1 |νκm〉〉 = δµνδnm due to the orthonormality of
the basis vectors. For p = 1 we obtain
〈 〈µκn|Hf (x, t) |νκm〉〉
=
1
T
∫ T
0
dte−inωt 〈µκ|
(
H(x, t)− i ∂
∂t
)
|νκ〉 eimωt
= 〈µκ|H(n−m)(x) |νκ〉+ 〈µκ|mω |νκ〉 δµν
= Hκ (n−m)µν +mωδmnδµν .
(A1)
Matrix representations of higher powers of Hf (x, t) can
be calculated recursively:
〈 〈µκn|Hpf (x, t) |νκm〉〉
= 〈〈µκn|Hf (x, t)Hp−1f (x, t) |νκm〉〉
=
∑
µ′n′
〈〈µκn|Hf (x, t) |µ′κn′〉〉〈〈µ′κn′|Hp−1f (x, t) |νκm〉〉
=
∑
µ′n′
(H
κ (n−n′)
µµ′ + nωδnn′δµµ′)〈〈µ′κn′|Hp−1f (x, t) |νκm〉〉
(A2)
where we have used the completeness of the product basis
as well as Eq.(A1).
Appendix B: Fourier expansion of the potential
The Fourier coefficients of the potential V (n)(x) are to
be represented in the basis of R. Again we exploit that
we can omit the κ-dependence for the operator of the
potential energy and the calculation becomes:
V (n)µν = 〈µ|V (n)(x) |ν〉
=
1
L
∫ +∞
−∞
dxV (n)(x)e
i 2pi
LnP
(ν−µ)x
=
1
L
∫ +∞
−∞
dx
np∑
i=1
V
(n)
SB (x− x0,i)ein(ωt0+δi)ei
2pi
LnP
(ν−µ)x
(B1)
where we have used the expression for the Fourier coeffi-
cient from Eq.(17) and as before VSB(x, t) is the potential
of a single oscillating barrier. At this point we make use
of the fact that we have restricted ourselves to setups in
which the different Gaussian barriers have no significant
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overlap with one another. Hence we can exchange sum-
mation and integration and apply the coordinate trans-
formation x˜ = x− x0,i for each of the np integrals:
V (n)µν =
1
L
np∑
i=1
∫ +∞
−∞
dxV
(n)
SB (x− x0,i)ein(ωt0+δi)ei
2pi
LnP
(ν−µ)x
=
1
L
np∑
i=1
∫ +∞
−∞
dx˜V
(n)
SB (x˜)e
in(ωt0+δi)e
i 2pi
LnP
(ν−µ)(x˜+x0,i)
=
np∑
i=1
V
(n)
SB, µνe
i(n(ωt0+δi)+
2pi
Lnp
(ν−µ)x0,i).
(B2)
Appendix C: Symmetry of the time evolution
operator
First, we show that the symmetry given in Eq.(22) is
equivalent to the relation:
Uκ,jµν = (U
−κ,−j
µν )
z (C1)
for the matrix elements of the time evolution operator
over the jth time step as given by Eq.(12) (we omit the
dependence on the initial time t0 for the sake of clar-
ity) and we have adopted the notation
(
Uκ,jµν
)z
= Uκ,j−ν−µ
from [10]. As mentioned in the main text, the time evo-
lution operator over an entire period of the driving is
obtained as the product of the N operators Uκ,jµν . For
reasons of clarity, we will omit the momentum indices
(µ, ν) for the time being. In analogy, the time evolution
operator for the time interval (t1, t2) is given by:
Uκ(t2, t1) =
j2∏
j=j1
Uκ,j (C2)
where j1 and j2 are the number of time steps correspond-
ing to t1 and t2 and are given by j1,2 = ⌈N/T ·t1,2⌉. Now,
if we assume that Eq.(C1) holds we find:
Uκ(T − t1, T − t2) =
N−j1∏
j=N−j2
Uκ,j =
j1∏
j=j2
Uκ,N−j
=
j1∏
j=j2
(U−κ,j)z =

 j2∏
j=j1
U−κ,j


z
= (U−κ(t2, t1))
z.
(C3)
Thus, the symmetry in Eq.(22) follows indeed from
Eq.(C1). However, the validity of Eq.(C1) remains to
be shown.
To make some progress we restrict ourselves to the first
order expansion of Uκ,jµν given by Eq. (12):
Uκ,jµν =
+∞∑
n=−∞
einωj∆t
(
δµνδn0 + i∆tH
κ,(n)
µν
)
= δµν + i∆t
+∞∑
n=−∞
einωj∆tHκ,(n)µν
(C4)
where we have used Eq.(A1) for the matrix elements of
the Floquet operator Hf (x, t). In comparison we obtain
for (U−κ,−jµν )
z:
(U−κ,−jµν )
z = U−κ,−j−ν−µ
= δ−ν−µ + i∆t
+∞∑
n=−∞
einω(−j)∆tH
κ,(n)
−ν−µ
= δµν + i∆t
+∞∑
n=−∞
einωj∆tH
κ,(−n)
−ν−µ
= δµν + i∆t
+∞∑
n=−∞
einωj∆tHκ,(n)µν
= Uκ,jµν
(C5)
Here we exploited that H
κ,(−n)
−ν−µ = H
κ,(n)
µν , which follows
directly from Eq.(15), as well as from the fact that the
Fourier components of a time reversal symmetric function
obey V (n)(x) = V (−n)(x).
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