This paper presents two adaptive coverage algorithms for the deployment of multiple robots into discrete partitions over curved surfaces. The algorithms compute a metric tensor field locally on the surface in order to shape the robots' partitions in position, size, orientation and aspect ratio according to the present anisotropy. The coverage algorithms are further incorporated into a hybrid coverage method for the complete coverage of surface areas. Each robot iteratively deploys and adapts the partition, then subsequently sweeps its assigned area. The algorithms are demonstrated in simulations on di↵erent mesh models, including meshes reconstructed from real laser point cloud data.
Introduction
Coverage of work space is an elementary task that arises in multi-robot systems. Multi-robot coverage methods describe how multiple robots coordinate and partition their work load and work space among each other. Depending on the tasks a group of robots has to accomplish, robot coverage can have di↵erent meaning: coverage equally involves static and dynamic robot distributions, and notions of sensing as well as actuation. Robot locations in mobile sensor networks for instance are optimized to provide good communication and sensor coverage of the environment [1, 2] . Similar approaches lead to robot deployments that guarantee fair distribution of work loads among robots, or short response times when providing services to allocated sites [3] .
Another class of coverage tasks requires more permanent movements. In order to continuously monitor an environment, inspect complex structures, or apply tools to a surface in manufacturing, the robots perform coverage by sweeping through their work spaces [4, 5] .
We are interested in robot coverage of curved surfaces as they are typically found in inspection applications for tanks and tubes of industrial plants. In our work, we consider robots that move directly on the surface [6, 7] . Spaces in industrial structures are often narrow and thus forbid robots to work together in close side by side formations. Therefore, the robots need to deploy and partition their work space in a reasonable way. However, robot deployment and visual inspection are often not su cient, and robots are required to sweep their sensor probes in close contact over the surface areas.
Hybrid coverage combines deployment and sweeping motion by performing one after the other [6] . Hybrid coverage methods build on and combine aforementioned coverage concepts. The variant of hybrid coverage we are looking at in this paper first spreads the robots into disjoint regions by constructing a centroidal Voronoi configuration [1] . This is further related to the classical concepts of cell decomposition, just that now the cell decomposition depends on the robot locations rather than on the environment boundaries. Once deployed, each robot sweeps its assigned Voronoi region along a covering path. Here, basically any space filling curve can be applied as long as the kinematic constraints of the robots are met. Examples are swaths similar to those used in the Boustrophedon decomposition on planar and curved surfaces [5] .
The main focus of this paper is on the first stage of the two-tired hybrid coverage method. It is important to provide an e↵ective deployment and partitioning of space in the first stage, as each robot needs to cover the entire surface of its assigned Voronoi region in the subsequent second stage. The proposed coverage algorithms make use of anisotropic centroidal Voronoi tessellations [8] , and extend our previous work [7] with enhanced adaptivity of the Voronoi regions. The Voronoi regions adapt to local anisotropy, which is defined by a tensor field on the curved surface. The tensor field allows for controlling shape, densitiy and size, as well as orientation and aspect ratio of the Voronoi regions. This new adaptivity may improve multi-robot coverage in several ways. First, adapting the size and orientation of the Voronoi regions according to environment characteristics, such as surface curvature, salient features or representation uncertainty, makes robot movements during operation (e.g., sweeping) in a region on the surface safer and more e cient. Second, adapting the density, orientation or aspect ratio of the Voronoi regions by an input tensor field enables user guidance of the robot configuration. Finally, adapting the shape and size of the Voronoi regions allows to match the region to a sweeping pattern, which is executed by a robot in the region during the second stage of the hybrid coverage method.
Similar to [7, 9, 10, 11] , we perform the robot deployment based on a discrete representation and model the environment as a graph. In our previous work [7] , we suggested two fundamentally di↵erent approaches for covering a surface, based on discrete geodesic and approximative Euclidean distance computation. The algorithms in this paper follow up on both approaches in presence of anisotropy. Discrete geodesic alternatives for covering a graph can be found in [9, 10, 11] . Furthermore, geodesic distances under the influence of anisotropy can be computed by Fast Marching methods [12] . The adaptive remeshing of triangular meshes [13] , in contrast, applies similar techniques of approximating geodesics by Euclidean distances. The partitioning is driven by an iterative process of pairwise optimization between adjacent regions, which shares similarities with the generation of pairwise optimal partitions as defined in [10] . Anisotropy has been previously used in the context of Voronoi coverage for modeling anisotropic sensors [14] ; however, the anisotropy is formulated with respect to the robot positions and not with respect to points in the environment. The concept of adjusting a density function, defined over the areas of the Voronoi regions, is applied in [1] for formation control and robot guidance. Finally, in [3] , fat-and skinny-shaped equitable partitions are created using power diagrams, with applications to vehicle routing and optimal workload sharing.
The remainder of the paper is organized as follows. A formal definition of the problem is given in Section 2. Section 3 describes the adaptive coverage algorithms for the deployment of multiple robots on curved surfaces. In Section 4, the hybrid coverage method for area coverage of curved surfaces is presented, which relies on the algorithms of Section 3 in the first stage. Simulation experiments in Section 5 verify the coverage method on synthetic and real data gathered in an inspection scenario. Section 6 concludes the paper.
Problem Definition
Given a curved connected orientable surface S ⇢ R 3 with the Riemannian metric induced by the Euclidean scalar product, a group of n robots r i , i 2 {1, ..., n}, with start positions q i 2 S, is to be distributed over a fair
In the partitioning process, it is desirable to adjust the meaning of fair as well as the shapes of the regions V i as much as possible. First, we drop the constraint of being located on the surface S and consider the distribution of n points Z = [z i ] n i=1 2 R 3n into a partition of a convex three-dimensional submanifold ⌦ ⇢ R 3 . The resulting simplified problem is typically formulated as an optimization problem, where the following cost functional within the regions V i is minimized,
where we use the integral with volume element dV , and ⇢(x) describes a non-negative weight (a mass density) at every point x in ⌦. The points Z and the partition V are dependent. The partition V that minimizes the cost functional H cont, iso (Z, V) for fixed points Z is the Voronoi tessellation. If the points Z are taken as the generators of the Voronoi tessellation and are moved iteratively to the mass centers of the Voronoi regions, the cost converges to a local minimum and a centroidal Voronoi tessellation (CVT) results.
While choosing ⇢ gives good control over the fairness of the resulting partition, there is no possibility to influence the regions' shapes.
Therefore, we follow the idea of generalizing the approach given by Equation (1) and replace the Euclidean distance with an anisotropic distance, with which we hope to influence the shapes of the regions,
where f is a smooth and strictly increasing function and d denotes a general anisotropic distance metric. Similar to the cost in Equation (1), H cont, aniso (Z, V) is minimized when the points Z are placed at the anisotropic mass centers of V.
In particular, we consider functions f (d(x, z)) = d p x,z and distances
where kxk p = p
x is a symmetric positive definite matrix smoothly depending on x 2 ⌦, which describes the local anisotropy. F
x is called the Finsler tensor field in the following 1 .
We are now interested in formulating the minimization problem of Equation (2) over the surface S. To do so, we follow the same approach as used in [7] , and minimize the discrete version of the cost functional defined over the triangle mesh M , which is a graph-based representation of the surface S, defined by the graph G M . The discretization gives
where dS denotes the surface element. The partition is represented by
v denotes the area of the dual cell of each vertex. In the case of a planar mesh, this corresponds to the Voronoi region around v obtained from the Voronoi diagram with the mesh vertices as generators.
To determine the distance d x, z , the integral in Equation (3) is approximated with a sum of lengths e F x l (x l+1 x l ) p of segments given by a sequence of nodes x l , l 2 N, in the graph G M , connecting x and z. Although S is a two-dimensional manifold, it is not su cient in the discrete version to define F x on the two-dimensional tangent spaces of S because the distance vectors (x l+1 x l ) are not restricted to the tangent spaces of S at x l . So, however we choose F x on the tangent spaces, it must be given as a three-by-three matrix e F x . This matrix can be constructed from the desired matrix F x given in a basis of T x S, e.g., such that in the local basis extended by the normal vector of the oriented surface, it looks like: e F x = Fx 0 0 1 . In the following, we pursue two di↵erent approaches of choosing the sequence of nodes x l for the distance computation. In the first approach, d
x, z
is computed for arbitrary p-norms as the discrete geodesic distance. The distance segments correspond to the edges along a shortest path from x to z on the graph G M . In the second approach, the path distance d x, z is approximated by the length of a single segment, which connects x and z along the direct shortcut through R 3 , using the 2-norm. We arrive this way at the directional distance as defined in [8] 
For the second approach, under the approximation that e K xv (in short e K v ) is constant over a given vertex area A v , the cost functional H disc, aniso can be rewritten with d 2 (5) follows that it is su cient to minimize for the last two terms, since the first two terms do not depend on a particular choice of {Z, G}. The locations of the points Z can be chosen freely. However, if we select the generators Z in Equation (5) to be the mass centers of the Voronoi regions, which is in accordance with [1, 8] and the notion of CVT, the last two terms in Equation (5) can be further simplified. The anisotropic mass centers are obtained as
which are the minimizers of the cost functional in Equation (4). Substituting z i for the last two terms of Equation (5) leads to the partial cost
which does not depend on the generators z i anymore. In the isotropic case, Equation (6) becomes
The original problem of distributing n robots r i over the surface S can now be solved for the second approach by simply minimizing Equation (6), or Equation (7) respectively, and letting
over time. The partial cost H ⇤ disc, aniso (Z, G) and H ⇤ disc, iso (Z, G) are minimized in an e cient way by exchanging vertices between neighboring Voronoi regions, which only requires updates of the sums P e K ⇤ v v and
and P m v respectively. For the first approach, the original cost in Equation (4) must be minimized; gradient descent methods provide a practical solution [1, 7, 9] . This involves finding the direction of fastest decline of distance. We use the negated tangent vector of the minimizing geodesic, which di↵ers from its gradient [9] 3 .
The Finsler tensor given by F x o↵ers several ways to adapt the partition over the surface S (see Figure 1 ). The orientation of the Voronoi regions is influenced by the directions of the eigenvectors of F
x . The regions' aspect ratio is given by the ratios of the eigenvalues of F x , measuring the strength of directionality. As mentioned at the beginning of the section, the regions' size can be changed by the weighting factor or mass density ⇢ . In addition, the distance in the cost functionals can assume the general p-norm. Depending on p, the p-norm results in a more circular or square-shaped distance field, which leads to modifications in the shapes of the regions.
Here, a remark is in place: the p-norm only applies to the first approach, which computes discrete geodesic distances. Note that the second approach with approximate distance computation, as presented in here, requires p = 2. This is inherent to above derivation (from Equation (4) to Equation (5)), which is based on the parallel axis theorem. The parallel axis theorem as such, however, relies on specific properties of the 2-norm.
Adaptive Surface Coverage
The iterative construction of a Voronoi tessellation on a graph G M , representing a triangle mesh M , forms the basis for our adaptive surface coverage algorithms. Each Voronoi region is owned by a robot r i and represented by a subgraph G i ⇢ G M . As the partitioning process evolves, the Voronoi regions-and together with the regions the robots-are distributed over the surface. The subgraphs G i result for the first approach from minimizing the cost with discrete geodesic distance in Equation (4), and for the second approach from minimizing the cost with approximative Euclidean distance in Equation (6) or Equation (7) . The basic algorithms have been introduced in [7] and are restated in the following. Algorithm 1 summarizes the approaches' main function, and Algorithm 2 and Algorithm 3 describe the coordination functions of the two approaches.
The first approach computes a discrete geodesic distance by propagating a wavefront over the graph. Each robot computes a distance field from its current position v pi , which is the robot's position p i 2 S projected onto the graph G M , to positions of neighboring robots on the graph. As soon as the wavefront reaches a neighbor's vertex, a wavefront is propagated back in order to find the boundary vertices with equal discrete geodesic distance between the two robots. This procedure is continued by each robot r i until the complete Voronoi partition G is constructed. Once the Voronoi regions are computed, the robots move toward the regions' mass centers. The regions are updated continuously, and it is su cent to determine the direction toward the mass center instead of its absolute position. As the direction, we use the negated tangent vector of the minimizing geodesic (see Section 2).
The second approach minimizes the cost by exchanging boundary vertices iteratively across the boundaries of adjacent regions. For each vertex v A 2 G i located at a region boundary, following local vertex exchanges are possible. If a vertex at the boundary next to v A has not yet been assigned to any
Algorithm 1 Adaptive Surface Coverage
Require: Set of n robots r i , each at initial position p 0 i = q i on S in the continuous domain. The corresponding discrete position v 0 p i on the initial graph G 0 M i , with G 0 M i the graph associated to the initial mesh M 0 i , and initial regions G 0 i ⇢ G 0 M i . Each robot r i is able to sense the environment within range R sens and to communicate with robot neighbors, contained in N i , within range R com . 1: while state == DEPLOY do 2:
if action == COORDINATE then 3: v g i Coordinate(algorithm) // "Algorithm 2" or "Algorithm 3" 4: end if 5:
if action == MOVE then 6:
UpdateState() 10:
end if 11: end while
Algorithm 2 Coordination By Wavefront Propagation
Require: Voronoi region G i , graph G M i and mesh M i . 1: N i UpdateNeighborhood(COM) 2: G i PropagateWavefront(N i , G i , G M i , M i ) 3: v g i UpdateGoalDirection(G i ) 4: UpdateState()
Algorithm 3 Coordination By Vertex Exchange
Require: Voronoi region G i , graph G M i and mesh M i ; k rounds of vertex exchange.
1: G i
AssignFreeVertices(G i , G M i ) 2: N i UpdateNeighborhood(COM) 3: for all r j contained in N i do 4:
ExchangeVertices(G i , G j , k) 5: end for 6: v g i UpdateGoal(G i ) 7: UpdateState() region, it is directly added to G i . If there exists at least one neighbor vertex v B 2 G j , G i \ G j = ;, the change in the cost of Equation (6) or Equation (7) is evaluated for the following three cases: 1) the vertex v A is added to G j , 2) the vertex v B is added to G i , or 3) no vertex is exchanged across the boundary. The case resulting in the highest reduction of cost is used for the local update of the two Voronoi regions. If a vertex exchange leads to a disconnected region, the last case applies and the respective vertex will not be exchanged. Note that the last case does not a↵ect the convergence of the overall algorithm; the cost is not minimized but remains unchanged in this iteration step. However, over subsequent iterations the pairwise optimization by exchanging vertices among adjacent regions minimizes the overall cost.
Each robot is assumed to be equipped with communication and sensing devices. The information collected from the environment is stored in the triangle mesh maps M i ⇢ M , and each mesh map is associated with a graph G Mi ⇢ G M . For applications, where the algorithms are required to adapt to characteristics of the surface (e.g., surface curvature), the matrix e F
x is computed from the mesh map M i . A Voronoi region is defined as the subgraph G i ⇢ G Mi . The neighborhood N i of a robot r i includes all the neighboring robots r j within communication range R com , together with the additional information of their positions, Voronoi regions and mesh maps. The UpdateNeighborhood function updates N i ; for argument SENS, the robot r i updates its own position and mesh map, for argument COM, the robot detects other robots and updates its mesh map from communicated information. If the meshes of two neighboring robots overlap, the meshes are merged,
A matching among two neighboring robots is only established if the robots' Voronoi regions are adjacent, i.e., if two vertices in G i and G j are adjacent in the graph G M . The adaptive surface coverage algorithms are divided into a coordination and a moving action. The coordination action implements the previously described cost minimization process. In the coordination action of the second approach, k rounds of vertex exchange are performed by the ExchangeVertices function. With k chosen large enough, a robot will not enter a local vertex exchange with another robot neighbor before a partition with optimal cost between its own and the current neighboring region is obtained. Provided that a vertex exchange procedure can find the global optimum for the two regions, this leads to pairwise optimal partitions similar to [10] . The coordination action updates the goal direction and goal position v gi on the graph for each region and robot, which is then handed over to the moving action of the algorithms in order to deploy the robots on the surface. During the moving action the robots navigate on the surface. Each robot perceives the environment and computes the shortest path to its current goal. The PlanPath function updates the path T i , based on the discrete positions v pi , whereas the MoveToGoal function controls the robot along the path. In the Voronoi coverage method of [1] , the robots act as the generators and converge to the mass centers of their Voronoi regions. However, this is no longer a necessary condition in our case, as the Voronoi regions are generated either by wavefront propagation between vertices or by local vertex exchanges of boundary vertices on the underlying graphs. The coordination and moving actions are loosely coupled 4 . The decoupling of the two actions allows to place the robots' goal positions at di↵erent locations that may improve the overall performance of the algorithms, with benefits such as lower cost paths, better accessibility of the goal positions, or better sensor coverage. Placing goals closer to the boundary of a Voronoi region, for example, could increase the explorative behavior of the basic coverage algorithms.
Application to Hybrid Coverage Control
This section explains how the adaptive surface coverage algorithms can be applied within the hybrid coverage framework to achieve area coverage on a surface. The hybrid area coverage method is outlined in Figure 2 and Algorithm 4. The idea behind hybrid coverage is to combine robot deployment and sweeping motions [6] . The method starts with the robots spreading out on the surface. The robots cooperatively partition the surface and get their assigned areas of operation. In this first stage, the adaptive surface coverage algorithms from Section 3 are applied to realize an e↵ective deployment and adaptive decomposition of the surface. The provided adaptivity can be actively used to shape the Voronoi regions and simplify the coverage of the area, e.g., leading to compact or more elongated shapes that support circular spiralling or rectangular back-and-forth sweeping patterns. Upon convergence, the robots switch to the second stage, where each robot sweeps its assigned region locally to search the area. Depending on the size of the environment to be covered and the range of coverage of the single robots, the two stages of deployment and sweeping (state DEPLOY and SWEEP in Algorithm 4) are iterated. The robots relocate and redistribute outside the already covered area by applying the hybrid coverage subroutines AdaptiveSurfaceCoverage and SweepSurfaceCoverage again. By iterating the process, the complete surface is finally covered by the robots.
Once a Voronoi region is covered, it is marked as covered in the robot's mesh map M i and is locked; the robot communicates the status to its neighbors, which update their mesh maps accordingly. As the adaptive surface coverage algorithms deploy the robots by generating a Voronoi tessellation, a dual Delaunay graph is established simultaneously (see Figures 1 -4) . The graph connects the Voronoi regions, represents the surface topology and gives a simplified low resolution representation of the environment. This representation remains valid and may serve as roadmap for future relocation and redistribution phases of the robots. The covered regions are known to the robots as they have swept and explored these areas before. Hence, paths transferring from one location on the surface to another are preferably planned through the known and safe area of the regions along the Delaunay graph.
Besides covering and locking of regions, many more operations on the regions are possible. A robot can leave its region uncovered and reassign it to other robots for coverage, or ask other robots for support. Regions can be deleted cooperatively if a robot fails or relocates. Furthermore, a new region is instantiated whenever a robot joins during deployment, or a region is created inside already covered area in order to initiate redundant coverage. 
Algorithm 4 Hybrid Area Coverage
Require: Set of n robots r i , with sensing and communication capabilities. Subroutines for the two stages of deployment and sweeping motion. 1: loop 2:
AdaptiveSurfaceCoverage(state) // state == DEPLOY 3:
SweepSurfaceCoverage(state) // state == SWEEP 4:
RelocateAndRestart() 5: end loop
Simulation Experiments
The adaptive surface coverage and the hybrid area coverage algorithms are tested on di↵erent surfaces. The surface models vary in complexity and consist of synthetic meshes, and meshes obtained by surface reconstruction from real laser point clouds. In the following simulations we assumed that the robots always remain connected (i.e., R com = 1). The first experiment demonstrates the adaptivity of the Voronoi coverage. Figure 1 shows how four robots are deployed on a planar mesh under varying user guidance. The metric tensor field is specified directly by the user. The first deployment is uniform, which sets equal weights to all vertices and directions. The second deployment is isotropic and directs the robots to the left of the mesh. The metric tensor field for the first two deployments is of the form e
where m v is constant for the uniform deployment and varies as function of the location for the isotropic deployment. The third and fourth deployments use an anisotropic metric. The Voronoi partitions point along the principal directions of 90 upwards and 45 to the left.
In the second and third experiment, 10 and 50 robots are distributed on the synthetic mesh model of a torus (Figure 3 ) and a cactus (Figure 4) . The deployment on the torus is isotropic and the deployment on the cactus is anisotropic. In both cases, the matrix e F v is constructed from the local curvature of the surface, given by weights ⇢(v) = 1 + q k 2 v, 1 + k 2 v, 2 , the principal curvatures k v, 1 and k v, 2 , and the principal directions. The principal curvatures and principal directions are estimated from the mesh model following [15] , and are shown in Figure 5 on the left and in the center. In the fourth experiment, the inner surface of an industrial tube structure is covered by five robots. Figure 6 shows one iteration of the hybrid area coverage method. The input is a 3D point cloud, which was recorded with a rotating Hokuyo URG-04LX laser scanner (Figure 6, left) . From the point cloud, a triangle mesh is reconstructed. Five robots are deployed over the mesh in a first stage, using the second adaptive surface coverage algorithm (Algorithm 3) with k = 1 rounds and uniform weights ( Figure 6, center) . In a second stage, each robot covers its Voronoi region with a sweeping motion ( Figure 6, right) . The path planner computes transferring as well as sweeping paths. Paths to transfer a robot to a goal position are planned by an A* search, which generates a triangle strip path on the mesh. The sweeping paths to cover the surface area result from a covering strip planner, which is based on [16] . The robots are controlled by smooth vector fields generated along the strip, using concepts similar to [17] . Figure 5 on the right gives an example for a generated vector field that steers a robot toward the mass center of its Voronoi region.
Conclusion
In this paper, we have presented two adaptive surface coverage algorithms to deploy multiple robots on curved surfaces. The algorithms operate on triangle meshes and distribute the robots into discrete regions on the mesh. The size, positions and shapes of the regions are adaptive; they are influenced by a metric tensor field defined on the surface. The adaptive surface coverage algorithms are applied under the hybrid coverage concept for surface area coverage. The algorithms implement the adaptive deployment of the robots. In a second stage, the robots cover the areas of their assigned regions by a sweeping motion. Depending on the environment and the coverage task, this procedure is iterated, which finally leads to complete coverage of the surface. The algorithms are successfully tested in several simulation experiments on di↵erent synthetic as well as more realistic mesh models.
In our future work, we plan to test the algorithms on real robots, with added localization and mapping functionalities. Regarding adaptive surface coverage, we will look at the optimization of pairwise partitions and the adaption of regions by user guidance. Concerning hybrid area coverage, it is interesting to further study schemes of robot relocation and redistribution of regions and tasks among robots, particularly for deployment, exploration and search scenarios in heterogeneous robot teams.
