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It is known that, subject to some technical conditions, the deficit process of an infinitely deep dam 
with a Markov chain input process and unit withdrawals has a limiting zero-modified geo,metric 
distribution. In :his paper it is shown that, provided the state space of the input process is finite, the 
limiting distribution of the deficit process of a finite dam tends to the zero-modified distrilbution 
above as the capacity tends to infinity. A convergence rate is established when the input process is 
an independent sequence. 
When the input process is a semi-Markov chain we find a simple condition ensuring that the 
limiting deficit distribution is a zero-modified geometric distribution. 
Some results are obtained for infinitely deep, and high, dams when the input process is a first 
order discrete autoregressive process. 
Nearly all examples of Markovian input processes have linear conditional expectations. The final 
section is a brief expository essay on such processes and mentions some open problems. 
Infinitely deep dam discrete auto-regressive input, 
infinitely high dam linearly regressive process 
Markov input branching process with immigration 
semi-Markov input canonical expansion 
1. Introduction 
Pakes and Phatarfod [17] have considered the limiting distribution of a right- 
continuous random walk w= {W,,} defined by 
W .+1=wn+1--x?l)‘, 
where % = {X,,} is a Markov chain whose state space 9’ is N, or (0, 1, . . . , N}, N E N 
and is irreducible and aperiodic. When c49 is positive and {u(j)} is the limiting- 
stationary distribution of 8!‘, these authors proved that if u = C iu (i) > i,, where the 
sum is taken over all i E 9, then subject to some mild technical conditions (see 
(I)-(IV) in Section 2 below), the limiting distribution @ = {4(u): u E N,} of w” is a 
zero-modified geometric (ZMG) distribution. 
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The value of this result in dam theory is as follows. Let % = {U,} represent he 
content of a finite dam of capaclk;’ K: 
u n+l =c<iul +xA fm- 1:‘. 
It is of some interest, for preliminary design purposes, to obtain the limiting 
distribution of %, or equivalently the limiting distribution CPK = 
{&&J): v = 0, . . . , K - 1) of the deficit Drocess 9 = {Dn}, where D,, = K - 1 - V,. 
Pakes and Phatarfod pointed out that, in c.qntradistinction to much of the mathema- 
tical literature on the subject, hydrologists are principally interested in the case 
where v > 1. They asserted that if K is large, then @K c= @, where this approximate 
relation is taken to mean that 
4K(V)-#w w-a (1) 
and hence that 
cPK(v,=i?5(v)/K~‘~(u) (v=O,...,K-1). 
/ u=o 
A little reflection shows that the assertion alluded to above requires proof since it is 
essentially an assertion of the equality of two iterated limits. 
Section 2 tackles this problem when 19’1~ 00. The method of proof used in [ 1’71 
makes essential use of spectral properties of the operator 3’ = [s’pii] when [ pij] is the 
one-step transition matrix of A!’ and 0 < s s 1. Our proof of (1) requires knowledge of 
that part of the spectrum of 3’ lying in the unit disc IsI < 1. It is for this reason that we 
restrict attention to the case IYI< 00. 
When %’ is an independent process we shall show that (1) is a simple consequencze 
of the Erdos-Feller-Pollard theorem. Because of the special properties of the 
“life-time” distribution involved we shall be able to show that in this case the 
convergence in (1) occurs geometrically fast. Indeed let {pi} denote the input 
distribution and f( l ) be its generating function. We suppose that this distribution has 
unit maximal span, that is, the greatest common divisor of those j for which pj > 0 is 
unity. In this case our general assumptions become the requirements that r( 1-) > 1 
and po > 0. Let 4 be the least positive solution of f(s) = s. Theorem 2 provides the 
approximation 
Q&(0)=(1 --q)q”/(l -qK)-CqK+” 
if v is fixed and K is large. The first term on the right is simply the limiting distribution 
for the infinitely deep dam restricted to the set (0, 1, i . . , K} and renormalized, and 
the secondi term may be regarded as a correction term. The constant c is defined in 
the statement of Theorem 2. 
Pakes and Phatarfod [17] cited examples of queuing processes with dependent 
inputs which have a ZMG distribution, inciuding one example with a moving average 
input. it is thus of some interest to discover the largest class of input processes %’ for 
which @ is ZMG. 
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In Section 3 we shall obtain a partial solution of this problem. Specifically we shall 
allow E’ to be a certain N+-valued functional of an underlying ergodic Markov chain 
C = {a,} having a general state space. For ease of exposition, and little loss of 
generality in practice, we shall assume that C’s state space is the d-fold product 
~d=~X... XX We shall assume that {(X,, an)} is a semi-Markov chain with 
Let {y(u, j)} denote the limiting distribution of the bivariate Markov chain 
{W n tl9 a,)- If f or each v, r(v, j) is a geometric sequence in j when j 2 1, then the 
limiting distribution of { W,} will be ZMG. In Theorem 3 we shall obtain a necessary 
and sufficient condition which involves only pii for the y( v, j) tq have this form. 
This condition is satisfied if there exists a E yd such that, fol some i, pi,(O) > 0 and 
pii = 0 (j # a, i E 5@), that is, there is only one state of C which gives zero input into 
the dam. This condition is satisfied in the degenerate, but important, case where the 
input process is C itself, that is, d = 1 and a;, = X,. In this case pii = pijsi, and lhence 
a = 0. An irreducibility assumption ensures that there is some i for which pi0 > 0. We 
end Section 3 by giving a more complicated example for which C is a moving average 
of an i.i.d. sequence and the weights are positive integers. In this case wle can 
explicitly determine d) to any desired degree of precision. Herbert [4] analyzed the 
infinitely high dam with this moving average input and needless to say even the 
limiting distribution, which exists only for the hydrologically less interesting case 
v < 1, is extremely complicated. 
Pakes and Phatarfod [ 171 examined the special case, where 2 is a simple branching 
process with immigration (BPI). In this case we have 
CP ijSj = h (S)( f (S))i, (2) 
where h ( l ) and f( l ) are probability generating functions (p.g.f.‘s), 9 = N+ and the 
requirements 0 < h(O), f(0) c 1 and f’(0) > 0 ensure that 9’ is irreducible and 
aperiodic. A hydrologically useful feature of the BP1 is the linearly regressive 
property 
E(X,,lIX,) =pXn +B, (3) 
where p = f’( 1-), p = h’( 1-) c 00. In Section 4 we consider another Iinearly regres- 
sive process, viz., the discrete autoregressive process of order one (DlAR( 1)) defined 
bY 
X ,+1=I,xI+(1-1,Kl, (4) 
where the I’s and l’s are independent, p = P(ln = 1) = 1 - P(l,, = 0) and the & are 
N+-valued with p.g.f. U( 0). It follows that 
CP *J =ps’+(l -p)U(s) ‘1 
and if v = U’( 1-) < 00, then (3) holds. The DAR( 1) process has been introduced by 
Jacobs and Lewis [6] as one of a number of discrete time series models. The DAR(l) 
model is the only Markov chain among these. Independently of this work, the 
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DAR(l) process has been mentioned in recent reports of Lloyd, e.g. [12], but these 
contain no results on dams fed by such input processes. In Section 4 we shall show 
that the DAR(l) satisfies the requirements in [l7] so that the limiting deficit 
distribution of an infinitely deep dam with a discrete autoregressive input of order 1 is 
a zero-modified geometric distribution. We shall also consider the infinitely high dam 
with a DAR( 1) input and show that the approach used by Pakes [lS] yields 
generating functions for the transient distribution of the content process V’= { Vn}, 
where Vn+l = ( Vn + X,, - 1)‘. These results are rather similar in form to those for the 
independent case (p = 0). Simple approximations result by expanding the exact 
expressions as power series in p. We shall present a ‘heavy traffic’ result which shows 
that when v = 1 the limiting content distribution is approximated by an exponential 
distribution whose mean is $U”( 1-). A similar result was obtained in [ 151 for the BP1 
input process. These results suggest he desirability of finding a general heavy traffic 
theorem in which the approximating exponential distribution has as its mean half the 
variance of the limiting input distribution. 
In Section 5 we summarize the limited, bu;t diverse, literature on linearly regressive 
Markov chains (LRM’s) and pose some problems. We also introduce further 
examples of LRM’s including a generalization of DAR( 1). It is possible to extend the 
results of Section 4 for this generalized DAR? 1 j but owing to their apparently limited 
usefulness we do not present hese result? here. They are available in an unpublished 
technical report [ 161. 
The work reported in this paper is in it:; essence a contribution to that part of 
stochastic process theory which is motivated by problems of stochastic hydrology. 
Specifically we are concerned with discrete random walks having dependent incre- 
ments. Readers interested mainly in the hydj-ological aspects of this paper can get the 
gist of it by reading only Sections 2-4 but omitting the proofs. Section 5 is addressed 
to those principally interested in distributiotl theory and branching processes. 
2. An approximation for finite drrims 
We make the same assumptions on the input process Z as in [17], viz. 
(I) 9? has a positive recurrent state space and the limiting distribution {U ( * )i 
satisfies u = C ju(j) > 1. 
Let A (s) = ~/R(S), where R(s) (0~ s s 1) is the convergence norm of the matrix 
Z!!? =[S ip;j]e 
(II) The equation h(s) = s has a solution 4 E (0, 1). 
(III) :Fix s = 4. The matrix 9’ is R -recurrent with R = R (4) = 4-l. 
Denote the R -invariant measure by {(w ( j)} and the R -invariant function by {p(j)}. 
(IV) c a(j) < 00. 
We normalize {a ( l )} so that 
CM= 1. 
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Summing the equations qa! ( j) = c a (i)q ‘pij yields 
cdi)Y’=q* (6) 
Assumptions (I)-(IV) are fulfilled if 9 is finite. 
Pakes and Phatatfod proved that the Markov chain {W,, X,} has the limiting- 
stationary distribution % = {c (v, j)}: 
dv, i) = (1 - qM0)~ (jMWq” (j E x v fs N4 
c(O,j)=u(j)-(u(O)la,(O))qar(j) WY) 
and hence that 
4(v) = (1 -qM0)/dmf ‘0 EN), 4(O) = 1 -qu(0)/ff(0). 
Let %‘K = {cK (v, j)} denote the limiting distribution of {Dn, X,}. We shall prove the 
following theorem. 
Theorem 1. I’ iY’l< 00, then 
cK(v, jj-*c(v, j) .(K +mi- 
and hence 
~K(d-,d+h 
It follows from Theorem 1 that for large K 
72K(v)=~(~-1-v)/(1-(U(O)/(y(O))q'). 
It is most unlikely that this is not the case when 19’1= 00, but a proof is required. 
The proof of Theorem 1 is in two stages. Let 9 be the (N + 1) x (N + 1) unit matrix. 
Then 9 --q$ is singular. Let 3!‘(s) = [Sip,] so that 3 = Z(q). We shall require an 
expansion of 3(s) - s.% in a neighbourhood of 4. Since 1~1~ 00, 3 is q-‘-positive. 
Normalize the 4-l -invariant function {p(i): i E 9’} so that C QI (i)p (i) = 1. 
Lemma 1. Z(s) - s9 is invertible in the se: D = (IsI < 1, s z 0, q)- If 1s - qI< E and 
s E D, then 
(A!!T(s) - s$)-’ = (q -s)-‘A +9?(s), 
where 92 ( m ) is analytic around q and 
A = M@‘, 
where p and Q! are the column vectors af the p ( l ) and cy ( l ), and M -’ = 1 + C icu (i)p (i). 
Proof. Phatar’od [ 181 has shown that 2(s) - s.9 has N + 1 singularities in IsI < 1. 
Furthermore: s may be factored out at each row of I.%(s) -&I, except the first, 
showing that there are at most two distinct singularities in Is] < 1. However, by our 
assumptions there is a simple singularity at s = 4, whence the first assertion of the 
lemma. 
62 A. G. Pukes / Discrete dams with Markooian inputs 
The asserted Laurent expansion is immediate and it only remains to determine A. 
Let Q = [iq i-*pij]a Then 
~(s)-~~=a-~~+(q-S)(~i~Q)-1-Or~q-s)21. 
Equating the coefficients of (4 - s)-l in 
(3(s) -s$)-‘@(s) - s9) =‘z 9 = (3(s) -&9)@(s) - &%)-* (s z 4) (7) 
gives 
SA =AZ’=qA. 
Sincc the right and left null spaces of 9’- +9 are one-dimensional, being spanned by 
p and Q! respectively, the asserted form of A follows, with M being some constant. 
E.qt. :ting the coefficients in the constant term of the second equality of (7) yields 
c:~-,-g)~(q)+(4+Q)A=4. 
This implies 
lr’(S + Q)M&!’ = Ly’ 
and hence from !5), 
a’(.9 + Q)IU&r’a! = (a.‘~y = 1 
whence the asserted expression for M. 
Let now {v(t), j)) be the invnrianf measure of the Markov chain { Vn, Xn} with the 
normalisation ~(0, 0) = 1, and let 7, :s) =CV30 V(V, j)s”; j E 9’)‘. Then as in [14] we 
have 
It follows that L’ &l. :F) - ~9)~* is analytic in Is/< 1 except for a. simple pole at s = q. 
It follows from Lemma 1 that 
n(s)’ = (q -s; -‘L’A + B,(s), 
where .Be,(s) is anaIytic in Isi < 1. Observing that L’/3 = p(O) we obtain 
7r(u,j)4@(o)a(j)q-~ (U+~;jESP), (8) 
and 
6(u) -MP(o)q-“, (9) 
where d(u) = x ~(u, j). This compleles the first stage of our proof. 
We now make use of an extension of the ratio theorem of Odoom and Lloyd [14], 
viz., if (7r~ (u, j)} is the limiting distribution. of {U,, X,}, then 
n~(u*/“)=n~(0,0)7p(u,j) (jESP;U=O ,a.., K-2), (10) 
whence 
slr(21,i)=tTK(O,O)~‘K-1-u,j) (jEY;U=O,...,K-2). 
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Eq. (10) yields the relation 
u(j)=~K(K-Irj)+*K(0,0)K~271(U,j). (11) 
o=o 
The stationarity equations for {WK (t), j)} yield 
wK(K-1, j)=Kil C qK(u,i)pij 
u=O iaK-u 
(12) 
since if the content is at u, then we need an inflow of at least K - u to completely fill 
the dam so that it falls to K - 1 after the next outflow. For our purposes we may let 
K > IV, in which case the inner sum at (12) may be empty. Summing (12) over j and 
transposing the m&K - I, u) terms to the left-hand side yields 
w=2 i=w w=2 i=w 
where we have used the ratio theorem (10) for the last equality. It is worth noting that 
this result together with the “j= 0” equation at (11) will yield expressions for 
WK (0,O) and ~TK (K - 1, 0), and hence the WK (u, j) can be explicitly found if {w( v, j)} 
is known. 
Using (8) in our last equality yields 
TK(K - 1,O) = (1-_4)-*~~(0, 0)M@(0)qWKt2 
x (1 + o(l)) 
= nK(o, OMWO)P(0)q-K+l(l + o(l)), 
where we have used (5) and (6). Substituting this expression into (11) with j = 0 and 
using (8) with j = 0 yields 
nK(O, 0) = (I -q)(u(0)/~(O))iM~(O))-*qK-*(l + O(l)). 
The proof is easily completed using (8), (10) and (11). 
Assume now that the input process is an independent sequence with f(s) = 
C p(j)s’ = E(sxn). Then Assumptions (I)-(IV) become the requirement hat: u > 1. 
The sequence Q, is an invariant measure for the Markov chair, Yf and is given by 
@(s)=Zd(u)s”=p(O)~ 
S -S 
(OSsCq . 03) 
Now @(sq) = p(O)/( 1 -f(s)), where f(s) = (1 -f(sq))/( 1 - sq) Is a p.g.f. with positive 
coefficients and 
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The Erdos-Feller-Pollard theorem then yields (9) with Mp(0) =p(O)/h. In the 
present case the ratio theorem takes the form 
T,&)=T~(O)~(V) (v=O,...,K-l), (14) 
whence 
niu (0) = 
It immediately follows that 
We now prove the following extension of this result. 
Theorem 2. If {p(j)} has unit maximal span, then 
where 
(1 -d3 
C=qcfm’ 
v+f’(s)-2 
v-l l 
Proof. Let a =p(O)/h and define {r(v)} by 
q’Qs(v) = a +r(v). 
We shall prove that 
It follows from (13) that 
(15) 
p(s)= c r(v)q-vSv 
tJ*sO 
=j$${ (q-d+dObaq~]), 
where H(s) = (f(s) - s)/(q -s) which is analytic in IsI < 1. It is not difficult to see that 
H(s) = q-l[P(o) - & w?r[ q -cp(i)qj], 
isv 
and the coefficients of (s/q)” are non-negative. 
Since H(1) = 0 it follows from Abel’s lemma that 
p(O) = .;* q- [ _ 4 - igu N)q’ I 
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and hence that H(s)/(l --s) =q-* cuaO US” when 
No = P(O), w=Puw~“~-i[q- c PW] 
jci 
= c ci[ 4 - c P(i)9’] XL 
i>v jSi 
Since H(s)/(l -s)+ (v - l)/(l - 9) it follows again by Abel’s lemma that 
c t(v)coo. 
Finally, if IsI = 1, s # 1, then H(s)/(l -s) = 0 iff f(s) = s and this latter contingency 
occurs only if If(s)1 = 1. However this occurs only when s = 1, since {p(j)} has unit 
maximal span. Thus Eva0 t(v) e2riv converges absolutely and never vanishes and 
hence Wiener’s Tauberian theorem tells us that (1 - s)/H(s) converges absolutely on 
the unit circle. Finally it is now obvious that the same is true of (4 - 
s)-‘[(p(O)-aqH(s))/(l -s)] and (16) follows. 
It can also be inferred from the above that 
p(O)(v +f’(q) - 2) 
P = c +w” = (l_yq))( 1)’ 
020 V- 
The remainder of the proof is a straightforward consequence of (la), (15) and 
bK (0)) -1 =aq -K+l(i -qK)/(l -q)+p + o(1). 
3. Semi-Markov inputs 
Let {X0, a;t} be as described in the Introduction and satisfy the following assump- 
tions which are analogous to those in Section 2. Elements of Yd are ordered 
lexicographically. 
(2”) Yd is irreducible nidd aperiodic and C has a limiting distribution {u(i): i E 9% 
(II’) The mat k lQij(s)], where Qij(s) =Cxao pii(x has a convergence norm 
R(s) = l/h (s) such that s = h (s) has a solution, q, in (0,l). 
(III’) Let Q = Q(q) and R = q-l. Assume Q is R-recurrent and that its R- 
invariant measure {S(j): j E Yd} satisfies C S(j) c 00. Normalize so that this sum is 
unity. 
Let r = {jlpij(O) > 0 for some i). We now prove the following theorem. 
Theorem 3. Suppose Assumptions (I’)-(III’) hold and suppose also that the following 
condition is satisfied : 
Condition C : C U (i)pij(O)/z G(i)pij(O) is constant on lY 
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Denote this constant value by A. Then the Markov chain ( Wn+l, u,J has the limiting 
stationary distribution 
y(v,j)=(l-q)AS(j)q” (val,jEYd), 
r(W)= uW-AqW. 
Condition C is necessary for this result. 
Remark. The limiting deficit distribution is ZMG: 
&(v)=(l-q)Aq” (gal), 4(0)=1-Aq. 
Proof. Since Wn+l = ( W,, -X, + I)+ we see that the one-step transition probabilities 
of {W,+,, u,,} are given by 
c Pijm%,~u-x+1) =pij(U-V+1) (Val), 
q(v, jiu, i)= xSo 
C !&j(X) (v = 0). 
X*U+l 
Since { Wn+t, Us} is irreducible and aperiodic it suffices to show that {y( l ,*)I is a 
distribution and that 
y(v, i) = C 744 Mv, i I u, i). 
u,i 
First observe that A is well-defined since S(i) > 0 for all i. Let c‘ = u’ - Aq6 and 
9’ = [ pii], where pij = Qij( 1). Then C’ = ~‘9’ + t’, where 
t(j)=ACS(i)(qpij-~i~?=ACS(i)Cpij(x)(q-q”) 
-a(1 -4; C S(i)pij(O). 
Let P z= 9+ 3, where 8 = [ pij(O)]. Using Condition C and the definition of A we 
obtain (c’B)j = A(1 -91) C G(i)pij(O) whence C’ = ~‘9-t T’, where r(j) = 
Ci S(i) Cxzl pij(x)(q -4’) 2 0. Thus 
c’ = c’g”+$($+* ’ *.,,-I) 
and since 9” -, 0, (III’) and dominated convergence yields c’Y” + 0’. Thus ~(0, j) 2 0 
and hence {y(. , l )) is a probability distribution. 
If ~22, then q(v,jlu,i)>O only if uav-1 whence ~uqUq(v,j~~,i)=q”-l~ij 
and hence intoking (III’) shows that (17) is satisfied in this case. We mention in 
passing that a condition such as (III’) is necessary if y( v, j) (v a 1) is to have the form 
asserted in the: theorem. once ylv, j) is prescribed for v 2 1, the form given for ~(0, j) 
foIIows. 
Using (III’) again we find thaf (17) with v = 1 is satisfied ifi 
C (~(0, i) - (1 -q)AB(i))pij(O) = 0 (j E yd) 
which is equivalent to Conditiol/l C. 
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Now let v = 0. Then 
+ (l-4) C Aqua(i) 
Lt.4 
_;+, pij(x) s TZ + Tz* 
x- L 
Now 
and 
T2 z A C 6(i) C (1 -qx)pij(x) =A C S(i)(pij -Qij) = A(C a(i)pij -@(j)) 
x21 
Tl =zC (U(i)-AS(i))(pij-pii(O))=C (u(i)-AS(i))pij = u(j)-A C Sfi)pij, 
where we have used Condition C to obtain the penultimate quality. Thus T1 + T2 = 
~(0, j), when ce the theorem. 
If (xn} is a Markov chain and we let Go =X,, then pii = pijsi, and it is clear that 
Condition C is satisfied with r = (0) and A = t&(0)/S(O). This does not immediately 
give the main result of [17] since we are here concerned with the process { Wn, X,,-1) 
and the spectral properties of Q(S) which in this special case takes the form [piis’]. In 
[17] we considered the process {W,, X,} and the assumptions there ((I)-(IV) above) 
are in terms of [s’pij]. However .2’(s) and Q(s) have the same convergence norm and 
S(j) = cu(j@* (j E 9’). Thus it is a simple matter to confirm that the main result of 
[17] is impliedby Theorem 3 above. 
We now consider a further example. Let d E N and SF’ be the moving average 
process: 
X,= l? amAn-m+l, 
m= 1 
where a,EN (m=l,..., d) and the Am are i.i.d. N+-valued random variables 
having the p.g.f, f(s) =cxaO p(x)s”. If o; = (An-d+l, . . . , A,), then (Xn, a,,) is a 
process of the type considered in this section. 
Let j’ = ( jl, . . . , jd), jm E N+. Clearly 
u(j)= i p(i,d- 
m= 1 
In order to satisfy assumptions (I’)-(III’) we shall assume that { p( l )} is positive, 
although this condition can be relaxed. 
Letting [Qua'] = [Qij(s)]" and T, =Ci=, Xm we have 
Q~~‘(s)=E(sTn;u~ =&=i). 
If a =C”,=, a,,, it is not difficult to see that on the: set {co = i, ccr,, =j} wil:h n > n, we 
have 
T,, = f i,,, t 
n-d d d-m+1 
a,+aCA,+Cj,, c ax 
m-2 x=d-m+2 x= 1 m = 1 x= 1 
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and hence 
It follows that Qij(s) is R (s)-recurrent with A (s) = f (s ff) and hence if af’( l-) > 1, (III’) 
is satisfied with 
We now choose C so tlat the last sum AS unity. 
Finally X, = 0 iff a, = 0 and hence pij(O)) 0 iff j = 0 and i2, . . . , id = 0. In this case 
Pij(O) = p(O)* Th us Condition C is satisfied with r = (0,. . . , 0)‘). Furthermore 
C u(i)p&O) = (~(0))~ c p(il) = (P(O))~, and there is a similar expression 4 for 
C S(i)pio(O) which yields A = (Cq)-‘. Thus the requirements of Theorem 3 are 
fulfilled and hence the limiting deficit distribution is 
#(v) = (l--&J” dfil f((JZ~=lIrr) (U > l), 
m- l 
d(O) = l-4 dfi. f((qX~=‘“x). 
m= 1 
4. The DAR(l) input process 
We now let 8? be the DAR(l) process as defined by (4). It is trivial to check that 
pi;’ =Pn&j+(l-p”)U(j)+U(j) (n +oO). 
We shall assume that u(j) > 0 (j E 9) so that P’ is irreducible and aperiodic for 2. 
Let Sij(s) = S’pih The spectral properties of S(s) we require are given by 
Lemma 2. If 0 < s s l,%(s) is R (s)-positive, where R (s) is the unique root in (1, p -‘) 
of :he equation V(s, t) = (1 -p)-*, where V(s, t) = t Ena (pt)“U(s”“) and the R(s)- 
invariant measure (a (j, s)) and function @( j, s)) are given by 
a(j, s) = (1 -p)u( j)lU -pR(s)s’) 
and 
p(j, s) = (1 -p)R(s)s’/(l -pR(s)sj). 
Remark. After completing the work described in this paper the author found that 
Kingman [9] has considered the spectral properties of matrices of form [Sipij], where 
A.G. Pakes / Discrete dams with Markovian inputs 69 
(Si} is a bounded positive sequence. In particular our representation of the ar ‘s and 
/3’s can be obtained directly from his equations (6.3) and (6.8). 
Proof. First observe that for each O< s < 1, V(s, t) is strictly increasing in t in 
(0, p-‘), V(s, 1) G U(s)/(l -p) and V(S, t) t co (P t p-l). Thus the quantity R(s) is 
well-defined and lies within (1, p-l). It follows that cu(j, s) and p(j, s) are defined, 
positive and C a( j, s)p( j, s) < 00. By Theorem 6.4 of [ZO] it suffices to show that 
{a( j, s)} and (/3( j, s)} are R(s)-invariant. We demonstrate this only for the invariant 
measure. 
Ccu(i,S)S’pij=pa(j,s)sj+(l-p)u(j)Ccu(i,S)S’ 
i 
= pa( j, s)s’+(l -p)*u( j) C u(i) C (pR(s)s’)“s’ 
i ?lPO 
=pa(j, s)s’+(l -p)*u(j) C (pR(s))“U(s”+‘) 
n*O 
=p(j, s)s’+(l-p)u(j)/R(s)=~~(j, #R(S). 
It is easy to give tighter bounds for R(s). Firstly by observing that V(f, s) c 
tU(s)/(l -pt) we obtain 
R(s)a(p+(l-p)U(s))-‘. 
Equality obtains only when s = 1. Secondly, since V(s, t) is strictly increasing in s, 
R(s) is strictly decreasing, whence 
R(s)a R(O+) = (p + (1 -p)u(O))-‘. 
Observe also that 
C dj, s) = (1 -P) C MW)“Ws”) 
n&O 
= (1 -p)+(l -p)R(s) C (pR(s))“U(s”-‘*) = 1. 
020 
Now R( e) is convex [8] and it is not hard to show that 
R’(l-) = -U’(l-). 
Thus if A(s)= l/R(s), A’(l-)= U’(l-) and hence if U’(l-)> 1, Assumptions 
(I)-(IV) are fulfilled. It follows that 
4(U) = (4 -P)(l -4)$% 7) (U 2 1), 4(O) = (1 -q)/(l-p). 
Consider now the content process v of the infinitely high dam with DAR(l) input. 
Let n(S, t) = CnaO t”E([“9 
Theorem 4. If V. = u and Xml = i, then 
m, 0 = S”+%l -ptJ’) - t(l - 5VWl(5 -4 
1 -(l-P)W, do 
9 W! 
70 A.G Pakes / Discrete dam with Markovian inputs 
where 
CYW -Ptltrtw+l 
Bw = 61 - YWll-740 -_pt(y(N’l 
and y ( 9 ) is the unique solution in (0,l) of s = th (s). 
If v= U’( I-) c 1, 9te limiting content distribution exists and has the p.g.f. 
ml) = 
(1-5)(1-v) 
(P -!m -u -PW(S, C’)) (19) 
Proof. The process { Vn+l, Xx} is a Markov chain. 
If n)“‘(C) = E@; Xnwl =j), then [15, eq. (15)] 
7T.i 
'n+1'(5) = p-1 c 
ka0 
C 
ka0 
Let a, denote the last sum, B(t) =znaO antn and m([, s, t) =xnaO t”E(lvplsX”-‘); 
l7(& t) = rr(& l-, t). We obtain 
Replace s by sf” and multiply both sides by (pt/[)“. If pt/[ < 1, addition of this 
system of equation yields 
45, s, t) = 
S’5” t( 1 - l)B(t> 
1 _ptf-’ - s - Pt -+(I -P)W, t)VG t/5)* 
and setting s =z 1 yields (18). 
Observe that V( l , 0 , l ), B(e) and l7( l , a) are well defined if ISI, IsI s 1 and ItI < 1, 
but that V(J, t/l) as defined via Lemma 2 is well defined only if Ipt/Sl C 1. If, 
however, U( l ) is expanded and the resulting double sum reversed, we obtain 
which is well defined if ItI c l,I~l s 1 and 5 # pt. 
The properties of h ( . ) obtained above show that y(t) exists for 0 s t 6 1, is strictly 
increasing, y(0) = 0 and y( 1-) = 1 if v s 1, < 1 otherwise. Clearly V( y( t), t/y(t)) = 
V(y(t), R(y(t))) = (1 -p)-*, by Lemma 2. The expression for B( 0) then follows in 
the usual way; the zero in the denominator of (18) must be matched by one in the 
numerator. 
If v G 1, ~‘(1~) = (1 - v)-’ and again the use of standard techniques establish the 
assertions about the limiting content distribution. 
If tr(0) is the limiting probability of emptiness, then (19) yields 
l-v 
-- 7r(O) = (‘1 - v)p-- 
pu(l)+l-14(0)-u(l) 
u(0) u(0)[p2u(1)+p(1 -u(o:-u(l))+14(0)]’ 
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where the first term on the left is the limiting probability of emptiness when p = 0. 
Thus ~(0) decrea.ses as p increases and ~(0) = 1 - v if p r 1. 
A direct calculation illustrates the general proposition derived for linearly regres- 
sive inflow processes by Tin and Phatarfod [21], namely 
l+P 
CLP = by-- 
4 
where pp = n’(l) and ~0 = U”( l-)/2(1 -p) is the expected limiting content in the 
independent case. 
Explicit determination of the distribution generated by (19) in any particular case 
will be difficult. Some simplification results by developing the right hand side as a 
power series in p and retaining, for example, only the first two terms. Thus 
*@) = (1 - 5)(1- 4 
[ 1 +w5)( I+ CW) - WC*) wo -5 u(r)_t )] WP2). 
The zero order term is the p.g.f. of.the limiting content distribution for independent 
inflows, and if this can be explicitly determined, it is likely that the same is true of the 
approximating distribution generated by the right-hand side of the expression above. 
Thus if U(s) = (1 v - vs)-* v c 1, for ZJ 1, 
V(U) (1 - v)v”+* +pv{A(u + l)v”+‘+Bv” 
+ (C + (-l)“D)(v/(l + v))“‘2} + o(p2), 
where 
A= 
v(1 + v2) 
B= 
v4-3v3-2v*+v-1 
V*+Y-l’ (aJ2+ v-1)* ’ 
C,D=(li-2v) 
(l+zJ)1’2~v”2 
2(lr(v/(l+v))“*)*’ 
If [ >p and U”(1-) < co we can expand V(& 5-l) in the form 
(1-Y)/(5-pP)+Y/(l-PP)+(25)-1 c (PlC)nU,(g)(1-gn+1)2, 
IT--'0 
where 5”” c & < 1. The use of Lemma 3 in [I 51 and dominated convergence makes 
it easy to prove the following result. 
Theorem 5. Suppose 
(i) U(.)=U,(a) is a p.g.f. for all vEI,=(l-&,l) (OC[<l) and as v-*1-, 
U,(s)_+ U,(s) (0 s s s 1), a proper p.g.f., and ; 
(ii) if Uv(s) = C u,(j)s’, rizen for each 6 >O there exists J(S) such that 
Cj,J(S) i*U,(]) < S fOf all V E I,. 
If V(v) represents the limiting content of the infinitely high dam wit4 DAR (1) input, 
then for each p E [0, 11, 
(l-v)V(v)$ T, 
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where 
NTsy)=l-exp(-2y/~;(l-)) (yaO), 
The matrix [ piis’] has convergence norm R1 (s) as defined in Lemma 2 and it follows 
therefrom that its R (s)-invariant function is 6( j, s) = p( j, S)S-I. Let r(j, S) = 
b (j, y(s)). Then 
r(i, s) = (1 -M(y(s) -ps(y(sV). 
Finally let T be the hitting time of (0) of ‘V’. If we normalize r(j, s) so that 
k(0, s) = y(s) then the following theorem follows straight from the general results of 
Cl1 . 
Theorem 6. 
E(s~~V~=U,X-~=~)= 
hw-PslMN 
Y(S) - PS!Y(s))’ ’ 
If v s 1, the last probability is unity and 
5. Linearly regressive processes 
In this section we consider inflow Markov chains 2?? for which E IX,, I< 00 and 
where a > 0, 0 <= b < 0~. We shall call such chains linearly regressive processes 
(LRP’s). If a < 1 and 2 is second order stationary the correlation coefficient of X,+, 
and X, is a”. Thus in this case LRP’s are wide sense Markov [2, pp. 90, 2231. A 
problem of interest is to give a structurally useful characterisation of LRP’s. In [i5] 
and [17] the term LRP was used to denote the BP1 (2). As we‘ shall see this 
terminology is misleading since the class of LRP’s is much wider than the class of 
BPI’s. We have already seen that DAR(l) is a LRP. 
Let & denote the set of one -step transition matrices which correspond to a LRP. 
It is obvious that & is a convex set and the question arises of determining the integral 
representation of elements of & whose existence is guaranteed by Choquet’s 
theorem when 9~ is appropriately metrized. 
Define the sequence {&,} through the autoregressifle representation 
X ,n+~ = aXn +& (21) 
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Clearly E& = b. When second order moments exist the following result gives some 
correlation properties of (f;t}. 
Theorem 7, [f 8? is a LRP and 81X,/’ c 00, the sequence {&,} is uncorreiated and 
cov(&, Xm) = 0 (n 3 m). 
Proof. We first prove the second assertion. If n > m (20) yields 
E(X,IX,)=a”-“X,+6(1+* l l +an-m-1) 
and hence 
E(X,X,)=a”-“’ EXi +b(l+- l -+a”-“-‘)EX,. 
Similarly (2 1) yields 
E(X,,X,) = anBm EX: + E(&_1X,,, + l . l + an-m-16mXm) 
tI-1-ttl 
c a n-1-k cov(5,+k, X,) = 0. 
k=O 
Letting n =m+l,m+2,... yields the assertion. 
Eq. (21) yields cnXm+i = a&X,,, + [,& and if n > m the result just derived yields 
or cov(&, cm) = 0, upon using (20). 
Lai [lo] claims to have shown that if a3 is a stationary Markov chain defined by (2 1) 
with a < 1 and {&,} satisfying the conclusions of Theorem 7, then % is a LRP. His 
proof rests on the assertion that cov(& X,) = 0 [N 2 m) implies E(& iXrn) = I$(&). 
We now consider some methods of generating or identifying LRP’s. Assume that 
,% is a stationary Markov chain and that the bivariate distribution {u(i)pii) is 
4 *-bounded, that is, 
&2+1 =C u(i)pfJu(jWa 
i.i 
When this is the case [ 1 l] there is a sequence of numbers (Pn} and a sequence of 
functions on 9, {& ( l )}, which are orthogonal with respect to {u(i)}, 
c &(i)&(i)u(i) = 0 (n # m), and which satisfy 
and 
Pij = 4.0 Z pm&JWm( jb 
m= 1 
(22) 
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This representation is called a canonical expansion; see [ 111. It follows that 
pi;’ = u(j) f (p,Y%m(i)8m(i); 
#TX==0 
see [lo], [22] and references therein. 
The following result is due in essence to Wise and Thomas [22]. 
Proposition. If for some k E N 8k ( 9 ) is linear, then 2 is a LRP. 
The proof is a direct consequence of the orthogonality relations and the fact that j 
is a linear combination of e,(j) and 8k (j). Unfortunately, for a number of reasons 
there is some doubt about the usefulness of this result. 
The first is concerned with the limitations of the 4*-boundedness condition itself. 
It follows from (22) that 8! is necessarily reversible: 
U (i)pij = U ( j)pji- 
Thus u (i)&/u ( j) = pjipij ad hence 
(23) 
We thus see that in order to invoke t?e Proposition we are restricted to reversible 
Markov chains satisfying (23). These conditions may be difficult to check and there 
certainly are LRP’s which are not reversible, or if they are fail to satisfy (23). We shall 
now look at some example?. 
The BP1 which is a LRP, is not always reversible. If a limiting distribution exists its 
p.g.f. is 
Wd= II htfmb)), 
I1 20 
where fO(s) = s and fn+l(s) = f< fn(s)). A necessary and sufficient condition for 
reversibility is that 
MNWfW) = h(s)U(tfcsj) (Oe, t s 1); (24 
the left-hand side is the bivariate p.g.f. c u(i)p,+,tisi. 
If h(s) == exp( -p(l - s)) this condition becomes 
s -t= c rfn(sf(w-fnitf(s))] 
naO 
(25) 
and hence a necessary condition for reversibility is 
s =: c Cfnbf(W -fn(O)] 
II *(I 
lt is quite easy to see that this fails when f(s) = (1 + CY - CUS)-’ (a~ < l), for which 
f,Jsi =[l -cy” -(1 -(Y”-l~as]/[l -an+‘+ -dkxS] . 
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On the other hand (25) is satisfied if f(s) = 1 -p +ps (0 <p < 1) for which fn (s) = 
1 -pn +p”s. The choice h(s) = (f(s))’ (A > 0), f(s) = (1 + cy - CYS)-’ also yields a 
reversible BPI. Checking condition (23) for these examples appears to be difficult. 
An open problem is the identification of reversible BPI’s through conditions more 
transparent han (24), say in terms of h ( l ) and f( l ) alone. Another problem arises as 
follows. If (2) defines a one step transition matrix, then h ( l ) must be a p.g.f. 
However, it is not necessary that f( l ) be a p.g.f. Thus Phatarfod and Mardia [ 191 have 
given an example of a finite state space Markov chain satisfying (2), for which f( l ) is 
not a p.g.f.; we shall meet this example below. The problem is to characterize those 
functions fi l ) for which (2) defines a one-step transition matrix, 
The DAR(l) process satisfies u(i)pg =p~(i)&j+(l-p)~(i)u(j) and hence is 
always reversible. However pi;’ = p2 + (1 -p2)u( j) and hence (23) is never satisfied. 
A second reason for the doubtful usefulness of the Proposition is simply that 
canonical expansions are known for very few classes of discrete bivariate dis- 
tributions. One class that has been considered are those generated by a stationary 
birth-death process and for which the @( l ) are polynomials. If [ pii( is the transition 
semi-group of such a process, then [ pij( I)] E &. 
Eagleson [3] has determined the structure of this class of processes. He shows that 
only the four following cases can occur: the 0( 0) are 
(i) Poisson-Charlier polynomials orthogonal with respect to the Poisson dis- 
tribution; 
(ii) Kravchuk polynomials orthogonal with respect to the binomial distribution; 
(iii) polynomials orthogonal with respect to the negative binomial distribution; 
and 
(iv) the discrete analogues of the Jacobi polynomials. 
Cases (i)-(iii) do not give us anything essentially new. In fact they are special cases 
of (2): 
(i) Immigration-death process: h(s) = exp(+(l -s)), f(s) = 1 -p +ps; 
(ii) Moran’s genetic process [7, Case 3, p. 3051 or the Prendiville process O< a, 
p < 1, this is essentially Phatarfod and Mardia’s example mentioned above; and 
(iii) Immigration-birth-death process: h(s) = (1 - a (1 -p)( 1 -s))-‘, 
f(s) = [(I +a)(1 -&-(a -p-adsllC1 +a(1 -p)(l -s>l, 
whereO<a,p<l. 
Example (iii) has as a special case the second example of a reversible BP1 given 
above. The terminology is to be understood in the sense that an appropriate scaling 
of time in the particular birth-death processes above will yield (2) with the particular 
h( 0) and f( 0) above. 
Eagleson worked with a state space of form {p, p + 1, . . .}, where p is an integer. 
In our case p = 0 and in this instance the polynomials in case (iv) above are Hahn 
polynomials and S@ is finite. He also shows that the sum of the birth and death 
parameters is quadratic on 9 and that their difference is proportional to j E X This 
implies that the birth and death paramete:rs both vanish at the origin, that is (0) is an 
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absorbing state and hence case (iv) is vacuous. It follows that this approach to 
implementing the Proposition gives us only processes that are special cases of a larger 
class already known to be LRP’s. 
One method of generating LRP’s is to consider a one parameter family of 
distributions {&( 0); j E Y}, where the parameter 6 is chosen so that 
If there is a linear mapping of the set of allowable values of 8 whose image contains 9, 
then setting pij = {j(a + ib), where a, b > 0, we obtain a LRP. 
Examples of this scheme are easily found. Thus, if cj(0) = (y)e’(l - 8)N-i (i = 
0 , . , . , N) and we choose a > 0 and a + bN < 1, we obtain a LRP which is a special 
case of a genetics model introduced by Moran [13]. If {ci( l )} is a family of Poisson 
distributions, we obtain a BP1 (2) with h(s) = exp(-a(1 -s)) and f(s) = 
exp(-b( 1 - s)). We require b < 1 to ensure that 9’ is positive. As a final example, by 
allowing {&( l )} to be a family of negative binomial distributions we obtain a LRP 
with C PiiS’ = (1 + (U + bi)( 1 -** S))-N, where we require bN < 1 to ensure that 9’ is 
positive. 
The DAR(l) process may be generalized through the following specification: 
X n+l =-;lra 2 iy +(1--I,)& 
k=l ;” 
(n) 
where I’(&, = 1) = 1 +(I, = 0) = p c 1, E(b ) =f(s), E(szn) = U(s) and the e’s, I’s 
and Z’s are all independent. This definition yields 
CP ijS ’ = P(f(S))’ +(1 -p)U(s) 
jz=O 
and it is obvious that [ pij] E &. Furthermore a limiting distribution always exists, its 
p.g.f. is (1-p)C,,,pnU(fn(s)) and v=P(l-p)/(l-pm&a iff pm<l, where 
p = U’( l-) and m =f’( l-). It is not difficult to generalize Lemma 2 and its 
consequences, although the results so obtained are much more complicated. For this 
reason they are relegated to the unpublished report [ 161 which is available upon 
request from the author. 
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