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a b s t r a c t
This paper presents an estimate of the radius of convergence for Newton’s method applied
to a regularized TV-minimization problem often employed to denoise images. Strong
Fréchet differentiability of this iteration is established and an estimate of the radius of
attraction for this method is shown.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Consider representing an image as the function u over a polygonal domain Ω ⊂ R2. Let x = (x, y) ∈ Ω . The observed
image u0 is
u0 = KuI + η,
where K : L2(Ω)→ L2(Ω) is a linear and continuous operator acting on true image uI and η corresponds to a perturbation
of uI [1–5]. The action of K on uI results in a blur while η corresponds to additive noise. One technique for restoring the
image is to solve the equality constrained optimization problem [6],
min
u

Ω
|∇u| dx
s.t. 1/2

∥Ku− u0∥2L2(Ω) − σ 2

= 0,
(1)
where standard deviation σ > 0 is given by
σ =

Ω
|u∗ − u0|2 dx
1/2
, (2)
and the L2-norm of a function f is
∥f ∥L2(Ω) =

Ω
|f |2 dx
1/2
, f ∈ L2(Ω).
The solution u∗ is a denoised approximation of uI .
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2. Problem formulation
For simplicity, let K = I , where I is the identity operator. A solution u∗ ∈ H1(Ω) is sought [3,7,8]. Previous work has
addressed finding solutions in the space of bounded variations [1,2].
Employing Tikhonov regularization, we have
min
u∈H1(Ω)

Ω

|∇u|2 + ϵ2 dx
s.t. 1/2

∥u− u0∥2L2(Ω) − σ 2

= 0,
(3)
where the H1-norm:
∥f ∥H1(Ω) =

∥f ∥2
L2(Ω)
+ ∥∇f ∥L2(Ω).
The Lagrangian ℓϵ(u, λ) associated with the constrained optimization problem (3) is
ℓϵ(u, λ) =

Ω

|∇u|2 + ϵ2 dx+ λ/2

∥u− u0∥2L2(Ω) − σ 2

, (4)
where λ ∈ R is the Lagrange multiplier associated with the equality constraint. The directional derivative in direction
q ∈ H1(Ω) is
ℓ′ϵ(u, λ) q =

Ω
∇u · ∇q|∇u|2 + ϵ2 + λ(u− u0)q dx,
= ⟨G(u), q⟩L2(Ω), (5)
where G(u) is a bounded linear operator and the representation of the gradient of ℓϵ(u, λ) in the L2-inner product space. For
simplicity, we denote the L2-inner product ⟨·, ·⟩ = ⟨·, ·⟩L2(Ω). The Hessian of the Lagrangian (4) is
d
dt

ℓ′ϵ(u+ tq, λ), q
 |t=0
=

Ω
−∇ ·  ∇q|∇u|2 + ϵ2

+∇ ·
 (∇u · ∇q)∇u|∇u|2 + ϵ23
+ λ q
 q dx,
= ⟨A(u)q, q⟩, (6)
where ⟨A(u)q, q⟩ is bounded and A(u) is symmetric [9].
Following the techniques presented in [7,8], the regularization parameter ϵ is viewed as a homotopy parameter. Newton’s
method can be used to solve (3) as ϵ decreases. A description of this algorithm and numerical results can be found in [7] and
convergence in [8]. This paper follows the work of Cătinas in [10].
3. Radius of an attraction ball
In [10], Cătinas estimates the radius of attraction of a fixed point iteration
u(n+1) = F(u(n)), for n = 0, 1, 2, . . . , (7)
where F : D ⊂ Rn → D. Newton’s method for problem (3) can be written as
F(u(n)) = u(n) − Jϵ(u(n))−1Lϵ(u(n)), with F : H1(Ω)→ H1(Ω),
where u∗ ∈ H1(Ω) is the approximate solution to (3) and the fixed point of (7).
By Definition 10.1.1 in [11], the solution u∗ is an attraction point. The ball centered at u∗ with radius r is an attraction
ball. This paper differs from previous work where the radius of the Kantorovich ball, which is centered at the initial iterate
u(0), is estimated [8]. The radius of the attraction ball for Newton’s method from the work in [7,8] is estimated.
Proposition 1. Let q ∈ H1(Ω) and let Jϵ(u) = ⟨A(u)q, q⟩ be the Hessian given in (6). There exist estimates k1(ϵ) and k2(ϵ) such
that
k1(ϵ)∥q∥2H1(Ω) ≤ ⟨A(u)q, q⟩ ≤ k2(ϵ)∥q∥2H1(Ω), (8)
with
k1(ϵ) = min
x∈Ω (v¯, λ) and k2(ϵ) = 2 maxx∈Ω

1|∇u|2 + ϵ2 , Cλ

, (9)
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where
v¯ = min
x∈Ω

ϵ2
(
|∇u|2 + ϵ2)3

,
and C is a constant.
Proof. Let q ∈ H1(Ω). Applying integration by parts to (6) gives
Jϵ(u) =

Ω

− (∇q · ∇u)
2
(
|∇u|2 + ϵ2)3 + (∇q · ∇q)|∇u|2 + ϵ2 + λ q2

dx.
Applying the Cauchy–Schwarz inequality yields
|Jϵ(u)| ≥


Ω
ϵ2|∇q|2
(
|∇u|2 + ϵ2)3 + λq2dx
 ,
≥ min
x∈Ω

ϵ2
(
|∇u|2 + ϵ2)3

Ω
|∇q|2dx+ λ

Ω
q2 dx ≥ k1(ϵ)∥q∥H1(Ω),
resulting in the first inequality in (8), with k1(ϵ) given in (9). Using the Poincaré–Friedrichs inequality, we obtain
|Jϵ(u)| ≤


Ω
|∇q|2|∇u|2 + ϵ2 + λq2dx
 ,
≤

Ω

1|∇u|2 + ϵ2 + Cλ

|∇q|2dx,
≤ 2max
x∈Ω

1|∇u|2 + ϵ2 , Cλ

∥q∥2H1(Ω).
This shows k2(ϵ) as in (9). 
Consider the bilinear form
⟨A(u)m, q⟩ =

Ω
−∇ ·  ∇m|∇u|2 + ϵ2

+∇ ·
 (∇u · ∇m)∇u|∇u|2 + ϵ23
+ λ m
 q dx,
where A(u)m is the representation of the Jacobian of Lϵ(u) in the L2-inner product space and m, q ∈ H1(Ω). Similarly, we
obtain
|⟨A(u)m, q⟩| ≤ k2(ϵ)∥m∥H1(Ω)∥q∥H1(Ω), (10)
with k2(ϵ) given in (9).
The next proposition establishes Lipschitz continuity of Lϵ . Using Lϵ(u) = ⟨G(u), q⟩ from (5), we define the norm
|||Lϵ(u)||| = sup
q∈H1(Ω)
|⟨G(u), q⟩|
∥q∥H1(Ω)
. (11)
Proposition 2. Let q, u, v ∈ H1(Ω) and let Lϵ be the functional given in (5). There exist k3(ϵ)
|||Lϵ(v)− Lϵ(u)||| ≤ k3(ϵ)∥v − u∥H1(Ω), (12)
with
k3(ϵ) = 2max
x∈Ω

1|∇u|2 + ϵ2 , 1|∇v|2 + ϵ2 , λC

, (13)
where C is a constant.
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Proof. Using Cauchy–Schwarz, Poincaré–Friedrichs and triangle inequalities yields,
|Lϵ(v)− Lϵ(u)| =


Ω

∇v|∇v|2 + ϵ2 − ∇u|∇u|2 + ϵ2

· ∇q+ λ(v − u) q dx
 ,
≤

Ω

|∇v|2 + ϵ2|∇u|2 + ϵ2 + ϵ2 + 12 (|∇v|2 + |∇u|2)|∇v|2 + ϵ2|∇u|2 + ϵ2(|∇v|2 + ϵ2 +|∇u|2 + ϵ2)
 |∇v −∇u||∇q| + λ|v − u| |q| dx,
= 1
2

Ω
 1|∇v|2 + ϵ2 + 1|∇u|2 + ϵ2
 |∇v −∇u| |∇q| dx+ λ

Ω
|v − u| |q| dx,
≤

max
x∈Ω

1|∇u|2 + ϵ2 , 1|∇v|2 + ϵ2

+ λC

∥v − u∥H1(Ω)∥q∥H1(Ω),
≤ k3(ϵ)∥v − u∥H1(Ω)∥q∥H1(Ω),
where k3(ϵ) is given in (13) and C is a constant from the Poincaré–Friedrichs inequality applied twice. 
The following proposition shows that Lϵ is Fréchet differentiable.
Proposition 3. Let q ∈ H1(Ω) and let Lϵ : H1(Ω)→ R be the functional given in (5) for which Lϵ(u∗) = 0 with u∗ ∈ H1(Ω).
Then, Lϵ is Fréchet differentiable.
Proof. Let u, v ∈ H1(Ω). Given δ > 0, for ∥u− v∥H1(Ω) < δ we find σ > 0 so that
|||Lϵ(u)− Lϵ(v)− ⟨A(u)(u− v), q⟩||| < σ.
Consider
|⟨G(v)− G(u)− A(u)(v − u), q⟩| = |Lϵ(v)− Lϵ(u)− ⟨A(u)(v − u), q⟩|,
≤ |Lϵ(v)− Lϵ(u)| + |⟨A(u)(v − u), q⟩|,
≤ (k3(ϵ)+ k2(ϵ)) ∥v − u∥H1(Ω)∥q∥H1(Ω).
Thus σ = (k3(ϵ)+ k2(ϵ)) δ so that
|||Lϵ(v)− Lϵ(u)− ⟨A(u)(v − u), q⟩||| < σ,
and Lϵ is Fréchet differentiable. 
The regularization parameter ϵ ensures the existence of Lϵ(u) and Hessian Jϵ(u) at u∗ ∈ H1(Ω). From Proposition 1 we
have
|||Jϵ(u∗)||| ≥ k1(ϵ) > 0,
where ϵ > 0. Therefore, Jϵ(u∗) is nonsingular. From [8], we have that Jϵ(u) is Lipschitz continuous at u. Since Jϵ(u∗) is
well-defined, we have
|||Jϵ(u)− Jϵ(u∗)||| ≤ k5(ϵ)∥u− u∗∥H1(Ω),
with k5(ϵ) given in [8], and Jϵ is continuous at u∗. Propositions 1–3 lead to the following theorem.
Theorem 1. Suppose that Lϵ is Fréchet differentiable at u∗ ∈ H1(Ω) for which Lϵ(u∗) = 0. Let Jϵ : H1(Ω) → R be defined
on an open neighborhood S0 containing u∗ and continuous at u∗, and assume Jϵ(u∗) is nonsingular. Then there exists a ball
B = B(u∗, r) ⊂ S0, r > 0, on which the mapping F : H1(Ω)→ H1(Ω) given by
F(u) = u− Jϵ(u)−1Lϵ(u), ∀u ∈ H1(Ω), (14)
is well-defined; moreover, F is Fréchet differentiable at u∗ and
F ′(u∗) = I − Jϵ(u∗)−1L′ϵ(u∗).
The following corollary shows that F is Fréchet differentiable at u∗. Let |||F ′(u∗)||| = η < +∞. From [8], there exists
γ = γ (ϵ) > 0 such that |||J−1ϵ (u∗)||| ≤ γ . The upper bound γ may also be obtained using Proposition 1 and 2.3.3 in [11].
Corollary 1. Let Lϵ be Fréchet-differentiable and continuous for u ∈ H1(Ω). Let Jϵ be continuous for u ∈ H1(Ω) and invertible
with |||J−1ϵ (u)||| ≤ γ . Assume |||F ′(u∗)||| = η and |||Lϵ(u)||| = κ for all u ∈ H1(Ω). Then the Fréchet derivative of the fixed point
iteration F given in (14) is strong at u∗ ∈ H1(Ω).
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Proof. Let v,w ∈ H1(Ω). Let u∗ be fixed. Since Jϵ is continuous and invertible for all u ∈ H1(Ω), |||J−1ϵ (v)||| ≤ γv and
|||J−1ϵ (w)||| ≤ γw; see 2.3.3 in [11]. Furthermore,
|||J−1ϵ (v)− J−1ϵ (w)||| ≤ α|||Jϵ(v)− Jϵ(u)||| ≤ L∥v − w∥H1(Ω), (15)
where α depends on the upper bound estimates for |||J−1ϵ (v)||| and |||J−1ϵ (w)|||; see proof of 2.3.3 in [11]. The inequality (15)
will be used in the proof that follows. Given δ > 0 we find σ > 0 so that
|||F(v)− F(w)− F ′(u∗)(v − w)||| < σ,
when ∥v − w∥H1(Ω) < δ. Consider
|||F(v)− F(w)− F ′(u∗)(v − w)|||
≤ ∥v − w∥H1(Ω) + |||J−1ϵ (v)Lϵ(v)− J−1ϵ (w)Lϵ(w)||| + |||F ′(u∗)||| ∥v − w∥H1(Ω),
≤ ∥v − w∥H1(Ω) + |||J−1ϵ (v)||| |||Lϵ(v)− Lϵ(w)||| + |||L(w)||| |||J−1ϵ (v)− J−1ϵ (w)||| + η∥v − w∥H1(Ω),
≤ ∥v − w∥H1(Ω) + γ k3(ϵ)∥v − w∥H1(Ω) + κ|||J−1ϵ (v)− J−1ϵ (w)||| + η∥v − w∥H1(Ω),
≤ (1+ γ k3(ϵ)+ καL+ η)∥v − w∥H1(Ω),
< (1+ γ k3(ϵ)+ καL+ η)δ.
Setting σ = (1+ γ k3(ϵ)+ καL+ η)δ we have that the Fréchet derivative of F at u∗ is strong. 
By 3.2.10 in [11], F ′(u) is continuous at u∗. Therefore, given δ > 0, there exist σ > 0 such that
|||F ′(u)− F ′(u∗)||| < σ,
when ∥u− u∗∥H1(Ω) < δ. Thus, there exists a constantM > 0 such that F ′(u) is Lipschitz continuous at u∗ [11]. We present
our main result [10].
Theorem 2. Suppose there exists r1 > 0 and M > 0 such that F is differentiable on B(u∗, r1) with F ′ Lipschitz continuous
|||F ′(u)− F ′(u∗)||| ≤ M∥u− u∗∥H1(Ω),
for all u ∈ B(u∗, r1) where
B(u∗, r1) =

u : ∥u− u∗∥H1(Ω) < r1

.
Moreover, assume that
|||F ′(u∗)||| ≤ ζ < 1.
Set
r2 = 2(1− ζ )M ,
and
r = min{r1, r2}.
Then, for any initial approximation u(0) ∈ B(u∗, r), the successive approximations remain in B(u∗, r) and converge (q-)linearly:
∥u(n+1) − u∗∥H1(Ω) ≤ µ∥u(n) − u∗∥H1(Ω), n = 0, 1, . . . ,
where
µ = M
2
∥u(0) − u∗∥H1(Ω) + ζ < 1.
Thus, for n = 0, 1, . . . we have
∥u(n) − u∗∥H1(Ω) ≤ µn∥u(0) − u∗∥H1(Ω).
The proof of Theorem 2 uses the continuity hypothesis from 3.2.12 in [11]. This hypothesis was also used in [10]. The
proof of this theorem follows from Theorem 2 in [10].
4. Conclusion
For a class of constrained optimization problems arising from the denoising of images, an estimate of Newton’s method
radius of attraction is presented.
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