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TWO WEIGHT INEQUALITIES FOR RIESZ TRANSFORMS:
UNIFORMLY FULL DIMENSION WEIGHTS
MICHAEL T. LACEY1 AND BRETT D. WICK2
Abstract. Fix an integer n and number d, 0 < d , n − 1 ≤ n, and two weights w and σ on
Rn. We impose an extra condition that the two weights separately are not concentrated on a
set of codimension one, uniformly over locations and scales. (This condition holds for doubling
weights.) Then, we characterize the two weight inequality for the d-dimensional Riesz transform
on Rn, ∥∥∥∥∫ f(y) x− y|x − y|d+1 σ(dy)
∥∥∥∥
L2(Rn;w)
≤ N‖f‖L2(Rn;σ)
in terms of these two conditions, and their duals: For finite constants A2 and T, uniformly over
all cubes Q ⊂ Rn
w(Q)
|Q|d/n
∫
Rn
|Q|d/n
|Q|2d/n + dist(x,Q)2d/n σ(dx) ≤ A2∫
Q
|Rσ1Q(x)|2 w(dx) ≤ T2σ(Q),
where Rσ is the Riesz transform as above, and the dual conditions are obtained by interchanging
the roles of the two weights. Examples show that a key step of the proof fails in absence of the
extra geometric condition imposed on the weights.
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2 M. T. LACEY AND B. D. WICK
1. Introduction
We are interested in the two weight inequality for fractional Riesz transforms. Namely, for two
weights, non-negative Borel measures w and σ on Rn, we consider the norm inequality
(1.1)
∥∥∥∥∥
∫
Rn
f(y)
x − y
|x− y|d+1 σ(dy)
∥∥∥∥∥
L2(Rn ;w)
≤ N‖f‖L2(Rn ;σ).
Here, 0 < d , n−1 ≤ n, and the kernel above is vectorial, making it the standard d-dimensional
Riesz transform on Rn. Throughout, we take N to be the best constant in the inequality above.
To avoid cumbersome notation, we shorten the inequality above to
‖Rσf‖w ≤ N‖f‖σ.
We also suppress the dimensionality of the Riesz transform, and since our results only hold in L2,
we write ‖f‖σ ≡ ‖f‖L2(Rn ;σ). The norm inequality is written with the weight σ on both sides of
the inequality since it then dualizes by interchanging the roles of the weights.
The desired characterization of the boundedness of the Riesz transform is in terms of a pair of
testing inequalities and an A2 type condition phrased in the language of this Poisson-like operator.
For a cube Q ⊂ Rn, set
(1.2) Pr(σ,Q) ≡
∫
Rn
|Q|d/n
|Q|2d/n + dist(x,Q)2d σ(dx).
The superscript r denotes ‘reproducing Poisson’ due to the similarities with the analogous power
in the setting of weighted estimates on reproducing kernel Hilbert spaces.
Below, we impose the condition that the dimension of the Riesz transform not be of codimension
one. But, we also impose an extra geometric condition on each weight individually. Say that the
weight w is uniformly of full dimension if there is a 0 < η < 1 such that for all cubes Q ⊂ Rn,
(1.3) inf
H
∫
Q
∫
Q
dist(x ′, H+ x)
|x− x ′| w(dx)w(dx
′) ≥ ηw(Q)2.
The infimum is formed over all hyperplanes H through the origin of co-dimension one. Without
this assumption, a crucial step in the proof of Lemma 3.7 fails. We thank Xavier Tolsa for pointing
this out to us; elaborations of his example are given in §3.2.
A weight w is doubling if there is a constant Cd so that for all cubes Q, w(2Q) ≤ Cdw(Q),
where 2Q is the cube concentric with Q but twice the side length. Such weights are uniformly
of full dimension, so that in the case of both σ and w doubling, and n = d ≥ 2, the Theorem
below provides a characterization of the two weight inequality for the Riesz transforms.
Theorem 1.4. Assume that 0 < d , n − 1 ≤ n and that σ and w are two weights on Rn,
each of which are uniformly of full dimension. The norm inequality (1.1) holds if and only if for
finite positive constants A2,T, these inequalities hold uniformly over cubes Q, and over their dual
formulations
w(Q)
|Q|d/n · P
r(σ,Q) ≤ A2,(1.5)
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Q
|Rσ1Q(x)|2 w(dx) ≤ T2σ(Q),(1.6)
(The dual statements are obtained by interchanging the roles of w and σ.) Moreover, N ≃ R ≡
A
1/2
2 + T.
The Theorem has two critical side conditions. The first is the uniformly full dimension as-
sumption, which we need to derive a critical energy inequality. The second, of no common point
masses, we can eliminate provided n − 1 < d ≤ n. We assume it in the general case in order
to avoid some complications in the functional energy argument. A precise statement of a more
general result is given in Theorem 3.6.
The difficult part of the theorem is to show the sufficiency of the A2 and testing inequalities.
The key property of Riesz transforms that we will exploit is the divergence condition
(1.7) div
y
|y|d+1 =
n − d − 1
|y|d+1 , 0.
Note that in the case that the codimension is not one, i.e. d+1 , n, the divergence of the kernel
is signed, while in the case of codimension one, i.e. d+ 1 = n, we gain no information since the
divergence vanishes.
Concerning the additional condition that the weights be of uniformly full dimension, we have
Proposition 1.8. Sufficient conditions for a weight w to be of uniformly full dimension are either
(1) the weight is doubling, or (2) the weight is Ahlfors-David regular of parameter n−1 < d ≤ n.
The latter condition means that there are constants 0 < C0 < C1 <∞ so that for all points x in
the support of w, and balls B(x, r) centered at x, of radius 0 < r <∞, there holds
(1.9) C0r
d < w(B(x, r)) < C1r
d.
We adopt key elements of the proof from the Hilbert transform [1, 2, 5], with essential modi-
fications. (1) An energy inequality, derived from the sufficient conditions for norm boundedness,
is a decisive tool. This occurs in a very clean way for the Hilbert transform, but has additional
complications herein, complications that are close to those of the Cauchy transform [6]. The
divergence property and the side condition of being uniformly of full dimension are essential here.
See Lemma 3.7. The divergence condition says that the trace of the tensor ∇Rσf is not zero,
namely there is at least one non-negative eigenvector. But, by the example of Proposition 3.13,
the Riesz transform can be nearly zero on a set as large as a square of co-dimension one. But,
the weights cannot be concentrated on such sets by the uniformly full dimension assumption.
(2) The monotonicity inequality dominates certain off-diagonal terms. Estimates of this type are
standard, but in the two weight setting they have an important modification to be consistent
with the energy inequality. The inequality (4.2) now has two components, arising from first and
second gradient calculations. They are, by example, incomparable terms. Hence, both play a role
in the off-diagonal considerations which dominate the proof. (3) In the global-to-local reduction,
we use the argument of Hytönen [1]. A certain complication arises, in the case of 0 < d < n− 1,
and in order to give a short argument, we impose the A2 condition ‘without holes.’ (4) The
local part of the proof, an argument invented in [2], has additional complications that are not
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present in other proofs of this type. (5) The A2 condition, with its large exponent, if d > 1,
requires new arguments to apply. Curiously, it is only needed in a couple of ‘standard’ lemmas,
see Lemma 8.7. (6) The proofs for the Hilbert transform, likewise for the Cauchy operator [6],
employ Muckenhoupt’s two weight inequality for the Hardy inequality. This is of course no longer
available to us, creating a new complication. We use the deep technique of surgery, invented
by Nazarov-Treil-Volberg [7], and a fundamental tool in local Tb theorems. In our setting, the
application in Lemma 8.5 is new, but not very difficult.
2. Conventions
• Letters like P,Q, K, L will denote a cube, and it is convenient to denote the scale of cube
Q by ℓ(Q) ≡ |Q|1/n. The geometric center of the cube Q is denoted by xQ.
• We will introduce two distinct grids Dσ and Dw, associated with the corresponding L2
spaces. We let πQ denote the parent of the cube Q in the grid Dσ (or Dw, which should
be clear from context). We will construct subgrids, for instance F ⊂ Dσ. In this case,
we set πFQ to be the smallest element of F which contains Q. This is well-defined for
all Q ∈ Dσ which are contained in some element of F . We then set π1FQ = πFQ, and
inductively set πt+1F Q to be the member of F that strictly contains πtFQ.
• For two cubes P,Q, and integer s, we will write Q ⋐s PQ, if Q ⊂ P and 2sℓ(Q) ≤ ℓ(P).
This notation will be used for s = r and s = 4r, where r will be a fixed, large, integer,
associated with the notion of goodness (defined below). This notation will be used when
the cubes are in the same, or two distinct grids. (In the case of distinct grids, we will in
addition be able to assume that 2rℓ(Q) ≤ ℓ(P) and Q ∩ P , ∅ implies Q ⊂ P.)
• The inclusion ⋐r will also be used to define parents, with π˙FQ = F, meaning that F ∈ F
is the minimal element such that Q ⋐r F.
• We will very frequently apply operators to indicators of cubes, and so will identify 1Q ≡ Q
at many points in the proof.
• Averages appear repeatedly in the analysis below. The average of f over cube a Q, with
respect to the weight σ is
[f]σQ ≡
1
σ(Q)
∫
Q
f(x) σ(dx),
this provided σ(Q) > 0. In particular, when we write
[x]σQ ≡ ([x1]σQ, . . . , [xn]σQ)
we mean the σ center of mass of the cube Q.
• The three Poisson averages that are relevant are
(Reproducing) Pr(σ,Q) ≡
∫
Rn
|Q|d/n
|Q|2d/n + dist(x,Q)2d/n σ(dx),
(Gradient) Pgσ(f,Q) ≡
∫
Rn
|f(x)| ℓ(Q)
ℓ(Q)d+1 + dist(x,Q)d+1
σ(dx),
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(Gradient Plus) Pg+σ (f,Q) ≡
∫
Rn
|f(x)| ℓ(Q)
2
ℓ(Q)d+2 + dist(x,Q)d+2
σ(dx).
The last two Poisson averages appear in the monotonicity estimate (4.2), but in somewhat
different roles. The more complicated role of the gradient plus Poisson operator there is
(strongly) mitigated by the estimate (4.3).
• Energy is defined by E(w,K)2 = 2
w(K)
∑
Q∈Dσ : Q⊂K
∥∥∥∆wQ xℓ(K)∥∥∥2w. The key assumption is the
finiteness of the energy constant given in (3.4).
• Using energy, we will use this partition of a cube Q ∈ Dσ. Set WQ to be the maximal
cubes K ∈ Dw (or Dσ) such that 2rℓ(K) ≤ ℓ(Q), and dist(K, ∂Q ′) ≥ ℓ(K)ǫℓ(Q ′)1−ǫ for
all dyadic cubes Q ′ ⊂ Q, with 2rℓ(K) ≤ ℓ(Q ′). See Definition 3.11 and their Whitney
property in Proposition 3.12.
• Constants. We want to estimate N, the norm of the Riesz transform in terms of the
A2 constant, the energy constant, and the testing constant. Namely, that N . R ≡
A
1/2
2 + E+ T.
2.1. Dyadic Grids. Let D^ denote the standard dyadic grid in R. A random dyadic grid Dr is
specified by ξ ∈ {0, 1}Z and choice of 1 ≤ λ ≤ 2. The elements of Dr are given by
I ≡ I^+˙ξ = λ
{
I^ +
∑
n:2−n<|^I|
2−nξn
}
.
Place the uniform probability measure P on ξ ∈ {0, 1}Z, and choose λ with respect to normalized
measure on [1, 2] with measure dλ
λ
.
Let Dσ be a n-fold tensor product of independent copies Dr1 × · · · × Drn, which is used in
L2(Rn;σ). It is imperative to use a second random grid Dw for L2(Rn;w), but the subscripts on
the two random grids are frequently suppressed, and largely irrelevant to the argument, except for
the surgery argument in Lemma 8.5.
A choice of grid Dσ is said to be admissible if σ does not assign positive mass to any lower
dimensional face of a cube Q ∈ Dσ. By the construction of the random grid, in particular the use
of dilations, a randomly selected grid is admissible with probability one. This is always assumed
below, for both Dσ and Dw. We assume that the dilation parameter is λ = 1, which should not
cause any confusion.
For Q ∈ Dσ, we speak of ch(Q), the children of Q, the 2n maximal elements of D which are
strictly contained in Q. If σ(Q) > 0 and σ(Q ′) > 0 for at least two children of Q, then we define
the martingale difference
∆σQf ≡ −[f]σQ ·Q+
∑
Q ′∈ch(Q) : σ(Q ′)>0
[f]σQ ′ ·Q ′.
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Otherwise, ∆σQf ≡ 0. In this definition, we are identifying the cube Q with 1Q, which we will do
throughout. It is well-known that f =
∑
Q∈Dσ
∆σQf, and that
‖f‖2σ =
∑
Q∈Dσ
∥∥∥∆σQf∥∥∥2σ .
2.2. Good and Bad Cubes. Fix 0 < ǫ < 1 and r ∈ N. An cube I ∈ Dσ is said to be (ǫ, r)-bad
if there is an cube J ∈ D such that ℓ(J) > 2rℓ(I) and dist(I, ∂J) < ℓ(I)ǫℓ(J)1−ǫ. Otherwise, an
cube I will be called (ǫ, r)-good. We have the following well-known properties associated to the
random dyadic grid Dσ.
Proposition 2.1. The following properties hold:
(1) The property of I = I^+˙ξ being (ǫ, r)-good depends only on ξ and |I|;
(2) pgood ≡ P (I is (ǫ, r) − good) is independent of I;
(3) pbad ≡ 1− pgood . ǫ−12−ǫr.
A similar result of course holds for the grid Dw. Now, write the identity operator in L2(Rn;σ)
as
f = Pσgoodf+ P
σ
badf where P
σ
goodf ≡
∑
Q∈D:Q is (ǫ,r)−good
∆σI f.
Similar notation applies for the identity operator on L2(Rn;w). Below, we will frequently impose
the condition that the cubes are good, and will not explicitly point this out in the notation.
We have the following well-known proposition in this context.
Proposition 2.2. The following estimate holds:
E ‖Pσbadf‖2σ . ǫ−12−ǫr‖f‖2σ.
An identical estimate is true for the weight w.
3. Energy Inequalities
We begin the discussion of energy inequalities with the case of codimension other than one,
0 < d , n − 1 ≤ n.
Crucial to this discussion is the introduction of two different Poisson averages, with critically, a
different power than that of the ‘reproducing Poisson’ average in (1.2). The Poisson-like average
arise from gradient considerations, hence we write a superscript g on it, and g+ on the second.
Pgσ(f,Q) ≡
∫
Rn
|f(x)| ℓ(Q)
ℓ(Q)d+1 + dist(x,Q)d+1
σ(dx),(3.1)
Pg+σ (f,Q) ≡
∫
Rn
|f(x)| ℓ(Q)
2
ℓ(Q)d+2 + dist(x,Q)d+2
σ(dx).(3.2)
We are making the operators be sublinear, inserting the absolute value of f on the right, since
we only ever need to use them for non-negative functions. It is important to note that the
reproducing Poisson decay is 2d, as in (1.2), whereas the decay for Pgσ is d+1. These agree when
d = 1, e.g. the case of the Hilbert transform, which is included in our discussion, and the Cauchy
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transform, which is not. More generally, the reproducing decay is slower for 0 < d < 1, but is
otherwise faster. Faster decay on the reproducing kernel creates additional technical problems
for us. Fortunately, we will however not find it necessary to distinguish these three cases in the
analysis below.
The energy of w over the cube K ∈ Dσ is taken to be
E(w,K)2 ≡ 1
w(K)2
∫
K
∫
K
|x− x ′|2
ℓ(K)2
w(dx)w(dx ′)
=
2
w(K)
∫
K
|x− [x]wK |2
ℓ(K)2
w(dx)
=
2
w(K)
∑
Q∈Dσ : Q⊂K
∥∥∥∥∥∆wQ xℓ(K)
∥∥∥∥∥
2
w
.(3.3)
The energy is the norm of x
ℓ(K)
· K in L20(Rn;w), the subspace in L2(Rn;w) that is orthogonal
to constants. In the middle line, we are subtracting off the mean value of x · K, in particular,
E(w,K) ≤ 1, and is as small as zero if w ·Q is just a point mass. It is easy to check the equality
of the three expressions above, and we will use all three. And, one should be careful to note that
the last equality requires that K ∈ Dσ, a condition we will not always have. Observe that∑
Q∈Dw : Q⊂K
∥∥∥∥∆wQ xℓ(K)
∥∥∥∥2
w
≤ E(w,K)2w(K).
The difference between this last display and (3.3) is that here is that we are summing over cubes
in Dw, while in (3.3), we are summing over cubes in Dσ.
The energy constant is defined in terms of supplemental constants 0 < C0, C1, both of which
are functions of n and d. We will comment in more detail on the selection of these constants
below. The energy constant is the best constant E = E(C0, C1) in the inequality
(3.4)
∑
K∈K
Pgσ(Q0 \ C0K, K)
2E(w,K)2w(K) ≤ E2σ(Q0).
Here, Q0 ⊂ Rn is a cube, and K ⊂ Dσ or K ⊂ Dw is any partition of Q0 into dyadic cubes for
which this Whitney type condition holds,
(3.5)
∑
K∈K
(C0K)(x) ≤ C1Q0(x), x ∈ Rn.
Importantly, we need the inequality (3.4) above with the roles of the weights reversed. And E will
denote the best constant in (3.4) and its dual statement.
With this notation the precise result we are proving in this paper is as follows. In particular,
note that the condition that the pair of weights have no common point mass, and a stronger A2
condition, are imposed in the case of 0 < d ≤ n − 1.
Theorem 3.6. Let σ and w be two weights on Rn, and let 0 < d ≤ n. Assume that the energy
constant E as defined in (3.4) is finite.
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(1) For n− 1 < d ≤ n, assume the A2 condition ‘with holes’, namely
sup
Q a cube
σ(Q)
ℓ(Q)d
Prw(R
n \Q,Q) +
w(Q)
ℓ(Q)d
Prσ(R
n \Q,Q) = A2 <∞.
Here, we are using the reproducing kernel Poisson average, as defined in (1.2).
(2) For 0 < d ≤ n− 1, assume that σ and w do not share a common point mass, and that
the the A2 condition ‘with no holes’ below holds.
sup
Q a cube
σ(Q)
ℓ(Q)d
Prw(R
n, Q) +
w(Q)
ℓ(Q)d
Prσ(R
n, Q) = A2 <∞.
Finally, assume that the two testing inequalities (1.6) and their duals hold. Then, the two weight
norm inequality (1.1) holds, and N . A
1/2
2 + E+ T ≡ R.
Sawyer, Uriarte-Tuero, and Shen [9] have formulated a result along these lines. Moreover, their
paper [8] gives example weights which show that the energy condition need not follow from the
other hypotheses, which it does in the case of the Hilbert transform.
This is the one place in which the side condition of σ and w being uniformly of full dimension
is used.
Lemma 3.7 (Uniformly Full Dimension implies Energy). Assume 0 < d , n− 1 < n and both σ
and w are uniformly of full dimension, in the sense of (1.3), with constant 0 < η < 1. In addition
assume that they don’t share a common point mass. There is a constant C0 = C0(n, d, η),
absolute, so that this holds. Let σ and w be a pair of weight for which the A2 hypothesis (1.5)
and the testing inequalities (1.6) and the dual to (1.6) holds. Then E2 . A2 + T
2. The implied
constant depends upon C1, and the constants η that enter into (1.3).
Proof. The expression on the left in (3.4) is a sum of positive terms and so we can assume that
the sum above is over just a finite number of terms. This is the main inequality:
[Pg(σ ·Q0 \ C0K, K)]2E(w,K)2w(K) .
∫
K
|Rσ(Q0 \ C0K)(x)|2 w(dx).(3.8)
Using linearity in the argument of the Riesz transform, and the testing inequality (1.6), one sees
that ∑
K∈K
∫
K
|RσQ0|2 dw ≤ T2σ(Q0),
∑
K∈K
∫
K
|RσC0K|2 dw ≤ T2
∑
K∈K
σ(C0K) ≤ C1T2σ(Q0).
Note that the inequality (3.5) is used here in the second inequality, while for the first we use that
K is a partition of Q0. These two estimates coupled with (3.8) prove (3.4), which would give the
statement of the Lemma.
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So, it remains to prove (3.8). Assume that it fails, namely for a constant 0 < κ < 1 that we
will pick, as a function of 0 < η < 1 in (1.3), that there holds∫
K
|Rσ(Q0 \ C0K)(x)|2 w(dx) ≤ κ[Pg(σ ·Q0 \ C0K, K)]2E(w,K)2w(K).
We do not know how to use this condition directly, passing instead to it’s implication that∫
K
∫
K
|Rσ(Q0 \ C0K)(x ′) − Rσ(Q0 \ C0K)(x)|2 w(dx ′)w(dx)
≤ 2κ[Pg(σ ·Q0 \ C0K, K)]2E(w,K)2w(K)2.
(3.9)
Fix x as in the integral on the left, and consider the symmetric tensor Tx = ∇Rσ(Q0 \ C0K)(x),
which by the Spectral Theorem, has a diagonalization. By the divergence equality (1.7), the trace
of this tensor is, up to a sign
Px ≡
∫
Q0\C0K
|n− d− 1|
|x− y|d+1 σ(dy).
Thus, there is at least one eigenvalue of Tx of magnitude c · Px, and the maximal eigenvalue is
C · Px.
Observe that Px and Tx are essentially constant on K: For x
′, x ∈ K:
(3.10) |Px ′ − Px|+ |Tx ′ − Tx| . |x
′ − x|
C0ℓ(K)
PxK .
This depends only a second derivative calculation. We will choose C0 & η
−4, and κ ≃ η4, where
η is as in (1.3). In particular, the right hand side above will be quite small.
Define
Lx = {y ∈ Rn : |y| = 1, |Txy| <
√
κPx}.
By our diagonalization observation, there must be a a hyperplane Hx with
sup
y∈Lx
dist(y,Hx) .
√
κ.
Take Hx to be orthogonal to the eigenvector with maximal eigenvalue. By (3.10), we can in
addition take Hx = H, namely independent of x ∈ K.
For x ′ as in (3.9), set v to be the unit vector in the direction x ′−x and set δ = |x ′−x|. Then,
Rv,σ(Q0 \ C0K)(x
′) − Rv,σ(Q0 \ C0K)(x) = δ · Txv+O(C−10 Px).
Indeed, the first term on the right is the first derivative approximation to the difference. By
Taylor’s theorem, we should have a second derivative error term, but this is controlled by (3.10).
The inequality (3.9) can be rewritten as
1
w(K)
∫
K
∫
K
δ2|Txv|2 dwdw ≤ Cκ 1
w(K)
∫
K
∫
K
δ2 · P2x dwdw
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where we are suppressing the dependence of v and δ on x and x ′, therefore,∫
K
∫
K
dist(x ′, H+ x)2
|x− x ′|2 w(dx)w(dx
′) .
√
κw(K)2.
This follows since the left hand side we recognize the difference between the Riesz transforms as
the symmetric tensor Tx and the right hand side we use the computation of the trace of the tensor
Tx and estimating it by its trace Px. The difference between this and (1.3) is the presence of the
square above. But due to the normalization by w(K), we have∫
K
∫
K
dist(x ′, H+ x)
|x− x ′| w(dx)w(dx
′) . κ1/4w(K)2.
Assuming the failure of (3.8) with κ ≃ η4 leads to a contradiction of the assumption (1.3). The
proof is complete.

The partitions that we use with the term energy are defined here.
Definition 3.11. For a cube Q ∈ Dσ, set WQ to be the maximal cubes K ∈ Dw (or Dσ) such
that 2rℓ(K) ≤ ℓ(Q), and dist(K, ∂Q ′) ≥ ℓ(K)ǫℓ(Q ′)1−ǫ, for Q ′ ⊃ Q.
These are the maximal cubes in the dual dyadic grid that are ‘good with respect to all cubes
larger than Q.’ They have this Whitney property.
Proposition 3.12. For any finite C0, and 2
r(1−ǫ) > 4C0, there holds∑
K∈WQ
(C0K)(x) ≤ (2rC0)Q(x).
Proof. The condition on C0 and r, and the selection criteria for WQ imply that C0K ⊂ Q for
all K ∈ WQ. So we need only control the overlaps. Suppose there are K1, K2 ∈ WQ with
2rℓ(K1) ≤ ℓ(K2), and C0K1 ∩ C0K2 , ∅. Then, we have
dist(K1, ∂Q) ≥ ℓ(K2)ǫℓ(Q)1−ǫ − C0ℓ(K2) = (1− C02−r(1−ǫ))ℓ(K2)ǫℓ(Q)1−ǫ.
That is, the cube K1 with small side length is rather far from the boundary of Q. But, by
maximality of K1, we must have some Q
′ ⊃ Q with
dist(K1, ∂Q
′) ≤ 2ǫ(ℓK1)ǫℓ(Q ′)1−ǫ.
And then, turning to the larger cube K2, we see that
(ℓK2)
ǫℓ(Q ′)1−ǫ ≤ dist(K2, ∂Q ′)
≤ 2ǫ(ℓK1)ǫℓ(Q ′)1−ǫ.
This contradicts the selection criteria for K2. 
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3.1. Sufficient Conditions for Uniformly Full Dimension. We give the proof of Proposi-
tion 1.8. First, if w is doubling, then there is a constant Cd so that for all cubes Q ⊂ Rn, there
holds w(2Q) ≤ Cdw(Q). To check the condition (1.3), take a cube Q, and partition it into P,
cubes of side length 1
4
ℓ(Q). For each x ∈ Q, and hyperplane H of co-dimension one, we can
choose Q ′, Q ′′ ∈ P so that x ∈ Q ′′ and for any x ′ ∈ Q ′, the following holds
dist(x ′, H+ x) ≃ dist(Q ′, Q ′′) ≃ ℓ(Q).
Since for each Q ′ ∈ P, there holds w(Q) ≤ C3dw(Q ′), we conclude that∫
Q
∫
Q
dist(x ′, H+ x)
|x− x ′| w(dx)w(dx
′) ≥ η(Cd)w(Q)2,
as required.
Second, if w is Ahlfors-David regular, namely satisfying (1.9), with n − 1 < d ≤ n, we argue
by contradiction that it is of uniformly full dimension. Namely we assume that the inequality (1.3)
fails for some cube Q, for a sufficiently small 0 < η < 1 specified below.
We can select an x ∈ Q and a hyperplane H so that∫
Q
dist(x ′, H+ x)
|x− x ′| w(dx
′) ≤ 2ηw(Q).
Let H˜ = {x ′ ∈ Q : dist(x ′, H + x) < 4√ηℓ(Q)} be a neighborhood of H + x. It follows that
w(Q \ H˜) <
√
ηw(Q). On the other hand, we can take a cover C of H˜ by balls of radius
2
√
ηℓ(Q). Clearly, we can assume that C ≤ cη−n−12 . Using both inequalities in the Ahlfors-David
assumption (1.9), we then have
C0ℓ(Q)
d ≤ w(Q)
≤ w(Q \ H˜) +w(H˜)
≤ √ηw(Q) +
∑
B∈C
w(B)
≤ √ηw(Q) + cη−n−12 sup
B∈C
w(B)
≤ C1
{√
η+ c ′η−
n−1
2
+d
2
}
ℓ(Q)d.
By the assumption n − 1 < d ≤ n, it follows that both exponents on η above are positive. A
contradiction is found for a sufficiently small 0 < η < 1, as a function of 0 < C0 < C1 < ∞.
This completes the proof.
3.2. An Example. We discuss the proof of the energy lemma. The extra condition (1.3) is used
to deduce (3.8), although that inequality is not directly proved rather, the variance inequality
(3.9) is shown to fail for sufficiently small κ.
If σ is Lebesgue measure, restricted to some affine hyperplane of dimension less or equal to d,
then at some distance from the hyperplane, the transform Rσ1 is essentially constant in directions
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parallel to the hyperplane. We show here that there are worse examples: For certain choices of
d, one can construct Rσ so that it is essentially zero on a unit square of co-dimension 1.
Proposition 3.13. Let n be an integer, and max{0, n− 2} < d ≤ n. Let S ⊂ Rn be a cube of
co-dimension one. For all ǫ > 0 there is a finite weight σ so that
dist(S, supp(σ)) ≥ ǫ−1ℓ(S)
ǫ−1 sup
x∈S
|Rσ1(x)| ≤
∫
Rn
ℓ(S)
ℓ(S)d+1 + dist(S, x)d+1
σ(dx).(3.14)
The first condition says that σ is not supported near S, and the second shows that the strongest
norm we can place on S, the L∞-norm, does not dominate the gradient Poisson average of σ. We
thank Xavier Tolsa for a suggestion that lead to this example.
Proof. Write Rn = Rn−1 × R, and write coordinates as (y, z), for y ∈ Rn−1 and z ∈ R. A
constant λ > 1 will be chosen. Take the cube S to be [−λ−1/2, λ−1/2]n−1 × {0}. The weight σ is
supported on the union of the two hyperplanes Λ =
⋃
θ∈{−,+}Λθ, where Λθ = R
n−1 × {θλ}.
We take σ to be translates of the same radial weight σ˜ on Rn−1 to the hyperplanes Λ±. Then,
by oddness of the kernel for the Riesz transform, it follows that Rσ1(0) = 0. Write the coordinates
of the Riesz transform by Rj,σ, for 1 ≤ j ≤ n. For 1 ≤ j ≤ n, and 1 ≤ j , k < n, we have
∂
∂k
Rj,σ1(0) = −(d + 1)
∫
yjyk
|z2 + |y|2|d+32 σ(dydz) = 0
by the radial property of σ˜. For 1 ≤ j < n, we require
∂
∂j
Rj,σ1(0) =
∫
Λ
z2 + |y|2 − (d+ 1)y2j
|z2 + |y|2|d+32 σ(dydz) = 0.
By symmetry in y, we can recognize the integral involving yj as
1
n−1
times the integral involving
|y|2. Thus, the equality above reduces to
(3.15)
∫
Rn−1
λ2
{λ2 + |y|2}d+32 σ˜(dy) =
d + 2− n
n − 1
·
∫
Rn−1
|y|2
{λ2 + |y|2}d+32 σ˜(dy).
This is only possible for n−2 < d ≤ n. The conditions we place on σ are the symmetry properties
already described, the equality (3.15) above, and∫
Rn
1
1+ dist(S, x)d+1
σ(dx) = 1(3.16)
And, one can check that under these assumptions
∂
∂n
Rn,σ1(0) =
∫
Λ
z2 + |y|2 − (d+ 1)z2
{|z2 + |y|2}d+32 σ(dydz)
= (n− d − 1)
∫
Λ
1
{z2 + |y|2}d+1 σ(dydz).
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To verify (3.14), namely that the Riesz transforms are uniformly small. Observe that
|∇2Rσ1| . 1,
as follows by inspection, and the normalization (3.16). It follows then from Taylor’s theorem,
that |Rσ1(x)| . λ−1, for all x ∈ S, since the side length of S is λ−1/2. On the other hand, by the
selection of Λ, ∫
Rn
λ−1/2
λ−
d+1
2 + dist(S, x)d+1
σ(dx) ≃ λ−1/2.
and so for λ−1/2 ≃ ǫ, we have verified (3.14). 
4. Monotonicity
We discuss how to use energy to dominate off-diagonal inner products, which turns on two
points. First, we must impose smooth truncations on the Riesz transforms. Second, an analysis of
the off-diagonal inner products will reveal a more complicated monotonicity principle than appears
in the case of the Hilbert transform (d = n = 1) or the Cauchy transform (d = 1, n = 2).
This is the lemma in which we dominate the off-diagonal terms by those which involve positive
quantities.
Lemma 4.1. Let P be a cube and Q a cube with 10Q ⊂ P. Then for all functions g ∈ L2(Rn;w),
supported on Q, and of w-mean zero, and functions f ∈ L2(Rn;σ) which are not supported on
P,
|〈Rσf, g〉w| . Pgσ(f,Q)
∣∣∣∣∣
〈
x
ℓ(Q)
, g
〉
w
∣∣∣∣∣+ Pg+σ (f,Q)E(w,Q)w(Q)1/2‖g‖w.(4.2)
Note in particular that the first term on the right is quite economical, involving only a part of
the energy term associated to the Haar support of g in L2(Rn;w). The second term however
has the full energy term, but with a Poisson term with degree one more than Pgσ, as defined in
(3.2). It will be the source of complications in the subsequent parts of the argument, although
these turn out to not be too severe, due to the following trivial bound: Let Q ⊂ P ⊂ F, and
dist(Q, ∂P) ≥ (ℓ(Q))ǫ(ℓ(P))1−ǫ. Then,
Pg+σ (F \ P,Q) .
[
ℓ(Q)
ℓ(P)
]1−ǫ
Pgσ(F \ P,Q).(4.3)
This follows immediately from the definitions (3.1) and (3.2).
Proof. Since f is not supported on the cube 10Q, it follows that Rσf is a C
2 function on Q. Thus,
for x ∈ Q and [x]σQ, we have
Rσf(x) − Rσf([x]
σ
Q) = ∇Rσf([x]σQ) · (x− [x]σQ)
+ 1
2
(x− [x]σQ)
t · ∇2Rσf(x ′) · (x − [x]σQ)
for some point x ′ that lies on the line between x and [x]σQ. This just depends upon a Taylor
Theorem (with remainder) calculation.
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By the mean zero property of g,
〈Rσf, g〉w = 〈Rσf− Rσf([x]σQ), g〉w.
Then, by Taylor’s Theorem, the right hand side is dominated by two terms. The first of these is∣∣∣〈∇Rσf([x]σQ) · (x− [x]σQ), g〉w∣∣∣ = ∣∣∣∇Rσf([x]σQ)〈x− [x]σQ, g〉w∣∣∣
. Pgσ(|f|, Q)
∣∣∣∣∣
〈
x
ℓ(Q)
, g
〉
w
∣∣∣∣∣.
This is the first term on the right in (4.2).
The second term is at most
sup
x∈Q
|∇2Rσf(x)| ·
∥∥∥ |x− [x]σQ|2 ·Q∥∥∥w ‖g‖w.
Above, we divide |x− [x]σQ|2 by ℓ(Q)2, and observe that∥∥∥∥∥ |x− [x]
σ
Q|2
ℓ(Q)2
·Q
∥∥∥∥∥
w
.
∥∥∥∥∥ |x− [x]
σ
Q|
ℓ(Q)
·Q
∥∥∥∥∥
w
= E(w,Q)w(Q)
1
2 .
In addition, there holds
ℓ(Q)2 sup
x∈Q
|∇2Rσf(x)| . Pg+σ (|f|, Q).
This completes the proof. 
5. Functional Energy
Let F ⊂ Dσ be a collection of intervals which is σ-Carleson. That is, for all F ∈ F , suppose
that
(5.1)
∑
F ′∈F : F ′(F
σ(F ′) ≤ 1
2
σ(F).
Recall the definition of WQ just before Proposition 3.12. This is the primary tool in the proof
of Lemma 6.10, and the reader can look to the proof of that Lemma for justification for the
formulation below.
Theorem 5.2 (Functional Energy). The Poisson operator Pgσ,as defined in (3.1), satisfies this
inequality. For F satisfying (5.1), and f ∈ L2(Rn;σ),
(5.3)
∑
F∈F
∑
K∈WF
Pgσ(f (R
n \ F), K)2
∥∥∥∥∥∥
∑
Q∈Drg : Q⊂K
π˙FQ=F
∆wQ
x
ℓ(K)
∥∥∥∥∥∥
2
w
. {E2 +A2}‖f‖2σ,
where E is as in (3.4).
Above, note that Pgσ(f (R
n \ F), K)2 is multiplied by only a part of the the term E(w,K)2w(K).
In view of the form of the monotonicity estimate (4.2), one can see that we will need a similar
estimate, but with the gradient plus Poisson. It is
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Corollary 5.4. Under the assumptions of Theorem 5.2, there holds
(5.5)
∑
F∈F
∑
K∈WF
Pg+σ (f (R
n \ F), K)2E(w,K)2w(K) . {E2 +A2}‖f‖2σ.
5.1. Dyadic Approximate to the Poisson. It is more direct to work with this form of the
inequality
∑
F∈F
∑
K∈WF
P˜gσ(f (R
n \ F), K)2
∥∥∥∥∥∥
∑
Q∈Drg : Q⊂K
π˙FQ=F
∆wQx
∥∥∥∥∥∥
2
w
. {E2 +A2}‖f‖2σ,(5.6)
where P˜gσ(h, R) ≡
∫
Rn
h(x)
ℓ(R)d+1 + dist(x, R)d+1
σ(dx).
Namely, the side length of R is canceled out.
Recall that Dσ is our dyadic grid. The collection of cubes {3Q : Q ∈ Dσ} is the union of
collections Cu, 1 ≤ u ≤ 3n each of which is like the dyadic grid with respect to covering and
nested properties. This is straightforward in the case of dimension n = 1, and the general case
follows from this.
It is also well-known in dimension one, that for any non-dyadic interval I, there are two choice
of 1 ≤ u ≤ 3 and intervals Ju ∈ Cu such that I ⊂ J and |J| ≤ 6|I|. For each non-dyadic cube Q
let πuQ be the unique, if it exists, cube L ∈ Cu such that 3Q ⊂ L, and 9ℓ(Q) ≤ ℓ(L) ≤ 18ℓ(Q),
so that, in the dyadic case, ℓ(L) = 12ℓ(Q). If no such cube exists, set πuQ = ∅.
Then, for each j ∈ N, there is a choice of 1 ≤ u = uQ,j ≤ 3n so that 2jQ ⊂ πjCu(πuQ) ≡
(πuQ)
(j). From this, we have
Proposition 5.7. [1, Prop 6.6] For R ∈ Dσ, and function φ ≥ 0, there holds
P˜gσ(φ, R) ≃
∑
u : πuR,∅
Qgu,σ(φ, πuR)
where Qgu,σ(φ, R) :=
∑
j≥0
1
[2jℓ(R)]d+1
∫
R(j)
φ dσ, R ∈ Cu.
Proof. It is clear that the Poisson term dominates the sum over the operators Qgu,σ. In the reverse
direction, we have
P˜gσ(φ, R) ≃
∑
j≥0
ℓ(2jR)−d−1
∫
2jR
φ dσ.
But then, the proposition follows immediately from our discussion above. 
Consider the two weight inequality with holes, for an operator Qgu,σ, namely for non-negative
constants ηR, the inequality is
(5.8)
∑
R∈Cu
Qgu,σ(φ · Rc, R)2ηR ≤ Q2‖φ‖2σ.
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It is of course convenient to dualize this inequality. Thus, define W(R) ≡ R× [ℓ(R)/2, ℓ(R)], and
define η ≡∑R∈Cu ηRδxW(R), and assume that η is a weight, that is η(R) is finite for all rectangles
R. Then, (5.8) is equivalent to the boundedness of the bilinear form∑
R∈Cu
Qgu,σ(φ · Rc, R)
∫
W(R)
ψ dη ≤ Q‖φ‖σ‖ψ‖η.
Below, BoxQ ≡ Q× [0, ℓ(Q)]. Similar to the notation introduced in the introduction, we will let
‖ψ‖η ≡ ‖ψ‖L2(Rn+1+ ;η).
Theorem 5.9. The inequality (5.8) holds if and only if these three constants are finite
sup
R∈Cu
[
σ(R(1) \ R) · η(BoxR)
]1/2
ℓ(R)d+1
≡ Q1(5.10)
sup
R0∈Cu
σ(R0)
−1/2
∥∥∥∥∥∥
∑
R∈Cu : R(1)⊂R0
σ(R(1) \ R)
ℓ(R)d+1
· BoxR
∥∥∥∥∥∥
η
≡ Q2,(5.11)
sup
R0∈Cu
η(BoxR0)
−1/2
∥∥∥∥∥∥
∑
R∈Cu : R(1)⊂R0
(R(1) \ R) · η(BoxR)
ℓ(R)d+1
∥∥∥∥∥∥
σ
≡ Q3.(5.12)
Moreover, Q ≃∑3v=1 Qv.
Proof. The three quantities are clearly necessary for the norm inequality (5.8). For the proof of
sufficiency, we rewrite the
Qgu,σ(φ, R) ≃
∑
S)R
ℓ(S)−d−1
∫
S(1)\S
φ dσ
so that if we consider the associated bilinear form, for non-negative ψ ∈ L2(Rn+1+ ; η), it is
〈Qgu,σφ,ψ〉η ≃
∑
R∈Cu
∑
S)R
ℓ(S)−d−1
∫
S(1)\S
φ dσ ·
∫
W(R)
ψ dη
=
∑
S∈Cu
ℓ(S)−d−1
∫
S(1)\S
φ dσ ·
∫
BoxS
ψ dη.
But this is the sum of 2n operators of the following type: To the dyadic grid Cu, associate the
grid Bu = {BoxQ : Q ∈ Cu}. To each Q ∈ Bu, associate two disjoint, distinguished children
Q+, Q− ∈ Bu, and consider the bilinear form
Λ(f, g) =
∑
Q∈Bu
λQ
∫
Q+
f dσ ·
∫
Q−
g dw.
Hytönen in [1, Theorem 6.8], shows that the boundedness of operators of this type are char-
acterized by three conditions similar to (5.10)—(5.12). The three conditions above imply the
corresponding conditions for Λ(f, g), hence the Theorem follows. 
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The constants ηR in (5.8) are specified as follows. For F ∈ F , and K ∈ WF, set
η˜K ≡
∥∥∥∥∥∥
∑
Q∈Drg : Q⊂K
π˙FQ=F
∆wQx
∥∥∥∥∥∥
2
w
.
Otherwise, set η˜K = 0. Then, for 1 ≤ u ≤ 3n, and R ∈ Du, set ηR ≡ η˜π−1u R, provided π−1u R is
defined, and if it is not defined, set ηR = 0. (We suppress the dependence of η on u.) Recall
that η ≡∑R∈Cu ηRδxW(R). With this choice of η, the inequality (5.6) implies (5.3).
It remains to verify the three conditions (5.10)—(5.12), showing that each constant Qv . R.
The first of these is clearly controlled by the A2 constant, that is Q1 . A
1/2
2 . Indeed, for this
argument, one should use the bound ηR ≤ ℓ(R)2w(R), which we will see again below.
5.2. Forward Testing Condition. We prove that Q2 . E, where the former constant is as in
(5.11), and we do so with a recursive argument along the stopping collection F .
The recursion is given in terms of these definitions. Fix an cube R0 ∈ Cu as in (5.11), and let
R0(R0) be those R ∈ Cu such that ηR , 0 and R(1) ⊂ R0, but R is not contained in any F ∈ F
which is strictly contained in R0. This condition means in particular that there is a stopping
interval FR ∈ F , and a maximal good interval KR ⋐ πF with πuKR = R. Also, set R1(R0) to be
cubes R ∈ Cu such that ηR is non-zero, and FR is a maximal stopping cube strictly contained in
R0. We show that for k = 0, 1,
(5.13) Nk(R0) =
∥∥∥∥∥∥
∑
R∈Rk(R0)
∑
S : R0)S⊃R
σ(S(1) \ S)
ℓ(S)d+1
· BoxR
∥∥∥∥∥∥
η
. Eσ(R0)
1/2.
The Carleson measure condition on F will permit a recursion which completes the proof.
Namely, let F1 be the maximal cubes F ∈ F which are contained in R0, and inductively set Fj+1
to be the F -children of the cubes in Fj, then using a standard Cauchy-Schwarz estimate in the
summing index j,∥∥∥∥∥∥
∑
R : R(1)⊂R0
σ(R(1) \ R)
ℓ(R)d+1
· BoxR
∥∥∥∥∥∥
2
η
≤
∑
k=0,1
Nk(R0)
2 +
∞∑
j=1
j2
∑
F∈Fj
∑
k=0,1
Nk(Fj)
2
. E2
{
σ(R0) +
∞∑
j=1
j2
∑
F∈Fj
σ(F)
}
. E2σ(R0).
The geometric decay in (5.1) clearly lets us sum this series.
To prove (5.13) argue first for the case of k = 1. The definition of η, and the good property
of intervals imply that the intervals {πuK : K ∈ WF} have bounded overlaps, hence
N1(R0) .
∑
R∈R1(R0)
 ∑
S : R0)S⊃R
σ(S(1) \ S)
ℓ(S)d+1
2 ηR
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.
∑
R∈R1(R0)
PgR(σ · (R0 \ R), R)2E(w, R)2w(R) . E2τ(R0).
Here, we have passed back from the discrete approximation to the Poisson, and then used the
energy inequality.
Second, argue in the case of k = 0, the key point is that the collection R0(R0) has bounded
overlaps, in the sense of (3.5), so that we can appeal to the energy inequality (3.4). Note that
for R ∈ R0(R0), we have R = πuKR where KR ∈ WFR for some FR ∈ F , with FR not contained in
R0. Now suppose, by way of contradiction of (3.5), that Rt ∈ R0(R0), for 1 ≤ t ≤ T satisfy
T⋃
t=1
(C0 − 1)Rt , ∅.
Now, we can assume that FRt ⊂ FR1, for all 1 ≤ t ≤ T . And, for each Rt there is a cubeQt ∈ WFR1
that contains it, by definition of WF. (See Proposition 3.12.) And, we have (C0 − 1)Rt ⊂ C0Qt.
But the cubes C0Qt have bounded overlaps, so that we see that T . 1.
5.3. Backwards Testing Condition. We bound the term in (5.12), showing Q3 . A2. Let us
first treat the case of n − 1 < d ≤ n. For an integer k ≥ 0, let WkR = R × [2−k−1, 2k]ℓ(R), so
that BoxR =
⋃
∞
k=0W
k
R. In (5.12), we replace BoxR by W
k
R, and find geometric decay in k.
Moreover, as a matter of convienence, to each R ∈ Cu, we let R˜ be one of the 2n − 1 dyadic
cubes of volume equal to R contained in R(1) \ R. Then, using the A2 condition with holes,∑
R∈Cu : R(1)⊂R0
η(WkR)
ℓ(R)d+1
∑
S∈Cu : S˜⊂R˜
η(WkS)
ℓ(S)d+1
σ(S˜)
. A22
−2k
∑
R∈Cu : R(1)⊂R0
η(WkR)
ℓ(R)d+1
∑
S∈Cu : S˜⊂R˜
ℓ(S)d+1
. A22
−2k
∑
R∈Cu : R(1)⊂R0
η(WkR) . A22
−2kη(BoxR).
The bound on the sum of ℓ(S)d+1 depends upon n− 1 < d ≤ n.
To argue along the same lines in the case of 0 < d ≤ n−1, the following Lemma will complete
the proof, but this argument depends upon the A2 condition with no holes, and it is only at this
point that we need this stronger A2 condition.
Lemma 5.14. Assuming the A2 condition with no holes, the following estimate holds uniformly
in R:
∑
S∈Cu : S∪S˜⊂R˜
η(WkS)
ℓ(S)d+1
σ(S˜) . 2−2kℓ(R)d+1.
Proof. Let
α =
w(R)
ℓ(R)d
· σ(R)
ℓ(R)d
≤ A2.
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For integers t ∈ Z with 2tα ≤ A2, and integers u ≥ 1 let St,u be the intervals S ⊂ R such that
2uℓ(S) = ℓ(R), and
2tα ≤ w(S)
ℓ(S)d
· σ(S)
ℓ(S)d
< 2t+1α.
Now, for each S ∈ St,u, we have either
w(S)
ℓ(S)d
≥
√
w(R)/σ(R)2t/2
√
α or
σ(S)
ℓ(S)d
≥
√
σ(R)/w(R)2t/2
√
α.
Assume that the former condition holds for at least half of the cubes in St,u. This case suffices
for the argument since the complementary case can be handled via similar methods.
From this, we deduce an upper bound on the cardinality of St,u. Namely, we have√
w(R)/σ(R)2t/2
√
α[2−uℓ(R)]d · ♯St,u .
∑
S∈St,u
w(S) ≤ w(R).
From this, it follows that ♯St,u . 2−t/2+ud.
Hence, we have ∑
S∈St,u
η(WkS)
ℓ(S)d+1
σ(S˜) . 2−2k+t−u(d+1)αℓ(R)d+1 · ♯St,u
. 2−2k+t/2−uαℓ(R)d+1.
This is summable in the u ≥ 1 and t ∈ Z such that 2tα ≤ 2A2 to the estimate we need.

5.4. Proof of Corollary 5.4. The proof of (5.5) is a much easier fact than (5.3). Recall that
the energy term E(w,K) is defined in (3.4), and that in particular, for F ∈ F ,
E(w,K)2w(K) =
∞∑
t=1
∥∥∥∥∥∥
∑
Q∈Drg : Q⊂K
π˙t
F
Q=F
∆wQ
x
ℓ(K)
∥∥∥∥∥∥
2
w
.
We will have a geometric decay in the variable t, which measures how far down the F -stopping
tree the cube Q is.
Using the definition of WF, see Definition 3.11, and (4.3), with t ≥ 1 fixed, below, we can
replace Pg+σ by P
g
σ, gaining a factor of 2
−t. Indeed,
∑
F∈F
∑
K∈WF
Pg+σ (f (R
n \ F), K)2
∥∥∥∥∥∥
∑
Q∈Drg : Q⊂K
π˙t
F
Q=F
∆wQ
x
ℓ(K)
∥∥∥∥∥∥
2
w
. 2−t
∑
F∈F
∑
K∈WF
Pgσ(f (R
n \ F), K)2
∥∥∥∥∥∥
∑
Q∈Drg : Q⊂K
π˙t
F
Q=F
∆wQ
x
ℓ(K)
∥∥∥∥∥∥
2
w
. 2−t{E2 +A2}‖f‖2σ.
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The last inequality is an instance of (5.3). Clearly we can sum this over t ≥ 1.
6. The Global to Local Reduction
6.1. Initial Steps. We begin the task of proving the norm boundedness of the Riesz transforms,
assuming the A2, energy and testing hypotheses.
Lemma 6.1. Assume the a priori inequality (1.1). For all 0 < ϑ < 1, and choices of 0 < ǫ <
(4d+ 4)−1, there is a choice of r sufficiently large so that,
(6.2) E|〈Rσ(Pσgoodf), Pwgoodg〉w| ≤ {Cǫ,r,ϑR+ ϑN}‖f‖σ‖g‖w.
It follows that N . R, where R is defined at the end of Theorem 3.6.
To prove (6.2), we can assume that f and g are supported on a fixed cube Q0. After trivial
application of the testing inequality, we can further assume that f and g are of mean zero in their
respective spaces. With probability one, there is a cube Q0σ ∈ Dσ which contains Q0. Then,
f =
∑
Q∈Dσ
Q⊂Q0σ
∆σQf.
The function g satisfies an analogous expansion.
Define the bilinear form
(6.3) Babove(f, g) ≡
∑
P∈Df
∑
Q∈Dg
Q⋐4rPQ
[∆σPf]
σ
PQ
〈RσPQ, ∆wQg〉w,
and define Bbelow(f, g) similarly. Here Q ⋐4r R means that Q ∩ R , ∅ and 24rℓ(Q) ≤ ℓ(P). But,
Q ∈ Dw must be good, hence Q ⊂ R, and is a relatively long way from the boundary of any child
of R. The cube PQ is the child of P that contains Q. We have also simply written Rσ above,
suppressing the truncations.
A basic estimate is
Lemma 6.4. Under the hypotheses of Lemma 6.1, there holds
E
∣∣∣〈Rσ(Pσgoodf), Pwgoodg〉w−Babove(Pσgoodf, Pwgoodg)
− Bbelow(Pσgoodf, P
w
goodg)
∣∣∣ ≤ {Cǫ,r,ϑR+ ϑN}‖f‖σ‖g‖w.
The proof of this lemma includes several elementary estimates, and critically, the surgery es-
timate, Lemma 8.5, which requires the expectation above. It remains to consider the form
Babove(f, g), and its dual. This is indeed main point.
Lemma 6.5. For almost every choice of Dσ and Dw, there holds
|Babove(f, g)| . R‖f‖σ‖g‖w.
The same estimate holds for the dual form Bbelow(f, g).
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In the proof, only the existence of the cube Q0σ is required of Dσ. Hence, it suffices to assume
that f and g are good, that is Pσgoodf = f, and moreover that there is an integer 0 ≤ if < 4r, for
which
∆σQf . 0 implies if = log2 ℓ(Q) mod 4r.
Impose the same assumptions on g, with an integer 0 ≤ ig < 4r. By passing to a larger cube,
we can assume that log2 ℓ(Q
0
f) = if − 1 mod r. Then, let
D4rf ≡ {Q : log2 ℓ(Q) = if mod 4r},
Drf ≡ {Q : log2 ℓ(Q) = if − 1 mod r}.
In particular, the grid Drf contains all the children of the cubes in D4rf . Let Dsg, for s = r, 4r, have
the corresponding definition.
6.2. Stopping Data. Our next task is to make the global to local reduction, which is phrased in
terms of this important stopping time construction. We construct F ⊂ Drf in a recursive fashion.
Initialize F = {Q0σ}. Then, in the recursive step, if F ∈ F is minimal, we add to F the maximal
dyadic subcubes Q ⊂ F, with Q ∈ Drf such that either
(1) (A big average) [ |f| ]σQ ≥ 4[ |f| ]σF,
(2) (Energy is big)
∑
K∈WQ
Pgσ(F \ C0K, K)
2E(K,w)2w(K) ≥ 10R2σ(Q).
In the second condition, recall that E ≤ R. And, WQ ⊂ Drf are the maximal cubes Q ′ ⊂ Q
such that dist(Q ′, ∂Q) ≥ ℓ(Q ′)ǫℓ(Q)1−ǫ, which have the bounded overlaps property of Proposi-
tion 3.12. Namely, the energy inequality (3.4) will hold.
It is elementary to see that the collection F is σ-Carleson:∑
F ′∈F
F ′ a child of F
σ(F) ≤ 1
2
σ(F), F ∈ F .
Define projections
PσF f ≡
∑
P : πFP=F
∆σPf,
PwF g ≡
∑
Q : π˙FQ=F
∆σQf.
(6.6)
In the second line, by π˙FQ = F, we mean that F ∈ F is the minimal element such that Q ⋐r F.
The important quasi-orthogonality bound is
(6.7)
∑
F∈F
{
[ |f| ]σFσ(F)1/2 + ‖PσF f‖σ
}‖PwF g‖w . ‖f‖σ‖g‖w,
as follows from orthogonality proprieties of the projections and the construction of the stopping
cubes F .
22 M. T. LACEY AND B. D. WICK
The stopping cubes are used to make a decomposition of the ‘above’ form in (6.3) into a
‘global’ and a ‘local’ part.
Baboveglobal(f, g) ≡
∑
P∈Df
∑
Q∈Dg
Q⋐4rPQ, πFQ⊂PQ
[∆σPf]
σ
PQ
〈RσPQ, ∆wQg〉w,(6.8)
Babovelocal (f, g) ≡
∑
F∈F
Babovelocal,F(f, g),
where Babovelocal,F(f, g) ≡
∑
P∈Df
∑
Q∈Dg
Q⋐4rPQ$πFQ=F
[∆σPf]
σ
PQ
〈RσPQ, ∆wQg〉w.(6.9)
The global part is when the stopping parent of Q is itself contained in PQ, while for the local
part, we have PQ contained in the stopping parent of Q.
Lemma 6.10 (Global to Local Reduction). With the notation above,∣∣∣Baboveglobal(f, g)∣∣∣ . R‖f‖σ‖g‖w.
We prove this just below, using the functional energy inequality of Theorem 5.2. Observe that
this Lemma shows that the control of the form Babove(f, g) is then reduced to a class of local
estimates.
Lemma 6.11 (Local Estimate). Uniformly in F ∈ F , we have
|Babovelocal,F(f, g)| . R
{
[ |f| ]σFσ(F)1/2 + ‖PσF f‖σ
}‖PwF g‖w.
In view of the quasi-orthogonality bound (6.7), this clearly completes the control of the form
Babove(f, g). The delicate proof is taken up in §7.
Proof of Lemma 6.10. The global part is defined in (6.8), and the sum is further reorganized over
the stopping cubes, thus
(6.12)
∑
F∈F
∑
P∈Df : F$P
∑
Q∈Dg
Q⋐4rPQ, πFQ=F
[∆σPf]
σ
PQ
〈RσPQ, ∆wQg〉w.
We first argue in the case that the conditions on Q above are replaced by the stronger condition
(6.13) Q ⋐4r PQ, π˙FQ = F.
See (6.6) for the definition of π˙FQ.
We invoke the exchange argument, which entails the following steps. (a) Use the stopping
data to sum the martingale differences on f. (b) Restrict the argument of the Riesz transforms
to stopping cubes, invoke the testing inequality on these cubes, and quasi-orthogonality. (c) The
remaining term has the argument of the Riesz transform and the martingale difference on g will
be in off-diagonal position, letting the monotonicity principles come into play. (d) The remaining
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parts of the argument use either the energy inequality, or its functional variants (Theorem 5.2),
to control these terms.
For each F ∈ F ,
(6.14)
∣∣∣∣∣∑
P : P%F
[∆σPf]
σ
PF
∣∣∣∣∣ . [ |f| ]σF .
This is relevant to (a) above. Concerning (b), for P ) F, we write the argument of the Riesz
transform as PF = F+ (PF \ F). With the argument of the Riesz transform being F, we have∣∣∣∣∣∑
F∈F
∑
P : P)F
[∆σPf]
σ
PF
〈RσF, PwF g〉w
∣∣∣∣∣ .∑
F∈F
[ |f| ]σF |〈RσF, PwF g〉w|
. R
∑
F∈F
[ |f| ]σFσ(F)1/2‖PwF g‖w . R‖f‖σ‖g‖w.
The notation (6.6) is used to abbreviate the sum over Q. We first use (6.14), then the testing
inequality, followed by the quasi-orthogonality bound (6.7).
It remains to bound the sum below, in which we are at point (c) of the exchange argument,∑
F∈F
∑
P : P)F
[∆σPf]
σ
PF
〈Rσ(PF \ F), PwF g〉w.
Again, we appeal to the stopping data, estimating the argument of the Riesz transform by∣∣∣∣∣∑
P : P)F
[∆σPf]
σ
PF
(PF \ F)
∣∣∣∣∣ . Φ ≡∑
F∈F
[ |f| ]σF · F.
By the σ-Carleson property of F , we have that ‖Φ‖σ . ‖f‖σ. Then, monotonicity (4.2) applies
to show that∣∣∣∣∣∣
∑
P : P)F
[∆σPf]
σ
PF
〈Rσ(PF \ F), PwF g〉w
∣∣∣∣∣∣ .
∑
K∈WF
Pgσ(Φ · Fc, K)
∑
Q : π˙FQ=F,Q⊂K
∥∥∥∥∆wQ xℓ(K)
∥∥∥∥
w
‖∆wQg‖w
+ Pg+σ (Φ · Fc, K)E(w,K)w(K)1/2
 ∑
Q : π˙FQ=F,Q⊂K
‖∆wQg‖2w
1/2
≡ AF + BF.
We are at point (d) of the exchange argument. Let us consider the first term on the right
above. Summing over F ∈ F , and applying Cauchy-Schwarz,
∑
F∈F
AF ≤
∑
F∈F
∑
K∈WF
Pgσ(Φ · Fc, K)2
∑
Q : π˙FQ=F,Q⊂K
∥∥∥∥∆wQ xℓ(K)
∥∥∥∥2
w
×
∑
F∈F
‖PwF g‖2w
1/2
. R‖f‖σ‖g‖w.
Here, appeal to the functional energy estimate of Theorem 5.2. But, by inspection, control of the
term
∑
F∈F BF follows in a similar way from (5.5).
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The proof this point has controlled the sum in (6.12), with the stronger condition on Q (6.13)
imposed. Assuming (6.13) fails, we have Q ⋐4r PQ, Q ⊂ F but π˙FQ , F. This means that
F(s) = P for some 3r ≤ s ≤ 4r. Holding s fixed, the sum we need to control is∑
F∈F
∣∣∣[∆σF(s)]σFs−1〈Rσ(Fs−1), P˜wF g〉w∣∣∣ . R∑
F∈F
∣∣∣[∆σF(s)]σFs−1∣∣∣σ(F(s−1))1/2‖P˜wF g‖w
. R‖f‖σ
[∑
F∈F
‖P˜wF g‖2w
]1/2
,
where P˜wF g =
∑
Q : Q⋐4rPQ
Q⊂F, π˙FQ,F
∆wQg.
Here, we have only appealed to the cube testing condition on Rσ. It is clear that the last sum
above is dominated by ‖g‖2w, so our proof of the Global to Local reduction is complete.

7. The Local Estimate
We prove Lemma 6.11. In so doing, we hold F ∈ F fixed throughout the proof, and we assume
that g = PwF g, to reduce notation. We bound the term in (6.9).
The first step is a repetition of the exchange argument. The argument of the Riesz transform
is PQ, where πFP = F and Q ⋐4r P, and PQ $ F. The conditions πFP = F and PQ $ F are
present throughout this argument, and frequently suppressed. Write PQ = F + (PQ − F). Define
a real number εQ by
εQ[ |f| ]σF ≡
∑
P : Q⋐4rP
[∆σPf]
σ
PQ
.
It follows from the construction of the stopping data that we have |εQ| . 1. Thus, by reordering
the sum below, an appeal to the testing condition can be made to see that∣∣∣∣∣∣
∑
P
∑
Q : π˙FQ=F
Q⋐4rP
[∆σPf]
σ
PQ
〈RσF, ∆wQg〉w
∣∣∣∣∣∣ = [ |f| ]σF
∣∣∣∣〈RσF, ∑
Q : π˙FQ=F
εQ∆
w
Qg
〉
w
∣∣∣∣
. [ |f| ]σFσ(F)1/2
∥∥∥∥∥ ∑
Q : π˙FQ=F
εQ∆
w
Qg
∥∥∥∥∥
w
. [ |f| ]σFσ(F)1/2‖g‖w.
Thus, it remains to consider the sum when the argument of the Riesz transform is F \PQ. This
is the stopping form, and it will require a subtle, recursive analysis.
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Lemma 7.1 (Stopping Form). The following estimate holds∣∣∣∣∣∣
∑
P : πFP=F
PQ$F
∑
Q : π˙FQ=F
Q⋐4rP
[∆σPf]
σ
PQ
〈Rσ(F \ PQ), ∆wQg〉w
∣∣∣∣∣∣ . R‖f‖σ‖g‖w.
The analysis will combine on the one hand, a variant of an argument related to the so-called
pivotal technique [10], and the other, the subtle recursion that was identified in [2]. In neither case
is the bounded averages property of the function f irrelevant. (We used the bounded averages
property in the exchange argument.) Rather, it is the fact that the energy stopping condition is
incorporated into the stopping data that is the crucial point.
The main tool is the monotonicity principle (4.2), which has two terms, the ‘gradient’ and the
‘gradient plus’ terms. The ‘easy’ term is the second, and we address it in the next subsection.
7.1. The Gradient Plus Term Dominant in Monotonicity.
Lemma 7.2. There holds
(7.3)
∣∣∣∣∣∣
∑
P : πFP=F
PQ$F
∑ ′
Q : π˙FQ=F
Q⋐4rP, PQ⊂Q
e
[∆σPf]
σ
PQ
〈Rσ(F \ PQ), ∆wQg〉w
∣∣∣∣∣∣ . R‖f‖σ‖g‖w.
Above, by
∑ ′
···
, we impose the restriction that
Pgσ(F \Q
e, Q)2
∥∥∥∥∆wQ xℓ(Q)
∥∥∥∥2
w
≤ Pg+σ (F \Qe, Q)2E(w,Q)2w(Q).
Proof. For each individual summand in (7.3), we have by assumption, monotonicity (4.2) and
(4.3),
〈Rσ(F \ PQ), ∆wQg〉w .Pg+σ (F \ PQ, Q)E(w,Q)w(Q)1/2‖∆wQg‖w
.
[
ℓ(Q)
ℓ(P)
]1−ǫ
Pgσ(F \ PQ, Q)E(w,Q)w(Q)
1/2‖∆wQg‖w.
That is, we have an extra geometric decay times an energy inequality term. Thus, we can hold
the relative length of Q fixed.
And, we can then estimate as below, where we add restrictions on the relative length of Q and
P. Below, fix a choice P ′ of dyadic child of P, which is itself not a stopping cube. (If it were, it
makes no contribution to the local form.) For integers s ≥ r, and by goodness of Q,∣∣∣∣∣∣
∑
Q : 2sℓ(Q)=ℓ(P), PQ=P
′
[∆σPf]P ′〈Rσ(F \ P ′), ∆wQg〉w
∣∣∣∣∣∣
.
∣∣∣[∆σPf]P ′∣∣∣ ∑
Q : 2sℓ(Q)=ℓ(P),PQ=P
′
Pg+σ (F \ P
′, Q)E(w,Q)w(Q)1/2‖∆wQg‖w
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. 2−s/2
∣∣∣[∆σPf]P ′∣∣∣ ∑
Q : 2sℓ(Q)=ℓ(P)
PQ=P
′
Pgσ(F \ P
′, Q)E(w,Q)w(Q)1/2‖∆wQg‖w.(7.4)
By construction, the stopping parent of P ′ is F, so that it fails the stopping conditions given at
the beginning of § 6.2. Therefore, after an application of Cauchy-Schwarz, the sum above is at
most ∑
Q : 2sℓ(Q)=ℓ(P)
PQ=P
′
Pgσ(F \ P
′, Q)E(w,Q)w(Q)1/2‖∆wQg‖w
.
 ∑
Q : 2sℓ(Q)=ℓ(P)
PQ=P
′
Pgσ(F \ P
′, Q)2E(w,Q)2w(Q)×
∑
Q : 2sℓ(Q)=ℓ(P)
PQ=P
′
‖∆wQg‖2w
︸                       ︷︷                       ︸
≡γ(P,s)2
1/2
. Rσ(P ′)1/2γ(P, s).
Combining this estimate with (7.4), we have
2−s/2R
∑
P
∣∣∣[∆σPf]P ′∣∣∣σ(P ′)1/2γ(P, s) . 2−s/2R[∑
P
‖∆σPf‖2σ ×
∑
P
γ(P, s)2
]1/2
. 2−s/2R‖f‖σ‖g‖w.
This is summed over s to complete the proof.

7.2. The Gradient Term Dominant. The form that we have yet to control is
(7.5)
∣∣∣∣∣∣
∑
P : πFP
∑ ′′
Q : π˙FQ=F
Q⋐4rP
[∆σPf]
σ
PQ
〈Rσ(F \ PQ), ∆wQg〉w
∣∣∣∣∣∣ . R‖f‖σ‖g‖w,
where the notation
∑ ′′
···
means that
(7.6) |〈Rσ(F \ PQ), ∆wQg〉w| . Pgσ(F \ PQ, Q)
∣∣∣∣∣
〈
x
ℓ(Q)
, ∆wQg
〉
w
∣∣∣∣∣.
But, the notation above will be suppressed throughout this section.
This case is far more subtle, requiring a delicate recursion, which in turn requires a more
elaborate notation to explain. The recursion is expressed in the decomposition of the bilinear
form, according to the pairs of cubes. For this, we need this definition.
Definition 7.7. We call a collection P ⊂ D4rf ×D4rg of pairs of cubes (P1, P2) admissible if these
conditions are met.
(1) P2 ⋐4r P1, with π˙FP2 = πFP2 = F, P1 and P2 are good, and (P1)P2 ⊃ (P2)e.
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(2) (Convexity in P1.) For each P2, if (P1, P2), (P
′′
1 , P2) ∈ P, and P1 ⊂ P ′1 ⊂ P ′′1 , with P ′1
good, then (P ′1, P2) ∈ P.
We then set P˜1 ≡ (P1)P2 , and also set P1 ≡ {P1 : (P1, P2) ∈ P, for some P2}, and we define P˜1
and P2 similarly.
We then define
BP(f, g) ≡
∑
(P1,P2)∈P
[∆σPf]
σ
PQ
〈Rσ(F \ PQ), ∆wQg〉w.
The form in (7.5) is equal to BP(f, g) for an admissible choice of P. Set BP to be the best
constant in the inequality
|BP(f, g)| ≤ BP‖f‖σ‖g‖w.
This preparation will be useful throughout the analysis of the local term.
Lemma 7.8. For P ∈ Drf , define KP to be the maximal elements of Drf such that 10K ⊂ P.
Then, each good cube Q ∈ D4rw with Q ⋐4r πP, is satisfies Q ⋐r K for some K ∈ KP.
Proof. One should note that many cubes in KP are of side length 2−rℓ(P), because the maximal
side length of K ∈ KP is 2−rℓ(P). But, the cube Q is much smaller than this bound: ℓ(Q) ≤
2−4r+1ℓ(P). It follows from goodness that if Q and K ∈ KP intersect, and 2rℓ(Q) ≤ ℓ(K), then
we must have Q ⋐r K. Thus, we can assume that ℓ(K) ≤ 2−3r+1ℓ(P) below, and this implies that
dist(K, ∂P) ≤ 10 · 2rℓ(K), by construction of KP.
Thus, we have (a) Q ∩ K , ∅; (b) dist(K, ∂P) ≤ 10 · 2rℓ(K); (c) Q > K which implies
2rℓ(Q) ≥ ℓ(K), and (d) 24rℓ(Q) ≤ ℓ(P). From goodness of Q it follows that
ℓ(Q)ǫℓ(P)1−ǫ ≤ dist(Q, ∂P).
This would contradict (b) if ℓ(Q) ≥ ℓ(K), so ℓ(Q) ≤ ℓ(K), in which case we derive
ℓ(Q)ǫℓ(P)1−ǫ ≤ (10 · 2r + 1)ℓ(K) ≤ (10 · 2r + 1)2rℓ(Q).
But this contradicts (d). So the proof is complete.

Next, we define the size of P, which must be formulated with some care. For a cube P ∈ Drf,
set KP to be the maximal cubes K ∈ Drf such that 10K ⊂ P.
Proposition 7.9. A cube P2 ∈ P2, with P2 ⋐4r P satisfies P2 ⋐r K for some K ∈ KP.
Proof. Observe that the conclusion is obvious if K and P2 intersect, and 2
rℓ(P2) ≤ ℓ(K). But, also,
many cubes K ∈ KP satisfy 2rℓ(K) = ℓ(P), due to the fact that K ∈ Drf . And, 24r−1ℓ(P2) ≤ ℓ(P),
hence the conclusion is clear for 23r−1ℓ(K) ≥ ℓ(P).
We have 23r−1ℓ(K) ≤ ℓ(P), which implies dist(K, ∂P) ≤ 20 · 2rℓ(K). Then, if ℓ(K) ≤ ℓ(P2), it
follows that P2 ⊂ K and
20 · 2rℓ(K) ≥ dist(K, ∂P) ≥ ℓ(K)ǫℓ(P)1−ǫ
by goodness of P2. But this contradicts 2
3r−1ℓ(K) ≤ ℓ(P).
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Thus, P2 ( K. And if P2 >r K, that means 2
rℓ(P2) ≥ ℓ(K), whence, again by goodness,
2−rℓ(K)ǫℓ(P)1−ǫ ≤ 20 · 2rℓ(K).
That means ℓ(P) ≤ [20 · 2r(1+ǫ)]1/(1−ǫ)ℓ(K), which again is a contradiction. 
Notice that we incorporate the previous proposition into the important definition of size.
size(P)2 ≡ sup
K∈TP
σ(K)>0
Pgσ(F \ K, K)
2
σ(K)
∑
P2∈P2 : P2⋐rK
∥∥∥∥∆wP2 xℓ(K)
∥∥∥∥2
w
,
TP ≡
⋃
{KP˜1 : P˜1 ∈ P˜1}.
Note that we only ‘test’ the size of the collection by forming a supremum over the collection TP .
Our care about ⋐4r and ⋐r has been designed for this proposition.
Proposition 7.10. There holds size(P) . R.
Proof. Consider P ∈ TP for which πFP = F. Then, the cube P must fail the energy stopping
condition of §6.2. Therefore, we can estimate first for the Poisson operator with a hole in the
argument,
Pgσ(F \ P, P)
2
∑
P2∈P2
P2⋐rP
∥∥∥∥∆wP2 xℓ(P)
∥∥∥∥2
w
.
∫
F\P
1
ℓ(P)d+1 + dist(x, P)d+1
σ(dx)
2 ∑
K∈WP
∑
P2∈P2
P2⊂K
‖∆wP2x‖2w
.
∑
K∈WP
∫
F\P
ℓ(K)
ℓ(K)d+1 + dist(x, K)d+1
σ(dx)
2 ∑
P2∈P2
P2⊂K
∥∥∥∥∆wP2 xℓ(K)
∥∥∥∥2
w
. size(P)2σ(P).
If πFP ( F, then, by admissibility, there is no cube P2 ∈ P2 with P2 ⋐r K. This is because
otherwise we would have π˙FP2 , F. Then, the inequalities above are trivial.

Our task is then to show that
Lemma 7.11. For all admissible P,
(7.12) |BP(f, g)| . size(P)‖f‖σ‖g‖w.
The main step in the proof is phrased in terms of this variant of orthogonality. We say that an
enumeration of admissible collections {P j : j ∈ N} is orthogonal if and only if (a) the collections
of cubes P j2 are pairwise disjoint, and (b) the collections of cubes P˜1 are pairwise disjoint. One
should note the asymmetry in the definition, which comes from a corresponding asymmetry in the
roles of P1 and P2 in the definition of BP(f, g).
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Lemma 7.13. Let {P j : j ∈ N} be admissible and orthogonal. Then, there holds
|B⋃
j
Pj
(f, g)| ≤
√
2 sup
j
BPj · ‖f‖σ‖g‖w.
Proof. Notice that a give cube P1 can be in two different collections P˜ j1, which fact explains the√
2 above. Let Πjσf =
∑
P1∈P
j
1
∆σP1f, and define Π
j
wg =
∑
P2∈P
j
2
∆wPgg. Then, we have∑
j∈N
‖Πjσf‖2σ ≤ 2‖f‖2σ,
while the same inequality holds with constant one in L2(Rn;w). Then, there holds∣∣∣∣B⋃
j
Pj
(f, g)
∣∣∣∣ ≤∑
j∈N
|BPj(f, g)|
≤ BPj
∑
j∈N
‖Πjσf‖σ‖Πwj g‖w
≤ sup
j
BPj
∑
j∈N
‖Πjσf‖2σ ×
∑
j∈N
‖Πjσ‖Πwj g‖2w
1/2
≤
√
2 sup
j
BPj · ‖f‖σ‖g‖w.

With that preparation, our main lemma provides us with a decomposition of an arbitrary ad-
missible collection into ‘big’ and ‘small’ collections. The big collections have a control on their
operator norm, and we can recurse on the small collections.
Lemma 7.14 (Size Lemma). For any admissible P, there is a decomposition P = Pbig ∪ Psmall
such that
|BPbig(f, g)| . size(P)‖f‖σ‖g‖w,
and, Psmall is the union of admissible collections {P jsmall : j ∈ N}, with
(7.15) sup
j∈N
size(P jsmall) ≤ 14size(P).
Moreover, the collections {P jsmall : j ∈ N} are orthogonal.
Proof of (7.12). By recursive application of the Size Lemma, we can write P = ⋃∞t=1 Pt where Pt
is the union of orthogonal collections {P jt : j ∈ N}, which satisfy BPjt . 4
−tsize(P). Thus,
BP ≤
∞∑
t=1
BPt . size(P)
∞∑
t=1
2 · 4−t . size(P).

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7.3. Decomposition of P. Define the measure on Rn+1+ by
λ = λP ≡
∑
P2∈P2
‖∆wP2x‖2wδx˜P2
where x˜P = (xP, ℓ(P)). The main condition we have is this reformulation of the definition of size:
sup
Q∈TP
Pgσ(F \Q,Q)
2 λ(TentQ)
σ(Q)ℓ(Q)2
= S2 ≡ size(P)2,
TentQ ≡
⋃
K∈WQ
BoxK.
Here, we are using the notation BoxK ≡ K × [0, ℓ(K)), as it is used in the functional energy
inequality.
This collection is used to make the decomposition of P. Set L0 to be the minimal elements
Q ∈ TP such that
Pgσ(F \Q,Q)
2λ(TentQ)
ℓ(Q)2
≥ cS2σ(Q).
Here c = 1
32
. Such Q exist, by definition of size. Then, for n ≥ 1, inductively define Ln to be
the minimal elements L ∈ TP such that
(7.16) λ(TentL) ≥ (1+ c)
∑∗
L ′ : L ′(L
λ(TentL ′).
where the last sum is performed over the maximal elements L ′ ∈ ⋃n−1m=0 Lm, with L ′ ( L (this is
designated by the ∗ appearing on the sum). Then set L ≡ ⋃n≥0 Ln.
The collection Psmall is then defined this way. Set P0small to be the collection of pairs (P1, P2) ∈ P
such that P˜1 does not have a parent in L. And, for each L ∈ L, define
(7.17) PLsmall ≡ {(P1, P2) : π˜LP2 = πLP˜1 = L, P˜1 ( L}.
Here and below, π˜LP2 is the minimal element of L such that P2 ⊂ L and P2 ⋐r πL.
Lemma 7.18. The collections P0small and PLsmall, for L ∈ L are admissible, have size at most
1
4
size(P) ≤ 1
4
S. Moreover, the collections {PLsmall : L ∈ L} are orthogonal.
Proof. Admissibility is inherited from P and the construction of the collections. Orthogonality
is also clear from the construction in terms of L. Thus, it remains to check that the collections
have small size. For P0small, suppose there is a cube Q ∈ TP0
small
such that
1
16
S2 ≤ P
g
σ(F \Q,Q)
2
σ(Q)ℓ(Q)2
× λP0
small
(TentQ).
If Q does not contain any element of L, we would contradict the construction of that collection.
Hence, it does contain elements of L, and hence summing over the maximal such L ∈ L below,
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there holds
1
16
S2 ≤ cP
g
σ(F \Q,Q)
2
σ(Q)ℓ(Q)2
×
∑∗
L∈L : L⊂Q
λP(Tent) ≤ cS2.
Notice that the constant c enters in because of construction, see (7.16). We see a contradiction
since c = 1
32
. Thus, P0small has small size.
Turn to the collections PLsmall as defined in (7.17). Again, if the size is more than 14S, then
there is a cube Q ∈ TPL
small
such that
1
16
S2 ≤ P
g
σ(F \Q,Q)
2
σ(Q)ℓ(Q)2
λPL
small
(TentQ).
Moreover, Q cannot be contained in any L ′ ∈ L which is a descendant of L in the L-tree,
otherwise the term on the right above is zero. It follows that the cube Q must fail the inequality
(7.16). Hence, we can repeat the previous argument to deduce that the size of this collection is
also small. 
7.4. Controlling the Big Collection. We have completed the proof of (7.15). By definition,
the collection Pbig is the (non-admissible) complementary collection. We decompose it into the
union of two collections P jbig, for j = 1, 2, with the appropriate bound on the norm of the bilinear
form B
P
j
big
in each case. The essential point is that in each of the big collections, the intricate
relationship between P1 and P2 is moderated by a ‘separating’ collection of cubes, uniformly over
pairs in the big collection. This permits the estimation of the operator norm.
Set P1big ≡
⋃
L∈LP1,Lbig , where the latter collection is
P1,Lbig ≡ {(P1, P2) ∈ P : P˜1 = L, π˜LP2 = L}.
Observe that these collections are admissible and orthogonal. Moreover, the structure of these
collections is quite rigid, since P˜1 is a fixed interval.
Lemma 7.19. There holds, uniformly over L ∈ L, that BP1,L
big
. S.
Proof. Set Q ≡ P1,Lbig . We can estimate for each K ∈ WL,∣∣∣∣∣∣
∑
(P1,P2)∈Q
P2⋐rK
[∆σP1f]
σ
P˜1
〈Rσ(F \ P˜1), ∆wP2g〉w
∣∣∣∣∣∣
.
∣∣∣[∆σP1f]σP˜1 ∣∣∣Pgσ(F \ K, K) ∑
P2∈Q2
P2⋐rK
∥∥∥∥∆wP2 xℓ(K)
∥∥∥∥
w
‖∆wP2g‖w
. S
∣∣∣[∆σP1f]σP˜1 ∣∣∣σ(K)1/2
 ∑
P2∈Q2
P2⋐rK
‖∆wP2g‖2w
1/2 . S‖f‖σ‖g‖w.
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The monotonicity principle applies, as formulated in (7.6). which has both the gradient and
gradient-plus Poisson terms. Then one appeals to Cauchy–Schwarz, and importantly, the definition
of size(P) to gain the term Sσ(K)1/2 above. The final inequality above is trivial. 
The second collection is built of pairs that are ‘separated’ by L. Now, we set π˜1LP2 = π˜LP2,
and inductively define π˜t+1L P2 to be the minimal element of L that strictly contains π˜tLP2. Then,
P2big ≡
⋃
∞
t=2 P2,tbig, where
P2,tbig ≡
⋃
L∈L
P2,t,Lbig ≡
⋃
L∈L
{(P1, P2) ∈ P : πLP˜1 = π˜tLP2 = L}.
These collections are admissible, a property inherited from P. For fixed t ≥ 2, the collections
{P2,t,Lbig : L ∈ L} are orthogonal, as is very easy to see from the definition. We prove
Lemma 7.20. For all t ≥ 2 and L ∈ L, there holds
(7.21) BP2,t,L
big
. (1+ c)−t/6S.
In view of the orthogonality, and Lemma 7.13, this estimate is clearly summable in t ≥ 2 and
L ∈ L to the estimate we need. Namely, we will have
∞∑
t=2
∣∣∣∣∣∑
L∈L
BP2,t,L
big
(f, g)
∣∣∣∣∣ . ‖f‖σ‖g‖w
∞∑
t=2
sup
L∈L
BP2,t,L
big
. S‖f‖σ‖g‖w
∞∑
t=2
(1+ c)−t/6 . S‖f‖σ‖g‖w.
Proof of Lemma 7.20. There are two parts of the proof. First, identifying a quantity that controls
the norm of the bilinear form, and second that this quantity decreases geometrically in t. Define
CL to be the L-children of L, and define
(7.22) T2 ≡ sup
L ′∈CL
sup
K∈KL ′
Pgσ(F \ K, K)
2λQ(TentK)
σ(K)ℓ(K)2
,
The first part is to show that BQ . T, where to ease notation, set Q = P2,t,Lbig .
Let G be standard stopping data for f. Since we can assume that the Haar support of f is
contained in P2, we can write G = ⋃t≥0 Gt, where G0 = {F}, and in the inductive stage, for G ∈ Gt,
add to Gt the maximal cubes Q ⊂ G, Q a child of a P1 ∈ P1, such that [ |f| ]σQ ≥ 10[ |f| ]σG.
With this version of the stopping data, a variant of the quasi-orthogonality bound holds, which
we will use. In addition, the collapse of telescoping sums is given by this formula. For each
P2 ∈ P2, and G ∈ G, there holds
(7.23)
∣∣∣∣ ∑
P1 : (P1,P2)∈P
[∆σP1]
σ
P˜1
(F \ P˜1)
∣∣∣∣ . [ |f| ]σπGP2 · F.
This depends upon admissibility, namely the assumption of convexity in P1, holding P2 fixed.
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For a cube G set ΠwG ≡
∑
P2∈P2
P2⊂G
∆wP2 . Observe that we can estimate as follows for G ∈ G, and
L ′ ∈ CL such that πGL ′ = G,∣∣∣∣∣∣
∑
(P1,P2)∈Q
P2⋐rL
′
[∆σP1f]
σ
P˜1
〈Rσ(F \ P˜1), ∆wP2g〉w
∣∣∣∣∣∣
.
∑
K∈KL ′
∑
P2∈P2
P2⊂K
∣∣∣∣∣∣
∑
P1∈Q
P1)G
[∆σP1f]
σ
P˜1
〈Rσ(F \ P˜1), ∆wP2g〉w
∣∣∣∣∣∣
. [ |f| ]σG
∑
K∈KL ′
∑
P2∈P2
P2⊂K
Pgσ(F \ P˜1, P2)
∣∣∣∣∣
〈
x
ℓ(Q2)
, ∆wQ2g
〉
w
∣∣∣∣∣
. T[ |f| ]σG
∑
K∈KL ′
σ(K)1/2‖ΠwKg‖w . T[ |f| ]σGσ(L ′)1/2‖ΠwL ′g‖w.(7.24)
We are combining several observations: (a) for each P2 ∈ Q2, we have P2 ⋐r L ′ for some L ′ ∈ CL,
and πGP2 = πGL
′; (b) and then, P2 ⊂ K for some K ∈ KL ′ thus the first inequality above holds;
(c) we have convexity in P1, hence we can use (7.23), giving us the stopping value above; (d) we
can also apply the monotonicity principle (7.6); (e) and a trivial use of Cauchy–Schwarz in P2,
with the definition of T in (7.22) gives us the concluding inequality above.
Notice that an application of Cauchy–Schwarz, and quasi-orthogonality shows that∑
G∈G
∑
L ′∈C : πGL ′=G
(7.24) . T‖f‖σ‖g‖w.
We turn to the second half of the proof of (7.21), namely that T . (1 + c)−t/2S, where T is
as in (7.22). It suffices to assume that t ≥ 10 say. Take a cube K ∈ KL ′, for L ′ ∈ CL. It follows
from Proposition 7.25 below, that πuLK = L, for u ≤ 5. Notice that by construction of L, and
simple induction, that for integer s = r− 5,
λQ(K) ≤
∑
L ′′∈L : L ′′⊂K
π˙s
L
L ′′=L
λ(TentL ′′)
≤ (1+ c)−1
∑
L ′′∈L : L ′′⊂K
π˙s−1
L
L ′′=L
λ(TentL ′′)
...
≤ (1+ c)−s+1
∑
L ′′∈L : L ′′⊂K
π˙1
L
L ′′=L
λ(TentL ′′) . (1+ c)
−t/2λ(TentK).
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Note that we have used (7.16) a total of s − 1 times to get the conclusion above. Therefore, by
Proposition 7.25,
(1+ c)s
Pgσ(F \ K, K)
2
ℓ(K)2
λQ(K) .
Pgσ(F \ K, K)
2
ℓ(K)2
λ(TentK) . S
2σ(K) .
This concludes our proof. 
The Lemma above depends upon properties of the collection TP .
Proposition 7.25. Let Q ∈ P˜1, with πLQ = L, and that K ∈ KQ is a cube on which we are
testing the size of P2,t,Lbig . Then Q ⊂ π4LK.
Proof. Now, ℓ(π3LK) ≥ 23rℓ(K), by our construction, so the conclusion is obvious if ℓ(K) ≥
2−3rℓ(Q).
Continuing under the hypothesis that 24rℓ(K) ≤ ℓ(Q), it follows that we must have dist(K, ∂Q) ≤
20 · 2rℓ(K). By way of contradiction, suppose that
(7.26) K ( L1 ( L2 ( L3 ( Q, L1, L2, L3 ∈ L.
Suppose that Ls ∈ P˜1, for either s = 1, 2. Since all cubes are from a grid with scales separated
by r, we then have Ls ⋐4r Q, and then goodness of the parent of Ls implies
|Ls|ǫ|Q|1−ǫ ≤ dist(Ls, ∂Q) ≤ dist(K, ∂Q) ≤ 20 · 2r|Ls|
which is a contradiction.
Thus, we must have Ls < P˜1, for 1 ≤ s ≤ 2. Let Qs ∈ P˜1 be such that Ls ∈ KQs . If Q1 ( Q,
then Q1 ⋐4r Q, and we again see a con tradition to K ∈ KQ, namely
|Q1|ǫ|Q|1−ǫ ≤ dist(Q1, ∂Q) ≤ dist(K, ∂Q) ≤ 10 · 2r+1|Q1|.
Assume that Q1 >4r Q. Equality Q1 = Q2 cannot hold, since K ( L1. We must have
Q ⋐4r Q1 ⋐4r Q2, and that means
|Q|ǫ|Q2|1−ǫ ≤ dist(Q, ∂Q2) ≤ dist(Lr+1, ∂Q2) ≤ 10 2r ℓ(Q).
And this final contradiction proves that (7.26) cannot hold, and this prove the proposition. 
8. Proof of Lemma 6.4
The proof of Lemma 6.4 depends upon a well-known case analysis, however the very weak
form of the A2 condition
1 complicates our analysis, and indeed, every case below requires a new
analysis.
The expression to be dominated is a sum over pairs of cubes 2−4rℓ(Q) ≤ ℓ(P) ≤ 24rℓ(Q).
Throughout, we assume that ℓ(Q) ≤ ℓ(P), with the other case being handled by duality. The
cases are
Far Apart: ℓ(P) ≤ 24rℓ(Q) and the cubes 3P and 3Q do not intersect.
1Our A2 condition is weak, but also in the case of d > 1, the necessary A2 condition comes with a power
decay of 2d, which is too weak to directly apply in some of the cases below.
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Surgery: ℓ(P) ≤ 24rℓ(Q) and 3P ∩ 3Q , ∅. This is a delicate surgery argument, one in
which we use the a priori bound, and take advantage of the presence of random grids.
Nearby: ℓ(P) ≤ 24rℓ(Q) and Q ⊂ 3P \ P.
Inside: ℓ(P) ≤ 24rℓ(Q) and Q ⊂ P. In this case we bound the sum of terms
〈R(∆σPf · (P \ PQ)), ∆wQg〉w.
Lemma 8.1 (Far Apart). The following estimate is true:∣∣∣∣∣∣
∑
P
∑
Q : ℓ(Q)≤ℓ(P)
3Q∩3P=∅
〈Rσ∆σPf, ∆wQg〉w
∣∣∣∣∣∣ . R‖f‖σ‖g‖w.
The dual estimate also holds.
Proof. Hold the relative side lengths of P and Q fixed, thus for an integer s ≥ 0, 2sℓ(Q) = ℓ(P).
For an integer t ≥ 0, and dyadic cube R, consider the two projections
ΠσR,s,tf ≡
∑
P : P⊂3t+2R\3t+1R
ℓ(R)=ℓ(P)
∆σPf,
ΠwR,s,tg ≡
∑
Q :Q⊂3tR
2sℓ(Q)=ℓ(R)
∆wQg.
Observe that it suffices to bound
(8.2)
∞∑
s,t=0
∑
R∈D
∣∣∣〈RσΠσR,s,tf, ΠwR,s,tg〉w∣∣∣.
Moreover, we have
(8.3)
∑
R∈D
‖ΠσR,s,tf‖2σ . ‖f‖2σ
and likewise for the projections ΠwR,s,tf.
Then, estimate as follows.∑
Q :Q⊂3tR
ℓ(Q)=ℓ(R)
∣∣∣∣〈RσΠσR,s,tf, ∆wQg〉
w
∣∣∣∣ . 2−sℓ(R)[3tℓ(R)]d+1
∑
Q : Q⊂Q(s)
ℓ(Q)=ℓ(R)
‖ΠσR,s,tf‖L1(Rn ;σ)‖∆wQg‖L1(Rn;w)
. 2−s3−t
√
σ(3t+2R \ 3t+1R)w(3tR)
(3tℓ(R))d
‖ΠσR,s,tf‖σ‖ΠwR,s,tg‖w
. 2−s3−tA
1/2
2 ‖ΠσR,s,tf‖σ‖ΠwR,s,tg‖w.(8.4)
The first inequality is just the standard off-diagonal kernel bound, which can be used since ∆wQg
has w integral zero, giving us the constant in front, which is the side length of Q times the
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L∞ norm of the gradient of the Riesz transform on the complement of 3t+1R. After that, apply
Cauchy–Schwarz, and the A2 condition.
By (8.3), the sum over R of the terms in (8.4) is bounded. We have gained a geometric factor
in s and t, so we have the required bound for (8.2). 
The delicate surgery estimate is contained in the following lemma. It is phrased differently as
the a priori norm estimate is needed to complete the proof.
Lemma 8.5 (Surgery). We assume that the norm N of Rσ as defined in (1.1) is finite. For all
0 < ϑ < 1, and choices of 0 < ǫ < (4d + 4)−1, there is a choice of r sufficiently large so that,
uniformly in 0 < a0 < b0 <∞,
E
∣∣∣∣∣∣
∑
P
∑
Q : 2−4rℓ(Q)≤ℓ(P)≤24rℓ(Q)
3P∩3Q,∅
〈R(σ∆σPf), ∆wQg〉w
∣∣∣∣∣∣ . {Cǫ,r,ϑR+ ϑN˜0}‖f‖σ‖g‖w.
Proof. It is important that the expectation over the random choice of grids appears above. We
fix the relative lengths of P and Q, setting 2sℓ(Q) = ℓ(P), where 0 ≤ s ≤ r is fixed. The case
of −r ≤ s < 0 is handled by duality. There are only a bounded number of cubes Q with length
as above, such that 3P ∩ 3Q , ∅, and so we can assume that Q is a function of P, but this is
suppressed in the notation. Further, enumerating the children Pi, Qj, 1 ≤ i, j ≤ n of P, and Q
respectively, we fix i, j, and only consider
E|∆σPf · 〈RσPi, Qj〉w · ∆wQg|.
Here and below, we are suppressing the truncation parameters.
Now, we have by the testing hypothesis, uniformly over the probability space
|〈RσPi, Qj ∩ Pi〉w| . R
√
σ(Pi)w(Qj).
In this case, Cauchy–Schwarz completes the proof, so we need only consider
E|∆σPf · 〈RσPi, (Qj \ Pi)〉w∆wQg|.
The set Qj \ Pi is decomposed into the sets Q∂ ∪Qsep, where
Q∂ ≡ {x ∈ Qj \ Pi : dist(x, Pi) < ϑℓ(Q)}, 0 < ϑ < 1.
This latter set depends upon Pi, which is a function of the dyadic grid Dσ, holding Dw fixed.
Observe that we can estimate, using the a priori norm inequality (1.1),
EDσ
∑
P
∣∣∣∆σPf · 〈RσPi, Q∂〉w∆wQg∣∣∣ . NEDσ∑
P
∣∣∣∣∆σPf√σ(Pi)w(Q∂)∆wQg∣∣∣∣
. N‖f‖σ
EDσ∑
P
|∆wQg|2w(Q∂)
1/2
. Nϑ1/2‖f‖σ‖g‖w.
We gain the factor of ϑ1/2 since EDσw(Q∂) . ϑw(Qj).
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It therefore remains to bound the term below, with cube Pi and set Qsep. But these sets are
separated by distance ϑℓ(P), so that using just the kernel bound, we have
|〈RσPi, Qsep〉w| ≤ Cϑ,rσ(Pi)w(Qj)
ℓ(P)d
. CϑA
1/2
2
√
σ(Pi)w(Qj),
and this is clearly enough to complete the proof.

Lemma 8.6 (Inside Term). There holds∑
P
∑
Q :Q⋐4rPQ
|〈Rσ(∆σPf · (P \ PQ)), ∆wQg〉w| . R‖f‖σ‖g‖w.
Lemma 8.7 (Nearby Term). There holds∑
P
∑
Q : 24rℓ(Q)≤ℓ(P)
Q⊂3P\P
|〈Rσ∆σPf, ∆wQg〉w| . R‖f‖σ‖g‖w.
Both are argued by a similar method, and we present the proof of the nearby term. The key
points are the goodness of cubes and the A2 condition. These two proofs are the only place in
which the full strength of the A2 condition is used. Moreover, the A2 bound has to be arranged
correctly to overcome certain dimensional obstructions not present in the Hilbert transform case.
Proof. We hold the relative lengths of Q and P to be fixed by an integer s ≥ 4r. By a crude
application of the monotonicity principle, there holds for each child P ′ of P,
|〈Rσ(∆σPf · P ′), ∆wQg〉w| . [ |∆σPf| ]σP ′Pgσ(P ′, Q)w(Q)1/2‖∆wQg‖w.
Clearly, we will use Cauchy-Schwarz in Q. To organize the sum of the Poisson related terms, we
first estimate
Pgσ(P
′, Q)2w(Q) . σ(P ′)
∫
P ′
ℓ(Q)2
ℓ(Q)2d+2 + |x− xQ|2d+2 σ(dx) ·w(Q).
Now, Q is good, and 2sℓ(Q) = ℓ(P), hence for each x ∈ P ′, |x − xQ| & 2−ǫsℓ(P). Let RsP
be a collection of cubes R ⊂ 3P \ P such that (1) each has side length ℓ(R) ≃ 2−ǫsℓ(P), (2)
dist(R, P) & 2−ǫsℓ(P), (3) each good Q with 2sℓ(Q) is contained in some R ∈ RsP, and (4) the
cardinality of RsP is at most Cn2nǫs.
Then, for each R ∈ RsP, we can use the A2 bound.∑
Q : 2sℓ(Q)=ℓ(P)
Q⊂R
∫
P ′
ℓ(Q)2
ℓ(Q)2d+2 + |x− xQ|2d+2 σ(dx) ·w(Q)
. 2−2(1−ǫ)s
∫
P ′
1
ℓ(R)2d + |x − xR|2d σ(dx) ·w(R) . 2
−2(1−ǫ)sA2.
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Combining these observations, we have
∑
R∈Rs
P
∑
Q : 2sℓ(Q)=ℓ(P)
Q⊂R
|〈Rσ(∆σPf · P ′), ∆wQg〉w|
. 2−2(1−ǫ)sA
1/2
2 [ |∆σPf| ]σP ′σ(P ′)1/2
∑
R∈Rs
P
 ∑
Q : 2sℓ(Q)=ℓ(P)
Q⊂R
‖∆wQg‖2w
1/2
. 2−2(1−ǫ−nǫ/2)sA
1/2
2 [ |∆σPf| ]σP ′σ(P ′)1/2
 ∑
Q : 2sℓ(Q)=ℓ(P)
Q⊂3P\P
‖∆wQg‖2w
1/2.
Notice that we have gained a factor comparable to the square root of the cardinality of RsP. We
take 0 < ǫ < 1 so small that the exponent on s above is positive. A further sum over P, children
P ′, and s ≥ 4r are very easy to complete. This finishes the proof.

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