Non-specificities and interferences may become complex when they involve the analyte as well as other interfering substances. These non-specificities and interferences are known as analyte-dependent and multi-interferent interferences. Multiple regression analysis has proven valuable in analysing this type of interference, but the theoretical foundation for using multiple regression analysis to study the basic mechanisms of interference has not been explicitly demonstrated.
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Graph Theory Approach
One purpose of studying interferences is to determine the magnitude of the interference in terms of the interferent concentration. It is possible to estimate the significance of the interference in a given sample and at a known concentration of interferent. Another purpose is to determine the mechanism of the interference. Knowledge of the mechanism of the interference allows one to decrease the effect of the interferent by modifying the method. Thus, elucidation of the mechanism, although difficult, is critical for optimizing new methods (4) . Multiple regression studies can help to elucidate the mechanism by determining the general class of interference.
In general, interference mechanisms are analyte-dependent, analyte-independent, or multi-interferent. Graph theory is a tool for solving combinatorial problems and can thus elicit the various possibilities for the combination of the different chemical species of interest (5) . Graph theory represents the chemical species as nodes (circles with letters in them) and the possible relationships as edges or connections (the connecting lines) ( fig. 1 ). Figure 1 illustrates the simplest case, with Xi as the analyte, x 2 as the interfereht, and S as the sensor or detector; one can construct the possible combinations for analyte-dependent and analyte-independent interference. We assume that the reagent, R, has a high enough concentration to react with the analyte, the interferent, or the analyte-interferent combination without significant change in concentration. The reagent can be as simple as water in a colorimetric procedure, such as a bilirubinometer, or the flame of flame photometry and atomic absorption. Of course, the reagent can be much more complicated and the analytical reaction can invoke many steps, such as those involved in enzyme-linked reactions. In reactions with many steps, the analyte, x l9 may represent one of the intermediates or products of this chain of reactions. The interferent, x 2 , may Xi + R X2 + R -Pi -P 2 -Qi -P 3 Fig. 1 . Graphic model of the interactions between analyte (xj) and one interferent (x 2 ). Both the x } and x 2 can interact independently with the sensor, and their interaction complex (x, x 2 ) interacts with the sensor too. The reactions are shown in the lower half without regard to stoichiometry, with R representing the reagents, P representing an interaction with the sensor, and Q representing the product between the analyte and the interferent.
react with any of the products in the chain yielding the analyte-dependent species, XiX 2 . Thus, in this model the interferent is not restricted to reacting only with the analyte.
A reagent giving rise to the product, P, interacts with the sensor, with either positive or negative effects. Figure 1 shows this interaction as a dashed line with the arrow pointing to the sensor. All the possible interactions with one interferent are shown. As always, the analyte reacts with the reagent and then interacts with the sensor to produce a response. The response is then translated into a number meaningful to the observer. The interferent can also react with the reagent and then interact with the sensor. 3 , can interact independently with the sensor, as does the analyte, x t . In addition, the complex of interferents one and two, (x 2 X3), can interact with the sensor. The reactions are shown in the lower half without regard to stoichiometry, with R representing the reagents, P representing an interaction with the sensor, and Q representing the product between the interferentone and the interferent-two.
The basic reactions, without constraints on the reactivity of the analyte, x ls for the presence of two interferents, are more complex than presented above.
Here the analyte may react with both interferents, x 2 and x 3 , to give the respective products, Xi x 2 (QO and Xi Xs (Qs)· In addition, the two interferents may react with each other to form the product x 2 x 3 (Q 2 ) as shown in figure 3 . In addition, the analyte may react with both interferents to form the product Xi x 2 x 3 (Q 4 ). This reaction appears to be trimolecular, which is highly unlikely; however, one must recall that the sensor detects changes over the entire time-course of the reaction and that the kinetics of the reaction may be very quick. The product XiX 2 x 3 may result from an initial reaction of Xt with x 2 to form Xi x 2 , followed by the reaction of X! x 2 with x 3 to form X! x 2 x 3 . Similarly, the product may occur if Xi initially reacts with x 3 to form Xi x 3 , followed by the reaction with x 2 to form Xi x 2 x 3 , or if x 2 initially reacts with x 3 to form
Fig. 3. Graphic model of interactions between and among analyte (x t ), interferent-one (x 2 ), and interferent-two (x 3 ).
The graphic diagram forms a pyramid of possible interactions. Analyte (x t ) and interferents (x 2 and x 3 ) can interact directly with the sensor. They form the base of the pyramid. Analyte and interferents can pair with one another to form complexes (xi x 2 , x 2 x 3 , and Xi x 3 ), which in turn have the potential to interact with the sensor. The analyte and interferents can form a three-way complex (x t x 2 x 3 ) that has the potential to interarct with the sensor. The reactions are shown in the lower half without regard to stoichiometry, with R representing the reagents, P representing an interaction with the sensor, and Q representing the products between the analyte and the interferents.
x 2 x 3 followed by the reaction with X! to form Xi x 2 x 3 .
One would expect such a reaction to occur if one of the chemical species is an enzyme or macromolecule, such as a protein, lipid, or nucleic acid. Any and all of the four newly formed products may react with the reagents and interact with the sensor. Failure to interact with the sensor results in a negative interference.
The cases examined so far have included only those where each of the three chemical species, x i5 x 2 , and x 3 , reacts only with components different from itself. The situation where species react with themselves can be called autoreactivity and pictured as Xi with Xi to from X! Xj (Ai), x 2 with x 2 to form x 2 x 2 (A 2 ), and x 3 with x 3 to form x 3 x 3 (A 3 ) ( fig. 4 ). These products could go on to react with yet another species to form a trimolecular product, x 2 x 2 with x t to form XiX 2 x 2 (Ci, 2 , where the subscripts indicate that one Xi component and two x 2 components are present in the complex) ( fig. 4 ). Autoreactive reactions are rare in the analytical methods employed in clinical chemistry.
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A + X,- . Analyte may react with itself to form an autoreactive complex (xiX2). Interferent may react with itself to form an autoreactive complex (x 2 X2). The autoreactive complex of the interferent (x 2 x 2 ) may interact with the analyte to form an analyte-interferentinterferent complex (x!X 2 x 2 ). All of these complexes have the potential to interact with the sensor. The reactions are shown in the lower half without regard to stoichiometry, with R representing the reagents, P representing an interaction with the sensor, A representing autoreactive complexes of either the analyte or the interferent, and C representing the complex formed from the interferent autoreactive complex and the analyte. The C complex can take more than one pathway. Even though autoreactive complexes are possibly, they have rarely been of significance in the interferences studies thus far.
In general, these analyte and interferents may be thought of as elements of the system. Each element may react with itself (an autoreactive or autocatalytic reaction), or with the other elements. The order of interaction represents the number of elements interacting. The possible different combinations, which represent the global mechanism of mechanisms, at each order of interaction, is given by the permutation of these given elements (5). The permutations, and thus the possible interactions, can be determined using graph theory. 
Two Examples
These ideas become clearer when applied to examples. The first example originates from the NCCLS guidelines for interference (3) . The two fractions of bilirabin, conjugated bilirubin and unconjugated bilirubiii, both interfere with the method for γ-glutamyltransferase. The interaction between conjugated and unconjugated bilirubin also appears to interfere, as shown by the data in table 2. The interaction of conjugated and unconjugated bilirubin may be in the form of a single molecular complex, or each of them may affect the reactions leading to the sensor at different steps along the pathway ( fig. 2 ).
For the second example, we examine the effect of L-DOPA and haemoglobin (Hb) on total bilirubin (bil- Analysing the interaction as outlined in the previous section and in figure 3 presents us with the possible interactions for the bilirubin and the two interferents. But the problem becomes exceedingly complicated without an a priori knowledge of the mechanisms of interference. We therefore need an experimental approach that will guide us to the probable mechanisms; response surface modelling using multiple regression analysis offers such an approach.
Response Surface Model and the Taylor Expansion
Another approach to model building besides the combinational one is to assume that one knows nothing about the underlying mechanism of the interactions, but that there exists a functional relationship between the different variables in the system, i. e. the analyte and interferent concentrations and the ultimate output of the instrument (6) . Such a functional relationship can be expressed as η = g (ξι,ξ 2 , •••,ξΟ? where ξ is the vector of variables (6) . Because one cannot know this function exactly, one must approximate it by an empirical polynomial including all combinations, as shown below for a two-variable system: (6). After analysing the results by multiple regression (using the method of least squares), one can relate results (output) to the variable concentrations (inputs) (6) . When a set of variables is written as Xi x 2 , that expression represents an interaction term. If the analysis warrants that Xj x 2 be kept in the full expression, this means that the combined interaction of Xi and x 2 has an effect on the output and that this effect is independent of the effects of either Xj or x 2 alone. When a set of variables is written as Xi X! or xf, that expression represents an autoreactive or autocatalytic term. If the analysis warrants that x? be kept in the full expression, it means that the combined interaction of x, with itself has an effect on the output and that this effect is independent of the effects of Xi by itself. In other words, Xi + Xi -> x?, and xf has an effect on the system separate and different from X! by itself.
In calibrating an instrument, one sets up a transformation that translates the electrical signals of the sensor to a concentration value of the analyte (7). This transformation, in it simplest form, can be expressed as the partial derivative with respect to the or*
analyte, --(8). Pszonicki extended these concepts to
OXi deal with the problems of linear and change-in-slope calibration curves (9, 10) . Such an approach includes the interferents and non-specificities in the calibration step.
Once can extend the concept to include the effects of interferents on the mathematical transformation. The Taylor expansion of this true function with respect to the pertinent variables gives rise to the polynomial that best approximates the response-surface relationship. The response of the system can be thought of as being represented in the function f = f(x), where χ is the vector (xi,x 2 , ...,x m ) T , the T indicating the transpose of the vector x.
If one assumes that the response between the instrument and analyte and interferent concentrations is continuous, and that the transformation that describes this relationship is differentiable to degree n, then the Taylor expansion is given by Furthermore the relationships that were previously established between the combinational diagrams ( fig.  1-4 ) and the response surface approach continue to apply; thus the partial derivatives relate to the appropriate β coefficient of each element and to the response of the system as mediated through the sensor. One must vary the concentration of the analyte, x ls and the potential interferents, x 2 and x 3 , so that they are linearly independent, and determine the value of the analyte with the appropriate instrument. After one has obtained the results, one should place the known values for each variable (analyte, interferent one, etc.) as well as the results of the determinations into its own column. Each cross-product term is considered a separate variable and has its own column; thus, one calculates the values for the cross-product term x t x 2 column by multiplying the Xi by the x 2 values from the same row. We illustrate the set-up for the values for the NCCLS study in table 2: conjugated bilirubin (Be), unconjugated bilirubin (Bu), Bu · Be, and γ-glutamyltransferase each have their own column. We calculated the values in the Bu · Be column by multiplying the respective values of conjugated bilirubin and unconjugated bilirubin in each row. We determined bilirubin in 64 samples in the bilirubin-DOPA-haemoglobin study (results for five samples are shown in the lower half of tab. 2), calculating the cross terms, Bilirubin-DOPA, Bilirubin-Hb, DOPAHb, and Bilirubin-DOPA-Hb, from the respective variables, Bili, DOPA, and Hb, for each row. A set value of 100 was added to the results from the NCCLS document. Be = conjugated bilirubin, Bu = unconjugated bilirubin. The multiple regression analysis provides us with several useful pieces of information. As shown in table 3, the correlation coefficient indicates the quality of the regression; if the correlation coefficient is low, there may have been a data-entry error or omission of an important variable. The F-test also indicates the quality of the regression. For the γ-glutamyltransferase-Bc-Bu interference study, the results are simple, and the coefficient and t-value are presented for each variable in table 3; from the t-value and the number of degrees of freedom one can determine the probability that the coefficient is not significantly different from zero. We recommend using a 5% level of significance (p = 0.05) for this test. Thus, any value of t less than 2.571 would not be significant. The value for the partial F test provides a criterion for discarding or retaining a variable in the model. Its degrees of freedom are one plus the degrees of freedom for the residuals. At the 5% significance level, a value for partial F greater than 6.61 would be considered significant. Thus, all three variables are significantly different from zero and contribute to the regression. The function that describes the interference is
Abbreviated set-up for bilirubin-DOPA-haemoglobin interference
where the brackets indicate the concentrations of these species. With regard to the mechanism, both conjugated bilirubin (Be) and unconjugated bilirubin (Bu) decrease the reaction due to γ-glutamyltransferase, and when both are present a further reduction is encountered. This interference with γ-glutamyltransferase is an example of how two independent interferents can interact together and affect the analytical reaction.
The interaction of DOPA and haemoglobin in the determination of bilirubin using the Ektachem is more complex. We show the results of regression analysis for a seven variable model, including all second-order cross terms and the third-order three-way cross term (tab. 4), the correlation coefficient is good and the value for the intercept is small. We decide which variables to retain by examining the t-values and their respective probabilities. The probabilities are less than 0.05 for bilirubin, DOPA, the bilirubin-DOPA interaction, and the bilirubin-haemoglobin interaction; thus we retain these variables in the model. The probabilities are greater than 0.05 for haemoglobin, the DOPA-haemoglobin and bilirubin-DOPA-haemoglobin interactions; thus we discard these variables fromthe model. The critical value for F in the partial F test is 4.01, and retention or exclusion of variables based on this test agrees with results of the t-test.
Once one has decided which variables to retain or discard, one must again perform the regression excluding the rejected variables. The interference includes so many different combinations of variables that they all could not be tested at once. Instead, we excluded those with the lowest partial F values and added other combinations of variables that initially appeared less likely to contribute to the regression. After examining several permutations of the variable combinations, we arrived at one set of elements that appeared to include a minimum of variables and yet minimized the mean square of the residuals (tab. 5). This set of variables and combinations includes bilirubin, DOPA, the square of DOPA, and the bilirubin-DOPA, bilirubin-haemoglobin, and bilirubin-DOPAhaemoglobin interactions. We consider all of these coefficients to be significant, on the basis of the values for the t-test and the partial F test (4.01 again being the critical value for F). Another test is whether the difference between this set of variables and combinations (tab. 5) is significantly smaller than the first set (tab. 4). We compared the mean square of the residuals for each set, giving an F ratio of 44.637 : 26.829, which is 1.66. Given the number of degrees of freedom for each regression, the critical value for One has trouble visualizing such a complicated function. Contour plots are easy to draw and interpret. In figure 5 we have plotted this function vs either DOPA or haemoglobin for several different concentrations of bilirubin (the first and third plots). The first plot shows how the degree of curvature of the line depends on the concentrations of bilirubin and DOPA. The slope of these curves is not the same from one concentration of bilirubin to the next. For the haemoglobin interference, the lines do not curve as much as they did for DOPA, but still the slope continues to change. Contour plots (the second and third plots of fig. 5 ) provide an additional perspective. The curves shown in the Contour plots represent the bilirubin concentration necessary to maintain a constant result from the instrument as a function of the interferent Tab. 5. Results of multiple regression analysis of bilirubin-DOPA-haemoglobin interference data based on exclusion of nonsignificant terms and inclusion of squared terms. concentration. When the overall effect of an interferent is negative, the bilirubin concentration necessary to maintain the same result increases as the interferent concentration does. Thus, the Contour plots curve markedly upwards for both the DOPA and haemoglobin interferences, except at low bilirubin concentrations. The Contour plots represent the way the interference problem may present clinically: one may know the approximate interferent concentration and thus could estimate the true bilirubin concentration using the Contour plot.
The multiple regression analysis presented in table 6 provides information on the mechanisms of interference, as schematically represented in figures 1 to 4. DOPA by itself may react with the reagents and mimic the bilirubin reaction. DOPA may interact with bilirubin itself or with one of the reaction products of bilirubin with the reagents, thereby decreasing the net absorbance. The statistically significant squared DOPA term implies that DOPA may react with itself, thereby becoming unavailable for the reaction that mimics bilirubin. Because the haemoglobin term by itself was not statistically significant, haemoglobin does not cause a significant absorbance nor does it interact directly with the reagents; however, it does interact with bilirubin. The negative coefficient implies that one possible mechanism is the binding of bilirubin to haemoglobin, thereby decreasing its free concentration. The bilirubin-DOPA-haemoglobin interaction is only marginally statistically significant, and it might be explained by haemoglobin affecting the bilirubin-DOPA interaction and negating a fraction of its negativity.
