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Introduction
During last many years, much attention has been given to establish several iterative methods for solving nonlinear equations, see [1, 3-6, 8-10, 13-16] and the references therein. These methods can be classified as one-step, two-step and three-step methods. Two-step methods have been suggested by combining the well-known Newton method with other one-step implicit methods. In [5] Chun has proposed and studied several one-step and two-step iterative methods with higher-order convergence by using the decomposition technique of Adomian [2] . To overcome this draw back, Noor and Noor [14] suggested and analyzed a family of multi-step methods for solving nonlinear equations using a different type of decomposition technique mainly due to DaftardarGejji and Jafari [7] , which does not involve the high-order differentials of the function.
Our problem, to recall, is solving equations in one variable. We are given a function f , and would like to find at least one solution to the equation f (x) = 0. Note that, a prior, we do not put any restrictions on the function f ; we do need to be able to evaluate the function: otherwise, we cannot even check that a given solution x = α is true, that is, f (α) = 0. In reality, the mere ability to be able to evaluate the function does not suffice. We need to assume some kind of "good behavior". The more we assume, the more potential we have, on the one hand, to develop fast algorithms for finding the root. At the same time, the more we assume, the fewer functions are going to satisfy our assumptions! This is a fundamental paradigm in Numerical Analysis.
During the last many years, the numerical techniques for solving nonlinear equations has been successfully applied (see for example [2] [3] [4] and the references there in).
We know that one of the fundamental algorithm for solving nonlinear equations is so-called fixed point iteration method (FPM) [11] .
In order to use fixed point iteration method, we need the following information:
1. We need to know that there is a solution to the equation. 2. We need to know approximately where the solution is (i.e., an approximation to the solution).
It is well known that the fixed point iteration method has the first order convergence.
We establish new higher-order iterative methods for the solution of scalar equations by using the decomposition technique mainly due to Noor and Noor [14] . The methods are performing very well in comparison to the fixed point method.
Preliminaries
We need the following results:
In the fixed point iteration method for solving the nonlinear equation f (x) = 0, the equation is usually rewritten as
Considering the following iteration scheme:
and starting with a suitable initial approximation x 0 , we build up a sequence of approximations, say {x n }, for the solution of the nonlinear equation, say α. The scheme will converge to the root α, provided that [11] ). The order of convergence for the sequence of approximations derived from an iteration method is defined in the literature, as Definition 2.1. [17] Let {x n } converge to α. If there exist an integer constant p, and real positive constant C such that
then p is called the order and C the constant of convergence.
To determine the order of convergence of the sequence {x n }, let us consider the Taylor expansion of g(x n )
Using (2.1) and (2.2) in (2.3) we have
and we can state the following result [11] :
.., p− 1 and g (p) (x) = 0, then the sequence {x n } is of order p.
New iterative methods
In this section we establish some new iterative methods for the solution of scalar equations by using the decomposition technique mainly due to Noor and Noor [14] . Consider the nonlinear equation
We assume that α is a simple root of (3.1) and γ is an initial guess sufficiently close to α.
By using Taylor's series, we get
which implies that (3.4) and
We are seeking the solution of (3.1) having the series form
The nonlinear operator N (x) can be decomposed as
which is mainly due to Noor and Noor [14] . Combining (3.3), (3.6) and (3.7), we have
Thus we have the following iterative scheme:
. .
and
From (3.4), (3.5) and (3.9), we have
It follows from (3.11) and (3.12) that
) .
This allows us to suggest the following one-step iterative method for solving the nonlinear equation (3.1) . Algorithm 3.1. For a given x 0 compute the approximate solution x n+1 by the iterative scheme
which is mainly due to Kang et al. [12] . Again by using (3.10), (3.12) and (3.13), we conclude that
(3.14)
Using this relation, we can suggest the following two-step iterative method for solving the nonlinear equation (3.1) . Algorithm 3.2. For a given x 0 compute the approximate solution x n+1 by the iterative scheme Predictor-step:
Corrector-step:
Algorithm 3.2 can be rewritten as:
Algorithm 3.3. For a given x 0 compute the approximate solution x n+1 by the iterative scheme
, n = 0, 1, 2, 3, . . . .
Using (3.5) we obtain
From (3.11), (3.12), (3.13) and (3.15), we get
) . Algorithm 3.4. For a given x 0 compute the approximate solution x n+1 by the iterative scheme Predictor-step:
Convergence analysis
We discuss the convergence analysis of Algorithms 3.2 and 3.4. Proof. We have the functional equation
For the exact root α, we obtain F (α) = α, F (α) = 0 = F (α), and Proof. The Algorithm 3.4 can be rewritten as
where
3 , and g (x) = 6 (x+1) 4 . If we take x 0 = 0.4, then the comparison of the methods is shown in the following the following table: . We have g(x) = 1 2 +sin x, g (x) = cos x, and g (x) = − sin x. If we take x 0 = 1.4, then the comparison of the methods is shown in the following table: 
, and g (x) = 
Conclusions
Higher-order iterative methods for the solution of nonlinear equations by using the decomposition technique mainly due to Noor and Noor [14] are obtained.
