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Preface
The present Volume I represents a manual for parts of the polyfold theory,
which has been prompted by the analytical problems of the symplectic field
theory (SFT), a general theory of symplectic invariants outlined in [5]. The
SFT constructs invariants of symplectic cobordisms by analyzing the struc-
ture of solutions of elliptic partial differential equations of Cauchy-Riemann
type, from Riemann surfaces into compact symplectic manifolds. The partial
differential equations are defined on varying domains and map into varying
targets. The occurring singular limits, like bubbling off phenomena, give rise
to serious compactness and transversality problems. Although such nonlin-
ear problems could be approached by ad-hoc methods, the polyfold theory
is a systematic and efficient approach providing a language and a large body
of results for dealing with nonlinear elliptic equations involving compactness
and transversality issues. It requires, however, a generalization of the dif-
ferential geometry and of the nonlinear Fredholm theory to a class of spaces
which are more general than manifolds. These spaces have (locally) varying
dimensions and are described locally by retracts on decreasing sequence of
Banach spaces, replacing the open sets of Banach spaces in the familiar local
description of manifolds.
As a guide to the literature these notes provide precise definitions and
formulate the important results. They also provide many proofs, but refer
otherwise to the papers [2], [16], [20]-[27]. The main topic in the current
Volume I is the development of all aspects of the Fredholm theory in a
class of spaces called M-polyfolds. These spaces can be viewed as a gen-
eralization of the notion of a manifold (finite or infinite dimensional). In
Volume II the ideas will be generalized to the more general class of spaces
called polyfolds, which is needed in the more advanced applications. Vol-
ume I and II describe a wide array of nonlinear functionalanalytic tools to
study perturbation and transversality questions for a large class of so-called
Fredholm sections. In a planned Volume III* we intend to describe a wide
array of nonlinear analysis tools to construct polyfolds in applications. In
particular the set-up will emphasize recyclability of the analysis and we shall
put forward a novel theory (‘Black Boxes’) which allows to recycle different
pieces of analysis and guarantees that these work together, provided they
*Volume III will with all likelihood absorb our unpublished manuscript [19]
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have some easy to check properties. Other approaches do not address the
issue of recyclability. The latter is a serious issue since, as is well-known,
currently the proofs in symplectic geometry are very long and usually not
very transparent, so that mistakes very often go undetected.
The series of videos [15], [1],[43], illustrate the motivation behind the
polyfold theory. We also recommend [7] for the intuitive ideas involved in
the polyfold theory.
Other approaches to the type of problems considered in applications were
put forward in [10], [11],[30],[31],[33], [44], and [35].
Acknowledgement: The first author was partially supported by the NSF
grants DMS-0603957 and DMS-1104470, the second author was partially
supported by the NSF grant DMS-0906280. The second and the third authors
would like to thank the Institute for Advanced Study (IAS) in Princeton
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The authors would like to thank Joel Fish and Katrin Wehrheim for many
useful and enlightening discussions. The first author would like to thank the
participants of the workshop on polyfolds at Pajaro Dunes in August 2012
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1 Sc-Calculus
The basic concept is the sc-structure on a Banach space.
1.1 Sc-Structures and Differentiability
We begin with the linear sc-theory.
Definition 1.1. A sc-structure (or scale structure) on a Banach space E
consists of a decreasing sequence (Em)m≥0 of Banach spaces,
E = E0 ⊃ E1 ⊃ E2 ⊃ . . . ,
such that the following two conditions are satisfied,
(1) The inclusion operators Em+1 → Em are compact.
(2) The intersection E∞ :=
⋂
i≥0Ei is dense in every Em.
Sc-structures, where “sc” is short for scale, are known from linear inter-
polation theory, see [41]. However, our interpretation is that of a smooth
structure. In the following, a sc-Banach space or a sc-smooth Banach space
stands for a Banach space equipped with a sc-structure.
A finite-dimensional Banach space E has precisely one sc-structure, namely
the constant structure Em = E for all m ≥ 0. If E is an infinite-dimensional
Banach space, the constant structure is not a sc-structure, because it fails
property (1). We shall see that the sc-structure leads to interesting new
phenomena in nonlinear analysis.
Points in E∞ are called smooth points, points in Em are called points
of regularity m. A subset A of a sc-Banach space E inherits a filtration
(Am)m≥0 defined by Am = A ∩ Em. It is, of course, possible that A∞ = ∅.
We adopt the convention that Ak stands for the set Ak equipped with the
induced filtration
(Akm)m≥0 = (Ak+m)m≥0.
The direct sum E ⊕ F of sc-Banach spaces is a sc-Banach space, whose
sc-smooth structure is defined by (E ⊕ F )m := Em ⊕ Fm for all m ≥ 0.
Example 1.2. An example of a sc-Banach space, which is relevant in our
applications, is as follows. We choose a strictly increasing sequence (δm)m≥0
of real numbers starting with δ0 = 0. We consider the Banach spaces E =
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L2(R×S1) and Em = Hm,δm(R×S1), where the space Hm,δm(R×S1) consists
of those elements in E having weak partial derivatives up to order m which, if
weighted by eδm|s|, belong to E. Using Sobolev’s compact embedding theorem
for bounded domains and the assumption that the sequence (δm) is strictly
increasing, one sees that the sequence (Em)m≥0 defines a sc-structure on E.
Definition 1.3. A linear operator T : E → F between sc-Banach spaces is
called sc-operator, if T (Em) ⊂ Fm and the induced operators T : Em → Fm
are continuous for all m ≥ 0. A linear sc-isomorphism is a bijective sc-
operator whose inverse is also a sc-operator.
A special class of linear sc-operators are sc+-operators, defined as follows.
Definition 1.4. A sc-operator S : E → F between sc-Banach spaces is called
a sc+-operator, if S(Em) ⊂ Fm+1 and S : E → F 1 is a sc-operator.
In view of Definition 1.1, the inclusion operator Fm+1 → Fm is compact,
implying that a sc+-operator S : E → F is a sc-compact operator in the sense
that S : Em → Fm is compact for every m ≥ 0. Hence, given a sc-operator
T : E → F and a sc+-operator S : E → F , the operator T +S can be viewed,
on every level, as a perturbation of T by the compact operator S.
Definition 1.5. A subspace F of a sc-Banach space E is called a sc-subspace,
provided F is closed and the sequence (Fm)m≥0 given by Fm = F ∩Em defines
a sc-structure on F .
A sc-subspace F of the sc-Banach space E has a sc-complement provided
there exists an algebraic complement G of F so that Gm = Em ∩ G defines
an sc-structure on G, such that on every level m we have a topological direct
sum
Em = Fm ⊕Gm.
Such a splitting E = F ⊕G is called a sc-splitting.
The following result from [20], Proposition 2.7, will be used frequently.
Proposition 1.6. Let E be a sc-Banach space. A finite-dimensional subspace
F of E is a sc-subspace if and only if F belongs to E∞. A finite-dimensional
sc-subspace always has a sc-complement.
Proof. If F ⊂ E∞, then Fm := F ∩ Em = F and F is equipped with the
constant sc-structure, so that F is a sc-subspace of E. Conversely, if F is a
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sc-subspace, then, by definition, F∞ :=
⋂
m≥0 Fm = F ∩ E∞ is dense in F .
Consequently, F = F∞ ⊂ E∞, since F and F∞ are finite dimensional.
Next, let e1, . . . , ek be a basis for a finite-dimensional sc-subspace F .
In view of the above discussion, ei ∈ E∞. By the Hahn-Banach theorem,
the dual basis can be extended to linear functionals λ1, . . . , λk, which are
continuous on E and hence on Em for every m. The map P : E → E, defined
by P (x) =
∑
1≤i≤k λi(x)ei, has its image in F ⊂ E∞. It induces a continuous
map from Em to Em, and since P ◦P = P , it is a sc-projection. Introduce the
closed subspace G := (1 − P )(E) and let Gm = G ∩ Em. Then E = F ⊕ G
and Gm+1 ⊂ Gm. The set G∞ :=
⋂
m≥0Gm = G ∩ E∞ is also dense in
Gm. Indeed, if g ∈ Gm, we find a sequence fn ∈ E∞, such that fn → g in
Em. Setting gn := (1 − P )(fn) ∈ G∞ we have gn → (1 − P )(g) = g, as
claimed. Consequently, (Gm)m≥0 defines a sc-structure on G and the proof
of the proposition is complete. 
Next we describe the quotient construction in the sc-framework.
Proposition 1.7. Assume that E is a sc-Banach space and A ⊂ E a sc-
subspace. Then E/A equipped with the filtration Em/Am is a sc-Banach
space. Note that Em/Am = {(x+ A) ∩ Em |x ∈ E}.
Proof. By definition of a sc-subspace, the filtration on A is given by Am =
A ∩ Em and Am ⊂ Em is a closed subspace. Hence
Em/Am = Em/(A ∩ Em) = {(x+ A) ∩ Em |x ∈ Em}.
We identify an element x+Am in Em/Am with the element x+A of E/A, so
that algebraically we can view Em/Am ⊂ E/A. The inclusion Em+1 → Em is
compact, implying that the quotient map Em+1 → Em/Am is compact. We
claim that the inclusion map Em+1/Am+1 → Em/Am is compact. In order to
show this, we take a sequence (xk + Am+1) ⊂ Em+1/Am+1 satisfying
‖xk + Am+1‖m+1 := inf{|x+ a|m+1| | a ∈ Am+1} ≤ 1,
and choose a sequence (ak) in Am+1 such that |xk + ak|m+1 ≤ 2. We may
assume, after taking a subsequence, that xk + ak → x ∈ Em. The image of
the sequence (xk + Am+1) under the inclusion Em+1/Am+1 → Em/Am is the
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sequence (xk + ak + Am). Then
‖(xk + ak + Am)− (x+ Am)‖m
= ‖(xk + ak − x) + Am‖m
= inf{|xk + ak − x) + a|m | a ∈ Am}
≤ |xk + ak − x|m → 0,
showing that the inclusion Em+1/Am+1 → Em/Am is compact. Finally let
us show that
⋂
j≥0(Ej/Aj) is dense in every Em/Am. Let us first note that
(E/A)∞ :=
⋂
j≥0(Ej/Aj) consists of all elements of the form x + A∞ with
x ∈ E∞. Since E∞ is dense in Em, the image under the continuous quotient
map Em → Em/Am is dense. This completes the proof of Proposition 1.7 
A distinguished class of sc-operators is the class of sc-Fredholm operators.
Definition 1.8. A sc-operator T : E → F between sc-Banach spaces is called
sc-Fredholm, provided there exist sc-splittings E = K⊕X and F = C⊕Y ,
having the following properties.
(1) K is the kernel of T and is finite-dimensional.
(2) C is finite-dimensional and Y is the image of T .
(3) T : X → Y is a sc-isomorphism.
In view of Proposition 1.6 the definition implies that the kernel K consists
of smooth points and T (Xm) = Ym for all m ≥ 0. In particular, we have the
topological direct sums
Em = K ⊕Xm and F = C ⊕ T (Em).
The index of a sc-Fredholm operator T , denoted by ind(T ), is as usual defined
by
ind(T ) = dim(K)− dim(C).
Sc-Fredholm operators have the following regularizing property.
Proposition 1.9. A sc-Fredholm operator T : E → F is regularizing, i.e. if
e ∈ E satisfies T (e) ∈ Fm, then e ∈ Em.
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Proof. By assumption, T (e) ∈ Fm = C ⊕ T (Xm), so that T (e) = T (x) + c
for some x ∈ Xm and c ∈ C. Then T (e − x) = c and e − x ∈ E0. Since
T (E0)⊕ C = F0 it follows that c = 0 and e− x ∈ K ⊂ E∞, implying that x
and e are on the same level m. 
The following stability result will be crucial later on. The proof, repro-
duced in Appendix 1.4.1, is taken from [20], Proposition 2.1.
Proposition 1.10 (Compact Perturbation). Let E and F be sc-Banach
spaces. If T : E → F is a sc-Fredholm operator and S : E → F a sc+-
operator, then T + S is also a sc-Fredholm operator.
The next concept will be crucial later on for the definition of boundaries.
Definition 1.11. A partial quadrant in a sc-Banach space E is a closed
convex subset C of E, such that there exists a sc-isomorphism T : E →
Rn ⊕W satisfying T (C) = [0,∞)n ⊕W .
We now consider tuples (U,C,E), in which U is a relatively open subset
of the partial quadrant C in the sc-Banach space E.
Definition 1.12. If (U,C,E) and (U ′, C ′, E ′) are two such tuples, then a
map f : U → U ′ is called sc0 (or of class sc0, or sc-continuous), provided
f(Um) ⊂ Vm and the induced maps f : Um → Vm are continuous for all
m ≥ 0.
Definition 1.13. The tangent T (U,C,E) of the tuple (U,C,E) is defined
as the tuple
T (U,C,E) = (TU, TC, TE)
where
TU = U1 ⊕ E, TC = C1 ⊕ E, and TE = E1 ⊕ E.
Note that T (U,C,E) is a tuple consisting again of a relatively open subset
TU in the partial quadrant TC in the sc-Banach space TE.
Sc-differentiability is a new notion of differentiability in sc-Banach spaces,
which is considerably weaker than the familiar notion of Fre´chet differentia-
bility. The new notion of differentiability is the following.
Definition 1.14. We consider two tuples (U,C,E) and (U ′, C ′, E ′) and a
map f : U → U ′. The map f is called sc1 (or of class sc1) provided the
following conditions are satisfied.
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(1) The map f is sc0.
(2) For every x ∈ U1 there exists a bounded linear operator Df(x) : E0 →
F0 such that for h ∈ E1 satisfying x+ h ∈ U1,
lim
|h|1→0
|f(x+ h)− f(x)−Df(x)h|0
|h|1 = 0.
(3) The map Tf : TU → TU ′, defined by
Tf(x, h) = (f(x), Df(x)h), x ∈ U1 and h ∈ E,
is a sc0-map. The map Tf : TU → TU ′ is called the tangent map of
f .
In general, the map U1 → L (E0, F0), defined by x→ Df(x), will not(!)
be continuous, if the space of bounded linear operators is equipped with the
operator norm. However, if we equip it with the compact open topology it
will be continuous. The sc1-maps between finite dimensional Banach spaces
are the familiar C1-maps.
Proceeding inductively, we define what it means for the map f to be sck
or sc∞. Namely, a sc0–map f is said to be a sc2–map, if it is sc1 and if its
tangent map Tf : TU → TV is sc1. By Definition 1.14 and Definition 1.13,
the tangent map of Tf ,
T 2f : = T (Tf) : T 2(U) = T (TU)→ T 2(V ) = T (TV ),
is of class sc0. If the tangent map T 2f is sc1, then f is said to be sc3, and so
on. The map f is sc∞ or sc-smooth, if it is sck for all k ≥ 0.
Remark 1.15. The above consideration can be generalized. Instead of taking
a partial quadrant C one might take a closed convex partial cone P with
nonempty interior. This means P ⊂ E is a closed subset, so that for a real
number λ ≥ 0 it holds λ ·P ⊂ P . Moreover P is convex and has a nonempty
interior. If then U is an open subset of P we can define the notion of being
sc1 as in the previous definition. The tangent map Tf is then defined on
TP = P 1 ⊕ E. We note that TP is a closed cone with nonempty interior.
In this context one should be able to deal with sc-Fedholm problems, on
M-polyfolds with ‘polytopal’ boundaries and even more general situations.
Many of the results in this book can be carried over to this generality as well,
but one should check carefully which arguments carry over.
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1.2 Properties of Sc-Differentiability
In this section we shall discuss the relationship between the classical smooth-
ness in the Fre´chet sense and the sc-smoothness. The proofs of the following
results can be found in [25].
Proposition 1.16 (Proposition 2.1, [25]). Let U be a relatively open
subset of a partial quadrant in a sc-Banach space E and let F be another
sc-Banach space. Then a sc0-map f : U → F is of class sc1 if and only if the
following conditions hold true.
(1) For every m ≥ 1, the induced map
f : Um → Fm−1
is of class C1. In particular, the derivative
df : Um → L (Em, Fm−1), x 7→ df(x)
is a continuous map.
(2) For every m ≥ 1 and every x ∈ Um, the bounded linear operator
df(x) : Em → Fm−1 has an extension to a bounded linear operator
Df(x) : Em−1 → Fm−1. In addition, the map
Um ⊕ Em−1 → Fm−1, (x, h) 7→ Df(x)h
is continuous.
In particular, if x ∈ U∞ is a smooth point in U and f : U → F is a
sc1-map, then the linearization
Df(x) : E → F
is a sc-operator.
A consequence of Proposition 1.16 is the following result about lifting the
indices.
Proposition 1.17 (Proposition 2.2, [25]). Let U and V be relatively open
subsets of partial quadrants in sc-Banach spaces, and let f : U → V be sck.
Then f : U1 → V 1 is also sck.
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Proposition 1.18 (Proposition 2.3, [25]). Let U and V be relatively open
subsets of partial quadrants in sc-Banach spaces. If f : U → V is sck, then for
every m ≥ 0, the map f : Um+k → Vm is of class Ck. Moreover, f : Um+l →
Vm is of class C
l for every 0 ≤ l ≤ k.
The next result is very useful in proving that a given map between sc-
Banach spaces is sc-smooth.
Proposition 1.19 (Proposition 2.4, [25]). Let U be a relatively open
subset of a partial quadrant in a sc-Banach space E and let F be another
sc-Banach space. Assume that for every m ≥ 0 and 0 ≤ l ≤ k, the map
f : U → V induces a map
f : Um+l → Fm,
which is of class C l+1. Then f is sck+1.
In the case that the target space F = RN , Proposition 1.19 takes the
following form.
Corollary 1.20 (Corollary 2.5, [25]). Let U be a relatively open subset of
a partial quadrant in a sc-Banach space and f : U → RN . If for some k and
all 0 ≤ l ≤ k the map f : Ul → RN belongs to C l+1, then f is sck+1.
1.3 The Chain Rule and Boundary Recognition
The cornerstone of the sc-calculus, the chain rule, holds true.
Theorem 1.21 (Chain Rule). Let U ⊂ C ⊂ E and V ⊂ D ⊂ F and
W ⊂ Q ⊂ G be relatively open subsets of partial quadrants in sc-Banach
spaces and let f : U → V and g : V → W be sc1-maps. Then the composition
g ◦ f : U → W is also sc1 and
T (g ◦ f) = (Tg) ◦ (Tf).
The result is proved in [20] as Theorem 2.16 for open sets U , V and W .
We give the adaptation to the somewhat more general setting here. The
proof, which is given in Appendix 1.4.2, is very close to the one in [20] and
does not require any new ideas.
Remark 1.22. The result is somewhat surprising, since differentiability is only
guaranteed under the loss of one level U1 → F0, so that one might expect for
a composition a loss of two levels. However, one is saved by the compactness
of the embeddings Em+1 → Em.
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The next basic result concerns the boundary recognition. Let C be a par-
tial quadrant in the sc-Banach space E. We choose a linear sc-isomorphism
T : E → Rk ⊕W satisfying T (C) = [0,∞)k ⊕W . If x ∈ C, then
T (x) = (a1, . . . , ak, w) ∈ [0,∞)k ⊕W,
and we define the integer dC(x) by
dC(x) : = #{i ∈ {1, . . . , k}| ai = 0}.
Definition 1.23. The map dC : C → N0 is called the degeneracy index.
Points x ∈ C satisfying dC(x) = 0 are interior points of C, the points
satisfying dC(x) = 1 are honest boundary points, and the points with dC(x) ≥
2 are corner points. The size of the index gives the complexity of the corner.
It is not difficult to see that this definition is independent of the choice
of a sc-linear isomorphism T .
Lemma 1.24. The map dC does not depend on the choice of a linear sc-
isomorphism T .
The proof is given in Appendix 1.4.3.
Theorem 1.25. Given the tuples (U,C,E) and (U ′, C ′, E ′) and a germ
f : (U, x)→ (U ′, x′) of a local sc-diffeomorphism satisfying x′ = f(x), then
dC(x) = dC′(f(x)).
The proof of a more general result is given in [20], Theorem 1.19. We
note that sc-smooth diffeomorphisms recognize boundary points and corners,
whereas homeomorphisms recognize only boundaries, but no corners.
1.4 Appendix
1.4.1 Proof of the sc-Fredholm Stability Result
Proof of Proposition 1.10. Since S : Em → Fm is compact for every level, the
operator T + S : Em → Fm is Fredholm for every m. Denoting by Km the
kernel of this operator, we claim that Km = Km+1 for every m ≥ 0. Clearly,
Km+1 ⊆ Km. If x ∈ Km, then Tx = −Sx ∈ Fm+1 and hence, by Proposition
1.9, x ∈ Em+1. Thus x ∈ Km+1, implying Km ⊆ Km+1, so that Km = Km+1.
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Set K = K0. By Proposition 1.6, K splits the sc-space E, since it is a finite
dimensional subset of E∞. Therefore, we have the sc-splitting E = K ⊕ X
for a suitable sc-subspace X of E.
Next define Y = (T +S)(E) = (T +S)(X) and Ym : = Y ∩Fm for m ≥ 0.
Since T + S : E → F is Fredholm, its image Y is closed. We claim, that the
set Y∞, defined by Y∞ :=
⋂
m≥0 Ym = Y ∩F∞, is dense in Ym for every m ≥ 0.
Indeed, if y ∈ Ym, then y = (T +S)(e) for some e ∈ E. Since by Proposition
1.9, T is regularizing, we conclude that e ∈ Em. Since E∞ is dense in Em,
there exists a sequence (en) ⊂ E∞ such that en → e in Em. Then, setting
yn := (T +S)(en) ∈ Y∞, we conclude that yn → (T +S)(e) = y, which shows
that Y∞ is dense in Ym. Finally, we consider the projection map p : F → F/Y .
Since p is a continuous surjection onto a finite-dimensional space and F∞ is
dense in F , it follows that p(F∞) = F/Y . Hence, we can choose a basis in
F/Y whose representatives belong to F∞. Denoting by C the span of these
representatives, we obtain Fm = Ym⊕C. Consequently, we have a sc-splitting
F = Y ⊕ C and the proof of Proposition 1.10 is complete. 
1.4.2 Proof of the Chain Rule
Proof of Theorem 1.21. The maps f : U1 → F and g : V1 → G are of class
C1 in view of Proposition 1.18. Moreover, Dg(f(x)) ◦Df(x) ∈ L (E,G), if
x ∈ U1. Fix x ∈ U1 and h ∈ E1 sufficiently small satisfying x + h ∈ U1 and
f(x+ h) ∈ V1. Then, using the postulated properties of f and g,
g(f(x+ h))− g(f(x))−Dg(f(x)) ◦Df(x)h
=
∫ 1
0
Dg(tf(x+ h) + (1− t)f(x)) [f(x+ h)− f(x)−Df(x)h]dt
+
∫ 1
0
(
[Dg(tf(x+ h) + (1− t)f(x))−Dg(f(x))] ◦Df(x)h)dt.
The first integral after dividing by |h|1 takes the form∫ 1
0
Dg(tf(x+ h) + (1− t)f(x))f(x+ h)− f(x)−Df(x)h|h|1 dt. (1)
For h ∈ E1 such that x + h ∈ U1 and |h|1 is small, we have that tf(x +
h) + (1 − t)f(x) ∈ V1. Moreover, the maps [0, 1] → F1 defined by t 7→
tf(x + h) + (1 − t)f(x) are continuous and converge in C0([0, 1], F1) to the
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constant map t 7→ f(x) as |h|1 → 0. Since f is of class sc1, the quotient
a(h) : =
f(x+ h)− f(x)−Df(x)h
|h|1
converges to 0 in F0 as |h|1 → 0. Therefore, by the continuity assumption
(3) in Definition 1.14, the map
(t, h) 7→ Dg(tf(x+ h) + (1− t)f(x))[a(h)],
as a map from [0, 1] × E1 into G0, converges to 0 as |h|1 → 0 uniformly in
t. Consequently, the expression in (1) converges to 0 in G0 as |h|1 → 0, if
x+ h ∈ U1. Next we consider the integral∫ 1
0
[
Dg(tf(x+ h) + (1− t)f(x))−Dg(f(x))] ◦Df(x) h|h|1 dt. (2)
By Definition 1.1, the inclusion operator E1 → E0 is compact, so that the
set of all h|h|1 ∈ E1 has a compact closure in E0. Therefore, since Df(x) ∈
L (E0, F0) is a continuous map by Definition 1.14, the closure of the set of
all
Df(x)
h
|h|1
is compact in F0. Consequently, again by Definition 1.14, every sequence
(hn) ⊂ E1, satisfying x + hn ∈ U1 and |hn|1 → 0, possesses a subsequence
having the property that the integrand of the integral in (2) converges to 0
in G0 uniformly in t. Hence, the integral (2) also converges to 0 in G0, as
|h|1 → 0 and x+ h ∈ U1. We have proved that
|g(f(x+ h))− g(f(x))−Dg(f(x)) ◦Df(x)h|0
|h|1 → 0
as |h|1 → 0 and x+ h ∈ U1. Consequently, condition (2) of Definition 1.14 is
satisfied for the composition g ◦ f with the linear operator
D(g ◦ f)(x) = Dg(f(x)) ◦Df(x) ∈ L (E0, G0),
where x ∈ U1. We conclude that the tangent map T (g ◦ f) : TU → TG,
(x, h) 7→ ( g ◦ f(x), D(g ◦ f)(x)h )
is sc-continuous and, moreover, T (g ◦ f) = Tg ◦ Tf . The proof of Theorem
1.21 is complete. 
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1.4.3 Proof Lemma 1.24
Proof of Lemma 1.24. We take a second sc-isomorphism T ′ : E → Rk′ ⊕W ′,
satisfying T ′(C) = [0,∞)k′ ⊕W ′ and first show that k = k′. We consider the
composition S = T ′◦T−1 : Rk⊕W → Rk′⊕W ′, where S is a sc-isomorphism,
mapping [0,∞)k ⊕ W → [0,∞)k′ ⊕ W ′. We claim that S({0}k ⊕ W ) =
{0}k′⊕W ′. Indeed, suppose S(0, w) = (a, w′) for some (a, w′) ∈ [0,∞)k′⊕W ′.
Then, we conclude
S(0, tw) = tS(0, w) = t(a, w′) = (ta, tw′) ∈ [0,∞)k′ ⊕W ′
for all t ∈ R. Consequently, a = 0. Hence, S({0}k ⊕ W ) ⊂ {0}k′ ⊕ W ′
and since S is an isomorphim, we obtain equality of these sets. The set
{0}k⊕W ≡ W has codimension k in Rk⊕W , and since S is an isomorphism
we have
S(Rk ⊕W ) = S(Rk ⊕ {0})⊕ S({0}k ⊕W ) = S(Rk ⊕ {0})⊕ ({0}k′ ⊕W ′),
so that the codimension of {0}k′ ⊕ W ′ in Rk′ ⊕ W ′ is equal to k. On the
other hand, this codimension is equal to k′. Hence k′ = k, as claimed. To
prove our result, it now suffices to show that if x = (a, w) ∈ [0,∞)k⊕W and
y = S(x) = (a′, w′), then
#I(x) = #I ′(y) (3)
where I(x) is the set of indices 1 ≤ i ≤ k for which xi = 0. The set I ′(y) is
defined similarly. With I(x) we associate the subspace Ex of Rk ⊕W ,
Ex = {(b, v) ∈ Rk ⊕W | bi = 0 for all i ∈ I(x)}.
The set E ′y is defined analogously. Observe that #I(x) is equal to the codi-
mension of Ex in Rk ⊕ W . In order to prove (3), it is enough to show
that S(Ex) ⊂ E ′y. If this is the case, then, since S is an isomorphism,
we obtain S(Ex) = E
′
y, which shows that the codimensions of Ex and E
′
y
in Rk ⊕ W and Rk′ ⊕ W ′, respectively, are the same. Now, to see that
S(Ex) ⊂ E ′y, we take u = (b, v) ∈ Ex and note that x+ tu ∈ [0,∞)⊕W for
|t| small. Then, S(x + tu) = S(x) + tS(u) = y + tS(u). If i ∈ I ′(y), then
(S(x+ tu))i = yi+ t(S(u))i = t(S(u))i ∈ [0,∞)k⊕W ′, which is only possible
if (S(u))i = 0. Hence, S(Ex) ⊂ E ′y and the proof is complete. 
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2 Differential Geometry Based on Retracts
The crucial concept of this book is that of a sc-smooth retraction, which we
are going to introduce next.
2.1 Retractions and Retracts
In this subsection we introduce several basic concepts.
Definition 2.1. We consider a tuple (U,C,E) in which U is a relatively open
subset of the partial quadrant C in the sc-Banach space E. A sc-smooth map
r : U → U is called a sc-smooth retraction on U , if
r ◦ r = r.
As a side remark, we observe that if U is an open subset of a Banach space
E and r : U → U is a C∞-map (in the classical sense) satisfying r ◦ r = r,
then the image of r is a smooth submanifold of the Banach space E, as the
following propositions shows.
Proposition 2.2. Let r : U → U be a C∞-retraction defined on an open
subset U of a Banach space E. Then O := r(U) is a C∞-submanifold of E.
More precisely, for every point x ∈ O, there exist an open neighborhood V
of x and an open neighborhood W of 0 in E, a splitting E = R ⊕ N , and a
smooth diffeomorphism ψ : V → W satisfying ψ(0) = x and
ψ(O ∩ V ) = R ∩W.
An elegant proof is due to Henri Cartan in [3]*
In sharp contrast to the conclusion of this proposition from classical dif-
ferential geometry, there are sc∞-retractions which have, for example, locally
varying finite dimensions, as we shall see later on.
Definition 2.3. A tuple (O,C,E) is called a sc-smooth retract, if there
exists a relatively open subset U of the partial quadrant C and a sc-smooth
retraction r : U → U satisfying
r(U) = O.
*The first author would like to thank E. Ghys for pointing out this reference during his
visit at IAS in 2012. It seems that this is H. Cartan’s last mathematical paper.
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In case x ∈ U1 we deduce from r ◦ r = r by the chain rule, Dr(r(x)) ◦
Dr(x) = Dr(x). Hence if x ∈ O1, then r(x) = x so that Dr(x) ◦ Dr(x) =
Dr(x) and Dr(x) : E → E is a projection.
Proposition 2.4. Let (O,C,E) be a sc-smooth retract and assume that
r : U → U and r′ : U ′ → U ′ are two sc-smooth retractions defined on rel-
atively open subsets U and U ′ of C and satisfying r(U) = r′(U ′) = O. Then
Tr(TU) = Tr′(TU ′).
Proof. If y ∈ U , then there exists y′ ∈ U ′, so that r(y) = r′(y′). Conse-
quently, r′ ◦ r(y) = r′ ◦ r′(y′) = r′(y′) = r(y), and hence r′ ◦ r = r. Similarly,
one sees that r ◦ r′ = r′. If (x, h) ∈ Tr(TU), then (x, h) = Tr(y, k) for a pair
(y, k) ∈ TU . Moreover, x ∈ O1 ⊂ U ′1, so that (x, h) ∈ TU ′. From r′ ◦ r = r
it follows, using the chain rule, that
Tr′(x, h) = Tr′ ◦ Tr(y, k) = T (r′ ◦ r)(y, k) = Tr(y, k) = (x, h),
implying Tr(TU) ⊂ Tr′(TU ′). Similarly, one shows that Tr′(TU ′) ⊂ Tr(TU),
and the proof of the proposition is complete. 
Proposition 2.4 allows us to define the tangent of a sc-smooth retract
(O,C,E) as follows.
Definition 2.5. The tangent of the sc-smooth retract (O,C,E), de-
noted by T (O,C,E), is defined as the triple
T (O,C,E) = (TO, TC, TE),
in which TC = C1⊕E is the tangent of the partial quadrant C, TE = E1⊕E,
and TO := Tr(TU), where r : U → U is any sc-smooth retraction onto O.
We recall that, explicitly,
TO = Tr(TU) = Tr(U1 ⊕ E) = {(r(x), Dr(x)h) |x ∈ U1, h ∈ E}.
Starting with a relatively open subset U of a partial quadrant C in E, the
tangent TC of C is a partial quadrant in TE, and TU is a relatively open
subset of TC.
In the following we shall quite often just write O instead of (O,C,E) and
TO instead of (TO, TC, TE). However, we would like to point out that the
“reference” (C,E) is important, since it is possible that O is a sc-smooth
retract with respect to some nontrivial C, but would not be a sc-smooth
retract for C = E.
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Proposition 2.6. Let (O,C,E) and (O′, C ′, E ′) be sc-smooth retracts and let
f : O → O′ be a map. If r : U → U and s : V → V are sc-smooth retractions
onto O for the triple (O,C,E), then the following holds.
(1) If f ◦ r : U → E ′ is sc-smooth, then f ◦ s : V → E ′ is sc-smooth, and
vice versa.
(2) If f ◦ r is sc-smooth, then T (f ◦ r)|TO = T (f ◦ s)|TO.
(3) The tangent map T (f ◦ r)|TO maps TO into TO′.
Proof. We assume that f ◦ r : U → E ′ is sc∞. Since s : V → U ∩ V is sc∞,
the chain rule implies that the composition f ◦ r ◦ s : V → F is sc∞. Using
the identity f ◦ r ◦ s = f ◦ s, we conclude that f ◦ s is sc∞. Interchanging the
role of r and s, the first part of the lemma is proved. If (x, h) ∈ TO, then
(x, h) = Ts(x, h) and using the identity f ◦ r ◦ s = f ◦ s and the chain rule,
we conclude
T (f ◦ r)(x, h) = T (f ◦ r)(Ts)(x, h) = T (f ◦ r ◦ s)(x, h) = T (f ◦ s)(x, h)
Now we take any sc–smooth retraction ρ : U ′ → U ′ defined on a relatively
open subset U of the the partial quadrant C ′ in E ′ satisfying ρ(U ′) = O′.
Then ρ ◦ f = f so that ρ ◦ f ◦ r = f ◦ r. Application of the chain rule yields
the identity
T (f ◦ r)(x, h) = T (ρ ◦ f ◦ r)(x, h) = Tρ ◦ T (f ◦ r)(x, h)
for all (x, h) ∈ Tr(TU). Consequently, T (f ◦ r)|Tr(TU) : TO → TO′ and
this map is independent of the choice of a sc-smooth retraction onto O. 
In view of Proposition 2.6, we can define the sc-smoothness of a map
between sc-smooth retracts as follows.
Definition 2.7. Let f : O → O′ be a map between sc-smooth retracts
(O,C,E) and (O′, C ′, E ′), and let r : U → U be a sc-smooth retraction for
(O,C,E). Then the map f is sc-smooth, if the composition
U → E ′, x 7→ f ◦ r(x)
is sc-smooth. In this case the tangent map Tf : TO → TO′ is defined by
Tf : = T (f ◦ r)|TO.
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That the image of Tf lies in TO′ follows from r′ ◦ f ◦ r = f ◦ r. Indeed,
differentiating and applying the definition of Tf we deduce that Tr′ ◦ Tf =
Tf , which implies that the image of Tf is in TO′.
Proposition 2.6 shows that the definition does not depend on the choice
of the sc-smooth retraction r, as long as it retracts onto O. With Definition
2.7, the chain rule for sc-smooth maps between sc-smooth retracts follows
from Theorem 1.21.
Theorem 2.8. Let (O,C,E), (O′, C ′, E ′) and (O′′, C ′, E ′′) be two sc-smooth
retracts and let f : O → O′ and g : O′ → O′′ be sc-smooth. Then g ◦ f : O →
O′′ is sc-smooth and T (g ◦ f) = (Tg) ◦ (Tf).
If f : O → O′ is a sc-smooth map between sc-smooth retracts as in Defi-
nition 2.7, we abbreviate the linearization of f at the point o ∈ O1 = r(U1)
(on level 1) by
Tf(o) = T (f ◦ r)(o)|ToO,
so that
Tf(o) : ToO → Tf(o)O′
is a continuous linear map between the tangent spaces ToO = Dr(o)E and
Tf(o)O
′ = Dr′(f(o))E ′.
At this point, we have defined a new category R whose objects are
sc-smooth retracts (O,C,E) and whose morphisms are sc-smooth maps
f : (O,C,E)→ (O′, C ′, E ′)
between sc-smooth retracts. The map f is only defined between O and O′,
but the other data (O,C,E) are needed to define the differential geometric
properties of O.
We also have a well-defined functor, namely the tangent functor
T : R → R.
It maps the object (O,C,E) into its tangent (TO, TC, TE) and the morphism
f : (O,C,E)→ (O′, C ′, E ′) into its tangent map Tf ,
Tf : (TO, TC, TE)→ (TO′, TC ′, TE ′)
Tf(x, h) = (f(x), Df(x)h) for all (x, h) ∈ TO.
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The chain rule guarantees the functorial property
T (g ◦ f) = (Tg) ◦ (Tf).
Clearly, this is enough to build a differential geometry whose local models
are sc-smooth retracts. The details will be carried out in the next subsection.
Let us note that T (O,C,E) has evidently more structure than (O,C,E), for
example TO → O1 seems to have some kind of bundle structure. We shall
discuss this briefly and introduce another category of retracts.
We consider tuples (U,C,E), where U is a relatively open subset of the
partial quadrant C in the sc-Banach space E, and let F be another sc-Banach
space.
Definition 2.9. Let p : U ⊕ F → U be a trivial sc-bundle defined by the
projection p : U ⊕ F → U onto U , and let R : U ⊕ F → U ⊕ F be a sc-
smooth map of the form R(u, v) = (r(u), ρ(u, v)), satisfying R ◦R = R, and
where ρ(u, v) is linear in v. We call R a sc-smooth bundle retraction
(covering the sc-smooth retraction r) and B = R(U ⊕ F ) the associated sc-
smooth bundle retract, and denote by p : B → O the induced projection onto
O = r(U).
Given two sc-smooth bundle retractions p : B → O and p′ : B′ → O′, a sc-
smooth map Φ: B → B′ of the form Φ(u, v) = (a(u), φ(u, v)), where φ(u, v)
is linear in v and p′ ◦ Φ = p is called a sc-smooth (local) bundle map.
By BR we denote the category whose objects are sc-smooth bundle re-
tracts and whose morphisms are the sc-smooth bundle maps. There is a
natural forgetful functor BR → R, which on objects associates with the
bundle B
p−→ O, the total space B and which views a bundle map Φ just as
a sc-smooth map.
If r : U → U is a sc-smooth retraction, then its tangent map Tr : TU →
TU is a sc-smooth bundle retraction. Moreover, the tangent map is a sc-
smooth bundle map. Consequently, the tangent functor can be viewed as the
functor
T : R → BR.
The functor T associates with the object (O,C,E) the triple (TO, TC, TE),
in which we view TE as the bundle TE → E1, TC as the bundle TC → C1,
and TO as the bundle TO → O1. With a sc-smooth map f : (O,C,E) →
(O′, C ′, E ′), the functor T associates the sc-smooth bundle map Tf .
There is another class of retractions, called strong bundle retractions,
which will be introduced in the later parts of Section 2.2.
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2.2 M-Polyfolds and Sub-M-Polyfolds
We start with the following observation about sc-retractions.
Proposition 2.10. Let (O,C,E) be a sc-smooth retract.
(1) If O′ is an open subset of O, then (O′, C, E) is a sc-smooth retract.
(2) Let V be an open subset of O and s : V → V a sc-smooth map, satisfying
s ◦ s = s. If O′ = s(V ), then (O′, C, E) is a sc-smooth retract.
Proof.
(1) By assumption, there exists a sc-smooth retraction r : U → U defined on
a relatively open subset U of the partial quadrant C ⊂ E, whose image is
O = r(U). Since the map r : U → U is continuous, the set U ′ := r−1(O′) is an
open subset of U and, therefore, a relatively open subset of C. Clearly, O′ ⊂
U ′ and the restriction r′ = r|U ′ defines a sc-smooth retraction r′ : U ′ → U ′
onto r′(U ′) = O′. Consequently, the triple (O′, C, E) is a sc-smooth retract,
as claimed.
(2) The triple (V,C,E) is, in view of (1), a sc-smooth retract. Hence, there
exists a sc-smooth retraction r : U → U onto r(U) = V , where U ⊂ C ⊂ E
We define the map ρ : U → U by
ρ = s ◦ r.
Then ρ is sc-smooth and ρ ◦ ρ = (s ◦ r) ◦ (s ◦ r). If x ∈ U , then r(x) ∈ V ,
hence s(r(x)) ∈ V and consequently, r(s(r(x)) = s(r(x)), so that
r ◦ ρ = ρ.
From s◦ s = s, we conclude that ρ◦ρ = ρ. Hence ρ is a sc-smooth retraction
onto the subset
ρ(U) = s ◦ r(U) = s(V ) = O′.
We see that (O′, C, E) is a sc-smooth retract, as claimed. 
In the following every sc-smooth map r : O → O, defined on a sc-smooth
retract O and satisfying r◦r = r will also be called a sc-smooth retraction.
Definition 2.11. Let X be a topological space and x ∈ X. A chart around
x is a tuple (V, φ, (O,C,E)), in which V ⊂ X is an open neighborhood of
x in X, and φ : V → O is a homeomorphism. Moreover, (O,C,E) is a
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sc-smooth retract. Two charts (V, φ, (O,C,E)) and (V ′, ψ, (O′, C ′, E ′)) are
called sc-smoothly compatible, if the transition maps
ψ ◦ φ−1 : φ(V ∩ V ′)→ ψ(V ∩ V ′) and φ ◦ ψ−1 : ψ(V ∩ V ′)→ φ(V ∩ V ′)
are sc-smooth maps (in the sense of Definition 2.7).
Let us observe that φ(V ∩ V ′) is an open subset of O and so, in view
of part (1) of Proposition 2.10, the tuple (φ(V ∩ V ′), C, E) is a sc-smooth
retract. So, the above transition maps are defined on sc-smooth retracts.
Definition 2.12. A sc-smooth atlas on the topological space X consists
of a set of charts
(V, ϕ, (O,C,E)),
such that any two of them are sc-smoothly compatible and the open sets V
cover X. Two sc-smooth atlases on X are said to be equivalent, if their
union is again a sc-smooth atlas.
Definition 2.13. A M-polyfold X is a Hausdorff paracompact topological
space equipped with an equivalence class of sc-smooth atlases.
Analogous to the smoothness of maps between manifolds we shall define
sc-smoothness of maps between M-polyfolds.
Definition 2.14. A map f : X → Y between two M-polyfolds is called
sc-smooth if its coordinate representations are sc-smooth. In detail, this
requires the following. If f(x) = y and (V, ϕ, (O,C,E)) is a chart around
x belonging to the atlas of X and (V ′, ϕ′, (O′, C ′, E ′)) is a chart around y
belonging to the atlas of Y , so that f(V ) ⊂ V ′, then the map
ϕ′ ◦ f ◦ ϕ−1 : O → O′
is a sc-smooth map between the sc-smooth retracts in the sense of Definition
2.7.
The definition does not depend on the choice of sc-smoothly compatible
charts.
We recall that a Hausdorff topological space is paracompact, provided
every open cover of X has an open locally finite refinement. It is a well-
known fact, that, given an open cover U = (Ui)i∈I , one can find a refinement
24
V = (Vi)i∈I satisfying Vi ⊂ Ui for all i ∈ I (some of the sets Vi might be
empty).
Given a M-polyfold X, we say that a point x ∈ X is on the level m, if there
exists a chart (V, ϕ, (O,C,E)) around x, such that ϕ(x) ∈ Om. Of course,
this definition is independent of the choice of a chart around x. We denote the
collection of all points on the level m by Xm. The topology on Xm is defined
as follows. We abbreviate byB the collection of all sets ϕ−1(W ), where W is
an open subset of Om := O∩Em in the chart (V, ϕ, (O,C,E)) on X. ThenB
is a basis for a topology on Xm. With this topology, the set Vm := V ∩Xm
is an open subset of Xm and ϕ : Vm → Om is a homeomorphism, so that
the tuple (Vm, ϕ, (Om, Cm, Em)) is a chart on Xm. Any two such charts are
sc-smoothly compatible and the collection of such charts is an atlas on Xm.
In this way the M-polyfold X inherits from the charts the filtration
X = X0 ⊃ X1 ⊃ · · · ⊃ X∞ =
⋂
i≥0
Xi.
Lemma 2.15. The inclusion map i : Xm+1 → Xm is continuous for all
m ≥ 0.
Proof. In view of the definition of topologies on Xm and Xm+1, it suffices to
show, that if (V, ϕ, (O,C,E)) is a chart on X and W is an open subset of
Om, then ϕ
−1(W ) ∩ Xm+1 is open in Xm+1. If x ∈ ϕ−1(W ) ∩ Xm+1, then
ϕ(x) ∈ W ∩Om+1 ⊂ W ∩Em+1. Since W is open in Om, there exists an open
set W ′ in Em, so that W = W ′∩O. Hence, ϕ(x) ∈ (W ′∩Em+1)∩O = W ′′∩O,
where W ′′ = W ′∩Em+1 is an open subset of Em+1. Hence W ′′∩O is an open
subset of Om+1 and ϕ
−1(W )∩Xm+1 = ϕ−1(W ′′ ∩O), proving our claim. 
Theorem 2.16. Let X be a M-polyfold. For every m ≥ 0, the space Xm
is metrizable and, in particular, paracompact. In addition, the space X∞ is
metrizable.
The proof is postponed to Appendix 2.6.2.
In order to define the tangent TX of the M-polyfold X, we start with its
local description in a chart.
Definition 2.17 (Tangent space TxO). Let (O,C,E) be a retract and
T (O,C,E) = (TO, TC, TE) its tangent, so that p : TO → O1 is the tangent
bundle over O. The tangent space TxO at a point x ∈ O1 is the pre-image
p−1(x), which is a Banach space. Note that only in the case that x is a
smooth point, the tangent space TxO has a natural sc-structure.
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In the case that x ∈ O1, the tangent space TxO is the image of the
projection Dr(x) : E → E, where r : U → U is any sc-smooth retraction
associated with (O,C,E) satisfying r(U) = O.
Next we consider tuples (x, V, ϕ, (O,C,E), h), in which x ∈ X1 is a point
in the M-polyfold X on level 1 and (V, ϕ, (O,C,E)) is a chart around the
point x. Moreover, h ∈ Tϕ(x)O. Two such tuples,
(x, V, ϕ, (O,C,E), h) and (x′, V ′, ψ, (O′, C ′, E ′), h′),
are called equivalent, if
x = x′ and T (ϕ ◦ ψ−1)(ψ(x))h′ = h.
Definition 2.18. The tangent space TX of X as a set, is the collection
of all equivalence classes [(x, V, ϕ, (O,C,E), h)].
If x ∈ X1 is fixed, the tangent space TxX of the M-polyfold X at the
point x ∈ X is the subset of equivalence classes
TxX = {[(x, ϕ, V, (O,C,E), h)] |h ∈ Tϕ(x)O}.
It has the structure of a vector space defined by λ · [(x, ϕ, V, (O,C,E), h1)] +
µ · [(x, ϕ, V, (O,C,E), h2)] = [(x, ϕ, V, (O,C,E), (λh1 + µh2)] where λ, µ ∈ R
and h1, h2 ∈ Tϕ(x)O. Clearly,
TX =
⋃
x∈X1
{x} × TxX. (4)
In order to define a topology on the tangent space TX, we first fix a chart
(V, ϕ, (O,C,E)) on X and associate with it a subset TV of TX, defined as
TV := {[(x, ϕ, V, (O,C,E), h)] |x ∈ V, h ∈ Tϕ(x)O}.
We introduce the tangent map Tϕ : TV → TO by
Tϕ([(x, ϕ, V, (O,C,E), h)]) = (ϕ(x), h),
where h ∈ Tϕ(x)O. If x ∈ X1 is fixed, then the map
Tϕ : TxV → Tϕ(x)O
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is a linear isomorphism. Therefore, TxX, the tangent space at x ∈ X1 inherits
the Banach space structure from Tϕ(x)O ⊂ E = E0. If x ∈ X∞, the tangent
space TxX is a sc-Banach space, because the tangent space at the smooth
point ϕ(x) ∈ O∞ is a sc-Banach space.
If W is an an open subset of TO, we define the subset W˜ ⊂ TV by
W˜ := (Tϕ)−1(W ). We denote byB the collection of all such sets W˜ obtained
by taking all the charts (ϕ, V, (O,C,E)) of the atlas and all open subsets W
of the corresponding tangents TO.
Proposition 2.19.
(1) The collection B defines a basis for a Hausdorff topology on TX.
(2) The projection p : TX → X1 is a continuous and an open map.
(3) With the topology defined by B, the tangent space TX of the M-polyfold
X is metrizable and hence, in particular, paracompact.
The proof is postponed to Appendix 2.6.3. In view of our definition of
the topology on TX, the map Tϕ : TV → TO, associated with the chart
(ϕ, V, (O,C,E)), is a homeomorphism. Moreover, given two such maps
Tϕ : TV → TO and Tϕ′ : TV ′ → TO′,
the composition Tϕ′ ◦(Tϕ)−1 : Tϕ(TV ∩TV ′)→ Tϕ′(TV ∩TV ′) is explicitly
of the form
Tϕ′ ◦(Tϕ)−1(a, h) = (ϕ′ ◦ϕ−1(a), D(ϕ′ ◦ϕ−1)(a) ·h) = T (ϕ′ ◦ϕ−1)(a, h). (5)
Since the transition map ϕ′ ◦ϕ−1 between sc-retracts is sc-smooth, the com-
position in (5) is also sc-smooth. In addition, (TO, TC, TE) is a sc-smooth
retract. Consequently, the tuples (TV, Tϕ, (TO, TC, TE)) define a sc-smooth
atlas on TX. Since, as we have proved above, TX is paracompact, the tan-
gent space TX of the M-polyfold X is also a M-polyfold. The projection
map p : TX → X1 is locally built on the bundle retractions TO → O1, and
the transition maps of the charts are sc-smooth bundle maps. Therefore,
p : TX → X1
is a sc-smooth M-polyfold bundle.
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The M-polyfold is the notion of a smooth manifold in our extended uni-
verse. If X is a M-polyfold, which consists entirely of smooth points, then it
has a tangent space at every point. There are finite-dimensional examples.
For example, the chap depicted in Figure 1 has a M-polyfold structure, for
which X = X∞. It illustrates, in particular, that M-polyfolds allow to de-
scribe in a smooth way geometric objects having locally varying dimensions.
For details in the construction of the chap and further illustrations, we refer
to [25], Section 1, in particular, Example 1.22.
Figure 1: This chap has a M-polyfold structure for which every point is
smooth.
Next we introduce the notion of a sub-M-polyfold.
Definition 2.20. Let X be a M-polyfold and let A be a subset of X. The
subset A is called a sub-M-polyfold of X, if every a ∈ A possesses an open
neighborhood V and a sc-smooth retraction r : V → V , such that
r(V ) = A ∩ V.
Proposition 2.21. A sub-M-polyfold A of a M-polyfold X has, in a natural
way, the structure of a M-polyfold, for which the following holds.
(1) The inclusion map i : A→ X is sc-smooth and a homeomorphism onto
its image.
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(2) For every a ∈ A and every sc-smooth retraction r : V → V satisfying
r(V ) = A ∩ V and a ∈ V , the map i−1 ◦ r : V → A is sc-smooth.
(3) The tangent space TaA for a smooth a ∈ A has a sc-complement in
TaX.
(4) If a is a smooth point and s : W → W is a sc-smooth retraction sat-
isfying s(W ) = W ∩ A and a ∈ W , then the induced map W → A is
sc-smooth and Ts(a)TaX = TaA.
Proof. We first define a sc-smooth atlas for A. We choose a point a ∈ A and
let (ϕ, V, (O,C,E)) be a chart of the M-polyfold X around the point a. By
definition of a sub-M-polyfold, there exists an open neighborhood U of a in
X and a sc-smooth retraction r : U → U satisfying r(U) = U ∩ A. The set
W ⊂ X, defined by W := r−1(U ∩ V ) ∩ (U ∩ V ), is open in X and satisfies
r(W ) ⊂ W and r(W ) = W ∩A. Hence, ϕ(W ) is an open subset of O, so that,
in view of of part (1) Proposition 2.10, the tuple (ϕ(W ), C, E) is a sc-retract.
We may therefore assume without loss of generality that U = V = W . We
define the sc-smooth map ρ : O → O by
ρ = ϕ ◦ r ◦ ϕ−1.
From r ◦ r = r we deduce ρ ◦ ρ = ρ, so that ρ is a sc-smooth retraction onto
ρ(O) = O′. By the statement (2) in Proposition 2.10, the triple (O′, C, E) is
a sc-retract. Therefore there exists a relatively open subset U ′ of the partial
quadrant C in E and a sc-smooth retraction r′ : U ′ → U ′ onto r′(U ′) = O′.
Restricting the map ϕ to W ∩ A, we set ψ := ϕ|W ∩ A and compute,
ψ(W ∩ A) = ϕ(W ∩ A) = ϕ ◦ r(W ) = ϕ ◦ r ◦ ϕ−1(O) = ρ(O) = O′.
Consequently, ψ : W ∩ A → O′ is a homeomorphism and the triple (ψ,W ∩
A, , (O′, C, E)) is a chart on A.
In order to consider the chart transformation we take a second compatible
chart (ϕ′, V ′, (Ô, C ′, E ′)) of the M-polyfold X around the point a ∈ A and
use it two construct the second chart (ψ′,W ′ ∩ A, , (O′′, C ′, E ′)) of A. We
shall show that the second chart is compatible with the already constructed
chart (ψ,W ∩ A, , (O′, C, E)). The domain ψ((W ∩ A) ∩ (W ′ ∩ A)) of the
transition map
ψ′ ◦ ψ−1 : ψ((W ∩ A) ∩ (W ′ ∩ A))→ ψ′((W ′ ∩ A) ∩ (W ∩ A)) (6)
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is an open subset of O′, so that, in view of (2) of Proposition (2.10), there
exists a relatively open subset U ′′ ⊂ C and a sc-smooth retraction s′′ : U ′′ →
U ′′ onto s′′(U ′′) = ψ((W ∩ A) ∩ (W ′ ∩ A)). By construction,
(ψ′ ◦ ψ−1) ◦ s′′ = (φ′ ◦ φ−1) ◦ s′′.
The chart transformation ϕ′ ◦ ϕ−1 : O → Ô is sc-smooth so that by the
chain rule the right-hand side is sc-smooth. Therefore, also the left-hand is
a sc-smooth map. So, in view of Definition 2.7 of a sc-smooth map between
retracts, the transition map ψ′ ◦ ψ−1 is sc-smooth.
We have shown that the collection of charts (ψ,W ∩A, (ψ(W ∩A), C, E))
defines a sc-smooth atlas for A. The sc-smooth structure on A is defined by
its equivalence class.
In order to prove the statement (2) in Proposition 2.21 we use the above
local coordinates, assuming, as above, that U = V = W . The inclusion
map i : A→ X is, in the local coordinates, the inclusion j : O′ = r′(U ′)→ O
which is a sc-smooth map since r′ : U ′ → U ′ is a sc-retraction. Conversely, the
relations ϕ◦r◦ϕ−1(O) = O′ and U = ϕ−1(O) show that the map i−1◦r : U →
A is sc-smooth because the retraction r : U → U is, by assumption, sc-
smooth. This proves statement (2) of the proposition.
In order to prove the statement (3) we work in local coordinates, and
assume that X is given by the triple (O,C,E) in which O = r(U) and
r : U → U is a retraction of the relatively open subset U of C in E. Then
A is a subset of O having the property that every point a ∈ A possesses
an open neighborhood V in O and a sc-smooth retraction s : V → V onto
s(V ) = A ∩ V . We now assume that a ∈ A is a smooth point and introduce
the map t = s ◦ r : U → U . Then t ◦ t = t and t is a sc-smooth retraction
onto the set V ∩ A. Hence the tangent space TaA is defined by
TaA = Dt(a)E = Ds(a) ◦Dr(a)E = Ds(a)TaO.
From r ◦ t = r ◦ s ◦ r = s ◦ r = t we conclude Dr(a) ◦Dt(a)E = Dt(a)E and
hence Dt(a)E ⊂ TaO. Therefore,
TaO = Dr(a)E = Ds(a) ◦Dr(a) + (I −Ds(a))Dr(a)E
= (TaA)⊕ (I −Ds(a))(TaO).
This proves the statement (3). Using the same arguments, the statement (4)
follows and the proof of Proposition 2.21 is complete.

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2.3 Degeneracy Index and Boundary Geometry
On the M-polyfold X we shall introduce the map dX : X → N0, called degen-
eracy index, as follows. We first take a smooth chart (V, φ, (O,C,E)) around
the point x and define the integer
d(x, V, φ, (O,C,E)) = dC(φ(x)),
where dC is the index defined in Section 1.3. In other words, we record how
many vanishing coordinates the image point φ(x) has in the partial quadrant
C.
Definition 2.22. The degeneracy dX(x) at the point x ∈ X is the mini-
mum of all numbers d(x, V, φ, (O,C,E)), where (V, φ, (O,C,E)) varies over
all smooth charts around the point x. The degeneracy index of the M-
polyfold X is the map dX : X → N0.
The next lemma is evident.
Lemma 2.23. Every point x ∈ X possesses an open neighborhood U(x),
such that dX(y) ≤ dX(x) for all y ∈ U(x).
From the definitions one deduces immediately the following result.
Proposition 2.24. If X and Y are M-polyfolds and if f : (U, x)→ (V, f(x))
is a germ of sc-diffeomorphisms around the points x ∈ X and f(x) ∈ Y , then
dX(x) = dY (f(x)).
The index dX quantifies to which extend a point x has to be seen as a
boundary point. A more degenerate point has a higher index.
Definition 2.25. The subset ∂X = {x ∈ X | dX(x) ≥ 1} of X is called the
boundary of X. A M-polyfold X for which dX ≡ 0 is called a M-polyfold
without boundary.
The relationship between dA and dX where A is a sub-M-polyfold of X is
described in the following lemma.
Lemma 2.26. If X is a M-polyfold and A ⊂ X a sub-M-polyfold of X, then
dA(a) ≤ dX(a)
for all a ∈ A.
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Proof. We take a point a ∈ A and choose a chart (ϕ, V, (O,C,E)) around
the point a, belonging to the atlas for X and satisfying
dX(a) = d(a, ϕ, V, (O,C,E)).
The integer on the right-hand side remains unchanged, if we take a smaller
domain, still containing a, and replace O by its image. Then, arguing as in
Proposition 2.21, we may assume, that the corresponding chart of the atlas
for A is (ψ, V ′, (O′, C, E)), where we have abbreviated V ′ = V ∩A, ψ = ϕ|V ′,
and O′ = ψ(V ′). Then,
d(a, ψ, V ′, (O′, C, E)) = d(a, ϕ, V, (O,C,E)) = dX(a),
and hence, taking the minimum on the left-hand side, dA(a) ≤ dX(a), as
claimed in the lemma. 
If E = Rk ⊕W is the sc-Banach space and C = [0,∞)k ⊕W the partial
quadrant in E, we define the linear subspace Ei of E by
Ei = {(a1, . . . , ak, w) ∈ Rk ⊕W | ai = 0}.
With a subset I ⊂ {1, . . . , k}, we associate the subspace
EI =
⋂
i∈I
Ei.
In particular, E∅ = E, E{i} = Ei, and E{1,...,k} = {0}k ⊕ W ≡ W . If
x ∈ C, we denote by I(x) the set of indices i ∈ {1, . . . , k} for which x ∈ Ei.
We abbreviate
Ex := EI(x).
Associated with Ei we have the closed half space Hi, consisting of all elements
(a, w) in Rk ⊕W , satisfying ai ≥ 0,
Hi = {(a1, . . . , ak, w) ∈ E | ai ≥ 0}.
If x ∈ C, we define the partial cone Cx in E as
Cx = CI(x) :=
⋂
i∈I(x)
Hi.
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As an illustration we take the standard quadrant C ⊂ R2 consisting
of all (x, y) with x, y ≥ 0. Then C(0,0) = C, C(1,0) = {(x, y) | y ≥ 0},
C(0,1) = {(x, y) | x ≥ 0} and C(1,1) = R2. If z = (x, y) is at least on level 1,
one should view Cz as a partial quadrant in the tangent space TzC = E.
We shall put some additional structure on a sc-smooth retract (O,C,E),
which turns out to be useful.
We call a subset C of a Banach space (or sc-Banach space) a cone pro-
vided it is closed, convex, and satisfies R+C = C and C ∩ (−C) = {0}. If all
properties except the last one hold, we call C a partial cone.
Definition 2.27. Let (O,C,E) be a sc-smooth retract and let x ∈ O∞ be a
smooth point in O. The partial cone CxO at x is defined as the following
subset of the tangent space at x,
CxO := TxO ∩ Cx,
where Cx =
⋂
i∈I(x)Hi. The reduced tangent space T
R
x O is defined as the
following subset of the tangent space at x,
TRx O = TxO ∩ Ex.
Remark 2.28. We have the inclusions
TRx O ⊂ CxO ⊂ TxO,
and naively one might expect that CxO is a partial quadrant in TxO. How-
ever, this is in general not the case.
The reduced tangent space and the partial cone are characterized in the
next lemma.
Lemma 2.29. Let (O,C,E) be a sc-smooth retract and let x ∈ O∞ be a
smooth point in O. Then the following holds.
(1) TRx O = cl({α˙(0)|α : (−ε, ε)→ O is sc-smooth and α(0) = x}).
(2) CxO = cl({α˙(0)|α : [0, ε)→ O is sc-smooth and α(0) = x}).
(3) TxO = CxO − CxO.
Here α˙(0) = d
dt
α(t)|t=0 stands for the derivative of the sc-smooth path α in
the parameter t varying in (−ε, ε) resp. in [0, ε).
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Proof. We may assume that O is a sc-smooth retract in the partial quadrant
C = [0,∞)k ⊕W ⊂ E = Rk ⊕W and that O = r(U), where r : U → U is a
sc-smooth retraction on the relatively open subset U of C. Let us denote for
x ∈ Rk ⊕W by x1 . . . , xk its coordinates in Rk.
(1) In order to prove (1), we first introduce the set
Γ = {α˙(0)|α : (−ε, ε)→ O is sc-smooth and α(0) = x}, (7)
and observe, that α((−ε, ε)) is contained in O∞, and α˙(0) ∈ E∞. Since the
closure of (TRx O)∞ is equal to T
R
x O, it is enough to prove that (T
R
x O)∞ ⊂ Γ
and Γ ⊂ (TRx O)∞. As for the first inclusion, we take v ∈ (TRx O)∞. Hence
x+ tv ∈ U for |t| small. This follows from the fact that for i ∈ I(x), we have
ai = vi = 0 and for i 6∈ I(X), we have xi > 0. Since x and v are smooth
points, x + tv ∈ U∞. Then α(t) = r(x + tv) is defined for |t| small, takes
values in O∞, and α(0) = x. By the chain rule,
α˙(0) = Dr(x)v = v,
since v ∈ TxO = image of Dr(x). Hence, v ∈ Γ and (TRx O)∞ ⊂ Γ, as claimed.
Conversely, if α : (−ε, ε) → O is a sc-smooth path satisfying α(0) = x, then
r(α(t)) = α(t), so that, applying the chain rule, we find
Dr(x)α˙(0) = α˙(0).
This shows that α˙(0) is a smooth point belonging to TxO. If i ∈ I(x), then
αi(0) = xi = 0 and since αi(t) ≥ 0 for all t ∈ (−ε, ε), we conclude that
α˙i(0) = 0, so that α˙(0) ∈ Ex. Hence, α˙(0) ∈ TxO ∩ Ex = TRx O and since
α˙(0) is a smooth point, α˙(0) ∈ (TRx O)∞. Therefore, Γ ⊂ (TRx O)∞, and the
proof of (1) is complete.
(2) The proof of (2) is along the same line, except that considering a sc-
smooth path α : [0,∞) → O, we conclude that Dr(x)α˙(0) ∈ Cx and since
Dr(x)α˙(0) = α˙(0), we find that CxO is a subset of the right-hand side of
(2). Conversely, we take a smooth point v ∈ CxO and consider the path
α(t) = r(x + tv) defined for t ≥ 0 small. Then, α˙(0) = Dr(x)v belongs to
the right-hand side of (2) and since CxO is closed, the result follows.
(3) Clearly, CxO−CxO ⊂ TxO. Conversely, let h ∈ TxO. Then h = Dr(x)k,
where k = (a, w) ∈ E. If i ∈ I(x), we set
a±i =
|ai| ± ai
2
.
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Then, a±i ≥ 0 and ai = a+i − a−i . Now we define elements k± ∈ E as
follows. First, k+ = (b, w), where bi = ai if i 6∈ I(x) and bi = a+i if i ∈ I(x).
The element k− is defined as k− = (c, 0), where ci = 0 if i 6∈ I(x) and ci = a−i
if i ∈ I(x). Then k = k+ − k− and if h± = Dr(x)k±, then, by (2), we have
h± ∈ CxO and h = h+ − h− ∈ CxO − CxO. The proof of (3) and hence the
proof of Lemma 2.29 is complete.

From the characterization of TxO and CxO in Lemma 2.29 we deduce
immediately the next proposition.
Proposition 2.30. Let (O,C,E) and (O′, C ′, E ′) be sc-smooth retracts, and
let x ∈ O∞. If f : (O, x) → (O′, f(x)) is a germ of a sc-diffeomorphism
mapping x ∈ O∞ onto f(x) = y ∈ O′∞, then
Tf(x)TRx O = T
R
y O
′ and Tf(x)CxO = CyO′.
A sc-smooth retract O associated with a triple (O,C,E) is a M-polyfold
and, recalling Definition 2.22, its degeneracy index dO(x) at the point x is
the integer
dO(x) = min dC′(ϕ(x))
where the minimum is taken over all germs of sc-diffeomorphisms ϕ : (O, x)→
(O′, ϕ(x)) into sc-smooth retracts O′ associated with (O′, C ′, E ′). The integer
dC′(ϕ(x)) is introduced in Section 1.3.
Theorem 2.31. Let (O,C,E) be a smooth retract and let dO be the degen-
eracy index of O. If x ∈ O is a smooth point, we have the inequality
dim(TxO/T
R
x O) ≤ dO(x).
Moreover, if dim(TxO/T
R
x O) = dO(x), then CxO is a partial quadrant in
TxO.
Proof. Let x be a smooth point of the retract O. By Proposition 2.30 the di-
mension of TxO/T
R
x O is preserved under germs of sc-diffeomorphisms. Hence,
in view of the definition of dO(x), we may assume, without loss of generality,
that
dO(x) = dC(x) ≡ d
Moreover, without loss of generality, we may assume that E = Rk⊕W , C =
[0,∞)k⊕W and x = (0, . . . , 0, xd+1, . . . , xk, w), where xi > 0 for d+1 ≤ i ≤ k
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and w ∈ W . We recall that if v = (a, b, w) ∈ TRx O ⊂ Rd ⊕ Rk−d ⊕W , then
a = 0, and if v = (a, b, w) ∈ CxO, then ai ≥ 0 for 1 ≤ i ≤ d.
In order to prove the first statement, we choose smooth vectors v1, . . . vl
in TxO such that (v
j+TRx O)1≤j≤l are linearly independent in the vector space
TxO/T
R
x O. Representing v
j = (aj, bj, wj) ∈ Rd ⊕ Rk−d ⊕W , we claim that
the vectors (aj)1≤j≤l are linearly independent in Rd. Indeed, assuming that∑l
j=1 λja
j = 0, we have
l∑
j=1
λjv
j =
(
0,
l∑
j=1
λjb
j,
l∑
j=1
λjw
j
) ∈ TRx O,
hence
l∑
j=1
λj
(
vj + TRx O
)
=
( l∑
j=1
λjv
j
)
+ TRx O = T
R
x O.
Since (vj+TRx O)1≤j≤l are linearly independent in TxO/T
R
x O, we conclude that
λ1 = . . . = λl = 0, proving our claim. This implies that the vectors a
1, . . . , al
are linearly independent in Rd. Therefore, l ≤ d and hence dim(TxO/TRx O) ≤
d = dO(x), proving the first statement of the theorem.
In order to prove the second statement, we assume that dim(TxO/T
R
x O) =
dO(x). If now (v
j + TRx O)1≤j≤d is a basis of TxO/T
R
x O, then representing
vj = (aj, bj, wj) ∈ TxO ⊂ Rd⊕Rk−d⊕W and arguing as above, the vectors aj
for 1 ≤ j ≤ d form a basis of Rd. Consequently, the map Φ: TxO/TRx O → Rd,
defined by
Φ(v + TRx O) = Φ((a, b, w) + T
R
x O) = a,
is a linear isomorphism. Moreover, if v = (a, b, w) ∈ CxO so that aj ≥ 0 for
1 ≤ j ≤ d, then
Φ(v + TRx O) = Φ((a, b, w) + T
R
x O) ∈ [0,∞)d.
Denoting by ej for 1 ≤ j ≤ d the standard basis of Rd, we introduce
Φ−1(ej) = v̂j + TRx O. By definition, the vectors v
j are of the form v̂j =
(ej, b̂j, ŵj) and are linearly independent in Rd ⊕ Rk−d ⊕ W . If now v =
(a, b, w) ∈ TxO, we have the decomposition
v = (a, b, w) =
d∑
j=1
aj v̂
j +
(
v −
d∑
j=1
aj v̂
j
)
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where a = (a1, . . . , ad) ∈ Rd. Since the second term on the right-hand side
belongs to TRx O, we have the following decompositions of the tangent space
TxO and of CxO,
TxO = Rv̂1 ⊕ . . .⊕ Rv̂d ⊕ TRx O and CxO = R+v̂1 ⊕ . . .⊕ R+v̂d ⊕ TRx O.
Therefore, the map T : TxO → Rd ⊕ TxO, defined by
T (λ1v̂
1, . . . , λdv̂
d, w) = (λ1, . . . , λd, w)
is a sc-linear isomorphism satisfying T (CxO) = [0,∞)d ⊕ TRx O. Hence CxO
is a partial quadrant in TxO and the second statement of Theorem 2.31 is
proved. 
The partial quadrant C in E is the image of the sc-smooth retraction
r = 1C : C → C. In particular, C is a M-polyfold which we denote by XC .
In Section 1.3, we have defined the map dC : C → N0, which associates with
a point x ∈ C its number of vanishing coordinates. Above, we have defined
the degeneracy index dXC : XC → N0 of the M-polyfold XC . By definition,
dXC ≤ dC and we shall prove that dXC = dC . We may assume without loss
of generality that C = [0,∞)k ⊕W and E = Rk ⊕W . For a smooth point
x ∈ C we have TxC = E and TRx C = Ex, implying dim(TxC/TRx C) = dC(x).
This, of course, also holds for any partial quadrant C ⊂ E. Hence,
dC(x) = dim(TxXC/T
R
x XC)
for a smooth point x ∈ C. From this we deduce the following corollary of
Theorem 2.31
Corollary 2.32. Let C be a partial quadrant in a sc-Banach space. Consid-
ering C as a M-polyfold, denoted by XC, we have the equality
dC = dXC .
Proof. Let us first take a smooth point x ∈ C. In view of Theorem 2.31,
dim(TxXC/T
R
x XC) ≤ dXC (x). Since dC(x) = dim(TxXC/TRx XC) as we have
just seen, it follows that dC(x) ≤ dXC (x). By definition of dXC (x), we always
have the inequality dXC (x) ≤ dC(x). Consequently,
dXC (x) = dC(x) if x ∈ C∞.
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If x ∈ C is arbitrary, we take a sequence of smooth points xk ∈ C converging
to x and satisfying dC(xk) = dC(x). Hence,
dC(x) = dC(xk) = dXC (xk).
In view of the definition of dXC we find a sc-diffeomorphism f : U(x) → O′,
where U(x) ⊂ C is relatively open, and (O′, C ′, E ′) is a sc-smooth retract, so
that
dXC (x) = dC′(f(x)).
Then f(xk)→ f(x) and trivially dC′(f(xk)) ≤ dC′(f(x)) for large k. Hence,
for large k,
dC(x) = dC(xk) = dXC (xk)
= dXC′ (f(xk)) ≤ dC′(f(xk)) ≤ dC′(f(x)) = dXC (x).
Since dXC (x) ≤ dC(x), we conclude dXC (x) = dC(x) and the proof of Corol-
lary 2.32 is complete. 
From now on we do not have to distinguish between the index dC defined
for partial quadrants and the degeneracy index dXC , where we view C as a
M-polyfold.
2.4 Tame M-polyfolds
In order to define spaces whose boundaries have more structure, we introduce
the notion of a tame M-polyfold and of tame retractions and tame retracts.
We start with some basic geometry.
Let C ⊂ E be a partial quadrant in a sc-Banach space E. We begin with
the particular case E = Rk ⊕W and C = [0,∞)k ⊕W . We recall the linear
sc-subspace Ei of codimension 1 defined as
Ei = {(a1, . . . , ak, w) ∈ Rk ⊕W | ai = 0}. (8)
Associated with Ei, there is the closed half space Hi consisting of all elements
(a, w) in Rk ⊕W satisfying ai ≥ 0,
Hi = {(a1, . . . , ak, w) ∈ E | ai ≥ 0}. (9)
In the general case of a partial quadrant C in E, we can describe the above
definitions in a more intrinsic way as follows.
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We consider the set {e ∈ C | dC(e) = 1} of boundary points. This set
has exactly k connected components, which we denote by A1, . . . , Ak. Each
component Ai lies in the smallest subspace fi of E containing Ai. We call fi
an extended face and denote by F the set of all extended faces. The set F
contains exactly k extended faces. Given an extended face f ∈ F , we denote
by Hf the closed half subspace of E which contains C.
In the special case C = [0,∞)k⊕W ⊂ Rk⊕W , the extended faces fi are
the subspaces Ei, and the half spaces Hfi are the half subspaces Hi.
If e ∈ C, we introduce the set of all extended faces containing e by
F(e) = {f ∈ F| e ∈ f}.
Clearly,
dC(e) = #F(e).
Definition 2.33. The partial quadrant Ce associated with e ∈ C is defined
as
Ce :=
⋂
f∈F(e)
Hf .
The minimal linear subspace associated with e ∈ C is defined by
Ee :=
⋂
f∈F(e)
f.
Clearly, the following inclusions hold,
Ee ⊂ Ce ⊂ E.
For an interior point x ∈ C, i.e. a point satisfying dC(x) = 0, we set Ee =
Ce = E. The codimension of Ee in E is precisely dC(e). The maximal value
dCe attains is dC(e).
Next we introduce a special class of sc-smooth retracts.
Definition 2.34 (Tame sc-retraction). Let r : U → U be a sc-smooth
retraction defined on a relatively open subset U of a partial quadrant C in
the sc-Banach space E. The sc-smooth retraction r is called a tame sc-
retraction, if the following two conditions are satisfied.
(1) dC(r(x)) = dC(x) for all x in U .
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(2) At every smooth point x in O := r(U), there exists a sc-subspace
A ⊂ E, such that E = TxO ⊕ A and A ⊂ Ex.
A sc-smooth retract (O,C,E) is called a tame sc-smooth retract, if O is
the image of a sc-smooth tame retraction.
Let x be a smooth point in the tame sc-retract O and let A ⊂ Ex be a
sc-complement of the tangent space TxO as guaranteed by condition (2) in
Definition 2.34, so that
E = TxO ⊕ A. (10)
We recall that TxO = Dr(x)E and hence
E = Dr(x)E + (1−Dr(x))E
= TxO + (1−Dr(x))E.
(11)
Applying the projection 1−Dr(x) to the equation (10) and using that (1−
Dr(x))TxO = 0, we obtain
(1−Dr(x))E = (1−Dr(x))A. (12)
We claim that (1−Dr(x))E ⊂ Ex. In order to prove this claim we recall
that A ⊂ Ex, so that, in view of (12), it is sufficient to prove that Dr(x)Ex ⊂
Ex. We may assume that E = Rk ⊕W and x = (0, . . . , 0, xd+1, . . . , xk, w)
with xd+1, . . . , xk > 0. We choose a smooth point y ∈ Ex so that y =
(0, . . . , 0, yd+1, . . . , yk, v). If |τ | is small, then xτ := x + τy belongs to the
partial quadrant C and has the first d coordinates vanishing. By condition
(1) in Definition 2.34 of a tame sc-retraction r, we have dC(r(x + τy)) =
dC(x+ τy). Hence the first d coordinates of r(x+ τy) vanish, and from
d
dτ
r(x+ τy)
∣∣
τ=0
= Dr(x)y
we conclude that the first d coordinates of Dr(x)y vanish. The same is true
if y is on level 0 in Ex. So, Dr(x)Ex ⊂ Ex and hence, in view of (12), we
have verified that (1−Dr(x))E ⊂ Ex, as claimed.
In view of (11), we can therefore always assume, without loss of generality,
that in condition (2) of Definition 2.34 the complement A of TxO is equal to
A = (1−Dr(x))E.
Summarizing the discussion we have established the following proposition.
40
Proposition 2.35. Let U ⊂ C ⊂ E be a relatively open subset of a par-
tial quadrant in a sc-Banach space and let r : U → U be a sc-smooth tame
retraction. Then, for every smooth point x ∈ O = r(U), the sc-subspace
(1−Dr(x))E is a subspace of Ex, so that in condition (2) of Definition 2.34
we can take A = (1−Dr(x))E.
Let us discuss the tame sc-smooth retracts in more detail.
Proposition 2.36. Let (O,C,E) be a tame sc-smooth retract, and let
x ∈ O∞ be a smooth point of O. Then, TRx O is a Banach space of codimension
dO(x) in TxO, so that
dim(TxO/T
R
x O) = dO(x). (13)
In particular, CxO is a partial quadrant in the the tangent space TxO. In
addition, for every point x ∈ O, we have the equality
dO(x) = dC(x). (14)
Proof. We assume that O = r(U) is the retract in U ⊂ C ⊂ E of the tame
sc-retraction r : U → U . Moreover, we may assume that C = [0,∞)k ⊕W ⊂
E = Rk ⊕W .
Then the condition (2) of Definition 2.34 says that, for every x ∈ O∞
there exists a sc-subspace A of E, satisfying E = im Dr(x)⊕ A = TxO ⊕ A
and A ⊂ Ex, where Ex = EI(x). Therefore,
Ex = (TxO ⊕ A) ∩ Ex = (TxO ∩ Ex)⊕ (A ∩ Ex) = TRx O ⊕ A, (15)
since A ⊂ Ex. The space Ex has codimension dC(x) in E, so that
dC(x) = dim
(
E/Ex
)
= dim
(
TxO ⊕ A/TRx O ⊕ A
)
= dim
(
TxO/T
R
x O
)
. (16)
Employing Theorem 2.31, we conclude from (16) that dC(x) ≤ dO(x) for all
x ∈ O∞. By definition, dO(x) ≤ dC(x) for all x ∈ O, and hence,
dC(x) = dO(x) if x ∈ O∞. (17)
Consequently, dimTxO/T
R
x O = dO(x). Employing Theorem 2.31 once more,
CxO is a partial quadrant in the tangent space TxO.
It remains to prove that dO(x) = dC(x) for all (not necessarily smooth)
points x ∈ O. If x = (a, w) ∈ O, we take a sequence (wj) ⊂ W∞ converging
41
to w in W . Then the sequence xj ∈ O, defined by xj = r(a, wj), consists of
smooth points and converges to x in E. Since, by assumption, the retraction
r is tame,
dC(xj) = dC(r(a, wj)) = dC(a, wj) = dC(a, w) = dC(x)
and, using (17), we conclude that dO(xj) = dC(xj) = dC(x). By definition of
dO, we find an open neighborhood V
′ ⊂ O around x, such that dO(y) ≤ dO(x)
for all y ∈ V ′. Consequently, for large j,
dO(x) ≥ lim
j→∞
dO(xj) = dC(x).
In view of dO(x) ≤ dC(x), we conclude dO(x) = dC(x), and the proof of
Proposition 2.36 is complete. 
Among all M-polyfolds, there is a distinguished class of M-polyfolds which
are modeled on tame retracts. These turn out to have an interesting and
useful boundary geometry.
Definition 2.37. A tame M-polyfoldX is a M-polyfold which possesses an
equivalent sc-smooth atlas whose charts are all modeled on tame sc-smooth
retracts.
By Proposition 2.30, the following concepts for any M-polyfold are well-
defined and independent of the choice of the charts.
Definition 2.38. Let X be a M-polyfold. For a smooth point x ∈ X,
the reduced tangent space TRx X is, by definition, the sc-subspace of the
tangent space TxX which, by definition, is the preimage of T
R
o O under any
chart ψ : (V, x)→ (O, o), so that
Tψ(x)(TRx X) = T
R
o O = ToO ∩ Eo.
For a smooth point x ∈ X, the partial cone CxX is the closed convex
subset of TxX which under a sc-smooth chart ψ as above is mapped onto
CoO, i.e.
Tψ(x)(CxX) = ToO ∩ Co.
From Proposition 2.36 we conclude, if the M-polyfold X is tame and if
x ∈ X is a smooth point, that CxX is a partial quadrant in the tangent space
TxO, and we have the identity
dX(x) = dim(TxX/T
R
x X) = dCxX(0x),
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where 0x is the zero vector in TxX.
We are going to show that the boundary of a tame M-polyfold has an
additional structure.
Definition 2.39. Let X be a tame M-polyfold. A face F of X is the closure
of a connected component in the subset {x ∈ X | d(x) = 1}. The M-polyfold
X is called face-structured, if every point x ∈ X lies in exactly dX(x) many
faces.
Before we study faces in more detail we have a look at the local situation.
Lemma 2.40. Let (O,C,E) be a sc-smooth, tame retract and let F be the
collection of extended faces, associated with the partial quadrant C. Then the
faces F in O are the connected components of the sets f∩O, where f ∈ F are
extended faces. The connected components of f ∩ O and f ′ ∩ O, containing
a point x ∈ O, are equal if and only if f = f ′.
Proof. By definition of O, the retract O itself is a tame M-polyfold. We
denote by U ⊂ C ⊂ E the relatively open subset in the partial quadrant
C, on which a tame sc-smooth retraction satisfies r(U) = O. Let F̂ be a
connected component of the subset {x ∈ O | dO(x) = 1}. By Proposition
2.36, dO = dC so that this set is the same as a connected component of
{x ∈ O | dC(x) = 1}. If we look at the isomorphic case E = Rk ⊕W , we see
immediately, that there exists an index i, such that F̂ must lie in the subset
of C, consisting of points (a, w), for which ai = 0. We conclude that there
exists an extended face f ∈ F , such that F̂ ⊂ f . Therefore, F is contained
in a connected subset of O ∩ f .
Next we consider a connected component Q of O ∩ f , where f is an
extended face of C. Let e ∈ Q. By assumption, e ∈ f and we can take a
vector h ∈ f so small, that e + th ∈ U ∩ f for t ∈ (0, 1], and such that for
t ∈ (0, 1] the points e + th do not belong to any extended face other than
f . This can be constructed explicitly, using the model E = Rk ⊕W for E.
Since the retraction r is tame, we have dC(r(e + th)) = 1 for t ∈ (0, 1], and
for t ∈ (0, 1] the points r(e + th) belong to the same connected component
of {x ∈ O | dO(x) = 1}. Using this argument repeatedly, we can connect
any two points in Q by a continuous path γ : [0, 1]→ Q, such that the points
y ∈ γ(0, 1) satisfy dC(y) = 1. This implies that Q is contained in the closure
of the connected component F̂ in {x ∈ X | dO(x) = 1}. 
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Corollary 2.41. If (O,C,E) is a tame sc-smooth retract, then every point
x ∈ O lies in precisely dO(x) many faces.
Proof. In view of Proposition 2.36, dO(x) = dC(x), so that x belongs to
precisely d := dC(x) extended faces f ∈ F(x), let us say, it belongs to the
faces f1, . . . , fd in the sc-Banach space E = Rk⊕W , defined as the subspaces
fi = {(a1, . . . , ak, w)| ai = 0}, 1 ≤ i ≤ d. The point x is represented by
x = (0, . . . , 0, ad+1, . . . , ak, w), where aj 6= 0 for d+1 ≤ j ≤ k. Let r : U → U
be the tame retraction onto O = r(U). Then, the paths γi(t) in O for
1 ≤ i ≤ d, starting at γi(0) = x are defined by
γi(t) = r(t, . . . , t, ai = 0, t, . . . , t, ad+1, . . . , ak, w).
Because the retraction r is tame we have, dC(γi(t)) = 1 if t > 0 and the points
γi(t) belong to fi ∩ O, but not to any other face fj ∩ O with j 6= i. Hence,
the connected components containing x of the sets O ∩ fj for 1 ≤ j ≤ d are
all different. This proves the last assertion. 
Corollary 2.41 implies immediately the following result.
Proposition 2.42. If X is a tame M-polyfold, then every point x ∈ X has
an open neighborhood V , so that y ∈ V lies in precisely dX(y) many faces of
V and dV (y) = dX(y) for all y ∈ V . In particular, globally, a point x ∈ X
lies in at most dX(x)-many faces.
The following technical result turns out to be useful later on.
Proposition 2.43 (Properties of faces). Let (O,C,E) be a tame sc-smooth
retract associated with the tame sc-smooth retraction r : U → U onto O =
r(U), and let F be a face of O. Then, there exists an open neighborhood V ∗ of
F in U and a sc-smooth retraction s : V ∗ → V ∗ onto s(V ∗) = F . Moreover,
defining V ⊂ O by V = O ∩ V ∗, the restriction s : V → V is a sc-smooth
retraction onto s(V ) = F , so that F is a sc-smooth sub-M-polyfold of O.
Further, F is tame, i.e. it admits a compatible sc-smooth atlas consisting of
tame local models. In addition,
dF (x) = dO(x)− 1 for all x ∈ F .
Proof. We may assume that E = Rk⊕W and C = [0,∞)k⊕W . Let U ⊂ C be
a relatively open subset of the partial quadrant C and let r : U → U be a tame
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sc-smooth retraction onto r(U) = O. In view of Lemma 2.40 we may assume,
that our face F is a connected component of O∩f1, where f1 is the extended
face consisting of those points whose first coordinate vanishes. Consequently,
for every (a, w) ∈ F we find an open neighborhood U(a,w) ⊂ U in C, such that,
if (b, v) ∈ U(a,w), then r(0, b2, . . . , bk, v) has the first coordinate vanishing.
Taking the union of these neighborhoods, we find an open neighborhood U∗
of F which is contained in U , such that for every (b, v) ∈ U∗, the point
(0, b2, . . . , bk, v) belongs to U and r(0, b2, . . . , bk, v) has the first coordinate
vanishing and belongs to F . Hence, we can define the sc-smooth map
s : U∗ → U by s(b, v) := r(0, b2, . . . , bk, v),
which has its image in F , so that, in view of F ⊂ U , we may assume that
s : U∗ → U∗.
It follows that the face F is a sc-smooth sub-M-polyfold of O.
We know that F is a connected component of f1 ∩ O. We find an open
neighborhood V of O in f1 ∩ C ⊂ f1, so that r(V ) = F . Clearly, s =
r|V : V → V preserves dC∩f1 , since it preserves dC and dC = dC∩f1 + 1 on
C ∩ f1.
If x ∈ F is a smooth point, then TxF ⊂ TxO is of codimension 1 and
hence has a complement P of dimension 1, so that
TxO = TxF ⊕ P.
We know from Definition 2.34 of a tame retract that TxO has a sc-complement
A ⊂ Ex in E. Hence,
E = TxO ⊕ A = TxF ⊕ P ⊕ A.
In view of P ∩ f1 = {0} and TxF ∩ f1 = TxF , we deduce
f1 = E ∩ f1 = (TxF ⊕ P ⊕ A) ∩ f1 = TxF ⊕ (f1 ∩ A).
Noting that (f1 ∩ A) ⊂ (f1 ∩ Ex) = f1, the sc-smooth retraction s : V → V
onto s(V ) = F is tame. Since the last statement of Proposition 2.43 is
obvious, the proof of Proposition 2.43 is complete. 
45
In order to formulate another result along the same lines we first recall
that, given any point x in a tame M-polyfold X, we find an open neighbor-
hood U = U(x) such that U∩X has precisely dX(x) many faces containing x.
Since we can choose U as small was we wish, it makes sense to introduce the
notion of a face germ. Two local faces F and F ′ at x have the same germ if
there exists an open neighborhood U = U(x) such that U ∩F = U ∩F ′. We
shall write [F, x] for a face germ. Sometimes we shall call them codimen-
sion one face germs. If we refer to a face germ we always mean the latter.
The collection of all codimension one face germs at x is denoted by Fx. For
a subset σ ⊂ Fx we denote by F σx the intersection
F σx =
⋂
[F,x]∈σ
F,
and call it codimension #σ face germ.
Proposition 2.44. Given a tame M-polyfold X every point x has dX(x)
many local faces containing x. The local faces are tame M-polyfolds with
dF (x) = dX(x)− 1. The intersection of local faces Fσ associated to a subset
σ of Fx is a tame M-polyfold of codimension #σ and dFσ(x) = dX(x)−#σ.
We sum up the discussion about faces in the following theorem.
Theorem 2.45. The interior of a face F in a tame M-polyfold X is a sc-
smooth sub-M-polyfold of X. If X is face-structured, then every face F is a
sub-M-polyfold and the induced M-polyfold structure is tame. The inclusion
map i : F → X satisfies dX(i(x)) = dF (x) + 1. Every point x ∈ X has an
open neighborhood U such that every point y ∈ U lies in precisely dX(y)-many
faces of U . If X is face-structured, then every point x ∈ X lies in precisely
dX(x)-many global faces of X.
Later on we shall frequently use the following proposition about degen-
eracy index in fibered products.
Proposition 2.46. Let f : X → Z be a local sc-diffeomorphism and g : Y →
Z a sc-smooth map. Then the fibered product Xf×gY , defined by
Xf×gY = {(x, y) ∈ X × Y | f(x) = g(y)},
is a sub M-polyfold of X × Y . If Y is tame, then also Xf×gY is tame and
dXf×gY (x, y) = dY (y).
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If both X and Y are tame and both f and g are local sc-diffeomorphism, then
dXf×gY (x, y) =
1
2
dX×Y (x, y) =
1
2
[dX(x) + dY (y)] = dX(x) = dY (y).
Proof. Clearly the product X × Y is an M-polyfold, and if both X and Y
are tame, then also X × Y is tame. To see that Xf×gY is a sub-M-polyfold
of X × Y , we take a point (x, y) ∈ Xf×gY and fix open neighborhoods U
of x in X and W of f(x) in Z so that f |U : U → W is a sc-diffeomorphism.
Next we choose an open neighborhood V of y in Z such that g(V ) ⊂ W . We
define the map R : U × V → U × V by
R(x′, y′) = ((f |U)−1 ◦ g(y′), y′),
It is sc-smooth and satisfies R◦R = R and R(U ×V ) = (U ×V )∩ (Xf×gY ).
Consequently, Xf×gY is a sub M-polyfold of X × Y . Next we assume, in
addition, that Y is tame. With the point (x, y) ∈ Xf×gY and open sets
U and V as above, we assume that (V, ϕ′, (O′, C ′, E ′)) is a chart around x
such that (O′, C ′, E ′) is a tame sc-smooth retract. Then we define a map
Φ: (U × V ) ∩Xf×gY → O′ by setting
Φ(x′, y′) = ϕ′(y′).
The map Φ is injective since given a pair (x′, y′) ∈ Xf×gY , we have x′ =
(f |U)−1 ◦ g(y′) and hence Φ is homeomorphism onto O′. So, the tuple ((U ×
V ) ∩ Xf×gY,Φ, (O′, C ′, E ′)) is a chart on Xf×gY and any two such charts
are sc-smooth compatible. Consequently, Xf×gY is tame. To prove the
formula for the degeneracy index, we consider the projection pi2 : Xf×gY →
X, (x, y)→ y, onto the second component. In view of the above discussion,
pi2 is a local sc-diffeomorphism and consequently preserves the degeneracy
index. Hence dXf×gY (x, y) = dY (y).
If both f and g are sc-diffeomorphisms and X and Y are both tame, then
it follows from the previous case that dXf×gY (x, y) = dX(x), so that
dXf×gY (x, y) = dX(x) = dY (y).
Finally, since X × Y is tame, then dX×Y (x, y) = dX(x) + dY (y), so that
dX×Y (x, y) = dX(x) + dY (y) = 2dX(x) = 2dY (y) = 2dXf×gY (x, y),
for every (x, y) ∈ Xf×gY . The proof of Proposition 2.46 is complete. 
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2.5 Strong Bundles
As a preparation for the study of sc-Fredholm sections in the next chapter we
shall introduce in this section the notion of a strong bundle over a M-polyfold.
As usual we shall first describe the new notion in local charts of a strong
bundle and consider U ⊂ C ⊂ E, where U is a relatively open subset of
the partial quadrant C in the sc-Banach space E. If F is another sc-Banach
space, we define the non- symmetric product
U / F
as follows. As a set, U / F is the product U × F , but it possesses a double
filtration (m, k) for 0 ≤ k ≤ m+ 1, defined by
(U / F )m,k := Um ⊕ Fk.
We view U/F → U as a trivial bundle. We define for i = 0, 1 the sc-manifolds
(U / F )[i] by their filtrations
((U / F )[i])m := Um ⊕ Fm+i, m ≥ 0.
Definition 2.47. A strong bundle map
Φ: U / F → U ′ / F ′
is a map which preserves the double filtration and is of the form
Φ(u, h) = (ϕ(u),Γ(u, h)),
where the map Γ is linear in h. In addition, for i = 0, 1, the maps
Φ: (U / F )[i]→ (U ′ / F ′)[i]
are sc-smooth.
A strong bundle isomorphism is an invertible strong bundle map
whose inverse is also a strong bundle map.
A strong bundle retraction is a strong bundle map
R : U / F → U / F
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satisfying, in addition, R ◦R = R. The map R has the form
R(u, h) = (r(u),Γ(u, h)),
where r : U → U is a sc-smooth retraction. A tame strong bundle re-
traction is one for which the retraction r is tame.
The condition R ◦R = R of the retraction R requires that(
r(r(u)),Γ(r(u),Γ(u, h))
)
=
(
r(u),Γ(u, h)
)
.
Hence, if r(u) = u, then Γ
(
u,Γ(u, h)
)
= Γ(u, h), and the bounded linear
operator h 7→ Γ(u, h) : F → F is a projection. If r(u) = u is, in addition, a
smooth point, then the projection is a sc-operator.
We continue to denote by U ⊂ C ⊂ E a relatively open subset of the
partial quadrant C in the sc-Banach space E and let F be another sc-Banach
space.
Definition 2.48. A local strong bundle retract, denoted by
(K,C / F,E / F ),
consists of a subset K ⊂ C / F , which is the image,
K = R(U / F ),
of a strong bundle retraction
R : U / F → U / F
of the form R(u, h) = (r(u),Γ(u, h)). Here, r : U → U is a sc-smooth retrac-
tion onto r(U) = O.
The local strong bundle retract (K,C / F,E / F ) will sometimes be ab-
breviated by
p : K → O
where p is the map induced by the projection onto the first factor. If the
strong bundle retraction R is tame, the local strong bundle retract is called
a tame local strong bundle retract.
49
The retract K inherits the double filtration Km,k for m ≥ 0 and 0 ≤ k ≤
m+ 1, defined by
Km,k = K ∩ (Um ⊕ Fk)
= {(u, h) ∈ Um ⊕ Fk|R(u, h) = (u, h)}
= {(u, h) ∈ Om ⊕ Fk|Γ(u, h) = h}.
The associated spaces K[i], defined by
K[i] = K0,i, i = 0, 1,
are equipped with the filtrations
K[i]m = Km,m+i for all m ≥ 0.
The projection maps
p : K[i]→ O
are sc-smooth for i = 0, 1. They are, in fact, sc-smooth bundle maps as
introduced earlier.
Definition 2.49. A section of the local strong bundle retract p : K → O is
a map f : O → K satisfying p ◦ f = 1O. The section f is called sc-smooth,
if f is a section of the bundle
p : K(0)→ O.
The section f is called sc+-smooth, if f is a sc-smooth section of the bundle
p : K(1)→ O.
A section f : O → K is of the form f(x) = (x, f(x)) ∈ O × F and the
map f : O → F is called principal part of the section. We shall usually
denote the principal part with the same letter as the section.
At this point, we can introduce the category SBR. Its objects are the
local, strong bundle retractions (K,C / F,E / F ). The morphisms of the
category are maps Φ: K → K ′ between local strong bundle retracts, which
are linear in the fibers and preserve the double filtrations. Moreover, the
induced maps Φ[i] : K[i]→ K ′[i] are sc-smooth for i = 0, 1.
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We recall that, by definition, the map Φ[i] : K[i] → K ′[i] between
retracts is sc-smooth, if the composition with the retraction,
(Φ ◦R) : (U ⊕ F )[i]→ (E ′ ⊕ F ′)[i],
is sc-smooth. There are two forget functors
forget[i] : SBR → BR,
into the category of BR of sc-smooth bundle retractions introduced in Section
2.1. They are defined by
forget[i](K) = K[i]
on the objects K of the category, and
forget[i](Φ) = Φ[i]
on the morphisms between the objects.
We are in a position to introduce the notion of a strong bundle over a
M-polyfold X. We consider a continuous surjective map
P : Y → X
from the paracompact Hausdorff space Y onto the M-polyfold X. We assume,
for every x ∈ X, that the fiber P−1(x) = Yx has the structure of a Banachable
space.
Definition 2.50. A strong bundle chart for the bundle P : Y → X is a
tuple
(Φ, P−1(V ), K, U / F ),
in which U ⊂ C ⊂ E is an open subset of the partial quadrant C in the
sc-Banach space E, and F is a sc-Banach space. Moreover,
K = R(U / F )
is the image of a strong bundle retraction R : U / F → U / F of the form
R(u, h) = (r(u),Γ(u, h)), where r : U → U is a sc-smooth retraction onto the
retract O = r(U) of (O,C,E) and Γ is linear in h. In addition, V ⊂ X is
an open subset of X, homeomorphic to the retract O by a homeomorphism
ϕ : V → O. In addition,
Φ: P−1(V )→ K
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is a homeomorphism from P−1(V ) ⊂ Y onto the retract K, covering the
homeomorphism ϕ : V → O, so that the diagram
P−1(V ) Φ−−−→ K
P
y yp
V
ϕ−−−→ O
commutes. The map Φ has the property that, in the fibers over x ∈ V , the
map Φ: P−1(x) → p−1(ϕ(x)) is a bounded linear operator between Banach
spaces.
Two strong bundle charts Φ: P−1(V ) → K and Φ′ : P−1(V ′) → K ′,
satisfying V ∩ V ′ 6= ∅ are compatible, if the transition maps
Φ′ ◦ Φ−1[i] : Φ(P−1(V ∩ V ′))[i]→ Φ′(P−1(V ∩ V ′))[i]
are sc-smooth diffeomorphisms for i = 0, 1.
As usual, one now proceeds to define a strong bundle atlas, consisting
of compatible strong bundle charts covering Y and the equivalence between
two such atlases.
Definition 2.51. The continuous surjection
P : Y → X
from the paracompact Hausdorff space Y onto the M-Polyfold X, equipped
with an equivalence class of strong bundle atlases is called a strong bundle
over the M-polyfold X.
Induced by the strong bundle charts, the M-polyfold Y is equipped with
a natural double filtration into subsets Ym,k, m ≥ 0 and 0 ≤ k ≤ m + 1.
Therefore, we can distinguish the underlying M-Polyfolds Y [i] for i = 0, 1
with the filtrations
Y [i]m = Ym,m+i,m ≥ 0.
The projections
P [i] : Y [i]→ X
are sc-smooth maps between M-Polyfolds.
Correspondingly, we distinguish two types of sections of the strong bundle
P : Y → X.
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Definition 2.52. A section of the strong bundle P : Y → X is a map
f : X → Y, satisfying P ◦ f = 1X .
The section f is called a sc-smooth section, if f is an sc-smooth section
of the bundle
P [0] : Y [0]→ X.
The section f is called a sc+-section of P : Y → X, if f is an sc-smooth
section of the bundle
P [1] : Y [1]→ X.
If we say f is an sc-section of P : Y → X we mean that it is an sc-smooth
section of Y [0]→ X. An sc+-section or sc+-smooth section of P : Y → X is
an sc-smooth section of Y [1]→ X.
Definition 2.53 (Pull-back bundle). Let P : Y → X be a strong bundle
over the M-polyfold X and let f : Z → X be an sc-smooth map from the
M-polyfold Z into X. The pull-back bundle of f ,
Pf : f
∗Y → Z,
is defined by the set f ∗Y = {(z, y) ∈ Z×Y |P (y) = f(z)} and the projection
Pf (z, y) = z, so that with the projection P
′ : f ∗Y → Y , defined by P ′(z, y) =
y, the diagram
f ∗Y P
′−−−→ Y
Pf
y yP
Z
f−−−→ X
commutes.
As already shown in [20], Proposition 4.11, the strong M-polyfold struc-
ture P induces a natural strong M - polyfold structure of the pull-back bundle
Pf .
Proposition 2.54. The pull-back bundle Pf : f
∗Y → Z carries a natural
structure of a strong M-polyfold bundle over the M-polyfold Z.
The easy proof is left to the reader.
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2.6 Appendix
2.6.1 Proof of Proposition 2.2
Proof of Proposition 2.2. The C∞-retraction r satisfies r ◦ r = r and hence,
by the chain rule,
Dr(r(x)) ◦Dr(x) = Dr(x) for every x ∈ U.
Therefore, if r(x) = x, then
Dr(x) ◦Dr(x) = Dr(x) (18)
and hence the linear operator Dr(x) ∈ L (E,E) is a projection at every
point x ∈ O.
Now we take a point x ∈ O = r(U) and, for simplicity, assume that x = 0.
In view of (18), the Banach space E splits into E = R⊕N , where
R = range Dr(0) = ker (1−Dr(0))
N = ker Dr(0) = range (1−Dr(0)).
According to the splitting E = R⊕N , we use the equivalent norm |(a, b)| =
max{‖a‖, ‖b‖}. By B(ε) we denote an open ball of radius ε (with respect to
the norm |·|)centered at the origin.
Now we introduce the map f : (R⊕N) ∩ U → E, defined by
f(a, b) = r(a) + (1−Dr(a))b.
At (a, b) = (0, 0), we have f(0, 0) = r(0) = 0 and
Df(0, 0)[h, k] = h+ k
for all (h, k) ∈ R⊕N. Consequently, in view of the inverse function theorem,
f is a local C∞-diffeomorphism, and we assume without loss of generality
that f is a diffeomorphism on U .
We claim that there exist positive numbers δ, such that, if f(a, b) ∈ O =
r(U) for (a, b) ∈ B(δ), then b = 0. The proposition then follows by setting
W = B(δ), V = f(W ), and defining the map ψ : W → V by ψ = (f |V )−1.
It remains to prove the claim that b = 0. Since r is smooth, we find a
constant ε > 0, such that B(2ε) ⊂ U and
|Dr(x)−Dr(0)| < 1
3
for all |x| < ε. (19)
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Moreover, since r(0) = 0, there exists a constant 0 < δ < 3
4
ε, such that
|r(x)| < ε for all |x| < δ. (20)
If x ∈ B(δ), then for |h| < ε,
r(r(x) + h) = r(r(x)) +Dr(r(x))h+ o(h) = r(x) +Dr(r(x))h+ o(h), (21)
where o(h) is an E-valued map satisfying o(h)|h| → 0, as |h| → 0. Taking a
smaller ε, we may assume that
|o(h)| < |h|
2
for all |h| < ε. (22)
Let x = (a, b) ∈ B(δ) and f(a, b) ∈ O. This means that
r
(
r(a) + (1−Dr(a))b) = r(a) + (1−Dr(a))b. (23)
By (19) and the fact that, Dr(0)b = 0 for b ∈ N , the norm of (1−Dr(a))b
for |a| < δ can be estimated as
|b−Dr(a))b| = |b− (Dr(a))−Dr(0))b| ≤ 4
3
|b|. (24)
Inserting x = a and h = (1−Dr(a))b into (21) and using the identity (23),
we obtain
Dr(r(a))h = h+ o(h). (25)
The left-hand side is equal to
Dr(r(a))h = Dr(r(a))b−Dr(r(a))Dr(a)b = Dr(r(a))b−Dr(a)b,
and the right-hand side is equal to h + o(h) = b − Dr(a))b + o(h), so that
(25) takes the form
Dr(r(a))b = b+ o(h). (26)
Arguing by contradiction, we assume that b 6= 0. Since |r(a)| < ε, the norm
of the left-hand side is, in view of (19), bounded from above by
|Dr(r(a))b| = |Dr(r(a))b−Dr(0)b| < 1
3
|b|. (27)
On the other hand, using (22) and (24), we estimate the norm of the right-
hand side of (26) from below as
|b+ o(h)| ≥ |b| − 1
2
|h| ≥ |b| − 2
3
|b| = 1
3
|b|. (28)
Consequently, 1
3
|b| > 1
3
|b| which is absurd. Therefore, b = 0 and the proof is
complete. 
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2.6.2 Proof of Theorem 2.16
We make use of the following theorem of metrizability due to Yu. M. Smirnov
[39].
Theorem 2.55 (Yu. M. Smirnov). Let X be a space that is paracompact
Hausdorff, and assume that every point has an open neighborhood in X that
is metrizable. Then X is metrizable.
The following result is an equivalent definition of paracompactness.
Lemma 2.56 ([34], Lemma 1). A regular Hausdorff space X is paracompact,
if and only if every open cover of X has a locally finite refinement consisting
of closed sets.
We shall use the above lemma in the proof of the following result.
Proposition 2.57. Let Y be a regular topological space, and let (Yi)i∈I be a
locally finite family of closed subspaces of Y , so that Y =
⋃
i∈I Yi. If every
subspace Yi is paracompact, then Y is paracompact.
Proof. Given an open cover U = (Uj)j∈J of Y , it is, in view of Lemma
2.56, enough to show, that there exists a closed locally finite refinement
C = (Cj)j∈J of U . In order to prove this, we consider for every i the cover
Yi = (Yi∩Uj)j∈J of Yi, consisting of open sets in Yi. Since Yi is paracompact,
Lemma 2.56 implies that there exists a closed locally finite refinement (Cij)j∈J
of Yi. The sets Cij are closed in Y and by definition of refinement satisfy
Cij ⊂ Yi ∩ Uj and
⋃
j∈J
Cij = Yi. (29)
Now, for every j ∈ J , we define the set
Cj :=
⋃
i∈I
Cij
and claim that the family C = (Cj)j∈J is a closed locally finite refinement of
U . We start with showing that Cj is closed. Let x ∈ X \Cj =
⋂
i∈I(X \Cij).
Since (Yi)i∈I is locally finite, we find an open neighborhood V (x) of x in Y ,
which intersects Yi for at most finitely many indices i, say for i belonging to
the finite subset I ′ ⊂ I. If i 6∈ I ′, then, by (29), V (x) ⊂ Y \ Yi ⊂ Y \ Cij,
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so that V (x) ⊂ ⋂i 6∈I′(Y \ Yi). Then the set U(x) = V (x) ∩⋂l∈I′(Y \ Cij) is
an open neighborhood of x in Y contained in Y \ Cj. This shows that Cj
is closed as claimed. That C is a cover of X and a refinement of U follows
from (29), ⋃
j∈J
Cj =
⋃
j∈J
⋃
i∈I
Cij =
⋃
i∈I
⋃
j∈J
Cij =
⋃
i∈I
Yi = X
and
Vj =
⋃
i∈I
Cij ⊂
⋃
i∈I
Yi ∩ Uj = Uj.
It remains to show that C is locally finite. Local finiteness of (Yi)i∈I implies
that a given point x ∈ Y belongs to finitely many Yi’s, say x ∈ Yi, if and
only if i belongs to the finite subset I ′ ⊂ I. Moreover, there exists an open
neighborhood V (x) of x in Y intersecting at most finitely many Yi’s. Since Y
is regular, we can replace V (x) by a smaller open set intersecting only those
Yi’s whose indices i belong to I
′. Also, (Cij)j∈J is a locally finite family in Yi,
so that there exists an open neighborhood Vi(x) of x in Yi intersecting C
i
j for,
at most, finitely many indices j, which belong to the finite subset Ji ⊂ J .
Each Vi(x) is of the form Vi(x) = Ui(x) ∩ Yi for some open neighborhood
Ui(x) of x in Y . Then U(x) = V (x)∩
⋂
i∈I′ Ui(x) is an open neighborhood of
x in Y intersecting Yi only for i ∈ I ′ and the set U(x)∩ Yi intersects Cij only
for j ∈ Ji. This implies that U(x) can have a nonempty intersection with Cj
only for j ∈ ⋃i∈I′ Ji. Hence, the family C = (Cj)j∈J is locally finite, and the
proof is complete.

Now we are ready to prove the theorem.
Proof of Theorem 2.16. We start with m = 0 and take an atlas
(U j, ϕj, (Oj, Cj, Ej))j∈J .
Since ϕj : U j → Oj is a homeomorphism and Oj is a metric space, U j is
metrizable. Hence, X is locally metrizable. Since by assumption, X is Haus-
dorff and paracompact, the Smirnov metrizability theorem implies that X is
metrizable.
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In order to prove that Xm is metrizable for m ≥ 1, we fix m ≥ 1 and
consider the topological space Xm. Since by assumption, X is Hausdorff,
given two distinct points x and x′ in Xm, there exist two disjoint open neigh-
borhoods U and U ′ of x and x′ in X. Hence, the sets Um and U ′m are disjoint
open neighborhoods of x and x′ in Xm, so that also Xm is a Hausdorff space.
Moreover, the maps ϕ : Um → Ojm are homeomorphisms and since Ojm is a
metric space, U jm are metrizable. So, Xm is locally metrizable. To prove that
Xm is metrizable, it suffices to show, that, in view of the Smirnov metriz-
ability theorem, Xm is paracompact. Using the paracompactness of X and
Theorem 2.56, we find a closed locally finite refinement C = (Cj)j∈J . In
particular, Cj ⊂ Uj, so that Cjm ⊂ U jm. Since U jm is metrizable, it is also
paracompact, so that Cjm is paracompact as a closed subspace of U
j
m. Hence,
Cm = (Cjm)j∈J is a locally finite family of closed subsets of Xm and each C
j
m
is paracompact. Thus, by Proposition 2.57, the space Xm is paracompact,
and since it is Hausdorff and locally metrizable, it is metrizable.
Finally, choosing a metric dm defining the topology on Xm , we set
d(x, y) =
∞∑
m=0
1
2m
· dm(x, y)
1 + dm(x, y)
.
The metric d defines the topology on X∞. 
2.6.3 Proof of Proposition 2.19
Proof of Proposition 2.19. (1) In order to prove that B defines a basis for
a topology on TX, we take two sets W˜1 and W˜2 in B and assume that
α = [(x, ϕ, V, (O,C,E), h)] ∈ W˜1∩ W˜2. We claim that there exists a set W˜ ∈
B, satisfying α ∈ W˜ ⊂ W˜1 ∩ W˜2. By definition, W˜i = (Tϕi)−1(Wi), where
(ϕi, Vi, (Oi, Ci, Ei)) is a chart and Wi is an open subset of TOi, containing
α = [(xi, ϕi, Vi, (Oi, Ci, Ei), hi)] for i = 1, 2.
This means that
xi = x and hi = T (ϕi ◦ ϕ−1)(ϕ(x))h for i = 1, 2, (30)
and, moreover, (ϕi(xi), hi) = (ϕi(x), hi) ∈ Wi. We define W ′i = [T (ϕi ◦
ϕ−1)(ϕ(x))]−1(Wi), and observe that the Wi’s are open subsets of TOi. By
(30), (ϕ(x), h) ∈ W ′1 ∩W ′2 and if W = W ′1 ∩W ′2 and W˜ = (Tϕ)−1(W ), then
[(x, ϕ, V, (O,C,E), h)] ∈ W˜ ⊂ W˜1 ∩ W˜2.
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Consequently, B defines a topology on TX. To prove that this topology is
Hausdorff, we take two distinct elements
α = [(x, ϕ, V, (O,C,E), h)] and α′ = [(x′, ϕ′, V ′, (O′, C ′, E ′), h′)]
in the tangent space TX. Since α 6= α′, either x 6= x′ or if x = x′,
then h′ 6= T (ϕ′ ◦ ϕ)−1(ϕ(x))h. In the first case x 6= x′ we may replace V
and V ′ by smaller open neighborhoods of x and x′, so that V ∩ V ′ = ∅,
and then replace (O,C,E), resp. (O,C ′, E ′), by the retracts (ϕ(V ), C, E),
resp. (ϕ′(V ′), C ′, E ′). If W (resp. W ′) is an open neighborhood of (ϕ(x), h)
(resp. (ϕ′(x′), h′)) in TO (resp. TO′), then W˜ = (Tϕ)−1(W ) (resp. W˜ ′ =
(Tϕ′)−1(W ′) is an open neighborhood of α (resp. α′) in TX and W˜ ∩W˜ ′ = ∅.
In the second case x = x′ and h′ 6= T (ϕ′ ◦ ϕ)−1(ϕ(x))h. We choose an
open neighborhood W of (ϕ′(x), h′) in TO′ and an open neighborhood W of
(ϕ(x), h) in TO, so that W ′ ∩ T (ϕ′)−1(W ) = ∅. Then α ∈ W˜ = (Tϕ)−1(W )
and α′ ∈ W˜ ′ = (Tϕ′)−1(W ′). Moreover, both sets are open and their inter-
section is empty. Consequently, the topology defined by B is Hausdorff.
(2) We start by proving that p : TX → X1 is an open map. It suffices to
show that p(W˜ ) is open in X1 for every element W˜ ∈ B. Let (ϕ, V, (O,C,E))
be a chart on X and let Tϕ : TV → TO be the associated map defined above
and introduce W˜ = (Tϕ)−1(W ) for the open subset W of TO. We denote
by pi : TO → O1 the projection onto the first factor. This map is continuous
and open. Moreover,
p(W˜ ) = ϕ−1 ◦ pi ◦ (Tϕ)(W˜ ).
Since, by construction, the map Tϕ : TV → TO is open and ϕ : V → O is a
homeomorphism, the composition on the right hand side is an open subset
of X1. Hence, p(W˜ ) is open in X1 as claimed.
To show that the projection map p : TX → X1 is continuous, it suffices
to show, that given a chart (V, ϕ, (O,C,E)) on X and an open subset U of
X1, satisfying U ⊂ V1, the preimage p−1(U) is open. For such a chart and
open set U we have
p−1(U) = (Tϕ)−1
(
(ϕ(U)× E) ∩ TO).
Since (ϕ(U)×E) ∩ TO is open in TO, the set on the left-hand side belongs
to B. Hence, the set p−1(U) is open, and the projection p is continuous as
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claimed.
(3) We start with an atlas V = (V j, ϕj, (Oj, Cj, Ej))j∈J , such that the family
V = (V j)j∈J of domains is an open, locally finite cover of X. The associated
maps Tϕj : TV j → TOj are homeomorphisms, and since TOj is metrizable,
the same holds for the open sets TV j. Hence, TX is locally metrizable. To
show that TX is metrizable, it remains to show that TX is paracompact. By
Theorem 2.56, there exists a closed, locally finite refinement C = (Cj)j∈J of
V , so that C1 = (C
j
1)j∈J is a closed, locally finite refinement of V1 = (V
j
1 )j∈J .
The sets Kj = TO|ϕ(Cj1) :=
⋃
x∈ϕ(Cj1) TxO are closed in TO, so that the
sets K˜j := (Tϕj)−1(Kj) are closed subsets of TV . In particular, each K˜j
is paracompact as a closed subset of metrizable space. Also, the family
(K˜j)j∈J is locally finite. Indeed, let α = [(x, V, ϕ, (O,C,E), h)] ∈ TX. Then
there exists an open neighborhood U(x) of x in X1 intersecting at most
finitely many Cj1 ’s, say with indices j, belonging to a finite subset J
′ ⊂ J .
Moreover, since X1 is regular, U(x) can be taken so small that also x ∈ Cj1
for j ∈ J ′. Then, setting W (x) := TO|ϕ(U(x)) := ⋃y∈ϕ(U(x)) TyO, the set
W (x) is an open subset of TO and W˜ (x) := (Tϕ)−1(W (x)) intersects only
those K˜j whose indices j belong to J ′. Now applying Proposition 2.57, we
conclude, that the tangent space TX is paracompact and hence metrizable,
in view of the Smirnov metrizability theorem. This finishes the proof of the
proposition. 
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3 Basic Sc-Fredholm Theory
In this chapter we start with the Fredholm theory in the sc-framework. Since
sc-maps are more flabby than C∞-maps, we do not have an implicit function
theorem for all sc-smooth maps. However, for a restricted class, which occurs
in the applications of the theory, such a theorem is available. We start
with a figure illustrating a finite-dimensional M-polyfold showing what to
expect from the Fredholm theory. Of course, our interest is in the infinite-
dimensional case.
Figure 2: The top part of the figure shows a finite-dimensional M-polyfold,
which is a smooth space. Assume that we have a bundle in this extended
category which has jumps of dimensions coordinated with the base. Then a
smooth generic section would produce a solution set which looks like the one
depicted in the lower part of the figure.
3.1 Sc-Fredholm Sections and Some of the Main Re-
sults
The section is devoted to the basic notions and the description of the results
leading to implicit function theorems. Our overall goal is the notion of a sc-
Fredholm section of a tame strong bundle P : Y → X, as defined in Definition
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2.51. Tameness of the bundle requires that X is a tame M-polyfold as defined
in Definition 2.37. The section will end with some useful implicit function
theorems.
The more sophisticated perturbation and transversality results are de-
scribed in a later section.
We start by introducing various types of germs in the sc-context. As usual
we denote by E be a sc-Banach space and by C ⊂ E a partial quadrant of
E. The sc-Banach space E is equipped with the filtration
E0 = E ⊃ E1 ⊃ · · · ⊃ E∞ =
⋂
m≥0
Em.
Definition 3.1. A sc-germ of neighborhoods around 0 ∈ C, denoted
by O(C, 0), is a decreasing sequence
U0 ⊃ U1 ⊃ U2 ⊃ · · ·
where Um is a relatively open neighborhoods of 0 in C ∩ Em.
The tangent of O(C, 0), denoted by TO(C, 0), is the decreasing sequence
U1 ⊕ E0 ⊃ U2 ⊕ E1 ⊃ · · · .
A special example of a sc-germ of neighborhoods around 0 ∈ C ⊂ E is
a relatively open neighborhood U of C containing 0 which is equipped with
the induced sc-structure defined by the filtration Um = U ∩Em, m ≥ 0. If E
is infinite dimensional, the sets Um is this example are not bounded in Em,
since the inclusions Em → E0 are compact operators. Another example is the
decreasing sequence Um = U ∩BEm1/m(0)∩Em, where BEm1/m(0) is the open ball
in Em centered at 0 and radius 1/m, presents a sc-germ of neighborhoods.
Here the sets Um are bounded in Em for m > 0. We point out that the size
of the sets Um in Definition 3.1 does not matter. In the applications the size
of Um quite often decreases rapidly.
Definition 3.2. A sc0-germ f : O(C, 0) → F into the sc-Banach space F ,
is a continuous map f : U0 → F such that f(Um) ⊂ Fm and f : Um → Fm
is continuous. A sc1-germ f : O(C, 0) → F is a sc0-germ which is of class
sc1 in the sense, that there exists for every x ∈ U1 a bounded linear operator
Df(x) ∈ L(E0, F0) such that for h ∈ U1 with x+ h ∈ U1,
lim
|h|1→0
|f(x+ h)− f(x)−Df(x)h|0
|h|1 = 0.
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Moreover, Tf : U1 ⊕E0 → TF , defined by Tf(x, h) = (f(x), Df(x)h), satis-
fies Tf(Um+1 ⊕ Em) ⊂ Fm+1 ⊕ Fm and
Tf : TO(C, 0)→ TF
is a sc0-germ. We say f is a sc2-germ provided Tf is sc1, etc. If the the
germ f is a sck-germ for every k we call it a sc-smooth germ. If we write
f : O(O, 0)→ (F, 0) we indicate that f(0) = 0.
We shall be mostly interested in sc∞-germs f : O(C, 0)→ F .
From Definition 2.50 we recall the strong bundle chart (Φ, P−1(V ), K, U /
F ) of a strong bundle P : Y → X over the M-polyfold X, illustrated by the
commutative diagram
P−1(V ) Φ−−−→ K
P
y yp
V
ϕ−−−→ O.
In the diagram, V ⊂ X is an open set and the maps Φ and ϕ are homeomor-
phisms. Moreover, K = R(U /F ) is the image of the strong bundle retraction
R, and O = r(U) is the image of the sc-smooth retraction r : U → U of the
relatively open set U of the the partial quadrant C in the sc-Banach space
E.
Definition 3.3. A sc-smooth section germ (f, x0) of the strong bundle
P : Y → X is a continuous section f : V → P−1(V ) on the open neighbor-
hood V of the smooth point x0, for which the following holds.
There exists a strong bundle chart (Φ, P−1(V ), K, U/F ) satisfying ϕ(x0) =
0 ∈ O in which the principal part f̂ of the local continuous section f̂ =
Φ ◦ f ◦ ϕ−1 : O → K ⊂ U / F has the property that the composition
f̂ ◦ r : O(C, 0)→ F
is a sc-smooth germ as defined in Definition 3.2.
To recall, the section f̂ : O → K ⊂ U / F is of the form f̂(p) = (p, f̂(p))
for p ∈ O and f̂ : O → F is called its principal part. By abuse of the
notation we shall often use the same letter for the principal part as for the
section.
In the next step we introduce the useful notion of a filling of a sc-smooth
section germ (f, 0) of a tame strong local bundle K → O near the given
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smooth point 0. The notion of a filling is a new concept specific to the world
of retracts. In all known applications it deals successfully with bubbling-off
phenomena and similar singular phenomena.
Definition 3.4 (Filling). We consider a tame strong local bundle K → O.
We recall that K = R(U / F ) where U ⊂ C ⊂ E is a relatively open
neighborhood of 0 in the partial quadrant C of the sc-Banach space E and F
is a sc-Banach space. Moreover, R is a strong bundle retraction of the form
R(u, h) = (r(u), ρ(u)(h)),
covering the tame retraction r : U → U onto O = r(U), and ρ(u) : F → F is
a bounded linear operator. We assume that r(0) = 0.
A sc-smooth section germ (f, 0) of the bundle K → O possesses a filling
if there exists a sc-smooth section germ (g, 0) of the bundle U / F → U
extending f and having the following properties.
(1) f(x) = g(x) for x ∈ O close to 0.
(2) If g(y) = ρ(r(y))g(y) for a point y ∈ U near 0, then y ∈ O.
(3) The linearization of the map y 7→ [1 − ρ(r(y))] · g(y) at the point 0,
restricted to ker(Dr(0)), defines a topological linear isomorphism
ker(Dr(0))→ ker(ρ(0)).
The crucial property of a filler is the fact that the solution sets {y ∈
O | f(y) = 0} and {y ∈ U | g(y) = 0} coincide near y = 0. Indeed, if y ∈ U
is a solution of the filled section g so that g(y) = 0, then it follows from (2)
that y ∈ O and from (1) that f(y) = 0. The section g is, however, much
easier to analyze than the section f , whose domain of definition has a rather
complicated structure. It turns out that in the applications these extensions
g are surprisingly easy to detect. In the Gromov-Witten theory and the SFT
they seem almost canonical.
The condition (3) plays a role in the comparison of the linearizations
Df(0) and Dg(0), assuming that f(0) = 0 = g(0), as we are going to explain
next.
It follows from the definition of a retract that ρ(r(y)) ◦ ρ(r(y)) = ρ(r(y)).
Hence, since y = 0 ∈ O we have r(0) = 0 and ρ(0) ◦ ρ(0) = ρ(0) so that ρ(0)
is a linear sc-projection in F and we obtain the sc-splitting
F = ρ(0)F ⊕ (1− ρ(0))F.
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Similarly, it follows from r(r(y)) = r(y) for y ∈ U that Dr(0)◦Dr(0) = Dr(0)
so that Dr(0) is a linear sc-projection in E which gives rise to the sc-splitting
α⊕ β ∈ E = Dr(0)E ⊕ (1−Dr(0))E.
We recall that the linearization Tf(0) of the section f : O → K at y =
0 = r(0) is defined as the restriction of the derivative D(f ◦ r)(0) of the
map f ◦ r : U → F to T0O. From ρ(r(y))f(r(y)) = f(r(y)) for y ∈ U
close to 0, we obtain, using f(0) = 0, by linearization at y = 0 the relation
ρ(0)Tf(0) = Tf(0). From g(r(y)) = f(r(y)) for y ∈ U near 0 we deduce
Tg(0) = Tf(0) on T0O. From the identity
(1− ρ(r(y))g(r(y)) = 0 for y ∈ U near 0,
we deduce, using g(0) = 0, the relation (1− ρ(0))Dg(0) ◦Dr(0) = 0. Hence
the matrix representation of Dg(0) : E → F with respect to the above split-
tings of E and F looks as follows,
Dg(0)
[
α
β
]
=
[
Tf(0) ρ(0)Dg(0)(1−Dr(0))
0 (1− ρ(0))Dg(0)(1−Dr(0))
]
·
[
α
β
]
.
In view of property (3), the linear map β 7→ (1− ρ(0)) ◦Dg(0)(1−Dr(0))β
from (1 − Dr(0))E to (1 − Dρ(0))F is an isomorphism of Banach spaces.
Therefore,
kernel Dg(0) = (kernel Tf(0))⊕ {0}.
Moreover the filler has the following additional properties.
Proposition 3.5 (Filler). Assume f has the filling g and f(0) = 0.
(1) The operator Tf(0) : Dr(0)E → ρ(0)F is surjective if and only if the
operator Dg(0) : E → F is surjective.
(2) Tf(0) is a Fredholm operator (in the classical sense) if and only if
Dg(0) is a Fredholm operator and indTf(0) = indDg(0).
Proof. (2) To simplify the notation we abbreviate the above matrix repre-
senting Dg(0) by
Dg(0) =
[
A B
0 C
]
and abbreviate the above splittings by E = E0 ⊕ E1 and F = F0 ⊕ F1. The
operators in the matrix are bounded between corresponding Banach spaces
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and C : E1 → F1 is an isomorphism of Banach spaces. Therefore, if B = 0,
the operator A = Df(0) : E0 → F0 is Fredholm if and only if the operator[
A 0
0 C
]
: E → F
is Fredholm in which case their indices agree. The statement (2) now follows
from the composition formula[
1 BC−1
0 1
] [
A 0
0 C
]
=
[
A B
0 C
]
since the first factor is an isomorphism from F to F , and hence has index
equal to 0, and the Fredholm indices of a composition are additive.
(1) The statement (1) is an immediate consequence of our assumption that
C is an isomorphism. 
To sum up the role of a filler, instead of studying the solution set of the
section f : O → K we can as well study the solution set of the filled section
g : U → U / F , which is defined on the relatively open set U of the partial
quadrant C in the sc-space E and which, therefore, is easier to analyze.
Definition 3.6 (Filled version). If f is a sc-smooth section of the tame
strong bundle P : Y → X and x0 ∈ X a smooth point, we say that section
germ (f, x0) has a filling, if there exists a strong bundle chart as defined
in Definition 2.50,
Φ: Φ−1(V )→ K covering ϕ : (V, x0) 7→ (O, 0),
where K → O is a tame strong local bundle containing 0 ∈ O ⊂ U , such that
the section germ Φ ◦ f ◦ ϕ−1 : O → K ⊂ (U / F ) has a filling g : U → U / F
near 0.
We shall refer to the section germ (g, 0) as a filled version of (f, x0).
The next concept is that of a basic germ.
Definition 3.7 (Basic germ). Let W be a sc-Banach space and C =
[0,∞)k ⊕Rn−k ⊕W a partial quadrant. Then a basic germ is a sc-smooth
germ
f : O(C, 0)→ RN ⊕W,
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satisfying f(0) = 0 and having the following property. If P : RN ⊕W → W
denotes the projection, the germ P ◦ f : O(C, 0)→ (W, 0) has the form
P ◦ f(a, w) = w −B(a, w)
for (a, w) ∈ ([0,∞)k ⊕ Rn−k) ⊕W where B(0, 0) = 0. Moreover, for every
ε > 0 and every integer m ≥ 0, the estimate
|B(a, w)−B(a, w′)|m ≤ ε · |w − w′|m
holds, if (a, w) and (a, w′) are close enough to (0, 0) on level m.
Remark 3.8. The notion of basic class was introduced in [21] where, however,
we did not require f(0) = 0. Instead we required that P ◦ (f − f(0)) has a
form as described in Definition 3.11. The later developments convinced us
that it is more convenient to require that f(0) = 0.
Lemma 3.9. Let B : [0,∞)k⊕Rn−k⊕W → W be a sc-smooth germ around
0 satisfying the properties described in Definition 3.7. Then for every ε > 0
and m ≥ 0,
|D2B(a, w)ζ|m ≤ ε|ζ|m (31)
for all ζ ∈ Wm, if (a, w) ∈ Em+1 is close enough to (0, 0) in Em. In particu-
lar,
D2B(0, 0) = 0.
Proof. Since Wm+1 ⊂ Wm is dense, it is sufficient to verify the estimate for
ζ ∈ Wm+1 satisfying |ζ|m+1 = 1. For such a ζ we know from the definition
of the linearization, recalling Proposition 1.17, that B(a, w)−B(a, w+ tζ)−
D2B(a, w)(tζ) = o(t), where w + tζ ∈ C, |o(t)/t|m → 0 as t→ 0. Therefore,
|D2B(a, w)ζ|m = |1
t
D2B(a, w)(tζ)|m
≤ 1|t| |B(a, w)−B(a, w + tζ)|m +
1
|t| |o(t)|m.
The first term on the right hand side is estimated by ε|ζ|m if (a, w) and
(a, w + tζ) are sufficiently small in Em. Therefore, the estimate (31) follows
as t→ 0. 
We will see that basic germs have special properties as already the fol-
lowing application of Lemma 3.9 demonstrates.
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Proposition 3.10. Let f : [0,∞)k ⊕ Rn−k ⊕W = E → RN ⊕W be a sc-
smooth germ around f(0) = 0 of the form f = h+ s where h is a basic germ
and s a sc+-germ. Then
Df(0) : Rn ⊕W → RN ⊕W
is a sc-Fredholm operator and its index is equal to
indDf(0) = n−N.
Moreover, for every m ≥ 0,
Df(a, w) : Rn ⊕Wm → RN ⊕Wm
is a Fredholm operator having index n − N , if (a, w) ∈ Em+1 is sufficiently
small in Em.
Proof. With the sc-projection P : RN ⊕W → W , the linearization of f at
the smooth point 0, Df(0) = P ◦Df(0) + (1−P )◦Df(0), is explicitly given
by the formula
Df(0)(δa, δw) = δw −D2B(0)δw −D1B(0)δa
+ (1− P ) ◦Df(0)(δa, δw) +Ds(0)(δa, δw).
By Lemma 3.9, D2B(0) = 0. Therefore, the operator Df(0) is a sc
+-
perturbation of the operator
Rn ⊕W → RN ⊕W, (δa, δw) 7→ (0, δw). (32)
The operator (32) is a sc-Fredholm operator whose kernel is equal to Rn
and whose cokernel is RN , so that its Fredholm index is equal to n − N .
Since Df(0) is a sc+-perturbation of a sc-Fredholm operator, it is also a sc-
Fredholm operator by Proposition 1.10. Because sc+-operators are compact,
if considered on the same level, the Fredholm index is unchanged and so,
indDf(0) = n−N .
The second statement follows from the fact that the linear operator
Df(a, w) : Rn ⊕ Wm → RN ⊕ Wm is a compact perturbation of the oper-
ator
(δa, δw) 7→ (0, (1−D2B(a, w))δw). (33)
Choosing 0 < ε < 1 in Lemma 3.9, the operator 1−D2B(a, w) : Wm → Wm
is an isomorphism of Banach spaces if (a, w) ∈ Em+1 is sufficiently small in
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Em. Hence the operator (33) is a Fredholm operator of index n−N and the
proposition follows.

Finally, we are in a position to introduce the sc-Fredholm germs.
Definition 3.11 (sc-Fredholm germ). Let f be a sc-smooth section of the
strong bundle P : Y → X over the tame M-polyfold X, and let x0 ∈ X be a
smooth point. Then (f, x0) is a sc-Fredholm germ provided it possesses a
filled version (g, 0) : U → U / F according to Definition 3.6 and having the
following property. There exists a local sc+-section s : U → U / F satisfying
s(0) = g(0) such that the germ (g−s, 0) : U → U /F is conjugated to a basic
germ.
The last condition requires the existence of a strong bundle isomorphism
Ψ: U /F → U ′ /F ′ covering the sc-diffeomorphism ψ : U → U ′ such that the
push-forward section
Ψ ◦ (g − s) ◦ ψ−1 : U ′ → U ′ / F ′
is a basic germ.
From Proposition 3.10 we deduce that the linearization D(g − s)(0) at
the point 0 is a sc-Fredholm operator. Consequently, Dg(0) is a sc-Fredholm
operator by Proposition 1.10, and so, the tangent map Tf(x0) : Tx0X →
Yf(x0)Y is a linear Fredholm operator having the same index as Dg(0), namely
indTf(x0) = n−N , in view of the properties of a filler in Proposition 3.5.
The above definition of a sc-Fredholm germ looks very complicated; one
first has to find a filled version, which then, after some correction by a sc+-
section, is conjugated to a basic germ. It turns out that the definition of a sc-
Fredholm germ is extremely practicable in the applications we have in mind.
By experience one may say that the fillings, which are usually only needed
near data describing bubbling-off situations seem almost natural, i.e. “if one
sees one example one has seen them all”. Examples of fillings in the Gromov-
Witten, SFT and Floer Theory can be found in [27, 28]. The subtraction of a
suitable sc+-section is in applications essentially the removing of lower order
terms of a nonlinear differential operator and therefore allows tremendous
simplifications of the expressions before one tries to conjugate them to a basic
69
germ. One also has to keep in mind that the sc-Fredholm theory is designed
to cope with spaces whose tangent spaces have locally varying dimensions,
on which, on the analytical side, one studies systems of partial differential
equations on varying domains into varying codomains. Later on we shall
give criteria (which in practice are easy to check) to verify that a section is
conjugated to a basic germ.
Sc-Fredholm germs possess a useful local compactness property.
Theorem 3.12 (Local Compactness for sc-Fredholm Germs). Let f
be a sc-smooth section of the tame strong bundle P : Y → X, and x0 ∈ X
a smooth point. We assume that (f, x0) is a sc-Fredholm germ satisfying
f(x0) = 0. Then there exist a nested sequence of open neighborhood O(i) of
x0 in X0, for i ≥ 0,
O(0) ⊃ O(1) ⊃ · · · ⊃ O(i) ⊃ O(i+ 1) ⊃ · · · ,
such that for every i the X0-closure clX0({x ∈ O(i) | f(x) = 0}) is a compact
subset of Xi.
We emphasize that the O(i) are open neighborhoods in X, i.e. on level
0.
The result is an immediate consequence of Theorem 3.40, which will be
introduced later, and has the following corollary.
Corollary 3.13. Let f be a sc-smooth section of the tame strong bundle
P : Y → X, and x0 ∈ X a smooth point. We assume that (f, x0) is a sc-
Fredholm germ satisfying f(x0) = 0. If (xk) ⊂ X is a sequence satisfying
f(xk) = 0 and xk → x in X0, then it follows, for every given any m ≥ 0,
that xk ∈ Xm for k large and xk → x in Xm.
Definition 3.14 (Sc-Fredholm section). A section f of the tame strong
bundle P : Y → X over the M-polyfod X is called sc-Fredholm section, if
it has the following three properties.
(1) f is sc-smooth.
(2) f is regularizing, i.e., if x ∈ Xm and f(x) ∈ Ym,m+1, then x ∈ Xm+1.
(3) The germ (f, x) is a sc-Fredholm germ at every smooth point x ∈ X.
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The implicit function theorem, introduced later on, is applicable to sc-
Fredholm sections and will lead to the following local result near a smooth
interior point x0 ∈ X ( i.e., dX(x0) = 0). We assume that f(x0) = 0. Then
the linearization f ′(x0) : Tx0X → Yx0 is a sc-Fredholm operator. Moreover,
if f ′(x0) is surjective, then the solution set {x ∈ X | f(x) = 0} near x0 has
the structure of a finite dimensional smooth manifold ( in the classical sense)
whose dimension agrees with the Fredholm index. Its smooth structure is in
a canonical way induced from the M-polyfold structure of X.
In case that x is a boundary point, so that dX(x) ≥ 1, we can only expect
the solution set to be reasonable provided the kernel of f ′(x) lies in good
position to the boundary of X and the boundary ∂X is sufficiently well-
behaved. In order that ∂X is regular enough we have required that X is a
tame M-polyfold so that we can ask ker(f ′(x)) to be in good position to the
partial quadrant CxX in TxX, a notion which we shall introduce later on.
If P : Y → X is a tame strong bundle, we denote by Γ(P ) the vector space
of sc-smooth sections; by Fred(P ) we denote the subset of Γ(P ) consisting
of sc-Fredholm sections. Finally, by Γ+(P ) we denote the vector space of
sc+-sections as introduced in Definition 2.52.
The following stability property of a sc-Fredholm section will be crucial
for the transversality theory.
Theorem 3.15 (Stability under sc+-perturbations). Let P : Y → X be
a strong bundle over the tame M-polyfold X. If f ∈ Fred(P ) and s ∈ Γ+(P ),
then f + s ∈ Fred(P ).
In order to prove the theorem we need two lemmata for local strong
bundles. We recall the local strong bundle retract (K,C / F,E / F ) from
Definition 2.48, consisting of the retract K = R(U / F ), where R : U / F →
U / F is a strong bundle retraction of the form
R(u, h) = (r(u), ρ(u)h),
in which r : U → U is a smooth retraction onto O = r(U) ⊂ U . We shall
denote the principal parts of the sections of the bundles U / F → U and
K → O by bold letters.
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Lemma 3.16. A sc+-section s : O → K (as defined in Definition 2.49)
possesses an extension to a sc+-section s˜ : U → U / F , s˜(u) = (u, s˜(u)),
having the following properties.
(1) s˜(u) = s(u) if u ∈ O.
(2) R(r(u), s˜(u)) = s(r(u)) if u ∈ U .
Proof. If s : O → K is given by s(u) = (u, s(u)), u ∈ O, we define the section
s˜ : U → U / F by
s˜(u) = (u, s˜(u)) =
(
u, s(r(u))
)
, u ∈ U.
Clearly, s˜ is a sc+-section of the bundle U / F → U and we claim that its
restriction to O agrees with the section s. Indeed, if u ∈ O, then r(u) = u,
implying s˜(u) = s˜(r(u)) =
(
r(u), s(r ◦ r(u))) = (r(u), s(r(u))) = (u, s(u)) =
s(u) as claimed. Moreover, using that s(u) = R(s(u)) if u ∈ O,
R
(
r(u), s˜(u)
)
= R
(
r(u), s(r(u))
)
= R
(
s(r(u))
)
= s(r(u))
for u ∈ U . 
Lemma 3.17. Let f : O → K be a sc-smooth section of the (previous) local
strong bundle retract, and let s : O → K be a sc+-section. If f possesses the
filler g : U → U / F , then f + s has the filler g + s˜ : U → U / F , where s˜ is
the extension of s constructed in the previous lemma.
Proof. We have to verify that the section g+ s˜ meets the three conditions in
Definition 3.4. The properties (1) and (2) for g + s˜ follow immediately from
the properties (1) and (2) for the filler g and the properties (1) and (2) for
the section s˜ in Lemma 3.16. In order to verify property (3) of a filler we
have to linearize the map
u 7→ [1− ρ(r(u))](g(u) + s˜(u))
at the point u = 0. Since
(
1 − ρ(r(u)))s˜(u) = (1 − ρ(r(u)))s(r(u)) = 0 by
property (2) of Lemma 3.16, the linearization agrees with the linearization
of the map
(
1− ρ(r(u)))g(u) which satisfies the required property (3), since
g is a filler. The proof of Lemma 3.17 is finished. 
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Proof of Theorem 3.15. Let f be a sc-Fredholm section of the tame strong
bundle P : Y → X and let s : X → Y be a sc+-section of P . Then f +
s is a sc-smooth section which is also regularizing. It remains to verify
that (f + s, x) is a sc-Fredholm germ for every smooth point x ∈ X. By
definition of sc-Fredholm, (f, x) is a sc-Fredholm germ at the smooth point
x. Therefore, there exists an open neighborhood V of x and a strong bundle
chart (V, P−1(V ), K, U/F ) as defined in Definition 2.50 and satisfying ϕ(x) =
0 ∈ O, such that the local representation f˜ = Φ∗(f) = Φ ◦ f ◦ ϕ−1 : O → K
of the section f possesses a filled version g : U → U /F around 0, which after
subtraction of a suitable sc+-section, is conjugated to a basic germ around 0.
Define t = Φ∗(s). Then t : O → K is a sc+-section. By Lemma 3.16 there is a
particular sc+-section t˜ : U → U /F extending t. By Lemma 3.17, the section
g+t˜ : U → U/F is a filling of f˜+t. In view of the sc-Fredholm germ property,
there exists a sc+-section t′ satisfying t′(0) = g(0) and such that g − t′ is
conjugated to a basic germ. Now taking the sc+-section t˜ + t′ : U → U / F ,
we have (g+ t˜)(0) = (t˜+ t)(0). Moreover, (g+ t˜)− (t˜+ t′) = g− t′ which, as
we already know, is conjugated to a basic germ. To sum up, we have verified
that (f +s, x) is a sc-Fredholm germ. This holds true for every smooth point
x ∈ X. Consequently, the section f + s is a Fredholm section and the proof
of Theorem 3.15 is complete. 
In order to formulate a parametrized version of Proposition 3.15 we as-
sume that P : Y → X is a strong bundle and f a sc-Fredholm section. The
sc-smooth projection
pi : Rn ×X → X, (r, x) 7→ x,
pulls back the bundle P to the strong bundle pi∗(P ) : pi∗Y → Rn ×X. The
section f˜ of pi∗(P ), defined by
f˜(r, x) = ((r, x), f(x)),
is a sc-Fredholm section as is readily verified. If s1, . . . , sn are sc
+-sections
of P , then s˜(r, x) : =
(
(r, x),
∑n
i=1 ri · si(x)
)
is a sc+-section of the pull back
bundle pi∗(P ) and, by the stability Theorem 3.15, the section
(r, x) 7→ f˜(r, x) + s˜(r, x)
is a sc-Fredholm section of pi∗(P ). Hence we have proved the following sta-
bility result.
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Theorem 3.18 (Parameterized Perturbations). Let P : Y → X be a
tame strong bundle and f a sc-Fredholm section. If s1, . . . , sn ∈ Γ+(P ), then
the map
Rn ×X → Y, (r, x) 7→ f(x) +
n∑
i=1
ri · si(x)
defines a sc-Fredholm section of the bundle pi∗(P ) : pi∗Y → Rn ×X.
This theorem and refined versions of the theorem play a role in the pertur-
bation and transversality theory. As already pointed out, the distinguished
class of sc-Fredholm sections allows to apply an implicit function theorem
in the usual sense. We first formulate the implicit function theorem at an
interior point. Note that a M-polyfold X with an identically vanishing de-
generacy map dX is tame.
Theorem 3.19 (Implicit Function Theorem: Interior Case). Assume
that P : Y → X is a strong bundle over the M-polyfold X satisfying dX ≡ 0,
and f a sc-Fredholm section. Suppose that x0 ∈ X is a smooth point in
X, such that f(x0) = 0. Then the linearization f
′(x0) : Tx0X → Yx0 is a
sc-Fredholm operator. If f ′(x0) surjective, then there exists an open neigh-
borhood U of x0 ∈ X such that the solution set S(f, U) = {x ∈ U | f(x) = 0}
in U has in a natural way the structure of a smooth finite dimensional man-
ifold whose dimension agrees with the Fredholm index. In addition, U can be
chosen in such a way that the linearization f ′(y) : TyX → Yy for y ∈ S(f, U)
is surjective and ker(f ′(y)) = TyS(f, U) is the tangent space.
Theorem 3.19 is an immediate consequence of Theorem 3.54 in Section
3.6. As we shall see, the smooth manifold structure on S(f, U) is induced
from the M-polyfold structure of X.
Considering a sc-Fredholm section f of the strong bundle Y → X over the
M-polyfoldX having no boundary (i.e., dX ≡ 0), we assume, in addition, that
the M-polyfold X admits a sc-smooth partition of unity. Then there exists,
for two given smooth point x ∈ X and e ∈ Yx, a sc+-section s supported near
x and satisfying s(x) = e. For the easy proof we refer to [21]. As we shall see
later it suffices to assume the existence of sc-smooth bump functions instead
of sc-smooth partitions of unity.
If f(x0) = 0 and f
′(x0) is not surjective, we find finitely many smooth
elements e1, . . . , ek ∈ Yx0 satisfying R(f ′(x0))⊕Re1⊕· · ·⊕Rek = Yx0 . Taking
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the sc1-sections si satisfying si(x0) = ei, we define the map f˜ : Rk ⊕X → Y
by
f˜(r, x) = f(x) +
k∑
i=1
risi(x).
The linearization of f˜ at the distinguished point (0, x0) ∈ Rk ⊕ X is the
continuous linear map
f˜ ′(0, x0)(h, u) = f ′(x0)u+
k∑
i=1
hiei,
which is surjective. By Theorem 3.18 and Theorem 3.54 we find an open
neighborhood U of (0, x0) ∈ Rk ⊕X such that the solution set of S(f˜ , U) =
{(r, x) ∈ U | f(x) +∑ki=1 ri · si(x) = 0} is a smooth finite-dimensional man-
ifold. The trivial bundle S(f˜ , U) × Rk → S(f˜ , U) has the canonical section
(r, y) 7→ r. The zero set of this section is precisely the unperturbed solution
set of f(y) = 0 for y ∈ U . If the solution set of f(y) = 0, y ∈ X, is compact
we can carry out the previous construction globally, which gives rise to global
finite-dimensional reduction. This will be discussed later on.
Remark 3.20. We should point out that in the original proof of Theorem 3.54
in [21] (Theorem 4.6 and Proposition 4.7) the sc-Fredholm section is defined
slightly differently, namely as follows. In [21] a sc-smooth section f of the
strong bundle Y → X is called sc-Fredholm, if it possesses around all smooth
points of X a filled version (g, 0) such that g− g(0) near 0 is conjugated to a
basic germ. It is, in this case, not true that f+s is sc-Fredholm for sc+-section
s. However, by a nontrivial theorem in [21] (Theorem 3.9), increasing the
level, the section (f + s)1 of the the strong bundle Y 1 → X1 is sc-Fredholm.
Although not harmful in practice, this looks unsatisfactory.
This is why we have introduced the new definition (Definition 3.11) of
sc-Fredholm, where we require for the filled version (g, 0) that there exists
a local sc+-section s : U → U / F such that s(0) = g(0) and g − s is locally
conjugated to a basic germ. If now t is a sc+-section, then the section f + t
of the bundle Y → X is automatically sc-Fredholm in view of Theorem 3.15.
The difficulty of the nontrivial theorem is now hidden in the proof of the
implicit function theorem, which has to incorporate the arguments of the
nontrivial theorem. With the new definition, even if we want to study f
only, we have only normal forms for the perturbed expression, which might
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be unrelated to our problem. However, writing f = (f−s)+s, we know how
f − s looks like, and we know that s is a compact perturbation of f − s. We
combine these facts to gain sufficient information about f 1 to determine, in
view the regularizing property of sc-Fredholm sections, the solution set of f .
Let us briefly sketch the construction of the manifold structure of the
solution set. Theorem 3.19 is a local result so that we can work without loss
of generality with a section f in a strong local bundle K → O whose local
model is (O,E,E) containing 0 ∈ O. By the Fredholm requirement we may
assume without loss of generality, by passing to a suitable filling at 0, that
we have a section g of V / F → V which has the following properties. We
have that f = g on O and the germ (g, 0) is conjugated to a basic germ. Note
that for x 6= 0 near 0 the germ (g, x) might not have this property. However
if x ∈ O∞, then (f, x), after a possible coordinate change, has a filling (which
might look quite different than the one we used at 0), which is conjugated
to a basic germ (after correction by a sc+-section).
We point out that different fillings are needed in the proof in order to get
the smoothness of S(f, U) at points other than 0. The proof of the theorem
shows that locally the solution set of f = 0 near 0 can be written as follows.
If N = ker(f ′(x)) = ker(g′(0)) and if Y is a sc-complement in E so that
E = N ⊕ Y , then there exists a sc-smooth map δ : N ⊃ U(0)→ Y satisfying
δ(0) = 0 and Dδ(0) = 0, such that
graph(δ) : U(0)→ E, a→ a+ δ(a)
parametrizes all solutions of g = 0 and f = 0 in a suitable neighborhood of
0. In particular, by the definition of a filler, the image of the map graph(δ)
lies in O. The inverse of the map graph(δ) is the restriction of the projection
N ⊕ Y → N to the solution set, which is sc-smooth.
In order to formulate the boundary version of the implicit function theo-
rem we start with some preparation.
Definition 3.21 (In good position). Let C ⊂ E be a partial quadrant in
the sc-Banach space E and N ⊂ E be a finite-dimensional sc-subspace of E.
The subspace N is in good position to the partial quadrant C, if the
interior of N ∩C in N is non-empty, and if N possesses a sc-complement P ,
so that E = N ⊕ P , having the following property. There exists ε > 0, such
that for pairs (n, p) ∈ N × P satisfying |p|0 ≤ ε|n|0 the statements n ∈ C
and n + p ∈ C are equivalent. We call such a sc-complement P a good
complement.
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The choice of the right complement P is important. One cannot take a
random sc-complement of N , in general, as Lemma 3.65 demonstrates.
In view of Proposition 1.6 the finite dimensional sunspace N in Definition
3.21, possessing the sc-complement P , is necessarily a smooth subspace. A
finite dimensional subspace N which is not necessarily smooth is called in
good position to the partial quadrant C in the sc-Banach space E if there
exists a (merely) topological complement P in E satisfying the requirements
of Definition 3.21 for some ε > 0.
C
NP
C
N P
N ∩ C = {0}
(a) (b)
Figure 3: In figure (a) N is in good position to C while in figure (b) N is
not in good position to C.
The following result is taken from [21], Proposition 6.1. Its proof is re-
produced in Appendix 3.8.1
Proposition 3.22. If N is a finite-dimensional sc-subspace in good position
to the partial quadrant C in E, then N ∩ C is a partial quadrant in N .
The boundary version of the implicit function theorem is formulated in
the next theorem. The proof is again given later.
Theorem 3.23 (Implicit Function Theorem: Boundary Case). We
assume that P : Y → X is a strong bundle over the tame M-polyfold X, and
f is a sc-Fredholm section. Suppose that x ∈ X satisfies f(x) = 0 and the
following two properties.
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(1) The linearisation f ′(x) : TxX → Yx is surjective.
(2) The kernel N of f ′(x) is in good position to the boundary of X, i.e.
N is in good position to the partial quadrant CxX in the tangent space
TxX.
Then there exists an open neighborhood U of x such that the following holds.
(1) The local solution set S(f, U) := {y ∈ U | f(y) = 0}, which consists of
smooth points, is a tame sub-M-polyfold of X.
(2) The tame sub M-polyfold S(f, u) admits a uniquely determined struc-
ture as a smooth manifold with boundary with corners. This M-polyfold
structure on S(f, U) is the same as the one defined in Proposition 2.21
Theorem 3.23 is a consequence of Theorem 3.54 in Section 3.6.
In the proof of Theorem 3.23 we shall describe the manifold structure
on the solution space in detail. Here we just indicate how it looks like.
Since S(f, U) ⊂ X∞ is a tame M-polyfold, we can take for a point y ∈
S(f, U) a sc-diffeomorphism Ψ: U(y) → O = O(0), where (O,C,E) is a
tame retract. Then if t : V → V satisfies O = t(V ) we have the splitting
E = T0O ⊕ ((1 − Dt(0))E), with Y = (1 − Dt(0))E contained in TR0 C.
Also the proof will show that T0O is finite-dimensional. Let p = Dt(0) be
the projection onto T0O. Then it will be shown that near 0 the projection
P : U ′(0) → V(0) is a sc-diffeomorphism, where U ′ is an open neighborhood
of 0 in O and V is an open neighborhood of 0 in C0O. Then, for U = Ψ−1(U ′)
the map
U → V , y 7→ p ◦Ψ(y)
is a sc-diffeomorphism and its mage lies in an relatively open neighborhood of
0 in the partial quadrant C0O in T0O. The associated transition maps for any
two such sc-diffeomorphisms are (trivially) sc-diffeomorphisms between rela-
tively open subsets in partial quadrants of finite-dimensional vector spaces.
Hence they are classically smooth. This shows that the system of such sc-
diffeomorphisms defines a smooth atlas for the structure of a manifold with
boundary with corners and by construction this structure is compatible with
the existing M-polyfold structure on S(f, U).
As a corollary of Theorem 3.23 we shall obtain the following result.
Corollary 3.24. Let P : Y → X be a strong bundle over the tame M-polyfold
X and f be a sc-Fredholm section. Suppose that for every x ∈ X satisfying
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f(x) = 0 the linearisation f ′(x) : TxX → Yx is surjective and the kernel
ker(f ′(x)) is in good position to the boundary of X (the latter being an empty
condition if dX(x) = 0). Then the solution set M := {x ∈ X | f(x) = 0} ⊂ X
is a sub-M-polyfold of X for which the induced structure is tame, and which,
moreover, admits a sc-smoothly equivalent structure as a smooth manifold
with boundary with corners.
The remaining subsections are devoted to the proof of the above results.
Since the Fredholm theory is one of the main parts of the polyfold theory
and draws heavily on the possibilities offered in the sc-smooth theory we shall
carry out the constructions in great details.
3.2 Subsets with Tangent Structure
The solution sets of sc-Fredholm sections will come with a certain structure,
which in the generic case will induce a natural smooth manifold on the so-
lution set. This subsection studies this structure. Recall the definition of a
smooth finite-dimensional subspace N in good position to the partial quad-
rant C (Definition 3.21). For such a subspace, N ∩ C is a partial quadrant
in N (Proposition 3.22).
Definition 3.25 (n-dimensional tangent germ property). We consider
a tame M-polyfold X and a subset M ⊂ X of X. The subset M has the
n-dimensional tangent germ property provided the following holds.
(1) M ⊂ X∞.
(2) Every point x ∈M lies in an open neighborhood U ⊂ X of x such that
there exists a sc-smooth chart ϕ : (U, x) → (O, 0) onto a tame retract
(O,C,E). Moreover, there exists a n-dimensional smooth subspace
N ⊂ E in good position to the partial quadrant C, which possesses a
good complement Y so that E = N ⊕ Y . In addition, there exists a
relatively open neighborhood V of 0 in the partial quadrant N ∩C and
a continuous map δ : V → Y having the following properties.
(i) ϕ(M ∩ U) = {v + δ(v) | v ∈ V } ⊂ N ⊕ Y .
(ii) δ : O(N ∩ C, 0) → (Y, 0) is a sc∞-germ satisfying δ(0) = 0 and
Dδ(0) = 0.
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CN
P
ϕ(U ∩M)
Figure 4:
Recalling the definition of a sc∞-germ (Definition 3.2) we note that here
V is a relatively open neighborhood of 0 in the partial quadrant N ∩C where
N is a smooth finite-dimensional space. There exists a nested sequence (Vm)
of relatively open neighborhoods of 0 in N ∩C, say V = V0 ⊃ V1 ⊃ V2 ⊃ . . .,
such that δ(Vm) ⊂ Ym and δ : Vm → Ym is continuous. Denoting this sequence
of neighborhoods by O(N ∩ C, 0), its tangent is the nested sequence TV1 ⊃
TV2 ⊃ TV2 . . . denoted by TO(N ∩ C, 0). If x ∈ V1, then the map Dδ(x) is
defined, and since δ is sc∞-germ, the tangent map Tδ : TO(N ∩C, 0)→ TY
is again of class sc1. Iteratively it follows that Tδ is a sc∞-germ.
Proposition 3.26. For a pair (X,M) in which X is a tame M-polyfold and
M a subset of X, the property that M has the n-dimensional tangent germ
property, is a sc-diffeomorphism invariant. More precisely, if (X ′,M ′) is a
second pair in which X ′ is a tame M-polyfold and M ′ a subset of X ′ and if
ψ : X → X ′ is a sc-diffeomorphism satisfying ψ(M) = M ′, then M ′ has the
n-dimensional tangent germ property if and only if M has the n-dimensional
tangent germ property.
Proof. From X ′ = ψ(X) we conclude that X ′ is tame. We show that if M ⊂
X has the n-dimensional tangent germ property, then M ′ ⊂ X ′ has this prop-
erty too. Since M ⊂ X∞ and ψ is sc-smooth, we see that M ′ = ψ(M) ⊂ X ′∞.
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Let m′ ∈ M ′ and choose a point m ∈ M satisfying ψ(m) = m′. By assump-
tion there exists a sc-smooth chart ϕ : (U,m)→ (O, 0), where (O,C,E) is a
tame retract. By assumption there exists a smooth n-dimensional linear sub-
space N in good position to C with sc-complement Y and a continuous map
δ : V → Y , where V is a relatively open neighborhood of 0 in CN := C ∩N ,
which satisfies
(i) ϕ(M ∩ U) = {v + δ(v) | v ∈ V } ⊂ N ⊕ Y .
(ii) δ : O(CN , 0)→ (Y, 0) is a sc∞-germ satisfying δ(0) = 0 and Dδ(0) = 0.
To deduce the corresponding construction for (X ′,M ′) we define the open
neighborhood U ′ ⊂ X ′ of m′ = ψ(m) by U ′ = ψ(U) and the sc-smooth chart
by ϕ′ = ϕ ◦ ψ−1 : (U ′,m′)→ (O, 0). Then
ϕ′(U ′ ∩M ′) = ϕ(U ∩M) = {v + δ(v) | v ∈ V }
and the lemma follows. 
The important aspect of the n-dimensional tangent germ property of a
subset is the following result.
Theorem 3.27. If X is a tame M-polyfold and M ⊂ X a subset possessing
the n-dimensional tangent germ property, then the following holds.
(1) M is a sub-M-polyfold of X whose induced M-polyfold structure is tame.
Moreover, the induced M-polyfold structure on M is sc-smoothly equiv-
alent to a smooth structure of a manifold with boundary with corners
on M .
(2) If x ∈ M is given, we denote by U , ϕ, N , V ⊂ N , and δ : V → Y
the data described in condition (2) of Definition 3.25. Denoting by
pi : N ⊕ Y → N the sc-projection, the map U ∩ M → V , given by
y 7→ pi ◦ ϕ(y), defines a smooth chart on M around the point x.
Proof. We choose a point x ∈ M and find an open neighborhood U ⊂ X of
x and a M-polyfold chart ϕ : (U, x) → (O, 0) onto the retract (O,C,E) so
that the set M ∩ U is represented as
ϕ(M ∩ U) = {v + δ(v) | v ∈ V } ⊂ N ⊕ Y.
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The map δ : V → Y possesses all the properties listed in condition (2) of
Definition 3.25. The map ϕ : M∩U → V is of the form ϕ(y) = v(y)+δ(v(y)).
With the sc-projection pi : N ⊕ Y → N onto N , the map
pi ◦ ϕ : M ∩ U → V, pi ◦ ϕ(y) = v(y) (34)
is continuous and bijective onto V . It is the restriction of the sc-smooth map
pi ◦ ϕ : U → N , which maps the point x ∈ M onto 0 ∈ N . Then the inverse
γ of (34),
γ : V →M ∩ U, γ(v) = ϕ−1(v + δ(v))
has its image inX∞ and, as a map into anyXm, has arbitrarily high regularity
if only v is close enough to 0, depending on m.
Next we shall show that the map γ is sc∞ on all of V and not only at the
point 0 ∈ V .
To this aim we choose a v0 ∈ V and put x0 = ϕ−1(v0 + δ(v0)). By
construction, x0 ∈ M , and by our assumption there is a sc-smooth chart
ψ : (U ′, x0)→ (O′, 0) satisfying
ψ(M ∩ U ′) = {w + τ(w) |w ∈ V ′}
where V ′ is a relatively open neighborhood of 0 in the smooth n-dimensional
subspace N ′ ⊂ E ′ possessing the tangent germ property. The map τ : V ′ →
Y ′ possesses the properties listed in condition (2) of Definition 3.25. In
particular, τ is a sc∞-germ at the point w = 0.
For v ∈ V near v0 and w ∈ V ′ near 0 we consider the equation
v = pi ◦ ϕ ◦ ψ−1(w + τ(w)). (35)
If v = v0, we have the solution w = 0. Near 0 the map τ possesses
arbitrary high classical differentiability into any level. Linearizing the right-
hand side of the equation at the point 0, and recalling that Dτ(0) = 0, we
obtain the linear isomorphism
h 7→ pi ◦ T (ϕ ◦ ψ−1)(0)h
from N ′ onto N . By the classically implicit function theorem we obtain a
germ v 7→ w(v) for v close to v0 satisfying w(v0) = 0 and solving the equation
(35). The germ has arbitrary high classical differentiability once we are close
enough to v0. Now consider the map
v 7→ ϕ ◦ ψ−1(w(v) + τ(w(v)) (36)
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for v near v0. Since v 7→ w(v) has arbitrarily high differentiability at v0
and τ is sc∞-germ near w = 0, we see that the map(36) has, into any given
level, arbitrarily high differentiability for v near v0. Consequently, the map
is a sc∞-germ near w = 0. The image of the map lies in the infinity level.
Applying the sc-projection 1− pi : N ⊕ Y → Y , we obtain the identity
δ(v) = (1− pi) ◦ ϕ ◦ ψ−1(w(v) + τ(w(v))
which implies that δ is a sc∞-germ near v0. Since v0 is arbitrary in V we see
that v 7→ δ(v) is a sc∞-germ around every v0 ∈ V as we wanted to show.
Moreover, we conclude that the map
V → X, v → ϕ−1(v + δ(v))
is an injective sc-smooth map whose image is equal to M ∩ U .
Next we shall verify that the set M is a sub-M-polyfold of X according
to Definition 2.21. By construction, we have, so far, at every point x ∈ M
an open neighborhood U = U(x) ⊂ X and a sc-smooth chart ϕ : U → O,
satisfying ϕ(x) = 0, where (O,C,E) is a tame sc-smooth retract. Moreover,
recalling the sc-splitting E = N ⊕ Y there is a relatively open neighborhood
V of 0 in the partial quadrant N ∩ C of N and a sc-smooth map
δ : V → Y satisfying δ(0) = 0 and Dδ(0) = 0,
such that ϕ(M ∩ U) = {v + ϕ(v) | v ∈ V }. The map V → U ,
v 7→ ϕ−1(v + δ(v)),
is sc-smooth and injective. The subset Σ ⊂ C, defined by
Σ = {v + y ∈ C | v ∈ V, y ∈ Y },
is relatively open in C and contains 0. Since O is a tame retract, there exist
a relatively open subset W of C and a tame sc-smooth retraction r : W → W
onto O = r(W ). Consequently, in view of
r : r−1(Σ ∩O)→ r−1(Σ ∩O),
the subset Σ ∩O is also a sc-smooth retract.
83
By construction, v + δ(v) ∈ O and also v + δ(v) ∈ Σ and we define the
map t : Σ ∩O → Σ ∩O by
t(v + w) = v + δ(v).
The map t is sc-smooth and satisfies t ◦ t = t, so that t is a sc-smooth
retraction defined on a relatively open neighborhood of 0 in C and t(Σ∩O) =
ϕ(M ∩ U). Therefore, the composition s = ϕ−1 ◦ t ◦ ϕ defines a sc-smooth
retraction
s : U → U (37)
onto M∩U = s(U), proving that the subset M is a sc-smooth sub-M-polyfold
of X.
The map u 7→ C ∩N , u 7→ pi ◦ ϕ(s(u)) is sc-smooth. Therefore, the map
M ∩ U → V, m 7→ pi ◦ ϕ(m)
is a sc-smooth M-polyfold chart on M for the induced M-polyfold structure.
The image of the chart is the local model (V,N ∩C,N) so that the transition
maps are classically smooth maps and define on M the structure of a manifold
with boundary with corners. The proof of Theorem 3.27 is complete. 
As an aside we mention that, in general, we can not find a local retraction
s in (37) which is tame, as the example X = [0,∞)2 and M = {(x, x) |, x ≥
0} shows.
The strength of the theorem stems from the fact that in our sc-Fredholm
theory the machinery produces subsetsM ⊂ X, which have the n-dimensional
tangent germ property.
3.3 Contraction Germs
The notion of a contraction germ is a slight modification of a basic germ.
These germs are convenient for the proof of the implicit function theorem
(Theorem 3.33), which is the main result of this section. It turns out that
the local geometry of sc-Fredholm germs are intimately related to contraction
germs. In the generic case they are used to prove that the zero set of a
sc-Fredholm section must have the n-dimensional tangent germ property. It
follows that the zero set is in a natural way a smooth manifold with boundary
with corners.
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In the following we abbreviate by C˜ the partial quadrant C˜ = [0,∞)k ⊕
Rn−k in Rn so that C = C˜ ⊕W is a partial quadrant in the sc-Banach space
E = Rn ⊕W .
Definition 3.28 (sc0-contraction germ ). A sc0-germ f : O(C, 0)→ (W, 0)
is called a sc0-contraction germ if the following holds. The germ f : O(C, 0)→
(W, 0) has the form
f(a, w) = w −B(a, w)
for (a, w) close to (0, 0) ∈ C. Moreover, for every ε > 0 and m ≥ 0, the
estimate
|B(a, w)−B(a, w′)|m ≤ ε · |w − w′|m
holds for all (a, w), (a, w′) on level m sufficiently close to (0, 0), depending on
ε and m.
More precisely, the sc0-contraction germ requires for given ε > 0, that
we can choose a perhaps smaller germ O(C, 0) of neighborhoods U0 ⊃ U1 ⊃
U2 ⊃ U3 ⊃ . . . of the point (0, 0) in [0,∞)k ⊕Rn−k ⊕W such that |B(a, u)−
B(a, v)|m ≤ ε|u− v|m holds if (a, u), (a, v) ∈ Um.
Starting on level 0, the parametrized version of Banach fixed point the-
orem together with B(0, 0) = 0, guarantee the existence of relatively open
and connected neighborhood V = V0 of 0 in [0,∞)k ⊕ Rn−k and a uniquely
determined continuous map δ : V → W0 satisfying δ(0) = 0 and solving the
equation
δ(a) = B(a, δ(a)) for all a ∈ V .
Going to level 1 we find, again using the fixed point theorem, an open neigh-
borhood V1 ⊂ V0 of 0 and a continuous map δ1 : V1 → W1 satisfying δ(0) = 0
and solving the equation on level 1. From the uniqueness of the solutions of
the Banach fixed point problem we conclude that δ1 = δ|V1. Continuing this
way, we obtain a decreasing sequence of relatively open neighborhoods of 0
in [0,∞)k × Rn−k,
V = V0 ⊃ V1 ⊃ V2 ⊃ . . .
such that the continuous solution δ : V → W satisfies δ(0) = 0 and δ(Vm) ⊂
Wm and δ : Vm → Wm is continuous. In other words, we obtain a sc0-solution
germ δ : O([0,∞)k ⊕ Rn−k, 0)→ (W, 0).
Summarizing the discussion we have proved the following theorem from
[21], Theorem 2.2.
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Theorem 3.29 (Existence). A sc0-contraction germ f : O(C˜ ⊕ W, 0) →
(W, 0) admits a uniquely determined sc0-solution germ
δ : O(C˜, 0)→ (W, 0)
solving
f ◦ graph(δ) = 0.
Here graph(δ) is the associated graph germ a 7→ (a, δ(a)).
Our next aim is the regularity of the unique continuous solution germ δ
of the equation f(v, δ(v)) = 0 guaranteed by Theorem 3.29, and we are going
to prove that the solution germ δ is of class sck if the given germ f is of class
sck. By a somewhat tricky induction it turns out that we actually only have
to know that if f is sc1, then the solution germ δ is sc1 as well. Here we shall
make use of the following regularity result from [21], theorem 2.3, which is
the hard part of the regularity theory.
Theorem 3.30. If the sc0-contraction germ f : O(C˜ ⊕W, 0)→ (W, 0) is of
class sc1, then the solution germ δ : O(C˜, 0) → (W, 0) in Theorem 3.29 is
also of class sc1.
Theorem 3.30 shows that a sc0-contraction germ f of class sc1 has a
solution germ δ satisfying f(v, δ(v)) = 0 which is also of class sc1. We shall
use this to verify by induction that δ is of class sck if f is of class sck. We
start with the following lemma.
Lemma 3.31. Let f : O(C˜ ⊕W, 0) → (W, 0) be a sc0-contraction germ of
class sck where k ≥ 1. Moreover, we assume that the solution germ δ is of
class scj. (By Theorem 3.30, δ is at least of class sc1.) We define the germ
f (1) by
f (1) : O(TC˜ ⊕ TW, 0)→ TW,
f (1)(v, b, u, w) = (u−B(v, u), w −DB(v, δ(v)) (b, w))
= (u,w)−B(1)(v, b, u, w), (38)
where the last line defines the map B(1). Then f (1) is an sc0-contraction germ
and of class scmin{k−1,j}.
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Proof. For v small, the map B(1) has the contraction property with respect
to (u,w). Indeed, on the m-level of (TW )m = Wm+1 ⊕Wm, i.e., for (u,w) ∈
Wm+1 ⊕Wm, we estimate for given ε > 0 and v sufficiently small,
|B(1)(v, b, u′, w′)−B(1)(v, b, u, w)|m
= |B(v, u′)−B(v, u)|m+1
+ |DB(v, δ(v))(b, w′)−DB(v, δ(v))(b, w)|m
≤ ε|u′ − u|m+1 + |D2B(v, δ(v))[w′ − w]|m,
which, using the estimate ‖D2B(v, δ(v))‖m ≤ ε for the operator norm from
Lemma 3.9, is estimated by
≤ ε · (|u′ − u|m+1 + |w′ − w|m) = ε · |(u′, w′)− (u,w)|m.
Consequently, the germ f (1) is an sc0-contraction germ. If now f is of class
sck and δ of class scj, then the germ f (1) is of class scmin{k−1,j}, as one verifies
by comparing the tangent map Tf with the map f (1) and using the fact that
the solution δ is of class scj. By Theorem 3.29, the solution germ δ(1) of f (1)
is at least of class sc0. It solves the equation
f (1)(v, b, δ(1)(v, b)) = 0. (39)
But also the tangent germ Tδ, defined by Tδ(v, b) = (δ(v), Dδ(v)b), is a
solution of (39). From the uniqueness we conclude that δ(1) = Tδ. 
To prove higher regularity we will also make use of the next lemma.
Lemma 3.32. Assume we are given a sc0-contraction germ f of class sck
and a solution germ δ of class scj with j ≤ k. Then there exists a sc0-
contraction germ f (j) of class scmin{k−j,1} having δ(j) := T jδ as the solution
germ.
Proof. We prove the lemma by induction with respect to j. If j = 0 and f is
a sc0-contraction germ of class sck, k ≥ 0, then we set f (0) = f and δ(0) = δ.
Hence the result holds true if j = 0. Assuming the result has been proved for
j, we show it is true for j + 1. Since j + 1 ≥ 1 and k ≥ j + 1, the map f (1),
defined by (38), is of class scmin{k−1,j+1} in view of Lemma 3.31. Moreover,
the solution germ δ(1) = Tδ satisfies
f (1) ◦ graph(δ(1)) = 0,
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and is of class scj. Since min{k − 1, j + 1} ≥ j, by the induction hypothesis
there exists a map (f (1))
(j)
=: f (j+1) of regularity class min{min{k − 1, j +
1} − j, 1} = min{k − (j + 1), 1} so that
f (j+1) ◦ graph((δ(1))(j)) = 0.
Setting δ(j+1) = (δ(1))
(j)
= T j(Tδ) = T j+1δ, Lemma 3.32 follows. 
The main result of this section is the following germ-implicit functions
theorem.
Theorem 3.33 (Germ-Implicit Function Theorem). If f : O(C˜⊕W, 0)→
(W, 0) is an sc0-contraction germ which is, in addition, of class sck, then the
solution germ
δ : O(C˜, 0)→ (W, 0)
satisfying
f(v, δ(v)) = 0
is also of class sck.
From Theorem 3.33, using Proposition 1.17 and 1.18 and Proposition 3.40
we deduce the following properties of the section germ δ under the additional
assumptions, that f is a sc-smooth germ.
Corollary 3.34. If the sc0-contraction germ f is a sc-smooth germ, there
exists for every m ≥ 0 and k ≥ 0 a relatively open neighborhoods Vm,k of 0
in C˜ such that
(1) δ(Vm,k) ⊂ Wm.
(2) δ : Vm,k → Wm is of class Ck.
In particular, the solution germ δ is sc-smooth at the smooth point 0.
Theorem 3.33 will be one of the building blocks for all future versions of
implicit function theorems, as well as for the transversality theory.
Proof of Theorem 3.33. Arguing by contradiction we assume that the solu-
tion germ δ is of class scj for some j < k but not of class scj+1. In view
88
of Lemma 3.32, there exists an sc0-contraction germ f (j) of class scmin{k−j,1}
such that δ(j) = T jδ satisfies
f (j) ◦ graph(δ(j)) = 0.
Since also k− j ≥ 1, it follows that f (j) is at least of class sc1. Consequently,
the solution germ δ(j) is at least of class sc1. Since δ(j) = T jδ, we conclude
that δ is at least of class scj+1 contradicting our assumption. The proof of
Theorem 3.33 is complete. 
The same discussion applies to germs f defined on C˜⊕W where C˜ is any
finite-dimensional partial quadrant in Rn leading to the following theorem
from [21], Theorem 2.7.
Theorem 3.35. Let C˜ be a finite-dimensional partial quadrant in Rn. If
f : O(C˜ ⊕W, 0)→ (W, 0) is a sc0-contraction germ which is, in addition, of
class sck, then the solution germ
δ : O(C˜, 0)→ (W, 0)
satisfying f ◦ graph(δ) = 0 is also of class sck. In particular, if f is a sc-
smooth germ so is its solution germ δ.
Remark 3.36. For later use we reformulate Corollary 3.34 in quantitative
terms. If f is a sc0-contraction germ which, in addition, is a sc-smooth
germ satisfying f(0) = 0. then the solution germ δ possesses the following
properties of existence, uniqueness, and regularity.
There exist monotone decreasing sequences (εi) for i ≥ 0 and (τi) for
i ≥ 0 such that
(1) δ : {a ∈ [0,∞)k ⊕ Rn−k | |a|0 ≤ ε0} → {w ∈ W | |w|0 ≤ τ0} is a
continuous solution of f(a, δ(a)) = 0 satisfying δ(0) = 0.
(2) If the solution f(a, w) = 0 satisfies |a|0 ≤ ε0 and |w|0 ≤ τ0, then
w = δ(a).
(3) If |a|0 ≤ εi, then δ(a) ∈ Wi and |δ(a)|i ≤ τi for every i ≥ 0.
(4) The germ δ : {a ∈ [0,∞)k ⊕ Rn−k | |a|0 ≤ εi} → Wi is of class Ci, for
every i ≥ 0.
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3.4 Stability of Basic Germs
All the maps considered in the section are sc-smooth maps. Let us recall
(from Definition 3.7) the notion of a basic germ
Definition 3.37 (The basic class Cbasic). Let W be a sc-Banach space.
A basic germ f : O([0,∞)k ⊕ Rn−k ⊕W, 0) → (RN ⊕W, 0) is a sc-smooth
germ having the property that the germ P ◦ f is a sc0-contraction germ,
where P : RN ⊕W → W is the sc-projection. We denote the class of all basic
germs by Cbasic.
In view of Definition 3.11, the basic germs are the local models for the
germs of sc-Fredholm sections.
Theorem 3.38 (Weak Stability of Basic Germs). We consider a basic
germ
f : O(([0,∞)k ⊕ Rn−k)⊕W, 0)→ (RN ⊕W, 0),
which we can view as the principal part of a sc-smooth section of the obvi-
ous strong bundle. We assume that s is the principal part of a sc+-section
of the same bundle satisfying s(0) = 0. Then there exists a strong bundle
isomorphism
Φ: U / (RN ⊕W )→ U ′ / (RN ′ ⊕W ′),
where U is an open neighborhood of 0 in [0,∞)k⊕Rn−k⊕W , and U ′ is an open
neighborhood of 0 in [0,∞)k ⊕ Rn′−k ⊕W ′, covering the sc-diffeomorphism
ϕ : (U, 0)→ (V, 0), so that (Φ∗(f + s))1 is a basic germ.
Here (Φ∗(f + s))
1 is the germ Φ∗(f + s) : V 1 → (RN ′ ⊕W ′)1, where the
levels are raised by 1.
Recalling the Fredholm index of a basic germ in Proposition 3.10, we
conclude that n − N = n′ − N ′, because the Fredholm index is invariant
under strong bundle isomorphisms. The integer k is the degeneracy index
k = dC(0) of the point 0 which is, in view of Proposition 2.24 and Corollary
2.32, preserved under the sc-diffeomorphism ϕ satisfying ϕ(0) = 0. Although
Theorem 3.38 was not explicitly formulated in [21], it follows from the proof
of Theorem 3.9 in [21].
Proof. Denoting by P : RN ⊕ W → W the sc-projection, the composition
P ◦ f is, by definition, of the form
P ◦ f(a, w) = w −B(a, w),
90
and has the property that for every ε > 0 the estimate |B(a, w)−B(a, w′)|m ≤
ε · |w − w′|m holds, if (a, w) and w′ are sufficiently small on level m.
Linearizing the sc+-section s with respect to the variable w ∈ W at the
point 0, we introduce the sc-operator
A := P ◦D2s(0) : W → W.
Since s is a sc+-section and 0 is smooth point, the operator A : W → W is a
sc+-operator. Therefore, the operator 1+A : W → W is a sc+-perturbation of
the identity and hence a sc-Fredholm operator by Proposition 1.10. Because
A is level wise compact, the index ind(1 + A) is equal to 0. The associated
sc-decompositions of the sc-Banach space W are the following,
1 + A : W = C ⊕X → W = R⊕ Z,
where C = ker(1 + A) and R = range (1 + A) and dim C = dim Z <∞.
Since s is a sc+-section, we conclude from Proposition 1.18 that the re-
striction s : Um → RN ⊕ Wm is of class C1, for every m ≥ 1. From the
identity P ◦s(a, w) = P ◦D2s(0)w+(P ◦s(a, w)−P ◦D2s(0)w), one deduces
the following representation for P ◦ s, on every level m ≥ 1,
P ◦ s(a, w) = Aw + S(a, w) and D2S(0, 0) = 0.
Therefore, S is, with respect to the second variable w, a arbitrary small
contraction on every level m ≥ 1, if a and w are sufficiently small depending
on the level m and the contraction constant. We can make the arguments
which follow only on the levels m ≥ 1. This explains the reason for the index
raise by 1 in the theorem.
We can write
P ◦ (f + s)(a, w) = w −B(a, w) + Aw + S(a, w)
= (1 + A)w − [B(a, w)− S(a, w)]
= (1 + A)w −B(a, w),
where we have abbreviated
B(a, w) = B(a, w)− S(a, w).
By assumption, the map B belongs to the sc0-contraction germ and hence
the map B is a contraction in the second variable on every level m ≥ 1 with
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arbitrary small contraction constant ε > 0 if a and w are sufficiently small
depending on the level m and the contraction constant ε. Introducing the
canonical projections by
P1 : W = C ⊕X → X
P2 : W = R⊕ Z → R,
we abbreviate
ϕ(a, w) := P2 ◦ P ◦ (f + s)(a, w)
= P2[(1 + A)w −B(a, w)]
= P2[(1 + A)P1w −B(a, w)].
We have used the relation (1 + A)(1 − P1) = 0. The operator L := (1 +
A)|X : X → R is a sc-isomorphism. In view of L−1 ◦P2 ◦ (1+A)P1w = P1w,
we obtain the formula
L−1 ◦ ϕ(a, w) = P1w − L−1 ◦ P2 ◦B(a, w).
Writing w = (1 − P1)w ⊕ P1w, we shall consider (a, (1 − P1)w) as our new
finite parameter, and correspondingly define the map B̂ by
B̂((a, (1− P1)w), P1w) = L−1 ◦ P2 ◦B(a, (1− P1)w + P1w).
Since B(a, w) is a contraction in the second variable on every level m ≥ 1
with arbitrary small contraction constant if a and w are sufficiently small
depending on the level m and the contraction constant, the right hand side
of
L−1 ◦ ϕ(a, (1− P1)w + P1w) = P1w − B̂(a, (1− P1)w,P1w)
possesses the required contraction normal form with respect to the variable
P1w on all levels m ≥ 1, again if a and w are small enough depending on m
and the contraction constant.
It remains to prove that the above normal form is the result of an ad-
missible coordinate transformation of the perturbed section f + s. Choos-
ing a linear isomorphism τ : Z → C, we define the fiber transformation
Ψ: RN ⊕W → RN ⊕X ⊕ C by
Ψ(δa⊕ δw) := δa⊕ L−1 ◦ P2 · δw ⊕ τ ◦ (1− P2) · δw.
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We shall view Ψ as a strong bundle map covering the sc-diffeomorphism
ψ : V ⊕W → V ⊕ C ⊕ X defined by ψ(a, w) = (a, (1 − P1)w,P1w) where
V = [0,∞)k ⊕ Rn−k. With the canonical projection
P : (RN ⊕ C)⊕X → X
P (a⊕ (1− P1)w ⊕ P1w) = P1w,
and the relation P ◦Ψ ◦ (1− P ) = 0, we obtain the desired formula
P ◦Ψ ◦ (f + s) ◦ ψ−1(a, (1− P1)w,P1w)
= P1w − B̂(a, (1− P1)w,P1w).
The proof of Theorem 3.38 is complete.

The theorem has the following corollary, where we use the standard no-
tations, denoting, as usual, by C a partial quadrant in a sc-Banach space E.
We also use a second sc-Banach space F .
Corollary 3.39. We assume that the sc-germ g : O(C, 0)→ (F, 0) is equiv-
alent by a strong bundle isomorphism Φ to the basic germ Φ∗g, and assume
that s : O(C, 0) → (F, 0) is a sc+-germ. Then there exists a strong bundle
map Ψ such that ((Ψ ◦ Φ)∗(g + s))1 is a basic germ.
Proof. By assumption there exist open neighborhoods U of 0 in C and V of
0 in [0,∞)k ⊕ Rn−k ⊕W and a sc-diffeomorphism ϕ : (U, 0) → (V, 0) which
is covered by a strong bundle isomorphism Φ: U / F → V / (RN ⊕W ) such
that Φ∗g is a basic germ h. Then t = Φ∗s defines a sc+-section satisfying
t(0) = 0. Clearly Φ∗(g + s) = h + t, and applying Theorem 3.38, we find a
second strong bundle map Ψ such that (Ψ∗(h+ t))1 is a basic germ. Taking
the composition Γ = Ψ◦Φ, we conclude that Γ∗(g+s)1 is a basic germ. This
completes the proof of Corollary 3.39. 
In order to illustrate the corollary, we now consider the sc-smooth germ
h : O(C, 0)→ F for which we know that there exists a sc+-germ s satisfying
s(0) = h(0), and assume that the germ h − s around 0 is equivalent to the
basic germ g = Φ∗(h− s). We observe that h− h(0) = (h− s) + (s− h(0)),
where s − h(0) is a sc+-section. Then t = Φ∗(s − h(0)) is a sc+-section and
g + t is a perturbation by a sc+-section of a basic germ. By the previous
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corollary we find a strong bundle coordinate change such that (Ψ∗(g − s))1
is a basic germ, or in other words, ((Ψ ◦ Φ)∗(h− h(0)))1 is a basic germ.
Note that for the implicit function theorem it does not matter whether
we work with f , or f 1, ore even f (501). It matters that our coordinate change
is compatible with the original sc-structure.
We also point out that a strong bundle coordinate change for h1 is not the
same as a strong bundle coordinate change for h followed by a subsequent
raise of the index.
3.5 Geometry of Basic Germs
In this section we shall study in detail sc-smooth germs
f : O(([0,∞)k ⊕ Rn−k)⊕W, 0)→ (RN ⊕W, 0) (40)
around 0 of the form
f = h+ s (41)
where h is a basic germ and s is a sc+-germ satisfying s(0) = 0.
We already know from Corollary 3.10 that Df(0) : Rn ⊕W → RN ⊕W
is a sc-Fredholm operator of index indDf(0) = n−N .
In the following we abbreviate E = Rn ⊕W , C = ([0,∞)k ⊕Rn−k)⊕W ,
and F = RN ⊕W and by P : RN ⊕W → W the sc-projection.
Theorem 3.40 (Local Regularity and Compactness). Let U be a rel-
atively open neighborhood of 0 in C. We assume that f : U → F is a
sc-smooth map satisfying f(0) = 0 and of the form f = h + s where h
is a basic germ and s is a sc+-germ satisfying s(0) = 0. We denote by
S = {(a, w) ∈ U | f(a, w) = 0} the solution set of f in U . Then there exists
a nested sequence
U ⊃ O(0) ⊃ O(1) ⊃ O(2) ⊃ . . .
of relatively open neighborhoods of 0 in C on level 0 such that for every m ≥ 0,
the closure of S ∩ O(m) in C ∩ E0 = C0 is contained in C ∩ Em = Cm, i.e.,
clC0(S ∩ O(m)) ⊂ Cm.
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Theorem 3.40 says, in particular, that O(m) ∩ S ⊂ Cm for all m ≥ 0.
Therefore, the regularity of solutions (a, w) of the equation f(a, w) = 0 is
the higher, the closer to 0 they are on the level 0. Moreover, the solution set
on level m sufficiently close to 0 on level 0 has a closure on level 0, which still
belongs to level m. Moreover, the solution set on level m, sufficiently close
to 0 on level 0, has a closure on level 0, which belongs to level m.
Proof. We construct the sets O(m) inductively by showing that there exists
a decreasing sequence (τm)m≥0 of positive numbers such that the sets
O(m) = {(a, w) ∈ C | |a|0 < τm and |w|0 < τm}
have the desired properties. We begin with the construction of O(0).
By definition of a basic germ, the composition P ◦ h is of the form
P ◦ h(a, w) = w −B(a, w),
where B(0, 0) = 0 and B is a contraction in w locally near (0, 0). Moreover,
s is a sc+-germ satisfying s(0) = 0.
We choose τ ′0 > 0 such that the closed set {(a, w) ∈ C | |a|0 ≤ τ ′0, |w|0 ≤
τ ′0} in E0 is contained in U and such that, in addition,
(01) |B(a, w)−B(a, w′)|0 ≤ 1
4
|w − w′|0.
for all a, w, and w′ ∈ W0 satisfying |a|0 ≤ τ ′0, |w|0 ≤ τ ′0, and |w′|0 ≤ τ ′0.
Using B(0) = 0 and s(0) = 0, we can choose 0 < τ0 < τ
′
0 such that
(02) |B(a, 0)|0 ≤ 1
4
τ ′0 for all |a|0 ≤ τ0.
(03) |P ◦ s(a, w)|0 ≤ 1
4
τ ′0 for all |a|0 ≤ τ0 and |w|0 ≤ τ0.
For these choices of the constants τ ′0 and τ0, we introduce the closed set
Σ0 = {(a, z) ∈ C | |a|0 ≤ τ0, |z|0 ≤ τ ′0/4},
and denote by B0(τ
′
0) ⊂ W0 the closed ball in W0 centered at 0 and having
radius τ ′0. We define the map F0 : Σ0 ×B0(τ ′0)→ W0 by
F0(a, z, w) = B(a, w)− z.
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If (a, z) ∈ Σ0 and w,w′ ∈ B0(τ ′0), we estimate using (01) and (02),
|F0(a, z, w)|0 = |B(a, w)− z|0 ≤ |B(a, w)−B(a, 0)|0 + |B(a, 0)|0 + |z|0
≤ 1
4
τ ′0 +
1
4
τ ′0 +
1
4
τ ′0 =
3
4
τ ′0 < τ
′
0,
and
|F0(a, z, w)− F0(a, z, w′)|0 ≤ 1
4
|w − w′|0.
Hence F0(a, z, ·) : B0(τ ′0) → B0(τ ′0) is a contraction, uniform in (a, z) ∈ Σ0.
Therefore, by the parametrized version of Banach’s fixed point theorem there
exists a unique continuous function δ0 : Σ0 → B0(τ ′0) solving the equation
δ0(a, z) = B(a, δ0(a, z))− z
for all (a, z) ∈ Σ0. Now we define the open neighborhood O(0) by
O(0) = {(a, w) ∈ C | |a|0 < τ0 and |w|0 < τ0}.
Clearly, the set O(0) satisfies clC0(S ∩ O(0)) ⊂ C0.
We observe that if (a, w) ∈ O(0), then |P ◦s(a, w)|0 ≤ τ ′0/4 by (03) so that
δ0(a, P ◦ s(a, w)) is defined. If, in addition, f(a, w) = 0, then P ◦ f(a, w) = 0
so that w = B(a, w)− P ◦ s(a, w) and we claim that
w = δ0(a, P ◦ s(a, w)) for all (a, w) ∈ O(0). (42)
Indeed, since δ0(a, P ◦ s(a, w)) = B(a, δ0(a, P ◦ s(a, w))) − P ◦ s(a, w), we
estimate, using (01),
|w − δ0(a, P ◦ s(a, w))|0 = |B(a, w)−B(a, δ0(a, P ◦ s(a, w)))|0
≤ 1
4
|w − δ0(a, P ◦ s(a, w))|0,
implying w = δ0(a, P ◦ s(a, w)) as claimed.
We next construct the set O(1) ⊂ O(0). Since the embedding W1 → W0
is continuous, there is a constant c1 > 0 such that |·|0 ≤ c1|·|1. With the
constant τ0 defined above, we choose 0 < τ
′
1 < min{τ0, τ0/c1} such that the
following holds. The set {(a, w) ∈ C | |a|0 ≤ τ ′1 and |w|1 ≤ τ ′1} is contained
in U , and
(11) |B(a, w)−B(a, w′)|1 ≤ 1
4
|w − w′|1.
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for all a, w,w′ ∈ W1 satisfying |a|0 ≤ τ ′1, |w|1 ≤ τ ′1, and |w′|1 ≤ τ ′1. We
choose 0 < τ1 < τ
′
1 such that
(12) |B(a, 0)|1 ≤ 1
4
τ ′1 for all |a|0 ≤ τ1
(13) |P ◦ s(a, w)|1 ≤ 1
4
τ ′1 for all |a|0 ≤ τ1 and |w|0 ≤ τ1.
Proceeding as in the construction of O(0), we introduce the closed set Σ1 in
E1 by
Σ1 = {(a, z) ∈ C1 | |a|0 ≤ τ1, |z|1 ≤ τ ′1/4},
and abbreviate by B1(τ
′
1) the closed ball in W1 having its center at 0 and
radius τ ′1. We define the map F1 : Σ1 × B1(τ ′1) → W1 by F1(a, z, w) =
B(a, w) − z. By (11) and (13), the map F1 : Σ1 × B1(τ ′1) → B1(τ ′1) is a
contraction, uniform in (a, z) ∈ Σ1. Again using the Banach fixed point
theorem, we find a unique continuous map δ1 : Σ1 → B1(τ ′1) solving the
equation δ1(a, z) = B(a, δ1(a, z)) − z for all (a, z) ∈ Σ1. Now we define the
open neighborhood O(1) as
O(1) = {(a, w) ∈ C0 | |a|0 < τ1, |w|0 < τ1}.
By our definition of τ1 we have τ1 ≤ τ ′1 < τ0 so that O(1) ⊂ O(0).
We next claim that
δ0(a, P ◦ s(a, w)) = δ1(a, P ◦ s(a, w)) for all (a, w) ∈ O(1). (43)
To verify the claim, we note that if (a, w) ∈ O(1), then, by (13), |P ◦
s(a, w)|1 ≤ τ ′1/4. Hence δ1(a, P ◦ s(a, w)) is defined and its norm satisfies
|δ1(a, P ◦ s(a, w))|1 ≤ τ ′1 because δ1 takes its values in the ball B1(τ ′1). This
implies, recalling that |·|0 ≤ c1|·|1 and τ ′1 ≤ τ0/c1, the estimate
|δ1(a, P ◦ s(a, w))|0 ≤ c1|δ1(a, P ◦ s(a, w))|1 ≤ c1τ ′1 ≤ τ0 ≤ τ ′0.
Therefore, by construction, the map (a, w) 7→ δ1(a, P ◦ s(a, w)) solves the
equation δ1(a, P ◦s(a, w)) = B(a, δ1(a, P ◦s(a, w))−P ◦s(a, w) for all (a, w) ∈
O(1). On the other hand, it follows from O(1) ⊂ O(0) and (03) that |P ◦
s(a, w)|0 ≤ τ ′0/4 and hence the map (a, w) 7→ δ0(a, P ◦ s(a, w)) solves, by
construction, the same equation δ0(a, P ◦ s(a, w)) = B(a, δ0(a, P ◦ s(a, w))−
P ◦ s(a, w) for all (a, w) ∈ O(1). The claim (43) now follows from the
uniqueness of the Banach fixed point theorem on the level 0.
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If (a, w) ∈ O(1) satisfies, in addition, f(a, w) = 0, we deduce from (42)
and (43) that
w = δ1(a, P ◦ s(a, w)) ∈ W1 for all (a, w) ∈ O(1). (44)
In order to verify the desired property of O(1) we fix (a, w) ∈ cl0(S ∩
O(1)). Then there exists a sequence (an, wn) ∈ S∩O(1) such that (an, wn)→
(a, w) on level 0. From (44) it follows that wn = δ1(an, P ◦s(an, wn)) ∈ W1 for
all n. Since s is sc+, we know that P ◦s(an, wn)→ P ◦s(a, w) on level 1. From
the continuity of δ1 we conclude the convergence wn = δ1(an, P ◦s(an, wn))→
δ1(a, P ◦ s(a, w)) = w on level 1. Consequently, (a, w) ∈ C1 as desired.
The induction step is now clear and the further details are left to the
reader.

The previous result has a useful corollary.
Corollary 3.41. We assume that U is a relatively open neighborhood of 0
in a partial quadrant C = [0,∞)n ⊕W in a sc-Banach space E = Rn ⊕W
and let F = RN ⊕W . Let f : U → F be a sc-smooth map satisfying f(0) = 0
and admitting the decomposition f = h + s where h ∈ Cbasic and s is a sc+-
map satisfying s(0) = 0. We assume, in addition, that Df(0, 0) is surjective.
Then there exists a relatively open neighborhood U ′ ⊂ U on level 0 such that
the following holds.
(1) If (a, w) ∈ U ′ satisfies f(a, w) = 0, then (a, w) is on level 1.
(2) If (a, w) ∈ U ′ and f(a, w) = 0, then Df(a, w) : E → F is a surjective
Fredholm operator of index n−N .
Proof. In view of Theorem 3.40 we know that if f(a, w) = 0 and (a, w) is
sufficiently close to (0, 0) on level 0, then (a, w) ∈ E1. Hence the linearization
Df(a, w) is a well-defined as a bounded linear operator from E0 to F0. By
Proposition 3.10, the linearization Df(0, 0) : E → F is a Fredholm operator
whose index is equal to indDf(0) = n−N .
By assumption, the Fredholm operator Df(0, 0) : E → F is surjective.
Denoting by K its kernel, we have the splitting E = K ⊕ N and conclude
that the restriction Df(0)|N : N → F is an isomorphism of Banach spaces
and hence a Fredholm operator of index 0. To see this, we observe that
Df(a, w)|N = Df(0, 0)|N + (Df(a, w)|N −Df(0, 0)|N),
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and the second term is a admissible perturbation which does not affect the
Fredholm character nor the index. Indeed,(
Df(a, w)−Df(0, 0))(α, ζ) = D2B(a, w)ζ + C(a, w)(α, ζ),
where C(a, w) : E → F is a compact operator, and ‖D2B(a, w)‖ ≤ ε for every
ε > 0 if (a, w) sufficiently small in E0 depending on ε, in view of Lemma 3.9.
It follows that Df(a, w)|N : N → F is a Fredholm operator of index 0, if
(a, w) ∈ E1 is sufficiently small in E0.
We finally show that Df(a, w)|N : N → F is a surjective operator if
(a, w) ∈ E1 solves, in addition, f(a, w) = 0. Since the index is equal to 0, the
kernel of Df(a, w)|N has the same dimension as the cokernel of Df(a, w)|N
in F . Hence we have to prove that the kernel of Df(a, w)|N is equal to {0},
if (a, w) ∈ E is close to (0, 0) in E0 and solves f(a, w) = 0.
Arguing by contradiction we assume that there exist a sequence (ak, wk) ∈
C ∩ E1 satisfying f(ak, wk) = 0 and |(ak, wk)|0 → 0 as k → ∞. Moreover,
there exists a sequence (αk, ζk) ∈ (Rn⊕W )∩N satisfying |(αk, ζk)|0 = 1 and
Df(ak, wk)(αk, ζk) = 0. Consequently,
ζk −D2B(ak, wk)ζk = D1B(ak, wk)αk − PDs(ak, wk)(αk, ζk). (45)
Without loss of generality we may assume that αk → α. In view of the
proof of the previous theorem, for large values of k, the sequence (ak, wk)
is bounded on level 2. Consequently, since the embedding W2 → W1 is
compact, we may assume that (ak, wk) → (0, 0) on level 1. Therefore,
D1B(ak, wk)αk → D1B(0, 0)α in E0. In addition, since s is a sc+-operator,
the map E1⊕E0 → F1, defined by (x, h) 7→ PDs(x)h, is continuous. Hence,
there exists ρ > 0 such that |PDs(x)h|1 ≤ 1 if |x|1 ≤ ρ and |h|0 ≤ ρ. This
implies that there is a constant c > 0 such that |PDs(x)h|1 ≤ c for all
|x|1 ≤ ρ and |h|0 ≤ 1. From this estimate, we conclude that the sequence
PDs(ak, wk)(αk, ζk) is bounded in W1. Since the embedding W1 → W0 is
compact, we may assume that the sequence PDs(ak, wk)(αk, ζk) converges
to some point w0 in W0. Denoting by zk the right-hand side of (45), we have
proved that zk → z0 = D1B(0, 0)α − w0 in W0. Choosing 0 < ε < 1 in
Lemma 3.9, the operators 1−D2B(ak, wk) have a bounded inverse for large
k and we obtain from (45) that
ζk =
(
1−D2B(ak, wk)
)−1
zk =
∑
l≥0
(
D2B(ak, wk)
)l
zk
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for large k. We claim that the sequence ζk converges to z0 in W0. Indeed, take
ρ > 0. From ‖D2B(ak, wk)‖ ≤ ε for k large and the fact that the sequence
(zk) is bounded in W0, it follows that there exists l0 such that
|
∑
l≥l0
(
D2B(ak, wk)
)l
zk|0 ≤ ρ/2.
Hence
|ζk − z0|0 ≤ |zk − z0|0 +
l0∑
l=1
|(D2B(ak, wk))lzk|0 + |∑
l>l0
(
D2B(ak, wk)
)l
zk|0
≤ |zk − z0|0 +
l0∑
l=1
|(D2B(ak, wk))lzk|0 + ρ/2.
From |zk − z0|0 → 0 and D2B(ak, wk)zk → D2B(0, 0)z0 = 0, it follows that
lim supk→∞|ζk − z0|0 ≤ ρ/2 and, since ρ was arbitrary, that ζk → z0 in
W0. We have proved that (αk, ζk) → (α, z0) in E0. Hence (α, z0) ∈ N and
|(α, z0)|0 = 1. On the other hand,
0 = lim
k→∞
Df(ak, wk)(αk, ζk) = Df(0)(α, z0).
Since Df(0, 0)|N is an isomorphism, (α, z0) = (0, 0), in contradiction to
|(α, z0)|0 = 1. The proof of Corollary 3.41 is complete.

In the following theorem we denote, as usual, by C the partial quadrant
[0,∞)k⊕Rn−k⊕W in the sc-Banach space E = Rn⊕W and by U a relatively
open neighborhood of 0 in C. Moreover, F is another sc-Banach space of the
form F = RN ⊕W .
We consider a sc-smooth germ f : U → F satisfying f(0) = 0 of the form
f = h+ s where h is a basic germ and s is a sc+-germ satisfying s(0) = 0.
By Theorem 3.38 there exists a strong bundle isomorphism
Φ: U / (RN ⊕W )→ U ′ / (RN ′ ⊕W ′).
where U ′ is a relatively open neighborhood of 0 in the partial quadrant C ′ =
[0,∞)k ⊕ Rn′−k ⊕ W ′, covering the sc-diffeomorphism ϕ : (U, 0) → (U ′, 0)
such that the section g = Φ ◦ f ◦ ϕ−1 has the property that g1 = (Φ∗(h +
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s))1 : (U ′)1 → (RN ′ ⊕W ′)1 is a basic germ. Clearly, ϕ({x ∈ U | f(x) = 0}) =
{x′ ∈ U ′ | g(x′) = 0}.
We abbreviate F ′ = RN ′⊕W ′ and denote by P ′ the sc-projection P ′ : RN ′⊕
W ′ → W ′.
By definition of a basic germ, the composition P ′ ◦ g1 is a sc0-contraction
germ which is sc-smooth. Therefore, in view of Remark 3.36 applied to the
levels m ≥ 1, there are monotone decreasing sequences (ε′i) for i ≥ 1 and (τ ′i)
for i ≥ i such that, abbreviating by Bi(τ ′i) the closed ball W ′i of center 0 and
radius τ ′i , and by U
′
i the neighborhood U
′
i = {a ∈ [0,∞)k⊕Rn′−k | |a|0 ≤ τ ′i},
the following statements (1)-(4) hold.
(1) There exists a unique continuous map δ : U ′1 → B1(τ ′1) satisfying P ′ ◦
g(a, δ(a)) = 0 and δ(0) = 0.
(2) If (a, w) ∈ U ′1 ⊕ B1(τ ′1) solves the equation P ′ ◦ g(a, w) = 0, then
w = δ(a).
(3) If a ∈ U ′i , then δ(a) ∈ W ′i and |δ(a)|i ≤ τ ′i for every i ≥ 1.
(4) δ : U ′i → W ′i is of class Ci−1 for all i ≥ 1.
Lemma 3.42. There exists ε′0 and τ
′
0 having the following properties. If
(a′, w′) solves the equation g(a′, w′) = 0 and satisfies |a′|0 ≤ ε′0 and |w′|0 ≤ τ ′0,
then w′ = δ(a′). Moreover, if |a′|0 ≤ ε′0, then |δ(a′)|0 ≤ τ ′0.
Proof. The solutions of f(a) = 0 and g(x′) = 0 are related by the sc-
diffeomorphism ϕ via x′ = ϕ(x). Applying the proof of Theorem 3.40 to
the sc-germ f = h+ s we find, for every σ > 0, a constant τ > 0 such that if
x ∈ C is a solution of f(x) = 0 satisfying |x|1 < τ , then |x|1 < σ. Using the
continuity of ϕ on the level 1, we choose now σ > 0 such that if |x|1 < σ, then
x′ = ϕ(x) = (a′, w′) satisfies |a′|0 ≤ ε′1 and |w′|1 ≤ τ ′1. Then we conclude
from |x|0 < τ that |x|1 < σ. Using the continuity of ϕ−1 on level 0 we next
choose the desired constants ε′0 and τ
′
0 such that the estimates |a′|0 ≤ ε′0 and
|w′|0 ≤ τ ′0 imply that x = ϕ−1(a, w) satisfies |x|0 < τ . Assuming now that
x′ = (a′, w′) is a solution of g(a′, w′) = 0 satisfying |a′|0 < ε′0 and |w′|0 < τ ′0,
we conclude that |ϕ−1(x′)|0 < τ . It follows that |ϕ−1(x′)|1 < σ, which implies
|a′|0 < ε′1 and |w′|1 < τ ′1. From property (2) we conclude that w′ = δ(a′)
proving the first statement of the lemma.
Using that the embedding W1 → W0 is continuous, we find a constant
c > 0 such that |δ(a′)|0 ≤ c|δ(a′)|1. Taking ε′0 and τ ′0 smaller we can achieve
that |δ(a′)|0 ≤ τ ′0 if |a′|0 ≤ ε′0 and the proof of the lemma is complete.
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Theorem 3.43 (Local Germ-Solvability I). Let f : U → F be a sc-smooth
germ satisfying f(0) = 0 and of the form f = h+ s, where h is a basic germ
and s is a sc+-section satisfying s(0) = 0. We assume that the linearization
Df(0) : E → F is surjective and the kernel K = kerDf(0) is in good position
to the partial quadrant C. Let
Φ: U / (RN ⊕W )→ U ′ / (RN ′ ⊕W ′)
be the strong bundle isomorphism covering the sc-diffeomorphism ϕ : (U, 0)→
(U ′, 0) guaranteed by Theorem 3.38. Here U ′ is a relatively open neighborhood
of 0 in the partial quadrant C ′ = [0,∞)k⊕Rn′−k⊕W ′ sitting in the sc-Banach
space E ′ = Rn′ ⊕W ′.
Then, denoting by g = Φ∗(f) the push-forward section, the following
holds. The kernel K ′ = kerDg(0) = Tϕ(0)K is in good position to the partial
quadrant C ′ and there is a good complement Y ′ of K ′ in E ′ = K ′ ⊕ Y ′, and
a C1-map τ : V → Y ′1 , defined on the relatively open neighborhood V of 0 in
K ′ ∩ C ′ such that
(1) τ : O(K ′ ∩ C ′, 0)→ (Y ′, 0) is a sc-smooth germ.
(2) τ(0) = 0 and Dτ(0) = 0.
(3) After perhaps suitably shrinking U it holds
ϕ({x ∈ U | f(x) = 0}) = {x′ ∈ U ′ | g(x′) = 0} = {y + τ(y) | y ∈ V }.
Proof. The linearization Dg(0) : Rn′ ⊕W ′ → RN ′ ⊕W ′ is a surjective map
because, by assumption, Df(0) : Rn⊕W → RN ⊕W is surjective. Moreover,
kerDg(0) = Tϕ(0) kerDf(0). In view of Proposition 2.24 and Corollary
2.32 we also have Tϕ(0)C = C ′. We also recall that (above Lemma 3.42)
we have introduced the sc-projection P ′ : RN ′⊕W ′ → W ′, the neighborhood
U ′i = {a ∈ [0,∞)k ⊕ Rn′−k | |a|0 ≤ τ ′i} of 0 in Rn′ , and the map δ : U ′i → W ′i
satisfying P ′ ◦ g(a, δ(a)) = 0 and δ(a) = 0.
We introduce the map H : U ′1 → RN ′ by
H(a) = (1− P ′) ◦ g(a, δ(a)).
It satisfies H(0) = 0 since g(0) = 0. In the following we need the map H to
be of class C1. In view of property (4), the map H restricted to U ′i is of class
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Ci−1. Since, by Proposition 1.18, the sc-smooth map g induces a C1-map
g : Em+1 → Em for every m ≥ 0, we shall restrict the domain of H to the
set U ′3. In order to prove the theorem we shall first relate the solution set
{H = 0} to the solution set {g = 0}, and start with the following lemma.
Lemma 3.44. The linear map α 7→ (α,Dδ(0)α) from Rn′ into E ′ induces a
linear isomorphism
K˜ := kerDH(0)→ kerDg(0) =: K ′.
Proof of the lemma. We first claim that
kerDg(0) = {(α,Dδ(0)α) |α ∈ kerDH(0)}.
Indeed, if (α, ζ) ∈ kerDg(0), then P ′ ◦ Dg(0)(α, ζ) = 0 and (1 − P ′) ◦
Dg(0)(α, ζ) = 0. By assumption, P ′ ◦ g(a, w) = w − B(a, w). Hence, differ-
entiating at the point 0 in the direction of (α, ζ) and recalling from Lemma
3.9 that D2B(0) = 0, we obtain
0 = P ′ ◦Dg(0)(α, ζ) = ζ −D1B(0)α−D2B(0)ζ = ζ −D1B(0)α.
On the other hand, differentiating the identity P ′ ◦ g(a, δ(a)) = 0 at a = 0
and evaluating the derivative at α, we find, in view of previous equation,
0 = P ′ ◦ g(0)(α,Dδ(0)α) = Dδ(0)α−D1B(0)α.
Consequently, ζ = Dδ(0)α as claimed.
From
DH(0)α = (1− P ′) ◦Dg(0)(α,Dδ(0)α)
it follows, if α ∈ kerDH(0), in view of P ′ ◦Dg(0)(α,Dδ(0)α) = 0 for all α,
that (α,Dδ(0)α) ∈ kerDg(0).
Conversely, if (α, ζ) ∈ kerDg(0), then 0 = P ′◦Dg(0)(α, ζ) = ζ−D1B(0)α
and (1−P ′)◦Dg(0)(α, ζ) = 0. Since P ′◦Dg(0)(α,Dδ(0)α) = 0, we conclude
that ζ = Dδ(0)α and hence (1− P ′) ◦Dg(0)(α,Dδ(0)α) = DH(0)α = 0, so
that α ∈ kerDH(0). The proof of Lemma 3.44 is complete.

By assumption, the kernel K = kerDf(0) is in good position to the
partial quadrant C. We recall that this requires that K ∩C has a nonempty
interior in K and there exists a complement of K, denoted by K⊥, so that
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K ⊕K⊥ = E, having the following property. There exists ε > 0 such that if
k + k⊥ ∈ K ⊕K⊥ satisfies |k⊥|0 ≤ ε|k|0, then
k + k⊥ ∈ C if and only if k ∈ C. (46)
The kernel K ′ = kerDg(0) = Tϕ(0)K has a complement in E ′, denoted
by (K ′)⊥ = Tϕ(0)(K⊥), so that K ′ ⊕ (K ′)⊥ = E ′.
Lemma 3.45. The complement (K ′)⊥ is a good complement of K ′ in E ′.
Proof. Since Tϕ(0) : Rn ⊕W → Rn′ ⊕W ′ is a topological isomorphism and
Tϕ(0)C = C ′ and K ′ = Tϕ(0)K, it follows that K ′ ∩ C ′ has a nonempty
interior in K ′. Next we choose ε′ > 0 satisfying ε′‖Tϕ(0)‖‖(Tϕ(0))−1‖ ≤ ε
and take x′ ∈ K ′ and y′ ∈ (K ′)⊥ satisfying |y′|0 ≤ ε′|x′|0. If x = (Tϕ(0))−1x′
and y = (Tϕ(0))−1y′, then
|y|0 = |(Tϕ(0))−1y′|0 ≤ ‖(Tϕ(0))−1‖|y′|0 ≤ ε′‖(Tϕ(0))−1‖|x′|0
= ε′‖(Tϕ(0))−1‖|Tϕ(0)|0 ≤ ε′‖(Tϕ(0))−1‖‖Tϕ(0)‖|x|0 ≤ ε|x|0.
By (46), x+ y ∈ C if and only if x ∈ C and since Tϕ(0)C = C ′, we conclude
that x′ + y′ ∈ C ′ if and only if x′ ∈ C ′. 
The next lemma is proved in Appendix 3.8.2.
Lemma 3.46. The kernel K˜ := kerDH(0) ⊂ Rn′ of the linearization DH(0)
is in good position to the partial quadrant C˜ = [0,∞)k⊕Rn′−k in Rn′. More-
over, there exists a good complement Z of K˜ in Rn′, hence K˜ ⊕ Z = Rn′,
having the property that Z ⊕W ′ is a good complement of K ′ = kerDg(0) in
E ′,
E ′ = K ′ ⊕ (Z ⊕W ′).
In view of Lemma 3.46, Theorem 3.78 in Appendix 3.8.5 is applicable to the
C1-map H : U ′2 → RN ′ , where U ′2 = {a ∈ [0,∞)k ⊕ Rn′−k | |a|0 < τ ′2} ⊂ Rn′
is introduced before the statement of Theorem 3.43. According to Theorem
3.78 there exists a relatively open neighborhood V˜ of 0 in K˜ ∩ C˜ and a
C1-map
σ : V˜ → Z
satisfying σ(0) = 0 and Dσ(0) = 0 and solving the equation
H(a+ σ(a)) = 0 for all a ∈ V˜ .
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ZC˜
Rn′
K˜
{H = 0}
V˜
Figure 5:
The situation is illustrated in the following figure.
Since H is the more regular the closer we are to 0, the map τ has the
same property. Recalling the solution germ δ : U ′1 ⊂ Rn′ → B′1 ⊂ W ′1 of
g(a, δ(a)) = 0, we define the map γ : V˜ → Z ⊕W ′1 by
γ(a) = σ(a) + δ(a+ σ(a)), v ∈ V˜ .
By the properties of σ and δ there exists a nested sequence V˜1 ⊃ V˜2 ⊃ . . . of
relatively open neighborhoods of 0 in K˜ ∩ C˜ such that the restriction
γ|V˜i : V˜i → Z ⊕W ′i
is of class Ci, for every i ≥ 1. Recalling from Lemma 3.44 that K ′ =
kerDg(0) = {(v,Dδ(0)v) | v ∈ K˜}, we denote by pi : K ′ → K˜ the projection
pi : (v,Dδ(0)v) 7→ v.
The map pi is a sc-isomorphism.
We next introduce the map τ from a relatively open neighborhood of 0
in K ′ ∩ C ′ into Z ⊕W ′ by
τ(y) = −Dδ(0) ◦ pi(y) + γ(pi(y)), y ∈ K ′ ∩ C ′.
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It satisfies τ(0) = 0. Differentiating τ at y = 0, and using Dσ(0) = 0, we
obtain
Dτ(0)η = −Dδ(0) ◦ pi(η) +Dδ(0) ◦ pi(η) = 0
for all η ∈ K ′ and hence Dτ(0) = 0. Recalling that y = (v,Dδ(0)v) where
v ∈ kerDH(0), and pi(y) = v, we compute
y + τ(y) = (v +Dδ(0)v) + (−Dδ(0)v + γ(v))
= v + γ(v) = (v + σ(v)) + δ(v + σ(v)),
where v+σ(v) ∈ Rn′ . Hence, by definition of the solution germ δ we conclude
from Lemma 3.42 that
g(y + τ(y)) = 0
for all y ∈ K ′ ∩ C ′ near 0 on level 0. By construction, the map τ is a sc-
smooth germ satisfying τ(0) = 0 and Dτ(0) = 0 and there exists a nested
sequence of relatively open subsets O˜i = pi
−1(Vi) of 0 in K ′, where Oi = {a ∈
[0,∞)k ⊕ Rn′−k | |a|0 < ε′i} such that the restrictions satisfy
τ |O˜i ∈ Ci(O˜i, Z ⊕W ′i ), for i ≥ 1.
Moreover, if g(y +w) = 0 for y ∈ K ′ ∩C ′ and w ∈ Z ⊕W ′ sufficiently small
on level 0, then w = τ(y). To sum up, there exists a relatively open subset
U of 0 in C diffeomorphic to the relatively open subset U ′ = ϕ(U) of 0 in C ′,
and a relatively open subset V of 0 in K ′ ∩ C ′ such that
ϕ
({x ∈ U | f(x) = 0}) = {x′ ∈ U ′ | g(x′) = 0} = {y + τ(y) | y ∈ V }.
The proof of Theorem 3.43 is finished.

Corollary 3.47. Let f : U → F be a sc-smooth germ satisfying f(0) = 0
and of the form f = h + s, where h is a basic germ and s is a sc+-section
satisfying s(0) = 0. We assume that the linearization Df(0) : E → F is
surjective and the kernel K = kerDf(0) is in good position to the partial
quadrant C ⊂ E.
Then there exists a good complement Y of K in E, so that K ⊕ Y = E,
and there exists a C1-map σ : V → Y1 defined on relatively open neighborhood
V of 0 in K ∩ C, having the following properties.
(1) σ : O(K ∩ C, 0)→ (Y, 0) is a sc-smooth germ.
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(2) σ(0) = 0 and Dσ(0) = 0.
(3) {x ∈ U | f(x) = 0} = {v+ σ(v) | v ∈ V } after perhaps replacing U by a
smaller open neighborhood.
Proof. In view of Theorem 3.43, the sc-diffeomorphism ϕ : (U, 0) → (U ′, 0)
between relatively open subsets U and U ′ of the partial quadrants C =
[0,∞)k⊕Rn−k⊕W and C ′ = [0,∞)k⊕Rn′−k⊕W ′ satisfies Tϕ(0)K = K ′ =
kerDg(0) and K ′ is in good position to C ′. If Y ′ is the good sc-complement
in Theorem 3.43 of K ′ in E ′, we define Y = Tϕ(0)−1(Y ′). Then Y is the
desired good complemement of K in E with respect to the partial quadrant
C, so that E = K ⊕ Y . Let pi : K ⊕ Y → K be the sc-projection.
Recalling the map τ : V ⊂ K ′ ∩ C ′ → Y ′1 from Theorem 3.43, we define
the map ψ : V ⊂ K ′ ∩ C ′ → K by
ψ(v) = pi ◦ ϕ−1(v + τ(v)).
The map ψ satisfies ψ(0) = 0 and its derivative Dψ(0) : K ′ → K is equal to
Dψ(0) = Tϕ(0)−1|K ′, hence it is an isomorphism.
We claim that the map ψ preserves the degeneracy index, that is
dK′∩C′(v) = dK∩C(ψ(v)) (47)
for v ∈ V close to 0. To see this we first assume that v ∈ V ⊂ K ′∩C ′ belongs
to K ′ ∩ (Rn′−k⊕W ′) where Rn′−k⊕W ′ is identified with {0}k⊕Rn′−k⊕W ′.
Hence v is of the form v = (0, w) ∈ {0}k ⊕ Rn′−k ⊕W ′.
If K ′ is one-dimensional, then, in view of Lemma 3.68, v = t(a, w′) ∈
Rk⊕Rn′−k⊕W ′ where a = (a1, . . . , ak) satisfies aj > 0. Consequently, t = 0,
so that v = 0. Since ψ(0) = 0, we have dC′∩K′(0) = dC∩K(ψ(0)).
If dimK ′ ≥ 2, then, denoting by K˜ ′ the algebraic complement of K ∩
(Rn′−k ⊕W ′) in K ′, we may assume, after linear change of coordinates, that
the following holds.
(a) The finite dimensional subspace K˜ ′ is spanned by the vectors e′j =
(a′j, b
′
j, w
′
j) for 1 ≤ j ≤ m = dim K˜ ′ in which a′j are the vectors of
the standard basis of Rl, b′j = (b′j,m+1, . . . , b′j,k) with b′j,i > 0, and w′j ∈
Rn′−k ⊕W ′.
(b) The good complement Y ′ of K ′ in E ′ = Rn′ ⊕ W ′ is contained in
{0}l ⊕ Rk−l ⊕ Rn′−k ⊕W ′.
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By adding a basis e′j = (0, w
′
j) ∈ {0}k ⊕Rn′−k ⊕W ′, m+ 1 ≤ j ≤ dimK ′, of
K ′ ∩ (Rn′−k ⊕W ′) we obtain a basis of K ′.
We have a similar statement for the subspace K with the algebraic com-
plement K˜ of K ∩ (Rn−k ⊕W ) in K, e′j replaced by ej, and the good com-
plement Y of K contained in {0}m ⊕ Rk−m ⊕ Rn−k ⊕W .
Now if v = (0, w′1) ∈ {0}k⊕Rn′−k⊕W ′, then, in view of (a), dK′∩C′(v) =
m = dim K˜ ′. Recalling K ′ is in good position to the partial quadrant C ′
and Y ′ is a good complement of K ′ in E ′. there exists a constant γ such
that if n ∈ K ′ and y ∈ Y ′, then |y|0 ≤ γ|n|0 implies that n + y ∈ C if and
only if n ∈ C. It follows from τ(0) = 0 and Dτ(0) = 0 that |τ(v)|0 ≤ γ|v|0
and, since v ∈ C, we conclude that v ± τ(v) ∈ C. Since for v as above
vj = 0 for all 1 ≤ j ≤ k, we find that also τj(v) = 0 for all 1 ≤ j ≤ k.
Hence v + τ(v) = (0, w′2) ∈ {0}k ⊕ Rn′−k ⊕W ′. Because the map ϕ is a sc-
diffeomorphism, ϕ−1(v + τ(v)) = ϕ−1((0, w′2)) = (0, w) ∈ {0}k ⊕ Rn−k ⊕W .
We shall show that pi((0, w)) ∈ K ∩C and that dK∩C(pi((0, w)) = m. We
decompose (0, w) according to the direct sum E = K ⊕ Y as (0, w) = k + y
where k ∈ K and y ∈ Y , and write k = (α1, . . . , αk, w1) ∈ Rk ⊕ Rn−k ⊕W ,
y = (y1, . . . , yk, w2) ∈ Y . Then, using Y ⊂ {0}m ⊕ Rk−m ⊕ Rn−k ⊕ W ,
we find that y1 = . . . ym = 0. This implies that also α1 = . . . = αm = 0.
Consequently, pi((0, w)) = k = (0, w1) ∈ K∩C and dK∩C(pi((0, w)) = m. We
have proved the identity (47) in the case v ∈ K ′ ∩ (Rn′−k ⊕W ′).
In the case v = (a, w) ∈ K ∩ C \K ∩ (Rn−k ⊕W ), we use Lemma 3.70
and compute
dC∩K(ψ(v)) = dC(ϕ−1(v + τ(v))) = dC′(v + τ(v)) = dC′∩K′(v).
Hence ψ : V → C is a C1-map satisfying ψ(0) = 0, Dψ(0)(K ′∩C ′) = K ∩C,
and preserving the degeneracy index. Consequently, applying the inverse
function theorem for partial quadrants in Rn, Theorem 3.72, to the map
Dψ(0)−1 ◦ψ, we find relatively open neighborhoods V0 ⊂ V and V1 ⊂ C of 0
such that
ψ : V0 → V1
is a C1-diffeomorphism, which has higher and higher differentiability closer
and closer to 0. Considering the map
w 7→ ϕ−1(ψ−1(w) + τ ◦ ψ−1(w)), w ∈ V1,
we obtain pi ◦ϕ−1(ψ−1(w) + τ ◦ψ−1(w)) = w, and define the map σ : V1 → Y
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by
σ(w) = ϕ−1
(
ψ−1(w) + τ ◦ψ−1(w))−w = (1− pi)ϕ−1(ψ−1(w) + τ ◦ψ−1(w)).
Finally, we can now choose open neighborhoods V ⊂ K ∩ C of 0 and U of 0
in C appropriately and see that the map σ has the desired properties (1)-(3)
of Corollary 3.47

3.6 Implicit Function Theorems
Let us recall from Definition 3.4 the concept of a filled version.
Definition 3.48 (Filling). We consider a tame strong local bundle K → O,
where K = R(U / F ), and let the set U ⊂ C ⊂ E be a relatively open
neighborhood of 0 in the partial quadrant C of the sc-Banach space E. Here
F is a sc-Banach space and R is a strong bundle retraction of the form
R(u, h) = (r(u), ρ(u)(h))
covering the tame retraction r : U → U onto O = r(U). We assume that
r(0) = 0.
A sc-smooth section germ (f, 0) of the bundle K → O possesses a filling
if there exists a sc-smooth section germ (g, 0) of the bundle U / F → U
satisfying the following properties.
(1) f(x) = g(x) for x ∈ O close to 0
(2) If g(y) = ρ(r(y))g(y) for a point y ∈ U near 0, then y ∈ O.
(3) The linearisation of the map y 7→ [1 − ρ(r(y))] · g(y) at the point 0,
restricted to ker(Dr(0)), defines a topological linear isomorphism
ker(Dr(0))→ ker(ρ(0)).
Remark 3.49. By replacing O by a smaller set, we may assume in (1) that
f(x) = g(x) for all x ∈ O and in (2) that g(y) = ρ(r(y))g(y) for y ∈ U
implies that y ∈ O.
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We also recall the notions sc-Fredholm germ and sc-Fredholm section.
Definition 3.50 (sc-Fredholm germ). Let f be a sc-smooth section of the
tame strong bundle P : Y → X and let x ∈ X be a smooth point.
Then (f, x) is a sc-Fredholm germ, if there exists a strong bundle chart
around x (as defined in Definition 2.50)
Φ: Φ−1(V )→ K covering ϕ : (V, x)→ (O, 0),
where K → O is a tame strong local bundle containing 0 ∈ O ⊂ U , such
that the local section germ Φ ◦ f ◦ ϕ−1 : O → K has a filling g : U → U / F
near 0 which possesses the following additional property. There exists a local
sc+-section s : U → U /F satisfying s(0) = g(0) such that g−s is conjugated
near 0 to a basic germ.
Definition 3.51 (sc-Fredholm section). A sc-smooth section f of the
tame strong bundle P : Y → X is a sc-Fredholm section, if
(1) f is regularizing, i.e., if x ∈ Xm and f(x) ∈ Ym,m+1, then x ∈ Xm+1.
(2) The germ (f, x) is a sc-Fredholm germ at every smooth point x ∈ X.
From Theorem 3.15 we know that sc-Fredholm sections are stable under
sc+-perturbations; if f is a sc-Fredholm section, then f + s is also a sc-
Fredholm section, for every sc+-section s.
Proposition 3.52. If f is a sc-Fredholm section of the tame strong bundle
P : Y → X and x is a solution of f(x) = 0, then Tf(x) : TxX → Yx is a
sc-Fredholm operator.
Proof. Since (f, x) is a sc-Fredholm germ, there exists a tame strong bundle
chart Φ: Φ−1(V )→ K around x such that the section f˜ = Φ◦f◦ϕ−1 : O → K
has a filling g : U → U /F for which there exists a sc+-section s : U → U /F
satisfying s(0) = g(0) such that g − s is conjugated near 0 to a basic germ.
Hence, by Proposition 3.10, the linearization D(g − s)(0) : E → F is a sc-
Fredholm operator. Since Ds(0) is a sc+-operator, the linearization Dg(0)
is sc-Fredholm operator, in view of Proposition 1.10. From Proposition 3.5
(2) about fillers it follows that T f˜(0) : T0O → K0 is a sc-Fredholm operator
of index ind(T f˜(0)) = ind(Dg(0)) = ind(D(g − s)(0)), and the proposition
follows. 
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We now focus on the solution set {f = 0} of a sc-Fredholm section near
a point x ∈ X of f(x) = 0. In the case of a boundary, i.e., dX(x) ≥ 1,
we require that ker f ′(x) is in good position to the partial cone CxX in the
tangent space TxX, as defined in Definition 2.27.
Definition 3.53 (Good position of a sc-Fredholm germ). A sc-Fredholm
germ (f, x) of a tame strong bundle Y → X satisfying f(x) = 0 is in good
position, if
(1) f ′(x) : TxX → Yx is surjective.
(2) If dX(x) ≥ 1, then ker(f ′(x)) ⊂ TxX is in good position to the partial
cone CxX in the tangent space TxX.
The fundamental implicit function theorem is as follows.
Theorem 3.54. Let f be a sc-Fredholm section of a tame strong bundle
Y → X . If f(x) = 0, and if the sc-Fredholm germ (f, x) is in good position,
then there exists an open neighborhood V of x ∈ X such that the solution set
S = {y ∈ V | f(y) = 0} in V has the following properties.
(1) At every point y ∈ S, the sc-Fredholm germ (f, y) is in good position.
(2) S is a sub-M-polyfold of X and the induced M-polyfold structure is
equivalent to a smooth manifold structure with boundary with corners.
In case ∂X = ∅, the requirement that (f, x) is in good position just means
that f ′(x) is surjective. In this case the local solution set S is a smooth
manifold and the linearization f ′(y) is surjective at every point y ∈ S.
We note that Theorem 3.19 and Theorem 3.23 are immediate conse-
quences of Theorem 3.54.
Proof of Theorem 3.54. The sc-smooth sc-Fredhom section f of the tame
strong bundle P : Y → X over the M-polyfold X is regularizing so that the
solutions y ∈ X of f(y) = 0 are smooth points. Moreover, at every smooth
point y ∈ X, the sc-germ (f, y) is a sc-Fredholm germ.
We now focus on a neighborhood of the solution x of f(x) = 0. By
assumption, the sc-Fredholm germ (f, x) is in good position according to
Definition 3.53, so that the kernel N := ker f ′(x) is in good position to the
partial cone CxX ⊂ TxX as defined in Definition 2.38, and the linearization
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f ′(x) : TxX → Yx is surjective. In view of Proposition 3.52, the linear oper-
ator f ′(x) is a Fredholm operator. Its index is equal to ind(f ′(x)) = dimN.
By definition of a sc-Fredholm germ, there exists a strong bundle chart
(V, P−1(V ), K, U / F ) of the tame strong bundle P : Y → X
P−1(V ) Φ−−−→ K
P
y yp
V
ϕ−−−→ O
covering the sc-diffeomorphism ϕ : V → O, which is defined on the open
neighborhood V ⊂ X of the given point x ∈ X and satisfies ϕ(x) = 0.
The retract K = R(U / F ) is the image of the strong bundle retraction
R : U / F → U / F of the form R(u, h) = (r(u), ρ(u)h) and which covers the
tame sc-smooth retraction r : U → U onto O = r(U). As usual, the set U ⊂
C is a relatively open subset of the partial quadrant C = [0,∞)k⊕Rn−k⊕W
in the sc-Banach space E = Rn ⊕W . Still by definition of a sc-Fredholm
germ, the push-forward section
f˜ = Φ∗(f) : O → K
possesses a filled version g : U → U / F . It has, in particular, the property
that
g(u) = f˜(u) if u ∈ O. (48)
In addition, there exists a strong bundle isomorphism
U / F
Ψ−−−→ U ′ / F ′y y
U
ψ−−−→ U ′
where F ′ = RN ⊕W . It covers the sc-diffeomorphism ψ : U → U ′ satisfying
ψ(0) = 0. The set U ′ is a relatively open subset of the partial quadrant
C ′ = Tψ(0)C in the sc-space E ′ = RN ⊕ W . In addition, by definition
of a sc-Fredholm germ, there exists a sc+-section s : U → U / F satisfying
s(0) = g(0) such that the push-forward section
Ψ∗(g − s) = h : U ′ → F ′
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is a basic germ according to Definition 3.7. Therefore,
Ψ∗(g) = h+ t, (49)
where t = Ψ∗(s) is a sc+-section U ′ → F ′.
In view of Proposition 3.10, the linearization D(h+t)(0) : E ′ → F ′ is a sc-
Fredholm operator, so that, by Proposition 1.10, the operator Dg(0) : E → F
is also a sc-Fredholm operator.
From the postulated surjectivity of the linearization f ′(x) : TxX → Yx
we deduce that T f˜(0) : T0O → K0 is surjective. Hence, by Proposition 3.5,
the operator Dg(0) is surjective. Since ker f ′(x) is in good position to the
partial cone CxX ⊂ TxX, and since Tϕ(x)(CxX) = C0O = T0O ∩ C, the
kernel kerT f˜(0) is in good position to the partial cone C0O. The retract
O = r(U) is, by assumption, tame. Hence, the tangent space T0O has, in
view Proposition 2.35, the sc-complement kerDr(0) in E so that
E = T0O ⊕ kerDr(0),
and kerDr(0) ⊂ Ex at the point x = 0 (Ex is defined in Definition 2.33). If
Z ⊂ T0O is a good complement of kerT f˜(0) in T0O = kerT f˜(0) ⊕ Z, the
space Z ⊕ kerDr(0) is a good complement of kerT f˜(0) in E, so that
E = kerT f˜(0)⊕ (Z ⊕ kerDr(0)).
Since, by the properties of the filler,
kerT f˜(0)⊕ {0} = kerDg(0),
we conclude that kerDg(0) is in good position to C in E. Therefore, N ′ =
kerD(h + t)(0) is in good position to C ′ = Tψ(0)C in E ′. Let now Y ′ ⊂ E ′
be the good complement of N ′ in E ′ = N ′ ⊕ Y ′ from Theorem 3.47.
Then we can apply Theorem 3.47 about the local germ solvability and
find an open neighborhood V ′ ⊂ N ′ ∩ C ′ of 0, and a map
σ : V ′ → (Y ′)1
possessing the following properties.
(1) σ : V ′ → (Y ′)1 is of class C1 and satisfies σ(0) = 0 and Dσ(0) = 0.
(2) σ : O(N ′ ∩ C ′, 0)→ (Y ′, 0) is a sc-smooth germ.
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(3)
ψ ◦ ϕ({y ∈ V | f(y) = 0}
= ψ({u ∈ O | f˜(u) = 0})
= ψ({u ∈ O | g(u) = 0}) by (48)
= {u′ ∈ U ′ | (h+ t)(u′) = 0} by (49)
= {v + σ(v) | v ∈ V ′} by Corollary 3.47.
Moreover,
(4) For every y ∈ V satisfying f(y) = 0, so that ψ ◦ ϕ(y) = v + σ(v), the
kernel ker f ′(y) is in good position to the partial cone CyX ⊂ TyX, and
f ′(y) : TyX → Yy is surjective.
Property (4) follows from Corollary 3.41 and from the following lemma, whose
proof is postponed to Appendix 3.8.3.
Lemma 3.55. Let C ⊂ E be a partial quadrant in the sc-Banach space E
and N ⊂ E a finite-dimensional smooth subspace in good position to C and
let Y be a good complement of N in E, so that E = N ⊕Y . We assume that
V ⊂ N ∩ C is a relatively open neighborhood of 0 and τ : V → Y1 a map of
class C1 satisfying τ(0) = 0 and Dτ(0) = 0.
Then there exists a relatively open neighborhood V ′ ⊂ V of 0 such that
the following holds.
(1) v + τ(v) ∈ C1 for v ∈ V ′.
(2) For every v ∈ V ′, the linear subspace Nv = {n + Dτ(v)n |n ∈ N} has
the Banach space Y = Y0 as a topological complement.
(3) For every v ∈ V ′, there exists a constant γv > 0 such that if n ∈ Nv
and y ∈ Y satisfy |y|0 ≤ γv · |n|0, the statements n ∈ Cz and n+y ∈ Cz
are equivalent, where z = v + τ(v).
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So far we are confronted with the following situation. The open neighbor-
hood V ⊂ X of the smooth point x is a M-polyfold and we denote the solution
set of the sc-Fredholm section f of the tame strong bundle P−1(V )→ V by
S = {y ∈ V | f(y) = 0}. It consists of smooth points. For every y ∈ S, the
germ (f, y) is a sc-Fredholm germ and the linearization f ′(y) : TyV → Yy is
a surjective Fredholm operator whose kernel ker f ′(y) is in good position to
the partial cone CyV ⊂ TyV , so that, proceeding as above we can construct
a map σ satisfying the above properties (1)-(3). Consequently, abbreviat-
ing d = dim(ker f ′(x)), the solution set S ⊂ V possesses the d-dimensional
tangent germ property according to Definition 3.25. Therefore we can apply
Theorem 3.27 to conclude that the solution set S = {y ∈ V | f(y) = 0} is
a sub-M-polyfold, whose induced M-polyfold structure is equivalent to the
structure of a smooth manifold with boundary with corners.
This completes the proof of Theorem 3.54.

Finally, we note two immediate consequences of Theorem 3.54.
Theorem 3.56 (Global implicit function theorem in the case ∂X = ∅).
If P : Y → X is a tame strong bundle over an M-polyfold X satisfying
∂X = ∅, and if f a sc-Fredholm section having the property that at ev-
ery point x in the solution set S = {y ∈ X | f(y) = 0}, the linearization
f ′(x) : TxX → Yx is surjective. Then S is a sub M-polyfold of X and the
induced M-polyfold structure on S is equivalent to the structure of a smooth
manifold without boundary.
In a later section we shall study the question how to perturb a sc-Fredholm
section to guarantee the properties required in the hypotheses of Theorem
3.56 and the following boundary version.
Theorem 3.57 (Global implicit function theorem: boundary case).
Let P : Y → X be a tame strong bundle, and f a sc-Fredholm section having
the property that at every point x in the solution set S = {y ∈ X | f(y) = 0},
the linearization f ′(x) : TxX → Yx is surjective and the kerenel ker(f ′(x)) is
in good position to the partial cone CxX ⊂ TxX. Then S is a sub-M-polyfold
of X and the induced M-polyfold structure on S is equivalent to the structure
of a smooth manifold with boundary with corners.
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3.7 Conjugation to a Basic Germ
A useful criterion to decide in practice whether a filled version is conjugated
to a basic germ is given in Theorem 3.58 below. We would like to point out
a similar result, due to K. Wehrheim, in [42]. The following criterion was
introduced in [27] and employed to show that the nonlinear Cauchy-Riemann
operator occurring in the Gromov-Witten theory defines a sc-Fredholm sec-
tion.
Theorem 3.58 (Basic Germ Criterion). Let U be a relatively open neigh-
borhood of 0 in the partial quadrant C of the sc-Banach space E, and let
f : U → F be a sc-smooth map into the sc-Banach space F , which satisfies
the following conditions.
(1) At every smooth point x ∈ U the linerarization Df(x) : E → F is a
sc-Fredholm operator and the index does not depend on x.
(2) There is a sc-splitting E = B ⊕X in which B is a finite-dimensional
subspace of E containing the kernel of Df(0), and X ⊂ C, such that
the following holds for b ∈ B ∩ U small enough. If (bj) ⊂ B ∩ U is a
sequence converging to b and if (ηj) ⊂ X is a sequence which is bounded
on level m and satisfying
Df(bj)ηj = yj + zj,
where yj → 0 in Fm and where the sequence (zj) is bounded in Fm+1,
then the sequence (ηj) possesses a convergent subsequence in Xm.
(3) For every m ≥ 0 and ε > 0, the estimate
|[D2f(b, 0)−D2f(b, x)]h|m ≤ ε · |h|m
holds for all h ∈ Em, and for b ∈ B sufficiently small, and for x ∈ Xm+1
sufficiently small on level m.
Then the section f − s is conjugated near 0 to a basic germ, where s is the
constant sc+-section s(x) = f(0).
Proof. Abbreviating Y := Df(0)X ⊂ F , the restriction
Df(0)|X : X → Y
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is an injective and surjective sc-operator. Since Df(0) : E → F is a sc-
Fredholm operator, we find a finite-dimensional sc-complement A of Y in F ,
such that
F = Y ⊕ A.
Denoting by P : Y ⊕ A → Y the sc-projection, we consider the family b 7→
L(b) of bounded linear operators, defined by
L(b) = P ◦Df(b)|X : X → Y.
It is not assumed that the operators L(b) depend continuously on b. Since
B is a finite-dimensional sc-smooth space, the map
(B ∩ U)⊕X → Y : (b, x) 7→ P ◦Df(b)x
is sc-smooth. If we raise the index by one, then the map
(B ∩ U)⊕X1 → Y 1 : (b, x) 7→ P ◦Df(b)x
is also sc-smooth by Proposition 1.17.
Lemma 3.59. There exists a relatively open neighborhood O of 0 in B ∩ C
such that the composition
P ◦Df(b) : X → Y,
has a trivial kernel for every b ∈ O.
Proof. Assuming that such an open set O does not exist, we find a sequence
bj ∈ B ∩ C satisfying bj → 0 and a sequence (hj) ⊂ X0 satisfying |hj|0 = 1
such that P ◦Df(bj)hj = 0. Then Df(bj)hj = zj is a bounded sequence in A,
in fact on every level since A is a smooth subspace, and we consider the level
1 for the moment. From property (2) we deduce that (hj) has a convergent
subsequence in X0. So, without loss of generality, we may assume hj → h in
X0 and |h|0 = 1. Hence
P ◦Df(0)h = 0,
in contradiction to the injectivity of the map P ◦ Df(0)|X. The lemma is
proved. 
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From the property (1) and the fact that P is a sc-Fredholm operator, we
conclude that P ◦Df(x) for smooth x are all sc-Fredholm operators having
the same index. In particular, if b ∈ O, then P ◦ Df(b) : X → Y is an
injective sc-Fredholm operators of index 0 in view of Lemma 3.59, and hence
a sc-isomorphisms. Next we sharpen this result.
Lemma 3.60. We take a relatively open neighborhood O˜ of 0 in C ∩ B
whose compact closure is contained in O. Then for every level m there exists
a number cm > 0 such that, for every b ∈ O˜, we have the estimate
|P ◦Df(b)h|m ≥ cm · |h|m for all h ∈ Xm.
Proof. Arguing indirectly we find a levelm for which there is no such constant
cm. Hence there are sequences (bj) ⊂ O˜ and (hj) ⊂ Xm satisfying |hj|m = 1
and |P ◦Df(bj)hj|m → 0. After perhaps taking a subsequence we may assume
that bj → b in O.
From
Df(bj)hj = P ◦Df(bj)hj = yj → 0 in Fm,
we conclude, in view of the property (2), for a subsequence, that hj → h in
Xm. By continuity, P ◦ Df(b)h = 0 and |h|m = 1, in contradiction to the
fact, that P ◦Df(b) : X → Y is a sc-isomorphism for b ∈ O.

So far we have verified that the family b 7→ L(b) meets the assumptions
of the following lemma, taken from [25], Proposition 4.8.
Lemma 3.61. We assume that V is a relatively open subset in the partial
quadrant of a finite-dimensional vector space G. We suppose further that
E and F are sc-Banach spaces and consider a family of linear operators
v → L(v) having the following properties.
(i) For every v ∈ V , the linear operator L(v) : E → F is a sc-isomorphism.
(ii) The map
V ⊕ E → F, (v, h) 7→ L(v)h
is sc-smooth.
(iii) For every level m there exists a constant cm > 0 such that for v ∈ V
and all h ∈ Em
|L(v)h|m ≥ cm · |h|m.
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Then the well-defined map
V ⊕ F → E : (v, k) 7→ L(v)−1(k)
is sc-smooth.
Let us emphasize that it is not assumed that the operators v → [L(v) : Em →
Fm] depend continuously as operators on v.
In view of Lemma 3.61, the map B ⊕ Y → Y ,
(b, y) 7→ (P ◦Df(b)|X)−1y,
is sc-smooth.
We may assume that the finite-dimensional space B is equal to Rn and
that E = Rn ⊕ X and C = [0,∞)k ⊕ Rn−k ⊕ X is the partial quadrant in
E. Hence B ∩ C = [0,∞)k ⊕ Rn−k. Moreover, we may identify the finite-
dimensional subspace A of F with RN = A. Replacing, if necessary, the
relatively open neighborhood U ⊂ C of 0 by a smaller one we may assume,
in addition, that (b, x) ∈ U implies that b ∈ O˜.
We now define a strong bundle map
Φ: U / (RN ⊕ Y )→ U / (RN ⊕ Y )
covering the identity U → U by
Φ((b, x), (c, y)) = ((b, x), (c, [P ◦Df(b)|X]−1(y))).
We define the sc-smooth germ (h, 0) by h(b, x) = f(b, x) − f(0, 0), where
(b, x) → f(0, 0) is a constant sc+-section. We shall show that the push-
forward germ k = Φ∗(h) is a basic germ. Using Dh = Df , we compute
k(b, x) = ((1− P )h(b, x), [P ◦Dh(b)|X]−1Ph(b, x)) ∈ RN ⊕X.
The germ k is a sc-smooth germ
O([0,∞)k ⊕ Rn−k ⊕X, 0)→ (RN ⊕X, 0).
Denoting by Q : RN ⊕X → X the sc-projection, we shall verify that Qk is a
sc0-contraction germ. We define the sc-smooth germ H : Rn ⊕X → X by
H(b, x) = x−Qk(b, x) = x− [P ◦Dh(b)|X]−1Ph(b, x).
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By construction, H(0, 0) = 0. The family L(b) : X → Y of bounded linear
operators, defined by
L(b) := P ◦Df(b)|X, b ∈ B,
satisfies the assumptions of Lemma 3.61. Recalling now the condition (3) of
Theorem 3.58, we choose m ≥ 0 and ε > 0 and accordingly take b ∈ B small
and x, x′ ∈ Xm+1 small on level m. Then using the estimates in condition (3)
and in Lemma 3.61, we estimate, recalling that P ◦D2h(b, x) = P ◦D2f(b, x),
|H(b, x)−H(b, x′)|m = |L(b)−1[L(b)(x− x′)− Ph(b, x) + Ph(b, x′)|m
≤ c−1m · |P ◦
[
D2f(b, 0)(x− x′)− h(b, x) + h(b, x′)]|m
= c−1m · |
∫ 1
0
P ◦ [D2f(b, 0)−D2f(b, tx+ (1− t)x′)](x− x′)dt|m
≤ c−1m · dm · ε · |x− x′|m.
The map (b, x) 7→ H(b, x) is sc-smooth. Therefore, using the density of Xm+1
in Xm, we conclude, for every m ≥ 0 and ε > 0, that the estimate
|H(b, x)−H(b, x′)|m ≤ ε|x− x′|m
holds, if b ∈ B is small enough and x, x′ ∈ Xm are sufficiently small. Having
verified that the push-forward germ k = Φ∗(h) is a basic germ, the proof of
Theorem 3.58 is complete.

3.8 Appendix
3.8.1 Proof of Proposition 3.22
Proposition 3.22. If N is a finite-dimensional sc-subspace in good po-
sition to the partial quadrant C in E, then N ∩ C is a partial quadrant in
N .
As a preparation for the proof we recall some tools and results from
the appendix in [21] and begin with the geometry of closed convex cones
and quadrants in finite dimensions. A closed convex cone P in a finite-
dimensional vector space N is a closed convex subset satisfying P ∩ (−P ) =
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{0} and R+ ·P = P . An extreme ray in a closed convex cone P is a subset
R of the form
R = R+ · x,
where x ∈ P \ {0}, having the property that if y ∈ P and x − y ∈ P , then
y ∈ R. If the cone P has a nonempty interior, then it generates the vector
space N , that is N = P − P .
A quadrant C in a vector space N of dimension n is a closed convex
cone such that there exists a linear isomorphism T : N → Rn mapping C
onto [0,∞)n. We observe that a quadrant in N has precisely dim(N) many
extreme rays.
The following version of the Krein-Milman theorem is well-known, see
exercise 30 on page 72 in [38]. A proof can be found in the appendix of [21],
Lemma 6.3.
Lemma 3.62. A closed convex cone P in a finite-dimensional vector space
N is the closed convex hull of its extreme rays.
A closed convex cone P is called finitely generated provided P has
finitely many extreme rays. If this is the case, then P is the convex hull of
its finitely many extreme rays.
For example, if C is a partial quadrant in the sc-Banach space E and
N ⊂ E is a finite-dimensional subspace of E such that C ∩ N is a closed
convex cone, then C ∩N is finitely generated.
Lemma 3.63. Let N be a finite-dimensional vector space and P ⊂ N a
closed convex cone having a nonempty interior. Then P is a quadrant if and
only if it has dim(N)-many extreme rays.
The proof is given in [21], Lemma 6.4.
We consider the sc-Banach space E = Rn ⊕ W containing the partial
quadrant C = [0,∞)n ⊕ W . A point a ∈ C = [0,∞)n ⊕ W ⊂ Rn ⊕ W ,
has the representation a = (a1, . . . , an, a∞), where (a1, . . . , an) ∈ [0,∞)n and
a∞ ∈ W . By σa we shall denote the collection of all indices i ∈ {1, . . . , n} for
which ai = 0 and denote by σ
c
a the complementary set of indices in {1, . . . , n}.
Correspondingly, we introduce the following subspaces in Rn,
Rσa = {x ∈ Rn | xj = 0 for all j 6∈ σa}
Rσca = {x ∈ Rn | xj = 0 for all j 6∈ σca}.
The next lemma and its proof is taken from the appendix in [21]. The
hypothesis that C ∩N is a closed convex cone is crucial.
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Lemma 3.64. Let N ⊂ E∞ be a finite-dimensional smooth subspace of E =
Rn⊕W such that N ∩C is a closed convex cone. If a ∈ N ∩C is a generator
of an extreme ray R = R+ · x in N ∩ C, then
dim(N)− 1 ≤ #σa.
If, in addition, N is in good position to C, then
dim(N)− 1 = #σa.
Proof. We assume R = R+ ·a is an extreme ray in C∩N and abbreviate σ =
σa and its complememnt in {1, . . . , n} by σc. Then R ⊂ N ∩C ∩ (Rσc ⊕W ).
Let y ∈ C ∩N ∩ (Rσc ⊕W ) be a nonzero element. Since ai > 0 for all i ∈ σc,
there exists λ > 0 so that λa−y ∈ N ∩C∩(Rσc⊕W ) ⊂ N ∩C. We conclude
y ∈ R because R is an extreme ray. Given any element z ∈ N ∩ (Rσc ⊕W )
we find λ > 0 so that λa+ z ∈ N ∩C ∩ (Rσc ⊕W ) and infer, by the previous
argument, that λa+ z ∈ R. This implies that z ∈ R · a. Hence
dim(N ∩ (Rσc ⊕W )) = 1. (50)
The projection P : Rn ⊕W = Rσ ⊕ (Rσc ⊕W )→ Rσ induces a linear map
P : N → Rσ (51)
which by (50) has an one-dimensional kernel. Therefore,
#σ = dim(Rσ) ≥ dimR(P ) = dimN − dim kerP = dim(N)− 1.
Next assume N is in good position to C. Hence there exist a constant c > 0
and a sc-complement N⊥ such that N⊕N⊥ = Rn⊕W and if (n,m) ∈ N⊕N⊥
satisfies |m|0 ≤ c|n|0, then n + m ∈ C if and only if n ∈ C. We claim that
N⊥ ⊂ Rσc ⊕W . Indeed, let m be any element of N⊥. Multiplying m by a
real number we may assume |m|0 ≤ c|a|0 . Then a+m ∈ C since a ∈ C. This
implies that mi ≥ 0 for all indices i ∈ σa. Replacing m by −m, we conclude
mi = 0 for all i ∈ σa. So N⊥ ⊂ Rσc ⊕W as claimed. Take k ∈ Rσa and write
(k, 0) = n + m ∈ N ⊕ N⊥. From N⊥ ⊂ Rσc ⊕W , we conclude P (n) = k.
Hence the map P in (51) is surjective and the desired result follows. 
Having studied the geometry of closed convex cones and partial quadrants
in finite dimensions we shall next study finite dimensional subspaces N in
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good position to a partial quadrant C in a sc-Banach space. In this case,
N ∩ C can be a partial quadrant rather than a quadrant, which requires,
some additional arguments.
We assume that N is a smooth finite-dimensional subspace of E = Rn⊕W
which is in good position to the partial quadrant C = [0,∞)n ⊕W . Thus,
by definition, there is a sc-complement, denoted by N⊥, of N in E and a
constant c > 0 such that if (n,m) ∈ N ⊕N⊥ satisfies |m|0 ≤ c|n|0, then the
statements n ∈ C and n+m ∈ C are equivalent. We introduce the subset Σ
if {1, . . . , n} by
Σ =
⋃
a∈C∩N,a6=0
σa ⊂ {1, . . . , n}.
and denote by Σc the complement {1, . . . , n} \ Σ. The associated subspaces
of Rn are defined by RΣ = {x ∈ Rn | xj = 0 for j 6∈ Σ} and RΣc = {x ∈
Rn | xj = 0 for j 6∈ Σc}.
Lemma 3.65. N⊥ ⊂ RΣc ⊕W .
Proof. Take m ∈ N⊥. We have to show that mi = 0 for all i ∈ Σ. So fix
an index i ∈ Σ and let a be a nonzero element of C ∩ N such that i ∈ σa.
Multiplying a by a suitable positive number we may assume |m|0 ≤ c|a|0.
Since a ∈ C, we infer that a + m ∈ C. This implies that ai + mi ≥ 0. By
definition of σa, we have ai = 0 implying mi ≥ 0. Replacing m by −m we
find mi = 0. Hence N
⊥ ⊂ RΣc ⊕W as claimed. 
Identifying W with {0} ⊕ W , we take an algebraic complement N˜ of
N ∩W in N so that
N = N˜ ⊕ (N ∩W ) and E = N˜ ⊕ (N ∩W )⊕N⊥. (52)
Let us note that the projection pi : Rn⊕W → Rn restricted to N˜ is injective,
so that
dim(pi(N˜)) = dim(N˜). (53)
Lemma 3.66. If the subspace N of E is in good position to the partial
quadrant C, then N˜ is also in good position to C and the subspace N˜⊥ :=
(N ∩W )⊕N⊥ is a good complement of N˜ in E.
Proof. We define |x| := |x|0. Since N is in good position to the quadrant
C in E, there exist a constant c > 0 and a sc-complement N⊥ of N in
E such that if (n,m) ∈ N ⊕ N⊥ satisfies |m| ≤ c|n|, then the statements
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n ∈ C and n + m ∈ C are equivalent. Since E is a Banach space and N
is a finite dimensional subspace of E, there is a constant c1 > 0 such that
|n+m| ≥ c1[|n|+ |m|] for all (n,m) ∈ N ⊕N⊥. To prove that N˜ is in good
position to C, we shall show that N˜⊥ := (N∩W )⊕N⊥ is a good complement
of N˜ in E. Let (n˜, m˜) ∈ N˜ ⊕ N˜⊥ = E and assume that |m˜| ≤ c1c|n˜|. Write
m˜ = n1 +n2 ∈ (N ∩W )⊕N⊥. Since c1[|n1|+ |n2|] ≤ |n1 +n2| = |m˜| ≤ c1c|n˜|,
we get |n2| ≤ c|n˜|. Note that n˜+m˜ = n˜+n1+n2 ∈ C if and only if n˜+n2 ∈ C
since n1 ∈ {0}⊕W . Since |n2| ≤ c|n˜|, this is equivalent to n˜ ∈ C. It remains
to show that N˜ ∩ C has a nonempty interior. By assumption N ∩ C has
nonempty interior. Hence there is a point n ∈ N ∩ C and r > 0 such that
the ball BNr (n) in N is contained in N ∩ C. Write n = n˜ + w where n˜ ∈ N˜
and w ∈ N ∩W . Since n ∈ C and w ∈ W , we conclude that n˜ ∈ C. Hence
n˜ ∈ N˜ ∩C. Take ν ∈ BN˜r (n˜), the open ball in N˜ centered at n˜ and of radius
r > 0. We want to prove that ν ∈ C. Since C = [0,∞)n ⊕W ⊂ Rn ⊕W ,
we have to prove for ν = (ν ′, ν ′′) ∈ Rn ⊕W that ν ′ ∈ [0,∞)n. We estimate
|(ν + w) − n| = |(ν + w) − (n˜ + w)| = |ν − n˜| < r so that ν + w ∈ BNr (n)
and hence ν + w ∈ N ∩ C . Having identified W with {0} ⊕W , we have
w = (0, w′′) ∈ Rn ⊕ W . Consequently, ν + w = (ν ′, ν ′′ + w′′) ∈ N ∩ C
implies ν ′ ∈ [0,∞)n. Since also ν ∈ N˜ , one concludes that ν ∈ N˜ ∩ C and
that n˜ belongs to the interior of N˜ ∩ C in N˜ . The proof of Lemma 3.66 is
complete. 
Since by Lemma 3.65, N⊥ ⊂ RΣc ⊕ W , the good complement N˜⊥ =
(N ∩W )⊕N⊥ satisfies
N˜⊥ ⊂ RΣc ⊕W.
We claim that C ∩ N˜ is a closed convex cone . It suffices to verify that
if a ∈ C ∩ N˜ and −a ∈ C ∩ N˜ , then a = 0. We write a = (a′, a∞) where
a′ ∈ Rn and a∞ ∈ W . Then a′,−a′ ∈ [0,∞)n implies that a′ = 0 so that
a = (0, a∞) ∈ {0} ⊕ W . Since a ∈ N˜ and N˜ is an algebraic complement
of N ∩W in N , we conclude that a = 0. Moreover, by Lemma (3.66), N˜
is in good position to C. Hence, recalling Lemma 3.64, we have proved the
following result.
Lemma 3.67. The intersection C ∩ N˜ is a closed convex cone in N˜ . If a is
a generator of an extreme ray in C ∩ N˜ , then
dim N˜ − 1 = #σa = dC(a). (54)
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The position of N˜ with respect to RΣc⊕W is described in the next lemma.
Lemma 3.68. Either N˜ ∩ (RΣc⊕W ) = {0} or N˜ ⊂ RΣc⊕W . In the second
case dim N˜ = 1 and Σ = ∅.
Proof. Assume that N˜ ∩ (RΣc ⊕ W ) 6= {0}. Take a nonzero point x ∈
N˜ ∩ (RΣc ⊕W ). We know that N˜ ∩ C has a nonempty interior in N˜ and is
therefore generated as the convex hull of its extreme rays by Lemma 3.62.
Let a ∈ C∩N˜ be a generator of an extreme ray R. Then ai > 0 for all i ∈ Σc
and hence λa + x ∈ C ∩ N˜ for large λ > 0. Taking another large number
µ > 0, we get µa− (λa+x) ∈ C ∩ N˜ . Since R = R+ · a is an extreme ray, we
conclude λa + x ∈ R+ · a so that x ∈ R · a. Consequently, there is only one
extreme ray in N˜ ∩C, namely R = R+ ·a with a ∈ RΣc⊕W . Since N˜ ∩C has
a nonempty interior in N˜ , we conclude that dim N˜ = 1 . Hence N˜ = R · a
and N˜ ⊂ RΣc ⊕W . From equation (54) we also conclude that ai > 0 for all
1 ≤ i ≤ n. This in turn implies that Σ = ∅ since a ∈ RΣc ⊕W . The proof of
Lemma 3.68 is complete. 
We finally come to the proof of Proposition 3.22.
Proof of Proposition 3.22. We consider, according to Lemma 3.68, two cases.
Starting with the first case we assume that N˜ ∩ (RΣc ⊕ W ) = {0}. The
projection P : N˜ ⊕ N˜⊥ = RΣ ⊕ (RΣc ⊕W )→ RΣ induces the linear map
P : N˜ → RΣ. (55)
Take k ∈ RΣ and write (k, 0) = n+m ∈ N˜ ⊕ N˜⊥. Since N˜⊥ ⊂ RΣc ⊕W , we
conclude that
P (n+m) = P (n) = k
so that P is surjective. If n ∈ N˜ and P (n) = 0, then n ∈ N˜∩(RΣc⊕W ) = {0}
by assumption. Hence the map in (55) is a bijection. By Lemma 3.63, C∩ N˜
is a quadrant in N˜ . We shall show that P maps the quadrant C ∩ N˜ onto
the standard quadrant QΣ = [0,∞)Σ in RΣ. Let a be a nonzero element in
C ∩ N˜ generating an extreme ray R = R+ · a. Then, by Lemma 3.64,
dim N˜ − 1 = ]σa,
and since ]Σ = dim N˜ there is exactly one index i ∈ Σ for which ai > 0.
Further, ai > 0 for all i ∈ Σc by definition of Σ. This implies that there can
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be at most dim(N˜)-many extreme rays. Indeed, if a and a′ generate extreme
rays and ai, a
′
i > 0 for some i ∈ Σ, then ak = a′k = 0 for all k ∈ Σ \ {i}.
Hence, from aj > 0 for all j ∈ Σc, we conclude λa− a′ ∈ C for large λ > 0.
Therefore, a′ ∈ R+a implying that a and a′ generate the same extreme ray.
As a consequence, N˜ ∩ C has precisely dim N˜ -many extreme rays because
N˜ ∩C has a nonempty interior in view of Lemma 3.66. Hence the map P in
(55) induces an isomorphism
(N˜ , N˜ ∩ C)→ (RΣ, QΣ).
This implies that (N,C∩N) is isomorphic to (Rdim(N), [0,∞)]Σ⊕Rdim(N)−]Σ ).
In the second case we assume that N˜ ⊂ RΣc ⊕W . From Lemma 3.68,
Σ = ∅ and N˜ = R · a for an element a ∈ C ∩ N˜ satisfying ai > 0 for
all 1 ≤ i ≤ n. Hence (N˜ , N˜ ∩ C) is isomorphic to (R,R+) and therefore
(N,N ∩ C) is isomorphic to (R,R+) since in this case N = N˜ . The proof of
Proposition 3.22 is complete.

We would like to add two results, which makes use of the previous dis-
cussion.
Proposition 3.69. Let N be a sc-smooth finite-dimensional subspace of E =
Rn ⊕W in good position to the partial quadrant C = [0,∞)n ⊕W . If x ∈
N ∩ C, then
(1) dN∩C(x) = dC(x) if x 6∈ N ∩W .
(2) dN∩C(x) = dim(N)− dim(N ∩W ) if x ∈ N ∩W .
Here we identify W with {0}n ⊕W .
Proof. We make use of the previous notations and distinguish the two case
dimN = 1 and dimN > 1.
If dimN = 1, then N is spanned by a vector e = (a1, . . . , an, w) ∈ Rn⊕W
in which aj > 0 for all 1 ≤ j ≤ n. This implies that (N,N ∩C) is isomorphic
to (R, [0,∞)). If x ∈ N ∩ C, then x = te for some t ≥ 0. If, in addition,
x 6∈ N ∩ W , then t > 0 and hence dN∩C(x) = 0 = dC(x). If however,
x ∈ N ∩W , then t = 0, implying that dN∩C(x) = 1 = dimN.
Now we assume that dimN > 1 and that N˜ is the algebraic complement
of N ∩W in N so that N = N˜ ⊕ (N ∩W ). We may assume, after a linear
change of coordinates, that N˜ is represented as follows.
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(1) The linear subspace N˜ is spanned by the vectors ej ∈ Rn ⊕ W , for
1 ≤ j ≤ m = dim N˜ of the form ej = (aj, bj, wj) ∈ Rm ⊕ Rn−m ⊕W
where aj is the standard basis vector in Rm, bj = (bj1, . . . , b
j
n−m) ∈ Rn−m
satisfies bji > 0 for all 1 ≤ i ≤ n−m, and wj ∈ W .
If ej = (0, wj) ∈ {0}n ⊕ W for m + 1 ≤ j ≤ k,k = dimN , is a basis
of the finite-dimensional subspace N ∩W , then the vectors e1, . . . , ek form
a basis of N = N˜ ⊕ (N ∩W ). It follows that (N,N ∩ C) is isomorphic to
(Rk, [0,∞)m ⊕ Rk−m).
Now we assume that x ∈ N ∩ C. If x ∈ N ∩ C, then
x =
m∑
j=1
λje
j +
k∑
j=m+1
λje
j ∈ N˜ ⊕ (N ∩W ) (56)
with λj ≥ 0 for all 1 ≤ j ≤ m and dN∩C(x) = #{1 ≤ j ≤ m | λj = 0}. If, in
addition, x ∈ N ∩W , then λj = 0 for all 1 ≤ j ≤ m, and we conclude that
dN∩C(x) = m = dimN − dim(N ∩W ).
If x ∈ (N ∩C)\(N ∩W ), then there is at least one index j0 in 1 ≤ j0 ≤ m
for which λj0 > 0. This implies, in view of (1) and (56) that
x =
m∑
j=1
ej = (x1, . . . , xn, w) ∈ Rn ⊕W
satisfies xs > 0 for all m+ 1 ≤ s ≤ n since bji > 0 for all 1 ≤ i ≤ n−m and
m+ 1 ≤ j ≤ n. Using that aj in (1) are vectors of the standard basis in Rm,
it follows for 1 ≤ s ≤ m that xs = 0 if and only if λs = 0. This shows that
dN∩C(x) = dC(x) if x 6∈ N ∩W and completes the proof of Proposition 3.69.

Lemma 3.70. Let N be a sc-smooth finite-dimensional subspace of E =
Rn ⊕ W in good position to the partial quadrant C = [0,∞)n ⊕ W whose
good complement in E is Y . We assume that τ : N ∩ C → Y1 is a C1-map
satisfying τ(0) = 0 and Dτ(0) = 0. Then
dN∩C(v) = dC(v + τ(v))
for all v ∈ N ∩ C \N ∩W close to 0.
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Proof. Since N is in good position to C and Y is a good complement of N
is E, there exists a constant exists a constant γ > 0 such that if n ∈ N and
y ∈ Y satisfy |y|0 ≤ γ|n|0, then n ∈ C if and only if n+ y ∈ C. It follows, in
view of τ(0) = 0 and Dτ(0) = 0, that |τ(v)|0 ≤ γ|v|0 for v ∈ N ∩ C close to
0.
Now proceeding as in the proof of Proposition 3.69, we distinguish the
two cases dimN = 1 and dimN ≥ 2.
In the first case, N is spanned by a vector e = (a, w) ∈ Rn ⊕W in which
a = (a1, . . . , an) satisfies aj > 0 for all 1 ≤ j ≤ n. Take v ∈ N ∩ C \N ∩W ,
then v = t(a, w) for t > 0, so that dN∩C(v) = 0. We already know that
vj + τj(v) ≥ 0 for all 1 ≤ j ≤ n. So, to prove the lemma, it suffices to show
that vj + τj(v) > 0 for 1 ≤ j ≤ n and v ∈ N ∩C \N ∩W close to 0. Arguing
by contradiction we assume that there exists a sequence tk → 0 such that if
vk = tka, then v
k
i + τi(v
k) = 0 for some index 1 ≤ i ≤ n. Then
0 6= a|a|0 =
vki
|vk|0 = −
τi(v
k)
|vk|0 ,
which leads to a contradiction since the right-hand side converges to 0 in
view of τ(0) = 0 and Dτ(0) = 0. Consequently, dC(v + τ(v)) = 0 for all
v ∈ N ∩ C \N ∩W which are close to 0.
In the case dimN ≥ 2, we use the notation introduced in the proof of
Proposition 3.69. If v = (v1, . . . , vk, w) ∈ N ∩ C \ N ∩ W , then, in view
of (1) in the proof of Proposition 3.69, dN∩C(v) = #{1 ≤ i ≤ k | vi = 0}
and there exists at least one index 1 ≤ i ≤ k for which vi > 0. This
implies, in particular, that vj > 0 for all k+ 1 ≤ j ≤ n. Moreover, in view of
Lemma 3.65, the good complement Y of N is contained in {0}m⊕Rn−m⊕W .
From this we conclude that vj + τj(v) = vj for all 1 ≤ j ≤ m. Hence
in order to finish the proof it suffices to show that vj + τj(v) > 0 for all
m + 1 ≤ j ≤ n. In order to verify this we introduce the sc-linear map
T : N → Rk defined by T (el) = el for 1 ≤ l ≤ k := dimN where e1, . . . , ek of
Rk. Then T (N ∩ C) = C ′ := [0,∞)m ⊕ Rk−m and dN∩C(v) = dC′(T (v)).
We consider the map g : C ′ → Rn ⊕W , defined by
g(v′) = T−1(v′) + τ(T−1(v′))
for v′ = (v′1, . . . , v
′
k) ∈ C ′ close to 0. Since v+ τ(v) ∈ C, g(v′) ∈ C for v′ ∈ C ′
close to 0. We prove our claim by showing that gj(v
′) > 0 for m+ 1 ≤ j ≤ n
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and nonzero v′ ∈ C ′ close to 0. Arguing by contradiction we assume that
there exists a point v′ ∈ C ′ different from 0 at which gj(v′) = 0 for some
m+ 1 ≤ j ≤ n. We have v′i > 0 for some 1 ≤ i ≤ m so that v′ + tei ∈ C ′ for
|t| small. Then we compute,
d
dt
gj(v
′ + tei)|t=0 = bij +Dτj(v)T−1ei = bij +Dτj(v)ei.
Since the map τ is of class C1 and Dτ(0) = 0 and bij > 0 we conclude that
the derivative is positive, and hence the function t 7→ gj(v′ + tei) is strictly
increasing for |t| small. By assumption gj(v′) = 0, hence gj(v′ + tei) < 0 for
t < 0 small, contradicting gj(v
′ + tei) ≥ 0 for |t| small.
Consequently, vj+τj(v) > 0 for all m+1 ≤ j ≤ n and all v ∈ N∩C\N∩W
sufficiently close to 0 and since vj + τj(v) = vj for 1 ≤ j ≤ m, we conclude
dN∩C(v) = dC(v + τ(v)) for v ∈ N ∩ C \ N ∩W close to 0. The proof of
Lemma 3.70 is complete.

3.8.2 Proof of Lemma 3.46
Lemma 3.46. The kernel K˜ := kerDH(0) ⊂ Rn of the linearization
DH(0) is in good position to the partial quadrant C˜ = [0,∞)k⊕Rn′−k in Rn′.
Moreover, there exists a good complement Z of K˜ in Rn′, so that K˜⊕Z = Rn′,
having the property that Z ⊕W ′ is a good complement of K ′ = kerDg(0) in
E ′,
E ′ = K ′ ⊕ (Z ⊕W ′).
Proof. The space E ′ = Rn′ ⊕W ′ is equipped with the norm |·|0. We use the
equivalent norm defined by |(a, w)| = max{|a|0, |w|0} for (a, w) ∈ Rn′ ⊕W ′.
The kernel K ′ = kerDg(0) ⊂ Rn′ ⊕ W ′ is in good position to the partial
quadrant C ′ = [0,∞)k ⊕ Rn′−k ⊕W ′ and Y ′ is a good complement of K ′ in
E ′, so that K ′ ⊕ Y ′ = E ′.
We recall that by the definition of good position, there exists ε > 0 such
that, if k ∈ K ′ and y ∈ Y ′ satisfy
|y| ≤ ε|k|, (57)
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then
k + y ∈ C ′ if and only if k ∈ C ′. (58)
Let Y0 be an algebraic complement of Y
′ ∩ W ′ in Y ′, where we have
identified W ′ with {0}n′ ⊕W ′, so that Y ′ = Y0 ⊕ (Y ′ ∩W ′).
We claim that the projection P ′ : Rn′ ⊕ W ′ → Rn′ , restricted to Y0, is
injection. Indeed, assume that x = (a, w) ∈ Y0 ⊂ Rn′ ⊕ W ′ satisfies that
P ′(x) = 0. Then a = 0 and x = (0, w). Since x = (0, w) ∈ Y ′ ∩W ′ and
Y0 ∩ (Y ′ ∩W ′) = {0}, we conclude that x = 0 so that indeed P ′|Y0 is an
injection.
Introducing the subspace Z ′ = P ′(Y0), we claim that Rn
′
= K˜ + Z ′. To
verify the claim, we take a ∈ Rn′ and let x = (a, 0). Since Rn′⊕W ′ = K ′⊕Y ′,
there are unique elements k ∈ K ′ and y ∈ Y ′ such that x = k + y. In view
of Lemma 3.44, the element k ∈ K ′ is of the form k = (α,Dδ(0)α) for a
unique α ∈ K˜. The element y ∈ Y ′ is of the form y = (b, w) ∈ Rn′ ⊕W ′.
Hence x = (a, 0) = k + y = (α,Dδ(0)α) + (b, w) = (α + b,Dδ(0)α + w),
showing a = α + b. On the other hand, since Y ′ = Y0 ⊕ (Y ′ ∩ W ′), we
have (b, w) = (b, w1) + (0, w2) for w1, w2 ∈ W ′ such that (b, w1) ∈ Y ′ and
(0, w2) ∈ Y ′∩W ′. Hence b = P ′(b, w1) ∈ Z ′ and, therefore, a = α+b ∈ K˜+Z ′
as claimed.
From this it follows that dimZ ′ ≥ n′ − dim K˜ and we choose a subspace
Z of Z ′ of dimension dimZ = n′ − dim K˜, so that Rn′ = K˜ ⊕ Z. Recalling
that the projection P ′ : Y0 → Z ′ is an isomorphism, we have (P ′)−1(Z) ⊂ Y ′.
We shall prove K˜ is in good position to the partial quadrant C˜ = [0,∞)k⊕
Rn
′−k in Rn′ and Z is a good complement of K˜, so that K˜⊕Z = Rn′ . In view
of the fact that the map (P ′)−1 : Z ′ → Y0 is an isomorphism and Z ⊂ Z ′,
there exists a constant A such that
|(P ′)−1(z)| ≤ A|z| for all z ∈ Z. (59)
Moreover, by Lemma 3.44, the map L : K ′ → K˜, defined by L(α,Dδ(0)α) =
α, is an isomorphism, and hence there exists a constant B such that
|α| = |L(α,Dδ(0)α)| ≤ B|(α,Dδ(0)α)| for all α ∈ K˜. (60)
We choose ε′ > 0 such that ε′ · A · B < ε, where ε > 0 is the constant
from the condition (57). We claim that if z ∈ Z and α ∈ K˜ satisfy
|z| ≤ ε′|α|, (61)
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then
z + α ∈ C˜ if and only if α ∈ C˜. (62)
Since z ∈ Z ⊂ Z ′, there exists a unique w ∈ W ′ such that (P ′)−1(z) =
(z, w) ∈ Y0. Then we estimate, using (59), (61), and then (60),
|(z, w)| = |(P ′)−1(z)| ≤ A|z| ≤ ε′A ·B|(α,Dδ(0)α)| < ε|(α,Dδ(0)α)|.
Thus, (z, w) ∈ Y0 ⊂ Y ′ and (α,Dδ(0)α) ∈ K ′ satisfy the estimate (57) and
it follows that
(z, w) + (α,Dδ(0)α) ∈ C if and only if (α,Dδ(0)α) ∈ C ′. (63)
Since (z, w) + (α,Dδ(0)α) = (z + α,w + Dδ(0)α) ∈ Rn′ ⊕W ′, (63) implies
that z + α ∈ C˜ if and only if α ∈ C˜, proving our claim (62) and we see that
Z is a good complement of K˜ in Rn′ .
Next we set
Y = Z ⊕W ′
and claim that K ′⊕Y = Rn′⊕W ′ and that Y is a good complement of K ′ in
E ′ = Rn′⊕W ′. We first verify that Rn′⊕W ′ = K ′+Y . Take (a, w) ∈ Rn′⊕W ′.
Then, since Rn′⊕W ′ = K ′⊕Y ′, there are unique elements (α,Dδ(0)α) ∈ K ′,
where α ∈ K˜, and (b, w1) ∈ Y ′ such that
(a, w) = (α,Dδ(0)α) + (b, w1) ∈ K ′ ⊕ Y ′. (64)
Hence a = α + b. Since Rn′ = K˜ ⊕ Z, we may decompose b as b = α1 + b1
with α1 ∈ K˜ and b1 ∈ Z and then (64) can be written as
(a, w) = (α,Dδ(0)α) + (b, w1) = (α,Dδ(0)α) + (α1 + b1, w1)
= (α,Dδ(0)α) + (α1, Dδ(0)α1) + (b1, w1 −Dδ(0)α1)
= (α + α1, Dδ(0)(α + α1)) + (b1, w1 −Dδ(0)α1)
where (α+α1, Dδ(0)(α+α1)) ∈ K ′ (since α+α1 ∈ K˜) and (b1, w−Dδ(0)α1) ∈
Z ⊕W ′ = Y (since b1 ∈ Z). Hence Rn′ ⊕W ′ = K ′ + Y as claimed.
If (α,Dδ(0)α) ∈ K ′ ∩Y = K ′ ∩ (Z ⊕W ′), then α ∈ K˜ ∩Z, so that α = 0
and K ′ ∩ Y = {0} and we have proved that Z ⊕ Y = Rn′ ⊕W ′.
Finally, we shall show that Y = Z ⊕W ′ is a good complement of K ′ in
Rn′ ⊕W ′. Recalling the isomorphism L : K ′ → K˜, L(α,Dδ(0)α) = α, there
exists a constant M such that |L−1(α)| ≤M |α|, i.e.,
|(α,Dδ(0)α)| ≤M |α| for all α ∈ K˜.
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We choose ε′′ > 0 such that ε′′M < ε′ where ε′ is defined in (61). We
shall show that if (α,Dδ(0)α) ∈ K ′ and (a, w) ∈ Z satisfy the estimate
|(a, w)| ≤ ε′′|(α,Dδ(0)α)|, (65)
then
(a, w) + (α,Dδ(0)α) ∈ C ′ if and only if (α,Dδ(0)α) ∈ C ′. (66)
Since |(a, w)| = max{|a|0, |w|0} ≥ |a|, we conclude from (66) and (65) the
estimate
|a| ≤ |(a, w)| ≤ ε′′|(α,Dδ(0)α)| ≤ ε′′M |α|.
In view of (61) and (62),
a+ α ∈ C˜ if and only if α ∈ C˜.
This is equivalent to
(a+ α,w +Dδ(0)α) ∈ C ′ if and only if (α,Dδ(0)α) ∈ C ′.
Hence (66) holds and the proof that Y = Z ⊕W ′ is a good complement of
K ′ is complete. The proof of Lemma 3.46 is finished.

3.8.3 Proof of Lemma 3.55
Lemma 3.55. Let C ⊂ E be a partial quadrant in the sc-Banach space E
and N ⊂ E a finite-dimensional smooth subspace in good position to C and
let Y be a good complement of N in E, so that E = N ⊕Y . We assume that
V ⊂ N ∩ C is a relatively open neighborhood of 0 and τ : V → Y1 a map of
class C1 satisfying τ(0) = 0 and Dτ(0) = 0.
Then there exists a relatively open neighborhood V ′ ⊂ V of 0 such that
the following holds.
(1) v + τ(v) ∈ C1 for v ∈ V ′.
(2) For every v ∈ V ′, the Banach space Y = Y0 is a topological complement
of the linear subspace Nv = {n+Dτ(v)n |n ∈ N}.
(3) For every v ∈ V ′, there exists a constant γv > 0 such that if n ∈ Nv
and y ∈ Y satisfy |y|0 ≤ γv · |n|0, then n ∈ Cx if and only if n+ y ∈ Cx
are equivalent, where x = v + τ(v).
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Proof of Lemma 3.55. We shall use the notations of Proposition 3.69 Since
the smooth finite dimensional subspace N of E is in good position to C, and
Y is its good complement so that E = N ⊕ Y , there exists a constant γ > 0
such that if n ∈ N and y ∈ Y satisfy
|y|0 ≤ γ|n|0 (67a)
then
y + n ∈ C if and only if n ∈ C. (67b)
(1) The C1-map τ : V → Y1 satisfies τ(0) = 0 and Dτ(0) = 0, so that
lim
|v|→0
|τ(v)|0
|v|0 = 0.
Consequently, there exists a relatively open neighborhood V ′ ⊂ V of 0 in N
such that |τ(v)|0 ≤ γ|v|0 for all v ∈ V ′. Since V ′ ⊂ V ⊂ C, we conclude
from (67b) that v + τ(v) ∈ C for all v ∈ V ′. In addition, since V ′ consists of
smooth points and τ(v) ∈ Y1, we have v + τ(v) ∈ C1 for all v ∈ V ′.
(2) By assumption, E = N ⊕ Y and Dτ(v)n ∈ Y for all n ∈ N . If
x = n+y ∈ N⊕Y ∈ E, then y = (n+Dτ(v)n)+(y−Dτ(v)n), showing that
E = Nv + Y . If (n + Dτ(v)n) + y = (n
′ + Dτ(v)n′) + y′ for some n, n′ ∈ N
and y, y′ ∈ Y , then n−n′ = (y′− y) +Dτ(v)(n′−n) ∈ N ∩Y . Hence n = n′
and y = y′, showing that Nv ∩ Y = {0} and hence E = Nv ⊕ Y . That the
subspace Y is a topological complement of Nv follows from the fact that Nv
is a finite dimensional subspace of E.
(3) Without loss of generality we may assume E = Rn⊕W and C = [0,∞)n⊕
W . We recall that for x ∈ C, the set Cx is defined by
Cx = {(a, w) ∈ Rn ⊕W | ai ≥ 0 for all 1 ≤ i ≤ n for which xi = 0},
and if xi > 0 for all ≤ i ≤ n, we set Cx = E. Clearly, if x = (0, w) ∈ Rn⊕W ,
then Cx = C.
If v = 0, then x = v+ τ(v) = 0, so that Cx = C and the statement of the
corollary follows from the fact that Nv = N and N is in good position to C
having the good complement Y .
In order to prove the statement for v 6= 0 we distinguish thew two cases
dimN = 1 and dimN > 1. In the first case, the proof of Lemma 3.70 shows
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that vj + τj(v) > 0 for all 1 ≤ j ≤ n. This implies that Cx = E and that, in
view of (2), Y is a good complement of Nv with respect to Cx.
In the second case dimN > 1, and we denote by N˜ the algebraic com-
plement of N ∩W in N , where W is identified with W = {0}n ⊕W , so that
N = N˜ ⊕ (N ∩W ). We may assume, after a linear change of coordinates,
that the following holds.
(a) The linear subspace N˜ is spanned by the vectors ej for 1 ≤ j ≤ m =
dim N˜ of the form ej = (aj, bj, wj) where aj are the vectors of the
standard basis in Rm, bj = (bj1, . . . , b
j
n−m) satisfy b
j
i > 0 for all 1 ≤ i ≤
n−m, and wj ∈ W .
(b) The good complement Y of N in E is contained in {0}m ⊕Rn−m ⊕W.
Denoting by ej = (0, wj) ∈ {0}n ∩W , m + 1 ≤ j ≤ k = dimN , a basis of
N ∩W , the vectors e1, . . . , ek form a basis of N . We choose 0 < ε < γ/2
where γ is the constant from (67a) and define the open neighborhood V ′′ of
0 in N ∩ C consisting of points v ∈ V ′ satisfying |Dτ(v)n|0 < ε|n|0 for all
n ∈ N .
We consider points v ∈ V ′ belonging to N ∩ W where we identify W
with {0}n ⊕ W . Hence v is of the form v = (0, w) ∈ {0}n ⊕ W . Then
|τ(v)|0 ≤ γ|v|0 and, since v ∈ C, we conclude that v + τ(v) and v − τ(v)
belong to the partial quadrant C. This implies that τi(v) = 0 for all 1 ≤ i ≤ n
and Cx = C where x = v + τ(v) = (0, w
′). We choose a positive constant γv
such that γv(1 + ε) + ε < γ. Abbreviating h = n + Dτ(v)n ∈ Nv for some
n ∈ N and taking y ∈ Y , we assume that
|y|0 ≤ γ0|h|0 = γv|n+Dτ(v)n|0. (68)
We claim that y + h ∈ Cx if and only if h ∈ Cx. Suppose that y + h =
y + n+Dτ(v)n ∈ Cx = C. Then we estimate using (68),
|y +Dτ(v)n|0 ≤ |y|0 + |Dτ(v)n|0 ≤ γv|h+Dτ(v)n|+ |Dτ(v)n|0
≤ (γv + εγv + ε)|n|0 ≤ γ|n|0.
(69)
Since y+Dτ(v)n ∈ Y and by assumption y+h = y+Dτ(v)n+n ∈ Cx = C,
we deduce from (69) and (67b) that n ∈ C. Then the estimate |Dτ(v)n|0 ≤
ε|n|0 < γ · |n|0 and again (67b), imply that h = n+Dτ(v)n ∈ C, as claimed.
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Conversely, the assumption that h = n + Dτ(v)n ∈ C implies, in view of
|Dτ(v)h|0 ≤ |h|0 and (67b), that n ∈ C. Then using (69) we find hat
y + Dτ(v)n + h = y + h ∈ C. We have proved that if h ∈ Nv and y ∈ Y
satisfy |y|0 ≤ γv|h|0, then y + h ∈ Cx if and only if h ∈ Cx.
Finally we consider points v = (v1, . . . , vn, w) ∈ N ∩ C \ N ∩W . Then
vi > 0 for some 1 ≤ i ≤ m and vj > 0 for all m + 1 ≤ j ≤ k. Moreover,
in view of the proof of the statement (1), |τ(u)|0 ≤ γ|v|0 which implies that
v + τ(v) ∈ C if v is close to 0. It follows from the proof of Lemma 3.70 that
vj + τj(v) > 0 for all m+1 ≤ j ≤ n. Abbreviating x = v+ τ(v) and denoting
by Λx the set of indices 1 ≤ j ≤ n for which xj > 0, we conclude
Cx = {(a, w) ∈ Rn ⊕W | aj ≥ 0 for all 1 ≤ j ≤ m satisfying j 6∈ Λx}.
Recall that Nv = {n + Dτ(v)n |n ∈ N} and E = Nv ⊕ Y in view of the
statement (2). Now the inclusion Y ⊂ {0}m ⊕Rn−m ⊕W and the definition
of Cx above show that, if h = n+Dτ(v)n ∈ Nv and y ∈ Y , then y + h ∈ Cx
if and only if h ∈ Cx. This completes the proof of Lemma 3.55.

3.8.4 Diffeomorphisms Between Partial Quadrants in Rn.
In the sections 3.8.4 and 3.8.5 we shall prove an inverse function theorem and
an implicit function theorem for smooth maps defined on partial quadrants
in Rn. We recall that the closed subset C ⊂ Rn is a partial quadrant, if there
exists an isomorphism L of Rn mapping C onto L(C) = [0,∞)k ⊕ Rn−k for
some k.
We begin with a definition.
Definition 3.71 (Class C1). Let C be a partial quadrant in Rn and f : U →
Rm a map defined on a relatively open subset U ⊂ C. The map f is said
to be of class C1 if, for every x ∈ U , there exists a bounded linear map
Df(x) : Rn → Rm such that
lim
x+h∈U,h→0
|f(x+ h)− f(x)−Df(x)h|
|h| = 0,
and, in addition, the map
Df : U → L (Rn,Rm), x 7→ Df(x),
is continuous.
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We note that the tangent TU = U ⊕Rn is a relatively open subset of the
partial quadrant C ⊕ Rn and the map Tf : TU → TRm, defined by
Tf(x, h) =
(
f(x), Df(x)h),
is continuous. If the maps f and Tf are of class C1, then we say that f is
of class C2. Inductively, the map f is Ck if the maps f and Tf are of class
Ck−1. Finally, f is called smooth (or C∞) if f is of class Ck for all k ≥ 1.
We consider the following situation. Assume C is a partial quadrant in
Rn and U ⊂ C a relatively open neighborhood of 0 in C. Let f : U → C be
a smooth map such that f(0) = 0 and Df(0) : Rn → Rn an isomorphism.
Even if Df(0)C = C one cannot guarantee that the image f(O) of an open
neighborhood O of 0 in C is an open neighborhood of 0 in C as Figure 6
illustrates.
f
O f(O)
Figure 6: The boundary tangents at (0, 0) are the x− and y-axis, but the
domain in the right picture is not an open neighborhood of (0, 0).
Our aim in this section is to derive an inverse and implicit function the-
orem in this context.
Theorem 3.72 (Quadrant Inverse Function Theorem). We assume
that C is a partial quadrant in Rn and U ⊂ C a relatively open neighborhood
of 0, and consider a smooth map f : U → Rn satisfying f(U) ⊂ C and having
the following properties:
(1) f(0) = 0 and Df(0)C = C.
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(2) dC(x) = dC(f(x)) for every x ∈ U .
Then there exist two relatively open neighborhoods U ′ and V ′ of 0 in C such
that U ′ ⊂ U and the map
f : U ′ → V ′
is a diffeomorphism.
From Rn = C − C and Df(0)C = C, it follows that Df(0) : Rn → Rn is
an isomorphism. Therefore, it suffices to study the map g : U → C, defined
by
g(x) = Df(0)−1f(x).
The map g has the same properties (1) and (2), but has the simplifying
feature that Dg(0) = 1. Theorem 3.72 is a consequence of the following
proposition.
Proposition 3.73. We assume that C is a partial quadrant in Rn and U ⊂ C
a relatively open convex neighborhood of 0, and let f : U → C be a smooth
map having the following properties:
(1) f(0) = 0.
(2) |Df(x)− 1| ≤ 1/2 for all x ∈ U .
(3) dC(x) = dC(f(x)) for every x ∈ U .
Then V := f(U) is a relatively open neighborhood of 0 in C, and the map
f : U → V is a diffeomorphism, that is, f and f−1 are smooth in the sense
defined above.
The proof of Proposition 3.73 follows from three lemmata proved below.
Lemma 3.74. With the assumptions of Proposition 3.73 , the image V =
f(U) is a relatively open subset of C and f : U → V is an open map. More-
over,
1
2
|x− x′| ≤ |f(x)− f(x′)| ≤ 3
2
|x− x′|, x, x′ ∈ U. (70)
Proof. Abbreviating g(x) = x− f(x) and G(x) = 1−Df(x), and using the
convexity of the set U , we obtain the identity
g(x′) = g(x) +
(∫ 1
0
G
(
τx′ + (1− τ)x) dτ) · (x′ − x)
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for x, x′ ∈ U , from which the desired estimate (70) follows, in view of property
(2). We conclude, in particular, that the map f : U → V is injective.
In order to show that the image V := f(U) is a relatively open subset of
C, we take a point y′ ∈ V . Then f(x′) = y′ for a unique x′ ∈ U and since U is
a relatively open subset of C, there exists r > 0 such that B(x′, 3r)∩C ⊂ U .
Here we denoted by B(x′, 3r) the open ball in Rn centered at x′ and having
radius 3r. We claim that B(y′, r) ∩ C ⊂ V . In order to prove our claim,
we first show that {y ∈ B(x′, r) ∩ C | dC(y) = 0} ⊂ V . To see this, we take
a point x0 ∈ B(x′, 3r) ∩ C such that dC(x0) = 0 and let y0 = f(x0). By
property (3), dC(y0) = 0. Next we take an arbitrary point y1 ∈ B(y′, r) ∩C,
also satisfying dC(y1) = 0, and consider the points yτ = (1 − τ)y0 + τy1
for 0 ≤ τ ≤ 1. Abbreviating Σ = {τ ∈ [0, 1] | yτ ∈ V } and τ ∗ = sup Σ,
we assume that τ ∗ < 1. We note that Σ is non-empty since 0 ∈ Σ and
dC(yτ∗) = 0. Then we choose a sequence (τn) ⊂ Σ such that τn → τ ′ and the
corresponding sequence of points (yτn) belonging to B(y
′, r) ∩ C satisfying
yτn → yτ∗ . Since yτn ∈ V , we find points xn ∈ U such that f(xn) = yτn and
dC(xn) = dC(yτn) = 0. By (70),
|xn − x′| ≤ 2|f(xn)− f(x′)| = 2|yτn − y′| < 2r
and
|xn − xm| ≤ 2|yτn − yτm|,
which show that (xn) is a Cauchy sequence belonging to B(x
′, 2r). Hence
(xn) converges to some point x
∗ belonging to B(x′, 2r). By continuity of f ,
f(x∗) = yτ∗ , and the point x∗ belongs to the interior of C since, by property
(3), dC(x
∗) = dC(yτ∗) = 0. Now the classical inverse function theorem implies
that there are open neighborhoods W and W ′ of x∗ and yτ∗ = f(x∗) both
contained in the interior of C such that the map f : W → W ′ has a continuous
inverse f−1 : W ′ → W . In particular, if τ > 0 is small, then yτ∗+τ ∈ V ,
contradicting τ ∗ < 1. Summing up, we have proved our claim that
{y ∈ B(y′, r) ∩ C | dC(y) = 0} ⊂ V.
Next we take any point y ∈ B(y′, r) ∩ C satisfying dC(y) ≥ 1. We find
sequences (yn) ⊂ B(y′, r) ∩ C and (xn) = (f−1(yn)) satisfying dC(yn) =
dC(xn) = 0 and |yn − y| → 0. From (70), we have |xn − x′| ≤ 2|yn − y′| < 2r
and |xn − xm| ≤ 2|yn − ym| from which we deduce the convergence of the
sequence (xn) to some point x ∈ B(x′, 3r) ∩ C. Hence f(x) = y, implying
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that y ∈ V . This shows that B(y′, r) ∩ C ⊂ V and that V is a relatively
open subset of C.
Finally, to see that f : U → V maps relatively open subsets onto relatively
open subsets, we take an open subset U ′ of U . Since U ′ can be written
as a union of relatively open convex subsets of C, employing the previous
arguments we conclude that V ′ = f(U ′) is an open subset of V . The proof
of Lemma 3.74 is complete.

From the above lemma we obtain immediately the following corollary.
Corollary 3.75. With the assumptions of Proposition 3.73, the map f : U →
V is a smooth homeomorphism between the relatively open subsets U and V
of C.
We would like to point out that we cannot employ the usual implicit
function theorem (it only applies at interior points). Therefore, we must
provide an argument for the smoothness of the inverse map f−1. One could
try to avoid work, by first showing that f can be extended to a smooth
map defined on an open neighborhood of 0 in Rn. However, our notion of
smoothness does not stipulate that f is near every point the restriction of
a smooth map defined on an open subset of Rn. This would complicate the
construction of a smooth extension.
Lemma 3.76. With the assumptions of Proposition 3.73, the iterated tangent
map T kf : T kU → T kV is a smooth homeomorphism.
Proof. The set T kC is a partial quadrant in T kRn and the sets T kU and
T kV are relatively open subsets of T kC. Then the iterated tangent map
T kf : T kU → T kV is smooth since the map f : U → V is smooth. Hence
we only have to show that T kf has an inverse (T kf)−1 : T kV → T kU which
is continuous. In order to prove this we proceed by induction starting with
k = 1. We introduce the map Φ1 : TV → TU , defined by
Φ1(y, l) =
(
f−1(y), [Df(f−1(y))]−1l).
The map Φ1 is continuous since, by Corollary 3.75, the map f : U → V is a
homeomorphism. Moreover,
Φ1 ◦ Tf(x, h) =
(
f−1(f(x)), [Df(f−1(f(x)))]−1 ◦Df(x)h) = (x, h),
139
and similarly Tf ◦ Φ1 = 1. Hence Φ1 is an inverse of the tangent map
Tf . This together with the continuity of Tf and Φ1 show that Tf is a
homeomorphism, as claimed.
Now we assume that result holds for k ≥ 1 and we show that T k+1f : T k+1U →
T k+1V is a homeomorphism. Recalling that T k+1U = T kU⊕T kRn, we define
the map
Φk+1 : T
kV ⊕ T kRn → T kU ⊕ T kRn,
Φk+1(y, l) =
(
(T kf)−1(y), [D(T kf)((T kf)−1(y))]−1l
)
.
By the inductive assumption, the map T kf : T kV → T kU is a homeomor-
phism and hence Φk+1 is well-defined and continuous. Moreover,
Φk+1 ◦ T k+1f(x, h) = Φk+1
(
T kf(x), (D(T kf))(x)h
)
=
(
(T kf)−1
(
T kf(x)
)
, [D(T kf)((T kf)−1(T kf(x)))]−1(D(T kf))(x)h
)
=
(
x, [D(T kf)(x)]−1(D(T kf))(x)h
)
=
(
x, h),
and similarly T k+1f ◦Φk+1 = 1. Hence the map Φk+1 is a continuous inverse
of the iterated tangent map T k+1f . This completes the inductive step and
the proof of the lemma.

Lemma 3.77. Let U be a relatively open subset of a partial quadrant C ⊂ Rn
and f : U → C a smooth map satisfying the assumptions of Theorem 3.73.
We assume that the image V = f(U) is a relatively open subset of C and
f : U → V a homeomorphism such that Df(x) is invertible at every point
x ∈ U . Then the inverse map g = f−1 is of class C1 and its derivative at the
point y ∈ V is given by
Dg(y) = [Df(g(y))]−1.
Proof. By assumption, the map f : U → V is a homeomorphism. This im-
plies that g : V → U is also a homeomorphism and the map V → L (Rn),
defined by
y 7→ [Df(g(y))]−1,
is continuous. Next we take y0 ∈ V and h ∈ Rn satisfying y0 + h ∈ V .
Then there are unique points x0 and x0 + δ ∈ U such that f(x0) = y0
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and f(x0 + δ) = y0 + h. Recalling the abbreviation g = f
−1 we note that
g(y0) = x0, g(y0 + h)− g(y0) = δ and f(x0 + δ)− f(x0) = h and compute,
1
|h| |g(y0 + h)− g(y0)−Df(x0)
−1h|
=
1
|h| |δ −Df(x0)
−1(f(x0 + δ)− f(x0))|
=
|δ|
|h| ·
1
|δ| · |Df(x0)
−1[f(x0 + δ)− f(x0)−Df(x0)δ]|
From (70) in Lemma 3.74 we obtain 1
2
|δ| ≤ |h| ≤ 3
2
|δ| so that |h| → 0 if
and only if |δ| → 0. The limits vanish since f is differentiable at x0. The
proof of the lemma is finished.

Now we are in the position to prove Proposition 3.73.
Proof of Proposition 3.73. Under the hypotheses of the proposition the pre-
vious discussion shows for every k, that T kf : T kU → T kV satisfies the
hypotheses of Lemma 3.77 for a suitable choice of data, i.e. taking T kC as
partial quadrant in T kRn. Hence we conclude that (T kf)−1 is C1, which
precisely means that T kg is C1. In other words, g is of class C1+k. Since k
is arbitrary we conclude that g is C∞. 
3.8.5 An Implicit Function Theorem in Partial Quadrants
We shall prove a version for the classical implicit function theorem for maps
defined on partial quadrants.
Theorem 3.78. We assume that U is relatively open neighborhood of 0 in
the partial quadrant C = [0,∞)k ⊕Rn−k in Rn, and consider a map f : U →
RN of class Cj, j ≥ 1, satisfying f(0) = 0. Moreover, we assume that
Df(0) : Rn → RN is surjective and the kernel K := kerDf(0) is in good
position to C, and let Y be a good complement of K in Rn, so that Rn =
K ⊕ Y .
Then there exist an open neighborhood V of 0 in the partial quadrant
K ∩C, and a map τ : V → Y of class Cj, and positive constants ε, σ having
the following properties.
(1) τ(0) = 0, Dτ(0) = 0, and k + τ(k) ∈ U if k ∈ V .
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(2) If k ∈ V satisfies |k| ≤ ε, then |τ(k)| ≤ σ.
(3) If f(k + y) = 0 for k ∈ V satisfying |k| ≤ ε and y ∈ Y satisfying
|y| ≤ σ, then y = τ(k).
The proof will follow from several lemmata, where we shall us the nota-
tions
x = (k, y) = k + y ∈ K ⊕ Y
for k ∈ K and y ∈ Y interchangeably.
The restriction Df(0)|Y : Y → RN is an isomorphism and we abbreviate
its inverse by L =
[
Df(0)|Y
]−1
: Y → RN . Instead of studying the solutions
f(y) = 0 we can as well study the solutions of f˜(x) = 0, where f˜ is the
composition f˜ = L ◦ f .It satisfies Df˜(0)k = 0 if k ∈ K and Df˜(0)y = y if
y ∈ Y . In abuse of notation we shall in the following denote the composition
f˜ = L ◦ f by the old letter f again. We may therefore assume that
f : U ∩ (K ⊕ Y )→ Y
has the form
f(k, y) = y −B(k, y), (71)
where
B(0, 0) = 0 and DB(0, 0) = 0. (72)
By BK(a) , we denote the open ball in K of radius a centered at 0.
Similarly, BY (b) is the open ball in Y of radius b centered at 0.
Lemma 3.79. There exist constants a > 0 and b > 0 such that
(1)
(
BK(a)⊕BY (b)
) ∩ C ⊂ U .
(2) |B(k, y) − B(k, y′)| ≤ 1
2
|y − y′| for all k ∈ BK(a) ∩ C and y, y′ ∈
BY (b) ∩ C.
Moreover, if f(k, y) = f(k, y′) for (k, y) and (k, y′) ∈ (BK(a)⊕BY (b)) ∩ C,
then y = y′.
Proof. It is clear that there exists constants a, b > 0 such that (1) holds. To
verify (2) we estimate for (k, y) and (k, y′) ∈ (BK(a)⊕BY (b)) ∩ C,
|B(k, y)−B(k, y′)| ≤
[∫ 1
0
|D2B(k, sy + (1− s)y′)|ds
]
(y − y′). (73)
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In view of DB(0, 0) = 0 we find smaller a, b such that |D2B(k, y′′)| ≤ 1/2
for all (k, y′′) ∈ (BK(a)⊕BY (b)) ∩ C. So,
|B(k, y)−B(k, y′)| ≤ 1
2
|y − y′|
as claimed in (2).
If f(k, y) = f(k, y′), for two point (k, y), (k, y′) ∈ (BK(a) ⊕ BY (b)) ∩ C,
then, y −B(k, y) = y′ −B(k, y′) and using (2),
|y − y′| = |B(k, y)−B(k, y′)| ≤ 1
2
|y − y′|
which implies y = y′. This completes the proof of Lemma 3.79.

To continue with the proof of the theorem, we recall that K is in good
position to C and Y is a good complement of K in Rn. Therefore, there exists
ε > 0 such that for k ∈ K and y ∈ Y satisfying |y| ≤ ε|k| the statements
k + y ∈ C and k ∈ C are equivalent.
Lemma 3.80. Replacing a by a smaller number, while keeping b, we have
|B(k, y)| ≤ ε|k| for all k ∈ BK(a) ∩ C and |y| ≤ ε|k|.
Proof. First we replace a by a perhaps smaller number such that εa < b. If
k ∈ BK(a)∩C and |y| ≤ ε|k|, then k+y ∈ C and |k+y| ≤ (1+ε)|k| < (1+ε)a.
Introducing
c(a) := (1 + ε) · max
x∈B(1+ε)a)
|DB(x)|,
we observe that c(a) → 0 as a → 0, in view of DB(0, 0) = 0. Then we
estimate for k ∈ BK(a) ∩ C and y ∈ Y satisfying |y| ≤ ε|k|, using that
B(0, 0) = 0,
|B(k, y)| ≤
[∫ 1
0
|DB(sk, sy)| ds
]
(k + y)
≤ max
x∈B(1+ε)a)
|DB(x)|(1 + ε)|k| = c(a)|k|.
(74)
The assertion follows if we choose a so small that c(a) ≤ ε. 
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Now we take a > 0 so small that c(a) ≤ ε/2 and keep the original b > 0.
For every k ∈ BK(a) ∩ C, we set
Xk := BY (ε|k|) and X =
⋃
k∈BK(a)∩C
Xk.
Clearly, X ⊂ U . By Lemma 3.80, B(k, ·) : Xk → Xk, and by Lemma 3.79, the
map B(k, ·) is a contraction. Therefore, it has a unique fixed point τ(k) ∈ Xk
satisfying
τ(k) = B(k, τ(k)).
We claim that if y ∈ BY (b) ∩ C and B(k, y) = y for some k ∈ BK(a) ∩ C,
then y = τ(k).
Indeed, since B(k, τ(k)) = τ(k), it follows that f(k, y) = f(k, τ(k)), and
Lemma 3.79 shows that y = τ(k), as claimed.
Lemma 3.81. The map τ : BK(a) ∩ C → BY (b) is continuous and satisfies
|τ(k)| ≤ ε|k|/2.
Proof. In view of (74), the estimate |τ(k)| ≤ ε|k|/2 follows from |τ(k)| =
|B(k, τ(k)| ≤ c(a)|k| and from the choice c(a) ≤ ε/2. In order to prove
continuity of τ , we fix a point k0 ∈ BK(a) ∩ C and use Lemma 3.79 to
estimate,
|τ(k)− τ(k0)| = |B(k, τ(k))−B(k0, τ(k0))|
≤ |B(k, τ(k))−B(k, τ(k0))|+ |B(k, τ(k0))−B(k0, τ(k0))|
≤ 1
2
|τ(k)− τ(k0)|+ |B(k, τ(k0))−B(k0, τ(k0))|.
This implies,
|τ(k)− τ(k0)| ≤ 2|B(k, τ(k0))−B(k0, τ(k0))|
≤ 2
[∫ 1
0
|D1B(sk + (1− s)k0, τ(k0))| ds
]
|k − k0|
≤ ε|k − k0|,
(75)
where we have used our choice of a that c(a) = (1+ε)·maxx∈B(1+ε)a)|DB(x)| ≤
ε/2. This finishes the proof of the continuity of the map τ . 
Lemma 3.82. If f : U → RN is of class Cj, j ≥ 1, then the map τ : BK(a)∩
C → BY (b) is also of class Cj.
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Proof. We fix the point k ∈ BK(a)∩C and assume that k+ δk ∈ BK(a)∩C.
Then we abbreviate
A(δk) :=
∫ 1
0
(
D2B(k + δk, sτ(k + δk) + (1− s)τ(k))−D2B(k, τ(k))
)
ds
R(δk) := B(k + δk, τ(k))−B(k, τ(k))−D1B(k, τ(k))δk.
Using the fixed point property τ(k) = B(k, τ(k)) and τ(k + δk) = B(k +
δk, τ(k + δk)) we compute,
τ(k + δk)− τ(k)−D1B(k, τ(k))δk
= B(k + δk, τ(k + δk))−B(k, τ(k))−D1B(k, τ(k))δk
=
[
B(k + δk, τ(k))−B(k, τ(k))−D1B(k0, τ(k0))
]
+
[
B(k + δk, τ(k + δk))−B(k + δk, τ(k))]
= R(δk) + A(δk)
[
τ(k + δk)− τ(k)]+D2B(k, τ(k))[τ(k + δk)− τ(k)].
Therefore,[
1−D2B(k, τ(k))
]
(τ(k + δk)− τ(k))−D1B(k, τ(k))δk
= R(δk) + A(δk)(τ(k + δk)− τ(k)).
Now, R(δk)/|δk| → 0 and A(δk)→ 0 as |δk| → 0. Moreover, in view of (75),
|τ(k + δk)− τ(k)|/|δk| ≤ ε|δk|/|δk| ≤ ε. Consequently,
lim
|δk|→0
1
|δk| |τ(k + δk)− τ(k)−
[
1−D2B(k, τ(k))
]−1
D1B(k, τ(k))δk| = 0.
This shows that the map τ is differentiable at the point k and its derivative
Dτ(k) ∈ L (K,Y ) is given by the familiar formula
Dτ(k)δk =
[
1−D2B(k, τ(k0))
]−1
D1B(k, τ(k))δk.
The formula shows that τ 7→ Dτ(k) is continuous since τ and DB are con-
tinuous maps. Consequently, the map τ is of class C1.
We also note that, differentiating τ(k) = B(k, τ(k)), we obtain
Dτ(k)δk = D2B(k, τ(k))Dτ(k)δk +D1B(k, τ(k))δk
= DB(k, τ(k))(δk,Dτ(k)δk).
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If now f is of class C2, we define the C1-map
f (1) : V ⊕K ⊕ Y ⊕ Y → Y ⊕ Y
by
f (1)(k, h, y, η) =
(
y −B(k, y), η −DB(k, y)(h, η))
= (y, η)− (B(k, y), DB(k, y)(h, η))
and find by the same reasoning as before, using that D2B(k, y) for small
(k, y) is contractive, that the associated family of fixed points
(k, h) 7→ (τ(k), Dτ(k)h)
is of class C1 near (0, 0). In particular, the map τ is of class C2 near k = 0.
Proceeding by induction we conclude that τ is of class Cj on a possibly
smaller neighborhood V of 0 in K.

The proof of Theorem 3.78 is finished.
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4 Manifolds with Boundary with Corners
The previous chapter showed a solution set of a sc-Fredholm section which
is a sub-M-polyfold whose induced polyfold structure is equivalent to the
structure of a finite dimensional smooth manifold with boundary with cor-
ners. In this chapter we shall study these objects in more details. The results
of Chapter 4 will not be used later on.
4.1 Characterization
A smooth manifold with boundary with corners is a Hausdorff space M which
admits an atlas of smooth compatatible quadrant charts (V, ϕ, (U,C,Rn)),
where ϕ : V → U is a homeomorphism from an open subset V ⊂ M onto a
relatively open set U of the partial quadrant C of Rn.
A M-polyfold X is a Hausdorff space which, in addition, is equipped with
a sc-structure. This prompts the following definition.
Definition 4.1. A M-polyfold X has a compatible smooth manifold
structure with boundary with corners, if it admits an atlas A consisting
of sc-smoothly compatible charts (V, ϕ, (U,C,Rn)), where ϕ : V → U is a sc-
diffeomorphism from the open set V ⊂ X onto the relatively open set U ⊂ C
of the partial quadrant C in Rn (or in a finite-dimensional vector space E).
The transition maps between the charts are sc-diffeomorphisms between
relatively open subsets of partial quadrants in finite-dimensional vector spaces,
and therefore are classically smooth maps, i.e., of class C∞. Consequently,
the atlas A defines the structure of a smooth manifold with boundary with
corners.
The aim of Section 4.1 is the proof of the following characterization.
Theorem 4.2 (Characterization). For a tame M-polyfold X the following
statements are equivalent.
(i) X has a compatible smooth manifold structure with boundary with cor-
ners.
(ii) X0 = X∞ and the identity map 110 : X → X1, x 7→ x is sc-smooth.
Moreover, every point x ∈ X is contained in a tame sc-smooth polyfold
chart (V, ψ, (O,C,E)) satisfying ψ(x) = 0 ∈ O, and the tangent space
T0O is finite dimensional and in good position to the partial quadrant
C in the sc-Banach space E.
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Remark 4.3. If X0 = X∞, the identity map 110 : X → X1 has as its inverse
the identity map 101 : X
1 → X. The map 101 is always sc-smooth. Hence,
if the map 110 : X → X1 is sc-smooth, it is a sc-diffeomorphism. There is
a subtle point in (ii). If X0 = X∞, then Xm = X0 as sets for all m ≥ 0.
However, it is possible that X1 6= X as sc-smooth spaces despite the fact
that (X1)m = Xm+1 = Xi as sets. In other words, it is possible that as M-
polyfolds X1 6= X even if the underlying sets are the same. Indeed, recalling
the definition of sc-differentiability, one realizes that the sc-smoothness of
1 : X → X is completely different from the sc-smoothness of 1 : X → X1.
This is the reason we use the notation 110 the identity map X → X1.
In contrast, if X is a finite-dimensional vector space equipped with the
constant sc-structure, then X = X1 as sc-spaces.
The proof of Theorem 4.2 requires some preparations and we start with
a definition where we denote as usual with U ⊂ C ⊂ E a relatively open set
U in the partial quadrant C of the sc-Banach space E.
Definition 4.4 (sc+-retraction). A sc-smooth retraction r : U → U is
called a sc+-retraction, if r(Um) ⊂ Um+1 for all m ≥ 0 and if r : U → U1 is
sc-smooth.
Similarly, if V ⊂ X is an open subset of a M-polyfold X, we call the sc-
smooth retraction r : V → V a sc+-retraction, if r : V → V 1 is sc-smooth.
Lemma 4.5. Let (O,C,E) be a sc-smooth retract and suppose that there
exists a relatively open subset U ⊂ C and a sc+-retraction t : U → U onto
t(U) = O. Then every sc-smooth retraction s : V → V of a relatively open
subset V ⊂ C satisfying s(V ) = O is a sc+-retraction.
Proof. By assumption, the sc-smooth map t : U → U satisfies t ◦ t = t and
t(U) = O. In addition, t : U → U1 is sc-smooth. If now s : V → V is a
sc-smooth retraction onto s(V ) = 0, then t(s(v)) = s(v) and hence
s = t ◦ s.
In view of the properties of t, the composition t ◦ s : V → V 1 is sc-smooth
and hence s : V → V 1 is sc-smooth, as claimed. 
Definition 4.6 (sc+-retract). The sc-smooth retract (O,C,E) is a sc+-
retract, if there exists a relatively open subset U ⊂ C and a sc+-retraction
t : U → U onto t(U) = O.
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In view of the Lemma 4.5 the choice of t is irrelevant, being a sc+-retract
is an intrinsic property of the sc-smooth retract (O,C,E).
Lemma 4.7. If r : U → U is a sc+-retraction onto the sc-smooth retract
(O,C,E), then
(i) r(U) = O = O∞, i.e., consists of smooth points.
(ii) At every point o ∈ O, the tangent space ToO = Dr(o)E is finite-
dimensional.
Proof. (i) If x ∈ U , then, by definition, r(x) ∈ U1 and using r◦r = r, r(x) =
r(r(x)) ∈ U2. Continuing this way we conclude that r(x) ∈
⋂
m≥0 Um = U∞.
Hence r(U) = O ∩ U∞ = O∞.
(ii) At the point o ∈ O, the linearization Dr(o) : E → E is, in view of
(i), well-defined, and it is a sc+-operator, since r is a sc+-map. Conse-
quently, Dr(o) : E → E is a compact operator between every level. There-
fore, the image of the projection Dr(o), namely Dr(o)E = ToO must be
finite-dimensional. This proves the lemma.

The sc+-retracts are characterized by the following proposition.
Proposition 4.8. A sc-smooth retract (O,C,E) is a sc+-retract if and only
if O0 = O∞ and 110 : O → O1 is sc-smooth.
Proof. If (O,C,E) is a sc+-retract, there exists a sc+-retraction r : U → U
onto r(U) = O. The retract has the induced M-polyfold structure defined
by the scaling Om = r(Um) and O
1 inherits this structure, so that (O1)m =
Om+1, for all m ≥ 0. In view of Lemma 4.7, O = O∞. Hence the identity
map 110 : O → O1 is well-defined. According to Definition 2.7, the map 110 is
sc-smooth, provided the composition 110 ◦ r : U → E1 is sc-smooth, which is
the case because r is a sc+-map.
In order to prove the opposite direction we assume that O = O∞ and
1
1
0 : O → O1 is sc-smooth. Let r : U → U be a sc-smooth retraction onto
O = r(U). Then the composition
U
r−→ O 1
1
0−→ O1 inclusion−−−−−→ U1
is sc-smooth. The composition agrees with the map r : U → U1 and the
lemma is proved.

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The proof of Theorem 4.2 will make use of the following technical result.
Proposition 4.9. Let (O,C,E) be a sc+-retract and t : U → U a sc+-
retraction of the the relatively open subset U ⊂ C onto O = t(U). We
assume that 0 ∈ O and the the tangent space T0O (which by Lemma 4.7 is
finite-dimensional) is in good position to the partial quadrant C. We denote
by Y a good complement of T0O, so that E = T0O ⊕ Y, and abbreviate by
p = Dt(0) : E = T0O ⊕ Y → T0O
the sc-projection.
Then there exist open neighborhoods U of 0 in O and V of 0 in T0O ∩ C
such that
p : U → V
is a sc-diffeomorphism.
We note that (V , T0O ∩ C, T0O) is a local M-polyfold model, because
T0O∩C is a partial quadrant in T0O, in view of Proposition 3.22. The proof
of Proposition 4.9 is based on the implicit function theorem for sc-Fredholm
sections proved in the previous chapter.
Proof of Proposition 4.9. We recall that U is a relatively open neighborhood
of o in the partial quadrant C of the sc-Banach space E. Moreover, t : U → U
is a sc+-retraction onto O = t(U) which contains 0. In view of Lemma 4.7,
the tangent space T0O = Dt(0)E is a smooth subspace of finite dimensions.
By assumption, T0O lies in good position to C. Accordingly, there exists a
good sc-complement Y of T0O in E so that
E = T0O ⊕ Y.
It has the property that there exists ε0 > 0 such that for a + y ∈ T0O ⊕ Y
satisfying |y|0 ≤ ε|a|0 the statements a ∈ C and a+ y ∈ C are equivalent.
We shall use in the following the notation u = a + y ∈ T0O ⊕ Y and
denote by p the sc-smooth projection
p : E = T0O ∩ Y → T0O,
defined by p = Dt(0).
Now we consider the local strong bundle
pi : U / Y → U,
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and the sc-smooth section f : U → U / Y , f(u) = (u, f(u)), whose principal
part f : U → Y is defined by
f(u) = (1− p)(u− t(u)).
We observe that if u ∈ O, then u = t(u) and hence f(u) = 0. We shall show
later on that there are no other solutions u ∈ U of f(u) = 0 locally near
u = 0.

Lemma 4.10. The section f is sc-Fredholm.
Proof. In order to verify that the sc-smooth section f is regularizing, we take
u = a + y ∈ Um and assume that f(u) = y − (1 − p) ◦ t(a + y) ∈ Ym+1.
Since t is sc+-smooth, we conclude that y ∈ Ym+1 and since a is smooth, that
a+ y ∈ Um+1, showing that f is indeed regularizing.
The derivative of f at the smooth point u ∈ U has the form
Df(u)h = (1− p)(h−Dt(u)h)
= h− (p(h)− (1− p)Dt(u)h)
for h ∈ E. Since Df(u) is a sc+-operator and p is sc-smooth, the opera-
tor Df(0) is a perturbation of the identity operator by a sc+-operator, and
therefore a sc-Fredholm operator, in view of Proposition 1.10.
Next we have to verify that at a given smooth point u ∈ U , a filled
version of f , after modification by a sc+-section s, is conjugated to a basic
germ. However, in the case at hand, we already work on relatively open
subsets of a partial quadrant, so that a filling is not needed. We merely have
to find a suitable sc+-section to obtain a section which is conjugated to a
basic germ.
In general, the good complement Y in the decomposition E = T0O⊕Y is
not a subset of C. However, we claim that there exists a finite-dimensional
sc-Banach space B and a sc-Banach space W contained in C, such that
Y = B ⊕W , which leads to the sc-decomposition
E = (T0O ⊕B)⊕W.
Indeed, if E = Rn ⊕ F and the partial quadrant C ⊂ E is of the form
C = [0,∞)n ⊕ F where F is a sc-Banach space, then, identifying the sc-
Banach space Fwith {0}n ⊕ F , we let B to be an algebraic complement of
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Y ∩F in Y and W = Y ∩F , so that Y = B⊕W . Clearly, W ⊂ C and in order
to verify that B is finite-dimensional, we take linearly independent vectors
(a1, w1), . . . , (al, wl) in B and claim that the vectors a1, . . . , al are linearly
independent in Rn. If
∑l
i=1 λia
l = 0, then
∑l
i=1 λi(a
i, wi) = (0, w) ∈ B ∩W .
Since B ∩W = {0}, we conclude λi = 0 and l ≤ n. Hence dimB ≤ n. In the
general case, there exists a sc-isomorphism L : E → Rn⊕F mapping C onto
the partial quadrant C ′ = [0,∞)n⊕F . Then the subspace L(T0O) is in good
position to the partial quadrant C ′ and L(Y ) is a good complement of L(T0O)
in Rn⊕F . By the above argument, we find a finite-dimensional subspace B′
and a sc-Banach space W ′ contained in C ′, so that L(T0O) = B′⊕W ′. With
B = L−1B′ and W = L−1W ′, we conclude that B is finite-dimensional, W is
contained in C and Y = B ⊕W , as claimed.
Since W ⊂ C,
C =
(
C ∩ (T0O ⊕B)
)⊕W.
The finite-dimensional space T0O ⊕ B is in good position to C because it
has a sc-complement contained in C. Therefore, the set C ∩ (T0O ⊕ B) is a
partial quadrant in T0O⊕B, in view of Proposition 3.22. We shall represent
an element u ∈ U as
u = a+ b+ w ∈ T0O ⊕B ⊕W,
where b+w = y ∈ Y = B⊕W. Furthermore, we denote by P the projection
P : Y = B ⊕W → W.
In accordance with the notation in the definition of a basic germ, we view Y
as RN⊕W , where N = dim(B), and P as the sc-projection P : RN⊕W → W .
If u ∈ C is a smooth point near 0 we denote by Cu the associated partial
quadrant introduced in Definition 2.33. The partial quadrant Cu contains C,
so that
Cu = (Cu ∩ (T0O ⊕B))⊕W.
Fixing the smooth point u ∈ C, the map v 7→ u+ v for v near 0 in Cu, maps
an open neighborhood of 0 in Cu to an open neighborhood of u in C. We
now study the principal part f : U → Y near the fixed smooth point u, make
the change of coordinate v 7→ u+ v, and define the section g(v) by
g(v) := f(u+ v).
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In addition, we define a sc+-section s near near 0 in Cu, by
s(v) = f(u) + (1− p)[t(u)− t(u+ v)].
It has the property that at v = 0,
g(0)− s(0) = 0.
In the decomposition v = (a + b) + w we interpret a + b ∈ Cu ∩ (T0O ⊕ B)
as a finite-dimensional parameter and consider the germ
(a+ b, w) 7→ (g − s)(a+ b+ w) ∈ Y.
Then
P (g − s)(a+ b+ w) = P (1− p)(a+ b+ w) = P (b+ w) = w.
Identifying an open neighborhood of 0 in Cu ∩ (T0O ⊕ B) with an open
neighborhood of 0 in some partial quadrant [0,∞)k⊕Rn−k, we conclude that
g− s is a basic germ, whose contraction part happens to be identically zero.
We have used the local strong bundle isomorphism (u+v, b+w) 7→ (v, b+w).
Consequently, (f, u) is a sc-Fredholm germ and the proof of lemma 4.10
is complete.

The sc-Fredholm section f vanishes at the point u = 0, so that f(0) = 0.
Its linearization is is given by
Df(0)(h) = (1− p)h, h ∈ E.
Therefore, Df(0) has the kernel ker(Df(0)) = T0O = Dt(0)E, which, by
assumption, is in good position to the partial quadrant C. Moreover, its
image is (1− p)E = Y , so that Df(0) is surjective.
We are in position to apply the implicit function theorem, Corollary 3.47,
and conclude that the local solution set of f near u = 0 is represented by
{u ∈ U0 | f(u) = 0} = {u = a+ δ(a) ∈ T0O ⊕ Y | a ∈ V } ⊂ U.
Here U0 ⊂ U is an open neighborhood of 0 in U and V is an open neighbor-
hood of 0 in the partial quadrant T0O ∩ C of T0O. The map δ : V → Y is a
sc-smooth map satisfying δ(0) = 0 and Dδ(0) = 0.
That all sufficiently small solutions of f(u) = 0 are of the form a + δ(a),
is, in our special case, easily verified directly.
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Lemma 4.11. Let f(a + y) = 0 and |a|0 < ε, |y|0 < ε. If ε is sufficiently
small, then y = δ(a).
Proof. From f(a+ y) = 0 and f(a+ δ(a)) = 0, we obtain y = (1− p)t(a+ y)
and δ(a) = (1− p)t(a+ δ(a)). Consequently,
y − δ(a) = (1− p)[t(a+ y)− t(a+ δ(a))].
As f is regularizing, the solutions are smooth points. Since t is a sc+-map,
the map u 7→ (1−p)t(u) is of class C1 between the 1-levels, and the derivative
vanishes at u = 0, (1− p)Dt(0) = 0. Therefore, there exists ε1 > 0 such that
‖(1− p)Dt(u)‖L(E1,E1) ≤ 1/2 (76)
if |u|1 < ε1. Consequently, on level 1,
y − δ(a) =
(∫ 1
0
(1− p)Dt(u(τ)) dτ
)
· (y − δ(a)), (77)
where u(τ) = a+ τy + (1− τ)δ(a). Since t is a sc+-map satisfying t(0) = 0,
we conclude from y = (1−p)t(a+y) that |y|1 is small if a and y are small on
level 0. Moreover, the map δ is sc-smooth and satisfies δ(0) = 0 and hence
|δ(a)|1 is small, if a is small on level 0. Summing up, |u(τ)|1 < ε1 if ε is
sufficiently small, and we conclude from (76) and (77) the estimate
|y − δ(a)|1 ≤ 1
2
|y − δ(a)|1,
so that indeed y = δ(a) is ε is sufficiently small, as claimed in Lemma 4.11.

We finally verify that the solutions f(a + δ(a)) = 0 belong to O if a is
small on level 0.
Lemma 4.12. Let f(a+δ(a)) = 0 and |a|0 < ε. If ε > 0 is sufficiently small,
then a+ δ(a) ∈ O.
Proof. We have to confirm that a+ δ(a) = t(a+ δ(a)). From f(a+ δ(a)) = 0
we conclude that δ(a) = t(a + δ(a)) − p ◦ t(a + δ(a)), so that our aim is to
prove that
a = p ◦ t(a+ δ(a)).
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Applying the retraction t to the identity
p ◦ t(a+ δ(a)) + δ(a) = t(a+ δ(a)), (78)
and using t ◦ t = t, we obtain
t
(
p ◦ t(a+ δ(a)) + δ(a)) = t(a+ δ(a)).
Hence, abbreviating
a1 := p ◦ t(a+ δ(a)),
we arrive at the identity
t(a1 + δ(a))− t(a+ δ(a)) = 0.
Going to level 1, abbreviating a(τ) = τa1 + (1 − τ)a + δ(a) and observing
that Dt(0)(a1 − a) = a1 − a, we estimate
0 = |t(a1 + δ(a))− t(a+ δ(a))|1
=
∣∣∣∣∫ 1
0
Dt(a(τ)) dτ(a1 − a)
∣∣∣∣
1
≥ |a1 − a| −
(∫ 1
0
‖Dt(a(τ))−Dt(0)‖L(E1,E1) dt
)
· |a1 − a|1
Since ‖Dt(u)‖L(E1,E1) is continuous in u on level 1, there exists ε1 > 0 such
that
‖Dt(v))−Dt(0)‖L(E1,E1) ≤ 1/2
if |v|1 ≤ ε1. Arguing as in the previous lemma, |a(τ)|1 ≤ ε1 if |a|0 < ε and ε
is sufficiently small. Consequently,
0 ≥ |a1 − a|1 − 1
2
|a1 − a|1 = 1
2
|a1 − a|1.
Therefore, a1 = a and hence p ◦ t(a+ δ(a)) = a if ε > 0 is sufficiently small,
and Lemma 4.12 is proved.

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In order to complete the proof of Proposition 4.9, we set V = {a ∈
ToO ∩ C | |a|0 < ε}. The map p, satisfying
p(a+ δ(a)) = a,
is a sc-diffeomorphism from the open set U = {a + δ(a) | a ∈ V} in O, to
the open set V having the sc-smooth map a 7→ a + δ(a) as its inverse. This
completes the proof of Proposition 4.9. 
Proof of Theorem 4.2. We assume that (i) holds true: the M-polyfold
X has a compatible smooth manifold structure with boundary with corners.
Correspondingly there is an atlas of sc-smoothly compatible partial quadrants
charts (V, ϕ, (U,C,Rn)) where ϕ : V → U is a sc-diffeomorphism from the
open subset V ⊂ X onto the relatively open subset U ⊂ C of the partial
quadrant C in Rn. We take in Rn the unique constant sc-structure.
Then the identity map 1 : U → U is a tame sc-smooth retraction of
(U,C,Rn).
Clearly, U = U∞ and 110 : U → U1 is sc-smooth. Consequently, these
charts define a tame M-polyfold structure on X for which X0 = X∞ and
1
1
0 : X → X1 is sc-smooth and the statement (ii) follows.
Conversely, if (ii) holds for the tame M-polyfold X, then X0 = X∞ and
1
1
0 : X → X1 is sc-smooth. If x ∈ X, then we find a tame sc-smooth polyfold
chart (V, ψ, (O,C,E)) such that the sc-diffeomorphism ψ : V → O satisfies
ψ(x) = 0. It follows that O0 = O∞ and 110 : O → O1 is sc-smooth. By
Proposition 4.8 the sc-retract (O,C,E) is a sc+-retract and hence there is a
sc+-retraction t : U → U of a relatively open sbset U in the partial quadrant
C satisfying O = t(U). The tangent space T0O is a finite-dimensional smooth
subspace of the sc-Banach space E and, by assumption, in good position to
C.
Using Proposition 4.9 we find an open neighborhood O′ of 0 in O and an
open neighborhood V of 0 in T0O ∩ C and a sc-diffeomorphsim p : O′ → V
onto the finite-dimensional polyfold model (V , T0O ∩ C, T0O). Taking the
open set V0 = ψ
−1(O′) ⊂ V , the composition
V0
ψ−→ O′ p−→ V
is a sc-diffeomorphism onto the finite-dimensional model (V , T0O ∩ C, T0O).
Carrying out this construction around every point x ∈ X, we obtain a
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smoothly compatible atlas of tame charts and the statement (i) follows. This
completes the proof of Theorem 4.2.

4.2 Smooth Finite Dimensional Submanifolds
We start with the definition.
Definition 4.13. A smooth finite-dimensional submanifold of the M-
polyfold X is a subset A ⊂ X having the property that every point a ∈ A
possesses an open neighborhood V ⊂ X and a sc+-retraction s : V → V onto
s(V ) = A ∩ V.
In contrast to the sc-smooth sub-M-polyfold of an M-polyfold in Defi-
nition 2.20, the retracts in the above definition are sc+-retracts. We also
point out, that a smooth finite dimensional submanifold is not defined as a
sub-M-polyfold whose induced structure admits an equivalent structure of a
smooth manifold with boundary with corners.
Remark 4.14. The subset A ⊂ X in Definition 4.13 is called a smooth finite-
dimensional manifold for the following reasons. The retraction s : V → V ,
satisfying s ◦ s = s, is a sc+-map. Therefore, the image s(V ) ⊂ X∞ consists
of smooth points, so that every point a ∈ s(V ) possesses a tangent space
TaA defined by TaA = Ts(a)(TaX). From the sc
+-smoothness of the map
s, it follows that the projection Ts(a) : TaX → TaX is a sc+-operator and
therefore level-wise compact. Hence its image, TaA is finite-dimensional.
Moreover, as we shall show below, the subsets A ⊂ X are, near points
a ∈ A satisfying dX(a) = 0, necessarily smooth finite-dimensional manifolds
in the classical sense. The same holds true in the case dX(a) > 0 under the
additional assumption that the tangent space TaA is in good position to the
partial quadrant CaX in TaX.
Next we are going to prove that a smooth finite-dimensional submanifold
A inherits from X a natural M-polyfold structure. As such the degeneracy
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index dA(a) is well-defined, and the boundary ∂A is defined as the subset
{a ∈ A | dA(a) ≥ 1}.
Let us first recall that a subset A of a topological space X is called locally
closed if every point a ∈ A possesses an open neighborhood V (a) ⊂ X
having the property that a point b ∈ V (a) belongs to A, if U ∩A 6= ∅ for all
open neighborhoods U of b.
Proposition 4.15. A smooth finite-dimensional submanifold A ⊂ X of the
M-polyfold X has the following properties.
(1) A ⊂ X∞, and A inherits the M-polyfold structure induced from X. In
particular, A possesses a tangent space at every point in A, and the
degeneracy index dA is defined on A.
(2) A is locally closed in X.
(3) ∂A = {a ∈ A | dA(x) ≥ 1} ⊂ ∂X.
(4) 110 : A→ A1 is sc-smooth.
Proof.
(1) A sc+-retraction is, in particular, a sc-retraction and hence A inherits
the M-polyfold structure from X, in view of Proposition 2.21. Since a sc+-
retraction s has its image in X∞, we conclude that A ⊂ X∞, implying that
every point in a ∈ A has the tangent space TaA = Ts(s)(TaX). Since A is a
M-polyfold, the degeneracy index dA is defined on A.
(2) In order to prove (2) we choose a point a ∈ A and an open neighborhood
V ⊂ X of a such that a suitable sc+-retraction s : V → V retracts onto
s(V ) = A ∩ V. If b ∈ V lies in the closure of A, then there exists a sequence
(ak) ⊂ A satisfying ak → b. Since V is open b ∈ V , we conclude that
ak ∈ A∩V for large k. Hence ak = s(ak) and, using that b ∈ V , we conclude
that s(b) = limk s(ak) = b, implying that b ∈ A ∩ V .
(3) By definition, ∂A = {a ∈ A | dA(x) ≥ 1}. We assume that a ∈ A
satisfies dA(a) ≥ 1 and show that dX(a) ≥ 1. If dX(a) = 0, we find an open
neighborhood V ⊂ X of a which is sc-diffeomorphic to a retract (O,E,E).
This implies that there exists an open neighborhood U ⊂ A of a which is
sc-diffeomorphic to a retract (O′, E, E), so that dA(a) = 0.
(4) The postulated sc+-retraction is the identity on the retract A, and A =
A∞, so that 110 : A→ A1 is sc-smooth.
The proof of Proposition 4.15 is complete. 
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Open Question. It is an open question, whether there is a difference be-
tween a smooth finite-dimensional submanifold A and a sub-M-polyfold sat-
isfying A = A∞ and dimTaA being finite and locally constant. In fact, the
question is if under the latter conditions 110 : A→ A1 is sc-smooth. We con-
jecture that this is not always the case. Rather we would expect, for example,
if the dimension of the tangent space is equal to 1, the set A might be some-
thing like a branched one-dimensional manifold as defined in [32]. It would be
interesting to see if such type of examples can be constructed. For example,
consider the subset T := {(x, 0) ∈ R2 | −1 < x < 1}∪{(0, y) ∈ R2 | y ∈ [0, 1)}
with the induced topology. Is it possible to find a sc-smooth retract (O,E,E)
where E is a sc-Banach space so that T is homeomorphic to O and O = O∞?
From our previous discussion this is impossible if we require O to be a sc+-
retract.
So far not much can be said about the structure of the smooth finite-
dimensional submanifold A at the boundary without additional assumptions.
In order to formulate such an assumption, we consider a M-polyfold X which
is required to be tame. Thus, at every smooth point a ∈ X, the cone CaX
is a partial quadrant in the tangent space TaX, in view of Proposition 2.36,
and we can introduce the following definition.
Definition 4.16 (good position at a ∈ A). A smooth finite-dimensional
submanifold A of the tame M-polyfold X is in good position at the point
a ∈ A, if the finite-dimensional linear subspace TaA ⊂ TaX is in good position
to the partial quadrant CaX in TaX.
We also need the next definition.
Definition 4.17 (Tame submanifold). A smooth finite-dimensional sub-
manifold A ⊂ X of the M-polyfold X is called tame, if, equipped with its
induced M-polyfold structure, the M-polyfold A is tame.
The main result of the section is as follows.
Theorem 4.18. Let X be a tame M-polyfold and A ⊂ X a smooth finite-
dimensional submanifold of X. If A is at every point a ∈ A in good position,
then the induced M-polyfold structure on A is equivalent to the structure of
a smooth manifold with boundary with corners. In particular, the M-polyfold
A is tame.
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Proof. The result will be based on Proposition 4.2. We focus on a point a ∈
A. Then a is a smooth point, and we find a sc-smooth tame chart ϕ : (V, a) 7→
(O, 0), where ϕ is a sc-diffeomorphism from the open neighborhood V ⊂ X of
a onto the retract O satisfying ϕ(a) = 0. The retract (O,C,E) is a tame local
model. By assumption, TaA is in good position to the partial quadrant CaX
in TaX and there is a good complement Y
′ ⊂ TaX, so that TaX = TaA⊕Y ′.
Therefore, the tangent space T0O = Tϕ(a)(TaX) has the sc-splitting
T0O = N ⊕ Y,
in which N = Tϕ(a)(TaA) and Y = Tϕ(a)Y
′. Since (O,C,E) is tame,
the tangent space T0O has a sc-complement Z contained in C, in view of
Proposition 2.35. Hence
E = T0O ⊕ Z = N ⊕ Y ⊕ Z.
Lemma 4.19. The finite-dimensional subspace N = Tϕ(a)(TaA) is in good
position to C and Y ⊕ Z is a good complement in E.
Proof of Lemma 4.19. By assumption, N is in good position to C0 =
T0O ∩ C = Tϕ(a)(CaX) ⊂ T0O, with the good complement Y . Hence there
exists γ > 0 such that for (n, y) ∈ N ⊕ Y satisfying |y|0 ≤ γ|n|0 we have
n ∈ C0 if and only if n+y ∈ C0. Take the norm |(y, z)|0 = |y|0 +|z|0 on Y ⊕Z
and consider (n, y, z) satisfying |(y, z)|0 ≤ γ|n|0, and note that n ∈ C if and
only if n ∈ C0. If n ∈ C0, we conclude from |(y, z)|0 ≤ γ|n|0 that n+ y ∈ C0
which implies n + y ∈ C. Since z ∈ C, we conclude that n + y + z ∈ C.
Conversely, we assume that n+ y + z ∈ C satisfies |(y, z)|0 ≤ γ|n|0. Then it
follows from z ∈ Z ⊂ C that n + y ∈ C and hence n + y ∈ C0 = T0O ∩ C.
From |y|0 ≤ γ|n|0 we deduce that n ∈ C0 and hence n ∈ C. Having verified
that N is in good position to C and Y ⊕Z is a good complement, the proof
of lemma is complete. 
Continuing with the proof of Theorem 4.18, we recall that (O,C,E) is
a tame retract. Hence there exists a relatively open subset U ⊂ C and a
sc-smooth tame retraction r : U → U onto O = r(U). Since A ⊂ X is a
finite-dimensional smooth submanifold of X, we find an open neighborhood
V ⊂ X of a and a sc+-retraction s : V → V onto s(V ) = A ∩ V . Taking V
and U small, we may assume that V = ϕ−1(O). Then, defining t : U → U by
t(u) = ϕ ◦ s ◦ ϕ−1 ◦ r(u),
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we compute, using r ◦ ϕ = ϕ and s ◦ s = s,
t ◦ t = ϕ ◦ s ◦ ϕ−1 ◦ r ◦ ϕ ◦ s ◦ ϕ−1 ◦ r
= ϕ ◦ s ◦ ϕ−1 ◦ ϕ ◦ s ◦ ϕ−1 ◦ r
= ϕ ◦ s ◦ s ◦ ϕ−1 ◦ r
= ϕ ◦ s ◦ ϕ−1 ◦ r
= t.
We see that t is a retraction. Moreover, it is a sc+-retraction since s is a sc+-
retraction. It retracts onto t(U) = ϕ(A∩V ) andDt(0)E = Tϕ(a)Ts(a)(TaX) =
Tϕ(a)TaA = N . Therefore, Q := t(U) ⊂ O is a sc+-retract and T0Q = N is
in good position to C, by Lemma 4.19.
Now we can apply Proposition 4.9 and conclude that that there are open
neighborhoods V1 of 0 in Q and V0 of 0 in C ∩ N such that p = Dt(0) is a
sc-diffeomorphism
p : V1 → V0.
In view of Proposition 3.22, C ∩ N is a partial quadrant in N , so that
(V0, C ∩N,N) is a local model which is tame since V0 ⊂ C ∩N is open.
Defining the open neighborhood V (a) = ϕ−1(V0) ∩ A of a in A, the map
p ◦ ϕ : V (a)→ V0
is a sc-diffeomorphism defining a sc-smooth tame chart on the M-polyfold A.
The collection of all these charts defines a sc-smoothly compatible structure
of a smooth manifold with boundary with corners. Moreover, the M-polyfold
A is tame. The proof of Theorem 4.18 is complete.

Remark 4.20. If A is in good position at a, then there exists and open neigh-
borhood V (a) ⊂ X, so that A is in good position for all b ∈ V (a) ∩ A. In
order to see this we observe that Theorem 4.9 defines a chart from the sole
knowledge that we are in good position at 0. Since the tangent spaces of A
move only slowly, Lemma 3.55 implies that we are in good position at the
nearby points as well.
Definition 4.21 (General position). Let A ⊂ X be a smooth finite-
dimensional submanifold of the M-polyfold X. Then A is in general posi-
tion at the point a ∈ A, if TaA has in TaX a sc-complement contained in
the reduced tangent space TRa X as defined in Definition 2.38.
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We end this subsection with a local result.
Theorem 4.22 (Local structure of smooth submanifolds). Let A be
a smooth submanifold of the tame M-polyfold X. We assume that A is in
general position at the point x ∈ A, assuming that TxA has in TxX a sc-
complement contained in TRx X. Then there exists an open neighborhood U ⊂
X on which the following holds.
(1) There are precisely d = dX(x) many local faces F1, . . . ,Fd contained in
U .
(2) dX(a) = dA(a) for a ∈ A ∩ U .
(3) If a ∈ A∩U , then the tangent space TaA has in TaX a sc-complement
contained in TRa X.
(4) If σ ⊂ {1, . . . , d}, then the intersection Fσ :=
⋂
i∈σ Fi of local faces is
a tame M-polyfold and A∩Fσ is a tame smooth submanifold of Fσ. At
every point a ∈ (A∩U)∩Fσ, the tangent space Ta(A∩Fσ) has in TaFσ
a sc-complement contained in TRa Fσ.
Proof. The result is local and, going into a tame M-polyfold chart of X
around the point x, we may assume that X = O and x = 0 ∈ O, where O
belongs to the tame retract (O,C,E) in which C = [0,∞)n⊕W , n = dO(0),
is a partial quadrant in the sc-Banach space E = Rn⊕W . Moreover, A ⊂ O
is a smooth submanifold of O. We recall that the faces of C are the subsets
of E, defined by
Fi = {(a1, . . . , an, w) ∈ E | ai = 0 and aj ≥ 0 for j 6= i and w ∈ W}.
For a subset σ ⊂ {1, . . . , n} we introduce Fσ =
⋂
i∈σ Fi. Then the M-polyfold
O has the faces Fi = O ∩ Fi and we abbreviate the intersection by Fσ :=
O ∩ Fσ.
By Definition 2.27, TR0 O = T0O ∩ ({0} ⊕W ), in our local coordinates.
By assumption of the theorem, the tangent space T0A ⊂ T0O has in T0O a
sc-complement A˜ ⊂ TR0 O, so that T0O = T0A⊕ A˜. In view of the definition
of tame, the tangent space T0O has in E a sc-complement Z ⊂ {0} ⊕W .
Hence E = T0O ⊕ Z = ToA ⊕ A˜ ⊕ Z and it follows that T0A has in E a
sc-complement Y contained in W = {0} ⊕W ,
E = T0A⊕ Y, Y ⊂ W.
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We denote by N ⊂ TaA a sc-complement of T0A ∩W in T0A,
T0A = N ⊕ (T0A ∩W ).
From E ∩W = W = (T0A∩W )⊕ (Y ∩W ) = (T0A∩W )⊕ Y , we obtain
E = T0A⊕ Y = N ⊕ (T0A ∩W )⊕ Y = N ⊕W.
Using Y ⊂ W ⊂ C, we deduce
C = (C ∩N)⊕W
and
C = (T0A ∩ C)⊕ Y.
Therefore, the projection Rn ⊕ W → Rn induces an isomorphism from N
to Rn and from C ∩N onto [0,∞)n. Moreover, the tangent space T0A is in
good position to C, and Y is a good complement. Hence T0A∩C is a partial
quadrant of T0A by Proposition 3.22.
As proved in Proposition 4.9 the smooth submanifold A ⊂ O is repre-
sented local as the graph
A = {v + δ(v) | v ∈ V }
of a sc-smooth map δ : V → Y defined on an open neighborhood V of 0 in
the partial quadrant T0A∩C of T0A satisfying δ(0) = 0 and Dδ(0) = 0. The
projection
p : A→ (T0A ∩ C) ∩ V,
defined by p(v + δ(v)) = v, is a sc-diffeomorphism from the M-polyfold A
and we conclude, by Proposition 2.24, that
dA(a) = dT0A∩C(p(a))
for all a ∈ A ∩ U .
The points in T0A∩C are represented by (n,m) ∈ (N ∩C)⊕ (T0A∩W )
so that the points a ∈ A are represented by
a = ((n,m), δ(n,m)).
Introducing
(T0A)σ := T0A ∩ T0Fσ = {(n,m) ∈ T0A |ni = 0 for i ∈ σ},
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the diffeomorphism p : A → V ⊂ T0A ∩ C, maps the intersection of faces
A ∩Fσ to (T0A)σ ∩C. In particular, if p(a) ∈ (T0A)σ ∩C, then a ∈ A ∩Fσ.
This implies that
dT0A∩C(p(a)) = dC(a).
In view of proposition 2.36, dC(a) = dO(a), and we have verified for a ∈ A∩U
that dA(a) = dO(a) as claimed in the statement (2) of the theorem.
In order to prove the statement (3) we choose a ∈ A∩U . Then a = v+δ(v)
with v ∈ T0A ∩ C. The tangent space TaA is the image of the linear map
α : h 7→ h+Dδ(v)h, h ∈ T0A. If a = 0, then T0A+W = E and we conclude,
by means of the particular form of the map α, that also TaA + W = E for
all a ∈ A ∩ U . Intersecting with TaO and using TaA ⊂ TaO leads to
TaO = TaA+ (W ∩ TaO)
= TaA+ T
R
a O,
implying that TaA has in TaO a sc-complement which is contained in T
R
a O.
This proves the statement (3) of the theorem.
As for the last statement we observe that, in view of the arguments in
the proof of Proposition 2.43, the sets Fσ are tame M-polyfolds. Moreover,
A ∩ Fσ are smooth submanifolds of Fσ. The previous arguments, but now
applied to A ∩ Fσ conclude the proof of Theorem 4.22

4.3 Families and an Application of Sard’s Theorem
If X is a tame M-polyfold we introduce the family
Z := Rm ⊕X = {(λ, x) |λ ∈ Rm, x ∈ X}.
The family Rm ⊕X has a natural tame M-polyfold structure defined by the
product of the corresponding charts and we denote by
P : Rm ⊕X → Rm, P (λ, x) = λ
the sc-smooth projection.
Using Theorem 4.22 and Sard’s theorem we are going to establish the
following result.
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Theorem 4.23. Let A ⊂ Z be a smooth submanifold of the tame M-polyfold
Z. We assume that the induced M-polyfold structure is tame and the closure
of A is compact. Denoting by p := P |A : A → Rm the restriction of P to A
we assume, in addition, that there exists ε > 0 such that the following holds.
(1) For every λ ∈ Rm satisfying |λ| ≤ ε, the set p−1(λ) ⊂ A is compact
and non-empty.
(2) For z ∈ A there exists a sc-complement TzA in TzZ which is contained
in TRz Z.
Then there exists a set of full measure Σ ⊂ {λ ∈ Rm | |λ| < ε} of regular
values of p, having full measure in Bm(ε) such that for λ ∈ Σ, the set
Aλ := {x ∈ X | (λ, x) ∈ A}
is a smooth compact manifold with boundary with corners, having the ad-
ditional property that the tangent space TxAλ at x ∈ Aλ has in TxX a sc-
complement contained in TRx X.
Remark 4.24. By Proposition 2.36, the codimension of TRx X is equal to
dX(x). Therefore, if λ ∈ Σ, then the point x ∈ Aλ can only belong to a
corner if dX(x) ≤ dim(Aλ). For example, zero-dimensional manifolds Aλ
have to lie in X \ ∂X, one-dimensional Aλ can only hit the dX = 1 part of
the boundary, etc.
Proof. Fixing a point z ∈ A there exists, in view of Theorem 4.22 and open
neighborhood U(z) ⊂ Z of z in Z such that there are precisely d = dX(z)
local faces F1, . . . ,Fd in Z ∩ U . Moreover, for all subsets σ ⊂ {1, 2, . . . , d},
the intersection of A with Fσ =
⋂
i∈σ Fi is a tame smooth submanifold in
Fσ of dimension dimA−#σ. Moreover, the tangent space Tz(A∩Fσ) has a
sc-complement in TzFσ which is contained in TRz Fσ.
We cover the set {z ∈ A | |p(z)| ≤ ε} with the finitely many such neigh-
borhoods U(z1), . . . , U(zk) and first study the geometry of the problem in one
of these neighborhoods U(zi) which, for simplicity of notation, we denote by
U(z).
If σ ⊂ {1, . . . , d} and Fδ the associated intersection of local faces, we
denote by F◦σ the interior of Fσ, i.e., the set Fσ with its boundary removed.
The union of all F◦σ is equal to U(z). Here we use the convention that
for the empty subset of {1, . . . , d}, the empty intersection is equal to U(z)
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from which the boundary is removed. We note that F◦{1,...,d} is a M-polyfold
without boundary. By Theorem 4.23, the intersection A ∩ F◦σ is a smooth
manifold without boundary having dimension dim(A)−#σ.
With a subset σ we associate the smooth projection
pσ : A ∩ F◦σ → Rm, pσ(λ, x) = λ.
Using Sard’s theorem we find a subset Σσ ⊂ Bm(ε) of regular values of pσ
having full measure. The intersection
Σ =
⋂
σ⊂{1,...,d}
Σσ
has full measure in Bm(ε) and consists of regular values for all the maps in
(1).
Now we fix λ ∈ Σ. Then the preimage p−1(λ) ⊂ A has the form {λ}×Aλ
and, by construction,
p−1σ (λ) = ({λ} × Aλ) ∩ F◦σ ,
which is a smooth submanifold of A ∩ F◦σ . Moreover, the tangent space
Tz′(A ∩ F◦σ) at the point z′ = (λ, x) ∈ A ∩ F◦σ is equal to
Tz′(A ∩ F◦σ) = Tz′
(
({λ} × Aλ) ∩ F◦σ
)⊕ ξz′
where the linearized projection
Tpσ(z
′) : Tz′(A ∩ F◦σ)→ Tp(z′)Rm
maps ξz′ isomorphically onto Rm.
From our discussion we conclude, in view of the assumption (2) of the
theorem, for z′ = (λ, x) ∈ U(z) that the tangent space Tz′({λ} × Aλ) has a
sc-complement in TRz′X. Consequently, Aλ ∩ U(z) is a smooth submanifold
of X in general position.
The argument above applies to every z1, . . . , zk. Hence for every zi there
exists a subset Σzi ⊂ Bm(ε) of full measure consisting of regular values. The
subset Σ̂,
Σ̂ =
k⋂
i=1
Σzi ⊂ Bm(ε),
has full measure and it follows, for every λ ∈ Σ̂, that Aλ ⊂ X is a smooth
compact submanifold of the M-polyfold X which, moreover, is in general
position.

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4.4 Sc-Differential Forms
Following [23] we start with the definition.
Definition 4.25. Let X be a M-polyfold and TX → X its tangent bundle.
A sc-differential k-form ω is a sc-smooth map
ω :
⊕
k
TX → R
which is linear in each argument and skew-symmetric. The vector space of
sc-differential k-forms on X is denoted by Ωk(X).
By means of the inclusion maps X i → X the sc-differential k-form ω on
X pulls back to a sc-differential k-form on X i, defining this way the directed
system
Ωk(X)→ . . .→ Ωk(X i)→ Ωk(X i+1 → . . .
We denote the direct limit of the system by Ω∗∞(X) and introduce the set
Ω∗∞(X) of sc-differential form on X∞ by
Ω∗∞(X) =
⊕
k
Ωk∞(X).
Next we define the exterior differential. For this we use the Lie bracket
of vector fields which has to be generalized to our context. As shown in [23]
Proposition 4.4, the following holds.
Proposition 4.26. Let X be a M-polyfold and given two sc-smooth vector
fields A and B on X one can define the Lie-bracket by the usual formula which
defines a sc-smooth vector field [A,B] on X1, that is, [A,B] is a section of
the tangent bundle T (X1)→ X2.
In order to define the exterior derivative
d : Ωk(X i+1)→ Ωk+1(X i),
we take s sc-differential k-form and (k+1) sc-smooth vector fieldsA0, A1, . . . , Ak
on X and define (k + 1)-form dω on X by the following familiar formula
dω(A0, A1, . . . , Ak) =
k∑
i=0
(−1)iD(ω(A0, . . . , Âi, . . . , Ak) · Ai
+
∑
i<j
(−1)i+jω([Ai, Aj], A0, . . . , Âi, . . . , Âj, . . . , Ak).
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The exterior derivative d commutes with the inclusion map X i+1 → X i
occurring in the directed system, and consequently induces a map
d : Ω∗∞(X)→ Ω∗∞(X)
having the property d2 = 0. The pair (Ω∗∞(X), d) is a graded differential
algebra which we call the de Rham complex of the M-polyfold X.
Definition 4.27. The sc-de Rham cohomology of the M-polyfold X is de-
fined as H∗sc(X) := ker(d)/im(d).
There is also a relative version. If X is a tame M-polyfold the inclusion
map ∂X → X restricted to local faces is sc-smooth. Local faces are naturally
tame M-polyfolds and the same is true for the intersection of local faces.
Therefore it makes sense to talk about differential forms on ∂X and ∂X i.
We define the differential algebra Ω∗∞(X, ∂X) by
Ω∗∞(X, ∂X) := Ω
∗
∞(X)⊕ Ω∗−1∞ (∂X)
with differential
d(ω, τ) = (dω, j∗ω − dτ)
where j : ∂X → X is the inclusion. One easily verifies that d ◦ d = 0 and we
denote the associated cohomology by H∗dR(X, ∂X).
Clearly, a sc-differential k-form ω ∈ Ω∗∞(X) induces a classical smooth
differential form on a smooth finite-dimensional submanifold N of the M-
polyfold X. The following version of Stokes’ theorem holds true.
Theorem 4.28. Let X be a M-polyfold and let N be an oriented smooth
n-dimensional compact tame submanifold of X whose boundary ∂N , a union
of smooth faces F , is equipped with the induced orientation. If ω is a sc-
differential (n− 1)-form on X, then∫
M
dω =
∑
F
∫
F
ω.
Here, the submanifold N is not assumed to be face structured.
The sc-smooth map f : X → Y between two M-polyfolds induces the
map f ∗ : Ω∗∞(Y ) → Ω∗∞(X) in the usual way. There is also a version of the
Poincare´ Lemma, formulated and proved in [23]. The general the theory of
sc-differential forms on M-polyfolds can be worked out as for the classical
smooth manifolds. We leave it to the reader to carry out the details.
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5 The Fredholm Package for M-Polyfolds
Chapter 5 is devoted to compactness properties of sc-Fredholm sections, to
their perturbation theory, and to the transversality theory.
5.1 Auxiliary Norms
Recalling Section 2.5, we consider the strong bundle
P : Y → X
over the tame M-polyfold X. The subset Y0,1 of biregularity (0, 1) is a
topological space and the map P : Y0,1 → X is continuous. The fibers
Yx := P
−1(x) have the structure of Banach spaces.
We first introduce the notion of an auxiliary norm. This concept allows
us to quantify the size of admissible perturbations in the transversality and
perturbation theory. We point out that our definition is more general than
the earlier one given in [21], but it works just as well.
Definition 5.1. An auxiliary norm is a continuous map N : Y0,1 → R,
which has the following properties.
(1) The restriction of N to a fiber is a complete norm.
(2) If (wk) is a sequence in Y0,1 such that P (wk)→ x in X and N(wk)→ 0,
then wk → 0x in Y0,1.
Any two auxiliary norms are locally compatible according to the later
Proposition 5.3, which is an immediate corollary of the following local com-
parison result.
Lemma 5.2. Let P : Y → X be a strong bundle over the M-polyfold X, and
let N : Y0,1 → R be a continuous map which fiber-wise is a complete norm.
Then the following statements are equivalent.
(i) N is an auxiliary norm.
(ii) For every x ∈ X there exists, for a suitable open neighborhood V of
x, a strong bundle isomorphism Φ: Y |V → K whose underlying sc-
diffeomorphism ϕ : V → O maps x to a point o ∈ O, and constants
0 < c < C such that for all w ∈ P−1(V ),
c ·N(w) ≤ |h|1 ≤ C ·N(w),
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where Φ(w) = (p, h).
Proof. Assume that (i) holds. We fix x ∈ X and choose for a suitable open
neighborhood V = V (x) ⊂ X a strong bundle isomorphism Φ: Y |V → K,
where K → O is a local strong bundle and K ⊂ V / F ⊂ C / F ⊂ E / F
is the retract K = R(V / F ). Define q ∈ O by (q, 0) = Φ(0x). An open
neighborhood of 0x ∈ Y0,1 consists of all w ∈ Y0,1 for which the set of all
(p, h) = Φ(w) belongs to some open neighborhood of (q, 0) in K0,1. In view
of the continuity of the function N : Y0,1 → R there exists ε > 0 such that
N(y) < 1 for all y ∈ Φ−1(p, h) satisfying |p − q|0 + |h|1 < ε. In particular,
|p−q|0 < ε/2 and |h|1 = ε/2 imply N(w) ≤ 1. Using that N(λw) = |λ|N(w)
and similarly for the norm |·|1, we infer for y close enough to x, P (w) = y,
and Φ(w) = (p, h), that
N(w) ≤ 2
ε
· |h|1.
On the other hand, assume there is no constant c > 0 such that
c · |h|1 ≤ N(w)
for (p, h) = Φ(w) and p close to q. Then we find sequences yk → x and
(wk) satisfying P (wk) = yk and |hk|1 = 1 such that N(wk) → 0. Since N
is an auxiliary norm, we conclude that wk → 0x in Y0,1 which implies the
convergence Φ(wk) = (qk, hk)→ (q, 0), contradicting |hk|1 = 1. At this point
we have proved that, given an auxiliary norm N , there exist for every x ∈ X
constants 0 < c < C <∞ depending on x such that
c ·N(w) ≤ |h|1 ≤ C ·N(w)
for all w ∈ Y0,1 for which P (w) is close to x and (p, h) = Φ(w), for a suitable
strong bundle isomorphism Φ to a local strong bundle model. Hence (i)
implies (ii).
The other direction of the proof is obvious: since N is continuous and
fiber-wise a complete norm we see that the property (1) in the definition of
an auxiliary norm holds. The estimate in the statement of the lemma implies
that also property (2) holds.

As a corollary of the lemma we immediately obtain the following propo-
sition.
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Proposition 5.3. Let P : Y → X be a strong bundle. Then there exists an
auxiliary norm N . Given two auxiliary norms N0 and N1, then there exists
a continuous function f : X → (0,∞) such that for all w ∈ P−1(x) ⊂ Y0,1,
f(x) ·N0(h) ≤ N1(h) ≤ 1
f(x)
·N0(h).
Proof. The existence follows from a (continuous) partition of unity argument
using the paracompactness of X, pulling back by strong bundle maps the
standard norm |·|1 to the fibers of the strong bundles. The local compatibility
implies the existence of f . 
5.2 Compactness Results
There are several different kinds of compactness requirements on a sc-smooth
section which are useful in practice. It will turn out that they are all equiv-
alent for sc-Fredholm sections. We note that compactness is a notion on the
0-level of X.
Definition 5.4. Let f be a sc-smooth section of a strong bundle P : Y → X.
(1) We say that f has a compact solution set if f−1(0) = {x ∈ X | f(x) =
0} is compact in X (on level 0).
(2) The section f is called weakly proper if it has a compact solution set
and if for every auxiliary norm N there exists an open neighborhood
U of f−1(0) such that for every sc+-section s having support in U and
satisfying N(s(y)) ≤ 1 for all y, the solution set
{x ∈ X | f(x) = s(x)}
is compact in X.
(3) The section f is called proper if f has a compact solution set and if
for every auxiliary norm N there exists an open neighborhood U of
f−1(0) such that the closure in X0 of the set {x ∈ U |N(f(x)) ≤ 1} is
compact.
In point (3) we adopt the convention that if f(x) does not have bi-
regularity (0, 1), then N(f(x)) = ∞. Obviously proper implies weakly
proper, which in turn implies compactness.
proper =⇒ weakly proper =⇒ compact solution set.
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In general, for a sc-smooth section f , these notions are not equivalent.
The basic result that all previous compactness notions coincide for a sc-
Fredholm section is given by the following theorem.
Theorem 5.5. Assume that P : Y → X is a strong M-polyfold bundle over
the tame X and f a sc-Fredholm section. If f has a compact solution set,
then f is proper. In particular, for a sc-Fredholm section the properties of
being proper, or being weakly proper, or having a compact solution set are
equivalent.
The proof is postponed to Appendix 5.4.1.
There are several other useful considerations. The first is the following
consequence of the local Theorem 3.40.
Theorem 5.6 (Local Compactness). Assume that P : Y → X is strong
bundle over the M-polyfold X and f a sc-Fredholm section. Then for a given
solution x ∈ X of f(x) = 0 there exists a nested sequence of open neighbor-
hoods U(i) of x on level zero, say
x ∈ U(i+ 1) ⊂ U(i) ⊂ X0, i ≥ 0,
such that, for all i ≥ 0, clX0({y ∈ U(i) | f(y) = 0}) is a compact subset of
Xi.
The next result shows that compactness, a notion on the 0-level, also
implies compactness on higher levels.
Theorem 5.7. Assume that P : Y → X is a strong bundle over the tame
M-polyfold X and f is a sc-Fredholm section with compact solution set S =
{x ∈ X | f(x) = 0} in X0. Then S is a compact subset of X∞.
Proof. By assumption S is compact in X0. Since f is regularizing, S ⊂ X∞.
As was previously shown X∞ is a metric space. Hence we can argue with
sequences. Take a sequence (xk) ⊂ S. We have to show that it has a
convergent subsequence in X∞. After perhaps taking a subsequence we may
assume that xk → x ∈ S in X0. From Theorem 5.6 we conclude that xk → x
on every level i. This implies the convergence xk → x in X∞. 
We recall that a sc-smooth section f of the strong bundle Y → X de-
fines, by raising the index, a sc-smooth section f i of Y i → X i. In view of
the previous theorem we conclude that a sc-Fredholm section with compact
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solution set produces a sc-Fredholm section f i with compact solution set.
Note that it is a priori clear that f i is sc-Fredholm. Hence we obtain the
following corollary.
Corollary 5.8. Let f be a sc-Fredholm section of the strong bundle P : Y →
X over the tame M-polyfold X and suppose that the solution set f−1(0) is
compact. Then f i is a sc-Fredholm section of P i : Y i → X i with compact
solution set.
5.3 Perturbation Theory and Transversality
Let us start with the case that P : Y → X is a tame strong M-polyfold
bundle. We shall study for a given sc-Fredholm section f the perturbed
section f + s, where s ∈ Γ+(P ).
We need a supply of sc+-sections which we can only guarantee if we
have enough sc-smooth bump functions (this is a weaker requirement than
having sc-smooth partitions of unity. See Appendix 5.4.2 for a more detailed
discussion.) This is, for example, the case if X is built on sc-Hilbert spaces.
Definition 5.9. The M-polyfold X admits sc-smooth bump functions if
for every x ∈ X and every open neighborhood U(x) there exists a sc-smooth
map f : X → R satisfying f 6= 0 and supp(f) ⊂ U(x).
In Section 5.4.2 (Proposition 5.30) the following useful statement is proved.
Proposition 5.10. If the M-polyfold X admits sc-smooth bump functions
then for every x ∈ X and every open neighborhood U(x) there exists a sc-
smooth function f : X → [0, 1] satisfying f(x) = 1 and supp(f) ⊂ U(x). One
can even achieve that f(y) = 1 for all y close to x.
We start with an existence result.
Lemma 5.11 (Existence of sc+-sections). We assume that P : Y → X
is a tame strong bundle over the tame M-polyfold X which admits sc-smooth
bump functions. Let N be an auxiliary norm for P . Then for every smooth
point x ∈ X, every smooth point e in the fiber Yx = P−1(x), and every ε > 0
there exists, for a given open neighborhood U of x, a sc+-section s ∈ Γ+(P )
satisfying s(x) = e, supp(s) ⊂ U , and N(s(x)) < N(e) + ε.
The proof is an adaption of the proof in [21].
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Proof. Since X is metrizable, it is a normal space. We choose an open
neighborhood Q of x so that W |Q is strong bundle isomorphic to the tame
local bundle p : K → O mapping x into 0 ∈ O. We find an open neighborhood
Q′ of x whose closure in X is contained in Q. If we construct s ∈ Γ+(W |Q)
with support in Q′ we can extend it by 0 to X. It suffices to construct
a section s suitably in local coordinates. Hence we work in K → O and
choose a smooth point e ∈ p−1(0). The open set Q′ corresponds to an open
neighborhood O′ of 0 contained in O. We write e = (0, e˜). Let N : K → R be
the auxiliary norm. Using the local strong bundle retraction R, we define the
sc+-section t : O → K by t(y) = R(y, e˜), so that t(0) = (0, e˜) = e. If ε > 0
there exists δ > 0 such that N(t(y)) < N(t(0)) + ε = N(e) + ε for y ∈ O and
|y|0 < δ. Using Proposition 5.30, we find a sc-smooth function β : O → [0, 1]
satisfying β(0) = 1 and having support in O′ ∩ {y ∈ O | |y|0 < ε}. The
sc+-sections s(y) = β(y)t(y) of K → O has the required properties. 
Next we discuss a perturbation and transversality result in the case that
the M-polyfold does not have a boundary. Our usual notation will be P : Y →
X for the strong bundle. In case we have an auxiliary norm N and an open
subset U of X we denote by Γ+,1U (P ) the space of all s ∈ Γ+(P ) satisfying
supp(s) ⊂ U and N(s(x)) ≤ 1 for all x ∈ X. In our applications U is the
open neighborhood of the compact solution set of a sc-Fredholm section f .
We shall refer to Γ+,1U (P ) as the space of allowable sc
+-sections. The space
Γ+,1U (P ) becomes a metric space with respect to the uniform distance defined
by
ρ(s, s′) = sup
x∈X
{N(s(x)− s′(x)) |x ∈ X}.
The metric space (Γ+,1U (P ), ρ) is not complete.
Remark 5.12. We note however that if a section s belongs to the completion
of Γ+,1U (P ), then the solution set of f(x) + s(x) = 0 is still compact provided
f has a compact solution set and U is an open neighborhood adapted to
the auxiliary norm N , in the sense that N(f(x)) ≤ 1 for x ∈ U , has the
properties stipulated in the properness result.
Theorem 5.13 (Perturbation and Transversality: interior case). Let
P : Y → X be a strong bundle over the M-polyfold X satisfying ∂X = ∅, and
assume that X admits sc-smooth bump functions. Let f be a sc-Fredholm
section with a compact solution set and N an auxiliary norm. Then there
exists an open neighborhood U of the solution set S = {x ∈ X | f(x) = 0}
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such that for sections s ∈ Γ+(P ) having the property that supp(s) ⊂ U and
N(f(x)) ≤ 1 for all x ∈ X, the solution set Sf+s = {x ∈ X | f(x)+s(x) = 0}
is compact. Moreover, there exists a dense subset O of the metric space
(Γ+,1U (P ), ρ) such that for every s ∈ O the solution set Sf+s has the property
that (f+s)′(x) : TxX → Yx is surjective for all x ∈ Sf+s, i.e. for all x ∈ Sf+s
the germ (f, x) is in good position. In particular, Sf+s is a M-subpolyfold
whose induced structure is equivalent to the structure of a compact smooth
manifold without boundary.
One can follow the proof of Theorem 5.21 in [21]. In [21] we still worked
with splicing cores. For the convenience of the reader we therefore sketch the
proof, the details can be filled in using the arguments from [21].
Remark 5.14. In [21] we assume that the fibers of the strong bundle are
separable sc-Hilbert spaces. This is in fact not needed due to an improved
treatment of the compactness in the present text. Also, originally an auxiliary
norm had to satisfy more properties involving weak convergence, which, again
due to the improved compactness results, is not needed. The strategies of
the proofs in this more general context are the same.
Definition 5.15. The sc-Fredholm section g of the strong M-polyfold bundle
P : Y → X is called transversal to the zero-section if, at every point x
satisfying g(x) = 0, the linearization g′(x) : TxX → Yx is surjective.
Proof of Theorem 5.13. We choose s′0 in Γ
+,1
U (P ) and for given ε > 0 we find
δ < 1 such that
|s′0(x)− δs′0(x)|1 ≤ ε/2 for all x ∈ X.
Define s0 = δs
′
0. Consider the solution set Sf+s0 which we know is compact.
For every x ∈ Sf+s0 ⊂ X∞ we find finitely many allowable sc+-sections
sx1 , . . . , s
kx
x Γ
+,1
U (P ) such that the range of (f + s0)
′(x) together with the
sections sxj span Yx. Then, abbreviating λ = (λ1, . . . , λkx), the map
Rkx ⊕X → W, (λ, y)→ f(y) + s0(y) +
kx∑
j=1
λj · sjx(y)
is a sc-Fredholm section of the obvious pull-back bundle, in view of the
theorem about parameterized perturbations, Theorem 3.18. We also note
that the linearization at the point (0, x) is surjective. In view of the the
175
interior case of the implicit function theorem, Theorem 3.19, there exists
an open neighborhood U(x) ⊂ X of x such that for every (0, y) with y ∈
U(x)∩Sf+s0 the linearization of the above section is surjective. We can carry
out the above construction for every x ∈ Sf+s0 , and obtain an open covering
(U(x))x∈Sf+s0 of Sf+s0 . Hence we find a finite open cover (U(xi))i=1,...,p. For
every i we have sections sjxi , 1 ≤ j ≤ kxi . For simplicity of notation, we list
all of them as t1, . . . , tm. Then, by construction, the section
Rm ⊕X → W, (λ, y) 7→ f(y) + s0(y) +
m∑
j=1
λj · tj(y)
is sc-Fredholm, and its linearization at every point (0, x) with x ∈ Sf+s0 is
surjective. There is a number δ0 > 0 such that |λ| < δ0 implies N(
∑m
j=1 λj ·
tj(y)) < ε/2. By the implicit function theorem we find an open neighborhood
U ⊂ {λ ∈ Rm | |λ| < δ0} ⊕X of {0} × Sf+s0 such that the section
F : U → Y, F (λ, y) = f(y) + s(λ, y) := f(y) + s0(y) +
m∑
j=1
λj · tj(y)
has a surjective linearization at every solution (λ, y) ∈ U of the equation
F (λ, y) = 0. Moreover, S˜ := F−1(0) is a smooth manifold containing {0} ⊕
Sf+s0 . Taking a regular value λ0 for the projection
S˜ → Rm, (λ, y) 7→ λ,
it is easily verified that f + s0 + s(λ0, ·) is transversal to the zero section,
see Theorem 5.21 in [21]. By construction, N(s(λ0, y)) ≤ ε/2 and N(s0(y) +
s(λ0, y)) ≤ 1− ε/2 for all y. This completes the proof of Theorem 5.13. 
Remark 5.16. In practice we need to homotope from one sc-Fredholm opera-
tor to the other. For example assume that f0 and f1 are sc-Fredholm sections
for P : Y → X, both transversal to the zero section and having compact solu-
tion sets. Suppose further that ft, t ∈ [0, 1], is an interpolating arc satisfying
the following. First of all, the section
[0, 1]×X → Y, (t, x)→ ft(x)
is sc-Fredholm and has a compact solution set. Now we can use the above
construction for a given auxiliary norm to find an open neighborhood U of the
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solution set and a small perturbation s supported in U satisfying s(t, ·) = 0
for t close to t = 0, 1 (we already have transversality at the boundaries) and
such that (t, x) 7→ ft(x) + s(t, x) is transversal to the zero-section. Then
the solution set is a compact smooth cobordism between the originally given
solution sets Sfi for i = 0, 1. Here we have to deal with the boundary
situation which, in this special case, is trivial. The reader will be able to
carry out this construction in more detail once we have finished our general
discussion of the boundary case.
The next result shows that under a generic perturbation we are able to
bring the solution set into a general position to the boundary and achieve
the transversality to the zero-section. The solution space is then a smooth
manifold with boundary with corners.
Definition 5.17 (General Position). Let P : Y → X is a strong bundle
over the M-polyfold X and let f be a sc-Fredholm section. We say that (f, x),
where f(x) = 0, is in general position if f ′(x) : TxX → Yx is surjective and
the kernel ker(f ′(x)) has a sc-complement contained in the reduced tangent
space TRx X.
The associated result is the following.
Theorem 5.18 (Perturbation and Transversality: general position).
We assume that P : Y → X is a strong bundle over the M-polyfold X which
admits sc-smooth bump functions. Let f be a sc-Fredholm section with com-
pact solution set and N an auxiliary norm. Then there exists an open neigh-
borhood U of the solution set S = {x ∈ X | f(x) = 0} such that for a section
s ∈ Γ+(P ) satisfying supp(s) ⊂ U and N(s(x)) ≤ 1 for all x ∈ X, the
solution set Sf+s = {x ∈ X | f(x) + s(x) = 0} is compact. Moreover, there
exists a dense subset O of the metric space (Γ+,1U (P ), ρ) such that, for every
s ∈ O, the solution set Sf+s has the property that for every x ∈ Sf+s, the
pair (f + s, x) is in general position. In particular, Sf+s is a sub-M-polyfold
whose induced structure is equivalent to the structure of a compact smooth
manifold with boundary with corners and dSf+s(x) = dX(x) for all x ∈ Sf+s.
We follow the ideas of the proof of Theorem 5.22 in [21].
Proof. By assumption, f has a compact solution set Sf . Given an auxiliary
norm we can find an open neighborhood U of Sf such that the solution set
Sf+s is compact for every section s ∈ Γ+,1U (P ).
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In order to prove the result we will choose s0 ∈ Γ+,1U (P ) and perturb
nearby by introducing suitable sc+-sections. We note that a good approxi-
mation of s0 ∈ Γ+,1U (P ) is δs0 where δ < 1 is close to 1 so that we have to find
a small perturbation of the latter. If we take s0 satisfying N(s0(y)) ≤ 1− ε
for all y ∈ X, there is no loss of generality assuming that s0 = 0 by replacing
f + s0 by f and N by cN for some large c. The general strategy already
appears in the proof of Theorem 5.13. Here the only complication is that we
would like to achieve additional properties of the perturbed problem. This
requires a more sophisticated set-up.
In the next step we choose enough sections in Γ+,1U (P ), say s1, . . . , sm such
that, near every (0, x) with x ∈ Sf , the section
F (λ, y) = f(y) +
m∑
i=1
λi · si(y)
has suitable properties. Namely, we require the following properties:
(i) F ′(0, x) : Rm ⊕ TxX → Yx is surjective.
(ii) ker(F ′(0, x)) is transversal to Rm ⊕ TRx X ⊂ Rm ⊕ TxX.
The strategy of the proof is the same as the strategy in the proof of
Theorem 5.13. We fix a point (0, x) with x ∈ Sf and observe that if we have
sc+-sections so that the properties (i)-(ii) hold at this specific (0, x), then
adding more sections, the properties (i)-(ii) will still hold. Furthermore, if for
a section the properties (i)-(ii) hold at the specific (0, x) , then they will also
hold at (0, y) for y ∈ Sf close to x, say for y ∈ U(x) ∩ Sf . As a consequence
we only have to find the desired sections for a specific x and then, noting that
the collection of neighborhoods (U(x)) is an open cover of Sf , we can choose
finitely many points x1, . . . , xp such that the neighborhoods U(x1), . . . , U(xp)
cover Sf . The collection of sections associated to these finitely many points
then possesses the desired properties. Therefore, it is enough to give the
argument at a general point (0, x) for x ∈ Sf . The way to achieve property
(i) at (0, x) is as in the proof of Theorem 5.13. We take enough sc+-sections
to obtain the surjectivity. We take a linear subspace L complementing TRx X
in TxX and add sections, which at x span the image f
′(x)L. At this point
the combined system of sections already satisfies (i) and (ii) and, taking the
finite union of all these sections, the desired properties at (0, x) hold. By the
previous discussion this completes the construction.
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Since Sf is compact and since, by construction, the section (F, (x, 0)) is
in general position at every point (0, x), we can apply the implicit function
theorem to the section
F (λ, y) = f(y) +
m∑
i=1
λi · si(y).
We deduce the existence of ε > 0 such that the set S˜ = {(λ, y) ∈ Rm ⊕
X | |λ| < 2ε and y ∈ X} is a smooth manifold with boundary with corners
containing {0}×Sf . In addition, the properties (i)-(ii) hold for all (λ, y) ∈ S˜
and not only for the points (0, x) ∈ {0} × Sf .
To be precise, S˜ ⊂ Rm ⊕ X is a smooth submanifold with boundary
with corners so that for every z = (λ, x) ∈ S˜ the tangent space TzS˜ has
a sc-complement in TRz (Rm ⊕ X). If p : S˜ → Rm is the projection, the
set p−1({λ | |λ| ≤ ε}) is compact. Hence we can apply Theorem 4.23 and
find, for a subset Σ of Bmε of full measure, that the subset Sλ = {x ∈
X | (λ, x) ∈ S˜} of X is a smooth submanifold with boundary with corners
having the property that every point is in general position, so that for every
point x ∈ Sλ and every parameter λ ∈ Σ, the tangent space TzSλ has a
sc-complement contained in TRx X.

The third result is concerned with a relative perturbation, which vanishes
at the boundary in case we already know that at the boundary we are in a
good position. If we have a sc-Fredholm germ (f, x) then a good position
requires f ′(x) to be surjective and the kernel to be in good position to the
cone CxX.
Such a germ would be in general position if we require in addition to the
surjectivity of f ′(x), that the kernel has a sc-complement in TRx X. Clearly
general position implies good position. In SFT, or more generally, in a Fred-
holm theory with operations we have a lot of algebraic structure combining
a possibly infinite family of Fredholm problems. In this case perturbations
should respect the algebraic structure and genericity in these cases might
mean genericity within the algebraic contraints. In some of these cases gen-
eral position is not achievable, but one can still achieve a good position. The
perturbations occurring in the context of a Fredholm theory with operations
are very often constructed inductively, so that at each step the problem is
already in good position at the boundary, but has to be extended to a generic
problem. The following theorem is a sample result along these lines.
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Theorem 5.19 (Perturbation and Transversality: good position).
Assume that P : Y → X is a strong bundle over the the tame M-polyfold
X which admits sc-smooth bump functions. Let f be a sc-Fredholm section
with compact solution set and N an auxiliary norm. Further, assume that, for
every x ∈ ∂X solving f(x) = 0, the pair (f, x) is in good position. Then there
exists an open neighborhood U of the solution set S = {x ∈ X | f(x) = 0} so
that, for every section s ∈ Γ+,1U (P ), the solution set Sf+s = {x ∈ X | f(x) +
s(x) = 0} is compact. Moreover, there exists an arbitrarily small section
s ∈ Γ+,1U (P ) satisfying s(x) = 0 near ∂X such that f + s is transversal to
the zero-section and for every x ∈ Sf+s the pair (f, x) is in good position. In
particular, Sf+s is a M-subpolyfold whose induced structure is equivalent to
the structure of a compact smooth manifold with boundary with corners.
Proof. By our previous compactness considerations there exists, for a given
auxiliary norm N , an open neighborhood U of Sf so that for s ∈ Γ+,1U (P )
the solution set Sf+s is compact. By the usual recipe already used in the
previous proofs we can find finitely many sections s1, . . . , sm in Γ
+,1
U (P ) which
are vanishing near ∂X so that for every x ∈ Sf the image R(f ′(x)) and the
si(x) span Yx. Of course, in the present construction we are allowed to have
sections which vanish near ∂X, since by assumption for x ∈ Sf ∩ ∂X we are
already in good position (which in fact implies that Sf is already a manifold
with boundary with corners near ∂X). Then we consider as before the section
(λ, x) 7→ f(x) +
m∑
i=1
λi · si(x),
and, for a generic value of λ, which we can take as small as we wish, we con-
clude that the associated section sλ =
∑m
i=1 λi · si has the desired properties.

The next result deals with a homotopy t 7→ ft of sc-Fredholm sections
during which also the bundle changes.
Definition 5.20 (Generalized compact homotopy). Consider two sc-
Fredholm sections fi of tame strong bundles Pi : Yi → Xi having compact
solution sets. We shall refer to (fi, Pi) as two compact sc-Fredholm prob-
lem. Then a generalized compact homotopy between the two com-
pact sc-Fredholm problems consists of a tame strong bundle P : Y → X
and a sc-Fredholm section f , where X comes with a sc-smooth surjective map
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t : X → [0, 1], so that the preimages Xt are tame M-polyfolds and ft = f |Xt
is a sc-Fredholm section of the bundle Y |Xt. Moreover, f has a compact
solution set and (f |Xi, P |Yi) = (fi, Pi) for i = 0, 1.
Remark 5.21. Instead of requiring (f |Xi, P |Yi) = (fi, Pi) for i = 0, 1 one
should better require that the problems are isomorphic and make this part
of the data. But in applications the isomorphisms are mostly clear, so that
we allow ourselves to be somewhat sloppy.
Theorem 5.22 (Morse-type structure). We assume that all occurring M-
polyfolds admit sc-smooth bump functions. Let f be a sc-Fredholm section of
the tame strong bundle P : Y → X which is a generalized compact homotopy
between the compact Fredholm problems (fi, Pi) for i = 0, 1, as in Definition
5.20. We assume that Pi : Yi → Xi are strong bundles over M-polyfolds Xi
having no boundaries, and that the Fredholm sections fi are already generic
in the sense that for all x ∈ Sfi the germ (fi, x) is in general position. We
assume further that ∂X = X0
∐
X1. Let N be an auxiliary norm on P . Then
there exists an open neighborhood U of the solution set Sf in X such that,
for all sections s ∈ Γ+,1U (P ), the solution set Sf+s is compact. Moreover,
there exists an arbitrarily small section s0 ∈ Γ+,1U (P ) which vanishes near
∂X, possessing the following properties.
(1) For every x ∈ Sf+s0, the germ (f + s0, x) is in general position.
(2) The smooth function t : Sf+s0 → [0, 1] has only Morse-type critical
points.
Proof. Applying the previous discussions we can achieve property (1) for a
suitable section s0. The idea then is to perturb f + s0 further to achieve
also property (2). Note that (1) is still true after a small perturbation.
Hence it suffices to assume that f already has the property that (f, x) is
in good position for all x solving f(x) = 0. The solution set S = {x ∈
X | f(x) = 0} is a compact manifold with smooth boundary components.
Moreover, d(t|S) has no critical points near ∂S in view of the assumption
that (fi, Xi) are already in general position. If we take a finite number
of sc+-sections s1, . . . , sm of P : Y → X, which vanish near ∂X and are
supported near S (depending on the auxiliary norm N), then the solution set
S˜ = {(λ, x) | f(x) +∑mi=1 λi · si(x) = 0, |λ| < ε} is a smooth manifold for ε is
small enough. Using the classical standard implicit function theorem, we find
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a family of smooth embeddings Φλ : S → S˜ having the property that Φ0(x) =
(0, x) and Φλ(S) = {λ}×Sλ, where Sλ = {y ∈ X | f(x)+
∑m
i=1 λi ·si(y) = 0}.
Our aim is to construct the above sections si in such a way that, in
addition, the map
(λ, y) 7→ d(t ◦ Φλ(y)) ∈ T ∗y S
is transversal at {0}×S to the zero section in cotangent bundle T ∗S. Then,
after having achieved this, the parameterized version of Sard’s theorem will
guarantee values of the parameter λ arbitrarily close to 0, for which the
smooth section
S 3 y 7→ d(t ◦ Φλ(y)) ∈ T ∗S
is transversal to the zero-section and hence the function y 7→ t◦Φλ(y) will be
a Morse function on S. Since Φλ : S → Sλ is a diffeomorphism, we conclude
that t|Sλ is a Morse-function. Having constructed this way the desired section
s0, the proof of the theorem will then be complete.
It remains to construct the desired family of sc+-sections s1, . . . , sm.
We fix a critical point x ∈ S of the function t|S → [0, 1], hence d(t|S)(x) =
0. Then TxS ⊂ ker(dt(x)). Since x is a smooth point, we find a one-
dimensional smooth linear sc-subspace Z ⊂ TxX such that
TxX = Z ⊕ ker(dt(x)).
The proof of the following trivial observation is left to the reader.
Lemma 5.23. For every element τ ∈ T ∗xS there exists a uniquely determined
sc-operator
bτ : TxS → Z
satisfying
dt(x) ◦ bτ = τ.
If a : TxS → ker(dt(x)) is a sc-operator, then
dt(x) ◦ (bτ + a) = τ.
Slightly more difficult is the next lemma.
Lemma 5.24. Assume that τ ∈ T ∗xS is given. Then there exists a sc+-section
s with sufficiently small support around x having the following properties.
(1) s(x) = 0.
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(2) f ′(x) ◦ bτ + (s′(x)|TxS) = 0.
We note that if a : TxS → TxS, then also property (2) holds with bτ replaced
by bτ + a, in view of TxS = ker(f
′(x)).
Proof. Since f is a sc-Fredholm section and f(x) = 0, the linearization
f ′(x) : TxX → Yx is surjective and the kernel is equal to TxS. Then f ′(x) ◦
bτ : TxS → Yx is a sc-operator, i.e., the image of any vector in TxS belongs to
Y∞. If this operator is the zero operator we can take s = 0. Otherwise the op-
erator has a one-dimensional image spanned by some smooth point e ∈ Yx.
We are done if we can construct a sc+-section s satisfying s(x) = 0, and
having support close to x, and s′(x)|TxS : TxS → Yx has a one-dimensional
image spanned by e, and ker(s′(0)|TxS) = ker(f ′(x) ◦ bτ ). Then a suitable
multiple of s does the job.
Denote by K ⊂ TxS the kernel of f ′(x) ◦ bτ and by L a complement of
K in TxS. Then L is one-dimensional. We work now in local coordinates
in order to construct s. We may assume that x = 0 and represent S near 0
as a graph over the tangent space TxS, say q 7→ q + δ(q) with δ(0) = 0 and
Dδ(0) = 0. Here δ : O(TxS, 0) → V , where V is a sc-complement of TxS in
the sc-Banach space E. The points in E in a neighborhood of 0 are of the
form
q + δ(q) + v,
where v ∈ V . We note that q + δ(q) ∈ O, where O is the local model for X
near 0. We split TxS = K ⊕ L and correspondingly write q = k + l. Then
we can represent the points in a neighborhood of 0 ∈ E in the form
k + l + δ(k + l) + v.
Choosing a linear isomorphism j : L→ R, we define the section s˜ for (k, l, v)
small by
k + l + δ(k + l) + v 7→ R(k + l + δ(k + l) + v, β(k + l + δ(k + l) + v)j(l)e),
where β has support around 0 (small) and β takes the value 1 near 0. The
section s is then the restriction of s˜ to O. If we restrict s near 0 to S we
obtain
s(k + l + δ(k + l)) = R(k + l + δ(k + l), j(l)e).
Hence s(0) = 0, and the linearization of s at 0 restricted to TxS is given by
s′(0)(δk + δl) = j(δl)e.
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This implies that s′(0)|TxS and f ′(0) ◦ bτ have the same kernel and their
image is spanned by e. Therefore, s, multiplied by a suitable scalar, has the
desired properties and the proof of Lemma 5.24 is complete.

Continuing with the proof of Theorem 5.22 we focus as before on the
critical point x ∈ S of t|S, which satisfies d(t|S)(x) = 0. Associated with a
basis τ1, . . . , τm of T
∗
xS the previous lemma produces the sections s1, . . . , sm.
Consider the solution set S˜ of solutions (λ, y) of f(y) +
∑m
i=1 λi · si(y) = 0.
Since f ′(y) is onto for all y ∈ S, the solution set Sλ = {y | f(y) +
∑m
i=1 λi ·
si(y) = 0} is a compact manifold (with boundary) diffeomorphic to S if λ
small. Moreover, S˜ fibers over a neighborhood of zero via the map (λ, y) 7→ λ.
The smooth map
(λ, y) 7→ d(t|Sλ)(y) ∈ TySλ. (79)
is a smooth section of the bundle over S˜ whose fiber at (λ, y) is equal to
T ∗yMλ.
We show that the linearization of (79) at (0, x), which is a map
Rd ⊕ TxS → T ∗xS,
is surjective. Near (0, x) ∈ S˜ we can parameterize S˜, using the implicit
function theorem, in the form
(λ, y) 7→ (λ,Φλ(y))
where Φ0(y) = y, and
∂Φ
∂λi
(0, x) = 0. Using (79) and the map Φ we obtain,
after a coordinate change on the base for λ small and z ∈ S near x, the map
(λ, z) 7→ d(t ◦ Φλ)(z) = dt(Φλ(z))TΦλ(z),
where d acts only on the S-part. By construction, the section vanishes at
(0, x). Recall that, by construction, Φλ(x) = x. Hence for fixed δλ the map
z 7→
m∑
i=1
δλi · ∂Φ
∂λi
(0, z)
is a vector field defined near x ∈ S which vanishes at x. Therefore, it has a
well-defined linearization at x. The linearization Rd ⊕ TxS → T ∗xS at (0, x)
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is computed to be the mapping
(δλ, δz) 7→(dt|S)′(x)δz + dt(x)
( m∑
i=1
δλi
(
∂Φ
∂λi
(0, ·)
)′
(x)
)
= (dt|S)′(x)δz +
m∑
i=1
δλi · dt(x) ◦
(
∂Φ
∂λi
(0, ·)
)′
(x).
(80)
The derivative (dt|S)′(x) determines the Hessian of the map t|S at the point
x ∈ S. The argument is complete if we can show that(
∂Φ
∂λi
(0, ·)
)′
(x) = bτi + ai, (81)
where the image of ai belongs to TxS. By the previous discussion, dt(x)◦bτi =
τi so that the map (80) can be rewritten, using dt(x) ◦ ai = 0, as
(δλ, δz) 7→ (dt|S)′(x)δz +
m∑
i=1
δλi · τi,
which then proves our assertion. So, let us show that the identity (81) holds.
We first linearize the equation
f(Φλ(z)) +
d∑
i=1
λisi(Φλ(z)) = 0
with respect to λ at λ = 0, which gives
Tf(z)
( m∑
i=1
δλi · ∂Φ
∂λi
(0, z)
)
+
d∑
i=1
δλi · si(z) = 0.
Next we linearize with respect to z at z = x, leading to
m∑
i=1
δλi ·
(
f ′(x) ◦
(
∂Φ
∂λi
)′
(0, x) + s′i(x)|TxS
)
= 0
for all i = 1, . . . ,m. Hence f ′(x) ◦ ( ∂Φ
∂λi
)′
(0, x) + s′i(x)|TxS = 0. This implies
that
(
∂Φ
∂λi
)′
(0, x) = bτi + ai, where the image of ai lies in the kernel of f
′(x),
i.e., in TxS. At this point we have proved that the linearization of (79)
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at (0, x) is surjective. Since the section is smooth, there exists an open
neighborhood U(x) of x in S so that, if at (0, y) we have d(t|S)(y) = 0, then
the linearization of (λ, z)→ d(t|Sλ)(z) at (0, y) is surjective.
We can now apply the previous discussion to all points x solving d(t|S)(x) =
0 and, using the compactness, we find finitely many such points x1, . . . , xk
so that the union of all the U(xi) covers the critical points of t|S. For every
i we have sc+-sections si1, . . . , s
i
mi
possessing the desired properties. In order
to simplify the notation we denote the union of these sections by s1, . . . , sd.
Then we consider the solutions of
f(y) +
d∑
i=1
λi · si(y) = 0.
Again we denote the solution set by S˜. It fibers over an open neighborhood
of 0 in Rd. By construction, the smooth map
(λ, z) 7→ d(t|Sλ)(z) ∈ TzSλ
has, at every point (0, y) satisfying d(t|S)(y) = 0, a linearization
Rd ⊕ TyS → T ∗y S
which is surjective. Now we take a regular value λ (small) for the projection
M˜ → Rd and find, by the parameterized version of Sard’s theorem, that
d(t|Sλ)
is indeed a Morse-function. The proof of Theorem 5.22 is complete.

We conclude this subsection by adding two useful results. The first re-
sult shows that we can always bring a proper Fredholm section into a good
position by a small perturbation.
Theorem 5.25 (Perturbation into a good position). We assume that
P : Y → X is a strong bundle over the tame M-polyfold X and f a proper
sc-Fredholm section. We assume that X admits sc-smooth bump functions.
Fix an auxiliary norm N and choose an associated open neighborhood U of
S = f−1(0) such that the solution set Sf+s = {x ∈ X | f(x) + s(x) = 0} is
compact for all sc+-sections s in Γ+,1U (P ). Then there exists a sc
+-section
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s ∈ Γ+,1U (P ) such that in addition the compact solution set Sf+s = {x ∈
X | f(x)+s(x) = 0} has the property that for every x ∈ Sf+s the pair (f+s, x)
is in good position to the boundary ∂X. In particular, Sf+s has in a natural
way the structure of a manifold with boundary with corners.
Proof. The theorem is a consequence of Theorem 5.18 and the following
lemma showing that general position implies good position.
Lemma 5.26. Assume that f : X → Y is a sc-Fredholm section of the strong
M-polyfold bundle P : Y → X over the tame M-polyfold X. If f is in general
position, then f is in good position.
Proof. We take a point x ∈ X solving f(x) = 0. Then the linearization
f ′(x) : TxX → Yx is surjective. This implies that (f, x) is in good posi-
tion if d(x) = 0. Hence we assume that d := d(x) ≥ 1. Since (f, x) is in
general position, the kernel kerf ′(x) is transversal to the reduced tangent
space TRx X in TxX. In particular, dim kerf
′(x) ≥ codimTRx X which implies
that dim kerf ′(x) ≥ d. Working in local coordinates, we may assume that
x = 0 belongs to the partial quadrant C = [0,∞)d ⊕ Rn−d ⊕W and that
f : Rn ⊕ W → RN ⊕ W . The linearization f ′(0) : Rn ⊕ W → RN ⊕ W is
surjective and ker f ′(0) is transversal to {0}d⊕Rn−d⊕W . This implies that
K := ker f ′(0) has a sc-complement K⊥ contained in C. To verify that K⊥
is a good complement of ker f ′(0) we take a ∈ K and b ∈ K⊥. If a ∈ C,
then, since K⊥ ⊂ C, we conclude that also a+ b ∈ C. Conversely, assuming
a + b ∈ C, it follows from −b ∈ C and a = (a + b) + (−b) that a ∈ C. We
have proved that K := ker f ′(0) is in good position to C. 
Now fixing an auxiliary norm N of the strong M-polyfold bundle P : Y →
X, we find an open neighborhood U of the compact solution set Sf = f
−1(0)
and having the property that for every s ∈ Γ+,1U (P ) the solution set Sf+s is
compact. Taking ε > 0, we choose 0 < δ < 1 and a sc+-section s′0 having its
support contained in U and satisfying (1 − δ)N(s′0(x)) < ε/2 for all x ∈ X.
Then we set s0 = δs
′
0. The solutions set Sf+s0 = (f + s0)
−1(0) is compact,
contained in U , and consists of smooth points. Arguing as in the proof of
Theorem 5.18, we choose finitely many sc+-sections, s1, . . . ,sm, belonging to
Γ+,1U (P ) such that the sections F : Rm ⊕X → Y , defined by
F (λ, y) = (f + s0)(y) +
m∑
j=1
λjsj(y),
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is in general position every point (0, x) ∈ Rm ⊕ X with x ∈ Sf . There
exists δ0 > 0 such that |λ| < δ0 implies that
∑m
j=1N(sj(y)) < ε/2. In
view of Theorem 3.54 for every (0, x) where x ∈ Sf there exists an open
neighborhood U(x) such that at every point (λ, y) ∈ U(x) solving F (λ, y) =
0 the sc-Fredholm germ (F, (λ, y)) is in general position to the boundary
∂(Rm ⊕ X) = Rm ⊕ ∂X. Using the compactness of the solution set Sf+s0 ,
there are finitely many sets U(xi), 1 ≤ i ≤ k, and possibly smaller δ0 such
that S˜ = {(λ, x) |F (λ, x) = 0 and |λ| < δ0} ⊂
⋃k
i=1 U(xi). In particular, if
(λ, y) ∈ S˜, then (F, (λ, y)) is in general position, and hence, in view of the
above lemma, in good position to ∂(Bδ0 ⊕ X). Then Theorem 3.57 implies
that S˜ is a sub M-polyfold of X and the induced M-polyfold structure on
S is equivalent to the structure of a smooth manifold with boundary with
corners. Applying Sard’s theorem as in the proof of Theorem 5.22 [20], we
find λ∗ satisfying |λ∗| < δ0 such that, setting s := s0 +
∑m
j=1 λ
∗
jsj, the sc-
Fredholm section f + s has the property that (f + s, x) is in general position
for every x solving the equation (f + s) = F (λ, x) = 0. In view of the
above lemma, for any such x, the linearization (f + s)′(x) is surjective and
the ker(f + s)′(x) is in good position to ∂X. The proof of the theorem is
complete. 
The next result deals with the question how different perturbations, which
bring a sc-Fredholm section into good position, are related. The proof is left
to the reader.
Theorem 5.27 (Cobordism between good position perturbations).
Let P : Y → X be a strong bundle over the tame M-polyfold X, which is
assumed to admit sc-smooth bump functions. Assume that ft, t ∈ [0, 1], is
a proper homotopy of sc-Fredholm sections. Assume N is an auxiliary norm
for Y → X × [0, 1] and U an associated open neighborhood of the compact
solution set S = {(x, t) | ft(x) = 0}. Let Ui = U ∩ ({i}×X) and Ni = N(·, i)
for i = 0, 1. Suppose further that si are sc
+-section of Y → X supported in
Ui and satisfying Ni(si(x)) < 1 for all x ∈ X, i = 0, 1, so that (f + si, x)
is in good position to ∂X for all smooth x, with associated solution sets S0
and S1, which are compact manifolds with boundary with corners. Then there
exists a sc+-section s(x, t) with N(s(x, t)) < 1 for all (x, t), supported in U ,
and satisfying si = s(x, i), so that F defined by F (x, t) = f(x) + s(x, t) is at
all smooth points (x, t) in good position to the boundary. In particular, the
associated solution set S is a compact manifold with boundary with corners
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intersecting {i}×X in the manifolds with boundary with corners S0 and S1.
5.4 Appendix
5.4.1 Proof of Theorem 5.5
Theorem 5.5. Let P : Y → X be a strong M-polyfold bundle over the
M-polyfold X and f a sc-Fredholm section of P . If f has a compact solution
set S, then f is proper. In particular, for a sc-Fredholm section the properties
of being proper, or being weakly proper, or having a compact solution set are
equivalent.
Proof. We denote by N the auxiliary norm on a strong M-polyfold bundle P .
Fixing a solution x ∈ X of f(x) = 0, we have to find an open neighborhood
U ⊂ X of x, such that the closure clX({y ∈ U |N(f(y)) ≤ 1}) is compact.
Since f is regularizing, the point x is smooth. There is no loss of generality
in assuming that we work with a filled version g of f for which we have a sc+-
section s such that g − s is conjugated to a basic germ. Hence, without loss
of generality, we may assume that we work in local coordinates and f = h+ t
where h : O(C)→ RN⊕W is a basic germ and t : O(C)→ RN⊕W a sc+-germ
satisfying t(0) = 0. Here C is the partial quadrant C = [0,∞)k⊕Rn−k⊕W in
the sc-Banach space E = Rn⊕W . Then it suffices to find in local coordinates
an open neighborhood U of 0 in the partial quadrant C such that the closure
(on level 0) of the set
{(a, w) ∈ U | |(h+ t)(a, w)|1 ≤ c} (82)
is compact.
The section t is a sc+-section satisfying t(0) = 0. Therefore, we find a
constant τ ′ > 0 such that
|t(a, w)|1 ≤ c for (a, w) ∈ C satisfying |a|0 < τ ′, |w|0 < τ ′. (83)
We denote by P : RN ⊕W → W the sc-projection. By assumption, h is
a basic germ and hence P ◦ h is of the form
P ◦ h(a, w) = w −B(a, w) for (a, w) ∈ C near 0.
Here B is a sc-contraction germ. Moreover, (1− P )h takes values in RN , so
that its range consists of smooth point. In view of the sc-contraction property
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of B and since any two norms on RN are equivalent, replacing τ ′ > 0 by a
smaller number, we may assume that the estimates
|B(a, w)−B(a, w′)|0 ≤ 1
4
|w − w′|0 (84)
and
|(1− P )h(a, w)|1 ≤ c (85)
are satisfied for all (a, w), (a, w′) ∈ C such that |a|0 ≤ τ ′, |w|0 ≤ τ ′, and
|w′|0 ≤ τ ′.
Since B(0) = 0, we find 0 < τ ≤ τ ′ such that
|B(a, 0)|0 ≤ τ ′/8 for all a ∈ Rn such that |a|0 ≤ τ . (86)
for all |a|0 ≤ τ and |w|0 ≤ τ ′/4. We introduce the closed set
Σ = {(a, z) ∈ Rn ⊕W | |a|0 ≤ τ, |z|0 ≤ τ ′/2}
and denote by B(τ ′) the closed ball in Y0 centered at 0 and having radius τ ′.
Then we define the map F : Σ×B(τ ′)→ Y0 by
F (a, z, w) = B(a, w) + z.
If (a, z, w) ∈ Σ×B(τ ′), then, in view of (2) and (3),
|F (a, z, w)|0 ≤ |B(a, w)−B(a, 0)|0 + |B(a, 0)|0 + |z|0
≤ 1
4
|w|0 + |B(a, 0)|0 + |z|0 ≤ τ ′/4 + τ ′/8 + τ ′/2 = 3τ ′/4 < τ ′,
and, if (a, z) ∈ Σ and w,w′ ∈ B(τ ′), then
|F (a, z, w)− F (a, z, w′)|0 = |B(a, w)−B(a, w′)|0 ≤ 1
4
|w − w′|0.
We see that F is a parametrized contraction of B(τ ′), uniform in (a, z) ∈
Σ. In view of the parametrized Banach fixed point theorem, there exists a
unique continuous map δ : Σ→ B(τ ′) satisfying F (a, z, δ(a, z)) = δ(a, z) for
every (a, z) ∈ Σ. Thus
δ(a, z) = B(a, δ(a, z)) + z, for all (a, z) ∈ Σ.
In particular, if (a, z, w) ∈ Σ×B(τ ′) and z = w−B(a, w), then w = δ(a, z).
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Now we define the open neighborhood U of 0 in C by
U = {(a, w) | |a|0 < τ, |w|0 < τ ′/4}. (87)
Assume that (a, w) ∈ U and that z′ = h(a, w) belongs to Rn ⊕ Y1 and
satisfies |z′|1 ≤ c. Then
z′ = h(a, w) + t(a, w) = P ◦ h(a, w) + ((1− P ) ◦ h+ t)(a, w)
= w −B(a, w) + ((1− P ) ◦ h+ t)(a, w)
and
w −B(a, w) = z where z = z′ − ((1− P ) ◦ h+ t)(a, w). (88)
In view of the estimates (83) and (85),
|z|1 ≤ 3c. (89)
The norm of z on level 0, can be estimated as
|z|0 = |w −B(a, w)|0 ≤ |w|0 + |B(a, w)|0
≤ |w|0 + |B(a, w)−B(a, 0)|0 + |B(a, 0)|0
≤ |w|0 + 1
4
|w|0 + |B(a, 0)|0
≤ τ ′/4 + τ ′/16 + τ ′/8 = 7τ ′/16 < τ ′/2.
(90)
We conclude that (a, z, w) ∈ Σ×B(τ ′) and w = δ(a, z).
At this point we can verify the claim that the closure on level 0 of the set
defined in (82) is compact. With a sequence (an, wn) ∈ {(a, w) ∈ U | |(h +
t)(a, w)|1 < c}, we consider the corresponding sequence zn = wn−B(an, wn)
defined by (88). Then the estimates (89) and (90) give
|zn|1 ≤ 3c and |zn|0 ≤ τ ′/2,
which implies that wn = δ(an, zn). Since the embedding E1 → E0 is compact
and an ∈ Rn, we conclude, after taking a subsequence, that (an, zn) →
(a, z) in E0 = Rn ⊕W0. From the continuity of the map δ, we deduce the
convergence wn = δ(an, zn) → w := δ(a, z) in W0. Therefore, the sequence
(an, wn) converges to (a, w) in E0. Since, by assumption, the solution set of f
is compact, the proof of the properness of the Fredholm section is complete.

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5.4.2 Notes on Partitions of Unity and Bump Functions
An efficient tool for globalizing local construction in M-polyfolds are sc-
smooth partitions of unity.
Definition 5.28. A M-polyfold X admits sc-smooth partitions of unity
if for every open covering of X there exists a subordinate sc-smooth partition
of unity.
So far we did not need sc-smooth partitions of unity for our constructions
on M-polyfolds. We would need them, for example, for the construction of sc-
connections M-polyfolds. We point out that a (classically) smooth partition
of unity on a Banach space, which is equipped with a sc-structure, induces
a sc-smooth partition of unity, in view of Corollary 1.20. However, many
Banach spaces do not admit smooth partition of unity subordinate to a given
open cover. Our discussion in this section is based on the survey article [9]
by Fry and McManusi on smooth bump functions on Banach spaces. The
article contains many interesting open questions.
For many constructions one does not need sc-smooth partitions of unity,
but only sc-smooth bump functions.
Definition 5.29. A M-polyfold X admits admits sc-smooth bump func-
tions if for every point x ∈ X and every open neighborhood U(x) there exists
a sc-smooth function f : X → R which is not identically zero and has support
in U(x).
For example, if E is a Hilbert space with a scalar product 〈·, ·〉 and asso-
ciated norm ‖·‖, the map x 7→ ‖x‖2, x ∈ E, is smooth. Choosing a smooth
function β : R→ R of compact support and satisfying β(0) = 1, the function
f(x) = β(‖x‖2), x ∈ E, is a smooth, non-vanishing function of bounded sup-
port. Therefore, if E is equipped with a sc-structure, the map is a sc-smooth
function on the Hilbert space in view of Corollary 1.20. Using the Hilbert
structure to rescale and translate, we see that the Hilbert space E admits
sc-smooth bump functions.
Currently it is an open problem whether the existence of sc-smooth par-
titions of unity on M-polyfolds X is equivalent to the existence of sc-smooth
bump functions. The problem is related to an unsolved classical question in
Banach spaces: is, in every Banach space, the existence of a single smooth
bump function (we can use the Banach space structure to rescale and trans-
late) equivalent to the existence of smooth partitions of unity subordinate to
given open covers? For the discussion on this problem we refer to [9].
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Sc-smooth bump functions can be used for the construction of functions
having special properties, as the following example shows.
Proposition 5.30. We assume that the M-polyfold X admits sc-smooth
bump functions. Then for every point x ∈ X and every open neighborhood
U(x) there exists a sc-smooth function f : X → [0, 1] with f(x) = 1 and sup-
port in U(x). In addition we can choose f in such a way that f(y) = 1 for
all y near x.
Proof. By assumption, there exists a sc-smooth bump function g having sup-
port in U(x) and satisfying g(0) = 1. In order to achieve that the image is
contained in [0, 1] we choose a smooth map σ : R→ [0, 1] satisfying σ(s) = 0
for s ≤ 1 and σ(s) = 1 for s ≥ 1 and define the sc-smooth function f
by f = σ ◦ g. If, in addition, we wish f to be constant near x, we take
f(y) = σ(δ · g(y)) for δ > 1. 
The survey paper [9] discusses, in particular, bump functions on Banach
spaces, which are classically differentiable.
Definition 5.31 (Ck-bump function). A Banach space E admits a Ck-
bump function, if there exists a Ck-function f : E → R, not identically
zero and having bounded support. Here k ∈ {0, 1, 2, . . .} ∪ {∞}.
The existence of Ck-bump functions on Lp spaces is a consequence of the
following result due to Bonic and Frampton, see Theorem 1 in [9].
Theorem 5.32 (Bonic and Frampton). For the Lp-spaces the following holds
for the usual Lp-norm ‖·‖. Let p ≥ 1 and let ‖·‖ be the usual norm on Lp.
(1) If is an even integer, then ‖·‖p is of class C∞.
(2) If is an odd integer, then ‖·‖p is of class Cp−1.
(3) If p ≥ 1 is not an integer, then ‖·‖p is of class C [p], where [p] is the
integer part of p.
We deduce immediately for the Sobolev spaces W k,p(Ω) that the usual
norms
‖u‖p
Wk,p
=
∑
|α|≤k
‖Dαu‖pLp .
have the same differentiability as ‖·‖Lp .
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Taking a non-vanishing smooth function β : R → R of compact support,
the map f(x) = β(‖x‖p), is a bump function of Lp, whose smoothness de-
pends on p as indicated in Theorem 5.32.
If Ω is a bounded domain in Rn and E = W 1,4(Ω) is equipped with the
sc-structure Em = (W
1+m,4(Ω), m ≥ 0, we deduce from (1) in Theorem 5.32
that E admits sc-smooth bump functions. In contrast, if E = W 1,3/2(Ω) is
equipped with the sc-structure Em = W
1+m,3/2(Ω), then the straightforward
bump function constructed by using (3) of Theorem 5.32 would only be of
class sc1. Does there exist a sc-smooth bump function on E, i.e., sc-smooth
and of bounded support in E?
The existence of sc-smooth bump functions is a local property.
Definition 5.33. A local M-polyfold model (O,C,E) has the sc-smooth
bump function property if, for every x ∈ O and every open neighbor-
hood U(x) ⊂ O satisfying clE(U(x)) ⊂ O, there exists a sc-smooth function
f : O → R satisfying f 6= 0 and supp(f) ⊂ U(x).
Clearly, the following holds.
Theorem 5.34. A M-polyfold X admits sc-smooth bump functions if and
only if it admits a sc-smooth atlas whose the local models have the sc-smooth
bump function property.
The following class of spaces have the sc-bump function property.
Proposition 5.35. Assume that (O,C,E) is a local M-polyfold model in
which the 0-level E0 of the sc-Bananch space E is a Hilbert space. Then
(O,C,E) has the sc-bump function property.
Proof. Let 〈·, ·〉 be the inner product and ‖·‖ the associated norm of E0.
We choose a smooth function β : R → R of compact support and satisfying
β(0) = 1. Then the function f(x) = β(‖x‖2), x ∈ E, defines, in view of
Corollary 1.20, a sc-smooth function on E. Using scaling, translating, and
composition with the sc-smooth retraction onto O the proposition follows.

Next we study the question of the existence of sc-smooth partitions of
unity. By definition, a M-polyfold X is paracompact and, therefore, there
exist continuous partitions of unity. Hence it is not surprising that the ex-
istence of sc-smooth partitions of unity is connected to local properties of
X, namely to the local approximability of continuous functions by sc-smooth
functions.
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Definition 5.36. A local M-polyfold model (O,C,E) has the sc-smooth
approximation property provided the following holds. Given (f, V, ε),
where V is an open subset of O such that clC(V ) ⊂ O, f : O → [0, 1] is
a continuous function with support contained V , and ε > 0, there exists a
sc-smooth map g : O → [0, 1] supported in V and satisfying |f(x)−g(x)| ≤ ε
for all x ∈ O.
Theorem 5.37. The following two statements are equivalent.
(i) A M-polyfold X admits sc-smooth partitions of unity subordinate to any
given open cover.
(ii) The M-polyfold X admits an atlas consisting of local models having the
sc-smooth approximation property.
Proof. Let us first show that (i) implies (ii). For the M-polyfold X, we take
an atlas of M-polyfold charts φ : U → O. We shall show that the local models
(O,C,E) posses the sc-smooth approximation property. Let (f, V, ε) be as
in Definition 5.36. The sc-smooth function f ◦ φ is defined on φ−1(O) ⊂ X
and we extend it by 0 to all of X and obtain a continuous function g : X →
[0, 1] whose support is contained in the open set W = φ−1(V ), satisfying
clX(W ) ⊂ U . Define the open subset W˜ of X by
W˜ = {x ∈ W | g(x) > ε/4}.
Then clX(W˜ ) ⊂ W . For every x ∈ clX(W˜ ), there exists open neighborhood
Ux of x such that clX(Ux) ⊂ W and |g(x) − g(y)| < ε/2 for all y ∈ Ux.
Take the open cover of X consisting of U0 = {x ∈ X | g(x) < ε/2} and (Ux),
x ∈ clX(W˜ ). By assumption, there exists a subordinate sc-smooth partition
of unity consisting of β0 with the support in U0 and (βx) supported in (Ux),
x ∈ clX(W˜ ). Then we define the function ĝ : X → [0, 1] by
ĝ(y) =
∑
x∈clX(W˜ )
βx(y)g(x).
Since the collection of supports of β0 and (βx) is locally finite, the sum is
locally finite and, therefore, ĝ is sc-smooth.
We claim that |g(x) − ĝ(x)| < ε for all x ∈ X. In order to show this
we first show that supp(ĝ) ⊂ W . We assume that y ∈ supp(ĝ) and let (yk)
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be a sequence satisfying ĝ(yk) > 0 and yk → y. Since ĝ(yk) > 0, every
open neighborhood of y intersects supp(βx) for some x ∈ clX(W ). Since
the collection of supports (supp(βx)) is locally finite, there exists an open
neighborhood Q = Q(y) of y in X and finitely many points x1, . . . , xm such
that only the supports of the functions βxi intersect Q. Hence
0 < ĝ(yk) =
m∑
i=1
βxi(yk)g(xi),
showing that yk ⊂
⋃m
i=1 clX(Uxi) ⊂ W for large k ≥ 1. Consequently, y ∈ W
and hence supp(ĝ) ⊂ W .
Next, given z ∈ U , there exists an open neighborhood Q = Q(z) of z in
X such that Q intersects only finitely many supports of functions belonging
to the partition of unity. If Q intersects the support of β0 and none of the
supports of the functions βx, then Q ⊂ U0 and ĝ(y) = 0 for all y ∈ Q.
Consequently,
|g(y)− ĝ(y)| = |g(y)| < ε/2 < ε
for all y ∈ Q. If Q intersects supports of the functions βx, there are finitely
many points x1, . . . , xl such that only the supports of the functions βxi in-
tersect Q. Hence
ĝ(y) =
l∑
i=1
βxi(y)g(xi) for all y ∈ Q.
Since |g(x) − g(y)| < ε/2 if y ∈ Ux and g(y) < ε/2 if y ∈ U0, we conclude
that
|g(y)− ĝ(y)| = |β0(x)g(y) +
l∑
i=1
βxi(y)g(y)−
l∑
i=1
βxi(y)g(xi)|
< ε/2 +
l∑
i=1
βxi(z)|g(y)− g(xi)|
≤ ε/2 + (ε/2)
l∑
i=1
βxi(y) < ε.
for all y ∈ Q. Consequently, |g(y) − ĝ(y)| < ε for all y ∈ U and |f(x) − ĝ ◦
φ−1(x)| < ε for x ∈ O. This completes the proof that (i) implies (ii).
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Next we show that (ii) implies (i). For the M-polyfold X we take an
atlas of M-polyfold charts φτ : Uτ → Oτ , τ ∈ T , where the local models
(Oτ , Cτ , Eτ )τ∈T posses the sc-smooth approximation property. We assume
that (Vλ)λ∈Λ is an open cover of X. Then there exists a refinement (Wλ)λ∈Λ
(some sets may be empty) with the same index set Λ, which is locally finite
so that Wλ ⊂ Vλ and for every λ ∈ Λ there exists an index τ(λ) ∈ T such
that clX(Wλ) ⊂ Uτ(λ). Since X is metrizable, we find open sets Qλ such that
Qλ ⊂ clX(Qλ) ⊂ Wλ
and (Qλ)λ∈Λ is a locally finite open cover of X. Using again the metrizability
of X, we find continuous functions fλ : X → [0, 1] satisfying
f |Qλ ≡ 1 and supp(fλ) ⊂ Wλ.
Let ε = 1/2, V ′λ = φτ(λ)(Wλ), and f
′
λ = fλ ◦ φ−1τ(λ). In view of the hypothesis
(ii), for the triple (f ′λ, V
′
λ, 1/2) there exists a sc-smooth function gλ : Oτ(λ) →
[0, 1] having support in V ′λ and satisfying
|f ′λ(x)− gλ(x)| < 1/2 for all x ∈ Oτ(λ).
Going back toX and extending gλ◦φ−1τ(λ) ontoX by 0 outside ofWλ, we obtain
the sc-smooth functions ĝλ : X → [0, 1] satisfying ĝλ(x) > 0 for x ∈ Qλ. Then
we define γλ : X → [0, 1] by
γλ(x) =
ĝλ(x)∑
λ∈Λ ĝλ(x)
.
The family of functions (γλ)λ∈Λ is the desired sc-smooth partition of unity
subordinate to the given open cover (Vλ) of X.

An immediate consequence of Theorem 5.37 is the following result.
Proposition 5.38. Assume that the sc-Banach space admits smooth parti-
tions of unity. Then a local model (O,C,E) has the sc-smooth approximation
property.
The result below, due to Toru´nczyk (see [9], Theorem 30), gives a com-
plete characterization of Banach spaces admitting Ck-partitions of unity.
This criterion reduces the question to a problem in the geometry of Banach
spaces. Though this criterion is not easy to apply it serves as one of the main
tools in the investigation of the question, see [9]. In order to formulate the
theorem we need a definition.
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Definition 5.39. If Γ is a set, we denote by c0(Γ) the Banach space of
functions f : Γ→ R having the property that for every ε > 0 the number of
γ ∈ Γ with |f(γ)| > ε is finite. The vector space operations are obvious and
the norm is defined by
|f |c0 = maxγ∈Γ|f(γ)|.
A homeomorphic embedding h : E → c0(Γ) is coordinate-wise Ck, if for
every γ ∈ Γ the map E → R, e→ (h(e))(γ) is Ck.
If Γ = N, then c0(N) is the usual space c0 of sequences converging to 0.
Theorem 5.40 (Toru´nczyk’s Theorem). A Banach space E admits a Ck-
partition of unity if and only if there exists a set Γ and a coordinate-wise Ck
homeomorphic embedding of E into c0(Γ).
An important class of Banach spaces are those which are are weakly com-
pactly generated. They have good smoothness properties and will provide us
with examples of sc-Banach spaces admitting sc-smooth partitions of unity.
Definition 5.41. A Banach space E is called weakly compactly gener-
ated (WCG) if there exists a weakly compact set K in E such that the
closure of the span of K is the whole space,
E = clE(span(K)).
There are two useful examples of WCG Banach spaces.
Proposition 5.42. Let E be a Banach space.
(i) If E is reflexive, then E is WCG.
(ii) If E is separable, then E is WCG.
Proof. In case that E is reflexive it is known that the closed unit ball B is
compact. in the weak topology. Clearly, E = span(B). If E is separable, we
take a dense sequence (xn)n≥ in the unit ball and define K = {0}∪{ 1nxn |n ≥
1}. Then K is compact and, in particular, weakly compact. 
The usefulness of WCG spaces lies in the following result from [12], see
also [9], Theorem 31.
Theorem 5.43 ([12]). If the WCG-space E admits a Ck-bump function,
then it also admits Ck-partitions of unity.
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Corollary 5.44. Let (O,C,E) be a local model, where E0 is a Hilbert space.
Then (O,C,E) has the sc-smooth approximation property.
Proof. A Hilbert space is reflexive and hence a WCG-space. We have already
seen that a Hilbert space equipped with a sc-structure admits sc-smooth
bump functions and conclude from Theorem 5.43 that it admits sc-smooth
partition of unity, and consequently has the smooth approximation property,
in view of Theorem 5.37. 
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6 Linearizations, Orientations, and Invariants
In this chapter we introduce the notion of a linearization of a sc-Fredholm sec-
tion and discuss orientations and invariants associated to proper sc-Fredholm
sections. We refer the reader to [4] for some of the basic ideas around de-
terminants of linear Fredholm operators, and to [8] for applications of the
more classical ideas to problems arising in symplectic geometry, i.e. linear
Cauchy-Riemann type operators. In polyfold theory, the central issue is that
the occuring linear Fredholm operators, which are linearizations of nonlinear
sections, do in general not depend as operators continuously on the points
where the linearization was taken. On the other hand there is some weak con-
tinuity property which allows to introduce determinant bundles. However, it
is necessary to develop some new ideas.
6.1 Linearizations of Sc-Fredholm Sections
Let P : Y → X be a strong bundle over the M-polyfold X and f a sc-smooth
section of P .
If x is a smooth point in X and f(x) = 0, there exists a well-defined
linearization
f ′(x) : TxX → Yx
which is a sc-operator. In order to recall the definition, we identify, general-
izing a classical fact of vector bundles, the tangent space T0xY at the element
0x with the sc-Banach space TxX ⊕ Yx where Yx = P−1(x) is the fiber over
x. Denoting by Px : TxX ⊕ Yx → Yx the sc-projection, the linearization of f
at the point x is the following operator,
f ′(x) := Px ◦ Tf(x) : TxX → Yx.
As in the case of vector bundles there is, in general, no intrinsic notion of
a linearization of the section f at the smooth point x if f(x) 6= 0. However,
dealing with a strong bundle we can profit from the additional structure. We
simply take a local sc+-section s defined near x and satisfying s(x) = f(x),
so that the linearization
(f − s)′(x) : TxX → Yx
is well-defined. To find such a sc+-section we take a strong bundle chart
around x. Denoting the sections in the local charts by the same letters, we
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let R be the local strong bundle retraction associated with the local strong
bundle. It satisfies R(x, f(x)) = f(x) and we define the desired section s by
s(y) = R(y, f(x)). Since f(x) is a smooth point, s is a sc+-section satisfying
s(x) = f(x) at the distinguished point x, as desired.
If t is another sc+-section satisfying t(x) = f(x) = s(x), then
(f − s)′(x) = (f − t)′(x) + (t− s)′(x)
and the linearization (t−s)′(x) is a sc+-operator. It follows from Proposition
1.10, that (f − s)′(x) is a sc-Fredholm operator if and only if (f − s)′(x) is a
sc-Fredholm operator, in which case their Fredholm indices agree because a
sc+-operator is level wise a compact operator.
Let now f be a sc-Fredholm section of the bundle P and x a smooth point
in X. Then there exists, by definition, a sc+-section s satisfying s(x) = f(x)
and, moreover, (f − s)′(x) is a sc-Fredholm operator.
Definition 6.1. If f is a sc-Fredholm section f of the strong bundle P : Y →
X and x a smooth point in X, then the space of linearizations of f at x
is the set of sc-operators from TxX to Yx defined as
Lin(f, x) = {(f − s)′(x) + a | a : TxX → Yx is a sc+-operator}.
The operators in Lin(f, x) all differ by linear sc+-operators and are all
sc-Fredholm operators having the same Fredholm index. This allows us to
define the index of the sc-Fredholm germ (f, x) by
ind(f, x) := dim ker
(
(f − s)′(x))− dim(Yx/(Im(f − s)′(x))).
We shall show that this index is locally constant. The proof has to cope with
the difficulty caused by the fact that, in general, the linearizations do not
depend continuously as operators on the smooth point x.
Recall that a M-polyfold is locally path connected, and that, moreover,
any two smooth points in the same path component can be connected by a
sc+-smooth path φ : [0, 1]→ X.
Proposition 6.2 (Stability of ind(f, x)). Let P : Y → X be a strong bundle
over the tame M-polyfold X and f a sc-Fredholm section. If x0 and x1 are
smooth points in X connected by a sc-smooth path φ : [0, 1]→ X, then
ind(f, x0) = ind(f, x1).
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Proof. We shall show that the map t 7→ ind(f, φ(t)) is locally constant. The
difficulty is that the linearizations, even if picked sc-smoothly will, in general,
not depend as operators continuously on t. On top of it we have possibly
varying dimensions of the spaces so that we need to change the filled version
at every point. However, one can prove the result with a trick, which will also
be used in dealing with orientation questions later on. We consider the tame
M-polyfold [0, 1]×X and consider the graph of the path φ. We fix t0 ∈ [0, 1]
and choose a locally defined sc+-section s(t, x) satisfying s(t, φ(t)) = f(φ(t))
for (t, x) ∈ [0, 1]×X near (t0, φ(t0)). (We do not need a sc-smooth partition
of unity. If we had one available then we could define such a section s which
satisfies s(t, φ(t)) = f(φ(t)) for all t ∈ [0, 1].) We choose finitely many smooth
points e1, . . . , em such that the image of (f − s(t0, ·))′(φ(t0)) together with
the ei span Yφ(t0). Next we take a smooth finite-dimensional linear subspace
L of Tφ(t0)X which has a sc-complement in T
R
φ(t0)
X. Then the image of L
under (f −s(t0, ·))′(φ(t0)) is a smooth finite-dimensional subspace of Yφ(t0) of
dimension r, say. We choose smooth vectors p1, . . . , pr spanning this space.
Next we take m + r many sc+-sections depending on (t, x) (locally defined)
so that at (t0, φ(t0)) they take the different values e1, . . . , em and p1, . . . , pr.
Now the section
F (λ, t, x) = f(x)− s(t, x) +
m+p∑
i=1
λi · si(t, x)
is defined near (0, t0, φ(t0)) and takes values in Y . The linearization at
(0, t0, φ(t0)) with respect to the first and second variable is surjective and
the kernel of the linearization has a complement contained in
TR(0,t0,φ(t0))(R
m+p ⊕ [0, 1]⊕X) = Rm+p ⊕ TRt0 [0, 1]⊕ TRφ(t0)X.
Hence ker(F ′(0, t0, φ(t0))) is in good position to the boundary. Employing
the implicit function theorem for the boundary case, we obtain a solution
manifold S of F = 0 containing (0, t, φ(t)) for t ∈ [0, 1] close to t0. Moreover,
if (λ, t, x(t)) ∈ S, then ker(F ′(λ, t, φ(t))) = T(λ,t,φ(t))S and F ′(λ, t, φ(t)) is
surjective. Hence
t 7→ dim(T(0,t,φ(t))S)
is locally constant for t ∈ [0, 1] near t0. By construction,
ind(f, φ(t0)) +m+ p = ind(F, (0, t0, φ(t0)))
= ind(F, (0, t, φ(t))) = ind(f, φ(t)) +m+ p.
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Therefore, ind(f, φ(t0)) = ind(f, φ(t)) for all t near t0. 
6.2 Linear Algebra and Conventions
In he following we are concerned with the orientation which is crucial in our
applications. We follow to a large extent the appendix in [27]. The ideas of
the previous proof are also useful in dealing with orientation questions. There
we did not use sc-smooth partitions of unity. In the following, however,
we shall assume the existence of sc-smooth partitions of unity to
simplify the presentation, but the proofs could be modified arguing as in the
index stability theorem.
We begin with standard facts about determinants and wedge products.
Basically all the constructions are natural, but usually depend on conven-
tions, which have to be stated apriori. Since different authors use different
conventions, their natural isomorphisms can be different. To avoid these dif-
ficulties we state our conventions carefully. We also would like to point out
that A. Zinger has written a paper dealing with these type of issues, [45].
He also describes some of the mistakes occurring in the literature as well as
deviating conventions by different authors. Since the algebraic treatment of
SFT (one of the important applications of the current theory) relies on the
orientations of the moduli spaces and the underlying conventions we give a
comprehensive treatment of orientation questions.
Using the notation introduced by Zinger in [45], we define
λ(E) := ΛmaxE and λ∗(E) := (λ(E))∗,
where (λ(E))∗ is the dual of the vector space λ(E).
A linear map Φ: E → F between finite-dimensional vector spaces of the
same dimension induces the linear map
λ(Φ) : λ(E)→ λ(F ),
defined by λ(Φ)(a1 ∧ . . . ∧ an) := Φ(a1) ∧ . . . ∧ Φ(an). The map λ(Φ) is
nontrivial if and only if Φ is an isomorphism. The dual map Φ∗ : F ∗ → E∗
of Φ: E → F induces the map
λ(Φ∗) : λ(F ∗)→ λ(E∗).
Moreover, we denote by
λ∗(Φ) : λ∗(F )→ λ∗(E)
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the dual of the map λ(Φ) : λ(E)→ λ(F ).
The composition of the two maps
E
Φ−→ F Ψ−→ G
between vector spaces of the same dimension satisfies
λ(Ψ ◦ Φ) = λ(Ψ) ◦ λ(Φ).
There are different canonical isomorphisms
λ(E∗)→ λ∗(E)
depending on different conventions. Our convention is the following.
Definition 6.3. If E is a finite-dimensional real vector space and E∗ its
dual, the natural isomorphism
ι : λ(E∗)→ λ∗(E)
is defined by
ι(e∗1 ∧ . . . ∧ e∗n)(a1 ∧ . . . ∧ an) = det(e∗i (aj)),
where n = dim(E). If n = 0, we set λ(E∗) = λ({0}∗) = R.
From this definition we deduce for a basis e1, . . . , en of E and its dual
basis e∗1, . . . , e
∗
n the formula
ι(e∗1 ∧ . . . ∧ e∗n) = (e1 ∧ . . . ∧ en)∗,
where the dual vector v∗ of a vector v 6= 0 in a one-dimensional vector space
is determined by v∗(v) = 1.
Indeed,
(e1∧ . . .∧en)∗(e1∧ . . .∧en) = 1 = det((e∗i (ej)) = ι(e∗1∧ . . .∧e∗n)(e1∧ . . .∧en).
The definition of ι is compatible with the previous definition of induced
maps.
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Proposition 6.4. If Φ: E → F is an isomorphism between two finite-
dimensional vector spaces and Φ∗ : F ∗ → E∗ is its dual, then the following
diagram is commutative,
λ(F ∗)
λ(Φ∗)−−−→ λ(E∗)yι yι
λ∗(F )
λ∗(Φ)−−−→ λ∗(E)
Proof. Let f1, . . . , fn be a basis of F and f
∗
1 , . . . , f
∗
n its dual basis of F
∗. Then
we define the basis e1, . . . , en of E by Φ(ei) = fi. Its dual basis in E
∗ is given
by e∗1 = f
∗
1 ◦ Φ, . . . , e∗n = f ∗n ◦ Φ and we compute,
(λ∗(Φ) ◦ ι(f ∗1 ∧ . . . ∧ f ∗n))(e1 ∧ . . . ∧ en)
= (λ(Φ∗)((f1 ∧ . . . ∧ fn)∗))(e1 ∧ . . . ∧ en)
= (f1 ∧ . . . ∧ fn)∗ ◦ λ(Φ)(e1 ∧ . . . ∧ en)
= (f1 ∧ . . . ∧ fn)∗(f1 ∧ . . . ∧ fn)
= 1.
Similarly,
(ι ◦ λ(Φ∗)(f ∗1 ∧ . . . ∧ f ∗n))(e1 ∧ . . . ∧ en)
= (ι(f ∗1 ◦ Φ ∧ . . . ∧ f ∗n ◦ Φ))(e1 ∧ . . . ∧ en)
= (ι(e∗1 ∧ . . . ∧ e∗n))(e1 ∧ . . . ∧ en)
= (e1 ∧ . . . ∧ en)∗(e1 ∧ . . . ∧ en)
= 1.
Hence λ∗(Φ) ◦ ι = ι ◦ λ(Φ∗) and the commutativity of the diagram is proved.

Next we consider the exact sequence E of finite-dimensional linear vector
spaces,
E : 0→ A α−→ B β−→ C γ−→ D → 0.
We recall that, by definition, the sequence is exact at B, for example, if im
(α) = ker(β). We deal with the exact sequence as follows.
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We take a complement Z ⊂ B of α(A) so that B = α(A) ⊕ Z, and a
complement V ⊂ C of β(B) so that C = β(B)⊕V . Then the exact sequence
E becomes
E : 0→ A α−→ α(A)⊕ Z β−→ β(B)⊕ V γ−→ D → 0.
Here the first nontrivial map is a 7→ (α(a), 0), the second is (b, z) 7→ (β(z), 0),
and the third is (v, c) 7→ γ(v). The maps α : A → α(A), β : Z → β(Z), and
γ : V → D are isomorphisms.
From the exact sequence E we are going to construct several natural
isomorphisms, fixing again some conventions. The first natural isomorphism
is the isomorphism
ΦE : λ(A)⊗ λ∗(D)→ λ(B)⊗ λ∗(C)
constructed as follows.
We abbreviate n = dim(A), m = dim(B), k = dim(C), and l = dim(D).
ΦE maps 0 to 0. Next we take nonzero vector
h := (a1 ∧ . . . ∧ an)⊗ (d1 ∧ . . . ∧ dl)∗ ∈ λ(A)⊗ λ∗(D),
where a1, . . . , an is a basis of A and d1, . . . , dl is a basis for D. Then we
define the basis b1, . . . , bn of B by bi = α(ai) and the basis c1, . . . , cl of V by
γ(ci) = di, i = 1, . . . , l. Now we choose a basis b
′
1, . . . , b
′
m−n of Z and define
the basis c′1, . . . , c
′
m−n of β(B) ⊂ C by c′i = β(b′i).
Finally, we define ΦE(h) ∈ λ(B)⊗ λ∗(C) by
ΦE((a1 ∧ . . . ∧ an)⊗ (d1 ∧ . . . ∧ dl)∗)
= (α(a1) ∧ . . . ∧ α(an) ∧ b′1 ∧ . . . ∧ b′m−n)⊗ (c1 ∧ . . . ∧ cl ∧ c′1 ∧ . . . ∧ c′m−n)∗.
(91)
The two conventions here are that b′1, . . . , b
′
m−n are listed after the
α(a1), . . . , α(an) and c
′
1, . . . , c
′
m−n are listed after c1, . . . , cl. Apart from these
two conventions how to list the vectors, the resulting definition does not
depend on the choices involved.
Lemma 6.5. With the above two conventions, the definition of ΦE does not
depend on the choices.
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The proof is carried out in Appendix 6.7.1.
Associated with the exact sequence E there exists also a second natural
isomorphism
ΨE : λ(C)⊗ λ(A)⊗ λ∗(D)→ λ(B) (92)
constructed as follows.
We first map (c1∧ . . .∧ ck)⊗ (a1∧ . . .∧an)⊗ (d1∧ . . .∧dl)∗ into (c1∧ . . .∧
ck)⊗ΦE((a1∧ . . .∧an)⊗(d1∧ . . .∧dl)∗) which belongs to λ(C)⊗λ(B)⊗λ∗(C)
and then we compose this map with the isomorphism
ι¯ : λ(C)⊗ λ(B)⊗ λ∗(C)→ λ(B),
defined by v⊗b⊗v∗ → b. Since ΦE is well-defined, so is ΨE. For convenience
we present a more explicit formula for ΨE, using the notations of ΦE.
Proposition 6.6. We fix the basis a1, . . . , an of A and the basis d1, . . . , dl
of D and abbreviate their wedge products by a and by d. In the complement
of β(B) ⊂ C we have the basis c1, . . . , cl defined by γ(ci) = di. The vectors
b1, . . . , bn ∈ B defined by bi = α(ai) are a basis of of α(A) ⊂ B, and in the
complement of α(A) in B we choose the basis a b′1, . . . , b
′
m−n and define the
basis c′1, . . . , c
′
m−n of β(B) ⊂ C by c′i = β(b′i). Abbreviating c = c′1 ∧ . . .∧ c′l ∧
c1 ∧ . . . ∧ cm−n, we obtain the formula
ΨE(c⊗ a⊗ d∗) = b1 ∧ . . . ∧ bn ∧ b′1 ∧ . . . ∧ b′m−n ∈ λ(B).
Proof. We already know from Lemma 6.5 that ΨE is well-defined since ΦE
is well-defined. By construction,
ΦE(a⊗ d∗) = (b1∧ . . .∧ bn∧ b′1∧ . . .∧ b′m−n)⊗ (c′1∧ . . .∧ c′l ∧ c1∧ . . .∧ cm−n)∗.
Here ci = β(bi) and γ(c
′
i) = di. Then, abbreviating the wedge product of the
vectors b1, . . . bn, b
′
1, . . . , b
′
n−m by b, we obtain
ΨE(c⊗ a⊗ d∗) = ι¯(c⊗ b⊗ c∗) = b.

6.3 The Determinant of a Fredholm Operator
For the determinants of sc-Fredholm operator later on we need some of the
classical theory of determinants which can be found, for example, in [45].
207
Definition 6.7. The determinant det(T ) of a bounded linear Fredholm
operator T : E → F between real Banach spaces is the 1-dimensional real
vector space defined by
det(T ) = λ(ker(T ))⊗ λ∗(coker(T)).
An alternative definition used by some authors is det(T ) = λ(ker(T )) ⊗
λ(coker(T )∗). The two definitions are naturally isomorphic given a conven-
tion how to identify λ∗(A) and λ(A∗).
Definition 6.8. An orientation of an Fredholm operator T : E → F is an
orientation of the line det(T ).
We begin this subsection by deriving exact sequences associated to Fred-
holm operators.
Definition 6.9. Let T : E → F be a Fredholm operator between two Banach
spaces. A good left-projection for T is a bounded projection P : F → F
having the following two properties.
(1) dim(F/R(P )) <∞.
(2) R(P ◦ T ) = R(P ).
By ΠT we denote the collection of all good left-projections for T .
In view of (1) the projection P satisfies dim coker(P ) = dim ker(P ) <
∞. Hence P is a Fredholm operator of index 0. Since T is Fredholm, the
composition P ◦ T is Fredholm and ind(P ◦ T ) = ind(P ) + ind(T ) = ind(T ).
The set ΠT of projections possesses a partial ordering ≤ defined by
P ≤ Q if and only if P = PQ = QP.
For P and P ′ belonging to ΠT , the intersection R(P )∩R(P ′) has a finite
codimension in F .
Lemma 6.10. Given P, P ′ ∈ ΠT , there exists a projection P ′′ ∈ ΠT satisfying
P ′′ ≤ P and P ′′ ≤ P ′.
Proof. Let X be a topological complement of R(P )∩R(P ′) in R(P ) and let
X ′ be a topological complement of R(P ) ∩R(P ′) in R(P ′) so that
X ⊕ (R(P ) ∩R(P ′)) = R(P ) and X ′ ⊕ (R(P ) ∩R(P ′)) = R(P ′). (93)
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Then X ∩X ′ = {0}. Indeed, if z ∈ X ∩X ′, then z ∈ R(P ) ∩ R(P ′) and it
follows from (93) that z = 0. For the subspace X ⊕X ′⊕ (R(P )∩R(P ′)) we
choose a topological complement Z in F so that
F = Z ⊕X ⊕X ′ ⊕ (R(P ) ∩R(P ′)).
Let P ′′ : F → F be the projection onto R(P ) ∩ R(P ′) along Z ⊕ X ⊕ X ′.
Then
w = P ′′(z+x+x′+w) = P ′′(x+w) = P ′′P (z+x+x′+w) = PP ′′(z+x+x′+w).
Consequently, P ′′ = PP ′′ = P ′′P . Similarly, P ′′ = P ′P ′′ = P ′′P . Hence,
P ′′ ≤ P and P ′′ ≤ P ′ and, in view of R(PT ) = R(P ), we also have R(P ′′T ) =
R(P ′′). 
Associated with the projection P ∈ ΠT there is the exact sequence
E(T,P ) : 0→ ker(T ) j
P
T−→ ker(PT ) Φ
P
T−−→ F/R(P ) pi
P
T−→ coker(T )→ 0,
where jPT is the inclusion map, pi
P
T is defined by pi
P
T (f +R(P )) = (I − P )f +
R(T ) for f ∈ F , and
ΦPT (x) = T (x) +R(P )
for x ∈ ker(PT ).
Lemma 6.11. The sequence E(T,P ) is exact.
Proof. We follow the proof in [27]. The inclusion jPT is injective and Φ
P
T ◦jPT =
0. If ΦPT (x) = 0, then T (x) ∈ R(P ) implying (I − P )T (x) = 0. Since
x ∈ ker(PT ) we conclude T (x) = 0. This proves exactness at ker(PT ).
Assuming x ∈ ker(PT ), hence PT (x) = 0, we compute
piPT ◦ ΦPT (x) = piPT (T (x) +R(P ))
= piPT (T (x) +R(PT ))
= T (x) +R(T )
= R(T ),
i.e. the composition piPT ◦ΦPT vanishes. If piPT (y+R(P )) = 0, hence (I−P )y ∈
R(T ), there exists x ∈ E solving T (x) = (I − P )y. Consequently,
ΦPT (x) = T (x) +R(P ) = (I − P )y +R(P ) = y +R(P ),
209
proving the exactness at F/R(P ). Finally we show the surjectivity of the map
piPT . Given f + R(T ) ∈ coker(T ), we choose x ∈ E satisfying PT (x) = Pf
and compute,
piPT (f − T (x) +R(P )) = (I − P )(f − T (x)) +R(T ) = f +R(T ),
which finishes the proof of the exactness. 
Starting with the Fredholm operator T : E → F and the projection P ∈
ΠT we obtain from the exact sequence
E(T,P ) : 0→ ker(T ) j
P
T−→ ker(PT ) Φ
P
T−−→ F/R(P ) pi
P
T−→ coker(T )→ 0,
recalling R(P ) = R(PT ), the isomorphism
ΦE(T,P ) : λ(ker(T ))⊗ λ∗(coker(T ))→ λ(ker(PT ))⊗ λ∗(coker(PT )).
By definition of the determinant, this means that
ΦE(T,P ) : det(T )→ det(PT )
is an isomorphism. We rename this isomorphism for the further discussion
and, setting ΦE(T,P ) = γ
P
T , we have the isomorphism
γPT : det(T )→ det(PT ).
We consider the Fredholm operator T : E → F and the projections P,Q ∈
ΠT satisfying P ≤ Q, so that P = PQ = QP . Then, as we have already
seen, the composition QT is Fredholm. Moreover, P ∈ ΠQT . Therefore, the
associated exact sequences E(T,P ), E(T,Q), and E(QT,P ) produce the following
isomorphisms,
γPT : det(T )→ det(PT ),
γQT : det(T )→ det(QT ),
γPQT : det(QT )→ det(PT ).
The crucial observation is the following result, whose proof is postponed to
Appendix 6.7.2.
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Proposition 6.12. If T : E → F is a Fredholm operator and Q,P ∈ ΠT
satisfy P ≤ Q, then QT : E → F is a Fredholm operator and P ∈ ΠQT .
Moreover,
γPQT ◦ γQT = γPT .
From Proposition 6.12 we conclude for the three projections P,R, S ∈ ΠT
satisfying P ≤ R and P ≤ S, the relation γPTR ◦ γRT = γPT = γPST ◦ γST , so that
the diagram
det(T )
γRT−−−→ det(RT )yγST yγPRT
det(ST )
γPST−−−→ det(PT )
is commutative, implying the following corollary.
Corollary 6.13. The map
det(ST )→ det(RT ), h 7→ (γPRT )−1 ◦ γPST (h)
is independent of the choice of P as long as P ≤ S and P ≤ R. Moreover,
this map is equal to the isomorphism
det(ST )→ det(RT ), h 7→ γRT ◦ (γST )−1(h).
The latter may be viewed as some kind of transition map. This will
become clearer in the next subsection. The first map in the corollary behaves
smoothly with respect to certain bundle constructions.
It will turn out that the good left projection structures are very useful in
the definition of determinant bundles for classical Fredholm operators.
Postponing the construction of determinant bundles there is an important
stabilization construction, which is the linearized version of a construction
occurring in perturbation theory, and which has to be understood from the
point of view of orientations of determinants.
We start with a Fredholm operator T : E → F and assume that φ : Rn →
F is a linear map such that the map Tφ : E ⊕ Rn → F , defined by
Tφ(e, r) = T (e) + φ(r),
is surjective. Writing Rn after E is convenient and goes hand in hand with
the conventions in the definition of the isomorphism ΦE associated with the
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exact sequence E. We would like to introduce a convention relating the
orientations of det(T ) and det(Tφ), knowing that Rn possesses the preferred
orientation as direct sum of n-many copies of R, each of which is oriented by
[1]. We introduce the exact sequence
E : 0→ ker(T ) j−→ ker(Tφ) pi−→ Rn [φ]−→ F/R(T )→ 0,
in which j(e) = (e, 0), pi(e, r) = r, and [φ](r) = φ(r) +R(T ).
Lemma 6.14. The sequence E is exact.
Proof. Clearly, pi ◦ j = 0 and j is injective. If pi(e, r) = 0, then T (e) = 0 and
j(e) = (0, e) = (e, r). If (e, r) ∈ ker(Tφ), then T (e) + φ(r) = 0 implying that
φ(r) ∈ R(T ). Hence [φ(r)] = R(T ). If [φ](r) = 0, we have φ(r) = T (−e) for
some e ∈ E and hence (e, r) ∈ ker(Tφ). Moreover, pi(e, r) = r. The last map
is surjective since, by assumption, Tφ is surjective. 
From the exact sequence E we deduce the previously constructed natural
isomorphism
ΦE : det(T )→ λ(ker(Tφ))⊗ λ∗(Rn).
In the applications the operator T is oriented and the auxiliary constructions
to obtain transversality yield, on the linearized level, operators of the type
Tφ.
The above isomorphism can be used to relate the orientations of det(T )
and det(Tφ). However, this requires an additional convention. For this it
suffices to fix an isomorphism λ∗(Rn)→ R∗ = λ∗({0}). This gives rise to an
isomorphism
λ(ker(Tφ))⊗ λ∗(Rn)→ λ(ker(Tφ))⊗ R∗ = det(Tφ),
which then yields an isomorphism det(T ) → det(Tφ). The isomorphism we
choose is defined by
ψ : λ∗(Rn)→ λ∗({0}) = R∗, (e1 ∧ . . . ∧ en)∗ 7→ 1∗,
where e1, . . . , en is the standard basis of Rn. It then follows for every basis
c1, . . . , cn of Rn that
ψ
(
(c1 ∧ . . . ∧ cn)∗
)
=
1
det([c1, . . . , cn])
1∗, (94)
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where det denotes the determinant of a n×n matrix of the column vectors.
Summing up the previous discussion and using the definition of the iso-
morphism ΦE associated to the exact sequence E we can summarize the
findings in the following proposition.
Proposition 6.15. With the chosen isomorphism φ : λ∗(Rn) → λ∗({0}) =
R∗, (e1 ∧ . . . ∧ en)∗ → 1∗, we define the isomorphism
ιφ : det(T )→ det(Tφ)
by the following formula. We choose a basis a1, . . . , ak of ker(T ) and a basis
d¯1 = φ(c¯1) + R(T ), . . . , d¯m = φ(c¯m) + R(T ) of F/R(T ). Let h = (a1 ∧ . . . ∧
ak)⊗(d¯1∧. . .∧d¯m)∗. Extend (a1, 0), . . . , (ak, 0) to a basis of ker(Tφ) by adding
b¯1 = (b1, r1), . . . , b¯l = (bl, rl), and notice that r1 = pi(b1, r1), . . . , rl = pi(bl, rl)
together with c¯1, . . . , c¯m form a basis of Rn. Then the isomorphism ιφ is
defined by the formula
ιφ(h) =
1
det(c¯1, . . . , c¯m, r1 . . . , rl)
((a1, 0) ∧ . . . ∧ (ak, 0) ∧ b¯1 ∧ . . . ∧ b¯l)⊗ 1∗.
This follows immediately from the definition of the isomorphism ΦE asso-
ciated with the exact sequence E. Our choice of isomorphism λ∗(Rn)→ R∗ is,
of course, dual to a uniquely determined choice of isomorphism R→ λ(Rn),
defined by the mapping, which maps 1 to the wedge of the standard basis.
Its inverse is the map
c1 ∧ . . . ∧ cn → det([c1, . . . , cn]). (95)
Here again det is the determinant of a n × n matrix. Having chosen the
isomorphisms (94) and (95) we deduce the following natural identifications
for every finite dimensional vector space V ,
V ⊗ λ(Rn)→ V v ⊗ (e1 ∧ . . . ∧ en) 7→ v ⊗ 1→ v,
and
V ⊗ λ∗(Rn)→ V : v ⊗ (e1 ∧ . . . ∧ en)∗ → v ⊗ 1∗ → v.
We need another convention.
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Definition 6.16. Assume that T : E → F and S : E ′ → F ′ are Fredholm
operators. Then the direct sum T ⊕ S : E ⊕ E ′ → F ⊕ F ′ is a Fredholm
operator, and we define the natural isomorphism
det(T )⊗ det(S)→ det(T ⊕ S)
as follows. We choose h = (a1 ∧ . . . ∧ an) ⊗ (d1 ∧ . . . ∧ dl)∗ ∈ det(T ) and
h′ = (a′1 ∧ . . . ∧ a′n′)⊗ (d′1 ∧ . . . ∧ d′l′)∗ ∈ det(S). Then we map h⊗ h′ to the
vector g ∈ det(T ⊕ S), defined by
g = (a1 ∧ . . . ∧ an ∧ a′1 ∧ . . . ∧ a′n′)⊗ (d1 ∧ . . . ∧ dl ∧ d′1 ∧ . . . ∧ d′l′)∗.
6.4 Classical Local Determinant Bundles
We continue with some local constructions in the neighborhood of a Fredholm
operator T : E → F between two Banach spaces.
Lemma 6.17. Given a Fredholm operator T : E → F and a projection P ∈
ΠT , we take a topological complement Y of ker(PT ) in E. Then there exists
ε > 0 such that for every S ∈ L(E,F ) satisfying ‖S − T‖ < ε, the following
holds.
(1) P ∈ ΠS.
(2) PS|Y : Y → R(P ) is a topological isomorphism.
Proof. We estimate ‖PT |Y − PS|Y ‖ ≤ ‖P‖ · ‖S − T‖. Since PT |Y : Y →
R(P ) is a topological linear isomorphism, it follows from the openness of
invertible linear operators Y → R(P ) that (2) holds for a suitable ε. Since
PS : Y → R(P ) is a topological linear isomorphism, we conclude thatR(PS) =
R(P ), which implies P ∈ ΠS. 
We assume the hypotheses of the previous lemma, split E = ker(PT )⊕Y ,
and correspondingly write e = k+y. For S satisfying ‖S−T‖ < ε we consider
the equation PS(k + y) = 0 which can be rewritten as
PS(y) = −PS(k).
Hence y = y(k, S)) = −(PS|Y )−1(PS(k)). The map (k, S) 7→ y(k, S) is
continuous. We equipe the topological space⋃
‖S−T‖<ε
{S} × ker(PS) ⊂ L(E,F )⊕ E
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with the induced topology. The projection
pi :
⋃
‖S−T‖<ε
{S} × ker(PS)→
⋃
‖S−T‖<ε
{S}
is the restriction of the continuous projection L(E,F ) ⊕ E → L(E,F ) and
therefore continuous. The fibers of pi are finite-dimensional vector spaces of
the same dimension.
Lemma 6.18. The topological space
⋃
‖S−T‖<ε{S} × ker(PS) together with
the continuous projection pi has the structure of a trivial vector bundle.
Proof. The continuous and bijective map
{S | ‖S − T‖ < ε} × ker(PT )→
⋃
‖S−T‖<ε
{S} × ker(PS)
is defined by
(S, k) 7→ (S, k + y(k, S)).
Its inverse is the restriction of the continuous map
{S | ‖S−T‖ < ε}×E → {S | ‖S−T‖ < ε}×ker(PT ), (S, k+ y) 7→ (S, k),
so that our map is indeed a topological bundle trivialization. 
Now we have the trivial bundle
pi :
⋃
‖S−T‖<ε
{S} × ker(PS)→ {S | ‖S − T‖ < ε},
and the product bundle
pi0 : {S | ‖S − T‖ < ε} × (F/R(P ))→ {S | ‖S − T‖ < ε}.
The obvious viewpoint about these bundles is the following. Given the family
of Fredholm operators S 7→ PS defined for S satisfying ‖S − T‖ < ε, the
kernel dimension and cokernel dimension is constant. Therefore, we obtain
the topological kernel bundle as well as the cokernel bundle. We shall need
the following standard lemma which can be derived from results in f.e. in
[29].
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Lemma 6.19. Given finite-dimensional topological vector bundles E and F
over the topological space X, the bundles λ(E)→ X, λ∗(F )→ X as well as
E⊕F → X, and E⊗F → X have the structure of topological vector bundles
in a natural way.
From Lemma 6.19 we deduce immediately the following result.
Proposition 6.20. The topological space⋃
‖S−T‖<ε
{S} × det(PS),
together with the projection onto the set {S | ‖S − T‖ < ε} has in a natural
way the structure of topological line bundle.
We introduce, for the Fredholm operator T and the projection P ∈ ΠT ,
the abbreviation
DET(T, P, ε) =
⋃
‖S−T‖<ε
{S} × det(PS),
where ε > 0 is guaranteed by Lemma 6.18. We shall call DET(T, P, ε) the
local determinant bundle associated with the Fredholm operator T , the
projection P ∈ ΠT , and ε.
For the projection Q ∈ ΠT satisfying Q ≤ P we abbreviate
DET(T,Q, ε) =
⋃
‖S−T‖<ε
{S} × det(QS)
which, again in a natural way, is a topological line bundle.
Lemma 6.21. The algebraic isomorphism
γ̂T,P,Q,ε : DET(T, P, ε)→ DET(T,Q, ε) : (S, h)→ (S, γQPS(h))
is a topological line bundle isomorphism.
Proof. This is trivial and follows from an inspection of the maps γQPS. A
sketch of the proof goes as follows. We start with the exact sequence
0→ ker(PS)→ ker(QS)→ F/R(Q)→ F/R(P )→ 0.
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Here ‖S − T‖ < ε. Since Q,P ∈ ΠT and Q ≤ P , the kernels of PS and
QS define topological bundles if we vary the Fredholm operators S. This
is trivially true for the cokernel bundles associated to PS and QS, which
are honest product bundles, in view of R(PS) = R(P ) and R(QS) = R(Q).
We can take linearly independent continuous sections which span the kernels
of the PS. Similarly, for the cokernels we can take constant sections. Now
going through the construction of the maps γQPS, we see that we can extend
the kernel sections for the PS to a family of continuous sections which are
point-wise linearly independent and span the kernels of the QS. Proceeding
the same way with the cokernels, we obtain at the end a continuous family
of point-wise linearly independent sections spanning ker(QS) and F/R(Q).
Taking the appropriate wedges and tensor products we see that a continuous
section of the first line bundle is mapped to a continuous section of the
second. The argument can be reversed to verify the continuity of the inverse
map. 
Now we introduce the bundle
DET(E,F ) =
⋃
S∈F(E,F )
{S} × det(S)
over the space of all Fredholm operators. At first sight this set seems not to
have a lot of structure globally (though near certain S it has some due to
the previous discussion). The problem is that in the definition of det(S) the
‘ingredients’ ker(S) and F/R(S) associated to S might have varying local
dimensions. However, in view of the discussion in the previous subsection,
we shall see, that we can equip DET(E,F ) with the structure of a topological
line bundle over the space of Fredholm operators F(E,F ). This structure
will turn out to be natural, i.e., the structure does not depend on the choices
involved in its construction. Here, it is important to follow the conventions
already introduced.
We have the projection map
DET(E,F ) → F(E,F ), (S, h) 7→ S.
The base F(E,F ) has a topology, but the total space DET(E,F ) at this point
has not. Given T ∈ F we can invoke Proposition 6.20 and find ε > 0 and
P ∈ ΠT such that
γ(T,P,ε) : DET(E,F )|{S | ‖S − T‖ < ε} → DET(T, P, ε), (S, h) 7→ (S, γPS (h))
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is a bijection which is fibers-wise linear and covers the identity on the base.
Definition 6.22. Denote by B the collection of all subsets B of DET(E,F )
having the property that there exists γ(T,P,ε) for which γ(T,P,ε)(B) is open in
DET(T, P, ε).
The fundamental topological observation is the following proposition.
Proposition 6.23. The collection of sets B is a basis for a topology on
DET(E,F ).
Postponing the proof for the moment, we denote the topology associated
with B by T , and obtain the following result.
Proposition 6.24. The set DET(E,F ) with its linear structure on the fibers,
equipped with the topology T , is a topological line bundle. The maps
γ(T,P,ε) : DET(E,F )|{S | ‖S − T‖ < ε} → DET(T, P, ε), (S, h)→ (S, γPS (h))
are topological bundle isomorphisms.
In order to prove the previous two propositions we recall the maps γ(T,P,ε)
and γ(T ′,P ′,ε′). We are interested in the transition map γ(T ′,P ′,ε′) ◦γ−1(T,P,ε). The
domain of this map consists of all pairs (S, h) satisfying ‖T − S‖ < ε and
‖S−T ′‖ < ε′ and h ∈ det(PS). The transition map preserves the base point
and maps h to an element in det(P ′S). This transition map is obviously an
algebraic isomorphism between two topological line bundles.
Lemma 6.25. The transition map γ(T ′,P ′,ε′) ◦ γ−1(T,P,ε) is a topological isomor-
phism between topological line bundles.
Proof. It suffices to prove the continuity of the transition map near a base
point S0, since the same argument also applies to the inverse map. We choose
a projection Q satisfying Q ≤ P and Q ≤ P ′. In view of Corollary 6.13, the
transition map γ(T ′,P ′,ε′) ◦ γ−1(T,P,ε) is equal to
(S, h) 7→ (S, (γQP ′S)−1 ◦ γQPS(h)).
This map is continuous, in view of Lemma 6.21. 
Let us finally remark that it is known that the line bundle DET(E,F ) is
non-orientable. However, over certain subsets it is orientable and that will
be used in the discussion of sc-Fredholm sections.
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6.5 Local Orientation Propagation and Orientability
Viewed locally, a classical Fredholm section f is a smooth map f : U →
F from an open subset U of some Banach space E into a Banach space
F . The derivatives Df(x), x ∈ U , form a family of Fredholm operators
depending continuously as operators on x ∈ U . The determinant line bundle
of this family of Fredholm operators is a smooth line bundle over U . If U
is contractible, this line bundle possesses precisely two possible orientations
because a line has precisely two possible orientations. Indeed, in this case, the
orientation of one single line in the bundle determines a natural orientation
of all the other lines. We might view this procedure as a local continuous
propagation of an orientation.
This method, however, is not applicable in the sc-Fredholm setting be-
cause the linearizations do not, in general, depend continuously on the base
point. But there are additional difficulties. For example, we are confronted
with nontrivial bundles where the dimensions can locally jump. Neverthe-
less there is enough structure which allows to define a propagation of the
orientation and this is the core of the orientation theory in the following
section.
We consider the sc-Fredholm section f of the strong M-polyfold bundle
P : W → X over the tame M -polyfold X, choose for a smooth point x ∈ X, a
locally defined sc+-section s satisfying s(x) = f(x), and take the linearization
(f − s)′(x) : TxX → Yx. The linearization (f − s)′(x) belongs to the space
of linearizations Lin(f, x) which is a subset of linear Fredholm operators
TxX → Yx possessing the induced metric defined by the norm of the space
L (TxX, Yx) of bounded operators. Moreover, Lin(f, x) is a convex subset
and therefore contractible. Introducing the line bundle
DET(f, x) :=
⋃
L∈Lin(f,x)
{L} × det(L)
over the convex set Lin(f, x), the previous discussion shows that DET(f, x)
is a topological line bundle.
Proposition 6.26. DET(f, x) has in a natural way the structure of a topo-
logical line bundle over Lin(f, x) and consequently has two possible orienta-
tions since the base space is contractible.
Definition 6.27 (Orientation). Let f be a sc-Fredholm section of the
strong M-polyfold bundle P : Y → X over the tame M-polyfold X and x ∈ X
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a smooth point. Then an orientation for the pair (f, x), denoted by o(f,x),
is a choice of one of the two possible orientations of DET(f, x).
Let us denote by Of the orientation space associated to f , which is
the collection of all pairs (x, o), in which x ∈ X∞ and o is an orientation
of DET(f, x). We consider a category whose objects are the sets Orfx :=
{ox,−ox} of the two possible orientations of DET(f, x). The reader should
not be confused by our notation. There is no distinguished class ox. We
only know there are two possible orientations, namely ox and −ox. For any
two smooth points x and y in the same path component of X the associated
morphism set consists of two isomorphisms. The first one maps ±ox → ±oy
and the second one ±ox → ∓oy.
Proposition 6.28. If f is a sc-Fredholm section of the strong M-polyfold
bundle P : Y → X, then every smooth point x possesses an open neighborhood
U = U(x) having the following properties.
(1) U is sc-smoothly contractible.
(2) The solution set {x ∈ clX(U) | f(x) = 0} is compact.
(3) Given a sc-smooth path φ : [0, 1]→ U , there exists a sc+-section s : U×
[0, 1]→ Y having the property that s(φ(t), t) = f(φ(t)).
(4) If t0 ∈ [0, 1], y0 ∈ U∞, and e0 is a smooth point in Yy0, then there exists
a sc+-section q : U × [0, 1]→ Y satisfying q(y0, t0) = e0.
Proof. Taking local strong bundle coordinates coordinates we may assume
that the bundle is P : K → O and x = 0. Here K = R(V / F ) is the
strong bundle retract covering the sc-retraction r satisfying r(V ) = O. As
usual, V ⊂ C is an open neighborhood of 0 in the partial quadrant C of the
sc-Banach space E.
There is no loss of generality assuming that V is convex. Note that in
this case O is sc-smoothly contractible by the contraction
r̂ : [0, 1]×O → O, r̂(t, y) = r(ty).
Indeed, for y ∈ O we have that y ∈ V , and since 0 ∈ V , we have for t ∈ [0, 1]
that ty ∈ V , so that r(ty) is defined. If t = 1, then r(1y) = r(y) = y and if
t = 0, then r(0y) = r(0) = 0. The sc-Fredholm section f possesses the local
compactness property. We can therefore choose a convex neighborhood V ′
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of 0 ∈ C such that U = r(V ′) is sc-smoothly contractible and so small that
clC(U) ⊂ O and the restriction f | clC(U) has a compact solution set.
At this point we have constructed an open neighborhood U of x which
has the first two properties. Shrinking U further, so that it is still the retract
of a convex open subset of V , will keep these properties. We have to show
that an additional shrinking will guarantee (3) and (4).
The section f of K → O has the form f(y) = (y, f(y)) where R(f(y)) =
f(y). The map f is the principle part of the section f and is sc-smooth as a
map from O to F . If φ : [0, 1]→ U is a sc-smooth path, t ∈ [0, 1] and y ∈ U ,
then (y, f(φ(t))) ∈ O / F ⊂ V / F and we define the map s : U × [0, 1]→ K
by
s(y, t) = R(y, f(φ(t))).
The map s is a sc+-section of the pull-back of the bundle K → O
by the map U × [0, 1] → O, (y, t) 7→ y. By construction, s(φ(t), t) =
R(φ(t), f(φ(t))) = R(f(φ(t))) = f(φ(t)). This proves (3).
The statement (4) was already proved in some variation in the sections
about Fredholm theory. Formulated in the local coordinates, the statement
(4) assumes that the smooth point e0 = (y0, e0) ∈ K and t0 ∈ 0, 1] are given.
The required section q : O × [0, 1]→ K can be then defined as the section
q(y, t) = R(y, e0).
It satisfies q(y0, t0) = R(y0, e0) = (y0, e0) = e0, as desired. 
Now we are in the position to define a propagation mechanism. Since
it will involve several choices we have to make sure that the end result is
independent of the choices involved. The set up is as follows. We have a
strong bundle P : Y → X over the M-polyfold X and an sc-Fredholm section
f of P . Around a smooth point x ∈ X we choose an open neighborhood
U = U(x) so that the statements (1)-(4) of Proposition 6.28 hold.
There is no loss of generality assuming that X = U . If φ : [0, 1] → X
is a sc-smooth path, we employ Proposition 6.28 and choose a sc+-section
s : X × [0, 1]→ W satisfying s(φ(t), t) = f(φ(t)).
Adding finitely many sc+-sections s1, . . . , sk defined on X × [0, 1], we
obtain the sc-Fredholm section
F : [0, 1]×X × Rk → W, F (t, y, λ) = f(y)− s(y, t) +
k∑
i=1
λi · si(y, t)
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having the property that for λ = 0 the points (t, φ(t), 0) are solutions of
F (t, φ(t), 0) = 0. For fixed t ∈ [0, 1] we introduce the sc-Fredholm section
Ft : X × Rk → Y, (y, λ)→ F (t, y, λ).
The discussion, so far, is true for all choices s1, . . . , sk. Using the results from
the transversality theory we can choose s1, . . . , sk such that, in addition, Ft
has a good boundary behavior.
Lemma 6.29. There exist finitely many sc+-sections s1, . . . , sk of the bundle
Y → [0, 1] × X such that the sc-smooth Fredholm section F of the bundle
Y → [0, 1]× Rk ×X, defined by
F (t, y, λ) = f(y)− s(y, t) +
k∑
i=1
λi · si(y, t),
has the following property (P).
(P) For every fixed t ∈ [0, 1], the section Ft is at the point (φ(t), 0) in
general position to the boundary of X × Rk.
Property (P) automatically implies that F is in general position to the
boundary of [0, 1] × X × Rk at all points (t, φ(t), 0) for t ∈ [0, 1]. As a
consequence of the implicit function theorem for the boundary case we obtain
the following result.
Lemma 6.30. The solution set S = {(t, y, λ) |F (t, y, λ) = 0} for (t, y, 0)
near (t, φ(t), 0) is a smooth manifold with boundary with corners. Hence
{(t, φ(t), 0) | t ∈ [0, 1]} ⊂ S. Moreover, it follows from the property (P) that
the projection
pi : S → [0, 1], (t, y, λ) 7→ t
is a submersion. The set St defined by {t} × St := pi−1(t) is a manifold with
boundary with corners contained in X × Rk.
We do not claim that St is compact, but the manifold St lies in such a
way in X × Rk that its intersection with (∂X) × Rk carves out a boundary
with corners on the manifold St.
The tangent space T(φ(t),0)St at the point (φ(t), 0) ∈ St agrees with the
kernel ker(F ′t(φ(t), 0)) and, abbreviating
Lt := T(φ(t),0)St = ker(F
′
t(φ(t), 0)) for t ∈ [0, 1],
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we introduce the bundle L of tangent spaces along the path φ(t) ∈ S, for
t ∈ [0, 1], by
L =
⋃
t∈[0,1]
{t} × Lt.
The bundle L is a smooth vector bundle over [0, 1]. By λ(L) we denote the
line bundle associated with L,
λ(L) =
⋃
t∈[0,1]
{t} × λ(Lt).
An orientation of the lines λ(Lt) determines by continuation an orienta-
tion of all the other lines. In particular, an orientation of λ(L0) at t = 0
determines an orientation of λ(L1) at t = 1, and we shall relate these orien-
tations to the orientations of DET(f, φ(0)) and DET(f, φ(1)). To this aim
we introduce, for every fixed t ∈ [0, 1], the exact sequence Et defined by
Et : 0→ ker((f − s(·, t))′(φ(t))) j−→ ker(F ′t(φ(t), 0)) p−→
p−→ Rk c−→ Yφ(t)/R((f − s(·, t))′(φ(t)))→ 0
(96)
in which j is the inclusion map, p the projection onto the Rk-factor, and the
map c is defined by
c(λ) =
(
k∑
i=1
λisi(t, φ(t))
)
+R((f − s(·, t))′(φ(t))).
Lemma 6.31. The sequence (96) is exact.
Proof. The inclusion map j is injective and p ◦ j = 0. From p(h, λ) =
0 it follows that λ = 0 so that h ∈ ker((f − s(·, t))′(φ(t))). If (h, λ) ∈
ker(F ′t(φ(t), 0)), then
∑
λisi(φ(t), t) belongs to the image of (f−s(·, t))′(φ(t))
which implies c◦p = 0. It is also immediate that an element λ ∈ Rk satisfying
c(λ) = 0 implies that
∑
λisi(φ(t), t) belongs to the image of (f−s(·, t))′(φ(t)).
This allows us to construct an element (h, λ) ∈ ker(F ′t(φ(t), 0)) satisfying
p(h, λ, ) = λ. Finally, it follows from the property (P ) in Lemma 6.29 that
the map c is surjective. The proof of Lemma 6.31 is complete. 
From the exact sequence Et we deduce the natural isomorphism ΦEt in-
troduced in Section 6.2,
ΦEt : λ
(
ker(f − s(·, t))′(φ(t)))⊗ λ∗(coker (f − s(·, t))′(φ(t)))
→ λ(kerF ′t(φ(t), 0)⊗ λ∗(Rk),
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and obtain, in view of the the definition of the determinant, the isomorphism
ΦEt : det((f − s(·, t))′(ϕ(t)))→ λ(Lt)⊗ λ∗(Rk).
Now we assume that we have chosen the orientation o0 of DET(f, φ(0)) at
t = 0. It induces an orientation of det((f − s(·, 0))′(φ(0))). The isomorphism
ΦE0 determines an orientation of λ(L0)⊗λ∗(Rk). By continuation we extend
this orientation to an orientation of λ(L1) ⊗ λ∗(Rk). Then the isomorphism
(ΦE1)
−1 at t = 1 gives us an orientation of det((f − s(·, 1))′(ϕ(1))) and
consequently an orientation o1 of DET(f, φ(1)) at t = 1, denoted by
o1 = φ∗o0,
and called the push forward orientation.
A priori our procedure might depend on the choices of the sections s(y, t)
and s1 . . . , sk and we shall prove next that it actually does not.
Proposition 6.32. We assume that f is the sc-Fredholm section of the
strong M-polyfold bundle P : Y → X and U = U(x) an open neighborhood
around a smooth point x, for which the conclusions of Proposition 6.28 hold.
Let φ : [0, 1] → U be a sc-smooth path. Then the construction of the map
o → φ∗o, associating with an orientation of DET(f, φ(0)) an orientation
φ∗o of DET(f, φ(1)) does not depend on the choices involved as long as the
hypotheses of Lemma 6.29 hold.
The proof of the proposition follows from two lemmata.
Lemma 6.33. Under the assumption of the proposition we assume that the
sc-Fredholm section
F (t, y, λ) = f(y)− s(y, t) +
k∑
i=1
λi · si(y, t),
satisfies the property (P) from Lemma 6.29. We view F as section of the
bundle Y → [0, 1]×X ×Rk. Adding more sc+-sections we also introduce the
second sc-Fredholm section
F (t, y, λ, µ) = F (t, y, λ) +
l∑
j=1
µj · s¯j(y, t),
viewed as a section of the bundle Y → [0, 1]×X ×Rk+l. Then both sections
define the same propagation of the orientation along the sc-smooth path φ.
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Proof. The key is to view F as the section
F̂ (τ, t, y, λ, µ) = f(y)− s(y, t) +
k∑
i=1
λi · si(y, t)
of the strong M-polyfold bundle Y → [0, 1] × [0, 1] × X × Rk+l. There is a
sc-Fredholm section
F˜ : [0, 1]× [0, 1]×X × Rk+l → Y,
defined by
F˜ (τ, t, y, λ, µ) = F̂ (τ, t, y, λ, µ) +
l∑
j=1
µj · s¯j(y, t).
The induced map X × Rk+l → Y for fixed (τ, t) ∈ [0, 1] × [0, 1] satisfies
the property (P). We obtain a solution manifold S˜ with boundary with cor-
ners defined near the points (τ, t, φ(t), 0),which fibers over [0, 1]× [0, 1]. Let
p˜i : S˜ → [0, 1] × [0, 1] and consider its tangent map. Then take the vec-
tor bundle L˜ → [0, 1] × [0, 1] whose fiber over (τ, t) is the preimage of the
zero section of T ([0, 1] × [0, 1]) under T p˜i. For τ = 0 we obtain the bundle
L˜0 → {0} × [0, 1] = [0, 1]. This is of the form
L⊕ ([0, 1]× Rl)→ [0, 1],
where L is the bundle associated to F which we used originally to define the
propagation along φ. Applying the construction now using L˜0 one verifies by
a simple computation that it defines the same propagation.
Hence it remains to verify that every bundle L˜τ , τ ∈ [0, 1], defines the
same propagation. First of all we note that as τ varies, the bundle varies
continuously. Moreover, we relate the end points to det((f − s(·, 0))′(φ(0)))
and det((f − s(·, 1))′(φ(1))). The data in the occurring exact sequence relat-
ing the latter with the corresponding orientations of L˜τ , vary continuously.
This implies that the propagation definition does not depend on τ . 
Next we show that the choice of the sc+-section s satisfying s(φ(t), t) =
f(φ(t)) does not affect the definition of the propagation.
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Lemma 6.34. We assume that the sc+-sections si for i = 0, 1 satisfy
si(φ(t), t) = f(φ(t))
and consider the homotopy sτ = τ · s1 + (1 − τ) · s0. We choose additional
sections sτ1, . . . , s
τ
k so that the property (P) holds together with s
τ for every
τ . Then the propagation of the orientation along the sc-smooth path φ using
each of the collections sτ , sτ1, . . . , s
τ
k is the same.
Proof. The proof is similar as the lemma above. We obtain a vector bundle
L˜→ [0, 1]× [0, 1] with parameters (τ, t) in the base. Then we can define for
fixed τ a vector bundle over t ∈ [0, 1], say L˜τ . Clearly L˜τ varies continuously
in τ . At t = 0, 1 the linearizations (f−sτ (·, 0))′(φ(0)) and (f−sτ (·, 1))′(φ(1))
vary continuously as operators in DET(f, φ(0)) and DET(f, φ(1)), respec-
tively. This implies that the bundle L˜τ induces, independently of τ ∈ [0, 1],
the same propagation of the orientation along the path φ. 
Now we are in the position to finish the proof of Proposition 6.32. We
start with two collections si, si1, . . . , s
i
ki to define the propagation and add for
i = 0 and i = 1 additional sc+-sections such that the following holds.
(1) For both situations i = 0 and i = 1 we have the same number of
sections.
(2) For a convex homotopy parametrized by τ ∈ [0, 1], the property (P)
holds for each fixed τ .
By Lemma 6.33 adding section does not change the propagation. We can
apply this for i = 0, 1. Then we can use Lemma 6.34 to show that these two
propagations (after adding sections) are the same.
Next assume we have the same hypotheses and U = U(x) has the initially
stated properties. If the two sc-smooth paths φ0, φ1 : [0, 1] → U have the
same starting and end points, we homotope sc-smoothly from one to the
other with end points fixed, using that U is sc-smoothly contractible. We
denote this sc-smooth homotopy by
Φ: [0, 1]× [0, 1]→ U
where φi = Φ(i, 0) for i = 0, 1. Then we construct the sc+-section s satisfying
s(Φ(τ, t), τ, t) = f(Φ(τ, t)) and define the sc-Fredholm section
(τ, t, y, λ)→ f(y)− s(y, τ, t) +
k∑
i=1
λi · si(y, τ, t)
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possesing the obvious properties. For every τ we obtain a vector bundle
L˜τ → [0, 1]. Since all the data change continuously in these bundles and the
operators for t = 0, 1 in DET(∗) change continuously in τ , we see that every
L˜τ defines the same propagation of the orientation along paths φτ = Φ(τ, ·).
Hence we have proved the following statement.
Theorem 6.35. We assume that P : Y → X is a strong bundle over the
tame M-polyfold and x a smooth point in X. Then there exists an open sc-
smoothly contractible neighborhood U = U(x) such that for every sc-smooth
path φ : [0, 1]→ U there exists a well-defined propagation
o→ φ∗o
of an orientation o of DET(f, φ(0)). Moreover, if φ0 and φ1 : [0, 1]→ U are
two sc-smooth paths from the same starting points to the same end points,
then the propagation along φ0 and φ1 is the same, i.e.,
φ0∗o = φ
1
∗o.
Having this theorem there are precisely two possible ways to orient the
family DET(f, y), y ∈ U∞, so that these orientations are related by propa-
gation along paths. Namely, we fix x and take for y ∈ U a sc-smooth path
φ : [0, 1] → U , starting at x and ending at y. Fixing an orientation ox of
DET(f, x), we define oy = φ∗ox. The definition is independent of the choice
of the path φ. At this point we have a map which associates to a smooth point
y ∈ U , i.e. y ∈ U∞, an orientation oy of DET(f, y). It follows from Theorem
6.35 that if ψ is a sc-smooth path connecting y1 with y2, then ψ∗oy1 = oy2 .
Definition 6.36. Given a strong bundle P : Y → X over the tame M-
polyfold X and a sc-Fredholm section f , we call an open contractible neigh-
borhood U(x) of a smooth point x on which the local propagation construc-
tion can be carried out an orientable neighborhood of (f, x). Any two of
the possible orientations of DET(f, y) for y ∈ U∞, which have the propaga-
tion property, is called a continuous orientation.
An orientable neighborhood has precisely two continuous orientations.
Now we globalize the local propagation of orientation constructions to a
more global procedure.
Let X be an M-polyfold and φ : [0, 1]→ X a sc-smooth map. We denote
by [φ] its sc-smooth homotopy class with end points fixed. Associated with
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[φ] we have the source s([φ]) which is the starting point φ(0) and the target
t([φ]) which is the end point φ(1). Given two sc-smooth homotopy classes [φ]
and [ψ] satisfying t([φ]) = s([ψ]), we define the composition [ψ] ∗ [φ] as the
class of γ defined as follows. Take a smooth map β : [0, 1]→ [0, 2] satisfying
that β([0, 1/2]) = [0, 1], β(0) = 0 and β(s) = 1 for s near 1/2. Moreover,
β([1/2, 1]) = [1, 2] and β(1) = 2. Then we define the sc-smooth path γ by
γ(t) = φ(β(s)) for s ∈ [0, 1/2] and γ(t) = ψ(β(s)) for s ∈ [1/2, 1]. This
way we obtain a category PX whose objects are the smooth points in X and
whose morphisms x → y are the homotopy classes [φ] with source x and
target y.
The main result of this section is described by the following theorem
which is a consequence of the local constructions.
Theorem 6.37. Let P : Y → X be a strong bundle over the tame M-polyfold
X and f a sc-Fredholm section. Then there exists a uniquely determined
functor
PX Γf−→ Of ,
which associates with the smooth point x the set Orfx, and with the sc-smooth
homotopy class [φ] : x → y a morphism Γf ([φ]) : Orfx → Orfy , which has the
following property.
(∗) Given any smooth point x in X and a sc-smoothly contractible open
neighborhood U = U(x) having the property that f on U has the local prop-
agation property, then the maps φ∗ : Or
f
φ(0) → Orfφ(1) and Γf ([φ]) : Orfφ(0) →
Orfφ(1) coincide for a sc-smooth path φ : [0, 1]→ U .
Proof. We consider the sc-smooth path φ : [0, 1] → X, fix t0 ∈ [0, 1], and
choose an orientable neighborhood U(φ(t0)). Then we find an open interval
I(t0) so that an orientation ot for (f, φ(t)), where t ∈ I(t0)∩ [0, 1], determines
an orientation for all s ∈ I(t0)∩[0, 1]. Now using the compactness of [0, 1] and
a finite covering map, we can transport a given orientation o0 of DET(f, φ(0))
to an orientation o1 of DET(f, φ(1)). The map ±o0 → ±o1 is denoted by φ∗.
By a covering argument one verifies that the map φ∗ only depends on the
homotopy class [φ] for fixed end-points. It is obvious that Γf is unique. 
Finally we can give two equivalent definitions of orientability of a sc-
Fredholm section.
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Definition 6.38. A sc-Fredholm section f of the strong bundle P : Y → X
over the tame M-polyfold X is called orientable provided for every pair of
smooth points x and y in the same path component, the morphism Γf ([φ])
does not depend on the choice of the homotopy class [φ] : x→ y.
An equivalent version is the following.
Definition 6.39. Let f be a sc-Fredholm section of the strong bundle P : Y →
X over the tame M-polyfold X. Then f is called orientable if there exists
a map which associates with a point y ∈ U∞ an orientation oy of DET(f, y)
having the following property. For every smooth point x there exists an ori-
entable neighborhood U(x) for which U∞(x) 3 y 7→ oy is one of the two
continuous orientations.
Finally we define an orientation of the sc-Fredholm section as follows.
Definition 6.40 (Orientation of sc-Fredholm sections). Let P : Y → X
be a strong bundle over the tame M-polyfold X and assume that f is a sc-
Fredholm section. An orientation of for f is a map which associates with
every smooth point y ∈ X an orientation ofy of DET(f, y) such that, for
every smooth point x and orientable neighborhood U = U(x), the restriction
of |U∞ is one of the two possible continuous orientations.
We close this subsection with a general result.
Theorem 6.41. We assume that P : Y → X is a strong bundle over the
tame M-polyfold X. Let f be a proper sc-Fredholm section such that for every
x ∈ X solving f(x) = 0 the pair (f, x) is in general position to the boundary
∂X. Suppose of is an orientation for f . Then the solution set S = f−1(0) is
a smooth compact manifold with boundary with corners possessing a natural
orientation.
Proof. We already know from the transversality discussion that S is a com-
pact manifold with boundary with corners. If x ∈ S, then ker(f ′(x)) = TxS
and because f ′(x) is surjective, every tangent space TxS is oriented by ofx.
Since of has the local continuation property, one verifies that the differen-
tial geometric local prolongation of the orientation on S is the same as the
Fredholm one. 
If f is not generic to start with, we have to take a small perturbation s
supported near the zero set of f , so that the solution set Sf+s has a natural
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orientation coming from of since det((f + s)′(x)) has an orientation coming
from DET(f, x) for x ∈ Sf+s.
Remark 6.42. If (f, o) is an oriented Fredholm section of the strong bundle
P : Y → X and s is a sc+-section of Y → X × [0, 1], then the sc-Fredholm
section f̂ , defined on X × [0, 1] by f̂(x, t) = f(x) + s(x, t) ∈ Y , has a natural
orientation associated with o and the standard orientation of [0, 1]. We choose
a local sc+-section t near the smooth point x satisfying t(x) = f(x) and
consider the orientation ox of det((f− t)′(x)), where L = (f− t)′(x) : TxX →
Yx. Taking the vector h = (a1 ∧ . . . ∧ an) ⊗ (b1 ∧ . . . ∧ bl)∗ determining the
orientation of L, we orient
L˜ : T(x,t)(X × [0, 1])→ Yx, (a, b)→ La
by the vector h˜ = (a1 ∧ . . . ∧ an ∧ e) ⊗ (b1 ∧ . . . ∧ bl)∗, where the vector e
defines the standard orientation of [0, 1]. The linear map L˜ belongs to the
linearization space of f̂ at (x, t), so that the latter obtains an orientation.
6.6 Invariants Associated to Proper Sc-Fredholm Sec-
tions
The next result generalizes a classical fact of smooth compact manifolds
to polyfolds. For the convenience of the reader we first recall the relevant
previous constructions.
We consider the oriented and proper sc-Fredholm section (f, o) of the
strong bundle P : Y → X over the tame M-polyfold X admitting sc-smooth
bump functions. The solution set S = {x ∈ X | f(x) = 0} is compact. If N
is an auxiliary norm on P we know from the perturbation and transversality
result, Theorem 5.18, that there exists an open neighborhood U ⊂ X of S
such that for every sc+-section s of P which is supported in U and satisfies
N(s(x)) ≤ 1 for all x ∈ X, the solution sets Sf+s = {x ∈ X | f(x)+s(x) = 0}
is compact. Moreover, there exist distinguished such sc+-sections having the
additional property that, for all x ∈ Sf+s, the pair (f + s, x) is in general
position to the boundary ∂X. Its solution set is a compact manifold with
boundary with corners and, as we have seen above, possesses a natural ori-
entation induced from the orientation o of the sc-Fredholm section f .
In the following theorem we shall call these distinguished sc+-sections s
admissible for the pair (N,U).
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In Section 4.4 we have introduced the differential algebra Ω∗∞(X, ∂X) =
Ω∗∞(X) ⊕ Ω∗−1∞ (∂X). Its differential d(w, τ) = (dω, j∗w − dτ), in which
j : ∂X → X is the inclusion map, satisfies d ◦ d = 0 and we denote the
associated cohomology by H∗dR(X, ∂X).
Theorem 6.43. Let P : Y → X be a strong bundle over the tame M-polyfold
X. We assume that X admits sc-smooth bump functions. Then there exists
a well-defined map which associates with a proper and oriented sc-Fredholm
section (f, o) of the bundle P a linear map
Ψ(f,o) : H
∗
dR(X, ∂X)→ R
having the following properties.
(1) If N is an auxiliary norm on P and s a sc+-section of P which is
admissible for the pair (N,U), then the solution set Sf+s = {x ∈
X | f(x)+s(x) = 0} is an oriented and compact manifold with boundary
with corners, and
Ψ(f,o)([ω, τ ]) =
∫
Sf+s
ω −
∫
∂Sf+s
τ,
holds for every cohomology class [ω, τ ] in H∗dR(X, ∂X). The integrals
on the right-hand side are defined to be zero, if the dimensions of the
forms and manifolds do not agree.
(2) For a proper and oriented homotopy between two oriented sc-Fredholm
sections (f0, o0) and (f1, o1) of the bundle P we have the identity
Ψ(f0,o0) = Ψ(f1,o1).
Proof. (1) The properness of the sc-Fredholm section f implies the compact-
ness of its solution set Sf = {x ∈ X | f(x) = 0}. If N is an auxiliary norm
N , then there exist, by Theorem 5.18, an open neighborhood U ⊂ X of Sf
and a sc+-section of s0 of P which is admissible for the pair (N,U) such
that the solution set S0 = Sf+s0 = {x ∈ X | f(x) + s0(x) = 0} is, in addi-
tion, an oriented compact manifold with boundary with corners of dimension
n = dimSf+s0 = ind(f
′(x)) for x ∈ Sf+s0 . The orientation (f, o) induces an
orientation on Sf+s and its local faces. We define the map Ψ(f,o) by
Ψ(f,o)([ω, τ ]) :=
∫
Sf+s0
ω −
∫
∂Sf+s0
τ (97)
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for a cohomology class [ω, τ ] in H∗dR(X, ∂X). The integrals on the right-hand
side are defined to be zero if the dimensions of the forms and manifolds do
not agree.
In order to verify that the definition (97) does not depend on the choice
of admissible section s0, we take a second sc
+-section s1 admissible for the
pair (N,U) so that the solution set S1 = Sf+s1 = {x ∈ X | f(x) + s1(x) = 0}
is a compact oriented manifold with boundary with corners. As explained in
Remark 5.16, there exists a proper sc+- homotopy st connecting s0 with s1
such the sc-Fredholm section F , defined onX×[0, 1] by F (x, t) = f(x)+st(x),
is in general position to the boundary of X × [0, 1] for every (x, t) in the
solution set SF = {(x, t) ∈ X × [0, 1] | f(x) + st(x) = 0}, which is an oriented
compact manifold with boundary with corners, whose orientation is induced
from the orientation o of f and the standard orientation of [0, 1]. We recall
that [ω, τ ] satisfies dω = 0 and j∗ω = dτ on ∂X where j : ∂X → X is the
inclusion map. Extending ω to the whole space X × [0, 1], we introduce the
form ω on X × [0, 1] by
ω = p∗1ω ∧ p∗2dt,
where p1 : X × [0, 1] → X and p2 : X × [0, 1] → [0, 1] are the sc-projection
maps. It follows that dω = 0 and ω|∂X×[0, 1] = dτ , where dτ = p∗1(dτ)∧p∗2dt.
The maps pi for i = 1, 2 are the restrictions of pi to ∂X × [0, 1]. By Stokes
theorem, ∫
SF
dω =
∫
∂SF
ω = 0.
We decompose the boundary ∂SF of the manifold SF into
∂SF = S0 ∪ S1 ∪ S˜,
where S0 ⊂ ∂X × {0}, S1 ⊂ ∂X × {1}, and S˜ ⊂ ∂X × (0, 1), as illustrated
in Figure 7.
Hence,
0 =
∫
∂SF
ω =
∫
∂SF
dτ ,
and we compute the two integrals, taking the orientations into account,
0 =
∫
∂SF
ω =
∫
S0
ω −
∫
S1
ω −
∫
S˜
ω.
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t
X × {0} X × {1}
S˜
S0
S1
∂S0 ∂S1
Figure 7:
Integration of dτ over ∂SF using Stokes theorem gives
0 =
∫
∂SF
dτ =
∫
S0
dτ −
∫
S1
dτ +
∫
S˜
ω
=
∫
∂S0
τ −
∫
∂S1
τ +
∫
S˜
ω.
Comparing the integrals, we obtain∫
S0
ω −
∫
∂S0
τ =
∫
S1
ω −
∫
∂S1
τ,
which shows that the definition (97) does indeed not depend on the choice
of the distinguished section s0.
The formula in (2) is verified by the same homotopy argument as in (1).

In the special situation ∂X = ∅ of no boundary, the map Ψ(f,o) : HndR(X)→
R is defined by
Ψ(f,o)([ω]) =
∫
Sf+s
ω
for [ω] ∈ HndR(X), if n is equal to the index of the sc-Fredholm section f , and
zero otherwise.
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6.7 Appendix
6.7.1 Proof of Lemma 6.5
Proof of Lemma 6.5. Recalling the exact sequence
E : 0→ A α−→ B β−→ C γ−→ D → 0,
we choose linear subspaces V ⊂ B and W ⊂ C such that
B = α(A)⊕ V and C = β(B)⊕W
and denote this choice of subspaces by (V,W ). The maps
βV : V → β(B) and γW : W → D
are isomorphisms and β(B) = β(V ) by exactness. Fixing the basis a1, . . . , an
of A and d1, . . . , dl of D, we choose any basis b1, . . . , bm−n of V ⊂ B and
define the basis c1, . . . , cm−n of β(B) ⊂ C by ci = βV (bi), and define the
basis c′1, . . . , c
′
l of W by γW (c
′
i) = di.
In order to show that the vector
(α(a1) ∧ . . . ∧ α(an) ∧ b1 ∧ . . . ∧ bm−n)⊗ (c′1 ∧ . . . ∧ c′l ∧ c1 ∧ . . . ∧ cm−n)∗
does not depend on the choice of the basis b1, . . . , bm−n of V , we choose a
second basis b1, . . . , bm−n of V , so that there is a linear isomorphism σ : V →
V mapping one basis into the other by b = σ(b). Hence
b1 ∧ . . . ∧ bm−n = det(σ) · b1 ∧ . . . ∧ bm−n,
where det(σ) is the usual determinant of the linear map σ. The associated
basis c1, . . . , cm−n of β(B) is then defined by ci = βV (bi). The two basis ci
and ci of β(B) are therefore related by the isomorphism
βV ◦ σ ◦ β−1V : β(B)→ β(B)
and consequently,
c1 ∧ . . . ∧ cm−n = det(βV ◦ σ ◦ β−1V )c1 ∧ . . . ∧ cm−n = det(σ)c1 ∧ . . . ∧ cm−n.
From this we obtain
(α(a1) ∧ . . . ∧ α(an) ∧ b¯1 ∧ . . . ∧ bm−n)⊗ (c′1 ∧ . . . ∧ c′l ∧ c1 ∧ . . . ∧ cm−n)∗
= det(σ)(α(a1) ∧ . . . ∧ α(an) ∧ b1 ∧ . . . ∧ bm−n)
⊗ 1
det(σ)
(c′1 ∧ . . . ∧ c′l ∧ c1 ∧ . . . ∧ cm−n)∗,
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so that the basis change has indeed no influence.
Next we replace the basis a1, . . . , an of A by the basis a1, . . . , an by means
of the linear isomorphism σ : A→ A and replace the basis d1, . . . , dl of D by
the basis d¯1, . . . , d¯l by means of the isomorphism ε : D → D. Then
(a1 ∧ . . . ∧ an) ∧ (d1 ∧ . . . ∧ dl)∗ = det(τ)
det(ε)
· (a1 ∧ . . . ∧ an) ∧ (d1 ∧ . . . ∧ dl)∗,
and the vector (a1 ∧ . . . ∧ an) ∧ (d1 ∧ . . . ∧ dl)∗ is independent of the choices
of the basis if and only if det(τ) = det(ε). So far, the definition of ΦE could
only depend on the choice of the complements (V,W ).
So, we assume that (V,W ) and (V ′,W ′) are two choices. We assume
that a1, . . . , an and d1, . . . , dl are fixed bases for A and D, respectively. Now
fixing any basis b1, . . . , bm−n of V , we find vectors q1, . . . , qm−n of α(A) such
that b1, . . . , bm−n with bi = bi + qi is a basis of V ′. We define ci ∈ W by
γW (ci) = di. Then we choose pi ∈ β(C) so that ci = ci + pi ∈ W ′ and
γW ′(ci) = di. Now we use the fact that for (V,W ) and (V
′,W ′) other choices
do not matter. Using that qj is a linear combination of α(a1), . . . , α(an) and
pj a linear combination of c
′
1, . . . , c
′
l, it follows that
(α(a1) ∧ . . . ∧ α(an) ∧ b1 ∧ . . . ∧ bm−n)⊗ (c′1 ∧ . . . ∧ c′l ∧ c1 ∧ . . . ∧ cm−n)∗
= (α(a1) ∧ . . . ∧ α(an) ∧ b1 ∧ . . . ∧ bm−n)⊗ (c′1 ∧ . . . ∧ c′l ∧ c1 ∧ . . . ∧ cm−n)∗,
which completes the proof that ΦE is well-defined. 
6.7.2 Proof of Proposition 6.12
Proof of Proposition 6.12. Let P,Q ∈ ΠT , P ≤ Q, and recall the exact se-
quence
E(T,Q) : 0→ ker(T ) j
Q
T−→ ker(QT ) Φ
Q
T−−→ F/R(Q) pi
Q
T−→ coker(T )→ 0.
By definition of the determinant, h ∈ det(T ) is of the form
h = (a1∧, . . . ,∧an)⊗ ((d1 +R(T )) ∧ . . . ∧ (dl +R(T )))∗,
where a1, . . . , an is a basis of ker(T ) and d1 +R(T ), . . . , dl +R(T ) is a basis
of F/R(T ) satisfying di ∈ R(I − Q). The latter condition can be achieved
since, by definition of ΠT , R(QT ) = R(Q). We choose the vectors b1, . . . , bm
235
in ker(QT ) so that a1, . . . , an, b1, . . . , bm form a basis of ker(QT ) and take the
linearly independent vectors T (b1)+R(Q), . . . , T (bm)+R(Q) in F/R(Q). By
definition of the isomorphism γQT : detT → det(QT ),
γQT (h)
= (a1 ∧ . . . ∧ an ∧ b1 ∧ . . . ∧ bm)⊗
((d1 +R(Q)) ∧ . . . ∧ (dl +R(Q)) ∧ (T (b1) +R(Q)) ∧ . . . ∧ (T (bm) +R(Q)))∗.
We note that
T (a1) = . . . = T (an) = 0 and QT (b1) = . . . = QT (bm) = 0. (98)
Next we consider the exact sequence
0→ ker(QT ) j
P
QT−−→ ker(PT ) Φ
P
QT−−→ F/R(P ) pi
P
QT−−→ coker(QT )→ 0.
In order to compute γPQT (γ
Q
T (h)) we take as basis of ker(QT ) the vectors
a1, . . . , an, b1, . . . , bm, and as basis of F/R(Q) the vectors d1 +R(Q), . . . , dl +
R(Q), T (b1)+R(Q), . . . , T (bm)+R(Q). Since ker(QT ) ⊂ ker(PT ), we choose
the vectors b˜1, . . . , b˜k in ker(PT ) so that a1, . . . , an, b1, . . . , bm, b˜1, . . . , b˜k form
a basis of ker(PT ). We define
αP = a1 ∧ . . . ∧ an ∧ b1 ∧ . . . ∧ bm ∧ b˜1 ∧ . . . ∧ b˜k,
and note that piPQT (di +R(P )) = (I −P )di +R(Q) = di +R(Q). The vectors
d1 +R(P ), . . . , dl +R(P ), T (b1) +R(P ), . . . , T (bm) +R(P ),
QT (˜b1) +R(P ), . . . , QT (˜bk) +R(P )
are a basis of F/R(P ) and we abbreviate their wedge product by βP , so that
γPQT (γ
Q
T (h)) = α
P ⊗ (βP )∗.
Recall that di = (I − Q)di and (I − Q)T (bi) = T (bi) for i = 1, . . . ,m.
Abbreviating [d] = d+R(P ), the projectionQ : F → F induces the projection
Q˜ : F/R(P )→ F/R(P ), defined by [d] 7→ [Qd]. Then (I−Q˜)[d] = [(I−Q)d],
and therefore
F/R(P ) = ker(Q˜)⊕ ker(I − Q˜).
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The vectors
[d1], . . . , [dl], [T (b1)], . . . , [T (bm)] ∈ ker(Q˜), [QT (˜b1)], . . . , [QT (˜bk)] ∈ ker(I − Q˜)
form a basis for F/R(P ). By the standard properties of the wedge product,
βP = [d1] ∧ . . . ∧ [dl] ∧ [T (b1)] ∧ . . . ∧ [T (bm)] ∧ [QT (˜b1)] ∧ . . . ∧ [QT (˜bk)]
= [d1] ∧ . . . ∧ [dl] ∧ [T (b1)] ∧ . . . ∧ [T (bm)] ∧ [T (˜b1)] ∧ . . . ∧ [T (˜bk)].
Hence we arrive for the composition γPQT ◦ γQT at the formula
γPQT (γ
Q
T (h)) = α
P⊗([d1]∧. . .∧[dl]∧[T (b1)]∧. . .∧[T (bm)]∧[T (˜b1)]∧. . .∧[T (˜bk)])∗.
Next we compute γPT (h). In order to do so we start with the basis a1, . . . , an of
ker(T ) and extend it to a basis of ker(PT ) by choosing b1, . . . , bm, b˜1, . . . , b˜k.
The wedge of all these vectors is αq. For F/R(T ) we have the basis d1 +
R(T ), . . . , dl+R(T ). Recall that (I−Q)di = di so that di ∈ ker(Q˜). Further,
piPT (di +R(P )) = (I − P )di +R(T )
= (I − P )(I −Q)di +R(T )
= (I −Q)di +R(T )
= di +R(T ).
Then we take the basis of F/R(P ) formed (with the previous convention) by
the vectors
[d1], . . . , [dl], [T (b1)], . . . , [T (bm)], [T (˜b1)], . . . , [T (˜bk)],
and note that their wedge product is equal to βP . By definition,
γPT (h) = α
P ⊗ (βP )∗,
which agrees with γPQT ◦γQT (h). The proof of Proposition 6.12 complete. 
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