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ABSTRACT
We present details of the Automated Radio Telescope Imaging Pipeline (ARTIP) and results of a
sensitive blind search for H i and OH absorbers at z < 0.4 and z < 0.7, respectively. ARTIP is written
in Python 3.6, extensively uses the Common Astronomy Software Application (CASA) tools and tasks,
and is designed to enable the geographically-distributed MeerKAT Absorption Line Survey (MALS)
team to collaboratively process large volumes of radio interferometric data. We apply it to the first
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MALS dataset obtained using the 64-dish MeerKAT radio telescope and 32K channel mode of the
correlator. With merely 40 minutes on target, we present the most sensitive spectrum of PKS 1830-211
ever obtained and characterize the known H i (z = 0.19) and OH (z = 0.89) absorbers. We further
demonstrate ARTIP’s capabilities to handle realistic observing scenarios by applying it to a sample of
72 bright radio sources observed with the upgraded Giant Metrewave Radio Telescope (uGMRT) to
blindly search for H i and OH absorbers. We estimate the numbers of H i and OH absorbers per unit
redshift to be n21(z ∼ 0.18) <0.14 and nOH(z ∼ 0.40) <0.12, respectively, and constrain the cold gas
covering factor of galaxies at large impact parameters (50 kpc< ρ <150 kpc) to be less than 0.022.
Due to the small redshift path, ∆z ∼13 for H i with column density> 5.4× 1019cm−2, the survey has
probed only the outskirts of star-forming galaxies at ρ > 30 kpc. MALS with the expected ∆z ∼ 103−4
will overcome this limitation and provide stringent constraints on the cold gas fraction of galaxies in
diverse environments over 0 < z < 1.5.
Keywords: quasars: absorption lines — interstellar medium
1. INTRODUCTION
The neutral atomic hydrogen (H i) 21-cm absorption
line is an excellent tracer of the cold neutral medium
(CNM) in the Galaxy (e.g. Heiles & Troland 2003). The
CNM in the Galaxy is expected to have kinetic tempera-
tures and volume densities in the range of TK ∼40-200 K
and logn(cm−3)∼1-2, respectively (Wolfire et al. 2003).
Similarly, the OH radical which is a common constituent
of diffuse (logn(cm−3) ∼ 2) and dense (logn(cm−3) >
4) molecular clouds, can be observed through its 18-cm
lines, namely, the main lines at 1665 MHz and 1667 MHz,
and the two satellite lines at 1612 MHz and 1720 MHz
(e.g., Li et al. 2018).
The volume filling factor of various gas phases in the
interstellar medium and the observables associated with
the H i and OH absorption lines depend sensitively on in
situ star formation through various stellar feedback pro-
cesses (Liszt & Lucas 1996; Wolfire et al. 2003). There-
fore, observations of these lines can be used to determine
physical conditions in the cold phases of the interstellar
medium (ISM) and how they impact ongoing and future
star formation in galaxies. In addition, the observed fre-
quencies of the H i and OH lines can be used to place the
most stringent constraints on fractional variations of di-
mensionless fundamental constants of physics (Darling
2004; Kanekar et al. 2005; Rahmani et al. 2012; Gupta
et al. 2018a) and cosmic acceleration (Darling 2012).
Motivated by the scientific potential of these absorp-
tion lines, there have been tremendous efforts from the
community over the past three decades to search for
H i and OH absorbers at 0 < z < 5. But mainly
due to the technical limitations imposed by narrow
bandwidths and a hostile radio frequency environment,
the majority of effort at radio wavelengths so far has
been to search for H i 21-cm absorption in environ-
ments with higher chances of detection. These include
quasar sight lines with a damped Lyα absorber (DLA;
N(H i)≥ 2 × 1020 cm−2), a strong Mg ii absorption line
or a galaxy at small impact parameter (ρ <30 kpc).
However, these preselection methods based on optical
and ultraviolet spectroscopic surveys are generally bi-
ased against sight lines through dense molecular and
translucent phases of the ISM.
While some individual measurements at optical and
ultraviolet wavelengths indicate that cold atomic and
molecular gas can be detected in low column density H i
absorbers (sub-DLAs; 1019 ≤ N(H i) < 2 × 1020 cm−2)
or at galaxy impact parameters as large as 50-80 kpc
(Muzahid et al. 2015; Neeleman et al. 2017; Zou et al.
2018), statistical studies of H2-bearing DLAs at z ∼ 3
show that the incidence rate (or cross-section) of the
cold phase probed by H2 absorption is ∼25 times less
than that of H i (Balashev & Noterdaeme 2018, see also
Zwaan & Prochaska 2006). Additionally the incidence
rate of cold gas is significantly enhanced in extremely
strong DLAs (N(H i) ≥ 5×1021 cm−2), which generally
probe galaxies at small impact parameters (Noterdaeme
et al. 2014; Ranjan et al. 2018, 2019). The latter result
also indicates that the cold gas is preferentially located
at small impact parameters, i.e., less than a few kpc.
For these impact parameters the dust bias can be very
strong for optically selected quasars, leaving sight lines
through the dense molecular and translucent phases of
the ISM unexplored (Krogager et al. 2019).
In coming years, these limitations will be overcome
by large blind H i and OH absorption line surveys
planned with upcoming Square Kilometre Array (SKA)
pathfinders. These include the MeerKAT Absorption
Line Survey (MALS; Gupta et al. 2017) using MeerKAT
(Jonas & MeerKAT Team 2016; Camilo et al. 2018;
Mauch et al. 2020), the First Large Absorption Survey
in H i (FLASH; Allison et al. 2017) using ASKAP (John-
ston et al. 2007), and the Search for H i Absorption with
AperTIF (SHARP; Adams et al. 2018).
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Along with these large surveys come large volumes of
data and the associated Big Data challenges for which
new techniques, algorithms and infrastructure need to
be developed. Specifically, MALS has been allocated
1655 hours of MeerKAT observations using the L- and
UHF-bands covering 900-1670 MHz and 580-1015 MHz,
respectively. For ∼1100 MALS pointings, the radio in-
terferometric data from MeerKAT will be acquired in
both parallel- and cross-parallel hands using 32768 fre-
quency channels. With this setup for a correlator dump
time of 8 seconds each survey pointing will generate
about 1 TB of data per hour, which for the total observ-
ing time will lead to a total raw visibility data volume of
1.7 PB. These data cannot be processed using traditional
serialized approaches. We have therefore been develop-
ing a data analysis pipeline called the Automated Radio
Telescope Imaging Pipeline (ARTIP) in Python us-
ing the Common Astronomy Software Applications
(CASA) based tasks and tools. The main objective of
the pipeline is to process the MALS data to produce
final full-Stokes radio continuum images and spectral
line cubes, with as little manual intervention as possi-
ble. Another objective is to enable the geographically-
distributed MALS team to collaboratively set up, trig-
ger, and monitor data processing and archiving in a
centralized facility.
Although developed for MALS, the design of ARTIP
is general enough to accommodate datasets from any of
the currently operational radio interferometers such as
the Karl G. Jansky Very Large Array (VLA) and the
upgraded Giant Metrewave Radio Telescope (uGMRT).
This generalization is important for ARTIP, because
many algorithmic choices in MALS processing still re-
quire significant research, and are under active optimiza-
tion and testing. The flexibility enables ARTIP to be
tested on similar datasets from other telescopes well be-
fore the start of proper science observations of MALS.
In this paper, we provide an overview of ARTIP with
a focus on the spectral line processing of wideband
datasets. The processing of narrowband datasets has
been demonstrated in Gupta et al. (2018a,b). The as-
pects of radio continuum and polarization processing
will be presented in a future paper. Here, we validate the
latest version of ARTIP based on CASA 5.4-5.6 and its
wideband spectral-line processing capabilities by apply-
ing it to a dataset (∼1.5 TB) having full L-band coverage
obtained with the full MeerKAT 64-dish (MeerKAT-64)
array. Then, we apply ARTIP to a sample of bright radio
sources observed using the uGMRT L-band receiver to
carry out a blind search for H i absorption at 0 < z < 0.4
and OH absorption at 0.14 < z < 0.67. The application
to the uGMRT survey allows us to verify ARTIP’s abil-
ity to handle datasets obtained under a broader range of
realistic observing scenarios involving multiple calibra-
tors and target sources. The integrated redshift path
lengths (∆z; Lanzetta et al. 1987) over which the ab-
sorbers with N(H i)> 5 × 1019cm−2 (spin temperature
= 100 K) and N(OH)> 2.4×1014 cm−2 (excitation tem-
perature = 3.5 K) can be detected in the uGMRT survey
are 12.9 and 15.1, respectively. Based on these results,
we present the most stringent constraints on the num-
bers per unit redshift range of H i and OH absorbers.
This paper is laid out as follows. In Section 2, we
present the conceptual design of ARTIP. In Section 3,
we further illustrate and validate ARTIP’s spectral line
processing capabilities by applying it to the MeerKAT
science verification observations of PKS 1830-211, a well-
known gravitationally lensed quasar at z = 2.507. This
quasar sight line is unique: it has two H i 21-cm ab-
sorbers, one at z = 0.190 and another at z = 0.885
(Lovell et al. 1996; Wiklind & Combes 1996; Chengalur
et al. 1999). The details of the uGMRT survey, i.e.,
sample, observations, data processing, and absorption
line analysis are presented in Section 4. The results
from the uGMRT survey are presented in Section 5. In
this section, we compute the incidences, i.e., numbers
per unit redshift of H i and OH absorbers, and compare
these with the expectations from searches based on Mg ii
absorption and nearby galaxies. For completeness, the
constraints on cold gas associated with the active galac-
tic nuclei (AGNs) are also presented. A summary of the
results with future prospects is provided in Section 6.
Throughout this paper we use the ΛCDM cosmology
with Ωm=0.27, ΩΛ=0.73 and Ho=71 km s
−1 Mpc−1.
2. ARTIP - AUTOMATED RADIO TELESCOPE
IMAGING PIPELINE
2.1. Design and capabilities
ARTIP is being developed to perform end-to-end data
processing for MALS. Besides carrying out a sensitive
search for intervening H i and OH absorbers, MALS will
also provide an unbiased census of intrinsic H i and OH
absorbers, i.e., cold gas associated with powerful AGNs
(radio power > 1024 W Hz−1) at 0 < z < 2, and will
simultaneously deliver a blind H i and OH emission line
survey, and a radio continuum survey. The science goals
as summarized in Gupta et al. (2017) are far reaching,
and require the following data products: (i) calibrated
visibilities, (ii) wideband full primary beam Stokes I, Q,
U and V images, and (iii) radio continuum subtracted
Stokes I spectral line cubes at full spectral resolution.
Therefore, ARTIP is being designed with an extremely
broad range of scientific use cases in mind.
4 Gupta et al.
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Figure 1. Schematic of ARTIP deployment in the MALS
A3, i.e., Automated processing, Analysis, and Archiving en-
vironment consisting of (1) the A3-server, (2) the VROOM-
processing cluster, and (3) the Repository.
∗ VROOM is set up to support fast DDN storage of 4 PB; currently
2.5 PB are available. ∗∗ The number of worker nodes is expandable
through an interface with the general purpose cluster Pegasus with
64 nodes.
ARTIP follows a stage driven architecture, in which
outputs from previous stages are used by subsequent
stages. The pipeline design is modular and ensures
the flexibility and extensibility of various processing
steps. Specifically, each processing stage is not only fully
configurable through a JavaScript Object Notation
(JSON) or YAML file, but also replaceable by external soft-
ware. This flexibility is essential, as various algorithmic
choices for full Stokes wideband calibration and imaging
are under active development and testing.
At the highest level, ARTIP is split into the following
four components:
1. ARTIP-CAL: It ingests a measurement set (ms)
containing raw visibilities, and produces as output
calibrated target source visibilities. Measurement
sets containing multiple target sources and cali-
brators can be handled. Only calibrator data are
flagged, but these flags can be logically extended
to target sources.
2. ARTIP-CUBE: It takes the output of CAL and per-
forms spectral-line imaging. The implementation
includes RFI flagging, self-calibration, continuum
subtraction, and spectral line (i.e., cube) imaging.
3. ARTIP-CONT: It takes the calibrated measurement
set from CAL and generates wideband radio con-
tinuum images. The data can be flagged and self-
calibrated as needed.
4. ARTIP-Diagnostic: It operates on the outputs of
CAL, CONT and CUBE to generate diagnostic plots
and statistics.
These are Python packages written in Python 3.6 us-
ing standard modules and libraries such as Numpy and
Pandas. They make extensive use of CASA tasks and
tools, and custom codes for data manipulation, flag-
ging, and diagnostics, and for parallelization of various
steps. In the current version, the calibration and imag-
ing steps are carried out exclusively using CASA. Over-
all, the outputs from the pipeline, hereafter referred to
as pipeline products, will be (i) data products, as
mentioned above, which can be used to generate absorp-
tion line catalogs, H i moment maps, etc.; (ii) pipeline
status and logs, which can be used to monitor and de-
bug the processing; and (iii) diagnostic plots and statis-
tics, which can be used to assess the quality of flagging,
calibration, and data products. These outputs will act
as proxies to the raw visibility data. In general, users
concerned with specific science cases will not need to
interact with the visibility data.
ARTIP can be deployed as a single node application on
a workstation or as a multinode application on a clus-
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ter. The pipeline stages can then be configured and
triggered using command line arguments to process the
data. However, the full capabilities of ARTIP are re-
alised only when it is deployed along with its Pipeline
Manager on a cluster supporting parallel computing.
The Pipeline Manager is a web application devel-
oped using (i) Python Flask application program in-
terfaces (APIs) server (Python 3.6) and (ii) ReactJS
(JavaScript) HyperText Markup Language (HTML)
pages. It relies on a JSON based database run using
the TinyDB engine for bookkeeping purposes. It fea-
tures an intuitive and user friendly interface for col-
laborative ARTIP execution, data partitioning strat-
egy control, progress monitoring, and management of
pipeline products. The Pipeline Manager service
can be launched either (i) via the command line where
it operates in a standalone environment, or (ii) using
uWSGI server in a production-like environment, as in
Fig. 1, for handling multiple parallel requests.
In Fig. 1, we present the complete deployment of
ARTIP in the MALS A3, i.e., Automated Processing,
Analysis, and Archiving environment. The MALS
A3-Server is a microservice architecture based im-
plementation that hosts an API and user interface
(UI) server, and provides authorized access to the
Pipeline Manager. It is hosted with the help of
Docker containers, and the container orchestration is
done via docker-compose tool. The API server is a
Flask-Python (Python 3.6) implementation with an un-
derlying PostgreSQL database instance. The front-end
user interface is served as a separate microservice run-
ning on NodeJS and ReactJS. It is also an authentica-
tion and authorization service, which uses Lightweight
Directory Access Protocol (LDAP) as the authen-
tication engine, and Flask-RBAC (Role-based Access
Control) for authorization. nGINX is used as a reverse
proxying engine, which helps to access different services
in the micro-service architecture, and also provides an
authenticated route to the Pipeline Manager.
The MALS A3-server also hosts the MALS database
(DB) implemented in PostgreSQL. The DB contains a
list of all the potential MALS pointings and external
links to various multi-wavelength surveys such as the
NRAO VLA Sky Survey (NVSS; Condon et al. 1998),
the Sydney University Molonglo Sky Survey (SUMSS;
Mauch et al. 2003), the Panoramic Survey Telescope
and Rapid Response System (PanSTARRS; Chambers
et al. 2016), the Sloan Digital Sky Survey (SDSS; York
et al. 2000), and the Wide-field Infrared Survey Explorer
(WISE; Wright et al. 2010) All-sky data release1.
The DB also contains the observing and process-
ing states of each potential pointing. After success-
ful MeerKAT observations and data processing, the ob-
serving and processing logs, the configuration files and
the diagnostic plots also get deposited to the DB. The
authenticated MALS-users use these to perform qual-
ity checks and identify datasets to be processed on
the MALS processing cluster, i.e., VROOM at the Inter-
University Centre for Astronomy and Astrophysics (IU-
CAA) in India.
The specifications of VROOM are provided in Fig. 1. It
is set up to support 4 PB of fast DataDirect Networks
(DDN) storage for processing, of which 2.5 PB are al-
ready available. On VROOM, ARTIP is integrated with job
scheduling software Portable Batch System (PBS),
and using the Pipeline Manager a MALS user can:
1. Set up configurations for CAL, CUBE, CONT, and
Diagnostic.
2. Trigger ARTIP on the cluster, and monitor progress
through traffic light status (Grey: not started; Yel-
low: in progress; Blue: finished; Red: failed) and
logs that are continuously updated.
3. Reset ARTIP to a particular stage and restart the
processing. The pipeline products including
data editing flags are appropriately adjusted.
4. Selectively push the diagnostic plots and data
products to the DB for quality control and, if de-
sired, to the medium term storage in the MALS
repository for archiving.
In the MALS repository, the medium term storage is
made up of disks storing (i) raw data, which are ready for
processing, and (ii) pipeline products, which may be
eventually moved to tapes in the long term storage.
The maximum capacity of the long term storage is
estimated to be 8 PB. As of now, it is partially imple-
mented and will be expanded as needed. The medium
term storage will be procured and set up after the
MALS science observations start.
2.2. Description of processing stages
The radio interferometric data prior to any imaging
must be calibrated to recover the true or uncorrupted
visibilities. For an antenna pair, i.e., baseline i − j,
1 The information from more surveys will be added as needed.
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Figure 2. Schematic of ARTIP-CAL processing stages. The stages are numbered (1)−(7) for quick referencing. The ∗ indicates
that the substage is optional. The Diagnostic represented by dashed lines may be triggered at the end of each stage or after
all the stages have completed.
the true visibility vector (
−→
V Tij) representing four cor-
relation combinations is related to the observed visibil-
ities (
−→
V Oij) through the Hamaker-Bregman-Sault Mea-
surement Equation (Hamaker et al. 1996)
−→
V Oij = Jij
−→
V Tij . (1)
Here Jij is a 4×4 Jones matrix which contains the cu-
mulative effect of all the measurement corruptions. Jij
most of the times can be factored into a sequence of
finite number of antenna-based corruptions (called an-
tenna gains). The ARTIP calibration sequence is essen-
tially based on this framework implemented in CASA.
2.2.1. ARTIP-CAL
The schematic of ARTIP-CAL for calibration of parallel
hand visibilities is presented in Fig. 2. The details of po-
larization calibration, which is yet to be implemented,
will be presented in a future paper. In total there are
seven stages that can be toggled on or off as needed.
These stages, which are implemented as Python classes,
are further split into substages, which are either sub-
classes or functions. The substages are fully configurable
to control the desired level of flagging and parameters
for calibration. The calibration tables are always regen-
erated after flagging.
Stage (1) is called Prepare ms. Prior to this stage,
original ms is copied if it is not already present, and
then observatory-based flags are applied. The latter
consist of: (i) applying RFI masks to eliminate per-
sistent interference, (ii) clipping scans (i.e., quacking)
and spectral-window edges, and (iii) flagging data cor-
responding to non-working antennas, shadowing, zeros,
and NaNs. The output of this stage is an ms containing
only the calibrator data (calibrator.ms). Stages (2)−(6)
operate on calibrator.ms.
Stage (2) is responsible for generating calibration ta-
bles to correct for atmospheric optical depth, iono-
spheric effects, and variations in gains of antennas and
electronics. The sequence of steps executed here is spe-
cific to the telescope and observing frequency; hence,
this stage is called Observatory-based calibration.
This stage is optional, but if it is executed, the output
calibration tables are utilized in subsequent stages.
In stage (3), the model visibilities for the primary flux
density calibrators are filled in calibrator.ms. There is
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Figure 3. Schematic of ARTIP-CUBE processing stages. P(1), P(2), ...., Pn are processes to n worker nodes. The stages are
numbered (1)−(4) for quick referencing. The ∗ indicates that the substage is optional. The ∗∗ indicates that the substage may
be run any number of times to generate images of different specifications. The Diagnostic represented by dashed lines may be
triggered at the end of each stage or after all the stages have completed.
an option to specify clean component images for models
unavailable in CASA.
The objective of stage (4) is only to use flux density
calibrators to identify data that are bad for all spec-
tral windows, for example, due to non-working antennas,
bad baselines or time ranges. The approach to flagging
is hierarchical, i.e., instead of chasing individual out-
liers, the focus is on first identifying antennas and then
baselines that are generally underperforming for some
or most of the time. The flags generated from stage (4)
may be extended to other sources in the ms, but the
calibration tables are not used hereafter.
In stage (4), raw visibilities from a single or a small
range of user-specified (and assumed to be RFI-free) fre-
quency channels are first analyzed for phase dispersion
and closures. Antennas, baselines, or time ranges with
values beyond the user-defined thresholds are flagged.
The flux density calibrator data are then calibrated and
further examined using median and median absolute de-
viation (MAD) statistics to identify bad time ranges (i)
across all antennas, (ii) for a particular antenna, and
(iii) for a particular baseline. This process is repeated
until no bad data in excess of a user-defined threshold
are found. Obviously, this step will converge faster if
the bulk of the bad data are already flagged (e.g., using
information from observing logs) in stage (1).
Stage (5) performs delay, bandpass, and flux den-
sity calibration, with RFI flagging. The RFI flagging
of the bandpass calibrator is split into two parts: (i)
use tfcrop to flag strong RFI prior to calibration, and
(ii) use tfcrop and rflag for detailed RFI flagging of
the calibrated data. The normal procedure is to flag
strong RFI, then perform and apply delay, bandpass,
and flux density calibration, and then do the detailed
RFI flagging. All the calibration tables are regenerated
after this sequence. The inputs for tfcrop and rflag
are configurable for arbitrarily defined frequency ranges
with independent flagging thresholds.
In stage (6), gains for secondary calibrators are deter-
mined. Flagging options based on phase dispersion and
closure (see stage (4)) are available. After flagging, the
calibration tables are regenerated, and the flux density
scale is bootstrapped from primary calibrators.
Finally, in stage (7), all the calibrations determined so
far are applied to the target sources(s), which are then
split into separate measurement sets, i.e., one ms per
source. Optionally, the flags determined so far can be
extended to target sources using simple logic such as flag
data for scan no. n in original ms if the data for scans
n-1 and n+1 in calibrator.ms are fully flagged.
Through Pipeline Manager a user can monitor the
progress and trigger Diagnostic at the end of each stage
as shown in Fig. 2, or once after stage (7), to examine
the quality of calibration and flagging. The diagnostics
may include plots of calibration tables, calibrated visi-
bilities, and flagging statistics per stage. As mentioned
previously, if needed, the processing may be reset to any
previous stage and then restarted.
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2.2.2. ARTIP-CUBE
The calibrated target source data from CAL are used
for spectral line imaging. Thus, the input to CUBE is
an ms with a single target source. This ms may al-
ready have multiple spectral windows, or the user can
define a set of overlapping spectral windows (see Sec-
tion 2.2.5). In stage (1), the data corresponding to spec-
tral windows are immediately partitioned into distinct
measurement sets. These individual datasets are then
processed through the subsequent stages as shown in
Fig. 3. The Pipeline Manager provides complete flex-
ibility in the selection of spectral windows to be pro-
cessed up to which stage(s).
In stage (2), the dataset for each spectral window is
independently flagged for RFI using rflag and tfcrop.
In stage (3), each spectral window is averaged in fre-
quency to generate continuum datasets that can be op-
tionally flagged using methods implemented in stage (4)
of CAL. Each spectral window is then imaged and self-
calibrated independently. For this step a user may spec-
ify the number of phase-only and amplitude-and-phase
self-calibration loops to be performed. If required, it is
possible to apply calibration solutions from one spectral
window to any other spectral window(s). Considering
that some spectral windows are more affected by RFI
than others, this approach is not only important for ob-
taining the best output for each spectral window, but
also makes the processing more robust and fault toler-
ant.
In stage (4), self-calibration solutions obtained from
the previous stage are applied to RFI-flagged line
datasets from stage (2). Then, continuum subtrac-
tion and line imaging are performed. Here also the
same flexibility in applying calibration solutions across
spectral windows is available.
In stage (4), the continuum subtraction can be per-
formed either by (i) subtracting model visibilities deter-
mined from a continuum source model, i.e., the uvsub
approach, or (ii) fitting polynomials to real and com-
plex parts of each visibility spectrum, i.e., the uvlin
(also known as uvcontsub) approach. For the uvsub ap-
proach, the default option is to use the continuum model
from the same spectral window; however it is possible
to specify a model from an external process. For ex-
ample, a full primary beam wideband model generated
using CONT with an appropriate number of Taylor coeffi-
cients to predict the correct spectral behaviour may be
specified (Rau & Cornwell 2011).
It is important to note that the last substage, Line
Imaging, may be run any number of times to gener-
ate images of different specifications which can then be
archived under different contexts e.g. a low spatial and
spectral resolution image for H i emission and a high
resolution image for H i absorption.
In CUBE, the Pipeline Manager allows users to track
the processing of each spectral window. The diagnostics
consist of plots of calibration tables, flagging statistics,
details of the continuum image (peak flux, synthesized
beam, rms, etc.) and the continuum subtracted spec-
trum of the strongest source in the continuum image.
If needed, the processing for selected spectral windows
may be reset to a previous stage and then restarted.
2.2.3. ARTIP-CONT
The development and integration of the CONT pack-
age is in progress. The overall processing strategy is
described in Section 3. In brief, it is being implemented
and tested as a special case of CUBE where only stages-
(1) to -(3) are executed. Here, the input ms from CAL
is not split into separate ms per spectral window, and
the processing is delegated to a single worker node. The
last substage of Continuum imaging, i.e., stage (3) may
be executed any number of times to generate contin-
uum images of different specifications using the same
self-calibrated visibilities.
2.2.4. ARTIP-Diagnostic
The Diagnostic uses outputs of CAL, CUBE, and CONT,
and the metadata stored as part of the measurement set,
to generate various diagnostic plots and statistics that
can be viewed through the Pipeline Manager. The
main objective is to allow assessment of the quality of
flagging and calibration through various stages of the
pipeline. It essentially follows the same stage driven ar-
chitecture with one-to-one mapping with respect to the
processing stages. The types of diagnostics generated
for CAL and CUBE are briefly mentioned in previous sec-
tions, and alluded to in Section 3. Further details of this
package are beyond the scope of this paper.
2.2.5. Automation and parallelization
The Pipeline Manager offers a highly user-friendly
interface to set up all the input parameters and the
ability to seamlessly chain together the outputs from
CAL that can be used by CUBE, CONT, and Diagnostic.
For MALS, these inputs will be filled through a set of
default configuration files, which are being fine-tuned in
the commissioning and science-verification phases of the
survey. Specifically, the default configurations will spec-
ify: (i) Observatory-based flagging and calibrations to
be (optionally) applied; (ii) Reference frequency chan-
nels, known to be RFI-free, for closure and MAD-based
flagging in stages-(4) and (6) of CAL, (iii) Solution in-
tervals for flux density, gain, delay, and bandpass cali-
brations, (iv) Time and frequency averaging for generat-
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ing continuum datasets for CONT and stage (3) of CUBE,
(v) Imaging parameters and number of self-calibration
loops, and (vi) Spectral window definition, i.e., data
partitioning strategy for CUBE along with RFI flagging
thresholds. Following the specification of these defaults
the processing through all or selected stages can proceed
in a fully automated way. From time to time, a user may
return to check the progress by inspecting traffic light
status or logs. The only essential user input that may
vary from one observation to another and needs to be
entered manually (as of now) is the role of each source
in the ms, i.e., flux density calibrator, gain calibrator,
bandpass calibrator, or target source, and the mapping
between gain calibrators and target sources. In long
run, the observatory provided INTENT keyword in the
ms will be used to determine the role of an observed
source automatically.
For parallelization of spectral line processing in CUBE,
ARTIP sub-divides data across spectral windows. There
are two possibilities here. First, the data already have
physical spectral windows, as in the case of data de-
livered by the WIDAR correlator of the VLA. Second,
the original ms has a single wide band, as in case of
MeerKAT or uGMRT. In the second case, ARTIP allows
users to define a set of overlapping spectral windows
through the spectral window definition, which takes the
number of spectral windows and number of overlapping
channels as inputs. The processing of these spectral
windows is then distributed in an embarrassingly par-
allel manner across the compute nodes using the PBS
(see Fig 3). The Pipeline Manager allows the process-
ing and outputs of each spectral window to be managed
independently. This approach makes the processing ro-
bust. In case a particular job for a spectral window
fails, then it can be resumed without affecting the pro-
cessing of other jobs. Obviously, CASA’s internal MPI-
based parallelization is intended to be used through-
out to gain further speed. The performance of various
pipeline stages using this capability is under investiga-
tion.
3. FIRST MALS OBSERVATION: PKS 1830-211
The field centered on PKS 1830-211 was observed on
December 19, 2019 with the MeerKAT-64 array. For the
observation, the total bandwidth of 856 MHz centered at
1283.9869 MHz split into 32768 frequency channels was
used. This correlator mode delivers a frequency resolu-
tion of 26.123 kHz, which is 6.1 km s−1 at the center of
the band. The correlator dump time was 8 seconds, and
the data were acquired for all four polarization products,
labelled as XX, XY, YX and YY. This is the first MALS
observation using the SKA Reconfigurable Application
Board (SKARAB) correlator’s 32K mode. Of the 64
antennas, 63 participated in the observation; m052 was
unavailable. At the start of observation, we observed
PKS 1934-638 for 15 minutes for flux density, delay and
bandpass calibrations. The target source was then ob-
served for 40 minutes. Since PKS 1830-211 is a bonafide
complex gain calibrator for the VLA in C- and D- array
configurations, there was no need to separately observe
a complex gain calibrator. The full dataset in measure-
ment set format is about 1.5 TB, and was processed on
the VROOM cluster using the latest version of ARTIP
based on CASA 5.6.1
3.1. Calibration
Here, we are interested only in the Stokes-I properties;
therefore, for processing we generated a measurement
set consisting of only XX and YY polarization products.
We also dropped extreme edge channels. The resultant
measurement set with 30720 frequency channels was cal-
ibrated using ARTIP-CAL.
In stage (1), i.e., Prepare ms, the data were flagged
for NaNs and zeros. An initial RFI mask to eliminate
the strongest RFI spikes that were present even on the
longest baselines was also applied (see shaded regions in
Fig. 4). After this (stage 3) step, the model visibilities
for the calibrator defined by Stevens-Reynolds 2016
flux density scale ([I=13.993, Q=0, U=0, V=0] Jy @
8.56e+08Hz) were predicted, and the pipeline performed
initial calibration in stage (4) on a subset of frequency
channels (19000−20000) to identify any non-working an-
tennas or baselines. No additional flagging was needed
at this stage.
Next, through stage (5), the pipeline proceeded to cal-
ibrate the entire band. First, strong RFI was flagged
using tfcrop. Then, flux density, delay, and bandpass
calibration were performed. After applying these cali-
brations but without any calibration-based flagging, the
data on PKS 1934-638 were further flagged for RFI us-
ing rflag. The flux density, delay, and bandpass cali-
brations were then performed again. All the delays were
in the range (-0.4, 0.4) nanoseconds, and we did not no-
tice any change in these before or after rflag; however,
bandpass solutions after the RFI flagging were substan-
tially improved.
In stage (6), the pipeline derived the gain calibra-
tion on PKS 1830-211 and rescaled the calibration solu-
tions. The flux density of PKS 1830-211 at 1365.7 MHz
is 11.138 ± 0.013 Jy. Finally, through stage (7), all
the calibrations were applied to the target source vis-
ibilities. The entire processing of this measurement
set through ARTIP-CAL took approximately 15.3 hours.
Since ARTIP-CAL utilizes compute resources from only
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Figure 4. The continuum subtracted Stokes-I spectrum of PKS 1830-211. The adjacent spectral windows are plotted
alternately in blue and green. Shaded regions mark frequency ranges that were masked prior to any calibration. Hatched
regions were masked after calibration and imaging to exclude persistent RFI identified during the absorption line analysis.
Dash-dotted line is the detection threshold (5×σrolling). The dotted line marks the frequency range used for the continuum
imaging. The redshifted frequencies (z = 0.88582) of various NS, CCS, and CH2CN transitions are marked using ◦, /, and 4.
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Figure 4 continued.
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one worker node, VROOM can simultaneously calibrate
14 such datasets.
The calibrated data were then processed using
ARTIP-CONT and ARTIP-CUBE to perform wideband con-
tinuum and spectral line imaging, respectively.
3.2. Continuum imaging
Briefly, the data were first averaged in frequency per
32 channels (∼0.8 MHz) and a more stringent RFI mask
to completely exclude band edges and RFI-afflicted re-
gions was applied. The frequency range considered for
continuum imaging is shown with horizontal dotted lines
in Fig. 4. Additionally, the resultant frequency-averaged
960 channels were regridded along the frequency axis to
obtain a measurement set with 16 physically distinct
spectral windows. We created a widefield broad band
6k×6k continuum image with a pixel size of 2′′, spanning
∼ 3.3◦, using tclean in CASA. The w-projection al-
gorithm was used as the gridding algorithm in combina-
tion with Multi-scale Multi-term Multi-frequency
synthesis (MTMFS) for deconvolution, with nterms = 2
and four pixel scales to model the extended emission
(see Rau & Cornwell 2011; Bhatnagar et al. 2013; Ja-
gannathan et al. 2017). Two rounds of phase-only self-
calibration were carried out, along with a final round
of amplitude and phase self-calibration. Imaging masks
were appropriately adjusted between major cycles dur-
ing imaging and self-calibration. The objective of de-
veloping CONT is to automate this process. The final
continuum image made using robust=0 weighting has
a synthesized beam of 12.9′′ × 8.1′′ (position angle =
−76.3◦). The rms is 140µJy close to the bright radio
source at the center and 40µJy (dynamic range ∼78500)
away from it. The latter is about a factor of 4 higher
than the theoretical thermal noise, most likely due to
the dynamic range limitation (see also Section 6).
The quasar PKS 1830-211 is known to be variable at
radio wavelengths2. In the uv-plane, at 1.4 GHz its radio
emission is resolved beyond 16 kλ (see VLA calibrator
manual3). A sub-arcsecond scale resolution MERLIN
image of this gravitationally lensed object shows that
the radio morphology consists of two compact compo-
nents separated by 1′′ and surrounded by a low-surface
brightness elliptical Einstein ring (Pramesh Rao & Sub-
rahmanyan 1988; Jauncey et al. 1991).
For comparison, the longest baseline length in our
MeerKAT dataset is ∼30 kλ. The continuum flux den-
sity of the quasar in the wideband MTMFS image was
2 Between 1996-2016, the flux density at 0.8 − 1.4 GHz varied
between 10-14 Jy (see Fig. 7 of Allison et al. 2017)
3 https://science.nrao.edu/facilities/vla/observing/callist
recovered to be 11.245 ± 0.001 Jy at the reference fre-
quency of 1270 MHz. The in-band integrated spectral
index α = 0.13. As expected, the radio emission is only
barely resolved in the MeerKAT image.
3.3. Cube imaging
The spectral line processing through ARTIP-CUBE
starts with splitting the calibrated visibilities along
the frequency axis to create measurement sets that can
be processed independently on the worker nodes. For
PKS 1830-211, stage (1) splits 30720 frequency chan-
nels into 15 measurement sets. For easier referencing,
we label these spectral windows (SPWs) as SPW0 to
SPW14. The starting frequencies of these measurement
sets are shown as vertical dashed lines in Fig. 4, and
the adjacent SPWs are plotted alternately in blue and
green. Note that the adjacent SPWs have an overlap of
256 channels (∼7 MHz). The overlap ensures that no
spectral features at the edge of any SPW are lost.
The measurement sets for these SPWs are then pro-
cessed for continuum imaging with self-calibration and
cube imaging, i.e., stages-(2) to -(4). For continuum
imaging using w-projection and MTMFS in ARTIP-CUBE,
a continuum dataset is generated by flagging RFI-
affected frequency ranges and averaging data in fre-
quency by 32 channels to reduce the data volume.
Self-calibration is initiated by predicting model visibil-
ities based on the wideband continuum image obtained
through ARTIP-CONT. Here also two rounds of phase-only
and one round of amplitude-and-phase self-calibration
were performed.
The self-calibration solutions were then applied to the
line dataset. The continuum subtraction was performed
using the image, i.e., CLEAN components obtained
from the last round of self-calibration. The continuum-
subtracted visibilities were then inverted to obtain XX
and YY spectral line cubes with robust=0 weighting
and 128×128 pixels. The entire processing through
ARTIP-CUBE, distributed across VROOM worker nodes,
took ∼6.5 hours.
3.4. Spectral line analysis
For absorption line identification and analysis, the XX
and YY spectral line cubes (SPW-cubes) were smoothed
to a common resolution of 21.0′′ × 13.9′′ (position angle
= −72.0◦)4 and the spectra were extracted for all SPW-
cubes at the location of PKS 1830-211. The residual
flux in each spectrum is of the order of 0.5% of the flux
density of PKS 1830-211. The shape of the residual flux
4 Synthesized beam of the SPW0-cube, whose central frequency
is 899.4296 MHz.
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is generally anti-correlated with respect to the spectrum
of PKS 1934-638, which peaks (turnover) at∼1220 MHz.
The final XX and YY spectra were obtained by re-
moving the residual continuum by fitting a low-order
polynomial. The procedure involved iteratively clipping
deviant pixels to find a smooth continuum fit unaffected
by the presence of various spectral line features. Af-
ter this step, an error spectrum was estimated by cal-
culating the rolling standard deviation (σrolling) with a
window size of 32 channels. In this step the deviant pix-
els were also iteratively clipped, and the error spectrum
was interpolated across the masked region. We searched
these spectra for emission and absorption lines using a
detection algorithm that requires at a channel j, (i) flux
density |F(j)| >5× σrolling(j), and (ii) heliocentric fre-
quency ν(j) ≥ νo/(1 + zPKS1830−211), where νo is the
rest-frame H i 21-cm or OH 18-cm line frequency. For
an absorption candidate to be deemed real, it must be
consistently (difference< 3σ) detected in both the XX
and YY spectra. The hatched regions in Fig. 4 are fre-
quency ranges with spurious (i.e., due to statistical fluc-
tuation or RFI) spectral line features identified through
the detection algorithm. These candidates can then be
grouped and listed for visual inspection and various sta-
tistical tests. Further details will be provided in a future
paper (Gupta et al. in preparation).
We confirm the detection of previously known H i 21-
cm absorption (z = 0.19) and OH 18-cm main line ab-
sorption (z = 0.89) with extremely high significance
(signal-to-noise ratio ∼70), but except for Galactic H i,
we do not detect any other true absorption. The fi-
nal unsmoothed Stokes-I spectrum of PKS 1830-211 ob-
tained by averaging XX and YY spectra with appro-
priate weights is presented in Fig. 4. The dash-dotted
line in the figure represents the detection threshold
(5×σrolling). The spectral rms in the Stokes-I spectrum
at 1360 MHz is 2.6 mJy beam−1 (1σ for robust=0). For
Ts = 100 K, Tex = 3.5 K, unity covering factor, and line
width of 6 km s−1, this rms corresponds to a 5σ sensi-
tivities to detect gas with column densities of N(H i)
> 1.4×1018 cm−2 and N(OH) > 5.9×1012 cm−2, respec-
tively (see Equations 2 and 3). These limits are well
below the column density requirements of MALS.
3.4.1. Absorption at z = 0.19
In Fig. 5, we zoom in on the H i 21-cm absorption at
z = 0.19. The absorption was originally detected by
Lovell et al. (1996) using the Australia Telescope Com-
pact Array (ATCA). The double-peaked 21-cm absorp-
tion profile is also evident in our MeerKAT spectrum.
The XX and YY spectra are also consistent with each
other within statistical uncertainties. From the stokes-
Figure 5. MeerKAT stokes-I spectrum (blue) of H i 21-cm
absorption at z = 0.19 towards PKS 1830-211. The spectral
rms is 3.4 mJy beam−1 channel−1. The zero of the veloc-
ity scale is defined at z=0.19259, the H i absorption peak.
Above: individual Gaussian components (Table 1) and the
resulting fit to the stokes-I spectrum are overplotted as dot-
ted and continuous lines (red), respectively. Vertical dotted
lines mark the location of components. The residuals, with
an arbitrary offset for clarity, are also shown. Below: The
ASKAP spectrum from Allison et al. (2017) is overplotted.
The difference spectrum ([ASKAP spectrum] - [fit to the
MeerKAT spectrum]) is shown in magenta. The residuals in
black correspond to a constrained fit to the ASKAP spec-
trum (see text for details).
I spectrum, we measure the integrated 21-cm optical
depth,
∫
τ(v)dv = 0.760 ± 0.010 km s−1. 90% of the to-
tal 21-cm optical depth is contained within ∆V90 = 86
± 8 km s−1.
For an optically thin cloud the integrated 21-cm opti-
cal depth (T ≡ ∫ τdv) is related to the neutral hydrogen
column density N(H i), spin temperature Ts, and cov-
ering factor fH ic through
N(H i) = 1.823× 1018 Ts
fH ic
∫
τ(v) dv cm−2. (2)
Verheijen et al. (2001) used the VLA with the Pie Town
antenna of the Very Long Baseline Array (VLBA) to re-
solve the double image of the lensed radio core. They
extract 21-cm absorption spectra towards the North-
East (NE; peak intensity∼5 Jy) and South-West (SW;
peak intensity∼5 Jy) continuum peaks separated by
∼1′′ (3.2 kpc at z = 0.19). It is clear from their spec-
tra that the majority of the absorption at 0 km s−1 in
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Table 1. Multiple Gaussian fits to the absorption lines.
Id. Centre σ τp
(km s−1) (km s−1) (10−3)
H i absorption (z=0.19259)
A1 -10 ± 7 20 ± 3 4.7 ± 0.8
A2 0 ± 1 6 ± 1 8.6 ± 1.5
A3 28 ± 1 8 ± 1 10.7 ± 1.4
A4 45 ± 1 7 ± 1 9.4 ± 1.0
OH 1667 MHz absorption (z = 0.88582)
A1 -214 ± 5 25 ± 5 1.4 ± 0.3
A2 -113 ± 4 48 ± 5 6.0 ± 0.1
A3 -7 ± 5 39 ± 3 4.6 ± 0.4
OH 1665 MHz absorption (z = 0.88582)
B1 139 25 0.6 ± 0.2
B2 239 48 3.4 ± 0.1
B3 345 39 2.4 ± 0.2
Note— The centers of OH components are on the velocity
scale defined for the 1667 MHz line.
Fig. 5 is seen only towards the SW component, whereas
the absorption at +35 km s−1 is from the NE compo-
nent. For the MeerKAT spectrum, this dissection im-
plies that fH ic = 0.5 and N(H i) = (2.77 ± 0.04) × 1020
( Ts100 K )(
0.5
fH ic
) cm−2. In general, spectroscopic observa-
tions using Very Long Baseline Interferometry (VLBI)
reveal optical depth variations on scales of 10-100 pc (see
Section 3.4 of Gupta et al. 2018b). Therefore, it is quite
likely that fH ic is even smaller than 0.5, implying that
the N(H i) estimated above should be taken as a lower
limit.
No OH 18-cm main lines at 1396.38 and 1398.03 MHz
corresponding to the z = 0.19 absorber are detected.
For the 1667 MHz line, the 5σ detection limit corre-
sponds to N(OH) < 1.2×1013( Tex3.5 K )( 1.0fOHc ) cm
−2 (see
Equation 3 in next section). Here, Tex = 3.5 K is the
peak of the log-normal function fitted to the Tex distri-
bution of OH absorbers observed in the Galaxy (Li et al.
2018).
In the lower panel of Fig. 5, we overplot the H i 21-cm
absorption profile from the ASKAP spectrum obtained
in 2015 by Allison et al. (2017). For a detailed compar-
ison between the two spectra, we model the MeerKAT
spectrum using multiple Gaussian components. The
overall structure of the absorption line is reasonably
modeled by a four-component fit, which is summarized
in Table 1 and shown in the top panel of Fig. 5. The
same Gaussian components also provide an acceptable
fit to the ASKAP spectrum (see residuals plotted in
magenta in the bottom panel). The integrated opti-
cal depths match within 1σ uncertainty. To check the
overall shift between the two profiles, we also fitted the
ASKAP spectrum by tying the widths and relative sep-
aration of the components to the fit in Table 1. This
exercise leads to a marginally better fit to the ASKAP
profile (see residuals in black); the relative shift between
the MeerKAT and the ASKAP profiles is < 1.7 km s−1.
3.4.2. Absorption at z = 0.89
In Fig. 6, we zoom in on the OH absorption at
z = 0.89. This feature was originally detected by Chen-
galur et al. (1999). Both the 1665 and 1667 MHz lines
are detected in the MeerKAT spectrum, and the absorp-
tion is confined to the velocity range over which the H i
21-cm absorption is detected (see vertical dashed lines
in Fig. 6). Although only ∼30 MHz from the edge of
the L-band and affected by the bandpass rolloff, the
spectrum exhibits exquisite sensitivity. The integrated
optical depths of the two lines as measured from the
stokes-I spectrum are 0.688± 0.018± 0.071sys and 1.265
± 0.018± 0.071sys km s−1, respectively. Here, 0.018 is
the statistical error and 0.071sys represents the system-
atic error due to the continuum placement uncertainties,
quantified by fitting the XX and YY spectra indepen-
dently with polynomials of different orders. The optical
depths are remarkably consistent with the 5:9 ratio ex-
pected for the two main lines originating from the gas
in local thermodynamic equilibrium (LTE). From the
stronger (i.e., the 1667 MHz) line, we measure ∆V90 =
248 ± 9 km s−1.
For an optically thin cloud, the integrated OH optical
depth of the 1667 MHz line is related to the OH column
density N(OH) through
N(OH) = 2.24× 1014 Tex
fOHc
∫
τ1667(v) dv cm
−2, (3)
where Tex is the excitation temperature in Kelvin,
τ1667(v) is the optical depth of the 1667 MHz line at
velocity v, and fOHc is the covering factor (e.g. Liszt
& Lucas 1996). If we adopt Tex = 5.14 K, i.e., cou-
pled to the cosmic microwave background (CMB),
TCMB at z = 0.89, we estimate N(OH) = (1.46 ±
0.05)×1015( Tex5.14 K )( 1.0fOHc ) cm
−2. This value is similar to
the column densities observed in dense molecular clouds
in the Galaxy.
The z = 0.89 absorber is particularly special: at high
frequencies numerous molecular species, such as CO,
HCO+, HCN, HNC, and their rare isotopologues have
been detected towards the NE and SW continuum peaks
(e.g., Wiklind & Combes 1998; Muller et al. 2014). The
absorber is also known to be rich in dust, with pos-
sibly crystalline silicate grains (e.g., Aller et al. 2012).
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Figure 6. MeerKAT stokes-I spectrum (blue) of OH ab-
sorption at z = 0.89 towards PKS 1830-211. The spectral
rms is 3.3 mJy beam−1 channel−1. The zero of the velocity
scale is defined for the 1667 MHz line at z=0.88582, which
corresponds to the main molecular (e.g., CO, HCO+ and
HCN) absorption component detected at mm wavelength
(Wiklind & Combes 1998). The vertical dashed lines mark
the range over which H i 21-cm absorption is detected (Chen-
galur et al. 1999; Allison et al. 2017). Above: individual
Gaussian components (Table 1) and the resulting fit to the
stokes-I spectrum are overplotted as dotted and continuous
lines (red), respectively. Vertical dotted lines mark the lo-
cations of components. The residuals, arbitrarily offset for
clarity, are also shown. Below: The ASKAP spectrum from
Allison et al. (2017) is overplotted. The difference spec-
trum ([ASKAP spectrum] - [fit to the MeerKAT spectrum])
is shown in magenta.
Spatially resolved observations of the two lensed compo-
nents reveal that the sight line toward the SW compo-
nent, which passes through a spiral arm of the lensing
galaxy, is dustier and more molecule-rich. The com-
pactness of the radio emission at high frequencies and
the absorption line variability implies that the molecular
clouds responsible for the absorption have characteris-
tic sizes of 0.5-1 pc (Muller & Gue´lin 2008; Schulz et al.
2015). This result implies fOHc 1 and most likely fOHc
≤ fH ic . The N(OH) estimated above is strictly a lower
limit.
At high frequencies, the strongest molecular absorp-
tion lines are detected at 0 km s−1 over a range of
∼100 km s−1. These are mostly associated with the SW
component, which is closer to the center of the lens-
ing galaxy and more obscured. The sight line towards
the NE component passes farther from the center of the
lensing galaxy and exhibits much weaker well-detached
absorption at about -150 km s−1. The OH absorption
is clearly detected over this entire velocity range, and
compared to the high-frequency molecular lines, is more
widespread in velocity space (from -350 to 100 km s−1).
For a comparison with high frequency molecular lines,
we model the two OH lines using multiple Gaussian com-
ponents. We assume that both the main lines originate
from the same gas. Therefore, the centers and widths of
the three components, A1, A2 and A3, fitted to the 1667
MHz line are tied to those of components (B1 - B3) fit-
ted to the 1665 MHz line (see Table 1). The components
and the resultant fit are plotted in the upper panel of
Fig. 6. We note that the ratio 5:9 expected for LTE also
holds for the individual components. Interestingly, the
strongest OH absorption (component A2) corresponds
to the velocities where little or no molecular absorption
is detected at high frequencies. Such differences could
either be due to the different radio morphologies at low
and high-frequency or imply that a part of the absorb-
ing gas is CO-dark. Sub-arcsecond scale spectroscopy
with low-frequency receivers is required to distinguish
between these possibilities (Paragi et al. 2015).
The MeerKAT spectrum has a total bandwidth of
856 MHz and covers several transitions of NS, CCS, and
CH2CN for the z = 0.89 absorber. The redshifted fre-
quencies of transitions unaffected by RFI are marked in
Fig. 4. None of these are detected. Assuming that the
excitation is coupled to the CMB (TCMB=5.14 K), and
considering only the strongest transitions, we estimate
5σ upper limits on the column densities of NS, CCS and
CH2CN to be 9 × 1014, 6 × 1013 and 8 × 1014 cm−2,
respectively.
Finally, in the lower panel of Fig. 6, we overplot the
ASKAP absorption profile from Allison et al. (2017). It
is apparent from the profiles and the difference spec-
trum that while the MeerKAT and ASKAP profiles
of the 1665 MHz line match well over 350-550 km s−1,
the absorption in the ASKAP spectrum is systemati-
cally larger at velocities < 350 km s−1. Also, absorp-
tion in the ASKAP spectrum is detected at velocities
(>305 km s−1) where no 21-cm absorption is detected
(refer to vertical dashed lines in Fig. 6). The OH ab-
sorption at these velocities is also absent in the spec-
trum presented in Chengalur et al. (1999). To date the
MeerKAT spectrum presented here provides the most
robust representation of this OH absorber.
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Figure 7. WISE infrared color-color plot. Radio sources
brighter than 1 Jy from NVSS are plotted as circles. The
objects with known redshift are color-coded as a function of
redshift. The objects from WISE-selected and radio-selected
samples are marked as + and ×, respectively. The dashed
lines mark the region defined by Equation 4.
4. UGMRT ABSORPTION LINE SURVEY
The successful processing of the PKS 1830-211 dataset
from MeerKAT has demonstrated the effectiveness of
ARTIP in streamlining the processing of a large dataset
on a cluster. To further test the overall survey strategy
involving target selection, absorption line identification,
etc., and the end-to-end processing of a large number
of datasets, we apply ARTIP to a pilot absorption line
survey using newly commissioned wideband observing
modes of the uGMRT L-band system.
4.1. Sample of radio sources
We focus on selecting a dust-unbiased sample of the
brightest radio loud quasars at z > 0.4. The redshift
cut-off is based on the lowest frequency (1000 MHz) cov-
ered in the observations. We base our sample selection
on two all-sky surveys: the NVSS (resolution∼ 45′′) and
the AllWISE catalogs. The former allows us to identify
bright radio sources at 20 cm, and the latter to select
high-z quasars. These two factors maximise the optical
depth sensitivity and redshift path of the survey. Fur-
ther, for this pilot survey we select targets that also have
higher spatial resolution (5′′) images from the Faint Im-
ages of the Radio Sky at Twenty centimetres (FIRST)
survey (Becker et al. 1995) to ensure that the radio emis-
sion is indeed compact at scales of a few arcseconds. We
do not impose any right ascension or declination cuts.
In NVSS, there are 484 radio sources brighter than
1 Jy that also (i) have a counterpart within 10′′ in the
W1 (3.4µm), W2 (4.6µm) and W3 (12µm) bands of the
WISE survey, and (ii) have been observed in the FIRST
survey. The (W1−W2) − (W2−W3) color-color plot of
these radio sources is shown in Fig. 7. The dashed lines
in the figure correspond to following color cuts:
W1 −W2 < 1.3× (W2 −W3)− 3.04;
W1 −W2 > 0.6.
(4)
They enclose the region that efficiently separates high-z
(z > 1.5) quasars from radio galaxies and lower redshift
quasars (Gupta et al. in preparation). The 117 radio
sources satisfying these WISE color cuts form the par-
ent sample for our survey. The properties of 50 sources
picked at random from the parent sample and observed
as part of the pilot survey are provided in Table 2. Based
on FIRST, 47/50 of these are compact at arcsecond
scales. J0854+1405, J1011+4628 and J1612+2222 are
extended in FIRST but with peak flux densities >1 Jy.
The spectroscopic redshifts are known for 34/50 sources
(see column 4 of Table 2 and Krogager et al. 2018) and,
as expected, only 10% are at z < 0.4.
We augment the above sample with 22 radio sources
that were observed in the uGMRT survey as gain
calibrators. The radio and infrared properties of
these sources are summarized in the later part of Ta-
ble 2. As expected, all are compact on few arcsecond
scales. Only five sources (J0805+6144, J1150-0023,
J1227+3635, J1405+0415 and J1640+1220) satisfy the
above-mentioned WISE color cuts, but spectroscopic
redshifts are available for 21/22 objects and only 4/21
with the confirmed redshifts are at z < 0.4. We em-
phasize that the addition of this subset of 22 sources
selected purely on the basis of their radio properties
does not add any dust bias to our overall sample.
In summary, we have a sample of 50 (WISE-selected)
and 22 (radio-selected), i.e., 72 radio sources that are
selected without any dust bias and are suitable for the
objectives of this survey.
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Table 3. Details of uGMRT observations.
Obs. run Freq. setup Date Duration
(MHz) (hours)
1 1000-1200 2018 January 12 18.5
2 ” 2018 January 15 10.5
3 ” 2018 February 01 11.3
4 1260-1460 2018 January 11 10.8
5 ” 2018 January 12 10.0
6 ” 2018 January 14 10.7
7 ” 2018 January 30 11.8
4.2. uGMRT Observations and data analysis
We used Band-5 (1000-1450 MHz) of the uGMRT
to observe the sample. The total allocated time of
∼85 hours was spread over seven observing runs in Jan-
uary - February 2018. The observations are summarized
in Table 3. For all the observations, the uGMRT Wide-
band Backend (GWB) was used to configure a baseband
bandwidth of 200 MHz split into 8192 frequency chan-
nels. This configuration yielded a channel resolution of
24.414 kHz, which at 1200 MHz corresponds to a velocity
resolution of 6 km s−1. Runs 1-3 covered the frequency
range of 1000-1200 MHz, which for H i corresponds to
a redshift range of 0.18 < z < 0.42. The correspond-
ing coverage for the OH main line at 1667.359 MHz is
0.39 < z < 0.67. Runs 4-7 covered 1260-1460 MHz,
which corresponds to 0 < z < 0.13 (0.14 < z < 0.32) for
the 21-cm line (OH main line).
During each observing run 3C48, 3C147, and/or
3C286 were observed for flux density and bandpass
calibrations. If required, a complex gain calibrator was
also observed for a target source. To minimize the cal-
ibration overheads, the observations were optimized to
use the same gain calibrator for as many target sources
as possible. As noted in the previous section, the obser-
vations of gain calibrators led to an independent radio-
selected sample of 22 sources that were also searched for
intervening absorption.
In a given observing run, a target source was visited
only once for a duration of ∼30 minutes. The details
of each run are summarized in Table 2, and the details
of runs associated with each target source are listed in
column 3 of Table 2. It may be noted that some of the
target sources were observed during more than one run.
In general, the on-source time for gain calibrators per
observing run is 5-10 minutes (also see column 3 of Ta-
ble 2).
The data were edited, calibrated, and imaged using
ARTIP following the steps described in Section 2. The
ARTIP-CAL package was used to generate corrected vis-
ibilities for all the sources in the sample. The initial RFI
mask applied prior to any calibration is shown as shaded
regions in Figs. 8 and 9.
The spectral line processing through ARTIP-CUBE was
streamlined and sped up by partitioning the 200 MHz
bandwidth into four spectral windows with an over-
lap of 10 MHz between adjacent windows. For the
1000-1200 MHz setup, these spectral windows covered
the following frequency ranges: 1000-1060, 1050-1110,
1100-1160, and 1150-1200 MHz. For the 1260-1460 MHz
setup, they covered: 1260-1320, 1310-1370, 1360-1420,
and 1410-1460 MHz. The corrected visibilities (mea-
surement set) for each spectral window were processed
separately (independently) for RFI flagging, continuum
imaging with self-calibration, and continuum subtrac-
tion. No broadband continuum image was generated
(see Section 3.2). The synthesized beams and continuum
peak flux densities for the images generated for 1310-
1370 MHz and 1050-1110 MHz are provided in columns
8-9 and 11-12 of Table 2, respectively.
The spectral line processing through stage (4) of
ARTIP-CUBE proceeded exactly the same way as in Sec-
tion 3.4. Only observing runs 1 and 4 were processed
through ARTIP in an interactive way. The optimized
configurations obtained from these were used to process
data from all the remaining runs in a completely non-
interactive manner. As noted previously, ARTIP is fully
capable of managing arbitrary combinations of calibra-
tors and target sources present in a measurement set.
The total processing time on VROOM for the entire
survey was ∼16 hours.
Finally, the target source XX and YY spectra in the
heliocentric frame were extracted from image cubes and
corrected for residual errors due to continuum subtrac-
tion and bandpass calibration. The two parallel hand
spectra and channels in the overlapping frequency re-
gions were then combined to form the final Stokes-
I spectrum covering the full band. As examples, we
present unsmoothed spectra for J0118-0120 (Run 4) and
J1140+5912 (Run 1) in Figs. 8 and 9, respectively. Since
we reach adequate column density sensitivity from in-
dividual runs, we do not combine spectra from multi-
ple runs. Instead, as described below, multiple spectra
are used for reliable identification of true spectral line
features. The σrolling for the best Stokes-I spectra at
1355 MHz and 1075 MHz are provided in columns 10 and
13 of Table 2, respectively.
We searched the Stokes-I spectra for absorption lines
adopting a slightly modified approach compared to Sec-
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Figure 8. The continuum subtracted unsmoothed Stokes-I spectrum of J0118-0120. The x-axis is (bottom) heliocentric
frequency and (top) the corresponding H i 21-cm line redshift. Shaded regions mark frequency ranges that were masked prior to
any calibration. Hatched regions were masked after calibration and imaging to exclude invalid spectral line features identified
during the absorption line analysis. The dash-dotted line is 5×σrolling. The dashed line marks the frequency range contributing
to the redshift path. Note that the absorption feature at 1401.5 MHz is also present in the spectra of J0059+0006 and, hence,
marked spurious (see text for details).
tion 3. The algorithm requires at a channel j (i) flux
density F(j) <−5× σrolling(j), and (ii) heliocentric fre-
quency ν(j) ≥ νo/(1 + zspec), where νo is the rest-frame
H i 21-cm or OH 18-cm line frequency. For an absorption
candidate to be deemed real, we applied two additional
conditions: the absorption is (i) reproduced in spectra
from multiple runs, and (ii) not present in any spec-
tra of other sources from the same observing run. For
example, in the case of J0118-0120, the algorithm iden-
tified three statistically significant candidates at 1311.2,
1401.5, and 1410.1 MHz in the unsmoothed spectrum
(resolution∼6 km s−1 at 1200 MHz) presented in Fig. 8.
All three are due to sporadic RFI. To illustrate this pat-
tern for the feature at 1401.5 MHz, in Fig. 8 we also plot
the spectra of J0059+0006, the gain calibrator used for
J0118-0120. The hatched regions in Figs. 8 and 9 mask
frequency ranges with invalid spectral line features iden-
tified through the detection algorithm. The features at
1311.2 and 1401.5 are not hatched to illustrate the iden-
tification process presented above.
We also smoothed all the spectra by 4, 8, and 16 chan-
nels (i.e. resolutions of 24, 48, and 96 km s−1, respec-
tively) and searched for absorption candidates. Overall,
we do not detect any valid absorption candidates in the
unsmoothed and smoothed spectra for any of the radio
sources in the sample.
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Figure 9. The continuum subtracted unsmoothed Stokes-I spectrum of J1140+5912 (see Fig. 8 caption for details). The
feature at 1185.0 MHz is detected as a candidate in the smoothed spectra but fails other tests to be classified as a true absorption.
5. RESULTS
In this section we first compute the upper limits on the
incidences, i.e., the numbers per unit redshift of inter-
vening H i 21-cm and OH 18-cm lines from the uGMRT
survey. Then we compare these with the expectations
from Mg ii absorption-based 21-cm line searches and the
properties of luminous galaxies within 150 kpc of the
sight lines towards the radio sources. In several cases,
the redshifted H i and OH line frequencies associated
with the radio sources lie within the uGMRT band, al-
lowing a search for associated absorption whose results
are summarized in the last subsection.
5.1. Incidence of intervening H i and OH absorption
The starting point of computing the incidence of ab-
sorption lines is to determine the sensitivity function,
g(T , z), as a function of integrated optical depth (T )
and redshift (z). This function represents the number
of spectra in which it is possible to detect absorption of
a given strength at a given redshift.
Adapting the well-established formalism for estimat-
ing the completeness of absorption line surveys (see, for
example, Lanzetta et al. 1987), we define the sensitivity
function at the jth T -interval and kth redshift-interval
by
g(Tj , zk) =
∑
n
H(zk − zminn )H(zmaxn − zk)
H(Tj − Tk)C(Tj , zk)Wn,
(5)
where H is the Heaviside step function, C is the com-
pleteness fraction (see Equation 6) and the sum extends
over all the spectra, n, in the sample. The zminn and
zmaxn are the minimum and maximum redshifts at which
the redshifted H i or OH line can be observed in a spec-
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Figure 10. Distribution of ∆V90 for 30 intervening 21-cm
absorbers (0.02 < zabs < 3.2) from our past observations.
trum. Tk represents the 5σ integrated 21-cm optical
depth threshold in the rest frame at zk = (νrest/νk) - 1,
where νrest is the rest frequency of the absorption line.
The spectroscopic redshifts, zspec, may not be avail-
able for all the targets in a sample. The spectral weight
Wn accounts for this possibility. For targets with known
zspec, Wn=1 always. For the rest, a value based on the
expected redshift-distribution (or photometric redshift)
must be assigned.
In the uGMRT sample, WISE-selected targets account
for 16 of the 17 unknown redshifts. Based on the dis-
tribution of targets with known zspec, we expect 85%
and 70% of these unknown redshifts to be at z > 0.4
and z > 0.7, respectively. The redshift cuts of 0.4 and
0.7 represent the zmaxn for H i and OH absorption that
can be observed using the L-band (see Equation 5). We
compute the contribution of targets with unknown red-
shifts to the sensitivity function by setting Wn = 0.85
and 0.70 for the H i and OH searches, respectively. This
approach minimizes the total redshift path of the survey
and leads to a conservative constraint on the incidence
of absorbers.
We compute g(T , z) for 5σ detection limits of
N(H i) = 1019, 5×1019 and 1020 cm−2. These values
adequately cover the range of column densities associ-
ated with CNM detected in 21-cm absorption surveys
of the Milky Way and external galaxies. For fH ic = 1
and Ts = 100 K, these column density limits correspond
to T = 0.06, 0.28, and 1.38 km s−1, respectively (see
Equation 2). A particular value of integrated optical
depth could either be due to a large peak optical depth,
a large velocity spread, or a combination of both. In
order to quantify the impact of variable optical depth
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 (kms 1)
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g(
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Gaussian profiles
Figure 11. Completeness corrected total redshift paths
(∆z(T ) ≡ g(T )) for the 21-cm line search. The horizon-
tal dashed line represents total redshift path without com-
pleteness correction. The vertical dashed line corresponds to
integrated optical depth, T = 0.3 km s−1.
sensitivity across the spectrum, corresponding to a given
T , we set up two simulations in which we inject artificial
absorption systems at every channel of each sight line
and apply the same detection algorithm as described
in Section 4.2. The output of this exercise is C(Tj , zk)
which we define as
C(Tj , zk) = 1
Ninj
Ninj∑
i=1
F (Tj , zk,∆Vi), (6)
where Ninj is the number of injected systems and F = 1
if the injected system is detected and 0 if not.
First, we consider the profiles of all the intervening
absorbers (30 in total) detected from our surveys in the
last 15 years (Srianand et al. 2008, 2010, 2013; Gupta
et al. 2009, 2010, 2012, 2013, 2018b; Dutta et al. 2016,
2017a,b,c; Combes et al. 2019). The velocity widths
(∆V90) of these absorbers, including the 5th and 95th
percentiles of the apparent optical depth distribution lie
in the range of 5-150 km s−1(Fig. 10). Since the uGMRT
survey has adequate spectral resolution to resolve these
lines, in the first simulation we inject actual profiles of
absorbers modeled using the detailed Gaussian compo-
nent fits provided in the above-mentioned references.
The total or integrated completeness-corrected redshift
path of the survey considering all sight lines, which is
given by
∆z(Tj) ≡ g(Tj) =
∑
k
g(Tj , zk)∆zk, (7)
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Figure 12. The sensitivity function, g(z), for H i 21-cm absorbers with integrated 21-cm optical depth T ≥ 0.3 km s−1. The
dashed line represents g(z) for an idealized survey unaffected by RFI.
from this analysis is shown in Fig. 11 as a dash-dotted
curve. The total redshift path of 14.3 with no complete-
ness correction is plotted as a horizontal dashed line.
For the second simulation, we model the ∆V90 of ab-
sorption profiles shown in Fig. 10 using a log-normal
distribution. We inject 200 single Gaussian components
drawn from this distribution and centered at each pixel
to compute C(Tj , zk). The g(Tj) corresponding to this
is shown as the solid curve in Fig. 11.
Clearly, the completeness-corrected total redshift path
drops off rapidly for T < 0.3 km s−1 (see vertical dashed
line in Fig. 11). We conclude that the threshold of
0.3 km s−1 provides the ideal balance between maximiz-
ing the search path length and providing the ability to
detect the column densities of interest. Due to the larger
number of broader absorption systems injected in the
second simulation, the redshift path in this case (solid
curve) falls off more rapidly at lower T .
In Fig. 12, we show the sensitivity function for T =
0.3 km s−1. The total redshift path for this optical depth
sensitivity, considering the conservative estimate from
the solid curve in Fig. 11, is ∆z(T = 0.3) = 12.9. The
horizontal dashed lines in Figs. 8 and 9 represent the fre-
quency ranges contributing to the sensitivity function.
The dips in Fig. 12 are primarily caused by the spectral
channels removed from the data due to RFI, rather than
due to lower signal-to-noise ratio of the spectrum.
Next we compute the incidence or number of 21-cm
absorbers per unit redshift (n21) with integrated optical
depth greater than some threshold (Tj). This quantity
is given by
n21 =
Nabs∑
i=1
1
∆z(Ti) , (8)
where the sum extends over all the absorbers (Nabs) with
Ti ≥ Tj , and g(Ti) is the redshift path over which the ith
absorber could be detected. Over ∆z (T = 0.3) = 12.9
with no 21-cm detections and considering the 1σ upper
limit based on small number Poisson statistics (Gehrels
1986), we compute n21 <0.14.
Another frequently used statistic related to absorp-
tion lines is the number of absorbers per comoving path
length, `(X), which in the current context can be de-
fined as
`21 =
Nabs∑
i=1
1
∆X(Ti) , (9)
where the total absorption path length ∆X is
∆X(Tj) =
∑
k
g(Tj , zk) (1 + z)
2√
(Ωm(1 + z)3 + ΩΛ)
∆zk,
(10)
For the uGMRT survey, we estimate ∆X(T = 0.3) =
16.9 and the corresponding `21 = 0.11.
Next, we apply the formalism presented above to the
stronger OH main line at 1667.359 MHz. We estimate
nOH for threshold Ti = 0.3 km s−1. For fOHc = 1 and Tex
= 3.5 K (see Section 3.4.2), this corresponds to N(OH)
= 2.4×1014 cm−2 (see Equation 3), which is similar to
the N(OH)∼1013−14 cm−2 observed in diffuse clouds in
the Galaxy, but 3−550 times lower than the column den-
sities of four previously known intervening OH absorbers
from gravitational lenses. Thus, the threshold adopted
for the H i absorption search is also optimal for the OH
absorption line search. For the latter, we estimate the
total redshift path ∆z(T = 0.3) = 15.1 and the number
of OH absorbers per unit redshift nOH(z ∼ 0.40) <0.12.
The ∆X(T = 0.3) = 24.4 and the corresponding `OH =
0.08.
This is the first time the incidence of OH absorbers has
been constrained using a blind survey. The upper limit
is consistent with nOH(z ∼ 0.1) = 0.008+0.018−0.008 as deter-
mined by Gupta et al. (2018a) from a sample of quasar
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sight lines close to nearby galaxies. The constraint on
n21 is also a factor of 15 higher than the estimate based
on observations selectively targeting quasar sight lines
with galaxies at low impact parameters (ρ <30 kpc;
Dutta et al. 2016). We discuss the implications of these
results in the next section.
5.2. Expectations from studies based on Mg ii
absorption and nearby galaxies
The Mg iiλλ2796,2803 absorption doublet has long
been used as a tracer of metal-enriched gas over a wide
range of H i column densities (16 < log (N(H i) cm−2)
< 22) in the disks and halos of galaxies. Its observ-
ability from ground-based optical telescopes and the
availability of large samples of QSO spectra from SDSS
make it suitable for studying the CGM-galaxy relation-
ship. A well known property of Mg ii absorbers is that
a larger fraction of strong Mg ii absorbers originate in
high-N(H i) gas. For example, in the HST sample of
Rao et al. (2006), there are no DLAs with rest equiv-
alent width Wr(Mg iiλ2796) < 0.6 A˚, and the systems
with Wr > 2.0 A˚ always have logN(H i)>19.0. This
pattern has motivated several searches for H i 21-cm line
absorption in strong Mg ii absorbers, the term that is of-
ten used in the literature to refer to absorbers with Wr
> 1 A˚ (Prochter et al. 2006).
The n21-upper limit from the uGMRT survey (0 <
z < 0.4) is consistent with the incidences, n21(z = 0.3−
0.4) = 0.04+0.03−0.02 and n21(z = 0.5− 1.0) = 0.02+0.02−0.01 esti-
mated by Dutta et al. (2017a) and Gupta et al. (2012),
respectively, through observations of strong Mg ii ab-
sorbers. It is quite likely that surveys based on strong
Mg ii absorbers are biased towards high H i column den-
sity systems. However, our uGMRT survey, due to its
small redshift path, does not have adequate statistical
power to address the issues related to Mg ii selection
bias or any redshift evolution.
Still, we cannot rule out the possibility of having sight
lines in the sample that pass through luminous galaxies
at small impact parameters (ρ) but that are not detected
in 21-cm absorption due to low N(H i), small covering
factor of CNM, or a combination of both. To examine
this scenario, we use SDSS photometric redshifts from
Data Release 15 to identify 91 galaxies with r < 22 mag
and within ρ <150 kpc of our sight lines. For this we
accept only the most robust photometric redshifts with
photoErrorClass = 1. The observed g − r(AB) col-
ors of these galaxies vs. photometric redshifts (zgal) are
plotted as filled circles and stars in Fig. 13. We also
plot colors for four empirically determined SEDs repre-
senting E, Sbc, Scd, and Irr galaxies (Coleman et al.
1980). These widely used extended-Coleman SED tem-
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Figure 13. Observed g−r(AB) colors vs. photometric red-
shifts for galaxies within 50 kpc (•) and 50-150 kpc (F) of the
radio source sight line. For reference, colors for SED tem-
plates from Coleman are plotted as solid (E), dotted (Sbc),
dashed (Scd), and dash-dotted (Im) lines.
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Figure 14. Covering factor of H i 21-cm absorbers for
T = 0.3 km s−1from the uGMRT survey and Dutta et al.
(2017c).
plates from Bolzonella et al. (2000) do not take into
account the true diversity of galaxy spectral properties,
but considering that we are working with photometric
redshifts, this broad-brush approach has the advantage
of simplicity.
In Fig. 13, the galaxies with ρ < 50 kpc (eight sight
lines) from the uGMRT sample are plotted as stars. The
minimum impact parameter in this subsample is 22 kpc,
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and the corresponding galaxy has an early type mor-
phology. Observations of nearby galaxies typically de-
tect 21-cm absorption from sight lines passing through
optical or extended H i discs of late-type galaxies (Gupta
et al. 2010; Srianand et al. 2013). It is rarer that the ab-
sorption is detected from an early type galaxy or tidally
disrupted/warped H i disc (Gupta et al. 2013; Zwaan
et al. 2015). Only one galaxy in the uGMRT subsample
has colors similar to those of a late-type galaxy. But
in this case, ρ ∼47 kpc, which is ∼3 times (i.e., well
beyond) the expected size of the H i disc (Noordermeer
et al. 2005), and ∼2 times the largest impact param-
eter (ρ = 25 kpc) at which 21-cm absorption has been
detected in nearby galaxies (Dutta et al. 2017c).
Thus, the non-detection of H i and OH absorption
from the uGMRT survey can be simply explained by
the small redshift path, due to which we could probe
only the outskirts of star-forming galaxies at ρ >30 kpc.
Although strong Mg ii absorption is detected at large
impact parameters (ρ ∼ 150 kpc), the covering fraction
of the gas is extremely low (<0.1; Chen et al. 2010;
Huang et al. 2016). As expected, the colder and higher
column density gas detected in H i 21-cm absorption
from low-z galaxies is patchier and confined to much
smaller impact parameters (ρ <40 kpc) and the covering
fraction falls off from 0.24+0.12−0.08 at ρ <15 kpc to 0.06
+0.09
−0.04
at ρ=15−35 kpc ( Fig. 14; see also Dutta et al. 2017c).
The 1σ upper limits5 of 0.048 and 0.040 on 21-cm cov-
ering factor at 50 < ρ < 100 and 100 < ρ < 150 kpc,
respectively, from our sample are consistent with this
picture. The average value at 50 < ρ < 150 is 0.022.
5.3. Cold gas associated with the AGN
H i and OH absorption line observations also offer a
powerful way to detect cold atomic and molecular gas
associated with an AGN (Morganti & Oosterloo 2018).
The 21-cm absorption lines associated with AGNs are
much broader than those of intervening absorbers. The
typical full width at half maximum is ∼100 km s−1, and
N(H i)> 1020 cm−2 (e.g., Pihlstro¨m et al. 2003; Gupta
et al. 2006). OH absorption is relatively less explored
but when detected the column densities are usually
>1015cm−2 (Gupta et al. 2018a). In Table 4, we list
radio sources for which redshifted H i 21-cm and OH
1667 MHz line frequencies are unaffected by RFI and lie
within the uGMRT band. H i measurements are possi-
ble in two cases and OH in seven cases, but in only one
case can we probe both H i and OH.
Interestingly, both the sources with 21-cm absorp-
tion measurements show radio spectral energy distri-
5 Based on small number Poisson statistics (Gehrels 1986).
Table 4. Upper limits on associated H i and OH
absorption.
Source name zspec N(H i) N(OH)
(1019cm−2) (1014cm−2)
(1) (2) (3) (4)
J0054−0333 0.210 - 1.7
J0713+4349 0.518 - 1.2
J0741+3112 0.632 - 2.6
J0825+0309 0.506 - 1.7
J0943−0819 0.228 6.4 2.4
J1035+5628 0.460 - 3.3
J1156+3128 0.4171 - 0.9
J2150+1449 0.4 3.8 -
Note— Column 1: NVSS ID based on Right Ascen-
sion and Declination (J2000). Column 2: spectro-
scopic redshift from literature. Columns 3-4: 5σ H i
and OH upper limits estimated from spectra smoothed
by 5 pixels, assuming a line width of 100 km s−1 and
Ts=100 K and Ts=3.5 K, respectively.
butions and morphologies that are consistent with ex-
pectations for young and evolving radio sources that,
depending on jet power and the density of host galaxy
ISM, may develop into large scale radio sources (Man-
tovani et al. 1998; de Vries et al. 1998). For one of
them (J0943−0819), the host galaxy at z = 0.228 also
has a close companion. Extremely high detection rates
of H i 21-cm absorption have been observed in such
sources, suggesting a relationship between the presence
of cold gas in the circumnuclear region and the fu-
elling of AGN activity. Specifically, at a sensitivity of
N(H i)= 1020 cm−2, compact young radio sources ex-
hibit detection rates of 30-45%, and those associated
with mergers have a detection rate of ∼80% (Gupta
et al. 2006; Dutta et al. 2019). Even though excellent
column density sensitivity is achieved in our observa-
tions, no 21-cm absorption is detected. The 5σ upper
limits on H i column densities estimated assuming a line
width of 100 km s−1 are in the range of (4-7)×1019 cm−2.
The sample size is too small for us to draw any general
conclusions.
For OH, the upper limits on column densities are
in the range of (1-3)×1014 cm−2(Table 4). As previ-
ously mentioned, OH absorption associated with power-
ful AGNs is much less explored. OH studies have gener-
ally focused on starburst galaxies or late and early-type
galaxies with large reservoirs of dense molecular gas al-
ready confirmed through the presence of emission lines
of CO, HCN, etc. (e.g., Baan 1989; McBride et al. 2015).
None of the radio sources in the sample here possess such
properties.
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Larger samples with measurements of both H i and OH
absorption from upcoming SKA pathfinder surveys will
help constrain the presence of cold gas and test models
relating the presence of cold gas to the orientation-based
unified scheme or the evolutionary stage of the AGN
(Gupta & Saikia 2006; Maccagni et al. 2017).
6. SUMMARY AND OUTLOOK
This paper describes the current capabilities of ARTIP,
which are being developed specifically to process ra-
dio interferometric data for MALS. ARTIP is extremely
portable and general enough to process datasets at
cm wavelengths from any radio interferometer, e.g.,
uGMRT, VLA, and MeerKAT (see for example Gupta
et al. 2018b,a; Combes et al. 2019). It is written in
Python 3.6, and utilizes the CASA tools and task frame-
work to perform flagging, calibration, and imaging. The
pipeline can be deployed as a single node application or
as a multinode application on a cluster. The complex
workflows, related to the spectral line processing of wide-
band datasets on a cluster, can be set up, triggered, and
monitored through an intuitive user interface. The inter-
face is designed to enable the geographically-distributed
MALS team to collaboratively set up and trigger ARTIP
execution, monitor progress, and manage data products.
We have illustrated the spectral line capabilities of
ARTIP by applying it to the observations (date: Decem-
ber 19, 2019) of a field centered on PKS 1830-211. This
is the first MALS observation using the full MeerKAT
array and 32K channel mode of the SKARAB correla-
tor. The wideband continuum image of the target has
a dynamic range of ∼78500. For Ts = 100 K, Tex =
3.5 K, unit covering factor and line width of 6 km s−1,
the spectrum has the sensitivity to detect gas with col-
umn densities of N(H i) > 1.4×1018 cm−2 and N(OH)
> 5.9×1012 cm−2at 5σ significance, respectively. With
merely 40 minutes of on-source time, this is the most
sensitive spectrum of the target to date.
We detect the known H i 21-cm absorption (z = 0.19)
at ∼1191 MHz, and OH 1665 and 1667 MHz absorption
(z = 0.89) at ∼883.5 and 884.5 MHz respectively. We
measure N(H i) = (2.77±0.04)×1020 ( Ts100 K )( 0.5fH ic ) cm
−2
and N(OH) = (1.46 ± 0.05)×1015( Tex5.14 K )( 1.0fOHc ) cm
−2.
Both fH ic and f
OH
c are less than unity, and most likely
fOHc ≤ fH ic . So the column density estimates are strictly
lower limits.
The z = 0.89 absorber is particularly special: at high
frequencies, numerous molecular species, such as CO,
HCO+, HCN, HNC, and their rare isotopologues, have
been detected towards the NE and SW continuum peaks
(e.g., Wiklind & Combes 1998; Muller et al. 2014). The
MeerKAT spectrum has a total bandwidth of 856 MHz
Table 5. Summary of recent blind 21-cm line searches.
Survey Reference z-range ∆z†
uGMRT L-band This work 0 - 0.4 12.9
ASKAP FLASH Allison et al. (2020) 0.34 - 0.79 3.7∗
ALFALFA‡ Darling et al. (2011) 0 - 0.05 7.0
Note— †: Total redshift path for DLAs i.e. N(H i)> 2 ×
1020 cm−2. ‡: The Arecibo Legacy Fast Arecibo L-Band
Feed Array (ALFALFA) Survey. ∗: For rarer super-DLAs
(N(H i)≥ 2× 1021 cm−2), ∆z ∼63.
and covers several transitions of NS, CCS, and CH2CN
for the z = 0.89 absorber. We provide upper limits on
the column densities of these species.
We demonstrate the versatility of ARTIP in handling
datasets involving realistic observing scenarios by apply-
ing it to a sample of bright radio sources observed with
the uGMRT to carry out a blind search for H i and OH
absorbers at z < 0.4 and z < 0.7, respectively. From the
uGMRT survey, we estimate the numbers of H i and OH
absorbers per unit redshift to be n21(z ∼ 0.18) <0.14
and nOH(z ∼ 0.40) <0.12, respectively. These have been
estimated for 5σ column density thresholds of N(H i) =
5×1019 cm−2(spin temperature = 100 K) and N(OH) =
2.4 × 1014 cm−2(excitation temperature = 3.5 K). This
is the first time the incidence of OH absorbers has been
constrained using a blind survey.
The redshift paths of recent blind 21-cm line surveys
to detect CNM in gas with N(H i)≥ 2 × 1020 cm−2 are
summarized in Table 5. Thanks to the excellent opti-
cal depth sensitivity of the uGMRT survey, the redshift
path to detect CNM in DLAs is now increased by a fac-
tor of 2. Despite this, no associated or intervening H i
absorption is detected. We show that the non-detection
of H i and OH absorbers, and upper limits on n21 and
nOH, can be explained by the small redshift path of the
survey (∆z ∼15) and the lack of star-forming galaxies
at impact parameter ρ < 30 kpc from the line of sight to
the background radio sources. The survey has allowed
us to constrain the cold gas covering factor of galaxies at
large impact parameters (50 kpc< ρ <150 kpc) to be less
than 0.022. In the near future, MALS will substantially
increase (∆z ∼ 103−4) the redshift path and provide
stringent constraints on the cold gas fraction of galaxies
in diverse environments.
The proper science observations of MALS using the L-
band receiver have started. Each target at L-band will
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be observed for ∼56 minutes. The first of the MALS
observations were carried out on June 14, 2020. Prior
to this and while this paper was being written, we also
observed the quasar J163956.35+112758.7 as a science-
verification target for 56 minutes, to mimic a MALS
observation exactly (see Section A for details). These
observation deliver continuum image and the spectrum
with rms consistent with theoretical thermal noise.
It is only natural that as we process the upcoming
MeerKAT datasets, we will uncover new challenges and
some of the approaches presented here will need to be
updated. In the meantime, development is underway to
incorporate direction-dependent imaging corrections via
the AW-Projection algorithm (Sekhar et al. in prepara-
tion) to the ARTIP-CONT pipeline and improve the flag-
ging of low-level RFI. These capabilities will mitigate
the artefacts associated with the bright off-axis sources
seen in Fig. A.1. These updates to the pipeline and the
details of radio continuum and polarization processing
will be detailed in future publications.
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APPENDIX
A. MALS: J1639+1127
The quasar J163956.35+112758.7 was observed on April 1, 2020. The MeerKAT dataset was processed using the
same methods as previously described for PKS 1830-211. In Fig. A.1 we present the wideband continuum image
centered on the quasar J1639+1127, which has a flux density of 178.5 ± 0.8 mJy at 1270 MHz. The in-band integrated
spectral index, α = -0.08. The known H i 21-cm absorption line at z = 0.079098 detected towards the quasar is also
shown in Fig. A.1. The continuum image (robust=0) has an rms of ∼15µJy and imaging dynamic range of ∼11000.
The rms in the unsmoothed spectrum with robust=2, i.e., natural weighting, is 0.51 mJy beam−1. This value is actually
slightly better than the expected theoretical thermal noise (0.59 mJy beam−1). The integrated optical depth and line
width also show excellent consistency with the GMRT measurement (see Fig. A.1).
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