






提出日 平成 28年 1月 29日
Adaptation of Escaping Actions for Autonomous
Wheel-Legged Robot with Reinforcement Learning
by
Yuki NISHIMURA
BA Thesis at Future University Hakodate, 2016
Advisor: Prof. Sadayoshi MIKAMI
Department of Complex and Intelligent Systems
Future University Hakodate
January 29, 2016
Abstract{ Autonomous robots used for rescue or exploration need to work in unknown en-
vironments. Such robots should select appropriate actions corresponding to the environment.
In this research, we develop wheel-legged robot that will perform feasible escaping actions after
getting stuck in an unknown environment by using Reinforcement Learning. We use measured
forces on the robot's legs as the denition of states and rewards. To update state-action value
function in real time, we introduce an online learning system. For performance evaluation, we
carried out some experiments with a physics simulator. The result of the experiments shows the
eectiveness of our system.
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図 2.1: 堀川らによるシミュレータ上での実験の様子 [4]
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2.2 脚車輪ロボット ASTERISK H
吉岡らは，6脚車輪ロボットについて，脚による歩行と車輪による歩行を組み合わせた







図 2.2: ASTERISK H[5]
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図 2.3: TITAN VII に搭載された視覚センサ
[6]
図 2.4: TITAN VII の視覚センサのデータを
元に作られた地図 [6]
図 2.5: TITAN VII による障害物跨ぎ越えの様子 [6]
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図 3.1: 6脚車輪型ロボット [4]
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行動選択を行うためには，ある時刻 tにおいて，状態から可能な行動を選択する確率の
写像を定義する必要がある．この写像を「方策」と呼び，πtと表す．ここで，πt(s; a)と
は，もし st = sならば at = aとなる確率を示す．
また，方策を更新するためには，エージェントがある状態 sにおいて行動 aをとること
がどれだけ良いのかということを評価することが必要となる．そのための評価関数を行動

























Pr(at) = 1 ε (3.2)
Pr(a0) =
ε
N   1 (3.3)
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に，ある時刻 tにおける行動 aの選択確率 Pr(a)の算出方法を示す．ここで，stは時刻 t
における状態，Qは行動価値関数，Aは選択可能な行動の集合，a0は集合 Aに属する要
素，T は温度係数である．ここで温度係数 T は正の定数である．T が大きいほどすべての
行動が同程度に起こるようになり，T が小さいほど行動価値が異なる動作の選択確率の差
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Q(st; at) (1 α)・Q(st; at) +α・(rt+1 +γ・Q0) (3.6)
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表 4.1: 行動の組み合わせ
Action number Gait Wheel action
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行動数（M = 1:12; SD = 0:48）は学習前の脱出までの行動数（M = 1:67; SD = 1:04）
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の行動数（M = 3:23; SD = 1:19）は学習前の脱出までの行動数（M = 3:82; SD = 1:58）
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ろ，学習後の行動数（M = 4:29; SD = 1:70）と学習前の行動数（M = 3:73; SD = 1:38）
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