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ordered arrays of iron oxide nanocrystals†
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Mathias Meyer,g Alexander Lyubartsev,a Lennart Bergstro¨m,a German Salazar-
Alvareza and Peter Svedlindh*b
The magnetic 2D to 3D crossover behavior of well-ordered arrays of monodomain g-Fe2O3 spherical
nanoparticles with different thicknesses has been investigated by magnetometry and Monte Carlo (MC)
simulations. Using the structural information of the arrays obtained from grazing incidence small-angle
X-ray scattering and scanning electron microscopy together with the experimentally determined values
for the saturation magnetization and magnetic anisotropy of the nanoparticles, we show that MC
simulations can reproduce the thickness-dependent magnetic behavior. The magnetic dipolar particle
interactions induce a ferromagnetic coupling that increases in strength with decreasing thickness of the
array. The 2D to 3D transition in the magnetic properties is mainly driven by a change in the orientation
of the magnetic vortex states with increasing thickness, becoming more isotropic as the thickness of the
array increases. Magnetic anisotropy prevents long-range ferromagnetic order from being established at
low temperature and the nanoparticle magnetic moments instead freeze along directions defined by
the distribution of easy magnetization directions.1 Introduction
Ordered arrays of nanoparticles combine the properties of the
nanocrystalline building blocks with the collective properties
arising from particle interactions. This enables new opportu-
nities for material design, where both the properties of the
nanocrystals and their interactions can be tuned, e.g. to improve
the density of magnetic recording media or to design new
sensors and optoelectronic devices.1–5 While a vast library of
nanocrystals with well-dened properties is available, much
remains to be discovered about their collective behavior. Thental Chemistry, Arrhenius Laboratory,
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Chemistry 2013short separation distance between the nanocrystals and the
geometric arrangement of the arrays promote dipolar interac-
tions and affect electron transport properties.6–9
The characterization of arrays of magnetic nanoparticles
assembled into different structures has been reported in several
studies.10–18 One-dimensional (1D) structures consisting of
comparatively large nanoparticles with blocked magnetic
moments can be formed with the aid of external magnetic elds
or by using molecular linkers. It was shown that dipolar inter-
actions in the chain-like structures result in a higher blocking
temperature than that of isolated nanoparticles.19,20
Moving to two-dimensional (2D) and three-dimensional (3D)
arrays, the seminal theoretical work of Luttinger and Tisza
established that the magnetic order of dipolar arrays on cubic
lattices is strongly dependent on the lattice symmetry.21 More
recent theoretical work has investigated the magnetic proper-
ties of 2D arrays of magnetic nanoparticles with different array
structures, sizes and shapes.22,23 In the absence of magnetic
anisotropy, vortex and ux closure states are predicted in the
thermodynamic limit of an innite number of magnetic nano-
particles in a 2D array,23 and conrmed experimentally using
magnetic force microscopy and spectroscopy and electron
holography.14,17 In arrays of magnetic nanoparticles with strong
magnetocrystalline anisotropy, experiments and simulations
reveal a competition between the magnetic anisotropy and the
dipolar interactions, inducing an increase in short-range
ferromagnetic ordering with the temperature.16 Macroscopic 3DNanoscale, 2013, 5, 953–960 | 953
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View Article Onlinefcc crystals of magnetoferritin, a protein–nanoparticle hybrid,
exhibit a blocking temperature much higher than that of a
randomly packed conguration of nanoparticles.18
Although the studies on 2D and 3D systems described above
have given an important insight into the collective magnetic
properties of nanoparticle arrays, the crossover from the 2D to
3D behavior is still poorly understood and experimental or
theoretical studies on structurally well-ordered arrays are
sparse. For instance, quasi-ordered layered structures prepared
by sequential deposition of Co and Co–Al2O3 have been studied
by AC susceptibility measurements.24 It was found that the
effective energy barrier increases with increasing number of Co–
Al2O3 bilayers and that the 3D limit for collective dynamics was
realized at ve bilayers.
The magnetic properties of arrays of superparamagnetic
nanoparticles can also be studied by Monte Carlo (MC) simu-
lations, with a straightforward account of the temperature.25,26
In stacked layers of small particles the effects of the number of
layers, the coordination number and the distance between the
nanoparticles on the remanent magnetization have been
studied with MC simulations.27 It was found that the tendency
of nanoparticle magnetic moments to form closed-circuit
alignments increased with the number of layers, suggesting a
transition from the 2D to 3D behavior. Although some infor-
mation on the 2D to 3D crossover has been obtained from MC
simulations, no experimental study of the 2D to 3D transition of
the magnetic behavior has been presented for large well-
ordered arrays.
In this work, we have studied the structural and magnetic
properties of ordered g-Fe2O3 nanoparticle arrays with varying
thickness. The structure of the arrays has been determined by a
combination of grazing-incidence small-angle X-ray scattering
(GISAXS) and scanning electron microscopy (SEM). The
magnetic behavior of the arrays was investigated with temper-
ature- and eld-dependent zero-eld-cooled (ZFC) and eld-
cooled (FC) magnetization measurements, as well as with
temperature- and frequency-dependent AC susceptibility
measurements. Furthermore, MC simulations have been per-
formed to explore the temperature-dependence of the ZFC
magnetization and the inuence of the thickness of the arrays
on the remanent magnetization. Experiments and simulation
results reveal thickness-dependent dipolar couplings in the
arrays. The mechanism of the 2D to 3D transition is interpreted
as a change in the vorticity of the magnetization vector eld.Table 1 Structural characteristics of the samples as determined from the GISAXS
measurements. The unit cells correspond to a R3m lattice, space group no. 146.
Sample a (nm) c (nm)
In-plane correlation
length (nm)
Thin array 12.8  1.0 27.3  1.0 42  10
Medium array 12.6  0.6 27.3  1.4 67  30
Thick array 12.1  0.4 30.0  2.0 100  202 Materials and methods
Monodisperse iron oxide nanoparticles were synthesized by a
modied thermal decomposition route,28,29 and separated from
the mother liquor (see ESI† for details). According to trans-
mission electron microscopy (TEM) measurements, the
obtained iron oxide nanoparticles are spheroidal with a particle
diameter of 9.1  0.6 nm and a composition near that of
maghemite (g-Fe2O3), in good agreement with a previous
report.30
Arrays of iron oxide nanospheres were deposited on silicon
wafers (5  5 mm2) by drop casting of dispersions of different954 | Nanoscale, 2013, 5, 953–960concentrations in an external magnetic eld applied perpen-
dicular to the substrate.29 The concentrations were adjusted to
give average nominal thicknesses of 25 and 60 nm for the two
most dilute dispersions, referred to as the thin and medium
arrays, respectively. The drying of the most concentrated
dispersion in a magnetic eld resulted in the substrate being
partially covered by bulk-like islands of a few mm in thickness,
referred to as the thick array. For comparison, a dilute disper-
sion of nanospheres (with a nanoparticle concentration of
0.1 wt%), referred to as the dispersion was also characterized by
small angle X-ray scattering (SAXS) and dynamic light scattering
(DLS) (see ESI† for details).
The GISAXSmeasurements on the thin array were carried out
on the SWING beamline at the SOLEIL synchrotron in Saclay,
France. A CCD detector was located in an evacuated tank at a
distance of 0.9 m from the sample. The incident wavelength was
set to 1.77 A˚ and the critical angle between the primary beam
and the sample surface was 0.4. The other GISAXS measure-
ments were performed on a laboratory setup at the Technical
University of Denmark, Risø, using a Cu-Ka source. The detector
distance was 1.44 m with an incident angle of 0.4.31
AC and DC magnetization measurements were performed in
a Quantum Design MPMS-XL SQUID magnetometer. Magneti-
zation versus temperature was studied between 5 K and 300 K,
following two different protocols. The ZFC magnetization was
obtained by cooling the sample to 5 K in zero eld, turning on a
weak magnetic eld and measuring the magnetization as the
sample warmed up. The FC magnetization was subsequently
obtained by measuring the magnetization, in the same applied
eld, as the sample cooled down to 5 K. The temperature range
used for the frozen dispersion was 5–250 K. The ZFC/FC
measurements were performed with different applied magnetic
elds in the range 0.4–8 kA m1. Isothermal magnetization
measurements were performed at 10 K; the magnetization
versus applied eld was measured in the eld range 800 kA
m1. The sample weights correlate well with the measured
saturation magnetic moments of the arrays and were used to
normalize the magnetic measurements. In all measurements
the external eld was applied in-plane of the substrate.
MC simulations were performed on a distorted fcc lattice of
magnetic dipole moments using the lattice parameters of the
thick array (Table 1). The thin and medium samples were
simulated with 3 and 6 fcc-stacked hexagonal layers of dipoles,
respectively. A thick nite array (30 layers) and a bulk array were
simulated to study the thick sample. A hexagonal monolayer of
dipoles has been studied as well, in order to investigate the
magnetic behavior of an ideal 2D array. The properties of theThis journal is ª The Royal Society of Chemistry 2013
Table 2 Fitted values of the zero-temperature saturation magnetization MS(0)
(experimental) and the mean-field constant a (experimental and simulated). The
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View Article Onlinedispersion were simulated on an array of non-interacting
dipoles. The temperature-dependent magnetization of the
particles was calculated using the parameters of the thick arrays
reported in Table 2, and the anisotropy constant measured on
the dispersion (see ESI†). The magnetic easy axes of the particles
were chosen randomly at the beginning of the simulation and
kept constant (see ESI†). The dipole moments are initially
oriented along the easy axes (for the simulated ZFC data) or
along the external eld (for the simulated remanent magneti-
zation) before reorientations of the moments are performed
using the Metropolis algorithm. The energy calculation includes
the contributions of the external eld, the uniaxial magnetic
anisotropy and the dipolar interactions.27,32 The magnetization
of the simulated arrays was thermally averaged over 500
congurations aer reaching thermodynamic equilibrium. The
thin, medium and thick arrays were simulated with 2D periodic
boundary conditions, using the minimum image convention,
while the bulk arrays were simulated with 3D periodic boundary
conditions. The ZFC magnetization of the dispersion was
simulated by turning off the dipolar interactions.
The presence and orientation of magnetic vortex states were
quantied from the vorticity of the magnetic moments (~V ¼ V
~m). The root sum square of the vorticity vectors increases with
the extent of non-collinear and anti-parallel magnetic states. In
addition, the vorticity vector can be split into an in-plane
component relating to magnetic loops in the planes parallel to
the substrate (vortex states in the x,y-plane generate vorticity
vectors along the z-axis, with an average magnitude
hVini ¼ 1Nbox
X ffiffiffiffiffiffiffi
Vz2
p
, Nbox being the number of dipoles in the
simulation box) and an out-of-plane component (the average
root sum square of the vorticity along the x and y axes,
hVouti ¼ 1Nbox
X ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Vx2 þ Vy2
q  ​
). The average orientation of the
dipoles was estimated from the ratio of twice the squared in-
plane contribution over the squared out-of-plane one. This ratio
has a value of 1 for an isotropic distribution of vorticity vectors.experimental values are extracted by fitting the expression in eqn (1) to the
measurements performed in an external field of 0.4 kA m1 between 150 K and
300 K. Values of 367 kA m1, 1.78 and 5.3  106 K1.78 have been used for
MS(0), b and B, respectively, to fit the simulated ZFC data above 175 K in an
external field of 1.6 kA m1.
Sample
Magnetic measurements MC simulations
MS(0)
(kA m1)
Experimentxal
a
Number of
layers Simulated a
Dispersion 355 0.0053a — 0.0007(19)
Monolayer 1 0.0640(14)
Thin array 369 0.045 3 0.0538(18)
Medium array 367 0.036 6 0.0481(15)
Thick array 370 0.020 30 0.0343(20)
Bulk (N) 0.0313(18)
a The negative value obtained for the dispersion, indicating a weak
antiferromagnetic coupling between the dipole moments, is likely due
to the presence of small aggregates of nanoparticles (see ESI†). This is
further supported by the low value for the remanent magnetization of
the dispersion (MR/MS ¼ 0.28) in Fig. 2, which is lower than the ideal
value of 0.5 for randomly oriented monodomain particles with
uniaxial anisotropy.41,423 Results and discussion
Previous reports24 have indicated that large changes in
magnetic properties due to thickness effects should primarily
be observed for relatively thin magnetic lms. Therefore in
order to investigate the 2D to 3D crossover effects in the
nanoparticle assemblies, the magnetic properties of the two
thin arrays were compared to that of the thick bulk-like array
and the dilute dispersion (see Materials and methods). A
hexagonal symmetry of the top layer is evident from the Fast
Fourier Transforms (FFT) of the SEM images in all cases (see
Fig. 1). The GISAXS pattern of the thin array (Fig. 1(d)) displays
broad peaks along the Qz direction, conrming that it is a thin
layer. The relatively sharp peaks in Qy indicate long range in-
plane correlations.33 The unit cell parameters and the corre-
sponding nearest neighbor distances could be computed by
assuming a p6mm plane group of the rst layer. GISAXS patterns
of the medium and thick arrays (Fig. 1(e) and (f)) display Bragg
spots, indicating a long range order34 A trigonal unit cell (R3m,This journal is ª The Royal Society of Chemistry 2013space group 146) was determined from the analysis, corre-
sponding to a fcc lattice with a 1% distortion in the h111i
direction. The in-arc-direction smeared Bragg spots suggest a
small spread in the array tilt, probably arising during the drying
of the lm.34 The geometric relationship between the primitive
rhombohedral and fcc unit cells is illustrated in Fig. 1(g) and a
summary of the unit cell parameters and the derived order
parameters are given in Table 1. The lattice parameters and
interparticle distances agree well with the observed nano-
particle size (see ESI†) and the thickness of the oleic acid
capping layer. Moreover, we notice that the in-plane correlation
length and hence the order of the arrays increases with
increasing array thickness. An increasing surface roughness is
also observed with increasing array thickness, as seen in atomic
force microscopy (AFM) images (see ESI†) and is likely due to
dewetting effects during the nal drying stages of the drop-
casting.35 Furthermore, the thick array consists of domains with
thickness of a few mm, making it a good representation of a
bulk-like system (see Fig. 1(c) and ESI†).
The eld dependence of the magnetization of the thin and
thick arrays, and of the dilute dispersion (0.1 wt% in cyclo-
hexane), is shown in Fig. 2 where the low-eld region has been
enlarged to highlight the variations in the remanent magneti-
zation. We nd that the remanent magnetization of the
dispersion is smaller than that of the arrays suggesting that
the dipolar couplings, which are stronger in the arrays than in
the dispersion, induce a net ferromagnetic interaction. Inter-
estingly, the strength of the ferromagnetic couplings in the
arrays decreases with increasing thickness, an effect that was
investigated further by temperature dependent ZFC and FC
magnetization measurements.
The in-plane ZFC/FC susceptibility data (shown in Fig. 3(a))
further corroborate the dipolar induced ferromagnetic-likeNanoscale, 2013, 5, 953–960 | 955
Fig. 1 SEM images and GISAXS patterns of the thin (a and d),medium (b and e),
and thick (with low-resolution inset) (c and f) arrays; respectively. (Scale bars:
white – 100 nm, black – 10 mm). (g) Structure model illustrating the orientation of
the nanoparticle arrays on the substrate (black) with the primitive rhombohedral
and fcc unit cells (indicated in orange, from right to left). The insets in the top-left
corner (a–c) are the FFT of the corresponding SEM image. X-ray pattern (d) was
taken at the Soleil synchrotron source with a long beam stop, (e) and (f) at the
Risø laboratory source with a circular beam stop.
Fig. 2 Normalized magnetization M=MS versus the applied field H (hysteresis
loops) for the thin (B) and thick (>) arrays and for the dispersion () at 10 K. The
data have been corrected for an exchange bias effect,44 and the full hysteresis
loops are available in the ESI.† The lines are guides to the eye.
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View Article Online(FM-like) coupling between the dipole moments in the arrays,
increasing in strength with decreasing thickness and also
enable a more in-depth study of the magnetic interactions in
the framework of a mean-eld model.
In a mean-eld approach, the dipolar interaction eld Hd
due to neighboring nanocrystals is expressed asHd¼ aM, where
M is the eld-induced magnetization and a is the mean-eld
constant, a measure of the dipolar couplings in the arrays; it is
negative for antiferromagnetic and positive for ferromagnetic
couplings. A Bloch-like law was used to describe the tempera-
ture dependence of the monodomain nanoparticle magnetic
moments; m(T) ¼ MS(T)Vp ¼ MS(0)Vp  (1  BTb), where MS is
the nanocrystal saturation magnetization and Vp is the
volume of a nanoparticle. b ¼ 1.78  0.02 and B ¼ 5.3  0.6 
106 K1.78 were determined from magnetization versus
eld measurements performed at different temperatures,
together with high eld magnetization versus temperature956 | Nanoscale, 2013, 5, 953–960measurements (see ESI†). The tted parameters are in good
agreement with previously reported values for clusters of iron
oxide nanoparticles.36,37 A Curie–Weiss law could then be used
to t the low-eld inverse susceptibility data corresponding to
the linear response regime:
1
c
¼ T  aCð0Þ

1 BTb2
Cð0Þð1 BTbÞ2 ; (1)
where Cð0Þ ¼ m0Vp
3kB
MS2ð0Þ, using a and MS(0) as tting param-
eters. m0 is the permeability of free space and kB is the Boltz-
mann constant. The ts are shown in Fig. 3(b) and the extracted
values for the tting parameters are given in Table 2. The MS(0)
values for the nanospheres are, as expected, lower than for bulk
maghemite.38 In general, differences in magnetic properties
between nanoparticles and bulk materials are attributed to
differences in the magnetic order between the surface and the
core of the nanoparticles, and also to a lowered magnetization
in the core itself.39,40
The value of a for the arrays increases with decreasing
thickness, conrming that the decreasing nite thickness of the
arrays enhances FM-like couplings. To the best of our knowl-
edge, this is the rst report of a thickness-dependent ferro-
magnetic coupling in ordered arrays of monodomain magnetic
nanoparticles. However, it should be emphasized that the
arrays do not exhibit long-range ferromagnetic order at low
temperature. The reason for this becomes clear comparing the
magnitudes of the dipolar interaction (Ed ¼ m0aMm) and the
magnetic anisotropy (Ea ¼ KVp, where K is the anisotropyThis journal is ª The Royal Society of Chemistry 2013
Fig. 3 Temperature-dependent in-plane susceptibility of the arrays and the
dispersion (0.1 wt%) of iron oxide nanocrystals under a low external field (H¼ 0.4
kA m1). The susceptibility values are normalized with respect to the amount of
iron oxide nanoparticles. (a) FC and ZFC susceptibility vs. temperature T for the
thin (B), medium (,), thick (>) arrays and the dilute dispersion (). The dashed
lines are guides to the eye. (b) Inverse FC susceptibility 1/cFC vs. temperature T for
the thin, medium, thick arrays and the dilute dispersion. The thick solid lines are
fits to the high temperature part of the experimental data to a mean-field
expression for the inverse susceptibility (eqn (1)).
Fig. 4 ZFC in-plane susceptibility vs. temperature curves at intermediate field
(H ¼ 1.6 kA m1). The solid lines are guides to the eye. (a) Experimental curves for
the arrays and the dispersion. (b) Curves obtained from the MC simulations. Each
point is the average of 25 to 325 independent simulations, with a standard error
shown by the error bars.
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View Article Onlineconstant) energies; Ea (see ESI† for details) is more than one
order of magnitude larger than the dipolar interaction energy.
This implies that at low temperature the particle magnetic
moments will freeze along directions dened by the random
distribution of easy magnetization directions before having the
possibility to establish long-range magnetic order.
Each particle magnetic moment ~mi responds to a different
local dipole eld ~Hd,i, which is the sum of the dipolar interac-
tion elds created by all the other magnetic moments in the
array. The mean-eld description assumes a uniform dipolar
interaction eld ~Hd across the array, which is the average of all
the local dipole elds. Thus, the decrease of the mean-eld
constant a with increasing thickness of the array indicates an
increase in the directional variations of ~Hd,i ascribed to theThis journal is ª The Royal Society of Chemistry 2013formation of closed circuit-loops of dipole moments. In order to
support this hypothesis, MC simulations were performed to
estimate the amount of vortex states in the arrays.
The ZFC data for the dispersion and the arrays have been
simulated by the MC method using the experimentally deter-
mined lattice parameters, temperature-dependent saturation
magnetization and anisotropy constant (see ESI† for details).
Fig. 4 compares the experimental and simulated tempera-
ture-dependent ZFC susceptibility. The high-temperature part
of the simulated data was tted to eqn (1) to obtain the
simulated mean-eld coefficient a. To obtain simulation data
with good enough statistical precision, it was necessary to use
an external eld of intermediate magnitude (H ¼ 1.6 kA m1).Nanoscale, 2013, 5, 953–960 | 957
Fig. 5 Simulated remanent magnetization and vorticity of the arrays at 10 K. (a)
Remanent magnetization in the arrays MR, normalized by the saturation
magnetization MS at 10 K. The corresponding experimental values for the
dispersion as well as for the thin and thick arrays are included for comparison. (b)
Average root sum square of the in-plane and out-of-plane components of the
vorticity field, with respect to the surface of the substrate. The numbers represent
the ratio of twice the squared in-plane contribution over the squared out-of-
plane one.
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View Article OnlineA larger external eld implies that deviations from a linear
response will be observed at higher temperatures. Therefore,
eqn (1) was tted to the simulated data between 175 K and
300 K. As shown in Table 2, the simulated a values decrease
with increasing thickness, in agreement with the experimental
results. The simulated mean-eld coefficients and the blocking
temperatures are consistently higher than the experimental
ones, which could be attributed to characteristics of the real
arrays that are neglected in the simulations, e.g. the particle
size distribution, the nite in-plane correlation length or the
tilt of the arrays during the drying stage. In particular, the
broader features observed in the experimental ZFC curves
result from the distribution of particle sizes that the real arrays
exhibit. Nevertheless the magnetic model comprising the
Zeeman, anisotropy and dipolar energies qualitatively repro-
duces the thickness-dependent magnetic behavior of the
arrays. In addition the simulated susceptibility and blocking
temperature of the dispersion are lower than the values for the
arrays, conrming that the dipolar interactions in the arrays
induce a ferromagnetic coupling between the nanoparticle
magnetic moments favoring a parallel alignment of the
moments.
The simulated mean-eld constant for the bulk arrays is
negative, which corresponds to antiferromagnetic couplings.
Energy calculations of innite fcc arrays of dipoles, excluding
magnetic anisotropy, predict that the ground state is ferro-
magnetic at low temperature.21 However, it has been shown that
nite boundary conditions, like those used for the simulations
of the bulk arrays, can lead to an antiferromagnetic ordering of
the dipoles. Moreover the crystallographic deviation of the
trigonal lattice from an fcc unit cell observed by GISAXS could
induce antiferromagnetic couplings.43
In order to determine the mechanism responsible for the
decrease in susceptibility with the array thickness, the rema-
nent magnetization of the arrays was simulated by allowing in-
plane magnetically saturated arrays of dipoles to relax at 10 K at
zero eld. A good qualitative agreement is found between
simulation and experimental results; the normalized remanent
magnetization MR/MS for both cases decreases with increasing
thickness of the array and it is larger for the arrays in compar-
ison to the dispersion, cf. Fig. 5(a).
The vorticity vector eld shown in Fig. 5(b) for the equilib-
rium zero-eld state at 10 K has been used to quantify the
tendency of the dipoles to form closed-circuit loops. The rela-
tionship between the orientation of the magnetic closed-loops
and the vorticity vector is illustrated in Fig. 6. The average root
sum square of the ~V in and ~Vout components of the vorticity eld
has been averaged over all the dipoles in each simulation, and
then averaged over several independent simulations. In order to
determine the average orientation of the closed-ux loops, the
ratio 2hVini2=hVouti2 was calculated. For an isotropic orientation
of the magnetic closed-circuit loops, the ratio is 1. The vorticity
for the monolayer was not calculated due to the absence of a
dened gradient of the magnetization in the z-direction.
The total vorticity of the arrays increases with the thickness,
in good agreement with previous simulations.27 Thus, the
vorticity and the remanent magnetization in Fig. 5 are inversely958 | Nanoscale, 2013, 5, 953–960correlated. Indeed the ferromagnetic correlations are associated
with a low vorticity, so that the total vorticity increases with the
thickness, whereas the mean-eld constant a decreases (Table
2). The decrease of the ratio for the thin array (3 layers) suggests
that the mechanism for the 2D to 3D crossover is a change in
the orientation of the vortex states, which are oriented prefer-
entially out-of-plane as the thickness decreases. The proportion
of in-plane vorticity increases with the thickness, but an
isotropic orientation of the vortex state is not observed in the
bulk arrays, presumably due to the deviation of the array
structure from a perfect fcc lattice.This journal is ª The Royal Society of Chemistry 2013
Fig. 6 Relationship between the orientation of the vortex states and the orientation of the vorticity vector.
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View Article Online4 Conclusions
Collective magnetic properties of monodisperse nanospheres
structured in arrays of different thicknesses have been charac-
terized by temperature- and eld-dependent magnetization
measurements and compared with simulated curves obtained
through MC simulations. The symmetry of the ordered arrays
corresponds to a distorted fcc lattice. The structure, experi-
mentally determined saturation magnetization and anisotropy
constant were used as input for the simulations, which could
qualitatively reproduce the experimental results, with the right
order of magnitude and trends in magnetic susceptibility. The
combination of experimental and simulation results showed
that magnetic dipolar interactions induce an effective ferro-
magnetic coupling in thin arrays. The coupling decreases in
strength with increasing thickness of the array, to nally switch
to antiferromagnetic coupling in the bulk limit. We nd that the
decrease of the ferromagnetic coupling relates to an increase of
the vorticity in the simulated arrays. The mechanism of the 2D
to 3D crossover was identied as a thickness-dependent orien-
tation of themagnetic vortex states. The orientation of the vortex
states becomes more isotropic as the thickness of the arrays
increases. Magnetic anisotropy prevents long-range magnetic
order from being established at low temperature and the
nanoparticle magnetic moments instead freeze along directions
dened by the distribution of easy magnetization directions.Acknowledgements
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