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Abstract
This paper proposes a multi-grid method for learning
energy-based generative ConvNet models of images. For
each grid, we learn an energy-based probabilistic model
where the energy function is defined by a bottom-up convo-
lutional neural network (ConvNet or CNN). Learning such
a model requires generating synthesized examples from the
model. Within each iteration of our learning algorithm, for
each observed training image, we generate synthesized im-
ages at multiple grids by initializing the finite-step MCMC
sampling from a minimal 1× 1 version of the training im-
age. The synthesized image at each subsequent grid is ob-
tained by a finite-step MCMC initialized from the synthe-
sized image generated at the previous coarser grid. After
obtaining the synthesized examples, the parameters of the
models at multiple grids are updated separately and simul-
taneously based on the differences between synthesized and
observed examples. We show that this multi-grid method
can learn realistic energy-based generative ConvNet mod-
els, and it outperforms the original contrastive divergence
(CD) and persistent CD.
1. Introduction
This paper studies the problem of learning energy-based
generative ConvNet models [24, 10, 12, 11, 39, 25, 35,
28, 45, 46, 15] of images. The model is in the form of
a Gibbs distribution where the energy function is defined
by a bottom-up convolutional neural network (ConvNet or
CNN). It can be derived from the commonly used discrim-
inative ConvNet [23, 21] as a direct consequence of the
Bayes rule [4], but unlike the discriminative ConvNet, the
generative ConvNet is endowed with the gift of imagination
in that it can generate images by sampling from the proba-
bility distribution of the model. As a result, the generative
ConvNet can be learned in an unsupervised setting without
requiring class labels. The learned model can be used as a
∗Equal contributions.
Figure 1. Synthesized images at multi-grids. From left to right: 4×
4 grid, 16× 16 grid and 64× 64 grid. Synthesized image at each
grid is obtained by 30 step Langevin sampling initialized from the
synthesized image at the previous coarser grid, beginning with the
1×1 grid.
prior model for image processing. It can also be turned into
a discriminative ConvNet for classification.
The maximum likelihood learning of the energy-based
generative ConvNet model follows an “analysis by synthe-
sis” scheme: we sample the synthesized examples from
the current model, usually by Markov chain Monte Carlo
(MCMC), and then update the model parameters based on
the difference between the observed training examples and
the synthesized examples. The probability distribution or
the energy function of the learned model is likely to be
multi-modal if the training data are highly varied. The
MCMC may have difficulty traversing different modes and
may take a long time to converge. A simple and popular
modification of the maximum likelihood learning is the con-
trastive divergence (CD) learning [10], where for each ob-
served training example, we obtain a corresponding synthe-
sized example by initializing a finite-step MCMC from the
observed example. Such a method can be scaled up to large
training datasets using mini-batch training. However, the
synthesized examples may be far from fair samples of the
current model, thus resulting in bias of the learned model
parameters. A modification of CD is persistent CD [42],
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where the MCMC is still initialized from the observed ex-
ample at the initial learning epoch. However, in each sub-
sequent learning epoch, the finite-step MCMC is initialized
from the synthesized example of the previous epoch. Run-
ning persistent chains may make the synthesized examples
less biased by the observed examples, although the per-
sistent chains may still have difficulty traversing different
modes of the learned model.
To address the above challenges under the constraint of
finite budget MCMC, we propose a multi-grid method to
learn the energy-based generative ConvNet models at mul-
tiple scales or grids. Specifically, for each training image,
we obtain its multi-grid versions by repeated down-scaling.
Our method learns a separate generative ConvNet model at
each grid. Within each iteration of our learning algorithm,
for each observed training image, we generate the corre-
sponding synthesized images at multiple grids. Specifically,
we initialize the finite-step MCMC sampling from the min-
imal 1× 1 version of the training image, and the synthe-
sized image at each grid serves to initialize the finite-step
MCMC that samples from the model of the subsequent finer
grid. See Fig. 1 for an illustration, where we sample im-
ages sequentially at 3 grids, with 30 steps of the Langevin
dynamics at each grid. After obtaining the synthesized im-
ages at the multiple grids, the models at the multiple grids
are updated separately and simultaneously based on the dif-
ferences between the synthesized images and the observed
training images at different grids.
The advantages of the proposed method are as follows.
(1) The finite-step MCMC is initialized from the 1× 1
version of the observed image, instead of the original ob-
served image. Thus the synthesized image is much less bi-
ased by the observed image compared to the original CD.
(2) The learned models at coarser grids are expected to
be smoother than the models at finer grids. Sampling the
models at increasingly finer grids sequentially is like a sim-
ulated annealing process [19] that helps the MCMC to mix.
(3) Unlike the original CD or persistent CD, the learned
models are equipped with a fixed budget MCMC to gener-
ate new synthesized images from scratch, because we only
need to initialize the MCMC by sampling from the one-
dimensional histogram of the 1× 1 version of the training
images.
We show that the proposed method can learn realistic
models of images. The learned models can be used for im-
age processing such as image inpainting. The learned fea-
ture maps can be used for subsequent tasks such as classifi-
cation.
The contributions of our paper are as follows. We pro-
pose a multi-grid method for learning energy-based gener-
ative ConvNet models. We show empirically that the pro-
posed method outperforms the original CD, persistent CD,
as well as the single-grid learning. More importantly, we
show that a small budget MCMC is capable of generating
diverse and realistic patterns. The deep energy-based mod-
els have not received the attention they deserve in the recent
literature because of the reliance on MCMC sampling. It
is our hope that this paper will stimulate further research
on designing efficient MCMC algorithms for learning deep
energy-based models.
2. Related work
Our method is related to CD [10] for training energy-
based models. In general, both the data distribution of the
observed training examples and the learned model distribu-
tion can be multi-modal, and the data distribution can be
even more multi-modal than the model distribution. The
finite-step MCMC of CD initialized from the data distribu-
tion may only explore local modes around the training ex-
amples, thus the finite-step MCMC may not get close to the
model distribution. This can also be the case with persistent
CD [42]. In contrast, our method initializes the finite-step
MCMC from the minimal 1× 1 version of the original im-
age, and the sampling of the model at each grid is initial-
ized from the image sampled from the model at the previ-
ous coarser grid. The model distribution at the coarser grid
is expected to be smoother than the model distribution at
the finer grid, and the coarse to fine MCMC is likely to gen-
erate varied samples from the learned models. As a result,
the learned models obtained by our method can be closer to
maximum likelihood estimate than the original CD.
The multi-grid Monte Carlo method originated from sta-
tistical physics [9]. The motivation for multi-grid Monte
Carlo is that reducing the scale or resolution leads to a
smoother or less multi-modal distribution. Our work is per-
haps the first to apply the multi-grid sampling to the learn-
ing of deep energy-based models. The difference between
our method and the multi-grid MCMC in statistical physics
is that in the latter, the distribution of the lower resolution
is obtained from the distribution of the higher resolution.
In our work, the models at different grids are learned from
training images at different resolutions directly and sepa-
rately.
Besides energy-based generative ConvNet model, an-
other popular deep generative model is the generator net-
work or implicit generative model which maps the latent
vector that follows a simple prior distribution to the image
via a top-down ConvNet. The model is usually trained to-
gether with an assisting model such as an inferential model
as in the variational auto-encoder (VAE) [18, 38, 31], or a
discriminative model as in the generative adversarial net-
works (GAN) [8, 6, 37]. The focus of this paper is on
training deep energy-based models, without resorting to a
different class of models, so that we do not need to be con-
cerned with the mismatch between the two different classes
of models.
Our learning method is based on maximum likelihood.
Recently, building on the early work of [43], [15, 22] have
developed an introspective learning method to learn the
energy-based model, where the energy function is discrim-
inatively learned. It is possible to apply multi-grid learning
and sampling to their method.
We would like to emphasize that this paper is not another
paper on GAN. This paper seeks to answer the following
question: Whether it is possible to learn the deep energy-
based probabilistic models from big datasets by maximum
likelihood type of algorithms, without relying on an extra
network such as an implicit generative network? We be-
lieve this is a fundamental question, especially because an
energy-based model corresponds directly to a discrimina-
tive classifier (see subsection 3.2). Our paper answers this
question in affirmative.
3. Generative ConvNet
3.1. The model
Let Y be the image defined on a squared (or rectangle)
grid. We use pθ (Y ) to denote the probability distribution of
Y with parameter θ . The energy-based generative ConvNet
model is as follows [45]:
pθ (Y ) =
1
Z(θ)
exp [ fθ (Y )] p0(Y ), (1)
where p0(Y ) is the reference distribution such as Gaussian
white noise p0(Y ) ∝ exp
(−‖Y‖2/2σ2) (or a uniform dis-
tribution within a bounded range). fθ (Y ) is defined by a
bottom-up ConvNet whose parameters are denoted by θ .
The normalizing constant Z(θ) =
∫
exp [ fθ (Y )] p0(Y )dY is
analytically intractable. pθ can be written in the form of
an energy-based model: pθ (Y ) = 1Z(θ) exp[−Eθ (Y )]. The
energy function is
Eθ (Y ) =
1
2σ2
‖Y‖2− fθ (Y ). (2)
The local energy minima [13] satisfy an auto-encoder [45]
Y
σ2 =
∂
∂Y fθ (Y ). The learned model is likely to be multi-
modal if the training data are highly varied.
3.2. Correspondence to discriminative ConvNet
Model (1) corresponds to a classifier in the following
sense [4, 45, 43, 22, 15]. Suppose there are K categories,
pθk(Y ), for k = 1, ...,K, in addition to the background cat-
egory p0(Y ). The ConvNets fθk(Y ) for k = 1, ...,K may
share common lower layers. Let ρk be the prior probability
of category k, k = 0, ...,K. Then the posterior probability
for classifying an example Y to the category k is a softmax
multi-class classifier
Pr(k|Y ) = exp( fθk(Y )+bk)
∑Kk=0 exp( fθk(Y )+bk)
, (3)
where bk = log(ρk/ρ0)− logZ(θk), and for k = 0, fθ0(Y ) =
0, b0 = 0. Conversely, if we have the softmax classifier (3),
then the distribution of each category is pθk(Y ) of the form
(1). Thus the energy-based generative ConvNet directly
corresponds to the commonly used discriminative ConvNet.
The correspondence to discriminative ConvNet classifier
justifies the importance and naturalness of the energy-based
generative ConvNet model.
4. Maximum likelihood
While the discriminative ConvNet must be learned in a
supervised setting, the generative ConvNet model pθ (Y ) in
(1) can be learned from unlabeled data by maximum likeli-
hood.
4.1. Learning and sampling
Suppose we observe training examples {Yi, i = 1, ...,n}
from an unknown data distribution Pdata(Y ). The maximum
likelihood learning seeks to maximize the log-likelihood
function
L(θ) =
1
n∑
n
i=1 log pθ (Yi). (4)
If the sample size n is large, the maximum likeli-
hood estimator minimizes the Kullback-Leibler divergence
KL(Pdata‖pθ ) from the data distribution Pdata to the model
distribution pθ . The gradient of L(θ) is
L′(θ) =
1
n∑
n
i=1
∂
∂θ
fθ (Yi)−Eθ
[
∂
∂θ
fθ (Y )
]
, (5)
where Eθ denotes the expectation with respect to pθ (Y ).
The key to the above identity is that ∂∂θ logZ(θ) =
Eθ [ ∂∂θ fθ (Y )].
The expectation in equation (5) is analytically intractable
and has to be approximated by MCMC, such as the
Langevin dynamics [48, 7], which iterates the following
step:
Yτ+∆τ = Yτ − ∆τ2
∂
∂Y
Eθ (Yτ)+
√
∆τZτ
= Yτ − ∆τ2
[
Yτ
σ2
− ∂
∂Y
fθ (Yτ)
]
+
√
∆τZτ , (6)
where τ indexes the time of the Langevin dynamics, ∆τ is
the step size, and Zτ ∼ N(0, I) is Gaussian white noise. Let
the distribution of Yτ be pτ , then KL(pτ ||pθ )→ 0 mono-
tonically as τ → ∞ according to the second law of thermo-
dynamics [3]. KL(pτ ||pθ ) can be decomposed into energy
and entropy. The gradient descent part of the Langevin dy-
namics reduces the energy, while the Brownian motion part
increases the entropy. A Metropolis-Hastings step may be
added to correct for the finite step size ∆τ . We have also im-
plemented Hamiltonian Monte Carlo (HMC) for sampling
the generative ConvNet [33, 4].
We can run n˜ parallel chains of the Langevin dynamics
according to (6) to obtain the synthesized examples {Y˜i, i =
1, ..., n˜}. The Monte Carlo approximation to L′(θ) is
L′(θ) ≈ 1
n∑
n
i=1
∂
∂θ
fθ (Yi)− 1n˜∑
n˜
i=1
∂
∂θ
fθ (Y˜i) (7)
=
∂
∂θ
[
1
n˜∑
n˜
i=1Eθ (Y˜i)−
1
n∑
n
i=1Eθ (Yi)
]
,
which is used to update θ .
4.2. Contrastive divergence
The MCMC sampling of pθ may take a long time to con-
verge, especially if the learned pθ is multi-modal, which is
often the case because Pdata is usually multi-modal. In or-
der to learn from large datasets, we can only afford small
budget MCMC, i.e., within each learning iteration, we can
only run MCMC for a small number of steps. To meet such
a challenge, [10] proposed the contrastive divergence (CD)
method, where within each learning iteration, we initialize
the finite-step MCMC from each Yi in the current training
batch to obtain a synthesized example Y˜i. The parameters
are then updated according to the learning gradient (7).
Let Mθ be the transition kernel of the finite-step MCMC
that samples from pθ (Y ). For any probability distribution
p(Y ) and any Markov transition kernel M, let Mp(Y ′) =∫
p(Y )M(Y,Y ′)dY denote the marginal distribution ob-
tained after running M starting from p. The learning gra-
dient of CD approximately follows the gradient of the dif-
ference between two Kullback-Leibler (KL) divergences:
KL(Pdata‖pθ )−KL(MθPdata‖pθ ), (8)
thus the name “contrastive divergence”. If MθPdata is close
to pθ , then the second divergence is small, and the CD es-
timate is close to maximum likelihood which minimizes
the first divergence. However, it is likely that Pdata and
the learned pθ are multi-modal. It is expected that pθ is
smoother than Pdata, i.e., Pdata is “colder” than pθ in the lan-
guage of simulated annealing [19]. If Pdata is different from
pθ , it is unlikely that MθPdata becomes much closer to pθ
due to the trapping of local modes. This may lead to bias in
the CD estimate.
A persistent version of CD [42] is to initialize the
MCMC from the observed Yi in the beginning, and then in
each learning epoch, the MCMC is initialized from the syn-
thesized Y˜i obtained in the previous epoch. The persistent
CD may still face the challenge of traversing and exploring
different local energy minima.
4.3. Modified and adversarial CDs
This subsection explains modifications of CD, including
methods based on an additional generator network. It can
be skipped in the first reading.
The original CD initializes MCMC sampling from the
data distribution Pdata. We may modify it by initializing
MCMC sampling from a given distribution P0, in the hope
that MθP0 is closer to pθ than MθPdata. The learning gradi-
ent approximately follows the gradient of
KL(Pdata‖pθ )−KL(MθP0‖pθ ). (9)
That is, we run a finite-step MCMC from a given ini-
tial distribution P0, and use the resulting samples as syn-
thesized examples to approximate the expectation in (5).
The approximation can be made more accurate using an-
nealed importance sampling [32]. Following the idea of
simulated annealing, P0 should be a “smoother” distribu-
tion than pθ (the extreme case is to start from white noise
P0). Unlike persistent CD, here the finite-step MCMC is
non-persistent, sometimes also referred to as “cold start”,
where the MCMC is initialized from a given P0 within each
learning iteration, instead of from the examples synthesized
by the previous learning epoch. The cold start version is
easier to implement for mini-batch learning.
With the multi-grid method (to be introduced in the next
section), at each grid, P0 is the distribution of the images
generated by the previous coarser grid. At the smallest grid,
P0 is the one-dimensional histogram of the 1×1 versions of
the training images.
Another possibility is to recruit a generator network
qα(Y ) as an approximated direct sampler [16, 5], so that
pθ and qα can be jointly learned by the adversarial CD:
min
pθ
max
qα
[KL(Pdata‖pθ )−KL(qα‖pθ )] . (10)
That is, the learning of pθ is modified CD with qα supply-
ing synthesized examples, and the learning of qα is based
on minqα KL(qα‖pθ ), which is a variational approximation.
The adversarial CD is related to Wasserstein GAN [1], ex-
cept that the former regularizes the entropy of the generator,
while the latter regularizes the critic.
[44] also studied the problem of joint learning of the
energy-based model and the generator model. The learning
of the energy-based model is based on the modified CD:
KL(Pdata‖pθ )−KL(Mθqα‖pθ ), (11)
with qα taking the role of P0, whereas the learning of the
generator is based on how Mθqα modifies qα , and is ac-
complished by at+1 = argminα KL(Mθqαt‖qα), i.e., qα ac-
cumulates MCMC transitions to be close to the stationary
distribution of Mθ , which is pθ .
In this paper, we shall not consider recruiting a genera-
tor network, so that we do not need to worry about the mis-
match between the generator model and the energy-based
model. In other words, instead of relying on a learned
approximate direct sampler, we endeavor to develop small
budget MCMC for sampling.
5. Multi-grid modeling and sampling
We propose a multi-grid method for learning and sam-
pling generative ConvNet models. For an image Y , let
(Y (s),s = 0, ...,S) be the multi-grid versions of Y , with Y (0)
being the minimal 1× 1 version of Y , and Y (S) = Y . For
each Y (s), we can divide the image grid into squared blocks
of d × d pixels. We can reduce each d × d block into a
single pixel by averaging the intensity values of the d× d
pixels. Such a down-scaling operation maps Y (s) to Y (s−1).
Conversely, we can also define an up-scaling operation, by
expanding each pixel of Y (s−1) into a d× d block of con-
stant intensity to obtain an up-scaled version Yˆ (s) of Y (s−1).
The up-scaled Yˆ (s) is not identical to the original Y (s) be-
cause the high resolution details are lost. The mapping from
Y (s) to Y (s−1) is a linear projection onto a set of orthogonal
basis vectors, each of which corresponds to a d× d block.
The up-scaling operation is a pseudo-inverse of this linear
mapping. In general, d does not even need to be an integer
(e.g., d = 1.5) for the existence of the linear mapping and
its pseudo-inverse.
Let p(s)
θ (s)
(Y (s)) be the energy-based generative ConvNet
model at grid s. p(0) can be simply modeled by a one-
dimensional histogram of Y (0) pooled from the 1× 1 ver-
sions of the training images.
Within each learning iteration, for each training image
Yi in the current learning batch, we initialize the finite-
step MCMC from the 1× 1 image Y (0)i . For s = 1, ...,S,
we sample from the current p(s)
θ (s)
(Y (s)) by running l steps
of the Langevin dynamics from the up-scaled version of
Y˜ (s−1)i sampled at the previous coaser grid. After that, for
s = 1, ...,S, we update the model parameters θ (s) based on
the difference between the synthesized {Y˜ (s)i } and the ob-
served {Y (s)i } according to equation (7).
Algorithm 1 provides the details of the multi-grid
method.
In the above sampling scheme, p(0) can be sampled di-
rectly because it is a one-dimensional histogram. Each p(s)
is expected to be smoother than p(s+1). Thus the sampling
scheme is similar to simulated annealing, where we run
finite-step MCMC through a sequence of probability dis-
tributions that are increasingly multi-modal (or cold), in the
hope of reaching and exploring major modes of the model
distributions. The learning process then shifts these ma-
jor modes toward the observed examples, while sharpening
these modes along the way, in order to memorize the ob-
served examples with these major modes of the model dis-
tributions.
Let P(s)data be the data distribution of {Y (s)i }. Let p(s)θ (s) be
the model at grid s. Let P(s)
θ (s−1) be the up-scaled version of
the model p(s−1)
θ (s−1) . Specifically, let Y
(s−1) ∼ p(s−1)
θ (s−1) be a ran-
Algorithm 1 Multi-grid sampling and learning
Input:
(1) training examples {Y (s)i ,s = 1, ...,S, i = 1, ...,n},
(2) number of Langevin steps l,
(3) number of learning iterations T .
Output:
(1) estimated parameters (θ (s),s = 1, ...,S),
(2) synthesized examples {Y˜ (s)i ,s = 1, ...,S, i = 1, ...,n}.
1: Let t← 0, initialize θ (s),s = 1, ...,S.
2: repeat
3: For i = 1, ...,n, initialize Y˜ (0)i = Y
(0)
i .
4: For s= 1, ...,S, initialize Y˜ (s)i as the up-scaled version
of Y˜ (s−1)i , and run l steps of the Langevin dynamics
to evolve Y˜ (s)i , each step following equation (6).
5: For s = 1, ...,S, update θ (s)t+1 = θ
(s)
t + γtL′(θ
(s)
t ), with
step size γt , where L′(θ
(s)
t ) is computed according to
equation (7).
6: Let t← t+1.
7: until t = T
dom example at grid s−1, and let Yˆ (s) be the up-scaled ver-
sion of Y (s−1), then P(s)
θ (s−1) is the distribution of Yˆ
(s). Let
M(s)
θ (s)
be the Markov transition kernel of l-step Langevin
dynamics that samples p(s)
θ (s)
. The learning gradient of the
multi-grid method at grid s approximately follows the gra-
dient of the difference between two KL divergences:
KL
(
P(s)data‖p(s)θ (s)
)
−KL
(
M(s)
θ (s)
P(s)
θ (s−1)‖p
(s)
θ (s)
)
. (12)
P(s)
θ (s−1) is smoother than p
(s)
θ (s)
, and M(s)
θ (s)
will evolve P(s)
θ (s−1) to
a distribution close to p(s)
θ (s)
by creating details at the current
resolution. If we use the original CD by initializing MCMC
from P(s)data, then we are sampling a multi-modal (cold) dis-
tribution p(s)
θ (s)
by initializing from a presumably even more
multi-modal (or colder) distribution P(s)data, and we may not
expect the resulting distribution to be close to the target
p(s)
θ (s)
.
6. Experiments
Project page: The code and more results can be found
at http://www.stat.ucla.edu/˜ruiqigao/
multigrid/main.html.
We learn the models at 3 grids: 4×4, 16×16 and 64×
64, which we refer to as grid1, grid2 and grid3, respectively.
That is, we set S= 3 (number of grids), d = 4 (reducing each
4×4 block to a pixel in the down-scaling operation).
We conduct qualitative and quantitative experiments to
evaluate our method with respect to several baseline meth-
ods. The first baseline is the single-grid method: starting
from a 1× 1 image, we directly up-scale it to 64× 64 and
sample a 64×64 image using a single generative ConvNet.
The other two baselines are CD1 (running 1 step Langevin
dynamics from the observed images) and persistent CD.
Both CD baselines initialize the MCMC sampling from the
observed images.
6.1. Implementation details
The training images are resized to 64× 64. Since the
models of the three grids act on images of different scales,
we design a specific ConvNet structure per grid: grid1 has
a 3-layer network with 5×5 stride 2 filters at the first layer
and 3× 3 stride 1 filters at the next two layers; grid2 has a
4-layer network with 5× 5 stride 2 filters at the first layer
and 3× 3 stride 1 filters at the next three layers; grid3
has a 3-layer network with 5× 5 stride 2 filters at the first
layer, 3× 3 stride 2 filters at the second layer, and 3× 3
stride 1 filters at the third layer. Numbers of channels are
96−128−256 at grid1 and grid3, and 96−128−256−512
at grid2. A fully-connected layer with 1 channel output
is added on top of every grid to get the value of fθ (Y ).
Batch normalization [14] and leaky ReLU activations are
applied after every convolution. At each iteration, we run
l = 30 steps of the Langevin dynamics for each grid with√
∆τ = 0.3. All networks are trained simultaneously with
mini-batches of size 100 and an initial learning rate of 0.3.
Learning rate is decayed logarithmically every 10 iterations.
For CD1, persistent CD and the single-grid method, we
follow the same setting as the multi-grid method except that
for persistent CD and the single-grid method, we set the
Langevin steps to 90 to maintain the same MCMC budget as
the multi-grid method. We use the same network structure
of grid3 for these baseline methods.
6.2. Synthesis
We learn multi-grid models from five datasets: CelebA
[27], Large-scale Scene Understanding (LSUN) [41],
CIFAR-10 [20], Street View Housing Numbers (SVHN)
[34] and MIT places205 [47]. In the CelebA dataset,
we randomly sample 10,000 images for training. Fig. 2
show synthesized images generated by models learned from
CelebA dataset. We also show synthesized images gener-
ated by models learned by DCGAN [37] and the single-grid
method. CD1 and persistent CD cannot synthesize realistic
images, thus we do not bother to show their synthesis re-
sults. Compared with the single-grid method, images gen-
erated by the multi-grid method are more realistic. The
results from multi-grid models are comparable to the re-
sults from DCGAN. Fig. 3 shows synthesized images from
models learned from the LSUN bedrooms dataset, which
Observed DCGAN
single-grid method multi-grid method
Figure 2. Synthesized images from models learned from the
CelebA dataset. From left to right: observed images, images
synthesized by DCGAN [37], single-grid method and multi-grid
method. CD1 and persistent CD cannot synthesize realistic im-
ages and their results are not shown.
(a) Original images
(b) Synthesized images
Figure 3. Synthesized images generated by the multi-grid models
learned from the LSUN bedrooms dataset.
contains more than 3 million training images. The SVHN
dataset consists of color images of house numbers collected
by Google Street View. The training set consists of 73,257
images and the testing set has 26,032 images. We learn the
models in the unsupervised manner. MIT places205 con-
tains images of 205 scene categories. We learn from a sin-
gle category. Please refer to the supplementary materials for
synthesized results by models learned from SVHN dataset
and several categories of MIT places205 dataset.
Figure 4. Synthesized images generated by the multi-grid models
learned from the CIFAR-10 dataset. Each row illustrates a cate-
gory, and the multi-grid models are learned conditional on the cat-
egory. From top to bottom: airplane, automobile, bird, cat, deer,
dog, frog, horse, ship, truck.
Table 1. Inception scores on CIFAR-10.
Real images DCGAN multi-grid method
Inception score 11.237 6.581 6.565
CIFAR-10 includes various object categories and has
50,000 training examples. Fig. 4 shows the synthesized im-
ages generated by models learned by the multi-grid method
conditional on each category. In this experiment, we run
40 steps of the Langevin dynamics for each grid, and in the
final synthesis after learning, we disable the noise term in
the Langevin dynamics, which slightly improves the syn-
thesis quality. We evaluate the quality of synthesized im-
ages quantitatively using the average inception score [40]
in Table 1. The multi-grid method gets comparable incep-
tion score as DCGAN as reported in [26].
To check the diversity of Langevin dynamics sampling,
we synthesize images by initializing the Langevin dynamics
from the same 1× 1 image. As shown in Fig. 5, after 90
steps of Langevin dynamics, the sampled images from the
same 1×1 image are different from each other.
Figure 5. Synthesized images by initializing the Langevin dynam-
ics sampling from the same 1×1 image. Each block of 4 images
are generated from the same 1×1 image.
Table 2. Classification error of L2-SVM trained on the features
learned from SVHN.
Test error rate with # of labeled images 1,000 2,000 4,000
Persistent CD [42] 45.74 39.47 34.18
One-step CD [10] 44.38 35.87 30.45
Wasserstein GAN [1] 43.15 38.00 32.56
Deep directed generative models [16] 44.99 34.26 27.44
DCGAN[37] 38.59 32.51 29.37
single-grid method 36.69 30.87 25.60
multi-grid method 30.23 26.54 22.83
Table 3. Classification error of CNN classifier trained on the fea-
tures of three grids learned from SVHN.
Test error rate with # of labeled images 1,000 2,000 4,000
DGN [17] 36.02 - -
Virtual adversarial [30] 24.63 - -
Auxiliary deep generative model [29] 22.86 - -
Supervised CNN with the same structure 39.04 22.26 15.24
multi-grid method + CNN classifier 19.73 15.86 12.71
6.3. Unsupervised feature learning for classfication
To evaluate the features learned by the multi-grid
method, we perform a semi-supervised classification exper-
iment by following the same procedure outlined in [37].
That is, we use the multi-grid method as a feature extrac-
tor. We first train a multi-grid model on the combination
of SVHN training and testing sets in an unsupervised way.
Then we train a regularized L2-SVM on the learned repre-
sentations of grid 3. For fair comparison, we adopt the dis-
criminator structure of [37] for grid 3, which has 4 convolu-
tional layers of 5×5 filters with 64, 128, 256 and 512 chan-
nels respectively. The features from all the convolutional
layers are max pooled and concatenated to form a 15,360-
dimensional vector. We randomly sample 1000, 2000 and
4000 labeled examples from the training dataset to train
the SVM and test on the testing dataset. Within the same
setting, we compare the learned features of the multi-grid
method with the single-grid method, persistent CD [42],
one-step CD [10], Wasserstein GAN [1], deep directed gen-
erative models [16] and DCGAN [37]. Table 2 shows the
classification results, indicating that the multi-grid method
learns strong features.
Next we try to combine the learned features of three
grids together. Specifically, we build a two-layer classifi-
cation CNN on top of the top layer feature maps of three
grids. The first layer is a 3× 3 stride 1 convolutional layer
with 64 channels operated separately on the feature maps of
the three grids. Then the outputs from the three grids are
concatenated to form a 34,624-dimensional vector. A fully-
connected layer is added on top of the vector. We train this
classifier using 1000, 2000 and 4000 labeled examples that
are randomly sampled from the training set. As shown in
Table 3, our method achieves a test error rate of 19.73% for
1,000 labeled images. For comparison, we train a classifi-
cation network from scratch with the same structure (three
networks as used in the multi-grid method plus two layers
for classification) on the same labeled training data. It has a
significantly higher error rate of 39.04% for 1,000 labeled
training images. Our method also outperforms some meth-
ods that are specifically designed for semi-supervised learn-
ing, such as DGN [17], virtual adversarial [30] and auxiliary
deep generative model [29].
6.4. Image inpainting
We further test our method on image inpainting. In this
task, we try to learn the conditional distribution pθ (YM|YM¯)
by our models, where M consists of pixels to be masked,
and M¯ consists of pixels not to be masked. In the training
stage, we randomly place the mask on each training image,
but we assume YM is observed in training. We follow the
same learning and sampling algorithm as in Algorithm 1,
except that in the sampling step (i.e., step 4 in Algorithm 1),
in each Langevin step, only the masked part of the image is
updated, and the unmasked part remains fixed as observed.
This is a generalization of the pseudo-likelihood estimation
[2], which corresponds to the case where M consists of one
pixel. It can also be considered a form of associative mem-
ory [13]. After learning pθ (YM|YM¯) from the fully observed
training images, we then use it to inpaint the masked testing
images, where the masked parts are not observed.
Figure 6. Inpainting examples on CelebA dataset. In each block
from left to right: the original image, masked input, inpainted im-
age by the multi-grid method.
Table 4. Quantitative evaluations for three types of masks. Lower
values of error are better. Higher values of PSNR are better. PCD,
CD1, SG, CE and MG indicate persistent CD, one-step CD, single-
grid method, ContextEncoder and multi-grid method, respectively.
Mask PCD CD1 SG CE MG
Mask 0.056 0.081 0.066 0.045 0.042
Error Doodle 0.055 0.078 0.055 0.050 0.045
Pepper 0.069 0.084 0.054 0.060 0.036
Mask 12.81 12.66 15.97 17.37 16.42
PSNR Doodle 12.92 12.68 14.79 15.40 16.98
Pepper 14.93 15.00 15.36 17.04 19.34
We use 10,000 face images randomly sampled from
CelebA dataset to train the model. We set the mask size at
32×32 for training. During training, the size of the mask is
fixed but the position is randomly selected for each training
image. Another 1,000 face images are randomly selected
from CelebA dataset for testing. We find that during the
testing, the mask does not need to be restricted to 32× 32
square mask. So we test three different shapes of masks: 1)
32× 32 square mask, 2) doodle mask with approximately
25% missing pixels, and 3) pepper and salt mask with ap-
proximately 60% missing pixels. Fig. 6 shows some in-
painting examples.
We perform quantitative evaluations using two metrics:
1) reconstruction error measured by the per pixel difference
and 2) peak signal-to-noise ratio (PSNR). Metrics are com-
puted between the inpainting results obtained by different
methods and the original face images on the masked pixels.
We compare with persistent CD, CD1 and the single-grid
method. We also compare with the ContextEncoder [36]
(CE). We re-train the CE model on 10,000 training face im-
ages for fair comparison. As our tested masks are not in
the image center, we use the “inpaintRandom” version of
the CE code and randomly place a 32× 32 mask in each
image during training. The results are shown in Table 4.
It shows that the multi-grid method works well for the in-
painting task.
7. Conclusion
This paper seeks to address the fundamental question
of whether we can learn energy-based generative ConvNet
models purely by themselves without recruiting extra net-
works such as generator networks. This question is impor-
tant both conceptually and practically because the energy-
based generative ConvNet models correspond directly to
discriminative ConvNet classifiers. Being able to learn and
sample from such models also provides us a valuable alter-
native to GAN methods, by relieving us from the concerns
with issues such as mismatch between two different classes
of models, as well as instability in learning.
To answer the above question, we propose a multi-grid
method for learning energy-based generative ConvNet mod-
els. Our work seeks to facilitate the learning of such models
by developing small budget MCMC initialized from a sim-
ple distribution for sampling from the learned models. We
show that our method can learn realistic models of images
and the learned models can be useful for tasks such as image
processing and classification.
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