In a recent paper several periodic systems of difference equations have been presented. We show in an elegant way that all the results therein follow from some known ones. We also show how some extensions of the systems of difference equations can be solved.
Introduction
Here we use the following standard notations: N stands for the set of all natural numbers, Z stands for the set of all integers, for an l ∈ Z, N l is defined as {n ∈ Z : n ≥ l}, R denotes the set of all real numbers, and C denotes the set of all complex numbers. Let k, l ∈ Z, k ≤ l, then the notation j = k, l denotes the set of all j ∈ Z such that k ≤ j ≤ l.
Solvability of difference equations has been studied for a long time. Basic classes of solvable difference equations and systems were found during the eighteenth century, and since that time the books which contain results on the topic have more or less presented the old original methods or their modifications and refinements which were obtained during the nineteenth century (see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] ). For some applications of solvability methods of difference equations, see, e.g., [1, 3-5, 8, 10-19] .
Since theory of solvability of difference equations has not given new important or effective general methods for investigating solutions to the equations, the study turned to some other directions, such us finding asymptotic behavior or growth rate of their solutions. Some combinations of these methods with solvability methods for difference equations can be found, for example, in the study of the long-term behavior of solutions to the bilinear difference equation
where parameters a, b, c, d and the initial value x 0 are real or complex numbers (see, e.g., [1, 2, 12, 13, 15, 20, 21] ), which is a basic example of solvable nonlinear difference equation. Its extension with nonconstant coefficients is an equation of a huge interest since it is equivalent to the homogeneous linear difference equation of second-order. How equation (1) is solved can be found, e.g., in [2, 5, 10, 15, 21, 22] . For some recent results on representations of solutions to equation (1) in terms of Fibonacci-type sequences, see [23, 24] , and the references therein. Some basics on Fibonacci sequences can be found, e.g., in [25] and [26] . We are witnesses that the area of solvability of difference equations and related ones reattracts some attention. One of the reasons for the recent interest is the use of computer algebra systems, which can help in finding or guessing closed-form formulas for solutions to some difference equations and systems. The computer algebra systems are certainly useful, but in the majority cases the authors obtain results which are known or easily follow from the known ones (see, e.g., some of our comments in [23, 24, [27] [28] [29] related to the issue).
Our renewed interest in the topic began in 2004 when S. Stević studied the following difference equation:
, n ∈ N 0 , and gave a theoretical explanation for solvability of the equation. Continuation of the study can be found, e.g., in [30] [31] [32] [33] [34] [35] . Related methods and ideas have been later used and developed in many papers (see, e.g., [27] [28] [29] 36 ] and the references therein). The main idea in the papers is to employ some changes of variables which would reduce the equations/systems studied therein to some well-known solvable ones (quite frequently it is the linear first-order difference equation). Another area of recent interest is concrete systems of difference equations, with a special interest in symmetric and close-to-symmetric ones. The study of such systems was essentially initiated and popularized by Papaschinopoulos and Schinas (see, e.g., [37] [38] [39] [40] [41] [42] [43] [44] ). Many of our papers are also devoted to the area (see, e.g., [17, 23, 24, 27, 29, 32, 33, 36] and the references therein). For other related results, including the ones on invariants of difference equations, see, e.g., [39, 40, 43, 45, 46] and the references therein. Let us also mention that some more complex solvable difference equations and systems can be found, e.g., in [17, 33, [47] [48] [49] [50] [51] , but the idea is essentially the same as in the above-mentioned papers, that is, some connections of studied difference equations and systems to some solvable ones are found.
A vector sequence (
for every n ≥ n 0 and i = 1, k (see, e.g., [52, 53] ). If p = 1, then the sequence is called eventually constant [54] . If n 0 = l, then such a sequence is called periodic or more precisely p-periodic. Many authors call both, eventually periodic and periodic sequences, simply as periodic. In recent paper [46] periodicity of well-defined solutions to the following systems of difference equations has been studied:
where k ∈ N 0 . Note that systems (2)- (5) are special cases of the following system of difference equations:
where k ∈ N 0 , whereas parameters a, b, c, d and initial values x -j , y -j , j = 0, 2k + 1, are complex numbers. Namely, system (2) We first study system (6) and then turn to the special cases of the system in (2)- (5). We show that all the results in [46] follow from some known ones. We also show how some extensions of the systems of difference equations can be solved.
2 On system (6) and the results in [46] In this section we first study the structural form of system (6) , and then by using the analysis we discuss systems (2)-(5).
Analysis of the structural form of system (6)
Here we investigate the structural form of system (6) .
Since the initial values of the system are x -j , y -j , j = 0, 2k + 1, the first terms which are calculated by the equations in (6) are x 1 and y 1 . They are obtained for n = 0. We have
Hence, in calculation of terms x 1 and y 1 , only terms x -(2k+1) , y -(2k+1) , x -k , and y -k are used.
Let n = k + 1. Then from (6) we have 1 and
From (7) and bearing in mind that x 1 and y 1 are calculated by using only terms x -(2k+1) , y -(2k+1) , x -k , and y -k , it follows that in calculation of x k+2 and y k+2 also only terms x -(2k+1) , y -(2k+1) , x -k , and y -k are used. Let n = 2k + 2. Then from (6) we have k+2 and
From (8) and bearing in mind that x 1 , y 1 , x k+2 , and y k+2 are calculated by using only terms x -(2k+1) , y -(2k+1) , x -k , and y -k , it follows that in calculation of x 2k+3 and y 2k+3 also only terms x -(2k+1) , y -(2k+1) , x -k , and y -k are used.
Assume that for some m ∈ N we have proved that x j(k+1)+1 , y j(k+1)+1 , -2 ≤ j ≤ m, are calculated by using only terms x -(2k+1) , y -(2k+1) , x -k , and y -k . From the hypothesis and since
,
, it is easy to see that in calculation of x (m+1)(k+1)+1 and y (m+1)(k+1)+1 also only terms x -(2k+1) , y -(2k+1) , x -k , and y -k are used. Hence, by induction we have proved that in calculation of all terms of the sequences (x m(k+1)+1 ) m≥-2 and (y m(k+1)+1 ) m≥-2 also only terms x -(2k+1) , y -(2k+1) , x -k , and y -k are used.
The same argument shows that for each fixed j ∈ {1, 2, . . . , k + 1}, in calculation of all terms of the sequences (
, and y j-(k+1) are used.
Let S j , j = 1, k + 1, be the sets defined as follows:
It is easy to see that
and
Equality (10) implies that when i = j, the sequences (
are independent of each other (i.e., not connected at all) since the sets of indices are disjoint, while (11) means that the union of the sequences (x m(k+1)+j ) m≥-2 , j = 1, k + 1, forms the whole sequence (x n ) n≥-(2k+1) , whereas the union of the sequences (y m(k+1)+j ) m≥-2 , j = 1, k + 1, forms the whole sequence (y n ) n≥-(2k+1) . Hence, the sequences (
. Let
for m ≥ -2, where j = 1, k + 1. Then system (6) can be written as
for j ∈ {1, . . . , k + 1}.
From this it follows that the sequences (x
, are k + 1 independent solutions to the following second-order system of difference equations:
with the initial values x j-(2k+2) , y j-(2k+2) , x j-(k+1) , and y j-(k+1) , j = 1, k + 1, respectively. Hence, system (6) is a system of difference equations with interlacing indices [27] . If such a system/equation is reduced to l systems/equations, which are not all systems/equations with interlacing indices, we say that the system/equation is a system/equation with interlacing indices of order l. It has been recently shown in [29] that system (15) is solvable, where also the long-term behavior of its solutions has been described in detail in many cases. Hence, the long-term behavior of solutions to system (6) practically directly follows from the long-term behavior of solutions to system (15).
On the results on systems (2)-(5) quoted in [46]
Here we discuss in detail the results quoted in [46] .
The first result quoted in [46] is the following theorem, which was proved by a long calculatory-inductive argument.
Theorem 1 Let (x n , y n ) n≥-(2k+1) be a well-defined solution to system (2). Then the following statements hold.
(i) Sequences (x n ) n≥-(2k+1) and (y n ) n≥-(2k+1) are periodic with period 6(k + 1).
(ii) We have
In [29, Theorem 4] (see also Example 4 therein for details) it was proved that every welldefined solution to system (15) with a = -b = c = -d = 1 is six-periodic. Bearing in mind this fact, as well as the above consideration which shows that the sequences defined in (12) and (13) are k + 1 independent solutions to the system, it immediately follows that for every well-defined solution to system (2) the sequences (x n ) n≥-(2k+1) and (y n ) n≥-(2k+1) 
and due to the symmetry of system (15)
where x -2 , y -2 , x -1 , and y -1 are replaced with the initial values
and y j-(k+1) , j = 1, k + 1, respectively.
The second result in [46] is the following theorem, for which it was only said that it is proved similarly to Theorem 1 (by an inductive argument).
Theorem 2 Let (x n , y n ) n≥-(2k+1) be a well-defined solution to system (3). Then the following statements hold.
Since system (3) is a special case of system (6), then similar to (12)- (15), we see that the system is equivalent to k + 1 independent systems of the following form:
By using the change of variables
in (28), it easily follows that
Using again Theorem 4 in [29] , we see that every well-defined solution to system (30) is six-periodic, from which along with (29) it follows that every well-defined solution to system (28) is six-periodic. Hence, we have that every well-defined solution to system (3) is periodic with period 6(k + 1). So, Theorem 2(i) is also a very simple consequence of known results.
Part (ii) is a simple consequence of the independence of solutions (x (30) , and the following equalities for terms x j , y j , j = 0, 5, where x -2 , y -2 , x -1 , and y -1 are replaced with the initial values x j-(2k+2) , y j-(2k+2) , x j-(k+1) , and y j-(k+1) , j = 1, k + 1, respectively. Note that due to (29) and (16)- (21), it is not necessary to calculate x j , j = 0, 5, directly. Namely, by using the equalities, we have
Since system (28) is symmetric, from (31)- (36) we directly obtain
The next two results quoted in [46, Corollary 4.1] are the following theorems, for which it was also only said that they can be proved similarly to Theorem 1.
Theorem 3
Let (x n , y n ) n≥-(2k+1) be a well-defined solution to system (4) . Then the following statements hold.
, 2k + 3 ≤ l ≤ 3k + 3,
Since equation (4) is a special case of equation (6), then similar to (12)- (15), we see that the system is equivalent to k + 1 independent systems of the following form:
in (43), it easily follows that
Using Theorem 4 in [29] we see that every well-defined solution to system (45) is sixperiodic, from which along with (44) it follows that every well-defined solution to system (43) is six-periodic. Hence, every well-defined solution to system (4) is 6(k + 1)-periodic. So, Theorem 3(i) is also a simple consequence of known results.
Part (ii) is a simple consequence of the independence of solutions (x (45) and the following equalities for terms x j , y j , j = 0, 5, where x -2 , y -2 , x -1 , and y -1 are replaced with the initial values x j-(2k+2) , y j-(2k+2) , x j-(k+1) , and y j-(k+1) , j = 1, k + 1, respectively. To get x j and y j , j = 0, 5, we can simply use (44) and (16)- (27) . Namely, we have
Theorem 4 Let (x n , y n ) n≥-(2k+1) be a well-defined solution to system (5) . Then the following statements hold.
are periodic with period 6(k + 1).
for m ∈ N 0 .
Since system (5) is also a special case of system (6), we see that the system is equivalent to k + 1 independent systems of the following form:
Note that equation (58) is obtained from equation (43) by interchanging letters x and y. Thus, Theorem 4 directly follows from Theorem 3, which as we have already mentioned follows from known results, so it is also the case with Theorem 4.
Remark 1 By using the change of variables
in (58), it easily follows that
Hence, Theorem 4 can be also proved by Theorem 4 in [29] , as it was the case with Theorems 2 and 3.
Remark 2 Note that the changes of variables (29) in Theorem 2, (44) in Theorem 3, (59) in Remark 1, along with the interlacing argument explained above show that systems (3)- (5) are equivalent to system (2), so essentially only one result was proved in [46] , which as we have explained follows from the known ones.
Solvability of some extensions of system (6)
Here we show how some extensions of system (6) can be solved.
A three-dimensional extension to system (6)
The following three-dimensional system of difference equations is a natural generalization of two-dimensional system (6):
for n ∈ N 0 , where parameters a, b, c, d, e, f and initial values x -j , y -j , z -j , j = 0, 2k + 1, are complex numbers, and k ∈ N 0 . As in the previous section, it is proved that system (61) is a system of difference equations with interlacing indices of order k + 1. Let
for m ≥ -2, where j = 1, k + 1. Employing (62)- (64) in (61), we see that the system can be written as
for m ≥ -1 and j = 1, k + 1. From this it follows that the sequences (x
m ) m≥-2 , j = 1, k + 1, are k + 1 independent solutions to the following second-order system of difference equations:
for m ≥ -1, with the initial values
, and z j-(k+1) , j = 1, k + 1, respectively. By using the changes of variables
m ≥ -1, system (65) can be written in the following form:
for m ≥ -1. From (67) we obtain
for m ∈ N. Using the procedure in Sect. 2, it is seen that equations (68)-(70) are three equations with interlacing indices of order three.
Let
for k ∈ N 0 , where j ∈ {-1, 0, 1}. Employing (71)-(73) in (68)-(70), respectively, we see that the equations can be written as 
for m ≥ 2. Using the procedure from Sect. 2, it is seen that equations (88)-(91) are four equations with interlacing indices of order four.
for k ∈ N 0 , where j ∈ {-1, 0, 1, 2}.
