In this paper we analyze the system of equations that models the behaviour of materials with a double porous structure. We introduce dissipation mechanisms in both structures. We show existence, uniqueness and analyticity for the solutions of the system. As consequences, exponential stability and impossibility of localization for the solutions are obtained.
Introduction
Materials with double porosity have been the aim of study of many recent works. The first contributions about this theory were written at the beginning of the 60's and are due to Barenblatt et al. [1, 2] . Some other authors have also contributed to develop this theory (without trying to be exhaustive, we refer to [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] ). The now called double porosity model allows a material to have two porous structures: the macro porosity, which is connected with the pores of the body of the material, and the micro porosity, which is connected with the fissures in the skeleton of the material. For this reason, this model is very interesting in different fields as geophysics or mechanics of bones [2, 6, 7, 14] . As Straughan [13] noticed, 'a good example of this may be seen in [15] where they show a pile of rocks, but the rocks themselves are full of fissures (or cracks), and the macro porosity degrades over a period of ten years leaving a pile of finer material characteristic of the micro porous structure'. The previous contributions are based on the use of Darcy's law. The usual formulation of the theory involves the displacement, the pressure associated with the pores and the pressure associated with the fissures [9, 12, 13, 16] .
Nunziato and Cowin [17] proposed a theory for the behavior of porous solids. They established that the skeletal is elastic and the interstices are void of material. Following these ideas, Iesan and Quintanilla [18] set another theory for elastic materials with double porosity, which is currently being studied [19, 20, 21] . As our work is also related with the study of the solutions of porous-elastic materials, it is worth recalling several contributions about this topic [22, 23, 24, 25, 26, 27, 28, 29, 30, 31] . In this paper we consider that the skeletal is viscoelastic and, at the same time, we introduce viscosity effects in both porous structures. This new setting gives rise to a dissipative system and it is not based on the law of Darcy. We will prove that the solutions of this system are generated by an analytic semigroup. Therefore, some regularity properties to the solutions arise. For instance, their orbits are analytical functions with respect to the time. That means that we can recover the solutions in terms of the time derivatives of the function in a fixed point (it is important to know the thermomechanical situations where such kind of regularity holds). Exponential stability and impossibility of localization of the solutions are also direct consequences of the analyticity.
We want to highlight the mathematical similarities between the equations for porous-elastic materials and those for microstretch materials. In fact, the equations that we analyze in this paper can also be viewed as equations describing a mixture of microstretch materials when their macroscopic structures coincide.
The plan of the paper is as follows. In Section 2 we recall the basic equations of the theory we are dealing with and the conditions that we assume over the constitutive coefficients. Sections 3, 4 and 5 are devoted, respectively, to prove the uniqueness, existence and analyticity of the solutions of the proposed system of equations. Finally, in Section 6 we state the conclusions.
Basic Equations
We consider a body that at time t 0 occupies a bounded region B of the Euclidean threedimensional space. As usual, the configuration of the body at time t 0 is taken as the reference configuration, and the motion of the body is referred to the reference configuration from a fixed system of rectangular Cartesian axes. Each particle of the body is identified with its position, which in the reference configuration is given by x j , for j = 1, 2, 3. At time t, the position of the particle will be denoted by
where I = (0, t) is a given interval of time.
We denote by ϕ the volume fraction field corresponding to pores, and by ψ the volume fraction field corresponding to fissures.
Following the ideas proposed by Iesan and Quintanilla [18] , we know that, in the absence of supply terms, the evolution equations are given by (2.1)
In the above equations, t ji is the stress tensor, σ j and s j are the equilibrated stress vectors, and ξ and ζ are the equilibrated body forces. Constants ρ, k 1 and k 2 represent, respectively, the mass density and the products of the mass density by the equilibrated inertia.
Notice that, from a mathematical point of view, the kind of materials that we study here can be considered as a sub-case of porous viscoelastic mixtures [32] . Therefore, we can take the equations from there.
The constitutive equations that we consider in this paper are given by (2.2)
Here,
ij are tensors of different order satisfying the following symmetries:
Substituting the constitutive equations into the evolution equations, we obtain the system that we want to analyze.
The internal energy of the system is given by the function defined by
and the dissipation by
If we work with isotropic and homogeneous materials, then the constitutive equations reduce to (2.4)
, α 2 and α 3 are real numbers. The internal energy and the dissipation become, respectively,
,iψ,i . The following inequalities (see [18] ) are the necessary and sufficient conditions for the internal energy U to be positive:
The conditions to guarantee the positivity of the dissipation D are (see [18] ):
We want to study the problem determined by the evolution equations (2.1) and the constitutive equations (2.2) on the bounded region B. To set a well posed problem, we need to impose boundary and initial conditions.
As boundary conditions we assume that (2.7) u i (x, t) =û i , ϕ(x, t) =φ and ψ(x, t) =ψ for x ∈ ∂B × (0, t), whereû i ,φ andψ are prescribed functions.
As initial conditions we assume that (2.8)
where u 0 i , v 0 i , ϕ 0 , ψ 0 , ν 0 and τ 0 are also prescribed functions.
Uniqueness of solutions
In this section we will see the uniqueness of the solutions supposing only that the dissipation is positive definite (nothing is said about the internal energy). In fact, we will prove that the only solution with null initial conditions and null boundary conditions is the null solution. This fact will prove the uniqueness.
Let us write the null Dirichlet boundary conditions that we assume:
We also suppose in this section that ρ, k 1 and k 2 are positive and that D is positive definite. This last assertion says that the inequality
holds for an appropriate positive constant C.
The conservation of the energy, when homogeneous Dirichlet boundary conditions and null initial conditions are assumed, gives
The last equality comes from the assumption that the initial conditions vanish.
From the above expression, we introduce the following notation:
0 B D dV ds, and we define the function J(t) = I 1 + I 3 . Obviously, J(t) = −I 2 . Therefore,
where C * is a calculable positive constant depending on the constitutive coefficients and the first eigenvalue of the fixed membrane problem (see [33] ), ∆Φ + λΦ = 0 on B and Φ = 0 on ∂B.
The next step in our analysis uses the Poincaré-type inequality that says that the following estimate
holds for every function f ∈ W 1,2 (I) such that f (0) = 0.
Therefore, in our case, there exists a positive constant C 1 such that
To obtain the last inequality we have used also the classical Poicaré inequality: if g ∈ W 1,2 0 (B) is a function that vanishes in the boundary of B then there exists C 2 > 0 such that
From the positivity of the dissipation function, it can be seen that
where C * * is a positive constant that can be calculated in terms of the constitutive coefficients and the first eigenvalue of the fixed membrane problem. From (3.3), it follows that (1 − C * * t)J(t) ≤ 0. If we consider t 0 = (2C * * ) −1 , then we find that J(t) vanishes in the interval [0, t 0 ]. From the definition of J(t), and taking into account again the positivity of the dissipation D, it follows thatu i =φ =ψ = 0 for every t ≤ t 0 . Thus, we have proved that the problem has only the null solution in the interval [0, t 0 ]. Repeating this argument in [nt 0 , (n + 1)t 0 ], for n ∈ N, we obtain that the only solution is the null solution.
Theorem 3.1. Let us assume that ρ > 0, k 1 > 0, k 2 > 0 and that D is positive definite. Then the Dirichlet initial boundary value problem has at most one solution.
Existence of solution
In this section we use the results of the semigroup of linear operators theory to obtain an existence theorem. We restrict our attention to the homogeneous version of the Dirichlet boundary conditions (3.1).
In the remaining part of the paper we assume that D is positive definite and that the internal energy U is also positive. That means that there exists a positive constant K such that
We assume again that ρ, k 1 and k 2 are positive.
We now transform the boundary-initial value problem defined by system (2.3), boundary conditions (3.1) and initial conditions (2.8) into an abstract problem on a suitable Hilbert space.
We denote 
Let A be the matrix operator defined by It is clear that the subspace
is contained in the domain and it is a dense subset of H.
The initial boundary value problem (2.3), (3.1), (2.8) can be transformed into the following abstract equation in the Hilbert space H,
We introduce in H the inner product
where V = (u, ϕ, ψ) and
B ij e ij ϕ + e ij ϕ + D ij e ij ψ + e ij ψ + α 1 ϕϕ + α 2 ψψ + α 3 ϕψ + ϕ ψ .
Here, as usual a bar over a variable denotes its complex conjugate.
We note that (4.5) defines a norm which is given by
This norm is equivalent to the usual norm in H.
Lemma 4.1. The operator A has the property
for any U ∈ D, where the inner product < ., . > is defined in (4.5).
Proof. Let U = (u, v, ϕ, ν, ψ, τ ) ∈ D. Using the divergence theorem and the boundary conditions we see that
In view of the assumptions on the tensors we obtain the stated inequality.
Lemma 4.2. The operator A satisfies the condition 0 ∈ (A).
Proof. Let U * = (u * , v * , ϕ * , ν * , ψ * , τ * ) ∈ H. We must show that the equation
If we write the matrix and we operate, we find the following system:
Substituting the first, third and fifth equations into the others, we obtain the following system with unknowns u, ϕ and ψ:
(4.9)
Notice that
On the other side,
defines a coercive and bounded bilinear form on W
0 . Hence, the Lax-Milgram theorem implies the existence of a solution to the system of equations (4.9). Thus, equation (4.7) has also a solution. It is clear, from the regularity theory of linear elliptic systems, that U H ≤ K * U * being K * a positive constant independent of U * .
Theorem 4.3. The operator A generates a semigroup of contractions in H.
The proof follows from the above lemmas and the Lumer-Phillips corollary to the Hille-Yosida theorem.
Finally, as a consequence, we have the following result.
Analyticity of solutions
Now we will prove that the semigroup obtained in the previous section is analytic. In order to do so, we use the following result, which can be found in the classical book of Liu and Zheng [34] .
Theorem 5.1. Let us consider S(t) = e At a C 0 -semigroup of contractions generated by the operator A in the Hilbert space H. Suppose that (A) ⊇ {iβ; β ∈ R} ≡ iR. Then S(t) is analytic if and only if lim |β|→∞ β(iβI − A)
To apply Theorem 5.1 to our situation, we need to consider the resolvent equation
where U = (u, v, ϕ, ν, ψ, τ ) and F = (f 1 , f 2 , f 3 , f 4 , f 5 ). We shall take λ = iδ, with δ ∈ R. Therefore, our equation becomes
Lemma 5.2. The imaginary axis is contained in the resolvent of A. That is: iR ⊂ (A)
Proof. Since 0 ∈ (A), following the arguments of Liu and Zheng (see [34] , page 25), we assume that the imaginary axis is not contained in the resolvent set. Then there exists a real number h = 0 with A −1 −1 ≤ |h| < ∞ such that the set {iλ, |λ| < |h|} is contained in (A) and sup{ (iλI − A) −1 , |λ| < |h|} = ∞. Therefore, there exist a sequence of real numbers λ n with λ n → h, |λ n | < |h|, and a sequence of unit norm vectors U n = (u n , v n , ϕ n , ν n , ψ n , τ n ) in the domain of the operator A such that
Notice that, if we consider (iλ n I − A)U n , we obtain a system like the one considered in (5.1) changing δ by λ n and where
If we multiply (iλ n I − A)U n by U n and take its real part we obtain that
It then follows that
0 (B) and ϕ n , ψ n → 0 in W 1,2 0 (B). These two facts contradict the assumption that U n has unit norm and the proof is complete.
Lemma 5.3. There exists a positive constant C such that for any
Proof. If we multiply the first equation of (5.1) by −Au − Bϕ − Cψ, the second one by v, the third one by −Ru − Sϕ − T ψ, the fourth one by ν, the fifth by −V u − W ϕ − Xψ, the last one by τ , and we add all the results we obtain at the left-hand side the following expression:
Notice that the first line of (5.2) is an imaginary number. The second and third lines are also imaginary because they are the sum of three differences of conjugate complex numbers. Finally, recalling the definition of the operators A * , S * , T * , W * and X * , from the fourth line we obtain the dissipation, which is positive.
Moreover, the norm of the right-hand side is bounded by C 1 F H U H , for a positive constant C 1 .
Lemma 5.4. There exists a positive constant C such that for any
where U is the solution to problem (5.1).
Proof. Now we multiply the first equation of (5.1) by −i(Au + Bϕ) + Cψ, the second one by iv, the third one by −i(Ru + Sϕ + T ψ), the fourth one by iν, the fifth by −i(V u + W ϕ + Xψ), the last one by τ , and we add all the results. Notice that if x, y = x, y + i x, y , then x, iy = x, y − i x, y . That means that now the real part of the sum of the left-hand side is just the imaginary part of (5.2).
and, hence, it is real.
Taking into account the first line of (5.2), now we obtain another real part, which is δ U 2 H . Therefore, a positive constant C 2 can be found such that 
From this inequality we get that |δ| U H ≤ C 6 F H , where C 6 > 0 and δ is sufficiently greater.
Theorem 5.5. The semigroup generated by the operator A is analytic.
Proof. Since A is the infinitesimal generator of a strongly continuous semigroup, R + ∈ (A) and as 0 ∈ (A), we have iR ⊂ (A). From Lemma 5.4 we have
Then, lim |δ|→∞ δ(iδI − A) −1 ) < ∞.
One important consequence of the analyticity of the semigroup is the stability of the solutions.
Corollary 5.6. System (2.3) is exponentially stable. That is, there exist two positive constants M and ω such that U(t) H ≤ M e −ωt U(0) H .
Another consequence of the analyticity of the solutions is the impossibility of localization. That means that the only solution that can be identically zero after a finite period of time is the null solution.
Corollary 5.7. Let (u, ϕ, ψ) be a solution to system (2.3) with boundary conditions (2.7) and initial conditions (2.8) such that u = ϕ = ψ ≡ 0 after a finite time t 0 > 0. Then, u = ϕ = ψ ≡ 0 for every t ≥ 0.
Conclusions
In this paper we have investigated several qualitative properties for the system of equations that models the behaviour of viscoelastic materials with double porosity when we assume viscous dissipation on each porous structure. First we have proved the uniqueness of solutions whenever the dissipation is strictly positive. Later we have shown their analyticity when the internal energy and the dissipation are both positive. Exponential stability and impossibility of localization of the solutions are consequences of the analitycity.
