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The topic of LU-factorization of operators on Banach spaces has attrac- 
ted a great deal of attention in recent years, particularly from workers in 
approximation theory. From their point of view, this topic may be con- 
sidered as a problem in “infinite dimensional numerical analysis.” Thus far, 
factorization theorems have been obtained for invertible, totally positive 
operators on I, [4] and for Toeplitz totally positive matrices [S]. These 
theorems have proven useful in connection with spline interpolation 
problems [6] and certain time invariant linear systems [9]. It has also 
been established that invertible, diagonally dominant operators on II have 
LU-factorizations. Thus, work in this area for the most part has centered 
on matrix operators on I, and I, (and, to a lesser extent, I, [6]). 
There are good reasons for this. For matrix operators on I, and I,, the 
usual operator norm can be calculated easily from the entries of the matrix. 
Moreover, the upper and lower triangular parts of such operators are also 
bounded operators on such spaces. For the other IP’s this is no longer true. 
For example, the Hilbert-Toeplitz operator on I, that is represented by the 
matrix 
0021-9045/86 $3.00 
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is a bounded linear operator on l2 but its lower triangular part is not [8, 
p. 511. Nevertheless, it is possible to extend the results on factorization of 
invertible, totally positive operators, matrix operators on I,, and inver- 
tible, diagonally dominant operators on I, to the other Z, spaces and to cO. 
This is the main purpose of this paper. We make this extension by charac- 
terizing when a certain class of operators, called order bounded operators, 
has a strong type of LU-factorization. This class of operators includes 
totally positive matrix operators on 1, and diagonally dominant operators 
on I,. We also give an application of LU-factorization to the solution of 
certain operator equations. It is now time to fix some terminology and 
notation. 
Throughout this paper we will only consider operators on the Banach 
spaces c,, and l,, 1 <p < + co. We will refer to these spaces as classical 
Banach sequence spaces. Operators on such spaces can naturally be 
represented by means of infinite matrices. Let X denote a classical Banach 
sequence space. For each subset L of the positive integers we define a norm 
1 projection operator P, on X by P,x = CicL. xiei for all x = (xi) E X. (Here 
e, denotes a member of the usual vector basis of X.) In case L = { 1, 2,..., n} 
we denote P, by P,. An operator T on X is said to be upper (respectively 
lower) triangular if P, TP, = TP, (respectively P, TP, = P, T) for all n. An 
operator T is said to be diagonal if TP, = P, T for all n. We say that an 
operator T is unit upper (lower) triangular if it is upper (lower) triangular 
and its diagonal entries are all 1’s. An operator T is said to have an LU- 
factorization (relative to the usual basis ei) if there exist invertible operators 
L and U so that T= LU and the operators L, L-l are unit lower triangular 
while U, U- ’ are upper triangular. 
We recall [7, p. 1781 that a finite m x m matrix T has an LU-fac- 
torization relative to the usual basis {e,,..., e,} if and only if for each 
n = 1,2...m the compression T, = P, TP, is invertible as an operator on the 
span of {e, ,..., e,}. Moreover, the upper triangular matrix U can be 
obtained by Gauss elimination. From this point of view the results on LU- 
factorization of operators on infinite-dimensional Banach spaces may be 
thought of as a partial answer to the question of when Gauss elimination 
on infinite matrices gives rise to bounded upper triangular operators. The 
reason why the answer is partial is that the above mentioned equivalence 
does not hold in the infinite dimensional case. 
Barkar and Gohberg [l] have shown that if T is an operator on a 
classical Banach sequence space and if T has an LU-factorization, then T 
and all its compressions T,, are invertible. But the converse is not true, as 
the following example of R. R. Smith illustrates. 
EXAMPLE. Consider the operator T on 1, which has 2 x 2 blocks of the 
form 
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j= 1,2... arranged along the main diagonal. Then it is easy to see that T 
can be written as the sum of a diagonal operator of norm f and a unitary 
operator which has the 2 x 2 blocks (7 A) arranged along the main diagonal. 
Thus T is invertible. The compressions T,, of the operator T are also inver- 
tible (relative to the subspace P,(l,)), since if n is even, T,, consists of inver- 
tible 2 x 2 blocks while if n is odd, T,, consists of invertible 2 x 2 blocks and 
a nonzero (n, n) entry. But, if n is odd then T(e,) = e,/2n, so I/T,, /I Z 2n. 
Consequently, sup,, (1 T;’ I/ = + co, so T cannot have an LU-factorization 
[ 1, Theorem 21. In light of this example and the existing factorization 
results it is natural to conjecture that if an operator T on a classical 
Banach sequence space is invertible and has invertible compressions T, 
satisfying sup, I( T;’ I/ < + co, then the operator T has an LU-factorization. 
We have been unable to show this. What we can show is that a stronger 
condition on the compressions is equivalent to the existence of a stronger 
type of LU-factorization. This result includes most of the known results 
and permits extensions of them to other 1, spaces. In this process, the 
notion of an order bounded operator plays a central role. If T= (tii) is an 
operator on a classical Banach sequence space then T is said to be order 
bounded if I TI = (1 tiil ) is also a bounded linear operator on the same space. 
(The term absolutely bounded is also used [8, p. 501.) We note that every 
bounded T operator on cg or I, is order bounded. A set A of order boun- 
ded operators on a classical Banach sequence space is said to be order 
bounded if supTEA IT( = (sup... I toI ) is also a bounded linear operator on 
the same space. Before stating the main theorem, we require an elementary 
result that could also be obtained using results of [l]. 
PROPOSITION 1. Let T be an n x n matrix. Zf T has an LU-factorization 
then 
i-l 
L-‘(i,j)= - 1 T!:‘, (k,j) T(i,k) for i>j 
k=l 
and 
V’(i,j)= T,:’ (i,j) for i<j. 
Proof: Let fi denote the ith row of L ~ ’ and 6 the$h column of T. Since 
L- ‘T = U and U is upper triangular, it follows that fi. <. = 0 for i > j. Since 
L-‘(i, i) = 1 for all i, we have that 
i- I 
1 L-‘(i, k)(T(k, 1) ,..., T(k, i- 1)) = - (T(i, I) ,..., T(i- 1)). 
k=l 
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(L-‘(i, 1) ,..., L-‘(i, i- 1)) ripi = - (T(i, 1) ,,.., r(i, i- l)), 
and so 
(L-‘(i, 1) ,..., L-‘(i, i- 1)) = - (T(i, 1) ,..., T(i, i- 1)) T,‘,. 
In particular, L-‘(i,j) = -Ci:l, T(i, k) T,:*, (k,j) for j< i. 
Similarly, one can show that U- ‘(i, j) = T,- ’ (i, j) for i <j. This completes 
the proof. 
To motivate our main result, we note that if T is an operator whose 
compressions T, have LU-factorizations L, U,, then L, = P, L, + i P, and 
U,=PllU,., P, for all n. Consequently, both L = Lim, L, and U = lim U, 
exist formally, where the limits are taken entrywise. These matrices are 
natural candidates for an LU-factorization for T. The difficulty is that L 
and U may not represented bounded operators. By Proposition 1, we can 
see that if T is an operator on I, with sup,, 11 T;’ 11 < + co, then 11 LII 6 
sup, IL II = sup” II Tn U,- ’ II G II Tllsup, II U, ’ II 6 II Tllsu~, II T,- ’ II < 
+ co. To ensure that U is bounded an (apparently) further condition on 
T;’ is needed as the next result shows, since bounded operators on I, are 
order bounded. 
THEOREM 2. Let T be an order bounded operator on a classical Banach 
sequence space X. Then T has an LU-factorization such that L-’ and U-’ 
are order bounded tf and only tf the following conditions hold: 
(i) For each n, the compression T,, = P, TP, is invertible on P,(X). 
(ii) The set of inverses { T;’ : n E N} is order bounded. 
Proof: For the forward implication, we note that if T= LU then 
T, = P,(LU) P, = (P, LP,)(P, UP,) and hence T, is invertible. In fact, 
T,-l=(P,U-LP,)(P,L-lP,) so T;‘(i,j)=C;!, U’(i, k) L-‘(k,j). 
Hence, if X=1,, 1 <p< +co, then 
P I/P 
SUP IT;l(i,i)llx(i)i~ ) 
n 
P IlP 
Iu-‘(i, k)l c IL-‘(ki)ll.4~)l 
j=l >> 
G ,,sy$ II lu-‘I II II IL-‘1 II llxll = II IU-‘I II II IL-‘1 II. x . 
With obvious modifications, the same proof works for X= cO. 
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For the reverse implication, note that the hypothesis implies that each T,, 
has an L&factorization [7, p. 1781. We show that the sets {L; l: n E N} 
and {U;’ : n E N} are order bounded where T, = L, U,. If X = 1, then by 
Proposition 1, 
IIsuPlL,’ I II < sup 
lIdI < 1 
4 ITI II II~~PIT,-~I ll+l<co. n 
Similarly, )Isupn IU; ’ I 11 < /Isup, I T; ’ I (I < + cc and these results are 
also true if X= cO. Since L, = P,L,+ lP, and U, = P, U, + lP,, it follows 
that L; l= P,L;J 1 P, and U;’ = P, U,;l , P,. Consequently, for each x 
in X, the limits lim, L,x = Lx, lim, L; lx = Vx, lim, U,x = Ux, and 
lim, U; I x = Wx exist and define bounded triangular linear operators on X. 
In fact, it is clear that V and W are order bounded. Now since 
x=lim,I,x=lim,L,L~‘x=LVxandx=lim,I,x=lim,L~’L,x=VLx, 
we have that V= L- ‘. Similarly W = U- ‘. Finally, for each x E X, 
LUx = lim, lim, L, U,x = lim, T,x = TX so T has the promised fac- 
torization. 
Our first corollary deals with totally positive operators on classical 
Banach sequence spaces. An operator T= ( tii) is totally positive if for all 
positive integers il < i, < . .. < i,, j, <j, < ... <jn, n 2 1, we have that 
det(tikj,) 30. Obviously, such operators are order bounded. In [4], De 
Boor, Jia, and Pinkus have shown that invertible, totally positive matrix 
operators on 1, have LU-factorizations. It follows easily from their results 
that invertible, totally positive operators on c0 and lL have LU-fac- 
torizations. Here we extend those results to other 1, spaces, The proof is 
based on several ideas used extensively in [3] and [4], We remark (using 
the language of these papers) that since the operators we consider here are 
represented by infinite rather than biinfinite matrices the “main diagonal” 
of an invertible totally positive operator is the “0th” diagonal. 
COROLLARY 3. Let T be an invertible, totally positive operator on a 
classical Banach sequence space X. Then T has an LU-factorization such that 
the operators L- 1 and U- 1 are order bounded. 
ProojI Let UE X be a norm 1 element whose coordinates satisfy 
(-l)iu(i)>O f or all i. Let I and J denote the index sets for the rows and 
columns of T. An examination of the proof of Theorem 1 of [3] reveals 
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that for every finite interval L c I, there exists a subset KC J with equal 
cardinality such that TL,K= P, TP, is invertible and )I ( TL,K)- ’ ei )I 6 
II T;’ Il/lu(i)l for all ie L. Consequently, just as in Theorem 1 of [4], there is 
a sequence of intervals L increasing to I such that ( TL,K)-l e; -+ T-’ ei 
coordinate-wise for all i It follows that any j E J is eventually in every K 
and so for L sufficiently large T, = P, TP, is an upper left-hand submatrix 
of Tm Hence T, is invertible by Hadamard’s inequality [ 10, p. 881. 
Moreover, by Lemma 1 of C41, IT;’ (j, 91 < Ti,Z(j, i)l and 
O<(-l)i+jT;‘(j, i)<(-l)‘+jT,-:,(j, i) for all (j, i). Consequently, 
;Lioi= li~~a~l (j, i) exists for all (i, i) and )I y(,, i)ll d (I T-‘u[l/lu(i)l. It 
( Tyi)(k) = lim, Cj T(k, I) T;’ (f, i) = ( ei, ek) and so 
yi = T-‘e,. Since the entries of T- ’ form a checkerboard pattern of signs 
[4], it is easy to see that T- ’ is order bounded. Hence sup,, 1 T; ’ / = I T- 1 I
has a finite norm so an application of Theorem 2 will now give the result. 
Our next two results deal with diagonally dominant operators. If T = ( tti) 
is an operator on I,, then T is said to be (column) diagonally dominant if 
and only if 1 tjj 1 3 xi+, I tii I for all j. Smith and Ward [ 143 have shown that 
an invertible, diagonally dominant operator on II has an L&factorization. 
From this it is easy to deduce a factorization result for invertible (row) 
diagonally dominant operators on cO. To see this, let T be such an 
operator. Then T* is an invertible (column) diagonally dominant operator 
on 1, and so has an L&factorization Lo= T*. Now since each row of L 
and L- ’ is an element of cO, it follows [15, p. 2171 that L must be the 
adjoint of an invertible upper triangular operator U on cO. Since 
o= L- ’ T*, we have that L? must also be an adjoint of a (necessarily) 
lower triangular operator L on cO. This gives a factorization for T of the 
form T= LU where U, UP1 are unit (upper triangular) operators. From 
this and Theorem 2 it is clear that T must have an LU factorization where 
L, L-’ are unit (lower triangular) operators. There are at least two ways to 
extend the notion of diagonal dominance to other classical Banach 
sequence spaces. The first (and most straightforward) is to say that an 
operator T on a classical Banach sequence space X is strictly diagonally 
dominant if and only if 11 lTdlxll > /I [(T- Td)(xll for all XEX, where Td 
denotes the diagonal part of T. 
COROLLARY 4. Let T be a strictly diagonally dominant, invertible 
operator on a classical Banach sequence space. Then T has an LU-fac- 
torization with L-’ and U’ order bounded. 
Proof Since T is strictly diagonally dominant and bounded below, it 
follows that Td is bounded below and hence invertible. Thus by multiplying 
Ton the right by T;l, we may assume without loss of generality that T is 
FACTORIZATION OF OPERATORS 175 
of the form Z - S where )) IS 1) < 1. Hence each T, is invertible; in fact, 
T,- l= C,+_“, SE. Moreover, 
Q +f II ISI Ilk< +a. 
k=O 
Since T is order bounded, an application of Theorem 2 now gives the 
result. 
The second method of extending diagonal dominance to other sequence 
spaces is based on the elementary observation (which we have already par- 
tially used in the proof of Corollary 4) that after multiplication by a 
diagonal operator a diagonally dominant operator on 2, takes the form 
Z-S, where l]Sll < 1. This suggests that it might be possible to factor 
operators that are close to the identity in some sense. This suspicion is con- 
firmed by a result of Barkar and Gohberg [ 1, Theorem 51 which implies 
that if N is a nuclear operator on a classical Banach sequence space with 
[INIl d 1 and if Z-N is invertible, then Z-N has an L&factorization. We 
wish to extend this result to more general classes of operators than the 
nuclear operators. To this end we introduce some new norms on operators, 
whose form is suggested by a close examination of the proofs of Lem- 
mas 3.3, 3.4, and 3.5 of [ 141. Let 1 <q < + cc and let T be an operator on 
a classical Banach sequence space such that Gill TeJ9 < + co. Then we 
define 111 Till4 = (C:=y 11 Te,ll 9)1’9. For q = + co, the corresponding expression 
is l/l Till co = supi /I Te, 11. We note that II/ Till 3 11 T11 with equality if T operates 
on I,. If T operates on 1, then 1)) TJJJ, is the usual Hilbert-Schmidt norm 
[ll, p. 2141. Finally, we remark that if T is a q-absolutely summing 
operator on l,, where 1 <P-C + cc and l/p+ l/q= 1, then IIITll19 < + co. 
This is because for q finite the q-absolutely summing norm of T is equal to 
suP{(Ci I/TXA19)““: sup((Ci Ix*(x~)~~)~‘~: IIx*ll < I} < l}, which always 
dominates 111 Till,. Since a nuclear operator is q-absolutely summing for 
every q > 1, [ 11, p. 25 11, the next result may be viewed as a partial 
generalization of the aforementioned result of Barkar and Gohberg [ 1, 
Theorem 5 1. 
THEOREM 5. Let 1 <p d 2 and l/p + l/q = 1 and let T = I - S be an inver- 
tible operator on I, such that II/Sill 4 < 1. Then T has an LU-factorization with 
L- ’ and U- I order bounded. 
ProojI We note first that Lemma 4.2 of 1143 shows that the com- 
pressions T,, are uniformly invertible and so have LU-factorizations. In 
fact, /I T;’ II < 311 T-l 11 p. (The proof states there for p = 1 can be modified to 
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work for p 2 1.) Now let U,(Z,) and &(I,) denote the spaces of upper 
triangular and strictly lower triangular operators on f; endowed with the 
111 . ]I[,-norm. Define the operators 1, - P, and 1, - QS. on U,(Z;) and 
L, (I;), respectively, by 
and 
un-&“lC4=~-cw)+ for all A in U, (I;) 
&QsJC4=~-Wn)L for all A in L, (l;). 
Here (&A)+ is the upper triangular part of S,A and (AS,)- is the strictly 
lower triangular part of AS,. 
It suffices to show that these operators are uniformly invertible. For once 
this is done, we have that if L, U, is the LU-factorization of T,,, then 
U;l-In= [I,-P,]-‘[S,]. and L;‘-I,= [i,-Q&‘[S,]_. Con- 
sequently, 
II SUPI K1 I II = II sup I U, ’ L, I I II G SUP Ill U, ’ Ill IIlL, ’ Ill n n n 
and so Theorem 2 gives the result. 
We now establish the uniform invertibility of Z, - P, and 1, - Q,. It is 
fairly easy to give arguments that show that I- P, and 1, - Q, are inver- 
tible. For example, suppose that there exists a U, E U,(Z;) so that 
II IU,I II = 1 and (I,,- P,)(U,)=O. Then Unei= PiSnU,ei for all i Now 
since U, is upper triangular, PiU,ej= U,ej for all i. Thus 
U,,e, = P,S,P, Unei = Si Unei and so (Z, - S,)( U,e,) = 0, which contradicts 
the invertibility of Ii - Si. Hence, Z,, - P,” is l-l and so invertible. A similar 
but more complicated argument shows that I,-- Q, is l-l and hence 
invertible. The difftculty with these arguments is that they do not relate the 
norms IlCf, - QsJ’lI and ll(fn - PdlII with Il(Z, - S,))ll; hence, they 
must be modified in order to establish the uniform invertibility of 1, - Q, 
and 1, - P,. To do this requires a series of technical lemmas which are 
based on Lemmas 3.3., 3.4, and 3.5 of [ 141 where the case p = 1 is treated. 
In a sense, p = 1 is the most difficult case. This is because for operators T 
on I,, ]I/ Till m = IITII, while if T is an operator on I,, 1 <p < + co, then 
II( Till4 > II Tll, where l/p + l/q = 1. Thus, the hypothesis that 111 TIIIq d 1 is 
much more stringent for p > 1 than p = 1. We begin by establishing the 
uniform invertibility of fn - P,. 
LEMMA 6. Let 1 <p < 2 and let l/p + l/q = 1. Zf Z- S is invertible on 1, 
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and 1/1SIj/ y < 1, then, fur each, n I,, - P,” is invertible on U, (I;) and 
sup/l@-P,)-‘11 < +co. 
Proof. We will make use of the elementary fact that if 1 <p < 2 and 
l/p + l/q = 1, then for any two real numbers y and z such that 0 d y, z < 1, 
we have that ( y4 + z”) < ( yp + z~)~‘~. Now let U, E U, (1;) with II/ U, 111 y = 1. 
Then for each i, (II(Z-P,)SU,e, IIy+ IIPiSU,eiI/Y)<(I/(Z-PPi)SU,eiIIP+ 
II PiSUnei /I p)q’p = (IISU,e, 11 p)4’p = IISU,e, I14. Suppose that 1, - P, is not 
invertible. Then for each 0 <E < 1 there is a U,EU,(I;) of norm 1 such 
that III@, - Ps.)(Un)lll 6 E. Then (CII(U,-(S,U,)+)eiI14)1’46&, 
so (CII(U,-PiS,U,)e,I14)1’4~~. Since (C/IUnei)14)llq= 1, it follows 
that (ClIPiS, UneiI14)1’4 > 1 -8. Consequently, Cll(Z, - Pi) S, UneillY < 
~llB,i,~~~~l14-~lI~~~,(l,~;l14~ 1 -(I --E)‘<qE and ~0 (Cll(~,-S,) 
G (Cll(~,-~i)(S~,eil14)1’4+(C/l(~n-PiS,) UneiI14)“y d 
(qy)l’:y+&< (ql’Y+ 1)(&l’“). Hence, 1=OIl~,eil14)“y~ ll(~n-Sn)plll 
(CII(Z,-S,) Unei)14)1’y< ~l(Z,-S,)~‘I/[(q)“4+ l] s”“, a contradiction 
for E close to zero. It follows that 1, -P, is bounded below and hence 
invertible. Moreover, if ll(f,-- Ps,)-‘(l > 1 then 16 II(Z,-S,).--‘/I(qLiy+ l)ll 
(in- PS”)~‘ll -l’y and finally II(f,-P,)-‘II ~(q1’Y+1)411(Zn-Sn)-‘IIq. 
Thus supn II(f,,- P,)-‘11 6 (qljy+ 1)4~~(Z-S))‘Ijq+ 1 < +co, as desired. 
To establish the uniform invertibility of f, - Q, we need a preliminary 
lemma. 
LEMMA 7. Let 1 <p<2 and l/p+ l/q= 1. Let S, V be in B(1;) with 
jllSll y d 1 and II/ V/I/,, = 1. Zf there exists a 1 > 6 > 0 and xi E 1; such that 
(CiI/x.llq)““<l, (~i/IVxi~j4)1’4>1-~ and (~,liVej-(VS)~ejl14)1’q<6, 
then (hi II Vx, - VSx, /I q)l’y < 56. 
Prooj For any set of positive integers J, let P,x = xjEJ (x, e,) e,, and 
Pjx = cjg J (x, e,i) ej. Since 111 VIII 4 = 1, there exists a set of positive integers 
J such that (I,,, 11 Vej II 4)1’q > 1 - 6 and (xi 1) Pjx, I/ q)l’y < 6. Consequently, 
(~jEJI/(VS)~ejl~4)1’4>1-S-~=l-2~ and SO (~j,,II(VS)+ejJ14)“4< 
26. It follows that 
( 
I/Y 
T II~sxi-~vs)-x,I14 ) Gill 
4 Ii4 
= C C <Xi, e,>(W+ej 
i II > 
G C 1 <Xi, ej>(VS)+e, 
L II 
4 IfY 
itJ II > 
+ C C <Xitei>(VS)+ej L II 
4 114 
145 !I > 
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+(T ll~JXill’)“q(~J ll~~W+~,llq)“4 
<(1)(26)+(26)(1)=46. 
Finally, we have that 
(i ) 
‘I4 1 llvxi- VSx,ll” 
This completes the proof. 
We can now proceed to establish the uniform invertibility of 1, - Q,. 
LEMMA 8. Let 1 <p < 2 and I/p + l/q = 1. If I- S is invertible on l, and 
lll~lll,q~ then for each n, Z,, - S, is invertible on L,(l;) and 
SUP, lItI,- Q,,-‘II < + ~0. 
Proof If not, then for each E > 0 (in particular, for 0 < E < l), there 
exists an n and a V,,EL,(I;) such that II/ V/II 4 = 1 and 111 V,, - (V,S,) ~ 111 4 < E. 
Since (Ci 11 V,,e, llq)“g = 1 and (xi 1) Vner - (V,S,)- e, Ilq)“y < E, it follows 
that CL II(~n~n)-eiIIY)“y > 1 -E. Since (xi IIV,,S,eijlq)“Y< 1, we have 
that Ei Il~~~~,~+~il14~“q~~. Hence CL IIV,ei- VnSneil14)“4< 
(C, II V,e,- (V,S,) eilly)“y + (xi I[( V,,S,) e, /14)“q < E + E = 2~. It follows that 
(xi I( VnSneiI/Y)“y > 1 - 2~. If 2s < 1 we may apply Lemma 7 with 6 = 2~ 
and xi= S,ei to conclude that (xi I( V,,Snei- V,,S~Z~J~)~‘~ < 5(2~). Thus 
(xi 11 V,Szei l14)‘lq > 1 - 5(2&). If 5(2.s) < 1, we may apply Lemma 7 
again with xi = Sfei and 6=5(2&) to conclude that 
(xi II V,Siei - V,,Sie, llq)‘/q < 5*(2s). In general, we obtain that for each 
nonnegative integer j that (xi 11 V,,S’,e,- V,,S~+‘ejjIY)“q < 5’(2s) and 
(C- II V Sj+’ ei IIy)‘/Y > 1 - 5j(2c) provided 5’(2&) < 1. Now for an integer m 
such thnatngm(2c) < 1, define L, = (S, + Si + Si + ... + S;)/m. Then 
IIIL Ill4 2 Ill VJ, lIlq = (WNII V,S, + v,Sf + ... + V,S:: Ill4 
> lllV,S,lll,-(l/m) f lllV,Sk-- V,S,llI, 
k=l 
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m k-l 
21-2&-(1/m) 1 1 lll~,~;l,-~,~~+‘lll, 
k=l j=O 
m k-l 
>l-2~-((l/m) c 1 5’2E. 
k=l /=O 
On the other hand, (I, - S,) L, = (S, - S;+ ‘)/m and so 
IIlL, Ill 4 G II (1” - S,) p1 II III (1, - %J L III y 
~II(~,-S,)~‘11~/~6~11~~-~)~‘ll/~. 
But then 1-2-l/mC~=,Cik_d5i(2~)64/mII(Z-S)~111, which is 
impossible for m large and E close to zero. This contradiction completes the 
proof of this lemma, and so the proof of Theorem 5 is complete. 
As a small illustration of the utility of LU-factorizations we offer the 
following modification of a result of Shinbrot [ 121. Here Q, = I- P, is the 
complementary projection to P,. 
THEOREM 9. Let T be an operator on a classical Banach sequence space 
X. Zf T has an LU-factorization, then for each n and y E X, the equation 
Qnx + TP,x = y has a unique solution given by 
P,x= u,‘P,L-Ly 
and (*I 
Q,,x= LQ,L-‘y. 
Proof. Suppose that x is a solution of Q,,x + TP,x =y. Then 
Q,x+LUP,x=y. Applying P,L-’ to both sides, we obtain 
P,L-‘Q,x+ P,UP,x= P,L-‘y. But P,L-IQ,,=0 since L-’ is lower 
triangular. Hence U,x = P, L- lx. Since U, is invertible (relative to X,), we 
have that P,x = U;‘P,L-‘x. Since U is upper triangular, L-‘Q,x = 
L~ly-UP,x=L~‘y-P,UP,x=L~‘y-U,U,-lP,L-’y=Q,L~’y and 
so Qnx= LQ,L-‘y. Hence, the solution is unique. On the other hand, it is 
easily checked that (*) defines a solution of the operator equation. 
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