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ABSTRACT
A number of novel adaptive image compression methods have been developed using a new approach to data repre-
sentation, a mixture of principal components (MPC). MPC, together with principal component analysis (PCA) and
vector quantization (VQ), form a spectrum of representations. The MPC network partitions the space into a number
of regions or subspaces. Within each subspace the data are represented by the M principal components of the sub-
space. While Hebbian learning has been eectively used to extract principal components for the MPC, its stability
is still a concern in practice. As a result, computationally more expensive methods such as batch eigendecomposi-
tion have produced more consistent results. This paper compares the performance of a number of Hebbian-based
training schemes for the MPC network. These include training the entire network, network growing techniques,
and a new tree-structured method. In the new tree-structured approach, each level in the tree, M, corresponds to
an M-dimensional representation. A node and all its M   1 parents represents a single M-dimensional subspace
or class. The evaluation shows that the use of tree-structured approach improves training and results in reduced
squared error.
Keywords: Hebbian learning, principal components, image compression, neural networks
1. INTRODUCTION
Recently, a new approach to image compression that is referred to as the mixture of principal components (MPC)1{3
has be proposed. It was developed in a response to the need for adaptivity in image compression. Many optimal
techniques for image compression are based on an implicit assumption of stationarity across an image. However,
images are highly nonstationary. It is precisely the statistical variation from one area in an image to another that
conveys the information which we perceive in an image. Any technique which is optimized for some global criterion
will perform poorly in regions where the local statistics deviate from the global statistics. This is typically the case
in the vicinity around edges in an image and the reason why many compression methods tend to distort edges at
high compression ratios.
2. MIXTURE OF PRINCIPAL COMPONENTS NETWORK
Two of the main approaches for image compression are transform coding and vector quantization (VQ). In transform
coding, the input data undergo a linear transformation which produces a set of coecients that are less correlated
than the original data. The optimal transformation is the Karhunen-Lo eve transform (KLT), whose basis vectors
are the principal eigen-directions of the data correlation matrix.4 Therefore, optimal linear transform coding uses
principal components analysis (PCA). Both these representations, in eect, are the two limits of a potential spectrum
of representations. Vector quantization is a zero-dimensional representation of an N-dimensional data set, while
principal components is a full N-dimensional representation. A new approach has been proposed which combines
advantages of these two limiting cases.
This work was supported by a grant from the Natural Sciences and Engineering Research Council of Canada
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2.1. Principal Components
The KLT uses the full N principal eigen-directions to represent N-dimensional data. The representation is complete,
i.e., if all N components are used, the data are represented exactly. Therefore, the representation is continuous since
all possible input vectors may be represented. In vector notation, an N-dimensional data vector x is represented by
N coecients y which is calculated as
y = Wx (1)
where W is an N  N matrix whose ith row is the ith principal component. On reconstruction for real signals,
x = W
Ty (2)
Because it uses all the components, it is a very powerful technique due to its complete and continuous representation.
The representation is also a linear mapping of the data set. This characteristic aords a high degree of mathematical
tractability in the analysis and design of the approach. However, the usefulness of linear techniques on images can
be limited due to the presence of nonlinear features in images. For example, the human visual system, which can
outperform any articial vision system in all but the most trivial tasks, gains much of its power through the many
nonlinear stages of processing and representation.5
2.2. Vector Quantization
At the other extreme, VQ is a purely discrete representation of the data. Unlike PCA which uses up to the full N
principal components, VQ uses only one of a number of Voronoi centres, (a codeword) for each input vector. For a set
of K codewords, fw1;w2;:::;wKg, an input vector x is represented by the ith codeword such that the reconstructed
vector, ^ x, is
^ x = wk where kx   wkk =
K
min
i=1
kx   wik (3)
where kxk denotes the Euclidean distance. Each of the centres or codewords is a zero-dimensional point in the
N-dimensional input space. Therefore, the representation under vector quantization is a highly nonlinear function
of the input vector.
2.3. Mixture of Principal Components
Between these two extremes lies the mixture of principal components (MPC). Like VQ, this approach partitions the
data set into a number of non-overlapping regions. However, each region is represented not by a zero-dimensional
point but by a M-dimensional linear subspace. Like PCA, each subspace is a continuous representation with only
M orthogonal components where 0 < M < N. Each input vector is assigned to the most appropriate partition and
then represented by the M basis vectors of that component. This representation can be expressed as
y = Wkx; where x 2 Ck (4)
where Wk is an M N matrix whose rows are the M principal eigen-vectors of the partition Ck. The reconstructed
vector, ^ x, is calculated as
^ x = W
T
k y; where x 2 Ck (5)
The MPC approach combines the features of both PCA and VQ representations. Within a class, an input vector
is represented as a continuous, linear combination of the M basis vectors of the subspace in a manner analogous to
the PCA representation. But, because of the partitioning of the data into a discrete number of regions or classes,
the MPC eects a nonlinear mapping of the data as does VQ.
Figure 1 illustrates the relation between the three representations for a two-dimensional example. The PCA
approach forms a complete, continuous representation using a linear combination of the two basis vectors. With
VQ, the input space is partitioned, in this example, into 10 regions. Each region is represented by a Voronoi centre.
Under MPC, the space is also partitioned, in this case into four regions. Within each region, the data is represented
by a single basis vector. For higher-dimensional input spaces, the number of basis vectors may be two or more,
forming planes, hyperplanes or other higher-dimensional subspaces within the input space.
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Figure 1. A spectrum of representations in two-dimensions.
The modular architecture of the coding stage of the system is shown in gure 2.3 for the one-dimensional subspace
(M = 1) case. It consists of a number of independent modules whose outputs are mediated by a classier. Each
module consists of a transformation basis vector (block), wk, which denes two things: a single linear transformation
and a class of input data. The input to the network consists of non-overlapping image blocks, x. The inner product
of each vector wi with the input vector results in a coecient, yi, for each module. The classier chooses the most
appropriate class for that block based on the largest squared coecient value y2
i . The encoder outputs the winning
coecient yk and the class index k.
3. TRAINING METHODS
A number of methods for training the network have been proposed. Common to all methods is the use of Hebbian
learning in extracting the principal components of the classes as the basis vectors for each class. For the one-
dimensional case, Oja's rule8 may be used:
w(t + 1) = w(t) + 

y(t)x(t)   y2(t)w

(6)
For the multidimensional case, a number of extensions have be proposed.9{14
3.1. Standard MPC Training
As presented in,1 the original training algorithm for a complete MPC network is as follows:
1. Initialize K transformation matrices fW1;W2;:::;WKg.
2. For each training input vector x:
(a) classify the vector based on the subspace classier
x 2 Ci if kPixk =
K
max
j=1
kPjxk (7)
where Pi = WT
i Wi, and
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Figure 2. Coding section for MPC network with a one-dimensional subspace (one coecient per block).
(b) update transform matrix Wi according to:
Wi = Wi + Z(x;Wi) (8)
where  is a learning parameter, and Z(x;Wi) is a learning rule which converges to the M principal
components of fxjx 2 Cig.
3. Repeat for each training vector until the transformations converge.
The transformation matrices may be initialized by using an estimate of the global principal components of the
data with a small amount of random variation added to each class. The Hebbian learning rule used as equation 8
may be the generalized Hebbian algorithm (GHA)9:
W(t + 1) = W(t) + (t)
 
y(t)xT(t)   LT[y(t)yT(t)]W(t)

(9)
where LT[] is the lower triangular operator, i.e., it sets all elements above the diagonal to zero.
3.2. Growth by Class Insertion
In some applications, it may be advantageous to have some similarity between \neighboring" classes. Kohonen15
introduced the concept of classes ordered in a \topological map" of features. In many clustering algorithms such
as K-means, each input vector x is classied and only the \winning" class is modied during each iteration. In
Kohonen's self-organizing feature map (SOFM), the vector x is used to update not only the winning class, but also
its neighboring classes. Each training vector x is classied according to the minimum Euclidean distance between
it and the set of class feature vectors fmig. The feature vectors of winning class and its neighboring classes are
modied according to their respective vector dierences with respect to the input vector. The neighborhood of a
class is dened according to some distance measure on a topological ordering of the classes. For example, if the
classes were ordered on a two-dimensional square grid, the neighborhood of a class could be dened as the set of
classes whose Euclidean distances from the class are less than some specied threshold. Initially, the neighborhood
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Figure 3. Method of network growing by insertion of new classes.
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Figure 4. Method of network growing by addition of new components.
may quite large during training, e.g., half the number of classes or more. As the training progresses, the size of the
neighborhood shrinks until, eventually, it only includes the one class.
However, instead of starting with a large update neighborhood that shrinks during training, the same topological
ordering of features can be achieved by growing the network while xing the neighborhood size.16{19 This results in
signicant computational savings. Initially the network consists of a small number of classes. Once the network has
converged for a given stage, the number of classes is doubled by inserting new modules between the existing ones.
The new weights are initialized to the mean of the neighboring weights and the new network is retrained. These
steps are illustrated in gure 3.2.
3.3. Growth by Component Addition
Alternatively, a network may be grown by the addition of an extra basis vector per class as illustrated in gure 3.3.
For a given, previously trained network of K classes with each class having M components or basis vectors, a new
network is formed by adding a new basis vector resulting in M +1 components per class. The new basis vectors may
be initialized to simply the zero vector.
The modied network may be trained in two methods. First, all the M + 1 basis vectors of each class may
be modied according to the Hebbian learning rule. This would allow the entire subspace of each class to rotate
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in response to the extra degree of freedom aorded by the additional dimension allowed in the representation.
Second, only the new basis vector weights are modied, leaving the original M components frozen. By limiting the
modications to only the lowest-order components, the instability caused by the random variations during training
in the higher-order components will be eliminated.
3.4. Tree-Structured Network
A new tree-structured architecture for the MPC network has recently been proposed20 which addresses some of the
concerns of the standard MPC architecture.
First, the adaptation in the standard architecture does not take into account the nal rate-distortion criterion
when quantization eects are accounted for. For example, suppose that there is a class Ck dened by the subspace
spanned by the two basis vectors w1 and w2. Now suppose that within that class there are two distinct subclasses Ck1
and Ck2 which have dierent distributions with dierent coecient variances. Because the variance of a coecient
may be quite dierent for the two subclasses, the bit allocations requirements may also be dierent. For example,
the rst two variances of the two subclasses may be related as 2
1;k1  2
1;k2 and 2
2;k1  2
2;k2. Under these
conditions, data from subclass Ck1 would require more bits for coecient y1, while data from subclass Ck2 would
require more bits for coecient y2. However, the subspace classier employed by the MPC network would not be
able to dierentiate between the two subclasses and, the resulting bit allocations would therefore not be optimal.
Second, the standard architecture requires a full search of all K classes for each training vector or input vector
during encoding. For example, a network of 256 classes with 4 components each requires 2048 oating point operations
(ops) per pixel. Contrast this with the 128 ops per pixel for the complete KLT on 8  8 blocks.
A tree-structured architecture as illustrated in gure 3.4 addresses both these issues. Each node in the tree is a
single basis vector. All basis vectors in the subtree under a node are orthogonal to the subtree root. For an m-ary
tree, each step in the search algorithm searches the current m nodes for the best match, and then continues the search
on the m children of the winning node. This process continues until a leaf node, i.e., a node without any children, is
reached. For an m-ary tree with l levels, there are ml leaf nodes in a fully balanced tree. For an MPC network, each
leaf node represents a nal class with K = ml. The use of a tree-structured search reduces the search complexity
from K comparisons to mlogm(K) comparisons. For the above example of two subclasses within a subspace, this
architecture allows the separation of the two subclasses by, for example, having the two basis vectors w1 and w2 as
siblings nodes and then having w1 as a child of w2 and w2 as a child of w1.
To train such a tree-structured network, a network growing approach may be used as illustrated in gure 3.4.
Initially, the network consists of one level with m classes. During each stage in training, only the leaf nodes are
modied. As each input vector is presented to the network, it is classied using the tree-structured search technique
described above. The weights of the winning leaf node are modied using the Hebbian learning. New input vectors
are presented to the network until the weights in the leaf nodes converge. If another layer is required, the set of
weights for each leaf node is duplicated m times to form the m children nodes. A small amount of random variation
is then added to each set of new child's weights to dierentiate the sibling nodes from each other. The training
continues. This process is repeated until the desired network size is grown.
4. METHODS
To evaluate the performance of the various networks, a number of experiments were run. In all experiments, the
image shown in gure 4A was used to train a network and the image in gure 4B was used to test the performance
of the resulting network.
4.1. Standard MPC Training
To evaluate the standard MPC network, a 64-class, 4-component network was trained. It was initialized to an
estimate of the global principal components with a small amount of random noise added to each class. The input
consisted of randomly chosen 88 image blocks from the training image. The learning rule chosen was the GHA of
equation 9. The learning parameter, (t), was calculated using12,11:
(t) = (t   1) + y
2(t) (10)
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Figure 5. Growth of tree-structured network by addition of new leaf nodes.
where y(t) is the coecient at iteration t and  is a \forgetting factor." During the rst 20000 iterations,  = 0:95,
for the next 20000 iterations,  = 0:99, and for the nal 40000 iterations,  = 0:995.
Once the network was trained, it was used to transform the training image again by blocking the image into
adjacent blocks of 88 pixels and calculating the winning class, k, of each block and the resulting M = 4 coecients.
The class and coecients were then used to reconstruct the image and the mean squared error (MSE) between the
original and reconstructed image was calculated. For these evaluations, no quantization on the coecients was
performed.
The above procedure was repeated 100 times to measure the variation between training sessions.
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A) Image used for training B) Image used for testing
Figure 6. Images used in evaluation.
4.2. Growth by Class Insertion
For training an MPC network using the growth by class insertion method, an initial estimate of the 4 most signicant
principal components for the entire image was used to initialize the process. At each stage, the existing network was
doubled by inserting new classes between the old ones and initializing the weights to the mean of the adjacent ones;
orthonormalized by deating the basis vectors for each class; and trained as described above allowing every basis
vector to be modied. These steps were repeated until a network of 64 classes was trained.
The evaluation of the resulting network was performed as described in the previous section.
4.3. Growth by Component Addition
To create the initial 1-component, 64-class network, an initial 1-component, 1-class network was \grown" as described
in the previous section. Then, a second component was added to each class and initialized to zero. The two approaches
as mentioned in section 3.3 were used to train the new network: modify every basis vector or just the new ones. This
was repeated for a third and nally a fourth component.
Again, the evaluation for the resulting two networks was performed as above.
4.4. Tree-Structured Network
To evaluate the tree-structured approach, a network consisting of 4 levels with 4 children each for a total of 64 leaf
nodes (classes) was trained. A single node (basis vector) was used as the root of the tree and was initialized to the
rst principal component of the image (approximated by d.c.). Four child nodes were added and initialized with an
estimate of the second principal component with a small amount of random noise added. The network was then
trained with only the new leaf nodes being modied using the same parameters as detailed in section 4.1. These
steps were repeated for a third and nal fourth layer.
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Min. Mean Max.
MSE MSE () MSE
Standard MPC 81.0 84.9 ( 2.3) 87.0
Class Growth 84.4 85.4 ( 1.2) 88.3
Component Growth:
- all weights variable 80.0 91.5 ( 5.9) 110.3
Component Growth:
- new weights variable 54.3 57.1 ( 1.3) 60.0
Tree MPC 56.1 57.0 ( 0.4) 58.3
4-D PCA n/a 110.1 n/a
Table 1. Final MSE on training image for 100 training sessions.
MSE
Standard MPC 44.8
Class Growth 43.3
Component Growth:
- all weights variable 50.7
Component Growth:
- new weights variable 24.7
Tree MPC 26.0
4-D PCA 47.1
Table 2. Typical MSE on test image.
5. RESULTS
Table 5 summarizes the MSE values for the 100 training sessions for each method. These gures are for the original
training image. In addition, the rst four basis vectors of the KLT (PCA) were calculated using eigendecomposition
on the global autocovariance matrix of the image. Again, these results do not account for quantization error.
This table clearly shows that the methods in which all the basis vectors are modied, the standard MPC,
growth by class insertion, and unconstrained growth by component addition, performed signicantly worse than the
methods where the modications were constrained to only the new weights. The largest error is produced by the
unconstrained growth by component addition method with a mean MSE of 91.5 and least error is produced by the
tree-structured network with a mean MSE of 57.0. Further, the variation in the results between dierent training
sessions is signicantly larger for the unconstrained methods than for the constrained methods. For example, the
standard deviation for the MSE with the tree-structured MPC was 0.4 compared to a standard deviation of 5.9 for
the unconstrained growth by component addition method. In addition, the poor performance of the global PCA
method clearly shows the relative advantage of using adaptive techniques.
Within the constrained methods, there is little dierence in performance between the two. Both have similar
mean MSE results and similar (small) variation between training sessions. Likewise, the unconstrained methods have
similarly poor results with the unconstrained growth by component addition method performing slightly worse than
the other two.
The corresponding results for the test image of gure 4B are shown in table 5 for a typical, single training session
for each method. Even for an image with dierent characteristics, the results reect those of the training image in
table 5. The constrained training methods perform signicantly better than the unconstrained methods. And again,
the global PCA method performs poorly.
The dierence between the techniques is also apparent when examining details of the test image under the six
methods as shown in gure 5. The overall \blockiness" of the unconstrained methods is in marked contrast to
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A) Standard MPC B) Growth by Class Insertion C) Growth by Component Addition:
all weights variable
D) Growth by Component Addition:
only new weights variable
E) Tree-structured MPC F) 4-component PCA
Figure 7. Details of results for test image using dierent methods.
the appearance of the constrained methods. At this level of distortion, it is dicult to distinguish any qualitative
dierence in performance among the unconstrained methods. For the constrained methods, the delity around slowly
varying regions such as the cheek or background appears equally good. However, in detailed areas like the eye or
teeth, the block eect distortion starts to become noticeable.
6. DISCUSSION AND CONCLUSIONS
These results indicate that the methods that only modify a single component while keeping the previously trained
basis vectors xed have better performance characteristics than methods that allow all basis vectors to be modied
during training. These include the tree-structured network and the method of growth by component addition with
the update constrained to only the new basis vectors. The improved performance was clearly seen in the comparison
of the squared error on both the training image and a separate testing image as well in the comparison of the
reconstructed images themselves.
It appears that allowing all the basis vectors to be modied adds a signicant degree of instability to the training.
Proofs of convergence for multidimensional Hebbian rules such as the GHA9 rely on the assumption that the previous
M 1 components have converged. While the rst few components may converge faster due to their higher variances,
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they may still have a \random walk" due to the stochastic nature of the input data. Further, since the direction
of component m depends on the previous m   1 components due to the orthogonality constraint, any change in the
direction of component m 1 will cause a change in component m. Therefore, the eects of the stochastic nature of
the input data are amplied as the number of components increases resulting in degraded performance.
The addition of adaptation in the learning process adds an extra degree of freedom due to the number of classes.
This may also contribute to the instability. As the subspace dened by the basis vectors of a class rotates in response
to the natural variation in the data, the boundaries between it and other classes are changed. This then aects the
classication of subsequent input data points which then causes the basis vectors of the other classes to change.
As the results of this paper show, limiting the change to only the least signicant principal component improves
performance. However, this constraint may limit the ability of the network to adapt to changes in statistics either
in time or in space. In a time-varying method such as APEX,12 the algorithm would be unable to track changes in
the most signicant components over time. In a spacially-varying or mixture-model representation such as MPC,
the network may not take advantage of the increased dimension of the class subspaces to nd a better partitioning
of the data space.
These stability issues aside, in comparing the performance of the tree-sturctured network and the constrained
growth by component addition method, there appears to be little dierence between the two. However, in terms of
computational load, there is a signicant dierence. For the 4-component, 64-class networks used in this evaluation,
512 oating point operations (ops) per pixel (input vector co-ordinate), i.e., 256 additions and 256 multiplications,
are required to calculate the complete set of 464 coecients required for the classication. For the tree-structured
network, the following operations per pixel are required: 2 ops for the root node, 2 ops for each of the 4 children
for the next 3 levels of the tree resulting in a total of 28 ops per pixel. For the same reconstruction delity, the tree-
structured method requires only 5% of the computations to classify an input vector and calculate the coecients
for coding relative to the standard architecture. Clearly, then, based on the delity of reconstruction and the
computational requirements, the tree-structured approach appears to be superior method.
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