Abstract. Let H be a graph allowing loops as well as vertex and edge weights. We prove that, for every triangle-free graph G without isolated vertices, the weighted number of graph homomorphisms hom(G, H) satisfies the inequality
1. Introduction 1.1. Independent sets, colorings, and graph homomorphisms. Consider the following extremal questions. Given a graph G, let i(G) denote the number of its independent sets, c q (G) the number of its proper q-colorings 1 , and hom(G, H) the number of its graph homomorphisms to H (we allow H to have loops, and later, weights on its vertices and edges).
The exponential normalization is a natural choice. Indeed, replacing G by a disjoint union of copies of itself does not change the quantity hom(G, H) 1/|V (G)| , as hom(G 1 G 2 , H) = hom(G 1 , H) hom(G 2 , H), where denotes a disjoint union. Question 1.1 was initially raised by Granville in 1988 in connection with the Cameron-Erdős conjecture on the number of sum-free sets. Alon [1] and Kahn [25] 
is the exact maximizer. Alon [1] proved an asymptotic version as d → ∞, Kahn [25] proved the exact version under the additional hypotheses that G is bipartite, and Zhao [35] later removed the additional bipartite hypotheses. The results of Kahn [25] and Zhao [35] together answer Question 1.1: the maximizer is K d,d (unique up to taking disjoint unions of copies of itself).
Galvin and Tetali [21] initiated the study of Questions 1.2 and 1.3 and extended Kahn's entropy method [25] to prove that, under the additional hypothesis that G is bipartite, G = K d,d is also the maximizer for hom(G, H) 1/|V (G)| . Can the bipartite hypotheses on G also be dropped in this case? Not for all H, e.g., for H = , G = K d+1 is the maximizer instead of K d,d . Extending the technique for independent sets, Zhao [36] showed that the bipartite hypotheses can be dropped for certain classes of H, but the techniques failed for H = K q , corresponding to colorings (Question 1.2). It remained a tantalizing conjecture to remove the bipartite hypothesis for colorings.
Recently, Davies, Jenssen, Perkins, and Roberts developed a novel technique called the "occupancy method" [15] , which gave a new proof of the maximization problem for independent sets (Question 1.1). Their method reduces the problem to a (potentially large) linear program. Applying their method, they gave a computer-assisted proof of the coloring conjecture (answering Question 1.2) for d = 3 [17] , later extended to d = 4 by Davies [14] . The occupancy method was later extended to other applications concerning independent sets [16, 30] , as well as geometric applications concerning sphere packings and spherical codes [23, 24] . Despite its successes, the occupancy method has a number of drawbacks. Its progress on Question 1.2 requires extremely rapidly growing computational resources for larger values of d, and furthermore, the method appears to be ill-suited for irregular graphs.
Here, we answer Question 1.2 and show that G = K d,d is always the maximizer, thereby resolving the coloring conjecture. We also prove a more general result for not necessarily regular graphs. It is analogous to our recent result [31] for independent sets, which resolved Kahn's conjecture [25] . Here is a way to phrase the question. Instead of ranging over d-regular graphs, what if we range over all graphs with a fixed degree-degree distribution, i.e., the distribution of the integer-pair {d u , d v } over an uniform random edge uv ∈ E(G), where d u is the degree of u ∈ V (G)? Kahn [25] conjectured that, for independent sets, the maximizing G remains a disjoint union of complete bipartite graphs of possibly different sizes, which we proved recently [31] , resulting in the following theorem. i(K du,dv ) 1/(dudv) .
Galvin [19] conjectured (falsely) that Theorem 1.5 could be extended to hom(·, H) in place of i(·). Here we prove the extension for H = K q , extending our Theorem 1.4 on the number of proper q-colorings to irregular graphs. Let us state a more general version of Theorem 1.6 that interpolates between independent sets and proper colorings. Fix a finite set of colors Ω as well as a subset Ω • ⊆ Ω, called the looped colors. A semiproper coloring of G is an assignment of each vertex of G to Ω so that for every non-looped color (i.e., a color in Ω \ Ω • ), the set of vertices of G of that color is an independent set. In other words, with q = |Ω| and = |Ω • |, semiproper colorings correspond to homomorphisms from G to K • q , where K • q is the complete graph on q vertices with exactly vertices looped. Proper colorings correspond to = 0. Independent sets correspond to ( , q) = (1, 2). The following theorem interpolates between Theorems 1.5 and 1.6. Theorem 1.7. Let G be a graph without isolated vertices, and ≤ q nonnegative integers. Let d v be the degree of vertex v in G. Then
Let us now move on to general graph homomorphisms. Here, Question 1.3 remains wide open. There has been a number of conjectures stated in the literature, though several of them have been falsified by counterexamples and then later revised [6, 19, 20, 21, 32] . For example, it was first conjectured [21] that the maximizer is always G = K d,d , and then later revised [20] to G ∈ {K d+1 , K d,d }, though this was later shown false too [32] . We do not even have a conjecture what is the set of possible maximizers G. It is even unknown whether the set of potentially maximizing G is finite for each d. See the recent survey [37] for more discussion on this problem.
It is natural to restrict G in hope of a cleaner result. Cohen, Csikvári, Perkins, and Tetali [6] conjectured that among triangle-free graphs G, the maximizer is always G = K d,d , extending the theorem of Galvin and Tetali [21] for bipartite G. We prove this conjecture. Theorem 1.8. Let G be a triangle-free d-regular graph and H a graph allowing loops. Then
We extend the result to irregular graphs G as well.
Theorem 1.9. Let G be a triangle-free graph without isolated vertices, and H a graph allowing loops. Then
Remark. Theorem 1.9 remains true even if H has vertex and edge weights, so that hom(G, H) is interpreted as the partition function for a certain "H-model" on G (e.g., the hard-core model generalizing independent sets, and the Potts model generalizing colorings). In fact, it follows by standard observations in graph limit theory [4, 29] (namely, approximating a graphon by a sequence of W -random graphs) that the weighted and unweighted version of Theorem 1.9 are actually equivalent.
Furthermore, the triangle-free hypothesis is best possible in Theorems 1.8 and 1.9.
Proposition 1.10. For every graph G with a triangle, there exists some graph H so that the inequality in Theorem 1.9 is false.
The analogous minimization problem is also interesting and mysterious, though here we only mention a few known cases (see [12] ). For both independent sets (H = ) [13] and colorings (H = K q ) [2, Lem. A.1] (also see [37, Thm. 8.3] ), the minimizer is K d+1 , whereas for the WidomRowlinson model (H = ), the "minimizer" is the infinite d-regular tree [12] .
1.2. Graphons, norms, and reverse Sidorenko. In the theory of graph limits [29] , a graphon is a symmetric measurable function W :
where Ω is some probability space. Define the G-density in W by
where dx V (G) := v∈V (G) dx v is with respect to the product probability measure on Ω V (G) . Every graph H can be turned into a graphon W H : V (H) × V (H) → {0, 1} by using the uniform probability measure on V (H) and letting W H (x, y) = 1 if xy ∈ E(H), and
is the homomorphism density of G to H. The graphon notation naturally allow us to consider edge and vertex weights on H. Theorems 1.8 and 1.9 are equivalent to the following graphon formulation:
and in particular, for an n-vertex d-regular graph,
Let us write
Despite the suggestive notation, · G is not always a norm. These quantities were first considered by Hatami [22] in connections to Sidorenko's conjecture. See the recent work of Conlon and Lee [11] concerning which graphs G induce norms. The above inequalities can now be written as
and, in particular, for d-regular graphs G,
In contrast, Sidorenko's conjecture says that for all bipartite graphs
Sidorenko's conjecture has been proved for several families of graphs [3, 8, 9, 10, 22, 26, 27, 33, 34] , though it remains open in general. The first open case of the conjecture is G = K 5,5 \ C 10 (also known as the "Möbius strip" graph, for it is the incidence graph for a simplicial complex model of the Möbius strip viewed as gluing together five triangles). Whereas Sidorenko's conjecture's proposes that · K 2 is a lower bound to · G , our reverse Sidorenko inequality proves an upper bound · K d,d for triangle-free d-regular graphs G.
Graphical Brascamp-Lieb inequalities.
We actually prove a generalization of Theorem 1.9, allowing possibly different two-variable functions on every edge of G. This generalization corresponds to considering graph homomorphisms with list colorings, where every vertex of G is assigned an "allowable" subset of vertices of H, and we only consider homomorphisms assigning each vertex of G to one of its allowable vertices of H. This generality is actually needed as a strong induction hypothesis for our proof. It will be convenient to drop the hypothesis that Ω is a probability space (unlike graphons), and instead assume that Ω is any measure space (e.g., a finite set of colors with the counting measure). This is essentially equivalent to considering homomorphism targets H allowing loops as well as vertex-and edge-weights (the vertex set of H comes with a measure and can be infinite, though it is fine to think of V (H) as being finite). We use the following notation. A weighted graph H is a symmetric map H : Ω × Ω → R ≥0 . We set
Here dx v is with respect to the measure on Ω (i.e., vertex weights on H). Then Theorems 1.8 and 1.9 hold for this more general class of H (see remark following Theorem 1.9). For a two-variable function f :
.
This quantity (again, not always a norm) can be viewed as a bipartite analog of the graph "norm" earlier, though here we do not require f to be symmetric.
The following theorem generalizes Theorem 1.9 upon taking the same f uv = H for all edges uv. Theorem 1.11. Let G = (V, E) be a triangle-free graph. Let Ω v be a probability space for each vertex v ∈ V . For each edge uv ∈ E, let f uv :
We have
where Ω V := v∈G Ω v and dx V := v∈V dx v , and d u is the degree of u in G.
Remark. We have equality if (1) G is a disjoint union of complete bipartite graphs, or (2) if there are functions g v : Ω v → R ≥0 such that f uv (x, y) = g u (x)g v (y) for every uv ∈ E. By Proposition 1.10, the triangle-free hypotheses cannot be weakened.
For semiproper list colorings, Theorem 1.11 holds without the triangle-free hypothesis, generalizing Theorem 1.7. See Section 3 for the statement and proof. Theorem 1.11 can be viewed as a graphical analog of the Brascamp-Lieb inequalities [5, 28] , which have the form
where the B i 's are linear maps. The Brascamp-Lieb inequalities generalize classical inequalities such as Hölder's inequality and the Loomis-Whitney inequality, and has far reaching applications. Our inequality bounds a certain graphical integral in terms of graphical norm-like quantities that are in general weaker than L p norms. We expect that these graphical Brascamp-Lieb inequalities have an even richer theory yet to be uncovered. We plan to study its extensions to more general setups, e.g., hypergraphs and simplicial complexes, allowing greater flexibility on the form of the integral on the left-hand side of the inequality. Given a weighted graph H : Ω × Ω → R ≥0 , we say that H is complete-bipartite-maximizing if it satisfies, for all graphs G without isolated vertices,
where, as usual, d v denotes the degree of v in G. We say that H is clique-maximizing if it satisfies, for all graphs G,
Theorem 1.7 says that the partially looped complete graphs K • q are complete-bipartite-maximizing. On the other hand, it is not hard to check that a disjoint union of loops is clique-maximizing. It is known that there are graphs H that are neither complete-bipartite-maximizing nor clique-maximizing, even among d-regular graphs G (it is unknown which G achieves the maximum for such H) [32] .
In [6, 7, 32] , it was shown that the Widom-Rowlinson model (H = ) satisfies (1.2) for d-regular graphs G (this was the first and essentially only such non-trivial case that was known). However, it turns out that H = is actually not clique-maximizing (a counterexample is
It remains an open problem to completely classify all completebipartite-maximizing graphs H and all clique-maximizing graphs H, both for d-regular G and for general G.
We say that a weighted graph (also called a model ) H : Ω × Ω → R ≥0 is positive semidefinite or ferromagnetic if the corresponding function is positive semidefinite (equivalently, the matrix (H(x i , x j )) i,j∈[n] is positive semidefinite for every x 1 , . . . , x n ∈ Ω). We say that H is antiferromagnetic if all eigenvalues other than the top one are nonpositive. These definitions were taken from [18] .
For example, a disjoint union of loops is ferromagnetic, where as K • q is antiferromagnetic. For 2-spin models, i.e., Ω = {0, 1} allowing vertex weights, H is ferromagnetic if
We prove the following result. See Theorem 4.1 for a list coloring type generalization.
Theorem 1.12. Every ferromagnetic (i.e., positive semidefinite) model is clique-maximizing.
We conjecture that the converse holds as well.
As a corollary, we completely characterize all 2-spin models. See Section 2.4 for the antiferromagnetic part of the proof, which follows from the bipartite swapping trick [35, 36] and Theorem 1.11.
Corollary 1.13. A 2-spin model is complete-bipartite maximizing if it is antiferromagnetic and clique-maximizing if it is ferromagnetic.
We close with a conjecture generalizing Theorem 1.7. Conjecture 1.14. Every antiferromagnetic model is complete-bipartite-maximizing.
Remark. It was shown [36] that a certain family of
for all graphs G (extended to a larger class of H in [32] ) . Since G × K 2 is bipartite, it follows by Theorem 1.11 that every such H satisfies Conjecture 1.14 (see Section 2.4). An example of such H is given by the adjacency matrix the same value for all x ∈ Ω, and the conjecture for such H and for 3-regular and 4-regular graphs G has been resolved via the occupancy method [17, 14] .
1.5. Discussion of proof ideas. This work builds on our earlier work [31] proving Kahn's conjecture on independent sets, Theorem 1.5, but requires several significantly new ideas. Our proof of Theorem 1.11 in Section 2 actually gives a new and more streamlined proof of Theorem 1.5. The new proof is significantly shorter, and it replaces a number of fairly technical inequality verifications in [31] (often involving checking repeated derivatives) by more conceptual inequalities primarily relying on Hölder's inequality and log-convexity considerations. In [31] , we relied on the recurrence
for the number independent sets, but such a relation is unavailable for colorings. Assigning a color to a vertex restricts the colors available to the neighborhoods, so it is natural to study the problem in the greater generality of list colorings and state a stronger induction hypothesis. By considering the effect of fixing a color on a vertex and carefully bounding contributions from far away vertices, we reduce the problem to more "local" inequalities.
For triangle-free G, the neighborhood of every vertex is an independent set, and their lack of immediate interactions somewhat simplifies the situation. For colorings, Theorems 1.4 and 1.6, we no longer assume triangle-freeness, so we need to study the edges inside a vertex neighborhood. Proving the relevant "local" inequalities was challenging. Its proof required us to establish some delicate inequalities on symmetric polynomials. We are aided by the symmetric roles played by the colors. The proof of Theorem 1.12 on clique-maximizers follows a similar route, but a different challenge emerges as cliques behave quite differently compared to bipartite graphs. Here we approach the problem by considering a weighted generalization of list colorings, and noting that varying the color weights leads to certain log-convexity-type inequalities.
Organization. In Section 2, we prove Theorem 1.11, the graphical Brascamp-Lieb inequality, and hence Theorems 1.8 and 1.9. In Section 3, we prove Theorem 1.7 concerning semiproper colorings, and hence Theorems 1.4 and 1.6. In Section 4, we prove Theorem 1.12 showing that positive definite models are clique-maximizing.
Inequality on triangle-free graphs
The goal of this section is to prove Theorem 1.11. We begin by establishing some inequalities that will be used in the main proof.
2.1. Some preliminary inequalities. In the lemmas, we omit stating the obvious integrability hypotheses.
Lemma 2.1. For nonnegative functions g(s, u) and h(s, v), and real q ≥ 1, one has
which is at most the RHS, by consider the
Remark. Define the mixed L p,q matrix norm of A = (a ij ) by
Lemma 2.1 is equivalent to the following inequality. If q ≥ 1, A ∈ R m×n ≥0
and B ∈ R m×k ≥0 , (in fact, we only need A A, B B, A B to have nonnegative entries), then
Here is the above proof written out in the language of matrices and vectors:
We do not know if the inequality can be extended to A B 2 Lp,q ≤ A A Lq,q B B Lp,p for all reals 1 ≤ p ≤ q (this is true for positive integer p by a tensor-power argument).
Lemma 2.2. For nonnegative functions f (s, t), g(s, t, u), h(s, t, v), and real q ≥ 1,
Proof. By replacing g(s, t, u) by f (s, t) 1/2 g(s, t, u) and h(s, t, v) by f (s, t) 1/2 h(s, t, v), we may assume that f = 1. By the Cauchy-Schwarz inequality with respect to dt, the right-hand side is at least
It suffices to show that, for every fixed t, one has
, which is Lemma 2.1 applied to the functions g(s, u) = g(s, t, u) and h(s, v) = h(s, t, v).
The following lemma is a "local" inequality that the proof of Theorem 1.11 will reduce to.
Lemma 2.3. Let f 12 : Ω 1 × Ω 2 → R ≥0 and f 23 : Ω 2 × Ω 3 → R ≥0 be measurable functions, and β, γ ≤ ∆ be integers. For
Proof. Define, for nonnegative integers a, b, c,
Thus the claimed inequality can be written as
which would follow from (M i,β,γ−i ) 0≤i≤γ being log-convex, and thus it suffices to show that
for all nonnegative integers a, b, c. This inequality follows from Lemma 2.2, after setting q = ∆/β, with
2.2. Proof of Theorem 1.11. We apply induction on the number of vertices in G = (V, E). Let ∆ be the maximum degree of G, and let w be a vertex of degree ∆ in G. The idea of the following calculation is to consider what happens when we condition on a certain color (i.e., element of Ω) assigned to w.
Notation. For k ∈ {0, 1, 2, . . . } ∪ {∞}, let V k be the set of vertices at distance k from w. For 0 ≤ i ≤ j ≤ i + 1, let E ij be the edges with one endpoint in V i and the other in V j . Let V ≥k = i≥k V i , E ≥k = ∪ k≤i≤j≤i+1 E ij , and E >k = E k,k+1 ∪ E ≥k+1 . Note that V = V ≥0 and E = E >0 . Let I 1 be the vertex in V 1 whose neighborhood is exactly {w}. Although we treat edges as unordered pairs, when we write vu ∈ E ij , we always mean v ∈ V i and u ∈ V j . On the other hand, when we range over uv ∈ E ii , we do not count uv and vu separately.
For any S ⊆ V , write Ω S := v∈S Ω v and dx S := v∈S dx v . For vu ∈ E 12 with v ∈ V 1 and u ∈ V 2 , and x w ∈ Ω w , define f xw vu : Figure 1 . Labels of vertices and edges in the proof of Theorem 1.11.
By distributing the E 01 factors to E 12 , we have
where in the last step we applied the induction hypothesis to G − v (the graph G with the vertex v removed along with all its incident edges). It remains to prove the bound
Observing that the factor f vu K du,dv appears on both sides whenever vu ∈ E ≥2 , we see that it suffices to prove
By distributing the E 01 factors on the RHS to E 12 , we can rewrite the above inequality as
(2.2) From now on until the rest of the proof, by convention, we use the letter v to denote a vertex in V 1 and u for a vertex in V 2 .
Applying Hölder's inequality with exponents given by the summands of
we upper bound the left-hand side of (2.2) by
Comparing with the right-hand side of (2.2), we have
and, by Lemma 2.3, for every vu ∈ E 12 , Ωw f xw vu
, which proves (2.2). This concludes the proof of Theorem 1.11.
2.3.
Necessity of the triangle-free hypothesis. Now we prove Proposition 1.10, showing that triangle-free hypotheses on G in Theorem 1.9 (and hence also Theorem 1.11) cannot be removed.
Proof of Proposition 1.10. It suffices to show that if G has a triangle, then there exists a weighted graph H such that
It is enough to construct a weighted H since one can obtain a simple graph H from the weighted graph by a standard limiting argument, e.g., by taking a sequence of graphs with increasing numbers of vertices sampled using the weights (e.g., [4] [29, Ch. 10]). Let H be a weighted graph on two vertices each with vertex weight 1/2, and edge weight "adjacency" matrix
i.e., a loop with weight 1 + 2 on each vertex, and an edge of unit weight between the two vertices. For every graph G, one has, for small ,
where T (G) is the set of triangles in G. Indeed, the coefficient of k comes from examining each k-edge subsets of E(G) and determining the probability that each connected component of this k-edge subset receives the same color in x. Thus,
On the other hand, since K a,b is always triangle-free,
Comparing the two, we see that (2.3) holds for sufficiently small > 0, as |T (G)| > 0.
Antiferromagnetic 2-spin models are complete-bipartite-maximizing.
Here we prove the part of the claim in Corollary 1.13 that every 2-spin antiferromagnetic model is completebipartite-maximizing. Here is the key lemma, which also appears in [12, Theorem 1.13].
Lemma 2.4. Let G be a graph and H be a 2-spin antiferromagnetic model. Then
Here G × K 2 is the graph with vertex set V (G) × {0, 1} and and edge between (v, i) and (u, 1 − i) for every uv ∈ E(G) and i ∈ {0, 1}. Since G × K 2 is bipartite, Lemma 2.4 followed by Theorem 1.11 (or Theorem 1.9 for weighted H) gives
as the degree-degree distribution does not change when G is lifted to G × K 2 . Thus the claim that H is complete-bipartite-maximizing reduces to Lemma 2.4, which was first established [35] for H = , corresponding to independent sets, and later generalized [36] to a large family of H (it remains open whether (2.4) holds for H = K q ). The proof is by a combinatorial injection called the bipartite swapping trick, which can be modified to establish Lemma 2.4, whose proof we include here for completeness. It can also be extended further as in [36] to a larger class of weighted H, though we omit the details. See [12, Theorem 1.13] for another proof based on the same ideas.
Proof of Lemma 2.4. Let G = (V, E).
Let Ω = {0, 1} be a two-point measure space and let H : Ω × Ω → R ≥0 be antiferromagnetic, or equivalently,
≥0 . Note that hom(G, H) 2 equals to the measure of S = , and hom(G × K 2 , H) equals to the measure of S × . Thus the lemma reduces to constructing a measure-preserving injection φ : S = → S × .
For any (x, y, z) ∈ Ω V × Ω V × R E ≥0 , say that an edge uv ∈ E is unsafe with respect to (x, y, z) if y v ) (the former due to being unsafe, and the latter due to the definition of S = ). Recall Ω = {0, 1}. Since H is 2-spin antiferromagnetic, the only way to satisfy H(x u , y v )H(x u , y v ) < H(x u , x v )H(y u , y v ) is that one of the endpoints of uv, say u, has (x u , y u ) = (0, 1), and the other endpoint v with (x v , y v ) = (1, 0). This shows that the unsafe edges with respect to (x, y, z) form a bipartite subgraph of G.
Define φ : S = → S × as follows. Fix some arbitrary ordering of V . For any (x, y, z) ∈ S = , let T be the lexicographically-first subset of V so that every unsafe edge with respect to (x, y, z) has exactly one endpoint in T (note that the bipartition is not unique). Define φ(x, y, z) = (x , y , z) by setting
In other words, the map φ swaps (x v , y v ) for each v ∈ T . Let us check that the image of φ lies in S × , we need to check that z uv ≤ H(x u , y v )H(y u , x v ) for all uv ∈ E. Only unsafe edges have a chance of violating the inequality. If uv is an unsafe edge, then exactly one of (x u , y u ) and (x v , y v ) is swapped by φ, and so H(
To see that φ is injective, note that given φ(x, y, z), we can identify the unsafe edges, which are unaffected by swapping, and then recover the lexicographically-first subset T of vertices that contains exactly one vertex from every edge, and then swap the pair (x v , y v ) for every v ∈ T to recover (x, y).
It is also easy to see that φ is a measure-preserving map, as we can partition S = into regions based on the set T of swapped vertices. Thus φ : S = → S × is a measure-preserving injection. where H| A×B is the restriction of the associated partially looped complete graph
Here is the main theorem of this section. It implies Theorem 1.7 after taking Ω v = Ω for all v ∈ V .
Theorem 3.1. Let G = (V, E) be a graph without isolated vertices. Assign a subset of colors Ω v ⊆ Ω to each v ∈ V . Then the total number of semiproper colorings of G where each v ∈ V is assigned some color from Ω v is at most
Here are some notation and convention that will be maintained throughout this section:
, remove from A all non-looped colors in B. This is a handy operation when we consider what happens to the list of colors at the vertex after we assign colors to its neighbors.
• In A \ x, A ∪ x, A x, for x ∈ Ω, we treat x as a singleton set {x}.
• x and y refer to a vector of colors (colors are elements of Ω), and x i refers to the i-th coordinate of x.
• After the initiation of x, we often treat x as a subset of Ω. So |x| means the number of distinct colors appearing in x, y ∪ x (where y ∈ Ω) means the union of the elements in x along with y, and A x is the set of colors left in A after we remove all non-looped colors appearing in x.
3.2. Some correlation inequalities for symmetric polynomials. The main result of this section is the following inequality of symmetric polynomials. We will need it later for our proof of Theorem 3.1.
Proposition 3.2. Let α 1 , . . . , α n ≥ 0 be reals, and k a nonnegative integer. Let |x| denote the number of distinct entries in x. Set
We introduce the following averaging notation. For any polynomial P in the variables α 1 , . . . ,, write P := P/c where c is the normalizing constant chosen so that P = 1 whenever α 1 = α 2 = · · · = 1 (if c = 0, we set P = 0). For example, α 1 + α 2 = (α 1 + α 2 )/2. For this notation to make sense, we view the α 1 , . . . , α n as formal unassigned variables. When we say that an inequality is true, we mean that it is true for all nonnegative assignments of the α i 's. This averaging notation has the convenience that we do not have to keep track of the unimportant normalization factor.
For S ⊆ [n] and |S| ≤ k, define
Here |x| = |S| in the index of the summation simply says that all elements of S appear in x. In other words, f k,S is the sum of all monomials whose set of indices is exactly S. Observe that f k,S satisfies the recursion
The proof of Proposition 3.2 proceeds in several steps.
Proof. We apply induction on |S| + k, noting it is an equality when |S| = 1 or k = |S| + 1. So assume that |S| > 1 and k > |S| + 1. Note that (α x : x ∈ S) and (α x f k−1,S\x : x ∈ S) are oppositely sorted (meaning, whenever evaluated at nonnegative assignment of the α x 's). Indeed, note that α x f k−1,S\x = α x α y Q where Q x is some polynomial with nonnegative coefficients in all the variables except α x , so that if α x ≤ α y , then swapping the two variables α x and α y cannot increase Q x . In particular, this sortedness implies, via the arrangement inequality,
Applying the recursion (3.1), we have
On the other hand, by the induction hypothesis with (k − 1, S), we have
Using that A = B + C and B ≤ A together imply C ≥ A, we have
Therefore, we have
[by induction with
The lemma then follows by using the recursion (3.1) and that A ≤ B implies A ≤ A + B.
Proof. We apply induction on |S|. When |S| = 2, the lemma follows by noting that α i 1 α
By the recursion (3.1), we have
Note that (α x : x ∈ S) and (f k−1,S\x : x ∈ S) are oppositely sorted. Indeed, comparing f k−1,S\x with f k−1,S\y , we see that f k−1,S\x does not involve α x , and swapping all its α y to α x would yield f k−1,S\y . Thus
Also, applying the induction hypotheses on S \ x for each x ∈ S, we have
Combining the above inequalities, we obtain
By Lemma 3.3 combined with the recursion (3.1), along with A = B + C and B ≤ A together imply C ≥ A, gives us
The lemma then follows from the above two inequalities.
Proof of Proposition 3.2. Observe that
m = E S⊆[n] |S|= f k,S .
So Proposition 3.2 then follows from Lemma 3.4, as
Proposition 3.2 has the following corollary that we will need next.
Corollary 3.5. Let D be a finite set. Let t ≥ 1 be real. Let α x ≥ 0 for each x ∈ D. Let |x| denote the number of distinct elements in x. Let τ : N ≥0 → R ≥0 be some non-increasing function. Then
3.3.
Inequalities for semiproper colorings of complete bipartite graphs. Now we prove some "local" inequalities that will be needed in the next section.
Lemma 3.6. Let A, B ⊆ Ω. For any nonnegative integers k and r ≤ s ≤ t, we have
Proof. The lemma follows by Hölder's inequality, after expanding, for each i ∈ {r, s, t},
Lemma 3.7. Let D ⊆ C ⊆ Ω and B ⊆ Ω. For integers b, c, k ≥ 1 and real t ≥ 1, we have
Proof. The inequality is equivalent to
and similarly with
, and also
by linearity of expectations.
Applying Corollary 3.5 with
The inequality (3.4) then follows after repeatedly applying the inequality
which holds by a straightforward coupling between the uniform distributions in (C \ Proof. Raising both sides to exponent c and using A C c a = x∈A c |C x| a , the inequality can be rewritten as
Applying Hölder's inequality to the right-hand side, we see that it suffices to prove
It suffices to show that that the above inequality holds with a partial summation where we hold fixed the coordinates of x lying outside D and let the other coordinates range over D. In other words, letting K ⊆ [c], fixing x i ∈ A \ D for each i / ∈ K, and writing x K = (x i ) i∈K , it suffices to show that
Applying these reductions to (3.6) , it remains to show that
, which follows from Lemma 3.7 with t =
b+c−2 ≥ 1. The following lemma is the "local" inequality that the proof of Theorem 3.1 will reduce to. Note that the positive semidefinite hypothesis is optimal, as we can G = K 2 , so that the above inequality is just the Cauchy-Schwarz inequality for the inner product space defined by H.
Our proof of Theorem 4.1 proceeds by induction on the maximum degree of G. We begin with a lemma that is essentially an application of the Cauchy-Schwarz inequality. Let G • be the graph obtained from G by adding a new vertex adjacent to all other vertices. Let G •• be the graph obtained from G by adding two new vertices adjacent to all vertices of G but not to each other. Lemma 4.2. Let G = (V, E) be a graph and H : Ω×Ω → R ≥0 a weighted graph.
, and ν = (ν v ) v∈V (G • ) be vectors of measurable functions Ω → R ≥0 such that for every v ∈ V (G), one has λ v µ v = ν 2 v . Furthermore, assume that the entries of λ and ν associated to the new vertices are all identical. Then
Recall that the entries of λ and ν associated to the new vertices are all identical, which we call
The lemma then follows from the Cauchy-Schwarz inequality applied with respect to dx V , noting
Lemma 4.3. Suppose that Theorem 4.1 holds for all G with maximum degree less than ∆. Let 2 ≤ t < ∆ be positive integers. Let λ, µ, ν : Ω → R ≥0 be measurable functions satisfying λµ = ν 2 pointwise. Then
and λ v = ν for the two other vertices v (each of degree t − 1). By Lemma 4.2,
Since the maximum degree of K •• t−1 is t < ∆, using the hypothesis of the Lemma to apply Theorem 4.1 to
t , so that the previous inequality implies that
The lemma follows after rearranging.
Remark. The hypothesis t < ∆ in Lemma 4.3 is important for applying the induction hypothesis. Then F 0 , . . . , F a is log-convex (F s F s+2 ≥ F 2 s+1 for each 0 ≤ s ≤ a − 2), and consequently, F a−1 0
We can write
for some nonnegative function g(x s , x s+1 ) (same for all three). Since H is positive semidefinite, the bilinear form (here µH(x, ·) is the pointwise product of two functions Ω → R ≥0 ). For each 0 ≤ s ≤ a + 1, set
Proof. (a) Rewriting the desired inequality, we wish to prove
Let λ = λη a−b . The desired inequality can be rewritten as
Note that , ·) ) dx = hom (λ ,µ,µ,...,µ) (K b+1 , H). Thus, taking = s − b + 1, and by the Cauchy-Schwarz inequality applied with respect to,
h b−1 (ν 1 H(x; ·))h b+1 (ν 2 H(x; ·))(ν 1 ν 2 )(x)H(x)dx.
Comparing with
h b ( √ ν 1 ν 2 H(x; ·)) (ν 1 ν 2 )(x)H(x)dx, applied with ν 1 = λη a+1−s and ν 2 = λη a−1−s , we see that to show (4.5), it suffices to prove that, for λ = ν 2 H(x; ·),
which follows from multiplying together the following three inequalities (our earlier proofs establish their validity for all λ ): Proof of Theorem 4.1. We apply induction first on ∆, an upper bound on the maximum degree of G, and then on the number of vertices of G. The base case, for each ∆, is when G has no vertices, in which case the statement is trivial. The only non-trivial case is if G contains a vertex w of degree exactly ∆. As earlier, let V i , i ∈ {0, 1, . . . } ∪ {∞}, denote the set of vertices at distance exactly i from w. First choosing the color on w, we obtain hom λ (G, H) = Ω λ w (x w ) hom µ xw (G − w, H) dx w , where µ xw = (µ v ) v∈V (G−w) is defined by µ v = λ v H(x w , ·) for v ∈ V 1 , and µ v = λ v for all v ∈ V ≥2 . Now, by applying the induction hypothesis on G − w to upper bound the integrand, we have,
Comparing with the right-hand side of (4.6), we see that it remains to prove that
Applying Hölder's inequality to the left-hand side (noting that |V 1 | = d w ), we have
where η v (x) = h dv (λ v H(x, ·)) 1/dv . Thus it suffices to prove that, for each v ∈ V 1 ,
But this is exactly Lemma 4.5(c) with a = d w , b = d v , λ = λ w , µ = λ v , η = η v . Here we are applying the induction hypothesis as d v ≤ d w ≤ ∆, and Theorem 4.1 is assumed to hold for all graphs with maximum degree less than ∆.
