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There is a growing need for better understanding of the processes which control the 
combustion in modern gasoline direct injection (GDI) engines. Large-scale intake-
generated flow structures such as swirl and tumble are known to have a significant 
effect on the combustion behavior and have been widely studied by the automotive 
research community. Traditionally, the standard tools available to assess the in-cylinder 
flow behavior inside an engine are either steady-state flow rigs or research engines with 
optical access. Steady-state flow rigs are used to evaluate the bulk motion using some 
integral parameters such as flow coefficient, discharge coefficient and tumble ratio. 
Whilst the optical engines are used to simulate detailed in-cylinder flow conditions. 
However, optical engines have several issues including limited optical access, cycle-to-
cycle variability and limited range of operating engine speeds. Therefore, a joint project 
between the Universiti Teknologi PETRONAS (UTP) and Ricardo UK LTD to 
combine the advantages of steady-state flow rig and the level of details of optical 
measurements was proposed. The principle aim of this project was to carry out 
comprehensive in-cylinder flow measurements and to validate Ricardo VECTIS CFD 
simulation. Therefore, a steady-state flow rig was used to measure full field velocity 
vector maps using a stereoscopic time-resolved particle image velocimetry technique 
(Stereo-PIV). The in-cylinder flow behavior was investigated in the vertical tumble 
plane at different experimental conditions including; the effect of valve lift, 
measurement plane and pressure difference across the air intake valves. The focus of 
this work was totally on tumble measurements, as modern GDI engines are considered 
as tumble-dominated engines. The results revealed that, the effect of the pressure 
difference across the air intake valves on the flow structure was negligible compared to 
the effect of valve lift. Moreover, increasing the valve lift and pressure difference led 
to high velocities which in-turn increased the strength of the air motion and therefore 
enhanced the turbulent kinetic energy (TKE) and tumble ratio (TR). Furthermore, the 
predictions of the Ricardo VECTIS CFD simulation were in agreement with the 
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velocity vector fields acquired from the PIV measurements. Phase-dependent and 
phase-invariant POD techniques were then utilized to extract the most energetic 
structures and investigating the in-cylinder flow variation and evolution considering the 
effect of valve lift and pressure difference.  
Furthermore, high-speed time-resolved PIV measurements were carried out to 
chronicle the spatial and temporal evolution of air/fuel-spray interaction considering 
the effect of injection pressure and pressure difference across the intake valves. The 
Mie scattering images and the instantaneous velocity vector fields before, during and 
after the injection event illustrated that, the intake generated-tumble motion had a 
significant effect on the fuel spray distortion and distribution inside the cylinder. It was 
concluded that the combination of the flow rig as a qualitative tool and the high-speed 
time-resolved particle image velocimetry and proper orthogonal decomposition as 
quantitative tools offer a new detailed insight into in-cylinder flows and mixture 




Baru-baru ini, terdapat permintaan yang semakin meningkat dalam memahami proses-
proses yang mengawal pembakaran dengan lebih baik terutamanya, dalam enjin 
suntikan langsung (GDI) petrol moden. Struktur aliran masuk yang besar seperti 
putaran dan jatuh dikenal pasti mempunyai kesan yang signifikan terhadap tingkah laku 
pembakaran dan telah dikaji secara meluas oleh industri penyelidikan automatik. Secara 
tradisinya, alatan-alatan standard yang tersedia digunakan untuk menilai tingkah laku 
aliran silinder di dalam enjin sama ada rig aliran keadaan mantap atau enjin 
penyelidikan dengan akses optik. Rig aliran keadaan stabil digunakan untuk menilai 
gerakan pukal dengan menggunakan beberapa parameter penting seperti pekali aliran, 
pekali pelepasan dan nisbah tumble. Manakaia enjin optik digunakan untuk 
mensimulasikan keadaan aliran silinder sebenar. Walaupun merupakan cara yang 
paling tepat, enjin optik mempunyai beberapa isu termasuk akses optik yang terhad, 
variasi antara kitaran dan kelajuan enjin operasi yang terhad. Oleh itu, satu projek 
bersama antara Universiti Teknologi PETRONAS (UTP) dan Ricardo UK LTD untuk 
menggabungkan cara kualitatif rig aliran keadaan mantap dan cara kuantitatif ukuran 
optik telah dicadangkan. Tujuan utama projek ini adalah untuk menjalankan 
pengukuran aliran silinder yang komprehensif dan untuk mengesahkan simulasi 
Ricardo VECTIS CFD. Oleh itu, pelantar aliran keadaan mantap (FEV) telah 
diubahsuai untuk menyediakan akses keterlihatan lengkap untuk aliran dalam silinder 
dan dengan itu, ukuran halaju medan sepenuhnya diperoleh dengan menggunakan zarah 
teknik (Stereoscopic Time-Resolved Particle Image Velocimetry) (Stereo-PIV). Reaksi 
aliran dalam silinder diselidiki dalam satah ‘Tumble’ tegak dalam keadaan eksperimen 
yang berbeza termasuk; ‘Valve lift’, satah pengukuran dan perbezaan tekanan di 
seluruh injap pengangkut udara. Kerja ini lebih bertumpukan kepada pengukuran jatuh, 
kerana enjin GDI moden dianggap sebagai mesin yang dikuasai ‘tumble’. Keputusan 
menunjukkan bahawa, kesan perbezaan tekanan di seluruh ‘Air intake valve’ ke atas 
struktur aliran diabaikan berbanding kesan ‘valve lift’. Selain itu, peningkatan valve 
x 
dan perbezaan tekanan membawa kepada kadar aliran yang lebih tinggi ke dalam 
silinder dengan halaju tinggi yang meningkat di-seterusnya kekuatan gerakan udara dan 
seterusnya meningkatkan tenaga kinetik gelora (TKE) dan nisbah ‘tumble’ (TR). Halaju 
lebih tinggi yang dihasilkan pada ‘Mid-valve-plane’ meningkatkan gerakan udara 
secara keseluruhan di dalam silinder dari segi TKE dan TR yang lebih tinggi berbanding 
dengan pesawat lain. Tambahan pula, hasil simulasi Ricardo Vectis CFD bagi aliran 
silinder pada ‘tumble plane’ tegak pusat adalah selaras dengan medan vector halaju 
yang diambil dari pengukuran PIV. Kedua-dua teknik POD iaitv ‘phase-dependent’ 
‘phase-invarient’ digunakan untuk mendapatkan struktur yang paling bertenaga dan 
menyiasat Perubahan dalam silinder aliran dan evolusi memikirkan kesan daripada 
‘valve lift’ dan perbezaan tekanan. Tambahan pula, kelajuan tinggi masa diselesaikan 
ukuran PIV telah dijalankan untuk chronicle evolusi ruang dan masa campuran udara / 
bahan api memikirkan kesan daripada tekanan suntikan dan perbezaan tekanan 
merentasi ‘intake valve’. Imej Mie yang tersebar dan medan vektor serta-merta 
sebelum, semasa dan selepas peristiwa suntikan menunjukkan bahawa, ‘intake 
generated tumble’ yang dihasilkan telah memberi kesan yang besar kepada 
penyelewengan dan pengedaran semburan bahan api di dalam silinder.Kesimpulannya, 
gabungan rig aliran sebagai alat kualitatif dan ‘time-resolved particle image 
velocimetry’ dan ‘proper orthogonal decomposition’ yang tepat sebagai alat kuantitatif 
dapat memberikan kefahaman terperinci bar uke dalam aliran silinder dan penyediaan 
campuran dan dapat digunakan sebagai alat penyelidikan enjin. 
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CHAPTER 1 
INTRODUCTION 
1.1 Research Motivation 
Motor vehicles are considered to be one of the major sources of outdoor air pollution 
[1, 2]. This is by exposing a huge sector of populations to different types of harmful 
emissions such as carbon monoxide (CO), unburned hydrocarbons (HC) and oxides of 
nitrogen (NOx). The exposure to these harmful emissions is associated with a range of 
serious and chronic diseases i.e. lung cancer and cerebrovascular disease which in worst 
cases lead to early death [3]. In addition, many of pollutants are not associated only 
with adverse health outcomes, but also are implicated in climate changes [4]. It is 
divided into short-lived pollutants which are chemically active gases and aerosols such 
as carbon monoxide and nitrogen oxides and long-lived greenhouse gas (carbon 
dioxide). Therefore, to meet the lower vehicle emissions legislations, two parallel 
actions have been set up by the automotive industry. Firstly, the development of new 
combustion systems such as, variable valve timing (VVT) [2], multi-stage 
turbocharging and gasoline direct injection (GDI) [5]. Secondly, vehicle emission 
standards are set by the regulatory bodies of Europe, Japan and USA. Table 1.1 shows 
the past, present and future European emission standards for spark ignition (SI) engines 
with continuing tendency for reducing the emissions. 
Table 1.1: European emission standards for spark ignition engines [6] 
EURO 5-6 SPARK IGNITION EMISSION LIMITS 
Emissions Unit 





















100 100 100 130 130 130 160 160 160 
NMHC 68 68 68 90 90 90 108 108 108 
NOx 60 60 60 75 75 75 82 82 82 
CO 1.000 1.000 1.000 1.810 1.810 1.810 2.270 2.270 2.270 




In the last century, internal combustion engines (ICE) have been widely developed by 
the automotive industry for powering light and heavy-duty vehicles. Even though 
engine design and technology have improved considerably, research is still continuing 
as the issues of air pollution and market competitive have become increasingly 
important. With the recent regulations and standards for exhaust emissions and fuel 
consumption there is, more than ever, a need for an accurate control of the in-cylinder 
combustion process. It is generally accepted that the in-cylinder flow structures formed 
during the intake stroke have a significant influence on the mixing process and hence 
the combustion behavior of internal combustion engines. The significance of in-
cylinder flow structures is mainly reflected in large eddy formation and its subsequent 
break down into turbulence kinetic energy, as shown in Figure 1.1. 
 
Figure 1.1: The evolution of in-cylinder tumble flow 
In-cylinder flow structures can be divided into two main forms of large-scale 
motions (coherent structures), swirl and tumble. Swirl is the in-cylinder flow where the 
flow rotational axis is parallel to the cylinder axis and usually denoted for compression 
ignition (CI) engines. Tumble is the flow with an axis perpendicular to that of the 
cylinder, as shown in Figure 1.2. 
 





Figure 1.2: Illustration of in-cylinder tumble and swirl flows 
These kinds of large-scale motion mainly rely on the intake port geometry [7-9], 
piston shape [9, 10] and valve lift [11, 12]. Tumble is mostly denoted for modern spark 
ignition (SI) engines. Tumble motion is more decisive than swirl motion for enhancing 
the mixing process and flame propagation rate [13-19]. Therefore, tumble ports are now 
standard means of controlling the combustion process in modern gasoline direct 
injection (GDI) engines. The large-scale tumbling motion is created during the intake 
stroke by restricting the flow rate on the outer side of the intake valve using straight 
ports oriented in such a way that most of the annular air jet exiting the intake valves is 
directed towards the exhaust side. 
Two different methods are used to assess the in-cylinder tumble motion: 
macroscopic and microscopic approaches. The macroscopic methods evaluate the in-
cylinder motion using some integral parameters such as flow coefficient, discharge 
coefficient, swirl ratio and tumble ratio. Steady-state flow rigs are considered as one of 
these methods. A cylinder head is mounted on the flow rig and the air is blown through 
the intake ports at certain valve lifts and pressure differences across the air intake 
valves. The swirl or tumble motion can be measured either from the rotation of a paddle 
wheel placed in the cylinder or using an impulse swirl meter to measure the torque 




the values of torque/paddle wheel rotation and volume flow rate provide a measure of 
the swirling/tumbling intensity and the breathing demand of the engine. On the other 
hand, the microscopic methods can be used to provide comprehensive velocity field 
information about the in-cylinder flow and hence the understanding of the evolution of 
the swirl/tumble motion and its influencing factors. These methods include optical 
engines along with laser diagnostics such as Laser Doppler anemometry (LDA), 
hotwire anemometry (HWA) and particle image velocimetry (PIV). Whilst, the other 
type of microscopic methods is the Computational Fluid Dynamics (CFD) simulation.  
The flow behavior inside the cylinder of modern engines is more complicated in 
which the flow moves with various scales both in time and space. The existing 
techniques (e.g. LDV and HWA) have large limitations leading to un-accurate 
capturing of flow information. This is due to their low spatial and temporal resolution 
as well as the low ranges of frequency associated with these techniques. One of the key 
tools that offer valuable understanding of the instantaneous aerodynamic in spark 
ignition engines is particle image velocimetry (PIV). More recently, a new extension 
was denoted as high-speed time-resolved stereoscopic particle image velocimetry (TR-
SPIV) which enables the possibility to obtain sequences of temporally and spatially 
correlated image pairs. Particle image velocimetry (PIV) is a well-established and 
popular non-intrusive optical measurement technique that is capable of providing whole 
field and instantaneous velocity measurements simultaneously. The main concept of 
PIV is to seed the flow with micro sized tracer particles (seeding particles) with density 
similar to that of the fluid of interest. These particles are illuminated by a high-power 
laser sheet and the scattered light from these particles is captured by means of a charged 
coupled device (CCD) camera. A correlation technique is then applied on the particle 
images in order to extract the velocity vector fields. 
Once the turbulent flow inside the cylinder is captured well, then another problem 
is how to extract useful information from the flow structures and to distinguish between 
coherent structures, turbulence and cycle-to-cycle variability. Coherent structures are 
characterized as distinguishable large-scale flow patterns that contain the maximum 
energy and maintain their shape for relatively long time against dissipation compared 
to small scale flow patterns. The interpretations and characterization of coherent 
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structures solely depend on the method used to identify these structures [20]. Therefore, 
there is a pressing need for accurate choosing of statistical methods for extracting the 
coherent patterns from multidimensional data sets. Several identification techniques 
have been proposed. Reynolds decomposition, Galilean decomposition and low-pass 
filtering are among the traditional approaches. In addition, there are some other new 
promising techniques such as conditional sampling [21], linear stochastic estimation 
[22], two-point correlation [23], critical-point analysis of local velocity gradient tensor 
[24] and wavelets. Recently, the proper orthogonal decomposition (POD) analytical 
technique introduced firstly by Lumley [25] to the turbulence research community is 
considered as a powerful method to extract the most energetic structures in turbulent 
flows. The POD decomposes a set of velocity distributions (snapshots) into a linear 
combination of spatial basis functions or space-dependent POD modes, (denoted 𝜑 ) 
and their corresponding time-dependent coefficients, (denoted C ). 
The purpose of the current research is to combine the steady-state flow rig as a 
qualitative tool, the stereoscopic high-speed time-resolved particle image velocimetry 
(PIV) and the powerful statistical analysis technique proper orthogonal decomposition 
(POD) as quantitative tools so that a detailed flow structures can be acquired.  
1.3 Problem Statement 
Fundamentally, combustion is an exothermic chemical reaction. It is a complex process 
with a large number of sub-reactions which can be expressed through chemical kinetics 
models. The rate and nature of these reactions and hence the combustion phasing is 
controlled by the composition of the reactants, their temperature and the surrounding 
pressure. All combustion developments control these parameters with the aim of 
influencing the main reaction or the combustion phasing. Therefore, there is a need for 
accurate prediction of the temporal and spatial distribution of the charge composition 
in the cylinder and in depth understanding of the charge formation to inform the 
development of advanced combustion systems.  
Numerical techniques coupled to chemical reaction models are effective tools for 
predicting the temporal and spatial composition of the charge. However, the charge 
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preparation processes are very complex and the accuracy of these tools need to be 
validated against detailed in-cylinder measurements. It is well accepted that charge 
preparation is largely influenced by the in-cylinder flow structure. Therefore, the 
understanding of in-cylinder flow characteristics became more than ever a challenge 
for the research community. 
However, the in-cylinder flow measurements are extremely difficult to perform due 
to the compact and closed engine geometry and the high temperatures, pressures and 
velocities involved [26]. Research engines with optical access through the piston and 
the liner are the most elaborate way to perform in-cylinder flow measurements. These 
engines offer the advantage of simulating closely the real engine operating conditions 
and remain the most sophisticated tool for engine design. Although, several studies 
related to GDI in-cylinder flows and their interaction with direct fuel spray have been 
carried out recently using optical engines [27-35], they have suffered from several 
issues. These include the expensive cost, cycle-to-cycle variability, limited optical axis 
to the in-cylinder flow [28], limited engine speed range, dynamics effects and 
complexity of motored engines. It is worth recalling that, one of the main causes of 
cycle-to-cycle variability is the stochastic nature of the in-cylinder air motion [36-40]. 
Particularly, in GDI engines, cycle-to-cycle variability can lead to significant changes 
in air/fuel distribution and flame transport which in the worst cases lead to poor burning 
cycles and subsequently output power reduction and increase in the fuel consumption 
[32, 35, 41-44]. 
On the other hand, steady-state flow rigs have been used to evaluate the in-cylinder 
bulk flow motion. With the advent of new combustion systems to meet the recent 
pollution standards, the in-cylinder flows structures became of significant. Limited 
studies have been proposed by past researchers to gain a detailed information about the 
flow structures using flow rigs. However, these studies were all two-dimensional flow 
measurements while the flow in the cylinder of modern engines is three-dimensional. 
Moreover, another inherent problem was that, the laser reflection caused a significant 
signal degradation for the tumble measurements. 
There is a need, therefore, for research methods that provide details of the 
characteristics of the in-cylinder flow and its interaction with the fuel spray which 
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avoids the complexity, expense and unsteady nature of the optical engines. The aim of 
this project is to develop one such method and to assess its availability and accuracy. 
1.4 Research Objectives 
The objectives of this study are: 
1. To characterize the 3D full velocity vector fields of in-cylinder air flow using a 
steady-state flow rig and stereoscopic time-resolved particle image velocimetry 
(PIV). 
2. To analyze the flow detailed structures using proper orthogonal decomposition 
(POD) techniques. 
3. To investigate the spatial and temporal behaviors of intake air/direct fuel spray 
interaction.  
1.5 Scope of the Research 
The in-cylinder flow characteristics are proven to have a significant impact on the 
performance and emissions of internal combustion engines. Therefore, this work was 
developed as a joint project between the Universiti Technologi PETRONAS and one of 
the world’s leading automotive consultants, Ricardo UK Ltd [45]. The main aim of the 
current study was to apply stereoscopic high-speed time-resolved particle image 
velocimetry (PIV) for studying the in-cylinder air flow and its interaction with the direct 
fuel spray in the cylinder of modern engines. The measurements were carried out on a 
steady-state flow rig. The flow rig was modified and chosen to avoid the cost and 
complexity of motored engines and to allow maximum optical access to the in-cylinder 
flow. The following points outline the scope of the present study.  
 The bulk air motion was assessed at different valve lifts using two different 
techniques, namely paddle wheel and impulse torque meter. The flow motion 
was characterized in terms of measured air flow rate, flow coefficient, discharge 
coefficient and non-dimensional rig-tumble. 
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 RICARDO-VECTIS CFD simulation was validated with those of the 
experimental results from PIV measurements. VECTIS simulations of the same 
cylinder head were set up by using the same boundary conditions in an attempt 
to represent faithfully the experimental arrangement. The validation was limited 
to only three valve lifts and the in-cylinder flow was only compared based on 
flow pattern and velocity magnitude. 
 The Forschungsgesellschaft für Energietechnik und Verbrennungsmotoren 
(FEV) flow rig was modified to measure full field velocity vector maps using a 
stereoscopic time-resolved particle image velocimetry technique (Stereo-PIV) 
in order to examine the effect of valve lift, measurement plane and pressure 
difference across the air intake valves. These three parameters were found to 
have the most effect on flow structures. 
 The interaction between direct fuel spray and in-cylinder tumble motion was 
investigated using high-speed time-resolved PIV through the mid-injector 
plane. The measurements were limited to valve lift 10 mm where the tumble 
vortex was well established and dominated the whole cylinder volume. The 
effect of injection pressure on the interaction process was also investigated at 
two injection pressures 32.5 and 35 MPa. 
 The proper orthogonal decomposition (POD) analytical technique was applied 
to the PIV velocity vector maps to characterize the details of flow structures at 
various valve lifts and different pressure differences. The analysis was carried 
out using two of the most analytical techniques, namely phase dependent and 
phase invariant POD. The POD was found the most efficient method to 
efficiently extract the most energetic structures and provide detailed information 




1.6 Thesis Outlines 
The present thesis is organized into five chapters. The first chapter discusses the 
research motivation, research background, problem statement, research objectives and 
scope of the work. Chapter 2 presents the in-cylinder flow measurement techniques 
including intrusive and non-intrusive ones. In addition to the applications of POD for 
in-cylinder flow analysis. Chapter 3 presents the overall research methodology which 
can be divided into three main sections. The first part concerns the validation with 
Ricardo experimental and simulation work. This includes a detailed description of both 
flow rigs used in the current study, Ricardo and FEV steady-state flow rigs. In addition 
to a complete description for Ricardo VECTIS CFD simulation. The second part 
concerns the description of the particle image velocimetry (PIV) technique. The third 
part concerns the mathematical description of the statistical technique proper 
orthogonal decomposition (POD). Chapter 4 concerns the analysis of the results which 
can be divided into three main sections. The first section represents the in-cylinder air 
flow characterization under different experimental conditions obtained from the 
stereoscopic PIV measurements. This includes the effect of valve lift, the effect of 
measurement plane and the effect of pressure difference across the air intake valves. 
The second section presents the application of proper orthogonal decomposition on the 
in-cylinder flow. The third section presents the results obtained from 2D- high speed 
time-resolved PIV measurements for the interaction between the in-cylinder flow with 
the direct fuel spray. The conclusions drawn from this project and a list of 
recommendations for future work can be found in chapter 5. All appendices are situated 





















































   
CHAPTER 2 
LITERATURE REVIEW 
2.1 Chapter Overview 
This chapter deals with the work conducted by previous researchers on different aspects 
of in-cylinder fluid flows using experimental and numerical techniques inside an engine 
cylinder particularly gasoline direct injection (GDI) engines. Therefore, this chapter is 
divided into five main sections as shown in Figure 2.1. The first and second sections 
show the development of spark ignition engines and how the detailed knowledge of in-
cylinder flows is significant particularly for modern engines. Whereas, the third section 
highlights the in-cylinder flow measurement techniques including intrusive and non-
intrusive methods. The fourth section introduces the particle image velocimetry (PIV) 
technique and highlights its application for in-cylinder flows measurements. While the 
last section puts a spot light on the decomposition technique, proper orthogonal 
decomposition and its applications in in-cylinder flows analysis.  
 
 
Figure 2.1: Map of the topics reviewed in this chapter 
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The key aim behind this chapter is to recognize the research areas which require further 
understanding and more experimental investigations. By identifying these research 
gaps in knowledge, new research investigations can be carried out to provide more 
useful findings and new information which may support other research groups and 
engine developers. 
2.2 Development of Spark Ignition (SI) Engines 
Previously, the problem with engines with carburetor was that they could not work at 
stoichiometric mixtures at various working conditions, therefore three-way catalytic 
converter could not be used in these engines. After that, port fuel injection (PFI) systems 
were used instead of carburetor since 1980’s. In PFI systems, the amount of fuel can be 
metered precisely and injected in the intake port. Therefore, PFI systems offered some 
advantages over the carburetor system in terms of, higher volumetric efficiency and 
thus improved output torque and power, lower exhaust emissions, lower fuel 
consumptions, more rapid engine reaction to variations in throttle position and less 
noise due to less moving parts in the fuel injection system [46]. After that, gasoline 
direct injection (GDI) systems were introduced instead of PFI systems since the 1990’s. 
The air-fuel mixing in GDI engines is an internal formation process in contrast to 
carburetor and PFI systems where the mixing is external, as shown in Figure 2.2. GDI 
engines offered a number of merits over PFI systems in terms of, preventing fuel wall 
film in the intake port, reducing the throttling losses (pumping losses), higher thermal 
efficiency, higher compression ratios, lower fuel consumption, CO2 and HC emissions 




Figure 2.2: Mixture formation systems in the spark ignition engines [49] 
GDI engines can be operated either in stratified charge mode or homogenous charge 
mode, as shown in Figure 2.3. A stratified charge mode (late injection) is utilized at 
lower engine speeds and loads as the fuel is injected late during the compression stroke. 
This mode enables engines to burn very lean mixtures with very high global air/fuel 
ratio which, in turn, cannot be achieved using either conventional carburetors or multi 
point port fuel injection [50]. However, more NOx emissions are generated due to lean 
burn. Therefore, exhaust gas recirculation (EGR) is used during this mode to reduce 
NOx emissions. A homogenous charge mode (early injection) is preferred for higher 
loads and higher engine speeds. The fuel is injected early during the intake stroke so 
more time is available for air-fuel mixture formation [50]. During this mode of 
operations, the engine operates with stoichiometric mixture which, in turn, decreases 
NOx emissions and thus the EGR is not required. The advantages of GDI engine 
technology compared to the PFI system are summarized in the following Table 2.1: 
 









Figure 2.3: Stratified and homogeneous-charge mode [49] 
 
Table 2.1: Improvements in GDI engines compared to PFI engines [51, 52] 
 
In stratified mode, three different combustion systems are used to prepare and 
maintain a combustible mixture at the instant of ignition near the spark plug. These are 
wall-guided, air-guided and spray-guided [53]. The specific differentiation between the 
different combustion systems depends on whether the fuel spray impingement on the 
piston head, the in-cylinder flow field or the fuel spray features and dynamics are used 
to realize the concept of stratification [54], as shown in Figure 2.4. The improvement 
of the first generation of GDI engines has been mainly focused on the wall-guided 
combustion system, while the second generation of GDI is oriented on the spray-guided 
system [46]. However, it is important to acknowledge that regardless of this 
classification, the stratification achievement of real system is accomplished by some 




Figure 2.4: The wall-guided, air-guided and spray-guided GDI combustion systems 
[55] 
2.2.1 Wall-Guided Combustion System 
Wall-guided is categorized as a wide-spacing combustion mode. The injector is located 
away from the centrally situated spark plug in the combustion chamber. The fuel spray 
is redirected towards the spark plug depending on the interaction between the spray 
itself and the especially shaped surface on the piston head [56]. However, more 
unburned hydrocarbons HC and CO emissions are generated because the fuel is directly 
injected on the piston crown subsequently, it cannot totally evaporate [57]. For these 
reasons, there are two main critical challenges facing the development of this 
combustion system, the piston crown optimization and spray/crown matching [46]. 
Moreover, the mixture formation is slightly affected by the in-cylinder flow either swirl 
or tumble motion [58]. 
2.2.2 Air-Guided Combustion System 
In the air-guided combustion system, the injector is still away from the spark plug 
(wide-spacing system). However, the mixture formation around the spark plug is based 
on a well-defined in-cylinder flow. Theoretically, the direct impact of the fuel spray on 
the piston surface head is prevented by the air motion, thus the expected unburned HC 
emission is less compared to wall-guided combustion system. However, any 
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fluctuations in turbulence and cycle-to-cycle variability (CCV) may affect the mixture 
formation process and lead to combustion instability [46]. Moreover, the combustion 
stability deteriorates at lower engine speeds because of the level of strength of air 
motion is reduced.  Therefore, a special design for the intake ports and piston head is 
essential for inducing in-cylinder charge motion and supporting the mixture motion 
towards the spark plug at the instant of ignition over the engine speed range. 
2.2.3 Spray-Guided Combustion System 
The spray-guided combustion system is categorized as narrow-spacing system as the 
spark plug is located near the center of combustion chamber. The narrow-spacing 
concept has the fuel injector positioned with only moderate eccentricity (< 12%) from 
the center of the chamber. The stratification process is enhanced simply by the 
juxtaposition of the spark plug and the fuel injector. Therefore, the stratification 
capability for spray guided system is significantly higher than both wall-guided and air-
guided systems [59]. The spray-guided concept combines the advantage of both 
centrally-located spark plug and fuel injector. For centrally-located spark plug, a 
symmetric flame propagation, higher specific power, higher burning rate, lower heat 
losses and auto ignition tendency can be acquired. For centrally-located direct fuel 
injector, more charge homogeneity than side-mounted injector, reduction in CO and 
smoke emissions and higher ignition stability over the engine operating map can be 
gained [59-61]. However, this combustion system has some shortcomings associated 
with spark plug fouling, sensitivity to fuel spray characteristics variations, and 
reduction of intake valves diameters. 
2.3 In-Cylinder Fluid Motion 
With the recent and prompt development of new technologies in spark ignition engines, 
there is, more than ever, a need for comprehensive knowledge of the air/fuel motion 
within the engine cylinder. It is well documented that the in-cylinder flows generated 
during the intake stroke and modified during the compression stroke have a significant 
effect on engine performance, combustion and emissions [62]. Therefore, it is important 
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to understand the whole process of air inducting into the cylinder which includes the 
flow through the intake valves followed by the large-scale flow structure generation 
inside the engine cylinder. 
2.3.1 Intake Valve Jet Flow 
The flow behind a valve has been widely studied and is now well understood. For a 
single valve with straight perpendicular port exiting into an infinite volume, the induced 
steady flow streamlines form a torus, as some of the fluid particles come back to the 
axis of symmetry of the valve (see Figure 2-5 (a)). Outside this vortex, the main conical 
jet exits the port at an angle determined by the geometry and the valve lift. The vorticity 
lines are perfect which axes coincide with the valve axis (see Figure 2-5 (b)). However, 
in real production engines, the vortex ring can be dramatically distorted by the 
boundaries of the confined space defined by the cylinder walls, the piston top and other 
obstacles such as spark plug or pent-roof surfaces. As the jet impinges onto these 
boundaries, the flow is directed and, in some cases, heavily restricted. For design 
consideration, the inlet valves are rarely centered in the cylinder, thus provoking an 
uneven angular distribution of the flow rate around the valve (see Figure 2.5 (c)). The 
in-cylinder configuration combined with the inlet port geometry determines the final 
shape of the vortex ring. Port design parameters such as the angle formed by the port 
and the valve axis or the curvature have a vast influence on the large-scale flow pattern. 
The shape of the combustion chamber is also determinant as the Coanda effect can be 
used to control the direction of the jet, particularly in pent-roof engines. Helical ports 
can be utilized to enhance the swirl pattern by adding a tangential component to the 
velocity vectors. Valve masking techniques can be applied to control the flow field by 
partially or completely blocking the flow on one side of the valve. The shape of the 
vortex can also be distorted by the incoming flow from other inlet valves or the back-
flow from the exhaust side. 
      The flow through the intake valves is highly dependent on the valve lift [11, 13]. 
Three segments are shown in Figure 2.6 correspond to different valve lifts. At very low 
valve lifts, the flow is highly attached to the valve head and seat. At intermediate valve 
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lifts, the flow starts to separate from the valve head at the inner edge of the valve seat. 
At high valve lifts, the flow is detached from the inner edge of the valve seat as well 
[63]. 
  
Figure 2.5: Flow behind a valve [64] 
 
Figure 2.6: Air flow through the intake valve, (a) low valve lift, (b) intermediate valve 
lift and (c) high valve lift [63] 
2.3.2 Large Scale In-Cylinder Flow Structures and their Significance 
The previous section illustrated the formation of high velocity jet within the cylinder 
resulting from the pressure difference across the intake valves during induction. The 
main objective of the intake system is to convert these forms of jet-like structures 
coming through the intake valves into large-scale motions inside the engine cylinder. 
The in-cylinder flow structures can be divided into two main categories of large-scale 





near a wall 
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rotational motions; swirl and tumble. The distinction between swirl and tumble can be 
achieved through their rotational axis. If the axis of rotation of the large vortex is 
parallel to the cylinder axis, this is called swirl, whereas a rotational structure with a 
main axis perpendicular to the cylinder axis is denoted tumble [65, 66]. Key features of 
both swirl and tumble are presented in Table 2.2. In addition, one of the main concerns 
with GDI engines is the ability to produce a stable mixture during the stratification 
mode of operation. Consequently, tumble motion is notably important to modern GDI 
engines [13, 19, 67]. By the end of the compression stroke, the tumble motion generated 
during intake is expected to break up into small-scale structures leading to an increase 
in turbulence level by the time of ignition. This is in turn speculated to compensate for 
the low flame speed during the stratification mode, enhance the idle stability, improve 
the combustion stability and extend the EGR susceptibility [7, 18, 68]. An example 
showing the benefits of high tumble motion on the combustion process can be seen in 
Szengel et al., [69]. This example demonstrates the increase in turbulence level at the 
time of ignition for an increase in the tumble flow, and how this led to a reduction in 
the burn duration. Figure 2.7 and Figure 2.8 show the variation of turbulence kinetic 
energy and burn duration with different positions of tumble flap located in the intake 
port (tumble level variation), respectively. Therefore, it is significantly important to 
gain a comprehensive understanding of the in-cylinder tumble motion characteristics 
during intake and compression strokes. 
 




Table 2.2: key features of swirl and tumble 
Parameters Swirl Tumble 
Definition [13] Swirl is the in-cylinder flow 
where the flow rotational axis is 
parallel to the cylinder axis 
Tumble is the in-cylinder flow 
with an axis perpendicular to that 




Two-valves and four-valves 
compression ignition engines 
and two valves spark ignition 
engines 
 







- Intake port geometry, 
- Bore/stroke ratio 
- Combustion chamber shape 
- Piston shape 
- Valve lift 
- Intake port geometry, 
- Bore/stroke ratio 
- Combustion chamber shape 
- Piston shape 
















- Helical ports or tangential 
ports.  
 
- Swirl is generated inside the 
intake port prior to induction 
inside the cylinder in case of 
helical ports. 
 
- While tangential ports are 
designed to add a tangential 
component to the velocity 
vectors.  
 
- Using straight ports oriented in 
such a way that most of annular 
jet exiting the valve is directed 
towards the exhaust side. 
 
- Tumble can be enhanced using 
valve masking techniques but to 
the detriment of the engine 
breathing demand at high speed 
or high load. 
 
- Installation of a tumble flap 




Planes parallel to the piston top Planes perpendicular to the 
piston top 
 






Figure 2.8: The influence of tumble on burn duration [69] 
2.4 In-Cylinder Flow Analysis Techniques 
In-cylinder flow measurements are extremely difficult to perform due to the compact 
and closed engine geometry and also to the high temperatures, pressures and velocities 
involved [36]. Several techniques have been used to measure either the bulk flow 
motion or the flow velocities and structures during the inlet and compression strokes. 
Figure 2.9 summarizes the methods used for in-cylinder flow measurements. 






























Figure 2.9: In-cylinder flow analysis techniques 
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2.4.1 Steady-State Flow Rigs 
In the automotive industry, steady-state flow rigs are a standard and economical way of 
characterizing the bulk in-cylinder air motion during the early stages of engine 
development in terms of some integral parameters such as flow coefficient, discharge 
coefficient, tumble ratio and swirl ratio [19, 71]. These measurements are used to assess 
the design of the engine intake ports and the combustion chamber concerning the engine 
flow capacity and the in-cylinder flow pattern of the charge motion. This is accordingly 
of a great interest to the engine combustion, performance and emissions. The main 
principle is that, a dummy cylinder is fitted onto the cylinder head and air is blown 
through the intake ports at a certain valve lift and pressure difference across the intake 
valves [19]. The engine flow capacity is mainly assessed by using the ratio of the 
measured air flow rate to the theoretically calculated air flow rate through a certain 
reference area in the port/valve assembly. This flow rate ratio is normally called ‘flow 
coefficient’ or ‘discharge coefficient’ depending on which flow area is used as the 
reference. Figure 2.10 depicts the difference in reference area between the flow 
coefficient and the discharge coefficient. 
 
Figure 2.10: The reference area in the port/valve assembly, (a) reference area for 




Whilst, two intrusive methods associated with the steady-state flow rigs can be used 
to measure either the swirl or tumble rotational motion as a function of valve lift for a 
given pressure difference across the air intake valves, namely paddle wheel 
anemometer and torque meter [71]. The first intrusive method is a paddle wheel 
anemometer placed in the cylinder. The tumble level is gained by assessing the 
rotational speed of a paddle wheel with an axis perpendicular to the cylinder axis. While 
the swirl level is gained by measuring the rotational speed of a paddle wheel with an 
axis parallel to the cylinder axis. The main concerns with this method are due to the 
disturbance of the flow, friction of the wheel bearing and slip between the vanes and 
the flow [71]. On the other hand, the second widely adopted method now employs the 
impulse swirl meter to measure the torque exerted by the flow. This meter consists of a 
honeycomb flow straightener mounted at a certain distance from the cylinder head 
(usually 1.2 bore diameter). This technique has been extended to tumbling motion by 
fitting a tumble adaptor, such as those used by Ricardo [73], which converts the tumble 
motion in the cylinder into a swirling flow in the extended perpendicular pipe. Two 
common configurations of the tumble adaptor are used, the “T-type” and the “L-type” 
[74]. For each value of the intake valve lift, the values of torque and volume flow rate 
provide a measure of swirling or tumbling intensity and the breathing demand of the 
engine. Figure 2.11 depicts the techniques used for tumble measurements on steady-
state flow rigs. Unfortunately, no standardized testing methodology exists at present 
and great care has to be taken when comparing data coming from different sources [75]. 
Hongming Xu illustrated a comprehensive review of the most widely adopted 
techniques [71]. 
The main advantage of the steady-state flow rig remains its simplicity and cost 
effectiveness. Moreover, it is widely used in the automotive industry and has become a 
standard tool in engine port design. On the other hand, the disadvantage of the steady-
state flow rig is that in its standard form it only supplies integral values of the flow, 
with no information regarding the flow structures. These flow structures are now 




Figure 2.11: Configuration for tumble test methods, (a) the “T-type” tumble adaptor, 
(b) the “L-type” tumble adaptor and (c) paddle wheel [74] 
2.4.2 Optical Engines Along with Laser Diagnostics 
An internal combustion (IC) engine that permits for optical access to the 
combustion chamber is denoted as an optical engine, as shown in Figure 2.12. Optical 
engines are the most elaborate way to perform in-cylinder flow measurements. The 
engine is operated in the closest conditions to reality while optical access through the 
piston, the liner or the cylinder head makes measurements and sometimes visualization 
possible. These engines are usually coupled to a dynamometer to provide the torque to 
motor them or to apply the necessary load. They can be operated either in a motored 
mode to study the flow during the intake and compression stroke or in a fired mode to 
investigate the injection and combustion processes. Even though, these engines offer 
the advantage of simulating the real engine operating conditions they are very complex 
and therefore usually more expensive and time demanding than other simpler set-ups. 
An optical access of the complete engine cylinder needs to be available which is very 
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expensive, and in such a severe environment the measurements are difficult to perform. 
Moreover, the application of optical measurements in IC engines is also associated with 
several practical experimental difficulties. These include gaining optical access into the 
engine cylinder, providing a guiding path for the illuminating light sheet and choice of 
seeding particles [28, 76, 77]. It is worth recalling that, limitations related to optical 
access, physical space surrounding the engine, thick curved glass cylinder, and engine 
vibrations caused major issues in PIV measurements and affected the accuracy of 
experimental results [76]. Moreover, their operation is limited to engine speeds below 
2000 rpm. The high-speed operation limit is a result of vibration issues, increased 
temperatures and unwanted oil films developing on the optical surfaces. Accordingly, 
In-cylinder flow measurements at high engine speed range has not been investigated 
except the trials of Stansfield et al. [77, 78]. Optical engines operate usually along with 
optical measurement techniques such as laser Doppler velocimetry (LDV) and particle 
image velocimetry (PIV) to the study of in-cylinder flow processes. The following 
sections provide an overview of different visualization techniques used to quantify the 
in-cylinder flows, including their advantages and disadvantages. These techniques can 
be divided into single point and whole field measuring techniques. 
 




2.4.2.1 Single-Point Measurement Techniques 
The application of hot wire anemometry (HWA) and, Laser Doppler Velocimetry 
(LDA) to engine flow studies, allowed detailed qualitative study of in-cylinder flow 
through single point measurements of velocity. Hot wire anemometry (Figure 2.13), 
however, suffers from directional confusion, is intrusive and the weakness of the probes 
and calibration issues prohibit their use in many conditions within real engines.  
 
Figure 2.13: Schematic of hot wire anemometer system [80] 
By contrast, Laser Doppler Velocimetry introduced first by Yeh and Cummins in 
1964 [81], (Figure 2.14) is non-intrusive and limited engine modification is required in 
the form of optical windows. LDA utilize the Eulerian approach that measures the 
velocity of flow particles as they pass the point of measurement (it is known as 
measurement volume). The measurement volume is easily traversed through the flow 
for velocity profile measurement without interfering with the flow structure [82, 83]. 
LDV measurements in steady flow rigs have contributed much to the knowledge of the 
behavior of valve flows at different valve lifts [84]. Even though LDA techniques 
remain the most adapted methods for the measurement of velocity and turbulence in 
unsteady flows, the fact that they are point-wise techniques is a serious limitation for 
the study of large-scale flow structures. Attempts, have therefore been made to 
overcome the limitations of single point measurements while avoiding the practical 
considerations and data reduction problems associated with whole field techniques. 
Even though these developments have gone some way to overcoming the limitations of 
single point measurements the need for truly whole field flow visualization and 
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measurement has seen an increase in the application of particle tracking and particle 
image velocimetry. 
 
Figure 2.14: Schematic of LDV system (Dantec Dynamics) 
2.5 Whole Field Measurement Technique 
The full field metrology technique identified as particle image velocimetry (PIV) was 
first introduced by Pickering [85] and Adrian [86] in the mid-1980. The technique is 
derived from laser speckle velocimetry (LSV) which itself was an adaptation of laser 
speckle photography (LSP) to fluid flow measurements. The principle of laser speckle 
technique is to obtain optically Young’s fringes from speckle images and to extract 
velocity components from the fringe patterns. PIV is a class of methods used in 
experimental fluid mechanics in order to determine instantaneous velocity vector fields 
by means of measuring the displacement of seeding particles (tracer particles) 
suspended within the flow over a known time separation [28]. Therefore, a careful 
selection of the geometric and physical properties of these particles is highly 
recommended to ensure that the particles faithfully follow the highest frequency 
structure within the flow [87, 88]. For 2D-PIV measurements, a high-power laser light 
sheet illuminates the area of interest (field of view-FOV) over which velocity 
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measurements are to be calculated. The light scattered by these seeding particles as they 
pass through the laser sheet is recorded by means of a Charged Coupled Device (CCD) 
camera, positioned perpendicular to the laser sheet. This camera works mainly on a 
double frame mode, as each image pair has two frames in which the time between these 
frames should be known. Capturing successive image pairs of the particles enables the 
velocity of the particles to be calculated. A spatial cross correlation is used to determine 
the particle displacements between image pairs, enabling two in-plane velocity 
components to be calculated over the field of view [32, 89]. The main principle of PIV 
technique is depicted in Figure 2.15. The recent development in both camera and laser 
specifications has led to the development of high-speed PIV systems allowing two-
dimensional velocity vector fields to be captured at kHz rates. These systems provide 
the opportunity to quantify the temporal and spatial development of in-cylinder flow 
structures.  
 
Figure 2.15: Schematic of experimental setup for 2D PIV measurement (Dantec 
Dynamics) 
In spite of all its advantages, the classical PIV (2D-2C) technique underlies some 
disadvantages which includes the absence of the out-of-plane velocity component. This 
may lead to considerable measurement errors of the local velocity vector particularly 
in case of highly three-dimensional flow [90]. One of the approaches capable of 
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recovering the complete set of velocity components is the additional PIV recording 
from different viewing axis utilizing a second camera. Therefore, the most recent 
application of PIV is termed as stereoscopic high-speed PIV. The main principle of 
stereoscopic configuration is to record the flow with two synchronized cameras at 
different view angles. The three components of the velocity vectors can then directly 
be obtained from the two measured vector fields [76, 90]. A schematic of stereoscopic 
set up is presented in Figure 2.16. Further details of the PIV setup and analysis 
procedures for 2D and stereoscopic measurements is provided in Chapter 3. 
 
Figure 2.16: Experimental setup for Stereoscopic PIV in an optical research engine 
[76] 
Basically, almost all quantitative measurements of fluid flow before the advent of 
PIV were carried out using single-point probes that measure different quantities in the 
flow for instance, velocity, and temperature and pressure measurements [91, 92]. These 
single-point measurements have a number of demerits because of measurements are 
carried out only at a single-point at a time and information about the underlying flow 
pattern is missing. Moreover, there is difficulty of taking spatial derivatives 
instantaneously which impedes getting information about a number of useful fluid 
mechanical properties such as rate of strain, vorticity and viscous dissipation. 




 PIV is a measurement technique for measuring two or three components of 
velocity in a variety of flows. 
 PIV is well-established non-intrusive optical measurement technique. This 
allows the application of PIV in places where the flow may be disturbed by the 
presence of probes as in high speed flow with shocks or in boundary layers near 
to the wall. 
 PIV combines the quantitative nature of single-point measurements techniques 
such LDA and Phase Doppler Anemometry (PDA) and instantaneous 
measurements at multiple measurements (whole velocity field), which is more 
valuable for cases such as studying of coherent structures in turbulent flows. 
 Due to the high data acquisition rate of PIV, testing time can be reduced 
especially in huge test sections such as, large wind tunnels. 
 PIV is a powerful technique for computational fluid dynamics (CFD) codes 
validation. 
2.5.1 The Applications of PIV for In-Cylinder Flows Measurements 
As a consequence of the disadvantages of single-point measurements, researchers were 
attracted to use PIV to understand the complex in-cylinder flow evolution in internal 
combustion (IC) engines. The first applications of PIV to an IC engine was carried out 
by Reuss in 1989 [93]. More recently, a variety of experiments were carried out through 
the whole process of air and fuel mixing process using PIV in one engine cycle of a 
gasoline direct injection engine, as shown in Figure 2.17. These included the 
characterization of air flow through the intake and compression strokes [44, 70, 76], 
fuel spray, air/spray interaction process [16, 27, 33, 94], flame propagation and its 
interaction with the in-cylinder flows. In addition, by measuring multiple cycles, the 
study of cycle-to-cycle variability was achieved [28, 95]. The following sections 
provide a detailed information regarding the applications of PIV for in-cylinder flows 




Figure 2.17: PIV measurements in gasoline direct injection optical research engines 
2.5.1.1 Effect of Engine Parameters and CCV on Spatial Flow Structures Using PIV 
The engine parameters have a substantial influence on preparing a proper air fuel 
mixture in the cylinder in order to achieve faster combustion, improved fuel economy 
and reduced emissions [70]. The in-cylinder flow field structures strongly rely on the 
intake port profile and configuration [7, 8, 65, 96] as well as the shape of the combustion 
chamber [10, 97-100] and the piston crown shape [9, 10]. Moreover, cycle-to-cycle 
variations (CCV) understanding is considered one of the key challenges in modern 
engine design [10, 101]. Cyclic variations have significant effects on the air/fuel mixing 
process, and the combustion process because of the variations in the in-cylinder flow 
structures during the intake and compression strokes. There are many bad effects 
because of these instabilities which include, changes in the early flame kernel 
development and the combustible mixture might be transported away from the spark 
plug or it might arrive at an unfavorable crank angle which lead finally to incomplete 
combustion that increases emissions [32-34]. Therefore, the investigation of cycle-to-
cycle variations through flow measurements are a key topic in the literature. Figure 2.18 
presents an example for CCV in peak cylinder pressure generated inside the engine 
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cylinder. Considerable researches have been implemented using PIV to evaluate the 
effect of geometric and operating parameters and CCV on in-cylinder flow structures. 
Table 2.3 depicts a summary of PIV measurements in GDI engines for in-cylinder flow 
measurements. 
 
Figure 2.18: Pressure vs. volume for optical engine highlighting CCV in peak cylinder 
pressure [79] 
 
Table 2.3: Summary of PIV applications for in-cylinder flows measurements in GDI 
optical research engines 
First 
Author 
Year Engine parameter PIV-
Configuration 
Main Conclusions 
Y Li [102] 2004 -Partially shrouding the 
lower periphery of the 
intake valves to produce 
a strong tumble motion 




- Large-scale tumble vortex was 
formed at the end of the intake 
stroke and remained towards the 





2007 -Effect of engine speed 
until 3500 rpm 
 
-Add a discussion of the 
issues arising from 
applying the PIV at 
engine speeds higher 
than normally reported. 




At higher engine speeds: 
- Optimization of the PIV system 
was difficult due to the greater 
dynamic velocity ranges in the 
cylinder and the pressure wave 
fluctuations from the inlet and 
exhaust system. 
- Reducing the homogeneity of 
seeding particle density. 
- Maximum frame rate of the 
camera was unable to capture an 






Effect of engine speed  - 2D-2C PIV -The overall in-cylinder tumble 

















on crank angle position 
irrespective of the engine speed. 
-Both average and max TKEs 
were higher at full intake valve 
opening position and higher 
engine speeds. 
-Large CCV of the flow field 
were observed, which were 
quantified by variations in the 
TKE, and the location of the 




2009 -Effect of different piston 
crown shapes at engine 
speed 1000 rpm 




The pentroof-offset-bowl piston 
showed improvements of about 
41% and 103 % in the TR and 




2010 -Effect of intake 
manifold orientation on 
in-cylinder tumble flows 
- 0, 30, 60 and 90° intake 
manifold orientation 
angles were used.  




-90° intake manifold orientation 
showed an improvement in TR 
and TKE compared to other 
orientations considered. 
- The in-cylinder tumble flow 
structures 
were greatly affected by fluid 






-Effect of measurement 
plane. 
- 2D-2C PIV 
 
-The vector fields confirmed the 
flow within the cylinder to 




2015 - Effect of valve lift (6.8 
mm, 4.0 mm and 1.7 
mm) 
- 2D-2C PIV 
- two vertical 
tumble plane 
-The ensemble averaged flow 
fields showed that higher valve 
lifts produced stronger vertical 
flows which turned more toward 
to the piston top and finally 
formed large scale tumble flow 




2016 -Effect of crank angle 
-Effect of compression 
ratio 
-Engine speed  




-The in-cylinder flow was highly 
dependent on crank angle 
position 
- The level of TKE is higher at 
higher engine speeds. 
-Increasing the compression 
ration decreased the TKE and 
TR. 
 
 J. Bode 
[28] 
2016 -Three dimensional 




resolved PIV at 
central tumble 
plane and mid 
valve plane 
simultaneously 
-Tumble motion evolution in dual 
planes were presented. 
-The highest velocities were 







2017 -The in-cylinder flow 
evolution during intake 
and compression strokes 







-The randomness of air-flow 
fields during the intake stroke 
was very high, which became 
more homogeneous during the 
compression stroke. 
-By the end of compression 
stroke, there was a breakage of 
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large-scale flow structures 
because of lower cylinder 




2018 Effect of large-scale flow 







-In-cylinder large-scale flow 
features caused a significant 
CCV of flame development from 




2018 Effect of large-scale flow 
features on combustion 
CCV 
2D-2C high-




-The analysis showed the high 
relevance of a detailed analysis of 
the large scale in-cylinder flow 
structures like the tumble vortex 
and their mutual interaction to 
understand combustion CCV. 
2.5.1.2 In-Cylinder Flow/Fuel Spray Interaction 
In the development of GDI engines, the injection process is considered to play a vital 
role in the effort to achieve a proper control of the mixing and combustion processes 
[94]. The crucial task is to gain the required fuel spray atomization and distribution 
inside the combustion chamber, in a wide range of engine operating conditions. 
Moreover, the correct matching between fuel spray characteristics and in-cylinder air 
flow is essential to achieve the required mixture specification under each operating 
condition [94]. Laser diagnostics enable detailed investigation through high spatial and 
temporal resolutions particularly, the application of high-speed time-resolved PIV. The 
summary of the high-speed PIV application to air and spray interaction in GDI engines 
is given in Table 2.4. 
 
Table 2.4: Summary of PIV applications to air /spray interaction 
First Author Year PIV-Configuration Main Conclusions 
B. Peterson 
[16] 
2009 -Simultaneous application of 2D 
high-speed PIV and planar laser 
induced fluorescence (PLIF) of 
biacetyl (fuel concentration). 
-The measurements showed a 
substantial increase in equivalence 
ratio, velocity magnitude, shear strain 
rate, and vorticity values with large 




2014 -2D-2C a novel high-speed two-
phase PIV 
 
-In constant volume chamber 
-The high-speed two-phase PIV 
technique provided an efficient 
diagnostic tool for simultaneous two-
phase flow measurements. 
-During the spray injection, the 
kinetic energy of the ambient gas 
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increased rapidly due to the spray 
injection momentum input and the 
momentum transfer process was 
enhanced. 
 
Wei Zeng [33] 2014 -Simultaneous 2D-2C high-speed 
PIV and spray images. 
-The CCV of the in-cylinder flow 
speed prior to injection was measured 
to be higher at 2000 rpm compared to 
1000 rpm. 
- The injected liquid spray reduced the 
flow-speed cyclic variability after 
injection.  
-The flow, fuel/air mixing and heat-
release rate were dominated by the 
spray, but the intake-generated gas 
flow contained sufficient momentum 
to affect the mixing rates and 
turbulence level and thereby caused 
CCV of the stratified combustion, 




2015 -2D-2C high speed PIV  
-Mid injector vertical plane 
- Introducing a tumble flap in the 
intake manifold to control the 
tumble intensity 
 
Under high tumble ratio condition:  
-The maximum shear strain rate of the 
spray increased  
-The contact area between the spray 
droplets and air became larger 
-The momentum exchange between 
them was intensified 
Wei Zeng [35] 2015 -2D-2C high speed PIV  
-Vertical tumble plane between 
the injector tip and the spark plug. 
-Single injection strategy 
- Differences in radial penetration 
between spray plumes and spray 
angles were observed as a result of in-
cylinder flow variability. 
 Roman Stiehl 
[43] 
2016 -Time-resolved PIV in plane of 
symmetry and Mie-scattering of 
fuel droplets 
- Temporal evolution of the in-
cylinder flow field and spray 
formation 
- Trible injection strategy 
-During the first injection, substantial 
momentum was added to the gaseous 
flow. 
-Shear forces between the spray and 
surrounding air generate local 
vortices that contributed significantly 
to the local turbulent flow field. 
Turbulence levels were increased and 
length scales were locally modified 
-CCV of the large-scale tumble vortex 
had a big impact on the spray shape of 
the second injection, in contrast, the 
first injection was unaffected. 
B. Peterson 
[27] 
2016 -3D-3C high speed tomographic 
PIV 
-Single injection strategy 
- PIV measurements spatially 
quantified the increase of turbulent 
kinetic energy, shear and vorticity 
from injection and distributions were 
compared against non-injection 
operation. 
Hao Chen [94] 2018 -2D-2C high speed PIV & Mie-
scattering of the fuel spray 
-Mid injector tumble plane 
-Spray changed the air flow structure 
shortly after the fuel injection, and 




2.5.1.3 PIV Applications on Steady-State Flow Rig 
As discussed before, steady-state flow rigs have been used by many researchers to 
quantify the in-cylinder bulk flow inside an engine cylinder during the early stages of 
engine design. However, with the development of internal combustion engines 
particularly, in GDI engines, the detailed flow structures became very significant. To 
obtain these detailed information, optical techniques such as LDA and PIV have been 
used. There is no much literature on the application of particle image velocimetry on a 
flow rig. One of the first attempts to apply PIV for such measurements on steady-state 
flow rigs was carried out by Graham Pitcher et al. [109]. The authors illustrated that the 
major advantage observed from the PIV work was the ability to image full plane data 
in two components. However, the reflections from the glass liner were found to cause 
significant signal degradation for the tumble measurements and indicated that more 
work needs to be done for this particular issue. Figure 2.19 shows the experimental set 
up and the carried-out steps of pre-processing to solve the problem associated with laser 
reflection for tumble plane measurements. Saud Binjuwair et al. [110] conducted an 
experimental study to investigate the in-cylinder flow structures under steady-state 
conditions of model cylinder head using 2D-PIV measurements in the swirl and tumble 
planes. The experiments were conducted at two pressure drops of 250 and 635 mmH2O 
that correlated to engine speeds of 2500 and 4000 rpm respectively. However, the 
authors stated also that the measurements in the vertical tumble planes were not reliable 
as a result of the flare noise that was caused by cylinder liner reflections or by higher 
levels of seeding within the cylinder. B.M. Krishna et al. [111] investigated the in-
cylinder flow pattern around the intake valve using 2D-PIV on a flow rig at different 
air flow rates considering the mid valve vertical tumble plane and fixed values of valve 
lifts. The results illustrated that the tumble ratio was higher at higher intake valve 
opening and was not much affected by the air flow rates. More recently, Jean Rabault 
et al. [19] used planar 2D-PIV considering the swirl plane to investigate the flow 
structures generated by parallel valves diesel-engine cylinder head (High Swirl 
Configuration (HSC) prototype) through test-bench measurements at constant pressure 
drop of 100 mmH2O. In the swirl plane, complex jet-dominated vertical structures were 
detected close to the cylinder top. Moving away from the cylinder top, a counter-
rotating vortex-pair structure was observed from which a single coherent swirling 
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structure develops further down the cylinder. By introducing a strong swirling motion, 
the flow was stabilized which was seen by tracking the instantaneous position of the 
swirl center. 
 
Figure 2.19: (a) PIV set up for measurements in the vertical plane, (b) raw image, (c) 
background subtraction and (d) intensity normalized [109] 
2.6 Relation between Steady-State Measurements and those in Optical Engines 
One of the most significant factors is the relationship between the in-cylinder flow 
measurements under steady-state and those measurements in motored optical research 
engine. Through the literature, only one study was carried out for that specific purpose 
[112]. The in-cylinder flow measurements were carried out using laser doppler 
anemometry (LDA) on both steady-state flow rig and optical research engine 
considering almost similar conditions for comparison. The author illustrated that cycle-
to-cycle variability (CCV) is one of the main problems associated with real engine 
operation. Figure 2.20 Shows the in-cylinder flow velocity measured by LDA for four 





(b) (c) (d) 
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cycles along with the ensemble average for all cycles considered. Moreover, the main 
difference between both measurements is that the pressure difference across the intake 
valves is variable during the intake stroke because of the motion of the piston and intake 
valves. Therefore, for matching the conditions between the two systems, the velocity 
measured on the flow rig was normalized by the mean velocity calculated based on the 
air flow rate (the mean velocity is equivalent to the mean piston speed in real engine). 
While mean velocity measured on real engine was normalized by the instantaneous 
piston speed to reflect the transient nature of the flow. The comparison was performed 
for the normalized velocities and tumble ratio calculated on both systems. The results 
revealed that, the tumble ratios and flow structures measured on the flow rig using LDA 
gave a closer approximation to those measured on motored engine considering same 
experimental conditions. The transient nature of the flow in the engine appeared to have 
a little effect on the flow field. The authors finally revealed that the steady-state flow 
measurements can be used to provide good expectation of the tumble pattern in real 
engine. Figures 2.21 shows a comparison between the normalized velocities measured 
on flow rig and motored engine using LDA at valve lift 8.5 mm considering the mid 
cylinder tumble plane. 
 
Figure 2.20: The flow velocity for four engine cycles along with their ensemble 




Figure 2.21: Comparison between the normalized velocities measured by LDA on 
both flow rig and motored engine at valve lift 8.5 mm [112] 
2.7 Computational Fluid Dynamics (CFD) 
Computational Fluid Dynamics (CFD) simulation of the in-cylinder flow is another 
alternative method which can be used to understand and predict a wide range of 
phenomena which occur during the full four-stroke cycle of an IC engine. The term 
encompasses both numerical modelling and finite element computational fluid 
dynamics. With the continuously decreasing cost of computer power, it can be foreseen 
that CFD will become a fast and accurate means of predicting engine behaviour. 
However, the simulation of a full cycle internal engine can still be considered as one of 
the most difficult problems to be modelled by CFD since it involves moving 
boundaries, complex heat transfer, turbulent flows, combustion, etc. Furthermore, 
experimental research has shown that small variations in the inlet port shape could lead 
to dramatic changes in the combustion characteristics, which indicated that the problem 
is likely to be extremely sensitive to parameters such as the mesh geometry and the 
initial conditions. The development and validation of CFD codes for internal 
combustion simulation was firstly discussed by Khalighi et al. in 1995 [113, 114] for 
SI engines. It was clear from these publications that CFD as a diagnostic tool in engine 
research remains immature and that the time and cost for the analysis is still high. 
However, the published results already show that CFD can provide detailed insight into 
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in-cylinder processes which cannot at present be obtained by another technique. As 
Khalighi et al. [114] concluded in their article,” it is not anticipated that CFD will ever 
replace experiments, but rather that there will be an evolving blend of CFD and 
measurements”. In parallel to experimental investigations, simulations have been used 
to generate additional knowledge. Reynolds-averaged Navier-Stokes (RANS) and 
large-eddy simulations (LES) are powerful computational tools to predict engine flows 
and are widely used for the design and optimization of engine development [19]. 
Starting with Reynolds Averaged Navier-Stokes (RANS) simulations, considerable 
researches have been conducted, simulating the effect of engine geometric parameters 
on in-cylinder flow structures studies [12, 50, 62, 115-117], predicting the in-cylinder 
tumble motion [13, 104]. The increase in computer power has allowed more accurate 
Large Eddy Simulations (LES) [118-121]. More recently, Direct Numerical 
Simulations (DNS) have been performed for idealized engine configurations to 
investigate the origin of cycle-to-cycle variations [122, 123]. Despite progress 
accomplished in engine flow simulations [124], simulating configurations reproducing 
in detail a true engine remains challenging. As a consequence, experiments cannot be 
by-passed and are required to build knowledge about specific engine configurations and 
generate data that can be used to validate simulations [19, 104]. 
2.8 Velocity Field Decomposition Techniques 
It is of significant importance to analyse spatially and temporally the structures 
embedded in the instantaneous velocity data sets in order to understand the nature of 
turbulence. Despite being random in nature, turbulent flow has large-scale regular flow 
structures which can be described as coherent structures. It is commonly acknowledged 
that since its inception, coherent structures studies became significant for acquiring new 
visions related to dynamics, kinematics and scales of turbulent flows. Coherent 
structures are characterized as distinguishable large-scale flow patterns that contain the 
maximum energy and maintain their shape for relatively long time against dissipation 
compared to small-scale flow patterns [125]. Basically, the interpretations and 
characterization of coherent structures solely depend on the method used to identify 
these structures [20]. Therefore, there is a pressing need for accurate choosing of 
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statistical methods for extracting the coherent patterns from multidimensional data sets. 
Several identification techniques have been proposed. Reynolds decomposition, 
Galilean decomposition and low-pass filtering are traditional approaches [126]. In 
addition, there are some other new promising techniques such as, two-point correlation 
[23], critical-point analysis of local velocity gradient tensor [24], wavelets [127] and 
proper orthogonal decomposition (POD) [39]. The selection from these identification 
techniques rely on the nature of coherent structures to be investigated for particular 
purposes. Some of these techniques are suitable for extracting small scale eddies while 
the other is suitable for extracting large scale eddies. Thus, the investigation of coherent 
structures requires an accurate, unbiased and statistical method which can exploit the 
quantitative nature of the data to extract coherent patterns from multidimensional data 
sets. POD is one such efficient method that takes advantage of the spatial information 
of the multipoint instantaneous velocity fields acquired either from experimental PIV 
measurement or numerical simulations [20]. 
2.8.1 Proper Orthogonal Decomposition (POD) 
POD is a statistical and powerful mathematical tool that decomposes a set of velocity 
distributions into a linear combination of spatial basis functions (or empirical 
eigenfunctions) (or empirical orthogonal functions) (or space-dependent POD modes, 
(denoted 𝜑 ) and their corresponding time-dependent coefficients, (denoted C ) [39, 
128]. The source data for this technique can be either experimental PIV data, or 
numerical simulation data. 
POD is truly efficient for extracting the dominant energetic structures of a multi-
dimensional process while employing only a few modes. The classical POD technique 
was firstly presented to the turbulence research by Lumley [25] however, it was 
restricted because of high computational power. While the snapshot POD technique 
was introduced by Sirovich [129] which proved to be an efficient method and has many 
potentials in fluid mechanics, as illustrated by Berkooz et al. [130] and Bakewell et al. 




2.8.1.1 POD Applications in Internal Combustion (IC) Engines Flows 
Recently, POD has been adopted for the analysis of the in-cylinder flows inside internal 
combustion engines [39]. POD was conventionally used to extract an optimal set of 
dominant (in terms of kinetic energy) spatial modes (coherent structures 
identifications), so that only a small number of modes was needed to represent a 
particular engine flow condition. However, the application was daunting, and physical 
interpretation of proper orthogonal decomposition was ambiguous. Therefore Hao 
Chen et al. [39, 128] proposed practical procedures for the application of POD to IC 
engine flows. The POD analysis was performed on synthetic velocity vector fields with 
known characteristics in order to extract some fundamental properties of the POD 
technique. These data were used to reveal how the physical properties of coherent 
structures were captured and distributed among the POD modes, in addition to illustrate 
the difference between subtracting and non-subtracting the ensemble average prior to 
conducting POD on datasets. With the recent development in optical diagnostic 
techniques, high-frame rate imaging for hundreds of engine cycles have been enabled 
[132, 133]. Thus, a powerful and sophisticated analysis tool for extracting useful 
information from the complicated data set and revealing the cyclic variability was 
highly required. POD technique was proposed to fulfil this need. The POD analysis 
technique was implemented for the first time to reveal the cycle-to-cycle variation of 
pulsing spray characteristics of GDI engine by Hao Chen et al. [134-136]. The physical 
interpretations of different modes and their corresponding coefficients on cycle-to-
cycle variations of spray characteristics were identified. Specifically, the first mode 
pattern mostly captured the ensemble-averaged spray pattern, and the coefficients of 
mode 1 were used to identify the intensity variation among the different cycles of spray. 
The second mode pattern and its coefficients provided the quantification of the spatial 
variation of the spray plume distribution. Mode 3 and higher modes further identified 
the cycle variations of the small-scale spray structures. Hanyang Zhuang et al. [137] 
combined high-speed time-resolved PIV and POD to determine the ensemble average 
and variations of the flow field structure among 200 cycles in diesel engine considering 
the swirl plane. The first POD mode showed the most dominant flow fields which were 
similar to the ensemble average PIV data while the higher modes captured the smaller 
structural variations of the flow field. Moreover, Hanyang Zhuang et al. [138] extended 
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their work to study the effect of intake air swirl ratio (SR) on the flow structure by 
applying the POD technique. The intake air swirl motion was achieved by adjusting the 
opening of a swirl ratio (SR) control valve which was installed in one of the two intake 
ports. The results illustrated that combining the PIV and POD analysis provided more 
physical insights into the engine in-cylinder flow process. The first modes captured the 
dominant flow structure containing more than 50% of the total energy. While the first 
POD mode coefficients were highly correlated with the measured SR. A strong linear 
regression with the coefficient of determination (R2) of 0.9692 was found, as shown in 
Figure 2.22. This result confirmed that the SR, which represented the strength of swirl 
motion, was linearly proportional to the increase in mode 1 coefficients. 
 
Figure 2.22: The correlation of POD mode 1 coefficients and the measured SR at 
different swirl control valve positions [138] 
Two main POD approaches can be used to process the in-cylinder turbulent flow 
datasets, which are “phase-dependent POD” and more recently “phase-invariant POD”. 
The phase-dependent POD approach is to implement the POD at each phase of the flow 
separately. Whilst, on the other hand, the phase-invariant POD approach is to perform 
the POD over all available phases of the flow at the same time [67]. With the phase-
invariant POD method proposed firstly by Fogleman [139], the velocity fields from 
different phases are decomposed into a single set of POD modes. In this manner, the 
POD modes can be used to represent any phase of the flow. In addition, the changes of 
the POD coefficients over different phases demonstrate how the flow evolves within 
 
44 
engine cycles [138]. Phase-invariant POD not only focused on resolving the cycle-to-
cycle variations but also revealing the temporal properties of the flow. Very recently, 
Liu et al. [140], and Abraham et al. [141] performed phase-invariant POD on both the 
experimental dataset (high-speed PIV) and simulation (large eddy simulation, LES) 
with the attempt to (1) investigate the flow evolution and variations; and (2) validate 
the cyclic varied LES flow fields by the cycle-to-cycle varying PIV data. Hao Chen et 
al. [142] carried out an experimental study using PIV phase-invariant POD technique 
to provide the insight into the flow evolution and variations during intake and 
compression strokes. The high-speed PIV measurement was conducted in a single-
cylinder optical SIDI engine and provided the velocity fields from different CADs of 
200 consecutive cycles. Then the velocity vector fields were analysed using phase 
invariant POD. The energy captured by the first three modes together was more than 
80% of the total energy (total kinetic energy from all 8200 input velocity fields), as 
shown in Figure 2.23. Therefore, only the physical meanings of the first three POD 
modes were investigated in this paper, as shown in Figure 2.24. The authors illustrated 
that the phase-invariant POD provides an effective and promising way to 
simultaneously illustrate the flow evolution and quantify the cycle-to-cycle variations 
of the in-cylinder engine flow characteristics. 
 
 





Figure 2.24: Phase-invariant POD of 1st, 2nd, 3rd and 11th modes [142] 
2.9 Chapter Summary 
Based on the comprehensive review in this chapter, it was clear that the flow field in an 
engine is rather complex, inherently unsteady, turbulent and three dimensional. At each 
point in the cylinder the velocity is made up of ‘steady time-dependent’ component 
based on the valve lift and crank angle, and unsteady or ‘random’ components which 
are caused by cycle-to-cycle variations, large and small vortex structures and 
turbulence. The interaction of these complex flow structures and fuel spray leads to 
unmanageable analysis of detailed experimental data from engine measurements. 
Traditionally, engine combustion system designs were based on ‘integral’ bulk air 
characterisation parameters (swirl and tumble). Increasingly there is strong belief in the 
industry that these methods are not adequate for the sophisticated and detailed designs 
required to meet the ever-increasing stringent emission regulations. Detailed temporal 
and spatial behaviour of the flow is required to inform the design process of the new 
combustion systems of these engines.  
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Furthermore, the need for fast combustion system design optimisation, the fast 
developments in the level of sophistication of numerical modelling, and huge increase 
in affordable computer power, has led to the industry relying more and more on ‘virtual’ 
design tools such as RANS, LES and DNS. These tools require detailed and reliable 
temporal and spatial experimental validation acquired from HWA, LDA, PDA, PIV. 
When looking through the literature, it quickly becomes apparent that, various research 
related to GDI in-cylinder flows and their interaction with direct fuel spray have been 
carried out using PIV on optical research engines. However, most of reviewed studies 
showed that the measurements were done within one tumble plane using 2D-PIV 
measurements which suffer from errors due to the large out-of-plane velocity 
components. In addition, there are problems associated with these engines which 
included the high cost, cycle-to-cycle variability, limited optical access and limited 
speed range. Therefore, the combination of steady-state flow rig measurements and 
stereoscopic high-speed time resolved PIV and POD analytical technique eliminates 
these problems and allows more realistic and useful analysis of the data. This, in turn, 
provides more in-depth understanding of the characteristic of the flow and their 
interactions with fuel spray and hence provide a more appropriate validation data for 
numerical techniques. Therefore, the research gaps are identified as follows: 
 The evaluation of integral flow parameters is not enough for modern engines as 
more detailed temporal and spatial information regarding the flow structures are 
highly required.  
 Steady-state flow measurements are needed to validate the CFD results to avoid 
the random cycle-to-cycle flow variations associated with the real engine. 
 Two-dimensional PIV measurements in optical engines suffer from errors as a 
result of the out-of-plane velocity components in modern engines where the 
flow is largely three dimensional. 
 Measurements at several tumble planes using stereoscopic PIV are highly 
required to fully characterize the tumble motion.
 
   
CHAPTER 3 
RESEARCH METHODOLOGY
3.1 Chapter Overview 
This chapter presents the overall research methodology which comprises three main 
sections. The first section concerns a detailed description for the validation with 
Ricardo experimental and simulation work. Therefore, a complete description of both 
the Ricardo and the FEV steady-state flow rigs, together with details of the equipment 
and calculations used to process the results are presented. The second part concerns a 
detailed description of the non-intrusive experimental technique, particle image 
velocimetry (PIV). This description includes PIV fundamentals, the seeding 
arrangement and the method of setting up and analysis. The third and final part 
comprises a complete description of the identification technique used in this thesis, 
proper orthogonal decomposition (POD). The flow chart of the experimental 
methodology employed in this study is depicted in Figure 3.1. 
3.2 Verification and Validation of Ricardo Experimental and Simulation Work 
The validation work was divided into two sections: validation with Ricardo steady-state 
flow rig and validation with Ricardo VECTIS CFD simulation. A spray-guided gasoline 
direct injection (GDI) cylinder head was mounted on both flow rigs; Ricardo and FEV. 
The experiments were carried out using the same pressure difference across the air 
intake valves for fixed values of valve lifts from 1 mm to 9 mm in 1 mm increments in 
order to compare the results. The following sections provide a detailed description of 










3.2.1 Cylinder Head and Cylinder Liner Specifications 
A four valves pent-roof gasoline direct injection head (shown in Figure 3.2) was used 
on both flow rigs. The cylinder head specifications are shown in Table 3.1. The two 
intake valves were manually adjusted using a micrometre and positioned at a constant 
valve lift of 1 mm to 9 mm. The cylinder head was fixed on top of the cylinder. The 
cylinder liner was made of Plexiglas, having an internal bore diameter of 92.5 mm, 
stroke of 116 mm, and wall thickness of 3 mm, as shown in Figure 3.3. It was used to 
provide optical access through the full stroke length for PIV measurements. Two outlet 
ports with a recommended diameter of 35% of the bore diameter and a distance of 67 
mm from the gas face were cut at both sides of the cylinder liner. A flat piston was 
placed at the bottom of the liner at the same distance of the engine stroke. 
 
Figure 3.2: Gasoline direct injection cylinder head 
Table 3.1: Cylinder head specifications 
Parameters Values 
Bore [mm] 92.5 
Number of inlet valves per cylinder 2 
Number of exhaust valves per cylinder 2 
Intake valve inner seat diameter, D [mm] 33.7 
Seat angle [degree]  45o 
Valve head diameter [mm] 36 
Valve stem diameter [mm] 5.5 




Figure 3.3: Cylinder liner specifications 
3.2.2 Inner Seat Diameter and Test Pressure Selection 
All port flow calculations need to be based on one characteristic dimension which can 
be applied to all ports tested. Ricardo use “inner seat diameter” (ISD) which was 
defined as the minimum contact diameter between the seat on the valve head and the 
seat on the insert. The pressure difference of 600 mmH2O was selected based on 
Reynolds number criteria for validation results depending on intake valve inner seat 
diameter of 33.7 mm to insure fully turbulent flow. 
3.2.3 Ricardo Steady-State Flow Rig 
Several assumptions were considered with the use of Ricardo induction model which 
are summarized as: 
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 Flow into the engine occurs between inlet valve opening and closing and hence 
flow is dependent on valve lift. 
 The pressure drop across the port is constant during induction. 
 Volumetric efficiency is assumed to be unity. 
Figure 3.4 shows a schematic layout of Ricardo flow rig used for tumble 
measurements. The test equipment consisted of a centrifugal fan driven by a 
continuously variable speed direct current (DC) motor. The air volume flow rate was 
measured using a viscous flow air meter (VFAM). This was due to the pressure drop 
across the element in such flow-meter was directly proportional to the magnitude of 
flow rate, moreover, it had an excellent turn-down ratio. A pressure box was attached 
to the cylinder head manifold face. It was designed to act as a reservoir of air under 
conditions approaching stagnation and contains flow straighteners to eliminate any 
directional flow influence from the flexible pipe.  
 




Pressure and temperature were measured in the entry box and were used as the 
reference conditions for the calculations of results. Bulk air motion was quantified by 
an impulse swirl meter (ISM). The ISM operated on the principal of flow rectification. 
By converting any rotational flow into purely axial flow, the measured torque is directly 
related to the angular momentum of the rectified flow. 
3.2.3.1  Tumble Test 
A tumble rig was used to conduct a tumble test as shown in Figure 3.5. The cylinder 
head was mounted with the gas face vertical, and a tumble rig was attached via an 
adaptor plate mounted on the gas face of the cylinder head. The ISM was mounted on 
top of the tumble tube. At the lower end of the tube a second piece of honeycomb 
element was mounted to produce an equal flow resistance to the swirl meter element on 
the top of the tumble tube. The tumble rig adaptor plate was designed to allow the 
cylinder head to be rotated (with the gas face in the vertical plane) with the tumble rig 
remaining vertical. Hence tumble measurements were taken in any direction around the 
cylinder axis. The test procedures for tumble tests were summarized as follows:  
 The cylinder head is mounted on the tumble rig. 
 The fixed pressure drop across the valve used to conduct the test is selected 
depending upon inner seat diameter of the valve to ensure fully turbulent flow 
based upon a Reynolds number. 
 The intake valves are opened incrementally over the valve lift range. 
Compressor output rate is increased to maintain a constant pressure drop across 
the port. Flow and impulse meter torque are measured at each position. 
 The air flow is measured using a viscous flow air meter. Comparison of 
measured and ideal flow rates define port flow efficiency. 
 The angular momentum of the air generated by the port and chamber features is 
arrested by the impulse swirl meter and measured as torque. The ratio of 
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calculated tangential to theoretical axial velocity provides an indication of the 
charge air motion at each discrete valve lift. 
 
Figure 3.5: Tumble Rig Design Features [73] 
3.2.3.2 Terminologies Used in Ricardo Port Performance Analysis [71] 
A number of terms can be deduced from the port flow and air motion measurements 
which are used to define the port performance characteristics. Port flow characteristics 
are defined by a flow coefficient 𝐶  and discharge coefficient 𝐶 . These coefficients 
are measures of port efficiency and compare actual port performance with that of a 
theoretically unrestrictive port. The flow coefficient is based on inner seat area (𝐴 ) 
and the discharge coefficient is based on the area of a frustum formed perpendicular to 
the valve and seat insert faces (𝐴 ), as shown in Figure 3.6. Port performance is 
therefore assessed at low valve lifts by the discharge coefficient where valve to seat 
outlet area is the primary restriction. Performance at high valve lift is described by the 
 
54 
flow coefficient where the port itself is normally the major restriction to flow. Non-
dimensional rig swirl or non-dimensional rig tumble characterises any rotational flow 
produced by the port at a given valve lift. This is defined as the ratio of the tangential 
swirl velocity compared to the ideal velocity. The tangential swirl velocity is the 
velocity at the bore surface of a forced vortex, assuming solid body rotation, that 
produces an equal angular momentum to that recorded during test work with the 
impulse swirl meter. 
 
Figure 3.6: Area used for calculation of discharge coefficient [73] 
 Flow Coefficient 𝐶  
𝐶
𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑜𝑙𝑢𝑚𝑒 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒
𝐼𝑑𝑒𝑎𝑙 𝑣𝑜𝑙𝑢𝑚𝑒 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒
                                                                              3.1  
𝐶
𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑜𝑙𝑢𝑚𝑒 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒
𝑅𝑒𝑓𝑒𝑟𝑛𝑐𝑒 𝑎𝑟𝑒𝑎 𝑖𝑑𝑒𝑎𝑙 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦
   
𝑄
𝐴 𝑉
                                             3.2  
 
Where:    𝑄        ≡ Measured air volume flow rate, (m3/sec) 
                𝐴  ≡ Inner seat area=π/4×Dseat, (m2) 
                𝐷     ≡ Inner seat diameter of the intake valve, (m) 
                 𝑉       ≡ Velocity head=√((2×∆P)/ρ), (m/sec) 
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                 ∆P     ≡ Total pressure drop over port, (N/m2) 
                  ρ      ≡ Air density, (kg/m3) 
 Coefficient of Discharge 𝐶  
𝐶
𝑀𝑒𝑎𝑠𝑢𝑟𝑒𝑑 𝑣𝑜𝑙𝑢𝑚𝑒 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒
𝑅𝑒𝑓𝑒𝑟𝑛𝑐𝑒 𝑎𝑟𝑒𝑎 𝑖𝑑𝑒𝑎𝑙 𝑣𝑒𝑙𝑜𝑐𝑖𝑡𝑦
   
𝑄
𝐴 𝑉𝑜
                                                                3.3  
Where:    𝑄     ≡ Measured air volume flow rate, (m3/sec) 
                 𝐴    ≡ Orifice area between valve head and seat at low valve lifts (m2) 
                          = 𝑛 𝜋 𝐷 𝑐𝑜𝑠∅ 1 𝑠𝑖𝑛∅. 𝑐𝑜𝑠∅        3.4  
                 𝑛     ≡ Number of intake valves 
                 𝐿      ≡ Valve lift, (m) 
                 ∅      ≡ Valve seat angle, deg. 
 Non- dimensional rig-tumble 𝑁  
 
 𝑁
      
 
                       3.5  
Where:    𝐺      ≡ Torque measured by impulse meter (N.m) 
                𝑚    ≡ Measured mass flow rate (kg/sec) 
                𝐵     ≡ Cylinder bore diameter (m) 
The second flow rig used in this study to conduct the experimental work was the 





3.2.4 FEV Flow Rig 
FEV developed an evaluation methodology and test bench, in order to quantify tumble 
and swirl of the in-cylinder charge motion. Figure 3.7 depicts the layout of the test rig 
for FEV steady swirl and tumble. For the measurement, the cylinder head was mounted 
onto the rig and the air was inducted by a centrifugal compressor through the intake 
port, the cylindrical tube, the compensation tank and through the rotary piston gas 
meter. During the experiments, all measurements were conducted at constant pressure 
difference between the cylindrical tube and atmosphere. The pressure adjustment, 
which was required for different valve lift settings was achieved by using a by-pass 
valve which was controlled by a stepper motor. The air flow rate was measured using 





1- centrifugal compressor        4- air filter                                       7- paddle wheel               
2- by pass                                 5- rotary piston flow meter             8- data acquisition system                  








Flow rate signal Paddle wheel rotation signal
Pressure difference signal
 
Figure 3.7: Layout of FEV steady-state flow bench 
The tumble level was obtained by evaluating the rotational speed of a paddle wheel 
anemometer with horizontal axes of rotation in order to determine the rotation of a 
vortex perpendicular to the cylinder axis (Tumble). The geometrical data of the paddle 
wheel was defined relative to the cylinder bore diameter (see Figure 3.8). The piston 
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crown plays an important role for the development of the tumble vortex; therefore, the 
piston was included in the test rig. An acquisition system linked to a computer for 
capture and storage of measurements, including air volume flow rate, paddle wheel 
rotation speed, temperatures, and pressures. 
 
Figure 3.8: Tumble paddle wheel geometry 
3.2.4.1 Terminologies Used in FEV Port Performance Analysis  
 Flow Coefficient 𝐶  
The flow coefficient is defined as the ratio of the empirically obtained mass flow 




                                                                                                                           3.6  




                                                                                                              3.7  
Where:      𝑉    ≡ Volume flow rate (m3/sec)   ; 𝑇   ≡ Temperature (K);  
                  𝑃    ≡ Pressure (N/m2)                   ; 𝑅   ≡ Gas constant (J/kg. k) 
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 The theoretical mass flow rate 𝑚  for a defined cross-sectional area 
𝐴  was obtained as: 
𝑚 𝐴 𝜌𝑠 𝐶𝑠                                                                                                  3.8  
Where:     𝐴      ≡ Inner seat area= 𝐷 , (m2)         
                  𝐷  ≡ Inner seat diameter of the intake valve, (m) 
                   𝜌𝑠     ≡ Air density under isentropic conditions, (kg/m3)  
                   𝐶𝑠     ≡ Flow velocity under isentropic conditions (m/sec) 







                                                                 3.9  
Where:       𝑃       ≡ air pressure upstream of the valve (N/m2) 
                   𝑇       ≡ Air temperature upstream of the valve (K) 
                   𝑃       ≡ Air pressure downstream of the valve (N/m2) 
                   𝑘        ≡ Isentropic exponent for air (1.4) 








                                                                                                                    3.10  
Definition of pressures 𝑃 and 𝑃  for suction condition (Intake stroke) 
𝑃 𝑃                                      
𝑃 𝑃 |∆𝑃|  




 Discharge Coefficient 𝐶  
The discharge coefficient  𝐶  is defined as the ratio of the experimentally 




                                                                                                                        3.11  
The theoretical mass flow rate (𝑚 ) for a defined orifice area between valve 
head and seat at low valve lifts (𝐴 ) was obtained as: 
𝑚 𝐴 𝜌𝑠 𝐶𝑠                                                                                                    3.12  
Where:     𝐴        ≡ Orifice area between valve head and seat at low valve lifts, (m2) 
                            = 𝑛 𝜋 𝐷 𝑐𝑜𝑠∅ 1 𝑠𝑖𝑛∅. 𝑐𝑜𝑠∅  
 Non- dimensional rig tumble 𝑁  
In order to describe the measured tumble intensities independently from the mass 
flow, the non-dimensional rig tumble is indicated as a non-dimensional quantity 𝐶 /𝐶 , 
𝐶 : circumferential velocity of the tumble motion at the mean paddle radius,  𝐶 : mean 
axial velocity in the cylinder). 
 The linear circumferential speed of the tumble motion was computed as follows: 
𝐶 2 π 𝑁 𝑅                                                                                                     3.13  
Where:     𝑁       ≡ Paddle wheel speed (RPS) 
                  𝑅  ≡ Mean paddle wheel radius (m)  
                             = 0.36375 𝐷  
                  𝐷     ≡ Cylinder bore diameter, (m) 





                                                                                                                  3.14  
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Where:   𝜌        ≡ Air density inside the cylinder = 𝑃2
𝑅 𝑇2
, (kg/m3) 
Appendix A shows an example of processed data and results for both FEV and 
Ricardo flow rigs. 
3.2.5 Ricardo VECTIS CFD Simulation of the In-Cylinder Flow 
In this part of research, the experimental results from PIV measurements were 
compared with those a RICARDO-VECTIS CFD simulation of the same cylinder head 
and the same experimental conditions. Several steps were carried out in order to 
perform the simulations, these steps are depicted in Figure 3.9. 
 
Figure 3.9: Simulation steps in VECTIS 
A complete surface model of the intake plenum, intake ports, intake valves, 
combustion chamber and the cylinder liner were passed directly to VECTIS from a 
Computer Aided Design (CAD) system. Figure 3.10 depicts the geometrical model of 
the intake plenum and the cylinder head used in the current work. All dimensions of the 
cylinder head were provided by FORD motor company as the manufacturer of this 
cylinder head to ensure geometrical consistency between the simulation and 
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experimental work. One of the key steps in CFD is the generation of the computational 
grid, which consists of computational cells. The governing equations were solved in 
computational cells. The individual computational meshes were generated 
automatically by using a third-party mesh generation tool to create a polyhedral mesh 
with prism cells to provide local mesh refinement near the boundaries in order to 
accurately capture the surface definition. Figure 3.11 shows the 3D meshed geometrical 
model and the surface geometry sectioned at the mid intake valve plane at different 
valve lifts to show the computational mesh. In addition to local boundary mesh 
refinement, block refinement (where cells were forced to be refined irrespective of their 
proximity to boundaries) was applied in the region of the valve gaps to ensure the 
accuracy of the solution. Table 3.2 summarizes the mesh sizes for different valve lifts.  
VECTIS is a finite volume, pressure-based solver, solving Reynolds Averaged 
Navier-Stokes (RANS) equations, in this work using the SIMPLE algorithm. The 
working fluid was air, and it was considered as an ideal compressible gas for the density 
predictions, while its laminar viscosity, thermal conductivity as well as specific heat 
capacity were taken to be constant, corresponding to experimental reference 
temperature. The Turbulence was modelled using VECTIS realizable (time–scale 
bounded) k−ε model in conjunction with the standard wall functions. The bounded 
MINMOD convective scheme (90% MINMOD, 10% upwind) was employed. 
Boundary conditions were those used during experiments, shown in Table 3.3. Thus, 
stagnation conditions were specified at the plenum inlet boundary using a total pressure 
boundary condition whilst a constant static pressure was prescribed at the outlet 
pressure boundary. 
 
Table 3.2: Number of nodes, faces and elements mesh sizes for different valve lifts 
Valve Lift 2 mm 6 mm 9.73 mm 
Nodes 4804146 5011031 5695268 
Faces 5901891 6146944 6938083 




Figure 3.10: Geometrical model of the cylinder head and intake plenum 
 
Table 3.3: Experimental conditions used for validation 





1 2 600 Steady-state conditions 
2 6 600 Steady-state conditions 




Figure 3.11: Geometrical mesh (a) 3D meshed geometrical model, (b) valve lift 9.73 
mm (at mid valve plane), (c) valve lift 6 mm, (d) valve lift 2 mm 




3.3 Characterization of In-Cylinder Flow Structures 
Two steps are required in order to characterize the turbulent flow inside the cylinder, 
velocity field estimation and coherent structures extraction and analysing. The velocity 
fields were estimated using particle image velocimetry (PIV) in different tumble planes. 
The tumble plane was chosen because modern GDI engines are considered as tumble-
dominated engines. Whilst, the flow structures were extracted and analysed using 
proper orthogonal decomposition (POD). 
3.3.1 Velocity Field Estimation Using PIV 
Typically, the experimental set-up of a PIV system involves several subsystems, 
seeding particles, illumination source, imaging system and processing unit (PIV 
processor). Mainly, the flow has to be seeded with a suitable type of tracer particles 
having a similar density to that of the fluid. Within a short time-interval, these tracer 
particles have to be illuminated twice using high power double-pulsed laser. The 
scattered light from the particles has to be captured either on double frames or on single 
frame using Charged Coupled Device (CCD) camera. The image frames are then sub-
divided into smaller areas called “interrogation area-IA” and the displacement of the 
tracer particles between the light pulses has to be determined through means of 
statistical methods (auto- or cross-correlation). The velocity associated with each 
interrogation area is the displacement over the time between the two exposures. An 
advanced post-processing is essential with a view to make use of the great amount of 
data which can be acquired using the PIV technique. Figure 3.12 shows a typical 
experimental set-up required for 2D-PIV recording. Figure 3.13 shows the significant 





Figure 3.12: Basic components of 2D-PIV measurement 
 
   









3.3.2 Seeding Particles (Flow Tracer Particles) 
With PIV, the velocity of particles suspended in the flow of interest is measured-i.e. 
seeding particles are used as “velocity probes”. Therefore, the precise choice of seeding 
particles is critical to the successful implementation of PIV experiments. A proper 
compromise between two fundamental aspects is essential during the selection of 
particle diameters. Seeding particles not only must be small enough to follow the flow 
fluctuations faithfully (tracking characteristics of particles), but also must be large 
enough to generate a strong scattering light (scattering characteristics of particles). 
Detailed information about both tracking characteristics and scattering characteristics 
of particles can be found in [87, 88]. Subsequently, some important properties must be 
considered during the selection of seeded particles, which can be summarized as 
follows: 
 Particles should be neutrally buoyant in the fluid. 
 Able to follow the flow with low temporal error (typically less than 1 %) 
 Good light scatters. 
 Conveniently generated (and cheap). 
 Non-toxic, chemically inactive (and clean), non-corrosive and non-volatile.  
 The size of the particles must be appropriate, not too small that they cannot be 
visualized by the camera or too large that they alter the fluid properties. 
 Spherical shaped particles have higher Mie-scattering as compared to irregular 
shaped particles. 
 Particles with higher refractive property are suitable as they scatter more light 
at lower intensity of light. 
 Uniform seeding is important to get optimal results. No tracer particles, no 
velocity. Too low seeding will result in loss of information while heavily seeded 
flow will result in speckle scattering that will lead to spurious results. 
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3.3.2.1 Particle Generation and Supply 
It is commonly acknowledged that not only the proper choice of seeding particles is 
crucial but also the proper choice of a suitable method for seeding the flow is crucial in 
order to acquire optimized and reliable results. During this study, Titanium Dioxide 
(TiO2) was used as seeding particles and generated by means of solid particle seeder 
and mixed with air through the inlet port. TiO2 was selected because of its better 
scattering characteristics. This provides the advantages of aerodynamic response and 
has therefore, become a promising choice for seeding particles in PIV measurements of 
high-speed flows [143-145]. A summary of seeding particles properties used in the 
current experiments is given in Table 3.4. 
 
Table 3.4: General specifications of seeding particles used for air [145] 
Seeding particles material Titanium Dioxide powder (TiO2) 
Mean particle size [μm] 0.3 
Particle shape spherical 
Density [g/cm3] 4.2 
Refractive index 2.6 
One of the significant factors associated with seeding particle selection is their ability 
to follow the flow faithfully. Since the size of seeding particles is in order of magnitude 
of micrometre, their motion is controlled by viscous forces and difference in density 
compared to the surrounding flow [146]. Consequently, in conjunction with the 
equations of motions for particle, Stokes‘Drag Law can be applied to calculate the 
viscous drag force being exerted and the associated frequency response of the particles. 
Drain (1980) illustrated that the radius of the recommended seeding particles (r ) by 
assuming that the particle velocity may differ 1 % from the local mean velocity of the 





                                                                                                                                 3.15  
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 Where,  r  is particle radius (m), 𝜇  is fluid viscosity (air) (𝑘𝑔. 𝑚 𝑠 , 𝑓  is 
the maximum frequency the particles can follow (Hz) and 𝜌  is the density of seeding 
particles (𝑘𝑔/𝑚 ). 
By rearranging the previous equation and substituting the air viscosity at 28°𝐶 and 






0.15 10  4200
                                                                 3.16  
𝑓 19.47𝑘𝐻𝑧 
Tennekes and Lumley (1972) developed an approximation of the maximum 
frequency of flow oscillations in an engine to an order of magnitude using the 
Kolmogorov scale,  𝜂  defined as [148]: 
𝜂 ≅ 𝐿 𝑅                                                                                                                        3.17  
Where 𝐿 is approximated as the size of the largest eddies of the flow [148] and given 







Where 𝑆  is the mean piston speed (calculated at equivalent engine speed 1500 rpm) 
and 𝜐 is the kinematic viscosity of air at 23°C.  







This demonstrates that the maximum flow oscillations expected in our cylinder are of 
the same order that the Titanium Dioxide solid particles are capable of following. 
Figure 3.14 shows the arrangement of experimental set up used as powder seeder. 
The setup included three main components namely, seeder pressure vessel, air pressure 
regulator and variable voltage power supply. Figure 3.15 depicts the schematic of 
powder seeder generator. The main principle of operation depended on the rotation of 
a drum (powder container) about horizontal axis inside a pressure vessel. At each 
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revolution a small amount of seeding powder was dispensed through a small hole into 
the fluidized powder compartment. The rotation rate of the drum was adjustable by 
means of variable speed electric motor. Thus, the dispensed rate of the seeding powder 
was fully adjustable. Once the seeding powder was dispensed into the pressure 
chamber, a series of six sonic air-jets were used to break it up into the smallest particles. 
Some heavy agglomerates that remained below inside the pressure vessel as they were 
too heavy to be carried out by the air flow, were agitated with the help of the baffles 
that were attached to the outer side of the powder drum (see Figure 3.16). Also, the 
drum had a grommet which allowed it to be filled with seeding particles. 
 
Figure 3.14: Powder seeder arrangement 
 




Figure 3.16: Powder container drum with baffles 
3.3.3 Laser Illumination 
A high-power pulsed laser is the common illumination source in PIV 
measurements. This is because of their capability to emit monochromatic light with 
high energy density, which can simply be bundled into thin light sheets for illuminating 
the seeding particles without chromatic deviations. Moreover, as PIV measurements 
rely on micro-sized tracer particles suspended in the flow, subsequently, it is necessary 
to use a high-power light source in order to ensure sufficient scattering light from these 
particles which can be captured by the CCD camera.  
For the PIV experiments, a variety of laser light sources such as Helium-neon laser 
(He-Ne lasers λ=633 nm), Copper-vapor lasers (Cu lasers λ=510nm, 578nm), Argon-
ion lasers (Ar+ lasers λ=514nm, 488 nm), Semiconductor lasers, Ruby lasers (Cr3+ 
lasers λ=694 nm), Neodym-YAG laser (Nd: YAG lasers λ=532 nm) and Dual Nd: YLF 
(neoddymium: yttrium lithium Fluoride) lasers can be used. This is depending on the 
requirements for pulse power, duration, and time between pulses. Nd: YAG 
(neodymium doped yttrium aluminium garnet) lasers are commonly used in PIV 
systems over a wide range of applications. Nd: YAG lasers have a high amplification 
and good mechanical and thermal properties. Excitation is achieved by optical pumping 
in broad energy bands and nonradiative transitions into the upper laser level. Dual Nd: 
YLF lasers are quite similar to Nd: YAG lasers but emit light at a wave length of λ=527 
nm. Dual Nd: YLF lasers offer some advantages over Nd: YAG lasers in terms of higher 
repetition rates up to 1 kHz with a laser pulse energy of 10-20 mJ per pulse, good beam 
stability and better beam profile [149]. 
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The light source used in the current study was two of CW Q-switched Nd: YLF 
DPSS laser resonators producing infrared laser light at 1053 nm which was converted 
to visible 527 nm laser light by an intra-cavity Harmonic Generation Assembly (HGA). 
The harmonic generator produced a laser output at 527 nm (green). Nd: YLF double 
pulsed laser capable of 20 mJ at 1 kHz at 527nm per laser head per pulse. An optical 
laser arm (Dantec Dynamics) was used to guide the laser light to the measurement area. 
The laser intensity was adjusted through the PIV software. Figure 3.17 depicts the main 
components of laser system. The summarized properties and specifications of Nd: YLF 
PIV-laser systems are given in Table 3.5. 
 
Figure 3.17: LDY 303 PIV (Dantec Dynamics), Nd: YLF (a) LDY-LPU Power 
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Table 3.5: Nd: YLF laser basic specifications 
Model LDY 303 PIV (Dantec Dynamics) 
Laser medium Nd: YLF 
Output Energy at 1kHz at 527nm per laser 
head per pulse [mJ] 
20 
Wave length [nm] 1053, 527 
Pulse duration [ns/CW] 100 
Max output [W] 150 
Repetition rate (each cavity) [kHz] 1-20 
Pulse-to-pulse stability [± %] 1 
Beam diameter [mm] 5 
Pulse width @ 1kHz [ns] -150 
3.3.4 Imaging System 
Once the seeding particles are illuminated by high-power laser sheet they scatter 
light. A charged-couple device (CCD) camera with an optical axis perpendicular to the 
plane of the laser sheet for 2D experiments was used to capture the scattering light 
(which corresponds to the positions of the seeding particles in the flow field illuminated 
by the laser light sheet). For the purposes of PIV analysis, two consecutive images with 
a small-time interval (which corresponds to the time between two laser pulses) were 
recorded and stored directly in a computer memory in areal time frame. 
In the present study, a Speed Sense M310 Dantec Dynamics camera running in 
double-frame mode was used. A point of particular importance was the choice of the 
aperture used to capture the images. The aperture controls the amount of light striking 
the camera sensor. As a consequence, it affects both the luminosity of image and the 
depth of focus.  The larger the aperture, the smaller the depth of focus, the higher the 
luminosity of the picture, as shown in Figure 3.18. The aperture here was adjusted at 8 
(f8) in order to allow enough amount of light to pass through and achieve appropriate 
depth of focus. The final PIV images (1280 pixels by 800 pixels, 12-bit grey scale) were 
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saved directly to the hard drive of the computer for analysis. The summarized properties 
and specifications of Speed Sense M310 camera are given in Table 3.6. 
 
Figure 3.18: The effect of aperture on the luminosity of the picture and the depth of 
focus [146] 
Table 3.6: Specifications of imaging system 
Model Speed Sense M310 (Dantec Dynamics) 
Maximum spatial resolution [pixels] 1280  800 
Pixel depth [bit] 12 
Minimum exposure time [μs] 1 
Minimum Interframe time [ns] 500 
FPS at full resolution 3260 
Pixel size [μm] 20 
Camera aperture opening 8 
Double frame trigger mode Yes 
3.3.5 Time between Pulses (∆𝒕) 
The time between laser pulses (∆𝑡) rely on the flow velocity in the measurement plane. 
The precise choice of this time is crucial for successful implementation of PIV 
experiments and subsequently accurate determination of particles displacement through 
the measurement plane and thus, accurate velocity field can be determined. In case of 
this time was too small, compared to the flow velocity, the displacement of some 
particles during this small time will be too small (less than one pixel). In these cases, 
the determination of the exact value of displacement and subsequently the velocity of 
these particles is associated with high uncertainties. On the other hand, if the time 
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between pulses was too long, the displacement of many particles will be too high and 
might go out of the laser sheet during this time. Due to the out-of-plane velocity, too 
much information will be lost and the maximum velocity in this direction will be 
determined to be inferior to the exact one. Even some particles remain inside the laser 
plane, the algorithm will need a large interrogation area to do the correlation.  
Therefore, to avoid any problems due to the out-of-plane velocity, the displacement 
perpendicular to the laser sheet during the time between pulses should be less than one 
quarter (1/4) of the laser sheet thickness [36]. Moreover, in the case of the in-cylinder 





                                                                                                                                 3.18  
where; 𝑣  is the characteristic velocity, ∆𝑃  is the pressure difference across the 
intake valves (N/m2) and  𝜌  is the air density (kg/m3). 
Therefore, the characteristic velocity for a pressure difference 1470 Pa (150 




 49.5 𝑚/𝑠𝑒𝑐 
Recall that the laser sheet thickness was about 5 mm, then the time between pulses 








This characteristic velocity gives an indication to the maximum velocity that the 
flow might reach somewhere inside the cylinder; usually very close to the intake valves. 
As the measurement area was away from the intake valves, then the maximum velocity 
in different cases of measurement planes during this study was much smaller so the 




3.3.6 Laser–Camera Synchronization 
PIV systems consist of complex components such as laser and digital cameras, frame 
grabbers that typically need to be synchronized well. Therefore, synchronization 
between laser and camera is important. Figure 3.19 shows a schematic diagram for a 
typical PIV timing system which is called ‘frame straddling’. The timing was such that 
the first laser pulse was set to occur during the camera exposure time for the first frame 
(frame A). Whereas the second laser pulse was set to occur during the camera exposure 
time for the second frame (frame B). The synchronizer used for the current research to 
link the computer, frame grabber, camera, laser and external trigger. Moreover, cameras 
and laser were not only synchronized in time but also, they were synchronized in 
movement. The cameras and laser head were horizontally positioned on the same 
traverse system (shown in Figure 3.20) at the same height as the measurement area and 
moved as one unit. 
 
Figure 3.19: A typical PIV timing system (frame straddling technique) (a) schematic 
diagram, (b) Dantec Dynamics Timer box and (c) synchronisation of laser pulses to 
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Figure 3.20: Dantec Dynamics traverse system and controller [150] 
Once the image sequence of in-cylinder flow was captured by setting of above 
imaging system, several pre-processing and post-processing steps were applied to the 
raw image sequences. This was in order to enhance the quality of images for cross 
correlation. The next sections present the processing steps for PIV raw images in detail. 
3.3.7 Processing of PIV for In-Cylinder Flow Measurements 
Three stages were applied on the raw images captured by the CCD camera in order to 
acquire the instantaneous velocity vector fields. A set of 1000 double frame images 
were captured and stored in the computer memory for PIV processing. The PIV 
processing was carried out using DANTEC Dynamics Studio V5 software which 
included four stages: pre-processing, vector calculation, post-processing and output 
results. The database structure of PIV processing steps is shown in Figure 3.21. 
3.3.7.1 Pre-processing 
The pre-processing stage denoted also as “raw-image processing stage “is an important 
stage to enhance the quality of the raw images and increases the signal to noise ratio 
(SNR) of data. This was because the raw images were affected by several noise sources 
Traverse Controller Traverse System 
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such as, multiple reflections of particles, background light and extra laser reflections 
due to the effect of curved surfaces. Therefore, background subtraction and masking 
out of the unwanted regions were employed as pre-processing techniques to eliminate 
these issues. Figure 3.22. shows a sample of raw images before and after pre-processing 
steps. By averaging the pixel intensity of the 1000 sample images, a common image 
(mean image) was identified and subtracted from all sample images. Again, the 
unwanted regions with strong laser reflections were masked out to prevent any spurious 
results. 
 
Figure 3.21: DynamicStudio database structure 
3.3.7.2 Vector Calculation 
PIV is an indirect velocity measurement technique which depends on the illumination 
and recording of seeding particles suspended within the flow to quantify the flow being 
studied over a defined region of interest (measurement area). The velocity of the tracer 
particles can be calculated by capturing the relative displacements of these particles 
within a known time interval (∆𝑡). Extensive research has been carried out in order to 
1- Pre-Processing 
3- Post-Processing 4- Output Results 







improve the correlation techniques (algorithms) used for particle displacements 
determination. Two different correlation techniques can be used for vector calculation, 
namely auto-correlation and cross-correlation techniques. 
 
Figure 3.22: Pre-processing stages applied to enhance raw images quality (a) raw 
input image, (b) average image intensity (constant background- ‘mean image’), (c) 
subtracted raw image; (d) final raw image after masking 
 Auto-Correlation Technique 
It is also denoted as single frame/double exposure as the scattering light from the first 
and the second exposure of the particles is recorded in one frame. The full image frame 
is firstly divided into “sub-regions” small resolution areas denoted as interrogation 
areas (IA) and each interrogation area corresponds to an element of fluid and should 





behaviour. Each interrogation area is evaluated by auto-correlation function which is 
characterized by two identical correlation peaks around the highest central peak 
indicating zero displacement. This technique was used in the past because the camera 
speed was not fast enough to capture two frames within small time interval. In addition, 
the main issue of this technique was that it was difficult to know which particles on the 
frame came from the first exposure and which ones came from the second exposure, 
thus the displacement direction was not available. Figure 3.23 displays the schematic 
of the auto-correlation technique of evaluating PIV images. 
 
Figure 3.23: Evaluation of PIV recordings using auto-correlation [151] 
 Cross-Correlation Technique 
The second technique, cross-correlation is the method used the most nowadays. It is 
also denoted as double frame/double exposure as the scattering light from the first and 
the second exposure of the particles is recorded in two frames (frame A and frame B). 
Once captured, each image frame is divided into small interrogation areas that are at 
the same location on the two pictures. As in the case of auto-correlation, the 
interrogation areas are linearly spaced, can overlap and usually are of uniform size, 
typically 16 × 16, 32 × 32, 64 × 64 or 128 × 128 pixels in size. The size of the 
interrogation areas has an influence on the number of vectors in the final map and, of 
course, the accuracy of the results. Ideally, the interrogation area should be 
infinitesimally small to correspond to a parcel of fluid in the sense of fluid mechanics. 
However, it should also comprise enough pixels to ensure a good accuracy when 
determining the velocity vector and to satisfy seeding requirements and to be four times 
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greater than the average in-plane displacement of the particles. Overlapping of the 
interrogation areas is often used to cover the complete area of interest and to obtain a 
smaller grid spacing and a larger number of vectors. The main concept of cross 
correlation technique is illustrated in Figure 3.24. In the current study, the evaluation 
was carried out using cross-correlation technique with a size of 32×32 pixels 
interrogation area and 50% overlapping, as shown in Figure 3.25. 
 
Figure 3.24: Principle of cross-correlation [151] 
 
Figure 3.25: Raw image divided into small interrogation areas of 32 × 32 (b) Zoomed 






Post-processing is an important step to remove the spurious vectors resulting from noisy 
input data or poor cross-correlation coefficients. After generating the velocity vector 
fields using the cross-correlation technique, the spurious vectors can be easily 
distinguished. These vectors can potentially appear with different size and direction 
when compared with their neighbours. In the current study, post-processing of the 
resulting velocity vector maps was carried out using two validation techniques to fix 
and repair the spurious (outliers) vectors. These were the moving average validation 
and the average filter. 
 Moving Average Validation 
This method is used to validate the velocity vector maps by comparing each vector with 
the average of other vectors in a defined neighbourhood. Considering the assumption 
of the continuity in the flow field behaviour, vectors that deviate too much from their 
neighbours within an averaging area of size (𝑚 × 𝑛), can be replaced by the average of 





𝑈 𝑖, 𝑗 𝑈 𝑖, 𝑗                                                   3.19  
where; 𝑈 is the average velocity within the averaging neighbourhood area of size 
(𝑚 × 𝑛) and 𝑈 is the vector velocity. 
Then each vector velocity is compared with the above average velocity and is 
rejected if: 
𝑈 𝑖, 𝑗 𝑈 𝑥, 𝑦 𝐻                                                                                                     3.20  
where; 𝐻 is a number defined by: 
𝐻 ɛ 𝑚𝑎𝑥 , 𝑈 𝑖, 𝑗 𝑈 𝑥, 𝑦                                                                                     3.21  
where; ɛ is the acceptance factor, and 0 ɛ 1 
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The moving average validation technique was applied with averaging area size of 
5 × 5 vectors to all 1000 velocity vector fields and the spurious vectors were validated 
and replaced as displayed in Figure 3.26 (a). 
 
Figure 3.26: Post-processing steps, (a) raw vector map containing spurious vectors, 














 Average Filter 
By enabling the filter functions, the validated velocity vector fields were post-processed 
in order to reduce the noise. This was done by the average filter. This method was used 
to filter out vector maps by arithmetic averaging over vector neighbours. The size of 5 
x 5 vector was selected in the current study, inside which individual vectors were 
smoothed out by the average vector. Figure 3.26 (b) depicts the filtered velocity vector 
field after applying the average filter. 
3.3.7.4 Planes of Illumination 
The PIV analysis can be carried out in three different planes depending on the nature 
of the in-cylinder flow to be studied. Planes parallel to the cylinder axis and parallel to 
a line joining the inlet and exhaust valves are named tumble planes (Figure 3.27 (a). 
The planes which are perpendicular to the cylinder axis are called swirl planes and are 
viewed through the piston (Figure 3.27 (b). Finally, the planes parallel to the cylinder 
axis and perpendicular to the tumble planes are identified as cross-tumble planes 
(Figure 3.27 (c). The plane positions are measured from the cylinder head gas face for 
the swirl and from the mid-cylinder plane for tumble and cross tumble. 
 




3.3.8 Rig Modification for 2D-2C PIV Measurements 
Necessary modifications were carried out on the FEV steady-state tumble-rig for 2D-
PIV measurements to provide an optical access to the cylinder. These included firstly 
the removal of the paddle wheel in order not to disturb the flow. Secondly, an acrylic 
box was designed to connect between the cylinder head and the rig and to allow enough 
extended area for the whole stroke measurements. This box also worked as a correction 
box to minimize the optical distortion caused by the curvature of the pipe, as shown in 
Figures 3.28, 3.29 and 3.30. 
 




Figure 3.29: Correction box for 2D-PIV measurements 
 
Figure 3.30: Top view of 2D-2C PIV camera configuration showing the correction 
box 
In spite of all its advantages, the classical PIV technique underlies some 
disadvantages which includes the absence of the out-of-plane velocity component. This 
may lead to considerable measurement errors of the local velocity vector particularly 
in case of highly three-dimensional flow. One of the approaches capable of recovering 
the complete set of velocity components is the additional PIV recording from different 
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viewing axis utilizing a second camera, which can be commonly denoted as 
Stereoscopic PIV. The next section presents a detailed description of stereoscopic PIV 
used to capture the in-cylinder flow. 
3.3.9 2D-3C Stereoscopic-PIV Measurements 
Stereoscopic particle image velocimetry (Stereo-PIV) measurement are based on the 
same fundamental principles as human eyesight and it is also known as stereovision. 
When we look at a given object, our left and right eyes see two similar but not identical 
images. The brain compares the two images and interpret the slight variation to re-build 
the three-dimensional information of the object observed. Similarly, stereo-PIV system 
measures particles displacements using two CCD cameras. Each camera plays the role 
of the human eye, looking at the flow field from different angles while a specific 
analysis software (Dynamics Studio in this study) plays the role of the brain, relating 
the observed (2×2D) displacements to 3D displacements. Figure 3.31 depicts the main 
principle of stereoscopic PIV. Mathematically, the most accurate determination of 
particles displacements (and thereby the measurements precision of the out-of-plane 
component) is obtained when the angle between the two cameras is set to 90°.  
 
Figure 3.31: Scheimpflug stereoscopic camera configuration 
In case of a restricted optical access, stereoscopic imaging at smaller angles has 
been demonstrated at the cost of a somewhat reduced accuracy. Further, experience 
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indicates that excellent 3D stereo PIV measurements can also be performed with 
camera viewing angles of ± 30°. 
3.3.9.1 Stereoscopic-PIV Main Components 
In the following section, the technical basis, the experimental set-up and components 
of a stereoscopic PIV arrangement are described. Mainly the experimental set-up of 
stereo PIV consists of the following elements, pulsed laser system, two CCD-cameras, 
two stereo (Scheimpflug) camera mounts, a calibration target and analysis software. 
The laser system and CCD camera specifications were the same as used before for 2D-
PIV measurements (see sections 3.3.3 and 3.3.4 for more details) except that a pair of 
cameras located on both sides of the cylinder were used for stereoscopic measurements. 
Moreover, the cameras and laser head were horizontally positioned on the same traverse 
system at the same height as the measurement area and moved as one unit, as shown in 















3.3.9.2 Scheimpflug Camera Mount  
The Scheimpflug principle is a geometric rule that describes the orientation of the plane 
of focus of camera when the lens plane is not parallel to the image plane (When looking 
at the light sheet at an angle instead of head on, the camera has to be tilted with respect 
to the lens) as illustrated in Figure 3.33. To fulfil the Scheimpflug condition and ensures 
proper focusing (which requires that the object plane, the lens plane and the image plane 
are collinear) a special camera mount is required. This mount shown in Figure 3.34 
made it possible to tilt the image-plane (CCD-plane) relative to the lens-plane around 
CCD axis. The gap between the camera and the lens holder was enclosed by a flexible 
bellow to prevent surrounding light from reaching the CCD chip. 
 
Figure 3.33: Different cases for the orientation between the camera planes (image 




Figure 3.34: Camera mount with CCD-camera and lens mounted 
3.3.9.3 Calibration Target 
Reconstruction of displacements from the image plane to the object plane can be 
numerically performed, provided it was known how ‘points’ in the object plane were 
imaged onto the image plane: this was achieved by calibration. The calibration was 
done by means of a standard calibration target which had a well-defined grid of dots, 
as shown in Figure 3.35. The standard calibration target 100 mm by 100 mm was one-
sided plate containing black dots on a white background with spacing of 5 mm. In the 
centre of the calibration target was a larger dot “Zero marker” surround by four smaller 
dots (axis marker). By definition the larger dot was the origin of the coordinate system 
(0, 0, Z) and the common fix point for the two cameras. The four smaller points 
identified the X- and the Y-axis. Therefore, both cameras must be able to see the large 




Figure 3.35: Calibration target (a) photo of physical calibration target (b) schematic 
showing zero and axis markers 
3.3.9.4 Stereoscopic-PIV Calibration Procedure 
For the classical 2D-PIV the angle between camera and laser sheet was perpendicular, 
however in the case of Stereo-PIV it was not the case anymore (the view of the cameras 
was not at 90 degrees), as shown in Figure 3.36. For 2D-PIV, only a scaling step through 
taking a direct image of the area of interest was necessary to achieve pixels’ dimensions 
and calculate the scale factor between pixels and millimetre. However, the stereoscopic 
PIV calibration step was more complex than the scaling for classical PIV. 
 
Figure 3.36: Schematic showing differences between 2D-2C PIV and Stereoscopic-




The calibration procedures of stereoscopic PIV are summarized as follows: 
1. The calibration target was installed in the centre of the flow field and aligned 
with the centre of the laser sheet (this position was corresponding to Z=0). For 
this a half-cut cylinder of the same dimensions as the cylinder used for the 
current study, was used for this purpose, as shown in Figure 3.37. The X-axis 
was assumed positive to the right, the Y-axis positive upwards and the Z-axis 
positive towards the cameras. 
2. The position at which the calibration-plane was centred in the laser sheet equals 
(Z=0), while positions closer to the cameras were considered positive (Z˃0) and 
positions further away from the cameras were considered negative (Z˂0). The 
idea behind traversing the calibration target through the laser sheet thickness 
was to cover all possible out-of-plane particle displacements 
3. The calibration target illumination was uniform and bright giving an excellent 
contrast. Moreover, it was made sure that, the two cameras captured the large 
dot surrounded by the four smaller dots (shown in Figure 3.35) because this was 
the only common fix-point for each of the two cameras. 
4. The overlap area between the two camera images was maximized, as shown in 
Figure 3.38. This was done by keeping the same calibration target-camera 
distance for both cameras, tilting the cameras until the same number of dots left 
and right of the large dot was seen in both camera images and achieving best 
possible focus over the entire images. 
5. The two cameras were run at single-frame mode and captured the first pair of 
images (at Z=0) then saved for calibration. 
6. The calibration target was moved 1mm forward towards the two cameras in 
order to acquire the second pair of images (this position was corresponding to 
Z= +1 mm). 
7. The calibration target was then moved 1 mm more forward in order to acquire 
the third pair of images (this position was corresponding to Z= + 2 mm). 
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8. The calibration target was moved 1mm backward away from the two cameras 
(behind the zero position) in order to acquire the fourth pair of images (this 
position was corresponding to Z= -1 mm). 
9. The calibration target was moved 1mm more backward in order to acquire the 
fifth pair of images (this position was corresponding to Z= - 2 mm). 
10. Once all positions were completed, all the calibration images recorded with the 
first camera were selected and Image Model Fit (IMF) method was adopted in 
order to calculate IMF calibration file for the first camera. 
11. The same procedure for the second camera was run to create an IMF file 
corresponding the second camera view. 
12. The verification of successful calibration images was done by superimposing 
the calibration model fit plots to the corresponding calibration images. It was 
made sure that, the IMF grid intersected at all the other marker positions and 
provide the average reprojection error of less than 1%, as shown in Figure 3.39. 
13. The calibrated cameras were traversed back to the target plane. 
 
Figure 3.37: Calibration target alignment in the centre of the flow field with the centre 




 field of view
Left camera’s
 field of view
Overlap area
 
Figure 3.38: Common overlap area between two cameras 
 
Figure 3.39: Superimposing the calibration model fit plots to the corresponding 
calibration images as verification for successful calibration 
3.3.9.5 2D-3C Stereoscopic PIV Data Processing 
Figure 3.40 shows a complete description of the processing required for computing 2D-
3C stereoscopic PIV velocity vector maps. Appendix B shows an example for 











Figure 3.40: Flow chart representing vectors calculation process for stereoscopic PIV 
1. The two camera views were calibrated by recording images of a standard 
calibration target. 
2. Image Model Fit (IMF) calibration files for camera 1 and camera 2 were 
calculated using Dantec DynamicStudio software. 
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3. Stereoscopic–measurements started with conventional 2D-PIV processing of 
PIV images recorded simultaneous flow field as seen from the cameras (i.e. not 
correlated by the angular view). 
4. Using the camera view calibrations calculated earlier (IMF) and these two 2D 
vector maps from both cameras were then combined into one single 2D-3C 
vector map using stereoscopic PIV processing method. 
3.3.10 Rig Modification for 3D-PIV Measurements 
The FEV steady-state flow bench was modified to provide an optical access into the 
cylinder region for stereoscopic PIV measurements in the tumble planes, as shown in 
Figure 3.41. The same modifications used before for 2D PIV measurements were 
applied again. However, the design of the correction box was different to match with 
both cameras, as shown in Figure 3.42 and Figure 3.43. Figure 3.44 shows a schematic 
for the field of view for different vertical tumble planes. 
 




Figure 3.42: Correction box for 3D-PIV measurements 
 
Figure 3.43: Top view of Scheimpflug stereoscopic camera configuration showing the 
correction box 
 
Figure 3.44: Schematic for the field of view, (a) mid-injector plane, (b) mid-cylinder 
plane and (c) mid-intake valve plane 
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3.3.11 In-Cylinder Air Flow Measurement Configurations 
Three measurement configurations were used on the flow tumble rig in order to study 
the in-cylinder air flow. This included the effect of measurement plane, valve lift and 
the pressure difference across the air intake valves. The next sections present details of 
the three configurations. 
3.3.11.1 Effect of Measurement Plane 
Since modern GDI engines are characterized by tumble-dominated flow fields, pure 
tumble patterns in the four-valves pent-roofs GDI engine head were investigated by 
illuminating the flow in three different vertical planes. These included the mid-cylinder 
plane (plane of symmetry at Z=0), the mid-injector plane situated on one side of the 
mid-cylinder plane position (Z=-8mm) and the mid-intake valve plane (plane including 
the centre of the intake valve at Z=20 mm), as shown in Figure 3.45. These experiments 
were carried out at fixed values of valve lifts of 7, 8, 9 and 10 mm for 150 mmH2O 
pressure difference. 
 
Figure 3.45: Top view for the location of the measurement vertical tumble-planes 
3.3.11.2 Effect of Valve Lift 
Stereoscopic PIV measurements were carried out in the mid-cylinder vertical tumble 
plane (plane of symmetry) at different valve lifts. The valve lift was changed from 1 
mm to 10 mm for fixed pressure difference across the air intake valves of 150 mmH2O. 
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3.3.11.3 Effect of Pressure Difference 
Stereoscopic PIV measurements were carried out in the mid-cylinder tumble plane at 
different pressure differences at fixed values of valve lifts of 2 mm, 5 mm and 10 mm. 
Three pressure differences were used 300, 450 and 600 mmH2O. 
The aim of the next part of this research was to investigate the influence of high-
pressure direct fuel injection (single-injection strategy) on the in-cylinder flow 
structures. Moreover, the interaction under different experimental parameters was 
investigated. These parameters included the pressure difference and the fuel injection 
pressure. This aim was achieved through, the application of high-speed time-resolved 
PIV which was capable of capturing many pairs of images in a short time period to 
reveal the temporal development of the flow and to quantify the air/spray interaction. 
3.4 Spray/Air Interaction Measurements Using Time-Resolved PIV 
As illustrated before, the main target of this part was to understand the influence of 
single fuel injection pulse on the in-cylinder tumble motion generated at high valve lift. 
The region of interest was slightly lower than that used for air flow measurements in 
order to increase the camera frame rate. The region of interest for air/spray interaction 
experiments was 600 mm by 800 mm. For this area of interest, the camera pixel 
resolution was 640 by 800 pixel, with frame rate of 3066 KHz and consequently a PIV 
frequency of 1 KHz. The measurement area was located at the mid injector vertical 
tumble plane, as shown in Figure 3.46. Particle image pairs were captured before, 
during and after the fuel injection event. 
PIV measurements for air/spray interaction were divided into three parts. The first 
part was the characterization of fuel spray only without air motion. The laser sheet 
illuminated the fuel spray only at different injection pressures, 32.5 and 35.0 MPa for 
fixed injection duration of 4 ms. In the second part, PIV measurement was focused on 
the tumble plane passing through the middle of injector with both air and fuel spray but 
the air was not seeded with particles. Therefore, the laser illuminated the spray 
deformation under the effect of air motion at valve lift 10 mm and different pressure 
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differences, 150, 300, and 450 mmH2O and different injection pressures of 32.5 and 
35.0 MPa. For the third part, PIV measurements were focused in the same vertical 
tumble plane. The laser sheet in this case illuminated both seeded air and fuel spray 
before, during and after the injection event, so air and fuel spray structures were imaged 
simultaneously. A relatively thick laser sheet (5 mm) was used to reduces out-of-plane 
seeding particle loss between PIV frames. 
 
Figure 3.46: Schematic showing the measurement location for air/spray interaction 
3.4.1 Fuel Injection System Set up 
Figure 3.47 shows the experimental set up for the fuel injection system. The fuel 
injection system consisted of a fuel tank, fuel filter, high pressure pump, high pressure 
lines, common rail, pressure regulator and fuel injector. The fuel pump was driven by 
an electric motor running at constant speed. The common rail pressure was regulated 
by a pressure regulator and measured by a pressure gauge and was considered as the 
injection pressure. The injector was a symmetric, multi holes (8 holes) with nozzle 
diameter of 0.2 mm and electromagnetically operated needle. For single injection 
strategy, one hole was kept while the other holes were blocked using laser welding. The 
injector was tilted such that the fuel was injected vertically slightly off the cylinder axis 
(8 mm away from the vertical axis of the cylinder towards the exhaust side). The fuel 
used for the current research was diesel fuel. This choice was based onto two main 
aspects. Firstly, due to safety issues, the diesel fuel was selected instead of gasoline fuel 
because of its high flash point. The fuel droplets were speculated to move with air flow 
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because of the suction effect of the centrifugal compressor and mainly an increase in 
temperature was expected to happen through the compressor. Secondly, since the aim 
of this work was to quantify spatially and temporally the in-cylinder air flow and its 
interaction with direct injection fuel spray, diesel fuel was selected as a non-vaporized 
fuel instead of gasoline fuel which has higher volatility. The gasoline fuel was expected 
to evaporate faster and hence the flow velocity could not be measured using PIV leading 
to an absence of data during the injection event. The injection duration utilized here (4 
msec) was chosen based on the camera frame rate to capture enough images for the 
interaction process. 
 
Figure 3.47: Schematic of experimental set up for air/spray interaction 
3.5 Uncertainty in PIV Measurements 
PIV measurements depend on detecting seeding particles motion to calculate the flow 
velocity. Random error and bias (systematic) error are the main sources of uncertainty 
in digital PIV measurements [152]. Gaining velocity vector field with minimal 
uncertainty relies on a number of parameters such as, seeding particles, optical medium, 
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camera configuration (setting), PIV algorithm (interrogation area, post processing... 
etc.). In this section, a brief description of these parameters is presented. Optimum 
parameters found from previous studies and used in the current study are presented 
together with their respective uncertainties. 
Titanium Dioxide with 0.3 μm average diameter was selected as seeding particles. 
As presented before in section (3.3.2.1), these particles were able to have a 95% 
response to turbulent frequencies of what could happen inside the engine cylinder. The 
seeding density 8-10 particles for a 32×32-pixel interrogation areas were suggested by 
Megerle et la. [153] and was verified to give a 2% uncertainty of the local average pixel 
displacement. Moreover, it was reported that the maximum particle displacement was 
no more ¼ of the interrogation area size to eliminate loss of in-plane particles [154]. A 
bias error could be introduced as well if the particle displacement was too small (< 1 
pixel) but was reported to be less than 1% in a 32×32 interrogation area [155]. Camera 
setting is considered as a significant parameter to obtain accurate PIV data. For high 
quality particle images, it was important to have as much light as possible with the 
greatest depth of field. Megerle et al. [153] illustrated that RMS error increases with 
increasing aperture of the camera. For the current work, the aperture of PIV camera was 
adjusted at 8 to provide good depth of view. Regarding the pre and post-processing of 
the captured PIV images, the particle images were pre-processed with subtracting the 
background to eliminate the noise. For PIV processing, the images were cross-
correlated with 32×32-pixel interrogation area size and 50% overlapping. For post 
processing, two validation techniques were used to fix and repair the spurious vectors; 
the moving average validation and the average filter. The uncertainty of PIV 
measurements for the current study was estimated using the particle disparity approach 
[156] by Dynamic Studio software. The particle disparity technique identifies 
individual particles on frames 1 & 2 and tries to match pairs based on the measured 
displacement vectors. If particle pairs in the vicinity of a vector all show comparable 
displacements the uncertainty is considered small, if particle displacements in the 
vicinity of the vector fluctuate the uncertainty is higher. The particle disparity technique 
outputs uncertainties for both U, V velocity components plus the number of matching 
particle pairs found within the interrogation area corresponding to the vector. 
Sciacchitano et al. stated that 6-7 matched particle pairs were preferred for reliable 
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statistics, but it was mathematically possible to perform the analysis with just 2 [156]. 
The uncertainty in the magnitude of the velocity is equal to the root of the square of the 
U plus the square of the V and their uncertainty. The uncertainty in the velocity 
calculation for these measurements was 5%. Uncertainty in velocity calculation could 
be higher with out-of-plane motion. 
3.6 Flow Characterization Parameters 
Even though the visual inspection of the velocity vector fields was very important to 
develop good understanding of the in-cylinder flow behaviour, a number of parameters 
are still essential to quantify the overall in-cylinder flow characteristics. These included, 
turbulent kinetic energy (TKE), vorticity and tumble ratio (TR). These quantities were 
calculated from the ensemble average velocity vector fields of 1000 instantaneous 
velocity vector field data set. 
3.6.1 Vorticity 
Vorticity is an important quantity for characterizing turbulence and its rotational 
structures. PIV provides the instantaneous velocity vector fields from which the 







                                                                                                                     3.22  
PIV is the best suitable technique for the measurements of vorticity using the 
instantaneous or mean velocities which otherwise is quite hard to measure [157]. The 
above equation gives the z-component of the vorticity using the velocity gradients in 





3.6.2 Turbulent Kinetic Energy (TKE) 
Turbulence plays a significant contribution in the mixing mechanisms, as the velocity 
fluctuation enhances mixing and turbulent dispersion. The kinetic energy provides 
quantitative information for the better understanding of turbulence mechanisms since it 
is affiliated with both fluctuating and mean velocities. The turbulent kinetic energy is 
that part of the kinetic energy of the fluid that exists in the fluctuation velocities. The 







𝜌 𝑢 𝑣 𝑤                                                                          3.23  
Where ‘𝑢 ’, ‘ 𝑣 ’ and ‘𝑤 ’are the RMS velocity components in the X, Y and 
Z directions respectively and ‘𝜌 ’ is the air density [158].  
In turbulent flows, the turbulent kinetic energy is produced by friction or buoyancy, 
or fluid shear. The turbulent kinetic energy is mostly contained in the large-scale 
structures and is then transferred down to the small-scale structures through the 
turbulence energy cascading process and is eventually dissipated by viscous forces. 
3.6.3 Tumble Ratio Based on Angular Momentum (TR1) 
The tumble ratio is defined by the ratio of the actual angular momentum of the fluid to 
the total fluid mass M assuming solid body motion at crank angle speed ω, and it is 
given by equation (3.24) [77]: 
𝑇𝑅
∑ ∑ 𝑟 𝑉 . ∆𝑀
𝑠𝑜𝑙𝑖𝑑 𝑑𝑜𝑑𝑦 𝑎𝑛𝑔𝑢𝑙𝑎𝑟 𝑚𝑜𝑚𝑒𝑛𝑡𝑢𝑚
                                                                                 3.24  
Where; the total solid body angular momentum for a cylinder of diameter B and 
unity depth can be calculated using equation (3.25): 
solid body angular momentum 𝜔𝑟 . 𝑟. 𝜌. 2𝜋𝑟. 𝑑𝑟
/
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Then equation (3.24) can be arranged as follow: 
𝑇𝑅 𝑥 , 𝑦





                                     3.26  
As for a uniform grid   
∆
.
, equation (3.26) then becomes: 
𝑇𝑅 𝑥 , 𝑦 8.
∑ ∑ 𝑣  . 𝑥 𝑥 , 𝑢  . 𝑦 𝑦 ,
𝑚. 𝑛 . 𝜔. 𝐵
                                         3.27  
𝜔 is the angular speed of the crank shaft (rad/sec) which was estimated based on 
constant axial velocity across the bore in the steady port flow bench condition was 




                                                                                                                                  3.28  
The tumble ratio TR1 is derived from the angular momentum equation and when 
calculated from equation (about the centre of the cylinder) should give values close to 
those measured on a traditional steady-state flow rig. The disadvantage of using TR1 is 
that it is dependent on the position of a centre-point in the flow (either mid cylinder or 
eddy centre) and its value is sensitive to velocity vectors far from the centre-point. 
3.6.4 Tumble Ratio Based on Vorticity (TR2) 
Tumble ratio is defined as the mean value of vorticity normalised by twice the crank 
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This ratio represents the relative amounts of large and small-scale rotation in the 





3.6.5 Basic Equations of Turbulence 
A huge amount of research and literature is available on turbulence, some basic 
governing equation and terminologies important in the study of turbulence is provided 
in this section for completeness. 
3.6.5.1 Continuity and Navier-Stokes Equation 
The Navier-Stokes equations, when combined with the continuity equation 
(conservation of mass), provide a complete mathematical description of the flow of an 
incompressible Newtonian fluid. The Navier-Stokes equations and continuity equation 
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Respectively, where 𝑣 𝜇/𝜌 is the kinematic viscosity, 𝜌 is the density of the fluid, 
and 𝑝 is the pressure, 𝑢  represents the 𝑖th velocity components and 𝑥  represents the 
𝑗th coordinate direction. 
3.6.5.2 Reynolds Averaged Navier-Stokes (RANS) Equation 
The random-looking behaviour of a turbulent flow suggests that it is useful to consider 
each of the flow variables to consist of mean and fluctuating components. The 
fluctuating part contains the turbulent aspects of the flow. This decomposition is known 
as Reynolds decomposition which is, an idea first introduced by Reynolds. The velocity 
and pressure fields are decomposed as follows: 
𝑢 𝑢 𝑢                                                                                                                          3.32  
𝑝 ?̅? 𝑝                                                                                                                           3.33  
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Where the overbar ( . ̅) denotes the time average and the prime .  represents the 
fluctuation. The process of deriving the Reynolds averaged equations for a turbulent 
flow consists of writing each flow variable 𝑢  ,𝑝 as the sum of a mean and fluctuating 
components, inserting the sums into each governing Equation (3.30) and (3.31), then 
averaging each equation and employing the averaging rules to evaluate each term. The 
continuity equation and the Navier-Stokes equation take the form,   
𝜕𝑢
𝜕𝑥















                                                               3.35  
In appearance, the Reynolds averaged Equations (3.35) and the Navier-Stokes 
Equations (3.30) are the same except for an additional unknown term on the right-hand 
side of Equation (3.35), which appears in the results of Reynolds decomposition. This 
term, 𝑢 𝑢  , is generally known as Reynolds stresses and it involves the time averaging 
of the product of the fluctuating components of the velocity. This Reynolds stress tensor 
introduces an added stress on the fluid caused by the turbulence. The difficulties in 
analytically predicting the Reynolds stresses even for the one-dimensional case have 
proved insurmountable without the aid of experimental or direct numerical simulation 
data. 
3.7 Proper Orthogonal Decomposition (POD) 
POD is an unbiased, statistical and powerful mathematical tool that decomposes a set 
of velocity distributions 𝑉  into a linear combination of spatial basis functions (or 
empirical eigenfunctions) (or empirical orthogonal functions) (or space-dependent 
POD modes, (denoted 𝜑 ) and their corresponding time-dependent coefficients, 
(denoted C ). The source data for this technique can be either experimental PIV 
dataset, or numerical simulation dataset. Figure 3.48 summarized the main principle of 
POD. The linear decomposition is formulated as follows: 
𝑉 C   𝜑                                                                                                  3.36              
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3.7.1 Theory and Mathematics of POD 
In this section, the mathematical description and basic equations of the POD theory is 
outlined. Consider 𝑉 𝑢, 𝑣 ,  is a set of two-dimensional velocity fields 
(snapshots) with total number of (𝐾) to be analysed (three-dimensional velocity fields 
can be analysed by the same principle). Here, 𝑖, 𝑗 are the indices of the grid points in 
the PIV measurement plane and 𝐾 (𝑘 =1, 2, … 𝐾) is the total number of velocity fields 
(total number of snapshots). This dataset may be collected at a certain valve lift, 
measurement plane or at a certain pressure difference. Due to the expected cyclical 
changes in the process of in-cylinder flow motion (snapshot-to-snapshot variation) and 
turbulent flow characteristics, hundreds or even thousands of velocity fields are usually 
to be processed. The POD decomposes the set of velocity distributions 𝑉  𝑘
1,2,3, … … , 𝐾  into a linear combination of (𝑀) POD modes, ( 𝜑 , 𝑚 1, 2, … , 𝑀) and 
their corresponding time-dependent coefficients, (C ). The total number of modes is 
equal to the total number of snapshots, 𝑀 𝐾. The main target of POD is to get a set 
of orthogonal POD modes, which denotes the most dominant energetic structures from 
the given velocity fields. From a mathematical perspective, that is to be achieved by 
minimization of the following function: 
𝐽 𝜑 , 𝜑 , … , 𝜑 𝑉 C   𝜑 → min                                       3.37  
Subject to: 
𝜑 , 𝜑 𝛿
1   𝑖𝑓 𝑖 𝑗
0   𝑖𝑓 𝑖 𝑗                                                                                 (3.38) 
where; ‖ . ‖ denotes the L -norm and 𝛿  is the Kronecker delta and 𝜑 , 𝜑  
indicates standard inner product. The POD modes contain the ‘flow patterns’, 
normalized in L  space so that the sum of the squares of all the vectors in an individual 
POD mode 𝜑  is unity [161]. 
 𝜇 , 𝑣 , 1                                                                                                    3.39  
 
108 
where; 𝜇 and 𝑣 are the x and y components of 𝜑, respectively. In addition, each 
POD mode is orthogonal to all others. This corresponds to the following mathematical 
relation as: 
𝜑 𝑥   𝜑 𝑥  𝑑𝑥 𝛿 ,                                                                                               3.40  
 
Figure 3.48: Schematic showing the main principle of POD 
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The orthogonality condition implies that the individual basis functions are 
independent of each other. Therefore, if the basis function satisfies Equation (3.38), the 
scalar product between the different basis functions is zero, and the scalar product of 
the same basis function is unity, that is, the unit functions are orthogonal to each other. 
In this way, the calculation of the coefficient C  is only related to 𝜑 , and has nothing 
to do with other basis functions, which greatly optimizes the computational efficiency. 
In summary, the calculation goal is: under the constraint condition of Equation (3.38), 
the minimization of Equation (3.37) is achieved. 
3.7.1.1 Solving the problem 
The solution of the problem requires the Lagrange method [161]. First, define 
Lagrangian functions based on the problems that need to be solved: 
𝐿  𝜑 ,  𝜑 , … ,  𝜑 ,  𝜆 , ,  𝜆 , , … ,  𝜆 ,   
𝐽  𝜑 ,  𝜑 , … ,  𝜑  𝜆 ,  𝜑 𝜑 𝛿 ,
,
                              3.41  
Solving (3.41), you need to achieve the following conditions: 
𝜕𝐿
𝜕 𝜑
 𝜑 ,  𝜑 , … ,  𝜑 ,  𝜆 , ,  𝜆 , , … ,  𝜆 , 0   for 𝑖 1,2, … 𝑀 
𝐿
 𝜕𝜆 ,
 𝜑 ,  𝜑 , … ,  𝜑 ,  𝜆 , ,  𝜆 , , … ,  𝜆 , 0   for 𝑖, 𝑗 1,2, … 𝑀                    3.42  
Solving formula (3.42), the following results are obtained: 
𝜕𝐿
𝜕 𝜑
0  ⇔   𝑉 𝑗  𝑉 𝑗  𝜑   𝜆 ,  𝜑   &   𝜆 , 0  𝑓𝑜𝑟 𝑖 𝑗 
𝜕𝐿
 𝜕𝜆 ,
0 ⇔   𝜑  𝜑 𝛿 ,                                                                                              3.43  
Let  𝜆 𝜆 , , we can deduce that we need to solve the eigenvalue problem shown 
below: 
𝑉 𝑉  𝜑  𝜆  𝜑                                                                                                                  3.44  
In this case, the eigenvalue problem of the correlation matrix (𝑉 𝑉 ) of the set of 
original flow fields is solved, and the problems raised previously can be solved. In order 
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to satisfy expression (3.38), the minimization of the following formula (3.37) in any M 
is realized, and the eigenvalue problem shown in formula (3.44) needs to be solved. 
3.7.2 Calculation Process in Detail 
The set of velocity fields to be processed is: 𝑉 𝑢, 𝑣 , , 𝑘 1,2,3, … … , 𝐾 . 
Here, 𝑖, 𝑗 are the spatial position coordinates of the velocity vector in the velocity field, 
𝑘 the velocity field index and 𝑢, 𝑣 are the velocity components in x and y directions 
respectively. Organize a total of I×J velocity vectors in all 𝐾 velocity fields and each 
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The y-direction velocity is made to be the same as the formula (3.45), and the matrix 




𝑈 𝑈 𝑉 𝑉                                                                                                        3.46  
As mentioned in the previous section, in order to solve the minimization problem, 
the eigenvalue problem of the spatial correlation matrix needs to be solved, namely: 
𝐶 𝛽 𝜆  𝛽                                                                                                                      3.47  
Where; 𝜆  is the eigenvalue of the spatial correlation matrix of the input flow field 
set, and  𝛽  is its eigenvector. 
Each eigenvalue corresponds to a characteristic vector. The larger the eigenvalue, 
the longer the corresponding coordinate axis, and the stronger its dominance. POD 
modes are arranged in descending order according to the magnitude of eigenvalues as: 
λ λ λ … … λ 0                                                                                            3.48  
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By selecting several eigenvectors with the highest eigenvalues to represent the set 
of flow fields being processed, a few dominance features are used to perform 
dimensionality reduction on complex data sets in the engine cylinder. 
The POD coefficients (C ) are obtained by projecting the input velocity field 𝑉  
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                                                                                     3.49  
The coefficient C  in Equation (3.49) represents the strength of the input flow 
field 𝑉  in the flow field structure of the basis function  𝜑 . For the flow field, 
 C  is equal to the kinetic energy in the flow field 𝑉  extracted by the basis 
function  𝜑 . For any input flow field 𝑉 , the coefficients in Equation (3.49) can be 
used to perform the recombination by multiplying and superimposing according to 
Equation (3.36). The kinetic energy extracted by a certain basis function in all input 
flow field sets can be calculated by: 
𝑘𝑒 𝐾𝐸 / 𝐾𝐸                                                                                                      3.50  
As mentioned earlier, the basis functions are sorted in descending order of energy, 
that is, the first basis function contains the highest share of energy, and the second basis 
function contains the second highest share of energy. For most of the engine's in-
cylinder analysis, five or more basis functions can obtain more than 90% of energy. By 
analysing these basis functions, i.e., the ordered flow field structure, a large number of 






3.7.3 POD In-Cylinder Flow Analysis 
POD was firstly applied to a sample of synthetic velocity vector fields with known 
characteristics to gain more physical understanding about the fundamental properties 
and the important features of POD. The aim was to reveal: 
1. What physical properties of the large scale (coherent) structures were captured 
by the POD? 
2. How these physical properties were captured and distributed among the POD 
modes? 
Furthermore, POD analysis was extended to evaluate the effect of valve lift and 
pressure difference across the air intake valves on the in-cylinder air flow variation and 
evolution.  
3.7.3.1 Evaluation of the Effect of Valve Lift using Phase-Invariant POD 
A large dataset of 5000 velocity vector fields (snapshots) with the same grid size (same 
number of vectors) from different valve lifts from 1 mm to 10 mm (500 snapshots per 
valve lift) were arranged to be in one input file and analysed by using phase-invariant 
POD to extract the most energetic and organized coherent structures. In this manner, 
the POD modes could be used to describe the flow structures at any valve lift. While 
their corresponding coefficients could be used to demonstrate the flow evolution. 
3.7.3.2 Evaluation of the Effect of Pressure Difference using Phase-Invariant POD 
In order to characterize the influence of pressure difference on flow structures, three 
data sets at valve lift 10 mm for three pressure differences 300, 450 and 600 mmH2O 
(1000 velocity vector fields from each pressure difference) were combined into a single 
file to implement phase-invariant POD. Consequently, under this scenario, for these 
3000 input snapshots, 3000 phase-invariant POD modes and their corresponding 
coefficients were constructed accordingly. 
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3.7.4 Convergence Criterions of POD Modes 
The convergence criterion of POD modes means the determination of how many input 
snapshots (velocity vector fields) are required for reconstruction. Here, each 
instantaneous PIV measurement was considered to be a snapshot of the flow. The 
following is an illustrative example to show how the number of input snapshots was 
determined before employing POD. Different datasets at valve lift 10 mm with different 
number of velocity vector fields of 50, 100, 200, 300 and 400 respectively, were 
arranged to implement the POD. Figure 3.49 shows energy fraction distributions for the 
first 10 modes with variations in the number of input snapshots. It was clear that well-
converged POD results were obtained with 400 snapshots of data. The energy 
convergence related to 300 and 400 snapshots was quite identical showing that the use 
of more input snapshots did not modify the energy distribution. Moreover, the number 
of input snapshots affects the accuracy of the computed eigenvalues (λ). Cazemier et 
al. [162] mentioned that the higher the number of snapshots the more accurate measure 
of the Eigen functions. The Eigen value reflects the relative kinetic energy associated 
with a corresponding mode and their sum indicates the total energy. Therefore, the 
convergence of the computed eigenvalues with the number of snapshots was 
investigated [20]. Figure 3.50 shows the variation of eigenvalues with the number of 
snapshots for the first POD mode. It was noticed that no significant changes were 
noticed in the consecutive magnitude of eigenvalues for the first POD mode once the 
sample size exceeds 300. Therefore, based on the above comparison, more than 300 
snapshots were considered quite accurate for POD analysis in this study. Two different 
ways were used to implement the POD; DynamicStudio software and MATLAB code. 




Figure 3.49: Energy fraction distributions for the first 10 modes with variations in the 
number of input snapshots  
 
 





































   
CHAPTER 4 
EXPERIMENTAL RESULTS AND DISCUSSION 
4.1 Chapter Overview 
In this chapter, first of all, the FEV flow rig was validated against Ricardo flow rig to 
test its suitability for particle image velocimetry measurements. Next, the results of 
stereoscopic particle image velocimetry (PIV) measurements in different vertical 
tumble planes are presented and discussed for different valve lifts and different pressure 
differences across the air intake valves. Then, the proper orthogonal decomposition 
(POD) analytical technique was applied to PIV measured velocity vector maps to 
characterise the flow structures. Finally, the results for air/spray interaction are 
presented and discussed.  
4.2 Validation with Experimental and Simulation Work of Ricardo 
The significant role of the port and valve assembly is to enable the engine to work under 
higher volumetric efficiency for realising more output torque and power. Therefore, 
there are some important parameters which can be studied using a steady-state flow rig 
to assess the effect of the valve and port assembly on the engine capacity at different 
ranges of valve lifts and pressure differences. One of these parameters is the discharge 
coefficient which has a significant effect on engine capacity particularly at lower valve 
lifts. Moreover, there are some other important parameters which reflect the intensity 
and direction of the in-cylinder flow motion: tumble ratio and swirl ratio. 
For the current work, the cylinder head was mounted on both flow rigs and tests 
were carried   at the same pressure difference of 600 mmH2O across the air intake 
valves.  The valve lift was varied from 1 to 9 mm in 1 mm steps and the experimental 
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results were presented in terms of measured air flow rate, flow coefficient, discharge 
coefficient and non-dimensional rig tumble. 
4.2.1 Measured Air Flow Rate 
The variation of air volume flow rate as a function of valve lift for both Ricardo and 
FEV steady-state flow rigs at 600 mmH2O pressure difference is shown in Figure 4.1. 
As can be seen from the figure, as the valve lift increased the supplied air volume flow 
rate increased to maintain the constant pressure difference. There was an acceptable 
agreement between the two curves till 6 mm valve lift but the difference increased as 
the valve lift increased. This was mainly due to chocking of the flow due to the small 
discharge area in the case of the FEV flow rig. This was thought to be due to the 
recommended value of the air discharge port being 35% of the bore diameter. 
 
Figure 4.1: Measured air flow rate variation with valve lift for both Ricardo and FEV 
steady-state flow benches 
4.2.2 Flow Coefficient 
The flow coefficient seems to be equivalent in definition to the discharge coefficient, 



























diameter of intake valves (𝐴 ) instead of the area of a frustum formed perpendicular 
to the valve and seat insert faces (𝐴 ) in the case of the discharge coefficient. The flow 
coefficient reflected the flow restriction made by the intake port geometry. This flow 
restriction became more significant when the area formed between the valves and their 
seat lips became equivalent to or exceeded the minimum port area (throat area). The 
flow coefficient was measured using both steady-state flow rigs at different valve lifts 
as plotted in Figure 4.2. The flow coefficient increased monotonically from zero with 
valve lift since the effective flow area through the valve increased with lift. Moreover, 
the figure shows that the flow coefficient affected the engine breathing capacity 
significantly. In fact, the higher valve lift caused more air flow into the engine and thus 
higher engine breathing capacity. It is clear also from the figure that there was a good 
agreement between both curves especially till 6mm valve lift. 
 
Figure 4.2: Flow Coefficient variation with valve lifts for both Ricardo and FEV 
steady-state flow benches 
4.2.3 Discharge Coefficient 
The discharge coefficient reflected the flow restriction caused by intake valves and seat 
lips particularly at low valve lifts. This flow restriction was used to determine the orifice 
area of the incoming air flow. Basically, the profile geometry of intake valves and their 
























lifts [63, 163]. The dependence of the discharge coefficient on valve lift can be 
understood from Figure 4.3. Theoretically, the incoming air flow filled the whole area 
available between intake valves and their seat lips, but in reality, it is more dependent 
on valve lift [164]. At low valve lifts, the inlet air jet was attached to both the seat and 
the valve, and thus was affected by viscous shear. If the jet was attached, then the 
discharge coefficient decreased slightly with increasing the Reynolds number since the 
viscous effects in the jet decreased. At high valve lifts, the fluid inertia prevented the 
flow from turning along the valve seat, so the flow broke away, forming a free jet. There 
was also good agreement between both curves. 
 
Figure 4.3: Discharge coefficient variation with valve lifts for both Ricardo and FEV 
steady-state flow benches 
4.2.4 Non-Dimensional Rig-Tumble 
The variation of non-dimensional rig tumble versus the valve lift is shown in Figure 
4.4. The large-scale tumbling motion is usually created during the intake stroke by 
restricting the air flow rate on the outer side of the intake valves. At low valve lift, the 
flow was highly restricted on the right side of the cylinder therefore, the higher 
velocities generated in this side produced negative values of non-dimensional rig-
tumble which can be called also as reverse tumble (clock-wise direction). After that, a 



























at about 5 mm valve lift for paddle wheel flow rig (FEV) and at about 4 mm for impulse 
torque meter flow rig (Ricardo). At higher valve lifts, an asymmetric flow distribution 
occurred again with the flow directed more towards the exhaust valves. Intensified by 
the deflection at the piston crown this jet flow led to the generation of a strong tumbling 
motion within the cylinder with positive values which can be called as normal tumble 
(counter clock-wise direction).  
 
Figure 4.4: Non-dimensional tumble rig variation with valve lifts for both Ricardo and 
FEV steady-state flow benches 
The difference between both curves was related to the fact that different techniques 
were used for tumble measurements, paddle wheel for FEV flow rig while an impulse-
torque meter for Ricardo flow rig. Moreover, in the case of the torque meter method 
(Ricardo method) there was no piston but in the case of the paddle wheel the piston was 
there. The rate of increase of non-dimensional rig tumble for FEV flow rig became very 
high starting at 6 mm valve lift. This was mainly because of the arrival of chocking 
condition therefore more air trapped inside the cylinder which, in turn, increased the 






























4.2.5 Validation of VECTICS CFD Simulation Work 
This section presents the validation between the experimental results obtained from the 
PIV measurements with those of RICARDO-VECTIS CFD simulations at identical 
operating conditions. PIV measurements were carried out at the mid-cylinder vertical 
tumble plane (plane of symmetry) at three fixed valve lifts, 2, 6 and 9.73 mm for 600 
mmH2O pressure difference across the air intake valves. VECTIS CFD simulations of 
the same cylinder head were set up by using the same boundary conditions in an attempt 
to represent faithfully the experimental arrangement. Figure 4.5 depicts a comparison 
of the ensemble average velocity vector fields obtained by PIV measurements in the 
vertical central plane with those obtained by VECTIS CFD simulations at different 
valve lifts. From the presented data it can be observed that, the air flow coming through 
the intake valves into the cylinder formed two air jets, intake side jet and the exhaust 
side jet. The intake air jet was almost parallel to the intake side cylinder wall while the 
exhaust side jet interacted with the combustion chamber walls then the exhaust side 
cylinder wall forming a counter-clock wise tumble vortex behind the exhaust valves. 
At valve lift 2 mm, the flow was highly restricted on the right-hand side of the intake 
valves, therefore the flow velocity was maximum behind the intake valves. At valve lift 
6 mm, the problem associated with the flow restriction was less and the air velocity was 
distributed almost equally between both jets. At valve lift 9.73 mm, a significant 
amount of air was highly directed by the intake ports towards the exhaust side, therefore 
the maximum velocities were transferred to the exhaust side. Considering the 
limitations in optical access, the VECTIS CFD simulation results provided further 
insights into the in-cylinder flow structure through the whole cylinder area. The 
agreement with PIV measurements were broadly good in terms of in-cylinder flow 
motion and structure, however the maximum predicted velocity magnitudes were to 
some extent higher than those measured by PIV. This in turn means that VECTIS CFD 
simulation can be used confidently to predict more useful information regarding the in-
cylinder flow behaviour at different operating conditions. However, further ‘tuning’ of 
the code may be necessary particularly the turbulence model used in order to achieve 














Figure 4.5: Comparison of ensemble average velocity vector fields obtained by PIV 
with those obtained by VECTIS CFD simulations, (a) valve lift 2mm, (b) valve lift 6 
and (c) valve lift 9.73 mm 
4.3 Stereoscopic Particle Image Velocimetry Results for Air-Flow 
In this section, the PIV results for the vertical tumble-plane are presented. Three sub-
sections are presented which include the effect of valve lift, the effect of measuring 
plane and finally the effect of changing the pressure difference across the air intake 
valves on the in-cylinder flow structures. 
4.3.1 The Effect of Valve Lift 
Stereoscopic 2D-3C PIV measurements were carried out in the plane of symmetry at 
different valve lifts. The valve lift was changed from 2 mm to 10 mm for fixed pressure 





characterized by the ensemble average, vorticity, turbulent kinetic energy (TKE) and 
tumble ratio (TR), obtained from PIV experiments is presented in the next sections. 
4.3.1.1 The Effect of Valve Lift on Flow Structures 
Figure 4.6 shows the ensemble average velocity vector fields in the vertical tumble 
plane passing through the centre of the cylinder at various valve lifts. Velocity 
directions are represented by vectors and magnitudes by colour-scale. Figure 4.6 (a)-
(c) shows the in-cylinder velocity vector fields at valve lifts 2, 3 and 4 mm, respectively 
where the intake valves were partially open. It can be seen that, generally the air 
velocity increased with increasing the valve lift as expected. In addition, the incoming 
air into the cylinder through the intake valves formed two separate jets. The right-side 
jet was mostly parallel to the cylinder wall with higher velocities compared to the left 
side because of the narrow passage between the intake valves and the right side of the 
cylinder wall. The air coming from the left side was deflected firstly by the combustion 
chamber walls towards the exhaust side then by the cylinder wall forming the left side 
jet with a recirculation zone behind the exhaust valves. 
Figure 4.6 (d)-(f) shows the in-cylinder velocity vector fields at valve lifts 5, 6 and 
7 mm, respectively where the intake valves were opened more. At valve lift 5mm, there 
was a symmetrical velocity distribution between the left and right-side jets. With 
increasing the valve lift more to 6 and 7 mm, more air was directed by the intake port 
towards the exhaust side then deflected by the cylinder wall towards the right bottom 
side of the cylinder thus transferring the dominant flow features to the left side of the 
cylinder.  
Figure 4.6 (g)-(i) shows the in-cylinder velocity vector fields at valve lifts 8, 9 and 
10 mm, respectively where the intake valves were fully opened. At these valve lifts, 
tumble vortices in the clock-wise and counter clock wise directions were generated in 
the upper half of the cylinder. A strong tumble vortex was formed in the lower half of 
the cylinder in the counter clock-wise direction with its centre almost coinciding with 
the vertical centre of the field of view and growing in the radial direction with 
increasing the valve lift. At valve lift 10 mm, the flow was dominated by a strong tumble 
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vortex with diameter almost equal to the bore of the cylinder. These strong tumble 
vortices at the higher valve lifts were the result of the orientation of the intake ports and 
the bent roof shape of the combustion chamber, the flow was directed toward the 
exhaust side then deflected by the cylinder walls and the piston at the bottom. 
4.3.1.2 The Effect of Valve Lift on Vorticity Contours 
Vorticity is the rotation rate of the fluid and is also known as pseudo vector field that 
represents the fluid’s local spinning motion around a point and is used to describe the 
total vortex strength of the flow fields. Figure 4.7 shows the vorticity magnitudes in the 
central vertical plane at various valve lifts. It can be observed that the vorticity 
magnitudes changed with blue representing the flow rotation in the clock-wise direction 
(negative) while green and red represent the flow rotation in the counter clock-wise 
direction (positive). Significant differences can be seen between the low and high valve 
lifts. Generally, the vorticity strength increased with increasing the valve lift. At low 
valve lifts, the flow inside the cylinder was divided into two regions. The region behind 
the intake valves was characterized by clock-wise vortices while the area behind the 
exhaust valves was characterized by counter clock-wise vortices. However, at high 
valve lifts, the cylinder was dominated by a strong tumble vortex in the counter clock 
wise direction except in the small area behind the intake valves. In addition, one method 
of studying the increase in vortex strength was to observe the turbulent kinetic energy 






Figure 4.6: The ensemble average velocity vector fields at different valve lifts 
(h) VL-9 
(f) VL-7 (e) VL-6  (d) VL-5  
(a) VL-2 (c) VL-4 (b) VL-3 
(g) VL-8 (i) VL-10 





Figure 4.7: Vorticity magnitudes (rad /sec) at different valve lifts 
(h) VL-9 (g) VL-8 (i) VL-10 
(f) VL-7 (e) VL-6 (d) VL-5 
(a) VL-2 (c) VL-4 (b) VL-3 
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4.3.1.3 Effect of Valve Lift on the Turbulent Kinetic Energy 
Generally, the intensity of the in-cylinder air flow can be expressed by the turbulent 
kinetic energy (TKE). In the current study, the TKE of the in-cylinder flow was 
calculated from the root mean square (RMS) velocity vector fields, which were 
obtained from the ensemble average velocity fields by DynamicStudio V5 software, 
using 1000 instantaneous velocity vector fields. Higher TKE is a measure of strength 
of the air flow. Figure 4.8 shows the variation of the turbulent kinetic energy with valve 
lift. It can be observed that, the TKE increased gradually from 2 to 7 mm valve lift. 
Then it started to increase rapidly with increasing the valve lift further reaching a 
maximum value at 10 mm valve lift. The slow rise in TKE at the lower valve lifts was 
because of, (i) the lower air flow rates into the cylinder, and hence (ii) the lower velocity 
of air jet entering the cylinder. However, at higher valve lifts the rate of increase became 
more obvious because of high velocity of the air jet entering the cylinder, which had 
high mean and fluctuating velocity components. It was found that the TKE increased 
by about 41.3% and 82% when the valve lift increased from 4 to 7 mm and from 7 to 
10 mm valve lift respectively. This high level of turbulent kinetic energy was expected 
to transfer down into small scale turbulence by the effect of compression. 
 
















4.3.1.4 Effect of Valve Lift on Tumble Ratio 
Two different ways were used to calculate the tumble ratio at different valve lifts. The 
first method was the tumble ratio based on angular momentum (TR1) while the second 
method was based on vorticity (TR2). TR1 was defined by the ratio of the actual angular 
momentum of the fluid to the total fluid mass M assuming solid body motion at crank 
angle speed ω while the center of rotation was taken to be the center of the field of view. 
While, TR2 was defined as the mean value of vorticity normalised by twice the crank 
angle speed ω. The mean vorticity was calculated by considering the rotation of 
horizontal and vertical velocity components about the center of field of view. This ratio 
represents the relative amounts of large- and small-scale rotation in the flow. For a 
rotating solid body, the mean vorticity has a constant value of twice the angular 
velocity. Figure 4.9 shows the tumble ratio calculated from both the angular momentum 
and from the curl of the vector fields at different valve lifts. It can be seen that; no 
significant differences were observed in tumble ratio between the two ways. The high 
valve lifts generated more powerful tumble pattern, for instance 2.67 and 2.04 at valve 
lift 10 mm for TR1 and TR2, respectively.  
 
Figure 4.9: Tumble ratio at different valve lifts 
These very high value of tumble ratio was due to both the high velocity generated 





















mm. Table 4.1 gives a summary of the tumble ratios calculated form both the curl of 
the vector field and the angular velocity at different valve lifts. 
 
Table 4.1: Tumble ratios calculated from both the curl of the vector field and the 
angular momentum at different valve lifts 
Valve Lift, 
mm 
TR1 TR2 Non-Dimensional 
Rig Tumble 
1 -0.17167 -0.48704 -0.0228 
2 0.00358 -0.08119 -0.0772 
3 0.27657 0.12414 -0.0885 
4 0.30414 0.14354 -0.0627 
5 0.20665 0.16107 -0.018 
6 0.33908 0.22547 0.0446 
7 0.17311 0.15416 0.179 
8 0.44730 0.73408 0.321 
9 0.97859 0.97511 0.6892 
10 2.67617 2.04259 - 
4.3.2 The Effect of Measurement Plane 
Stereoscopic 2D-3C PIV measurements were carried out in three different vertical 
tumble planes; the mid cylinder plane, the mid injector plane and the mid intake valve 
plane. Averages of 1000 PIV instantaneous vector maps were produced at fixed values 
of valve lifts of 7, 8, 9 and 10 mm for 150 mmH2O pressure difference. The effect of 
measurement plane variation on in-cylinder flows, which was characterized by the 
ensemble average, vorticity, TKE and TR, obtained from PIV experiments is presented 




4.3.2.1 Flow Structures at Different Measurement Planes (Spatial distribution) 
The three-dimensionality of the flow necessitates the measurement of all three velocity 
components via stereoscopic particle-image velocimetry in multiple planes. Figure 4.10 
depicts the ensemble average velocity vector fields of the in-cylinder tumble motion in 
three measurement planes for fixed values of valve lift. Number of observations can be 
extracted from this figure. Firstly, although the differences between the three planes 
were clearly visible in the vector maps, some similarities could be found in the flow 
patterns. In all measurement positions the PIV maps for all valve lifts, because of the 
design of the intake port, a significant amount of the incoming air flow was directed 
towards the exhaust side in the form of jet-like structure. Because of the interaction 
between this jet flow and the left cylinder wall and the flat piston in the bottom of the 
cylinder, a strong tumble vortex was generated in the counter clock wise direction. The 
intensity of this vortex increased with increasing the valve lift. In addition, this vortex 
was more significant especially at valve lift 10 mm as it dominated the full cylinder 
with no significant change in the flow pattern could really be noticed between the 
different positions and represented an ideal solid body rotation model. Secondly, one 
of the more significant observations from these contour plots was the difference in flow 
structures between the mid injector and the mid cylinder planes from one side and the 
mid valve plane from the other side, where the presence of the intake valve caused a 
separate vortex to form behind the intake valve. Thirdly, the average flow velocity was 
higher in the mid valve plane for all cases. The average velocity increased from 7.5 m/s 
to 7.96 m/s and from 12.1 m/s to 12.7 for valve lifts 8 mm and 10 mm respectively 
when comparing between mid-cylinder and mid valve plane. Fourthly, the fact that the 
position of the vortex centre in the tumble planes did not change significantly across 
the cylinder volume for all valve lifts, a potentiality of the tumble pattern to remain 
during the compression stroke was highly likely. Moreover, the measurements 
indicated that while the dominant tumble vortex was mostly two-dimensional, other 
flow structures confirmed that there were other significant three-dimensional features 




4.3.2.2 Distribution of Vorticity Contours in the Different Measurement Planes 
Vorticity is a very important quantity for characterizing turbulence and its rotational 
structures. PIV provides the instantaneous velocity fields from which the curl of the 
vector field which is equivalent to the vorticity can be measured from the velocity 
gradients. Figure 4.11 illustrated the vorticity maps at different measurement planes for 
different valve lifts. It can be noticed that the vorticity magnitudes were positive and 
negative indicating the different directions of vortex spins seen in the velocity vector 
maps. The figure clearly shows the strength of vorticity increased in both directions of 
rotation with increasing the valve lift except for valve lift 10 mm which was dominated 
by a strong counter clock wise tumble vortex with a center coinciding with the center 
of the cylinder. Moreover, when comparing for the same valve lift at different planes, 
it was found that there were not significant changes in the vortex strength and shape 
except for the mid valve plane which was distinguished with reverse tumble vortex 
behind the intake. This might be attributed to the fact that, for a single valve with 
straight perpendicular port exiting into a finite volume, the inducted steady-state flow 
streamlines form a torus, as some of the fluid particles come back to the axis of 
symmetry of the valve. However, in real engines, the vortex can be dramatically 
distorted by the boundaries of the confined space defined by the cylinder walls and pent 
roof surfaces. As the air jet impinges onto these boundaries, the flow is directed and, in 
some cases, heavily restricted. For design consideration, the inlet valve is rarely 
cantered in the cylinder, thus uneven angular distribution of the flow rate around the 
valve is inevitable. Therefore, for the current study, the flow was highly restricted on 
the right side of the intake valves (the restriction decreases with increasing the valve 
lift), thus a reverse tumble vortex was formed behind the intake valves because of the 










Figure 4.11: Vorticity maps at different measurement tumble planes 
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4.3.2.3 TKE Distribution in the Different Measurement Planes 
In the world of fluid dynamics, turbulence plays a significant contribution in the mixing 
mechanisms, and in addition to that velocity fluctuations enhance the mixing and 
turbulent dispersion. The kinetic energy provides quantitative information for the better 
understanding of turbulence mechanisms since it is affiliated with both fluctuating and 
mean velocities. The intensity of in-cylinder air motion at different measurement planes 
for different valve lifts can be expressed by TKE as shown in Figure 4.12. It can be 
noticed that the turbulent kinetic energy followed the same trend as vorticity. Increasing 
the valve lift led to higher flow rates inside the cylinder with higher velocities which 
had high mean and fluctuating velocity components which in-turn enhanced the TKE 
and increased the strength of air motion. Agarwal et al. [165] also reported similar 
behaviour of TKE in the intake stroke using an optical engine. In addition, the lower 
intensity of TKE at valve lift 7 mm could be attributed to the collision between the 
intake jet-side with the exhaust jet-side. Moreover, the TKE was higher for the mid 
valve plane for all valve lifts which agreed well with the higher velocities acquired in 
this plane. This practically means that the intake generated vortices in all planes at high 
valve lifts could persist through the compression stroke. 
 





















4.3.2.4 Tumble Ratio Distribution in the Different Measurement Planes 
Figure 4.13 shows the tumble ratio calculated from both the angular momentum and 
the curl of the vector fields in different measurement tumble planes. It is clear from the 
figure that both methods followed the same trend of tumble ratio. The tumble ratio 
magnitude increased with increasing the valve lift indicating an improvement in the 
overall in-cylinder air motion. It can be noticed that the high fixed values of tumble 
ratio for all planes especially at the highest valve lift (10 mm) generated an 
outstandingly good tumble pattern as the vortex occupied the entire cylinder volume 
and high velocities were generated. Nevertheless, the lower values of tumble ratio 
generated for valve lift 7mm could be attributed to the fact that at this valve lift the 
tumble vortex started to form especially at the mid-valve plane which had higher values 
of tumble ratio compared to the other planes. While the lower values of tumble ratio for 
valve lifts 8 and 9 mm could be attributed to the two counter rotating vortices generated 
because of the interaction between the jets coming from both sides of the intake valve. 
A counter rotating vortex had an impact on the flow pattern as it prevented the main 
vortex from filling the complete cylinder volume and affected the stability of the tumble 
pattern. In addition, the tumble level was gained by assessing the rotational speed of 
the paddle wheel anemometer to calculate the non-dimensional rig-tumble. It can be 
seen also that; the trend of non-dimensional rig-tumble values were the same as the 
average values of tumble ratio calculated from different measurement planes. The 
difference between both curves might be related to the fact that for PIV, the values were 
calculated for a certain number of vertical planes in two dimensions. However, the 
paddle wheel result was an ‘integral’ of the three-dimensional flow structures. 
Furthermore, the calculation was carried out on the ensemble average values of all the 
velocity vector fields at each valve lift and measurement plane. Table 4.2 gives a 
summary of the tumble ratios calculated form both the curl of the vector field and the 
angular velocity at different measurement tumble planes side by side with the non-






Figure 4.13: Tumble ratios calculated from both the curl of the vector field and the 
angular velocity at half bore below the cylinder head 
 
Table 4.2: Tumble ratios calculated from both the curl of the vector field and the 















Mid Injector 0.103 0.098 
Mid Valve 0.274 0.540 









Mid Injector 0.298 0.702 
Mid Valve 0.496 0.878 




















































































Mid Injector 0.503 0.721 
Mid Valve 0.588 0.975 









Mid Injector 2.43 2.32 
Mid Valve 2.62 2.46 




4.3.3 The effect of Pressure difference 
Stereoscopic PIV measurements for the mid cylinder vertical plane (plane of symmetry) 
at different valve lifts 2mm, 5mm and 10 mm were carried out at different pressure 
differences across the intake valves 300, 450, and 600 mmH2O. The effect of pressure 
difference on in-cylinder flows, which was characterized by the ensemble average, 
vorticity, TKE and TR, obtained from PIV experiments is presented in the next sections. 
4.3.3.1 Effect of Pressure Difference on Flow Structures 
Figure 4.14 shows the ensemble average velocity vector fields at different pressure 
differences across the intake valves for different valve lifts. The first observation which 
can be made is that increasing the pressure difference across the intake valves led to an 
increase in air flow rate into the cylinder, and subsequently an increase in air velocities. 
The maximum velocity approximately correlated well with the Bernoulli calculations 
for the maximum inlet velocities; for 300 mmH2O case was (72 m/sec), for 450 mmH2O 
case was (90 m/sec), and for 600 mmH2O case was (102 m/sec). At low valve lift (2 
mm), the flow was highly restricted at the area between the valve and valve seat. The 
restriction was more pronounced on the right side of the intake valves because of the 
orientation of the intake port which resulted in high pressure drop across the intake 
valves. Therefore, a significant amount of the incoming flow was directed towards the 
exhaust side because of its inertia and the highly restricted area. Then because of the 
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low-pressure area under the intake valves the flow moved from the exhaust side to the 
intake side and then was deflected by the right cylinder wall and the flat piston surface 
forming a clock-wise vortex (reverse-tumble). At mid valve lift (5 mm), the problems 
associated with the restriction became less and it was clear that there was a symmetrical 
velocity distribution between both jets coming from both sides of the intake valves. 
These symmetrical distributions led to no-tumble motion at this valve lift. At high valve 
lift (10 mm), the left-hand side air jet was more dominant. Because of the interaction 
of this jet with the combustion chamber walls and the left cylinder wall then with flat 
piston, the in-cylinder flow was dominated by a well-defined strong counter-clock-wise 
vortex (tumble). It was reported that a well-defined tumbling single vortex is more 
stable than any other large scale in-cylinder flow structures which may break up by the 
end of compression stroke into small scale structures increasing the level of turbulence 
during the combustion [166]. Furthermore, in case of comparing the data for the same 
valve lift but for different values of pressure difference, the effect of the pressure 
difference on the flow behaviour was negligible compared to the effect of valve lift. 
This meant that the mean motion was much more dependent on the valve lift than the 
pressure difference across the intake valves. This is consistent with the work of 
experimental and numerical studies of Soder et al. [167] and Vernet et al. [168] which 
proved that the value of the pressure drop does not influence the flow structures in the 
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4.3.3.2 Effect of Pressure Difference on Vorticity Contours 
Figure 4.15 shows the variation in the vorticity contours caused by increasing pressure 
difference for various valve lifts. The blue area represents the flow rotation in clock-
wise direction while the green area represents the flow rotation in counter clock-wise 
direction. As can be seen, the formed vortices preserved their shape for the same valve 
lift for different pressure differences. The only difference in all cases was that the vortex 
strength increased with increasing the pressure difference. It was also noticed that at 2 
mm valve lift, the dominant feature was the reverse tumble motion in the clock wise 
direction. At 5 mm valve lift, there was a balance between tumble and reverse tumble 
motions. However, at 10 mm valve lift, a strong tumble vortex dominated the in-
cylinder flow. 
4.3.3.3 Effect of Pressure Difference on Turbulent Kinetic Energy 
Figure 4.16 shows the variation of the turbulent kinetic energy (TKE) with valve lift 
for different pressure differences. Generally, the TKE increased with increasing the 
valve lift and pressure difference as more mass of air entered to the cylinder. However, 
it was noticed that, the rate of increase was higher from 5 mm to 10 mm valve lifts 
compared to the rate of increase from 2 mm to 5 mm valve lifts for all pressure 
differences. This might be attributed to the fact that, the increase in intake valve opening 
led to higher velocity of the air jet entering the cylinder, which had high mean and 
fluctuating velocity components. It was found also that the TKE increased by about 
36.7 % and 10.7 % for valve lift 9 mm when the pressure difference increased from 300 









































Figure 4.16: TKE at different valve lifts and pressure differences 
4.3.3.4 Effect of Pressure Difference on Tumble Ratio 
The tumble ratio (TR) was calculated at different valve lifts for different pressure 
differences using two methods. The TR1 was calculated from the angular momentum. 
Whilst, the TR2 was calculated from the plane averaged vorticity considering the 
rotation of the vertical and horizontal velocity components of a particle about the center 
of the field of view. Figure 4.17 shows the evolution of the tumble ratio at various valve 
lifts and different pressure differences. Generally, the tumble ratio calculated from both 
methods followed the same trend. It can be seen that the tumble ratio and therefore the 
mean motion was much more dependent on the valve lift than on the pressure 
difference. This is highly desirable since it guarantees the same flow structures for all 
pressure differences and subsequently for all engine speeds. This is consistent with the 
work of both Krishna [14] and Zhang [30]. It can be also noticed that at valve lift 2 mm, 
the negative values of tumble ratio were an indication of the reverse tumble motion in 
the clock-wise direction. However, at 5 mm valve lift, the symmetrical velocity 
distribution led to almost no tumble motion inside the cylinder therefore, the tumble 




















were an indication of the strong normal tumble motion in the counter clock-wise 
direction. 
 
Figure 4.17: Evolution of the tumble ratio as a function of the pressure difference and 
the valve lift 
4.4 Proper Orthogonal Decomposition (POD) Results 
As illustrated in the previous chapter, the POD decomposes a set of velocity 
distributions (snapshots) with total number of (K) into a linear combination of (M) 
spatial basis functions or space-dependent POD modes, (denoted 𝜑 ) and their 
corresponding time-dependent coefficients, (denoted C ). First of all, proper 
orthogonal decomposition was applied to a sample of synthetic velocity vector fields 
with known characteristics to gain more physical understanding about the fundamental 
properties and the important features of POD. These synthetic velocity vector fields 
were extracted from the stereoscopic PIV measurements however; they were arranged 
in a particular manner in order to extract some important features regarding POD 
implementation. After that, POD was conducted on the datasets acquired at different 
valve lifts and different pressure differences. The aim was to extract the most energetic 

























4.4.1 Interpretation of POD of Synthetic Flow Fields 
4.4.1.1 POD of Repeated Identical Flow Structures 
Figure 4.18 shows how the energy of identically repeated flow structures was captured 
and distributed among the POD modes or (basis functions). One velocity vector field, 
showing the counter clock-wise tumble motion at valve lift 10 mm, was repeated in 100 
snapshots. Consequently, 100 modes resulted without subtracting the ensemble average 
prior to performing the POD on the data set. This example demonstrated two main 
properties of POD. Firstly, it is well known that each POD mode comprises elements 
of all flow structures from all input snapshots therefore for this example mode 1 (𝜑 ) 
was enough to capture the same structures as the original snapshots having 99.99 % of 
total energy, as shown in Figure 4.19 and the other modes contained just noise. It could 
be concluded also that only the first mode was sufficient to reconstruct the physical 
flow structures. Secondly, as the same structure was repeated in all snapshots, the 
magnitude of coefficients for a specific POD mode which illustrated to what extent this 
mode was dominant for a particular snapshot was distributed equally between all 
snapshots, as shown in Figure 4.20.  
For mode 1 coefficients, the values were identical and all positive, meaning that 
mode 1 was dominant in all snapshots and the positive values indicated that structures 
captured by mode 1 were in the same direction as the original snapshots. For mode 2 
coefficients, they were all also similar but with negative values meaning that structures 




Figure 4.18: Illustration of POD for repeated identical flow structures 
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Figure 4.20: Coefficients of first two POD modes for all 100 input velocity fields 
4.4.1.2 POD Mode Capture of Coherent Structures 
Figure 4.21 reveals how coherent structures were captured and distributed throughout 
the POD modes. One velocity vector field contained the weakest structures, showing 
the reverse tumble motion in the clock-wise direction, was repeated at the same location 
and with the same orientation in 50 snapshots which had a total kinetic energy of 
2,003,133 m2/s2 (40062.67 m2/s2 per one velocity field). Another velocity vector field 
contained the most energetic structures, showing a strong tumble motion in the counter 
clock-wise direction, was repeated at the same location and with the same orientation 
in 50 snapshots which had a total kinetic energy of 23,368,755 m2/s2 (467375.1 m2/s2 
per velocity field). Consequently, 100 snapshots were created as the input velocity 
vector fields and resulted in 100 modes without subtracting the ensemble average prior 
to performing the POD on the data set. As can be seen from the figure, mode 1 (𝜑 ) 
captured only the structures which had the maximum kinetic energy found in the last 
50 velocity fields 𝑉  comprising 92.5 % of total energy, as shown in Figure 4.22. 
Then mode 2 (𝜑 ) captured the structures found in the first 50 snapshots  𝑉  which 
had the lowest kinetic energy comprising 7.3 % of the total energy. The coefficients of 
the first two POD modes for all snapshots are listed in Figure 4.23, which reveals the 
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C  were similar, positive and large for all k’s since 𝑉  contained the 
strongest structures and almost all their energies were captured by mode 1 (𝜑 ).  
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While on the other hand, the coefficients of the second mode C  were 
almost zero since they did not exist in 𝑉 . Similar insight could be gained by 
analysing the behaviour of the coefficients of the second mode C . This example 
also demonstrated an important feature of POD about the snapshot-to-snapshot 
difference which could be captured by the corresponding coefficients. This principle 
was considered as a key factor for the quantitative study of cycle-to-cycle variation in 
real engine flow. 
 
Figure 4.22: Kinetic energy fraction captured by the first 10 POD modes 
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4.4.1.3 POD and the RANS Turbulence 
The aim of this example was to reveal to what extent subtracting or not subtracting the 
ensemble average prior to performing the POD analysis on a data set was effective. 
This included a complete comparison between flow patterns of the POD modes derived 
with and without subtracting the ensemble average. In this example, a 200 
instantaneous velocity vector fields (K=200) at valve lift 9 mm and 150 mmH2O 
pressure difference were used to reveal properties of the POD modes in this case. 
a) The ensemble Average and the First POD Mode Relationship 
Figure 4.24 compares the spatial structures of both mode1 (𝜑 ) created from the original 
velocity vector fields, V, and the ensemble average, 〈V〉. It can be noticed that the flow 
pattern of the first mode was an excellent estimate of the flow pattern of the ensemble 
average and had the same direction. This gave an expectation that the coefficients would 
be positive. The kinetic energy content of both the ensemble average and POD mode 1 
are compared in Table 4.3.  
 
Figure 4.24: Ensemble average 〈V〉 and mode1 (𝜑 ) spatial structures without 
subtracting the mean prior performing POD 
(a) (b) Mode 1   (𝜑 ) Ensemble-average     〈V〉 
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Mode 1 kinetic energy (KE1) was calculated from the coefficients ( 𝐂 ) and 
divided by K=200 to provide the ensemble average value. It can be seen that the energy 
content of the first mode was almost equal to, but slightly larger than, that of the 
ensemble average value. Consequently, the combination of (a) the flow-pattern 
equivalency of 〈V〉 and φ  and (b) the approximate equivalency of the energy content 
led to the conclusion that the first POD mode φ  was an excellent estimate of, but not 
identical to, the ensemble average 〈V〉. 
 
Table 4.3: Energy comparison of Reynolds decomposition and POD with and without 
subtracting the ensemble average 
 KE % 〈𝑽〉 % rms 
Reynold 
decomposition 
〈𝐊𝐄〉 60442.3 100  
KErms 27944.62  100 
POD on original 
velocity 
KEtotal / K 88376.4   
KE1/ K 60692.75 100.3  
KE2 / K 2818.4   
KE2-200 / K 27683.65  49 




KEtotal / K 27944.62  100 
KE1/ K 2821.961   
ke1 0.1   
 
b) POD and RANS Turbulence 
Taking the conclusion of the previous section, it was reasonable to deduce that the 
modes from 2 to K (K=200) contained an estimate of the kinetic energy of the RANS 
turbulence, Krms. Accordingly, subtracting the ensemble average from the instantaneous 
velocity vector fields (snapshots) prior to performing the POD, would, by definition, 
contain only the RANS turbulence. Thus, one can expect that, the flow pattern of φ 〈 〉 
and φ  will be identical in case of the flow patterns of the ensemble average and 
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mode 1 were identical. Figure 4.25 shows the spatial structures of POD modes with and 
without subtracting the mean. The visual comparison of the patterns of the modes 
showed that they were not identically equivalent because of the flow structures of mode 
1 was not identical to the flow structures of the ensemble average. Moreover, as 
expected from energy conservation, Table 4.3 illustrated that KEtotal / K of 𝑉 〈V〉 was 
almost equal to the RANS turbulence, Krms. Also, the KE1/ K of 𝑉 〈V〉 was nearly 
10 % of KEtotal / K signifying that a large number of POD modes would be essential in 
order to reconstruct the most energetic structures of the Reynolds turbulence. 
      Figure 4.26 (a) & (b) shows the relative energy spectra and absolute energy spectra 
computed using equations (𝐾𝐸 ∑ 𝐶 ) and (𝐾𝑒 𝐾𝐸 /𝐾𝐸  ). It can 
be observed that, the shape of the energy curves for both energy fraction and absolute 
energy were quite insensitive to subtracting or not subtracting the ensemble average 
prior to implementing the POD on the dataset. The biggest change was that the Kinetic 
energy of mode 1, KE1 for (V) was dominant and contained the main part of the total 
energy (70% in the current example). As a result, there was just an offset in the energy 
fraction and absolute energy at mode 1 (m =1) for V and 𝑉 〈V〉 whereas for higher 
modes (m ˃1), the shapes of the energy curves were identical as shown in the Figures. 
Moreover, the cumulative energy curve shown in Figure 4.26 (c) reveals that prior to 
subtracting the mean, mode 1, (φ ), contained 70 % of the energy whereas after 
subtracting the mean over 30 modes was required to capture 70 % of the total kinetic 





Figure 4.25: POD modes (a) after subtracting the ensemble average, 𝑉 〈V〉, (b) 
without subtracting the ensemble average, V 
 













Figure 4.26: Energy distribution curves for V and V- 〈V〉 cases, (a) energy-fraction, 
(b) absolute energy and (c) cumulative energy 
4.4.2 Evaluation of the Effect of Valve Lift using Phase-Invariant POD 
It is significantly important to quantitatively understand how the in-cylinder flow varied 
and evolved at different valve lifts. Therefore, a large dataset of 5000 velocity vector 
fields (snapshots) with the same grid size (same number of vectors) from different valve 
lifts from 1 mm to 10 mm (500 snapshots per valve lift) were arranged to be in one 
input file. The data was then analysed by using phase-invariant POD to extract the most 
energetic and organized coherent structures. In this manner, the POD modes could be 
used to describe the flow structures at any valve lift while their corresponding 
































































4.4.2.1 POD Energy Spectra 
Figure 4.27 presents the energy fraction captured by the first 20 POD modes in order 
to determine the contribution of each mode to the original flow field. It can be seen that 
the first three modes together extracted about 74 % of the total kinetic energy from all 
5000 input velocity vector fields. The first mode alone contained 44.5 % of the total 
energy and the second mode contained 18.2 %. As shown in the energy graph, the 
energy level decreased at higher order modes showing the presence of small-scale 
structures which may not contribute much in the dynamics of the flow.  Subsequently, 
only the first three POD modes of the flow patterns are discussed in this section. 
 
Figure 4.27: Energy fraction captured by first 20 proper orthogonal decomposition 
modes 
4.4.2.2 POD Mode Structures and their Corresponding Coefficients 
Figure 4.28 (a) shows the flow patterns of the first POD mode and its corresponding 
coefficients at different valve lifts. As can be seen from the figure, each POD mode 
contained a particular physical flow structure, while the magnitude of the time-
dependent coefficients for a specific POD mode illustrated to what extent this mode 



















into the cylinder through the right and left sides of the intake valves, as emphasised by 
the arrows. It can be also noticed from the figure that, the difference in the intake jet 
intensity between the right and left sides and how the left side was more dominant. The 
left intake jet was stronger than the right. This was attributed to the fact that; the large-
scale tumbling motion is generally achieved firstly by restricting the flow rate on the 
outer side of the intake valves (right side) and using straight ports oriented in such a 
way that most of the annular jet exiting the intake valves is directed towards the exhaust 
side. Two observations were extracted from Figure 4.28 (b); firstly, the positive values 
of all coefficients were an indication that the flow structures captured by this mode were 
in the same direction as the original velocity vector fields. Second, when comparing the 
coefficients at different valve lifts, it was clear that the coefficients increased with 
increasing the valve lift reaching their maximum values at valve lift 7 mm then started 
to decrease again at higher valve lifts. This was expected as the intensity of the intake 
jet increased with increasing the valve lift. The reductions in coefficients at high valve 
lifts 8mm, 9 mm and 10 mm were attributed to the formation of tumble motion and 
these valve lifts no longer had these jet-like structures. 
      Figure 4.29 (a) displays the flow patterns of the second POD mode and its 
corresponding coefficients at different valve lifts. The second POD mode captured a 
strong, counter-clockwise, rotating coherent structure in the lower half of the cylinder, 
indicating a strong positive tumble motion, as highlighted by the dashed circle. This 
was reasonable as at high valve lifts the left side jet interacted with the left cylinder 
wall then the flat piston at the bottom of the cylinder leading finally to the formation of 
tumble motion.  Moreover, it is clear from Figure 4.29 (b) that the high valve lifts 9 mm 
and 10 mm were the only contributors to this flow structures. On the other hand, the 
coefficients remained nearly zero for the other valve lifts indicating that these valve 
lifts did not possess this rotating flow structures. Moreover, the rapid increase of mode 
2 coefficient after valve lift 7 mm indicated that the energy contained in the intake-jet-
like structure was transferred into the tumbling motion at high valve lifts. 
      Figure 4.30 (a) shows the flow patterns of the third POD mode and its coefficients 
at different valve lifts. Mode 3 mainly extracted vortical structures in the lower and 
upper half of the cylinder. When revising the ensemble average velocity vector fields 
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presented before, one could notice that these flow patterns were found only in the valve 
lift 8 mm, 9 mm and 10 mm cases and are confirmed here by the values of coefficients 
at these valve lifts.   
 
 
Figure 4.28: Flow patterns of the first POD mode and its corresponding coefficients at 


























Figure 4.29: Flow patterns of the second POD mode and its corresponding 































Figure 4.30: Flow patterns of the third POD mode and its corresponding coefficients 
at different valve lifts 
In order to characterize the influence of pressure difference on flow structures, 
separate data sets at different valve lifts for different pressure differences were acquired 
in order to perform phase-dependent POD. Secondly, three data set at valve lift 10 mm 
for three pressure differences were combined into a single file to implement phase-
invariant POD. Consequently, in this case, a single set of POD modes was created, 
thereby their corresponding coefficients or energies could be used to demonstrate the 
equivalency of these three data sets. However, for all previous cases, all data sets had 
the same grid size in order to create comparable modes. 
4.4.3 Evaluation of the Effect of Pressure Difference using Phase-Dependent 
POD 
4.4.3.1 Ensemble Average versus Phase Dependent POD Modes Structure 
Figure 4.31 depicts mode 1 and mode 2 flow patterns at valve lift 10 mm for different 
pressure differences 300, 450 and 600 mmH2O. It can be seen from the Figure, for all 
cases, that the flow patterns of the first mode were almost identical to the flow patterns 
of the ensemble average shown in section 4.3.3. This was not surprizing as the flow 
inside an engine cylinder under steady-state conditions could be classified as directed 
flow where the flow patterns of every snapshot appeared similar to the flow patterns of 























energy captured by the first mode was equivalent to that contained in the ensemble 
average or not. 
 
Figure 4.31: Ensemble average versus mode 1 and mode 2 at valve lift 10 mm for 
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 Mode 1 kinetic energy (KE1) was calculated from the coefficients ( C ) and 
divided by K=1000 to provide the ensemble average value. It was found that, the kinetic 
energy captured by mode 1 was almost equal to the kinetic energy contained in the 
ensemble average. For instance, Mode 1 kinetic energies were 280263 m2/s2, 395399 
m2/s2 and 468565 m2/s2 while the kinetic energies contained in the ensemble average 
were 279680 m2/s2, 394767 m2/s2 and 467375 m2/s2 at valve lift 10 mm for pressure 
difference 300, 450 and 600 mmH2O, respectively. Consequently, the approximate 
equivalency of both kinetic energy and flow patterns appearance of mode 1 and the 
ensemble average demonstrated that mode 1 for all pressure differences was an 
excellent estimate of the ensemble average. It can, therefore, be concluded that the 
higher modes (between 2 and 1000) represented a good estimation of the fluctuations 
in the in-cylinder flow structures and captured the relatively insignificant flow 
structures (see mode 2 in Figure 4.31) and the sum of the kinetic energy contained in 
these modes represented the kinetic energy of RANS turbulence [135]. 
4.4.3.2 Energy Fraction of Phase Dependent POD Modes 
Figure 4.32 shows the energy fractions captured by the first 50 phase-dependent POD 
modes at different valve lifts for different pressure differences. It can be noticed that 
mode 1 captured 59.5 %, 59.54 % and 60.5 % at valve lift 2mm, 65.3 %, 61 % and 55.9 
% at valve lift 5 mm and 86 %, 87 % and 86.4 % at valve lift 10 mm for pressure 
differences 300 mmH2O, 450 mmH2O and 600 mmH2O, respectively. This was due to 
mode 1 resembled the dominant ensemble-averaged of reverse-tumble pattern for valve 
lift 2 mm and two intake air jets pattern coming through the two sides of the intake 
valves for valve lift 5mm and strong tumble pattern for valve lift 10 mm which were 
spatially large-scale structures. It is worth recalling also that the higher values of energy 
fraction captured by the first POD mode confirmed that the in-cylinder flow was highly 
organised and highly repeatable in the input snapshots with small snapshot-to-snapshot 
variations [134, 169]. Taking this note in mind, one can suggest that the flow was more 
repeatable at high valve lift and high-pressure differences [134]. On the other hand, the 
higher modes, which represented small scale structures, contained much less energy 
fraction, for instance, mode 2, mode 3, mode 4 and mode 5 captured 1.4 %, 0.9 %, 
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0.643 % and 0.642 % of the total energy at valve lift 10 mm for a pressure difference 











































Figure 4.32: Energy fraction captured by the first 50 phase dependent POD modes at 
different valve lifts for different pressure differences (a) VL- 2mm, (b) VL- 5 mm, (c) 
VL-10 mm 
4.4.3.3 Phase Dependent POD Mode Coefficients 
Theoretically, the POD modes capture only the spatial pattern of the in-cylinder flow 
(either jet-like structure or tumble pattern) while the intensities of these modes are 
captured by their corresponding coefficients which resulted from the projection of POD 
modes onto the original input snapshots. Figure 4.33 shows mode 1 and mode 2 
coefficients at different valve lifts for different pressure differences for all input 1000 
snapshots. It is clear from Figure 4.33(a) that there was a good correlation between 
mode 1 coefficients and the applied pressure difference. For all valve lifts, the higher 
the pressure difference the higher the magnitude of mode 1 coefficients. For instance, 
the average mode 1 coefficients were 747, 888 and 966 for 300, 450 and 600 mmH2O 
at valve lift 9mm, respectively. Moreover, the coefficients of variation (COV) for mode 
1 coefficients at valve lift 2 mm were 9.18 % and 9.95 %, while the COV’s of mode 1 
coefficients at valve lift 10 mm were 4.56 % and 5.04 % for pressure differences 300 
and 600 mmH2O, respectively. This confirmed that the flow was more repeatable at 
high valve lift conditions. On the other hand, the lower values of mode 2 coefficients 




















insignificant contribution of this mode and consequently the higher modes 












































































Figure 4.33: Mode 1 and mode 2 coefficients for all snapshots at different valve lifts 





































































4.4.4 Evaluation of the Effect of Pressure Difference using Phase-Invariant POD 
It is worth recalling that POD is considered as a powerful and quantitative tool for the 
comparison of experimental datasets. Therefore, POD was used here to compare the in-
cylinder flow structures evolution and variation at valve lift 10 mm for different 
pressure differences 300, 450 and 600 mmH2O. A 1000 velocity vector fields from each 
pressure difference at valve lift 10 mm were arranged in one input file to apply phase 
invariant POD. Under this scenario, for these 3000 input snapshots, 3000 phase-
invariant POD modes and their corresponding coefficients were constructed 
accordingly. 
4.4.4.1 Phase-Invariant POD Modes Spatial Patterns and Energy Fraction 
Figure 4.34 depicts the spatial patterns of the first four phase-invariant POD modes. In 
order to show to what extent mode 1 was dominant in these different experimental 
conditions, the values of the average kinetic energy of the first four POD modes were 
calculated from their corresponding coefficients. It was found that the average kinetic 
energy contained in mode 1, mode 2, mode 3 and mode 4 were 378,008 m2/s2, 4,884 
m2/s2, 3,892 m2/s2 and 3,529 m2/s2, respectively. This established one important feature 
of the effect of pressure difference variation on the in-cylinder flow structures. Even 
though the input snapshots were collected from different cases of pressure differences, 
mode 1 only was able to extract more than 85 % of the total energy, this quantify the 
degree of similarity between these datasets as confirmed by the energy fraction curves 
shown in Figure 4.35. This was also consistent with the fact that, the image structures 
with repeated patterns could be placed in one mode and the other modes were arranged 




Figure 4.34: The first four phase-invariant POD modes at valve lift 10 mm, (a) mode 
1, (b) mode 2, (c) mode 3 and (d) mode 4 
 
Figure 4.35: The energy fraction captured by the first 50 phase invariant POD modes 























Figure 4.36 depicts the coefficients associated with the first three phase-invariant 
POD modes versus all 3000 input snapshots. A number of observations can be made 
from this Figure. First, there was linear fit between mode 1 coefficients and the applied 
pressure difference. This was confirmed by the higher value of the coefficient of 
determination R2, shown in Figure 4.37, which represented the goodness of data fit. 
Theoretically, a perfect fit was achieved if the value of the coefficient of determination 
approached unity. In the current case, R2 was 0.9674 showing the strong linearity 
existing between mode 1coefficients and the pressure difference. This indicated that the 
tumbling motion intensity increased with increasing the pressure difference.  
 
Figure 4.36: Coefficients associated with the first three phase-invariant POD modes at 























Figure 4.37: Linear fit between average absolute values of mode 1 coefficients and 
various pressure differences 
4.5 Air/Spray Interaction 
In the following sections, the interaction between high pressure direct fuel injection and 
the intake-generated tumble motion at different experimental conditions are presented 
and discussed. These sections include, the characterization of the fuel spray at different 
injection pressures and a qualitative and quantitative overview of the interaction process 
at different pressure differences across the air intake valves and fuel different injection 
pressures. 
4.5.1 Spray Characteristics (Spray Images and Penetration) 
Figure 4.38 depicts the variation of spray formation images with time after the start of 
injection (SOI) for two injection pressures 32.5 and 35 MPa. These static spray images 
served as baseline against which the geometrical distortions of the spray under the effect 
of air flow. It can be observed that the spray plume appeared symmetric around the 
spray vertical axis with more liquid concentration in the centre around this axis 
compared to the regions away from the centre of the spray particularly for higher 























was better for higher pressures. Using these spray images shown in Figure 4.38, for 
more quantitative information about spray formation, the spray tip penetration was 
measured. The temporal evolution of spray tip penetration at different injection 
pressures is shown in Figure 4.39. The average values shown were calculated from three 
injections. As expected, it can be noticed that increasing the fuel injection pressure led 
to an increase in the spray tip penetration. This was attributed to the fact that increasing 
the injection pressure led to an increase in the mass flow rate injected and in the initial 
liquid velocity and subsequently an increase in the spray momentum therefore, the fuel 
spray had the ability to propagate more into the surrounding environment [170, 171]. 
 
 
Figure 4.38: Temporal evolution of spray at (a) 32.5 MPa and (b) 35.0 MPa 






Figure 4.39: The variation of spray tip penetration with time after start of injection at 
different injection pressures 
4.5.2 Mie Scattering of Fuel Spray under the Effect of Air Motion 
A temporal sequence of the Mie scattering of the fuel spray development under the 
effect of air flow at different measurement times after the start of injection at valve lift 
10 mm for different air pressure differences 150, 300 and 450 mmH2O is illustrated in 
Figure 4.40. The aim of this figure was to qualitatively show how the fuel spray was 
affected by the in-cylinder air motion at different experimental conditions and to 
chronicle the evolution of spray event which was expected to be used to interpret the 
results. With such high valve lift, the air momentum was speculated to be high and 
subsequently the in-cylinder air flow could interact strongly with the developing fuel 
spray. This interaction was manifested in geometric differences between the spray 
trajectory observed in two cases, with and without in-cylinder air motion. To better 
visualize this, the spray plume centreline from the static injection conditions (without 
air motion) were overlaid as dashed red lines over the subsequent spray images under 
the effect of air motion. As illustrated before, increasing the pressure difference across 
the intake valves led to an increase in air flow rate into the cylinder and subsequently 
an increase in air velocities and more expected momentum exchange between the air 
flow and the fuel spray plume. Comparing Figure 4.40 (a), (b) and (c), the effect of 



















recognized. As a general view, for low pressure difference at 150 mm H2O of (Figure 
4.40 (a)), the impact of the in-cylinder flow on the spray was small particularly at the 
onset of the injection event. The tumble momentum at this low-pressure difference 
(speed) was not high enough to notably affect the high-momentum spray trajectory. 
However, at the higher-pressure difference of 450 mmH2O (Figure 4.40 (c)), the effect 
of the in-cylinder tumble flow on the spray was quite prominent. A number of detailed 
observations of special interest were extracted from this Figure. The first observation 
was that, for all cases of pressure differences, the spray plume had enough initial 
momentum to propagate through the air flow till around 2 ms after the start of injection 
(the middle of injection duration). However, it was noteworthy that during this time, 
the spray plume appeared asymmetric with the observation that the higher the pressure 
difference, the higher the level of asymmetry. This asymmetric fuel spray distortion 
was mainly concentrated towards the left-hand side of the spray (the exhaust side). This 
was attributed to the concept of the tumbling-motion generation where the intake port 
task was to direct a significant amount of air flow towards the exhaust side of the 
cylinder. The second observation was that, once the spray plume approached the bottom 
of the cylinder, the generated tumbling vortex at this valve lift drove the tail of the spray 
away from the vertical position towards the counter-clock wise direction (rolling up 
effect). This was very clear particularly at pressure difference of 450 mmH2O where 
the strongest tumbling vortex was generated inside the cylinder. The third observation 
was that, by the second half of the injection event, the spray plume started to lose its 
momentum and the in-cylinder air flow momentum became more significant to entrain 
more of the fuel spray. Moreover, shortly after the end of injection (EOI) at 4 ms, the 
fuel droplets distribution was totally dependent on the in-cylinder tumbling vortex. 
Furthermore, the complete time for fuel spray to totally follow the in-cylinder motion 
decreasing as the pressure difference increased. For instance, the fuel spray plume 
required 7.2 ms, 6.2 ms and 5.9 ms for pressure differences 150, 300 and 450 mmH2O 
respectively. It is worth recalling also that, depending on the previous stages of air/spray 
interaction, one hypothesis was proposed that the intake-generated large-scale tumble 
flow might be considered as a key parameter to control the fuel propagation, distortion 
and distribution inside the engine cylinder. Once the fuel droplets tracked the tumbling 
vortex, the possibility of the momentum exchange between air and spray droplets was 
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expected to increase which finally might lead to good mixing and prohibiting local areas 
with too high fuel concentration and hence more soot particulates. Figure 4.41 shows 
the velocity vector fields of the spray evolution which were overlapped onto the 
greyscale raw images of the spray under the influence of air motion at valve lift 10 mm 
for pressure difference of 450 mmH2O to demonstrate the interaction process in a 
qualitative way. It was clear that the velocity of the spray propagation was affected by 
the intake-generated flow. As shown in the sequence of the flow fields, during the initial 
stage of the injection event, the fuel spray was concentrated in the exhaust side. Then 
the fuel spray was curled up and compelled to move towards the intake side to follow 
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Figure 4.40: Temporal sequence of the Mie scattering of the fuel spray under the 
effect of air flow at different measurement times after the start of injection at valve lift 
10 mm and injection pressure of 32.5 MPa (a) 150 mmH2O, (b) 300 mmH2O and (c) 
450 mmH2O 
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4.564 ms 4.238 ms 3.912 ms 3.586 ms 
3.26 ms 2.934 ms 
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2.608 ms 1.956 ms 
1.63 ms 





Figure 4.41: Temporal sequence of the velocity vector fields superimposed into Mie 
scattering of the fuel spray under the effect of air flow at different measurement times 
after SOI at valve lift 10 mm and injection pressure of 32.5 MPa at 450 mmH2O 
1.304 ms 1.63 ms 1.956 ms 2.282 ms 
2.608 ms 2.934 ms 3.26 ms 3.586 ms 
3.912 ms 4.238 ms 4.564 ms 4.89 ms 
5.216 ms 5.542 ms 5.868 ms 6.194 ms 
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In an attempt to study the simultaneous interaction between air and spray, the 
following sections present the results for air and spray interaction while air was seeded 
with solid particles and the fuel droplets were used as seeding particles. 
4.5.3 Air/Spray Instantaneous Velocity Vector Fields 
Figure 4.42 depicts the Mie scattering images and their corresponding instantaneous 
velocity vector fields for air and spray mixture at selected times before, during and after 
the injection process at valve lift 10 mm for different pressure differences and different 
injection pressures. At valve lift 10 mm (at the time of maximum valve lift), the tumble 
vortex was fully developed and covered nearly the whole cylinder volume. The local 
flow direction was represented by the velocity vectors, whilst the velocity magnitude 
of the two in-plane velocity components was represented by the colour scale. The aim 
of this figure was to chronicle the spatial and temporal evolution of air/spray mixture 
and their interaction. As a general view to the figure, it was clear that, PIV did not 
provide velocity information in some regions at the left-hand side of the spray plume 
early during the injection event. This was attributed to the fact that the laser sheet could 
not pass through the dense spray plume because of its initial momentum and droplets 
cohesion. By the time, because of the interaction between spray and air flow, the laser 
sheet could pass and subsequently the velocity information became available in both 
sides of the spray plume. Image analysis was divided into four sections, before injection 
event, at 1.304 ms ASOI and at 4.564 ms ASOI and after injection. The first image for 
all cases (air flow prior to injection event) showed the counter clock-wise tumble vortex 
which dominated the whole cylinder at valve lift 10 mm. As illustrated before in 
sections 4.3.3.1 and 4.3.3.2, the effect of the pressure difference on the flow structures 
was negligible as the vortices formed preserved their shape for the same valve lift at 
different pressure differences. The only change was that, the vortex strength increased 
with increasing the pressure difference. Images at 1.304 ms ASOI showed a fuel-rich 
spray plume penetrating through the in-cylinder flow at high velocities in the spray 
center reaching about 55 m/s, 56 m/s, 57 m/s and 56 m/sec for 32.5 MPa, 35.0 MPa (at 
300 mmH2O) and 32.5 MPa and 35.0 MPa at 450 mmH2O respectively. Whilst the 
velocity at the periphery of the spray was low because of the in-cylinder air resistance. 
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The spray plume was much affected on the left side because of the direction of tumbling 
motion with centrally concentrated dense liquid and good atomization on the periphery 
of the spray plume particularly at higher injection pressure. By 4.564 ms ASOI (shortly 
after the end of injection-EOI), the liquid fuel injection ended and the fuel droplets were 
dispersed at the tail of spray plume while at the upper side of the spray, because of 
initial momentum, the droplets were still agglomerated. Since the intake generated 
tumble motion was anticlockwise, the right side of the spray plume easily followed the 
tumble vortex. Moreover, it was noticed that the combination of high injection pressure 
and high-pressure difference led to good atomization and better droplets dispersion as 
can be seen for 35.0 MPa injection pressure and pressure difference of 450 mmH2O 
case. At higher pressure difference across the air intake valves (equivalent to increasing 
the engine speed), the in-cylinder flow became sufficiently strong to impact on the fuel 
spray [35]. It was noticed also that (this was not depicted in the figures) the higher the 
pressure difference, the higher the left cylinder wall wetting (exhaust side), however, at 
the same time the lower the piston wall wetting as the strong vortex generated at high 
pressure difference drove the tail of the spray plume away from the piston surface. This 
was consistent with the work of Yunqing et al. [172] and Wei Zeng et al. [29]. After 
Injection, by 5.542 ms ASOI, the air entrainment into the fuel jet was fully established 
as a significant amount of fuel was dispersed resulting in a more uniform fuel 
distribution. The counter-clock wise tumble vortex disrupted by the injection event was 
then retained, to some degree, for a few milliseconds after the end of injection. 
Moreover, the velocity magnitude decreased to values similar to those measured before 










Figure 4.42: Instantaneous Mie scattering images and their corresponding velocity 
vector fields at selected times at valve lift 10 mm, (a) 32.5 MPa - 300 mmH2O, (b) 
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4.5.4 Air/Spray Momentum Exchange 
In addition to the intake-induced bulk air motion, another significant factor was 
addressed; the spray-induced flow field and its influence on the in-cylinder flow field. 
This was addressed through comparing the values of the maximum kinetic energy 
generated inside the cylinder before, during and after the injection event. The kinetic 
energy was considered as a key parameter which might be used to reveal the momentum 
exchange process between the high injection fuel pressure and the in-cylinder tumble 
motion [30]. Additionally, in order to move the rich fuel concentrated in the spray core 
to mix with the air inside the cylinder, the presence of the in-cylinder velocity was 
essential [173].  
Figure 4.43 shows the maximum kinetic energy relative to the time after the start 
of injection at different injection pressures and different pressure differences. As can 
be seen from the figure, after the start of injection the maximum kinetic energy inside 
the cylinder increased linearly. This might be attributed to the fact that the momentum 
generated by the high-pressure jet spray was partially transferred to the surrounding air, 
which increased the kinetic energy of the charge soon after the fuel was injected. It was 
noticeable that, even though the spray momentum was the same for the same injection 
pressure, the magnitude of the K.E was different for different cases of air pressure 
differences and subsequently the in-cylinder motion strength. Initially the maximum 
KE increased by 82 %, 96 %, 54 % and 63 % till 1.304 msec ASOI for 32.5 MPa, 35.0 
MPa (at 300 mmH2O) and 32.5 MPa and 35.0 MPa (at 450 mmH2O) respectively. 
However, from 1.304 msec to 4.564 msec ASOI, the max KE decreased by 7.5 %, 8.5 
%, 15 % and 19.7 % for 32.5 MPa, 35.0 MPa (at 300 mmH2O) and 32.5 MPa and 35.0 
MPa (at 450 mmH2O) respectively, indicating more momentum exchange between the 
in-cylinder tumble motion and the fuel spray, particularly under high pressure 
difference and high injection pressure conditions. This high momentum exchange was 
expected to increase the dispersion and the distribution of fuel droplets by the large-
scale tumble vortex to all positions inside the cylinder, making spray droplets and air 
mix better and avoiding any local areas with too high concentration of fuel droplets and 




Figure 4.43: Variation of max. K.E with time after start of injection for different 
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CHAPTER 5 
CONCLUSIONS AND RECOMMENDATION 
5.1 Conclusions 
The behaviour of the flow in the cylinder of a GDI engine was investigated and 
characterized using a number of experimental techniques on a steady-state experimental 
rig. Firstly, ‘traditional’ measurements of integral parameters such as air volume flow 
rate, flow coefficient, discharge coefficient, and tumble ratio were carried out. These 
measurements were aimed at confirming the accuracy and level of correlation between 
the test rig at UTP and that at Ricardo before the detailed investigation of the flow 
characteristics. The tumble ratio was calculated from readings of an FEV paddle wheel 
anemometer while those of Ricardo were based on an impulse torque meter.  The results 
showed a good level of agreement between both rigs in terms of air volume flow rate, 
flow coefficient and discharge coefficient. Although there was an acceptable level of 
agreement in the measured non-dimensional rig-tumble between the two rigs, 
noticeable differences could be detected which were mainly due to the absence of a 
piston in the case of the Ricardo test rig. 2D-2C planar high-speed time-resolved 
particle image velocimetry measurements of full field velocity vector maps were carried 
out at the mid-cylinder tumble plane and in order to validate the Ricardo’s CFD 
VECTIS simulation. The CFD results correlated well with the PIV measurements 
giving confidence in the CFD calculations. The tumble ratio was calculated from the 
PIV velocity vector maps using two methods; momentum integral and vorticity and 
both showed good agreement with direct paddle wheel and torque meter measurements 
thus confirming the correct set up of the PIV set up.  
The flow rig was modified to provide complete optical access in order to investigate 
detailed characteristics of in-cylinder flow structure using a novel 2D-3C stereoscopic   
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time-resolved high-speed particle image velocimetry. Several experimental conditions 
were considered and examined. First, the effect of valve lift on the in-cylinder flow was 
investigated at the plane of symmetry. The analysis of the ensemble average velocity 
vector fields of 1000 instantaneous velocity vector fields at different valve lifts revealed 
that, the incoming air into the cylinder through the intake valves formed two separate 
jets; the intake side jet and the exhaust side jet. At high valve lifts, a significant amount 
of air was directed towards the exhaust side then interacted with the combustion 
chamber walls and the cylinder liner and finally with the flat piston located at the 
bottom of the cylinder. This led to the formation of a counter clock-wise tumble vortex 
which dominated the whole cylinder volume at valve lift 10 mm. Moreover, increasing 
the valve lift led to higher flow rates inside the cylinder with high mean and fluctuating 
velocities which in-turn increased the strength of the air motion and therefore enhanced 
the turbulent kinetic energy (TKE) and tumble ratio (TR). Second, the effect of 
measurement plane was investigated considering three vertical tumble planes; the mid-
cylinder plane, the mid-injector plane and the mid-intake valve plane. The results 
showed that, the location of the vortex center in the different tumble planes did not vary 
greatly across the cylinder volume at high valve lifts which in turn indicated a uniform 
overall three-dimensional shape of the tumbling pattern. A far more effective tumble 
pattern was observed with higher velocity magnitudes and flow structures closer to 
solid body rotation at valve lift 10 mm for all tumble positions. The higher velocities 
generated at the mid-valve plane improved the overall air motion inside the cylinder in 
terms of higher TKE and tumble ratios compared to the other planes. Third, the effect 
of pressure difference across the intake valves was investigated considering three 
pressure differences 300, 450 and 600 mmH2O. Averaged velocity vector fields 
obtained in the mid-cylinder plane were analysed in order to understand the in-cylinder 
flow behaviour. The results revealed that, the effect of the pressure difference on the 
flow structure and tumble ratio was negligible compared to the effect of valve lift. The 
vortices formed preserved their shape at the same valve lift for different pressure 
differences. The only change was that the vortex strength increased with increasing the 




The Proper Orthogonal Decomposition (POD) method was used for the analysis of 
the variation and evolution of the measured PIV air flow. Each POD mode contained a 
particular spatial flow structure, while the magnitude of the time-dependent coefficients 
for a specific POD mode illustrated to what extent this mode was dominant for every 
snapshot. An innovative technique of combining synthetic velocity field datasets and 
the actual engine flow fields was used, in order to solve the well documented difficulties 
of applying POD methods to such complex flows. Further, two types of POD, namely 
phase-dependent and phase-invariant, were implemented on the acquired 2D-3C PIV 
velocity vector fields at different experimental conditions. The application of phase-
invariant at different valve lifts from 1 mm to 10 mm revealed how the in-cylinder flow 
varied and evolved. The POD energy spectra showed that the first three modes together 
extracted about 74 % of the total kinetic energy from all 5000 input velocity vector 
fields. The first mode captured the two intake air jets coming into the cylinder through 
the right and left sides of the intake valves and showed that the right-side jet was weaker 
than the left one because of the concept of tumbling motion generation. While the 
second and third modes captured the tumble motion generated at high valve lifts. 
Moreover, the phase-invariant POD analysis was extended to quantitatively evaluate 
the effect of the pressure difference on the in-cylinder flow behaviour. The results 
revealed that, even though the input snapshots were collected from different cases of 
pressure differences, mode 1 only was able to extract more than 85 % of total energy, 
indicating a high degree of similarity between these datasets and illustrated the 
insignificant effect of pressure difference on in-cylinder flow structures. Regardless of 
the applied pressure difference, the in-cylinder flow patterns did not change, however, 
the level of the turbulence kinetic energy increased as the pressure difference increased. 
This was very clear from the strong linearity existing between mode 1 coefficients and 
the applied pressure difference. In addition, mode 1 coefficients showed high 
coefficients of variation (COV) at high pressure differences. For instance, the COV of 
mode 1 coefficients was 4.42 % and 5.38 % for 300 and 600 mmH2O at valve lift 10 
mm, respectively. This illustrated, in a quantitative manner, that there was larger 
snapshot-to-snapshot variation at high pressure difference than at lower ones. This was 
attributed to the fact that higher pressure differences resulted in more air coming into 
the cylinder with higher velocities and subsequently more turbulence. 
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The interaction between the air motion and the fuel spray and hence the spatial and 
temporal evolution of the air/fuel mixture was investigated by means of simultaneous 
PIV and high-speed Shadowgraph. The effects of injection pressure and pressure 
difference across the air intake valves on the interaction process were investigated at 
valve lift 10 mm where the tumble vortex was fully developed. The results revealed 
that for the centrally mounted injector position, the intake generated tumble motion 
affected the trajectory of the injected spray significantly by diverting the spray plume 
towards the cylinder wall (exhaust side) particularly at high pressure differences. 
Further, the spray plume exhibited shorter penetrations under the effect of air flow than 
those shown under static injection conditions. This was attributed to the momentum 
exchange that occurred between the in-cylinder flow and the spray. This momentum 
exchange increased with the increase in the pressure difference across the intake valves. 
This, in turn, improved the breakup of the fuel spray and hence the mixing process 
resulting in a more homogeneous charge.   
5.2 Contribution of the Present Work 
The major contribution of this study is summarized as follows: 
 The introduction of high-speed time-resolved stereoscopic PIV to an engine 
flow field on a flow rig which allowed the recording of all three velocity 
components within different measuring vertical tumble planes. Comprehensive 
investigations were conducted on the main factors that affect the flow behaviour 
inside a cylinder of modern GDI engines. 
 The acquired steady-state measurements are a good source to validate the 
numerical tools as Reynolds-averaged Navier-Stokes (RANS) and large-eddy 
simulations (LES) without the added complexity of cycle-to-cycle variability 
which occur in real engine operation. 
 The combination of the steady-state flow rig, the high-speed time-resolved 
particle image velocimetry (PIV) and the powerful statistical analysis proper 
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orthogonal decomposition (POD) technique offered a new insight into in-
cylinder flows and can be utilized as new engine research tool. 
 The data on the spray-flow interaction provides an important insight into the 
mixture preparation process in GDI engines and helps in the design optimisation 
of these engines.  
5.3 Recommendations for Future Works 
The following are some thoughts that would be of interest for future work: 
 The flow structures captured within this set-up could also be compared to the 
flow structures captured within motored optical engines. This is speculated to 
confirm the suitability of steady flow laser-based testing as a method for future 
engine design. 
 Although good expertise has been gained in the understanding of the intake 
generated flow topology for pure tumble engines, many modern cylinder heads 
tend to produce a mixture of both swirl and tumble. More work is therefore 
necessary in this direction. 
 The air/spray interaction measurements can be extended to use two-phase 
stereoscopic PIV relying on a dual camera scope and image intensifier. The 
DaulScope provides separate imaging visualization of liquid phase and gas 
phase. This is speculated to add more quantitative information about the air and 
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PROCESSED DATA AND RESULTS FOR BOTH FEV AND RICARDO FLOW 
RIGS 
 
Table A1: Ricardo processed results 
 
RICARDO PROCESSED RESULTS 
 

























0 0 600 0 0 0 1 0 
1 0.030 600 0.0151 0.00 0.088 1.032 0.000 
2 0.059 600 0.0305 -1.45 0.178 1.030 -0.034 
3 0.089 600 0.0454 03.73 0.264 1.005 -0.058 
4 0.119 600 0.0585 2.49 0.341 0.958 0.030 
5 0.148 600 0.713 13.26 0.414 0.919 0.132 
6 0.178 600 0.0832 25.89 0.484 0.882 0.221 
7 0.208 600 0.0932 37.49 0.541 0.834 0.286 
8 0.237 600 0.0999 54.27 0.579 0.771 0.386 













Table A2: FEV processed test data 
 
FEV PROCESSED TEST DATA 
 


























0 0 600 0 0 0 0 1 0 
1 0.030 600 0.0017 0.0001 0.00 0.088 1.032 -5.14 
2 0.059 600 0.0017 0.0003 -1.45 0.178 1.030 -8.48 
3 0.089 600 0.0017 0.0004 03.73 0.264 1.005 -9 
4 0.119 600 0.0017 0.0006 2.49 0.341 0.958 -5.67 
5 0.148 600 0.0017 0.0008 13.26 0.414 0.919 -1.52 
6 0.178 600 0.0017 0.0009 25.89 0.484 0.882 3.4 
7 0.208 600 0.0017 0.0011 37.49 0.541 0.834 12.15 
8 0.237 600 0.0017 0.0013 54.27 0.579 0.771 19.18 
9 0.267 600 0.0017 0.0015 69.60 0.602 0.703 36.06 
 
Table A3: FEV processed test results 
 
FEV PROCESSED TEST RESULTS 
 



















0 0 600 0 0 1 0 
1 0.030 600 60 0.103 1.086 -0.022 
2 0.059 600 119.36 0.191 1.064 -0.077 
3 0.089 600 175.93 0.282 1.031 -0.088 
4 0.119 600 224.25 0.360 0.972 -0.062 
5 0.148 600 263.94 0.424 0.902 -0.018 
6 0.178 600 296.7 0.477 0.834 0.044 
7 0.208 600 318.48 0.512 0.757 0.179 
8 0.237 600 337.58 0.542 0.692 0.320 






STEREOSCOPIC PIV PROCESSING 
 
 
Figure B1: Vectors calculation process for stereoscopic PIV 
CAMERA 1 Raw Images 
CAMERA_2 Raw Images 
2D-2C Velocity Vector Fields 









POD MATLAB CODE 
 





files = dir(fullfile(directory, '*.txt')) 
ns=length(files); 















x = reshape(x1,M,N); 
















Uf=u-repmat(Um,[1 1 ns]); 
Vf=v-repmat(Vm,[1 1 ns]); 
Wf=w-repmat(Wm,[1 1 ns]); 
% end 
% create matrix for all fluctuating velocity components for each 




% Do POD analysis 
R=Uall'*Uall;          % Autocovariance matrix 
[eV,D]=eig(R);         % solve: V is eigenvectors, D is eigenvalues 
in diagonal matrix 
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[L,I]=sort(diag(D));   % sort eigenvalues in ascending order - I is 
sorted index vector 
for i=1:length(D) 
eValue(length(D)+1-i)=L(i);       % Eigenvalues sorted in descending 
order 
eVec(:,length(D)+1-i)=eV(:,I(i)); % Eigenvectors sorted in the same 
order 
end; 
eValue(length(eValue))=0;   % last eigenvalue should be zero - ensure 
this to avoid problems 
C=sum(eValue); 
menergy=eValue(1:ns)/sum(eValue); 
% calculate and plot the first m modes 
m=50; 
for i=1:m 
tmpe=Uall*eVec(:,i);         % find mode m 
phi(:,i)=tmpe/norm(tmpe);  % normalize mode 
end; 
clear tmpe; 
a=phi'*Uall;   %calculate reconstruction coefficient 
% a=phi'*Uall; 
phiU=reshape(phi(1:nx*nj,:),nx,nj,m);            % extract U part of 
modes 









axis([xmin xmax ymin ymax]); 
xlabel('x [mm]'); 
ylabel('y [mm]'); 









% reconstruct a snapshot 
isnap = 1; 
figure(i+2) 
Urecon = Um; 
Vrecon = Vm; 
for i = 1:10 
Urecon = Urecon+a(i,isnap)*phiU(:,:,i); 
Vrecon = Vrecon+a(i,isnap)*phiV(:,:,i); 
end 
quiver(x,y,Urecon(:,:),Vrecon(:,:), 3.7, 'color','blue') 
axis equal 
xlabel('x [mm]') 
ylabel('y [mm]') 
title('Reconstruction') 
end 
