Mapping is fundamental in the navigation task of autonomous mobile robots. In appearance-based mapping, the process of detecting visual loop closing determines whether the current observation comes from a previously visited location or a new one. The purpose of this paper is to present a new method of exploring indoor environments by an autonomous mobile robot, as well as building topological maps based on global visual attributes. This method takes advantage of the small size of the GIST descriptors, and the ease of their calculation. We also make use of omnidirectional images to build a single global visual descriptor showing an entire room. Furthermore, in order to handle the problem of a visual loop closing, we have employed a formula that correctly assigns each global descriptor to its location.
Introduction
An autonomous mobile robot is supposed to navigate in real, dynamic and unknown environments. However, if it has no prior information about the environment where it needs to move and act, it must be able to represent it. This model is essential for the robot's localisation and its planning of its movements to carry out its missions. In certain robotic tasks, a map of the environment is built incrementally by merging the successive perceptions acquired from the sensors of the robot during its navigation. The first question that arises in this context though is "how to represent an environmental map?"
Traditionally, robot maps have been classified in three approaches: metric, topological, and hybrid. Thrun (1998) considers that metric maps are useful for small-scale path planning and obstacle-avoidance tasks. They contain a geometrically correct representation of the environment. The locations are memorised along with their global coordinates. Topological maps record a set of places accessible to the robot as well as the manner to move from one place to its neighbouring ones. In this type of map, Bailey and Nebot (2003) , Ulrich and Nourbakhsh (2000) and Knapek et al. (2000) have segmented the environment into different places and have laid out the connections between them. Gasós and Saffiotti (1999) presented hybrid maps by using the functions of the two previous ones complementarily by combining local geometric information with more global structural information.
In all three approaches, it is important for the robot to know when it returns to an already visited place to correct its map and establish new paths. Therefore, when it detects such new paths, it needs to update its map accordingly in order to be able to perform tasks requiring more effective movement.
In this paper, we intend to model indoor environment with omnidirectional images using the global visual features, in order to build a coherent topological map that respects the loop closing. After having introduced the mapping process, the subsequent sections will be laid out as follows. Section 2 gives brief descriptions of related works. Section 3 will suggest methods to build the proposed map. Section 4 will present our topological mapping and detailed algorithms. Section 5 will lay out experimental verifications. Section 6 will demonstrate possible perspective developments to our approach.
Related work
Topological mapping methods aim to segment the environment by creating topological places linked together on the topological graph. Simmons and Koenig (1995) used a partially observable Markov decision process (POMDP) to estimate the possible locations of the robot in the form of probability distribution. This model is constructed from topological information about the connectivity of the environment, approximate distance information, and actuator characteristics. Nourbakhsh et al. (2003) adopted the approach presented by Simmons and Koenig (1995) in a hybrid system (topological and metric) for both localisation and map building. This method provides a compact model of the environment through the global topological map that combines local metric maps.
Several studies have been made based on omnidirectional images, allowing for the recognition of a place from a distant viewing point. Kumar et al. (2003) made use of decision trees (extremely randomised trees) to detect a loop closing. They use visual primitives extracted from the omnidirectional images to produce a Bag of Visual Words. This system presents an advantage by remaining invariant to orientation, except the fact that not using an algorithm of epipolar geometry may sometimes cause a false detection of the loop closing. Gaspar et al. (2000) included the principal component analysis (PCA) in order to learn an optimal database for subsequent projection of images acquired by the robot. The pairing of a current image with other learning images is realised by calculating the distance between them. In a topological simultaneous localisation and mapping (SLAM), Valgren et al. (2007) used the algorithm 'incremental spectral clustering' in order to gather omnidirectional images in 'clusters'. A matrix of affinities highlights similarities between the current image and all the clusters of images. The ISC algorithm determines the optimal number of clusters according to the matrix entries depending on the appearance only. Goedeme et al. (2007) also suggested a construction of the topological map in the same manner. The detection of a loop closing is based on a mathematical concept derived from the theory of evidence. The resemblance of images is based on a measure of similarities between the global and local primitives.
Recently, researchers have developed approaches based on Bayesian inference. Angeli et al. (2009) used the Bayesian filtering to calculate the detection of the loop closing by encoding the images in the shape of a set of local primitives in concordance with the paradigm of the Bag of Visual Words. If a hypothesis to detect a loop closing receives a high probability, an algorithm of geometry of multi-views is used. The solution is completely incremental, and it allows for the detection of a loop closing in real time. Chapoulie et al. (2012) in their turn, introduced the work of Angeli et al. (2009) , adding panoramic cameras to overcome the orientation problems of the robots. The environment is presented as an egocentric spherical view. Using these properties, the method of detecting a loop closing becomes more robust and independent of the orientation of the robot. Labbe and Michaud (2013) introduced the concept of memory. The algorithm is based on the creation of online signatures of current images stored in a memory. The memory will then assess the quality of the extracted primitives and the size of the data, and stores those that deserve to be selected in a short-term memory for a limited time, and the old signatures already stored in the short-term memory will be transferred to a working memory. The latter contains the ideal place to evaluate the detection of the loop closing using a Bayesian filter.
Our contribution in this article is inspired by the incremental approach as described by Marie et al. (2014) , which allows for the construction of the topological map from spatial representations extracted from the catadioptric sensor. It also focuses on the construction of the topological map from omnidirectional images, and relies on the following criteria:
• insure incremental topological mapping of the environment
• use small-sized global descriptors 'GIST' for signature computing
• calculate a threshold for the detection of a loop closing.
Environment representation

Topological map
A topological map is a high level representation of the environment. It attempts to capture the spatial connectivity of the environment components by presenting them in a graph of topological features such as rooms, corridors and intersections. Nodes in such a graph correspond to distinct situations and places, and are connected by edges if there exists a direct path between them.
The resolution of a map is proportional to the complexity of the environment representation. Compactness, being a key factor in this type of representation, and its low usage of computer processing allow for fast planning and facilitate interfacing with symbolic planners and problem-solvers. However, with no metric information available, the topological representation requires features (or landmark) selection, detection and recognition. This means that topological representation are heavily dependent on a powerful system to identify key elements of the environment. As a result, one of the most localisation problems using topological representations occurs when the robot traverses two places that look alike. The topological mapping often has difficulty determining if these places are the same or not, particularly if these places have been reached via different motion commands, actions or paths.
Why a topological map?
The key advantage of topological maps lies in their compactness. Such maps correspond completely to the complexity of the environment.
We justify the use of topological maps for the following reasons:
• they keep record of the environment as a set of distinct places
• they allow fast planning and low space complexity
• they discretise the environment components in concordance to the places shown in the map
• they provide natural interfaces for human instructions (such as Go to room X!). 
Our map
A topological map is built to support the navigation of a mobile robot. To enhance a representation of the environment, the robot makes use of an omnidirectional camera, and the acquired data are processed aiming at extracting the most relevant features of the environment. The built topological map provides the essential information needed for the navigation process.
In our map, we consider the nodes presented in a topological map as places where global visual features are quasi-constant, and each node regroups similar features in a single category. As to edges, they represent a transition from one place to another.
GIST descriptor
Originally presented by Oliva and Torralba (2001) , the GIST descriptor stems out of a series of psychological and computer-based studies about the classification of scenes. Taking into account the assumption that the human being is able to classify an image in a very short time regardless of its complexity, the goal was to create a system able to replicate the same operation. It would consist of extracting the essential information contained in the image (the GIST).
The GIST descriptor is based on the extraction of the spatial envelope of the image that contains the essential information. The spatial envelope is a set of holistic scene properties that can be used for inferring the semantic category of the scene without the need for recognition of the objects in the scene.
The GIST features are computed by converting the input image to grayscale, normalising the intensities and locally scaling the contrast. The resulting image is then split into a grid (M × M cells) on several scales, and the response of each cell is computed using a series of Gabor filters. All of the cell responses are concatenated to form the feature vector, which describes the image in its globality. The GIST descriptors present the best results with the default setup: filter bank at four scales and eight orientations. These descriptors, being 4 × 8 × 16 = 512 dimensional, are computed for grayscale variant.
Unwrapping omnidirectional images
Before extracting descriptors for omnidirectional images, we used the Pronobis's software (http://www.csc.kth.se/ pronobis/software/unwrap/) to unwrapper and represent them as panoramic images. This application converts polar to cartesian coordinates. The size and aspect ratio of the panoramic images can be adapted and the application performs bicubic or bilinear interpolation to improve the quality of the produced image. The center of omnidirectional image is detected automatically using two different methods. The first one is fast and very simple algorithm based on image thresholding. The second is slower but more robust based on Hough transform and edge detection. 
Similarity measurement
The GIST descriptor is applied for each acquired image at instant t. Our method takes as input the unwrapped omnidirectional image of fixed size and generates a vector of dimension 512. The GIST vectors are compared using the L2-distance. In the following, a similarity measurement is exhaustively computed involving the L2-distance between two consecutive images.
L2 − distance(t, t + 1) =
where
the GIST descriptor of omnidirectional image acquired at instant t
• gist (t+1) the GIST descriptor of omnidirectional image acquired at instant t + 1.
This equation is used to calculate the similarity between two consecutive images. Two images belong to the same place when the distance is minimal. Marie et al. (2014) present an incremental approach that allows for the construction of a topological map based on spatial representations constructed from:
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• the local topology defined by the segmentation of the free space
• the visual signature constructed by selecting the most pertinent information in an image.
When the robot starts exploring the environment, it should first extract a signature corresponding to the initial position, hence creating the first node of the map. And during the exploration, new signatures are created allowing the robot to relocalise itself and define new places. Every now and then, the robot must calculate the difference of the current signature with that of the node. For the robot to change the place, this difference should be less than the threshold τ 1 . In case the similarity measurement is below this threshold, the robot searches within the ensemble of the nearest matching nodes, assessing this time the similarity between the current signature and the signatures of all other nodes. If the similarity exceeds a second threshold τ 2 ( τ 2 = 0.8 in this case), the robot must conclude that this node is already visited, and consequently a loop closing is detected.
In our work, we use a global signature to represent the 'GIST' of the environment. The advantage of this representation is that it is very compact and fast to compute. In addition, we combine the method of exploration and construction of the topological map described by Marie et al. (2014) with a method that allows for an automatic calculation of the thresholds of the loop closing during the mobile robot navigation.
Detection of loop closing
Since the detection of the loop closing is crucial in improving the robustness of navigation algorithms, we have accordingly developed a method to deduce whether or not the robot has encountered a place already visited during its exploration of an indoor environment. This method is essentially based on a statistical calculation of the threshold of an image belonging to a specific category of rooms.
Considering a set of images of a specific room, the threshold of each one of those image is defined from the maximum L2-distance between the GIST descriptor of each image and the average of all the GIST descriptors of this set of images. The following equation shows the calculation of the threshold for each room (i).
• GIST matrix of global descriptors for all images stored in the room (node i)
• mean mean of the GIST matrix.
Topological mapping
Initially, when the robot begins the exploration of a given environment, its strategy is to carefully record multiple images (covering several views) in every discovered room of the laboratory. At the same time, a signature S t=0 that corresponds to the initial position is built, and stored by default in the first node in the map. During the robot's movement, new signatures are created hand-in-hand allowing it to get situated and define new places.
At time t, when the robot is on the node n, the probability that at time (t + 1) the robot remains in the same place is important. This is the reason why we measure the distance between the new signature and the one contained in the node n.
For the robot to change the place, the difference between the current signature and the signature of the node must be greater than the threshold (τ = 0.2). In case the measurement of the similarity is above this threshold, the robot has to compare the distance between the current signature and all the signatures of the nodes in the map in order to extract the minimum distance. The latter provides information about the room closest to the current signature. If this distance is less than the threshold of the loop closing of the specified room, the robot must infer that this room is already visited. On the other hand, when the situation is reversed, it creates a new node that includes the new signature.
Algorithm 1 Topological map building
The detection of the loop closing provides information about places already visited by the robot allowing for a more robust creation of the map. When the robot encounters a visited node, a link is made between this node and the last node of the map to make it more consistent. 
Experiments and results
COLD dataset
The acronym COLD stands for cosy localisation database. Pronobis and Caputo (2009) made this database to represent a new collection of image sequences, and provides a flexible testing environment that is mainly vision-based. It also aims to work on mobile platforms in real world environments. The COLD database consists of three independently collected sub-datasets gathered over three distinct indoor laboratory environments, which contain spaces of common functionality, and are located in different European cities. In our work, we used the COLD-Freiburg dataset that was acquired at the Autonomous Intelligent Systems Laboratory at the University of Freiburg in Germany (Figures 4 and 5) . For the data acquisition, COLD was extracted from omnidirectional and perspective cameras mounted together on a socket, which was moved from one lab to another. The socket was mounted on the robot platform available at each lab, and each robot was driven manually across several rooms for the data acquisition.
Topological mapping
We have carried out several experiments to test our approach of the topological navigation of a totally-independent mobile robot in an unknown environment, and we have validated it by video sequences issued from COLD-Freiburg dataset of omnidirectional images taken in an indoor environment (laboratory). Figure 6 shows our results of the process of the map building (topological graph).
The graph consists of nine nodes, each one representing and keeping different signatures of the laboratory rooms. We can find out that the node of the corridor stores a high number of signatures (1, 118) . This is due to the robot needing to visit the corridor every now and then in order to move from one room to another in a given environment. Table 1 summarises the number of signatures emanating from each room. 
Detection of loop closing
In this experiment, during the creation of the topological map, the robot tests the similarity between the signature of the frame t = 1 and all the other signatures of the nodes. The minimum distance 0.0921 resulting from the test represents the distance between the signature of the frame t = 408 and frame t = 1, which belongs to the category (corridor). In order to ensure that the current signature t = 408 pertains to the corridor category, the robot must ascertain that the distance is less than the threshold of the loop closing τ loop = 0.1809 associated with this category (see Table 2 ). The robot also encounters other loop closings at t = 851, t = 1, 241, t = 1, 551 and t = 2, 037. So, for it to navigate through the whole lab, it must necessarily visit the corridor to reach the other places.
Figure 7
The sample frames extracted from video sequences, (a) frame t = 1 (b) frame t = 2 (c) frame t = 3 (d) frame t = 4 (e) frame t = 408 (see online version for colours) (a)
Note: The loop closing is detected in the frame t = 408.
Conclusions
The approach presented in this paper introduces a new method of constructing topological maps in unfamiliar environments using omnidirectional vision only. It is comparable to state-of-the-art works obtained with more sophisticated methods. Its originality stems out of the quality of the environment representation, which is based on compact and fast global features. The results obtained here show the robustness of the loop closing detection, which uses a statistical formula in order to build a coherent topological map. Nevertheless, our method has some limitations when, for example, the robot acquires images in a random manner. Therefore, to overcome such limitations, the robot must have a good exploration strategy and a well-planned procedure to acquire omnidirectional images.
Also, in order to improve the quality of the environment description, we are currently working on a high level signature, which detects each object present in a scene.
