A coded aperture snapshot spectral imager (CASSI) estimates the three-dimensional spatiospectral data cube from a snapshot two-dimensional coded projection, assuming that the scene is spatially and spectrally sparse. For less spectrally sparse scenes, we show that the use of multiple nondegenerate snapshots can make data cube recovery less ill-posed, yielding improved spatial and spectral reconstruction fidelity. Additionally, data acquisition can be easily scaled to meet the time/resolution requirements of the scene with little modification or extension of the original CASSI hardware. A multiframe reconstruction of a 640 × 480 × 53 voxel datacube with 450-650 nm white-light illumination of a scene reveals substantial improvement in the reconstruction fidelity, with limited increase in acquisition and reconstruction time.
Introduction
Coded aperture spectroscopy decouples spectral resolution and spectral throughput, enabling simultaneously large étendue and spectral resolving power [1] [2] [3] . Coded aperture designs may also be applied in push-broom geometries to capture full spectral images [4] .
This architecture has been further extended by our group to develop a snapshot spectral imager using the spatial encoding from the coded aperture rather than push-brooming [5, 6] . This instrument has been shown to effectively capture data at video rate from nonstationary scenes [6] and from beads in fluorescent microscopy [7] . The entire three-dimensional (3D) data cube is captured in a snapshot using a two-dimensional (2D) detector, where, unlike computed tomographic imaging spectrometers (CTISs) [8] [9] [10] , the number of pixels in each channel of the data cube is equal to the total pixels of the detector. This yields an underdetermined system operator, specifying how much spatial or spectral detail can be captured from a single snapshot. However, the efficiency of capture far exceeds noncompressive methods of snapshot spectral imaging, include the image mapping spectrometer (IMS) [11] and Lyot filtering [12] , where these systems, like CTIS, require very large detector arrays.
Compressive spectral imaging (CSI) enables a reduction in the number of measurements needed to sample a full 3D data cube, exploiting the inherent sparsity of typical scenes. CSI leverages the emerging theory of compressive sensing (CS). CS states that sampling (significantly) below the Nyquist rate may be sufficient for accurate signal recovery if the product of the system measurement matrix and a sparsity transformation satisfies a certain sufficient condition called the restricted isometry property (RIP) [13] . The condition is difficult to verify in practice since such verification poses a nondeterministic polynomial-time hard (NP-hard) problem. Thus, the number of necessary measurements is often quantified by a quantity called incoherence, setting a sufficient condition for the RIP.
We now propose a new design of the coded aperture snapshot spectral imager by designing a 2D 0003-6935/10/366824-10$15.00/0 © 2010 Optical Society of America push-broom variant, providing a multiscale estimation capability of the data cube. By taking additional snapshots of the same scene with codings that are distinct for each snapshot, it is possible to select the number of measurements based on resolution requirements while still maintaining the snapshot advantages of the instrument in each unique measurement. This provides flexibility in strictly adhering to the sparsity requirements needed for accurate estimation with compressive sensing. Additional examples of this method are found in [14, 15] . This paper will follow with a discussion of the linear system model for multiple snapshots and a description of the algorithm used for reconstructing the data sets. In Section 3, changes to the physical instrument are outlined and, finally, the experimental results are presented comparing snapshot to multiframe reconstructions.
Theory

A. Computational Forward Model
The continuous model for power spectral density through the mask, prism, and optics at the detector is defined as [6] f ℓ ðx; y; λÞ ¼
ZZ
T ℓ ðx 0 ; y 0 Þf 0 ðx 0 ; y 0 ; λÞhðx 0 − ϕðλÞ
where T ℓ ðx 0 ; y 0 Þ is the transmission function representing the coded aperture for a particular snapshot encoding of the scene, hðx 0 − ϕðλÞ − x; y 0 − y; λÞ is defined as the optical impulse response of the system, and f 0 ðx 0 ; y 0 ; λÞ is the power spectral density at the aperture code. The dispersion in the x direction is signified by ϕðλÞ.
The discrete model of the intensity at each detector pixel ðn; mÞ for the ℓth single snapshot is given by [6] g ℓ;n;m ¼ Z Λ
ZZ ZZ
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Assuming linear dispersion of the prism such that ϕðλÞ ¼ αλ and substitution of variables, along with the discretization of T ℓ ðx 0 ; y 0 Þ ¼ P i P n t ℓ;i;n rectð
Δ − nÞ, the discrete sampled data cube can be expressed as
where ði; jÞ designate columns and rows of the mask, and ðx; yÞ denote the spatial coordinates at the detector. Finally, noting that m þ i ¼ k and i ¼ k − m, the detector measurements can be written as
where t k−m;n is specified by the aperture code. Since the aperture code is shifted by a discrete amount Δℓ, specified by the size of a pixel mapped to the aperture code, the complete motion is a multiple of a for horizontal and d for vertical of Δℓ. The aperture code then models the transmission as t ℓ;i;n ¼ t i−aΔ ℓ ;n−dΔ ℓ . This states that the final detector measurement is a projection of elementwise multiplication of the shifted aperture code with the scene. This can be algebraically expressed as a linear matrix system:
Where Φ is a nonnegative mapping from the 3D voxels of the data cube f to the 2D detector array data, g.
B. Extending the System Model
To extend the forward model for a snapshot measurement, let g ℓ and Φ ℓ denote the ℓth snapshot CASSI measurement and its associated system forward model. Each g ℓ is unique from chosen translations of the mask relative to the detector, yielding spectrally distinct coding and thus augmenting independent measurements. Since the mask moves relative to the detector, the uniqueness of each measurement g ℓ is independent of the spatial diversity of the scene and additional g ℓ augment the information of f if Φ ℓ are independent. The forward model then becomes g n;m;ℓ ¼ X i t i;n;ℓ f i;n;m;ℓ;i : ð7Þ
In matrix form, as in Eq. (6), this can be written as
Since each g ℓ is substantially smaller than f for multiple spectral channels, this system is highly underdetermined and, thus, cannot be solved by conventional inversion methods or least squares. Alternatively, theory from CS allows solving such underdetermined systems via sparsity-constrained optimization.
Compressive sampling, as opposed to Nyquist sampling, states that a signal can be accurately captured with fewer samples than that of the original signal [13] . In a traditional monochrome detector, the number of samples exactly matches the image, assuming there is no spatial correlation between pixels, which would be invalid for most natural scenes. When images are represented in a sparsifying basis, only a small number of coefficients are sufficient to accurately describe the image, yielding high compression. CS leverages this in the physical sensing stage rather than in the postprocessing stages, as is conventionally done. By extending this theory to spectral imaging, where a scene is sparse both spatially and spectrally, it is possible to compressively sample the 3D scene on a single detector.
The compressibility of the data cube depends on the sparsifying and measurement basis similarity, quantified by mutual coherence in Eq. (9):
where N is the length of the sequence to be measured, φ is the basis measurement, and ψ is the sparsifying basis. A lower value of μ indicates lower coherence (or better incoherence) between the measurement matrix and the sparsifying basis. Lower mutual coherence requires fewer measurements for achieving a certain accuracy of the estimate (or solution). The compressibility of the system is scene dependent, reducing the flexibility of a compressive spectral imager unless tunable parameters are introduced to the measurement matrix. Under white-light illumination, the scene will be significantly less sparse and the system will be severely underdetermined, requiring many more measurements for an accurate reconstruction of the data cube. This indicates that, depending on the level of sparsity in the light source, different measurement methods should be employed for accurate reconstruction. A simple way to match the measurements with the level of sparsity is to do multiframe capture. In some cases, a single snapshot will yield sufficiently accurate estimates; in other cases, a series of multiple frame captures with different encoding is necessary to optimize the measurement matrix and validate the sparsity constraint. This scalability in the measurements allows a single CASSI system to acquire data from virtually any scene.
C. Reconstruction Algorithm
CS stipulates that accurate and unique solutions to underdetermined systems can be found by solving sparsity-constrained optimization problems. Several algorithms have been tested with the CASSI model, including gradient projection for sparse reconstruction (GPSR) [16, 17] , nested adaptive refinement estimation (NeARest) [6, 18] , sparse reconstruction by separable approximation (SpaRSA) [19] , and two-step iterative shrinkage/thresholding (TwIST) [17, 20] . In general, TwIST has produced the most accurate and visually pleasing reconstructions while being an efficient algorithm that solves the Lagrangian unconstrained formulation of constrained optimization problems:
The total variation (TV) regularizer, Γðf Þ, is isotropic with a general 2D definition in Eq. (11), where Δ h i is the horizontal difference operator and Δ v i is the vertical difference operator. In Eq. (12), the difference operators are written explicitly, and, with a 3D data cube, the sum in k must be added as well: Fig. 1 . τ versus PSNR for a ten-channel CASSI reconstruction using six frames and 100 iterations. 
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ð12Þ The TV constraints are applied to each spectral slice independently, allowing steep gradient changes along the spectral axis. A tuning parameter τ in Eq. (10) specifies the relative weight of the constraints versus the data fidelity term. Figure 1 shows the relative peak signal-to-noise ratio (PSNR) values for different weights (τ) on the regularization term for a simulated CASSI system with multiple frames. From Fig. 1 , it is evident that choosing too low a value of τ has severe consequences on the PSNR, while choosing too high a value is generally more stable.
Experimental Setup
The physical CASSI system in Fig. 2 was changed from the original system [6] by increasing the magnification of the aperture code on the detector from two pixels to three pixels, which altered the total dispersion from 33 to 53 pixels, increasing the number of spectral channels.
The aperture code is a random binary pattern, generated at one-half the resolution of the final mask and resampled using nearest interpolation so that each feature is at least two-by-two features. The mask is then magnified optically so that each twoby-two feature maps to a minimum of three-by-three pixels on the detector. Ideally, smaller mask features yield better resolution both spectrally and spatially, but diffraction and optical blur negate the advantages for smaller features and three pixels is a good compromise. Using translations at subfeature resolution (on the level of one pixel) achieves some superresolution results, offsetting the larger feature sizes.
Calibration for the measurement matrix is done by imaging the aperture code at discrete wavelengths over the entire spectral range of the instrument. This accounts for the system point spread function, which includes blur and subpixel misalignment errors. The image of the aperture code at the detector under monochromatic light is shown in Fig. 3(b) , while the ideal code is shown in Fig. 3(a) .
The random mask pattern was chosen for several reasons: (1) the light throughput needs to be as constant as possible across the scene; (2) the columns in the mask should ideally be independent, which, for a random mask, is not true, but over the span of dispersion generally holds; (3) compressive sensing prefers random codes. Multiple snapshots g ℓ require distinct coding. Since physically replacing the mask with a different mask during capture is too slow, the mask was attached to a piezo system (Newport Corporation) that translates it by up to 24 pixels on the detector with a repeatability of 0.0068 pixel. Moving by three pixels, or equivalently one mask feature on the detector, yields a new code modulation corresponding to about 19:8 μm of linear translation. The piezo system is mounted directly to the aluminum base of the CASSI system, so the only moving part is the piezo head, which has the absolute position recorded on the controller. Any motion that does occur can be easily accounted for by an offset in software. A monochromatic source illuminating the aperture code is recorded before acquiring data, which can be compared to the calibration for any mask motion. In general, the piezo has not compromised system stability, so long as the controller has been turned on for at least 1 h to stabilize. Control of the piezo system was entirely automated through a serial interface to MATLAB, enabling multiple frame captures with a single button click and storing the data to a single file, which can be read by a reconstruction GUI in MA-TLAB. Multiframe capture time varies depending on the exposure time and acquisition type. Currently, the system operates in two modes: (1) each image is captured statically, after the mask has moved and is stable, with no limit on integration time; (2) the camera is constantly acquiring frames at 60 fps and the mask is constantly moving in a set pattern, slow enough to virtually eliminate motion blur. The first method is best for dark scenes that require long integration times, since the second method requires enough light for fast integration times.
The piezo takes 16 ms to move two pixels on the detector and 30 ms to move the entire range of 24 pixels. Typical integration times are between 10 and 50 ms, giving a frame rate of 12-38 fps in multiframe mode. In practice, it takes about 0:5 s to acquire 20 frames. If the piezo stops for each integration, the piezo needs 30 ms to stabilize plus 50 ms of integration time, dropping the frame rate to 12:5 fps. If 24 frames are then required, a multiframe sequence would take around 2 s, keeping in mind that each frame is a valid snapshot that can be fully reconstructed, while each additional frame adds to the measurement accuracy.
Reconstruction time using a dual-core system and a 256 × 256 × 21 data cube, the snapshot takes about 80 s, a ten-frame reconstruction takes 113 s, and a 20-frame reconstruction takes 173 s, giving roughly a 2 times increase for 20 frames. For larger data sets, the ratio for 20 frames to snapshot drops down to 1.8. Using a multicore system, up to 16 frame reconstructions take no additional time; 64 frame reconstructions take roughly 2 times longer than a snapshot.
Specific to the algorithm, the measurement matrix H was implemented in functional form rather than matrix form due to its enormous size. All calculations were performed using single precision to reduce computational time and memory requirements; with no loss in quality from using double precision.
Experimental Results
Isolating the spatial resolution from the spectral resolution can be done through the use of bandpass filters, but this only tests the performance of the algorithm in restoring missing information from the coded aperture since there is no longer spectral compression. Therefore, it is most instructive to investigate reconstructions in the general sense without attempting to isolate spatial and spectral resolution.
Using hyperspectral data from the HYDICE [21] sensor system, a simulation was run using an actual calibration cube from the CASSI system and 41 spectral channels. Multiframe data was simulated by running 41 channels of the HYDICE spectral image through the forward model in Eq. (8) , where Φ 1 equals the calibration cube and Φ N equals the calibration cube shifted according to the mask shifted by the piezo. The input g was then solved using the algorithm described in Eq. (10), with equal weighting τ for all six simulations. PSNR was then calculated for Table 1 by directly comparing the original HYDICE image to the output from TwIST. The PSNR will continue to increase for more frames, even if the system is no longer underdetermined because of increased signal-to-noise ratio in the algorithm. The slight drop in PSNR for 16 frames is because the weighting factor τ actually needs to be slightly higher for more frames because the nonideal aperture code does not completely overlap when shifted. Figure 4 shows the results of the simulation for channel 35 of the reconstructed data cube.
For the first example in Fig. 5 , the GretagMacbeth ColorChecker was used. Parameters for the reconstruction were τ ¼ 0:2, 100 iterations, and 1, 4, 8, and 16 frames. The reference spectrum shown as the black curve was taken using an Ocean Optics USB2000 spectrometer. Note that, in all cases, the snapshot reconstruction correctly identifies the spectra, but if nearby colors are too close, they will bleed into the reconstruction. This can been seen for the RGB image, where the blue square is prior to the orange square along the line of dispersion, so if the channels are not separated adequately, some residual power from the blue remains in the orange channels. When eight or more frames are used, this problem is virtually eliminated. Thirty-two and 64 frames were also reconstructed, but the results showed marginal improvements for this target. The black edges around the squares are reconstructed as straight lines near zero with some offset depending on the spectral calibration. Quantification of the spectral accuracy is summarized in Table 2 , where each selected pixel's spectra is compared to the Ocean Optics spectra by normalized root mean square error. This comparison was done at both the center of the square and at the left edge.
Near the center, the spatial resolution is near uniform, but near the edge, multiframe reconstructions show significant improvements in the range of 5%-30%.
The reconstructed spectral information must be calibrated to correct for the nonuniform signal strength resulting from both the detector quantum efficiency and nonuniform spectral channel widths. Both of these errors are known and can be applied by weighting each channel after reconstruction, but, generally, a blind weighting yields poor results, especially when adding gain to a low signal. Alternatively, we have gotten better results from using the reference spectra of a white object and applying this to the CASSI spectra of the white object, which can then be used to correct the entire data cube. Figure 6 shows all the channels from the system, calibrated using the white reference spectra of the Ocean Optics taken from the ColorChecker white square at the bottom left of the RGB image in Fig. 5 . This data cube was used to produce the spectra in Fig. 5 by selecting certain pixels and plotting out along the spectral dimension.
The second example in Fig. 7 uses a holly leaf to compare spatial and spectral resolution. Referring to the RGB image in Fig. 9 , the berries are dark red, while the leaves are green. The same data was reconstructed using different numbers of frames, from a single snapshot to 24 frames. In this case, the quality will keep increasing even up to 64 or 128 frames because it is impossible to move the random mask and achieve independent measurements, regardless of the type of translation or rotation. Table 3 quantifies the differences between each image and the 24-frame reference.
The last example in Fig. 8 shows the same reconstruction, but with each channel explicitly shown from 500-650 nm. This reconstruction used 24 frames for the data cube estimation. The channels have been truncated since there is no signal below 500 nm.
Conclusion
Compressive spectral imaging has the advantage of very fast data cube acquisition, but if the scene is not highly compressible, the reconstructions exhibit reduced resolution. In this paper, we have proposed a highly adaptive system that will perform well in virtually any situation without sacrificing the ability to capture snapshot data at a full 30 fps. If the scene is static during a longer period of time, additional measurements can be used to refine the data cube, but if the scene is highly time dependent, each snapshot can still be used to estimate the data cube.
Comparisons were made between snapshot and multiframe reconstructions. Depending on the scene and spatial diversity, a single snapshot can accurately estimate the scene, but if additional information is needed, the same data set can be used to reconstruct high-resolution images. However, it is important not to compare snapshot systems to noncompressive methods and expect similar results. The value of the proposed system is that it can take both into account, in the same acquisition.
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