Imagine coating buildings and bridges with smart particles (also coined smart paint) that monitor structural integrity and sense and report on traffic and wind loads, leading to technology that could do such inspection jobs faster and cheaper and increase safety at the same time. In this paper, we study the problem of uniformly coating objects of arbitrary shape in the context of self-organizing programmable matter, i.e., the programmable matter consists of simple computational elements called particles that can establish and release bonds and can actively move in a self-organized way. Particles are anonymous, have constantsize memory and utilize only local interactions in order to coat an object. We continue the study of our Universal Coating Algorithm by focusing on its runtime analysis, showing that our algorithm terminates within a linear number of rounds with high probability and is therefore worstcase optimal. We also present a linear lower bound on the competitive gap between fully local coating algorithms and coating algorithms that rely on global information, which implies that our algorithm is also optimal in a competitive sense. Simulation results show that the competitive ratio of our algorithm may be much better than linear in practice.
Abstract. Imagine coating buildings and bridges with smart particles (also coined smart paint) that monitor structural integrity and sense and report on traffic and wind loads, leading to technology that could do such inspection jobs faster and cheaper and increase safety at the same time. In this paper, we study the problem of uniformly coating objects of arbitrary shape in the context of self-organizing programmable matter, i.e., the programmable matter consists of simple computational elements called particles that can establish and release bonds and can actively move in a self-organized way. Particles are anonymous, have constantsize memory and utilize only local interactions in order to coat an object. We continue the study of our Universal Coating Algorithm by focusing on its runtime analysis, showing that our algorithm terminates within a linear number of rounds with high probability and is therefore worstcase optimal. We also present a linear lower bound on the competitive gap between fully local coating algorithms and coating algorithms that rely on global information, which implies that our algorithm is also optimal in a competitive sense. Simulation results show that the competitive ratio of our algorithm may be much better than linear in practice.
Introduction
Inspection of bridges, tunnels, wind turbines, and other large civil engineering structures for defects is a time-consuming, costly, and potentially dangerous task. In the future, smart coating technology, or smart paint, could do the job more efficiently and without putting people in danger. The idea behind smart coating is to form a thin layer of a specific substance on an object which then makes it possible to measure a condition of the surface (such as temperature or cracks) at any spot, without direct access to the spot. The concept of smart coating already occurs in nature, such as proteins closing wounds, antibodies surrounding bacteria, or ants surrounding food to transport it to their nest.
These diverse examples suggest a broad range of applications of smart coating technology in the future. These might include repairing cracks or monitoring tension on bridges, repairing space craft, fixing leaks in a nuclear reactor, or stopping internal bleeding. We continue the study of coating problems in the context of self-organizing programmable matter consisting of simple computational elements, called particles, that can establish and release bonds and can actively move in a self-organized way using the geometric version of the amoebot model presented in [1, 2] . In doing so, we proceed to investigate the runtime analysis of our preliminary Universal Coating Algorithm, introduced in [3] . We first show that coating problems do not only have a (trivial) linear lower bound concerning the runtime, but that there is also a linear lower bound on the competitive gap between the runtime of fully local coating algorithms and coating algorithms that rely on global information. We then investigate the worst-case time complexity of our Universal Coating Algorithm and show that it terminates within a linear number of rounds with high probability (w.h.p.) 3 which implies that our algorithm is optimal in terms of worst-case runtime and also in a competitive sense. Moreover, our simulation results show that in practice the competitive ratio of our algorithm is much better than linear.
Amoebot model
In the geometric amoebot model, we consider the graph G eqt , where G eqt = (V eqt , E eqt ) is the infinite regular triangular grid graph. Each vertex in V eqt is a position that can be occupied by at most one particle. Each particle occupies either a single node or a pair of adjacent nodes in G eqt , and every node can be occupied by at most one particle. Any structure a particle system can form can be represented as a subgraph of G eqt . Two particles occupying adjacent nodes are connected by a bond, and we refer to such particles as neighbors. The bonds ensure that the particles form a connected structure and are also used to exchange information as explained below.
Particles move by executing a series of expansions and contractions. If a particle occupies one node it is contracted and can expand to an unoccupied adjacent node to occupy two nodes. If it occupies two nodes it is expanded and can contract to occupy a single node. When a particle is expanded, the node most recently expanded into is the head and the other occupied node is the tail.
To stay connected as they move, neighboring particles coordinate their motion in a handover, which can occur in two ways. A contracted particle p can initiate a handover by expanding into a node occupied by an expanded neighbor q. Thus "pushes" q and forces it to contract. Alternatively, an expanded particle p can initiate an handover by contracting. While contracted, p "pulls" a neighboring contracted particle q to the node it is vacating, thereby forcing q to expand. Particles are anonymous but each particle has a collection of uniquely labeled ports corresponding to the edges incident to the nodes the particle occupies. Bonds between adjacent particles are formed through ports that face each other. The particles are assumed to have a common chirality, meaning they all have the same notion of clockwise (CW) direction. This allows each particle p to label its head ports counting in clockwise direction; w.l.o.g. 4 we assume these labels are 0 to 5. However particles can have different offsets of the labelings, so they do not share a common sense of orientation.
Each particle hosts local memory of constant size for which any neighboring particle has read and write access. With this mechanism particles can communicate by writing to each others memory.
We utilize the standard asynchronous model from distributed computing, in which the system as a whole progresses through a sequence of activations of individual particles, i.e., only one particle is active at a time. At each activation a particle can perform at most one movement and an arbitrary bounded amount of computation, using its local memory and the shared memories of its neighbors.
The (parallel) time complexity of a computation is generally measured in rounds. Each round consists of every particle being given the chance to perform at least one action. The configuration of the system at the beginning of time t consists of the nodes in G eqt occupied by the object and the set of particles, and for each particle p, its state, port labeling, and local memory contents.
Universal Coating Problem
In the universal coating problem we consider an instance (P, O) where P represents the particle system and O represents the fixed object to be coated. Let V (P ) be the set of nodes occupied by P and V (O) be the set of nodes occupied by O (when clear from the context, we may omit the V (·) notation). Then let the set of nodes in G eqt neighboring O be called the surface (coating) layer. Let n be the number of particles and B be the number of nodes in the surface layer. For any two nodes v, w ∈ V eqt , the distance d(v, w) between v and w is the length of the shortest path in G eqt from v to w. The distance d(v, U ) between a v ∈ V eqt and U ⊆ V eqt is defined as min w∈U d(v, w). An instance is valid if the following properties hold:
1. The particles are all contracted and start in an idle state. 2. The subgraphs of G eqt induced by V (O) and V (P ) ∪ V (O), respectively, are connected, i.e., we are dealing with a single object and the particle system is connected to the object. 3. The subgraph of G eqt induced by V eqt \ V (O) is connected, i.e., the object O has no holes. 5 
O cannot form tunnels of width less than 2( n B + 1).
Note that a width of at least 2 n B is needed to guarantee that the object can be evenly coated. The coating of narrow tunnels requires specific technical mechanisms that complicate the protocol without contributing to the basic idea of coating, so we ignore such cases in favor of simplicity.
A configuration C is legal if and only if all particles are contracted and
meaning that all particles are as close to the object as possible or coat O as evenly as possible. If the object has to be coated by more than one layer of particles then the i-th layer around the object are the nodes that have a distance of i to the object. An algorithm solves the universal coating problem if, starting from any valid configuration, it reaches a stable legal configuration C in a finite number of rounds. A configuration C is said to be stable if no particle in C ever performs a state change or movement.
Related work
Many approaches have been proposed with potential applications in smart coating; these can be categorized as active and passive systems. In passive systems particles move only based on their structural properties and interaction with the environment, or have only limited computational ability and lack control of their motion. Examples include DNA self-assembly systems (see, e.g., the surveys in [4, 5, 6] ), population protocols [7] , and slime molds [8, 9] . Our focus is on active systems, in which computational particles control their actions and motions to complete specific tasks. Coating has been extensively studied in the area of swarm robotics. However, coating of objects is commonly not studied as a stand-alone problem, but is part of collective transport (e.g., [10] ) or collective perception (see respective section of [11, 12] for a summary of results). Some research focuses on coating objects as an independent task under the name of target surrounding or boundary coverage. The techniques used in this context include stochastic robot behaviors [13, 14] , rule-based control mechanisms [15] and potential field-based approaches [16] . While the analytic techniques developed in swarm robotics are somewhat relevant to this work, those systems are not as constrained as those studied in this work. Michail and Spirakis recently proposed a model [17] for network construction inspired by population protocols [7] . The population protocol model is related to self-organizing particle systems but is different in that agents (corresponding to our particles) can move freely in space and time and establish connections between agents at any time. It would, however, be possible to adapt their approach to study coating problems under the population protocol model. In [3] we presented our Universal Coating algorithm and proved its correctness. We also showed it to be worst-case work-optimal, where work is measured in terms of number of particle movements.
Our Contributions
In this paper we continue the analysis of the Universal Coating Algorithm introduced in [3] . As our main contribution in this paper, we investigate the runtime of our algorithm and prove that our algorithm is worst-case runtime-optimal, since it terminates in a linear number of rounds. Furthermore, we present a linear lower bound on the competitive gap between fully local coating algorithms and coating algorithms that rely on global information, which implies that our algorithm is also optimal in a competitive sense. We then present some simulation results demonstrating that in practice the competitive ratio of our algorithm is much better than linear.
Universal Coating Algorithm
In this section we summarize the Universal Coating Algorithm introduced in [3] . This algorithm is constructed by combining a number of primitives, which are integrated seamlessly without underlying synchronization. The spanning forest primitive organizes the particles into a spanning forest which determines movement of particles while preserving system connectivity; the complaint-based coating primitive directs the formation of the first layer, by expanding the coating of the first layer while there is still room and particles not touching the object remain; the general layering primitive allows each layer i to form only after layer i − 1 has been completed, for i ≥ 2; and a node-based leader election primitive elects a position (in G eqt ) whose occupant becomes a leader particle, which is used to trigger the layering process after the first layer. Due to space constraints we will only briefly describe basic ideas of the Universal Coating Algorithm (see [3] for a detailed description). For completeness the pseudocode for all algorithms can be found in Appendix A.
Preliminaries
We define the set of states that a particle can be in as idle, follower, root, and retired. In addition to its state, a particle maintains up to a constant number of flags, which are constant size pieces of information visible to neighboring particles. While particles are anonymous, we will clarify ownership of flags by using p.x to denote a particle p setting a flag of type x in its memory visible to other particles. In the Universal Coating algorithm we assume each particle p contracts exclusively out of its tail, so after any contraction p occupies the node previously occupied by p's head. Recall that a layer is the set of nodes v in G eqt that are equidistant to the object O. A particle keeps track of its current layer number in p.layer. In order to respect the constant-size memory constraint of particles, we take all layer numbers modulo 4. However, for ease of presentation, we will omit the modulo 4 computations in all descriptions. We say a layer is filled or complete if each node in that layer is occupied with a retired particle. Each root particle p has a flag storing a port label p.down, which points to an occupied node of the object if p.layer (the layer p occupies) equals 1, and to an occupied node adjacent to its head in layer p.layer − 1 if p.layer > 1.
Coating Primitives
The spanning forest primitive organizes the particles in a spanning forest F, which creates a straightforward mechanism for particles to move while preserving connectivity (see [1, 18] for details). In the spanning forest, all particles are initially idle. The particles touching the object become roots of the tree in F, changing their state to root and using the port label p.dir to specify the movement direction. Each remaining non-retired particle p then becomes a follower and sets a flag p.parent on the port directed to its parent in the tree. Follower particles then use handovers to follow the roots. Particles become retired once they encounter a retired particle in the direction p.dir.
The complaint-based coating primitive is used for the coating of the first layer. In this primitive, the root particles open up a single new position on layer 1 only if there exists a follower particles that remains in the system. To open up space for followers on the surface, each follower generates a complaint flag, which is then pipelined through the tree as it is passed from children to parents: particle p forwards a complaint flag it is holding only when its parent does not hold two complaint flags. Allowing each particle to hold two complaint flags at a time ensures that the pipelining process works as intended, independent of the asynchronous sequence of particle activation in a round. When a superroot particle p (i.e., a root particle with an unoccupied neighboring node at p.dir) receives a complaint flag it expands to the unoccupied node to which p.dir points. Then p eventually contracts, which induces a series of expansion and contractions along the path from p to a follower, which is then able to move to the surface. The complaint-based coating phase of the algorithm terminates when the particles on layer 1 move no further, either because all complaint flags are consumed or layer 1 is filled with contracted particles.
The leader election primitive runs during the complaint-based coating primitive to elect a position to be the leader. Note that the leader election primitive requires O(B) rounds w.h.p. to elect a leader. A brief description of the leader election primitive can be found in Appendix B, for the detailed explanation please see [3, 1] . The particle occupying the leader position becomes the leader marker on layer 1. Upon completion of layer 1, the general layering primitive becomes active to build subsequent layers, until there are no longer followers in the system. The leader marker particle allows particles of its layer to become retired by the retired condition of Algorithm 6, by establishing the "beginning" and "end" of the layer. When a layer i is entirely filled with retired (and therefore contracted) particles, the particle on layer i + 1 connected to the marker port of the marker particle on layer i becomes a new marker particle.
Analysis
In this section, we present a comprehensive formal runtime analysis of our algorithm. We first present some general statements and lower bounds about the competitive ratio of any local-control algorithm in Section 3.1. We then prove that our algorithm has a runtime of O(n) w.h.p. in Section 3.2 which matches our lower bounds to conclude that algorithm is worst-case optimal in terms of runtime and competitiveness. Due to space limitations, the corresponding proofs can be found in Appendices C and D.
Lower bounds
Recall that a round is over once every particle in P has been activated at least once. The runtime T A (P, O) of a coating algorithm A is defined as the worstcase number of rounds (over all sequences of particle activations) it takes for A to solve the coating problem (P, O). Certainly, there are instances (P, O) where every coating algorithm has a runtime of Ω(|P |) (see Lemma 1) , though there are also many other instances where the coating problem can be solved much faster. Since a worst-case runtime of Ω(|P |) is fairly large and therefore not very helpful to distinguish between different coating algorithms, we intend to study the runtime of coating algorithms relative to the best possible runtime.
A coating algorithm A is called c-competitive if for any valid instance (P, O),
is the minimum runtime needed to solve the coating problem (P, O) and C is a value independent of (P, O). Unfortunately, also for the competitiveness a high lower bound holds for all local-control algorithms.
Lemma 1. The worst-case runtime required by any local-control algorithm to solve the universal coating problem is Ω(|P |).
Theorem 1. Any local-control algorithm that solves the universal coating problem has a competitive ratio of Ω(|P |).
Therefore, even the competitive ratio can be very high in the worst case. We will revisit the notion of competitiveness in Section 4.
Worst-case number of rounds
In this section we show that our algorithm eventually solves the coating problem in a linear number of rounds w.h.p. We start by showing that if the initial configuration of the system consists of a line of particles, then we can use a domination argument that allows us to focus on a parallel, synchronous execution of the system in order to derive a Θ(n) worst-case bound on the number of asynchronous rounds for the execution of our algorithm, w.h.p. in Theorem 2. Lemma 6 im plies that, according to our algorithm, the worst-case number of rounds starting from an arbitrary configuration for (P, O) can exceed the worstcase number of rounds starting from a line of particles by at most O(n). Putting those two bounds together allows us to bound the linear worst-case number of rounds required by our algorithm for an arbitrary initial configuration of (P, O) w.h.p. in Theorem 3.
Particle Chain Movement
A movement schedule is a sequence of particle system configurations C 0 , C 1 , . . . , C t . A movement schedule is called a valid parallel schedule (or simply valid ) if every C i represents a valid configuration of a connected particle system (i.e., each particle is either expanded or contracted, and every node of G eqt is occupied by at most one particle) and for every i ≥ 0, C i+1 is reached from C i in a way that for every particle p one of the following properties holds:
1. p occupies the same positions in C i and C i+1 , or 2. p expands into a node that was empty in C i , or 3. p contracts, leaving the node occupied by its tail empty in C i+1 , or 4. p is part of a handover with another particle p .
This means that several particles are allowed to move from C i to C i+1 .
A particle chain is a sequence of particles (p 1 , p 2 , . . . , p m ) forming an arbitrary connected line of contracted or expanded particles in G eqt . A line schedule is a valid movement schedule in which the particles initially form a particle chain and all particles move synchronously and greedily (i.e., they perform a valid expansion, a contraction whenever possible) forward along the same, simple path of nodes in G eqt in their given order, so at the end the particles still form a particle chain of the same order as initially. Let Q = (v 1 , . . . , v 1 ) be the path used in a given line schedule, where v 1 is the node occupied by the tail of p m k (the trailing particle in the particle chain) at the beginning of the schedule and v is the node occupied by the head of p 1 (the leading particle) at the end of the schedule. For any configuration C of the particle chain and any particle p i in that chain we define its head position h(C, i) to be the index of the node in Q occupied by the head of p i in C and its tail position t(C, i) to be the index of the node occupied by the tail of p i in C. Certainly, t(C, i) ∈ {h(C, i), h(C, i) − 1}, depending on whether p i is contracted or expanded. For any two chain configurations C 1 and C 2 and any particle p i we say that
Altogether, we say that C 1 dominates C 2 if and only if C 1 dominates C 2 w.r.t. every particle p i .
We say that a given particle chain (asynchronously) emulates a line schedule S if it starts from an initial configuration that dominates the initial configuration C 0 of S and every particle greedily and asynchronously aims at reaching its final position in S. I.e., whenever p i has not yet reached its final position in S, it tries to expand, contract, or use a handover whenever activated in order to advance towards its final position. However, it will only do so if this does not disconnect the particle chain.
For ease of explanation (and for the sake of space), we omit the details of the forwarding of complaint flags used in the complaint-based coating primitive for layer 1. In order to incorporate the complaint-based primitive in the asynchronous executions of our algorithm referenced in the lemmas and theorems below, one can basically show that, after an initial O(n) rounds, the complaintbased primitive abides by the properties of a movement schedule and hence all the proofs below would accommodate the primitive without any expense on the linear worst-case bounds we prove.
Lemma 2. For any line schedule C 0 , . . . , C t that a particle chain wants to emulate and any activation sequence of the particles it holds for the configuration C i of the particles after round i that C i ≥ C i . Lemma 3. Consider the greedy line schedule C 0 , C 1 , . . . , C t . If we start from a configuration C 0 with no two adjacent expanded particles, then for all i, 0 ≤ i ≤ t, C i never has two adjacent expanded particles.
Hence, provided we always choose a starting configuration C 0 with no two adjacent expanded particles, it follows from Lemma 3 that we will never have two adjacent expanded particles in any configuration of the greedy line schedule. We will now use the results we have proven for line schedules in order to prove an upper bound on the worst-case asynchronous number of rounds for our algorithm when the initial configuration of the set of particles is a line L = (p 1 , . . . , p n ).
Let B i denote the number of nodes of G eqt at distance i from object O (i.e., B i denotes the number of nodes on layer i), and let M be the highest index of a final coating layer for n particles, i.e., M is such that Let T (n) denote the worst-case number of rounds required for our algorithm to form a legal coating of M layers on any given object when starting from an initial configuration of P that consists of a line of n particles connected to the object via a single particle p 1 . Accordingly, the worst-case number of rounds required for our algorithm to complete layer i out of the remaining n i = n− i−1 j=1 B j non-final particles in the line once layers 1 through i−1 are complete is indicated by Layer(n i , i). Hence, T (n) = M j=1 Layer(n j , j).
Lemma 5. Assume that all particles are currently non-idle and have set their parent flags. Let R i−1 be the first round such that the first i − 1 layers are complete at the start of the round and i − 1 < M . The worst-case additional number of rounds for layer i to also become complete is no more than cB ii.e. Layer(n i , i) ≤ cB i -for some constant c > 0 w.h.p.
Theorem 2. The total number of the rounds required for our algorithm to reach a legal coating from an initial line L configuration is O(n) w.h.p., where n is the number of particles in the system.
A run of our algorithm consists of the all the actions taken by the particles according to our algorithm, from initial configuration until it reaches a legal configuration (and a final coating of the object) upon a given particle activation sequence S. We will denote the particle enabled in the t-th particle activation of a run Q by a Q t . Assume that currently all particles have selected a parent in the spanning forest F (that will trivially happen after O(n) initial rounds of a run of the algorithm). Let |T | denote the number of particles in a subset T . Lemma 6 (Debranching). Let T be an arbitrary tree in the spanning forest F. One can always construct a tree T consisting of a single path containing the same set of particles as T , such that for any run R starting from T , we build a run R starting from T such that R and R execute the same sequence of particle activations but for possibly O(|T |) of those.
Repeated applications of Lemma 6 over the trees in F during the execution of the algorithm (i.e., for the initial configuration of trees in F and also for trees that merge during execution) allows us to prove our final theorem:. Theorem 3. The worst-case number of rounds for the Universal Coating Algorithm is Θ(n) with high probability.
Proof. By Lemma 1, the worst-case asymptotic number of rounds for our algorithm to reach a legal configuration is Ω(n). Combining this lower bound with Theorem 2, we get that the worst-case number of rounds required by our algorithm starting from a particle chain with n particles is Θ(n) w.h.p. Repeated applications of Lemma 6 can be used to show that the worst-case number of rounds for an initial configuration of P that may not consist of a single particle chain is at most O(n) more than the worst-case for particle chains, implying that the worst-case number of rounds for our algorithm is Θ(n) w.h.p.
Simulation Results
In this section present a brief simulation based analysis of our algorithm which shows that in practice our algorithm exhibits a better than linear average competitive ratio.
Since OPT(P, O) (as defined in Section 3.1) is in general hard to compute, we investigate the competitiveness with the help of an appropriate lower bound for OPT(P, O). Recall the definitions of the distances d(p, q) and d(p, Q) for p, q ∈ V eqt and Q ⊆ V eqt . Consider any instance (P, O). Let L be the set of all legal particle positions of (P, O), that is, L contains all sets Q ⊆ V eqt such that the positions in Q constitute a coating of the object O by the particles in the system.
We compute a lower bound on OPT(P, O) as follows. Let L be defined as above and let Q ∈ L. Consider the complete bipartite graph G(P, Q) with P and Q being the partitions of the graph. For each edge e = (p, q) ∈ P ×Q set the cost of the edge to w(e) = d(p, q). Every perfect matching in G(P, Q) corresponds to an assignment of the particles to positions in the coating given by Q. The maximum edge weight in a matching corresponds to the maximum distance a particle has to travel in order to coat the object accordingly. Let M (P, Q) be the set of all perfect matchings in G(P, Q). We define the matching dilation of (P, O) as MD(P, O) = min Q∈L min M ∈M (P,Q) max e∈M w(e).
Since each particle has to move to some position in Q for some Q ∈ L to solve the coating problem, we have OPT ≥ MD(P, O). The search for the matching that minimizes the maximum edge cost for a given Q ∈ L can be realized efficiently by reducing it to a flow problem using edges up to a maximum cost of c and performing binary search on c to find the minimal c such that a perfect matching exists. One can show that MD(P, O) ≥ D(P, O). We note that our lower bound is not tight. This is due to the fact that it only respects the distances that particles have to move but ignores the congestion that may arise, i.e., in certain instances the distances to the object might be very small, but all particles may have to traverse one "chokepoint" and thus they block each other.
Fig. 1. (a) Rounds Varying Number of Particles (b) Ratio of Rounds to Strong Lower Bound (c) Rounds Varying Static Hexagon Radius
We implemented the universal coating algorithm in the amoebot simulator (see [19] for videos). Since the actual shape of a valid object O is irrelevant to our algorithm, for simplicity each simulation is initialized with a hexagon of object particles. We then initialize the particle system as idle particles attached randomly around the hexagon's perimeter. Parameters of the implementation are the radius of the hexagon that has to be coated and the number of (initially idle) particles that will run the algorithm. Each experimental trial randomly generates a new initial configuration of the system. Figure 1(a) shows the number of rounds needed to complete the coating. The radius of the static hexagon corresponds to the series label and the number of active particles is varied on the x-axis. The number of rounds are averaged over 20 trials of a constant size system. The confidence intervals plotted represent 95%. These results show that in practice the number of rounds increases linearly with the number of particles in the system. Figure 1(b) shows the ratios of the results from 1(a) compared to the lower bound defined above.The results shown in Figure 1(b) show that our algorithm has a sub-linear increase on the competitive ratio, particularly relative to the actual run times of the algorithm. Figure 1(c) shows the round duration of the algorithm as the radius of the static hexagon is varied. The runtime of the algorithm appears to increase linearly with both number of active particles and the size of the object being coated. There is also increased variability for systems with larger radii.
A Algorithm Pseduocode
Algorithm 1 Spanning Forest Primitive A particle p a acts depending on its state as described below: idle:
If p is connected to the object O, it becomes a root particle, makes the current node it occupies a leader candidate position, and starts running the leader election algorithm described in Section B. If p is connected to a retired particle, p also becomes a root particle. If an adjacent particle p is a root or a follower, p sets the flag p.parent to the label of the port to p , puts a complaint flag in its local memory, and becomes a follower. If none of the above applies, p remains idle.
follower: If p is contracted and connected to a retired particle or to O, then p becomes a root particle. If p is contracted and has an expanded parent, then p initiates Handover(p); Otherwise, if p is expanded, it considers the following two cases: (i) if p has a contracted child particle q, then p initiates Handover(p); (ii) if p has no children and no idle neighbor, then p contracts. Finally, if p is contracted, it runs the function ForwardComplaint(p, p.parent) described in Algorithm 3.
root:
If particle p is on the surface coating layer, p participates in the leader election process described in Section B. If p is contracted, it first executes MarkerRetiredConditions(p) (Algorithm 6), and becomes retired, and possibly also a marker, accordingly; if p does not become retired, if it has an expanded root in p.dir, then p initiates Handover(p). Otherwise p calls LayerExtension (p) (Algorithm 4). If p is expanded, it considers the following two cases: (i) if p has a contracted child, then p initiates Handover(p); (ii) if p has no children and no idle neighbor, then p contracts. Finally, if p is contracted, it runs ForwardComplaint(p, p.dir) (Algorithm 3).
retired: p clears a potential complaint flag from its memory and performs no further action.
Algorithm 5 Clockwise (p, i)
while edge j is connected to the object or to a retired particle with layer number p.layer − 1 do 3:
j ← (j − 1) mod 6 4: p.CW ← j 5: while edge k is connected to the object or to a retired particle with layer number p.layer − 1 do 6:
k ← (k + 1) mod 6 7: p.CCW ← k
Algorithm 6 MarkerRetiredConditions(p)
First marker condition: 1: if p is leader particle then 2: p becomes a retired particle 3:
p sets the flag p.marker to be the label of a port leading to a node guaranteed not to be on layer p.layer -e.g., by taking the average direction of p's two neighbors in layer 1 (by now complete) Extending Layer Markers: 4: if p is connected to a marker q and the port q.marker points towards p then 5:
if both q.CW and q.CCW are retired then 6: p becomes a retired particle 7:
p sets the flag p.marker to the label of the port opposite of the port connecting p to q Retired Condition: 8: if edge p.dir is occupied by a retired particle then 9:
p becomes retired
B Leader Election Primitive
In this section, we describe the process used for electing a leader among the particles that touch the object. Note that only particles in layer 1 will ever participate in the leader election process. A leader will only emerge if B ≤ n; otherwise the process will stop at some point without a leader being elected. The leader election primitives requires O(B) rounds w.h.p. to elect a leader. As discussed earlier, a leader is elected on layer 1 to provide a "checkpoint" (a marker particle) that the particles can use in order to determine whether the layer has been completely filled (and a leader is only elected after this happens).
The leader election algorithm, as presented in [3] is a modification of the leader election algorithm in [1] , which tolerates particles moving along the surface while the election is happening. The particles on layer 1 provide the mechanisms for leader election to be run on the positions of layer 1, by storing the information corresponding to their position and passing such information on when the particles change positions, so that the information for a position is always stored by the particle occupying that position. At the end of the solitude verification phase in the leader election algorithm of [1] , the system contains a single leader node, v. Once v is elected the leader node, a contracted particle p occupying the node v will verify that layer 1 is completely filled with contracted particles, and then elect itself the leader particle and set the flag p.leader. The leader election process does not effect motion of particles, meaning only the complaint-based algorithm causes particle expansions or contractions on layer 1.
C Proofs of Section 3.1
First we state the proof of Lemma 1 Proof. Assume the particles p 1 , . . . , p n form a single line of n particles connected to the surface via p 1 (Figure 2 ). Assume B > n. Since d(p n , O) = n, it will take Ω(n) rounds in the worst-case (requiring Θ(n) movements) until p n touches the object surface. This worst-case can happen, for example, if p n performs no more than one movement (either an expansion or a contraction) per round.
In the following we prove Theorem 1.
Proof. Consider the example in the upper left image of Figure 3 , which can trivially be extended on either end to form a longer shape surrounded by particles. Since the particle orientations are symmetric, we have a perfectly symmetric starting point apart from the particles neighboring the gap or the particle at distance 2 from the object.
An optimal algorithm can move the particles so that the coating problem for the example is solved in O(1) rounds, see Figure 3 . Note that the optimal algorithm always keeps the particle system in itself connected, so its runtime is valid even under the constraint that any connected component of particles has to stay connected. However, for our local-control algorithms we allow that particles disconnect from the rest of the system. Fig. 3 . Each part of the figure represents the configuration of the system at the beginning of a round. The parts are ordered from left to right and from top to bottom. After 5 rounds (i.e., at the beginning of the 6-th round) the object is coated. Note that the implied algorithm can be adapted to any length of the object and always only requires 5 rounds to solve the coating problem.
Consider an arbitrary local-control algorithm A for the coating problem. The imbalance φ L (r) at border L at the beginning of round r is defined as the number of particles that crossed L downwards minus the number of particles that crossed L upwards till round r. Similarly, the imbalance φ R (r) at border R at the beginning of round r is defined as the number of particles that crossed R upwards minus the number of particles that crossed R downwards till round r.
Certainly, there is an activation sequence so that information and particles can only travel a distance of up to n/4 towards L and R within the first n/4 rounds. Hence, for any r ≤ n/4, the probability distributions on φ L (r) and φ R (r) are independent of each other. Also, they are independent of the position of the gap because we start in a perfectly symmetric situation for all particles of a distance of up to n/4 from L and R, so they cannot distinguish between belonging to the particles of distance at most n/4 from L or R. The perfect symmetry also implies that Pr[φ L (r) = k] = Pr[φ R (r) = k] for any integer k. Let us focus on round r = n/4. We distinguish between the following cases. The cases imply that the probability that A has not solved the coating problem after n/4 rounds is at least 1/2, and therefore, E[T (A)] ≥ 1/2 · n/4 = n/4. Since, on the other hand, OPT = O(1), the theorem follows.
D Proofs of Section 3.2
First, we state the proof of Lemma 2.
Proof. We will prove the lemma by induction. Initially, C 0 ≥ C 0 by assumption. Hence, suppose that for some i ≥ 0 it holds that C i ≥ C i . Let us consider some fixed particle p j . If h(C i , j) > h(C i , j) or t(C i , j) > t(C i , j), then certainly C i+1 (p j ) ≥ C i+1 (p j ). Thus, it remains to consider the case that h(C i , j) = h(C i , j) and t(C i , j) = t(C i , j). Here, we consider the following subcases:
. So for the remaining cases we assume that C i+1 (p j ) > C i (p j ). -If p j is contracted in C i , it must be expanded in C i+1 , which means that p j−1 is expanded in C i (or the position in front of it is empty, i.e., j = 1). Since p j is also contracted in C i , the particles must form a connected chain, and C i ≥ C i , this means that p j−1 must also be expanded in C i . No matter which of p j and p j−1 is activated first, a handover will happen between them, which implies that C i+1 (p j ) ≥ C i+1 (p j ). p j cannot be involved in a handover with p j−1 before that because for that it would have to be expanded. -If p j is expanded in C i , it must be contracted in C i+1 , which means that p j+1 is contracted in C i (or the position behind it was empty, i.e., j = n).
Since p j is also expanded in C i , the particles must form a connected chain, and C i ≥ C i , this means that p j+1 must also be contracted in C i . No matter which of p j and p j+1 is activated first, a handover will happen between them, which implies that C i+1 (p j ) ≥ C i+1 (p j ). p j cannot be involved in a handover with p j+1 before that because for that it would have to be contracted.
Hence, in any case, C i+1 (p j ) ≥ C i+1 (p j ) for all p j , which proves the lemma.
We now present the proof of Lemma 3.
Proof. By contradiction, let C j+1 be the first configuration with two adjacent expanded particles and let p i and p i+1 be the corresponding expanded particles. We will look at all possible expanded and contracted states of p i and p i+1 at C j and show that none of them can result in the system having both p i and p i+1 expanded in C j+1 . First, assume p i is expanded at C j . Since there are no two adjacent expanded particles in C j , p i+1 has to be contracted at C j . Following rules 1 − 4, and since p i+1 is contracted and will not execute any action with p i+2 (if it exists), p i+1 and p i execute a handover in which p i+1 expands and p i contracts at C j+1 , a contradiction. Second, assume p i+1 is expanded (and therefore both , p i , and p i+2 should be contracted) at C j . Again following rules 1 − 4, p i+1 contracts at C i+1 regardless of whether it has a child or not and whether p i stays as contracted or expands at C i+1 , leading to a contradiction.
The proof of Lemma 4 is as follows:
Proof. We prove the lemma by induction on i. Let k = − m. First let i = 1 (base case). Since no two adjacent particles are expanded in all configurations C j , 0 ≤ j ≤ t by Lemma 3, p 1 is always able to expand forward into an empty node in P if it is contracted, or to contract as part of a handover with p 2 if it is expanded. So after at most 2k + 2 configurations, p 1 has moved k positions forward and occupies its final position which is the node v in P . By induction, we have that after 2(k + i − 1) configurations, particles p 1 , . . . , p i−1 are final and occupy nodes v , . . . , v −i+2 respectively. We will show that after at most two more configurations p i will be final too. By Lemma 3, we know that at most one of the particles p i and p i+1 could be expanded in any configuration. If p i is contracted at node v −i+1 at C 2(k+i−1) , then following rules 1 − 4, p i is still contracted and occupies v −i+1 at C 2(k+i)−1 and induction follows. If p i is expanded at C 2(k+i−1) (and therefore p i+1 has to be contracted), particles p i+1 and p i will participate in a handover leading p i to become contracted and final at C 2(k+i−1)+1 , proving the claim.
We now present the proof of Lemma 5.
Proof. Let the initial configuration C 0 at the end of round R i−1 consist of a line of n i particles x 1 , x 2 , . . . , x ni , where no two adjacent particles are expanded, connected to a particle on layer i − 1 via particle x 1 . Let m i−1 be the marker particle of layer i − 1.We consider two line schedules S 1 and S 2 for layer i, as we define below.Let Q 1 be the path on layer i from the current position of x 1 to the marker position on layer i in p 1 .dir direction. We define the first greedy line schedule S 1 associated with layer i to have an initial configuration equal to C 0 and the line schedule path Q 1 consisting of the nodes in Q 1 plus the nodes currently occupied by x 1 , . . . , x ni , and hence |Q 1 | = n i + |Q 1 |. By Lemma 4, it takes at most 2(k + k) configurations of the line schedule until the first k = |Q 1 | ≤ B i particles in x 1 , . . . , x ni have moved k positions along Q 1 and become final.
The (possibly) remaining line of n i − k particles, move in the opposite direction over the retired particles of layer i. We define the second line schedule associated with layer i to match this second "wave" of movements of the particles while layer i is being formed: Let S 2 be the line schedule with initial configuraton equal to the configuration of the system right after the first k particles in layer i became final and line schedule path Q 2 consisting of a particle chain with n i + B i+1 − k nodes (this line schedule will be used to closely approximate the actual movement of the particles in this phase of layer i, providing an uppoer bound on the actual distances that the particles will travel). Since in the worstcase, this line schedule of particles will have a movement path which is no longer than B i+1 , again by Lemma 4, after 2B i+1 configurations all particles in layer i become final.
Since 4k + 2B i+1 ≤ 2(B i + B i+1 ) ≤ c (B i + 6B i ) ≤ c (7B i ), after cB i configurations, layer i becomes final where c ≥ 7c .
If i = 1, we also need to account for the running time of leader election, which is O(B 1 ) with high probability, and hence the lemma follows. Theorem 2 is proved as follows:
Proof. It trivially takes O(n) rounds to reach a configuration C where every particle has set its parent flag and become non-idle. By Lemma 5, the worstcase additional number of rounds from C for our algorithm to reach a legal coating of the object is given by
where c > 0 is a constant.
Adding the time it takes to perform leader election on layer 1 -which is O(n) w.h.p. [1] -we have that the worst-case running time of our algorithm on L is O(n) w.h.p.
In the following we present the proof of Lemma 6.
Proof. Let T be a tree in F. Pick two subtrees of T rooted at nodes q 1 and p 1 that consist of the simple paths q 1 , . . . , q b and p 1 , . . . , p a , a, b ≥ 1, respectively, and that are both branches out of the same particle x (i.e., x = p 1 .parent = q 1 .parent). Note that unless T consists of a single path, such a subgraph of T always exists. Let v be the node of G eqt initially occupied by x. Let T be the tree obtained from T by appending particle q b right after particle p a , and setting q b .parent = p a accordingly. Given space considerations in G eqt , we will for now potentially allow particle q b to be relocated to a node w already occupied by another particle p in P \ {p 1 , . . . , p a , x}, or even the object O and, in this case, w will have to emulate two distinct nodes w(q b ) and w(p), each with its own set of adjacent neighbors according to the respective configurations of q b and p in T . However, this is just an artifact we use for the induction proof, since at the end of the full debranching algorithm on T , when we are left with a single-path tree in the system, we can relocate the line of particles such that each node of G eqt − O will be occupied by at most one particle.
Claim. Any run R of our algorithm on the tree T corresponding to an activation sequence S of length m can be emulated by a run R of our algorithm on T following the same activation sequence S, but for possibly a constant number of activations.
Proof. We will use induction on a + b. For convenience, we consider two types of base cases. The first type is when either a or b are equal to 0: If b = 0 then T = T and the claim holds; if a = 0 then relabel the particles such that q i → p i , for all i, which leads to T = T and the claim also holds. The second base case type is when a = b = 1 and hence a + b = 2. There are several cases to consider:
