The theory and applications of dynamic derivatives on time scales have recently received considerable interest. In this paper, we define a function using the combined diamond-α integral, investigate its monotonicity and give some refinements for Hölder's inequality. We present some applications for Z and R.
(
This version of Jensen's inequality is complete since it is true if and only if w is an α-SP weight for g and this special class of weights allows them to take some negative values.
Using Theorem 1, we can obtain stronger versions of many important results, such as Hölder's inequality. 
If p < 1, then the inequality (2) is backward.
Proof. We choose F (x) = x p in Theorem 2, and F is a convex function on [0, ∞) for p > 1. We get
Since wg q is an α-SP weight for f g
But p and q are Hölder conjugates, and so
In section 2, we give our main results, regarding the function defined using Hölder's inequality. Some applications are presented in section 3.
Main results
Now, we will define a function based on Hölder's inequality, for time scales.
Thus, let f, g and w as in Theorem 2. We consider the function h : T × T, given by
This difference is generated by the inequality (2) , that gives the nonnegativity of the function h. We will study the monotonicity properties of h, and we will find some refinements of the inequality (2) based on his properties. These results generalize the ones obtained in [12] .
The monotonicity properties of h are given by the next theorem. (ii) if p > 1, then the function h(a, y) is monotonously increasing, while if p < 1, then the function h(a, y) is monotonously decreasing on T in relation with y;
and
If p < 1, then the inequalities (7), (8) and (9) are backwards.
The function x → x 1/p is concave and, using Jensen's inequality for concave functions, we have
Using, once again Jensen's inequality for concave functions on time scales, we get x2 x1
(12) Using (10), (11) and (12), it follows
If x 2 = b, the inequality (7) implies
The result of the last inequality (14) is the decreasing monotony of the function h(x, b) on T, in relation with x.
(2) Suppose that p < 1. If 0 < p < 1, then the function x → x 1/p is convex so that the inequalities from (7), (11) and (12) are reversed. This implies that (13) and (14) are also reversed, hence h(x, b) is monotonously increasing over T in relation with x. If p < 0, then 0 < q < 1 and using the same arguments as for the case 0 < p < 1, we obtain the increasing monotony of the function h(x, b) over T in relation with x.
(ii) Using the same arguments as before, we can prove that the function h(a, y) is monotonous in relation with y.
(iii) For every x ∈ T, a < x < b and p > 1, the function h(a, y) is monotonously increasing over T in relation with y so that, it follows
meaning that
and, adding b a w(t)f (t)g(t)♦ α t to each side of the previous inequality, we get (7).
Because h(x, b) is monotonously decreasing over T in relation with x, we have
and, adding b a w(t)f (t)g(t)♦ α t to each side of the previous inequality, we get (8) . Adding the inequalities from (7) and (8), we obtain (9).
If p < 1, the inequalities from (7), (8) and (9) are reversed, which implies that the inequalities from (15) and 16) are also reversed.
Applications
If T = R and w ≡ 1 then Theorem 3 becomes Theorem 1.2 from [12] . If T = Z, a = 0, b = n, α = 0 and
.., n, we have the following corollary that improves Theorem 1.1 from [12] , if we note H(n) = h(0, n): 1, 2 , ..., n; n > 1) and consider p, q as Hölder conjugates. If p > 1, then it follows
If we define C and D by
If p < 1, then the above inequalities are reversed.
Then, Theorem 3 proves, for every 0 < k < n that
hence,
and, also
The inequalities from (22) and (23) 
