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Abstract
Periodic nondestructive tests are used to detect cracks on aircraft components that
could be catastrophic if not found soon enough. In structural health monitoring (SHM)
applications, fixed sensors could be used. However, technology needs to be proven
sound before bringing it into industry. This paper describes several different methods
for estimating probability of detection for SHM applications. It compares different
methods that can be used in several real life scenarios. This paper describes the
statistical methods behind the methods and uses simulation to compare methods.
1
1 Introduction
Nondestructive testing dates back to the Roman times. It is said Roman engineers used
flour and oil to detect cracks in marble slabs. Today there are many industries using non-
destructive testing and evaluation. The MIL-HDBK-1823A (2009), Nondestructive Evalua-
tion (NDE) System Reliability Assessment, for the Department of Defense, provides guidance
on inspecting flight propulsion system components, airframe components, and ground vehi-
cle components for which a NDE reliability measure is needed. Reliability assessments have
come a long way since the Roman times. Now, because of advances in sensor technology,
structural health monitoring (SHM) is being proposed as a useful method to supplement
traditional NDE. This paper will compare two methods to estimate probability of detection
(POD) in SHM applications.
1.1 Periodic Inspection of Critical Components
This paper will use an example from the MIL-HDBK-1823 (1999) on whether NDE inspection
indications are big enough to declare that the product or part is in an unsatisfactory condition
for continued service. One of the ways engineers determine this is by periodic inspection.
In industry, inspection operators may go months without finding any defects. In inspection
testing, when many parts with defects are given to them to inspect, the inspection may be
biased if they are expecting a defect to be presented next. The act of periodic inspection
occurs in a variety of industries but in this paper, we will focus on aerospace applications.
When inspecting components to detect cracks, an early method of assessment of inspec-
tion capability, probability of detection (POD), was to divide the number of cracks that
did not meet the requirement by the number of cracks/components inspected. Then, POD
would be estimated by using P̂OD = n/N , where n is the number of defects found and N
is the number of all of the cracks/components inspected. This led to one number for each
set of cracks. Those needing to estimate POD found that separating cracks by length made
more sense because it is easier to detect a large crack over a small crack. But as technology
and methods progressed, they found they could use crack size on a continuous scale to better
describe POD. Scientists developed 2 methods, a hit/miss binary regression method, and the
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continuous aˆ vs a simple regression model. The latter model will be explained further in
Section 2.3.
1.2 Structural Health Monitoring of Critical Components
The structural health monitoring (SHM) of critical components is being developed as a
complement to the periodic inspection. SHM processes include putting fixed sensors in
locations where cracks are expected to initiate and grow. The sensors are able to process
data related to structural integrity, and automatically alert operations when attention is
needed. (e.g., when a crack is detected) The SHM system can usually detect a crack sooner
than when periodic inspection is used.
There is a lot of interest in using methods from the MIL-HDBK-1823A (2009) and adapt-
ing them to SHM processes. However, a generalization of these methods would be needed
as SHM processes for POD experiments employ sensors that are fixed on a part and that
will provide data over time. This paper will describe the generalization of these methods in
Section 3.
1.3 Related Work
Kabban et al. (2015) describes fitting a random effects model to both simulated and experi-
mental SHM data. This is similar to what will be seen in Section 4 of this paper but they only
used a random intercept. They also calculate the number of test specimen needed to achieve
a desired a90/95. Shook, Millwater, Enright, Hudak, Francis, (2008) develop mathematical
techniques for continual inspection when the inspections are independent and dependent.
However, in general, the inspections won’t be independent and they develop a model for
estimating POD for dependent observations. Lindgren and Buynak (2011) claim that POD
and probability of false calls are not sufficient reliability measures for SHM methods that
deal with localization and sizing of damage. They also address that when sample sizes are
small, the model-based assessment needs to extend to include variation in the most signifi-
cant factors. They suggest a stochastic model that includes all of these factors. Aldrin et al.
(2011) explains by addressing variability in the model and minimizing unexplained error, we
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will need fewer experimental units to be able to explain the unknowns in the POD model
evaluation.
2 Probability of Detection (POD)
Probability of Detection (POD) is used to define the capability of an inspection system to
detect flaws. For example, if an operator inspects many structures for cracks, will he always
detect a crack of 2 cm in length or will he only catch it 75% of the time? Or if a company
buys an expensive machine to detect cracks, how often will it detect a crack of 5 mm in
length? We can formulate functions and graphs to quantify the POD as a function of crack
length.
2.1 Importance of POD
Inspections are often used to assure that critical components and the systems in which
they are installed are safe for operation. There are many systems where failure could cause
damage to people and other products around it. When there is a possibility of people dying,
we want to make sure that the system will not fail. The POD curve is used to help quantify
risk and to schedule inspections.
2.2 Defining a90 and a90/95
Although there is often interest in the entire POD curve, it is common practice to focus on
a particular point estimate along the POD curve, allowing easy comparison. We use a90 to
denote the crack length where the POD is 0.90. The a90/95 is used to denote an upper bound
95% confidence interval for a90. In Figure 1, the estimate of the a90 value is 5.76 mm and
the a90/95 value is 5.91 mm. This means that cracks of length 5.91 mm, will be detected 90%
of the time and with 95% confidence. The a90/95 value is generally interpreted as the largest
crack that might not be detected in an inspection. a90/50 is sometimes used to denote the
estimate of a90.
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Figure 1: An a90 estimate and the corresponding a90/95 upper confidence bound related to a
POD estimate and 95% pointwise lower confidence bounds on POD
2.3 POD Study for Periodic Inspection
Consider the experiment on page 60 of MIL-HDBK-1823 (1999), which gives data for cracks
on boltholes on aircraft engine disks. Aircraft engine disks have boltholes drilled and tapped
in them. Then there is a bolt that holds components together. These boltholes are exposed
to strong stresses, especially in takeoff. If these bolts are exposed to enough cycles (defined
as a takeoff-landing cycle), a crack will, at some point in time, start to develop.
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Figure 2: Bolthole data from MIL-HDBK-1823 in original linear scales and with log scales
Figure 2 is the data from the POD experiment. The left plot shows the data on standard
linear-linear scale. The right plot shows the transformed data on a log-log scale. When
interpreting data, we often transform it so it has a linear relationship. The data on the
log-log scales seem to have a more linear relationship than data on the linear axes.
Right censoring arises when in POD experiments there is a saturated measurement. All
that is known is that the signal is greater than 20 mV. Left censoring arises when there is
a known miss. All that is known is that the actual signal is below the detection limit of 1
mV. This can also be thought of as a non-detect where the limit of 1 mV is the noise floor.
The observations are indicated by Status in Figure 2.
2.4 POD Study for SHM
Consider the study described in Meeker, Roach, and Kessler (2019). Piezoelectric Transducer
(PZT) sensors are used to detect cracks. The experiment was conducted to detect cracks in
metal plates. On each plate there are four sensors mounted in the region of the starter crack.
The plate is subjected to cyclic stresses so that the crack will grow over time. These cyclic
stresses allow the crack to grow faster than they would on an actual structure. Periodically,
the sensors are exercised and return a damage index signal. This damage index is the
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response variable. The researchers also recorded the crack size. When the damage index
reaches the detection threshold, then it is declared that the crack has been detected. The
goal of the experiment was to quantify the relationship between the damage index and the
crack size and to compute an estimate of POD. See Meeker, Roach, and Kessler (2019) for
a more extensive description.
3 Estimating POD
This section shows how to model POD study data and how to computationally compute a
POD estimate. This section describes methods used in the past and the newly-developed
methods for SHM applications. We will discuss how and when to use each method for
different situations.
3.1 The a vs aˆ Model for Periodic Inspection
Previous works include modeling with two methods, the a vs aˆ model and the hit/miss
model. These methods are described in MIL-HDBK-1823 (1999) and MIL-HDBK-1823A
(2009). The hit/miss model will not be addressed in this paper. For the a vs aˆ model, the
voltage (y-axis) described in Section 2.3 will be a function of the crack size. In engineering
and the POD literature, the crack size is denoted by a. We will define x to be crack size or
some function of crack size. In some functions of NDE, the inspection response is calculated
using an equation to find an estimate of the crack length. This will turn our y into aˆ or some
function of aˆ. There will also be a threshold limit denoted as yth = ath or some function of
ath. This method then uses linear regression to find a line that best describes the relationship
between a and aˆ.
3.1.1 a vs aˆ Model Example
The relationship between x and y will be described as
y = β0 + β1x+ 

iid∼ N(0, δ)
(1)
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where δ is the standard deviation of the normal distribution. After some basic algebra in
MIL-HDBK-1823 (1999), we find that the POD function is the following
POD(a) = Pr(Y > yth) = 1− ΦNorm
[
yth − (β0 + β1x)
δ
]
(2)
where ΦNorm is the standard normal cumulative density function (cdf), yth is the threshold
limit (yth = log(ath)) and x = log(a) in the bolthole example. Then from the bolthole
example, the log of the response (aˆ) has a normal distribution with mean β0 + β1x and
standard deviation δ. As in simple linear regression, β0 and β1 are coefficients for the
intercept and slope, respectively.
This fitted model for the bolthole data can be seen in Figure 3. Log transformations were
used for both the x and y variables. These transformations provide better agreement to fit a
linear regression model, as we saw in Figure 2. The middle black line in Figure 3 is the 0.50
quantile of the signal response distribution, and the two outer lines are, respectively, the 0.90
and the 0.10 quantile of the signal response distribution as a function of crack length. Then
POD is computed as the area of the densities above the detection threshold (horizontal line
at ath = 1.5 mV). Figure 3 shows that there is an equivalent distribution at any value of
the crack length. This means that the detection signal distribution has equal spread for any
crack length. This may or may not be the case in other situations.
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Figure 3: a vs aˆ fitted model with the bolthole data
3.1.2 Periodic Inspection POD Estimation
After fitting the model, we will have estimates of the regression parameters. This will allow
us to estimate the POD at any value of crack length. Where the POD estimate is calculated
below, ̂POD(a) = Pr(Y > yth) = 1− ΦNorm[yth − (β̂0 + β̂1x)
σ̂Error
]
Given the parameter estimates, we can also calculate an estimate of the a90 and an upper
a90/95 confidence bound on a90. Using the following formula, we can calculate these values.
For a90, ̂POD(a) = 0.9. After some simple algebra, the equation to solve for the length at
a90 is
1− ΦNorm
[
yth − (β̂0 + β̂1x)
σ̂Error
]
= 0.9
yth − β̂0 + σ̂ErrorΦ−1Norm(0.1)
β̂1
= x
(3)
Recall from Section 3.1.1, x = log(a), so the estimate of a90 is computed as
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a90/50 = exp
[
yth − β̂0 + σ̂ErrorΦ−1Norm(0.1)
β̂1
]
(4)
Methods to compute the a90/95 upper confidence bound on a90 are given in MIL-HDBK-1823
(1999) and MIL-HDBK-1823A (2009).
In Figure 4 there is a visual of the a90 estimate and a90/95 point for the bolthole data. The
solid curve is the POD curve and the dashed line shows the pointwise 95% lower confidence
bounds for all crack lengths.
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Figure 4: The a90 estimate and a90/95 value for the bolthole data
3.2 Random Effects Model for SHM POD
As described in Section 2.4, in a SHM POD study, each crack/sensor pair provides multiple
readings over time as the cracks grow. The a vs aˆ method is not suitable to handle such
repeated measures data. A generalization of this method is the random effects model. More
formally described in Meeker, Roach and Kessler (2019), the random effect model uses
all of the data to estimate the distributions of slopes and intercepts from the SHM-POD
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experimental data. The model will use a linear random-effects regression model with unit-
to-unit variability in the slope and intercept to describe this model. The model is
Responseij = β0i + β1i(length− length) + ij
i = 1, . . . ,Nunit, j = 1, . . . ,Nmeasi
β0i
iid∼ N(µβ0 , σβ0) β1i iid∼ N(µβ1 , σβ1),  iid∼ N(0, σ)
where the Responseij is the damage index (or some transformation of the damage index)
described in Section 2.4, length is the crack length, Nunit is the number of units or compo-
nents in the study, and Nmeasi is the number of measurements for unit i in the study. We
will use the data to estimate the parameters µβ0 , µβ1 , σβ0 , σβ1 , and σ, where µ is the mean
or average of the β specified, σ is the standard deviation of the β specified and σ is the
within-unit observation error. The probability of detection is
POD(length) = Pr(Response > ath) = 1− ΦNorm (z)
z =
ath − [µβ0 + µβ1(length− length)]
[σ2β0 + (length− length)2σ2β1 + σ2 ]1/2
(5)
where length is crack length and length is the average crack length.
An example of the fitted RE model can be seen in Figure 5, where the thick line is the
estimate of µβ0 + µβ1(length − length). This plot was generated from estimates using the
PZT data. This plot shows us the signal distribution for every 2 mm for crack length. It also
shows us the part of the distribution that is above and below the set threshold. Everything
shaded in black has gone past the threshold. In this plot, the threshold was set at the 0.05
damage index level.
Also in Figure 5, there are different lines for each of the PZT experimental units. This
is an example of what the underlying unit-to-unit differences might be. The lines will not
follow the solid truth line as there is variation in the β0 and β1’s.
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Figure 5: Random effects model for given parameters
3.2.1 RE Model Example
Continuing the example about the PZT sensors from Section 2.4, there were 13 metal plates
with growing cracks providing data over time in the study. Some were measured more often
than others but they were all measured at least 3 times. Figure 6 shows the data and the
fitted RE model where each symbol represents a different crack/sensor array pair. Each
point represents an individual measurement with a crack length measured and signal. The
black signal distribution, indicating POD, changes for different values of crack length. Most
signals would not pass the threshold at crack length 4 whereas most signal strengths do pass
at crack length 6.
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Figure 6: PZT RE Model Plot
3.2.2 RE Model Estimation
Using the fitted model for the PZT data illustrated in Figure 6, we can calculate the POD
curve shown in Figure 7. The a90 estimate is a crack length of 5.89 mm and the upper
confidence bound for this a90 is the a90/95 which is 6.48 mm. This means that we estimate
that 90% of cracks will be detected (exceed the threshold) at crack length 5.89 mm. We are
also 95% confident that at least 90% of cracks will be detected if they have a crack length
equal to 6.48 mm. The computations were all done using straightforward Bayesian methods
using diffuse prior distributions as described in Meeker, Roach and Kessler. (2019)
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Figure 7: PZT RE POD Plot
3.3 Length at Detection (LaD) Model
The Length at Detection (LaD) method can also be used for repeated inspections of the
cracks. This method uses only the crack length when the crack is first “detected.” Let
x1, x2, ...xn be the observed length at detection for n cracks. Let x¯ denote the sample mean
and s the sample standard deviation of the observed lengths at detection (x1, x2, ...xn). Then
the POD for having a crack of some size, length, can be estimated by the following equation,
P̂OD(length) = P̂r(X ≤ length) = Φnorm
(
length− x¯
s
)
, (6)
where Φnorm is the standard normal cumulative distribution function (cdf).
The LaD method will only use the crossing lengths to determine a POD curve. We will
then find the a90 estimate by using (6). Methods to compute the a90/95 upper confidence
bound on a90 for a normal distribution are based on quantiles of the noncentral t-distribution
and are given in Section 4.4 of Meeker, Hahn, and Escobar (2017).
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We will use the same data described in Section 2.4 but we will analyze using the LaD
method. Again, each symbol will represent a different experimental unit with each point
is a different observation. The LaD method defines the crossing lengths as the point of
intersection of the least squares lines fit to each set of points, as shown along the horizontal
dotted line in Figure 8.
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Figure 8: Length at Detection Plot for PZT Data
The LaD method will only use these crossing points to determine a POD curve. First,
we will plot the crossing length values on normal probability paper in Figure 9. The crossing
lengths follow the straight line, suggesting that the normal distribution is an appropriate
model. Here, the a90 estimate is calculated using maximum likelihood estimates and the
pointwise confidence intervals, in this plot, were computed with a Wald approximation.
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Figure 9: PZT LaD Model Plot
Next, find the estimate of a90 and a90/95 based on the crossing points shown in Figure 8.
The resulting POD curve estimate, computed using (6), is given in Figure 10.
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Figure 10: PZT LaD Model Plot
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Finally, you will notice the a90 estimates calculated for the RE model in Figure 7 and the
one seen in Figure 9, are a little different. Even for the same data set, different values are
produced from different methods. We will investigate such differences in upcoming sections.
4 Comparing the RE and LaD Models
Both the RE and LaD methods have been proposed to estimate POD from SHM crack-
detection experiments. Thus it is important to compare these methods to provide informa-
tion about which method should be used.
4.1 Qualitative Differences
One of the criticisms with the Length at Detection method is that it only uses the crossing
lengths as information for predicting detection lengths, ignoring the rest of the data. The
random effects model uses all of the data to predict when the observational units will cross
the threshold. The Bayesian method used to estimate the parameters of the random effects
model is reliable with moderate to large number of observational units (i.e., crack/sensor
pairs). However, when the number of observational units is fewer than 10, it may not
be reasonable to fit a 5 parameter random effects model, unless there is informative prior
information about the model parameters. The LaD model can be fit with a small number
of observational units, but there is little information to assess the adequacy of the chosen
distribution (e.g., normal vs lognormal)
One advantage of the RE model with Bayesian estimation is that it provides a framework
for “model assisted” POD where knowledge of the physics of inspection can be used to inform
prior distributions. This allows us to use less experimental units and still fit an appropriate
model.
Another difference in these methods is the computation time. The LaD method is rela-
tively easy to compute vs the RE model. The RE method uses more complicated algorithms
and heavy computing to estimate the 5 parameter model. At times, the RE method can take
a long time to compute. So depending on the situation, it may be better to use a simpler
method like the LaD. Often, this is not an issue in practice as it is in simulation studies.
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Finally, in any statistical study, model assumptions are important. It has been taught
from the beginning of a statistics education that to perform these processes, these are the
model assumptions that need to be in place. In real life, these model assumptions likely
are not met. This is not just true for statistics but is often seen in engineering or scientific
practices. We will do our best to acknowledge these assumptions and how we handled them.
A consequence of using the wrong model could obtain inaccurate estimates. We will
acknowledge how our methods are performing against truth parameters in hopes to expand
our analysis beyond a simulation.
4.2 Quantitative Differences
Although our decision of which model we should use is data dependent, there are some
quantitative differences we can study to further assess the differences between the LaD and
RE models.
4.2.1 Implied LaD cdf from a Given RE model
According to Weaver and Meeker (2013), the distribution of crossing values is
P̂OD(length) = P̂r(Response > ath) = Pr(µ̂β0i + µ̂β1i(length− length) > ath)
= 1− Pr(µ̂β0i + µ̂β1i(length− length) < ath) = 1− Φnorm(κ)
(7)
where
κ =
ath − µ̂β0 − µ̂β1(length− length)√
σ̂2b0 + (length− length)2σ̂2b1 + 2ρ̂σ̂b0σ̂b1(length)
and ath is the threshold or detection limit, µβ0 and µβ1 mentioned in Section 3.2 are the mean
parameters for the intercept and slope respectively, σβ0 and σβ1 are the standard deviation
parameters for the intercept and slope respectively, length represents the crossing value,
length is the average crossing length, and ρ is the correlation between elements which is
assumed to be 0 in our case.
The crossing values in terms of the RE model, in general, do not follow a normal dis-
tribution. This is because κ is a nonlinear function of length. This potentially could cause
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a disconnect between the LaD and RE models. Because we are trying to compare POD
estimation using the two methods, this could cause bias if the normal distribution was not
an appropriate approximation for the crossing times. In the following section, we will study
further whether we can use the normal approximation to describe the LaD distribution.
4.2.2 Comparison of Implied LaD cdfs with Common Distributions
In this section, we will look at different distributions to approximate the distribution de-
scribed in (7).
To test different common distributions, suppose that the RE model is the true model. We
established a 5 parameter model to represent different scenarios. These seemed reasonable
given the PZT example and other data sets. We kept µβ0 and µβ1 constant and varied the
standard deviations on the β0 and β1 parameters. We set µβ0 to be 1 and µβ1 to be 0.1.
The two levels of standard deviation used were called “small” and “big” where the “big”
standard deviation was twice as large as the “small” standard deviation for both β0 and β1.
With two levels of variation in the spreads of the two regression parameters, we will have 4
different combinations, shown in Table 1.
σβ0 Small σβ0 Big
σβ1 Small (σβ1 = 0.01, σβ0 = 0.015) (σβ1 = 0.01, σβ0 = 0.03)
σβ1 Big (σβ1 = 0.02, σβ0 = 0.015) (σβ1 = 0.02, σβ0 = 0.03)
Table 1: Parameter Values
The first distribution we will test among these combinations of parameters is the normal
distribution. In an ideal case, we will be able to use the normal approximation for the
distribution of crossing times. First, we computed LaD cdf values using (7) with a range
of crossing lengths and the fixed known parameters in each of the four scenarios. We then
plotted these on normal probability scales, where normal distributions plot as straight lines,
seen in Figure 11. The four scenarios are labeled by the title of the graph. If the cdf
computed from (7) is approximately straight, it implies that the normal distribution provides
an appropriate approximation.
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Figure 11: Normal probability plots for the LaD distribution for different values of σβ0 and
σβ1 such that the threshold is at POD(6) = 0.05
As we can see in both scenarios of small σβ1 , the line is approximately straight. This
would imply that the normal distribution is a good approximation when there is a small
σβ1 . Notice in both cases when σβ1 is big, there is curvature in the lower tails for both
distributions. This suggests that the normal distribution is a good approximation of (7)
when σβ1 is small and there could be some bias in the estimates in that lower tail when σβ1
is big.
The threshold for our signal distribution is generally set to assure a small probability of
false alarm. In our model analysis, we set the threshold at a quantile of the distribution of
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Damage Index (or other response variable) for the length of 6 (or mean length value). In
this first example, Figure 11, the threshold was set such that the POD(6) = 0.05. We also
decided to set the threshold such that the POD(6) = 0.95 as seen in Figure 12.
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Figure 12: Normal probability plots for the LaD distribution for different values of σβ0 and
σβ1 such that the threshold is at POD(6) = 0.95
Again, in Figure 12, we see very similar results to when the threshold was set such that
the POD(6) = 0.05. The normal distribution is an appropriate approximation when σβ1 is
small but there is some curvature, now in the upper tail, for when σβ1 is big. This can cause
some bias in the estimates. This should be taken into consideration when estimating a90
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values at different thresholds. In POD applications, the threshold will be in the lower tail.
4.3 Simulation
From Section 4.2.2, it appears that the normal distribution approximation is adequate in
at least in cases when the σβ1 is small. For the rest of this paper, we will assume that the
normal distribution is an appropriate approximation for all cases with caution around cases
when σβ1 is big.
We now want to compare estimation of the two models with the four scenarios described in
Section 4.2.2. To do this, we will simulate data using the given parameters. We will suppose
that the RE model is the true model with these parameters. The slope and intercept for
each experimental unit were randomly sampled from a normal distribution with mean µβ1
and µβ0 respectively and standard deviation σβ1 and σβ0 respectively. Now we will introduce
observational error denoted as σ. This will produce some noise in each measurement within
an experimental unit.
We compared different true models by varying σβ0 and σβ1 . As we did in the previous
section, we kept µβ0 and µβ1 constant. Now we will also set σ to be constant and small.
Again, previously seen in Section 4.2.2 and specifically in Table 1, are the levels of the two
spreads (σβ0 and σβ1) when they are both “small” and “big”. We will simulate data sets for
each of the four combinations to cover a wide range of cases covering real applications.
Our comparison of estimates will include calculating an a90 estimate for each simulated
data set for each method. We did a simulation of 150 data sets for each scenario. Each data
set had 30 observational units. This means 30 sampled β1’s and 30 β0’s from the parameters
described in Section 4.2.2 for each data set. For each data set, we calculated an a90 using
both the LaD and RE methods. Then we plotted the a90 values for each data set and scenario
in Figure 13.
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Figure 13: a90 estimates for different combinations of σβ0 and σβ1
Ideally, if the methods were identical, all of the points would be scattered around the
diagonal x = y line. This distribution of points will help us determine if the methods are
biased. The horizontal and vertical lines represent the true a90 under the RE model in each
scenario in Table 1. From these parameters, we can compare the true a90. The true a90 is
not that different between small and big σβ1 . This is because the a90 depends strongly on
σβ0 and not σβ1 .
Because the points are equally spread out along the x = y line and centered near to the
true a90, the methods are not biased and overall producing good a90 estimates. However,
in both scenarios when σβ1 is big, the points are shifted to the lower right direction. This
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suggests that the LaD estimate is larger than the RE estimate for a90. This is directly
related to the result found in Section 4.2.2 where there was curvature in the LaD cdf on
normal probability paper. The normal distribution approximation may not be appropriate
for the distribution of crossing lengths in the LaD method when the σβ1 is big. The points
being shifted to the lower right direction suggests that the LaD estimates are overestimating
the true values.
We will now compare our estimation using bias, standard deviation and root mean square
error (RMSE) values for the two methods of estimating a90 with given parameters.
Slope
Variation
Intercept
Variation
Method Bias Standard
Deviation
RMSE
Small Small LaD -0.001 0.036 0.036
Small Small RE -0.006 0.040 0.041
Small Big LaD 0.000 0.071 0.071
Small Big RE -0.012 0.081 0.082
Big Small LaD 0.010 0.039 0.040
Big Small RE -0.002 0.041 0.041
Big Big LaD 0.024 0.078 0.082
Big Big RE -0.016 0.085 0.086
Table 2: Model Fit Values
Table 2 shows the model fit estimates for each scenario and method. The estimate
calculations are below
Standard Deviation: s(a90) =
√
s2 =
√∑n
i=1(â90,i − a90)
n
Bias: Biasa90(â90) = Σ
n
i=1(â90,i − a90)
RMSE: RMSE(a90) =
√
Σni=1(â90,i − a90)
n
=
√
Bias(â90)2 + s(â90)2 (8)
where â90,i is the individual a90 estimate for simulation i, a90 is the sample mean of the
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observed â90 values, and a90 is the true a90. Finally, n is the number of simulations. RMSE
can also be thought of as the standard deviation of the unexplained variation.
In Table 2, the RMSE values for small σβ0 are smaller than the RMSE values for big
σβ0 . This is due to σβ0 having more impact on the crossing lengths than σβ1 causing more
variation in the estimates
RMSE can be decomposed into the square of the bias term and the square of the standard
deviation as seen in (8). In all cases, the variation in RMSE is coming primarily from the
standard deviation and not the bias. We only see some bias in the LaD cases when σβ1 is
big. Otherwise, the bias is negligible. The a90 estimates, as shown by the different points,
are farther from the intersection of the true parameter value. This can be seen in Figure 13
when σβ1 is big and in Figure 11 with noticeable curvature in the probability plots for when
σβ1 is big. This is why more of the unexplained variation is coming from the bias term in
this case.
Visually the RMSE values can be seen in Figure 14. Here it is clear to see that the
RE method has slightly worse RMSE in every scenario. This is most likely because the RE
method has to estimate five parameters versus two parameters for the LaD method. It is
also clear that there is a large jump in RMSE when the variation in σβ0 is big. There is a
slight difference when σβ1 is big vs small.
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Figure 14: RMSE by Variation by Method at 0.05 Quantile
5 Conclusions
Overall, we concluded that the normal distribution was an appropriate approximation to (7)
over the range of σβ1 values for which we did evaluations. We also concluded that the bias in
the methods was irrelevant except for when σβ1 is big. The LaD model had even more bias
than the RE model but both affected the RMSE. Otherwise, we saw slightly worse RMSE
values for the RE model and significantly larger RMSE values in cases when σβ0 was big.
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