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Regular directed node-label controlled graph grammars (RDNLC grammars for short) 
originated from the need for an elegant mathematical description of dependence graph 
languages (related to trace languages) and event structure languages (related to Petri nets). 
In this framework various complexity problems concerning dependence graph languages and 
event structure languages can be reduced to complexity problems concerning RDNLC 
languages, i.e., the graph languages generated by RDNLC grammars. It is known that the 
membership problem for RDNLC languages is NP-complete. This paper investigates various 
natural restrictions on RDNLC languages and RDNLC grammars and their influence on the 
complexity of the membership problem. In particular, it is demonstrated that these restrictions 
lead to logarithmic space recognition algorithms. 0 1990 Academrc Press, Inc. 
1. INTRODUCTION 
The theory of graph grammars deals with the generation of graphs by graph 
grammars in a way analogous to the generation of strings by string grammars. The 
theory of graph grammars is by today quite broad in the sense that it encompasses 
many different models, some arising from practical and other arising from theoreti- 
cal considerations. An important direction of research is the search for classes of 
graph grammars which are both well motivated and lead to substantial mathemati- 
cal theories. 
An example of a graph grammar model which is both mathematically natural 
and well motivated are the RDNLC grammars (see [4]). From the mathematical 
point of view, RDNLC grammars constitute an obvious generalization of right- 
linear string grammars. On the other hand, RDNLC grammars arose from the need 
for a grammatical characterization of event structures in safe Petri nets (see, e.g., 
[IS]). A way to introduce these structures is via the theory of traces (initiated in 
[ 171, see also [S]). Here one takes a regular string language (representing the set 
of sequential observations of a concurrent system) which by a dependence relation 
(representing the causal dependencies of the events in the system) is broken into the 
* Present affiliation: Philips Research Laboratories, Eindhoven, The Netherlands 
376 
OO22OOOO/90 $3.00 
Copyright cm 1990 by Academic Press, Inc. 
All rights of reproduction m any form reserved. 
COMPLEXITY OF GRAPH LANGUAGES 377 
language of partial orders of events (represented by the so-called dependence 
graphs). 
Once such a characterization is given, one can answer various questions concern- 
ing event structures by investigating the class of RDNLC languages (i.e., the class 
of graph languages generated by RDNLC grammars). In particular, the question of 
the complexity of these event structures is very amenable for investigation in the 
grammatical framework. To prepare a solid mathematical background for this kind 
of investigation, a complexity theory of RDNLC languages was initiated in [3]. 
There it was shown that the membership problem for RDNLC languages is NP- 
complete. 
In this paper we continue the research started in [3] by trying to ramify as well 
as possible the NP-completeness result; also [ 15, 193 must be mentioned in this 
context. In particular, the basic leading question is what kind of restrictions on the 
structure of the graphs considered or on the structure of the RDNLC grammars 
lead or do not lead to a lower complexity of the membership problem, e.g., poly- 
nomial time or even logarithmic space. 
The paper is organized as follows. After this introduction (Section 1) and the 
preliminaries (Section 2) in Section 3 we first sketch a general nondeterministic 
polynomial time algorithm for deciding whether an arbitrary graph can be derived 
in an RDNLC grammar. Next, we recall that the membership problem for RDNLC 
languages cannot be solved more efficiently than in nondeterministic polynomial 
time: there exist RDNLC languages which are NP-complete. This result is 
strengthened by showing that requiring any combination of two out of component- 
boundedness (i.e., having a bounded number of connected components in all 
graphs), indegree-boundedness (i.e., having a bounded number of incoming edges 
to all nodes in all graphs), and outdegree-boundedness (i.e., having a bounded 
number of outgoing edges from all nodes in all graphs) does not influence this com- 
plexity bound: for every such combination there exist RDNLC languages, which 
both satisfy the combination and are NP-complete. 
In Section 4 we show that, as opposed to the results of Section 3, requiring the 
full combination of component-boundedness, indegree-boundedness, and out- 
degree-boundedness decreases the upper bound on the complexity of RDNLC 
languages: the more complex NP-complete time bound is changed into the simpler 
nondeterministic logarithmic space bound (a similar result was shown in [ 191). 
Moreover, in this section we demonstrate that this decreased complexity bound 
cannot be improved any further: there exist RDNLC languages which are compo- 
nent-bounded, indegree-bounded, outdegree-bounded, and also NLOG-complete. 
In Section 5 we first investigate, as a continuation of Section 4, more classes of 
logarithmic space RDNLC languages. The classes of RDNLC languages considered 
are not obtained by putting restrictions on the graphs in the RDNLC languages, 
as was the case in Section 4, but by providing them with additional information, 
concerning the order of generation of their nodes. In fact, we show that the provi- 
sion of one such an order, covering all nodes, reduces the complexity of the 
languages to deterministic logarithmic space, while the provision of several such 
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orders, together covering all nodes, may result in languages that are NLOG-com- 
plete. After this, we use these results to investigate restrictions on grammars that 
lead to “simple” RDNLC languages. To be more precise, we show that some 
natural restrictions on the connection relations involved yield RDNLC languages 
recognizable in logarithmic space. The intuitive reason for this is that in every 
graph generated by an RDNLC grammar satisfying these restrictions all nodes are 
generated in a certain order that can be determined from the graph. 
The results of this paper were presented at the Third International Workshop on 
Graph-Grammars and Their Application to Computer Science (see [2]). 
2. PRELIMINARIES 
We assume the reader to be familiar with basic formal language and automata 
theory (see, e.g., [ 12,20]), basic graph theory (see, e.g., [ 1 1 ] ), and basic com- 
plexity theory (see, e.g., [ 10, 121). However, we will recall briefly some well-known 
notions, establish some notations, and define several new notions needed in this 
paper. 
Throughout the paper only finite alphabets will be considered. Furthermore, A 
denotes the empty word. 
For sets A and B, A - B denotes their difference and A x B denotes their Car- 
tesian product. For a set A, #A denotes the cardinality of A, and, for n Z 1, A” 
denotes the n-fold Cartesian product of A. 12/ denotes the empty set. Whenever we 
deal with a linear ordering=$on a set A, we assume it to be reflexive. 
P denotes the class of languages recognizable in deterministic polynomial time, 
NP denotes the class of languages recognizable in nondeterministic polynomial 
time, DLOG denotes the class of languages recognized by deterministic (log n)-tape 
bounded Turing machines, and NLOG denotes the class of languages recognized by 
nondeterministic (log n)-tape bounded Turing machines. It is well known that 
NLOG is included in P (see, e.g., [7]). 
Whenever we discuss graphs, we mean directed node-labeled graphs, specified in 
the form g = ( V, E, C, I), where I/ is the set of nodes of g, E c V x V denotes the set 
of edges of g, C denotes the label alphabet of g, and 1: V -+ Z denotes the node- 
labeling function of g. A graph language is a set of graphs. For an alphabet Z, D(Z) 
denotes the set of all graphs with label alphabet 2. An example of a graph is given 
in Fig. 2. As usual, nodes are represented by points and directed edges by arrows. 
The label of a node is displayed next to it. 
Let g be a graph. For every node u of g, in(u) denotes the set of incoming edges 
of u, and out(u) denotes the set of outgoing edges of u. For two nodes u’ and u” of 
g, an elementary path of g from u’ to u” is a sequence (vi, . . . . u,), n 2 1, of distinct 
nodes of g, such that u1 = u’, u, = u”, and, for every 1 Gibn- 1, (vi, uifl) is an 
edge of g. For two nodes u’ and u” of g, a bidirectional path of g from v’ to uN is 
a sequence (ui , . . . . v,), n 2 1, of nodes of g, such that u, = u’, v, = v“, and, for every 
1 4 i< n - 1, either (vi, vi+ i) is an edge of g or (vi+, , ui) is an edge of g. A graph 
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g is called an a-path if all nodes of g are labeled by the symbol a and if g consists 
of one elementary path covering all nodes, 
A graph g is called discrete if g contains no edges, and it is called connected if 
there exists a bidirectional path between every two nodes of g. An induced sub- 
graph h of g is called a connected component of g if h is connected and g contains 
no bidirectional path from any node outside h to any node inside h. A graph 
language L is called connected if every graph in L is connected, it is called compo- 
nent-bounded if there exists n 2 1 such that every graph in L has no more than n 
connected components, it is called indegree-bounded if there exists n 2 1 such that 
for every node v in every graph in L, #in(v) 6 n, it is called outdegree-bounded if 
there exists n 2 1 such that for every node v in every graph in L, #out(v) < n, and 
it is called degree-bounded if it is both indegree-bounded and outdegree-bounded. 
For an alphabet C, CD(C) denotes the set of all connected graphs with label 
alphabet Z. For n 2 1 and an alphabet C, C,@(Z) denotes the set of all graphs with 
label alphabet Z and with at most n connected components (note that 
CID(C) = CD(C)), D”(Z) denotes the set of all graphs g, such that the label 
alphabet of g is ,Z and, for every node v of g, #in(v) dn, and D,(C) denotes the 
set of all graphs g such that the label alphabet of g is Z and, for every node v of 
g, #out(u) <n. Furthermore, for k, m, r 2 1 and an alphabet C, D:(C) = 
ok(C) n D,(C), C,Dk(C) = C,D(C) n ok(C), C,D,(C) = C,D(,JJ n D,(2), and 
c,D;(c) = C,D(C) n Dk,(Z). 
The pair (g, =$ ) is called an ordered graph if g is a graph and =$ is a linear order- 
ing of all the nodes of g. For an alphabet 2, OD(C) denotes the set of all ordered 
graphs with label alphabet Z. Analogously, for n 2 1, the pair (g, S) is called an 
n-ordered graph if g is a graph and S = {(S,, =$ ,), . . . . (S,, <,)}, where (S,, . . . . S,} 
forms a partition of the nodes of g and, for every 1 6 i < n, 4 i is a linear ordering 
of Si. For an alphabet C and n B 1, 0,$(C) denotes the set of all n-ordered graphs 
with label alphabet Z (note that O,D(C) = OD(Z)). 
We now turn to the framework of RDNLC grammars. Since this framework is 
less known than the above mentioned concepts, we will pay more attention to it. 
First we recall the more general notion of a DNLC grammar, as defined in [14]. 
A directed node-label controlled graph grammar, abbreviated DNLC grammar, is 
a system G = (r, A, P, Gin, C,,,, Z), where: 
(i) r is an alphabet, called the total alphabet of G, 
(ii) A E r is the terminal alphabet of G, 
(iii) PC (r- A) x D(T) is the finite set of productions of G, 
(iv) C,, E TX r is the in-connection relation of G, 
(v) C,,, c TX r is the out-conection relation of G, 
(vi) ZEr- A is the axiom of G. 
Moreover, a DNLC grammar G = (r, A, P, Ciny Gout, Z) is a regular DNLC gram- 
mar, abbreviated RDNLC grammar, if every production is either of the form 
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(X, a * Y), called a nondeterminal production, or of the form (X, a*), called a 
terminaZ production, where a E A and X, YE f - A. For a production p of an RDNLC 
grammar, lhs(p) denotes the (nonterminal) symbol at the left-hand side of p, rht(p) 
denotes the terminal label at the right-hand side of p, and rhnt(p) denotes the non- 
terminal label at the right-hand side of p if it exists and 2 otherwise. 
Informally speaking, a DNLC grammar G = (r, A, P, Gin, Gout, 2) generates a 
graph language as follows (the formal definition can be found in [14]). Given a 
graph y to be rewritten and a production p = (X, B) of G, one can apply p by 
choosing a node u of y labeled by X and replacing it by a graph (isomorphic to) 8. 
Then, in order to embed j3 in the remainder of y (i.e., the graph resulting from y 
by removing u), one uses the relations Ci, and C,,, as follows. For every pair 
(b, c) E Ci” one establishes an (incoming) edge from each node w2 in the remainder 
of y to each node w, in /I, provided that w2 is labeled by c, w, is labeled by b, and 
(w,, u) is an edge in y. Analogously, for every pair (6, c) E C,,, one establishes an 
(outgoing) edge from each node w, in j3 to each node w2 in the remainder of y, 
provided that w, is labeled by 6, u12 is labeled by c, and (u, w2) is an edge in y. 
Every graph y’ isomorphic to the resulting graph is said to be directly deriuedfrom 
y in G, denoted by y +y’. Iterating this direct derioation step, starting with the 
graph consisting of one node labeled by the axiom of G (called the start graph of 
the derivation) and ending with a graph g consisting of nodes labeled by elements 
of A only (called the end graph of the derivation), one gets a derivation of g in G. 
The set of all end graphs derived (generated) in this way forms the (graph) language 
of G, denoted by L(G). Furthermore, for k, m, r 2 1, C,Lk,( G) denotes the language 
L(G) n C,Dk,(A), and similarly for L;(G), CL;(G), C,Lk(G), C,L,(G), Lk(G), and 
L,(G). Note that L(G) is degree-bounded if L(G) = Lk,(G) for some k, m 2 1. 
In dealing with RDNLC grammars, it turns out that the out-connection relation 
is superfluous, because it is never used (see also Remark 2.2). Hence, in this paper, 
we will specify an RDNLC grammar as a system G = (r, A, P, C, Z), where the 
(in-) connection relation of G is specified by C and the out-connection relation is not 
specified. The language generated by an RDNLC grammar is called an RDNLC 
language. Finally, observe that in each step of a derivation in an RDNLC grammar 
exactly one terminal labeled node is generated. Let g be a graph, and let < be a 
linear ordering of all nodes of g (thus, (g, <) is an ordered graph, as defined 
above). We say that (g, < ) is derived in G if there is a derivation of g in G such 
that the nodes of g are generated in the order indicated by <. This leads us to the 
ordered language of an RDNLC grammar G, denoted by OL(G), which consists of 
all pairs (g, <), such that g is a graph, < is a linear ordering of all nodes of g, and 
(g, <) is generated in G (note that OL(G) s OD(A)). Clearly, if (g, 4 ) E OL(G) 
then g E L(G), and if g E L(G) then (g, < ) E OL(G) for at least one linear ordering 
4. Furthermore, this also leads us, for n z 1, to the n-ordered language of an 
RDNLC grammar G, denoted by 0, L(G), which consists of all pairs (g, S), such 
that g E L(G) and S = {(S, , < ,), . . . . (S,, <,,)}, where {S, , . . . . S,] forms a partition 
of the nodes of g, and, for 1 d i d n, <, is the restriction on Si of a linear ordering 
< of all nodes of g with (g, 4) E OL(G) (note that 0, L(G) E O,D(A)). 
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EXAMPLE 2.1. Let 
(i) A = {a, b, c, d}, 
(ii) r= (A, B, C, D} u A, 
(iii) P= ((A, a-B), (B, b - C), (C, c-D), (D, d-A), (D, h)}, and 
(iv) CON= {(a, a), (6 b), (c, c), (4 4, (b, a), (c, b), (4 a), (4 c)} 
u {(A, a), (4 b), 6% c), (4 b), (B, c), (4 4) 
u i(C, c), (C, 4 (C, a), (D, 4, (Q a), (D, b)}. 
Then G = (I’, A, P, CON, A) is an RDNLC grammar. A derivation in G, leading to 
a graph in L(G), is depicted in Fig. 1. It is not difficult to see that all graphs in L(G) 
* 
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FIG. 1. A derivation in the RDNLC grammar G from Example 2.1. 
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FIG. 2. A graph derived in the RDNLC grammar G from Example 2.1 
are of the form shown in Fig. 2. Note that for every g E L(G) there is exactly one 
ordered graph (g, < ) E OL(G). For the graph in Fig. 2 this unique linear ordering 
of its nodes is from left to right for the “vertical” &d-squares, and in the order 
a, b, c, d for each such square. 
Remark 2.2. The informal description of establishing edges in a derivation in a 
DNLC grammar as given in [3,4] is incorrect and should be replaced by the infor- 
mal description given above. However, since both these papers are not based on 
any of these informal descriptions but on the formal definitions as given in [14], 
this replacement does not influence their results. Note in particular that DNLC 
grammars are direction preserving, i.e., in the application of a production (X, 8) to 
an X-labeled node u, incoming edges of u are replaced by incoming edges of fi, and 
similarly for outgoing edges. This implies, e.g., that RDNLC grammars generate 
acyclic graphs only. 
3. RDNLC LANGUAGES AND NP 
In this section we first provide a general nondeterministic polynomial algorithm 
for deciding whether an arbitrary graph can be derived in an RDNLC grammar. 
Then, as a ramification of the M-completeness result proved in [3], we show that 
the complexity bound thus obtained is not only optimal for the whole class of 
RDNLC languages, but also for several natural subclasses of RDNLC languages. 
In fact, it is demonstrated in Theorem 3.5 that any combination of two out of the 
three requirements of component-boundedness, indegree-boundedness, and out- 
degree-boundedness still yields NP-complete RDNLC languages. 
We now present the algorithm for deciding whether an arbitrary graph can be 
derived in an RDNLC grammar: it clearly has a nondeterministic polynomial time 
complexity, and it is thus a demonstration of the fact that the membership problem 
for RDNLC languages is in NP. However, the reason for us to provide this algo- 
rithm in detail, is that in Sections 4 and 5 we will present more effkient variations 
of this algorithm for certain subclasses of RDNLC languages. 
GENERAL ALGORITHM. To decide whether a given graph g can be derived in a 
given RDNLC grammar G (i.e., whether g E L(G)). 
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At the basis of this nondeterministic algorithm lies a guess of a possible deriva- 
tion of g = (V, E, A, I) in G = (r, d, P, C, 2). This derivation is guessed stepwise, 
while keeping track of the label of the current nonterminal labeled node, the set of 
already guessed nodes, and the set of nodes with outgoing edges to the current 
nonterminal labeled node, referred to as X, U, and U’, respectively (note that 
U’ E UE V). More precisely, the following steps are iterated, as long as the 
involved checks are positive (otherwise, the algorithm aborts because the guessed 
derivation cannot be extended to a derivation of g): 
(i) a node v of g and a production p of G are guessed, 
(ii) it is checked that: 
(a) p is applicable (i.e., X=lhs(p)), 
(b) v can be generated through p (i.e., Z(v) = rht(p)), 
(c) v is not yet guessed before (i.e., v +! U), and 
(d) the incoming edges of v are exactly those which v should get by the 
application of p (i.e., in(v) = {U E U’ : (I(v), I(U)) E C} ), and 
(iii) p is applied by: 
(a) assigning the nonterminal label at the right-hand side of p to X (i.e., X 
becomes rhnt(p)), 
(b) updating U by adding v to it (i.e., U becomes U u {v} ), and 
(c) (in case X# I&) updating U' by removing all nodes from it which 
become disconnected from X, and by adding v to the result (i.e., U' 
becomes {UE U':(iY,l(u))~C}u (~1). 
Note that the algorithm does not explicitly check that the outgoing edges of the 
node v are exactly those which v should get (in the guessed derivation). This is due 
to the fact that every outgoing edge of v is an incoming edge of some other node 
w and thus the presence of such an edge can and will be checked at the moment 
when w is guessed. 
Clearly, if one starts with the axiom of G as the label of the current nonterminal 
labeled node (i.e., X=Z), no nodes guessed (i.e., U= a), and no nodes with an 
outgoing edge to the X-labeled node (i.e., U'= a), then gEL(G) implies that one 
can iterate the above steps, ending up in the situation when all nodes of g are 
guessed (i.e., U= V) and the last guessed production p was a terminal production 
(i.e., X= 2). In fact, the algorithm should just simulate a derivation of g. For point 
(ii)(d), note that in a derivation step of G that generates a node v of g, all the 
incoming edges of v in g are generated in that step. Vice versa, if the algorithm 
accepts g, then g E L(G). To see this it suffices to check the following invariants of 
the algorithm. Let g(X, U, U') denote the graph consisting of the subgraph of g 
induced by U, together with an additional node x labeled X and edges from every 
node in U' to x. Then, at each moment of time, it holds that 
(1) g(X, U, U') can be generated in G, and 
(2) there are no edges in g from a node not in U to a node in U. 
571/40/3-7 
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We leave it to the reader to check these invariants (he will need the second to prove 
the first). Hence, following the above steps, one can nondeterministically decide 
whether an arbitrary graph can be derived in a given RDNLC grammar. 1 
For the sake of completeness we state the polynomial time complexity of the 
above algorithm in the following result. 
PROPOSITION 3.1. For every RDNLC grammar G, the membership problem for 
L(G) is in NP. 
Remark 3.2. In [ 193 it was demonstrated that the class of all BNLC languages 
is contained in NP. It is straightforward to generalize this result to the directed 
case, i.e., to the class of all BDNLC languages. Since RDNLC languages are 
BDNLC languages of a special type, the result from [ 191 also implies Proposi- 
tion 3.1 above. 
The upper bound on complexity as given in Proposition 3.1 is optimal. This 
follows from the following result, which is proved in [3]. 
PROPOSITION 3.3. For every alphabet A such that #A B 2, there exists an 
RDNLC grammar G = (r, A, P, C, Z), such that the membership problem for L(G) 
is NP-complete. 
Remark 3.4. In Theorem 5.7 we will show that all RDNLC grammars which 
have a terminal alphabet consisting of one symbol only, generate RDNLC 
languages that are recognizable ,in deterministic logarithmic space. We can also 
show that the membership problem for these languages has linear time complexity 
(see [ 11). The intuitive reason for this lower complexity is that the RDNLC gram- 
mars involved have no node-label control and thus are forced to generate graphs 
of a very special form. 
In order to get a more clear insight in the complexity of RDNLC languages, we 
now ask whether or not the natural restrictions of indegree-boundedness, out- 
degree-boundedness, and component-boundedness remove complex RDNLC 
languages. It turns out that this is not the case for any combination of two out of 
these three restrictions. 
THEOREM 3.5. (1) There exists an RDNLC grammar G, such that, for every 
k, m > 1, L(G) = L:(G) and the membership problem for L(G) is NP-complete. 
(2) There exists an RDNLC grammar G’, such that, for every r, k >/ 1, 
L(G’) = C,Lk(G’) and the membership problem ,for L(G’) is NP-complete. 
(3) There exists an RDNLC grammar G”, such that, for every r, m 2 1, 
L(G”) = C,L,(G”) and the membership problem for L(G”) is NP-complete. 
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FIG. 3. A graph derived in the RDNLC grammar G from the proof of Theorem 3.5. 
Proof: ( 1) Consider the RDNLC grammar G = (r, A, P, C, Z), where: 
(i) r= {A,, Ai, &, B1, 4 h}, 
(ii) A = {a, b}, 
(iii) P= {(B,, b -A,)}“((B1,b-Ao),(B1,b-A1)) 
“{(A,,a-Bo),(Ao,u-B1),(A1,u~B,),(A,,a-B1)} 
” {(& u=), (A,, u*)}, 
(iv) C= {(u, u), (b, b), (B,, b), (A,, a)>, and 
(v) Z=B,. 
This RDNLC grammar G is provided in the proof of the main result of [3], where 
it is shown that the membership problem for L(G) is NP-complete (see Proposi- 
tion 3.3 above). 
Informally speaking, G works as follows. Alternately, b-labeled nodes and 
u-labeled nodes are generated by the b-generating nonterminals B, and B, and the 
u-generating nonterminals A,, and A,, respectively. From this and from the connec- 
tion relation of G, it follows that every graph generated by G consists of a set of 
b-paths and u-paths, such that the total number of b-labeled nodes equals the total 
number of u-labeled nodes. Moreover, in every graph generated by G, there exists 
a one to one correspondence between b-paths and sets of u-paths: the u-paths can 
be partitioned in such a way that every set in the partition corresponds to some 
b-path with the same number of nodes, together with which that set of u-paths was 
generated. This is due to the fact that after breaking a b-path by introducing the 
“b-breaking” nonterminal B,, G also has to break the u-path being generated at 
that moment by introducing the “u-breaking” nonterminal A,: (B,, b - A,) is the 
only production for B,. Thus G generates graphs of the form depicted in Fig. 3. 
Let k, m2 1. Since clearly L(G)=Li(G)=LL(G), the first statement of the 
theorem follows directly from the NP-completeness of the membership problem for 
L(G). 
(2) Let G’ = (r’, A’, P’, C’, Z’) be the RDNLC grammar, where: 
(i) r’= {Z’, & Al, BO, B,, a, b, u’, b’, d}, 
(ii) A’ = {a, b, a’, b’, d}, 
(iii) P’={(Z’,d-Bo)}u{(L?o,b’-Ao),(B,,b-Ao),(B1,b-A,)) 
” ((‘4, u’ - &I), (-$I, u’ -~,),(-41,u-&J, (4F++)} 
” {(A,, a’*), (A,, u=)}, and 
(iv) C’ = {(u, u), (u, a’), (b, b), (b, b’), (B, , b), (B,, b’), (A,, a), (A,, a’)} 
u{(x,d):x~(I-‘--(u,b})}. 
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Obviously, G’ corresponds closely to the RDNLC grammar G given in the proof of 
( 1) above. The only differences between G’ and G are that (a) G’ starts by generating 
one d-labeled node ((Z’, d- B,) is the only production for the axiom Z’), which 
will get outgoing edges to all a’-labeled nodes and V-labeled nodes to be generated 
later on, (b) all “b-paths” generated by G’ start with a U-labeled node (the 
“b-breaking” nonterminal B, always introduces a F-labeled node), and (c) all 
“u-paths” generated by G’ start with an d-labeled node (the “a-breaking” non- 
terminal A, always introduces an d-labeled node). Hence, the graphs generated by 
G’ are just connected counterparts of the graphs generated by G, and, for every r, 
k > 1, L(G’) = C1 L’( G’) = C,Lk( G’). Consequently, since clearly L(G) is reducible 
to L(G’) in polynomial time, the second statement of the theorem follows from the 
NP-completeness of the membership problem for L(G). 
(3) Let G” = (r”, A”, P”, C”, Z”) be the RDNLC grammar, where: 
(i) Y = {Z”, A,, A,, B,, B,, D, a, h, a’, b’, d}, 
(ii) A” = {a, b, a’, b’, d}, 
(iii) P” = {(Z”, a - B,), (Z”, a’ - B,), (Z”, a’ - B,)} u {(D, d*)} 
u{(B,,b’-A,),(B,,b’-A1),(Bo,bl-D),(B1,b-A,), 
(B,, b-&J) 
u ((Ao,a’-B,)}u((A,,a’-BI),(A,,u-Bl)},and 
(iv) C” = {(a, a), (b, b), ( a’, a), (b’, b), (d, b’), (d, a’)> 
u {(B,, b), (A,, a), (4-n b), (A,, 4) 
u ((x, a’), (x, b’): xE (f” - A”)}. 
Although it is more difficult to see than in (2) above, G” again corresponds closely 
to the RDNLC grammar G given in the proof of (1) above. The differences between 
G” and G are that (a) before the generation of a b-labeled node G” generates the 
associated u-labeled node, (b) before breaking a “b-path” G” also breaks the “u- 
path” being generated at that moment ((A,, a’ - B,) is the only production that 
introduces the “b-breaking” nonterminal B,), (c) all “b-paths” generated by G” end 
with a b’-labeled node (the “b-breaking” nonterminal B, always introduces a 
b’-labeled node), (d) all “u-paths” generated by G” end with an a’-labeled node (the 
“u-breaking” nonterminal A, always introduces an a’-labeled node), and (e) G” 
ends by generating one d-labeled node ((D, de) is the only production that does not 
introduce a nonterminal labeled node), which gets incoming edges from all b’- 
labeled nodes and a’-labeled nodes already generated. Hence, all graphs generated 
by G” are just connected counterparts of the graphs generated by G and, for every 
r, m>, 1, L(G”) = CIL,(G”) = C,L,(G”). Consequently, since clearly L(G) is 
reducible to L(G”) in polynomial time, also the third statement of the theorem 
follows from the NP-completeness of the membership problem for L(G). 1 
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4. THE COMPLEXITY OF BOUNDED RDNLC LANGUAGES 
As demonstrated in Theorem 3.5, requiring any combination of two out of com- 
ponent-boundedness, indegree-boundedness, and outdegree-boundedness, can still 
lead to W-complete RDNLC languages. In this section we show that requiring the 
full combination of these three properties leads to polynomial-time RDNLC 
languages only. To be more precise, we demonstrate that all component-bounded 
degree-bounded RDNLC languages are recognizable in nondeterministic 
logarithmic space (Theorem 4.6). Furthermore, we also show that this bound is 
optimal: there exist component-bounded degree-bounded RDNLC languages that 
are complete in NLOG (Theorem 4.9). 
The following technical lemma shows that, for every RDNLC grammar G and for 
every positive k and m, L:(G) can be generated by an RDNLC grammar for which 
there is a bound on the degree of the nonterminal labeled nodes. 
LEMMA 4.1. Let G = (r, A, P, C, 2) be an RDNLC grammar and let k, m 2 1. An 
RDNLC grammar Gfj, can be constructed, such that L(Gk) = L:(G) and every non- 
terminal labeled node in every derivation in Gk has no more than nk incoming edges, 
where n= #A. 
Proof: The result easily follows from the following two claims. 
CLAIM 4.2. Let G be an RDNLC grammar and let m 2 1. An RDNLC grammar 
G, can be constructed, such that L(G,) = L,,,(G). 
Proof of Claim. Assume that G = (r, A, P, C, Z) and that, for some n > 0, 
A= {d,, . . . . d,,}. 
In order to generate L,(G), one must prevent G from generating a terminal 
labeled node that gets an incoming edge from a node with already m outgoing 
edges. This can easily be done by storing, for every dg A, the maximal number of 
outgoing edges to terminal labeled nodes from d-labeled nodes connected to the 
present nonterminal labeled node. Thus, in a derivation in G, a production (X, 
a +W Y) will not be allowed, if, for some dE A, (a, d) E C and the X-labeled node 
is connected to a d-labeled node which has already m outgoing edges to terminal 
labeled nodes. 
Formalizing the above considerations yields a new set of nonterminals, each of 
which, when used, represents both the original nonterminal and, for every dE A, the 
maximal number of outgoing edges to terminal labeled nodes from those d-labeled 
nodes which are connected to the nonterminal labeled node. In such a new non- 
terminal, the number -1 is used, whenever the nonterminal labeled node is not 
connected to any d-labeled node. 
Let G, = (r,,,, A, P,, C,,,, Z,) be the RDNLC grammar, such that: 
(i) f’,=((T-A)x{-l,O ,..., m}“)uA, 
(ii) Z,=(Z, -I,..., -l), 
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(iii) P, = (((X, m,, . . . . m,), di* (Y, m;, . . . . m:)): 
[X, YET-A] A [l<i<n] A [(X,di.+ Y)EP] 
A [Vl <j<n: -l<mjdmand -l<mj<m] 
A [Vl <j<n: (d,,d,)EC*m,<m] 
A [V1bj<n:(Y,dj)EC,mjBO,(d,,dj)~C*m~=mj+l] 
A [Vl~j<n:(Y,dj)~C,mj>O,(di,dj)~C*m~=mj] 
A [Vl<j<nwithj#i:(Y,dj)$Cormj=-lam;=-l] 
A [(Y,d,)$Corm,= -l=m:=O]} 
u {((X ml, ..., m,), ??di) : 
[XEf -d] A [l <i<tl] A [(x, ??d,)EP] 
A [Vl <j<n: -1 <mj<m] 
A [V1<j<n:(d,,dj)~C*m,<m]},and 
(iv) C, = {((X ml, . . . . m,), di): 
C(X ml, -., m,)Er,--A] A [l <i<n] A [(X,dJEC]) 
U{(d,,dj):1~i,j6~A(di,dj)EC}. 
The straightforward proof that L(G,) = L,(G) is left to the reader. 1 
CLAIM 4.3. Let G = (r, A, P, C, Z) be an RDNLC grammar and let k 3 1. An 
RDNLC grammar Gk can be constructed, such that L(Gk) = Lk(G) and every nonter- 
minal labeled node in every derivation in Gk has no more than nk incoming edges, 
where n= #A. 
Proof of Claim. Assume that A = (d,, . . . . d,}. Consider a derivation in G and let 
(X, a HI Y) be a production used in this derivation. Then the a-labeled node will 
get more than k incoming edges if and only if the X-labeled node had more than 
k incoming edges to nodes labeled by an element from {de A : (a, d) E C}. Hence, 
if one can prevent such situations in every derivation in G, then the resulting graph 
language will be Lk(G). This can be achieved as follows. Consider a derivation in 
G, d E A, and XE r- A, such that somewhere in the derivation an X-labeled node 
has more than k incoming edges from d-labeled nodes. Then, if the end graph of the 
derivation is in Lk(G), some (and hence all) of those incoming edges must be 
broken, before an a-labeled node with a E A and (a, d) E C is generated. Hence, 
those edges will be of no use any more, and can be broken right-away. 
Formalizing the above considerations yields a new set of nonterminals, each of 
which, when used, represents both the original nonterminal and the number of 
incoming edges from d-labeled nodes, for all d E A, at that moment. In such a new 
nonterminal, the number k + 1 represents the situation that in G there were more 
than k edges to the nonterminal labeled node from d-labeled nodes (but in the new 
grammar there are none). 
Let Gk = (rk, A, Pk, Ck, Zk) be the RDNLC grammar, such that: 
(i) rk=((r-A)x{O ,..., k,k+l}“)uA, 
(ii) Zk = (Z, 0, . . . . 0), 
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EXECUTION: an execution of the algorithm ends at the last line if only if g can 
be derived in G’ (if an execution of the algorithm does not end at the last line, then 
one of the checks failed and the algorithm aborted). 
It should be clear from the proof of Lemma 4.4 that the algorithm is correct and 
can be executed in nondeterministic logarithmic space. m 
Remark 4.8. In [19] it was shown that the class of all connected degree-boun- 
ded BNLC languages is contained in P. It should not be too difficult to generalize 
this result to the directed case, i.e., to the class of all connected degree-bounded 
BDNLC languages. Since RDNLC languages are special BDNLC languages, 
Theorem 4.6 strengthens the result of [ 191 for the case of connected degree-boun- 
ded RDNLC languages: the complexity goes down from P to NLOG. 
Because the above-mentioned result in [ 193 is actually given for the so-called 
relabeled connected degree-bounded BNLC languages, we want to note that the 
proof of Theorem 4.6 can easily be adapted to show that the class of all relabeled 
component-bounded degree-bounded RDNLC languages is contained in NLOG: 
whenever a node is chosen, one just guesses its original label and stores that as long 
as the node is dealt with. 
After submitting this paper to this journal several new results have been obtained 
in [6, 8,9, 161, strengthening both the above-mentioned result of [19] and the 
result stated in Theorem 4.6, in several directions. 
Since we have demonstrated in Theorem 4.6 that the class of component-boun- 
ded and degree-bounded RDNLC languages is not only contained in NP but even 
in NLOG, the question arises whether or not this class of RDNLC languages is 
recognizable in deterministic logarithmic space. It turns out that this is not the case, 
unless DLOG = NLOG: there exist component-bounded and degree-bounded 
RDNLC languages that are complete in NLOG. 
THEOREM 4.9. (1) There exists an RDNLC grammar G, such that, for every 
k, m > 1 and r > 2, L(G) = C, L;(G) and the membership problem for L(G) is NLOG- 
complete. 
(2) There exists an RDNLC grammar G’, such that, for every r, k > 1 and 
m > 2, L(G’) = C, Lk(G’) and the membership problem for L(G’) is NLOG-complete. 
(3) There exists an RDNLC grammar G”, such that, for every r, m k 1 and 
k b 2, L( G”) = C, LL( G”) and the membership problem for L( G”) is NLOG-complete. 
Proof: (1) We will demonstrate the existence of an NLOG-complete problem 
that reduces in logarithmic space to the membership problem for L(G), where G is 
an RDNLC grammar such that L(G) = C, L:(G). Since it follows from Theorem 4.6 
that the membership problem for C,L:(G) is in NLOG, this proves the theorem. 
Let A be a one-way two-head nondeterministic finite automaton such that the 
membership problem for L(A) is NLOG-complete (it follows from Theorem 1 and 
Lemma 7 in [21] that such an automaton exists). Using standard automata theory, 
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it can easily be shown that we may assume that A does not contain any stationary 
moves. Let Q be the state set of A, h: Q + { 1, 2} the head-selector function of A, 
C the tape alphabet of A, and 0 = Z u { @, $}. A move of A is of the form (q, 0, q’) 
with q, q’ E Q and 0 E 0; intuitively it means that, if A is in state q and scans 6’ 
under head h(q), then A goes into state q’ and moves head h(q) to the next square 
of the input tape. The first square of the input tape contains the beginmarker (4, 
and the last square the endmarker $. 
Consider the reduction f: C* -+ D(d), with d = 0 x { 1,2), defined by: for every 
n>O and c,,..., cr,~C, f(o,...c,,)=g, where g=(V,E,d,I) is such that 
V= {(i,j): l<ibn+ 1 and 1 <j<2}, E = {((i,j),(i+l,j)):l <i<n and 
16j62}, and I: V --f A is defined by l((i,j))= (o,,j) for every 16idn and 
1 <j< 2, and by l((n + 1, 1)) = I((n + 1, 2)) = $. Thus, informally speaking, for every 
fr1, . ..) @‘n Ec, f(a, . . . a,) is the graph consisting of the two connected components 
g,(o, . ..a.$) and g,(a, ...c~~$), where, for 1 <j<2, gj(o, . ..cr.,$) “graphically 
represents” the string (aI, j) . s . (a,,, j)(%, j). Clearly, f can be computed in deter- 
ministic logarithmic space. 
Consider now the RDNLC grammar G = (r, A, P, C, Z), which nondeterministi- 
tally simulates the computations of A and which is constructed out of A as follows: 
(i) Let r be such that r-A= Q x 0 x 0 x {0, 1,2}. Hence, every nonter- 
minal label of G is of the form (q, 6,) 6,,j); it simulates a configuration of A in 
which q is the state of A, 8, and 0, are the symbols scanned by head 1 and head 2 
of A, respectively, and j is the head of A that has been moved last (j = 0 simulates 
the initial configuration of A in which no head has been moved yet). At any 
moment of time, G has generated all nodes (i,j) such that gi has been scanned by 
head j of A (including the currently scanned symbols 8, and 0,). 
(ii) Every terminal label of G is of the form (0,j) E 0 x { 1, 2f; the generation 
of such a label simulates a move to the symbol 8 by head j of A. 
(iii) The set of nonterminal productions of G consists of all productions 
((4, or, &,j), (K, k)- (4, @,, 6, k)), where q, q’ E Q, 0 d j 6 2, k = h(q), 
Ok, 0; E 0,8, ~ k = 0; _ k E 0, and (q, ok, q’) is a move of A. In this way, nonterminal 
productions simulate moves of A. 
(iv) The set of terminal productions of G consists of all productions 
((q,8,, Lj), (S, k) ??), where qE Q, 1 <j< 2, k = h(q), Ok~ 0, Lk = $, and 
(q, tlk, qr) is a move of A for some final state qf of A. Hence, terminal productions 
simulate those moves of A which end up in a final state with both heads pointing 
to the endmarker $. 
(v) The connection relation C of G is the union of (((4, 8 I, O,, j), 
t&,3-j)):q~Q, f3,,0,,8,~@, and l~j~2) and (((O,,j), (02,j)):8,,e,~@ 
and 1 <j< 2). Thus, nonterminal nodes with j as last element in their label get con- 
nected to terminal nodes with 3 -j as last element in their label, and terminal nodes 
with j as last element in their label get connected to other terminal nodes with j as 
last element in their label. Hence, if G simulates A as described above, the nonter- 
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minal node is only connected to those two terminal nodes that simulate the sym- 
bols scanned by head 1 and head 2 of A. Furthermore, a terminal node with j as 
last element in its label only gets connected to the unique terminal node that also 
has j as last element in its label and that was generated last. 
(vi) The axiom 2 of G is the label (qin, @, @, 0), where qin is the initial state 
of A. In this way, the axiom simulates the initial configuration of A, in which the 
state is qin, both heads are scanning the beginmarker @, and no head has made 
any move yet. 
Using the comments accompanying the construction above, it should be clear 
that x E L(A) implies f(x) E L(G) for every x E C *. Furthermore, since images off 
are of a very special form, it is also not difficult to see that f(x)~ L(G) implies 
x E L(A) for every x E C*. Consequently, the membership problem for L(A) reduces 
in logarithmic space to the membership problem for L(G). 
(2) Using a technique similar to the one described in the proof of 
Theorem 3.5 (2), the grammar G given in the proof of (1) above can be adapted in 
such a way that it first generates a special node. This node gets connected to the 
first nodes generated of either type. 
(3) Using a technique similar to the one described in the proof of 
Theorem 3.5 (3), the grammar G given in the proof of (1) above can be adapted in 
such a way that it ends by generating a special node. This node gets connected to 
the last nodes generated of either type. 1 
Note that, in case k = m = Y = 1, L(G) is a set of (acyclic) paths, i.e., graphs that 
represent strings. Thus, an RDNLC grammar G generating such a language is 
essentially a right-linear string grammar. Hence, in this case, L(G) E DLOG (see 
also Theorem 5.3). 
5. THE COMPLEXITY OF ORDERED RDNLC LANGUAGES 
In this section we continue the investigation of the borderline between “complex” 
and “simple” RDNLC languages. The section consists of two closely related parts. 
The first part describes, as a continuation of the results obtained in Section 4, 
two more classes of “simple” RDNLC languages. The “simplification technique” 
used here does not, as was the case in Section 4, restrict the allowable input graph, 
but instead it adds some information to the input graph that allows the General 
Algorithm to make less guesses. This additional information consists of an ordering 
of the nodes of the input graph, according to which they are supposed to be 
generated by G, resulting in a recognition algorithm that works in deterministic 
logarithmic space (Theorem 5.3). More generally, the input graph may be divided 
into a bounded number of parts, such that for each part an ordering of its nodes 
is given, obtaining a nondeterministic logarithmic space complexity (Theorem 5.4) 
which is optimal (Theorem 5.5). 
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The second part of the section, although based on the first part, differs again 
from the two previous approaches. Whereas Section 4 and the first part of this sec- 
tion deal with restrictions and extensions of graphs, the second part of this section 
considers restrictions of grammars, in order to reduce the complexity of RDNLC 
languages. To be more precise, in Theorem 5.6 we show that forcing the terminal 
labeled nodes to connect to each other yields RDNLC languages recognizable in 
deterministic logarithmic space. Furthermore, in Theorem 5.8 we demonstrate that 
by requiring the nonterminal labeled nodes to connect to the terminal ones, one 
obtains RDNLC languages having a nondeterministic logarithmic space com- 
plexity. Some of these languages are complete in NLOG, as shown in Theorem 5.10. 
We now start with the first result of this section: adding the generation order of 
all nodes of the input graph allows one to change the General Algorithm in such 
a way that it works in nondeterministic logarithmic space. 
LEMMA 5.1. For every RDNLC grammar G, the membership problem for OL(G) 
is in NLOG. 
Proof Let G = (Z-, A, P, C, Z) be an RDNLC grammar. Consider the General 
Algorithm (given in Section 3) in order to decide whether an arbitrary graph 
g = ( P’, E, A, I) can be derived in G and let us assume that < is a given linear order- 
ing of the nodes of g, such that the order of guessing nodes in the execution of the 
algorithm has to equal 4. In this case, in order to keep track of U, it clearly suf- 
fices to keep track of the last node u’ in U (where “last” refers to 4). Furthermore, 
in order to keep track of U’, it suffices to keep track, for every AE A, of the first 
d-labeled node in U’ (where “first” again refers to <). To see this, note that, at any 
moment in the guessed derivation, if ui E U’ and u2 E U are such that I(u,) = I(u,) 
and u2 lies between u, and w (i.e., ui =$ u2 < w), then clearly u2 has to be in U’ too. 
This leads us to the following more formal description of the algorithm. 
ALGORITHM 5.2. FIXED: the RDNLC grammar G = (r, A, P, C, Z). 
INPUT: an ordered graph (g, =$) = (I’, E, A, 1, $) E OD(A). 
DECLARATION/INITIALIZATION: v and w are variables over V, initially 
undefined; for every dE A, w; is a variable over I’, initially undefined; p is a variable 
over P, initially undefined; X is a variable over (r- A) u {I-}, initially set to Z. 
COMPUTATION: 
(1) FUNCTION Inl/(u: node) : BOOLEAN 
(2) IF w is defined 
(3) THEN InU := (u < w) 
(4) ELSE InCJ := FALSE 
(5) ENDIF 
(6) END InU 
(7) FUNCTION InUPrime(u: node): BOOLEAN 
(8) IF InU(u) AND (w;,,, is defined) 
(9) THEN InUPrime := (w;,,, < u) 
(10) ELSE InUPrime := FALSE 
(11) ENDIF 
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(12) END In UPrime 
(13) REPEAT 
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(14) 
(15) 
(16) 
(17) 
(18) 
(19) 
(20) 
(21) 
(22) 
(23) 
(24) 
(25) 
(26) 
(27) 
(28) 
(29) 
CHOOSE u E V and CHOOSE p E P 
CHECK THAT X= lhs(p) 
CHECK THAT I(u) = rht(p) 
IF w is not defined 
THEN CHECK THAT u is the first node w.r.t. < 
ELSE CHECK THAT v is the first node w.r.t. < after w 
ENDIF 
CHECK THAT in(u) = {u E V: InUPrime(u) and (I(u), I(u)) E C} 
X:= rhnt(p) 
w:= I,’ 
IF X#i 
THEN FOR EVERY dc A 
IF (X, d) $ C THEN W& becomes undefined ENDIF ENDFOR 
IF w;,~;, is undefined THEN WJ;,~~ : = u ENDIF 
ENDIF 
UNTIL X = 1 
(30) CHECK THAT w is the last node w.r.f. 4 
(31) END OF COMPUTATION 
EXECUTION: there exists an execution of the algorithm that ends at its last line 
if only if there exists a derivation of g in G, such that the order of generating all 
nodes in this derivation equals $ (if an execution of the algorithm does not end 
at the last line, then one of the checks failed and the algorithm aborted). 
It now suffices to show that this algorithm can be implemented in nondeter- 
ministic logarithmic space. Clearly, this can be done because w and, for every dg A, 
~2 can be stored in nondeterministic logarithmic space. 1 
It turns out that in going down from nondeterministic polynomial time to non- 
deterministic logarithmic space, we did not obtain the maximal feasible decrease in 
complexity for ordered RDNLC languages. In fact, it can be shown that all ordered 
RDNLC languages are even recognizable in deterministic logarithmic space. 
THEOREM 5.3. For every RDNLC grammar G, the membership problem for 
OL(G) is in DLOG. 
Prooj The idea is to apply the usual subset construction, known for finite 
automata ‘(see Theorem 2.1 of [ 12]), to the nondeterministic Algorithm 5.2. Since 
the choice of node v in line (14) of the algorithm is fixed by the lines (17) to (20), 
the only remaining choice is that of production p in line (14), restricted as in line 
(15). Thus, rather than choosing this p, we want to consider all choices 
simultaneously. This means that we have to keep track of a set of pairs 
(X, {w;}~~,,) with XE(~--A)u (1) d an W;E Vu {undefined}. Clearly, such a set 
cannot be stored in logarithmic space. However, we now show that w; can be taken 
in a unique fashion, independent of the choice of p (in fact, depending on g, <, and 
w only). 
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Consider Algorithm 5.2. Let a bordernode be a node in U that has an edge to a 
node not in U. Suppose that, during execution of Algorithm 5.2, there is a d-labeled 
bordernode y to the left of w;. Since J! is not connected to the nonterminal X, the 
edge from y to a node not in U cannot be established any more, and we may as 
well abort the computation. Thus, in case there are d-labeled bordernodes, w; must 
be the smallest such node w.r.t. < (note that w; must, in fact, be a bordernode, 
because all d-labeled nodes in U’ will be treated in the same way). In case there are 
no d-labeled bordernodes, the edges between X and the d-labeled nodes in U are 
superfluous. The only reason to keep them is to check that, later in the computa- 
tion, no edges will be established from these nodes. However, for this purpose it 
suffices to keep track of just one of these nodes: we can reset w; to, say, the last 
d-labeled node in U (w.r.t. $). Consequently, Algorithm 5.2 can be changed by 
inserting the following lines between the lines (27) and (28): 
(27.1) FOR EVERY de:d 
(27.2) IF there exists a d-labeled bordernode 
(27.3) THEN CHECK THAT w; is the first d-labeled bordernode w.r.t. < 
(27.4) ELSE wil : = the last d-labeled node w.r.t. 5 in U 
(27.5) ENDIF ENDFOR 
Note that these new lines can be executed in deterministic logarithmic space. To the 
so extended Algorithm 5.2 a subset construction can easily be applied, as suggested 
above. We have to keep track of node w, a set of nonterminals, and one node w; 
for every de A. Hence, a DLOG algorithm is obtained, of which the details are left 
to the reader. 1 
Hence, for an arbitrary RDNLC grammar G, it is possible to decide in deter- 
ministic logarithmic space whether an arbitrary graph g can be derived in G, 
provided that besides the graph g also the obligatory order of generation of all 
nodes of g is given as input. If we only indicate the generation order on each of a 
bounded number of parts of g, then the same result can be obtained, provided that 
one allows nondeterminism instead of determinism. 
THEOREM 5.4. For every RDNLG grammar G and for every n 3 2, the mem- 
bership problem for O,L(G) is in NLOG. 
Proof: The algorithm to be constructed (which we refer to as &‘) behaves basi- 
cally in the same way as Algorithm 5.2 (which we refer to as a). Because of this, 
the following will only be a sketch of the main differences between d and g. The 
theorem then follows directly from the fact that these differences can easily be 
implemented in nondeterministic logarithmic space. 
Let G = (r, A, P, C, Z) be an RDNLC grammar and let n > 2. Consider the ter- 
minology and notations used in the General Algorithm (given in Section 3) and in 
the description of g’. Let g = (V, E, A, 1) be an arbitrary graph and let 
S= {(S,, <I), . . . . (S,, <n)1 b e such that {S,, . . . . S,} forms a partition of V and, 
for every 1 < id n, di is a linear ordering of Si; let (g, S) E O,D(A) be the input 
of &. The algorithm .c4 has to check whether there is a derivation of g in G, such 
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the input in deterministic logarithmic space. This means that the orders of genera- 
tion are contained in the input graph itself as hidden information. For instance, in 
Fig. 2, the obligatory order of generation for the grammar G of Example 2.1 is as 
indicated in that example. Such cases can arise if we put certain restrictions on the 
(connection relation of the) RDNLC grammar involved, as will be shown in the 
following two results. 
The first one deals with the case that in the RDNLC grammar all pairs (terminal, 
terminal) are in the connection relation: the resulting RDNLC languages can be 
recognized in deterministic logarithmic space. 
THEOREM 5.6. Let G = (r, A, P, C, Z) be an RDNLC grammar such that 
A x A c C. Then the membership problem for L(G) is in DLOG. 
Proof The proof of the theorem consists of two steps. First we provide a 
property of graphs derived in G, and then, using this property, we describe the 
determinisitc logarithmic space algorithm d, which, for an arbitrary input graph 
g E D(A), decides whether g E L(G). 
Let g = ( V, E, A, 1) E L(G). An edge (vr , v2) of g is called triangle-free if there does 
not exist a node v of g such that (ul, u) and (v, 02) are also edges of g. We now 
claim that g contains exactly one elementary path (II,, . . . . v,) with n 2 1 and 
vl, . . . . v, E V, such that: 
(i) V= {a,, . . . . ~~1, 
(ii) (ul, . . . . v,) is the order of generation of the nodes of g in every derivation 
of g in G, 
(iii) v, has no incoming edges in g and v, has no outgoing edges in g, 
(iv) for all 1 <id n - 1, (II;, vi+ I) E E is a triangle-free edge, and 
(v) for all 1 Q i < n, if i # 1 then vi has exactly one incoming triangle-free 
edge, and if i #n then ui has exactly one outgoing triangle-free edge. 
The above can be seen as follows. Let n = # V. Consider a derivation of g in G and 
let o! = (vi, . . . . II,) E V” be the order of generation of the nodes of g in this derivation. 
Then clearly M. is an elementary path in g, n >, 1, V = {v, , . . . . v,}, II, has no incoming 
edges in g, and v, has no outgoing edges in g. Furthermore, since obvio’usly g is 
acyclic, c( is unique and, for all 1 < i < n - 1, (vi, oi + , ) E E is triangle-free. Hence, it 
suffices to show that, for all 1 < i 6 n, if i # 1 then Vi has exactly one incoming 
triangle-free edge and if i # n then u, has exactly one outgoing triangle-free edge. In 
the first case, let (v,, vi) be an incoming edge of vi, with 1 <j< n, 2 < i < n, and 
j # i - 1. Then the acyclicity of g and the numbering of the nodes of g imply that 
j<i-1, and thus, since AxAcC, (u,,vk)rsE for all j<k<i. In particular, 
(vi, vi _ 1) E E, and hence (v,, v,) is not triangle-free. The second case analogously 
yields a contradiction. 
Consider now the algorithm d, which works on an arbitrary input graph 
g E D(A) along the following steps. First, SB checks that there is exactly one node 
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(vi) with no incoming edges and exactly one node (u,) with no outgoing edges. 
Second, d checks that every node with at least one incoming (outgoing) edge has 
exactly one incoming (outgoing) triangle-free edge. Clearly, these two steps can be 
executed in deterministic logarithmic space. Third, d checks that g contains an 
elementary path from zl, to u,, through all nodes of g and through triangle-free 
edges only. In fact, d determines the path by starting at ui and by following the 
unique outgoing triangle-free edges; the path obtained in this way cannot be cyclic 
because of the unique incoming triangle-free edges. Hence, eventually d has to 
arrive at u,, and using a counter it can check that all nodes have been visited. It 
is not difficult to see that this third step can also be executed in deterministic 
logarithmic space. 
Observe now that, if g contains a path as described in the third step above, then 
this step can be used as a deterministic logarithmic space subroutine to find this 
path. Furthermore, if g E L(G), then, by the property of graphs in L(G) given 
earlier, the path found by this subroutine represents the unique obligatory order of 
generation of all nodes in every derivation of g in G. Consequently, d can continue 
now by working like the deterministic logarithmic space algorithm in the proof of 
Theorem 5.3, where the ordering < on the nodes of g is not given in the input but 
is retrieved from g by executing the third step above as a subroutine (i.e., for all 
nodes u and w of g, u < w stands for deciding whether or not u lies not later than 
w on the unique elementary path covering all nodes of g). Thus d decides in deter- 
ministic logarithmic space whether g E L(G). m 
The result above can be used in order to put Proposition 3.1 and Proposition 3.3 
in a better perspective. In fact, for every RDNLC grammar G = (r, A, P, C, Z), 
these two results show that L(G) is recognizable in nondeterministic polynomial 
time, and that if #A 2 2 then L(G) may be complete in NP. Opposed to this, from 
Theorem 5.6 it follows that if #A = 1, then L(G) can be recognized in deterministic 
logarithmic space. 
THEOREM 5.1. Let G= (r, A, P, C, Z) be an RDNLG grammar such that 
#A = 1. Then the membership problem for L(G) is in DLOG. 
Proof Let a be the symbol such that A = {a). Then one of the following two 
cases holds: 
(1) (a, a) E C. Thus, A x A E C, and hence it follows from Theorem 5.6 that in 
this case the theorem holds. 
(2) (a, a) $ C. Thus, since all nodes in every graph in L(G) are labeled by a, 
there is no graph in L(G) with two connected nodes, i.e., L(G) consists only of 
discrete graphs with nodes labeled by a. 
Consider now the right-linear string grammar G’ = (r, A, P’, Z), such that 
P’= ((X, aY): (X, a --w Y) E P> u {(X, a): (X, a*) E P}. Then, by the observation 
above and by the clear correspondence between G and G’, for every graph g with 
n > 1 nodes, g E L(G) if and only if g is discrete, all nodes in g are labeled by a, and 
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un E L(G’). Hence, since it is clear that one can decide in deterministic constant 
space whether or not an arbitrary graph is discrete and whether or not it has only 
u-labeled nodes and since the membership problem for right-linear string grammars 
can also be decided in deterministic constant space, it follows that in this case the 
theorem also holds. 1 
The second result concerning situations in which the orders of generation are 
contained in the input graph itself, deals with RDNLC grammars having all pairs 
(nonterminal, terminal) in the connection relation. In this case all the RDNLC 
languages generated are recognizable in nondeterministic logarithmic space. 
THEOREM 5.8. Let G = (I-, A, P, C, Z) be an RDNLC grammar such that 
(r- A) x A c C. Then the membership problem for L(G) is in NLOG. 
Proof: Before describing a nondeterministic logarithmic space algorithm JX!, 
which, for an arbitrary input graph g E D(A), decides whether g E L(G), we provide 
the following observation on graphs derived in G. This observation will lie at the 
basis of the correctness of d. 
Let g E L(G) and let v and w be two arbitrary equally labeled nodes of g. At any 
moment in every derivation of g in G, the current nonterminal labeled node has 
incoming edges from all already generated terminal labeled nodes. Thus, in every 
derivation of g in G, if v is generated before w, then in(v) is contained in in(w) and 
out(w) is contained in out(u). Hence, if in(v) is properly contained in in(w) (out(w) 
is properly contained in out(v)), then v is generated before w in every derivation of 
g, and out(w) is contained in out(v) (in(v) is contained in in(w), respectively). Con- 
sequently, in the case that either in(v) differs from in(w) or out(o) differs from 
out(w), one can make a decision about the order of generation of v and w in every 
derivation of g in G. Furthermore, in the case that both in(v) and in(w) are equal 
and out(u) and out(w) are equal, v and w can be interchanged through an 
isomorphism and thus one can assume any order of generation of v and w in every 
derivation of g in G, e.g., the order in which u and w are given in the representation 
of g. 
Summarizing the above we that, for every g E L(G), there exists a derivation of 
g in G, such that, for every two equally labeled nodes v and w of g, v is generated 
before w in this derivation if and only if either [in(v) c in(w) and out(w) c out(v)] 
or [out(w) c out(v) and in(v) fin] or [in(v) = in(w), out(w) = out(v), and v is 
given earlier than w in the representation of g]. 
Consider now the algorithm d which works as follows on an arbitrary input 
graph g = (V, E, A, I). d starts by checking that, for every de A and every two dif- 
ferent d-labeled nodes v and w of g, either v <d w or w < d v holds, where, for d E A 
and d-labeled nodes x, y E V, x <dy stands for: 
?? either in(x) c in(y) and out(y) !Z out(x) 
?? or out(y) c out(x) and in(x) E in(y) 
?? or in(x) = in(y), out(y) = out(x), and x does not appear later than y in the 
representation of g. 
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If this check is positive, then, for every do A, <d is a linear ordering on the set Sd 
of all d-labeled nodes of g (reflexivity and transitivity of <d are obvious). 
Moreover, it then follows from the above observation on elements of L(G), that 
g E L(G) if and only if there exists a derivation of g in G such that, for every de A, 
$d is the order of generation of all d-labeled nodes of g in this derivation; i.e., 
gEL(G) if and only if (g, {(S,, $,):~EA))EO,L(G), where n= #A. This leads 
to the following continuation of the operation of d: it works like the algorithm 
described in the proof of Theorem 5.4, where, for d E A and d-labeled nodes x, y E V, 
x $dy is decided as described above. Since the latter can be done in deterministic 
logarithmic space, z$’ decides, for an arbitrary input graph gED(A), whether 
gE L(G) in nondeterministic logarithmic space. This completes the proof of the 
theorem. fl 
Remark 5.9. In [4] it was shown that all graph languages corresponding to the 
regular trace languages introduced in [ 171 are RDNLC languages. In particular, it 
was shown that they can be generated by RDNLC grammars satisfying the restric- 
tion that all pairs (nonterminal, terminal) are in the connection relation. Hence, by 
the theorem above, the class of all such graph languages (the so-called regular 
dependence graph languages) is contained in NLOG. 
We finally show that the result in Theorem 5.8 is optimal. 
THEOREM 5.10. There exists an RDNLC grammar G’ = (r, A, P, c’, Z), such 
that (r- A) x A E C’ and the membership problem for L(G’) is NLOG-complete. 
Proof: The proof of this theorem is similar to the one of Theorem 5.5, and thus 
also based on Theorem 4.9. Let A, Z-, 0, A, and f be as described in the proof of 
Theorem 4.9. Let the reduction f”: ,X* + D(A) be defined by: for every n 2 0 and 
e,, . . . . an E C, f “(a, . ..a.) is the same asf(a, ... a,,), except that the set of edges in 
?(a, . ..a.) is E= (((i,j), (k,j)): 1 <i<k<n+ 1 and 1 <j<2}. Hence, for every 
x E C*, f”(x) is the transitive closure of S(x). Clearly, also f" can be computed in 
deterministic logarithmic space. 
Let G = (r, A, P, C, 2) be as given in the proof of Theorem 4.9, and let 
G’= (r, A, P, C’, Z), where C’= Cu ((r--A) x A). It is easy to observe that G’ 
generates the transitively closed counterparts of the graphs generated by G. In fact, 
since the nonterminal node of G’ is connected to all generated terminal nodes, each 
terminal node (k, j) gets connected to all previously generated nodes (i,j) with i < k. 
Referring to the proof of Theorem 4.9, it now follows that, for every x E C*, 
XE L(A) if and only if f “(x)E L(G’). C onsequently, the membership problem for 
L(G’) is NLOG-complete. 1 
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