Introduction
The problem of fixed-order and fixed-structure controller tuning has been known for more than half a century and is a one of the classic problems of the control theory. Great number of papers and several monographs are devoted to this problem (e.g., Rotach et al., 1984; Datta, 1998; Datta et al., 2000; Astrom & Hagglund, 2006) . Analytic methods based on information on structure and form of plant mathematical model play the main role among the methods for solving this problem. These include:
• tuning methods based on single-stage solution of controller parameters synthesis problem (Rotach et al., 1984; Astrom & Hagglund, 2006 ); • automatic tuning methods based on application of relay feedback (Rotach et al., 1984; Datta, 1998; Datta et al., 2000; Hjalmarsson, 2002; Astrom & Hagglund, 2006) ; • methods based on indirect adaptive control, or implicit reference model (internal model control) (Petrov & Rutkovskiy, 1965; Datta, 1998; Datta et al., 2000; Astrom & Hagglund, 2006) . For recent two decades, many papers devoted to application of powerful 2 H and ∞ H optimization tools to design and tuning problems for fixed-structure controllers have been presented (McFarlane & Glover, 1992; Zhou et al., 1996; Balandin & Kogan, 2007) . Moreover, the concepts of robust design have brought to a new view of known controller tuning methods.
In (McFarlane & Glover, 1992) , a practically effective solution for fixed-order controller tuning problem was obtained. It is based on shaping frequency responses of open control loop by means of pre-and post-filters (loop shaping) in conjunction with minimizing ∞ H norm of closed-loop system. The main advantage of this approach consists in that the resulting controller is not only stabilizing, but possesses assured performance characteristics in conditions of uncertainty. The method has been successfully applied for synthesis of PID (Proportional-Intagrating-Derivative) controller for SISO (Single-Input Single-Output) plant, as well as multiloop PID controller for MIMO (Multi-Input Multi-Output) plant. The controller tuning problem is close to the plant identification problem that implies using of constrained and unconstrained optimization technique for finding optimal controller tuning algorithms in model matching problem (Poznyak, 1991) and, in particular, in internal model Systems, Structure and Control 208 control. In (Tan et al., 2002) , for solving the problem of PID controller design for MIMO plant the authors use BMI (bilinear matrix inequality) technique and minimization of ∞ H norm of adjusted system transfer function introduced in (McFarlane & Glover, 1992) . In (Balandin & Kogan, 2007) , the authors present the synthesis method for adjusted system with fixed-order controller based on LMI (linear matrix inequality) technique guaranteeing boundedness of 2 H norm of the adjusted system transfer matrix together with its stability.
In (Bao et al., 1999) , the authors introduce a technique for multiloop PID controller tuning based on Bounded Real Lemma (BRL) allowing to obtain the numerical solution via semidefinite programming. This method of controller tuning based on direct synthesis algorithms with application of LMI technique has certain advantages, namely:
• This is the first LMI-based controller tuning method that has shown its validity and effectiveness in solving a number of applied problems.
•
There is standard software tools (e.g., Matlab) for implementation of this method. But this tuning method also has a number of drawbacks:
• This approach poorly fits for synthesis from viewpoint of required control performance.
The synthesis problem solution results in controller of general full-order observer form. It requires solving additional approximation problem in frequency domain for PID controller tuning.
For fixed-structure controller, the method requires use of pre-and post-filters and, in general case, results in solving BMIs.
The solution depends on choosen initial conditions. The problem of fixed-order and fixed-structure controller tuning formulated in terms of quadratic optimization was solved in (Yadykin, 1985) . It results in classic least-squares method of controller tuning algorithm synthesis. This approach is based on application of indirect adaptive control with implicit reference model of linear plant (also called internal model control). The principal distinction between this approach and other methods mentioned before consists in that the adjusted system performance is given directly by fixed parameters of the implicit reference model. Criterion of proximity for dynamic characteristics of the adjusted control system and its reference model can be expressed in terms of Frobenius norm for coefficients of polynomials generated by transfer functions of the control system and its reference model. The main idea of new approach introduced in this Chapter consists in replacement of the aforementioned tuning functional by 2 H norm of difference between transfer functions of closed-loop adjusted and reference systems and switching from unconstrained optimization to optimization under constraints in form of LMIs guaranteeing bounded ∞ H norm of transfer function of closed-loop system. By virtue of Parseval's Theorem, it is the 2 H norm of difference between transfer functions of closedloop adjusted and reference systems gives direct estimation of difference between transients in the closed-loop adjusted and reference systems. Thus, the tuning objective consists in providing the adjusted system with transient performance of the reference model.
Problem Statement
Consider linear continuous time invariant control system consisting of the dynamic plant and fixed-structure controller 
where the state vectors of reference plant and controller, as well as the reference plant output and control have the same dimensions as their counterparts in system (1)-(2). Naturally, reference closed-loop system (5), (6) is assumed to be stable. The standard controller tuning procedure after plant identification consists of two stages (Astrom & Hagglund, 2006) : (7) and (8) are equivalent if some conditions, namely, full adaptability conditions hold true. The conditions (criteria) of weak, full, and partial adaptability of a control system (Yadykin, 1981) are some generalizations of controllability and observability criteria. Similar to the latter criteria, adaptability of a system can be determined in terms of ranks of some special adaptability matrices. The notion of system adaptability will be considered in the next section.
Condition (8) Let us pass from the identity of transfer functions to the identity of polynomials generated by these transfer functions. The transfer functions of plant (1) 
respectively. Substituting expressions (9)-(12) into identity (8), we obtain the following polynomial controller tuning equation: 
Applying series expansion of resolvents in left-hand and right-hand parts of the last equality and multiplying its both parts to the product of characteristic polynomials of the plant, controller, and implicit reference plant and controller models, we obtain the following equation for the controller tuning polynomial (Datta, 1998 
Let us also consider another one tuning functional
as a criterion of proximity of the adjusted and reference closed-loop systems.
Having introduced the tuning functionals 1 J and 2 , J let us formulate the following two tuning problems for given plant (1), the controller matrices , cm A , cm C and reference model (5), (6).
Problem 1 (LQ Optimal Controller Tuning):
Before giving solutions to the established problems, we need consider the notice of control system adaptability and properties of the adaptability matrices in some more details.
Adaptability of Control System and Properties of Adaptability Matrices
Adaptability is a structural property of a control system. It characterizes the potential ability of the control system to retain its dynamic characteristics when adjusting the parameters of the system toward its given reference model in the situation where the parameter set of the plant scatters around the parameter set of the nominal (reference) operating conditions of the control system (Yadykin, 1999) . Let us consider a control system consisting of plant (1) and controller (2) given stable closedloop reference model (5), (6). It is assumed that plant (1) (1), (2) with respect to reference model (5), (6) as
Definition 1 (Complete Adaptability): Control system (1), (2) (,,) inf ( , , , (2) Notice that all three kinds of adaptability characterize structural properties of the control system but not of the plant characterized by the invariant properties called controllability, observability, stabilizability, and detectability. Also denote that the adaptability property can be verified experimentally. The above adaptability definitions can be extended onto linear discrete time invariant systems, dynamic systems with static nonlinearities, bilinear control systems, as well as onto MIMO linear and bilinear control systems (Yadykin, 1981 (Yadykin, , 1983 (Yadykin, , 1985 (Yadykin, , 1999 Morozov & Yadykin, 2004; Yadykin & Tchaikovsky, 2007) . Adaptability matrices (14) possess the following properties (Yadykin, 1999) 
Condition (20) is the necessary and sufficient condition of partial adaptability of control system (1), (2), as well as the necessary condition of its complete adaptability. 
Solutions to LQ and H 2 Tuning Problems
In this section we consider the solutions of LQ and 2 H optimal tuning problems (17) and (18) for fixed-structure controllers formulated in Section 2 and briefly outline an approach to LQ optimal multiloop PID controller tuning for bilinear MIMO control system.
LQ Optimal Tuning of Fixed-Structure Controller
Let us determine the gradient of the tuning functional 1 J given by (15) with respect to vector argument using formula
Applying this formula to expression (15), we obtain
Thus, the necessary minimum condition for the tuning functional 1 J is
In paper (Yadykin, 2008) it has been shown that necessary minimum condition (21) holds true in the following two cases: (2) is completely adaptable. (2) is partially or weakly adaptable.
In the first case (complete adapatability), the equation
has a unique exact solution. In this case, necessary minimum condition (21) is also sufficient. In the second case (partial or weak adaptability), equation (22) does not have an exact solution, but the equation
has a unique approximate solution or a set of approximate solutions. Thus, if the matrix L has maximal column rank, then the vector (matrix)
is the solution to equation (23). In expression (24), L + denotes Moore-Penrose generalized inverse of the matrix L (Bernstein, 2005) . The following Theorem establishing the necessary and sufficient conditions of complete and partial adaptability of system (1), (2) follows from the theory of matrix algebraic equations (Gantmacher, 1959 
where , 
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LQ Optimal PID Controller Tuning for Bilinear MIMO System
Let us outline an approach to extension of LQ optimal fixed-structure (PID) controller tuning algorithm presented in Subsection 4.1 onto the class of bilinear continuous time invariant MIMO systems with piecewise constant input signals. This approach can be found in more details in papers (Morozov & Yadykin, 2004; Yadykin & Tchaikovsky, 2007) . Let us consider the bilinear continuous time-invariant plant described by the equations 
The reference plant model is given by 
where all vectors and matrices have the same dimensions as their counterparts in actual plant (28). The reference controller has the same structure as controller (29): 
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As is well known, the resolvent of the matrix A has the following series expansion (Strejc, 1981) : Correctness of the following equalities in notation of Section 2 can be proved by direct substitution: 
With (45) and (46) 
LG N Rs Differentiating the last expression, we obtain Using these formulas, it is not hard to obtain 
LG N H s T s L LG N R s Rs Rs R s
LG N Rs R s From (50) and (52) it follows that all terms of sum (47) LG N − Since the complex-valued matrix factors cannot be identically zero on the set , Σ the necessary conditions for minimum of the functional 2 J are given by (42) or (43) and coincide with the necessary minimum conditions for the functional 1 .
J Thus, the first statement of the Theorem is proved.
Systems, Structure and Control 222
Let equation (43) (21) hold and, consequently, the mentioned minimums must be global and coinciding. This proves the second and third statements of the Theorem. The tuning procedure determined by (44) gives the solution to unconstrained minimization problem for the criteria 1 J and 2 . J But it does not guarantee stability of the adjusted system for the whole set . Σ The main drawback of this tuning algorithm consists in that the direct control of stability margin of the adjusted system is impossible. This drawback can be partially weakened by evaluating the characteristic polynomial of the closed-loop system or its roots. Let us consider another approach to managing the mentioned drawback.
H 2 Tuning of Fixed-Structure Controller with H ∞ Constraints
The most well-known and, perhaps, the most efficient approach to solving this problem is the direct minimization of ∞ H norm of transfer function of the adjusted system on the base of loop-shaping (McFarlane & Glover, 1992; Tan et al., 2002) . The main advantages of this approach consist in the direct solution to the controller tuning problem via synthesis, simplicity of the design procedure subject to internally contradictory criteria of stability and performance, as well as good interpretation of engineering design methods. Drawbacks consist in need for design of pre-and post-filters complicating the controller structure, as well as in optimization result dependence on chosen initial approach. Bounded Real Lemma allows expressing boundedness condition for ∞ H norm of transfer function of the adjusted system in terms of linear matrix inequality for rather common assumptions on the control system properties (Scherer, 1990) . Consider application of Bounded Real Lemma to forming linear constraint for the constrained optimization problem. The feature of mixed tuning problem statement is that the linear constraints guarantee some stability margin, but not performance, since it is assumed that performance can be provided by proper choice of matrices of the implicit reference model, and then performance can only be maintained by means of adaptive controller tuning. The problem statement is as follows. Let us consider the closed-loop system consisting of plant (1) and fixed-structure controller (2) By virtue of Theorem 2, the necessary condition for minimum of functional (56) is
,, .
pp p ABC ∀∈ Σ According to Bounded Real Lemma (Scherer, 1990) , condition (57) (Gahinet & Apkarian, 1994; Balandin & Kogan, 2007) . Define the matrix of the controller parameters 
According to Projection Lemma (Gahinet & Apkarian, 1994) 
If conditions (62) hold true, and the matrices X and Y are found, the controller parameters c B and c D are defined from solution of linear matrix inequality (60) subject to equality constraint (58). Denote that further simplification of (62) via respective choice of the matrices P W and R W is possible (see, e.g., Gahinet & Apkarian, 1994) , but this is not required by the numerical algorithm for solving linear matrix inequalities with respect to inverse matrices presented in (Balandin & Kogan, 2005) . Taking into account the block structure of the controller matrix Θ that includes constant and variable blocks, let us consider some aspects of solving inequality (60). Let the matrix X satisfying (62) (Balandin & Kogan, 2007) . In this example, we consider the actual plant given by (1) with two sets of parameters: Simulation results for reference system (65), as well as for actual plants (66), (67) with controllers (68), (69), respectively, are presented in Fig. 1 . The left red-coloured diagrams correspond to plant (66) and controller (68), whereas the right blue-coloured diagrams show transients and control for plant (67) and controller (69). The diagrams for the reference system are shown in black colour. At the top diagrams, the step responces of reference and actual plants are presented. The middle plots show the step responces of closed-loop reference and actual systems. The control signals generated by reference and adjusted controllers are given at the bottom diagrams. One can denote good visual proximity of step responces of the reference and adjusted closed-loop systems at the middle diagrams. The Bode diagrams for the reference and actual systems are shown in Fig. 2 and Fig. 3 , correspondingly, including diagrams for plants (blue lines), controllers (green lines), and
