This paper proposes a new spatial regularization of Fisher linear discriminant analysis (LDA) to reduce the overfitting due to small size sample (SSS) problem in face recognition. Many regularized LDAs have been proposed to alleviate the overfitting by regularizing an estimate of the within-class scatter matrix. Spatial regularization methods have been suggested that make the discriminant vectors spatially smooth, leading to mitigation of the overfitting. As a generalized version of the spatially regularized LDA, the proposed regularized LDA utilizes the non-uniformity of spatial correlation structures in face images in adding a spatial smoothness constraint into an LDA framework. The region-dependent spatial regularization is advantageous for capturing the non-flat spatial correlation structure within face image as well as obtaining a spatially smooth projection of LDA. Experimental results on public face databases such as ORL and CMU PIE show that the proposed regularized LDA performs well especially when the number of training images per individual is quite small, compared with other regularized LDAs.
Introduction
Fisher linear discriminant analysis (LDA) [1] is a very popular subspace algorithm in face recognition to accomplish the tasks of dimensional reduction and feature extraction in face recognition [2] . LDA is a supervised learning algorithm that maximizes a ratio of the determinant of the between-class scatter matrix B S to the within-class scatter matrix W S of the training samples. Unfortunately, LDA suffers from the socalled small sample size (SSS) problem [3] that arises when the number of training samples is smaller than the dimensionality of the sample space, which often happens in face recognition.
In the case, W S becomes singular, resulting in difficulty in calculating discriminant vectors that maximize the Fisher criterion. One solution for the singularity is to reduce the dimensionality of the original sample space. Several LDA algorithms such as Fisherface have been proposed to solve the singularity problem [4] [5] [6] . The algorithms make the samples in the original high dimensional space be mapped into a lower dimensional space in which W S is nonsingular.
Another direction is to regularize . W S Friedman [7] proposed a regularized LDA (R-LDA) that adds some small constant values to the diagonal elements of W S . R-LDA makes it possible to resolve the singularity and, at the same time to use discriminatory information in the null space of W S . Even though R-LDA overcomes the singularity of W S , there remains another problem of LDA in face recognition. LDA algorithms are plagued by the overfitting problem that occurs when the number of training images per individual is small, which is not unusual in face recognition. For example, given 30 persons and 3 facial images of 40×40 size for each person, LDA algorithms usually find a set of 29 discriminant vectors in the 1600-dimensional space. Ninety samples are too small in size to determine a total of 46400 (=29×1600) parameters, hence overfitting is unavoidable. Since advent of R-LDA, several regularized LDA algorithms have been proposed to attack the overiftting [8] [9] [10] . Their approach is to regularize an estimate of W S that is inaccurate due to a small-sized training data set in a such way that it gets less overfitted, insensitive to the data set. They have shown good generalization performance when the number of training samples is small. Some LDA algorithms have also been introduced that take advantage of the two-dimensionality or spatial correlations of neighboring pixels in face images [11, 12] . They are quite reasonable because a face image is originally a twodimensional data. They benefit from mitigation of the overfitting in terms of reduction of the number of parameters. The spatially regularized LDA algorithms (S-LDA) make it possible to produce the discriminant vectors spatially smooth in a matrix form by incorporating a two-dimensional smoothness constraint into the Fisher criterion. S-LDA has been reported to outperform LDA algorithms such as R-LDA and 2D-LDA [13] .
In this paper, a new spatial regularization method is introduced to alleviate the overfitting in face recognition. The proposed regularized LDA, a generalized version of S-LDA, utilizes the nonuniformity of spatial correlation structures in face images, which has not been considered in previous regularization methods. In information in a face image differs from a local region to another. Local regions of eyes and nose have more highfrequency information than other regions such as cheek and hair. Therefore, it would be useful to take advantage of the nonuniform spatial characteristic of face images in spatially regularized LDA algorithms because it enables us to make the discriminant vectors capture the non-flat spatial correlation structures explicitly. In a nonuniform spatially regularized LDA (NS-LDA), a two-dimension smoothness constraint whose strength is different from a pixel to another is incorporated into a LDA framework. The pixel-by-pixel regularization strengths are determined based on the withinclass variation measured from training samples.
The next Section briefly reviews LDA and regularized LDA. In Section 3, a formulation of NS-LDA is presented, along with how to determine the nonuniform regularization parameters. Experimental results on the face databases are presented in Section 4 before drawing conclusions in Section 5. 
where B S and W S are the between-class and within-class scatter matrices, respectively. The optimal linear projection Φ of Eq. (1) 
When W S is nonsingular, Φ is a set of the eigenvectors of
. However, W S is singular when N is smaller than d . Fisherface [4] has been developed to resolve the singularity, followed by D-LDA [6] and N-LDA [5] that have been proposed to overcome the weak point of Fisherface.
Regularized LDA(R-LDA)
The singularity of LDA due to the SSS problem can be resolved by regularization of W S . In [7] , a simple regularized LDA (R-LDA) has been introduced in which a small value 
Spatially regularized LDA(S-LDA)
Unlike the eigenvalue regularization methods above, a spatial smoothness regularization approach [11, 12] aim to regularize the eigenvectors of W S explicitly by using a two-
proposed a penalized version of LDA designed for classification problems such as handwritten digit recognition [11] . The spatial smoothness regularization based on a 2-D smoothing penalty for φ 's has recently been revisited and successfully applied in face recognition [12] . The reason why S-LDA is effective over other regularized LDAs is that it can reduce the number of degree of freedom by utilizing high correlation structure in face images. As there exists high spatial correlation of neighboring pixels in face images, it is desirable in terms of generalization performance that discriminant vectors ϕ 's also have high spatial correlation between neighboring pixels, i.e., they are 2-D spatially smooth. Given unseen samples that are a bit spatially different from training samples, projections whose discriminant vectors are spatially smooth are more likely to produce small variation of features than others with spatially rough ones.
Nonuniform Spatially Regularized LDA
The proposed spatially regularized LDA takes advantage of nonuniform spatial common correlation structures of face images. Local regions in face images have different spatial correlation structures from each other. For example, regions corresponding to eyes, nose, and mouth have short spatial correlation, i.e., spatially rough, while other regions such as cheek and forehead have relatively long spatial correlation. The nonuniform spatial characteristic of face images is incorporated in spatially regularizing the discriminant vectors of LDA. The region-dependent spatial regularization is more advantageous for making a projection capture the spatial characteristic of face images than the uniform spatial regularization that relies on identical roughness constraints across local regions. The nonuniform smoothness penalty is described in detail in the following section.
Nonuniform smoothness constraint
The 2-D smoothness constraint adopted is based on the discrete Laplacian-based measure [14] 
where . . . .
where the positive elements of each row correspond to 4 neighbors at each pixel (2 or 3 neighbors for pixels at boundaries), and I is a d d
consists of the pixel-by-pixel spatial regularization parameters, which is the core of nonuniform spatially regularized LDA (NS-LDA). Varying the values of diagonal elements of I separately makes it possible to apply the strengths of spectral regularization differently from a pixel to another. The parameters can also control the scale of nonuniformity of spatial regularization, thereby ranging from pixel-by-pixel to region-by-region regularization. The nonuniform spatial regularization of Eq. (4) can be viewed as a generalized version of a spectrally regularized LDA in [11, 12] in which an uniform smoothness constraint is adopted.
NS-LDA algorithm
There are several ways to combine two criteria of Eq. (1) and Eq. (4). Here, the nonuniform smoothness penalty, ( ) min ϕ Θ is combined with the LDA framework, as in regularization methods of [11] . The modified Fisher criterion of NS-LDA is defined as
where α is a positive regularization factor that controls the overall strength of spatial regularization. The solution of Eq. (6) is obtained by solving the following generalized eigenvalue problem 
The nonuniform regularization parameters
This section explains how to determine the nonuniform spatial regularization matrix I , which is a key component of the NS-LDA algorithm. The underlying principle of the selection scheme is that, the larger spatial variation a local region or pixel has, the stronger spatial regularization applied is. The degree of spatial variation on a pixel is measured from an average of within-class variation of the training images. 
Experimental Results and Discussions

Datasets and experiments
The face data sets are used to evaluate NS-LDA compared with other LDA methods. They are all standard publicly available databases. The ORL database [15] consists of 10 images of each of 40 individuals, each face captured in frontal position with slight tilt of the head. The CMU PIE database [16] consists of 41,368 images of 68 people, each person under 13 different poses, 43 different illumination conditions, and with 4 different expressions. Five near-frontal poses (C05, C07, C09, C27, C29) under all different illuminations and expressions are chosen for evaluation and 170 images for each individual are used. The CMU PIE dataset is adopted to assess NS-LDA with respect to illumination variation because spatial regularization may depend on illumination variation in face images. In all experiments, original images are normalized. The eyes are detected manually and aligned horizontally by rotation. Then the face area is cropped and re-scaled into a size of 32×32, with 256 gray levels per pixel. Each cropped face image is normalized into the unit length. Fig. 1 shows several sample images of the databases after normalization. For comparison purpose, LDA-based algorithms such as the Fisherface, R-LDA [7] and S-LDA [12] were implemented and compared with NS-LDA. For simplicity, a nearest neighbor classifier with Euclidean distance is used for classification.
(a) (b) Fig. 1 Samples of the normalized face images from the two databases: (a) ORL database, (b) CMU PIE database. Tables 1-2 show the results of four LDA algorithms on the two databases. For each database, the algorithms are evaluated with respect to the number of training images per individual. "n training samples per individual" in each table means that n images per individual are chosen randomly as training samples and the others remained are used as test samples. For each case, error rates of 50 runs are averaged, each with a training data set chosen randomly. The experiments are run by varying values of the regularization parameters of each algorithm. Each error rate in the tables is the best result of each algorithm. Table 1 reveals that NS-LDA outperforms Fisherface, R-LDA, and S-LDA on the ORL database. The improvement of NS-LDA over R-LDA and S-LDA was achieved considerably when the number of training images per individual is small, 2 to 3, which is the worst cases in terms of the SSS problem. This implies that NS-LDA is a little more effective in regularizing the poor estimates of W S due to the SSS problem in face recognition than the other regularized LDA algorithms. As expected, the improvement diminishes as the number of training images per individual increases. The error rates on the CMU PIE database are shown in table 2. High error rates of all LDA algorithms seem to be caused by large illumination variation, as shown in Fig. 1(b) . Even though some illumination compensation such as Gabor filters can enhance recognition rate significantly, the improvement of LDA is considered only in this paper. As in the previous database, NS-LDA is also more effective than R-LDA and S-LDA for small sample-sized training data sets. It should be noted that the improvement of recognition rates by 1.0%~2.0% in case of a small number of training samples per individual corresponds to reduction of misclassification of about 110~220 face images. The results imply that the nonuniform spatial regularization is relatively effective in large variation in illumination in face images.
Experimental results
On the other hand, it is noteworthy to compare spatial smoothness of the discriminant vectors of the LDA algorithms. Fig. 2 shows top 6 discriminant vectors (from left to right) of each LDA algorithm from ORL database where training data set with 3 training images per individual was used to construct them. It can be observed that the discriminant vectors of Fisherface are spatially rough, R-LDA has smoother discriminant vectors than those of Fisherface, S-LDA has the smoothest ones, and NS-LDA lies between S-LDA and R-LDA in terms of the smoothness. The observation corresponds exactly to that the average roughness in terms of No pepper-and-salt patterns are found unlike in Fisherface and R-LDA, which means that differences between neighboring pixels or local regions are not over-stressed in extracting the discriminant vectors. Note that NS-LDA has smooth discriminant vectors that are more descriptive of the facial contours than those of S-LDA by virtue of the nonuniform regularization. For example, the local regions of eyes, nose, mouth that are crucial local features in face discrimination are discernible, unlike in S-LDA. The spatial characteristic of discriminant vectors of NS-LDA is believed to be highly related to outperformance of NS-LDA over S-LDA.
Conclusions
In this paper, a new spatial regularization on LDA has been proposed to reduce the overfitting in face recognition. The proposed regularized LDA, called Nonuniform Spatial Regularized LDA (NS-LDA) incorporates a two-dimensional spatial constraint that utilizes the nonuniformity of spatial correlation structures in face images into an LDA framework. An effective method of determining the nonuniform spatial regularization has also been presented. NS-LDA makes the discriminant vectors spatially smooth as well as capturing the facial contours, leading to better recognition rates especially when the number of training images per individual is quite small, which is not rare in practical face recognition applications. Experimental results on the two distinct face databases have shown that NS-LDA is able to achieve better performance than LDA algorithms.
