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Abstract
Verifying the correctness of a textual statement
requires not only semantic reasoning about the
meaning of words, but also symbolic reason-
ing about logical operations like count, su-
perlative, aggregation, etc. In this work, we
propose LogicalFactChecker, a neural net-
work approach capable of leveraging logical
operations for fact checking. It achieves the
state-of-the-art performance on TABFACT, a
large-scale, benchmark dataset built for veri-
fying a textual statement with semi-structured
tables. This is achieved by a graph module
network built upon the Transformer-based ar-
chitecture. With a textual statement and a ta-
ble as the input, LogicalFactChecker auto-
matically derives a program (a.k.a. logical
form) of the statement in a semantic parsing
manner. A heterogeneous graph is then con-
structed to capture not only the structures of
the table and the program, but also the connec-
tions between inputs with different modalities.
Such a graph reveals the related contexts of
each word in the statement, the table and the
program. The graph is used to obtain graph-
enhanced contextual representations of words
in Transformer-based architecture. After that,
a program-driven module network is further in-
troduced to exploit the hierarchical structure
of the program, where semantic compositional-
ity is dynamically modeled along the program
structure with a set of function-specific mod-
ules. Ablation experiments suggest that both
the heterogeneous graph and the module net-
work are important to obtain strong results.
1 Introduction
Fact checking for textual statements has emerged as
an essential research topic recently because of the
unprecedented amount of false news and rumors
spreading through the internet (Thorne et al., 2018;
∗ Work done while this author was an intern at Microsoft
Research.
Year Venue Winner Score
2005 Arlandastad David Patrick 272
2004 Arlandastad Matthew King 270
2003 Falsterbo Titch Moore 273
2002 Halmstad Thomas Besancenez 279
Table
Statement In 2004, the score is less than 270.
Label REFUTED
Program 𝑙𝑒𝑠𝑠( ℎ𝑜𝑝( 𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞( 𝑌𝑒𝑎𝑟; 2004); 𝑆𝑐𝑜𝑟𝑒); 270)
Figure 1: An example of table-based fact checking.
Given a statement and a table as the input, the task is
to predict the label. Program reflects the underlying
meaning of the statement, which should be considered
for fact checking.
Chen et al., 2019; Goodrich et al., 2019; Nakamura
et al., 2019; Krys´cin´ski et al., 2019; Vaibhav et al.,
2019). Online misinformation may manipulate peo-
ple’s opinions and lead to significant influence on
essential social events like political elections (Faris
et al., 2017). In this work, we study fact check-
ing, with the goal of automatically assessing the
truthfulness of a textual statement.
The majority of previous studies in fact checking
mainly focused on making better use of the mean-
ing of words, while rarely considered symbolic rea-
soning about logical operations (such as “count”,
“superlative”, “aggregation”). However, model-
ing logical operations is an essential step towards
the modeling of complex reasoning and semantic
compositionality. Figure 1 shows a motivating ex-
ample for table-based fact checking, where the evi-
dence used for verifying the statement comes from
a semi-structured table. We can see that correctly
verifying the statement “In 2004, the score is less
than 270” requires a system to not only discover
the connections between tokens in the statement
and the table, but more importantly understand the
meaning of logical operations and how they inter-
act in a structural way to form a whole. Under this
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Table
Statement In 2004, the score is less than 270.
REFUTED
Program𝑙𝑒𝑠𝑠( ℎ𝑜𝑝 𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞 𝑌𝑒𝑎𝑟; 2004 ; 𝑆𝑐𝑜𝑟𝑒 ; 270)
Semantic Parser
Graph
Construction
Contextual 
Representations
Semantic Compositionality
Year Venue Winner Score
2005 Arlandastad David Patrick 272
2004 Arlandastad Matthew King 270
2003 Falsterbo Titch Moore 273
2002 Halmstad Thomas Besancenez 279
…
Figure 2: An overview of our approach LogicalFactChecker. It includes a semantic parser to generate program
(§ 3.5), a graph construction mechanism (§ 3.2), a graph-based contextual representation learning for tokens (§ 3.3)
and a semantic composition model over the program by neural module network (§ 3.4).
consideration, we use table-based fact checking
as the testbed to investigate how to exploit logical
operations in fact checking.
In this paper, We present LogicalFactChecker,
a neural network approach that leverages logical
operations for fact checking when semi-structured
tables are given as evidence. Taking a statement
and a table as the input, it first derives a program,
also known as the logical form, in a semantic pars-
ing manner (Liang, 2016). Then, our system builds
a heterogeneous graph to capture the connections
among the statement, the table and the program.
Such connections reflect the related context of each
token in the graph, which are used to define atten-
tion masks in a Transformer-based (Vaswani et al.,
2017) framework. The attention masks are used
to learn graph-enhanced contextual representations
of tokens1. We further develop a program-guided
neural module network to capture the structural and
compositional semantics of the program for seman-
tic compositionality. (Socher et al., 2013; Andreas
et al., 2015). Graph nodes, whose representations
are computed using the contextual representations
of their constituents, are considered as arguments,
and logical operations are considered as modules to
recursively produce representations of higher level
nodes along the program.
Experiments show that our system outperforms
previous systems and achieves the state-of-the-art
verification accuracy. The contributions of this
paper can be summarized as follows:
• We propose LogicalFactChecker, a graph-
based neural module network, which utilizes
logical operations for fact-checking.
1Here, tokens includes word pieces in the statement, table
column names, table row names, table cells, and the program.
• Our system achieves the state-of-the-art per-
formance on TABFACT, a large-scale and
benchmark dataset for table-based fact check-
ing.
• Experiments show that both the graph-
enhanced contextual representation learning
mechanism and the program-guided seman-
tic compositionality learning mechanism im-
prove the performance.
2 Task Definition
We study the task of table-based fact checking in
this paper. This task is to assess the veracity of a
statement when a table is given as evidence. Specif-
ically, we evaluate our system on TABFACT (Chen
et al., 2019), a large benchmark dataset for table-
based fact checking. With a given semi-structured
table and a statement, systems are required to per-
form reasoning about the structure and content of
the table and assess whether the statement is “EN-
TAILED” or “REFUTED” by the table. The official
evaluation metric is the accuracy for the two-way
classification (ENTAILED/REFUTED). TABFACT
consists of 118,439 statements and 16,621 tables
from Wikipedia. More details about the dataset are
given in Appendix A.
3 LogicalFactChecker: Methodology
In this section, we present our approach Logical-
FactChecker, which simultaneously considers the
meaning of words, inner structure of tables and
programs, and logical operations for fact-checking.
One way to leverage program information is to use
standard semantic parsing methods, where automat-
ically generated programs are directly executed on
tables to get results. However, TABFACT does not
provide annotated programs. This puts the prob-
lem in a weak-supervised learning setting, which is
one of the major challenges in the semantic parsing
field. In this work, we use programs in a soft way
that programs are represented with neural modules
to guide the reasoning process between a textual
statement and a table.
Figure 2 gives an overview of our approach.
With a statement and a corresponding table, our
system begins with program generation, which syn-
thesizes a program. Then, we build a heteroge-
neous graph for capturing the inner structure of the
input. With the constructed graph, we incorporate
a graph-based attention mask into the Transformer
for learning graph-enhanced token representations.
Lastly, we learn the semantic compositionality by
developing a program-guided neural module net-
work and make the final prediction.
This section is organized as follows. We first
describe the format of the program (§ 3.1) for a
more transparent illustration. After that, the graph
construction approach (§ 3.2) is presented first, fol-
lowed by a graph-enhanced contextual represen-
tation learning mechanism (§ 3.3). Moreover, we
introduce how to learn semantic compositionality
over the program by neural module network (§ 3.4).
At last, we describe how to synthesize programs by
our semantic parsing model (§3.5).
3.1 Program Representation
Before presenting the technical details, we first
describe the form of the program (also known as
logical form) for clearer illustrations.
With a given natural language statement, we be-
gin by synthesizing the corresponding semantic
representation (LISP-like program here) using se-
mantic parsing techniques. Following the notation
defined by Chen et al. (2019), the functions (logical
operations) formulating the programs come from
a fixed set of over 50 functions, including “count”
and “argmax”, etc. The detailed description of
the functions is given in Appendix C. Each func-
tion takes arguments of predefined types like string,
number, bool or sub-table as input. The programs
have hierarchical structure because the functions
can be nested. Figure 3 shows an example of a
statement and a generated program, accompanying
with the derivation of the program and its semantic
structure. The details of the generation of a pro-
gram for a textual statement are introduced in § 3.5.
𝑙𝑒𝑠𝑠( ℎ𝑜𝑝( 𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞( 𝑌𝑒𝑎𝑟; 2004); 𝑆𝑐𝑜𝑟𝑒); 270)
𝑙𝑒𝑠𝑠( ∙; ∙)
ℎ𝑜𝑝( ∙; ∙)
𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞( ∙; ∙)
In 2004, the score is less than 270.
Year
Score
2004
270
Statement
Program
S           →    𝑙𝑒𝑠𝑠(S1, ARG0)
S1         →    ℎ𝑜𝑝(S2, ARG1)
S2         →    𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞 (ARG2, ARG3)
ARG0   →    270
ARG1   →    Score
ARG2   →    Year
ARG3   →    2004
(a) Derivation with basic operations (b) The structure of compositionality 
Figure 3: An example of a program with its semantic
structure and derivation with basic logical operations.
3.2 Graph Construction
In this part, we introduce how to construct a graph
to explicitly reveal the inner structure of programs
and tables, and the connections among statements
and them. Figure 4 shows an example of the graph.
Specifically, with a statement, a table and a pro-
Year
2005
2004
2003
2002
Venue
Arlandastad
Arlandastad
Falsterbo
Halmstad
Winner
David Patrick
Matthew King
Titch Moore
Thomas Besancenez
Score
272
270
273
279
Row 0
Row 1
Row 2
Row 3
Statement
Table
𝑙𝑒𝑠𝑠( ∙; ∙)
ℎ𝑜𝑝( ∙; ∙)
𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞( ∙; ∙)
Year
Score
2004
270
Program
In 2004, the score is less than 270.
Figure 4: An example of the constructed graph.
gram, our system operates in the following steps.
• For a table, we define nodes as columns, cells,
and rows, which is partly inspired by the de-
sign of the graph for table-based question an-
swering (Mu¨ller et al., 2019). As shown in
Figure 4, each cell is connected to its corre-
sponding column node and row node. Cell
nodes in the same row are fully-connected to
each other.
• Program is a naturally structural representa-
tion consisting of functions and arguments. In
the program, functions and arguments are rep-
resented as nodes, and they are hierarchically
connected along the structure. Each node is
connected to its direct parents and children.
Arguments are also linked to corresponding
column names of the table.
• By default, in the statement, all tokens are
the related context of each other, so they are
connected. To further leverage the connec-
tions from the statement to the table and the
program, we add links for tokens which are
linked to cells or columns in the table, and
legitimate arguments in the program.
After these processes, the extracted graph not only
maintains the inner-structure of tables and pro-
grams but also explores the connections among
aligned entities mentioned in different contents.
3.3 Graph-Enhanced Contextual
Representations of Tokens
We describe how to utilize the graph structure
for learning graph-enhanced contextual representa-
tions of tokens 2. A simple way to learn contextual
representations is to concatenate all the contents3 as
a single string and use the original attention mask
in Transformer, where all the tokens are regarded as
the contexts for each token. However, this simple
way fails to capture the semantic structure revealed
in the constructed graph. For example, according to
Figure 4, the content “2004” exists in the statement,
program and table. These aligned entity nodes for
“2004” should be more related with each other when
our model calculate contextual representations. To
address this problem, we use the graph structure
to re-define the related contexts of each token for
learning a graph-enhanced representation.
Specifically, we present a graph-based mask ma-
trix for self-attention mechanism in Transformer.
The graph-based mask matrix G is a 0-1 matrix of
the shape N ×N , where N denotes the total num-
ber of tokens in the sequence. This graph-based
mask matrix records which tokens are the related
context of the current token. Gij is assigned as 1 if
token j is the related context of token i in the graph
and 0 otherwise.
Then, the constructed graph-based mask ma-
trix will be feed into BERT (Devlin et al., 2018)
2In this work, tokens include word pieces in the statement,
column names and row names and contents of cells in the
table, and function names in the program
3All the contents indicate texts in the concatenated se-
quence of the linearized table, the statement, and the sequence
of the linearized program.
for learning graph-enhanced contextual represen-
tations. We use the graph-based mask to control
the contexts that each token can attend in the self-
attention mechanism of BERT during the encoding
process. BERT maps the input x of length T into a
sequence of hidden vectors as follows.
h(x) = [h(x)1, h(x)2, · · · , h(x)T ] (1)
These representations are enhanced by the structure
of the constructed graph.
3.4 Semantic Compositionality with Neural
Module Network
In the previous subsection, we describe how our
system learns the graph-enhanced contextual repre-
sentations of tokens. The process mentioned above
learns the token-level semantic interaction. In this
subsection, we make further improvement by learn-
ing logic-level semantics using program informa-
tion. Our motivation is to utilize the structures and
logical operations of programs for learning logic-
enhanced compositional semantics. Since the log-
ical operations forming the programs come from
a fixed set of functions, we design a modular and
composable network, where each logical operation
is represented as a tailored module and modules
are composed along the program structure.
We first describe how we initialize the represen-
tation for each entity node in the graph (§ 3.4.1).
After that, we describe how to learn semantic com-
positionality based on the program, including the
design of each neural module (§ 3.4.2) and how
these modules are composed recursively along the
structure of the program (§ 3.4.3).
3.4.1 Entity Node Representation
In a program, entity nodes denote a set of entities
(such as “David Patrick”) from input contexts while
function nodes denote a set of logical operations
(such as“filter equal”), both of which may contain
multiple words/word-pieces. Therefore, we take
graph-enhanced contextual representations as men-
tioned in §3.3 to initialize the representations of
entity nodes. Specifically, we initialize the repre-
sentation he of each entity node e by averaging the
projected hidden vectors of each words contained
in e as follows:
he =
1
n
n∑
i=0
relu(Weh(x)pie) (2)
where n denotes the total number of tokens in the
span of entity e, pie denotes the position of the i
th
token, We ∈ RF×D is a weight matrix, F is the
dimension of feature vectors of arguments, D is
the dimension of hidden vectors of BERT and relu
is the activation function.
3.4.2 Modules
In this part, we present function-specific modules,
which are used as the basic computational units
for composing all the required configurations of
module network structures.
Inspired by the neural module network (An-
dreas et al., 2015) and the recursive neural net-
work (Socher et al., 2013), we implement each
module with the same neural architecture but with
different function-specific parameters. All the mod-
ules are trained jointly. Each module corresponds
to a specific function, where the function comes
from a fixed set of over 50 functions described be-
fore. In a program, each logical operation has the
format of FUNCTION(ARG0, ARG1, ...), where
each function may have variable-length arguments.
For example, the function hop has 2 arguments
while the function count has 1 argument. To han-
dle variable-length arguments, we develop each
module as follows. We first calculate the compo-
sition for each function-argument pair and then
produce the overall representation via combining
the representations of items.
The calculation for each function-argument pair
is implemented as matrix-vector multiplication,
where each function is represented as a matrix and
each argument is represented as a vector. This
is inspired by vector-based semantic composition
(Mitchell and Lapata, 2010), which states that
matrix-vector multiplication could be viewed as the
matrix modifying the meaning of vector. Specifi-
cally, the output ym of module m is computed with
the following formula:
ym =
1
Nm
Nm∑
i=0
σ(Wmvi + bm) (3)
where Wm ∈ RF×F is a weight matrix and bm is
a bias vector for a specific module m. Nm denotes
the number of arguments of module m, and each
vi ∈ RF is the feature vector representing the ith
input. σ is the activation function.
Under the aforementioned settings, modules can
compose into a hierarchical network determined by
the semantic structure of the parsed program.
3.4.3 Program-Guided Semantic
Compositionality
In this part, we introduce how to compose a
program-guided neural module network based on
the structure of programs and predefined modules.
Taking the structure of the program and representa-
tions of all the entity nodes as the input, the com-
posed neural module network learns the compo-
sitionality of the program for the final prediction.
Figure 5 shows an example of a composed network
based on the structure of the program.
𝑙𝑒𝑠𝑠( ℎ𝑜𝑝( 𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞( 𝑌𝑒𝑎𝑟; 2004); 𝑆𝑐𝑜𝑟𝑒); 270)
In 2004, the score is less than 270.Statement
Program
𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞 ℎ𝑜𝑝 𝑐ℎ𝑜𝑜𝑠𝑒 𝑙𝑒𝑠𝑠 𝑎𝑛𝑑 𝑜𝑟 𝑒𝑥𝑖𝑠𝑡 …
Year 2004
Score
𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞 ℎ𝑜𝑝 𝑐ℎ𝑜𝑜𝑠𝑒 𝑙𝑒𝑠𝑠 𝑎𝑛𝑑 𝑜𝑟 𝑒𝑥𝑖𝑠𝑡 …
𝑓𝑖𝑙𝑡𝑒𝑟_𝑒𝑞 ℎ𝑜𝑝 𝑐ℎ𝑜𝑜𝑠𝑒 𝑙𝑒𝑠𝑠 𝑎𝑛𝑑 𝑜𝑟 𝑒𝑥𝑖𝑠𝑡 …
270
Figure 5: An example of neural module network.
Along the structure of the program, each step
of compositionality learning is to select a module
from a fixed set of parameterized modules defined
in § 3.4.2 and operate on it with Equation 3 to dy-
namically generate a higher-level representation.
The above process will be operated recursively un-
til the output of the top-module is generated, which
is denoted as ytopm .
After that, we make the final prediction by feed-
ing the combination of ytopm and the final hidden
vector h(x)T from § 3.3 through an MLP (Multi-
layer Perceptron) layer. The motivation of this
operation is to retain the complete semantic mean-
ing of the whole contexts because some linguistic
cues are discarded during the synthesizing process
of the program.
3.5 Program Generation
In this part, we describe our semantic parser for
synthesizing a program for a textual statement. We
tackle the semantic parsing problem in a weakly-
supervised setting (Berant et al., 2013; Liang et al.,
2017; Misra et al., 2018), since the ground-truth
program is not provided.
Model Val Test
Test
(simple)
Test
(complex)
Small Test
Human Performance - - - - 92.1
Majority Guess 50.7 50.4 50.8 50.0 50.3
BERT classifier w/o Table 50.9 50.5 51.0 50.1 50.4
Table-BERT (Horizontal-S+T-Concatenate) 50.7 50.4 50.8 50.0 50.3
Table-BERT (Vertical-S+T-Template) 56.7 56.2 59.8 55.0 56.2
Table-BERT (Vertical-T+S-Template) 56.7 57.0 60.6 54.3 55.5
Table-BERT (Horizontal-S+T-Template) 66.0 65.1 79.0 58.1 67.9
Table-BERT (Horizontal-T+S-Template) 66.1 65.1 79.1 58.2 68.1
LPA-Voting w/o Discriminator 57.7 58.2 68.5 53.2 61.5
LPA-Weighted-Voting w/ Discriminator 62.5 63.1 74.6 57.3 66.8
LPA-Ranking w/ Discriminator 65.2 65.0 78.4 58.5 68.6
LogicalFactChecker (program from LPA) 71.7 71.6 85.5 64.8 74.2
LogicalFactChecker (program from Seq2Action) 71.8 71.7 85.4 65.1 74.3
Table 1: Performance on TABFACT in terms of label accuracy (%). The performances of Table-BERT and LPA are
reported by Chen et al. (2019). Our system is abbreviated as LogicalFactChecker, with program generated via our
Sequence-to-Action model and baseline (i.e. LPA), respectively. T, S indicate the table, the statement and + means
the order of concatenation. In the linearization of tables, Horizontal (Vertical) refers to the horizontal (vertical)
order for concatenating the cells. Concatenate (Template) means concatenating the cells directly (filling the cells
into a template). In LPA settings, (Weighted) Voting means assigning each program with (score-weighted) equal
weight to vote for the final result. Ranking means using the result generated by the top program ranked by the
discriminator.
As shown in Figure 3, a program in TABFACT
is structural and follows a grammar with over 50
functions. To effectively capture the structure of
the program and also generate legitimate programs
following a grammar in the generation process, we
develop a sequence-to-action approach, which is
proven to be effective in solving many semantic
parsing problems (Chen et al., 2018; Iyer et al.,
2018; Guo et al., 2018). The basic idea is that
the generation of a program tree is equivalent to
the generation of a sequence of action, which is a
traversal of the program tree following a particular
order, like depth-first, left-to-right order. Specif-
ically, our semantic parser works in a top-down
manner in a sequence-to-sequence paradigm. The
generation of a program follows an ASDL gram-
mar (Yin and Neubig, 2018), which is given in
Appendix C. At each step in the generation phase,
candidate tokens to be generated are only those le-
gitimate according to the grammar. Parent feeding
(Yin and Neubig, 2017) is used for directly passing
information from parent actions. We further regard
column names of the table as a part of the input
(Zhong et al., 2017) to generate column names as
program arguments.
We implement the approach with the LSTM-
based recurrent network and Glove word vec-
tors (Pennington et al., 2014) in this work, and
the framework could be easily implemented with
Transformer-based framework. Following Chen
et al. (2019), we employ the label of veracity to
guide the learning process of the semantic parser.
We also employ programs produced by LPA (La-
tent Program Algorithm) for comparison, which is
provided by Chen et al. (2019).
In the training process, we train the semantic
parser and the claim verification model separately.
The training of semantic parser includes two steps:
candidate search and sequence-to-action learning.
For candidate search, we closely follow LPA by
first collecting a set of programs which could derive
the correct label and then using the trigger words
to reduce the number of spurious programs. For
learning of the semantic parser, we use the standard
way with back propagation, by treating each (claim,
table, positive program) as a training instance.
4 Experiments
We evaluate our system on TABFACT (Chen et al.,
2019), a benchmark dataset for table-based fact
checking. Each instance in TABFACT consists of
a statement, a semi-structured Wikipedia table and
a label (“ENTAILED” or “REFUTED”) indicates
whether the statement is supported by the table or
not. The primary evaluation metric of TABFACT
is label accuracy. The statistics of TABFACT are
given in Appendix A. Detailed hyper-parameters
for model training are given in Appendix B for
better reproducibility of experiments.
We compare our system with following base-
lines, including the textual matching based baseline
Table-BERT and semantic parsing based baseline
LPA, both of which are developed by Chen et al.
(2019).
• Table-BERT tackles the problem as a match-
ing problem. It takes the linearized table and
the statement as the input and employs BERT
to predict a binary class.
• Latent Program Algorithm (LPA) formulates
the verification problem as a weakly super-
vised semantic parsing problem. With a given
statement, it operates in two step: (1) latent
program search for searching executable pro-
gram candidates and (2) transformer-based
discriminator selection for selecting the most
consistent program. The final prediction is
made by executing the selected program.
4.1 Model Comparison
In Table 1, we compare our model (Logical-
FactChecker) with baselines on the development
set and test set. It is worth noting that complex
test set and simple test set are partitioned based on
its collecting channel, where the former involves
higher-order logic and more complex semantic un-
derstanding. As shown in Table 1, our model with
programs generated by Sequence-to-Action model,
significantly outperforms previous systems with
71.8% label accuracy on the development set and
71.7% on the test set, and achieves the state-of-the-
art performance on the TABFACT dataset.
4.2 Ablation Study
We conduct ablation studies to evaluate the effec-
tiveness of different components in our model.
Model
Label Acc. (%)
Val Test
LogicalFactChecker 71.83 71.69
-w/o Graph Mask 70.06 70.13
-w/o Compositionality 69.62 69.61
Table 2: Ablation studies on the development set and
the test set.
As shown in Table 2, we evaluate Logical-
FactChecker under following settings: (1) remov-
ing the graph-based mask described in § 3.3 (the
first row); (2) removing the program-guided com-
positionality learning mechanism described in § 3.4
(the second row).
Table 2 shows that, eliminating the graph-based
mask drops the accuracy by 1.56% on test set. Re-
moving the program-guided compositionality learn-
ing mechanism drops the accuracy by 2.08% on
test set, which reflects that the neural module net-
work plays a more important role in our approach.
This observation verifies that both mechanisms are
beneficial for our task.
4.3 Case Study
We conduct a case study by giving an example
shown in Figure 6. From the example, we can see
that our system synthesizes a semantic-consistent
program of the given statement and make the cor-
rect prediction utilizing the synthesized program.
This observation reflects that our system has the
ability to (1) find a mapping from the textual cues
to a complex function (such as the mapping from
“most points” to function “argmax”) and (2) derive
the structure of logical operations to represent the
semantic meaning of the whole statement.
Position Pilot Country Points
1 Sebastian Kawa Poland 69
2 Carlos Rocca Chile 55
3 Mario Kiessling Germany 47
4 Uli Schwenk Germany 40
Table
Statement The country with the most points is Poland.
Predict   
Program 𝑒𝑞( 𝑃𝑜𝑙𝑎𝑛𝑑; ℎ𝑜𝑝 𝑎𝑟𝑔𝑚𝑎𝑥 𝑃𝑜𝑖𝑛𝑡𝑠 ; 𝐶𝑜𝑢𝑛𝑡𝑟𝑦 )
ENTAILED
Figure 6: A case study of our approach.
4.4 Error Analysis
We randomly select 400 instances and summarize
the major types of errors, which can be considered
as future directions for further study.
The dominant type of errors is caused by the
misleading programs generated by the semantic
parser. As shown in the example in Figure 7 (a),
the semantic parser fails to generate a semantically
correct program because it lacks the external knowl-
edge about the date in the table and the “new year
eve” in the statement. The second type of errors is
caused by semantic compositionality, even though
Date Visiting Team Host Team Score
Sep. 25 New York Giants San Diego Chargers 23-45
Oct. 16 Houston Texans Seattle Seahawks 10-42
Dec. 11 Detroit Lions Green Bay Packers 13-16
Jan. 1 St. Louis Rams Dallas Cowboys 20-10
…
The visiting team is the New York Giant on new year eve and 
St. Louis Rams in New Year’s day 
Player Country Score
Juli Inkster United States 65
Momoko Ueda Japan 66
Laura Diaz United States 66
Ji Young South Korea 66
…
There are 3 players total from the United States.
(b)
Name Team Best
Tristan Gommendy Pkv Racing 1:16.776
Will Power Team Australia 1:16.841
Neel Jani Pkv Racing 1:16.931
Paul Tracy Forsythe Racing 1:17.629
…
The difference in time of the best time for Tristan 
Gommendy and Will Power is 0.065
𝒆𝒒( 𝒄𝒐𝒖𝒏𝒕( 𝒇𝒊𝒍𝒕𝒆𝒓_𝒆𝒒( 𝑽𝒊𝒔𝒊𝒕𝒊𝒏𝒈 𝑻𝒆𝒂𝒎;𝑵𝒆𝒘 𝒀𝒐𝒓𝒌
𝑮𝒊𝒂𝒏𝒕𝒔));𝒄𝒐𝒖𝒏𝒕( 𝒇𝒊𝒍𝒕𝒆𝒓_𝒆𝒒( 𝑽𝒊𝒔𝒊𝒕𝒊𝒏𝒈 𝑻𝒆𝒂𝒎;𝑺𝒕. 𝑳𝒐𝒖𝒊𝒔 𝑹𝒂𝒎))) 
𝒆𝒒( 𝟑;𝒄𝒐𝒖𝒏𝒕( 𝒇𝒊𝒍𝒕𝒆𝒓_𝒆𝒒(𝑪𝒐𝒖𝒏𝒕𝒓𝒚;𝑼𝒏𝒊𝒕𝒆𝒅 𝑺𝒕𝒂𝒕𝒆𝒔))) 𝒆𝒒( 𝒉𝒐𝒑( 𝒇𝒊𝒍𝒕𝒆𝒓 𝒆𝒒( 𝑵𝒂𝒎𝒆;𝑻𝒓𝒊𝒔𝒕𝒂𝒏 𝑮𝒐𝒎𝒎𝒆𝒏𝒅𝒚);𝑩𝒆𝒔𝒕); 
𝒉𝒐𝒑( 𝒇𝒊𝒍𝒕𝒆𝒓 𝒆𝒒( 𝑵𝒂𝒎𝒆;𝑾𝒊𝒍𝒍 𝑷𝒐𝒘𝒆𝒓);𝑩𝒆𝒔𝒕))
(c)(a)
Table
Statement
Program
Figure 7: Examples of error types, including (a) predicting a wrong program because of the lack of background
knowledge, (b) predicting a correct program but predicting a wrong label, and (c) that the logical operations
required to understand the statement is not covered in the grammar.
programs are correctly predicted. As shown in Fig-
ure 7 (b), the program involves operations requiring
complex reasoning, like counting the exact number
of rows. Potential ways to alleviate this problem
is to design more function-specific modules like
Andreas et al. (2015). The third type of errors is
caused by the coverage of the logical operations
we used. In this work, we follow Chen et al. (2019)
and use exactly the same functions. However, as
shown in 7 (c), understanding this statement re-
quires the function of difference time, which is not
covered by the current set.
5 Related Work
There is a growing interest in fact checking in NLP
with the rising importance of assessing the truthful-
ness of texts, especially when pre-trained language
models (Radford et al., 2019; Zellers et al., 2019;
Keskar et al., 2019) are more and more powerful
in generating fluent and coherent texts. Previous
studies in the field of fact checking differ in the
genres of supporting evidence used for verification,
including natural language (Thorne et al., 2018),
semi-structured tables (Chen et al., 2019), and im-
ages (Zlatkova et al., 2019; Nakamura et al., 2019).
The majority of previous works deal with tex-
tual evidence. FEVER (Thorne et al., 2018) is
one of the most influential datasets in this direc-
tion, where evidence sentences come from 5.4 mil-
lion Wikipedia documents. Systems developed on
FEVER are dominated by pipelined approaches
with three separately trained models, i.e. docu-
ment retrieval, evidence sentence selection, and
claim verification. There also exist approaches
(Yin and Roth, 2018) that attempt to jointly learn
evidence selection and claim verification. More re-
cently, the second FEVER challenge (Thorne et al.,
2019) is built for studying adversarial attacks in
fact checking4. Our work also relates to fake news
detection. For example, Rashkin et al. (2017) study
fact checking by considering stylistic lexicons, and
Wang (2017) builds LIAR dataset with six fine-
grained labels and further uses meta-data features.
There is a fake news detection challenge5 hosted in
WSDM 2019, with the goal of the measuring the
truthfulness of a new article against a collection of
existing fake news articles before being published.
There are very recent works on assessing the fac-
tual accuracy of the generated summary in neural
abstractive summarization systems (Goodrich et al.,
2019; Krys´cin´ski et al., 2019), as well as the use
of this factual accuracy as a reward to improve
abstractive summarization (Zhang et al., 2019).
Chen et al. (2019) recently release TABFACT, a
large dataset for table-based fact checking. Along
with releasing the great dataset, they provide two
baselines: Table-BERT and LPA. Table-BERT is a
textual matching based approach, which takes the
linearized table and statement as inputs and states
the veracity. However, Table-BERT fails to uti-
lize logical operations. LPA is a semantic parsing
based approach, which first synthesizes programs
by latent program search and then ranks candidate
programs with a neural-based discriminator. How-
ever, the ranking step in LPA does not consider
the table information. Our approach simultane-
ously utilizes the logical operations for semantic
compositionality and the connections among tables,
programs, and statements. Results show that our
approach achieves the state-of-the-art performance
on TABFACT.
4http://fever.ai/
5https://www.kaggle.com/c/
fake-news-pair-classification-challenge/
6 Conclusion
In this paper, we present LogicalFactChecker,
a neural network based approach that considers
logical operations for fact checking. We evalu-
ate our system on TABFACT, a large-scale bench-
mark dataset for verifying textual statements over
semi-structured tables, and demonstrate that our
approach achieves the state-of-the-art performance.
LogicalFactChecker has a sequence-to-action se-
mantic parser for generating programs, and builds
a heterogeneous graph to capture the connections
among statements, tables, and programs. We uti-
lize the graph information with two mechanisms,
including a mechanism to learn graph-enhanced
contextual representations of tokens with graph-
based attention mask matrix, and a neural module
network which learns semantic compositionality
in a bottom-up manner with a fixed set of mod-
ules. We find that both graph-based mechanisms
are beneficial to the performance, and our sequence-
to-action semantic parser is capable of generating
semantic-consistent programs.
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A Statistic of TABFACT
Split #Sentence Table Avg. Row Avg. Col
Train 92,283 13,182 14.1 5.5
Val 12,792 1,696 14.0 5.4
Test 12,779 1,695 14.2 5.4
Table 3: Basic statistics of Train/Val/Test split in the
dataset
B Training Details
In this part, we describe the training details of our
experiments. As described before, the semantic
parser and statement verification model are trained
separately.
We first introduce the training process of the se-
mantic parser. Both training and validation datasets
are created in a same way as described in § 3.5.
Specifically, each pair of data is labeled as true
or false. Finally, the training dataset contains
495,131 data pairs, and the validation dataset con-
tains 73,792 data pairs. We implement the ap-
proach with the LSTM-based recurrent network
and use the following set of hyper parameters to
train models: hidden size is 256, learning rate is
0.001, learning rate decay is 0.5, dropout is 0.3,
batch size is 150. We use glove embedding to
initialize embedding and use Adam to update the
parameters. We use beam search during inference
and set beam size as 15. We use BLEU to select
the best checkpoint by validation scores.
Then we introduce the training details of state-
ment verification model. We employ cross-entropy
loss as the loss function. We apply AdamW as the
optimizer for model training. In order to directly
compare with Table-BERT, we also employ BERT-
Base as the backbone of our approach. The BERT
network and neural module network are trained
jointly. We set learning rate as 1e-5, batch size as 8
and set max sequence length as 512. The training
time for one epoch is 1.2 hours by 4 P40 GPUs.
We set the dimension of entity node representation
as 200.
C ASDL-Grammar
In this part, we introduce the ASDL grammar (Yin
and Neubig, 2018) we apply for synthesizing the
programs in Seq2Action model. The definition of
functions mainly follows Chen et al. (2019). De-
tails can be found in following two pages.6
6The function “filter eq” contains three arguments (sub-
table, column name, value), but we ignore the first argument
in the running example for a clearer illustration.
Composite Type  Constructor  Fields 
OutBool 
Bool  pr_bool bool 
none  OutStr str 
only  OutRow row 
zero  OutNum num 
after  OutRow row1, OutRow row2 
before  OutRow row1, OutRow row2 
first  OutRow row1, OutRow row2 
second  OutRow row1, OutRow row2 
third  OutRow row1, OutRow row2 
fourth  OutRow row1, OutRow row2 
fifth  OutRow row1, OutRow row2 
last  OutRow row1, OutRow row2 
greater  OutNum num1, OutNum num2 
less  OutNum num1, OutNum num2 
eq  OutStr str1, OutStr str2 
not_eq  OutStr str1, OutStr str2 
and  OutBool bool1, OutBool bool2 
within  OutRow row, pr_header header, OutStr str 
not_within  OutRow row, pr_header header, OutStr str 
all_eq  OutRow row, pr_header header, OutStr str 
all_not_eq  OutRow row, pr_header header, OutStr str 
all_less  OutRow row, pr_header header, OutNum num 
all_less_eq  OutRow row, pr_header header, OutNum num 
all_greater  OutRow row, pr_header header, OutNum num 
all_greater_eq  OutRow row, pr_header header, OutNum num 
OutRow 
Row  pr_row row 
top  OutRow row 
bottom  OutRow row 
argmax  OutRow row, pr_header header 
argmin  OutRow row, pr_header header 
filter_eq  OutRow row, pr_header header, OutStr str 
filter_not_eq  OutRow row, pr_header header, OutStr str 
filter_less  OutRow row, pr_header header, OutNum num 
filter_greater  OutRow row, pr_header header, OutNum num 
filter_greater_eq  OutRow row, pr_header header, OutNum num 
filter_less_eq  OutRow row, pr_header header, OutNum num 
 
 
 
 
 
 
 
 
   
OutNum 
Num  pr_number num 
count  OutRow row 
half  OutRow row 
one_third  OutRow row 
inc_num  OutNum num 
uniq  OutRow row, pr_header header 
avg  OutRow row, pr_header header 
sum  OutRow row, pr_header header 
max  OutRow row, pr_header header 
min  OutRow row, pr_header header 
diff  OutNum num1, OutNum num2 
add  OutNum num1, OutNum num2 
OutStr 
Str  pr_str str 
hop  OutRow row, pr_header header 
most_freq  OutRow row, pr_header header 
OutNone  dec_num  OutNum num 
