Traditional qualitative data analysis software, while greatly facilitating text analysis, remains entrenched in a tradition of semantic coding. Such an approach, being both time-consuming and poor at incorporating quantitative variables, is seldom applied to large-scale survey and database research (especially within the commercial sector). Lexical analysis, on the other hand, with its origins in linguistics and information technology, offers a more rapid solution for the treatment of texts, capable not only of identifying semantic content but also important structural aspects of language. The automatic calculation of word lexicons and rapid identification of relevant text fragments requires an integration of both powerful quantitative analysis and search and retrieval tools. Lexical analysis is thus the ideal tool for the exploitation of open-text responses in surveys, offering a bridge between quantitative and qualitative analyses, opening new avenues for research and presentation of textual data.
A lthough there is a steady interest in the exploitation of textual data in the human and social sciences, the tools and techniques used are still, to a large part, not readily applicable to the domain of large-scale surveys and database research.
Increasingly, businesses and organizations are looking to surveys and databases as a means of monitoring concepts such as consumer behavior, market trends, and staff satisfaction. Within the educational sector, likewise, students are now often asked to conduct survey research in applied disciplines (e.g., nursing, management, commerce) in addition to those with a more traditional research orientation (e.g., psychology, sociology). The inclusion of open-response questions in such studies offers the potential for the identification of responses falling outside the researchers' preconceived framework and the development of truly constructive proposals. The problems in exploiting data of this type, however, tends to mean that they are poorly utilized, either being totally ignored, analyzed nonsystematically, or treated as an aside.
In this article, we will discuss classical approaches to textual data analysis and then propose lexical analysis as a possible bridge between quantitative and qualitative methods, making it ideally suited to the treatment of survey and other data.
TEXTUAL DATA ANALYSIS: QUANTITATIVE OR QUALITATIVE?
Although the notion of quantitative or qualitative research remains well entrenched within the minds of most researchers, it is a dangerous distinction. The idea that only a certain type of analysis is appropriate for each type of data limits the extent to which new and innovative methods and findings can be achieved.
First, even within pure quantitative analysis there is a selectivity on which analyses to perform and which findings to present. The law of statistical probability encourages a semantic consideration of findings such that only potentially valid analyses will be performed and only arguable and interesting findings will be presented. Thus, for example, although we may find a quantitatively more significant relationship between gender and height than between gender and job satisfaction, it is far more likely that we would want to explore the latter.
Second, the consideration of textual data as a homogeneous set, suitable for a single type of qualitative analysis, is to overlook the massive variations in structure inherent in this type of data. At one extreme we have precise questions such as, "What is your name?" and "What is your address?" (too diverse to be given as a closed-response question but nonetheless a fixed response), and at the other end we can have free prose on any topic. In between, we could place other open-response questions, interviews, discourses, and focus groups, although the exact positions of each would vary according to the subject matter and specific environment. To consider that variables such as name and address need to be treated with qualitative analysis seems ludicrous. However, few alternatives are proposed.
Third, the notion that textual data is only suited to a semantic treatment ignores many potentially interesting insights into the structural aspects of the language. The type of language used (e.g., actual words/expressions, grammatical forms: active vs. passive) can give important revelations into the text. For example, it is possible that a discussion of global disarmament may have the same semantic content whether discussed by politicians, students, or factory workers-the language used, however, would probably differ greatly. This level of analysis draws a distinction between the content (semantic meaning) and the utterance (speech act).
Finally, treating textual data with different tools from nontextual data leads to a separation of these data types at the analysis stage (if not before). This separation means that many of the most interesting analyses, for example, what is said by people matching different quantitative criteria (gender, age, satisfaction) , are no longer possible.
The manner in which we treat textual data thus needs to be reconsidered and we need to move away from the old quantitative-qualitative notion. Olson (1995) proposes that the consideration needs to become one of subjectivity versus objectivity of data and results: Are we concerned primarily with structure or semantics? We argue that the decision need not be exclusive-a combination of methods on the same data set will undoubtedly be more productive (and less biased) than application of a single method.
QUALITATIVE DATA ANALYSIS SOFTWARE
Throughout the past 10 years there has been a revolution in the analysis of textual data. Prior to the wide-scale development of suitable software tools, the researcher was obliged manually to read, code, structure, and ultimately analyze this information. Not only was this task hugely labor intensive, clumsy (the paper-and-paste approach) and potentially subjective but a large number of important findings would be missed (due to the shear volume of information and the incremental nature of some trends). Nowadays, numerous software packages exist to aid the researcher in these tasks, facilitating, accelerating, and tidying up the process.
Qualitative software reviews tend to distinguish between different types of packages according to the functions offered. Although many packages fall into more than one category, the primary tasks tend to match those proposed by Weitzman and Miles (1995) :
• text retrievers: permitting the automatic retrieval of text fragments according to keywords and codes, • textbase managers: offering data management options such as sorting and editing of texts, • code-and-retrieve programs: providing computer-aided coding and the subsequent retrieval and linking of codes, • code-based theory builders: permitting the development of trees and models from code linkages and the possibility of testing hypotheses, and • conceptual network builders: offering the possibility of constructing conceptual models (graphic) from the data.
Although these tools greatly facilitate the task of the qualitative researcher in regard to coding, managing, and retrieving texts, as well as the formulation and testing of models/ hypotheses, to a large part they remain labor intensive and inadequate in their treatment/ inclusion of quantitative and demographic factors. It is, thus, unsurprising that although popular in academic research, qualitative data analysis software has made little progress into the commercial sector where the investment outweighs the gains.
A QUANTITATIVE APPROACH TO TEXTUAL DATA ANALYSIS
The qualitative analysis software popular in the social sciences is not, however, the only tool set available for the treatment of textual data. Another, far more quantitative, set of tools has arisen from the disciplines of mathematics and information technology.
The development of Internet search engines, for example, has depended on finding suitable mathematical algorithms for the identification of relevant Web sites from the vast quantities of textual information present on the Internet. Such technology is evolving rapidly and now has an intelligence in the identification of sites and providing ratings by confidence.
Similar tools are being developed for "textual datamining"-the exploration of massive data sets for significant trends. The processing power of such techniques is gaining interest within the commercial sector with many large corporations now investing large amounts of money to explore both in-house and external data sets. The exploitation of electronic information is now seen as a competitive priority (Moscarola, 1998; Moscarola & Bolden, 1998) .
LEXICAL ANALYSIS: A BRIDGE BETWEEN METHODS
Lexical analysis offers a natural bridge between the in-depth coding of qualitative data and the statistical analysis of quantitative data by offering an automated means of coding, recoding, and selective viewing of responses in an iterative cycle with the researcher. This approach, common within the French-speaking world, has a stronger linguistic basis than traditional qualitative analysis such that importance is attributed not only to the content/ meaning of a text but also to structural aspects of the language-asking not only "What is said?" but also "How is it said?" (Chanal & Moscarola, 1998; Gavard-Perret & Moscarola, 1995) .
The notion that language itself can give important insights has it origins in Speech Act Theory (Austin, 1970; Searle, 1969) and Semiotics (Eco, 1984; Saussure, 1916 Saussure, /1974 . Speech Act Theory states that the words and language used in any instance are not selected randomly but are determined from the interaction of multiple factors: the language itself, the subject being discussed, social/cultural norms, and individual variety. Thus, for example, if we examined the discourse of people with similar backgrounds on the same subject we could, perhaps, be able to make inferences on their individual character on the basis of their use of negations/affirmations and abstract versus concrete nouns/verbs. Semiotic theory argues that sense cannot be determined outside of its contextual framework. Words and expressions are considered "signs," signaling a meaning that may well go beyond the surface reality of the text. In the case of homonyms (words with more than one meaning), the need to consider context is obvious; however, semiotics proposes going further than this to say that the use of one word, or turn of phrase, over another is important. Traditional qualitative analysis pays little attention to such details but lexical analysis offers the potential for a simultaneous consideration of speech acts and content-an equilibrium between the objective and the subjective.
A further advantage of lexical analysis software is its capacity to deal with quantitative as well as qualitative data. The fact that most of these packages are developed on traditional database structures (corresponding more to the text retriever and textbase manager categories of software) means that they are equally suited to the storage, management, and analysis of quantitative variables on an observation-variable structure. This quantitative approach to text analysis also opens new avenues for the representation and presentation of findings: graphs, tables and factor maps as opposed to verbatim extracts, decision trees, and cognitive maps.
LEXICAL ANALYSIS: PROCEDURE
Lexical analysis is driven by the calculation of word frequencies. First, the computer generates a lexicon of all words (graph forms) present in the text (corpus). By listing these in decreasing order of frequency and applying filters (e.g., removing tool words), we can quickly gain an idea of the main content. Further manipulation of the lexicon permits the grouping of similar terms (manually or automatically), identification of context (e.g., repeated expressions and relative lexicons), and the progressive isolation of terms key to the investigation.
Once words/themes of interest have been identified, the lexicon facilitates a selective return to the original text. Hypertext navigation permits the skimming of text fragments on the basis of marked words and respondent profile (e.g., we could choose to view only those sentences containing the words more and money and only for male respondents younger than 30 years old). This selective presentation accelerates the task of reading and interpretation of texts by only showing sections of direct relevance to the research question. Moreover, the systematic nature of the procedure ensures that a degree of objectivity is maintained and there is less risk of missing important sections or going off on a tangent. The concept of hypertext navigation can be extended to the extraction of text fragments by content and profile. The careful sorting and structuring of responses prior to printing can give insights not readily available when reading the text in a standard, chronological manner. Now that we have an understanding of the keywords in their context and some of the more interesting quantitative dimensions within the data we can return to the lexicon for a more finite level of investigation. Lexical cross-analysis can be performed to identify the distribution of terms in relation to other variables, lexical statistics can be computed to represent the text in an objective way, and closed response variables can be calculated in which value labels correspond to marked lexicon words.
Last, new text variables may be calculated for further analyses in which some of the lexical variety has been removed. By the process of lemmatization, words can be reduced to their base form (e.g., verbs to the infinitive, nouns to the singular form). By the use of specialized syntactic dictionaries, word form can be identified, permitting an analysis limited to nouns, verbs, adjectives.
We are thus no longer limited to the traditional quantitative-qualitative paradigm and are offered the ability to explore all forms of variables (nominal, ordinal, scaled, numerical, textual, and coded) with a single software tool.
LEXICAL ANALYSIS: EXAMPLE1
The best way to demonstrate the effectiveness of lexical analysis is to give a demonstration of the types of findings that can be generated from the exploration of open-ended survey data. The majority of the oral presentation will thus present the results of a survey of 722 independent contractors in the direct selling industry, 2 focusing primarily on two open-ended questions: "The main reasons I took up direct selling are . . . " and "The main reasons I would give up direct selling are . . . ." Responses were analyzed both alone and in response to demographic questions such as gender.
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Lexicons Figure 1 shows how word lexicons can be used to identify keywords and themes within a body of text. The application of dictionaries permits the elimination of tool words (and others) and the reduction of lexical diversity so as to give a clearer idea of content.
When looking at the full lexicons, we see that the most frequent words are those such as the, to, and and, which, if common in language, convey little meaning. The reduced lexicon solves this problem by eliminating these words (tool words) by means of a dictionary. The third lexicon is produced following lemmatization of the text (reduction of words to their base form). Each of the three lexicons gives a different level of insight into the text.
• From the full lexicon we can conclude that the responses are written in English prose. In both cases, we see an emphasis on the first-person singular ("I," "my") and so can conclude that respondents are talking about themselves. The relative use of words such as to and if between reasons for joining and leaving highlight a difference in the degree of certainty: "I joined TO . . . " (certain) versus "I would leave IF . . . " (uncertain). The underlying meaning/content of the text, however, is to some degree hidden by the high prevalence of tool words.
• By the removal of tool words, the reduced lexicon gives a clearer indication of the content and keywords of the text. We see "hours," "money," and "income" as important reasons for joining and "time," "company," and "lack" as important reasons for leaving. Repetition of words with the same sense, however, dilutes the relative significance of certain terms, and it is difficult to identify the relative meanings of words in relation to the two questions.
• The lemmatized lexicon is similar to the reduced lexicon but gives a differential importance to certain terms. For example, the word product gains significantly in importance by combining the words product and products, with the word lottery losing some of its impact.
The exploration of lexicons could be extended by the parsing of words (tagging by word form) in the lemmatized text, which permits, for example, the differential analysis of verbs and nouns and the grouping of words with similar meanings (either manually or via a dictionary).
Word Context
Having identified keywords, the lexicon permits a selective return to the original text. Such a return is useful in determining the contextual meaning of words and in ensuring that the researcher remains close to the raw data. The selective return to the text can be done by a variety of means, including:
• hypertext reading: the text can be rapidly skimmed presenting only responses/extracts matching the search criteria. Such criteria may include records containing all or a selection of marked words, records meeting a defined profile (as determined from closed-response variables), or records with a particularly high lexical intensity or richness; • verbatim extracts: in a similar manner to hypertext reading, all response extracts meeting specified criteria (e.g., keywords, profile) may be extracted and presented simultaneously. Additional sorting and selection can be applied to increase the sense of structure; • relative lexicons: where the volume of text extracted for particular terms/themes remains large, the task of interpretation may be facilitated by the calculation of relative lexicons corresponding to those words most frequently found surrounding the key term; and • repeated segments: finally, context can be enhanced by extending the analysis to repeated portions of text. The search may be automatic (e.g., find all word strings repeated more than "X" times) or directive (e.g., find all expressions from a dictionary). Creation of a modified text vari- able in which words from repeated segments are linked will permit the analysis of expressions and words on the same level.
In the current study, for example, the word product was found to be an important reason both for joining and leaving the company; but is there a difference in use? Figure 2 shows a portion of the extracted text fragments containing this word.
Reading these texts can give a feel for the relative contexts; however, the quantity of text to be read remains quite large: 166 extracts for joining and 106 for leaving. To reduce the amount of reading and to summarize results, the calculation of relative lexicons is useful (see Figure 3) .
From Figure 3 we can see that people join because they "like" or "love" the product, find it "good quality," and so forth, but leave because the product is "poor quality," and so forth. These findings are supported by the response extracts.
Lexical Cross-Analysis
One of the main interests in lexical analysis is the potential to cross-analyze lexicon terms in relation to other variables in the study. The application of statistical tests and thresholds to such tables enables an identification of the most distinctive terms by category. Figure 4 shows the most specific words/expressions for joining and leaving by gender. We can see that women tend to join to make new friends, meet different people, for convenience, and because of children, whereas men join for choice, development, early retirement, and additional income. Reasons for leaving are less clear but include children, change, and death.
Factor Mapping of the Lexicon
Factor analysis is a technique by which two or more closed-response variables can be analyzed for underlying dimensions. The graphic representation of results on a factor map is a powerful way of presenting findings in which the strength of a relationship is proportional to the distance between coordinates. The presentation of lexicon words in relation to demographic variables permits the visual identification of words particular to each category. Figure 5 shows a factor map of the 50 most common lexicon terms (after the grouping of expressions and suppression of tool words) for reasons for joining in relation to a variable crossing gender with company type (single or multilevel).
From this factor map we can identify the terms most typical of men versus women, single versus multilevel companies, and those for each category, including:
• gender: words in the bottom right-hand corner of the map are the most typical of women (e.g., flexible hours, meet people, children, friends, hours to suit) and those in the top left are most typical of men (e.g., skills, opportunity, increase, challenge); • company type: words in the top right-hand corner are most typical of single-level companies (e.g., meeting people, able, independence) and those in the bottom left are most typical of multilevel companies (e.g., extra income, products, freedom, develop); and • gender and company type: for single-level men, the most typical words are career and earn; the most typical words for single-level women are meet people, fit, and hours to suit; the most typical words for multilevel men are security, better, and income; and the most typical words for multilevel women are products, extra income, and extra money.
Further Analyses
Further analyses and explanations are available from the authors on request.
CONCLUSION
Unlike traditional qualitative analysis packages, lexical analysis software offers a means of exploring data in which the time invested can be adjusted according to the objectives of the research, analyses can easily be made between open-and closed-response variables in the study, and a new type of information can be examined: the structural aspects of language. Such software enables the rapid response to the following three main questions: These analyses permit a move beyond the text to answer questions about the identity of respondents and a more global understanding of context-a move from qualitative analysis to contingent analysis. The examination of open-text variables can thus become a central part of the investigation, fully integrated with the examination of quantitative data, with the potential to apply objective measures of significance in addition to subjective interpretations of meaning.
The techniques of lexical analysis, however, are not only applicable to large, repetitive data sets but can give interesting insights into less structured texts (e.g., dialogues, interviews, focus groups, and free prose). In such cases, the calculation of lexicons, lexical statistics, and lexical cross-analyses offers a new way of looking at and presenting findings from a more automated and objective viewpoint. In addition, the syntactic analysis of such texts encourages the exploration of structural as well as semantic dimensions and, in consequence, the resolution of new questions.
Lexical analysis does not propose to replace typical qualitative packages but to complement analyses by offering a more rapid and structurally orientated approach. It encourages us to question the validity of current practices, clarify our research aims, and imagine new ways of approaching and presenting data and findings. Most significantly, perhaps, lexical analysis encourages us to move beyond the old quantitative-qualitative paradigm to select an analysis best suited to our data and goals rather than theoretical limitations. 
