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a b s t r a c t
In this paper, we present improved a priori error estimates for a nonsymmetric interior
penalty Galerkin method (NIPG) with super-penalty for the problem −∆u = f in Ω and
u = g on ∂Ω . Using piecewise polynomials of degree less than or equal to r , our new L2-
error estimate is of order (h/r)r+1/2 when g ∈ Hr+1/2(∂Ω) and is optimal, i.e., of order
(h/r)r+1 when g ∈ Hr+1(∂Ω), where h denotes the mesh size. Numerical experiments are
presented to illustrate the theoretical results.
Published by Elsevier B.V.
1. Introduction
LetΩ ⊂ Rn, n = 2, 3 be a bounded polyhedral domain with boundary ∂Ω , f ∈ L2(Ω) and g ∈ H1/2(∂Ω). Define the set
Kg = {ψ ∈ H1(Ω) : γ0(ψ) = g}, where γ0(ψ) is the trace of ψ on ∂Ω . Trace theorem [5] guarantees that Kg 6= ∅, for all
g ∈ H1/2(∂Ω). We consider the following linear elliptic model problem: For given f ∈ L2(Ω) and ψ ∈ Kg , find w ∈ H10 (Ω)
such that
(∇w,∇v) = (f , v)− (∇ψ,∇v) ∀v ∈ H10 (Ω), (1.1)
where (·, ·) denotes the L2 inner product onΩ . Then it is well known that the function u = w + ψ is the weak solution of
−∆u = f inΩ, (1.2)
u = g on ∂Ω. (1.3)
Our aim in this paper is to derive improved a priori L2-norm error estimates for (1.2) and (1.3) using a nonsymmetric interior
penalty method which is introduced in Rivière et al. [13] and Houston et al. [7]. The nonsymmetric interior penalty Galerkin
(NIPG) method is proposed as a stabilized discontinuous Galerkin method of Oden, Babuska and Baumann [11] for the
linear elliptic problems. The NIPG method is not adjoint consistent and hence it is observed in [13, p. 913] that there is
an incompatibility in the choice of the penalty parameter β for proving optimal error estimates in energy and L2-norms
together [13, Theorems 3.1 and 3.2]. More precisely, it has been observed that for pure Dirichlet problem even on triangles
or tetrahedra one must choose β = (n− 1)−1 for Theorem 3.1 which is not compatible with the value of β in Theorem 3.2.
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Therefore, it has been difficult to derive optimal L2-error estimate. However, the authors have proved optimal order of
convergence in the L2 norm with respect to h (mesh size) by imposing super-penalty on the jumps when g is either zero
or a piecewise polynomial of degree less than or equal to r (degree of approximation). Larson and Niklasson [10] have
derived optimal L2-error estimate, i.e., of order hr+1 for one-dimensional problem when r is odd and u ∈ Hr+2(Ω). The
numerical experiments in [10] show that there is hr+1(optimal) order of convergence when r is odd and hr (sub-optimal)
order of convergence when r is even. In the context of quasi-linear elliptic problems, the numerical experiments in Houston
et al. [8] also show the optimal order of convergence in L2 norm only when r is odd. On the other hand, a nonsymmetric
method with super-penalty is applied in Gudi and Pani [6] and an optimal L2-error estimate is derived for nonlinear elliptic
problems with zero or piecewise polynomial Dirichlet boundary condition. In this article, a nonsymmetric interior penalty
method with super-penalty is applied to (1.2) and (1.3) when the nonhomogeneous Dirichlet data g is sufficiently smooth.
It is shown that an hp-error estimate in L2 is of order (h/r)r+1/2 when g ∈ Hr+1/2(∂Ω) (u ∈ Hr+1(Ω)). Furthermore an
optimal error estimate, i.e., of order (h/r)r+1 is derived when g ∈ Hr+1(∂Ω) (u ∈ Hr+3/2(Ω)) by employing the super-
penalty on jumps. It is well known [2] that employing super-penalty on the jumps deteriorates the condition number of the
global stiffness matrix and hence leads to difficulty in using the iterative methods for solving the resulting linear system.
The recent article [1] provides two-level Schwarz preconditioners for super-penalty discontinuous Galerkin methods and
hence made it possible to use iterative methods for solving the resulting matrix systems, see [1, Remark 5.3].
While Section 1 is introductory in nature, the rest of the article is organized as follows. In Section 2, we state some
preliminaries and introduce some notations. Section 3 is devoted to the nonsymmetric interior penalty method with super-
penalty and error estimates in the broken H1 norm and L2 norm. In Section 4, some numerical experiments are discussed to
illustrate the theoretical results and some conclusions are presented.
2. Preliminaries
Let Th = {Ki : 1 ≤ i ≤ Nh} with number of elements Nh be a shape regular finite element subdivision [8] of Ω in the
sense that
Ω¯ =
Nh⋃
i=1
K¯i and K oi ∩ K oj = Ø,
where K oi denotes the interior of Ki and K¯i is the closure of Ki. Each Ki is assumed to be either a triangle or a rectangle in
2-dimensions and it is assumed to be either a tetrahedra or a cuboid in 3-dimensions. For simplicity, we also assume that
Th is regular [4] in the sense that for any Ki and Kj, the portion ¯∂Ki ∩ ¯∂Kj is either empty or a common vertex or a common
side. Moreover, we assume that any corner on ∂Ω does not fall on any side or face of any finite element in Th.
Remark 2.1. We note that the subdivision Th can also have some hanging nodes [8] provided it can be coarsened to obtain
a regular subdivision by gluing a limited number of triangles uniformly. This type of subdivision helps to construct a global
continuous approximation, for example, see [9].
We denote the diameter of Ki by hi and h = max{hi : 1 ≤ i ≤ Nh}. Let the set of interior edges be
ΓI = {eij : eij = ∂Ki ∩ ∂Kj, 1 ≤ i, j ≤ Nh, |eij| > 0},
and the set of boundary edges be
Γ∂ = {ei∂ : ei∂ = ∂Ki ∩ ∂Ω, 1 ≤ i ≤ Nh, |ei∂ | > 0},
where |ek| denotes the (n − 1)-dimensional measure of ek. Let Γ = ΓI ∪ Γ∂ . For eij ∈ ΓI , it is easy to see that there exists
positive constants C1 and C2 which are independent of h such that
C1hi ≤ |eij|1/(n−1) ≤ C2hi and C1hj ≤ |eij|1/(n−1) ≤ C2hj. (2.1)
Similarly for ei∂ ∈ Γ∂ , i.e., ei∂ = ∂Ki ∩ ∂Ω ,
C1hi ≤ |ei∂ |1/(n−1) ≤ C2hi. (2.2)
Throughout the article, we refer to an edge or face by ek in the sense that there is an index set Λ for the set Γ such that a
given k ∈ Λ represents a unique ek ∈ Γ . On the subdivision Th, we define the following broken Sobolev space
V := H2(Ω, Th) = {v ∈ L2(Ω) : v|Ki ∈ H2(Ki), 1 ≤ i ≤ Nh},
where H2(Ki) is the standard Sobolev space defined on Ki. The norm and seminorm on V are defined, respectively, as
‖v‖2H2(Ω,Th) =
Nh∑
i=1
‖v‖2H2(Ki) and |v|2H2(Ω,Th) =
Nh∑
i=1
|v|2H2(Ki),
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where ‖ · ‖H2(Ki) is a Sobolev norm and | · |H2(Ki) is a Sobolev seminorm on each Ki. We denote the standard L2 norm by ‖ · ‖.
Furthermore, we define a broken Sobolev space on ∂Ω as follows. SinceΩ is a polygon or polyhedron and Th is aligned with
∂Ω in the sense that any corner ofΩ is a vertex of some finite element in Th, each ek ∈ Γ∂ is smooth. For l ≥ 0, define
H l(∂Ω,Γ∂) = {v ∈ L2(∂Ω) : v|ek ∈ H l(ek), ek ∈ Γ∂}.
The finite element space is defined as follows. On any triangle or tetrahedra (rectangle or cuboid) Ki, let Pr(Ki) (Qr(Ki)) be the
space of polynomials of total (partial) degree less than or equal to r . Let Zr(Ki) be Pr(Ki) (Qr(Ki)) if Ki is triangle or tetrahedra
(rectangle or cuboid). Now, we define the discrete space
Vh = {vh ∈ L2(Ω) : vh|Ki ∈ Zr(Ki), 1 ≤ i ≤ Nh}.
Moreover, we also set
Mh = {qh ∈ L2(∂Ω) : qh = vh|∂Ω , for some vh ∈ Vh}.
Since any element v ∈ V may be discontinuous along ek ∈ ΓI , we define the jump and average on an edge ek ∈ ΓI as follows.
If eij ∈ ΓI , that is, eij = ∂Ki ∩ ∂Kj (i > j) for some i and j, then we set the jump and average as
[v] = v|Ki − v|Kj , {v} =
v|Ki + v|Kj
2
.
Furthermore, we associate with ν, unit outward normal vector to Ki, each eij = ∂Ki∩∂Kj ∈ ΓI (i > j). Similarly, we associate
each e = ∂Ki ∩ ∂Ω with the unit outward normal vector ν to ∂Ω .
We state the following lemma without proof and refer the readers to [3, Lemma 4.3].
Lemma 2.1. For all ek ∈ Γ∂ , let φ ∈ H t(ek), t ≥ 1/2. Further assume that φ ∈ C(∂Ω). Then, there exist Rh(φ) ∈ Mh ∩ C(∂Ω)
and a positive constant Cb such that for all ek ∈ Γ∂
‖φ − Rh(φ)‖L2(ek) ≤ Cb
|ek|µ¯/(n−1)
r t
‖φ‖Ht (ek), (2.3)
where µ¯ = min{t, r + 1}.
Below, we present a lemma for our subsequent use.
Lemma 2.2. Let Th be a regular subdivision. Then, for given φ ∈ Hs(Ω), s ≥ 2, there exist a positive constant Ca (depending on
s but independent of φ, r and h) and an Ihφ ∈ Vh ∩ C0(Ω¯) such that for all Ki and ek:
(i) (Ihφ)|∂Ω = Rh(φ|∂Ω).
(ii) For l = 0 and l = 1,
‖φ − Ihφ‖H l(Ki) ≤ Ca
hµ−li
r s−l
∑
Kj∈K∗i
‖φ‖2Hs(Kj)
1/2 . (2.4)
(iii)
‖∂(φ − Ihφ)/∂ν‖L2(ek) ≤ Ca
hµ−3/2i
r s−2
∑
Kj∈K∗i
‖φ‖2Hs(Kj)
1/2 . (2.5)
Here µ = min(s, r + 1), K ∗i = {Kj : |∂Ki ∩ ∂Kj| > 0}, ek is an edge on ∂Ki and ν is a unit normal vector associated to ek.
Proof. The proof of the properties (i)–(ii) follows from [3, Theorem 4.6]. We refer to [6, Lemma 4.7] for the proof of property
(iii). 
Remark 2.2. Since Th is regular, we note that the cardinality of K ∗i is bounded by Nκ , for all i.
We refer to [12, Lemma A.3] for the proof of the following lemma.
Lemma 2.3. Let φ ∈ H2(Ki), Ki ∈ Th. Then, there exists a constant CT1 > 0 such that
‖φ‖H1(ek) ≤ CT1h−1/2i ‖φ‖H2(Ki), (2.6)
where ek is an edge on⊂ ∂Ki.
The following trace inequality is well known and we refer the readers to [5].
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Lemma 2.4. Let φ ∈ H2(Ω). Then, there exists a constant CT2 = CT2(Ω) > 0 which depends only onΩ such that∥∥∥∥∂φ∂ν
∥∥∥∥
L2(∂Ω)
≤ CT2‖φ‖H2(Ω), (2.7)
where ν is the outward normal to the boundary ∂Ω .
Finally, we state the following lemma without proof and refer the readers to [13, Lemma 2.1].
Lemma 2.5. For vh ∈ Vh, there exists a positive constant CT3 which is independent of h and r such that
‖vh‖H l(ek) ≤ CT3h−1/2i r‖vh‖H l(Ki), l = 0, 1, (2.8)
where ek is an edge on ∂Ki.
Henceforth, C denotes a generic positive constant which depends on the constants Cb, Ca, CT1 , CT2 and CT3 but is independent
of h and r .
3. Nonsymmetric interior penalty method
Forw, v ∈ V , we define the following bilinear form
B(w, v) =
Nh∑
i=1
∫
Ki
∇w · ∇vdx−
∑
ek∈ΓI
∫
ek
{
∂w
∂ν
}
[v]ds+
∑
ek∈ΓI
∫
ek
{
∂v
∂ν
}
[w]ds+
∑
ek∈ΓI
∫
ek
r2
|ek|β [w][v]ds
−
∑
ek∈Γ∂
∫
ek
∂w
∂ν
vds+
∑
ek∈Γ∂
∫
ek
∂v
∂ν
wds+
∑
ek∈Γ∂
∫
ek
r2
|ek|αwvds, (3.1)
where the penalty parameters β and α are positive real numbers. We remark here that the interior penalty and boundary
penalty parameters need not be equal.
For v ∈ V , we define the linear form
L(v) =
∫
Ω
f vdx+
∑
ek∈Γ∂
∫
ek
∂v
∂ν
gds+
∑
ek∈Γ∂
∫
ek
r2
|ek|α vgds.
We note that the exact solution u of (1.2) and (1.3) satisfies
B(u, v) = L(v) ∀v ∈ V . (3.2)
Now the discontinuous Galerkin approximation of u is to seek uh ∈ Vh such that
B(uh, vh) = L(vh) ∀vh ∈ Vh. (3.3)
From the Eqs. (3.2) and (3.3), it is easy to check that
B(u− uh, vh) = 0 ∀vh ∈ Vh. (3.4)
We define the following mesh dependent norm which appears naturally in the interior penalty method as
|||v|||2 =
Nh∑
i=1
∫
Ki
|∇v|2dx+
∑
ek∈ΓI
∫
ek
r2
|ek|β [v]
2 +
∑
ek∈Γ∂
∫
ek
r2
|ek|α v
2ds. (3.5)
The following lemma is a straight forward consequence of the definition of B(·, ·) and the norm in (3.5).
Lemma 3.1. For v ∈ V , there holds
B(v, v) = |||v|||2.
A priori error estimates.We estimate the interpolation error in the following lemma.
Lemma 3.2. Let s ≥ 2, l ≥ 3/2 and g ∈ H l(∂Ω,Γ∂). As in Lemma 2.2, let Ihu be an approximation of u where u is the weak
solution of (1.2) and (1.3). Then it holds that
|||u− Ihu||| ≤ C
(
Nh∑
i=1
h2µ−2i
r2s−2
‖u‖2Hs(Ki) +
∑
ek∈Γ∂
|ek|2µ¯/(n−1)−α
r2l−2
‖g‖2H l(ek)
)1/2
,
where µ = min{r + 1, s}, µ¯ = min{r + 1, l} and C is a positive constant which is independent of h and r.
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Proof. Let η = u− Ihu. Using (3.5) and the fact that [η] = 0 on each ek ∈ ΓI , we note that
|||η|||2 =
Nh∑
i=1
∫
Ki
|∇η|2dx+
∑
ek∈Γ∂
∫
ek
r2
|ek|α η
2ds. (3.6)
For the first term on the right-hand side of (3.6), we use (2.4) to obtain∣∣∣∣∣
Nh∑
i=1
∫
Ki
∣∣∣∣∣∇η |2 dx| ≤ C
Nh∑
i=1
h2µ−2i
r2s−2
‖u‖2Hs(Ki),
where µ = min{s, r + 1}. Using (2.2) and (2.3), we estimate the second term on the right-hand side of (3.6) as∣∣∣∣∣∑
ek∈Γ∂
∫
ek
r2
|ek|α η
2ds
∣∣∣∣∣ ≤ C ∑
ek∈Γ∂
r2
|ek|α
|ek|2µ¯/(n−1)
r2l
‖g‖2H l(ek)
≤ C
∑
ek∈Γ∂
|ek|2µ¯/(n−1)−α
r2l−2
‖g‖2H l(ek),
where µ¯ = min{r + 1, l}. This completes the proof. 
Let Ihu be an approximation of u as in Lemma 2.2. Denote e = u− uh = η − ξ , where η = u− Ihu and ξ = uh − Ihu.
From Lemma 3.1 and (3.4), we note that
|||ξ |||2 = B(ξ , ξ) = B(η, ξ). (3.7)
Now using (3.1), we obtain
B(η, ξ) =
Nh∑
i=1
∫
Ki
∇η · ∇ξdx−
∑
ek∈ΓI
∫
ek
{
∂η
∂ν
}
[ξ ]ds+
∑
ek∈ΓI
∫
ek
{
∂ξ
∂ν
}
[η]ds+
∑
ek∈ΓI
∫
ek
r2
|ek|β [η][ξ ]ds
−
∑
ek∈Γ∂
∫
ek
∂η
∂ν
ξds+
∑
ek∈Γ∂
∫
ek
∂ξ
∂ν
ηds+
∑
ek∈ΓI
∫
ek
r2
|ek|α ηξds. (3.8)
Since [η] = 0 on each ek ∈ ΓI , we note that∑
ek∈ΓI
∫
ek
{
∂ξ
∂ν
}
[η]ds+
∑
ek∈ΓI
∫
ek
r2
|ek|β [η][ξ ]ds = 0. (3.9)
Using Cauchy–Schwarz inequality and (2.4), we obtain∣∣∣∣∣
Nh∑
i=1
∫
Ki
∇η · ∇ξdx
∣∣∣∣∣ ≤
(
Nh∑
i=1
∫
Ki
|∇η|2dx
)1/2 ( Nh∑
i=1
∫
Ki
|∇ξ |2dx
)1/2
≤ C
(
Nh∑
i=1
h2µ−2i
r2s−2
‖u‖2Hs(Ki)
)1/2 ( Nh∑
i=1
∫
Ki
|∇ξ |2dx
)1/2
. (3.10)
Again using the Cauchy–Schwarz inequality with (2.5) and (2.1) yields∣∣∣∣∣∑
ek∈ΓI
∫
ek
{
∂η
∂ν
}
[ξ ]ds
∣∣∣∣∣ ≤
(∑
ek∈ΓI
∫
ek
|ek|β
r2
{
∂η
∂ν
}2
ds
)1/2 (∑
ek∈ΓI
∫
ek
r2
|ek|β [ξ ]
2ds
)1/2
≤ C
(
Nh∑
i=1
h2µ−3+β(n−1)i
r2s−2
‖u‖2Hs(Ki)
)1/2 (∑
ek∈ΓI
∫
ek
r2
|ek|β [ξ ]
2ds
)1/2
, (3.11)
where µ = min{s, r + 1}. Similarly, using the Cauchy–Schwarz inequality with (2.5) and (2.2), we arrive at∣∣∣∣∣∑
ek∈Γ∂
∫
ek
∂η
∂ν
ξds
∣∣∣∣∣ ≤
(∑
ek∈Γ∂
∫
ek
|ek|α
r2
(
∂η
∂ν
)2
ds
)1/2 (∑
ek∈Γ∂
∫
ek
r2
|ek|α ξ
2ds
)1/2
≤ C
(
Nh∑
i=1
h2µ−3+α(n−1)i
r2s−2
‖u‖2Hs(Ki)
)1/2 (∑
ek∈Γ∂
∫
ek
r2
|ek|α ξ
2ds
)1/2
. (3.12)
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Using (2.3) with (2.8) and (2.2) yields∣∣∣∣∣∑
ek∈Γ∂
∫
ek
∂ξ
∂ν
ηds
∣∣∣∣∣ ≤
(∑
ek∈Γ∂
∫
ek
|ek|1/(n−1)
r2
(
∂ξ
∂ν
)2
ds
)1/2 (∑
ek∈Γ∂
∫
ek
r2
|ek|1/(n−1) η
2ds
)1/2
≤ C
(
Nh∑
i=1
‖∇ξ‖2L2(Ki)
)1/2 (∑
ek∈Γ∂
r2
|ek|1/(n−1)
|ek|2µ¯/(n−1)
r2l
‖g‖2H l(ek)
)1/2
≤ C
(
Nh∑
i=1
‖∇ξ‖2L2(Ki)
)1/2 (∑
ek∈Γ∂
|ek|2µ¯/(n−1)−1/(n−1)
r2l−2
‖g‖2H l(ek)
)1/2
, (3.13)
where µ¯ = min{r + 1, l}. Similarly, using the Cauchy–Schwarz inequality and (2.3), we find that∣∣∣∣∣∑
ek∈Γ∂
∫
ek
r2
|ek|α ξηds
∣∣∣∣∣ ≤
(∑
ek∈Γ∂
∫
ek
r2
|ek|α ξ
2ds
)1/2 (∑
ek∈Γ∂
∫
ek
r2
|ek|α η
2ds
)1/2
≤ C
(∑
ek∈Γ∂
∫
ek
r2
|ek|α ξ
2
)1/2 (∑
ek∈Γ∂
r2
|ek|α
|ek|2µ¯/(n−1)
r2l
‖g‖2H l(ek)
)1/2
≤ C
(∑
ek∈Γ∂
∫
ek
r2
|ek|α ξ
2
)1/2 (∑
ek∈Γ∂
|ek|2µ¯/(n−1)−α
r2l−2
‖g‖2H l(ek)
)1/2
. (3.14)
We substitute (3.9)–(3.14) in (3.8) to obtain
|||ξ ||| ≤ C
(
Nh∑
i=1
(
h2µ−2i
r2s−2
+ h
2µ−3+β(n−1)
i
r2s−2
+ h
2µ−3+α(n−1)
i
r2s−2
)
‖u‖2Hs(Ki)
)1/2
+ C
(∑
ek∈Γ∂
|ek|2µ¯/(n−1)−1/(n−1)
r2l−2
‖g‖2H l(ek) +
∑
ek∈Γ∂
|ek|2µ¯/(n−1)−α
r2l−2
‖g‖2H l(ek)
)1/2
.
Using the triangle inequality and Lemma 3.2 implies that
|||e||| ≤ C
(
Nh∑
i=1
(
h2µ−2i
r2s−2
+ h
2µ−3+β(n−1)
i
r2s−2
+ h
2µ−3+α(n−1)
i
r2s−2
)
‖u‖2Hs(Ki)
)1/2
+ C
(∑
ek∈Γ∂
|ek|2µ¯/(n−1)−1/(n−1)
r2l−2
‖g‖2H l(ek) +
∑
ek∈Γ∂
|ek|2µ¯/(n−1)−α
r2l−2
‖g‖2H l(ek)
)1/2
, (3.15)
where µ = min{s, r + 1} and µ¯ = min{r + 1, l}.
Theorem 3.1. Let s ≥ 2 and t ≥ 3/2. For 0 ≤ θ ≤ 1/2, let β ≥ (2+2θ)/(n−1),α = (1+2θ)/(n−1) and g ∈ H t+θ (∂Ω,Γ∂).
Then, there exists a positive constant C which is independent of h and r such that
|||e||| ≤ C
(
Nh∑
i=1
h2µ−2i
r2s−2
‖u‖2Hs(Ki) +
∑
ek∈Γ∂
|ek|2µ¯/(n−1)−1/(n−1)−2θ/(n−1)
r2t+2θ−2
‖g‖2Ht+θ (ek)
)1/2
,
where µ = min{r + 1, s} and µ¯ = min{r + 1, t + θ}.
Proof. We first note that
2µ− 3+ β(n− 1) ≥ 2µ− 3+ 2+ 2θ = 2µ− 1+ 2θ ≥ 2µ− 2, (3.16)
and
2µ− 3+ α(n− 1) = 2µ− 3+ 1+ 2θ = 2µ− 2+ 2θ ≥ 2µ− 2. (3.17)
Now, set l = t + θ with t ≥ 3/2 in (3.15). Then substitute (3.16) and (3.17) in (3.15) to complete the rest of the proof. 
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L2-error estimate. In order to derive L2-error estimate, we appeal to the Aubin–Nitsche duality argument. For this, we assume
that Ω is a convex polygonal domain and we consider the following auxiliary problem. Let φ ∈ H2(Ω) ∩ H10 (Ω) be the
solution of
−∆φ = e inΩ (3.18)
φ = 0 on ∂Ω, (3.19)
satisfying the elliptic regularity [5]
‖φ‖H2(Ω) ≤ C‖e‖L2(Ω), (3.20)
where C = C(Ω) is a positive constant which depends onΩ .
We now multiply (3.18) with e, integrate overΩ and apply integration by parts to obtain
‖e‖2 = B(e, φ)− 2
∑
ek∈ΓI
∫
ek
{
∂φ
∂ν
}
[e]ds− 2
∑
ek∈Γ∂
∫
ek
∂φ
∂ν
eds. (3.21)
Let φh = Ihφ ∈ Vh ∩ H10 (Ω) be an approximation of φ which is obtained from Lemma 2.2. Now using (3.4), we obtain
‖e‖2 = B(e, φ − φh)− 2
∑
ek∈ΓI
∫
ek
{
∂φ
∂ν
}
[e]ds− 2
∑
ek∈Γ∂
∫
ek
∂φ
∂ν
eds. (3.22)
Using the Cauchy–Schwarz inequality and (2.6), the second term on the right-hand side of (3.22) is estimated as∣∣∣∣∣∑
ek∈ΓI
∫
ek
{
∂φ
∂ν
}
[e]ds
∣∣∣∣∣ ≤ C
(∑
ek∈ΓI
∫
ek
|ek|β
r2
{
∂φ
∂ν
}2
ds
)1/2 (∑
ek∈ΓI
∫
ek
r2
|ek|β [e]
2ds
)1/2
≤ C h
β(n−1)/2−1/2
r
‖φ‖H2(Ω)|||e|||. (3.23)
Using (2.7), the third term on the right-hand side of (3.22) is estimated as∣∣∣∣∣∑
ek∈Γ∂
∫
ek
∂φ
∂ν
eds
∣∣∣∣∣ ≤ C
(∑
ek∈ΓI
∫
ek
|ek|α
r2
∂φ
∂ν
2
ds
)1/2 (∑
ek∈ΓI
∫
ek
r2
|ek|α e
2ds
)1/2
≤ C h
α(n−1)/2
r
‖∂φ
∂ν
‖L2(∂Ω)
(∑
ek∈ΓI
∫
ek
r2
|ek|α e
2ds
)1/2
≤ C h
α(n−1)/2
r
‖φ‖H2(Ω)|||e|||. (3.24)
Let η1 = φ − φh. Then, using (3.1), we obtain
B(e, η1) =
Nh∑
i=1
∫
Ki
∇e · ∇η1dx−
∑
ek∈ΓI
∫
ek
{
∂e
∂ν
}
[η1]ds+
∑
ek∈ΓI
∫
ek
{
∂η1
∂ν
}
[e]ds+
∑
ek∈ΓI
∫
ek
r2
|ek|β [e][η1]ds
−
∑
ek∈Γ∂
∫
ek
∂e
∂ν
η1ds+
∑
ek∈Γ∂
∫
ek
∂η1
∂ν
eds+
∑
ek∈Γ∂
∫
ek
r2
|ek|α eη1ds.
Since [η1] = 0 on each ek ∈ ΓI ∪ Γ∂ , we note that
−
∑
ek∈ΓI
∫
ek
{
∂e
∂ν
}
[η1]ds+
∑
ek∈ΓI
∫
ek
r2
|ek|β [e][η1]ds = 0,
Also, −
∑
ek∈Γ∂
∫
ek
∂e
∂ν
η1ds+
∑
ek∈Γ∂
∫
ek
r2
|ek|α eη1ds = 0.
Using (2.4), we obtain∣∣∣∣∣
Nh∑
i=1
∫
Ki
∇e · ∇η1dx
∣∣∣∣∣ ≤ C hr ‖φ‖H2(Ω)|||e|||. (3.25)
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Table 3.1
Order of convergence and choice of penalty, n = 2
s t θ β α ||e|| ‖e‖
r + 1 r + 1/2 0 ≥2 1 hr hr+1/2
r + 1 r + 1/2 1/2 ≥3 2 hr hr+1
r + 1 r + 1/2 0 ≤ θ ≤ 1/2 ≥ (2+ 2θ) 1+ 2θ hr hr+1/2+θ
Table 3.2
Order of convergence and choice of penalty, n = 3
s t θ β α ||e|| ‖e‖
r + 1 r + 1/2 0 ≥1 1/2 hr hr+1/2
r + 1 r + 1/2 1/2 ≥3/2 1 hr hr+1
r + 1 r + 1/2 0 ≤ θ ≤ 1/2 ≥ (2+ 2θ)/2 (1+ 2θ)/2 hr hr+1/2+θ
Using (2.5), we find that∣∣∣∣∣∑
ek∈ΓI
∫
ek
{
∂η1
∂ν
}
[e]ds
∣∣∣∣∣ ≤ C
(∑
ek∈ΓI
∫
ek
|ek|β
r2
{
∂η1
∂ν
}2
ds
)1/2 (∑
ek∈ΓI
∫
ek
r2
|ek|β [e]
2ds
)1/2
≤ C h
β(n−1)/2+1/2
r
‖φ‖H2(Ω)|||e|||. (3.26)
Similarly using (2.5), we obtain∣∣∣∣∣∑
ek∈Γ∂
∫
ek
∂η1
∂ν
eds
∣∣∣∣∣ ≤ C
(∑
ek∈ΓI
∫
ek
|ek|α
r2
∂η1
∂ν
2
ds
)1/2 (∑
ek∈ΓI
∫
ek
r2
|ek|α e
2ds
)1/2
≤ C h
α(n−1)/2+1/2
r
‖φ‖H2(Ω)|||e|||. (3.27)
We now substitute (3.23)–(3.27) in (3.22) and use (3.20) to obtain
‖e‖ ≤ C
(
hβ(n−1)/2−1/2
r
+ h
α(n−1)/2
r
)
|||e|||. (3.28)
Using (3.28) and Theorem 3.1, we prove the following theorem.
Theorem 3.2. Let s ≥ 2 and t ≥ 3/2. For 0 ≤ θ ≤ 1/2, let β ≥ (2+2θ)/(n−1),α = (1+2θ)/(n−1) and g ∈ H t+θ (∂Ω,Γ∂).
Then, there exists a positive constant C which is independent of h and r such that
‖e‖ ≤ C
(
hµ−1/2+θ
r s
‖u‖Hs(Ω) + h
µ¯
r t+θ
‖g‖Ht+θ (∂Ω,Γ∂ )
)
, (3.29)
where µ = min{r + 1, s} and µ¯ = min{r + 1, t + θ}. In particular, if u ∈ Hr+1(Ω), g ∈ Hr+1/2(∂Ω,Γ∂) and θ = 0, then
‖e‖ ≤ C h
r+1/2
r r+1/2
(‖u‖Hr+1(Ω) + ‖g‖Hr+1/2(∂Ω,Γ∂ )) , (3.30)
and, if u ∈ Hr+3/2(Ω), g ∈ Hr+1(∂Ω,Γ∂) and θ = 1/2, then
‖e‖ ≤ C h
r+1
r r+1
(‖u‖Hr+1(Ω) + ‖g‖Hr+1(∂Ω,Γ∂ )) . (3.31)
Proof. The estimate (3.29) follows from (3.28) and Theorem 3.1. Rest of the proof follows from (3.29). 
For n = 2 and n = 3, we specify in Tables 3.1 and 3.2, respectively, some values of s, t , θ , β and α in Theorems 3.1 and 3.2
for which there is an improved error estimate in L2-norm.
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Fig. 1. Convergence of NIPG with h-refinement: β = 2, α = 1, ||eh|| vs h.
Fig. 2. Convergence of NIPG with h-refinement: β = 2, α = 1, ‖eh‖ vs h.
4. Numerical experiments
In this section, we conduct some numerical experiments to illustrate the theoretical results obtained in Theorems 3.1
and 3.2. For this, we consider the following test problem :
−∆u = f inΩ
u = g on ∂Ω,
where Ω = (0, 1) × (0, 1) ⊂ R2 with boundary ∂Ω . The load function f and Dirichlet data g are taken to be f (x, y) =
−2(x + 1)exey and g(x, y) = xexey so that the exact solution is u(x, y) = xexey. We consider a sequence of finite element
subdivisions Th, where each Th is formed by uniform triangles. We use the discrete space Vh with piecewise linear, quadratic
and cubic polynomials, i.e., r = 1, 2 and 3. In the first experiment, we set β = 2, α = 1 and compute the approximate
solution uh for each r = 1, 2 and 3. In Fig. 1, we plot the error in broken H1 norm against mesh size h for each r = 1, 2
and 3.We note that the computed order of convergence is hr which confirms the theoretical result obtained in Theorem 3.1.
In Fig. 2, we plot the error in L2 norm against h for piecewise linear, quadratic and cubic polynomials. We observe that the
computed order of convergence is≥ hr+1/2 which illustrates the theoretical result obtained in Theorem 3.2.
In the second experiment, we set β = 3, α = 2 and compute the order of convergence in both broken H1 norm and L2
norm. We note that the computed order of convergence is optimal in broken H1 norm, see Fig. 3, and optimal in L2 norm,
see Fig. 4. This experiment illustrates the theoretical results obtained in Theorems 3.1 and 3.2.
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Fig. 3. Convergence of NIPG with h-refinement: β = 3, α = 2, ||eh|| vs h.
Fig. 4. Convergence of NIPG with h-refinement: β = 3, α = 2, ‖eh‖ vs h.
5. Conclusions
In this paper, we have discussed L2-error estimates for the nonsymmetric interior penalty Galerkin approximation
applied to the Poisson equation with smooth nonhomogeneous Dirichlet data using super-penalty. While there is an
incompatibility in the choice of penalty parameters for proving estimates in broken H1 and L2-norms [13], the analysis
here allows us to derive optimal error estimates for smooth Dirichlet data. In [13], a use of super-penalty yields optimal L2
estimates for purely homogeneous Dirichlet data or for piecewise polynomial of degree less than or equal to the degree of
approximation of the underlying discontinuous space.
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