Polynomial Constraints for Sets with Cardinality Bounds by Marnette, Bruno et al.
Polynomial Constraints for
Sets with Cardinality Bounds
Bruno Marnette1, Viktor Kuncak2, and Martin Rinard2
1 ENS de Cachan, France
bruno@marnette.fr
2 MIT CSAIL, Cambridge, USA
{vkuncak,rinard}@csail.mit.edu
Abstract. Logics that can reason about sets and their cardinality bounds are use-
ful in program analysis, program verification, databases, and knowledge bases.
This paper presents a class of constraints on sets and their cardinalities for which
the satisfiability and the entailment problems are computable in polynomial time.
Our class of constraints, based on tree-shaped formulas, is unique in being simul-
taneously tractable and able to express 1) that a set is a union of other sets, 2)
that sets are disjoint, and 3) that a set has cardinality within a given range. As the
main result we present a polynomial-time algorithm for checking entailment of
our constraints.
1 Introduction
Hierarchical representations of sets of entities are ubiquitous in computer science, aris-
ing in programming languages, program analysis, software engineering and knowledge
bases. When considering a class of constraints, we are interested in two main questions:
- satisfiability: is a set of constraints consistent (satisfiable)?
- entailment: does one set of constraints imply (entail) another set of constraints?
Note that a solution to the second problem is also a solution to the first problem: check-
ing whether a set of constraints entails a fixed contradictory constraint solves the satis-
fiability problem.
In object-oriented programming and software modelling, set hierarchies model clas-
sification of entities into classes and are an important component of object models rep-
resented using notations such as UML [10] and Alloy [13]. The entailment problem for
set hierarchies arises when checking, for example, that one UML diagram is a refine-
ment of another diagram. Satisfiability checking can detect contradictory constraints
that indicate an error in the model or system requirements.
Set hierarchies are also essential in knowledge representation [23]. Entailment check-
ing allows one to check that the classification in a particular knowledge-base is a con-
sequence of the classification in a more general ontology.
Recently, researchers have considered the (typestate) generalization of static class
hierarchies in object-oriented languages to dynamically changing hierarchies of sets
of objects [9, 16]. Using the ideas of [18], we can statically approximate dynamically
changing set hierarchy at each program point by propagating constraints between sets
of objects using a data-flow analysis. A modular approach to such analysis needs to
check that 1) each procedure precondition is satisfied at each procedure call site, and
2) the postcondition holds at the end of each procedure. When the propagated informa-
tion encodes a set hierarchy, these two checks require deciding the entailment of such
hierarchies.
Sets with cardinality constraints. One often wishes to express constraints not only
on sets but also on certain distinguished elements of these sets. A simple and unified
way to reason about elements is to represent them as sets of cardinality one. Similarly,
it is often desirable to state that a set is non-empty or, more generally, that the number
of its elements is within given bounds. This motivates the use of cardinality constraints
on sets that participate in hierarchies.
We have previously considered expressive logics that can express such constraints
by combining the Boolean Algebra of sets with a cardinality operator and Presburger
Arithmetic [17], [15, Chapter 7]. However, the NP-hardness of these constraints po-
tentially limits their practical use, which motivated us to find constraints that have
polynomial-time algorithms. The result is the class presented in this paper, for which
we construct a polynomial-time algorithm for entailment (and therefore satisfiability).
This class can express a combination of constraints that, to the best of our knowledge,
cannot be represented using existing polynomial-time formalisms (see Section 6).
Our result. We call our notion of set hierarchy itree, standing for inclusion tree, be-
cause the edges in the hierarchy represent set inclusion B ⊆ A and because the inclu-
sion edges in an itree form an inverted tree. Moreover, an itree can specify that a set is
covered by some of its subsets (A = B ∪C ∪D), or/and that these subsets are pairwise
disjoint (B ∩C = C ∩D = B ∩D = ∅). An itree can also specify multiple orthogonal
divisions of one set into subsets, such asA = B∪C∧A = D∪E∧D∩E = ∅. Finally,
an itree can specify constant cardinality constraints on sets, such as 1 ≤ |A| ≤ 10000.
Our algorithm checks entailment of conjunctions of such constraints.
The key idea of our polynomial-time algorithm is to define a notion of normal
form where each tree node satisfies certain local constraints. We show that this nor-
mal form can be enforced in polynomial time using a set of rewrite rules. We then give
polynomial-time conditions for checking whether a normalized itree implies a given
constraint on variables. This yields an algorithm for checking whether an itree implies
a conjunction of such constraints, and we show that an itree can always be represented
as a conjunction of quantifier-free constraints. We therefore obtain a polynomial entail-
ment test for itree constraints.
Contributions. The contributions of our paper include the following:
– We introduce itree constraints for expressing hierarchies of sets, and permitting a
simple form of existential quantification over sets (Section 2.2).
– We show that generalizing the definition of itrees to permit acyclic graphs yields
constraints whose satisfiability is NP-hard (Section 2.3).
– We give a polynomial-time algorithm for checking the satisfiability of itrees by
proving sufficient conditions for the existence of their models (Section 3).
– We give a polynomial-time algorithm for checking whether an itree entails a given
cardinality, inclusion or disjointness constraint (Section 4).
– We show that the quantifiers in an itree can be eliminated, which, with the previous
result, gives polynomial-time entailment for itrees (Section 5).
A preliminary version of the current polynomial-time results (including proofs) appears
in the technical report [20], using the same ideas but slightly different definitions. Due
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to space limitations we here present only proof outlines, describing the main ideas and
revealing the underlying algorithms.
2 Constraints on sets and their graphical representation
The constraints that we consider in this paper are expressible using existentially quan-
tified conjunctions of boolean algebra formulas whose variables range over sets of un-
interpreted objects. We call these formulas Conjunctive constraints on Sets with Cardi-
nalities and denote them CSC.
Definition 1. CSC formulas are given by the following syntax:
φ ::= ∃ν1, . . . , νn. P1 ∧ . . . ∧ Pm
P := S1 ⊆ S2 | S1 ∩ S2 = ∅ | |ν|≤k | |ν|≥k
S := s | ν | S1 ∪ S2
Variables in CSC formulas denote sets and can be free set variables (denoted s, s′, si)
or bound set variables (denoted ν, ν′,νi). Sets in CSC formulas are denoted by variables
or unions of variables. Cardinality constraints apply only to bound variables.
Lemma 1. Satisfiability of CSC formulas is NP-hard.
Lemma 1 holds because CSC can express boolean algebra constraints on subsets of
a fixed set variable U . Namely, union together with disjointness from U can define
set complement; union and complement then allow encoding arbitrary propositional
operations.
2.1 Graph representation IGRAPH for CSC
As a first step towards identifying polynomial constraints, we introduce a representa-
tion of CSC by igraphs (standing for inclusion graphs). In the following definition of
igraphs, the nodes VN are bound set variables ν and the edges represent the subset
inclusion of sets. Nodes are tagged with cardinality constraints and with mode symbols
establishing additional constraints between a node and its direct sons. If ν is tagged with
the mode symbol ©, the sons of ν are pairwise disjoint. If ν is tagged with the mode
symbol , the sons {ν1, . . . , νn} of ν cover entirely ν, that is ν ⊆ ∪iνi. If ν is tagged
with the mode symbol , then ν is equal to each of its sons. When a set ν participates in
several atomic formulas, we can use the mode to introduce synonyms for ν. Finally, a
mapping σ establishes equalities between free set variables s ∈ SN and bound variables
ν ∈ VN. It also enables the encoding of set emptiness using a special symbol ∅I .
Definition 2 (IGRAPH). An igraph G ∈ IGRAPH is either the false igraph ⊥I or a
tuple (SN,VN, ,CInf,CSup,M, σ) such that
SN and VN are two disjoint sets of set variables
(VN, ) is a directed graph
CInf : VN → N (N = {0, 1, 2, . . .})
CSup : VN → N ∪ {∞} (∀k ∈ N. k <∞)
M : VN → P({,,©})
σ : SN → VN ∪ {∅I}
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The set SN corresponds to the free variables s of G. The elements of VN correspond
to the bound variables ν and are also called nodes by graph analogy. P({,,©})
denotes the set of subsets of {,,©}. We write ν  ν′ when (ν, ν′)∈ . We define
the set of sons of ν ∈ VN by Sons(ν) = {ν′|ν′  ν} and the incoming degree of ν by
d(ν) = |Sons(ν)|.
Definition 3 (IGRAPH semantics). The semantics Sem(⊥I) of the false igraph ⊥I is
by definition the formula false. With each igraph G 6=⊥I we associate a quantifier-free
CSC formula Sem0(G) as follows:
Sem0(G)
def
=
∧


∧
{ν′⊆ν
∣∣ ν, ν′∈VN ∧ ν′ ν}∧
{ν′=ν
∣∣ ν, ν′∈VN ∧ ν′ ν ∧ ∈M(ν)}∧
{ν⊆
⋃
Sons(ν)
∣∣ ν∈VN ∧ ∈M(ν)}∧
{ν′∩ν′′=∅
∣∣ ν∈VN ∧ ν′, ν′′∈Sons(ν) ∧ ν′ 6=ν′′ ∧©∈M(ν)}∧
{CInf(ν)≤|ν|≤CSup(ν)
∣∣ ν∈VN}
The semantics Sem(G) of G is then:
Sem(G)
def
= ∃ν1, . . . , νn. Sem0(G) ∧
∧
s∈SN
{
s = ∅, if σ(s) = ∅I
s = ν, if σ(s) = ν
Figure 1 gives an example of an igraph G (represented graphically) with its semantics
Sem(G). Given two igraphs G and G′ we write G |= G′ iff Sem(G) entails Sem(G′)
and we write G ≡ G′ when both G |= G′ and G′ |= G. We say that G is satisfiable
iff Sem(G) is satisfiable. We also use the symbols |= and ≡ to compare igraphs and
CSC formulas, identifying igraphsG with their semantics Sem(G). To avoid confusion
between the syntax and the semantics of formulas we use square brackets around for-
mulas. Thus, in the following sections, [ν = ν′] denotes an equality between two sets
while ν=ν′ only states that ν and ν′ are the same variable symbol (or the same node).
By construction, the semantics of an igraph is expressible by a CSC formula. The
following lemma shows that the converse holds as well.
Lemma 2. For each φ ∈ CSC we can compute in linear time an equivalent igraph.
As a consequence, the satisfiability of igraphs is also NP-hard.
2.2 Definition of itrees
We can now define our subclass of tree-shaped igraphs. We call this subclass itrees.
Polynomial-time algorithms for satisfiability and entailment of itrees are the subject of
this paper.
Definition 4 (ITREE). A generalized itree (gitree) T is either the false igraph⊥I or an
igraph G ∈ IGRAPH such that (VN, ) is a tree, oriented from the leaves to the root.
An itree is a generalized itree such that, for each ν ∈ VN
σ−1(ν) = ∅ ⇒ CInf(ν) = 0 ∧ CSup(ν) = ∞ (QE)
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sMEDIA, ν0
[0..90]

νcontent

sVIDEO, sMOVIE, ν1
[5..∞]
sMUSIC, ν2
[25..∞]
νfile

νtype
©
sMP3, ν3 sAVI, ν4
νsize
,©
sSMALL, ν5
[0..50]
sBIG, ν6
[0..15]
∅I , sCENSORED
Sem(G) =
∃ν1, ν2, ν3, ν4, ν5, ν6,
νcontent, νfile, νtype, νsize.
νcontent⊆ν0 ∧ νfile⊆ν0∧
ν1⊆νcontent ∧ ν2⊆νcontent∧
νtype⊆νfile ∧ ν3⊆νtype∧
ν4⊆νtype ∧ νsize⊆νfile∧
ν5⊆νsize ∧ ν6⊆νsize
ν0 =νcontent=νfile ∧
νfile=νtype=νsize ∧
νcontent=ν1 ∪ ν2∧
νsize=ν5 ∪ ν6 ∧
ν3 ∩ ν4 =∅ ∧
ν5 ∩ ν6 =∅ ∧
|ν0|≤ 90 ∧ |ν1|≥5 ∧
|ν2|≥25∧
|ν5|≤ 50 ∧ |ν6|≤15 ∧
sMEDIA=ν0 ∧ sMOVIE=ν1∧
sVIDEO=ν1 ∧ sMUSIC=ν2∧
sMP3=ν3 ∧ sAVI=ν4∧
sSMALL=ν5 ∧ sBIG=ν6∧
sCENSORED=∅
Fig. 1. An example of itree (a particular case of igraph) and its semantics
Thanks to the tree-shape condition, itrees (and even generalized itrees) satisfy some
important properties that are not true for general (or acyclic) igraphs. For example, it
follows from Lemma 10 of Section 4.2 that the semantics φ of an itree always satisfies,
for all set variables s1, s2, s3, the following property:
φ |= [s1 ⊆ s2 ∧ s1 ⊆ s3] ⇒
(
φ |= [s1 = ∅] ∨ φ |= [s2 ⊆ s3] ∨ φ |= [s3 ⊆ s2]
)
This property allows us to prove, for example, that the CSC formula [A ⊆ B ∧A ⊆ C]
is not expressible as a (generalised) itree. Therefore, the class ITREE is a strict subclass
of IGRAPH and is a good candidate for a more efficient fragment of IGRAPH.
The QE condition (standing for quantifier elimination) in the definition of ITREE
ensures that the semantics of itrees can in fact be expressed using a quantifier-free CSC
formula, as proved in Section 5. Note that a sufficient condition for QE is that σ−1(ν) 6=
∅ for each ν ∈ VN.
Because we can check whether a graph is a tree by depth-first traversal of the graph,
we have the following result.
Lemma 3. Deciding whether a given igraph G ∈ IGRAPH is an itree (G ∈ ITREE)
can be done in linear time.
2.3 Hardness of acyclic igraphs
We have observed that satisfiability of igraphs is NP-hard. In contrast, we prove in the
rest of this paper that itrees have polynomial-time satisfiability and entailment prob-
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lems. A natural question to ask is whether we could obtain polynomial-time algorithms
for igraphs where inclusions are acyclic but not tree-like. The following lemma (see
also [20, Section 4, Lemma 4]) suggests a negative answer to this question.
Lemma 4. Let IDAG denote the class of igraphs for which (VN, ) is a directed
acyclic graph (DAG). For each igraph in IGRAPH we can compute in polynomial time
an equivalent igraph in IDAG. Therefore, satisfiability in IDAG is NP-hard.
The essence of the proof of Lemma 4 is that we can collapse (in polynomial time)
cycles in an igraph to obtain an equivalent acyclic igraph. In addition to NP-hardness of
the class of acyclic igraphs, we can prove NP-hardness for several subclasses of IDAG,
using the construction in [20, Section 5, Theorem 2]. We therefore believe that consider-
ing tree-like restrictions on igraphs is a reasonable approach to identifying polynomial
constraints.
3 Deciding satisfiability of generalized itrees in polynomial time
This section gives a linear-time algorithm for satisfiability of generalized itrees. This
result is a first step to an algorithm for checking entailment, which we describe in Sec-
tion 5, building on the results in this section. Moreover, the satisfiability algorithm is of
interest in itself.
We proceed by first showing (Lemma 5) that the bottom-up propagation of con-
straints (rewriting rules R1 and R2) allows transforming in linear time any gitree T
into an equivalent gitree R↓
2
(T ) such that either a) R↓
2
(T ) =⊥I , in which case T is
clearly unsatisfiable, or b) R↓
2
(T ) satisfies two properties C1 and C2. We then show
(Lemma 6) that any gitree for which C1 and C2 hold is satisfiable. As a result, we
can decide in linear time whether T is satisfiable by first computing R↓
2
(T ) and then
returning satisfiable if and only if R↓
2
(T ) is different from ⊥I .
Lemma 5. For each gitree T we can compute in linear time an equivalent gitreeR↓
2
(T )
such that eitherR↓
2
(T ) =⊥I or R
↓
2
(T ) satisfies (for each node ν) both:
M(ν) ∈ {∅, {}, {©}, {}, {©,}} (C1(ν))
and BUInf(ν) ≤ CInf(ν) ≤ CSup(ν) ≤ BUSup(ν) (C2(ν))
where, for Sons(ν)={ν1, . . . , νn},
BUInf(ν)
def
=
{ ∑
i CInf(νi), if © ∈ M(ν)
maxi CInf(νi), otherwise
BUSup(ν)
def
=


mini CSup(νi), if  ∈ M(ν)∑
i CSup(νi), if  ∈ M(ν)
∞, otherwise
Proof. Such a formR↓
2
(T ) can be obtained from T in two steps. The first steps consists
in simplifying the mode combinations by applying the following rewriting rule R1 to
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every node (in any order).
if apply
d(ν) = 0 M(ν) := (M(ν)− {})
d(ν) ≤ 1 M(ν) := (M(ν)− {©})
d(ν) ≥ 1 M(ν) := (M(ν)− {})
 ∈ M(ν)
d(ν) ≥ 2 M(ν) := (M(ν)− {©})
{,©} ⊆ M(ν) ∀ν′∈Sons(ν), CSup(ν′) := 0
(R1(ν))
The second step consists in applying the ruleR2 below to every node, proceeding from
the leaves towards the root, in order to 1) refine the cardinality bounds and 2) recognize
the contradictory bounds such that CInf(ν) > CSup(ν).
CInf(ν) := Max(CInf(ν),BUInf(ν))
CSup(ν) := Min(CSup(ν),BUSup(ν))
If CInf(ν) > CSup(ν) then T :=⊥I
(R2(ν))

ν1, s1
[2..4]
,
ν2
[0..4]

ν4
[0..2]
ν3
[2..4]
©
ν5
[3..∞]
R1(ν1)
R1(ν3)
=⇒
ν1, s1
[2..4]

ν2
[0..4]

ν4
[0..2]
ν3
[2..4]
ν5
[3..∞]
R2(ν2)
R2(ν3)
=⇒
ν1, s1
[2..4]

ν2
[0..2]

ν4
[0..2]
ν3
[3..4]
ν5
[3..∞]
R2(ν1)
=⇒
ν1, s1
[3..2]

ν2
[0..2]

ν4
[0..2]
ν3
[3..4]
ν5
[3..∞]
R2(ν1)
=⇒ ⊥I
Fig. 2. Example of R1 and R2 derivation
We say that Ci holds for T (i.e. “T satisfies Ci”) iff Ci(ν) holds for each node ν of T .
Lemma 6. Every gitree T 6=⊥I for which both C1 and C2 hold is satisfiable.
Proof. We first note that a gitree T such that T 6=⊥I is satisfiable if and only if there
exists a model for Sem0(T ). Indeed, a model (∆,α : VN → P(∆)) for Sem0(T ) can
be turned into a model (∆,α′ : SN → P(∆)) for Sem(T ) by taking α′(s) = ∅ when
σ(s) = ∅I and α′(s) = α(σ(s)) when σ(s) ∈ VN.
When T satisfies both C1 and C2 we can build a model for Sem0(T ) in two steps.
We first choose (in linear time) relevant cardinalities ψ(ν) ∈ N for the nodes ν, pro-
ceeding from the root to the leaves. More precisely, we take ψ(ν) = CInf(ν) for the
root ν of T and define recursively the values ψ(νi) for the sons νi of a node ν, for a
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chosen ordering of Sons(ν) = {ν1, . . . , νn}, and by induction on i = 1..n:
ψ(νi)
def
=


CInf(νi) if M(ν) = ∅
CInf(νi) if M(ν) = {©}
ψ(ν) if M(ν) = {}
min(CSup(νi), ψ(ν)) if M(ν) = {}
min(CSup(νi), ψ(ν)−Σ
i′<i
ψ(νi′ )−Σ
i′>i
CInf(νi′)) if M(ν) = {©,}
The conditions C1 and C2 guarantee that this cardinality choice satisfies the following
propertyHψ for every node ν such that Sons(ν) = {ν1, . . . , νn}:
CInf(ν) ≤ ψ(ν) ≤ CSup(ν)∧
i ψ(νi) ≤ ψ(ν)
 ∈ M(ν) ⇒
∧
i ψ(νi) = ψ(ν)
© ∈ M(ν) ⇒
∑
i ψ(νi) ≤ ψ(ν)
 ∈ M(ν) ⇒
∑
i ψ(νi) ≥ ψ(ν)


(Hψ(ν))
When a cardinality choice satisfying Hψ(ν) for all nodes ν of T is chosen, the
second step consists in building for every node ν, taken from the leaves to the root, a
model for the formula Sem0(T |ν) where T |ν denotes the sub-itree T |ν of T of root ν.
The role played by Hψ(ν) in this construction is the following: the property ψ(νi) ≤
ψ(ν) ensures that the son νi of ν is small enough to fit in ν; when M(ν) = {}, the
property ψ(νi) = ψ(ν) ensures that the sons νi of ν have the right cardinality to be
made equal to ν; when © ∈ M(ν) the property
∑
i ψ(νi) ≤ ψ(ν) ensures that the
disjoint union of the sons of ν can fit in ν; when  ∈ M(ν), the property∑i ψ(νi) ≥
ψ(ν) ensures that the sons of ν contain enough elements to cover entirely ν; the property
CInf(ν) ≤ ψ(ν) ≤ CSup(ν) ensures that the cardinality constraints are not violated.
Corollary 1. A gitree T is satisfiable iff R↓
2
(T ) 6=⊥I .
Corollary 2. We can decide the satisfiability of a gitree in linear time.
4 Entailment of quantifier-free formulas
The goal of this section is to show that for every gitree T (and, in particular, for every
itree T ∈ ITREE), and every formula φ from a quantifier-free fragment QFCSC of CSC
defined below, we can decide whether T entails φ in polynomial time.
Definition 5 (QFCSC). φ ::= P1 ∧ . . . ∧ Pm
P := S1 ⊆ S2 | S1 ∩ S2 = ∅ | |s|≤k | |s|≥k
S := s | S1 ∪ S2
Because QFCSC formulas are conjunctions of atomic formulas, we can decide whether
T entails a formulaΦ = P1∧. . .∧Pn by checking whether T |= Pi for all i = 1..n. For
deciding T |= P we start by applying additional rewriting rules that enforce stronger
properties on gitrees than in the previous section. For each kind of atomic proposition
P (cardinality constraint, inclusion, or disjointness) we then define conditions on nor-
malized gitrees that 1) characterize the property T |= P , and 2) are computable in
polynomial time.
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4.1 Checking cardinality constraints
Analogously to the definition of BUInf and BUSup (in Lemma 5) we next define for
every node ν of a gitree T a lower bound TDInf(ν) and an upper bound TDSup(ν)
for the cardinality of ν, this time corresponding to top-down reasoning. Given a node ν
such that ν = Root(T ) or ν  ν′ and Sons(ν′) = {ν, ν1, . . . , νn} we define
TDInf(ν)
def
=


0, if ν = Root(T )
0, if M(ν′) ∈ {∅, {}}
CInf(ν′), if M(ν′) = {}
CInf(ν′)−
∑
i CSup(νi), if M(ν′) ∈ {{©}, {©,}}
TDSup(ν)
def
=


∞, if ν = Root(T )
CSup(ν′), if M(ν′) ∈ {∅, {}, {©}}
CSup(ν′)−
∑
i CInf(νi), if M(ν′) ∈ {{}, {©,}}
Lemma 7. For each satisfiable gitree T we can compute in linear time an equivalent
gitree R↓
3
(T ) satisfying C1, C2, and, for each ν ∈ VN,
TDInf(ν) ≤ CInf(ν) ∧ CSup(ν) ≤ TDSup(ν) (C3(ν))
Proof. Such a gitree R↓
3
(T ) can be obtained by applying the following rule R3 to
R↓
2
(T ) using a top-down strategy
CInf(ν) := Max(CInf(ν),TDInf(ν))
CSup(ν) := Min(CSup(ν),TDSup(ν))
(R3(ν))

Lemma 8 (Checking cardinality constraints). For each gitree T satisfying C1, C2
and C3, each s ∈ SN, and each a, b ∈ N we have
T |=[a≤|s|≤b] ⇐⇒
{
either σ(s) = ∅I ∧ a = 0
or a≤CInf(σ(s))≤CSup(σ(s))≤b
We can therefore decide whether T |=[a≤|s|≤b] in linear time.
Proof. For each T 6=⊥I satisfying C1, C2, C3, for each ν ∈ VN and for each k ∈
[CInf(ν),CSup(ν)], the gitree T|ν|←k obtained from T by applying CInf(ν) := k and
CSup(ν) := k satisfies R↓
2
(T|ν|←k) 6= ⊥I . Therefore, by Corollary 1, there exists a
model (∆,α) of Sem0(T ) such that |α(ν)| = k.
When T satisfies C1, C2, C3 we can then check that the cardinality bounds CInf
and CSup are optimal. That is, for every node ν of such a gitree we have CInf(ν) =
min{|α(ν)|, (∆,α) |= Sem0(T )} and CSup(ν) = max{|α(ν)|, (∆,α) |= Sem0(T )}.
The result follows directly from this observation.
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4.2 Checking inclusion and disjointness constraints
Now that we have optimal cardinality bounds, it is natural to look at the influence of
cardinality constraints on other types of constraints. This approach allows us to enforce
an additional propertyC4 on gitrees using a rewriting systemR4. Finally, we show how
to take advantage of C4 to decide which inclusion constraints (Lemma 10) or which
pairwise disjointness (Lemma 11) hold in a gitree T .
Lemma 9. For each satisfiable gitree T we can compute in linear time an equivalent
gitree R↓
4
(T ) satisfying C1, C2, C3, and, for each ν ∈ VN,
CSup(ν) > 0
d(v) = 1 ⇒ M(ν) ∈ {{}, {©}}
M(ν) = {} ⇒ CInf(ν) < Σ
ν′ ν
CSup(ν′)
M(ν) = {©} ⇒ CSup(ν) > Σ
ν′ ν
CInf(ν′)


(C4(ν))
Proof. Such a gitree R↓
4
(T ) can be obtained by applying with a bottom-up strategy the
following ruleR4 to R↓3(T )
if apply
d(ν) = 1 M(ν) := {©}
M(ν) = ∅
M(ν) = {©} M(ν) := {,©}
CSup(ν)≤ Σ
ν′ ν
CInf(ν′)
M(ν) = {} M(ν) := {,©}
CInf(ν)≥ Σ
ν′ ν
CSup(ν′)
d(ν) = 1 M(ν) := {}
 ∈ M(ν)
CSup(ν) = 0 VN := VN− {ν}
d(ν) = 0 ∀s ∈ σ−1(ν)
σ(s) := ∅I
(R4(ν))

Lemma 10 (Checking inclusion constraints). For each gitree T and each X ⊆ VN
we define a unary predicate IX on VN as the least fixed point of
IX(ν) ⇐ ν ∈ X
IX(ν) ⇐  ∈ M(ν) ∧ (∃ν′ ∈ Sons(ν) IX(ν))
IX(ν) ⇐  ∈ M(ν) ∧ (∀ν
′ ∈ Sons(ν) IX(ν))
IX(ν) ⇐ ν  ν′ ∧ IX(ν′)
Then, if T satisfies C1, C2, C3, C4, then for all subsets S, S′ ⊆ SN, for
X ′ = {σ(s) | s ∈ S′ ∧ σ(s) ∈ VN} we have:
T |= [(∪S) ⊆ (∪S′)] ⇐⇒ ∀s ∈ S
(
σ(s) = ∅I ∨ IX′(σ(s))
)
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ν1, s1
[5..5]

ν2
[0..3]
ν3
[2..2]
©
ν4
[2..4]
ν5, s2
[0..∞]
∅I , s3
R3(ν2)
R3(ν4)
R3(ν5)
=⇒
ν1, s1
[5..5]

ν2
[3..3]
ν3
[2..2]
©
ν4
[2..2]
ν5, s2
[0..0]
∅I , s3
R4(ν5)
=⇒
ν1, s1
[5..5]

ν2
[3..3]
ν3
[2..2]
©
ν4
[2..2]
∅I , s3, s2
R4(ν3)
R4(ν1)
=⇒
ν1, s1
[5..5]
©
ν2
[3..3]
ν3
[2..2]

ν4
[2..2]
∅I , s3, s2
Fig. 3. Example of R3 and R4 derivations
Proof. The result is a consequence of the following observation: for each T satisfying
C1, C2, C3, C4, for each ν ∈ VN and each X ⊆ VN we have:
Sem0(T ) |= [ν ⊆ (∪X)] ⇐⇒ IX(ν)
The proof of this claim relies on a refinement of the algorithm of model construction
used in the proof of Lemma 6. 
Lemma 11 (Checking disjointness constraints). For each gitree T we define the bi-
nary predicates D and D∗ on VN×VN by
D(ν, ν′) ⇐⇒ ν 6= ν′ ∧ ∃ν′′ ∈ VN, {ν, ν′} ⊆ Sons(ν′′) ∧ © ∈ M(ν′′)
D∗(ν, ν′) ⇐⇒ ∃ν0, ν′0 ∈ VN, ν  
∗ ν0 ∧ ν′  ∗ ν′0 ∧ D(ν0, ν
′
0
)
Then, if C1, C2, C3, C4, for all subsets S, S′ of SN we have
T |= [(∪S)∩(∪S′) = ∅] ⇐⇒ ∀(s, s′) ∈ (S×S′)
{
either σ(s) = ∅I ∨ σ(s′) = ∅I
or D∗(σ(s), σ(s′))
Proof. The result is a consequence of the following observation, which again relies on
a refinement of the algorithm of model construction: when T satisfies C1, C2, C3, C4
then for all ν, ν′ ∈ VN we have Sem0(T ) |= [ν ∩ ν′ = ∅] ⇐⇒ D∗(ν, ν′) 
We conclude this section by combining Lemmas 8,10, and 11 to prove the following
theorem.
Theorem 1. We can decide whether a gitree entails a QFCSC formula in polynomial
time.
5 Testing entailment of itrees in polynomial-time
The test of entailment between two arbitrary gitrees (T |=T ′) is complicated by the ex-
istential quantifiers in the semantics of T ′ which prevent us from decomposing Sem(T ′)
into a conjunction of independent atomic formulas. However, if we can express a gitree
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T ′ as a QFCSC formula, the previous section yields a polynomial-time algorithm for
checking whether a gitree entails T ′. In this section we show that the condition
σ−1(ν) = ∅ ⇒ CInf(ν) = 0 ∧ CSup(ν) = ∞ (QE)
in the definition of itrees ensures that we can indeed compute a QFCSC formula asso-
ciated with the itree, which motivates the definition of itrees as a subclass of gitrees.
As a first step, the following lemma gives a sufficient condition for a node of an
itree (that is, a bound variable) to be expressible as a union of some free variables.
Lemma 12. Given an itree T we define the unary predicate Det on VN as the least
fixed point of
Det(ν) ⇐ σ−1(ν) 6= ∅
Det(ν) ⇐  ∈ M(ν) ∧ ∀ν′ ∈ Sons(ν). Det(ν′)
Det(ν) ⇐ M(ν) = {} ∧ ∃ν′ ∈ Sons(ν). Det(ν′)
Det(ν) ⇐ ∃ν′. ν  ν′ ∧M(ν′) = {} ∧ Det(ν′)
Then for each node ν we have: Det(ν) ⇒ (∃Sν ⊆ SN. T |= [ν = (∪Sν)])
Moreover, the predicate Det and a mapping ν 7→ Sν are computable in polynomial
time.
When Det(ν) holds for all nodes ν of a gitree T , it is clear that we can transform
the formula φ = Sem(T ) into an equivalent formula φ′ such that no quantified variable
appears inside inclusion constraints or disjointness constraints. However, it is not suf-
ficient to check that Det(ν) holds for all nodes ν to ensure that T ∈ QFCSC. Indeed,
QFCSC only allows expressing cardinality constraints on free set variables and not on
arbitrary union of set variables. It is for this reason that we are naturally interested in the
class ITREE of gitrees for which non trivial cardinality constraints can only be enforced
to nodes ν for which there exists s ∈ SN such that σ(s) = ν.
Lemma 13. For each itree T ∈ ITREE we can compute in polynomial time an equiva-
lent itree R′↓(T ) satisfying Det(ν) for all nodes ν ∈ VN.
Proof. Given an itree T we can first compute an itree T1 equivalent to T and satisfying
the condition (C1) on M. BecauseR1 does not preserve the QE condition, we compute
T1 in three steps: 1) discard the cardinality constraints of T by applying CInf(ν) := 0
and CSup(ν) := ∞ to every node; 2) apply R1,R2,R3,R4; and 3) recover the initial
cardinality constraints on the nodes that remain in the tree. Step 2) makes some subtrees
of T empty and changes M,CSup,CInf for existing nodes, but never introduces new
nodes or causes σ−1(ν) = ∅ to hold for additional nodes that remain in the tree. Thus,
QE holds after step 3). We can compute the final itree R′↓(T ), equivalent to T and T1,
by applying the rewriting rule R′ of Figure 4 to T1 using a bottom-up strategy.
Lemma 14 (ITREE ⊆ QFCSC). For each itree T ∈ ITREE we can compute in poly-
nomial time an equivalent formula of QFCSC.
Given a mapping ν 7→ Sν from Lemma 12, this QFCSC formula can be computed from
Sem(R′↓(T )) by first substituting each ν with ∪Sν in the formula Sem(R′↓(T )) and
then eliminating the quantifiers.
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if apply
ν  ν′ VN := VN− {ν}
d(ν) = 0 M(ν′) := M(ν′)− {}
σ−1(ν) = ∅
ν = Root(T ) VN := VN− {ν}
d(ν) = 0
σ−1(ν) = ∅
M(ν) ∈ {∅, {©}} M(ν) := M(ν) ∪ {}
ν  ν′ M(ν′) := M(ν′)− {}
M(ν′) 6= {}
σ−1(ν) = ∅
M(ν′) = {} M(ν′) := ∅
∀ν ∈ Sons(ν′) ∀ν ∈ Sons(ν′)
M(ν) ∈ {∅, {©}} M(ν) := M(ν) ∪ {}
σ−1(ν) = ∅
(R′(ν))
Fig. 4. Rewriting rule R′
ν1, s1
[2..∞]

ν2
©
s2 s3
ν3

ν4
s4
[1..∞]
R′(ν4)
=⇒
ν1, s1
[2..∞]

ν2
©
s2 s3
ν3
s4
[1..∞]
R′(ν1)
=⇒
ν1, s1
[2..∞]
ν2
©
s2 s3
ν3

s4
[1..∞]
=⇒
8>><
>>:
then apply
ν1 7→ s1
ν2 7→ s2∪s3
ν3 7→ s4
to Sem(T )
Fig. 5. Use of R′ on an itree and quantifier elimination
Figure 5 gives an example of an application of R′ to an itree and indicates which
substitution can finally be applied to obtain a quantifier-free formula. Finally, combin-
ing Lemma 14 and Theorem 1, we obtain the main theorem of this paper.
Theorem 2. We can decide entailment of itrees in polynomial time.
6 Related work
We are not aware of any previously known constraints on sets with cardinality con-
straints that have polynomial-time entailment while supporting all the constraints present
in the ITREE class.
Set algebras with cardinalities. Quantified formulas of boolean algebra are complete
for the class of alternating exponential time with a linear number of alternations [14],
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and even a small number of alternations leads to exponential complexity [12]. Car-
dinality constraints naturally arise in quantifier elimination for boolean algebras [19].
The quantifier-free case of Boolean Algebra with Presburger Arithmetic is described
in [5, Section 11], [25] with an non-deterministic exponential time decision procedure,
which is also achieved as a special case of [17]. Recently, [15, Section 7.9] gave a
non-deterministic polynomial-time algorithm for quantifier-free Boolean Algebra with
Presburger Arithmetic. All these constraints are NP-hard.
Description logics. Description logics [3] can reason about sets (concepts) and rela-
tions (roles). However, polynomial-time description logics such as the ones described
in [8, Section 7] and [2], [3, Section 3.9.2] do not support set unions; the presence of
union is generally considered to lead to intractability. Note also that the subsumption
in the context of description logic typically refers to testing A ⊆ B for two defined
concepts A and B, as opposed to testing whether a conjunction of constraints on sets
implies another constraint on sets, as in our case. Furthermore, cardinality constraints
in description logics typically apply to a relation and are used to designate a new set, as
opposed to imposing a constraint on an existing set.
Horn clause fragments. Polynomial-time fragments of first-order logic Horn clauses
such as [11,21] can in principle encode some relationships on sets by representing them
as predicates, but they do not support cardinality constraints.
Constraint satisfaction problems. Constraint satisfaction problems (CSP) [7] also
identify the important idea of propagating constraints along tree-like structures. For
example, the Yannakakis algorithm has linear time complexity for the satisfiability of
acyclic sets of constraints [24]. However, such algorithms typically work on concrete
domains such as booleans or integers; we are not aware of their application to con-
straints that involve set variables along with their cardinalities. Indeed, an attempt to
generalize itrees to acyclic graphs yields NP-hard constraints. Note that representing
the values of set variables explicitly (as done in many constraint satisfaction prob-
lems over finite domains) would result in exponentially large models. Like [8, Section
7], our polynomial algorithm avoids this problem using polynomial representation of
models, but, unlike [8, Section 7], can express conjunctions of constraints of the form
A = B ∪C.
Tree-width. The notion of tree-width [22] can be used as a mesure of the “treeness”
of a conjunctive formula and often leads to polynomial results on classes of formulas
with bounded tree-width. However, although inclusion constraints in an itree form a tree
and syntactically have bounded tree-width, disjointness and union constraints introduce
dependencies between siblings of a tree. Therefore, the overall tree-width of an itree
formula is not bounded. Similarly, the result [6], stating that monadic second-order logic
queries over graph structures of bounded tree-width are polynomial, does not seem to
simplify the problem of checking entailment (or satisfiability) of itrees. Indeed, there
is no natural way of representing, for example, cardinality bounds on sets in monadic
second-order logic.
Constraints in program analysis. Set constraints [1, 4] are incomparable to our con-
straints. On the one hand, set constraints are interpreted over ground terms and contain
operations that apply a given free function symbol to each element of the set. On the
other hand, unlike our constraints, set constraints do not support cardinality operators.
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