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The geometric reductivity of reductive algebraic groups defined over a field 
(or Mumford’s conjecture) has now been proved by Haboush (cf. [6]). Our aim 
here is twofold: 
(i) to indicate how geometric reductivity can be formulated and proved 
for reductive group schemes (say over ground rings), and 
(ii) to write down the consequences of geometric reductivity for quotient 
spaces modulo actions by reductive group schemes as is done, for example, in 
[8] for ground fields of characteristic zero (and under some hypotheses in [ll , 
121 for arbitrary fields). 
It turns out that there are no essential difficulties in extending the proofs given 
over ground fields. However, this task has been undertaken principally in view of 
the applications to moduli problems where geometric reductivity (over a fairly 
general base) and especially its consequences for quotient spaces under actions of 
reductive group schemes are really required. 
I. GEOMETRIC REDUCTIVITY 
1. Preliminaries 
Let S = Spec R, R a noetherian ring with unit element. Let G = Spec R[C;I 
be an afine group scheme over S. Let V be an R-module. Then V is said to be a 
G - S module (or G - R module or shortly G-module, [4, Sect. 3, Exp. I]) if 
V R-algebra A, we are given a homomorphism 
v: G(A) - AUt,mod(V 6% A), 
which is functorial in A. Here G(A) denotes the group of A-valued points of G. 
When g E G(A) and v  E V @ RA, we often write simply gn instead of q(g)v. 
It is easily seen that V is a G-module if and only if we are given an R-linear map 
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which makes V into a comodule under the coalgebra (or bigebra, cf. [3]) R[Gj 
(over R) (cf [4, Sect. 4.2, Exp. I]). 
The R-algebra R[G] considered as an R-module has two natural G-module 
structures called the left regular and right regular representations respectively. 
These can be defined as follows: Let us be given morphisms of afline schemes 
T’d T-t S, T’ = Spec A’, T = Spec A. 
Then we have a homomorphism of groups 
,+., : G(T) + G(T’). 
Now G(T) operates through pT’ on G(T’) (on the right) in two ways as follows: 
(i) h og = p,,(g-l)h 
(ii) h og = h+(g) 
g E G(T), h E G(T’). 
Now by functoriality in T’ when we fix T and vary T’, (i) and (ii) define, 
respectively, two actions of the (abstract) group G(T) on the T-group scheme 
G xs T (on the right) so that we get two homomorphisms 
~1’ : G(T) - -4%~sch(G x s T), 
pr’ : G(T) - AUtT-scJG x s T). 
Hence pr’, p,.’ induce homomorphisms 
PZ: G(T) - WTl OR A 
pr: WY - N3’l OR A 
T = Spec A, A an R-algebra. 
These are again functorial in T so that pz , P,. define G - S module structures on 
R[Gj called the left regular and right regular representations respectively. These 
G-module structures on R[q can also be seen more directly as follows: Let A be 
an R-algebra. Then giving an element FE R[G OR A] is equivalent to giving 
maps : 
F /,’ : G(A’) -+ A’, A’ an A-algebra 
which are functorial in A’. We have canonical homomorphisms 
pA’ : G(A) -+ G(A’). 
Then if s E G(A) the left and right regular representations are defined, respec- 
tively, as follows: Let g E G(A’) 
(i) LpA(g) = FA(pA(s-l)g) (or written simply as Fa’(s-lg)) 
(ii) R,F,,(g) = FR,(gpA,(s)) (or written simply as F,,(gs)). 
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Let V, , V, be two G - S modules. Then we have the usual notion of a 
G-homomorphism p: VI -+ V, of G - S modules, i.e., 9 is an R-linear map and 
‘p 6& A is a homomorphism of G(A) modules V R-algebra A. Suppose that V, is 
an R-submodule of an R-module V, and VI , V, have G - S module structures 
such that the canonical inclusion VI c--+ V, is a G-homomorphism. Then VI is 
said to be a G-submodule of V, . If, moreover, the canonical homomorphism 
VI OR A -+ V, OR A is injective V R-algebra A, we say that VI is a pure G- 
submodule of V, (cf. [3, II, Sect. 2, 1.31). Note that if V, is a G-submodule of V, 
and V, is a direct summand in V, as an R-module, then VI is a pure G-submodule 
of V, . Any R-module V has a trivial G-module strut&e, namely, the G-module 
structure on V induced by taking the trivial action of G(A) on V @s A V R- 
algebra A (i.e., ifg E G(A) and o E V 6& A, gv = v). 
An element v E V, where V is a G-module, is called G-invariant if V R-algebra 
A, G(A) v = v (to be strict v denotes the element v @ 1 in V OR A) or, equiv- 
alently, the R-homomorphism R -+ V defined by 1 M v is a G-homomorphism, 
R having the trivial G-module structure. The set of G-invariant elements is an 
R-submodule and is denoted by VG, in fact VG is a G-submodule of V when VG 
is endowed with the trivial G-module structure. An element v E V OR A (A an 
R-algebra) which is G @a A invariant is sometimes called, for shortness, 
a G-invariant element of V OR A. 
Let V be a G-module. Then V R-algebra A, the A-module Hom,( V OR A, A) 
acquires a canonical G(A) module structure (functorial in A) by taking the action, 
contragradient to the action of G(A) on V OR A. Note, however, that these 
data need not define a G-module structure on V, where V = Hom,(V, R). 
Suppose that V is free of finite rank over R. Then we get a canonical structure of a 
G-module on V for then we have 
V @a A N Hom,(V OR A, A) 
Let ( ) denote the canonical pairing between V @a A and V @a A. Then if 
g E G(A), v E V OR A, and v* E V OR A, the transpose “g of g is defined by 
(v, @I*> = (gv, v*> 
and the contragradient (left) action of G(A) on V 8s A is defined by 
gv* = (“g)-1 v*. 
Hence we get 
or 
<p, a*> = <VP i?-l v*), 
<v, v*> = <gv,ger*>. 
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Let us now define the “coefficient functions”: Let v  E V and v* E p. Define 
%.v*.A : G(A) + A, A an R-algebra 
U,,v*,Ak) = <% gv*) 
where v, v* denote, for shortness, v  @ 1 and v* @ 1, respectively. These are 
functorial in A and hence fixing v, v* we get a morphism (over R) 
A1 = Spec R[X], 
or, equivalently, uV,V’ can be identified with an element of R[G]. Note that for 
s E G(A’), g E G(A’)(A’ an A-algebra) we have 
%,,v*>A’(d = %,v*,A ,(s-‘g) = (sv,gv*) = (v, s-lgv*). 
Hence we see that if we fix v* E p, the R-linear map 
6 +,e: V-,R[G] 
defined by S,,(B) = u V,21t is a G-module homomorphism when R[q is considered 
as a G-module for the left regular representation. We denote by Bv*,A the cano- 
nical maps 
6 @,A : V&A+R[G] &A (A an R-algebra) 
associated to 6,, . Note that S,, = (v* @ Id) o v, 
V -“, V OR R[Gj = R[G], 
where v  denotes the homomorphism defining the comodule structure on V. 
Let X be an S-scheme. We recall that an action (or operation) of G on X (say 
on the left) is to give an action of G(A) on X(A) (V R-algebra A) which is func- 
torial in A. The action of G on X can be equivalently defined by a morphism 
G x,X+X 
satisfying the usual axioms. Let X, Y be S-schemes on which G operates. Then 
an S-morphism p: X + Y is called a G-morphism if V R-algebra A, the canonical 
morphism vA : X(A) + Y(A) is a G(A) map (i.e., a G(A) equivariant map). We 
say that v  is a G-immersion (resp. a closed G-immersion) if v  is an immersion 
(resp. a closed immersion) and a G-morphism. We then refer to the (resp. closed) 
subscheme v(X) of Y as a G-stable (resp. closed) subscheme of Y. Let X1 , X2 
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be two S-schemes on each of which G operates. Then we get a canonical action 
of G xs G on X1 xs X2 and, restricting to G through the diagonal homo- 
morphism G + G x s G, we get an action of G on X1 x r X2 called the diagonal 
a&mofGonX, x,X,. 
Let B be an R-algebra. We call B a G - R algebra (01 simply a G-algebra) if B 
is a G-module for the underlying R-module structure of B and V R-algebra A, the 
elements of G(A) induce A-algebra automorphisms of B 8s A. We see easily 
that if X = Spec B then giving a structure of a G - R algebra on B is equivalent 
to giving an action of G on X. We see also that a G - R algebra structure on B is 
equivalently given by an R-algebra homomorphism 
making B into a comodule under the coalgebra R[G’J. We denote by Bo the set 
of G-invariant elements of B (in the sense introduced above for the underlying 
G - R module structure of B). We see that BG is indeed an R-subalgebra of B. 
I f  V, , I’, are two G - R modules, then on V, @ V, and V, OR I’, we get 
canonical structures of G-modules. If  V is a G-module we get also a canonical 
structure of a graded G - R algebra on the symmetric algebra S(V) of V (we 
define a graded G - R algebra in the obvious manner). 
Let V be a free R-module of finite rank endowed with a G-module structure. 
Let X = Spec S’(r). Then since X(A) E V’ OR A (A an R-algebra), we get an 
action of G on X = As7 (Y = rank V). We call such an action of G on A,' a 
linear action. 
PROPOSITION 1. Let V be a free R-module of $nite rank Y endowed with a 
G-module structure. Then we can find a homomorphism ye of R-modules 
‘p: V+ @ WI (i.e., r-fold direct sum of R[Gj) 
l&T 
such that q~ identifies V as a pure G-submodule of &Q<,. R[GJ. 
Proof. Let {ei} 1 < i < Y be a basis of V and ( fi} 1 < i < Y be the dual 
basis of v. Then as we saw before o M u,,~~ defines a G-homomorphism 
Si : V+ R[GJ 
Let ‘p: V--f GIGisr R[q be defined by v(o) = @l(i(r &(w), o E V. To prove 
the proposition, we have only to show that CJI OR A is injective V R-algebra A. 
We see that, in fact, it suffices to show that p is injective since e, @ 1 (resp. 
fi @ 1) remain basis elements for V OR A (resp. by r OR A) and the injectivity 
assertion for q OR A is an assertion similar to y  for the G OR A module V OR A. 
Hence to prove the proposition it suffices to show that given et E V, w # 0, 3 i 
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such that S,(v) # 0. Let E be the identity element in G(R), then we have 
si(v)(c) = %,f,.R (c) = (v,fi) = vi (where ZI = c viei). 
Since u # 0, ai # 0 for some i and for this i, we see that S,(v) # 0. This proves 
the proposition. 
COROLLARY. Let V be a G-module as in Proposition 1. Let 0: R + R’ be a 
homomorphism (unitary) of R into a ring R’, and v  E V an element such that ;f  
v0 is the canonical image of v  in V OR R’, then v,, # 0. Then 3 a homomorphism 
#: V + R[G] 
of G-modules such that ($ OR R’)(Q) # 0. 
Proof. Let y: V -+ @r4+ R[G] be the G-homomorphism as in Proposition 1. 
Since v  OR R’ is injective and since v  = xi Si , it follows that for a choice of i, 
say i0(6io OR R’)(Q) # 0. Hence we set JI = ai and the corollary follows. 
Remark 1. The above corollary will be used especially for the case when R’ 
is a field. 
We shall be using the following. 
LEMMA 1. Let G be smooth over S with connected geometric jibres. Then R[G] 
is projective over R (as an R-module). 
Proof. This follows from a result of Raynaud (cf. [IO, Chap. 2, Theorem 11). 
Let X = Spec B be an affine S-scheme on which we are given an action of G 
and Ma B-module. We say that M is a G - B module (or a quasicoherent G - 0, 
module, 0, being the structure sheaf of X) if on the underlying R-module M we 
are given a G - R module structure, compatible with the action of G on X, i.e., 
Aa .m) = ida) s(m), g E G(A), mEMBRA, aEBBRA, 
A being an R-algebra. If  M is of finite type over B and B Noetherian, we also 
call M a coherent G - 0, module. If  MI , n/r, are two G - B modules, we see 
easily that we have canonical structures of G - B modules on MI @ M% , 
MI Be M, and S(M,)(symmetric algebra of M, as a B-module). 
PROPOSITION 2. Let as usual G be an afine group scheme over S. Let X = 
Spec B be an afine scheme over S on which G operates. Then we have the following: 
(i) Suppose that G is flat over S. Then the category of G - R modules 
(resp. G - B modules) is Abelian. 
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(ii) Suppose that R[C;I is projective over R (in particular G smooth over S 
with connected geometric Fbers, cf. Lemma 1). Let M be a G - B module. Let 
I = Ann M (annihilator of M as a B-module). Then I is a G-stable ideal in B 
(de$ning G-stable ideals in B in the obvious way). 
(iii) Let G be smooth over S with connected geometric fibers and B, M as 
in (ii). Suppose, moreover, that B is an integral domain. Then the torsion submodule 
T(M) of M (considered as a B-module) is a G - B submodule of M. 
(iv) Suppose that G is$at over S. Then ;f f: V ---f W is a homomorphism of
G - R modules and W, is a G-submodule of W such that f(V) C W, then f: 
V -+ W, is also a G-homomorphism. 
Proof. Let V, W be G-modules and f: V---f W a G-homomorphism. Let 
us denote by Ker f, Im f, and Coker f the usual objects in the category of R- 
modules. Then we see easily that it suffices to prove that these R-modules acquire 
canonical structures of G-modules such that Ker f is a G-submodule of V, etc. 
We have now an exact sequence of R-modules 
O-+Kerff V--+Imf--+O. 
Tensoring this by R[q we again get an exact sequence since R[Gl is flat over R, 
so that 
0 - (K-f 1 OR WI -+ V OR WYI + (Imf) OR WI -+ 0 
is exact. 
Let us denote by ‘p,,., . * M -+ M OR R[q the R-homomorphism which makes 
M into a comodule under R[GJ Consider the diagram 
0 ----+ KerfA M------+Imf-----+O 
$1 
1 1 
%I4 
O+Kerf@,R[q-+M@R[q-+Imf@R[q-+O. 
Similarly we get exact sequences of R-modules 
0 -----+Imf- N- Cokerf-0 
1 
‘PN 
O-+Imf@RR[~-+N@RR[~+Cokerf@RR[~+O. 
Let P)~ : N+ N OR R[GJ be the R-homomorphism making N into a comodule 
under R[(=l. It follows that for the map 
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we have Ker(f OR R[G]) = (Kerf ) OR R[C;I. Now the following diagram 
M B l N 
‘PM 1 1 PN 
M @R R[Gl )‘ORR[Gl- N @R RIGl 
is commutative. Hence we see that 
v.dKerf) C Wf @R WI) = (Kerf) @R R[q 
so that P)M 0 i (i is the canonical inclusion Ker f  c-+ M) factors through an 
R-homomorphism 
4: Kerf+ (Kerf) OR R[G]. 
One checks easily that $ makes Kerfinto a comodule under R[G]. Thus (Kerf) 
acquires a canonical G-module structure making it into a G-submodule of M. 
From this it follows easily that Im f  acquires a canonical G-module structure as 
well Coker F. This shows that the category of G - R modules is Abelian. The 
case of G - B modules immediately follows from the case of G - R modules. 
(ii) The module M OR R[G] has a natural structure of a B-module and we 
claim that 
Ann(M OR R[G]) = I OR R[Gj. 
To prove this we first note that 
M OR R[G] B-i80m +M @B (B OR R[G]) (similarly for I). 
Let C = B OR R[q. To prove this claim we have only to prove that 
Ann(M gB C) = I @s C. (*I 
Since R[Gj is projective over R, it follows that C is projective over B (as a B- 
module) and to prove (*) we can obviously suppose that B is local so that in this 
case C is free over B (cf. [7]). We have only to show that 
xEAnn(M@,C) z-xEI@~C. 
Let {ei} be a basis of C over B. Then 
x = C xiei , xi E B 
and we see that 
m@x=OinM@,CVmEMaxEAnn(M@,C) 
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since M generates M &, C as a C-module. But we have 
m@x =O+Wl@Xi =OVi. 
Thus xi E Ann M and the assertion (*) is proved. 
Let v, # be the maps 
defining, respectively, the canonical structures of a G - R module on M and 
a G - R algebra on B. Then we see easily that to say M is a G - B module is 
equivalent to the condition 
dh 4 = NJ) cp(m>. 
We see now that it suffices to prove that 
for then we get a commutative diagram 
and then it is easily checked that i defines on I a structure of a G-stable ideal 
in B. Now if 0 E I, we have 
0 = dW = W) dm) VmeM, 
i.e., #(8) annihilates v(m) V m E M. Since 
AnnM@,R[Gj =I&R[C;I 
we have only to show that 
W E AnnW OR WCI). 
For this it suffices to prove that {q(m)}meM generate M 8s R[Gj (over R[q). This 
follows from the fact 
is an isomorphism of R[Gj-modules (since it is the automorphism of M OR R[Gj 
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defined by the element ti E G(R[G]) defined by the identity map R[G] + R[G]). 
This proves (ii). 
(iii) The proof is similar to (i) and (ii) above. Let v, # be the maps 
F: M+ M OR R[G], 
t,k B + B OR R[G], 
defining, respectively, the canonical structures of a G - R module on ill and 
a G - R algebra on B. Again we see easily that it suffices to show that 
dT(M)) C T(M) OR WI. (*> 
I f  C = B OR R[G] (as in (ii) above) Spec C - Spec B is a smooth morphism with 
geometrically irreducible fibers and since B is a domain, it follows that C is a 
domain. As we saw in (ii), we have 
T(M) OR WA = T(M) Oe C, M OR R[G] = M & C. 
We claim that 
T(M) Be C = T(M ae C) (as a C-module). (**I 
To prove this consider the exact sequence 
O+ T(M)-+ M-, M/T(M)-+O. 
Tensoring this by C we get the exact sequence 
We see that 
T(M) Be C C T(M & C). 
Hence it suffices to prove that M/T(M) o8 C is torsion free, i.e., to prove (M) 
it suffices to prove that if M is torsion free, then M ge C is torsion free. Let L 
be the quotient field of B. Then MC M @a L, so that tensoring by C we get 
M&CC(M&L)&C. 
Hence it suffices to show that the C-module (M @a L) @a C is torsion free. Now 
(M ge L) is a vector space over L and hence a direct sum of L so that it suffices 
to show that the C-module (L 6& C) is torsion free. We have C CL @e C (C is a 
domain, in particular a torsion free B-module) and hence it suffices to show that 
L @a C is a domain. Since Spec C--f Spec B is smooth with connected geo- 
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metric fibers, it follows that Spec (L & C) -+ Spec L is a smooth L-variety and in 
particular L ge C is a domain. This proves (**). 
Let us now prove (*). Let m E T(M), m # 0. Hence we can find b E B, b # 0 
such that bm = 0. Hence 
db4 = W4 v,(m) = 0. 
Thus if we show that #(b) # 0, q(m) # 0 we see that p(m) E T(M oB C) and 
then by (**) we see that (*) would follow. We see that 9 and 9 are 
injective, for example v is injective because (Id, @ E) 0 y = Id, , 
MmM&R[G]%M, 
I Idw t 
where r: R[G] --f R is the identity section of G over S. 
This completes the proof of (iii). 
(iv) By (i) Imf acquires a canonical G-module structure. We see that we are 
reduced to showing that the canonical inclusion 
is a G-homomorphism, i.e., we have to prove that if WI , W, are G-submodules 
of W and W, is contained in WI , then W, is also a G-submodule of WI . Let 
vw : W -+ W @ R[Gj be the R-homomorphism defining the comodule structure 
of W under R[G’j (similarly, TV,, ‘pw,). Th e canonical inclusions W, C, 
W, C-P W of R-modules induce inclusions 
since R[Gj is flat over R. It suffices to show that the diagram 
WI x w, @R R[Gj 
1 1 
w, 5 w, @R R[C;I 
is commutative and this is an immediate consequence of the commutativity of 
the diagrams 
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COROLLARY. Let G be$at over S and X = Spec B an afine S-scheme on which 
G operates, i.e., B is a G - R algebra. Let Y = Spec C be a closed G-stable 
subscheme of X, i.e., the canonical surjective homomorphism B + C is a G - R 
algebra homomorphism. Let I = Ker(B + C). Then I acquires a canonical structure 
of a G-stable ideal in B such that C is the quotient G - R algebra B/I. Thusgiving 
a closed G-stable subscheme of X is equivalent togiving a G-stable ideal in B. Further 
we see that the powers Im also acquire canonical structures of G-stable ideals in B. 
Proof. The first part is an immediate consequence of Proposition 2( 1). As for 
the structures on the powers I”, for example 12, consider the homomorphism 
j: B OR B + B defined by j(b, @ b,) = (b,b,). Then for the diagonal action of G 
on B OR B, j is a homomorphism of G - R algebras. The canonical inclusion 
I c+ B induces a G - B homomorphism I OR I LB OR B. Then j 0 i is a 
G - B homomorphism and the image of (j 0 i) is P, which proves (by Proposi- 
tion 2) that I2 is a G-stable ideal in B. This proves the corollary. 
PROPOSITION 3. Suppose that R[G] is projective over R as an R-module (in 
particular, G-smooth over S with connected geometric fibers, cf. Lemma 1). Let V 
be a G - R module. Then every$nitely generated R-submodule of V is contained in a 
G-stable submodule of V, finitely generated over R. 
Proof. The proof runs along the same lines as for [8, Chap. I, Sect. 1, p. 25, 
Lemma]. Let R[G] * denote the dual of R[G] as an R-module 
R[G]* = Hom,(R[G], R). 
Let v  denote the comodule structure map on V 
p V-t V OR R[G]. 
Choose a set of generators {ei} for a finitely generated R-submodule W, of V. 
Then we have 
d4 = 1 w, 0 a, , w, E V, a, E R[C;I. 
We define W to be the R-submodule spanned by 
c WV *cay), 
j 
6 ranging over all the elements of R[G] *. We shall now show that W is a finitely 
generated R-submodule of V containing W, and that it is G-stable. First of all it 
is clear that W is finitely generated. Let E: R[Gl --f R be the element of R[G]* 
defining the identity section of G over S = Spec R. Then V v E V we have 
(IdV @ <) o p)(v) = v. 
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This shows that W, C W. To show that W is G-stable, we have to show that 
P)(W) c w OR w-l* (*I 
For proving this, we claim that we can suppose, without loss of generality, that 
R is local; for then the two R-submodules Ml = p(W) and M, = WC& R[Gj 
of M = V OR R[Gj have the property (Ml), = (M,), (in M,) for every prime 
ideal p in R (where ( ), denotes the localization with respect to p) and we see 
that (Ml), = (M,), Vp implies that Ml = M, . Now if R is local the hypothesis 
that R[Gj is projectiwe over R implies in fact that R[G] is free over R (cf. [7]). 
Thus to prove (*) we can suppose without loss of generality that R[Gj is free 
over R. In this case to prove (*), we claim that it suffices to prove 
{(Id, 0 4 0 d(w) C W V rl E WTl*, VWEW; (**) 
in fact, let {ei} be a basis of R[Gj of R; then we have 
v@> = c wi 0 4 9 w, E v. 
Let Q E R[Gj* be the elements such that 
qi(ej) = 8, (Kronecker delta). 
Then 
{(Id, 0 vi> 0 v?(w) = vi , 
so that if (**) holds, er, E W when w E W, which implies that v(w) E W OR R[Gj 
and (*) follows. Thus we have only to prove (**). Now p’(W) is spanned by the 
elements of the form 
w = Pb 0 4 0 dW, fJgw1, 8ER[Gj*. 
Hence proving (* *) is equivalent to showing that 
([Id, 0 4 0 P 0 (14 0 6) 0 VW E W w E W, and 6,~ E R[G-J*. (***) 
We see easily that the left-hand side of (***) is equal to 
(Pb 0 rlC3 8) 0 (9~0 I&rod 0 VI@+ 
On the other hand we have 
[(v 0 Id,,,l) 0 vl(4 = [(Id, 0 4 o P;IW, 
where OL is the comultiplication map 
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Let 6 be the element in R[C;I * defined by 
Then the left-hand side of (***) turns out to be 
Wb 0 0) 0 PIM, VEWI. 
By the definition of W this element is in W. This proves Proposition 3. 
COROLLARY 1. Let G be as in Proposition 3. Then we have an increasing 
filtration 
(/ Pi = R[G], Pi C Pi+, 
of G-submodules Pi of R[Cfl(say for the left regular representation) such that Pi 
is an R-module of Jinite type. 
COROLLARY 2. Let H be a Z-group scheme such that Z[H] is free over Z (in 
particular, H is smooth over Z with connected geometric fibres, cf Lemma 1) and 
G=Hx SBec z S. Then we have an increasing$ltration 
v  Pi = W’l, Pi C Pi+1 
such that Pi is a G-submodule of R[G] and Pi is free and finitely generated over R. 
Proof. It suffices to prove this corollary for R = Z. Then we chose an 
increasing filtration 
as in Corollary 1. Since Pi is a finitely generated Z-submodule of the free Z- 
module Z[G], Pi is free. This proves the corollary. 
Remark 2. In Corollary 2 (Proposition 3) it can be shown that the Pi can be 
chosen so as to be direct summands in R[Gj as R-modules so that, in particular, 
the Pi can be chosen to be pure G-submodules of R[Gj. This can be proved as 
follows: Again it suffices to give the proof for the case R = Z. More generally, 
let V be a G-module which is free over Z. Then in fact we have an increasing 
filtration 
(J Pi = v, Pi c Pi+1 
such that Pi are G-submodules of V and as Z-submodules they are finitely 
generated and direct summands in V. We have only to indicate a proof how they 
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can be chosen as direct summands in V. Consider V & Q. Then it is a G @ Q 
module and obviously we have an increasing filtration 
u Qi = QECI (=Q[G 0 Qlh 
where Qi are G @ Q modules and are free of finite rank over Q. Define Pi by 
Pi = Qi n V 
It is immediately seen that Pi is of finite rank and a direct summand in V. It 
can also be seen quite easily that Pi are G-stable in V. 
Let us recall that an afine group scheme G over S (S = Spec R, R Noetherian) 
is said to be reductive if (i) G ---f S is smooth (in particular, G + S is flat and of 
finite type) and (ii) the geometric fibers of G -+ S are connected and are reductive 
algebraic groups (cf. [4a, 4b]). One has also the notion of a split reductive group 
scheme (cf. [4b, Sect. 3.11). W e h ave then the basic theorem that if G is a split 
reductive group scheme over S then G is obtained by base change of a reductive 
splitgroup scheme overZ (cf. [4a, Theorem 1.1, Exp XXV; Sect. 3.6 4b]). Further, 
if G -+ S is a reductive group scheme, given s E S, there is a neighborhood V 
of s and an etale surjective map V -+ V such that G xs V’ is split over V’. In 
particular we note that if R is a local ring (S = Spec R) and G is a reductive 
group scheme over R, we can find a morphism S’ -+ S(S’ = Spec R’) which 
(faithfully) is flat and of finite type such that G x s s’ is split over S’. 
PROPOSITION 4. Let G be a split reductive group scheme over S. Then R[C;I is 
free over R and we have an increasing filtration 
(J Pi = R[G], PicPi+~ 
of G-submodules Pi of R[G] (say for the left regular representation) such that Pi is 
free of &site rank over R. 
Proof. In view of the structure theorem for split reductive group schemes, 
this proposition immediately follows from Corollary 2, Proposition 3. 
Remark 3. By Remark 2 we note that in Proposition 4 the P, can be chosen so 
as to be direct summands in R[q, in particular as pure G-submodules of R[G]. 
COROLLARY (to Proposition 4). Let G be a split reductive over S such that 
G=Hx opec z S, where H is a split reductive group scheme over Z. Then given a 
G-module V which isfiee of Jinite rank over R and v, E V OR k, v, # 0, k being a 
field (and an R-akebra through a homomorphism R -+ k), 3 a homomorphism ‘p 
of G-modules 
607/26/3-z 
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such that (p’ @ k)(v,) # 0 and P is the base change of an H-s&module Q of Z[H] 
such that Q is free of Jinite rank over Z. 
Proof. By the Corollary of Proposition 1, 3 a G-homomorphism $: I’ + RIG] 
such that (# @ k) (va) # 0. By Proposition 4 3 a G-submodule P of R[Gl which 
is base change of an H-submodule Q of Z[H] with Q free of finite rank over Z 
and P 3 /J(V). Then # factors as follows: # = i 0 T, 
i being the canonical inclusion of P in R[G]. W e see that v  is aG-homomorphism 
(cf. Proposition 2 (iv)). Since ($ @ k) (v,,) # 0 and ($ @ k) = (i @ k) 0 (v @ k), 
it follows that (9’ @ k) (v,,) # 0. This proves the corollary. 
Let 6.~ denote the multiplicative group scheme of dimension one over R, 
i.e., G,,R(A) = A* (A an R-algebra and A* = set of invertible elements in A). 
One has Gm,R = Spec R[X, X-l]. W e call a group scheme T over S a torusgroup 
scheme over S (or R) (or to be more correct, a split torusgroup scheme) if T m G&. 
(n-fold product of G,,,,). Let I’be the free Abelian group of characters on T, i.e., 
r = Homgroup sch(T,Gm,R). 
Then one knows that R[I’] = R[T], w h ere R[r] denotes the group algebra of r 
over R, for example, if 
T = G,,,R = Spec R[X, X-l], 
r m Z (identified with the multiplicative group formed by X”, m EZ). Suppose 
now that x E r, then R considered as an R-module acquires a T-module structure 
given by the comodule structure 
s:R+RO,R[C;I, YWY@X. 
We call this the T-module structure on R, canonically associated to x. Note that if 
x is the trivial character, then this is the trivial module structure on R. Let now 
V be a T-module, then we say that w E V* if the R-homomorphism 
is a homomorphism of T-modules, when R is endowed with the canonical 
T-module structure associated to x. Note that when x is trivial, Vx = VT. It is 
known that T-modules are diagonalizable. To be precise we have 
PROPOSITION 5. Let V be a T-module, T being a torus group scheme over R. 
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Then we have a canonical &com..sition of T-modules 
v =@ vx. 
xer 
In particular we have a canonical projection V + VT of T-modules. 
Proof. Let q~: V---f V @ R[r] be the R-linear map giving the comodule 
structure on V. Then V v  E V, v(v) can be uniquely written as 
dv) = x;r Pa4 63 x7 P&> E V, 
since R[IJ is a free R-module over R. We see that p, : V + V is R-linear and 
for given v  E V, p,(v) # 0 only for a finite number of x E I’. Besides, by writing 
down the conditions on v  so as to be a comodule structure (associativity and unit 
element), we see that we have (for more details see [3, pp. 176-1771) 
W P, 0 P,, = 0, x # x’, and P*oPx =Px, 
(ii) zr P, = I&. 
One checks also easily that p, : V + V is a T-homomorphism. These facts 
prove Proposition 5. 
COROLLARY 1. (a) Let h: V -+ W be a surjective T-homomorphism of T- 
modules. Then h induces a surjectim VT + WT. 
(b) Let X = Spec B be an R-scheme on which T operates. Then we have a 
canonical projection B + BT which is a homomorphism of BT-modules. 
The proof of (1) and (2) are immediate. 
COROLLARY 2. Let V be any T-module. Then we can jkd a surjective homo- 
morphism of T-modules 
v’-+ v-+0 
such that V’ is free over R and, if V is finitely generated over R, V’ can be taken 
to be finitely generated over R. 
(b) Let V be pny T-module. Then given a Fnite number of elements {vi} of V, 
3 a jiniteb generated T-s&module containing {vi}. 
(c) Let X = Spec B be an R-scheme on which T operates, B being an alge6ra 
of jinite type over R. Then we can,find a closed immersion 
i: X+A,* 
and a linear action of T on A,” such that i is a G-nrorphism. 
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Proof. (a) We have I/ = &ST Vx. Hence it suffices to prove (a) when 
V = 6’~ for some x E r. We can express V’ as a quotient (as in R-module) 
of a free R-module V’, V’ = R @ R @ ... . On each summand R we take the 
canonical R-module structure associated to x and take the direct sum structure 
for V’. Then I/‘+ V is a T-homomorphism. We see also that if V is finitely 
generated V’ can be taken to have the same property. 
(b) This is an immediate consequence of 
noting that any R-submodule of Vx is T-stable and hence a T-submodule of Vx. 
(c) Choose a finite number of generators of B as an R-algebra. Then by (b) 
we can choose a T-submodule of B which is finitely generated and contains these 
generators, i.e., we can find a T-submodule of B finitely generated over R and 
which generates B as an R-algebra. Then by (a) we see that 3 a T-module V 
which is free and finitely generated over R and a surjective T-homomorphism 
j: S(V) 4 B. 
Then A,* = Spec S(V)(n = rank V) and (c) is proved. 
Remark 4. By using Proposition 5 (and its corollaries) one can develop a 
satisfactory theory of quotient spaces modulo actions of T. We will give this 
later more generally for actions under any reductive group scheme (with some 
restrictions on the ground ring R). 
Let X = Spec B, be an affine scheme of Jinite type over R, on which we are 
given an action of a torus group scheme T. Then, for example, we have the 
following: 
(i) BT is an R-algebra of finite type. Let Y = Spec Br and QJ: X - Y be 
the morphism induced by BT C-+ B. 
(ii) V field k (given as an R-algebra) 
(B’ OR k) = (B OR k)‘@Rk., 
which implies in particular that the geometric fibers of 9 say in an algebraically 
closed field k are the same as the geometric fibers of the canonical morphism 
Spec B OR k + Spec(B @a k)T@k. 
(iii) Suppose that T operates freely (i.e., for every R-algebra A, T(A) 
operates freely on X(A)). Then Y(k) (points of Y in an algebraically closed 
field k) = orbits of X(k) under T(k) and X + Y is a principal Jiber space with 
structure group T. 
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The proof of (i) runs along the same lines as the classical proof for generations 
of invariants under a reductive algebraic group over a field of characteristic zero 
(cf. [8, Theorem 1.1, Sect. 2, Chap. 11). By Corollary 1 (a) and Corollary 2 (c), 
we are reduced to proving that BT is finitely generated over R when Spec 
B = Asn and we are given a linear action of Ton Asn. Thus B = R[X, ,..., X,] 
and we are given an action of T on B preserving the “gradation” and then the 
proof that BT is finitely generated over R can be given as in the classical case, 
using the projection operator B -+ BT (see Corollary l(b)). 
The proof of (ii) is an immediate consequence of the fact that if I’ is a T- 
module and A is an R-algebra 
(VERA) '@RA = VT OR A, 
This again is an easy consequence of Proposition 5. 
To prove (iii), we are reduced to R = K and a free action of T @ k. This case 
is easily treated (cf. [8, Sect. 2, Chap. 11). 
We shall be requiring the existence of G/T when G is a split reductive group 
scheme over Z and T is a maximal torus subgroup scheme of G. The existence of 
G/T can be worked out, for example, as indicated above. We shall also 
be requiring the existence of G/B (B-Bore1 subgroup-scheme) in this case 
(cf. [4b, Sect. 3.31). It also seems possible to work out the existence of G/T by 
noting that G/T = orbit through the point (e B , es-.) for the diagonal action of 
G on G/B x G/B- (B- = Bore1 subgroup scheme of G opposite to B, e, 
(resp. eB-) denotes the Z-valued point of G/B (resp. G/B-) which is the canonical 
image in G/B (resp. G/B-) of the Z-valued point of G represented by the identity 
element). 
2. Geometric Reductivity 
We will need 
LEMMA 2. Let V be a G - R module (G as usual a group scheme over R). 
Let R -+ R’ be a flat extension. Then we have 
vG OR R’ = (V @R R’)‘@RR’. 
Let p be the R-linear map 
p V+ VaR R[C; 
giving the comodule structure on V. Let I be the R-linear map 
I: VyV@RR[C;I 
defined by v  H v  @ 1. Then we see that 
v G VG o w E Ker(cp - I), 
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i.e., the following is an exact sequence of R-modules 
O+VG+V (a~) + V OR R[Gj. 
Since R’ is R-flat, the sequence 
O+ V’@RR’+ V@RR’ 
(q--~)@RR’ 
’ (v @R WI) @R R’ 
is exact. We now observe that 
t” @R R[G] @R R’ = (V OR R’) OR, R’[G OR R’] 
since R[G] OR R’ m R’[G OR R’] and that 
(9’ - I) @R R’ = (v’ - I’), 
where 9’ is the morphism giving the comodule structure on V 8s R’ and I’ 
the map similar to I. It follows then that 
vG @R R’ = (V @R R’)‘ORR’. 
THEOREM 1. Let G be a reductive group scheme over S( = Spec R) acting 
linearly on X = Asn = Spec S(V), where V is a G - R module, finitely generated 
andfree over R. Suppose that x0 E X(k) (X(k) = k-vaZuedpoints of X = V @ k) 
is a nonzero (G OR k) invariant point, k being aJield (considered as an R-algebra 
through a homomorphism R + k). Then 3 a homogeneous G-invariant element F of 
S(V) of positive degree such that F(x,,) # 0. 
Proof. The proof is divided into several steps. 
(1) We claim that we can suppose that G is split over S. To prove this, 
we observe first that we can suppose that R is local. This is an immediate con- 
sequence of Lemma 2, for the homomorphism R + k factors through R’ + k 
where R’ is the local ring at some point of S and by Lemma 2, S( v OR R’)G@RR’ 
is generated over R’ by the canonical image of S(v)G. Now if R is local we can 
find R’ (faithfully) flat over R such that G 8s R’ is split over R’. We can iind a 
homomorphism R + k’ (F-field) such that the following diagram 
R’ - k’ 
I-1, 
R-k 
is commutative. To prove the theorem we can obviously replace k by a bigger 
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field. Hence replacing k’ by k we can suppose that we have in fact a homo- 
morphism R’ -+ k such that the given R + k is the composite map 
R-t R’-+k. 
Then we have 
(V OR R’) OR k = (V OR 4, 
i.e., if x’ = X OR R’ then X(k) M X’(k). We see also that 
(X xs Spec k) w (X x s S’) x s’ Spec k (resp. G X, Spec k 
w (G X, S’) xs, Spec k). 
This shows that if x,, E X(k) is identified with an element of X’(k) then it is 
(G xs S’) xs, Spec k invariant. Now by Lemma 2, S( r OR R’)‘@RR’ is 
generated over R’ by the canonical image of S(r)G and we have X OR R’ = 
SpeC s(r @R R’). F rom these, the claim that it suffices to prove the theorem 
when G is split over S, follows easily. 
(2) If G is split over S then G = H x z S where H is a split reductive 
group scheme over Z. Then by the corollary to Proposition 4 we can find a 
G-homomorphism 
p’: V+P 
where P is base change by S of an H - Z module Q which is free of finite rank 
over Z and 
(9,O k)(x,,) # 0(x, E X(k) = V 0 A). 
Now we have 
Hence (‘p @ k)(q) can be identified withy,, , a nonzero H @ k invariant point of 
Q @ k. Obviously it suffices to find F1 E S(s)” homogeneous of positive degree 
such that F1( y,,) # 0; for F1 can be identified with an element F, E S(P)G such 
that Fz((p x k) (x,,)) # 0 and if F is the image of F, under the canonical G-homo- 
morphism 
‘p*: S(P) -+ S(V) 
then F(x,) # 0, F is G-invariant and homogeneous of positive degree. 
Thus it sufices to prove the theorem assuming that R = Z and G is split over R. 
Take R = Z. Then a homomorphism Z + k (k field) factors as 
Z+A+k 
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where A is the local ring at a prime p in Z. Since Z -+ A is flat, by a repetition of 
arguments as in (I), we can assume without loss of generality that R is a discrete 
valuation ring. We see also that we can suppose that the field k is algebraically 
closed. Further, one knows that there is a homomorphism R --f R’ such that R’ 
is jut over R, R’ is a discrete valuation ring and k = the residue field of R’ (cf. 
[5, OllI 3 10.3.11). 
Thus, without loss of generality we can suppose that R is a discrete valuation 
ring, k is algebraically closed, k coincides with the residue$eld of R, and G is split 
over R. We make these assumptions in the sequel. 
(3) Fix now a maximal (split) torus scheme T of G (cf. [46, Sects. 1.5 and 31 
for maximal tori, etc.). Consider R[G] as a T - R module through the right 
regular representation. Then we have a canonical projection n (cf. Proposition 5, 
Corollary l(b)). 
n: R[G] + R[G]r 
and R[qr is a direct summand in R[G] as an R-module. Since the right and left 
regular actions of G on R[G] commute, we see easily that R[G]* is a stable 
G-submodule of R[G] for the left regular representation and that n is a G-homo- 
morphism (for left regular representations). Now R[G]r = R[G/T] where G/T 
is the quotient space of G modulo T (cf. Remark 4, G + G/T is a principal 
fiber space over G/T with structure group T and G/T is a homogeneous space 
under G). We have a G-homomorphism 
v: V-t WI, (VJ 0 4&J f 0. 
Let x = (V 0 v). Then 
a,k V-+ R[G/T]. 
Since x0 is G @ k invariant, (v @ k)( x 0) . is a nonzero (G @ k)-invariant point of 
R[G] @k = k[G ok]. Now the k-linear subspace of (G @ k) points of k[G ok] 
is one-dimensional (the space of “constant functions”). Similarly since R[G/T] @ 
k = k[G@k/T@k]andG@k/T@k h is omogeneous under G @ k, the space 
of (G @ k)-invariant points of R[G/T] @ k is one-dimensional. In particular r 
maps the (G @ k)-invariant points of R[Gj @k isomorphically onto the (G @ k)- 
invariant points of R[G/T] ok. This implies that (4 @ k)(x,,) # 0. 
(4) Let H = G/Radical G, then H is a split semisimple group scheme over 
R and if TH is a (split) maximal torus of H, then H/T, N G/T (for definitions 
see [4b]). Then, because of step (3), we can suppose without loss of generality 
that G is semisimple and split over R. Let G -+ G be the canonical homomorphism 
of the simply connected covering of G; then V is canonically a G-module and 
VG = VG and S( p)G = S( r)G. Hence hereafter we consider G to be semisimple, 
simply connected, and split over R. 
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(5) Fix now a Bore1 subgroup scheme B 3 T. Let p denote as usual half 
the sum of positive roots and IV,, (m a positive integer) the space of sections of 
the line bundle on G/B associated to mp: We can identify W,, with f E R[G] 
such that 
x being the homomorphism, x: B --f G, associated to p (we understand this 
identity in the language of A-valued points V R-algebra A or equivalently 
W,, = R[G]x” (for this notation, cf. Proposition 5), R[Gj being considered a 
B-module through the right regular representation). Now W,, is canonically a 
G-module and is free of finite rank over R. We have then 
I. (a) ((W,, @ k) Ok (W,, @ k)}G@‘c is of rank 1 (over K). 
(b) Given V as in the statement of the theorem, we can find a G-homo- 
morphism p, for all sufficiently large m 
such that (9, @ k)(x,) # 0. 
II. Let wm, be the dual G-module. Then 
(a) if the characteristic of K is zero (k = residue field of R), ?&‘& is G- 
isomorphic to W,, . 
(b) If p(# 0) is the characteristic of k, W,, is G-isomorphic to wm, for 
m=p”-1. 
We now show that Theorem 1 follows immediately from I and II. From I and 
II it follows that we can fmd a G-homomorphism 
9): V -+ Hom,( W,, , W,,) (= em, 0 W,,) 
such that (9 6~ k)(x,) # 0. Now (p’ @ k)(x,J is (G @ k) invariant. Because of I 
and II (a) it follows that {Hom,(W,, , W,,) OR kjG@JiK is one-dimensional. We 
have a canonical nonzero G @ k invariant element in Hom,( W,, , W,,) OR k, 
namely, the element Ik given by the identity map 
(note that Hom,( W,, , W,,) OR k M Hom,(W,, @ k, W,, @ k) as G @ k 
modules). Hence 
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Let Q = Hom,(W,, , IV,,). Then V R-algebra A, define 
FA : Hom,(W,, @a A, W,, OR A) -+ A* 
PomRWm, !’ W,,)) OR A 
bY 
FA(n) = det n, 
i.e., it is an endomorphism of W,, OR A and FA(n) is its determinant. Now FA 
is functorial in A and hence defines an elementF, E S(Q) where Q = Hom,( W,, , 
W,,). We see that in fact FI E S(@G. W e h ave a canonical G-homomorphism 
m?) - w’); 
let F be the image of FI under this homomorphism, i.e., F is the pullback of FI 
under the canonical morphism 
X = Spec S(V) + Spec S(Q). 
Then FE S( p)o and is homogeneous of positive degree. Since det(hl,) # 0, 
h # 0 it follows that 
F(q) # 0. 
Thus I and II imply Theorem 1. It remains to prove I and II 
Proof of I. Because of step (3), it suffices to prove the following: 
LEMMA 3. 3 a canonical increasing Jiltration of R[G/T] by G-submodules P, 
which are free of jinite rank 
RWTI = u Pm , pm c pm%+1 ?n 
and canonical G-isomorphisms 
pm - wn, OR %l,. 
Proof. Consider the morphism 
j: G/T-+ G/B x G/B 
induced by 
j’: G-+ G x G, L? * (g, “oPi3, 
where j’ is to be understood in the language of A-valued points V R-algebra 
A and wO is a representative (fixed in the sequel) in G(R) of the unique element of the 
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Weyl group having muximal length. (This is possible because it comes to finding 
a section over Spec R of the component of the N(T)-normalizer of the maximal 
torus group scheme T in G, corresponding to the element of maximal length in 
the Weyl group. Now N(T) & smooth ower R (cf. [4b, 1.51 and 3.21) and since 
we have chosen R to be a discrete valuation ring with algebraically closed residue 
field, we can find lots of sections over R.) We see easily that j is an open immersion. 
This can be seen in many ways: for example, over algebraically closed base$elds 
it is easily seen that j and dj are injective (consequence of T = B n B-, B- 
opposite Bore1 subgroup of T, B- = w$w;’ and Lie algebra of T = Lie algebra 
of B n Lie algebra of B-); further 
dim G/T = dim G/B + dim G/B-, 
so that j is an open immersion in this case. From this it follows easily that in our 
case j OR L is an open immersion, where L is any field (considered as an R-algebra 
through a homomorphism R --f L). 
Note that G/T and G/B x G/B- are smooth over R and then the required 
assertion is a consequence of the following more general one. Let Y, 2 be schemes 
smooth over R (R discrete valuation ring) and j: Y + 2 a morphism such that 
j @s L is an open immersion V field L; then j is an open immersion. This is 
checked easily and we leave this. 
Define the closed subscheme E of G/B x G/B by 
E = G/B x G/B - j(G/T). 
Let II be the inverse image of E in G x G by the canonical morphism G x G -+ 
G/B x G/B. An easy computation shows that 
A = cwyf)), 
where D(p) = G - BwJ3(Bw,,B is the big cell, since w,, has been chosen as an 
element of G(R), this again can be understood in the sense of A-valued points 
V R-algebra A) and OL is the morphism 
a: G x G-+G, (81 9 gs) I-+ &%g1 
(again understood in the sense of A-valued points). Now D(p) is precisely the 
inverse image in G of the divisor in G/B associated to D(p). It is known that 
3F E R[Gl which vanishes on D(p) with multiplicity 1 on all its irreducible 
components and such that 
F&i+,) = x(hY F(g) x&i), b, , b, E B 
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(again understood in the language of A-valued points) x being the character 
x: T --+ G, associated to p. Let RI be the pull-back by 01 of F, i.e., 
Flkl > A%) = ~k3%&) (in the sense’of A-valued points). 
The element Fl is easily checked to have the following properties: 
(4 Flklbl , g& = x(h) x(b) Flkl 7 gJ, bi E B 
(ii) L,F, = Fl , where for f(gl , g2>, gi E G we define L,f = 
f (s-lgl ! was-lw-lg,) 
(again understood in the sense of A-valued points). 
Since D(p) is a divisor in G, it follows that E is a divisor (this would also follow 
from the fact that G/T is afine). We now define Pm as the R-submodule generated 
by f 6 R[G/T] with pole of order < m on E. Hence f can be identified 
with f E R[G] such that 
f (g,b, ,g,b,) = f (g, , ga) (in the sense of A-valued points), f has 
pole of order < m on A. 
We define a G-module structure on Pm by 
s Of kl > &> = Lsf, L, as in (ii) above, f E Pm 
(again in the sense of A-valued points. One may have to make some fuss in 
checking that P,, is G-stable; this follows by checking that G(A) leaves Pm OR A 
stable for the G(A)-action induced by L,). Set Qm 
Qm = F,‘” . P,,, , QmCR[G x,Gl. 
Let Qm’ C R[G x s G] be the set of elements f such that 
(4 f ER[G xs Gl, 
(b) f (grbr , g,b,) = x(b,)“l x(b,)” f (g, , ga) (in the sense of A-valued 
points). We see easily that Qm = Qm’ and also (by an easy application of the 
Kunneth formula) that 
so that we have a canonical identification of Qm (and hence Pm) with W,, @ 
W,, . By (b) above, we see that the action of G on W,, OR W,, induced by this 
identification is given by (in the sense of A-valued points) 
where fi @ fi is a decomposable element in W,, @ W,, . Thus if WzI is the 
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G-module such that its underlying R-module is W,, and the action of G is given 
by (in the sense of A-valued points) 
s Of(g) = f(w,slfG1g), fE wm, 1 SEG 
we have a canonical G-isomorphism 
P*’ KnpORW~. 
But Wz is G-isomorphic to W,, . This proves Lemma 2 and hence the proof 
of I is complete. 
Proof of II. Under the hypotheses in II, first of all it is known that I&, @ K 
is G @ k isomorphic to W,, @ k. In case (a) this is classical; one has only to 
check that z(mp) = mp (; = -w,), since w& @ k and W,, @ k are irreducible 
(cf. [l]). In case (b) this is an easy consequence of the work of Steinberg as we will 
see now. Let L be the line bundle on G/B associated to p. Then it is well known 
(cf. [I, 23) that Hs(G/B @ k, L” @ k) contains a unique B-invariant line and 
that the irreducible G @ k representation with highest weight mp is contained in 
H”(G/B @ k, L” @ k) an d contains this unique B-invariant line. Now 
W,,,, @ k = HO(G/B, Lm) @ k C HO(G/B @ k, L” @ k) 
and the unique B-invariant line in fact lies in W,, @ k. Thus. it follows that 
the irreducible representation with highest weight mp in fact lies in W,,,, @ k. 
From the work of Steinberg (cf. [13, 141) it follows that for m = pi - 1 the 
dimension of the irreducible G @ k module with highest weight mp is equal to 
the dimension (over C) of W,, @ C. Hence we see that W,, @ k is the irre- 
ducible representation with highest weight mp for m = p - 1. This implies 
that W,, @ k is G @ k isomorphic to @,,,, @ k = (W,, @ k) for m = 
pV - 1. The same reasoning shows that W,, @L is G @L isomorphic to 
( tim, 0 L) where L denotes the quotient field of R. 
Let fL denote the G @L isomorphism 
f‘:(~nlpoRL)~~mpoRL. 
Multiplying fL by a &table element in R we can lift fL to an R-homomorphism f, 
We see that f is indeed a G-homomorphism, as we check easily that the diagram 
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is commutative, where the horizontal rows indicate the canonical comodule 
homomorphisms. Further, since R is a discrete valuation ring, we can assume that 
j @ k is a nonzero homomorphism (for otherwise we have only to divide j by a 
suitable element of the maximal ideal of R). Since W,, @k is G @ k irreducible 
it follows that j @ k is an isomorphism. This implies indeed that j is a G-iso- 
morphism. This completes the proof of II and hence the proof of Theorem 1 is 
complete. 
II. QUOTIENT SPACES MODULO REDUCTIVE GROUP SCHEMES 
1. Semistable Points 
Let there be given a linear action of a reductive group scheme G over S = 
Spec R on the affine space As” and let X be a closed G-stable subscheme of As”. 
DEFINITION 1. A geometric point x E X(k) (k algebraically closed) is semistable 
if the closure (in X @ k) of the G @ k orbit through x does not contain the origin (0). 
The geometric point x is stable if the G @ k orbit through x is closed and its dimen- 
sion = dim (G @ k) (note that x stable =+ x semistable if dim G @ k 3 1). 
PROPOSITION 6. (1) Let X, G be as in Definition 1 and x E X(k) a semistable 
point. Then Asn = Spec S(p) where V is a G-module free of jinite rank n over R. 
Then 3 FE S( p)G, homogeneous of positive degree such that F(x) # 0. 
(2) 3 a well-determined open G-stable subschenre XBB of X whose geometric 
points are precisely the semi-stable points of X. In fact X - X8 is deJned by the 
ideal in B (X = Spec B) spanned by the images of the homogeneous elements of 
positive degree under the canonical mapping S(p) - B. 
(3) Let x1 , x2 E X(k) such that zj O(xJ denote the G @ k orbits in X @ k 
through xi , we have 
~ ~ 
O(x) n 0(x,) = m. 
Then 3 FE S( v)G such that F(x,) = 1 and F(x,) = 0. 
PYOO~. We see easily that it suffices to prove (3) and that be can take X = As”. 
By Lemma 2 on the behavior of invariants with respect to a flat base change, 
we can suppose that G is split over S. Then G is base change by S ---f Spec Z of a 
reductive group scheme H over Spec Z. Now by Proposition 1, V can 
be imbedded as a pure G-submodule of a finite direct sum of R[C;I. Using 
Corollary 2 of Proposition 3, V can be imbedded as a pure G-submodule of W 
which is base change by S + Spec Z of an H-module which is free of finite 
rank over Z. Thus as in the proof of Theorem 1, we are reduced to proving the 
theorem when R = Z. 
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Now choose FI E S(a) (not necessarily G-invariant) such that 
F&d f 0 and F,(x,) = 0. 
Again by Corollary 2 of Proposition 3, we can find a G-submodule W of S(p) 
which is free of finite rank over R(=Z) such that FI E W. Let Y = Spec S(W). 
Then‘we get a canonical action of G on Y and a canonical G-morphism 
f:X-t Y(++s(w)+s(~)). 
We see that the geometric point f(xr) E Y(k) is nonzero and G-invariant and 
f(x.J = 0. Now by Theorem 1 we can find F, E S( W)G such that F,( f(q)) # 0 
and Fz(f(xz)) = 0. Let F be the pull-back of Fz byf. Then we have f(xJ # 0 
andf(x,) = 0 which proves the proposition. 
Let Psn = P( 2;) denote the projectiwe space of rank n over S, i.e., P(r) = 
Proj S( T;‘), where V is afiee module of rank (n + 1) over R. Suppose now that V 
is a G-module, then we get a canonical action of G on Psn and we call this a 
linear action of G on P(r) = Ps n. Let X be a closed G-stable subscheme of Psn 
and say X = Proj B, where B is a graded R-algebra and a quotient of S(p). We 
denote by X the cone over X, i.e., 8 = Spec B. We have a canonical action of 
G on 8. 
DEFINITION 2. A geometric point x E X(k) is semistable (resp. stable) if for 
some 2 E P(k) - (0) ((O)--wertex of the cone z(k)), 2 is semistable (resp. stable) fw 
the a&m of G on the a&e scheme X (one sees easily that the definition is independent 
of the choice of such an 2). 
Remark 5. We have been working so far with afine base schemes for the sake 
of simplicity. We can define stable and semistable points over an arbitrary S; we 
take then V to be a locally free 0,,-module of finite rank with a G - Or-module 
structure G being a reductive group scheme over S. Then the projective bundle 
P(r) acquires a canonical G-action and, given a closed G-stable subscheme of 
P(r), we can talk of its geometric points being semistable (resp. stable). We shall 
be requiring this in the following special case. Let S = Spec R and G, V as usual 
(say as in Definition 2). Let 2 be an S-scheme. Then we have a natural action 
of the Z-reductive group scheme G x s 2 on Pz” = P,” x r 2. 
2. Semistable Points andQuotient Spaces 
PROPOSITION 7. Let G be a reductive group scheme over S, V a G - R-module 
free of rank (n + 1) over R and X a closed G stable subscheme of Psn = P(v). 
Then we have the following: 
(1) 3 a well-determined G-stable open subscheme X”” of X such that the 
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geometric points of X0” are precisely the semistable points of X. Besides zf T + S 
is a morphism we have 
(X xs T)sS = XEs x, T, 
where the left-hand side denotes the subscheme of semistable points for the action of 
the T-reductive group scheme G xs T on the T-projective scheme X X, T (cf. 
Remark 5). 
(2) Given a finite number xi of semistable points of X, 3 a homogeneous 
element F E S( p;)” of positive degree such that F(xi) # 0 Vi. 
(3) Given x1 , x, E X”“(k) (k lg b a e raically closed), the following are equivalent: 
-- 
(a) 0(x,) n 0(x,) = QI (orbit closures in X9” @ k) 
(b) 3 FE S( p’)” homogeneous of positiv degree such that F(x,) # 0, F(x,) = 0 
(note that this property implies that if GI , R, E X(k) (k cone over X) lie over 
-- 
x1 , x2 respectively, then O(Q n O(&) = 0 (orbit closures in 8 @ k)). 
(c) Let f  E S( p)G be some homogeneous element of positive degree such that 
f(xl) # 0, f(xJ # 0, and X, the G-stable afhne open subscheme of X 
-- 
of points x such that f(x) # 0. Then 0(x,) n 0(x,) = o (orbit closures taken 
inX,@k). 
Proof. The assertions in (1) are immediate. We now prove (2). By Proposi- 
tion 6, we can find Fi E S( v’)” homogeneous of positive degree in s(v)G such 
that Fi(xi) # 0 Vi. Let P be the graded R-subalgebra of S(a)G generated by 
these Fi . The inclusion P C S(p) defines a rational morphism 
*: Psn -+ Proj P 
which is regular at xi Vi. Let yi be the geometric points yi = #(xi) of Proj P. 
It suffices now to find a homogeneous element f  of positive degree in P such 
that f  (xi) # 0 Vi. Thus we are reduced to showing that given a finite number of 
(geometric) points xi of the projective scheme Proj P, 3 a homogeneous element 
f  E P of positive degree such that f  (xi) # 0. This is an elementary exercise and 
we leave this. This proves (2). 
We now prove (3). It is clear that (a) 2 (c). We show now that (c) 2 (b). 
Suppose then that (c) holds. Now X, can be imbedded as a closed G-stable 
subscheme of A:+’ since S( f)y = S( fl)/( f  - l)(here S( F’,y denotes the “homo- 
geneous localization” with respect to f,  i.e., S( v)y denotes the elements of degree 
zero in S( v)f). Hence by Proposition 6, 3 FI of the form FI = F/f I, 
F E S(zi)G homogeneous of degree = 1 (degree f) such that F,(x,) # 0 and 
F,(x,) = 0. It follows then that F(x,) # 0 and F(x,) = 0. This shows that 
(4 - @I. 
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We show now that (b) * (a). Let then (b) hold. Suppose that xs E 0(x,) n 
0(x,), xs E X”(k). Then by (2) we can find f E S( r;)” homogeneous of positive 
degree such that f (xi) # 0, i = 1, 2, 3. Then Fdea f/f des F separates x1 , x2 on 
the afline scheme X, . Hence 
-- 
0(x,) n 0(x,) = m (orbit closures in X, @ A). 
-- 
This leads to a contradiction of xs E 0(x,) n 0(x,). This completes the proof 
of Proposition 7. 
PROPOSITION 8. Let X be a closed G-stable subscheme of Psn endowed with a 
linear action of G (reductive over S). Then X” mod G is proper, i.e., iff 
f: X8” -+ Z (2 separated and of jinite type over S) 
is a dominant, G-invariant S-morphism (G-invariance means that f is a G-morphism 
for the trivial action of G on Z), then f is surjective (it follows that zf Z is quasi- 
projective over S or can be &bedded in something proper over S then Z is projective 
or proper over S). 
Proof. Let us first make a general remark which would help in reducing the 
problem to the case Z = S, i.e., Z itself is the base scheme. Let a group scheme G 
over S operate on an S-scheme Wand let f 
$W-T, T an S-scheme 
be a G-invariant S-morphism. Let H be the T-group scheme G xs T. Then we 
claim that we have a canonical action of the T-group scheme H on the T-scheme 
W ( W considered as a T-scheme through f) such that the graph morphism I’, 
I-,: W-+ W xs T 
is an H-morphism (for the action of G xs T on W xs T obtained from the 
action of G on W obtained by base change T + S). To prove this consider the 
action morphism v 
qx G x s W -+ W (9 an S-morphism). 
Wehave(G xs W) N (G xs T) xT Wsothatwecanwritep,as 
‘p: (G xs T) xr W-+ W. 
To get an action of the T-group scheme H on the T-scheme W, we see easily that 
it suffices to check that q~ is in fact a T-morphism. To prove that q~ is a 
607/26/3-3 
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T-morphism, let U be a T-scheme andg E H(U), w E W,(U) (set of T-morphisms 
of U into W) 
01 being the structure morphism. Since H = G x r T, g represents an element of 
G(U) which we denote by the same letter 
g: U-t G, g an S-morphism. 
Now w is also an S-morphism and since j is G-invariant, if jU denotes the canon- 
ical morphism 
frJ : W(U) -+ Wh 
we have f  u(w) = f  “(gw). Th is s h ows that the composite maps 
U -W&T, f  .a (gw) 
U-SW’T, few 
f  o (gw) and ( j 0 w) coincide, i.e., 
f  o&w) = % 01 structure morphism U --f T. 
This shows that (gw) which is a priori in W,(U) (set of S-morphisms of U into W) 
is in fact in W,(U). This implies that q~ is a T-morphism as well as that I’, is an 
H-morphism. 
By the above remark it follows that in our case there is a canonical action 
of the reductive group scheme H = G x s 2 over Xss such that I’, 
r,:x”--+xB~ x,z 
is an H-morphism. We have 
where r, , j are closed immersions and i is an open immersion. For the canonical 
action of the Z-reductive group scheme H on the Z-projective scheme (cf. 
Remark 5 and Proposition 7 (1)) X x s Z, we see immediately that 
(X xs Z”“) = x”B x,z. 
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Let W be the closure of X” in X xs 2 endowed with the structure of a closed 
subscheme of X xs Z (extending I’,). Suppose now that the action of H on XBs 
extends to W such that W is a closed G-stable subscheme of X x s 2. We have 
then 
for Wan = W n (Xnn x s 2) which implies that WB8 is the closure of X” in 
Xss xs 2, which in turn implies that W 88 = XB”, r, being a closed immersion. 
Thus under this supposition we would be reduced to proving the proposition 
when Z = S. We see in fact, that for this reduction it suffices to show that the 
action of H induces an action on X$ and that this action can be extended to an 
action of H on Wred (canonical structure of a reduced subscheme on W) so that 
W,,, is a closed H-stable subscheme of X xs 2. We shall now prove this. 
Now H -+ 2 is a smooth morphism. Hence base change of this morphism by 
Xi;, -+ 2, namely, 
H x z X&l + Xi&, 
is again smooth. It follows then that H xz Xrea is reduced and in fact that 
H X z %:d = (H X z X*‘)red 
since H Xz X;, is a closed subscheme of H xz X6* defined by an ideal of 
nilpotent elements. Thus if v is the action morphism 
p H x,X”+X”, 
Tree induces a morphism 
It is checked easily that vRd gives an action of H on XE, . Let 1,4 be the action 
morphism 
t,kHx,Y-tY, Y=Xx,Z. 
We have 
#(H x z wred) c Wred (set theoretically) 
since H xz X:.S,, is dense in H Xz Wred and t,b(H xz Xw) = Xm. Again by 
the above argument, H Xz Wred is reduced which implies that $ in fact induces a 
morphism 
H xz wred-+ wred. 
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This proves the required claim. Thus without loss of generality we can assume 
that Z = S. 
Thus to prove Proposition 8 it suffices to show that the structure morphism 
p: XB6 + S is surjective under the hypothesis that p is dominant. We claim now 
that it suffices to prove this assertion when R is a discrete valuation ring (S = 
Spec R). In fact by Chevalley’s theorem, 3 a dense open subscheme U of S such 
that U Cp(Xss). If U # S, given s E S - U, we can find a morphism 
rl:SpecA+S 
where A is a discrete valuation ring such that 
7) (generic point) E U, 7 (closed point) = s. 
Then performing base change by 7, we see that 
(Xx,SpecA)88 =X6* xsSpecA+SpecA 
is surjective (assuming the truth of the assertion when the base is Spec of a discrete 
valuation ring). This shows that s E p(XBs) w rc m h’ h ’ t urn implies that p is surjec- 
tive. 
Thus finally to prove Proposition 8 we have to show that p: Xss -+ S is 
surjective if R is a discrete valuation ring and p is dominant. The hypothesis 
implies that 
X”(K) # 0, 
where K is an algebraically closed field containing R. Let X = Proj B (B graded 
quotient of S(P)). W e see that 3F E BG, F being homogeneous of positive degree 
(for by Proposition 7, 3 such an F with F(x) # 0, x E X”“(K)). Let k = residue 
field of R. We can suppose that P # 0, F = canonical image of F in B @ k 
(we have only to divide by a suitable power of the maximal ideal of R). This 
implies that X”*(k) # 0, which means that the closed point of S is in p(X”*), 
i.e., p: X3” + S is surjective. This completes the proof of Proposition 8. 
3. Quotient Spaces Module Reductive Group Schemes 
PROPOSITION 9. Let V be a G-module, free of rank (n + 1) over R, G being 
reductive over S = Spec R. Let X = Proj B be a closed G-stable subscheme of 
Psn = Proj S(V), B being a graded quotient of S(v). Let Y = Proj BG (we 
observe that BG isgraded) and I,Y the canonical rational morphism 
Then we have 
f:X+Y. 
(i) #’ is a morphism in X88; let ~,4 = I,// / X6”. 
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Then I,!J: X” --f Y is surjective and in fact Z/I induces an ident$ication of Y(k) with 
XBs(k) moduE0 the equivalence reZation x1 N x2 00(x,) nO(xz) # o (the orbit 
closures are taken in X8” @ k, k is algebraically closed and k an R-algebra). 
(ii) We can find a $lt ra t ion Pi of BG by subalgebras of jinite type over R 
v PC = BG, Pi C Pi+l 
such that if Yi = Proj Pi , &’ : X+ Yi ; Bi : Yi+l -+ Yi , and Y -+‘i Yi the 
rational morphisms induced, respectively, by the canonical inclusions 
then we have 
PiCB; Pi C Pi+1 3 Pi C BG, 
(a) Vi, &’ is a morphism in X8*; let & = 4; 1 X8*. Further, all Oi and ai 
are morphisms. 
(b) Vi, & induces an identiJication of Y,(k) (k-algebraically closed) with X*5 
(k) mod& the equivalence relation 
-- 
xl - x2 -+ 0(x,) n O(z,) f m (orbit closures in X”” @ k). 
(c) Vi, Bi : Y,+l + Yi induces a bijection on geometric points and Y(k) = 
EDI Y,(k) 
(d) BG is integral over Pi ; in fact P,+l is integral over Pi . 
(e) If Z is a closed G-stable subscheme of Xs”, &(Z) (resp. #(Z)) is closed in 
Yi (resp. Y); further if 2, , 2, are disjoint closed G-stable subschemes of X8”, 
4~&%> n hi(z2) M-J. &%) n tW2)) = a. 
Proof. We see that the assertions in (ii) imply (i). Hence it suffices to prove 
(ii). 
Let I be the graded ideal in B OR B generated by elements of the form 
(f @ 1 - 1 @f ), f E: BG, f homogeneous, 
and r the closed subscheme of X xs X defined by I. Then by Proposit’ion 7, 
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we see that a geometric point (x1 , x2) E (X X, X)(K) does not belong to r(k) if 
and only if 
(1) either one of them, say x1 E X”“(k) and xa E (X - XBn)(K); or 
(2) both xi , xs are in X”*(K) but 
- __ 
0(x,) f-7 0(x,) = $3 (orbit closures in X”” @ K). 
Since B OR B is Noetherian (X xs X being of finite type over 5’ = R, R 
Noetherian), 3 a$nite number of fi , 1 < i < r, such that the fi are in BC, are 
homogeneous of positive degree and ( fi @ 1 - 1 @ fi) generate the ideal Ii. 
It follows then that if x1 , xz E X(k) satisfying the conditions (1) or (2) above, 3 
some i,, such that 
fi,@A i 0, f&J = 0. (*I 
Let Pi be the graded R-subalgebra of BC generated by ( fi}, 1 < i < Y. Let 
Y, = Proj Pr and #i’ : X + Yr the rational morphism defined by PI C B. By (i) 
above &’ / Xs8 = 4 is a morphism in X8”. Since PI C B we see also that I,& is a 
dominant morphism. Hence by Proposition 8 it follows that & is surjective. Now 
the assertion (b) of (ii) in Proposition 8 follows from (*) above. 
Choose now any filtration of BG by jnitely generated R-subalgebras Pi , all 
containing Pl 
u Pi = BG, PICP,C...PiCPitl. 
i>l 
Let Yi = Proj. Pi and z,&‘, I,& , 19~ , cli as in Proposition 8 above. We see imme- 
diately that $Q is a morphism in X”” and that +i = $J~’ 1 X”” identifies Y,(K) with 
X”“(k) under the equivalence relation 
__ - 
Xl - x2 * 0(x,) n 0(x,) (# o (orbit closures in X”” @ 12). 
This shows for example that given a geometric point, say y  E Y,(K), 3 f E Pl 
homogeneous of positive degree such that f(y) # 0. This implies that 0, is 
a morphism and similarly all Bi are morphisms. It follows also that ei induces a 
bijection on geometric points. To show that cli are morphisms, we observe that 
since BG = (Ji Pi , given y  E Y we can find i,, such that oli : Y--f Yi is a 
morphism at y  for i > i,, (i.e., given a graded prime ideal p C B+Gp # B+G, B+G 
denoting the ideal formed by homogeneous elements of positive degree, we can 
find is such that p n Pi # (P,), for i >/ i,). From this and the fact that 0, are 
morphisms it follows easily that 0~~ are morphisms. This takes care of the asser- 
tions (a), (b), (c) of (ii). We see also that the assertions concerning & 
in (e) follow from Proposition 8 and (b) f  ( ) b o ii a ove. As for the assertion (d) of 
(ii) we observe that the morphisms Bi are proper since Yi are projective and a 
fortiori 0, are quasi-finite (fibers of Bi are finite). Hence, 8, are finite morphisms 
GEOMETRIC RJSDUCTIVITY 261 
or, equivalently, P,+r is a Pi-module of finite type. It follows then that BG is 
integral over Pi . This concludes the proof of Proposition 9. 
COROLLARY 1. With the notations as in Proposition 9 let f E BG be a homogeneous 
element of positive degree and *, 
the G-invariant morphism induced by 4. Then we have 
(i) +, is surjective and induces an identification of Y,(k) (k algebraically 
closed) with X,(k) under the equivalence relation 
x1 - x2 0 0(x,) n 0(x,) f 0 (orbit closures in X, @ k). 
(ii) V closed G-stable subscheme Z of X, , #,(Z) is closed in Y, and if Z, , Z, 
are closed G-stable subschemes of X, such that Z, n Z, = o then 
$w%) n #r(Z2) = 0 - 
(iii) Y, = Spec(B,“)G, where B,O denotes the homogeneous localization of 
B with respect to f OY, what is the same, the set of elements of degree zero in B, . 
(Observe that X, = Spec B,O.) 
Proof. That #, is surjective follows from the fact that 4 : X” + Y is sur- 
jective since in fact Xy(k) -+ Y,(k) is surjective V k (algebraically closed field 
considered as an R-algebra). Let x E X,(k), i.e., x E X(k) and f (x) # 0, then by 
Proposition 7 (3) we have 
O(x) (closure in X, @ k) = O(x) (closure in X”” @ k). 
Thus, again by Proposition 7, the assertions in (i) of the above corollary follow 
immediately. As for (ii) we have only to show that t,+(Z) is closed if Z is closed 
G-stable in X, ; the latter assertions follow easily from (i). To show that #,(Z) 
is closed in Y, we can suppose that Z is reduced (the action of G on Z induces an 
action of G on Z,,d---cf. proof of Proposition 8). Let Z be the closure of Z in Xnn 
endowed with the structure of a reduced subscheme of X”. Then as we saw in 
the proof of Proposition 8 the action of G on Z extends to Z, i.e., Z is a closed 
G-stable subscheme of X”. Since 4(Z) is closed in Y and #-‘(Y - Y,) = 
Xss - r; it follows that #r(Z) = #(Z) n Y, , which shows that #,(Z) is closed 
in Y, . Finally to prove (iii) note that Y, = Spec(BG)F . Hence we have only to 
prove that 
@‘IO, = WIG, 
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and this follows from 
(BG)f = (B,)G (cf. Lemma 2). 
COROLLARY 2. Let G be a group scheme as in Proposition 9 and W a G-free 
module free of rank n over R. Let X be a closed G-stable subscheme of Asn = Spec 
S(W), Y = S( W)G, and y  the morphism 
induced by the canonical inclusion S( W)G C S(W). Then we have 
(i) v  is surjective, in fact, 9) induces an identz~cation of Y(k) (k algebraically 
closed and an R-algebra) with X(k) module the equivalence relation 
__ __ 
x1 - x2 0 O(X,) n 0(x,) + 0 (orbit closures in X &I k). 
(ii) V closed G-stable subscheme 2 of X, ~(2) is closed in Y and af 2, , 2, 
are closed G-stable subschemes of X such that 2, n 2, = o then ~(2,) n 
P)(-a = a. 
Proof. We shall deduce this as a consequence of Corollary 1. We shall now 
see that we can G-equivariantly imbed A,* in P,” and then closing up X in 
PSn, Corollary 2 will follow from Corollary 1. To be precise let V = W @ R. 
Then V becomes a G-module by taking the trivial G-module structure on R. 
Let P,” = Proj S(p). Then we have 
Asn = V’s”), , 
where f E v  is the homomorphism f: V -+ R defined by f/ W = zero and f/R = 
Identity. Note that f E vG. 
We claim that to prove (1) it suffices to assume that X is reduced. For suppose 
X = Spec B and Yr = Cc, C = Bred . (We have in Proposition 8 that G acts 
canonically on Xrea .) Then we have the following commutative diagram: 
where v1 is induced by Cc c+ C and j by the canonical map BG + (Bred)o 
(note that we cannot say (BreJG = (BG)&. If  (1) is true then v1 identifies 
Y,(K) with the set (1 = (X,,,)(k) (= X(k)) under the equivalence relation 
-- 
x1 -x2 o 0(x,) n 0(x,) # o (closures in X,,, @k or X @ k). But by 
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Proposition 6, we know that v  identifies Y(K) with a subset of A. This shows that 
j induces a &jection of Y,(K) onto Y(k). Then (1) would follow. This proves the 
claim that we can suppose X is reduced. 
Let X be the closure of X in Psn with the structure of a reduced subscheme. 
Then as we saw in Proposition 8 the action of G can be extended to X. We have 
now 
x, = x 
and then Corollary 2 follows from Corollary 1. 
Remark 6. The proof in Corollary 2, of Proposition 9 above shows the 
following more generally. Let there be given a linear action of a reductive group 
scheme G over S on A,* and X, , X, two closed G-stable subschemes of A,“, 
xzLfxl: 
X2 = Spec B, , X, = Spec B, ; B1+ Bz+O. 
Let Y1 = Spec BIG, Yz = Spec BsG. Then ifj is the morphism 
induced by the canonical map BI G -+ BZG, j(Y,) is closed in Yr and j induces a 
bijection of the geometric points of Ya onto the geometric points of the closed 
subscheme, say j( Yr) provided with the structure of a reduced subscheme of Y1 . 
A similar assertion holds in the case of X” (XC Ps”). 
4. Main Theorems on Quotient Spaces 
THEOREM 2. Let G be a reductive group scheme over S = Spec R, R being of 
finite type over a universally Japanese ring (cf. [5, chap. 0, Sect. 231). Let there be 
given a linear action of G on A,“, X = Spec B a closed G-stable subscheme of Ass 
and M a G - B-module of finite type over B (i.e., a coherent G - @,-module). 
Then we have 
(i) BG is an R-algebra of Jinite type, 
(ii) MG is a Bc-module of finite type. 
(A ring A is said to be universally Japanese if it is a Noetherian domain such that 
af A’ is any domain which is an A-algebra of finite type, the integral closure of A’ 
in a finite extension of the quotient$eld of A’ is an A’module of finite type.) 
Proof. Let Am = Spec S(v) where V is G - R-module, V being free of 
rank n over R. We can consider M canonically as an S( vi)-module and hence we 
see that it suffices to prove (i) and (ii) for the case B = S(V) (i.e., X = A,“). 
In this case (i.e., B = S(r)) (i) and (“) n are equivalent to proving that MC is a 
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Noetherian BG-module, for in particular BG is Noetherian and being graded it is 
of finite type over R. We shall be using this remark later in the proof. 
(1) We shall first show that if B is a graded quotient of S(r) and B is an 
integral domain, then BG is finitely generated over R. Now by Proposition 9, 
we can find a finitely generated R-subalgebra Pr of B such that B is integral over 
PI . Then PI is a domain and being of finite type over R, is also universally 
Japanese. Let L, be the quotient field of PI , L, that of BG and L, that of B (L, C 
L, C LJ. Since B is of finite type over R it follows that L, is of finite type over L, 
and hence L, is of finite type over L, . Since BG is integral over PI it follows that 
L, is algebraic over L, so that L, is a finite extension of L, . Hence the integral 
closure Q of PI in BG is a PI-module of finite type and since BG C Q, BG is a 
PI-module of finite type. This implies that BG is an R-algebra of finite type. 
(2) We shall now show that if B is a domain (not necessarily graded), then 
BG is an R-algebra of finite type. This case can be reduced to the graded case as 
has been done in the proof of Corollary 2, Proposition 9. Take Asn CPsn andf 
as in the proof of Corollary 2 of Proposition 9. Let X = Proj B be the closure of 
X in P,lz; Y = Proj BG, and Y = Spec BG. Then we have 
Y = 7f (cf. (iii), Corollary 1, Proposition 9). 
From the proof in step (I), P is of finite type over R which implies that yf = Y 
is of finite type over R and the assertion (2) follows. 
(3) We shall now pass to the general case. By the remark preceding (l), 
it suffices to show that MC is a Noetherian BG-module when B = S(r). We shall 
do this by a “devissage argument” (or Noetherian induction) (cf. [5, Sect. 3.1, 
3.21). 
We shall require the following: 
LEMMA 4. Let G be an a&e S-group scheme jlat over S = Spec R. Let 
be an exact sequence of G-modules (cf. Proposition 2). Then the canonical sequence 
is exact. 
Proof. This can be found in ([3,4a]). H owever, the proof is quite simple and 
can be given as follows. Let yi 
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be the R-homomorphisms giving the comodule structure on Vi and I the homo- 
morphisms 
Then we have 
I: Vi+ Vi@RR[G], WF+W @ 1. 
Vi’ = Ker(vi - I). 
Thus we get the commutative diagram 
G 
o-v, -v, 
G 
- vs 
G 
1 1 1 
0 - v, - v, - v, - 0 
and by chasing diagrams we see easily that the top row is exact. 
Let B = S(r) and .M the category of G - B-modules of finite type over B 
such that MC is Noetherian over BG. Then we have the following: 
(i) ME & and N a G-B-submodule of M, then N EA, 
(ii) 0 + Ml + M, -+ M, -+ 0 an exact sequence of G-B-modules. Then 
M,,M,E~~~+M~E.~H~. 
(iii) I f  X = Spec C is a closed G-stable subscheme of Asn and C is an 
integral domain, then C EYK (C considered as a G-B-module). 
By the remark made at the beginning of the proof of this theorem, in order to 
prove the theorem it suffices to show that 
J? = category of all G-B-modules of finite type over B. 
Let then M be a G-B-module of finite type over B. For proving this equality, we 
can assume the (Noetherian) inductive hypothesis, that if N is any G-B-module of 
finite type over B such that 
Supp N (Support of N) E Supp M 
(support in the sense of B-modules) then N EA. Let I = AM M (as a B- 
module) and C = B/I. Then I is a G-stable ideal in B, C is a G-R-algebra (cf. 
Proposition 2) and of course M is canonically a G-C-module. 
(4) We shall now show that M EM if C is a domain. Let then T(M) denote 
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the torsion submodule of the B-module M. Then M/T(M) is torsion free and 
TW)(resp. M/T(M)) q ac uires canonical G-B-(resp. (G-C-)module) structures. 
We have then the exact sequence of G-B-modules 
We have 
0-t T(M)-+ M+ M/T(M)+O. 
SUPP T(M) $ SUPP M 
which implies that T(M) EA. Hence, if M/T(M) E.A’ it would follow that 
M E A?. Thus we can suppose that M is torsion free. Now to show that M E A we 
have only to consider the case when MG # 0. Suppose then m E MG and 
m # 0. Then the map 
C+M, Xt-+X’rn, XEC 
is an injective G-B-homomorphism and we get an exact sequence of G-B-homo- 
morphisms 
O-+C-+M+M/C+O. 
We see that if rank M (over C) is 1, then 
Supp (M/C) g Supp M(= Spec C) 
and if rank M 2 r 3 2 
rank (M/C) >, (r - 1). 
Hence by induction on the rank of M (over C) we conclude that M E A. 
(5) We shall now show that ME A! if C is reduced. Let Y = Spec C and 
Yi = Spec Ci (1 < i < r, r > 2) the irreducible components of Y. Then Cj 
are domains and Yi are closed G-stable subschemes of Y (this follows because the 
fibers of G --+ S are geometrically connected so that if we consider the action 
morphism T: G xs Y -+ Y, we see that v(G xs YJ C Yi , etc., cf. proof of 
Proposition 8 for a similar situation). Let us set 
Let j be the canonical G-B-homomorphism 
j: M-t (0 MJ = N. 
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We see that by (4), NE A. Further 
Supp Ker j (resp. Coker j) C u Yt n Yj , 
i#i 
which implies that 
Supp Kerj(resp. Cokerj) $ Y 
so that Ker j, Coker j are in m and hence M E A. 
(6) Let us now go to the general case. Let J be the ideal in C 
J=KerC-+C&... 
Then J” = 0 for some positive integer s. Now we get a canonical action of G on 
Cred (cf. proof of Proposition 8), i.e., Cred is a G-B-module so that J is G-stable 
ideal in the G-R-algebra C, and for every positive integer Jm is a G-stable ideal 
in C (cf. Proposition 2 and its corollary). This implies that J”M are G-C-sub- 
modules of M since JmM is the image under the G-R-homomorphism 
J*&M-+M. 
Consider the following filtration of G-C-submodules of M 
MI JIM3 J2M3 ve.3 IpM = (0). 
The successive quotients, namely, M/JM, JM/J2M,..., etc. are canonically 
modules over C/J = Cred ; hence they are in A; besides PM EA since 
J’M = 0. Consider the exact sequence of G-C-modules 
0 -+ Jm+lM + J”IM -+ J*M/ Jm+lM + 0. 
Now J*M/ Jna+lM E A so that we have 
Since JBM EA we get that MEA by a downward induction on m. This 
completes the proof of Theorem 2. 
Remark 7. (a) Even if we are interested only in the finite generation of the 
algebra of invariants BG (B as in Theorem 2) it appears to be very convenient to 
formulate it (as done above) via G-B-modules, especially to cover the case when 
B is not necessarily reduced. The formulation via G-@r-coherent-modules was 
suggested by D. Mumford. 
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In his proof of the finite generation of invariants (cf. [9]) Nagata also proves it 
first in the graded case and then passes to the general case. The above proof 
using the completeness of XsB mod G (cf. Proposition 8) perhaps explains why one 
has to treat the graded case first. 
(b) Let G, S be as in Theorem 2. Let X = Spec B, B an algebra of finite 
type over R and let there be given action of G on X. If we do not suppose that X 
is a closed G-stable subscheme of A,” provided with a linear action of G we do 
not know whether BG is an R-algebra of finite type. If R is a field it is easy to see 
that X can be imbedded as a closed G-stable subscheme of A,” provided with a 
linear action of G. Thus we are led to ask: 
Question 1. Let X = Spec B where B is an R-algebra of finite type and let G 
act on X. Then can X be imedded as a closed G-stable subscheme of A,” 
provided with a linear action of G ? 
The answer to the above question would be in the affirmative if the answer to 
the following one is also in the affirmative. 
Question 2. Let V be a G-R-module of finite type over R. Does 3 a surjective 
G-homomorphism W + V, W a G-R-module, projective and finitely generated 
over R ? 
THEOREM 3. Let G be a reductive group scheme over S = Spec R and V a 
G-R-module free of rank n over R. Let X = Spec B be a closed G-stable subscheme 
of A,n = Spec S(V) and Y = Spec BG. Let v  be the canonical homomorphism 
9xX-Y 
defined by BG C B. Then we have 
(i) p is a G-invariant morphism. 
(ii) q~ is surjective, in fact Q algebraically closed$eld k (with a homomorphism 
R + k), q~ induces the following identification: 
Y(k) = X(k) mod&o the equivalence relation x1 N x2 if and only af 
-- 
0(x,) n 0(x,) # m (orbit closures in X OR k). 
(iii) Q closed G-stable subscheme Z of X, v(Z) is closed in Y and if Z, , Z, 
are two closed G-stable subschemes of X such that Z, n Z, = 0, then p)(Z,) n 
d-G> = 0. 
(iv) If R is ofJ; ’ mte t yp e over a universally Japanese ring then Y is of finite 
type over S. 
Proof. Theorem 3 is just a combination of Corollary 2 of Proposition 9 and 
Theorem 2. 
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THEOREM 4. Let G be a red&&e group scheme over S = Spec R and V a 
G-R-module free of rank (n + 1) over R. Let X be a closed G-stable subs&me of 
Ps” = Proj S(r) and X = Proj B, B being a quotient graded G-R-algebra wer 
S(r). Let Y = Proj BG and p’ the canonical rational morphism induced by BG C B 
cp': x-+ Y. 
Let X8” denote the open G-stable subscheme of X whosegeometric points are precisely 
the semi-stable points of X (cf. DeJnition 1). Then we have 
(i) q.~’ is a morphism in X”, let q~ = $ 1 X”” 
qx xw+ Y. 
(ii) 9 is a G-invariant afine morphism and Or = ~,*(Or)o, i.e., for any 
a&e open subset U of Y, v-l-‘(U) is a G-stable a&e open subset in Xnnd ifq+( U) = 
Spec C we huve U = Spec Cc (it su$ces in fact to assume this property for every 
member of some afine open cwering of Y). 
(iii) ‘p is surjective, in fact V algebraically closed$eld k (with a homomorphism 
‘R + k), q induces the following idents@ation: 
Y(k) = X”“(k) module the equivalence relation x1 N x2 if and only if 
-- 
0(x1) n 0(x,) # .@ (orbit closures in X” @k k). 
(iv) V closed G-stable subscheme Z of X8”, ~(2) is closed in Y and if 2, , 
2, are two closed G-stable subschemes of X such that 2, n 2, = m then ~(2,) n 
d-u = 0. 
(v) If R is of finite type wer a universally Japanese ring, then Y is a projec- 
tive scheme of finite type over S. 
Proof. Theorem 4 is just a combination of Proposition 9, Corollary 1 of 
Proposition 9, and Theorem 2. 
Remark 8. We can show that the morphism ‘p of Theorem 3 (resp. 
Theorem 4) is a categorical quotient, i.e., for example, for the morphism q: 
X” + Y of Theorem 4 we have the following property: 
Let $I: X” + Z be any G-invariant morphism of S-schemes. Then 3 a unique 
morphism p: Y + 2 such that the following diagram 
is commutative. 
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To prove this property we first make the following remark which is an imme- 
diate consequence of the properties of ‘p stated in the theorem: Let W be a closed 
G-stable subscheme of X8”. Then we have 
kl(F(W)))red = wred ti.e.y W = @(q(W)) set theoretically} 
if and only if for every geometric point x E X”“(K) such that O(x) n W(k) # @ 
(orbit closure in X8” OR K) x E W(k). W e now claim that if W is a closed sub- 
scheme of 2 then z+-‘(W) is “set theoretically v-saturated,” i.e., 3 a closed 
subscheme YI of Y such that 
$-‘( W)red = +f+(Y&d . (*) 
Obviously $-l(W) is closed G-stable in Xas since I/ is G-invariant, hence by the 
above remark we have only to show that if x E X”“(K) is a geometric point such 
that O(x) n I,-~(W)(K) # m ( 1 c osure in X8* @ K) then x E @l(W)(k). Suppose 
that x $ #-1(W)(k) and x1 E O(x) n #-l(W)(k). Then we see that 
(4 @R k)(xl) f (4 @R ‘)b); (p’ @R k)(xl) = (9’ @R k)(x)- 
Let zr = (4 OR K)(x,) and x = (I/ OR k)(x). Then z1 , z are distinct closed 
points in 2 OR k. Then (# OR k)-l(x,) and ($ OR k)-l(z) are digoint closed 
G OR lz stable subsets of X8* OR K containing, respectively, x1 and x. Hence 
b @R k)(xd f b @R k)(x), 
which leads to a contradiction. This proves the assertion (*). 
Take now an afline open subset U of 2, say U = Spec D containing 4(x) 
where x E X8*. Then by (*) it follows that 3 an open subscheme v’ of Y such that 
v-r( V’) = #-r(U). Using this and the property (ii) of Theorem 4, we see that 3 
an affine open subset V of Y such that x E v-‘(V), q-,-‘(V) is affine, and v-‘(V) C 
#-l(U). Let v-‘(V) = S pet C. Now # induces a G-invariant morphism 
8): I$-‘( V) + u. 
Let j: D -+ C be the homomorphism defining this morphism. Since 4 is G- 
invariant it follows that j(D) C Cc so that # factors as follows 
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where V+ U is a uniquely determined morphism. From this it follows easily 
that we get a uniquely determined morphism p: Y + Z such that the diagram 
is commutative. Hence q: X” -+ Y is a categorical quotient. 
Note, however, that the morphism y  (of Theorems 3 and 4) need not in general 
be a universal categorical quotient (i.e., say if v  is the morphism ‘p: X -+ Y of 
Theorem 3, then V base change Y’ + Y, the canonical morphism X x r Y’ -+ Y’ 
is also a categorical quotient). For example, let Y’ + Y be a closed subscheme of 
Y and X’ = Spec B’ = X xr Y’. Let Yr = Spec BIG. Then the canonical 
morphism X’ --f Yr is a categorical quotient by what we saw above but in general 
the canonical morphism Yr + Y’ is not an isomorphism. If R contains a field of 
characteristic zero this phenomenon does not happen but even if R is a field of 
characteristic p (p # 0) this may very well happen. Note, however, that if 
Y’ + Y is flat (say Y’ locally Noetherian) by Lemma 2 it would follow that 
X X r Y’ --+ Y’ is again a categorical quotient. 
Remark 9. We will now show that 3 an open subscheme Y” of Y such that 
if X8 = v-l( Y”)(p, the morphism in Theorems 3 and 4), the geometric points of 
X8 are precisely the stable points (cf. Definitions 1 and 2) and that ‘p gives the 
following identification 
Y*(k) = X8(k) modulo the equivalence relation x1 N x2 if and only if 
Oh) = ow. (*I 
Roughly speaking Y8 is the true orbit space of X8 modulo G. 
To prove these assertions let us first treat the afline case (Theorem 3). We first 
claim that 3 a G-stable open subscheme X0 of X whose geometric points x E X(k) 
are precisely those such that dim O(x) = dim G @ k. For this consider the 
morphism a 
a: G X,X-+X X,X, a = P X POX , 
where Q: G x s X + X is the action morphism and pr, : G x s X -+ X is the 
canonical projection. Let W be the open subscheme of G x r X of points where a 
is quasi$nite. Then pyx( W) is open in X (since prx is a smooth morphism) and we 
see easily X0 = pyx(W). It is seen easily that X0 is G-stable. We now define 
X” as the p-saturation of x0, i.e., X - X8 = v-l(~(X - X0)). Now the geo- 
metric points x of X - x0 (x E X(k)) are p recisely those x such that dim O(x) < 
W126!3-1 
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dim G @ K and then as we saw in Remark 8, the geometric points of 
@(v(X - X0)) are precisely those y  E X(K) such that either y  E (X - X0)(K) or 
dim O(y) = dim G @ K and O(y)n{(X-xo)c3k) f  0. 
We see easily that this is equivalent to the condition 
dimO(y) = dimG@R and O(y) is not closed. 
Thus we see that the geometric points x of X - X* are precisely the stable points, 
i.e., satisfying the property 
dim O(x) = dim G @ k and O(x) closed in X ok. 
The assertion (*) follows immediately (cf. Proposition 6 (3)). 
Let us now go to the projective case (i.e., v  as in Theorem 4). The above proof 
shows that we have an open Ys in Y such that if X” = CJ-‘( Y”) the geometric 
points of X8 are precisely x E Xas(k) such that 
dim O(x) = dim G @ k, O(x) is closed in X8* @ k. I 
Thus to prove the required assertion we have only to show that if z? E if(k) 
(X cone over X) lies above x E X”“(k) then 
x satisfies (A) o 2 is stable, i.e., 
dim O(4) = dim G @ k and O(k) is closed in X @ k. 
II 
Suppose now that x satisfies I. We see immediately that 4 is stable. For we 
have a fortiori dim O(s) = dim G @ k. Further O(a) is not closed in X @ k. 
Let 4, E O(a) and 4,$0(a) ( no e t $r is semi-stable). Then we see that dim 
O(&) < dim G @ k. Hence if x, E X”(k) is the canonical image of Zi then 
xi $0(x). But Gr E O(a) => xi E O(x). This contradicts I. This proves the impli- 
cation => of II. 
Suppose then that 4 is stable. We first note that dim O(x) = dim G @ k 
for if this is not the case the isotropy subgroup of G @ k at 2 would contain the 
canonical “homothety group” G, @ k and we see easily that if this is the case 
jj. is not semi-stable. It remains to show that O(x) is closed in XM @ k. 
We can now find f  E BC, f homogeneous of positive degree such that f  (x) # 0. 
As we saw before X, can be imbedded as a closed G-stable s&scheme of At+’ 
(using the fact BP w B/( f  - l)B). We can find the representative 4 E X(k) over 
x such that f(G) = 1. Since O(Z) is closed in X @ k it follows that O(x) is closed 
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in X, and since X, is v-saturated, O(x) is closed in X” @ K. Thus the implication 
-z= follows. This completes the proof of the assertions in Remark 8. 
Remark 10. We have been so far principally working over atfine base schemes 
for the sake of simplicity. Theorems 3 and 4 generalize immediately to arbitrary 
base (cf. Remark 4). Let S be a locally Noetherian scheme and G a reductive 
group scheme over S. Let V be a locally free O,-module of finite rank such that it 
has a structure of a G-Ur-module. Let X be a closed G-stable subscheme of 
A(V) = Spec S(r) with X = Spec B where B is quasi-coherent G-OS-algebra 
and a quotient of B. Let Y be the S-scheme Y = Spec BG and v: X---f Y the 
canonical S-morphism induced by BG 4 B. Then we see immediately (applying 
Lemma 2 to localization) that Theorem 3 remains true in this case (to say that Y 
is of finite type over S we have to suppose that S is locally of finite type over a 
universally Japanese ring). 
Suppose that B is moreover a graded quotient of S(r). Let X = Proj B, 
and Y = Proj BG and v  the canonical rational morphism F: X -+ Y induced by 
BG C B. Then Theorem 4 remains true in this case and of course to say that Y 
is projective over S we have to assume that S is locally of finite type over a 
universally Japanese ring. 
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