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Extending investigations of Barker, Humpherys, Laﬁtte, Rudd, and
Zumbrun for compressible gas dynamics and Freistühler and
Trakhinin for compressible magnetohydrodynamics, we study by
a combination of asymptotic ODE estimates and numerical Evans
function computations the one-dimensional stability of parallel
isentropic magnetohydrodynamic shock layers over the full range
of physical parameters (shock amplitude, strength of imposed
magnetic ﬁeld, viscosity, magnetic permeability, and electrical
resistivity) for a γ -law gas with γ ∈ [1,3]. Other γ -values may
be treated similarly, but were not checked numerically. Depending
on magnetic ﬁeld strength, these shocks may be of fast Lax,
intermediate (overcompressive), or slow Lax type; however, the
shock layer is independent of magnetic ﬁeld, consisting of a
purely gas-dynamical proﬁle. In each case, our results indicate
stability. Interesting features of the analysis are the need to
renormalize the Evans function in order to pass continuously across
parameter values where the shock changes type or toward the
large-amplitude limit at frequency λ = 0 and the systematic use
of winding number computations on Riemann surfaces.
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In this paper, continuing investigations of [3,24,12], we study by a combination of asymptotic
ODE estimates and numerical Evans function computations the one-dimensional stability of parallel
isentropic magnetohydrodynamic (MHD) shock layers over a full range of physical parameters, includ-
ing arbitrarily large shock amplitude and strength of imposed magnetic ﬁeld, for a γ -law gas with
γ ∈ [1,3], with our main emphasis on the case of an ideal monatomic or diatomic gas. The restriction
to γ ∈ [1,3] is an arbitrary one coming from the choice of parameters on which the numerical study
is carried out; stability for other γ can be easily checked as well. (Note that our analytical results
are for any γ  1.) In each case, we obtain results indicative of stability. Recall that Evans stability,
deﬁned in terms of the Evans function associated with the linearized operator about the wave, by the
“Lyapunov-type” results of [29,30,41,20,21,37], implies linear and nonlinear stability for all except the
measure-zero set of parameters on which the characteristic speeds of the endstates coincide with the
shock speed or each other.4
Parallel shocks may be of fast Lax, intermediate (overcompressive), or slow Lax type depending
on magnetic ﬁeld strength; however, the shock layer is independent of magnetic ﬁeld, consisting of a
purely gas-dynamical proﬁle. Thus, the study of their stability is both a natural next step to and an
interesting generalization of the investigations of stability of gas-dynamical shocks in [24]. See also
the investigations of stability of fast parallel Lax shocks in certain parameter regimes in [12] using
energy methods, and of general fast Lax shocks in the small-magnetic ﬁeld limit in [17,16] using
Evans function techniques.
1.1. Equations
In Lagrangian coordinates, the equations for compressible isentropic MHD in one dimension take
the form ⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
vt − u1x = 0,
u1t +
(
p + (1/2μ0)
(
B22 + B23
))
x =
((
(2μ + η)/v)u1x)x,
u2t −
(
(1/μ0)B
∗
1B2
)
x =
(
(μ/v)u2x
)
x,
u3t −
(
(1/μ0)B
∗
1B3
)
x =
(
(μ/v)u3x
)
x,
(vB2)t −
(
B∗1u2
)
x =
(
(1/σμ0v)B2x
)
x,
(vB3)t −
(
B∗1u3
)
x =
(
(1/σμ0v)B3x
)
x,
(1.1)
where v denotes speciﬁc volume, u = (u1,u2,u3) velocity, p = p(v) pressure, B = (B∗1, B2, B3) mag-
netic induction, B∗1 constant, and μ > 0 and η > 0 the two coeﬃcients of viscosity, μ0 > 0 the
magnetic permeability, and σ > 0 the electrical resistivity [9].
We restrict to an ideal isentropic polytropic gas, in which case the pressure function takes form
p(v) = av−γ (1.2)
where a > 0 and γ > 1 are constants that characterize the gas. In our numerical investigations, we
shall focus mainly on the most common cases of a monatomic gas, γ = 5/3, and a diatomic gas,
γ = 7/5; more generally, we investigate all γ ∈ [1,3]. With brief exceptions (e.g., Section 4.1), we
take
η = −2μ/3, (1.3)
as typically prescribed for (nonmagnetic) gas dynamics [4].5
4 For these degenerate cases, the stability analysis has not been carried out in the generality considered here. However, see
the related analyses for Lax shock of [22,19] in the case that shock and characteristic speed coincide and [41] in the case that
characteristic speeds coincide, which suggest that the shocks may be nonetheless stable.
5 Also, predicted in the rareﬁed-gas limit by Chapman–Enskog expansion of Boltzmann’s equation.
B. Barker et al. / J. Differential Equations 249 (2010) 2175–2213 2177Here, we are allowing u and B to vary in full three-dimensional space, but restricting spa-
tial dependence to a single direction e1 measured by x. That is, we consider planar solutions, or
three-dimensional solutions with one-dimensional dependence on spatial variables. Note that the
divergence-free condition divx B ≡ 0 of full MHD reduces in the planar case to our assumption that
B1 ≡ constant = B∗1. In the simplest, parallel case B2 = B3 ≡ 0; u2 = u3 ≡ 0, Eqs. (1.1) reduce to the
one-dimensional isentropic compressible Navier–Stokes equations{
vt − u1x = 0,
u1t + px =
((
(2μ+ η)/v)u1x)x. (1.4)
In the remainder of the paper, we study traveling-wave solutions in this special parallel case and their
stability with respect to general (not necessarily parallel) planar perturbations.
1.2. Viscous shock proﬁles
A viscous shock proﬁle of (1.1) is an asymptotically-constant traveling-wave solution
(v,u, B)(x, t) = (vˆ, uˆ, Bˆ)(x− st), lim
z→±∞ = (v±,u±, B±). (1.5)
In the parallel case, these are of the simple form (vˆ, uˆ, Bˆ)(x− st) = (vˆ, uˆ1,0,0, B∗1,0,0)(x− st), where
(vˆ, uˆ1) is a gas-dynamical shock proﬁle satisfying the traveling-wave ODE{−svx − u1x = 0,
−su1x + px =
((
(2μ + η)/v)u1x)x. (1.6)
1.3. Rescaled equations
By a preliminary rescaling in x, t , we may arrange without loss of generality μ = 1. Fol-
lowing the approach of [24,25], we now rescale (v,u1,u2,u3,μ0, x, t, B) → ( vε ,− u1εs , u2ε , u3ε , εμ0,
−εs(x− st), εs2t, Bs ) holding μ, σ ﬁxed, where ε := v− , transforming (1.1) to the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
u1t + u1x +
(
av−γ +
(
1
2μ0
)(
B22 + B23
))
x
= (2μ+ η)
(
u1x
v
)
x
,
u2t + u2x −
(
1
μ0
B∗1B2
)
x
= μ
(
u2x
v
)
x
,
u3t + u3x −
(
1
μ0
B∗1B3
)
x
= μ
(
u3x
v
)
x
,
(vB2)t + (vB2)x −
(
B∗1u2
)
x =
((
1
σμ0v
)
B2x
)
x
,
(vB3)t + (vB3)x −
(
B∗1u3
)
x =
((
1
σμ0v
)
B3x
)
x
(1.7)
where p(v) = a0v−γ and a = a0ε−γ−1s−2.
By this step, we reduce without loss of generality to the case of a shock proﬁle with speed s = −1,
left endstate
(v,u1,u2,u3, B1, B2, B3)− =
(
1,0,0,0, B∗1,0,0
)
, (1.8)
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(v,u1,u2,u3, B1, B2, B3)+ =
(
v+, v+ − 1,0,0, B∗1,0,0
)
, (1.9)
satisfying the proﬁle ODE
(2μ+ η)v ′ = H(v, v+) := v
(
v − 1+ a(v−γ − 1)) (1.10)
(obtained by integrating (1.6) and substituting the ﬁrst equation into the second) where 1 = v− 
v+ > 0 and (setting v ′ = 0 at v = v+ and solving)
a = − v+ − 1
v−γ+ − 1
= vγ+
1− v+
1− vγ+
. (1.11)
See [3,24] for further details.
Proposition 1.1. (See [3].) For each γ  1, 0 < v+  1 − ε, ε > 0, (1.10) has a unique (up to transla-
tion) monotone decreasing solution vˆ decaying to its endstates with a uniform exponential rate, independent
of v+ , γ . In particular, for 0< v+  112 and vˆ(0) := v+ + 112 ,
∣∣vˆ(x) − v+∣∣ ( 1
12
)
e−
3x
4 , x 0, (1.12a)
∣∣vˆ(x) − v−∣∣ (1
4
)
e
x+12
2 , x 0. (1.12b)
Corollary 1.2. Initializing vˆ(0) := v+ + 112 as in Proposition 1.1, vˆ converges uniformly as v+ → 0 to a
translate vˆ0 of
1−tanh( x2(2μ+η) )
2 .
Proof. By (1.11), a ∼ vγ+ → 0 as v+ → 0, whence the result follows on any bounded set |x|  L by
continuous dependence, taking the limit as a → 0 in (1.10) to obtain a limiting ﬂow of v ′ = v(1−v)2μ+η .
Taking now L → ∞, the result follows for |x|  M by v+ → 0 and |vˆ − v+|  Ce−θM ; see (1.12a)–
(1.12b). 
1.4. Families of shock proﬁles
At this point, we have reduced our study of parallel shock stability, for a ﬁxed gas constant γ , to
consideration of a one-parameter family of proﬁles indexed by the right endstate 1  v+ > 0 and a
four-parameter family of Eqs. (1.7) indexed (through (1.11)) by v+ and the three remaining physical
parameters μ0 > 0, σ > 0, B∗1  0, where we have taken B∗1 without loss of generality to be nonneg-
ative by use of the symmetry under B → −B of (1.1). Here, the small-amplitude limit corresponds to
v+ → v− = 1 and the large-amplitude limit to v+ → 0, where in this scaling the amplitude is given
by |v− − v+|.
A straightforward computation shows that the characteristics of the ﬁrst-order hyperbolic system
obtained by neglecting second-derivative terms in (1.7) at the endstates v± have values
(
1± c(v)),1,1,(1± B∗1√
μ v
)
, (1.13)0 ±
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the shock is a Lax 1-shock for 0 B∗1 <
√
μ0v+ , meaning that it has six positive characteristics at v−
and one at v+; an intermediate doubly overcompressive shock for
√
μ0v+ < B∗1 <
√
μ0, meaning that it
has six positive characteristics at v− and three at v+; and a Lax 3-shock for
√
μ0 < B∗1, meaning that
it has 4 positive characteristics at v− and three at v+ .
For Lax 1- and 3-shocks, the proﬁle (1.5) is generically (and always for 1-shocks) unique up to
translation as a traveling-wave solution of the full equations connecting endstates (1.8) and (1.9), i.e.,
even among possibly nonparallel solutions. That is, it lies generically within a one-parameter family
{Uˆ ξ } = {(vˆ, uˆ1, uˆ2, uˆ3, Bˆ2, Bˆ3)ξ } of viscous shock proﬁles, ξ ∈ R, with Uˆ ξ (x) := Uˆ (x− ξ). For overcom-
pressive shocks, it lies generically within a three-parameter family {(vˆ, uˆ1, uˆ2, uˆ3, Bˆ2, Bˆ3)ξ } of viscous
proﬁles and their translates, ξ ∈ R3, of which it is the unique parallel solution up to translation [29].
For further discussion of hyperbolic shock type and its relation to existence of viscous proﬁles, see,
e.g., [44,40,41,29].
1.5. Evans, spectral, and nonlinear stability
Following [44,29,41], deﬁne spectral stability as nonexistence of nonstable eigenvalues 
λ  0 of
the linearized operator about the wave, other than at λ = 0 (where there is always an eigenvalue, due
to translational invariance of the underlying equations). A slightly stronger condition is Evans stability,
which for Lax or overcompressive shocks may be deﬁned [44,29] as nonvanishing for all 
λ  0 of
the Evans function associated with the integrated eigenvalue equation about the wave. See [1,14,40,
41,29] for a general deﬁnition of the Evans function associated with a system of ordinary differential
equations; for a deﬁnition in the present context, see Section 2. Recall that zeros of the Evans function
(either integrated or nonintegrated) agree with eigenvalues of the linearized operator about the wave
on {
λ 0} \ {0}, so that Evans stability implies spectral stability.
The following “Lyapunov-type” result of Raooﬁ and Zumbrun [36], specialized to our case, states
that, for generic parameter values, Evans stability implies nonlinear orbital stability, regardless of the
type of the shock; see also [30,41,21,37].
Proposition 1.3. (See [36].) Let Uˆ := (vˆ, uˆ1, uˆ2, uˆ3, Bˆ2, Bˆ3) be a parallel viscous shock proﬁle of (1.1)–(1.2)
connecting endstates (1.8)–(1.9), with characteristics (1.13) distinct and = s, that is Evans stable. Then, for
any solution U˜ := (v˜, u˜1, u˜2, u˜3, B˜2, B˜3) of (1.1) with L1 ∩ H3 initial difference and L1-ﬁrst moment E0 :=
‖U˜ (·,0)− Uˆ‖L1∩H3 and E1 := ‖|x||U˜ (·,0)− Uˆ |‖L1 suﬃciently small and some uniform C > 0, U˜ exists for all
t  0, with ∥∥U˜ (·, t) − Uˆ (· − st)∥∥L1∩H3  C E0 (stability). (1.14)
Moreover, there exist α(t), α∞ such that
∥∥U˜ (·, t) − Uˆα(t)(· − st)∥∥Lp  C E0(1+ t)−(1/2)(1−1/p), (1.15)∣∣α(t) − α∞∣∣, (1+ t)1/2∣∣α˙(t)∣∣ C(ε)max{E0, E1}(1+ t)−1/2+ε, (1.16)
for all 1 p ∞, ε > 0 arbitrary (phase-asymptotic orbital stability).
Finally, recalling that Evans stability for Lax shocks is equivalent to the three conditions of spectral
stability, transversality of the traveling wave as a connecting orbit of (1.10), and inviscid stability of the
shock while Evans stability for overcompressive shocks is equivalent to spectral stability, transversality,
and an “inviscid stability”-like low-frequency stability condition generalizing the Lopatinski condition
of the Lax case [44,29,41], we obtain the following partial converse allowing us to make stability
conclusions from spectral information alone.
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stable is also Evans stable (hence, for endstates with distinct characteristics = s, nonlinearly orbitally stable).
A parallel viscous shock proﬁle that is an intermediate (overcompressive) shock, spectrally stable and low-
frequency stable is Evans stable. A parallel viscous shock proﬁle that is a Lax 3-shock, spectrally stable, and
transverse is Evans stable. For μ = 1 and B∗1 max{
√
γμ0
2 ,
√
γ
2σ } +
√
μ0 , Lax 3-shocks are transverse. For
parallel viscous shocks of any type, spectral stability implies Evans (and nonlinear) stability on a generic set of
parameters.
Proof. Lax 1-shocks and intermediate-shocks, as extreme shocks (i.e., all characteristics entering the
shock from the −∞ side), are always transversal [29]. One-dimensional inviscid stability of either
Lax 1- or 3-shocks follows by a straightforward calculation using decoupling of the linearized equa-
tions into (v,u1) and (u2, B2) and (u3, B3) systems [5,39,12]. Transversality for large B∗1 is shown
in Proposition B.3. Finally, both transversality (in the Lax 3-shock case) and (in the overcompressive
case) low-frequency stability conditions can be expressed as nonvanishing of functions that are ana-
lytic in the model parameters, hence either vanish everywhere or on a measure zero set. It may be
shown that these are both nonvanishing for suﬃciently weak proﬁles |1− v+| small,6 hence they are
generically nonvanishing. From these facts, the result follows. 
Remark 1.5. Our numerical results indicate Evans stability for all parameters, which implies in passing
uniform transversality of 3- and overcompressive-shock proﬁles and low-frequency stability of over-
compressive proﬁles. Transversality is a minimal condition for orbital stability, being needed even to
guarantee existence of the smooth manifold Uˆα under discussion [29].
As discussed above, neither transversality nor low-frequency stability are implied by spectral sta-
bility. Nor are they implied by “integrated spectral stability”, deﬁned as nonexistence of decaying
solutions of the integrated eigenvalue equations for 
λ  0, as typically obtained by energy esti-
mates [15,26]. They are, rather, independent conditions that must in principle be separately veriﬁed.
It is remarkable that an Evans study veriﬁes all three.
1.6. The reduced linearized eigenvalue equations
Linearizing (1.7) about a parallel shock proﬁle (vˆ, uˆ1,0,0, B∗1,0,0), we obtain a decoupled system⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
vt + vx − u1x = 0,
u1t + u1x − aγ
(
vˆ−γ−1v
)
x = (2μ+ η)
(
u1x
vˆ
+ uˆ1x
vˆ2
v
)
x
,
u2t + u2x − 1
μ0
(
B∗1B2
)
x = μ
(
u2x
vˆ
)
x
,
u3t + u3x − 1
μ0
(
B∗1B3
)
x = μ
(
u3x
vˆ
)
x
,
(vˆ B2)t + (vˆ B2)x −
(
B∗1u2
)
x =
((
1
σμ0
)
B2x
vˆ
)
x
,
(vˆ B3)t + (vˆ B3)x −
(
B∗1u3
)
x =
((
1
σμ0
)
B3x
vˆ
)
x
,
(1.17)
6 For Lax 3-shocks, transversality follows for small amplitudes by the center-manifold analysis of [33]. For overcompressive
shocks, taking B∗1 = (1/2)(
√
μ0 + √μv+ ) as v+ → 1, using decoupling of (v,u1) and (u j , B j) equations and performing a
center manifold reduction in the (u j , B j) equation of the traveling-wave ODE written as a ﬁrst-order system, j = 2,3, we
ﬁnd that this reduces in each case to a one-dimensional ﬁber, whence decaying solutions of the linearized proﬁle equation,
corresponding to variations other than translation in the family of proﬁles Uˆα , are of one sign and thus have nonzero total
integral
∫ +∞
−∞ (u j , B j)(x)dx. But this is readily seen [40] to be equivalent to low-frequency stability in the small-amplitude limit.
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copies of an equation in variables (u j, vˆ B j), j = 2,3.
Introducing integrated variables V := ∫ v , U := ∫ u1 and w j := ∫ u j , α j := ∫ vˆ B j , j = 2,3, we ﬁnd
that the integrated linearized eigenvalue equations decouple into the integrated linearized eigenvalue
equations for gas dynamics in variables (V ,U ) and two copies of
⎧⎪⎪⎨⎪⎪⎩
λw + w ′ − B
∗
1α
′
μ0 vˆ
= μw
′′
vˆ
,
λα + α′ − B∗1w ′ =
1
σμ0 vˆ
(
α′
vˆ
)′ (1.18)
in variables (w j,α j), j = 2,3.
As noted in [44,29], spectral stability is unaffected by the change to integrated variables. Thus,
spectral stability of parallel MHD shocks, decouples into the conditions of spectral stability of the
associated gas-dynamical shock as a solution of the isentropic Navier–Stokes equations (1.4), and spec-
tral stability of system (1.18). Assuming stability of the gas-dynamical shock (as has been veriﬁed in
great generality in [24,25]), spectral stability of parallel MHD shocks thus reduces to the study of the reduced
eigenvalue problem (1.18), into which the shock structure enters only through density proﬁle vˆ . Like-
wise, the Evans function associated with the full system (1.17) decouples into the product of the Evans
function for the gas-dynamical eigenvalue equations and the Evans function for the reduced eigen-
value problem (1.18). Thus, assuming stability of the associated gas-dynamical shock, Evans stability of
parallel MHD shocks reduces to Evans stability of (1.18).
Remark 1.6. The change to integrated coordinates removes two additional zeros of the Evans function
for the reduced Eqs. (1.18) that would otherwise occur at the origin in the overcompressive case,
making possible a uniﬁed study across different parameter values/shock types.
1.7. Analytical stability results
1.7.1. The case of inﬁnite resistivity/permeability
We start with the observation that, by a straightforward energy estimate, parallel shocks are un-
conditionally stable in transverse modes (u˜, B˜) in the formal limit as either electrical resistivity σ
or magnetic permeability μ0 go to inﬁnity, for quite general equations of state. This is suggestive,
perhaps, of a general trend toward stability.
Theorem1.7. In the degenerate caseμ0 = ∞ or σ = ∞, parallel MHD shocks are transversal, Lopatinski stable
(resp. low-frequency stable), and spectrally stable with respect to transverse modes (u˜, B˜), for all physical
parameter values, hence are Evans (and thus nonlinearly) stable whenever the associated gas-dynamical shock
is Evans stable.
Proof. By Proposition 1.4, Lopatinski stability holds for Lax-type shocks, and transversality holds for
Lax 1-shocks and overcompressive shocks. Noting that the (decoupled) transverse part of linearized
traveling-wave ODE for σ = ∞ or μ0 = ∞ reduces to (d− 1) copies of the same scalar equation, and
recalling that transversality/Lopatinski stability hold always for the decoupled gas-dynamical part [24],
we readily verify low-frequency stability in the overcompressive case and transversality in the Lax
3-shock case as well.7 Thus, we need only verify transverse spectral stability, or nonexistence of de-
caying solutions of (1.18).
7 For scalar equations, transversality is immediate. Likewise, decaying solutions of the linearized proﬁle equation, correspond-
ing to variations other than translation in the family of proﬁles Uˆα , are necessarily of one sign and thus have nonzero total
integral
∫ +∞
−∞ (u j , B j)(x)dx. But this is readily seen [40] to be equivalent to low-frequency stability in the small-amplitude limit.
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μ0 vˆλw + μ0 vˆw ′ − B∗1α′ = μμ0w ′′,
λα + α′ − B∗1w ′ = 0. (1.19)
Taking the real part of the complex L2-inner product of w against the ﬁrst equation and α against
the second equation and summing gives

λ
∫ (
vˆμ0|w|2 + |α|2
)= −∫ μμ0∣∣w ′∣∣2 + ∫ vˆx|w|2 < 0,
a contradiction for 
λ  0 and w not identically zero. If w ≡ 0 on the other hand, we have a
constant-coeﬃcient equation for α, which is therefore stable. The μ0 = ∞ case goes similarly; see
Appendix B. 
Notably, this includes all three cases: fast Lax, overcompressive, and slow Lax type shock. Fur-
ther, the same proof yields the result for the more general class of equations of state p(·) satisfying
p(v+)−p(v−)
v+−v− < 0, so that vˆx < 0 for s < 0. With the analytical results of [24], we obtain in particular
the following asymptotic results.
Corollary 1.8. For σ = ∞ or μ0 = ∞, parallel isentropic MHD shocks with ideal gas equation of state,
whether Lax or overcompressive type, are linearly and nonlinearly stable in the small- and large-amplitude
limits v+ → 1 and v+ → 0, for all physical parameter values.
1.7.2. Bounds on the unstable spectrum
By a considerably more sophisticated energy estimate, we can bound the size of unstable eigen-
values uniformly in 1  v+ > 0 and the gas constant γ  1 to a ball of radius depending on σ , μ0,
B∗1, a crucial step in studying the limit v+ → 0.
Theorem 1.9. Nonstable eigenvalues 
λ 0 of (1.18) are conﬁned for 0< v+  1 to the region

λ + |λ| < 1
2
max
{
1
μ
,μ0σ
}
+ (B∗1)2√ σμμ0 . (1.20)
Proof. See Appendix B. 
1.7.3. Asymptotic Evans function analysis
Denoting by D(λ) the “reduced” Evans function (deﬁned Section 2) associated with the reduced
eigenvalue Eqs. (1.18), we introduce the pair of renormalizations
Dˇ(λ) := ((1− B
∗
1/
√
μ0 )
2 + 4λ(μ/2+ 1/2σμ0))1/4
((1− B∗1/
√
μ0 )2 + 4(μ/2+ 1/2σμ0))1/4
(v+/4+ λ)1/4
(v+/4+ 1)1/4
× ((1− B
∗
1/
√
μ0v+ )2 + 4λ(μ/2v+ + 1/2σμ0v2+))1/4
((1− B∗1/
√
μ0v+ )2 + 4(μ/2v+ + 1/2σμ0v2+))1/4
D(λ) (1.21)
and
Dˆ(λ) := ((1− B
∗
1/
√
μ0 )
2 + 4λ(μ/2+ 1/2σμ0))1/4
((1− B∗1/
√
μ0 )2 + 4(μ/2+ 1/2σμ0))1/4 D(λ). (1.22)
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Theorem 1.10. On 
λ  0, the reduced Evans function D is analytic in λ and continuous in all parameters
except at v+ = 0 and B1 = √μ0v± , at which points it exhibits algebraic singularities (blow-up) at λ = 0. The
renormalized Evans functions Dˇ and Dˆ are analytic in λ and continuous in all parameters except at (λ, v+) =
(0,0).
Proof. Immediate from Propositions 2.12 and 3.6. 
1.7.3.2. The small-amplitude limit
Proposition 1.11. (See [26,35].) For σ > 0, μ0 > 0, B∗1 > 0 bounded, and B∗1 bounded away from
√
μ0 ,
parallel shocks are Evans stable in both full and reduced sense in the small-amplitude limit v+ → 1. Moreover,
D converges uniformly on compact subsets of {
λ 0} as v+ → 1 to a nonzero real constant.
Proof. For |v− − v+| = |1 − v+| suﬃciently small and B∗1 bounded away from
√
μ0, the associated
proﬁle must be a Lax 1- or 3-shock, whence stability follows by the small-amplitude results ob-
tained by energy estimates in [26] or by asymptotic Evans function techniques in [35]. Convergence
on compact sets follows by the argument of Proposition 4.9 [25], which likewise uses techniques
from [35]. 
1.7.3.3. The large-amplitude limit
Theorem 1.12. For σ , μ0 and B∗1 bounded, the reduced Evans function D(λ) converges uniformly on compact
subsets of {
λ 0} \ {0} in the large-amplitude limit v+ → 0 to a limiting Evans function D0(λ) obtained by
substituting vˆ0 for vˆ in (1.18), vˆ0 as in Corollary 1.2; see Deﬁnition 3.4 for a precise deﬁnition. Likewise, Dˇ and
Dˆ converge to
Dˇ0(λ) := ((1− B
∗
1/
√
μ0 )
2 + 4λ(μ/2+ 1/2σμ0))1/4
((1− B∗1/
√
μ0 )2 + 4(μ/2+ 1/2σμ0))1/4 λ
1/2D0(λ) (1.23)
and
Dˆ0(λ) := ((1− B
∗
1/
√
μ0 )
2 + 4λ(μ/2+ 1/2σμ0))1/4
((1− B∗1/
√
μ0 )2 + 4(μ/2+ 1/2σμ0))1/4 D
0(λ), (1.24)
each continuous on 
λ 0. Moreover, for B∗1 <
√
μ0 , nonvanishing of Dˇ0 on {
λ > 0} is necessary and non-
vanishing of Dˇ0 on {
λ 0} is suﬃcient for reduced Evans stability (i.e., nonvanishing of Dˇ, D on {
λ > 0})
for v+ > 0 suﬃciently small. For B∗1 >
√
μ0 , nonvanishing of Dˆ0 on {
λ > 0} is necessary and nonvanishing
of Dˆ0 on {
λ 0} together with a certain sign condition on Dˆ(0) is suﬃcient for reduced Evans stability for
v+ > 0 suﬃciently small.8 This sign condition is implied in particular by nonvanishing of Dˆ(0) on the range
√
μ0  B∗1 
√
μ0 +max
{√
μ0
2
,
√
1
2σ
}
. (1.25)
Proof. Convergence follows by Proposition 3.6; for stability criteria, see Section 3.5. 
8 D , Dˆ are real-valued for real λ by construction, so that sgn Dˆ(0) is well deﬁned.
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check in any case the stronger condition of nonvanishing of Dˆ for 
λ 0 on the entire range √μ0 
B∗1 
√
μ0 +max{
√
μ0
2 ,
√
1
2σ }.
Remark 1.14. Recall [24] that the associated gas-dynamical shock has been shown Evans stable for
v+ > 0 suﬃciently small. Thus, not only reduced Evans stability, but full Evans stability, is implied for
v+ > 0 suﬃciently small by stability of the limiting function Dˇ0 (resp. Dˆ0).
1.7.3.4. Large- and small-parameter limits
Theorem 1.15. For σ , μ0 bounded and bounded from zero, and v+ bounded from zero, parallel shocks are
reduced Evans stable in the limit as B∗1 → ∞ or B∗1 → 0. For λ bounded and 
λ  0, the Evans function
converges as B∗1 → ∞ to a constant.
Theorem 1.16. For B∗1 bounded, and v+ bounded from zero, parallel shocks are reduced Evans stable in the
limit as σ → 0 with μ0 bounded, μ0 → 0 with σ bounded. In each case, the Evans function converges
uniformly to zero on compact subsets of {
λ  0}, with C−1√σ  |Dσ (λ)|  C√σ for Cσ  |λ|  C and
C−1√μ0  |Dσ (λ)| C√μ0 for Cμ0  |λ| C.
Theorem 1.17. For B∗1 bounded, and v+ and μ0 bounded from zero, parallel shocks are reduced Evans stable
in the limit as σμ0 → ∞. For λ bounded and 
λ 0, the Evans function D, appropriately renormalized, con-
verges as σμ0 → ∞ to the Evans function Dˆ for (1.19);more precisely, D ∼ ec0σμ0+c1+c2λ Dˆ for c j constant.
Remark 1.18. Except for certain “corner points” consisting of simultaneous limits of B∗1 → ∞ together
with σ → 0, or σμ0 → ∞ together with v+ → 0 or μ0 → 0, our analytic results verify stability on
all but a (large but) compact set of parameters. We conjecture that stability holds in these limits as
well; this would be an interesting question for further investigation.
As pointed out in [25], the limit v+ → 0 is connected with the isentropic approximation, and does
not occur for full (nonisentropic) MHD for gas constant γ > 1; thus, a somewhat more comprehen-
sive analysis is possible in that case. Note that the reduced eigenvalue equations are identical in the
nonisentropic case [12], except with vˆ replaced by a full (nonisentropic) gas-dynamical proﬁle, from
which observation the reader may check that all of the analytical results of this paper goes through
unchanged in the nonisentropic case, since the analysis depends only on vˆ , and this only through
properties of monotone decrease, |vx| C |v| (immediate for v bounded from zero), and uniform ex-
ponential convergence as x → ±∞, that are common to both the isentropic and nonisentropic ideal
gas cases.
1.7.3.5. Discussion Taken together, and along with the previous theoretical and numerical investiga-
tions of [24] on stability of gas-dynamical shocks, our asymptotic stability results reduce the study of
stability of parallel MHD shocks, in accordance with the general philosophy set out in [24,25] mainly
(i.e., with the exception of “corner points” discussed in Remark 1.18) to investigation of the continu-
ous and numerically well-conditioned renormalized functions Dˇ and Dˆ on a compact parameter-range
suitable for discretization, together with investigation of the similarly well-conditioned limiting func-
tions Dˇ0 and Dˆ0. However, notice that the same results show that the unrenormalized Evans function
D blows up as λ → 0, both in the large-amplitude limit v+ → 0 and in the characteristic limits
B∗1 →
√
μ0v± , hence is not suitable for numerical testing across the entire parameter range. Indeed,
in practice these singularities dominate behavior even rather far from the actual blow-up points,
making numerical investigation infeasibly expensive if renormalization is not carried out, even for in-
termediate values of parameters/frequencies. This is a substantial difference between the current and
previous analyses, and represents the main new diﬃculty that we have overcome in the present work.
B. Barker et al. / J. Differential Equations 249 (2010) 2175–2213 2185Fig. 1. Renormalized Evans function output for semi-circular contour of radius 4.5 (left) as the amplitude varies. Parameters are
B∗1 = 2, μ0 = 1, σ = 1, γ = 5/3, with v+ = 10−1,10−1.5,10−2,10−2.5,10−3,10−3.5,10−4,10−4.5,10−5,10−5.5,10−6. Note the
striking concentric structure of the contours, which converge to the outer contour in the large-amplitude limit (i.e., v+ → 0)
and to a nonzero constant in the small-amplitude limit (i.e., v+ → 1), indicating stability for all shock strengths since the
winding numbers throughout are all zero. The limiting contour given by Dˆ0(λ) is also displayed, but is essentially identical to
nearby contours. When the image is zoomed in near the origin (right), which is marked by a crosshair, we see that the curves
are well behaved and distinct from the origin. Also clearly visible is the theoretically predicted square-root singularity at the
origin of the limiting contour, as indicated by a right angle in the curve at the image of the origin on the real axis.
1.8. Numerical stability results
For a given amplitude, the above analytical results truncate the computational domain to a com-
pact set, thus allowing for a comprehensive numerical Evans function study patterned after [24,25],
which yields Evans stability in the intermediate parameter range. We then demonstrate Evans stability
in the large-amplitude limit by (i) verifying convergence to the limiting Evans functions given in The-
orem 1.12 (i.e., checking that convergence has occurred to desired tolerance at the limits of values v+ ,
λ considered), and (ii) verifying nonvanishing on 
λ 0 of the limiting functions Dˆ0, Dˇ0. These com-
putational results, together with the analytical results in Section 1.7, give unconditional stability for
all values except for cases where two or more parameters blow up simultaneously as described in
Remark 1.18. The numerical computations were performed by the authors’ STABLAB package, which is
written in MATLAB, and has been used successfully for several systems [3,24,25,10,23].
When compared to the numerical study for isentropic Navier–Stokes [3,24], this present system
is better conditioned, yet much more computationally taxing since there are more free parameters
to cover, i.e., (γ , v+, B∗1,μ0, σ ); the isentropic model by contrast has only two parameters (γ , v+).
Since each dimension adds, roughly, an order of magnitude to the runtime, we upgraded our STABLAB
package to allow for parallel computation via MATLAB’s parallel computing toolbox. In our main study,
we computed along 30,870 semi-circular contours corresponding to the parameter values(
γ , v+, B∗1,μ0,σ
) ∈ [1.0,3.0] × [10−5,0.8]× [0.2,3.8] × [0.2,3.8] × [0.2,3.8].
In every case, the winding number was zero, thus demonstrating Evans stability; see Section 5 for
more details.
We also carried out a number of small studies to illustrate our analytical work in the limiting
ﬁxed-amplitude cases. These are brieﬂy described below and are also given more detail in Section 5.
In Fig. 1, we see the typical concentric structure as v+ varies on [0,1]. Note that in the strong-
shock limit, the output converges to the outer contour representing the Evans function output of
the limiting system. In the small-amplitude limit, the system converges to a nonzero constant. Since
the origin is outside of the contours, one can visually verify that the winding number is zero thus
implying Evans stability, even in the strong-shock limit.
In Fig. 2, we illustrate the convergence of the Evans function as B∗1 → ∞. Note that the contours
converge to zero, but they are stable for all ﬁnite values of B∗1. Stability is proven analytically in
2186 B. Barker et al. / J. Differential Equations 249 (2010) 2175–2213Fig. 2. Evans function output for semi-circular contour of radius 5 (left) and a zoom-in of the same image near the origin
(right). Parameters are v+ = 10−2, μ0 = 1, σ = 1, γ = 5/3, with B∗1 = 2,3.5,5,10,15,20,25,30,35,40. Note that the contours
converge to zero, which is marked by a cross hair, as B∗1 → ∞.
Fig. 3. Evans function output for semi-circular contour of radius 5 (left) together with a renormalized version of the con-
tours (right), where each contour is divided by its rightmost value, thus putting all contours through z = 1 on the right
side. Although these results are typical, the parameters in this example are B∗1 = 2, v+ = 10−2, σ = 1, γ = 5/3, with
μ0 = 10−0.5,10−1,10−1.5,10−2,10−2.5,10−3,10−3.5,10−4,10−4.5,10−5. Note that the renormalized contours are nearly iden-
tical. This provides a striking indication of stability for all values of μ0 in our range of consideration, and in particular for
μ0 → 0.
Theorem 1.15 by a tracking argument. Prior to this computation, however, a signiﬁcant effort was
made to prove stability with energy estimates, but these efforts were in vain since the Evans function
converges to zero as B∗1 → ∞.
In Fig. 3, we see the structure as μ0 → 0. Once normalized (right), we see that the structure is
essentially unchanged despite a large variation in μ0; in particular, the shock layers are stable in the
μ0 → 0 limit. This was proven analytically in Theorem 1.16.
Finally, in Fig. 4, we see the behavior of the Evans function in the case that r = μ/(2μ+ η) → ∞.
This is the opposite case of that considered in [12]. As we show in Proposition 4.3, this case can
be computed by disengaging the shooting algorithm and just taking the determinant of initializing
eigenbases at ±∞. Notice that in this limit the shock layers are also stable.
1.9. Discussion and open problems
Our numerical and analytical investigations suggest strongly (and in some cases rigorously prove)
reduced Evans stability of parallel ideal isentropic MHD shock layers, independent of amplitude, vis-
cosity and other transport parameters, or magnetic ﬁeld, for gas constant γ ∈ [1,3], indicating that
B. Barker et al. / J. Differential Equations 249 (2010) 2175–2213 2187Fig. 4. Renormalized Evans function in the r = ∞ case. Parameters are v+ = 10−1, 10−2, 10−3, 10−4, 10−5, 10−6, μ0 = 1, σ = 1,
γ = 5/3. We also have a semi-circular radius of 4.5 with B∗1 = 2 (left), and a semi-circular radius of 1 with B∗1 = 0.5 (right).
they are stable whenever the associated gas-dynamical shock layer is stable. Together with previous
investigations of [24] indicating unconditional stability of isentropic gas-dynamical shock layers for
γ ∈ [1,3], this suggests unconditional stability of parallel isentropic MHD shocks for gas constant
γ ∈ [1,3], the ﬁrst such comprehensive result for shock layers in MHD.
It is remarkable that, despite the complexity of solution structure and shock types occurring as
magnetic ﬁeld and other parameters vary, we are able to carry out a uniform numerical Evans function
analysis across almost (see Remark 1.18) the entire parameter range: a testimony to the power of
the Evans function formulation. Interesting aspects of the present analysis beyond what has been
done in the study of gas dynamical shocks in [24,25] are the presence of branch singularities on
certain parameter boundaries, necessitating renormalization of the Evans function to remove blow-up
singularities, and the essential use of winding number computations on Riemann surfaces in order
to establish stability in the large-amplitude limit. The latter possibility was suggested in [14] (see
Remark 3, Section 2.1), but to our knowledge has not up to now been carried out.
We note that Freistühler and Trakhinin [12] have previously established spectral stability of parallel
viscous MHD shocks using energy estimates in the regime
r := μ/(2μ+ η)  1,
whenever B∗1 < 2
√
μ0v− (translating their results to our setting s = −1), which includes all 1- and
intermediate-shocks, and some slow shocks (B∗1 >
√
μ0v−). Recall that we have here followed the
standard physical prescription η = −2μ/3, so that μ/(2μ + η) = 3/4, outside the regime studied
in [12]. Thus, the two analyses are complementary. It would be an interesting mathematical question
to investigate stability for general ratios μ/(2μ + η). See Section 4.1 for further discussion of this
issue. Here we study only the limit r → ∞ complementary to that studied by [12], the case r = 3/4
suggested by nonmagnetic gas dynamics, and the remaining cases in the r → 0 limit left open in [12].
Other r-values may be studied numerically, but were not checked.
Stability of general (not necessarily parallel) fast shocks in the small magnetic ﬁeld limit has been
established in [16] by convergence of the Evans function to the gas-dynamical limit, assuming that
the limiting gas-dynamical shock is stable, as has been numerically veriﬁed for ideal gas dynamics
in [24,25]. Stability of more general, non-gas-dynamical shocks with large magnetic ﬁeld, is a very
interesting open question. In particular, as noted in [38], one-dimensional instability, by stability index
considerations, would for an ideal gas equation of state imply the interesting phenomenon of Hopf
bifurcation to time-periodic, or “galloping” behavior at the transition to instability. For analyses of the
related inviscid stability problem, see, e.g., [39,5,31] and references therein.
Another interesting direction for further investigation would be a corresponding comprehensive
study of multi-dimensional stability of parallel MHD shock layers. As pointed out in [12], instability
results of [5,39] for the corresponding inviscid problem imply that parallel shock layers become multi-
dimensionally unstable for large enough magnetic ﬁeld, by the general result [45,41] that inviscid
2188 B. Barker et al. / J. Differential Equations 249 (2010) 2175–2213stability is necessary for viscous stability, so that in multi-dimensions instability deﬁnitely occurs. The
question in this case is whether viscous effects can hasten the onset of instability, that is, whether
viscous instability can occur in the presence of inviscid stability.
2. The Evans function and its properties
2.1. The Evans system
The reduced eigenvalue Eqs. (1.18) may be written as a ﬁrst-order system⎛⎜⎝
w
μw ′
α
α′/(σμ0 vˆ)
⎞⎟⎠
′
=
⎛⎜⎝
0 1/μ 0 0
λvˆ vˆ/μ 0 −σ B∗1 vˆ
0 0 0 σμ0 vˆ
0 −B∗1 vˆ/μ λvˆ σμ0 vˆ2
⎞⎟⎠
⎛⎜⎝
w
μw ′
α
α′/(σμ0 vˆ)
⎞⎟⎠ , (2.1)
or
W ′ = A(x, λ)W , (2.2)
indexed by B∗1, σ , and μ˜0 := σμ0. Recall that we have already ﬁxed μ = 1 and (2μ + η) = 4/3.
2.2. Limiting subspaces
Denote by
A±(λ) := lim
x→±∞ A(x, λ) =
⎛⎜⎝
0 1/μ 0 0
λv± v±/μ 0 −σ B∗1v±
0 0 0 σμ0v±
0 −B∗1v±/μ λv± σμ0v2±
⎞⎟⎠ (2.3)
the limiting coeﬃcient matrices associated with (2.1)–(2.2).
Lemma 2.1. For 
λ  0, λ = 0, and 1  v+ > 0, each of A± has two eigenvalues with strictly positive real
part and two eigenvalues with strictly negative real part, hence their stable and unstable subspaces S± and
U± vary smoothly in all parameters and analytically in λ. For v+ > 0 they extend continuously to λ = 0, and
analytically everywhere except at B∗1 =
√
μ0v± , where they depend smoothly on
√
(1− B∗1/μ0v±)2 + 4λc,
c := 12 (μv + 1σμ0v2 )±.
Proof. By standard hyperbolic–parabolic theory (e.g., Lemma 2.21 [41]), A± have no pure imaginary
eigenvalues for 
λ 0, λ = 0, for any v+ > 0 and parameter values σ , μ˜0, B∗1, whence the numbers
of stable (negative real part) and unstable (positive real part) eigenvalues are constant on this set. By
homotopy taking λ to positive real inﬁnity, we ﬁnd readily that there must be two of each.
Alternatively, we may see this directly by looking at the corresponding second-order symmetriz-
able hyperbolic–parabolic system
λ
(
w
α
)
+
(
1 −B∗1/μ0v±−B∗1 1
)(
w
α
)
x
=
(
μ/v± 0
0 1/σμ0v2±
)(
w
α
)
xx
,
and applying standard theory: speciﬁcally, noting that eigenvalues consist of solutions μ of
λ ∈ σ
(
−μ
(
1 −B∗1/μ0v±−B∗1 1
)
+μ2
(
μ/v± 0
0 1/σμ0v2±
))
, (2.4)
so that μ = ik by a straightforward energy estimate yields 
λ−θk2 for θ > 0.
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whenever the convection matrices
β± :=
(
1 −B∗1/μ0v±−B∗1 1
)
(2.5)
are noncharacteristic in the sense that their eigenvalues α = 1± B∗1√
μ0v± are nonzero, these subspaces
extend analytically to λ = 0.
Finally, we consider the degenerate case that B∗1 =
√
μ0v± and the convection matrix β is char-
acteristic. Considering (2.4) as determining λ/μ as a function of μ for μ small, we obtain, diago-
nalizing B and applying standard matrix perturbation theory [28] that in the nonzero eigendirection
r j of β , associated with eigenvalue β j = 0, λ/μ ∼ β j , and, inverting, we ﬁnd that μ j(λ) extends
analytically to λ = 0. In the zero eigendirection, on the other hand, associated with left and right
eigenvectors l = (1/2,1/2B∗1)T and r = (B,1)T , we ﬁnd that
λ ∼ −μ(1− B∗1/√μ0v± )+ cμ2 + · · · ,
where c = (lTβr)± = 12 (μv + 1σμ0v2 )± = 0, leading after inversion to the claimed square-root singular-
ity. Likewise, the stable eigendirections of A± associated with μ vary continuously with λ, converging
for B∗1 =
√
μ0v± and λ = 0 to (w,α,w ′,α′)T =
( r
0
)
, where r is the zero eigendirection of β . This ac-
counts for three eigenvalues μ lying near zero, bifurcating from the three-dimensional kernel of A±
near a degenerate, characteristic, value of B∗1. The fourth eigenvalue is far from zero and so varies
analytically in all parameters about λ = 0. 
Remark 2.2. Remarkably, even though the shock changes type upon passage through the points
B∗1 =
√
μ0v± , the stable and unstable subspaces of A± vary continuously, with stable and unstable
eigendirections coalescing in the characteristic mode.
2.3. Limiting eigenbases and Kato’s ODE
Denote by Π+ and Π− the eigenprojections of A+ onto its stable subspace and A− onto its unsta-
ble subspace, with A± deﬁned as in (2.3). By Lemma 2.1, these are analytic in λ for 
λ 0, v+ > 0,
except for square-root singularities at λ = 0 for B∗1 =
√
μ0v± . Introduce the complex ODE [28]
R ′ = Π ′R, R(λ0) = R0, (2.6)
where ′ denotes d/dλ, λ0 is ﬁxed with 
λ0 > 0, Π = Π± , and R is a 4 × 2 complex matrix. By a
partition of unity argument [28], there exists a choice of initializing matrices R0 that is smooth in
the suppressed parameters v+ , B∗1, σ , and μ0, is full rank, and satisﬁes Π(λ0)R0 = R0; that is, its
columns are a basis for the stable (resp. unstable) subspace of A+ (resp. A−).
Lemma 2.3. (See [28,42].) There exists a global solution R of (2.6) on {
λ 0}, analytic in λ and smooth in
parameters v+ > 0, B∗1  0, σ > 0, and μ0 > 0 except at the singular values λ = 0, B∗1 =
√
μ0v± , such that
(i) rank R ≡ rank R0 ,
(ii) Π R ≡ R, and
(iii) Π R ′ ≡ 0.
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We next investigate the behavior of the Kato basis near λ = 0 and the degenerate points
B∗1 =
√
μ0v± at which the reduced convection matrix β± of (2.5) becomes characteristic in a sin-
gle eigendirection.
Example 2.4. A model for this situation is the eigenvalue equation for a scalar convected heat equa-
tion λu + ηu′ = u′′ with convection coeﬃcient η passing through zero. The coeﬃcient matrix for the
associated ﬁrst-order system is A := ( 0 1
λ η
)
. As computed in Appendix C, the stable eigenvector of A
determined by Kato’s ODE (2.6) is
R(η,λ) := (η
2/4+ 1)1/4
(η2/4+ λ)1/4
(
1,−η/2−
√
η2/4+ λ)T , (2.7)
which, apart from the divergent factor (η
2/4+1)1/4
(η2/4+λ)1/4 , is a smooth function of
√
η2/4+ λ.
The computation of Example 2.4 indicates that the Kato basis blows up at λ = 0 as ((1 − B∗1/√
μ0v± )2 + 4λ)−1/4 as B∗1 crosses characteristic points
√
μ0v± across which the shock changes type,
hence does not give a choice that is continuous across the entire range of shock proﬁles. However,
the same example shows that there is a different choice (1,−η/2−√η2/4+ λ )T that is continuous,
possessing only a square-root singularity. We can effectively exchange one for another, by rescaling
the Kato basis as we now describe.
Following [1,14], associate with bases R± = (R1, R2)± the wedge (i.e., exterior algebraic) product
R± := (R1 ∧ R2)± .
Lemma 2.5. The “regularized Kato products”
R˜+ := ((1− B
∗
1/
√
μ0v+ )2 + 4λ(μ/2v+ + 1/2σμ0v2+))1/4
((1− B∗1/
√
μ0v+ )2 + 4(μ/2v+ + 1/2σμ0v2+))1/4
(
R+1 ∧ R+2
)
(2.8)
and
R˜− := ((1− B
∗
1/
√
μ0 )
2 + 4λ(μ/2+ 1/2σμ0))1/4
((1− B∗1/
√
μ0 )2 + 4(μ/2+ 1/2σμ0))1/4
(
R+1 ∧ R+2
)
(2.9)
are analytic in λ and smooth in remaining parameters on all of λ  0, v+ > 0, B∗1  0, σ > 0, μ0 > 0 ex-
cept the points λ = 0, B∗1 =
√
μ0v± , where they are continuous with a square-root singularity, depending
smoothly on
√
(1− B∗1/
√
μ0v± )2 + 4λ. Moreover, they are bounded from zero (full rank) on the entire pa-
rameter range.
Proof. A computation like that of Example 2.4 applied to system (2.3), replacing η with the char-
acteristic speed 1 − B∗1/
√
μ0v± and introducing a diffusion coeﬃcient c± = 12 (μv + 1σμ0v2 )± , i.e.,
considering λu + ηu′ = cu′′, shows that, for an appropriate choice of initializing basis R0 in (2.6),
there is blowup as (λ, B∗1) → (0,
√
μ0v± ) at rate ((1 − B∗1/
√
μ0v± )2 + 4λc±)−1/4 in a basis vec-
tor involving the characteristic mode, while the second basis vector remains bounded and analytic,
whence the result follows. (For a derivation of λu + ηu′ = cu′′, see the proof of Lemma 2.1.) 
Remark 2.6. A review of the argument shows that estimate (2.8) derived for ﬁxed v+ remains valid
so long as |λ| C |μ|  v2+ . Different asymptotics hold for v+  C
√|λ|; see Section 3.1.
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bases blow up at rate λ−1/4 at B∗1 =
√
μ0v± .
2.5. Conjugation to constant-coeﬃcients
We now recall the conjugation lemma of [32]. Consider a general ﬁrst-order system
W ′ = A(x, λ, p)W (2.10)
with asymptotic limits A± as x → ±∞, where p ∈ Rm denotes model parameters.
Lemma 2.8. (See [32,35].) Suppose for ﬁxed θ > 0 and C > 0 that
|A − A±|(x, λ, p) Ce−θ |x| (2.11)
for x≷ 0 uniformly for (λ, p) in a neighborhood of (λ0, p0) and that A varies analytically in λ and smoothly
(resp. continuously) in p as a function into L∞(x). Then, there exist in a neighborhood of (λ0, p0) invertible
linear transformations P+(x, λ, p) = I + Θ+(x, λ, p) and P−(x, λ, p) = I + Θ−(x, λ, p) deﬁned on x  0
and x 0, respectively, analytic in λ and smooth (resp. continuous) in p as functions into L∞[0,±∞), such
that |Θ±|  C1e−θ¯ |x| for x ≷ 0, for any 0 < θ¯ < θ , some C1 = C1(θ¯ , θ) > 0, and the change of coordinates
W =: P± Z reduces (2.10) to Z ′ = A± Z for x≷ 0.
Proof. The conjugators P± are constructed by a ﬁxed point argument [32] as the solution of an
integral equation corresponding to the homological equation
P ′ = AP − A±P . (2.12)
The exponential decay (2.11) is needed to make the integral equation contractive in L∞[M,+∞) for
M suﬃciently large. Continuity of P± with respect to p (resp. analyticity with respect to λ) then
follow by continuous (resp. analytic) dependence on parameters of ﬁxed point solutions. Here, we
are using also the fact that (2.11) plus continuity of A from p → L∞ together imply continuity of
eθ˜ |x|(A − A±) from p into L∞[0,±∞) for any 0 < θ˜ < θ , in order to obtain the needed continuity
from p → L∞ of the ﬁxed point mapping. See also [35,17]. 
Remark 2.9. In the special case that A is block-diagonal or -triangular, the conjugators P± may evi-
dently be taken block-diagonal or triangular as well, by carrying out the same ﬁxed-point argument
on the invariant subspace of (2.12) consisting of matrices with this special form. This can be of use in
problems with multiple scales; see, for example, the proof in Section 4 of Theorem 1.16 (σ → 0).
2.6. Construction of the Evans function
Deﬁnition 2.10. (See [29,41].) The Evans function is deﬁned on 
λ 0, v+ > 0, B∗1  0, σ > 0, μ0 > 0
as
D(λ, p) := det(P+R+1 , P+R+2 , P−R−1 , P−R−2 )∣∣x=0
= 〈P+R+1 ∧ P+R+2 ∧ P−R−1 ∧ P−R−2 ∣∣x=0〉, (2.13)
where 〈·〉 of a full wedge product denotes its coordinatization in the standard (single-element) basis
e1 ∧ e2 ∧ e3 ∧ e4, where e j are the standard Euclidean basis elements in C4.
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D˜(λ, p) := ((1− B
∗
1/
√
μ0 )
2 + 4λ(μ/2+ 1/2σμ0))1/4
((1− B∗1/
√
μ0 )2 + 4(μ/2+ 1/2σμ0))1/4
× ((1− B
∗
1/
√
μ0v+ )2 + 4λ(μ/2v+ + 1/2σμ0v2+))1/4
((1− B∗1/
√
μ0v+ )2 + 4(μ/2v+ + 1/2σμ0v2+))1/4
D(λ, p)
= 〈P+ R˜+ ∧ P− R˜−|x=0〉, (2.14)
where P±(R1 ∧ R2) := P±R1 ∧ P±R2 denotes the “lifting” to wedge product space of conjugator P± .
Proposition 2.12. The Evans function D is analytic in λ and smooth in remaining parameters on all of
λ  0, v+ > 0, B∗1  0, σ > 0, μ0 > 0 except the points λ = 0, B∗1 =
√
μ0v± , where it blows up as
((1 − B∗1/
√
μ0v± )2 + 4λ(μ/2v± + 1/2σμ0v2±))−1/4. The regularized Evans function D˜ is analytic in λ
and smooth in remaining parameters on the same domain, and continuous with a square-root singularity at
(λ, B∗1) = (0,
√
μ0v± ), depending smoothly on
√
(1− B∗1/
√
μ0v± )2 + 4λ.
Proof. Local existence/regularity is immediate, by Lemmas 2.3, 2.5, and 2.8, Proposition 1.1, and Deﬁ-
nitions 2.10, 2.11. Global existence/regularity then follow [29,35,41] by the observation that the Evans
function is independent of the choice of conjugators P± (in general nonunique) on the region where
A± are hyperbolic (have no center subspace), in this case {
λ 0} \ {0}.9 
Remark 2.13. Evidently, for B∗1 =
√
μ0v± , Evans stability, deﬁned as nonvanishing of D on 
λ  0
is equivalent to nonvanishing of the regularized Evans function D˜ on 
λ  0. On the other hand,
D˜ is continuous throughout the physical parameter range, making possible a numerical veriﬁcation of
nonvanishing, even up to the characteristic points B∗1 =
√
μ0v± .
Proposition 2.14. On {
λ 0} \ {0}, the zeros of D (resp. D˜) agree in location and multiplicity with eigen-
values of L.
Proof. Agreement in location (the part that concerns us here) follows by construction. Agreement in
multiplicity was established in [13]; see also [44,29]. 
3. The strong shock limit
We now investigate behavior of the Evans function in the strong shock limit v+ → 0. By
Lemma 2.8, Proposition 1.1, and Corollary 1.2, this reduces to the problem of ﬁnding the limiting
Kato basis R+ at +∞ as v+ → 0. That is, this is a “regular perturbation” problem in the sense of
[35,25], and not a singular perturbation as in the much more diﬃcult treatment of the gas-dynamical
part (v,u1) done in [24]. On the other hand, we face new diﬃculties associated with vanishing of
the limiting Evans function at λ = 0 and branch points in both limiting and ﬁnite Kato ﬂows, which
require additional stability index and Riemann surface computations to complete the analysis.
9 In Evans function terminology, the “region of consistent splitting” [1,14,41].
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Fixing μ = 1 without loss of generality, we examine the limit of the stable subspace as v+ → 0 of
A+(λ) =
⎛⎜⎝
0 1 0 0
λv+ v+ 0 −σ B∗1v+
0 0 0 σμ0
0 −B∗1v+ λv2+ v2+(σμ0)
⎞⎟⎠ . (3.1)
Making the “balancing” transformation
A˜+ := v−1/2+ T A+T−1, T := diag
{
v1/2+ ,1,1,1
}
(3.2)
and expanding in powers of v+ , we obtain
A˜+ = A˜+0 + v1/2+ A˜+1/2 + v3/2+ A˜+3/2
:=
⎛⎜⎝
0 1 0 0
λ 0 0 0
0 0 0 0
0 0 0 0
⎞⎟⎠+ v1/2+
⎛⎜⎝
0 0 0 0
0 1 0 −σ B∗1
0 0 0 σμ0
0 −B∗1 λ 0
⎞⎟⎠+ v3/2+
⎛⎜⎝
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 σμ0
⎞⎟⎠ . (3.3)
Noting that the upper lefthand 2 × 2 block of A˜+0 has eigenvalues ±
√
λ bounded from zero, we
ﬁnd [28] that A˜+ has invariant projections Π1 = R1L∗1 and Π2 = R2L∗2 within O (v1/2+ ) of the stan-
dard Euclidean projections onto the ﬁrst–second and the third–fourth coordinate directions, i.e.,
R1 =
⎛⎜⎝
1 0
0 1
0 0
0 0
⎞⎟⎠+ O (v1/2+ ), R2 =
⎛⎜⎝
0 0
0 0
1 0
0 1
⎞⎟⎠+ O (v1/2+ ),
L1 =
(
1 0 0 0
0 1 0 0
)
+ O (v1/2+ ), L2 = (0 0 1 00 0 0 1
)
+ O (v1/2+ ).
Indeed, looking more closely—expanding in powers of v1/2+ and matching terms—we ﬁnd after a
brief calculation
R2 =
⎛⎜⎝0 (σ B
∗
1v
1/2
+ )/λ
0 0
1 0
0 1
⎞⎟⎠+ O (v+), L2 = ( 0 0 1 0B∗1v1/2+ 0 0 1
)
+ O (v+).
Looking at L1 A˜+R1 =
( 0 1
λ v1/2+
) + O (v+) and noting that ±√λ are spectrally separated by the
assumption |λ|  θ > 0, we ﬁnd that the stable eigenvector within this space is (1,−v1/2+ /2 −√
v+/4+ λ )T + O (v1/2+ ), and thus the corresponding stable eigenvector within the full space is
R˜1 = (1,−v1/2+ /2 −
√
v+/4+ λ,0,0)T + O (v1/2+ ). Looking at v−1/2+ L2 A˜+R2 =
( 0 σμ0
λ σμ0v+
) + O (v3/2+ )
and noting that the eigenvalues −σμ0v+/2 ±
√
σ 2μ20v
2+/4+ σμ0λ of the principal part are again
spectrally separated so long as σμ0 > 0 are held ﬁxed, we ﬁnd that the stable eigenvector within
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√
v2+/4+ λ/σμ0 )T + O (v3/2+ ), and thus the corresponding stable eigen-
vector within the full space is R˜2 = (O (v1/2+ ),0,1,−v+/2 −
√
v2+/4+ λ/σμ0 )T + O (v3/2+ ). Convert-
ing back to original coordinates, we ﬁnd stable eigendirections T−1 R˜1 = (1,0,0,0)T + O (v1/2+ ) and
T−1 R˜2 = (∗,0,1,−v+/2 −
√
v2+/4+ λ/σμ0 )T + O (v3/2+ ), or, using an appropriate linear combina-
tion,
Rˆ1 =
⎛⎜⎝
1
0
0
0
⎞⎟⎠+ O (v1/2+ ), Rˆ2 =
⎛⎜⎜⎝
0
0
1
−v+/2−
√
v2+/4+ λ/σμ0
⎞⎟⎟⎠+ O (v1/2+ ). (3.4)
Finally, we deduce the limiting Kato ODE ﬂow as v+ → 0. A straightforward property of the Kato
ODE is that it is invariant under constant coordinate transformations such as (3.2). Thus, we ﬁnd, for
appropriate initialization, that R01 ≡ (r,0,0,0)T , where (r, s)T is the Kato eigenvector associated with( 0 1
λ v1/2+
)
, or (by the calculation of Example 2.4, setting η = v1/2+ ) R1 ∼ ( v+/4+1v+/4+λ )1/4(1,0,0,0)T , with
limit
R01 =
(
λ−1/4,0,0,0
)T
. (3.5)
Similar considerations yield a second limiting solution R2 = (0,0, r, s)T , where (r, s)T is the Kato
eigenvector associated with
( 0 σμ0
λ σμ0v+
)
, or
R2 ∼
(
v2+/4+ 1/σμ0
v2+/4+ λ/σμ0
)1/4(
0,0,1,−v+/2−
√
v2+/4+ λ/σμ0
)T
, (3.6)
with limit
R02 =
(
0,0, λ−1/4,−λ1/4/√σμ0
)T
. (3.7)
We collect these observations as the following lemma.
Lemma 3.1. On compact subsets of {
λ  0} \ {0}, R1 and R2 converge uniformly in relative error to ﬁxed
(i.e., independent of λ) linear combinations of R01 and R
0
2 as deﬁned in (3.5) and (3.7).
Remark 3.2. The above computations show that the formulae for R0j remain valid so long as |λ|  v2+ .
Recall, for |λ|  v2+ , the behavior is as described in Lemma 2.5. This leaves only the case |λ| ∼ v2+
unexamined.
3.2. Limiting behavior at +∞ as v+ , λ → 0
As suggested by the different behavior for |λ|  v2+ and |λ|  v2+ , behavior in the transition zone
|λ| ∼ v2+ appears to be rather complicated, and so we do not attempt to describe either the limiting
subspace or limiting Kato ﬂow as v+ and λ simultaneously go to zero, recording only the following
topological information.
Lemma 3.3. In rescaled coordinates (w,w ′,α,α′/vˆ), for v+ > 0 suﬃciently small, the Kato product R+1 ∧ R+2
deﬁned above is analytic for 
λ−θ , θ > 0 suﬃciently small, except at two (possibly coinciding) singulari-
ties λ1 , λ2 near the origin, each of fourth-root type and blowing up as (λ − λ j)−1/4 .
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values α1, α2 of A+ collide with unstable eigenvalues at precisely one point λ j , which is a branch
point of degree two. Computing the characteristic polynomial p(λ,α) := det(A+(λ) − α) with the aid
of (2.4), we obtain p(λ,α) = (α2 − v+α−λv+)(α2 −σμ0v2+α−λσμ0v2+)−σ(B∗1)2v2+α2, a quadratic
in λ. Taking the resultant of p with ∂α p, we therefore obtain a quadratic polynomial q(λ) whose roots
λ j are the points at which A+(λ) has double eigenvalues. Noting that λ1 = λ2 = 0 for v+ = 0, we ﬁnd
by continuity that they lie near the origin for v+ suﬃciently small.
Noting that ∂3α p = 8α − 2(v+ + σμ0v2+), we ﬁnd that λ1 = λ2 only if α = (1/4)(v+ + σμ0v2+).
Plugging this into the linear equation ∂2α p(λ,α) = 0 in λ gives the further information (2v+ +
O (v2+))λ = v2+(−1/4−σ(B∗1)2)+ O (v3+), hence λ ∼ v+(−1/8−σ(B∗1)2/2)  v2+ for v+ small. But, in
this case, the analysis of Lemma 3.1 implies that this coalescence represents a pair of branch points of
degree two and not a single branch point of degree four; see Remark 3.2. The same analysis prohibits
the possibility that either of λ j represents a branch point of degree four, hence they must each be
degree two or three. Finally, the global behavior described in Lemma 3.1 excludes the possibility that
they be degree three, leaving the asserted result as the only possible outcome. 
3.3. Limiting subspaces at −∞ as λ → 0
Case (i). (|B∗1|/
√
μ0 > 1) For μ = 1, v− = 1, (2.4) becomes
λ ∈ σ
(
μ
(
1 −B∗1/μ0−B∗1 1
)
+ μ2
(
1 0
0 1/σμ0
))
,
whence we ﬁnd by a standard limiting analysis [44,29] as λ → 0 that the unstable subspace of A− ,
expressed in coordinates (w,α,w ′,α′), is spanned by the direct sum of R−1 =
( r1
0
)
and R−2 =
( s1
μ2s2
)
,
where r1 is the stable subspace of
( 1 −B∗1/μ0
−B∗1 1
)
and s2 is the unstable subspace of
(
1 0
0 1/σμ0
)−1(
1 −B∗1/μ0−B∗1 1
)
=
(
1 −B∗1/μ0−B∗1σμ0 σμ0
)
, (3.8)
with μ2 the associated eigenvalue.
By direct computation, r1 ≡ (1,−√μ0 )T , while
s2 =
(
1,
(1− σμ0) −
√
(1− σμ0)2 + 4σ(B∗1)2
2B∗1/μ0
)T
=
(
1,
−2σμ0B∗1
(1− σμ0) +
√
(1− σμ0)2 + 4σ(B∗1)2
)T
,
and μ2 = (1+σμ0)+
√
(1−σμ0)2+4σ(B∗1)2
2 , from which we recover in standard coordinates (w,w
′,
α, α
′
σμ0
)T expressions of
R−1 = (1,0,−
√
μ0,0)
T (3.9)
2196 B. Barker et al. / J. Differential Equations 249 (2010) 2175–2213and
R−2 =
⎛⎜⎜⎜⎜⎜⎜⎝
1
(1+σμ0)+
√
(1−σμ0)2+4σ (B∗1)2
2
(1−σμ0)−
√
(1−σμ0)2+4σ (B∗1)2
2B∗1/μ0
−(2σμ0B∗1) (1+σμ0)+
√
(1−σμ0)2+4σ (B∗1)2
(1−σμ0)+
√
(1−σμ0)2+4σ (B∗1)2
⎞⎟⎟⎟⎟⎟⎟⎠ . (3.10)
Case (ii). (|B∗1|/
√
μ0  1) In this case, the unstable subspace of A− is spanned by the direct sum of
(s1,μ1s1)T and (s2,μ2s2), where s j , μ j are the unstable eigenvectors, eigenvalues of (3.8), giving, by
a similar computation as above,
R−1 =
⎛⎜⎜⎜⎜⎜⎜⎝
1
(1+σμ0)−
√
(1−σμ0)2+4σ (B∗1)2
2
(1−σμ0)+
√
(1−σμ0)2+4σ (B∗1)2
2B∗1/μ0
−(2σμ0B∗1) (1+σμ0)−
√
(1−σμ0)2+4σ (B∗1)2
(1−σμ0)−
√
(1−σμ0)2+4σ (B∗1)2
⎞⎟⎟⎟⎟⎟⎟⎠
and R−2 as in (3.10).
Remark 3.4. The precise form of the eigenbases is not important here, only the fact that in case (i)
there is a limiting direction (3.9) corresponding to a nondecaying, zero-eigenvalue mode, whereas in
case (ii) all solutions asymptotic to Span{R−1 , R−2 } decay exponentially as x→ −∞.
3.4. The limiting Evans function
Deﬁnition 3.5. We deﬁne the limiting Evans function D0 as the Evans function associated with the
limiting ODE (2.1) with vˆ = vˆ0, vˆ0 as deﬁned in Corollary 1.2, with R+ (indeterminate for this sys-
tem, since A+ is almost empty) taken as R0+ := limv+→0 R+ computed above in (3.9), (3.10), and the
renormalizations Dˇ0, Dˆ0 as in (1.23), (1.24).
Proposition 3.6. Appropriately normalized,10 D → D0 , Dˇ → Dˇ0 , and Dˆ → Dˆ0 uniformly on compact subsets
of {
λ  0} \ {0}, up to a constant factor independent of λ. Moreover, Dˇ0 is continuous on {
λ  0} and
analytic except for a square-root singularity at λ = 0. Both D and D0 extend meromorphically to B(0, r), for r,
v+ > 0 suﬃciently small, D0 with a single square-root singularity λ−1/2 at the origin, and Dˇ with a pair of
fourth-root singularities (λ − λ1)−1/4 and (λ − λ2)−1/4 for λ j ∈ B(0, r), with D → D0 on ∂B(0, r) for these
extensions as well.
Proof. Convergence of D on {
λ 0} \ {0} follows by Lemmas 2.8 and 3.1, Proposition 1.1, and Corol-
lary 1.2, whereupon convergence of Dˇ and Dˆ follows by comparison of (1.21) and (1.23) and of (1.22)
and (1.24). Regularity of Dˇ0 follows by Lemma 2.8 and regularity of formulae (3.5), (3.7), as does holo-
morphic extension to B(0, r). Holomorphic extension of Dˇ and the asserted description of singularities
follows by Lemmas 2.8 and 3.3. 
3.4.1. Behavior near λ = 0
At the origin, we have the following striking bifurcation in behavior of Dˇ0.
10 As done automatically by our method of numerical initialization; see Section 5.
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Lemma 3.7. For B∗1 
√
μ0 , Dˇ0(0) ≡ 0. For 0 B∗1 <
√
μ0 , Dˇ0(0) = 0.
Proof. The ﬁrst assertion follows from the fact that, by (3.9), for B∗1 
√
μ0, both the initializing
eigenvector R−1 ≡ (1,0,−
√
μ0,0)T of A− and the initializing eigenvectors R01, R
0
2 at +∞ are pre-
served by the ﬂow of (2.1) when λ = 0, for any value of v+ , corresponding to the fact that constant
w ≡ w0, α ≡ α0 are always solutions of (1.18) when λ = 0. Thus, for B1  √μ0, the ﬁrst, third,
and fourth columns in the determinant (2.13) deﬁning Dˇ0, consist of multiples of (1,0,−√μ0,0)T ,
(1,0,0,0), and (0,0,1,0), hence the determinant is zero. The second assertion follows similarly from
the observation that for B∗1 <
√
μ0, the solutions of (2.1) corresponding to R
−
1 , R
−
2 at λ = 0 are ex-
ponentially decaying as x → −∞, hence independent of the constant solutions corresponding to the
initializing eigenvectors R01, R
0
2 at +∞. 
Remark 3.8. As the proof indicates, the bifurcation described in Lemma 3.7 originates in the nature
(i.e., decaying vs. constant) of solutions as x → −∞, corresponding to change in type of the underlying
shock. Generically we expect that Dˇ0 vanishes to square-root order at λ = 0 for B∗1 
√
μ0, since it
has a square-root singularity there.
3.5. Proof of the limiting stability criteria
Proof of Theorem 1.12. By Theorem 1.9, Proposition 3.6, and properties of limits of analytic functions,
it suﬃces to consider the case that |λ| and |v+| are arbitrarily small. Denote the Evans function
for a given v+ as Dv+ , suppressing other parameters. By Lemmas 2.8, and 3.3, we may for v+
suﬃciently small extend Dv+ meromorphically to a ball B(0, r) about λ = 0, and the resulting ex-
tension is analytic (multi-valued) except at a pair of branch singularities λ1 and λ2 at which Dv+
behaves as d j(λ − λ j)−1/4 for complex constants d j . Making a branch cut on the segment between
λ1 and λ2 as in Fig. 5, we may view Dˇ v+ as an analytic function on a slit, two-sheeted Riemann
surface obtained by circling the deleted segment λ1λ2. Applying Proposition 3.6 again, we ﬁnd that
Dv+ (λ) ∼ D0(λ) ∼ c0λ−1/2 + c1 on ∂B(0, r) as v+ → 0, where c j are complex constants.
By Lemma 3.7, c0 = 0 for B∗1 <
√
μ0. For B∗1 
√
μ0, c0 ≡ 0, and the condition that Dˆ0 ∼ D0 not
vanish at the origin is the condition that c1 = 0. Taking the winding number of Dv+ around ∂B(0, r),
therefore, on the two-sheeted Riemann surface we have constructed—that is, circling twice as Dv+
varies meromorphically—we obtain in the ﬁrst place winding number negative one, and in the second
(assuming c1 = 0) winding number zero. Subtracting the winding number about the segment λ1λ2,
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Theorem/Principle of the Argument that for B∗1 <
√
μ0 there are no zeros of Dˇ v+ within B(0, r) \λ1λ2,
concluding the proof in this case.
For B∗1 
√
μ0, we ﬁnd that there is at most one zero of Dˇ v+ within B(0, r) \ λ1λ2. To complete
the proof, we appeal as in [10] to the mod-two stability index of [14,40,41], which counts the parity
of the number of unstable eigenvalues according to its sign, and is given by a nonzero real mul-
tiple of Dv+ (0). To establish the theorem, it suﬃces to prove then that this stability index does not
change sign, since we could then conclude stability by homotopy to a limiting stable case σ → +∞ or
B∗1 → +∞. (Alternatively, we could check the sign by explicit computation, but we do not need to
do so.) Recall that Dv+ (0) is a nonvanishing real multiple of the product of the hyperbolic stability
determinant and a transversality coeﬃcient vanishing if and only if the traveling wave connection is
not transverse.
As noted already in Proposition 1.4, the hyperbolic stability determinant does not vanish for Lax
3-shocks, so is nonvanishing for B∗1 >
√
μ0. The transversality coeﬃcient is an Evans function-like
Wronskian of decaying solutions of the linearized traveling-wave ODE
vˆ−1
(
μ0 0
0 1/σμ0
)(
u˜
B˜
)′
=
(
μ0 −B∗1−B∗1 vˆ
)(
u˜
B˜
)
, (3.11)
hence converges by Lemma 2.8 to the corresponding Wronskian for the limiting system with vˆ re-
placed by vˆ0. But, this limit must be nonzero wherever c1 is nonzero, or else Dˇ0 would vanish at
λ = 0 to at least order λ due to a second linear dependence in decaying as well as asymptotically
constant modes, and so c1 = 0 in contradiction to our assumptions. Therefore, transversality holds by
assumption for 0 B∗1 −
√
μ0 max{
√
μ0
2 ,
√
1
2σ } and v+ suﬃciently small.
On the other hand, an energy estimate like that of Proposition B.3 in Appendix B sharpened by the
observation that |vˆ0x | vˆ , improving the general estimate vˆx  γ vˆ , yields transversality of (3.11) for
B∗1 −
√
μ0 max{
√
μ0
2 ,
√
1
2σ }. Thus, we have transversality for all B∗1 
√
μ0, and we may conclude
by homotopy to the stable B∗1 → ∞ limit that the transversality coeﬃcient has a sign consistent with
stability, that is, there are an even number of nonstable zeros 
λ 0 of the Evans function Dv+ for
v+ suﬃciently small. Since we have already established that there is at most one nonstable zeros of
Dv+ , this implies that there are no nonstable zeros, yielding stability as claimed. 
Remark 3.9. From Lemma 3.7, there might appear to be inherent numerical diﬃculty in verifying
nonvanishing of Dˇ for B∗1 less than but close to
√
μ0, since Dˇ vanishes at the origin for B∗1 =
√
μ0.
However, this is only apparent, since we know analytically that Dˇ0 does not vanish at, hence also
near, λ = 0 for B∗1 <
√
μ0.
4. Further asymptotic limits
In this section, we require the further asymptotic ODE tools of the convergence and track-
ing/reduction lemmas of [29,35], given for completeness in Appendix A.
Proof of Theorem 1.16 (σ → 0). Considering (2.1) as indexed by p := σ with A = Aσ , we have (A.2)–
(A.3) by uniform exponential convergence of vˆ as x → ±∞. Take without loss of generality μ = 1.
Applying Lemma A.1, we ﬁnd that the transformations Pσ± conjugating (2.1) to its constant-coeﬃcient
limits Z ′ = Aσ± Z , by which the Evans function is deﬁned in (2.13), are given to O (σ ) by the transfor-
mations P0± conjugating to its constant-coeﬃcient limits the σ = 0 system W ′ = A0(x, λ)W , with
A0 =
⎛⎜⎝
0 1 0 0
λvˆ vˆ 0 0
0 0 0 0
∗ ˆ ˆ
⎞⎟⎠ ;
0 −B1v λv 0
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straightforward to verify that the stable subspace of A+(λ,σ ) is given to order σ/λ by the span of
(r+, s+)T and (0,q+)T , where rT+ is the stable eigenvector of
( 0 1
λvˆ vˆ
)
and q+ = (−√σμ0/λ,1), and,
similarly, the unstable subspace of A−(λ,σ ) is given to order σ/λ by the span of (r−, s−)T and
(0,q−)T , where rT− is the unstable eigenvector of
( 0 1
λvˆ vˆ
)
and q− = (√σμ0/λ,1). Thus, the Evans
function for σ > 0, appropriately rescaled, is within O (σ /λ) of the product of the Evans function of
the diagonal block w ′ = ( 0 1
λvˆ vˆ
)
w initialized in the usual way, which is nonzero by our earlier analysis
of the decoupled case B∗1 = 0, and of the trivial ﬂow
w ′ = vˆ(x)
(
0 0
λ 0
)
w (4.1)
initialized with vectors parallel to q±T in the conjugated ﬂow. To estimate the second determi-
nant, we produce explicit conjugators P0± for the σ = 0 ﬂow, making use of the observation of
Remark 2.9 that, by lower block-triangular form of the A0, these may be taken lower block-triangular
as well, and so the problem reduces to ﬁnding conjugators p0± for the ﬂow (4.1) in the lower
block. But, these may be found by exponentiation to be p0± =
( 1 0
c±(x) 1
)
, c±(x) :=
∫ ±∞
x (vˆ − v±)(y)dy,
yielding an Evans function to order σ/λ of det(p0−q−, p0+q+) = det
( √σμ0/λ −√σμ0/λ
1+c−(0)√σμ0/λ 1−c+√σμ0/λ
)
, or
(1 + O (√σ/λ ))2√σμ0/λ = 0. In particular, the Evans function is nonvanishing for 1  |√σ/λ| 
|σ |, |σ/λ|, as occurs for σ  |λ|  σ−1. Since the Evans function is nonvanishing in any case for |λ|
suﬃciently large, by Theorem 1.9, we obtain nonvanishing except in the case 0  |λ|  Cσ , which
must be treated separately.
To treat |λ| Cσ , notice that the stable/unstable subspaces of Aσ± decouple to order σ for σ > 0
suﬃciently small and λ only bounded into the direct sum of (r, s)T± already discussed and (0, q˜±)T
with q˜T± the stable/unstable eigenvectors of
( 0 1
λ/σμ0 σμ0v
)
, which may be chosen holomorphically
as q˜± = (1, σμ0/2 ∓
√
σ 2μ20/4+ λ/σμ0 ), with a single square-root singularity at λ = −(σμ0)3/4.
For |λ|  Cσ , these factor as q˜± = (1 + O (σ /λ))(1,∓√λ/σμ0 ) = (1 + O (σ /λ))(√λ/σμ0 )q±, and
the Evans function for σ > 0 by our previous computations thus satisﬁes Dσ (λ) = (λ/σμ0) × (1 +
O (
√
σ/λ ))2ec−(0)+c+(0)
√
σμ0/λ ∼ C√λ/σμ0. Taking the winding number about |λ| = Cσ on the
punctured Riemann surface obtained by circling twice the branch singularity λ∗ = (σμ0)3/4, we thus
obtain winding number one. Subtracting the nonnegative winding number obtained by circling twice
inﬁnitesimally close to λ∗ , we ﬁnd (similarly as in the treatment of the large-amplitude limit, case
B∗1 
√
μ0 ) that there is at most one root of Dσ on 
λ 0, for σ > 0 suﬃciently small, so that sta-
bility is decided by the sign of the stability index, which is the product of a transversality coeﬃcient
and the hyperbolic stability determinant (resp. low-frequency stability condition, in the overcompres-
sive case). A singular perturbation analysis of (B.3) as σ → 0 shows that (since it decouples into scalar
ﬁbers) connections are always transverse for σ > 0, so the transversality coeﬃcient does not vanish.
Hyperbolic stability holds always for Lax 1- and 3-shocks (Proposition 1.4), and the low-frequency
stability condition holds for intermediate (overcompressive) shocks by a similar singular perturbation
analysis, so the stability determinant does not vanish either.
Thus, the sign of the stability index is constant, and so there is always either a single unstable root
of Dσ on 
λ 0 or none, in each of the three cases. But, the former possibility may be ruled out by
homotopy to the stable, small-amplitude limiting case. Thus, all type shocks are reduced Evans stable
for σ > 0 suﬃciently small. The asserted
√
σ asymptotics follow from the estimates already obtained
in the proof; uniform convergence to zero follows by estimating Dσ instead to order
√
σ , at which
level we obtain a determinant involving two copies of the constant solution W ≡ (0,0,0,1)T of the
limiting σ = 0 system, giving zero as the limiting value. 
Proof of Theorem 1.16 (μ0→ 0). The case μ0 → 0 is similar to but a bit tricker than the case σ → 0
just discussed. Fixing without loss of generality μ = 1 and applying Lemma A.1, we deduce that the
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function is deﬁned in (2.13), satisfy Pμ0± = P0± +O (μ0), where P0± are the transformations conjugating
to its constant-coeﬃcient limits the upper block-triangular μ0 = 0 system
⎛⎜⎝
W1
W2
W4
W3
⎞⎟⎠
′
=
⎛⎜⎝
0 1 0 0
λvˆ vˆ −σ B∗1 vˆ 0
0 −B∗1 vˆ 0 λvˆ
0 0 0 0
⎞⎟⎠
⎛⎜⎝
W1
W2
W4
W3
⎞⎟⎠ , (4.2)
which has a constant right zero-eigenvector r = (σ B∗1,0, λ,0)T and an orthogonal constant left zero-
eigenvector  = (0,0,0,1)T , signaling a Jordan block at eigenvalue zero. It is readily checked for the
limiting matrices at ±∞, similarly as in the σ → 0 case, that for μ0/λ suﬃciently small, the Jordan
block splits to order ∼ √μ0/λ, so that the “slow” stable eigenvector at +∞ (that is, the one with
eigenvalue near zero) is given by r + c+√μ0/λ(∗,∗,∗,1)T + O (μ0/λ), and the slow unstable eigen-
vector at −∞ by r + c−√μ0/λ(∗,∗,∗,1)T + O (μ0/λ), where c± are constants with a common sign.
(Here, we deduce nonvanishing of the ﬁnal coordinate of the second summand without computation
by noting that the dot product with  must be ∼ √μ0/λ.)
As for the σ → 0 case, we now observe that (4.2) may be conjugated to constant-coeﬃcients by
block-triangular conjugators P± =
( p± q±
0 1
)
, where p± conjugate the upper left-hand block system
(W1W2W4 )
′ =
( 0 1 0
λvˆ vˆ −σ B∗1 vˆ
0 −B∗1 vˆ 0
)(W1
W2
W4
)
. (4.3)
Moreover, changing coordinates to lower block-triangular form
( W1
W2
W4 − λW1/σ B∗1
)′
=
(0 1 0
0 vˆ −σ B∗1 vˆ
0 −B∗1 vˆ − λ/σ B∗1 0
)( W1
W2
W4 − λW1/σ B∗1
)
, (4.4)
conjugating by a lower block-triangular conjugator, and changing back to original coordinates, we see
that the conjugators p± may be chosen to preserve exact solution (W1,W2,W4,W3)T ≡ r.
Combining these observations, we ﬁnd that the Evans function for λ bounded and μ0/λ suﬃciently
small is given by
Dμ0(λ) = det
(
r˜ v−2 v
+
2 r˜
c−
√
μ0/λ 0 0 −c+√μ0/λ
)
+ O (μ0/λ)
= det
(
0 v−2 v
+
2 r˜
(c− + c+)√μ0/λ 0 0 c+√μ0/λ
)
+ O (μ0/λ)
= (c− + c+)(
√
μ0/λ )d(λ) + O (μ0/λ), (4.5)
where r =: ( r˜
0
)
and d(λ) := det(v−2 v+3 r˜) is a nonstandard Evans function associated with the upper-
block system (4.3), where v−2 and v
+
3 as usual are unstable and stable eigendirections of the co-
eﬃcient matrix, but we have included also the neutral mode r˜. Expressed in coordinate (4.4), d(λ)
reduces, ﬁnally, to the standard Evans function dˇ(λ) for the reduced system
(
W2
W − λW /σ B∗
)′
=
(
vˆ −σ B∗1 vˆ−B∗ vˆ − λ/σ B∗ 0
)(
W2
W − λW /σ B∗
)
,4 1 1 1 1 4 1 1
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the real part of the complex L2-inner product of z against this equation gives

λ‖v‖2L2 +
∥∥v√(
λ + σ (B∗1)2)∥∥2L2 = −∥∥v ′/√vˆ∥∥2L2 ,
contradicting the existence of a decaying solution for 
λ  0 and verifying that dˇ(λ) = 0. Consult-
ing (4.5), therefore, we ﬁnd that Dμ0 (λ) for λ bounded and μ0/λ suﬃciently small does not vanish
and, moreover, Dμ0 ∼ c
√
μ0/λ for λ suﬃciently small, c = 0 constant. Performing a Riemann surface
winding number computation like that for the case σ → 0, we ﬁnd, ﬁnally, that Dμ0 does not vanish
for any 
λ  0. We omit the details of this last step, since they are essentially identical to those in
the previous case. Likewise, the asserted asymptotics follow exactly as before. 
Proof of Theorem 1.15. Stability in the small-B∗1 limit follows readily by continuity of the Evans func-
tion with respect to parameters, the high-frequency bound of Theorem 1.9, and the zero-B∗1 stability
result of Proposition B.1. We now turn to the large-B∗1 limit. Let us rearrange (2.1), μ = 1, to
⎛⎜⎝
w
α
w ′
α′/(σμ0 vˆ)
⎞⎟⎠
′
=
⎛⎜⎝
0 0 1 0
0 0 0 σμ0 vˆ
λvˆ 0 vˆ −σ B∗1 vˆ
0 λvˆ −B∗1 vˆ σμ0 vˆ2
⎞⎟⎠
⎛⎜⎝
w
α
w ′
α′/(σμ0 vˆ)
⎞⎟⎠ . (4.6)
By Theorem 1.9, we have stability for |λ|  C |B∗1|2 independent of v+ . For v+ > 0, we ﬁnd
easily stability for |λ|  C |B∗1| for B∗1 suﬃciently large. For, rescaling x → |B∗1|x, and W →
(λ1/2W1, λ1/2W2,W3,W4)T , we obtain W ′ = AˆW = Aˆ0W + O (|B∗1|−1)W , where
Aˆ0 =
⎛⎜⎝
0 0 λˆ1/2 0
0 0 0 λˆ1/2σμ0 vˆ
λˆ1/2 vˆ 0 0 −σ vˆ
0 λˆ1/2 vˆ −v 0
⎞⎟⎠ , (4.7)
with λˆ1/2 := λ1/2/B∗1, and vˆ = v¯(x/B∗1), v¯ independent of B∗1.
For λˆ  |B∗1|−1 it is readily calculated that Aˆ0 has spectral gap  |B∗1|−1 for 
λ  0. Indeed,
splitting into cases λˆ  C−1 and λˆ  1, it is readily veriﬁed in the ﬁrst case by standard matrix
perturbation theory that there exist matrices R(vˆ(x)) and L = R−1, both smooth functions of vˆ , such
that L Aˆ0R = D :=
(M 0
0 N
)
, with 
M  θ > 0 and 
N  −θ < 0. Making the change of coordinates
W = R Z , we obtain the approximately block-diagonal equations Z ′ = A˜ Z , where A˜ := LAR − L′R =
D + O (|B∗1|−1). Using the tracking/reduction lemma, Lemma A.3, we ﬁnd that there exist analytic
functions z2 = Φ2(z1) = O (r) and z1 = Φ1(z2) = O (r) such that (z1,Φ2(z1)) and (Φ1(z2), z2) are
invariant under the ﬂow of (4.12), hence represent decoupled stable and unstable manifolds of the
ﬂow. But, this implies that the Evans function is nonvanishing on λ ∈ {
λ  0} for B∗1 suﬃciently
large and |λ|1/2  |B∗1|/C , for any ﬁxed C > 0. See [44,29,40] for similar arguments.
If |λ1/2|  B∗1 on the other hand, or, equivalently, |λˆ1/2|  1, then we can decompose Aˆ alterna-
tively as W ′ = AˆW = Bˆ0W + λˆ1/2B1W + O (|B∗1|−1), where
Bˆ0 =
⎛⎜⎝
0 0 0 0
0 0 0 0
0 0 0 −σ vˆ
⎞⎟⎠ , Bˆ1 =
⎛⎜⎝
0 0 1 0
0 0 0 σμ0 vˆ
vˆ 0 0 0
ˆ
⎞⎟⎠ . (4.8)
0 0 −v 0 0 v 0 0
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ist L, R , LR ≡ 0 such that the transformation W = R Z takes the system to Z ′ = (LBR − L′R)Z =
C Z + O (|B∗1|−1)Θ , where Θ =
( 0 ∗
∗ ∗
)
and
C =
(−λˆβ−1 + O (λˆ2) 0
0 βˆ
)
, β =
(
0 −1/μ0 vˆ
−1 0
)
, βˆ =
(
0 −σ vˆ
−v 0
)
. (4.9)
Diagonalizing β into growing and decaying mode by a further transformation, and applying the track-
ing lemma again, we may decouple the equations into a scalar uniformly-growing mode, a scalar
uniformly-decaying mode, and a 2-dimensional mode governed by
z′ = −λˆβ−1z + O (∣∣B∗1∣∣−2 + ∣∣λˆ2∣∣)z. (4.10)
If λˆ  |B∗1|−1, or, equivalently, |λ|  |B∗1|, then we make a further transformation diagonalizing β−1
at the expense of an O (|B∗1|−1) error, then use the resulting  |λˆ| spectral gap together with the
tracking lemma to again conclude nonvanishing of the Evans function.
Thus, we may restrict to the case |λ|  C |B∗1|, or |λˆ|  C |B∗1|−1. Considering again (4.10) in this
case, we ﬁnd that all O (|B∗1|−2 + |λˆ2|) entries converge at rate O (|B∗1|−2)|vˆ − v+| C |B∗1|−2e−|x|/C B
∗
1
to limiting values, whence, by the convergence lemma, Lemma A.1, the Evans function for the reduced
system (4.10) converges to that for z′ = −λˆβ−1z as B∗1 → ∞.11 But, this equation, written in original
coordinates, is exactly the eigenvalue equation for the reduced inviscid system
λ
(
w
α
)
+
(
0 −B∗1/μ0 vˆ−B∗1 0
)(
w
α
)′
= 0, (4.11)
which may be shown stable by an energy estimate as in the case σ = 0.
Finally, noting that the decoupled fast equations are independent of λ to lowest order, we ﬁnd for
|λ| bounded and B∗1 → ∞ that the Evans function (which decomposes into the product of the decou-
pled Evans functions) converges to a constant multiple of the Evans function for (4.11). For |λ|  C ,
or λˆ C |B∗1|−2, however, we may apply to (4.10) the convergence lemma, Lemma A.1, together with
Remark A.2, to see that the Evans function in fact converges to that for the piecewise constant-
coeﬃcient equations obtained by substituting for the coeﬃcient matrix on x≷ 0 its asymptotic values
at ±∞, that is, the determinant d := det(r+, r−), where r+ is the stable eigenvector of ( 0 −B∗1/μ0 vˆ−B∗1 0 )
at +∞ and r− is the unstable eigenvector at −∞. Computing, we have r± = (1,∓√μ0v± )T where
giving a constant limit d = √μ0v+ + √μ0 as claimed. 
Proof of Theorem 1.17. By Theorem 1.9, it is suﬃcient to treat the case |λ| Cσμ0. Decompose (2.1),
μ = 1, as W ′ = RA0 + A1, where R := σμ0, λˆ := λ/R , and
A0 =
⎛⎜⎝
0 0 0 0
λˆvˆ 0 0 −B∗1 vˆ/μ0
0 0 0 vˆ
0 0 λˆvˆ vˆ2
⎞⎟⎠ , A1 =
⎛⎜⎝
0 1 0 0
0 vˆ 0 0
0 0 0 0
0 −B∗1 vˆ 0 0
⎞⎟⎠ ,
with |A1| C . If |λˆ| 1/C > 0, then the lower 2 × 2 right-hand block of A0 has eigenvalues ±vˆ
√
λˆ
uniformly bounded from the eigenvalues zero of the upper left-hand 2× 2 block. By standard matrix
11 Here, as in Remark A.2, we are using the fact that also the stable/unstable eigenspaces at +∞/−∞ converge to limits as
|B∗1| → ∞.
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smoothly on vˆ such that
D := LA0R =
⎛⎜⎝
0 0 0 0
λˆvˆ 0 0 0
0 0 vˆ
√
λˆ 0
0 0 0 −vˆ
√
λˆ
⎞⎟⎠ .
Making the coordinate transformation W = R Z , we obtain Z ′ = DZ + O (1)Z . Applying the track-
ing lemma, Lemma A.3, we reduce to a system of three decoupled equation, consisting of a uni-
formly growing scalar equation, a uniformly decaying scalar equation, and a 2 × 2 equation z′ =( 0 1
Rλˆvˆ 0
)
z + O (R−1)z. Rescaling by z := ( 1 0
0 R1/2
)
y, we obtain y′ = R1/2( 0 1
λˆvˆ 0
)
y + O (R−1/2)y, which,
by a second application of the tracking lemma, may be reduced to a pair of decoupled, uniformly
growing/decaying scalar equations, thus completely decoupling the original system into four grow-
ing/decaying scalar equations, from which we may conclude nonvanishing of the Evans function.
It remains to treat the case |λˆ|  1. We decompose (2.1), μ = 1, in this case as W ′ = RB0 + B1,
where
B0 =
⎛⎜⎝
0 0 0 0
0 0 0 −B∗1 vˆ/μ0
0 0 0 vˆ
0 0 0 vˆ2
⎞⎟⎠ , B1 =
⎛⎜⎝
0 1 0 0
λvˆ vˆ 0 0
0 0 0 0
0 −B∗1 vˆ λvˆ 0
⎞⎟⎠ ,
with |λ|  R . Deﬁning T = ( I θ
0 I
)
where θ = (0,−B∗1 vˆ/μ0, vˆ)T , and making the change of variables
W = T Z , we obtain Z ′ = RC0 Z + C1 Z , where
C0 =
(
c0 0
0 vˆ2 + vˆ2R
( (B∗1)2
μ0
+ λ)
)
, c0 = β − θx =
⎛⎝ 0 1 0λvˆ vˆ − (B∗1)2 vˆ2/μ0 λ(B∗1)2 vˆ2/μ0
0 −B∗1 vˆ2 λvˆ2
⎞⎠ ,
and
β =
( 0 1 0
λvˆ vˆ 0
0 0 0
)
, x = (0 − B∗1 vˆ λvˆ), C1 = (0 ∗∗ 0
)
= O (1).
Applying the tracking lemma, we reduce to a decoupled system consisting of a uniformly growing
scalar equation y′ = (R + (B∗1)2μ0 +λ)vˆ2 y+ O (1/R)y associated with the lower right diagonal entry and
a 3× 3 system z′ = c0z + O (1/R)z. For |λ|  1, we may write
c0 =
( 0 1 ∗
λvˆ 0 ∗
0 0 λvˆ2
)
+ O (1),
and apply the tracking lemma again to obtain three decoupled equations uniformly growing/decaying
at rates ±√λvˆ and λvˆ2, giving nonvanishing of the Evans function. For |λ| C on the other hand, we
may apply the convergence lemma, Lemma A.1, using the fact that the O (1/R) coeﬃcient converges
to its limits as C R−1e−η|x| , η > 0, together with Remark A.2, to obtain convergence to the unperturbed
system z′ = c0z. But, this may be recognized as exactly the formal limiting system (1.19) for (σ = ∞),
which is stable by Theorem 1.7 (established by energy estimates). Noting that the Evans function for
the full system is the product of the Evans functions of its decoupled components, and that the Evans
function for the scalar component converges likewise to that for y′ = (R + (B∗1)2μ +λ)vˆ2 y, or (by direct0
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function after renormalization by factor e−c0R converges to a constant multiple of the Evans function
for (1.19). 
4.1. The limit as μ/(2μ + η) → 0 or → ∞
Finally, we brieﬂy discuss the effect of dropping the gas-dynamical assumption η = −4μ/3, and
considering more general values of (2μ + η) > 0. This parameter does not appear in the transverse
equations, so enters only indirectly to our analysis, through its effect on the gas-dynamical pro-
ﬁle vˆ(x). Speciﬁcally, denoting r := μ/(2μ + η) → 0, and taking as usual the normalization μ = 1,
we ﬁnd that vˆ(x) = v¯(rx), where v¯ is a proﬁle independent of the value of r. Thus, the study in [12]
of the limit r → 0 is the limit of slowly-varying coeﬃcients, and the opposite limit r → ∞ is the limit
rapidly-varying coeﬃcients. We consider each of these limiting cases in turn. Intermediate values of
μ/(2μ + η) would presumably need to be studied numerically, an interesting direction for further
investigation.
In the r → 0 limit, we have the following result completing the analysis of [12].
Proposition 4.1. Parallel isentropic MHD shocks with ideal gas equation of state are reduced Evans stable in
the limit as r → 0with other parameters held ﬁxed, for all Lax 1- and 3-shocks and for overcompressive shocks
on the generic set of parameters for which the low-frequency stability condition is satisﬁed (see Proposition 1.4
and discussion above).
Proof. Spectral stability for the case B∗1 < 2
√
μ0 including Lax 1-type, overcompressive type, and
some Lax 3-type shocks has been established in [12] by energy estimates, whence the result follows
for Lax 1-type and overcompressive shocks by Proposition 1.4. Thus, it suﬃces to treat the case of
Lax 3-shocks and (by Theorem 1.9) bounded |λ|. For shocks of any type, it is straightforward to verify
that the Evans function is nonvanishing on λ ∈ {
λ 0} \ B(0, ε), any ε > 0, for r suﬃciently small.
For, on this set of λ, there is a uniform spectral gap between the real parts of the stable and unstable
eigenvalues of A(x, λ), for all x ∈ (−∞,+∞), by the hyperbolic–parabolic structure of the equations,
similarly as in Lemma 2.1. It follows by standard matrix perturbation theory that there exist matrices
R(vˆ(x)) and L = R−1 such that LAR = D := (M 0
0 N
)
, with 
M  θ > 0 and 
N −θ < 0. Making the
change of coordinates W = R Z , we obtain the approximately block-diagonal equations
Z ′ = A˜ Z , (4.12)
where A˜ := LAR − L′R = D + O (vˆx) = D + O (r v¯x). Using the tracking/reduction lemma, Lemma A.3,
we ﬁnd that there exist analytic functions z2 = Φ2(z1) = O (r) and z1 = Φ1(z2) = O (r) such that
(z1,Φ2(z1)) and (Φ1(z2), z2) are invariant under the ﬂow of (4.12), hence represent decoupled stable
and unstable manifolds of the ﬂow. But, this implies that the Evans function is nonvanishing on
λ ∈ {
λ 0} \ B(0, ε), any ε > 0, for r suﬃciently small. See [44,29,40] for similar arguments.
Now, restrict to the case of a Lax 3-shock for λ ∈ {
λ 0}∩ B(0, ε) and ε > 0 suﬃciently small. By
examination of A(x, λ) at λ = 0 in the Lax 3-shock case, we ﬁnd that on B(0, ε) it has one eigenvalue
μ+ that is uniformly negative, one eigenvalue μ− that is uniformly positive, and two that are small.
By standard matrix perturbation theory [29,40], there exist matrices
L =
( L+
L0
L−
)
, R = ( R+ R0 R− )
with LR ≡ I and L′j R j ≡ 0 such that
LAR(x, λ) =
(
μ+ 0 0
0 λM0 0
)
,0 0 μ−
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and M0 = −β−1 + O (λ), where β as in (2.5) is the hyperbolic convection matrix β :=
( 1 −B∗1/μ0 vˆ
−B∗1 1
)
.
Moreover, R , L depend only on vˆ , λ. Making the change of coordinates Z := LW , we obtain Z ′ =
B(x, λ)Z , where
B = LAR − L′R =
(
μ+ O (vˆx) O (vˆx)
O (vˆx) λM0 O (vˆx)
O (vˆx) O (vˆx) μ−
)
.
Applying the tracking/reduction lemma again, we reduce to three decoupled equations associated
with the three diagonal blocks. The two scalar equations associated with μ± are uniformly grow-
ing/decaying, so do not support nontrivial decaying solutions at both inﬁnities. Thus, vanishing of
the Evans function reduces to vanishing or nonvanishing on the central block w ′ = (λM0 + O (vˆ2x))w,
w ∈ C2. Noting that ‖vˆ2x‖L1 = O (r) → 0, we may apply the convergence lemma, Lemma A.1, together
with Remark A.2, to reduce ﬁnally to
z′ = λM0z, M0 := L0AR0. (4.13)
For |λ|  r, we have |λM0 − λM0(+∞)|  Cλe−θr , hence ‖λM0 − λM0(+∞)‖L1[0,+∞) = O (λ/r)
→ 0 and we may apply the conjugation lemma to obtain that the Evans function for the reduced
central system (4.13) is given by (1 + O (λ/r))det(r−, r+), where r− is an unstable eigenvalue of
M0(−∞) and r+ is a stable eigenvalue of M0(−∞). Noting that these to order λ are stable/unstable
eigenvectors of β± , we ﬁnd by direct computation that the determinant does not vanish. Indeed, this
is exactly the computation that the Lopatinski determinant does not vanish for 3-shocks. Thus, we
may conclude that the Evans function does not vanish for |λ|  r.
Finally, we consider the remaining case r/C  |λ|  Cr, for C > 0 large but ﬁxed. In this case,
we may for the same reason drop terms of order λ2 in the expansion of λM0, to reduce by an
application of the convergence lemma, Lemma A.1, and Remark A.2, to consideration of the explicit
system z′ = −λβ−1z, which is exactly the inviscid system λ( w
α
)′ + ( 1 −B∗1/μ0 vˆ−B∗1 1 )( wα )′ = 0. But, this
may be shown stable by an energy estimate as in the case σ = 0. Thus, we conclude that the Evans
function does not vanish either for |λ| ∼ r and 
λ 0, completing the proof. 
Remark 4.2. The Lax 1-shock case may be treated by a similar but much simpler argument, since
growing and decaying modes decouple into fast and slow modes. The overcompressive case is non-
trivial from this point of view, since vˆ passes through characteristic points as x is varied. However, we
conjecture that the argument could be carried out in this case by separating off the single uniformly
fast mode and treating the resulting 3-dimensional system by an energy estimate like that in the
σ = 0 or μ → 0 case.
The opposite limit r → ∞ is that of rapidly-varying coeﬃcients, and is much simpler to carry
out. By the change of coordinates x → x/r, we reduce vˆ(x) to a uniformly exponentially decaying
function v¯(x), and the coeﬃcient matrix A(x, λ) to a function A¯ = r−1A that decays to its limits as
| A¯(x, λ)− A¯±| Cr−1e−θ |x| for x≷ 0, where θ  θ0 > 0. Applying the convergence lemma, Lemma A.1,
together with Remark A.2, we obtain the following simple result.
Proposition 4.3. In the limit r → ∞, the reduced Evans function Dr converges uniformly on compact subsets
of
λ 0 to D0(λ) = det(R+, R−), where R± are matrices solving Kato’s ODE, whose columns span the stable
(resp. unstable) subspaces of A± .
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vanishing may be studied without reference to the evolution of a variable-coeﬃcient ODE. This can
be seen in the original coordinates by the formal limit
Ar(x, λ) →
{
A+(λ), x > 0,
A−(λ), x < 0.
We examine stability of D0 numerically, as it does not appear to be readily accessible analytically.
5. Numerical investigation
In this section, we discuss our approach to Evans function computation, which is used to determine
whether any unstable eigenvalues exist in our system, particularly in the intermediate parameter
range left uncovered by our analytical results in Section 1.7. Our approach follows the polar-coordinate
method developed in [27]; see also [3,24,25,23,10]. Since the Evans function is analytic in the region
of interest, we can numerically compute its winding number in the right-half plane around a large
semi-circle B(0,Λ)∩{
λ 0} containing (1.20), thus enclosing all possible unstable roots. This allows
us to systematically locate roots (and hence unstable eigenvalues) within. As a result, spectral stability
can be determined, and in the case of instability, one can produce bifurcation diagrams to illustrate
and observe its onset. This approach was ﬁrst used by Evans and Feroe [11] and has been applied to
various systems since; see for example [34,2,7,8,6].
5.1. Approximation of the proﬁle
Following [3,24], we can compute the traveling wave proﬁle using one of MATLAB’s boundary-
value solvers bvp4c, bvp5c, or bvp6c, which are adaptive Lobatto quadrature schemes and can
be interchanged for our purposes [18]. These calculations are performed on a ﬁnite computational
domain [−L−, L+] with projective boundary conditions M±(U − U±) = 0. The values of approximate
plus and minus spatial inﬁnity L± are determined experimentally by the requirement that the abso-
lute error |U (±L±) − U±| be within a prescribed tolerance, say T O L = 10−3; see [25, Section 5.3.4]
for a complete discussion. Throughout much of the computation, we used L± = ±20, but for some
rather extreme values in our parameter range, we had to lengthen our interval to maintain good error
bounds.
5.2. Approximation of the Evans function
Throughout our numerical study, we used the polar-coordinate method described in [27], which
encodes W = ρ Ω , where “angle” Ω = ω1 ∧ · · · ∧ ωk is the exterior product of an orthonormal ba-
sis {ω j} of Span{W1, . . . ,Wk} evolving independently of ρ by some implementation (e.g., Drury’s
method) of continuous orthogonalization and “radius” ρ is a complex scalar evolving by a scalar ODE
slaved to Ω , related to Abel’s formula for evolution of a full Wronskian [27].
The ODE calculations for individual λ are carried out using MATLAB’s ode45 routine, which is the
adaptive 4th-order Runge–Kutta–Fehlberg method (RKF45). This method is known to have excellent
accuracy with automatic error control. Typical runs involved roughly 300 mesh points per side, with
error tolerance set to AbsTol = 1e-6 and RelTol = 1e-8. To produce analytically varying Evans
function output, the initial data V(−L−) and V˜(L+) must be chosen analytically using (2.6). The
algorithm of [42] works well for this purpose; see [3,27,43].
We compute the winding number by varying values of λ around the semi-circle B(0,Λ)∩{
λ 0}
along 120 points of the contour, with mesh size taken quadratic in modulus to concentrate sample
points near the origin where angles change more quickly, and summing the resulting changes in
arg(D(λ)), using  log D(λ) = arg D(λ) (mod 2π), available in MATLAB by direct function calls. As a
check on winding number accuracy, we test a posteriori that the change in argument of D for each
step is less than 0.2, and add mesh points, as necessary to achieve this. Recall, by Rouché’s Theorem,
that accuracy is preserved so long as the argument varies by less than π along each mesh interval.
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Relative errors for Dˇ(λ) and Dˆ(λ). Here σ = μ0 = 0.8 and γ = 5/3.
v+ B∗1 = 0.2 B∗1 = 0.8 B∗1 = 1.4 B∗1 = 2 B∗1 = 2.6 B∗1 = 3.2 B∗1 = 3.8
10(−1) 9.94(−1) 1.23 3.46 9.33 2.16(1) 4.89(1) 1.09(2)
10(−2) 4.36(−1) 5.19(−1) 1.36 2.82 4.92 8.19 1.32(1)
10(−3) 1.42(−1) 1.72(−1) 4.50(−1) 8.34(−1) 1.25 1.86 2.53
10(−4) 4.23(−2) 5.04(−2) 1.32(−1) 2.30(−1) 3.23(−1) 4.55(−1) 5.88(−1)
10(−5) 1.26(−2) 1.50(−2) 4.00(−2) 6.83(−2) 9.35(−2) 1.28(−1) 1.61(−1)
10(−6) 3.94(−3) 4.77(−3) 1.28(−2) 2.18(−2) 2.96(−2) 4.03(−2) 5.01(−2)
10(−7) 2.16(−3) 2.62(−3) 7.08(−3) 1.20(−2) 1.63(−2) 2.21(−2) 2.75(−2)
10(−8) 2.07(−3) 2.51(−3) 6.78(−3) 1.15(−2) 1.56(−2) 2.12(−2) 2.63(−2)
5.3. Description of experiments: broad range
In our ﬁrst numerical study, we covered a broad intermediate parameter range to demonstrate
stability in the regions not amenable to our analytical results in Section 1.7, and also to close our
study for unconditional stability for all (ﬁnite) system parameters. Since Evans function computation
is essentially “embarrassingly parallel”, we were able to adapt our STABLAB code to take advantage of
MATLAB’s parallel computing toolbox, sending to each of 8 “workers” on our 8-core Power Macintosh
workstation, different values of λ producing a net speedup of over 600%. The following parameter
combinations were examined:
(
γ , v+, B∗1,μ0,σ
) ∈ {1.0,1.1,11/9,9/7,7/5,5/3,1.75,2.0,2.5,3.0}
× {0.8,0.6,0.4,0.2,10−1,10−2,10−3,10−4,10−5}
× {0.2,0.8,1.4,2.0,2.6,3.2,3.8}
× {0.2,0.8,1.4,2.0,2.6,3.2,3.8}
× {0.2,0.8,1.4,2.0,2.6,3.2,3.8}.
In total, this is 30,870 contours, each consisting of at least 120 points in λ. In all cases, we found the
system to be Evans stable. Typical output is given in Fig. 1.
As the Evans function is symmetric under complex conjugation, we only needed to compute along
half of the contour (usually 60 points in the ﬁrst quadrant) to produce our results.
5.4. Description of experiments: limiting parameters
The purpose of our second study is to verify convergence in the large-amplitude limit (v+ → 0),
as well as illustrate the analytical results the limiting cases, namely as B∗1 → ∞, B∗1 → 0, μ0 → ∞,
μ0 → 0, σ → ∞, σ → 0, r → ∞, and r → 0. In all cases, we found our results to be consistent
with stability. In Table 1, we provide typical relative errors between the normalized and limiting-
normalized Evans functions in the large-amplitude limit; we varied B∗1 for illustrative purposes. The
relative errors are given by computing, respectively, max j | Dˆ(λ j)−Dˆ
0(λ j)
Dˆ0(λ j)
| and max j | Dˇ(λ j)−Dˇ
0(λ j)
Dˇ0(λ j)
| along
the contours except for small λ (that is, when |λ| < 10−2). Note that in the large-amplitude limit, the
relative errors go to zero, as expected.
Appendix A. The convergence and tracking lemmas
Consider a family of ﬁrst-order equations
W ′ = Ap(x, λ)W (A.1)
2208 B. Barker et al. / J. Differential Equations 249 (2010) 2175–2213indexed by a parameter p, and satisfying exponential convergence condition (2.11) uniformly in p.
Suppose further that
∣∣(Ap − Ap±)− (A0 − A0±)∣∣ C |p|e−θ |x|, θ > 0, (A.2)∣∣(Ap − A0)±∣∣ C |p|. (A.3)
Then, we have the following generalization of Lemma 2.8, a simpliﬁed version of the convergence
lemma of [35].
Lemma A.1. Assuming (2.11) and (A.2)–(A.3), for |p| suﬃciently small, there exist invertible linear transfor-
mations P p+(x, λ) = I + Θ p+(x, λ) and P0−(x, λ) = I + Θ p−(x, λ) deﬁned on x  0 and x  0, respectively,
analytic in λ as functions into L∞[0,±∞), such that
∣∣(P p − P0)±∣∣ C1|p|e−θ¯ |x| for x≷ 0, (A.4)
for any 0 < θ¯ < θ , some C1 = C1(θ¯ , θ) > 0, and the change of coordinates W =: P p± Z reduces (A.1) to the
limiting constant-coeﬃcient systems Z ′ = Ap±(λ)Z for x≷ 0.
Proof. Applying the conjugating transformation W → (P0+)−1W for the p = 0 equations, we may
reduce to the case that A0 is constant, and P0+ ≡ I , noting that the estimate (A.2) persists under
well-conditioned coordinate changes W = Q Z , Q (±∞) = I , transforming to
∣∣(Q −1Ap Q − Q −1Q ′ − Ap±)− (Q −1A0Q − Q −1Q ′ − A0±)∣∣

∣∣Q ((Ap − Ap±)− (A0 − A0±))Q −1∣∣+ ∣∣Q −1(Ap − A0)±Q − (Ap − A0)±∣∣, (A.5)
where ∣∣Q −1(Ap − A0)±Q − (Ap − A0)±∣∣= O (|Q − I|)∣∣(Ap − A0)±∣∣= O (e−θ |x|)|p|. (A.6)
In this case, (A.2) becomes just |Ap − Ap±| C1|p|e−θ |x, and we obtain directly from the conjugation
lemma, Lemma 2.8, the estimate |P p+ − P0+| = |P p+ − I| CC1|p|e−θ¯ |x| for x > 0, and similarly for x < 0,
verifying the result.12 
Remark A.2. As observed in [35], provided that the stable/unstable subspaces of Ap+/A
p
− converge to
those of A0+/A0− , as typically holds given (A.3) (and holds always if the stable and unstable eigenvalues
of A0± are spectrally separated [28]), (A.4) gives immediately convergence of the Evans functions Dp
to D0 on compact sets of λ, by deﬁnition (2.13).
Next, consider an approximately block-diagonal system
W ′ =
(
M1 0
0 M2
)
(x, p) + δ(x, p)Θ(x, p)W , (A.7)
12 The inclusion of assumption (A.3), needed in (A.6), repairs a minor omission in [35]. (It is satisﬁed for the applications
in [35], but was not listed as a hypothesis.)
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wise spectral gap condition
minσ
(
Mε1)−maxσ (
Mε2) η(x) for all x. (A.8)
(Here as usual 
N := (1/2)(N + N∗) denotes the “real”, or symmetric part of N .) Then, we have the
following tracking/reduction lemma of [29,35].
Lemma A.3. (See [29,35].) Consider a system (A.7) under the gap assumption (A.8), with Θε uniformly
bounded and η ∈ L1loc . If sup(δ/η)(x) is suﬃciently small, then there exist (unique) linear transformations
Φ1(x, p) and Φ2(x, p), possessing the same regularity with respect to p as do coeﬃcients M j and δΘ ,
for which the graphs {(Z1,Φ2 Z1)} and {(Φ1(Z2), Z2)} are invariant under the ﬂow of (A.7), and satisfy
sup |Φ1|, sup |Φ2| C sup(δ/η).
Proof. By the change of coordinates x → x˜, δ → δ˜ := δ/η with dx˜/dx = η(x), we may reduce to the
case η ≡ constant = 1 treated in [29], whence the result follows by a contraction-mapping argument
as in [29,35]. 
Appendix B. Miscellaneous energy estimates
Proposition B.1. Parallel ideal gas MHD shocks are stable for B∗1 = 0 provided that the associated gas-
dynamical shock is stable.
Proof. For B∗1 = 0, the eigenvalue equations become λu + u′ = μu′′/vˆ, λα + α′ = (1/σμ0 vˆ)(α′/vˆ)′,
or
λvˆu + vˆu′ = μu′′,
λvˆα + vˆα′ = (1/σμ0)
(
α′/vˆ
)′
. (B.1)
Taking the real part of the complex L2-inner product of u against the ﬁrst equation and α against the
second equation and summing gives

λ
∫
vˆ
(|u|2 + |α|2)= −∫ (μ∣∣u′∣∣2 + (1/σμ0 vˆ)∣∣α′∣∣2)+ ∫ vˆx(|u|2 + |α|2)< 0,
a contradiction for 
λ  0 and u, α not identically zero. Thus, we obtain spectral stability in trans-
verse ﬁelds (u˜, B˜) for B∗1 = 0 so long as the proﬁle density is decreasing vˆx < 0, as holds in particular
for the ideal gas case, either isentropic or nonisentropic. Likewise, transversality and inviscid stability
criteria are easily veriﬁed in this case by the further decoupling of u˜ and B˜ equations. Stability in the
decoupled parallel ﬁelds (v,u1) is of course equivalent to stability of the corresponding gas-dynamical
shock. 
Remark B.2. By continuity, we obtain also stability for magnetic ﬁeld B∗1 suﬃciently small. Stability
for small magnetic ﬁeld was observed in [17,16], by a similar continuity argument.
Proof of Theorem 1.7, case μ0. For μ0 = ∞, Eqs. (1.18) become
λw + w ′ = μw ′′/vˆ,
λα + α′ − B∗1w ′ = 0, (B.2)
2210 B. Barker et al. / J. Differential Equations 249 (2010) 2175–2213hence the w equation decouples and is stable by the argument for B∗1 = 0. Thus, w ≡ 0 for 
λ 0,
and so the second equation reduces to a constant-coeﬃcient equation λα + α′ = 0, and thus is sta-
ble. 
Proposition B.3. For B∗1 
√
μ0 +max{
√
γμ0
2 ,
√
γ
2σ }, and all 1 v+ > 0, proﬁles (necessarily Lax 3-shocks)
are transverse.
Proof. For μ = 1, the (transverse part of the) linearized traveling-wave ODE is
vˆ−1
(
μ0 0
0 1/σμ0
)(
u˜
B˜
)′
=
(
μ0 −B∗1−B∗1 vˆ
)(
u˜
B˜
)
. (B.3)
Transversality is equivalent to nonexistence of a nontrivial L2 solution of (B.3). Taking the real part of
the complex L2 inner product of vˆ
(μ0 0
0 1/σμ0
)−1( μ0 −B∗1
−B∗1 vˆ
)( u˜
B˜
)
against both sides of (B.3), noting that


〈(
u˜
B˜
)
,
(
μ0 −B∗1−B∗1 vˆ
)(
u˜
B˜
)′〉
= −
∫
vˆx
2
|B˜|2,
and estimating | vˆx2 | γ vˆ2 (see [24], Appendix A for similar estimates), we obtain
〈( u˜
B˜
)
, vˆ(M−N)( u˜
B˜
)〉

0 where N := ( 0 00 γ2 ) and
M :=
(
μ0 −B∗1−B∗1 vˆ
)(
μ0 0
0 1/σμ0
)−1(
μ0 −B∗1−B∗1 vˆ
)
,
is positive deﬁnite for B∗1 >
√
μ0. The ﬁrst minor of (M − N) is equal to the ﬁrst minor of M , so
positive for B∗1 >
√
μ0. Thus, M − N > 0, giving a contradiction, if B∗1 >
√
μ0 and
0 < det(M − N) = σ (μ0 vˆ − (B∗1)2)2 − (μ0 + σμ0(B∗1)2)γ2 (B.4)
for all 1 vˆ  v+  0. Estimating(
μ0 vˆ −
(
B∗1
)2)2 = (B∗1 − √μ0 )2(B∗1 + √μ0 )2 = (B∗1 − √μ0 )2((B∗1)2 + μ0)
we ﬁnd that (B.4) holds for (B∗1 −
√
μ0 )
2 max{ γμ02 , γ2σ }, yielding the result. 
Remark B.4. What makes this argument work is the strong separation as B∗1 → ∞ of growing and
decaying modes, as evidenced by strong hyperbolicity of the coeﬃcient matrix on the right-hand side
of (B.3). It could be phrased alternatively in terms of the tracking lemma of Appendix A. Also related
are the “transverse” estimates of [15].
Proof of Theorem 1.9. Multiplying the ﬁrst equation of (1.18) by vˆ w¯ , integrating in x along R, and
simplifying gives λ
∫
R
vˆ|w|2 +∫
R
vˆw ′ w¯+μ ∫
R
|w ′|2 = B∗1μ0
∫
R
α′ w¯. Taking the real and imaginary parts,
respectively, gives

λ
∫
vˆ|w|2 − 1
2
∫
vˆx|w|2 + μ
∫ ∣∣w ′∣∣2 = B∗1
μ0


∫
α′ w¯ (B.5)
R R R R
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R
vˆ|w|2 +  ∫
R
vˆw ′ w¯ = B∗1μ0 
∫
R
α′ w¯. Adding and simplifying, noting that 
z + |z| √2|z|
and vˆx < 0, yields (
λ + |λ|)
∫
R
vˆ|w|2 + μ ∫
R
|w ′|2 < ∫
R
vˆ|w ′||w| +
√
2B∗1
μ0
∫
R
|α′||w|. Using Young’s
inequality, and noting that vˆx  0 and vˆ  1, we have
(
λ + |λ|)∫
R
vˆ|w|2 + μ
∫
R
∣∣w ′∣∣2
<
(
ε1 + ε2
√
2B∗1
μ0
)∫
R
vˆ|w|2 + 1
4ε1
∫
R
∣∣w ′∣∣2 + √2B∗1
4ε2μ0
∫
R
|α′|2
vˆ
. (B.6)
Multiplying the second equation of (1.18) by vˆα¯, integrating in x along R, and simplifying gives
λ
∫
R
vˆ|α|2 + ∫
R
vˆα′α¯ + 1σμ0
∫
R
|α′|2
vˆ
= B∗1
∫
R
vˆw ′α¯. Taking the real and imaginary parts, respectively,
gives

λ
∫
R
vˆ|α|2 − 1
2
∫
R
vˆx|α|2 + 1
σμ0
∫
R
|α′|2
vˆ
= B∗1

∫
R
vˆw ′α¯ (B.7)
and λ ∫
R
vˆ|α|2 +  ∫
R
vˆα′α¯ = B∗1
∫
R
vˆw ′α¯. Adding and simplifying, again noting that 
z + |z| √
2|z| and vˆx  0, yields (
λ + |λ|)
∫
R
vˆ|α|2 + 1σμ0
∫
R
|α′|2
vˆ
<
∫
R
vˆ|α||α′| + √2B∗1
∫
R
vˆ|w ′||α|. Using
Young’s inequality, and noting that vˆ  1, we have
(
λ + |λ|)∫
R
vˆ|α|2 + 1
σμ0
∫
R
|α′|2
vˆ
<
(
ε3 +
√
2ε4B
∗
1
)∫
R
vˆ|α|2 +
√
2B∗1
4ε4
∫
R
∣∣w ′∣∣2 + 1
4ε3
∫
R
|α′|2
vˆ
.
Adding C × (B.8) to (B.6) yields
(
λ + |λ|)∫
R
vˆ
(|w|2 + C |α|2)+ μ∫
R
∣∣w ′∣∣2 + C
σμ0
∫
R
|α′|2
vˆ
<
(
ε1 + ε2
√
2B∗1
μ0
)∫
R
vˆ|w|2 + C(ε3 + √2ε4B∗1)∫
R
vˆ|α|2
+
(
1
4ε1
+
√
2B∗1C
4ε4
)∫
R
∣∣w ′∣∣2 +(√2B∗1
4ε2μ0
+ C
4ε3
)∫
R
|α′|2
vˆ
. (B.8)
Setting ε1 = 12μ , ε2 =
B∗1σ√
2C
, ε3 = μ0σ2 , and ε4 =
B∗1C√
2μ
, this becomes
(
λ + |λ|)∫
R
vˆ
(|w|2 + C |α|2)
<
(
1
2μ
+ (B
∗
1)
2σ
μ0C
)∫
vˆ|w|2 + C
(
μ0σ
2
+ (B
∗
1)
2C
μ
)∫
vˆ|α|2. (B.9)R R
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λ + |λ| max{ 12μ +
(B∗1)2σ
μ0C
,
μ0σ
2 +
(B∗1)2C
μ }.
Setting C =
√
σμ
μ0
yields the right-hand side of (1.20). 
Appendix C. Kato basis near a branch point
By straightforward computation, μ±(λ) := ∓(η/2 +
√
η2/4+ λ and V± := (1,μ±(λ))T are eigen-
values and eigenvectors of the matrix A in Example 2.4. The associated Kato eigenvectors V± are
determined uniquely, up to a constant factor independent of λ, by the property that there exist cor-
responding left eigenvectors V˜± such that
(V˜ · V )± ≡ constant, (V˜ · V˙ )± ≡ 0, (C.1)
where “ ˙ ” denotes d/dλ; see Lemma 2.3(iii). Computing dual eigenvectors V˜± = (λ + μ2)−1(λ,μ±)
satisfying (V˜ · V)± ≡ 1, and setting V± = c±V± , V˜± = V±/c± , we ﬁnd after a brief calculation that
(C.1) is equivalent to the complex ODE c˙± = −( V˜ ·V˙V˜ ·V )±c± = −(
μ˙
2μ−η )±c±, which may be solved by
exponentiation, yielding the general solution c±(λ) = C(η2/4+ λ)−1/4. Initializing at a ﬁxed nonzero
point, without loss of generality c±(1) = 1, we obtain formula (2.7).
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