We introduce a class of dependence structures, that we call the Multiple Risk Factor (MRF) dependence structures. On the one hand, the new constructions extend the popular CreditRisk + approach, and as such they formally describe default risk portfolios exposed to an arbitrary number of fatal risk factors with conditionally exponential and dependent hitting (or occurrence) times. On the other hand, the MRF structures can be seen as an encompassing family of multivariate probability distributions with univariate margins distributed Pareto of the 2nd kind, and in this role they can be used to model insurance risk portfolios of dependent and heavy tailed risk components.
firms that defaulted on June 21, 1970 (see, Azizpour & Giesecke (2008) ), whereas the exponentiality of the hitting times of distinct r.f.'s follows naturally when risk occurrences are governed by (n + 1) stochastically independent Poisson processes.
In general, the exponentiality assumption on E λ j , j = 1, . . . , n + 1 mentioned above is deep-rooted in the modern practical default modelling. Speaking briefly, the CreditRisk + approach to modelling dependent defaults (see, Frey & McNeil (2003) ) assumes that, for i = 1, . . . , n, the stochastically independent hitting times i E λ j are exponentially distributed conditionally on the r.v.'s Λ 1 , . . . , Λ n+1 , which are mutually independent, gamma distributed and explain the uncertainty associated with the corresponding r.f.'s j ∈ {1, . . . , n + 1}. In such a case, the probability that the i-th r.c. defaults before the end of on arbitrary time unit is given by P[X i < 1| Λ] = 1 − exp{− n+1 j=1 w j Λ j }, where Λ := (Λ 1 , . . . , Λ n+1 ) ′ is a r.v. and w 1 . . . . , w n+1 are deterministic positive weights. The distributional properties of the CreditRisk + approach were explored in, e.g., Su & Furman (2016) .
In the present paper we introduce and study what can be viewed as an extension of the CreditRisk + approach. Interestingly, on the one hand the structures proposed herein can be motivated by the multi-factor ERM framework (Sweeting (2011) ), and on the other hand they are of interest in distribution theory, as we end up with a new multivariate probability distribution having Pareto of the 2nd kind univariate margins, which unifies many existing stand alone results in, e.g., Arnold (1983 Arnold ( , 2015 , Chiragiev & Landsman (2009) , Asimit et al. (2010) and Su & Furman (2016) . We note in passing in this respect that distributions with Paretian tails have been applied in a multitude of areas. We refer to: Benson et al. (2007) -for applications in catastrophic events; to Koedijk et al (1990) , Longin (1996) , Gabaix et al. (2003) -for applications in general financial phenomena; to Cebrián et al. (2003) -for applications in insurance pricing; and to Soprano et al. (2010) , Chavez-Demoulin et al. (2015) for applications in risk management.
In the sequel, we denote by (X 1 , . . . , X n ) ′ the default times of generic financial units with labels in the set {1, . . . , n}, exposed to d(∈ N) exogenous r.f.'s having stochastically independent hitting times E λ j that are exponentially distributed conditionally on Λ j , j = 1, . . . , d. We assume that the r.v.'s Λ 1 , . . . , Λ d are gamma distributed and stochastically independent as in CreditRisk + . The exposure matrix c ∈ Mat n×d (1) having entries c i,j ∈ 1 := {0, 1}, i = 1, . . . , n, j = 1, . . . , d is deterministic and determined by the upper management. Then we say that the j-th r.f. hits the set of r.c.'s RC j := {i ∈ {1, . . . , n} : c i,j = 1} for any j = 1, . . . , d. In a similar fashion, we say that the i-th r.c. is hit by the set of r.f.'s RF i := {j ∈ {1, . . . , d} : c i,j = 1} for any i = 1, . . . , n. The rest of the paper is organized as follows: We revisit and generalize when necessary some existing multivariate dependence structures that are relevant to our present work in Section 2, and we then introduce and study the main object of interest herein -the Multiple Risk Factor (MRF) dependence models in Section 3. In Section 4 we specialize the discussion to the bivariate case, and in Section 5 we exemplify the usefulness of the MRF dependencies within the contexts of financial risk measurement. In Section 6 we elucidate the MRF dependencies with the help of a numerical example borrowed from the context of default risk. Section 7 concludes the paper. Proofs are relegated to Appendix A. We note in passing that ' d =' stands for equality in distribution throughout the paper.
Relevant existing dependencies revisited
We start off with a number of simple but important notes. First, in what follows we denote by Λ ∼ Ga(α, σ) a r.v. that follows gamma distribution and has the probability density function (p.d.f.)
where α ∈ R + and σ ∈ R + are deterministic shape and rate parameters, respectively.
Second, we denote by E λ ∼ Exp(λ) an exponentially distributed r.v. with the p.d.f.
where λ ∈ R + is a deterministic parameter. Third, we denote by ' * ' the mixture operator such that given two appropriately jointly measurable r.v.'s X β ∼ C(β) with β ∈ B ⊆ R and B ∼ H, it holds that X β * B has the same distribution as X B , or succinctly X β * B d = X B , where we of course assume that the r.v. B has its range in B. Then we readily have that E Λ d = E λ * Λ ∼ P a(II)(σ, α),
that is E Λ follows the Lomax distribution. We note in this respect that a Lomax distributed r.v. X ∼ P a(II)(σ, α) has the p.d.f. and the decumulative distribution function
where σ ∈ R + is a scale parameter and α ∈ R + is a power parameter. Last but not least, the classical extension of the univariate Lomax (and more generally Pareto of the 2nd kind) distributions to the multivariate context is arguably the one of Arnold (1983 Arnold ( , 2015 with the d.d.f.
(2.1) and the Pearson correlation for, 1 ≤ i = k ≤ n and α > 2,
Two recently introduced multivariate probability distributions are of central interest for the forthcoming derivations. Namely, these are the dependence structures with univariate Pareto margins introduced in Asimit et al. (2010) and in Su & Furman (2016) . Further we discuss the just mentioned probability distributions and generalize them slightly where needed.
2.1. The model of Asimit et al. (2010) . Recall that E λ j , j = 1, . . . , n + 1 denote (n + 1) stochastically independent exponentially distributed r.v.'s with parameters λ j ∈ R + and n ∈ N. Further let Λ j ∼ Ga(α j , 1) be gamma distributed r.v.'s all independent mutually and on E λ j , j = 1, . . . , n + 1. Then the r.v. X = (X 1 , . . . , X n ) ′ is said to follow the multivariate probability distribution of Asimit et al. (2010) if its coordinates admit the following stochastic representation
with the corresponding joint d.d.f. given by
Speaking practically, if E λ j , j = 1, . . . , n + 1 are random and exponentially distributed (default) times, then (2.3) and (2.4) are akin to the famous common shock set-up (Bowers et al. (1997) ) with (n + 1) exogenous risk factors, of which n are idiosyncratic and one is the common shock. By construction, the times of occurrence of the idiosyncratic risks are independent, whereas the times of occurrence of the systemic risks are fullycommonotonic. The presence of the common shock risk factor results in a singularity, that is P[X 1 = · · · = X n ] = α n+1 /(α 1 + · · ·+ α n + α n+1 ). Thereby, d.d.f. (2.4) is not absolutely continuous with respect to the Lebesgue measure on R n + . The presence of singularity is in general desirable as it addresses the phenomenon of simultaneous death/default, but at the same time it reduces the tractability of (2.4) considerably (Asimit et al. (2010 (Asimit et al. ( , 2016 ).
A possibility of having numerous systemic r.f.'s that may hit subsets of the coordinates of the r.p. X as well as the general lines of Sweeting (2011) motivate an extension of the set-up described above to allow for an arbitrary number, say l(∈ N) of r.f.'s. To this end, let c l ∈ Mat n×l (1) be an n × l matrix with entries in {0, 1}. For the sake of the discussion in this section we assume that n < l. Also, let RF l i := {j ∈ {1. . . . , l} : c l i,j = 1} denote the set of all risk factors that 'attack' risk component i ∈ {1, . . . , n}.
Definition 2.1. Let E λ j , j = 1, . . . , l be stochastically independent exponentially distributed r.v.'s with parameters λ j ∈ R + . Also let Λ j ∼ Ga(α j , 1) be gamma distributed r.v.'s all independent mutually and on E λ j , j = 1, . . . , l. Set, for σ i ∈ R + ,
then the joint distribution of X 1 , . . . , X n is a generalized variant of the one introduced in Asimit et al. (2010) . Succinctly, we write X ∼ P a c l 1...,n (II)(σ, α), where σ := (σ 1 , . . . , σ n ) ′ is an n-dimensional vector of scale parameters and α := (α 1 , . . . , α l ) ′ is an l-dimensional vector of power parameters, all the parameters are positive reals.
Clearly the distribution of the i-th coordinate is Lomax, i.e., we have that X i ∼ P a(II)(σ i , α c,i ) where α c,i := j∈RF l i α j , i = 1, . . . , n. The joint distribution is given in the following theorem. Therein we let α c, (i,k) 
, that is the set RF l (i,k) contains the risk factors that attack both the i-th and the k-th risk components, 1 ≤ i = k ≤ n. The proof of the theorem is omitted, as it is readily obtained along the lines of the proofs of Propositions 2.3 and 3.2 in Asimit et al. (2010) .
Theorem 2.1. Let X ∼ P a c l 1...,n (II)(σ, α), then its d.d.f. is given by
Moreover, the index of the Pearson correlation is given by
A remark about the c l -matrix is perhaps well-timed now. It is useful to realize that the importance of the matrix is in that it shapes the set of risk factors. More specifically, a risk factor j ∈ {1, . . . , l} is idiosyncratic if and only if n i=1 c l i,j = 1, and it is common shock otherwise. Moreover, in the latter case the risk factor (j ∈ {1, . . . , l} again) affects the subset of risk components RC j = {i ∈ {1, . . . , n} : c l i,j = 1}. We conclude this subsection by noticing that the idea of randomization, and Definition 2.1 is nothing but that, has been well-studied and can be traced back to Feller (1966 by the Pearson index of correlation. We show in the next subsection that neither one of the dependence structures investigated in Arnold (1983 Arnold ( , 2015 and Chiragiev & Landsman (2009) enjoys the just mentioned important property. Su & Furman (2016) . Let E λ j , j = 1, . . . , n + 1 denote as hitherto exponentially distributed and stochastically independent r.v.'s with parameters λ j ∈ R + and n ∈ N. Further let i E λ j , i = 1, . . . , n be independent copies of the r.v. E λ j , j = 1, . . . , n + 1. In addition, let Λ j ∼ Ga(γ j , 1) be gamma distributed r.v.'s independent mutually and on i E λ j , i = 1, . . . , n, j = 1, . . . , n + 1. The r.v. X = (X 1 , . . . , X n ) ′ follows the multivariate probability distribution of Su & Furman (2016) if its coordinates admit the following stochastic representation
The model of
where σ i ∈ R + for i = 1, . . . , n, and the joint d.d.f. is given by
, (x 1 , . . . , x n ) ′ ∈ R n + .
(2.8)
Speaking plainly, (2.7) and (2.8) mimic the common shock framework described in Subsection 2.1, but circumvent the emergence of singularity by assuming that the times of occurrence of the common shock risk factors are not fully-comonotonic but rather conditionally independent. As in Subsection 2.1, we extend (2.7) and (2.8) to augment m(∈ N) risk factors. To this end, let c m be an n×m deterministic matrix with the entries equal to either zero or one, and let RF m i := {j ∈ {1, . . . , m} : c m i,j = 1} for i = 1, . . . , n.
Definition 2.2. Let i E λ j , i = 1, . . . , n be independent copies of the stochastically indepen-
be gamma distributed r.v.'s all independent mutually and on i E λ j , i = 1, . . . , n, j = 1, . . . , m. Set, for σ i ∈ R + ,
then the joint distribution of X 1 , . . . , X n is a generalized variant of the one introduced in Su and Furman (2016) . Succinctly, we write X ∼ P a c m 1...,n (II)(σ, γ), where σ := (σ 1 , . . . , σ n ) ′ is an n-dimensional vector of scale parameters and γ := (γ 1 , . . . , γ m ) ′ is an m-dimensional vector of power parameters, all parameters are positive reals.
The distribution of X i , i = 1, . . . , n is clearly P a(II)(σ i , γ c,i ), where γ c,i = j∈RF m i γ j , that is the coordinates of the random vectors in Definition 2.2 are Lomax distributed, similarly to the situation in Definition 2.1. The joint distribution of X 1 , . . . , X n is formulated in the following theorem. We note in passing that by analogy with the discussion in the previous subsection, we let γ c, (i,k) 
In addition the (q + 1) × q hypergeometric function is given by (Gradshteyn & Ryzhik (2014) 
where (p) n := p(p + 1) . . . (p + n − 1) for n ∈ Z + , (p) 0 := 1 and q ∈ Z + . For a 1 , . . . , a q+1 all positive, and these are the cases of interest in the present paper, the radius of convergence of the series is the open disk |z| < 1. On the boundary |z| = 1, the series converges absolutely if d = b 1 + · · · + b q − a 1 − · · · − a q+1 > 0, and it converges except at z = 1 if 0 ≥ d > −1. We omit the proof of the theorem as it is very similar to the proof of Theorem 2.1 in Su & Furman (2016) .
Theorem 2.2. Let X ∼ P a c m 1...,n (II)(σ, γ), then its d.d.f. is given by
(2.10)
Furthermore, the index of the Pearson correlation is given, for γ c,i > 2 and γ c,k > 2, by (Das et al. (2007) ).
To summarize the developments hitherto, we note that • simple stochastic representations in Definitions 2.1 and 2.2 are essential and allow for convenient simulation analysis and stresstesting;
• d.d.f.'s (2.5) and (2.10) are analytically tractable and quite general unifying a variety of existing multivariate structures.
The advantages described above lay the groundwork for gluing the objects in Definitions 2.1 and 2.2 into one general multivariate probability structure that would augment random times of occurrence that are a.) stochastically independent, b.) conditionally independent, and c.) fully-comonotonic as well as inherit the full range of attainable non-negative Pearson correlations. This new general structure is referred to as the Multiple Risk Factor dependence structure, and it is the main object of study in the present paper.
Multiple risk factor dependence structure
Naturally, the gap between the stochastically independent and fully-comonotonic times of occurrence of r.f.'s in Definition 2.1 is somewhat too harsh. Next we fill the gap by unifying Definitions 2.1 and 2.2.
we formulate the MRF models of interest in this paper.
Definition 3.1. Assume that Y ∼ P a c l 1,...,n (II)(σ, α) as in Definition 2.1 and Z ∼ P a c m 1,...,n (II)(σ, γ) as in Definition 2.2 are stochastically independent, then the r.v.
Risk Factor dependence with Pareto of the 2nd kind univariate marginal distributions;
In what follows, we sometimes write X ∼ P a c 1,...,n (II)(σ, α, γ), if we wish to emphasize the presence of γ and α vectors of parameters.
It is clear that Definition 3.1 unifies multiple risk factor dependence structures with and without singularities into one encompassing structure. One practical motivation for the MRF structures stems from Sweeting (2011) (also, Duffie & Singleton (1999) ). More specifically, consider a portfolio of default times of n business units. Further assume that each component of the portfolio is exposed to a set of possibly (l + m) fatal risk factors, of which some are idiosyncratic -{j ∈ {1, . . . , l + m} : n i=1 c i,j = 1}, others are systemic with fully-commonotonic occurrence times -{j ∈ {1, . . . , l} : n i=1 c i,j > 1}, and there exists yet another group of risk factors {j ∈ {l + 1, . . . , l + m} : n i=1 c i,j > 1} that attack the risk components at positively dependent but not perfectly dependent times.
Then, assuming that the hitting times of the risk factors are stochastically independent group-wise and also that the risk factors are gamma distributed as in CreditRisk + , the MRF structureà la Definition 3.1 is obtained. Another motivation for the MRF dependencies stems from the recent trends of prudence that have taken the modern financial risk measurement by storm. Indeed, multivariate probability distributions having heavy tailed and positively dependent univariate margins are in a significant practical demand nowadays.
The joint d.d.f. of the MRF r.v.'s is given in the next theorem. Recall that RC j has been defined as the set that contains all the risk components that are exposed to the j-th risk factor, j ∈ {1, . . . , l + m}. The proof of the theorem is simply by construction of the MRF r.v.'s, and it is thus omitted.
Theorem 3.1. Let X ∼ P a c 1,...,n (II)(σ, ξ), then the joint d.d.f. of its coordinates is given by
where σ is an n-dimensional vector of scale parameters, and ξ is an (l + m)dimensional vector of power parameters.
On the one hand, d.d.f. (3.1) can be viewed as a new multivariate probability distribution with Lomax distributed univariate margins, which, for appropriately chosen c matrices, reduces to, e.g., the classical model of Arnold (1983 Arnold ( , 2015 , as well as to these (2005)) or fully-comonotonic occurrence times. In either case, the following theorem is of basic importance. The proof is simple and thus omitted.
• the mathematical expectation of X i is, for ξ c,i > 1,
.
We note in passing that the expectation/variance of the r.v. X i , i = 1, . . . , n can be finite even if the expectations/variances of occurrence times of some risk factors j ∈ {1, . . . , l + m} are infinite.
When the r.v.'s X 1 , . . . , X n denote times of default of various financial units i ∈ {1, . . . , n}, the r.v.'s X − := ∧ n i=1 X i and X + := ∨ n i=1 X i denote, respectively, first and last default times. We say that X − and X + have distributions F − and F + , respectively, and they play a pivotal role in the general theory of credit risk (Adalsteinsson (2014) ) and in the mathematics of life contingencies (Bowers et al. (1997) ). We further investigate the d.d.f.'s of the two. In this respect, the following lemma is of central importance.
with the probability mass function given, for k ∈ N 0 , by
We are now ready to prove that in the context of the MRF dependencies, the distribution of the first default time is Lomax with a random power parameter.
and ξ * + K = ξ 1 + · · · + ξ l+m + K is a random power parameter with the integer valued r.v. K having probability mass function (3.2).
The next assertion is similar to Proposition 2 of Vernic (2011) as well as to Proposition 2.4 of Su & Furman (2016) . 
We conclude this section by stating yet another important property of the MRF dependence structures, which arguably distinguishes the construction from the majority of the multivariate probability distributions existing nowadays. In this respect, let k ≤ n and let i 1 , . . . , i k ∈ {1. . . . , n} establish an index set, then the MRF dependence structures allow the probability P[X i 1 = · · · = X i k ] to be non-zero. This phenomenon, which can be easily motivated in practice by, e.g., the presence of a parent subsidiary or similar contractual relationships -in the context of default risk, and by occurrence of a catastrophe that affects a number of lives simultaneously -in the context of life contingencies, is possible because the MRF distributions may have singularities and thus are in general not absolutely continuous with respect to the Lebesgue measure. In the next theorem we study the probability mass that is assigned to the singularity.
Before stating and proving the next result, we extend some of the notations already used. First, the set of all risk factors that attack sub-portfolio (X i 1 , . . . , X i k ) ′ is, for k ≥ 2, in the sequel denoted by
which is the union of two disjoint sets, that is of
and RF (i 1 ,...,i k ) := RF i 1 ,...,i k \ RF (i 1 ,...,i k ) .
(3.6) Also, let
(3.7)
Based on the notation above, we can have, e.g., ξ c,i 1 ,...,i k = j∈RF i 1 ,...,i k ξ j and in a similar fashion ξ c,(i 1 ,...,i k ) = j∈RF (i 1 ,...,i k ) ξ j , ξ c,(i 1 ,...,i k ) = j∈RF (i 1 ,...,i k ) ξ j as well as ξ c,i h ,(i 1 ,...,i k ) = j∈RF i h ,(i 1 ,...,i k ) ξ j . Of course, by analogy, we may need to sum over the coordinates of γ or α, and in such cases we add superscripts 'l' and 'm', respectively, to sets (3.4) to (3.7).
Theorem 3.4. Let X ∼ P a c 1,...,n (II)(σ, ξ), and let as before i 1 , . . . , i k ∈ {1, . . . , n} for 2 ≤ k ≤ n. Then we have that
Interestingly, if the r.v. K is zero almost surely, then (3.8) reduces to
This happens when there is no risk factors with positively dependent (but not fully commonotonic) default times present in the model. If in addition, RC j is an empty set for all j = l + 1, . . . , l + m, then (3.8) simplifies to
which is a slightly more general expression than the one obtained in Asimit et al. (2010) .
In summary, it is instructive to note that the probability mass that is assigned to the singular part of d.d.f. (3.1) is proportional to α c,(i 1 ,...,i k ) . In the language of default risk, this means that the stronger the contribution of the risk factors having fully-comonotonic hitting times is, the higher the probability of simultaneous default becomes.
Multiple Risk Factor dependencies: bivariate case
In this section we study some properties of the bivariate variant of the MRF structure.
For instance, we derive joint product moments of (X i , X k ) ′ ∼ P a c i,k (II)(σ, ξ), where σ = (σ i , σ k ) ′ and ξ = (ξ 1 , . . . , ξ l+m ) ′ = (α 1 , . . . , α l , γ l+1 , . . . , γ l+m ) ′ are two deterministic vectors of scale and power parameters, respectively.
It is a simple matter to see that d.d.f. (3.1) reduces to F (x, y) (4.1)
, for 1 ≤ i = k ≤ n and (x, y) ′ ∈ R 2 + . The next theorem states the Lebesgue decomposition of the d.d.f. above.
In (4.2), the singular component concentrates its mass on the line (x, y) ′ ∈ R 2 + : x σ i = y σ k and is given by
whereas the absolutely continuous component is given,
where a = P[X i /σ i = X k /σ k ] is given in Theorem 3.4, ξ c,i,k = j∈RF i,k ξ j and K is an integer-valued non-negative r.v. with a p.m.f.à la (3.2).
We further derive the Pearson index of correlation for a random pair with the MRF dependence. Speaking strictly, the Pearson ρ has been criticized by many authors, yet it remains a ubiquitous measure of correlation when it comes to financial risk management and/or actuarial science. Let
where 3 F 2 is a special form of the hypergeometric function in (2.9) and all of x, a, b
are positive reals. Then we have the following result that formulates the joint product moment in the context of the MRF structures.
Theorem 4.2. Let (X i , X k ) ′ ∼ P a(II) c i,k (σ, α, γ), then the product moment is, if finite, formulated as follows
where ξ c,i = α c,i + γ c,i , ξ c,k = α c,k + γ c,k and ξ c,i,k = α c,i,k + γ c,i,k . If in addition, we have that ξ c,i > 2, ξ c,k > 2, then the Pearson correlation is
Clearly, the Pearson correlation coefficients for the special cases of the MRF structures having no risk factors with a.) fully comonotonic and b.) positively dependent but not fully comonotonic hitting times are recoverable from the general expression in Theorem 4.2.
Corollary 4.1. Let α c,(i,k) ≡ 0 and assume that the rest of the conditions in Theorem 4.2 hold, then
where 1 ≤ i = k ≤ n.
Formula (4.6) recovers the one derived in Chiragiev & Landsman (2009) as well as the recent one in Su & Furman (2016) . In the simplest case, i.e., when α c,(i,k) , α c,i,(i,k) , α c,k, (i,k) and also γ c,i,(i,k) , γ c,k,(i,k) are all zero, we have that ξ c,i = ξ c,k = γ c,(i,k) > 2 and hence
where 1 ≤ i = k ≤ n. Consequently, we obtain that, for 1 ≤ i = k ≤ n, correlation (4.6) reduces to
, which recovers the Pearson correlation of the classical multivariate Pareto distribution of Arnold (1983 Arnold ( , 2015 . 
7)
Formula (4.7) conforms to the one derived in Asimit et al. (2010) .
While the importance of the derivations in this section is clear from the distribution theory point of view, some connections to applications in (actuarial) risk management are perhaps in place. In summary:
• The Lebesgue decomposition derived in Theorem 4.1 becomes useful when developing expressions for, e.g., the joint moments of the MRF distributed random pairs. These moments are of central importance in (actuarial) risk management, as well as in actuarial and economic pricing, when the risk measure and pricing functionals belong to the classes of weighted (Furman & Zitikis (2008a,b) ) or distorted (Wang (1996) ) expectations. 
Applications to financial risk measurement
In the sequel we consider routes to utilize the results derived hitherto. To this end, we note in passing that the functional H : X → [0, ∞] is called a risk measure for any risk r.v. X ∈ X . Moreover, the aforementioned functional is an actuarial premium calculation principle (p.c.p.) if the bound H[X] ≥ E[X] holds for all X ∈ X with finite expectations.
Regulatory accords around the world require that insurance companies carry out extensive and quantitatively sound assessments of their risks, and default risks are not an exception. In this subsection we report expressions for arguably the most popular risk measure functionals used nowadays in insurance industry when the risk portfolio is formally described by the MRF structures.
The literature on risk measures is vast and growing quickly. The following two indices have however earned an unprecedented amount of interest among both practitioners and theoreticians.
Definition 5.1. Let X ∈ X and fix q ∈ [0, 1), then the Value-at-Risk (VaR) and the Conditional Tail Expectation (CTE) risk measures are respectively given by
and
In the context of the MRF risk portfolios, the VaR and the CTE risk measures are readily obtained using Theorem 3.2. The proofs are omitted, as they are similar to the proofs of Corollary 3.1 and Corollary 3.3 in Su & Furman (2016) .
Proposition 5.1. Let X ∼ P a c 1,...,n (II)(σ, ξ) as in Definition 3.1, then, for i = 1, . . . , n, the Value-at-Risk risk measure is given by (5.3) and the Conditional Tail Expectation risk measure is, for ξ c,i > 1, given by
where X * i ∼ P a(II)(σ i , ξ c,i − 1).
As we have already mentioned, the minima and the maxima r.v.'s, X − and X + , respectively, play an important role in the theory of credit risk and in insurance mathematicsthink, e.g., of the first and last default times -for the former subject, and of the joint and last-survivor life statuses -for the latter subject. Next two propositions provide expressions for the average excess-of-the q-th quantile time of first and last default. The proofs are again similar to these in Su & Furman (2016) and are thus omitted.
Proposition 5.2. In the context of the MRF risk portfolios, the CTE risk measure of the minima r.v. can be written, if finite and for q ∈ [0, 1), as
where X * − ∼ P a(α + (σ), ξ c,1,...,n + Q − 1), with
and Q is an integer-valued and non-negative r.v. with the p.m.f. obtained from the p.m.f. of K (Lemma 3.1) with the help of the following change of measure
Proposition 5.3. In the context of the MRF risk portfolios, the CTE risk measure of the maxima r.v. can be written, if finite and for q ∈ [0, 1), as the following linear combination
We conclude this subsection by studying one more important index that aims at shedding light on the effect of the interdependence between two random default times. We refer to it as the 'solvency bonus' index.
Definition 5.2. Let X i and X k denote two possibly correlated random default times of two business units i and k, where 1 ≤ i = k ≤ n. Also, let y ∈ R + be fixed, then
yields the change in the expected default time of the risk component i given that the risk component k has not defaulted and that i and k are parts of a risk portfolio rather than in the case when i is a stand alone business unit.
A simple observation about the solvency bonus index is perhaps appropriate. Namely, if the default times are independent(positively quadrant dependent), then β(y; X i , X k ) = 0(≥ 0), respectively, for all y ∈ R + . The former part of the assertion is straightforward, whereas the latter part follows because
for any y ∈ R + (Lehmann (1966) ).
Proposition 5.4. Let i and k, 1 ≤ i = k ≤ n be two risk components with respective default times X i and X k . In the context of the MRF risk portfolios, the solvency bonus index for the risk component i given that the risk component k has not defaulted is, for ξ c,i > 1, given by
where y ∈ R + .
A numerical example
For the sake of the discussion in this section, we adopt the view of the Financial Stability Board and the International Monetary Fund that the systemic risk can be caused by impairment of all or parts of the financial system, and more formally, we call the risk factor j ∈ {1, . . . , l + m} 'systemic', if c i,j = 1 for at least two distinct r.c.'s i ∈ {1, . . . , n}.
Also, we call the risk factor j ∈ {1, . . . , l + m} 'idiosyncratic', if c i,j = 1 for only one risk component i ∈ {1, . . . , n}.
Consider obligors in a default risk portfolio, each of which is exposed to exactly three distinct categories of fatal risk factors, e.g., systemic with fully-commonotonic occurrence times of the r.f.'s (category A), systemic with conditionally independent occurrence times of the r.f.'s (category B) and idiosyncratic with independent occurrence times of the r.f.'s (category C). We assume that the risk factors from distinct risk categories are independent and that the hitting times (or occurrences) of defaults of the r.c.'s are exponentiallydistributed with random parameters distributed gamma. In fact, the future lifetime r.v.
of the i-th r.c., i = 1, . . . , n has exponential distribution with the random parameter σ −1 i l+m j=1 c i,j Λ j , where Λ j are distributed gamma with unit rate parameters. Then Definition 3.1 readily implies that the joint default times of the aforementioned r.c.'s has d.d.f. (3.1).
To illustrate the effect of the dependence structure on the joint default probability we further set the dimension to n = 2 and specialize the set-up above along the lines in Section 16.8 of Engelmann and Rauhmeier (2011) (Standard & Poor's (2015) ). More specifically, we assume the existence of six r.f.'s and set each µ := E[Λ j ] ≡ 1/1.8, then fix the time horizon to 15 years and choose the corresponding default probability, p say, to be equal to 0.3198 (on par with the 'B' credit rating of highly speculative entities). This yields the multivariate probability structure of The joint d.d.f. of the risk components is given by
, where x 1 , x 2 are all in R + . This is obviously the d.d.f. of the bivariate Pareto distribution of Asimit et al. (2010) . In this r.p., the Pearson correlation coefficient between the r.c.'s is 0.36.
Case ( The joint d.d.f. of the risk components is given by
, where x 1 , x 2 are all in R + . This case corresponds to the bivariate Pareto model of Su & Furman (2016) . In this r.p., the Pearson correlation coefficient between the r.c.'s is 0.14.
Case (3). The r.p. admits the most general form that is proposed in the current paper.
Namely r.f.'s from all three categories (A, B and C) present. The exposure block matrix is given by
The joint d.d.f. of the risk components is
, where x 1 , x 2 are all in R + . In this r.p., the Pearson correlation coefficient between the r.c.'s is equal to 0.23.
6.1. Expected times of the first default. The left panel of Figure 1 depicts the values of CT E q [X − ] for q ∈ [0, 1), X − ∈ X and portfolios (1) to (3) as well as the reference portfolio, denoted by (⊥). As the risk components are identically distributed, it is not difficult to see that the following ordering holds
where '≥ st ' denotes first order stochastic dominance (FSD). Furthermore, since the CTE risk measure is known to preserve the FSD ordering, we also have that
for all q ∈ [0, 1) and X − ∈ X . This conforms to Figure 1 (left panel) , which hints that the r.p.'s with more significantly correlated r.c.'s enjoy higher, and thus more favourable, occurrence times of the first default. The downside of high correlations is elucidated in Figure 2 , in which we leave the probability of default p to be equal to 0.3198 ('B' rating), but vary the µ parameter that stipulates the effect of the risk factors. In this respect, we observe that the r.p.'s with stronger correlations between r.c.'s are more sensitive to the changes in the µ parameter, and therefore such r.p.'s must be monitored and stress-tested more frequently.
6.2. Expected times of the last default. Figure 1 (right panel) depicts the values of CT E q [X + ] for q ∈ [0, 1), X + ∈ X and portfolios (1) to (3) as well as the reference portfolio (⊥). We have that
for all q ∈ [0, 1) and X + ∈ X . This conforms with the right panel of Figure 1 .
Unlike in the case of the first default, we observe that if the time of the last default is of interest and the distributions of the r.c.'s are fixed, then assuming stronger correlations between r.c.'s yields a more conservative assessment of the expected time of the last default. (1) to (3). As expected, stronger dependencies between default times are associated with higher values of β.
Conclusions
The latest Solvency II directives require the insurers to recognize the interdependencies within and among different liability classes. As such, the new paradigm arguably brings to an end the indisputable role of the assumption of independence that has shaped both research and applications in actuarial science and general quantitative risk management in the 20th century. The choice of an appropriate probability dependence model is however not an easy call. Indeed, while there exists only one way to describe stochastic independence, the forms of stochastic dependence are infinite.
In this paper we have introduced a new class of Multiple Risk Factor dependence structures. On the one hand, these structures emerge as an extension of the popular CreditRisk + approach, and as such they formally describe default risk portfolios exposed to an arbitrary number of fatal risk factors with conditionally exponential hitting times that can be independent, positively dependent and even fully comonotonic. On the other hand, the MRF structures can be viewed as a quite general family of multivariate probability distributions with Pareto of the 2nd kind univariate margins, and in this role, they can model risk portfolios of (insurance) losses with heavy tailed and positively dependent risk components.
It often happens in mathematical sciences that generalizing an object highlights the essence of the matter and helps to understand it better. By generalizing the classical multivariate Pareto distribution of Arnold (1983 Arnold ( , 2015 , among others, in this paper we have extended the range of the attainable Pearson correlations to the entire [0, 1] interval and complemented some formal dependence analysis. As factor models have been known to produce under-correlated default times, the MRF structures introduced and studied herein may provide a possible route to 'inject the required amounts of extra correlation', and they may thereby become of interest to banks, credit unions and insurance companies.
In addition, as the new realms of excessively prudent risk management make particular effort to model non-hedgeable and heavy tailed risks, the family of MRF multivariate distributions may be of interest well beyond the context of credit risk.
Proof of Theorem 3.3. We observe that, for x ∈ R + , the d.d.f. of the first default r.v. is written as
where M ∼ G 1,...,l+m is an (l + m)-dimensional r.v. with stochastically independent and gamma distributed coordinates. More specifically, we have that M j ∼ Ga(ξ j , ∧ i∈RC j σ i ) for j = 1, . . . , l and M j ∼ Ga ξ j , i∈RC j 1/σ i −1 for j = l + 1, . . . , l + m.
Clearly we also have that P Proof of Theorem 3.4. First, since P[Y i 1 = · · · = Y i k ] ≡ 0, we arrive at
where we have the latter equality sign since, for Z • i h ,(i 1 ,...,i k ) := j∈RF l i h ,(i 1 ,...,i k ) E Λ j , i h = i 1 , . . . , i k and Z • (i 1 ....,i k ) := j∈RF l (i 1 ,...,i k ) E Λ j , the following string of expressions follows Hence by Lemma (3.1), we have that
The proof is completed by changing the order of summation and integration signs. and (x, y) ′ ∈ R 2 + ,
Proof of Theorem 4.1. Let
with the latter expression following employing the techniques used in the proof of Theorem 3.4. It then follows that
which proves (4.3). The form of the absolutely continuous component then follows from the latter expression, (4.1) and evoking Theorem 3.4. This completes the proof.
Proof of Theorem 4.2. Assume, without loss of generality, that σ i = σ k = 1 for 1 ≤ i = k ≤ n. Then because of (4.1) the d.d.f. of (X i , X k ) ′ is given by (1 + x + y) −γ c,(i,k) (1 + x) −(ξ c,i,(i,k) +α c,(i,k) ) (1 + y) −ξ c,k,(i,k) dxdy = I 1 (ξ) + I 2 (ξ).
We further calculate I 1 (ξ), whereas the other integral can be tackled in a similar fashion.
More specifically, by change of variables and evoking Equation (3.197(1)) in Gradshteyn & Ryzhik (2014), we have that I 1 (ξ) = 1 ξ c,k − 1 R + (1 + 2x) −γ c,(i,k) (1 + x) −(ξ c,i,k −γ c,(i,k) −1) 2 F 1 γ c,(i,k) , 1; ξ c,k ;
x 1 + 2x dx = 1 2(ξ c,k − 1) 1 0 (1 − u/2) −(ξ c,i,k −γ c,(i,k) −1) (1 − u) (ξ c,i,k −3) 2 F 1 γ c,(i,k) , 1; ξ c,k ; u 2 du.
Furthermore, note that as the 2 F 1 hypergeometric function has the following integral representation for all ξ c,k > 1 and u ∈ R,
.111 in loc. cit.) we obtain the following string of integrals where F 1 is the bivariate hypergeometric function, and '
(1) =', '
(2) =' and '
(3) =' hold by Equations (3.211), (9.182(1)) and (7.512(12)), respectively, in Gradshteyn & Ryzhik (2014) . The expression for I 2 (ξ) is then by analogy I 2 (ξ) = 1 (ξ c,i,k − 2)(ξ c,i − 1) 3 F 2 ξ c,i − 1, 1, γ c,(i,k) ; ξ c,i , ξ c,i,k − 1; −1 .
We note in passing that the hypergeometric functions in I 1 (ξ) and I 2 (ξ) converge for ξ c,i,k − γ c,(i,k) > 0 and converge absolutely for ξ c,i,k − γ c,(i,k) > 1, 1 ≤ i = k ≤ n. This completes the proof.
Proof of Corollary 4.1. First notice that according to Theorem 4.2, we have that
where a, b, c are all positive and such that s 1 := a + b > 2 and s 2 := a + c > 2. Then, for
3 F 2 (s 2 − 1, 1, a; s 2 , s − 1; −1) + 1 s 1 − 1 3 F 2 (s 1 − 1, 1, a; s 1 , s − 1; −1)
(1) = 1 (s 1 − 1)(s 2 − 1) 3 F 2 (a, 1, 1; s 1 , s 2 ; 1),
where the latter equality is by Theorem 2.1 in Su & Furman (2016) , and the hypergeometric function converges absolutely since ξ c,i > 2 and ξ c,k > 2 by assumption. This, along with setting α c,(i,k) ≡ 0 completes the proof.
Proof of Corollary 4.2. It is easy to check that, for γ c,(i,k) ≡ 0, we have 3 F 2 (a, b, 0; c, d; z) ≡ 1, for any real a, b, c, d, z and also ξ c,k + ξ c,i − ξ c,i,k = α c,(i,k) for 1 ≤ i = k ≤ n. This completes the proof. In order to compute (A.2), we use Expression (3.197(5)) in Gradshteyn & Ryzhik (2014) and obtain that
