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ABSTRACT  
The rheological properties at liquid-liquid interfaces are important in 
many industrial processes such as manufacturing foods, pharmaceuticals, 
cosmetics, and petroleum products. This dissertation focuses on the study of 
linear viscoelastic properties at liquid-liquid interfaces by tracking the thermal 
motion of particles confined at the interfaces.  
The technique of interfacial microrheology is first developed using one- 
and two-particle tracking, respectively. In one-particle interfacial microrheology, 
the rheological response at the interface is measured from the motion of 
individual particles. One-particle interfacial microrheology at 
polydimethylsiloxane (PDMS) oil-water interfaces depends strongly on the 
surface chemistry of different tracer particles. In contrast, by tracking the 
correlated motion of particle pairs, two-particle interfacial microrheology 
significantly minimizes the effects from tracer particle surface chemistry and 
particle size. Two-particle interfacial microrheology is further applied to study the 
linear viscoelastic properties of immiscible polymer-polymer interfaces. The 
interfacial loss and storage moduli at PDMS-polyethylene glycol (PEG) interfaces 
are measured over a wide frequency range. The zero-shear interfacial viscosity, 
estimated from the Cross model, falls between the bulk viscosities of two 
individual polymers. Surprisingly, the interfacial relaxation time is observed to be 
an order of magnitude larger than that of the PDMS bulk polymers.  
To explore the fundamental basis of interfacial nanorheology, molecular 
dynamics (MD) simulations are employed to investigate the nanoparticle 
  ii 
dynamics. The diffusion of single nanoparticles in pure water and low-viscosity 
PDMS oils is reasonably consistent with the prediction by the Stokes-Einstein 
equation. To demonstrate the potential of nanorheology based on the motion of 
nanoparticles, the shear moduli and viscosities of the bulk phases and interfaces 
are calculated from single-nanoparticle tracking. Finally, the competitive 
influences of nanoparticles and surfactants on other interfacial properties, such as 
interfacial thickness and interfacial tension are also studied by MD simulations. 
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1 
Chapter 1 
INTRODUCTION 
1.1 Rheology 
Rheology, the study of deformation and flow of matter (Macosko 1994; 
Morrison 2001; Larson 1999), is of critical importance in various natural and 
industrial processes. A simple solid stores energy when deformed and usually 
displays a spring-like, elastic response; while a simple liquid dissipates energy 
through viscous flow (Larson 1999). Complex fluids show behaviors that are 
intermediate between those of simple liquids and simple solids. The properties of 
these materials depend on the time scale at which the material is measured. A 
rheological measurement usually tells how “hard” or “soft” a material is, 
indicating the material behaves “fluid-like” or “liquid-like” (Larson 1999). In the 
field of rheology, we are particularly interested in studying the properties of 
complex fluids such as foods, polymers, emulsions, surfactant mixtures, colloidal 
suspensions, polymer solutions, paints, gels, biological systems, and other 
compounds (Larson 1999; Macosko 1994; Ferry 1980).  
If we look at the material behavior in general, one ideal case is simple 
fluids (Newtonian fluids), such as water and small molecule oils which have only 
purely viscous property. The flow behavior of these simple fluids obey the 
Newton’s law of viscosity (Macosko 1994; Fox and McDonald 1998): the stress is 
proportional to the strain rate, 
dt
d
  : 
 dt
d
                                                      (1-1) 
2 
where  is the force per unit area or stress;  is the relative length change or 
strain; and   is the Newtonian viscosity. In contrast, solids such as metals and 
ceramics exhibit purely elastic behavior at small strains. The basic constitutive 
equation to describe the behavior of solids is Hooke’s law (Boresi, Schmidt, and 
Sidebottom 1993; Hooke 1678), which states that the force is proportional to the 
deformation:  
 G                                                          (1-2) 
where  is the stress;  is the strain; and G  is the constant proportionality called 
the elastic modulus.  
Most real life materials exhibit the behavior between the ideal viscous 
fluids and elastic solids. They have both the viscous and elastic properties; thus 
these materials are viscoelastic. When viscoelastic materials are subjected to an 
external stress, they will both store and dissipate energy. This viscoelastic 
property of these materials can be quantified by the complex shear modulus, 
G
*
(), as a function of frequency. Traditional rheological characterization is 
performed experimentally by using controlled stress or controlled strain 
rheometers. Typically, commercial rheometers can only probe frequencies up to 
tens of Hz. The upper frequency range is limited by the onset of inertial effects, 
when the oscillatory shear wave decays appreciably before propagating 
throughout the entire sample (Breuer 2005). 
The rheological response of soft materials can be linear or non-linear 
under an applied stress. When a material is subject to an instantaneous step 
3 
increase in strain, the stress response is time-dependent. One common way to 
measure this phenomenon is by stress relaxation. A stress modulus is defined by: 

 )(
)(
t
tG                                                          (1-3) 
For small strains, c   ( 5.0c for typical polymeric liquids), the relaxation 
modulus is independent of strain. This linear dependence of the stress relaxation 
modulus on strain is called linear viscoelasticity (Macosko 1994). Whereas, for 
larger strains,
 c
  , the relaxation modulus is no longer independent of strain, 
which is known as non-linear viscoelastic behavior. In the linear viscoelastic 
region, if we apply relatively small amplitude strain or stress, the relaxation 
modulus is independent of the strain. Some commonly used rheological 
measurements are stress relaxation, creep and sinusoidal oscillations. In many 
cases, much attention has focused on the linear rheology of viscoelastic materials. 
The reason is because that the linear viscoelasticity can be strongly linked to the 
internal structure of the materials. Complex fluids such as polymer solutions, 
colloidal dispersions, and emulsions usually have a very rich linear viscoelastic 
behavior, which is due to the large length scale of the microstructures inside the 
materials. The study presented in this dissertation will mainly focus on linear 
rheological properties of complex fluids and fluid-fluid interfaces.  
Traditionally, the linear rheology of materials is measured by a 
commercial mechanical rheometer on several milliliters of samples. For example, 
by applying a small amplitude oscillatory shear strain, )sin()( 0 tt    where 
0 is the amplitude of shear strain and   is the frequency of oscillation, the 
4 
resultant shear stress is measured. If the shear strain amplitude is small enough 
(typically 0 <<1), the structure of the fluids is not significantly deformed and the 
material remains in equilibrium. The shear stress generated by a small-amplitude 
deformation is proportional to the amplitude of the applied strain and is itself 
sinusoidally varying in time. This time-dependent stress is linearly proportional to 
the strain, and is given by (Larson 1999; Macosko 1994):   
 )cos()(")sin()(')( 0 tGtGt                        (1-4) 
)(' G is the response in phase with the applied strain and is called the elastic or 
storage modulus, a measure of the storage of elastic energy by the sample. )(" G  
is the response out of phase with the applied strain, and in phase with the strain 
rate, and is called the viscous or loss modulus, a measure of viscous dissipation of 
energy. The complex shear modulus is defined as (Larson 1999; Macosko 1994): 
 )(")(')(
*  iGGG                                       (1-5) 
where i is the imaginary unit, 1i . The magnitude of G* is given by:  
2/122* )"'( GGG                                              (1-6) 
Alternatively, it is possible to apply stress and measure strain and obtain 
equivalent material properties.  
1.2 Microrheology 
Conventional rheology measurements provide valuable information to the 
flow and processing behavior of soft materials. It can usually be used to detect the 
structural rearrangements and mechanical response of a broad range of materials. 
However, conventional rheometers are not suitable for all systems. For example, 
5 
many biological samples are difficult to obtain in large quantities; therefore it is 
difficult to study this type of materials using a rheometer. Moreover, conventional 
rheometers can only provide an averaged measurement of the bulk response, and 
do not allow for local measurements in inhomogeneous systems.  
In order to address these problems, a new technique, namely 
microrheology, has been developed and becomes an important experimental 
technique in probing the viscoelastic properties of complex fluids. In contrast to 
conventional rheology, microrheology relies on tracking the motions of the micro-
sized tracer particles embedded in the sample and back calculating the 
viscoelastic response of the complex materials. Microrheology has received 
increasing attention because of several advantages over conventional rheometers. 
First of all, it overcomes the volume limitations of the biomaterial samples (for 
example, the living cells) over the conventional bulk rheological techniques. For a 
traditional rheometer, it usually requires several milliliters of substances to be 
measured. In contrast, only several micro-liters of samples are needed to perform 
a microrheological measurement. Another strong motivation for the developments 
of microrheology is that it allows us to obtain extended high frequency responses 
than conventional shear rheometry. More importantly, it allows investigation of 
the local inhomogeneity especially for the study of the ultra small scale materials. 
As a result of all these strengths, microrheology has lead to advancements in 
many research fields such as living cells (Fabry et al. 2001; Gardel et al. 2006; 
Gardel, Valentine, et al. 2003; Palmer et al. 1999; Tseng, Kole, and Wirtz 2002), 
hydrogels (Mahaffy et al. 2000), polymer solutions (Dasgupta et al. 2002; 
6 
Dasgupta and Weitz 2005),
 
membranes (Saxton and Jacobson 1997; Helfer et al. 
2000), and various soft biomaterials. 
In 1995, Mason and Weitz (Mason and Weitz 1995) first proposed the 
concept of microrheology. They showed that the thermal fluctuations of small 
particles dispersed in the fluids can be directly determined by the local and time-
dependent linear viscoelasticity of the surrounding fluids. They used the 
technique of dynamic light scattering to measure the mean square displacements 
of the probe spheres in three types of complex fluids including colloidal 
suspensions, entangled polymer solutions, and oil-in-water emulsions. To 
quantitatively transfer the particle motion to the linear rheological properties, such 
as storage modulus G'() and loss modulus G"(), they proposed and developed 
the Generalized Stokes-Einstein equation (Mason and Weitz 1995). In all three 
types of materials they have tested, good agreements have been obtained between 
the traditional rheometer and microrheological measurements. 
Microrheology techniques can be further divided into two categories: the 
active microrheology and the passive microrheology. The main difference arises 
from that the active microrheology probes the local viscoelasticity of materials 
from the motion of tracer particles which are actively manipulated by external 
stress. In contrast, passive microrheology involves tracking the random Brownian 
movements of particle probes under the thermal fluctuations with energy of kBT. 
Either in active or passive microrheology, the time trajectory of the particle 
probes can be measured by dynamic light scattering (DLS) (Mason and Weitz 
1995; Mason, Gang, and Weitz 1996; Berne and Pecora 2000), laser deflection 
7 
particle tracking (LDPT) (Schnurr et al. 1997; Mason et al. 1997), diffusing wave 
spectroscopy (DWS) (Dasgupta and Weitz 2005; Palmer et al. 1999; Xu, 
Viasnoff, and Wirtz 1998; Dasgupta et al. 2002), and particle tracking microscopy 
(PTM) (Kao and Verkman 1994; Valentine et al. 2004; Slopek et al. 2006). 
Within digital video microscopy methods, confocal microscopy (Weeks et al. 
2000; Dinsmore et al. 2001; Tseng and Wirtz 2001; Moschakis, Murray, and 
Dickinson 2006) is the most prevalent technique employed to monitor the motion 
of the fluorescently labeled particle probes.  
1.2.1 Active Microrheology 
Active microrheology involves observing the motion of the particle probes 
in materials manipulated by external forces driven by magnetic fields, electric 
fields, or micromechanical forces. External oscillatory or constant forces are 
applied to the particles to measure the linear and non-linear rheological behaviors 
of the surrounding medium. This method is analogous to conventional mechanical 
rheometry in which an external stress is applied to the sample and the resultant 
strain is measured to obtain the viscoelastic properties of the material. As larger 
stresses might be applied to stiff materials beyond the linear region with active 
measurements, it allows the possibility to measure the non-equilibrium behaviors. 
As a result, one of the major advantages of active microrheology is that it could 
be extended to characterize the non-linear viscoelastic properties of complex 
fluids. However, because stress or strain applied to drive the particle motion is 
usually much larger than those arising from the thermal fluctuations of the probes; 
the local microstructure of the probed materials can be easily altered, especially 
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for some fragile materials including complex fluids and biomaterials, which have 
yield strain of less than unity. Because of this problem, it could be very difficult 
to employ active microrheology to measure the linear viscoelastic property of 
many soft materials. 
The current experimental techniques used for the active microrheology 
mainly include magnetic tweezers (Marion et al. 2005; Dichtl and Sackmann 
2002), optical tweezers (Squires and Brady 2005; Meyer et al. 2006; Valentine, 
Dewalt, and OuYang 1996) and atomic force microscopic tips (Mahaffy et al. 
2000). The first implementation of active microrheology technique was magnetic 
bead microrheology or magnetic tweezers. The technique of magnetic tweezers 
dates back to 1920’s and has been applied to measure the rheological properties of 
gelatin (Freundlich and Seifriz 1922; Heilbronn 1922), cellular cytoplasm (Crick 
and Hughes 1950; Yagi 1961; Hiramoto 1969) and mucus (King and Macklem 
1977). The basic principal of this technique involves using an external magnetic 
field to manipulate magnetic particles or iron filings, which are suspended in the 
probed material. The displacements of magnetic beads are extracted by video 
microscopy and related to the viscoelastic response of the surrounding material. 
Magnetic bead microrheology is especially useful in the study of biological 
materials due to the smaller sample volume required for the measurements 
comparing to the other active methods. Therefore, this technique has been used to 
study a number of biological materials such as actin (Ziemann, Radler, and 
Sackmann 1994; Amblard et al. 1996; Schmidt, Ziemann, and Sackmann 1996; 
Keller, Schilling, and Sackmann 2001) and dictyostelium cells (Feneberg, 
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Westphal, and Sackmann 2001), as well as semi-flexible bacteriophage solutions 
(Schmidt et al. 2000). 
Another active microrheology technique uses optical tweezers, also called 
optical traps or laser tweezers. In this technique, a highly focused light beam is 
used to capture and manipulate the motion of small dielectric particles (Ashkin 
1997; Block 1992; Ashkin 1998, 1992). Because the optical forces are applied 
very locally to the tracer particles, the forces are typically in the limit of pico-
Newton range. A high numerical aperture objective lens is used to create steep 
electric field gradients and to focus a laser beam onto the sample. The dielectric 
particles embedded in the sample are forced to move by manipulating the focused 
laser beam forces; and the local rheological response of the sample is measured 
from the resultant particle displacements. Optical tweezers have been used to 
measure the rheology of several complex fluids such as entangled polymer 
solutions (Owen et al. 2001; Valentine, Dewalt, and OuYang 1996), colloidal 
suspensions (Squires and Brady 2005), and red blood cell membranes (Sleep et al. 
1999). 
 The third active method used to measure the local rheological property is 
to apply micromechanical forces using atomic force microscope (AFM) (Butt and 
Jaschke 1995; Domke and Radmacher 1998). In these experiments, an AFM 
instrument with soft cantilever is used in constant-force tapping mode for both 
imaging and elasticity measurements. The frequency-dependent viscoelasticity 
can also be measured by a modified AFM which is equipped with oscillating 
cantilever tip. This technique is particularly suitable for the measurements of 
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elastic or viscoelastic response of thin samples and surfaces. The unique 
advantage of this technique is that the surface images can be obtained 
simultaneously, which allows us to correlate mechanical properties of the sample 
with its local microstructure. The AFM technique has been used to study the local 
rheological property of many interesting materials such as cells (A-Hassan et al. 
1998; Tseng, Kole, and Wirtz 2002; Dvorak and Nagao 1998), polymer gels 
(Mahaffy et al. 2000) and polymer films (Domke and Radmacher 1998). 
1.2.2 Passive Microrheology 
The second class of microrheology technique relies on tracking the passive 
Brownian motion of micro-sized tracer particles embedded in the materials to 
measure the local viscoelastic response of the surrounding material. Passive 
microrheology offers several advantages comparing to active microrheology. 
First, since the motion of the tracers is not manipulated by external forces, the 
experimental setup is simpler, which makes passive microrheology being more 
readily adopted than active microrheology. In a passive microrheological 
experiment, the motion of the tracer particles is recorded directly by video 
microscopy, and particle trajectories are later analyzed using quantitative particle 
tracking routine. Second, since there is no external force or stress applied, passive 
microrheology always measures the rheological property in the linear viscoelastic 
region. One issue with the passive measurements is that it relies on the thermal 
motion of tracer particles embedded in materials; therefore the probed materials 
must be soft enough in order for the motion of embedded tracer particles to be 
detectable. 
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The micro-sized particle embedded in a purely viscous fluid undergoes a 
simple diffusive motion, namely Brownian motion. For this motion, the diffusion 
constant of the particle is well described by the Stokes-Einstein equation (Einstein 
1905): 
 D=kBT/6πηa                                                      (1-7) 
where D is the diffusion constant, kB is the Boltzmann’s constant, T is the absolute 
temperature, η is the viscosity of the fluid, and a is the radius of the particle. This 
diffusive behavior also can be written in the diffusion equation (Chandrasekhar 
1943; Einstein 1905): 
 dDr 2)(~2                                                (1-8) 
where d is the dimension, d equals to 1 for one dimension, 2 for two dimensions, 
and 3 for three dimensions. )(~
2 r  is the time-dependent position correlation 
function of individual particles, known as the mean square displacement (MSD), 
which is defined as: 
t
trtrr
22 )(~)(~)(~                                     (1-9) 
r~ is the particle center position.  is the lag time and the brackets indicate an 
average over all times t. For a purely viscous material, the material property does 
not involve in time, therefore it is not frequency-dependent.  
Unlike simple fluids, the rheological property of complex fluids depends 
on both the frequency and length scale of the probes embedded in the fluid. The 
thermal motion of the micro-sized particles in a viscoelastic medium, described 
by MSD, is sub-diffusive and no longer changing linearly with time. The MSD,
12 
)(~2 r , of probes embedded in a complex fluid follows a power law behavior, 
which is expressed as (Mason, 2000): 
 
  )(~2r                                                  (1-10) 
where is the diffusive exponent, which falls between 0 and 1 (0< <1), for 
viscoelastic materials.  
To describe this sub-diffusive behavior of micro-sized particles in a 
viscoelastic medium, Mason and Weitz (Mason et al. 1997; Mason and Weitz 
1995) proposed the Generalized Stokes-Einstein Relation (GSER):  
)(~
)(
~
2 sras
Tk
sG B



                                          (1-11) 
where a is the probe particle radius, kBT is the thermal energy, )(
~2 sr  is the 
Laplace transform of the mean square displacement,   2r , and )(~ sG is the 
local viscoelastic modulus of the material. In the original derivation of the GSER, 
it is expressed in Laplace frequency domain s, and the viscoelastic modulus was 
represented by the frequency-dependent modulus )(
~
sG . Since in conventional 
rheology, the linear viscoelasticity is usually measured with the complex shear 
modulus  *G  as a function of frequency . GSER is commonly written 
equivalently in Fourier domains by unilateral Laplace transform (Mason, 2000): 
 
])(Δ[ 2
*
trFai
Tk
G
u
B

 
                                    
(1-12) 
13 
where ])(Δ[
2 trFu  is the Fourier transform of MSD with the complex frequency 
s=i. The GSER is based on several assumptions. First, it assumes that the probed 
complex fluids can be treated as a continuum medium around the tracer particles. 
Therefore, the size of the particles has to be much greater than the length scale of 
the material’s microstructure in order to probe the bulk rheological property of the 
material. Second, it is based on the assumption that the SE equation used for the 
purely viscous fluids can be directly extended to describe the viscoelastic drag on 
a particle at all frequencies (Mason 2000).  
            The main idea of passive microrheology relies on the thermal motion of 
small spherical particle probes; therefore it is most important to extract the tracer 
particle motion, in terms of MSD, with excellent resolution to ensure the 
microrheology measurement is reliable. In the past decades, several particle 
tracking methods have been developed based on different techniques. The light 
scattering technique was first employed by Mason and his co-workers (Mason and 
Weitz 1995; Mason, Gang, and Weitz 1996; Mason et al. 1997) to extract the 
ensemble-averaged MSD and further calculate the complex modulus of complex 
fluids including colloidal suspension, entangled polymer solutions, and 
monodispersed oil-in-water emulsions. For example, Figure 1.1 shows the 
frequency-dependent linear viscoelastic moduli of these three different types of 
typical complex fluids measured by Mason and Weitz (Mason and Weitz 1995) 
using diffusing wave spectroscopy (DWS), an extension of dynamic light 
scattering (DLS) to the multiple scattering limit. For three completely different 
materials, the agreement of the light scattering measurements with the mechanical  
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Figure 1.1. Frequency-dependent linear viscoelastic moduli for three 
different complex fluids. (a) a suspension of silica particles in ethylene 
glycol; (b) a solution of polyethylene oxide in water at a concentration of 
15% by weight; (c) a monodispersed oil-in-water emulsion. Data obtained 
mechanically are shown by diamond, solid symbols for the storage 
modulus and open symbols for the loss modulus. Data obtained optically 
are shown by lines, solid lines for the storage modulus and dashed lines 
for the loss modulus (Mason and Weitz 1995).  
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Figure 1.2. Schematic illustrations of performing and analyzing a typical 
passive microrheological experiment from the thermal motion of 
microparticles. The experiment starts with extracting the particle 
trajectories from its thermal motion, getting the particle trajectories, and 
finally calculating the linear viscoelasticity of the complex fluids by 
GSER (Squires and Mason 2010). 
 
ones is excellent, which provides the validity of light scattering technique in 
performing particle tracking microrheology of complex fluids for the first time. 
Later on, Mason and Ganesan (Mason et al. 1997; Mason, Gang, and Weitz 1997) 
performed microrheological measurements by tracking the thermal motion of 
single particles using laser deflection particle tracking (LDPT). This technique is 
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well suitable for biological materials because it requires far smaller samples than 
the light scattering. The summary of how to perform a typical passive 
microrheological experiment using different particle tracking techniques is shown 
in Figure 1.2 (Squires and Mason 2010). 
Video-based particle tracking microscopy (PTM) was developed later and 
has been widely used as a passive method. In this method, the motions of 
embedded tracer particles are imaged with a microscope using either fluorescence 
or bright field microscopy. The strength of this technique lies in the fact that it can 
provide better statistical accuracy in calculating the MSD and complex moduli. 
Because using video microscopy, the motions of a large number of tracer particles 
can be tracked simultaneously and the ensemble averaged MSD can be obtained 
while still retaining each of the individual particle trajectories. Experimentally, 
tracer particle motions are recorded directly by means of microscopy in a series of 
video images, i.e. an image stack. Particle center positions in each frame of the 
recorded image video are correlated with those in later frames to produce particle 
trajectories, which are further analyzed to calculate the MSD. To track a large 
number of particles in each frame, uniquely identifying each particle in each 
frame is crucial in particle tracking. The frequency range of the modulus obtained 
by video-based microscopy is limited to the speed of the camera. Particle tracking 
routine written in IDL or Matlab has been successfully developed by Crocker and 
co-workers (Crocker et al. 2000). In this work, we will adopt this particle tracking 
routine to analyze the particle motion, detailed in Chapter 2 and 3. 
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1.2.3 One-Particle Microrheology 
In one-particle microrheology, the ensemble averaged mean square 
displacement (MSD) can be obtained by tracking the movements of each 
individual tracer particle and translated into time or frequency-dependent shear 
modulus of the materials by GSER (Mason and Weitz 1995; Mason et al. 1997). 
One powerful feature of one-particle microrheology is that extremely small 
volumes of sample are needed for the measurements. Along the applications of 
one-particle microrheology, people have found some limitations of this method, 
although it has not been fully understood yet until now. Theoretically, the motion 
of particle probes is the reflection of the viscoelastic properties of the surrounding 
medium. However, this might not be always true for all types of materials. For 
homogeneous and isotropic materials, the GSER can always provide accurate 
shear complex modulus of materials from the individual motions of tracer 
particles. Whereas in heterogeneous materials, motions of individual particles 
may only reflect the local surrounding medium instead of the bulk property of the 
materials and different particles may be exploring different micro-environments 
within the material.  
Based on the above discussions, microrheological measurements 
performed by one-particle tracking may cause two major effects. First, we 
consider the particle surface chemistry effects on one-particle microrheological 
measurements. If the tracer particles modify the local structure of the probed 
materials due to the steric or chemical interactions with the sample, the measured 
rheological property will not be reliable. Moreover, these interactions between the 
18 
tracer particles and sample are highly system dependent, therefore can become an 
important issue. Many studies have been done to investigate this type of effect. 
For example, McGrath and colleagues (McGrath, Hartwig, and Kuo 2000) studied 
the effects of various tracer particle surface chemistries on the microrheology of 
F-actin network and have found that the measured viscoelastic property of the 
actin depends strongly on the surface chemistry of the probes, as shown in Figure 
1.3. In contrast, for uncross-linked flexible polymer solutions, such as 
polyethylene oxide, no particle chemistry effect was found (Dasgupta et al. 2002). 
Therefore, when performing one-particle microrheology on a new system, it is 
necessary to test the tracer particle surface chemistry effect first before 
interpreting the obtained microrheology results.  
 
 
Figure 1.3. Microrheology of F-actin obtained by tracking various 
particles with different surface chemistries. In the order of highest to 
lowest moduli, the chemistries shown are polylysine-coated polystyrene 
particles (PLY-PS) (thin solid line), carboxylated polystyrene particles 
(COO-PS) (dash-dotted line), streptavidin-conjugated (STA) particles in 
6% biotinylated actin (dotted line), STA particles with 0% biotinylated 
actin (dashed line), and BSA-PS (thick solid line) particles (McGrath, 
Hartwig, and Kuo 2000).  
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Figure 1.4. Storage mduli (in (a)) and loss moduli (in (b)) of associating 
polymer solutions with 4.0 wt% obtained by using different sized probes. 
Results of mechanical rheology are also plotted (Lu and Solomon 2002).  
 
Second, the size effect of the tracer particle might be another issue in one-
particle microrheology. One important assumption of GSER is that the length 
scale of the probed materials has to be smaller than the size of the tracer particle.  
In one-particle microrheology, since the complex modulus of materials is 
calculated from the motion of individual particles, the rheological response can be 
measured only if the probe size is larger than the length scale of heterogeneity in 
the sample. However, the length scales of the probed materials are often unknown 
(a) 
(b) 
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prior to a microrheology experiment. In the case when the particle diameter is 
comparable to or smaller than the length scale of the materials, the tracers can 
move within small cavities, which can cause the erroneous results. For example, 
Lu and Solomon (Lu and Solomon 2002) have systematically studied the particle 
size effects on the microrheology of associating polymer solutions. Experimental 
results obtained by different sized particles are shown in Figure 1.4. Particle size 
effects are more prominent at high frequency range ( >102 s-1). In this range, the 
viscous modulus obtained by the mechanical rheometer shows the behavior of 
decreasing with increasing frequency, which is better captured by the larger 
particles. The recently developed two-particle microrheology can largely 
overcome effects of particle surface chemistry and particle size, which is to be 
presented in the next section.  
1.2.4 Two-Particle Microrheology 
The viscoelastic properties of many investigated systems determined by 
one-particle microrheology are in good agreements with those measured by 
traditional mechanical rheometer. However, in some cases, tracer particles are 
found to modify the structure and dynamics of the local medium, which leads to 
erroneous measurements of one-particle microrhoelogy. In order to overcome the 
limitations of the one-particle microrheology, two-particle microrheology has 
been developed by tracking the cross-correlated motion of pairs of tracer particles 
(Crocker et al. 2000). The correlated motion of the tracer particles is independent 
of the size, or even shape, of the tracer particles, as well as the interactions 
between the particles and the surrounding medium. Moreover, in two-particle 
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microrheology, the length scale being probed is the inter-particle distance r, 
instead of the radius of the tracer particles. Therefore, as long as the particle 
separation distance is larger than the wavelength heterogeneities in the sample, 
the technique can still measure the bulk rheology of the materials even if the size 
of the particle is smaller than the length scale of the material.  
Considering the particle motion in a medium, if two particles are close to 
each other their motion will be somewhat correlated. By adopting the cross-
correlated function, we can calculate the correlated motion of tracer particle 
displacements in terms of ensemble averaged tensor product (Crocker et al. 2000): 
 
tji
ijji tRrtrtrrD
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(1-13) 
where i and j label different particles,  and  label different coordinates, and Rij  
is the distance between particles i and j. The average is taken over the distinct 
terms when i≠j.
 
the “self” term yields the one-particle mean square displacement, 
MSD. In the limit of r >>a, the tensor product becomes (Crocker et al. 2000): 
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where ),(
~
srDrr is the Laplace transform of ),(
~
rDrr , the ensemble averaged 
tensor product of the tracer displacements and the off-diagonal tensor elements 
vanish. By comparing Equation (1-14) and the generalized Stokes-Einstein 
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equation, we can define a distinct mean square displacement (MSDD),  
D
r  2  
as (Crocker et al. 2000): 
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can be understood as the averaged thermal motion obtained by 
extrapolating the long-wavelength thermal undulations of the medium to the 
probe radius. For homogeneous materials,
 
 2r  is equal to  
D
r 2 . For 
inhomogeneous materials, the difference between  2r  and  
D
r 2  will 
provide insight into the local microstructure of the medium materials. In addition, 
from Equation (1-14), we notice that the shear complex modulus obtained by two-
particle microrheology is independent of the radius of the tracer particles a, 
indicating that theoretically, two-particle microrheology results should be 
independent of the size, shape and nature of the tracer particles. 
To demonstrate the validity and effectiveness of two-particle 
microrheology, Crocker et al. (Crocker et al. 2000) first tested this method on a 
highly inhomogeneous material, a guar solution. As shown in Figure 1.5, the 
moduli of guar solution obtained by two-particle microrheology are in better 
agreements with the mechanical measurements than one-particle microrheology. 
More importantly, two-particle microrheology accurately detects the crossover of 
loss and storage modulus, whereas one-particle technique totally fails to detect the 
crossover point. This was the first two-particle microrhoelogical measurement and 
verified the accuracy of this technique in determining the bulk rheological 
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behavior of inhomogeneous materials. One drawback of two-particle 
microrheology is that MSDD is inherently noisier than MSD by one-particle since 
it measures the correlation of pairs of particles, as shown in Figure 1.5 (a). 
 
 
Figure 1.5. The comparison of one- and two-particle microrheology to 
bulk measurements in a guar solution. (a) Comparison of the one-particle 
MSD (triangles) and distinct MSD (circles) of 0.20 m diameter beads in 
0.25% weight guar solution. The solid line is a smooth fit to the data used 
for calculating rheology. (b) The elastic (filled circles) and loss (open 
circles) moduli calculated using the distinct MSD showing a crossover at 
high frequencies are in good agreement with the mechanical bulk 
measurement (solid curves). The moduli calculated from the one-particle 
MSD (triangles) do not agree (Crocker et al. 2000).  
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Figure 1.6. Comparison between the elastic modulus (closed symbols), 
and loss modulus (open symbols) obtained from one-particle (triangles) 
and two-particle (squares) microrheology for average filament length of F-
actin solutions, (a) 0.5 m, (b) 2 m, (c) 5 m, and (d) 17m. The tracers 
are polystyrene particles with radius of 0.47 m. Elastic modulus (half 
filled circles)and loss modulus (circles) obtained materials, theoretically 
one-particle microrheology can probe the bulk rheology of the materials 
only if the tracer particle size is larger than the characteristic length from 
bulk rheology are shown in (d). The solid lines in (b), (c), and (d) show a 
scaling of 3/4 (Liu et al. 2006).  
 
Many viscoelastic materials show the length-scale-dependent rheological 
behavior, although the origin of the scaling behavior has not been fully described 
and understood theoretically. For example, for a polymeric material this 
characteristic length scale refers to the mesh size of the polymer network. 
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Physically, the correlated motion of particle pairs by two-particle tracking reflects 
extrapolation of long wavelength thermal fluctuations of the medium to the 
particle size. As a result, two-particle tracking can probe the viscoelastic property 
of the materials with the length scale larger than the particle size. This has been 
fully demonstrated through the microrheological measurements on entangled F-
actin solutions (Liu et al. 2006), as shown in Figure 1.6. In this case, one-particle 
microrheology is insensitive to the filament length of the probe medium. In 
contrast, two-particle microrheology shows enhanced viscoelasticity that is 
length-scale-dependent and it agrees well with the results of mechanical rheology.  
1.3 Interfacial Phenomena at Liquid-Liquid Interfaces 
1.3.1 Importance of Liquid-Liquid Interfaces 
An interface can be defined as a boundary region which has a 
characteristic thickness, chemical, physical and biological properties differing 
from those of the bulk phases (Volkov and Deamer 1996; Watarai, Teramae, and 
Sawada 2005). The term interface is often used when the two bulk phases are 
condensed, for example, liquid-liquid and solid-liquid systems. In the case of one 
phase is gas, the term surface is more often used, for example, solid-gas and 
liquid-gas systems. The term surface and interface sometimes can be 
interchangeable. When we deal with liquid, we normally pay much attention to 
the properties of the bulk phases and usually ignore the properties of the system at 
the interfaces. The molecular environment at these interfaces is very different than 
those in the bulk phases; therefore the interfacial properties are usually different. 
Many important processes, for example, photosynthesis, biocatalysis, membrane 
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fusion and interactions of cells, ion pumping and electron transport, occur at the 
interfacial region (Watarai, Teramae, and Sawada 2005; Volkov 1998). As a 
result, it is extremely important to have a fully understanding of many phenomena 
occurring at the interfaces.  
Interfaces formed at two immiscible liquids are ubiquitous in both natural 
and industrial processes. Many industries have to deal with liquid-liquid 
interfaces every day, such as in food formulations, cosmetics, coatings, 
petroleum, pharmaceuticals and many other fields. In most cases, liquid-liquid 
interfaces form between water and a hydrophobic liquid which is immiscible with 
water (Volkov 1998). The most well-known one is the interface between a 
hydrocarbon chain and water, which is commonly known as the oil-water 
interface, for example, the commonly studied dodecane and water system. The 
two phases are immiscible because the hydrocarbon is non-polar. As will be 
discussed in the later sections, knowledge of the interfacial structure, properties 
and phenomena at the liquid-liquid interfaces can help us to gain a better 
understanding of many chemical, physical and biological processes. However, 
these interfacial properties have traditionally been very challenging to study due 
to the buried nature of the two-dimensional system. Recent advances in 
experimental techniques have facilitated the study of liquid-liquid interfaces 
(Leich and Richmond 2005). For example, second-harmonic generation (SHG) 
(Uchida et al. 2000; Grubb et al. 1988; Conboy and Richmond 1995)  and 
vibrational sum-frequency spectroscopy (VSFS) (Messmer, Conboy, and 
Richmond 1995, 1995; Conboy, Messmer, and Richmond 1996, 1995) both offer 
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the opportunities to study the molecular information at the liquid-liquid interfaces. 
Fluorescence spectroscopy (Ishizaka, Kim, and Kitamura 2001; Ishizaka et al. 
2003) has been used in several unique ways to provide insight into the 
environment of molecules at the interfacial area. Brewster angle microscopy 
(BAM) (Uredat and Findenegg 1999) has recently been applied to investigate the 
structure of the domain formation in a molecular level at liquid-liquid interfaces. 
Ellipsometry (Binks et al. 2003; Lei and Bain 2004) has been adopted to provide 
information about adsorption and changes in molecular orientation at interfaces. 
X-ray and neutron scattering (Tikhonov et al. 2000; Schlossman 2002; Mitrinovic 
et al. 2000; Li, Tikhonov, and Schlossman 2002) have also recently been applied 
to study the properties at liquid-liquid interfaces. However, the liquid-liquid 
interfaces are still not fully understood yet, which provides the main motivation of 
this work.   
One typical example which contains the liquid-liquid interface is an 
emulsion which is a liquid mixture of one liquid phase dispersed in another 
immiscible liquid as droplets. The phase which is present in the form of droplets 
is commonly termed as the dispersed phase; and the other phase in which these 
droplets are suspended in is referred to as the continuous phase. Emulsions are 
part of a more general class of two-phase systems of matter, which is known as 
colloids. Emulsions also contain a third component, called the emulsifying agent 
or emulsifier. Small-molecule surfactants, amphiphilic polymers or solid particles 
can act as emulsifiers in emulsion products. The two basic functions of a 
emulsifier includes: (1) to decrease the interfacial tension between two liquid 
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phases to enable easier formation of the emulsion; (2) to stabilize the emulsion 
and prevent the dispersed phase against coalescence after the emulsion is formed. 
The most common examples of emulsion products in our daily life are milk, 
butter, mayonnaise and lotion, etc.  
1.3.2 Interfacial Rheology at Liquid-Liquid Interfaces 
For industries dealing with emulsions and dispersions, such as coatings, 
foods, oil and chemical industries, rheological properties at the interfaces can be 
key factors in developing and improving processes and products. The stability of 
emulsions and foams, compatibility of polymer blends, formation of bubble and 
micelle, and breakage and fusion of reactions occurring at the interfaces are 
largely affected by the rheological properties of the interface. Interfacial rheology 
is the study of the viscoelastic properties at liquid-liquid or liquid-gas interfaces. 
It provides the information on the behavior and interactions of molecules at the 
interfaces. The rheological properties of liquid interfaces can be changed by using 
surfactants, polymers, lipids, proteins or solid particles in the formulation of 
interest. For the application and processing of many materials such as foods, 
beverages, pharmaceuticals, coatings, household and personal care products, the 
rheological properties at liquid-liquid interfaces can be used as an evaluation to 
address the flow and deformation properties of these materials. For example, 
interfaces are critically related to the stability of emulsions and foams; and the 
properties at the interfaces significantly affect the physical properties of these 
products due to the large interfacial areas between the dispersed droplets or 
bubbles. In general, the study of interfacial rheology can offer the following 
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potential research and industrial interests and applications (Miller et al. 1996; 
Miller, Liggieri, and Krotov 2009; Kragel and Derkatch 2010): (1) Prediction the 
stability of products in form of emulsions and foams. Viscoelastic properties such 
as loss modulus, storage modulus and viscosity at an interface can predict the 
stability of a complex fluid. (2) Detection of the molecular structure of liquid thin 
films. The structural information such as networking, hydrogen bonding and other 
interactions might be detected from the interfacial rheology of liquid thin films. 
(3) Real time monitoring of reactions occurs at the interfaces. Surface gelation, 
network formation and protein denaturation at interfaces can be monitored by the 
changes in the viscoelastic properties at the interfaces (4) Examination of phase 
transitions. Phase transitions in a monolayer and thin film sometimes lead to 
changes in the rheological properties of the layer. (5) Continuous monitoring of 
molecule adsorption into interfaces. 
Traditionally, rheometers have been used almost exclusively to measure 
the bulk rheology of soft materials. The intricate coupling between the flow 
property at the interface and that in the bulk phases makes the development and 
design of an interfacial rheometer extremely challenging. Recently, the 
characterization of viscoelastic properties at the liquid-liquid interfaces has 
received increasing attention motivated by its potential applications in enhanced 
oil recovery processes, food industrials, foam and emulsion stability, and 
biomedical fields. Several methods have been proposed and two main methods 
are widely used in measuring the interfacial rheology (Miller, Liggieri, and 
Krotov 2009). One is interfacial shear stress rheology, in which the area of the 
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sample material is distorted in shape due to the pressure from one side, but the 
area remains constant. This method is analogous to the bulk rheological 
measurements. The other is interfacial dilatational rheology, in which the area of 
the sample is distorted in size because of pressure from all sides, but the shape 
remains constant (Vandebril et al. 2010). 
The interfacial shear rheometer developed by Fuller’s group utilizes a 
magnetic rod to detect the surface shear rheology of Langmuir film by the 
commercial available Langmuir trough (Brooks et al. 1999; Fischer et al. 2000; 
Yim, Rahaii, and Fuller 2002; Brooks et al. 2002). The schematic illustration of 
the instrument design is shown in Figure 1.7 (Brooks et al. 1999).  The magnetic 
rod is suspended at the air-water interface due to the surface tension and propelled 
through the interface by a magnetic field. An open flow cell design is used to 
generate the shear flow. Using this instrument, the dynamic shear modulus in 
oscillatory experiment and the creep compliance in step-stress experiment can be 
measured. However, one disadvantage of this design is that the dynamic moduli 
range measured by each magnetic rod is relatively limited. As a result, magnetic 
needles with different characteristics are required to cover a large range of moduli 
or viscosities. Many other geometries used for interfacial rheological 
measurements such as disk (Miller et al. 1996), bi-cone (Erni et al. 2003), and 
double-wall ring (Vandebril et al. 2010) may give a larger dynamic range.  
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Figure 1.7. A schematic of the magnetic rod interfacial stress rheometer 
(ISR) apparatus showing the main elements of the device. A magnetized 
rod is supported by the interfacial tension at the air water interface inside a 
conventional Langmuir trough. The trough is surrounded by a pair of 
Helmholtz coils to create a magnetic field gradient, which applies a force 
on the rod to shear the film. The position of the rod is detected by tracking 
the end of the needle. An inverted microscope was focused on the end of 
the needle and the resulting image is projected onto a photodiode array 
(Brooks et al. 1999). 
 
Alternatively, interfacial microrheology has become an important 
experimental technique in measuring the viscoelastic properties at two-
dimensional liquid-liquid or gas-liquid interfaces. Analogous to three-dimensional 
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bulk microrheology, the technique of interfacial microrheology relies on tracking 
the thermal motion of colloidal tracer particles confined at the interfaces to 
characterize the interfacial rheological property. Recently, Dai’s group (Wu and 
Dai 2006, 2007; Wu, Song, and Dai 2009) have pioneered the work of probing 
both one-particle and two-particle interfacial microrheology at liquid-liquid 
interfaces by using Pickering emulsions as a model system. In one-particle 
tracking, the surface chemistry of the tracer particles significantly affects the 
apparent rheological responses at the oil-water interfaces, especially when the oil 
phase becomes more viscoelastic. By evaluating the cross-correlated motions of 
tracer particle pairs at the interfaces, the tracer surface chemistry and size effects 
can be minimized by two-particle interfacial microrheology. In Chapter 2 and 3, 
the development and applications of two-particle interfacial microrhoelogy at 
liquid-liquid interfaces will be presented.  
1.3.3 Particle Dynamics at Liquid-Liquid Interfaces 
The technique of microrheology relies on tracking the motion of small 
particles to characterize the viscoelastic property of materials. As a result, 
understanding the dynamics and diffusion of particles at the liquid-liquid 
interfaces is of fundamental importance to the development of particle tracking 
interfacial microrhoelogy. Small solid particles with size ranged from micrometer 
to nanometer have the tendency to adsorb at interfaces between two immiscible 
liquids such as oil-water interfaces in an emulsion. This particle adsorption 
process is spontaneous and was first reported by Pickering in 1907 (Pickering 
1907). He observed a phenomenon that emulsions can be prepared and stabilized 
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solely by solid particles which adsorb at the interfaces between two liquids. This 
type of solid stabilized emulsion was named as “Pickering emulsion” thereafter 
(Pickering 1907). In Pickering emulsions, the solid particles are strongly adsorbed 
at the liquid–liquid interface, and the Gibbs free energy to remove the solid 
particles away from the interface is significantly higher than that of surfactants in 
conventional emulsions. This phenomenon has been under active investigation 
ever since and been widely used in many industrial processes such as crude oil 
recovery, oil separations, cosmetic preparations, food formulations and waste 
water treatment. Very recently, Pickering emulsions have also shown tremendous 
potential applications in new material developments.  
   It is important to understand why small particles have the tendency to 
strongly absorb at liquid-liquid interfaces. The driving force for this spontaneous 
adsorption of hydrophilic or hydrophobic particles to an interface such as water-
oil or air-oil is the reduction of the total free energy. Considering a small spherical 
particle with size less than a few microns in diameter, so that the effect of gravity 
is negligible, the free energy required to remove the particle from the interface is 
given by (Binks and Horozov 2006).: 
22 )cos1(    rE                                         (1-17) 
where r is the particle radius,   is the interfacial tension between two phases, θ 
is the three-phase contact angle measured through the water phase, and the sign 
inside the bracket is negative for removal into the water phase, and positive for 
removal into the air or oil phase. From Equation (1-17), we can clearly see that 
given the fixed particle size and the interfacial tension, the contact angle (θ) of 
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particles determines the desorption free energy of the particles at liquid interfaces. 
In case of a spherical colloidal particle with smooth surface confined at an oil-
water interface, as shown in Figure 1.8, according to Young’s equation (de 
Dennes 1985), contact angle is: 
ow
pwpo




cos                                              (1-18) 
where γ is the interfacial tension of particle-oil (
po ), particle-water ( pw ), or 
oil-water ( ow ) interface. The contact angle determines the preferable position of 
the particles at the interface. Figure 1.9 shows the probable positions of particles 
at planar and curved oil-water and air-water interfaces. For a hydrophilic particle, 
the contact angle measured into the water phase is normally less than 90° and a 
larger fraction of the particle surface resides in water than in the oil or air phase. 
In contrast, for a hydrophobic particle, the contact angle is generally greater than 
90° and the particle resides more in air or oil than in water. Therefore, based on  
 
 
Figure 1.8. Schematic illustration of a spherical solid particle with radius r 
and contact angle  absorbed at oil-water interface (Binks and Horozov 
2006).  
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Figure 1.9. (Upper) Position of a small spherical particle at a planar fluid-
water interface for a contact angle (measured through the aqueous phase) 
less than 90° (left), equal to 90°(center), and greater than 90° (right). 
(Lower) Corresponding probable positioning of particles at a curved fluid-
water interface. For contact angle less than 90°, solid-stabilized aqueous 
foams or oil-water emulsions may form (left). For contact angle greater 
than 90°, solid-stabilized aerosols or water-oil emulsions may form (right). 
(Binks 2002). 
 
Equation (1-17), a hydrophobic particle is more easily removed into the oil or air 
phase, while a hydrophilic particle is more easily removed into the water phase. 
When the contact angle is equal to 90°, the free energy approaches the maximum 
which means the particle is most strongly confined at the interface.  
From Equation (1-17), we can also tell that for particles with the same 
hydrophobicity, the desorption energy depends on the square of the particle 
radius. Theoretically, the desorption energy should decrease significantly with 
decreasing the particle size, which means smaller particle such as nanoparticles 
are more easily removed from the interface. Figure 1.10 demonstrates this trend  
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Figure 1.10. Variation of the energy required to detach a single spherical 
particle exhibiting a contact angle of 90° from a planar oil-water interface 
(interfacial tension 50 mN m
-1
) as a function of  particle radius at 298 K. 
(Binks 2002). 
 
by plotting the energy required to detach a single spherical particle exhibiting a 
contact angle of 90° from a planar oil-water interface with the interfacial tension 
of 50 mN m
-1
. Considering the particles held at the interface with a contact angle 
of 90°, particle size ranged from several nanometers to several microns, the 
desorption energy is significantly higher than the thermal energy (kBT), therefore 
the adsorption process is irreversible (Binks 2002). For extremely small particles 
with radius smaller than 0.5 nm, the detachment energy becomes comparable to 
the thermal energy and the particles might easily detach from the interface. As a 
result, these particles may not work as an effective emulsion stabilizer. 
In addition to the tremendous industrial applications of solid-stabilized 
emulsions, from a fundamental study point of view, it also provides a new and 
convenient experimental model system to study the dynamics of solid particles at 
liquid-liquid interfaces. The applications of Pickering emulsions in academic 
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fields include: (1) It is a well-defined three phase system for the investigation of 
particle interactions at liquid-liquid interfaces, which are responsible for many 
well-ordered interfacial structures such as the interfacial colloidal crystals. (2) It 
allows the direct visualization of two-dimensional particle diffusion at liquid-
liquid interfaces. Therefore, it can be utilized as a new experimental template to 
study the particle dynamics and develop new characterization techniques, for 
example, particle tracking interfacial microrheology to directly measure the local 
interfacial viscoelastic property at liquid-liquid interfaces. (3) It can be utilized to 
study the particle interfacial self-assembly process and answer many fundamental 
questions such as how the particles change the interfacial properties. (4) 
Utilization of the particle interfacial self-assembly in Pickering emulsions 
provides a new route to develop and design new materials with novel properties. 
When a small particle dispersed in a bulk liquid, it undergoes random 
thermal fluctuation, which is known as Brownian motion (Mazo 2002; Brown 
1827). Whereas, for solid particles self-assembled and confined at emulsion 
droplet surfaces in Pickering emulsions, they can only move laterally along the 
emulsion droplet contour. Particle dynamics at two-dimensional level such as a 
liquid-liquid interface have been of long-standing fundamental as well as practical 
interest for diverse physical, chemical, and biological applications. However, the 
detailed mechanism of many interfacial phenomena related to particle dynamics at 
liquid-liquid interfaces such as particle self-assembly and particle aggregations 
still remains unclear. The advantage of using Pickering emulsions as an 
experimental template to study the particle dynamics at liquid-liquid interfaces 
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lies in the fact that the two-dimensional diffusion of solid particles at interfaces 
can be directly observed and tracked by means of video microscopy. With the 
development of the particle tracking techniques, the mobility and diffusion 
constant of interfacial particles can be quantified by analyzing the positions of the 
particles at different time frame.  Moreover, by using Pickering emulsions, the 
interfacial curvature can be easily changeable. This can be done by controlling the 
different emulsion droplet diameters.  
1.4 Molecular Dynamics Simulations 
Many interesting interfacial phenomena occurr at liquid-liquid interfaces 
cannot be revealed experimentally due to the instrument limitations. Common 
examples include the adsorption process of small molecule surfactants and 
nanoparticles onto the interfaces, and the equilibrium location and diffusion of 
nanoparticles at the interfaces. With the advancements of high performance 
computing, molecular simulation serves as a powerful tool to provide 
complementary information to experiments, allowing insight into molecular 
motion on an atomic scale and enabling us to learn something that cannot be 
found out in other ways. The two main families of simulation technique are 
molecular dynamics (MD) simulations and Monte Carlo (MC) simulations. The 
main advantage of MD over MC is that it provides a route to the generation of 
non-equilibrium ensembles and the analysis of dynamical properties of the 
simulated system such as transport coefficients, time-dependent responses to 
perturbations, rheological properties and spectra. Therefore molecular dynamics 
simulation is the more universal technique. In a molecular dynamics simulation, 
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the macroscopic properties of a system are explored through microscopic 
simulations based on statistical mechanics which deals with ensembles of atoms 
or molecules. Macroscopic properties measured in an experiment are not direct 
observations, but averages over billions of molecules representing a statistical 
mechanics ensemble. With molecular dynamics simulations, one can study both 
thermodynamic properties and/or time-dependent (kinetic) phenomenon. 
Molecular dynamics simulations have gained wide applications in materials 
science, chemistry and physics.  
The fundamental basis of all molecular dynamics simulation methods is to 
use force fields to calculate the interactions between atoms and potential energy 
of the system as a function of atom coordinates. A force field is basically a 
functional form and parameter sets used to describe the potential energy of a 
system of particles or atoms in a simulation. Besides the functional form of the 
potentials, parameters such as atomic mass, partial charge, bond lengths, bond 
angles, and dihedral angles for each type of atom in the simulation system also are 
defined in the force field. The force field functions and parameters can be derived 
either from experiments or high-level quantum mechanical calculations. In 
general, a force field consists of both the bonded and non-bonded interactions. 
Bonded interactions include covalent bond-stretching, angle-bending, torsion 
potentials. The parameters used to calculate the bonded interactions are normally 
fixed throughout a simulation. The non-bonded interactions consist of van der 
Waals interactions and long-range electrostatic interactions. The most commonly 
used force field can be written as:  
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where the first term is the bond stretching between two covalently bonded atoms i 
and j presented by a harmonic potential, the second term is the bond angle 
vibration energy between three atoms i-j-k which is also represented by a 
harmonic potential, the third term is the dihedral potential between atoms i-j-k-l, 
the fourth term calculates the van der Waals interaction presented by the Lennard-
Jones potential, and the last term summarizes the electrostatic interaction between 
two charged particles with Coulomb’s law.  
Once the force field parameter is derived, a molecular dynamics 
simulation can be performed by solving Newton’s equations of motion for a 
system of a large number of interacting atoms: 
i
i
i F
t
r
m 
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2
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                                                      (1-20) 
where ri is the coordinate of atom i and mi is the atomic mass of atom i, t is the 
time, and Fi is the force acting on the atom i. The negative derivative of the 
potential function V of the system is the forces: 
i
i
r
V
F


                                                      (1-21) 
These equations are solved simultaneously in small time steps. Given the potential 
and force (negative gradient of potential) for all atoms, the coordinates are 
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updated for the next step. The updated coordinates are then used to evaluate the 
potential energy again. The temperature and pressure of the system remain the 
required value at all times. The coordinates as a function of time are written to an 
output file, called trajectory of the system. Many macroscopic properties can be 
extracted from the trajectory file after the system eventually reaches an 
equilibrium state. Many different software or packages have been developed to 
implement the molecular dynamics simulations. The most commonly used ones 
include GROMACS (Van der Spoel et al. 2005; Lindahl, Hess, and van der Spoel 
2001; Berendsen, Vanderspoel, and Vandrunen 1995), LAMMPS (FrantzDale, 
Plimpton, and Shephard 2010), NAMD (Nelson et al. 1996), CHARMM (Brooks 
et al. 1983), DL_POLY, and VASP etc. All the simulation work in this thesis is 
performed by using GROMACS package.  
1.5 Motivations and Objectives 
Although Pickering emulsion has been identified for more than a century, 
many fundamental questions have not yet been fully understood. Using Pickering 
emulsion as an experimental template, Dai’s group (Tarimala et al. 2004; Wu, 
Tarimala, and Dai 2006; Tarimala, Wu, and Dai 2006) has systematically studied 
the two dimensional particle diffusions at oil-water emulsion interfaces by means 
of laser scanning confocal microscopy. The particle mobility and aggregation of 
charged polystyrene microparticles at oil-water interfaces have been studied by 
particle tracking technique (Tarimala et al. 2004). As shown in Figure 1.11, the 
diffusion of the single charged polystyrene microparticles (diameter of 1.1 m) at 
the oil (5 cSt)-water interface is moderately slower than that in the bulk water. In 
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addition, the viscosity of the oil phase was found to have a significant influence 
on the diffusion of charged microparticles at the interfaces in both an oil-in-water 
type and water-in-oil type emulsion, as shown in Figure 1.12. Increasing the 
viscosity of the oil phase significantly reduces the ambient diffusion constant of 
charged solid particles, although the emulsion type seems to have a minor 
influence on the particle diffusion in these systems. The influences of interfacial  
 
Figure 1.11. (a) Fluorescent image (left) of polystyrene particles dispersed 
in water and an overlay of a fluorescent image and a differential 
interference contrast image (right) of a polystyrene particle at the oil-water 
interface; the arrows point to the particles analyzed in part b. (b) Mean 
square displacements of the particle dispersed in water (squares) and the 
particle at the oil-water interface (circles). The solid lines represent the 
linear regression. The inset shows the trajectory of particle movements; 
the time between each point is 1 second. The initial positions were set to 
be at (0, 0) (Tarimala et al. 2004). 
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Figure 1.12. Effect of poly(dimethylsiloxane) (PDMS) (oil) viscosity on 
the diffusion coefficient of single polystyrene particles at the interfaces in 
oil-in-water type (triangles) and water-in-oil type (circles) Pickering 
emulsions. The dashed line is calculated on the basis of the Stokes-
Einstein relation if the particles were dispersed in the bulk oil phase 
(Tarimala et al. 2004).  
 
curvature, cluster size, and temperature on the diffusion constants of single 
particle and multiple particle clusters at oil-water interfaces have also been 
investigated (Wu, Tarimala, and Dai 2006). 
Based on the previous discussions, most microrheology work has focused 
on bulk materials, but much less is known at the two-dimensional level such as 
that presents at an interface between liquid-liquid or air-liquid. Although the 
rheology at liquid-liquid interfaces is extremely important for understanding 
interfacial self-assembly, membrane stability, emulsion stability, and lubrication 
etc., the experimental techniques to probe interfacial rheology at interfaces are 
still very limited. Based on the work on the particle mobility and dynamics at 
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liquid-liquid interfaces and motivated by the same fundamental basis of bulk 
microrheology, one objective of this thesis is to develop and apply the technique 
of particle tracking interfacial microrheology from the motion of the small 
particles confined at the liquid-liquid interfaces to characterize the interfacial 
linear viscoelastic properties. We will adopt both one and two-particle tracking 
technique to investigate the rheological properties, such as the storage modulus, 
loss modulus, viscosity, and relaxation time, at oil-water and polymer-polymer 
interfaces. The effects of particle surface chemistry and particle size will also be 
systematically studied. 
In order to facilitate a better fundamental understanding of our 
experimental observations, the second goal of this work is to study the particle 
dynamics at liquid-liquid interfaces using molecular dynamics simulations.  It is 
well known that, for a typical colloidal system, nanoparticles and microparticles 
at interfaces are ideal experimental and theoretical models for investigating 
questions of relevance in condensed matter physics. For example, as has been 
shown in the previous sections, the stability of many emulsion systems stabilized 
by micro-sized particles is achieved due to the huge desorption energy of the 
particles, which can be 10
6
 times larger than the free energy of the particle. In 
contrast, when the particle size goes down to nanoscale, the stability of the 
particles at interfaces is greatly reduced and the desorption energy is only in the 
order of 10~100 times the thermal energy. This makes the nanoparticle more 
sensitive to thermal fluctuations than the microparticle. Although, many work has 
been done to investigate the nanoparticles at liquid-liquid interfaces, the 
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interfacial behavior of nanoparticles such as diffusion, self-assembly, inter-
particle forces has not been fully clear due to the limitations of experimental 
techniques and visualization limits of current microscopes. Alternatively, 
computer simulations has become a very important tool to enable us to test 
whether or not many macroscopic approaches and models are still applicable to 
nanoparticles adsorbed at interfaces and provide complementary information to 
experimental observations. Based on the same fundamental basis of 
microrheology and with the tremendous applications of nanoscale materials, one 
intuitive question to ask is whether the rheological property of materials can be 
characterized from the motion of nanoparticles, namely nanorheology. To address 
this question, we will employ molecular dynamics simulations to understand the 
diffusion of nanoparticles in bulk liquids and at liquid-liquid interfaces and 
explore the fundamental basis of apparent nanorheology by single-nanoparticle 
tracking.  
1.6 Thesis Overview 
Based on the two objectives discussed in Section 1.5, the remaining of the 
thesis is organized as follows.  
In Chapter 2, we discuss how we validate the technique of one-particle 
and two-particle interfacial microrheology at oil-water interfaces. We find that the 
interfacial viscoelastic properties, such as the loss and storage moduli at oil-water 
interfaces, by one-particle tracking are very sensitive to the surface chemistry of 
the tracer particles. In sharp contrast to one-particle tracking, interfacial 
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microrheology by two-particle tracking can significantly minimize the particle 
surface chemistry effects.  
In order to demonstrate the generality of two-particle interfacial 
microrheology, in Chapter 3, we discuss the applications of this technique to more 
complex systems such as immiscible polymer-polymer interfaces. We first verify 
the negligible effects of particle surface chemistry and particle size on two-
particle interfacial microrheoogy at polymer-polymer interfaces. Then, we 
compare the rheological properties of the interfaces obtained by two-particle 
microrheology with those of bulk polymers obtained by mechanical rheometer. 
From the measured interfacial loss and storage modulus, we also estimate the 
viscosity and relaxation time at polymer-polymer interfaces. 
In Chapter 4, we perform molecular dynamics simulations to investigate 
the dynamics of single nanoparticles and explore the fundamental basis of 
nanorheology based on the motion of nanoparticles. Simulations show that the 
diffusion of the single nanoparticle in simple fluids is reasonably consistent with 
the prediction from the Stokes-Einstein equation. The position of the 
nanoparticles at the oil-water interfaces can be tuned by controlling different 
negative surface charges on the nanoparticles. Interestingly, the apparent 
interfacial nanorheology at low-viscosity oil-water interfaces is independent of 
the nanoparticle locations at the interfaces. These simulation results provide 
complementary information of our experimental work on interfacial 
microrheology which used micro-sized particles as tracers.  
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In Chapters 5, we continue to utilize molecular dynamics simulations to 
study the competitive influences of nanoparticles and surfactants on the other 
interfacial properties, such as interfacial tension and interfacial thickness, at 
liquid-liquid interfaces. We also investigate the nanoparticle surface charges on 
interfacial assembly, structure, and properties. Finally we study the effects of the 
methanol on the interfacial properties of liquid-liquid interfaces with or without 
the existence of nanoparticles.  
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Chapter 2 
DEVELOPMENT OF TWO-PARTICLE INTERFACIAL MICRORHEOLOGY 
AT OIL-WATER INTERFACES 
2.1 Introduction 
Diffusion of small particles in three-dimensional simple bulk fluids has 
been well understood for more than a century since Einstein (Einstein 1905) 
found that the diffusive motion of particles suspended in a fluid is directly related 
to the viscosity of the surrounding medium. About 100 years later, this 
observation has inspired the development of a new material characterization 
technique, called microrheology. In microrheology, the complex properties of 
materials such as elastic modulus and viscous modulus are measured from the 
motion of micro-sized particles embedded in the material. The viscoelastic 
properties of many complex bulk materials such as actins (Mason et al. 2000; 
Mason, Gang, and Weitz 1997; Mason et al. 1997; Gardel, Wong, et al. 2002; 
Gardel, Valentine, et al. 2003; Gardel, Shin, et al. 2002; Gardel, Crocker, et al. 
2003), polymer solutions (Lu and Solomon 2002; Helfer et al. 2000; Dasgupta et 
al. 2002), and hydrogels (Mahaffy et al. 2000) etc., measured by microrheology 
are in good agreements with those measured by traditional rheometer. An intuitive 
question is whether or not the interfacial rheological property can be measured 
from the motion of tracer particles in a two-dimensional system such as a liquid-
liquid interface, extended from the fundamentals of three-dimensional bulk 
microrheology. However, in most practical cases, a strictly two-dimensional 
interface is difficult to define; and the interface is related to the adjacent three-
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dimensional fluid reservoirs. This makes a two-dimensional system more complex 
and challenging to characterize than a pure bulk material.  
So far, the particle-tracking microrheology has been mainly applied to 
three-dimensional bulk systems and there has been very few works on two-
dimensional systems such as air-liquid and liquid-liquid interfaces. Prasad and 
Weeks (Prasad, Koehler, and Weeks 2006) performed the passive interfacial 
microrheological measurements at an air-water interface in the presence of human 
serum albumin (HSA) protein molecules by both one- and two-particle tracking. 
The behavior of the correlated particle motion at the air-water interfaces is found 
to depend strongly on the surface viscosity. At high surface viscosities, the 
particle motion is two-dimensional dominated; whereas at low viscosities, their 
behavior is strongly influenced by the bulk fluid reservoirs. Later on, the same 
group (Prasad and Weeks 2009) measured the diffusion constants of polystyrene 
particles at the thin layer of soap films by employing the similar passive particle 
tracking microscopy. During the work of this thesis, other active microrheology 
method has also been developed and applied to study the thin films and protein 
layers at air-water interfaces (Lee et al. 2010; Lee et al. 2009; Dhar et al. 2010). 
For example, Dhar et al. (Dhar et al. 2010) measured the surface shear viscosity 
of adsorbed aging protein films at the air-water interface from the rotation of 
magnetic nanorod driven by magnetic field.  
In this thesis, we focus on developing and understanding the 
microrheology of a model two-dimensional system, specifically, liquid-liquid 
interfaces. The viscoelastic properties at liquid-liquid interfaces are important to 
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many industrial processes, for example, interfacial self-assembly, membrane 
stability, emulsion stability, and lubrication. However, currently there are limited 
experimental techniques for the measurement of interfacial rheology at liquid-
liquid interfaces. Here, we develop interfacial microrheology at liquid-liquid 
interfaces by adopting the method of passive particle tracking microscopy. This 
work is important because rheological information at interfaces, such as the 
storage modulus, loss modulus, relaxation time, and viscosity obtained from 
interfacial microrheology, reveals local compositional or structural heterogeneity, 
which may often be complicated and render mysterious in many two-dimensional 
systems such as membranes and Langmuir-Blodgett films. 
Here, we develop the technique of interfacial microrheology by using an 
oil-water Pickering emulsion as a new experimental template. In contrast to 
conventional emulsions using surfactants or polymers as stabilizers, Pickering 
emulsions are composed of droplets of an immiscible liquid in another liquid 
medium that are stabilized by solid particles (Pickering 1907; Ramsden 1903). 
Recently, there has been a growing interest in Pickering emulsions
 
because they 
open new avenues of emulsion stabilization and have various practical 
applications (Wang and Hobbie 2003; Lin et al. 2003; Dinsmore et al. 2002; 
Binks and Lumsdon 2000; Midmore 1998; Tambe and Sharma 1994; Dai, 
Sharma, and Wu 2005; Tarimala and Dai 2004). In addition, from a fundamental 
study point of view, Pickering emulsions also provide a very convenient and 
potentially unique experimental model system to investigate dynamics of 
microparticles at liquid-liquid interfaces. In Pickering emulsions, the solid 
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particles are self-assembled to the interface during the preparation of the 
emulsions and strongly adhere there due to high desorption energy. For example, 
to remove a 1m partially hydrophobic particle (with contact angle of 90°) from 
an oil-water interface, the desorption energy is about 10
6
 kBT. Dai’s group (Wu, 
Tarimala, and Dai 2006; Tarimala et al. 2004) has systematically studied the 
influences of oil-phase viscosity, interfacial curvature, cluster size, and 
temperature on the diffusion of microparticles at oil-water interfaces as well as in-
situ structural formation. However, our previous work was limited to oil-water 
interfaces with an oil viscosity of less than or equal to 350 cSt. In these cases, we 
tracked the motion of fluorescent polystyrene microparticles with diameter of 1.1 
m. To investigate oil-water interfaces with higher viscosities, we have employed 
microparticles of 0.2 m diameter in this work and developed the interfacial 
microrheology at liquid-liquid interfaces using Pickering emulsions as an 
experimental template.  
We explore both one-particle and two-particle interfacial microrheology at 
polydimethylsiloxane (oil)-water interfaces using laser scanning confocal 
microscopy. The loss and storage moduli at the oil-water interfaces as a function 
of frequency are quantified using different tracer particles. In contrast to one-
particle interfacial microrheology, in which the measured microrheology results 
depend largely on the surface chemistry of tracer particles, the work here suggests 
that two-particle tracking significantly minimizes the tracer particle effect. The 
viscous response dominates the oil-water interfaces and varies linearly with 
frequency over the experimental range of the oil viscosity and frequency. 
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2.2 Materials and Experiments 
2.2.1 Materials 
The charged solid particles used in this study are fluorescently labeled 
polystyrene (PS) microspheres purchased from Molecular Probes, Invitrogen. 
They are dispersed in distilled water with 2% solid content. The diameter of these 
particles is approximately 0.2 m. The PS particles, used as received, were 
surface modified by sulfate (-SO3H), carboxylate (-COOH), and amine (-NH2) 
groups and are referred to as sulfate-treated (S-PS) (relatively hydrophobic, 
surface charge of 2.45 C/cm2), carboxylate-treated (C-PS) (relatively 
hydrophilic, surface charge of 26.4 C/cm2), and amine-treated (A-PS) (relatively 
hydrophilic, surface charge of 93.7 C/cm2), respectively. Detailed information 
on these PS particles is shown in Table 2.1. The polydimethylsiloxane (PDMS) 
oils are Rhdosil Fluids 47 V series from Rhodia Silicones, used without further 
purification, and their kinetic viscosity spans a range of 5 to 60,000 cSt 
(corresponding to 5.3×10
-3
 to 64 Pa·s) at 25 °C. Water (Acros Organics) is HPLC 
grade, residues after evaporation is less than 3 ppm. The density of PS particles is 
Table 2.1. Characteristics of polystyrene microparticle tracers 
Microparticles Surface chemistry 
Size  
(m) 
Surface charge 
(C/cm
2
) 
S-PS Sulfate 0.21±0.01 2.45 
C-PS Carboxylate 0.21±0.02 26.4 
A-PS Amine 0.21±0.01 93.7 
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1.055 g/cm
3
, which is close to that of water and PDMS oils, so the gravity effect 
can be negligible in our experiments.  
2.2.2 Experimental Methods 
A very small amount of polystyrene fluorescent microparticles were first 
dispersed in water phase. 10 wt% of PDMS oil was added to the water phase to 
make the oil-in-water emulsion by using an ultrasonic processor (Sonics 
VibraCell, 500 watt model). During this process, most of the solid microparticles 
were self-assembled and confined at the oil-water interfaces. A little drop of 
obtained emulsion sample was spread in a special made glass slide. The glass 
slide has three wells with the thickness about 65 m. Then the glass slide was 
sealed with 1m thickness cover slip and put under the laser scanning confocal 
microscope for the particle tracking experiment.  
Before each particle tracking experiment, the sample was allowed to 
equilibrate at ambient conditions for at least 2 hours to ensure that there was no 
overall drift in the samples. A confocal laser scanning microscope, the Olympus 
FV 300, was used to track the tracer particle motion at the oil-water interfaces. 
For each image series data, 700 frames were collected at rate of 1.08 s per frame 
under ambient conditions with a typical temperature of 21-22
o
C. The equipped 
objective lens (oil-immersion) is 60x with a numerical aperture (N.A.) of 1.4, 
leading to the acquired horizontal x-y plane images (512×512) with an on-screen 
magnification of 46 nm/pixel. Before particle tracking, the particle size was 
identified in the confocal microscope in order to exclude the use of aggregated PS 
particles. The x-y plane position of the fluorescently labeled PS particles was 
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determined by the brightness-averaged center position. Because the desorption 
energy of PS particles at the PDMS-water interface is large, the particles drift 
only slightly in and out of the focus plane in the z direction.  
After the experiments, we use the ImageJ software to remove the possible 
noise of the image series and particle tracking routine written by Professor J. C. 
Crocker (Crocker, et al. 2000) in IDL to perform particle tracking procedure. We 
analyze the obtained image series by tracking the brightness-averaged center 
position of the tracer particles and calculate the averaged mean square 
displacements (MSD) or distinct mean square displacements (MSDD) of the 
tracers from the obtained particles trajectories. To achieve high statistical 
accuracy of the MSD or MSDD, the number of acquired frames is large enough to 
minimize the statistical uncertainty.  
The bulk rheology of the PDMS oils was measured using a controlled-
stress rheometer (AR-G2, TA Instruments). All the rheological characterizations 
were performed using the parallel plate geometry with 50 mm diameter and a gap 
of 1000 m. The bulk oils have no detectable elasticity within the experimental 
frequency range (0.1-100 rad/s) until the viscosity reaches 5,000 cSt. The 
interfacial tension of the PDMS oil-water, measured using a Krüss K100 
tensiometer, varies from 39.6 to 42.7 mN/m for oils with different kinetic 
viscosities (5-60k cSt) under ambient conditions with a typical temperature of 21-
22 °C.  
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2.3 Results and Discussions 
2.3.1 One-Particle Interfacial Microrheology at Oil-Water Interfaces 
As discussed in Chapter 1, in one-particle microrheology, the linear 
viscoelastic properties of materials are measured by tracking the motion of 
individual particle probes. As a result, one-particle bulk microrheology could be 
significantly influenced by the interaction between the tracer surface and the fluid 
medium, which is common in biological systems. For some complicated systems, 
this may cause errors or incorrect results of microrheological measurements. For 
example, in a highly porous material, if tracer particles are trapped inside the 
pores, the rheology obtained by these diffusive motions tends to be softer and 
more liquid-like than the true rheoolgy that material should have. As a result, this 
may systematically underestimate the absolute stiffness values of the materials.  
Therefore, before we perform interfacial microrheological measurements, it is 
necessary for us to do method verifications on the bulk microrheology of two 
liquid phases.  
We embedded the dried S-PS particles in the pure PDMS oil phase to 
investigate the interaction of the tracer particles with the bulk PDMS oils. We 
used three different tracer particles with different surface chemistry and surface 
charge density to obtain the one-particle bulk microrheology of pure PDMS and 
compare them with the traditional mechanical measurements. Figure 2.1 shows 
the comparison of storage and loss moduli of pure PDMS oils obtained from one-
particle microrheology and conventional mechanical rheometer. We have used 
fluorescently labeled PS particles with a common size of 0.2 m diameter, but 
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with different surface chemistry and surface charge. Detailed size information on 
the three PS particles is shown in Table 2.1. The differences in the value of G′() 
and G() obtained from three tracer particles are minor, indicating that three 
types of tracer particles do not show significant interactions with the bulk PDMS. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.1. Influence of tracer particles on one-particle bulk 
microrheology of pure PDMS oils and comparison with results from 
traditional mechanical rhoemeter. PDMS oil viscosities are 5k cSt in top 
and 20k cSt in bottom, respectively. One-particle microrheology results 
are obtained from three PS tracer particles with diameter of 0.2 m. S-PS 
is in square, C-PS is in diamond, and A-PS is in triangle. Storage moduli 
are in solid symbols, and loss moduli are in open symbols. 
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Figure 2.2. Mean square displacements (MSD) of different tracer particles 
in water. Three lines match each other, indicating that there are no specific 
interactions between tracer particles and water molecules. The diameter of 
PS tracer particles is 1.0 m. 
 
Moreover, the one-particle microrheological measurements of pure PDMS oils are 
consistent with those obtained from mechanical rheometer. Thus the tracer 
particles, regardless of their surface treatments, do not change the local dynamics 
of the PDMS fluid. This can be ascribed by the chemically inert feature of the 
PDMS molecules. Unlike biological materials such as proteins, the molecular 
structure of PDMS does not contain active functional or polar groups to interact 
strongly with the tracer particles.  
Similarly, we tested the particle surface chemistry effect on pure water 
phase by comparing the mean square displacements of three different tracer 
particles in bulk water. Due to the fast motion of small particle in a purely viscous 
fluid, we used tracer particles with diameter of 1.0 m in this case. It turns out 
that the diffusion rate of three tracers in water are fairly consistent, as shown in 
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Figure 2.2, which indicates that the effect arising from tracer surface chemistry 
can also be neglected for the water phase.   
By measuring one-particle bulk microrheology of both pure PDMS oils 
and water, we have confirmed that there are no specific interactions between the 
tracer particles and two bulk phases. After these verifications, we moved our 
focus to the oil-water interfaces. The time dependent trajectory of the probe 
particles at the PDMS oil-water interfaces can be converted into the two-
dimensional mean square displacement,  2r , using the equation (Qian and 
Elson 1991; Savin and Doyle 2005):  
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where i, n and N are integers, i is the image frame number, N is the total number 
of frames in the recorded video, and n determines the time increment. δt is the 
video frame time equal to 1.08 s here and  equals nδt. (x(iδt), y(iδt)) and 
(x(iδt+nδt), y(iδt+nδt)) are the starting position and the position following the time 
interval , respectively. The time scale investigated ranges from 0 to 100s. 
In one-particle interfacial microrheology, the random Brownian motion of 
single particles at oil-water interfaces is tracked and subsequently, the mean 
square displacement (MSD),  tr 2 , of the particles as a function of time 
intervals is calculated. Finally, the MSD is converted into the complex modulus, 
G
*
(ω), by a unilateral Fourier transform (Mason 2000):  
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where a is the radius of tracer particle,  is the frequency, and ])(Δ[
2 trFu  is the 
Fourier transform of  tr2 , MSD. Mason (Mason 2000) proposed the 
numerical method to obtain the complex modulus by assuming a local power law 
behavior of particle motion. The  tr2  around the frequency of interest,
/1t , can be locally expanded by a power law: 
    )(22 )(/1  trtr 
 
                        (2-3) 
where  /12r  is the magnitude of  tr2  at /1t , then the local 
logarithmic slope of  tr2  at /1t can be written as: 
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tdtrd                               (2-4) 
For thermal motions of small spheres, theoretically the value of slope should lie 
between zero and one.  is equal to one for particles undergoing purely diffusive 
diffusion in viscous media, and zero for purely elastic confinement where the 
motion of the particles are completely arrested. For viscoelastic materials,   
should fall between zero and one. Evaluation of the Fourier transform leads to the 
following relation: 
  )(22 )(1)/1(Δ)(Δ[   irtrFi u                  (2-5) 
Substituting Equation (2-5) in to (2-2), the complex modulus can be written as: 
                                                                                 (2-6)    )(1)/1(Δ 2
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This method is very convenient to use. To minimize the errors when the MSD is 
highly curved and at the extremes of the frequency range, Dasgupta and Weitz 
(Dasgupta and Weitz 2005) developed another scheme by introducing a second-
order logarithmic derivatives of  tr 2 , β(), the extracted complex modulus 
can be expressed as follows: 
 
 
       2/11/12
*




ra
Tk
G B                   (2-7) 
where  is the gamma function. The real and imagine part of G*(ω), G'(ω) 
(storage modulus), and G"(ω) (loss modulus), respectively, are calculated as 
follows:  
                12/''2/'cos'1/1*'   GG         (2-8) 
                12/'1'2/'sin'1/1*''   GG      (2-9) 
where α΄() and β΄() are the local first- and second- order logarithmic 
derivatives of )(
* G .  
From the two dimensional particle motions, MSD, we calculated the 
interfacial loss and storage moduli at oil-water interfaces using Equation (2-7), (2-
8) and (2-9). It is important to note that although the developed one-particle 
microrheology is a powerful technique and has several advantages over traditional 
rheology, the full range of possibilities and limitations, has yet to be completely 
understood. For a tracer particle absorbed at a liquid-liquid interface, the 
wettability of the particle has a strong influence on the location of the particle at 
the liquid-liquid interface and its corresponding contact angle.  
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Figure 2.3. Dependence of apparent one-particle microrheology of PDMS-
water interface on the surface chemistry of the tracer particles. S-PS is in 
circle, C-PS is in square and A-PS is in triangle. The PDMS viscosities are 
(a) 350 cSt, (b) 5k cSt, (c) 20k cSt and (d) 60k cSt. 
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Therefore, we looked at the effect of tracer particle surface chemistry on 
one-particle interfacial microrheology at liquid-liquid interfaces. Figure 2.3 shows 
the one-particle microrheology results of oil-water interfaces using three different 
tracer particles, sulfate-treated (S-PS), carboxylate-treated (C-PS), and amine-
treated (A-PS) polystyrene, respectively. In contrast to one-particle bulk 
microrheology, the particle surface chemistry was found to affect the one-particle 
interfacial microrheology results significantly. At the PDMS oil (350 cSt)-water 
interfaces, three different tracer particles result in consistent purely viscous 
response. However, when the oil phase viscosity increases, the apparent one-
particle microrhoelogy of oil-water interfaces depends strongly on the nature of 
the tracer particles. Although other groups (Gardel, Valentine, et al. 2003; 
McGrath, Hartwig, and Kuo 2000) have reported the effect of particle size and 
surface chemistry on one-particle bulk microrheology, it is important to note that 
one-particle microrheology experiments of bulk PDMS and water show minimal 
dependence on these tracer particles. The hypothesis here is that the relatively 
hydrophobic particles (S-PS) are immersed more deeply in the PDMS oil phase; 
and thus mediate more oil-phase properties than the hydrophilic ones (C-PS and 
A-PS). Thus it is fair to conclude that one-particle interfacial microrheology is 
more sensitive to tracer particles comparing to the bulk microrheology, which 
limits the one-particle tracking technique and motivates the development and 
validation of two-particle interfacial microrheology at oil-water interfaces, to be 
presented in the next section.    
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2.3.2 Two-Particle Interfacial Microrheology at Oil-Water Interfaces 
From the previous section, we have seen that interfacial microrheology by 
one-particle tracking is more sensitive to the property of tracer particles 
comparing the bulk microrheology. Due to the limitations of one-particle tracking 
in measuring the interfacial property at liquid-liquid interfaces, we have 
subsequently developed interfacial microrheology by adopting two-particle 
tracking. These experiments were performed as those using one-particle tracking, 
except that pairs of particles adsorbed at the PDMS oil-water emulsion droplet 
interface are tracked. Instead of the mean square displacement (MSD), two-
particle microrheology tracks the distinct mean square displacement (MSDD), 
which is referred to as the cross-correlation function. The MSDD,
2 ( )
D
r  , can 
be calculated as follow (Crocker et al. 2000):  
2
,
2
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D i j t
r
r r t r t r R t
a
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
                (2-10) 
where  and  label different coordinates, Rij is the distance between Particle i 
and Particle j, as illustrated in Figure 2.4, and ( )
ijr R t     is the delta function. 
Equation (2-10) can be considered as the equivalent property comparing to the 
mean square displacement (MSD) and can be directly applied into Equation (2-7). 
The remaining calculation of the two-particle interfacial microrheology is similar 
to those described in one-particle interfacial microrheology.   
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Figure 2.4. Schematic illustration of the cross-correlated function, the 
distinct mean square displacement (MSDD), in two-particle 
microrheology. 
 
 
 
 
 
 
 
Figure 2.5. The typical confocal fluorescent (left) and differential 
interference (right) images of a pair of particles confined at the surface of 
an oil-in-water emulsion droplet attached to a substrate. The diameter of 
the particles is 0.2 m. 
 
Figure 2.5 shows typical experimental images of a pair of tracer particles 
confined at an oil-in-water Pickering emulsion droplet attached to a substrate. The 
tracer particles only diffuse at the liquid-liquid interface due to the high 
( , )ir t 
Particle i 
Particle j 
( , )jr t 
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desorption energy and the confocal microscope allows tracking particles only at a 
finite plane which can be approximated as two-dimensions. 
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Figure 2.6. (a) Comparison of two-particle bulk microrheology of PDMS 
oils of 10k cSt (circles) and 50k cSt (down triangles) obtained from C-PS 
with rheometer measurements (solid and dashed lines). (b) Influence of 
different tracer particles on two-particle microrheology results of the 
PDMS oil (50k cSt). The circles are obtained from A-PS, the triangles are 
from C-PS and the squares are from S-PS. Solid symbols are for the 
storage modulus and open symbols are for loss modulus. 
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For the purpose of methodology verification, Figure 2.6(a) compares the 
two-particle bulk microrheology of PDMS oils with the results obtained by a 
traditional mechanical rheometer. At relatively low frequencies, both G"(ω) and 
G'(ω) from the two-particle microrheology measurements are in good agreements 
with the traditional rheological measurements. A slight deviation can be observed 
at high frequencies and the exact reason is unclear. We have carefully evaluated 
the potential static and dynamic errors of our experiments and hypothesize that 
the deviation at high frequency region is possibly due to the limitation in fast 
scanning speed. In addition, Figure 2.6(b) clearly shows that the two-particle bulk 
microrheology is independent of the nature of the tracer particles. The two- 
particle tracking technique observes the cross-correlated movement between a 
pair of tracer particles (Crocker et al. 2000).
 
The Brownian motion of two separate 
tracers is statistically correlated, since they are both carried along by the 
Brownian motion of the segment of the material spanning between them. Thus the 
microrheology of two-particle tracking directly reflects the mediated medium, not 
the local environment of individual tracer particles, and does not dependent on the 
size, shape or surface chemistry of the tracer particles and the interactions 
between tracers and the media. This has been successfully demonstrated for the 
measurement of bulk microrheology. The first application of two-particle 
microrheology is guar solution, in which the two-particle microrheology agrees 
more closely with bulk behavior measured by a conventional rheometer than the 
one-particle method (Crocker et al. 2000). By comparing one-particle and two-
particle microrheology of actin-scruin networks, Valentine and coworkers 
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(Valentine et al. 2004) again
 
demonstrated that two-particle correlation analysis 
can successfully eliminate the differences arising from the surface chemistry of 
different tracer particles.   
Now let’s look into two-particle interfacial microrheology. Figure 2.7 (a) 
plots the MSDDs as a function of time interval of three different tracer particles at 
the PDMS (50k cSt)-water interface. In order to obtain statistically meaningful 
results, MSDD is always averaged over at least 200 tracer particle pairs for a wide 
range of different particle spacing from 3m to 25 m. The corresponding 
calculated G"(ω) and G'(ω) are shown in Figure 2.7(b). In sharp contrast to the 
strong dependence of tracer particles (especially at high oil viscosities) of one-
particle interfacial microrheology, the two-particle interfacial microrheology has 
minimal dependence on the property of tracer particles. In the previous work (Wu 
and Dai 2007), we attributed the strong tracer dependence of one-particle 
interfacial microrheology to the different immersion depth of the particles at oil-
water interfaces. Such effect became prominent when the interface comprised 
high viscosity oils and led to different results in one-particle interfacial 
microrheology. In contrast, the interfacial two-particle microrheology doesn’t rely 
on the Brownian motion of any individual particles which can be largely triggered 
by its local interactions with the medium, but depends on the cross-correlation 
between a pair of particles which is driven by the fluctuation of the medium. 
Although the tracer particles may reside at oil-water interfaces with different 
immersion depths due to surface wettability, such effect is minimal in two-particle 
interfacial microrheology. The tracer independence is critical to extract 
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meaningful properties on interfacial rheology and opens new avenues to examine 
the interfacial rheology of more complex systems. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.7. Two-particle interfacial microrheology at a PDMS (50k cSt) 
oil-water interface using different tracer particles: S-PS (squares), C-PS 
(triangles), and A-PS (circles). Top panel: MSDD; Bottom panel: G'(ω) 
and G"(ω).                             
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Figure 2.8. Two-article interfacial microrheology results of PDMS-water 
interfaces with different oil Phase viscosity: 1k cSt (circles), 22k cSt 
(triangles), and 60k cSt (squares). Top panel:  G"(ω); bottom panel: G'(ω). 
 
Finally, Figure 2.8 shows the measured G"(ω) and G'(ω) of the PDMS- 
water interfaces with different oil phase viscosities by using two-particle tracking. 
The loss moduli G"(ω), within the experimental frequency range (0.05-10 rad/s), 
dominate at the tested oil-water interfaces. For the interfacial behavior at low 
frequencies, G"(ω) is approximately proportional to 1. Rajagopalan and co-
workers (Sohn, Rajagopalan, and Dogariu 2004) have evaluated the “broad 
interface” when an ethylene glycol solution is in contact with a polyethylene 
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oxide solution. Their work shows that in the vicinity of the interface, G"(ω) 
dominates the rheological responses and varies linearly with frequency, for  
below 10
3
 rad/s. The elastic modulus G (´ω) has a variable frequency dependence 
with the slope between 1-2 (Sohn, Rajagopalan, and Dogariu 2004). Here the 
frequency dependence of G (´ω) is uncertain, possibly due to our limited 
experimental short range of frequencies as well as the uncertainties of the high 
frequency measurements. Future work will require instrumentation with a faster 
imaging capability. 
2.4 Conclusion 
In summary, we have studied both one-particle and two-particle interfacial 
microrheology at polydimethylsiloxane (oil)-water interfaces by means of laser 
scanning confocal microscopy. The loss and storage moduli at the oil-water 
interfaces are successfully measured using tracer particles with different surface 
chemistry. In sharp contrast to one-particle interfacial microrheology, in which 
the measured microrheological results depend largely on the surface chemistry of 
tracer particles, the work here suggests that two-particle tracking significantly 
minimizes the tracer particle effect. The viscous response dominants the oil-water 
interfaces and varies linearly with the frequency over the experimental range of 
the oil viscosity and frequency. 
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Chapter 3 
APPLICATIONS OF TWO-PARTICLE INTERFAICAL MICRORHEOLOGY 
TO POLYMER-POLYMER INTERFACES 
3.1 Introduction 
Polymers are widely used in various fields of human daily life and activity 
such as industry, agriculture, science, engineering, and all types of transport. We 
cannot imagine our everyday life without employing a variety of polymeric 
materials. This has led to world-wide polymer consumption of over 100 million 
tons per year (Salamone 1996). Among this quantity, nearly 30% of the polymer 
usage is associated with polymer blends, which has been steadily increasing at a 
rate of 9% annually. A rough estimate of the world market in 2000 for polymer 
blends was approximately 51 million tons, which corresponded to $200 billion 
annual business (Utracki 2002). Physical blending of individual polymers 
provides a facile method to alter and improve mechanical, electronic, or other 
physical properties of materials. The key attractiveness of polymer blends lies in 
the fact that the mixing leads to an easy and often relatively inexpensive way to 
produce new materials with designed properties that can be tailored for specific 
applications without complicated chemical synthesis (Das et al. 2005). However, 
most polymer pairs are immiscible, thus polymer blending has also been 
identified as the most versatile and economical method to produce new 
multiphase polymeric materials that are able to satisfy the complex demands for 
performance (Harrats, Thomas, and Groeninckx 2006). The two polymers in the 
72 
polymer blends often have complimentary properties and the blending allows one 
to meet the multiple demands in applications. 
The industrial importance of polymer blends has lead to extensive 
experimental and theoretical work (Yavari et al. 2005; Tadros 1994; Asthana and 
Jayaraman 1999; Lamnawar and Maazouz 2006; Castro, Carrot, and Prochazka 
2004; Peters, Zdravkov, and Meijer 2005; Keestra et al. 2003; Bousmina 1999; 
Pal 2002; Okamoto et al. 2008; Ajili, Ebrahimi, and Ansari 2008; Okamoto and 
Takahashi 2008; Sailer and Handge 2008). Two critical properties in the design 
and application of polymer blends are the morphology of the phase separated 
domains and the interface between the two phases. However, many unsolved 
problems and challenges still exist that limit the ability for a priori control of the 
morphology and interface. Among these, one critical challenge to enable 
improved fundamental understanding of polymer blends is to “develop methods 
for characterization of the interfacial region” (Harrats, Thomas, and Groeninckx 
2006). Unfortunately, the interface is not fully understood and there are limited 
experimental characterization methods for the interfacial region. This challenge 
provides motivation for this work.   
Amongst the tremendous work on understanding the fundamentals of 
polymer blends, one focus has been on the rheology of polymer blends which is 
critically important in their processing. These rheological properties of the 
polymer blends are generally closely related to the blend morphology, in 
particular, for the two-phase microstructure. Similar to most other polymeric 
materials, the rheology of polymer blends is discussed in terms of viscoelasticity, 
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which can be characterized experimentally using a conventional mechanical 
rheometer. The typical experimental protocol for elucidating the viscoelasticity of 
polymer blends involves measuring the mechanical responses as a function of 
oscillatory frequency at temperatures of interest. Theoretically, the viscoelasticity 
of polymer blends is frequently described in the format of Palierne’s model 
(Palierne 1990) which assumes that interfacial tension gives rise to an excess of 
elasticity due to the variation of the interfacial area upon shear deformation 
(Castro, Carrot, and Prochazka 2004). Shortly after the publication of Palierne’s 
model, Doi and Ohta (Doi and Ohta 1991; Lee and Park 1994), followed by Lee 
and Park (Lee and Park 1994), suggested that interfacial tension leads to an extra-
stress contribution and an interfacial structure is hypothesized as a result of the 
competition between flow and interfacial tension (Lee and Park 1994). 
However, there are often many quantitative inconsistencies between 
experimental results and theoretical predictions for the rheological properties of 
polymer blends. More importantly for industrial purposes, although the 
rheological properties of bulk polymer blends are anticipated to provide insights 
of the microstructure of polymer blends, there are many discrepancies which have 
been illustrated that limits the predictive ability of bulk rheological properties to 
elucidate information regarding the microstructure (Fortelny and Kovar 1988; 
Elmendorp and Vandervegt 1986; Guido and Simeone 1998; Guido, Simeone, and 
Villone 1999; Lyu, Bates, and Macosko 2002). These discrepancies are most 
likely, due to the complex interfacial properties and the mutual interaction 
between the polymers (Peters, Zdravkov, and Meijer 2005). The dynamics of the 
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polymer-polymer interfaces is one important factor determining the final 
morphology of a polymer blend. Unfortunately, measuring the interfacial 
rheological properties, such as the loss modulus, storage modulus, relaxation time, 
and viscosity, remains to be challenging. Thus a more generalized and accessible 
metrology for characterization of polymer-polymer interfaces is desired. One 
novel experimental device, an interfacial stress rheometer, developed by Fuller’s 
group has been used to study the rheology of Langmuir films at the air-water 
interface (Brooks et al. 1999; Yim, Rahaii, and Fuller 2002; Brooks et al. 2002). It 
induces the oscillation of a magnetized rod floating at the interface by applying a 
magnetic field gradient. In this chapter, we will employ the validated two-particle 
interfacial microrheology to investigate the viscoelastic properties of polymer-
polymer interfaces (Song and Dai 2010).  
Table 3.1. Physical properties of polystyrene particles used in the experiments 
Sample Surface chemistry Size (m) 
Surface charge 
(C/cm2) 
S-PS Sulfate-treated 
0.04 ± 0.003 
0.21 ± 0.01 
1.0 ± 0.03 
2.3 
2.45 
2.9 
C-PS Carboxylate-treated 0.21 ± 0.02 26.4 
A-PS Amine-treated 0.21 ± 0.01 93.7 
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3.2 Materials and Experiments 
3.2.1 Materials 
PDMS (Rhodorsil Fluid 47V series, Rhodia Silicones) has a kinetic 
viscosity ranging from 50 to 60,000 cSt (corresponding to 0.048 to 58.4 Pa
.
s) at 
25
o
C and viscoelasticity becomes prominent when the viscosity is above 5,000 
cSt. PEG with molecular weight of 200 (PEG200) (Acros Organics) is nearly 
Newtonian, with the viscosity of 0.052 Pa
.
s. PEG is stored in a sealed cell 
containing P2O5 (a highly hygroscopic chemical) to remove any moisture content 
then immediately used as dispersing phase in PDMS to minimize subsequent 
moisture adsorption. PDMS and PEG are well-documented in the literature in 
terms of immiscibility. An additional advantage of this system as a model system 
is the wide range of molecular weight that is available for both polymers, which 
corresponds to a broad range of viscosity. PDMS and PEG are both stable and 
completely immiscible at room temperature. Negatively charged sulfate-modified 
polystyrene (S-PS) fluorescent microparticles (Molecular Probes) with a density 
of 1.055 g/cm
3
 were used as tracer particles. The diameter of the particles ranges 
from 0.04 to 1.0 m although the particles with the diameter of 0.2 m were used 
as primary tracers unless noted. 
3.2.2 Experimental Methods 
The polystyrene microparticles were first dried in a vacuum oven at 40
o
C 
for about 3 hours and re-dispersed into the continuous PEG phase. 10 wt% of 
PDMS oil was added to make the emulsions by using an ultrasonic processor, 
Sonics VibraCell, 500 watt model. The obtained sample was sealed in the 65-m-
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thick cell made of two microscope glass slides. After equilibrating for at least 3 
hours at room temperature, the sample was imaged using a confocal laser 
scanning microscope, Leica SP5 (oil-immersion objective: 63x; N.A.: 1.4). For 
each image series, the motions of the tracer particle pairs confined at the PDMS-
PEG interface were recorded for 1500 frames at a rate of 0.127 s/frame under 
ambient conditions. Through recording the video of the particle motion in the 
confocal microscope, we can clearly tell that the microparticles confined at the 
interfaces are dominated by a two dimensional motion behavior. We choose to 
track the motion the particles at the very top of the emulsion droplet in order to 
eliminate the droplet curvature effects and the particle can move freely.  
We analyze the image series by tracking the center position of the tracer 
particles and calculate the distinct mean square displacements (MSDD), 
2 ( )
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where t is the absolute time and  is the lag time,  and  label different 
coordinates, Rij is the distance between particle i and particle j. Then we average 
the MSDD results over a large amount of image series, collected from different 
droplet, until we get smoothed data. The extracted complex modulus is expressed 
(Mason 2000) as:  
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where a is the radius of tracer particle, ω is the frequency, ( )   is the local first 
logarithmic derivative of 
D
r  (2 , given by 


/1
2 )ln()(ln(

tdrd
D
, 
corresponding to the local power law relation of  
D
r (2 . Finally, the 
storage modulus )(' G and loss modulus )(" G  are given as (Mason 2000): 
)2/)(cos()()(' *  GG                               (3-3) 
)2/)(sin()()(" *  GG                               (3-4) 
The bulk rheology of PDMS and PEG polymers was measured by AR-G2 
mechanical rheometer (TA instruments) at 25 °C. The linear viscoelastic region is 
determined by performing the strain sweep at the frequency of 1 rad/s. The linear 
storage and loss moduli as a function of frequency were measured by oscillatory 
frequency sweep at the constant strain of 1%. The viscosities of all the bulk 
polymers were measured from the steady state flow curve.  
3.3 Results and Discussions 
3.3.1 Two-Particle Interfacial Microrheology at PDMS-PEG Interfaces 
In Chapter 2, we have shown that the two-particle bulk microrheology of 
pure PDMS phase (see Figure 2.6) is reasonably consistent with the conventional 
rheology measured by a mechanical rheometer. Again, for the purpose of method 
verification, we first performed the two-particle bulk microrheological 
measurements of pure PEG200 phase by using S-PS particles with diameter of 1.0 
m and compared the results with the rheometer measurements. As shown in 
Figure 3.1, as expected, only loss modulus can be detected and the result obtained  
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Figure 3.1. Comparison between two-particle microrheology and 
conventional rheology of bulk PEG200. The tracer particles used are S-PS 
with diameter of 1.0 m. 
 
by two-particle microrheology is in good agreement with that by the rheometer. 
In many bulk systems, there is the possibility that the surface chemistry of 
the tracer particles may change the local structure of the medium due to the 
interaction between the tracers and the medium, which leads to erroneous 
measurements of microrheology. Therefore, it is necessary to test the surface 
chemistry effect when we work with a new system. In Chapter 2, we have shown 
that this surface chemistry effect is significant in one-particle interfacial 
microrheology at PDMS oil-water interfaces, whereas two-particle tracking 
greatly minimizes this effects. Then one intuitive question to ask is whether the 
two-particle interfacial microrheology can also overcome this limitation when it is 
applied to a two-dimensional polymeric system. In order to address this question, 
we first looked into the effects of the particle surface chemistry on the two-
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particle interfacial microrheology at PDMS-PEG interfaces. We have chosen two 
systems composed of high-viscosity PDMS and PEG200 to test the surface 
chemistry effects. The comparison of the two-particle interfacial storage and loss 
moduli of the PDMS-PEG systems obtained from relatively hydrophobic S-PS 
and hydrophilic C-PS particles are shown in Figure 3.2. As expected, particle 
surface chemistry has a negligible effect on the two-particle interfacial 
microrheology at PDMS-PEG interfaces, which demonstrates that it can be 
employed to measure the viscoelastic properties at polymer-polymer interfaces. 
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Figure 3.2. Two-particle interfacial storage modulus (solid symbols), and 
loss modulus (open symbols) obtained from S-PS particles (triangles) and 
C-PS particles (circles) at PDMS-PEG 200 interfaces. PDMS viscosity is 
30k cSt and 60k cSt in (a) and (b), respectively. The diameter of the tracer 
particles is 0.2 m. 
(a) 
(b) 
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Up to now, we have demonstrated that the tracer particle surface chemistry 
effect is significantly minimized in two-particle tracking at both PDMS-water (as 
seen in Chapter 2) and PDMS-PEG interfaces. In addition, we have also 
investigated the potential influences of the tracer particle size. The experiments 
were performed by using S-PS tracer particles with varying diameter ranging 
from 0.04 to 1.0 m. Figure 3.3(a) shows the MSDDs of different tracer particles 
at PDMS (60k cSt) – PEG 200 interface. Although, as expected, MSDD exhibits 
changes in magnitude as the particle size is varied, the local slopes  of  
 
D
r (2  for different size tracer particles match reasonably well, which is 
shown by the parallelism of the three fitting lines in Figure 3.3(a). The two-
particle interfacial storage and loss moduli at the interface are plotted in Figure 
3.3(b), which clearly shows that different tracer particles with varying size result 
in consistent interfacial microrheology responses over the entire experimental 
frequency range probed. Remarkably, the 40 nm tracer particles can probe the 
interfacial microrheology as accurately as the micro-sized particles over the entire 
frequency range, indicating the potential of nanorheology by using nanoparticles 
as tracers, which has been suggested by our molecular dynamics simulation work 
(to be presented in Chapter 4) (Song, Luo, and Dai 2010). This is important 
because of the difficulty in characterizing the properties and local structure of 
nanoscale materials.  
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Figure 3.3. (a) MSDDs of S-PS particles at PDMS (60k cSt)-PEG 200 
interface. The parallel fitting lines to the MSDD data show that the 
different size tracer particles result in consistent local slopes for the 
scaling of 
 
D
r (2 . (b) Comparison of two-particle interfacial 
storage and loss moduli at PDMS (60k cSt)-PEG 200 interface obtained 
from tracer particles with different diameter.  
 
 (rad/s)
10-1 100 101 102
G
' 
(P
a
)
10-2
10-1
100
101
G
"
 (
P
a
)
10-1
100
101
0.04 m 
0.2 m 
1.0 m 
 (sec)
10-1 100 101 102
M
S
D
D
 <
r
2
>
D
 (

m
2
)  
10-4
10-3
10-2
10-1
100
0.04 m
0.2 m
1.0 m
(a) 
(b) 
82 
So far, we have seen that two-particle interfacial microrheological 
measurements at PDMS-PEG interfaces is independent of either the particle 
surface chemistry or particle size, which suggests the validity of this technique to 
be applied to polymer-polymer interfaces. Figure 3.4 plots the MSDDs of S-PS 
tracer particles as a function of time intervals at the PDMS-PEG interfaces with 
different PDMS viscosity. To obtain statistically meaningful results, MSDD is 
averaged over at least 500 tracer particle pairs for a wide range of different 
particle spacing. We first fitted the MSDD by a second-order polynomial function 
in the logarithmic plane and then calculated the corresponding G"(ω) and G'(ω) 
from the fitting lines, as shown in Figure 3.5. For all three tested systems at low 
frequencies, the interfacial loss modulus, G"(ω), is dominant and shows the 
classical polymer behavior with G"(ω) ~ ω1. In the same terminal region, the 
interfacial storage modulus, G'(ω), has variable frequency dependences with 
slopes of between 1 and 2, which deviates from classical bulk polymers with 
G'(ω) ~ ω2.  Recent studies on co-continuous polymer blends have shown similar 
behaviors in that the storage modulus has a terminal slope of less than 2 
(Galloway and Macosko 2004; Yu, Zhou, and Zhou 2010). For  example, 
Galloway and Macosko (Galloway and Macosko 2004) have investigated the 
poly(ethylene oxide)/polystyrene (PEO/PS) blends and observed an enhanced 
G'(ω) and a change in the frequency dependence (of <2) at low frequencies and 
have attributed these changes to the contribution of the polymer-polymer interface 
relaxation. At high frequencies, G'(ω) becomes comparable to G"(ω), and the 
crossovers of G'(ω) and G"(ω) appear at frequencies below 50 rad/s. These 
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observations agree well with the recent work done by Sohn and co-workers 
(Sohn, Rajagopalan, and Dogariu 2004), who have shown that in the vicinity of 
(either with a slightly positive or negative distance away from the critical 
interface line) an interface formed by ethylene glycol and poly(ethylene oxide) 
solution, G"(ω) dominates the rheological responses at low frequencies; and 
G"(ω) ≈ G'(ω) at high frequencies. 
 
 
 
 
 
 
 
 
 
 
Figure 3.4. MSDDs of 0.2 m diameter S-PS particles at PDMS-PEG 
interfaces. The solid lines are the best fit to the MSDD data by a second-
order polynomial function.  
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Figure 3.5. The corresponding calculated two-particle interfacial 
microrhoelogy from the fitting lines of MSDD in Figure 4.3. The arrows 
indicate the crossovers of the interfacial loss and storage moduli. 
 
In general, for a polymeric system, the interfacial viscoelasticity arises 
from the dynamic relaxation process at the interface. By comparing the results for 
the three systems in Figure 3.5, we noticed that the crossover of the interfacial 
loss and storage modulus, which is related to the interfacial relaxation time,  
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Figure 3.6. Comparison of relaxation times of PDMS-PEG200 interfaces 
with those of pure PDMS phases as a function of PDMS viscosity. The 
relaxation times of PDMS bulk polymers were estimated by best fitting 
the bulk rheology based on the single-relaxation time Maxwell model. 
Solid lines are power law fits to the data.  
 
slightly moves to lower frequencies with increasing viscosity of the PDMS phase. 
We estimated the interfacial relaxation time of PDMS-PEG interfaces from the 
reciprocal of the cross point of storage and loss moduli. The relaxation time of the 
interface obtained from microrheology and the relaxation time for pure PDMS 
polymer obtained from traditional rheology are plotted in Figure 3.6 as a function 
of PDMS viscosity. The relaxation time of pure PDMS is obtained by a best fit of 
the rheological data to the Maxwell model (Ferry 1980). For a pure PDMS 
polymer, the relaxation time is linearly proportional to the PDMS viscosity, 0 
η1. Interestingly, the relaxation time of the PEG-PDMS interface is nearly an 
order of magnitude larger than that of the PDMS bulk phase. In addition, we 
observed a much stronger increase in the interfacial relaxation time with PDMS 
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phase viscosity 0 η
1.5
. Although we suggest that these observations are due to 
the dynamics and complexity of the interface, no detailed mechanisms can be 
offered. Considering both the enhanced shear thinning and prolonged relaxation 
time, it is possible that the interface is more structured than the bulk phase. 
3.3.2 Interfacial Viscosity through Two-Particle Interfacial Microrheology  
Most emulsion industries such as cosmetics, agrochemical, foods, paints, 
pharmaceuticals and oil industries have to deal with liquid-liquid interfaces every 
day. The viscous property at the interfaces formed between two immiscible 
liquids, such as oil-water and polymer-polymer, can be key factors in determining 
the property and stability of the final emulsion products. Interfacial viscosity at 
liquid-liquid interfaces has been studied mostly by theoretical methods and 
computational simulations. Various theoretical and computational work (de 
Gennes 1979; Hong and Noolandi 1981; Furukawa 1989; Barsky and Robbins 
2001; Goveas and Fredrickson 1998; Sanchez 1992) have suggested that the 
interfacial viscosity of the polymer-polymer interfaces are significantly different 
compared to those of the bulk individual polymers, especially when the two 
polymers are completely immiscible. For instance, Goveas and Fredrickson 
(Goveas and Fredrickson 1998) have developed constitutive equations and 
predicted that the viscosity of an interface made from a symmetric polymer blend 
is significantly lower in comparison to its bulk phase viscosity. Barsky and 
Robbins (Barsky and Robbins 2001) have performed non-equilibrium molecular 
dynamics (MD) simulations to investigate the structural properties and viscous 
response of interfaces made from symmetric polymer blends; their work also 
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suggests that the viscosity at the interfacial region is lower than that of the bulk 
blend due to boundary slip. The reduced interfacial viscosity is likely due to the 
structure of the chain segments at the interfaces; for example, de Gennes (de 
Gennes 1979) suggested that this interface is composed primarily of chain loops. 
However, experimental technique to measure the interfacial viscosity 
remains to be challenging. Only recently, X-ray photon correlation spectroscopy 
(XPCS) has been employed in a surface standing wave geometry to study the 
interfacial property between polystyrene and poly(4-bromo styrene) (Hu et al. 
2006; Yang, Zhao, and Han 2008). By measuring the relaxation time, the 
predicted viscosity of the bilayers was found to be lower than that of the 
homolayers. XPCS provides experimental evidence to the theoretical and 
computational hypothesis of the low interfacial viscosity (Hu et al. 2006; Yang, 
Zhao, and Han 2008), but requires synchrotron radiation and is limited to blends 
with large x-ray contrast. Thus a more generalized and accessible metrology for 
characterization of the viscosity at liquid-liquid interfaces is highly required. 
In this work, we propose an experimental method of measuring the 
interfacial viscosity through adopting the technique of two-particle interfacial 
microrheology. By tracking the cross-correlated motions of tracer particle pairs 
embedded at the interfaces, we have been able to measure the interfacial storage 
and loss moduli at oil-water and polymer-polymer interfaces over a wide 
frequency range. Here we will estimate the viscosity of the polymer-polymer 
interface probed from interfacial microrheology. The fundamental basis of this 
method is to determine the interfacial viscosity of polymer-polymer interfaces 
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through the measurements of the interfacial microrheology. The magnitude of 
complex viscosity for a polymeric system can be expressed as (Macosko 1994): 
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For purely viscous simple fluids, the viscosity can be simply calculated by: 
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Based on Equations (3-5) and (3-6), we calculate the value of the interfacial 
viscosity from the interfacial loss modulus )(" G and storage modulus )(' G , 
which are obtained from the interfacial microrheological measurements.  
(rad/s)
10-1 100 101 102 103

*
(
P
a
.s
)
10-1
100
101
102
PDMS10k-PEG
PDMS30k-PEG
PDMS60k-PEG
 
Figure 3.7. The complex viscosity * of PDMS-PEG200 interfaces, along 
with the viscosity of PDMS bulk phase, as a function of frequency  
Open symbols are for the interfaces, and solid symbols are for the bulk 
PDMS. The interfacial viscosity values are calculated by Equation (3-5). 
The interfacial viscosity curve *() is equivalent to the shear viscosity as 
a function of shear rate () by assuming the polymer interface obeys the 
Cox-Merz rule. The lines are the best fits to the data by the Cross model. 
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We started our work with PDMS-PEG interfaces by choosing the viscosity 
of PDMS is above 10k cSt. We calculate the interfacial complex viscosity of three 
PDMS-PEG200 systems through the values of G"(ω) and G'(ω) and compare 
with those of PDMS bulk polymers, as shown in Figure 3.7. Here, PEG200 is 
nearly Newtonian and has a viscosity of only 0.052 Pa
.
s. Obviously, the PDMS-
PEG interfaces have significantly lower interfacial complex viscosities comparing 
to their corresponding PDMS bulk phases and shear-thinning behavior is more 
prominent. This may indicate that the polymer-polymer interface is more 
structured than either of the bulk polymers. Cox-Merz rule (Macosko 1994) is an 
empirical relationship between the linear (oscillatory) and nonlinear (steady-state) 
viscosities, and it has been shown to be valid for most of the polymeric systems, 
although it may not be applicable for Boger fluids and certain other dilute 
polymer solutions (Alhadithi, Barnes, and Walters 1992). Cox-Merz rule states 
that the shear rate dependence of the steady state shear viscosity ),(  is equal to 
the frequency dependence of the complex viscosity )(*  . By assuming the 
viscosity of the interface follows the Cox-Merz rule, we can take the interfacial 
complex viscosity data )(*  as shear viscosity )( .  
Several models have been proposed to describe the steady state shear 
viscosity as a function of shear rate. For example, the most widely used power 
law model written in the form of general viscous constitutive equation (Macosko 
1994): 
1 nm                                                            (3-7) 
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where  is the steady shear viscosity,  is the shear rate. In the processing range 
of many polymeric liquids and dispersions, power law model provides a good 
approximation of the data. At high shear rate,  >1, this model has been 
extensively used in polymer process models with m representing a function of 
temperature. However, one obvious disadvantage of power law is that it fails to 
describe the low shear rate region. Because for most of the shear shinning fluids, 
n is less than 1,   goes to infinity as the shear rate approaching to zero. So it is 
deviates from the experimental observation that the viscosity goes to a constant 
zero-shear viscosity 0 . Another widely used model is Cross model, which is 
written as (Macosko 1994): 
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Typically 0 >>  , so at low shear rate,  goes to 0 and at high shear rate,   
goes to  . By fitting the data with different viscosity models, we have found that 
the Cross model can provide a very good fit to the interfacial viscosity data. By 
employing the Cross model, we obtained zero shear viscosity 0 . It turns out the 
interfacial viscosity of the above three systems falls between the bulk viscosity 
values of PDMS and PEG. The viscosity values are shown in Table 3.2.  
Since the above systems only include the asymmetric pairs of PDMS and 
PEG with significantly different molecular weight and viscosity, we subsequently 
measured interfacial viscosity of the relatively symmetric pair conducted by 
PEG200 and PDMS with viscosity of 350 cSt (PDMS350). As expected, this  
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Figure 3.8. The interfacial loss modulus of PDMS350-PEG200 interface 
by two-particle interfacial microrheology using S-PS particles with 
diameter of 1.0 m. The line is the best fit to the data.  
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Figure 3.9. The interfacial loss modulus of PDMS50-PEG200 interface 
obtained by two-particle interfacial microrheology using S-PS particles 
with diameter of 1.0 m. The line is the best fit to the data.  
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interface is purely viscous with the loss modulus G"(ω) changing linearly with 
frequency over the entire experimental frequency range, as shown in Figure 3.8. 
Thus, we calculate the interfacial viscosity from the slope of the line based on 
G"(ω) = ω.  Interestingly, for this nearly symmetric pair, the interfacial viscosity  
is close to the bulk viscosity of the PEG phase, which suggests that there is 
minimal slip at the interface.  
Furthermore, we lowered the viscosity of PDMS phase to 50 cSt 
(PDMS50), and performed the two-particle microrheological measurements. For 
this system, the viscosity of two bulk phases is fairly close, which makes them a 
nearly symmetric polymer pair. The interfacial loss modulus of PDMS50-PEG200 
is plotted in Figure 3.9. The interfacial viscosity, calculated from the slope of 
interfacial loss modulus, is 0.024 Pa·s. In this case, unexpectedly, interfacial 
viscosity is less than that of either PDMS50 or PEG200. The underlying 
mechanism for this low interfacial viscosity is still not clear. The interfacial 
viscosity values of the five PDMS-PEG interfacial systems, along with the bulk 
viscosity of each bulk component, are listed in Table 3.2.  
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Table 3.2. Comparison of interfacial viscosity of PDMS-PEG interfaces with bulk 
viscosity of component polymers 
 
Systems 
 Bulk viscosity (Pa·s) 
     PEG200       PDMS 
Interfacial viscosity 
(Pa·s) 
a
 PDMS50-PEG200
 
a
 PDMS350-PEG200 
b 
PDMS10k-PEG200 
b 
PDMS30k-PEG200 
b 
PDMS60k-PEG200 
0.052 
0.052 
0.052 
0.052 
0.052 
0.048 
0.34 
  9.2 
28.5 
56.3 
0.024 
0.055 
4.0 
5.2 
9.1 
 
 a
The interfacial viscosity is calculated from G"(ω)/ω obtained from the interfacial 
microrheological measurements.  
b
The interfacial viscosity is obtained by best fitting the data in Figure 4.7 to the 
Cross model. 
3.4 Conclusion 
In this chapter, we continue to validate two-particle interfacial 
microrheology and have applied the technique to study the viscoelastic properties 
of immiscible polydimethylsiloxane-polyethylene glycol interfaces. The measured 
interfacial properties at the polymer-polymer interface, including the storage and 
loss moduli as well as the interfacial relaxation time, are significantly different 
comparing to either of the bulk polymer components. The interfacial storage and 
loss moduli are measured over a wide frequency range: at low frequencies, the 
interfaces are dominated by viscous responses whereas elasticity dominates at 
high frequencies. For interfaces conducted by asymmetric polymer pairs, the zero-
shear interfacial viscosity, estimated from the Cross model, falls between the bulk 
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viscosities of two individual polymers. Whereas, in the case of interface 
composed of nearly symmetric pairs, interfacial viscosity is less than that of two 
bulk polymer components. Surprisingly, the interfacial relaxation time, estimated 
from the crossover of the storage and loss moduli, is observed to be an order of 
magnitude larger than that of the PDMS bulk polymers. The effects of tracer 
particle surface chemistry and size have also been investigated and show 
minimum influences of the viscoelastic properties of the polymer-polymer 
interfaces. The results here further demonstrate the wide applicability of two-
particle interfacial microrheology and open new avenues to examine more 
complex two-dimensional liquid systems.  
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Chapter 4 
UNDERSTANDING NANOPARTICLE DIFFUSION AND EXPLORING 
INTERFACIAL NANORHEOLOGY USING MOLECULAR DYNAMICS 
SIMULATIONS 
4.1 Introduction 
Since Einstein’s famous publication (Einstein 1905) on Brownian motion, 
it is well-known that for a spherical particle larger than the solvent molecules, the 
diffusion of the particle in a low-viscosity medium can be predicted by the 
Stokes-Einstein (SE) equation: 
6
Bk TD
a
                                                          (4-1) 
where D is the diffusion constant, Bk is Boltzmann’s constant, T is the absolute 
temperature,  is the viscosity of the fluid, and a is the particle’s radius. 
However, the motion of the particle suspended in a complex fluid can be very 
different due to the viscoelastic property of the complex fluid. Another important 
remaining unanswered question is whether or not the SE equation is applicable to 
the diffusion of nanoparticles. For example, Tuteja et al (Tuteja et al. 2007) 
reported that cadmium selenide nanoparticles (hydrodynamic radius of 4.7 nm) 
diffuse approximately 200 times faster in a polystyrene melt than prediction from 
the SE equation by using X-ray photon correlation spectroscopy (XPCS). 
Understanding nanoparticle diffusion is important due to the tremendous 
applications of nanoparticles and “any study targeting the spatial assembly of 
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nanostructures requires an understanding of the nanoparticle dynamics to 
delineate the kinetics” (Tuteja et al. 2007).  
Furthermore, a relatively new technique based on microparticle motion 
called microrheology, pioneered by Mason and Weitz (Mason and Weitz 1995; 
Mason, Gang, and Weitz 1997; Mason et al. 1997; Mason 2000), has received 
increasing attention. In microrheology, the particle motion is directly related to 
the shear modulus of the medium by the generalized Stokes-Einstein relation 
(GSER) (Mason and Weitz 1995): 
( )
( )
Bk TG s
as r s


                                              (4-2) 
where Bk is the Boltzmann’s constant, T is the absolute temperature, a is the 
particle’s radius, and )(~ sr is the unilateral Laplace transform of the mean 
square displacement )(~ r of the particle. Accordingly, the rheological 
properties of the material can be extracted by tracking the movements of 
individual Brownian microparticles embedded in the material. Microrheology has 
received increasing attention since it not only overcomes the volume limitations 
of the biomaterial samples (for example, the living cells) but also allows us to 
obtain extended high frequency responses. More importantly, it allows 
investigation of the local inhomogeneity of material. As a result of all these 
strengths, microrheology has lead to advancements in many research fields such 
as living cells (Fabry et al. 2001; Gardel et al. 2006; Gardel, Valentine, et al. 
2003; Palmer et al. 1999; Tseng, Kole, and Wirtz 2002), hydrogels (Mahaffy et al. 
2000), polymer solutions (Dasgupta and Weitz 2005; Dasgupta et al. 2002),
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membranes (Saxton and Jacobson 1997; Helfer et al. 2000), and various soft 
biomaterials. Most of the microrheology experiments involve using microparticles 
as tracers, often due to the limited experimental particle tracking techniques on 
ultra-small particles. One intuitive question to ask is whether or not nanorheology 
can be developed based on the diffusion of nanoparticles since nanoscale 
materials or structures become increasingly important.   
In Chapter 2 and 3, we have discussed the work of developing interfacial 
microrheology at liquid-liquid interfaces (Wu and Dai 2007; Wu and Dai 2006, 
Wu, Song, and Dai 2009, Song and Dai 2010), which is important in 
understanding many phenomena such as stabilizing and processing of foams and 
emulsions (Langevin 2000; Dicharry et al. 2006), proteins films (Dickinson 2001; 
Murray et al. 2002), biomembranes, and Langmuir-Blodgett films. The single-
particle tracking technique has been successfully validated at oil-water interfaces 
and the complex, loss, and storage moduli of oil-water interfaces as a function of 
frequency measured from microrheology are compared with those of bulk oils 
measured from a conventional rhoemeter and developed bulk microrheology (Wu 
and Dai 2007; Wu and Dai 2006). However, we found that the nature of the tracer 
particles plays an important role in the single-particle apparent microrheology at 
the oil-water interfaces, especially when the oil is viscoelastic. One challenge in 
the experimental work is the difficulty to quantify the exact immersion depths of 
the different tracer particles at oil-water interfaces. In this Chapter, we perform 
molecular dynamics (MD) simulations to investigate the diffusion of 
nanoparticles and explore the potential of developing single-particle nanorheology 
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based on the motion of the nanoparticles (Song and Dai 2010). MD simulation has 
been a powerful tool for obtaining molecularly detailed information and the 
underlying physics of various systems. Here we use MD simulation as a tool since 
it offers unique opportunities to explore the dynamics of nanoparticles with 
particle size beyond experimental capability and more importantly, well-defined 
oil-water interfaces may reveal precise location of the nanoparticles at oil-water 
interfaces.  
4.2 Simulation Methodology 
All MD simulations have been performed using GROMACS 3.3.3 
package (Van der Spoel et al. 2005; Lindahl, Hess, and van der Spoel 2001; 
Berendsen, Vanderspoel, and Vandrunen 1995). After the initial configurations 
were obtained, energy was minimized using the steepest descent method. The 
leap-frog algorithm was used for integrating Newton’s equation of motion with a 
time step of 0.004 ps. All simulations were carried out under NPT (constant 
number of molecules, constant pressure, and constant temperature) ensemble 
using the Berendsen-thermostat to a temperature and pressure bath at 300 K and 1 
bar. Periodic boundary conditions (PBC) were applied to all three directions of 
the simulated boxes. The initial atomic velocities were generated with a 
Maxwellian distribution at the given absolute temperature. The Particle-Mesh 
Ewald (PME) method was used for the long range electrostatic interactions. The 
cut-off for Lennard–Jones forces and Coulomb forces were both set as r < 1.2 nm. 
After the simulation, the physical properties were characterized using the 
GROMACS analysis tools, and the structures were visualized by Visual 
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Molecular Dynamics (VMD) (Humphrey, Dalke, and Schulten 1996).
 
The water model used in this work was single point charge (SPC). The 
spherical modified hydrocarbon nanoparticle (HCP, mean diameter of 1.2 nm) 
was truncated from a diamond-like lattice made of carbon atoms that bonded in 
nonplanar hexagonal structure, and to increase the simulation efficiency, saturated 
with united CH, CH2 and CH3 atoms. The force field parameters for PDMS 
developed by Sok and co-workers (Sok, Berendsen, and Vangunsteren 1992) were 
adapted in this work. Each PDMS molecule consists of 10 or 28 repeating units, 
with the CH3 groups being taken as the end groups. To increase the computational 
speed, the united-atom (UA) model was used by treating each CH3 group in 
PDMS molecule as a single atom, which reduces the number of atoms per 
monomer from ten to four. The overall charge of each PDMS molecule is equal to 
zero.   
Table 4.1. Composition of the simulation systems 
Systems PDMS Water Nanoparticle 
Size of simulation box  
(nm
3
) 
parallel 
runs 
Water 0 33163 1
a
 10.07×10.07×10.07  8 
PDMS10  513 0 1
a
 8.59×8.59×8.59 8 
PDMS28  160 0 1
a
 8.23×8.23×8.23 8 
PDMS10-water 
interface 
537 20366 1
b 
8.94×9.09×15.92 6 
 a 
The nanoparticle is non-charged.  
b
 The nanoparticle is  non-charged or with different negative surface charges. 
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The potential energy is written as the summation of bonded and non-
bonded interactions: 
 1( ,..., )N bond angle torsion LJ elecV r r V V V V V                    (4-3) 
All bond lengths were constrained using SHAKE algorithm. The particle-mesh 
Ewald (PME) method was used for the long range electrostatic interactions. The 
cutoff for Lennard-Jones forces and Coulomb forces were both set as r < 1.2 nm.  
4.3 Results and Discussions 
4.3.1 Physical Properties of Simulated Systems 
We have simulated two types of systems: liquid bulk systems with one 
nanoparticle adding to the center of the simulation box and PDMS (10 repeating 
units) and water with one nanoparticle at the interface. The detailed information 
of simulated systems is listed in Table 4.1.  
Figure 4.1 (a) shows a representative snapshot of a single nanoparticle at a 
PDMS (10 repeating unites)-water interface; the corresponding mass density 
profile is shown in Figure 4.1 (b). Density profiles are averaged over the last 1 ns 
of the 10 ns simulation. The averaged mass density of simulated water, PDMS 
with 10 repeating units, and PDMS with 28 repeating units are 971 kg/m
3
, 1,017 
kg/m
3
, and 1,031 kg/m
3
, respectively, which are comparable to the experimental 
values. The viscosities of bulk liquids were calculated using the periodic 
perturbation method (Hess 2002) by performing non-equilibrium molecular 
dynamics (NEMD) simulations. Four 5 nm simulated boxes were stacked in z 
direction in order to produce better statistics. The viscosity estimated for SPC 
water is 0.48 cP. Smith and Van Gunsteren (Smith and Vangunsteren 1993) 
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Table 4.2. Physical properties of simulated systems 
 Mass density 
（kg/m3） 
Interfacial tension 
(mN/m) 
 SPC water PDMS10 PDMS28 PDMS10-water  
Simulation 971 1017 1031 42.20±0.40 
Experiment 997 965 965 42.70±0.10 
 
 
 
 
 
 
 
 
 
 
Figure 4.1. (a) Snapshot of PDMS (10 repeating units) and water with one 
HCP nanoparticle at the interface. HCP is represented in red sphere, 
PDMS is in green, and water is in blue. (b) Mass density profile of PDMS 
and water with one HCP nanoparticle at the interface. The mass density of 
PDMS (28 repeating units) is overlaid on PDMS (10 repeating units).  
 
obtained the viscosity of 0.54 cP for a much smaller system of 512 SPC water 
molecules with a cut-off of 0.9 nm by employing the pressure fluctuations method  
which is based on equilibrium MD simulations. However because of the large 
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fluctuations of pressure in a simulation box, it is usually difficult to make 
converged viscosity estimations by using pressure fluctuations (Hess 2002). By 
applying the same NEMD method, we obtained the viscosities of PDMS with 10 
repeating units and 28 repeating units of 7.9 cP and 29.8 cP, respectively. The 
simulation details of the shear viscosities of commonly used water models 
including SPC, SPC/E, TIP3P, TIP4P and TIP5P by NEMD are shown in 
Appendix A (Song and Dai 2010).  
Interfacial tension is a very important physical parameter for the study of 
interfacial properties. Interfacial tension is calculated using:  
1
( )
2 2
xx yy
z zz
p p
L p

                                          (4-4) 
where p (α = x, y, or z) is the αα element of the pressure tensor and zL  is the 
linear dimension of the simulation cell in the z direction perpendicular to the 
interfaces (Van der Spoel et al. 2005; Lindahl, Hess, and van der Spoel 2001). For 
the simulations of liquid-liquid interfaces, the particular importance in 
determining the adequacy of the potentials used in the simulations is the 
calculation of the surface/interfacial tension (Benjamin 1997). The interfacial 
tension of simulated PDMS (10 repeating units)-water interface here is 
42.20±0.04 mN/m, which is fairly close to the experimental value 42.7±0.1 mN 
m
-1
. The comparison of simulated physical properties and experimental values are 
listed in Table 4.2. 
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First, we calculated the diffusion constants of water and PDMS molecules 
by least square fitting a line through the mean square displacement using Einstein 
Relation: 
2
0
1
lim
6
t
t
D r r
t
                                                  (4-5) 
where rt is the center of mass position of molecule at time t. To increase the 
desired accuracy, the diffusion constant is averaged over eight parallel runs. The 
experimental value for the diffusion constant of liquid water molecule at 25 °C 
and 1 atm is 2.30×10
-5
cm
2
/s.  However, for the most commonly used liquid water 
models, the diffusion constants are usually larger than the experimental value. For 
example, for the TIP3P and TIP4P models (Jorgensen et al. 1983), the diffusion 
constants are (5.06±0.09)×10
-5
cm
2
/s and (3.29±0.05)×10
-5
cm
2
/s, respectively. For 
the SPC model used here, the well-accepted diffusion constant in a pure water box 
is (3.85±0.09)×10
-5
cm
2
/s (Mahoney and Jorgensen 2001). The averaged diffusion 
constant of SPC water molecules simulated in our systems is (4.41±0.01)×10
-
5
cm
2
/s. The diffusion constants of PDMS molecules with 10 repeating units and 
28 repeating units are (0.045±0.001)×10
-5
cm
2
/s and (0.022±0.001)×10
-5
cm
2
/s, 
respectively. The long chain PDMS molecule moves slower than that of short 
chain, as expected from the SE equation.  
4.3.2 Diffusion of Nanoparticles in Bulk Liquids  
One of our important objectives here is to study the diffusion of tracer 
nanoparticles and testing whether or not the SE equation is applicable to 
nanoparticles because the micro/nanorheology is based on the Brownian diffusion 
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of the tracer particles. Figure 4.2 plots the mean square displacements of a single 
nanoparticle in bulk water and PDMS oils, respectively. As expected, the 
nanoparticle moves slower with increasing fluid viscosity. Here a local power law 
of 
 
is assumed as a function of lag time (Mason, 2000), 2 ( )r   
for thermally driven particles moving in fluid. The slope  shall fall between zero 
and one, with zero corresponding to pure elastic confinement and one 
corresponding to pure viscous diffusion. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.2. Mean square displacements of single nanoparticles in bulk 
liquids. The displacements in xyz, xy, and z directions are represented in 
sold, long-dash, and short-dash lines, respectively. The xy and z directions 
are included in order to compare with the mean square displacements of 
nanoparticles at interfaces.  
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The in xyz directions are shown on a log-log scale in Figure 4.3, 
with the linear fitted slopes and R
2
 noted. The  of the nanoparticles in 
water and PDMS (10 repeating units) changes linearly with time, suggesting that 
the motion of the nanoparticle in both water and low viscosity PDMS oil is pure 
diffusive Brownian motion. It is noticeable that the nanoparticle starts to show 
sub-diffusive behavior (the slope is slightly less than 1) in PDMS (28 repeating 
units); however, we still calculated the mean diffusion constant for a rough 
comparison. The diffusion constants of the nanoparticles were calculated from the 
mean square displacements obtained from one particle trajectories. The result is 
  
Figure 4.3. The corresponding logarithm plots of mean square 
displacements in xyz directions in Figure 4.2. The dashed lines represent 
the linear regression of the data with the slope α and R2 noted next to each 
line.  
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Table 4.3. Diffusion constants of nanoparticles in bulk water and PDMS oils 
Systems 
Viscosity 
 (cP) 
DMD  
(×10
-5
 cm
2
/s) 
DSE  
(×10
-5
 cm
2
/s) 
SPC Water 0.48 0.635±0.059 0.763 
PDMS10 7.9 0.042±0.008 0.047 
PDMS28 29.8 0.010±0.002 0.012 
 
averaged over eight parallel runs. In parallel, we estimated the diffusion constants 
of the nanoparticles by Equation (4-1). It is worthwhile to note that we used the 
simulated viscosities of bulk liquids to estimate the diffusion constants here since 
the nanoparticles are immersed in such media. The diffusion constants of the 
nanoparticle in water and PDMS oils are summarized in Table 4.3. Results clearly 
show that the simulated diffusion constants for the nanoparticle in all three bulk 
liquids are reasonably close to that predicted by the SE equation.  
4.3.3 Bulk Nanorheology Based on the Motion of Nanoparticles 
So far, we have suggested that the motion of the nanoparticle in bulk water 
and low-viscosity PDMS oils seems to be described by the SE equation. Next, we 
shift our focus to explore the potential of developing nanorheology using 
nanoparticles as tracers. In microrheology, the mean square displacement of the 
particle can be converted into shear modulus by Equation (4-2), which can also be 
written in Fourier domain as (Mason 2000):
 
                                       (4-6) 
*
2
( )
( )
B
u
k T
G
i a F r

  

  
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where  is the Fourier transform of . Based on Mason’s 
method [36], the shear modulus can be expressed as: 
 
                                (4-7) 
where  is the local first logarithmic derivative of , given by 
, corresponding to the local power law relation of 
. The storage modulus and loss modulus , defined by
 , are given as: 
                                (4-8) 
                             (4-9) 
In this work, Equation (4-7) to (4-9) were used to calculate the shear 
modulus from the simulated mean square displacement (MSD) data. We 
calculated the shear moduli of bulk water and PDMS (10 repeating units) oil from 
simulated 3D mean square displacements. Figure 4.4 shows that the loss modulus 
dominates and no storage modulus  can be detected over the entire 
“frequency” range. The “frequency” here is converted from simulation time scale. 
The results are reasonable since they reflect the pure viscous properties of the 
pure water and the low viscosity PDMS oil (Figure 4.3). We also noted that for 
pure viscous fluid, the loss modulus theoretically obeys  (Mason 
2000), based on the theory of GSE. This indicates that the slopes of the plots in 
Figure 4.4 should give us the viscosities of simulated SPC water and PDMS with  
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Figure 4.4. Simulated shear moduli of pure water and PDMS (10 repeating 
units) as a function of “frequency”. The dashed lines represent the linear 
regression of the data.  
 
 
Figure 4.5. The loss modulus of pure water obtained from one-particle 
tracking microrheology experiments and MD simulations. The 
experimental (microrheology) results were obtained by tracking 1m 
fluorescent tracer particles. 
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10 repeating units. The slopes, which are essentially the Newtonian viscosity, 
are0.6 cP and 6.9 cP, which reasonably agree with simulated viscosities of 0.48 
cP and 7.9 cP, respectively. This is an important step because it confirms the 
potential for extending the validity of GSE, and in other words, the microrheology 
method, to nano-sized tracer particles.  
After that we did a further verification on pure water. To do this, we plot 
the simulated loss modulus of SPC water (nanorheology) with experimental 
particle-tracking microrheology results together in one plot. Figure 4.5 shows the 
loss modulus of pure water obtained from one-particle tracking microrheology 
experiment and the simulated nanorheology from MD simulations. Remarkably, 
two result sets fall in one line, which further demonstrated the validity of 
nanorheology by using nanoparticle as tracers.   
4.3.4 Apparent Interfacial Nanorheology at Low-Viscosity PDMS Oil-Water 
Interfaces 
We started our study by using the non-charged nanoparticle but have 
found that the surface charge may be used as one efficient parameter to control 
the location of the nanoparticles at the oil-water interfaces, likely due to the 
affinity of the surface charge to the water molecules. Each negative surface 
charge was added to the nanoparticle by removing one hydrogen atom on the CH3 
united-atoms. Figure 4.6 shows the significant change of the immersion depth of 
the nanoparticle at PDMS oil-water interfaces with different nanoparticle surface 
charges. The non-charged nanoparticle almost completely immerses in the PDMS 
oil phase, as shown in Figure 4.6 (a), which is likely due to the hydrophobic  
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             (a)                             (b)                               (c)                           (d) 
 
 
 
 
Figure 4.6. The immersion of the nanoparticles with different surface 
charges at the PDMS(10 repeating units) oil-water interfaces: (a) non-
charged; (b) 4 negative charges; (c) 6 negative charges; (d) 8 negative 
charges. The nanoparticle is in red sphere, the water phase is in blue, and 
the PDMS phase is in green.  
 
nature of the hydrocarbon nanoparticle. It is clear that the nanoparticle immerses 
more deeply into the water phase with increasing the surface charges, as shown in 
Figure 4.6 (b) and (c). This is ascribed to the polarities of the nanoparticle and the 
two liquid phases forming the interface. The PDMS oil is a totally nonpolar 
substance, which makes it not sustainable to any charges. Eventually, the 
nanoparticle nearly immerses in the water phase only, as shown in Figure 4.6 (d). 
The observation here explained by the theory proposed by Nikolaides and Weitz 
(Nikolaides et al. 2002),
 
suggesting that the energy of the electrostatic field 
generated by the charged particles at the liquid interface could be reduced by a 
deeper immersion of the particles into the water phase, where ions screen the 
electrostatic field.  
Surprisingly, we found that the of the nanoparticles in xy plane is 
independent of the location of the nanoparticles, as shown in Figure 4.7, although 
the viscosity ratio of the oil to water is approximately 9. Figure 4.8 illustrates a 
typical trajectory of a single nanoparticle (non-charged) in the xy plane at a 
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PDMS oil (10 repeating units)-water interface. The corresponding calculated 
interfacial loss modulus is shown in Figure 4.9. The interfacial viscosity 
calculated from the slops, is 5.7±0.2 cP, which lies between the viscosities of pure 
water and PDMS oil (10 repeating units).  This is an important simulation result 
because it may suggest that the apparent interfacial nanorheology results of low 
viscosity oil-water interface by single-nanoparticle tracking are independent of 
the location of the tracer nanoparticles. The simulation result here is in agreement 
with our interfacial microrheological measurements discussed in Chapter 2, 
although we used micro-sized particles as tracers in our experiments. Further 
analyses show that the immersion depth doesn’t affect the lateral diffusion 
constants (in xy plane) of the nanoparticle at the oil-water interfaces but only the 
motion of the nanoparticle in z direction. The comparison of two dimensional 
diffusion constants of the nanoparticles with different surface charges at PDMS 
oil-water interfaces are summarized in Table 4.4.   
Table 4.4. Diffusion constants of nanoparticles at PDMS oil-water interfaces 
Surface charges  Dxyz (×10
-5
 cm
2
/s) Dxy (×10
-5
 cm
2
/s) Dz (×10
-5
 cm
2
/s) 
no charge 0.077±0.004 0.082±0.009 0.043±0.004 
4 negative charges 0.059±0.006 0.082±0.007 0.003±0.001 
6 negative charges 0.057±0.007 0.081±0.008 0.017±0.002 
8 negative charges 0.067±0.004 0.084±0.005 0.019±0.002 
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Figure 4.7. Effects of surface charge (tracer particle location) on the mean 
square displacements of the single nanoparticle at PDMS(10 repeating 
units) oil-water interface.  
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Figure 4.8. The two dimensional trajectory of the single nanoparticle at 
PDMS (10 repeating units) oil-water interface.  
 
\ 
113 
 (rad/ns)
100 101 102
G
'' 
(M
P
a
)
100
101
102
103
non-charge 
4 negative charges
6 negative charges
8 negative charges
 
 
Figure 4.9. Dependence of apparent interfacial nanorheology of PDMS 
(10 repeating units) oil-water interfaces on the location of the tracer 
nanoparticle. The non-charged, 4 negatively-charged, 6 negatively-
charged, and 8 negatively-charged nanoparticles are represented in circles, 
squares, diamonds and triangles, respectively. 
 
 
4.4 Conclusion 
In summary, we have studied the dynamics of single nanoparticles using 
molecular dynamics simulations. The diffusive behavior of nanoparticles, 
calculated from the mean square displacements, in pure water and low viscosity 
PDMS oil bulk are found to be consistent with the prediction from the Stokes-
Einstein equation. In addition, we have calculated the shear moduli and viscosities 
of the three-dimensional PDMS oil and water as well as the two-dimensional 
PDMS oil-water interface from the trajectory of the single nanoparticles, which 
demonstrates the validity of nanorheology. Simulations show that the locations of 
the nanoparticles at oil-water interfaces can be tuned by controlling different 
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surface charges on the nanoparticles. Surprisingly, we found that the lateral 
diffusion of nanoparticles as well as apparent interfacial nanorheology at the 
PDMS oil (low viscosity)-water interface are independent of the position of the 
nanoparticle at the interface.  
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Chapter 5 
COMPETITIVE INFLUENCE OF NANOPARTICLES AND SURFACTANTS 
ON INTERFACIAL STRUCTURE AND PROPERTIES 
5.1 Introduction 
Liquid-liquid interfaces are ubiquitous in daily lives. In previous chapters, 
we study particle dynamics, microrheology, and nanorheology at liquid-liquid 
interfaces. One of the future goals is to understand the particle dynamics and 
interfacial rheology of even complicated systems, such as interfaces involving 
surfactants. Here we continue to employ molecular dynamics (MD) simulations to 
investigate the nanoparticle interfacial self-assembly and competitive influence of 
nanoparticles and surfactants on interfacial structure and properties. This serves as 
the fundamental basis prior to studying nanoparticles and interfacial nanorheology 
in the presence of surfactants. More importantly, nanoparticle interfacial self-
assembly in the presence of surfactants itself is of fundamental and practical 
importance (Lin et al. 2003; Zeng et al. 2002). For example, Surfactant interfacial 
self-assembly is critical in numerous processes such as lubrication, detergency, 
biological transferring, and polymer processing. Self-assembled nanoparticles at a 
liquid-liquid interface can be bottom-up blocks of new functional materials with 
unique physical properties. Moreover, self-assembly of nanoparticles into 2D or 
3D structures is of great importance for electrical, magnetic, and optical 
applications (Brust et al. 1995; Zeng et al. 2002; Kagan et al. 1996). Furthermore, 
there is growing interest in solid-stabilized emulsions that use solid nanoparticles 
or microparticles as emulsion stabilizers. For these systems, the self-assembly of 
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solid particles at liquid-liquid interfaces is essential (Stancik and Fuller 2004; 
Melle, Lask, and Fuller 2005; Xu et al. 2005; Dinsmore et al. 2002; Horozov et al. 
2005; Binks and Rodrigues 2007; Dickson, Binks, and Johnston 2004; Dai, 
Sharma, and Wu 2005).  
However, it is important to note that many industrial processes are 
performed in the presence of both surfactants and nanoparticles. For example, the 
chemical flooding processes in tertiary (enhanced) oil recovery use surfactants, as 
high as 2% - 10% (Mittal and Kumar 1999), but solid particles in the oil well, 
such as clays, scales, and corrosion products can also self-assemble at the oil-
water interfaces (Kokal 2005); thus the interactions between surfactants and 
particles become important. As another example, in a multi-layer coating process, 
the competition of the surfactants (often for wetting purpose) and the 
nanoparticles (often for property enhancement purpose) at liquid-liquid interfaces 
is also not negligible. Recently, Binks et al (Binks and Rodrigues 2007) have 
reported improved emulsion stability when using a mixture of oppositely charged 
silica nanoparticles and ionic surfactants as emulsion stabilizers. In spite of the 
importance, interfacial adsorption when a system contains both surfactants and 
colloidal particles has not been extensively studied. In particular, there is a limited 
understanding when nanoparticles are involved. One consensus is that the co-
existence of surfactants and nanoparticles may influence each other on surface 
activities (Xu et al. 2005; Ma, Luo, and Dai 2008). Very recently, there has been 
increasing attention and effort to understand the systems involving both 
surfactants and nanoparticles. Here we use molecular dynamics simulations as a 
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tool to study interfacial adsorption in the presence of both surfactants and 
nanoparticles (non-charged and negatively charged, respectively).       
MD simulation is a powerful tool for obtaining molecularly detailed 
information and the underlying physics of various systems including liquid-liquid 
interfaces, with and without the presence of the nano-sized objects. These 
simulations often provide molecular information that supplement experimental 
capabilities and have illuminated new insights. For example, MD simulations 
have been successfully performed on various water-organic solvent interfaces 
(Senapati and Berkowitz 2001; Moreira and Skaf. 2004; Vanbuuren, Marrink, and 
Berendsen 1993; Zhang et al. 1995; Fernandes, Cordeiro, and Gomes 1999; 
Benjamin 1992; Dang 1999). Moreira and Skaf (Moreira and Skaf. 2004) found a 
significant reduction of hydrogen bonds near the water-carbon tetrachloride 
interface and the dipole moments of water showed preference of aligning along 
the interface. The work by Zhang et al (Zhang et al. 1995) suggested that there 
were inner and outer layers near the water-octane interface and the water dipoles 
pointed in opposite directions at the different layers. Benjamin (Benjamin 1992) 
investigated the self-diffusion of liquid molecules at water-dichloroethane 
interfaces and found that the diffusion of both water and dichloroethane 
molecules was faster parallel to the interface than perpendicular to it. The MD 
simulations have also been extended to liquid-liquid interfaces containing 
surfactant molecules. Rivera et al (Rivera, McCabe, and Cummings 2003) 
simulated water-alkane systems containing methanol and reported the surfactant 
behavior of methanol, i.e. methanol molecules adsorbed preferably at the water-
118 
alkane interface and decreased the interfacial tension through molecular 
rearrangement. Schweighofer et al (Schweighofer, Essmann, and Berkowitz 1997) 
observed the inclination of sodium dodecyl sulfate (SDS) anionic surfactants at 
water-CCl4 interfaces. The mixture of SDS with nonionic surfactants was 
simulated by Dominguez (Schweighofer, Essmann, and Berkowitz 1997) and the 
results showed that the interaction and charge distribution had significant effects 
on the location of surfactants. In contrast to the tremendous work of simulating 
liquid-liquid interfaces or interfaces containing surfactants, there are sparse 
simulations emphasizing on interfacial nanoparticle assembly. To the best of our 
knowledge, we reported the first MD simulations investigating the self-assembly 
of nanoparticles at liquid-liquid interfaces (Luo and Dai 2007). The work has 
successfully simulated the in-situ self-assembly of modified hydrocarbon 
nanoparticles at a water-TCE interface (Luo and Dai 2007; Berendsen et al. 
1981).  
In this Chapter, we report the MD simulation work to investigate the 
heterogeneous or competitive self-assembly of surfactants and nanoparticles at the 
water-TCE interfaces. Specifically, we target the fundamental questions such as 
the influences of surfactant concentration on interfacial self-assembly and 
equilibrium structure, the effects of surfactants and nanoparticles on interfacial 
properties and the impact of nanoparticle charge on interfacial assembly, 
structure, and properties. Finally, the effects of small organic solvent molecules 
such as methanol on the nanoparticle self-assembly and interfacial properties at 
liquid-liquid interfaces are also studied.  
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5.2 Simulation Methodology 
5.2.1 Modeling 
Water was modeled using the single point charge (SPC) model (Berendsen 
et al. 1981; Berendsen, Grigera, and Straatsma 1987). The structures and 
topologies of sodium dodecyl sulfate (SDS) and trichloroethylene (Fischer et al.) 
were generated by the small-molecule topology generator PRODRG 
(Schuttelkopf and van Aalten 2004). Methanol molecule was parameterized based 
on GROMACS database. The spherical modified hydrocarbon nanoparticle (mean 
diameter of 1.2 nm) was truncated from a diamond-like lattice made of carbon 
atoms that bonded in non-planar hexagonal structure and, to increase the 
simulation efficiency, saturated with united CH, CH2, and CH3 atoms (Mazyar 
and Hase 2006). For charged nanoparticles, the negatively charged site is 
modified on CH3 united atom, and each particle has six negatively charged sites.  
5.2.2 Composition of Simulation Systems 
For the systems without the presence of methanol, we have simulated four 
types of systems detailed as follows: system A was a 20 ns simulation of pure 
water and TCE; systems B were 50 ns simulations of water and TCE containing 5 
and 10 nanoparticles, respectively; systems C were 50 ns simulations of water and 
TCE containing 5, 10, 20, 50, and 99 SDS molecules, respectively; systems D 
were 50 ns simulations of water and TCE containing 2, 5 and 10 nanoparticles, 
and different number of SDS molecules, respectively. The self-assembly of SDS 
and negatively charged nanoparticles at water-TCE interfaces was also studied 
(D9-D13). In these systems, the net charge of the entire system was neutralized by 
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adding positive sodium ions. For system D12 and D13, the simulation time was 
extended to 100 ns. Nanoparticles or SDS molecules were added into the water 
phase at the beginning of the simulations for systems B or C. The surfactants were 
added into the water phase after the nanoparticles’ initial insertion at the 
beginning of the simulations for systems D. It is worthwhile noting that our 
approach is different from several other MD simulations (Schweighofer, 
Essmann, and Berkowitz 1997; Dominguez 2002; Schweighofer, Essmann, and 
Berkowitz 1997) of liquid–liquid interfaces containing surfactants only, where the 
surfactants are initially pinned at the interfaces. In our simulations, the 
surfactants, as well as nanoparticles, were initially added into the water phase to 
empower the simulation to compute their dynamics in the two phases and final 
equilibrium positions. System A contains a total of 5913 atoms and the initial size 
of the simulation box is 3.3 × 3.3 × 7.8 nm
3
. The initial size of the simulation box 
was 8.3 × 8.3 × 19.6 nm
3
 for systems B and 10.4 × 10.4 × 20.6 nm
3
 for systems C 
and D. The atom numbers are different in systems B, C, and D due to the presence 
of different numbers of nanoparticles and surfactant molecules. All systems lead 
to an initial density of 1.0 g cm
-3
 for water and 1.456 g cm
-3
 for TCE. A summary 
of the computed systems is shown in Table 5.1. 
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Table 5.1. Composition of the simulation systems of A, B, C and D 
System 
Nanoparticle 
(particle) 
SDS 
(molecule) 
TCE 
(molecule) 
Water 
(molecule) 
runs
a
 
A1 0 0 288 1491 4 
B1 5 0 4500 23585 8 
B2 10 0 4500 23585 6 
C1 0 5 5249 33971 4 
C2 0 10 5249 33059 4 
C3 0 20 5249 32888 4 
C4 0 50 5249 32361 4 
C5 0 99 5249 30924 4 
D1 2 5 5249 33183 4 
D2 5 10 5249 32755 4 
D3 5 20 5249 32582 4 
D4 5 50 5249 32058 8 
D5 5 99 5249 30924 4 
D6 10 20 5249 32281 4 
D7 10 50 5249 31757 8 
D8 10 99 5249 30924 8 
D9
b
 10 5 5249 32485 4 
D10 10 10 5249 32402 4 
D11 10 20 5249 32221 4 
D12 10 50 5249 31697 4 
D13 10 100 5249 30875 4 
 
a
 Number of parallel runs with different initial velocities from Maxwellian 
distribution. System A simulates 20 ns and the other systems simulate 50 ns.
  
b
 D9-D13 contains 6 negatively charged nanoparticles, whereas B1-B2 and D1-
D8 contain neutral charged nanoparticles. 
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For the systems with the presence of methanol, we have simulated three 
types of systems as follows: systems E1-E5 were 50 ns simulations of water and 
TCE with 1%, 10%, 25%, 50%, and 75% volume fraction of methanol initially in 
the aqueous phase, respectively; systems F1-F4 were simulations of water and 
TCE containing 10 nanoparticles, with 1%, 10%, 25% and 40% volume fraction 
of methanol initially in aqueous phase, respectively. To study the effect of particle 
charge, system G was built based on system F3, but contained 10 negatively- 
charged nanoparticles. In system G, the net charge of the entire system was 
neutralized by adding positive sodium ions. To ensure that simulations have 
reached equilibrium, the simulation time of systems F3, F4 and G was extended to 
100 ns. For systems with both nanoparticles and methanol, the methanol 
molecules were added into the water phase after nanoparticles’ initial insertion at 
the beginning of the simulations. The initial size of the simulation box is 
3.7×3.7×8.1 nm
3
 for systems A, and 10.4×10.4×20.6 nm
3
 for systems F and G. 
The total atom numbers are different in all systems due to the different number of 
nanoparticles and methanol molecules. All systems lead to an initial density of 
1.456 g/cm
3
 for TCE.  A summary of the computed systems is shown in Table 
5.2. 
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Table 5.2. Composition of the simulation systems of E, F and G 
System 
Nanoparticle 
(particle) 
Methanol 
(molecule) 
Water 
(molecule) 
TCE 
(molecule) 
Methanol 
in water 
volume% 
E1 0 8 1374 288 1.3 
E2 0 72 1261 288 10 
E3 0 178 1116 288 25 
E4 0 352 832 288 50 
E5 0 578 436 288 75 
F1 10 150 32373 5249 1 
F2 10 1700 34330 5249 10 
F3 10 3900 26214 5249 25 
F4 10 8400 18843 5249 40 
G
* 
10 (charged) 3900 26154 5249 25 
           * System G includes 60 sodium ions to neutralize the system 
5.2.3 Simulation Details 
The MD simulations were performed using the GROMACS 3.3.1 package 
(Berendsen, Vanderspoel, and Vandrunen 1995; Lindahl, Hess, and van der Spoel 
2001; Van der Spoel et al. 2005; Gunsteren et al. 1996). The interaction 
parameters were computed using the GROMOS96 force field (Gunsteren et al. 
1996), with the intermolecular (non-bonded) potential represented as a sum of the 
Lennard-Jones (LJ) force and pairwise Coulomb interaction. Long-range 
electrostatic forces were calculated using cutoff method for system D1-D8 and 
Particle-mesh Ewald (PME) method for the other systems. The velocity Verlet 
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algorithm was used for the numerical integrations (Swope et al. 1982), and the 
initial atomic velocities were generated with a Maxwellian distribution at the 
given absolute temperature (Swope et al. 1982; Huang 1963). After the 
construction of the simulation box, the energy was minimized using the steepest 
descent method with a cutoff radius of 10 Å for van der Waals and Coulomb 
forces. Simulations were performed in NPT (constant number of molecules, 
constant pressure, and constant temperature) ensemble (Andersen 1980) using the 
Berendsen thermostat (Berendsen et al. 1984) with coupled temperature and 
pressure at 300 K and 1 bar. We used a 9 Å cut-off radius for van der Waals 
interactions and a 10 Å cut-off radius for long-range electrostatics (larger cutoff 
radius of 1.2 nm and 1.4 nm were also compared and led to negligible difference) 
(Luo and Dai 2007). Periodic boundary conditions were applied in all directions. 
The time step was 4 fs. The results were averaged from multiple parallel runs. 
After the simulation, the interfacial properties and structures were characterized 
using the GROMACS analysis tools and visual molecular dynamics (VMD) 
(Humphrey, Dalke, and Schulten 1996). 
The experimental interfacial tensions of water-TCE systems with and 
without the corresponding methanol volume fractions in simulations were 
measured using a Krüss K100 tensiometer. 
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5.3 Results and Discussions 
5.3.1 Influences of Surfactants on Interfacial Self-assembly and Equilibrium 
Structure 
The emphasis here is investigating the interfacial self-assembly of systems 
containing a mixture of surfactants and non-charged nanoparticles; for 
comparison, we have also included systems involving only surfactants or non-
charged nanoparticles. Figure 5.1(a) shows the progress of cluster formation, 
migration, and final equilibrium of 10 non-charged nanoparticles (B2) at the 
water-TCE interfaces whereas Figure 5.1(b) computed the self-assembly of a 
system containing 99 surfactants (C5). It is noticeable that the surfactants 
equilibrate at the water-TCE interfaces at a much faster rate compared to that of 
the nanoparticles. Similar observations are made for the systems with different 
surfactant or non-charged nanoparticle concentrations. Not surprisingly, the 
interfacial assembly becomes more complicated in the presence of both 
surfactants and nanoparticles. One intriguing observation is the effect of 
surfactant concentration on equilibrium structure. At low surfactant 
concentrations (D1-D4 and D6-D7), the surfactants and the non-charged 
nanoparticles can co-equilibrate at the same water-TCE interfaces, as 
demonstrated as an example in Figure 5.1(c). However, at the highest surfactant 
concentration when the systems contain 99 surfactants, the nanoparticles are 
depleted away from the interface at equilibrium (Figure 5.1(d)). This is likely due 
to the steric effect of surfactants although more detailed mechanism needs to be 
126 
further explored. Recently, Vermant and co-workers (Park et al. 2008; Reynaert, 
Moldenaers, and Vermant 2006) reported that adding SDS surfactant molecules 
 
       0 ns             5 ns          8 ns           20 ns           26 ns           40 ns          50 ns 
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Figure 5.1. Sample snapshots of systems (a) B2, (b) C5, (c) D2, and (d) 
D8 at different simulation time intervals. The non-charged nanoparticles, 
SDS molecules, water phase, and TCE phase are represented in red 
spheres, in yellow, in blue, and in lime, respectively.   
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Figure 5.2. Snapshot of one sample run of system D8 at 21 ns.  Four non-
charged nanoparticles form a cluster in water and six non-charged 
nanoparticles form a cluster in TCE.  The non-charged nanoparticles, SDS 
molecules, water phase, and TCE phase are represented in red spheres, in 
yellow, in blue, and in lime, respectively. 
 
to the polystyrene colloidal particles at oil- water interfaces pushed the particles 
into the oil phase due to a significant increase in contact angles. Although the 
colloidal particles (approximately 3 m) in those experiments are several 
magnitudes larger compared to the nanoparticles here, it does raise the question 
whether or not a change of contact angle occurs and similar interpretation is 
applicable to the nanoparticle case.    
In all simulated systems, the surfactants can attach to the nanoparticles and 
diffuse simultaneously with the nanoparticles in the water phase towards the 
interfaces. However, one unique characteristic is the “detachment” of surfactants 
to the non-charged nanoparticles when reaching the water-TCE interface: 
surfactants will detach themselves from the nanoparticles and remain at the 
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interfaces, whereas the nanoparticle clusters will diffuse further into the TCE 
phase. The nanoparticle clusters will finally equilibrate at the water-TCE 
interfaces except in the systems containing 99 surfactants, as discussed 
previously. Figure 5.2 is a snapshot of one sample run of System D8 at 21 ns 
when two nanoparticle clusters are in the vicinity of a water-TCE interface. The 
upper nanoparticle cluster surrounded by surfactants is approaching the interface 
and the lower nanoparticle cluster is diffusing away from the interface.    
5.3.2 Effects of Surfactants and Nanoparticles on Interfacial Properties 
One intuitive question to ask is the influences of surfactants and 
nanoparticles on interfacial properties such as interfacial thickness and interfacial 
tensions. Figure 5.3(a) presents the mass density profile of a pure water-TCE 
system (System A) and Figure 5.3(b)-(d) are those of systems containing 
nanoparticles (System B2), or surfactants (System C5), or both  (Systems D2 and 
D8). Interfacial thickness, defined as the distance over which the TCE density 
drops from 90% to 10% of the bulk density, is plotted as a function of number of 
SDS surfactants in Figure 5.4. It illustrates a monotonic increase of the interfacial 
thickness with increasing number of SDS surfactants. Luo et al (Luo et al. 2006) 
have shown that the water-TCE interface thickness is increased by approximately 
40% with the presence of nanoparticle clusters either near or in contact with the 
interface but is independent of the number of nanoparticles present. Figure 5.4 
illustrates that the nanoparticles may also affect the interfacial thickness but their 
influences is significantly less compared to that of the surfactants. The strong 
effect of SDS surfactants on interfacial thickness is also observed by the MD  
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Figure 5.3. Mass density profiles for systems (a) A, (b) B2, (c) C5, (d) D2, 
and (e) D8 obtained by dividing the simulation cell into 100 slabs parallel 
to the water-TCE interface.  Densities were averaged over the last 1 ns. 
The nanoparticles, SDS, water, and TCE molecules are represented in 
black, blue, red, and green, respectively. 
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simulation by Schweighofer et al (Schweighofer, Essmann, and Berkowitz 1997) 
in which they studied the SDS at water-CCl4 interfaces, although the latter 
involves surfactants only. Recently, Li et al (Li et al. 2005) has reported that the 
dodecane-water interfacial thickness increases with increasing the concentrations 
of linear alkanesulfonate and alkybenzenefulfonates using a dissipative particle 
dynamics simulation. According to the theoretical work by Telo da Gama et al 
(Dagama and Gubbins 1986), the increased interfacial thickness is due to the 
accommodation of the presence of concentrated surfactants at the interface.   
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Figure 5.4. Interfacial thickness as a function of the number of SDS 
molecules. The circles, triangles, squares, and diamonds represent 
interfacial thickness of the systems without nanoparticles and with five, 
ten non-charged, and ten negatively charged nanoparticles, respectively. 
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Figure 5.5. Normalized water-TCE interfacial tensions as a function of the 
number of surfactant molecules.  The circles, triangles, squares, and 
diamonds represent interfacial tensions of the systems without the 
nanoparticles and with two, five, and ten nanoparticles, respectively. 
 
Another important physical property for a liquid-liquid interfacial system 
is interfacial tension. Figure 5.5 shows the normalized water-TCE interfacial 
tension as a function of the number of SDS molecules in Systems C and D. The 
interfacial tension is normalized by dividing the interfacial tension of each system 
with the interfacial tension of pure water-TCE. The pure water-TCE interfacial 
tension, simulated from system A, is 41.5 mN/m, which is reasonably close to the 
experimental value of 38.9 mN/m measured in our laboratory using a Krüss K100 
tensiometer. Figure 5.5 shows that the increasing number of SDS moleculesresults 
in a significant reduction of interfacial tension. The reduction slows down at 
higher SDS concentrations. It is noticeable that here nanoparticles have a minor 
influence on interfacial tension, which is consistent with the observation on 
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systems B. Surfactants such as SDS molecules are well-known for effective 
reduction of interfacial tensions. Similar reduction has been observed in the MD 
simulations of water-vapor and water-CCl4 interfaces containing surfactants 
(Dominguez and Berkowitz 2000).  
The reduction of surfactants on interfacial tension has also been studied 
extensively from experimental and practical aspects. One prevailing mechanism is 
proposed by Langmuir in which the reduction of surface tension is equivalent to 
the pressure of the two-dimensional surfactant film (Guastall.J 1967). The 
theoretical work by Dagama et al (Dagama and Gubbins 1986) used a generalized 
van der Waals model and suggested that “the reduction in surface tension is 
proportional to adsorbed surfactants only at low concentrations” but the 
correlation fails at high interfacial surfactant concentrations. In contrast, there is 
sparse work on the effect of nanoparticles on interfacial tension. Recently, Ravera 
et al (Ravera et al. 2006) have reported the experimental work on the influence of 
colloidal silica nanoparticles on interfacial tensions of water-air and water-hexane 
interfaces containing hexadecyltrimethylammonium bromide (CTAB) surfactant 
using a drop shape tensiometer. Their work showed that the presence of 1 wt% 
nanoparticles significantly reduced the effectiveness of CTAB due to the 
adsorption of surfactants onto nanoparticles and led to a reduction of surfactant 
concentration at the interface. Here we use nanoparticles (1.2 nm in diameter) that 
are more than a magnitude smaller compared to those in the experimental work. 
In addition, the simulation has clearly shown that although the SDS surfactants 
attach to the nanoparticles in the water phase, they detach themselves when 
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reaching the interface and remain final equilibration at the interfaces. We 
hypothesize that the minor effect of nanoparticle clusters on interfacial tension 
here may also be explained by their small contact area with the interface (only one 
or two particles within the clusters are “truly” in contact with the interface) thus 
the effect on interfacial pressure is less significant.  
5.3.3 Effects of Nanoparticle Charges on Interfacial Assembly, Structure, and 
Properties 
 We started our study using the non-charged nanoparticles but have 
realized that charged nanoparticles are often more prevalent and technologically 
important due to their better dispersibility and stability. In this section, we will 
reveal some interesting characteristics of systems involving surfactants and 
charged nanoparticles. The nanoparticles here are negatively charged and have six 
negatively charged sites, as illustrated in the inset of Figure 5.6(a), and made 
significant impacts on interfacial assembly and properties. First, in contrast to 
non-charged nanoparticles being depleted away from the TCE-water interfaces, 
the charged nanoparticles remain at the interface and form a monolayer, even at 
the highest surfactant concentration (100 surfactants). Figure 5.6 (a)-(c) shows 
snapshots of the in-situ self-assembly of surfactants and charged nanoparticles in 
systems D10, D12, and D13, respectively. In all systems, the surfactants and 
nanoparticles heterogeneously co-equilibrate at the water-TCE interfaces. One 
preliminary hypothesis is that the affinity between the charged sites and water 
may play an important role for the charged nanoparticles to be “confined” at the 
interfaces. Recently, experiments have shown that the interfacial assembly of 
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nanoparticles alone can be tuned by the surface charge density (Reincke et al. 
2004; Reincke et al. 2006) although the complexity due to the involvement of the 
surfactants here makes it hard to compare. 
 
 
 
Figure 5.6. Sample snapshots of Systems (a) D10, (b) D12, and (c) D13 at 
different simulation time intervals. The negatively charged nanoparticles, 
SDS molecules, water phase, and TCE phase are represented in red 
spheres, in yellow, in blue, and in lime, respectively. The inset in (a) 
shows the morphology and charge-sites (labeled 1-6) of the nanoparticles. 
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Figure 5.7. Sample snapshots showing the morphology of surfactant 
molecules in contact with nanoparticles.  (a) System D8 at 10 ns (in 
water); (b) D13 at 20 ns (in water); (c) D13 at 35 ns (at a water-TCE 
interface); (d) D13 at 100 ns (at a water-TCE interface).  The 
nanoparticles are represented as simplified red balls.  The hydrophobic 
chains of SDS molecules are represented in blue chains and the 
hydrophilic head groups of SDS molecules are represented in red and 
yellow.  Sodium ions are in green. 
 
It is worthwhile to note the charge also affects the morphology of the SDS 
molecules when they are in contact with the nanoparticles. For the non-charged 
nanoparticles, the hydrophobic tails of the SDS molecules orient closer to the 
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nanoparticle surfaces with the hydrophilic heads pointing outwards, as shown in 
Figure 5.7(a). This is mainly due to the hydrophobic nature of the nanoparticles, 
the hydrophilic nature of the surrounding water phase, and the amphiphilic nature 
of the SDS molecules. Interestingly, the morphology changes when the negatively 
charged nanoparticles are present. Figure 5.7(b) is a snapshot showing the SDS 
surfactant molecules and charged nanoparticle cluster of system D13 in the water 
phase at 20 ns.  It appears that most of the hydrophobic tails of the SDS molecules 
orient closer to the nanoparticle surfaces compared to the non-charged ones and 
surprisingly, some of the hydrophilic heads are also pointing inwards and the 
surfactant molecules lay adjacent to the nanoparticles. Many sodium ions can be 
observed close to the hydrophilic heads of the surfactants or nearby the 
nanoparticle surfaces. A more detailed investigation shows that the hydrophilic 
heads are closer to the negatively charged sites of the nanoparticles. The detailed 
mechanism is not fully understood although a double layer effect would be a 
reasonable initial guess, which is, the six negatively charged sites on the 
nanoparticles attract some positively charged sodium ions, and these sodium ions 
further attract a number of negatively charged surfactant hydrophilic heads. Such 
hypothesis seems to be magnified when the surfactant-nanoparticle clusters are 
approaching the interface (Figure 5.7(c)) and finally equilibrate at the water-TCE 
interfaces (Figure 5.7(d)).  However, a more thorough investigation is needed. 
Now let us turn into the influences of nanoparticle charge on interfacial 
properties. Figure 5.4 includes the interfacial thickness as a function of SDS 
concentration for systems involving charged nanoparticles. It appears that the 
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charged nanoparticles have minor influences on the interfacial thickness. Figure 
5.4 only includes the systems involving 10 charged nanoparticles and further 
analysis shows that the interfacial thickness slightly increases with increasing the 
concentrations of charged nanoparticles at the interfaces. However, the effect is 
minor comparing that of the surfactant concentration. In contrast, the inclusion of 
10 negatively charged nanoparticles makes a tremendous impact on the interfacial 
tensions. Figure 5.5 shows that the normalised interfacial tension decreases 
significantly by increasing the number of surfactant SDS molecules, with and 
without the presence of non-charged nanoparticles. Surprisingly, the interfacial 
tension remains relatively constant, 41.0~43.7 mN/m with the presence of 
10negatively charged nanoparticles, when the number of SDS molecules changes 
from 0 to 100. In order to understand the influence of charged nanoparticles on 
the performance of SDS molecules, we take the advantages that MD simulations 
provide detailed structural information at the molecular level. First, we compare 
the lateral distribution of the SDS molecules at the water–TCE interfaces under 
different scenarios. Figure 5.8(a) illustrates the lateral distribution of the SDS 
molecules (centre mass) at each interface, including all parallel runs of systems 
C3 (top panels), C4 (middle panels) and C5 (bottom panels). The parallel runs for 
each system are represented in different colours. The size of the circles shows the 
cross area of the SDS molecules. Although increasing the surfactant concentration 
causes an increasing degree of aggregation, the surfactant molecules distribute 
relatively even across the entire interfaces. The presence of noncharged 
nanoparticle, either at or in the vicinity of the interface, does not significantly  
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Figure 5.8. Lateral distributions of SDS molecules at water-TCE interfaces 
at equilibrium. Each point represents the center of mass and the size of the 
circles corresponds to the cross area of SDS molecules.  Parallel runs are 
represented in different colors. Panels from top to bottom are systems 
containing 20, 50, and 99 surfactants, respectively. (a) Systems without 
nanoparticles, C3, C4, and C5; (b) Systems with each system are 
represented in different colors. D6, D7, and D8; (c) Systems with charged 
nanoparticles, D11, D12, and D13; (d) a sample illustration of the 
aggregation of the surfactant molecules with the charged nanoparticles in 
System D13; larger and smaller spheres represent the actual size of 
nanoparticles and SDS molecules. 
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alter the aggregation of surfactants, as qualitatively shown in Figure 
5.8(b).However, Figure 5.8(c) and (d) suggest that the charged nanoparticles 
attract the surfactants to aggregate surround the nanoparticles and unevenly 
distribute at the water–TCE interfaces. The latter may offer a preliminary 
explanation on why the presence of charged nanoparticles disfunctionalises the 
SDS surfactants’ ability to lower the interface tensions. 
 Another noticeable effect of the nanoparticle charge is on the ordering of 
SDS surfactant molecules. Our simulation has shown that the anionic head groups 
(SO4-) of the SDS molecules immersed in the water phase with the tail groups 
(hydrocarbon chains) stretching across the interface into the TCE phase, when the 
systems involve surfactants or surfactants/non-charged nanoparticles. In other 
words, the surfactants span across the water-TCE interface microscopically. This 
is due to the hydrophilic and hydrophobic nature of their head and tail groups, 
respectively. The ordering of the surfactants is often characterized by a deuterium 
order parameter (SCD), which is “the average inclination of the C-D bond with 
respect to surface normal” (Schweighofer, Essmann, and Berkowitz 1997). The 
deuterium order parameter originates from the nuclear magnetic resonance 
(NMR) experiments on lipid bilayers in which the hydrogen atoms are replaced 
by deuterium atoms (Morrow et al. 1993). The deuterium order parameter can be 
calculated following (Schweighofer, Essmann, and Berkowitz 1997), 
 1cos3
2
1 2
CDCDS                                      (5-1) 
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 where CD is the angle between the interfacial normal and the molecular axis of 
the surfactant. The two extremes of the deuterium order parameters are 1 and -1/2, 
corresponding to a perfect order along the interface normal and a perfect order 
along the interface. The value equals zero if the surfactants pack isotropically at 
the interface. 
Figure 5.9 plots the influence of surfactant and particle concentration 
(non-charged and charged, respectively) on the deuterium order parameter of the 
SDS tail chain. As shown in Figure 5.9(a), the order parameter decreases for the 
carbon atoms further away from the head group which indicates more flexibility 
toward the tail end. However, SCD increases with increasing SDS concentration 
thus suggests that SDS carbon chains become  more  ordered  along the interfacial 
normal at higher SDS concentrations. The increased ordering as a function of 
increasing surfactant concentration has been observed in other simulations 
(Dominguez 2002; Li et al. 2005; Dong, Li, and Zhang 2004) and experiments 
(Messmer, Conboy, and Richmond 1995; Conboy, Messmer, and Richmond 
1996). For systems C and D containing 99 surfactants, the average interfacial area 
is 210 Å2/molecule, which is significantly higher that the saturation value of 59 
Å2/molecule for a monolayer of SDS at water-CCl4 interfaces. In contrast to the 
result that the non-charged nanoparticles remain the same trend as that of 
surfactant alone (Figure 5.9(b)), the charged nanparticles cause the SDS carbon 
chains more disordered, as shown in Figure 5.9(c). The carbon atoms near the 
head group are also noticeably bended along the interface plane (not shown). 
These may be explained by the fact that charged nanoparticles co-exist with SDS 
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surfactants at the water-TCE interfaces and occupy a significant interfacial area, 
therefore the hydrophobic interaction between charged nanoparticles and SDS 
carbon chains and the electrostatic interactions between sodium ions, charged 
particles, and SDS head groups alter the surfactant molecules to a relatively 
preferable orientation. Finally, Figure 5.9(d) shows that the order parameter is less 
influenced by the non-charged nanoparticles, which can be hypothesized by the 
fact that these nanoparticle clusters only have one or two particles in contact with 
the interface. The charged nanoparticles lower the ordering of the first several 
carbon atoms due to their strong interactions with the hydrophilic heads of the 
surfactant molecules. 
 
Figure 5.9. The deuterium order parameter (SCD) as a function of carbon 
atom number starting “2” for the carbon atom adjacent to the head group. 
(a) Influence of SDS concentration; (b) Influence of SDS concentration 
with the presence of non-charged nanoparticles; (c) Influence of SDS 
concentration with the presence of negatively charged nanoparticles; (d) 
Influence of nanoparticle concentration. 
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5.3.4 Effects of Methanol on Nanoparticle Self-Assembly and Interfacial 
Properties 
Recently, small alcohol molecules such as methanol and ethanol, have 
been employed in synthesizing nanocrystals to facilitate the self-assembly of 
nanoparticles into ordered monolayer and alter the contact angle of nanoparticles 
at liquid-liquid interfaces (Duan et al. 2004; Li, Huang, and Sun 2006; Reincke et 
al. 2004; Sun et al. 2007; Park, Yoo, and Park 2007). Unfortunately, the role and 
functionality of these molecules on nanoparticle self-assembly are still not clear. 
One key reason is that the microscopy work is limited to probing the equilibrium 
structure, not the dynamic self-assembly process. In addition, the experimental 
images do not provide detailed information of interfacial properties such as the 
interfacial thickness or chemical composition.  
Although various simulations have been performed to study liquid-liquid 
interfacial properties, sparse work has been reported on liquid-liquid interfaces 
with the presence of methanol. Rivera et al. performed MD simulations and found 
that methanol molecules prefer to be located at water-n-pentane interfaces or 
inside the aqueous phase and no methanol molecules appear in the organic phase 
(Rivera, McCabe, and Cummings 2003). The decrease of interfacial tension at 
water-alkane interfaces upon methanol addition was also reported based on MD 
simulations (Rivera, McCabe, and Cummings 2003; Wardle, Henderson, and 
Rowley 2005). Considering the amphiphilic structure of methanol, the smallest 
alcohol, here we desire to answer the following questions: how does methanol 
affect the water-TCE interfacial properties and the self-assembly of nanoparticles 
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at liquid-liquid interfaces? Does the particle charge make a difference on the 
assembled structure at liquid-liquid interfaces? To the best of our knowledge, this 
is the first MD simulation to study the behavior of methanol on water-TCE 
system, especially the effects of methanol on nanoparticle self-assembly at liquid-
liquid interfaces. 
First, we studied the pure water-TCE interfaces with the presence of 
methanol only. Figure 5.10 shows the sample snapshots of water-TCE systems 
with different concentrations of methanol at equilibrium. It is noticeable that the 
methanol molecules remain in the aqueous phase, with a slight preference to 
adsorb at the water-TCE interfaces in the systems with low methanol volume 
faction, up to 25%. Such preference is likely due to the amphiphilic characteristics 
of the alcohol molecules. However, at higher methanol volume fraction, such as 
75%, methanol dominated the aqueous phase, and no preferable location of the 
 
 
Figure 5.10. Sample snapshot of system E at 50 ns. Methanol, water, and 
TCE molecules are represented in orange, blue, and lime, respectively. 
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methanol molecules was observed. In addition, a few methanol clusters were 
observed in TCE phase at 75% methanol concentration. The work by Rivera also 
indicated the preferable location of methanol at water/n-alkane systems, reflecting 
the amphiphilic nature of methanol molecules (Rivera, McCabe, and Cummings 
2003).  
One advantage that MD simulation provides is the detailed structural 
information at the molecular level. Our previous simulation has shown the 
distribution and orientation of water molecules around the head groups of SDS 
surfactant molecules by studying the radial distribution function (Luo and Dai 
2007). Here, we also employed the radial distribution function to study the 
interactions between methanol and water molecules. Figure 5.11(a)-(d) shows the 
radial distribution functions of the hydrogen and oxygen atoms of the methanol 
and water molecules in system A. Four types of correlations were calculated: the 
hydrogen and oxygen atoms in methanol align closer to the oxygen and hydrogen 
atoms in water, respectively, as demonstrated by first peaks of g(rH-OW) at 1.7 Å 
and g(rO-HW) at 1.8 Å. Both first peaks occur at shorter distances compared to 
those of g(rO-OW) at 2.7 Å and g(rH-HW) at 2.4 Å, respectively. It is also 
noticeable that the peak intensity increases with increasing methanol 
concentration, implying a stronger preference of location at higher methanol 
loadings. A schematic demonstration is shown in Figure 5.11 (e) to illustrate the 
preferable orientation and location of a water molecule around a methanol 
molecule. We attributed such an orientation to the hydrogen bond formation and 
weak dipole interaction between methanol and water molecules, although steric  
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Figure 5.11. Radial distribution functions (a-d) of hydrogen and oxygen 
atoms between methanol and water molecules in system A. Data are 
averaged over parallel runs within the last 1 ns. (e) Schematic 
demonstration of the preferred orientation of hydrogen bond formation 
between methanol and water molecules. 
 
146 
effect is also possible. The orientation is consistent with the work by Dougan and 
co-workers (Dougan et al. 2005) in which the hydroxyl groups of the methanol 
molecules “bonds to the water molecules and form the main boundary between 
methanol and water-rich region.” In addition, we calculated the number of 
hydrogen bonds in system E and the result suggested that more hydrogen bonds 
were formed between methanol and water molecules at higher methanol 
concentration (details not shown).   
One fundamental question to address is how the presence of methanol and 
nanoparticles influence the interfacial properties, such as interfacial tension and 
interfacial thickness. Figure 5.12 shows the mass density profiles of water-TCE 
systems without and with the presence of nanoparticles at various methanol 
volume fractions, analyzed from the last 1 ns of the equilibrium run. The density 
profiles are in good agreement with the sample snapshots in Figure 5.10. For 
example, for water/methanol-TCE systems with the presence of 10 nanoparticles 
(F1-F4), the mass density profiles demonstrate that the nanoparticles form a 
cluster and maintain in the vicinity of the water-TCE interfaces at equilibrium 
regardless of methanol concentrations. In comparison, the sharp peaks of charged 
nanoparticles at interfaces in system G indicate a monolayer distribution of 
charged nanoparticles at water-TCE interfaces.  
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Figure 5.12. Mass densities of systems with different methanol volume 
concentrations. Column (a) and (b) represent systems without and with 10 
nanoparticles, respectively. The compositions of the systems are given in 
Table 5.2. Densities were averaged over the last 1 ns. Blue, red, green, and 
black curves represent methanol, water, TCE molecules, and 
nanoparticles, respectively. 
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Interfacial thickness is an important interfacial physical property that is 
difficult to obtain experimentally. Interfacial thickness, defined here as the 
distance over which the TCE density drops from 90% to 10% of the bulk density, 
is plotted as a function of methanol concentration in Figure 5.13. It illustrates a 
monotonic increase of the interfacial thickness with increasing methanol 
concentration. Luo et al. have shown that the water-TCE interfacial thickness is 
increased by approximately 40% with the presence of nanoparticle clusters either 
a monotonic increase of the interfacial thickness with increasing concentration of 
SDS surfactants (Luo and Dai 2007). The regression lines in Figure 5.13 suggest 
that the presence of nanoparticles also influence the interfacial thickness near or 
in contact with the interface (Luo et al. 2006). In addition, there is at all methanol 
volume fractions, but the effect is significantly less compared to that of methanol.  
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Figure 5.13. Interfacial thickness as a function of methanol volume 
fraction. The open and filled squares represent interfacial thickness of the 
systems without and with the presence of 10 nanoparticles, respectively. 
The filled circle represents interfacial thickness of the system with 10 
charged nanoparticles. 
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Not surprisingly, we also noticed that the negatively charged nanoparticles can 
further increase the interfacial thickness. This is likely due to the fact that charged 
nanoparticles are more entrapped into the water-TCE interfaces and form a 
monolayer distribution and, therefore have more contact area with the interfaces. 
According to the theoretical work by Dagama et al.(Dagama and Gubbins 1986), 
the increased interfacial thickness is due to the accommodation of the presence of 
concentrated surfactants at the interface. 
From the mass density profiles, we also noticed that the penetration depth 
of methanol molecules into TCE phase, defined here as the distance between the 
critical interface (the cross-point of water and TCE in mass density profile) and 
the location where methanol concentration in TCE is 10% of its bulk 
concentration in water, increases with increasing methanol concentration. The 
penetration depth increases from 0.56 nm in system E2 to 1.29 nm in system E5. 
Such an increase is likely due to the amphiphilic structure of methanol molecules 
which enables them to accommodate at liquid-liquid interfaces and thus broaden 
the penetration depth. Figure 5.14 plots the water-TCE interfacial tension as a 
function of methanol volume fraction in systems without and with the presence of 
nanoparticles. It shows that the interfacial tension decreases with increasing 
methanol volume fraction.The pure water-TCE interfacial tension, simulated as 
41.5 mN/m, is reasonably close to the experimental value of 38.9 mN/m. Figure 
5.14 demonstrates that the simulation results match reasonably well with the 
experimental measurements, especially at high methanol volume fractions. The 
deviation between simulation value and experimental measurement at low volume  
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Figure 5.14. Interfacial tension as a function of methanol volume fraction. 
Black circles represent experimental values of water-TCE systems with 
methanol only. Red triangles and green squares represent simulation 
values of the systems without and with the presence of 10 non-charged 
nanoparticles, respectively. Yellow diamond represents interfacial tension 
of the system with 10 charged nanoparticles. 
 
fractions (e.g. 1% and 10%) is unclear. The simulation work by Rivera et al. 
(Rivera, McCabe, and Cummings 2003)  also concluded that methanol decreases 
the water-n-pentane interfacial tension. Similar reduction has been observed in the 
MD simulations of water-vapor and water-CCl4 interfaces containing 
surfactants(Dominguez and Berkowitz 2000). Recently, Luo et al. (Luo and Dai 
2007) have reported that nanoparticles have a minor influence on interfacial 
tension at water-TCE interface compared with the effective reduction of 
interfacial tensions by surfactant SDS molecules. In this work, the presence of 
nanoparticles further decreases the interfacial tension although it is minor 
compared to that of methanol.  Finally, the interfacial tension () is scaled with 
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interfacial width (), 2, although the system with and without the 
nanoparticles reveals different coefficients.  
Recently, we have studied the self-assembly of nanoparticles at liquid-
liquid interfaces. The emphasis of this work is to investigate the influences of 
methanol on nanoparticle self-assembly at liquid-liquid interfaces. Here, we 
included the systems of 10 nanoparticles at liquid-liquid interfaces with the 
presence of 1%, 10%, 25% and 40% methanol volume fraction in the aqueous 
phase (system E1-E4). Figure 5.15 (a) shows the progress of cluster formation, 
migration and final equilibrium of 10 nanoparticles at water-TCE interfaces of 
system F3 (25% methanol volume fraction). The nanoparticles form a cluster and  
 
 
 
Figure 5.15. Sample snapshots of System (a) F3 and (b) G at different 
simulation time intervals. The nanoparticles, methanol, water, and TCE 
molecules are represented in red, orange, blue, and lime, respectively. 
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maintain in the vicinity of water-TCE interfaces at equilibrium. Similar results 
were observed at all methanol concentrations. Luo et al.(Luo et al. 2006) have 
reported the close packed structure of nanoparticles clusters by calculating RDF 
which shows a sharp peak at 1.3 nm (the average diameter of nanoparticles is 1.2 
nm). To demonstrate how methanol influences the final equilibrium positions of 
nanoparticles at water-TCE interfaces, we calculate the average distance from the 
center of the nanoparticle clusters to the critical interface. The result shows a 
continuous decrease of this distance from 3.3 nm (E1) to 2.1 nm (E4), suggesting 
that the nanoparticles stay closer to the water-TCE interfaces at higher methanol 
concentration, although the hydrophobic nature of the nanoparticles determines 
their loci in the oil phase. For spherical colloidal particles trapped at interfaces, 
the free energy can be calculated as (Aveyard and Clint 1996; Cheung and Bon 
2009): 
 sin 2)cos-)(1(2)cos1( 21
22
12
2 RRRF PP           (5-2) 
where R is the radius of the solid particle, 12 is the interfacial tension between 
component 1 and 2, iP is the interfacial tension between component i and the 
particle, τ is the line tension, and θ is the three-phase contact angle which was 
measured in the water phase in this study. The final term in Equation (5-2) 
represents the energy due to the line tension. In Figure 1.15 (a), we noticed that, 
for non-charged nanoparticles in system F, only one or two nanoparticles are in 
contact with the water-TCE interfaces (most of the nanoparticles are not truly at 
the interface); therefore, the contribution from line tension can be minor. 
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Subsequently, we suggested that the observed decreased interfacial tension upon 
methanol addition is the driving force for nanoparticles moving closer to the 
water-TCE interface. The experimental work by Park et al (Park, Yoo, and Park 
2007) also reported a further entrapment of metal nanoparticles at the water-
hexane interfaces upon ethanol addition and they suggested that the decrease in 
interfacial energy was the driving force. Another possible explanation is that the 
addition of methanol extended the interfacial region (increased interfacial 
thickness), which enhances the accommodation of nanoparticles at the water-TCE 
interfaces. 
One intuitive question to address is how the addition of methanol 
influences the self-assembly of charged nanoparticles at water-TCE interfaces. 
For direct comparison, we performed simulations on systems with 10 charged 
nanoparticles (system C) at water-TCE interfaces with the presence of 25% 
methanol volume fraction. Figure 5.15 (b) shows the progress of migration of 
both single particles and clusters and the final equilibrium of charged 
nanoparticles at water-TCE interfaces. It is clearly shown that charged 
nanoparticles form a monolayer at water-TCE interfaces. In a recent work, we 
have shown that the negatively charged nanoparticles alone form a monolayer at 
water-TCE interfaces at equilibrium with a three-phase contact angle of 92.4 ± 
1.4º measured from the aqueous phase (Luo, Song, and Dai 2009). Here, we 
noticed that, when the system contains 25% methanol (system C), the contact 
angle of the charged nanoparticles increases to 119.0±1.6º, which results in the 
slightly less confinement of the charged nanoparticles at the interface. One simple 
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explanation is likely due to the increase of polarity of the water phase with the 
addition of methanol, which pushes the hydrophobic nanoparticles slightly to the 
TCE phase and consequently increase the contact angle. In a parallel approach, 
we realize that Equation (5-2) has been widely used to calculate the free energy of 
the micro-sized particles at fluid interfaces. Its applicability to nanoscale is still 
questionable (Cheung and Bon 2009; Bresme and Quirke 1999)
 
since Equation (5-
21) underestimates the complexity of capillary waves on nanoparticles at liquid-
liquid interfaces.
 
Here we only employ Equation (5-2) to perform a rough analysis 
and discussion. Both theoretical and simulation studies (Bresme and Quirke 1999; 
Lehle and Oettel 2008; Getta and Dietrich 1998; Bresme and Quirke 1999) predict 
that the line tension is on the order of 10
-12
 – 10-10 N.  For each nanoparticle (with 
the diameter of 1.2 nm) at water-TCE interface, the free energy from the 
interfacial tension and the line tension terms in Equation (5-2) are estimated to be 
on the magnitude of 10
1
 kBT and 1-10
2
 kBT,  respectively. The line tension 
theoretically decreases with increasing the contact angle (if θ > 90º) (Aveyard and 
Clint 1996), and in this case, decreases with increasing of the methanol 
concentration due to the reduction of interfacial tension. However, the free energy 
may still be large enough to confine the charged nanoparticles at the interfaces, 
especially considering the fact that the calculation underestimates the energy due 
to the neglect of the capillary wave effect.   
5.4 Conclusions 
Molecular dynamics simulations have been performed to investigate the 
nanoparticle self-assembly at water-TCE interfaces with the focuses on systems 
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containing SDS surfactant molecules and modified hydrocarbon nanoparticles 
(non-charged and charged, respectively). To the best of our knowledge, the work 
provides the first molecular dynamics simulation of the in-situ interfacial self-
assembly when a system contains both surfactants and nanoparticles. The MD 
simulations have clearly shown the progress of migration and final equilibrium of 
the SDS molecules at the water-TCE interfaces with the non-charged 
nanoparticles either at or in the vicinity of the interfaces, depending on surfactant 
concentrations. The non-charged nanoparticles co-equilibrate with the surfactants 
at the interfaces at low concentrations of surfactants whereas are depleted away 
from the interfaces when the surfactant concentration is high. The interfacial 
properties, such as interfacial thickness and interfacial tension, are significantly 
influenced by the presence of the surfactants, but not the nanoparticles. 
Interestingly, nanoparticle charge has a significant impact on interfacial assembly, 
structure, and properties. The negatively charged nanoparticles co-equilibrate with 
the SDS surfactant molecules at the TCE-water interfaces, regardless of the 
surfactant concentration. Although the inclusion of the charged nanoparticles has 
a minor influence on the interfacial thickness, it significantly affects the 
distribution, ordering, and effectiveness of the SDS surfactant molecules. 
The influences of methanol on the nanoparticle self-assembly and 
interfacial properties at liquid-liquid interfaces are also studied by molecular 
dynamics simulations. The simulation shows that the methanol molecules, at low 
volume fraction, prefer to stay in the aqueous phase with a preference of the 
water-TCE interfaces. However, at higher methanol volume fraction, methanol 
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dominates the aqueous phase and no preferable location of methanol molecules is 
observed. In addition, the simulations suggest that the interfacial tension 
decreases and the interfacial thickness increases with increasing methanol 
concentration. The presence of nanoparticles at water-TCE interfaces has minor 
effects on the interfacial properties compared to methanol. The presence of 
methanol drives the noncharged nanoparticle clusters closer to the interfaces. 
Although the methanol molecules do not affect the monolayer distribution of the 
negatively charged nanoparticles at the water-TCE interfaces, they increase the 
contact angles of these particles, likely due to the reduction of interfacial 
adsorption energy. 
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Chapter 6 
CONCLUSIONS AND FUTURE WORK 
6.1 Conclusions 
The work presented in this dissertation can be divided into two major 
categories. The first part focuses on the development and applications of 
interfacial microrheology at liquid-liquid interfaces using laser scanning confocal 
microscopy. To facilitate a better fundamental understanding of our experimental 
observations and explore nanorheology, the second part of this work investigates 
nanoparticle dynamics, fundamental basis of nanorheology, and nanoparticle self-
assembly using molecular dynamics (MD) simulations. 
We first develop the technique of interfacial microrheology by adopting 
one-particle and two-particle tracking, respectively. We have used oil-in-water 
Pickering emulsions as a new experimental template. In one-particle 
microrheology, we track the thermal motions of individual particles dispersed in 
the bulk phase or adsorbed at the interface and calculate the rheological response 
by the averaged mean square displacements (MSD) of the tracer particles. We 
have found that the bulk microrheology of pure polydimethylsiloxane (PDMS) 
oils and pure water are independent of the surface chemistry of the tracer 
particles, which suggest that there are no significant interactions between the 
particles and the bulk phases. In contrast, the apparent one-particle interfacial 
microrheology at PDMS oil-water interfaces depends strongly on the surface 
chemistry of the tracer particles, suggesting that one-particle interfacial 
microrheology is more sensitive to the property of the tracer probes.  
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Due to the limitations of one-particle interfacial microrheology, we 
subsequently develop and validate two-particle interfacial microrheology by 
tracking the correlated motion of tracer particle pairs and calculating the 
rheological response from the distinct mean square displacements (MSDD). In 
sharp contrast to those in one-particle interfacial microrheology, two-particle 
tracking significantly minimizes the effects of tracer particles such as surface 
chemistry and particle size. To explore the broad applications of two-particle 
interfacial microrheology, we further apply this technique to study the linear 
viscoelastic properties at polymer-polymer interfaces. The interfacial linear 
storage and loss moduli at PDMS-polyethylene glycol (PEG) interfaces are 
measured over a wide frequency range and found to be significantly different 
comparing to those of either bulk polymer components. The interfacial relaxation 
time, calculated from the crossover of the storage and loss moduli, is observed to 
be an order of magnitude larger than that of the PDMS bulk polymers. Moreover, 
the interfacial viscosity is estimated from the measured interfacial storage and 
loss moduli. The shear thinning behavior of the interfaces is more prominent than 
the PDMS bulk phases, which may indicate that the interface is more 
“structured”. However, the value of zero-shear interfacial viscosity, estimated 
from the Cross model, falls between the bulk viscosities of two individual 
polymers. The results here further demonstrate the generality of two-particle 
interfacial microrheology and open new avenues to examine more complex 
liquid-liquid systems.  
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To facilitate a better understanding of interfacial microrheology and 
explore the fundamental basis of nanorheology, we study the dynamics of single 
nanoparticles by employing molecular dynamics simulations. The diffusive 
behavior of nanoparticles in pure water and low-viscosity PDMS bulk oils is 
found to be reasonably consistent with the prediction from the Stokes-Einstein 
equation. In addition, we calculate the shear moduli of the bulk PDMS oil and 
water, as well as the PDMS oil-water interfaces, from the trajectory of the single 
nanoparticles. The bulk viscosity values calculated from the slope of the loss 
moduli are in good agreements with those obtained through non-equilibrium 
molecular dynamics simulations, which clearly demonstrates the validity of 
nanorheology. Moreover, the simulations show that the nanoparticle locations at 
the low-viscosity oil-water interfaces can be tuned by controlling the surface 
charges of the nanoparticles. Interestingly, the lateral diffusion of the 
nanoparticles and apparent interfacial nanorheology at the low-viscosity PDMS 
oil-water interface are independent of the position of the nanoparticle at the 
interface.  
To further investigate the influence of nanoparticles on other interfacial 
structures and properties, we continue to perform molecular dynamics 
simulations. We emphasis on the self-assembled nanoparticles at liquid-liquid 
interfaces with and without the presence of the surfactant molecules. The 
interfacial properties, such as interfacial thickness and interfacial tension, are 
significantly influenced by the presence of the surfactant molecules, but not the 
non-charged nanoparticles. Interestingly, surface charge plays an important role - 
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the presence of negatively charged nanoparticles has significant impacts on 
interfacial structure and properties. Finally, we study the influence of methanol on 
nanoparticle self-assembly and interfacial properties. With an increase in 
methanol concentration, the interfacial tension decreases whereas the interfacial 
thickness increases. In addition, although the methanol molecules don’t affect the 
monolayer distribution of the negatively-charged nanoparticles at the interfaces, 
they increase the contact angles of these particles, likely due to the reduction of 
interfacial adsorption energy. 
6.2 Future Work 
The work presented in this dissertation clearly demonstrates the validation 
and generality of two-particle interfacial microrheological technique for studying 
the viscoelastic properties at liquid-liquid interfaces. The oil-water and polymer-
polymer interfaces studied here represent two liquid interfacial systems which are 
commonly encountered in many industries. In our current work, we have 
systematically investigated the two-particle interfacial microrheology at 
completely immiscible polymer-polymer interfaces such as PDMS-PEG. In the 
future, it would be interesting to perform interfacial microrheological 
measurements at polymer-polymer interfaces composed of partially immiscible 
polymer pairs. For example, PDMS and polybutene (PB) are a well-documented 
partially immiscible polymer pair since the interfacial tension at the interface is 
found to change with time (Tufano et al. 2008). Another exciting area of future 
research is liquid-liquid interfaces with the presence of surfactants. Surfactants 
have tremendous practical applications in oil industry, health and personal care 
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products, foods and biological systems. The unique ability of surfactant molecules 
is that they can radically alter the surface and interfacial properties. The role of 
surfactants in lowering interfacial tension has been extensively studied (Rudin and 
Wasan 1992; Rosen et al. 2005; Ravera, Ferrari, and Liggieri 2000). However, 
due to the experimental limitation in characterizing interfacial rheology, there has 
been little understanding on how surfactants influence the interfacial rheological 
properties such as the linear moduli and viscosity at liquid-liquid interfaces. By 
applying two-particle interfacial microrheology, we can measure the local 
viscoelastic properties at the liquid-liquid interfaces before and after the addition 
of surfactants, which provide a unique way to study the role of surfactants in 
changing the interfacial rheological properties. In addition, we can continue the 
MD simulations, which already illustrate some possible interactions between 
nanoparticles and surfactants; future work will focus more on the particle 
dynamics and nanorheology in the presence of surfactants. 
One question yet not addressed in terms of the two-particle interfacial 
microrheology is that when the interfacial width is larger than the particle size, 
whether or not the motion of the tracer particles could be much different at the 
interfaces. Therefore, another future work will involve studying the transition of 
particle motions from 2D to 3D at the liquid-liquid interfaces by employing 
molecular dynamics simulations. Further investigation requires a precise control 
of the interfacial width. Unfortunately, common experimental methods to 
investigate the interfacial width are currently quite limited. The technique of 
neutron reflectometry (NR) has been recently used for the measurement of 
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interfacial width between immiscible polymers (Stamm and Schubert 1995). But 
the application of this technique is limited by the particular sample geometry and 
only few examples of specific molecular weights and temperature are reported. 
Thus molecular dynamics simulation offers an alternative method in estimating 
the local microscopic properties at liquid-liquid interfaces, which are difficult to 
achieve by experiments. As an exploratory study, Figure 6.1 shows the 
equilibrium snapshots and the corresponding mass density profiles of PDMS10 
(PDMS with 10 repeating units)-water and PDMS10-PEG200 (PEG with 
molecular weight of 200) interfaces. Interfacial width is defined as the distance 
over which the PDMS10 density drops from 90% to 10% of its bulk phase. 
Calculated from the equilibrium mass density profile, the interfacial width for 
PDMS10-water and PDMS10-PEG200 is 0.5±0.03 nm and 3±0.4 nm, 
respectively. Clearly, we can see that the interfacial width increases significantly 
when one of the bulk phases changes from water to PEG200. Immiscible 
polymers are usually characterized by narrow interfaces and the interfacial width 
is typically in the range of 2 to 50 nm, depending on the miscibility (Stamm and 
Schubert 1995). Then the puzzle here is when the tracer particle size is less than 
the interfacial width, whether the particle motion is still dominated by 2D 
behavior and whether two-particle interfacial microrheology still can be employed 
to characterize the local inhomogeneity at the interfaces. Further experimental and 
molecular dynamics simulation works are highly desirable to address these 
puzzles. 
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Figure 6.1. Snapshots and corresponding mass density profiles of 
PDMS10-water in (a) and PDMS10-PEG200 interfaces in (b). PDMS10 is 
in green, water is in light blue, and PEG200 is in dark blue. The mass 
density profiles were averaged over last 1ns for the 10 ns simulation run. 
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APPENDIX A  
THE SHEAR VISCOSITIES OF COMMON WATER MODELS BY NON-
EQUILIBRIUM MOLECULAR DYNAMICS SIMULATIONS 
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A.1 Introduction 
The shear viscosity is a key kinetic property of water. Other than practical 
significance, in computational modeling, the viscosity is not only an important 
parameter for evaluating the accuracy of water models, but also affects the 
dynamics of the substance dissolved or dispersed in the water. Unfortunately, it is 
a difficult property to be quantified by molecular dynamics (MD) simulations and 
has received less attention than other physical properties. Several methods have 
been available for determining the viscosities of liquids by using equilibrium 
molecular dynamics (EMD) and non-equilibrium dynamics (M. P. Allen and D. J. 
Tildesley 1987) (NEMD) simulations. From the EMD simulations, the viscosity 
can be calculated by pressure fluctuations (Mcdonald 1986 ) or momentum 
fluctuations (Palmer 1994). However, the pressure fluctuations method was found 
to converge slowly because of the large fluctuations in pressure in the simulation 
box. In addition, it is very sensitive to the type of electrostatics treatment (Hess 
2002). In contrast, methods based on the NEMD simulations are performed by 
applying a force to the system to create a shear flow, which usually converges 
much faster than the EMD methods.  
The SLLOD algorithm (Morriss 1984; Evans and Morriss 1990) and 
periodic perturbation method (Gosling, Mcdonald, and Singer 1973) are two most 
common methods used in NEMD simulations. These two methods can provide the 
same accurate viscosity for simple fluid at an equal average shear rate, as well as 
the same computational efficiency. In the SLLOD algorithm, viscosity is obtained 
by imposing a linear velocity profile to the simulation system. Recently, Petravic 
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(Petravic and Delhommelle 2005) et al. obtained accurate viscosity of ethanol by 
the SLLOD method and the extrapolation at zero-shear rate is in excellent 
agreement with EMD results. The periodic perturbation method is similar to 
momentum fluctuations method. However, instead of measuring internal 
fluctuations, an external periodic force is applied to the simulation box, and the 
viscosity is calculated by measuring the response of the system to the applied 
force. One can choose a sufficiently small shear rate to avoid disturbing the 
structure and dynamics of the liquid and a large elongated simulation box to 
produce better statistics. Recently, Hess (Hess 2002) compared the above four 
methods in MD simulations and found that the periodic perturbation method is the 
best choice for calculating the viscosity of simple liquids in terms of both 
accuracy and computational efficiency. However, the periodic perturbation 
method has only been applied to a few systems. By applying this method, 
Vasquez (Vasquez, Macedo, and Zabaloy 2004) reported a good quality viscosity 
data of Lennard-Jones liquids for wide ranges of temperature and density with fast 
speed calculations. Wensink et al. (Wensink et al. 2003) adopted the periodic 
perturbation method to calculate the viscosities of alcohol/water mixtures. In this 
work, the periodic perturbation method is used to compute the viscosity of liquid 
water. 
Over the past 30 years, many different water models have been developed, 
for example, the popular three-site SPC (Berendsen et al. 1981), SPC/E 
(Berendsen, Grigera, and Straatsma 1987) and TIP3P (Jorgensen et al. 1983), 
four-site TIP4P (Jorgensen and Madura 1985) and five-site TIP5P (Mahoney and 
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Jorgensen 2000). They provide opportunities to study water structure and 
reproduce the physical properties such as density, diffusion constant, viscosity, 
and compressibility. A key element before performing simulations involving 
water molecules is the choice of a water model. Every water model has its own 
strength and models can be selected based on specific objectives, systems, and 
force fields. For example, although the radical distribution functions of SPC and 
SPC/E models at room temperature are very similar, the dielectric constant and 
diffusion constant of SPC/E show great improvements over the SPC model 
(Berendsen, Grigera, and Straatsma 1987; Reddy and Berkowitz 1989). By 
investigating the absolute entropy and hydrogen bonds of water models, the SPC 
and TIP4P models are found to best describe the structural property of water 
(Zielkiewicz 2005). In terms of temperature dependence of properties of liquid 
water, the four-site TIP4P model produces more consistent results with 
experimental thermodynamic and structural data than the three-site models 
(Jorgensen and Jenson 1998). The five-site, fixed-charge TIP5IP water model, 
developed by Jorgensen’s group (Mahoney and Jorgensen 2000) in 2000, 
reproduces the density and energy profile of liquid water as a function of 
temperature within an averaged error of 1%, including the position of the 
temperature of maximum density (TMD). Although many efforts have been 
undertaken to evaluate various properties of different water models, very rare 
information has been reported on the viscosities of commonly used water models, 
which motivates the initiation of this work.      
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In this report, we present the viscosities of five commonly used water 
models, SPC, SPC/E, TIP3P, TIP4P and TIP5P, under ambient conditions and 
compare the simulation results with experimental data. The work provides a 
comprehensive study and fundamental basis for choosing the best water model in 
terms of viscosity. We systematically investigate the effects of system size, 
electrostatics treatment, cutoff length, and acceleration amplitude on the viscosity 
values of SPC/E and TIP5P models. Furthermore, we calculate the temperature 
dependence of the viscosity values of these two water models. These results here 
are, to the best of our knowledge, the first systematic study for the viscosities of 
commonly used water models by using periodic perturbation methods from MD 
simulations. 
A.2. Methods and Simulation Details 
In periodic perturbation method, originating in Gosling’s work (Gosling, 
Mcdonald, and Singer 1973) and well explained by Hess (Hess 2002), the 
viscosity can be calculated by applying an external force to the system. At each 
time step during the simulation, a periodic external force in x-direction, which is a 
function of z only, can be imposed to each molecule. Consequently, a velocity 
field u can be created according to Navier-Stokes Equation (M. P. Allen and D. J. 
Tildesley 1987): 
  
uauu
u 2 )( 


 p
t
ρ                                (A-1) 
Since uy and uz are equal to zero and there is no pressure gradient in the x 
direction of the simulation box, equation (1) then becomes: 
192 
 
2
2
z
)(
)( 
)(




 z
za
t
z
ρ xx
x uu                                   (A-2) 
For steady-state, we can get the solution as: 
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The magnitude of the external force depends on the molecule’s z-coordinate as:     
)()( kzcosmzamF ixix,i                               (A-4)
 
where mi is the mass of the molecule, z is the z coordinate of the molecule in the 
simulation box, A is the applied acceleration, and k is the wave-index number, 
which is defined as: 
zl
k
2
                                                    (A-5) 
 
Where lz is the height of the simulation box. The steady-state velocity profile 
generated by the external acceleration (force) is given as:      
)()1()( kzcos-eνzu r-t/τx                                 (A-6)
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Where τr is given by
 
is the macroscopic relaxation time of the liquid:
  
   
2k
r


                                                   (A-8)
 
The viscosity of the liquid can be calculated by measuring the averaged v during a 
MD simulation based on equation (A-7). 
In this work, all MD simulations have been performed using GROMACS 
3.3.3 package (Lindahl, Hess, and van der Spoel 2001; Van der Spoel et al. 2005). 
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The leap-frog algorithm was used for integrating Newton’s equation of motion. 
All simulations were carried out under NPT (constant number of molecules, 
constant pressure, and constant temperature) ensemble. Temperature and pressure 
were controlled by the Berendsen-thermostat method. Periodic boundary 
conditions (PBC) were applied to all three directions of the simulated boxes. The 
electrostatics interactions were treated by the Particle-Mesh Ewald (PME) method 
with a cutoff of 1.2 nm (except for Section A.3.4). 
In most cases (except for Section A.3.1), we first set up a cubic box with 5 
nm in length and then stack three of these boxes in z-direction in order to 
eliminate the wavelength dependence effects. All the NEMD simulations start 
from equilibrated configurations by EMD. In all cases, the EMD simulations 
reach equilibrium within 0.5 ns according to monitoring the potential energy and 
density, although we run the EMD simulation for 2 ns. In order to calculate 
viscosity of water, we run NEMD simulations for 2 ns. The first 400 ps were 
dropped from the analysis and the viscosity was analyzed over 400 ps to 2 ns. The 
errors of the calculated viscosity are estimated based on the block averaging 
method (Flyvbjerg and Petersen 1989).  
A.3. Results and Discussions 
A.3.1 Comparison of Viscosities of Five Commonly Used Water Models 
The experimental value for the viscosity of pure liquid water at 300 K and 
1 bar is 0.854×10
-3
 kg m
-1
 s
-1
 (Weast 1986). The comparisons of the simulated 
viscosities of five commonly used water models, SPC, SPC/E, TIP3P, TIP4P and 
TIP5P, are presented in Table A.1. In order to understand the wavelength 
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dependence, we simulate two system sizes for each water model, with 1 and 3 
cubic boxes stacked in the z-direction of the simulation boxes. The small and 
large systems give compatible viscosity results, which indicate that systems 
consisting approximately 4000 molecules can produce good statistics with 
negligible wavelength effects.  
First, it is notable that under the investigated simulation protocols, the 
calculated viscosity for all five water models in Table A.1 are less than the 
experimental value at 300 K and 1 bar. Clearly, SPC/E and TIP5P are better 
choices for simulating liquid water from the perspective of shear viscosity, 
although TIP3P, TIP4P and SPC have been the most commonly used water 
models since 1983 (Jorgensen and Tirado-Rives 2005). At 300 K and 1 bar, the 
calculated viscosities of SPC/E and TIP5P are (0.722±0.006)×10
-3
 kg m
-1
 s
-1
 and 
(0.708±0.005)×10
-3
 kg m
-1
 s
-1
, respectively, which are about 15% and 17% less 
than the experimental value of 0.854 ×10
-3
 kg m
-1
 s
-1
.  
For the two single point charge models SPC and SPC/E, the only minor 
difference is that the charge for the oxygen molecule in the latter is -0.8476e  
instead of -0.8200e in the former, and for each hydrogen molecule the charge is 
+0.4238e instead of +0.4100e. Interestingly, this small difference result in a great 
improvement of the viscosity of 0.722×10
-3
 kg m
-1
 s
-1
 for SPC/E over the 
viscosity of 0.475×10
-3
 kg m
-1
 s
-1
 for SPC. It has been reported that this difference 
also leads to the improvements of many other properties such as density, radical 
distribution function and diffusion constant of SPC/E compared to SPC. For 
example, SPC/E has been found to be able to give the closet agreement with the 
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experimental data for bulk water property (van der Spoel, van Maaren, and 
Berendsen 1998; Mark and Nilsson 2001). The self-diffusion constants from the 
SPC/E model are between 2.5× and 3.3×10
-9
 m
2
 s
-1
, which are in good agreements 
with the experimental value of 2.30×10
-9
 m
2
 s
-1
, whereas those from the SPC 
model are between 4.1-5.0×10
-9
 m
2
 s
-1 
(Mark and Nilsson 2001). Berendsen 
(Berendsen, Grigera, and Straatsma 1987) ascribed all these improvements as the 
correction of the polarization self-energy for the effective pair potentials of the 
SPC/E model. The simulated viscosities here are slightly smaller comparing to the 
values reported by Smith and Van Gunsteren (Smith and Vangunsteren 1993). 
They reported that the viscosity of SPC and SPC/E is 0.54×10
-3
 and 0.82×10
-3
 kg 
m
-1
 s
-1
 by simulating 512 water molecules using a pressure fluctuation method. 
The difference here is likely due to the different calculation methods, simulation 
methodology and system sizes.  
Among the TIPnP models, TIP5P performs much better than TIP3P and 
TIP4P in reproducing the viscosity of liquid water, especially in comparison to 
TIP3P, which has a viscosity of 0.316×10-3 kg m-1 s-1，63% less than the 
experimental value. In addition, TIP5P yields a significant improvement in many 
other areas over other fixed-charge water models. For example, it provides 
relatively accurate results on the temperature effect of density over the 
temperature range from -37.5 to 62.5 
o
C at 1 atm (Mahoney and Jorgensen 2000). 
The self-diffusion constant of TIP5P at 25 
o
C and 1 atm is 2.62×10
-9
 m
2
 s
-1
, which 
is closer to the experimental value than the TIP3P, TIP4P and SPC  alternatives 
(Mahoney and Jorgensen 2001). Based on the viscosity data in Table A.1, we 
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focus the rest of the discussions on the systematic study of the viscosities of 
TIP5P and SPC/E models. 
Table A.1. Comparison of viscosities of five liquid water models 
 
 
Simulation box size 
(nm
3
) 
# of water 
molecules 
T 
(K) 
P 
(bar) 
Density 
(kg m
-3
) 
η 
(10
-3 
kg m
-1 
s
-1
) 
SPC 
5.336×5.316×10.357 
5.180×5.176×20.265 
8284 
16568 
299.998 
300.005 
1.008 
1.006 
971.88 
971.90 
0.467±0.008 
0.475±0.006 
       
SPC/E 
5.016×5.015×5.017 
5.172×5.122×15.194 
4142 
12426 
299.998 
299.998 
1.001 
1.008 
993.88 
993.71 
0.727±0.005 
0.722±0.006 
       
TIP3P 
5.162×5.149×5.146 
5.201×5.185×15.028 
4142 
12426 
299.990 
300.008 
1.017 
1.014 
979.83 
979.86 
0.333±0.009 
0.316±0.007 
       
TIP4P 
5.140×5.122×5.122 
5.151×5.143×15.154 
4125 
12375 
299.994 
300.007 
1.001 
1.005 
988.28 
988.22 
0.505±0.008 
0.506±0.007 
       
TIP5P 
5.004×5.004×5.004 
5.139×5.149×15.163 
4096 
12288 
299.973 
299.983 
0.999 
1.006 
977.93 
978.09 
0.714±0.006 
0.708±0.005 
       
Experiment   300 1 0.997 0.854 
For all the simulations, the electrostatics was treated by PME method with a 
cutoff 1.2 nm. The acceleration amplitude is 0.005 nm ps
-2
. 
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A.3.2. System-Size Effects 
System-size effects, caused by the usage of periodic boundary conditions 
(PBC), may lead significant artifacts in MD simulations. Long-rang interactions 
such as Coulumbic or hydrodynamic interactions might be distorted by the PBC 
in a small system. Dünweg and Kremer observed significant system-size effects 
for the diffusion coefficients of polymer chains in solution even if the polymer 
chain fits nicely into the simulation box and attributed the influences to the long-
range nature of the hydrodynamic interaction (Dunweg and Kremer 1991, 1993).
 
For small molecules like water, the diffusion constants under ambient conditions 
increase significantly as the system size increases and the diffusion constant can 
be underestimated by 10% for a system of approximately 2000 water molecules 
(Yeh and Hummer 2004). 
In order to investigate the dependence of viscosity of TIP5P and SPC/E on 
system-size, we calculate the shear viscosities of TIP5P and SPC/E water as a 
function of water molecules number N under ambient condition (300 K, 1 bar), as 
shown in Figure A.1. The results show that there is no strong system size 
dependence for the calculated viscosities of TIP5P and SPC/E water models as 
long as the number of the water molecules in the system is above 1024 (in a 
2.5×2.5×5.0 nm
3
 box). Similar results were also reported by Hess (Hess 2002) for 
the viscosity calculation of SPC. However, system-size effect becomes an issue 
when the water molecules are below 1000 in which the calculated viscosity has a 
strong dependence on system size. For the system with 256 water molecules, the 
viscosities of TIP5P and SPC/E are 0.66×10
-3 
kg m
-1 
s
-1 
and 0.68×10
-3 
kg m
-1 
s
-1
, 
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respectively, which are both 7% smaller than the values for 4000 molecule 
systems. Klein (Balasubramanian, Mundy, and Klein 1996) also found strong 
system-size effects for the viscosity calculations of SPC/E model over two small 
systems by using the SLLOD algorithm. In their study, the viscosity of SPC/E 
water at 303.15K for the 512 molecule system is (0.66±0.8)×10
-3 
kg m
-1 
s
-1
, 
whereas for 216 molecule system it is only (0.55±0.3)×10
-3 
kg m
-1 
s
-1
. 
A.3.3 Effects of Acceleration Amplitude 
One of the most important criteria for using the periodic perturbation 
method is to choose an optimized shear rate. Theoretically, shear rate should be 
sufficiently low so that the external shear flow does not disturb the structure and 
dynamics of the liquid. The maximum shear rate occurs when the generated 
velocity approaches the maximum in the z-direction (Palmer 1994), 
kz
z
maxS xmax

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
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



)(
                                          (A-9) 
Unreasonably large shear rate applied to the simulation system will cause the 
simulated viscosity to be too low. For example, by using the periodic perturbation 
method, the simulated viscosities of liquid argon and ethanol were found to 
decrease linearly with increasing the acceleration amplitudes (Zhao, Cheng, and 
Sun 2008). On the other hand, one would not choose the shear rate to be too small 
since it leads to a low signal-to-noise ratio.  
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Figure A.1. Shear viscosity η of SPC/E and TIP5P water as a function of 
the number of simulated water molecules N. The electrostatics interaction 
was treated by PME with a cutoff length of 1.2 nm for systems with water 
molecules over 512. The cutoff length for system with 216 water 
molecules is 0.9 nm.  
 
The simulated viscosities of the TIP5P and SPC/E models as a function of 
acceleration amplitude are presented in Table A.2 and Figure A.2. For both TIP5P 
and SPC/E, the simulation results show large dependence of viscosity on the 
acceleration amplitude. For a 5×5×15 nm
3
 system, the acceleration should not be 
higher than 0.01 nm ps
-2
, corresponding to a maximum shear rate of 0.03 ps
-1
; 
above this value, the viscosity starts to decrease rapidly and the temperature of the 
system starts to increase. For comparison, Hess (Hess 2002) obtained the 
maximum shear rate of 0.1 ps
-1
 in a 648 water molecule system in order to 
correctly simulate the viscosity of SPC water. For both water models here, stable 
plateaus were observed when the acceleration amplitude is below 0.005 nm ps
-2
.  
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Figure A.2. Shear viscosity η of SPC/E and TIP5P water as a function of 
acceleration amplitude. The electrostatics interaction was treated by PME 
with a cutoff length of 1.2 nm. 
 
We expect that the calculated viscosities will not change significantly with further 
decreasing of the acceleration amplitude, although we were not able to calculate 
the zero-shear rate viscosity due to the limit of the small shear rate applied in this 
method.  It is worth pointing out here that recent studies (Desgranges and 
Delhommelle 2008; Mazyar, Pan, and McCabe 2009) have shown that the 
application of the transient time correlation function (TTCF) formalism, originally 
developed by Morriss and Evans (Evans and Morriss 1990; Evans and Morriss 
1988), in NEMD simulations can greatly reduce the small shear rate limit without 
reducing the signal-to-noise ratio, although it is beyond the scope of this report. 
Based on this result, the acceleration amplitude was chosen as 0.005 nm ps
-2
 for 
the remaining study in this study.  
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Table A.2. The calculated viscosities of TIP5P and SPC/E water models with 
various acceleration amplitudes 
 
Acceleration 
(nm ps
-2
) 
Smax 
(ps
-1
) 
T 
(K) 
P 
(bar) 
Density 
(kg m
-3
) 
η 
(10
-3 
kg m
-1 
s
-1
) 
TIP5P 
0.05 0.416 301.835 1.005 958.62 0.275±0.010 
0.04 0.223 300.756 1.002 975.01 0.417±0.012 
0.025 0.119 300.191 1.007 978.05 0.589±0.008 
0.01 0.034 300.005 0.999 978.08 0.680±0.009 
0.005 0.016 299.983 1.006 977.97 0.708±0.005 
0.0025 0.008 299.977 0.993 977.93 0.710±0.006 
       
SPC/E 
0.05 0.260 301.132 1.011 992.49 0.455±0.011 
0.04 0.174 300.599 1.007 993.81 0.546±0.009 
0.025 0.091 300.190 1.003 993.97 0.652±0.006 
0.01 0.033 300.021 1.005 993.89 0.711±0.004 
0.005 0.016 299.998 1.008 993.71 0.722±0.006 
0.0025 0.008 299.993 1.015 993.86 0.718±0.004 
 
The maximum shear rate Smax was calculated based on Equation (A-9). 
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A.3.4 Effects of Electrostatics Treatments and Cutoff Length 
Another important factor that may affect the viscosity calculations is the 
treatment of long-range electrostatic interactions. Although the interactions 
become smaller with increasing distance between two molecules, the long-range 
force cannot be negligible. Therefore, the estimation of long-range electrostatic 
interactions in MD simulation is always a difficult task. Up to now, various 
treatment methods for Coulombic interactions have been applied in MD 
simulations with the most prominent one being the PME method (Darden, York, 
and Pedersen 1993; Petersen 1995), and others are plain cut-off, reaction field 
(Watts 1974; Vangunsteren, Berendsen, and Rullmann 1978; Neumann and 
Steinhauser 1980; Neumann 1983; Smith and Vaangunsteren 1995) and shift 
function (Smith and Vaangunsteren 1995; van der Spoel and van Maaren 2006). 
Different treatment methods are chosen according to the specific purposes or 
systems of simulations. Furthermore, finding an optimized cutoff length is an 
important step in MD simulation. Many MD simulation studies have suggested 
that increasing the cutoff length does not necessarily improve the simulation 
results. It has been shown that using a large cutoff of 1.8 nm can leads to a huge 
artificial phase transition in the simulation of water (Yonetani 2006). 
Inappropriate simulation parameters can cause some water models to form layers 
and change density abruptly (van der Spoel and van Maaren 2006; Yonetani 
2006). 
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Table A.3. Effects of electrostatics treatments on the viscosities of TIP5P and 
SPC/E 
  
 
 
Electrostatics 
treatment  
Cut off 
T 
(K) 
P 
(bar) 
Density 
(kg m
-3
) 
η 
(10
-3
 kg m
-1 
s
-1
) 
       
 
TIP5P 
Cut-off 
0.9 
1.2 
1.5 
301.547 
300.557 
300.273 
1.042 
1.002 
1.009 
961.36 
999.46 
1006.26 
0.748±0.008 
0.805±0.010 
0.793±0.011 
      
PME 
0.9 
1.2 
1.5 
299.983 
299.983 
299.998 
1.016 
1.006 
1.002 
969.11 
978.09 
981.08 
0.704±0.006 
0.708±0.005 
0.706±0.006 
      
Reaction field 
0.9 
1.2 
1.5 
301.558 
300.558 
300.273 
1.022 
1.016 
1.013 
966.95 
999.52 
1006.23 
0.760±0.006 
0.802±0.008 
0.807±0.005 
      
Shift 
0.9 
1.2 
1.5 
300.013 
300.054 
300.027 
0.998 
1.006 
1.008 
975.78 
980.94 
982.55 
0.714±0.008 
0.707±0.007 
0.718±0.010 
       
SPC/E 
Cut-off 
0.9 302.091 1.007 1003.37 0.781±0.011 
1.2 300.711 1.010 1009.30 0.831±0.009 
1.5 300.332 1.001 1012.72 0.836±0.010 
      
PME 
0.9 299.952 1.009 986.59 0.727±0.008 
1.2 299.998 1.008 993.71 0.722±0.006 
1.5 300.006 1.010 996.36 0.716±0.010 
      
Reaction field 
0.9 302.093 1.001 1003.37 0.780±0.010 
1.2 300.710 1.005 1009.25 0.832±0.008 
1.5 300.332 1.001 1012.70 0.835±0.011 
      
Shift 
0.9 300.851 1.007 992.46 0.735±0.008 
1.2 300.645 1.030 995.90 0.729±0.006 
1.5 300.407 1.009 998.52 0.711±0.009 
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Table A.3 compares the viscosity of TIP5P and SPC/E water models and 
some other important observables from the simulations under various 
electrostatics treatments and cutoff lengths. In all cases, the size of the simulation 
box is 5×5×15 nm
3
 and the acceleration amplitude is 0.005 nm ps
-2
. First, it is 
notable that treating the electrostatics with cut-off and reaction field of 0.9 nm in 
the simulation usually heats up the system and causes the temperature of the 
system 1-2 degrees higher than the coupling temperature. The viscosities of 
TIP5P and SPC/E both show slight dependence on the electrostatics treatment 
methods. Under the same cutoff length, the plain cut-off and reaction field 
simulations produce larger viscosity values than the PME and shift function. With 
the commonly used cutoff length of 1.2 nm, the viscosity of TIP5P for cut-off 
simulations is 14% higher than the PME simulations. Interestingly, we also notice 
that for both TIP5P and SPC/E, comparable viscosity results were obtained for 
PME and shift simulations, and for cut-off and reaction field simulations, 
respectively.  
In MD simulations, the cutoff length is defined as the radius beyond which 
all interactions are set to zero. In Table A.3, we observe a trend that the density 
increases slightly with increasing the cutoff length. This is likely due to the 
underestimates of the long-range van der Waals contributions to the energy and 
pressure by using the small cutoff lengths in the simulations. For the cut-off and 
reaction field simulations, the viscosity results are sensitive to the cutoff length. 
For example, under the cut-off simulations, the viscosity of TIP5P with cutoff 
length of 1.2 nm is 8% higher than the cutoff length of 0.9 nm. In contrast, in the 
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PME and shift simulations, different cutoff lengths reproduce very consistent 
viscosity results for both TIP5P and SPC/E. For example, under the PME 
simulations, the maximum deviation of the viscosity by using the different cutoff 
length of 0.9-1.5 nm is only 0.6% and 1.5% for TIP5P and SPC/E, respectively. 
A.3.5 Temperature Dependence 
The simulated viscosities as a function of temperature for TIP5P and 
SPC/E models are presented in Figure A.3, along with the experimental data from 
Reference 22. Over the temperature range from 283K to 373K, both the TIP5P 
and SPC/E models yield comparable viscosity with the experimental value 
although all the simulated viscosity values are below the experimental value at 
temperatures higher than 290K. It is noticeable that in the low temperature range 
(283300K), TIP5P reproduces a better steep decrease as a function of 
temperature than that of the SPC/E, comparing to the experimental observation. 
The viscosity of TIP5P decreases from 1.45×10
-3
 kg m
-1
 s
-1
 at 283K to 0.708×10
-3
 
kg m
-1
 s
-1
 at 300K. In contrast, the viscosity of SPC/E in this low temperature 
range shows larger deviation from the experimental data and the deviation 
increases with decreasing temperature. In particular, the largest deviation occurs 
at 283K, where the viscosity of SPC/E is only 1.01×10
-3
 kg m
-1
 s
-1
, which is about 
30% smaller than the experimental viscosity of water. On the other hand, SPC/E 
fits the experimental results much better than TIP5P at high temperature range 
(300373K). For example, SPC/E can reproduce the viscosity of water at 373K 
with the error of only 3%. Based on these results, we suggest that the viscosity of 
water vs. temperature profile can be well-reproduced by both TIP5P and SPC/E  
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Figure A.3. Comparison of simulated viscosities of the TIP5P and SPC/E 
water models and experimental viscosity of liquid water as a function of 
temperature at a pressure of 1 bar. 
 
models. The SPC/E model gives an excellent viscosity result at higher 
temperatures (above 300K), whereas the TIP5P model reproduces much closer 
viscosity value at lower temperatures (below 300K) although we cannot offer any 
convincing interpretations. 
A.4. Conclusion 
In this work, we have systematically simulated the shear viscosities of five 
commonly used water models, SPC, SPC/E, TIP3P, TIP4P and TIP5P, by 
applying the periodic perturbation method in NEMD simulations. Although the 
calculated viscosities for all five water models are found to be less than the 
experimental value, the work suggest that the SPC/E and TIP5P models are better 
choices in reproducing the viscosity of liquid water. The effects of system-size, 
electrostatics treatment, cutoff length, and acceleration amplitude on the viscosity 
for the TIP5P and SPC/E models were also investigated.  The PME simulations, 
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with cutoff of 1.2 nm, suggest that system-size effect becomes a significant issue 
in the viscosity calculations if the number of water molecules in the system is 
below approximately 1000. We found that inappropriate acceleration amplitude 
applied in the NEMD simulation causes significant errors.  For example, in a 
system with 15 nm in z direction, the shear rate cannot be higher than 0.03 ps
-1
; 
above this value, the viscosities for both TIP5P and SPC/E decrease rapidly with 
increasing the shear rate. Under the same cutoff length and other simulation 
parameters, the plain cut-off and reaction-field simulations produce larger 
viscosity values than the simulations using PME and shift function. The PME and 
shift simulations give very comparable viscosity values for both TIP5P and 
SPC/E models with negligible dependence on cutoff lengths which varied from 
0.9 to 1.5 nm. Finally, the simulations suggest that both TIP5P and SPC/E models 
reasonably reproduce the water viscosity vs. temperature experimental profile 
from 283 to 373 K at 1 bar; SPC/E gives a better viscosity at high temperatures 
above 300K and TIP5P reproduces closer viscosity value at low temperatures 
below 300K.  
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