Abstract-The problem of modified ML estimation of DOA's of multiple source signals incident on a uniform linear array (ULA) in the presence of unknown, spatially correlated Gaussian noise is addressed here. Unlike previous work, the proposed method does not impose any structural constraints or parameterization of the signal and noise covariances. It is shown that the characterization suggested here provides a very convenient framework for obtaining an intuitively appealing estimate of the unknown noise covariance matrix via a suitable projection of the observed covariance matrix onto a subspace that is orthogonal complement of the so-called signal subspace. This leads to a formulation of an expression for a so-called modified likelihood function, which can be maximized to obtain the unknown DOA's. For the case of an arbitrary array geometry, this function has explicit dependence on the unknown noise covariance matrix. This explicit dependence can be avoided for the special case of a uniform linear array by using a simple polynomial characterization of the latter. A simple approximate version of this function is then developed that can be maximized via the well-known IQML algorithm or its recent variants. An exact estimate based on the maximization of the modified likelihood function is obtained by using nonlinear optimization techniques where the approximate estimates are used for initialization. The proposed estimator is shown to outperform the MAP estimator of Kelly et al.. Extensive simulations have been carried out to show the validity of the proposed algorithm and to compare it with some previous solutions.
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I. INTRODUCTION
P ARAMETER estimation of spatially distributed sources, using an array of sensors, is an important requirement in many applications. One of the most important and well-addressed problems in this context is the estimation of direction of arrival (DOA) of narrowband sources in the presence of spatially white Gaussian noise (WGN) [1] - [4] .
High-resolution methods like MUSIC, ESPRIT, etc., based on a spatial harmonic model [1] , [2] , provide an excellent solution to this problem, often approaching the Cramér-Rao lower bound (CRLB) at high SNR's, long data records, and in a spatially uncorrelated or known noise field. However, the performance degrades severely when these conditions are not met. The maximum likelihood (ML) techniques suggested subsequently [3] , [4] , although computationally quite expensive due to multivariate nonlinear maximization required to be carried out, have, however, superior performance as compared with the other high-resolution techniques like MUSIC and ESPRIT. The difference becomes specially notable while handling correlated sources, which may arise due to multipath propagation, smart jammers, etc.
It is well known that all DOA estimation techniques are sensitive to the noise model [6] . As mentioned, most of the studies are based on the assumption of a spatially white noise model in which the noise covariance matrix is a constant times the identity matrix. Alternatively, if this covariance matrix is known, the noise can be prewhitened [7] and the algorithms applied on the modified data. In many real-life applications, however, noise is not spatially white, and its covariance matrix is unknown.
Several researchers have addressed the problem of handling colored or correlated noise with unknown covariance [8] - [16] . A class of so-called covariance differencing techniques [8] , [9] attempt to eliminate the unknown noise covariance term via two independent measurements of the array covariance matrix (assuming a spatially invariant noise field), as in [8] . A variation of these techniques avoids two measurements by assuming the noise covariance matrix to have certain symmetry properties [9] . More recently, the use of weighted spatial smoothing has been suggested to handle the case of correlated sources in unknown correlated noise [10] , but the technique fails to handle the case of only uncorrelated sources. Others [11] , [12] have proposed parametric models for the covariance matrix of noise, which, unfortunately, require estimation of additional noise parameters. These methods have been reported to achieve robustness against small perturbations in an assumed noise covariance matrix but fail when the noise covariance matrix is completely unknown.
Amongst the more recently published works in this area, those of Wong et al. [13] , [14] and Viberg et al. [15] , [16] are particularly interesting. In [13] , the authors propose a maximum a-posteriori probability (MAP) approach in which an appropriate cost function has been formulated using an orthogonal projection of the measured covariance of the data onto the orthogonal complement of the signal subspace. The choice of the projector, however, is somewhat ad hoc, which leads to suboptimal and inconsistent performance of the method in the presence of spatially correlated noise [13] , [14] . The method of [15] , on the other hand, attempts to solve the problem by using the temporal correlation of sources. This method is based on the assumption that the temporal correlation interval of the sources is significantly larger than that of noise. Finally, Viberg et al. [16] attempt to solve the problem by using partial knowledge or parameterization of the signals, rather than that of the noise.
In this paper, we consider the problem of DOA estimation in the presence of unknown spatially correlated noise, without any structural assumptions or parameterization of the signal or noise covariances. Furthermore, no assumption is made regarding the temporal correlation of the sources. However, the approach proposed here is restricted to the case of a uniform linear array (ULA), where it is possible to obtain an explicit polynomial characterization of the orthogonal complement of the signal subspace, as proposed in [3] . It is shown here that this characterization can be used to obtain an intuitvely appealing estimate of the unknown noise covariance matrix in a suitably defined weighted noise subspace, which, in turn, is shown to be sufficient for a so-called modified ML (MML) estimation of DOA's in the presence of unknown correlated noise. This estimation is based on the formulation of a heuristically defined likelihood function, which can be maximized via suitable search algorithms. A simple approximation of this function, given the ML estimates of the signal waveforms, is also proposed. This latter formulation helps solution of the problem via simpler algorithms (e.g., a simple modification of the IQML algorithm [3] or its variants [22] , [23] ). These approximate estimates, in turn, can serve to initialize the more exact but nonlinear optimatization techniques required for the modified ML estimation.
The modified ML approach is shown, via simulation studies, to outperform the MAP approach of [13] , except at low SNR's. More importantly, whereas the MAP approach is seen to break down in the presence of correlated sources, the modified ML approach suggested here is found to be robust against correlated signals and/or interferences. These claims are supported by extensive simulation studies presented here.
The paper has been organized as follows. Section II explains the mathematical model of the signal and noise fields. The modified ML criterion for DOA estimation in the presence of unknown noise covariance has been derived in Section III. A simple approximation of the same is presented in Section IV. For the case of ULAs, this criterion can be simplified to a more amenable forms, as discussed in Section V, which also presents an efficient search procedure for the optimal solution. Simulation results are presented in Section VI.
II. MATHEMATICAL MODEL
Consider a ULA composed of omnidirectional sensors. Assume that narrowband sources, each with a known central frequency , impinge on the array from directions , respectively. The signal received by the array can be expressed as (1) where and are vectors of length defined by (2) and is the steering vector of the array for the azimuthal direction (3) where denotes the transpose; signal received at the th sensor; signal emitted by the th source as received at the first sensor; noise at the th sensor; interelement propagation delay for a wave front impinging from direction . Thus, , where is the sensor spacing, and represents the velocity of propagation of the wave. Equation (1) can be expressed more compactly as (4) where (5) is the matrix of steering vectors, and is a -length vector of signal amplitudes given by (6) Here, noise is assumed to be a zero mean Gaussian process such that (7) and (8) where denotes the Hermitian transpose, and is an unknown positive definite Hermitian matrix representing the spatial correlation of noise across the array aperture.
The following assumptions are made in the subsequent developments.
A1) The number of sources is known (or, otherwise, can be estimated [20] ) and is smaller than the number of sensors, i.e., . A2) The set of steering vectors is linearly independent. A3) The signals are modeled as unknown deterministic sequences. The problem of interest here is the joint estimation of the DOA's when the signal waveforms and the noise covariance matrix are unknown, from the snapshots , observed across the array aperture.
III. MODIFIED MAXIMUM LIKELIHOOD FUNCTION FOR ESTIMATION OF DOA'S IN SPATIALLY CORRELATED NOISE

A. Modified ML Estimator
The ML estimate is computed by maximizing the log likelihood function with respect to the unknown parameters. Here, the unknown parameters are and the noise covariance matrix . Ignoring parameter-independent terms, the normalized log likelihood function of observed data can be written as [17] (9) where denotes the determinant . Consider first the maximization of the log-likelihood function w.r.t.
assuming the parameter sets and to be known quantities. Thus, fixing the parameter sets and and maximizing the log likelihood function w.r.t yields (10) where is the number of snapshots. Substituting this result back into the likelihood function (9) in lieu of and simplifying, we get (11) where is given by (12) Unfortunately, further direct use of the likelihood function to estimate the unknown DOA's and is rather difficult because of its highly nonlinear dependence on these quantities. Furthermore, we observe that the concentrated likelihood function of (11) depends on the data only through the sample array covariance matrix defined as (13) Its use, therefore, to estimate both the noise covariance matrix, whose dimension is same as that of , as well as the unknown DOA's, seems suspect. This is so because we seem to have more unknowns than the available number of degrees of freedom (or knowns) in the problem.
In order to overcome this situation, we suggest a heuristic approach by defining a modified form of the concentrated log-likelihood function, which is more amenable to further processing. This is done here by using the following heuristic, albeit implicit, estimate of and substituting it in lieu of in (11) .
This process of substitution and some further simplification yields the following modified log-likelihood function (15) Although (14) is not an optimal estimate of , its use can be partially justified by noting that the matrix can be interpreted as a "weighted projection matrix." It projects a vector [say, the observation vector ] onto the space orthogonal to that spanned by the columns of , which may be designated as a "weighted noise subspace." The estimate of can, therefore, be interpreted as a sample covariance matrix of observations projected onto the weighted noise subspace (16) We note further that , as given in (14) and (16), is a rankdeficient matrix of rank . The singularity of this matrix requires reinterpretation of the function (15) , which needs to be maximized to estimate the DOA's. The number of "zero" eigenvalues of artificially push up the value of the function to "infinity," thus implying that these could be ignored in formulating the modified likelihood function. It is more meaningful, therefore, to redefine the modified log likelihood function in terms of the significant eigenvalues as follows:
Here, are the nonzero eigenvalues of s.t. . We term (17) as a heuristically modified log likelihood function or simply as the modified likelihood function. In as much as it is derived from the likelihood function itself, we can expect to obtain reasonable estimates of DOA's by maximizing (17) over the parameter set . Thus, we can define (18) as the modified maximum likelihood estimates of the parameter set .
It is interesting to interpret the form of the new likelihood function given in (17) . We note from (17) that the estimate of is essentially obtained via an orthogonal projection of onto the weighted orthogonal complement column space of . This, in turn, enables us to interpret the modified likelihood function for estimation of DOA's given in (18) as follows. Choose those values of DOA's as the estimates for which the determinant of the estimated noise correlation matrix in the noise subspace is the minimum. This estimator can be given an interesting geometric interpretation by recalling that the determinant of a matrix gives the volume of the parallelepiped whose edges are defined by the columns of the matrix. Hence, in minimizing (18), we are minimizing the volume occupied by the covariance data in the space orthogonal to the signal subspace. This interpretation is intuitively appealing. When the DOA's and, hence, the estimated is incorrect, the projected covariance matrix (which estimates ) clearly is not expected to give a good estimate of since it would have contributions from signal as well as noise components. Hence, the volume under consideration would have contributions from both signal and noise components. However, when is truly orthogonal to the actual signal subspace, this matrix has contributions only from noise. Hence, the volume occupied by the data is due to noise only and is the minimum possible. In other words, positive definiteness of the projected covariance suggests that the minimum of its determinant would be achieved only when the estimated is correct.
B. Cramér-Rao Bound
Even though the proposed estimator is not strictly maximum likelihood in nature, it is useful to compare its performance with an appropriate benchmark. The Cramér-Rao (CRB) is a natural benchmark for such a comparison. Unfortunately, it is not clear how this bound can be calculated for the DOA's when the noise covariance matrix is unknown. We therefore consider here the CRB for the case in which is assumed to be known, even though it would show our results in a pessimistic light. Such a CRB can be calculated by a simple extension of the CRB expression in [19] , where it has been calculated for signals observed in spatially white Gaussian noise. This can be easily seen to be given by (19) where (19a) and where the operator stands for the Hadamard product (element-wise product defined as ).
IV. APPROXIMATE MML ESTIMATOR
The modified log likelihood function is
In order to develop a more convenient (albeit approximate) expression for the log-likelihood ratio, we consider next the decomposition of the matrix onto its signal and noise subspace components. Unlike the case of spatially white Gaussian noise, a simple eigendecomposition cannot be employed for such a resolution, in this case, in view of the fact that an arbitrary set of orthogonal basis vectors can no longer be deployed for representation of the noise subspace. It is convenient to consider this decomposition via
where and are and -dimensional matrices corresponding to an orthonormal set of basis vectors for the range subspaces of and , respectively, and the matrices ( ), , and denote terms corresponding to signal signal, signal noise, and noise noise correlation, respectively. It follows from (24) This form of the likelihood function is particularly helpful in obtaining an initial estimate of the unknown DOA's through a numerical optimization procedure, such as the IQML or its various modifications.
V. FURTHER SIMPLIFICATION FOR THE CASE OF UNIFORM LINEAR ARRAYS
The exact search criterion given in (18) as well as its approximation in (32) are both difficult to work with because of their explicit dependence on the unknown noise covariance matrix (through ). Fortunately, this difficulty can be avoided for the special case of a ULA. This is made possible by a special characterization of the subspace orthogonal to the signal subspace spanned by the columns of . This result is due to Bresler and Macovski [3] and exploits the Vandermonde structure of the matrix for the case of a ULA. The result is summarized in the following lemma given here without proof (which is available in [3] ).
Lemma [3] : Let be a Vandermonde matrix as defined in (5), with distinct, and let be its generating polynomial of degree , which is defined by
is spanned by columns of the Toeplitz matrix given by (34) constructed from the coefficients of . More specifically, ; in addition, the orthogonal projector to the space spanned by columns of is given by (35) where is an identity matrix.
Remarks:
i) This lemma permits formulation of the log-likelihood function in terms of the matrix instead of . Estimation of the DOA's is carried out by first estimating the polynomial and then rooting it for the DOA's. This is further elaborated in the sequel.
ii) It is interesting to note that the projector given in (35) (and its associated range space) is different from of (12) in that there is no normalization or weighting operation here involving . Combining (12) and (35) and after some algebraic manipulations, the projector can be written as
assuming to be a nonsingular and positive definite matrix [16] . Substituting (36) in (16), the MML estimator reduces to (37) Further, it is easy to verify, algebraically, that (38) Use of (38) simplifies the estimator of (37) to (39) which has no explicit dependence on . The corresponding approximate estimator given by (32) similarly reduces to (40) Both (39) and (40) are useful in obtaining numerical solutions for the MML estimate. The minimization of (40) to obtain the coefficients of the polynomial can be carried out first via the IQML algorithm of [3] with some very simple changes. Alternatively, it is possible to use more recent improvements of the IQML procedure, viz., the IQML with the norm constraint [22] , or the so-called modified IQML of Kristensson et al. [23] to obtain improved initial estimates of the directions via minimization of (40). Subsequently, minimization of (39) can be carried out via an appropriate nonlinear optimization or search technique by using the estimates of this previous step as initial estimates of the DOA's. Details of the IQML procedure with a linear constraint [14] , the norm constraint [22] , and the modified IQML [23] are omitted here; these can be found in the indicated references. Finally, the DOA's are obtained by simply finding the roots of the polynomial .
VI. SIMULATIONS
The simulation studies reported here aim to study the performance of the proposed modified ML estimator (MML) vis-a-vis the ML estimator based on assuming the noise to be spatially white (MLW) [3] , [4] , as well as the MAP estimator of [13] , when the ambient noise is not spatially white. A uniform linear array of eight sensors with a sensor spacing of half wavelength is considered here. The spatially correlated noise is taken to be zero mean with the spatial correlation function given by (41) where and are sensor indices, and controls the angle at which the peak of the noise PSD spectrum occurs. This model is chosen here for convenient comparison with results reported in [13] and [14] . The SNR is defined as SNR (42) where is the signal power of the th source. In all the simulation results presented here, the array covariance matrix is estimated from 50 snapshots, and the mean square error is computed by averaging the squared error over 100 independent runs. Fig. 1 shows the root mean-square error in degrees as a function of SNR for the case of a single source at relative to the broad side when the value of in (34) is chosen to be rad (i.e., noise angular power spectrum peaks in the endfire direction). Fig. 1 clearly brings out the superior performance of the proposed MML method over both MAP and MLW because it is much closer to the CRB than either of these. 1 This is true down to about 0 dB SNR, below which all three methods appear to break down. It is further seen (figures not included here for constraints of space) that the performance of the MML method is quite insensitive to the specific IQML algorithm used for producing the initial estimate (from amongst the ones with linear or norm constraints or the MIQML). Fig. 2 shows the corresponding results for the case of two closely spaced (i.e., spacing the standard beamwidth of ), uncorrelated, equal power sources at and when the value of in the noise power spectrum of (34) is chosen to be . Once again, the proposed MML method is seen to yield superior performance.
The results are even more striking for the case when both the sources are correlated. This is shown in Fig. 3 . It is seen here that the MAP estimator completely breaks down, performing even worse than MLW. The MML method proposed here, however, produces accurate estimates and exhibits a graceful degradation as SNR is decreased. 1 It may be recalled that comparison with the CRB is pessimistic in view of the fact that the CRB being used here assumes prior knowledge of R R R . In Fig. 4 , the performance of the three methods is compared when one of the two (equal power, uncorrelated) sources is kept fixed at and the separation of the other is varied. Except for very small source separations, the proposed MML method is seen to consistently outperform the other two.
Finally, Figs. 5 and 6 show the dependence of the mean square error on the peak position of spatially correlated noise (i.e., for different values of ). For the case of a single source at (see Fig. 5 ), the worst performance is obtained when , and surprisingly, the mean square error jumps to a small value when , which is the source direction. This may perhaps be explained by regarding the "peaky" noise source acting as a pseudo "directional" source, thereby virtually increasing the total incident power from the source direction and actually helping the localization of both the signal and noise sources. For the two sources at and (see Fig. 6 ), the mean square error is seen to be the largest when lies in this range, as may be expected. In each case, the MML estimator consistently, and in many regions, significantly outperforms the MAP and MLW estimators. 
VII. CONCLUSION
A modified ML formulation of the DOA estimation problem in the presence of unknown, spatially correlated noise is considered here without any structural assumptions or parameterization of the signal or noise covariances. The proposed approach is seen to be particularly elegant for the special case of uniform linear arrays. Even though the proposed method is heuristic one, it is seen to consistently outperform the previously proposed MAP and MLW methods and to exhibit robustness to source correlations, where the other two approaches completely break down.
