We consider a standard matrix ow on the set of unitary upper Hessenberg matrices with nonnegative subdiagonal elements. The Schur parametrization of this set of matrices leads to ordinary di erential equations for the weights and the parameters that are analogous with the Toda ow as identi ed with a ow on Jacobi matrices. We derive explicit di erential equations for the ow on the Schur parameters of orthogonal Hessenberg matrices. We also outline an e cient procedure for computing the solution of Jacobi ows and Schur ows.
Introduction
Let H n denote the set of unitary upper Hessenberg matrices with nonnegative subdiagonal elements. These matrices bear many similarities with real symmetric tridiagonal matrices, both in terms of their structure, their underlying connections with orthogonal polynomials, and the existence of efcient algorithms for solving eigenproblems for these matrices. The Schur parametrization of H n , which is described below, provides the means for the development of e cient algorithms for this class of matrices. In this paper we consider a shiftless QR ow on unitary Hessenberg matrices, and derive formulas analogous with those considered in 9] for the Toda ow. In particular, we will see that the Schur parameters satisfy a set of ordinary di erential equations. We refer to the resulting ow as a Schur ow. Explicit di erential equations for the Schur parameters are derived for the ow on orthogonal Hessenberg matrices, from which we can conclude that the Schur ow for orthogonal Hessenberg matrices can be regarded as a spatial discretization of the modi ed Korteweg-de Vries equation. We conclude with some remarks on the computation of the solutions of Toda ows and Schur ows.
Unitary Hessenberg matrices
The following proposition gives a parametrization of H n that is fundamental in the development of structure-preserving algorithms for eigenproblems for these matrices. For a complex number j j 1, let G j ( ) denote the n n unitary transformation in the (j; j + 1) coordinate plane given by where := q 1 ? j j 2 0 and I j denotes the identity matrix of order j. Also letG n ( ) denote the n n diagonal matrix G n ( ) = diag 1; 1; : : : ; 1; ? ]: Proposition 1 Any H 2 H n can be uniquely expressed as the product
where j j j 1 for j = 1; : : : ; n ? 1 and j n j = 1. In general, the entries of H( 1 ; : : : ; n ) = j;k ] 
where 0 1. Unitary Hessenberg matrices are fundamentally connected with Szeg} o polynomials; i.e., with polynomials orthogonal with respect to a measure on the unit circle in the complex plane. In particular, the Schur parameters of a unitary Hessenberg matrix are the recurrence coe cients of the Szeg} o polynomials determined by a discrete measure on the unit circle.
More speci cally, consider the discrete inner product on the unit circle, is the the leading principal submatrix of H = H( 1 ; : : : ; n ) of order j. Moreover, the nodes of the inner product are the eigenvalues of H, while the weight ! 2 j is the squared modulus of the rst component of the eigenvector corresponding to the eigenvalue j . In fact, the nodes and weights uniquely determine H( 1 ; : : : ; n ). This result for inverse eigenproblem holds, more generally, for any normal Hessenberg matrix with positive subdiagonal elements.
E cient algorithms have been designed for nding eigenvalues and eigenvectors of unitary Hessenberg matrices using their Schur parametrizations. These algorithms include the QR algorithm for unitary Hessenberg matrices 15], an algorithm for solving the orthogonal eigenproblem using two halfsize singular value decompositions 2], a divide-and-conquer method 17], an approach based on matrix pencils 6], and a unitary analog of the Sturm sequence method 7]. Aspects of inverse eigenproblems for unitary Hessenberg matrices are considered in 4] and e cient algorithms for constructing a unitary Hessenberg matrix from spectral data are presented in 20, 4, 19] . Algorithms for eigenproblems and inverse eigenproblems for unitary Hessenberg matrices are useful in several computational problems involving Szeg} o polynomials, including frequency estimation, least-squares approximation by trigonometric polynomials, procedures for updating and downdating discrete Fourier transforms, the nite trigonometric moment problem and the construction of Gaussian quadrature rules on the unit circle 14, 3, 19, 5] .
Schur ows
Let us now consider the well-known ow on n n matrices given by the Lax di erential equation . We refer to the representation of a normal Hessenberg matrix by its eigenvalues and weights as the internal parametrization of normal Hessenberg matrices. In contrast, an external parametrization would be obtained directly from the entries of the matrix. For real tridiagonal matrices, the external parametrization using the diagonal and subdiagonal entries is obvious. The Schur parametrization provides an external parametrization of unitary Hessenberg matrices. It is the existence of the external parametrization that makes the development of e cient algorithms possible. If H 0 is an irreducible normal Hessenberg matrix, then the solution H(t) of the ow (5) can be represented by the Gaussian weights w(t) corresponding to H(t). These weights are given by w(t) = u(t) u(t), where u(t) := (5), where H 0 is an upper Hessenberg matrix. Then the subdiagonal elements j := j+1;j of H satisfy the di erential equations _ j+1;j = j+1;j (Re( j+1;j+1 ) ? Re( j;j )) Of course, if H 0 2 H n , then H(t) 2 H n for all t; consequently, the ow on H n can be regarded as a ow on the Schur parameter pairs f( j (t); j (t))g n j=1 of H(t). The following result gives explicit di erential equations for the Schur parameters of the ow (5) in the case that H 0 2 H n is real (i.e., orthogonal).
We refer to these equations as the Schur ow for orthogonal Hessenberg matrices. 
Theorem 1 Let

The convergence of the Schur ow depends on the moduli of the eigenvalues of the matrix exp(H 0 ). It is shown in 8] that if H 0 is a real normal
Hessenberg matrix with positive subdiagonal elements, and if the eigenvalues of H 0 have distinct real parts, except for complex conjugate pairs, then the matrix ow (5) will converge elementwise. In our case, H 0 is an irreducible orthogonal Hessenberg matrix. Its eigenvalues are therefore distinct, of unit modulus, and occur in complex conjugate pairs. It therefore follows that the solution H(t) of (5) will converge (elementwise) to a block diagonal matrix, with 2 2 diagonal blocks corresponding to conjugate eigenvalues of H 0 , and possibly one or two 1 1 blocks corresponding to real eigenvalues 1. Moreover, the real eigenvalues of H 0 can be determined from the sign of n and the parity of n 2]. Thus, the Schur ow on an irreducible orthogonal Hessenberg matrix converges.
Computation of Jacobi and Schur ows
Often the use of ows is proposed for nding the eigenvalues of a tridiagonal matrix. However, existing discrete methods are quite fast. For example, the tridiagonal QR method using the Wilkinson shifting strategy is globally quadratically convergent, and almost always cubically convergent. It is shown in 20] that the unitary Hessenberg QR algorithm is globally cubically convergent with a particular shifting strategy. Moreover, e cient algorithms exist for constructing a Jacobi matrix or a unitary Hessenberg matrix from its eigenvalues and weights 16], 4]. The existence of e cient algorithms for solving eigenproblems and inverse eigenproblems for real tridiagonal matrices and unitary Hessenberg matrices leads us to propose the use of discrete methods to compute the solution of the Jacobi ow and Schur ow at any time. In fact, this procedure applies more generally, and less e ciently, to the computation of the solution of the ow (5) on the set of normal Hessenberg matrices with positive subdiagonal elements.
Our procedure for computing the solution H(t 0 ) of the ow (5) at any time t 0 , where H(0) = H 0 is a normal Hessenberg matrix with positive subdiagonal elements, can be divided into two steps.
Step 1: Compute the eigenvalues = diag 1 ; : : : ; n ] and weights w 0 of H 0 .
Step 2: Compute the weights w(t 0 ) by (7), then construct the matrix H(t 0 ) by solving the inverse eigenproblem. Observe that if the solution H(t) is desired at several instants of time, Step 1 need only be performed once, and Step 2 can be performed independently and in parallel for each desired value of t.
If H 0 is a Jacobi matrix, Step 1 can be e ciently performed using the adaptation of the QR algorithm described in 13] or with a divide-andconquer algorithm 12], while Step 2 is e ciently performed using the algorithm described in 16]. If H 0 2 H n , Step 1 can be performed using an adaptation of the algorithm of 15] or with the divide-and-conquer algorithm presented in 17], while Step 2 can be performed with the inverse unitary Hessenberg QR algorithm presented in 4]. In these two cases, each step of the algorithm requires O(n 2 ) arithmetic operations. Similar procedures can be used for a general normal Hessenberg matrix H 0 , although in this case each step will require O(n 3 ) operations since an external parametrization for normal Hessenberg matrices is not known. Nevertheless, this approach is likely to be more e cient than algorithms that solve the di erential equations directly.
Concluding remarks
We have seen that the standard QR ow on a unitary Hessenberg matrix gives rise to a ow on the corresponding Schur parameters. In the special case of orthogonal Hessenberg matrices, explicit di erential equations for the Schur parameters can be obtained. These ows converge. The form of the Schur ow is close to that of the Jacobi ow that arises from the Toda ow, which leads to the question of what other properties of Jacobi ows are shared by Schur ows.
One connection between Jacobi ows and Schur ows is provided by the analogous roles of Jacobi matrices in the study of polynomials orthogonal on an interval of the real axis and unitary Hessenberg matrices in the study of polynomials orthogonal on the unit circle. The study of the Korteweg-de Vries (KdV) partial di erential equation provides another connection. While a Jacobi (Toda) ow can be regarded as a spatial discretization of the KdV While the Schur parametrization of H n provides for the development of e cient algorithms for eigenproblems, the numerical implications of the parametrization, e.g., the conditioning of the maps between H n and sets of Schur parameters, are at present not fully understood. Moreover, other external parametrizations of H n exist. A further study of the geometry of ows on H n may lead to a better understanding of error propagation in algorithms, and may also indicate other parametrizations that may be more natural from a geometric viewpoint. In this regard, ideas presented in 11] and 10] may be useful.
