Abstract. We calculate numerically the heat transfer rate between a spatially dispersive sphere and a half-space. By utilising Huygens' principle and the extinction theorem, we derive the necessary reflection coefficients at the sphere and the plate without the need to resort to additional boundary conditions. We find for small distances d ∼ 1nm a significant modification of the spectral heat transfer rate due to spatial dispersion. As a consequence, the spurious divergencies that occur in spatially local approach are absent.
Introduction
In the past decade, the advances in nanooptics and nanophotonics made the fabrication of ever smaller dielectric and metallic objects feasible, whose separation can be controlled down to a few nanometers [1, 2, 3, 4] . The near-field of such nanoscopic objects exhibit strong mode confinement and field enhancement due to the presence of evanescent fields. This results in an increase of heat transfer rates several orders of magnitude larger than the classical far-field limit. These enhancements open up new possibilities in numerous applications including thermal near-field imaging [5] , heat-assisted magnetic recording [6] , nanopatterning [7] , and near-field thermophotovoltaics [8] .
It is well known that thermal heat transfer described by black-body radiation is an insufficient description for separation distances smaller than the thermal wavelength λ T . It strongly underestimates the near-field contribution from photon tunnelling mediated by surface phononpolaritons in polar dielectrics or (spoof) surface plasmon-polaritons at metal interfaces [9, 10] or doped silicon [11] in the near-IR. A theoretical framework, namely fluctuation electrodynamics, has been developed by Rytov as early as the 1950's (see, e.g. the textbook [12] ). In this theory, electromagnetic radiation is created by either the thermal random motion of charge carries, i.e. fluctuating current densities, or fluctuation dipoles in polar media. In linear response theory, these fluctuations are ultimately linked, via the fluctuation-dissipation theorem, to their respective response functions (e.g. conductivity or dielectric permittivity). In the commonly employed spatially local limit, the near-field heat transfer varies with gap distance d for the respective geometries, as d −2 (plate-plate), d −1.5 (cylindercylinder) and d −1 (sphere-plate). These findings agree well with several recent experiments [3, 4, 13, 14, 15] .
However, in the spatially local theory the calculated heat transfer rate diverges as soon as the separation of the bodies vanishes, i.e. when d → 0. Recent works [16, 17, 18, 19] showed that, in order to overcome these divergences, spatial nonlocality (or spatial dispersion) of the dielectric tensor must be taken into account. In addition, spatial dispersion changes the mode structure of surface plasmons and thus the spectral heat transfer rate. In general, spatial nonlocality becomes important whenever the electromagnetc field varies appreciably on a length scale comparable with the intrinsic natural length scales of a medium, e.g. the electron mean free path or interatomic spacings. Well-known effects associated with spatial dispersion are the anomalous skin effect and resonant excitation of longitudinal modes in nanoparticles [20] , band-gap photoluminescence and dynamical screening [21] .
When considering the transition of electromagnetic waves between two media one usually fits the bulk modes at the interface according Maxwell boundary conditions (MBCs). However, in a spatially dispersive media there exist additional longitudinal and transverse modes by virtue of the dispersion relations
where k 0 = ω/c is the wave number of free space, ε ⊥ (k, ω) is the transverse dielectric function and ε (k, ω) is the longitudinal dielectric function. At the interface of a medium with free space, these modes have to be match with the free-space modes for which the Maxwell boundary conditions are seemingly insufficient. Pekar [22] and later Hopfield and Thomas [23] provided the missing relations by introducing the ad hoc concept of additional boundary conditions (ABCs).
Since then, the applicability of these and other ABCs [24] have been a matter of controversy [25, 26, 27] . A disadvantage of ABCs is that the number ABC's required to match the modes at the surface depends on the number of supported modes by the media. In addition, the choice of the appropriate ABC depends on the particular system under consideration [28] . However, when applying the extinction theorem together with Huygens' principle, Maxwell's boundary conditions are indeed sufficient as they contain all information required to match any number of modes for any spatially dispersive media [29] . In this article, we investigate the heat transfer rate between a sphere and a half-space of different types of spatially dispersive media separated by a vacuum gap. We follow the macroscopic approach of fluctuation electrodynamics in which the sources of thermal radiation are expressed via the fluctuation-dissipation theorem. The boundary value problem is dealt with by virtue of Huygens' principle and the extinction theorem (HuyEx). In Sec. 2 we apply this principle to the scattering problem at a single plate and compare the obtained reflection coefficients with different ABC approaches. In Sec. 3 we derive the thermal emissivity of a spatially dispersive sphere. We combine these results in Sec. 4 to calculate the net heat transfer in the plate-sphere geometry and we present our numerical results.
2. Extinction theorem and Huygens' principle 2.1. Source-quantity representation of the electromagnetic field The evolution of an electromagnetic wave is described by the Helmholtz equation. In the case of a spatially nonlocal medium the relation between the displacement field D(r, ω) and the electric field E(r, ω) is given by a convolution integral
where ε(r, r , ω) is the dielectric permittivity tensor. It depends both on the source position r at which the field excitation occurs as well as on the observation point r which in general is different from r . Note that a spatially nonlocal permittivity also partially covers (para-)magnetic media [20] . The propagation of the electromagnetic field is then governed by the Helmholtz equation. For spatially dispersive media it becomes an integrodifferential equation, viz.
The electromagnetic field is driven by the current density j(r, ω) which becomes the central quantity in fluctuation electrodynamics as well in electromagnetic field quantisation within the framework of macroscopic quantum electrodynamics [30, 31, 32, 33, 34, 35, 36] . The formal solution of the Helmholtz is then
The dyadic Green function G(r, r , ω) is the fundamental solution to the Helmholtz equation (3) and is thus the unique solution to
together with the appropriate boundary conditions at infinity. It describes the propagation of an elementary dipolar excitation from r to r. The dyadic Green function contains all information about the electromagnetic response as well as the geometries of the dielectric media involved. Due to the linearity of the Helmholtz equation, the dyadic Green function can be decomposed into a bulk part G i (r, r , ω) inside one medium, and a scattering part G (f s) (r, r , ω) describing transmission and reflection at interfaces between media as
Here, s and f denote the regions of the source and f ield points, respectively. Furthermore, the dyadic Green function is reciprocal G(r, r , ω) = G T (r , r, ω), and it is analytic in the upper half of the complex ω plane and obeys the Schwarz reflection principle G * (r, r , ω) = G(r, r , −ω * ).
The dyadic Green function for spatially dispersive bulk media
In the case of an infinitely extended homogeneous medium, the dielectric permittivity becomes translationally invariant, ε(r, r , ω) ≡ ε(r − r , ω), but still includes potential anisotropy, absorption, as well as spatial and temporal dispersion. The translational invariance allows one to solve Eq. (5) for the bulk Green tensor G(r, r , ω) by Fourier transform techniques. As mentioned above, in a spatially dispersive medium it is impossible to distinguish between (transverse) electric and magnetic responses. This allows to gauge all electromagnetic responses into a single dielectric permittivity tensor [20] . If the dielectric tensor fulfils either the relation
The dielectric tensor of a homogeneous and isotropic medium with ε(r − r , ω) = ε(r − r , ω)I can be decomposed into a transverse and a longitudinal part with respect to the wave vector k. In spatial Fourier space this decomposition reads
where ⊥ (k, ω) and (k, ω) are the scalar transverse and longitudinal dielectric functions, respectively. Solving Eq. (5), the bulk Green tensor is then given by
where
are the dispersion relations in medium i for longitudinal and transverse waves, respectively. Equation (8) is a general expression for the bulk medium Green function as we did not yet specify the dielectric permittivity function of the medium. Depending on the material under consideration, some examples of known spatially dielectric dispersive dielectric functions are the random-phase approximation (RPA) [37] used for plasmas (or metals), with the later extension to the Mermin [38] and Born-Mermin [39] approximations. For the purpose of our numerical evaluation we will use the damped harmonic oscillator model [23] (
with b the background dielectric function and γ the damping constant. Here, ω T = E g + E n is the energy required to create a motionless exciton with principal quantum number n and effective mass M . The dispersion parameter is given by D = ω T /M [40] . For the material ZnSe we will use the parameters ω T = 2.8eV, γ = 10 −5 ω T , ω 2 p = 5.5 · 10 −3 ω 2 T and D = 5.5 · 10 −5 c 2 / b throughout this manuscript.
Extinction theorem and Huygens' principle
The starting point are the expressions for the extinction theorem and Huygens' principle for two media separated by a single interface. Their construction is based on the bulk Helmholtz equation for spatially dispersive media, Eqs. (3) and (5), as has been shown in Refs. [29, 36, 41] . They are a direct consequence of Maxwell's equations with the only assumptions of a sufficiently sharp boundary (dielectric approximation), the validity of the reciprocity relation for the Green tensor and the radiation condition, i.e. that all electromagnetic fields vanish at infinity. This set of equations reads as
and
Here, E inc is the incoming field and indices 0, 1 label the respective media. The characteristic function Θ V i (r) of the body labelled with index i is one if the point r is inside of volume V i and vanishes otherwise. The magnetic Green tensor is denoted by
The Green function G i (r, r , ω) is the bulk Green function of medium i and the vector n(r ) denotes the unit normal vector at the interface location r . Both Eqs. (10) and (11) are connected via the Maxwell boundary conditions (MBC)
at the interface.
At this point, let us remark on the chosen boundary conditions, and how these fit the additional amplitudes for which ABC's are usually required. By virtue of the source quantity representation, Eq. (4), it becomes evident that once the source current density is known, one is able to compute the electric field components for every possible number of bulk modes uniquely. Suppose that a plane electromagnetic wave propagates, e.g. along the −e z direction in an infinitely extended bulk medium (i = 0). At z = 0, the equivalent current density distribution required to create this field is given by the extinction theorem, Eq. (10), with r ∈ V 1 . Its left hand side vanishes, hence the incoming field has to be equated with the remaining surface integrals containing two contributions. The first is a convolution of the Green tensor with the electric surface current distribution n(r ) × B 0 (r , ω), and the second is a convolution of the magnetic Green tensor with the magnetic surface current distribution n(r ) × E 0 (r , ω). As such, Eq. (10) is merely a different form of the source quantity representation (4). If we place another medium i = 1 in the bottom half space, the extinction theorem becomes Eq. (11) with r ∈ V 0 . Together with the Maxwell boundary conditions (13) one can solve the extinction theorem for the surface current densities. Then, Huygens' principle, Eq. (10) with r ∈ V 0 and Eq. (11) with r ∈ V 1 has to be used to construct the respective fields E 0 and E 1 . This procedure can be used to derive the reflection coefficients of a spatially dispersive medium without having to resort to ABC's. For a spherical geometry this has been demonstrated in detail in Ref. [29] .
Scattering at a planar halfspace
We now apply the concepts of Sec. 2.3 to the scattering at a spatially dispersive halfspace i = 1 located at z < 0. The incoming field is impinging onto the surface from the upper halfspace i = 0, which we assume to be free space. We seek to find the reflection coefficients in cylindrical coordinates in preparation for Sec. 4 where we consider the heat transfer between a plate and a sphere for which it will be necessary to transform spherical waves into cylindrical waves. For this reason we expand the electromagnetic field as
in terms of vector cylindrical harmonics M n , N n and L n . In this basis, the bulk Green function (8) is diagonal and reads
The surface is in the (x, y) plane at z = 0. Hence, we can decompose the vectors r and k into r = ρe ρ + ze z and k = q + βe z . The surface integral is to be performed over da(r ) = ρ dρ dθ with θ ∈ [0, 2π] and ρ ∈ [0, ∞) at z = 0. In order to solve Eqs. (10) and (11) we have to expand the fields in an appropriate basis to make use of the convolution theorem. Here we choose the basis X n (q, θ, ρ) and e z × X n (q, θ, ρ) as vectors in the (x, y) plane and χ n (q, θ, ρ) parallel to e z (App. Appendix A). In contrast to the M n , N n and L n basis, these basis functions only depend on θ, ρ which is convenient when performing the surface integral. The field expansion then becomes
where A, B, C are the expansion coefficients of the electric field and a, b, c are those of the magnetic field, respectively. For more details about the orthogonality relations and how the bases transform into one another, see App. Appendix A. These will be used to transform the coefficients A, B, C in Eq. (16) into α n ,β n and γ n necessary for Eq. (14) .
To this end, we use the MBCs (13) together with the field expansion (16) as well as the bulk Green tensor (15) in Huygens' principle and the extinction theorem Eqs. (10) and (11) . After performing the surface convolution integral we find
with
In order to simplify the β integration, which has its origin in the Green tensor Eq. (15), we defined the surface impedances
as well as
In the local limit, i.e. when spatial dispersion can be disregarded, these integrals are known and have been calculated previously [41] . Note that only Z (l)
. We also note in passing that Z q and Z s are, up to an irrelevant prefactor, the well-known Fuchs-Kliewer impedances [42, 43, 44] . When expanding the left-hand side of Eq. (17) as well as the incoming field we find a conditional equation for the field amplitudes corresponding to Eq. (10), i.e.
The extinction theorem is obtained by taking the limit z 0 − which is equivalent to demanding E (0)
inc + E (0) scat = 0 at the boundary. Together with the second part of the extinction theorem, that is, by taking the limit z 0 + inside the medium Eq. (11), viz.
n (q, 0)qζ
one is able to derive the field amplitudes. Thus we find as an intermediate result,
In the free-space region there are no additional bulk modes. For this reason the C
n are not required as they are linearly dependent on B scat , the components A scat n (q, z) = A inc n (q, 0)R s (q, z) and B scat n (q, z) = B inc n (q, 0)R q (q, z) are proportional to their respective reflection coefficients. We thus obtain the reflection coefficients as
which still depend on z. The impedances describing the free-space region can be evaluated analytically to
with r s (q 0 ) = − ζ (1)
In the case of a local medium i = 1, the usual Fresnel reflection coefficients are retrieved. The minus sign in Eq. (26) has its origin in the definition basis functions (App. Appendix A.3).
Numerical results of the reflection coefficients
The reflection coefficients in Eq. (27) depend on the impedances ζ A material whose electromagnetic response can be cast into such an algebraic form which is used to investigate the influence of spatial dispersion is ZnSe. For this material, the reflection coefficients are plotted in Fig. 1 as a [55, 56, 57, 58] . For a general derivation of these ABCs, taking the longitudinal-transversal splitting into account, the interested reader is referred to a recent work by Churchill and Philbin [59] . It is evident that spatial dispersion significantly reduces the reflectivity for most of the angular spectrum at the transition frequency ω T . Only when the incident field arrives at a shallow angle, is the reflectivity increased. The Pekar and Rimbey-Mahan ABC's predict the lowest reflectivity for frequencies smaller than ω L . The Fuchs-Kliewer and Ting et al. boundary conditions resemble the results obtained from the Huygens' principle and the extinction theorem. In fact, the Fuchs-Kliewer boundary condition matches quite well the HuyEx results, although in a narrow frequency and angular interval, the transverse-longitudinal splitting δ = 0 is less pronounced.
Thermal emissivity of an isolated spatially dispersive sphere
Now we turn to the thermal emissivity of a spatially dispersive sphere. The spectral energy flux mediated by the electromagnetic field from a sphere of radius R at temperature T sp into free space through a surface A is given by
where ... Tsp denotes the thermal average over the spherical volume. The electromagnetic field E(r, ω) is a solution of the Helmholtz equation. If we use the source quantity representation (4), we can write the expectation value as
where Γ(r, r , ω) = −(iµ 0 ω) −1 ∇ × G(r, r , ω) is again the magnetic dyadic Green function. We also introduced the outer vector product O c {· · · }, which is defined as the curl between the outermost left and right vectors O c {A ⊗ B} = A × B. Note, that the vectors r and r remain outside V sp .
In thermal equilibrium and within linear response theory, we can apply the fluctuationdissipation theorem to compute the thermal expectation value of the current density as
Here, Θ(ω, T ) refers to the thermal distribution function Θ(ω, T ) = ω/(e ω/k b T − 1). One can then derive the spectral heat transfer rate S(ω, T sp ) in terms of the dyadic Greens function applying some algebra (for details, see App. Appendix B) as
Here we introduced the notation for the outer scalar product O p {· · · } which is defined as the scalar product between the outermost left and right vectors O p {A ⊗ B} = A · B. Equation (31) contains two surface integrals, one extends over the surface ∂V sp encapsulating the source region, the other covers the surface A through which the energy flux has to be computed. The latter is taken to be another spherical surface with radius ρ > R. We decompose the Green tensor into a freely propagating and a scattering part according to Eq. (6) which can be found in the literature, see e.g. Ref. [60] . In contrast to the local case, we use the reflection coefficients that take spatial dispersion into account. Performing the surface integrals and making use of the Wronskian of the spherical Hankel functions, we obtain a result that is independent of ρ,
where e(ω) denotes the spectral emissivity. This can be further simplified by applying the Wronskian once again to obtain
with X ∈ M, N . This result corresponds to findings previously obtained in the local case [61] . There is a noticeable difference between the local and nonlocal results. The overall emissivity is increased, and the spectral features are shifted towards higher frequencies. This is more pronounced for the Pekar ABC than for the HuyEx results. In both cases, the emissivity converges towards the local results with decreasing dispersion parameter D = D ZnSe . The Pekar ABC predict plenty of spectral features, and the emissivity is highest within the stop band, exceeding e(ω) = 1. In contrast, the HuyEx results predict the maximum emissivity below the stop band and a lower emissivity.
We also notice that there are frequencies for which the emissivity is enhanced beyond the boundary of a perfect Planckian emitter, i.e. e(ω) > 1. That is a well-understood phenomenon [62, 63] which becomes more pronounced with decreasing radius. A perfect black body is one that absorbs all radiation incident on it. However, this standard definition has a geometric component to it. Due to the wave nature of light, this definition is only sensible when the size of the object is much larger than the wavelength. As soon as the size of an object becomes comparable to the wavelength, its geometric cross-section becomes smaller than the absorption/emission cross-section which implies that the emissivity can exceed e(ω) = 1.
Radiation driven near-field heat transfer between a sphere and a plate
We now turn to the problem of combining the emission from a sphere with that of a planar halfspace and compute the radiative heat transfer between them. We consider a plate pl in the (x, y) plane that occupies the entire lower half space z ≤ 0. At a distance d a sphere sp with radius R is embedded into free space. Its centre of mass is located at z = d + R, see Fig. 3 . The sphere is held at a temperature T sp and the plate at temperature T pl , respectively. We assume the temperatures to be constant, and the energy flow is mediated only by electromagnetic fields.
Then both objects emit and absorb thermal radiation at a constant rate. It is sufficient to consider the effective energy transfer in one direction only, to establish the net heat transfer, we will apply the reciprocity condition. We begin this section by briefly reviewing the approach to heat transfer between dielectric bodies [64] and introduce the necessary modifications to include spatial dispersion. In the previous sections, we have presented the derivation of the plate reflection coefficients and the emissivity of an isolated sphere. In each derivation, we required basis vectors of their particular geometry, i.e. either vector spherical or cylindrical harmonics. For the joint geometry of plate and sphere, it will be necessary to interconvert between the bases.
Let Ψ (±) α (k, r) represent the set of vector spherical harmonics, where α = {P, n, m} is a multiindex containing the polarisation P ∈ {M, N} and the indices n ∈ N as well as m ∈ − n, n . The origin of the vector spherical harmonics is at the centre of the sphere. The superscript (±) denotes an outgoing (+) or an incoming wave (−), relative to the origin of the reference frame, and requires one to replace the Bessel function by the Hankel function of the first kind (superscript (+) → (1)) and the Hankel function of the second kind (superscript (−) → (2)), respectively. In this notation the electric field outside an isolated, radiating sphere becomes
It describes waves propagating away from the sphere with amplitude A 0 α+ . In this notation, Eqs. (28) and (33) become
where we introduced the variables
For the plate reference system we already introduced the vector cylindrical harmonics, here denoted by φ (±) β (k, r). The multi-index β ∈ {P, n} contains the polarisation M, N and n ∈ N. The point of origin is on the plate surface closest to the sphere, i.e. the direction of the z-axis points to the centre of the sphere. The superscript ± refers to outgoing or incoming waves, relative to the origin of the plate reference frame.
While Eqs. (35) and (36) describe the field emitted by an isolated sphere, we require the knowledge of the total emitted field including multiple reflections between the sphere and the plate. The total electromagnetic field emitted, by the sphere, and in cylindrical coordinates with the origin at the plate interface, shall hereby be denoted with
The thermal expectation value of the vector product of the electric and magnetic field becomes
Next, we relate the amplitudes A 0 α + of a wave emitted by an isolated sphere to its total amplitude B β in the presence of a plate. The conversion is described by an operator O βα + as
To determine this operator we consider a mode Π ∈ {M nm , N nm } of spherical waves, emanating from the sphere Ψ (+) α and a corresponding mode emanating from the plate φ (±)
β . The resulting electric field E Π in the vacuum region is then given as a superposition
It is useful to introduce another operator Λ yx that transforms vector spherical into cylindrical waves or vice versa [65] . An incoming spherical wave is partially reflected at the plate, which is the only source of cylindrical waves. Hence, we can write
where R β+β − are the reflection coefficients in cylindrical coordinates of the plate, which we derived in Sec. 2. An outgoing spherical wave with amplitude A Π α + can be generated by an emission A 0 α + or by reflection of an impinging cylindrical wave at the surface of the sphere. Thus we find
Combined with Eq. (42) we obtain a conditional equation for the total amplitude A Π
Once the amplitudes A Π α + are determined from Eq. (44), one is able to derive an expression for the conversion operator
We are only interested in the radiation absorbed by the half space, which is represented by the transmission coefficients τ ββ . However, τ ββ is a diagonal matrix, and only the absolute square will contribute. Hence, we can replace |τ ββ | 2 with 1 − |R β,β | 2 . Together with Eq. (44), we can write the Poynting vector as a function of the total emission coefficients
They in return depend on the emission coefficients of an isolated sphere as in Eq. (36) through
with the corresponding surface integral
This integral can be solved analytically and only the diagonal terms with β = β do not vanish. In the nonlocal case, this simplifies the computation significantly as we can use the results from Sec. 2. The heat transfer in the nonequilibrium case where the half-space is at temperature T pl and the sphere at T sp is obtained by applying the reciprocity argument [66] . The net heat transfer can then be written as
where the last equation has been cast into the Landauer-like form [67, 63] by introducing the transmissivity T (ω) which will be of use in the next section.
Numerical Results
We now apply our results to numerically compute the heat transfer rate between a ZnSe sphere and half-space using the dielectric function for ZnSe given by Eq. (9) . The temperature of the sphere is k B T sp = ω T and that of the plate is taken to be 5% smaller. In order to compute T (ω) and S(T ) we have to solve Eq. (44) for the spherical scattering amplitudes A Π α + . To this end, we introduce a cutoff at n = n max which we chose such that n max = 8 + 2.5k 0 R + R/d. Finally, we use these result in Eq. (47) to obtain the heat flux spectral density S(ω, T ), from which we obtain S(T ) by integrating over the frequency with an adaptive Gauss quadrature method. For more details on the numerical convergence and scaling properties of this method, we refere the reader to Ref. [64] . In Fig. 4 we show the transmissivity T (ω) for a sphere of Radius R = 220 nm as function of frequency. In the upper panel, the far-field spectrum is shown for d = 3600nm, roughly eight times the transition wavelength. In the lower panel, the gap distance is only d = 1nm.
In the far-field spectrum, one observes the expected suppressed transmissivity within the stopband ω T < ω < ω L . In the nonlocal case, this effect is enhanced. The previously observed frequency shifts in the emissivity are retained. It is apparent that the overall transmissivity in the nonlocal case is enhanced. From this, it follows that heat transfer rate is increased as well. In the lower panel of Fig. 4 the gap distance is much smaller than the transition wavelength d λ T . Hence, evanescent modes govern the heat transfer rate. Below the transverse resonance frequency ω T , one observes the influence of the whispering gallery modes, and within the stop band, the enhancement of the surface guided modes dominate the spectrum. In the local case and for n max = 60 these modes peak at T ≈ 400, beyond the shown region.
When comparing the far-field spectrum with the near-field spectrum, one observes the enhancement in the transmissivity due to surface guided modes. We expect nonlocal contributions to dominate the resonances whenever the gap distance is in the order of d ∼ D4π 2 /ω 2 T ≈ 1.2nm. This is indeed evident from Fig. 4 . The surface resonance is suppressed, broadened and shifted towards higher frequencies.
In Fig. 5 the heat transfer rate S(d)/S 0 is shown as a function of distance, where the normalisation S 0 is simply the value of S(d) at d = 3600nm (far-field). It is worth noting that S 0 in the nonlocal case is 36.5% larger than its local analogue. This is evident from the top panel in Fig. 4 as the nonlocal spectrum, beyond the transition frequency ω T , exceeds the local spectrum. At short distances d 100nm, both curves diverge from one another, with the result for the spatially dispersive material levelling out at a constant value. Hence, the inclusion of spatial dispersion removes the divergent behaviour due to the damping of the surface guided modes (Fig. 4) . The removal of the spurious divergence that occurs in a local theory is consistent with recent studies of heat transfer between planar boundaries [59, 19] . However, the absolute length scales at which the heat transfer rate tails off is already so small that any macroscopic approach could be questionable, and other effects might become important. results level off at short distances, while the local (dashed, grey) case shows the typical spurious divergence at short distances.
Summary
We have utilised Huygens' principle and the extinction theorem (HuyEx) to derive the reflection coefficients for a spatially dispersive half-space. We found the reflection coefficients to be dependent on surface impedances, which can be evaluated for arbitrary homogeneous and isotropic spatially dispersive dielectric functions. Numerical results for ZnSe material have shown a remarkable resemblance to results obtained with the Fuchs and Kliever ABC's for most of the frequency and angular spectrum, apart from the longitudinal and transverse splitting which, in the vicinity of the longitudinal resonance frequency ω L , is more pronounced for Maxwell boundary conditions. Based on the fluctuation dissipation theorem, we derived the emissivity of an isolated spatially dispersive sphere. We compared the HuyEx and Pekar ABC's to the local results and found significant differences for a ZnSe sphere of radius R = 220 nm. The overall emissivity is enhanced in both nonlocal cases. The ABC's spectrum shows an increased number of resonances, and in contrast to the HuyEx and local case, the maximal emissivity lies within the stop band. The HuyEx emissivity is much more similar to the local result. The peaks are shifted towards higher frequencies, and additional resonances appear above ω T .
Finally, we used an exact mode matching method to investigate the influence of spatial dispersion on the near-field heat transfer. We found a significant impact of spatial dispersion on the spectral heat transfer rate. In particular, the surface guided modes are suppressed, blue shifted and broadened compared to the local analogue. As a consequence and in contrast to the local case, the heat transfer rate levels off at small distances, thereby removing the spurious divergences that plague local theories.
X n (q, φ, ρ) =Ñ n J n (qρ)e inφ e q , e z × X n (q, φ, ρ) = −Ñ n J n (qρ)e inφ e q × e z , χ n (q, φ, ρ) =Ñ n J n (qρ)e inφ e z , (A.3)
. They obey the orthogonality relations dφ dρρX n (q, φ, ρ) · X −n (−q , φ, ρ) = − δ(q − q ) q δ nn , dφ dρρ e z × X n (q, φ, ρ) · e z × X −n (−q , φ, ρ) = − δ(q − q ) q δ nn , dφ dρρχ n (q, φ, ρ) · χ −n (−q , φ, ρ) = δ(q − q ) q δ nn . (A.4)
They are connected to the vector cylindrical harmonics as M n (k, r) = −i 1 √ 2π e iβz e z × X n (q, φ, ρ),
1 k e iβz qχ n (q, φ, ρ) − βX n (q, φ, ρ) ,
i k e iβz βχ n (q, φ, ρ) + qX n (q, φ, ρ) . The term δ(β + β 0 ) takes the direction of the incoming wave, traveling into the −z direction, into account. We can also derive A inc n (q, z) in terms of α inc n (q, β) and find we decompose α scat n (q, β) by writing α scat n (q, β) = r s (q, β)α inc n (q, −β), taking into account that the scattered field travels in the opposite z direction to the incoming field. Thus, we find Using the above and R s (q, z) = R s (q)e iβz we obtain R s (q 0 ) = r s (q 0 , β 0 ). (A.10)
Similarly, we can relate R q with r p . Therefore we need to take into account that the incoming and reflected field are transversal only. Hence γ n in Eq. (14) vanishes. As a consequence B (0) n and C (0) n are linear dependent. In analogy to the above procedure, we find r p (q 0 , β 0 ) = −R q (q 0 ).
(A.11)
