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A PROOF OF THE LYONS-PEMANTLE-PERES
MONOTONICITY CONJECTURE FOR HIGH BIASES
GE´RARD BEN AROUS, ALEXANDER FRIBERGH, AND VLADAS SIDORAVICIUS
Abstract. The speed v(β) of a β-biased random walk on a Galton-
Watson tree without leaves is increasing for β ≥ 717.
1. Introduction
We study here biased random walks on Galton-Watson trees with no leaves
(see [12]-[15]). This paper addresses the following question: is the speed of a
random walk increasing as a function of its bias?
We begin by defining the model more precisely. Consider a Galton-Watson
tree without leaves. This is a random rooted tree where the offspring size of
all individuals are i.i.d. copies of an integer random variable Z, which verifies
P[Z = 0] = 0. The associated probability space is denoted (Ω,P). We will
use |x| to denote the distance of a vertex x from the root. Moreover ←−x will
denote the ancestor of x for any vertex x different from the root.
On a Galton-Watson tree without leaves T , we consider the β-biased ran-
dom walk, for β > 0. This is a Markov chain (Xn)n∈N on the vertices of T ,
such that if x is not the root and has k children u1, . . . , uk, then
(1) P [Xn+1 =
←−x |Xn = x] =
1
1+βk
,
(2) P [Xn+1 = ui|Xn = x] =
β
1+βk
, for 1 ≤ i ≤ k,
and from the root all transitions to its children are equally likely.
We start the walk from the root of the tree and denote by P ω[·] the law of
(Xn)n=0,1,2,... on a tree ω.
We define the averaged law as the semi-direct product P = P× P ω.
One of the results of [12] is that if β > 1/E[Z], then the walk is transient,
i.e.
lim |Xn| =∞, P− a.s.
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and we also learn from [13] that there exists a constant v(β,P) depending
only on β and P such that
lim
|Xn|
n
= v(β,P), P− a.s.,
this constant v(β,P) is called the speed of the random walk on the Galton-
Watson tree.
In the rest of the paper, the dependence of the speed with respect to
environment will often be omitted.
Our main result is the following
Theorem 1.1. The speed v(β) of a β-biased random walk on a Galton-
Watson tree without leaves is increasing for β ≥ 717.
It was conjectured in 1996 in [13] by Lyons, Pemantle and Peres that v(β)
in an increasing function on the interval (1/E[Z],∞) (see [15] for a detailed
discussion). The only recent progress, in [4], gave a proof of the Einstein
relation for biased random walks on Galton-Watson trees, which implies that
the previous conjecture holds in a neighborhood of 1/E[Z]. Our proof relies
on a coupling argument inspired by a tool introduced in [2], called super-
regeneration times.
Remark 1.1. It is interesting to note that there exists an explicit expression
for the limiting speed of biased random walks on Galton-Watson trees, see [1]
and [9] for a related but different model. At this point, we do not know how
to prove the monotonicity conjecture using these expressions.
Let us explain what the difficulty of this problem is since, indeed, ques-
tions about the speed of random walks in random environments can be subtle
(see [20], [18] and [17] for general reviews of the subject). On Galton-Watson
trees with leaves (see [13] and [2] or [3] and [10]), or on supercritical per-
colation clusters (see [5], [16] and [8]), the speed is certainly not increasing
since it eventually vanishes. In these models, the slowdown of the walk can
be explained by the presence of dead-ends in the environment, which act as
powerful traps. The particle is, for high biases, typically spending most of
its time in traps, i.e. slow parts of the environment.
If a tree T has no leaves, dead-ends do not exist, hence a possible slowdown
cannot be explained by trapping. Nevertheless, certain parts of T will be
atypically thin and a biased random walk will typically go through them
slower than it would in other parts of T . The proof of Theorem 1.1 consists
in showing that, for high enough biases, this slowdown effect is not important.
It must be noted that there exists several examples of trees without strong
traps where this effect is strong enough to slow the walk down, see [15].
3The methods used in our proof of Theorem 1.1 allow us to obtain more
results in a simple manner. On the one hand, we can strengthen our main
result when the minimal degree is not 1.
Theorem 1.2. Let us consider a β-biased random walk on a Galton-Watson
tree with minimal degree d := min{k ≥ 1,P[Z = k] > 0}. The speed v(β) of
this biased random walk is increasing for β ≥ 717/d.
On the other hand, we can obtain information on the rate of growth of the
velocity for large β.
Theorem 1.3. For every ε > 0, we have
v(β + ε)− v(β)
ε
∼ 2E
[ 1
Z
] 1
β2
,
for β large.
The previous result suggests, via a non-rigorous inversion of limits, that
v′(β) ∼ 2E[1/Z]β−2 for β large.
The proofs of the last two theorems will be sketched in the last section of
this paper.
We end this introduction by a discussion of related problems and open
questions. Obviously, it remains to be proved that the monotonicity conjec-
ture holds in the entire transient regime. It seems to us, that our techniques
are not sufficient for that. Although we could lower the threshold to some
number lower than 717, we do not believe we could bring it down to 1, not
to mention 1/E[Z]. Once this question is settled, one may try to prove the
following conjecture: the speed of a biased random walk on a supercritical
Galton-Watson tree with leaves is unimodal. We make the same conjecture
for the speed of a biased random walk on a supercritical percolation cluster
on the lattice.
There are other interesting questions about monotonicity properties of the
speed. We may ask, for example, monotonicity questions with respect to the
environment, more specifically, if P is stochastically dominated by P′, do we
have v(β,P) ≤ v(β,P′)? A simple random walk on a percolation cluster of a
regular tree produces has a smaller speed than its counterpart on the regular
tree, as follows from [6]. Furthermore the speed of a biased random walks on
a high-density percolation cluster of Zd is lower than that of a biased random
walk on Zd, see [7].
For the rest of the paper, we fix β > 1 and ε > 0.
2. A coupling of three random walks
Our aim is to explain the construction of a coupling of three different
random walks, two of which are β and a (β+ε) biased random walk on Galton-
Watson trees. We ultimately wish to turn the statement of Theorem 1.1 into
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a question on a β biased random walk on Z and this will be the third walk
involved in this coupling.
We introduce the following notations
p
(β)
i =
β
iβ + 1
, q
(β)
i =
1
iβ + 1
and ε
(β)
i = q
(β)
i − q
(β+ε)
i .
When trying to couple a β and a (β+ε) biased random walks on a site with
i offsprings, we can make the walks stay coupled with probability 1 − ε
(β)
i .
Let us give the explicit coupling. We choose a sequence of (Ui)i≥1 of uniform
random variables in [0, 1] and (Zi)i≥0 with law P. The probability measure
associated with those random variables is denoted P . Using those random
variables we can defined two walks X(β) and X(β+ε) in the following manner:
(1) When the walkX(β) discovers a new site at time k, that site is assigned
to have Zk offspring. The same procedure is used for X
(β+ε).
(2) Assume that X
(β)
n = x, a site with k descendants x1, . . . , xk. If Un+1 ≤
q
(β)
k , then we have X
(β)
n+1 =
←−x and X
(β)
n+1 = xi if Un+1 ∈ (1− ip
(β)
k , 1−
(i− 1)p
(β)
k ] for any i ∈ [1, k].
(3) Assume that X
(β+ε)
n = x, a site with k descendants x1, . . . , xk. If
Un+1 ∈ [ε
(β)
k , q
(β)
k ), then we have X
(β+ε)
n+1 =
←−x and X
(β+ε)
n+1 = xi if
Un+1 ∈ (1 − (i+ 1)p
(β)
k , 1 − ip
(β)
k ] for any i ∈ [1, k]. Finally if Un+1 ∈
[(j − 1)/kε
(β)
k , j/kε
(β)
k ), then X
(β+ε)
n+1 = xj .
A careful reader will notice that the coupling above does not take into
account the specificity of the root. We will explain in Remark 3.1 how the
coupling works at 0 and why this is not important for the rest of the paper.
The following properties are obvious
(1) X(β) has the law a β-biased random walk under the measure P.
(2) X(β+ε) has the law a (β + ε)-biased random walk under the measure
P.
Using (U1)i≥1 and (Zi)i≥0, we may also define the random variables
Yn =
n∑
i=1
(1{Ui > q
(β)
1 } − 1{Ui ≤ q
(β)
1 }),
where Y0 = 0.
The sequence Y = (Yn)n≥0 has the law of a β-biased random walk on Z.
3. A common regeneration structure
In this section we will construct a regeneration structure which is common
to all three walks. Informally a regeneration time is a maximum of a ran-
dom walk which is also a minimum of the future of the random walk. For
5background on regeneration times in general we refer to [19] or [20], in the
specific case of biased random walks on Galton-Watson trees the reader can
consult [13]. In the case of a β-biased random walk Yn on Z, a time n0 is a
regeneration time if
Yn0 > max
n<n0
Yn and Yn0 < min
n>n0
Yn.
The common regeneration structure is based on the concept of super-
regeneration times introduced in [2].
Let us introduce the notation {0− SR}, the event that 0 is a regeneration
time for Y . This event is measurable with respect to σ(Ui, i ≥ 1). Its P -
probability is p∞ = (β/(β + 1)) × (β − 1)/(β + 1), the probability that a
β-biased random walk on Z never returns to the origin. This allows us to
introduce the measure P˜ [ · ] = P [ · | 0− SR].
Under P˜ , we define the sequence of consecutive regeneration times τ0 =
0, τ1, . . ., hence, under P˜ , τ1 is the first non-zero regeneration time. We point
out that {0− SR} and the τi are expressed in terms of Y and, as such, have
a law that depends only on the parameter β.
The key observation is the following: if τ1 is a regeneration time for Y , then
τ1 is a regeneration time for X
(β) and X(β+ε), in the sense usually employed
on trees (see [13]). In this context, we choose to call τ1 a super-regeneration
time.
Using classical arguments from the theory of regeneration times, we may
see that, under P , the sequence (Xτi+1 − Xτi , τi+1 − τi)i≥1 is i.i.d. and has
the same law as (Xτ1 , τ1) under P˜ . This leads to the following proposition
(where we recall that E[τ1] and E˜[τ1] are obviously finite).
Proposition 3.1. For any β > 1 and ε > 0. We have
v(β) =
E˜
[∣∣∣X(β)τ1
∣∣∣]
E˜[τ1]
and v(β + ε) =
E˜
[∣∣∣X(β+ε)τ1
∣∣∣]
E˜[τ1]
.
In particular, if E˜
[∣∣∣X(β+ε)τ1
∣∣∣−
∣∣∣X(β)τ1
∣∣∣] > 0, then v(β + ε) > v(β).
All the details needed to prove this proposition are standard and we refer
the reader who wants to see them to [13].
Remark 3.1. The previous proposition implies that as far as the speed is
concerned we only need to understand the walks under the conditioning that
0 − SR. In this case, the walks visits the root (which has Z1 descendants,
x1, . . . , xZ1) only once and Y necessarily goes downwards (i.e. U1 > q
(β)
1 ).
The way the coupling works in that case is as follows: U1 ∈ (1 − i(1 −
q
(β)
1 )/Z1, 1− (i− 1)(1− q
(β)
1 )/Z1] for any i ∈ [1, Z1].
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4. Understanding the coupling
First, we introduce the event that the walks remained “together”for the
entire regeneration period:
C =
{
for all i ≤ τ1,
∣∣∣X(β)i
∣∣∣ =
∣∣∣X(β+ε)i
∣∣∣}.
If they do not stay together, we will say that the walks decouple. We will
distinguish different ways of decoupling, for any k ≥ 1, we introduce the
event of decoupling with k returns:
Dk = C
c ∩ {|B| = k},
whereB is the set of times before τ1 when Y takes a step back, or equivalently
{i ∈ [1, τ1], Ui ≤ q
(β)
1 }.
Before moving forward, let us point out a simple relationship between B
and τ1, which will turn out pivotal for the rest of the proof.
Lemma 4.1. If {|B| = k}, then {τ1 ≤ 3k + 1}.
Remark 4.1. The definition of τ1 is slightly ambiguous, under P˜ it cannot
be 0 whereas this is possible under the measure p. In this particular lemma,
τ1 can take the value 0.
Proof. On {|B| = k}, we may notice that Yτ1 ≤ k+1. Indeed, by the pigeon
hole principle there exists j ≤ k + 1 such that Y does not go back from j to
j−1, before τ1. But, this actually means that the hitting time of j is actually
a regeneration time, which contradicts the definition of τ1.
On {|B| = k}, we know that Yτ1 ≤ k+1 and since Yτ1 ≥ Yi for any i ≤ τ1,
we obtain that for any i ≤ τ1, we have Yi ≤ k + 1. Moreover, on {|B| = k},
we see that for any i ≤ τ1 we have Yi ≥ i − 2k. This means that for i ≤ τ1,
we have i ≤ 3k + 1, which implies that τ1 ≤ 3k + 1. 
On the event Cc, we introduce the decoupling time δ = inf
{
i ≤ τ1,
∣∣∣X(β)i
∣∣∣ 6=∣∣∣X(β+ε)i
∣∣∣}. We necessarily have δ ∈ B. Hence C and (Dk)k≥1 form a partition
of the space Ω.
Remark 4.2. Let us make three key observations
(1)
∣∣∣X(β+ε)δ
∣∣∣−
∣∣∣X(β)δ
∣∣∣ = 2, meaning that when the walks decouple, the more
biased one is always the one moving forward whereas the other is the
one moving back.
(2) if n /∈ B and n ≤ τ1, then X
(β)
n+1 (resp. X
(β+ε)
n+1 ) has to go to a descen-
dant of X
(β)
n (resp. X
(β+ε)
n ). This means that for n /∈ B and n ≤ τ1,
we have
∣∣∣X(β+ε)n
∣∣∣−
∣∣∣X(β)n
∣∣∣ = 0.
7(3) if n ≤ τ1 and n ∈ B \ {δ}, then
∣∣∣X(β+ε)n+1
∣∣∣−
∣∣∣X(β)n+1
∣∣∣ ≥ −2.
From this remark, we may notice the following obvious statements
(1) on C, we have
∣∣∣X(β+ε)τ1
∣∣∣ =
∣∣∣X(β)τ1
∣∣∣,
(2) on Dk, we have
∣∣∣X(β+ε)τ1
∣∣∣ ≥ ∣∣∣X(β)τ1
∣∣∣+ 2− 2(k − 1), for any k ≥ 1.
Hence, we have
(4.1) E˜
[∣∣X(β+ε)τ1 ∣∣− ∣∣X(β)τ1 ∣∣] ≥ 2
[
P˜ [D1]−
∑
k≥2
(k − 2)P˜ [Dk]
]
.
This last equation and Proposition 3.1 imply that
Proposition 4.1. If P˜ [D1] >
∑
k≥2(k − 2)P˜ [Dk], then v(β + ε) > v(β).
5. Reducing the problem to a question about biased random
walks on Z
In this section, we will give a lower bound on P˜ [D1] and an upper bound
on P˜ [Dk] for k ≥ 2.
Lemma 5.1. We have
P˜ [D1] ≥ (p
(β)
1 )
4E[ε
(β)
Z ].
Proof. We can use the following scenario to get an event which is in D1 ∩
{0− SR}:
(1) Y makes two steps forward (this happens with P -probability (p
(β)
1 )
2).
(2) At time 3, X(β) and X(β+ε) decouple (this happens with P -probability
E[ε
(β)
Z ]).
(3) Then, Y goes twice forward and at time 5, Y has a regeneration (this
happens with P -probability (p
(β)
1 )
2p∞).
Hence
P˜ [D1] =
1
p∞
P [D1 ∩ {0− SR}] ≥ (p
(β)
1 )
4E[ε
(β)
Z ].

We will now prove an upper-bound on P˜ [Dk].
Lemma 5.2. For any k ≥ 2, we have
P˜ [Dk] ≤
(
(q
(β)
1 )
−1p−1∞ E[ε
(β)
Z ]
)
k(3k + 1)P [|B| = k].
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Proof. We may see that
P˜ [Dk] ≤ p
−1
∞ P [Dk](5.1)
= p−1∞
∑
n≥0
∑
(u1,...,uk)⊂[0,n]
k∑
j=1
P [τ1 = n, {u1, . . . , uk} = B, δ = uj ].
We may notice that τ1 and B are actually measurable with respect to Y
(i.e. the sequence (1{Ui ≤ q
(β)
1 })i≥0).
For all i0 ≥ 0, we introduce the random variables τ
(i0)
1 (resp. B
(i0)) which
are equal to τ1 (resp.B) conditioned on {Ui0 ≤ q
(β)
1 }. Those random variables
are (1{Ui ≤ q
(β)
1 })i 6=i0-measurable and coincide with τ1 (resp.B) when {Ui0 ≤
q
(β)
1 }.
On the event {δ = uj}, we have Uuj ≤ q
(β)
1 . Hence, on the event {δ = uj},
we have τ1 = τ
(uj)
1 and B = B
(uj). This means that
P [τ1 = n, {u1, . . . , uk} = B, δ = uj] = P
[
τ
(uj)
1 = n, {u1, . . . , uk} = B
(uj), δ = uj
]
.
Now, we may see that {δ = uj} implies that Uuj ≤ max1≤l≤n ε
(β)
Zl
. Thus
P
[
τ
(uj)
1 = n, {u1, . . . , uk} = B
(uj), δ = uj
]
≤P
[
τ
(uj)
1 = n, {u1, . . . , uk} = B
(uj), Uuj ≤ max
1≤l≤n
ε
(β)
Zl
]
,
and using the fact that {τ
(uj)
1 = n, {u1, . . . , uk} = B
(uj)} and {Uuj ≤ max1≤l≤n ε
(β)
Zl
}
are P -independent, we obtain (putting the two previous equations together)
P [τ1 = n, {u1, . . . , uk} = B, δ = uj](5.2)
≤P [Uuj ≤ max
1≤l≤n
ε
(β)
Zl
]P [τ
(uj)
1 = n, {u1, . . . , uk} = B
(uj)].
Since {τ
(uj)
1 = n, {u1, . . . , uk} = B
(uj)} is P -independent of Uuj , we can
make the following transformation
P [τ
(uj)
1 = n, {u1, . . . , uk} = B
(uj)]
=
1
P [Uuj ≤ q
(β)
1 ]
P [τ
(uj)
1 = n, {u1, . . . , uk} = B
(uj), Uuj ≤ q
(β)
1 ]
=(q
(β)
1 )
−1P [τ1 = n, {u1, . . . , uk} = B],
where we simply used the definition of τ
(uj)
1 and B
(uj) to obtain the last
line. Moreover, we have that P [Uuj ≤ max1≤l≤n ε
(β)
Zl
] = E[max1≤l≤n ε
(β)
Zl
] ≤
nE[ε
(β)
Z ]. Now, using Lemma 4.1, we may notice that if |B| ≤ k then τ1 ≤
93k + 1, so the positive terms in the sum in (5.1) verify n ≤ 3k + 1. This
means that (5.2) can be written
P [τ1 = n, {u1, . . . , uk} = B, δ = uj]
≤(3k + 1)E[ε
(β)
Z ](q
(β)
1 )
−1P [τ1 = n, {u1, . . . , uk} = B].
Inputing this information in (5.1) means that
P˜ [Dk] ≤ (q
(β)
1 )
−1p−1∞ E[ε
(β)
Z ](3k + 1)k
∑
n≥0
∑
(u1,...,uk)⊂[0,n]
P [τ1 = n, {u1, . . . , uk} = B]
≤ (q
(β)
1 )
−1p−1∞ E[ε
(β)
Z ](3k + 1)kP [|B| = k],
which finishes the proof of the lemma. 
Using Lemma 5.1, Lemma 5.2 and Proposition 4.1, a simple computation
yields the following.
Proposition 5.1. If (p
(β)
1 )
−4p−1∞ (q
(β)
1 )
−1
∑
k≥2(3k+1)k(k−2)P [|B| = k] < 1,
then v(β + ε) > v(β).
We may notice that the random variable |B| depends only on the walk Y
and our remaining task is a question about a β-biased random walk on Z.
6. Estimate on a β-biased random walk on Z.
In this section, we will give an upper bound on P [|B| = k] for k ≥ 2. Our
method will not yield an optimal result but has the advantage of being short
and simple. We can of course obtain a better upper bound on P [|B| = k], but
we believe that this would only allow us to obtain Theorem 1.1 for β ≥ β0
for some β0 > 1. Conceptually, this does not appear to make a very big
difference and we prefer to go for simplicity. We have
Lemma 6.1. We have
P [|B| = k] ≤
(27q(β)1
4
)k
.
Proof. On {|B| = k}, Lemma 4.1 implies that in the first 3k + 1 steps, Y
takes at least k steps back. Hence
P [|B| = k] ≤
(
3k + 1
k
)
(q
(β)
1 )
k
≤
3k + 1
2k + 1
(
3k
k
)
(q
(β)
1 )
k ≤
3
2
e
e22/12
(27q(β)1
4
)k
,
where we used the inequality e11/12(n/e)n < n! < e(n/e)n which can be found
in [11]. The result follows by evaluating the constant. 
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Using the previous lemma, we may see that
∑
k≥2
(3k + 1)k(k − 2)P [|B| = k] ≤ 5
∑
k≥2
k(k − 1)(k − 2)
(27q(β)1
4
)k
= 15
(27q(β)1
4
)2(
1−
27q
(β)
1
4
)−4
.
By Proposition 5.1, we may see that v(β + ε) > v(β), if C(β) < 1, where
C(β) := 15(p
(β)
1 )
−4p−1∞ (q
(β)
1 )
−1
(27q(β)1
4
)2(
1−
27q
(β)
1
4
)−4
.
We may see that C(β) ∼ 15(27/4)2β−1, so the previous equation will be
satisfied for β large enough. We may actually see that C(β) < 1, for any
β ≥ 717 and this proves Theorem 1.1.
7. Extensions of the main result
In this section, we prove Theorem 1.2 and Theorem 1.3.
7.1. When the minimal degree is larger than one. If the minimal de-
gree of the tree d := min{k ≥ 1,P[Z = k] > 0} verifies d ≥ 2, we can
easily extend our main result to obtain Theorem 1.2. Indeed, it is sufficient
to consider a dβ-biased random walk on Z instead of simply considering a
β-biased one. Formally, it would be sufficient to use the following notations
in the previous proof
p
(β)
1 =
dβ
dβ + 1
, q
(β)
1 =
1
dβ + 1
and p∞ =
dβ
dβ + 1
dβ − 1
dβ + 1
.
We emphasize that β could possibly be lower than one, as long as dβ > 717.
7.2. Asymptotic rate of increase for the speed. Let us sketch how to
obtain Theorem 1.3. Using Proposition 3.1 and the fact that E˜[τ1] = 1+o(1),
we obtain
v(β + ε)− v(β) ∼ E˜
[∣∣X(β+ε)τ1 ∣∣− ∣∣X(β)τ1 ∣∣
]
,
which by (4.1) gives
v(β + ε)− v(β) ∼ 2
[
P˜ [D1]−
∑
k≥2
(k − 2)P˜ [Dk]
]
.
Using Lemma 5.1 and Lemma 5.2, we can see that
v(β + ε)− v(β) ∼ 2P˜ [D1].
11
The reader will see that the scenario described in Lemma 5.1 is the only
possibility for D1 under the measure P˜ , so it can easily be seen that P˜ [D1] ∼
E[ε
(β)
Z ] ∼ εβ
−2E[1/Z]. This means that
v(β + ε)− v(β) ∼ 2εE
[ 1
Z
] 1
β2
,
so that Theorem 1.3 follows.
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