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a b s t r a c t
The game coloring number of the square of a graphG, denoted by gcol(G2), was first studied
by Esperet and Zhu. The (a, b)-game coloring number, denoted by (a, b)-gcol (G), is defined
like the game coloring number, except that on each turn Alice makes a moves and Bob
makes bmoves. For a graph G, the maximum average degree of G is defined as Mad(G) =
max

2|E(H)|
|V (H)| : H is a subgraph of G

. Let k be an integer. In this paper, by introducing a
new parameter rG, which is defined through orientations and orderings of the vertices of
G, we show that if a < Mad(G)/2 ≤ k, then (a, 1)-gcol(G2) ≤ k∆ (G) + ⌊(1 + 1a )rG⌋ +
rG + 2. This implies that if G is a partial k-tree and a < k, then (a, 1)-gcol(G2) ≤ k∆ (G)+
(1 + 1a )( k
2+3k+2
2 ) + 2; if G is planar, then there exists a constant C such that gcol

G2
 ≤
5∆ (G) + C . These improve previous corresponding known results. For a ≥ k ≥ Mad(G)
and∆ (G) ≥ 2k− 2, we prove that (a, 1)-gcol G2 ≤ (3k− 2)∆ (G)− k2 + 4k+ 2.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
The game chromatic number of graphs was first introduced by Brams for planar graphs (published by Gardner [4]), and
then reinvented for arbitrary graphs by Bodlaender in [2]. Consider a graph G and a set X of colors. Two players, Alice and
Bob, take turns (with Alice having the first move) to color the vertices of G with colors from X . At the start of the game all
vertices are uncolored. A play by either player colors an uncolored vertexwith a color from X so that no two adjacent vertices
receive the same color. Alice wins if eventually the whole graph is properly colored. Bob wins if there comes a time when
all the colors have been used on the neighborhood of some uncolored vertex u. The game chromatic number of G, denoted
by χg(G), is the least k such that Alice has a winning strategy in the coloring game on G using a set of k colors.
The game coloring number is defined through a marking game (it was first explicitly introduced in [15] as a tool to study
the game chromatic number). Themarking game is also played by two players: Alice and Bob, with Alice playing first. At the
start of the game all vertices are unmarked. A play by either player marks an unmarked vertex. The game ends when all the
vertices are marked. Together the players create a linear order L on the vertices of G defined by u<L v if u is marked before
v. For v ∈ V (G), let V+L (v) = {u : u<L v}. Let N+G,L(v) = NG(v)∩V+L (v) and N+G,L[v] = N+G,L(v)∪{v}. The score of the game is
s, where s = maxv∈V (G) |N+G,L [v] |. Alice’s goal is to minimize the score, while Bob’s goal is to maximize the score. The game
coloring number of G, denoted by gcol(G), is the least s such that Alice has a strategy that results in a score of at most s.
An asymmetric variant of the marking game is the (a, b)-marking game. This game is played and scored like the marking
game, except that on each turn Alice marks a vertices and Bob marks b vertices. (If the last vertex is marked during a
player’s turn, then this completes the turn.) The (a, b)-game coloring number of G, denoted by (a, b)− gcol(G), is the least
s such that Alice has a strategy that results in a score of at most s. When C is a class of graphs, define (a, b) − gcol (C) =
maxG∈C (a, b) − gcol(G). An asymmetric variant of the coloring game, the (a, b)-coloring game, alternates between Alice
coloring a vertices and Bob coloring b vertices. For any graph G, (a, b)− χg(G) ≤ (a, b)− gcol(G).
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These parameters and their extensions have been studied in many papers. Upper and lower bounds for the maximum
gamechromatic number andmaximumgamecoloringnumber of classes of graphs have beenobtained, refer to the survey [1]
for more details of the literature. The asymmetric variants of the coloring game and marking game have been studied
in [7,8,10,13,14].
It follows from results in [6] that there is a strategy, the so-called activation strategy, such that if Alice uses this strategy to
play the marking game then she achieves the best known upper bounds on game coloring numbers of the classes of forests,
interval graphs, chordal graphs, partial k-trees, and outerplanar graphs. For the class of planar graphs, the best known upper
bound on their game coloring number is obtained by using a refinement of the activation strategy [16].
For a graph G, themaximum average degree of G is defined asMad(G) = max 2|E(H)||V (H)| : H is a subgraph of G. The following
fact is well-known (cf. Hakimi [5]).
Fact 1.1. If G is a graph, then G has an orientation such that themaximumoutdegree of G is atmost k if and only if Mad(G) ≤ 2k.
We say that the (a, b)-marking game on a graph G is very asymmetric if a/b ≥ Mad(G)/2. If the game is very asymmetric,
then Alice can use the so-called harmonious strategy that was introduced by Kierstead and Yang [10] to achieve some good
upper bounds in the game. When a/b < Mad(G)/2, Yang and Zhu [14] extended the activation strategy to asymmetric
marking games. The harmonious strategy and activation strategywere applied to relaxed asymmetric coloring games in [11]
and [12] respectively.
Let G be a graph. The square of G, denoted by G2, is a graph with vertex set V (G) in which two distinct vertices x and y
are adjacent if dG(x, y) ≤ 2, i.e., either xy ∈ E(G) or x and y have a common neighbor in G. Note that (a, b) − χg(G2) can
be equivalently defined as the minimum number of colors such that Alice has a winning strategy in the variation on the
(a, b)-coloring game on Gwith the requirement that at any time, vertices at distance at most 2 in G have distinct colors.
The game chromatic number and game coloring number of squares of graphswere first studied by Esperet and Zhu in [3].
It was shown in [3] that if G is a forest of maximum degree∆(G) ≥ 9, then χg(G2) ≤ colg(G2) ≤ ∆(G)+3, and this is sharp.
It was also shown in [3] that χg(G2) ≤ gcol(G2) ≤ 2∆(G)+14when G is outerplanar, that χg(G2) ≤ gcol(G2) ≤ 4∆(G)+68
when G is a partial 2-tree, and χg(G2) ≤ gcol(G2) ≤ 23∆(G)+ 75 when G is planar.
In this paper, we are interested in the asymmetric variant of the game coloring number of squares of graphs. Let k be an
integer. In Section 2, by introducing a new parameter rG, which is defined through orientations and orderings of the vertices
ofG, we show that if a < Mad(G)/2 ≤ k, then (a, 1)−gcol G2 ≤ k∆(G)+⌊(1+ 1a )rG⌋+rG+2. This implies that ifG is a partial
k-tree and a < k, then (a, 1)−gcol G2 ≤ k∆(G)+ (1+ 1a )( k2+3k+22 )+2; in particular, gcol G2 ≤ k∆(G)+ k2+3k+4. In
Section 3, we shall show that there exists a constant C , such that for any planar graph G, gcol

G2
 ≤ 5∆(G)+C . In Section 4,
by extending the harmonious strategy to the (a, 1)-marking game on squares of graphs, we show that if G is a graph with
Mad(G) ≤ 2k,∆(G) ≥ 2k− 2, and a ≥ k, then (a, 1)− gcol G2 ≤ (3k− 2)∆(G)− k2 + 4k+ 2.
2. Activation strategy for asymmetric marking games on squares of graphs
In this section, we study the (a, 1)-game coloring number of squares of graphs Gwith a < Mad(G)/2 ≤ k. In [3], Esperet
and Zhu extended the activation strategy of Alice to (1, 1)-marking games on squares of graphs. Here we shall extend the
activation strategy of Alice to (a, 1)-marking games on squares of graphs in a differentway from [3]. To obtain this extension,
we need a parameter defined through orientations and orderings of the vertices of G.
For any orientation G⃗ of G and for a vertex x of G⃗, let N+
G⃗
(x) denote the set of outneighbors of x, i.e., N+
G⃗
(x) = {y : (x, y) ∈
E(G⃗)}, and let d+
G⃗
(x) be the outdegree of x, i.e., d+
G⃗
(x) = |N+
G⃗
(x)|. Let ∆+(G⃗) = maxv∈V d+G⃗ (v). Let N−G⃗ (x) denote the set of
inneighbors of x, i.e., N−
G⃗
(x) = {y : (y, x) ∈ E(G⃗)}. Let NG⃗(x) denote the set of neighbors of x, i.e., NG⃗(x) = NG(x). Define
N[N+
G⃗
(x)] = N+
G⃗
(x)
{y : y ∈ NG⃗(z) and z ∈ N+G⃗ (x)},N[N−G⃗ (x)] = N−G⃗ (x){y : y ∈ NG⃗(z) and z ∈ N−G⃗ (x)}. Let N+,+G⃗ (x) =
{y : y ∈ N+
G⃗
(z) and z ∈ N+
G⃗
(x)},N2,+
G⃗
(x) = N+
G⃗
(x) ∪ N+,+
G⃗
(x).
As Mad(G) ≤ 2k, by Fact 1.1, there is an orientation G⃗ of G such that ∆+(G⃗) ≤ k. Let G⃗ be such an orientation, and let L
be a linear order of V (G). We say a vertex v is 2-reachable from u with respect to L if v ∈ N2,+
G⃗
(u), or there exists a vertex z
such that u, v ∈ N+
G⃗
(z) and v <L u. Denote by R2G⃗,L(u) the set of 2-reachable vertices from u.
We say a vertex v is (2, 2)-reachable from u with respect to G⃗ and L if there exists a vertex z such that v, u ∈ R2
G⃗,L
(z) and
v≤L u. Denote by R2,2G⃗,L(u) the set of vertices that are (2, 2)-reachable from u. Let
rG⃗,L = maxu∈V (G)
R2,2G⃗,L(u) .
For a graph G, letΠ(G) be the set of linear orderings on the vertex set V (G), and let O(G) be the set of all orientations of
G. The rank of G is defined as
rG = min
G⃗∈O(G),L∈Π(G)
rG⃗,L.
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We next describe Alice’s activation strategy for asymmetric marking games on the square of graphs. To unify the
description we consider an equivalent version of the marking game in which Bob plays first by marking a new vertex x0
with no neighbors in V (G). We use U to denote the set of unmarked vertices. At each move, one vertex is marked and is
removed from U .
Initialization: U := V (G); for v ∈ V (G) do tv := a end do;
Suppose that Bob has just marked a vertex x.
Alice’s play: for i from 1 to awhile U ≠ ∅ do
1. if R2
G⃗,L
(x) ∩ U ≠ ∅ and tx > 0 then y := L−min R2G⃗,L(x) ∩ U; tx := tx − 1; else y := L−minU end if;
2. while R2
G⃗,L
(y) ∩ U ≠ ∅ and ty > 0 do
z := L−min R2
G⃗,L
(y) ∩ U; ty := ty − 1; y := z end do;
3. U := U − {y} end do;
Notation 2.1. For an unmarked vertex u, we say u receives a contribution from v and v made a contribution to u, if: in Line 1,
we have u = y := L−min R2
G⃗,L
(x) ∩ U and v = x; or in Line 2, we have u = z := L−min R2
G⃗,L
(y) ∩ U and v = y.
Informally the above strategy is rephrased as follows. Suppose that Bob has just marked a vertex x. Now Alice starts by
activating (through making contributions to) unmarked L-least 2-reachable vertex y from x. The parameter ty records the
total number of contributionsmade by y. Once a vertex y receives a contribution, then ypasses a contribution to its unmarked
L-least 2-reachable vertex from y, provided that y has made less than a contributions in total. In case y has already made a
contributions or yhas no unmarked 2-reachable vertices from y, then ywill bemarkedwhen it receives another contribution.
Alice repeats the above procedure a times, each time marks one vertex.
Theorem 2.2. Let G⃗ be an oriented graph with ∆+(G⃗) = k > a and let rG⃗,L = r. If Alice uses the activation strategy, then the
score of the (a, 1)-marking game on G2 is at most k∆(G)+ ⌊(1+ 1a )r⌋ + r + 2.
Proof. First we show that as long as there exist unmarked vertices, the activation strategy on the asymmetric marking
game terminates with Alice marking a vertex. To see this, let t = |U|+v∈V (G) tv . Note that each term in the sum is always
nonnegative. Since U is nonempty, t ≥ 1. At each iteration in Step 2 of the algorithm t decreases by 1, so eventually Step 2
must end at a vertex y. Now Alice marks y in Step 3. If she has not yet completed her turn, then she returns to Step 1 and
repeats the process.
Consider any time when a vertex v has just beenmarked by Alice. If Alice has not yet completed her turn, let x be the last
vertex marked by Bob. Otherwise x is undefined.
Assume u is an unmarked vertex. We shall show that u has at most k∆(G) + ⌊(1 + 1a )r⌋ + r marked neighbors other
than x on G2. Note here that the following fact is considered in the above bound: if x is defined, then it may be adjacent to u;
otherwise it is Bob’s turn andhemay be about tomark a vertex adjacent to u. In the former case,we treat x separately because
it may have not yet made a contributions to the 2-reachable vertices from x. We shall need the following observations.
1. An unmarked vertex has received the same number of contributions as it has made.
2. A vertex y ≠ x is marked and u ∈ R2
G⃗,L
(y), then y has made a contributions to R2
G⃗,L
(y).
3. Any vertex has received at most a+ 1 contributions.
Observation (2) holds because u is unmarked and u ∈ R2
G⃗,L
(y); hence y stops making contributions only if ty is decreased
to 0. Observation (3) holds because if a vertex z receives the (a+ 1)th contribution, z will be marked, and marked vertices
receive no contributions.
Let S = N2(u) ∩ M − {x} and let {Q , C} be the partition of S given by Q = S ∩ N[N+
G⃗
(u)] and C = S ∩ N[N−
G⃗
(u)]. Now
|Q | ≤ k∆(G). Next we partition vertices of y ∈ C = S ∩ N[N−
G⃗
(u)] into four categories:
1. y ∈ C and u ∈ N+
G⃗
(y);
2. y ∈ C and u ∈ N+,+
G⃗
(y);
3. y ∈ C , and there exists a vertex z such that u, y ∈ N+
G⃗
(z) and u<L y;
4. y ∈ C , and there exists a vertex z such that y, u ∈ N+
G⃗
(z) and y<L u.
Note that for the first three cases, we have u ∈ R2
G⃗,L
(y), andwe let C0 denote the set of vertices y in these three categories;
for the fourth case, we have y ∈ R2
G⃗,L
(u)− N2,+
G⃗
(u), we use C1 to denote the set of vertices y in the fourth category (and not
in the first three categories).
If u ∈ R2
G⃗,L
(y), since u is unmarked by the time y is marked, by observation (2) y has made a contributions to R2
G⃗,L
(y).
According to the activation strategy described above, when a contribution is made by y to R2
G⃗,L
(y), the contribution goes
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to the vertex z that is the L-least unmarked vertex that is 2-reachable from y. Since u ∈ R2
G⃗,L
(y) ∩ U , we concluded that
z ∈ R2,2
G⃗,L
(u). By observation (3) any vertex in R2,2
G⃗,L
(u) can receive at most a+ 1 contributions. Therefore,
a |C0| ≤ (a+ 1) |R2,2G⃗,L(u)| ≤ (a+ 1) r.
It follows that
|S| = |Q | + |C | ≤ k∆(G)+ |C0| + |C1|
≤ k∆(G)+

1+ 1
a

r + |R2
G⃗,L
(u)− N2,+
G⃗
(u)|
≤ k∆(G)+

1+ 1
a

r + r.
This finishes the proof. 
A graph G is a chordal graph if every cycle of G having length at least 4 has a chord. The well-known characterization by
Dirac is that a graph is a chordal graph if and only if there is a linear order on the vertex set such that for each vertex, its
neighbors earlier in the order form a clique. We call such an order L a simplicial ordering of G. By orienting the edges of G in
such a way that an edge vivj is directed from vi to vj if and only if i > j, we obtain an oriented graph GL that is acyclic and
has the property that for each vertex, the outneighbors induce a transitive tournament. In fact, G is chordal if and only if it
has such an acyclic orientation.
Corollary 2.3. If G is a chordal graph with ω(G) = k+ 1 and a < k, then (a, 1)− gcol G2 ≤ k∆(G)+ (1+ 1a )( k2+3k+22 )+ 2;
in particular, gcol

G2
 ≤ k∆(G)+ k2 + 3k+ 4.
Proof. Let L be a simplicial ordering of G, so ∆+ (GL) = k. For any vertex u ∈ V (G), first note that R2GL,L(u) ⊆ N2,+GL (u), so
R2GL,L(u)−N2,+GL (u) = ∅; Second, it can be checked that R2,2G⃗,L(u) ⊆ N
2,+
GL (u)∪{u}, so |R2,2G⃗,L(u)| ≤ k
2+3k+2
2 . Thus rGL,L ≤ k
2+3k+2
2 .
As in the proof of Theorem 2.2, we have
(a, 1)− gcol G2 ≤ k∆(G)+ 1+ 1
a

rGL,L + |R2GL,L(u)− N2,+GL (u)| + 2
≤ k∆(G)+

1+ 1
a

k2 + 3k+ 2
2

+ 2.
In particular, if a = 1, we have gcol G2 ≤ k∆(G)+ k2 + 3k+ 4. 
It is easy to see that if G is a spanning subgraph of H , then (a, 1)− gcol G2 ≤ (a, 1)− gcol H2. Therefore we have the
following corollary.
Corollary 2.4. If G is a partial k-tree, a < k, then (a, 1) − gcol G2 ≤ k∆(G) + (1 + 1a )( k2+3k+22 ) + 2; in particular,
gcol

G2
 ≤ k∆(G)+ k2 + 3k+ 4.
3. Coloring games on squares of graphs and the k-coloring number
For a graphG, letΠ(G) be the set of linear orderings of the vertices ofG. For L ∈ Π(G), the orientationGL ofGwith respect
to L is obtained by orienting each edge toward the endpoint that appears earlier in L.
The k-coloring number and the weak k-coloring number were first introduced by Kierstead and Yang in [9]. Let G be a
graph and L ∈ Π(G). Let x and y be two vertices of G. We say that y is weakly k-accessible from x if y<L x and there exists a
x − y path P of length at most k such that every internal vertex z of P satisfies y<L z. If in addition every internal vertex z
of P satisfies x<L z, then y is k-accessible from x. Let Rk(x) be the set of vertices that are k-accessible from x, and let Qk(x) be
the set of vertices that are weakly k-accessible from x. Also let Rk [x] = Rk(x) ∪ {x} and Qk [x] = Qk(x) ∪ {x}. If we want to
specify the graph GL, then we shall write Rk (GL, x) , Rk [GL, x] ,Qk (GL, x), and Qk [GL, x]. Define the k-coloring number of G,
denoted by colk(G), and the weak k-coloring number of G, denoted by wcolk(G), by
colk(G) = min
L∈Π(G)
max
v∈V (G)
|Rk [GL, v]| and
wcolk(G) = min
L∈Π(G)
max
v∈V (G)
|Qk [GL, v]| .
Note that col(G) = col1(G) = wcol1(G) and colk(G) ≤ wcolk(G). The next lemma shows that wcolk(G) is bounded in terms
of colk(G).
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Lemma 3.1 ([9]). Every graph G satisfieswcolk(G) ≤ (colk(G))k.
The following theorem was proved in [9]. It shows in particular that for any positive integer k, the k-coloring number is
bounded on the class of planar graphs. A classC of graphs is said to be topologically closedwhen the following two conditions
are satisfied.
1. If G ∈ C and H is a subgraph of G, then H ∈ C.
2. If H is a subdivision of G and H ∈ C, then G ∈ C.
Theorem 3.2 ([9]). There exists a function f such that for all positive integers d and k, if C is a topologically closed class of graphs
such that col(G) ≤ d for every graph G ∈ C, then colk(G) ≤ f (d, k) for every G ∈ C.
In the definition of the rank of G in Section 2, by restricting G⃗ ∈ {GL : L ∈ Π(G)}, it is not hard to see that for any
graph G, rG is not more than wcol4(G). By Lemma 3.1, rG ≤ wcol4(G) ≤ (col4(G))4. Therefore for planar graphs, by applying
Theorems 2.2 and 3.2, we have the following corollary.
Corollary 3.3. There exists a constant C, such that for any planar graph G, gcol

G2
 ≤ 5∆(G)+ C.
By the result of Hakimi mentioned earlier (Fact 1.1), any planar graph has an orientation with maximum outdegree 3.
Also, in the definition of the rank of G in Section 2, G⃗ can be taken over all orientations of G. It seems to be an interesting
open question to study whether we can take advantage of this to improve the bound given by Corollary 3.3.
4. Harmonious strategy for marking games on squares of graphs
In this section, we study (a, 1)-marking games on squares of graphs Gwith Mad(G) ≤ 2k and a ≥ k. We shall extend the
harmonious strategy of Alice to (a, 1)-marking games on squares of graphs and use it to prove themain result (Theorem 4.5)
of this section.
Now we formally describe Alice’s harmonious strategy for marking games on squares of graphs. To unify the description
we consider an equivalent version of themarking game inwhichBobplays first bymarking anewvertex x0withnoneighbors
in V (G). During the game, vertices go from unmarked to marked. Let U be the set of unmarked vertices and C be the set of
marked vertices, then C = V (G)− U . In the formal description of the algorithm we do not mention C . When we remove an
element from U we are implicitly marking it.
Since Mad(G) ≤ 2k, there is an orientation G⃗ of G such that ∆+(G⃗) ≤ k. For each vertex v ∈ V (G), at any point in the
game, themother-set M[v] of v is defined byM[v] = N+[v]∩U . Note that if v ∈ U , thenM[v] ≠ ∅ since v ∈ M[v]. Similarly,
the father-set F(v) of v is defined by F(v) = (N+(v) ∩ U) ∪ {w : w ∈ N+(v) ∩ C, andM[w] ≠ ∅}.
Moreover, for each vertex v, we maintain two lists Fv andMv , where Fv ⊆ F(v) andMv ⊆ M[v]. The list Fv is used in the
strategy to help to distribute the contributions passed from v uniformly among v’s father-set F(v). The role ofMv is similar
to the role of Fv in the strategy. Formally the strategy is described as following.
Fix any L ∈ Π(G). At any point in the game, we define u to be themother of v if u is the L-least vertex inMv . We denote
this vertex bym(v). We definew to be the father of v ifw is the L-least vertex in Fv . We denote such a vertex by f (v).
First,wenote that these definitions are dynamic. In otherwords, for anyv, F(v), Fv, f (v),M[v],Mv , andm(v)maychange
throughout the game, and eventually no such vertices may exist. Second, at any point in the game, we want to maintain the
properties Fv ⊆ F(v) and Mv ⊆ M[v]. Since F(v) and M[v] may change throughout the game, this means whenever F(v)
andM[v] change, Fv will be replaced by Fv ∩ F(v), andMv will be replaced byMv ∩M[v]. Third, note that if f (v) exists, and
f (v) is marked, thenm(f (v)) exists according to the definition of the father-set.
Initialization: U := V (G); for v ∈ V (G) do Fv := F(v);Mv := M[v] end do;
Now suppose that Bob has just marked a vertex x. Alice plays by performing the following steps.
Alice’s play: for i from 1 to awhile U ≠ ∅ do
1. Step 1 (Initial Step)
if f (x) exists, and f (x) ∈ U , then
(a) y := f (x); Fx := Fx − {f (x)} ;Mx := Mx − {y};
(b) ifMx is empty, thenMx := M[x] end if;
else if f (x) exists, and f (x) is marked, then
(a) y := m(f (x)); Fx := Fx − {f (x)};Mf (x) := Mf (x) − {y};
(b) ifMf (x) is empty, thenMf (x) := M[f (x)] end if;
else y := L−minU end if;
2. Step 2 (Recursive Step)
while Fy ≠ ∅ do z := L−min Fy;
if z exists, and z ∈ U , then
(a) Fy := Fy − {z};My := My − {z};
(b) ifMy is empty, thenMy := M[y] end if;
(c) y := z
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else if z exists, and z is marked, then
(a) Fy := Fy − {z};Mz := Mz −m(z);
(b) ifMz is empty, thenMz := M[z] end if;
(c) y := m(z);
end do;
3. Step 3 (Marking Step)
U := U − {y} end do;
Informally, in Step 1 (the initial step), Alice searches for f (x). If f (x) exists and is unmarked, then Alice lets x make a
contribution to f (x), sets y = f (x) and moves to Step 2 (the recursive step). If f (x) exists and is marked, then Alice lets x
make a contribution to f (x); in this case, f (x) passes the contribution it received to m(f (x)) immediately. Now Alice sets
y = m(f (x)) and moves to the recursive step. If f (x) does not exist, then Alice selects y to be the L-least unmarked vertex
and moves to the recursive step.
In Step 2 (the recursive step), Alice considers an unmarked vertex y. If y has not yet contributed to all vertices of its
father-set, then she picks z, which is the father of y (to which y has not yet contributed), and lets y contribute to z. Next she
sets y = z and repeats the recursive step for this new value of y. If y has contributed to all vertices of its father-set, then
Alice selects y to be marked.
In the following, Lemmas 4.1–4.3 are analogous to the corresponding results for the harmonious strategy in [10].
Lemma 4.1. The harmonious strategy always terminates with Alice completing her turn.
Proof. Let t = |U| +v∈V (G) |Fv|. Note that each term in the sum is always nonnegative. If Alice has not yet completed her
turn, then U is nonempty. So initially t ≥ 1. At each iteration in Step 2 of the algorithm t decreases by 1, so eventually Step
2 must end at a vertex y. Now Alice marks y in Step 3. If she has not yet completed her turn, then she returns to Step 1 and
repeats the process. 
Lemma 4.2. Suppose that k ≤ a and Alice follows the harmonious strategy. Consider a time when Alice has just marked a vertex
v, then:
1. Any unmarked vertex has received the same number of contributions as it has made.
2. The vertex v has contributed to all of its outneighbors in F(v).
3. If Alice has completed her turn, then every marked vertex x has contributed to all of its outneighbors in F(v).
Proof. First consider an unmarked vertex y. Suppose y has received a contribution from a vertex v = x in Step 1 or v = y′
in Step 2. In the former case Alice progresses to Step 2, in the latter case the recursive step 2 was iterated. Since y has not
yet been marked, ymust have contributed to one of its outneighbors in F(v) in Step 2.
When v is marked by Alice, she is in Step 3 of her strategy after finishing the loop in Step 2. So Fy = ∅. Now suppose that
x has just been marked by Bob. Alice responds by iterating Step 1 a times. Notice that |Fx| ≤ k ≤ a, by the choice of Fx and
f (x), we know that after a iterations of Step 1, Fx = ∅, and therefore f (x) has gone through all the vertices in F(x). 
Lemma 4.3. If Alice follows the harmonious strategy, then any unmarked vertex u has no more than k+ 1marked inneighbors.
Proof. Suppose that Alice uses the harmonious strategy. Consider any time when a vertex v has just been marked by Alice.
If Alice has not yet completed her turn, then let x be the last vertex marked by Bob. Otherwise x is undefined. It suffices to
show that any unmarked vertex u has at most kmarked inneighbors other than x. This considers the fact that if x is defined,
then it may be adjacent to u; otherwise, it is Bob’s turn and he may be about to mark a vertex adjacent to u. In the former
case we treat x separately because it may have not yet contributed to all of its unmarked outneighbors.
By Lemma 4.2 (2,3) every marked inneighbor of u other than x has contributed to u, and by Lemma 4.2 (1) each
contribution to u is matched by a unique contribution to an outneighbor of u. Since u has at most k outneighbors, u has
at most kmarked inneighbors other than x. 
For a directed graph G⃗ and each vertex v ∈ V (G⃗), define S(v) = N−(v) and S2(v) = {w : w ∈ N−(u) for some u ∈
N−(v)}.
Lemma 4.4. Suppose Alice follows the harmonious strategy. If u is unmarked, then S(u) ∪ S2(u) contains no more than
(k− 1)|S(u)| + k2 + 2k+ 1marked vertices.
Proof. Suppose that Alice uses the harmonious strategy. Consider any time when a vertex v has just been marked by Alice.
If Alice has not yet completed her turn, let x be the last vertex marked by Bob. Otherwise x is undefined.
We shall show that if u is unmarked, then S(u) ∪ S2(u) contains no more than (k− 1)|S(u)| + k2 + 2kmarked vertices
other than x. Let T ⊆ S(u)∪ S2(u)−{x} such that T consisting of all the vertices in S(u)∪ S2(u) (except x) which are marked
before u is marked. Let
T1 = {v ∈ S(u) : v is marked before u is marked.}
T2 = {v ∈ S2(u) \ S(u) : v is marked before u is marked.}
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Clearly T = T1 ∪ T2. By the proof of Lemma 4.3, |T1| ≤ k. Note that for each z ∈ T2, we have a vertexw ∈ V (G) such that
z ∈ N−(w) andw ∈ N−(u); if there are more than one such vertices asw, fix one for each z. Let
T−2 = {v ∈ T2 : v is marked beforew is marked.}
T+2 = {v ∈ T2 : v is marked afterw is marked.}
By Lemma 4.3, for each vertexw ∈ S(u), beforew is markedw has no more than k+ 1 marked inneighbors. Moreover if
w has kmarked inneighbors, then w has made a contribution to u; if w has k + 1 marked inneighbors, then w is a marked
vertex at a time when a vertex has just been marked by Alice. Therefore, |T−2 | ≤ (k− 1)|S(u)| + 2k.
For each vertex z ∈ T+2 , consider the time that z was marked. Since u is unmarked, we have w ∈ F(z), where F(z) is
the father-set of z. By Lemma 4.2 (2,3) every marked inneighbor of w other than x has contributed to w. And at most k
times w is chosen as the father of some vertices in T+2 , then at least one time u is chosen as the father of w. In this case,
u receives a contribution originated from some vertex in T+2 (and passed through w). Therefore, |T2| ≤ |T−2 | + |T+2 | ≤
(k− 1)|S(u)| + 2k+ (k− 1)k = (k− 1)|S(u)| + k2 + k.
Since u receives no more than k + 1 contributions, we know that |T | ≤ |T1| + |T2| ≤ k + (k − 1)|S(u)| + k2 + k =
(k− 1)|S(u)| + k2 + 2k. This finishes the proof of this lemma. 
Theorem 4.5. Let a and k be integers, and let G be a graph with Mad(G) ≤ 2k and ∆(G) ≥ 2k − 2. If a ≥ k, then (a, 1) −
gcol

G2
 ≤ (3k− 2)∆(G)− k2 + 4k+ 2.
Proof. Suppose that Alice uses the harmonious strategy for the (a, 1)-marking game on squares of graph G with ∆∗(G) =
k ≤ a. Recall that if U is nonempty, then the harmonious strategy always terminates with Alice completing her turn. We
shall show that if Alice follows the harmonious strategy, then at any time in the game, any unmarked vertex u has at most
(3k− 2)∆(G)− k2+ 4k+ 1 marked vertices at distance at most 2 from u. Thus, eventually the entire graph will be marked,
and Alice will win. Let N+(N−(u)) = {y ∈ N+(z) : where z ∈ N−
G⃗
(u)}. By Lemma 4.4, since u is unmarked, S(u) ∪ S2(u)
contains no more than (k− 1)|S(u)| + k2 + 2k+ 1 marked vertices. Therefore, the number of marked vertices at distance
at most 2 from u is at most:
|N+(u)|∆(G)+ |N+(N−(u))− {u}| + |S(u) ∪ S2(u)|
≤ |N+(u)|∆(G)+ (k− 1)|S(u)| + (k− 1)|S(u)| + k2 + 2k+ 1
= |N+(u)|(∆(G)− 2k+ 2+ 2k− 2)+ (2k− 2)|S(u)| + k2 + 2k+ 1
= (2k− 2)(|S(u)| + |N+(u)|)+ |N+(u)|(∆(G)− 2k+ 2)+ k2 + 2k+ 1
≤ (2k− 2)∆(G)+ k(∆(G)− 2k+ 2)+ k2 + 2k+ 1
= (3k− 2)∆(G)− k2 + 4k+ 1.
This finishes the proof of this theorem. 
Corollary 4.6. If Mad(G) ≤ 2, then gcol G2 ≤ ∆(G)+ 5.
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