We show that for any ε > 0 the problem of finding a factor (2 − ε) approximation to the entangled value of a three-player XOR game is NP-hard. Equivalently, the problem of approximating the largest possible quantum violation of a tripartite Bell correlation inequality to within any multiplicative constant is NP-hard. These results are the first constant-factor hardness of approximation results for entangled games or quantum violations of Bell inequalities shown under the sole assumption that P =NP. They can be thought of as an extension of Håstad's optimal hardness of approximation results for MAX-E3-LIN2 (JACM'01) to the entangled-player setting.
I. INTRODUCTION
In quantum mechanics, two or more spatially isolated systems are said to be entangled if no complete description of their joint state can be obtained solely from the combination of individual descriptions of each of the subsystems. This intuitive definition is due to Schrödinger, 1 who first coined the term "entangled" in reaction to Einstein, Podolsky and Rosen's criticism of quantum mechanics as an incomplete theory [EPR35] . It is only through the work of Bell [Bel64] , thirty years later, that a mathematically sound and (at least in principle) experimentally verifiable theory for the quantification of the nonlocal effects of entanglement first arose. Bell proposed the use of what are now known as "Bell inequalities". Suppose that each of r subsystems can be locally observed using any one Supported by the National Science Foundation under Grant No. 0844626. 1 "When two systems, of which we know the states by their respective representatives, enter into temporary physical interaction due to known forces between them, and when after a time of mutual influence the systems separate again, then they can no longer be described in the same way as before, viz. by endowing each of them with a representative of its own. I would not call that one but rather the characteristic trait of quantum mechanics, the one that enforces its entire departure from classical lines of thought. By the interaction the two representatives have become entangled." [Sch35] among a set of possible measurements Q, each producing outcomes in A. For any choice of settings (q 1 , . . . , q r ) ∈ Q r the measurements' outcomes can be described by a joint distribution p(a 1 , . . . , a r |q 1 , . . . , q r ). A Bell inequality is a linear inequality in the A r Q r variables p(a i |q i ) that is satisfied by any product distribution. 2 A state is entangled if and only if there exists a choice of local measurements on its subsystems that give rise to a collection of distributions violating a Bell inequality [Gis91] .
The use of Bell inequalities has taken an increasingly central role in all aspects of quantum mechanics, from the study of its foundations to applications in quantum computing and cryptography. Somewhat ignored in the immediate aftermath of Bell's work, interest was revived after the discovery by Clauser et al. [CHSH69] of the first simple inequality that could realistically lead to an experiment (indeed, the experiment was successfully performed by Aspect [ADR82] some thirteen years later). Their inequality, the "CHSH inequality", applies to two systems on each of which two binary measurements can be made. It can be stated as follows:
1 4 ∑ (q 1 ,q 2 )∈{0,1} 2 (a 1 ,a 2 )∈{0,1} 2 (−1) a 1 ⊕a 2 =q 1 ∧q 2 p(a 1 , a 2 |q 1 , q 2 ) ≤ 3 4 .
(1) Quantum mechanics identifies four measurements (two on the first subsystem and two on the second) which when applied to a system initialized in the joint state |Ψ = (1/ √ 2)(|00 + |11 ) are predicted to result in a distribution for which the left-hand side of (1) evaluates to 1/2 + √ 2/4 ≈ 0.85. Many Bell inequalities have since been introduced. More than 40 years of investigation, including the extensive use of numerical methods, have led to thousands of papers. 3 These investigations, however, have for the most part been confined to the study of smallscale examples, typically involving at most three subsystems and three or four measurement settings per system. This limitation reflects both the richness of entanglement and the difficulty of obtaining asymptotic results. It raises an obvious question: What is the computational complexity of Bell inequalities? Surprisingly, it is only relatively recently that the question was first precisely formulated by Cleve et. al [CHTW04] , who gave a re-interpretation of Bell inequalities in terms of multiplayer games. From their use in zero-knowledge proof systems [GMR85] to their role in the proof of the PCP theorem [AS98] , [ALM + 98] multiplayer games have played a central role in computational complexity and cryptography throughout the past quarter century. A multiplayer game is run by the "referee", a trusted classical party, who interacts with r ≥ 2 "players". The referee chooses questions (q 1 , . . . , q r ) ∈ Q r according to a distribution π, and sends question q i to player i. The players each have to provide an answer a i to the referee. The referee accepts or rejects the answers he receives according to a criterion V(a 1 , . . . , a r |q 1 , . . . , q r ) ∈ {0, 1}. The rules of the game, including π and V, are public and known to the players, who cooperate in order to win the game. The only restriction on their strategies is that the players are not allowed to exchange any information once the game has started.
In parallel to their use in complexity, multiplayer games have turned out to provide a surprisingly rich framework in which to pursue the study of entanglement initiated by Bell. The "no communication" condition placed upon the players has traditionally been interpreted as the formal requirement that the distribution p(a i |q i ) on answers that they generate should be a (convex combination of) product distributions. As demonstrated by Bell, however, entanglement does not allow for supraluminal communication (quantum mechanics does not violate relativity), but it does allow for the generation of distributions that cannot be expressed as the convex combination of product distributions. The violation of Bell inequalities by quantum mechanics implies the following: there exists games for which entangled-player strategies are strictly more powerful than classical (shared randomness) strategies. Denoting by ω * (G) the entangled value of a game G (the maximum success probability of entangledplayer strategies) and by ω(G) its classical value (the maximum success probability of classical players, restricted to using shared randomness as their sole source of correlation), we now know of games for which ω * (G) = 1 but ω(G) can be arbitrarily small [Ara02] , [Raz98] .
The question formulated above can thus be restated as follows: What is the complexity of computing ω * (G)? An answer to this question for the case of the classical value ω(G) is precisely the content of the PCP theorem: ω(G) is NP-hard to approximate within a multiplicative constant, even for games with two players and binary answers -in fact, it is even hard for so-called XOR games, in which the referee's criterion V only depends on the parity of the two answers he receives [Hås01] . 4 For the case of the entangled value, however, for a long time little was known. Indeed, nothing can be deduced directly from the classical case, as the sole fact that ω(G) ≤ ω * (G) ≤ 1 does not obviously make the quantum problem any easier or harder.
Interestingly, a series of works have pointed to the entangled problem being easier than the classical one, at least for restricted classes of two-player games. Cleve et al., building on work of Tsirelson [Tsi80] , gave a polynomialtime algorithm based on the use of semidefinite programming for the exact computation of ω * (G) for the case of XOR games [CHTW04] . Kempe et al. [KRT10] also used semidefinite programming to show the existence of an algorithm giving a factor 6 approximation to 1 − ω * (G) for the case of unique games. If one allows so-called nosignalling strategies, in which the distribution p(a i |q i ) is only limited by the condition that the marginal distribution on each subset of players' answers be independent from questions to the other players, then there is again a polynomial-time algorithm, this time based on a linear programming formulation of the problem [Pre07] .
Could the computation, or at least approximation, of ω * (G) be in BPP? In [KKM + 11], [IKM09] it was shown that exact computation is NP-hard, even for two-player games with two-bit answers from each player. Recently the first strong hardness of approximation result was obtained: the problem of approximating ω * (G) to within inverse polylogarithmic accuracy for games with three players is NP-hard under quasi-polynomial reductions [IV12] . This result was obtained as a corollary of the complexity class inclusion NEXP ⊆ MIP * , an entangled-prover analogue of the celebrated NEXP ⊆ MIP [BFL91] . (Here MIP * is the class of languages that have multiprover interactive proof systems with entangled provers.)
The initial discovery of the power of multiple provers, characterized by the equation MIP = NEXP, quickly led to the first hardness of approximation results for problems such as clique and independent set [FGL + 96]. Obtaining tight hardness results for constraint satisfaction problems such as 3-SAT [Hås01], however, required much further work and the development of techniques such as low-degree tests [AS98] , [RS96] , composition of verifiers [AS98] , and the use of gadgets [BGS98] . Our main contribution is the extension of some of the most important of these techniques to the setting of entangled-player games. 5 We prove soundness of a variant of the low-degree test against entangled players, provide techniques enabling the composition of ver-ifiers sound against entangled players, and analyze specific gadgets. Motivated by the goal of obtaining strong hardness of approximation results for the simplest possible classes of games, we show the following main result. Theorem 1. Let ε > 0 be an arbitrary constant. The following is NP-hard: given a 3-player XOR game G, distinguish between ω(G) ≥ 1 − ε and ω * (G) ≤ 1/2 + ε.
As mentioned above, the inclusion NEXP ⊆ MIP * [IV12] can readily be scaled down to a result on the hardness of approximating ω * (G). Theorem 1 improves on this in the following ways. First, in [IV12] hardness is only obtained for approximation factors (1 + 1/ poly(log n)). Amplifying this gap to a constant requires sequentially repeating the game a poly-logarithmic number of times and induces a corresponding blow-up in its size. Second, the scaling down from MIP * results in games which have questions and answers of length poly(log n) bits and hence size, as measured by the total number of questions and answers, that is super-polynomial. The reduction behind the NP-hardness result established in Theorem 1 produces games with questions of length O(log n) bits and answers consist of a single bit each.
In terms of Bell inequalities, our main theorem gives the optimal hardness of approximation for inequalities involving three or more systems; indeed no simpler form for such inequalities can be thought of than correlation inequalities, which are the equivalent of XOR games. Since such inequalities measure the bias β * (G) = 2ω * (G) − 1 of a given XOR game, we can state the following immediate corollary of our main theorem.
Corollary I.1. Given an explicit description of a tripartite Bell correlation inequality, it is NP-hard to give any constant factor multiplicative approximation to the largest possible value that is allowed by quantum mechanics.
In addition to the above-mentioned results we also show that for any constant δ > 0 it is NP-hard to distinguish between ω(G) = 1 and ω * (G) < δ for games with three players, constant (depending on δ) answer size, and such that furthermore the referee only asks questions to two out of the three players and the constraint he verifies is a projection constraint (the answer from one of the two players who received questions completely determines a unique valid answer for the second).
We note that all our results only apply to games with three or more players. For the case of XOR games the above-mentioned result of Cleve et al. [CHTW04] shows that unless P=NP no hardness result can be expected when there are only two players. Showing hardness of approximation of ω * (G) for two-player non-XOR games (even games with answers of length O(log n) bits) remains a tantalizing open question (see "soundness of the low-degree test" below for additional discussion).
Techniques and proof overview.
Our approach to proving hardness of approximation for entangled-player games is based on two main components. The first is a notion of equivalence (or, closeness) of entangled-player strategies that is appropriate to composition. In analyzing the soundness of a certain game, or test, our goal is to make a statement of the form "any generic strategy with success 1 − ε in the test must be ε -equivalent to an ideal strategy", where the ideal strategy has precisely the type of structure that the test is trying to enforce (for instance, a strategy answering all questions according to a fixed low-degree polynomial). In the case of classical deterministic strategies it is natural to define strategies to be ε -equivalent when they provide the same answer to all but a fraction at most ε of questions. In the case of entangled -indeed, even randomized -strategies it is less obvious what the correct notion should be. In particular, it a priori seems impossible to consider single-player strategies by themselves, as e.g. the marginal distribution on answers that they induce could very well be perfectly uniform, for every possible question. In addition, the notion of equivalence chosen should be appropriate for composition: if one test (for instance, the low-degree test) calls another test as a sub-procedure (for instance, instead of checking directly a constraint ϕ(x 1 , . . . , x 10 ), the referee transforms ϕ into a 3-SAT formula over 10 variables and calls a sub-test specially designed for the efficient verification of small 3-SAT formulas), then it should be possible to effortlessly combine a soundness analysis of each of the two tests in a soundness analysis of the global test. We give a notion of equivalence that satisfies these requirements, demonstrating "by the example" that it is well-suited to composition.
The second component is a soundness analysis of the plane-vs-point low-degree test from [RS97] with entangled players. Establishing soundness of this test is crucial to obtaining an NP-hardness result for games of polynomial size, rather than quasi-polynomial as in [IV12] . Our analysis follows the same outline as in [RS97] , 6 but it requires substantial additional work. In particular, the key step of "consolidation" performed in almost all known soundness analyses of the low-degree test requires a deep overhaul, and its extension to entangled-player strategies is one of our main technical contributions.
We briefly expand on each of these two components below, pointing to the aspects of our proof that most differ from previous work done in the classical setting. We note that both components borrow heavily from techniques introduced in [IV12], and our contribution consists in an important extension and simplification of these techniques. We also note that our results make use of a recent parallel repetition theorem for entangled games [KV11] , as well as (and independently from its use to obtain parallel repetition) of an "orthonormalization lemma" that played an important role in the proof of the parallel repetition theorem.
Equivalence of entangled-player strategies: Suppose given a certain game, or test, in which the players are required to answer questions q ∈ Q with answers a ∈ A. For convenience we focus on a two-player game in which we can assume that both players use the same strategy, defined by a symmetric bipartite state |Ψ and measurements {A a q } a∈A for every q ∈ Q. Let F ⊆ {f : Q → A} be a set of functions having a certain desirable property (for instance, we could have Q = F m , A = F, and F the family of all low-degree polynomials). Suppose the test is designed to verify that both players have the following ideal form: there exists a fixed f ∈ F such that, upon receiving question q, either player answers it with f (q). Note that if the players are allowed the use of entanglement (or even shared randomness) then it is not realistic to hope for the existence of a single f underlying their strategy. Indeed, the players could use shared randomness to select a random f ∈ F before computing their answer f (q); no test will distinguish this from an ideal deterministic strategy. We are thus led to the following natural broadening of what is allowed in terms of ideal strategy: there should exist a self-consistent measurement M = {M f } f ∈F such that the players are equivalent to players who first, measure their respective systems using M, obtaining an outcome f , and second, answer their question q with f (q).
We define consistent and equivalent. The two notions are related. The measurement {M f } is said to be ε-selfconsistent if the following holds:
What this means is simply that, whenever the two players each measure their respective systems using {M f }, they get the same outcome except with probability ε. This is a natural requirement; indeed we are trying to mimic the deterministic case in which both players apply the same fixed function. To define a notion of equivalence we follow the approach from [IV12] and say that a generic strategy (|Ψ , A) for the players is ε-equivalent to the ideal strategy {M f } if the following holds:
(2)
Note that (2) can be interpreted as requiring that both strategies, generic and ideal, are ε-consistent. At least two arguments point to this notion of equivalence through consistency being the "right" notion. First, as should already be apparent from the definition, a relation such as (2) can be directly linked to quantities that arise naturally in the analysis of a game or test.
For instance, success in the plane-vs-point low-degree test immediately implies consistency between the two families of measurements that define a generic entangled strategy for the players: a "points" measurement, designed to answer questions made of a single point, and a "planes" measurement, designed to answer questions about the restriction of the low-degree polynomial to a whole plane (we refer to Section III for more details). This makes the notion of equivalence defined through (2) particularly well-suited to the analysis of multiplayer games.
Second, equivalence obtained through consistency composes well. Suppose given a game obtained from the composition of two tests. In the game each player is asked a pair of questions (q 1 , q 2 ). The first test is meant to verify that for every pair of questions (q 1 , q 2 ) the players answer according to f q 1 ∈ F ⊆ {f : Q 2 → A}. The second step checks that the function f q 1 is obtained as g(q 1 ) for some g ∈ G ⊆ {g : Q 1 → F}. The composed test is meant to verify that the players each answer (q 1 , q 2 ) with (g(q 1 ))(q 2 ). That this will hold is clear if the players are deterministic and both tests are sound against deterministic strategies. We show (indeed it is a simple calculation) that it is also the case when the players may apply entangled strategies, provided the soundness analysis of each subtest is based on the notion of equivalence defined by (2).
Soundness of the low-degree test with entangled players:
Recall that in the plane-vs-point low-degree test the referee chooses a uniformly random affine plane p in F m , where F is a large finite field and m an integer, sends p to one player and a uniformly random x ∈ p to the second, and expects as answers the description of a polynomial f of total degree at most d defined on p and a point a ∈ F respectively such that f (x) = a. (See Figure 1 for a more detailed description of the test.) The goal of the soundness analysis is to show that any generic strategy for the players succeeding with probability at least 1 − ε in the test, for some small fixed ε > 0, is poly(ε)-equivalent to an ideal strategy in which the set of functions F is the set F m,d of m-variate polynomials over F with total degree at most d. The proof is by induction. First we show that for most lines ⊆ F m the players' strategy, when restricted to questions from , must be poly(ε)-equivalent to an ideal strategy using polynomials in F 1,d . Then we proceed to prove a similar statement for planes, cubes, etc., until the final statement is obtained for F m . This outline is common to most analyses of the low-degree test.
Here we concentrate on a key difficulty that arises when analyzing entangled-player strategies. In all known proofs by induction of the low-degree test the closeness parameter ε blows up exponentially. 7 (The degree also increases, but we do not discuss this issue here.) In the classical, deterministic setting it is possible to argue directly using "robustness" properties of low-degree polynomials that δ-closeness for some sufficiently small δ implies ε -closeness for some ε depending only on ε (the failure probability in the test) but independent of δ (the error parameter reached after a number of induction steps). In the entangled-player setting such a statement does not hold. Intuitively, the reason for this is that while a given low-degree polynomial cannot be corrupted at a substantial fraction of points without drastically increasing its degree, for any δ it is possible to "corrupt" a measurement by any arbitrary amount δ, say by performing a small global rotation of the measurement operators. More precisely, (2) can fail for a number of reasons. While the measurement {M f } always outputs a low-degree polynomial, it does so probabilistically; hence the final probabilistic outcome f (q) can fully agree with the first players' answer (when she measures using {A a q }) for most questions q, or partially agree for all q, or any combination in-between the two.
As a result, the measurements constructed throughout the induction must be modified at each step by performing an active correction procedure. Such a procedure was already the most technically challenging step in the proof of [IV12] . Here we build upon their work, but considerably improve and simplify their proof. The main idea is to define the "improved" measurement as the optimum of a particular semidefinite program -roughly, one that seeks to minimize (2) over all possible measurements {M f }. Our analysis makes an important use of duality properties of that semidefinite program. As a result we are able to argue that, provided a reasonably good measurement exists (the one constructed by induction), then there must also exist a much better measurement, in the sense of having much higher consistency properties. However, the resulting measurement may not be defined on the whole Hilbert space (it is not hard to see that this is unavoidable). To overcome this we need to add a layer of recursion by performing the whole analysis again on the parts of the Hilbert space in which the previous step had resulted in un-recoverable failure.
We note that of all our analysis it is only the consolidation procedure that requires the presence of three players (indeed, the low-degree test itself can be defined for two players only). If its correctness was extended to the case of two players one would automatically obtain a hardness result for two-player entangled games. We were unable to achieve this: the fact that the players' entangled state is a tripartite symmetric state seems essential for our proof technique to go through.
Organization of the paper: We start with some useful preliminaries in Section II. In Section III we introduce the main tests that we analyze: the low-degree test, its self-composition, a simple linearity test, and standard tests geared respectively at the verification of 3-SAT formulas and systems of quadratic equations. In Section IV we state Theorem 1 and other hardness of approximation results for entangled-player games, assuming the soundness analysis of the low-degree tests. For lack of space all proofs are omitted from this extended abstract; complete details can be found in the full version of the paper available as [Vid13] .
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II. PRELIMINARIES

A. Notation
For an integer K, denote {1, . . . , K} by [K]. Given a finite set X and an integer n, we sometimes use bold font to denote tuples x = (x 1 , . . . , x n ) ∈ X n . We also write x ≤i for (x 1 , . . . , x i ) ∈ X i , as well as x <i , x ≥i , etc. for the obvious tuples. When T is a finite set, we write E x∈T for the expectation over a uniformly random element x of T. log denotes the logarithm taken in base 2. If B is a boolean variable, 1 B is 1 if B evaluates to true and 0 otherwise. We also let −1 B be 1 if B evaluates to true and 1 otherwise.
Polynomials and finite fields: F will always denote a finite field. F 2 is the finite field with two elements. For an integer m we let z = (z 1 , . . . , z m ) ∈ F m denote a point, and y = (y 1 , . . . , y m ) ∈ F m a vector (the distinction is only semantic; in particular we allow y = 0). Given z and y i we let (z; y i ) denote the affine subspace of F m containing all points of the form z + ∑ i α i y i , for α i ∈ F. Given any such subspace we fix a canonical representation for it, and an associated coordinate system that makes it isomorphic to F d , where d is the dimension of the space spanned by the y i .
For an affine subspace s of F m of dimension k and any 0 ≤ j ≤ k we let S j (s) be the set of all j-dimensional affine subspaces of s. When s is clear from context (e.g. s = F m ) we simply write S j for S j (s). For any affine space s, P d (s) is the set of all degree-d polynomials defined on s (in particular, P d (F m ) is the set of all degree-d polynomials in m variables over F). Any such polynomial can be represented by the list of its at most (d + 1) m coefficients over F.
States and measurements: We use calligraphic letters, such as H, to denote finite dimensional Hilbert spaces. For z ∈ H, z denotes its Euclidean norm. A state is a vector with unit norm. Given an integer r ≥ 1 and a state |Ψ ∈ H ⊗r , we say that |Ψ is permutation-invariant if σ|Ψ = |Ψ , where σ is the linear operator corresponding to any permutation of the r copies of H (sometimes also called "registers").
Given a permutation-invariant state |Ψ , we will often abuse notation and use the symbol ρ for the reduced density of |Ψ on any one of the registers (permutation-invariance implies that all single-system reduced densities are identical), but also on any two, three, etc. registers. In particular, we also write ρ = |Ψ Ψ|. It will always be clear from context which number of registers is meant. Given a density σ, we write Tr σ (A) as shorthand for Tr(Aσ). Hence, for instance we have the following equivalent ways of writing the same expression:
Let L (H) be the set of linear operators on H, and · the operator norm on L (H).
Let r ≥ 2 and |Ψ be a permutation-invariant state on H ⊗r , i.e. |Ψ is invariant under any permutation of its r subsystems. To |Ψ we associate a bilinear form on L (H) × L (H) by defining
for every A, B ∈ L (H). The permutation-invariance of |Ψ implies that this expression is independent of the exact registers on which the A and B operators are applied (provided they are distinct). We also introduce a norm on L (H) by defining
We note that the order AA † matters, and one can define an inequivalent norm by Ψ A 2 := Ψ|A † A ⊗ Id ⊗(r−1) |Ψ .
Consistency parameters:
The following definition will play an important role in the analysis.
Definition II.1. Let V be a set, for every v ∈ V, A = {A a v } a sub-measurement with outcomes in F, and {M g } a sub-measurement with outcomes in {g : V → F}. Let M := ∑ g M g . We will say that
B. Multiplayer games
We study one-round games played by r ≥ 2 cooperative players against a referee. = G(r, π, V) is given by finite sets Q of questions and A of answers, together with a distribution π : Q r → [0, 1], and a function V : A r × Q r → {0, 1}. 8 The size of the game is defined as |G| = |Q||A|. 9
Definition II.2. A game G
The game G is played as follows: The referee samples (q 1 , . . . , q r ) from Q r according to π, and sends question q i to player i. The players each reply with an answer a i ∈ A. We say that the players win the game if V(a 1 , . . . , a r |q 1 , . . . , q r ) = 1; otherwise they lose. The value of a game is the maximum winning probability of the players. The players can agree on a strategy before the game starts, but are not permitted to communicate after receiving their questions. We distinguish two different values, depending on the types of strategies allowed for the players: the classical value ω(G), corresponding to the maximum success probability of players using a classical deterministic strategy, and the entangled value ω * (G), corresponding to the maximum success probability of quantum players allowed to use entanglement. Definition II.3. Let G = G(r, π, V) be a multi-player game. The classical value of G is defined as
The entangled value of G is defined as
where the supremum is taken over all finite-dimensional rpartite states |Ψ and measurements (POVM) {A a i,q } a∈A for every i ∈ [r] and q ∈ Q.
We will most often work with verifiers who treat all the players symmetrically. The next lemma states that in that case we can always assume that the optimal players' strategy has the same symmetry.
Lemma II.4. Let G = G(r, π, V) be a game such that π(q 1 , . . . , q r ) is symmetric in q 1 , . . . , q r and V is symmetric under simultaneous permutation of the questions (q 1 , . . . , q r ) and of the answers (a 1 , . . . , a r ). Then given any strategy P 1 , . . . , P r with entangled state |Ψ that succeeds with probability p in G, there exists a strategy P 1 , . . . , P r with entangled state |Ψ and success probability p such that P 1 = . . . = P r and |Ψ is invariant with respect to any permutation of its r registers.
III. PROTOCOLS
In this section we introduce different games (or "tests") played between the referee and r players. All tests treat the r players symmetrically, and as a consequence of Lema II.4 we may assume players use a symmetric strategy; in particular their respective state can be represented using the same Hilbert space H for each player. In addition, the tests are (d, m, r, F) low-degree test 1) Let d, m, F be parameters given as input.
2) Choose a random x ∈ F m and two random directions y 1 , y 2 ∈ F m . Automatically accept if the two vectors are not linearly independent. Otherwise, let s be the plane (x; y 1 , y 2 ). 3) Select two players among r at random. Send s to the first, and x to the second. 4) Receive a bivariate degree-d polynomial g defined on s from the first player, and a value a ∈ F from the second. 5) Accept if and only if g(x) = a. Figure 1 . The plane-vs-point low-degree test attempts to verify that the r players answer consistently with a degree-d polynomial defined over F m . often (but not always) made of a combination of "subtests" in which the marginal distribution on questions to any single players is the same, irrespective of the sub-test. It is important to note that, whenever this is the case, the player cannot tell which sub-test is being performed and is thus required to apply a measurement that only depends on the question he is asked, but not on the sub-test he is being tested on.
In Section III-A we first introduce a variant of the lowdegree test, a test that plays a key role in the construction of efficient PCPs. In Sections III-B and III-D we give standard tests respectively for the verification of the satisfiability of a 3-SAT formula and a system of quadratic equations in boolean variables. The latter uses a linearity test for functions F n 2 → F 2 given in Section III-C. We note that none of the tests we define is new and all have appeared previously in the PCP literature.
A. The low-degree test 1) A first protocol: The line-vs-point low-degree test was introduced in [RS96]
. Here we analyze a variant from [RS97] . The test is called the "plane-vs-point" lowdegree test because it calls for two players to send back the restriction of a low-degree polynomial to a plane and a point chosen randomly in that plane respectively. The test is described in Figure 1 . We summarize its main properties.
Complexity: The longest question is the description of the affine plane s, which requires 3m log |F| bits. The longest answer is the degree-d bivariate polynomial g, which can be specified using at most (d + 1) 2 log |F| bits.
Strategies: A strategy for the players in the (d, m, r, F) low-degree test is a triple (|Ψ , A, C) where • |Ψ is a permutation-invariant state on H ⊗r , • A = {A a x } is a set of "points" measurements {A a x } a∈F defined for every x ∈ F m , • C = {C g s } is a set of "planes" measurements {C g s } g∈P d (s) defined for every s ∈ S 2 (F m ).
Analysis:
We state the soundness of the test as a theorem. Note that although the test is defined for any r ≥ 2, the theorem requires r ≥ 3.
Theorem III.1. Let 0 < ε ≤ 1/2, d ≥ 1, m ≥ 2, r ≥ 3 integers, and F a finite field of size |F| = q such that q ≥ (dm/ε) d 1 , where d 1 ≥ 1 is a universal constant. Let (|Ψ , A, C) be a strategy with success 1 − ε in the (d, m, r, F) -low-degree test. Then there exists a measurement
where 0 < c 1 ≤ 1, C 1 > 0 are universal constants.
Eq. (4) serves as a measure of distance between the provers' original strategy, defined by the measurements A x , and the new strategy defined by the single measurement M. The equation states that the two measurements are consistent in the sense that, if two players are simultaneously sent the same question x, and the first determines his answer by applying the measurement {A a x } while the second first measures using {M g } and then returns g(x), then the players will provide identical answers except with probability at most C 1 ε c 1 . Hence provers succeeding in the low-degree test are in a sense "equivalent" to provers applying the measurement M to determine a low-degree polynomial g even before having looked at their question. We also note that Eq. (4) can be shown to imply the distance bound
2) A test with reduced answer size: When the low-degree test is used the degree d will typically be poly-logarithmic in the input size, so that the answer length of the test described in Section III-A1 is poly-logarithmic as well. In this section we show how the previous test can be composed with itself to obtain a test with reduced answer length. The idea of composition was instrumental in the proof of the PCP theorem [AS98] .
Let m, d, q be integers and F a field of size |F| = q. We first describe how variable substitution (see e.g. [DFK + 11, Section 4.4]) can be used to map a degree-d polynomial g over F 2 to a degree-d polynomial g over F m , where m = d := 2 log(d + 1) . For i = 0, . . . , log(d + 1) − 1 introduce new variablesx i := x 2 i ,ỹ i := y 2 i . Using the base-2 decomposition of k and , any monomial x k y can be written as a product of thex i andỹ j , each appearing at most once. Let g ∈ F[x i ,ỹ i ] be such that g → g (formally)
# :
F 2 → F m (x, y) → (x, x 2 , . . . , x d , y, y 2 . . . , y d ), and note that for any x ∈ F 2 , g(x) = g (#x).
(d, m, r, F) two-level low-degree test 1) Let d, m, F be parameters given as input. Set d = m := 2 log(d + 1) . 2) The referee chooses a random x ∈ F m and two random directions y 1 , y 2 ∈ F m . He automatically accepts if y 1 , y 2 are not linearly independent. Let s := (x; y 1 , y 2 ) be the corresponding affine plane. 3) The referee chooses a random x ∈ F m and two random directions y 1 , y 2 ∈ F m . He automatically accepts if y 1 , y 2 are not linearly independent. Let s := (x ; y 1 , y 2 ) be the corresponding affine plane. 4) The referee selects two players at random, and performs one of the following two tests, with probability 1/2 each. 4.1 The referee sends x to the first player and and (s, #x) to the second. He receives answers a ∈ F and a ∈ F respectively, and rejects if a = a . 4.2 The referee sends the pair (s, s ) to the first player and (s, x ) to the second. The first player answers with a degree-d bivariate polynomial g over s and the second with a value a ∈ F. The referee rejects if g (x ) = a . 5) If the referee has not rejected then he accepts. For any number r ≥ 2 of players, the (d, m, r, F) twolevel low-degree test is described in Figure 2 . We summarize its main properties.
Complexity: The longest question is the pair (s, s ), which is 3m log |F| + 3m log |F| ≤ 6m log |F| bits. The longest answer is the polynomial g , which can be specified using at most (d ) 2 log |F| = O((log d) 2 log |F|) bits.
Strategies: The players have the following measurements. For every x ∈ F m , a "points" measurement {A a x } a∈F . For every plane s ∈ S 2 (F m ) and every x ∈ s (where x is represented as #x for some x ∈ s), another points measurement {B a s,x } a∈F . For every plane s ∈ S 2 (F m ) and every plane s ∈ S 2 (F m ), a "planes" measurement {C g s,s }. where g is a degree-d bivariate polynomial defined on s .
Analysis: We state the soundness of the test as a theorem.
Theorem III.2. Let 0 < ε ≤ 1/2, d ≥ 1, m ≥ 2, r ≥ 3 integers, and F a finite field of size |F| = q such that q ≥ (dm/ε) d 2 , where d 2 ≥ 1 is a universal constant. Let (|Ψ , A, B, C) be an r-player strategy with success 1 − ε in the (d, m, r, F) two-level low-degree test. Then there exists (n, r) linearity test 1) The referee chooses x, y ∈ F n 2 uniformly at random. He selects three players at random and sends them x, y, x + y respectively.
2) The players answer with a, b, c ∈ F 2 respectively. The referee accepts if and only if c = a + b. Figure 3 . The linearity test attempts to verify that the r players answer consistently with a linear function f :
where c 2 ≤ 1, C 2 > 0 are universal constants.
B. The 3-SAT test
Let ϕ be a 3-SAT formula with n variables and poly(n) clauses. Let h = log n and m = log n/ log log n , so that (h + 1) m ≥ n. Let F be a field of size |F| = q ≥ h + 1, and identify [n] with the subset {0, . . . , h} m ⊆ F m . Let d := mh. In the test, the players are supposed to hold a degree-d polynomial g over F m obtained as the lowdegree extension of a satisfying assignment to the variables of ϕ: g is the unique m-variate polynomial of degree at most h in each variable such that g(x) = x for every x ∈ {0, . . . , h} m associated to a variable x of ϕ (see e.g. [BFLS91, Proposition 4.1] for a proof of existence and uniqueness). For lack of space we omit a full description of the (ϕ, n, r, F) 3-SAT test and refer to the full version for details. Here we simply note that the maximum question length in the test is O(m log |F|), and the answer length is O((log log n) 3 log |F|).
C. The linearity test
Let n be an integer and F 2 the field with two elements. The (n, r) linearity test uses r ≥ 3 players and is described in Figure 3 .
Complexity: Questions have length n and answers are a single bit.
Strategies: A strategy for the players in the (n, r) linearity test is given by a state |Ψ and a family of measurements {A a x } with outcomes a ∈ F 2 . Analysis: The linearity test was first introduced in [BLR93] in the classical setting. The analysis with entangled players is joint work of the author and Tsuyoshi Ito [Vid11] .
Theorem III.3. Let n be an integer, r ≥ 3, ε > 0 and (|Ψ , A) a strategy for the players in the (n, r) linearity test. There exists a measurement {M u } with outcomes u ∈ F n such that
D. The QUADEQ test
Let QUADEQ be the language consisting of all systems of quadratic equations over F 2 that are satisfiable. An instance of QUADEQ over n variables x i is thus a set of K = poly(n) quadratic equations of the form ∑ i,j∈ [n] a (k) ij x i x j = c (k) (mod 2), for k = 1, . . . , K, that are simultaneously satisfiable. QUADEQ is well-known to be NP-complete. We use a standard test for verifying membership in QUADEQ (see e.g. [AB09, Theorem 11.19]). We refer to the full version for details.
IV. HARDNESS RESULTS
In this section we state our main hardness results. Our main result, Theorem 1, is restated as Corollary IV.4 below. In Section IV-A we state a first hardness result that follows almost directly from the 3-SAT test from Section III-B, whose analysis depends on the (composed) low-degree test from Section III-A2. In Section IV-B we use the QUADEQ test from Section III-D to obtain a hardness result for games with constant answer size. In Section IV-C we apply the parallel repetition theorem from [KV11] to amplify the resulting hardness of approximation factor.
A. The basic hardness result
Our first hardness result is the following.
Theorem IV.1. There is an ε > 0 such that the following holds. Given a 3-player game G in explicit form, it is NPhard to distinguish between ω(G) = 1 and ω * (G) ≤ 1 − ε. Furthermore, the problem is still NP-hard when restricting to games G of size n such that the following hold:
• Questions have length O(log n) and answers length poly(log log n), • The referee treats all players symmetrically and only sends questions to two out of the three players, • The referee's test is a projection test: among the two players who receive a question, there is one whose answer determines a unique correct answer for the other.
B. Hardness for games with constant answer size
We can combine Theorem IV.1 with the QUADEQ test from Section III-D to obtain a hardness result for games with binary answers.
Corollary IV.2. There is an ε > 0 such that the following holds. Given a 3-player game G in explicit form in which answers from the players are restricted to a single bit each, it is NP-hard to distinguish between ω(G) = 1 and ω * (G) ≤ 1 − ε.
C. Amplifying the gap
The constant ε for which we established NP-hardness in Corollary IV.2 can be very small. In this section we apply the entangled-player parallel repetition theorem from [KV11] to obtain the following. Corollary IV.3. Let δ > 0 be an arbitrary constant. Then the following is NP-hard. Given a 3-player game G in explicit form, distinguish between ω(G) = 1 and ω * (G) ≤ δ. Furthermore, the problem is still NP-hard when restricting to games G of size n such that the following hold:
• Questions in G have length O(log n) and answers have length poly(δ −1 ), • The referee treats all players symmetrically.
D. Hardness for three-player XOR games
Håstad [Hås01, Theorem 5.5] showed that for any ε > 0 it is NP-hard to approximate the classical value of a 3-player XOR game within a multiplicative factor 2 − ε. Starting from Corollary IV.2 and adapting Håstad's proof to the case of entangled players we arrive at the following, which is a restatement of Theorem 1.
Corollary IV.4. Let ε, δ > 0 be arbitrary constants. Then the following is NP-hard. Given a 3-player XOR game G, distinguish between ω(G) ≥ 1 − ε and ω * (G) ≤ (1 + δ)/2.
